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Preface
Symmetry is an important phenomenon in the natural world. Lie algebra is not purely
an abstract mathematics but a fundamental tool of studying symmetry. In fact, Norwe-
gian mathematician Sorphus Lie introduced Lie group and Lie algebra in 1874 in order
to study the symmetry of differential equations. Lie algebras are the infinitesimal struc-
tures (bones) of Lie groups, which are symmetric manifolds. Lie theory has extensive and
important applications in many other fields of mathematics, such as geometry, topology,
number theory, control theory, integrable systems, operator theory, and stochastic pro-
cess etc. Representations of finite-dimensional semisimple Lie algebras play fundamental
roles in quantum mechanics. The controllability property of the unitary propagator of
an N -level quantum mechanical system subject to a single control field can be described
in terms of the structure theory of semisimple Lie algebras. Moreover, Lie algebras were
used to explain the degeneracies encountered in genetic codes as the result of a sequence
of symmetry breakings that have occurred during its evolution. The structures and repre-
sentations of simple Lie algebras are connected with solvable quantum many-body system
in one-dimension. Our research also showed that the representation theory of Lie algebras
is connected with algebraic coding theory.
The existing classical books on finite-dimensional Lie algebras, such as the ones by
Jacobson and by Humphreys, purely focus on the algebraic structures of semisimple Lie
algebras and their finite-dimensional representations. Explicit irreducible representations
of simple Lie algebras had not been addressed extensively. Moreover, the relations of
Lie algebras with the other subjects had not been narrated that much. It seems to us
that a book on Lie algebras with more extensive view is needed in coupling with modern
development of mathematics, sciences and technology.
This book is mainly an exposition of the author’s works and his joint works with his for-
mer students on explicit representations of finite-dimensional simple Lie algebras, related
partial differential equations, linear orthogonal algebraic codes, combinatorics and alge-
braic varieties. Various oscillator generalizations of the classical representation theorem
on harmonic polynomials are presented. New functors from the representation category
of a simple Lie algebra to that of another simple Lie algebra are given. Partial differential
equations play key roles in solving certain representation problems. The weight matrices
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of the minimal and adjoint representations over the simple Lie algebras of types E and F
are proved to generate ternary orthogonal linear codes with large minimal distances. New
multi-variable hypergeometric functions related to the root systems of simple Lie algebras
are introduced in connection with quantum many-body system in one-dimension. Certain
equivalent combinatorial properties on representation formulas are found. Irreducibility
of representations are proved directly related to algebraic varieties.
This book is self-contained with the minimal prerequisite of calculus and linear algebra.
It consists of three parts. The first part is mainly the classical structure and finite-
dimensional representation theory of finite-dimensional semisimple Lie algebras, written
with Humphreys’ book “Introduction to Lie Algebras and Representation Theory” as
the main reference, where we give more examples and direct constructions of simple Lie
algebras of exceptional types, revise some arguments and prove some new statements.
This part serves as the preparation for the main context. The second part is our explicit
representation theory of finite-dimensional simple Lie algebras. Many of the irreducible
representations in this part are infinite-dimensional and some of them are even not of
highest-weight type. Certain important natural representation problems are solved by
means of solving partial differential equations. In particular, some of our irreducible
presentations are completely characterized by invariant partial differential equations. New
representation functors are constructed from inhomogeneous oscillator representations of
simple Lie algebras, which give fractional representations of the corresponding Lie groups,
such as the projective representations of special linear Lie groups and the conformal
representations of complex orthogonal groups. The third part is an extension of the
second part. First we give supersymmetric generalizations of the classical representation
theorem on harmonic polynomials. They can also be viewed as certain supersymmetric
Howe dualities. Then we present our theory of Lie theoretic codes. Finally, we talk about
root related integrable systems and our new multi-variable hypergeometric functions,
which are natural multi-variable analogues of classical Gauss hypergeometric functions.
The corresponding hypergeometric partial differential equations are found.
Part of this book has been taught for many times at the University of Chinese Academy
of Sciences. The book can serve as a research reference book for mathematicians and
scientists. It can also be treated as a text book for students after a proper selection of
materials.
Xiaoping Xu
Beijing, P. R. China
2016
Introduction
Algebraic study of partial differential equations traces back to Norwegian mathematician
Sophus Lie [Lie], who invented the powerful tool of continuous groups (known as Lie
groups) in 1874 in order to study symmetry of differential equations. Lie’s idea has been
carried on mainly by the mathematicians in the former states of Soviet Union, East Europe
and some mathematicians in North America. Now it has become an important mathe-
matical field known as “group analysis of differential equations,” whose main objective is
to find symmetry group of differential equations, related conservation laws and similarity
solutions. One of the classical long-standing problems in the area was to determine all
invariant partial differential equation under the natural representations of classical groups
(It was also mentioned by Olver [Op]). The problem was eventually settled down theo-
retically by the author [X5], where we found the complete set of functional generators for
the differential invariants of classical groups.
Gel’fand, Dikii and Dorfman [GDi1, GDi2, GDo1-GDo3] introduced in 1970s a theory
of Hamiltonian operators in order to study the integrability of nonlinear evolution partial
differential equations. Our first experience with partial differential equation was in the
works [X3, X4, X9, X10, X11] on the structure of Hamiltonian operators and their su-
persymmetric generalizations. In particular, we [X10] proved that Lie conformal algebras
in the sense of Kac [Kv2] are equivalent to linear Hamiltonian operators as mathemat-
ical structures. Since Borcherds’ vertex algebras are determined by their positive parts
(modes in physics terminology) of vertex operators that form Lie conformal algebras (e.g.,
cf. [Kv2, X6]), our result essentially established an equivalence between vertex algebras
and Hamiltonian operators. The result was later generalized by Barakat, De Sole and Kac
[BDK] to vertex poisson algebras. Moreover, we used the techniques and thoughts from
Lie algebras to solve various physical partial differential equations such as the equation of
transonic gas flows, the equation of geopotential forecast, the nonlinear Schro¨dinger equa-
tions, the Navier-Stokes equations and the classical boundary layer equations (cf. [X21]
and the references therein). In this book, we present an explicit representation theory of
finite-dimensional simple Lie algebras and show that partial differential equations can be
used to solve representation problems of Lie algebras.
Abstractly, a Lie algebra G is a vector space with a bilinear map [·, ·] : G × G → G
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such that
[u, v] = −[v, u], [u, [v, w]] = [[u, v], w] + [v, [u, w]], u, v, w ∈ G . (0.1)
A Lie algebra G is called simple if it does not contain any nonzero “invariant” proper
subspace I; that is
[u, I] ⊂ I, u ∈ G . (0.2)
Finite-dimensional complex simple Lie algebras were classified by Killing and Cartan in
later nineteen century. For a vector space V , we denote by V ∗ the space of linear functions
on V . It turns out that such a Lie algebra G must contain a subspace H , called toral
Cartan subalgebra, such that
G =
⊕
α∈H∗
Gα, Gα = {u ∈ G | [h, u] = α(h)u for h ∈ H}, (0.3)
and G0 = H , where
Φ = {α ∈ H∗ \ {0} | Gα 6= {0}} (0.4)
is called the root system of G . Moreover,
dimGα = 1 for α ∈ Φ (0.5)
and there exists a subset Φ+ of Φ containing a basis Π = {α1, ..., αn} of H∗ such that
Φ = −Φ+
⋃
Φ+, −Φ+
⋂
Φ+ = ∅ (0.6)
and for any β ∈ Φ+,
β =
n∑
i=1
kiαi with 0 ≤ ki ∈ Z, (0.7)
where Z is the ring of integers. Furthermore, there exists hi ∈ [Gαi ,G−αi] such that
αi(hi) = 2 for i = 1, 2, ..., n. (0.8)
It turns out that the structure of G is completely determined by the matrix (αi(hj))n×n,
which is called the Cartan matrix of G . Consequently, there are only nine classes of finite-
dimensional simple Lie algebras, which are called of types An, Bn, Cn, Dn, G2, F4, E6, E7, E8.
The first four are infinite series, called “classical Lie algebras.” The last five are fixed sim-
ple Lie algebras, called “exceptional types.” Using the root lattices Λr =
∑
α∈Π Zα of type
A and the Coxeter automorphism of Λr, we constructed in [X1] two families of self-dual
complex lattices that are also real self-dual (unimodular) lattices. These lattices can be
used in studying geometry of numbers and conformal field theory.
Since every finite-dimensional complex simple Lie algebra must contain a toral Cartan
subalgebra, it is natural to ask if there exists a complex simple Lie algebra that does
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not contain any toral Cartan subalgebra. In [X7, X8], we constructed six families of
infinite-dimensional complex simple Lie algebras without any toral Cartan subalgebras.
For a vector space M , we denote by EndM the space of all linear transformations on
M . A representation ν of a Lie algebra G on M is a linear map from G to EndM such
that
ν([u, v]) = ν(u)ν(v)− ν(v)ν(u) for u, v ∈ G . (0.9)
The space M is called a G -module. In this book, we sometimes use the notions:
ν(ξ) = ξ|M , ν(ξ)(w) = ξ(w) for ξ ∈ G , w ∈M. (0.10)
A subspace N of a G -module M is called a submodule of M if
ξ(w) ∈ N for ξ ∈ G , w ∈ N . (0.11)
If M dose not contain any proper nonzero submodule, we say that M is an irreducible
G -module. Let G be a Lie algebra with a decomposition (0.3) satisfying (0.4), (0.6) and
(0.7). A G -module M is called a weight module if
M =
⊕
µ∈H∗
Mµ, Mµ = {w ∈M | h(w) = µ(h)w}. (0.12)
The set
Λ(M) = {µ ∈ H∗ |Mµ 6= {0}} (0.13)
is called the weight set of M and the elements in Λ(M) are called the weights of M . A
vector in Mµ with µ ∈ Λ(M) is called a weight vector. A nonzero weight vector w is called
a singular vector if
ξ(w) = 0 for ξ ∈
⋃
β∈Φ+
Gβ. (0.14)
If M is generated by a singular vector v with weight λ, we call M a highest-weight G -
module and λ the highest weight of M .
Finite-dimensional representations of a complex finite-dimensional simple Lie algebra
were essentially determined by Cartan in early twenty century. The approaches were
simplified and further developed by Weyl in 1920s. Let G be a finite-dimensional complex
simple Lie algebra and take the settings in (0.3)-(0.8). Set
Λ+ = {λ ∈ H∗ | 0 ≤ λ(hi) ∈ Z for i = 1, ..., n}. (0.15)
It turns out that any finite-dimensional G -module is a direct sum of its irreducible sub-
modules and any finite-dimensional irreducible G -module is a highest-weight module with
its highest weight in Λ+. Conversely, for any element λ ∈ Λ+, there exists a unique finite-
dimensional irreducible G -module with highest weight λ. The above conclusion is now
calledWeyl’s theorem on completely reducibility. For any finite-dimensional G -moduleM ,
µ(hi) ∈ Z for i ∈ {1, ..., n}, µ ∈ Λ(M). (0.16)
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Write Λ(M) \ {0} = {µ1, µ2, ..., µm}. We found in [X20] that the set
{(µ1(hi), µ2(hi), ..., µm(hi)) | i = 1, ..., n} (0.17)
spans a binary or ternary orthogonal code for certain G and M . In particular, we showed
that when G is of type F4, E6, E7 and E8, andM is of minimal dimension orM = G with
left multiplication as the representation, the set (0.17) spans a ternary orthogonal code
with large minimal distance d, which can be used to correct Jd/2K errors in information
technology.
A module of a finite-dimensional simple Lie algebra is called cuspidal if it is not induced
from its proper “parabolic subalgebras.” Infinite-dimensional irreducible weight modules
of finite-dimensional simple Lie algebras with finite-dimensional weight subspaces had
been intensively studied by the authors in [BBL, BFL, BHL, BL1, BL2, Fs, Fv, Mo].
In particular, Fernando [Fs] proved that such modules must be cuspidal or parabolically
induced. Moreover, such cuspidal modules exist only for special linear Lie algebras and
symplectic Lie algebras. A similar result was independently obtained by Futorny [Fv].
Mathieu [Mo] proved that these cuspidal modules are irreducible components in the tensor
modules of their multiplicity-free modules with finite-dimensional modules. Thus the
structures of irreducible weight modules of finite-dimensional simple Lie algebra with
finite-dimensional weight subspaces were essentially determined by Fernando’s result in
[Fs] and Methieu’s result in [Mo]. However, explicit presentations of such modules were
almost unknown.
An important feature of this book is the connection between representations of simple
Lie algebras and partial differential equations. Let Er,s be the square matrix with 1 as its
(r, s)-entry and 0 as the others. Denote by R the field of real numbers. Let n ≥ 3 be an
integer. The compact orthogonal Lie algebra o(n,R) =
∑
1≤r<s≤nR(Er,s − Es,r), whose
representation on the polynomial algebra A = R[x1, ..., xn] is given by (Er,s − Es,r)|A =
xr∂xs −xs∂xr . Denote by Ak the subspace of homogeneous polynomials in A with degree
k. Recall that the Laplace operator ∆ = ∂2x1 + · · · + ∂2xn and its corresponding invariant
η = x21 + x
2
2 + · · ·+ x2n. It is well known that the subspaces
Hk = {f ∈ Ak | ∆(f) = 0} (0.18)
of harmonic polynomials form irreducible o(n,R)-submodules and
A =
∞⊕
i,k=0
ηiHk (0.19)
is a direct sum of irreducible submodules. In other words, the irreducible submodules
are characterized by the Laplace operator ∆ and its dual invariant η gives the complete
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reducibility of the polynomial algebra A . The above conclusion is called the classical
theorem on harmonic polynomials.
The Navier equations
ι1∆(~u) + (ι1 + ι2)(∇t · ∇)(~u) = 0 (0.20)
are used to describe the deformation of a homogeneous, isotropic and linear elastic
medium in the absence of body forces, where ~u is an n-dimensional vector-valued function,
∇ = (∂x1 , ∂x2 , ..., ∂xn) is the gradient operator, ι1 and ι2 are Lame´ constants with ι1 > 0,
2ι1 + ι2 > 0 and ι1 + ι2 6= 0. In fact, ∇t · ∇ is the well-known Hessian operator. Math-
ematically, the above system is a natural vector generalization of the Laplace equation.
In [X16], we found methods of solving linear flag partial differential equations for polyno-
mial solutions. Cao [Cb] used a method of us to prove that the subspaces of homogeneous
polynomial-vector solutions are exactly direct sums of three explicitly given irreducible
o(n,R)-submodules if n 6= 4 and of four explicitly given irreducible o(n,R)-submodules if
n = 4. This gave a vector generalization of the classical theorem on harmonic polynomials.
Denote by B = C[x1, ..., xn, y1, ..., yn] the polynomial algebra in x1, ..., xn and y1, ..., yn
over the field C of complex numbers. Fix n1, n2 ∈ {1, ..., n} with n1 ≤ n2. We redefine
deg xi = −1, deg xj = 1, deg yr = 1, deg ys = −1 (0.21)
for i ∈ {1, ..., n1}, j ∈ {n1 + 1, .., n}, r ∈ {1, ..., n2} and s ∈ {n2 + 1, ..., n}. Denote
by B〈ℓ1,ℓ2〉 the subspace of homogeneous polynomials with degree ℓ1 in {x1, ..., xn} and
degree ℓ2 in {y1, ..., yn}. We deform the Laplace operator
∑n
i=1 ∂xi∂yi to the operator
∆˜ = −
n1∑
i=1
xi∂yi +
n2∑
r=n1+1
∂xr∂yr −
n∑
s=n2+1
ys∂xs (0.22)
and its dual
∑n
i=1 xiyi to the operator
η =
n1∑
i=1
yi∂xi +
n2∑
r=n1+1
xryr +
n∑
s=n2+1
xs∂ys . (0.23)
Define
H〈ℓ1,ℓ2〉 = {f ∈ B〈ℓ1,ℓ2〉 | ∆˜(f) = 0}. (0.24)
Luo and the author [LX1] constructed a new representation on B for the simple Lie
algebra G of type An−1 such that the operators in (0.22) and (0.23) commute with the
elements in G |B and used a method in [X16] to prove that H〈ℓ1,ℓ2〉 with ℓ1, ℓ2 ∈ Z such
that ℓ1 + ℓ2 ≤ n1 − n2 + 1 − δn1,n2 are irreducible G -modules. Moreover, B〈ℓ1,ℓ2〉 =⊕∞
m=0 η
m(H〈ℓ1−m,ℓ2−m〉) is a decomposition of irreducible G -submodules. This establishes
a Z2-graded analogue of the classical theorem on harmonic polynomials for the simple Lie
algebra of type An−1.
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Set
B〈k〉 =
∑
ℓ∈Z
B〈ℓ,k−ℓ〉, H〈k〉 =
∑
ℓ∈Z
H〈ℓ,k−ℓ〉 for k ∈ Z. (0.25)
Luo and the author [LX2] extended the above representation of G on B to a representation
of the simple Lie algebra G1 of typeDn onB and proved thatH〈k〉 with n1−n2+1−δn1,n2 ≥
k ∈ Z are irreducible G1-modules and B〈k〉 =
⊕∞
i=0 η
i(H〈k−2i〉) is a decomposition of
irreducible G1-submodules. This gives a Z-graded analogue of the classical theorem on
harmonic polynomials for the simple Lie algebra of type Dn.
Let B′ = C[x0, x1, ..., xn, y1, ..., yn] be the polynomial algebra in x0, x1, ..., xn and
y1, ..., yn. We define deg x0 = 1 and take (0.21). Write the deformed Laplace opera-
tor
∆˜′ = ∂2x0 − 2
n1∑
i=1
xi∂yi + 2
n2∑
r=n1+1
∂xr∂yr − 2
n∑
s=n2+1
ys∂xs (0.26)
and its dual operator
η′ = x20 + 2
n1∑
i=1
yi∂xi + 2
n2∑
r=n1+1
xryr + 2
n∑
s=n2+1
xs∂ys . (0.27)
Set
B′〈k〉 =
∞∑
i=0
B〈k−i〉x
i
0, H
′
〈k〉 = {f ∈ B′〈k〉 | ∆˜′(f) = 0}. (0.28)
Luo and the author [LX2] extend the above representation of G1 on B to a representa-
tion of the simple Lie algebra G2 of type Bn on B′ and proved that H ′〈k〉 with k ∈ Z
are irreducible G2-modules and B′ =
⊕
k∈Z
⊕∞
i=0(η
′)i(H ′〈k〉) is a decomposition of irre-
ducible G2-submodules. This is a Z-graded analogue of the classical theorem on harmonic
polynomials for the simple Lie algebra of type Bn.
When n1 < n2, the bases of the subspaces H〈ℓ1,ℓ2〉, H〈k〉 and H
′
〈k〉 had been obtained.
Using Fourier transformation, we can identify the subspaces H〈ℓ1,ℓ2〉, H〈k〉 and H
′
〈k〉 with
the subspaces of homogeneous solutions for the corresponding usual Laplace equations in
certain spaces of generalized functions. In [LX3], Luo and the author extended the above
representation of G on B to a representation of the simple Lie algebra G3 of type Cn on
B and proved that if n1 < n2 or k 6= 0, the subspace B〈k〉 with k ∈ Z are irreducible
G3-modules, and when n1 = n2, the subspace B〈0〉 is a direct sum of two explicitly given
irreducible G3-submodules.
The above irreducible modules except n1 = n2 = n in the case of type An−1 are
explicit infinite-dimensional weight modules of finite-dimensional weight subspaces. They
are not unitary. The irreducible modules for G1,G2 and G3 are generically neither of
highest-weight type nor of unitary type. In [LX4], Luo and the author generalized the
above results for G ,G1 and G2 to those for the corresponding Lie superalgebras. Bai
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[B1, B2] proved that some of irreducible representations in [LX1-LX3] have distinguished
Gelfand-Kirillov dimensions.
Dickson [D] (1901) first realized that there exists an E6-invariant trilinear form on its
27-dimensional basic irreducible module, which corresponds to the unique fundamental
cubic polynomial invariant and constant-coefficient differential operator. We proved in
[X17] that the space of homogeneous polynomial solutions with degree m for the cubic
Dickson invariant differential equation is exactly a direct sum of Jm/2K + 1 explicitly
determined irreducible E6-submodules and the whole polynomial algebra is a free module
over the polynomial algebra in the Dickson invariant generated by these solutions. Thus
we obtained a cubic E6-generalization of the classical theorem on harmonic polynomials.
Next we want to describe our new multi-variable hypergeometric functions of type
A and their connections with the representations of type-A simple Lie algebras and the
Calogero-Sutherland model. For a ∈ C and 0 < n ∈ Z, we denote
(a)n = a(a+ 1) · · · (a+ n− 1), (a)0 = 1. (0.29)
The well-known Gauss hypergeometric function is
2F1(α, β; γ; z) =
∞∑
n=0
(α)n(β)n
n!(γ)n
zn. (0.30)
Many well known elementary functions and orthogonal polynomials are special cases
of 2F1(α, β; γ; z) (e.g., cf. [WG, AAR, X21]). It satisfies the classical hypergeometric
equation
z(1 − z)y′′ + [γ − (α+ β + 1)z]y′ − αβy = 0. (0.31)
Denoting D = z d
dz
, we can rewrite the above equation as
(γ +D)
d
dz
(y) = (α+D)(β +D)(y). (0.32)
Moreover, it has the differential property:
d
dz
2F1(α, β; γ; z) =
αβ
γ
2F1(α + 1, β + 1; γ + 1; z) (0.33)
Furthermore, the Euler integral representation
2F1(α, β; γ; z) =
Γ(γ)
Γ(β)Γ(γ − β)
∫ 1
0
tβ−1(1− t)γ−β−1(1− zt)−αdt (0.34)
holds in the z plane cut along the real axis from 1 to ∞.
Let N be the addtive semigroup of nonnegative integers and let
ΓA =
∑
1≤p<q≤n
Nǫq,p (0.35)
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be the additive semigroup of rank n(n − 1)/2 with ǫq,p as base elements. For α =∑
1≤p<q≤n αq,pǫq,p ∈ ΓA, we denote
α1∗ = α
∗
n = 0, αk∗ =
k−1∑
r=1
αk,r, α
∗
l =
n∑
s=l+1
αs,l (0.36)
Given ϑ ∈ C \ {−k | 0 < k ∈ Z} and τr ∈ C with r ∈ {1, ..., n}, we defined (n(n− 1)/2)-
variable hypergeometric function of type A in [X14] by
XA(τ1, .., τn;ϑ){zj,k} =
∑
β∈ΓA
[∏n−1
s=1 (τs − βs∗)β∗s
]
(τn)βn∗
β!(ϑ)
βn∗
zβ , (0.37)
where
β! =
∏
1≤k<j≤n
βj,k!, z
β =
∏
1≤k<j≤n
z
βj,k
j,k . (0.38)
The variables {zj,k} correspond to the negative root vectors of the simple Lie algebra of
type An−1 and the above definition has essentially used the structure of its root system.
Our functions XA(τ1, .., τn;ϑ){zj,k} are indeed natural generalizations of the Gauss
hypergeometric function 2F1(α, β; γ; z). Denote
Dp∗ =
p−1∑
r=1
zp,r∂zp,r , D
∗
q =
n∑
s=q+1
zs,q∂zs,q for p ∈ {2, ..., n}, q ∈ {1, ..., n− 1}. (0.39)
We have the following analogous system of partial differential equations of (0.32):
(τr2 − 1−Dr2∗ +D∗r2)∂zr2,r1 (XA) = (τr2 − 1−Dr2∗)(τr1 −Dr1∗ +D∗r1)(XA) (0.49)
for 1 ≤ r1 < r2 ≤ n− 1, and
(ϑ+Dn∗)∂zn,r(XA) = (τn +Dn∗)(τr −Dr∗ +D∗r )(XA) (0.41)
for r ∈ {1, ..., n− 1}. Define
1 0 0 · · · 0
P[1,2] 1 0 · · · 0
P[1,3] P[2,3] 1
. . .
...
...
...
. . .
. . . 0
P[1,n] P[2,n] · · · P[n−1,n] 1
 =

1 0 0 · · · 0
z2,1 1 0 · · · 0
z3,1 z3,2 1
. . .
...
...
...
. . .
. . . 0
zn,1 zn,2 · · · zn,n−1 1

−1
(0.42)
and treat P[i,i] = 1. Then P[i,j] are polynomials in {zr,s | 1 ≤ s < r ≤ n}. Moreover, for
1 ≤ r1 < r2 ≤ n− 1 and r ∈ {1, ..., n− 1}, we have the differential property:
∂zr2,r1 (XA) =
r1∑
s=1
τsP[s,r1]XA[s, r2], (0.43)
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∂zn,r(XA) =
τn
ϑ
r∑
s=1
τsP[s,r]XA[s, n], (0.44)
where XA[i, j] is obtained from XA by changing τi to τi+1 and τj to τj−1 for 1 ≤ i < j ≤
n−1 and XA[k, n] is obtained from XA by changing τi to τi+1, τn to τn+1 and ϑ to ϑ+1
for k ∈ 1, n− 1. The system of (0.43) and (0.44) is an analogue of (0.33). Furthermore,
if Re τn > 0 and Re (ϑ− τn) > 0, then we have the Euler integral representation
XA =
Γ(ϑ)
Γ(ϑ− τn)Γ(τn)
∫ 1
0
[
n−1∏
r=1
(
n−1∑
s=r
P[r,s] + tP[r,n])
−τr
]
tτn−1(1− t)ϑ−τn−1dt (0.45)
on the region [P[r,n]/(
∑n−1
s=r P[r,s])] 6∈ (−∞,−1) for r ∈ {1, ..., n− 1}. Expression (0.45) is
exactly an analogue of (0.34).
The Calogero-Sutherland model is an exactly solvable quantum many-body system in
one-dimension (cf. [Cf, Sb]), whose Hamiltonian is given by
HCS =
n∑
ι=1
∂2xι +K
∑
1≤p<q≤n
1
sinh2(xp − xq)
, (0.46)
where K is a constant. Set
ξAr2,r1 =
r2−1∏
s=r1
e2xr2
e2xr2 − e2xs for 1 ≤ r1 < r2 ≤ n. (0.47)
Take (λ1, ..., λn) ∈ Cn such that
λ1 − λ2 = · · · = λn−2 − λn−1 = µ and λn−1 − λn = σ 6∈ N, (0.48)
for some constants µ and σ. Based on Etingof’s work [Ep] related to representations of
simple Lie algebra of type An−1, we proved in [X14] that
n∏
r=1
e2(λr+(n+1)/2−r)xrXA(µ+ 1, .., µ+ 1,−µ;−σ){ξAr2,r1} (0.49)
is a solution of the Calogero-Sutherland model.
We also introduced in [X14] new multi-variable hypergeometric functions related to
the simple Lie algebras of types Bn, Cn, Dn, where the functions of type C give rise to the
solutions of the corresponding Olshanesky-Perelomov model (cf. [OP]).
Partial differential equations are also used by us [X12, X17, X18, X19, X22] to ex-
plicitly determine singular vectors in certain weight modules of finite-dimensional simple
Lie algebras and the structures of the modules (Some of the results were abstractly de-
termined by Brion [B] before us). In particular, we obtained combinatorial identities on
the dimensions of an infinite family of irreducible modules of F4, E6 and E7, respectively.
Differential-operator representations of Lie algebras are called oscillator representations
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in physics terminology. In the oscillator representation of the simple Lie algebra of type
F4 lifted from its basic irreducible module, we showed in [X18] that the number of irre-
ducible submodules contained in the space of homogeneous harmonic polynomials with
degree k ≥ 2 is ≥ Jk/3K + J(k − 2)/3K + 2. Moreover, in the polynomial algebra over
the 56-dimensional basic irreducible module of the simple Lie algebra E7, we found in
[X22] two three-parameter families of irreducible submodules in the solution space of the
Cartan’s fourth-order E7-invariant partial differential equation.
For any λ ∈ H∗, there exists a unique highest-weight G -module M(λ) with highest
weight λ such that any other highest-weight G -module with highest weight λ must be a
quotient module of M(λ). The module M(λ) is called a Verma module (cf. [V1, V2]).
Suppose that G is of type An−1. The Weyl group of G in this case is exactly the group
Sn of permutations on {1, 2, ..., n}. In [X19], we derived a system of variable-coefficient
second-order linear partial differential equations that determines the singular vectors in
M(λ), and a differential-operator representation of Sn on the related space of truncated
power series. We proved that the solution space of the system of partial differential
equations is exactly spanned by {σ(1) | σ ∈ Sn}. Moreover, the singular vectors in M(λ)
are given by those σ(1) that are polynomials. Xiao [XW1] found the explicit formula for
σ(1) when σ is the reflection associated with a positive root and determined the condition
for it to be a polynomial. A similar result as that in [X19] for the simple Lie algebra of
type C2 was proved by us [X12]. Xiao [XW2] generalized our result of An−1 in [X19] and
that of C2 in [X12] to all finite-dimensional simple Lie algebras.
The second important feature of this book is the construction of irreducible represen-
tations of simple Lie algebras from their natural inhomogeneous oscillator representations,
which give fractional representations of the corresponding Lie groups.
Suppose that n ≥ 2 is an integer. Let G be the simple Lie algebra of types An, Bn, Dn,
E6 and E7. It is known that it has the following subalgebra decomposition
G = G− ⊕ G0 ⊕ G+ (0.50)
with
[G+,G−] ⊂ G0, [G0,G±] ⊂ G±, [G±,G±] = {0}, (0.51)
where G0 is a direct sum of a one-dimensional trivial Lie algebra with the simple Lie
algebra G ′0 of types An−1, Bn−1, Dn−1, D5 and E6, respectively. Moreover, G− forms the
minimal natural irreducible G ′0-module with respect to the adjoint representation of G if
G is not of type E6, and G− gives the “spin representation” of G
′
0 when G is of type E6.
Moreover, G+ is its dual G ′0-module of G−. We lift the representation of G
′
0 on G− to an
oscillator representation of G0 on the algebra A = C[x1, ..., xm] of polynomial functions
G−, where m = dimG−.
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Denote by Ak the subspace of homogeneous polynomials with degree k. We extend
the oscillator representation of G0 to an inhomogeneous oscillator representation of G
by fixing G+|A =
∑m
i=1C∂xi and solving G−|A in
∑m
i=1 A2∂xi . When G is of type An,
the extended representation is exactly the one induced from the corresponding projective
transformations (cf. [ZX]). If G is of types Bn and Dn, the extended representation is
exactly the one induced from the corresponding conformal transformations (cf. [XZ]).
In the cases of E6 and E7, we found the corresponding fractional representations of the
corresponding Lie groups (cf. [X23, X24]).
We define a Lie algebra
GA = G |A ⊕A G0 (0.52)
with the Lie bracket
[d1 + f1u, d2 + f2v] = (d1d2 − d2d1) + (d1(f2)v − d2(f1)u+ f1f2[u, v]) (0.53)
for d1, d2 ∈ G |A , f1, f2 ∈ A and u, v ∈ G0. Using Shen’s idea of mixed product (cf. [Sg]),
we found a Lie algebra monomorphism ι : G → GA such that ι(G ) 6⊂ G |A . Let M be any
G ′0-module. We extend it to a G0-module by letting the central element take a constant
map. Define a GA -module structure on M̂ = A ⊗CM by
(d+ fu)(g ⊗ w) = d(g)⊗ w + fg ⊗ u(w) (0.54)
for d ∈ G |A , f, g ∈ A , u ∈ G0 and w ∈ M. Then M̂ becomes a G -module with the action
ξ(̟) = ι(ξ)(̟) for ξ ∈ G , ̟ ∈ M̂. (0.55)
The map M 7→ M̂ defines a new functor from G ′0-Mod to G -Mod. When M is an
irreducible G ′0-module, C[G−](1⊗M) is naturally an irreducible G -module due to the fact
G+|A =
∑m
i=1C∂xi , where C[G−] is the polynomial algebra generated by G−. Thus the
less explicit functor M 7→ C[G−](1 ⊗M) gives a polynomial extension from irreducible
G ′0-modules to irreducible G -modules. In particular, it can be used to construct Gel’fand-
Zetlin type bases for E6 from those for D5 and then construct Gel’fand-Zetlin type bases
for E7 from those for E6 (cf. [GZ1, GZ2, Ma]). WhenM is a finite-dimensional irreducible
G ′0-module, Zhao and the author [ZX, XZ] determined the condition for M̂ = C[G−](1⊗M)
if G is of types An, Bn and Dn. The condition for E6 and E7 was found by the author in
[X23, X24]. In these works, the idea of Kostant’s characteristic identities in [Kb] played
a key role. Our approaches heavily depend on the explicit decompositions of A and the
tensor module of G− with any finite-dimensional G
′
0-module into direct sums of irreducible
G ′0-submodules. This is a reason why we adopted the case-by-case approach.
The above works also yield a one-parameter (c) family of inhomogeneous first-order
differential operator representations of G . Letting these operators act on the space of
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exponential-polynomial functions that depend on a parametric vector ~a ∈ Cn, we proved
in [X26-X28] that the space forms an irreducible G -module for any c ∈ C if ~a is not on an
explicitly given algebraic variety when G is not of type An. The equivalent combinatorial
properties of the representations played key roles. In the case of An, we [X25] got new
non-weight irreducible modules of the simple Lie algebras of type An and Cm if n = 2m is
an even integer. By partially swapping differential operators and multiplication operators,
we obtain more general oscillator representations of G . If c 6∈ Z, we obtained in [X25]
explicit infinite-dimensional weight modules with finite-dimensional weight subspaces for
the simple Lie algebras of types An and Cm when n = 2m is an even integer. When c 6∈
Z/2, we [X26] found explicit infinite-dimensional weight modules with finite-dimensional
weight subspaces for the simple Lie algebras of types Bn and Dn. These weight modules
are not of highest type.
Below we give a chapter-by-chapter introduction. Throughout this book, F is always
a field with characteristic 0 such as the field Q of rational numbers, the field R of real
numbers and the field C of complex numbers. All the vector spaces are assumed over F
unless they are specified.
The first part of this book is the classical theory of finite-dimensional Lie algebras and
their representations, which serves as the preparation of our later main contents.
In Chapter 1, we give basic concepts and examples of Lie algebras. Moreover, Engel’s
theorem on nilpotent Lie algebras and Lie’s theorem on solvable Lie algebras are proved.
Furthermore, we derive the Jordan-Chevalley decomposition of a linear transformation
and use it to show Cartan’s criterion on the solvability.
In Chapter 2, we first introduce the Killing form and prove that the semisimplicity of
a finite-dimensional Lie algebra over C is equivalent to the nondegeneracy of its Killing
form. Then we use the Killing form to derive the decomposition of a finite-dimensional
semisimple Lie algebra over C into a direct sum of simple ideals. Moreover, it is showed
that a derivation of G must be a left multiplication operator of G for such a Lie algebra.
Furthermore, we study the completely reducible modules of a Lie algebra and proved the
Weyl’s theorem of complete reducibility. The equivalence of the complete reducibility of
real and complex modules is also given. Cartan’s root-space decomposition of a finite-
dimensional semisimple Lie algebra over C is derived. In particular, we prove that such a
Lie algebra is generated by two elements. The complete reducibility of finite-dimensional
modules of A1 plays an important role in proving the properties of the corresponding root
systems.
In Chapter 3, we start with the axiom of root system and give the root systems of
special linear algebras, orthogonal Lie algebras and symplectic Lie algebras. Then we
derive some basic properties of root systems; in particular, the existence of the bases
of root systems. As finite symmetries of root systems, the Weyl groups are introduced
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and studied in detail. The classification and explicit constructions of root systems are
presented. The automorphism groups of roots systems are determined. As a preparation
for later representation theory of Lie algebras, the corresponding weight lattices and their
saturated subsets are investigated.
In Chapter 4, we show that the structure of a finite-dimensional semisimple Lie algebra
over C is completely determined by its root system. Moreover, we prove that any two
Cartan subalgebras of such a Lie algebra G are conjugated under the group of inner
automorphisms of G . In particular, the automorphism group of G is determined when
it is simple. Furthermore, we give explicit constructions of the simple Lie algebras of
exceptional types.
ByWeyl’s Theorem, any finite-dimensional representation of a finite-dimensional semisim-
ple Lie algebra over C is completely reducible. The main goal in Chapter 5 is to study
finite-dimensional irreducible representations of a finite-dimensional semisimple Lie alge-
bra over C. First we introduce the universal enveloping algebra of a Lie algebra and prove
the Poincare´-Birkhoff-Witt (PBW) Theorem on its basis. Then we use the universal en-
veloping algebra of a finite-dimensional semisimple Lie algebra G to construct the Verma
modules of G . Moreover, we prove that any finite-dimensional G -module is the quotient
of a Verma module modulo its maximal proper submodule, whose generators are explic-
itly given. Furthermore, the Weyl’s character formula of a finite-dimensional irreducible
G -module is derived and the dimensional formula of the module is determined. Finally,
we decompose the tensor module of two finite-dimensional irreducible G -modules into a
direct sum of irreducible G -submodules in terms of characters.
Part II is about the explicit representations of finite-dimensional simple Lie algebra
over C, which is the main content of this book.
In Chapter 6, we give various explicit representations of the simple Lie algebras of type
A. First we present a fundamental lemma of solving flag partial differential equations for
polynomial solutions, which was due to our work [X16]. Then we present the canonical
bosonic and fermionic oscillator representations over their minimal natural modules and
minimal orthogonal modules. Moreover, we determine the structure of the noncanonical
oscillator representations obtained from the canonical bosonic oscillator representations
over their minimal natural modules and minimal orthogonal modules by partially swap-
ping differential operators and multiplication operators. The case over their minimal
natural modules was due to Howe [Hr4]. The results in the case over their minimal or-
thogonal modules are generalizations of the classical theorem on harmonic polynomials.
The results were due to Luo and the author [LX1]. We construct a functor from the cat-
egory of An−1-modules to the category of An-modules, which is related to n-dimensional
projective transformations. This work was due to Zhao and the author [ZX]. Finally, we
present multi-parameter families of irreducible projective oscillator representations of the
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algebras given in [X25].
Chapter 7 is devoted to natural explicit representations of the simple Lie algebra of
type D. First we present the canonical bosonic and fermionic oscillator representations
over their minimal natural modules. Then we determine the structure of the noncanonical
oscillator representations obtained from the above bosonic representations by partially
swapping differential operators and multiplication operators, which are generalizations of
the classical theorem on harmonic polynomials (cf. [LX2]). Furthermore, we speak about
a functor from the category of Dn-modules to the category of Dn+1-modules, which is
related to 2n-dimensional conformal transformations (cf. [XZ]). In addition, we present
multi-parameter families of irreducible conformal oscillator representations of the algebras
given in [X26].
Chapter 8 is about natural explicit representations of the simple Lie algebra of type
B. We give the canonical bosonic and fermionic oscillator representations over their
minimal natural modules. Moreover, we determine the structure of the noncanonical
oscillator representations obtained from the above bosonic representations by partially
swapping differential operators and multiplication operators, which are generalizations
of the classical theorem on harmonic polynomials (cf. [LX2]). Furthermore, we present
a functor from the category of Bn-modules to the category of Bn+1-modules, which is
related to (2n+1)-dimensional conformal transformations (cf. [XZ]). Besides, we present
multi-parameter families of irreducible conformal oscillator representations of the algebras
given in [X26].
Chapter 9 determines the structure of the canonical bosonic and fermionic oscillator
representations of the simple Lie algebras of type C over their minimal natural mod-
ules. Moreover, we study the noncanonical oscillator representations obtained from the
above bosonic representations by partially swapping differential operators and multiplica-
tion operators, and obtain a two-parameter family of new infinite-dimensional irreducible
representations (cf. [LX3]). Finally, we present multi-parameter families of irreducible
projective oscillator representations of the algebras given in [X25].
In Chapter 10, we determine the structure of the canonical bosonic and fermionic
oscillator representations of the simple Lie algebra of type G2 over its 7-dimensional
module. Moreover, we use partial differential equations to find the explicit irreducible
decomposition of the space of polynomial functions on 26-dimensional basic irreducible
module of the simple Lie algebra of type F4 (cf. [X18]).
Chapter 11 studies explicit representations of the simple Lie algebra of type E6. First
we prove the cubic E6-generalization of the classical theorem on harmonic polynomials
given [X17]. Then we study the functor from the module category of D5 to the module
category of E6 developed in [X23]. Finally, we give a family of inhomogeneous oscillator
representations of the simple Lie algebra of type E6 on a space of exponential-polynomial
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functions and prove that their irreducibility is related to an explicit given algebraic variety
(cf. [X27]).
Explicit representations of the simple Lie algebra of type E7 are given in Chapter
12. By solving certain partial differential equations, we find the explicit decomposition
of the polynomial algebra over the 56-dimensional basic irreducible module of the simple
Lie algebra E7 into a sum of irreducible submodules (cf. [X22]). Then we study the
functor from the module category of E6 to the module category of E7 developed in [X24].
Moreover, we construct a family of irreducible inhomogeneous oscillator representations of
the simple Lie algebra of type E7 on a space of exponential-polynomial functions, related
to an explicitly given algebraic variety (cf. [X28]).
Part III is an extension of Part II.
In Chapter 13, we first establish two-parameter Z2-graded supersymmetric oscillator
generalizations of the classical theorem on harmonic polynomials for the general linear
Lie superalgebra. Then we extend the result to two-parameter Z-graded supersymmetric
oscillator generalizations of the classical theorem on harmonic polynomials for the ortho-
symplectic Lie superalgebras. This chapter is a reformulation of Luo and the author’s
work [LX4].
Linear codes with large minimal distances are important error correcting codes in
information theory. Orthogonal codes have more applications in the other fields of math-
ematics. In Chapter 14, we study the binary and ternary orthogonal codes generated by
the weight matrices of finite-dimensional modules of simple Lie algebras. The Weyl groups
of the Lie algebras act on these codes isometrically. It turns out that certain weight ma-
trices of the simple Lie algebras of types A and D generate doubly-even binary orthogonal
codes and ternary orthogonal codes with large minimal distances. Moreover, we prove
that the weight matrices of F4, E6, E7 and E8 on their minimal irreducible modules and
adjoint modules all generate ternary orthogonal codes with large minimal distances. In
determining the minimal distances, we have used the Weyl groups and branch rules of
the irreducible representations of the related simple Lie algebras. The above results are
taken from [X20].
In Chapter 15, we prove that certain variations of the classical Weyl functions are
solutions of the Calogero-Sutherland model and its generalizations—the Olshanesky-
Perelomov model in various cases. New multi-variable hypergeometric functions related
to the root systems of classical simple Lie algebras are introduced. In particular, those of
type A give rise to solutions of the Calogero-Sutherland model based on Etingof’s work
[Ep] and those of type C yield solutions of the Olshanesky-Perelomov model of type C
based on Etingof and Styrkas’ work [ES]. The differential properties and multi-variable hy-
pergeometric equations for these multi-variable hypergeometric functions are given. The
Euler integral representations of the type-A functions are found. These results come from
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the author’s work [X14].
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Notational Conventions
N: {0, 1, 2, 3, ...}, the set of nonnegative integers.
Z: the ring of integers.
Q: the field of rational numbers.
R: the field of real numbers.
C: the field of complex numbers.
F: a field with characteristic 0, such as, Q,R,C.
i, i+ j: {i, i+ 1, i+ 2, ..., i+ j}, an index set.
δi,j = 1 if i = j, 0 if i 6= j.
A : an associative algebra.
G : a Lie algebra.
Π: the set of positive simple roots.
Φ: the set of roots.
Ω: Casimier operator.
ω: Casimir element.
W : the Weyl group.
F[x1, x2, ..., xn]: the algebra of polynomials in x1, x2, ..., xn.
M(λ): the Verma module of highest weight λ.
V (λ): the irreducible module with highest weight λ.
DerU : the derivation Lie algebra of the algebra U .
Wn: the Witt algebra; that is, Der F[x1, x2, ..., xn].
σi: the ith simple reflection.
End V : the algebra of linear transformations on the vector space V .
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Part I
Fundament of Lie Algebras
1

Chapter 1
Preliminary of Lie Algebras
In this chapter, we give basic concepts and examples of Lie algebras. Moreover, Engel’s
theorem on nilpotent Lie algebras and Lie’s theorem on solvable Lie algebras are proved.
Furthermore, we derive the Jordan-Chevalley decomposition of a linear transformation
and use it to show Cartan’s criterion on the solvability.
1.1 Basic Definitions and Examples
In this section, we give definitions and examples of algebras.
An algebra A is a vector space with a bilinear map m(·, ·) : A ×A → A ; that is,
m(au+ bv, w) = am(u, v) + bm(v, w), m(w, au+ bv) = am(w, u) + bm(w, v) (1.1.1)
for a, b ∈ F and u, v, w ∈ A . The map m(·, ·) is called an algebraic operation. The algebra
A is called associative if
m(u,m(v, w)) = m(m(u, v), w) for u, v, w ∈ A . (1.1.2)
In this case, we denote m(u, v) = u · v or simply uv. The above equation becomes
u · (v · w) = (u · v) · w for u, v, w ∈ A . (1.1.3)
Example 1.1.1. Denote by End V the space of all linear transformations (endomor-
phisms) on a vector space V . Then End V becomes an associative algebra with respect
to the composition of two linear transformations; that is,
(T1 · T2)(u) = T1(T2(u)) for T1, T2 ∈ End V, u ∈ V. (1.1.4)
The other familiar examples of associative algebras are the algebra Mn×n(F) of all n× n
matrices with entries in F and the algebra F[x1, x2, ..., xn] of all the polynomials in variables
{x1, x2, ..., xn}.
3
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Example 1.1.2. A group G is a set with a map · : G×G→ G and a spacial element
1G such that
(g1 · g2) · g3 = (g1 · g2) · g3, 1G · g1 = g1 · 1G = g1 for g1, g2, g3 ∈ G, (1.1.5)
and for any g ∈ G, there exists an element g−1 ∈ G for which
g · g−1 = g−1 · g = 1G. (1.1.6)
If
g1 · g2 = g2 · g1 for g1, g2 ∈ G, (1.1.7)
we call G an abelian group.
Given a group G. Denote by F[G] the vector space with a basis {ℑg | g ∈ G}. Define
an algebraic operation “·” on F[G] by:
ℑg1 · ℑg2 = ℑg1·g2 for g1, g2 ∈ G. (1.1.8)
Then F[G] becomes an associative algebra with respect to (1.1.8), which is called the
group algebra of G.
A Lie algebra G is a vector space with an algebraic operation [·, ·] satisfying the
following two axioms:
[u, v] = −[v, u] (Skew Symmetry), (1.1.9)
[[u, v], w] + [[v, w], u] + [[w, u], v] = 0 (Jacobi Identity) (1.1.10)
for u, v, w ∈ G . The algebraic operation [·, ·] is called the Lie bracket of G . Note
[u, u] = −[u, u] =⇒ [u, u] = 0 for u ∈ G . (1.1.11)
Example 1.1.3. Let (A , ·) be an associative algebra. Define another algebraic oper-
ation [·, ·] on A :
[u, v] = u · v − v · u, (1.1.12)
which is called the commutator of u and v in A . The skew symmetry is obvious. Moreover,
[[u, v], w] = [u · v − v · u, w] = (u · v) · w
−(v · u) · w − w · (u · v) + w · (v · u). (1.1.13)
Hence
[[u, v], w] + [[v, w], u] + [[w, u], v] = (u · v) · w − (v · u) · w
−w · (u · v) + w · (v · u) + (v · w) · u− (w · v) · u− u · (v · w)
+u · (w · v) + (w · u) · v − (u · w) · v − v · (w · u) + v · (u · v) = 0. (1.1.14)
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Thus (A , [·, ·]) forms a Lie algebra. In particular, we have Lie algebras (End V, [·, ·]) and
(F[G], [·, ·]).
Indeed, the above Lie bracket can be generalized as follows. Take any fixed nonzero
element ξ ∈ A and define an algebraic operation [·, ·]ξ on A by
[u, v]ξ = u · ξ · v − v · ξ · u for u, v ∈ A . (1.1.15)
It can be verified that (A , [·, ·]ξ) forms a Lie algebra (exercise). This Lie algebra structure
is useful in the study of infinite-dimensional simple Lie algebras and has also appeared in
the other fields of mathematics.
Example 1.1.4. There are so-called “Sin algebras” appeared in geometry and dy-
namics. We assume F = R, the field of real numbers. Let (Γ,+) be an abelian group.
Suppose that φ(·, ·) : Γ× Γ→ R is a skew-symmetric Z-bilinear map; that is,
φ(α, β) = −φ(β, α), φ(α+ β, γ) = φ(α, γ) + φ(β, γ). (1.1.16)
On the group algebra R[Γ], we define another algebraic operation [·, ·] defined by
[ℑα,ℑβ] = sinφ(α, β) ℑα+β for α, β ∈ Γ. (1.1.17)
Then (R[Γ], [·, ·]) forms a Lie algebra (exercise), which is called a Sin algebra.
1.2 Lie Subalgebras
In this section, we present derivation Lie algebras, Lie algebras of Block type, special
linear Lie algebras, orthogonal Lie algebras, symplectic Lie algebras and co-adjoint Poisson
structures.
A subspace L of a Lie algebra G is called a subalgebra of G if
[u, v] ∈ L for any u, v ∈ L . (1.2.1)
Let (U , ◦) be any algebra. A linear transformation d on U is called a derivation of U if
d(u ◦ v) = d(u) ◦ v + u ◦ d(v) for u, v ∈ U . (1.2.2)
Denote
DerU = the set of all derivations on U . (1.2.3)
Then DerU forms a subspace of EndU . Moreover, for d1, d2 ∈ DerU and u, v ∈ U , we
have
d1d2(u ◦ v) = d1(d2(u) ◦ v + u ◦ d2(v)) = d1d2(u) ◦ v
+d2(u) ◦ d1(v) + d1(u) ◦ d2(v) + u ◦ d1d2(v). (1.2.4)
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Thus
[d1, d2](u ◦ v)
= (d1d2 − d2d1)(u ◦ v) = (d1d2 − d2d1)(u ◦ v) = d1d2(u ◦ v)− d2d1(u ◦ v)
= d1d2(u) ◦ v + d2(u) ◦ d1(v) + d1(u) ◦ d2(v) + u ◦ d1d2(v)
−[d2d1(u) ◦ v + d1(u) ◦ d2(v) + d2(u) ◦ d1(v) + u ◦ d2d1(v)]
= (d1d2(u)− d2d1(u)) ◦ v + u ◦ (d1d2(v)− d2d1(v))
= [d1, d2](u) ◦ v + u ◦ [d1, d2](v), (1.2.5)
or equivalently, [d1, d2] ∈ DerU . Hence DerU forms a Lie subalgebra of End U .
Example 1.2.1. Let A = F[x1, x2, ..., xn] be the polynomial algebra in n variables.
It can be verified (exercise) that
Wn = DerA = {
n∑
i=1
fi∂xi | fi ∈ F[x1, x2, ..., xn]}. (1.2.6)
Note that
f1∂xi(f2∂xj (g)) = f1∂xi(f2)∂xj (g) + f1f2∂xi∂xj (g). (1.2.7)
Thus
[f1∂xi , f2∂xj ](g)
= f1∂xi(f2∂xj (g))− f2∂xj(f1∂xi(g))
= f1∂xi(f2)∂xj (g) + f1∂xi∂xj (g)− [f2∂xj (f1)∂xi(g) + f2∂xj∂xi(g)]
= f1∂xi(f2)∂xj (g)− f2∂xj(f1)∂xi(g) = (f1∂xi(f2)∂xj − f2∂xj (f1)∂xi)(g). (1.2.8)
Therefore,
[f1∂xi, f2∂xj ] = f1∂xi(f2)∂xj − f2∂xj(f1)∂xi . (1.2.9)
The Lie algebra Wn is called a Witt algebra.
Example 1.2.2. Let A be an associative algebra satisfying the commutativity:
uv = vu for u, v ∈ A . (1.2.10)
Such an algebra is called a commutative associative algebra. Suppose that we have two
commuting derivations ∂1 and ∂2 on A . Define another algebraic operation [·, ·] on A by:
[u, v] = ∂1(u)∂2(v)− ∂2(u)∂1(v) + u∂1(v)− ∂1(u)v for u, v ∈ A . (1.2.11)
Then (A , [·, ·]) forms a Lie algebra (exercise), which is called a Lie algebra of Block type.
When A is the group algebra of an abelian group, the Lie algebra was discovered by
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Block [Br] in 1958 and the general case was obtained by the author [X7] in 1999. Chen
[Cl] generalized the algebras in [X7] to more general Lie algebras of twisted Hamiltonian
type.
The Jacobi identity can be rewritten as
[u, [v, w]] = [[u, v], w] + [v, [u, w]], (1.2.12)
which shows that the left multiplication operator is a derivation. Let A be an associative
algebra. A linear map ϕ : A → F is called a trace map if
ϕ(uv) = ϕ(vu) for u, v ∈ A . (1.2.13)
Recall that the trace of an n× n matrix B = (bi,j)n×n is defined by
TrB =
∑
i=1
bi,i, (1.2.14)
which is a trace map of the algebra Mn×n(F) of all n × n matrices. For a group algebra
F[G] defined in Example 1.1.2, we have the following trace map:
Tr ℑg = δg,1G for g ∈ G. (1.2.15)
Suppose that A is an associative algebra with a trace map Tr . Recall that A forms
a Lie algebra with respect to the commutator (1.1.12). Moreover, the set
s(A ) = {u ∈ A | Tr u = 0} (1.2.16)
forms a Lie subalgebra, because
Tr ([u, v]) = Tr (uv − vu) = Tr uv − Tr vu = 0 (1.2.17)
by (1.2.13) for u, v ∈ A . When we view End V as a Lie algebra with respect to the
commutator, we call it a general linear Lie algebra and redenote it as gl(V ). If dimV = n,
EndV ∼= Mn×n(F). We use gl(n,F) to denote Mn×n(F) as the Lie algebra with respect to
the commutator. The Lie subalgebra
sl(n,F) = {B ∈ gl(n,F) | TrB = 0} (1.2.18)
is called a special linear Lie algebra.
An involutive anti-automorphism σ of an associative algebra A is a linear transfor-
mation on A such that
σ2 = IdA , σ(uv) = σ(v)σ(u). (1.2.19)
Set
A σ− = {u ∈ A | σ(u) = −u}. (1.2.20)
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Then A σ− forms a Lie subalgebra of A with respect to the commutator. In fact,
σ([u, v]) = σ(uv − vu) = σ(uv)− σ(vu) = σ(v)σ(u)− σ(u)σ(v) = −[σ(u), σ(v)] (1.2.21)
for u, v ∈ A . The transpose of matrix is an involutive anti-automorphism of Mn×n(F).
Thus we have the following Lie subalgebra
o(n,F) = the set of all n× n skew-symmetric matrices with entries in F, (1.2.22)
which is called an orthogonal Lie algebra. In fact, o(n,R) is the Lie algebra of rotation
group. To see this, let us show the case n = 2. Set
A =
(
0 1
−1 0
)
. (1.2.23)
Then o(2,R) = RA and
A2 =
(
0 1
−1 0
)(
0 1
−1 0
)
=
( −1 0
0 −1
)
= −I2. (1.2.24)
Thus
eθA =
∞∑
n=0
(θA)n
n!
=
∞∑
k=0
θ2kA2k
(2k)!
+
∞∑
k=0
θ2k+1A2k+1
(2k + 1)!
=
∞∑
k=0
(−1)kθ2k
(2k)!
I2 +
∞∑
k=0
(−1)kθ2k+1
(2k + 1)!
A
= cos θ I2 + sin θ A =
(
cos θ sin θ
− sin θ cos θ
)
, (1.2.25)
which is a rotation linear transformation on the plane.
Suppose that n = 2k is even integer. Denote by Ik the k × k identity matrix. Use up
index “t” to denote the transpose of matrix. Define
A† =
(
0 Ik
−Ik 0
)
At
(
0 −Ik
Ik 0
)
for A ∈Mn×n(F). (1.2.26)
It is easy to check that † is an involutive anti-automorphism ofMn×n(F). The correspond-
ing Lie subalgebra is:
sp(2k,F) =
{(
A B
C −At
)
| A,B,C ∈Mk×k(F), Bt = B, Ct = C
}
, (1.2.27)
which is called a symplectic Lie algebra.
On the group algebra F[G], we have the following involutive anti-automorphism σ:
σ(ℑg) = ℑg−1 for g ∈ G. (1.2.28)
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It seems there is not much known on the Lie algebra F[G]σ−.
Suppose that {u1, u2, ..., un} is a basis of a Lie algebra G . We write
[ui, uj] =
n∑
k=1
cki,juk for i, j ∈ {1, 2, ..., n}. (1.2.29)
The constants {cki,j} are called the structure constants. Then the skew symmetry (1.1.9)
becomes
cki,j = −ckj,i (1.2.30)
and the Jacobi identity (1.1.10) can be written to:
n∑
r=1
(cri,jc
s
r,k + c
r
j,kc
s
r,i + c
r
k,ic
s
r,j) = 0. (1.2.31)
We define an algebraic operation {·, ·} on F[x1, x2, ..., xn] by
{f, g} =
n∑
i,j,k=1
cki,j∂xi(f)∂xj (g)xk. (1.2.32)
Obviously, {·, ·} is skew-symmetric. Moreover, for f, g, h ∈ F[x1, x2, ..., xn], we have
{{f, g}, h} =
n∑
i,j,k=1
cki,j{∂xi(f)∂xj(g)xk, h}
=
n∑
i,j,k,r,s,t=1
cki,jc
t
r,s∂xr(∂xi(f)∂xj (g)xk)∂xs(h)xt
=
n∑
i,j,r,s,t=1
cri,jc
t
r,s∂xi(f)∂xj(g)∂xs(h)xt +
n∑
i,j,k,r,s,t=1
cki,jc
t
r,s
×(∂xr∂xi(f)∂xj (g)∂xs(h) + ∂xi(f)∂xr∂xj (g)∂xs(h))xkxt. (1.2.33)
Thus
{{f, g}, h}+ {{g, h}, f}+ {{h, f}, g}
=
n∑
i,j,r,s,t=1
cri,jc
t
r,s∂xi(f)∂xj(g)∂xs(h)xt +
n∑
i,j,k,r,s,t=1
cki,jc
t
r,s
×(∂xr∂xi(f)∂xj (g)∂xs(h) + ∂xi(f)∂xr∂xj (g)∂xs(h))xkxt
+
n∑
i,j,r,s,t=1
cri,jc
t
r,s∂xi(g)∂xj(h)∂xs(f)xt +
n∑
i,j,k,r,s,t=1
cki,jc
t
r,s
×(∂xr∂xi(g)∂xj(h)∂xs(f) + ∂xi(g)∂xr∂xj (h)∂xs(f))xkxt
+
∑
i,j,r,s,t
cri,jc
t
r,s∂xi(h)∂xj (f)∂xs(g)xt +
∑
i,j,k,r,s,t
cki,jc
t
r,s
×(∂xr∂xi(h)∂xj (f)∂xs(g) + ∂xi(h)∂xr∂xj (f)∂xs(g))xkxt
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=
∑
i,j,r,s,t
(cri,jc
t
r,s + c
r
j,sc
t
r,i + c
r
s,ic
t
r,j)∂xi(f)∂xj (g)∂xs(h)xt
+
∑
i,j,k,r,s,t
cki,jc
t
r,s(∂xr∂xi(f)∂xj (g)∂xs(h) + ∂xi(h)∂xr∂xj (f)∂xs(g))xkxt
+
∑
i,j,k,r,s,t
cki,jc
t
r,s(∂xi(f)∂xr∂xj (g)∂xs(h) + ∂xr∂xi(g)∂xj(h)∂xs(f))xkxt
+
∑
i,j,k,r,s,t
cki,jc
t
r,s(∂xi(g)∂xr∂xj (h)∂xs(f) + ∂xr∂xi(h)∂xj (f)∂xs(g))xkxt
=
∑
i,j,k,r,s,t
cki,j(c
t
r,s + c
t
s,r)∂xr∂xi(f)∂xj (g)∂xs(h)x
kxt
+
∑
i,j,k,r,s,t
cki,j(c
t
r,s + c
t
s,r)∂xr∂xi(g)∂xj(h)∂xs(f)x
kxt
+
∑
i,j,k,r,s,t
cki,j(c
t
r,s + c
t
s,r)∂xr∂xi(h)∂xj (f)∂xs(g)x
kxt = 0. (1.2.34)
Thus {·, ·} is a Lie bracket, which is called co-adjoint Poisson structure over G . The
structure has been used in symplectic geometry and integrable systems.
1.3 Ideals
In this section, we define an ideal of a Lie algebra and simple Lie algebra. Moreover, we
present the basic technique of proving simplicity.
If U and V are subspaces of a Lie algebra G , we define
[U, V ] = Span{[u, v] | u ∈ U, v ∈ V } ⊂ G . (1.3.1)
A subspace I of a Lie algebra G is called an ideal if
[G , I] ⊂ I. (1.3.2)
In particular, an ideal is a subalgebra. Obvious examples of ideals are {0}, G and [G ,G ],
which is called derived algebra of G . Define the center of G :
Z(G ) = {u ∈ G | [u, v] = 0 for any v ∈ G }. (1.3.3)
Easily see that Z(G ) is an ideal of G .
Example 1.3.1. Set
Kn = F∂x1 +
n∑
i=0
Fxi1∂x2 ⊂ Der F[x1, x2]. (1.3.4)
Then
[∂x1 , ∂x1 ] = 0, [∂x1 , x
i
1∂x2 ] = ix
i−1∂x2 , [x
i
1∂x2 , x
j
1∂x2] = 0. (1.3.5)
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Thus Kn forms a Lie algebra. Moreover,
Ik =
k∑
i=0
Fxi1∂x2 , (1.3.6)
is an ideal of Kn if k ≤ n. Furthermore,
[Kn,Kn] = In−1, Z(Kn) = F∂x2 . (1.3.7)
A Lie algebra G is called simple if dimG > 1 and the only ideals of G are {0} and G .
Lemma 1.3.1. Let T be a linear transformation on a vector space V . Suppose that
U is a subspace of V such that T (U) ⊂ U , and {u1, u2, ..., uk} are eigenvectors of T
corresponding to distinct eigenvalues {λ1, λ2, ..., λk}. If
∑k
i=1 ui ∈ U , then each ui ∈ U
for i = 1, 2, ..., k.
Proof. Note
vj = T
j(
k∑
i=1
ui) =
k∑
i=1
λjiui ∈ U. (1.3.8)
Consider the system
k∑
i=1
λjiui = vj, j = 0, 1, ..., k − 1. (1.3.9)
Since the coefficient determinant is a Vandermonde determinant∣∣∣∣∣∣∣∣∣
1 1 · · · 1
λ1 λ2 · · · λk
...
...
...
...
λk−11 λ
k−1
2 · · · λk−1k
∣∣∣∣∣∣∣∣∣ =
∏
1≤i<j≤k
(λj − λi) 6= 0, (1.3.10)
we can solve (1.3.9) for {u1, u2, ..., uk} as linear combinations of {v0, v1, ..., vk−1} ⊂ U .
Thus ui ∈ U. ✷
Example 1.3.2. Denote by Ei,j the square matrix with 1 as its (i, j)-entry and 0 as
the others. Note
sl(2,F) = FE1,2 + F(E1,1 − E2,2) + FE2,1 (1.3.11)
with the Lie bracket determined by
[E1,2, E2,1] = E1,1−E2,2, [E1,1−E2,2, E1,2] = 2E1,2, [E1,1−E2,2, E2,1] = −2E2,1. (1.3.12)
Define a linear transformation T on sl(2,F) by
T (u) = [E1,1 − E2,2, u] for u ∈ sl(2,F). (1.3.13)
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Then E1,2 is an eigenvector of T with eigenvalue 2, E2,1 is an eigenvector of T with
eigenvalue −2 and E1,1 − E2,2 is an eigenvector of T with eigenvalue 0. Suppose I is a
nonzero ideal of sl(2,F). Then T (I) ⊂ I. Moreover, there exists a nonzero element
u = a1E1,2 + a2(E1,1 − E2,2) + a3E2,1 ∈ I. (1.3.14)
By the above lemma,
a1E1,2, a2(E1,1 − E2,2), a3E2,1 ∈ I. (1.3.15)
Hence one of the elements in {E1,2, E1,1 − E2,2, E2,1} in I. If one of E1,2 and E2,1 in I,
then the first equation in (1.3.12) implies E1,1 − E2,2 ∈ I. Thus we can always assume
E1,1−E2,2 ∈ I. The second and third equations in (1.3.12) imply E1,2, E2,1 ∈ I. Therefore,
I = sl(2,F); that is, sl(2,F) is simple.
In order to prove simplicity for more Lie algebras, we need to generalize Lemma 1.3.1.
Lemma 1.3.2. Let H be a subspace of End V of commuting linear transformations
on a vector space V . Denote
H∗ = the set of all linear maps (functions) from H to F, (1.3.16)
which forms a vector space with linear operation:
(af1 + bf2)(h) = af1(h) + bf2(h) for h ∈ H. (1.3.17)
Suppose that U is a subspace of V such that
h(U) ⊂ U for h ∈ H, (1.3.18)
and {u1, u2, ..., uk} ⊂ V are vectors such that there exist distinct elements {α1, α2, ..., αk}
in H∗ for which
h(ui) = αi(h)ui for h ∈ H. (1.3.19)
If
∑k
i=1 ui ∈ U , then each ui ∈ U for i = 1, 2, ..., k.
Proof. Set
H¯ = {h ∈ H | α1(h) = α2(h) = · · · = αk(h) = 0}. (1.3.20)
Then
dimH/H¯ ≤ k. (1.3.21)
Take a subspace H1 of H such that
H = H1 ⊕ H¯, (1.3.22)
which implies dimH1 ≤ k, and {α1|H1 , α2|H1, ..., αk|H1} are distinct. Replacing H by H1,
we can assume that dimH is finite.
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We prove it by induction on dimH . The lemma is equivalent to Lemma 1.3.1 when
dimH = 1. Suppose that the lemma holds for dimH ≤ r. Assume dimH = r + 1. We
take a nonzero vector T ∈ H and an r-dimensional subspace H˜ of H such that
H = FT + H˜. (1.3.23)
Suppose that {λ1, λ2, ..., λs} is the maximal subset of distinct elements in {α1(T ), α2(T ), ...,
αk(T )}. Denote
Ji = {j ∈ {1, 2, ..., k} | αj(T ) = λi} (1.3.24)
and set
vi =
∑
j∈Ji
uj. (1.3.25)
Then
s∑
r=1
vr =
k∑
i=1
ui ∈ U, T (vr) = λrvr. (1.3.25)
By Lemma 1.3.1, we have
v1, v2, ..., vs ∈ U. (1.3.26)
Since {α1, α2, ..., αk} are distinct, {αj |H˜ | j ∈ Ji} are distinct. By induction,
uj ∈ U for j ∈ Ji. (1.3.27)
Thus the lemma holds. ✷
For two integers m1, m2, we use the notation:
m1, m2 =
{ {m1, m1 + 1, ..., m2} if m1 ≤ m2
∅ if m1 > m2. (1.3.28)
Example 1.3.3. Let n > 2. The Lie algebra
sl(n,F) =
∑
1≤i<j≤n
(FEi,j + FEj,i) +
n−1∑
i=1
F(Ei,i − Ei+1,i+1). (1.3.29)
Set
H =
n−1∑
i=1
F(Ei,i −Ei+1,i+1) = {
n∑
i=1
aiEi,i | ai ∈ F,
n∑
i=1
ai = 0}. (1.3.30)
For i ∈ 1, n, we define ǫi ∈ H∗ by
ǫi(
n∑
j=1
ajEj,j) = ai for
n∑
j=1
ajEj,j ∈ H. (1.3.31)
Since
[
n∑
r=1
arEr,r, Ei,j] = (ai − aj)Ei,j for
n∑
r=1
arEr,r ∈ H, (1.3.32)
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we have
[h,Ei,j ] = (ǫi − ǫj)(h)Ei,j for h ∈ H, i, j ∈ 1, n. (1.3.33)
Let I be a nonzero ideal of sl(n,F). Since {0, ǫi − ǫj | i 6= j} are distinct linear
functions on H , we have some Ei,j ∈ I with i 6= j or 0 6= h ∈ I
⋂
H by Lemma 1.3.2,
(1.3.30), (1.3.31) and (1.3.33). Since the center
Z(gl(n,F)) = F
n∑
i=1
Ei,i 6⊂ sl(n,F), (1.3.34)
the case 0 6= h ∈ I⋂H imply that there exists some Er,s such that
0 6= [h,Er,s] = (ǫr − ǫs)(h)Er,s ∈ I. (1.3.35)
Thus we can always assume some Ei,j ∈ I with i 6= j.
For any i, j 6= l ∈ 1, n, we have
[El,i, Ei,j] = El,j, [Ei,j , Ej,l] = Ei,l ∈ I. (1.3.36)
Furthermore, if i, j, l 6= k ∈ 1, n,
[El,j , Ej,k] = El,k ∈ I. (1.3.37)
Observe
[Ei,j , Ej,i] = Ei,i − Ej,j ∈ I. (1.3.38)
So
Ej,i =
1
2
[Ej,i, Ei,i −Ej,j] ∈ I. (1.3.39)
Similarly as (1.3.36), we have
El,i, Ej,l ∈ I. (1.3.40)
Thus
Er,s ∈ I for r, s ∈ 1, n, r 6= s. (1.3.41)
Finally,
[Ei,i+1, Ei+1,i] = Ei,i − Ei+1,i+1 ∈ I. (1.3.42)
Hence I = sl(n,F). Therefore, sl(n,F) is simple.
We leave reader to prove that the symplectic algebra sp(2k,F) is simple when k > 1.
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1.4 Homomorphisms
In this section, we discuss homomorphisms between Lie algebras.
A homomorphism ν from a Lie algebra G1 to a Lie algebra G2 is a linear map such
that
ν([u, v]) = [ν(u), ν(v)] for u, v ∈ G1. (1.4.1)
Immediately, we have
ν(G1) = {ν(u) | u ∈ G1} forms a subalgebra of G2. (1.4.2)
Set
ker ν = {u ∈ G1 | ν(u) = 0}. (1.4.3)
If u ∈ ker ν, then
ν([u, v]) = [ν(u), ν(v)] = [0, ν(v)] = 0. (1.4.4)
Thus [u, v] ∈ ker ν. So ker ν is an ideal of G1. The map ν is called injective if ker ν = {0}
and surjective if ν(G1) = G2. Moreover, ν is called an isomorphism if it is both injective
and surjective (i.e. bijective). In this case, we say that G1 is isomorphic to G2 via ν,
denoted as
G1
ν∼= G2. (1.4.5)
Isomorphic Lie algebras are viewed as the same algebra.
Example 1.4.1. Note that
[∂x, x
2∂x] = 2x∂x, [2x∂x, ∂x] = −2∂x, [2x∂x, x2∂x] = 2x2∂x (1.4.6)
Thus
F∂x + Fx∂x + Fx
2∂x (1.4.7)
forms a Lie algebra isomorphic to sl(2,F) with the isomorphism ν given by:
ν(∂x) = −E2,1, ν(2x∂x) = E1,1 − E2,2, ν(x2∂x) = E1,2. (1.4.8)
In general, the space
n∑
i,j=1
Fxi∂xj (1.4.9)
forms a Lie algebra isomorphic to gl(n,F) with the isomorphism τ defined by:
τ(xi∂j) = Ei,j for i, j ∈ 1, n. (1.4.10)
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Example 1.4.2. The symplectic Lie algebra
sp(2n,F) =
n∑
i,j=1
F(Ei,j −En+j,n+i) +
n∑
i=1
(FEi,n+i + FEn+i,i)
+
∑
1≤i<j≤n
[F(Ei,n+j + Ej,n+i) + F(En+i,j + En+j,i)]. (1.4.11)
View the elements of F[x1, x2, ..., xn] also as the multiplication operators on F[x1, x2, ..., xn].
We have the following Lie subalgebra
n∑
i,j=1
(F(xi∂xj + δi,j/2) + Fxixj + F∂xi∂xj ) (1.4.12)
of End F[x1, x2, ..., xn], which is isomorphic to sp(2n,F) with the isomorphism ν defined
by
ν(xi∂xj + δi,j/2) = Ei,j −En+j,n+i, (1.4.13)
ν(∂xi∂xj ) = En+i,j + En+j,i, ν(xixj) = −(Ei,n+j + Ej,n+i) (1.4.14)
for i, j ∈ 1, n.
A homomorphism from a Lie algebra G to gl(V )) is called a representation on V . The
isomorphisms in the above examples are representations of the Lie algebras on polynomial
algebras. For any element u in Lie algebra G , we define ad u ∈ gl(G ) by
ad u(v) = [u, v] for v ∈ G . (1.4.15)
Then Jacobi identity implies
ad u([v, w]) = [ad u(v), w] + [v, ad u(w)] for v, w ∈ G . (1.4.16)
Thus ad u is a derivation of G , which is called an inner derivation of G . Moreover,
[ad u, ad v](w) = (ad u ad v − ad v ad u)(w) = ad (u)([v, w])− ad v([u, w])
= [u, [v, w]]− [v, [u, w]] = [u, [v, w]] + [v, [w, u]]
= −[w, [u, v]] = [[u, v], w] = ad [u, v](w). (1.4.17)
Hence
[ad u, ad v] = ad [u, v]. (1.4.18)
Thus ad is a representation of G on G , which is called the adjoint representation of G .
Furthermore,
ker ad = Z(G ). (1.4.19)
We leave the reader to show that ad G is an ideal of Der G .
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Suppose that I is an ideal of a Lie algebra G . Define the cosets
u+ I = {u+ v | v ∈ I} for u ∈ G . (1.4.20)
The quotient space
G /I = {u+ I | u ∈ G }. (1.4.21)
Define an algebraic operation [·, ·] on G /I by
[u+ I, v + I] = [u, v] + I for u, v ∈ G , (1.4.22)
which is independent of the choices of representative elements in the cosets. Then
(G /I, [·, ·]) forms a Lie algebra. If ν is a homomorphism from a Lie algebra G1 to a
Lie algebra G2, then
G1/ker ν ∼= ν(G1). (1.4.23)
Let L be a subalgebra of a Lie algebra G and let I be an ideal of G . Then L + I forms
a Lie subalgebra and I is an ideal of L + I. Moreover,
(L + I)/I ∼= L /(L
⋂
I). (1.4.24)
Example 1.4.3. In Example 1.3.1,
Kn/Ik ∼= Kn−k−1 (1.4.25)
through the isomorphism:
∂x1 + Ik → ∂x1 ,
1
i!
xi1∂x2 + Ik →
1
(i− k − 1)!x
i−k−1
1 ∂x2 , i ∈ k + 1, n. (1.4.26)
An isomorphism from a Lie algebra G to itself is called an automorphism. Suppose
that ∂ is a derivation of a Lie algebra G and e∂ is well defined (e.g., ∂ is nilpotent). Note
e∂([u, v]) =
∞∑
n=0
1
n!
∂n([u, v]) =
∞∑
n=0
1
n!
n∑
i=0
(
n
i
)
[∂i(u), ∂n−i(v)]
=
∞∑
n=0
1
n!
n∑
i=0
n!
i!(n− i)! [∂
i(u), ∂n−i(v)] =
∞∑
n=0
n∑
i=0
1
i!(n− i)! [∂
i(u), ∂n−i(v)]
= [
∞∑
i=0
1
i!
∂i(u),
∞∑
j=0
1
j!
∂j(v)] = [e∂(u), e∂(v)]. (1.4.27)
So e∂ is an automorphism of G . If ead u is defined for u ∈ G , we called ead u an inner
automorphism.
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Let A be an associative algebra and let u be an element in A such that eu is well
defined (e.g., u is nilpotent). Define the left multiplication operator Lu and the right
multiplication operator Ru by
Lu(v) = uv, Ru(v) = vu for v ∈ A . (1.4.28)
Thus
ad u(v) = uv − vu = (Lu − Ru)(v) for v ∈ A . (1.4.29)
Moreover,
LuRu = RuLu =⇒ ead u = eLu−Ru = eLue−Ru . (1.4.30)
Thus
ead u(v) = eLue−Ru(v) = euve−u (1.4.31)
( A very useful formula!).
Let n = 2k be an even integer. We define a map ∗ : Mn×n(F)→ Mn×n(F) by
A∗ =
(
0 Ik
Ik 0
)
At
(
0 Ik
Ik 0
)
for A ∈ Mn×n(F). (1.4.32)
Then ∗ is an involutive anti-isomorphism. Thus we have a Lie subalgebra
o′(2k,F) = {A ∈Mn×n(F) | A∗ = −A}
=
{(
A B
C −At
)
| A,B,C ∈Mk×k(F), Bt = −B,Ct = −C
}
, (1.4.33)
which is simple when k > 2, and is called a Lie algebra of type Dk for k > 3. The
algebra o′(2k,R) is the Lie algebra of the Lie group preserving the metric defined by the
symmetric matrix (
0 Ik
Ik 0
)
. (1.4.34)
Suppose n = 2k + 1. We define a map ∗ : Mn×n(F)→ Mn×n(F) by
A∗ =
 1 0 00 0 Ik
0 Ik 0
At
 1 0 00 0 Ik
0 Ik 0
 for A ∈Mn×n(F). (1.4.35)
Then ∗ is an involutive anti-isomorphism. Thus we have a Lie subalgebra
o′(2k + 1,F) = {A ∈Mn×n(F) | A∗ = −A} = {
 0 −~bt −~at~a A B
~b C −At

| ~a,~b ∈ Mk×1(F); A,B,C ∈Mk×k(F), Bt = −B,Ct = −C}, (1.4.36)
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is simple when k > 1, and is called a Lie algebra of type Bk for k > 1. The algebra
o′(2k + 1,R) is the Lie algebra of the Lie group preserving the metric defined by the
symmetric matrix:  1 0 00 0 Ik
0 Ik 0
 . (1.4.37)
Let G1 and G2 be Lie algebras. The Lie bracket on
G1 ⊕ G2 = {(u1, u2) | u1 ∈ G1, u2 ∈ G2} (1.4.38)
is defined by
[(u1, u2), (v1, v2)] = ([u1, v1], [u2, v2]) u1, v1 ∈ G1, u2, v2 ∈ G2. (1.4.39)
We leave the reader to prove
o(2k,C) ∼= o′(2k,C), o(2k + 1,C) ∼= o′(2k + 1,C). (1.4.40)
Thereby, prove
o(3,C) ∼= sl(2,C), o(4,C) ∼= sl(2,C)⊕ sl(2,C), o(6,C) ∼= sl(4,C). (1.4.41)
1.5 Nilpotent and solvable Lie Algebras
In this section, we define nilpotent and solvable Lie algebras. Moreover, we prove the
Engel’s theorem, Lie’s theorem, Jordan-Chevalley decomposition theorem and Cartan’s
criterion of solvability.
Let G be a Lie algebra. The central series of G is defined as: G 0 = G , G 1 = [G ,G ],
G i+1 = [G ,G i]. Then
G 0 ⊃ G 1 ⊃ G 2 ⊃ · · · ⊃ G i ⊃ · · · (1.5.1)
forms a descending series of ideals of G , invariant under any automorphism τ ; that is,
τ(G i) = G i. (1.5.2)
If G n = {0} for some positive integer n, then we say that G is nilpotent. For any vector
space V , we define a trivial Lie bracket on V by
[u, v] = 0 for u, v ∈ V. (1.5.3)
We call (V, [·, ·]) a trivial Lie algebra or abelian Lie algebra. It is obviously a nilpotent
Lie algebra.
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Example 1.5.1. The Heisenberg Lie algebra Hn is a vector space with a basis
{ui, vi, κ | i = 1, 2, ..., n} whose Lie bracket is determined by
[ui, vj] = δi,jκ, [ui, uj] = [vi, vj ] = [κ, ui] = [κ, vi] = 0. (1.5.4)
This algebra is the symmetry of harmonic oscillators in physics. Note
H 1 = Fκ, H 2n = {0}. (1.5.5)
So it is a nilpotent Lie algebra.
Example 1.5.2. Recall the Lie algebra Kn defined in Example 1.3.1. We have
K in = In−i (1.5.6)
(cf. (1.3.7)). In particular,
K n = F∂x2 , K
n+1 = {0}. (1.5.7)
Thus Kn is a nilpotent Lie algebra.
Example 1.5.3. The subspace of strict up-triangular matrices
Nn =


0 a1,2 a1,3 · · · a1,n
0 0 a2,3
. . .
...
...
. . .
. . .
. . . an−2,n
0 · · · 0 0 an−1,n
0 · · · 0 0 0
 | ai,j ∈ F

=
∑
1≤i<j≤n
FEi,j (1.5.8)
forms a Lie subalgebra of gl(n,F). Set
Er =
∑
j−i>r
FEi,j . (1.5.9)
Then
N rn = Er. (1.5.10)
In particular,
N n−1n = FE1,n, N
n = {0}. (1.5.11)
Thus Nn is a nilpotent Lie algebra.
Theorem 1.5.1. Let V 6= {0} be a finite-dimensional space and let G be a subalgebra
of gl(V ), consisting of nilpotent linear transformations. There exists nonzero v ∈ V such
that G (v) = {0}.
Proof. We prove the conclusion by induction on dimG . If dimG = 1, we write
G = FT . Take any eigenvector v of T , we have G (v) = {0}.
1.5. NILPOTENT AND SOLVABLE LIE ALGEBRAS 21
Assume that the theorem holds for dimG ≤ k. Consider the case dimG = k + 1.
Take a maximal proper Lie subalgebra K of G . For u ∈ G , we want to prove that ad u
is nilpotent on gl(V ). Note that
(ad u)n = (Lu −Ru)n =
n∑
i=0
(
n
i
)
(−1)iLn−iu Riu =
n∑
i=0
(
n
i
)
(−1)iLun−iRui (1.5.12)
by (1.4.28) and (1.4.29). If um = 0, then (ad u)2m−1 = 0 by the above equation.
Define the action of K on the quotient space G /K by
ad ξ(u+K ) = [ξ, u] +K for ξ ∈ K , u ∈ G . (1.5.13)
Then
adK |G /K (1.5.14)
forms a Lie subalgebra of gl(G /K ). If ξm = 0, then (ad ξ)2m−1 = 0 as we have shown in
the above. Furthermore,
dim adK |G/K ≤ dimK ≤ k. (1.5.15)
Thus there exists ξ0 ∈ G \K such that
ad ξ(ξ0 +K ) = K for ξ ∈ K , (1.5.16)
which implies
[ξ, ξ0] ∈ K for ξ ∈ K . (1.5.17)
Hence Fξ0 +K forms a Lie subalgebra of G . Since K is maximal, we have
G = Fξ0 +K . (1.5.18)
Set
V1 = {u ∈ V | K (u) = {0}}. (1.5.19)
Then V1 6= {0} by induction. For any u ∈ V1 and ξ ∈ K , we have
ξξ0(u) = [ξ, ξ0](u) + ξ0ξ(u) = 0 (1.5.20)
by (1.5.16); that is, ξ0(u) ∈ V1. Hence ξ0(V1) ⊂ V1. Take any eigenvector v of ξ0|V1 and
we have G (v) = {0}. ✷
The above theorem and induction show that G is isomorphic to a Lie algebra of strict
up-triangular matrices (cf. (1.5.8)). Hence G is a nilpotent Lie algebra.
Theorem 1.5.2 (Engel). If all the elements in a finite-dimensional Lie algebra G
are ad nilpotent, then G is nilpotent.
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Proof. By Theorem 1.5.1, ad G is nilpotent. Hence there exists a positive integer m
such that (ad G )m = ad Gm = {0}. So Gm ∈ Z(G ). Therefore, Gm+1 = [G ,Gm] ⊂
[G , Z(G )] = {0}. ✷
Corollary 1.5.3. Let G be a finite-dimensional nilpotent Lie algebra and let I be a
nonzero ideal of G . Then I⋂Z(G ) 6= {0}.
Proof. Note that ad G |I is a Lie algebra of nilpotent elements. Thus there exists
0 6= v ∈ I such that [G , v] = {0}. So 0 6= v ∈ I⋂Z(G ). ✷
The derived series of a Lie algebra G is defined as: G (0) = G , G (1) = [G ,G ], G (i+1) =
[G (i),G (i)]. The Lie algebra G is called solvable if G (n) = {0} for some positive integer n.
Since G (i) ⊂ G i, any nilpotent Lie algebra is solvable.
Properties:
(1) Let I be an ideal of G . Then G is solvable if and only if I and G /I are solvable.
Proof. Suppose that I and G /I are solvable. There exist positive integer m and n
such that
I(m) = {0}, (G /I)(n) = {0}. (1.5.21)
Thus G (n) ⊂ I and G (m+n) ⊂ I(m) = {0}.
(2) If I and J are solvable ideals of G , so is I + J .
Proof. This is because (I + J )/J ∼= I/(I⋂J ) and I⋂J are solvable.
We define the radical of G to be the unique maximal solvable ideal, denoted by RadG .
The Lie algebra G is called semisimple of Rad G = {0}.
Example 1.5.4. TheDiamond Lie algebra is a vector space G♦ with a basis {h, u+, u−, κ}
whose Lie bracket is given by
[h, u±] = ±u±, [u+, u−] = κ, [G♦, κ] = {0}. (1.5.22)
Then
G (1)♦ = [G♦,G♦] = Fu+ + Fu− + Fκ, (1.5.23)
G (2)♦ = Fκ, G
(3)
♦ = {0}. (1.5.24)
So G♦ is a solvable Lie algebra. Moreover, we define a symmetric bilinear form on G♦ by
〈u+, u−〉 = 〈h, κ〉 = 1, (1.5.25)
〈u, v〉 = 0 for the other pairs u, v ∈ {h, u+, v−, κ}. (1.5.26)
Then 〈·, ·〉 is invariant:
〈[u, v], w〉 = 〈u, [v, w]〉 for u, v, w ∈ G (1.5.27)
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(exercise). Thus the diamond Lie algebra G♦ is a solvable Lie algebra with a nondegenerate
symmetric invariant bilinear form.
Example 1.5.5. The Lie algebra of up-triangular matrices:
Bn =


a1,1 a1,2 a1,3 · · · a1,n
0 a2,2 a2,3
. . .
...
...
. . .
. . .
. . . an−2,n
0 · · · 0 an−1,n−1 an−1,n
0 · · · 0 0 an,n
 | ai,j ∈ F

=
∑
1≤i≤j≤n
FEi,j (1.5.28)
forms a Lie subalgebra of gl(n,F). Moreover, [Bn,Bn] = Nn is a nilpotent ideal (cf.
Example 1.5.3). Thus Bn is a solvable Lie algebra.
Theorem 1.5.4 (Lie). Suppose that F = C and V is a nonzero finite-dimensional
space. Let G be a solvable algebra of gl(V ). There exists a common eigenvector for all the
elements in G . In particular, G is isomorphic to a Lie algebra of up-triangular matrices.
Proof. We prove it by induction on dimG . When dimG = 1, G = FT . Take any
eigenvector v of T . Then v is a common eigenvector all the elements in G .
Assume that the theorem hold for dimG ≤ k. Consider the case dimG = k+1. Since
G is solvable, [G ,G ] = G (1) 6= G . Take any codimension one subspace K ⊃ G (1) of G .
Then K is a solvable ideal of G . By induction, there exists a common eigenvector v for
all the elements in K . Hence there exists a linear function α on K such that
ξ(v) = α(ξ)v for ξ ∈ K . (1.5.29)
Therefore, the subspace
Vα = {v ∈ V | ξ(v) = α(ξ)v for ξ ∈ K } 6= {0}. (1.5.30)
Write G = Fξ0 +K . For any 0 6= w ∈ Vα, we have
ξξ0(w) = [ξ, ξ0](w) + ξ0ξ(w) = α(ξ)ξ0(w) + α([ξ, ξ0])w. (1.5.31)
We want to prove α([ξ, ξ0]) = 0. If ξ0(w) ∈ Fw, we are done. Otherwise, since dimV
is finite, there exists a positive integer n such that {w, ξ0(w), ξ20(w), ..., ξn0 (w)} are linear
independent and
ξn+10 (w) ∈ W =
n∑
i=0
Fξi0(w). (1.5.32)
Thus ξ0(W ) ∈ W . Set
Wi =
i∑
r=0
Fξr0(w). (1.5.33)
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For any ξ ∈ K , we have ξ(w) = α(ξ)w. Suppose
ξ(ξi0(w)) ≡ α(ξ)ξi0(w) (modWi−1) (1.5.34)
for some i < n. Now
ξ(ξi+10 (w)) = ξξ0(ξ
i
0(w)) = [ξ, ξ0](ξ
i
0(w)) + ξ0ξ(ξ
i
0(w))
≡ α([ξ, ξ0])ξi0(w) + α(ξ)ξi+10 (w) (mod ξ0(Wi−1) +Wi−1)
≡ α(ξ)ξi+10 (w) (modWi). (1.5.35)
By induction, (1.5.34) holds for any i ≤ n. Thus ξ(W ) ⊂ W and
Tr ξ|W = (n+ 1)α(ξ) for any ξ ∈ K . (1.5.36)
Since [ξ, ξ0] ∈ K , we have
Tr [ξ, ξ0]|W = (n+ 1)α([ξ, ξ0]) = Tr [ξ|W , ξ0|W ] = 0; (1.5.37)
that is, α([ξ, ξ0]) = 0. Therefore,
ξ(ξ0w) = α(ξ)ξ0w (1.5.38)
for ξ ∈ K by (1.5.31). So ξ0(Vα) ⊂ Vα. Any eigenvector of ξ0|Vα is a common eigenvector
of the elements in G . ✷
The above theorem shows that G becomes a Lie subalgebra of up-triangular matrices
under a certain basis. Thus [G ,G ] is a Lie algebra of strict up-triangular matrices. Hence
[G ,G ] is nilpotent.
Let V be a vector space with a basis {vi | i ∈ Z}. Define T ∈ gl(V ) by
T (vi) = vi+1 for i ∈ Z. (1.5.39)
Then T does not have any eigenvector (exercise). So Lie’s theorem fail if we allow dimV =
∞.
Corollary 1.5.5. If G is a finite-dimensional solvable Lie algebra over C. Then [G ,G ]
is nilpotent.
Proof. Note ad G is a solvable Lie subalgebra of gl(G ). Thus
ad [G ,G ] = [ad G , ad G ] (1.5.40)
is a nilpotent Lie subalgebra. Since ker ad = Z(G ), [G ,G ] is nilpotent. ✷
An element T ∈ End V is called semisimple if it can be diagonalized under a certain
basis of V .
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Theorem 1.5.6 (Jordan-Chevalley Decomposition). Suppose F = C. Let V be a
finite-dimensional vector space. Given T ∈ EndV . There exist unique semisimple element
Ts and nilpotent element Tn in End V such that T = Ts + Tn and [Ts, Tn] = 0. Moreover,
Ts and Tn can be written as polynomials of T without constant.
Proof. Suppose that {λ1, λ2, ..., λk} are distinct eigenvalues of T . Then the character-
istic polynomial is of the form
∏k
i=1(t− λi)ni . Set
Vi = {u ∈ V | (T − λi)ni(u) = 0}. (1.5.41)
We have
V =
k⊕
i=1
Vi. (1.5.42)
Suppose that 0 is an eigenvalue of T . Set
fi(t) =
∑
i 6=j
(t− λj)nj . (1.5.43)
Then the maximal common divisor of {f1(t), f2(t), ..., fk(t)} is 1. By long division, there
exists polynomials {h1(t), h2(t), ..., hk(t)} such that
t∑
i=1
hi(t)fi(t) = 1. (1.5.44)
Hence
hi(t)fi(t) ≡ δi,j (mod (t− λj)nj ). (1.5.45)
Let
P (t) =
k∑
i=1
λihi(t)fi(t). (1.5.46)
By (1.5.46), we get
P (t) ≡ λi (mod (t− λi)ni). (1.5.47)
If 0 is not an eigenvalue, then we set
f0(t) =
k∏
j=1
(t− λj)nj , fi(t) = t
∑
i 6=j
(t− λj)nj , 0 < i ≤ k. (1.5.48)
By long division, there exists polynomials {h0, h1(t), h2(t), ..., hk(t)} such that
k∑
i=0
hi(t)fi(t) = 1. (1.5.49)
Now (1.5.45) holds. We define P (t) by (1.5.46) again. Equation (1.5.48) holds. In any
case, we always have P (0) = 0.
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Set
Ts = P (T ), Tn = T − P (T ). (1.5.50)
Note P (T )(Vi) ⊂ Vi and
Ts|V i = λiIdVi. (1.5.51)
Denote
m = max{n1, n2, ..., nk}. (1.5.52)
Then
Tmn = (T − Ts)m = 0 (1.5.53)
by (1.5.41), (1.5.42) and (1.5.51).
Suppose that T = A+B such that A is a semisimple element in gl(V ), B is a nilpotent
element in gl(V ) and AB = BA. Note AT = A(A+B) = (A+B)A = TA, which implies
BT = TB. Thus TsA = ATs and TnB = BTn. Since both Ts and A are diagonalizable
and they commute, Ts − A is semsimple. On the other hand, B − Tn is nilpotent. Thus
Ts + Tn = A+B =⇒ Ts −A = B − Tn =⇒ Ts − A = B − Tn = 0, (1.5.54)
because it is both semisimple and nilpotent. ✷
Corollary 1.5.7. If T = Ts+ Tn is the Jordan-Chevalley decomposition, so is adT =
ad Ts + ad Tn.
Proof. This is because ad Ts is semisimple, ad Tn is nilpotent and [ad Ts, ad Tn] =
ad [Ts, Tn] = 0. ✷
Lemma 1.5.8. If (A , ◦) is any finite-dimensional algebra, the semisimple and nilpo-
tent parts of an element in DerA are also in DerA .
Proof. Let T ∈ DerA . For any λ ∈ F, we define
Aλ = {u ∈ A | (T − λ)n(u) = 0 for some positive integer n}. (1.5.55)
Then
A =
⊕
Aλ, Ts|Aλ = λIdAλ . (1.5.56)
For u ∈ Aλ and v ∈ Aµ, there exist positive integers m and n such that
(T − λ)m(u) = (T − µ)n(v) = 0. (1.5.57)
Since T is a derivation, we have
(T − λ− µ)(u ◦ v) = T (u ◦ v)− (λ+ µ)u ◦ v
= T (u) ◦ v + u ◦ T (v)− (λ+ µ)u ◦ v = (T − λ)(u) ◦ v + u ◦ (T − µ)(v). (1.5.58)
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The Leibniz rule shows
(T − λ− µ)m+n(u ◦ v) =
m+n∑
i=0
(
m+ n
i
)
(T − λ)i(u) ◦ (T − µ)m+n−i(v) = 0. (1.5.59)
Thus u ◦ v ∈ Aλ+µ. Hence
Ts(u ◦ v) = (λ+ µ)u ◦ v = (λu) ◦ v + u ◦ (µv) = Ts(u) ◦ v + u ◦ Ts(v) (1.5.60)
by (1.5.56). Hence Ts is a derivation and so is Tn = T − Ts. ✷
In the rest of this section, we assume that F = C. The trace of linear transformation
is trace of its corresponding matrix under a basis.
Lemma 1.5.9. Let V be a finite-dimensional space and let A ⊂ B be two subspaces
of EndV . Set M = {T ∈ gl(V ) | [T,B] ⊂ A }. Fix ξ ∈M . If TrξT ′ = 0 for any T ′ ∈M ,
then ξ is nilpotent.
Proof. Let ξ = ξs + ξn be the Jordan-Chevalley decomposition. Under a certain basis
{v1, v2, ..., vm}, ξs = diag(λ1, λ2, ..., λm) and gl(V ) = Mm×m(F). Set
H =
m∑
i=1
Qλi, (1.5.61)
a subspace of F over Q. Let f : H → Q be any Q-linear map and define
T0 = diag(f(λ1), f(λ2), ..., f(λm)). (1.5.62)
We want to prove T0 ∈M . Note
ad ξs(Ei,j) = (λi − λj)Ei,j, ad T0(Ei,j) = (f(λi)− f(λj))Ei,j . (1.5.63)
Suppose that {a1, a2, ..., as} is the maximal set of distinct elements in {λi− λj | 1 ≤ i, j}.
Define
ζ(t) =
s∑
i=1
f(ai)
∏
i 6=j∈{1,2,...,s}(t− aj)∏
i 6=j∈{1,2,...,s}(ai − aj)
. (1.5.64)
Then
ζ(ai) = f(ai). (1.5.65)
Since 0 ∈ {a1, a2, ..., as}, t|ζ(t). Furthermore,
ζ(λi − λj) = f(λi − λj) = f(λi)− f(λj). (1.5.66)
Thus
ad T0 = ζ(ad ξs). (1.5.67)
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By Theorem 1.5.6 and Corollary 1.5.7, ad ξs is a polynomial of ad ξ without constant. So
is ad T0. Therefore, T0 ∈M .
Now
Tr T0ξ =
m∑
i=1
f(λi)λi = 0 (1.5.68)
by our assumption. Hence
0 = f(0) = f(
m∑
i=1
f(λi)λi) =
m∑
i=1
f(λi)f(λi) =
m∑
i=1
f(λi)
2. (1.5.69)
Thus all f(λi) = 0. Since f is any linear function, we have H = {0} or equivalently,
ξs = 0. ✷
Theorem 1.5.10 (Cartan’s Criterion). Let V be a finite-dimensional space and
let G be a subalgebra of gl(V ). If Tr uv = 0 for any u ∈ [G ,G ] and v ∈ G , then G is
solvable.
Proof. In the above theorem, we let A = [G ,G ] and B = G . Then
M = {T ∈ gl(V ) | [T,G ] ⊂ [G ,G ]}. (1.5.70)
Take any u, v ∈ G and T ∈M . We have
Tr [u, v]T = Tr (uv − vu)T = Tr (uvT − vuT ) = Tr uvT − Tr vuT
= Tr uvT − Tr uTv = Tr (uvT − uTv) = Tr u(vT − Tv)
= −Tr u[T, v] = −Tr [T, v]u = 0. (1.5.71)
By linearity, we have
Tr wT = 0 for any w ∈ [G ,G ]. (1.5.72)
According to the above theorem, all the elements in [G ,G ] are nilpotent. So [G ,G ] is a
nilpotent Lie algebra. Therefore, G is solvable. ✷
Corollary 1.5.11. If Tr ad ξ ad u = 0 for any ξ ∈ [G ,G ] and u ∈ G . Then G is
solvable.
Proof. By the above theorem, ad G is solvable. ✷
In [X13], we introduced a family of nilpotent Lie algebras associated with a root tree
in connection with evolution partial differential equations. L. Luo [Ll,L2] generalized our
algebras to those associated with more general directed graphs.
Chapter 2
Semisimple Lie Algebras
In this chapter, we first introduce the Killing form and prove that the semisimplicity of
a finite-dimensional Lie algebra over C is equivalent to the nondegeneracy of its Killing
form. Then we use the Killing form to derive the decomposition of a finite-dimensional
semisimple Lie algebra over C into a direct sum of simple ideals. Moreover, it is showed
that Der G = ad G for such a Lie algebra. Furthermore, we study the completely re-
ducible modules of a Lie algebra and proved the Weyl’s theorem of complete reducibility.
The equivalence of the complete reducibility of real and complex modules is also given.
Cartan’s root-space decomposition of a finite-dimensional semisimple Lie algebra over C
is derived. In particular, we prove that such a Lie algebra is generated by two elements.
The completely reducibility of finite-dimensional modules of sl(2,C) plays an important
role in proving the properties of the corresponding root systems.
2.1 Killing Form
In this section, we assume that Lie algebras are finite dimensional. Moreover, we define
the Killing form of a Lie algebra and use it to characterize semisimple Lie algebras.
Let G be a Lie algebra. Define
κ(u, v) = Tr ad u ad v for u, v ∈ G . (2.1.1)
Then κ(·, ·) is a symmetric bilinear form that is called Killing form. Moreover,
κ([u, v], w) = Tr ad [u, v] ad w = Tr [ad u, ad v] ad w
= Tr (ad u ad v − ad v ad u)ad w = Tr (ad u ad v ad w − ad v ad u ad w)
= Tr (ad u ad v ad w)− Tr (ad v ad u ad w)
= Tr (ad u ad v ad w)− Tr (ad u ad w ad v)
= Tr (ad u ad v ad w − ad u ad w ad v)
= Tr ad u(ad v ad w − ad w ad v) = Tr ad u[ad v, ad w]
= Tr ad u ad [v, w] = κ(u, [v, w]) (2.1.2)
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for u, v, w ∈ G . Thus κ is associative (invariant).
Lemma 2.1.1. Let I be an ideal of a Lie algebra G . If κ(·, ·) is the Killing form of
G , then κ(|I , |I) is the Killing form of I.
Proof. Assume that I is a proper nonzero ideal. Take subspace K of G such that
G = K ⊕ I. (2.1.3)
Let S1 be a basis of K and let S2 be a basis of I. Then S = S1
⋃
S2 forms a basis of
G . For each u ∈ I, the matrix form
adGu =
(
0 Au
0 Bu
)
(2.1.4)
with respect to the basis S and the matrix form adIu = Bu with respect to S2. Thus
ad Gu ad G v =
(
0 Au
0 Bu
)(
0 Av
0 Bv
)
=
(
0 AuBv
0 BuBv
)
for u, v ∈ I . (2.1.5)
Hence
κ(u, v) = Tr adGu adG v = TrBuBv = Tr adIu adIv (2.1.6)
for u, v ∈ I. ✷
The radical of a symmetric bilinear form β(·, ·) on a vector space V is defined by
Rad β = {u ∈ V | β(u, v) = 0 for any v ∈ V }. (2.1.7)
If Rad β = {0}, we call β(·, ·) nondegenerate. Recall the radical of a Lie algebra G is the
unique maximal solvable ideal. The algebra G is called semisimple if Rad G = {0}. In
the rest of this section, we assume the base field F = C.
Theorem 2.1.2. Let G be a Lie algebra. Then G is semisimple if and only if the
Killing form is nondegenerate.
Proof. Assume that G is semisimple. For any u ∈ Rad κ and v, w ∈ G , we have
κ([u, v], w) = κ(u, [v, w]) = 0. (2.1.8)
Hence [u, v] ∈ Rad κ. So Rad κ is an ideal of G . By Cartan’s Criterion, ad Rad κ is
solvable, and so is Rad κ because ker ad = Z(G ) = {0}. Hence Rad κ ⊂ Rad G = {0}.
Suppose that Rad κ = {0} and R = Rad G 6= {0}. Let n be the minimal positive
integer such that R(n) = {0}. Then R(n−1) is an abelian ideal of G . For any element
u ∈ R(n−1) and v, w ∈ G , we have
(ad u ad v)2(w) = [u, [v, [u, [v, w]]]] ∈ [R(n−1), R(n−1)] = {0}. (2.1.9)
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Thus
(ad u ad v)2 = 0 =⇒ Tr ad u ad v = 0 ∼ κ(u, v) = 0. (2.1.10)
So R(n−1) ⊂ Rad κ = {0}, which leads to a contradiction. Therefore, RadG = {0}. ✷
Theorem 2.1.3. For any semisimple Lie algebra G , there exist ideals G1,G2, ...,Gk of
G , which are simple Lie algebras, such that
G =
k⊕
i=1
Gi. (2.1.11)
The set {G1,G2, ...,Gk} enumerates all simple ideals of G .
Proof. Let G1 be a minimal nonzero ideal of G . Since G1 is not solvable by the
semisimplicity of G , dimG1 > 1. Set
G ′ = {u ∈ G | κ(u, v) = 0 for any v ∈ G1}. (2.1.12)
For u ∈ G ′, v ∈ G1 and w ∈ G , we have [w, v] ∈ G1 and
κ([u, w], v) = κ(u, [w, v]) = 0. (2.1.13)
Hence [u, w] ∈ G ′. So G ′ is an ideal of G . Since κ(|G1 , |G1) is also the Killing form of G1 by
Lemma 2.1.1, the radical of the Killing form of G1 is exactly G ′
⋂
G1. If G ′
⋂
G1 6= {0},
then it is an ideal of G included in G1. By minimality, G ′
⋂
G1 = G1, which implies that
the Killing form of G1 is zero. By Cartan’s Criterion, G1 is a solvable ideal, which is
absurd. Hence G ′
⋂
G1 = {0}. Thus κ(|G1 , |G1) is nondegenerate. Therefore, we have
G = G1 ⊕ G ′. (2.1.14)
Observe that [G1,G ′] ⊂ G1
⋂
G ′ = {0}. Thus any ideals of G1 and G ′ are ideals of G . In
particular, G1 is a simple Lie algebra and G ′ is semisimple if G ′ 6= {0}. Now we work on
G ′. By induction, there exist simple ideals G2, ...,Gk of G ′ such that G ′ =
⊕k
i=2 Gi. So we
have (2.1.11).
If L is any simple ideal of G , then [L ,L ] is a nonzero ideal ofL . Hence [L ,L ] = L ,
which implies L = [G ,L ]. Now
L = [G ,L ] =
[ k⊕
i=1
Gi,L
]
. (2.1.15)
So [Gi,L ] 6= {0} for some i ∈ {1, 2, ..., k}. But [Gi,L ] is an ideal of G that is also an
ideal of Gi and L . Thus L = [Gi,L ] = Gi. ✷
Let I be a nonzero ideal of G . Suppose
u =
k∑
i=1
ui ∈ I. (2.1.16)
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If ui 6= 0, then [u,Gi] = [ui,Gi] 6= 0, which implies {0} 6= Gi
⋂I = Gi. Therefore, I is a
direct sum of some simple ideals.
Theorem 2.1.4. If G is a semisimple Lie algebra, then Der G = ad G .
Proof. We define a symmetric associative bilinear form β on Der G ⊂ EndG by
β(d1, d2) = Tr d1d2 for d1, d2 ∈ Der G . (2.1.17)
Note that
(ad G )⊥ = {d ∈ Der G | β(d, ad u) = 0 for any u ∈ G } (2.1.18)
is an ideal of Der G because ad G is an ideal of Der G . Since β(|ad G , |ad G ) = κ(·, ·), the
nondegenerate Killing form of G , we have ad G
⋂
(ad G )⊥ = {0}. Thus
Der G = ad G ⊕ (ad G )⊥. (2.1.19)
For any d ∈ (ad G )⊥ and u ∈ G , we have [d, ad u] = ad d(u) ∈ ad G ⋂(ad G )⊥ = {0}.
Thus d(u) ∈ Z(G ) = {0}. So d = 0. Hence (ad G )⊥ = {0}. Therefore Der G = ad G by
(2.1.19). ✷
For any element u in a semisimple Lie algebra G , there exist elements us, un ∈ G
such that ad u = ad us + ad un is the Jordan-Chevalley decomposition of ad u. Since
Z(G ) = {0}, we have u = us+un, which is called the abstract Jordan decomposition of u.
As an exercise, prove that a finite-dimensional Lie algebra G is solvable if and only if
[G ,G ] ⊂ Rad κ(·, ·).
2.2 Modules
In this section, we define a module of a Lie algebra and discuss the complete reducibility.
Moreover, the dual module and tensor module are introduced. The lifting from a given
representation to an oscillator representation is given.
Recall that a representation ν of G on a vector space V is a Lie algebra homomorphism
from G to gl(V ). It is more convenient to work on the elements of G directly acting on
V . We denote
ξ(u) = ν(ξ)(u) for ξ ∈ G , u ∈ V. (2.2.1)
The conditions for ν to be a homomorphism becomes
ξ1(au+ bv) = aξ1(u) + bξ1(v), (aξ1 + bξ2)(u) = aξ1(u) + bξ2(u), (2.2.2)
ξ1(ξ2(u))− ξ2(ξ1(u)) = [ξ1, ξ2](u) (2.2.3)
for a, b ∈ F, ξ1, ξ2 ∈ G and u, v ∈ V . We call V a G -module. Conversely, a map from
G × V → V : (ξ, u) 7→ ξ(u) satisfying (2.2.2) and (2.2.3) gives a representation ν of G on
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V defined by (2.2.1). A submodule U of a G -module V is a subspace such that G (U) ⊂ U .
A trivial G -module V is a vector space with the G -action: ξ(u) = 0 for any ξ ∈ G and
u ∈ V .
A homomorphism φ from a G -module V to a G -module W is a linear map from V to
W such that
φ(ξ(u)) = ξ(φ(u)) for ξ ∈ G , u ∈ V. (2.2.4)
In this case, φ(V ) forms a submodule of W and ker φ is a submodule of V . Moreover,
φ(V ) ∼= V/ker φ. The map φ is called an isomorphism if it is bijective. A G -module V
is called irreducible if it has exactly two submodules {0} and V . We do not view {0} as
an irreducible G -module. A module is called completely reducible if it is direct sum of
irreducible submodules. A complement of a submodule W of V is a submodule W ′ such
that V =W ⊕W ′.
Lemma 2.2.1. A module V is completely reducible if and only if any submodule has
a complement.
Proof. Suppose that V 6= {0} and any submodule of V has a complement. Take any
nonzero minimal submodule W1 of V , which must be irreducible. If V = W1, it is done.
Otherwise, it has a nonzero complement W ′1. Suppose that W2 is any nonzero proper
submodule of W ′1. Then W1+W2 is a module. By assumption, there exists a complement
U of W1 +W2. This U may not be in W
′
1. Define the projection P : V → W ′1 by
P(u+ u′) = u′ for u ∈ W1, u′ ∈ W ′1. (2.2.5)
Then P is a Lie algebra module homomorphism. In fact, P(U) is a submodule of W ′1.
If u ∈ P(U)⋂W2, then there exists v ∈ W1 such that v+u ∈ U . But v+u ∈ W1+W2.
Thus v + u = 0, or equivalently, u = v = 0. Hence P(U)
⋂
W2 = {0}. Moreover, any
element w ∈ W ′1 can be written as w = w1+w2+w′ with w1 ∈ W1, w2 ∈ W2 and w′ ∈ U .
Note w′ −P(w′) ∈ W1. We have
w − w2 −P(w′) = w1 + w′ −P(w′) ∈ W1
⋂
W ′1 = {0}; (2.2.6)
that is, w = w2 +P(w′). Hence
W ′1 =W2 ⊕P(U), (2.2.7)
or equivalently, any submodule of W ′1 has a complement in W
′
1. By induction, W
′
1 =⊕k
i=2Wi is a direct sum of irreducible submodules W2,W3, ...,Wk in W
′
1. So is V =⊕k
i=1Wi.
Assume that V =
⊕k
i=1Wi is a direct sum of irreducible submodules W1,W2, ...,Wk
in V and U is any nonzero proper submodule of V . Then there exists some Wi 6⊂ U . Now
V¯ = V/Wi =
⊕
i 6=j
(Wj +Wi)/Wi (2.2.8)
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is completely reducible. By induction, (U + Wi)/Wi has a complement U
′/Wi in V¯ ,
where U ′ is a submodule of V containing Wi. If u ∈ U
⋂
U ′, then u + Wi ∈ [(U +
Wi)/Wi]
⋂
(U ′/Wi) =Wi. So u ∈ Wi
⋂
U = {0}. That is, U ⋂U ′ = {0}. For any element
v ∈ V , there exists v1 ∈ U and v2 ∈ U ′ such that
v +Wi = (v1 +Wi) + (v2 +Wi) = v1 + v2 +Wi; (2.2.9)
equivalently, there exists w ∈ Wi such that
v = v1 + v2 + w. (2.2.10)
But Wi ⊂ U ′. We have v2 + w ∈ U ′. Thus v ∈ U + U ′. Therefore, V = U ⊕ U ′; that is,
U ′ is a complement of U. ✷
Recall that V ∗ denotes the space of linear functions on V . Suppose that V is a module
of a Lie algebra G . We define an action of G on V ∗ by
ξ(f)(u) = −f(ξ(u)) for ξ ∈ G , f ∈ V ∗, u ∈ V. (2.2.11)
Note
[ξ1, ξ2](f)(u)
= f(−[ξ1, ξ2](u)) = f(−ξ1(ξ2(u)) + ξ2(ξ1(u)))
= −f(ξ1(ξ2(u))) + f(ξ2(ξ1(u))) = −ξ1(f)(ξ2(u)) + ξ2(f)(ξ1(u))
= −ξ2(ξ1(f))(u) + ξ1(ξ2(f))(u) = (ξ1(ξ2(f))− ξ2(ξ1(f)))(u) (2.2.12)
for ξ1, ξ2 ∈ G , f ∈ V ∗ and u ∈ V . Thus
[ξ1, ξ2](f) = ξ1(ξ2(f))− ξ2(ξ1(f)). (2.2.13)
Hence V ∗ forms a G -module, which is called the dual (contragredient) module of V . In
general, V 6∼= V ∗ as G -modules. It is in general a difficult problem of determining if they
are isomorphic.
A bilinear form β : V × V → F on a G -module V is called G -invariant if
β(ξ(u), v) = −β(u, ξ(v)) for ξ ∈ G , u, v ∈ V. (2.2.14)
In fact, we have:
Lemma 2.2.2. A finite-dimensional module V of a Lie algebra G is isomorphic to its
dual module V ∗ if and only if it has a nondegenerate invariant bilinear form.
Proof. Suppose that V is isomorphic to V ∗ via σ. We define a bilinear form β on V
by
β(u, v) = σ(u)(v) for u, v ∈ V. (2.2.15)
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Then
β(ξ(u), v) = σ(ξ(u))(v) = ξ(σ(u))(v) = −σ(u)(ξ(v)) = −β(u, ξ(v)). (2.2.16)
for ξ ∈ G and u, v ∈ V . So β is a nondegenerate invariant bilinear form.
Assume that V has a nondegenerate invariant bilinear form β. Equation (2.2.15) define
a linear map σ : V → V ∗ and (2.2.16) implies that σ is a module homomorphism. The
nondegeneracy implies that σ is bijective. ✷
Next, we want to lift a given representation to an oscillator (differential-operator)
representation. Let {ui | i ∈ I} be a basis of a module V of a Lie algebra G . For any
ξ ∈ G , we write
ξ(ui) =
∑
j∈I
νi,j(ξ)uj. (2.2.17)
Then νi,j ∈ G ∗. We define an action of G on the polynomial algebra F[xi | i ∈ I] by:
ξ(f) =
∑
i,j∈I
νi,j(ξ)xj∂xi(f). (2.2.18)
By (2.2.3) and (2.2.17), we have∑
j∈I
(νi,j(ξ2)νj,k(ξ1)− νi,j(ξ1)νj,k(ξ2)) = νi,k([ξ1, ξ2]) for ξ1, ξ2 ∈ G . (2.2.19)
On the other hand,
[
∑
i,j∈I
νi,j(ξ1)xj∂xi,
∑
r,s∈I
νr,s(ξ2)xs∂xr ]
=
∑
i,j,r,s∈I
νi,j(ξ1)νr,s(ξ2)xj∂xi(xs)∂xr −
∑
i,j,r,s∈I
νi,j(ξ1)νr,s(ξ2)xs∂xr(xj)∂xi
=
∑
i,j,r∈I
νi,j(ξ1)νr,i(ξ2)xj∂xr −
∑
i,j,s∈I
νi,j(ξ1)νj,s(ξ2)xs∂xi
=
∑
r,j∈I
∑
i∈I
(νr,i(ξ2)νi,j(ξ1)− νr,i(ξ1)νi,j(ξ2))xj∂xr
=
∑
r,j∈I
νr,j([ξ1, ξ2])xj∂xr (2.2.20)
for ξ1, ξ2 ∈ G . Thus F[xi | i ∈ I] becomes a G -module. It is important to understand
this module structure from the information of the module V . For instance, any one-
dimensional trivial submodule gives an invariant of the corresponding Lie group. To find
invariants is equivalent to solve the system of partial differential equations:∑
i,j∈I
νi,j(ξ)xi∂xj (f) = 0, ξ ∈ G . (2.2.21)
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The above defined module is isomorphic to the “symmetric tensor of V .”
Let V and W be modules of a Lie algebra G . We define an action of G on V ⊗W by
ξ(u⊗ v) = ξ(u)⊗ v + u⊗ ξ(v) for ξ ∈ G , u ∈ V, v ∈ W. (2.2.22)
Note
(ξ1ξ2 − ξ2ξ1)(u⊗ v)
= ξ1ξ2(u⊗ v)− ξ2ξ1(u⊗ v)
= ξ1(ξ2(u)⊗ v + u⊗ ξ2(v))− ξ2(ξ1(u)⊗ v + u⊗ ξ1(v))
= ξ1(ξ2(u))⊗ v + ξ1(u)⊗ ξ2(v) + ξ2(u)⊗ ξ1(v) + u⊗ ξ1(ξ2(v))
−(ξ2(ξ1(u))⊗ v + ξ2(u)⊗ ξ1(v) + ξ1(u)⊗ ξ2(v) + u⊗ ξ2(ξ1(v))
= (ξ1(ξ2(u))− ξ2(ξ1(u)))⊗ v + u⊗ (ξ1(ξ2(v))− ξ2(ξ1(v)))
= [ξ1, ξ2](u)⊗ v + u⊗ [ξ1, ξ2](v) = [ξ1, ξ2](u⊗ v) (2.2.23)
for ξ1, ξ2 ∈ G , u ∈ V and v ∈ W . Thus V ⊗W becomes a G -module.
Denote by HomC(V,W ) the space of all linear maps from V toW . Define τ : V
∗⊗W →
HomC(V,W ) by
τ(
k∑
i=1
fi ⊗ vi)(u) =
k∑
i=1
fi(u)vi for u ∈ V. (2.2.24)
If V and W are modules of a Lie algebra G and dimW < ∞, then τ is a linear isomor-
phism, V ∗ ⊗W forms a G -module and τ induces a G -module structure on HomC(V,W ).
In fact,
ξ(g)(u) = ξ(g(u))− g(ξ(u)) for ξ ∈ G , g ∈ HomC(V,W ), u ∈ V. (2.2.25)
As an exercise, write out the module structure of HomC(V,W ) for sl(2,F) if (1) V is
the adjoint module and W is the 2-dimensional module of defining sl(2,F); (2) exchange
the positions of two modules. Are these two modules irreducible?
2.3 Real and Complex Modules
In this section, we prove the equivalence of real and complex complete reducibility. In
particular, we find the connection between real and complex finite-dimensional irreducible
modules.
Let V be a module of a Lie algebra G and let U be a nonzero proper submodule of V .
We say that V splits at U if U has a complementary submodule in V .
Lemma 2.3.1. A G -module V splits at a submodule U if and only if there exits a
G -module homomorphism τ : V → U such that τ |U = IdU .
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Proof. If V splits at a submodule U , then U has a complement U ′ such that V = U⊕U ′.
The projection τ defined by
τ(u+ u′) = u for u ∈ U, u′ ∈ U ′, (2.3.1)
is the required homomorphism. Conversely, if there exits a G -module homomorphism
τ : V → U such that τ |U = IdU , then
v = τ(v) + (1− τ)(v) for v ∈ V, (2.3.2)
which implies that (1 − τ)(V ) is a complement of U because 1 − τ is a G -module homo-
morphism from V to V . ✷
Let V be a vector space over R with a basis {vi | i ∈ I}. The complexification of V is
a vector space over C with {vi | i ∈ I} as a basis; that is,
VC =
∑
i∈I
Cvi. (2.3.3)
Moreover, for u =
∑
i∈I aivi ∈ V and c ∈ C, we define
cu =
∑
i∈I
aicvi. (2.3.4)
Suppose that G is a finite-dimensional real Lie algebra. The Lie bracket on GC defined
by
[
∑
i∈I
aiui,
∑
∈I
jbjvj] =
∑
i,j∈I
aibj [ui, vj ], ui, vj ∈ G , ai, bj ∈ C. (2.3.5)
In particular, G is a real subalgebra of GC. In fact, GC = G +
√−1G . For the Killing
form κG of G and the Killing form κGC of GC, Rad κGC = C(Rad κG ) by linear algebra. In
particular, Rad κG is a solvable ideal of G because Rad κGC is. Thus G is semisimple if
and only κG is nondegenerate. By the proof of Theorem 2.1.3, G is a direct sum of simple
ideals if it is semisimple. Moreover, G is semisimple if and only if GC is.
If V is a finite-dimensional (real) G -module, then VC becomes a (complex) GC-module
with the action:
(
∑
i
aiξi)(
∑
j
bjvj) =
∑
i,j
aibjξi(vj), for ai, bj ∈ C, ξi ∈ G , vj ∈ V. (2.3.6)
We can also view VC as a real G -module. In fact, VC = V +
√−1V is a decomposition of
real G -submodules. As real G -modules, V ∼= √−1V .
Theorem 2.3.2. The space V is a completely reducible real G -module if and only if
VC is a completely reducible complex GC-module.
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Proof. Suppose that V is a completely reducible real G -module. Then V =
⊕k
i=1 Vi
is a direct sum of real irreducible G -submodules. Moreover,
VC =
k⊕
i=1
(Vi ⊕
√−1Vi) (2.3.7)
is a direct sum of 2k real irreducible G -submodules. So VC is a completely reducible
real G -module. Let U be a complex GC-submodule of VC. Note that U is also a real
G -submodule of VC. Thus there exists a real G -module homomorphism τ : VC → U such
that τ |U = IdU . Define
τ˜ (v) =
1
2
(τ(v)−√−1τ(√−1v)) for v ∈ V. (2.3.8)
Note
τ˜(
√−1v) = 1
2
(τ(
√−1v) +√−1τ(v))
=
1
2
√−1(−√−1τ(√−1v) + τ(v)) = √−1τ˜(v). (2.3.9)
for v ∈ V . So τ˜ is a C-linear map from VC to U . Moreover,
ξ(τ˜(v)) =
1
2
(τ(ξ(v))−√−1τ(√−1ξ(v))) = τ˜(ξ(v)) (2.3.10)
for v ∈ V and ξ ∈ G by (2.3.6). Thus τ˜ is a GC-module homomorphism due to GC = CG
by (2.3.4). Furthermore, for u ∈ U , we have √−1u ∈ U because U is a complex GC-
submodule of VC. Hence τ(u) = u and τ(
√−1u) = √−1u. Thus
τ˜(u) =
1
2
(u−√−1(√−1u)) = u; (2.3.11)
that is, τ˜ |U = IdU . By the above lemma, VC is completely reducible.
Conversely, we assume that VC is a completely reducible complex GC-module. Let
W be a real G -submodule of V . Then WC forms a GC-submodule. There exists a GC-
module homomorphism τ¯ : VC → WC such that τ¯ |WC = IdWC. So τ¯ |V is real G -module
homomorphism from V to WC because G ⊂ GC. But in general, τ¯(V ) 6⊂ W . Define
ν(w1 +
√−1w2) = w1 w1, w2 ∈ W. (2.3.12)
Then ν : WC → W is a real G -module homomorphism. Therefore, τ = ντ¯ is a real
G -module homomorphism from V to W and τ |W = IdW . By the above lemma, V is a
completely reducible real G -module. ✷
Let M =
⊕k
i=1Mi be a completely reducible module of a Lie algebra G over an
arbitrary field, where Mi’s are irreducible G -submodules. For i ∈ 1, k, we define the
projection Pi : M → Mi by
Pi(
k∑
r=1
ur) = ui for ur ∈Mr. (2.3.13)
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Then Pi’s are G -module homomorphisms. Let U be any irreducible G -submodule of M .
If Pi(U) 6= {0}, then Pi|U is a G -module isomorphism from U toMi by the irreducibility
of U and Mi; in particular, Pi(U) = Mi. Set
I = {r ∈ 1, k | Pr(U) 6= {0}}. (2.3.14)
For r, s ∈ I, the map Ps(Pr|U)−1 is a G -module isomorphism from Mr to Ms. Re-
indexing {M1,M2, ...,Mk} if necessary, we can assume 1 ∈ I. Now
u =
∑
r∈I
Pr(u) = P1(u) +
∑
16=r∈I
[Pr(P1|U)−1](P1(u)) for u ∈ U. (2.3.15)
Thus
U = {v +
∑
16=r∈I
[Pr(P1|U)−1](v) | v ∈M1}. (2.3.16)
Suppose that M =
⊕k′
j=1 Vj is another decomposition of irreducible G -submodules.
Then Pi(V1) 6= {0} for some i ∈ 1, k. Re-indexing {M1,M2, ...,Mk} if necessary, we can
assume P1(V1) 6= {0}. So P1|V1 is a G -module isomorphism from V1 to M1. Moreover,
V = V1 ⊕
k⊕
i=2
Mi. (2.3.17)
In particular,
k⊕
i=2
(Mi + V1)/V1 = V/V1 =
k′⊕
r=2
(Vi + V1)/V1 (2.3.18)
as G -modules. By induction on k, we have k−1 = k′−1; equivalently, k = k′. This shows
that although a completely reducible G -module may have more than one decompositions
into irreducible submodules, the numbers of irreducible submodules in the decompositions
are equal.
Let V be a finite-dimensional real irreducible module of a real Lie algebra G . Then
VC =
⊕k
i=1Wi is a direct sum of irreducible GC-submodules. Since Wi are G -modules and
VC = V ⊕
√−1V is a direct sum of two irreducible real G -submodules,Wi contain a real G -
submodule isomorphic to V . LetM be a finite-dimensional irreducible GC-module. Take a
minimal nonzero real G -submodule U of M . Then U is an irreducible real G -module and
so is
√−1U . If U ⋂√−1U 6= {0}, then U = √−1U . So U is also a GC-submodule. Hence
M = U is an irreducible real G -module. Assume U
⋂√−1U = {0}. Then U + √−1U
is a GC-submodule, and so M = U +
√−1U . Denote by P the corresponding projection
from M to U . Let U ′ be any nonzero proper G -submodule such that P(U ′) 6= {0}.
Then P(U ′) = U by the irreducibility of U . If ker P|U ′ = {0}, then U ′
P|U′∼= U is an
irreducible real G -module. Suppose ker P|U ′ 6= {0}. Since ker P =
√−1U , we have
U ′
⋂√−1U 6= {0}. By the irreducibility of √−1U , U ′ ⊃ √−1U . The facts P(U ′) = U
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and M = U +
√−1U imply U ′ = M , which contradicts the properness of U ′. Note that
any nonzero proper G -submodule U ′ such that P(U ′) = {0} must be a submodule of√−1U . So U ′ = √−1U by the irreducibility of √−1U . In summary, we have:
Theorem 2.3.3. Let G be a real Lie algebra. Any finite-dimensional irreducible real
G -module must be a real G -submodule of a finite-dimensional irreducible complex GC-
module. A finite-dimensional irreducible complex GC-module is either an irreducible real
G -module or any of its proper G -submodules is an irreducible real G -module.
Thus we can find all finite-dimensional irreducible real G -modules from finite-dimensional
irreducible complex GC-modules.
2.4 Weyl’s Theorem
In this section, we prove the Weyl’s theorem of complete reducibility.
Assume the base field F = C. We will prove that any finite-dimensional module of
a finite-dimensional semisimple Lie algebra is completely reducible. A representation is
called irreducible if the associated module is irreducible. First, we have:
Lemma 2.4.1 (Schur). Let G be a Lie algebra and let φ : G → gl(V ) be a finite-
dimensional irreducible representation. If T ∈ gl(V ) commutes with every element in
φ(G ), then T = λIdV for some λ ∈ C.
Proof. Since we assume F = C and V is finite-dimensional, T has an eigenvector u
whose eigenvalue denoted as λ. Denote by Z+ the set of positive integers. Set
U = Span{u, ξ1(· · · (ξi(u)) · · · ) | i ∈ Z+, ξj ∈ G }. (2.4.1)
Then U forms a nonzero submodule of V . The irreducibility of V implies V = U . Since
T (ξ1(· · · (ξi(u)) · · · )) = ξ1(T (ξ2(· · · (ξi(u)) · · · )))
= ξ1(· · · (ξi(T (u))) · · · )
= λξ1(· · · (ξi(u)) · · · ), (2.4.2)
We have T = λIdV . ✷
Suppose that φ : G → gl(V ) is a finite-dimensional faithful (ker φ = {0}) representa-
tion of a semisimple Lie algebra G . Define
β(ξ, ζ) = Tr φ(ξ)φ(ζ) for ξ, ζ ∈ G . (2.4.3)
By Cartan’s Criterion, φ(Rad β) is a solvable ideal of φ(G ), which is semisimple. Thus
Radβ = {0}, and there exists an orthonormal basis {ξ1, ξ2, ..., ξn} of G with respect to β.
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Set
Ωφ =
n∑
i=1
φ(ξi)
2 ∈ End V, (2.4.4)
which is called a Casimier operator. Write
[ξi, ξj] =
n∑
k=1
cki,jξk. (2.4.5)
Then
cki,j = β([ξi, ξj], ξk) = −β(ξj, [ξi, ξk]) = −cji,k. (2.4.6)
Thus
[φ(ξi),Ωφ] = [φ(ξi),
n∑
j=1
φj(u)
2] =
n∑
j=1
[φ(ξi), φ(ξj)
2]
=
n∑
j=1
([φ(ξi), φ(ξj)]φ(ξj) + φ(ξj)[φ(ξi), φ(ξj)])
=
n∑
j=1
(φ([ξi, ξj])φ(ξj) + φ(ξj)φ([ξi, ξj]))
=
n∑
j,k=1
cki,j(φ(ξk)φ(ξj) + φ(ξj)φ(ξk))
=
n∑
j,k=1
cki,jφ(ξk)φ(ξj) +
n∑
j,k=1
cki,jφ(ξj)φ(ξk)
=
n∑
j,k=1
cji,kφ(ξj)φ(ξk) +
n∑
j,k=1
cki,jφ(ξj)φ(ξk)
=
n∑
j,k=1
(cki,j + c
j
i,k)φ(ξj)φ(ξk) = 0. (2.4.7)
So we have
φ(u)Ωφ = Ωφφ(u) for u ∈ G . (2.4.8)
If φ is irreducible, then Ωφ = λφIdV for some λφ ∈ C by Lemma 2.4.1. In fact,
λφ dimV = Tr Ωφ =
n∑
i=1
Tr φ(ξi)
2 =
n∑
i=1
β(ξi, ξi) = n. (2.4.9)
Hence
λφ = n/ dimV = dimG / dimV. (2.4.10)
Furthermore, we have:
Lemma 2.4.2. Let φ : G → gl(V ) be a finite-dimensional representation of a semisim-
ple Lie algebra G . Then φ(G ) ∈ sl(V ). In particular, one-dimensional module of G must
be trivial.
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Proof. This follows from φ(G ) = φ([G ,G ]) = [φ(G ), φ(G )] and the fact Tr [A,B] = 0
for any A,B ∈ gl(V ). ✷
Lemma 2.4.3. Let φ : G → gl(V ) be a finite-dimensional representation of a semisim-
ple Lie algebra G . Suppose that V has an irreducible submodule U of codimension one.
Then V splits at U .
Proof. If φ(G ) = {0}, the lemma holds trivially. Suppose φ(G ) 6= {0}. Since ker φ is
either {0} or a direct sum of some of simple ideals of G , φ(G ) ∼= G /ker φ is semisimple.
Replacing G by φ(G ), we may assume φ is faithful. By Lemma 2.4.2, V/U is a trivial
module. Thus
ξ(V ) ⊂ U for ξ ∈ G . (2.4.11)
If U is a trivial submodule, then V is two-dimensional and φ(G ) is isomorphic to the
Lie algebra of strict up-triangular matrices, which is absurd. Thus φ(G )|U 6= {0} is
semisimple.
Expression (2.4.11) implies
β(ξ, ζ) = Tr φ(ξ)φ(ζ) = Tr φ(ξ)|Uφ(ζ)|U for ξ, ζ ∈ G . (2.4.12)
This shows
Ωφ|U = (dimφ(G )|U/ dimU)IdU . (2.4.13)
Hence
τ =
dimU
dimφ(G )|U Ωφ (2.4.14)
is a module homomorphism from V to U with τ |U = IdU . So V splits at U by Lemma
2.3.1. ✷
Lemma 2.4.4. Let φ : G → gl(V ) be a finite-dimensional representation of a semisim-
ple Lie algebra G . Suppose that V has a submodule U of codimension one. Then V splits
at U .
Proof. We prove it by induction on dimV . It holds for dim V = 1. Suppose that
it holds for dimV < k. Consider the case dim V = k. We assume U 6= {0}. If U is
irreducible, this is the above lemma. Suppose that U has a nonzero proper submodule
W . Then U/W is a G -submodule of V/W with codimension one. By induction, there
exists a submodule W ′ ⊃W of V such that
V/W = W ′/W ⊕ U/W. (2.4.15)
Note dimW ′/W = 1. By induction, there exists a one-dimensional submodule U ′ of W ′
such that W ′ = U ′ ⊕W . According to (2.4.15), U ′ 6⊂ U . Hence U ′ is a complement of U
in V. ✷
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Theorem 2.4.5 (Weyl). Any nonzero finite-dimensional module V of a semisimple
Lie algebra G is completely reducible.
Proof. Suppose that U is a nonzero proper submodule of V . Then HomC(V, U) forms
a G -module. If f ∈ HomC(V, U) such that f |U = aIdU with a ∈ C, then
ξ(f)(u) = ξ(f(u))− f(ξ(u)) = ξ(au)− aξ(u) = 0 for u ∈ U. (2.4.16)
Thus
W = {f ∈ HomC(V, U) | f |U ∈ CIdU}, W1 = {f ∈ HomC(V, U) | f |U = 0} (2.4.17)
are submodules. Moreover, dimW/W1 = 1. By Lemma 2.4.4, W1 has a complement W
′
1
in W , which is a one-dimensional trivial module. Hence there exists τ ∈ W ′1 such that
τ |U = IdU and ξ(τ) = 0 for any ξ ∈ G ; that is,
0 = ξ(τ)(v) = ξ(τ(v))− τ(ξ(v)) for v ∈ V. (2.4.18)
So τ is a G -homomorphism. By Lemma 2.3.1, V splits at U . Therefore, V is completely
reducible by Lemma 2.2.1. ✷
Theorem 2.4.6. If G ⊂ gl(V ) is a semisimple Lie subalgebra and dim V < ∞, then
G includes the semisimple part and nilpotent part of its any element. In particular, the
abstract and usual Jordan decompositions coincide.
Proof. By the above theorem, V =
⊕k
i=1 Vi is a direct sum of irreducible submodules.
Set
L = {T ∈ gl(V ) | [T,G ] ⊂ G ; T (Vi) ⊂ Vi, Tr T |Vi = 0, i = 1, 2, ..., k}. (2.4.19)
Since G |Vi is a homomorphic image of the semisimple Lie algebra G , it is a semisimple
Lie algebra. Thus we have Tr ξ|Vi = 0 for ξ ∈ G and i = 1, ..., k by Lemma 2.4.2. Hence
G ⊂ L . For any T ∈ L , ad GT ∈ Der G = ad G (cf. Theorem 2.1.4). So there exists an
element ξ′ ∈ G such that ad GT = ad G ξ′. Set
T1 = T − ξ′. (2.4.20)
Then
[T1, ξ] = 0 for ξ ∈ G . (2.4.21)
In particular, T1|Vi is a constant map λIdVi by Schur’s Lemma (Lemma 2.4.1). Now
0 = Tr T1|Vi = λ(dimVi) by (2.4.19), or equivalently, λ = 0. Hence T1 = 0, that is,
T = ξ′ ∈ G . This shows L = G .
Given ξ ∈ G . Let ξ = ξs + ξn be the usual Jordan-Chevalley decomposition of ξ.
Recall that ξn is a polynomial of ξ without constant. Hence ξn(Vi) ⊂ Vi. Since adgl(V )ξ =
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adgl(V )ξs+adgl(V )ξn is also a Jordan-Chevalley decomposition, we have [ξn,G ] ⊂ G . Note
that ξn|Vi is nilpotent because ξn is. So Tr ξn|Vi = 0; that is, ξn ∈ L = G . Moreover,
ξs = ξ− ξn ∈ G . Note that the usual Jordan-Chevalley decomposition ξ = ξs+ ξn implies
that adG ξs is semisimple, adG ξn is nilpotent and [adG ξs, adG ξn] = 0. By the uniqueness
of the Jordan-Chevalley decomposition, ξ = ξs + ξn is also the abstract Jordan-Chevalley
decomposition. ✷
Corollary 2.4.7. Let φ : G → gl(V ) be a finite-dimensional representation of a
semisimple Lie algebra G . Given ξ ∈ G . If ξ = ξs + ξn is the abstract Jordan-Chevalley
decomposition, then φ(ξ) = φ(ξs) + φ(xn) is the usual Jordan-Chevalley decomposition.
Proof. If φ(G ) 6= {0}, it is semisimple. Moreover, the usual Jordan-Chevalley de-
composition φ(ξ) = φ(ξ)s + φ(ξ)n is also the abstract Jordan-Chevalley decomposition
of φ(ξ) by the above theorem. If ξ = ξs + ξn is the abstract Jordan-Chevalley de-
composition, then ad ξ = ad ξs + ad ξn is the usual Jordan-Chevalley decomposition.
Since φ(G ) ∼= G / ker φ, ad φ(ξs) is semisimple and ad φ(ξn) is nilpotent. Moreover,
[ad φ(ξn), ad φ(ξn)] = ad φ([ξs, ξn]) = 0. Hence ad φ(ξ) = ad φ(ξs) + ad φ(ξn) is the
Jordan-Chevalley decomposition of φ(ξ) by the uniqueness. Thus φ(ξ) = φ(ξs) + φ(ξn)
is the abstract Jordan-Chevalley decomposition of φ(ξ). Therefore, φ(ξs) = φ(ξ)s and
φ(ξn) = φ(ξ)n. ✷
Let G be a simple Lie algebra and let β, γ be two symmetric associative bilinear forms
on G . If β 6= 0, then γ = aβ for some a ∈ C (exercise).
We can identify (G ⊗ G )∗ with the space of bilinear forms on G . An associative form
β is an element in (G ⊗ G )∗ such that G (β) = {0} (exercise), where we view G as the
adjoint module of G .
2.5 Root Space Decomposition
In this section, we prove the Cartan’s root space decomposition of a semisimple Lie
algebra.
We always assume that G is a finite-dimensional semisimple Lie algebra over C. Recall
the abstract Jordan decomposition of any element ξ = ξs+ ξn in G , where ξs, ξn ∈ G and
ad ξ = ad ξs + ad ξn is the usual Jordan decomposition. By Engel’s Theorem, there exist
elements in G that possess nonzero semisimple parts. Thus G has nonzero semisimple
elements. A Lie subalgebra of G consisting of semisimple elements is called toral.
Lemma 2.5.1. A toral subalgebra is abelian.
Proof. Let T be a toral subalgebra of G . Given ξ ∈ T . The operator adT ξ is diagonal-
izable. Suppose that ζ is an eigenvector of adT ξ with eigenvalue λ; that is [ξ, ζ ] = λv. On
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the other hand, adT v is diagonalizable implies that T has a basis {ζ1, ζ2, ..., ζn} consisting
eigenvectors of adT ζ with corresponding eigenvalues {λ1, λ2, ..., λn}. In particular, we can
take ζ1 = ζ with λ1 = 0. Write
ξ =
n∑
i=1
aiζi, ai ∈ C. (2.5.1)
Then
λζ = [ξ, ζ ] = [
n∑
i=1
aiζi, ζ ] = −
n∑
i=2
λiaiζi. (2.5.2)
By linear independence of {ζ, ζ2, ..., ζn}, λ = 0. Thus all the eigenvalues of ad T u are 0.
Hence ad T u = 0. ✷
Let H be a maximal toral subalgebra of G . For instance, we take the algebra of
all diagonal elements in sl(n,C). Since {ad h | h ∈ H} are commuting diagonalizable
operators, by linear algebra,
G =
⊕
α∈H∗
Gα, Gα = {ξ ∈ G | [h, ξ] = α(h)ξ for h ∈ H}. (2.5.3)
Lemma 2.5.2. For α, β ∈ H∗, [Gα,Gβ] ⊂ Gα+β. In particular, for any u ∈ Gα with
α 6= 0, ad u is nilpotent. Moreover,
κ(Gα,Gβ) = {0} for α, β ∈ H∗, α 6= −β, (2.5.4)
which implies that κ(|G0 , |G0) is nondegenerate.
Proof. For h ∈ H, ξ ∈ Gα and ζ ∈ Gβ, we have:
[h, [ξ, ζ ]] = [[h, ξ], ζ ] + [ξ, [h, ζ ]] = (α(h) + β(h))[ξ, ζ ] = (α + β)(h)[ξ, ζ ]. (2.5.5)
Thus [Gα,Gβ] ⊂ Gα+β. Suppose that α, β ∈ H∗ such that α 6= −β. Given h ∈ H, ξ ∈ Gα
and ζ ∈ Gβ, we get
α(h)κ(ξ, ζ) = κ([h, ξ], ζ) = −κ(ξ, [h, ζ ]) = −β(h)κ(ξ, ζ). (2.5.6)
Thus
(α + β)(h)κ(ξ, ζ) = 0 for any h ∈ H. (2.5.7)
Thus κ(ξ, ζ) = 0; that is, (2.5.4) holds. For 0 6= ξ ∈ G0, we have
κ(ξ,Gα) = {0} for 0 6= α ∈ H∗. (2.5.8)
Since κ is nondegenerate, κ(ξ,G0) 6= {0}. So κ(|G0 , |G0) is nondegenerate. ✷
Lemma 2.5.3. G0 = H .
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Proof. For any ξ ∈ G0, we have the abstract Jordan decomposition ξ = ξs + ξn.
Note ad ξ(H) = [ξ,H ] = {0}. Since ad ξs is a polynomial of ad ξ without constant, we
have [ξs, H ] = {0}. Thus H + Cξs forms a toral subalgebra. But H is a maximal toral
subalgebra, we have ξs ∈ H , which implies ξn = ξ − ξs ∈ G0 because H ⊂ G0. Since
ad ξs|G0 = 0 and ad ξn is nilpotent, ad ξ|G0 is nilpotent. By Engel’s Theorem, G0 is a
nilpotent Lie algebra.
Suppose that h ∈ H satisfies κ(h,H) = {0}. For any ξ ∈ G0, let ξ = ξs + ξn be
the abstract Jordan decomposition. Since [ad h, ad ξn] = ad [h, ξn] = 0, ad h ad ξn is
a nilpotent element. Thus κ(h, ξn) = 0. So κ(h, ξ) = κ(h, ξs) + κ(h, ξn) = 0; that is
h ∈ Rad κ(|G0 , |G0) = {0}. Therefore, κ(|H , |H) is nondegenerate. For any h ∈ H and
ξ1, ξ2 ∈ G0,
κ(h, [ξ1, ξ2]) = κ([h, ξ1], ξ2) = 0. (2.5.9)
Hence
κ(H, [G0,G0]) = {0}. (2.5.10)
If [G0,G0] 6= {0}, we take 0 6= ξ ∈ Z(G0)
⋂
[G0,G0]. Let ξ = ξs+ ξn be the abstract Jordan
decomposition. Then ξs ∈ H and κ(H, ξn) = {0}. Hence
κ(H, ξs) = κ(H, ξ) = {0} (2.5.11)
by (2.5.10). The nondegeneracy of κ(|H , |H) implies ξs = 0. So ξ is ad-nilpotent. If
[G0,G0] = {0} and H 6= G0, then un is a nonzero ad-nilpotent element for any u ∈ G0 \H .
In summary, if H 6= G0, we have a nonzero ad-nilpotent element ξ ∈ Z(G0). For any
ξ′ ∈ G0, ad ξ′ ad ξ is nilpotent. So κ(ξ′, ξ) = 0; that is, ξ ∈ Rad κ(|G0 , |G0) = {0}, which is
absurd. Therefore H = G0. ✷
Set
Φ = {α ∈ H∗ | α 6= 0, Gα 6= {0}}. (2.5.12)
The elements of Φ are called roots of G and Φ is called the root system of G . Since
κ(|H , |H) is nondegenerate, for any α ∈ H∗, there exists a unique tα ∈ H such that
α(h) = κ(tα, h) for h ∈ H. (2.5.13)
Moreover, t−α = −tα.
Lemma 2.5.4. (a) Φ spans H∗.
(b) If α ∈ Φ, then −α ∈ Φ.
(c) Let α ∈ Φ, ξ ∈ Gα, ζ ∈ G−α. Then [ξ, ζ ] = κ(ξ, ζ)tα. In particular, [Gα,G−α] =
Ctα.
(d) If α ∈ Φ and 0 6= ξα ∈ Gα, there exists ζα ∈ G−α such that {ξα, tα, ζα} spans a Lie
subalgebra isomorphic to sl(2,C).
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Proof. (a) If Φ does not span H∗, then there exists 0 6= h ∈ H such that α(h) = 0 for
any α ∈ Φ. By (2.5.3), h ∈ Z(G ), which is absurd.
(b) By (2.5.4), κ(Gα,G−α) 6= {0} if α ∈ Φ.
(c) By Lemmas 2.5.2 and 2.5.3, [ξ, ζ ] ∈ H . For any h ∈ H , we have
κ(h, [ξ, ζ ]) = κ([h, ξ], ζ) = α(h)κ(ξ, ζ) = κ(h, tα)κ(ξ, ζ), (2.5.14)
or equivalently,
κ(h, [ξ, ζ ]− κ(ξ, ζ)tα) = κ(h, [ξ, ζ ])− κ(h, tα)κ(ξ, ζ) = 0. (2.5.15)
Since κ(|H , |H) is nondegenerate, we have [ξ, ζ ]− κ(ξ, ζ)tα = 0. [Gα,G−α] = Ctα because
κ(Gα,G−α) 6= {0}.
(d) By (2.5.3) and the nongeneracy of κ, there exist ζ ∈ G−α such that κ(ξα, ζ) = 1.
So
[ξα, ζ ] = tα (2.5.16)
by (c). If α(tα) = 0, then
[tα, ξα] = α(tα)ξα = 0 = −α(tα)ζ = [tα, ζ ]. (2.5.17)
Thus K = Cξα + Ctα + Cζ forms a solvable Lie subalgebra of G and tα ∈ [K ,K ]. By
Lie’s theorem, ad tα is nilpotent. But tα ∈ H is ad-semisimple. Hence ad tα = 0. Since
Z(G ) = {0}, we have tα = 0. Thereby, α = 0, which is absurd. Hence 0 6= α(tα) =
κ(tα, tα).
Set
hα =
2
α(tα)
tα, ζα =
2
α(tα)
ζ. (2.5.18)
Then
[ξα, ζα] = hα, [hα, ξα] = 2ξα, [hα, ζα] = −2ζα. (2.5.19)
Hence
Sα = Cξα + Chα + Cζα (2.5.20)
forms a Lie subalgebra isomorphic to sl(2,C) via the linear map determined by
ξα 7→ E1,2, hα 7→ E1,1 −E2,2, ζα 7→ E2,1. (2.5.21)
By (2.5.18), h−α = −hα. ✷
Remark 2.5.5. In [X7, X8], we constructed six families of infinite-dimensional simple
Lie algebras G without any toral subalgebra H such that G0 = H (cf. (2.5.3)).
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2.6 Properties of Roots and Root Subspaces
In this section, we use finite-dimensional representations of sl(2,C) to study the properties
of roots and root subspaces of finite-dimensional semisimple Lie algebra G . In particular,
we prove that such a Lie algebra is generated by two elements.
Again we assume the base field F = C. For convenience, we also take ∂x = d/dx. For
any nonnegative integer n, set
V (n) =
n∑
i=0
Cxi ⊂ C[x]. (2.5.1)
Recall
sl(2,C) = CE1,2 + C(E1,1 −E2,2) + CE2,1. (2.6.2)
We define an action of sl(2,C) on V (n) by
E1,2|V (n) = x2∂x − nx, E2,1|V (n) = −∂x, (E1,1 − E2,2)|V (n) = 2x∂x − n. (2.6.3)
It can be verified that V (n) forms an irreducible sl(2,C)-module (exercise). For conve-
nience, we denote
e = E1,2, f = E2,1, h = E1,1 − E2,2. (2.6.4)
For any sl(2,C)-module W , we denote
Wa = {w ∈ W | h(w) = aw} for a ∈ C. (2.6.5)
For instance,
V (n)2i−n = Cx
i, V (n) =
n⊕
i=0
V (n)2i−n. (2.6.6)
Theorem 2.6.1. Any (n + 1)-dimensional irreducible sl(2,C)-module is isomorphic
to V (n). A finite-dimensional sl(2,C)-module W is a direct sum of dimW0 + dimW1
irreducible submodules.
Proof. Let V be any (n+1)-dimensional irreducible irreducible sl(2,C)-module. Note
that B = Ch + Ce forms a solvable Lie subalgebra of sl(2,C). By Lie’s Theorem, there
exists a common eigenvector v of h and e in V ; that is,
h(v) = λv, e(v) = µv, λ, µ ∈ C. (2.6.7)
But
2µv = 2e(v) = [h, e](v) = h(e(v))− e(h(v)) = µλv − λµv = 0. (2.6.8)
Thus µ = 0; that is, e(v) = 0.
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Recall that N is the set of nonnegative integers. Note
h(f i(v)) = (λ− 2i)f i(v) for i ∈ N. (2.6.9)
Moreover,
e(f i+1(v)) = e(f((f i(v)))) = [e, f ](f i(v)) + f(e((f i(v))))
= (λ− 2i)f i(v) + f(e((f i(v))). (2.6.10)
By induction, we have
e(f i+1(v)) = ((i+ 1)λ− 2
i∑
r=0
r)f i(v) = (i+ 1)(λ− i)f i(v). (2.6.11)
The above equation shows
f i(v) 6= 0 if λ 6∈ {0, 1, ..., i− 1}. (2.6.12)
On the other hand, (2.6.9) implies that
{v, f(v), ..., f i(v) | λ 6∈ {0, 1, ..., i− 1}} (2.6.13)
is a set of eigenvectors of h with distinct eigenvalues. So it is linearly independent. Since
dimV = n+ 1, λ ∈ {0, 1, ..., n}. By (2.6.11), e(fλ+1(v)) = 0. Hence
∞∑
i=1
Cfλ+i(v) (2.6.14)
forms a proper sl(2,C) submodule of V . The irreducibility of V implies
fλ+1(v) = 0. (2.6.15)
Now
∑λ
i=0Cf
i(v) forms a nonzero submodule of V . Thus
V =
λ∑
i=0
Cf i(v) (2.6.16)
and {v, f(v), ..., fλ(v)} is a basis by (2.6.9). Therefore, λ = n.
By (2.6.3) and (2.6.4),
f i(xn) = (−1)in(n− 1) · · · (n− i+ 1)xn−i for i ∈ {0, 1, ..., n}. (2.6.17)
Define a linear map σ : V (n)→ V by
σ(f i(xn)) = f i(v) for i ∈ {0, 1, ..., n}. (2.6.18)
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The equations (2.6.9), (2.6.11) and (2.6.15) show that the linear map σ is sl(2,C)-module
isomorphism.
Expressions (2.6.5) and (2.6.6) imply that
dim V0 = 0, dimV1 = 1 if n ∈ 2N+ 1 (2.6.19)
and
dimV0 = 1, dimV1 = 0 if n ∈ 2N. (2.6.20)
Now Weyl’s Theorem tell us that any finite-dimensional sl(2,C)-module W is a direct
sum of dimW0 + dimW1 irreducible submodules. ✷
Let G be a finite-dimensional semisimple Lie algebra and let H be a maximal toral
subalgebra of G . Then we have the root space decomposition:
G = H +
∑
α∈Φ
Gα, (2.6.21)
where Φ is the root system of G . Recall Lemma 2.5.4.
Lemma 2.6.2. (a) dimGα = 1 and Cα
⋂
Φ = {α,−α} for any α ∈ Φ. In particular,
Sα = Gα + Chα + G−α (cf. (2.5.20)).
(b) If α, β ∈ Φ, then β(hα) ∈ Z (which is called Cartan integer) and β−β(hα)α ∈ Φ.
(c) If α, β, α+ β ∈ Φ, then [Gα,Gβ] = Gα+β.
(d) Let α, β ∈ Φ, β 6= ±α. Let r, q be (respectively) the largest integers such that
β − rα and β + qα are roots. Then all β + iα ∈ Φ for −r ≤ i ≤ q.
(e) G is generated by {Gα | α ∈ Φ}.
Proof. Denote dimH = n. Let α ∈ Φ be any element. Recall the Lie subalgebra
Sα defined in (2.5.20). By the above lemma, all the eigenvalues of ad hα are integers. If
aα ∈ Φ, then
aα(hα) = 2a ∈ Z =⇒ a ∈ Z
2
. (2.6.22)
Note that
L = H +
∑
m∈Z
Gmα (2.6.23)
forms an adSα-submodule of G . Moreover, the eigenvalues of adhα in L are even integers
by (2.6.22). Thus L is direct sum of n irreducible Sα-submodules. Set
H ′ = {h ∈ H | α(h) = 0}. (2.6.24)
For any h ∈ H ′, we have
[h, ξα] = α(h)ξα = 0, [h, ζα] = −α(h)ζα = 0, [h, hα] = 0 (2.6.25)
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(cf. Lemma 2.5.4). Since Sα = Cξα + Chα + Cζα, H ′ is a direct sum of (n − 1) one-
dimensional irreducible adSα-submodules. Thus Sα+H ′ is a direct sum of n irreducible
ad Sα-submodules. Therefore, the complement of Sα + H ′ in L must be zero; that is,
L = H ′+Sα. So Sα = Gα+Chα+G−α, dimGα = dimCξα = 1 and Zα
⋂
Φ = {α,−α}.
In particular, 2α 6∈ Φ for any α ∈ Φ. This shows α/2 6∈ Φ; that is, Gα/2 = {0}. Since
L¯ =
∑
m∈Z Gmα+α/2 forms an ad Sα-submodule, the eigenvalues of ad hα in L¯ are odd
integers and the eigenspace of the eigenvalue 1 is Gα/2 = {0}, we must have L¯ = {0} by
the above lemma. According to (2.6.22), we get Cα
⋂
Φ = {α,−α} for any α ∈ Φ. This
proves (a).
Let α, β ∈ Φ, β 6= ±α. Then
K =
∑
i∈Z
Gβ+iα (2.6.26)
forms an ad Sα-submodule of G . Since Gβ is an eigenspace of ad hα with the eigenvalue
β(hα), we must have β(hα) ∈ Z. By (a), dimGβ+iα ≤ 1. If β + iα ∈ Φ, then Gβ+iα is an
eigenspace of ad hα with the eigenvalue β(hα) + 2i. Thus
dim{ξ ∈ K | [hα, ξ] = 0}+ dim{ζ ∈ K | [hα, ζ ] = ζ} ≤ 1. (2.6.27)
By the above lemma, K is an irreducible ad Sα-module. Let r, q be (respectively) the
largest integers such that β−rα and β+qα are roots. Then all β+ iα ∈ Φ for −r ≤ i ≤ q
by (2.6.6) and the above lemma. This proves (d). If α + β ∈ Φ, then [ξα,Gβ] = Gα+β by
(2.6.11). So (c) holds. Expression (2.6.6) shows
−(β(hα)− 2r) = dimK − 1 = β(hα) + 2q, (2.6.28)
which implies β(hα) = r − q. Furthermore,
β − β(hα)α = β − (r − q)α = β + qα− rα ∈ Φ. (2.6.29)
Thus (b) holds. Since Φ spans H∗, {tα | α ∈ Φ} spans H . The equations in (2.5.18) and
(2.5.19) yield (e). ✷
Proposition 2.6.3. The semisimple Lie algebra G is generated by two elements.
Proof. Denote
Ψ = {α− β | α, β ∈ Φ, α 6= β}. (2.6.30)
Take
h0 ∈ H \
⋃
γ∈Ψ
{h ∈ H | γ(h) = 0}. (2.6.31)
For each α ∈ Φ, we pick 0 6= ξα ∈ Gα. Then {ξα | α ∈ Φ} are eigenvectors of ad h0 with
distinct eigenvalues {α(h0) | α ∈ Φ}. Set
ξ =
∑
α∈Φ
ξα. (2.6.32)
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Let L be the Lie subalgebra of G generated by h0 and ξ. Then
ad h0(L ) ⊂ L , ad h0(ξ) ∈ L . (2.6.33)
By Lemma 1.3.1,
ξα ∈ L for α ∈ Φ. (2.6.34)
By Lemma 2.6.2 (e), L = G . ✷
Define
(α, β) = κ(tα, tβ) for α, β ∈ H∗ (2.6.35)
(cf. (2.5.13)). Then (·, ·) is a nondegenerate symmetric bilinear form on H∗. By the
arguments above (2.5.18), (α, α) = α(tα) 6= 0 for α ∈ Φ. Moreover, we set
〈β, α〉 = 2(β, α)
(α, α)
for α ∈ Φ, β ∈ H∗. (2.6.36)
By (2.5.18) and Lemma 2.6.2 (b),
〈α, β〉 ∈ Z, β − 〈β, α〉α ∈ Φ for α, β ∈ Φ. (2.6.37)
Since Φ spans H∗, Φ contains a basis {α1, ..., αn} of H∗. For any β ∈ Φ, β =
∑n
i=1 ciαi
with ci ∈ C. Note
n∑
i=1
ci〈αi, αj〉 = 〈β, αj〉, j = 1, 2, ..., n. (2.6.38)
View {c1, c2, ..., cn} as unknowns. The coefficients in the above linear systems are integers.
The coefficient determinant
|(〈αi, αj〉)n×n| = 2
n∏n
r=1(αr, αr)
|((αi, αj))n×n| 6= 0 (2.6.39)
by the nondegeneracy of (·, ·) onH∗. Solving (2.6.38) for {ci} in terms of {〈αi, αj〉, 〈β, αj〉},
we obtain
ci ∈ Q, i = 1, 2, ..., n. (2.6.40)
Thus the Q-subspace
Γ =
∑
α∈Φ
Qα (2.6.41)
of H∗ is n-dimensional.
By (2.6.21),
(λ, µ) = Tr ad tλad tµ =
∑
α∈Φ
α(tλ)α(tµ) =
∑
α∈Φ
(α, λ)(α, µ) for λ, µ ∈ H∗. (2.6.42)
In particular,
(β, β) =
∑
α∈Φ
(α, β)2 for β ∈ Φ, (2.6.43)
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equivalently,
1
(β, β)
=
1
4
∑
α∈Φ
(
2(α, β)
(β, β)
)2
=
1
4
∑
α∈Φ
〈α, β〉2 ∈ Q. (2.6.44)
So (β, β) ∈ Q. For α, β ∈ φ, we have α− 〈α, β〉β ∈ Φ by the above lemma. Hence
〈α, β〉(α, β) = 1
2
[(α, α) + 〈α, β〉2(β, β)− (α− 〈α, β〉β, α− 〈α, β〉β)] ∈ Q. (2.6.45)
Therefore,
(α, β) ∈ Q for α, β ∈ Φ. (2.6.46)
Thus (·, ·) is a positive definite Q-valued symmetric Q-bilinear form on Γ by (2.6.42) and
(2.6.46). Extend (·, ·) on
E = ΓR = R⊗Q Γ (2.6.47)
R-bilinearly. Then E is isomorphic to the Euclidean space Rn. Now we obtain a main
theorem.
Theorem 2.6.4. Let G be a finite-dimensional semisimple Lie algebra. There exists
a maximal toral subalgebra H, whose dimension denoted by n. With respect to H, G has
a root space decomposition (Cartan decomposition) (2.6.21), where dimGα = 1 and if
α, β, α + β ∈ Φ, then [Gα,Gβ] = Gα+β. Moreover, Φ can be identified with a finite subset
of the Euclidean space Rn satisfying: (a) Φ spans Rn and 0 6∈ Φ; (b) Rα⋂Φ = {α,−α}
for α ∈ Φ; (c) If α, β ∈ Φ, then 2(β, α)/(α, α) ∈ Z and β − [2(β, α)/(α, α)]α ∈ Φ.
As an exercise, find all finite-dimensional real irreducible modules for o(3,R) and
o(4,R) defined in (1.2.22).
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Chapter 3
Root Systems
In this chapter, we start with the axiom of root system and give the root systems of
special linear algebras, orthogonal Lie algebras and symplectic Lie algebras. Then we
derive some basic properties of root systems; in particular, the existence of the bases of
root systems. As finite symmetries of root systems, the Weyl groups are introduced and
studied in detail. Classification and explicit construction of root systems are presented.
The automorphism groups of roots systems are determined. As a preparation for later
representation theory of Lie algebras, the corresponding weight lattices and their saturated
subsets are investigated.
3.1 Definitions, Examples and Properties
In this section, we present the basic definitions on root systems, examples and properties.
An n-dimensional Euclidean space E is the vector space Rn with a positive definite
symmetric R-bilinear form (·, ·) (called inner product). For α, β ∈ E with α 6= 0, we define
〈β, α〉 = 2(β, α)
(α, α)
(3.1.1)
and
Pα = {γ ∈ E | (γ, α) = 0}. (3.1.2)
Note that the number 〈β, α〉 and Pα remain unchanged if we replace (·, ·) by c(·, ·) for any
0 6= c ∈ R. Moreover, (α, α) > 0 implies
E = Rα + Pα. (3.1.3)
Furthermore, we define a linear transformation σα by
σα(β) = β − 〈β, α〉α for β ∈ E . (3.1.4)
Then σα|Pα = IdPα and
σα(α) = α− 〈α, α〉α = α− 2(α, α)
(α, α)
α = −α. (3.1.5)
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So σα is the reflection with respect to the hyperplane Pα. Moreover, σaα = σα for any
0 6= a ∈ R. For β, γ ∈ E , we write β = β1 + β2 and γ = γ1 + γ2 with β1, γ1 ∈ Rα and
β2, γ2 ∈ Pα, and get
〈σα(β), σα(γ)〉 = 〈−β1 + β2,−γ1 + γ2〉 = 〈β1, γ1〉+ 〈β2, γ2〉 = 〈β, γ〉. (3.1.6)
Thus σα is an isometry.
A root system Φ in E is a finite set spanning E such that: (1) 0 6∈ Φ and Rα⋂Φ =
{α,−α} for α ∈ Φ; (2) 〈β, α〉 ∈ Z and σα(Φ) = Φ for α, β ∈ Φ.
Recall that hα in a semisimple Lie algebra G = H +
∑
α∈Φ Gα is uniquely determined
by
[Gα,G−α] = Chα, ad hα|Gα = 2IdGα . (3.1.7)
Moreover,
〈β, α〉 = β(hα) (3.1.8)
by (2.5.18), (2.5.19), (2.6.35) and (2.6.36).
Example 3.1.1. The special linear Lie algebra
sl(n,C) =
∑
1≤i<j≤n
(CEi,j + CEj,i) +
n−1∑
i=1
C(Ei,i − Ei+1,i+1) (3.1.9)
and recall the notion of indices: 1, n = {1, 2, ..., n}. Take
H =
n−1∑
i=1
C(Ei,i −Ei+1,i+1) = {
n∑
i=1
aiEi,i | ai ∈ C,
n∑
j=1
aj = 0}. (3.1.10)
For i ∈ 1, n, we define εi ∈ H∗ by
εi(
n∑
j=1
ajEj,j) = ai. (3.1.11)
Then the root system of sl(n,C) is
ΦAn−1 = {εi − εj | i, j ∈ 1, n, i 6= j} (3.1.12)
and
Gεi−εj = CEi,j , hεi−εj = Ei,i − Ej,j, i, j ∈ 1, n, i 6= j. (3.1.13)
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Example 3.1.2. The even orthogonal Lie algebra
o(2n,C) =
n∑
i,j=1
(C(Ei,j − En+j,n+i)
+
∑
1≤i<j≤n
[C(Ei,n+j − Ej,n+i) + C(En+j,i − En+i,j)]. (3.1.14)
Take
H =
n∑
i=1
C(Ei,i − En+i,n+i) (3.1.15)
and define
εi(
n∑
j=1
aj(Ej,j − En+j,n+j)) = ai for i ∈ 1, n. (3.1.16)
Then the root system of o(2n,C) is
ΦDn = {εi − εj,±(εi + εj) | i, j ∈ 1, n, i 6= j}. (3.1.17)
Moreover,
Gεi−εj = C(Ei,j − En+j,n+i), Gεi+εj = C(Ei,n+j −Ej,n+i), (3.1.18)
G−εi−εj = C(En+i,j − En+j,i) (3.1.19)
and
hεi−εj = Ei,i −Ej,j − En+i,n+i + En+j,n+j, (3.1.20)
hεi+εj = −h−εi−εj = Ei,i + Ej,j − En+i,n+i − En+j,n+j, (3.1.21)
for i, j ∈ 1, n, i 6= j.
Example 3.1.3. The symplectic Lie algebra
sp(2n,C) =
n∑
i,j=1
C(Ei,j −En+j,n+i)
+
∑
1≤i≤j≤n
[C(Ei,n+j + Ej,n+i) + C(En+j,i + En+i,j)]. (3.1.22)
Take H in (3.1.15) and εi in (3.1.16). Then the root system of sp(2n,C) is
ΦCn = {εi − εj,±(εi + εj),±2εi | i, j ∈ 1, n, i 6= j}. (3.1.23)
Moreover,
Gεi−εj = C(Ei,j − En+j,n+i), Gεi+εj = C(Ei,n+j + Ej,n+i), (3.1.24)
G−εi−εj = C(En+i,j + En+j,i), G2εi = CEi,n+i, G−2εi = CEn+i,i, (3.1.25)
h2εi = −h−2εi = Ei,i −En+i,n+i, (3.1.26)
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(3.1.20) and (3.1.21) hold, for i, j ∈ 1, n, i 6= j.
Example 3.1.4. The odd orthogonal Lie algebra
o(2n+ 1,C) = o(2n,C) +
n∑
i=1
[C(E0,i −En+i,0) + C(E0,n+i − Ei,0)]. (3.1.27)
Take H in (3.1.15) and εi in (3.1.16). Then the root system of o(2n+ 1,C) is
ΦBn = {εi − εj ,±(εi + εj),±εi | i, j ∈ 1, n, i 6= j}. (3.1.28)
Moreover, (3.1.18)-(3.1.21) hold and
G−εi = C(E0,i −En+i,0), Gεi = C(E0,n+i − Ei,0), (3.1.29)
hεi = −h−εi = 2(Ei,i −En+i,n+i), (3.1.30)
for i ∈ 1, n.
Recall that the symmetric bilinear form (·, ·) on H∗ for a semismiple Lie algebra G is
induced from its Killing form κ. When G is simple, any invariant (associative) symmetric
bilinear form is a scalar multiple of κ. In a root system Φ, only integers 〈β, α〉 for
α, β ∈ Φ play roles in its structure. But the number 〈β, α〉 and Pα remain unchanged if
we replace (·, ·) by c(·, ·) for any 0 6= c ∈ R. In the above four examples, the bilinear form
ζ(A,B) = Tr AB is a scalar multiple of κ. Replacing κ by ζ in Example 3.1.1, and by
ζ/2 in Examples 3.1.2, 3.1.3 and 3.1.4, we have
(εi, εj) = δi,j for i, j ∈ 1, n. (3.1.31)
For any α, β in the Euclidean space E , we have
|(α, β)| ≤ ||α|| ||β||, where ||α|| =
√
(α, α), ||β|| =
√
(β, β). (3.1.32)
We define the angle θ between two nonzero vectors α and β by
cos θ =
(α, β)
||α|| ||β|| . (3.1.33)
Then
〈α, β〉〈β, α〉 = 4
(
(α, β)
||α|| ||β||
)2
= 4 cos2 θ. (3.1.34)
Moreover,
||α||2
||β||2 =
〈α, β〉
〈β, α〉 if (α, β) 6= 0. (3.1.35)
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Thus we have:
Lemma 3.1.1. Let α, β be two elements in a root system such that α 6= ±β and
||α|| ≤ ||β||. If (α, β) 6= 0, then one of the following statements holds:
Cases 〈α, β〉 〈β, α〉 θ ||α||2/||β||2
(1) 1 1 π/3 1
(2) -1 -1 2π/3 1
(3) 1 2 π/4 1/2
(4) -1 -2 3π/4 1/2
(5) 1 3 π/6 1/3
(6) -1 -3 5π/6 1/3
. (3.1.36)
Proof. By (3.1.34), (3.1.35) and the fact 0 < 〈α, β〉〈β, α〉 ∈ Z. ✷
Lemma 3.1.2. Let α, β be two roots in a root system Φ such that α 6= ±β. If
(α, β) > 0, then α− β ∈ Φ. When (α, β) < 0, α + β ∈ Φ.
Proof. If (α, β) > 0, then 〈α, β〉 = 1 or 〈β, α〉 = 1 by (3.1.36). Moreover,
〈α, β〉 = 1 =⇒ σβ(α) = α− 〈α, β〉β = α− β ∈ Φ, (3.1.37)
〈β, α〉 = 1 =⇒ σα(β) = β − 〈β, α〉α = β − α ∈ Φ =⇒ α− β = −(β − α) ∈ Φ. (3.1.38)
When (α, β) < 0, then 〈α, β〉 = −1 or 〈β, α〉 = −1. Moreover,
〈α, β〉 = −1 =⇒ σβ(α) = α− 〈α, β〉β = α + β ∈ Φ, (3.1.39)
〈β, α〉 = −1 =⇒ σα(β) = β − 〈β, α〉α = β + α ∈ Φ. ✷ (3.1.40)
Lemma 3.1.3. Let α, β be two roots in a root system Φ such that α 6= ±β. Let r
and q be the largest integers such that β − rα, β + qα ∈ Φ. Then β + iα ∈ Φ for any
−r ≤ i ≤ q, and 〈β, α〉 = r − q.
Proof. Suppose that β + iα 6∈ Φ for some −r < i < q. There exists integers s, p with
−r ≤ s < i < p ≤ q such that
β + sα, β + pα ∈ Φ and β + (s+ 1)α, β + (p− 1)α 6∈ Φ. (3.1.41)
By the above lemma,
(β + sα, α) ≥ 0 ≥ (β + pα, α) =⇒ s(α, α) ≥ p(α, α) ∼ s > p, (3.1.42)
which is absurd. Thus β + iα ∈ Φ for any −r ≤ i ≤ q.
Note that
σα(β + iα) = β − 〈β, α〉α− iα ∈ Φ for − r ≤ i ≤ q. (3.1.43)
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Thus σα flips the α-string through β:
(β − rα, ..., β, ..., β + qα) 7→ (β − (〈β, α〉+ q)α, ...., β, ..., β + (r − 〈β, α〉)α). (3.1.44)
Hence
〈β, α〉+ q = r =⇒ 〈β, α〉 = r − q. ✷ (3.1.45)
Suppose that Φ is a root system in a Euclidean space E . A subset Π of Φ is called
a base if Π is a basis of E and β =
∑
α∈Π kαα for any β ∈ Φ such that all kα ∈ N or all
−kα ∈ N, where N is the set of all nonnegative integers.
A vector γ ∈ E \⋃α∈Φ Pα is called regular. Since dimPα = dim E − 1, E 6= ⋃α∈Φ Pα.
So regular vector exists. For a regular vector γ ∈ E , we define
Φ+(γ) = {α ∈ Φ | (γ, α) > 0}, Φ−(γ) = −Φ+(γ). (3.1.46)
Then
Φ = Φ+(γ)
⋃
Φ−(γ). (3.1.47)
An element β ∈ Φ+(γ) is called decomposable if there exist β1, β2 ∈ Φ+(γ) such that
β = β1 + β2. In this case, (β, γ) = (β1, γ) + (β2, γ). In particular, (β1, γ), (β2, γ) < (β, γ).
Thus the elements α ∈ Φ+(γ) with minimal (α, γ) are indecomposable elements. Set
Π(γ) = the set of all indecomposble elements of Φ+(γ). (3.1.48)
Since {(α, γ) | α ∈ Φ} is a finite set of positive numbers, any element β ∈ Φ+(γ) can be
written as
β =
∑
α∈Π(γ)
kαα, kα ∈ N, (3.1.49)
by induction on (β, γ).
Theorem 3.1.4. A subset of Φ is base if and only if it is of the form Π(γ).
Proof. Let α, β ∈ Π(γ) such that α 6= β. If α − β ∈ Φ, then either α − β ∈ Φ+(γ) or
β − α = −(α − β) ∈ Φ+(γ), which is impossible because
α = (α− β) + β, β = (β − α) + α. (3.1.50)
By Lemma 3.1.2,
(α, β) ≤ 0 for α, β ∈ Π(γ), α 6= β. (3.1.51)
Suppose ∑
α∈Π(γ)
aαα = 0 with aα ∈ R. (3.1.52)
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Write
ε =
∑
α∈Π(γ), aα≥0
aαα = −
∑
β∈Π(γ), aβ≤0
aββ. (3.1.53)
By (3.1.53), we have
(ε, ε) = (
∑
α∈Π(γ), aα≥0
aαα,−
∑
β∈Π(γ), aβ≤0
aββ)
=
∑
α∈Π(γ), aα≥0
∑
β∈Π(γ), aβ≤0
aα(−aβ)(α, β) ≤ 0. (3.1.54)
Thus (ε, ε) = 0; that is, ∑
α∈Π(γ), aα≥0
aαα = −
∑
β∈Π(γ), aβ≤0
aββ = ε = 0. (3.1.55)
Hence ∑
α∈Π(γ), aα≥0
aα(γ, α) = −
∑
β∈Π(γ), aβ≤0
aβ(γ, β) = 0, (3.1.56)
or equivalently,
aα = 0 for α ∈ Π(γ). (3.1.57)
Therefore, Π(γ) is linearly independent. Thus Π(γ) is a base by (3.1.47) and (3.1.49)
because Φ spans E .
Conversely, we assume that Π is a base of Φ. Denote
Π = {α1, α2, ..., αn}. (3.1.58)
So dim E = n. Set
Ei = {β ∈ E | (β, αj) = 0 for i 6= j ∈ 1, n}. (3.1.59)
Then dim Ei = 1 and we can take γi ∈ Ei such that (γi, αi) > 0. Denote
γ =
n∑
i=1
γi. (3.1.60)
We have
(γ, αi) > 0 for i ∈ 1, n; (3.1.61)
that is, Π ⊂ Φ+(γ). If some αi = β1 + β2 with β1, β2 ∈ Φ+(γ), then
β1 =
n∑
j=1
ljαj, β2 =
n∑
j=1
kjαj, lj , kj ∈ N, (3.1.62)
by (3.1.61) and the definition of base. Note
αi =
n∑
j=1
(lj + kj)αj =⇒
n∑
j=1
(li + ki) = 1 =⇒ β1 = 0 or β2 = 0, (3.1.63)
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which is absurd. Hence all αi are indecomposable; that is, Π ⊂ Π(γ). But |Π(γ)| =
dim E = |Π|. Therefore, Π = Π(γ). ✷.
If a base Π = Π(γ), we simply denote Φ+ = Φ+(γ). We call the elements in Φ+
positive roots. Correspondingly, the elements in Φ− = −Φ+ are called negative roots. The
elements in Π are called simple roots.
Lemma 3.1.5. If α is positive but not simple, then there exists β ∈ Π such that
α− β ∈ Φ+.
Proof. Otherwise, we have (α, β) ≤ 0 for any β ∈ Π. By the arguments in the
above theorem, {β}⋃Π is linearly independent, which constricts to the fact that Π is
base. ✷
This lemma shows:
Corollary 3.1.6. Any positive root α =
∑k
i=1 βi with βi ∈ Π such that
∑s
i=1 βi are
positive roots for s ∈ 1, k.
For any α in a root system Φ, we define
αˇ =
2α
(α, α)
. (3.1.64)
Then
Φˇ = {αˇ | α ∈ Φ} (3.1.65)
forms a root system (exercise).
If Φ satisfies all the conditions of root system except Rα
⋂
Φ = {±α}, then the only
possible multiples of α ∈ Φ in Φ are {±α/2,±α,±2α} and {α ∈ Φ | 2α 6∈ Φ} forms a
root system (exercise).
Let α, β be two elements in a root system Φ such that α 6= ±β. Suppose that the
α-string through β is (β−rα, ..., β+qα) and the β-string through α is (α−r′β, ..., α+qβ).
As an exercise, prove
q(r + 1)
(β, β)
=
q′(r′ + 1)
(α, α)
. (3.1.66)
3.2 Weyl Groups
In this section, we introduce the Weyl group associated to each root system and use it to
study the structure of the root system.
Let Φ be a root system in a Euclidean space E . Denote by GL(E ) the group of all
invertible linear transformations on E . The Weyl group associated to Φ is
W = the subgroup of GL(E ) generated by {σα | α ∈ Φ}. (3.2.1)
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Since σα(Φ) = Φ and Φ spans E , W is a subgroup of the permutation group on Φ. So W
is a finite group.
Lemma 3.2.1. Let S be a finite subset spanning E . Suppose σα(S) = S for some
0 6= α ∈ E . If an element σ ∈ GL(E ) satisfies that σ(α) = −α, σ(S) = S and σ|P = IdP
for some hyperplane P in E , then σ = σα and P = Pα.
Proof. Note that
E = P + Rα = Pα + Rα. (3.2.2)
So
σ|E /Rα = IdE /Rα, σα|E /Rα = IdE /Rα. (3.2.3)
Note
σσα(α) = σ(−α) = α, σσα|E /Rα = IdE /Rα. (3.2.4)
Take a basis B of P . Then B
⋃{α} forms a basis of E , under which
σσα =
(
I A
0 1
)
, (3.2.5)
where I is an identity matrix. Since σσα(S) = S, it is of finite order; say, k. Then(
I 0
0 1
)
= (σσα)
k =
(
I A
0 1
)k
=
(
I kA
0 1
)
. (3.2.6)
Thus A = 0, or equivalently, σσα = 1. Hence σ = σ
−1
α = σα. So P = (1 + σ)(V ) =
(1 + σα)(V ) = Pα. ✷
Lemma 3.2.2. Let Φ be a root system in a Euclidean space E . If an element σ ∈
GL(E ) satisfies σ(Φ) = Φ, then σσασ−1 = σσ(α) for any α ∈ Φ, and 〈σ(α), σ(β)〉 = 〈α, β〉
for any α, β ∈ Φ (such σ is called an automorphism of Φ).
Proof. First we have
σσασ
−1(σ(α)) = σσα(α) = σ(−α) = −σ(α). (3.2.7)
Moreover, for any γ ∈ Pα, we have
σσασ
−1(σ(γ)) = σσα(γ) = σ(γ); (3.2.8)
that is, σσασ
−1|σ(Pα) = Idσ(Pα). Since σσασ−1(Φ) = Φ and σ(Pα) is a hyperplane, we have
σσασ
−1 = σσ(α) by the above lemma.
Now for any β ∈ Φ, we have
σσασ
−1(σ(β)) = σ(β − 〈β, α〉α) = σ(β)− 〈β, α〉σ(α), (3.2.9)
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which is equal to
σσ(α)(σ(β)) = σ(β)− 〈σ(β), σ(α)〉σ(α). (3.2.10)
Thus
〈σ(β), σ(α)〉 = 〈β, α〉. ✷ (3.2.11)
The hyperplanes {Pα | α ∈ Φ} partition E into finite many regions; the connected
components of E \ ⋃α∈Φ Pα are called the (open) Weyl chambers of E . Each regular
vector γ belongs a unique Weyl chamber, denoted by C (γ). If Π = Π(γ) is a base, we
call C (γ) = C (Π) the fundamental Weyl chamber relative to Π. In fact, we have
C (γ) = {β ∈ E | (β, α) > 0 for α ∈ Φ+(γ)}
= {β ∈ E | (β, α) > 0 for α ∈ Π+(γ)}. (3.2.12)
Lemma 3.2.3. For σ ∈ W , σ(C (γ)) = C (σ(γ)) and σ(Π(γ)) = Π(σ(γ)).
Proof. Observe that
(σ(γ), σ(α)) = (γ, α) > 0 for α ∈ Φ+(γ). (3.2.13)
Thus σ(γ) is regular by (3.1.46) and (3.1.47), and σ(Φ+(γ)) = Φ+(σ(γ)). Hence σ(C (γ)) =
C (σ(γ)) by (3.2.12). Since σ is linear, {σ(α) | α ∈ Π(γ)} are indecomposable elements in
Φ+(σ(γ)). Thus σ(Π(γ)) = Π(σ(γ)). ✷
Now we fix a base Π of the root system Φ. Then Φ+ = {β ∈ Φ | β =∑α∈Π kαα, kα ≥
0}.
Lemma 3.2.4. For α ∈ Π, σα(Φ+ \ {α}) = Φ+ \ {α}.
Proof. Let γ ∈ Φ+ \ {α}. Then γ = ∑β∈Π kββ with kβ ∈ N and kβ′ > 0 for some
α 6= β ′ ∈ Π. Note
σα(γ) =
∑
α6=β
kββ + (kα − 〈γ, α〉)α, (3.2.14)
whose coefficient of β ′ is still kβ′ > 0. Thus σα(γ) ∈ Φ+ \ {α}. ✷
Corollary 3.2.5. Set
ρ =
1
2
∑
α∈Φ+
α. (3.2.15)
Then
σα(ρ) = ρ− α for α ∈ Π, (3.2.16)
or equivalently,
〈ρ, α〉 = 1 α ∈ Π. (3.2.17)
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We define partial ordering ≺ on E by
α ≺ β if β − α =
∑
α∈Π
aαα such that 0 ≤ aα ∈ R, (3.2.18)
where α, β ∈ E .
Proposition 3.2.6. Let α, β ∈ Φ be two positive distinct roots such that α ≺ β. Then
there exist γ1, ..., γs ∈ Π such that β − α =
∑s
i=1 γi and
α +
r∑
i=1
γi ∈ Φ for r = 1, ..., s. (3.2.19)
Proof. Write β − α =∑γ∈Π′ kγγ with kγ > 0 and Π′ ⊂ Π. We prove the proposition
by induction on
∑
γ∈Π′ kγ. If (α, γ0) < 0 or (β, γ0) > 0 for some γ0 ∈ Π′, then α+ γ0 ∈ Φ
or β−γ0 ∈ Φ by Lemma 3.1.2. The conclusion holds for the pair (α+γ0, β) or (α, β−γ0)
by induction, which implies that the conclusion holds for the pair (α, β). Suppose
(α, γ) ≥ 0, (β, γ) ≤ 0 for γ ∈ Π′. (3.2.20)
Then
0 ≤ (β − α, β − α) = (β − α,
∑
γ∈Π′
kγγ) =
∑
γ∈Π′
kγ[(β, γ)− (α, γ)] ≤ 0. (3.2.21)
Thus (β − α, β − α) = 0; that is, β − α = 0, which contradicts α 6= β. ✷
The above proposition had been used in studying the structure of finite-dimensional
simple Lie superalgebras. It is also useful in the representations of simple Lie algebras.
Lemma 3.2.7. Let α1, α2, ..., αk ∈ Π (not necessarily distinct). Write σi = σαi. If
σ1 · · ·σk−1(αk) ≺ 0, then for some s ∈ 1, k − 1, σ1 · · ·σk = σ1 · · ·σs−1σs+1 · · ·σk−1.
Proof. Set
βk−1 = αk, βi = σi+1 · · ·σk−1(αk) for i ∈ {0, 1, ..., k − 2}. (3.2.22)
Then there exists s ∈ 1, k − 1 such that βs ≻ 0 and βs−1 = σαs(βs) ≺ 0. By the above
lemma, βs = αs. Thus
σs+1 · · ·σk−1σk(σs+1 · · ·σk−1)−1 = σs (3.2.23)
by Lemma 3.2.2. Hence
σs+1 · · ·σk−1σk = σsσs+1 · · ·σk−1, (3.2.24)
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σsσs+1 · · ·σk−1σk = σs+1 · · ·σk−1, (3.2.25)
or equivalently, σ1 · · ·σk = σ1 · · ·σs−1σs+1 · · ·σk−1. ✷
Corollary 3.2.8. If σ = σ1σ2 · · ·σk is a product of minimal number of the reflections
of simple roots, then σ(αk) ≺ 0.
Proof. Otherwise,
σ(αk) = σ1σ2 · · ·σk−1(−αk) = −σ1σ2 · · ·σk−1(αk) ≻ 0. (3.2.26)
Thus σ1σ2 · · ·σk−1(αk) ≺ 0. By the above lemma, the product σ = σ1σ2 · · ·σk is not
minimal. ✷
Theorem 3.2.9. Let Π be a base of a root system Φ.
(a) If γ ∈ E is regular, there exists σ ∈ W such that (σ(γ), α) > 0 for α ∈ Π (so W
acts transitively on Weyl chambers).
(b) W acts transitively on bases.
(c) If α ∈ Φ, there exists σ ∈ W such that σ(α) ∈ Π.
(d) W is generated by {σα | α ∈ Π}.
(e) If σ(Π) = Π, σ ∈ W , then σ = 1.
Proof. Let W ′ be the subgroup of W generated by {σα | α ∈ Π}. Since W is finite,
W ′ is finite.
(a) Take σ ∈ W ′ such that (σ(γ),Π) is maximal in {(τ(γ),Π) | τ ∈ W ′}. For any
α ∈ Π, we have
(σ(γ),Π) ≥ (σασ(γ),Π) = (σ(γ), σα(Π)) = (σ(γ),Π−α) = (σ(γ),Π)−(σ(γ), α), (3.2.27)
which implies (σ(γ), α) ≥ 0. Since σ(γ) is regular, we have
(σ(γ), α) > 0 for α ∈ Π. (3.2.28)
Thus we have
σ(γ) ∈ C (Π) (3.2.29)
by (3.2.12). Hence σ(C (γ)) = C (σ(γ)) = C (Π); that is, W acts transitively on Weyl
chambers.
(b) By (a) and (3.2.12), σ(Φ+(γ)) = Φ+. Since σ is linear, it maps indecomposable
elements to indecomposable elements; that is, σ(Π(γ)) = Π(σ(γ)) = Π.
(c) Since σα(α) = −α, we may assume α ≻ 0. Suppose W ′(α)
⋂
Π = ∅. By Lemma
3.2.4, W ′(α) is a finite set of positive roots. Choose a minimal element γ ∈ W ′(α) with
respect the partial ordering ≺ in (3.2.18). Then
σβ(γ) = γ − 〈γ, β〉β 6≺ γ for β ∈ Π. (3.2.30)
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Thus
〈γ, β〉β ≺ 0 ∼ (γ, β) ≤ 0 for β ∈ Π. (3.2.31)
According to the proof of the arguments in (3.1.56)-(3.1.62), {γ,Π} is an independent set
(the positivity of γ is needed (cf. (3.1.61) and (3.1.62))), which is absurd.
(d) For any α ∈ Φ, we have σα = σ−α. Thus we assume that α is a positive root. By
(c), there exists σ ∈ W ′ such that σ(α) = β ∈ Π. Thus α = σ−1(β) and
σα = σσ−1(β) = σ
−1σβσ ∈ W ′ (3.2.32)
by Lemma 3.2.2. Since W is generated by {σα | α ∈ Φ}, we have W = W ′.
(e) Suppose σ 6= 1. Then we can write σ = σ1 · · ·σk as a product of minimal number
of the reflections of simple roots and σk = σαk . By Corollary 3.2.8, then σ(αk) ≺ 0, which
contradicts σ(Π) = Π. ✷
For σ ∈ W , if σ = σ1σ2 · · ·σk is a product of minimal number of the reflections of
simple roots, we called the product σ1σ2 · · ·σk reduced and call k the length of σ, denoted
as ℓ(σ). Moreover, we define
n(σ) = |{α ∈ Φ+ | σ(α) ≺ 0}|. (3.2.33)
Lemma 3.2.10. ℓ(σ) = n(σ).
Proof. We prove it by induction on ℓ(σ). The case ℓ(σ) = 1 is Lemma 3.2.4. Suppose
the lemma holds for ℓ(σ) < k for some positive integer k. Consider ℓ(σ) = k. Write
σ = σ1σ2 · · ·σk with σi = σαi and αi ∈ Π. Let σ′ = σ1 · · ·σk−1. Then ℓ(σ′) = k − 1. Set
S = {α ∈ Φ+ | σ′(α) ≺ 0}. (3.2.34)
By assumption, |S| = k − 1. According to Lemma 3.2.7, σ′(αk) ≻ 0. Thus
S = {β ∈ Φ+ \ {αk} | σ′(β) ≺ 0}. (3.2.35)
Since σk(Φ
+ \ {αk}) = Φ+ \ {αk} by Lemma 3.2.4, we have
σk(S) = {σk(β) ∈ Φ+ \ {αk} | σ′(β) ≺ 0} = {β ′ ∈ Φ+ \ {αk} | σ(β ′) ≺ 0}. (3.2.36)
Therefore,
σk(S)
⋃
{α} = {β ∈ Φ+ | σ(β) ≺ 0}, (3.2.37)
which implies n(σ) = k. ✷
Remark 3.2.11. According to (3.2.37), if σ = σ1σ2 · · ·σk is a reduced product of the
reflections of simple roots with σi = σαi , then
{β ∈ Φ+ | σ(β) ≺ 0} = {αk, σk · · ·σi+1(αi) | i ∈ 1, k − 1}. (3.2.38)
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Lemma 3.2.12. Let λ, µ ∈ C (Π). If σ(λ) = µ, then λ = µ.
Proof. If ℓ(σ) 6= 0, let σ = σ1σ2 · · ·σk be a reduced product of the reflections of simple
roots with σi = σαi . Then σ(αk) ≺ 0. Thus
0 ≥ (µ, σ(αk)) = (σ−1(µ), αk) = (λ, αk) ≥ 0. (3.2.39)
Thus (λ, αk) = 0, or equivalently, σk(λ) = λ. Now σ1 · · ·σk−1(λ) = µ. By induction on
ℓ(σ), we have λ = µ. ✷
Lemma 3.2.13. For any 0 6= γ ∈ E , the orbit {σ(γ) | σ ∈ W } has a unique maximal
element β with respect to the partial ordering ≺ defined in (3.2.18). Moreover, β ∈ C (Π).
In particular,
σ(γ) ≺ γ for any γ ∈ C (Π). (3.2.40)
Proof. Suppose that β = σ1(γ) is a maximal element in {σ(γ) | σ ∈ W }. For any
α ∈ Π,
σα(β) = β − 〈β, α〉α 6≻ β =⇒ 〈β, α〉 ≥ 0 ∼ (β, α) ≥ 0. (3.2.41)
Thus β ∈ C (Π).
Suppose that β ′ = σ2(γ) is also a maximal element in {σ(γ) | σ ∈ W }. Then we also
have β ′ ∈ C (Π). Since σ1σ−12 (β ′) = β, we have β = β ′ by the above lemma. If γ ∈ C (Π),
we have β = γ again by the above lemma. ✷
The above two lemmas shows the W -orbit space
E /W ∼= C (Π). (3.2.42)
In other words, there exists a one-to-one correspondence between the functions on C (Π)
and W -invariant functions on E .
A root system Φ is called reducible if it is a union of two nonempty subsets Φ1 and Φ2
such that
(α, β) = 0 for α ∈ Φ1, β ∈ Φ2. (3.2.43)
Lemma 3.2.14. Let Π be a base of a roots system Φ. Then Φ is reducible if and only
if Π is a union of two nonempty subsets Π1 and Π2 such that
(α, β) = 0 for α ∈ Π1, β ∈ Π2. (3.2.44)
Proof. Suppose that Φ is a union of two nonempty subsets Φ1 and Φ2 such that (3.2.43)
holds. If Π ⊂ Φ1, then the elements in Φ2 are orthogonal to a basis of E . So Φ2 = {0},
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which is absurd. Thus Π 6⊂ Φi. Set Πi = Πi
⋂
Φi. Now Π is a union of two nonempty
subsets Π1 and Π2 such that (3.2.44) holds.
Assume that Π is a union of two nonempty subsets Π1 and Π2 such that (3.2.44) holds.
Set
Φ1 = {σ(α) | α ∈ Π1, σ ∈ W }, Φ2 = {σ(α) | α ∈ Π2, σ ∈ W }. (3.2.45)
For α ∈ Π1 and β ∈ Π2, we have σα(β) = β − 〈β, α〉α = β and
σασβσ
−1
α = σσα(β) = σβ ∼ σασβ = σβσα. (3.2.46)
Let
Wi = the subgroup of W generated by {σα | α ∈ Πi}. (3.2.47)
Since W is generated by {σα | α ∈ Π} by Theorem 3.2.9 (d), we have
W = W1W2 (3.2.48)
by (3.2.46). Thus
Φi = {σ(α) | α ∈ Πi, σ ∈ Wi}. (3.2.49)
For αi ∈ Πi and σi ∈ Wi, we have
σ2(α1) = α1, σ1(α2) = α2. (3.2.50)
Hence
(σ1(α1), σ2(α2)) = (σ
−1
2 (α1), σ
−1
1 (α2)) = (α1, α2) = 0. (3.2.51)
So (3.2.44) holds. By Theorem 3.2.9 (c), Φ = Φ1
⋃
Φ2. ✷
Lemma 3.2.15. Let Φ be an irreducible root system. Relative to the partial ordering
≺, there exists a unique maximal root β. Moreover, β =∑α∈Π kαα with all kα > 0.
Proof. Let β =
∑
α∈Π kαα be a maximal root. Then β ≻ 0. Set
Π1 = {α ∈ Π | kα > 0}, Π2 = {α ∈ Π | kα = 0}. (3.2.52)
Then Π = Π1
⋃
Π2 and Π1 6= ∅. If Π2 6= ∅, there exist α1 ∈ Π1 and α2 ∈ Π2 such that
(α1, α2) < 0 by (3.1.51), the above lemma and the irreducibility of Φ. Again (3.1.51)
implies (β, α2) < 0. According to Lemma 3.1.2, β ≺ β + α2 ∈ Φ, which contradicts the
maximality of β. Thus Π2 = ∅.
Suppose that β ′ is another maximal root. By Lemma 3.1.2, (β ′, α) ≥ 0 for α ∈ Π.
Since β ′ can not be orthogonal to all the elements of Π, there exists α1 ∈ Π such that
(β ′, α1) > 0. This implies
(β, β ′) =
∑
α∈Π
kα(α, β
′) > 0. (3.2.53)
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Lemma 3.1.2 tells us that β − β ′ is a root. Without loss of generality, we can assume
β − β ′ ≻ 0. Then
β = (β − β ′) + β ′ ≻ β ′, (3.2.54)
which contradicts the maximality of β ′. ✷
Lemma 3.2.16. Let Φ be an irreducible root system. Then W acts irreducibly on E .
In particular, the W -orbit of a root α spans E .
Proof. Let W be a nonzero W -submodule of E and let W⊥ be its orthogonal comple-
ment in E . Suppose W⊥ 6= {0}. For any α ∈ Φ, if α 6∈ W⊥, there exists γ ∈ W such that
(γ, α) 6= 0. Thus
σα(γ) = γ − 〈γ, α〉α ∈ W =⇒ 〈γ, α〉α ∈ W =⇒ α ∈ W. (3.2.55)
Symmetrically, if a root β 6∈ W , then β ∈ W⊥. Since Φ spans E , we have
Φ1 = Φ
⋂
W 6= ∅, Φ2 = Φ
⋂
W⊥ 6= ∅ (3.2.56)
and Φ = Φ1
⋃
Φ2, which leads a contradiction to the irreducibility of Φ. ✷
Lemma 3.2.17. Let Φ be an irreducible root system. There are only at most two root
lengths occurring in Φ, and all roots with the same length are conjugate under W (in the
same W -orbit).
Proof. For any α, β ∈ Φ, (α, σ(β)) 6= 0 for some σ ∈ W by the above lemma. Replacing
β by σ(β), we may assume (α, β) 6= 0 and (α, α) ≤ (β, β). By Lemma 3.1.1,
(β, β)
(α, α)
∈ {1, 2, 3}. (3.2.57)
If we have α1, α2, α3 ∈ Φ with (α1, α1) < (α2, α2) < (α3, α3). By (3.2.57), the pairs
(α1, α2) and (α1, α3) give
(α2, α2) = 2(α1, α1), (α3, α3) = 3(α1, α1). (3.2.58)
But
(α3, α3)
(α2, α2)
=
3
2
, (3.2.59)
which contradicts (3.2.57). Thus there are only at most two root lengths occurring in Φ.
Suppose we have two elements α, β ∈ Φ with the same length. Replacing β by σ(β)
for some σ ∈ W if necessary, we may assume (α, β) 6= 0 and α 6= β. By Lemma
3.1.1, 〈α, β〉 = 〈β, α〉 = ±1. Replacing β by σβ(β) = −β if necessarily, we may assume
〈α, β〉 = 〈β, α〉 = 1. Now
σασβσα(β) = σασβ(β − α) = σα(−α) = α. ✷ (3.2.60)
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Lemma 3.2.18. Let Φ be an irreducible root system with two distinct lengths. Then
the maximal root β is a long root.
Proof. By Lemma 3.1.2, β ∈ C (Π). Let α ∈ Φ be any root such that ||α|| 6= ||β||.
According to Theorem 3.2.9 (a), there exists σ ∈ W such that σ(α) ∈ C (Π). Replacing
α by σ(α), we can assume α ∈ C (Π). Since β − α ≻ 0, we have
(β, β − α) ≥ 0 =⇒ (β, β) ≥ (β, α) (3.2.61)
and
(β − α, α) ≥ 0 =⇒ (β, α) ≥ (α, α). (3.2.62)
Thus (β, β) ≥ (α, α). ✷
The following fact is useful in representation theory and Lie superalgebras.
Lemma 3.2.19. Let α and β be two positive roots of a root system Φ such that α ≺ β.
Then there exist roots α = γ0, γ1, ..., γk = β such that γi − γi−1 ∈ Π for i = 1, ..., k.
Proof. We write
β − α =
∑
r∈S
mrαr, mr > 0, (3.2.63)
where S is a subset of {1, ..., n}. We prove by induction on
d(β, α) =
∑
r∈S
mr. (3.2.64)
If d(β, α) = 1, then the lemma trivially holds. Suppose that the lemma holds for d(β, α) <
m. Assume d(β, α) = m. If (αs, α) < 0 for some r ∈ S, then α+αr ∈ Φ by Lemma 3.1.2.
Note α + αr ≺ β and d(β, α + αr) = m − 1. So there exists γ1 = α + αr, γ2, ..., γk = β
such that γi+1− γi ∈ Π for i = 1, ..., k− 1. Then α = γ0, γ1, ..., γk = β satisfy the Lemma.
When (β, αr) > 0 for some r ∈ S, then β − αr ∈ Φ by Lemma 3.1.2. Note α ≺ β − αr
and d(β − αr, α) = m − 1. So there exists γ0 = α, γ1, ..., γk−1 = β − αr such that
γi − γi−1 ∈ Π for i = 1, ..., k − 1. Then α = γ0, γ1, ..., γk = β satisfy the Lemma.
Finally we consider the case
(α, αr) ≥ 0, (β, αr) ≤ 0 for r ∈ S. (3.2.65)
But
0 < (β − α, β − α) =
∑
i∈S
mi(β − α, αi) =
∑
i∈S
mi(β, αi)−
∑
i∈S
mi(α, αi) ≤ 0, (3.2.66)
which leads a contradiction. ✷
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In the following examples, we let E be a vector space over R with a basis {ε1, ε2, ..., εn}
and an inner product determined by
(εi, εj) = δi,j for i, j ∈ 1, n. (3.2.67)
Example 3.2.1. Recall the root system ΦAn−1 in (3.1.12) of sl(n,C). It is a root
system in the subspace
E ′ = {
n∑
i=1
aiεi | ai ∈ R,
n∑
r=1
ar = 0}. (3.2.68)
To understand the Weyl group of ΦAn−1 , we consider its action on E . For εi− εj ∈ ΦAn−1
with i 6= j,
σεi−εj(εr) =

εr if r 6= i, j
εj if r = i
εi if r = j
for r ∈ 1, n. (3.2.69)
Let Sn be the permutation group on {1, 2, ..., n}. Define a representation ν : Sn → GL(E )
by
ν(ι)(εr) = ει(r) for ι ∈ Sn, r ∈ 1, n. (3.2.70)
Then
Sn
ν∼= WAn−1 , (3.2.71)
the Weyl group of ΦAn−1 .
Since σεi = σ2εi , the Weyl groups of ΦBn in (3.1.28) and ΦCn in (3.1.27) are the same.
Note
σεi(εr) = (−1)δi,rεr, σεi+εj (εr) =

εr if r 6= i, j
−εj if r = i
−εi if r = j
for r ∈ 1, n (3.2.72)
Let Z2 = Z/2Z be the field of two elements and let Υ be a vector space over Z2 with a
basis {ε1, ε2, ..., εn}. Define
ι(ς) =
n∑
i=1
aiει(i) for ι ∈ Sn, ς =
n∑
i=1
aiεi ∈ Υ. (3.2.73)
Viewing Υ as an additive group, we form a semi-product of Sn with Υ:
G = Sn ⋉Υ, (3.2.74)
whose group multiplication is defined by:
(ι1, ς1) · (ι2, ς2) = (ι1ι2, ς1 + ι1(ς2)). (3.2.75)
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Moreover, we define ν : G→ GL(E ) by
ν[(ι,
n∑
i=1
aiεi, )](εr) = (−1)arει(r) for r ∈ 1, n. (3.2.76)
By (3.2.69) and (3.2.72), we have
G
ν∼= WBn = WCn , (3.2.77)
the Weyl groups of ΦBn and ΦCn , respectively.
Set
Υ′ = {
n∑
i=1
aiεi ∈ Υ |
n∑
r=1
ai = 0}, G′ = Sn ⋉Υ′. (3.2.78)
Then G′ is a subgroup of G. Moreover,
G′
ν∼= WDn , (3.2.79)
the Weyl groups of ΦDn in (3.1.17).
The followings are exercises:
(1) If σ ∈ W can be written as a product of k reflections of simple roots (simple
reflections), prove k ≡ ℓ(σ) (mod 2).
(2) Prove that there exists a unique element σ such that σ(Φ+) = −Φ+ = Φ−. More-
over, any reduced expression for σ must involve all {σα | α ∈ Π}. What is ℓ(σ)?
(3) Prove that the only reflections in W are {σα | α ∈ Φ}.
3.3 Classification
In this section, we classify all the irreducible root systems.
Let Φ be an irreducible root system with a base
Π = {α1, α2, ..., αn}. (3.3.1)
The matrix
CM(Π) = (〈αi, αj〉)n×n (3.3.2)
is called the Cartan matrix of the root system Φ. Since Π is a basis of the corresponding
Euclidean space E , each simple reflection σαi is determined by the integers
{〈α1, αi〉, 〈α2, αi〉, ..., 〈αn, αi〉}; (3.3.3)
that is, the ith column of CM(Π). Recall that the Weyl group W is generated by
{σα1 , ..., σαn} (Theorem 3.2.8 (d)). Thus the root system Φ = W (Π) is completely deter-
mined by CM(Π). Observe that the diagonal entries of CM(Π) are 2. So Φ is determined
by
{〈αi, αj〉 | i, j ∈ 1, n, i 6= j}. (3.3.4)
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Recall
(αi, αj) ≤ 0, 〈αi, αj〉〈αj, αi〉 = 0, 1, 2, 3 for i, j ∈ 1, n, i 6= j (3.3.5)
(cf. Lemma 3.1.1 and (3.1.51)). Set
ei =
αi
||αi|| for i ∈ 1, n, (3.3.5)
where ||αi|| =
√
(αi, αi). Now {e1, ..., en} are unit vectors and
〈ei, ej〉 = 2(ei, ej) = 2
(
αi
||αi|| ,
αj
||αj||
)
=
2(αi, αj)
||αi|| ||αj|| . (3.3.6)
Thus
〈ei, ej〉〈ej, ei〉 =
(
2(αi, αj)
||αi|| ||αj||
)2
= 〈αi, αj〉〈αj, αi〉. (3.3.7)
Therefore, (3.3.5) is equivalent to
(ei, ej) ≤ 0, 〈ei, ej〉〈ej, ei〉 = 4(ei, ej)2 = 0, 1, 2, 3 for i, j ∈ 1, n, i 6= j (3.3.8)
In general, a linearly independent subset of unit vectors {e1, e2, ..., en} in a Euclidean
space is called an admissible set if (3.3.8) holds. Note that any subset of an admissible
set is still an admissible set. If an admissible set S can not be written as a union of two
orthogonal proper subsets, then we call S irreducible.
Let S = {e1, e2, ..., en} be an irreducible admissible set. Define the Coxeter graph of
S to be a graph having n vertices corresponding to the vectors in S , in which the ith
vertex is jointed to jth vertex (i 6= j) by 〈ei, ej〉〈ej, ei〉 edges. We denote the Coxeter
graph of S by CG(S ). Note that
0 < (
n∑
i=1
ei,
n∑
i=1
ei) =
n∑
i=1
(ei, ei) +
∑
1≤i<j≤n
2(ei, ej) = n +
∑
1≤i<j≤n
2(ei, ej). (3.3.9)
Since
2(ei, ej) = 0,−1,−
√
2,−
√
3 (3.3.10)
and the graph is connected by the irreducibility, we have
the number of connected pairs of vertices in CG(S ) is n− 1 = |S | − 1. (3.3.11)
Suppose there is a cycle in CG(S ). Denote by S ′ the subset of vectors corresponding to
the vertices in the cycle. Then S ′ is also an irreducible admissible set. But the number
of connected pairs of vertices in CG(S ′) is greater than or equal to |S ′|, which leads
contradiction to (3.3.11) with S replaced by S ′. Thus
CG(S ) contains no cycles. (3.3.12)
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If (ei, ej) 6= 0, we say that ei is connected to ej . For e ∈ S , let {ς1, ..., ςk} are all the
vectors connected to e. By (3.3.12), no pair of ςi and ςj is connected; that is,
(ςi, ςj) = 0 for i, j ∈ 1, k, i 6= j. (3.3.13)
Set
α = e−
k∑
i=1
(e, ςi)ςi. (3.3.14)
Then α 6= 0 and
(α, ςi) = 0 for i ∈ 1, k. (3.3.15)
Thus
0 < (α, α) = (α, e−
k∑
i=1
(e, ςi)ςi) = (α, e) = 1−
k∑
i=1
(e, ςi)
2; (3.3.16)
that is,
k∑
i=1
(e, ςi)
2 < 1 ∼
k∑
i=1
4(e, ςi)
2 < 4. (3.3.17)
By (3.3.8),
no more than three edges can oringinate at a vertex in CG(S ), (3.3.18)
which implies that if CG(G ) contains a triple edges, then it must be ❡ ❡. Moreover,
CG(S ) contains no following subgraphs:
❡ ❡ ❡ ❡ ❡✏
✏
✏
✏❡
P
P
P
P
❡
❡
❡
P
P
P
P
✏
✏
✏
✏
❡✏
✏
✏
✏ ❡
P
P
P
P
❡
Suppose that CG(S ) contains a simple chain: ❡
ei
❡
ei+1
... ❡
ej−1
❡
ej
. Set
e =
j∑
r=i
er. (3.3.19)
Then
(e, e) = j − i+ 1 +
j−1∑
r=i
2(er, er+1) = j − i+ 1− (j − i) = 1, (3.3.20)
(er, e) = (er, ei) or (er, ej) for r < i or r > j. (3.3.21)
Thus {e}⋃S \{ei, ..., ej} is an irreducible admissible set. By the arguments in the above
paragraph, CG(S ) contains no subgraphs of the forms:
❡ ❡ ❡ ... ❡ ❡ ❡
❡ ❡ ❡ ... ❡ ❡✏✏
✏
✏❡
P
P
P
P
❡
❡
❡
P
P
P
P
✏
✏
✏
✏
❡ ❡ ... ❡ ❡✏✏
✏
✏❡
P
P
P
P
❡
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The remaining possible cases of CG(G ) are:
❡ ❡
e2e1
❡
e1
❡
e2
... ❡
en−1
❡
en
❡
e1
❡
e2
❡
e3
... ❡
er
❡
ςs
❡
ςs−1
... ❡
ς2
❡
ς1
❡
e1
❡
e2
... ❡
ep−1
❡
ψ
✏
✏
✏
✏
❡
ξr−1
. . .
❡
ξ2
✏
✏
✏
✏
❡
ξ1
P
P
P
P ❡
ςq−1
. . .
❡
ς2
P
P
P
P ❡
ς1In the third case, we let
e =
r∑
i=1
iei, ς =
s∑
i=1
iςs. (3.3.22)
Moreover,
2(ei, ei+1) = −1 = 2(ςi, ςi+1), 4(er, ςs)2 = 2. (3.3.23)
Thus
(e, e) =
r∑
i=1
i2 −
r−1∑
s=1
(i+ 1)i = r2 −
r−1∑
i=1
i =
r(r + 1)
2
, (3.3.24)
(ς, ς) =
s(s+ 1)
2
, (e, ς)2 = r2s2(er, ςs)
2 =
r2s2
2
. (3.3.25)
By the Schwartz inequality, we have:
(e, ς)2 < (e, e)(ς, ς) ∼ r
2s2
2
<
rs(r + 1)(s+ 1)
4
(3.3.26)
∼ 2rs < (r + 1)(s+ 1) ∼ (r − 1)(s− 1) < 2 ∼ r = 1 or s = 1 or r = s = 2. (3.3.27)
Suppose that we have the fourth case with p ≥ q ≥ r > 1. Let
e =
p−1∑
i=1
iei, ς =
q−1∑
i=1
iςi, ξ =
r−1∑
i=1
iξi. (3.3.28)
By (3.3.24), we have
(e, e) =
p(p− 1)
2
, (ς, ς) =
q(r − 1)
2
, (ξ, ξ) =
r(r − 1)
2
. (3.3.29)
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Moreover, e, ς and ξ are mutually orthogonal. Set
β = ψ − (ψ, e)
(e, e)
e− (ψ, ς)
(ς, ς)
ς − (ψ, ξ)
(ξ, ξ)
ξ. (3.3.30)
Then 0 6= β is orthogonal to e, ς and ξ. Furthermore,
0 < (β, β) = (β, ψ) = 1− (ψ, e)
2
(e, e)
− (ψ, ς)
2
(ς, ς)
− (ψ, ξ)
2
(ξ, ξ)
. (3.3.31)
On the other hand,
4(ψ, e)2 = 4(p− 1)2(ψ, ep−1)2 = (p− 1)2, (3.3.32)
4(ψ, ς)2 = (q − 1)2, 4(ψ, ξ)2 = (r − 1)2. (3.3.33)
Thus
(p− 1)2
(e, e)
+
(q − 1)2
(ς, ς)
+
(r − 1)2
(ξ, ξ)
< 4 ∼ p− 1
p
+
q − 1
q
+
r − 1
r
< 2 (3.3.34)
=⇒ 1
p
+
1
q
+
1
r
> 1. (3.3.35)
In particular,
3
r
> 1 ∼ r < 3 =⇒ r = 2. (3.3.36)
Now (3.3.35) becomes
1
p
+
1
q
>
1
2
=⇒ 2
q
>
1
2
∼ q < 4 ∼ q = 2, 3. (3.3.37)
If q = 3, then (3.3.35) becomes
1
p
>
1
6
∼ p < 6 ∼ p = 2, 3, 4, 5. (3.3.38)
In summary, the fourth case yields:
(p, q, r) = (p, 2, 2), (3, 3, 2), (4, 3, 2), (5, 3, 2). (3.3.39)
This gives all possible CG(S ). Whenever a double edge or a triple edge occurs in
CG(Π), we add an arrow pointing to the shorter of two roots. The resulting figure is
called the Dynkin diagram of Φ.
Theorem 3.3.1. Let Φ be an irreducible root system. The Dynkin diagram of Φ must
be one of the followings:
An: ❡
1
❡
2
... ❡
n-1
❡
n
Bn: ❡
1
❡
2
... ❡
n-2
❡
n-1
❡
n
〉
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Cn: ❡
1
❡
2
... ❡
n-2
❡
n-1
❡
n
〈
Dn ❡
1
❡
2
... ❡
n-3
❡
n-2
✏
✏
✏
✏
❡
n-1
P
P
P
P ❡
n
E6: ❡
1
❡
3
❡
4
❡
2
❡
5
❡
6
E7: ❡
1
❡
3
❡
4
❡
2
❡
5
❡
6
❡
7
E8: ❡
1
❡
3
❡
4
❡
2
❡
5
❡
6
❡
7
❡
8
F4: ❡
1
❡
2
〉 ❡
3
❡
4
G2: ❡ ❡
21
〉
As an exercise, calculate the determinants of the Cartan matrices of the above root
systems, which are as follows:
An : n+ 1; Bn : 2; Cn : 2; Dn : 4; E6 : 3; E7 : 2; E8, F4, G2 : 1. (3.3.40)
3.4 Automorphisms, Constructions and Weights
In this section, we construct all the irreducible root systems and their associated weight
lattices. Moreover, their automorphism groups are determined and the saturated subsets
of weight lattices are investigated.
Let Φ be a root system in a Euclidean space E and let Π = {α1, α2, ..., αn} be a base
of Φ. The additive subgroup
Λr =
n∑
i=1
Zαi ⊂ E (3.4.1)
is called the root lattice of Φ. Moreover,
Λ = {γ ∈ E | 〈γ, α〉 ∈ Z for α ∈ Φ} = {γ ∈ E | 〈γ, α〉 ∈ Z for α ∈ Π} (3.4.2)
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is called the weight lattice of Φ, whose elements are called weights. Obviously, Λ ⊃ Λr.
We call Λ/Λr the fundamental group of Φ.
Since the inner product of E is nondegenerate, there exist λ1, λ2, ..., λn ∈ E such that
〈λi, αj〉 = δi,j for i, j ∈ 1, n. (3.4.3)
We call {λ1, ..., λn} fundamental dominant weights relative to Π. Moreover,
Λ =
n∑
i=1
Zλi. (3.4.4)
Write
αi =
n∑
r=1
mi,rλr for i ∈ 1, n. (3.4.5)
Then
〈αi, αj〉 = 〈
n∑
r=1
mi,rλr, αj〉 = mi,j. (3.4.6)
Thus
αi =
n∑
j=1
〈αi, αj〉λj for i ∈ 1, n. (3.4.7)
By the fundamental theorem of finitely generated abelian groups,
|Λ/Λr| = |(〈αi, αj〉)n×n| (3.4.8)
is finite. Moreover,
λi ∈ 1|(〈αi, αj〉)n×n|Λr for i ∈ 1, n. (3.4.9)
By (3.2.15) and (3.2.17),
ρ =
1
2
∑
α∈Φ+
α =
n∑
i=1
λi. (3.4.10)
Example 3.4.1. Let E be the Euclidean space with a basis {ε1, ε2, ..., εn} such that
(εi, εj) = δi,j. The root system of An−1 and a base are as follows:
ΦAn−1 = {εi − εj | i, j ∈ 1, n, i 6= j}, ΠAn−1 = {εi − εi+1 | i ∈ 1, n− 1}. (3.4.11)
Set
Q =
n∑
i=1
Zεi. (3.4.12)
The root lattice of ΦAn−1 :
Λr(An−1) = {
n∑
i=1
aiεi ∈ Q |
n∑
i=1
ai = 0} (3.4.13)
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and
λi =
1
n
(
i∑
r=1
(n− i)εr −
n∑
s=i+1
iεs) for i ∈ 1, n− 1. (3.4.14)
The group Λ(ΦAn−1)/Λr(ΦAn−1)
∼= Zn = Z/nZ, the cyclic group of order n(exercise).
The root system of Bn is
ΦBn = {εi − εj,±εi,±(εi + εj) | i, j ∈ 1, n, i 6= j} (3.4.15)
with a base
ΠBn = {ε1 − ε2, ..., εn−1 − εn, εn}. (3.4.16)
The root lattice
Λr(Bn) = Q (3.4.17)
and
λi =
i∑
r=1
εr, λn =
1
2
n∑
s=1
εs, for i ∈ 1, n− 1. (3.4.18)
Thus the weight lattice:
Λ(Bn) = Q
⋃
(λn +Q). (3.4.19)
The fundamental group: Λ(Bn)/Λr(Bn) ∼= Z2.
The root system of Cn is
ΦCn = {εi − εj,±2εi,±(εi + εj) | i, j ∈ 1, n, i 6= j} (3.4.20)
with a base
ΠCn = {ε1 − ε2, ..., εn−1 − εn, 2εn}. (3.4.21)
The root lattice
Λr(Cn) = {
n∑
i=1
aiεi ∈ Q |
n∑
i=1
ai ∈ 2Z} (3.4.22)
and
λi =
i∑
r=1
εi, λn =
n∑
s=1
εs, for i ∈ 1, n− 1. (3.4.23)
Thus the weight lattice:
Λ(Cn) = Q. (3.4.24)
The fundamental group: Λ(Cn)/Λr(Cn) ∼= Z2.
The root system of Dn is
ΦDn = {εi − εj,±(εi + εj) | i, j ∈ 1, n, i 6= j} (3.4.25)
with a base
ΠDn = {ε1 − ε2, ..., εn−1 − εn, εn−1 + εn}. (3.4.26)
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The root lattice and weight lattice:
Λr(Dn) = Λr(Cn). (3.4.27)
λi =
i∑
r=1
εi λn−1 =
1
2
(
n−1∑
r=1
εi − εn), λn = 1
2
n∑
s=1
εs, for i ∈ 1, n− 2. (3.4.28)
Thus the weight lattice
Λ(Dn) = Λ(Bn) = Q
⋃
(λn +Q). (3.4.29)
The fundamental group:
Λ(Dn)/Λr(Dn) ∼=
{
Z4 if n ∈ 2Z+ 1
Z2 × Z2 if n ∈ 2Z (3.4.30)
Example 3.4.2. The root and weight lattices of E8:
Λr(E8) = Λ(D8) = Λ(E8), (3.4.31)
which is a self-dual integral even lattice. The root system
ΦE8 =
{
1
2
8∑
i=1
(−1)ιiεi | ιi ∈ Z2,
8∑
r=1
ιr = 0 in Z2
}⋃
ΦD8 (3.4.32)
with a base
ΠE8 =
{
ε1 − ε2, 1
2
(
8∑
s=4
εs −
3∑
r=1
εr), εi+1 − εi+2 | i ∈ 1, 6
}
. (3.4.33)
Moreover,
λ1 =
1
2
(3ε1 +
8∑
i=2
εi), λ2 =
8∑
i=1
εi, λ3 = 2(ε1 + ε2) +
8∑
i=3
εi, (3.4.34)
λ4 =
1
2
(5(ε1 + ε2 + ε3) + 3
8∑
i=4
εi), λ5 =
4∑
i=1
(2εi + ε4+i), (3.4.35)
λ6 =
1
2
(3
5∑
i=1
εi + ε6 + ε7 + ε8), λ7 =
6∑
i=1
εi, λ8 =
1
2
(
7∑
i=1
εi − ε8). (3.4.36)
Observe
ΠE7 =
{
ε1 − ε2, 1
2
(
3∑
r=1
εr −
8∑
s=4
εs), εi+1 − εi+2 | i ∈ 1, 5
}
(3.4.37)
and
ΠE6 =
{
ε1 − ε2, 1
2
(
3∑
r=1
εr −
8∑
s=4
εs), εi+1 − εi+2 | i ∈ 1, 4
}
. (3.4.38)
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Moreover, the fundamental groups:
Λ(E7)/Λr(E7) ∼= Z2, Λ(E6)/Λr(E6) ∼= Z3 (3.4.39)
(exercise).
Example 3.4.3. The root and weight lattices of F4:
Λr(F4) = Λ(F4) = Λ(D4). (3.4.40)
Moreover,
ΦF4 = ΦB4
⋃{1
2
4∑
i=1
(−1)ιiεi | ιi ∈ Z2
}
(3.4.41)
with a base
ΠF4 =
{
ε2 − ε3, ε3 − ε4, ε4, 1
2
(ε1 − ε2 − ε3 − ε4)
}
. (3.4.42)
Moreover,
λ1 = ε1 + ε2, λ2 = 2ε1 + ε2 + ε3, λ3 =
1
2
(3ε1 + ε2 + ε3 + ε4), λ4 = ε1. (3.4.43)
Example 3.4.4. The root and weight lattices of G2:
Λr(G2) = Λ(G2) = Λr(A2). (3.4.44)
Moreover,
ΦG2 = {±(2εi − εj − εk), εi − εj | {i, j, k} = {1, 2, 3}} (3.4.45)
with a base
ΠG2 = {ε2 + ε3 − 2ε1, ε1 − ε2}. (3.4.46)
Moreover,
λ1 = 2ε3 − ε1 − ε2, λ2 = ε3 − ε2. (3.4.47)
Let Φ be a root system in a Euclidean space E and let Π be a base of Φ. Recall that
Λ is the set of weights of Φ. Set
Λ+ = Λ
⋂
C (Π) (3.4.48)
and call the elements in Λ+ dominant weights. Moreover, we call the elements of Λ
⋂
C (Π)
strong dominant weights. We define another partial ordering ✁ on Λ by
λ✁ µ if µ− λ =
∑
α∈Π
aαα such that 0 ≤ aα ∈ Z, (3.4.49)
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where λ, µ ∈ Λ. By (3.1.4) and (3.4.2), two partial orderings coincide on W (λ) for any
λ ∈ Λ. According to Lemma 3.2.12, any weight is conjugated to a dominant weight under
the Weyl group W . If λ is a dominant weight, then σ(λ)✁ λ for σ ∈ W .
If λ is a strong dominant weight and σ(λ) = λ with σ ∈ W , then σ = 1 by Theorem
3.2.8 (e).
Lemma 3.4.1. For λ ∈ Λ+, |{µ ∈ Λ+ | µ✁ λ}| <∞.
Proof. Note
0 ≤ (λ, λ− µ) = (λ, λ)− (λ, µ) (3.4.50)
and
0 ≤ (λ− µ, µ) = (λ, µ)− (µ, µ). (3.4.51)
Adding two inequalities, we obtain
0 ≤ (λ, λ)− (µ, µ) ∼ (µ, µ) ≤ (λ, λ). (3.4.52)
Since the intersection of Λ with the sphere of radius ||λ|| is a finite set, so is its subset
{µ ∈ Λ+ | µ✁ λ}. ✷
A subset S of Λ is called saturated if µ − iα ∈ S for µ ∈ S, α ∈ Φ and i between 0
and 〈µ, α〉. By definition W (S) = S. If S has a unique maximal weight λ, we call λ the
highest weight of S. Lemma 3.2.12 says that λ ∈ Λ+. By Lemma 3.2.12 and Lemma 3.4.1,
we have:
Lemma 3.4.2. A saturated set of weights with a highest weight must be finite.
Lemma 3.4.3. Let S be a saturated subset with a highest weight λ. If λ ✄ µ ∈ Λ+ ,
then µ ∈ S.
Proof. Assume µ 6= λ. Suppose λ′ = µ +∑α∈Π kαα ∈ S with 0 ≤ kα ∈ Z and∑
α∈Π kα > 0. For instance λ is such a λ
′. Since
0 < (
∑
α∈Π
kαα,
∑
α∈Π
kαα) =
∑
β∈Π
kβ(
∑
α∈Π
kαα, β), (3.4.53)
there exists γ ∈ Π such that
kγ(
∑
α∈Π
kαα, γ) > 0 ∼ kγ, (
∑
α∈Π
kαα, γ) > 0. (3.4.54)
So
〈λ′, γ〉 = 〈µ, γ〉+ 〈
∑
α∈Π
kαα, γ〉 > 0. (3.4.55)
By definition, λ′ − γ ∈ S. An induction on ∑α∈Π kα shows µ ∈ S. ✷
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Lemma 3.4.4. The subset S is a saturated subset of weights with a highest weight λ
if and only if
λ ∈ Λ+, S = W ({µ ∈ Λ+ | µ✁ λ}). (3.4.56)
Proof. Set Sλ = W ({µ ∈ Λ+ | µ ✁ λ}). If S is a saturated subset of weights with a
highest weight λ, then (3.4.56) holds by Lemmas 3.2.12 and 3.4.3.
Suppose λ ∈ Λ+. Then W (Sλ) = Sλ and λ is the highest weight of Sλ. For any
λ✄ µ ∈ Λ+, σ ∈ W , α ∈ Φ and i between 0 and 〈σ(µ), α〉, there exists τ ∈ W such that
τ(σ(µ)− iα) ∈ Λ+. Note τσ(µ)✁ µ ✁ λ by Lemma 3.2.12. First, we assume τ(α) ∈ Φ+.
If 〈σ(µ), α〉 ≥ 0, then i ≥ 0. So
τ(σ(µ)− iα) = τσ(µ)− iτ(α)✁ τσ(µ)✁ λ. (3.4.57)
When 〈σ(µ), α〉 < 0, we have i < 0 and
τσ(µ)− iτ(α)✁ τσ(µ)− 〈σ(µ), α〉τ(α) = τσασ(µ)✁ µ✁ λ (3.4.58)
by Lemma 3.2.12. Hence τ(σ(µ)− iα) ∈ Sλ. Thus σ(µ)− iα ∈ Sλ.
Assume τ(α) ∈ Φ−. Then
σ(µ)− iα = σ(µ)− (−i)(−α) (3.4.59)
and −i is between 0 and 〈σ(µ),−α〉. Replacing α by −α in the above arguments, we have
σ(µ)− iα = σ(µ)− (−i)(−α) ∈ Sλ. (3.4.60)
Therefore, Sλ is saturated. ✷
The automorphism group of Φ:
Aut Φ = {σ ∈ GL(E ) | σ(Φ) = Φ}. (3.4.61)
By Lemma 3.2.2, W is a normal subgroup of Aut Φ and
〈σ(α), σ(β)〉 = 〈α, β〉 for σ ∈ Aut Φ, α, β ∈ Φ. (3.4.62)
Since Φ spans E , the above equality holds for any α ∈ E and β ∈ Φ. So σ maps regular
elements to regular elements. Thus σ(Π) is a base of Φ for any σ ∈ Aut Φ. By Theorem
3.2.8 (b), there exists σ1 ∈ W such that σ1σ(Π) = Π. Hence Aut Φ/W is completely
determined by
{σ ∈ GL(E ) | σ(Π) = Π, 〈σ(α), σ(β)〉 = 〈α, β〉 for α, β ∈ Π} (3.4.63)
because Φ = W (Π). By Theorem 3.3.1, we have:
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Theorem 3.4.5. Let Φ be an irreducible root system. Then Aut Φ/W is completely
determined as follows:
Aut ΦAn/W ∼= Aut ΦE6/W ∼= Z2, (3.4.64)
Aut ΦD4/W
∼= S3, Aut ΦDn/W ∼= Z2 for n > 4, (3.4.65)
and Aut Φ/W = {1} for the other types of Φ.
Exercise: prove the Weyl group of G2 is isomorphic the dihedral group D6.
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Chapter 4
Isomorphisms, Conjugacy and
Exceptional Types
In this chapter, we show that the structure of a finite-dimensional semisimple Lie algebra
over C is completely determined by its root system. Moreover, we prove that any two
Cartan subalgebras of such a Lie algebra G are conjugated under the group of inner
automorphisms of G . In particular, the automorphism group of G is determined when
it is simple. Furthermore, we give explicit constructions of the simple Lie algebras of
exceptional types.
4.1 Isomorphisms
In this section, we prove that two semisimple Lie algebras are isomorphic if their root
systems are.
Let G be a finite-dimensional semisimple Lie algebra over C and let H be a maximal
toral subalgebra of G . Then we have the Contan root decomposition:
G = H +
∑
α∈Φ
Gα, (4.1.1)
where Φ ⊂ H∗ is a root system of G .
Lemma 4.1.1. If G is simple, then Φ is irreducible.
Proof. Suppose Φ = Φ1
⋃
Φ2, Φ1 6= ∅ 6= Φ2 and Φ1⊥Φ2. For any α1 ∈ Φ1 and α2 ∈ Φ2,
α1 + α2 is not orthogonal to Φ1 and Φ2. So α1 + α2 6∈ Φ. Hence [Gα1 ,Gα2] = {0}. Let Gi
be the Lie algebra generated by {Gα | α ∈ Φi}. Then G = G1 + G2 and [G1,G2] = {0},
which contradicts the simplicity of G . ✷
Corollary 4.1.2. In general, if G = G1⊕G2⊕· · ·⊕Gk is the decomposition of G into
simple ideals, then Hi = H
⋂
Gi is a maximal toral subalgebra of Gi whose corresponding
root system Φi are irreducible components of Φ; that is, Φ =
⋃k
i=1Φi.
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Lemma 4.1.3. If G is simple, then it is generated by {Gα,G−α | α ∈ Π}.
Proof. According to Corollary 3.1.6, any positive root α =
∑k
i=1 βi with βi ∈ Π such
that
∑s
i=1 βi are positive roots for s ∈ 1, k. By Lemma 2.6.2 (c),
Gα = [Gβk , [Gβk−1, ..., [Gβ2,Gβ1]...]]. (4.1.2)
Symmetrically,
G−α = [G−βk , [G−βk−1, ..., [G−β2,G−β1]...]]. (4.1.3)
Since G is generated by {Gα | α ∈ Φ} by Lemma 2.6.2 (e), it is generated by {Gα,G−α |
α ∈ Π}. ✷
Theorem 4.1.4. Suppose that G is simple. Let G ′ be another finite-dimensional
simple Lie algebra and H ′ is a maximal toral subalgebra G ′ with corresponding root system
Φ′. If Φ ∼= Φ′, then G ∼= G ′.
Proof. Let E be the Euclidean space associated with Φ and let E ′ be the Euclidean
space associated with Φ′. Suppose that τ : α 7→ α′ be an isomorphism from Φ to Φ′; that
is, τ is a linear map from E to E ′ such that τ(Φ) = Φ′ and
〈α′, β ′〉 = 〈α, β〉 for α, β ∈ Φ. (4.1.4)
Note that Π′ = τ(Π) is a base of Φ′.
Let L = G ⊕ G ′ be the direct sum of two Lie algebras. So L is semisimple, and
G , G ′ are the only simple ideals. Take
{ξα ∈ Gα, ζα ∈ G−α, ξ′α′ ∈ G ′α′, ζ ′α′ ∈ G ′−α′ | α ∈ Π} (4.1.5)
such that
[ξα, ζα] = hα, [hα, ξα] = 2ξα, [hα, ζα] = −2ζα (4.1.6)
and
[ξ′α′ , ζ
′
α′] = h
′
α′ , [h
′
α′ , ξ
′
α′] = 2ξα′, [h
′
α′ , ζ
′
α′] = −2ζ ′α′ (4.1.7)
for α ∈ Π. Let
K = the Lie subalgebra generated by {ξα + ξ′α′, ζα + ζ ′α′ | α ∈ Π}. (4.1.8)
Define P,P ′ ∈ End L by
P(u+ u′) = u, P ′(u+ u′) = u′ for u ∈ G , u′ ∈ G ′. (4.1.9)
Then
P(K ) = G , P ′(K ) = G ′ (4.1.10)
by Lemma 4.1.3.
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Let β be the maximal root in Φ relative to Π. Then β ′ is the maximal root in Φ′
relative to Π′. Take any 0 6= ζ ∈ Gβ and 0 6= ζ ′ ∈ G ′β′. Set
M = span{ζ + ζ ′, ad (ζα1 + ζ ′α′1) · · ·ad (ζαk + ζ
′
α′
k
)(ζ + ζ ′) | αi ∈ Π, k ∈ Z+}. (4.1.11)
Note
[ξα + ξ
′
α′, ζγ + ζ
′
γ′] = δα,γ(hα + h
′
α′) for α, γ ∈ Π (4.1.12)
by (4.1.6) and (4.1.7), because α− γ is not a root. Moreover,
[hα+h
′
α′ , ζγ+ζ
′
γ′] = γ(hα)ζγ+γ
′(h′α′)ζ
′
γ′ = 〈γ, α〉ζγ+〈γ′, α′〉ζ ′γ′ = 〈γ, α〉(ζγ+ζ ′γ′) (4.1.13)
and
[hα + h
′
α′ , ζ + ζ
′] = 〈β, α〉(ζ + ζ ′) (4.1.14)
by (4.1.4). Furthermore,
[ξα + ξ
′
α′ , ζ + ζ
′] = 0 for α ∈ Π, (4.1.15)
due to β + α 6∈ Φ and β ′ + α′ 6∈ Φ′ by the maximality of β. Equations (4.1.12)-(4.1.15)
imply that
[K ,M ] ⊂M. (4.1.16)
Since
M
⋂
(Gβ + G
′
β′) = F(ζ + ζ
′), (4.1.17)
we have
M 6= L ,G ,G ′. (4.1.18)
Thus M is not an ideal of L . This means D 6= L . If K ⋂G 6= {0}, then
[K ,K
⋂
G ] = [G ,K
⋂
G ] ⊂ K
⋂
G (4.1.19)
by (4.1.10). So K
⋂
G is a nonzero ideal of G . By the simplicity of G , G = K
⋂
G ,
which implies L = K by (4.1.10). This contradicts K 6= L . Thus K ⋂G = {0}.
Symmetrically, K
⋂
G ′ = {0}. These facts show that the map
u 7→ ℑ(u) determined by u+ ℑ(u) ∈ K , u ∈ G , (4.1.20)
is a Lie isomorphism from G to G ′. ✷
Note
ℑ(ξα) = ξ′α′, ℑ(ζα) = ζ ′α′ , ℑ(hα) = h′α′ (4.1.21)
by (4.1.6)-(4.1.8). In particular, any automorphism σ of Φ gives rise to an automorphism
ℑσ (not unique) of G such that
ℑσ(H) = H, ℑσ(Gα) = Gσ(α) for α ∈ Φ. (4.1.22)
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Note that −IdE ∈ Aut Φ. We have a unique automorphism ϑ of G such that
ϑ(ξα) = −ζα, ϑ(ζα) = −ξα, ϑ(hα) = −hα for α ∈ Π. (4.1.23)
The automorphism ϑ is called a Cartan involution. For any α ∈ Π, ad ξα and ad ζα are
nilpotent by Lemma 2.5.2. The linear transformation
τα = e
ad ξαe−ad ζαead ξα (4.1.24)
is an automorphism of G by (1.4.27) satisfying
τα(Gβ) = Gσα(β) for β ∈ Φ (4.1.25)
and τα = ϑ when G = sl(2,C) (exercise).
4.2 Cartan Subalgebras
In this section, we give characterizations of Cartan subalgebras. Moreover, we prove a
correspondence between Cartan subalgebras under homomorphisms.
Let G be a finite-dimensional Lie algebra over C. For any ξ ∈ G , we have
G =
⊕
a∈F
Gα(ad ξ), (4.2.1)
where
Ga(ad ξ) = {u ∈ G | (ad ξ − a)m(u) = 0 for some m ∈ N}. (4.2.2)
Moreover,
[Ga(ad ξ),Gb(ad ξ)] = Ga+b(ad ξ) for a, b ∈ F (4.2.3)
by (1.5.60). In particular, G0(ad ξ) forms a Lie subalgebra of G , which is called an Engel
subalgebra.
For a subalgebra K of G , we define the normalizer of K in G by
NG (K ) = {ξ ∈ G | [ξ,K ] ⊂ K }. (4.2.4)
Then NG (K ) is the unique maximal subalgebra of G that contains K as an ideal.
Lemma 4.2.1. If K is a subalgebra of G containing an Engel subalgebra. Then
NG (K ) = K .
Proof. Suppose K ⊃ G0(ad ξ) for some ξ ∈ G . Obviously, ξ ∈ G0(ad ξ) ⊂ K . If
NG (K )/K 6= {0}, then ad ξ acts on it as an invertible linear transformation because
G0(ad ξ) ⊂ K . This contradicts [ξ, NG (K )] ⊂ K . ✷
We call a subalgebra K of G self-normalizing if NG (K ) = K .
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Lemma 4.2.2. Let K be a subalgebra of G . Take υ ∈ K such that G0(ad υ) is a
minimal element in {G0(ad ξ) | ξ ∈ K } with respect to inclusion. If K ⊂ G0(ad υ), then
G0(ad υ) ⊂ G0(ad ξ) for any ξ ∈ K .
Proof. Let 0 6= ξ ∈ K be a fixed element. Suppose
dimG = n, dimG0(ad υ) = m. (4.2.5)
For any c ∈ F, we have
ad (υ + cξ)(G0(ad υ)) ⊂ G0(ad υ). (4.2.6)
Let
f(t, c) = tm + f1(c)t
m−1 + · · ·+ fm(c) (4.2.7)
be the characteristic polynomial of ad (υ + cξ)|
G0(ad υ) and let
g(t, c) = tn−m + g1(c)t
n−m−1 + · · ·+ gn−m(c) (4.2.8)
be the characteristic polynomial of ad (υ+ cξ)|
G/G0(ad υ). Then the characteristic polyno-
mial of ad (υ + cξ) on G is f(t, c)g(t, c). Moreover, as polynomials of c,
deg fi(c) ≤ i, deg gj(c) ≤ j. (4.2.9)
Since ad υ|
G/G0(ad υ) is invertible, we have gn−m(0) 6= 0. So gn−m(c) is a nonzero
polynomial. There exists distinct c1, c2, ..., cn+1 ∈ C such that
gn−m(ci) 6= 0 for i ∈ 1, n+ 1. (4.2.10)
Thus
G0(ad (υ + ciξ)) ⊂ G0(ad υ). (4.2.11)
By the minimality of G0(ad υ), we have
G0(ad (υ + ciξ)) = G0(ad υ) for i ∈ 1, n+ 1, (4.2.12)
or equivalently,
f(t, ci) = t
m for i ∈ 1, n+ 1. (4.2.13)
By (4.2.7),
fj(ci) = 0 for i ∈ 1, n+ 1, j ∈ 1, m. (4.2.14)
Then (4.2.9) and (4.2.14) imply that
f1(c) ≡ · · · ≡ fm(c) ≡ 0 as polynomials of c. (4.2.15)
So
G0(ad υ) ⊂ G0(ad (υ + cξ)) for any ξ ∈ K , c ∈ F. (4.2.16)
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But υ +K = K because υ ∈ K . Therefore, G0(ad υ) ⊂ G0(ad η) for any η ∈ K . ✷
A Cartan subalgebra (abbreviated CSA) of a Lie algebra G is a self-normalizing nilpo-
tent subalgebra.
Theorem 4.2.3. A subalgebra H of G is a CSA if and only if it is a minimal Engel
subalgebra of G .
Proof. Suppose thatH = G0(adυ) is a minimal Engel subalgebra. It is self-normalizing
by Lemma 4.2.1. Taking K = H in the above lemma, we have
H ⊂ G0(ad ξ) for any ξ ∈ H, (4.2.17)
or equivalently, ad ξ|H is nilpotent for any ξ ∈ H . By Engel’s Theorem, H is nilpotent.
Conversely, we assume that H is a CSA. Let G0(ad υ) be a minimal element in
{G0(ad ξ) | ξ ∈ H}. Since H is nilpotent, we have
H ⊂ G0(ad υ). (4.2.18)
By the above lemma with K = H , ad ξ|
G0(ad υ) is nilpotent and so is ad ξ|G0(ad υ)/H for
any ξ ∈ H ⊂ G0(ad υ). If H 6= G0(ad υ), then there exists u ∈ G0(ad υ) \H such that
[H, u+H ] ⊂ H (4.2.19)
by Theorem 1.5.1. So u ∈ NG (H)\H , which contradicts that H is self-normalizing. Thus
H = G0(ad υ).
If G0(ad u) ⊂ H for some u ∈ G , then u ∈ H . Since H is nilpotent, we have
H ⊂ G0(ad u). Thus H = G0(ad υ) is a minimal Engel subalgebra. ✷
Corollary 4.2.4. Let G be a finite-dimensional semisimple Lie algebra over C. Then
the CSA’s of G are precisely the maximal toral subalgebras of G .
Proof. Suppose that H is a maximal toral subalgebra of G . Then we have the Cartan
decomposition
G = H +
∑
α∈Φ
Gα, (4.2.20)
which implies that H is self-normalizing. So H is a CSA.
Conversely, we assume that H is a CSA of G . By the above theorem, H = G0(ad υ)
is a minimal Engel subalgebra. Let υ = υs + υn be the abstract Jordan decomposition.
Then
CG (υs) = {u ∈ G | [υs, u] = 0} = G0(ad υ) = H. (4.2.21)
On the other hand, there exists a maximal toral subalgebra H ′ containing υs. But H
′ ⊂
CG (υs) = H is a CSA and it is also a minimal Engel suablgebra of G by the above
theorem. By the minimality of G0(ad υ) = H , we have H = H ′. ✷
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In the above, we have υ = υs, which is called a regular semisimple element.
Lemma 4.2.5. Let φ : G → G ′ be an epimorphism of Lie algebras. If H is a CSA
of G , then φ(H) is a CSA of G ′. Conversely, if H ′ is a CSA of G ′, then any CSA of
φ−1(H ′) is a CSA of G .
Proof. Set ker φ = K . Then G ′ ∼= G /K . Obviously, φ(H) is a nilpotent subalgebra
of G ′ because H is nilpotent. Let ξ′ ∈ NG ′(φ(H)). Take an element ξ ∈ φ−1(ξ′). Then
φ([ξ,H +K ]) = [ξ′, φ(H)] ⊂ φ(H). (4.2.22)
Thus
ξ ∈ NG (H +K ). (4.2.23)
Since H is an Engel subalgebra by Theorem 4.2.3, we have
NG (H +K ) = H +K (4.2.24)
by Lemma 4.2.1. So ξ′ = φ(ξ) ∈ φ(H + K ) = φ(H); that is, φ(H) is self-normalizing.
Thus φ(H) is a CSA of G ′.
Suppose that H ′ is a CSA of G ′ and H is a CSA of φ−1(H ′). By the above argument,
φ(H) is a CSA ofH ′. So φ(H) is an Engel subalgebra of H ′. Since H ′ is nilpotent, we have
φ(H) = H ′. If ξ ∈ G such that [ξ,H ] ⊂ H , then [φ(ξ), H ′] ⊂ H ′. Thus φ(ξ) ∈ H ′ because
H ′ is self-normalizing. Hence ξ ∈ Nφ−1(H′)(H) = H ; that is, H = NG (H). Therefore, H is
a CSA of G because it is nilpotent as a CSA of φ−1(H ′). ✷
Exercises:
1. Let G be a finite-dimensional semisimple Lie algebra over C. Prove that a nonzero
semsimple element υ ∈ G is regular if and only if υ lies in exactly one CSA of G .
2. Prove that a CSA is a maximal nilpotent subalgebra, but a maximal nilpotent
subalgebra may not be a CSA.
4.3 Conjugacy Theorems
In this section, we always assume that G is a finite-dimensional Lie algebra over C.
We want to prove that all CSA’s of G are conjugated under the group Int G of inner
automorphisms of G .
An element u ∈ G is called strongly nilpotent if u ∈ Ga(ad ξ) for some ξ ∈ G and
0 6= a ∈ C. Set
N (G ) = the set of all strongly nilpotent elements in G . (4.3.1)
Then N (G ) is invariant under Aut G . Denote
E (G ) = the subgroup of Aut G generated by {ead u | u ∈ N (G )}. (4.3.2)
94 CHAPTER 4. ISOMORPHISMS, CONJUGACY AND EXCEPTIONAL TYPES
For any τ ∈ Aut G and u ∈ N (G ), we have τ(u) ∈ N (G ) and
τead uτ−1 = ead τ(u) ∈ E (G ). (4.3.3)
Thus E (G ) is a normal subgroup of Aut G .
If K is a subalgebra of G , then
N (K ) ⊂ N (G ). (4.3.4)
Set
E (G ;K ) = the subgroup of Aut G generated by {ead G u | u ∈ N (K )}, (4.3.5)
which is a subgroup of E (G ).
Let φ : G → G ′ be a Lie algebra epimorphism. For any ξ ∈ G , we have φ(Ga(ad ξ)) ⊂
G ′a(ad φ(ξ)). Since G =
∑
b∈C Gb(ad ξ) and φ is surjective, we have
φ(Ga(ad ξ)) = G
′
a(ad φ(ξ)) for a ∈ C. (4.3.6)
Thus
φ(N (G )) = N (G ′). (4.3.7)
For any u ∈ N (G ),
ead φ(u)(φ(v)) = φ(ead u(v)). (4.3.8)
Hence for any τ ∈ E (G ), there exists a unique τ ′ ∈ E (G ′) such that
τ ′(φ(v)) = φ(τ(v)) for v ∈ G . (4.3.9)
Thus we have:
Lemma 4.3.1. The map τ 7→ τ ′ is a group epimorphism from E (G ) to E (G ′).
Theorem 4.3.2. If G is solvable, then any two CSA’s are conjugated under E (G ).
Proof. Let H and H ′ be two CSA’s of G . We prove by induction on dimG . If G is
nilpotent, then H = H ′ = G (This includes dimG = 1. So the theorem holds). Assume
that the theorem holds for dimG < k with 1 < k ∈ Z. Consider dimG = k and G is not
nilpotent. By Lie’s theorem, there exists a common eigenvector v ∈ G for ad G . So Cv is
an ideal of G . By Lemma 4.2.5, H +Cv and H ′+Cv are two CSA’s of G /Cv. According
to the above lemma, there exists τ ∈ E (G ) such that
τ(H ′) + Cv = H + Cv. (4.3.10)
Now τ(H ′) and H are two CSA’s of the Lie subalgebra K = H + Cv. If K 6= G ,
then dimK < k. By assumption, there exists σ ∈ E (G ;K ) such that στ(H ′) = H . We
are done.
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Suppose K = G . So H+Cv = G = H ′+Cv. By Theorem 4.2.3, H = G0(adξ), which
implies [ξ, v] = av with 0 6= a ∈ C. Thus v ∈ N (G ). Write ξ = ζ+ bv with ζ ∈ H ′. Then
ζ = ξ − bv = ead a−1bv(ξ). (4.3.11)
Hence
ead a
−1bv(H) = G0(ad ζ) ⊃ H ′. (4.3.12)
Since ead a
−1bv(H) and H ′ are both CSA’s, they are minimal Engel subalgebras. Thus
ead a
−1bv(H) = H ′. ✷
A maximal solvable subalgebra of G is called a Borel subalgebra.
Lemma 4.3.3. A Borel subalgebra B is self-normalizing.
Proof. For any u ∈ NG (B), B + Cu is also a solvable subalgebra. By maximality,
u ∈ B. ✷
Recall that Rad G is the unique maximal solvable ideal of G . For any solvable subal-
gebra K , K +Rad G is still a solvable subalgebra. Thus any Borel subalgebra contains
Rad G . By Lemma 4.3.1, we have:
Lemma 4.3.4. If all the Borel subalgebras of G /Rad G are conjugated under E (G /Rad G ),
then all the Borel subalgebras of G are conjugated under E (G ).
Note that G /Rad G is semisimple.
Theorem 4.3.5. All the Borel subalgebras of G are conjugated under E (G ).
Proof. Set
m0(G ) = max{dimK | K is a Borel subalgebra of G }. (4.3.13)
Let B and B′ be two Borel subalgebras of G . Define
m(B,B′) = m0(G )− dimB
⋂
B′. (4.3.14)
We prove the theorem by induction on dimG and on m(B,B′). The theorem holds
if dimG = 1 or m(B,B′) = 0, which implies B = B′. Suppose that the theorem
holds for dimG < k1 or m(B,B) < k2. Now we assume dimG = k1 and B 6= B′ with
m(B,B′) = k2. If Rad G 6= {0}, then the theorem holds by Lemma 4.3.4 because any two
Borel subalgebras of G /RadG are conjugated under E (G /RadG ) due to dimG /RadG < k.
Now we assume that G is semsimple and H is a maximal toral subalgebra of G with
root system Φ. Let Π be a base of Φ. With respect to Π, we have positive roots and
negative roots. Set
B(Π) = H +
∑
α∈Φ+
Gα, N (Π) =
∑
α∈Φ+
Gα. (4.3.15)
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Suppose Π = {α1, α2, ..., αn}. For any β =
∑n
i=1 biαi ∈ Φ, we have
ht β =
n∑
i=1
bi. (4.3.16)
Let
ℓ = max{ht β | β ∈ Φ}. (4.3.17)
Set
Ni(Π) =
∑
β∈Φ+;ht β≥i
Gβ. (4.3.18)
Then we have
[B(Π),B(Π)] = N (Π), (N (Π))i ⊂ Ni(Π), (4.3.19)
where (N (Π))i = [N (Π), (N (Π))i−1] is the central series. In particular, (N (Π))ℓ+1 =
{0}. So N (Π) is nilpotent and B(Π) is solvable. If K is a subalgebra strictly containing
B(Π), then
K ⊃ Gα + Chα + G−α ∼= sl(2,C) for some α ∈ Φ. (4.3.20)
Thus K is not solvable. Hence B(Π) is a Borel subalgebra, which is called standard
relative to H . To prove that any two Borel subalgebras are conjugated under E (G ), it is
enough to prove that any Borel subalgebra B′ is conjugated to B(Π) under E (G ). So we
may assume B = B(Π) and simply denote N = N (Π). Note that
N = the set of all adG -nilpotent elements in B. (4.3.21)
If u is an element of a Borel subalgebra B and u = us + un is the abstract Jordan
decomposition, then [us,B] ⊂ B because ad us is a polynomial of ad u without constant.
Hence Cus + B is a solvable subalgebra. By maximality of B¯, us ∈ B and also un =
u − us ∈ B. Thus B
⋂
B′ contains the semsimple and nilpotent parts of its elements.
Moreover,
N ′ = N
⋂
B′ = the set of all adG -nilpotent elements in B
⋂
B′ (4.3.22)
by (4.3.21). According to (4.3.19),
N ′ ⊃ [B
⋂
B′,B
⋂
B′]. (4.3.23)
So N ′ is an ideal of B
⋂
B′.
Case 1. N ′ 6= {0}.
Set
K = NG (N
′). (4.3.24)
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Then B
⋂
B′ ⊂ K because N ′ is an ideal of B⋂B′. Note that B 6= B′ implies
B/B
⋂
B′ 6= {0} and B′/B⋂B′ 6= {0}. Since ad GN ′ consists of nilpotent elements,
there exist u ∈ B \B⋂B′ and u′ ∈ B′ \B⋂B′ such that
[u,N ′], [u′, N ′] ⊂ B
⋂
B′. (4.3.25)
By Lie’s Theorem, the elements ad G [B′,B′] are nilpotent. So
[u,N ′], [u′, N ′] ⊂ N ′ (4.3.26)
by (4.3.22). Thus
K
⋂
B \B
⋂
B′ 6= ∅, K
⋂
B′ \B
⋂
B′ 6= ∅. (4.3.27)
Let C ⊃ K ⋂B and C ′ ⊃ K ⋂B′ be Borel subalgebras of K . Since G is semisimple,
N ′ can not be an ideal of G because it is nilpotent. So dimK < k. By assumption, there
exists ν ∈ E (G ;K ) such that ν(C ) = C ′.
Take Borel subalgebras C1 ⊃ C and C2 ⊃ C ′ of G . Then
C1
⋂
B ⊃ K
⋂
B, ν(C1)
⋂
C2 ⊃ C ′ ⊃ K
⋂
B′, C2
⋂
B′ ⊃ K
⋂
B′. (4.3.28)
Thus
m(B,C1), m(ν(C1),C2), m(C2,B
′) < m1. (4.3.29)
By assumption, there exist σ1, σ2, σ3 ∈ E (G ) such that
σ1(B) = C1, σ2ν(C1) = C2, σ3(C2) = B
′. (4.3.30)
Therefore,
σ3σ2νσ1(B) = B
′. (4.3.31)
Case 2. N ′ = {0} and B⋂B′ 6= {0}.
In this case, T = B
⋂
B′ is a subalgebra consisting of semismiple elements. So T is
abelian by Lemma 2.4.1. Let C be a CSA of
CB(T ) = {u ∈ B | [u, T ] = {0}}. (4.3.32)
Since C is self-normalizing and [T,C ] = {0}, we have T ⊂ C . For any v ∈ NB(C ) and
h ∈ T , we have [h, v] ∈ C and (ad h)2(v) = 0. The semisimplicity of h implies [h, v] = 0.
Hence v ∈ CB(T ). So v ∈ NCB(T )(C ) = C . Thus C is a self-normalizing nilpotent
subalgebra of B; that is, a CSA of B. On the other hand, H is a CSA of B. By Theorem
4.3.2, there exists τ ∈ E (G ;B) such that τ(C ) = H . Note τ(B) = B. So
τ(B′)
⋂
B = τ(B′)
⋂
τ(B) = τ(B′
⋂
B) = τ(T ) ⊂ τ(C ) = H. (4.3.33)
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Replacing B′ by τ(B′), we may assume T ⊂ H .
Suppose that T 6= H . Note H ⊂ CG (T ) = {u ∈ G | [u, T ] = {0}}. If B′ ⊂ CG (T ), we
take a Borel subalgebra B ⊃ H of CG (T ). Since Z(G ) = {0}, we have dimCG (T ) < k.
By assumption, there exists σ ∈ E (G ;CG (T )) such that σ(B′) = B. Replacing B′ by
σ(B′), we may assume T = H . When B′ 6⊂ CG (T ), there exist u ∈ B′ and h ∈ T such
that [h, u] = u. Set
C = H +
∑
α∈Φ; 0<α(h)∈Z
Gα. (4.3.34)
Then C is a solvable subalgebra and u ∈ C . Take a Borel subalgebra C1 ⊃ C of G . We
have dimC1
⋂
B′ > dimT = dimB
⋂
B′. So m(B′,C1) < m1. By assumption, there
exists ̺ ∈ E (G ) such that ̺(B′) = C1. Replacing B′ by ̺(B′), we may again assume
T = H .
Now we only need to deal with the case T = H . Since B′ 6= B, we have G−α ⊂ B′
for some α ∈ Φ+. Take ξ ∈ Gα and ζ ∈ G−α such that
[ξ, ζ ] = hα, [hα, ξ] = 2ξ. (4.3.35)
Denote
τα = e
ad ξe−ad ζead ξ ∈ E (G ). (4.3.36)
Then
τα(G−α) = Gα, τα(H) = H. (4.3.37)
Now m(B, τα(B′)) < m1. By assumption, there exists σ ∈ E (G ) such that στα(B′) = B.
Case 3. B
⋂
B′ = {0}.
Let T be a maximal toral subalgebra ofB′. If T = {0}, then B′ consists of ad-nilpotent
elements because it contains the semisimple parts of all its elements. By Engel’s Theorem
and Lemma 4.3.3, B′ is a CSA. But Corollary 4.2.4 says that B′ is a toral subalgebra.
Thus B′ = {0}, which is absurd. Thus T 6= {0}. Take H¯ ⊃ T to be a maximal toral
subalgebra of G . Take any standard Borel subalgebra B of G relative to H¯. Then
B′
⋂
B 6= {0}. By Case 2, B′ is conjugated to B. So
dimB′ = dimB =
1
2
(dimG + dim H¯) >
1
2
dimG . (4.3.38)
On the other hand,
dimB =
1
2
(dimG + dimH) >
1
2
dimG . (4.3.39)
Thus
dimG ≥ dimB + dimB′ > 1
2
dimG +
1
2
dimG = dimG , (4.3.40)
which is absurd. Therefore, this case does not exist. ✷
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Corollary 4.3.6. Any Borel subalgebra B of a semisimple Lie algebra G is standard.
Proof. Take a maximal toral subalgebra H of G and let Π be a base of the corre-
sponding root system Φ. Then there exists a σ ∈ E (G ) such that σ(B(Π)) = B by the
above theorem (cf. (4.3.15)). Note that σ(H) ⊂ B is also a maximal toral subalgebra of
G . Replacing H by σ(H), we may assume B ⊃ H . Again there exists σ1 ∈ E (G ) such
that σ1(B(Π)) = B. Now H and σ1(H) are CSA’s of B. By Lemma 4.3.2, there exists
τ ∈ E (G ;B) such that τσ1(H) = H .
Since τ(B) = B, we have τσ1(B(Π)) = B. Denote ν = τσ1. So we have ν(H) = H
and ν(B(Π)) = B. Define the action of ν on H∗ by
ν(α)(h) = α(ν−1(h)) for α ∈ H∗. (4.3.41)
For any α ∈ Φ and u ∈ Gα, we have
[h, ν(u)] = ν([ν−1(h), u]) = α(ν−1(h))ν(u) for h ∈ H. (4.3.42)
Thus
ν(Gα) = Gν(α) for α ∈ Φ. (4.3.43)
Hence ν(Φ) = Φ. Since ν is linear, ν(Π) is also a base of Φ. Thus B = B(ν(Π)) is a
standard Borel subalgebra. ✷
Corollary 4.3.7. Any two CSA’s of G are conjugated under E (G ).
Proof. LetH andH ′ be two CSA’s of G . Take Borel subalgebras B ⊃ H and B′ ⊃ H ′.
By Theorem 4.3.5, there exists τ ∈ E (G ) such that τ(B′) = B. Now H and τ(H ′) are two
CSA’s in the solvable Lie algebra B. According to Lemma 4.3.2, there exists σ ∈ E (G ;B)
such that στ(H ′) = H. ✷.
Let H and H ′ be two maximal toral subalgebras (which are CSA’s by Corollary 4.2.4)
of a finite-dimensional semisimple Lie algebra G . Their associated root systems are de-
noted by Φ and Φ′, respectively. For α ∈ Φ and α′ ∈ Φ′, we denote
Gα = {u ∈ G | [h, u] = α(h)u for h ∈ H}, (4.3.44)
G ′α′ = {u ∈ G | [h′, u] = α′(h′)u for h′ ∈ H ′} (4.3.45)
and take hα ∈ [Gα,G−α] and h′α′ ∈ [G ′α′,G ′−α′] such that
ad hα|Gα = 2IdGα , ad h′α′ |G ′α′ = 2IdG ′α′ . (4.3.46)
Then
β(hα) = 〈β, α〉, β ′(h′α′) = 〈β ′, α′〉 for α, β ∈ Φ, α′, β ′ ∈ Φ′. (4.3.47)
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By the above corollary, there exists ν ∈ E ((G )) such that ν(H) = H ′. We define
ν : H∗ → (H ′)∗ by
ν(α)(h′) = α(ν−1(h′)) for α ∈ H∗, h′ ∈ H ′. (4.3.48)
For any α ∈ Φ, v ∈ Gα and h′ ∈ H ′, we have
[h′, ν(v)] = [ν(ν−1(h′)), ν(v)] = ν([ν−1(h′), v])
= α(ν−1(h′))ν(v) = ν(α)(h′)ν(v). (4.3.49)
Thus
ν(Gα) = G
′
ν(α) for α ∈ Φ. (4.3.50)
In particular, ν(Φ) = Φ′. Since ν is an automorphism,
ν(hα) = h
′
ν(α) for α ∈ Φ. (4.3.51)
Now for α, β ∈ Φ and 0 6= u ∈ Gβ, we have
〈β, α〉ν(u) = ν([hα, u]) = [ν(hα), ν(u)] = ν(β)(h′ν(α))ν(u) = 〈ν(β), ν(α)〉ν(u). (4.3.52)
Therefore,
〈ν(β), ν(α)〉 = 〈β, α〉 for α, β ∈ Φ; (4.3.53)
that is, ν : Φ → Φ′ is an isomorphism of two root systems. This shows that the root
system of G is independent of the choice of its maximal toral subalgebra.
The dimension of a CSA of a finite-dimensional semisimple Lie algebra G is called
the rank of G . For instance, sl(n,C) for n > 1 is a finite-dimensional simple Lie algebra
of rank n − 1. While the ranks of so(2n,C), so(2n + 1,C) and sp(2n,C) are n. The
Lie algebra sl(2,C) is the unique rank-1 finite-dimensional simple Lie algebra. There are
three rank-2 finite-dimensional simple Lie algebras: sl(3,C), o(5,C) ∼= sp(4,C) and the
Lie algebra of type G2.
Finally, we want to study the structure of AutG when G is a finite-dimensional simple
Lie algebra over C. Note that sl(2,C) has the following representation on the polynomial
algebra A = C[x1, x2]:
E1,2|A = x1∂x2 , E2,1|A = x2∂x1 , (E1,1 − E2,2)|A = x1∂x1 − x2∂x2. (4.3.54)
For 0 6= a ∈ C, we define the operator
σ(a) = eaE1,2e−a
−1E2,1eaE1,2eE1,2e−E2,1eE1,2 (4.3.55)
on A . For any f(x1, x2) ∈ A ,
eaE1,2e−a
−1E2,1eaE1,2(f(x1, x2))
= eax1∂x2e−a
−1x2∂x1eax1∂x2 (f(x1, x2)) = e
ax1∂x2e−a
−1x2∂x1 (f(x1, x2 + ax1))
= eax1∂x2 (f(x1 − a−1x2, ax1)) = f(−a−1x2, ax1) (4.3.56)
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by Taylor’s expansion. Thus
σ(a)(f(x1, x2)) = f(−a−1x1,−ax2). (4.3.57)
Hence
(E1,1 − E2,2)(xℓ11 xℓ22 ) = (ℓ1 − ℓ2)xℓ11 xℓ22 , σ(a)(xℓ11 xℓ22 ) = (−a)ℓ2−ℓ1xℓ11 xℓ22 (4.3.58)
for ℓ1, ℓ2 ∈ N. It is easy to verify that the subspace Am of homogeneous polynomials with
degree m in A forms an (m+ 1)-dimensional irreducible sl(2,C)-submodule for m ∈ N.
By (4.3.58) and Weyl’s theorem of complete reducibility (cf. Theorem 2.4.5), we have:
Lemma 4.3.8. Let u be an element of a finite-dimensional sl(2,C)-module such that
(E1,1 −E2,2)(u) = ku with k ∈ Z. Then σ(a)(u) = (−a)−ku.
Take a maximal toral subalgebra H of G and let Π be a base of the corresponding root
system Φ. For any τ ∈ Aut G , τ(B(Π)) is a Borel subalgebra of G . By Theorem 4.3.5,
there exists σ ∈ E (G ) such that στ(B(Π)) = B(Π). Since στ(H) and H are two CSA’s
in B. By Lemma 4.3.2, there exists τ1 ∈ E (G ;B(Π)) such that τ1στ(H) = H . Denote
ν = τ1στ . By the proof of Corollary 4.3.6, (4.3.43) holds. According to Theorem 3.2.8
(e), (4.1.24) and (4.1.25), there exists σ1 ∈ W and ℑσ1 ∈ E (G ) such that σ1ν(Π) = Π and
ℑσ1ν(Gα) = Gσ1ν(α) for α ∈ Φ. (4.3.59)
This shows that
τ ∈ ℑιE (G ), (4.3.60)
where ι is an automorphism of Φ such that ι(Π) = Π and ℑι ∈ Aut G such that ℑι(H) = H
and ℑι(Gα) = Gι(α) for α ∈ Φ.
If ϑ is another automorphism of G such that ϑ(H) = H and ϑ(Gα) = Gι(α) for α ∈ Φ,
then
ϑ−1ℑι(h) = h, ϑ−1ℑι(Gα) = Gα for h ∈ H, α ∈ Φ. (4.3.61)
Suppose Π = {α1, α2, ..., αn}. We get
ϑ−1ℑι|Gαi = biIdGαi , ϑ−1ℑι|Gαi = b−1i IdGαi , 0 6= bi ∈ C, (4.3.62)
for i ∈ 1, n. By Lemma 4.1.3, ϑ−1ℑι is completely determined by (4.3.62). Take ξ1 ∈ Gαi
and ζi ∈ G−αi such that [ξi, ζi] = hαi for i ∈ 1, n. Moreover, we define
σi(ai) = e
aiad ξie−a
−1ad ζieaiad ξiead ξie−ad ζiead ξi ∈ E (G ), ai ∈ C. (4.3.63)
By Lemma 4.3.8, σi(ai)|H = IdH and
σi(ai)|Gαj = (−ai)−〈αj ,αi〉IdGαj for i, j ∈ 1, n. (4.3.64)
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Since the Cartan matric (〈αh, αi〉)n×n is nondegenerate, there exist a1, a2, ..., an ∈ C such
that
n∏
i=1
(−ai)−〈αj ,αi〉 = e−
∑n
i=1〈αj ,αi〉 ln(−ai) = eln bj = bj for j ∈ 1, n. (4.3.65)
In this case,
ϑ−1ℑι = σ1(a1)σ2(a2) · · ·σn(an) ∈ E (G ). (4.3.66)
For each automorphism ι of Φ induced by an automorphism of the Dynkin diagram of
G , we fix an automorphism ℑι of G such that such that ℑι(H) = H and ℑι(Gα) = Gι(α)
for α ∈ Φ. Then
τ ∈ ℑιE (G ) (4.3.67)
for some automorphism ι of Φ induced by an automorphism of the Dynkin diagram of G .
Therefore,
Aut G /E (G ) ∼= the autmorphism group of the Dynkin diagram of G . (4.3.68)
In particular,
Aut G = E (G ) if G is of types: Bn, Cn, E8, E7, F4, G2. (4.3.69)
Let B(G ) be the set of Borel subalgebras of a Lie algebra G .
Lemma 4.3.9. We have
⋂
B∈B(G ) B = Rad G .
Proof. Since any Borel subalgebra contains Rad G , the conclusion is equivalent to⋂
B∈B(G /Rad G ) B = {0}. So we only need to consider the case when G is semisimple. Let
H be a maximal toral subalgebra G with root system Φ. Take a base Π of Φ. We have
the following two Borel subalgebras:
B1 = H +
∑
α∈Φ+
Gα, B2 = H +
∑
α∈Φ−
Gα. (4.3.70)
Note
B1
⋂
B2 = H. (4.3.71)
Let H be the set of maximal toral subalgebras of G . By (4.3.71),⋂
B∈B(G )
B ⊂
⋂
H′∈H
H ′. (4.3.72)
For any α ∈ Φ, take 0 6= ξα ∈ Gα. We have
ead ξα(h) = h− α(h)ξα for h ∈ H. (4.3.73)
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Thus
ead ξα(H)
⋂
H = {h ∈ H | α(h) = 0}. (4.3.74)
Since {ead ξα(H) | α ∈ Φ} are maximal toral subalgebras of G , we have⋂
B∈B(G )
B ⊂ H
⋂ ⋂
α∈Φ
ead ξα(H) = {h ∈ H | α(h) = 0 for any α ∈ Φ} = {0} (4.3.75)
by (4.3.72). ✷
Exercises:
1. Prove that a regular semisimple element of a semisimple Lie algebra lies in only
finitely many Borel subalgebras.
2. Prove that the intersection of two Borel subalgebras in a semisimple Lie algebra
contains a CSA (Hint: if B and B′ are Borel subalgebras and N = [B,B], N ′ =
[B′,B′], then B⊥ = N , N ⊥ = B and B′⊥ = N ′, N ′⊥ = B′. Moreover, B
⋂
N ′ ⊂
N and B′
⋂
N ⊂ N ′).
4.4 Simple Lie Algebra of Exceptional Types
In this section, we construct finite-dimensional complex simple Lie algebra of exceptional
types.
We use GX to denote the simple Lie algebra of type X . It is well known that the simple
Lie algebra of type G2 is exactly the derivation Lie algebra of a special 8-dimensional
algebra with an identity element, which is called octonion algebra. Since any derivation
annihilates the identity element (exercise), the octonion algebra gives a 7-dimensional
representation of G G2 , which is presented as follows. Denote by Z3 = Z/3Z and identify
i+ 3Z with i for i ∈ {1, 2, 3}. Write
o(7,C) =
∑
i,j∈Z3
[C(Ei,j − Ej′,i′) + C(Ei,j′ −Ej,i′) + C(Ei′,j −Ej′,i)]
+
∑
i∈Z3
[C(E0,i − Ei′,0) + C(E0,i′ − Ei,0)]. (4.4.1)
Then the Lie subalgebra
K =
∑
i,j∈Z3;i 6=j
C(Ei,j − Ej′,i′) +
∑
r=1,2
C(Er,r − Er+1,r+1 −Er′,r′ + E(r+1)′,(r+1)′) (4.4.2)
is isomorphic to sl(3,C). Denote
Cr = Er,(r+2)′ −Er+2,r′ +
√
2(E0,r+1 −E(r+1)′,0), (4.4.3)
C ′r = Er′,r+2 − E(r+2)′,r +
√
2(E0,(r+1)′ −Er+1,0) (4.4.4)
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for r ∈ Z3. Then
[Cr, Cr+1] = 2C
′
r+2, [C
′
r, C
′
r+1] = 2Cr+2, (4.4.5)
[Cr, C
′
r] = Er′,r′ −Er,r + E(r+2)′,(r+2)′ −Er+2,r+2 + 2(Er+1,r+1 − E(r+1)′,(r+1)′) (4.4.6)
[Cr, C
′
r+1] = 3(Er+2,r+1 −E(r+1)′,(r+2)′) (4.4.7)
for r ∈ Z3. Moreover,
∑3
r=1CCr and
∑3
r=1CC
′
r form (ad K )-submodules, which are
isomorphic the three dimensional natural sl(3,C)-module and its dual, respectively. Thus
G G2 = K +
3∑
r=1
(CCr + CC
′
r) (4.4.8)
forms a Lie subalgebra of o(7,C), which is a simple Lie algebra of type G2.
Note that if |β(hα)| < |α(hβ)|, then |〈β, α〉| < |〈α, β〉|, which implies (α, α) > (β, β).
Thus we set
h1 = E1,1−E2,2−E1′,1′+E2′,2′, h2 = −2E1,1+E2,2+E3,3+2E1′,1′−E2′,2′−E3′,3′, (4.4.9)
Take the Cartan subalgebra
H = Ch1 + Ch2. (4.4.10)
Then
G G2α1 = C(E1,2 − E2′,1′), G G2α2 = CC3, G G2α1+α2 = CC1, (4.4.11)
G G2α1+2α2 = CC
′
2, G
G2
α1+3α2
= C(E3,1 −E1′,3′), G G22α1+3α2 = C(E3,2 −E2′,3′), (4.4.12)
G G2−α1 = C(E2,1 − E1′,2′), G G2−α2 = CC ′3, G G2−α1−α2 = CC ′1, (4.4.13)
G G2−α1−2α1 = CC2, G
G2
−α1−3α2 = C(E1,3 − E3′,1′), G G2−2α1−3α2 = C(E2,3 − E3′,2′). (4.4.14)
Let Λr be the root lattices of types X = E6, E7 and E8 (cf. (3.4.33), (3.4.37) and
(3.4.38)). Recall that (·, ·) is a symmetric Z-bilinear form on Λr such that (α, α) = 2 for
α ∈ ΦX . In fact,
0 < (
n∑
i=1
kiαi,
n∑
i=1
kiαi) = 2(
n∑
p=1
k2p +
∑
i<j
kikj(αi, αj)) (4.4.15)
for 0 6= ∑ni=1 kiαi ∈ Λr. So (α, α) is a positive even integer for any 0 6= α ∈ Λr. For
α, β ∈ Φ,
α + β ∈ Φ⇒ 2 = (α + β, α+ β) = (α, α) + (β, β) + 2(α, β) = 2 + 2 + 2(α, β), (4.4.16)
So (α, β) = −1. By Lemma 3.1.2,
α+ β ∈ Φ⇔ (α, β) = −1 for α, β ∈ Φ. (4.4.17)
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Denote Π = {α1, α2, ..., αn} according to the Dynkin diagrams of E6, E7 and E8 in
Theorem 3.3.1. Define F (·, ·) : Λr × Λr → {±1} by
F (
n∑
i=1
kiαi,
n∑
j=1
ljαj) = (−1)
∑n
i=1 kili+
∑
i>j kilj(αi,αj), ki, lj ∈ Z. (4.4.18)
Then for α, β, γ ∈ Λr,
F (α+ β, γ) = F (α, γ)F (β, γ), F (α, β + γ) = F (α, β)F (α, γ), (4.4.19)
F (α, β)F (β, α)−1 = (−1)(α,β), F (α, α) = (−1)(α,α)/2. (4.4.20)
In particular,
F (α, β) = −F (β, α) if α, β, α+ β ∈ Φ (4.4.21)
by (4.4.17).
Denote
H =
n∑
i=1
Cαi. (4.4.22)
Define
GX = H ⊕
⊕
α∈Φ
CEα, (4.4.23)
an algebraic operation [·, ·] and a symmetric bilinear form (·, ·) on G by:
[H,H ] = 0, [h,Eα] = −[Eα, h] = (h, α)Eα, [Eα, E−α] = −α, (4.4.24)
[Eα, Eβ] =
{
0 if α + β 6∈ Φ,
F (α, β)Eα+β if α + β ∈ Φ. (4.4.25)
Theorem 4.4.1 The pair (GX , [·, ·]) forms a simple Lie algebra of type X.
Proof. The skew symmetry of [·, ·] follows from (4.4.21). Recall the Jacobi identity:
[[x, y], z] + [[y, z], x] + [[z, x], y] = 0. (4.4.26)
It is trivial if x, y, z ∈ H . For x, y ∈ H and z = Eα with α ∈ Φ, (4.4.26) becomes
0 + (y, α)(−(x, α))Eα + (−(x, α))(−(y, α))Eα = 0, (4.4.27)
which obviously holds. When x ∈ H, y = Eα and z = Eβ with α, β ∈ Φ, (4.4.26) gives
(x, α)[Eα, Eβ] + (−(x, α + β))[Eα, Eβ] + (−(β, x))[Eβ , Eα] = 0, (4.4, 28)
which holds because of the skew symmetry. Observe that (4.4.26) holds whenever two of
{x, y, z} are equal.
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Consider x = Eα, y = E−α and z = Eβ with α, β ∈ Φ and β 6= α,−α. If α + β ∈ Φ,
then (α, β) = −1, and (−α, β) = 1. So β − α 6∈ Φ by (4.4.17). Now (4.4.26) yields
(−α, β)Eβ + 0 + F (β, α)F (β + α,−α)Eβ = 0, (4.4.29)
or equivalently, 1 + F (β, α)F (β + α,−α) = 0. This holds because
F (β, α)F (β + α,−α) = F (β, α)F (β,−α)F (α,−α)
= F (β, 0)F (α, α)−1 = −1 (4.4.30)
by (4.4.20) and (4.4.21). Assume α + β, β − α 6∈ Φ, or equivalently,
(β ± α, β ± α) = 4± 2(β, α) > 2⇒ ±(β, α) > −1 ∼ −1 < (β, α) < 1. (4.4.31)
Thus we have (β, α) = 0 because (β, α) ∈ Z. So all three terms in (4.4.26) are 0.
Suppose that x = Eα, y = Eβ , z = Eγ with α, β, γ ∈ Φ such that α 6= ±β,±γ
and β 6= ±γ, and also at least one of the terms in (4.4.26) is nonzero. We may assume
α + β ∈ Φ and α + β + γ = 0 or α + β + γ ∈ Φ. First we have (α, β) = −1 by (4.4.17).
Observe that
F (β,−α) = F (β, α)−1 = F (−β, α) = −F (α, β) (4.4.32)
and
F (β,−β) = F (−α, α) = −1 (4.4.33)
by (4.4.20). If α+ β + γ = 0, then γ = −α − β and (4.4.26) gives
F (α, β)(−(α+ β)) + F (β,−(α + β))α+ F (−(α + β), α)β = 0, (4.4.34)
or equivalently,
F (α, β) = F (β,−(α+ β)) = F (−(α + β), α), (4.4.35)
which holds by (4.4.18)-(4.4.20). Assume α+ β + γ ∈ Φ. So
(α + β, γ) = (α, γ) + (β, γ) = −1. (4.4.36)
Since [(α, γ)]2 < (α, α)(γ, γ) = 4, we have (α, γ) = 0,±1. Similarly, (β, γ) = 0,±1. Thus
(4.4.36) forces (α, γ) = −1, (β, γ) = 0 or (α, γ) = 0, (β, γ) = −1. We may assume
(α, γ) = −1 and (β, γ) = 0. Then (4.4.26) becomes
F (α, β)F (α+ β, γ)Eα+β+γ + 0 + F (γ, α)F (α+ γ, β)Eα+β+γ = 0, (4.4.37)
or equivalently,
F (α, β)F (α+ β, γ) + F (γ, α)F (α+ γ, β) = 0
∼ F (α+ β, γ) + F (γ, α)F (γ, β) = 0
∼ F (α+ β, γ) + F (γ, α+ β) = 0, (4.4.38)
4.4. SIMPLE LIE ALGEBRA OF EXCEPTIONAL TYPES 107
which is implied by (4.4.21). This completes the proof of the Jacobi identity (4.4.26).
The simplicity follows from the fact that Φ is an irreducible root system. ✷
Now to understand the simple Lie algebras of types E6, E7 and E8 explicitly, we need
to write all the positive roots as a linear combinations of simple positive roots. In terms
of the order in the Dynkin diagram of E8 in Theorem 3.3.1, we have:
α1 = ε1 − ε2, α2 = 1
2
(
8∑
s=4
εs −
3∑
r=1
εr), (4.4.39)
αi+2 = εi+1 − εi+2 for i ∈ 1, 6, (4.4.40)
where {εi | i ∈ 1, 8} is the standard basis in the Euclidean space R8. Recall the root
system
ΦE8 =
{
1
2
8∑
i=1
(−1)ιiεi | ιi ∈ Z2,
8∑
r=1
ιr = 0 in Z2
}⋃
ΦD8 . (4.4.41)
Let Φ+E8 be the set of positive roots. For convenience, we also denote
α(k1,...,kr) =
r∑
s=1
ksαs, kr 6= 0 (4.4.42)
and
E(k1,...,kr) = Eα(k1,...,kr) if α(k1,...,kr) ∈ Φ+E8. (4.4.43)
Moreover, we write
(aEβ + bEγ)
′ = aE ′β + bE
′
γ = aE−β + bE−γ for a, b ∈ F, β, γ ∈ Φ+E8 . (4.4.44)
Take the convention
∑j
r=i αr = 0 if j < i. We calculate
ε1 − εj = α1 +
j∑
r=3
αr for j ∈ 2, 8, (4.4.45)
εi − εj =
j∑
r=i+1
αr for 2 ≤ i < j ≤ 8, (4.4.46)
ε1 + εj = α(2,2,3,4,3,2,1) +
8∑
s=j+1
αs for j ∈ 2, 8, (4.4.47)
ε7 + ε8 = α(1,2,2,3,2,1),
1
2
(
8∑
r=2
εr − ε1) = α(1,3,3,5,4,3,2,1) (4.4.48)
εi + εj = α(1,2,2,3,2,1) +
7∑
r=i+1
αr +
8∑
s=j+1
αs for 2 ≤ i < j ≤ 8, (4.4.49)
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1
2
(
∑
r 6=1,j,k
εr − ε1 − εj − εk) =
j∑
s=2
αs +
k∑
t=4
αt for 2 ≤ j < k ≤ 8, (4.4.50)
1
2
(
∑
r 6=i
εr − εi) = α(2,2,3,5,4,3,2,1) +
i∑
r=2
αr for i ∈ 2, 8, (4.4.51)
1
2
(
∑
r 6=i,j,k
εr − εi − εj − εk) =
i∑
ι=1
αι +
j∑
s=3
αs +
k∑
t=4
αt (4.4.52)
for 2 ≤ i < j < k ≤ 8.
Proposition 4.4.3. The positive roots of type E8 in terms of linear combinations of
ΠE8 are given in (4.4.39), (4.4.40) and (4.4.45)-(4.4.52). Moreover, |Φ+E8 | = 120. In
particular,
dim G E8 = 248. (4.4.53)
According to Example 3.4.2 and the above proposition, the positive roots of type E7
in terms of linear combinations of ΠE7 are:
α(2,2,3,4,3,2,1), {α(1,2,2,3,2,1) +
7∑
r=i+1
αr | i ∈ 2, 7}, (4.4.54)
{α1 +
j∑
r=3
αr | j ∈ 2, 7}, {
j∑
r=i+1
αr | 2 ≤ i < j ≤ 7}, (4.4.55)
{
j∑
s=2
αs +
k∑
t=4
αt | 2 ≤ j < k ≤ 7}, (4.4.56)
{
i∑
ι=1
αι +
j∑
s=3
αs +
k∑
t=4
αt | 2 ≤ i < j < k ≤ 7}. (4.4.57)
Thus
|Φ+E7 | = 63, dim G E7 = 133. (4.4.58)
Moreover, the positive roots of type E6 in terms of linear combinations of ΠE6 are:
{α1 +
j∑
r=3
αr | j ∈ 2, 6}
⋃
{
j∑
r=i+1
αr | 2 ≤ i < j ≤ 6}, (4.4.59)
α(1,2,2,3,2,1), {
j∑
s=2
αs +
k∑
t=4
αt | 2 ≤ j < k ≤ 6} (4.4.60)
and
{
i∑
ι=1
αι +
j∑
s=3
αs +
k∑
t=4
αt | 2 ≤ i < j < k ≤ 6}. (4.4.61)
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Hence
|Φ+E6 | = 36, dim G E6 = 78. (4.4.62)
Finally we give a construction of the simple Lie algebra of type F4. From the Dynkin
diagram of E6 in Theorem 3.3.1, we have the following automorphism of ΦE6 :
σ(
6∑
i=1
kiαi) = k6α1 + k2α2 + k5α3 + k4α4 + k3α5 + k1α6 (4.4.63)
for
∑6
i=1 kiαi ∈ ΦE6. In the construction of the Lie algebra G in (4.4.22)-(4.4.25), we take
Λr = Λr(E6) and replace the F in (4.4.18) by
F (
6∑
i=1
kiαi,
6∑
j=1
ljαj) = (−1)
∑6
i=1 kili+k1l3+k4l2+k3l4+k5l4+k6l5 , ki, lj ∈ Z. (4.4.64)
Then (4.4.19)-(4.4.21) holds and
F (σ(α), σ(β)) = F (α, β) for α, β ∈ Λr(E6). (4.4.65)
Thus we have the following automorphism σˆ of the Lie algebra G :
σˆ(
6∑
i=1
biαi) =
6∑
i=1
biσ(αi), bi ∈ C, (4.4.66)
σˆ(Eα) = Eσ(α) for α ∈ ΦE6 . (4.4.67)
Using the notation in (4.4.43), we write
F(1) = Eα2 , F(0,1) = Eα4 , F(0,0,1) = Eα3 + Eα5 , F(0,0,0,1) = Eα1 + Eα6 , (4.4.68)
F(1,1) = E(0,1,0,1), F(0,1,1) = E(0,0,1,1)+E(0,0,0,1,1), F(0,0,1,1) = E(1,0,1)+E(0,0,0,0,1,1), (4.4.69)
F(0,0,1,1) = E(1,0,1) + E(0,0,0,0,1,1), F(1,1,1) = E(0,1,1,1) + E(0,1,0,1,1), (4.4.70)
F(0,1,1,1) = E(1,0,1,1) + E(0,0,0,1,1,1), F(0,1,2) = E(0,0,1,1,1), F(1,1,2) = E(0,1,1,1,1), (4.4.71)
F(0,1,2,1) = E(1,0,1,1,1) + E(0,0,1,1,1,1), F(1,1,1,1) = E(1,1,1,1) + E(0,1,0,1,1,1), (4.4.72)
F(1,2,2) = E(0,1,1,2,1), F(1,1,2,1) = E(1,1,1,1,1) + E(0,1,1,1,1,1), F(0,1,2,2) = E(1,0,1,1,1,1), (4.4.73)
F(1,2,2,1) = E(1,1,1,2,1) +E(0,1,1,2,1,1), F(1,1,2,2) = E(1,1,1,1,1,1), F(1,2,2,2) = E(1,1,1,2,1,1), (4.4.74)
F(1,2,3,1) = E(1,1,2,2,1) + E(0,1,1,2,2,1), F(1,2,3,2) = E(1,1,2,2,1,1) + E(1,1,1,2,2,1), (4.4.75)
F(1,2,4,2) = E(1,1,2,2,2,1), F(1,3,4,2) = E(1,1,2,3,2,1), F(2,3,4,2) = E(1,2,2,3,2,1). (4.4.76)
Moreover, we set
h1 = α2, h2 = α4, h3 = α3 + α5, h4 = α1 + α6. (4.4.77)
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The Dynkin diagram of F4 is
F4: ❡
1
❡
2
〉 ❡
3
❡
4
In order to make notation distinguishable, we add a bar on the roots in the root system ΦF4
of type F4. In particular, we let {α¯1, α¯2, α¯3, α¯4} be the simple positive roots corresponding
to the above Dynkin diagram of F4, where α¯1, α¯2 are long roots and α¯3, α¯4 are short roots.
Let Φ+F4 be the set of positive roots of F4. Denote
SF4 = {(k1, ..., kr) | α¯(k1,...,kr) =
r∑
i=1
kiα¯i ∈ Φ+F4 , kr 6= 0}. (4.4.78)
Moreover, we denote
F ′(k1,...,kr) = (F(k1,...,kr))
′ for (k1, ..., kr) ∈ SF4 (4.4.79)
(cf. (4.4.44)). Then the simple Lie algebra of type F4 is
G F4 = {u ∈ G E6 | σˆ(u) = u} =
∑
̟∈SF4
(FF̟ + FF
′
̟) +
4∑
i=1
Fhi. (4.4.80)
In fact, F̟ is a root vector of root α¯̟, F
′
̟ is a root vector of root −α¯̟, and HF4 =∑4
i=1 Fhi is the corresponding Cartan subalgebra of G
F4 .
Chapter 5
Hight-Weight Representation Theory
In this chapter, we always assume that the base field F = C. By Weyl’s Theorem, any
finite-dimensional representation of a finite-dimensional semisimple Lie algebra is com-
pletely reducible. The main goal in this chapter is to study finite-dimensional irreducible
representation of a finite-dimensional semisimple Lie algebra. First we introduce the uni-
versal enveloping algebra of a Lie algebra and prove the Poincare´-Birkhoff-Witt (PBW)
Theorem on its basis. Then we use the universal enveloping algebra of a finite-dimensional
semisimple Lie algebra G to construct the Verma module of G , which is the maximal mod-
ule of a given highest weight. Moreover, we prove that any finite-dimensional irreducible
G -module is the quotient of a Verma module modulo its maximal proper submodule,
whose generators are explicitly given. Furthermore, the Weyl’s character formula of a
finite-dimensional irreducible G -module is derived and the dimensional formula of the
module is determined. Finally, we decompose the tensor module of two finite-dimensional
irreducible G -modules into a direct sum of irreducible G -submodules in terms of charac-
ters.
5.1 Universal Enveloping Algebras
In this section, we construct the universal enveloping algebra of a Lie algebra and prove
the Poincare´-Birkhoff-Witt Theorem on its basis.
Let V be vector space. The free associative algebra generated by V is an associative
algebra A (V ) and a linear injective map ι : V → A (V ) such that if ϕ : V → B
is linear map from V to an associative algebra B, then there exists a unique algebra
homomorphism φ : A (V ) → B for which φ(1A (V )) = 1B and φ|V = ϕ. If S is a basis of
V , we also say that A (V ) is a free associative algebra generated by S.
The algebra A (V ) is indeed the tensor algebra over V as follows. Suppose that
S = {ui | i ∈ I} is a basis of V . We set I(V ) to be the vector space with
{1, u
l1
⊗ u
l2
⊗ · · · ⊗ u
ls
| 0 < s ∈ Z, l1, ..., ls ∈ I} as a basis (5.1.1)
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112 CHAPTER 5. HIGHT-WEIGHT REPRESENTATION THEORY
and define an associative algebraic operation · on I(V ) by 1 · 1 = 1,
1 · (u
l1
⊗ · · · ⊗ u
lr
) = (u
l1
⊗ · · · ⊗ u
lr
) · 1 = u
l1
⊗ · · · ⊗ u
lr
(5.1.2)
and
(u
l1
⊗ · · · ⊗ u
lr
) · (u
k1
⊗ · · · ⊗ u
ks
) = u
l1
⊗ · · · ⊗ u
lr
⊗ u
k1
⊗ · · · ⊗ u
ks
. (5.1.3)
Given
vi =
∑
j∈I
ai,juj ∈ V for i ∈ 1, r, (5.1.4)
we define
v1 ⊗ v2 ⊗ · · · ⊗ vr =
∑
j1,...,jr∈I
a
1,j1
a
2,j2
· · · a
r,jr
u
j1
⊗ u
j1
⊗ · · · ⊗ u
jr
. (5.1.5)
As associative algebras, A (V ) ∼= I(V ). The map ι : V → I is the inclusion.
Denote by
J0(V ) = the ideal of I(V ) generated by {u⊗ v − v ⊗ u | u, v ∈ V }. (5.1.6)
The symmetric tensor algebra over V (or free commutative associative algebra generated
by V ) is defined as the quotient algebra
S (V ) = I(V )/J0(V ). (5.1.7)
In fact, we have the following algebra isomorphism: 1S (V ) 7→ 1 and
u
j1
⊗ u
j2
· · · ⊗ u
jr
+J0(V ) 7→ xj1xj2 · · ·xjr (5.1.8)
from S (V ) to the polynomial algebra C[xi | i ∈ I].
Suppose that G is a Lie algebra. We have the tensor algebra I(G ). Set
J1(G ) = the ideal of I(G ) generated by {u⊗ v − v ⊗ u− [u, v] | u, v ∈ G }. (5.1.9)
Define
U(G ) = I(G )/J1(G ). (5.1.10)
For convenience, we identify u + J1(G ) in U(G ) with u ∈ G . Suppose that {ui | i ∈ I}
is a basis of G and I has a total ordering ≺. If I = {1, 2, ..., n} is finite, we can take a
total ordering just usual <. Recall that Z+ is the set of positive integers.
Theorem 5.1.1 (Poincare´-Birkhoff-Witt (PBW) Theorem). The set
{1, um1i1 um2i2 · · ·umrir | r,m1, ..., mr ∈ Z+, i1, ..., ir ∈ I; i1 ≺ i2 ≺ · · · ≺ ir} (5.1.11)
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forms a basis of U(G ).
Proof. We define U0 = C1, U1 = G and
Ui = Span {1, ui1ui2 · · ·uir | is ∈ I, i ≥ r ∈ Z+}. (5.1.12)
Then we have
U(G ) =
∞⋃
i=0
Ui. (5.1.13)
Let U ′ be the subspace of U(G ) spanned by (5.1.11). Now U0,U1 ⊂ U ′. Suppose that
Uk ⊂ U ′.
Note
Uk+1 = Span {ui1 · · ·uik+1 | is ∈ I}+Uk. (5.1.14)
Suppose is+1 ≺ is for some s ∈ 1, k. Then
ui1 · · ·uis−1uisuis+1uis+2 · · ·uk+1
= ui1 · · ·uis−1uis+1uisuis+2 · · ·uk+1 + ui1 · · ·uis−1(uisuis+1 − uis+1uis)uis+2 · · ·uk+1
= ui1 · · ·uis−1uis+1uisuis+2 · · ·uk+1 + ui1 · · ·uis−1 [uis, uis+1]uis+2 · · ·uk+1
≡ ui1 · · ·uis−1uis+1uisuis+2 · · ·uk+1 (modUk). (5.1.15)
This shows that we can change the orders of adjacent factors in the product ui1 · · ·uik
modulo Uk. After finite steps of exchanging the positions of adjacent factors, we get
ui1 · · ·uik+1 = um1j1 · · ·u
ms
js
(modUk), (5.1.16)
where
j1, ..., js ∈ I, j1 ≺ j2 ≺ · · · ≺ js, m1, ..., ms ∈ Z+,
s∑
r=1
mr = k + 1. (5.1.17)
By (5.1.11), um1
j1
· · ·ums
js
∈ U ′. Since U k ⊂ U ′ by assumption, we have
ui1 · · ·uik+1 ∈ U ′ for any i1, ..., ik+1 ∈ I. (5.1.18)
Thus U k+1 ⊂ U ′. By induction, U(G ) = U ′.
By (5.1.16), U k+1/U k is isomorphic to the subspace of homogeneous polynomials of
degree k + 1 in C[xi | i ∈ I]. Therefore, (5.1.11) is linearly independent. ✷
Let A be an associative algebra. Suppose that ϕ : G → A is a Lie algebra homomor-
phism, where the Lie bracket of A is the commutator. There exists a unique associative
algebra homomorphism ϕ1 : I(G )→ A such that ϕ1(1) = 1 and ϕ1|G = ϕ. Moreover,
ϕ1(u⊗ v − v ⊗ u− [u, v]) = ϕ(u)ϕ(v)− ϕ(v)ϕ(u)− ϕ([u, v]) = 0 (5.1.19)
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for u, v ∈ G because ϕ is a Lie algebra homomorphism. Hence J1(G ) ⊂ ker ϕ1. So we
have a unique associative algebra homomorphism φ : U(G )→ A defined by
φ(w +J1(G )) = ϕ1(w) for w ∈ I (G ) (5.1.20)
with φ|G = ϕ.
Suppose that U is an associative algebra with an injective linear map ι : G → U
such that given a Lie algebra homomorphism ϕ′ from G to an associative A , there exists
a unique associative algebra homomorphism φ′ : U → A for which φ′ι = ϕ′. Such an
algebra U is called an universal enveloping algebra of G . By the above paragraph, there
exists an associative algebra homomorphism τ : U(G )→ U such that τ |G = ι. Since the
inclusion map from G to U(G ) is an obvious Lie algebra monomorphism, there exists an
associative algebra homomorphism τ ′ : U → U(G ) such that τ ′ι = IdG .
Now ττ ′ : U → U is an associative algebra endomorphism such that ττ ′ι = ι.
Since IdU ι = ι, we have ττ
′ = IdU by the uniqueness from the universality of U . On
the other hand, τ ′τ : U(G ) → U(G ) an associative algebra endomorphism such that
τ ′τ |G = τ ′ι = IdG . Since U(G ) is generated by G , we have τ ′τ = IdU(G ). Thus U ∼= U(G );
that is, U(G ) is the unique universal enveloping algebra of G .
5.2 Highest-Weight Modules
In this section, we use the universal enveloping algebra of a finite-dimensional semisimple
Lie algebra G to construct the Verma module of G . Moreover, we prove that any finite-
dimensional irreducible G -module is the quotient of a Verma module modulo its maximal
proper submodule.
Let G be a Lie algebra (may not be finite-dimensional) with a toral Cartan subalgebra
H and two subalgebras G± such that
G = G− ⊕H ⊕ G+, [H,G±] ⊂ G±. (5.2.1)
By PBW Theorem,
U(G ) = U(G−)U(H)U(G+). (5.2.2)
The universality of U(G ) implies that a vector space forms a module of a Lie algebra G
if and only if it forms a module of the associative algebra U(G ). Suppose that V is a
G -module. For any λ ∈ H∗, we define
Vλ = {v ∈ V | h(v) = λ(h)v for h ∈ H}. (5.2.3)
Any nonzero vector in the weight subspace Vλ is called a weight vector with weight λ. A
weight vector v is called singular if
G+(v) = {0}. (5.2.4)
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If v is a singular vector, then
U(G )(v) = U(G−)(v) (5.2.5)
is a submodule by (5.2.2). A G -module generated by a singular vector v of weight λ is
called a highest-weight module. In this case, v is called a highest weight vector with highest
weight λ. In particular, an irreducible module containing a singular vector is a highest
weight module. The module V is called a weight module if
V =
∑
λ∈H∗
Vλ. (5.2.6)
A highest-weight module is naturally a weight module. One of fundamental problems in
the representation theory of Lie algebra is to investigate weight modules. For instance,
an interesting but difficult problem is to find all the singular vectors in a weight module.
Observe that
B = H + G+ (5.2.7)
is a Lie subalgebra of G . For λ ∈ H∗, we define a one-dimensional B-module Cvλ by
G+(vλ) = {0}, h(vλ) = λ(h)vλ for h ∈ H. (5.2.8)
Since G = G− ⊕B, we have U(G ) = U(G−)U(B) by PBW Theorem. Now we form an
induced U(G )-module
M(λ) = U(G )⊗U(B) Cvλ ∼= U(G−)⊗C Cvλ (as vector spaces), (5.2.9)
which is also a module of the Lie algebra G . In fact,
ξ1(u⊗ vλ) = ξ1u⊗ vλ, ξ2(u⊗ vλ) = [ξ2, u]⊗ vλ + u⊗ ξ2(vλ) (5.2.10)
for ξ1 ∈ G−, ξ2 ∈ B and u ∈ U(G−). Identify 1⊗ vλ with vλ. The module M(λ) is called
a Verma module. Obviously, M(λ) is a highest weight module with vλ as a highest-weight
vector and λ as the highest weight.
Note that
U(G−) =
⊕
µ∈H∗
U(G−)µ, U(G−)µ = {u ∈ U(G−) | [h, u] = µ(h)u for h ∈ H}. (5.2.11)
Then
M(λ)λ+µ = {w ∈M(λ) | h(w) = (λ+ µ)(h)w for h ∈ H} = U(G−)µvλ. (5.2.12)
Assume
U(G−)0 = C1. (5.2.13)
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Then
M(λ)λ = Cvλ. (5.2.14)
Since any proper submodule U of M(λ) must be a weight module, we have
U ⊂
∑
06=µ∈H∗
M(λ)λ+µ. (5.2.15)
Thus the sum of all proper submodules of M(λ) is the unique maximal proper submodule
N(λ) of M(λ). The quotient module
V (λ) = M(λ)/N(λ) (5.2.16)
is an irreducible highest-weight G -module.
Fundamental Problem: Determine N(λ) and the formula of finding the dimensions
of weight subspaces of V (λ) (so-called “character of V (λ)”).
Let G be a finite-dimensional semisimple Lie algebra and let H be a CSA of G with
root system Φ. Fix a base Π = {α1, α2, ..., αn} of Φ, and so we have positive and negative
roots. Set
G± =
∑
α∈Φ±
Gα. (5.2.17)
Then G± are nilpotent subalgebras of G and (5.2.1) holds. Moreover, B = B(Π) (cf.
(5.2.7)) is the standard Borel subalgebra.
Let V be any finite-dimensional irreducible G -module. By Lie’s Theorem, there exists
a common eigenvector v of B. Since G+ = [B,B], we have G+(v) = {0}; that is, v is a
singular vector. Hence
V = U(G )(v) = U(G−)(v). (5.2.18)
Let λ be the weight of v. Define
τ(w ⊗ vλ) = wv for w ∈ U(G−). (5.2.19)
The map τ is a Lie algebra module epimorphism from M(λ) to V by (5.2.9). By (5.2.17),
(5.2.13) holds. Now ker τ ⊂ N(λ). Furthermore,
M(λ)/ker τ ∼= V (5.2.20)
is irreducible, which implies that ker τ is a maximal proper submodule of M(λ). Thus
N(λ) = ker τ , or equivalently,
V ∼= V (λ). (5.2.21)
Take 0 6= ξi ∈ Gαi, ζi ∈ G−αi such that
[ξi, ζi] = hαi = hi, [hi, ξi] = 2ξi for i ∈ 1, n. (5.2.22)
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Then
Si = Cξi + Chi + Cζi (5.2.23)
forms a Lie subalgebra isomorphic to sl(2,C). By the proof of Theorem 2.6.1, v generates
a finite-dimensional irreducible Si-module. Thus
0 ≤ λ(hi) = 〈λ, αi〉 ∈ Z for i ∈ 1, n; (5.2.24)
that is, λ is a dominant integral weight. Therefore, we obtain:
Lemma 5.2.1. Any finite-dimensional irreducible G -module is of the form V (λ) for
some dominant integral weight λ.
Now given a dominant weight λ, we want to determine N(λ) and prove V (λ) is a
finite-dimensional irreducible G -module.
Lemma 5.2.2. The elements
vi,λ = ζ
〈λ,αi〉+1
i vλ for i ∈ 1, n (5.2.25)
are singular vectors in M(λ).
Proof. Since G+ is generated by {ξ1, ..., ξn}, we only need to prove
ξj(vi,λ) = 0 for j ∈ 1, n, (5.2.26)
which is obvious if i 6= j because ξjζi = ζiξj in U(G ). Moreover,
ξi(vi,λ) =
〈λ,αi〉∑
s=0
ζ
〈λ,αi〉−s
i [ξi, ζi]ζ
s
i vλ =
〈λ,αi〉∑
s=0
ζ
〈λ,αi〉−s
i hiζ
s
i vλ
=
〈λ,αi〉∑
s=0
(〈λ, αi〉 − 2s)ζ 〈λ,αi〉−si ζsi vλ = 0. ✷ (5.2.27)
Set
N ′ =
n∑
i=1
U(G )vi,λ =
n∑
i=1
U(G−)vi,λ. (5.2.28)
Then N ′ forms a G -submodule of M(λ). Form a quotient G -module:
V ′ =M(λ)/N ′. (5.2.29)
We can identify vλ with its image in V
′. Given α, β ∈ Φ. Assume that q is the largest
nonnegative integer such that β + qα ∈ Φ. By Lemmas 3.1.1 and 3.1.2,
0 ≤ 〈β + qα, α〉 ≤ 3. (5.2.30)
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Moreover, by Lemma 3.1.3,
β + qα− (〈β + qα, α〉+ 1)α 6∈ Φ =⇒ β + (q − 4)α 6∈ Φ =⇒ q ≤ 3. (5.2.31)
Thus
(ad uα)
4(uβ) = 0 for uα ∈ Gα, uβ ∈ Gβ. (5.2.32)
Hence
ξ4ri (ζβ1ζβ2 · · · ζβrvλ) =
∑
m1+···+mr+1=4r
(4r)!
m1!m2! · · ·mr+1!
(ad ξi)
m1(ζβ1)(ad ξi)
m2(ζβ2) · · · (ad ξi)mr(ζβr)ξmr+1i vλ = 0 (5.2.33)
and
ζ
4r+〈λ,αi〉
i (ζβ1ζβ2 · · · ζβrvλ) =
∑
m1+···+mr+1=4r+〈λ,αi〉
(4r + 〈λ, αi〉)!
m1!m2! · · ·mr+1!
(ad ζi)
m1(ζβ1)(ad ζi)
m2(ζβ2) · · · (ad ζi)mr(ζβr)ζmr+1i vλ = 0 (5.2.34)
for i ∈ 1, n and ζβj ∈ Gβi with βj ∈ Φ−. Therefore, {ξi, ζi | i ∈ 1, n} are locally nilpotent
on V ′. So
τˆi = e
ξie−ζieξi for i ∈ 1, n (5.2.35)
are linear automorphisms of V ′.
Recall
V ′µ = {w ∈ V ′ | h(w) = µ(h)w for h ∈ H} for µ ∈ H∗. (5.2.36)
Set
S(λ) = {µ ∈ H∗ | V ′µ 6= 0}, (5.2.37)
the set of weights of V ′. Then
µ✁ λ for µ ∈ S(λ) (5.2.38)
because V ′ = U(G−)vλ. Moreover, as operators on V ′,
τˆih = τˆihτˆ
−1
i τˆi = e
ξie−ζieξihe−ξieζie−ξi τˆi = [e
ad ξie−ad ζiead ξi(h)]τˆi = ταi(h)τˆi (5.2.39)
by (1.4.31) (cf. (4.1.24) and (4.1.25)). So
τˆi(V
′
µ) = V
′
σαi (µ)
for µ ∈ H∗ (5.2.40)
by (5.2.39). For each σ ∈ W , we pick an expression σ = σαi1σαi2 · · ·σαir and define
τˆσ = τˆi1 τˆi2 · · · τˆir . (5.2.41)
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By (5.2.40), we get
τˆσ(V
′
µ) = V
′
σ(µ) for µ ∈ S(λ). (5.2.42)
So σ(S(λ)) = S(λ).
Recall that Λ+ denotes the set of dominant integral weights. Set
S+(λ) = S(λ)
⋂
Λ+. (5.2.43)
According to Lemma 3.4.1 and (5.2.38), S+(λ) is a finite set. Moreover, any element in
S(λ) is conjugated to an element in S+(λ) under the Weyl group W by Lemma 3.2.13.
Thus
|S(λ)| ≤ |W ||S+(λ)| <∞. (5.2.44)
Given 0✁ γ =
∑n
i=1 kiαi, we define P(γ) to be the number of distinct sets of nonneg-
ative integers {lα | α ∈ Φ+} such that
∑
α∈Φ+ lαα = γ. Then
dimM(λ)µ = P(λ− µ) for λ ≻ µ ∈ H∗ (5.2.45)
(exercise). Hence
dim V ′µ ≤ dimM(λ)µ = P(λ− µ) for µ ∈ Π(λ). (5.2.46)
Expressions (5.2.44) and (5.2.46) imply that V ′ is finite-dimensional. By Weyl’s Theorem,
V ′ is a direct sum of irreducible submodules, which are weight modules. Since
dimV ′λ = dimCvλ = 1, (5.2.47)
vλ must be in one of irreducible summands, say U . But
V ′ = U(G )vλ ⊂ U. (5.2.48)
Thus V ′ = U is a finite-dimensional irreducible G -module. In summary, we obtain:
Theorem 5.2.3. The set {V (λ) | λ ∈ Λ+} are all finite-dimensional irreducible
G -modules. Moreover,
N(λ) =
n∑
i=1
U(G−)vi,λ. (5.2.49)
The set S(λ) is a saturated set of weights.
Suppose that
G = G1 ⊕ G2 ⊕ · · · ⊕ Gs (5.2.50)
is a direct sum of simple ideals. Take a CSA Hi of Gi with root system Φi for i ∈ 1, s.
Then
H = H1 ⊕H2 ⊕ · · · ⊕Hs (5.2.51)
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is a CSA of G with root system
Φ =
s⋃
i=1
Φi. (5.2.52)
Pick a base Πi for Φi for i ∈ 1, s. The set
Π =
s⋃
i=1
Πi (5.2.53)
is a base for Φ. Moreover,
Φ± =
s⋃
i=1
Φ±i . (5.2.54)
For λi ∈ H∗i , denote
λ =
s⊕
i=1
λi ∈ H∗. (5.2.55)
The highest weight vector vλ for G is equivalent to
vλ = vλ1 ⊗ vλ2 ⊗ · · · ⊗ vλs , (5.2.56)
where vλi are the highest weight vectors of Gi. By PBW Theorem,
U(G ) ∼= U(G1)⊗C U(G2)⊗C · · · ⊗C U(Gs). (5.2.57)
In particular, the Verma module:
M(λ) ∼= M(λ1)⊗CM(λ2)⊗C · · · ⊗CM(λs) (5.2.58)
with the action:
(
s∑
i=1
ui)(w1 ⊗ w2 ⊗ · · · ⊗ ws) =
s∑
i=1
w1 ⊗ · · · ⊗ wi−1 ⊗ ui(wi)⊗ wi+1 ⊗ · · · ⊗ ws (5.2.59)
for
ui ∈ Gi, wi ∈M(λi) for i ∈ 1, s. (5.2.60)
Moreover, it can be proved that the maximal proper submodule:
N(λ) ∼=
k∑
i=1
M(λ1)⊗C · · ·M(λi−1)⊗C N(λi)⊗CM(λi+1)⊗C · · · ⊗CM(λs). (5.2.61)
Thus the irreducible highest weight module:
V (λ) ∼= V (λ1)⊗C V (λ2)⊗C · · · ⊗C V (λs), (5.2.62)
where V (λi) is the irreducible highest weight Gi-module with the highest weight λi.
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Remark 5.2.4. Following Lepowsky [Lj], the Verma module can be generalized as
follows. Let
G = G− ⊕G0 ⊕G+ (5.2.63)
be a Lie algebra that is a direct sum of its subalgebras G± and G0 such that
[G−,G+] ⊂ G0, [G0,G±] ⊂ G±. (5.2.64)
Denote
B = G0 + G+. (5.2.65)
For any G0-module V , we extend it to a B-module by letting
G+(V ) = {0}. (5.2.66)
Then we have the induced G -module
M(V ) = U(G )⊗U(B) V ∼= U(G−)⊗C V (as vector spaces), (5.2.67)
which is called a generalized Verma module.
5.3 Formal Characters
In this section, we introduce the notion of formal character of a weight module of a
finite-dimensional semisimple Lie algebra.
Let G be a finite-dimensional semisimple Lie algebra and let H be a CSA of G with
root system Φ. Denote by F (H∗) the set of C-valued functions on H∗, which becomes a
vector space with the linear operation:
(af + bg)(λ) = af(λ) + bg(λ) for f, g ∈ F (H∗), a, b ∈ C. (5.3.1)
Set
supp f = {λ ∈ H∗ | f(λ) 6= 0} for f ∈ F (H∗). (5.3.2)
Given µ1, ..., µr ∈ H∗, we denote
S(µ1, ..., µr) =
r⋃
i=1
(µi −
n∑
s=1
Nαs). (5.3.3)
Define
X (H∗) = {f ∈ F (H∗) | supp f ⊂ S(µ1, ..., µr) for some µ1, ..., µr ∈ H∗}. (5.3.4)
It can be verified that X (H∗) is a subspace of F (H∗) (exercise). Moreover, we define
an algebraic operation ∗ (convolution) on X (H∗) by:
(f ∗ g)(λ) =
∑
µ1,µ2∈H∗; µ1+µ2=λ
f(µ1)g(µ2) for f, g ∈ X (H∗), λ ∈ H∗. (5.3.5)
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The above equation makes sense due to (5.3.4). The convolution ∗ is commutative and
associative. Given λ ∈ H∗, we define ελ ∈ X (H∗) by
ελ(µ) =
{
1 if µ = λ
0 if µ 6= λ. (5.3.6)
Then
ελ ∗ εµ = ελ+µ for λ, µ ∈ H∗. (5.3.7)
In fact, ε0 is the identity element of X (H∗).
Define an action of the Weyl group W on X (H∗) by
σ(f)(λ) = f(σ−1(λ)) for f ∈ X (H∗), σ ∈ W , λ ∈ H∗. (5.3.8)
In particular,
σ(ελ)(µ) = ελ(σ
−1(µ)) =
{
1 if σ−1(µ) = λ
0 if σ−1(µ) 6= λ
=
{
1 if µ = σ(λ)
0 if µ 6= σ(λ) = εσ(λ)(µ). (5.3.9)
So σ(ελ) = εσ(λ).
Let V =
⊕
µ∈H∗ Vµ be a weight G -module such that dimVµ <∞ for µ ∈ H∗ (V may
not be finite-dimensional). Identify eµ with εµ for µ ∈ Λ and define the formal character
of V by
chV =
∑
µ∈H∗
m
V
(µ)εµ, mV (µ) = dimVµ. (5.3.10)
For any λ ∈ H∗, we have
chM(λ) ∈ X (H∗), (5.3.11)
where M(λ) is the Verma module (cf. (5.2.9)). Furthermore, we define the Kostant
function:
p = chM(0) =
∏
α∈Φ+
(
∞∑
i=0
ε−iα) (5.3.12)
and the Weyl function:
q =
∏
α∈Φ+
(εα/2 − ε−α/2) = ερ ∗
∏
α∈Φ+
(ε0 − ε−α). (5.3.13)
Note that
chM(λ) = ελ ∗ p. (5.3.14)
Moreover,
(ε0 − ε−α) ∗
∞∑
i=0
ε−iα =
∞∑
i=0
ε−iα −
∞∑
i=0
ε−(i+1)α = ε0. (5.3.15)
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Thus
q ∗ p = ερ ∗
∏
α∈Φ+
[(ε0 − ε−α) ∗ (
∞∑
i=0
ε−iα)] = ερ. (5.3.16)
By (5.3.14) and (5.3.16), we obtain:
Lemma 5.3.1. For any λ ∈ H∗,
q ∗ chM(λ) = ελ+ρ. (5.3.17)
Recall that the weight lattice of G is defined by:
Λ = {λ ∈ H∗ | 〈λ, α〉 ∈ Z for α ∈ Φ}. (5.3.18)
Take a base Π of Φ. The set of dominant integral weight
Λ+ = {λ ∈ Λ | 0 ≤ 〈λ, α〉 for α ∈ Π}. (5.3.19)
If U and V both are finite-dimensional G -modules, we have
(U ⊗ V )λ =
∑
µ1,µ2∈Λ; µ1+µ2=λ
Uµ1 ⊗ Vµ2 for λ ∈ Λ (5.3.20)
by (2.2.22). Thus we have
chU⊗V = chU · chV . (5.3.21)
For any λ ∈ Λ+, the space V (λ) is the finite-dimensional irreducible module with highest
weight λ. By (5.2.41) and (5.2.42), we have
m
V (λ)
(σ(µ)) = m
V (λ)
(µ) for σ ∈ W , µ ∈ Λ, (5.3.22)
which is equivalent to:
σ(chV (λ)) = chV (λ) for σ ∈ W . (5.3.23)
So chV (λ) is W -invariant.
Remark 5.3.2. We can treat εµ as the following function on H :
εµ(h) = e
µ(h) for h ∈ H. (5.3.24)
If V is a finite-dimensional G -module, then
chV (h) = tr e
h for h ∈ H. (5.3.25)
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5.4 Weyl’s Character Formula
In this section, we continue to study the characters of finite-dimensional irreducible mod-
ules of a finite-dimensional semisimple Lie algebra G . In particular, we prove Weyl’s
character formula and use it to prove the tensor formula of two finite-dimensional G -
modules.
Pick an orthonormal basis {hi ∈ 1, n} of the Cartan subalgebra H of G with respect to
its Killing form κ. For any α ∈ Φ+, we take ξα ∈ Gα and ζα ∈ G−α such that κ(ξα, ζα) = 1.
Then
ω =
n∑
i=1
h2i +
∑
α∈Φ+
(ξαζα + ζαξα) (5.4.1)
is a quadratic central element of the universal enveloping algebra U(G ); that is,
uω = ωu for u ∈ U(G ) (5.4.2)
(exercise). We call ω a Casimier element. Indeed, for any representation φ of G , φ(ω) = ωφ
the Casimier operator defined in (2.4.4).
Let V be a highest-weight G -module with a highest-weight vector v of weight λ.
According to Lemma 2.5.4, [ξα, ζα] = tα for α ∈ Φ+. Thus
ω(v) = [
n∑
i=1
h2i +
∑
α∈Φ+
ξαζα](v) = [
n∑
i=1
λ(hi)
2 +
∑
α∈Φ+
λ(tα)]v = [(λ, λ) + 2(ρ, λ)]v (5.4.3)
(cf. (3.2.15)). Since V = U(G )(v), (5.4.2) yields
ω|V = [(λ, λ) + 2(ρ, λ)]IdV . (5.4.4)
Suppose that u is a singular vector of V with weight µ. Then we have
ω(u) = [(µ, µ) + 2(ρ, µ)]u. (5.4.5)
Hence
(µ, µ) + 2(ρ, µ) = (λ, λ) + 2(ρ, λ) ∼ (ρ+ µ, ρ+ µ) = (ρ+ λ, ρ+ λ). (5.4.6)
Recall the base Π = {α1, α2, ..., αn}. Given λ ∈ H∗, we denote
Bλ = {µ ∈ λ−
n∑
i=1
Nαi | µ 6= λ, (ρ+ µ, ρ+ µ) = (ρ+ λ, ρ+ λ)}, (5.4.7)
where N is the additive semigroup of nonnegative integers. The nondegeneracy of the bi-
linear form (·, ·) (cf. Theorem 2.1.2 and (2.6.35)) implies that Bλ is a finite set. Moreover,
Bλ′ ⊂ Bλ for λ′ ∈ Bλ. (5.4.8)
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Let V be a highest weight G -module with the highest weight λ. We define m
V
= 0 if
Bλ = ∅ and otherwise,
m
V
=
∑
µ∈Bλ
dimVµ. (5.4.9)
Lemma 5.4.1. A highest weight G -module V with highest weight λ has a sequence of
submodules:
V0 = {0} ⊂ V1 ⊂ V2 ⊂ · · · ⊂ Vr = V (5.4.10)
such that Vr/Vr−1 = V (λ) and
Vi/Vi−1 ∼= V (µi) with µi ∈ Bλ for i ∈ 1, r − 1. (5.4.11)
Proof. Suppose that V has a proper nonzero submodule U , which is also a weight
module. Let 0 6= v ∈ U be a weight vector with weight µ = λ −∑ni=1miαi, where
Π = {α1, α2, ..., αn}. Denote
m =
n∑
i=1
mi. (5.4.12)
Take 0 6= ξi ∈ Gαi for i ∈ 1, n. Since Vλ 6⊂ U ,
ξi1ξi2 · · · ξim(v) = 0 for ir ∈ 1, n. (5.4.13)
If v is not a singular vector, then there exist j1, ..., js ∈ 1, n such that ξj1ξj2 · · · ξjs(v) ∈ U
is a singular vector by (5.4.14). So U has a singular vector u with weight µ ∈ Bλ.
If m
V
= 0, then V has a unique singular vector up to a scalar. Thus V = V (λ) is
irreducible and the lemma holds. Suppose that it holds for V with m
V
< k. Assume that
m
V
= k and V is not irreducible. Take a singular vector u of V with weight µ ∈ Bλ. Set
W = U(G−)u. (5.4.14)
Now both V/W and W are highest weight modules with m
V/W
, m
W
< k. Moreover,
µ ∈ Bλ. By assumption, W has a sequence of submodules
W0 = {0} ⊂W1 ⊂ · · · ⊂Wr1 = W (5.4.15)
such that Wi/Wi−1 ∼= V (µi) with µi ∈ Bµ for i ∈ 1, r1 − 1 and Wr1/Wr1−1 ∼= V (µ).
Furthermore, V contains a sequence of submodules
V ′0 = W ⊂ V ′1 ⊂ · · · ⊂ V ′r2 = V (5.4.16)
such that
V ′r2/V
′
r2−1
∼= (V ′r2/W )/(V ′r2−1/W ) ∼= V (λ) (5.4.17)
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and
V ′j /V
′
j−1
∼= (V ′j /W )/(V ′j−1/W ) ∼= V (µ′j) (5.4.18)
with µ′j ∈ Bλ for j ∈ 1, r2. Now the sequence:
W0 = {0} ⊂W1 ⊂ · · · ⊂Wr1 = W ⊂ V ′1 ⊂ · · · ⊂ V ′r2 = V (5.4.19)
is the required. ✷
By the above lemma,
chV =
r∑
i=1
chVi/Vi−1 = chV (λ) +
r−1∑
i=1
chV (µi) (5.4.20)
with µi ∈ Bλ. In particular,
chM(λ) = chV (λ) +
∑
µ∈Bλ
c(λ, µ)chV (µ), c(λ, µ) ∈ N, (5.4.21)
for any λ ∈ H∗.
Fix λ ∈ H∗. If µ ∈ Bλ is minimal with respect to “✁” in (3.4.49), then Bµ = ∅. So
M(µ) = V (µ), which implies chM(µ) = chV (µ). If µ is not minimal, we have
chV (µ) = chM(µ) −
∑
µ′∈Bµ
c(µ, µ′)chV (µ′). (5.4.22)
By induction,
chV (µ) = chM(µ) +
∑
µ′∈Bµ
d(µ, µ′)chM(µ′), d(µ, µ
′) ∈ Z. (5.4.23)
In particular,
chV (λ) = chM(λ) +
∑
µ∈Bλ
a(µ)chM(µ), a(µ) ∈ Z. (5.4.24)
Thus
q ∗ chV (λ) = ελ+ρ +
∑
µ∈Bλ
a(µ)εµ+ρ (5.4.25)
by (5.3.17).
Note that Lemma 3.2.10 implies
σ(q) = (−1)ℓ(σ)q for σ ∈ W . (5.4.26)
In fact,
sn(σ) = the determinant of σ = (−1)ℓ(σ). (5.4.27)
So
σ(q) = sn(σ)q for σ ∈ W . (5.4.28)
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Observe that W is an automorphism subgroup of the algebra (X (H∗), ∗). Suppose
λ ∈ Λ+. Then chV (λ) is W -invariant. Applying σ ∈ W to (5.4.25), we obtain
sn(σ)(ελ+ρ +
∑
µ∈Bλ
a(µ)εµ+ρ)
= σ(q) ∗ σ(chV (λ)) = σ(q ∗ chV (λ))
= εσ(λ+ρ) +
∑
µ∈Bλ
a(µ)εσ(µ+ρ). (5.4.29)
On the other hand, if µ ∈ Bλ and ρ+ µ ∈ Λ+, then
(ρ+ λ, ρ+ λ)− (ρ+ µ, ρ+ µ) = (ρ, λ− µ) + (λ, λ− µ) + (ρ+ µ, λ− µ) > 0, (5.4.30)
which contradicts (5.4.7). Thus
{ρ+ µ | µ ∈ Bλ}
⋂
Λ+ = ∅. (5.4.31)
For any µ′ ∈ Bλ, there exists σ ∈ W such that σ(ρ + µ′) ∈ Λ+ by Lemma 3.2.13. Then
(5.4.29) and (5.4.31) imply
σ(ρ+ µ′) = ρ+ λ and a(µ′) = sn(σ). (5.4.32)
Since λ + ρ is strongly dominant (regular), {σ(λ+ ρ) | σ ∈ W } are distinct by Theorem
3.2.9 (e). Observe that sn(σ) = sn(σ−1). Therefore, we have:
Theorem 5.4.2 (Weyl). For λ ∈ Λ+,
q ∗ chV (λ) =
∑
σ∈W
sn(σ)εσ(λ+ρ). (5.4.33)
Taking λ = 0 in the above equation, we get the Weyl denominator identity:∏
α∈Φ+
(εα/2 − ε−α/2) =
∑
σ∈W
sn(σ)εσ(ρ). (5.4.34)
Example 5.4.1. Let n > 1 be a integer and let E be the Euclidean space with a
basis {ε1, ε2, ..., εn} such that (εi, εj) = δi,j. The root system of sl(n,C) and a base are as
follows:
Φ = {εi − εj | i, j ∈ 1, n, i 6= j}, Π = {εi − εi+1 | i ∈ 1, n− 1}. (5.4.35)
Denote
Λ+1 = {
n−1∑
i=1
miεi | mi ∈ N, m1 ≥ m2 ≥ · · · ≥ mn−1}. (5.4.36)
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Define
|µ| =
n−1∑
i=1
mi for µ =
n−1∑
i=1
miεi ∈ Λ+1 (5.4.37)
and
1 =
n∑
i=1
εi. (5.4.38)
Then
Λ+ =
{
µ− |µ|
n
1 | µ ∈ Λ+1
}
(5.4.39)
(exercise, cf. (3.4.11)-(3.4.14)). In particular,
ρ =
1
2
∑
1≤i≤j≤n
(εi − εj) = 1
2
n∑
i=1
(n+ 1− 2i)εi =
n−1∑
i=1
(n− i)εi − n− 1
2
1. (5.4.40)
As we showed in Example 3.2.1, the Weyl group of sl(n,C) isomorphic to the permutation
group Sn on {1, 2, ..., n}. Note
σ(εi) = εσ(i) for i ∈ 1, n, σ ∈ Sn. (5.4.41)
Denote
xi = εεi for i ∈ 1, n. (5.4.42)
Moreover, we write
xµ = xa11 x
a2
2 · · ·xann for µ =
n∑
i=1
aiεi ∈ H∗. (5.4.43)
So we can treat
εµ = x
µ. (5.4.44)
Thus
σ(xa11 x
a2
2 · · ·xann ) = xa1σ(1)xa2σ(2) · · ·xanσ(n) for σ ∈ Sn, ai ∈ C. (5.4.45)
In particular,
σ(xa1) = σ(xa1x
a
2 · · ·xan) = xa1 for σ ∈ Sn. (5.4.46)
Now
q =
∏
1≤i<j≤n
(x
1/2
i x
−1/2
j − x−1/2i x1/2j ) = [
∏
1≤i<j≤n
(xixj)
−1/2][
∏
1≤i<j≤n
(xi − xj)]
= x−(n−1)1/2
∏
1≤i<j≤n
(xi − xj) (5.4.47)
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and ∑
σ∈W
sn(σ)εσ(ρ) =
∑
σ∈Sn
sn(σ)σ(x−(n−1)1/2xn−11 x
n−2
2 · · ·xn−1)
= x−(n−1)1/2
∑
σ∈Sn
sn(σ)xn−1σ(1)x
n−2
σ(2) · · ·xσ(n−1)
= x−(n−1)1/2
∣∣∣∣∣∣∣∣∣
xn−11 x
n−1
2 · · · xn−1n
xn−21 x
n−2
2 · · · xn−2n
...
...
...
...
1 1 · · · 1
∣∣∣∣∣∣∣∣∣ (5.4.48)
by (5.4.40). So the Weyl denominator identity (5.4.34) is equivalent to the identity of
Vandermonde determinant:
∏
1≤i<j≤n
(xi − xj) =
∣∣∣∣∣∣∣∣∣
xn−11 x
n−1
2 · · · xn−1n
xn−21 x
n−2
2 · · · xn−2n
...
...
...
...
1 1 · · · 1
∣∣∣∣∣∣∣∣∣ . (5.4.49)
For µ =
∑n−1
i=1 miεi ∈ Λ+1 , the Schur’s symmetric polynomial
s(µ) =
∑
σ∈Sn
sn(σ)xm1+n−1σ(1) x
m2+n−2
σ(2) · · ·xmn−1σ(n−1)∏
1≤i<j≤n(xi − xj)
=
1∏
1≤i<j≤n(xi − xj)
∣∣∣∣∣∣∣∣∣
xm1+n−11 x
m1+n−1
2 · · · xm1+n−1n
xm2+n−21 x
m2+n−2
2 · · · xm2+n−2n
...
...
...
...
x
mn−1
1 x
mn−1
2 · · · xmn−1n
∣∣∣∣∣∣∣∣∣ . (5.4.50)
Let λ = µ − |µ|1/n ∈ Λ+ with µ ∈ Λ+1 . By (5.4.33), (5.4.40), (5.4.46), (5.4.47) and
(5.4.50),
chV (λ) = x
−|µ|1/ns(µ). (5.4.51)
Let λ′, λ′′ ∈ Λ+. Since V (λ′)⊗ V (λ′′) is completely reducible,
chV (λ′) ∗ chV (λ′′) =
∑
λ∈Λ+
n(λ)chV (λ), n(λ) ∈ N. (5.4.52)
Our goal is to find a formula for n(λ). Multiplying q to both sides of the above equation,
we get
chV (λ′) ∗ (
∑
σ∈W
sn(σ)εσ(λ′′+ρ)) =
∑
λ∈Λ+
∑
σ∈W
n(λ)sn(σ)εσ(λ+ρ) (5.4.53)
by (5.4.33).
For any µ ∈ Λ, we define
W (µ)
⋂
Λ+ = {µ¯} (5.4.54)
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by Lemma 3.2.12 and
Wµ = {σ ∈ W | σ(µ) = µ}. (5.4.55)
If Wµ 6= {1}, then µ is not regular by Theorem 3.2.9 (e). Thus there exists α ∈ Φ such
that (µ, α) = 0. Hence σα ∈ Wµ. Note sn(σα) = −1, Wµ = Wµσα and so∑
τ∈Wµ
sn(τ) =
∑
τ∈Wµ
sn(τσα) =
∑
τ∈Wµ
sn(τ)sn(σα) = −
∑
τ∈Wµ
sn(τ). (5.4.56)
Thus ∑
τ∈Wµ
sn(τ) = 0. (5.4.57)
Write
W =
r⋃
i=1
τiWµ, τiτ
−1
j 6∈ Wµ if i 6= j. (5.4.58)
Then∑
σ∈W
sn(σ)εσ(µ) =
r∑
i=1
∑
τ∈Wµ
sn(τiτ)ετi(µ) =
r∑
i=1
(
∑
τ∈Wµ
sn(τ))sn(τi)ετi(µ) = 0. (5.4.59)
Define
ψ(µ) =
{
0 if Wµ 6= {1}
sn(σ) if Wµ = {1} and σ(µ) = µ¯ for µ ∈ Λ. (5.4.60)
Since
m
V (λ′)
(σ(µ)) = m
V (λ′)
(µ) for σ ∈ W , µ ∈ S(λ′), (5.4.61)
we have
chV (λ′) =
∑
µ∈S(λ′)
m
V (λ′)
(µ)εσ(µ) for σ ∈ W . (5.4.62)
So
chV (λ′) ∗ (
∑
σ∈W
sn(σ)εσ(λ′ ′+ρ)) =
∑
µ∈S(λ′)
∑
σ∈W
m
V (λ′)
(µ)sn(σ)εσ(λ′ ′+ρ+µ). (5.4.63)
Note that Wλ′′+ρ+µ = {1} if and only if λ′′ + ρ+ µ ∈ Λ+ + ρ. Comparing the coefficients
of ελ+ρ in (5.4.53) and using (5.4.59), we get:
Theorem 5.4.3. For λ′, λ′′ ∈ Λ+,
chV (λ′) ∗ chV (λ′′) =
∑
µ∈S(λ′), λ′′+ρ+µ∈Λ++ρ
m
V (λ′)
(µ)ψ(λ′
′
+ ρ+ µ)ch
V (λ′′+ρ+µ−ρ)
. (5.4.64)
Exercise:
Calculate (5.4.64) for sl(n,C) with λ′ = λ1 and λ′
′ = λ2.
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5.5 Dimensional Formula
In this section, we find the dimensional formula of a finite-dimensional irreducible module
of the finite-dimensional semisimple Lie algebra G .
For α ∈ Φ+, we define ∂α ∈ DerX (H∗) by:
∂α(ελ) = (λ, α)ελ for λ ∈ H∗, (5.5.1)
where (α, λ) = κ(tα, tλ). Set
∂ =
∏
α∈Φ+
∂α. (5.5.2)
Note that
∂(
∑
σ∈W
sn(σ)εσ(λ+ρ)) =
∑
σ∈W
sn(σ)
∏
α∈Φ+
(σ(λ+ ρ), α)εσ(λ+ρ)
=
∑
σ∈W
sn(σ)
∏
α∈Φ+
(λ+ ρ, σ−1(α))εσ(λ+ρ)
=
∑
σ∈W
∏
α∈Φ+
(λ+ ρ, α)εσ(λ+ρ)
=
∏
α∈Φ+
(λ+ ρ, α)
∑
σ∈W
εσ(λ+ρ) (5.5.3)
by Lemma 3.2.10.
If f =
∑
µ∈H∗ aµεµ ∈ X (H∗) has only finite number of aµ 6= 0, we define
(f) =
∑
µ∈H∗
aµ. (5.5.4)
If g ∈ X (H∗) has the same property as f , then
(f ∗ g) = (f)(g). (5.5.5)
In particular,
[∂(
∑
σ∈W
sn(σ)εσ(λ+ρ))] = |W |
∏
α∈Φ+
(λ+ ρ, α) (5.5.6)
by (5.5.3). Taking λ = 0, we have
(∂(q)) = |W |
∏
α∈Φ+
(ρ, α) (5.5.7)
by (5.4.33).
On the other hand, q =
∏
β∈Φ+(εβ/2 − ε−β/2). If S is a proper subset of Φ+, then
(
∏
α∈S ∂α)(q) is a sum of the terms with a factor (εβ/2 − ε−β/2) for some β ∈ Φ. Since
(εβ/2 − ε−β/2) = 0, we have
((
∏
α∈S
∂α)(q)) = 0 (5.5.8)
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by (5.5.5). This shows
(∂(q ∗ chV (λ))) = (∂(q))(chV (λ)) = |W |[
∏
α∈Φ+
(ρ, α)] dimV (λ). (5.5.9)
Expressions (5.4.33), (5.5.6) and (5.5.9) yield:
Theorem 5.5.1. For λ ∈ Λ+,
dim V (λ) =
∏
α∈Φ+(λ+ ρ, α)∏
α∈Φ+(ρ, α)
=
∏
α∈Φ+〈λ+ ρ, α〉∏
α∈Φ+〈ρ, α〉
. (5.5.10)
Example 5.5.1. As in Example 3.4.1, the simple roots of sl(n,C) are:
αi = εi − εi+1 for i ∈ 1, n− 1. (5.5.11)
The positive roots:
εi − εj =
j−1∑
r=i
αr for 1 ≤ i < j ≤ n. (5.5.12)
For λ =
∑n−1
i=1 miλi ∈ Λ+, we have
〈λ+ ρ, εi − εj〉 =
j−1∑
r=i
mr + j − i. (5.5.13)
Thus
dimV (λ) =
∏
1≤i<j≤n
∑j−1
r=i mr + j − i
j − i . (5.5.14)
Part II
Explicit Representations
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Chapter 6
Representations of Special Linear
Algebras
In this chapter, we give various explicit representations of special linear Lie algebras. In
Section 6.1, we present a fundamental lemma of solving flag partial differential equations
for polynomial solutions, which was due to our work [X16]. In Section 6.2, we talk about
the canonical bosonic oscillator representations and fermionic oscillator representations
of special linear Lie algebras over their minimal natural modules and minimal orthogonal
modules. In Section 6.3, we give a general set-up of noncanonical oscillator representations
of special linear Lie algebras and Howe’s result on the representations obtained from the
canonical bosonic oscillator representations over minimal modules by partially swapping
differential operators and multiplication operators (cf. [Hr4]). Sections 6.4, 6.5 and 6.6
are devoted to determining the structure of the noncanonical oscillator representations
obtained from the canonical bosonic oscillator representations over minimal orthogonal
modules by partially swapping differential operators and multiplication operators, which
are generalizations of the classical theorem on harmonic polynomials. The results in Sec-
tions 6.4, 6.5 and 6.6 were due to Luo and the author [LX1]. In Section 6.7, we construct a
functor from the category of An−1-modules to the category of An-modules, which is related
to n-dimensional projective transformations. This work was due to Zhao and the author
[ZX]. As a consequence of Section 6.7, we obtain a one-parameter family of inhomogeneous
first-order differential operator representations of special linear Lie algebras. By partially
swapping differential operators and multiplication operators, we obtain in Section 6.8
more general differential operator representations. Letting these differential operators act
on the corresponding polynomial algebra and the space of exponential-polynomial func-
tions, we construct multi-parameter families of explicit infinite-dimensional irreducible
representations. These results are taken from our work [X25].
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6.1 Fundamental Lemma on Polynomial Solutions
In this section, we present a fundamental lemma of solving for polynomial solutions of lin-
ear partial differential equations. In terms of representations, it will be useful in obtaining
a basis for irreducible oscillator representations.
Lemma 6.1.1. Let B be a commutative associative algebra and let A be a free B-
module generated by a filtrated subspace V =
⋃∞
r=0 Vr (i.e., Vr ⊂ Vr+1). Let T1 be a linear
operator on B ⊕A with a right inverse T−1 such that
T1(B), T
−
1 (B) ⊂ B, T1(ζ1ζ2) = T1(ζ1)ζ2, T−1 (ζ1ζ2) = T−1 (ζ1)ζ2 (6.1.1)
for ζ1 ∈ B, ζ2 ∈ V , and let T2 be a linear operator on A such that T2(V0) = {0},
T2(Vr+1) ⊂ BVr, T2(fζ) = fT2(ζ) for r ∈ N, f ∈ B, ζ ∈ A . (6.1.2)
Then we have
{f ∈ A | (T1 + T2)(f) = 0}
= Span{
∞∑
i=0
(−T−1 T2)i(hg) | g ∈ V, h ∈ B; T1(h) = 0}, (6.1.3)
where the summation is finite due to (6.1.2). Moreover, the operator
∑∞
i=0(−T−1 T2)iT−1
is a right inverse of T1 + T2.
Proof. For h ∈ B such that T1(h) = 0 and g ∈ V , we have
(T1 + T2)(
∞∑
i=0
(−T−1 T2)i(hg))
= T1(hg)−
∞∑
i=1
T1[T
−
1 T2(−T−1 T2)i−1(hg)] +
∞∑
i=0
T2[(−T−1 )i(hg)]
= T1(h)g −
∞∑
i=1
(T1T
−
1 )T2(−T−1 T2)i−1(hg) +
∞∑
i=0
T2(−T−1 T2)i(hg)
= −
∞∑
i=1
T2(−T−1 T2)i−1(hg) +
∞∑
i=0
T2(−T−1 T2)i(hg) = 0 (6.1.4)
by (6.1.1). Set V−1 = {0}. For k ∈ N, we take {ψi | i ∈ Ik} ⊂ Vk such that
{ψi + Vk−1 | i ∈ Ik} forms a basis of Vk/Vk−1, (6.1.5)
where Ik is an index set. Let
A (m) = BVm =
m∑
s=0
∑
i∈Is
Bψi. (6.1.6)
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Obviously,
T1(A
(m)), T−1 (A
(m)), T2(A
(m+1)) ⊂ A (m) for m ∈ N (6.1.7)
by (6.1.1) and (6.1.2), and
A =
∞⋃
m=0
A (m). (6.1.8)
Suppose φ ∈ A (m) such that (T1 + T2)(φ) = 0. If m = 0, then
φ =
∑
i∈I0
hiψi, hi ∈ B. (6.1.9)
Now
0 = (T1 + T2)(φ) =
∑
i∈I0
T1(hi)ψi +
∑
i∈I0
hiT2(ψi) =
∑
i∈I0
T1(hi)ψi, (6.1.10)
Since T1(hi) ∈ B by (6.1.1) and A is a free B-module generated by V , we have T1(hi) = 0
for i ∈ I0. Denote by S the right hand side of the equation (6.1.3). Then
φ =
∑
i∈I0
∞∑
m=0
(−T−1 T2)m(hiψi) ∈ S . (6.1.11)
Suppose m > 0. We write
φ =
∑
i∈Im
hiψi + φ
′, hi ∈ B, φ′ ∈ A (m−1). (6.1.12)
Then
0 = (T1 + T2)(φ) =
∑
i∈Im
T1(hi)ψi + T1(φ
′) + T2(φ). (6.1.13)
Since T1(φ
′) + T2(φ) ∈ A (m−1), we have T1(hi) = 0 for i ∈ Im. Now
φ−
∑
i∈Im
∞∑
k=0
(−T−1 T2)k(hiψi) = φ′ −
∑
i∈Im
∞∑
k=1
(−T−1 T2)k(hiψi) ∈ A (m−1) (6.1.14)
and (6.1.4) implies
(T1 + T2)(φ−
∑
i∈Im
∞∑
k=0
(−T−1 T2)k(hiψi)) = 0. (6.1.15)
By induction on m,
φ−
∑
i∈Im
∞∑
k=0
(−T−1 T2)k(hiψi) ∈ S . (6.1.16)
Therefore, φ ∈ S .
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For any f ∈ A , we have:
(T1 + T2)(
∞∑
i=0
(−T−1 T2)iT−1 )(f)
= f −
∞∑
i=1
T2(−T−1 T2)i−1T−1 (f) +
∞∑
i=0
T2(−T−1 T2)iT−1 (f) = f. (6.1.17)
Thus the operator
∑∞
i=0(−T−1 T2)iT−1 is a right inverse of T1 + T2. ✷
We remark that the above operator T1 and T2 may not commute.
Define
xα = xα11 x
α2
2 · · ·xαnn for α = (α1, ..., αn) ∈ N n. (6.1.18)
Moreover, we denote
ǫi = (0, ..., 0,
i
1, 0, ..., 0) ∈ N n. (6.1.19)
For each i ∈ 1, n, we define the linear operator ∫
(xi)
on A by:∫
(xi)
(xα) =
xα+ǫi
αi + 1
for α ∈ N n. (6.1.20)
Furthermore, we let
∫ (0)
(xi)
= 1,
∫ (m)
(xi)
=
m︷ ︸︸ ︷∫
(xi)
· · ·
∫
(xi)
for 0 < m ∈ Z (6.1.21)
and denote
∂α = ∂α1x1 ∂
α2
x2
· · ·∂αnxn ,
∫ (α)
=
∫ (α1)
(x1)
∫ (α2)
(x2)
· · ·
∫ (αn)
(xn)
for α ∈ N n. (6.1.22)
Obviously,
∫ (α)
is a right inverse of ∂α for α ∈ N n. We remark that ∫ (α) ∂α 6= 1 if α 6= 0
due to ∂α(1) = 0.
Consider the wave equation in Riemannian space with a nontrivial conformal group
(cf. [I1]):
utt − ux1x1 −
n∑
i,j=2
gi,j(x1 − t)uxixj = 0, (6.1.23)
where we assume that gi,j(z) are one-variable polynomials. Change variables:
z0 = x1 + t, z1 = x1 − t. (6.1.24)
Then
∂2t = (∂z0 − ∂z1)2, ∂2x1 = (∂z0 + ∂z1)2. (6.1.25)
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So the equation (6.1.23) changes to:
2∂z0∂z1 +
n∑
i,j=2
gi,j(z1)uxixj = 0. (6.1.26)
Denote
T1 = 2∂z0∂z1 , T2 =
n∑
i,j=2
gi,j(z1)∂xi∂xj . (6.1.27)
Take T−1 =
1
2
∫
(z0)
∫
(z1)
, and
B = F[z0, z1], V = F[x2, ..., xn], Vr = {f ∈ V | deg f ≤ r}. (6.1.28)
Then the conditions in Lemma 6.1.1 hold. Thus we have:
Theorem 6.1.2. The space of all polynomial solutions for the equation (6.1.23) is:
Span {
∞∑
m=0
(−2)−m(
n∑
i,j=2
∫
(z0)
∫
(z1)
gi,j(z1)∂xi∂xj)
m(f0g0 + f1g1)
| f0 ∈ F[z0], f1 ∈ F[z1], g0, g1 ∈ F[x2, ..., xn]} (6.1.29)
with z0, z1 defined in (6.1.24).
Let m1, m2, ..., mn be positive integers. According to Lemma 6.1.1, the set
{
∞∑
k2,...,kn=0
(−1)k2+···+kn
(
k2 + · · ·+ kk
k2, ..., kn
)∫ ((k2+···+kn)m1)
(x1)
(xℓ11 )
×∂k2m2x2 (xℓ22 ) · · ·∂knmnxn (xℓnn ) | ℓ1 ∈ 0, m1 − 1, ℓ2, ..., ℓn ∈ N} (6.1.30)
forms a basis of the space of polynomial solutions for the equation
(∂m1x1 + ∂
m2
x2 + · · ·+ ∂mnxn )(u) = 0 (6.1.31)
in A .
Next we give an example of applying Lemma 6.1.1 iteratively . Let
fi ∈ F[x1, ..., xi] for i ∈ 1, n− 1. (6.1.32)
Consider the equation:
(∂m1x1 + f1∂
m2
x2
+ · · ·+ fn−1∂mnxn )(u) = 0 (6.1.33)
Denote
d1 = ∂
m1
x1
, dr = ∂
m1
x1
+ f1∂
m2
x2
+ · · ·+ fr−1∂mrxr for r ∈ 2, n. (6.1.34)
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We will successively apply Lemma 6.1.1 with T1 = dr, T2 = fr∂
mr+1
xr+1
and B = F[x1, ..., xr],
V = F[xr+1],
Vk =
k∑
s=0
Fxsr+1. (6.1.35)
Take a right inverse d−1 =
∫ (m1)
(x1)
. Suppose that we have found a right inverse d−s of ds for
some s ∈ 1, n− 1 such that
xid
−
s = d
−
s xi, ∂xid
−
s = d
−
s ∂xi for i ∈ s+ 1, n. (6.1.36)
Lemma 6.1.1 enables us to take
d−s+1 =
∞∑
i=0
(−d−s fs)id−s ∂ims+1xs+1 (6.1.37)
as a right inverse of ds+1. Obviously,
xid
−
s+1 = d
−
s+1xi, ∂xid
−
s+1 = d
−
s+1∂xi for i ∈ s+ 2, n (6.1.38)
according to (6.1.34). By induction, we have found a right inverse d−s of ds such that
(6.1.36) holds for each s ∈ 1, n.
We set
Sr = {g ∈ F[x1, ..., xr] | dr(g) = 0} for r ∈ 1, k. (6.1.39)
By (6.1.34),
S1 =
m1−1∑
i=0
Fxi1. (6.1.40)
Suppose that we have found Sr for some r ∈ 1, n− 1. Given h ∈ Sr and ℓ ∈ N, we define
σr+1,ℓ(h) =
∞∑
i=0
(−d−r fr)i(h)∂imr+1xr+1 (xℓr+1), (6.1.41)
which is actually a finite summation. Lemma 6.1.1 says
Sr+1 =
∞∑
ℓ=0
σr+1,ℓ(Sr). (6.1.42)
By induction, we obtain:
Theorem 6.1.3. The set
{σn,ℓnσn−1,ℓn−1 · · ·σ2,ℓ2(xℓ11 ) | ℓ1 ∈ 0, m1 − 1, ℓ2, ..., ℓn ∈ N} (6.1.43)
forms a basis of the polynomial solution space Sn of the partial differential equation
(6.1.33).
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6.2 Canonical Oscillator Representations
In this section, we present the canonical oscillator representations of special linear Lie
algebras.
Recall that we denote by Ei,j the square matrix with 1 as its (i, j)-entry and 0 as the
others. The special linear Lie algebra
sl(n,F) =
∑
1≤i<j≤n
(FEi,j + FEj,i) +
n−1∑
r=1
C(Er,r −Er+1,r+1) (6.2.1)
with the Lie bracket:
[A,B] = AB −BA for A,B ∈ sl(n,F). (6.2.2)
Set
hi = Ei,i − Ei+1,i+1, i = 1, 2, ..., n− 1. (6.2.3)
The subspace
H =
n−1∑
i=1
Fhi (6.2.4)
forms a Cartan subalgebra of sl(n,F). We choose
{Ei,j | 1 ≤ i < j ≤ n} as positive root vectors. (6.2.5)
In particular, we have
{Ei,i+1 | i = 1, 2, ..., n− 1} as positive simple root vectors. (6.2.6)
Accordingly,
{Ei,j | 1 ≤ j < i ≤ n} are negative root vectors (6.2.7)
and we have
{Ei+1,i | i = 1, 2, ..., n− 1} as negative simple root vectors. (6.2.8)
In particular,
sl(n,F)+ =
∑
1≤i<j≤n
FEi,j and sl(n,F)− =
∑
1≤i<j≤n
FEj,i (6.2.9)
are the nilpotent subalgebra of positive root vectors and the nilpotent subalgebra of
negative root vectors, respectively. Recall that an sl(n,F)-module V is called a weight
module if for any h ∈ H , h|V is diagonalizable. A singular vector of v of V is a weight
vector annihilated by the elements in sl(n,F)+. The fundamental weights λi ∈ H∗ are
λi(hr) = δi,r. (6.2.10)
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For α = (α1, α2, ..., αn) ∈ N n, we define
|α| =
n∑
i=1
αn. (6.2.11)
Denote A = F[x1, x2, ..., xn]. Define a representation of sl(n,F) on A by:
Ei,j |A = xi∂j for i, j ∈ 1, n. (6.2.12)
For any nonnegative integer m, we set
Am = Span {xα | α ∈ N n, |α| = m}. (6.2.13)
Note that a polynomial f ∈ A is a solution of the system
0 = Ei,i+1(f) = xi∂xi+1(f) for i ∈ 1, n− 1 (6.2.14)
if and only if f is a one-variable polynomial in x1. For m ∈ N, Am is a finite-dimensional
sl(n,F)-module and it has a unique singular vector xm1 up to scalar multiple. Since Am
is weight module and any submodule must contain a singular vector, we obtain:
Proposition 6.2.1. The subspace Am is an irreducible sl(n,F)-module with highest
weight mλ1.
Let Ψ be the exterior algebra generated by {θ1, θ2, ..., θn}; that is, an associative algebra
with the defining relations:
θiθj = −θjθi. (6.2.15)
Set
Ψr = Span {θi1θi2 · · · θir | i1, ..., ir ∈ 1, n} (6.2.16)
For each i ∈ 1, n, we define a linear transformation ∂θi by:
∂θi(θj) = δi,j (6.2.17)
and
∂θi(θj1 · · · θjr) =
r∑
s=1
(−1)s−1θj1 · · · θjs−1∂θi(θjs)θjs+1 · · · θjr . (6.2.18)
Now sl(n,F) has a representation on Ψ defined by:
Ei,j|Ψ = θi∂θj . (6.2.19)
Observe that θ1θ2 · · · θr is a singular vector of Ψr and
θi1θi2 · · · θir = Ei1,1Ei2,2 · · ·Eir,r(θ1θ2 · · · θr) (6.2.20)
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for any 1 ≤ i1 < i2 < · · · < ir ≤ n. So Ψr is an sl(n,F)-module generated by θ1θ2 · · · θr.
Proposition 6.2.2. The subspace Ψr forms an irreducible sl(n,F)-module with highest
weight λr.
Let
Q = F(x1, ..., xn, y1, ..., yn), (6.2.21)
the space of rational functions in x1, ..., xn, y1, ..., yn. Define the bosonic orthogonal oscil-
lator representation of sl(n,F) on Q via
Ei,j |Q = xi∂xj − yj∂yi for i, j ∈ 1, n. (6.2.22)
Set
η =
n∑
i=1
xiyi. (6.2.23)
Then
ξ(η) = 0 for ξ ∈ sl(n,F). (6.2.24)
Lemma 6.2.3. Any singular function in Q is a rational function in x1, yn, η.
Proof. Let f ∈ Q be a singular function. We can write
f = g(x1, ..., xn−1, η, y1, ..., yn) (6.2.25)
as a rational functions in x1, ..., xn−1, η, y1, ..., yn. By (6.2.23) and (6.2.24), we have:
Ei,n(f) = (xi∂xn − yn∂yi)(g) = yngyi = 0 for i ∈ 1, n− 1, (6.2.26)
or equivalently,
gyi = 0 for i ∈ 1, n− 1. (6.2.27)
Thus (6.2.22), (6.2.24) and (6.2.27) imply
E1,i(g) = (x1∂xi − yi∂y1)(g) = x1gxi = 0 for i ∈ 2, n− 1; (6.2.28)
that is,
gxi = 0 for i ∈ 2, n− 1, (6.2.29)
Therefore, g is independent of x2, ..., xn−1 and y1, ..., yn−1. ✷
Denote B = F[x1, ..., xn, y1, ..., yn] ⊂ Q. Set
Bℓ1,ℓ2 =
∑
α,β∈N n; |α|=ℓ1, |β|=ℓ2
Fxαyβ for ℓ1, ℓ2 ∈ N. (6.2.30)
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Then Bℓ1,ℓ2 is a finite-dimensional sl(n,F)-submodule by (6.2.22) andB =
⊕∞
ℓ1,ℓ2=0
Bℓ1,ℓ2.
The function xℓ11 y
ℓ2
n is a singular function of weight ℓ1λ1+ ℓ2λn−1. According to the above
lemma, any singular polynomial in Bℓ1,ℓ2 must be of the form ax
ℓ1−i
1 y
ℓ2−i
n η
i for some
0 6= a ∈ F and i ∈ N. Define
Vℓ1,ℓ2 = the submodule generated by x
ℓ1
1 y
ℓ2
n . (6.2.31)
Since Bℓ1,ℓ2 is a weight module, Weyl’s Theorem 2.3.6 of complete reducibility implies that
Bℓ1,ℓ2 is a direct sum of its irreducible submodules, which are generated by its singular
polynomials. So Vℓ1,ℓ2 is an irreducible highest weight module with the highest weight
ℓ1λ1 + ℓ2λn−1 and
Bℓ1,ℓ2 = Vℓ1,ℓ2 ⊕ ηBℓ1−1,ℓ2−1 (6.2.32)
as a direct sum of two sl(n,F)-submodules, where we treat Vi,j = {0} if {i, j} 6⊂ N.
Denote
∆ =
n∑
i=1
∂xi∂yi . (6.2.33)
It can be verified that
ξ∆ = ∆ξ for ξ ∈ sl(n,F), (6.2.34)
as operators on Q. Set
Hℓ1,ℓ2 = {f ∈ Bℓ1,ℓ2 | ∆(f) = 0} (6.2.35)
Since ∆(xℓ11 y
ℓ2
n ) = 0, we have
Vℓ1,ℓ2 ⊂ Hℓ1,ℓ2 (6.2.36)
by (6.2.31) and (6.2.34). On the other hand,
Bℓ1,ℓ2 =
∞⊕
i=0
ηiVℓ1−i,ℓ2−i (6.2.37)
by (6.2.32) and induction. Note
∆η = n + η∆+
n∑
i=1
(xi∂xi + yi∂yi) (6.2.38)
as operators on Q. Thus
∆(ηig) =
i∑
r=1
(n+ ℓ1 + ℓ2 − 2r)(ηi−1g) = i(n + ℓ1 + ℓ2 − i+ 1)ηi−1g (6.2.39)
for i ∈ N+ 1, g ∈ Vℓ1−i,ℓ2−i. Hence
Hℓ1,ℓ2
⋂
ηBℓ1−1,ℓ2−1 = {0}. (6.2.40)
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Therefore,
Vℓ1,ℓ2 = Hℓ1,ℓ2 (6.2.41)
by (6.2.32) and (6.2.36). Now Lemma 6.1.1 gives:
Theorem 6.2.4. The subspace Hℓ1,ℓ2 is an irreducible sl(n,F)-module with highest
weight ℓ1λ1 + ℓ2λn−1. Moreover, it has a basis{
∞∑
i=0
(−1)i (x1y1)
i(
∑n
i=2 ∂xi∂yi)
i(xαyβ)∏i
r=1(α1 + i)(β1 + i)
| α, β ∈ N;α1β1 = 0, |α| = ℓ1, |β| = ℓ2
}
. (6.2.42)
The above result was due to the author [X16]. According to (6.2.38), the space F∆+
F[∆, η] + Fη forms a Lie subalgebra of linear operators on B, which is isomorphic to
sl(2,F). The above result can be interpreted as an (sl(2), sl(n))-Howe duality (cf. [Hr1-
Hr4]).
Consider the exterior algebra Aˇ generated by {θ1, ..., θn, ϑ1, ..., ϑn} (cf. (6.2.15)). We
define the fermionic orthogonal oscillator representation of sl(n,F) on Aˇ by
Ei,j|Aˇ = θi∂θj − ϑj∂ϑi for i, j ∈ 1, n. (6.2.43)
Denote
Θ1 =
n∑
i=1
Fθi, Θ2 =
n∑
i=1
Fϑi. (6.2.44)
For ℓ1, ℓ2 ∈ 1, n, we define
Aˇℓ1,ℓ2 = Θ
ℓ1
1 Θ
ℓ2
2 . (6.2.45)
Then Aˇℓ1,ℓ2 is a finite-dimensional Gˇ -module and
Aˇ =
n⊕
ℓ1,ℓ2=0
Aˇℓ1,ℓ2. (6.2.46)
Moreover, we define an ordering:
θ1 ≺ θ2 ≺ · · · ≺ θn ≺ ϑn ≺ ϑn−1 ≺ · · · ≺ ϑ1. (6.2.47)
On the basis
{θi1 · · · θirϑj1 · · ·ϑjs | r, s ∈ 0, n;
1 ≤ i1 < i2 < · · · < ir ≤ n;n ≥ j1 > j2 > · · · js ≥ 1} (6.2.48)
of Aˇ , we define the partial ordering “≺” lexically.
Write
∆ˇ =
n∑
r=1
∂θr∂ϑr , ηˇ =
n∑
r=1
θrϑr. (6.2.49)
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For r ∈ 1, n, we define
~θr = θ1 · · · θr, ~ϑr = ϑn · · ·ϑr. (6.2.50)
For convenience, we let
~θ0 = 1 = ~ϑn+1. (6.2.51)
It can easily proved that a minimal term of any singular vector in Aˇℓ1,ℓ2 is of the form
~θr~ϑs for some r ∈ 0, n and s ∈ r + 1, n+ 1 or
~θrθr+1 · · · θs1~ϑs2ϑs1 · · ·ϑr+1 (6.2.52)
for some 0 ≤ r < s1 < s2 ≤ n+ 1. By comparing minimal terms, we can prove that
{ηˇℓ~θr~ϑs | 0 ≤ r < s ≤ n + 1; ℓ ∈ 0, s− r − 1; r + ℓ = ℓ1; ℓ+ n− s+ 1 = ℓ2} (6.2.53)
is the set of all sl(n,F)-singular vectors in Aˇℓ1,ℓ2. Let Vr,s be the finite-dimensional irre-
ducible sl(n,F)-submodule generated by ~θr~ϑs ∈ Aˇr,n+1−s. Since Aˇ is a weight module,
Theorem 2.4.5 of Weyl’s complete reducibility gives
Aˇ =
⊕
0≤r<s≤n+1
s−r−1⊕
ℓ=0
ηˇℓVr,s (6.2.54)
is a direct sum of irreducible sl(n,F)-submodules.
Define
Hˇ = {f ∈ Aˇ | ∆ˇ(f) = 0}. (6.2.55)
Note
Er,s∆ˇ = ∆ˇEr,s, Er,sηˇ = ηˇEr,s on Aˇ (6.2.56)
for r, s ∈ 1, n. Moreover,
∆ˇηˇ = ηˇ∆ˇ− n+
n∑
r=1
(θr∂θr + ϑr∂ϑr) (6.2.57)
by (6.2.49). Furthermore,
∆ˇ(~θr~ϑs) = 0 if r < s. (6.2.58)
Hence
Vr,s ⊂ Hˇ for 0 ≤ r < s ≤ n+ 1 (6.2.59)
by (6.2.56). Suppose 0 ≤ r + 1 < s ≤ n + 1 and ℓ ∈ 1, s− r − 1. For any f ∈ Vr,s, we
have
∆ˇ(ηˇℓf) = (
ℓ−1∑
p=0
(2p+ r + 1− s))ηˇℓ−1f = ℓ(ℓ+ r − s)ηˇℓ−1f. (6.2.60)
Therefore,
Hˇ =
⊕
0≤r<s≤n+1
Vr,s. (6.2.61)
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In particular,
Hˇr,n+1−s = {f ∈ Aˇr,n+1−s | ∆ˇ(f) = 0} = Aˇr,n+1−s
⋂
Hˇ = Vr,s (6.2.62)
for 0 ≤ r < s ≤ n + 1 and
Aˇℓ1,ℓ2
⋂
Hˇ = {0} if ℓ1 + ℓ2 ≥ n + 1. (6.2.63)
Treat λ0 = λn = 0. We have:
Theorem 6.2.5. For 0 ≤ r < s ≤ n + 1, Hˇr,n+1−s is a finite-dimensional irreducible
sl(n,F)-module with the highest-weight vector ~θr~ϑs of weight λr + λs−1. Moreover,
Aˇ =
⊕
0≤r<s≤n+1
s−r−1⊕
ℓ=0
ηˇℓHˇr,n+1−s. (6.2.64)
The above theorem was due to Luo and the author’s work [LX4]. According to (6.2.57),
the space F∆ˇ + F[∆ˇ, ηˇ] + Fηˇ forms a Lie subalgebra of linear operators on Aˇ , which is
isomorphic to sl(2,F). The above result can also be interpreted as an (sl(2), sl(n))-Howe
duality.
6.3 Noncanonical Representations I: General
In this section, we study the noncanonical oscillator representation of deformed from the
canonical ones in (6.2.12) and (6.2.22).
Fix 1 ≤ n1 < n. Note the symmetry
[∂xr , xr] = 1 = [−xr, ∂xr ]. (6.3.1)
Changing operators ∂xr 7→ −xr and xr 7→ ∂xr in (6.2.12) for r ∈ 1, n1, we obtain the
followings representation of sl(n,F) (also gl(n,F)) on A = F[x1, x2, ..., xn]:
Ei,j|A =

−xj∂xi − δi,j if i, j ∈ 1, n1;
∂xi∂xj if i ∈ 1, n1, j ∈ n1 + 1, n;
−xixj if i ∈ n1 + 1, n, j ∈ 1, n1;
xi∂xj if i, j ∈ n1 + 1, n.
(6.3.2)
For any k ∈ Z, we denote
A〈k〉 = Span {xα | α ∈ Nn;
n∑
r=n1+1
αr −
n1∑
i=1
αi = k}. (6.3.3)
Then
A =
⊕
k∈Z
A〈k〉. (6.3.4)
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Set
D˜ =
n∑
r=n1+1
xr∂xr −
n1∑
i=1
xi∂xi . (6.3.5)
We have
A〈k〉 = {f ∈ A | D˜(f) = kf}. (6.3.6)
Moreover, we have
D˜Ei,j = Ej,iD˜ on A for i, j ∈ 1, n. (6.3.7)
Thus A〈k〉 forms a G -module for any subalgebra G of gl(n,F).
For α ∈ Nn, we denote
α! =
n∏
i=1
αi!. (6.3.8)
Define a symmetric bilinear form (·|·) on A by
(xα|xβ) = δα,β(−1)
∑n1
i=1 αiα! for α, β ∈ Nn. (6.3.9)
Then we have:
Lemma 6.3.1. For any A ∈ gl(n,F) and f, g ∈ A , we have
(A|g) = (f |At(g)), (6.3.10)
where At denote the transpose of the matrix A.
Proof. Let α, β ∈ Nn. For i, j ∈ 1, n1,
(Ei,j(x
α)|xβ) = −αi(xα+ǫj−ǫi|xβ)− δi,j(xα|xβ) (6.3.11)
and
(xα|Ej,i(xβ)) = −βj(xα|xβ+ǫi−ǫj)− δi,j(xα|xβ) (6.3.12)
by (6.3.2). Note
αi(x
α+ǫj−ǫi|xβ) = δα+ǫj−ǫi,β(−1)
∑n1
r=1 αr(αj + 1)α!
= βjδα,β+ǫi−ǫj(−1)
∑n1
r=1 αrα! = βj(x
α|xβ+ǫi−ǫj) (6.3.13)
by (6.3.9). Hence
(Ei,j(x
α)|xβ) = (xα|Ej,i(xβ)). (6.3.14)
If i, j ∈ n1 + 1, n, then (6.3.13) holds and so does (6.3.14).
Consider i ∈ 1, n1 and j ∈ n1 + 1, n.
(Ei,j(x
α)|xβ) = αiαj(xα−ǫi−ǫj |xβ) = −δα−ǫi−ǫj ,β(−1)
∑n1
r=1 αrα! (6.3.15)
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and
(xα|Ej,i(xβ)) = −(xα|xβ+ǫi+ǫj) = −δα,β+ǫi+ǫj(−1)
∑n1
r=1 αrα! (6.3.16)
by (6.3.2) and (6.3.9). So (6.3.14) holds. Therefore, (6.3.10) holds by the symmetry of
the form. ✷
For a subspace V of A , the radical of V with respect to the symmetric bilinear form
(·|·) is:
RV = {v ∈ V | (v|u) = 0 for any u ∈ V }. (6.3.17)
If RV = {0}, we call V nondegerate.
Let G be simple Lie subalgebra of gl(n,F) such that the transpose
At ∈ G if A ∈ G . (6.3.18)
Suppose that H is a Cartan subalgebra of G and Π = {α1, α2, ...., αℓ} is a base of the
corresponding root system Φ. Take 0 6= ξi ∈ Gαi and assume ζi = ξti ∈ G−αi for i ∈ 1, ℓ.
Set
G± =
∑
α∈Φ±
Gα. (6.3.19)
Then G+ is a subalgebra generated by {ξi | i ∈ 1, ℓ}, G− is a subalgebra generated by
{ζi | i ∈ 1, ℓ} and
[ξi, ζj] = 0, [ξi, ζi] ∈ H for i, j ∈ 1, ℓ, i 6= j. (6.3.20)
Assume that A forms a weight G -module with respect to H . A linear transformation
(operator) T on A is called locally nilpotent if for any f ∈ A , there exists a positive
integer k such that T k(f) = 0. Moreover, an element g ∈ A is called nilpotent with
respect to G+ if there exist a positive integer m such that
u1 · · ·um(g) = 0 for any u1, ..., um ∈ G+. (6.3.21)
A subspace V of A is called nilpotent with respect to G+ if all its elements are nilpotent
with respect to G+. If the elements of G+|A are locally nilpotent and
G+(Ai) ⊂
i∑
r=0
Ar for any i ∈ N, (6.3.22)
then any element of A is nilpotent with respect to G+ by Theorem 1.5.1.
Lemma 6.3.2. If a submodule M of A is nilpotent with respect to G+, M contains a
unique singular vector v (up to a scaler) and (v|v) 6= 0, then M is an irreducible summand
of A .
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Proof. First, V = U(G)(v) is an irreducible submodule by the uniqueness of singular
vector. For any g ∈M , there exists m ∈ N+ 1 such that (6.3.21) holds. Set
V1 = Span {v, ζi1 · · · ζis(v) | m > s ∈ N+ 1; i1, ..., is ∈ 1, ℓ} (6.3.23)
and
V2 = Span {ζi1 · · · ζis(v) | m ≤ s ∈ N + 1; i1, ..., is ∈ 1, ℓ}. (6.3.24)
Then
V = U(G−)(v) = V1 ⊕ V2 (6.3.25)
because G− is generated by {ζi | i ∈ 1, ℓ}. Note that RV is a submodule of V by Lemma
6.3.1 and the assumption (6.3.18). If RV 6= {0}, then it contains a singular vector under
the nilpotent assumption, which must be v by the uniqueness. This contradicts the
assumption (v|v) 6= 0. Therefore RV = {0}; that is V is nondegenerate.
According to Lemma 6.3.1
(ζi1 · · · ζis(v)|ζj1 · · · ζjr(v)) = (ξjr · · · ξj1ζi1 · · · ζis(v)|v) = 0 if s < r, (6.3.26)
by (6.3.20) and
(ζj1 · · · ζjr(v)|g) = (v|ξjr · · · ξj1(g)) = 0 when r ≥ m (6.3.27)
by the assumption of (6.3.21). Hence
(V1|V2) = {0}, (V2|g) = {0}. (6.3.28)
Thus V1 and V2 are nondegenerate. Since dim V1 is finite, there exists g
′ ∈ V1 such that
g − g′ ∈ V ⊥1 by linear algebra. Moreover, g − g′ ∈ V ⊥2 by (6.3.28). Thus g − g′ ∈ V ⊥.
Thus we have
M = V ⊕M
⋂
V ⊥. (6.3.29)
By Lemma 6.3.1 and the assumption (6.3.18), V ⊥ is a submodule of A . So M
⋂
V ⊥
is a submodule of M , which contains v if it is nonzero. The assumption (v|v) 6= 0 leads
M
⋂
V ⊥ = {0}. Therefore, M = V is irreducible. ✷
Let f ∈ A be a singular vector of sl(n,F). Then
Ei,n1(f) = −xn1∂xi(f) = 0 for i ∈ 1, n1 − 1 (6.3.30)
and
En1+1,j(f) = xn1+1∂xj (f) = 0 for j ∈ n1 + 2, n (6.3.31)
by (6.3.2). Thus f = g(xn1 , xn1+1) only depends on xn1 and xn1+1. Moreover,
0 = En1,n1+1(f) = ∂xn1∂xn1+1(g). (6.3.32)
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This shows that g is a one-variable function in xn1 or xn1+1. Since f is a weight vector,
f = xm1n1 or x
m2
n1+1 up to a scalar multiple for m1 ∈ N and 0 6= m2 ∈ N. Note xm1n1 ∈ A〈−m1〉
and xm2n1+1 ∈ A〈m2〉. So A〈k〉 has a unique singular vector for any k ∈ Z. By the above
lemma, A〈k〉 is an irreducible sl(n,F)-submodule.
For any graded subspace V of A (i.e. V =
⊕∞
k=0 V
⋂
Ak), we define it q-dimension
by
dimq V =
∞∑
k=0
(dimV
⋂
Ak)q
k. (6.3.33)
Recall that λi is the ith fundamental weight of sl(n + 1,F). For convenience, we treat
λ0 = 0.
Theorem 6.3.3. Let m1, m2 ∈ N with m1 > 0, A〈−m1〉 is an irreducible highest-weight
sl(n,F)-submodule with highest weight m1λn1−1− (m1+1)λn1 and A〈m2〉 is an irreducible
highest-weight sl(n,F)-submodule with highest weight −(m2+1)λn1+m2λn1+1. Moreover,∑
m∈Z
zmchA〈m〉 =
ε−λn1
(1− z−1ε−λ1)(1− zε−λn−1)
× 1
[
∏n1
i=2(1− z−1ελi−1−λi)][
∏n−1
r=n1+1
(1− zελr−λr−1)]
, (6.3.34)
∑
m∈Z
(dimq A〈m〉)z
m =
1
(1− z−1q)n1(1− zq)n−n1 . (6.3.35)
The above result was essentially due to Howe [Hr4], where he used the symmetric tensor
over several copies of the natural module and its dual to construct the representation.
Since the structure constants are integers, the result works for any field with characteristic
0.
Fix n1, n2 ∈ 1, n such that n1 ≤ n2. Recall that Q is the space of rational functions
in x1, ..., xn, y1, ..., yn. Changing operators ∂xr 7→ −xr, xr 7→ ∂xr for r ∈ 1, n1 and
∂ys 7→ −ys, ys 7→ ∂ys for s ∈ n2 + 1, n in the representation (6.2.22) of sl(n,F), we get a
new representation of sl(n,F) on Q determined by
Ei,j|Q = Exi,j − Eyj,i for i, j ∈ 1, n (6.3.36)
with
Exi,j =

−xj∂xi − δi,j if i, j ∈ 1, n1;
∂xi∂xj if i ∈ 1, n1, j ∈ n1 + 1, n;
−xixj if i ∈ n1 + 1, n, j ∈ 1, n1;
xi∂xj if i, j ∈ n1 + 1, n
(6.3.37)
and
Eyi,j =

yi∂yj if i, j ∈ 1, n2;
−yiyj if i ∈ 1, n2, j ∈ n2 + 1, n;
∂yi∂yj if i ∈ n2 + 1, n, j ∈ 1, n2;
−yj∂yi − δi,j if i, j ∈ n2 + 1, n.
(6.3.38)
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Recall D˜ in (6.3.5) and define
D˜′ =
n2∑
i=1
yi∂yi −
n∑
r=n2+1
yr∂yr . (6.3.39)
We set
∆˜ =
n1∑
i=1
xi∂yi −
n2∑
r=n1+1
∂xr∂yr +
n∑
s=n2+1
ys∂xs (6.3.40)
and
η =
n1∑
i=1
yi∂xi +
n2∑
r=n1+1
xryr +
n∑
s=n2+1
xs∂ys . (6.3.41)
Then
TEi,j|Q = Ei,j|QT for T = D˜, D˜′, ∆˜, η; i, j ∈ 1, n. (6.3.42)
Moreover,
[D˜, ∆˜] = [D˜′, ∆˜] = −∆˜, [D˜, η] = [D˜′, η] = η. (6.3.43)
Furthermore, we have
Ei,r|Q = −xr∂xi − yr∂yi for 1 ≤ i < r ≤ n1, (6.3.44)
Ei,n1+s|Q = ∂xi∂xn1+s − yn1+s∂yi for i ∈ 1, n1, s ∈ 1, n2 − n1, (6.3.45)
Er,s|Q = xr∂xs − ys∂yr for n1 < r < s ≤ n2, (6.3.46)
En2,n2+1|Q = xn2∂xn2+1 − ∂yn2∂yn2+1, (6.3.47)
Ei,r|Q = xi∂xr + yi∂yr for n2 + 1 ≤ i < r ≤ n. (6.3.48)
Thus B = F[x1, ..., xn, y1, ..., yn] is nilpotent with respect to sl(n,F)+ in (6.2.9).
Denote
ζ1 = xn1−1yn1 − xn1yn1−1, ζ =
n2∑
r=n1+1
xryr, ζ2 = xn2+1yn2+2 − xn2+2yn2+1. (6.3.49)
Then
Ei,j(ζ1) = 0 for 1 ≤ i < j ≤ n1, (6.3.50)
Ep,q(ζ) = 0 for n1 + 1 ≤ p < q ≤ n2, (6.3.51)
Er,s(ζ2) = 0 for n2 + 1 ≤ r < s ≤ n. (6.3.52)
We will process according to three cases.
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6.4 Noncanonical Representations II: n1 + 1 < n2
In this section, we study the representation of sl(n,F) given in (6.3.36)-(6.3.38) with
n1 + 1 < n2.
Assume n1 + 1 < n2 < n. Suppose that f ∈ Q is a singular vector. By Lemma 6.2.3,
f can be written as a rational function in
{xi, yr, ζ1, ζ, ζ2 | n2 + 2 6= i ∈ 1, n1 + 1
⋃
n2 + 1, n, n1 − 1 6= r ∈ 1, n1
⋃
n2, n}. (6.4.1)
Note that (6.3.44) and (6.3.50) give
En1−1,n1(f) = −(xn1∂xn1−1 + yn1∂yn1−1)(f) = −xn1fxn1−1 = 0. (6.4.2)
Moreover, (6.3.48) and (6.3.52) yield
En2+1,n2+2(f) = (xn2+1∂xn2+2 + yn2+1∂yn2+2)(f) = yn2+1fyn2+2 = 0. (6.4.3)
So f is independent of xn1−1 and yn2+2 in terms of (6.4.1). For i ∈ 1, n1 − 2, we have
Ei,n1−1(f) = −(xn1−1∂xi + yn1−1∂yi)(f)
= −xn1−1fxi − yn1−1fyi
= −xn1−1(fxi + x−1n1 yn1fyi) + x−1n1 ζ1fyi = 0 (6.4.4)
by (6.3.44), (6.4.49) and (6.4.50). Since both fxi+x
−1
n1 yn1fyi and x
−1
n1 ζ1fyi are independent
of xn1−1 in terms of (6.4.1), we have fyi = 0, and so fyi = 0. Thus f is independent of
{xi, yi | i ∈ 1, n1 − 1} in terms of (6.4.1). Similarly, we can prove that f is independent
of {xi, yi | i ∈ n2 + 1, n} in terms of (6.4.1). Therefore, f only depends on
{xn1 , xn1+1, xn2+1, yn1, yn2, yn2+1, ζ1, ζ, ζ2}. (6.4.5)
According to (6.3.45) and (6.3.49), En1,n1+1|Q = ∂xn1∂xn1+1 − yn1+1∂yn1 and
En1,n1+1(f) = fxn1xn1+1 − yn1−1fζ1xn1+1
+yn1+1(fxn1ζ − yn1−1fζ1ζ − fyn1 − xn1−1fζ1) = 0. (6.4.6)
Applying En1+1,n2 |Q = xn1+1∂xn2 − yn2∂yn1+1 in (6.3.45) to the above equation, we get
fxn1ζ − yn1−1fζ1ζ − fyn1 − xn1−1fζ1 = 0 (6.4.7)
by (6.3.52). According to (6.3.49),
xn1−1 = y
−1
n1
ζ1 + xn1y
−1
n1
yn1−1. (6.4.8)
Substituting it into (6.4.7), we get
fxn1ζ − yn1−1(fζ1ζ + y−1n1 xn1fζ1)− fyn1 − y−1n1 ζ1fζ1 = 0. (6.4.9)
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Since f is independent of yn1−1 in terms of (6.4.5), we have
fζ1ζ + y
−1
n1 xn1fζ1 = 0. (6.4.10)
Thus
fζ1 = e
−y−1n1 xn1ζg (6.4.11)
for some rational function g in the variables of (6.4.5) except ζ , i.e., gζ = 0. But f is a
rational function in the variables of (6.4.5) and so is fζ1 . Hence (6.4.11) forces fζ1 = 0;
that is, f is independent of ζ1 in terms of (6.4.5). Similarly, we can prove that f is
independent of ζ2 in terms of (6.4.5). Now f only depends on
{xn1 , xn1+1, xn2+1, yn1, yn2, yn2+1, ζ}. (6.4.12)
Next we only consider f ∈ B = F[x1, ..., xn, y1, ..., yn]. Since ζ =
∑n2
i=n1+1
xiyi, f must
be a polynomial in the variables (6.4.12). Now (6.4.6) and (6.4.7) are equivalent to
fxn1xn1+1 = 0, fxn1ζ − fyn1 = 0. (6.4.13)
Similarly, we can prove
fyn2yn2+1 = 0, fyn2+1ζ − fxn2+1 = 0. (6.4.14)
Set
φ(m1, m2) =
∞∑
i=0
yin1(∂xn1∂ζ)
i(xm1n1 ζ
m2)
i!
for m1, m2 ∈ N. (6.4.15)
By Lemma 6.1.1 with T1 = ∂yn1 T
−
1 =
∫
(yn1 )
(cf. (6.1.20)) and T2 = −∂xn1∂ζ , the
polynomial solution space of the second equation in (6.4.13) is
[
∞∑
m1=0
∞∑
m2=0
Fφ(m1, m2)][F[xn1+1, xn2+1, yn2, yn2+1]]. (6.4.16)
The first equation in (6.4.13) says that f can not contain the monomials with xn1xn1+1
as a factor. Moreover, φ(0, m2) = ζ
m2 . Thus the polynomial solution space of (6.4.13) is
[F[xn1+1, ζ ] +
∞∑
m1=1
∞∑
m2=0
Fφ(m1, m2)][F[xn2+1, yn2, yn2+1]]. (6.4.17)
Denote
ψ(m1, m2) =
∞∑
i=0
xin2+1(∂yn2+1∂ζ)
i(ym1n2+1ζ
m2)
i!
for m1, m2 ∈ N, (6.4.18)
φ(m1, m2, m3) =
∞∑
r=0
xrn2+1(∂yn2+1∂ζ)
r(φ(m1, m2)y
m3
n2+1)
r!
=
∞∑
i,r=0
yinix
r
n2+1
∂ixn1∂
r
yn2+1
∂i+rζ (x
m1
n1
ζm2ym3n2+1)
i!r!
. (6.4.19)
6.4. NONCANONICAL REPRESENTATIONS II: N1 + 1 < N2 155
By Lemma 6.1.1 with T1 = ∂xn2+1 , T
−
1 =
∫
(xn2+1)
(cf. (6.1.20)) and T2 = −∂yn2+1∂ζ , the
polynomial solution space of the system (6.4.13) and the second equation in (6.4.14) is
[
∞∑
m1,m2=0
F[xn1+1]ψ(m1, m2) +
∞∑
m1=1
∞∑
m2,m3=0
Fφ(m1, m2, m3)][F[yn2]]. (6.4.20)
The first equation in (6.4.14) says that f can not contain the monomials with yn2yn2+1
as a factor. Moreover, ψ(0, m2) = ζ
m2 and φ(m1, m2, 0) = φ(m1, m2). Therefore the
polynomial solution space of the system (6.4.13) and (6.4.14) is
F[xn1+1, yn2, ζ ] +
∞∑
m1,m3=1
∞∑
m2=0
Fφ(m1, m2, m3)
+
∞∑
m1=1
∞∑
m2=0
(F[yn2]φ(m1, m2) + F[xn1+1]ψ(m1, m2)). (6.4.21)
According to (6.3.41),
xm1n1+1y
m2
n2
ζm3 = ηm3(xm1n1+1y
m2
n2
), (6.4.22)
ηm2(xm1n1 y
m3
n2
) = (ζ + yn1∂xn1 )
m2(xm1n1 y
m3
n2
) = φ(m1, m2)y
m3
n2
, (6.4.23)
ηm2(ym1n2+1x
m3
n1+1) = (ζ + xn2+1∂yn2+1)
m2(ym1n2+1x
m3
n1+1) = ψ(m1, m2)x
m3
n1+1, (6.4.24)
ηm2(xm1n1 y
m3
n2+1) = (ζ + yn1∂xn1 + xn2+1∂yn2+1)
m2(xm1n1 y
m3
n2+1) = φ(m1, m2, m3). (6.4.25)
It can be verified that {ηm1(xm2i ym3j ) | m1, m2, m3 ∈ N; i = n1, n1 + 1; j = n2, n2 + 1} are
singular vectors. By (6.4.19)-(6.4.25), we have:
Lemma 6.4.1. The nonzero vectors in
{F[η](xm1i ym2j ) | m1, m2 ∈ N; i = n1, n1 + 1; j = n2, n2 + 1} (6.4.26)
are all the singular vectors of sl(n,F) in B = F[x1, ..., xn1 , y1, ..., yn2].
Similarly, when n2 = n and n1 ≤ n− 2, the nonzero vectors in
{F[η](xm1i ym2n ) | m1, m2 ∈ N; i = n1, n1 + 1} (6.4.27)
are all the singular vectors of sl(n,F) in B.
Denote
H = {f ∈ B | ∆˜(f) = 0}. (6.4.28)
By (6.3.42), H forms an sl(n,F)-submodule. Set
B〈ℓ1,ℓ2〉 = Span{xαyβ | α, β ∈ Nn;
n∑
r=n1+1
αr−
n1∑
i=1
αi = ℓ1;
n2∑
i=1
βi−
n∑
r=n2+1
βr = ℓ2} (6.4.29)
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for ℓ1, ℓ2 ∈ Z. Then
B〈ℓ1,ℓ2〉 = {f ∈ B | D˜(f) = ℓ1f ; D˜′(f) = ℓ2f}. (6.4.30)
By (6.3.42), B〈ℓ1,ℓ2〉 forms an sl(n,F)-submodule, and so does
H〈ℓ1,ℓ2〉 = B〈ℓ1,ℓ2〉
⋂
H . (6.4.31)
Next (6.3.40) and (6.3.41) imply
[∆˜, η] = n1 − n2 − D˜ − D˜′, ∆˜(xm1i ym2j ) = 0 (6.4.32)
for m1, m2 ∈ N, i = n1, n1 + 1 and j = n2, n2 + 1. Thus
xm1n1+1y
m2
n2
∈ H〈m1,m2〉, xm1n1+1ym2n2+1 ∈ H〈m1,−m2〉, (6.4.33)
xm1n1 y
m2
n2
∈ H〈−m1,m2〉, xm1n1 ym2n2+1 ∈ H〈−m1,−m2〉. (6.4.34)
For any g ∈ H〈ℓ1,ℓ2〉and 0 < m ∈ N, we have
ηm(g) ∈ Bℓ1+m,ℓ2+m (6.4.35)
and
∆˜(ηm(g)) = m(−ℓ1 − ℓ2 + n1 − n2 −m+ 1)ηm−1(g). (6.4.36)
Thus
∆˜(ηm(g)) = 0 if and only if ℓ1 + ℓ2 ≤ n1 − n2 and m = n1 − n2 − ℓ1 − ℓ2 + 1. (6.4.37)
If so,
ηm(g) ∈ Hn1−n2−ℓ2+1,n1−n2−ℓ1+1. (6.4.38)
Note
(n1−n2−ℓ2+1)+(n1−n2−ℓ1+1) = n1−n2+2+(n1−n2−ℓ1−ℓ2) ≥ n1−n2+2. (6.4.39)
Let f〈ℓ1,ℓ2〉 ∈ H〈ℓ1,ℓ2〉 be a singular vector in (6.4.33) and (6.4.34). Then the singular
vectors in H are nonzero weight vectors in
Span{f〈ℓ1,ℓ2〉, ηn1−n2+1−r1−r2(f〈r1,r2〉) | ℓ1, ℓ2, r1, r2 ∈ Z; r1 + r2 ≤ n1 − n2} (6.4.40)
by Lemma 6.4.1, where
ηn1−n2+1−r1−r2(f〈r1,r2〉) ∈ H〈n1−n2+1−r2,n1−n2+1−r1〉. (6.4.41)
Thus we get:
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Lemma 6.4.2. When n1 + 1 < n2 < n, we have
H〈ℓ1,ℓ2〉 has a unique singular vector if ℓ1 + ℓ2 ≤ n1 − n2 + 1 (6.4.42)
and
H〈ℓ1,ℓ2〉 has exactly two singular vectors if ℓ1 + ℓ2 > n1 − n2 + 1. (6.4.43)
In the case n1 + 1 < n2 = n, B〈ℓ1,ℓ2〉 = 0 if ℓ2 < 0, and for ℓ1 ∈ Z and ℓ2 ∈ N,
H〈ℓ1,ℓ2〉 has a unique singular vector if ℓ1 ≥ n1 − n+ 2 or ℓ1 + ℓ2 ≤ n1 − n+ 1, (6.4.44)
H〈ℓ1,ℓ2+1〉 has exactly two singular vector if and n1−n+1−ℓ2 ≤ ℓ1 ≤ n1−n+1. (6.4.45)
According to the bilinear form (·|·) in Section 6.3 with n replaced by 2n, 1, n1 replaced
by 1, n1
⋃
n+ n2 + 1, 2n and xn+i replaced by yi for i ∈ 1, n, we have
(xαyβ|xα′yβ′) = δα,α′δβ,β′(−1)
∑n1
i=1 αi+
∑n
r=n2+1
βrα!β! for α, β, α′, β ′ ∈ Nn. (6.4.46)
It can be verified that
(∆˜(xαyβ)|xα′yβ′) = −(xαyβ|η(xα′yβ′)). (6.4.47)
We remind the concerned Lie algebra G = sl(n,F) in this section. The Cartan subalgebra
H is given in (6.2.4). Suppose that f〈ℓ1,ℓ2〉 ∈ H〈ℓ1,ℓ2〉 is a singular vector in (6.4.33) and
(6.4.34). Then
(f〈ℓ1,ℓ2〉|f〈ℓ1,ℓ2〉) 6= 0 (6.4.48)
and
(f〈ℓ1,ℓ2〉|f〈ℓ′1,ℓ′2〉) = 0 if (ℓ1, ℓ2) 6= (ℓ′1, ℓ′2). (6.4.49)
Recall that G+ =
∑
1≤i<j≤n FEi,j is the subalgebra spanned by the positive root vec-
tors and G− =
∑
1≤i<j≤n FEj,i is the subalgebra spanned by the negative root vectors.
Moreover,
G t− = G+. (6.4.50)
According to (6.3.46)-(6.3.50), B is nilpotent with respect to G+. Thus all H〈ℓ1,ℓ2〉 with
ℓ1 + ℓ2 ≤ n1 − n2 + 1 are irreducible sl(n,F)-submodules by Lemma 6.3.2 and Lemma
6.4.2, and so are ηm(H〈ℓ1,ℓ2〉) for any m ∈ N by (6.3.44).
We extend the transpose to an algebraic anti-isomorphism on U(G ) by 1t = 1 and
(A1A2 · · ·Ar)t = Atr · · ·At2At1 for Ai ∈ G . (6.4.51)
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By the irreducibility,
H〈ℓ1,ℓ2〉 = U(G−)(f〈ℓ1,ℓ2〉) if ℓ1 + ℓ2 ≤ n1 − n2 + 1. (6.4.52)
Let ℓ1, ℓ2, ℓ
′
1, ℓ
′
2 ∈ Z such that ℓ1+ ℓ2, ℓ′1+ ℓ′2 ≤ n1−n2+1 and (ℓ1, ℓ2) 6= (ℓ′1, ℓ′2). Then
(w(f〈ℓ1,ℓ2〉)|f〈ℓ′1,ℓ′2〉) = (f〈ℓ1,ℓ2〉|wt(f〈ℓ′1,ℓ′2〉)) = 0 for w ∈ U(G−)G− (6.4.53)
by Lemma 6.3.1. Since f〈ℓ1,ℓ2〉 is a weight vector, we have
U(H)(f〈ℓ1,ℓ2〉) ⊂ Ff〈ℓ1,ℓ2〉. (6.4.54)
Thus for any w1, w2 ∈ U(G−),
(w1(f〈ℓ1,ℓ2〉)|w2(f〈ℓ′1,ℓ′2〉)) = (wt2w1(f〈ℓ1,ℓ2〉)|f〈ℓ′1,ℓ′2〉) = c(f〈ℓ1,ℓ2〉)|f〈ℓ′1,ℓ′2〉) (6.4.55)
for some c ∈ F by (6.4.53) and (6.4.54). Hence (6.4.52) implies
(H〈ℓ1,ℓ2〉|H〈ℓ′1,ℓ′2〉) = {0}. (6.4.56)
For f ∈ H〈ℓ1,ℓ2〉, g ∈ B and m,m′ ∈ N such that m ≤ m′, we find
(ηm(f)|ηm′(g)) = (−1)m′(∆˜m1ηm(f)|g)
= (−1)m′δm′,mm![
m−1∏
r=0
(−ℓ1 − ℓ2 + n1 − n2 − r)](f |g) (6.4.57)
by (6.4.36) and (6.4.47). In particular, the singular vectors ηn1−n2+1−r1−r2(f〈r1,r2〉) for
r1, r2 ∈ Z with r1 + r2 ≤ n1 − n2 are isotropic polynomials. Moreover, for m,m′ ∈ N and
ℓ1, ℓ2, ℓ
′
1, ℓ
′
2 ∈ Z such that ℓ1 + ℓ2, ℓ′1 + ℓ′2 ≤ n1 − n2 + 1,
(ηm(H〈ℓ1,ℓ2〉)|ηm
′
(H〈ℓ′1,ℓ′2〉)) = {0} if (m, ℓ1, ℓ1) 6= (m′, ℓ′1, ℓ′2). (6.4.58)
On the other hand, for 0 < m ∈ N,
(ηm(f〈ℓ1−m,ℓ2−m〉)|ηm(f〈ℓ1−m,ℓ2−m〉))
= (−1)mm![
m−1∏
r=0
(2m− ℓ1 − ℓ2 + n1 − n2 − r)]
×(f〈ℓ1−m,ℓ2−m〉|f〈ℓ1−m,ℓ2−m〉) 6= 0 (6.4.59)
by (6.4.57). Since the radical of (·|·) on ηm(H〈ℓ1−m,ℓ2−m〉) is a proper submodule by Lemma
6.3.1, the irreducibility of ηm(H〈ℓ1−m,ℓ2−m〉) implies that
(·|·) is nondegenerate rewtricted to ηm(H〈ℓ1−m,ℓ2−m〉). (6.4.60)
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Fix ℓ1, ℓ2 ∈ Z with ℓ1 + ℓ2 ≤ n1 − n2 + 1. Set
Bˆ〈ℓ1,ℓ2〉 =
∞∑
m=0
ηm(H〈ℓ1−m,ℓ2−m〉). (6.4.61)
By (6.4.58) and (6.4.60), the above sum is a direct sum and (·|·) is nondegenerate restricted
to Bˆ〈ℓ1,ℓ2〉. For any g ∈ B〈ℓ1,ℓ2〉, there exists an m0 ∈ N such that
∆˜m0+1(g) = 0 (6.4.62)
by (6.3.40). So
(g|ηm(H〈ℓ1−m,ℓ2−m〉)) = (−1)m(∆˜m(g)|H〈ℓ1−m,ℓ2−m〉) = {0} for m0 < m ∈ N. (6.4.63)
By the arguments in (6.3.23)-(6.3.29), there exists
g′ ∈
m0∑
m=0
ηm(H〈ℓ1−m,ℓ2−m〉) such that (g − g′|
m0∑
m=0
ηm(H〈ℓ1−m,ℓ2−m〉)) = {0}. (6.4.64)
On the other hand,
(g − g′|
∞∑
k=m0+1
ηk(H〈ℓ1−k,ℓ2−k〉) = {0} (6.4.65)
by (6.4.58) and (6.4.63). Thus g − g′ ∈ Bˆ⊥〈ℓ1,ℓ2〉. Therefore
B〈ℓ1,ℓ2〉 = Bˆ〈ℓ1,ℓ2〉 ⊕ (Bˆ⊥〈ℓ1,ℓ2〉
⋂
B〈ℓ1,ℓ2〉). (6.4.66)
If Bˆ⊥〈ℓ1,ℓ2〉
⋂
B〈ℓ1,ℓ2〉 6= {0}, then it contains a singular vector, which must be of the form
ηm1(f〈ℓ1−m1,ℓ2−m1〉) for some m1 ∈ N Lemma 6.4.1. This contradicts (6.4.59). Thus
Bˆ⊥〈ℓ1,ℓ2〉
⋂
B〈ℓ1,ℓ2〉 = {0}, or equivalently
B〈ℓ1,ℓ2〉 =
∞⊕
m=0
ηm(H〈ℓ1−m,ℓ2−m〉) (6.4.67)
is completely reducible. Applying (6.4.67) to B〈ℓ1−1,ℓ2−1〉, we have
Bℓ1,ℓ2 = H〈ℓ1,ℓ2〉 ⊕ η(B〈ℓ1−1,ℓ2−1〉) if ℓ1 + ℓ2 ≤ n1 − n2 + 1. (6.4.68)
Assume n1+1 < n2 = n. For ℓ1 ∈ Z and ℓ2 ∈ N such that ℓ1 ≥ n1−n+2 or ℓ1+ ℓ2 ≤
n1 − n + 1, all Hℓ1,ℓ2 are irreducible submodules of Bℓ1,ℓ2 by Lemma 6.3.2, (6.4.44) and
(6.4.45). In summary, we have:
Theorem 6.4.3. Suppose n1 + 1 < n2. For ℓ1, ℓ2 ∈ Z with ℓ1 + ℓ2 ≤ n1 − n2 + 1 ,
H〈ℓ1,ℓ2〉 is an infinite-dimensional irreducible highest-weight sl(n,F)-module and
B〈ℓ1,ℓ2〉 =
∞⊕
m=0
ηm(H〈ℓ1−m,ℓ2−m〉) (6.4.69)
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is an orthogonal decomposition of irreducible submodules. In particular, B〈ℓ1,ℓ2〉 = H〈ℓ1,ℓ2〉⊕
η(B〈ℓ1−1,ℓ2−1〉). The symmetric bilinear form restricted to η
m(H〈ℓ1−m,ℓ2−m〉) is nondegen-
erate. If n2 < n, all H〈ℓ1,ℓ2〉 for ℓ1, ℓ2 ∈ Z with ℓ1 + ℓ2 > n1 − n2 + 1 have exactly two
singular vectors.
Assume n2 = n. Then B〈ℓ,0〉 = H〈ℓ,0〉 with ℓ ∈ Z are infinite-dimensional irreducible
highest-weight sl(n,F)-modules. All H〈ℓ1,ℓ2〉 for ℓ1 ∈ Z and ℓ2 ∈ N such that ℓ1 ≥ n1−n+2
are also infinite-dimensional irreducible highest-weight sl(n,F)-modules. Moreover, for
ℓ2 ∈ 1+N and n1− n2+1+ ℓ2 ≤ ℓ1 ∈ Z, the orthogonal decompositions in (6.4.69) hold.
Furthermore, H〈ℓ1,ℓ2+1〉 for ℓ1 ∈ Z and ℓ2 ∈ N such that n1− n+1− ℓ2 ≤ ℓ1 ≤ n1− n+1
have exactly two singular vectors.
Indeed, we have more detailed information. Suppose n1+1 < n2 < n. For m1, m2 ∈ N
with m1 +m2 ≥ n2 − n1 − 1, H〈−m1,−m2〉 has a highest-weight vector xm1n1 ym2n2+1 of weight
m1λn1−1 − (m1 + 1)λn1 − (m2 + 1)λn2 + m2(1 − δn2,n−1)λn2+1. When m1, m2 ∈ N with
m2 − m1 ≥ n2 − n1 − 1, H〈m1,−m2〉 has a highest-weight vector xm1n1+1ym2n2+1 of weight
−(m1 + 1)λn1 + m1λn1+1 − (m2 + 1)λn2 + m2(1 − δn2,n−1)λn2+1. If m1, m2 ∈ N with
m1 − m2 ≥ n2 − n1 − 1, H〈−m1,m2〉 is has a highest-weight vector xm1n1 ym2n2 of weight
m1λn1−1 − (m1 + 1)λn1 +m2λn2−1 − (m2 + 1)λn2 .
Assume n1 + 1 < n2 = n. When m1, m2 ∈ N, H〈m1,m2〉 has a highest-weight vector
xm1n1+1y
m2
n of weight −(m1+1)λn1+m1λn1+1+m2λn−1. If m1, m2 ∈ N with m1 ≤ n−n1−2
or m2 − m1 ≤ n1 − n + 1, H〈−m1,m2〉 has a highest-weight vector xm1n1 ym2n of weight
m1λn1−1 − (m1 + 1)λn1 +m2λn−1.
By Lemma 6.1.1, H〈ℓ1,ℓ2〉 has a basis{ ∞∑
i=0
(xn1+1yn1+1)
i(∆˜ + ∂xn1+1∂yn1+1)
i(xαyβ)∏i
r=1(αn1+1 + r)(βn1+1 + r)
| α, β ∈ Nn;
αn1+1βn1+1 = 0;
n1∑
i=1
αi + ℓ1 =
n∑
r=n1+1
αr;
n2∑
i=1
βi =
n∑
r=n2+1
βr + ℓ2
}
. (6.4.70)
6.5 Noncanonical Representations III: n1 + 1 = n2
In this section, we study the representation of sl(n,F) given in (6.3.36)-(6.3.38) with
n1 + 1 = n2.
First we consider the subcase n2 < n. Suppose that f ∈ Q is a singular vector. Note
ζ = xn1+1yn1+1 and yn2 = yn1+1 in this case. According to the arguments in (6.4.1)-(6.4.5),
f is a rational function in
{xn1 , xn1+1, xn1+2, yn1, yn1+2, ζ, ζ1, ζ2}. (6.5.1)
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By (6.4.6),
fxn1xn1+1 − yn1−1fζ1xn1+1 + yn1+1(fxn1ζ − yn1−1fζ1ζ − fyn1 − xn1−1fζ1) = 0. (6.5.2)
Substituting
xn1−1 = y
−1
n1
ζ1 + xn1y
−1
n1
yn1−1, yn1+1 = x
−1
n1+1
ζ (6.5.3)
into (6.5.2), we get
fxn1xn1+1 + x
−1
n1+1
ζ(fxn1ζ − fyn1 − y−1n1 ζ1fζ1)
−yn1−1[fζ1xn1+1 + x−1n1+1ζ(fζ1ζ + xn1y−1n1 fζ1)] = 0. (6.5.4)
Since f is independent of yn1−1 in terms of (6.5.1), we have
fζ1xn1+1 + x
−1
n1+1
ζ(fζ1ζ + xn1y
−1
n1
fζ1)] = 0; (6.5.5)
equivalently
xn1+1fζ1xn1+1 + ζ(fζ1ζ + xn1y
−1
n1 fζ1) = 0. (6.5.6)
Change variable
fζ1 = e
−xn1y
−1
n1
ζg. (6.5.7)
Then
xn1+1fζ1xn1+1 = xn1+1e
−xn1y
−1
n1
ζgxn1+1 , fζ1ζ + xn1y
−1
n1 fζ1 = e
−xn1y
−1
n1
ζgζ . (6.5.8)
Thus (6.5.6) is equivalent to
xn1+1gxn1+1 + ζgζ = 0, (6.5.9)
which says that the total degree of g with respect to xn1+1 and ζ is zero. In particular,
xn1+1/ζ is a solution. Changing variables (xn1+1, ζ) 7→ (xn1+1/ζ, ζ), we can prove
g = h(xn1+1/ζ) (6.5.10)
for some one-variable function h(z) (it can also be derived by the method of characteristic
line in partial differential equation). Since
fζ1 = e
−xn1y
−1
n1
ζh(xn1+1/ζ) (6.5.11)
is rational in xn1+1, h(z) must be a rational function in z. Now fζ1 and h(xn1+1/ζ) are
rational in ζ . Equation (6.5.11) forces h(z) = 0 and so fζ1 = 0. Thus f is independent of
ζ1 in terms of (6.5.1). Symmetrically, f is independent of ζ2 in terms of (6.5.1). Hence f
a rational function in
{xn1 , xn1+1, xn1+2, yn1, yn1+2, ζ}. (6.5.12)
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The fact ζ = xn1+1yn1+1 allows us to rewrite f as a rational function in
{xn1, xn1+1, xn1+2, yn1, yn1+1, yn1+2}. (6.5.13)
Now f is a singular vector if and only if it is a weight vector satisfying the following
system of differential equations
En1,n1+1(f) = (∂xn1∂xn1+1 − yn1+1∂yn1 )(f) = 0, (6.5.14)
En1+1,n1+2(f) = (xn1+1∂xn1+2 − ∂yn1+1∂yn1+2)(f) = 0. (6.5.15)
Since the differential operators in the above two equations do not commute, we have to
solve them according to the proof of Theorem 1.5.1. Note
En1,n1+2|Q = [En1,n1+1|Q, En1+1,n1+2|Q] = ∂xn1∂xn1+2 − ∂yn1∂yn1+2. (6.5.16)
So
(∂xn1∂xn1+2 − ∂yn1∂yn1+2)(f) = 0. (6.5.17)
For our purpose of representation, we only consider f is a polynomial in {xi, yi | i =
n1, n1 + 1, n1 + 2}. Now
∆˜ =
n1∑
i=1
xi∂yi − ∂xn1+1∂yn1+1 +
n∑
s=n1+2
ys∂xs (6.5.18)
and
η =
n1∑
i=1
yi∂xi + xn1+1yn1+1 +
n∑
s=n1+2
xs∂ys . (6.5.19)
Set
φm1,m2,m3 = [
m2∏
s=1
(m1 + s)]
∞∑
i=0
xm1+in1 x
i
n1+2(∂yn1∂yn1+2)
i(ym2n1 y
m3
n1+2)
i!
∏i
r=1(m1 + r)
=
∞∑
i=0
(
m2
i
)
∂m2−ixn1 (x
m1+m2
n1
)xin1+2y
m2−i
n1
∂iyn1+2(y
m3
n1+2
)
= (yn1∂xn1 + xn1+2∂yn1+2)
m2(xm1+m2n1 y
m3
n1+2) (6.5.20)
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and
ψm1,m2,m3 =
(m1 +m2)!
∏m1
s=1(m3 + s)
m1!
∞∑
i=0
xin1x
m1+i
n1+2 (∂yn1∂yn1+2)
i(ym2n1 y
m3
n1+2)
i!
∏i
r=1(m1 + r)
=
m2∑
i=0
(
m2
i
)
(m1 +m2)!x
i
n1x
m1+i
n1+2y
m2−i
n1 ∂
m1+i
yn1+2
(ym1+m3n1+2 )
(m1 + i)!
=
m2∑
i=0
(
m2
m2 − i
)
(m1 +m2)!x
i
n1
ym2−in1 (xn1+2∂yn1+2)
m1+i(ym1+m3n1+2 )
(m1 + i)!
=
m2∑
i=0
(m1 +m2)!(yn1∂xn1 )
m2−i(xm2n1 )(xn1+2∂yn1+2)
m1+i(ym1+m3n1+2 )
(m2 − i)!(m1 + i)!
=
∞∑
r=0
(m1 +m2)!(yn1∂xn1 )
r(xm2n1 )(xn1+2∂yn1+2)
m1+m2−r(ym1+m3n1+2 )
r!(m1 +m2 − r)!
= (yn1∂xn1 + xn1+2∂yn1+2)
m1+m2(xm2n1 y
m1+m3
n1+2
). (6.5.21)
By Lemma 6.1.1 with T1 = ∂xn1∂xn1+2 , T
−
1 =
∫
(xn1+1)
∫
(xn1+2)
(cf. (6.1.20)) and T2 =
∂yn1∂yn1+2, the polynomial solution space of (6.5.17) is
S = Span{φm1,m2,m3xm4n1+1ym5n1+1, ψm1+1,m2,m3xm4n1+1ym5n1+1 | mi ∈ N}. (6.5.22)
On the other hand,
∂xn1 (φ0,m2,m3) = m2ψ1,m2−1,m3−1, (6.5.23)
∂xn1 (φm1,m2,m3) = (m1 +m2)φm1−1,m2,m3 if m1 > 0, (6.5.24)
∂xn1 (ψm1,m2,m3) = m2ψm1+1,m2−1,m3−1, (6.5.25)
∂yn1 (φm1,m2,m3) = m2(m1 +m2)φm1,m2−1,m3 , (6.5.26)
∂yn1 (ψm1,m2,m3) = m2(m1 +m2)ψm1,m2−1,m3 . (6.5.27)
In Lemma 6.1.1, A is a free B-module, and so the condition (6.1.1) yields
{hg | g ∈ V, h ∈ B; T1(h) = 0} = {f ∈ A | T1(f) = 0}. (6.5.28)
Thus
{f ∈ A | (T1 + T2)(f) = 0} = (
∞∑
i=0
(−T−1 T2)i)[{g ∈ A | T1(g) = 0}]. (6.5.29)
Next we want to solve (6.5.14) in the space S in (6.5.22). Let T1 = ∂xn1∂xn1+1 and
T2 = −yn1+1∂yn1 . First we want to find the solution space
{g ∈ S | T1(g) = 0} = {g ∈ S | ∂xn1∂xn1+1(g) = 0}. (6.5.30)
Note that
∂xn1 (φm1,m2,m3) = 0⇐⇒ m1 = m2m3 = 0 (6.5.31)
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and
∂xn1 (ψm1,m2,m3) = 0⇐⇒ m2m3 = 0. (6.5.32)
Moreover,
φ0,m2,0 = m2!y
m2
n1 , φ0,0,m3 = y
m3
n1+2, (6.5.33)
ψm1,m2,0 = x
m1
n1+2
ym2n1 , ψm1,0,m3 = x
m1
n1+2
ym3n+2. (6.5.34)
Since
∂xn1+1(φm1,m2,m3) = ∂xn1+1(φm1,m2,m3) = 0 (6.5.35)
by (6.5.20) and (6.5.21), we have
{g ∈ S | T1(g) = 0} = span{φm1,m2,m3ym4n1+1, ψm1,m2,m3ym4n1+1, ym1n1 xm2n1+1ym3n1+1xm4n1+2,
xm1n1+1y
m2
n1+1x
m3
n1+2y
m4
n1 | m1, m2, m3, m4 ∈ N}. (6.5.36)
By (6.5.23)-(6.5.25), we take T−1 as follows:
T−1 (φm1,m2,m3x
m4
n1+1
ym5n1+1) =
1
(m1 +m2 + 1)(m4 + 1)
φm1+1,m2,m3x
m4+1
n1+1
ym5n1+1, (6.5.37)
T−1 (ψ1,m2,m3x
m4
n1+1y
m5
n1+1) =
1
(m2 + 1)(m4 + 1)
φ0,m2+1,m3+1x
m4+1
n1+1 y
m5
n1+1, (6.5.38)
T−1 (ψm1+2,m2,m3x
m4
n1+1y
m5
n1+1) =
1
(m2 + 1)(m4 + 1)
ψm1+1,m2+1,m3+1x
m4+1
n1+1 y
m5
n1+1 (6.5.39)
for mi ∈ N with i ∈ 1, 5. In particular,
T−1 ∂yn1 (φm1,m2,m3x
m4
n1+1
ym5n1+1) =
m2
m4 + 1
φm1+1,m2−1,m3x
m4+1
n1+1
ym5n1+1, (6.5.40)
T−1 ∂yn1 (ψ1,m2,m3x
m4
n1+1y
m5
n1+1) =
m2 + 1
m4 + 1
φ0,m2,m3+1x
m4+1
n1+1 y
m5
n1+1, (6.5.41)
T−1 ∂yn1 (ψm1+2,m2,m3x
m4
n1+1
ym5n1+1) =
m1 +m2 + 2
m4 + 1
ψm1+1,m2,m3+1x
m4+1
n1+1
ym5n1+1 (6.5.42)
for mi ∈ N with i ∈ 1, 5.
By Lemma 6.1.1, applying the operator
∑∞
i=0(T
−
1 yn1+1∂yn1 )
i to (6.5.36) will lead to
the solution space of (6.5.14) in S . We calculate
∞∑
i=0
(T−1 yn1+1∂yn1 )
i(φm1,m2,m3)
=
m2∑
i=0
(
m2
i
)
φm1+i,m2−i,m3(xn1+1yn1+1)
i
=
m2∑
i=0
(
m2
i
)
(xn1+1yn1+1)
i(yn1∂xn1 + xn1+2∂yn1+2)
m2−i(xm1+m2n1 y
m3
n1+2
)
= ηm2(xm1+m2n1 y
m3
n1+2), (6.5.43)
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∞∑
i=0
(T−1 yn1+1∂yn1 )
i(ψm1,m2,m3)
=
m1−1∑
i=0
(
m1 +m2
i
)
ψm1−i,m2,m3+i(xn1+1yn1+1)
i
+
m2∑
r=0
(
m1 +m2
m1 + r
)
φr,m2−r,m1+m3(xn1+1yn1+1)
m1+r
=
m1−1∑
i=0
(
m1 +m2
i
)
(xn1+1yn1+1)
i(yn1∂xn1 + xn1+2∂yn1+2)
m1+m2−i(xm2n1 y
m1+m3
n1+2
)
+
m2∑
r=0
(
m1 +m2
m1 + r
)
(xn1+1yn1+1)
m1+r(yn1∂xn1 + xn1+2∂yn1+2)
m2−r(xm2n1 y
m1+m3
n1+2
)
= ηm1+m2(xm2n1 y
m1+m3
n1+2 ) (6.5.44)
by (6.5.19). Moreover,
[
m1∏
j=1
(m2 + j)]
∞∑
r=0
(T−1 yn1+1∂yn1 )
r(ym1n1 x
m2
n1+1
ym3n1+1)
= [
m1∏
j=1
(m2 + j)]
m1∑
r=0
(
m1
r
)
ym1−rn1 x
r
n1x
m2+r
n1+1 y
m3+r
n1+1∏r
s=1(m2 + s)
=
m1∑
r=0
(
m1 +m2
m1 − r
)
(yn1∂xn1 )
m1−r(xm1n1 )x
m2+r
n1+1
ym3+rn1+1
=
m1+m2∑
s=0
(
m1 +m2
s
)
(yn1∂xn1 )
s(xm1n1 )x
m1+m2−r
n1+1 y
m1+m3−r
n1+1
= ηm1+m2(xm1n1 y
m3−m2
n1+1
), (6.5.45)
Note that ηm2(xm1n1 y
m3
n1+1y
m4
n1+2) is a solution of the system of (6.5.14) and (6.5.17) for any
m1, m2, m3, m4 ∈ N. Therefore, the polynomial solution space of the system of (6.5.14)
and (6.5.17) is
S1 = span{ηm2(xm1n1 ym3n1+1ym4n1+2), ηm1+m2(xm1n1 ym3−m2n1+1 xm4n1+2),
xm1n1+1y
m2
n1+1
xm3n1+2y
m4
n1+2
| m1, m2, m3, m4 ∈ N}. (6.5.46)
Recall En1+1,n1+2|B = xn1+1∂xn1+2 − ∂yn1+1∂yn1+2 . So the solution space of the equation
(6.5.15) in S1 is the span of
the solutions of (6.5.15) in span{ηm2(xm1n1 ym3n1+1ym4n1+2) | mi ∈ N;m1 > 0}, (6.5.47)
the solutions of (6.5.15) in span{ηm1+m2(xm1n1 ym3−m2n1+1 xm4n1+2)
| mi ∈ N;m1 > 0;m3 −m2 < 0 or m4 > 0} (6.5.48)
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and
the solutions of (6.5.15) in span{xm1n1+1ym2n1+1xm3n1+2ym4n1+2 | mi ∈ N}. (6.5.49)
Moreover,
En1+1,n1+2[η
m2(xm1n1 y
m3
n1+1
ym4n1+2)] = η
m2(En1+1,n1+2(x
m1
n1
ym3n1+1y
m4
n1+2
)) = 0 (6.5.50)
if and only if m3m4 = 0, and
En1+1,n1+2[η
m1+m2(xm1n1 y
m3−m2
n1+1 x
m4
n1+2)]
= ηm1+m2(En1+1,n1+2(x
m1
n1
ym3−m2n1+1 x
m4
n1+2
)) = 0 (6.5.51)
if and only if m4 = 0.
Let T1 = ∂yn1+1∂yn1+2, T
−
1 =
∫
(yn1+1)
∫
(yn1+2)
and T2 = −xn1+1∂xn1+2 in Lemma 6.1.1.
Then (6.5.49) is determined by
[
m3∏
j=1
(m2 + j)]
∞∑
r=0
(T−1 xn1+1∂xn1+2)
r(xm1n1+1y
m2
n1+1x
m3
n1+2)
= [
m3∏
j=1
(m2 + j)]
m3∑
r=0
(
m3
r
)
(xm1+rn1+1 y
m2+r
n1+1 y
r
n1+2
xm3−rn1+2 )∏r
s=1(m2 + s)
=
m3∑
r=0
(
m2 +m3
m3 − r
)
xm1+rn1+1 y
m2+r
n1+1 x
m3−r
n1+2 ∂
m3−r
yn2+2
(ym3n1+2)
=
m2+m3∑
k=0
(
m2 +m3
k
)
xm1+m2−kn1+1 y
m2+m3−k
n1+1
xkn1+2∂
k
yn2+2
(ym3n1+2)
= ηm2+m3(xm1−m3n1+1 y
m3
n1+2), (6.5.52)
[
m3∏
j=1
(m2 + j)]
∞∑
r=0
(T−1 xn1+1∂xn1+2)
r(xm1n1+1y
m2
n2+1x
m3
n1+2)
= [
m3∏
j=1
(m2 + j)]
m3∑
r=0
(
m3
r
)
(xm1+rn1+1 y
r
n1+1
ym2+rn1+2 x
m3−r
n1+2 )∏r
s=1(m2 + s)
=
m3∑
r=0
(
m3
mr
)
xm1+rn1+1 y
m2+r
n1+1 x
m3−r
n1+2 ∂
m3−r
yn2+2
(ym2+m3n1+2 )
= ηm3(xm1n1+1y
m2+m3
n1+2 ). (6.5.53)
Therefore, the singular vectors in B are nonzero vectors in
Span{ηm2(xm1i ym3j ), ηm1+m2(xm2n1 ym3−m1n1+1 ), ηm1+m2(ym2n1+2xm3−m1n1+1 )
| mr ∈ N; (i, j) = (n1, n1 + 1), (n1, n1 + 2), (n1 + 1, n1 + 2)}. (6.5.54)
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According to (6.4.36),
∆˜[ηm1+m2(xm2n1 y
m3−m1
n1+1
)] = −(m1 +m2)m3ηm1+m2−1(xm2n1 ym3−m1n1+1 ). (6.5.55)
Thus we find a singular
ηm1+m2(xm2n1 y
−m1
n1+1) ∈ H〈m1,m2〉 (6.5.56)
of new type if m1, m2 ≥ 1. Symmetrically, ηm1+m2(ym2n1+2x−m1n1+1) ∈ H〈m2,m1〉 is a singular
vector. Recall the singular vectors
f〈−m1,−m2〉 = x
m1
n1
ym2n1+2 ∈ H〈−m1,−m2〉, f〈−m1,m2〉 = xm1n1 ym2n1+1 ∈ H〈−m1,m2〉, (6.5.57)
f〈m1,−m2〉 = x
m1
n1+1
ym2n1+2 ∈ H〈m1,−m2〉. (6.5.58)
Moreover, we have the singular vectors
η−ℓ1−ℓ2(f〈ℓ1,ℓ2〉) ∈ H〈−ℓ2,−ℓ1〉 for ℓ1, ℓ2 ∈ Z with ℓ1 + ℓ2 ≤ −1 (6.5.59)
by (6.4.35)-(6.4.39). Therefore, any singular vector in H (cf. (6.4.28)) is a nonzero weight
vector in
Span{f〈ℓ1,ℓ2〉, η−ℓ
′
1−ℓ
′
2(f〈ℓ′1,ℓ′2〉), η
m1+m2(xm2n1 y
−m1
n1+1), η
m1+m2(ym2n1+2x
−m1
n1+1)
| ℓ1, ℓ2, ℓ′1, ℓ′2 ∈ Z, m1, m2 ∈ N+ 1; ℓ1 ≤ 0 or ℓ2 ≤ 0; ℓ′1 + ℓ′2 ≤ −1}. (6.5.60)
Assume n2 = n. We similarly find that the singular vectors in B are nonzero vectors
in
Span{ηm2(xm1n−1ym3n ), xm1n ym2n , ηm1+m2(xm2n−1ym3−m1n ) | mi ∈ N}. (6.5.61)
In particular, any singular vector in H (cf. (6.4.28)) is a nonzero weight vector in
Span{xm1n−1ym2n , xm1n , ηm1+1(xm1+m2+1n−1 ym2n ),
ηm1+m2+2(xm2+1n−1 y
−m1−1
n ) | m1, m2 ∈ N}. (6.5.62)
By the arguments of (6.4.46)-(6.4.68), we have:
Theorem 6.5.1. Suppose n1 + 1 = n2. For ℓ1, ℓ2 ∈ Z with ℓ1 + ℓ2 ≤ 0 or n2 = n and
0 ≤ ℓ2 ≤ ℓ1, H〈ℓ1,ℓ2〉 is an infinite-dimensional irreducible highest-weight sl(n,F)-module
and
B〈ℓ1,ℓ2〉 =
∞⊕
m=0
ηm(H〈ℓ1−m,ℓ2−m〉) (6.5.63)
is an orthogonal decomposition of irreducible submodules. In particular, B〈ℓ1,ℓ2〉 = H〈ℓ1,ℓ2〉⊕
η(B〈ℓ1−1,ℓ2−1〉). The symmetric bilinear form restricted to η
m(H〈ℓ1−m,ℓ2−m〉) is nondegerate.
Assume n2 < n. For m1, m2 ∈ N + 1, H〈m1,m2〉 has exactly three singular vectors.
All the submodules H〈ℓ1,ℓ2〉 for ℓ1, ℓ2 ∈ Z such ℓ1 + ℓ2 > 0 and ℓ1ℓ2 ≤ 0 have exactly
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two singular vectors. Consider n2 = n. For m1, m2 ∈ N with m1 < m2, H〈m1,m2〉 and
H−m2−m1−1,m1+1 are also infinite-dimensional irreducible highest-weight sl(n,F)-modules.
All submodules H〈−m1,m1+m2+1〉 with m1, m2 ∈ N have exactly two singular vectors.
Indeed, we have more detailed information. Suppose n2 < n. For m1, m2 ∈ N,
H〈−m1,−m2〉 has a highest-weight vector x
m1
n1 y
m2
n1+2 of weight m1λn1−1−(m1+1)λn1−(m2+
1)λn1+1 + m2λn1+2. When m1, m2 ∈ N with m2 − m1 ≥ 0, H〈m1,−m2〉 has a highest-
weight vector xm1n1+1y
m2
n1+2
of weight −(m1 + 1)λn1 + (m1 − m2 − 1)λn1+1 + m2λn1+2. If
m1, m2 ∈ N with m1 − m2 ≥ 0, H〈−m1,m2〉 is has a highest-weight vector xm1n1 ym2n1+1 of
weight m1λn1−1 + (m2 −m1 − 1)λn1 − (m2 + 1)λn1+1.
Assume n2 = n. Form1, m2 ∈ N with m2 ≤ m1, H〈−m1,m2〉 has a highest-weight vector
xm1n−1y
m2
n of weight m1λn−2 + (m2 −m1 − 1)λn−1. Moreover, H〈m,0〉 has a highest-weight
vector xmn−1 of weight mλn−2− (m+1)λn−1 for m ∈ Z. For m1, m2 ∈ N+1, H〈m1,m2〉 has
a highest-weight vector ηm1+m2(xm2n−1y
−m1
n ) of weight m2λn−2+ (m1−m2− 1)λn−1. Again
H〈ℓ1,ℓ2〉 has a basis of the form (6.4.70).
6.6 Noncanonical Representations VI: n1 = n2
In this section, we continue the discussion from last section.
Recall n ≥ 2. In this case,
∆˜ =
n1∑
i=1
xi∂yi +
n∑
s=n1+1
ys∂xs (6.6.1)
and
η =
n1∑
i=1
yi∂xi +
n∑
s=n1+1
xs∂ys . (6.6.2)
First we consider the subcase 1 < n1 < n−1. Suppose that f ∈ Q is a singular vector.
According to the arguments in (6.4.1)-(6.4.4), f is a rational function in
{xn1 , xn1+1, yn1, yn1+1, ζ1, ζ2} (6.6.3)
(cf. (6.4.5)). Note
En1,n1+1|Q = ∂xn1∂xn1+1 − ∂yn1∂yn1+1. (6.6.4)
Now En1,n1+1(f) = 0 implies
(∂xn1∂xn1+1 − ∂yn1∂yn1+1)(f) = 0, (6.6.5)
or equivalently,
(xn1−1xn1+2 − yn1−1yn1+2)fζ1ζ2 − yn1−1fζ1xn1+1 − xn1−1fζ1yn1+1
+yn1+2fζ2xn1 + xn1+2fζ2yn1 + fxn1xn1+1 − fyn1yn1+1 = 0. (6.6.6)
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According (6.3.49),
yn1−1 = x
−1
n1
yn1xn1−1 − x−1n1 ζ1, yn1+2 = x−1n1+1ζ2 + x−1n1+1yn1+1xn1+2. (6.6.7)
Substituting (6.6.7) into (6.6.6), the coefficient of xn1−1xn1+2 implies fζ1ζ2 = 0. Thus
f = g + h with gζ2 = hζ1 = 0. (6.6.8)
Now (6.6.6) becomes
x−1n1 ζ1gζ1xn1+1 − (x−1n1 yn1gζ1xn1+1 + gζ1yn1+1)xn1−1 + (x−1n1+1yn1+1hζ2xn1 + hζ2yn1 )xn1+2
+x−1n1+1ζ2hζ2xn1 + gxn1xn1+1 − gyn1yn1+1 + hxn1xn1+1 − hyn1yn1+1 = 0, (6.6.9)
which implies
x−1n1 yn1gζ1xn1+1 + gζ1yn1+1 = 0, x
−1
n1+1
yn1+1hζ2xn1 + hζ2yn1 = 0. (6.6.10)
For the representation purpose, we assume that g is polynomial in ζ1 with g|ζ1=0 = 0
and h is polynomial in ζ2. The first assumption and the first equation in (6.6.10) yield
yn1gxn1+1 + x
−1
n1
gyn1+1 = 0. (6.6.11)
Note
ζ3 = xn1yn1+1 − xn1+1yn1 (6.6.12)
is a solution of (6.6.11). Write g as a function in {xn1 , xn1+1, yn1, ζ1, ζ3}. Then (6.6.11)
gives gxn1+1=0. So
g is a function in xn1 , yn1, ζ1, ζ3. (6.6.13)
Moreover, (6.6.9) says
−x−1n1 yn1ζ1gζ1ζ3 − yn1gxn1ζ3 − xn1gyn1ζ3 = 0. (6.6.14)
Again we can assume that g = gˆ+g˜ is polynomial in xn1 , yn1, ζ1, ζ3 with gˆ|ζ1=0 = gˆ|ζ3=0 = 0
and g˜ζ3 = 0. Then (6.6.14) is equivalent to
yn1ζ1gˆζ1 + xn1yn1 gˆxn1 + x
2
n1
gˆyn1 = 0. (6.6.15)
Observe that ζ1/xn1 and x
2
n1
− y2n1 are solutions of (6.6.15). Write gˆ as a function in
{xn1 , ζ1/xn1, x2n1 − y2n1, ζ3}. Then (6.6.15) yields gˆxn1 = 0. This shows that gˆ is a function
in {ζ1/xn1 , x2n1−y2n1 , ζ3}. If gˆ ∈ B, then gˆ is independent of ζ1. The assumption gˆ|ζ1=0 = 0
implies gˆ = 0. So the polynomial solution of g must be a polynomial in xn1 , yn2, ζ1 with
gζ1 6= 0. Similarly, if hζ2 6= 0 and h|ζ2=0 = 0, the polynomial solution of h must be a
polynomial in xn+1, yn+1, ζ2. Assume hζ2 = 0. Then
hxn1xn1+1 − hyn1yn1+1 = 0. (6.6.16)
170 CHAPTER 6. REPRESENTATIONS OF SPECIAL LINEAR ALGEBRAS
By (6.6.2) and (6.5.17), (6.5.20), (6.5.21) with n1+2 replaced by n1+1, the polynomial
solution of h must be in
Span{ηm3(xm1n1 ym2n1+1) | m1, m2, m3 ∈ N}. (6.6.17)
Therefore, we have:
Lemma 6.6.1, Any singular vector in B must be a nonzero weight vector in
Span{xm1n1 ym2n1 ζm3+11 , xm1n1+1ym2n1+1ζm3+12 , ηm3(xm1n1 ym2n1+1) | mi ∈ N}. (6.6.18)
Note
xm1n1 y
m2
n1 ζ
m3+1
1 ∈ B〈−m1−m3−1,m2+m3+1〉, (6.6.19)
xm1n1+1y
m2
n1+1ζ
m3+1
2 ∈ B〈m1+m3+1,−m2−m3−1〉. (6.6.20)
Moreover,
∆˜(xm1n1 y
m2
n1
ζm3+11 ) = m2x
m1+1
n1
ym2−1n1 ζ
m3+1
1 = 0⇐⇒ m2 = 0 (6.6.21)
and
∆˜(xm1n1+1y
m2
n1+1ζ
m3+1
2 ) = m1x
m1−1
n1+1 y
m2+1
n1+1 ζ
m3+1
2 = 0⇐⇒ m1 = 0 (6.6.22)
by (6.3.49) and (6.6.1). Furthermore,
xm1n1 y
m2
n1
ζm3+11 =
ηm2(xm1+m2n1 ζ
m3+1
1 )∏m2
r=1(m1 + r)
, xm1n1+y
m2
n1+1ζ
m3+1
2 =
ηm1(ym1+m2n1+1 ζ
m3+1
2 )∏m1
r=1(m2 + r)
(6.6.23)
by (6.6.2). Indeed,
ηm1+1(xm1n1 ζ
m2
1 ) = η
m1+1(ym1n1+1ζ
m2
2 ) = 0 for m1, m2 ∈ N. (6.6.24)
Since xm1n1 y
m2
n1+1
∈ H〈−m1,−m2〉, (6.4.36) says that ηm(xm1n1 ym2n1+1) with m > 0 is a singular
vector only if m = m1 +m2 + 1. But η
m1+m2+1(xm1n1 y
m2
n1+1) = 0 by (6.6.2). Thus we have:
Lemma 6.6.2. Any singular vector in H (cf. (6.6.28)) is a nonzero weight vector in
Span{xm1n1 ζm2+11 , ym1n1+1ζm2+12 , xm1n1 ym2n1+1 | m1, m2 ∈ N}. (6.6.25)
Since B is nilpotent with respect to G+, any nonzero submodule of B has a singular
vector. The above fact implies
H〈ℓ1,ℓ2〉 = {0} for ℓ1, ℓ2 ∈ Z such that ℓ1 + ℓ2 > 0. (6.6.26)
Observe that
m1∑
i=0
(−1)m1−ii!(m2 + i)! =
m1−1∑
i+0
[(m1 − 1)!(m1 +m2)! + (−1)ii!(m2 + i)!] > 0 (6.6.27)
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for m1, m2 ∈ N. Thus
(xm1n1 ζ
m2
1 |xm1n1 ζm21 )
= (
m2∑
i=0
(
m2
i
)
(−1)ixm2−in1−1xm1+in1 yin1−1ym2−in1 |
m2∑
i=0
(
m2
i
)
(−1)ixm2−in1−1xm1+in1 yin1−1ym2−in1 )
= (−1)m1m2!
m2∑
i=0
(−1)m2−i(m1 + i)!(m2 − i))! 6= 0 (6.6.28)
by (6.6.27). Similarly, (ym1n1+1ζ
m2
2 |ym1n1 ζm22 ) 6= 0.
Next we assume n1 = n2 = 1 and n ≥ 3. By the arguments in the above, a singular
vector in B must be a nonzero weight vector in
Span{xm1n1+1ym2n1+1ζm3+12 , ηm3(xm1n1 ym2n1+1) | mi ∈ N}. (6.6.29)
Thus any singular vector in H (cf. (6.4.28)) is a nonzero weight vector in
Span{ym1n1+1ζm2+12 , xm1n1 ym2n1+1 | m1, m2 ∈ N}. (6.6.30)
The above fact implies
H〈ℓ1,ℓ2〉 = {0} for ℓ1, ℓ2 ∈ Z such that ℓ1 + ℓ2 > 0 or ℓ2 > 0. (6.6.31)
Consider the subcase n1 = n2 = n − 1 and n ≥ 3. A singular vector in B must be a
nonzero weight vector in
Span{xm1n1 ym2n1 ζm3+11 , ηm3(xm1n1 ym2n1+1) | mi ∈ N}. (6.6.32)
Thus any singular vector in H (cf. (6.4.28)) is a nonzero weight vector in
Span{xm1n1 ζm2+11 , xm1n1 ym2n1+1 | m1, m2 ∈ N}. (6.6.33)
The above fact implies
H〈ℓ1,ℓ2〉 = {0} for ℓ1, ℓ2 ∈ Z such that ℓ1 + ℓ2 > 0 or ℓ1 > 0. (6.6.34)
Suppose n1 = n2 = 1 and n = 2. A singular vector in B must be a nonzero weight
vector in
Span{ηm3(xm11 ym22 ) | mi ∈ N}. (6.6.35)
Thus any singular vector in H (cf. (6.4.28)) is a nonzero weight vector in
Span{xm11 ym22 | m1, m2 ∈ N}. (6.6.36)
The above fact implies
H〈ℓ1,ℓ2〉 = {0} for ℓ1, ℓ2 ∈ Z such that ℓ1 > 0 or ℓ2 > 0. (6.6.37)
172 CHAPTER 6. REPRESENTATIONS OF SPECIAL LINEAR ALGEBRAS
Finally, we assume n1 = n2 = n. A singular vector in B must be a nonzero weight
vector in
Span{xm1n1 ym2n1 ζm31 | mi ∈ N}. (6.6.38)
Thus any singular vector in H (cf. (6.4.29)) is a nonzero weight vector in
Span{xm1n1 ζm21 | m1, m2 ∈ N}. (6.6.39)
The above fact implies
H〈ℓ1,ℓ2〉 = {0} for ℓ1, ℓ2 ∈ Z such that ℓ1 + ℓ2 > 0. (6.6.40)
By the arguments of (6.4.46)-(6.4.68), we obtain:
Theorem 6.6.3. Suppose n1 = n2. Let ℓ1, ℓ2 ∈ Z such that ℓ2 ≥ 0 when n1 = n, or
ℓ1 + ℓ2 ≤ 0 and: (a) ℓ2 ≤ 0 if n1 = 1 and n ≥ 3; (b) ℓ1 ≤ 0 if n1 = n − 1 and n ≥ 3;
(c) ℓ1, ℓ2 ≤ 0 when n1 = 1 and n = 2. Then H〈ℓ1,ℓ2〉 is an irreducible highest-weight
sl(n,F)-module and
B〈ℓ1,ℓ2〉 =
∞⊕
m=0
ηm(H〈ℓ1−m,ℓ2−m〉) (6.6.41)
is an orthogonal decomposition of irreducible submodules. The symmetric bilinear form re-
stricted to ηm(H〈ℓ1−m,ℓ2−m〉) is nondenerate. In particular, B〈ℓ1,ℓ2〉 = H〈ℓ1,ℓ2〉⊕η(B〈ℓ1−1,ℓ2−1〉).
If the conditions fails, H〈ℓ1,ℓ2〉 = {0}.
Suppose n1 < n − 1. Let m1, m2 ∈ N. The subspace H〈−m1,−m2〉 has a highest-
weight vector xm1n1 y
m2
n1+1
of weight m1(1 − δ1,n1)λn1−1 − (m1 + m2 + 2)λn1 + m2λn1+1. If
n1 ≥ 2, the subspace H〈−m1−m2−1,m2+1〉 has a highest-weight vector xm1n1 ζm2+11 of weight
(m2+1)λn1−2−m1λn1−1−(m1+m2+3)λn1. The subspace H〈m1+1,−m2−m1−1〉 has a highest-
weight vector ym2n1+1ζ
m1+1
2 of weight−(m1+m2+3)λn1+m2λn1+1−(m1+1)(1−δn1,n−2)λn1+2.
Consider n1 = n− 1. The subspace H〈−m1,−m2〉 has a highest-weight vector xm1n1 ym2n1+1
of weight m1(1− δn,2)λn−2− (m1+m2+2)λn−1. If n ≥ 3, the subspace H〈−m1−m2−1,m2+1〉
has a highest-weight vector xm1n1 ζ
m2+1
1 of weight (m2 +1)(1− δn,3)λn−3−m1λn−2− (m1 +
m2 + 3)λn−1.
Assume n1 = n. The subspace H〈−m1−m2,m2〉 has a highest-weight vector x
m1
n ζ
m2
1 of
weight m2(1− δn,2)λn−2 +m1λn−1.
Now we want to find an explicit expression for H〈ℓ1,ℓ2〉 when it is irreducible. First we
assume n1 < n. Note
−En1+r,i|B = xixn1+r − yiynr for i ∈ 1, n1, r ∈ 1, n− n1 (6.6.42)
by (6.3.36)-(6.3.38). Thus
(xixn1+r − yiynr)(H〈ℓ1,ℓ2〉) ⊂ H〈ℓ1,ℓ2〉. (6.6.43)
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For m1, m2 ∈ N, we set
H ′〈−m1,−m2〉 = Span{[
n1∏
r=1
xlrr ][
n−n1∏
s=1
yksn1+s][
n1∏
r=1
n−n1∏
s=1
(xrxn1+s − yryn1+s)lr,s ]
| lr, ks, lr,s ∈ N;
n1∑
r=1
lr = m1;
n−n1∑
s=1
ks = m2}. (6.6.44)
By (6.6.1), H ′〈m1,m2〉 ⊂ H〈−m1,−m2〉. Moreover,
Ei,r|B = −xr∂xi − yr∂yi − δi,r for i, r ∈ 1, n1, (6.6.45)
En1+j,n1+s|B = xn1+j∂xn1+s + yn1+j∂yn1+s + δj,s for j, s ∈ 1, n− n1 (6.6.46)
and
Ei,n1+s|B = ∂xi∂xn1+s − ∂yi∂yn1+s for i ∈ 1, n1, s ∈ 1, n− n1 (6.6.47)
by (6.3.36)-(6.3.38). It is obvious that
Ep,p′(H
′
〈−m1,−m2〉
), En1+q,n1+q′(H
′
〈−m1,−m2〉
), En1+q,p′(H
′
〈−m1,−m2〉
) ⊂ H ′〈−m1,−m2〉 (6.6.48)
for p, p′ ∈ 1, n1 and q, q′ ∈ 1, n− n1 by (6.6.42), (6.6.45) and (6.6.46). Furthermore,
Ep,n1+q{[
n1∏
r=1
xlrr ][
n−n1∏
s=1
yksn1+s][
n1∏
r=1
n−n1∏
s=1
(xrxn1+s − yryn1+s)lr,s ]}
= (∂xp∂xn1+q − ∂yp∂yn1+q){[
n1∏
r=1
xlrr ][
n−n1∏
s=1
yksn1+s][
n1∏
r=1
n−n1∏
s=1
(xrxn1+s − yryn1+s)lr,s ]}
=
(
lp
n1∑
ι=1
lι,qxι
xp(xιxn1+q − yιyn1+q)
+ kq
n−n1∑
ι1=1
lp,ι1yn1+ι1
yn1+q(xpxn1+ι1 − ypyn1+ι1)
+
lp,q
xpxn1+q − ypyn1+q
+
n1∑
ι1=1
n−n1∑
ι2=1
lι1,qlp,ι2(xι1xn1+ι2 − yι1yn1+ι2)
(xι1xn1+q − yι1yn1+q)(xpxn1+ι2 − ypyn1+ι2)
)
×[
n1∏
r=1
xlrr ][
n−n1∏
s=1
yksn1+s][
n1∏
r=1
n−n1∏
s=1
(xrxn1+s − yryn1+s)lr,s ] ∈ H ′〈−m1,−m2〉. (6.6.49)
Thus H ′〈−m1,−m2〉 is a nonzero submodule of H〈−m1,−m2〉, which is irreducible. So we have
H ′〈−m1,−m2〉 = H〈−m1,−m2〉.
Next we assume n1 > 1. We let
H ′〈−m1−m2,m2〉
= Span{[
n1∏
r=1
xlrr ][
∏
1≤p<q≤n1
(xpyq − xqyp)kp,q ][
n1∏
r=1
n−n1∏
s=1
(xrxn1+s − yryn1+s)lr,s ]
| lr, kp,q, lr,s ∈ N;
n1∑
r=1
lr = m1;
∑
1≤p<q≤n1
kp,q = m2}. (6.6.50)
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For convenience, we treat kp,q = −kq,p. To prove H ′〈−m1−m2,m2〉 = H〈−m1−m2,m2〉, it is
enough to calculate
∂xi [
∏
1≤p<q≤n1
(xpyq − xqyp)kp,q ]∂xn1+j [
n1∏
r=1
n−n1∏
s=1
(xrxn1+s − yryn1+s)lr,s ]
−∂yi [
∏
1≤p<q≤n1
(xpyq − xqyp)kp,q ]∂yn1+j [
n1∏
r=1
n−n1∏
s=1
(xrxn1+s − yryn1+s)lr,s ]
=
( ∑
i 6=ι1∈1,n1
n1∑
ι2=1
ki,i1lι2,j(xι1yι2 − xι2yι1)
(xiyι1 − xι1yi)(xι2xn1+j − yι2yn1+j)
)
×[
∏
1≤p<q≤n1
(xpyq − xqyp)kp,q ][
n1∏
r=1
n−n1∏
s=1
(xrxn1+s − yryn1+s)lr,s] (6.6.51)
for i ∈ 1, n1 and j ∈ 1, n1 by (6.6.45)-(6.6.47) and (6.6.49).
Symmetrically, similar expression can obtained for H〈m2,−m1−m2〉. In summary, we
have:
Theorem 6.6.4. Let m1, m2 ∈ N. If n1 = n2 < n, we have
H〈−m1,−m2〉 = Span{[
n1∏
r=1
xlrr ][
n−n1∏
s=1
yksn1+s][
n1∏
r=1
n∏
s=n1+1
(xrxs − yrys)lr,s ]
| lr, ks, lr,s ∈ N;
n1∑
r=1
lr = m1;
n−n1∑
s=1
ks = m2}. (6.6.52)
When 2 ≤ n1 = n2 < n,
H〈−m1−m2,m2〉
= Span{[
n1∏
r=1
xlrr ][
∏
1≤p<q≤n1
(xpyq − xqyp)kp,q ][
n1∏
r=1
n∏
s=n1+1
(xrxs − yrys)lr,s]
| lr, kp,q, lr,s ∈ N;
n1∑
r=1
lr = m1;
∑
1≤p<q≤n1
kp,q = m2}. (6.6.53)
In the case n1 = n2 < n− 1,
H〈m2,−m1−m2〉 = Span{[
∏
n1+1≤p<q≤n
(xpyq − xqyp)kp,q ][
n1∏
r=1
n∏
s=n1+1
(xrxs − yrys)lr,s]
×[
n−n1∏
r=1
ylrn1+r] | lr, kp,q, lr,s ∈ N;
n1∑
r=1
lr = m1;
∑
n1+1≤p<q≤n
kp,q = m2}. (6.6.54)
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If n1 = n2 = n,
H〈−m1−m2,m2〉 = Span{[
n∏
r=1
xlrr ][
∏
1≤p<q≤n
(xpyq − xqyp)kp,q ]
| lr, kp,q ∈ N;
n∑
r=1
lr = m1;
∑
1≤p<q≤n
kp,q = m2}. (6.6.55)
6.7 Extensions of the Projective Representations
In this section, we construct a functor from the category of An−1-modules to the category
of An-modules, which is related to n-dimensional projective transformations.
Denote by GL(n+1,F) the group of (n+1)× (n+1) invertible matrices. A projective
transformation on Fn for a field F is given by
u 7→ Au+
~b
~c tu+ d
for u ∈ Fn, (6.7.1)
where all the vector in Fn are in column form and(
A ~b
~c t d
)
∈ GL(n + 1,F). (6.7.2)
It is well-known that a transformation of mapping straight lines to lines must be a projec-
tive transformation. The group of projective transformations is the fundamental group of
n-dimensional projective geometry. Physically, the group with n = 4 and F = R consists
of all the transformations of keeping free particles including light signals moving with
constant velocities along straight lines (e.g., cf. [GWZ1-2]). Based on the embeddings of
the poincare´ group and De Sitter group into the projective group with n = 4 and F = R,
Guo, Wu and Zhou [GWZ1-2] proposed three kinds of special relativity.
Now we consider the Lie algebra
sl(n+ 1,F) =
∑
1≤i<j≤n+1
(FEi,j + FEj,i) +
n∑
r=1
F(Er,r − Er+1,r+1). (6.7.3)
Recall that
D =
n∑
r=1
xr∂xr (6.7.4)
is the degree operator on the polynomial algebra A = F[x1, ..., xn]. Note
[∂xj , xiD] =
{
xi∂xj , i 6= j,
D + xi∂xi , i = j,
(6.7.5)
[xi∂xj , xkD] = δj,kxiD, [xi∂xj , ∂xk ] = −δi,k∂xj (6.7.6)
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for i, j, k ∈ 1, n. Thus we have the following inhomogeneous representation of sl(n+1,F)
on A determined by
Ei,j |A = xi∂xj , Ei,n+1|A = xiD, (6.7.7)
En+1,i|A = −∂xi , (Ei,i − En+1,n+1)|A = D + xi∂xi (6.7.8)
for i, j ∈ 1, n with i 6= j. The above representation is exactly the one of sl(n + 1,F)
induced by the projective transformations in (6.7.1).
Recall the classical Witt algebra Wn =
∑n
i=1 A ∂xi with the following Lie bracket:
[
n∑
i=1
fi∂xi ,
n∑
j=1
gj∂xj ] =
n∑
i,j=1
(fj∂xj (gi)− gj∂xj (fi))∂xi (6.7.9)
(cf. Example 1.2.1). Acting on the entries of the elements of the Lie algebra gl(n,A ),Wn
becomes a Lie subalgebra of the Lie algebras of derivations of gl(n,A ) =
∑n
i,j=1 A Ei,j.
In particular,
Ŵn =Wn ⊕ gl(n,A ) (6.7.10)
becomes a Lie algebra with the Lie bracket
[d1 ⊕ A1, d2 ⊕ A2] = [d1, d2]⊕ [d1(A2)− d2(A1) + [A1, A2]] (6.7.11)
for d1, d2 ∈Wn and A1, A2 ∈ gl(n,A ).
Lemma 6.7.1 (Shen). The map ℑ given by
ℑ(
n∑
i=1
fi∂xi) =
n∑
i=1
fi∂xi ⊕
n∑
i,j=1
∂xi(fj)Ei,j (6.7.12)
is a Lie algebra monomorphism from Wn to Ŵn.
Proof. Note that
ℑ([
n∑
i=1
fi∂xi ,
n∑
j=1
gj∂xj ])
= ℑ(
n∑
i,k=1
(fk∂xk(gi)− gk∂xk(fi))∂xi)
=
n∑
i,k=1
(fk∂xk(gi)− gk∂xk(fi))∂xi)⊕
n∑
i,j,k=1
∂xi [fk∂xk(gj)− gk∂xk(fj)]Ei,j (6.7.13)
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and
[ℑ(
n∑
i=1
fi∂xi),ℑ(
n∑
j=1
gj∂xj )]
= [
n∑
i=1
fi∂xi ⊕
n∑
i,r=1
∂xi(fr)Ei,r,
n∑
j=1
gj∂xj ⊕
n∑
j,s=1
∂xj (gs)Ej,s]
=
n∑
i,k=1
(fk∂xk(gi)− gk∂xk(fi))∂xi)⊕ [
n∑
i,j,s=1
fi∂xi∂xj (gs)Ej,s −
∑
i,j,r
n∑
i,r=1
gj∂xj∂xi(fr)Ei,r
+
n∑
i,r,s=1
∂xi(fr)∂xr(gs)Ei,s −
n∑
j,r,s=1
∂xj (gs)∂xs(fr)Ej,r]. (6.7.14)
Moreover,
n∑
i,j,s=1
fi∂xi∂xj (gs)Ej,s −
∑
i,j,r
n∑
i,r=1
gj∂xj∂xi(fr)Ei,r
+
n∑
i,r,s=1
∂xi(fr)∂xr(gs)Ei,s −
n∑
j,r,s=1
∂xj (gs)∂xs(fr)Ej,r
=
n∑
i,j,k=1
[fk∂xk∂xi(gj)− gk∂xk∂xi(fj) + ∂xi(fk)∂xk(gj)− ∂xi(gk)∂xk(fj)]Ei,j
=
n∑
i,j,k=1
∂xi [fk∂xk(gj)− gk∂xk(fj)]Ei,j (6.7.15)
Thus
ℑ([
n∑
i=1
fi∂xi ,
n∑
j=1
gj∂xj ]) = [ℑ(
n∑
i=1
fi∂xi),ℑ(
n∑
j=1
gj∂xj )]. ✷ (6.7.16)
The above lemma was an important discovery of Shen [Sg]. Now we have the Lie
algebra monomorphism ν : sl(n + 1,F)→ Ŵn given by
ν(ξ) = ℑ(ξ|A ) for ξ ∈ sl(n + 1,F). (6.7.17)
In particular,
ν(Ei,n+1) = ℑ(xiD) = xiD ⊕ (
n∑
r=1
(xiEr,r + xrEi,r)) for i ∈ 1, n (6.7.18)
and
ν(Ei,j) = xi∂xj ⊕Ei,j , ν(Ei,i −Ej,j) = (xi∂xi − xj∂xj )⊕ (Ei,i − Ej,j) (6.7.19)
for i, j ∈ 1, n with i 6= j.
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Let M be an gl(n,F)-module. Set
M̂ = A ⊗FM. (6.7.20)
According to (6.7.11), M̂ becomes a Ŵn-module with the action
(d⊕ fA)(g ⊗ v) = d(g)⊗ v + fg ⊗ A(v) (6.7.21)
for d ∈Wn, f, g ∈ A , A ∈ gl(n,F) and v ∈ M. Thus we have the following sl(n + 1,F)-
module structure on M̂ :
ξ(g ⊗ v) = ν(ξ)(g ⊗ v) for ξ ∈ sl(n + 1,F), g ∈ A , v ∈M. (6.7.22)
For convenience, we denote
G0 = sl(n,F) + F(En,n − En+1,n+1), G+ =
n∑
i=1
FEn+1,i, G− =
n∑
i=1
FEi,n+1. (6.7.23)
Then G± are abelian Lie subalgebras of sl(n + 1,F). Moreover,
ν(En+1,i) = −∂xi for i ∈ 1, n. (6.7.24)
Thus
G+(1⊗M) = {0}. (6.7.25)
Furthermore,
G0 = sl(n,F) + F(
n∑
r=1
Er,r − nEn+1,n+1) (6.7.26)
and
ν(
n∑
r=1
Er,r − nEn+1,n+1) = (n+ 1)(D ⊕
n∑
r=1
Er,r) ∈ Ŵn. (6.7.27)
So
U(G0)(1⊗M) = 1⊗ U(sl(n,F))(M) = 1⊗M. (6.7.28)
Therefore, the sl(n+ 1,F)-submodule
U(G )(1⊗M) = U(G−)(1⊗M). (6.7.29)
By (6.7.24), we have:
Proposition 6.7.2. The map M 7→ U(G−)(1 ⊗M) gives rise to a functor from the
category of gl(n,F)-modules to the category of sl(n+1,F)-modules. In particular, it maps
irreducible gl(n,F)-modules to irreducible sl(n+ 1,F)-modules.
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From another point view, U(G−)(1 ⊗ M) is a polynomial extension from gl(n,F)-
module M to an sl(n+ 1,F)-module. Next we want to study when M̂ = U(G−)(1⊗M).
Set
Ei = Ei,i − 1
1 + n
n+1∑
r=1
Er,r for i ∈ 1, n. (6.7.30)
Then we have a Lie algebra isomorphism ς : gl(n,F)→ G0 determined by
ς(Er,s) = Er,s, ς(Ei,i) = Ei for i, r, s ∈ 1, n, r 6= s. (6.7.31)
Moreover,
Ei = Ei,i −En+1,n+1 − 1
1 + n
(
n∑
r=1
Er,r − nEn+1,n+1) for i ∈ 1, n. (6.7.32)
According to (6.7.8),
Ei|A = xi∂xi for i ∈ 1, n. (6.7.33)
Thus
ν(Ei) = xi∂xi ⊕Ei,i for i ∈ 1, n. (6.7.34)
We calculate
[Ei, Ej,n+1] = δi,jEj,n+1 for i, j ∈ 1, n. (6.7.35)
In the rest of this section, we use ς as the identification of gl(n,F) with G0. In particular,
Ei,j|A = xi∂xj for i, j ∈ 1, n (6.7.36)
by (6.7.7) and (6.7.33). So M̂ is a usual tensor module of gl(n,F).
Denote
Eα = Eα11,n+1E
α2
2,n+1 · · ·Eαnn,n+1 for α = (α1, ..., αn) ∈ Nn. (6.7.37)
We write
M̂k = Ak ⊗FM, (U(G−)(1⊗M))k = M̂k
⋂
(U(G−)(1⊗M)) for k ∈ N. (6.7.38)
According to (6.7.18),
(U(G−)(1⊗M))k =
∑
α∈Nn, |α|=k
Eα(1⊗M), (6.7.39)
where |α| =∑nr=1 αr. Define a linear map ϕ : M̂ → U(G−)(1⊗M) by
ϕ(xα ⊗ v) = Eα(1⊗ v) for α ∈ Nn, v ∈M. (6.7.40)
Then (6.7.19) and (6.7.35) implies that ϕ is gl(n,F)-module homomorphism.
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Note that
ω =
n∑
i,j=1
Ei,jEj,i ∈ U(gl(n,F)) (6.7.41)
is a Casimier element of gl(n,F). Set
ω˜ =
1
2
(ω|M̂ − ω|A ⊗ IdM − IdA ⊗ ω|M) =
n∑
i,j=1
Ei,j|A ⊗Ej,i|M . (6.7.42)
Note that
∑n
r=1Er,r is the central element of gl(n,F).
Lemma 6.7.3. If (
∑n
r=1Er,r)|M = c IdM for c ∈ F, then we have ϕ|M̂1 = (ω˜ + c)|M̂1.
Proof. For s ∈ 1, n and v ∈M ,
ϕ(xs ⊗ v) = ν(Es,n+1)(1⊗ v) = [Ps ⊕ (
n∑
r=1
(xsEr,r + xrEs,r)](1⊗ v)
= cxs ⊗ v +
n∑
r=1
xr ⊗ Es,r(v). (6.7.43)
Moreover,
ω˜(xs ⊗ v) =
n∑
i,j=1
xi∂xj(xs)⊗Ej,i(v) =
n∑
i=1
xi ⊗Es,i(v). ✷ (6.7.44)
Fix the Cartan subalgebra H =
∑n
i=1 FEi,i of gl(n,F) and define εi ∈ H∗ by
εi(Ej,j) = δi,j for i, j ∈ 1, n. (6.7.45)
For any µ =
∑n
i=1 µiεi, µ
′ =
∑n
i=1 µ
′
iεi, we define
(µ, µ′) =
n∑
i=1
µiµ
′
i, |µ| =
n∑
i=1
µi. (6.7.46)
Set
Λ+ = {µ =
n∑
i=1
µiεi ∈ H∗ | µi − µi+1 ∈ N for i ∈ 1, n− 1}. (6.7.47)
Let V (µ) be a highest-weight irreducible gl(n,F)-module with µ as the highest weight.
According to Section 5.2, any finite-dimensional gl(n,F)-module is a highest-weight irre-
ducible module V (µ) for some µ ∈ Λ+ when F is algebraically closed. Moreover,
(
n∑
r=1
Er,r)|V (µ) = |µ| IdV (µ) (6.7.48)
by its action on the highest-weight vector. By (3.2.15),
ρ =
1
2
n∑
r=1
(n− 2r + 1)εr. (6.7.49)
6.7. EXTENSIONS OF THE PROJECTIVE REPRESENTATIONS 181
Consider the action of ω on the highest-weight vector, we have:
ω|V (µ) = (µ, µ+ 2ρ) IdV (µ) (6.7.50)
As a gl(n,F)-module,
A1 ∼= V (ε1), (6.7.51)
whose weights are
{ε1, ε2, ..., εn}. (6.7.52)
Fix µ ∈ Λ and take
M = V (µ). (6.7.53)
Moreover, we define
I(µ) = {i1, i2, ..., is+1} ⊂ 1, n such that 1 = i1 < i2 < · · · < is+1 = n+ 1, (6.7.54)
µir = µir+1−1 for r ∈ 1, s and µir > µir+1 if r < s. (6.7.55)
According to Theorem 5.4.3, we have:
Lemma 6.7.4 (Pieri’s formula). As gl(n,F)-modules,
V̂ (µ)1 = A1 ⊗F V (µ) ∼=
s⊕
r=1
V (µ+ εir), (6.7.56)
where I(µ) = {i1, i2, ..., is+1}.
By (6.7.50), the eigenvalues of ω on V̂ (µ)1 are:
{(µ+ εi1 , µ+ εi1 + 2ρ), ...., (µ+ εis, µ+ εis + 2ρ)}. (6.7.57)
On the other hand, ω|A1⊗IdV (µ) has the only eigenvalue (ε1, ε1+2ρ) = n and IdA1⊗ω|V (µ)
has the only eigenvalue (µ, µ+ 2ρ). Calculate
(µ+ εir , µ+ εir + 2ρ)− (µ, µ+ 2ρ)− n = 2(µir + 1− ir). (6.7.58)
Thus we get:
Lemma 6.7.5. The eigenvalues of ω˜ on V̂ (µ)1 are
{µir + 1− ir | r ∈ 1, s}. (6.7.59)
For f ∈ A , we define the action
f(g ⊗ v) = fg ⊗ v for g ∈ A , v ∈M. (7.3.60)
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Now we have:
Theorem 6.7.6. The sl(n+1,F)-module V̂ (µ) is irreducible if and only if |µ|+µis−
is 6∈ −N− 1.
Proof. Note
ϕ[V̂ (µ)k] = (U(G−)(1⊗ V (µ)))k for k ∈ N. (6.7.61)
By Proposition 6.7.2, V̂ (µ) is irreducible if and only if ϕ is injective. Observe that
V̂ (µ)0 = (U(G−)(1⊗ V (µ))0 = 1⊗ V (µ) (6.7.62)
and
ϕ(1⊗ v) = 1⊗ v for v ∈ V (µ). (6.7.63)
So ϕ|
V̂ (µ)0
is injective.
Suppose that ϕ|
V̂ (µ)k
is injective for some k ∈ N. So
V̂ (µ)k = (U(G−)(1⊗ V (µ)))k. (6.7.64)
Thus ϕ|
V̂ (µ)k+1
is injective if and only if
n∑
i=1
Ei,n+1[V̂ (µ)k] = V̂ (µ)k+1. (6.7.65)
For f ∈ Ak and v ∈ V (µ), we have
Ei,n+1(f ⊗ v) = (xiD ⊕ (
n∑
r=1
(xiEr,r + xrEi,r)))(f ⊗ v)
= kxif ⊗ v + f
n∑
r=1
(xiEr,r + xrEi,r)(1⊗ v)
= f [(k + ϕ)(xi ⊗ v)] (6.7.66)
by (6.7.18). Thus (6.7.64) holds if and only if
(k + ϕ)|
V̂ (µ)1
is injective. (6.7.67)
According to (6.7.48) and Lemmas 6.7.3, 6.7.5, the eigenvalues of (k + ϕ)|
V̂ (µ)1
are
{k + |µ|+ µir + 1− ir | r ∈ 1, s}. (6.7.68)
Therefore, ϕ is injective if and only if
0 6∈ {k + |µ|+ µir + 1− ir | r ∈ 1, s, k ∈ N}. (6.7.69)
Observe that
µir − µis + is − ir ∈ N (6.7.70)
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by (6.7.47) and (6.7.54). Suppose |µ|+ µis − is 6∈ −N− 1. Then
|µ|+ µir − ir = |µ|+ µis − is + µir − µs + is − ir 6∈ −N− 1 (6.7.71)
for r ∈ 1, s by (6.7.70). This shows that
(6.7.69) holds for any k ∈ N if and only if |µ|+ µis − is 6∈ −N− 1. ✷ (6.7.72)
Let λi be the ith fundamental weight of sl(n + 1,F) with respect to the order n +
1, 1, 2, ..., n. Since ν(E1,1 − En+1,n+1) = (D + x1∂1,1) ⊕ (
∑n
r=1Er,r + E1,1) by (6.7.8),
(6.7.12) and (6.7.17), the irreducible sl(n+1,F)-module U(G−)(V (µ)) is a highest-weight
module with highest weight −(|µ|+ µ1)λ1+
∑s−1
r=1(µir − µir+1)λir+1, and so is V̂ (µ) when
|µ| + µis − is 6∈ −N − 1. In particular, U(G−)(V (µ)) is a finite-dimensional irreducible
sl(n + 1,F)-module if and only if |µ|+ µ1 ∈ −N.
Let B = F[y1, ..., yn, z1, ..., zn]. Given c ∈ F, we define an action of gl(n,F) on B by
Ei,j |B = cδi,j + yi∂yj − zj∂zi for i, j ∈ 1, n. (6.7.73)
For ℓ1, ℓ2 ∈ N, we set
Bℓ1,ℓ2 =
∑
α,β∈N n; |α|=ℓ1, |β|=ℓ2
Fyαzβ . (6.7.74)
Moreover, we define
Hℓ1,ℓ2 = {f ∈ Bℓ1,ℓ2 | (
n∑
i=1
∂yi∂zi)(f) = 0}. (6.7.75)
According to Theorem 6.2.4, Hℓ1,ℓ2 forms a finite-dimensional irreducible gl(n,F)-module
and yℓ11 z
ℓ2
n is a highest-weight vector with the weight ℓ1ε1− ℓ2εn+ c
∑n
i=1 εi. By the above
Theorem, we get:
Corollary 6.7.7. Suppose ℓ1 > 0. The sl(n+1,F)-module Ĥℓ1,ℓ2 is irreducible if and
only if c 6∈ −(N+ ℓ1− 1)/(n+1) when ℓ2 = 0 and c 6∈ (2ℓ2+n− ℓ1− 1−N)/(n+1) when
ℓ2 6= 0.
Let Ψ be the exterior algebra generated by {θ1, θ2, ..., θn} (cf. (6.2.15)) and take the
settings (6.2.16)-(6.2.18). Given c ∈ F, we define an action of gl(n,F) on Ψ by
Ei,j|Ψ = cδi,j + θi∂θj . (6.7.76)
For any k ∈ 1, n− 1, Ψk is a finite-dimensional irreducible gl(n,F)-module and θ1θ2 · · · θr
is a highest-weight vector with the weight
∑k
r=1 εr + c
∑n
i=1 εi. By Theorem 6.7.6, we
have:
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Corollary 6.7.8. The sl(n+1,F)-module Ψ̂k is irreducible if and only if c 6∈ −N/(n+
1).
Suppose that M = Fv is a one-dimensional gl(n,F)-module. Then
Ei,j|M = cδi,j IdM for i, j ∈ 1, n. (6.7.77)
We identify A with M̂ via
f ↔ f ⊗ v for f ∈ A . (6.7.78)
Denote
κ = (n + 1)c. (6.7.79)
Recall that D =
∑n
s=1 xs∂xs is the degree operator on A = F[x1, ..., xn]. Then we have the
following one-parameter generalization πκ of the projective representation of sl(n + 1,F)
in (6.7.7) and (6.7.8):
πκ(Ei,j) = xi∂xj , πκ(Ei,n+1) = xi(D + κ), (6.7.80)
πκ(En+1,i) = −∂xi , πκ(Ei,i − En+1,n+1) = D + κ+ xi∂xi (6.7.81)
for i, j ∈ 1, n with i 6= j. According to Theorem 6.7.6, we have:
Corollary 6.7.9. The representation πκ of sl(n+1,F) on A is irreducible if and only
if κ 6∈ −N.
For ℓ ∈ N, we set
A(ℓ) =
ℓ∑
i=0
Ai. (6.7.82)
Reordering 1, n+ 1 as {n+ 1, 1, 2, ..., n}, we get directly by (6.7.80) and (6.7.81):
Corollary 6.7.10. If κ = −ℓ for some ℓ ∈ N, then A(ℓ) is a finite-dimensional irre-
ducible sl(n+1,F)-module with highest weight ℓλ1 and A /A(ℓ) is an infinite-dimensional
highest-weight irreducible sl(n+ 1,F)-module with highest weight −(ℓ+ 2)λ1 + (ℓ+ 1)λ2.
6.8 Projective Oscillator Representations
In this section, we study oscillator generalizations of the representation πκ of sl(n+ 1,F)
in (6.7.80) and (6.7.81).
Note the symmetry
[∂xr , xr] = 1 = [−xr, ∂xr ]. (6.8.1)
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Fix n1 ∈ 0, n− 1. We define πκ,0 = πκ. Changing operators ∂xr 7→ −xr and xr 7→ ∂xr
for r ∈ 1, n1 in (6.7.80) and (6.7.81) when n1 > 0, we get another differential-operator
representation πκ,n1 of sl(n + 1,F). We call πκ,n1 projective oscillator representations in
terms of physics terminology. For ~a = (a1, a2, ..., an)
t ∈ Fn, we denote ~a · ~x =∑ni=1 aixi.
Recall A = F[x1, x2, ..., xn]. Set
A~a = {fe~a·~x | f ∈ A }. (6.8.2)
Denote by π~aκ,n1 the representation πκ,n1 of sl(n + 1,F) on A~a. Corollary 6.7.9 says that
the representation π
~0
κ,0 of sl(n + 1,F) is irreducible if and only if κ 6∈ −N. The following
is the main theorem in this section.
Theorem 6.8.1. The representation π
~0
κ,n1 is irreducible for any κ ∈ F \ Z, and the
underlying module A is an infinite-dimensional weight sl(n + 1,F)-module with finite-
dimensional weight subspaces. If ai 6= 0 for some i ∈ n1 + 1, n, then the representation
π~aκ,n1 of sl(n + 1,F) is always irreducible for any κ ∈ F. When n1 > 1, ~a 6= 0 and ai = 0
for any i ∈ n1 + 1, n, the representation π~aκ,n1 of sl(n + 1,F) is irreducible for κ ∈ F \ Z.
We will prove Theorem 6.8.1 case by case.
Case 1. The representation π
~0
κ,n1
with 0 < n1 < n.
As in Section 6.3, we set
D˜ =
n∑
r=n1+1
xr∂xr −
n1∑
i=1
xi∂xi . (6.8.3)
Then the representation π
~0
κ,n1
of sl(n+ 1,F) is the representation πκ,n1 on A with
πκ,n1(Ei,j) =

−xj∂xi − δi,j if i, j ∈ 1, n1;
∂xi∂xj if i ∈ 1, n1, j ∈ n1 + 1, n;
−xixj if i ∈ n1 + 1, n, j ∈ 1, n1;
xi∂xj if i, j ∈ n1 + 1, n,
(6.8.4)
πκ,n1(Ei,n+1) =
{
(D˜ + κ− n1 − 1)∂xi if i ≤ n1,
xi(D˜ + κ− n1) if i > n1, (6.8.5)
πκ,n1(En+1,i) =
{
xi if i ≤ n1,
−∂xi if i > n1, (6.8.6)
πκ,n1(En,n − En+1,n+1) = D˜ − n1 + κ+ xn∂xn (6.8.7)
Recall
A〈k〉 = Span {xα =
∏
i=1
xαii | α = (α1, ..., αn) ∈ Nn;
n1∑
i=1
αi −
n∑
r=n1+1
αr = k}. (6.8.8)
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Then A =
⊕
k∈ZA〈k〉 and
A〈k〉 = {f ∈ A | D˜(f) = kf}. (6.8.9)
Note that
G0 =
∑
1≤i<j≤n
(FEi,j + FEj,i) +
n−1∑
r=1
F(Er,r − Er+1,r+1) (6.8.10)
is a Lie subalgebra of sl(n+ 1,F) isomorphic to sl(n,F).
Lemma 6.8.2. The representation π
~0
κ,n1
of sl(n+1,F) is irreducible for any κ ∈ F\Z.
Proof. Let k be any integer. For any 0 6= f ∈ A〈k〉, we have
0 6= En+1,1(f) = x1f ∈ A〈k−1〉 (6.8.11)
by (6.8.6), and
0 6= En,n+1(f) = (k + κ− n1)xnf ∈ A〈k+1〉 (6.8.12)
by (6.8.5). Let M be a nonzero sl(n + 1,F)-submodule of A . If k1, k2 ∈ Z with k1 6= k2,
then the highest weights of A〈k1〉 and A〈k2〉 are different as G0-modules by Theorem 6.3.3.
So A〈k0〉 ⊂ M for some k0 ∈ Z. Moreover, (6.8.11) and (6.8.12) imply A〈k〉 ⊂ M for any
k ∈ Z. Hence M = A . ✷
Expressions (6.8.4)-(6.8.7) imply the above representation is not of highest-weight
type. Moreover, A is a weight sl(n + 1,F)-module with finite-dimensional weight sub-
spaces.
Case 2. The representation π~aκ,0 with ~0 6= ~a ∈ Fn.
In this case,
En+1,i(fe
~a·~x) = −(∂xi + ai)(f)e~a·~x for i ∈ 1, n, f ∈ A . (6.8.13)
Thus
(En+1,i + ai)(fe
~a·~x) = −∂xi(f)e~a·~x for i ∈ 1, n, f ∈ A . (6.8.14)
The second result in this section.
Lemma 6.8.3. The representation π~aκ,0 with ~0 6= ~a ∈ Fn is an irreducible representa-
tion of sl(n + 1,F) for any κ ∈ F.
Proof. Let Ak be the subspace of homogeneous polynomials with degree k. Set
A~a,k = Ake
~a·~x for k ∈ N. (6.8.15)
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Without loss of generality, we assume a1 6= 0. Let M be a nonzero sl(n+1,F)-submodule
of A~a. Take any 0 6= fe~a·~x ∈M with f ∈ A . By (6.8.14),
∂xi(f)e
~a·~x ∈M for i ∈ 1, n. (6.8.16)
By induction, we have e~a·~x ∈M ; that is, A~a,0 ⊂M .
Suppose A~a,ℓ ⊂M for some ℓ ∈ N. For any ge~a·~x ∈ A~a,ℓ,
Ei,1(ge
~a·~x) = xi(∂x1 + a1)(g)e
~a·~x = a1xige
~a·~x + xi∂x1(g)e
~a·~x ∈M for i ∈ 2, n (6.8.17)
by (6.7.80). Since xi∂x1(g)e
~a·~x ∈ A~a,ℓ ⊂M , we have
xige
~a·~x ∈M for i ∈ 2, n. (6.8.18)
On the other hand,
(E1,1 −E2,2)(ge~a·~x) = a1x1ge~a·~x + (x1∂x1 − x2∂x2 − a2x2)(g)e~a·~x ∈M (6.8.19)
by (6.7.81). Our assumption says that (x1∂x1 − x2∂x2)(g)e~a·~x ∈ A~a,ℓ ⊂ M . According to
(6.8.18), −a2x2(g)e~a·~x ∈M . Therefore,
x1ge
~a·~x ∈M. (6.8.20)
Expressions (6.8.19) and (6.8.20) imply A~a,ℓ+1 ⊂ M . By induction, A~a,ℓ ⊂ M for any
ℓ ∈ N. So A~a =M . Hence A~a is an irreducible sl(n+ 1,F)-module. ✷
Case 3. The representation π~aκ,n1 with n1 > 0, and ai 6= 0 for some i ∈ n1 + 1, n.
The following is the third result in this section.
Lemma 6.8.4. Under the above assumption, the representation π~aκ,n1 is an irreducible
representation of sl(n+ 1,F) for any κ ∈ F.
Proof. Let M be a nonzero sl(n + 1,F)-submodule of A~a. By (6.8.6) and (6.8.13)-
(6.8.16), there exists 0 6= fe~a·~x ∈M with f ∈ F[x1, ..., xn1]. By symmetry, we can assume
an 6= 0. According to (6.8.4),
Ei,n(fe
~a·~x) = (∂xi + ai)(∂xn + an)(f)e
~a·~x = aianfe
~a·~x+ an∂xi(f)e
~a·~x for i ∈ 1, n1. (6.8.21)
Thus
(a−1n Ei,n − ai)(fe~a·~x) = ∂xi(f)e~a·~x ∈M for i ∈ 1, n1. (6.8.22)
By induction on the degree of f , we get e~a·~x ∈M ; that is, A~a,0 ⊂M .
The arguments in (6.8.17)-(6.8.20) yield
F[xn1+1, ..., xn]e
~a·~x ⊂M. (6.8.23)
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According to (6.8.6),
Eℓ1n+1,1 · · ·Eℓn1n+1,n1(F[xn1+1, ..., xn]e~a·~x) = xℓ11 · · ·x
ℓn1
n1 (F[xn1+1, ..., xn]e
~a·~x) ⊂M (6.8.24)
for ℓi ∈ N with i ∈ 1, n1. Thus A~a = M . So A~a is an irreducible sl(n + 1,F)-module.
✷
Case 4. n1 > 1, ~a 6= ~0 and ai = 0 for any i ∈ n1 + 1, n.
The following is the fourth result in this section.
Lemma 6.8.5. Under the above assumption, the representation π~aκ,n1 is an irreducible
representation of sl(n+ 1,F) for any κ ∈ F \ Z.
Proof. Applying the transformation
~x 7→ T~x, A 7→ TAT−1, En,n − En+1,n+1 7→ En,n −En+1,n+1. (6.8.25)
(E1,n+1, ..., En,n+1) 7→ (E1,n+1, ..., En,n+1)T−1, (6.8.26)
(En+1,1, ..., En+1,n) 7→ (En+1,n, ..., En+1,n)T−1 (6.8.27)
with A ∈ sl(n,F) for some n× n orthogonal matrix T , we can assume a1 6= 0 and ai = 0
for i ∈ 2, n.
Let M be a nonzero sl(n + 1,F)-submodule of A~a. Take any 0 6= fe~a·~x ∈ M . Note
that
E1,2(fe
~a·~x) = −x2(∂x1 + a1)(f)e~a·~x ∈M (6.8.28)
by (6.8.4) and
En+1,2(fe
~a·~x) = x2fe
~a·~x ∈M (6.8.29)
by (6.8.6). Thus
x2∂x1(f)e
~a·~x ∈M. (6.8.30)
Repeatedly applying (6.8.29) if necessary, we can assume f ∈ F[x2, ...., xn]. We apply the
arguments in the proof of Lemma 6.8.2 to the Lie subalgebra
L =
∑
2≤i<j≤n+1
(FEi,j + FEj,i) +
n∑
r=2
F(Er,r − Er+1,r+1) (6.8.31)
and obtain
F[x2, ...., xn]e
~a·~x ⊂M (6.8.32)
when κ 6∈ Z. According to (6.8.6),
Eℓn+1,1(F[x2, ...., xn]e
~a·~x) = xℓ1(F[x2, ...., xn]e
~a·~x) ⊂M (6.8.33)
for any ℓ ∈ N. Therefore M = A~a. So A~a is an irreducible sl(n+ 1,F)-module. ✷
With the representation π~aκ,n1 with ~a 6= ~0, A~a is not a weight sl(n+1,F)-module. Now
Theorem 6.8.1 follows from Lemmas 6.8.2-6.8.5.
Chapter 7
Representations of Even Orthogonal
Lie Algebras
In this chapter, we focus on the natural explicit representations of even orthogonal Lie
algebras. In Section 7.1, we study the canonical bosonic and fermionic oscillator represen-
tations over their minimal natural modules. The spin representations are also presented.
In Section 7.2, we determine the structure of the noncanonical oscillator representations
obtained from the above bosonic representations by partially swapping differential oper-
ators and multiplication operators, which are generalizations of the classical theorem on
harmonic polynomials. The results were due to Luo and the author [LX2]. In Section 7.3,
we construct a new functor from the category o(2n,C)-mod to the category o(2n+2,C)-
mod, which is an extension of the conformal representation of o(2n+2,C). Moreover, we
find the condition for the functor to map a finite-dimensional irreducible o(2n,C)-module
to an infinite-dimensional irreducible o(2n + 2,C)-module. This work was due to Zhao
and the author [XZ]. The work in Section 7.3 gives rise to a one-parameter (c) family of
inhomogeneous first-order differential operator representations of o(2n + 2,C). Letting
these operators act on the space of exponential-polynomial functions that depend on a
parametric vector ~a ∈ C2n, we prove in Section 7.4 that the space forms an irreducible
o(2n + 2,C)-module for any c ∈ C if ~a is not on a certain hypersurface. By partially
swapping differential operators and multiplication operators, we obtain more general dif-
ferential operator representations of o(2n + 2,C) on the polynomial algebra B in 2n
variables. We prove that B forms an infinite-dimensional irreducible weight o(2n+2,C)-
module with finite-dimensional weight subspaces if c 6∈ Z/2. These results are taken from
[X26].
7.1 Canonical Oscillator Representations
In this section , we present the canonical bosonic and fermionic oscillator representations
of even orthogonal Lie algebras over their minimal natural modules.
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Let n > 1 be an integer. Recall that the split even orthogonal Lie algebra
o(2n,F) =
∑
1≤p<q≤n
[F(Ep,n+q − Eq,n+p) + F(En+p,q − En+q,p)]
+
n∑
i,j=1
F(Ei,j −En+j,n+i). (7.1.1)
We take the subspace
H =
n∑
i=1
F(Ei,i − En+i,n+i) (7.1.2)
as a Cartan subalgebra and define {εi | i ∈ 1, n} ⊂ H∗ by
εi(Ej,j − En+j,n+j) = δi,j . (7.1.3)
The inner product (·, ·) on the Q-subspace
LQ =
n∑
i=1
Qεi (7.1.4)
is given by
(εi, εj) = δi,j for i, j ∈ 1, n. (7.1.5)
Then the root system of o(2n,F) is
ΦDn = {±εi ± εj | 1 ≤ i < j ≤ n}. (7.1.6)
We take the set of positive roots
Φ+Dn = {εi ± εj | 1 ≤ i < j ≤ n}. (7.1.7)
In particular,
ΠDn = {ε1 − ε2, ..., εn−1 − εn, εn−1 + εn} is the set of positive simple roots. (7.1.8)
Recall the set of dominate integral weights
Λ+ = {µ ∈ LQ | (εn−1 + εn, µ), (εi − εi+1, µ) ∈ N for i ∈ 1, n− 1}. (7.1.9)
According to (7.1.5),
Λ+ = {µ =
n∑
i=1
µiεi | µi ∈ Z/2;µi − µi+1, µn−1 + µn ∈ N}. (7.1.10)
Note that if µ ∈ Λ+, then µn−1 ≥ |µn|. For λ ∈ Λ+, we denote by V (λ) the finite-
dimensional irreducible o(2n,F)-module with highest weight λ.
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Let B = F[x1, ..., xn, y1, ..., yn]. Recall (6.2.22)-(6.2.42). The canonical bosonic oscil-
lator representation of o(2n,F) is given by
(Ei,j − En+j,n+i)|B = xi∂xj − yj∂xi , (En+i,j − En+j,i)|B = yi∂xj − yj∂xi, (7.1.11)
(Ei,n+j − Ej,n+i)|B = xi∂yj − xj∂yi (7.1.12)
for i, j ∈ 1, n. The positive root vectors of o(2n,F) are
{Ei,j −En+j,n+i, Ei,n+j − Ej,n+i | 1 ≤ i < j ≤ n}. (7.1.13)
It can be verified that η in (6.2.23) is an o(2n,F)-invariant and ∆ in (6.2.33) is an o(2n,F)-
invariant differential operator, or equivalently,
ξη = ηξ, ξ∆ = ∆ξ on B for ξ ∈ o(2n,F). (7.1.14)
Recall the notion Bℓ1,ℓ2 in (6.2.30) and set
Bk =
k∑
ℓ=0
Bℓ,k−ℓ, Hk = {f ∈ Bk | ∆(f) = 0} for k ∈ N. (7.1.15)
Theorem 7.1.1. For k ∈ N, the subspace Hk forms a finite-dimensional irreducible
o(2n,F)-submodule and xk1 is a highest-weight vector with the weight kε1. Moreover, it
has a basis{
∞∑
i=0
(−1)i (x1y1)
i(
∑n
i=2 ∂xi∂yi)
i(xαyβ)∏i
r=1(α1 + i)(β1 + i)
| α, β ∈ N;α1β1 = 0, |α|+ |β| = k
}
. (7.1.16)
Furthermore,
B =
⊕
k1,k2
ηk1Hk2 (7.1.17)
is a direct sum of irreducible o(2n,F)-submodules.
Proof. According to (6.2.35),
Hk =
k∑
ℓ=0
Hℓ,k−ℓ. (7.1.18)
Thus (7.1.16) follows from (6.2.42) and (7.1.17) follows from (6.2.37) and (6.2.41). More-
over, the second equation in (7.1.14) implies that Hk forms an o(2n,F)-submodule. Note
that o(2n,F) contains the Lie subalgebra
n∑
i,j=1
F(Ei,j −En+j,n+i) ∼= gl(n,F) (7.1.19)
192CHAPTER 7. REPRESENTATIONS OF EVEN ORTHOGONAL LIE ALGEBRAS
and the representation of o(2n,F) in (7.1.11) and (7.1.12) is essentially an extension of that
for sl(n,F) given in (6.2.22). Thus the only possible highest-weight vectors for o(2n,F)
in Hk are:
{xℓ1yk−ℓn | ℓ ∈ 0, k} (7.1.20)
by Lemma 6.2.3, (6.2.39) and (7.1.13). Note
(E1,2n − En,n+1)(xℓ1yk−ℓn ) = (x1∂yn − xn∂y1)(xℓ1yk−ℓn ) = (k − ℓ)xℓ1yk−ℓ−1n . (7.1.21)
Thus Hk has a unique (up to a scalar multiple) singular vector xk1 of weight kε1. By
Weyl’s Theorem 2.3.6 of complete reducibility if F = C or Lemma 6.3.2 with n1 = 0, it is
irreducible. The first equation in (7.1.14) shows that all ηk1Hk are irreducible o(2n,F)-
submodules. ✷
Consider the exterior algebra Aˇ generated by {θ1, ..., θn, ϑ1, ..., ϑn} (cf. (6.2.15)) and
take the settings in (6.2.44)-(6.2.51). We have the fermionic osicillator representation
o(2n,F) on Aˇ by
(Ei,j − En+j,n+i)|Aˇ = θi∂θj − ϑj∂ϑi , (En+i,j −En+j,i)|Aˇ = ϑi∂θj − ϑj∂θi , (7.1.22)
(Ei,n+j − Ej,n+i)|Aˇ = θi∂ϑj − θj∂ϑi (7.1.23)
for i, j ∈ 1, n. By (7.1.19), (7.1.22) and (7.1.23), the above representation of o(2n,F) is
essentially an extension of that for sl(n,F) given in (6.2.43). Set
Aˇk =
min{k,n}∑
ℓ=0
Aˇℓ,k−ℓ for k ∈ 0, 2n (7.1.24)
(cf. (6.2.45)). According to (6.2.53), the o(2n,F)-singular vectors of Aˇk are in the set
{ηˇℓ~θr~ϑs | 0 ≤ r < s ≤ n + 1; ℓ ∈ 0, s− r − 1; r + 2ℓ+ n− s+ 1 = k} (7.1.25)
(cf. (6.2.50) and (6.2.51)).
For 0 < i < j ≤ n,
[Ei,n+j − Ej,n+i, ηˇ] = θjθi − θiθj = 2θjθi (7.1.26)
by (6.2.49) and (7.1.23). If 0 < r + 1 < s ≤ n and ℓ ∈ 0, s− r − 1, then
(Er+1,n+s − Es,n+r+1)(ηˇℓ~θr~ϑs) = 2ℓθsθr+1ηˇℓ−1~θr~ϑs + (−1)n−sηˇℓ~θr+1~ϑs+1 6= 0 (7.1.27)
When 1 ≤ r + 1 = s ≤ n− 1,
(En,n+s − Es,2n)(~θs−1~ϑs) = ~θs−1~ϑs+1θn − ~θsϑn−1 · · ·ϑs 6= 0. (7.1.28)
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Note that ηℓ~θr = 0 if ℓ > n − r by (6.2.49). For r ∈ 1, n and ℓ ∈ 0, n− r, (7.1.23)
yields
(En−1,2n −En,2n−1)(ηˇℓ~θr) = 2ℓθnθn−1ηℓ−1~θr = 0⇔ ℓ = 0 or ℓ ≥ n− r. (7.1.29)
Furthermore,
(En−1,2n −En,2n−1)(~θn−1ϑn) = ~θn−1θn−1 = 0. (7.1.30)
Since {Ei,i+1 − En+i+1,n+i, En−1,2n − En,2n−1 | i ∈ 1, n− 1} is the set of simple positive
root vectors, the singular vectors of o(2n,F) in Aˇ are
{~θn, ~θn−1ϑn, ~θr, ηˇn−r~θr | r ∈ 0, n− 1}. (7.1.31)
By Weyl’s Theorem 2.3.6 of complete reducibility if F = C or an analogue of Lemma
6.3.2, we have:
Theorem 7.1.2. For r ∈ 1, n− 1, Aˇr and Aˇ2n−r are finite-dimensional irreducible
o(2n,F)-submodules with highest weight
∑r
i=1 εi. Moreover, Aˇn is the direct sum of a
finite-dimensional irreducible o(2n,F)-submodule with highest weight
∑n
i=1 εi and a finite-
dimensional irreducible o(2n,F)-submodule with highest weight
∑n−1
i=1 εi−εn. Furthermore,
Aˇ2n and Aˇ0 are isomorphic to the one-dimensional trivial o(2n,F)-module.
Let Ψ be the exterior algebra generated by {θ1, θ2, ..., θn} (cf. (6.2.15)). Take the
settings as those in (6.2.16)-(6.2.18). Observe that
[θiθj , ∂θj∂θi ] = θi∂θi + θj∂θj − 1 (7.1.32)
and
[θiθj , ∂θj∂θl ] = θi∂θl (7.1.33)
for distinct i, j, l ∈ 1, n. Thus we have the following representation of o(2n,F):
(Ei,j −En+j,n+i)|Ψ = θi∂θj −
δi,j
2
for i, j ∈ 1, n, (7.1.34)
(Er,n+s −Es,n+r)|Ψ = θrθs, (En+r,s − En+s,r)|Ψ = ∂θr∂θs (7.1.35)
for 1 ≤ r < s ≤ n. The above representation is called the spin representation of o(2n,F).
Recall the notion Ψr defined in (6.2.16) and we set
Ψ(0) =
Jn/2K∑
i=0
Ψ2i, Ψ(1) =
J(n−1)/2K∑
s=0
Ψ2s+1. (7.1.36)
Then
Ψ = Ψ(0) ⊕Ψ(1). (7.1.37)
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Moreover, we have:
Theorem 7.1.3. The subspaces Ψ(0) and Ψ(1) form 2
n−1-dimensional irreducible
o(2n,F)-submodules. If n is even, then θ1 · · · θn is a highest-weight vector of Ψ(0) with
the weight (
∑n
i=1 εi)/2 and θ1 · · · θn−1 is a highest-weight vector of Ψ(1) with the weight
(
∑n−1
i=1 εi − εn)/2. When n is odd, then θ1 · · · θn is a highest-weight vector of Ψ(1) with
weight (
∑n
i=1 εi)/2 and θ1 · · · θn−1 is a highest-weight vector of Ψ(0) with weight (
∑n−1
i=1 εi−
εn)/2.
7.2 Noncanonical Oscillator Representations
In this section, we determine the structure of the noncanonical oscillator representations of
even orthogonal Lie algebras obtained from the above bosonic representations by partially
swapping differential operators and multiplication operators, which are generalizations of
the classical theorem on harmonic polynomials.
LetB = F[x1, ..., xn, y1, ..., yn]. Recall the canonical oscillator representation of o(2n,F)
is given in (7.1.11) and (7.1.12). Fix n1, n2 ∈ 1, n with n1 ≤ n2. Swapping operators
∂xr 7→ −xr, xr 7→ ∂xr for r ∈ 1, n1 and ∂ys 7→ −ys, ys 7→ ∂ys for s ∈ n2 + 1, n in
the canonical oscillator representation (7.1.11) and (7.1.12), we get another noncanonical
oscillator representation of o(2n,F) on B determined by
(Ei,j − En+j,n+i)|B = Exi,j − Eyj,i (7.2.1)
with
Exi,j =

−xj∂xi − δi,j if i, j ∈ 1, n1;
∂xi∂xj if i ∈ 1, n1, j ∈ n1 + 1, n;
−xixj if i ∈ n1 + 1, n, j ∈ 1, n1;
xi∂xj if i, j ∈ n1 + 1, n;
(7.2.2)
and
Eyi,j =

yi∂yj if i, j ∈ 1, n2;
−yiyj if i ∈ 1, n2, j ∈ n2 + 1, n;
∂yi∂yj if i ∈ n2 + 1, n, j ∈ 1, n2;
−yj∂yi − δi,j if i, j ∈ n2 + 1, n;
(7.2.3)
and
Ei,n+j|B =

∂xi∂yj if i ∈ 1, n1, j ∈ 1, n2;
−yj∂xi if i ∈ 1, n1, j ∈ n2 + 1, n;
xi∂yj if i ∈ n1 + 1, n, j ∈ 1, n2;
−xiyj if i ∈ n1 + 1, n, j ∈ n2 + 1, n;
(7.2.4)
and
En+i,j|B =

−xjyi if j ∈ 1, n1, i ∈ 1, n2;
−xj∂yi if j ∈ 1, n1, i ∈ n2 + 1, n;
yi∂xj if j ∈ n1 + 1, n, i ∈ 1, n2;
∂xj∂yi if j ∈ n1 + 1, n, i ∈ n2 + 1, n.
(7.2.5)
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Recall
∆˜ =
n1∑
i=1
xi∂yi −
n2∑
r=n1+1
∂xr∂yr +
n∑
s=n2+1
ys∂xs (7.2.6)
and its dual
η =
n1∑
i=1
yi∂xi +
n2∑
r=n1+1
xryr +
n∑
s=n2+1
xs∂ys . (7.2.7)
Moreover,
[∆˜, η] = n1 − n2 − D̂, D̂ = −
n1∑
i=1
xi∂xi +
n∑
r=n1+1
xr∂xr +
n2∑
j=1
yj∂yj −
n∑
s=n2+1
ys∂ys (7.2.8)
and as operators on B,
ξ∆˜ = ∆˜ξ, ξη = ηξ, ξD̂ = D̂ξ for ξ ∈ o(2n,F). (7.2.9)
Set
B〈k〉 = Span{xαyβ | α, β ∈ Nn;
n∑
r=n1+1
αr −
n1∑
i=1
αi +
n2∑
i=1
βi −
n∑
r=n2+1
βr = k} (7.2.10)
for k ∈ Z. Then
B〈k〉 = {u ∈ B | D̂(u) = ku} (7.2.11)
forms an o(2n,F)-submodule by the third equation (7.2.9). Define
H〈k〉 = {f ∈ B〈k〉 | ∆˜(f) = 0}. (7.2.12)
According to the first equation (7.2.9), H〈k〉 forms an o(2n,F)-submodule. The following
is our main theorem:
Theorem 7.2.1. For any n1−n2+1−δn1,n2 ≥ k ∈ Z, H〈k〉 is an infinite-dimensional
irreducible o(2n,F)-submodule and B〈k〉 =
⊕∞
i=0 η
i(H〈k−2i〉) is a decomposition of irre-
ducible submodules. In particular, B〈k〉 = H〈k〉 ⊕ η(B〈k−2〉). The module H〈k〉 un-
der the assumption is of highest-weight type only if n2 = n, and its highest weight is
−kλn1−1 + (k − 1)λn1 if n1 > 1 and (k − 1)λ1 if n1 = 1.
Proof. We will prove it case by case. According to (7.1.19), the representation of
o(2n,F) given in (7.2.1)-(7.2.5) is an extension of that for sl(n,F) given in (6.3.36)-(6.3.38)
on B. Moreover,
B〈k〉 =
⊕
ℓ∈Z
B〈ℓ,k−ℓ〉, H〈k〉 =
⊕
ℓ∈Z
H〈ℓ,k−ℓ〉 (7.2.13)
by (6.4.29), (6.4.31), (7.2.10) and (7.2.12).
Case 1. n1 + 1 < n2 and n1 − n2 + 1 ≥ k ∈ Z.
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According to (6.4.40) and (6.4.41), the sl(n,F)-singular vectors in H〈k〉 are: for
m1, m2 ∈ N,
xm1n1 y
m2
n2+1 with − (m1 +m2) = k, (7.2.14)
xm1n1+1y
m2
n2+1 with m1 −m2 = k, (7.2.15)
xm1n1 y
m2
n2
with −m1 +m2 = k. (7.2.16)
Note
(En+n2+1,n1 − En+n1,n2+1)|B = −xn1∂yn2+1 − yn1∂xn2+1 (7.2.17)
by (7.2.5). So
(En+n2+1,n1 −En+n1,n2+1)m2(xm1n1 ym2n2+1) = (−1)m2m2!x−kn1 (7.2.18)
for the vectors in (7.2.14). Moreover,
(En+n2+1,n1+1 − En+n1+1,n2+1)|B = ∂xn1+1∂yn2+1 − yn1+1∂xn2+1 (7.2.19)
again by (7.2.5), which implies
(En+n2+1,n1+1 − En+n1+1,n2+1)m1(xm1n1+1ym2n2+1) = m1![
m1−1∏
r=0
(m2 − r)]y−kn2+1 (7.2.20)
for the vectors in (7.2.15). Furthermore,
(En1,n+n2 −En2,n+n1)|B = ∂xn1∂yn2 − xn2∂yn1 (7.2.21)
by (7.2.4), which implies
(En1,n+n2 −En2,n+n1)m2(xm1n1 ym2n2 ) = m2![
m2−1∏
r=0
(m1 − r)]x−kn1 (7.2.22)
for the vectors in (7.2.16).
On the other hand,
(En1,n+n2+1 − En2+1,n+n1)|B = −yn2+1∂xn1 − xn2+1∂yn1 (7.2.23)
by (7.2.4), which implies
(En1,n+n2+1 −En2+1,n+n1)m2(x−kn1 ) = (−1)m2 [
m2−1∏
r=0
(−k − r)]xm1n1 ym2n2+1 (7.2.24)
for the vectors in (7.2.14). Moreover,
(En1+1,n+n2+1 −En2+1,n+n1+1)|B = −xn1+1yn2+1 − xn2+1∂yn1+1 (7.2.25)
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by (7.2.4), which implies
(En1+1,n+n2+1 −En2+1,n+n1+1)m1(y−kn2+1) = (−1)m1xm1n1+1ym2n2+1 (7.2.26)
for the vectors in (7.2.15). Furthermore,
(En+n2,n1 −En+n1,n2)|B = −xn1yn2 − yn1∂xn2 (7.2.27)
by (7.2.5), which implies
(En+n2,n1 − En+n1,n2)m2(x−kn1 ) = (−1)m2xm1n1 ym2n2 (7.2.28)
for the vectors in (7.2.16). Thus for any two vectors in (7.2.14)-(7.2.16), there exists an
element in the universal enveloping algebra U(o(2n,F)) which carries one to another. On
the other hand, the vectors in (7.2.14)-(7.2.16) have distinct weights. Thus any nonzero
o(2n,F)-submodule of H〈k〉 must contain one of the vectors in (7.2.14)-(7.2.16). Hence
all the vectors in (7.2.14)-(7.2.16) are in the submodule by (7.2.17)-(7.2.28). Therefore,
the submodule must contains all H〈ℓ,k−ℓ〉 for ℓ ∈ Z by Theorem 6.4.3, or equivalently, it
is equal to H〈k〉 due to (7.2.13). So H〈k〉 is irreducible. By (7.2.25) and (7.2.27), H〈k〉 is
not of highest-weight type. For any m ∈ N, n1 − n2 + 1 ≥ k − m and so H〈k−m〉 is an
irreducible o(2n,F)-submodule.
Since ∆˜ is locally nilpotent, for any 0 6= u ∈ B〈k〉, there exists an element κ(u) ∈ N
such that
∆˜κ(u)(u) 6= 0 and ∆˜κ(u)+1(u) = 0. (7.2.29)
Set
V =
∞∑
i=0
ηi(H〈k−2i〉). (7.2.30)
Given 0 6= u ∈ B〈k〉, κ(u) = 0 implies u ∈ H〈k〉 ⊂ V . Suppose that u ∈ V whenever
κ(u) < r for some positive integer r. Assume κ(u) = r. First
v = ∆˜r(u) ∈ H〈k−2r〉 ⊂ V. (7.2.31)
Note
∆˜r[ηr(v)] = r![
r∏
i=1
(n1 − n2 − k + r + i)]v (7.2.32)
by (7.2.8) and (7.2.11). Thus we have either
u =
1
r![
∏r
i=1(n1 − n2 − k + r + i)]
ηr(v) ∈ V (7.2.33)
or
κ
(
u− 1
r![
∏r
i=1(n1 − n2 − k + r + i)]
ηr(v)
)
< r. (7.2.34)
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By induction,
u− 1
r![
∏r
i=1(n1 − n2 − k + r + i)]
ηr(v) ∈ V, (7.2.35)
which implies u ∈ V . Therefore, we have V = B〈k〉. Since the weight of any sl(n,F)-
singular vector in ηi(H〈k−2i〉) is different from the weight of any sl(n,F)-singular vector
in ηj(H〈k−2j〉) when i 6= j, the sums in Theorem 7.2.1 are direct sums.
Case 2. n1 + 1 = n2 and 0 ≥ k ∈ Z.
Assume n1+1 = n2 < n. By (6.5.60), (7.2.8) and (7.2.11), the sl(n,F)-singular vectors
in H〈k〉 are those in (7.2.14)-(7.2.16). So Theorem 7.2.1 holds by the arguments in Case
1. Suppose n1 < n2 = n. According to (6.5.62), (7.2.8) and (7.2.11), the sl(n,F)-singular
vectors in H〈k〉 are those in (7.2.16). Expressions (7.2.22) and (7.2.28)-(7.2.35) imply the
conclusions in the Theorem 7.2.1.
Case 3. n1 = n2 and 0 ≥ k ∈ Z.
Recall
ζ1 = xn1−1yn1 − xn1yn1−1, ζ2 = xn1+1yn1+2 − xn1+2yn1+1. (7.2.36)
Suppose n1 = n2 < n− 1. Lemma 6.6.2 tells us that the sl(n,F)-singular vectors in H〈k〉
are those in (7.2.14) and
x−kn1 ζ
m+1
1 for m ∈ N, (7.2.37)
y−kn1+1ζ
m+1
2 for m ∈ N. (7.2.38)
Again all the singular vectors have distinct weights. If N is a nonzero submodule of
H〈k〉, then N must contain one of the above sl(n,F)-singular vectors. If N contains a
singular vector in (7.2.14), then x−kn1 ∈ N by (7.2.18). Suppose x−kn1 ζm+11 ∈ N for some
m ∈ N. Note
(En1−1,n+n1 −En1,n+n1−1)|B = ∂xn1−1∂yn1 − ∂xn1∂yn1−1 (7.2.39)
by (7.2.4). Thus
(En1−1,n+n1 − En1,n+n1−1)m+1(x−kn1 ζm+11 )
=
[
m+1∑
r=0
(−1)r
(
m+ 1
r
)
(∂xn1−1∂yn1 )
m+1−r(∂xn1∂yn1−1)
r
]
×
[
m+1∑
s=0
(−1)s
(
m+ 1
s
)
(xn1−1yn1)
m+1−sx−k+sn1 y
s
n1−1
]
=
(
m+1∑
r=0
(
m+ 1
r
)2
[(m+ 1− r!)]2r![
r∏
i=1
(−k + i)]
)
x−kn1
= [(m+ 1)!]2
(
m+1∑
r=0
(−k + r
r
))
x−kn1 ∈ N. (7.2.40)
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So we have x−kn1 ∈ N again. Symmetrically, y−kn1+1 ∈ N if y−kn1+1ζm+12 ∈ N for some
m ∈ N. Observe
(En+n1,n1+1 −En+n1+1,n1)|B = yn1∂xn1+1 + xn1∂yn1+1 (7.2.41)
by (7.2.5). Thus
(En+n1,n1+1 − En+n1+1,n1)−k(y−kn1+1) = (−k)!x−kn1 ∈ N . (7.2.42)
Thus we always have x−kn1 ∈ N .
According to (7.2.24), N contains all the singular vectors in (7.2.14). Observe that
(En+n1−1,n1 − En+n1,n1−1)|B = ζ1, (En1+2,n+n1+1 − En1+1,n+n1+2)|B = ζ2 (7.2.43)
as multiplication operators on B by (7.2.4) and (7.2.5). Thus
(En+n1−1,n1 − En+n1,n1−1)m+1(x−kn1 ) = x−kn1 ζm+11 , (7.2.44)
(En1+2,n+n1+1 −En1+1,n+n1+2)m+1(x−kn1 ) = x−kn1 ζm+12 ∈ N . (7.2.45)
Note that
(En1+1,n+n1 −En1,n+n1+1)|B = xn1+1∂yn1 + yn1+1∂xn1 (7.2.46)
by (7.2.4). So
1
(−k)! (En1+1,n+n1 − En1,n+n1+1)
−k(x−kn1 ζ
m+1
2 ) = y
−k
n1+1
ζm+12 ∈ N . (7.2.47)
Thus N contains all the sl(n,F)-singular vectors in H〈k〉, which implies that it contains
all H〈ℓ,k−ℓ〉 ⊂ H〈k〉 by Theorem 6.6.3. So N = H〈k〉 by (7.2.13); that is, H〈k〉 is an
irreducible o(2n,F)-module. By (7.2.29)-(7.2.35), the direct sums in Theorem 7.2.1 holds.
Observe that Theorem 7.2.1 under the subcase n1 = n− 1, n2 = n is implied by (6.6.30),
(6.6.33), (6.6.36), (6.6.39) and the related partial arguments in the above. This completes
the proof of Theorem 7.2.1 ✷
Suppose n1 < n2. Taking T1 = −∂xn1+1∂yn1+1 , T−1 = −
∫
(xn1+1)
∫
(yn1+1)
and T2 =
δ˜ + ∂xn1+1∂yn1+1 in Lemma 6.1.1, H〈k〉 has a basis{ ∞∑
i=0
(xn1+1yn1+1)
i(∆˜ + ∂xn1+1∂yn1+1)
i(xαyβ)∏i
r=1(αn1+1 + r)(βn1+1 + r)
| α, β ∈ Nn;
αn1+1βn1+1 = 0;−
n1∑
i=1
αi +
n∑
r=n1+1
αr +
n2∑
i=1
βi −
n∑
r=n2+1
βr = k
}
(7.2.48)
Finally, we want to find an expression for H〈k〉 for 0 ≥ k ∈ Z when n1 = n2. First we
assume n1 = n2 = 1 and n = 2. According to (6.6.36), (6.6.52) and (7.2.13),
H〈−k〉 = Span{[xr1ys2(x1x2 − y1y2)l | r, s, l ∈ N; r + s = k}. (7.2.49)
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Next we consider the subcase n1 = n2 = 1 and n ≥ 3. According to (6.6.30), (6.6.52),
(6.6.54) and (7.2.13)
H〈−k〉
= Span{[
n∏
r=2
y lˆrr ][
∏
2≤p<q≤n
(xpyq − xqyp)kˆp,q ][
n∏
s=2
(x1xs − y1ys)lˆs ], xl1[
n∏
s=2
ykss ]
×[
n∏
s=2
(x1xs − y1ys)ls] | l, ks, ls, lˆ, kˆp,q, lˆs ∈ N; l +
n∑
s=2
ks =
n∑
r=2
lˆr = k}. (7.2.50)
Assume 1 < n1 = n2 < n− 1. By (6.6.25), (6.6.52)-(6.6.54) and (7.2.13), we have
H〈−k〉
= Span{[
n1∏
r=1
xl
′
r
r ][
∏
1≤p<q≤n1
(xpyq − xqyp)k′p,q ][
n1∏
r=1
n∏
s=n1+1
(xrxs − yrys)l′r,s ],
[
n−n1∏
r=1
y lˆrn1+r][
∏
n1+1≤p<q≤n
(xpyq − xqyp)kˆp,q ][
n1∏
r=1
n∏
s=n1+1
(xrxs − yrys)lˆr,s ],
[
n1∏
r=1
xlrr ][
n−n1∏
s=1
yksn1+s][
n1∏
r=1
n−n1∏
s=1
(xrxn1+s − yryn1+s)lr,s ] | lr, ks, lr,s, l′r, k′p,q,
l′r,s, lˆr, kˆp,q, lˆr,s ∈ N;
n1∑
r=1
lr +
n−n1∑
s=1
ks =
n1∑
r=1
l′r =
n−n1∑
r=1
lˆr = k}. (7.2.51)
Consider the subcase n1 = n2 = n− 1 and n ≥ 3. By (6.6.33), (6.6.52), (6.6.53) and
(7.2.13), we obtain
H〈−k〉
= Span{[
n−1∏
r=1
xl
′
r
r ][
∏
1≤p<q≤n−1
(xpyq − xqyp)k′p,q ][
n−1∏
r=1
(xrxn − yryn)l¯′r ], [
n−1∏
r=1
xlrr ]y
kˆ
n
×[
n−1∏
r=1
(xrxn − yryn)l¯r ] | lr, kˆ, l¯r, l′r, k′p,q, l¯′r ∈ N;
n−1∑
r=1
lr + kˆ =
n−1∑
r=1
l′r = k}. (7.2.52)
At last, we assume n1 = n2 = n. By (6.6.39), (6.6.53) and (7.2.13),
H〈−k〉 = Span{
n∏
r=1
xlrr ][
∏
1≤p<q≤n
(xpyq − xqyp)kp,q ] | lr, kp,q ∈ N;
n∑
r=1
lr = k}. (7.2.53)
7.3 Extensions of the Conformal Representation
In this section, we construct a new functor from the category o(2n,C)-mod to the category
o(2n+ 2,C)-mod, which is an extension of the conformal representation of o(2n+ 2,C).
7.3. EXTENSIONS OF THE CONFORMAL REPRESENTATION 201
The n-dimensional conformal group with respect to Euclidean metric (·, ·) is generated
by the translations, rotations, dilations and special conformal transformations
~x 7→ ~x− (~x, ~x)
~b
(~b,~b)(~x, ~x)− 2(~b, ~x) + 1
. (7.3.1)
The above transformations yield a nonhomogeneous representation of the real Lie algebra
o(2, n). We assume the base field F = C.
For λ ∈ Λ+, we denote by V (λ) the finite-dimensional irreducible o(2n,C)-module
with highest weight λ. The 2n-dimensional natural module of o(2n,C) is V (ε1) with the
weights {±εi | i ∈ 1, n}. Recall
ρ =
1
2
∑
ν∈Φ+Dn
ν. (7.3.2)
Then
(ρ, ν) = 1 for ν ∈ ΠDn (7.3.3)
by (3.2.17). Expression (7.1.7) yields
ρ =
n−1∑
i=1
(n− i)εi. (7.3.4)
The following result can be derived from Theorem 5.4.3:
Lemma 7.3.1 (Pieri’s formula). Given µ ∈ Λ+ with S (µ) = {i1, i2, ..., is+1} (cf.
(6.7.54) and (6.7.55)),
V (ε1)⊗C V (µ) ∼=
s⊕
r=1
(V (µ+ εir)⊕ V (µ− εir+1−1)) (7.3.5)
if µn−1 + µn > 0 and
V (ε1)⊗C V (µ) ∼=
s−2+δµn ,0⊕
r=1
V (µ− εir+1−1)⊕
s⊕
r=1
V (µ+ εir) (7.3.6)
when µn−1 + µn = 0.
Denote by U(G ) the universal enveloping algebra of a Lie algebra G . The algebra
U(G ) can be imbedded into the tensor algebra U(G ) ⊗ U(G ) by the associative algebra
homomorphism d : U(G )→ U(G )⊗C U(G ) determined by
d(u) = u⊗ 1 + 1⊗ u for u ∈ G . (7.3.7)
Note that the Casimir element of o(2n,C) is
ω =
∑
1≤i<j≤n
[(Ei,n+j −Ej,n+i)(En+j,i −En+i,j) + (En+j,i −En+i,j)(Ei,n+j − Ej,n+i)]
+
n∑
i,j=1
(Ei,j − En+j,n+i)(Ej,i − En+i,n+j) ∈ U(o(2n,C)). (7.3.8)
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Set
ω˜ =
1
2
(d(ω)− ω ⊗ 1− 1⊗ ω) ∈ U(o(2n,C))⊗C U(o(2n,C)). (7.3.9)
By (7.3.8),
ω˜ =
∑
1≤i<j≤n
[(Ei,n+j −Ej,n+i)⊗ (En+j,i − En+i,j)
+(En+j,i − En+i,j)⊗ (Ei,n+j − Ej,n+i)]
+
n∑
i,j=1
(Ei,j − En+j,n+i)⊗ (Ej,i −En+i,n+j). (7.3.10)
For any µ ∈ Λ+, we have
ω|V (µ) = (µ+ 2ρ, µ)IdV (µ). (7.3.11)
Denote
ℓ+i (µ) = dimV (µ+ εi) if µ+ εi ∈ Λ+ (7.3.12)
and
ℓ−i (µ) = dimV (µ− εi) if µ− εi ∈ Λ+. (7.3.13)
Observe that
(µ+ εi + 2ρ, µ+ εi)− (µ+ 2ρ, µ)− (ε1 + 2ρ, ε1) = 2(µi + 1− i) (7.3.14)
and
(µ− εi + 2ρ, µ− εi)− (µ+ 2ρ, µ)− (ε1 + 2ρ, ε1) = 2(1 + i− 2n− µi) (7.3.15)
for µ =
∑n
r=1 µrεr by (7.3.10). Moreover, the algebra U(o(2n,C))⊗C U(o(2n,C)) acts on
V (ε1)⊗C V (µ) by
(ξ1 ⊗ ξ2)(v ⊗ u) = ξ1(v)⊗ ξ2(u) for ξ1, ξ2 ∈ U(o(2n,F)), v ∈ V (ε1), u ∈ V (µ). (7.3.16)
By Lemma 7.3.1, (7.3.9) and (7.3.12)-(7.3.15), we obtain:
Lemma 7.3.2. Let µ =
∑n
i=1 µiεi ∈ Λ+ with S (µ) = {i1, i2, ..., is+1} (cf. (6.7.54)
and (6.7.55)). If µn−1 + µn > 0, the characteristic polynomial of ω˜|V (ε1)⊗CV (µ) is
s∏
r=1
[(t− µir + ir − 1)ℓ
+
ir
(µ)(t+ µir + 2n− ir+1)ℓ
−
ir+1−1
(µ)
]. (7.3.17)
When µn−1 + µn = 0, the characteristic polynomial of ω˜|V (ε1)⊗CV (µ) is
[
s∏
r=1
[(t− µir + ir − 1)ℓ
+
ir
(µ)][
s−2+δµn,0∏
ι=1
(t+ µiι + 2n− iι+1)ℓ
−
iι+1−1
(µ)
]. (7.3.18)
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We remark that the above lemma is equivalent to an explicit version of Kostant’s
characteristic identity (cf. [Kb]).
Denote
Ai,j = Ei,j −En+1+j,n+1+i, Bi,j = Ei,n+1+j −Ej,n+1+i, Ci,j = En+1+i,j −En+1+j,i (7.3.19)
for i, j ∈ 1, n+ 1. Then the split orthogonal Lie algebra
o(2n+ 2,C) =
n+1∑
i,j=1
CAi,j +
∑
1≤i<j≤n+1
(CBi,j + CCj,i) (7.3.20)
Recall
A = C[x1, x2, ..., x2n]. (7.3.21)
Set
η =
n∑
i=1
xixn+i, D =
2n∑
r=1
xr∂xr . (7.3.22)
Replace n by 2n and take the product (~x, ~y) = (1/2)
∑n
i=1(xiyn+i + xn+iyi) in (7.3.1).
Using the derivatives of one-parameter conformal transformations just as one derives the
Lie algebra of a Lie group, we get the following conformal representation of o(2n + 2,C)
determined by
Ai,j|A = xi∂xj − xn+j∂xn+i , Bi,j|A = xi∂xn+j − xj∂xn+i , (7.3.23)
Ci,j|A = xn+i∂xj − xj∂xn+i , An+1,n+1|A = −D, (7.3.24)
An+1,i|A = ∂xi , Bi,n+1|A = −∂xn+i , (7.3.25)
Ai,n+1|A = −xiD + η∂xn+i, Cn+1,i|A = xn+iD − η∂xi (7.3.26)
for i, j ∈ 1, n.
Note that
L =
n∑
i,j=1
CAi,j +
∑
1≤i<j≤n
(CBi,j + CCj,i) (7.3.27)
forms a Lie subalgebra of o(2n + 2,C) that is isomorphic to o(2n,C). For convenience,
we make the identification of o(2n,C) with L as follows:
Ei,j − En+j,n+i ↔ Ai,j, Ei,n+j − Ej,n+i ↔ Bi,j, En+i,j −En+j,i ↔ Ci,j (7.3.28)
for i, j ∈ 1, n. Recall the Witt algebra W2n =
∑2n
i=1 A ∂xi , and Shen’s monomorphism
ℑ :W2n → Ŵ2n =W2n ⊕ gl(2n,A ) (cf. (6.7.12)) given by
ℑ(
2n∑
i=1
fi∂xi) =
2n∑
i=1
fi∂xi ⊕
n∑
i,j=1
∂xi(fj)Ei,j . (7.3.29)
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Now we have the Lie algebra monomorphism ν : o(2n+ 2,C)→ Ŵ2n given by
ν(ξ) = ℑ(ξ|A ) for ξ ∈ o(2n+ 2,C). (7.3.30)
Denote
I2n =
2n∑
r=1
Er,r. (7.3.31)
According to the identification (7.3.28), we have
ν(Ai,j) = (xi∂xj − xn+j∂xn+i)⊕Ai,j , ν(Bi,j) = (xi∂xn+j − xj∂xn+i)⊕ Bi,j, (7.3.32)
ν(Ci,j) = (xn+i∂xj − xn+j∂xi)⊕ Ci,j, ν(An+1,n+1) = −(D ⊕ I2n), (7.3.33)
ν(An+1,i) = ∂xi , ν(Bi,n+1) = −∂xn+i , (7.3.34)
ν(Ai,n+1) = (−xiD + η∂xn+i)⊕ [
n∑
p=1
(xn+pBp,i − xpAi,p)− xiI2n], (7.3.35)
ν(Cn+1,i) = (xn+iD − η∂xi)⊕ [
n∑
p=1
(xpCi,p − xn+pAp,i) + xn+iI2n] (7.3.36)
for i, j ∈ 1, n.
Observe that
Ŵo2n = Ŵ2n ⊕ [o(2n,A ) +A I2n] (7.3.37)
form a Lie subalgebra of Ŵ2n and
ν(o(2n+ 2,C)) ⊂ Ŵo2n. (7.3.38)
Let M be an o(2n,C)-module and let c ∈ C be a fixed constant. Then
M̂ = A ⊗CM (7.3.39)
becomes a Ŵo2n-module with the action:
(d+ f1A+ f2I2n)(g ⊗ v) = (d(g) + cf2g)⊗ v + f1g ⊗A(v) (7.3.40)
for f1, f2, g ∈ A , A ∈ o(2n,C) and v ∈M . Moreover, we make M̂ an o(2n+2,C)-module
with the action:
ξ(̟) = ν(ξ)(̟) for ξ ∈ o(2n+ 2,C), ̟ ∈ M̂. (7.3.41)
Denote
G = o(2n+ 2,C), G0 = o(2n,C) + CAn+1,n+1 (7.3.42)
G+ =
n∑
i=1
(CAn+1,i + CBi,n+1), G− =
n∑
i=1
(CAi,n+1 + CCn+1,i) (7.3.43)
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(cf. (7.3.28)). Then G± are abelian Lie subalgebras of G and G0 is a Lie subalgebra of G .
Moreover,
G = G− + G0 + G+, [G0,G±] ⊂ G±. (7.3.44)
By (7.3.32)-(7.3.34),
G+(1⊗M) = {0}, U(G0)(1⊗M) = 1⊗M. (7.3.45)
Thus
U(G )(1⊗M) = U(G−)(1⊗M). (7.3.46)
Using (7.3.34), we can prove:
Proposition 7.3.3. The map M 7→ U(G−)(1 ⊗M) gives rise to a functor from the
category of o(2n,C)-modules to the category of o(2n + 2,C)-modules. In particular, it
maps irreducible o(2n,C)-modules to irreducible o(2n+ 2,C)-modules.
From another point view, U(G−)(1 ⊗ M) is a polynomial extension from o(2n,C)-
module M to an o(2n+2,C)-module. Next we want to study when M̂ = U(G−)(1⊗M).
Write
xα =
2n∏
i=1
xαii , E
α =
n∏
r=1
[(−Ar,n+1)αrCαn+rn+1,r] for α = (α1, α2, ..., α2n) ∈ N2n. (7.3.47)
For k ∈ N, we set
Ak = Span{xα | α ∈ N2n, |α| = k}, M̂k = Ak ⊗CM (7.3.48)
(recall |α| =∑2ni=1 αi) and
(U(G−)(1⊗M))k = U(G−)(1⊗M)
⋂
M̂k
= Span{Eα(1⊗M) | α ∈ N2n, |α| = k} (7.3.49)
by (7.3.35) and (7.3.36). Moreover,
(U(G−)(1⊗M))0 = M̂0 = 1⊗M. (7.3.50)
Furthermore,
M̂ =
∞⊕
k=0
M̂k, U(G−)(1⊗M) =
∞⊕
k=0
(U(G−)(1⊗M))k. (7.3.51)
According to (7.3.26), we define a G0-module homomorphism ϕ : M̂ → U(G−)(1⊗M)
by
ϕ(xα ⊗ v) = Eα(1⊗ v) for α ∈ N2n, v ∈M. (7.3.52)
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Then we have
ϕ(M̂k) = (U(G−)(1⊗M))k for k ∈ N. (7.3.53)
Under the identification (7.3.28), we have:
Lemma 7.3.4. We have ϕ|M̂1 = (c+ ω˜)|M̂1 (cf. (7.3.8)-(7.3.10)).
Proof. Let i ∈ 1, n and v ∈M . Expressions (7.3.35) and (7.3.36) give
ϕ(xi ⊗ v) = −Ai,n+1(1⊗ v) =
n∑
p=1
(xp ⊗Ai,p(v) + xn+p ⊗Bi,p(v)) + cxi ⊗ v, (7.3.54)
ϕ(xn+i ⊗ v) = Cn+1,i(1⊗ v) =
n∑
p=1
(xp ⊗ Ci,p(v)− xn+p ⊗Ap,i(v)) + cxn+i ⊗ v. (7.3.55)
On the other hand, (7.3.10), (7.3.28), (7.3.32) and (7.3.33) yield
ω˜(xi ⊗ v) =
∑
1≤p<q≤n
[(Bp,q ⊗ Cq,p)(xi ⊗ v) + (Cq,p ⊗ Bp,q)(xi ⊗ v)]
+
n∑
r,s=1
(Ar,s ⊗ As,r)(xi ⊗ v)
=
n∑
q=1
xn+q ⊗Bi,q(v) +
n∑
r=1
xr ⊗Ai,r(v), (7.3.56)
ω˜(xn+i ⊗ v) =
∑
1≤p<q≤n
[(Bp,q ⊗ Cq,p)(xn+i ⊗ v) + (Cq,p ⊗ Bp,q)(xn+i ⊗ v)]
+
n∑
r,s=1
(Ar,s ⊗ As,r)(xn+i ⊗ v)
=
n∑
p=1
xp ⊗ Ci,p(v)−
n∑
s=1
xn+s ⊗As,i(v). (7.3.57)
Comparing the above four expressions, we get the conclusion in the lemma. ✷
For f ∈ A , we define the action
f(g ⊗ v) = fg ⊗ v for g ∈ A , v ∈M. (7.3.58)
Then we have the o(2n,C)-invariant operator
T =
n∑
i=1
[ν(Cn+1,i)xi − ν(Ai,n+1)xn+i] (7.3.59)
on M̂ .
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Lemma 7.3.5. We have T |M̂k = (2c+ 2− 2n+ k)η|M̂k .
Proof. Let f be a homogeneous polynomial with degree k and let v ∈ M . According
to (7.3.22), we find
n∑
i=1
[(xiD − η∂xn+i)(xn+if) + (xn+iD − η∂xi)(xif)]
= 2(k + 1)ηf − 2nηf − ηD(f) = (k + 2− 2n)ηf. (7.3.60)
Moreover, the skew-symmetry of Ci,p and Bp,i implies
n∑
i=1
[
n∑
p=1
(xpCi,p − xn+pAp,i) + xn+iI2n]xi = −
n∑
i,p=1
xixn+pAp,i + ηI2n, (7.3.61)
−
n∑
i=1
[
n∑
p=1
(xn+pBp,i − xpAi,p)− xiI2n]xn+i =
n∑
i,p=1
xn+ixpAi,p + ηI2n. (7.3.62)
Now the lemma follows from (7.3.35) and (7.3.36). ✷
For 0 6= µ =∑ni=1 µiεi ∈ Λ+ with S (µ) = {i1, i2, ..., is+1} (cf. (6.7.54) and (6.7.55)),
we define
Θ(µ) =
{
µ1 + n− 1− N if µn−1 = −µn > 0 and s = 2,
µ1 + 2n− i2 − N otherwise. (7.3.63)
Theorem 7.3.6. For 0 6= µ ∈ Λ+, the o(2n+ 2,C)-module V̂ (µ) defined by (7.3.32)-
(7.3.41) is irreducible if c ∈ C \ {n− 1− N/2,Θ(µ)}.
Proof. By Proposition 7.3.3, it is enough to prove that the homomorphism ϕ defined
in (7.3.47) and (7.3.52) satisfies ϕ(V̂ (µ)) = V̂ (µ). According to (7.3.53), we only need to
prove
ϕ(V̂ (µ)k) = V̂ (µ)k (7.3.64)
for any k ∈ N. We will prove it by induction on k.
When k = 0, (7.3.64) holds by (7.3.50) and (7.3.52). Consider k = 1. Write µ =∑n
i=1 µiεi ∈ Λ+ with S (µ) = {i1, i2, ..., is+1}. According to Lemma 7.3.2 and Lemma
7.3.4 with M = V (µ), the eigenvalues of ϕ|
V̂ (µ)1
are
c+ µir − ir + 1, c− µir − 2n+ ir+1 for r ∈ 1, s if µn−1 + µn > 0 (7.3.65)
and
c+ µir − ir + 1, c− µiι − 2n+ iι+1 for r ∈ 1, s, ι ∈ 1, s− 2 + δµn,0 (7.3.66)
when µn−1 + µn = 0. Recall that µi ∈ Z/2 for i ∈ 1, n,
µι − µι+1 ∈ N for ι ∈ 1, n− 1, µn−1 ≥ |µn|. (7.3.67)
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So c 6∈ Θ(µ) implies that the eigenvalues of ϕ|
V̂ (µ)1
are nonzero. Thus (7.3.64) holds for
k = 1.
Suppose that (7.3.64) holds for k ≤ ℓ with ℓ ≥ 1. Consider k = ℓ+ 1. Note that
ϕ(V̂ (µ)ℓ+1) =
2n∑
i=1
ϕ(xiV̂ (µ)ℓ) =
n∑
i=1
[Ai,n+1[ϕ(V̂ (µ)ℓ)] + Cn+1,i[ϕ(V̂ (µ)ℓ)]]
=
n∑
i=1
[Ai,n+1(V̂ (µ)ℓ) + Cn+1,i(V̂ (µ)ℓ)] (7.3.68)
by the inductional assumption. To prove (7.3.64) with k = ℓ+ 1 is equivalent to prove
n∑
i=1
[Ai,n+1(V̂ (µ)ℓ) + Cn+1,i(V̂ (µ)ℓ)] = V̂ (µ)ℓ+1. (7.3.69)
For any u ∈ V̂ (µ)ℓ−1, Lemma 7.3.5 says that
n∑
i=1
[Cn+1,i(xiu)− Ai,n+1(xn+iu)] = (2c+ 2− 2n+ ℓ)ηu. (7.3.70)
Since c 6∈ n− 1− N/2, 2c+ 2− 2n+ ℓ 6= 0 and (7.3.70) gives
ηu ∈
n∑
i=1
[Ai,n+1(V̂ (µ)ℓ) + Cn+1,i(V̂ (µ)ℓ)] for u ∈ V̂ (µ)ℓ−1. (7.3.71)
Let g ⊗ v ∈ V̂ (µ)〈ℓ〉. According to (7.3.35), (7.3.36) and Lemma 7.3.4,
−Ai,n+1(g ⊗ v) = xiD(g)⊗ v − η∂xn+i(g)⊗ v + xig ⊗ I2n(v)
+
n∑
p=1
(xn+pg ⊗Bi,n+p(v) + xpg ⊗Ai,p(v))
= ℓxig ⊗ v − η∂xn+i(g)⊗ v + g[xi ⊗ I2n(v)
+
n∑
p=1
(xn+p ⊗ Bi,n+p(v) + xp ⊗ Ai,p(v))]
= ℓxig ⊗ v − η∂xn+i(g)⊗ v − g[Ai,n+1(1⊗ v)]
= ℓxig ⊗ v − η∂xn+i(g)⊗ v + gϕ(xi ⊗ v)
= −η∂xn+i(g)⊗ v + g[(ℓ+ c+ ω˜)(xi ⊗ v)] (7.3.72)
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and
Cn+i,i(g ⊗ v) = xn+iD(g)⊗ v − η∂xi(g)⊗ v + xn+ig ⊗ I2n(v)
+
n∑
p=1
(xpg ⊗ Ci,p(v)− xn+pg ⊗Ap,i(v))
= ℓxn+ig ⊗ v − η∂xi(g)⊗ v + g[xn+i ⊗ I2n(v)
+
n∑
p=1
(xp ⊗ Ci,p(v)− xn+p ⊗ Ap,i(v))]
= ℓxn+ig ⊗ v − η∂xi(g)⊗ v + g[Cn+1,i(1⊗ v)]
= ℓxn+ig ⊗ v − η∂xi(g)⊗ v + gϕ(xn+i ⊗ v)
= −η∂xi(g)⊗ v + g[(ℓ+ c+ ω˜)(xn+i ⊗ v)] (7.3.73)
for i ∈ 1, n. Since (7.3.71) says that
η∂xr(g)⊗ v ∈
n∑
i=1
[Ai,n+1(V̂ (µ)ℓ) + Cn+1,i(V̂ (µ)ℓ)]) (7.3.74)
for r ∈ 1, 2n, Expressions (7.3.72) and (7.3.73) show
g[(ℓ+ c+ ω˜)(xr ⊗ v)] ∈
n∑
i=1
[Ai,n+1(V̂ (µ)ℓ) + Cn+1,i(V̂ (µ)ℓ)] (7.3.75)
for r ∈ 1, 2n and g ∈ Aℓ.
According to Lemmas 7.3.2, the eigenvalues of (ℓ+ c+ ω˜)|
V̂ (µ)〈1〉
are among
ℓ+ c+ µir − ir + 1, ℓ+ c− µir − 2n+ ir+1 for r ∈ 1, s. (7.3.76)
Again
−ℓ− µir + ir − 1, −ℓ + µir + 2n− ir+1 ∈ µ1 + 2n− i2 − N for i ∈ 1, s. (7.3.77)
If c 6∈ µ1 + 2n − i2 − N, then all the eigenvalues of (ℓ + c + ω˜)|V̂ (µ)1 are nonzero. In the
case µn = −µn−1 > 0 and s = 2, µ1 = µn−1 = −µn and the eigenvalues (ℓ + c + ω˜)|V̂ (µ)1
are c+µ1+ ℓ and c+µn−n+1+ ℓ = c−µ1−n+1+ ℓ, which are not equal to 0 because
of c 6∈ Θ(µ) = µ1 + n− 1− N. Hence
(ℓ+ c + ω˜)(V̂ (µ)1) = V̂ (µ)1. (7.3.78)
By (7.3.75) and (7.3.78),
g(V̂ (µ)〈1〉) ⊂
n∑
i=1
[Ai,n+1(V̂ (µ)ℓ) + Cn+1,i(V̂ (µ)ℓ)] for g ∈ Aℓ, (7.3.79)
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or equivalently, (7.3.64) holds for k = ℓ + 1 by (7.3.68). By induction, (7.3.64) holds for
any k ∈ N. ✷
Let λi be the ith fundamental weight of o(2n + 2,C) with respect to the following
simple positive roots
{εn+1 − εn, εn − εn−1, ..., ε2 − ε1, ε2 + ε1}. (7.3.80)
By the Weyl group’s actions on o(2n,C) and V (µ), V̂ (µ) is a highest-weight o(2n+2,C)-
module with highest weight −(c+ µ1)λ1 +
∑s−1
r=1(µir − µir+1)λir+1 + (µn−1 + µn)λn+1.
Up to this stage, we do not known if the condition in Theorem 7.3.6 is necessary for
the o(2n+2,C)-module V̂ (µ) to be irreducible if µ 6= 0. We will deal with the case µ = 0
in next section.
7.4 Conformal Oscillator Representations
In this section, we study the o(2n+ 2,C)-module V̂ (0) and its oscillator generalizations.
In order to use the results in Sections 7.1 and 7.2, we redenote
yi = xn+i for i ∈ 1, n (7.4.1)
and use B = C[x1, ..., xn, y1, ..., yn] to replace A in last section. Fix c ∈ C and identify
V̂ (0) = B ⊗ v0 with B by
f ⊗ v0 ↔ f for f ∈ B, (7.4.2)
where V (0) = Cv0. Then we have the following one-parameter generalization πc of the
conformal representation of o(2n+ 2,C):
πc(Ai,j) = xi∂xj − yj∂xi , πc(Bi,j) = xi∂yj − xj∂yi , πc(Ci,j) = yi∂xj − yj∂xi , (7.4.3)
πc(An+1,i) = ∂xi , πc(An+1,n+1) = −D − c, πc(Bi,n+1) = −∂yi , (7.4.4)
πc(Ai,n+1) = η∂yi − xi(D + c), πc(Cn+1,i) = yi(D + c)− η∂xi (7.4.5)
The following result is taken from Zhao and the author’s work [XZ].
Theorem 7.4.1. The representation πc of o(2n + 2,C) on B is irreducible if and
only if c 6∈ −N. When c = 0, the representation πc of o(2n + 2,C) on B is the natural
conformal representation of o(2n+2,C) given in (7.3.23)-(7.3.26) in terms (7.4.1) with A
replaced by B. The subspace C1B forms a trivial o(2n+2,C)-submodule of the conformal
module B and the quotient space B/C1B forms an irreducible o(2n+ 2,C)-module.
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Proof. Recall
∆ =
n∑
i=1
∂xi∂yi , D =
n∑
r=1
xr∂xr +
n∑
s=1
ys∂ys , η =
n∑
i=1
xiyi (7.4.6)
in terms of (7.4.1) and the identification (7.3.28) . Moreover, Bk denotes the subspace of
homogeneous polynomials in B with degree k and
Hk = {f ∈ Ak | ∆(f) = 0} for k ∈ N. (7.4.7)
According to Theorem 7.1.1, Hk is an irreducible o(2n,C)-submodule with the highest-
weight vector xk1 of weight kε1 for any k ∈ N, and
B =
∞⊕
m,k=0
ηmHk (7.4.8)
is a direct sum of irreducible o(2n,C)-submodules. On the other hand, U(G−)(1B) forms
an irreducible o(2n+2,C)-submodule of B due to the first and third equations in (7.4.4).
If c = −ℓ for some ℓ ∈ N, then
U(G−)(1B)
⋂
Bℓ+1 ⊂ ηBℓ−1 (7.4.9)
by (7.4.5). So c 6∈ −N is a necessary condition for the representation πc of o(2n + 2,C)
on B to be irreducible.
Next we assume c 6∈ −N− 1. Let M be a nonzero o(2n + 2,C)-submodule of B such
that
M 6⊂ C1B if c = 0. (7.4.10)
Repeatedly applying the first and third equations in (7.4.4) if necessary, we have 1B ∈M .
Note
−Ai,n+1(1B) = cxi, Cn+1,i(1B) = cyi for i ∈ 1, n. (7.4.11)
Thus
B1 ⊂M (7.4.12)
if c 6= 0. When c = 0, (7.4.12) also holds by the first and third equations in (7.4.4) and
the fact that B1 is an irreducible o(2n,C)-submodule. Suppose that
Bk ⊂M for k < ℓ (7.4.13)
with 2 ≤ ℓ ∈ N. According to (7.4.8),
Bℓ =
Jℓ/2K⊕
m=0
ηmHℓ−2m. (7.4.14)
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Moreover,
[∆, η] = n +D. (7.4.15)
Set
Bℓ,r =
r⊕
m=0
ηmHℓ−2m (7.4.16)
for r ∈ 0, Jℓ/2K. Then
Bℓ,r = {w ∈ Bℓ | ∆r+1(w) = 0} (7.4.17)
and
∆r(Bℓ,r) = Hℓ−2r (7.4.18)
by (7.4.16).
Since
−A1,n+1(xℓ−11 ) = (c + ℓ− 1)xℓ1 ∈ M (7.4.19)
and c 6∈ −N− 1, we have
xℓ1 ∈M (7.4.20)
by (7.4.5). Hence
Hℓ ⊂ M (7.4.21)
because Hℓ is an irreducible o(2n,C)-submodule generated by xℓ1. Recall n ≥ 2 by our
assumption. For r ∈ 1, Jℓ/2K,
−A2,n+1(xℓ−r−11 yr1) = (c+ ℓ− 1)xℓ−r−11 x2yr1 ∈M (7.4.22)
by (7.4.5). So xℓ−r−11 x2y
r
1 ∈M . Moreover,
∆r(xℓ−r−11 x2y
r
1) = r![
r∏
s=1
(ℓ− r − s)]xℓ−2r−11 x2 ∈ Hℓ−2r. (7.4.23)
Observe that (7.4.14) is a direct sum of irreducible o(2n,C)-submodules with distinct
highest weights. So
Bℓ
⋂
M =
Jℓ/2K⊕
m=0
(ηmHℓ−2m)
⋂
M. (7.4.24)
By (7.4.17)-(7.4.23), (ηrHℓ−2r)
⋂
M is a nonzero o(2n,C)-submodule. Since ηrHℓ−2r is
an irreducible o(2n,C)-module, we have ηrHℓ−2r = (ηrHℓ−2r)
⋂
M . Therefore, Bℓ ⊂ M .
By induction, Bk ⊂M for any k ∈ N, or equivalently, M = B. This proves the theorem.
✷
With respect to (7.3.80), B is a highest-weight irreducible o(2n + 2,C)-module with
highest weight −cλ1 when c 6∈ −N. If c = 0, then B/C1B is a highest-weight irreducible
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o(2n+2,C)-module with highest weight −2λ1+λ2. The rest of this section is taken from
our work [X26].
For ~a = (a1, a2, ..., an)
t, ~b = (b1, b2, ..., bn)
t ∈ Cn, we put
~a · ~x =
n∑
i=1
aixi, ~b · ~y =
n∑
i=1
biyi. (7.4.25)
Set
B~a,~b = {fe~a·~x+
~b·~y | f ∈ B}. (7.4.26)
Denote by πc,~a,~b the representation πc of o(2n+ 2,C) on B~a,~b.
Theorem 7.4.2. The representation πc,~a,~b of o(2n+2,C) is irreducible for any c ∈ C
if
∑n
i=1 aibi 6= 0.
Proof. By symmetry, we may assume a1 6= 0. Let M be a nonzero o(2n + 2,C)-
submodule of B~a,~b. Take any 0 6= fe~a·~x+~b·~y ∈M with f ∈ B. Set
B~a,~b,k = Bke
~a·~x+~b·~y for k ∈ N. (7.4.27)
According to (7.4.4),
(An+1,i−ai)(fe~a·~x+~b·~y) = ∂xi(f)e~a·~x+~b·~y, −(Bi,n+1+bi)(fe~a·~x+~b·~y) = ∂yi(f)e~a·~x+~b·~y (7.4.28)
for i ∈ 1, n. Repeatedly applying (7.4.28), we obtain e~a·~x+~b·~y ∈M . Equivalently, B~a,~b,0 ⊂
M .
Suppose B~a,~b,ℓ ⊂M for some ℓ ∈ N. Take any ge~a·~x+~b·~y ∈ B~a,~b,ℓ. Since
(xi∂x1 − y1∂yi)(g)e~a·~x+~b·~y, (yi∂x1 − y1∂xi)(g)e~a·~x+~b·~y ∈ B~a,~b,ℓ ⊂M, (7.4.29)
we have
Ai,1(ge
~a·~x+~b·~y) ≡ (a1xi − biy1)ge~a·~x+~b·~y ≡ 0 (modM) (7.4.30)
and
Ci,1(ge
~a·~x+~b·~y) ≡ (a1yi − aiy1)ge~a·~x+~b·~y ≡ 0 (mod M) (7.4.31)
for i ∈ 1, n by (7.4.3). On the other hand,
(D + c)(g)e~a·~x+
~b·~y ∈ B~a,~b,ℓ ⊂M, (7.4.32)
and so the second equation in (7.4.4) implies gives
−An+1,n+1(ge~a·~x+~b·~y) ≡ [
n∑
i=1
(aixi + biyi)]ge
~a·~x+~b·~y ≡ 0 (mod M) (7.4.33)
Substituting (7.4.30) and (7.4.31) into (7.4.33), we get
(
n∑
i=1
aibi)y1ge
~a·~x+~b·~y ≡ 0 (mod M). (7.4.34)
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Equivalently, y1ge
~a·~x+~b·~y ∈M . Substituting it to (7.4.30) and (7.4.31), we obtain
xige
~a·~x+~b·~y, yige
~a·~x+~b·~y ∈M (7.4.35)
for i ∈ 1, n. Therefore, B~a,~b,ℓ+1 ⊂ M . By induction, B~a,~b,ℓ ⊂ M for any ℓ ∈ N. So
B~a,~b =M . Hence B~a,~b is an irreducible o(2n+ 2,C)-module. ✷
In the above theorem, B~a,~b is not a weight o(2n+ 2,C)-module.
Fix n1, n2 ∈ 1, n with n1 ≤ n2. We take (7.2.6), (7.2.8) and write
η˜ =
n1∑
i=1
yi∂xi +
n2∑
r=n1+1
xryr +
n∑
s=n2+1
xs∂ys . (7.4.36)
Moreover, we denote
c˜ = c+ n2 − n1 − n. (7.4.37)
Changing operators ∂xr 7→ −xr, xr 7→ ∂xr for r ∈ 1, n1 and ∂ys 7→ −ys, ys 7→ ∂ys
for s ∈ n2 + 1, n in the above representation of o(2n + 2,C) (7.4.3)-(7.4.5), we have the
following representation πn1,n2c of the Lie algebra o(2n+ 2,C) determined by
πn1,n2c (Ai,j) = E
x
i,j − Eyj,i (7.4.38)
with
Exi,j =

−xj∂xi − δi,j if i, j ∈ 1, n1;
∂xi∂xj if i ∈ 1, n1, j ∈ n1 + 1, n;
−xixj if i ∈ n1 + 1, n, j ∈ 1, n1;
xi∂xj if i, j ∈ n1 + 1, n;
(7.4.39)
and
Eyi,j =

yi∂yj if i, j ∈ 1, n2;
−yiyj if i ∈ 1, n2, j ∈ n2 + 1, n;
∂yi∂yj if i ∈ n2 + 1, n, j ∈ 1, n2;
−yj∂yi − δi,j if i, j ∈ n2 + 1, n;
(7.4.40)
and
πn1,n2c (Ei,n+1+j) =

∂xi∂yj if i ∈ 1, n1, j ∈ 1, n2;
−yj∂xi if i ∈ 1, n1, j ∈ n2 + 1, n;
xi∂yj if i ∈ n1 + 1, n, j ∈ 1, n2;
−xiyj if i ∈ n1 + 1, n, j ∈ n2 + 1, n;
(7.4.41)
πn1,n2c (En+1+i,j) =

−xjyi if j ∈ 1, n1, i ∈ 1, n2;
−xj∂yi if j ∈ 1, n1, i ∈ n2 + 1, n;
yi∂xj if j ∈ n1 + 1, n, i ∈ 1, n2;
∂xj∂yi if j ∈ n1 + 1, n, i ∈ n2 + 1, n;
(7.4.42)
πn1,n2c (An+1,n+1) = −D̂ − c˜; (7.4.43)
πn1,n2c (An+1,i) =
{ −xi if i ∈ 1, n1;
∂xi if i ∈ n1 + 1, n; (7.4.44)
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πn1,n2c (Bi,n+1) =
{ −∂yi if ∈ 1, n2;
yi if i ∈ n2 + 1, n; (7.4.45)
πn1,n2c (Ai,n+1) =

η˜∂yi − (D̂ + c˜− 1)∂xi if i ∈ 1, n1;
η˜∂yi − xi(D̂ + c˜) if i ∈ n1 + 1, n2;
−η˜yi − xi(D̂ + c˜) if i ∈ n2 + 1, n;
(7.4.46)
πn1,n2c (Cn+1,i) =

η˜xi + yi(D̂ + c˜) if i ∈ 1, n1;
−η˜∂xi + yi(D̂ + c˜) if i ∈ n1 + 1, n2;
−η˜∂xi + (D̂ + c˜− 1)∂yi if i ∈ n2 + 1, n
(7.4.47)
for i, j ∈ 1, n.
Recall that as operators on B, (7.2.9) holds with η replaced by η˜. We take (7.2.10)
and (7.2.12). Moreover, we have (7.2.11).
Theorem 7.4.3. The representation πn1,n2c of o(2n + 2,C) on B is irreducible if
c 6∈ Z/2.
Proof. Let M be a nonzero o(2n+ 2,C)-submodule of B. By (7.2.11) and (7.4.43),
M =
⊕
k∈Z
B〈k〉
⋂
M. (7.4.48)
Thus B〈k〉
⋂
M 6= {0} for some k ∈ Z. If k > n1 − n2 + 1− δn1,n2, then
{0} 6= (−x1)k−(n1−n2+1−δn1,n2 )(B〈k〉
⋂
M) = A
k−(n1−n2+1−δn1,n2 )
n+1,1 (A〈k〉
⋂
M) (7.4.49)
by (7.4.44), which implies B〈n1−n2+1−δn1,n2 〉
⋂
M 6= {0}. Thus we can assume k ≤ n1 −
n2 + 1− δn1,n2. Observe that the Lie subalgebra
L =
n∑
i,j=1
CAi,j ∼= gl(n,C). (7.4.50)
By Theorem 7.2.1, B〈k〉 =
⊕∞
i=0 η˜
i(H〈k−2i〉) is a decomposition of irreducible o(2n,C)-
submodules. Moreover, the weight sets of L -singular vectors in η˜i(H〈k−2i〉) are distinct
by Sections 6.4-6.6. Hence
η˜i(H〈k−2i〉) ⊂M for some i ∈ N. (7.4.51)
Observe that
x−k+2i1 ∈ H〈k−2i〉. (7.4.52)
By (7.4.35) and (7.4.44),
i!(−1)i(
i∏
r=1
(−k + i+ r))x−k+i1 = Bi1,n+1(ηin1,n2(x−k+2i1 )) ∈M. (7.4.53)
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Thus
H〈k−i〉 ⊂M. (7.4.54)
So we can just assume
H〈k〉 ⊂M. (7.4.55)
According to (7.4.43),
x−k+s1 = (−1)sAsn+1,1(x−k1 ) ∈M for s ∈ N. (7.4.56)
So Theorem 7.2.1 gives
H〈k−s〉 ⊂M for s ∈ N. (7.4.57)
For any r ∈ k − N, we suppose η˜s(x−r+s1 ), η˜s(x−r+s+11 ) ∈ M for some s ∈ N. Applying
(7.4.47) to it, we get
Cn+1,1[η˜
s(x−r+s1 )] = η˜
s+1(x−r+s+11 ) + (r + c˜)η˜
s(y1x
−r+s
1 ) ∈M. (7.4.58)
By (7.4.36) and (7.4.47),
Cn+1,i[η˜
s(x−r+s+11 )] = (r − 1 + c˜)η˜s(yix−r+s+11 ) ∈M (7.4.59)
for i ∈ n1 + 1, n2. According to (7.4.36) and (7.4.46),
Ai,n+1[η˜
s(yix
−r+s+1
1 )] = η˜
s+1(x−r+s+11 )− (r + c˜)η˜s(xiyix−r+s+11 ) ∈M (7.4.60)
for i ∈ n1 + 1, n2. Again (7.4.36), and (−r + s+ 1)× (7.4.58)−
∑n2
i=n1+1
(7.4.60) lead to
(1 + s+ c˜− n2 + n1)η˜s+1(x−r+s+11 ) ∈ M ⇒ η˜s+1(x−r+s+11 ) ∈ M for r ∈ k − N. (7.4.61)
Replacing r by r − 1 in the above expression, we get η˜s+1(x−r+s+21 ) ∈M . By induction,
η˜ℓ(x−r+ℓ1 ) ∈M for r ∈ k − N, ℓ ∈ N. (7.4.62)
Since η˜ℓ(H〈r−ℓ〉) ∋ η˜ℓ(x−r+ℓ1 ) is an irreducible o(2n,C)-module by Theorem 7.2.1, we have
η˜ℓ(H〈r−ℓ〉) ⊂M for ℓ ∈ N. (7.4.63)
Taking r = m− ℓ with m ∈ k − N, we get
η˜ℓ(H〈m−2ℓ〉) ⊂M for ℓ ∈ N. (7.4.64)
According to Theorem 7.2.1,
B〈m〉 =
∞⊕
ℓ=0
η˜ℓ(H〈m−2ℓ〉) ⊂M for m ∈ k − N. (7.4.65)
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Expression (7.4.46) gives
πn1,n2c (Ai,n+1)yi =
{
η˜(yi∂yi + 1)− yi∂xi(D̂ + c˜ + 1) if i ∈ 1, n1,
η˜(yi∂yi + 1)− xiyi(D̂ + c˜+ 1) if i ∈ n1 + 1, n2,
(7.4.66)
πn1,n2c (Aj,n+1)∂yj = −η˜yj∂yj − xj∂yj (D̂ + c˜+ 1) for j ∈ n2 + 1, n. (7.4.67)
Moreover, (7.4.47) yields
πn1,n2c (Cn+1,r)∂xr = η˜xr∂xi + yr∂xr(D̂ + c˜+ 1) for r ∈ 1, n1, (7.4.68)
πn1,n2c (Cn+1,s)xs
=
{
−η˜(xs∂xs + 1) + xsys(D̂ + c˜+ 1) if s ∈ n1 + 1, n2,
−η˜(xs∂xs + 1) + xs∂ys(D̂ + c˜+ 1) if s ∈ n2 + 1, n.
(7.4.69)
Thus
n2∑
i=1
πn1,n2c (Ai,n+1)yi +
n∑
j=n2+1
πn1,n2c (Aj,n+1)∂yj
−
n1∑
r=1
πn1,n2c (Cn+1,r)∂xr −
n∑
s=n1+1
πn1,n2c (Cn+1,s)xs
= η˜(−D̂ + n2 + n− n1 − 2(c˜+ 1)) (7.4.70)
as operators on B. Suppose that B〈ℓ−s〉 ⊂ M for some k ≤ ℓ ∈ Z and any s ∈ N. For
any f ∈ B〈ℓ−1〉, we apply the above equation to it and get
(1− ℓ+ n2 + n− n1 − 2(c˜+ 1))η˜(f) ∈M. (7.4.71)
Since c 6∈ Z/2, we have
η˜(f) ∈ M. (7.4.72)
Now for any g ∈ B〈ℓ〉, we have ∂y1(g) ∈ B〈ℓ−1〉. By (7.4.46),
A1,n+1(g) = η˜(∂y1(g))− (ℓ+ c˜)∂x1(g) ∈ M. (7.4.73)
Moreover, (7.4.72) and (7.4.73) yield
∂x1(g) ∈M for g ∈ B〈ℓ〉. (7.4.74)
Since
∂x1(B〈ℓ〉) = B〈ℓ+1〉, (7.4.75)
we obtain
B〈ℓ+1〉 ⊂M. (7.4.76)
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By induction on ℓ, we find
B〈ℓ〉 ⊂M for ℓ ∈ Z, (7.4.77)
or equivalently, B =
⊕
ℓ∈ZB〈ℓ〉 = M . Thus B is an irreducible o(2n+2,C)-module. ✷
Remark 7.4.4. The above irreducible representation depends on the three parameters
c ∈ F and n1, n2 ∈ 1, n. It is not highest-weight type because of the mixture of multi-
plication operators and differential operators in (7.4.39))-(7.4.42) and (7.4.44)-(7.4.47).
Since B is not completely reducible as an L -module by Sections 6.4-6.6 when n ≥ 2 and
n1 < n, B is not a unitary o(2n + 2,C)-module. Expression (7.4.43) shows that B is a
weight o(2n+ 2,C)-module with finite-dimensional weight subspaces.
Chapter 8
Representations of Odd Orthogonal
Lie Algebras
In this chapter, we focus on the natural explicit representations of odd orthogonal Lie al-
gebras. In Section 8.1, we study the canonical bosonic and fermionic oscillator representa-
tions over their minimal natural modules. The spin representations are also presented. In
Section 8.2, we determine the structure of the noncanonical oscillator representations ob-
tained from the above bosonic representations by partially swapping differential operators
and multiplication operators, which are generalizations of the classical theorem on har-
monic polynomials. The results were due to Luo and the author [LX2]. In Section 8.3, we
construct a new functor from the category o(2n+1,C)-mod to the category o(2n+3,C)-
mod, which is an extension of the conformal representation of o(2n + 3,C). Moreover,
we find the condition for the functor to map a finite-dimensional irreducible o(2n+1,C)-
module to an infinite-dimensional irreducible o(2n + 3,C)-module. This work was due
to Zhao and the author [XZ]. The work in Section 8.3 gives rise to a one-parameter (c)
family of inhomogeneous first-order differential operator representations of o(2n + 3,C).
Letting these operators act on the space of exponential-polynomial functions that depend
on a parametric vector ~a ∈ C2n+1, we prove in Section 8.4 that the space forms an ir-
reducible o(2n + 3,C)-module for any c ∈ C if ~a is not on a certain hypersurface. By
partially swapping differential operators and multiplication operators, we obtain more
general differential operator representations of o(2n+3,C) on the polynomial algebra B′
in 2n + 1 variables. We prove that B′ forms an infinite-dimensional irreducible weight
o(2n + 3,C)-module with finite-dimensional weight subspaces if c 6∈ Z/2. These results
are taken from our work [X26].
8.1 Canonical Oscillator Representations
In this section, we study the canonical bosonic and fermionic oscillator representations of
odd orthogonal Lie algebras over their minimal natural modules and the spin representa-
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tions.
Let n ≥ 1 be an integer. The odd orthogonal Lie algebra
o(2n+ 1,F) = o(2n,F) +
n∑
i=1
[F(E0,i − En+i,0) + F(E0,n+i − Ei,0)] (8.1.1)
(cf. (7.1.1)). We take (7.1.2) as a Cartan subalgebra and use the settings in (7.1.3)-(7.1.5).
Then the root system of o(2n+ 1,F) is
ΦBn = {±εi ± εj,±εr | 1 ≤ i < j ≤ n; r ∈ 1, n}. (8.1.2)
We take the set of positive roots
Φ+Bn = {εi ± εj, εr | 1 ≤ i < j ≤ n, r ∈ 1, n}. (8.1.3)
In particular,
ΠBn = {ε1 − ε2, ..., εn−1 − εn, εn} is the set of positive simple roots. (8.1.4)
Recall the set of dominant integral weights
Λ+ = {µ ∈ LQ | 2(εn, µ), (εi − εi+1, µ) ∈ N for i ∈ 1, n− 1}. (8.1.5)
According to (7.1.5),
Λ+ = {µ =
n∑
i=1
µiεi | µi ∈ N/2;µi − µi+1 ∈ N for i ∈ 1, n− 1}. (8.1.6)
Let B′ = F[x0, x1, ..., xn, y1, ..., yn]. Recall The canonical oscillator representation of
o(2n+ 1,F) is given by
(Ei,j − En+j,n+i)|B′ = xi∂xj − yj∂xi, (En+i,j −En+j,i)|B′ = yi∂xj − yj∂xi , (8.1.7)
(Ei,n+j −Ej,n+i)|B′ = xi∂yj − xj∂yi , (E0,i −En+i,0)|B′ = x0∂xi − yi∂x0 , (8.1.8)
(E0,n+i − Ei,0)|B′ = x0∂yi − xi∂x0 (8.1.9)
for i, j ∈ 1, n. The positive root vectors of o(2n+ 1,F) are
{Ei,j − En+j,n+i, Ei,n+j −Ej,n+i, E0,n+r − Er,0 | 1 ≤ i < j ≤ n; r ∈ 1, n}. (8.1.10)
Denote
∆′ = ∂2x0 + 2
n∑
i=1
∂xi∂yi , η
′ = x20 + 2
n∑
i=1
xiyi. (8.1.11)
It can be verified that η′ is an o(2n + 1,F)-invariant and ∆′ is an o(2n + 1,F)-invariant
differential operator, or equivalently,
ξη′ = η′ξ, ξ∆′ = ∆′ξ′ on B′ for ξ′ ∈ o(2n+ 1,F). (8.1.12)
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Let B′k be the subspace of homogeneous polynomials in B
′ with degree k. Set
H ′k = {f ∈ B′k | ∆′(f) = 0} for k ∈ N. (8.1.13)
Theorem 8.1.1. For k ∈ N, the subspace H ′k forms a finite-dimensional irreducible
o(2n + 1,F)-submodule and xk1 is a highest-weight vector with the weight kε1. Moreover,
it has a basis{
∞∑
i=0
(−2)ix
2i+ι
0 (
∑n
i=1 ∂xi∂yi)
i(xαyβ)
(2i+ ι)!
| ι = 0, 1;α, β ∈ Nn; |α|+ |β|+ ι = k
}
. (8.1.14)
Furthermore,
B′ =
⊕
k1,k2
η′
k1H ′k2 (8.1.15)
is a direct sum of irreducible o(2n+ 1,F)-submodules.
Proof. Take η =
∑n
i=1 xiyi. According to Theorem 7.1.1, the o(2n + 1,F)-singular
vectors in B′ are in
∞∑
i,j,k=0
Fxi0x
j
1η
k. (8.1.16)
Since
η =
1
2
(η′ − x20), (8.1.17)
the o(2n+ 1,F)-singular vectors in B′ are in
∞∑
i,j,k=0
Fxi0x
j
1η
′k. (8.1.18)
Suppose that
g =
∑
i,j,k
ai,j,kx
i
0x
j
1η
′k is a singular vector. (8.1.19)
Then
(E0,n+1 − E1,0)(g) = −x1
∑
i,j,k
iai,j,kx
i−1
0 x
j
1η
′k = 0 (8.1.20)
by the first equation in (8.1.12). So g is independent of x0. Thus the o(2n+1,F)-singular
vectors in B′k are
{η′ℓxk−2ℓ1 | ℓ ∈ N}. (8.1.21)
Note
[∆′, η′] = 2(1 + 2n) + 4D′, D′ = x0∂x0 +
n∑
i=1
(xi∂xi + yi∂yi). (8.1.22)
Hence
∆′[η′
ℓ
xk−2ℓ1 ] = 2ℓ[1 + 2(n+ k − 1)]η′ℓ−1xk−2ℓ1 . (8.1.23)
222 CHAPTER 8. REPRESENTATIONS OF ODD ORTHOGONAL LIE ALGEBRAS
Thus H ′k has a unique o(2n+ 1,F)-singular vector x
k
1. According to the second equation
in (8.1.12), H ′k is a finite-dimensional o(2n + 1,F)-module. By Weyl’s Theorem 2.3.6
of complete reducibility if F = C or more generally by Lemma 6.3.2 with n1 = 0, it is
irreducible. The equation (8.1.15) follows from the first equation in (8.1.12) and the fact
that o(2n+1,F)-singular vector are polynomials in x1 and η′. Expression (8.1.14) follows
from Lemma 6.1.1 with T1 = ∂
2
x0
, T−1 =
∫ 2
(x0)
and T2 = 2
∑n
i=1 ∂xi∂yi. ✷
Consider the exterior algebra Aˇ ′ generated by {θ0, θ1, ..., θn, ϑ1, ..., ϑn} (cf. (6.2.15))
and take the settings in (6.2.44)-(6.2.51). Define a representation of o(2n + 1,F) on Aˇ ′
by
(Ei,j −En+j,n+i)|Aˇ ′ = θi∂θj − ϑj∂ϑi , (En+i,j −En+j,i)|Aˇ ′ = ϑi∂θj − ϑj∂θi , (8.1.24)
(Ei,n+j − Ej,n+i)|Aˇ ′ = θi∂ϑj − θj∂ϑi , (E0,i − En+i,0)|Aˇ ′ = θ0∂θi − ϑi∂θ0 , (8.1.25)
(E0,n+i − Ei,0)|Aˇ ′ = θ0∂ϑi − θi∂θ0 (8.1.26)
for i, j ∈ 1, n. By (8.1.24) and (8.1.25), the above representation of o(2n + 1,F) is
essentially an extension of that for o(2n,F) given in (7.1.22) and (7.1.23). Recall the
notion Aˇk in (7.1.24). We set
Aˇ ′0 = {1}, Aˇ ′k+1 = θ0Ak + Aˇk+1 for k ∈ 0, 2k. (8.1.27)
According to (7.1.29), the o(2n+ 1,F)-singular vectors of Aˇ ′k are in the set
{θ0~θk−1, ~θk} (8.1.28)
if k < n. Applying (8.1.26), we get that ~θk is the unique o(2n + 1,F)-singular vector in
Aˇ ′k . By (7.1.29) again, the o(2n+ 1,F)-singular vectors of Aˇ
′
n are in the set
{~θn, ~θn−1ϑn, θ0~θn−1}. (8.1.29)
Since
(E0,2n − En,0)(~θn−1ϑn) = ~θn−1θ0, (E0,2n − En,0)(θ0~θn−1) = (−1)n~θn (8.1.30)
by (8.1.26), ~θn is the unique o(2n+ 1,F)-singular vector in Aˇ
′
n.
Next (7.1.29) implies that the o(2n+ 1,F)-singular vectors of Aˇ ′n+1 are in the set
{θ0~θn, θ0~θn−1ϑn, ηˇ~θn−1}. (8.1.31)
Since
(E0,2n −En,0)(θ0~θn−1ϑn) = (−1)n~θnϑn, (E0,2n −En,0)(ηˇ~θn−1) = (−1)nθ0~θn (8.1.32)
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by (6.2.49) and (8.1.26), θ0~θn is the unique o(2n + 1,F)-singular vector in Aˇ ′n+1. For
k ∈ 1, n− 1, the o(2n+ 1,F)-singular vectors of Aˇ ′2n+1−k are in the set
{θ0ηˇn−k~θk, ηˇn+1−k~θk−1} (8.1.33)
by (7.1.29). Note
ηˇn−r~θr = (n− r)!θr+1ϑr+1 · · · θnϑn~θr. (8.1.34)
So θ0ηˇ
n−k~θk is an o(2n+ 1,F)-singular vector by (8.1.26). Moreover,
(E0,n+k − Ek,0)(ηˇn+1−k~θk−1) = (n+ 1− k)ηˇn−k~θkθ0 (8.1.35)
by (6.2.49) and (8.1.26). Thus θ0ηˇ
n−k~θk is the unique o(2n + 1,F)-singular vector in
Aˇ ′2n+1−k. Furthermore, Aˇ
′
2n+1 is the one-dimensional trivial module. By Weyl’s Theorem
2.3.6 of complete reducibility or more generally by an analogue of Lemma 6.3.2, we have:
Theorem 8.1.2. For r ∈ 1, n, Aˇ ′r and Aˇ ′2n+1−r are finite-dimensional irreducible
o(2n + 1,F)-submodules with the highest weight
∑r
i=1 εi. Moreover, Aˇ
′
2n+1 and Aˇ
′
0 are
isomorphic to the one-dimensional trivial o(2n+ 1,F)-module.
Let Ψ′ be the associative algebra generated by {θ0, θ1, ..., θn} with the defining rela-
tions:
θ20 = 1, θ0θi = −θiθ0, θiθj = −θjθi for i, j ∈ 1, n. (8.1.36)
The algebra Ψ′ is an extension of the exterior algebra Ψ (cf. (6.2.15)). Take the settings
as those in (6.2.16)-(6.2.18), where i ∈ 1, n and j, js ∈ 0, n. Note
[θ0∂θi , θ0θi] = 2θi∂θi − 1 for i ∈ 1, n. (8.1.37)
Thus we have the following representation of o(2n+ 1,F) on Ψ′:
(Ei,j −En+j,n+i)|Ψ′ = θi∂θj −
δi,j
2
for i, j ∈ 1, n. (8.1.38)
(Er,n+s, Es,n+r)|Ψ′ = θrθs, (En+r,s, En+s,r)|Ψ′ = ∂θr∂θs (8.1.39)
for 1 ≤ r < s ≤ n, and
(E0,i − En+i,0)|Ψ′ = 1√
2
θ0∂θi , (E0,n+i − Ei,0)|Ψ′ =
1√
2
θ0θi for i ∈ 1, n. (8.1.40)
The above representation is called the spin representation of o(2n + 1,F), which is an
extension of the spin representation ofo(2n,F) given (7.1.32) and (7.1.33).
Set
Ψ′± = Ψ(1± θ0). (8.1.41)
Then Ψ′± are o(2n+ 1,F)-submodules. Indeed, we have:
Theorem 8.1.3. The subspaces Ψ′± are 2
n-dimensional irreducible o(2n + 1,F)-
submodules with the highest-weight vector θ1θ2 · · · θn(1± θ0) of weight (
∑n
i=1 εi)/2.
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8.2 Noncanonical Oscillator Representations
In this section, we study the noncanonical oscillator representations of o(2n + 1,F) ob-
tained from the bosonic oscillator representation in (8.1.7)-(8.1.9) by partially swapping
differential operators and multiplication operators.
Recall that B′ = F[x0, x1, ..., xn, y1, ..., yn] and the canonical oscillator representations
of o(2n+1,F) given in (8.1.7)-(8.1.9). Fix n1, n2 ∈ 1, n with n1 ≤ n2. Changing operators
∂xr 7→ −xr, xr 7→ ∂xr for r ∈ 1, n1 and ∂ys 7→ −ys, ys 7→ ∂ys for s ∈ n2 + 1, n in
the canonical oscillator representation, we get a noncanonical oscillator representation of
o(2n+ 1,F) on B′ determined by
(Ei,j −En+j,n+i)|B′ = Exi,j − Eyj,i (8.2.1)
with
Exi,j =

−xj∂xi − δi,j if i, j ∈ 1, n1;
∂xi∂xj if i ∈ 1, n1, j ∈ n1 + 1, n;
−xixj if i ∈ n1 + 1, n, j ∈ 1, n1;
xi∂xj if i, j ∈ n1 + 1, n;
(8.2.2)
and
Eyi,j =

yi∂yj if i, j ∈ 1, n2;
−yiyj if i ∈ 1, n2, j ∈ n2 + 1, n;
∂yi∂yj if i ∈ n2 + 1, n, j ∈ 1, n2;
−yj∂yi − δi,j if i, j ∈ n2 + 1, n;
(8.2.3)
and
Ei,n+j|B′ =

∂xi∂yj if i ∈ 1, n1, j ∈ 1, n2;
−yj∂xi if i ∈ 1, n1, j ∈ n2 + 1, n;
xi∂yj if i ∈ n1 + 1, n, j ∈ 1, n2;
−xiyj if i ∈ n1 + 1, n, j ∈ n2 + 1, n;
(8.2.4)
En+i,j|B′ =

−xjyi if j ∈ 1, n1, i ∈ 1, n2;
−xj∂yi if j ∈ 1, n1, i ∈ n2 + 1, n;
yi∂xj if j ∈ n1 + 1, n, i ∈ 1, n2;
∂xj∂yi if j ∈ n1 + 1, n, i ∈ n2 + 1, n.
(8.2.5)
E0,i|B′ =

−x0xi if i ∈ 1, n1;
x0∂xi if i ∈ n1 + 1, n;
x0∂yi−n if i ∈ n+ 1, n+ n2;
−x0yi−n if i ∈ n+ n2 + 1, 2n;
(8.2.6)
and
Ei,0|B′ =

∂x0∂xi if i ∈ 1, n1;
xi∂x0 if i ∈ n1 + 1, n;
yi−n∂x0 if i ∈ n + 1, n+ n2;
∂x0∂yi−n if i ∈ n + n2 + 1, 2n.
(8.2.7)
Correspondingly we obtain a variation of the Laplace operator:
∆˜′ = ∂2x0 − 2
n1∑
i=1
xi∂yi + 2
n2∑
r=n1+1
∂xr∂yr − 2
n∑
s=n2+1
ys∂xs (8.2.8)
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and its dual operator
η′ = x20 + 2
n1∑
i=1
yi∂xi + 2
n2∑
r=n1+1
xryr + 2
n∑
s=n2+1
xs∂ys . (8.2.9)
Set
B′〈k〉 =
∞∑
i=0
B〈k−i〉x
i
0, H
′
〈k〉 = {f ∈ B′〈k〉 | ∆˜′(f) = 0} (8.2.10)
(cf. (7.2.10)). Denote
D˜′ = x0∂x0 −
n1∑
i=1
xi∂xi +
n∑
r=n1+1
xr∂xr +
n2∑
j=1
yj∂yj −
n∑
s=n2+1
ys∂ys . (8.2.11)
Then
B′〈k〉 = {f ∈ B′ | D˜′(f) = kf}. (8.2.12)
A straightforward verification shows
∆˜′ξ = ξ∆˜′, ξη′ = η′ξ, ξD˜′ = D˜′ξ on B′ for ξ ∈ o(2n+ 1,F). (8.2.13)
Thus all B′〈k〉 and H
′
〈k〉 with k ∈ Z are o(2n + 1,F)-submodules and B′ =
⊕
k∈ZB
′
〈k〉
forms a Z-graded algebra.
We take ∆˜ in (7.2.6) and η in (7.2.7). Then
∆˜′ = ∂2x0 + 2∆˜, η
′ = x20 + 2η. (8.2.14)
For ι = 0, 1, we define
T̂ι =
∞∑
i=0
(−2)ix2i+ι0
(2i+ ι)!
∆˜i. (8.2.15)
By Lemma 6.1.1 with T1 = ∂
2
x0 , T
−
1 =
∫ (2)
(x0)
and T2 = 2∆˜, we obtain
H ′〈k〉 = T̂0(B〈k〉)⊕ T̂1(B〈k−1〉). (8.2.16)
Lemma 8.2.1. Suppose n1 < n2. For k ∈ N, H ′〈k〉 is an o(2n + 1,F)-submodule
generated by xkn1+1 and H
′
〈−k〉 is an o(2n+ 1,F)-submodule generated by x
k
n1.
Proof. Let V be an o(2n + 1,F)-submodule generated by xkn1+1. Since x
k
n1+1 ∈ H ′〈k〉
that is an o(2n+ 1,F)-submodule, we have V ⊂ H ′〈k〉.
Observe
(En1+1,n+j − Ej,n+n1+1)|B′ = −xn1+1yj − xj∂yn1+1 for j ∈ n2 + 1, n (8.2.17)
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by (8.2.4). Repeatedly applying (8.2.17) to xkn1+1 with various j ∈ n2 + 1, n, we obtain
xk+ℓn1+1
n∏
s=n2+1
yβss ∈ V for ℓ, βn2+1, ..., βn ∈ N,
n∑
s=n2+1
βs = ℓ. (8.2.18)
Note
(En+i,n+n1+1 − En1+1,i)|B′ = yi∂yn1+1 + xixn1+1 for i ∈ 1, n1 (8.2.19)
by (8.2.1)-(8.2.3). Repeatedly applying (8.2.19) to (8.2.18) with various i ∈ 1, n1, we have
[
n1+1∏
i=1
xαii ][
n∏
s=n2+1
yβss ] ∈ V (8.2.20)
for α1, ..., αn1+1, βn2+1, ..., βn ∈ N such that k +
∑n1
r=1 αr +
∑n
s=n2+1
βs = αn1+1.
Denote
I = {0, n1 + 1, n2, n+ n1 + 1, n+ n2}. (8.2.21)
Observe the Lie subalgebra
G = o(2n+ 1,F)
⋂
(
∑
i,j∈I
FEi,j) ∼= o(2(n2 − n1) + 1,F). (8.2.22)
Set
H¯〈ℓ〉 = H
′
〈ℓ〉
⋂
F[x0, xn1+1, ..., xn2 , yn1+1, ..., yn2] for ℓ ∈ N. (8.2.23)
Then H¯〈ℓ〉 forms an irreducible G -module by Theorem 7.1.1. Repeatedly applying G |B′
to (8.2.20), we get
T̂ι(x
αyβ) ∈ V (8.2.24)
for α, β ∈ Nn such that αi = 0 if i > n2, βj = 0 if j ≤ n1, and
ι+
n2∑
r=n1+1
αr −
n1∑
i=1
αi +
n2∑
s=n1+1
βs −
n∑
j=n2+1
βj = k. (8.2.25)
Repeatedly applying (8.2.19) to (8.2.24) satisfying the above conditions, we get that
(8.2.24) holds for α, β ∈ Nn such that αi = 0 if i > n2, and
ι+
n2∑
r=n1+1
αr −
n1∑
i=1
αi +
n2∑
s=1
βs −
n∑
j=n2+1
βj = k. (8.2.26)
According (8.2.1)-(8.2.3),
(Ei,n1+1 −En+n1+1,n+i)|B′ = xi∂xn1+1 + yn1+1yi for i ∈ n2 + 1, n. (8.2.27)
Repeatedly applying (8.2.27) to (8.2.24) satisfying (8.2.26), we get (8.2.25) for any α, β ∈
Nn such that
ι+
n∑
r=n1+1
αr −
n1∑
i=1
αi +
n2∑
s=1
βs −
n∑
j=n2+1
βj = k. (8.2.28)
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Thus V = H ′〈k〉.
Let U be an o(2n + 1,F)-submodule generated by xkn1 . Since x
k
n1 ∈ H ′〈−k〉 that is an
o(2n + 1,F)-submodule, we have U ⊂ H ′〈−k〉. Repeatedly applying (8.2.17) and (8.2.19)
to xkn1 with various i ∈ 1, n1 and j ∈ n2 + 1, n, we have
xkn1 [
n1+1∏
i=1
xαii ][
n∏
s=n2+1
yβss ] ∈ U for α1, ..., αn1+1, βn2+1, ..., βn ∈ N (8.2.29)
such that
∑n1
r=1 αr +
∑n
s=n2+1
βs = αn1+1. Note
(En1,i − En+i,n+n1)|B′ = −xi∂xn1 − yi∂yn1 for i ∈ n1 − 1 (8.2.30)
by (8.2.1)-(8.2.3). Repeatedly applying (8.2.31) to (8.2.30), we have
[
n1+1∏
i=1
xαii ][
n∏
s=n2+1
yβss ] ∈ U for α1, ..., αn1+1, βn2+1, ..., βn ∈ N (8.2.31)
such that
∑n1
r=1 αr +
∑n
s=n2+1
βs = αn1+1 + k.
Repeatedly applying G |B′ to (8.2.31), we get
T̂ι(x
αyβ) ∈ U (8.2.32)
for α, β ∈ Nn such that αi = 0 if i > n2, βj = 0 if j ≤ n1, and
ι+
n2∑
r=n1+1
αr −
n1∑
i=1
αi +
n2∑
s=n1+1
βs −
n∑
j=n2+1
βj = −k. (8.2.33)
Repeatedly applying (8.2.20) to (8.2.33) satisfying the above conditions, we get that
(8.2.32) holds for α, β ∈ Nn such that αi = 0 if i > n2, and
ι+
n2∑
r=n1+1
αr −
n1∑
i=1
αi +
n2∑
s=1
βs −
n∑
j=n2+1
βj = −k. (8.2.34)
Repeatedly applying (8.2.27) to (8.2.32) satisfying (8.2.34), we get (8.2.32) for any α, β ∈
Nn such that
ι+
n∑
r=n1+1
αr −
n1∑
i=1
αi +
n2∑
s=1
βs −
n∑
j=n2+1
βj = −k. (8.2.35)
Thus U = H ′〈−k〉. ✷
Lemma 8.2.2. Suppose n1 = n2. For k ∈ N, H ′〈−k〉 is an o(2n + 1,F)-submodule
generated by xkn1 and H
′
〈k〉 is an o(2n+1,F)-submodule generated by T̂1(y
k−1
n1
) when k > 0.
Proof. In this case,
∆˜ = −
n1∑
i=1
xi∂yi −
n∑
s=n1+1
ys∂xs (8.2.36)
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Note
(En+n1,0 − E0,n1)|B′ = yn1∂x0 + x0xn1 (8.2.37)
by (8.2.6) and (8.2.7) . Thus for u ∈ B,
(En+n1,0 − E0,n1)[T̂0(u)]
= (yn1∂x0 + x0xn1)(
∞∑
i=0
(−2)ix2i0
(2i)!
∆˜i(u))
=
∞∑
i=1
(−2)ix2i−10
(2i− 1)! yn1∆˜
i(u) +
∞∑
i=0
(−2)ix2i+10
(2i)!
∆˜i(xn1u)
=
∞∑
i=1
(−2)iix2i−10
(2i− 1)! ∆˜
i−1(xn1u) +
∞∑
i=1
(−2)ix2i−10
(2i− 1)! ∆˜
i−1[∆˜(yn1u)]
+
∞∑
i=0
(−2)ix2i+10
(2i)!
∆˜i(xn1u)
= −
∞∑
i=0
(−2)i2(i+ 1)x2i+10
(2i+ 1)!
∆˜i(xn1u)− 2
∞∑
i=0
(−2)ix2i+10
(2i+ 1)!
∆˜i[∆˜(yn1u)]
+
∞∑
i=0
(−2)ix2i+10
(2i)!
∆˜i(xn1u) = −T̂1(xn1u)− 2T̂1[∆˜(yn1u)] (8.2.38)
and
(En+n1,0 − E0,n1)[T̂1(u)]
= (yn1∂x0 + x0xn1)(
∞∑
i=0
(−2)ix2i+10
(2i+ 1)!
∆˜i(u))
=
∞∑
i=0
(−2)ix2i0
(2i)!
yn1∆˜
i(u) +
∞∑
i=0
(−2)ix2i+20
(2i+ 1)!
∆˜i(xn1u)
= −
∞∑
i=1
(−2)i−1x2i0
(2i− 1)! ∆˜
i−1(xn1u) +
∞∑
i=0
(−2)ix2i0
(2i)!
∆˜i(yn1u)
+
∞∑
i=0
(−2)ix2i+20
(2i+ 1)!
∆˜i(xn1u)
=
∞∑
i=0
(−2)ix2i0
(2i)!
∆˜i(yn1u) = T̂0(yn1u). (8.2.39)
Symmetrically, we have,
(En1+1,0 − E0,n+n1+1)|B′ = xn1+1∂x0 + x0yn1+1 (8.2.40)
by (8.2.6) and (8.2.7). So
(En1+1,0 − E0,n+n1+1)[T̂0(u)] = −T̂1(yn1+1u)− 2T̂1[∆˜(xn1+1u)] (8.2.41)
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and
(En1+1,0 − E0,n+n1+1)[T̂1(u)] = T̂0(xn1+1u). (8.2.42)
Let V be an o(2n + 1,F)-submodule generated by xkn1 . Since x
k
n1
∈ H ′〈−k〉 that is an
o(2n+ 1,F)-submodule, we have V ⊂ H ′〈−k〉. Note
(En1+1,n+n1 − En1,n+n1+1)|B′ = xn1+1∂yn1 + yn1+1∂xn1 (8.2.43)
by (8.2.4). Repeatedly applying (8.2.43) to xkn1 , we have
xk−rn1 y
r
n1+1
= T̂0(x
k−r
n1
yrn1+1) ∈ V for r ∈ 0, k. (8.2.44)
According to (8.2.38),
(En+n1,0 − E0,n1)[T̂0(xk−rn1 yrn1+1)]
= −T̂1(xk−r+1n1 yrn1+1))− 2T̂1[∆˜(xk−rn1 yn1yrn1+1)] = T̂1(xk−r+1n1 yrn1+1) ∈ V. (8.2.45)
Similarly, (8.2.41) shows
(En1+1,0 − E0,n+n1+1)[T̂0(xk−rn1 yrn1+1)] = T̂1(xk−rn1 yr+1n1+1) ∈ V. (8.2.47)
Suppose that
T̂1(x
m1
n1 y
m2
n1 x
m3
n1+1y
m4
n1+1) ∈ V for mi ∈ N, m1 +m4 −m2 −m3 = k + 1 (8.2.48)
and
∑4
i=1mi = ℓ. Then (8.2.39) implies
(En+n1,0 − E0,n1)[T̂1(xm1n1 ym2n1 xm3n1+1ym4n1+1)] = T̂0(xm1n1 ym2+1n1 xm3n1+1ym4n1+1) ∈ V (8.2.49)
and (8.2.42) yields
(En1+1,0 −E0,n+n1+1)[T̂1(xm1n1 ym2n1 xm3n1+1ym4n1+1)] = T̂0(xm1n1 ym2n1 xm3+1n1+1 ym4n1+1) ∈ V. (8.2.50)
For i1, i2 ∈ N such that i1 + i2 = 1, (8.2.36), (8.2.37), (8.2.49) and (8.2.50) give
(En+n1,0 −E0,n1)[T̂0(xm1n1 ym2+i1n1 xm3+i2n1+1 ym4n1+1)]
= −T̂1(xm1+1n1 ym2+i1n1 xm3+i2n1+1 ym4n1+1)− 2T̂1[∆˜(xm1n1 ym2+i1+1n1 xm3+i2n1+1 ym4n1+1)]
= (2(m2 + i1) + 1)T̂1(x
m1+1
n1 y
m2+i1
n1 x
m3+i2
n1+1 y
m4
n1+1)
+2(m3 + i2)T̂1(x
m1
n1
ym2+i1+1n1 x
m3+i2−1
n1+1
ym4+1n1+1 ) ∈ V. (8.2.51)
On the other hand,
(En1+1,n1 − En+n1,n+n1+1)|B′ = −xn1xn1+1 + yn1yn1+1 (8.2.52)
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by (8.2.1)-(8.2.3). Thus
(En1+1,n1 − En+n1,n+n1+1)[T̂1(xm1n1 ym2+i1n1 xm3+i2−1n1+1 ym4n1+1)]
= −T̂1(xm1+1n1 ym2+i1n1 xm3+i2n1+1 ym4n1+1) + T̂1(xm1n1 ym2+i1+1n1 xm3+i1−1n1+1 ym4+1n1+1 ) ∈ V. (8.2.53)
Solving the system (8.2.51) and (8.2.53) for T̂1(x
m1+1
n1
ym2+i1n1 x
m3+i2
n1+1
ym4n1+1), we get
T̂1(x
m1+1
n1
ym2+i1n1 x
m3+i2
n1+1
ym4n1+1) ∈ V. (8.2.54)
Symmetrically, (8.2.36), (8.2.41), (8.2.49) and (8.2.50) give
(En1+1,0 − E0,n+n1+1)[T̂0(xm1n1 ym2+i1n1 xm3+i2n1+1 ym4n1+1)]
= −T̂1(xm1n1 ym2+i1n1 xm3+i2n1+1 ym4+1n1+1 )− 2T̂1[D(xm1n1 ym2+i1n1 xm3+i2+1n1+1 ym4n1+1)]
= (2(m3 + i2) + 1)T̂1(x
m1
n1 y
m2+i1
n1 x
m3+i2
n1+1 y
m4+1
n1+1 )
+2(m2 + i1)T̂1(x
m1+1
n1
ym2+i1−1n1 x
m3+i2+1
n1+1 y
m4
n1+1) ∈ V (8.2.55)
and (8.2.52) yields
(En1+1,n1 − En+n1,n+n1+1)[T̂1(xm1n1 ym2+i1−1n1 xm3+i2n1+1 ym4n1+1)]
= −T̂1(xm1+1n1 ym2+i1−1n1 xm3+i2+1n1+1 ym4n1+1) + T̂1(xm1n1 ym2+i1n1 xm3+i1n1+1 ym4+1n1+1 ) ∈ V. (8.2.56)
Solving the system (8.2.55) and (8.2.56) for T̂1(x
m1
n1
ym2+i1n1 x
m3+i2
n1+1
ym4+1n1+1 ), we find
T̂1(x
m1
n1
ym2+i1n1 x
m3+i2
n1+1
ym4+1n1+1 ) ∈ V. (8.2.57)
By induction on
∑4
i=1mi, we conclude
T̂ι(x
m1
n1 y
m2
n1 x
m3
n1+1y
m4
n1+1) ∈ V for mi ∈ N, m1 +m4 −m2 −m3 = k + δι,1. (8.2.58)
Set
A ′ = F[x1, ..., xn1 , y1, ..., yn1], A
∗ = F[xn1+1, ..., xn, yn1+1, ..., yn], (8.2.59)
K1 =
n1∑
i,j=1
[F(Ei,j − En+j,n+i) + F(Ei,n+j −Ej,n+i) + F(En+i,j −En+j,i)] (8.2.60)
and
K2 =
n∑
i,j=n1+1
[F(Ei,j −En+j,n+i) + F(Ei,n+j − Ej,n+i) + F(En+i,j − En+j,i)]. (8.2.61)
Then K1 ∼= gl(n1,F) and K2 ∼= gl(n − n1,F) are Lie subalgebras of o(2n + 1,F) and
B = A ′A ∗. Since
A ′〈ℓ1,ℓ2〉 = A
′
⋂
B〈ℓ1,ℓ2〉, A
∗
〈ℓ1,ℓ2〉
= A ∗
⋂
B〈ℓ1,ℓ2〉 (8.2.62)
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are of finite-dimensional for any ℓ1, ℓ2 ∈ Z (cf. (6.4.29)) and
A ′ =
⊕
ℓ1,ℓ2∈Z
A ′〈ℓ1,ℓ2〉, A
∗ =
⊕
ℓ1,ℓ2∈Z
A ∗〈ℓ1,ℓ2〉, (8.2.63)
A ′ is a K1-module generated by its K1-singular vectors and A
∗ is a K2-module generated
by its K2-singular vectors. According to (6.6.18), (6.6.29) and (6.6.32)
{xm1n1 ym2n1 ζ
δ1,n1m3
1 | mi ∈ N} (8.2.64)
is the set of homogeneous K1-singular vectors in A ′ and
{xm1n1+1ym2n1+1ζ
δ1,n−n1m3
2 | mi ∈ N} (8.2.65)
is the set of homogeneous K2 singular vectors in A ∗. Therefore, A is a (K1+K2)-module
generated by
{xm1n1 ym2n1 ζ
δ1,n1m3
1 x
m4
n1+1y
m5
n1+1ζ
δ1,n−n1m6
2 | mi ∈ N}. (8.2.66)
Observe
(En+n1−1,n1 −En+n1,n1−1)|B′ = ζ1, (En1+2,n+n1+1 − En1+1,n+n1+2)|B′ = ζ2 (8.2.67)
as multiplication operators on B′ by (8.2.4) and (8.2.5). Repeatedly applying (8.2.67) to
(8.2.58), we obtain
T̂ι(x
m1
n1 y
m2
n1 ζ
δ1,n1m5
1 x
m3
n1+1y
m4
n1+1ζ
δ1,n−n1m6
2 ) ∈ V (8.2.68)
for mi ∈ N such that m1 +m4 −m2 −m3 = k + δι,1. Applying U(K1 + K2) to (8.2.68),
we have
T̂0(A〈−k〉), T̂1(A〈−k−1〉) ⊂ V. (8.2.69)
According to (8.2.17), H ′〈−k〉 ⊂ V . Thus H ′〈−k〉 = V .
Let U be an o(2n+1,F)-submodule generated by T̂0(ykn1) with k > 0. Since T1(y
k−1
n1
) ∈
H ′〈k〉 that is an o(2n+ 1,F)-submodule, we have U ⊂ H ′〈k〉. Repeatedly applying (8.2.43)
to T̂1(y
k−1
n1
), we have
T̂1(x
r
n1+1
yk−r−1n1 ) ∈ U for r ∈ 0, k − 1. (8.2.70)
By the same arguments as (8.2.47)-(8.2.69) with V replaced by U and k replaced by −k,
we prove H ′〈k〉 = U. ✷
Theorem 8.2.3. For any k ∈ Z, H ′〈k〉 is an irreducible o(2n + 1,F)-submodule and
B′〈k〉 =
⊕∞
i=0 η
′i(H ′〈k−2i〉) is a decomposition of irreducible submodules.
Proof. Note that
K =
n∑
i,j=1
F(Ei,j −En+j,n+i) (8.2.71)
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forms a Lie subalgebra of o(2n+1,F), which is isomorphic to gl(n,F). Our representation
(8.2.1)-(8.2.7) of o(2n+1,F) is an extension the representation (6.3.36)-(6.3.38) of sl(n,F)
with Q replaced by B. First we prove that H ′〈m〉 is an irreducible o(2n+1,F)-submodule
for any m ∈ Z. We divide it into two cases.
Case 1. n1 + 1 ≤ n2.
Consider H ′〈k〉 with k ∈ N. Let U be any nonzero o(2n + 1,F)-submodule of H ′〈k〉.
Since U is a K -module, it must contain a K -singular vector. According to Lemma 6.4.1,
(6.5.54) and (6.5.61), U must contain some vectors in
{F[η](xm1i ym2j ) | m1, m2 ∈ N; i = n1, n1 + 1; j = n2, n2 + 1} (8.2.72)
if n2 < n, or
{F[η](xm1i ym2n ) | m1, m2 ∈ N; i = n1, n1 + 1} (8.2.73)
when n2 = n.
Note
(En+1,n+n2 − En2,1)|B′ = y1∂yn2 + x1xn2 (8.2.74)
by (8.2.1)-(8.2.3). Moreover,
(En1+1,n+1 − E1,n+n1+1)|B′ = xn1+1∂y1 − x1∂yn1+1 (8.2.75)
by (8.2.4). If T̂ι(η
ℓ(xk1j y
k2
n2
)) ∈ U with j = n1, n1 + 1, we have
(k2!)
−2(En1+1,n+1 − E1,n+n1+1)k2(En+1,n+n2 −En2,1)k2[T̂ι(ηℓ(xk1j yk2n2))]
= T̂ι(η
ℓ(xk1j x
k2
n1+1)) ∈ U. (8.2.76)
We use (8.2.73) because n2 may be equal to n1+1. Consider the case T̂ι(η
ℓ(xk1j y
k2
n2+1)) ∈ U
with j = n1, n1 + 1. Observe
(En+n1,n2+1 − En+n2+1,n1)B′ = yn1∂xn2+1 + xn1∂yn2+1 (8.2.77)
by (8.2.5). Hence
1
k2!
(En+n1,n2+1 − En+n2+1,n1)k2[T̂ι(ηℓ(xk1j yk2n2+1))] = T̂ι(ηℓ(xk1j xk2n1)) ∈ U. (8.2.78)
Therefore we always have
T̂ι(η
ℓ(xk1n1x
k2
n1+1)) ∈ U. (8.2.79)
Note
(En1+1,0 −E0,n+n1+1)|B′ = xn1+1∂x0 − x0∂yn1+1 (8.2.80)
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by (8.2.6) and (8.2.7). Thus (7.2.7) and (7.2.8) give
(En1+1,0 −E0,n+n1+1)[T̂0(ηℓ(xk1n1xk2n1+1))]
= (xn1+1∂x0 − x0∂yn1+1)(
∞∑
i=0
(−2)ix2i0
(2i)!
∆˜i(ηℓ(xk1n1x
k2
n1+1)))
=
∞∑
i=1
(−2)ix2i−10
(2i− 1)! xn1+1∆˜
i(ηℓ(xk1n1x
k2
n1+1
))−
∞∑
i=0
(−2)ix2i+10
(2i)!
∆˜i(∂yn1+1(η
ℓ(xk1n1x
k2
n1+1
)))
=
∞∑
i=1
(−2)ix2i−10
(2i− 1)! ∆˜
i(ηℓ(xk1n1x
k2+1
n1+1))−
∞∑
i=1
(−2)iix2i−10
(2i− 1)! ∆˜
i−1(∂yn1+1η
ℓ(xk1n1x
k2
n1+1))
−ℓ
∞∑
i=0
(−2)ix2i+10
(2i)!
∆˜i(ηℓ−1(xk1n1x
k2+1
n1+1
)))
= ℓ(n2 − n1 + ℓ+ k2 − k1)
∞∑
i=1
(−2)ix2i−10
(2i− 1)! ∆˜
i−1(ηℓ−1(xk1n1x
k2+1
n1+1))
+ℓT̂1((η
ℓ−1(xk1n1x
k2+1
n1+1)))
= ℓ[1− 2(n2 − n1 + ℓ + k2 − k1)]T̂1((ηℓ−1(xk1n1xk2+1n1+1))) (8.2.81)
and
(En1+1,0 −E0,n+n1+1)[T̂1(ηℓ(xk1n1xk2n1+1))]
= (xn1+1∂x0 − x0∂yn1+1)(
∞∑
i=0
(−2)ix2i+10
(2i+ 1)!
∆˜i(ηℓ(xk1n1x
k2
n1+1)))
=
∞∑
i=0
(−2)ix2i0
(2i)!
xn1+1∆˜
i(ηℓ(xk1n1x
k2
n1+1
))−
∞∑
i=0
(−2)ix2i+20
(2i+ 1)!
∆˜i(∂yn1+1(η
ℓ(xk1n1x
k2
n1+1
)))
=
∞∑
i=0
(−2)ix2i0
(2i)!
∆˜i(ηℓ(xk1n1x
k2+1
n1+1)) +
∞∑
i=1
(−2)i−1x2i0
(2i− 1)! ∆˜
i−1(∂yn1+1(η
ℓ(xk1n1x
k2
n1+1)))
−ℓ
∞∑
i=0
(−2)ix2i+20
(2i+ 1)!
∆˜i(ηℓ−1(xk1n1x
k2+1
n1+1))) = T̂0(η
ℓ(xk1n1x
k2+1
n1+1)). (8.2.82)
By (8.2.79), (8.2.81) and (8.2.82), we get
T̂0(x
k1
n1
xk2n1+1) ∈ U for some k1, k2 ∈ N such that k2 − k1 = k. (8.2.83)
Observe
(En1,n1+1 −En+n1+1,n+n1)B′ = ∂xn1∂xn1+1 − yn1+1∂yn1 (8.2.84)
by (8.2.1)-(8.2.3). Repeatedly applying (8.2.84) to (8.2.83), we obtain xkn1+1 = T0(x
k
n1+1
) ∈
U . Thanks to Lemma 8.2.1, U = H ′〈k〉. So H
′
〈k〉 is an irreducible o(2n+ 1,F)-submodule.
Let V be any nonzero o(2n+ 1,F)-submodule of H ′〈−k〉 with k ∈ N+ 1. By the above
arguments, xkn1 ∈ V . Thanks to Lemma 8.2.1, V = H ′〈−k〉. So H ′〈−k〉 is an irreducible
o(2n+ 1,F)-submodule.
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Case 2. n1 = n2.
In this case
η =
n1∑
i=1
yi∂xi +
n∑
s=n1+1
xs∂ys . (8.2.85)
Thus
xm1n1 y
m2
n1
ζm3+11 =
1∏m2
i=1(m1 + i)
ηm2(xm1+m2n1 ζ
m3+1
1 ) (8.2.86)
and
xm1n1+1y
m2
n1+1ζ
m3+1
2 =
1∏m1
i=1(m2 + i)
ηm1(ym1+m2n1+1 ζ
m3+1
2 ). (8.2.87)
First we consider H ′〈k〉 with k ∈ N + 1. Let U be any nonzero o(2n+ 1,F)-submodule of
H ′〈k〉. Then U must contain a K -singular vector. Moreover, (8.2.77) becomes
(En+n1,n1+1 − En+n1+1,n1)B′ = yn1∂xn1+1 + xn1∂yn1+1. (8.2.88)
If T̂ι(η
ℓ(xk1n1y
k2
n1+1
) ∈ U , then
1
k2!
(En+n1,n1+1 −En+n1+1,n1)k2[T̂ι(ηℓ(xk1n1yk2n1+1))] = T̂ι(ηℓ(xk1+k2n1 )) ∈ U. (8.2.89)
When T̂ι(η
ℓ(xk1n1ζ
k2
1 )) ∈ U , we have T̂ι(ηℓ(xk1n1)) ∈ U by (7.2.40). Symmetrically, we have
T̂ι(η
ℓ(yk1n1+1)) ∈ U if T̂ι(ηℓ(yk1n1+1ζk22 ) ∈ U , and (8.2.90) implies 0 6= T̂ι(ηℓ(xk1n1)) ∈ U .
By (6.6.18), (6.6.29) and (6.6.32), we always have some T̂ι(η
ℓ(xk1n1)) ∈ U . According to
(8.2.85),
ηm(xm1n1 ) = 0 for m,m1 ∈ N such that m > m1. (8.2.90)
Thus ℓ ≤ k1.
Note that
(En1,0 −E0,n+n1)|B′ = ∂x0∂xn1 − x0∂yn1 (8.2.91)
by (8.2.6) and (8.2.7). Moreover, (8.2.37), (8.2.85) and (8.2.91) imply that
(En1,0 −E0,n+n1)[T̂0(ηℓ(xk1n1))]
= (∂x0∂xn1 − x0∂yn1 )(
∞∑
i=0
(−2)ix2i0
(2i)!
∆˜i(ηℓ(xk1n1)))
= −
∞∑
i=1
(−2)iix2i−10
(2i− 1)! ∆˜
i−1(∂yn1 (η
ℓ(xk1n1))) + k1
∞∑
i=1
(−2)ix2i−10
(2i− 1)! ∆˜
i(ηℓ(xk1−1n1 )))
−
∞∑
i=0
(−2)ix2i+10
(2i)!
∆˜i(∂yn1 (η
ℓ(xk1n1)))
= ℓk1
∞∑
i=0
(−2)ix2i+10
(2i+ 1)!
∆˜i(ηℓ−1(xk1−1n1 ))− 2ℓk1(ℓ− k1)
∞∑
i=0
(−2)ix2i+10
(2i+ 1)!
∆˜i(ηℓ−1(xk1−1n1 )))
= ℓk1[1− 2(ℓ− k1)]T̂1(ηℓ−1(xk1−1n1 )), (8.2.92)
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(En1,0 − E0,n+n1)[T̂1(ηℓ(xk1n1))]
= (∂x0∂xn1 − x0∂yn1 )(
∞∑
i=0
(−2)ix2i+10
(2i+ 1)!
∆˜i(ηℓ(xk1n1)))
=
∞∑
i=1
(−2)i−1x2i0
(2i− 1)! ∆˜
i−1(∂yn1 (η
ℓ(xk1n1))) +
∞∑
i=0
(−2)ix2i0
(2i)!
∆˜i(∂xn1 (η
ℓ(xk1n1)))
−
∞∑
i=0
(−2)ix2i+20
(2i+ 1)!
∆˜i(∂yn1 (η
ℓ(xk1n1))) = k1T̂0(η
ℓ(xk1−1n1 )). (8.2.93)
Therefore, we have
1
(k − 1)! T̂1(η
k−1(xk−1n1 )) = T̂1(y
k−1
n1 ) ∈ U. (8.2.94)
By Lemma 8.2.2, U = H ′〈k〉. Thus H
′
〈k〉 is an irreducible o(2n+ 1,F)-submodule.
Let V be any nonzero o(2n + 1,F)-submodule of H ′〈−k〉 with k ∈ N. By the above
arguments (8.2.85)-(8.2.93), xkn1 ∈ V . Thanks to Lemma 8.2.2, V = H ′〈−k〉. So H ′〈−k〉 is
an irreducible o(2n+ 1,F)-submodule.
Fix k ∈ Z. Since ∆˜′ in (8.2.8) is locally nilpotent, for any 0 6= u ∈ B′〈k〉, there exists
an element κ(u) ∈ N such that
(∆˜′)κ(u)(u) 6= 0 and (∆˜′)κ(u)+1(u) = 0. (8.2.95)
Set
Ψ′ =
∞∑
i=0
η′
i
(H ′〈k−2i〉). (8.2.96)
Given 0 6= u ∈ B′〈k〉, κ(u) = 1 implies u ∈ H ′〈k〉 ⊂ Ψ′. Suppose that u ∈ Ψ′ whenever
κ(u) < r for some positive integer r. Assume κ(u) = r. First
v = (∆˜′)r(u) ∈ H ′〈k−2r〉 ⊂ Ψ′. (8.2.97)
Note that [∂2x0 , x
2
0] = 2 + 4x0∂x0 and so
(∆˜′)r[η′
r
(v)] = 2rr![
r∏
i=1
[1 + 2(n1 − n2 − k + r + i)]]v (8.2.98)
by (7.2.8) and (8.2.14).
Thus we have either
u =
1
2rr!
∏r
i=1[1 + 2(n1 − n2 − k + r + i)]
η′
r
(v) ∈ Ψ′ (8.2.99)
or
κ
(
u− 1
2rr!
∏r
i=1[1 + 2(n1 − n2 − k + r + i)]
η′
r
(v)
)
< r. (8.2.100)
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By induction,
u− 1
2rr!
∏r
i=1[1 + 2(n1 − n2 − k + r + i)]
η′
r
(v) ∈ Ψ′, (8.2.101)
which implies u ∈ Ψ′. Therefore, we have Ψ′ = B′〈k〉. Since the weight of any K -singular
vector in η′i(H ′〈k−2i〉) is different from the weight of any K -singular vector in η
′j(H ′〈k−2j〉)
when i 6= j, the sums in Theorem 8.2.3 are direct sums. This completes the proof of
Theorem 8.2.3. ✷
8.3 Extensions of the Conformal Representation
This section is to study extensions of the conformal representation of the odd orthogonal
Lie algebra o(2n+ 3,C) via o(2n+ 1,C)-modules.
For λ ∈ Λ+, we denote by V (λ) the finite-dimensional irreducible o(2n+1,C)-module
with highest weight λ. The (2n+ 1)-dimensional natural module of o(2n+ 1,C) is V (ε1)
with weights {0,±εi | i ∈ 1, n}. The following result can be derived from Theorem 5.4.3:
Lemma 8.3.1 (Pieri’s formula). Given µ ∈ Λ+ with S (µ) = {i1, i2, ..., is+1} (cf.
(6.7.55) and (6.7.56)),
V (ε1)⊗C V (µ) ∼= (1− δµn,0)V (µ)⊕
s−δµn,0−δµn,1/2⊕
ι=1
V (µ− εiι+1−1))⊕
s⊕
r=1
V (µ+ εir). (8.3.1)
Note that the Casimir element of o(2n+ 1,C) is
ω =
∑
1≤i<j≤n
[(Ei,n+j −Ej,n+i)(En+j,i −En+i,j) + (En+j,i −En+i,j)(Ei,n+j − Ej,n+i)]
+
n∑
i=1
[(E0,i − En+i,0)(Ei,0 − E0,n+i) + (Ei,0 − E0,n+i)(E0,i − En+i,0)]
+
n∑
i,j=1
(Ei,j − En+j,n+i)(Ej,i − En+i,n+j) ∈ U(o(2n + 1,C)). (8.3.2)
Recall the operator d defined in (7.3.7). Set
ω˜ =
1
2
(d(ω)− ω ⊗ 1− 1⊗ ω) ∈ U(o(2n+ 1,C))⊗C U(o(2n + 1,C)). (8.3.3)
By (8.3.2),
ω˜ =
∑
1≤i<j≤n
[(Ei,n+j − Ej,n+i)⊗ (En+j,i − En+i,j) + (En+j,i − En+i,j)⊗ (Ei,n+j −Ej,n+i)]
+
n∑
i=1
[(E0,i −En+i,0)⊗ (Ei,0 − E0,n+i) + (Ei,0 − E0,n+i)⊗ (E0,i −En+i,0)]
+
n∑
i,j=1
(Ei,j −En+j,n+i)⊗ (Ej,i − En+i,n+j). (8.3.4)
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Moreover, (7.3.11) also holds. Take the settings in (7.3.12) and (7.3.13). Denote
ℓ(µ) = dim V (µ). (8.3.5)
Recall
ρ =
1
2
∑
ν∈Φ+Bn
ν. (8.3.6)
Then
2(ρ, ν)
(ν, ν)
= 1 for ν ∈ ΠBn (8.3.7)
by (3.2.17). Expression (8.1.3) yields
ρ =
n−1∑
i=1
(n− i+ 1/2)εi. (8.3.8)
Observe that
(µ+ 2ρ, µ)− (µ+ 2ρ, µ)− (ε1 + 2ρ, ε1) = −2n, (8.3.9)
(µ+ εi + 2ρ, µ+ εi)− (µ+ 2ρ, µ)− (ε1 + 2ρ, ε1) = 2(µi + 1− i) (8.3.10)
and
(µ− εi + 2ρ, µ− εi)− (µ+ 2ρ, µ)− (ε1 + 2ρ, ε1) = 2(i− 2n− µi) (8.3.11)
for µ =
∑n
r=1 µrεr by (8.3.8). Moreover, the algebra U(o(2n + 1,C))⊗C U(o(2n + 1,C))
acts on V (ε1)⊗C V (µ) by
(ξ1⊗ξ2)(v⊗u) = ξ1(v)⊗ξ2(u) for ξ1, ξ2 ∈ U(o(2n+1,C)), v ∈ V (ε1), u ∈ V (µ). (8.3.12)
Note that (7.3.11) also holds for o(2n + 1,C). By Lemma 8.3.1, (7.3.11), (8.3.3) and
(8.3.9)-(8.3.11), we get:
Lemma 8.3.2. Let µ =
∑n
i=1 µiεi ∈ Λ+ with S (µ) = {i1, i2, ..., is+1} (cf. (6.7.55)
and (6.7.56)). The characteristic polynomial of ω˜|V (ε1)⊗CV (µ) is
(t + n)ℓ(µ)(1−δµn,0)[
s−δµn,0−δµn,1/2∏
ι=1
(t+ µiι + 2n− iι+1)ℓ
−
iι+1−1
(µ)
]
×[
s−1∏
r=1
(t− µir + ir − 1)ℓ
+
ir
(µ)]. (8.3.13)
We remark that the above lemma is also equivalent to a special detailed version of
Kostant’s characteristic identity.
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Set
A = C[x0, x1, x2, ..., x2n]. (8.3.14)
Then A forms an o(2n+ 1,C)-module with the action determined via
Ei,j|A = xi∂xj for i, j ∈ 0, 2n. (8.3.15)
The corresponding Laplace operator, its dual invariant and the degree operator are
∆ = ∂2x0 + 2
n∑
r=1
∂xr∂xn+r , η =
1
2
x20 +
n∑
i=1
xixn+i, D =
2n∑
r=0
xr∂xr . (8.3.16)
Denote
Ai,j = Ei,j−En+1+j,n+1+i, Bi,j = Ei,n+1+j−Ej,n+1+i, Ci,j = En+1+i,j−En+1+j,i, (8.3.17)
Ki = E0,i −En+1+i,0, Kn+1+i = E0,n+1+i −Ei,0 (8.3.18)
for i, j ∈ 1, n+ 1. Then the split odd orthogonal Lie algebra
o(2n+ 3,C) =
n+1∑
i,j=1
CAi,j +
∑
1≤i<j≤n+1
(CBi,j + CCj,i) +
n+1∑
i=1
(CKi + CKn+1+i). (8.3.19)
Replace n by 2n+1 and take the product (~x, ~y) = (1/2)(x0y0+
∑n
i=1(xiyn+i+ xn+iyi)
in (7.3.1). Using the derivatives of one-parameter conformal transformations just as one
derives the Lie algebra of a Lie group, we get the following conformal representation of
o(2n+ 3,C) determined by
Ai,j|A = xi∂xj − xn+j∂xn+i , Bi,j|A = xi∂xn+j − xj∂xn+i , (8.3.20)
Ci,j|A = xn+i∂xj − xj∂xn+i , An+1,n+1|A = −D, (8.3.21)
An+1,i|A = ∂xi , Bi,n+1|A = −∂xn+i , (8.3.22)
Ai,n+1|A = −xiD + η∂xn+i, Cn+1,i|A = xn+iD − η∂xi, (8.3.23)
Ki|A = x0∂xi − xn+i∂x0 , Kn+1+i|A = x0∂xn+i − xi∂x0 , (8.3.24)
K2n+2|A = −∂x0 , Kn+1|A = x0D − η∂x0 (8.3.25)
for i, j ∈ 1, n.
Note that
L =
n∑
i,j=1
CAi,j +
∑
1≤i<j≤n
(CBi,j + CCj,i +
n∑
i=1
(CKi + CKn+1+i)) (8.3.26)
forms a Lie subalgebra of o(2n+3,C) that is isomorphic to o(2n+1,C). For convenience,
we make the identification of o(2n+ 1,C) with L as follows:
Ei,j − En+j,n+i ↔ Ai,j , Ei,n+j − Ej,n+i ↔ Bi,j, En+i,j − En+j,i ↔ Ci,j, (8.3.27)
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E0,i −En+i,0 ↔ Ki, E0,n+i − Ei,0 ↔ Kn+1+i (8.3.28)
for i, j ∈ 1, n. Recall the Witt algebra W2n+1 =
∑2n
i=0 A ∂xi, and Shen’s monomorphism
ℑ :W2n+1 → Ŵ2n+1 =W2n+1 ⊕ gl(2n+ 1,A ) (cf. (6.7.13)) given by
ℑ(
2n∑
i=0
fi∂xi) =
2n∑
i=0
fi∂xi ⊕
n∑
i,j=0
∂xi(fj)Ei,j . (8.3.29)
Now we have the Lie algebra monomorphism ν : o(2n+ 3,C)→ Ŵ2n+1 given by
ν(ξ) = ℑ(ξ|A ) for ξ ∈ o(2n+ 3,C). (8.3.30)
Denote
I2n+1 =
2n∑
r=0
Er,r. (8.3.31)
According to the identification (8.3.27) and (8.3.28), we have
ν(Ai,j) = (xi∂xj − xn+j∂xn+i)⊕Ai,j , ν(Bi,j) = (xi∂xn+j − xj∂xn+i)⊕ Bi,j, (8.3.32)
ν(Ci,j) = (xn+i∂xj − xn+j∂xi)⊕ Ci,j, ν(An+1,n+1) = −(D ⊕ I2n+1), (8.3.33)
ν(An+1,i) = ∂xi , ν(Bi,n+1) = −∂xn+i , ν(K2n+2) = −∂x0 , (8.3.34)
ν(Ai,n+1) = (−xiD + η∂xn+i)⊕ [
n∑
p=1
(xn+pBp,i − xpAi,p)− xiI2n+1 + x0Kn+1+i], (8.3.35)
ν(Cn+1,i) = (xn+iD − η∂xi)⊕ [
n∑
p=1
(xpCi,p − xn+pAp,i) + xn+iI2n+1 − x0Ki], (8.3.36)
ν(Ki) = (x0∂xi − xn+i∂x0)⊕Ki, ν(Kn+1+i) = (x0∂xn+i − xi∂x0)⊕Kn+i+i, (8.3.37)
ν(Kn+1) = (x0D − η∂x0)⊕ [
n∑
s=1
(xsKs + xn+sKn+1+s) + x0I2n+1] (8.3.38)
for i, j ∈ 1, n.
Observe that
Ŵo2n+1 = Ŵ2n+1 ⊕ [o(2n+ 1,A ) +A I2n+1] (8.3.39)
form a Lie subalgebra of Ŵ2n+1 and
ν(o(2n + 3,C)) ⊂ Ŵo2n+1. (8.3.40)
Let M be an o(2n+ 1,C)-module and let c ∈ C be a fixed constant. Then
M̂ = A ⊗CM (8.3.41)
becomes a Ŵo2n+1-module with the action:
(d+ f1A+ f2I2n)(g ⊗ v) = (d(g) + cf2g)⊗ v + f1g ⊗A(v) (8.3.42)
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for f1, f2, g ∈ A , A ∈ o(2n + 1,C) and v ∈ M . Moreover, we make M̂ an o(2n + 3,C)-
module with the action:
ξ(̟) = ν(ξ)(̟) for ξ ∈ o(2n+ 3,C), ̟ ∈ M̂. (8.3.43)
Denote
G = o(2n+ 3,C), G0 = o(2n+ 1,C) + CAn+1,n+1 (8.3.44)
G+ = CK2n+2 +
n∑
i=1
(CAn+1,i + CBi,n+1), G− = CKn+1
n∑
i=1
(CAi,n+1 + CCn+1,i) (8.3.45)
(cf. (8.3.27) and (8.3.28)). Then G± are abelian Lie subalgebras of G and G0 is a Lie
subalgebra of G . Moreover,
G = G− + G0 + G+, [G0,G±] ⊂ G±. (8.3.46)
By (8.3.32)-(8.3.38),
G+(1⊗M) = {0}, U(G0)(1⊗M) = 1⊗M. (8.3.47)
Thus
U(G )(1⊗M) = U(G−)(1⊗M). (8.3.48)
Using (8.3.34), we can prove:
Proposition 8.3.3. The map M 7→ U(G−)(1 ⊗M) gives rise to a functor from the
category of o(2n+1,C)-modules to the category of o(2n+3,C)-modules. In particular, it
maps irreducible o(2n+ 1,C)-modules to irreducible o(2n+ 3,C)-modules.
From another point view, U(G−)(1⊗M) is a polynomial extension from o(2n+1,C)-
module M to an o(2n+3,C)-module. Next we want to study when M̂ = U(G−)(1⊗M).
Write
xα =
2n∏
i=0
xαii , E
α = Kα0n+1
n∏
r=1
[(−Ar,n+1)αrCαn+rn+1,r] (8.3.49)
for α = (α0, α1, ..., α2n) ∈ N2n+1. For k ∈ N, we set
Ak = Span{xα | α ∈ N2n+1, |α| = k}, M̂k = Ak ⊗CM (8.3.50)
(recall |α| =∑2ni=0 αi) and
(U(G−)(1⊗M))k = U(G−)(1⊗M)
⋂
M̂k
= Span{Eα(1⊗M) | α ∈ N2n+1, |α| = k} (8.3.51)
by (8.3.36)-(8.3.38). Moreover,
(U(G−)(1⊗M))0 = M̂0 = 1⊗M. (8.3.52)
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Furthermore,
M̂ =
∞⊕
k=0
M̂k, U(G−)(1⊗M) =
∞⊕
k=0
(U(G−)(1⊗M))k. (8.3.53)
According to (8.3.23) and (8.3.25), we define a G0-module homomorphism ϕ : M̂ →
U(G−)(1⊗M) by
ϕ(xα ⊗ v) = Eα(1⊗ v) for α ∈ N2n+1, v ∈M. (8.3.54)
Then we have
ϕ(M̂k) = (U(G−)(1⊗M))k for k ∈ N. (8.3.55)
Under the identification (8.3.27) and (8.3.28), we have:
Lemma 8.3.4. We have ϕ|M̂1 = (c+ ω˜)|M̂1 (cf. (8.3.2)-(8.3.4)).
Proof. Recall the identification (8.3.27) and (8.3.28). Moreover, M̂1 = A1 ⊗CM . Let
i ∈ 1, n and v ∈M . Expressions (8.3.38), (8.3.49) and (8.3.54) give
ϕ(x0 ⊗ v) =
n∑
s=1
[xs ⊗Ks(v) + xn+s ⊗Kn+1+s(v)] + cx0 ⊗ v. (8.3.56)
Moreover, (8.3.35), (8.3.49) and (8.3.54) imply
ϕ(xi ⊗ v) =
n∑
p=1
xn+p ⊗Bi,p(v)− x0 ⊗Kn+1+i(v) +
n∑
q=1
xq ⊗Ai,q(v) + cxi ⊗ v (8.3.57)
for i ∈ 1, n. Furthermore, (8.3.36), (8.3.49) and (8.3.54) yield
ϕ(xn+i ⊗ v) = −
n∑
p=1
xn+p ⊗ Ap,i(v)− x0 ⊗Ki(v)
+
n∑
q=1
xq ⊗ Ci,q(v) + cxn+i ⊗ v (8.3.58)
for i ∈ 1, n.
On the other hand, (8.3.4), (8.3.15), (8.3.27) and (8.3.28) yield
ω˜(x0 ⊗ v) =
n∑
i=1
[xn+i ⊗Kn+1+i(v) + xi ⊗Ki(v)], (8.3.59)
ω˜(xi ⊗ v) =
n∑
p=1
xn+p ⊗Bi,p(v)− x0 ⊗Kn+1+i(v) +
n∑
r=1
xr ⊗Ai,r(v), (8.3.60)
ω˜(xn+i ⊗ v) =
n∑
p=1
xp ⊗ Ci,p(v)− x0 ⊗Ki(v)−
n∑
s=1
xn+s ⊗ As,i(v). (8.3.61)
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Comparing the above six expressions, we get the conclusion in the lemma. ✷
For f ∈ A , we define the action
f(g ⊗ v) = fg ⊗ v for g ∈ A , v ∈M. (8.3.62)
Then we have the o(2n+ 1,C)-invariant operator
T = ν(Kn+1)x0 +
n∑
i=1
[ν(Cn+1,i)xi − ν(Ai,n+1)xn+i] (8.3.63)
on M̂ .
Lemma 8.3.5. We have T |M̂k = (2c− 2n+ k + 2)η.
Proof. Let f ∈ Ak and v ∈M . According to (8.3.38),
ν(Kn+1)x0(f ⊗ v) = x0
n∑
s=1
[xsf ⊗Ks(v) + xn+sf ⊗Kn+1+s(v)]
+[(k + 1 + c)x20 − η]f ⊗ v − ηx0∂x0(f)⊗ v. (8.3.64)
Moreover, (8.3.35) gives
−ν(Ai,n+1)xn+i(f ⊗ v)
= xn+i
n∑
p=1
[xp ⊗ Ai,p(v)− xn+p ⊗Bp,i(v)]− x0xn+if ⊗Kn+1+i(v)
+[(k + 1 + c)xixn+i − η]f ⊗ v − ηxn+i∂xn+i(f)⊗ v (8.3.65)
and (8.3.36) yields
ν(Cn+1,i)xi(f ⊗ v)
= xi
n∑
p=1
[xp ⊗ Ci,p(v)− xn+p ⊗ Ap,i(v)]− x0xif ⊗Ki(v)
+[(k + 1 + c)xixn+i − η]f ⊗ v − ηxi∂xi(f)⊗ v (8.3.66)
for i ∈ 1, n. Then the lemma follows from (8.3.63)-(8.3.66) and the skew-symmetry
Bi,j = −Bj,i and Ci,j = −Cj,i. ✷
For 0 6= µ =∑ni=1 µiεi ∈ Λ+ with S (µ) = {i1, i2, ..., is+1} (cf. (6.7.54) and (6.7.55)),
we define
Θ(µ) =
{ ∅ if µ = (∑ni=1 εi)/2,
µ1 + 2n− i2 − N otherwise. (8.3.67)
Theorem 8.3.6. For 0 6= µ ∈ Λ+, the o(2n+ 3,C)-module V̂ (µ) defined by (8.3.32)-
(8.3.43) is irreducible if c ∈ C \ {n− N/2,Θ(µ)}.
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Proof. By Lemma 8.3.3, it is enough to prove that the homomorphism ϕ defined in
(8.3.49) and (8.3.54) satisfies ϕ(V̂ (µ)) = V̂ (µ). According to (8.3.55), we only need to
prove
ϕ(V̂ (µ)k) = V̂ (µ)k (8.3.68)
for any k ∈ N. We will prove it by induction on k.
When k = 0, (8.3.68) holds by the definition (8.3.47). Consider k = 1. Write µ =∑n
i=1 µiεi ∈ Λ+ with S (µ) = {i1, i2, ..., is+1}. According to Lemma 8.3.2 and Lemma
8.3.4 with M = V (µ), the eigenvalues of ϕ|
V̂ (µ)〈1〉
are among
{c− n, c+ µir − ir + 1, c− µir − 2n+ ir+1 | for i ∈ 1, s}. (8.3.69)
Recall that µr ∈ N/2 for r ∈ 1, n,
µι+1 − µι ∈ N for ι ∈ 1, n− 1 (8.3.70)
such that (6.7.55) holds. So
−µir + ir − 1, µir + 2n− ir+1 ∈ µ1 + 2n− i2 − N for i ∈ 1, s. (8.3.71)
If c 6∈ µ1+2n−n1−N and c 6= n, then all the eigenvalues of ϕ|V̂ (µ)〈1〉 are nonzero. In the
case µ = (
∑n
i=1 εi)/2, the eigenvalues ϕ|V̂ (µ)〈1〉 are c− n and c+ 1/2, which are not equal
to 0 because of c 6∈ n− N/2. Thus (8.3.68) holds for k = 1.
Suppose that (8.3.68) holds for k ≤ ℓ with ℓ ≥ 1. Consider k = ℓ+ 1. Note that
ϕ(V̂ (µ)ℓ+1) =
2n∑
i=0
ϕ(xiV̂ (µ)ℓ)
= Kn+1[ϕ(V̂ (µ)ℓ)] +
n∑
i=1
[Ai,n+1[ϕ(V̂ (µ)ℓ)] + Cn+1,i[ϕ(V̂ (µ)ℓ)]]
= Kn+1(V̂ (µ)ℓ) +
n∑
i=1
[Ai,n+1(V̂ (µ)ℓ) + Cn+1,i(V̂ (µ)ℓ)] (8.3.72)
by the inductional assumption. To prove (8.3.68) with k = ℓ+ 1 is equivalent to prove
Kn+1(V̂ (µ)ℓ) +
n∑
i=1
[Ai,n+1(V̂ (µ)ℓ) + Cn+1,i(V̂ (µ)ℓ)] = V̂ (µ)ℓ+1. (8.3.73)
For any u ∈ V̂ (µ)ℓ−1, Lemma 8.3.5 says that
Kn+1(x0u) +
n∑
i=1
[Cn+1,i(xiu)−Ai,n+1(xn+iu)] = (2c+ 2− 2n+ ℓ)ηu. (8.3.74)
Since c 6∈ n− N/2, 2c+ 2− 2n+ ℓ 6= 0 and (8.3.73) gives
ηu ∈ Kn+1(V̂ (µ)ℓ) +
n∑
i=1
[Ai,n+1(V̂ (µ)ℓ) + Cn+1,i(V̂ (µ)ℓ)] for u ∈ V̂ (µ)ℓ−1. (8.3.75)
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Let g ⊗ v ∈ V̂ (µ)〈ℓ〉. According to (8.3.35), (8.3.36), (8.3.38) and Lemma 8.3.4,
−Ai,n+1(g ⊗ v) = xiD(g)⊗ v − η∂xn+i(g)⊗ v + xig ⊗ I2n+1(v)− x0g ⊗Kn+1+i(v)
+
n∑
p=1
(xn+pg ⊗Bi,n+p(v) + xpg ⊗Ai,p(v))
= ℓxig ⊗ v − η∂xn+i(g)⊗ v + g[xi ⊗ I2n+1(v)− x0g ⊗Kn+1+i(v)
+
n∑
p=1
(xn+p ⊗ Bi,n+p(v) + xp ⊗ Ai,p(v))]
= ℓxig ⊗ v − η∂xn+i(g)⊗ v − g[Ai,n+1(1⊗ v)]
= ℓxig ⊗ v − η∂xn+i(g)⊗ v + gϕ(xi ⊗ v)
= −η∂xn+i(g)⊗ v + g[(ℓ+ c+ ω˜)(xi ⊗ v)], (8.3.76)
Cn+i,i(g ⊗ v) = xn+iD(g)⊗ v − η∂xi(g)⊗ v + xn+ig ⊗ I2n+1(v)− x0g ⊗Ki(v)
+
n∑
p=1
(xpg ⊗ Ci,p(v)− xn+pg ⊗Ap,i(v))
= ℓxn+ig ⊗ v − η∂xi(g)⊗ v + g[xn+i ⊗ I2n+1(v)− x0g ⊗Ki(v)
+
n∑
p=1
(xp ⊗ Ci,p(v)− xn+p ⊗ Ap,i(v))]
= ℓxn+ig ⊗ v − η∂xi(g)⊗ v + g[Cn+1,i(1⊗ v)]
= ℓxn+ig ⊗ v − η∂xi(g)⊗ v + gϕ(xn+i ⊗ v)
= −η∂xi(g)⊗ v + g[(ℓ+ c+ ω˜)(xn+i ⊗ v)] (8.3.77)
for i ∈ 1, n, and
Kn+1(g ⊗ v) = x0D(g)⊗ v − η∂x0(g)⊗ v + x0g ⊗ I2n+1(v)
+
n∑
s=1
(xsg ⊗Ks(v) + xn+sg ⊗Kn+1+s(v))
= ℓx0g ⊗ v − η∂x0(g)⊗ v + g[x0 ⊗ I2n+1(v)
+
n∑
s=1
(xs ⊗Ks(v) + xn+s ⊗Kn+1+s(v))]
= ℓx0g ⊗ v − η∂x0(g)⊗ v + g[Kn+1(1⊗ v)]
= ℓx0g ⊗ v − η∂x0(g)⊗ v + gϕ(x0 ⊗ v)
= −η∂x0(g)⊗ v + g[(ℓ+ c+ ω˜)(x0 ⊗ v)]. (8.3.78)
Since (8.3.75) says that
η∂xr(g)⊗ v ∈ Kn+1(V̂ (µ)ℓ) +
n∑
i=1
[Ai,n+1(V̂ (µ)ℓ) + Cn+1,i(V̂ (µ)ℓ)]) (8.3.79)
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for r ∈ 0, 2n, Expressions (8.3.76)-(8.3.78) show
g[(ℓ+ c+ ω˜)(xi ⊗ v)] ∈ Kn+1(V̂ (µ)ℓ) +
n∑
i=1
[Ai,n+1(V̂ (µ)ℓ) + Cn+1,i(V̂ (µ)ℓ)] (8.3.80)
for i ∈ 0, 2n and g ∈ Aℓ.
According to Lemmas 8.3.2, the eigenvalues of (ℓ+ c+ ω˜)|
V̂ (µ)〈1〉
are among
ℓ+ c+ µir − ir + 1, ℓ+ c− µir − 2n+ ir+1 for r ∈ 1, s. (8.3.81)
Again
−ℓ− µir + ir − 1, −ℓ + µir + 2n− ir+1 ∈ µ1 + 2n− i2 − N for i ∈ 1, s. (8.3.82)
If c 6∈ µ1 + 2n− i2 − N, then all the eigenvalues of (ℓ+ c+ ω˜)|V̂ (µ)1 are nonzero. Hence
(ℓ+ c + ω˜)(V̂ (µ)1) = V̂ (µ)1. (8.3.83)
By (8.3.80) and (8.3.83),
g(V̂ (µ)〈1〉) ⊂
n∑
i=1
[Ai,n+1(V̂ (µ)ℓ) + Cn+1,i(V̂ (µ)ℓ)] for g ∈ Aℓ, (8.3.84)
or equivalently, (8.3.68) holds for k = ℓ + 1 by (8.3.84). By induction, (8.3.68) holds for
any k ∈ N. ✷
Let λi be the ith fundamental weight of o(2n + 3,C) with respect to the following
simple positive roots
{εn+1 − εn, εn − εn−1, ..., ε2 − ε1, ε1}. (8.3.85)
By the Weyl group’s actions on o(2n+1,C) and V (µ), V̂ (µ) is a highest-weight o(2n+3,C)-
module with highest weight −(c+ µ1)λ1 +
∑s−1
r=1(µir − µir+1)λir+1 + 2µnλn+1.
Up to this stage, we do not known if the condition in Theorem 8.3.6 is necessary for
the o(2n+3,C)-module V̂ (µ) to be irreducible if µ 6= 0. We will deal with the case µ = 0
in next section.
8.4 Conformal Oscillator Representations
In this section, we study the o(2n+ 3,C)-module V̂ (0) and its oscillator generalizations.
In order to use the results in Sections 8.1 and 8.2, we redenote
yi = xn+i for i ∈ 1, n (8.4.1)
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and use B′ = C[x0, x1, ..., xn, y1, ..., yn] to replace A in last section. Recall
∆′ = ∂2x0 + 2
n∑
i=1
∂xi∂yi , η
′ = x20/2 +
n∑
i=1
xiyi, (8.4.2)
D′ =
n∑
r=0
xr∂xr +
n∑
s=1
ys∂ys . (8.4.3)
Fix c ∈ C and identify V̂ (0) = B′ ⊗ v0 with B′ by
f ⊗ v0 ↔ f for f ∈ B′, (8.4.4)
where V (0) = Cv0. Then we have the following one-parameter generalization πc of the
conformal representation of o(2n+ 3,C):
πc(Ai,j) = xi∂xj − yj∂xi , πc(Bi,j) = xi∂yj − xj∂yi , πc(Ci,j) = yi∂xj − yj∂xi , (8.4.5)
πc(An+1,i) = ∂xi, πc(Bi,n+1) = −∂yi , πc(K2n+2) = −∂x0 , (8.4.6)
πc(Ai,n+1) = η
′∂yi − xi(D′ + c), πc(Cn+1,i) = yi(D′ + c)− η′∂xi (8.4.7)
πc(Ki) = x0∂xi − xn+i∂x0 , πc(Kn+1+i) = x0∂xn+i − xi∂x0 , (8.4.8)
πc(An+1,n+1) = −D′ − c, , πc(Kn+1) = x0(D′ + c)− η′∂x0 (8.4.9)
for i, j ∈ 1, n.
Theorem 8.4.1. The representation πc of o(2n+2,C) on B is irreducible if and only
if c 6∈ −N. When c = 0, the representation πc of o(2n+3,C) on B is the natural conformal
representation of o(2n+3,C) given in (8.3.20)-(8.3.25) in terms (8.4.1) with A replaced
by B′. The subspace C1B′ forms a trivial o(2n+3,C)-submodule of the conformal module
B′ and the quotient space B′/C1B′ forms an irreducible o(2n+ 3,C)-module.
Proof. Recall the identification (8.3.27) and (8.3.28) . Moreover, B′k denotes the
subspace of homogeneous polynomials in B′ with degree k and
H ′k = {f ∈ B′k | ∆′(f) = 0} for k ∈ N. (8.4.10)
According to Theorem 8.1.1, H ′k is an irreducible o(2n+1,C)-submodule with the highest-
weight vector xk1 of weight kε1 for any k ∈ N, and
B′ =
∞⊕
m,k=0
η′
mH ′k (8.4.11)
is a direct sum of irreducible o(2n + 1,C)-submodules. On the other hand, U(G−)(1B′)
forms an irreducible o(2n + 3,C)-submodule of B′ due to (8.4.6). If c = −ℓ for some
ℓ ∈ N, then
U(G−)(1B′)
⋂
B′ℓ+1 ⊂ η′B′ℓ−1 (8.4.12)
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by (8.4.7) and (8.4.9). So c 6∈ −N is a necessary condition for the representation πc of
o(2n+ 3,C) on B′ to be irreducible.
Next we assume c 6∈ −N− 1. Let M be a nonzero o(2n+ 3,C)-submodule of B′ such
that
M 6⊂ C1B′ if c = 0. (8.4.13)
Repeatedly applying (8.4.6) if necessary, we have 1B′ ∈M . Note
Kn+1(1B′) = cx0, −Ai,n+1(1B′) = cxi, Cn+1,i(1B′) = cyi for i ∈ 1, n. (8.4.14)
Thus
B′1 ⊂M (8.4.15)
if c 6= 0. When c = 0, (8.4.15) also holds by (8.4.6) and the fact that B′1 is an irreducible
o(2n+ 1,C)-submodule. Suppose that
B′k ⊂M for k < ℓ (8.4.16)
with 2 ≤ ℓ ∈ N. According to (8.4.11),
B′ℓ =
Jℓ/2K⊕
m=0
η′
m
H ′ℓ−2m. (8.4.17)
Moreover,
[∆′, η′] = 1 + 2n+ 2D′. (8.4.18)
Set
B′ℓ,r =
r⊕
m=0
η′
m
H ′ℓ−2m (8.4.19)
for r ∈ 0, Jℓ/2K. Then
B′ℓ,r = {w ∈ B′ℓ | ∆′r+1(w) = 0} (8.4.20)
and
∆′
r
(B′ℓ,r) = H
′
ℓ−2r (8.4.21)
by (8.4.19).
Since
−A1,n+1(xℓ−11 ) = (c + ℓ− 1)xℓ1 ∈ M (8.4.22)
and c 6∈ −N− 1, we have
xℓ1 ∈M (8.4.23)
by (8.4.7). Hence
H ′ℓ ⊂ M (8.4.24)
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because H ′ℓ is an irreducible o(2n+ 1,C)-submodule generated by x
ℓ
1. Furthermore,
Kn+1(x
ℓ−r−1
1 y
r
1) = (c+ ℓ− 1)xℓ−r−11 x0yr1 ∈ M. (8.4.25)
So xℓ−r−11 x0y
r
1 ∈M . Moreover,
∆′
r
(xℓ−r−11 x0y
r
1) = 2
rr![
r∏
s=1
(ℓ− r − s)]xℓ−2r−11 x0 ∈ H ′ℓ−2r. (8.4.26)
Observe that (8.4.17) is a direct sum of irreducible o(2n+3,C)-submodules with distinct
highest weights. So
B′ℓ
⋂
M =
Jℓ/2K⊕
m=0
(η′
m
H ′ℓ−2m)
⋂
M. (8.4.27)
By (8.4.20)-(8.4.26), (η′rH ′ℓ−2r)
⋂
M is a nonzero o(2n+1,C)-submodule. Since η′rH ′ℓ−2r
is an irreducible o(2n + 1,C)-module, we have η′rH ′ℓ−2r = (η
′rH ′ℓ−2r)
⋂
M . Therefore,
B′ℓ ⊂ M . By induction, B′k ⊂ M for any k ∈ N, or equivalently, M = B′. This proves
the theorem. ✷
With respect to (8.3.85), B′ is a highest-weight irreducible o(2n+ 3,C)-module with
highest weight −cλ1 when c 6∈ −N. If c = 0, then B′/C1B′ is a highest-weight irreducible
o(2n+ 3,C)-module with highest weight −2λ1 + λ2.
For ~a = (a0, a1, ..., an)
t ∈ Cn+1 and ~b = (b1, b2, ..., bn)t ∈ Cn, we put
~a · ~x =
n∑
i=0
aixi, ~b · ~y =
n∑
i=1
biyi. (8.4.28)
Set
B′
~a,~b
= {fe~a·~x+~b·~y | f ∈ B′}. (8.4.29)
Denote by πc,~a,~b the representation πc of o(2n+ 3,C) on B
′
~a,~b
.
Theorem 8.4.2. If a20 + 2
∑n
i=1 aibi 6= 0, then representation πc,~a,~b of o(2n + 3,C) is
irreducible for any c ∈ C.
Proof. Set
B′
~a,~b,k
= B′ke
~a·~x+~b·~y for k ∈ N. (8.4.30)
Let M be a nonzero o(2n + 3,C)-submodule of B′
~a,~b
. Take any 0 6= fe~a·~x+~b·~y ∈ M with
f ∈ B. According to (8.4.6),
(An+1,i−ai)(fe~a·~x+~b·~y) = ∂xi(f)e~a·~x+~b·~y, −(Bi,n+1+bi)(fe~a·~x+~b·~y) = ∂yi(f)e~a·~x+~b·~y (8.4.31)
for i ∈ 1, n, and
−(K2n+2 + a0)(fe~a·~x+~b·~y) = ∂x0(f)e~a·~x+~b·~y. (8.4.32)
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Repeatedly applying (8.4.31) and (8.4.32), we obtain e~a·~x+
~b·~y ∈M . Equivalently, B′
~a,~b,0
⊂
M . Suppose B′
~a,~b,ℓ
⊂M for some ℓ ∈ N. Let ge~a·~x+~b·~y be any element in B′
~a,~b,ℓ
.
Case 1. ai 6= 0 or bi 6= 0 for some i ∈ 1, n.
By symmetry, we may assume a1 6= 0. Since
(xi∂x1 − y1∂yi)(g)e~a·~x+~b·~y, (yi∂x1 − y1∂xi)(g)e~a·~x+~b·~y ∈ B′~a,~b,ℓ ⊂M (8.4.33)
by inductional assumption, Expression (8.4.5) yields
Ai,1(ge
~a·~x+~b·~y) ≡ (a1xi − biy1)ge~a·~x+~b·~y ≡ 0 (modM) (8.4.34)
and
Ci,1(ge
~a·~x+~b·~y) ≡ (a1yi − aiy1)ge~a·~x+~b·~y ≡ 0 (mod M). (8.4.35)
Moreover, the first equation in (8.4.8) gives
K1(ge
~a·~x+~b·~y) ≡ (a1x0 − a0y1)ge~a·~x+~b·~y ≡ 0 (mod M) (8.4.36)
because
(x0∂x1 − y1∂x0)(g)e~a·~x+~b·~y ∈ B′~a,~b,ℓ ⊂M. (8.4.37)
On the other hand,
(D′ + c)(g)e~a·~x+
~b·~y = (ℓ+ c)ge~a·~x+
~b·~y ∈ B′
~a,~b,ℓ
⊂M (8.4.38)
and the first equation in (8.4.9) implies
−An+1,n+1(ge~a·~x+~b·~y) ≡ [a0x0 +
n∑
i=1
(aixi + biyi)]ge
~a·~x+~b·~y ≡ 0 (mod M). (8.4.39)
Substituting (8.4.34)-(8.4.36) into (8.4.39), we get
(a20 + 2
n∑
i=1
aibi)y1ge
~a·~x+~b·~y ≡ 0 (modM). (8.4.40)
Equivalently, y1ge
~a·~x+~b·~y ∈M . Substituting it to (8.4.34)-(8.4.36), we obtain
x0ge
~a·~x+~b·~y, xige
~a·~x+~b·~y, yige
~a·~x+~b·~y ∈M (8.4.41)
for i ∈ 1, n. Therefore, B′
~a,~b,ℓ+1
⊂ M . By induction, B′
~a,~b,ℓ
⊂ M for any ℓ ∈ N. So
B′
~a,~b
=M . Hence B′
~a,~b
is an irreducible o(2n+ 3,C)-module.
Case 2. a0 6= 0 and ai = bi = 0 for i ∈ 1, n.
Under the above assumption,
Ki(ge
~a·~x+~b·~y) = (x0∂xi − yi∂x0 − a0yi)(g)e~a·~x+~b·~y ∈M (8.4.42)
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and
Kn+1+i(ge
~a·~x+~b·~y) = (x0∂yi − xi∂x0 − a0xi)(g)e~a·~x+~b·~y ∈M (8.4.43)
for i ∈ 1, n. Note
(x0∂xi − yi∂x0)(g)e~a·~x+~b·~y, (x0∂yi − xi∂x0)(g)e~a·~x+~b·~y ∈ B′~a,~b,ℓ ⊂M (8.3.44)
by the inductional assumption. Thus (8.4.42) and (8.4.43) imply
yige
~a·~x+~b·~y, xige
~a·~x+~b·~y ∈M for i ∈ 1, n. (8.4.45)
Now (8.4.39) yields x0ge
~a·~x+~b·~y ∈ M . So B′
~a,~b,ℓ+1
⊂ M . By induction, B′ = M ; that is,
B′ is irreducible. ✷
Fix n1, n2 ∈ 1, n with n1 ≤ n2. Set
D˜′ = x0∂x0 −
n1∑
i=1
xi∂xi +
n∑
r=n1+1
xr∂xr +
n2∑
j=1
yj∂yj −
n∑
s=n2+1
ys∂ys , (8.4.46)
∆˜′ = ∂2x0 − 2
n1∑
i=1
xi∂yi + 2
n2∑
r=n1+1
∂xr∂yr − 2
n∑
s=n2+1
ys∂xs (8.4.47)
and
η˜′ =
x20
2
+
n1∑
i=1
yi∂xi +
n2∑
r=n1+1
xryr +
n∑
s=n2+1
xs∂ys . (8.4.48)
Then the representation πn1,n2c of o(2n+3,C) is determined as follows: πc|o(2n+2,C) is given
by (7.4.38)-(7.4.47) with D̂ replaced by D˜′ and η˜ by η˜′, and
πn1,n2c (Ki) =

−x0xi − yi∂x0 if i ∈ 1, n1,
x0∂xi − yi∂x0 if i ∈ n1 + 1, n2,
x0∂xi − ∂x0∂yi if i ∈ n2 + 1, n,
(8.4.49)
πn1,n2c (Kn+1+i) =

x0∂yi − ∂x0∂xi if i ∈ 1, n1,
x0∂yi − xi∂x0 if i ∈ n1 + 1, n2,
−x0yi − xi∂x0 if i ∈ n2 + 1, n,
(8.4.50)
πn1,n2c (Kn+1) = x0(D˜
′ + c˜)− η˜′∂x0 , πn1,n2c (K2n+2) = −∂x0 , (8.4.51)
where
c˜ = c+ n2 − n1 − n. (8.4.52)
Recall (8.2.10) and (8.2.12). We have the following third result in this section:
Theorem 8.4.3. The representation πn1,n2c of o(2n + 3,C) on A is irreducible if
c 6∈ Z/2.
Proof. Let M be a nonzero o(2n+ 3,C)-submodule of B. Note
πn1,n2c (An+1,n+1) = −D˜′ − c˜. (8.4.53)
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According to (8.2.12),
M =
⊕
k∈Z
B〈k〉
⋂
M. (8.4.54)
Thus B〈k〉
⋂
M 6= {0} for some k ∈ Z. On the other hand, B′〈k〉 =
⊕∞
i=0(η˜
′)i(H ′〈k−2i〉) is
a decomposition of irreducible o(2n + 1,C)-submodules by Theorem 8.2.3 and (8.3.26).
Moreover, the weights of the sl(n,C)-singular vectors in (η˜′)i(H ′〈k−2i〉) are distinct by
Sections 6.4, 6.5 and 6.6. Hence
(η˜′)i(H ′〈k−2i〉) ⊂ M for some i ∈ N. (8.4.55)
Theorem 8.2.1 and the arguments in (7.4.52)-(7.4.57) show that we can assume
H ′〈k−s〉 ⊂M for s ∈ N. (8.4.56)
Suppose (η˜′)s(x−r+s1 ) ∈M for any r ∈ k − N and some s ∈ N. Then,
Kn+1((η˜
′)s(x−r+s+11 )) = (r − 1 + c˜)(η˜′)s(x0x−r+s+11 ) ∈M (8.4.57)
by (8.4.48) and the first equation in (8.4.51), which implies ηsn1,n2(x0x
−r+s+1
1 ) ∈M. More-
over,
Kn+1((η˜
′)s(x0x
−r+s+1
1 )) = −(η˜′)s+1(x−r+s+11 ) + (r + c˜)(η˜′)s(x20x−r+s+11 ). (8.4.58)
Now (7.4.59) and (7.4.61) with η˜ replaced by η˜′, and (8.4.58) lead to
(1/2 + s+ c˜− n2 + n1)(η˜′)s+1(x−r+s+11 ) ∈M ⇒ ηs+1n1,n2(x−r+s+11 ) ∈ M. (8.4.59)
By induction,
(η˜′)ℓ(x−r+ℓ1 ) ∈M for ℓ ∈ N, r ∈ k − N. (8.4.60)
According to Theorem 8.2.1,
B′〈m〉 =
∞⊕
ℓ=0
(η˜′)ℓ(H ′〈m−2ℓ〉) ⊂ M for m ∈ k − N. (8.4.61)
Observe that
πn1,n2c (Kn+1)x0 = x
2
0(Dn1,n2 + c˜+ 1)− ηn1,n2(x0∂x0 + 1) (8.4.62)
by (8.4.51). Then (8.4.62) and (7.4.66)-(7.4.69) with η˜ replaced by η˜′ and D̂ replaced by
D˜′ yield
−πn1,n2c (Kn+1)x0 +
n2∑
i=1
πn1,n2c (Ai,n+1)yi +
n∑
j=n2+1
πn1,n2c (Aj,n+1)∂yj
−
n1∑
r=1
πn1,n2c (Cn+1,r)∂xr −
n∑
s=n1+1
πn1,n2c (Cn+1,s)xs
= η˜′(1− D˜′ + n2 + n− n1 − 2(c˜+ 1)) (8.4.63)
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as operators on B′. The arguments in (7.4.71)-(7.4.77) show M = B′; that is, B′ is an
irreducible o(2n+ 3,C)-module. ✷
Remark 8.4.4. The above irreducible representation depends on the three param-
eters c ∈ C and n1, n2 ∈ 1, n. It is not highest-weight type because of the mixture of
multiplication operators and differential operators in (7.4.39))-(7.4.42), (7.4.44)-(7.4.47),
(8.4.49) and (8.4.50) . Since B′ is not completely reducible as a sl(n,C)-module by Sec-
tions 6.4-6.6 when n ≥ 2 and n1 < n, B is not a unitary o(2n+3,C)-module. Expression
(8.4.53) shows that B′ is a weight o(2n + 3,C)-module with finite-dimensional weight
subspaces.
Chapter 9
Representations of Symplectic Lie
Algebras
In this chapter, we study the natural explicit representations of symplectic Lie algebras.
First in Section 9.1, we determine the structure of the canonical bosonic and fermionic
oscillator representations of the Lie algebras over their minimal natural modules. More-
over, the full quadratic operator oscillator representations are presented. In Section 9.2,
we study the noncanonical oscillator representations obtained from the above bosonic
representations by partially swapping differential operators and multiplication operators,
and obtain a two-parameter family of new infinite-dimensional irreducible representations.
The results were due to Luo and the author [LX3]. In Section 9.3, we determine the struc-
tures of the projective oscillator representations in Section 6.8 restricted on symplectic
Lie algebras, which were due to our work [X25].
9.1 Canonical Oscillator Representations
In this section, we present the canonical bosonic and fermionic oscillator representations
of symplectic Lie algebras over their minimal natural modules.
Let n > 1 be an integer. The symplectic Lie algebra
sp(2n,F) =
n∑
i,j=1
F(Ei,j − En+j,n+i) +
n∑
i=1
(FEi,n+i + FEn+i,i)
+
∑
1≤i<j≤n
[F(Ei,n+j + En+j,i) + F(En+i,j + En+j,i)]. (9.1.1)
We again take
H =
n∑
i=1
F(Ei,i − En+i,n+i) (9.1.2)
as a Cartan subalgebra of sp(2n,F) and the settings in (7.1.3)-(7.1.5). Then the root
system of sp(2n,F) is
ΦCn = {±εi ± εj,±2εr | 1 ≤ i < j ≤ n; r ∈ 1, n}. (9.1.3)
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We choose the set of positive roots
Φ+Cn = {εi ± εj, 2εr | 1 ≤ i < j ≤ n; r ∈ 1, n}. (9.1.4)
In particular,
ΠCn = {ε1 − ε2, ..., εn−1 − εn, 2εn} is the set of positive simple roots. (9.1.5)
Recall the set of dominant integral weights
Λ+ = {µ ∈ LQ | (εn, µ), (εi − εi+1, µ) ∈ N for i ∈ 1, n− 1. (9.1.6)
According to (7.1.5),
Λ+ = {µ =
n∑
i=1
µiεi | µi ∈ N;µi − µi+1 ∈ N for i ∈ 1, n− 1}. (9.1.7)
For λ ∈ Λ+, we denote by V (λ) the finite-dimensional irreducible sp(2n,F)-module with
highest weight λ.
Let B = F[x1, ..., xn, y1, ..., yn]. Recall (6.2.22)-(6.2.42). The canonical oscillator rep-
resentation of sp(2n,F) is given by
(Ei,j − En+j,n+i)|B = xi∂xj − yj∂xi , (En+i,j + En+j,i)|B = yi∂xj + yj∂xi , (9.1.8)
(Ei,n+j + Ej,n+i)|B = xi∂yj + xj∂yi (9.1.9)
for i, j ∈ 1, n.
The positive root vectors of sp(2n,F) are
{Ei,j − En+j,n+i, Ei,n+j + Ej,n+i, Er,n+r | 1 ≤ i < j ≤ n; r ∈ 1, n}. (9.1.10)
Recall the notion Bℓ1,ℓ2 in (6.2.30) and Bk in (7.1.15).
Theorem 9.1.1. For k ∈ N, the subspace Bk forms a finite-dimensional irreducible
sp(2n,F)-submodule and xk1 is a highest-weight vector with the weight kε1.
Proof. Note that sp(2n,F) contains the Lie subalgebra
n∑
i,j=1
F(Ei,j −En+j,n+i) ∼= gl(n,F) (9.1.11)
and the representation of sp(2n,F) in (9.1.8) and (9.1.9) is essentially an extension of that
for sl(n,F) given in (6.2.22). Thus the only possible highest-weight vectors for sp(2n,F)
in Bk are:
{ηixℓ1yk−ℓ−2in | i ∈ 1, Jk/2K; ℓ ∈ 0, k − 2i} (9.1.12)
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by Lemma 6.2.3 and (9.1.10), where η =
∑n
i=1 xiyi. Note
0 = En,2n(η
ixℓ1y
k−ℓ−2i
n ) = xn∂yn(η
ixℓ1y
k−ℓ−2i
n )
= ix2nη
i−1xℓ1y
k−ℓ−2i
n + (k − ℓ− 2i)xnηixℓ1yk−ℓ−2i−1n , (9.1.13)
which forces i = 0 and ℓ = k. Thus Bk has a unique (up to a scalar multiple) singular
vector xk1 of weight kε1. By Weyl’s Theorem 2.3.6 of complete reducibility if F = C or
more generally by Lemma 6.3.2 with n1 = 0, it is irreducible. ✷
Consider the exterior algebra Aˇ generated by {θ1, ..., θn, ϑ1, ..., ϑn} (cf. (6.2.15)) and
take the settings in (6.2.44)-(6.2.51). Define a representation of sp(2n,F) on Aˇ by
(Ei,j −En+j,n+i)|Aˇ = θi∂θj − ϑj∂ϑi , (En+i,j + En+j,i)|Aˇ = ϑi∂θj + ϑj∂θi , (9.1.14)
(Ei,n+j + Ej,n+i)|Aˇ = θi∂ϑj + θj∂ϑi (9.1.15)
for i, j ∈ 1, n. By (9.1.11), (9.1.14) and (9.1.15), the above representation of sp(2n,F) is
essentially an extension of that for sl(n,F) given in (6.2.43). Recall
∆ˇ =
n∑
r=1
∂θr∂ϑr , ηˇ =
n∑
r=1
θrϑr. (9.1.16)
It can be verified that
ξ∆ˇ = ∆ˇξ, ξηˇ = ηˇξ for ξ ∈ sp(2n,F) (9.1.17)
as operators on Aˇ .
Recall the notation Aˇk in (7.1.24). We denote
Hˇk = {u ∈ Aˇk | ∆ˇ(u) = 0}. (9.1.18)
Then Hˇk forms an sp(2n,F)-submodule. According to (6.2.62),
Hˇk =
min{k,n}∑
ℓ=0
Hˇℓ,k−ℓ for k ∈ 0, 2n. (9.1.19)
Expressions (6.2.53) and (6.2.60) tell us that the sp(2n,F)-singular vectors of Hˇk are in
the set
{~θr~ϑs | 0 ≤ r < s ≤ n + 1; r + n− s+ 1 = k} (9.1.20)
(cf. (6.2.50) and (6..2.51)). If s < n + 1, then
Es,n+s(~θr~ϑs) = θs∂ϑs(
~θr~ϑs) = ~θr~ϑs+1θs 6= 0. (9.1.21)
Thus Hˇk has an unique (up to a scalar multiple) singular vector ~θk of weight
∑k
i=1 εi. By
(6.2.64), (9.1.21) and Weyl’s Theorem 2.3.6 of completely reducibility if F = C or more
generally by Lemma 6.3.2 with n1 = 0, we have:
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Theorem 9.1.2. For k ∈ 0, n, Hˇk is a finite-dimensional irreducible sp(2n,F)-module
with the highest-weight vector ~θk of weight
∑k
i=1 εi. Moreover,
Aˇ =
n⊕
k=0
Jn−k/2K⊕
ℓ=0
ηˇℓHˇk. (9.1.22)
We let A = F[x1, ..., xn]. We define a representation of sp(2n,F) on A by
(Ei,j −En+j,n+i)|A = xi∂xj +
1
2
δi,j (9.1.23)
(Ei,n+j + Ej,i+n)|A = xixj, (En+i,j + En+j,i)|A = −∂xi∂xj (9.1.24)
for i, j ∈ 1, n. Denote
A(0) = Span{xα | α ∈ N n, |α| is even}, A(1) = Span{xα | α ∈ N n, |α| is odd}. (9.1.25)
Theorem 9.1.3. The subspace A(0) is an irreducible sp(2n,F)-module and the identity
element 1A is an highest weight vector with weight (1/2)
∑n
i=1 εi. Moreover, A(1) is also
an irreducible sp(2n,F)-module and the identity x1 element is an highest weight vector
with weight ε1 + (1/2)
∑n
i=1 εi.
9.2 Noncanonical Oscillator Representations
In this section, we study the noncanonical oscillator representations of symplectic Lie
algebras obtained from the the canonical bosonic oscillator representations of sympletic Lie
algebras over their minimal natural modules by partially swapping differential operators
and multiplication operators.
9.2.1 Main Theorem
Denote B = F[x1, ..., xn, y1, ..., yn]. Fix n1, n2 ∈ 1, n with n1 ≤ n2. Swapping operators
∂xr 7→ −xr, xr 7→ ∂xr for r ∈ 1, n1 and ∂ys 7→ −ys, ys 7→ ∂ys for s ∈ n2 + 1, n in the
canonical oscillator representation (9.1.8) and (9.1.9), we have the nonocanoical oscillator
representation of the Lie algebra sp(2n,F) on B determined by
(Ei,j − En+j,n+i)|B = Exi,j − Eyj,i (9.2.1)
with
Exi,j =

−xj∂xi − δi,j if i, j ∈ 1, n1;
∂xi∂xj if i ∈ 1, n1, j ∈ n1 + 1, n;
−xixj if i ∈ n1 + 1, n, j ∈ 1, n1;
xi∂xj if i, j ∈ n1 + 1, n;
(9.2.2)
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and
Eyi,j =

yi∂yj if i, j ∈ 1, n2;
−yiyj if i ∈ 1, n2, j ∈ n2 + 1, n;
∂yi∂yj if i ∈ n2 + 1, n, j ∈ 1, n2;
−yj∂yi − δi,j if i, j ∈ n2 + 1, n;
(9.2.3)
Ei,n+j|B =

∂xi∂yj if i ∈ 1, n1, j ∈ 1, n2,
−yj∂xi if i ∈ 1, n1, j ∈ n2 + 1, n,
xi∂yj if i ∈ n1 + 1, n, j ∈ 1, n2,
−xiyj if i ∈ n1 + 1, n, j ∈ n2 + 1, n;
(9.2.4)
En+i,j|B =

−xjyi if j ∈ 1, n1, i ∈ 1, n2,
−xj∂yi if j ∈ 1, n1, i ∈ n2 + 1, n,
yi∂xj if j ∈ n1 + 1, n, i ∈ 1, n2,
∂xj∂yi if j ∈ n1 + 1, n, i ∈ n2 + 1, n.
(9.2.5)
As Section 7.2, we set
B〈k〉 = Span{xαyβ | α, β ∈ Nn;
n∑
r=n1+1
αr −
n1∑
i=1
αi +
n2∑
i=1
βi −
n∑
r=n2+1
βr = k} (9.2.6)
for k ∈ Z. Then B =⊕k∈ZB〈k〉 is a Z-graded space. Let
D̂ =
n∑
r=n1+1
xr∂xr −
n1∑
i=1
xi∂xi +
n2∑
i=1
yi∂yi −
n∑
r=n2+1
yr∂yr . (9.2.7)
It is straightforward to verify
B〈k〉 = {f ∈ B | D̂(f) = kf} (9.2.8)
and
[Exi,j , D̂] = [E
y
i,j, D̂] = [Ei,n+j|B, D̂] = [En+i,j|B, D̂] = 0 (9.2.9)
for i, j ∈ 1, n. Thus B〈k〉 forms an sp(2n,F)-submodule for any k ∈ Z.
The bilinear form (·|·) on B is defined by (6.4.46). The main theorem in this section
is:
Theorem 9.2.1. Let k ∈ Z. If n1 < n2 or k 6= 0, the subspace B〈k〉 is an irreducible
sp(2n,F)-module. Moreover, it is a highest-weight module only if n2 = n, in which case
for m ∈ N, x−mn1 is a highest-weight vector of B〈−m〉 with weight mεn1 −
∑n1
i=1 εi, x
m+1
n1+1
is
a highest-weight vector of B〈m+1〉 with weight (m+ 1)εn1+1 −
∑n1
i=1 εi if n1 < n and y
m+1
n
is a highest-weight vector of B〈m+1〉 with weight −(m+ 1)εn −
∑n1
i=1 εi when n1 = n.
When n1 = n2, the subspace B〈0〉 is a direct sum of two irreducible sp(2n,F)-submodules.
If n1 = n2 = n, they are highest-weight modules with a highest-weight vector 1 of weight
−∑ni=1 εi and with a highest-weight vector xn−1yn−xnyn−1 of weight −εn−1−εn−∑ni=1 εi,
respectively.
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When n1 − n2 + 1 − δn1,n2 < k ∈ Z, B〈k〉 is not completely reducible with respect to
its Lie subalgebra in (9.1.11) by Sections 6.4-6.6. Thus the above representation (9.2.1)-
(9.2.5) is not unitary. Observe that
(Ei,i −En+i,n+i)|B =

−xi∂xi − yi∂yi − 1 if 1 ≤ i ≤ n1,
xi∂xi − yi∂yi if n1 < i ≤ n2,
xi∂xi + yi∂yi + 1 if n2 < i ≤ n
(9.2.10)
by (9.2.1)-(9.2.3). So only finite number of monomials xℓ1i y
ℓ2
i appear in a weight subspace
when 1 ≤ i ≤ n1 or n2 < i ≤ n. If n1 < i ≤ n2, the degree of xℓ1i yℓ2i is ℓ1 + ℓ2. This
shows that all B〈k〉 with k ∈ Z are infinite-dimensional weight sp(2n,F)-modules with
finite-dimensional weight subspaces.
Due to the mixture of differential operators with multiplications operators, the mod-
ules B〈k〉 with k ∈ Z are cuspidal modules without highest-weight vectors if n2 < n.
Note
(Ei,n+j + Ej,n+i)|B = ∂xi∂yj + ∂xj∂yi , (Ei,n+r + Er,n+i)|B = ∂xi∂yr + xr∂yi , (9.2.11)
(Er,n+s + Es,n+r)|B = xr∂ys + xs∂yr (9.2.12)
for i, j ∈ 1, n1 and r, s ∈ n1 + 1, n2 by (9.2.4). Moreover,
(Ei,j −En+j,n+i)|B = −xj∂xi − yj∂yi − δi,j (9.2.13)
and
(Ei,r − En+r,n+i)|B = ∂xi∂xr − yr∂yi (9.2.14)
for i, j ∈ 1, n1 and r ∈ n1 + 1, n2 by (9.2.1)-(9.2.3). Recall
η =
n1∑
i=1
yi∂xi +
n2∑
r=n1+1
xryr +
n∑
s=n2+1
xs∂ys . (9.2.15)
9.2.2 Proof of the Theorem When n2 = n
In this subsection, we assume n2 = n.
Under the assumption, any element of B is nilpotent with respect to sp(2n,F)+
by (6.3.21) and (9.2.11)-(9.2.14). Thus any sp(2n,F)-submodule of B must contain an
sp(2n,F)-singular vector.
First we assume n1+1 < n. According to Lemma 6.4.1, the nonzero weight vectors in
Span{ηm3(xm1i ym2n ) | mr ∈ N; i = n1, n1 + 1} (9.2.16)
are all the sl(n,F)-singular vectors in B. The singular vectors of sp(2n,F) in B must be
among them by (9.1.11). Moreover, the subalgebra sp(2n,F)+ is generated by sl(n,F)+
and En,2n. According to (9.2.11), En,2n|B = xn∂yn . Hence
En,2n(η
m3(xm1i y
m2
n )) = xn[m3xnη
m3−1(xm1i y
m2
n ) +m2η
m3(xm1i y
m2−1
n )] (9.2.17)
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for i = n1, n1+1 by (9.2.15). Considering weights, we conclude that the vectors {xmn1, xm+1n1+1 |
m ∈ N} are all the singular vectors of sp(2n,F) in B. Furthermore,
xmn1 ∈ B〈−m〉 and xm+1n1+1 ∈ B〈m+1〉 for m ∈ N. (9.2.18)
Thus each B〈k〉 has a unique non-isotropic singular vector for k ∈ Z. By Lemma 6.3.2,
all B〈k〉 with k ∈ Z are irreducible highest-weight sp(2n,F)-submodules.
Consider the case n1 + 1 = n. According to (6.5.61), the nonzero weight vectors in
Span{ηm2(xm1n−1ym3n ), xm1n ym2n , ηm1+m2(xm2n−1ym3−m1n ) | mi ∈ N} (9.2.19)
are all the sl(n,F)-singular vectors in B. By (9.2.17) and considering weights, we again
conclude that the vectors {xmn−1, xm+1n | m ∈ N} are all the singular vectors of sp(2n,F)
in B. Again all B〈k〉 with k ∈ Z are irreducible highest-weight sp(2n,F)-submodules.
Suppose n1 = n. By (9.2.11), we have En,2n|B = ∂xn∂yn in this case. According to
(6.6.38), the nonzero weight vectors in
Span{xm1n ym2n ζm31 | mi ∈ N} (9.2.20)
are all the sl(n,F)-singular vectors in B, where ζ1 = xn−1yn− xnyn−1 in this case. More-
over,
En,2n(x
m1
n y
m2
n ζ
m3
1 )
= m1m2x
m1−1
n y
m2−1
n ζ
m3
1 +m1m3xn−1x
m1−1
n y
m2
n ζ
m3−1
1
−m2m3yn−1xm1n ym2−1n ζm3−11 −m3(m3 − 1)xn−1yn−1xm1n ym2n ζm3−21
= m1(m2 +m3)x
m1−1
n y
m2−1
n ζ
m3
1 +m3(m1 −m2 −m3 + 1)yn−1xm1n ym2−1n ζm3−11
−m3(m3 − 1)y2n−1xm1+1n ym2−1n ζm3−21 . (9.2.21)
Considering weights, we again conclude that the vectors {xmn , ym+1n , ζ1 | m ∈ N} are all
the singular vectors of sp(2n,F) in B. Moreover,
xmn ∈ B〈−m〉, ζ1 ∈ B〈0〉 and ym+1n ∈ B〈m+1〉 for m ∈ N. (9.2.22)
Thus each B〈k〉 with k 6= 0 has a unique non-isotropic singular vector for k ∈ Z. By
Lemma 6.3.2, allB〈k〉 with 0 6= k ∈ Z are irreducible highest-weight sp(2n,F)-submodules.
Set
B〈0,1〉 = Span{[
∏
1≤r≤s≤n
(xrys + xsyr)
lr,s ] | lr,s ∈ N} (9.2.23)
and
B〈0,2〉 = Span{[
∏
1≤r≤s≤n
(xrys + xsyr)
lr,s](xpyq − xqyp) | lr,s ∈ N; 1 ≤ p < q ≤ n}. (9.2.24)
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Let
G ′ =
∑
1≤r≤s≤n
F(En+s,r + En+r,s) (9.2.25)
and
Ĝ =
n∑
i,j=1
F(Ei,j −En+j,n+i) +
∑
1≤r≤s≤n
F(Er,n+s + Es,n+r). (9.2.26)
Then G ′ and Ĝ are Lie subalgebras of sp(2n,F) and sp(2n,F) = G ′⊕Ĝ . By PBW Theorem
U(sp(2n,F)) = U(G ′)U(Ĝ ). (9.2.27)
Note
(En+s,r + En+r,s)|B = −(xrys + xsyr) for r, s ∈ 1, n (9.2.28)
by (9.2.5). According to (9.2.11), (9.2.13) and (9.2.28),
B〈0,1〉 = U(G
′)(1) = U(sp(2n,F))(1) (9.2.29)
and
B〈0,2〉 =
∑
1≤p<q≤n
U(G ′)(xpyq − xqyp) = U(sp(2n,F))(ζ1) (9.2.30)
are sp(2n,F)-submodules.
It is obvious, 1 6∈ B〈0,2〉. On the other hand, (B〈0,1〉|xn−1yn − xnyn−1) = {0}. Hence
xn−1yn − xnyn−1 6∈ B〈0,1〉. Thus B〈0,1〉 and B〈0,0〉 have a unique non-isotropic singular
vector. By Lemma 6.3.2, they are irreducible. Note that
B̂〈0〉 = B〈0,1〉 +B〈0,2〉 (9.2.31)
is a direct sum of sp(2n,F)-submodules and the restriction of the symmetric bilinear
form (·|·) on B̂〈0〉 is nondegenerate because B〈0,1〉 and B〈0,2〉 are irreducible sp(2n,F)-
submodules whose singular vectors are non-isotropic. Thus
B〈0〉 = B̂〈0〉 ⊕ ((B̂〈0〉)⊥
⋂
B〈0〉) (9.2.32)
and (B′〈0〉)
⊥
⋂
B〈0〉 is an sp(2n,F)-submodule. Thus (B̂〈0〉)⊥
⋂
B〈0〉 contains an sp(2n,F)-
singular vector. Since 1 and xn−1yn − xnyn−1 are the only singular vectors in B〈0〉, it
contains 1 or xn−1yn − xnyn−1. This contradicts the fact that 1 and xn−1yn − xnyn−1 are
non-isotropic. Thus (B̂〈0〉)
⊥
⋂
B〈0〉 = {0}. This proves the theorem when n2 = n.
9.2.3 Proof of the Theorem When n1 < n2 < n
In this subsection, we assume n1 < n2 < n.
Case 1. n1 + 1 < n2
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Set
G1 =
n1+1∑
i,j=1
F(Ei,j −En+j,n+i) +
n1+1∑
i=1
(FEi,n+i + FEn+i,i)
+
∑
1≤i<j≤n1+1
[F(Ei,n+j + En+j,i) + F(En+i,j + En+j,i)] (9.2.33)
and
G2 =
n∑
i,j=n1+2
F(Ei,j − En+j,n+i) +
n∑
i=n1+2
(FEi,n+i + FEn+i,i)
+
∑
n1+2≤i<j≤n
[F(Ei,n+j + En+j,i) + F(En+i,j + En+j,i)]. (9.2.34)
Then G1 = sp(2n1 + 2,F) and G2 ∼= sp(2(n− n1)− 2,F) are Lie subalgebras of sp(2n,F).
Denote
M1 = F[x1, ..., xn1+1, y1, ..., yn1+1], M
2 = F[xn1+2, ..., xn, yn1+2, ..., yn]. (9.2.35)
Observe that M1 is exactly the G1-module as B in Subsection 9.2.2 with n→ n1+1 and
M2 is exactly the G1-module as B in Subsection 9.2.2 with n→ n− n1 − 1. Write
M i〈k〉 =M
i
⋂
B〈k〉. (9.2.36)
By Subsection 9.2.2, {M i〈k〉 | k ∈ Z} are irreducible Gi-submodules.
According to Lemma 6.4.1, the nonzero weight vectors in
Span{ηm3(xm1i ym2j ) | mr ∈ N; i = n1, n1 + 1; j = n2, n2 + 1} (9.2.37)
are all the sl(n,F)-singular vectors in B. Fix k ∈ N. Then the sl(n,F)-singular vectors
in B〈−k〉 are
{ηm3(xk+m2+2m3n1 ym2n2 ), ηm3(xm1n1+1yk+m1+2m3n2+1 ),
ηm3(xm4n1 y
m5
n2+1) | mi ∈ N;m4 +m5 − 2m3 = k}. (9.2.38)
Let M be a nonzero sp(2n,F)-submodule of B〈−k〉. Then M contains an sl(n,F)-singular
vector by (9.1.11). Suppose some ηm3(xk+m2+2m3n1 y
m2
n2
) ∈ M . We have En1,n+n1|B =
∂xn1∂yn1 and
Em3n1,n+n1[η
m3(xk+m2+2m3n1 y
m2
n2
)] = m3![
2m3∏
r=1
(k +m2 + r)]x
k+m2
n1
ym2n2 ∈M (9.2.39)
by (9.2.11) and (9.2.15). Moreover, (En1,n+n2 + En2,n+n1)|B = ∂xn1∂yn2 + xn2∂yn1 and
(En1,n+n2 + En2,n+n1)
m2(xk+m2n1 y
m2
n2
) = m2![
m2∏
r=1
(k + r)]xkn1 ∈M (9.2.40)
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by (9.2.11). Thus
xkn1 ∈M. (9.2.41)
Assume some ηm3(xm1n1+1y
k+m1+2m3
n2+1 ) ∈M . According to (9.2.5),
(En+i,j + En+j,i)|B = ∂xi∂yj + ∂xj∂yi for i ∈ n2 + 1, n. (9.2.42)
So
Em3n+n2+1,n2+1[η
m3(xm1n1+1y
k+m1+2m3
n2+1 )] = m3![
2m3∏
r=1
(k +m1 + r)]x
m1
n1+1y
k+m1
n2+1 ∈M. (9.2.43)
Moreover,
(En+n2+1,n1+1 + En+n1+1,n2+1)|B = ∂xn1+1∂yn2+1 + yn1+1∂xn2+1 (9.2.44)
by (9.2.5). Hence
(En+n2+1,n1+1 + En+n1+1,n2+1)
m1(xm1n1+1y
k+m1
n2+1 ) = m1![
m1∏
r=1
(k + r)]ykn2+1 ∈M. (9.2.45)
Furthermore,
(En+n2+1,n1 + En+n1,n2+1)|B = −xn1∂yn2+1 + yn1∂xn2+1 (9.2.46)
by (9.2.5). Thus
(En+n2+1,n1 + En+n1,n2+1)
k(ykn2+1) = (−1)kk!xkn1 ∈M. (9.2.47)
Thus (9.2.41) holds again.
Consider ηm3(xm4n1 y
m5
n2+1
) for some m3, m3, m4 ∈ N such that m4+m5− 2m3 = k. Note
that En1+1,n+n1+1|B = xn1+1∂yn1+1 by (9.2.12) and
Em3n1+1,n+n1+1[η
m3(xm4n1 y
m5
n2+1
)] = m3!x
2m3
n1+1
xm4n1 y
m5
n2+1
∈M. (9.2.48)
There exist r1, r2 ∈ N such that r1 + r2 = 2m3 and r1 ≤ m4, r2 ≤ m5. Moreover,
(En1,n1+1 − En+n1+1,n+n1)|B = ∂xn1∂xn1+1 − yn1+1∂yn1 (9.2.49)
by (9.2.1)-(9.2.3). So (9.2.44) and (9.2.49) yield
(En1,n1+1 − En+n1+1,n+n1)r1(En+n2+1,n1+1 + En+n1+1,n2+1)r2(x2m3n1+1xm4n1 ym5n2+1)
= (2m3)![
r1−1∏
s1=0
(m4 − s1)][
r2−1∏
s2=0
(m5 − s2)]xm4−r1n1 ym5−r2n2+1 ∈M. (9.2.50)
Furthermore, (9.2.5) yields
(En+n2+1,n1 + En+n1,n2+1)
m5−r2(xm4−r1n1 y
m5−r2
n2+1 )
= (−1)m5−r2(m5 − r2)!xkn1 ∈M. (9.2.51)
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Thus we always have xkn1 ∈ M .
Note that M1〈−k〉 ∋ xkn1 is an irreducible G1-module (cf. (9.2.33) and (9.2.35)) by
Subsection 9.2.2. So
M1〈−k〉 ⊂M. (9.2.52)
Observe that
(En1,n+n2+1 + En2+1,n+n1)|B = −yn2+1∂xn1 + xn2+1∂yn1 (9.2.53)
by (9.2.4). Moreover,
(En+n2,n1+1 + En+n1+1,n2)|B = yn2∂xn1+1 + yn1+1∂xn2 (9.2.54)
by (9.2.5).
For any r ∈ N, we have xk+rn1 xrn1+1 ∈ M1〈−k〉 ⊂M . Take any s1 ∈ 0, k + r and r1 ∈ 0, r.
Using (9.2.53) and (9.2.54), we get
(En+n2,n1+1 + En+n1+1,n2)
r1(En1,n+n2+1 + En2+1,n+n1)
s(xk+rn1 x
r
n1+1)
= (−1)s[
r1∏
i1=0
(r − i1)][
s−1∏
i2=0
(k + r − i2)]xk+r−sn1 xr−r1n1+1yr1n2ysn2+1 ∈M. (9.2.55)
Thus
xr1n1x
r2
n1+1y
s1
n2y
s2
n2+1 ∈M whenever r2 − r1 + s1 − s2 = −k. (9.2.56)
Applying U(G1)U(G2) to (9.2.56), we get
M1〈k1〉M
2
〈k2〉
⊂M whenever k1 + k2 = −k. (9.2.57)
Therefore, B〈−k〉 =
∑
k1∈Z
M1〈k1〉M
2
〈−k−k1〉
= M ; that is, B〈−k〉 is an irreducible sp(2n,F)-
submodule.
Fix 0 < k ∈ N. Then the singular vectors of K in B〈k〉 are
{ηm2(xk+m1−2m2n1+1 ym1n2+1), ηm2(xm1n1 yk+m1−2m2n2 ), ηm3(xm4n1+1ym5n2 )
| mi ∈ N; 2m2 ≤ k +m1;m4 +m5 + 2m3 = k} (9.2.58)
by (9.2.39). Let M be a nonzero sp(2n,F)-submodule of B〈k〉. Then M contains an
sl(n,F)-singular vector by (9.1.11). Suppose some ηm2(xk+m1−2m2n1+1 y
m1
n2+1) ∈ M with 2m2 ≤
k +m1. We have En1+1,n+n1+1|B = xn1+1∂yn1+1 and
Em2n1+1,n+n1+1[η
m2(xk+m1−2m2n1+1 y
m1
n2 )] = m2!x
k+m1
n1+1 y
m1
n2+1 ∈M (9.2.59)
by (9.2.12) and (9.2.15). Moreover, (9.2.5) gives
(En+n2+1,n1+1 + En+n1+1,n2+1)
m1(xk+m1n1+1 y
m1
n2+1
) = m1![
m1∏
r=1
(k + r)]xkn1+1 ∈M. (9.2.60)
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Thus
xkn1+1 ∈M. (9.2.61)
Assume some ηm2(xm1n1 y
k+m1−2m2
n2 ) ∈ M with 2m2 ≤ k + m1. Observe En+n2,n2 =
yn2∂xn2 by (9.2.5). So
Em2n+n2,n2[η
m2(xm1n1 y
k+m1−2m2
n2 )] = m2!x
m1
n1 y
k+m1
n2 ∈ M. (9.2.62)
Moreover, (9.2.11) gives that (En1,n+n2 + En2,n+n1)|B = ∂xn1∂yn2 + xn2∂yn1 and
(En1,n+n2 + En2,n+n1)
m1(xm1n1 y
k+m1
n2 ) = m1![
m1∏
r=1
(k + r)]ykn2 ∈M. (9.2.63)
Furthermore, (9.2.12) yields that (En1+1,n+n2 +En2,n+n1+1)|B = xn1+1∂yn2 +xn2∂yn1+1 and
(En1+1,n+n2 + En2,n+n1+1)
k(ykn2) = k!x
k
n1+1
∈M. (9.2.64)
Thus (9.2.61) holds again.
Consider ηm3(xm4n1+1y
m5
n2
) for some m3, m3, m4 ∈ N such that m4+m5+2m3 = k. Note
En1+1,n+n1+1 = xn1+1∂yn1+1 by (9.2.12). So
Em3n1+1,n+n1+1[η
m3(xm4n1+1y
m5
n2
)] = m3!x
m4+2m3
n1+1
ym5n2 ∈M. (9.2.65)
According to (9.2.12),
(En1+1,n+n2 + En2,n+n1+1)
m5(xm4+2m3n1+1 y
m5
n2
) = m5!x
k
n1+1
∈M. (9.2.66)
Therefore, we always have xkn1+1 ∈M .
Observe that M1〈k〉 ∋ xkn1+1 is an irreducible G1-module (cf. (9.2.34) and (9.2.35)) by
Subsection 9.2.2. So
M1〈k〉 ⊂M. (9.2.67)
For any r ∈ N, we have xrn1xk+rn1+1 ∈ M1〈k〉 ⊂ M . Take any s1 ∈ 0, r and r1 ∈ 0, k + r.
Using (9.2.53) and (9.2.54), we get
(En+n2,n1+1 + En+n1+1,n2)
r1(En1,n+n2+1 + En2+1,n+n1)
s(xrn1x
k+r
n1+1
)
= (−1)s[
r1∏
i1=0
(k + r − i1)][
s−1∏
i2=0
(r − i2)]xr−sn1 xk+r−r1n1+1 yr1n2ysn2+1 ∈M. (9.2.68)
Thus
xr1n1x
r2
n1+1
ys1n2y
s2
n2+1
∈ M whenever r2 − r1 + s1 − s2 = k. (9.2.69)
Applying U(G1)U(G2) to (9.2.69), we get
M1〈k1〉M
2
〈k2〉
⊂M whenever k1 + k2 = k. (9.2.70)
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Therefore, B〈k〉 =
∑
k1∈Z
M1〈k1〉M
2
〈k−k1〉
= M ; that is, B〈k〉 is an irreducible sp(2n,F)-
submodule.
Case 2. n2 = n1 + 1.
According to (6.5.54), the nonzero weight vectors in
Span{ηm2(xm1i ym3j ), xm1n1+1ym2n1+1, ηm1+m2(xm2n1 ym3−m1n1+1 ), ηm1+m2(ym2n1+2xm3−m1n1+1 )
| mr ∈ N; (i, j) = (n1, n1 + 1), (n1, n1 + 2), (n1 + 1, n1 + 2)}. (9.2.71)
are all the singular vectors of sl(n,F) in B. Fix k ∈ N. Then the sl(n,F)-singular vectors
in B〈−k〉 are those in (9.2.38). Set
G3 =
n∑
i,j=n1+1
F(Ei,j −En+j,n+i) +
n∑
i=n1+1
(FEi,n+i + FEn+i,i)
+
∑
n1+1≤i<j≤n
[F(Ei,n+j + En+j,i) + F(En+i,j + En+j,i)] (9.2.72)
and
M3 = F[xn1+1, ..., xn, yn1+1, ..., yn], M
3
〈ℓ〉 = M
3
⋂
B〈ℓ〉 for ℓ ∈ Z. (9.2.73)
According to the arguments in Case 1, (9.2.56) holds. Applying U(G3) to (9.2.56), we
have
xr1n1M
3
〈r2+s1+s2〉
⊂M (9.2.73)
by Subsection 9.2.2. In particular,
xr1n1x
r2
n1+1
M2〈s1+s2〉 ⊂M. (9.2.74)
Applying U(G1) to (9.2.74), we get (9.2.57). Thus B〈−k〉 is an irreducible sp(2n,F)-
submodule.
Let 0 < k ∈ N. Then the K -singular vectors in B〈k〉 are
{ηm2(xk+m1−2m2n1+1 ym1n1+2), ηm2(xm1n1 yk+m1−2m2n1+1 ), ηm5+m6(xm6n1 ym7−m5n1+1 ), ηm5+m6(ym6n1+2xm7−m5n1+1 ),
xm3n1+1y
m4
n1+1 | mi ∈ N; 2m2 ≤ k +m1;m3 +m4 = k = m5 +m6 +m7} (9.2.75)
by (9.2.71). Let M be a nonzero sp(2n,F)-submodule of B〈k〉. As an sl(n,F)-module,
M contains an sl(n,F)-singular vector. If xm3n1+1y
m4
n1+1
∈ M with m3 + m4 = k, then
En1+1,n+n1+1|B = xn1+1∂yn1+1 and
Em4n1+1,n+n1+1(x
m3
n1+1y
m4
n1+1) = m4!x
k
n1+1
∈M =⇒ xkn1+1 ∈M (9.2.76)
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by (9.2.12). Suppose some ηm5+m6(xm6n1 y
m7−m5
n1+1
) ∈M with m5 +m6 +m7 = k. According
to (9.2.5), En+n1+1,n1+1 = yn1+1∂xn1+1. So
Em5+m6n+n1+1,n1+1[η
m5+m6(xm6n1 y
m7−m5
n1+1
)] = (m5 +m6)!x
m6
n1
yk+m6n1+1 ∈M. (9.2.77)
Moreover, (9.2.4) yields that (En1,n+n1+1 + En1+1,n+n1)|B = ∂xn1∂yn1+1 + xn1+1∂yn1 and
(En1,n+n1+1 + En1+1,n+n1)
m6(xm6n1 y
k+m6
n1+1 ) = m6![
m6∏
r=1
(k + r)]ykn1+1 ∈ M. (9.2.78)
Assume some ηm5+m6(ym6n1+2x
m7−m5
n1+1
) ∈ M with m5 + m6 + m7 = k. By (9.2.12) and
(9.2.15),
Em5+m6n1+1,n+n1+1[η
m5+m6(ym6n1+2x
m7−m5
n1+1
)] = (m5 +m6)!y
m6
n1+2
xk+m6n1+1 ∈M. (9.2.79)
Observe
(En+n1+2,n1+1 + En+n1+1,n1+2)|B = ∂xn1+1∂yn1+2 + yn1+1∂xn1+2 (9.2.80)
by (9.2.5). Hence
(En+n1+2,n1+1 + En+n1+1,n1+2)
m6(ym6n1+2x
k+m6
n1+1
) = m6![
m6∏
r=1
(k + r)]xkn1+1 ∈M. (9.2.81)
Expressions (9.2.59)-(9.2.66), (9.2.76), (9.2.78) and (9.2.81) show that we always have
xkn1+1 ∈M . According to the arguments in Case 1, (7.2.69) holds. Then (9.2.74) holds for
r2 − r1 + s1 − s2 = k. Applying U(G1) to it, we get (9.2.70). There B〈k〉 is an irreducible
sp(2n,F)-module.
This completes the proof of the theorem when n1 < n2 < n.
9.2.4 Proof of the Theorem When n1 = n2 < n
In this subsection, we assume n1 = n2 < n.
Under the assumption,
η =
n1∑
i=1
yi∂xi +
n∑
s=n2+1
xs∂ys . (9.2.82)
First we consider the subcase 1 < n1 < n− 1. Lemma 6.6.1 says that the nonzero weight
vectors in
Span{xm1n1 ym2n1 ζm3+11 , xm1n1+1ym2n1+1ζm3+12 , ηm3(xm1n1 ym2n1+1) | mi ∈ N} (9.2.83)
are all the sl(n,F)-singular vectors in B, where
ζ1 = xn1−1yn1 − xn1yn1−1, ζ2 = xn1+1yn1+2 − xn1+2yn1+1. (9.2.84)
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Fix k ∈ N+ 1. Then the sl(n,F)-singular vectors in B〈−k〉 are
{xk+m1n1 ym1n1 ζm2+11 , xm1n1+1yk+m1n1+1 ζm2+12 , ηm3(xm4n1 ym5n1+1)
| mi ∈ N;m4 +m5 − 2m3 = k}. (9.2.85)
Let M be a nonzero sp(2n,F)-submodule of B〈−k〉. As a K -module, M contains an
sl(n,F)-singular vector. Suppose some xk+m1n1 y
m1
n1
ζm2+11 ∈ M . Note En1,n+n1|B = ∂xn1∂yn1
by (9.2.11), and so
En1,n+n1(x
k+m1
n1
ym1n1 ζ
m2
1 )
= (k +m1)m1x
k+m1−1
n1
ym1−1n1 ζ
m2
1 −m2(m2 − 1)xk+m1n1 ym1n1 xn1−1yn1−1ζm2−21
+(k +m1)m2x
k+m1−1
n1 y
m1
n1 xn1−1ζ
m2−1
1 −m1m2xk+m1n1 ym1−1n1 yn1−1ζm2−11 . (9.2.86)
Moreover,
(En1−1,n1 − En+n1,n+n1−1)|B = −(xn1∂xn1−1 + yn1∂yn1−1) (9.2.87)
by (9.2.1)-(9.2.3). Thus
(En1−1,n1 − En+n1,n+n1−1)2En1,n+n1(xk+m1n1 ym1n1 ζm21 )
= −2m2(m2 − 1)xk+m1+1n1 ym1+1n1 ζm2−21 ∈M. (9.2.88)
Hence
xk+m1+1n1 y
m1+1
n1
ζm2−21 ∈M if m2 > 1. (9.2.89)
Furthermore,
(En1−1,n1 −En+n1,n+n1−1)En1,n+n1(xk+m1n1 ym1n1 ζ1) = −kxk+m1n1 ym1n1 ∈M. (9.2.90)
So we always have xk+mn1 y
m
n1
∈M for some m ∈ N by induction on m2.
Observe
En1,n+n1(x
k+m
n1
ymn1) = ∂xn1∂yn1 (x
k+m
n1
ymn1) = m![
m∏
r=1
(k + r)]xkn1 (9.2.91)
by (9.2.11). Thus
xkn1 ∈M. (9.2.92)
Symmetrically, if some xm1n1+1y
k+m1
n1+1 ζ
m2+1
2 ∈M , we have ykn1+1 ∈M . But
(En+n1+1,n1 + En+n1,n1+1)|B = −xn1∂yn1+1 + yn1∂xn1+1 (9.2.93)
by (9.2.5), which gives
(En+n1+1,n1 + En+n1,n1+1)
k(ykn1+1) = (−1)kk!xkn1 ∈M. (9.2.94)
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Thus (9.2.92) holds again.
Assume that some ηm3(xm4n1 y
m5
n1+1) ∈ M with m4 +m5 − 2m3 = k. Note there exists
r1, r2 ∈ N such that r1 + r2 = m3 and 2r1 ≤ m4, 2r2 ≤ m5. Moreover, En1,n+n1|B =
∂xn1∂yn1 by (9.2.11) and En+n1+1,n1+1|B = ∂xn1+1∂yn1+1 by (9.2.5). Thus
Er1n1,n+n1E
r2
n+n1+1,n1+1
[ηm3(xm4n1 y
m5
n1+1
)]
= m3![
2r1−1∏
s1=0
(m4 − s1)][
2r2−1∏
s2=0
(m5 − s2)]xm4−2r1n1 ym5−2r2n1+1 ∈M. (9.2.95)
Furthermore, (9.2.11) gives (En+n1+1,n1 +En+n1,n1+1)|B = −xn1∂yn1+1 + yn1∂xn1+1 , and so
(En+n1+1,n1 + En+n1,n1+1)
m5−2r2(xm4−2r1n1 y
m5−2r2
n1+1 )
= (−1)m5−2r2(m5 − 2r2)!xkn1 ∈M. (9.2.96)
Thus we always have xkn1 ∈ M .
Now
(En1,n+n1+1 + En1+1,n+n1)|B = −yn1+1∂xn1 + xn1+1∂yn1 (9.2.97)
by (9.2.11). For any r ∈ N+ 1,
(−1)r∏r−1
s=0(k − r)
(En1,n+n1+1 + En1+1,n+n1)
r(xkn1) = x
k−r
n1
yrn1+1 ∈M. (9.2.98)
Set
G4 =
n1∑
i,j=1
F(Ei,j − En+j,n+i) +
n1∑
i=1
(FEi,n+i + FEn+i,i)
+
∑
1≤i<j≤n1
[F(Ei,n+j + En+j,i) + F(En+i,j + En+j,i)] (9.2.99)
and
M4 = F[x1, ..., xn1 , y1, ..., yn1], M
4
〈ℓ〉 = M
4
⋂
B〈ℓ〉 for ℓ ∈ Z. (9.2.100)
If k ≥ 2 and r ∈ 1, k − 1, then
M4〈−k+r〉M
3
〈−r〉 = U(G3)U(G4)(x
k−r
n1 y
r
n1+1) ⊂M (9.2.101)
(cf. (9.2.72) and (9.2.73)) because M4〈−k+r〉 is an irreducible G4-module and M
3
〈−r〉 is an
irreducible G3-module by Subsection 9.2.2. Moreover,
M4〈−k〉 = U(G4)(x
k
n1), M
3
〈−k〉 = U(G3)(y
k
n1+1) ⊂M. (9.2.102)
Furthermore,
M4〈−k〉M
3
〈0〉 = U(G3)U(G4)(x
k
n1
) ⊂M if n1 = n− 1 (9.2.103)
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and
M4〈0〉M
3
〈−k〉 = U(G3)U(G4)(y
k
n1+1) ⊂M if n1 = 1. (9.2.104)
Note
(Er,i − En+i,n+r)|B = yiyr − xixr for i ∈ 1, n1, r ∈ n1 + 1, n (9.2.105)
by (9.2.1)-(9.2.3). In particular, if k > 1 or n1 = 1, we have
(En1+1,n1 − En+n1,n+n1+1)(xkn1) = yn1xkn1yn1+1 − xk+1n1 xn1+1 ∈M. (9.2.106)
Since
yn1x
k
n1
yn1+1 ∈M4〈−k+1〉M3〈−1〉 ⊂M, (9.2.107)
we get
xk+1n1 xn1+1 ∈M. (9.2.108)
Suppose k = 1 and n1 > 1. By (9.2.102),
ζ1xn1 = (xn1−1yn1 − xn1yn1−1)xn1 ∈M. (9.2.109)
Observe
(En1+1,n+n1−1 + En1−1,n+n1+1)|B = xn1+1∂yn1−1 − yn1+1∂xn1−1 (9.2.110)
by (9.2.4). So
−(En1+1,n+n1−1 + En1−1,n+n1+1)(ζ1xn1) = x2n1xn1+1 − xn1yn1yn1+1 ∈M. (9.2.111)
On the other hand, (9.2.5) gives
(En+i,j + En+j,i)|B = −(xiyj + xjyi) for i, j ∈ 1, n1, (9.2.112)
which implies
−En+n1,n1(yn1+1) = xn1yn1yn1+1 ∈M. (9.2.113)
By (9.2.111), we have x2n1xn1+1 ∈M. So (9.2.108) always holds.
By Subsection 9.2.2,
M4〈−k−1〉M
3
〈1〉 = U(G3)U(G4)(x
k+1
n1 xn1+1) ⊂M. (9.2.114)
Suppose
M4〈−k−i〉M
3
〈i〉 ⊂M (9.2.115)
for 1 ≤ i ≤ m. Then
(En1+1,n1 − En+n1,n+n1+1)(xk+mn1 xmn1+1)
= yn1x
k+m
n1
xmn1+1yn1+1 − xk+m+1n1 xm+1n1+1 ∈M (9.2.116)
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by (9.2.105). If m > 1, we have
yn1x
k+m
n1 x
m
n1+1yn1+1 ∈M4〈−k−(m−1)〉M3〈m−1〉 ⊂M. (9.2.117)
Note
(Er,n+s + Es,n+r)|B = −(xrys + xsyr) for r, s ∈ n1 + 1, n (9.2.118)
by (9.2.4). If m = 1, we have
yn1x
k+1
n1
xn1+1yn1+1 = −En1+1,n+n1+1(yn1xk+1n1 ) ⊂ En1+1,n+n1+1(M1〈−k〉) ⊂M. (9.2.119)
Then (9.2.116), (9.2.117) and (9.2.119) give
xk+m+1n1 x
m+1
n1+1 ∈M. (9.2.120)
Furthermore,
M4〈−k−m−1〉M
3
〈m+1〉 = U(G3)U(G4)(x
k+m+1
n1
xn1+m+1) ⊂M. (9.2.121)
Thus (9.2.115) holds for any i ∈ N+ 1. Symmetrically, we have
M4〈i〉M
3
〈−k−i〉 ⊂M for i ∈ N+ 1. (9.2.122)
Suppose n1 < n− 1. Then xk+1n1 xn1+1ζ2 ∈M by (9.2.115). Moreover,
(k + 1)yn1x
k
n1yn1+1ζ2 = −(k + 1)En+n1,n1(xk−1n1 yn1+1ζ2) ∈M (9.2.123)
by (9.2.5) and (9.2.101). According to (9.2.1)-(9.2.3),
(En1,n1+1 −En+n1+1,n+n1)|B = ∂xn1∂xn1+1 − ∂yn1∂yn1+1 . (9.2.124)
Thus
(En1,n1+1 − En+n1+1,n+n1)[(xk+1n1 xn1+1 − (k + 1)yn1xkn1yn1+1)ζ2]
= 3(k + 1)xkn1ζ2 ∈ M (9.2.125)
by (9.2.84). Hence
M4〈−k〉M
3
〈0〉 = U(G3)U(G4)(x
k
n1) + U(G3)U(G4)(x
k
n1ζ2) ⊂ M (9.2.126)
by (9.2.92) and (9.2.125). Symmetrically,
M4〈0〉M
3
〈−k〉 ⊂M. (9.2.127)
By (9.2.101)-(9.2.104), (9.2.115), (9.2.121), (9.2.122), (9.2.126) and (9.2.127),
M4〈−k−r〉M
3
〈r〉 ⊂M for r ∈ Z. (9.2.128)
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Therefore,
B〈−k〉 =
⊕
r∈Z
M1〈−k−r〉M
2
〈r〉 ⊂M. (9.2.129)
We get M = B〈−k〉; that is, B〈−k〉 is an irreducible sp(2n,F)-module. We can similarly
prove that B〈k〉 is an irreducible sp(2n,F)-module.
Finally, we study B〈0〉. We first consider the generic case 1 < n1 < n− 1. Set
B〈0,1〉 = Span{[
∏
1≤r≤s≤n1 or n1+1≤r≤s≤n
(xrys + xsyr)
lr,s]
×[
n1∏
p=1
n∏
q=n1+1
(xpxq − ypyq)kp,q ] | lr,s, kp,q ∈ N} (9.2.130)
and
B〈0,2〉 =
∑
1≤r<s≤n1 or n1+1≤r<s≤n
B〈0,1〉(xrys − xsyr)
+
n1∑
p=1
n∑
q=n1+1
B〈0,1〉(xpxq + ypyq). (9.2.131)
We want to prove that B〈0,1〉 and B〈0,2〉 form sp(2n,F)-submodules.
Let
G ∗ =
∑
1≤r≤s≤n1
F(En+s,r + En+r,s) +
∑
n1+1≤p≤q≤n
F(Ep,n+q + Eq,n+p)
+
n1∑
r=1
n∑
p=n1+1
F(Ep,r − En+r,n+p) (9.2.132)
and
G˜ =
n1∑
i,j=1
F(Ei,j − En+j,n+i) +
n∑
r,s=n1+1
F(Er,s − En+s,n+r) +
∑
1≤r≤s≤n1
F(Er,n+s + Es,n+r)
+
∑
n1+1≤p≤q≤n
F(En+q,p + En+p,q) +
n1∑
r=1
n∑
p=n1+1
[F(Er,p −En+p,n+r)
+F(Er,n+p + Ep,n+r) + F(En+r,p + En+p,r)]. (9.2.133)
Then G ∗ and G˜ are Lie subalgebras of sp(2n,F) and sp(2n,F) = G ∗ ⊕ G˜ . By PBW
Theorem (Theorem 5.1.1), U(sp(2n,F)) = U(G ∗)U(G˜ ).
Expressions (9.2.105), (9.2.112) and (9.2.118) show
U(G ∗)|B = B〈0,1〉 as multiplication operators on B. (9.2.134)
Moreover,
(Er,s − En+s,n+r)|B = xr∂xs + yr∂ys + δr,s, (9.2.135)
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(En+r,s + En+s,r)|B = ∂xr∂ys + ∂xs∂yr , (9.2.136)
(En+r,i + En+i,r)|B = −xi∂yr + yi∂xr , (9.2.137)
(Ei,n+r + Er,n+i)|B = −yr∂xi + xr∂yi , (9.2.138)
(Ei,r − En+r,n+i)|B = ∂xi∂xr − ∂yi∂yr (9.2.139)
for i ∈ 1, n1 and r, s ∈ n1 + 1, n. According to (9.2.11), (9.2.14), (9.2.133) and (9.2.135)-
(9.2.139), U(G˜ )(1) = F. Thus
B〈0,1〉 = U(G
∗)(1) = U(sp(2n,F))(1) (9.2.140)
forms an sp(2n,F)-submodule.
Let
W =
∑
1≤r<s≤n1 or n1+1≤r<s≤n
F(xrys − xsyr) +
n1∑
p=1
n∑
q=n1+1
F(xpxq + ypyq). (9.2.141)
By (9.2.11), (9.2.14), (9.2.133) and (9.2.135)-(9.2.139), we can verify that W forms an
irreducible G˜ -submodule. Hence
B〈0,2〉 = U(G
∗)(W ) = U(sp(2n,F))(W ) (9.2.142)
forms an sp(2n,F)-submodule. Moreover,
B〈0,1〉
⋂
W = {0}. (9.2.143)
Next we want to prove that B〈0,1〉 and B〈0,2〉 are irreducible sp(2n,F)-submodules.
According to (9.2.83), the sl(n,F)-singular vectors in B〈0〉 are
{xm1n1 ym1n1 ζm2+11 , xm1n1+1ym1n1+1ζm2+12 , ηm3(xm4n1 ym5n1+1)
| mi ∈ N;m4 +m5 = 2m3}. (9.2.144)
Let M be a nonzero submodule of B〈0,1〉. Then M contains an sl(n,F)-singular vector.
Suppose some xm1n1 y
m1
n1 ζ
m2
1 ∈ M . By (9.2.86)-(9.2.89), we can assume m2 = 0, 1. If
m2 = 0, (9.2.91) yields 1 ∈M . Then M = B〈0,1〉 by (9.2.140). Suppose m2 = 1. We have
En1,n+n1|B = ∂xn1∂yn1 by (9.2.11), and
En1,n+n1[x
m1
n1
ym1n1 ζ1] = m1(m1 +m2)x
m1−1
n1
ym1−1n1 ζ1 (9.2.145)
by (9.2.86). By induction on m1, we have ζ1 ∈ M ⊂ B〈0,1〉, which contradicts (9.2.143).
Similarly, if some xm1n1+1y
m1
n1+1
ζm2+12 ∈M , we haveM = B〈0,1〉. Assume some ηm3(xm4n1 ym5n1+1)
in M with m4+m5 = 2m3. Note that m4 and m5 are both even or odd. If m4 = 2r1 and
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m5 = 2r2 are even, then (9.2.95) gives 1 ∈ M , or equivalently M = B〈0,1〉. Suppose that
m4 = 2r1 + 1 and m5 = 2r2 + 1 are odd. As (9.2.95), we find
η(xn1yn1+1) = xn1xn1+1 + yn1yn1+1 ∈M ⊂ B〈0,1〉 (9.2.146)
by (9.2.82), which contradicts (9.2.143) again. Thus we always have M = B〈0,1〉; that is,
B〈0,1〉 is irreducible. Similarly, we can prove that B〈0,2〉 is irreducible.
If n1 = 1 and n = 2, we let
B〈0,1〉 = Span{[
n∏
i=1
(xiyi)
mi ](x1x2 − y1y2)m3 ] | mi ∈ N} (9.2.147)
and B〈0,2〉 = B〈0,1〉(x1x2 + y1y2). When n1 = 1 and n > 2, we set
B〈0,1〉 = Span{[(x1y1)l
∏
2≤r≤s≤n
(xrys + xsyr)
lr,s ]
[
n∏
q=2
(x1xq − y1yq)kq ] | l, lr,s, kq ∈ N} (9.2.148)
and
B〈0,2〉 =
∑
2≤r<s≤n
B〈0,1〉(xrys − xsyr) +
n∑
q=2
B〈0,1〉(x1xq + y1yq). (9.2.149)
In the case 1 < n1 = n− 1, we put
B〈0,1〉 = Span{(xnyn)l[
∏
1≤r≤s≤n−1
(xrys + xsyr)
lr,s ]
×[
n−1∏
p=1
(xpxn − ypyn)kp] | l, lr,s, kp ∈ N} (9.2.150)
and
B〈0,2〉 =
∑
1≤r<s≤n1
B〈0,1〉(xrys − xsyr) +
n1∑
p=1
B〈0,1〉(xpxn + ypyn). (9.2.151)
By the arguments similar to part of those in the above proof of the irreducibility of B〈0,1〉
when 1 < n1 < n− 1, we can show that B〈0,1〉 and B〈0,2〉 are irreducible.
Recall the symmetric bilinear form (·|·) in (6.4.46). Now 1 is a non-isotropic element
in B〈0,1〉 and xn1xn1+1 + yn1yn1+1 a non-isotropic element in B〈0,2〉. By Lemma 6.3.2,
B〈0,r〉
⋂
(B〈0,r〉)⊥ is a proper sp(2n,F)-submodule of B〈0,r〉, the irreducibility of B〈0,r〉
implies B〈0,r〉
⋂
(B〈0,r〉)
⊥ = {0}; that is, the bilinear form (·|·) is nondegenerate on B〈0,1〉
and B〈0,2〉.
Since (1|B〈0,2〉) = {0}, B〈0,1〉 is orthogonal to B〈0,2〉. Thus the symmetric bilinear form
(·|·) on B〈0,1〉 + B〈0,2〉 is nondegenerate. Recall that Bk is the subspace of homogeneous
polynomials in B with degree k and B =
⊕∞
k=0 Bk. According to (6.4.46),
(Bk1 |Bk2) = {0} if k1 6= k2. (9.2.152)
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Moreover,
B〈0〉 =
∞⊕
k=0
Bk
⋂
B〈0〉, (9.2.153)
B〈0,r〉 =
∞⊕
k=0
Bk
⋂
B〈0,r〉. (9.2.154)
The above three expressions show
B〈0〉 = (B〈0,1〉 +B〈0,2〉)⊕ (B〈0,1〉 +B〈0,2〉)⊥
⋂
B〈0〉. (9.2.155)
If (B〈0,1〉 +B〈0,2〉)
⊥
⋂
B〈0〉 6= {0}, then it contains an sl(n,F)-singular vector. Our above
arguments in proving the irreducibility of B〈0,1〉 show that it contains either B〈0,1〉 or
B〈0,2〉, which is absurd. Therefore, B〈0〉 = B〈0,1〉 ⊕B〈0,2〉 is an orthogonal decomposition
of irreducible sp(2n,F)-submodules.
This completes the proof of the theorem when n1 = n2 < n. Therefore, the theorem
holds by Subsections 9.2.2-9.2.4.
9.3 Projective Oscillator Representations
Let us go back to Section 6.8 and assume n = 2m + 1 > 1 is an odd integer. In this
section, we study the restrictions of the projective representations on sp(2m+ 2,F).
Set
Ai,j = Ei,j−Em+1+j,m+1+i, Bsi,j = Ei,m+1+j+Ej,m+1+i, Csi,j = Em+1+i,j+Em+1+j,i (9.3.1)
for i, j ∈ 1, m+ 1. Then the symplectic Lie algebra
sp(2m+ 2,F) =
m+1∑
i,j=1
FAi,j +
∑
1≤p≤q≤m+1
(FBsp,q + FC
s
q,p). (9.3.2)
For convenience, we rednote
x0 = xm+1, yi = xm+1+i for i ∈ 1, m. (9.3.3)
In particular,
D =
m∑
i=0
xi∂xi +
m∑
r=1
yr∂yr . (9.3.4)
According to (6.7.80) and (6.7.81), we have the representation πκ of sp(2m+ 2,F):
πκ(Ai,j) = xi∂xj − yj∂yi, πκ(Bsi,j) = xi∂yj + xj∂yi , πκ(Csi,j) = yi∂xj + yj∂xi, (9.3.5)
πκ(Ai,m+1) = xi∂x0 + ∂yi , πκ(C
s
m+1,i) = yi∂x0 − ∂xi , πκ(Csm+1,m+1) = −2∂x0 , (9.3.6)
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πκ(Am+1,i) = x0∂xi − yi(D + κ), πκ(Bsi,m+1) = x0∂yi + xi(D + κ), (9.3.7)
πκ(B
s
m+1,m+1) = 2x0(D + κ), πκ(Am+1,m+1) = D + x0∂x0 + κ (9.3.8)
for i, j ∈ 1, m.
Denote
K =
m∑
i,j=1
FAi,j +
∑
1≤p≤q≤m
(FBsp,q + FC
s
q,p), (9.3.9)
which is a Lie subalgebra of sp(2m+ 2,F) isomorphic to sp(2m,F). Again we take
B = F[x1, ..., xm, y1, ..., ym], B
′ = F[x0, x1, ..., xm, y1, ..., ym]. (9.3.10)
Let Bk be the subspace of homogeneous polynomials in B with degree k and let B′k be
the subspace of homogeneous polynomials in B′ with degree k. Set
B′(ℓ) =
ℓ∑
i=0
B′i for ℓ ∈ N. (9.3.11)
Take the Cartan subalgebra H =
∑m+1
i=1 FAi,i of sp(2m+2,F). Define {ε1, ..., εm+1} ⊂ H∗
by:
εj(Ai,i) = δi,j for i, j ∈ 1, m+ 1. (9.3.12)
First we have:
Theorem 9.3.1. If κ 6∈ −N, the representation πκ of sp(2m+2,F) on B′ is a highest-
weight irreducible representation with highest-weight −κλ1. When −κ = ℓ ∈ N, B′(ℓ) is a
finite-dimensional irreducible sp(2m+2,F)-module with highest weight ℓλn and B′/B′(ℓ) is
an irreducible highest weight sp(2m+2,F)-module with highest weight −(ℓ+2)λ1+(ℓ+1)λ2,
where λi is the ith fundamental weight of sp(2m+ 2,F).
Proof. Observe that
B′k =
k∑
s=0
xs0Bk−s for k ∈ N. (9.3.13)
Let M be a nonzero sp(2m + 2,F)-submodule of B′. Take any 0 6= f ∈ M . Repeatedly
applying (9.3.6) to f , we obtain 1 ∈M . Note
(Bsm+1,m+1)
k(1) = 2k[
k−1∏
r=0
(r + κ)]xk0 ∈M (9.3.14)
by (9.3.8) and
(A1,m+1)
r(xk0) = [
r−1∏
i=0
(k − i)xk−r0 xr1 for r ∈ 1, k (9.3.15)
by the first equation in (9.3.5). Suppose c 6∈ −N. Then (9.3.14) yields
xk0 ∈M for k ∈ N. (9.3.16)
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Moreover, (9.3.15) with k = r + p gives
xr0x
p
1 ∈ V for r, p ∈ N. (9.3.17)
Furthermore,
U(K)(xr0xp1) = xr0Bp ⊂M (9.3.18)
by Lemma 9.1.1. Thus
B′ =
∞∑
r,p=0
xr0Bp ⊂M ; (9.3.19)
that is, M = B′. So B′ is an irreducible sp(2m+2,F)-module and 1 is its highest-weight
vector with weight −cλ1 with respect to the following simple positive roots
{εn+1 − εn, εn − εn−1, ..., ε2 − ε1, 2ε1}. (9.3.20)
Next we assume c = −ℓ with ℓ ∈ N. Since
Bsm+1,m+1|B′ℓ = 0, Am+1,i|B′ℓ = x0∂xi, Bm+1,i|B′ℓ = x0∂yi (9.3.21)
by (9.3.7) and (9.3.8), B′(ℓ) is a finite-dimensional sp(2m + 2,F)-module. Let M be a
nonzero sp(2m+ 2,F)-submodule of B′(ℓ). By (9.3.14),
xk0 ∈M for k ∈ 0, ℓ. (9.3.22)
Moreover, (9.3.15) with k = r + s gives
xr0x
s
1 ∈M for r, s ∈ 0, ℓ such that r + s ≤ ℓ. (9.3.23)
Thus
B′(ℓ) =
ℓ∑
r=0
ℓ−r∑
s=0
xr0Bs ⊂ M (9.3.24)
by Lemma 3.1; that is, M = B′(ℓ). So B
′
(ℓ) is an irreducible sp(2n+2,F)-module and 1 is
again its highest-weight vector.
Consider the quotient sp(2n+2,F)-module B′/B′(ℓ). LetW ⊃ B′(ℓ) be an sp(2n+2,F)-
submodule of B′ such thatW 6= B′(ℓ). Take any f ∈ W \B′(ℓ). Repeatedly applying (9.3.6)
to f if necessary, we can assume f ∈ Bℓ+1. Since Bℓ+1 is an irreducible K -module by
Theorem 9.1.1, we have
Bℓ+1 ⊂W. (9.3.25)
In particular, xℓ+11 ∈ W . According to (9.3.7),
(Bs1,m+1)
r(xℓ+11 ) = r!x
ℓ+1+r
1 ∈ W for 0 < r ∈ Z. (9.3.26)
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Since Bℓ+1+r ∋ xℓ+1+r1 is an irreducible K -module by Theorem 9.1.1, we have
Bℓ+1+r ⊂ W. (9.3.27)
Suppose that
xr0Bp ⊂W for r ∈ 0, k and p ∈ N such that r + p ≥ ℓ+ 1. (9.3.28)
Fix such r and p. Observe xr0x
p−1
1 y1 ∈ xr0Bp ⊂ W . Using the second equation in (9.3.7),
we get
Bs1,m+1(x
r
0x
p−1
1 y1) = (r + p− ℓ)xr0xp1y1 + xr+10 xp−11 ∈ W. (9.3.29)
By the assumption (9.3.28), (r + p− ℓ)xr0xp1y1 ∈ xr0Bp+1 ⊂W . So
xr+10 x
p−1
1 ∈ W
⋂
xr+10 Bp−1. (9.3.30)
Since xr+10 Bp−1 is an irreducible K -module by Theorem 9.1.1, we get
xr+10 Bp−1 ⊂W. (9.3.31)
By induction on r, we prove
xr0Bp ⊂W for r, p ∈ N such that r + p ≥ ℓ+ 1. (9.3.32)
According to (9.3.13),
∞∑
k=ℓ+1
B′k ⊂W. (9.3.33)
Since W ⊃ B′(ℓ), we have W = B′. So B′/B′(ℓ) is an irreducible sp(2m + 2,F)-module.
Moreover, xℓ+1n is a highest weight vector of weight −(ℓ+2)λ1+ (ℓ+1)λ2 with respect to
(9.3.20). ✷
For ~a = (a1, ..., am)
t, ~b = (b1, b2, ..., bm)
t ∈ Fm, we put
~a · ~x =
m∑
i=1
aixi, ~b · ~y =
m∑
i=1
biyi. (9.3.34)
Set
B′
~a,~b
= {fe~a·~x+~b·~y | f ∈ B′}. (9.3.35)
Denote by πκ,~a,~b the representation πκ of sp(2m+m,F) on B
′
~a,~b
. Our second result in this
section is:
Theorem 9.3.2. The representation πκ,~a,~b with (~a,
~b) 6= (~0,~0) is an irreducible repre-
sentation of sp(2m+ 2,F) for any κ ∈ F.
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Proof. By symmetry, we may assume a1 6= 0. Set
B′
~a,~b,k
= B′ke
~a·~x+~b·~y for k ∈ N. (9.3.36)
Let M be a nonzero sp(2m + 2,F)-submodule of B′
~a,~b
. Take any 0 6= fe~a·~x ∈ M with
f ∈ B′. By the assumption a0 = 0 and (9.3.6),
Csm+1,m+1(fe
~a·~x) = −2∂x0(f)e~a·~x ∈M, (9.3.37)
(Ai,m+1 − bi)(fe~a·~x) = [∂yi(f) + xi∂x0(f)]e~a·~x ∈M, (9.3.38)
(Csm+1,i + ai)(fe
~a·~x) = [−∂xi(f) + yi∂x0(f)]e~a·~x ∈M (9.3.39)
for i ∈ 1, m. Repeatedly applying (9.3.37)-(9.3.39), we obtain e~a·~x ∈ M . Equivalently,
B′
~a,~b,0
⊂ M .
Suppose B′
~a,~b,ℓ
⊂M for some ℓ ∈ N. For any ge~a·~x ∈ B′
~a,~b,ℓ
,
Ai,1(ge
~a·~x) = [a1xi − biy1 + xi∂x1 − y1∂xi ](g)e~a·~x ∈M (9.3.40)
and
Csi,1(ge
~a·~x) = [a1yi + aiy1 + yi∂x1 + y1∂xi](g)e
~a·~x ∈ M (9.3.41)
by (9.3.5), where i ∈ 1, m. Since
(xi∂x1 − y1∂xi)(g)e~a·~x, (yi∂x1 + y1∂xi)(g)e~a·~x ∈ B′~a,~b,ℓ ⊂M, (9.3.42)
we have
(a1xi − biy1)ge~a·~x, (a1yi + aiy1)ge~a·~x ∈M (9.3.43)
for i ∈ 1, m. The above second equation with i = 1 gives
2a1y1ge
~a·~x ∈M ⇒ y1ge~a·~x ∈M. (9.3.44)
Thus (9.3.43) yields
xige
~a·~x, yige
~a·~x ∈M for i ∈ 1, m. (9.3.45)
According to the first equation in (9.3.7),
Am+1,1(ge
~a·~x)
= [a1x0 −
m∑
i=1
(aixi + biyi)y1 + x0∂x1 − y1(D + κ)](g)e~a·~x ∈M. (9.3.46)
Replacing ge~a·~x ∈ B′
~a,~b,ℓ
by ge~a·~x ∈∑mi=1(xiB′~a,~b,ℓ+yiB′~a,~b,ℓ) in (9.3.40)-(9.3.45), we obtain
xiy1ge
~a·~x, yiy1ge
~a·~x ∈M for i ∈ 1, m. (9.3.47)
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Since D(g) = ℓg and x0∂x1(g)e
~a·~x ∈ B′
~a,~b,ℓ
⊂M , we have
[−
m∑
i=1
(aixi + biyi)y1 + x0∂x1 − y1(D + κ)](g)e~a·~x ∈M. (9.3.48)
Hence (9.3.46) yields x0ge
~a·~x ∈ M . Therefore, B′
~a,~b,ℓ+1
⊂ M . By induction, B′
~a,~b,ℓ
⊂ M
for any ℓ ∈ N. So B′
~a,~b
= M . Hence B′
~a,~b
is an irreducible sp(2m+ 2,F)-module. ✷
Fix m1, m2 ∈ 1, m with m1 ≤ m2. Set
D˜′ = x0∂x0 +
m∑
r=m1+1
xr∂xr −
m1∑
i=1
xi∂xi +
m2∑
i=1
yi∂yi −
m∑
r=m2+1
yr∂yr (9.3.49)
and
κ˜ = κ+m2 −m1 −m. (9.3.50)
Swapping operators ∂xr 7→ −xr, xr 7→ ∂xr for r ∈ 1, m1 and ∂yp 7→ −yp, yp 7→ ∂yp for s ∈
n2 + 1, n in the oscillator representation (9.3.5)-(9.3.8), we get the following representation
πm1,m2κ of the Lie algebra sp(2m+ 2,F) determined by
πm1,m2κ (Ai,j) = E
x
i,j −Eyj,i (9.3.51)
with
Exi,j =

−xj∂xi − δi,j if i, j ∈ 1, m1;
∂xi∂xj if i ∈ 1, m1, j ∈ m1 + 1, m;
−xixj if i ∈ m1 + 1, m, j ∈ 1, m1;
xi∂xj if i, j ∈ m1 + 1, m
(9.3.52)
and
Eyi,j =

yi∂yj if i, j ∈ 1, m2;
−yiyj if i ∈ 1, m2, j ∈ m2 + 1, m;
∂yi∂yj if i ∈ m2 + 1, m, j ∈ 1, m2;
−yj∂yi − δi,j if i, j ∈ m2 + 1, m;
(9.3.53)
πm1,m2κ (Ei,m+1+j) =

∂xi∂yj if i ∈ 1, m1, j ∈ 1, m2;
−yj∂xi if i ∈ 1, m1, j ∈ m2 + 1, m;
xi∂yj if i ∈ m1 + 1, m, j ∈ 1, m2;
−xiyj if i ∈ m1 + 1, m, j ∈ m2 + 1, m;
(9.3.54)
πm1,m2κ (Em+1+i,j) =

−xjyi if j ∈ 1, m1, i ∈ 1, m2;
−xj∂yi if j ∈ 1, m1, i ∈ m2 + 1, m;
yi∂xj if j ∈ m1 + 1, m, i ∈ 1, m2;
∂xj∂yi if j ∈ m1 + 1, m, i ∈ m2 + 1, m;
(9.3.55)
πm1,m2κ (C
s
m+1,m+1) = −2∂x0 , πm1,m2κ (Bsm+1,m+1) = 2x0(D˜ + κ˜); (9.3.56)
πm1,m2κ (Ai,m+1) =

∂x0∂xi + ∂yi if i ∈ 1, m1;
xi∂x0 + ∂yi if i ∈ m1 + 1, m2;
xi∂x0 − yi if i ∈ m2 + 1, m,
(9.3.57)
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πm1,m2κ (C
s
m+1,i) =

yi∂x0 + xi if i ∈ 1, m1;
yi∂x0 − ∂xi if i ∈ m1 + 1, m2,
∂x0∂yi − ∂xi if i ∈ m2 + 1, m;
(9.3.58)
πm1,m2κ (Am+1,i) =

−x0xi − yi(D˜′ + κ˜) if i ∈ 1, m1;
x0∂xi − yi(D˜′ + κ˜) if i ∈ m1 + 1, m2;
x0∂xi − (D˜′ + c˜− 1)∂yi if i ∈ m2 + 1, m;
(9.3.59)
πm1,m2κ (B
s
i,m+1) =

x0∂yi + (D˜
′ + c˜− 1)∂xi if i ∈ 1, m1;
x0∂yi + xi(D˜
′ + κ˜) if i ∈ m1 + 1, m2;
−x0yi + xi(D˜′ + κ˜) if i ∈ m2 + 1, m;
(9.3.60)
πm1,m2κ (Am+1,m+1) = D˜
′ + x0∂x0 + κ˜ (9.3.61)
for i, j ∈ 1, m.
For k ∈ Z, we write
B〈k〉 = Span{xαyβ | α, β ∈ Nm;
m∑
r=m1+1
αr −
m1∑
i=1
αi +
m2∑
i=1
βi −
n∑
r=m2+1
βr = k} (9.3.62)
and
B′〈k〉 =
∞∑
i=0
B〈k−i〉x
i
0. (9.3.63)
Then
B′〈k〉 = {u ∈ B | D˜′(u) = ku}. (9.3.64)
Recall the Lie subalgebra K in (9.3.9). Suppose m > 1. Theorem 9.2.1 says that if
m1 < m2 or k 6= 0, the subspace B〈k〉 is an irreducible K -module; when m1 = m2, the
subspace B〈0〉 is a direct sum of two irreducible K -submodules.
Assume m = m1 = m2 = 1, B = F[x1, y1] and
πm1,m2κ (K ) = F(x1∂x1 + y1∂y1 + 1) + Fx1y1 + F∂x1∂y1 . (9.3.65)
So all B〈k〉 with k ∈ Z are irreducible K -submodules. The following is the third result
in this section.
Theorem 9.3.3. The representation πm1,m2κ of sp(2m + 2,F) on B
′ is irreducible if
κ 6∈ Z.
Proof. Let M be any nonzero sp(2m + 2,F)-submodule of B′. Repeatedly applying
the first equation in (9.3.56) to M , we get
M
⋂
B 6= {0}. (9.3.66)
According to (9.3.61),
B〈k〉 = {f ∈ B | Am+1,m+1(f) = (k + κ˜)f}. (9.3.67)
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Hence
M =
⊕
k∈Z
M
⋂
B〈k〉. (9.3.68)
If M
⋂
B〈0〉 6= {0}, then (9.3.58) gives
Csm+1,1(M
⋂
B〈0〉) = x1(M
⋂
B〈0〉) ⊂ M
⋂
B〈−1〉. (9.3.69)
Thus we always haveM
⋂
B〈k〉 6= {0} for some 0 6= k ∈ Z. Note that B〈k〉 is an irreducible
K -module. So
B〈k〉 ⊂M. (9.3.70)
Next (9.3.57) yields
B〈k−r〉 = (∂y1)
r(B〈k〉) = A
r
1,m+1(B〈k〉) ⊂M for r ∈ N. (9.3.71)
On the other hand, if B〈ℓ〉 ⊂ M , then the assumption κ 6∈ Z and the second equation in
(9.3.56) give
xr0B〈ℓ〉 = (C
s
m+1,m+1)
r(B〈ℓ〉) ⊂M for r ∈ N. (9.3.72)
Suppose that for some p ∈ Z,
xr0B〈p〉, x
r
0B〈p−1〉 ⊂M for r ∈ N. (9.3.73)
For any ℓ ∈ N,
xℓ0B〈p+1〉 = (D˜
′ + c˜− 1)∂x1(xℓ0B〈p〉) = [Bs1,m+1 − x0∂y1 ](xℓ0B〈p〉) (9.3.74)
by (9.3.60). Note
x0∂y1(x
ℓ
0B〈p〉) = x
ℓ+1
0 B〈p−1〉 ⊂M. (9.3.75)
Thus (9.3.74) leads to
xℓ0B〈p+1〉 ⊂M. (9.3.76)
By (9.3.71)-(9.3.76) and induction on p, we prove
xr0B〈k〉 ⊂M for x0 ∈ N, k ∈ Z. (9.3.77)
So M = B′. Therefore, B′ is an irreducible sp(2m+ 2,F)-module. ✷
Remark 9.3.4. The above irreducible representation depends on the three parameters
κ ∈ F and m1, m2 ∈ 1, n. It is not highest-weight type because of the mixture of mul-
tiplication operators and differential operators in (9.3.54), (9.3.55) and (9.3.57)-(9.3.60).
Since B is not completely reducible as a module of the Lie subalgebra
∑m
i,j=1 FAi,j by
Sections 6.4-6.6 when m ≥ 2 and m1 < m, B′ is not a unitary sp(2m + 2,F)-module.
The constraints on the degrees of the monomials with a fixed weight via the operators
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πm1,m2κ (Ai,i) in (3.51)-(3.53) with i ∈ 1, m and πm1,m2κ (Am+1,m+1) in (3.61) show that the
weight subspaces are finite-dimensional. Thus B′ is a weight sp(2m+ 2,F)-module with
finite-dimensional weight subspaces.
Next we assume that
bj0 6= 0 for some j0 ∈ 1, m1 (9.3.78)
and
ai0 6= 0 for some i0 ∈ m2 + 1, m if m2 < m. (9.3.79)
Under the assumption, we have the following fourth result in this section:
Theorem 9.3.5. The representation πm1,m2κ of sp(2m + 2,F) on B
′
~a,~b
is irreducible
for any κ ∈ F.
Proof. Let M be a nonzero sp(2m+2,F)-submodule of B′
~a,~b
. Take any 0 6= fe~a·~x ∈M
with f ∈ B′. Repeatedly applying the first equation in (9.3.56) to fe~a·~x if necessary, we
may assume f ∈ B = F[x1, ..., xm, y1, ..., ym]. Then (9.3.58) yields
(Csm+1,i + ai)(fe
~a·~x) = −∂xi(f)e~a·~x ∈M for i ∈ m1 + 1, m. (9.3.80)
Moreover, (9.3.57) yields
(Ai,m+1 − bj)(fe~a·~x) = ∂yj (f)e~a·~x ∈M for j ∈ 1, m2. (9.3.81)
Repeatedly applying (9.3.80) and (9.3.81) if necessary, we can assume
f ∈ F[x1, ..., xm1 , ym2+1, ..., ym]. (9.3.82)
According to (9.3.54),
(Bsi,j0 − aj0bi − aibj0)(fe~a·~x) = (bj0∂xi + bi∂xj0 )(f)e~a·~x ∈M (9.3.83)
for i ∈ 1, m1. Taking i = j0 in (9.3.83), we get ∂xj0 (f)e~a·~x ∈M . Substituting it to (9.3.83)
for general i, we obtain
∂xi(f)e
~a·~x ∈M for i ∈ 1, m1. (9.3.84)
Moreover, (9.3.55) yields
(Csj,i0 − ajbi0 − ai0bj)(fe~a·~x) = (ai0∂yj + aj∂yi0 )(f)e~a·~x ∈M (9.3.85)
for j ∈ m2 + 1, m. Letting j = i0 in (9.3.85), we find ∂yi0 (f)e~a·~x ∈ M . Substituting it to
(9.3.85) for general j, we get
∂yj (f)e
~a·~x ∈M for j ∈ m2 + 1, m. (9.3.86)
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Repeatedly applying (9.3.84) and (9.3.86) if necessary, we obtain e~a·~x ∈M . Equivalently,
B′~a,~a,0 ⊂M (cf. (9.3.36)).
Suppose that for some ℓ ∈ N, B′~a,~a,k ⊂M whenever ℓ ≥ k ∈ N. For any ge~a·~x ∈ B′~a,~b,ℓ,
(9.3.58) implies
(Csm+1,i − yi∂x0)(ge~a·~x) = xige~a·~x ∈M for i ∈ 1, m1 (9.3.87)
and (9.3.57) leads to
(−Ai,m+1 + xi∂x0)(ge~a·~x) = yjge~a·~x ∈M for j ∈ m2 + 1, m. (9.3.88)
Moreover, (9.3.54) gives
Bsi,m+1+j0(ge
~a·~x) = [bj0xi + xi∂yj0 + (∂xj0 + aj0)(∂yi + bi)](g)e
~a·~x ∈M (9.3.89)
if i ∈ m1 + 1, m2, and
Bsi,j0(ge
~a·~x) = [bj0xi − aj0yi + xi∂yj0 − yi∂xj0 ](g)e~a·~x ∈M (9.3.90)
if i ∈ m2 + 1, m. Note that the inductional assumption imply
[xi∂yj0 + (∂xj0 + aj0)(∂yi + bi)](g)e
~a·~x ∈M (9.3.91)
if i ∈ m1 + 1, m2, and
[−aj0yi + xi∂yj0 − yi∂xj0 ](g)e~a·~x ∈M (9.3.92)
by (9.3.90) if i ∈ m2 + 1, m. Thus
xige
~a·~x ∈M for i ∈ m1 + 1, m. (9.3.93)
On the other hand, (9.3.55) yields
Csj,i0(ge
~a·~x) = (ai0yj − bi0xj + yj∂xi0 − xj∂yi0 )(g)e~a·~x ∈M (9.3.94)
if j ∈ 1, m1, and
Csj,i0(ge
~a·~x) = [ai0yj + yj∂xi0 + (∂xj + aj)(∂yi0 + bi0)](g)e
~a·~x ∈M (9.3.95)
if j ∈ m1 + 1, m2. Observe that the inductional assumption imply
(−bi0xj + yj∂xi0 − xj∂yi0 )(g)e~a·~x ∈M (9.3.96)
by (9.3.87) if j ∈ 1, m1, and
[yj∂xi0 + (∂xj + aj)(∂yi0 + bi0)](g)e
~a·~x ∈M (9.3.97)
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if j ∈ m1 + 1, m2. Hence
yjge
~a·~x ∈M for j ∈ 1, m2. (9.3.98)
Moreover, (9.3.60) yields
Bsj0,m+1(ge
~a·~x)
= [bj0x0 + x0∂yj0 + (D˜
′ −
m1∑
i=1
aixi +
m∑
j=m1+1
ajxj +
m2∑
r=1
bryr
−
m∑
s=m2+1
bsys + κ˜+ 1)(aj0 + ∂xj0 )](g)e
~a·~x ∈M. (9.3.99)
Note that
x0∂yj0 (g)e
~a·~x ∈ B′
~a,~b,ℓ
⊂M ; (D˜ + κ˜+ 1)(∂xj0 (g))e~a·~x ∈ B′~a,ℓ−1 ⊂M. (9.3.100)
Now (9.3.87), (9.3.88), (9.3.93) and (9.3.98)-(9.3.100) imply x0ge
~a·~x ∈ M . Therefore,
B′
~a,~b,ℓ+1
⊂ M . By induction, B′
~a,~b,ℓ
⊂ M for any ℓ ∈ N. So B′
~a,~b
= M . Hence B′
~a,~b
is an
irreducible sp(2m+ 2,F)-module. ✷
Chapter 10
Representations of G2 and F4
In this chapter, we determine the structure of the canonical bosonic and fermionic oscil-
lator representations of the simple Lie algebra of type G2 over its 7-dimensional module.
Moreover, we use partial differential equations to find the explicit irreducible decomposi-
tion of the space of polynomial functions on 26-dimensional basic irreducible module of
the simple Lie algebra of type F4 (cf. [X18]).
10.1 Representations of G2
In this section, we study the structure of the canonical bosonic and fermionic oscillator
representations of the simple Lie algebra of type G2 over its 7-dimensional module.
Denote by Z3 = Z/3Z and identify i + 3Z with i for i ∈ {1, 2, 3}. Recall the simple
Lie algebra
G G2 = Fh1 + Fh2 +
∑
i,j∈Z3, i 6=j
F(Ei,j −Ej′,i′) +
∑
r∈Z3
(FCr + FC
′
r) (10.1.1)
constructed in (4.4.1)-(4.4.10). LetQ be the space of rational function in x0, x1, x2, x3, x1′ ,
x2′ , x3′ . The corresponding oscillator representation is given by
h1|Q = x1∂x1 − x2∂x2 − x1′∂x1′ + x2′∂x2′ , (10.1.2)
h2|Q = −2x1∂x1 + x2∂x2 + x3∂x3 + 2x1′∂x1′ − x2′∂x2′ − x3′∂x3′ , (10.1.3)
(Ei,j − Ej′,i′)|Q = xi∂xj − xj′∂xi′ for i, j ∈ Z3, i 6= j, (10.1.4)
Cr|Q = xr∂x(r+2)′ − xr+2∂xr′ +
√
2(x0∂xr+1 − x(r+1)′∂x0), (10.1.5)
C ′r|Q = xr′∂xr+2 − x(r+2)′∂xr +
√
2(x0∂x(r+1)′ − xr+1∂x0) (10.1.6)
for r ∈ Z3. Moreover, the vectors
C1, C
′
2, C3, E1,2 −E2′,1′ , E3,1 −E1′,3′, E3,2 −E2′,3′ (10.1.7)
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are positive root vectors.
Define
η = x20 + 2x1x1′ + 2x2x2′ + 2x3x3′ . (10.1.8)
It can be verified that
ξ(η) = 0 for ξ ∈ G G2 . (10.1.9)
Lemma 10.1.1. Any singular function in Q with respect to G G2 must be a rational
function in x3 and η.
Proof. Let f be a G G2-singular function in Q. By Lemma 6.2.3 and
(E3,1 − E1′,3′)(f) = 0, (E1,2 − E2′,1′)(f) = 0, (10.1.10)
we have
f = ϕ(x0, x3, x2′ , η) (10.1.11)
as a rational function in x0, x3, x2′ , η.
Note
C1(f) = [x1∂x3′ − x3∂x1′ +
√
2(x0∂x2 − x2′∂x0)](f) = −
√
2x2′∂x0(ϕ) = 0. (10.1.12)
So ϕ is independent of x0. Moreover,
C3(f) = [x3∂x2′ − x2∂x3′ +
√
2(x0∂x1 − x1′∂x0)] = x3∂x2′ (ϕ) = 0. (10.1.13)
Thus ϕ is independent of x2′ . Equivalently, f is a function in x3 and η. ✷
Recall that
∆′ = ∂2x0 + 2∂x1∂x1′ + 2∂x2∂x2′ + 2∂x3∂x3′ (10.1.14)
is an o(7,F)-invariant differential operator (cf. (8.1.11)) and G G2 ⊂ o(7,F). So
ξD ′ = D ′ξ for ξ ∈ G G2 . (10.1.15)
Let B′ = F[x0, x1, x2, x3, x1′ , x2′ , x3′ ] ⊂ Q be the polynomial algebra in x0, x1, x2, x3, x1′ ,
x2′ , x3′ . The above lemma implies that any G G2-singular vector in B′ is a polynomial in
x3 and η. Denote by B′k the subspace of homogeneous polynomials in B
′ with degree k.
Set
H ′k = {f ∈ B′k | D ′(f) = 0}. (10.1.16)
By Theorem 8.1.1, we have the following theorem.
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Theorem 10.1.2. For any k ∈ N, the subspace H ′k forms an irreducible G G2-module
with highest weight vector xk3 of weight kλ2. Moreover,
B′ =
∞⊕
i,k=0
ηiH ′k (10.1.17)
is a direct sum of irreducible G2-modules.
Consider the exterior algebra Aˇ ′ generated by {θ0, θ1, θ2, θ3, θ1′ , θ2′ , θ3′} (cf. (6.2.15)-
(6.2.18)). Define a representation of G G2 on Aˇ ′ by
h1|Aˇ ′ = θ1∂θ1 − θ2∂θ2 − θ1′∂θ1′ + θ2′∂θ2′ , (10.1.18)
h2|Aˇ ′ = −2θ1∂θ1 + θ2∂θ2 + θ3∂θ3 + 2θ1′∂θ1′ − θ2′∂θ2′ − θ3′∂θ3′ , (10.1.19)
(Ei,j − Ej′,i′)|Aˇ ′ = θi∂θj − θj′∂θi′ for i, j ∈ Z3, i 6= j, (10.1.20)
Cr|Aˇ ′ = θr∂θ(r+2)′ − θr+2∂θr′ +
√
2(θ0∂θr+1 − θ(r+1)′∂θ0), (10.1.21)
C ′r|Aˇ ′ = θr′∂θr+2 − θ(r+2)′∂θr +
√
2(θ0∂θ(r+1)′ − θr+1∂θ0) (10.1.22)
for r ∈ Z3.
Note that
Θ =
6∑
i=0
Fθi (10.1.23)
is the 7-dimensional basic irreducible G G2-module. Define
Aˇ ′k = Θ
k for k ∈ 0, 7. (10.1.24)
Then Aˇ ′k forms a G
G2-module. By the Dynkin diagram of G2, any finite-dimensional
G G2-module is isomorphic to its dual module which consists of its linear functions. In
particular,
Aˇ ′k
∼= Aˇ ′7−k as G2-modules. (10.1.25)
We only need to study the structure G G2-modules Aˇ ′2 and Aˇ
′
3 .
Recall that
ηˇ = θ1θ1′ + θ2θ2′ + θ3θ3′ (10.1.26)
is a G0-invariant. According to (6.2.53) with n = 3 and ϑi = θi′ for i ∈ 1, 3, the G G2-
singular vectors in Aˇ ′2 are in the set
{aθ0θ3 + bθ1′θ2′ , aθ0θ2′ + bθ1θ3, θ3θ2′ , ηˇ | (0, 0) 6= (a, b) ∈ F}. (10.1.27)
Moreover,
C3(aθ0θ3 + bθ1′θ2′) = −
√
2aθ1′θ3 + bθ3θ1′ , (10.1.28)
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C3(aθ0θ2′ + bθ1θ3) = aθ0θ3 +
√
2bθ0θ3, (10.1.29)
and
C3(ηˇ) =
√
2θ0θ1′ + 2θ1θ3 (10.1.30)
by (10.1.21). Thus θ3θ2′ is the only G G2-singular vector in Aˇ ′2 , which has weight λ1.
Again by (6.2.53), the G G2-singular vectors in Aˇ ′3 are in the set
{aθ0ηˇ + bθ1θ2θ3 + cθ1′θ2′θ3′ , aθ0θ1θ3 + bθ2′ ηˇ, aθ0θ1′θ2′ + bθ1ηˇ,
θ0θ3θ2′ , θ1θ3θ2′ , θ3θ1′θ2′ | a, b, c ∈ F}. (10.1.31)
Calculate
C3(aθ0ηˇ + bθ1θ2θ3 + cθ1′θ2′θ3′)
= −
√
2aθ1′ ηˇ + (2a+
√
2b)θ0θ2θ3 + cθ1′(θ2θ2′ + θ3θ3′), (10.1.32)
C3(aθ0θ1θ3 + bθ2′ ηˇ) = −a
√
2θ1θ2θ1′ + b(θ3ηˇ +
√
2θ0θ1′θ2′ + 2θ2θ3θ2′), (10.1.33)
C3(aθ0θ1′θ2′ + bθ3ηˇ) = −aθ0θ3θ1′ − b
√
2θ0θ3θ1′ , (10.1.34)
C3(θ0θ3θ2′) =
√
2θ3θ1′θ2′ , C3(θ1θ3θ2′) =
√
2θ0θ3θ2′ , C3(θ3θ1′θ2′) = 0 (10.1.35)
by (10.1.21). Thus we have three G G2-singular vectors θ0ηˇ +
√
2(−θ1θ2θ3 + θ1′θ2′θ3′) of
weight 0,
√
2θ0θ1′θ2′−θ3ηˇ of weight λ2 and θ3θ1′θ2′ of weight 2λ2 by (10.1.18) and (10.1.19).
By Weyl’s Theorem 2.3.6 of completely reducibility, we have the following theorem.
Theorem 10.1.2. The subspace Aˇ ′2 is an irreducible G
G2-module of highest weight λ1.
The subspace Aˇ ′3 is a direct sum of a one-dimensional trivial G
G2-module, an irreducible
G G2-module of highest weight λ2 and an irreducible G G2-module of highest weight 2λ2.
10.2 Basic Oscillator Representation of F4
In this section, we present the bosonic oscillator tepresentation of F4 over its 26-dimensional
irreducible module.
Let us go back to the construction of the simple Lie algebra G F4 of type F4 via the
root lattice construction of the simple Lie algebra G E6 of type E6 in (4.4.63)-(4.4.80).
Recall the Dynkin diagram of E6:
E6: ❡
1
❡
3
❡
4
❡
2
❡
5
❡
6
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Let ΠE6 = {α1, ..., α6} be the set of positive simple roots corresponding to the above
diagram and let ΦE6 be the root system. The simple Lie algebra G
E6 of type E6 is
G E6 = H ⊕
⊕
α∈ΦE6
CEα, H =
6∑
i=1
Fα, (10.2.1)
with the Lie bracket given in (4.4.24) and (4.4.25) and F (·, ·) given in (4.4.64). In terms
of (4.4.68)-(4.4.80), the simple Lie algebra of type F4 is a Lie subalgebra of G E6 :
G F4 =
∑
̟∈SF4
(FF̟ + FF
′
̟) +
4∑
i=1
Fhi (10.2.2)
(cf. (4.4.78), (4.4.79)), whose Dynkin diagram is
F4: ❡
1
❡
2
〉 ❡
3
❡
4
Recall the notions in (4.4.42)-(4.4.44). Set
ξ1 = E(1,1,2,2,1,1) − E(1,1,1,2,2,1), ξ2 = E(1,1,2,2,1) − E(0,1,1,2,2,1), (10.2.3)
ξ3 = E(1,1,1,2,1) −E(0,1,1,2,1,1), ξ4 = E(1,1,1,1,1) −E(0,1,1,1,1,1), (10.2.4)
ξ5 = E(1,1,1,1) − E(0,1,0,1,1,1), ξ6 = E(1,0,1,1,1) − E(0,0,1,1,1,1), (10.2.5)
ξ7 = E(0,1,1,1)−E(0,1,0,1,1), ξ8 = E(1,0,1,1)−E(0,0,0,1,1,1), ξ9 = E(0,0,1,1)−E(0,0,0,1,1), (10.2.6)
ξ10 = E(1,0,1) − E(0,0,0,0,1,1), ξ11 = Eα3 −Eα5 , ξ12 = Eα1 − Eα6 , (10.2.7)
ξ13 = α1 − α6, ξ14 = α3 − α5, ξ15 = E−α1 −E−α6 , (10.2.8)
ξ16 = E−α3 −E−α5 , ξ17 = E ′(1,0,1) − E ′(0,0,0,0,1,1), ξ18 = E ′(0,0,1,1) − E ′(0,0,0,1,1), (10.2.9)
ξ19 = E
′
(1,0,1,1) − E ′(0,0,0,1,1,1), ξ20 = E ′(0,1,1,1) −E ′(0,1,0,1,1), (10.2.10)
ξ21 = E
′
(1,0,1,1,1) −E ′(0,0,1,1,1,1), ξ22 = E(1,1,1,1) − E(0,1,0,1,1,1), (10.2.11)
ξ23 = E
′
(1,1,1,1,1) − E ′(0,1,1,1,1,1), ξ24 = E ′(1,1,1,2,1) −E ′(0,1,1,2,1,1), (10.2.12)
ξ25 = E
′
(1,1,2,2,1) −E ′(0,1,1,2,2,1), ξ26 = E ′(1,1,2,2,1,1) − E ′(1,1,1,2,2,1). (10.2.13)
Recall the automorphism σˆ of G E6 defined in (4.4.63), (4.4.66) and (4.4.67). Then the
subspace
V =
26∑
i=1
Fξi = {v ∈ G E6 | σˆ(v) = −v} (10.2.14)
forms an irreducible G F4-module with respect to the adjoint representation of G E6 , ξ1 is
a highest-weight vector of weight λ4 and
G E6 = G F4 ⊕ V. (10.2.15)
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Write
[u, ξi] =
26∑
j=1
ϕi,j(u)ξj for u ∈ G F4. (10.2.16)
Set
A = F[x1, ..., x26] (10.2.17)
and define the basic oscillator representation of G F4 on A by
u(g) =
26∑
i,j=1
ϕi,j(u)xj∂xi(g) for u ∈ G F4, g ∈ A (10.2.18)
(cf. (2.2.17)-(2.2.20)). Then A forms a G F4-module isomorphic to the symmetric tensor
S(V ) over V . More explicitly, we have
F(1)|A = x4∂x6 + x5∂x8 + x7∂x9 − x18∂x20 − x19∂x22 − x21∂x23 , (10.2.19)
F(0,1)|A = x3∂x4 + x8∂x10 + x9∂x11 − x16∂x18 − x17∂x19 − x23∂x24 , (10.2.20)
F(0,0,1)|A = −x2∂x3 − x4∂x5 − x6∂x8 + x10∂x12 + x11(∂x13 − 2∂x14)
−x14∂x16 − x15∂x17 + x19∂x21 + x22∂x23 + x24∂x25 , (10.2.21)
F(0,0,0,1)|A = −x1∂x2 − x5∂x7 − x8∂x9 − x10∂x11 + x12(∂x14 − 2∂x13)
−x13∂x15 + x16∂x17 + x18∂x19 + x20∂x22 + x25∂x26 , (10.2.22)
F(1,1)|A = −x3∂x6 + x5∂x10 + x7∂x11 − x16∂x20 − x17∂x22 + x21∂x24 , (10.2.23)
F(0,1,1)|A = x2∂x4 + x3∂x5 + x6∂10 + x8∂x12 + x9(∂x13 − 2∂x14)
−x14∂x18 − x15∂x19 − x17∂x21 − x22∂x24 − x23∂x25 , (10.2.24)
F(0,0,1,1)|A = −x1∂x3 + x4∂x7 + x6∂x9 − x10(∂x13 + ∂x14)− x11∂x15
+x12∂x16 − (x13 + x14)∂x17 − x18∂x21 − x20∂x23 + x24∂x26 , (10.2.25)
F(1,1,1)|A = −x2∂x6 + x3∂x8 + x4∂x10 + x5∂x12 + x7(∂x13 − 2∂x14)− x14∂x20
−x15∂x22 − x17∂x23 − x19∂x24 + x21∂x25 , (10.2.26)
F(0,1,1,1)|A = x1∂x4 + x3∂x7 − x6∂x11 − x8(∂x13 + ∂x14)− x9∂x15 + x12∂x18
−(x13 + x14)∂x19 + x16∂x21 − x20∂x24 − x23∂x26 , (10.2.27)
F(0,1,2)|A = −x2∂x5 + x6∂x12 + x9∂x16 − x11∂x18 − x15∂x21 + x22∂x25 , (10.2.28)
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F(1,1,2)|A = x2∂x8 + x4∂x12 + x7∂x16 − x11∂x20 − x15∂x23 − x19∂x25 , (10.2.29)
F(0,1,2,1)|A = −x1∂x5 + x2∂x7 + x6(∂x14 − 2∂x13) + x8∂x16 + x9∂x17
−x10∂x18 − x11∂x19 − x13∂x21 − x20∂x25 + x22∂x26 , (10.2.30)
F(1,1,1,1)|A = −x1∂x6 − x3∂x9 − x4∂x11 − x5(∂x13 + ∂x14)− x7∂x15 + x12∂x20
−(x13 + x14)∂x22 + x16∂x23 + x18∂x24 + x21∂x26 , (10.2.31)
F(1,2,2)|A = −x2∂x10 + x3∂x12 + x7∂x18 − x9∂x20 − x15∂x24 + x17∂x25 , (10.2.32)
F(1,1,2,1)|A = x1∂x8 − x2∂x9 + x4(∂x14 − 2∂x13) + x5∂x16 + x7∂x17 − x10∂x20
−x11∂x22 − x13∂x23 + x18∂x25 − x19∂x26 , (10.2.33)
F(0,1,2,2)|A = x1∂x7 + x6∂x15 + x8∂x17 − x10∂x19 − x12∂x21 − x20∂x26 , (10.2.34)
F(1,2,2,1)|A = −x1∂x10 + x2∂x11 + x3(∂x14 − 2∂x13) + x5∂x18 + x7∂x19 − x8∂x20
−x9∂x22 − x13∂x24 − x16∂x25 + x17∂x26 , (10.2.35)
F(1,1,2,2)|A = −x1∂x9 + x4∂x15 + x5∂x17 − x10∂x22 − x12∂x23 + x18∂x26 , (10.2.36)
F(1,2,2,2)|A = x1∂x11 + x3∂x15 + x5∂x19 − x8∂x22 − x12∂x24 − x16∂x26 , (10.2.37)
E(1,2,3,1)|A = −x1∂x12 − x2(∂x14 + ∂x13)− x3∂x16 + x4∂x18 − x6∂x20 + x7∂x21
−x9∂x23 + x11∂x24 − (x13 + x14)∂x25 + x15∂x26 , (10.2.38)
F(1,2,3,2)|A = x1(∂x13 − 2∂x14) + x2∂x15 − x3∂x17 + x4∂x19 + x5∂x21 − x6∂x22
−x8∂x23 + x10∂x24 − x12∂x25 − x14∂x26 , (10.2.39)
F(1,2,4,2)|A = x1∂x16 − x2∂x17 + x4∂x21 − x6∂x23 + x10∂x25 − x11∂x26 , (10.2.40)
F(1,3,4,2)|A = −x1∂x18 + x2∂x19 − x3∂x21 + x6∂x24 − x8∂x25 + x9∂x26 , (10.2.41)
E(2,3,4,2)|A = x1∂x20 − x2∂x22 + x3∂x23 − x4∂x24 + x5∂x25 − x7∂x26 , (10.2.42)
h1|A = x4∂x4 + x5∂x5 − x6∂x6 + x7∂x7 − x8∂x8 − x9∂x9 + x18∂x18
+x19∂x19 − x20∂x20 + x21∂x21 − x22∂x22 − x23∂x23 , (10.2.43)
h2|A = x3∂x3 − x4∂x4 + x8∂x8 + x9∂x9 − x10∂x10 − x11∂x11 + x16∂x16
+x17∂x17 − x18∂x18 − x19∂x19 + x23∂x23 − x24∂x24 , (10.2.44)
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h3|A = x2∂x2 − x3∂x3 + x4∂x4 − x5∂x5 + x6∂x6 − x8∂x8 + x10∂x10
+2x11∂x11 − x12∂x12 + x15∂x15 − 2x16∂x16 − x17∂x17 + x19∂x19
−x21∂x21 + x22∂x22 − x23∂x23 + x24∂x24 − x25∂x25 , (10.2.45)
h4|A = x1∂x1 − x2∂x2 + x5∂x5 − x7∂x7 + x8∂x8 − x9∂x9 + x10∂x10
−x11∂x11 + 2x12∂x12 − 2x15∂x15 + x16∂x16 − x17∂x17 + x18∂x18
−x19∂x19 + x20∂x20 − x22∂x22 + x25∂x25 − x26∂x26 . (10.2.46)
Denote
r¯ = 27− r for r ∈ 1, 26. (10.2.47)
Define an algebraic isomorphism τ on A [∂x1 , ..., ∂x26 ] by
τ(xr) = xr¯, τ(∂xr) = ∂xr¯ for r ∈ 1, 26 \ {13, 14} (10.2.48)
and
τ(x13) = −x13, τ(x14) = −x14, τ(∂x13) = −∂x13 , τ(∂x14) = −∂x14 . (10.2.49)
Then
F ′̟|A = τ(F̟|A ) for ̟ ∈ SF4. (10.2.50)
Thus we have given the full explicit formulas for the basic oscillator representation of F4.
10.3 Decomposition of the Representation of F4
In this section, we decompose the polynomial algebra A into a direct sum of irreducible
G F4-submodules.
Suppose that
η1 = 3
12∑
r=1
xrxr¯ + ax
2
13 + bx13x14 + cx
2
14 (10.3.1)
is an F4-invariant (cf . (10.2.47)), where a, b, c are constants to be determined. Then
F(1)(η1) = F(0,1)(η1) = 0 naturally hold. Moreover,
0 = F(0,0,1)(η1) = 2(a− b)x11x13 + [b− 4c− 3)]x11x14, (10.3.2)
which gives
a = b = 4c+ 3. (10.3.3)
Similarly, the constraint E(0,0,0,1)(η1) = 0 yield b = c = 4a + 3. So we have the quadratic
invariant
η1 = 3
12∑
r=1
xrxr¯ − x213 − x13x14 − x214. (10.3.4)
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This invariant also gives a symmetric G F4-invariant bilinear form on V .
By (10.2.43)-(10.2.46), we try to find a quadratic singular vector of the form
ζ1 = x1(a1x13 + a2x14) + a3x2x12 + a4x3x10 + a5x4x8 + a6x5x6, (10.3.5)
where ar are constants. Observe
0 = F(1)(ζ1) = (a5 + a6)x4x5 =⇒ a6 = −a5. (10.3.6)
Moreover,
0 = F(0,1)(ζ1) = (a4 + a5)x3x8 =⇒ a5 = −a4. (10.3.7)
Note
0 = F(0,0,1)(ζ1) = (a1 − 2a2)x1x11 + (a3 − a4)x2x10 =⇒ a1 = 2a2, a3 = a4. (10.3.8)
Furthermore,
0 = F(0,0,0,1)(ζ1) = (a2 − 2a1 − a3)x1x12 =⇒ 2a1 = a2 − a3. (10.3.9)
Hence we have the singular vector
ζ1 = x1(2x13 + x14)− 3x2x12 − 3x3x10 + 3x4x8 − 3x5x6 (10.3.10)
of weight λ4. So it generates an irreducible module that is isomorphic to the basic module
V . Note
F ′(1)|A = −x6∂x4 − x8∂x5 − x9∂x7 + x20∂x18 + x22∂x19 + x23∂x21 , (10.3.11)
F ′(0,1)|A = −x4∂x3 − x10∂x8 − x11∂x9 + x18∂x16 + x19∂x17 + x24∂x23 , (10.3.12)
F ′(0,0,1)|A = x3∂x2 + x5∂x4 + x8∂x6 − x12∂x10 + x16(2∂x14 − ∂x13)
+x14∂x11 + x17∂x15 − x21∂x19 − x23∂x22 − x25∂x24 , (10.3.13)
F ′(0,0,0,1)|A = x2∂x1 + x7∂x5 + x9∂x8 + x11∂x10 + x15(2∂x13 − ∂x14)
+x13∂x12 − x17∂x16 − x19∂x18 − x22∂x20 − x26∂x25 (10.3.14)
by (10.2.48)-(10.2.50). To get a basis of the module generated by ζ1 compatible to {xi |
i ∈ 1, 26}, we set
ζ2 = F
′
(0,0,0,1)(ζ1) = x2(−x13 + x14) + 3x1x15 − 3x3x11 + 3x4x9 − 3x6x7, (10.3.15)
ζ3 = F
′
(0,0,1)(ζ2) = −x3(x13 + 2x14) + 3x1x17 + 3x2x16 + 3x5x9 − 3x7x8, (10.3.16)
ζ4 = −F ′(0,1)(ζ3) = −x4(x13 + 2x14)− 3x1x19 − 3x2x18 + 3x5x11 − 3x7x10, (10.3.17)
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ζ5 = F
′
(0,0,1)(ζ4) = x5(−x13 + x14) + 3x1x21 − 3x3x18 − 3x4x16 + 3x7x12, (10.3.18)
ζ6 = −F ′(1)(ζ4) = −x6(x13 + 2x14) + 3x1x22 + 3x2x20 + 3x8x11 − 3x9x10, (10.3.19)
ζ7 = F
′
(0,0,0,1)(ζ5) = x7(2x13 + x14) + 3x2x21 + 3x3x19 + 3x4x17 − 3x5x15, (10.3.20)
ζ8 = −F ′(1)(ζ5) = x8(−x13 + x14)− 3x1x23 + 3x3x20 − 3x6x16 + 3x9x12, (10.3.21)
ζ9 = −F ′(1)(ζ7) = x9(2x13 + x14)− 3x2x23 − 3x3x22 + 3x6x17 − 3x8x15, (10.3.22)
ζ10 = −F ′(0,1)(ζ8) = x10(−x13 + x14) + 3x1x24 + 3x4x20 + 3x6x18 + 3x11x12, (10.3.23)
ζ11 = −F ′(0,1)(ζ9) = x11(2x13 + x14) + 3x2x24 − 3x4x22 − 3x6x19 − 3x10x15, (10.3.24)
ζ12 = −F ′(0,0,1)(ζ10) = −x12(x13 + 2x14) + 3x1x25 − 3x5x20 − 3x8x18 − 3x10x16, (10.3.25)
ζ13 = F
′
(0,0,0,1)(ζ12) = −x13(x13 + 2x14)− 3x1x26 + 3x2x25 + 3x5x22 − 3x7x20
+3x8x19 − 3x9x18 + 3x10x17 − 3x11x16, (10.3.26)
ζ14 = F
′
(0,0,1)(ζ11) = x14(2x13 + x14)− 3x2x25 + 3x3x24 + 3x4x23 − 3x5x22
+3x6x21 − 3x8x19 − 3x10x17 + 3x12x15, (10.3.27)
ζr = τ(ζr¯) for r ∈ 15, 27, (10.3.28)
where τ is an algebra automorphism determined by (10.2.48) and (10.2.49). The above
construction shows that the map xr 7→ ζr determine a module isomorphism from V to
the module generated by ζ1. In particular,
u(xi) = axj ⇔ u(ζi) = aζj, a ∈ F, u ∈ G F4 . (10.3.29)
First
ϑ = (x1ζ2 − x2ζ1)/3 = x1(−x2x13 + x1x15 − x3x11 + x4x9 − x6x7)
+x2(x2x12 + x3x10 − x4x8 + x5x6) (10.3.30)
is a singular vector of weight λ3. Recall that the invariant η1 in (10.3.4) define an invariant
bilinear form on V . Thus we have the following cubic invariant
η2 = 3
12∑
r=1
(ζrxr¯ + xrζr¯)− 2x13ζ13 − x13ζ14 − x14ζ13 − 2x14ζ14. (10.3.31)
According to (10.3.10) and (10.3.15)-(10.3.28), we find
η2 = 9(1 + τ)[(x2x12 + x3x10 − x4x8 + x5x6)x26 + (x3x11 − x4x9 + x6x7)x25
+(x7x8 − x5x9)x24 + x10(x4x23 + x9x21)− x11(x5x23 + x8x21 + x12x17)
−x12(x7x22 + x9x19)] + 2x313 + 3x213x14 − 3x13x214 − 2x314 + 3x1(2x13 + x14)x26
+3x2(x13 + 2x14)x25 − 3x13[x3x24 + x4x23 + x5x22 + x6x21 − 2x7x20 + x8x19
−2x9x18 + x10x17 − 2x11x16 + x12x15]− 3x14[2x3x24 + 2x4x23 − x5x22
+2x6x21 − x7x20 − x8x19 − x9x18 − x10x17 − x11x16 + 2x12x15], (10.3.32)
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where τ is an algebra automorphism defined in (10.2.47)-(10.2.49).
Theorem 10.3.1. Any polynomial f in A satisfying the system of partial differential
equations
F̟(f) = 0 for ̟ ∈ S+F4 (10.3.33)
must be a polynomial in x1, ζ1, ϑ, η1, η2. In particular, the elements
{xm11 ζm21 ϑm3ηm41 ηm52 | m1, m2, m3, m4, m5 ∈ N} (10.3.34)
are linearly independent singular vectors and any singular vector is a linear combination
of those in (10.3.34) with the same weight. The weight of xm11 ζ
m2
1 ϑ
m3ηm41 η
m5
2 is m3λ3 +
(m1 +m2)λ4.
Proof. First we note
x1x14 = ζ1 − 2x1x13 + 3x2x12 + 3x3x10 − 3x4x8 + 3x5x6, (10.3.35)
3x1x15 = ζ2 + x2(x13 − x14) + 3x3x11 − 3x4x9 + 3x6x7, (10.3.36)
3x1x17 = ζ3 + x3(x13 + 2x14)− 3x2x16 − 3x5x9 + 3x7x8, (10.3.37)
3x1x19 = 3x5x11 − ζ4 − x4(x13 + 2x14)− 3x2x18 − 3x7x10, (10.3.38)
3x1x21 = ζ5 + x5(x13 − x14) + 3x3x18 + 3x4x16 − 3x7x12, (10.3.39)
3x1x22 = ζ6 + x6(x13 + 2x14)− 3x2x20 − 3x8x11 + 3x9x10, (10.3.40)
3x1x23 = ζ8 + x8(x13 − x14)− 3x3x20 + 3x6x16 − 3x9x12, (10.3.41)
3x1x24 = ζ10 + x10(x13 − x14)− 3x4x20 − 3x6x18 − 3x11x12, (10.3.42)
3x2x25 + 3x1x26 = η1 − 3
12∑
r=3
xrxr¯ + x
2
13 + x13x14 + x
2
14, (10.3.43)
3[3(x1x15 + x3x11 − x4x9 + x6x7) + x2(x13 + 2x14)]x25
+3[3(x2x12 + x3x10 − x4x8 + x5x6) + x1(2x13 + x14)]x26
= η2 − 9x1(x17x24 − x19x23 + x21x22)− 9x2(x16x24 − x18x23 + x20x21)
−3x213x14 − 9(1 + τ)[(x7x8 − x5x9)x24 + x10(x4x23 + x9x21)− 2x313
−x11(x5x23 + x8x21 + x12x17)− x12(x7x22 + x9x19)] + 3x13x214 + 2x314
+3x13[x3x24 + x4x23 + x5x22 + x6x21 − 2x7x20 + x8x19 − 2x9x18
+x10x17 − 2x11x16 + x12x15]− 3x14[2x3x24 + 2x4x23 − x5x22
+2x6x21 − x7x20 − x8x19 − x9x18 − x10x17 − x11x16 + 2x12x15] (10.3.44)
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by (10.3.4), (10.3.10), (10.3.15)-(10.3.19), (10.3.21), (10.3.23) and (10.3.32). Thus {xr |
16, 18, 20 6= r ∈ 14, 26} are rational functions in
{xr, ζs, η1, η2 | r ∈ {1, 13, 16, 18, 20}; 7, 9 6= s ∈ 1, 10}. (10.3.45)
Suppose that f ∈ A is a solution of (10.3.33). Write f as a rational function f1 in
the variables of (10.3.45). In the following calculations, we will always use (10.3.29). By
(10.2.42),
0 = F(2,3,4,2)(f1) = x1∂x20(f1). (10.3.46)
So f1 is independent of x20. Moreover, (10.2.41) gives
0 = F(1,3,4,2)(f1) = −x1∂x18(f1). (10.3.47)
Hence f1 is independent of x18. Furthermore, (10.2.40) yields
0 = F(1,2,4,2)(f1) = x1∂x16(f1). (10.3.48)
Thus f1 is independent of x16. Successively applying (10.2.39), (10.2.38), (10.2.37),
(10.2.36) and (10.2.34) to f1, we obtain that f1 is independent of x13, x12, x11, x9 and
x7. Therefore, f1 is a rational function in
{xr, ζs, η1, η2 | 7, 9 6= r ∈ 1, 10; 7, 9 6= s ∈ 1, 10}. (10.3.49)
By (10.2.25), (10.2.27), (10.2.30), (10.2.31), (10.2.33) and (10.2.35),
0 = F(0,0,1,1)(f1) = −x1∂x3(f1)− ζ1∂ζ3(f1), (10.3.50)
0 = F(0,1,1,1)(f1) = x1∂x4(f1) + ζ1∂ζ4(f1), (10.3.51)
0 = F(0,1,2,1)(f1) = −x1∂x5(f1)− ζ1∂ζ5(f1), (10.3.52)
0 = F(1,1,1,1)(f1) = −x1∂x6(f1)− ζ1∂ζ6(f1), (10.3.53)
0 = F(1,1,2,1)(f1) = x1∂x8(f1) + ζ1∂ζ8(f1), (10.3.54)
0 = F(1,2,2,1)(f1) = −x1∂x10(f1)− ζ1∂ζ10(f1). (10.3.55)
Set
ηr = x1ζr − xrζ1, r ∈ 3, 6; η7 = x1ζ8 − x8ζ1, η8 = x1ζ10 − x10ζ1. (10.3.56)
By the characteristic method of solving linear partial differential equations (e.g., cf.
[X21]), we get that f1 can be written as a rational function f2 in
{xr, ζs, ηq | r, s = 1, 2; q ∈ 1, 8}. (10.3.57)
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Next applying (10.2.28), (10.2.29) and (10.2.32) to f2, we get
0 = F(0,1,2)(f2) = −(x1ζ2 − ζ1x2)∂η5(f2) = −3ϑ∂η5(f2), (10.3.58)
0 = F(1,1,2)(f2) = 3ϑ∂η7(f2), 0 = F(1,2,2)(f2) = −3ϑ∂η8(f2) = 0 (10.3.59)
(cf. (10.3.30)). Thus f2 is independent of η5, η7 and η8. Furthermore, we apply (10.2.21),
(10.2.24) and (10.2.26) to f2 and obtain
0 = F(0,0,1)(f2) = −3ϑ∂η3(f2), 0 = F(0,1,1)(f2) = 3ϑ∂η4(f2), (10.3.60)
0 = F(1,1,1)(f2) = −3ϑ∂η6(f2). (10.3.61)
Therefore, f2 is a rational function in x1, x2, ζ1, ζ2, η1, η2. By (10.2.22),
0 = F(0,0,0,1)(f2) = −x1∂x2(f2)− ζ1∂ζ2(f2). (10.3.62)
Again the characteristic method tell us that f2 can be written as a rational function f3
in x1, ζ1, ϑ, η1, η2. Since f2 = f is a polynomial in {xr | r ∈ 1, 26}, Expressions (10.3.30),
(10.3.35), (10.3.43) and (10.3.44) imply that f2 must be a polynomial in x1, ζ1, ϑ, η1, η2.
The other statements follow directly. ✷
Calculating the weights of the singular vectors in the above theorem, we have:
Corollary 10.3.2. The space of polynomial G F4-invariants over its basic module is
an subalgebra of A generated by η1 and η2.
Let L(m1, m2, m3, m4, m5) be the G F4-submodule generated by x
m1
1 ζ
m2
1 ϑ
m3ηm41 η
m5
2 .
Note that (10.2.2) is a Cartan root space decomposition G F4 over F. Let Ak be the
subspace of polynomials in A with degree k. Then Ak is a finite-dimensional weight
G F4-module by (10.2.43)-(10.2.46). Thus L(m1, m2, m3, m4, m5) is a finite-dimensional
irreducible G F4-submodule with the highest weight m3λ3+ (m1+m2)λ4. By Weyl’s The-
orem 2.3.6 of complete reducibility if F = C or more generally by Lemma 6.3.2 with
n1 = 0,
A =
∞⊕
k=0
Ak =
∞⊕
m1,m2,m3,m4,m5=0
L(m1, m2, m3, m4, m5). (10.3.63)
Denote by d(k, l) the dimension of the highest weight irreducible module with the weight
kλ3 + lλ4. The above equation implies the following combinatorial identity:
1
(1− t)26 =
1
(1− t2)(1− t3)
∞∑
k1,k2,k3=0
d(k1, k2 + k3)t
3k1+2k2+k3 . (10.3.64)
Multiplying (1− t)2 to the above equation, we obtain a new combinatorial identity about
twenty-four:
1
(1− t)24 =
1
(1 + t)(1 + t+ t2)
∞∑
k1,k2,k3=0
d(k1, k2 + k3)t
3k1+2k2+k3. (10.3.65)
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Equivalently, we have:
Corollary 10.3.3. The dimensions d(k, l) of the irreducible module with the weights
kλ3 + lλ4 are linearly correlated by the following identity:
(1 + t)(1 + t + t2) = (1− t)24
∞∑
k1,k2,k3=0
d(k1, k2 + k3)t
3k1+2k2+k3. (10.3.66)
Recall the quadratic invariants η1 in (10.3.4). Dually we have GF4-invariant Laplace
operator
∆F4 = 3
12∑
r=1
∂xr∂xr¯ − ∂2x13 − ∂x13∂x14 − ∂2x14 . (10.3.67)
Now the subspace of complex homogeneous harmonic polynomials with degree k is
HF4k = {f ∈ Ak | ∆F4(f) = 0}. (10.3.68)
Then HF41 = V . Assume k ≥ 2. Suppose that k1, k2, m1, m2 are nonnegative integers such
that
k1 + 3k2 = m1 + 3m2 + 2 = k. (10.3.69)
If ∆F4(x
k1
1 ϑ
k2) 6= 0, then it is a singular vector of degree k−2 with weight k2λ3+k1λ4. By
Theorem 10.3.1, Ak−2 does not contain a singular vector of such weight. A contradiction.
Thus ∆F4(x
k1
1 ϑ
k2) = 0. By the same reason, ∆F4(x
m1
1 ζ1ϑ
m2) = 0. Hence the irreducible
submodules
L(k1, 0, k2, 0, 0), L(m1, 1, m2, 0, 0, 0) ⊂ HF4k . (10.3.70)
This gives the following corollary:
Corollary 10.3.4. The number of irreducible submodules contained in the subspace
HF4k of complex homogeneous harmonic polynomials with degree k ≥ 2 is ≥ [|k/3|] + [|(k −
2)/3|] + 2.
Chapter 11
Representations of E6
Firstly in this chapter, we prove that the space of homogeneous polynomial solutions
with degree m in 27 variables for the Dickson invariant differential equation is exactly a
direct sum of Jm/2K + 1 explicitly determined irreducible E6-submodules and the whole
polynomial algebra is a free module over the polynomial algebra in the Dickson invariant
generated by these solutions. Thus we obtain a cubic E6-generalization of the classical
theorem on harmonic polynomials. The result was due to us [X17].
Secondly we construct a representation of the simple Lie algebra of type E6 on the
polynomial algebra in 16 variables, which gives a fractional representation of the corre-
sponding Lie group on 16-dimensional space. Using this representation and Shen’s idea
of mixed product (cf. [Sg]), we construct a new functor from the category of D5-modules
to the category of E6-modules. A condition for the functor to map a finite-dimensional
irreducible D5-module to an infinite-dimensional irreducible E6-module is obtained. Our
results yield explicit constructions of certain infinite-dimensional irreducible weight E6-
modules with finite-dimensional weight subspaces. In our approach, the idea of Kostant’s
characteristic identities plays a key role. This part is taken from [X23].
In the above work, we found a one-parameter (c) family of inhomogeneous first-order
differential operator representations of the simple Lie algebra of type E6 in 16 variables.
Letting these operators act on the space of exponential-polynomial functions that depend
on a parametric vector ~a ∈ F16 \ {~0}, we prove that the space forms an irreducible E6-
module for any constant c if ~a is not on an explicitly given projective algebraic variety.
Certain equivalent combinatorial properties of the spin oscillator representation of D5
play key roles in our proof. The result is taken from our work [X27].
11.1 Basic Oscillator Representation
In this section, we present the bosonic oscillator tepresentation ofE6 over its 27-dimensional
irreducible module.
299
300 CHAPTER 11. REPRESENTATIONS OF E6
First we go back to the construction of the simple simple Lie algebra GX in (4.4.15)-
(4.4.25) with X = E6, E7 and E8. Recall the Dynkin diagram of E7:
E7: ❡
1
❡
3
❡
4
❡
2
❡
5
❡
6
❡
7
Let {αi | i ∈ 1, 7} be the simple positive roots corresponding to the vertices in the
diagram, and let ΦE7 be the root system of E7. The simple Lie algebra of type E7 is
G E7 = H ⊕
⊕
α∈ΦE7
FEα, H = HE7 =
7∑
i=1
Fαi, (11.1.1)
with the Lie bracket given in (4.4.24) and (4.4.25). Note that the Dynkin diagram of E6
is a sub-diagram of that of E7. Set
HE6 =
6∑
i=1
Fαi, ΦE6 = ΦE7
⋂
HE6. (11.1.2)
We take the simple Lie algebra G E6 of type E6 as the Lie subalgebra
G E6 = HE6 ⊕
⊕
α∈ΦE6
FEα. (11.1.3)
Recall the notion in (4.4.42)-(4.4.44). Denote
b1 = E
′
(0,0,0,0,0,0,1), b2 = E
′
(0,0,0,0,0,1,1), b3 = E
′
(0,0,0,0,1,1,1), (11.1.4)
b4 = E
′
(0,0,0,1,1,1,1), , b5 = E
′
(0,0,1,1,1,1,1), b6 = E
′
(0,1,0,1,1,1,1), (11.1.5)
b7 = E
′
(0,1,1,1,1,1,1), b8 = E
′
(1,0,1,1,1,1,1), b9 = E
′
(0,1,1,2,1,1,1), (11.1.6)
b10 = E
′
(1,1,1,1,1,1,1), b11 = E
′
(0,1,1,2,2,1,1), b12 = E
′
(1,1,1,2,1,1,1), (11.1.7)
b13 = E
′
(1,1,1,2,2,1,1), b14 = E
′
(0,1,1,2,2,2,1), b15 = E
′
(1,1,2,2,1,1,1), (11.1.8)
b16 = E
′
(1,1,2,2,2,1,1), b17 = E
′
(1,1,1,2,2,2,1), b18 = E
′
(1,1,2,3,2,1,1), (11.1.9)
b19 = E
′
(1,1,2,2,2,2,1), b20 = E
′
(1,2,2,3,2,1,1), b21 = E
′
(1,1,2,3,2,2,1), (11.1.10)
b22 = E
′
(1,1,2,3,3,2,1), b23 = E
′
(1,2,2,3,2,2,1), b24 = E
′
(1,2,2,3,3,2,1), (11.1.11)
b25 = E
′
(1,2,2,4,3,2,1), b26 = E
′
(1,2,3,4,3,2,1), b27 = E
′
(2,2,3,4,3,2,1), (11.1.12)
Then the subspace
V =
27∑
i=1
Fbi (11.1.13)
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forms an irreducible G E6-module with respect to the adjoint representation of G E7 , b1 is
a highest-weight vector of weight λ6 and∑
α∈Φ−E7
FEα =
∑
β∈Φ−E6
FEβ ⊕ V. (11.1.14)
Write
[u, bi] =
27∑
j=1
ϕi,j(u)bj for u ∈ G F4 . (11.1.15)
Set
A = F[x1, ..., x27] (11.1.16)
and define the basic oscillator representation r of G E6 on A by
r(u) =
27∑
i,j=1
ϕi,j(u)xj∂xi (11.1.17)
(cf. (2.2.17)-(2.2.20)). Then A forms a G E6-module isomorphic to the symmetric tensor
S(V ) over V . More explicitly, we have the following representation formulas for the
positive root vectors in G E6 by (4.4.59)-(4.4.61):
r(Eα1) = x5∂x8 + x7∂x10 + x9∂x12 + x11∂x13 + x14∂x17 + x26∂x27 , (11.1.18)
r(Eα2) = x4∂x6 + x5∂x7 + x8∂x10 − x18∂x20 − x21∂x23 − x22∂x24 , (11.1.19)
r(Eα3) = x4∂x5 + x6∂x7 + x12∂x15 + x13∂x16 + x17∂x19 − x25∂x26 , (11.1.20)
r(Eα4) = x3∂x4 − x7∂x9 − x10∂x12 − x16∂x18 − x19∂x21 − x24∂x25 , (11.1.21)
r(Eα5) = x2∂x3 − x9∂x11 − x12∂x13 − x15∂x16 − x21∂x22 − x23∂x24 , (11.1.22)
r(Eα6) = x1∂x2 − x11∂x14 − x13∂x17 − x16∂x19 − x18∂x21 − x20∂x23 , (11.1.23)
r(E(1,0,1)) = x4∂x8 + x6∂x10 − x9∂x15 − x11∂x16 − x14∂x19 − x25∂x27 , (11.1.24)
r(E(0,1,0,1)) = x3∂x6 + x5∂x9 + x8∂x12 + x16∂x20 + x19∂x23 − x22∂x25 , (11.1.25)
r(E(0,0,1,1)) = x3∂x5 + x6∂x9 − x10∂x15 + x13∂x18 + x17∂x21 + x24∂x26 , (11.1.26)
r(E(0,0,0,1,1)) = x2∂x4 − x7∂x11 − x10∂x13 + x15∂x18 − x19∂x22 + x23∂x25 , (11.1.27)
r(E(0,0,0,0,1,1)) = x1∂x3 − x9∂x14 − x12∂x17 − x15∂x19 + x18∂x22 + x20∂x24 , (11.1.28)
r(E(1,0,1,1)) = x3∂x8 + x6∂x12 + x7∂x15 − x11∂x18 − x14∂x21 + x24∂x27 , (11.1.29)
r(E(0,1,1,1)) = x3∂x7 − x4∂x9 + x8∂x15 − x13∂x20 − x17∂x23 + x22∂x26 , (11.1.30)
r(E(0,1,0,1,1)) = x2∂x6 + x5∂x11 + x8∂x13 − x15∂x20 + x19∂xx24 + x21∂x25 , (11.1.31)
r(E(0,0,1,1,1)) = x2∂x5 + x6∂x11 − x10∂x16 − x12∂x18 + x17∂x22 − x23∂x26 , (11.1.32)
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r(E(0,0,0,1,1,1)) = x1∂x4 − x7∂x14 − x10∂x17 + x15∂x21 + x16∂x22 − x20∂x25 , (11.1.33)
r(E(1,1,1,1)) = x3∂x10 − x4∂x12 − x5∂x15 + x11∂x20 + x14∂x23 + x22∂x27 , (11.1.34)
r(E(1,0,1,1,1)) = x2∂x8 + x6∂x13 + x7∂x16 + x9∂x18 − x14∂x22 − x23∂x27 , (11.1.35)
r(E(0,1,1,1,1)) = x2∂x7 − x4∂x11 + x8∂x16 + x12∂x20 − x17∂x24 − x21∂x26 , (11.1.36)
r(E(0,1,0,1,1,1)) = x1∂x6 + x5∂x14 + x8∂x17 − x15∂x23 − x16∂x24 − x18∂x25 , (11.1.37)
r(E(0,0,1,1,1,1)) = x1∂x5 + x6∂x14 − x10∂x19 − x12∂x21 − x13∂x22 + x20∂x26 , (11.1.38)
r(E(1,1,1,1,1) = x2∂x10 − x4∂x13 − x5∂x16 − x9∂x20 + x14∂x24 − x21∂x27 , (11.1.39)
r(E(1,0,1,1,1,1)) = x1∂x8 + x6∂x17 + x7∂x19 + x9∂x21 + x11∂x22 + x20∂x27 , (11.1.40)
r(E(0,1,1,2,1)) = x2∂x9 − x3∂x11 + x8∂x18 − x10∂x20 − x17∂x25 + x19∂x26 , (11.1.41)
r(E(0,1,1,1,1,1)|A = x1∂x7 − x4∂x14 + x8∂x19 + x12∂x23 + x13∂x24 + x18∂x26 , (11.1.42)
r(E(1,1,1,2,1)) = x2∂x12 − x3∂x13 − x5∂x18 + x7∂x20 + x14∂x25 + x19∂x27 , (11.1.43)
r(E(1,1,1,1,1,1)) = x1∂x10 − x4∂x17 − x5∂x19 − x9∂x23 − x11∂x24 + x18∂x27 , (11.1.44)
r(E(0,1,1,2,1,1)) = x1∂x9 − x3∂x14 + x8∂x21 − x10∂x23 + x13∂x25 − x16∂x26 , (11.1.45)
r(E(1,1,2,2,1)) = x2∂x15 − x3∂x16 + x4∂x18 − x6∂x20 − x14∂x26 − x17∂x27 , (11.1.46)
r(E(1,1,1,2,1,1)) = x1∂x12 − x3∂x17 − x5∂x21 + x7∂x23 − x11∂x25 − x16∂x27 , (11.1.47)
r(E(0,1,1,2,2,1)) = x1∂x11 − x2∂x14 + x8∂x22 − x10∂x24 − x12∂x25 + x15∂x26 , (11.1.48)
r(E(1,1,2,2,1,1)) = x1∂x15 − x3∂x19 + x4∂x21 − x6∂x23 + x11∂x26 + x13∂x27 , (11.1.49)
r(E(1,1,1,2,2,1)) = x1∂x13 − x2∂x17 − x5∂x22 + x7∂x24 + x9∂x25 + x15∂x27 , (11.1.50)
r(E(1,1,2,2,2,1)) = x1∂x16 − x2∂x19 + x4∂x22 − x6∂x24 − x9∂x26 − x12∂x27 , (11.1.51)
r(E(1,1,2,3,2,1)) = x1∂x18 − x2∂x21 + x3∂x22 − x6∂x25 + x7∂x26 + x10∂x27 , (11.1.52)
r(E(1,2,2,3,2,1)) = x1∂x20 − x2∂x23 + x3∂x24 − x4∂x25 + x5∂x26 + x8∂x27 . (11.1.53)
Recall that we also view αi as the elements of G E6 (cf. (11.1.1)). Then
r(αr) =
27∑
i=1
ai,rxi∂xi for r ∈ 1, 6 (11.1.54)
with ai,r given in the following table:
Table 11.1.1
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i ai,1 ai,2 ai,3 ai,4 ai,5 ai,6 i ai,1 ai,2 ai,3 ai,4 ai,5 ai,6
1 0 0 0 0 0 1 2 0 0 0 0 1 −1
3 0 0 0 1 −1 0 4 0 1 1 −1 0 0
5 1 1 −1 0 0 0 6 0 −1 1 0 0 0
7 1 −1 −1 1 0 0 8 −1 1 0 0 0 0
9 1 0 0 −1 1 0 10 −1 −1 0 1 0 0
11 1 0 0 0 −1 1 12 −1 0 1 −1 1 0
13 −1 0 1 0 −1 1 14 1 0 0 0 0 −1
15 0 0 −1 0 1 0 16 0 0 −1 1 −1 1
17 −1 0 1 0 0 −1 18 0 1 0 −1 0 1
19 0 0 −1 1 0 −1 20 0 −1 0 0 0 1
21 0 1 0 −1 1 −1 22 0 1 0 0 −1 0
23 0 −1 0 0 1 −1 24 0 −1 0 1 −1 0
25 0 0 1 −1 0 0 26 1 0 −1 0 0 0
27 −1 0 0 0 0 0
We define a symmetric linear operation τ on the space
∑27
i,j=1 Fxi∂xj by
τ(xi∂xj ) = xj∂xi . (11.1.55)
Then
r(E−α) = −τ(r(Eα)) for α ∈ Φ+E6 (11.1.56)
by the second equations in (4.4.19), (4.4.20) and (4.4.25).
11.2 Decomposition of the Oscillator Representation
In this section, we decompose A into a direct sum of irreducible G E6-submodules and
prove that A is a free module over the algebra of G E6-invariants generated by the solutions
of Dickson’s cubic invariant partial differential equations.
Recall that a singular vector of G E6 is a nonzero weight vector annihilated by positive
root vectors. According to Table 11.1.1 and (11.1.18)-(11.1.23), we find a singular vector
ζ1 = x1x14 + x2x11 + x3x9 + x4x7 − x5x6 (11.2.1)
of weight λ1, which generates a 27-dimensional irreducible G
E6-module
U =
27∑
i=1
Fζi (11.2.2)
with
ζ2 = x1x17 + x2x13 + x3x12 + x4x10 − x6x8, (11.2.3)
ζ3 = x1x19 + x2x16 + x3x15 + x5x10 − x7x8, (11.2.4)
ζ4 = −x1x21 − x2x18 + x4x15 − x5x12 + x8x9, (11.2.5)
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ζ5 = x1x22 − x3x18 − x4x16 + x5x13 − x8x11, (11.2.6)
ζ6 = x1x23 + x2x20 + x6x15 − x7x12 + x9x10, (11.2.7)
ζ7 = −x1x24 + x3x20 − x6x16 + x7x13 − x10x11, (11.2.8)
ζ8 = x2x22 + x3x21 + x4x19 − x5x17 + x8x14, (11.2.9)
ζ9 = x1x25 + x4x20 + x6x18 − x9x13 + x11x12, (11.2.10)
ζ10 = −x2x24 − x3x23 + x6x19 − x7x17 + x10x14, (11.2.11)
ζ11 = x1x26 − x5x20 − x7x18 + x9x16 − x11x15, (11.2.12)
ζ12 = x2x25 − x4x23 − x6x21 + x9x17 − x12x14, (11.2.13)
ζ13 = x3x25 + x4x24 + x6x22 − x11x17 + x13x14, (11.2.14)
ζ14 = x1x27 − x8x20 − x10x18 + x12x16 − x13x15, (11.2.15)
ζ15 = x2x26 + x5x23 + x7x21 − x9x19 + x14x15, (11.2.16)
ζ16 = x3x26 − x5x24 − x7x22 + x11x19 − x14x16, (11.2.17)
ζ17 = −x2x27 − x8x23 − x10x21 + x12x19 − x15x17, (11.2.18)
ζ18 = x4x26 + x5x25 + x9x22 − x11x21 + x14x18, (11.2.19)
ζ19 = −x3x27 + x8x24 + x10x22 − x13x19 + x16x17, (11.2.20)
ζ20 = −x6x26 − x7x25 + x9x24 − x11x23 + x14x20, (11.2.21)
ζ21 = −x4x27 − x8x25 − x12x22 + x13x21 − x17x18, (11.2.22)
ζ22 = x5x27 − x8x26 + x15x22 − x16x21 + x18x19, (11.2.23)
ζ23 = x6x27 + x10x25 − x12x24 + x13x23 − x17x20, (11.2.24)
ζ24 = −x7x27 + x10x26 + x15x24 − x16x23 + x19x20, (11.2.25)
ζ25 = −x9x27 + x12x26 + x15x25 − x18x23 + x20x21, (11.2.26)
ζ26 = −x11x27 + x13x26 + x16x25 − x18x24 + x20x22, (11.2.27)
ζ27 = −x14x27 + x17x26 + x19x25 − x21x24 + x22x23. (11.2.28)
By (11.1.18)-(11.1.23) and (11.2.1)-(11.2.28), we calculate
Eα1 |U = ζ1∂ζ2 + ζ11∂ζ14 − ζ15∂ζ17 − ζ16∂ζ19 − ζ18∂ζ21 − ζ20∂ζ23 , (11.2.29)
Eα2 |U = ζ4∂ζ6 + ζ5∂ζ7 + ζ8∂ζ10 − ζ18∂ζ20 − ζ21∂ζ23 − ζ22∂ζ24 , (11.2.30)
Eα3 |U = ζ2∂ζ3 − ζ9∂ζ11 − ζ12∂ζ15 − ζ13∂ζ16 − ζ21∂ζ22 − ζ23∂ζ24 , (11.2.31)
Eα4 |U = ζ3∂ζ4 + ζ7∂ζ9 + ζ10∂ζ12 + ζ16∂ζ18 + ζ19∂ζ21 − ζ24∂ζ25 , (11.2.32)
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Eα5 |U = ζ4∂ζ5 + ζ6∂ζ7 + ζ12∂ζ13 + ζ15∂ζ16 + ζ17∂ζ19 − ζ25∂ζ26 , (11.2.33)
Eα6 |U = ζ5∂ζ8 + ζ7∂ζ10 + ζ9∂ζ12 + ζ11∂ζ15 − ζ14∂ζ17 − ζ26∂ζ27 . (11.2.34)
Define an anti-homomorphism † from the associative algebra
A =
∞∑
i1,...,i27=0
A ∂i1x1 · · ·∂i27x27 (11.2.35)
of differential operators to the associative algebra
A′ =
∞∑
ℓ1,...,ℓ27,i1,...,i27=0
Fζℓ11 · · · ζℓ2727 ∂i1ζ1 · · ·∂i27ζ27 (11.2.36)
determined by
(x1)
† = ∂ζ27 , (∂x1)
† = ζ27, (x27)
† = −∂ζ1 , (∂x27)† = −ζ1, (11.2.37)
(x14)
† = −∂ζ14 , (∂x14)† = −ζ14, (xi)† = ∂ζ28−i , (∂xi)† = ζ28−i (11.2.38)
for 14 6= i ∈ 2, 26. Then the map d 7→ −d† gives a Lie algebra monomorphism from
r(G E6) → A′. By (11.1.18)-(11.1.23), (11.1.54)-(11.1.56), Table 11.1.1 and (11.2.29)-
(11.2.34), we have
u|U = −(r(u))† for u ∈ G E6 . (11.2.39)
In particular,
αr|U =
27∑
i=1
bi,rζi∂ζi for r ∈ 1, 6 (11.2.40)
with bi,r given in the following table:
Table 11.2.1
i bi,1 bi,2 bi,3 bi,4 bi,5 bi,6 i bi,1 bi,2 bi,3 bi,4 bi,5 bi,6
1 1 0 0 0 0 0 2 −1 0 1 0 0 0
3 0 0 −1 1 0 0 4 0 1 0 −1 1 0
5 0 1 0 0 −1 1 6 0 −1 0 0 1 0
7 0 −1 0 1 −1 1 8 0 1 0 0 0 −1
9 0 0 1 −1 0 1 10 0 −1 0 1 0 −1
11 1 0 −1 0 0 1 12 0 0 1 −1 1 −1
13 0 0 1 0 −1 0 14 −1 0 0 0 0 1
15 1 0 −1 0 1 −1 16 1 0 −1 1 −1 0
17 −1 0 0 0 1 −1 18 1 1 0 −1 0 0
19 −1 0 0 1 −1 0 20 1 −1 0 0 0 0
21 −1 1 1 −1 0 0 22 0 1 −1 0 0 0
23 −1 −1 1 0 0 0 24 0 −1 −1 1 0 0
25 0 0 0 −1 1 0 26 0 0 0 0 −1 1
27 0 0 0 0 0 −1
306 CHAPTER 11. REPRESENTATIONS OF E6
According to Table 11.1.1, Table 11.2.1 and (11.1.18)-(11.1.23), we find the following
invariant ∑
146=i∈1,26
xiζ28−i − x14ζ14 − x27ζ1 = −3η (11.2.41)
with
η = x1(x17x26 + x19x25 − x21x24 + x22x23)− x14(x1x27 − x8x20 − x10x18 + x12x16
−x13x15) + x2(x13x26 + x16x25 − x18x24 + x20x22)− x11(x2x27 + x8x23 + x10x21
−x12x19 + x15x17) + x3(x12x26 + x15x25 − x18x23 + x20x21)− x9(x3x27 − x8x24
−x10x22 + x13x19 − x16x17) + x4(x10x26 + x15x24 − x16x23 + x19x20)− x7(x4x27
+x8x25 + x12x22 − x13x21 + x17x18) + x5(x10x25 − x12x24 + x13x23 − x17x20)
+x6(x5x27 − x8x26 + x15x22 − x16x21 + x18x19), (11.2.42)
which is the Dickson’s cubic invariant (cf. [D]).
Lemma 11.2.1. Any homogeneous singular vector in A is a monomial in x1, ζ1 and
η.
Proof. Note that
x1x14 = ζ1 − x2x11 − x3x9 − x4x7 + x5x6 (11.2.43)
x1x17 = ζ2 − x2x13 − x3x12 − x4x10 + x6x8, (11.2.44)
x1x19 = ζ3 − x2x16 − x3x15 − x5x10 + x7x8, (11.2.45)
x1x21 = −ζ4 − x2x18 + x4x15 − x5x12 + x8x9, (11.2.46)
x1x22 = ζ5 + x3x18 + x4x16 − x5x13 + x8x11, (11.2.47)
x1x23 = ζ6 − x2x20 − x6x13 + x7x12 − x9x10, (11.2.48)
x1x24 = −ζ7 + x3x20 − x6x16 + x7x13 − x10x11, (11.2.49)
x1x25 = ζ9 − x4x20 − x6x18 + x9x13 − x11x12, (11.2.50)
x1x26 = ζ11 + x5x20 + x7x18 − x9x16 + x11x15 (11.2.51)
by (11.2.1), (11.2.3)-(11.2.7), (11.2.9), (11.2.11) and (11.2.15). Moreover, (11.2.42) can
be written as
(x5x6 − x1x14 − x2x11 − x3x9 − x4x7)x27
= η − x1(x17x26 + x19x25 − x21x24 + x22x23)− x14(x8x20 + x10x18 − x12x16
−x13x15)− x2(x13x26 + x16x25 − x18x24 + x20x22) + x11(x8x23 + x10x21
−x12x19 + x15x17)− x3(x12x26 + x15x25 − x18x23 + x20x21)− x9(x8x24
−x10x22 − x13x19 + x16x17)− x4(x10x26 + x15x24 − x16x23 + x19x20)
+x7(x8x25 + x12x22 − x13x21 + x17x18)− x5(x10x25 − x12x24 + x13x23
−x17x20) + x6(x8x26 − x15x22 + x16x21 − x18x19). (11.2.52)
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Let f be any homogenous singular vector in A . According to the above equations, f
can be written as a rational function f1 in
{xi, ζr, η | i ∈ {1, 13, 15, 16, 18, 20}; r ∈ {1, 7, 9, 11}}. (11.2.53)
By (11.1.47)-(11.1.53) and (11.2.37)-(11.2.39), we have
0 = E(1,1,1,2,1,1)(f1) = x1∂x12(f1), (11.2.54)
0 = E(0,1,1,2,2,1)(f1) = x1∂x11(f1), (11.2.55)
0 = E(1,1,2,2,1,1)(f1) = x1∂x15(f1), (11.2.56)
0 = E(1,1,1,2,2,1)(f1) = x1∂x13(f1), (11.2.57)
0 = E(1,1,2,2,2,1)(f1) = x1∂x16(f1), (11.2.58)
0 = E(1,1,2,3,2,1)(f1) = x1∂x18(f1), (11.2.59)
0 = E(1,2,2,3,2,1)(f) = x1∂x20(f). (11.2.60)
So f1 is independent of x11, x12, x13, x15, x16, x18, x20; that is, f1 is a rational function in
{xi, ζr, η | i ∈ 1, 10; r ∈ {1, 7, 9, 11}}. (11.2.61)
Next (11.1.40), (11.1.42)-(11.1.46) and (11.2.37)-(11.2.39) imply that
0 = E(1,0,1,1,1,1)(f1) = x1∂x8(f1), (11.2.62)
0 = E(0,1,1,1,1,1)(f1) = x1∂x7(f1), (11.2.63)
0 = E(1,1,1,2,1)(f1) = ζ1∂ζ9 , (11.2.64)
0 = E(1,1,1,1,1,1)(f1) = x1∂x10(f1), (11.2.65)
0 = E(0,1,1,2,1,1)(f1) = x1∂x9(f1), (11.2.66)
0 = E(1,1,2,2,1)(f1) = −ζ1∂ζ11(f1). (11.2.67)
Hence f1 is independent of x7, x8, x9, x10, ζ9 and ζ11; that is, f1 is a rational function in
{xi, ζr, η | i ∈ 1, 6, r ∈ 1, 7}. (11.2.68)
Expressions (11.1.18), (11.1.23), (11.1.24), (11.1.28), (11.1.29), (11.1.33)-(11.1.35),
(11.1.37)-(11.1.39) and (11.2.37)-(11.2.39) yield that
0 = Eα1(f1) = ζ1∂ζ2(f1) (11.2.69)
0 = Eα6(f1) = x1∂x2(f1), (11.2.70)
0 = E(1,0,1)(f1) = −ζ1∂ζ3(f1), (11.2.71)
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0 = E(0,0,0,0,1,1)(f1) = x1∂x3(f1), (11.2.72)
0 = E(1,0,1,1)(f1) = ζ1∂ζ4(f1), (11.2.73)
0 = E(0,0,0,1,1,1)(f1) = x1∂x4(f1), (11.2.74)
0 = E(1,1,1,1)(f1) = ζ1∂ζ6(f1), (11.2.75)
0 = E(1,0,1,1,1)(f1) = −ζ1∂ζ5(f1), (11.2.76)
0 = E(0,1,0,1,1,1)(f1) = x1∂x6(f1), (11.2.77)
0 = E(0,0,1,1,1,1)(f1) = x1∂x5(f1), (11.2.78)
0 = E(1,1,1,1,1(f1) = −ζ1∂ζ7(f1). (11.2.79)
Thus f1 is independent of {xi, ζr | i ∈ 2, 6, r ∈ 2, 7}; that is, f = f1 is a rational function
in x1, ζ1 and η. By (11.2.1) and (11.2.42), it must be a polynomial in x1, ζ1 and η. Recall
that the weights of x1, ζ1 and η are λ6, λ1 and 0, respectively. The homogeneity of f
implies that it must be a monomial in x1, ζ1 and η. ✷
Let L(m1, m2, m3) be the G
E6-submodule generated by xm11 ζ
m2
1 η
m3 . Note that (11.1.3)
is a Cartan root space decomposition of G E6 over F. Moreover, (11.1.54) implies that A
is a direct sum of weigh subspaces of G E6 and the subspaces of homogeneous polynomials
are finite-dimensional G E6-submodules. Thus L(m1, m2, m3) is a finite-dimensional irre-
ducible submodule of highest weight m1λ1+m2λ6. By Weyl’s Theorem 2.3.6 of complete
reducibility if F = C or more generally by Lemma 6.3.2 with n1 = 0, we have
A =
∞∑
m1,m2,m2=0
L(m1, m2, m3). (11.2.80)
Recall we denote by V (λ) the finite-dimensional irreducible module of highest weight λ.
The above equation implies
1
(1− q)27 =
1
1− q3
∞∑
m1,m2=0
(dimV (m1λ6 +m2λ1))q
m1+2m2 . (11.2.81)
Equivalently, we have:
Corollary 11.2.2. The following dimensional property of irreducible G E6-modules
holds:
(1− q)26
∞∑
m1,m2=0
(dim V (m1λ1 +m2λ6))q
m1+2m2 = 1 + q + q2. (11.2.82)
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Set
W =
27∑
i=1
F∂xi. (11.2.83)
Then W is isomorphic to the module of linear functions on V via ∂xi(xj) = δi,j. Indeed,
the linear map determined by ∂xi 7→ (∂xi)† (cf. (11.2.37), (11.2.38)) is a G E6-module
isomorphism from W to U by (11.2.41). We define a linear map ℑ : A → R[∂x1 , ..., ∂x27 ]
by
ℑ(xα11 xα22 · · ·xα2727 ) = ∂α1x1 ∂α2x2 · · ·∂α27x27 . (11.2.84)
Set
D = ℑ(η), D1 =
27∑
i=1
xi∂xi , D2 =
27∑
i=1
ζiℑ(ζi). (11.2.85)
Then D , D1 and D2 are invariant differential operators; that is, as operators on A ,
dξ = ξd for d = D ,D1,D2; ξ ∈ G E6. (11.2.86)
Note that Lemma 11.2.1 implies
V 2 = L(2, 0, 0) + L(0, 1, 0). (11.2.87)
Symmetrically,
W 2 = L′(0, 2, 0) + L′(1, 0, 0), (11.2.88)
where L′(0, 2, 0) is a module generated by the highest weight vector ∂227 with weight 2λ1
and L′(1, 0, 0) is a module generated by the highest weight vector ℑ(ζ27) with weight
λ6. Thus the subspace of invariants (the trivial submodule) in V
2W 2 is two-dimensional.
The trivial submodule of L(0, 1, 0)L′(1, 0, 0) is FD2. In L(2, 0, 0)L′(0, 2, 0), there exists
an invariant D3 with a term x21∂
2
x1 . So any invariant in V
2W 2 must be in FD2 + FD3. In
particular, the invariant differential operator
[D , η] = Dη − ηD = b0 + b1D1 + b2D2 + b3D3 (11.2.89)
for some bs ∈ F. According to (11.2.42), η does not contain x21. So b3 = 0. Moreover,
(11.2.42) also implies b0 = 45.
According to (11.2.52), the coefficient of x27∂x27 in [D , η] must be 5, which implies
b1 = 5. Observe that there exists a unique monomial in η containing x1x14, which is
x1x14x27. Thus the coefficient of x1x14∂x1∂x14 in [D , η] must be 1; that is, b2 = 1. So we
have:
Lemma 11.2.3. As operators on A ,
[D , η] = 45 + 5D1 +D2. (11.2.90)
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Let m1 and m2 be nonnegative integers. If D(x
m1
1 ζ
m2
1 ) 6= 0, then it is also a singular
of degree m1 + 2m2 − 3 with the same weight m1λ6 +m2λ1. But Lemma 11.2.1 implies
that any singular vector with weight m1λ6 + m2λ1 must has degree ≥ m1 + 2m2. This
leads a contradiction. Thus
D(xm11 ζ
m2
1 ) = 0 for m1, m2 ∈ N. (11.2.91)
Moreover, (11.2.76) implies
D(L(m1, m2, 0)) = {0} for m1, m2 ∈ N. (11.2.92)
Since D2(x
m1
1 ζ
m2
1 ) is also a singular vector of degree m1 + 2m2 with the same weight
m1λ6 +m2λ1, we have
D2(x
m1
1 ζ
m2
1 ) = cx
m1
1 ζ
m2
1 (11.2.93)
for some c ∈ F. Let
xi = 0 for 1, 14 6= i ∈ 1, 27 (11.2.94)
in (11.2.83) and we get
cxm1+m21 x
m2
14 = lim
xi→0; 8,106=i∈2,11
x1x14(∂x1∂x14 + ∂x2∂x11 + ∂x3∂x9 + ∂x4∂x7 − ∂x5∂x6)[xm11
×(x1x14 + x2x11 + x3x9 + x4x7 − x5x6)m2 ]
= m2(m1 +m2 + 4)x
m1+m2
1 x
m2
14 (11.2.95)
by (11.2.1)-(11.2.29); that is, c = m2(m1 +m2 + 4). We get:
Lemma 11.2.4. For m1, m2 ∈ N,
D2(x
m1
1 ζ
m2
1 ) = m2(m1 +m2 + 4)x
m1
1 ζ
m2
1 . (11.2.96)
According to Lemma 11.2.1,
V 4 = L(4, 0, 0) + L(2, 1, 0) + L(1, 0, 1). (11.2.97)
Moreover, L(1, 0, 1) = ηV . Thus the invariants in V 4W are FηD1. Hence
[D2, η] = c1η + c2ηD1 for some c1, c2 ∈ F. (11.2.98)
Letting the above equation act on 1, we have
D2(η) = c1η. (11.2.99)
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By (11.2.1)-(11.2.28) and (11.2.42),
c1x1x14x27 = − lim
xi→0; 146=i∈2,16
η = lim
xi→0; 146=i∈2,16
D2(η)
= (x1x14∂x1∂x14 + x14x27∂x14∂x27 + x1x27∂x1∂x27)(x1x14x27) = 3x1x14x27, (11.2.100)
So c1 = 3. Letting (11.2.98) act on x1, we have:
D2(ηx1) = (3 + c2)ηx1. (11.2.101)
As (11.2.100),
(3 + c2)x
2
1x14x27 = − lim
xi→0; 146=i∈2,16
(3 + c2)ηx1 = − lim
xi→0; 146=i∈2,16
D2(ηx1)
= (x1x14∂x1∂x14 + x14x27∂x14∂x27 + x1x27∂x1∂x27)(x
2
1x14x27) = 4x
2
1x14x27, (11.2.102)
Hence c2 = 1. We get:
Lemma 11.2.5. As operators on A ,
[D2, η] = η(3 +D1). (11.2.103)
For m,m1, m2 ∈ N with m > 0, we have
D(ηmxm11 ζ
m2
1 ) = [m(45 + 5m1 +m2(m1 +m2 + 4))
+
m−1∑
s=1
s(3 + 3(s+ 1)/2 +m1 + 2m2)]η
m−1xm11 ζ
m2
1 6= 0 (11.2.104)
by Lemmas 11.2.3-11.2.5. According to (11.2.80) and (11.2.104), we have:
Lemma 11.2.6. For any 0 6= f ∈ A ,
D(ηf) 6= 0. (11.2.105)
The above lemma implies that
{f ∈ A | D(f)} =
∞∑
m1,m2=0
L(m1, m2, 0). (11.2.106)
Recall that Am is the subspace of homogeneous polynomials of degree m in A . Denote
Φm = {f ∈ Am | (f) = 0}. (11.2.107)
In summary, we have the following version of the main theorem.
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Theorem 11.2.7. The set {xm11 ζm21 ηm3 | n1, m2, m3 ∈ N} is the set of all singular
vectors in A up to a scalar multiple. In particular, η is the unique fundamental invariant
(up to constant) and the identity
(1− q)26
∞∑
m1,m2=0
(dim V (m1λ1 +m2λ6))q
m1+2m2 = 1 + q + q2 (11.2.108)
holds. Furthermore,
Ak = Φk ⊕ ηAk−3 for k ∈ N (11.2.109)
and
Φm =
Jm/2K∑
i=0
L(m− 2i, i, 0) for m ∈ N, (11.2.110)
where we treat Ar = {0} if r < 0.
As a consequence, the space of homogeneous polynomial solutions with degree m
for the Dickson’s invariant cubic partial differential equation is exactly a direct sum of
Jm/2K+ 1 irreducible E6-submodules.
11.3 Spin Oscillator Representation of D5
In this section, we give another construction of the spin oscillator representation of D5
which will be used later.
Let we go back to the construction of the simple simple Lie algebra GX in (4.4.15)-
(4.4.25) with X = E6 and F (·, ·) given in (4.4.64).
Recall the Dynkin diagram of E6:
E6: ❡
1
❡
3
❡
4
❡
2
❡
5
❡
6
Let {αi | i ∈ 1, 6} be the simple positive roots corresponding to the vertices in the
diagram, and let ΦE6 be the root system of E6. The simple Lie algebra of type E6 is
G E6 = H ⊕
⊕
α∈ΦE6
FEα, H = HE6 =
6∑
i=1
Fαi, (11.3.1)
with the Lie bracket given in (4.4.24) and (4.4.25). Moreover, we define a bilinear form
(·|·) on G E6 by
(h1|h2) = (h1, h2), (h|Eα) = 0, (Eα|Eβ) = −δα+β,0 (11.3.2)
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for h1, h2 ∈ H and α, β ∈ ΦE6 . It can be verified that (·|·) is a G E6-invariant form; that
is,
([u, v]|w) = (u|[v, w]) for u, v ∈ G E6 . (11.3.3)
11.3.1 Construction
Let Er,s be the 10× 10 matrix with 1 as its (r, s)-entry and 0 as the others. Denote
Ai,j = Ei,j − E5+j,5+i, Bi,j = Ei,5+j −Ej,5+i, Ci,j = E5+i,j − E5+j,i (11.3.4)
for i, j ∈ 1, 5. Then the orthogonal Lie algebra
o(10,F) =
5∑
i,j=1
(FAi,j + FBi,j + FCi,j). (11.3.5)
Write
QD5 =
5∑
i=1
Zαi, ΦD5 = ΦE6
⋂
QD5 . (11.3.6)
Then
GD5 =
5∑
i=1
Fαi +
∑
β∈ΦD5
FEβ (11.3.7)
forms a Lie subalgebra of G E6, which is isomorphic to the orthogonal Lie algebra o(10,F).
Denote by Φ+E6 the set of positive roots of E6 and by Φ
+
D5
the set of positive roots of
D5. Recall the notion
α(r1,...,rs) =
s∑
i=1
riαi ∈ Φ+E6 with rs 6= 0. (11.3.8)
We find the elements of Φ+D5 : αr (r ∈ 1, 5) and
α(1,0,1), α(0,1,0,1), α(0,0,1,1), α(0,0,0,1,1), α(1,0,1,1), α(0,1,1,1), α(0,1,0,1,1), α(0,0,1,1,1), (11.3.9)
α(1,1,1,1), α(1,0,1,1,1), α(0,1,1,1,1), α(1,1,1,1,1), α(0,1,1,2,1), α(1,1,1,2,1), α(1,1,2,2,1). (11.3.10)
Moreover, the elements in Φ+E6 \ Φ+D5 are:
α6, α(0,0,0,0,1,1), α(0,0,0,1,1,1), α(0,0,1,1,1,1), α(0,1,0,1,1,1), α(0,1,1,1,1,1), (11.3.11)
α(1,0,1,1,1,1), α(1,1,1,1,1,1), α(0,1,1,2,1,1), α(1,1,1,2,1,1), α(0,1,1,2,2,1), (11.3.12)
α(1,1,2,2,1,1), α(1,1,1,2,2,1), α(1,1,2,2,2,1), α(1,1,2,3,2,1), α(1,2,2,3,2,1). (11.3.13)
Recall the notions
E(r1,...,rs) = Eα(r1,...,rs), (Eα)
′ = E−α. (11.3.14)
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Set
ξ1 = Eα6 , ξ2 = E(0,0,0,0,1,1), ξ3 = E(0,0,0,1,1,1), ξ4 = E(0,0,1,1,1,1), (11.3.15)
ξ5 = E(0,1,0,1,1,1), ξ6 = E(0,1,1,1,1,1), ξ7 = E(1,0,1,1,1,1), ξ8 = E(1,1,1,1,1,1), (11.3.16)
ξ9 = E(0,1,1,2,1,1), ξ10E(1,1,1,2,1,1), ξ11 = E(0,1,1,2,2,1), ξ12 = E(1,1,2,2,1,1), (11.3.17)
ξ13 = E(1,1,1,2,2,1), ξ14 = E(1,1,2,2,2,1), ξ15 = E(1,1,2,3,2,1), ξ16 = E(1,2,2,3,2,1). (11.3.18)
ηi = (ξi)
′ for i ∈ 1, 16. (11.3.19)
Write
G+ =
16∑
i=1
Fξi, G− =
16∑
i=1
Fηi, G0 = G
D5 + Fα6. (11.3.20)
It is straightforward to verify that G± are ableian Lie subalgebras of G
E6, G0 is a reductive
Lie subalgebra of G E6 and
G E6 = G− ⊕ G0 ⊕ G+. (11.3.21)
Moreover, G± form irreducible G0-submodules with respect to the adjoint representation
of G E6 . Furthermore,
(ξi|ηj) = −δi,j for i, j ∈ 1, 16 (11.3.22)
by (11.3.2). Expression (11.3.3) shows that G+ is isomorphic to the dual G0-module of
G−.
Set
B = F[x1, x2, ..., x16], (11.3.23)
the polynomial algebra in x1, x2, ..., x16. Write
[u, ηi] =
16∑
j=1
ϕi,j(u)ηj for i ∈ 1, 16, u ∈ G0, (11.3.24)
where ϕi,j(u) ∈ F. Define an action of G0 on B by
u(f) =
16∑
i,j=1
ϕi,j(u)xj∂xi(f) for u ∈ G0, f ∈ B. (11.3.25)
Then B forms a G0-module and the subspace
V =
16∑
i=1
Fxi (11.3.26)
forms a G0-submodule isomorphic to G−, where the isomorphism is determined by xi 7→ ηi
for i ∈ 1, 16.
Denote by N the set of nonnegative integers. Write
xα =
16∏
i=1
xαii , ∂
α =
16∏
i=1
∂αixi for α = (α1, α2, ..., α16) ∈ N16. (11.3.27)
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Let
B =
∑
α∈N16
B∂α (11.3.28)
be the algebra of differential operators on B. Then the linear transformation τ determined
by
τ(xβ∂γ) = xγ∂β for β, γ ∈ N16 (11.3.29)
is an involutive anti-automorphism of B.
According to (4.4.24) and (4.4.25), we have the Lie algebra isomorphism ν : o(10,F)→
GD5 determined by the generators:
ν(A1,2) = Eα1 , ν(A2,3) = Eα3 , ν(A3,4) = Eα4 , ν(A4,5) = Eα5 , ν(B4,5) = Eα2 , (11.3.30)
ν(A2,1) = −E−α1 , ν(A3,2) = −E−α3 , ν(A4,3) = −E−α4 , ν(A5,4) = −E−α5 , (11.3.31)
ν(C5,4) = −E−α2 , ν(A1,1) = α1 + α3 + α4 + (α2 + α5)/2, (11.3.32)
ν(A2,2) = α3 + α4 + (α2 + α5)/2, ν(A3,3) = α4 +
1
2
(α2 + α5), (11.3.33)
ν(A4,4) = (α2 + α5)/2, ν(A5,5) = (α2 − α5)/2. (11.3.34)
Then B becomes an o(10,F)-module with respect to the action
A(f) = ν(A)(f) for A ∈ o(10,F), f ∈ B. (11.3.35)
Thanks to (4.4.24), (4.4.25), (11.3.14)-(11.3.19), (11.3.24) and (11.3.25), we have the
following differential-operator representation π of o(10,F) on B:
π(A1,2) = x4∂x7 + x6∂x8 + x9∂x10 + x11∂x13 , (11.3.36)
π(A2,3) = x3∂x4 + x5∂x6 + x10∂x12 + x13∂x14 , (11.3.37)
π(A3,4) = −x2∂x3 − x6∂x9 − x8∂x10 + x14∂x15 , (11.3.38)
π(A4,5) = −x1∂x2 + x9∂x11 + x10∂x13 + x12∂x14 , (11.3.39)
π(B4,5) = −x3∂x5 − x4∂x6 − x7∂x8 + x15∂x16 , (11.3.40)
π(A1,3) = −x3∂x7 − x5∂x8 + x9∂x12 + x11∂x14 , (11.3.41)
π(A2,4) = x2∂x4 − x5∂x9 + x8∂x12 + x13∂x15 , (11.3.42)
π(A3,5) = −x1∂x3 − x6∂x11 − x8∂x13 − x12∂x15 , (11.3.43)
π(B3,5) = x2∂x5 − x4∂x9 − x7∂x10 + x14∂x16 , (11.3.44)
π(A1,4) = −x2∂x7 + x5∂x10 + x6∂x12 + x11∂x15 , (11.3.45)
π(A2,5) = x1∂x4 − x5∂x11 + x8∂x14 − x10∂x15 , (11.3.46)
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π(B2,5) = −x2∂x6 − x3∂x9 + x7∂x12 + x13∂x16 , (11.3.47)
π(B3,4) = −x1∂x5 + x4∂x11 + x7∂x13 + x12∂x16 , (11.3.48)
π(A1,5) = −x1∂x7 + x5∂x13 + x6∂x14 − x9∂x15 , (11.3.49)
π(B1,5) = x2∂x8 + x3∂x10 + x4∂x12 + x11∂x16 , (11.3.50)
π(B2,4) = x1∂x6 + x3∂x11 − x7∂x14 + x10∂x16 , (11.3.51)
π(B1,4) = −x1∂x8 − x4∂x14 − x3∂x13 + x9∂x16 , (11.3.52)
π(B2,3) = x1∂x9 − x2∂x11 + x7∂x15 − x8∂x16 , (11.3.53)
π(B1,3) = −x1∂x10 + x2∂x13 + x4∂x15 − x6∂x16 , (11.3.54)
π(B1,2) = x1∂x12 − x2∂x14 + x3∂x15 − x5∂x16 , (11.3.55)
π(Aj,i) = τ(π(Ai,j)), π(Cj,i) = τ(π(Bi,j)) for 1 ≤ i < j ≤ 5, (11.3.56)
π(Ar,r) =
16∑
i=1
(1/2 + ar,i)xi∂xi, r ∈ 1, 5, (11.3.57)
where ar,i are given in the following table
Table 11.3.1
i 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
a1,i 0 0 0 0 0 0 −1 −1 0 −1 0 −1 −1 −1 −1 −1
a2,i 0 0 0 −1 0 −1 0 0 −1 0 −1 −1 0 −1 −1 −1
a3,i 0 0 −1 0 −1 0 0 0 −1 −1 −1 0 −1 0 −1 −1
a4,i 0 −1 0 0 −1 −1 0 −1 0 0 −1 0 −1 −1 0 −1
a5,i −1 0 0 0 −1 −1 0 −1 −1 −1 0 −1 0 0 0 −1
Note that (11.3.36)-(11.3.55) are the representation formulas of all the positive root vec-
tors. In particular, x1 is a highest-weight vector of V with weight λ4, the forth fundamental
weight of o(10,F), and V gives a spin representation of o(10,C).
11.3.2 Decomposition
Recall that the representation of GD5 on A is given by (11.3.25) and the representation
of o(10,C) is given in (11.3.35). We calculate
αr|A =
16∑
i=1
br,ixi∂xi for r ∈ 1, 5, (11.3.58)
where br,i are given in the following table:
Table 11.3.2
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i 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
b1,i 0 0 0 1 0 1 −1 −1 1 −1 1 0 −1 0 0 0
b2,i 0 0 1 1 −1 −1 1 −1 0 0 0 0 0 0 1 −1
b3,i 0 0 1 −1 1 −1 0 0 0 1 0 −1 1 −1 0 0
b4,i 0 1 −1 0 0 1 0 1 −1 −1 0 0 0 1 −1 0
b5,i 1 −1 0 0 0 0 0 0 1 1 −1 1 −1 −1 0 0
Recall that a singular vector of o(10,F) is a nonzero weight vector annihilated by positive
root vectors {Ai,j, Bi,j | 1 ≤ i < j ≤ 5}. Note that the weight of a singular vector in B
must be dominate integral. Using the above table, we find the singular vector
ζ1 = x1x11 + x2x9 − x3x6 + x4x5 (11.3.59)
of weight λ1, the first fundamental weight of o(10,F). Thus ζ1 generates the 10-dimensional
natural o(10,F)-module U . According to (11.3.36)-(11.3.40) and (11.3.56),
π(A2,1) = x7∂x4 + x8∂x6 + x10∂x9 + x13∂x11 , (11.3.60)
π(A3,2) = x4∂x3 + x6∂x5 + x12∂x10 + x14∂x13 , (11.3.61)
π(A4,3) = −x3∂x2 − x9∂x6 − x10∂x8 + x15∂x14 , (11.3.62)
π(A5,4) = −x2∂x1 + x11∂x9 + x13∂x10 + x14∂x12 , (11.3.63)
π(C5,4) = −x5∂x3 − x6∂x4 − x8∂x7 + x16∂x15 . (11.3.64)
We take
ζ2 = A2,1(ζ1) = x1x13 + x2x10 − x3x8 + x5x7, (11.3.65)
ζ3 = A3,2(ζ2) = x1x14 + x2x12 − x4x8 + x6x7, (11.3.66)
ζ4 = A4,3(ζ3) = x1x15 − x3x12 + x4x10 − x7x9, (11.3.67)
ζ5 = A5,4(ζ4) = −x2x15 − x3x14 + x4x13 − x7x11, (11.3.68)
ζ10 = C5,4(ζ4) = x1x16 + x5x12 − x6x10 + x8x9, (11.3.69)
ζ9 = −C5,4(ζ5) = x2x16 − x5x14 + x6x13 − x8x11, (11.3.70)
ζ8 = −A4,3(ζ9) = x3x16 + x5x15 + x9x13 − x10x11, (11.3.71)
ζ7 = −A3,2(ζ8) = −x4x16 − x6x15 − x9x14 + x11x12, (11.3.72)
ζ6 = −A2,1(ζ7) = x7x16 + x8x15 + x10x14 − x12x13. (11.3.73)
Then U =
∑10
i=1 Fζi forms an o(10,F)-module isomorphic to the 10-dimensional natural
o(10,F)-module with {ζ1, ..., ζ10} as the standard basis.
Theorem 11.3.1. Any o(10,F)-singular vector in B is a polynomial in x1 and ζ1.
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Proof. Note
x11 = x
−1
1 (ζ1 − x2x9 + x3x6 − x4x5), (11.3.74)
x13 = x
−1
1 (ζ2 − x2x10 + x3x8 − x5x7), (11.3.75)
x14 = x
−1
1 (ζ3 − x2x12 + x4x8 − x6x7), (11.3.76)
x15 = x
−1
1 (ζ4 + x3x12 − x4x10 + x7x9), (11.3.77)
x16 = x
−1
1 (ζ10 − x5x12 + x6x10 − x8x9). (11.3.78)
Let f be a singular vector in B. Substituting (11.3.74)-(11.3.78) into it, we can write
f = g(xi, ζ1, ζ2, ζ3, ζ4, ζ10 | 11, 13, 14, 15, 16 6= i ∈ 1, 16). (11.3.79)
By (11.3.39), (11.3.43), (11.3.46), (11.3.48), (11.3.49), (11.3.51)-(11.3.55), and the weights
of (11.3.59), (11.3.65)-(11.3.67) and (11.3.69),
A4,5(f) = −x1∂x2(g) = 0 =⇒ gx2 = 0, (11.3.80)
A3,5(f) = −x1∂x3(g) = 0 =⇒ gx3 = 0, (11.3.81)
A2,5(f) = x1∂x4(g) = 0 =⇒ gx4 = 0, (11.3.82)
B3,4(f) = −x1∂x5(g) = 0 =⇒ gx5 = 0, (11.3.83)
A1,5(f) = −x1∂x7(g) = 0 =⇒ gx7 = 0, (11.3.84)
B2,4(f) = x1∂x6(g) = 0 =⇒ gx6 = 0, (11.3.85)
B1,4(f) = −x1∂x8(g) = 0 =⇒ gx8 = 0, (11.3.86)
B2,3(f) = x1∂x9(g) = 0 =⇒ gx9 = 0, (11.3.87)
B1,3(f) = −x1∂x10(g) = 0 =⇒ gx10 = 0, (11.3.88)
B1,2(f) = x1∂x12(g) = 0 =⇒ gx12 = 0. (11.3.89)
Thus f is a function in x1, ζ1, ζ2, ζ3, ζ4 and ζ10.
According to (11.3.36)-(11.3.38), (11.3.40), (11.3.59), (11.3.65)-(11.3.67) and (11.3.69),
A1,2(f) = ζ1∂ζ2(g) = 0 =⇒ gζ2 = 0, (11.3.90)
A2,3(f) = ζ2∂ζ3(g) = 0 =⇒ gζ3 = 0, (11.3.91)
A3,4(f) = ζ3∂ζ4(g) = 0 =⇒ gζ4 = 0, (11.3.92)
B4,5(f) = ζ4∂ζ10(g) = 0 =⇒ gζ10 = 0. (11.3.93)
Hence f is a function in x1 and ζ1. Thanks to (11.3.79), it must be a polynomial in x1
and ζ1. ✷
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Let Vm1,m2 be the o(10,F)-submodule generated by x
m1
1 ζ
m2. Note that (11.3.7) is a
Cartan root space decomposition of o(10,F). Since B is a weight o(10,F)-module, Weyl’s
Theorem 2.3.6 of completely reducibility yields that
B =
∞⊕
m1,m2=0
Vm1,m2 (11.3.94)
is a decomposition of irreducible o(10,F)-submodules. Denote by V (λ) the highest-weight
irreducible o(10,F)-module with the highest weight λ. The above equation leads to the
following combinatorial identity:
∞∑
m1,m2=0
(dimV (m2λ1 +m1λ4))q
m1+2m2 =
1
(1− q)16 , (11.3.95)
which was proved in (11.3.74)-(11.3.93) by partial differential equations.
11.3.3 Symmetry and Equivalent Combinatorics
Next we want to study the symmetry of 1, 16 with respect to the representation in
(11.3.36)-(11.3.57). Set
W = {π(Ai,j), π(Aj,i), π(Bi,j), π(Cj,i) | 1 ≤ i < j ≤ 5}, (11.3.96)
which is the set of the representations of root vectors in o(10,F). Write
Z = {ζi | i ∈ 1, 10} (11.3.97)
(cf. (11.3.59) and (11.3.65)-(11.3.73)). First we have:
Lemma 11.3.2. The set 1, 16 is symmetric with respect to the sets W and Z.
Proof. Take n = 5 in the spin representation of o(2n,F) in (7.1.32)-(7.1.37) and
Theorem 7.1.3. By (11.3.57) and Table 11.3.1, we have an o(10,F)-module isomorphism
σ : U → Ψ(0) such that σ(x1) = θ1θ2θ3θ4. According to (7.1.34), (7.1.35), (11.3.36)-
(11.3.40) and (11.3.56), the following sets are symmetric with respect to the representation
π of o(10,F):
S1 = {x1, x2, x3, x4, x7}, S2 = {x5, x6, x8, x9, x10, x11, x12, x13, x14, x15} (11.3.98)
and S3 = {x16}.
We define an anti-automorphism † of the associative algebra
B =
∞∑
i1,...,i16=0
B∂i1x1 · · ·∂16x16 (11.3.99)
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of differential operators by
(x6)
† = −∂x10 , (∂x6)† = −x10, (x10)† = −∂x6 , (∂x10)† = −x6, (11.3.100)
(xi)
† = −∂x17−i , (∂xi)† = −x17−i for i = 4, 13, (11.3.101)
(x7)
† = ∂x11 , (∂x7)
† = x11, (x11)
† = ∂x7 , (∂x11)
† = x7, (11.3.102)
(xr)
† = ∂x17−r , (∂xr)
† = x17−r for r = 1, 2, 3, 5, 8, 9, 12, 14, 15, 16. (11.3.103)
It turns out that the map d 7→ −d† forms a Lie algebra automorphism of π(o(10,F))
by (11.3.36)-(11.3.40), (11.3.56), (11.3.57) and Table 11.3.1, which corresponds to an
automorphism of o(10,F) inducing the automorphism of its Dynkin diagram. Moreover,
−d† ∈W for any d ∈W. (11.3.104)
Define
s(d) = −τ(d†) for d ∈ B. (11.3.105)
Then s is an associative algebra automorphism of B with order 2. In fact,
s(x6) = −x10, s(x4) = −x13, s(x7) = x11, s(xr)† = x17−r (11.3.106)
for r = 1, 2, 3, 5, 8. Moreover,
s(ζi) = ζ5+i, s(ζr) = ζr for i ∈ 1, 4, r = 5, 10. (11.3.107)
This shows that {1, 16} and {2, 15} are symmetric with respect to the sets W and Z.
Thus the lemma follows from the conclusion of the first paragraph. ✷
For any i ∈ 1, 16, we define
Υi = {(r, s) | ζr contains xixs}. (11.3.108)
We have the following equivalent combinatorial property:
Lemma 11.3.3. Each polynomial ζr contains exactly eight xi’s. Moreover,
|Υi| = 5 for i ∈ 16. (11.3.109)
Proof. According to (11.3.59) and (11.3.65)-(11.3.73), we calculate
Υ1 = {(1, 11), (2, 13), (3, 14), (4, 15), (10, 16)}, (11.3.110)
Then (11.3.108) follows from Lemma 11.3.2. The first statement is obtained by checking
(11.3.59) and (11.3.65)-(11.3.73) one-by-one. ✷
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If we represent {xi | i ∈ 1, 16} by 16 vertices and represent {ζr | r ∈ 1, 10} by 10 lines,
then we obtain a graph of 16 vertices and 10 lines such that each line contains 8 vertices
and each vertex is exactly on 5 lines.
For i ∈ 1, 16, we denote
Ii = {r ∈ 1, 16 | some d ∈W contains xr∂xi} (11.3.111)
and
Wi = {d ∈W | d does not contain xi and ∂xi}. (11.3.112)
Write
Ji = {s ∈ 1, 16 | (r, s) ∈ Υi for some r ∈ 1, 16}. (11.3.113)
The following equivalent combinatorial properties will be crucial to our main result in
Section 11.7.
Lemma 11.3.4. For any i ∈ 1, 16, we have
|Ii| = 10, |Wi| = 20, |Ji| = 5. (11.3.114)
In fact,
Ii
⋃
Ji = 1, 16 \ {i}. (11.3.115)
Moreover, every element in Wi contains exactly one xs with s ∈ Ji, and for any r ∈ Ji,
xr is contained in exactly four elements in Wi.
Proof. By Lemma 11.3.2, we only need to prove it for i = 1. Note that the elements
in W containing ∂x1 are
π(A5,4), π(A5,3), π(A5,2), π(A5,1), π(C4,3), (11.3.116)
π(C4,2), π(C4,1), π(C3,2), π(C3,1), π(C2,1) (11.3.117)
by (11.3.36)-(11.3.56). Thus I1 = 2, 10
⋃{12}. On the other hand,
J1 = {11, 13, 14, 15, 16} (11.3.118)
by (11.3.110). Since τ(W) = W (cf. (11.3.29)), |W1| = 20. So (11.3.114) and (11.3.115)
holds for i = 1.
The elements in W1 containing x11 are
π(A1,2), π(A1,3), π(A1,4), π(B1,5). (11.3.119)
The elements in W1 containing x13 are
π(A2,1), π(A2,3), π(A2,4), π(B2,5). (11.3.120)
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The elements in W1 containing x14 are
π(A3,1), π(A3,2), π(A3,4), π(B3,5). (11.3.121)
The elements in W1 containing x15 are
π(A4,1), π(A4,2), π(A4,3), π(B4,5). (11.3.122)
The elements in W1 containing x16 are
π(B5,1), π(B5,2), π(B5,3), π(B5,4). (11.3.123)
Therefore every element in W1 contains exactly one xs with s ∈ J1, and for any r ∈ J1,
xr is contained in exactly four elements in W1. ✷
11.4 Realization of E6 in 16-Dimensional Space
In this section, we want to find a differential-operator representation of G E6 , or equiva-
lently, a fractional representation on 16-dimensional space of the Lie group of type E6.
Recall the Lie subalgebra G0 = GD5 ⊕ Fα6 of G E6. We can view the linear map ν
determined in (11.3.30)-(11.3.34) as an identification of o(10,F) with GD5 . We want to
find the extension of the representation π of o(10,F) given in (11.3.36)-(11.3.57) to G E6.
According to (11.3.24) and (11.3.25), we calculate
π(α6) = −2x1∂x1 −
10∑
i=2
xi∂xi − x12∂x12 . (11.4.1)
Write
α̂ = 2α1 + 4α3 + 6α4 + 3α2 + 5α5 + 4α6. (11.4.2)
Then
(α̂, αr) = 0 for r ∈ 1, 5 (11.4.3)
by the Dynkin diagram of E6, where (·, ·) is a symmetric Z-bilinear form on the root
lattice of E6 such that (α, α) = 2 for α ∈ ΦE6 .
Thanks to (4.4.24),
[α̂,GD5 ] = 0. (11.4.4)
So α̂ is a central element of G0. By Schur’s Lemma, α̂|V = c
∑16
i=1 xi∂xi . According to the
coefficients of x1∂x1 in (11.3.58) with the data in Table 11.3.2 and (11.4.2), we have
π(α̂) = −3D, where D =
16∑
i=1
xi∂xi (11.4.5)
is the degree operator on B.
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Recall that the Lie bracket in the algebra B (cf. (11.3.28)) is given by the commutator
[d1, d2] = d1d2 − d2d1. (11.4.6)
Set
T =
16∑
i=1
F∂xi . (11.4.7)
Then T forms an o(10,F)-module with respect to the action
B(∂) = [π(B), ∂] for B ∈ o(10,F), ∂ ∈ T . (11.4.8)
On the other hand, G± (cf. (11.3.14)-(11.3.20)) form o(10,F)-modules with respect to the
action
B(u) = [ν(B), u] for B ∈ o(10,F), u ∈ G± (11.4.9)
(cf. (11.3.30)-(11.3.34)). According to (11.3.24) and (11.3.25), the linear map determined
by ηi 7→ xi for i ∈ 1, 16 gives an o(10,F)-module isomorphism from G− to V . Moreover,
(11.3.3) and (11.3.22) imply that the linear map determined by ξi 7→ ∂xi for i ∈ 1, 16 gives
an o(10,F)-module isomorphism from G+ to T . Hence we define the representation π of
G+ on B by
π(ξi) = ∂xi for i ∈ 1, 16. (11.4.10)
Recall the Witt Lie subalgebra of B:
W16 =
16∑
i=1
B∂xi . (11.4.11)
Now we want to find the differential operators P1, P2, ..., P16 ∈W16 such that the following
representation π matches the structure of G E6:
π(ηi) = Pi for i ∈ 1, 16. (11.4.12)
Imposing
[∂x1 , P1] = π([Eα6 , E−α6 ]) = −π(α6) = 2x1∂x1 +
10∑
i=2
xi∂xi + x12∂x12 , (11.4.13)
we take
P1 = x1(
10∑
i=1
xi∂xi + x12∂x12) + P
′
1, (11.4.14)
where P ′1 is a differential operator such that [∂x1 , P
′
1] = 0. Moreover,
[∂xr , x1(
10∑
i=1
xi∂xi + x12∂x12)] = x1∂xr for r ∈ {2, 10, 12}. (11.4.15)
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Wanting [∂xr , P1] ∈ π(o(10,F)) (cf. (11.3.36)-(11.3.57)), we take
P1 = x1(
10∑
i=1
xi∂xi + x12∂x12)− (x2x9 − x3x6 + x4x5)∂x11
−(x2x10 − x3x8 + x5x7)∂x13 − (x2x12 − x4x8 + x6x7)∂x14
+(x3x12 − x4x10 + x7x9)∂x15 − (x5x12 − x6x10 + x8x9)∂x16
= x1D − ζ1∂x11 − ζ2∂x13 − ζ3∂x14 − ζ4∂x15 − ζ10∂x16 (11.4.16)
by (11.3.39), (11.3.43), (11.3.46), (11.3.48), (11.3.49), (11.3.51)-(11.3.55), (11.3.59), (11.3.65)-
(11.3.67), (11.3.69) and (11.4.5). Then
[∂xs , P1] = π(ν
−1([ξs, η1])) for s ∈ 1, 16 (11.4.17)
due to (11.3.30)-(11.3.35).
Since [E−α5 , η1] = η2 by (4.4.25), we take
P2 = [π(ν
−1(E−α5)), π(η1)] = −[π(A5,4), P1]
= x2D − ζ1∂x9 − ζ2∂x10 − ζ3∂x12 + ζ5∂x15 − ζ9∂x16 (11.4.18)
by (11.3.31) and (11.3.63). Similarly, we take
P3 = x3D + ζ1∂x6 + ζ2∂x8 + ζ4∂x12 + ζ5∂x14 − ζ8∂x16 , (11.4.19)
P4 = x4D − ζ1∂x5 + ζ3∂x8 − ζ4∂x10 − ζ5∂x13 + ζ7∂x16 , (11.4.20)
P5 = x5D − ζ1∂x4 − ζ2∂x7 − ζ10∂x12 + ζ9∂x14 − ζ8∂x15 , (11.4.21)
P6 = x6D + ζ1∂x3 − ζ3∂x7 + ζ10∂x10 − ζ9∂x13 + ζ7∂x15 , (11.4.22)
P7 = x7D − ζ2∂x5 − ζ3∂x6 + ζ4∂x9 + ζ5∂x11 − ζ6∂x16 , (11.4.23)
P8 = x8D + ζ2∂x3 + ζ3∂x4 − ζ10∂x9 + ζ9∂x11 − ζ6∂x15 , (11.4.24)
P9 = x9D − ζ1∂x2 + ζ4∂x7 − ζ10∂x8 − ζ8∂x13 + ζ7∂x14 , (11.4.25)
P10 = x10D − ζ2∂x2 − ζ4∂x4 + ζ10∂x6 + ζ8∂x11 − ζ6∂x14 , (11.4.26)
P11 = x11D − ζ1∂x1 + ζ5∂x7 + ζ9∂x8 + ζ8∂x10 − ζ7∂x12 , (11.4.27)
P12 = x12D − ζ3∂x2 + ζ4∂x3 − ζ10∂x5 − ζ7∂x11 + ζ6∂x13 , (11.4.28)
P13 = x13D − ζ2∂x1 − ζ5∂x4 − ζ9∂x6 − ζ8∂x9 + ζ6∂x12 , (11.4.29)
P14 = x14D − ζ3∂x1 + ζ5∂x3 + ζ9∂x5 + ζ7∂x9 − ζ6∂x10 , (11.4.30)
P15 = x15D − ζ4∂x1 + ζ5∂x2 − ζ8∂x5 + ζ7∂x6 − ζ6∂x8 , (11.4.31)
P16 = x16D − ζ10∂x1 − ζ9∂x2 − ζ8∂x3 + ζ7∂x4 − ζ6∂x7 . (11.4.32)
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Set
P =
16∑
i=1
FPi, C0 = π(o(10,F)) + FD (11.4.33)
(cf. (11.3.36)-(11.3.57) and (11.4.5)) and
C = P + C0 +T (11.4.34)
(cf. (11.4.7)). Then we have:
Theorem 11.4.1. The space C forms a Lie subalgebra of the Witt algebra W16 (cf.
(11.4.11)). Moreover, the linear map ϑ determined by
ϑ(ξi) = ∂xi , ϑ(ηi) = Pi, ϑ(u) = π(ν
−1(u)) for i ∈ 1, 16, u ∈ GD5 (11.4.35)
(cf. (11.3.30)-(11.3.34)) and
ϑ(α6) = −2x1∂x1 −
10∑
i=2
xi∂xi − x12∂x12 (11.4.36)
(cf. (11.4.1)) gives a Lie algebra isomorphism from G E6 to C.
Proof. Since T ∼= G+ as GD5-modules, we have
G0 + G+
ϑ∼= C0 +T (11.4.37)
as Lie algebras. Recall that U(G ) stands for the universal enveloping algebra of a Lie
algebra G . Note that
B− = G0 + G−, B+ = G0 + G+ (11.4.38)
are also Lie subalgebras of G E6 and
G E6 = B− ⊕ G+ = G− ⊕B+. (11.4.39)
We define a one-dimensional B−-module Fu0 by
w(u0) = 0 for w ∈ G− + GD5 , α̂(u0) = 48u0 (11.4.40)
(cf. (11.4.2)). Let
M = U(G E6)⊗B− Fu0 ∼= U(G+)⊗F Fu0 (11.4.41)
be the induced G E6-module.
Recall that N is the set of nonnegative integers. Let
B̂ = F[∂x1 , ∂x2 , ..., ∂x16 ]. (11.4.42)
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We define an action of the associative algebra B (cf. (11.3.28)) on B̂ by
∂xi(
16∏
j=1
∂βjxj ) = ∂
βi+1
xi
∏
i 6=j∈1,16
16∏
j=1
∂βjxj (11.4.43)
and
xi(
16∏
j=1
∂βjxj ) = −βi∂βi−1xi
∏
i 6=j∈1,16
16∏
j=1
∂βjxj (11.4.44)
for i ∈ 1, 16. Since
[−xi, ∂xj ] = [∂xi , xj ] = δi,j for i, j ∈ 1, 16, (11.4.45)
the above action gives an associative algebra representation of B. Thus it also gives a Lie
algebra representation of B (cf. (11.4.6)). It is straightforward to verify that
[d|B̂, ∂|B̂] = [d, ∂]|B̂ for d ∈ C0, ∂ ∈ T . (11.4.46)
Define linear map F : M → B̂ by
F(
16∏
i=1
ξℓii ⊗ u0) =
16∏
i=1
∂ℓixi (ℓ1, ..., ℓ16) ∈ N16. (11.4.47)
According to (11.3.36)-(11.3.57), (11.4.43) and (11.4.44),
D(1) = −16, d(1) = 0 for d ∈ π(o(10,F)). (11.4.48)
Moreover, (11.4.40), (11.4.41), (11.4.43), (11.4.44) and (11.4.48) imply
F(ξ(v)) = ϑ(ξ)[F(v)] for ξ ∈ G0, v ∈M. (11.4.49)
Now (11.4.41) and (11.4.43) yield
F(w(u)) = ϑ(w)[F(u)] for w ∈ B+, u ∈M. (11.4.50)
Thus we have
ςw|Ψς−1 = ϑ(w)|A ′ for w ∈ B+. (11.4.51)
On the other hand, the linear map
ψ(v) = F(v|M)F−1 for v ∈ G E6 (11.4.52)
is a Lie algebra monomorphism from G E6 to B|B̂. According to (11.4.17) and (11.4.45),
ψ(η1) = P1|B̂. (11.4.53)
11.5. FUNCTOR FROM D5-MOD TO E6-MOD 327
By the constructions of P2, ..., P16 in (11.4.18)-(11.4.32), we have
ψ(ηi) = Pi|B̂ for i ∈ 2, 16. (11.4.54)
Therefore, we have
ψ(v) = ϑ(v)|B̂ for v ∈ G E6 . (11.4.55)
In particular, C|B̂ = ϑ(G E6)|B̂ = ψ(G E6) forms a Lie algebra. Since the linear map
d 7→ d|B̂ for d ∈ C is injective, we have that C forms a Lie subalgebra of B and ϑ is a Lie
algebra isomorphism. ✷
By the above theorem, a Lie group of type E6 is generated by the linear transformations
{ebπ(u) | b ∈ R, u ∈ o(10,R)} associated with (11.3.36)-(11.3.57), the real translations and
dilations in R16 with xr as the rth coordinate function, and the fractional transformations
{ebPs : (x1, x2, ..., x16) 7→ (ebPs(x1), ebPs(x2), ..., ebPs(x16)) | b ∈ R, s ∈ 1, 16}, where
ebPs(xi) are of the forms as the following forms of the case s = 1:
ebP1(xi) =
xi
1− bx1 , i ∈ {1, 10, 12}, (11.4.56)
ebP1(x11) = x11 − b(x2x9 − x3x6 + x4x5)
1− bx1 , (11.4.57)
ebP1(x13) = x13 − b(x2x10 − x3x8 + x5x7)
1− bx1 , (11.4.58)
ebP1(x14) = x14 − b(x2x12 − x4x8 + x6x7)
1− bx1 , (11.4.59)
ebP1(x15) = x15 +
b(x3x12 − x4x10 + x7x9)
1− bx1 , (11.4.60)
ebP1(x16) = x16 − b(x5x12 − x6x10 + x8x9)
1− bx1 . (11.4.61)
11.5 Functor from D5-Mod to E6-Mod
In this section, we construct a functor from the category of D5-modules to the category
of E6-modules.
Note that
o(10,B) =
n∑
i,j=1
(BAi,j +BBi,j +A Ci,j) (11.5.1)
(cf. (11.3.4)) forms a Lie subalgebra of the matrix algebra gl(10,B) over B with respect
to the commutator, i.e.
[fB1, gB2] = fg[B1, B2] for f, g ∈ B, B1, B2 ∈ gl(10,F). (11.5.2)
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Moreover, we define the Lie algebra
K = o(10,B)⊕Bκ (11.5.3)
with the Lie bracket:
[ξ1 + fκ, ξ2 + gκ] = [ξ1, ξ2] for ξ1, ξ2 ∈ o(10,B), f, g ∈ B. (11.5.4)
Similarly, gl(16,B) becomes a Lie algebra with the Lie bracket as that in (11.5.2). Recall
the Witt algebra W16 =
∑16
i=1 B∂xi , and Lemma 6.7.1 says that there exists a monomor-
phism ℑ from the Lie algebra W16 to the Lie algebra of semi-product W16 + gl(16,B)
defined by
ℑ(
16∑
i=1
fi∂xi) =
16∑
i=1
fi∂xi + ℑ1(
16∑
i=1
fi∂xi), ℑ1(
16∑
i=1
fi∂xi) =
16∑
i,j=1
∂xi(fj)Ei,j. (11.5.5)
According to our construction of P1-P16 in (11.4.12)-(11.4.32),
ℑ1(Pi) =
16∑
r=1
xrℑ1(π([ξr, ηi])) for i ∈ 1, 16 (11.5.6)
(cf. (11..3.36)-(11.3.57) and (11.4.4)). On the other hand,
K̂ =W16 ⊕K (11.5.7)
becomes a Lie algebra with the Lie bracket
[d1 + f1B1 + f2κ, d2 + g1B2 + g2κ]
= [d1, d2] + f1g1[B1, B2] + d1(g2)B2 − d2(g1)B1 + (d1(g2)− d2(g1))κ (11.5.8)
for f1, f2, g1, g2 ∈ B, B1, B2 ∈ o(10,F) and d1, d2 ∈W16. Note
G0 = G
D5 ⊕ Fα̂ (11.5.9)
by (11.3.20) and (11.4.2). So there exists a Lie algebra monomorphism k : G0 → K
determined by
k(α̂) = 2κ, k(u) = ν−1(u) for u ∈ GD5 (11.5.10)
(cf. (11.3.30)-(11.3.34)). Since ℑ is a Lie algebra monomorphism, our construction of
P1-P16 in (11.4.12)-(11.4.32) and (11.5.6) show that we have a Lie algebra monomorphism
ι : G E6 → K̂ given by
ι(u) = π(u) + k(u) for u ∈ G0, (11.5.11)
ι(ξi) = ∂xi , ι(ηi) = Pi +
16∑
r=1
xrk([ξr, ηi]) for i ∈ 1, 16. (11.5.12)
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In order to calculate {ι(η1), ..., ι(η16)} explicitly, we need the more formulas of ν on
the positive root vectors of o(10,F) extended from (11.3.30)-(11.3.34). We calculate
ν(A3,5) = E(0,0,0,1,1), ν(A2,5) = −E(0,0,1,1,1), ν(B1,4) = E(1,1,1,1,1), (11.5.13)
ν(B3,4) = E(0,1,0,1,1), ν(B2,4 = −E(0,1,1,1,1), ν(A1,5) = E(1,0,1,1,1), (11.5.14)
ν(B2,3) = −E(0,1,1,2,1), ν(B1,3) = E(1,1,1,2,1), ν(B1,2) = −E(1,1,2,2,1). (11.5.15)
Using these formulas, we find
ι(η1) = P1 + x1(
4∑
i=1
Ai,i − A5,5 − κ)/2− x2A4,5 − x3A3,5 + x4A2,5 − x5B3,4
+x6B2,4 − x7A1,5 − x8B1,4 + x9B2,3 − x10B1,3 + x12B1,2, (11.5.16)
ι(η2) = P2 + x2(
∑
i 6=4
(Ai,i − A4,4 − κ)/2− x1A5,4 − x3A3,4 + x4A2,4 + x5B3,5
−x6B2,5 − x7A1,4 + x8B1,5 − x11B2,3 + x13B1,3 − x14B1,2, (11.5.17)
ι(η3) = P3 + x3(
∑
i 6=3
Ai,i −A3,3 − κ)/2− x1A5,3 − x2A4,3 + x4A2,3 − x5B4,5
−x7A1,3 − x9B2,5 + x10B1,5 + x11B2,4 − x13B1,4 + x15B1,2, (11.5.18)
ι(η4) = P4 + x4(
∑
i 6=2
Ai,i −A2,2 − κ)/2 + x1A5,2 + x2A4,2 + x3A3,2 − x6B4,5
+x7A1,2 − x9B3,5 + x11B3,4 + x12B1,5 − x14B1,4 + x15B1,3, (11.5.19)
ι(η5) = P5 + x5(A1,1 + A2,2 −
5∑
i=3
Ai,i − κ)/2− x1C4,3 + x2C5,3 − x3C5,4 + x6A2,3
−x8A1,3 − x9A2,4 + x10A1,4 − x11A2,5 + x13A1,5 − x16B1,2, (11.5.20)
ι(η6) = P6 + x6(A1,1 + A3,3 −
∑
i=2,4,5
Ai,i − κ)/2 + x1C4,2 − x2C5,2 − x4C5,4 + x5A3,2
+x8A1,2 − x9A3,4 − x11A3,5 + x12A1,4 + x14A1,5 − x16B1,3, (11.5.21)
ι(η7) = P7 + x7(
5∑
i2
Ai,i −A1,1 − κ)/2− x1A5,1 − x2A4,1 − x3A3,1 + x4A2,1
−x8B4,5 − x10B3,5 + x12B2,5 + x13B3,4 − x14B2,4 + x15B2,3, (11.5.22)
ι(η8) = P8 + x8(A2,3 + A3,3 −
∑
i=1,4,5
Ai,i − κ)/2− x1C4,1 + x2C5,1 − x5A3,1 + x6A2,1
−x7C5,4 − x10A3,4 + x12A2,4 − x13A3,5 + x14A2,5 − x16B2,3, (11.5.23)
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ι(η9) = P9 + x9(A1,1 + A4,4 −
∑
i=2,3,5
Ai,i − κ)/2 + x1C3,2 − x3C5,2 − x4C5,3 − x5A4,2
−x6A4,3 + x10A1,2 + x11A4,5 + x12A1,3 − x15A1,5 + x16B1,4, (11.5.24)
ι(η10) = P10 + x10(A2,2 + A4,4 −
∑
i=1,3,5
Ai,i − κ)/2− x1C3,1 + x3C5,1 + x5A4,1 − x7C5,3
−x8A4,3 + x9A2,1 + x12A2,3 + x13A4,5 − x15A2,5 + x16B2,4, (11.5.25)
ι(η11) = P11 + x11(A1,1 + A5,5 −
∑
i=2,3,4
Ai,i − κ)/2− x2C3,2 + x3C4,2 + x4C4,3 − x5A5,2
−x6A5,3 + x9A5,4 + x13A1,2 + x14A1,3 + x15A1,4 + x16B1,5, (11.5.26)
ι(η12) = P12 + x12(A3,3 + A4,4 −
∑
i=1,2,5
Ai,i − κ)/2 + x1C2,1 + x4C5,1 + x6A4,1 + x7C5,2
+x8A4,2 + x9A3,1 + x10A3,2 + x14A4,5 − x15A3,5 + x16B3,4, (11.5.27)
ι(η13) = P13 + x13(A2,2 + A5,5 −
∑
i=1,3,4
Ai,i − κ)/2 + x2C3,1 − x3C4,1 + x5A5,1 + x7C4,3
−x8A5,3 + x10A5,4 + x11A2,1 + x14A2,3 + x15A2,4 + x16B2,5, (11.5.28)
ι(η14) = P14 + x14(A2,2 + A5,5 −
∑
i=1,2,4
Ai,i − κ)/2− x2C2,1 − x4C4,1 + x6A5,1 − x7C4,2
+x8A5,2 + x11A3,1 + x12A5,4 + x13A3,2 + x15A3,4 + x16B3,5, (11.5.29)
ι(η15) = P15 + x15(A2,2 + A5,5 −
∑
i=1,2,3
Ai,i − κ)/2 + x3C2,1 + x4C3,1 + x7C3,2 − x9A5,1
−x10A5,2 + x11A4,1 − x12A5,3 + x13A4,2 + x14A4,3 + x16B4,5, (11.5.30)
ι(η16) = P16 − x16(
5∑
i=1
Ai,i + κ)/2− x5C2,1 − x6C3,1 − x8C3,2 + x9C4,1
+x10C4,2 + x11C5,1 + x12C4,3 + x13C5,2 + x14C5,3 + x15C5,4. (11.5.31)
Recall B = F[x1, ..., x16]. Let M be an o(10,F)-module and set
M̂ = B ⊗FM. (11.5.32)
We identify
f ⊗ v = fv for f ∈ B, v ∈M. (11.5.33)
Recall the Lie algebra K̂ defined via (11.5.1)-(11.5.8). Fix c ∈ F. Then M̂ becomes a
K̂ -module with the action defined by
d(fv) = d(f)v, κ(fv) = cfv, (gB)(fv) = fgB(v) (11.5.34)
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for d ∈ W16, f, g ∈ B, v ∈M and B ∈ o(10,F).
Since the linear map ι : G E6 → K̂ defined in (11.5.10)-(11.5.12) is a Lie algebra
monomorphism, M̂ becomes a G E6-module with the action defined by
ξ(w) = ι(ξ)(w) for ξ ∈ G E6 , w ∈ M̂. (11.5.35)
In fact, we have:
Theorem 11.5.1. The map M 7→ M̂ gives a functor from o(10,F)-Mod to G E6-
Mod, where the morphisms are o(10,F)-module homomorphisms and G E6-module homo-
morphisms, respectively.
We remark that the module M̂ is not a generalized Verma module in general because
it may not be equal to U(G )(M) = U(G−)(M).
Proposition 11.5.2. If M is an irreducible o(10,F)-module, then U(G−)(M) is an
irreducible G E6-module.
Proof. Note that for any i ∈ 1, 16, f ∈ B and v ∈ M , (11.5.12), (11.5.34) and (11.5.35)
imply
ξi(fv) = ∂xi(f)v. (11.5.36)
Let W be any nonzero G E6-submodule. The above expression shows that W
⋂
M 6= {0}.
According to (11.5.34), W
⋂
M is an o(10,F)-submodule. By the irreducibility of M ,
M ⊂ W . Thus U(G−)(M) ⊂ W . So U(G−)(M) =W is irreducible. ✷
By the above proposition, the map M 7→ U(G−)(M) is a polynomial extension from
irreducible o(10,F)-modules to irreducible G E6-modules. We can use it to derive Gel’fand-
Zetlin bases for E6 from those for o(10,F).
11.6 Irreducibility of the Functor
In this section, we want to determine the irreducibility of the G E6-module M̂ .
Note that M̂ can be viewed as an o(10,F)-module with the representation ι(ν(B))|M̂
(cf. (11.3.30)-(11.3.34)). Indeed, (11.5.11) and (11.5.35) show
ν(B(fv) = B(f)v + fB(v) for B ∈ o(10,F), f ∈ A , v ∈M (11.6.1)
(cf. (11.3.36)-(11.3.57)). So M̂ = B ⊗FM is a tensor module of o(10,F). Write
ηα =
16∏
i=1
ηαii , |α| =
16∑
i=1
αi for α = (α1, α2, ..., α16) ∈ N16 (11.6.2)
332 CHAPTER 11. REPRESENTATIONS OF E6
(cf. (11.3.14)-(11.3.19)). Recall the Lie subalgebras G± and G0 of G E6 defined in (11.3.20).
For k ∈ N, we set
Bk = Span{xα | α ∈ N16; |α| = k}, M̂k = BkM (11.6.3)
(cf. (11.3.27), (11.5.34)) and
(U(G−)(M))k = Span{ηα(M) | α ∈ N16, |α| = k}. (11.6.4)
Moreover,
(U(G−)(M))0 = M̂0 = M. (11.6.5)
Furthermore,
M̂ =
∞⊕
k=0
M̂k, U(G−)(M) =
∞⊕
k=0
(U(G−)(M))k. (11.6.6)
Next we define a linear transformation ϕ on M̂ determined by
ϕ(xαv) = ηα(v) for α ∈ N16, v ∈M. (11.6.7)
Note that B1 =
∑16
i=1 Fxi forms the 16-dimensional G0-module (equivalently, the o(10,F)
spin module). According to (4.4.24)) and (4.4.25), G− forms a G0-module with respect
to the adjoint representation, and the linear map from B1 to G0 determined by xi 7→ ηi
for i ∈ 1, 16 gives a G0-module isomorphism. Thus ϕ can also be viewed as a G0-module
homomorphism from M̂ to U(G0)(M). Moreover,
ϕ(M̂k) = (U(G−)(M))k for k ∈ N. (11.6.8)
Note that the Casimir element of o(10,F) is
ω =
∑
1≤i<j≤5
(Bi,jCj,i + Cj,iBi,j) +
5∑
r,s=1
Ar,sAs,r ∈ U(o(10,F)) (11.6.9)
(cf. (11.3.4)). The algebra U(o(10,F)) can be imbedded into the tensor algebra U(o(10,F))⊗
U(o(10,F)) by the associative algebra homomorphism d : U(o(10,F)) → U(o(10,F)) ⊗F
U(o(10,F)) determined by
d(u) = u⊗ 1 + 1⊗ u for u ∈ o(10,F). (11.6.10)
Set
ω˜ =
1
2
(d(ω)− ω ⊗ 1− 1⊗ ω) ∈ U(o(10,F))⊗F U(o(2n,F)). (11.6.11)
By (11.6.9),
ω˜ =
∑
1≤i<j≤5
(Bi,j ⊗ Cj,i + Cj,i ⊗ Bi,j) +
5∑
r,s=1
Ar,s ⊗As,r. (11.6.12)
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Furthermore, ω˜ acts on M̂ as an o(10,F)-module homomorphism via
(B1 ⊗ B2)(fv) = B1(f)B2(v) for B1, B2 ∈ o(10,F), f ∈ B, v ∈M. (11.6.13)
Lemma 11.6.1. We have ϕ|M̂1 = (ω˜ − c/2)|M̂1.
Proof. For any v ∈M , (11.3.36)-(11.3.57), (11.5.16), (11.6.12) and (11.6.13) give
ω˜(x1v) = [−x2A4,5 − x3A3,5 + x4A2,5 − x5B3,4 − x7A1,5 + x6B2,4
−x8B1,4 + x9B2,3 − x10B1,3 + x12B1,7 + x1(
4∑
i=1
Ai,i −A5,5)]v
= η1(v) + (c/2)x1v = (ϕ+ c/2)(x1v), (11.6.14)
or equivalently, ϕ(x1v) = (ω˜ − c/2)(x1v). According to (11.3.63), −A5,4(x1) = x2. So
ϕ(x2v)− ϕ(x1A5,4(v))
= −A5,4(ϕ(x1v) = −A5,4[(ω˜ − c/2)(x1v)] = (c/2− ω˜)A5,4(x1v)
= (ω˜ − c/2)(x2v − x1A5,4(v)) = (ω˜ − c/2)(x2v)− (ω˜ − c/2)(x1A5,4(v))
= (ω˜ − c/2)(x2v)− ϕ(x1A5,4(v)), (11.6.15)
or equivalently, ϕ(x2v) = (ω˜ − c/2)(x2v).
Observe that
−A4,3(x2) = x3, A3,2(x3) = x4, −C5,4(x3) = x5, −A3,1(x3) = x7, (11.6.16)
C5,1(x2) = x8, −C5,2(x2) = x6, −C3,1(x1) = x10, −C3,2(x2) = x11, (11.6.17)
A3,2(x10) = x12, C3,2(x1) = x9, C3,1(x2) = x13, (11.6.18)
A3,2(x13) = x14, A4,3(x14) = x15, C10,4(x15) = x16 (11.6.19)
by (11.3.60)-(11.3.64). Using the argument similar to (11.6.14) and induction, we can
prove
ϕ(xiv) = (ω˜ − c/2)(xiv) for i ∈ 1, 16, (11.6.20)
or equivalently, the lemma holds. ✷
We take (7.1.2)-(7.1.10) and (7.3.2)-(7.2.4) with n = 5. For any µ ∈ Λ+, we denote
by V (µ) the finite-dimensional irreducible o(10,F)-module with the highest weight µ and
have
ω|V (µ) = (µ+ 2ρ, µ)IdV (µ) (11.6.21)
by (11.6.9).
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Let Z2 = Z/2Z = {0, 1}. According to (11.3.57) and Table 11.3.1, the weight set of
the o(10,F)-module B1 is
Λ(B1) = {(1/2)
5∑
i=1
(−1)kiεi | ki ∈ Z2,
5∑
i=1
ki = 1}. (11.6.22)
Fixing λ ∈ Λ+, we define
H(λ) = {λ+ µ | µ ∈ Λ(A1), λ+ µ ∈ Λ+}. (11.6.23)
Lemma 11.6.2. We have:
B1 ⊗ V (λ) ∼=
⊕
λ′∈H(λ)
V (λ′). (11.6.24)
Proof. Note that all the weight subspaces of B1 are one-dimensional. Thus all the
irreducible components of A1 ⊗ V (λ) are of multiplicity one. Since
ρ+ λ+ µ ∈ Λ+ for µ ∈ Λ(A1), (11.6.25)
Theorem 5.4.3 says that V (λ′) is a component of B1⊗V (λ) if and only if λ′ ∈ H(λ). ✷
Recall
the highest weight of B1 =
1
2
(ε1 + ε2 + ε3 + ε4 − ε5) = λ4, (11.6.26)
the forth fundamental weight of o(10,F), by (11.3.57) and Table 11.3.1. Thus the eigen-
values of ω˜|
V̂ (λ)1
are
{[(λ′ + 2ρ, λ′)− (λ+ 2ρ, λ)− (λ4 + 2ρ, λ4)]/2 | λ′ ∈ H(λ)} (11.6.27)
by (11.6.11) and (11.6.13). We remark that the above fact is equivalent to special detailed
version of Kostant’s characteristic identity (cf. [Kb]). Define
ℓω(λ) = min{[(λ′ + 2ρ, λ′)− (λ+ 2ρ, λ)− (λ4 + 2ρ, λ4)]/2 | λ′ ∈ H(λ)}, (11.6.28)
which will be used to determine the irreducibility of V̂ (λ). If λ′ = λ+λ4−α ∈ H(λ) with
α ∈ Φ+D5 , then
(λ′ + 2ρ, λ′)− (λ+ 2ρ, λ)− (λ4 + 2ρ, λ4) = 2[(λ, λ4) + 1− (ρ+ λ+ λ4, α)]. (11.6.29)
Recall the differential operators P1, ..., P16 given in (11.4.16)-(11.4.32). We also view
the elements of B as the multiplication operators on B. Recall ζ1 in (11.3.59). It turns
out that we need the following lemma in order to determine the irreducibility of V̂ (λ).
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Lemma 11.6.3. As operators on B:
P11x1 + P1x11 + P9x2 + P2x9 − P6x3 − P3x6 + P5x4 + P4x5 = ζ1(D − 6). (11.6.30)
Proof. According to (11.4.16), (11.4.18)-(11.4.22), (11.4.25) and (11.4.27), we find that
P11x1 + P1x11 + P9x2 + P2x9 − P6x3 − P3x6 + P5x4 + P4x5
= −6ζ1 + x1P11 + x11P1 + x2P9 + x9P2 − x3P6 − x6P3 + x4P5 + x5P4 (11.6.31)
and
x1P11 + x11P1 + x2P9 + x9P2 − x3P6 − x6P3 + x4P5 + x5P4
= x1(x11D − ζ1∂x1 + ζ5∂x7 + ζ9∂x8 + ζ8∂x10 − ζ7∂x12)
+x11(x1D − ζ1∂x11 − ζ2∂x13 − ζ3∂x14 − ζ4∂x15 − ζ10∂x16)
+x2(x9D − ζ1∂x2 + ζ4∂x7 − ζ10∂x8 − ζ8∂x13 + ζ7∂x14)
+x9(x2D − ζ1∂x9 − ζ2∂x10 − ζ3∂x12 + ζ5∂x15 − ζ9∂x16)
−x3(x6D + ζ1∂x3 − ζ3∂x7 + ζ10∂x10 − ζ9∂x13 + ζ7∂x15)
−x6(x3D + ζ1∂x6 + ζ2∂x8 + ζ4∂x12 + ζ5∂x14 − ζ8∂x16)
+x4(x5D − ζ1∂x4 − ζ2∂x7 − ζ10∂x12 − ζ9∂x14 − ζ8∂x15)
+x5(x4D − ζ1∂x5 + ζ3∂x8 − ζ4∂x10 − ζ5∂x13 + ζ7∂x16)
= 2ζ1D − ζ1
∑
i=1,2,3,4,5,6,9,11
xi∂xi + (x1ζ5 + x2ζ4 + x3ζ3 − x4ζ2)∂x7
+(x1ζ9 − x2ζ10 − x6ζ2 + x5ζ3)∂x8 + (x1ζ8 − x9ζ2 − x3ζ10 − x5ζ4)∂x10
−(x1ζ7 + x9ζ3 + x6ζ4 + x4ζ10)∂x12 − (x11ζ2 + x2ζ8 − x3ζ9 + x5ζ5)∂x13
−(x11ζ3 − x2ζ7 + x6ζ5 − x4ζ9)∂x14 − (x11ζ4 − x9ζ5 + x3ζ7 + x4ζ8)∂x15
−(x11ζ10 + x9ζ9 − x6ζ8 − x5ζ7)∂x16 = ζ1D. ✷ (11.6.32)
We define the multiplication
f(gv) = (fg)v for f, g ∈ B, v ∈M. (11.6.33)
Then (11.5.16)-(11.5.21), (11.5.24) and (11.5.26) gives
16∑
r=1
xr̺([ξr, x1η11 + x11η1 + x2η9 + x9η2 − x3η6 − x6η3 + x4η5 + x5η4])
=
5∑
i=1
ζiA1,i +
5∑
r=2
ζ5+rB1,r − cζ1 (11.6.34)
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as operators on M̂ (cf. (11.5.33)), where ζi are defined in (11.3.59) and (11.3.65)-(11.3.83).
By Lemma 11.6.3, (11.5.5), (11.5.6) and (11.6.32),
T1 = ι(η11)x1 + ι(η1)x11 + ι(η9)x2 + ι(η2)x9 − ι(η6)x3 − ι(η3)x6 + ι(η5)x4 + ι(η4)x5
= ζ1(D − c− 6) +
5∑
i=1
ζiA1,i +
5∑
r=2
ζ5+rB1,r (11.6.35)
as operators on M̂ . We define an o(10,F)-module structure on the space End M̂ of linear
transformations on M̂ by
B(T ) = [ι(ν(B)), T ] = ι(ν(B))T −T ι(ν(B)) for B ∈ o(10,F), T ∈ EndM̂ (11.6.36)
(cf. (11.6.1)). It can be verified that T1 is an o(10,F)-singular vector with weight ε1 in
End M̂ . So it generates the 10-dimensional natural module. Set
T2 = ζ2(D − c− 6) +
5∑
i=1
ζiA2,i +
∑
r=1,3,4,5
ζ5+rB2,r, (11.6.37)
T3 = ζ3(D − c− 6) +
5∑
i=1
ζiA3,i +
∑
r=1,2,4,5
ζ5+rB3,r, (11.6.38)
T4 = ζ4(D − c− 6) +
5∑
i=1
ζiA4,i +
∑
r=1,2,3,5
ζ5+rB4,r, (11.6.39)
T5 = ζ5(D − c− 6) +
5∑
i=1
ζiA5,i −
4∑
r=1
ζ5+rBr,5, (11.6.40)
T6 = ζ6(D − c− 6)−
5∑
i=2
ζiCi,1 −
5∑
r=1
ζ5+rAr,1, (11.6.41)
T7 = ζ7(D − c− 6)−
∑
i=1,3,4,5
ζiCi,2 −
5∑
r=1
ζ5+rAr,2, (11.6.42)
T8 = ζ8(D − c− 6) +
∑
i=1,2,4,5
ζiC3,i −
5∑
r=1
ζ5+rAr,3, (11.6.43)
T9 = ζ9(D − c− 6) +
∑
i=1,2,3,5
ζiC4,i −
5∑
r=1
ζ5+rAr,4, (11.6.44)
T10 = ζ10(D − c− 6) +
4∑
i=1
ζiC5,i −
5∑
r=1
ζ5+rAr,5. (11.6.45)
Then T =
∑10
i=1 FTi forms the 10-dimensional natural module of o(10,F) with the stan-
dard basis {T1, ..., T10}.
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Denote
T ′i = Ti − ζi(D − c− 6) for i ∈ 1, 10. (11.6.46)
Easily see that T ′ =
∑10
i=1 FT
′
i forms the 10-dimensional natural module of o(10,F)
with the standard basis {T ′1, ..., T ′10}. So we have the o(10,F)-module isomorphism from
U =
∑10
i=1 Fζi to T
′ determined by ζi 7→ T ′i for i ∈ 1, 10. The weight set of U is
Λ(U) = {±ε1, ...,±ε5}. (11.6.47)
Let λ ∈ Λ+. Denote
H′(λ) = {λ+ µ | µ ∈ Λ(U), λ+ µ ∈ Λ+}. (11.6.48)
Take M = V (λ). It is known that
UV (λ) = U ⊗F V (λ) ∼=
⊕
λ′∈H′(λ)
V (λ′). (11.6.49)
Given λ′ ∈ H′(λ), we pick a singular vector
u =
10∑
i=1
ζiui (11.6.50)
of weight λ′ in UV (λ), where ui ∈ V (λ). Moreover, any singular vector of weight λ′ in
UV (λ) is a scalar multiple of u. Note that the vector
w =
10∑
i=1
T ′i (ui) (11.6.51)
is also a singular vector of weight λ′ if it is not zero. Thus
w = ♭λ′u, ♭λ′ ∈ F. (11.6.52)
Set
♭(λ) = min{♭λ′ | λ′ ∈ H′(λ)}. (11.6.53)
Theorem 11.6.4. The G E6-module V̂ (λ) is irreducible if
c ∈ F \ {♭(λ)− 6 + N, 2ℓω(λ) + 2N}. (11.6.54)
Proof. Recall that the G E6-submodule U(G−)(V (λ)) is irreducible by Proposition
11.5.2. It is enough to prove V̂ (λ) = U(G−)(V (λ)). It is obvious that
V̂ (λ)0 = V (λ) = (U(G−)(V (λ)))0 (11.6.55)
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(cf. (11.6.3) and (11.6.4) with M = V (λ)). Moreover, Lemma 11.6.1 with M = V (λ),
(11.6.36) and (11.6.61) imply that ϕ|
V̂ (λ)1
is invertible, or equivalently,
V̂ (λ)1 = (U(G−)(V (λ)))1. (11.6.56)
Suppose that
V̂ (λ)i = (U(G−)(V (λ)))i (11.6.57)
for i ∈ 0, k with 1 ≤ k ∈ N.
For any v ∈ V (λ) and α ∈ N16 such that |α| = k − 1, we have
Tr(x
αv) = xα[(|α| − c− 6)ζr + T ′r](v) ∈ (U(G−)(V (λ)))k+1, r ∈ 1, 10 (11.6.58)
by (11.6.57) with i = k − 1, k. But
V ′ = Span{[(|α| − c− 6)ζr + T ′r](v) | r ∈ 1, 10, v ∈ V (λ)} (11.6.59)
forms an o(10,F)-submodule of UV (λ) with respect to the action in (11.6.1). Let u be a
o(10,F)-singular vector in (11.6.50). Then
V ′ ∋
10∑
r=1
[(|α| − c− 6)ζr + T ′r](ur) = (|α| − c− 6)u+ w = (|α| − c− 6 + ♭λ′)u (11.6.60)
by (11.6.51) and (11.6.52). Moreover, (11.6.53) and (11.6.54) yield u ∈ V ′. Since UV (λ)
is an o(10,F)-module generated by all the singular vectors, we have V ′ = UV (λ). So
xαUV (λ) ⊂ (U(G−)(V (λ)))k+1. (11.6.61)
The arbitrariness of α implies
ζrV̂ (λ)k−1 ⊂ (U(G−)(V (λ)))k+1 for r ∈ 1, 10. (11.6.62)
Given any f ∈ Bk and v ∈ V (λ), we have
ζr∂xi(f)v ∈ ζrV̂ (λ)k−1 ⊂ (U(G−)(V (λ)))k+1 for r ∈ 1, 10, i ∈ 1, 16. (11.6.63)
Moreover,
ηs(fv) = ι(ηs)(fv) = Ps(fv) + f(ω˜ − c/2)(xsv)
≡ f(k + ω˜ − c/2)(xsv) (mod
10∑
r=1
ζrV̂ (λ)k−1) (11.6.64)
for s ∈ 1, 16 by (11.4.16)-(11.4.32), (11.5.16)-(11.5.31) and Lemma 11.6.1. According to
(11.6.28), (11.6.54), (11.6.62) and (11.6.64), we get
xsfv ∈ (U(G−)(V (λ)))k+1 for s ∈ 1, 16. (11.6.65)
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Thus (11.6.57) holds for i = k+1. By induction on k, (11.6.57) holds for any i ∈ N; that
is, V̂ (λ) = U(G−)(V (λ)). ✷
When λ = 0, V (0) is the one-dimensional trivial module and ℓω(0) = ♭(0) = 0. So we
have:
Corollary 11.6.5. The G E6-module V̂ (0) is irreducible if c ∈ F \ {N− 6}.
Next we consider the case λ = kε1 = kλ1 for some positive integer k, where λ1 is the
first fundamental weight. Note
H(kε1) = {λ4 + kε1, λ4 + (k − 1)ε1 + ε5} (11.6.66)
by (11.6.22) and (11.6.23). Thus (11.6.28) and (11.6.29) give
ℓω(kε1) = −4 − k/2. (11.6.67)
In order to calculate ♭(kε1), we give a realization of V (kε1). Observe that we have a
representation of o(10,F) on B = F[y1, ..., y10] determined via
Ei,j|B = yi∂yj for i, j ∈ 1, 10. (11.6.68)
Denote by Bk the subspace of homogenous polynomials in B with degree k. Set
Hk = {h ∈ Bk | (
5∑
i=1
∂yi∂y5+i)(h) = 0}. (11.6.69)
Then Hk ∼= V (kε1) and yk1 is a highest-weight vector.
According to (11.6.47) and (11.6.48),
H′(kε1) = {(k + 1)ε1, (k − 1)ε1, kε1 + ε2}. (11.6.70)
The vector ζ1y
k
1 is a singular vector in UHk with weight (k+1)ε1, where we takeM = Hk
in the earlier settings. By (11.6.35) and (11.6.46),
T ′1(y
k
1) = kζ1y
k
1 =⇒ ♭(k+1)ε1 = k. (11.6.71)
Moreover, ζ1y
k−1
1 y2 − ζ2yk1 is a singular vector in UHk with weight kε1 + ε2. Moreover,
(11.6.35), (11.6.37) and (11.6.46) imply
T ′1(y
k−1
1 y2)− T ′2(yk1) = (k − 1)ζ1yk−11 y2 + ζ2yk1 − kζ1yk−11 y2
= ζ2y
k
1 − ζ1yk−11 y2 = −(ζ1yk−11 y2 − ζ2yk1). (11.6.72)
Thus ♭kε1+ε2 = −1. Furthermore,
̟ = (k + 3)
5∑
i=1
[ζiy
k−1
1 y5+i + ζ5+iy
k−1
1 yi]− (k − 1)ζ1yk−21
5∑
s=1
ysy5+s (11.6.73)
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is a singular vector in UHk with weight (k − 1)ε1. Expressions (11.6.35) and (11.6.37)-
(11.6.46) yield
(k + 3)
5∑
i=1
[T ′i (y
k−1
1 y5+i) + T
′
5+i(y
k−1
1 yi)]− (k − 1)T ′1(xαyk−21
5∑
s=1
ysy5+s)
= (−8− k)xα̟ =⇒ ♭(k−1)ε1 = −8 − k. (11.6.74)
Therefore, ♭(kε1) = −8− k. By Theorem 11.6.4 and (11.6.67), we obtain:
Corollary 11.6.6. The G E6-module V̂ (kλ1) is irreducible if c ∈ F \ {N− 14− k}.
By similar calculations, we obtain:
Corollary 11.6.7. (a) The G E6-module V̂ (λ2) is irreducible if c ∈ F \ {N− 16}.
(b) The G E6-module V̂ (λ3) is irreducible if c ∈ F \ {N− 15,−17,−19,−21}.
(c) The G E6-module V̂ (kλ4) is irreducible if c ∈ F \ {N− 10− k/2, 2N+ k − 12}.
(d) The G E6-module V̂ (kλ5) is irreducible if c ∈ F \ {N− 10− k/2, 2N− k − 20}.
11.7 Representations on Exponential-Polynomial Func-
tions
In this section, we want to study representations of G E6 on exponential-polynomial func-
tions.
Recall
D =
16∑
i=1
xi∂xi . (11.7.1)
Fix c ∈ F. Let c = 2c and identify V̂ (0) = B ⊗ v0 with B by
f ⊗ v0 ↔ f for f ∈ B, (11.7.2)
where V (0) = Fv0. Then we have the following one-parameter inhomogeneous first-order
differential operator representation πc of G E6:
πc(u) = π(ν
−1(u)) for u ∈ GD5 (11.7.3)
(cf. (11.3.30)-(11.3.34) and (11.3.36)-(11.3.57)),
πc(αˆ) = D + 4c, πc(ξi) = ∂xi for i ∈ 1, 16, (11.7.4)
πc(η1) = x1(D − c)− ζ1∂x11 − ζ2∂x13 − ζ3∂x14 − ζ4∂x15 − ζ10∂x16 , (11.7.5)
πc(η2) = x2(D − c)− ζ1∂x9 − ζ2∂x10 − ζ3∂x12 + ζ5∂x15 − ζ9∂x16 , (11.7.6)
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πc(η3) = x3(D − c) + ζ1∂x6 + ζ2∂x8 + ζ4∂x12 + ζ5∂x14 − ζ8∂x16 , (11.7.7)
πc(η4) = x4(D − c)− ζ1∂x5 + ζ3∂x8 − ζ4∂x10 − ζ5∂x13 + ζ7∂x16 , (11.7.8)
πc(η5) = x5(D − c)− ζ1∂x4 − ζ2∂x7 − ζ10∂x12 + ζ9∂x14 − ζ8∂x15 , (11.7.9)
πc(η6) = x6(D − c) + ζ1∂x3 − ζ3∂x7 + ζ10∂x10 − ζ9∂x13 + ζ7∂x15 , (11.7.10)
πc(η7) = x7(D − c)− ζ2∂x5 − ζ3∂x6 + ζ4∂x9 + ζ5∂x11 − ζ6∂x16 , (11.7.11)
πc(η8) = x8(D − c) + ζ2∂x3 + ζ3∂x4 − ζ10∂x9 + ζ9∂x11 − ζ6∂x15 , (11.7.12)
πc(η9) = x9(D − c)− ζ1∂x2 + ζ4∂x7 − ζ10∂x8 − ζ8∂x13 + ζ7∂x14 , (11.7.13)
πc(η10) = x10(D − c)− ζ2∂x2 − ζ4∂x4 + ζ10∂x6 + ζ8∂x11 − ζ6∂x14 , (11.7.14)
πc(η11) = x11(D − c)− ζ1∂x1 + ζ5∂x7 + ζ9∂x8 + ζ8∂x10 − ζ7∂x12 , (11.7.15)
πc(η12) = x12(D − c)− ζ3∂x2 + ζ4∂x3 − ζ10∂x5 − ζ7∂x11 + ζ6∂x13 , (11.7.16)
πc(η13) = x13(D − c)− ζ2∂x1 − ζ5∂x4 − ζ9∂x6 − ζ8∂x9 + ζ6∂x12 , (11.7.17)
πc(η14) = x14(D − c)− ζ3∂x1 + ζ5∂x3 + ζ9∂x5 + ζ7∂x9 − ζ6∂x10 , (11.7.18)
πc(η15) = x15(D − c)− ζ4∂x1 + ζ5∂x2 − ζ8∂x5 + ζ7∂x6 − ζ6∂x8 , (11.7.19)
πc(η16) = x16(D − c)− ζ10∂x1 − ζ9∂x2 − ζ8∂x3 + ζ7∂x4 − ζ6∂x7 . (11.7.20)
Let ~a = (a1, ..., a16) ∈ F16 \ {~0}. Define
~a · ~x =
16∑
i=1
aixi. (11.7.21)
Recall B = F[x1, ..., x16] and set
B~a = {fe~a·~x | f ∈ B}. (11.7.22)
Moreover, we write
F = {xiζr1ζr2 | i ∈ 1, 16; (r1, s1), (r2, s2) ∈ Υi, r1 6= r2}. (11.7.23)
By Lemma 11.3.3, |F | = 160. For any function f(x1, ..., x16), we define
f(~b) = f(b1, ..., b16) for ~b = (b1, ..., b16) ∈ F16. (11.7.24)
Now we define
V = {~b ∈ F16 \ {~0} | f(~b) = 0 for f ∈ F}, (11.7.25)
which gives rise to a projective algebraic variety. The following is our main theorem in
this section.
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Theorem 11.7.1. With respect to the representation πc, B~a forms an irreducible
G E6-module for any c ∈ F if ~a 6∈ V .
Proof. Let Bk be the subspace of homogeneous polynomials with degree k. Set
B~a,k = Bke
~a·~x for k ∈ N. (11.7.26)
Let M be a nonzero G E6-submodule of B~a. Take any 0 6= fe~a·~x ∈M with f ∈ B. By the
second equation in (11.7.4),
(ξi − ai)(fe~a·~x) = ∂xi(f)e~a·~x ∈M for i ∈ 1, 16. (11.7.27)
Repeatedly applying (11.7.27) if necessarily, we obtain e~a·~x ∈M ; that is, B~a,0 ⊂M .
Suppose B~a,ℓ ⊂M for some ℓ ∈ N. Let ge~a·~x be any element in B~a,ℓ. Note that
πc(G
E6) = π(o(10,F)) +
16∑
i=1
(Fπc(ξi) + Fπc(ηi)) + Fπc(αˆ) (11.7.28)
by (11.3.20), (11.3.21), (11.4.2) and (11.7.3). Thus M is also an o(10,F)-module.
By Lemma 11.3.2, we can assume that (x1ζr1ζr2)(~a) 6= 0 for some r1, r2 ∈ {1, 2, 3, 4, 10}
with r1 6= r2 by (11.3.111). Under the assumption, a1 6= 0.
Applying (11.3.116) and (11.3.117) to ge~a·~x, we get by (11.3.36)-(11.3.56) that
(−a1x2 + a9x11 + a10a13 + a12x14)ge~a·~x ≡ 0 (mod M), (11.7.29)
(−a1x3 − a6x11 − a8x13 − a12x15)ge~a·~x ≡ 0 (mod M), (11.7.30)
(a1x4 − a5x11 + a8x14 − a10x15)ge~a·~x ≡ 0 (modM), (11.7.31)
(−a1x5 + a4x11 + a7x13 + a12x16)ge~a·~x ≡ 0 (modM), (11.7.32)
(−a1x7 + a5x13 + a6x14 − a9x15)ge~a·~x ≡ 0 (mod M), (11.7.33)
(a1x6 + a3x11 − a7x14 + a10x16)ge~a·~x ≡ 0 (modM), (11.7.34)
(−a1x8 − a4x14 − a3x13 + a9x16)ge~a·~x ≡ 0 (modM), (11.7.35)
(a1x9 − a2x11 + a7x15 − a8x16)ge~a·~x ≡ 0 (mod M), (11.7.36)
(−a1x10 + a2x13 + a4x15 − a6x16)ge~a·~x ≡ 0 (modM), (11.7.37)
(a1x12 − a2x14 + a3x15 − a5x16)ge~a·~x ≡ 0 (modM). (11.7.38)
Multiplying a1 to (11.3.119)-(11.3.125) and applying them to ge
~a·~x by (11.3.36)-(11.3.56),
we obtain
a1(a7x4 + a8x6 + a10x9 + a13x11)ge
~a·~x ≡ 0 (modM), (11.7.39)
a1(−a7x3 − a8x5 + a12x9 + a14x11)ge~a·~x ≡ 0 (mod M), (11.7.40)
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a1(−a7x2 + a10x5 + a12x6 + a15x11)ge~a·~x ≡ 0 (mod M), (11.7.41)
a1(a8x2 + a10x3 + a12x4 + a16x11)ge
~a·~x ≡ 0 (mod M), (11.7.42)
a1(a4x7 + a6x8 + a9x10 + a11x13)ge
~a·~x ≡ 0 (modM), (11.7.43)
a1(a4x3 + a6x5 + a12x10 + a14x13)ge
~a·~x ≡ 0 (mod M), (11.7.44)
a1(a4x2 − a9x5 + a12x8 + a15x13)ge~a·~x ≡ 0 (modM), (11.7.45)
a1(−a6x2 − a9x3 + a12x7 + a16x13)ge~a·~x ≡ 0 (mod M), (11.7.46)
a1(−a3x7 − a5x8 + a9x12 + a11x14)ge~a·~x ≡ 0 (mod M), (11.7.47)
a1(a3x4 + a5x6 + a10x12 + a13x14)ge
~a·~x ≡ 0 (mod M), (11.7.48)
a1(−a3x2 − a9x6 − a10x8 + a15x14)ge~a·~x ≡ 0 (mod M), (11.7.49)
a1(a5x2 − a9x4 − a10x7 + a16x14)ge~a·~x ≡ 0 (mod M), (11.7.50)
a1(−a2x7 + a5x10 + a6x12 + a11x15)ge~a·~x ≡ 0 (mod M), (11.7.51)
a1(a2x4 − a5x9 + a8x12 + a13x15)ge~a·~x ≡ 0 (modM), (11.7.52)
a1(−a2x3 − a6x9 − a8x10 + a14x15)ge~a·~x ≡ 0 (mod M), (11.7.53)
a1(−a5x3 − a6x4 − a8x7 + a16x15)ge~a·~x ≡ 0 (mod M), (11.7.54)
a1(a2x8 + a3x10 + a4x12 + a11x16)ge
~a·~x ≡ 0 (mod M), (11.7.55)
a1(−a2x6 − a3x9 + a7x12 + a13x16)ge~a·~x ≡ 0 (mod M), (11.7.56)
a1(a2x5 − a4x9 − a7x10 + a14x16)ge~a·~x ≡ 0 (mod M), (11.7.57)
a1(−a3x5 − a4x6 − a7x8 + a15x16)ge~a·~x ≡ 0 (mod M). (11.7.58)
According to (11.7.31), (11.7.34) and (11.7.36),
a1x4ge
~a·~x ≡ (a5x11 − a8x14 + a10x15)ge~a·~x (modM), (11.7.59)
a1x6ge
~a·~x ≡ (−a3x11 + a7x14 − a10x16)ge~a·~x (mod M), (11.7.60)
a1x9ge
~a·~x ≡ (a2x11 − a7x15 + a8x16)ge~a·~x (mod M). (11.7.61)
Substituting them into (11.7.39), we get
[a7(a5x11 − a8x14 + a10x15) + a8(−a3x11 + a7x14 − a10x16)
+a10(a2x11 − a7x15 + a8x16) + a1a13x11]ge~a·~x
= [a1a13 + a2a10 − a3a8 + a5a7]x11ge~a·~x
= ζ2(~a)x11ge
~a·~x ≡ 0 (mod M ) (11.7.62)
by (11.3.65) and (11.7.24).
344 CHAPTER 11. REPRESENTATIONS OF E6
Similarly we substitute (11.7.29)-(11.7.38) into (11.7.40)-(11.7.58), and get by (11.3.59),
(11.3.65)-(11.3.67) and (11.3.69) that
ζi(~a)x11ge
~a·~x ≡ 0 (mod M ) for i = 3, 4, 10; (11.7.63)
ζi(~a)x13ge
~a·~x ≡ 0 (mod M ) for i = 1, 3, 4, 10; (11.7.64)
ζi(~a)x14ge
~a·~x ≡ 0 (mod M ) for i = 1, 2, 4, 10; (11.7.65)
ζi(~a)x15ge
~a·~x ≡ 0 (mod M ) for i = 1, 2, 3, 10; (11.7.66)
ζi(~a)x16ge
~a·~x ≡ 0 (mod M ) for i = 1, 2, 3, 4. (11.7.67)
Since ζr1(~a)ζr2(~a) 6= 0 for some r1, r2 ∈ {1, 3, 4, 5, 10} with r1 6= r2, (11.7.62)-(11.7.67)
imply
xige
~a·~x ∈ M for i = 11, 13, 14, 15, 16. (11.7.68)
Substituting (11.7.68) into (11.7.29)-(11.7.38), we obtain
xige
~a·~x ∈ M for i ∈ 2, 16. (11.7.69)
By (11.3.57) and Table 11.3.1,
A1,1(ge
~a·~x) ≡ a1x1ge~a·~x/2 ≡ 0 (mod M). (11.7.70)
So x1ge
~a·~x ∈ M . Hence B~a,ℓ+1 ⊂M . By induction,
B~a,k ⊂M for k ∈ N. (11.7.71)
Therefore, M =
∑∞
k=0 B~a,k = B~a. So B~a forms an irreducible G
E6-module. ✷
Chapter 12
Representations of E7
By solving certain partial differential equations, we find the explicit decomposition of
the polynomial algebra over the 56-dimensional basic irreducible module of the simple
Lie algebra E7 into a direct sum of irreducible submodules, which was due to our work
[X22]. Moreover, we find a new representation of the simple Lie algebra of type E7 on
the polynomial algebra in 27 variables, which gives a fractional representation of the
corresponding Lie group on 27-dimensional space. Using this representation and Shen’s
idea of mixed product (cf. [Sg]), we construct a new functor from the category of E6-
modules to the category of E7-modules. A condition for the functor to map a finite-
dimensional irreducible E6-module to an infinite-dimensional irreducible E7-module is
obtained. Our general frame also gives a direct polynomial extension from irreducible
E6-modules to irreducible E7-modules, which can be used to derive Gel’fand-Zetlin bases
for E7 from those for E6 that can be obtained from those for D5 in last chapter. Our
results also yield explicit constructions of certain infinite-dimensional irreducible weight
E7-modules of finite-dimensional weight subspaces. In our approach, the idea of Kostant’s
characteristic identities and the well-known Dickson’s E6-invariant trilinear form play key
roles. These results were due to our work [X26].
In the above work, we fond a one-parameter (c) family of inhomogeneous first-order
differential operator representations of the simple Lie algebra of type E7 in 27 variables.
Letting these operators act on the space of exponential-polynomial functions that depend
on a parametric vector ~a ∈ F27 \ {~0}, we prove that the space forms an irreducible E7-
module for any constant c if ~a is not on an explicitly given projective algebraic variety.
Certain equivalent combinatorial properties of the basic oscillator representation of E6
play key roles in our proof. This part is taken from our work [X28].
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12.1 Basic Oscillator Representation of E7
In this section, we construct the oscillator representation ofE7 lifted from its 27-dimensional
basic irreducible representation.
First we go back to the construction of the simple simple Lie algebra GX in (4.4.15)-
(4.4.25) with X = E6, E7 and E8. Reacll the Dynkin diagram of E8:
E8: ❡
1
❡
3
❡
4
❡
2
❡
5
❡
6
❡
7
❡
8
Let {αi | i ∈ 1, 8} be the simple positive roots corresponding to the vertices in the
diagram, and let ΦE8 be the root system of E8. The simple Lie algebra of type E8 is
G E8 = H ⊕
⊕
α∈ΦE8
FEα, H = HE8 =
8∑
i=1
Fαi, (12.1.1)
with the Lie bracket given in (4.4.24) and (4.4.25). Note that the Dynkin diagram of E7
is a sub-diagram of that of E8. Set
HE7 =
7∑
i=1
Fαi, ΦE7 = ΦE8
⋂
HE7. (12.1.2)
We take the simple Lie algebra G E7 of type E7 as the Lie subalgebra
G E7 = HE7 ⊕
⊕
α∈ΦE7
FEα. (12.1.3)
Recall the notion in (4.4.43). Denote
̺1 = E(2,3,4,6,5,4,3,1), ̺2 = E(2,3,4,6,5,4,2,1), ̺3 = E(2,3,4,6,5,3,2,1), (12.1.4)
̺4 = E(2,3,4,6,4,3,2,1), ̺5 = E(2,3,4,5,4,3,2,1), ̺6 = E(2,3,3,5,4,3,2,1), (12.1.5)
̺7 = E(2,2,4,5,4,3,2,1), ̺8 = E(1,3,3,5,4,3,2,1), ̺9 = E(2,2,3,5,4,3,2,1), (12.1.6)
̺10 = E(2,2,3,4,4,3,2,1), ̺11 = E(1,2,3,5,4,3,2,1), ̺12 = E(2,2,3,4,3,3,2,1), (12.1.7)
̺13 = E(1,2,3,4,4,3,2,1), ̺14 = E(2,2,3,4,3,2,2,1), ̺15 = E(1,2,2,4,4,3,2,1), (12.1.8)
̺16 = E(1,2,3,4,3,3,2,1), ̺17 = E(2,2,3,4,3,2,1,1), ̺18 = E(1,2,2,4,3,3,2,1), (12.1.9)
̺19 = E(1,2,3,4,3,2,2,1), ̺20 = E(1,2,2,3,3,3,2,1), ̺21 = E(1,2,2,4,3,2,2,1), (12.1.10)
̺22 = E(1,2,3,4,3,2,1,1), ̺23 = E(1,1,2,3,3,3,2,1), ̺24 = E(1,2,2,3,3,2,2,1), (12.1.11)
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̺25 = E(1,2,2,4,3,2,1,1), ̺26 = E(1,1,2,3,3,2,2,1), ̺27 = E(1,2,2,3,2,2,2,1), (12.1.12)
̺28 = E(1,2,2,3,3,2,1,1), ̺29 = E(1,1,2,3,2,2,2,1), ̺30 = E(1,1,2,3,3,2,1,1), (12.1.13)
̺31 = E(1,2,2,3,2,2,1,1), ̺32 = E(1,1,2,2,2,2,2,1), ̺33 = E(1,1,2,3,2,2,1,1), (12.1.14)
̺34 = E(1,2,2,3,2,1,1,1), ̺35 = E(1,1,1,2,2,2,2,1), ̺36 = E(1,1,2,2,2,2,1,1), (12.1.15)
̺37 = E(1,1,2,3,2,1,1,1), ̺38 = E(1,1,1,2,2,2,1,1), ̺39 = E(1,1,2,2,2,1,1,1), (12.1.16)
̺40 = E(0,1,1,2,2,2,2,1), ̺41 = E(1,1,1,2,2,1,1,1), ̺42 = E(1,1,2,2,1,1,1,1), (12.1.17)
̺43 = E(0,1,1,2,2,2,1,1), ̺44 = E(1,1,1,2,1,1,1,1), ̺45 = E(0,1,1,2,2,1,1,1), (12.1.18)
̺46 = E(1,1,1,1,1,1,1,1), ̺47 = E(0,1,1,2,1,1,1,1), ̺48 = E(0,1,1,1,1,1,1,1), (12.1.19)
̺49 = E(1,0,1,1,1,1,1,1), ̺50 = E(0,1,0,1,1,1,1,1), ̺51 = E(0,0,1,1,1,1,1,1), (12.1.20)
̺52 = E(0,0,0,1,1,1,1,1), ̺53 = E(0,0,0,0,1,1,1,1), ̺54 = E(0,0,0,0,0,1,1,1), (12.1.21)
̺55 = E(0,0,0,0,0,0,1,1), ̺56 = E(0,0,0,0,0,0,0,1). (12.1.22)
Then the subspace
V =
56∑
i=1
F̺i (12.1.23)
forms an irreducible G E7-module with respect to the adjoint representation of G E8, ̺1 is
a highest-weight vector of weight λ7. Set
θ = α(2, 3, 4, 6, 5, 4, 3, 2) (12.1.24)
(cf. (4.4.42)). Then
[Eθ,G
E7 ] = {0} (12.1.25)
and ∑
α∈Φ+E8
CEα =
∑
β∈Φ+E7
CEβ + V + CEθ. (12.1.26)
Write
[u, ̺i] =
56∑
j=1
ϕi,j(u)̺j for u ∈ G F4. (12.1.27)
Set
B = F[x1, ..., x56] (12.1.28)
and define the basic oscillator representation of G E7 on A by
u(g) =
56∑
i,j=1
ϕi,j(u)xj∂xi(g) for u ∈ G E7 , g ∈ B (12.1.29)
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(cf. (2.2.17)-(2.2.20)). Then B forms a G E7-module isomorphic to the symmetric tensor
S(V ) over V . More explicitly, we have the following representation formulas for the
positive root vectors in G E7 by (4.4.54)-(4.4.58):
Eα1 |B = −x6∂x8 − x9∂x11 − x10∂x13 − x12∂x16 − x14∂x19 − x17∂x22
+x35∂x40 + x38∂x43 + x41∂x45 + x44∂x47 + x46∂x48 + x49∂x51 , (12.1.30)
Eα2 |B = x5∂x7 + x6∂x9 + x8∂x11 − x20∂x23 − x24∂x26 − x27∂x29
−x28∂x30 − x31∂x33 − x34∂x37 + x46∂x49 + x48∂x51 + x50∂x52 , (12.1.31)
Eα3 |B = −x5∂x6 − x7∂x9 − x13∂x15 − x16∂x18 − x19∂x21 − x22∂x25
+x32∂x35 + x36∂x38 + x39∂x41 + x42∂x44 + x48∂x50 + x51∂x52 , (12.1.32)
Eα4 |B = x4∂x5 − x9∂x10 − x11∂x13 − x18∂x20 − x21∂x24 − x25∂x28
−x29∂x32 − x33∂x36 − x37∂x39 − x44∂x46 − x47∂x48 + x52∂x53 , (12.1.33)
Eα5 |B = x3∂x4 − x10∂x12 − x13∂x16 − x15∂x18 − x24∂x27 − x26∂x29
−x28∂x31 − x30∂x33 − x39∂x42 − x41∂x44 − x45∂x47 + x53∂x54 , (12.1.34)
Eα6 |B = x2∂x3 − x12∂x14 − x16∂x19 − x18∂x21 − x20∂x24 − x23∂x26
−x31∂x34 − x33∂x37 − x36∂x39 − x38∂x41 − x43∂x45 + x54∂x55 , (12.1.35)
Eα7 |B = x1∂x2 − x14∂x17 − x19∂x22 − x21∂x25 − x24∂x28 − x26∂x30
−x27∂x31 − x29∂x33 − x32∂x36 − x35∂x38 − x40∂x43 + x55∂x56 , (12.1.36)
E(1,0,1)|B = −x5∂x8 − x7∂x11 + x10∂x15 + x12∂x18 + x14∂x21 + x17∂x25
−x32∂x40 − x36∂x43 − x39∂x45 − x42∂x47 + x46∂x50 + x49∂x52 , (12.1.37)
E(0,1,0,1)|B = −x4∂x7 − x6∂x10 − x8∂x13 − x18∂x23 − x21∂x26 − x25∂x30
+x27∂x32 + x31∂x36 + x34∂x39 + x44∂x49 + x47∂x51 + x50∂x53 , (12.1.38)
E(0,0,1,1)|B = x4∂x6 + x7∂x10 − x11∂x15 + x16∂x20 + x19∂x24 + x22∂x28
+x29∂x35 + x33∂x38 + x37∂x41 − x42∂x46 + x47∂x50 + x51∂x53 , (12.1.39)
E(0,0,0,1,1)|B = −x3∂x5 + x9∂x12 + x11∂x16 − x15∂x20 + x21∂x27 + x25∂x31
−x26∂x32 − x30∂x36 + x37∂x42 − x41∂x46 − x45∂x48 + x52∂x54 , (12.1.40)
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E(0,0,0,0,1,1)|B = −x2∂x4 + x10∂x14 + x13∂x19 + x15∂x21 − x20∂x27 − x23∂x29
+x28∂x34 + x30∂x37 − x36∂x42 − x38∂x44 − x43∂x47 + x53∂x55 , (12.1.41)
E(0,0,0,0,0,1,1)|B = −x1∂x3 + x12∂x17 + x16∂x22 + x18∂x25 + x20∂x28 + x23∂x30
−x27∂x34 − x29∂x37 − x32∂x39 − x35∂x41 − x40∂x45 + x54∂x56 , (12.1.42)
E(1,0,1,1)|B = x4∂x8 + x7∂x13 + x9∂x15 − x12∂x20 − x14∂x24 − x17∂x28
−x29∂x40 − x33∂x43 − x37∂x45 + x42∂x48 + x44∂x50 + x49∂x53 , (12.1.43)
E(0,1,1,1)|B = −x4∂x9 + x5∂x10 − x8∂x15 + x16∂x23 + x19∂x26 + x22∂x30
−x27∂x35 − x31∂x38 − x34∂x41 + x42∂x49 − x47∂x52 + x48∂x53 , (12.1.44)
E(0,1,0,1,1)|B = x3∂x7 + x6∂x12 + x8∂x16 − x15∂x23 + x21∂x29 + x24∂x32
+x25∂x33 + x28∂x36 − x34∂x42 + x41∂x49 + x45∂x51 + x50∂x54 , (12.1.45)
E(0,0,1,1,1)|B = −x3∂x6 − x7∂x12 + x11∂x18 + x13∂x20 − x19∂x27 − x22∂x31
+x26∂x35 + x30∂x38 − x37∂x44 − x39∂x46 + x45∂x50 + x51∂x54 , (12.1.46)
E(0,0,0,1,1,1)|B = x2∂x5 − x9∂x14 − x11∂x19 + x15∂x24 + x18∂x28 − x23∂x32
−x25∂x34 + x30∂x39 + x33∂x42 − x38∂x46 − x43∂x48 + x52∂x55 , (12.1.47)
E(0,0,0,0,1,1,1)|B = x1∂x4 − x10∂x17 − x13∂x22 − x15∂x25 + x20∂x31 + x23∂x33
+x24∂x34 + x26∂x37 − x32∂x42 − x35∂x44 − x40∂x47 + x53∂x56 , (12.1.48)
E(1,1,1,1)|B = −x4∂x11 + x5∂x13 + x6∂x15 − x12∂x23 − x14∂x26 − x17∂x30
+x27∂x40 + x31∂x43 + x34∂x45 − x42∂x51 − x44∂x52 + x46∂x53 , (12.1.49)
E(1,0,1,1,1)|B = −x3∂x8 − x7∂x16 − x9∂x18 − x10∂x20 + x14∂x27 + x17∂x31
−x26∂x40 − x30∂x43 + x37∂x47 + x39∂x48 + x41∂x50 + x49∂x54 , (12.1.50)
E(0,1,1,1,1)|B = x3∂x9 − x5∂x12 + x8∂x18 + x13∂x23 − x19∂x29 − x22∂x33
−x24∂x35 − x28∂x38 + x34∂x44 + x39∂x49 − x45∂x52 + x48∂x54 , (12.1.51)
E(0,1,0,1,1,1)|B = −x2∂x7 − x6∂x14 − x8∂x19 + x15∂x26 + x18∂x30 + x20∂x32
−x25∂x37 − x28∂x39 − x31∂x42 + x38∂x49 + x43∂x51 + x50∂x55 , (12.1.52)
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E(0,0,1,1,1,1)|B = x2∂x6 + x7∂x14 − x11∂x21 − x13∂x24 − x16∂x28 + x23∂x35
+x22∂x34 − x30∂x41 − x33∂x44 − x36∂x46 + x43∂x50 + x51∂x55 , (12.1.53)
E(0,0,0,1,1,1,1)|B = −x1∂x5 + x9∂x17 + x11∂x22 − x15∂x28 − x18∂x31 − x21∂x34
+x23∂x36 + x26∂x39 + x29∂x42 − x35∂x46 − x40∂x48 + x52∂x56 , (12.1.54)
E(1,1,1,1,1)|B = x3∂x11 − x5∂x16 − x6∂x18 − x10∂x23 + x14∂x29 + x17∂x33
+x24∂x40 + x28∂x43 − x34∂x47 − x39∂x51 − x41∂x52 + x46∂x54 , (12.1.55)
E(1,0,1,1,1,1)|B = x2∂x8 + x7∂x19 + x9∂x21 + x10∂x24 + x12∂x28 − x17∂x34
−x23∂x40 + x30∂x45 + x33∂x47 + x36∂x48 + x38∂x50 + x49∂x55 , (12.1.56)
E(0,1,1,2,1)|B = −x3∂x10 + x4∂x12 − x8∂x20 + x11∂x23 + x19∂x32 − x21∂x35
+x22∂x36 − x25∂x38 − x34∂x46 + x37∂x49 − x45∂x53 + x47∂x54 , (12.1.57)
E(0,1,1,1,1,1)|B = −x2∂x9 + x5∂x14 − x8∂x21 − x13∂x26 − x16∂x30 − x20∂x35
+x22∂x37 + x28∂x41 + x31∂x44 + x36∂x49 − x43∂x52 + x48∂x55 , (12.1.58)
E(0,1,0,1,1,1,1)|B = x1∂x7 + x6∂x17 + x8∂x22 − x15∂x30 − x18∂x33 − x21∂x37
−x20∂x36 − x24∂x39 − x27∂x42 + x35∂x49 + x40∂x51 + x50∂x56 , (12.1.59)
E(0,0,1,1,1,1,1)|B = −x1∂x6 − x7∂x17 + x11∂x25 + x13∂x28 + x16∂x31 + x19∂x34
−x23∂x38 − x26∂x41 − x29∂x44 − x32∂x46 + x40∂x50 + x51∂x56 , (12.1.60)
E(1,1,1,2,1)|B = −x3∂x13 + x4∂x16 + x6∂x20 − x9∂x23 − x14∂x32 + x21∂x40
−x17∂x36 + x25∂x43 + x34∂x48 − x37∂x51 − x41∂x53 + x44∂x54 , (12.1.61)
E(1,1,1,1,1,1)|B = −x2∂x11 + x5∂x19 + x6∂x21 + x10∂x26 + x12∂x29 − x17∂x37
+x20∂x40 − x28∂x45 − x31∂x47 − x36∂x51 − x38∂x52 + x46∂x55 , (12.1.62)
E(1,0,1,1,1,1,1)|B = −x1∂x8 − x7∂x22 − x9∂x25 − x10∂x28 − x12∂x31 − x14∂x34
+x23∂x43 + x26∂x45 + x29∂x47 + x32∂x48 + x35∂x50 + x49∂x56 , (12.1.63)
E(0,1,1,2,1,1)|B = x2∂x10 − x4∂x14 + x8∂x24 − x11∂x26 + x16∂x32 − x18∂x35
−x22∂x39 + x25∂x41 − x31∂x46 + x33∂x49 − x43∂x53 + x47∂x55 , (12.1.64)
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E(0,1,1,1,1,1,1)|B = x1∂x9 − x5∂x17 + x8∂x25 + x13∂x30 + x16∂x33 + x19∂x37
+x20∂x38 + x24∂x41 + x27∂x44 + x32∂x49 − x40∂x52 + x48∂x56 , (12.1.65)
E(1,1,2,2,1)|B = −x3∂x15 + x4∂x18 − x5∂x20 + x7∂x23 + x14∂x35 − x19∂x40
+x17∂x38 − x22∂x43 − x34∂x50 + x37∂x52 − x39∂x53 + x42∂x54 , (12.1.66)
E(1,1,1,2,1,1)|B = x2∂x13 − x4∂x19 − x6∂x24 + x9∂x26 − x12∂x32 + x18∂x40
+x17∂x39 − x25∂x45 + x31∂x48 − x33∂x51 − x38∂x53 + x44∂x55 , (12.1.67)
E(1,1,1,1,1,1,1)|B = x1∂x11 − x5∂x22 − x6∂x25 − x10∂x30 − x12∂x33 − x14∂x37
−x20∂x43 − x24∂x45 − x27∂x47 − x32∂x51 − x35∂x52 + x46∂x56 , (12.1.68)
E(0,1,1,2,2,1)|B = −x2∂x12 + x3∂x14 − x8∂x27 + x11∂x29 + x13∂x32 − x15∂x35
+x22∂x42 − x25∂x44 − x28∂x46 + x30∂x49 − x43∂x54 + x45∂x55 , (12.1.69)
E(0,1,1,2,1,1,1)|B = −x1∂x10 + x4∂x17 − x8∂x28 + x11∂x30 − x16∂x36 + x18∂x38
−x19∂x39 + x21∂x41 − x27∂x46 + x29∂x49 − x40∂x53 + x47∂x56 , (12.1.70)
E(1,1,2,2,1,1)|B = x2∂x15 − x4∂x21 + x5∂x24 − x7∂x26 + x12∂x35 − x16∂x40
−x17∂x41 + x22∂x45 − x31∂x50 + x33∂x52 − x36∂x53 + x42∂x55 , (12.1.71)
E(1,1,1,2,2,1)|B = −x2∂x16 + x3∂x19 + x6∂x27 − x9∂x29 − x10∂x32 + x15∂x40
−x17∂x42 + x25∂x47 + x28∂x48 − x30∂x51 − x38∂x54 + x41∂x55 , (12.1.72)
E(1,1,1,2,1,1,1)|B = −x1∂x13 + x4∂x22 + x6∂x28 − x9∂x30 + x12∂x36 + x14∂x39
−x18∂x43 − x21∂x45 + x27∂x48 − x29∂x51 − x35∂x53 + x44∂x56 , (12.1.73)
E(0,1,1,2,2,1,1)|B = x1∂x12 − x3∂x17 + x8∂x31 − x11∂x33 − x13∂x36 + x15∂x38
+x19∂x42 − x21∂x44 − x24∂x46 + x26∂x49 − x40∂x54 + x45∂x56 , (12.1.74)
E(1,1,2,2,2,1)|B = −x2∂x18 + x3∂x21 − x5∂x27 + x7∂x29 + x10∂x35 − x13∂x40
+x17∂x44 − x22∂x47 − x28∂x50 + x30∂x52 − x36∂x54 + x39∂x55 , (12.1.75)
E(1,1,2,2,1,1,1)|B = −x1∂x15 + x4∂x25 − x5∂x28 + x7∂x30 − x12∂x38 + x16∂x43
−x14∂x41 + x19∂x45 − x27∂x50 + x29∂x52 − x32∂x53 + x42∂x56 , (12.1.76)
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E(1,1,1,2,2,1,1)|B = x1∂x16 − x3∂x22 − x6∂x31 + x9∂x33 + x10∂x36 − x15∂x43
−x14∂x42 + x21∂x47 + x24∂x48 − x26∂x51 − x35∂x54 + x41∂x56 , (12.1.77)
E(0,1,1,2,2,2,1)|B = −x1∂x14 + x2∂x17 − x8∂x34 + x11∂x37 + x13∂x39 − x15∂x41
+x16∂x42 − x18∂x44 − x20∂x46 + x23∂x49 − x40∂x55 + x43∂x56 , (12.1.78)
E(1,1,2,3,2,1)|B = x2∂x20 − x3∂x24 + x4∂x27 − x7∂x32 + x9∂x35 − x11∂x40
−x17∂x46 + x22∂x48 − x25∂x50 + x30∂x53 − x33∂x54 + x37∂x55 , (12.1.79)
E(1,1,2,2,2,1,1)|B = x1∂x18 − x3∂x25 + x5∂x31 − x7∂x33 − x10∂x38 + x13∂x43
+x14∂x44 − x19∂x47 − x24∂x50 + x26∂x52 − x32∂x54 + x39∂x56 , (12.1.80)
E(1,1,1,2,2,2,1)|B = −x1∂x19 + x2∂x22 + x6∂x34 − x9∂x37 − x10∂x39 + x15∂x45
−x12∂x42 + x18∂x47 + x20∂x48 − x23∂x51 − x35∂x55 + x38∂x56 , (12.1.81)
E(1,2,2,3,2,1)|B = −x2∂x23 + x3∂x26 − x4∂x29 + x5∂x32 − x6∂x35 + x8∂x40
−x17∂x49 + x22∂x51 − x25∂x52 + x28∂x53 − x31∂x54 + x34∂x55 , (12.1.82)
E(1,1,2,3,2,1,1)|B = −x1∂x20 + x3∂x28 − x4∂x31 + x7∂x36 − x9∂x38 + x11∂x43
−x14∂x46 + x19∂x48 − x21∂x50 + x26∂x53 − x29∂x54 + x37∂x56 , (12.1.83)
E(1,1,2,2,2,2,1)|B = −x1∂x21 + x2∂x25 − x5∂x34 + x7∂x37 + x10∂x41 − x13∂x45
+x12∂x44 − x16∂x47 − x20∂x50 + x23∂x52 − x32∂x55 + x36∂x56 , (12.1.84)
E(1,2,2,3,2,1,1)|B = x1∂x23 − x3∂x30 + x4∂x33 − x5∂x36 + x6∂x38 − x8∂x43
−x14∂x49 + x19∂x51 − x21∂x52 + x24∂x53 − x27∂x54 + x34∂x56 , (12.1.85)
E(1,1,2,3,2,2,1)|B = x1∂x24 − x2∂x28 + x4∂x34 − x7∂x39 + x9∂x41 − x11∂x45
−x12∂x46 + x16∂x48 − x18∂x50 + x23∂x53 − x29∂x55 + x33∂x56 , (12.1.86)
E(1,2,2,3,2,2,1)|B = −x1∂x26 + x2∂x30 − x4∂x37 + x5∂x39 − x6∂x41 + x8∂x45
−x12∂x49 + x16∂x51 − x18∂x52 + x20∂x53 − x27∂x55 + x31∂x56 , (12.1.87)
E(1,1,2,3,3,2,1)|B = −x1∂x27 + x2∂x31 − x3∂x34 + x7∂x42 − x9∂x44 + x11∂x47
−x10∂x46 + x13∂x48 − x15∂x50 + x23∂x54 − x26∂x55 + x30∂x56 , (12.1.88)
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E(1,2,2,3,3,2,1)|B = x1∂x29 − x2∂x33 + x3∂x37 − x5∂x42 + x6∂x44 − x8∂x47
−x10∂x49 + x13∂x51 − x15∂x52 + x20∂x54 − x24∂x55 + x28∂x56 , (12.1.89)
E(1,2,2,4,3,2,1)|B = −x1∂x32 + x2∂x36 − x3∂x39 + x4∂x42 − x6∂x46 + x8∂x48
−x9∂x49 + x11∂x51 − x15∂x53 + x18∂x54 − x21∂x55 + x25∂x56 , (12.1.90)
E(1,2,3,4,3,2,1)|B = −x1∂x35 + x2∂x38 − x3∂x41 + x4∂x44 − x5∂x46 + x8∂x50
−x7∂x49 + x11∂x52 − x13∂x53 + x16∂x54 − x19∂x55 + x22∂x56 , (12.1.91)
E(2,2,3,4,3,2,1)|B = −x1∂x40 + x2∂x43 − x3∂x45 + x4∂x47 − x5∂x48 + x6∂x50
−x7∂x51 + x9∂x52 − x10∂x53 + x12∂x54 − x14∂x55 + x17∂x56 . (12.1.92)
We define a symmetric linear operation τ on the space
∑56
i,j=1 Fxi∂xj by
τ(xi∂xj ) = xj∂xi . (12.1.93)
Denote
r¯ = 57− r for r ∈ 1, 56. (11.1.94)
Then
E−α|B = −τ(Eα|B) for α ∈ Φ+E7 (12.1.95)
by (4.4.25). Moreover, (4.4.24) gives
αr|V =
28∑
i=1
ai,r(xi∂xi − xi¯∂xi¯) for r ∈ 1, 7, (12.1.96)
where ai,r are constants given by the following table:
Table 12.1.1
i ai,1 ai,2 ai,3 ai,4 ai,5 ai,6 ai,7 i ai,1 ai,2 ai,3 ai,4 ai,5 ai,6 ai,7
1 0 0 0 0 0 0 1 2 0 0 0 0 0 1 −1
3 0 0 0 0 1 −1 0 4 0 0 0 1 −1 0 0
5 0 1 1 −1 0 0 0 6 1 1 −1 0 0 0 0
7 0 −1 1 0 0 0 0 8 −1 1 0 0 0 0 0
9 1 −1 −1 1 0 0 0 10 1 0 0 −1 1 0 0
11 −1 −1 0 1 0 0 0 12 1 0 0 0 −1 1 0
13 −1 0 1 −1 1 0 0 14 1 0 0 0 0 −1 1
15 0 0 −1 0 1 0 0 16 −1 0 1 0 −1 1 0
17 1 0 0 0 0 0 −1 18 0 0 −1 1 −1 1 0
19 −1 0 1 0 0 −1 1 20 0 1 0 −1 0 1 0
21 0 0 −1 1 0 −1 1 22 −1 0 1 0 0 0 −1
23 0 −1 0 0 0 1 0 24 0 1 0 −1 1 −1 1
25 0 0 −1 1 0 0 −1 26 0 −1 0 0 1 −1 1
27 0 1 0 0 −1 0 1 28 0 1 0 −1 1 0 −1
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12.2 Constructions of Singular Vectors
In this section, we construct special singular vectors in B.
According to Table 12.1.1, we find the singular vector
l1 = x1x17 + x2x14 + x3x12 + x4x10 + x5x9 − x6x7, (12.2.1)
which generates an irreducible G E7-module W isomorphic to the adjoint module. Set
B = B[∂x1 , ..., ∂x56 ]. (12.2.2)
In terms of (11.1.94), we define an associative algebra isomorphism ν on B by
ν(xr) = xr¯, ν(∂xr) = ∂xr¯ for r ∈ 1, 56. (12.2.3)
Set
l2 = x1x22 + x2x19 + x3x16 + x4x13 + x5x11 − x7x8, (12.2.4)
l3 = x1x25 + x2x21 + x3x18 + x4x15 + x6x11 − x8x9, (12.2.5)
l4 = −x1x28 − x2x24 − x3x20 + x5x15 − x6x13 + x8x10, (12.2.6)
l5 = x1x30 + x2x26 + x3x23 + x7x15 − x9x13 + x10x11, (12.2.7)
l6 = x1x31 + x2x27 − x4x20 − x5x18 + x6x16 − x8x12, (12.2.8)
l7 = −x1x33 − x2x29 + x4x23 − x7x18 + x9x16 − x11x12, (12.2.9)
l8 = −x1x34 + x3x27 + x4x24 + x5x21 − x6x19 + x8x14, (12.2.10)
l9 = −x2x34 − x3x31 − x4x28 − x5x25 + x6x22 − x8x17, (12.2.11)
l10 = x1x36 + x2x32 + x5x23 + x7x20 − x10x16 + x12x13, (12.2.12)
l11 = x1x37 − x3x29 − x4x26 + x7x21 − x9x19 + x11x14, (12.2.13)
l12 = −x1x38 − x2x35 + x6x23 + x9x20 − x10x18 + x12x15, (12.2.14)
l13 = x2x37 + x3x33 + x4x30 − x7x25 + x9x22 − x11x17, (12.2.15)
l14 = −x1x39 + x3x32 − x5x26 − x7x24 + x10x19 − x13x14, (12.2.16)
l15 = −x2x39 − x3x36 + x5x30 + x7x28 − x10x22 + x13x17, (12.2.17)
l16 = x1x41 − x3x35 − x6x26 − x9x24 + x10x21 − x14x15, (12.2.18)
l17 = x1x42 + x4x32 + x5x29 + x7x27 − x12x19 + x14x16, (12.2.19)
l18 = x2x41 + x3x38 + x6x30 + x9x28 − x10x25 + x15x17, (12.2.20)
l19 = x1x43 + x2x40 + x8x23 + x11x20 − x13x18 + x15x16, (12.2.21)
l20 = x2x42 − x4x36 − x5x33 − x7x31 + x12x22 − x16x17, (12.2.22)
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l21 = −x1x44 − x4x35 + x6x29 + x9x27 − x12x21 + x14x18, (12.2.23)
l22 = x3x42 + x4x39 + x5x37 + x7x34 − x14x22 + x17x19, (12.2.24)
l23 = −x1x45 + x3x40 − x8x26 − x11x24 + x13x21 − x15x19, (12.2.25)
l24 = −x2x44 + x4x38 − x6x33 − x9x31 + x12x25 − x17x18, (12.2.26)
l25 = x1x46 − x5x35 − x6x32 − x10x27 + x12x24 − x14x20, (12.2.27)
l26 = −x2x45 − x3x43 + x8x30 + x11x28 − x13x25 + x15x22, (12.2.28)
l27 = −x3x44 − x4x41 + x6x37 + x9x34 − x14x25 + x17x21, (12.2.29)
l28 = x1x47 + x4x40 + x8x29 + x11x27 − x16x21 + x18x19, (12.2.30)
l29 = x2x46 + x5x38 + x6x36 + x10x31 − x12x28 + x17x20, (12.2.31)
l30 = −x1x48 + x5x40 − x8x32 − x13x27 + x16x24 − x19x20, (12.2.32)
l31 = x2x47 − x4x43 − x8x33 − x11x31 + x16x25 − x18x22, (12.2.33)
l32 = x3x46 − x5x41 − x6x39 − x10x34 + x14x28 − x17x24, (12.2.34)
l33 = x1x49 − x7x35 − x9x32 + x10x29 − x12x26 + x14x23, (12.2.35)
l34 = −x2x48 − x5x43 + x8x36 + x13x31 − x16x28 + x20x22, (12.2.36)
l35 = x3x47 + x4x45 + x8x37 + x11x34 − x19x25 + x21x22, (12.2.37)
l36 = x4x46 + x5x44 + x6x42 + x12x34 − x14x31 + x17x27, (12.2.38)
l37 = x1x50 + x6x40 + x8x35 − x15x27 + x18x24 − x20x21, (12.2.39)
l38 = x2x49 + x7x38 + x9x36 − x10x33 + x12x30 − x17x23, (12.2.40)
l39 = −x3x48 + x5x45 − x8x39 − x13x34 + x19x28 − x22x24, (12.2.41)
l40 = −x1x51 + x7x40 − x11x32 + x13x29 − x16x26 + x19x23, (12.2.42)
l41 = x2x50 − x6x43 − x8x38 + x15x31 − x18x28 + x20x25, (12.2.43)
l42 = x3x49 − x7x41 − x9x39 + x10x37 − x14x30 + x17x26, (12.2.44)
l43 = −x4x48 − x5x47 + x8x42 + x16x34 − x19x31 + x22x27, (12.2.45)
l44 = x1x52 + x9x40 + x11x35 + x15x29 − x18x26 + x21x23, (12.2.46)
l45 = −x2x51 − x7x43 + x11x36 − x13x33 + x16x30 − x22x23, (12.2.47)
l46 = x3x50 + x6x45 + x8x41 − x15x34 + x21x28 − x24x25, (12.2.48)
l47 = x4x49 + x7x44 + x9x42 − x12x37 + x14x33 − x17x29, (12.2.49)
l48 = x1x53 − x10x40 − x13x35 − x15x32 + x20x26 − x23x24, (12.2.50)
356 CHAPTER 12. REPRESENTATIONS OF E7
l49 = x2x52 − x9x43 − x11x38 − x15x33 + x18x30 − x23x25, (12.2.51)
l50 = −x3x51 + x7x45 − x11x39 + x13x37 − x19x30 + x22x26, (12.2.52)
l51 = x4x50 − x6x47 − x8x44 + x18x34 − x21x31 + x25x27, (12.2.53)
l52 = x5x49 − x7x46 − x10x42 + x12x39 − x14x36 + x17x32, (12.2.54)
l53 = x1x54 + x12x40 + x16x35 + x18x32 − x20x29 + x23x27, (12.2.55)
l54 = x2x53 + x10x43 + x13x38 + x15x36 − x20x30 + x23x28, (12.2.56)
l55 = x3x52 + x9x45 + x11x41 + x15x37 − x21x30 + x25x26, (12.2.57)
l56 = −x4x51 − x7x47 + x11x42 − x16x37 + x19x33 − x22x29, (12.2.58)
l57 = x5x50 + x6x48 + x8x46 − x20x34 + x24x31 − x27x28, (12.2.59)
l58 = x6x49 − x9x46 + x10x44 − x12x41 + x14x38 − x17x35, (12.2.60)
l59 = x1x55 − x14x40 − x19x35 − x21x32 + x24x29 − x26x27, (12.2.61)
l60 = x2x54 − x12x43 − x16x38 − x18x36 + x20x33 − x23x31, (12.2.62)
l61 = x3x53 − x10x45 − x13x41 − x15x39 + x24x30 − x26x28, (12.2.63)
l62 = x4x52 − x9x47 − x11x44 − x18x37 + x21x33 − x25x29, (12.2.64)
l63 = −x5x51 + x7x48 − x13x42 + x16x39 − x19x36 + x22x32, (12.2.65)
l64 = x1x56 + x2x55 + x14x43 + x17x40 + x19x38 + x22x35
+x21x36 + x25x32 − x24x33 − x28x29 + x26x31 + x27x30, (12.2.66)
l65 = x2x55 + x3x54 + x12x45 + x14x43 + x16x41 + x19x38
+x18x39 + x21x36 − x20x37 − x24x33 + x23x34 + x26x31, (12.2.67)
l66 = x3x54 + x4x53 + x10x47 + x12x45 + x13x44 + x15x42
+x16x41 + x18x39 − x24x33 − x27x30 + x26x31 + x28x29, (12.2.68)
l67 = x4x53 + x5x52 + x9x48 + x10x47 + x11x46 + x13x44
+x18x39 + x20x37 − x21x36 − x24x33 + x25x32 + x28x29, (12.2.69)
l68 = x5x52 + x6x51 + x7x50 + x8x49 + x9x48 + x11x46
+x20x37 + x23x34 − x24x33 − x26x31 + x27x30 + x28x29, (12.2.70)
l69 = x5x52 − x6x51 − x7x50 + x9x48 + x13x44 − x15x42
−x16x41 + x18x39 + x19x38 − x21x36 − x22x35 + x25x32, (12.2.71)
l70 = −x6x51 + x8x49 + x9x48 − x10x47 − x11x46 + x13x44
+x12x45 − x14x43 − x16x41 + x17x40 + x19x38 − x22x35, (12.2.72)
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li = ν(l134−i) for i ∈ 71, 133. (12.2.73)
Then
W =
133∑
i=1
Fli. (12.2.74)
Moreover,
αr|W =
63∑
i=1
bi,r(li∂li − l134−i∂l134−i) for r ∈ 1, 7, (12.2.75)
where bi,r are given by the following table.
Table 12.2.1
i bi,1 bi,2 bi,3 bi,4 bi,5 bi,6 bi,7 i bi,1 bi,2 bi,3 bi,4 bi,5 bi,6 bi,7
1 1 0 0 0 0 0 0 2 −1 0 1 0 0 0 0
3 0 0 −1 1 0 0 0 4 0 1 0 −1 1 0 0
5 0 −1 0 0 1 0 0 6 0 1 0 0 −1 1 0
7 0 −1 0 1 −1 1 0 8 0 1 0 0 0 −1 1
9 0 1 0 0 0 0 −1 10 0 0 1 −1 0 1 0
11 0 −1 0 1 0 −1 1 12 1 0 −1 0 0 1 0
13 0 −1 0 1 0 0 −1 14 0 0 1 −1 1 −1 1
15 0 0 1 −1 1 0 −1 16 1 0 −1 0 1 −1 1
17 0 0 1 0 −1 0 1 18 1 0 −1 0 1 0 −1
19 −1 0 0 0 0 1 0 20 0 0 1 0 −1 1 −1
21 1 0 −1 1 −1 0 1 22 0 0 1 0 0 −1 0
23 −1 0 0 0 1 −1 1 24 1 0 −1 1 −1 1 −1
25 1 1 0 −1 0 0 1 26 −1 0 0 0 1 0 −1
27 1 0 −1 1 0 −1 0 28 −1 0 0 1 −1 0 1
29 1 1 0 −1 0 1 −1 30 −1 1 1 −1 0 0 1
31 −1 0 0 1 −1 1 −1 32 1 1 0 −1 1 −1 0
33 1 −1 0 0 0 0 1 34 −1 1 1 −1 0 1 −1
35 −1 0 0 1 0 −1 0 36 1 1 0 0 −1 0 0
37 0 1 −1 0 0 0 1 38 1 −1 0 0 0 1 −1
39 −1 1 1 −1 1 −1 0 40 −1 −1 1 0 0 0 1
41 0 1 −1 0 0 1 −1 42 1 −1 0 0 1 −1 0
43 −1 1 1 0 −1 0 0 44 0 −1 −1 1 0 0 1
45 −1 −1 1 0 0 1 −1 46 0 1 −1 0 1 −1 0
47 1 −1 0 1 −1 0 0 48 0 0 0 −1 1 0 1
49 0 −1 −1 1 0 1 −1 50 −1 −1 1 0 1 −1 0
51 0 1 −1 1 −1 0 0 52 1 0 1 −1 0 0 0
53 0 0 0 0 −1 1 1 54 0 0 0 −1 1 1 −1
55 0 −1 −1 1 1 −1 0 56 −1 −1 1 1 −1 0 0
57 0 2 0 −1 0 0 0 58 2 0 −1 0 0 0 0
59 0 0 0 0 0 −1 2 60 0 0 0 0 −1 2 −1
61 0 0 0 −1 2 −1 0 62 0 −1 −1 2 −1 0 0
63 −1 0 2 −1 0 0 0 64 0 0 0 0 0 0 0
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Note for α, β ∈ ΦE7 ,
α+ β ∈ ΦE7 ⇔ (α, β) = −1. (12.2.76)
Thus
Eαr(li) 6= 0⇔ bi,r = −1 for r ∈ 1, 7, i ∈ 1, 63. (12.2.77)
Write
W1 =
63∑
i=1
Cli. (12.2.78)
Based on the above fact and Table 12.2.1, we find
Eα1 |W1 = −l1∂l2 − l12∂l19 − l16∂l23 − l18∂l26 − l21∂l28 − l25∂l30
−l24∂l31 − l29∂l34 − l27∂l35 − l32∂l39 − l33∂l40
−l36∂l43 − l38∂l45 − l42∂l50 − l47∂l56 − l52∂l63 , (12.2.79)
Eα2 |W1 = l4∂l5 + l6∂l7 + l8∂l11 + l9∂l13 + l25∂l33 + l29∂l38
+l30∂l40 + l32∂l42 + l37∂l44 + l34∂l45 + l36∂l47
+l41∂l49 + l39∂l50 + l46∂l55 + l43∂l56 + l51∂l62 , (12.2.80)
Eα3 |W1 = −l2∂l3 − l10∂l12 − l14∂l16 − l15∂l18 − l17∂l21 − l20∂l24
−l22∂l27 − l30∂l37 − l34∂l41 − l40∂l44 − l39∂l46
−l45∂l49 − l43∂l51 − l50∂l55 − l52∂l58 − l56∂l62 , (12.2.81)
Eα4 |W1 = l3∂l4 + l7∂l10 + l11∂l14 + l13∂l15 + l21∂l25 + l24∂l29
+l28∂l30 + l27∂l32 + l31∂l34 + l35∂l39 + l44∂l48
+l47∂l52 + l49∂l54 + l51∂l57 + l55∂l61 + l56∂l63 , (12.2.82)
Eα5 |W1 = l4∂l6 + l5∂l7 + l14∂l17 + l15∂l20 + l16∂l21 + l18∂l24
+l23∂l28 + l26∂l31 + l32∂l36 + l39∂l43 + l42∂l47
+l46∂l51 + l48∂l53 + l50∂l56 + l54∂l60 + l55∂l62 , (12.2.83)
Eα6 |W1 = l6∂l8 + l7∂l11 + l10∂l14 + l12∂l16 + l20∂l22 + l19∂l23
+l24∂l27 + l29∂l32 + l31∂l35 + l34∂l39 + l38∂l42
+l41∂l46 + l45∂l50 + l49∂l55 + l53∂l59 + l54∂l61 , (12.2.84)
Eα7 |W1 = l8∂l9 + l11∂l13 + l14∂l15 + l16∂l18 + l17∂l20 + l21∂l24
+l23∂l26 + l25∂l29 + l28∂l31 + l30∂l34 + l33∂l38
+l37∂l41 + l40∂l45 + l44∂l49 + l48∂l54 + l53∂l60 . (12.2.85)
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We define a linear transformation s on the space
133∑
i,j=1
Cli∂lj (12.2.86)
by
s(li∂lj ) = l134−j∂l134−i . (12.2.87)
By symmetry, we have
Eα1 |W = (1− s)(Eα1 |W1) + l70∂l76 − l58(2∂l70 + ∂l69), (12.2.88)
Eα2 |W = (1 + s)(Eα2 |W1) + l68∂l77 + l57(2∂l68 + ∂l67), (12.2.89)
Eα3 |W = (1− s)(Eα3 |W1) + l69∂l71 − l63(∂l70 + 2∂l69 + ∂l67), (12.2.90)
Eα4 |W = (1 + s)(Eα4 |W1) + l67∂l72 + l62(∂l69 + ∂l68 + 2∂l67 + ∂l66), (12.2.91)
Eα5 |W = (1 + s)(Eα5 |W1) + l66∂l73 + l61(∂l67 + 2∂l66 + ∂l65), (12.2.92)
Eα6 |W = (1 + s)(Eα6 |W1) + l65∂l74 + l60(∂l66 + 2∂l65 + ∂l64), (12.2.93)
Eα7 |W = (1 + s)(Eα7 |W1) + l64∂l75 + l59(∂l65 + 2∂l64). (12.2.94)
According to (12.1.30)-(12.1.36), (12.2.88)-(12.2.94) Table 12.1.1 and Table 12.2.1, we
find the following singular vectors
ϑ =
x1
2
l64 − x2l59 + x3l53 − x4l48 + x5l44 − x6l40 − x7l37
+x8l33 + x9l30 + x10l28 − x11l25 + x12l23 − x13l21 + x14l19
+x15l17 − x16l16 + x18l14 − x19l12 + x20l11 + x21l10 + x23l8
+x24l7 + x26l6 + x27l5 + x29l4 + x32l3 + x35l2 + x40l1 (12.2.95)
of weight λ7, and
ς = l1l19 − l2l12 + l3l10 − l4l7 + l5l6 (12.2.96)
of weight λ6. Denote
I = {1, 6, 9, 12, 15, 17, 19, 21, 22, 26.29, 33, 36, 40, 44, 50, 55, 58, 63}. (12.2.97)
We can similarly obtain the Cartan’s quartic invariant
η = 4(
∑
i∈I
lil134−i −
∑
r∈7,63\I
lrl134−r) + 4l70(l70 − 2l68 − 3l69 + 4l67 − 3l66
+2l65 − l64) + l68(7l68 + 16l69 − 24l67 + 18l66 − 12l65 + 6l64)
+4l69(3l69 − 8l67 + 6l66 − 4l65 + 2l64) + 4l67(6l67 − 9l66 + 6l65
−3l64) + l66(15l66 − 20l65 + 10l64) + 8l65(l65 − l64) + 3l264. (12.2.98)
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12.3 Decomposition of the Oscillator Representation
In this section, we want to prove the following theorem:
Theorem 12.3.1. Any singular vector in B is a polynomial in x1, l1, ϑ, ς and η. Let
L(n1, n2, n3, n4, n5) be the irreducible submodule generated by l
n1
1 ς
n2xn31 ϑ
n4ηn5 with highest
weight n1λ1 + n2λ6 + (n3 + n4)λ7. Then
B =
∞⊕
n1,n2,n3,n4,n5=0
L(n1, n2, n3, n4, n5). (12.3.1)
In particular,
(1− q)55
∞∑
n1,n2,n3,n4=0
(dim V (n1λ1 + n2λ6 + (n3 + n4)λ7))q
2n1+4n2+n3+3n4
= 1 + q + q2 + q3. (12.3.2)
Let D be the invariant differential operator obtained from η by changing xi to ∂xi. Then
∞∑
n1,n2,n3=0
(L(n1, n2, n3, 0, 0) + L(n1, n2, n3, 1, 0)) ⊂ {f ∈ B | D(f) = 0}. (12.3.3)
Proof. Let f be a singular vector inB. To eliminate the extra variables from f , we need
certain change of variables. According to (12.2.1), (12.2.4)-(12.2.10), (12.2.12)-(12.2.14),
(12.2.16), (12.2.18), (12.2.19), (12.2.23), (12.2.25), (12.2.27), (12.2.30), (12.2.32), (12.2.35),
(12.2.39), (12.2.42), (12.2.46), (12.2.50), (12.2.55), (12.2.61), (12.2.66) and (12.2.96), we
have
x1x17 = l1 − x2x14 − x3x12 − x4x10 − x5x9 + x6x7. (12.3.4)
x1x22 = l2 − x2x19 − x3x16 − x4x13 − x5x11 + x7x8, (12.3.5)
x1x25 = l3 − x2x21 − x3x18 − x4x15 − x6x11 + x8x9, (12.3.6)
x1x28 = −l4 − x2x24 − x3x20 + x5x15 − x6x13 + x8x10, (12.3.7)
x1x30 = l5 − x2x26 − x3x23 − x7x15 + x9x13 − x10x11, (12.3.8)
x1x31 = l6 − x2x27 + x4x20 + x5x18 − x6x16 + x8x12, (12.3.9)
x1x33 = −l7 − x2x29 + x4x23 − x7x18 + x9x16 − x11x12, (12.3.10)
x1x34 = −l8 + x3x27 + x4x24 + x5x21 − x6x19 + x8x14, (12.3.11)
x1x36 = l10 − x2x32 − x5x23 − x7x20 + x10x16 − x12x13, (12.3.12)
x1x37 = l11 + x3x29 + x4x26 − x7x21 + x9x19 − x11x14, (12.3.13)
x1x38 = −l12 − x2x35 + x6x23 + x9x20 − x10x18 + x12x15, (12.3.14)
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x1x39 = l14 + x3x32 − x5x26 − x7x24 + x10x19 − x13x14, (12.3.15)
x1x41 = l16 + x3x35 + x6x26 + x9x24 − x10x21 + x14x15, (12.3.16)
x1x42 = l17 − x4x32 − x5x29 − x7x27 + x12x19 − x14x16, (12.3.17)
x1l1x43 = −l1(x2x40 + x8x23 + x11x20 − x13x18 + x15x16)
+ς + l2l12 − l3l10 + l4l7 − l5l6, (12.3.18)
x1x44 = −l21 − x4x35 + x6x29 + x9x27 − x12x21 + x14x18, (12.3.19)
x1x45 = −l23 + x3x40 − x8x26 − x11x24 + x13x21 − x15x19, (12.3.20)
x1x46 = l25 + x5x35 + x6x32 + x10x27 − x12x24 + x14x20, (12.3.21)
x1x47 = l28 − x4x40 − x8x29 − x11x27 + x16x21 − x18x19, (12.3.22)
x1x48 = −l30 + x5x40 − x8x32 − x13x27 + x16x24 − x19x20, (12.3.23)
x1x49 = −l33 + x7x35 + x9x32 − x10x29 + x12x26 − x14x23, (12.3.24)
x1x50 = l37 − x6x40 − x8x35 + x15x27 − x18x24 + x20x21, (12.3.25)
x1x51 = −l40 + x7x40 − x11x32 + x13x29 − x16x26 + x19x23, (12.3.26)
x1x52 = l44 − x9x40 − x11x35 − x15x29 + x18x26 − x21x23, (12.3.27)
x1x53 = l48 + x10x40 + x13x35 + x15x32 − x20x26 + x23x24, (12.3.28)
x1x54 = l53 − x12x40 − x16x35 − x18x32 + x20x29 − x23x27, (12.3.29)
x1x55 = l59 + x14x40 + x19x35 + x21x32 − x24x29 + x26x27. (12.3.30)
Moreover, (12.2.1) and (12.2.4)-(12.2.73) imply that when xi = 0 for i ∈ 3, 54,
ϑ =
x1
2
(x1x56 − x2x55), (12.3.31)
which is the homogeneous part of ϑ with degree 1 in x55 and x56 (cf. (12.2.95)), and
η = 3x21x
2
56 − 6x1x2x55x56 − 5x22x255, (12.3.32)
which is the homogeneous part of η with degree 2 in x55 and x56 (cf. (12.2.98)). Under
the assumption, we substitute x1x56 = 2x
−1
1 ϑ+ x2x55 into (12.3.32), we obtain
η = −8x22x255 + 12x−21 ϑ2. (12.3.33)
This shows that f can be written as a function in {xi, ϑ, η | i ∈ 1, 54. Moreover, using
(12.3.4)-(12.3.30), we obtain that f is a function f1 in
{xr, ls, ς, ϑ, η | r ∈ {1, 35, 40} \ {17, 22, 25, 28, 30, 31, 33, 34},
s ∈ {1, 17, 21, 23, 25, 28, 30, 33, 37, 40, 44, 48, 53} \ {9, 13, 15}}, (12.3.34)
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which is rational in the above variable except ϑ and η.
Denote
U =
8∑
i=1
Fli +
∑
13,156=r∈10,17
Flr + Fl19 + Fl21 + Fl23 + Fl25 + Fl28
+Fl30 + Fl33 + Fl37 + Fl40 + Fl44 + Fl48 + Fl53. (12.3.35)
By (12.2.79)-(12.2.85), we get
Eα1 |U = −l1∂l2 − l12∂l19 − l16∂l23 − l21∂l28 − l25∂l30 − l33∂l40 , (12.3.36)
Eα2 |U = l4∂l5 + l6∂l7 + l8∂l11 + l25∂l33 + l30∂l40 + l37∂l44 , (12.3.37)
Eal3 |U = −l2∂l3 − l10∂l12 − l14∂l16 − l17∂l21 − l30∂l37 − l40∂l44 , (12.3.38)
Eα4 |U = l3∂l4 + l7∂l10 + l11∂l14 + l21∂l25 + l28∂l30 + l44∂l48 , (12.3.39)
Eα5 |U = l4∂l6 + l5∂l7 + l14∂l17 + l16∂l21 + l23∂l28 + l48∂l53 , (12.3.40)
Eα6 |U = l6∂l8 + l7∂l11 + l10∂l14 + l12∂l16 + l19∂l23 , (12.3.41)
Eα7 |U = 0. (12.3.42)
It turns out that
Eαi(U) ⊂ U for i ∈ 1, 7. (12.3.43)
By induction, we can prove that
[Eα, Eβ]|U = [Eα|U , Eβ|U ] for α, β ∈ Φ+E7 . (12.3.44)
In particular,
Eγ |U = 0 for γ ∈ Φ+E7 \ Φ+E6 . (12.3.45)
According to (12.3.36)-(12.3.41) and (12.3.44), we have:
E(1,0,1)|U = l1∂l3 − l10∂l19 − l14∂l23 − l17∂l28 + l25∂l37 + l33∂l44 , (12.3.46)
E(0,1,0,1)|U = −l3∂l5 + l6∂l10 + l8∂l14 − l21∂l33 − l28∂l40 + l37∂l48 , (12.3.47)
E(0,0,1,1)|U = −l2∂l4 + l7∂l12 + l11∂l16 − l17∂l25 + l28∂l37 − l40∂l48 , (12.3.48)
E(0,0,0,1,1)|U = l3∂l6 − l5∂l10 + l11∂l17 − l16∂l25 − l23∂l30 + l44∂l53 , (12.3.49)
E(0,0,0,0,1,1)|U = l4∂l8 + l5∂l11 − l10∂l17 − l12∂l21 − l19∂l28 , (12.3.50)
E(1,0,1,1)|U = l1∂l4 + l7∂l19 + l11∂l23 − l17∂l30 − l21∂l37 + l33∂l48 , (12.3.51)
E(0,1,1,1)|U = l2∂l5 + l6∂l12 + l8∂l16 + l17∂l33 − l28∂l44 − l30∂l48 , (12.3.52)
E(0,1,0,1,1)|U = −l3∂l7 − l4∂l10 + l8∂l17 + l16∂l33 + l23∂l40 + l37∂l53 , (12.3.53)
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E(0,0,1,1,1)|U = −l2∂l6 − l5∂l12 + l11∂l21 + l14∂l25 − l23∂l37 − l40∂l53 , (12.3.54)
E(0,0,0,1,1,1)|U = l3∂l8 − l5∂l14 − l7∂l17 + l12∂l25 + l19∂l30 , (12.3.55)
E(1,1,1,1)|U = −l1∂l5 + l6∂l19 + l8∂l23 + l17∂l40 + l21∂l44 + l25∂l48 , (12.3.56)
E(1,0,1,1,1)|U = l1∂l6 − l5∂l19 + l11∂l28 + l14∂l30 + l16∂l37 + l33∂l53 , (12.3.57)
E(0,1,1,1,1)|U = l2∂l7 − l4∂l12 + l8∂l21 − l14∂l33 + l23∂l44 − l30∂l53 , (12.3.58)
E(0,1,0,1,1,1)|U = −l3∂l11 − l4∂l14 − l6∂l17 − l12∂l33 − l19∂l40 , (12.3.59)
E(0,0,1,1,1,1)|U = −l2∂l8 − l5∂l16 − l7∂l21 − l10∂l25 + l19∂l37 , (12.3.60)
E(1,1,1,1,1)|U = −l1∂l7 − l4∂l19 + l8∂l28 − l14∂l40 − l16∂l44 + l25∂l53 , (12.3.61)
E(1,0,1,1,1,1)|U = l1∂l8 − l5∂l23 − l7∂l28 − l10∂l30 − l12∂l37 , (12.3.62)
E(0,1,1,1,1,1)|U = l2∂l11 − l4∂l16 − l6∂l21 + l10∂l33 − l19∂l44 , (12.3.63)
E(0,1,1,2,1)|U = l2∂l10 + l3∂l12 + l8∂l25 + l11∂l33 + l23∂l48 + l28∂l53 , (12.3.64)
E(1,1,1,2,1)|U = −l1∂l10 + l3∂l19 + l8∂l30 + l11∂l40 − l16∂l48 − l21∂l53 , (12.3.65)
E(1,1,1,1,1,1)|U = −l1∂l11 − l4∂l23 − l6∂l28 + l10∂l40 + l12∂l44 , (12.3.66)
E(0,1,1,2,1,1)|U = l2∂l14 + l3∂l16 − l6∂l25 − l7∂l33 − l19∂l48 , (12.3.67)
E(1,1,2,2,1)|U = −l1∂l12 − l2∂l19 + l8∂l37 + l11∂l44 + l14∂l48 + l17∂l53 , (12.3.68)
E(1,1,1,2,1,1)|U = −l1∂l14 + l3∂l23 − l6∂l30 − l7∂l40 + l12∂l48 , (12.3.69)
E(0,1,1,2,2,1)|U = l2∂l17 + l3∂l21 + l4∂l25 + l5∂l33 − l19∂l53 , (12.3.70)
E(1,1,2,2,1,1)|U = −l1∂l16 − l2∂l23 − l6∂l37 − l7∂l44 − l10∂l48 , (12.3.71)
E(1,1,1,2,2,1)|U = −l1∂l17 + l3∂l28 + l4∂l30 + l5∂l40 + l12∂l53 , (12.3.72)
E(1,1,2,2,2,1)|U = −l1∂l21 − l2∂l28 + l4∂l37 + l5∂l44 − l10∂l53 , (12.3.73)
E(1,1,2,3,2,1)|U = −l1∂l25 − l2∂l30 − l3∂l37 + l5∂l48 + l7∂l53 , (12.3.74)
E(1,2,2,3,2,1)|U = −l1∂l33 − l2∂l40 − l3∂l44 − l4∂l48 − l6∂l53 . (12.3.75)
By (12.1.83)-(12.1.92) and (12.3.45), we have
0 = E(1,1,2,3,2,1,1)(f1) = −x1∂x20(f1), (12.3.76)
0 = E(1,1,2,2,2,2,1)(f1) = −x1∂x21(f1), (12.3.77)
0 = E(1,2,2,3,2,1,1)(f1) = x1∂x23(f1), (12.3.78)
0 = E(1,1,2,3,2,2,1)(f1) = x1∂x24(f1), (12.3.79)
0 = E(1,2,2,3,2,2,1)(f1) = −x1∂x26(f1), (12.3.80)
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0 = E(1,1,2,3,3,2,1)(f1) = −x1∂x27(f1), (12.3.81)
0 = E(1,2,2,3,3,2,1)(f1) = x1∂x29(f1), (12.3.82)
0 = E(1,2,2,4,3,2,1)(f1) = −x1∂x32(f1), (12.3.83)
0 = E(1,2,3,4,3,2,1)(f1) = −x1∂x35(f1), (12.3.84)
0 = E(2,2,3,4,3,2,1)(f1) = −x1∂x40(f1). (12.3.85)
So f1 is independent of {x20, x21, x23, x24, x26, x27, x29, x32, x35, x40}; that is, f1 is a function
in
{xr, ls, ϑ, ς | 17 6= r ∈ 1, 19; s ∈ {1, 17, 21, 23,
25, 28, 30, 33, 37, 40, 44, 48, 53} \ {9, 13, 15}}. (12.3.86)
Expressions (12.1.36), (12.1.42), (12.1.48), (12.1.54), (12.1.59), (12.1.60), (12.1.63),
(12.1.64), (12.1.68), (12.1.70), (12.1.73), (12.1.74), (12.1.76)-(12.1.78), (12.1.80), (12.1.81)
and (12.3.45) imply
0 = Eα7(f1) = x1∂x2(f1), (12.3.87)
0 = E(0,0,0,0,0,1,1)(f1) = −x1∂x3(f1), (12.3.88)
0 = E(0,0,0,0,1,1,1)(f1) = x1∂x4(f1), (12.3.89)
0 = E(0,0,0,1,1,1,1)(f1) = −x1∂x5(f1), (12.3.90)
0 = E(0,1,0,1,1,1,1)(f1) = x1∂x7(f1), (12.3.91)
0 = E(0,0,1,1,1,1,1)(f1) = −x1∂x6(f1), (12.3.92)
0 = E(1,0,1,1,1,1,1)(f1) = −x1∂x8(f1), (12.3.93)
0 = E(0,1,1,1,1,1,1)(f1) = x1∂x9(f1), (12.3.94)
0 = E(1,1,1,1,1,1,1)(f1) = x1∂x11(f1), (12.3.95)
0 = E(0,1,1,2,1,1,1)(f1) = −x1∂x10(f1), (12.3.96)
0 = E(1,1,1,2,1,1,1)(f1) = −x1∂x13(f1), (12.3.97)
0 = E(0,1,1,2,2,1,1)(f1) = x1∂x12(f1), (12.3.98)
0 = E(1,1,2,2,1,1,1)(f1) = −x1∂x15(f1), (12.3.99)
0 = E(1,1,1,2,2,1,1)(f1) = x1∂x16(f1), (12.3.100)
0 = E(0,1,1,2,2,2,1)(f1) = −x1∂x14(f1), (12.3.101)
0 = E(1,1,2,2,2,1,1)(f1) = x1∂x18(f1), (12.3.102)
0 = E(1,1,1,2,2,2,1)(f1) = −x1∂x19(f1). (12.3.103)
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Hence f1 is independent of {xr, x18, x19 | 2, 16}; that is, f1 is a function in
{x1, ls, ϑ, ς | s ∈ {1, 17, 21, 23, 25, 28, 30, 33, 37, 40, 44, 48, 53} \ {9, 13, 15}}. (12.3.104)
Now by (12.3.36)-(12.3.41), (12.3.53), (12.3.59), (12.3.64), (12.3.66), (12.3.68), (12.3.70),
(12.3.71) and (12.3.73)-(12.3.75), we obtain
l1∂l2(f1) + l16∂l23(f1) + l21∂l28(f1) + l25∂l30(f1) + l33∂l40(f1) = 0, (12.3.105)
l4∂l5(f1) + l6∂l7(f1) + l8∂l11(f1) + l25∂l33(f1) + l30∂l40(f1) + l37∂l44(f1) = 0, (12.3.106)
l2∂l3(f1) + l10∂l12(f1) + l14∂l16(f1) + l17∂l21(f1) + l30∂l37(f1) + l40∂l44(f1) = 0, (12.3.107)
l3∂l4(f1) + l7∂l10(f1) + l11∂l14(f1) + l21∂l25(f1) + l28∂l30(f1) + l44∂l48(f1) = 0, (12.3.108)
l4∂l6(f1) + l5∂l7(f1) + l14∂l17(f1) + l16∂l21(f1) + l23∂l28(f1) + l48∂l53(f1) = 0, (12.3.109)
l6∂l8(f1) + l7∂l11(f1) + l10∂l14(f1) + l12∂l16(f1) + l19∂l23(f1) = 0, (12.3.110)
−l3∂l7(f1)− l4∂l10(f1) + l8∂l17(f1) + l16∂l33(f1) + l23∂l40(f1) + l37∂l53(f1) = 0, (12.3.111)
l3∂l11(f1) + l4∂l14(f1) + l6∂l17(f1) + l12∂l33(f1) + l19∂l40(f1) = 0, (12.3.112)
l2∂l10(f1) + l3∂l12(f1) + l8∂l25(f1) + l11∂l33(f1) + l23∂l48(f1) + l28∂l53(f1) = 0, (12.3.113)
l2∂l14(f1) + l3∂l16(f1)− l6∂l25(f1)− l7∂l33(f1)− l19∂l48(f1) = 0, (12.3.114)
−l1∂l12(f1) + l8∂l37(f1) + l11∂l44(f1) + l14∂l48(f1) + l17∂l53(f1) = 0, (12.3.115)
l2∂l17(f1) + l3∂l21(f1) + l4∂l25(f1) + l5∂l33(f1)− l19∂l53(f1) = 0, (12.3.116)
l1∂l16(f1) + l2∂l23(f1) + l6∂l37(f1) + l7∂l44(f1) + l10∂l48(f1) = 0, (12.3.117)
−l1∂l21(f1)− l2∂l28(f1) + l4∂l37(f1) + l5∂l44(f1)− l10∂l53(f1) = 0, (12.3.118)
l1∂l25(f1) + l2∂l30(f1) + l3∂l37(f1)− l5∂l48(f1)− l7∂l53(f1) = 0, (12.3.119)
l1∂l33(f1) + l2∂l40(f1) + l3∂l44(f1) + l4∂l48(f1) + l6∂l53(f1) = 0. (12.3.120)
Thanks to (12.3.72), we have
−l1∂l17(f1) + l3∂l28(f1) + l4∂l30(f1) + l5∂l40(f1) + l12∂l53(f1) = 0. (12.3.121)
Moreover, l1 × (12.3.116) + l2 × (12.3.121) gives
l3(l1∂l21(f1) + l2∂l28(f1)) + l4(l1∂l25(f1) + l2∂l30(f1))
+l1l5∂l33(f1) + l2l5∂l40(f1) + (l2l12 − l1l19)∂l53(f1) = 0. (12.3.122)
Furthermore, (12.3.122) + l3 × (12.3.118)− l4 × (12.3.119) yields
l5(l1∂l33(f1) + l2∂l40(f1) + l3∂l44(f1) + l4∂l48(f1))
+(l4l7 − l3l10 + l2l12 − l1l19)∂l53(f1) = 0. (12.3.123)
366 CHAPTER 12. REPRESENTATIONS OF E7
Note that l5 × (12.3.120)− (12.3.123) shows
(l5l6 − l4l7 + l3l10 − l2l12 + l1l19)∂l53(f1) = 0 =⇒ ∂l53(f1) = 0. (12.3.124)
According to (12.3.69),
−l1∂l14(f1) + l3∂l23(f1)− l6∂l30(f1)− l7∂l40(f1) + l12∂l48(f1) = 0. (12.3.125)
Moreover, l1 × (12.3.114) + l2 × (12.3.125) gives
l3(l1∂l16(f1) + l2∂l23(f1))− l6(l1∂l25(f1) + l2∂l30(f1))
−l7(l1∂l33(f1) + l2∂l40(f1)) + (l2l12 − l1l19)∂l48(f1) = 0. (12.3.126)
Furthermore, (12.3.126)− l3 × (12.3.117) + l6 × (12.3.119) + l7 × (12.3.120) yields
(l2l12 − l3l10 + l4l7 − l5l6 − l1l19)∂l48(f1) = 0 =⇒ ∂l48(f1) = 0. (12.3.127)
Next (12.3.65) gives
−l1∂l11(f1)− l4∂l23(f1)− l6∂l28 + l10∂l40(f1) + l12∂l44(f1) = 0. (12.3.128)
Moreover, l1 × (12.3.112) + l3 × (12.3.128) gives
l4(l1∂l14(f1)− l3∂l23(f1)) + l6(l1∂l17(f1)− l3∂l28(f1))
+l12(l1∂l33(f1) + l3∂l44(f1)) + (l3l10 + l1l19)∂l40(f1) = 0. (12.3.129)
Furthermore, (12.3.129)− l12 × (12.3.120) + l6 × (12.3.121) + l4 × (12.3.125) yields
(l3l10 − l2l12 − l4l7 + l5l6 + l1l19)∂l40(f1) = 0 =⇒ ∂l40(f1) = 0. (12.3.130)
Using (12.3.63), we get
l2∂l11(f1)− l4∂l16(f1)− l6∂l21(f1) + l10∂l33(f1)− l19∂l44(f1) = 0. (12.3.131)
Moreover, l2 × (12.3.112)− l3 × (12.3.131) gives
l4(l2∂l14(f1) + l3∂l16(f1)) + l6(l2∂l17(f1) + l3∂l21(f1))
+l3l19∂l44(f1) + (l2l12 − l3l10)∂l33(f1) = 0. (12.3.132)
Furthermore, (12.3.132)− l4 × (12.3.114)− l6 × (12.3.116)− l19 × (12.3.120) yields
(l2l12 − l1l19 − l3l10 + l4l7 − l5l6)∂l33(f1) = 0 =⇒ ∂l33(f1) = 0. (12.3.133)
Substituting the second equations in (12.3.124), (12.3.127), (12.3.130) and (12.3.133) into
(12.3.120), we get ∂l44(f1) = 0.
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Note that (12.3.62) gives
l1∂l8(f1)− l5∂l23(f1)− l7∂l28(f1)− l10∂l30(f1)− l12∂l37(f1) = 0. (12.3.134)
Moreover, l1 × (12.3.110)− l6 × (12.3.134) yields
l1(l7∂l11(f1) + l10∂l14(f1) + l12∂l16(f1)) + l6l7∂l28(f1)
+l6l10∂l30(f1) + (l1l19 + l5l6)∂l23(f1) + l6l12∂l37(f1) = 0. (12.3.135)
Furthermore, (12.3.135) + l7 × (12.3.128) says
l1(l10∂l14(f1) + l12∂l16(f1)) + l6l10∂l30(f1)
+(l1l19 − l4l7 + l5l6)∂l23(f1) + l6l12∂l37(f1) = 0 (12.3.136)
by the fact ∂l40(f1) = ∂l44(f1) = 0. Now (12.3.136) + l10 × (12.3.125) implies
l1l12∂l16(f1) + (l1l19 + l3l10 − l4l7 + l5l6)∂l23(f1) + l6l12∂l37(f1) = 0. (12.3.137)
Observe that now (12.3.117) becomes
l1∂l16(f1) + l2∂l23(f1) + l6∂l37(f1) = 0. (12.3.138)
Besides, (12.3.137)− l12 × (12.3.137) gives
(l1l19 − l2l12 + l3l10 − l4l7 + l5l6)∂l23(f1) = 0 =⇒ ∂l23(f1) = 0. (12.3.139)
According to (12.3.61),
−l1∂l7(f1) + l8∂l28(f1) = 0. (12.3.140)
Moreover, (12.3.111) now becomes
−l3∂l7(f1)− l4∂l10(f1) + l8∂l17(f1) = 0, (12.3.141)
Subtracting l1 × (12.3.141) from l3 × (12.3.140), we get
l1l4∂l10(f1) + l8(−l1∂l17(f1) + l3∂l28(f1)) = 0. (12.3.142)
Moreover, (12.3.142)− l8 × (12.3.121) gives
l1∂l10(f1) = l8∂l30(f1). (12.3.143)
Besides, now (12.3.115), (12.3.117), (12.3.125) and (12.3.128) become
l1∂l12(f1) = l8∂l37(f1), l1∂l16(f1) = −l6∂l37(f1), (12.3.144)
l1∂l11(f1) = −l6∂l28 , l1∂l14(f1) = −l6∂l30(f1). (12.3.145)
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Playing with (12.3.60), we find
−l2∂l8(f1)− l5∂l16(f1)− l7∂l21(f1)− l10∂l25(f1) + l19∂l37(f1) = 0. (12.3.146)
On the other hand, substituting (12.3.144) and (12.3.145) into l1 × (12.3.110), we obtain
l1∂l8(f1)− l7∂l28(f1)− l10∂l30(f1)− l12∂l37(f1) = 0. (12.3.147)
Calculating l1×(12.3.146) by (12.3.118), (12.3.119) and the second equation in (12.3.144),
we find
−l1l2∂l8(f1) + l2l10∂l30(f1) + l2l7∂l28(f1)
+(l1l19 + l3l10 − l4l7 + l5l6)∂l37(f1) = 0. (12.3.148)
Moreover, l2 × (12.3.147) + (12.3.148) yields
(l1l19 − l2l12 + l3l10 − l4l7 + l5l6)∂l37(f1) = 0 =⇒ ∂l37(f1) = 0. (12.3.149)
By (12.3.144),
∂l12(f1) = ∂l16(f1) = 0. (12.3.150)
Furthermore, (12.3.118) and (12.3.119) become
l1∂l21(f1) = −l2∂l28(f1), l1∂l25(f1) = −l2∂l30(f1). (12.3.151)
Based on (12.3.57), we have
l1∂l6(f1) + l11∂l28(f1) + l14∂l30(f1) = 0. (12.3.152)
Substituting (12.3.140) and (12.3.151) into l1 × (12.3.109), we obtain
l1l4∂l6(f1) + l1l14∂l17(f1) + (l1l23 − l2l16 + l5l8)∂l28(f1) = 0. (12.3.153)
Moreover, we get
l1∂l17(f1) = l3∂l28(f1) + l4∂l30(f1) (12.3.154)
by substituting (12.3.151) into (12.3.116). Again we substitute (12.3.154) into (12.3.153):
l1l4∂l6(f1) + l4l14∂l30(f1) + (l1l23 − l2l16 + l3l14 + l5l8)∂l28(f1) = 0. (12.3.155)
So (12.3.155)− l4 × (12.3.152) gives
(l1l23 − l2l16 + l3l14 − l4l11 + l5l8)∂l28(f1) = 0 =⇒ ∂l28(f1) = 0. (12.3.156)
By (12.3.140), (12.3.145) and (12.3.151),
∂l7(f1) = ∂l11(f1) = ∂l21(f1) = 0. (12.3.157)
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Now (12.3.56), (12.3.147) and (12.3.154) imply
∂l5(f1) = 0, l1∂l8(f1) = l10∂l30(f1), l1∂l17(f1) = l4∂l30(f1). (12.3.158)
Applying (12.3.55) to f1, we have
l3∂l8(f1)− l5∂l14(f1)− l7∂l17(f1) + l12∂l25(f1) + l19∂l30(f1) = 0. (12.3.159)
Substituting (12.3.145), (12.3.151) and (12.3.158) into l1 × (12.3.159), we obtain
(l3l10 + l5l6 − l4l7 − l2l12 + l19)∂l30(f1) = 0 =⇒ ∂l30(f1) = 0. (12.3.161)
By (12.3.143), (12.3.145), (12.3.151), (12.3.152) and (12.3.158), we get
∂l6(f1) = ∂l8(f1) = ∂l10(f1) = ∂l14(f1) = ∂l17(f1) = ∂l25(f1) = 0. (12.3.162)
Up to this stage, we have proved that f1 is a function in {x1, l1, l2, l3, l4, ϑ, ς, η}. Finally,
(12.3.105), (12.3.107) and (12.3.108) give
∂l2(f1) = ∂l3(f1) = ∂l4(f1) = 0. (12.3.163)
This proves that f1 is a function in {x1, l1, ϑ, ς, η}, which is rational in x1, l1 and ς.
Note that ϑ and η are functionally independent over the rational functions in {xi | i ∈
3, 54} by (12.3.31) and (12.3.32). Moreover, the right hand sides of (12.3.31) and (12.3.32)
are coprime polynomials. Since f1 = f is a polynomial in {xi | i ∈ 1, 56}, there exists a
positive integer n such that ∂nxi(f) = 0 for any i ∈ 1, 56. Applying ∂nx56 , ∂nx55 , ∂nx43 , ∂nx17
and ∂nx1 to f1 in the above order, we find that f = f1 must be a polynomial in {x1, l1, ϑ, ς, η}
by (12.2.1), (12.2.4)-(12.2.9), (12.2.12), (12.2.14), (12.3.17), (12.3.30) and (12.3.31). Since
each subspace of homogeneous polynomials in B is a finite-dimensional G E7-module, we
get (12.3.1) by the Weyl’s theorem of complete reducibility and the fact that all finite-
dimensional irreducible G E7-modules are of highest-weight type. Moreover, (12.3.1) gives
(
∞∑
r=0
q4)
∞∑
n1,n2,n3,n4=0
(dim L(n1, n2, n3, n4, 0))q
2n1+4n2+n3+3n4
=
1
(1− q)56 ; (12.3.164)
that is,
1
1− q4
∞∑
n1,n2,n3,n4=0
(dim L(n1, n2, n3, n4, 0))q
2n1+4n2+n3+3n4
=
1
(1− q)56 ; (12.3.165)
which is equivalent to (12.3.2).
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Observe that D(lm11 ς
m2xm31 ϑ
m4) is also a singular vector of weight m1λ1+m2λ6+(m3+
m4)λ7 if it is nonzero. So is a linear combination of the elements l
m1
1 ς
m2xn31 ϑ
n4ηn5 such
that
n3 + n4 = m3 +m4, n3 + 3n4 + 4n5 = m3 + 3m4 − 4. (12.3.166)
Thus
m4 = 2 + n4 + 2n5 ≥ 2. (12.3.167)
This shows
D(lm11 ς
m2xm31 ) = D(l
m1
1 ς
m2xm31 ϑ) = 0 (12.3.168)
for any nonnegative integers m1, m2 and m3, or equivalently, (12.3.3) holds. The proof of
our theorem is completed. ✷
12.4 Realization of E7 in 27-Dimensional Space
In this section, we find a new representation of the simple Lie algebra of type E7 on
the polynomial algebra in 27 variables, which gives a fractional representation of the
corresponding Lie group on 27-dimensional space.
Let us go back to the construction of the basic oscillator representation r of G E6 via
the lattice construction of G E7 in Section 11.1.
Take the notations in (4.4.42)-(4.4.44) and (11.1.4)-(11.1.12). For any i ∈ 1, 27, we
write
ai = Eα if bi = E
′
α. (12.4.1)
Set
G− =
27∑
i=1
Fbi, G0 = G
E6 + Fα7, G+ =
27∑
i=1
Fai. (12.4.2)
Then G± are abelian subalgebras of G
E7 and G0 is a maximal reductive Lie subalgebra of
G E7. Moreover,
[G+,G−] ⊂ G0, [G0,G±] ⊂ G±, G E7 = G− ⊕ G0 ⊕ G+. (12.4.3)
Denote by λi the ith fundamental weight of G E6 . With respect to the adjoint represen-
tation of G E7, G+ forms an irreducible G E6-module with highest weight λ1 and G− forms
an irreducible G E6-module with highest weight λ6.
Take the oscillator representation of G E6 on
A = F[x1, x2, ..., x27] (12.4.4)
given in (11.1.18)-(11.1.56). Let
α̂ = 2α1 + 3α2 + 4α3 + 6α4 + 5α5 + 4α6 + 3α7. (12.4.5)
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Then
(α̂, αr) = 0 for r ∈ 1, 6 (12.4.6)
by the Dynkin diagram of E7, where (·, ·) is a symmetric Z-bilinear form on Λr such that
(α, α) = 2 for α ∈ ΦE7 . Thanks to (4.4.24),
[α̂,GD6 ] = 0. (12.4.7)
By Schur’s Lemma, α̂|V = cIdV for some constant c, where V = G− (cf. (11.1.13)).
According to (11.1.15) and (11.1.17), r(α̂) = α̂|A = c
∑16
i=1 xi∂xi . Expressions (4.4.24),
(11.1.4)-(11.1.12), (11.1.15), (11.1.17) and the Dynkin diagram of E7 yields
r(α7) = α7|A = −2x1∂x1 −
13∑
i=2
xi∂xi − x15∂x15 − x16∂x16 − x18∂x18 − x20∂x20 . (12.4.8)
According to (12.4.6), (12.4.8), the coefficients of x1∂x1 in (11.1.54) and Table 11.1.1, we
have that
r(α̂) = −2D, where D =
16∑
i=1
xi∂xi (12.4.9)
is the degree operator on A .
Write
T =
27∑
i=1
F∂xi . (12.4.10)
Then T forms a G E6-module with respect to the action
u(∂) = [r(u), ∂] for u ∈ G E6, ∂ ∈ ∆˜. (12.4.11)
On the other hand, G± (cf. (11.1.4)-(11.1.12), (12.4.1) and (12.4.2)) form G E6-modules
with respect to the adjoint representation. According to (11.1.15) and (11.1.17), the linear
map determined by bi 7→ xi for i ∈ 1, 27 gives a G E6-module monomorphism from G− to
A . Define a bilinear form (·|·) on G E7 by
(h1|h2) = (h1, h2), (h|Eα) = 0, (Eα|Eβ) = −δα+β,0 (12.4.12)
for h1, h2 ∈ H and α, β ∈ ΦE7 . It can be verified that (·|·) is a G E7-invariant form; that
is,
([u, v]|w) = −(v|[u, w]) for u, v ∈ G E7 (12.4.13)
(cf. (4.4.24) and (4.4.25)). Hence the linear map determined by ai 7→ ∂xi for i ∈ 1, 27
gives a G E6-module isomorphism from G+ to T . Hence we define the action of G+ on A
by
ai|A = ∂xi for i ∈ 1, 27. (12.4.14)
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Recall the Witt algebra
W27 =
27∑
i=1
A ∂xi (12.4.15)
with the Lie bracket (6.7.9). Now we want to find the differential operators P1, P2, ..., P27 ∈
W27 such that the following action matches the structure of G E7:
bi|A = Pi for i ∈ 1, 27. (12.4.16)
Comparing the weights in Table 11.1.1 and Table 11.2.1, we use (11.2.1) and (11.2.3)-
(11.2.28) to assume
P1 = x1D + c1ζ1∂x14 + c2ζ2∂x17 + c3ζ3∂x19 + c4ζ4∂x21 + c5ζ5∂x22
+c6ζ6∂x23 + c7ζ7∂x24 + c9ζ9∂x25 + c11ζ11∂x26 + c14ζ14∂x27 , (12.4.17)
where ci ∈ C. Imposing
[∂x1 , P1] = r([a1, b1]) = −r(α7) = 2x1∂x1 +
13∑
i=2
xi∂xi
+x15∂x15 + x16∂x16 + x18∂x18 + x20∂x20 (12.4.18)
by (4.4.25) and (12.4.8), we get
c1 = c2 = c3 = −c4 = c5 = c6 = −c7 = c9 = c11 = c14 = −1 (12.4.19)
by (11.2.1), (11.2.3)-(11.2.8), (11.2.10), (11.2.12) and (11.2.15). Thus
P1 = x1D − ζ1∂x14 − ζ2∂x17 − ζ3∂x19 + ζ4∂x21 − ζ5∂x22
−ζ6∂x23 + ζ7∂x24 − ζ9∂x25 − ζ11∂x26 − ζ14∂x27 . (12.4.20)
According to (11.2.1), (11.2.3)-(11.2.8), (11.2.10), (11.2.12) and (11.2.15), we find
[∂x2 , P1] = x1∂x2 − x11∂x14 − x13∂x17 − x16∂x19 − x18∂x21 − x20∂x23 , (12.4.21)
[∂x3 , P1] = x1∂x3 − x9∂x14 − x12∂x17 − x15∂x19 + x18∂x22 + x20∂x24 , (12.4.22)
[∂x4 , P1] = x1∂x4 − x7∂x14 − x10∂x17 + x15∂x21 + x16∂x22 − x20∂x25 , (12.4.23)
[∂x5 , P1] = x1∂x5 + x6∂x14 − x10∂x19 − x12∂x21 − x13∂x22 + x20∂x25 , (12.4.24)
[∂x6 , P1] = x1∂x6 + x5∂x14 + x8∂x17 − x15∂x23 − x16∂x24 − x18∂x25 , (12.4.25)
[∂x7 , P1] = x1∂x7 − x4∂x14 + x8∂x19 + x12∂x23 + x13∂x24 + x18∂x26 , (12.4.26)
[∂x8 , P1] = x1∂x8 + x6∂x17 + x7∂x19 + x9∂x21 + x11∂x22 + x20∂x27 , (12.4.27)
[∂x9 , P1] = x1∂x9 − x3∂x14 + x8∂x21 − x10∂x23 + x13∂x25 − x16∂x26 , (12.4.28)
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[∂x10 , P1] = x1∂x10 − x4∂x17 − x5∂x19 − x9∂x23 − x11∂x24 + x18∂x27 , (12.4.29)
[∂x11 , P1] = x1∂x11 − x2∂x14 + x8∂x22 − x10∂x24 − x12∂x25 + x15∂x26 , (12.4.30)
[∂x12 , P1] = x1∂x12 − x3∂x17 − x5∂x21 + x7∂x23 − x11∂x25 − x16∂x27 , (12.4.31)
[∂x13 , P1] = x1∂x13 − x2∂x17 − x5∂x22 + x7∂x24 + x9∂x25 + x15∂x27 , (12.4.32)
[∂x15 , P1] = x1∂x15 − x3∂x19 + x4∂x21 − x6∂x23 + x11∂x26 + x13∂x27 , (12.4.33)
[∂x16 , P1] = x1∂x16 − x2∂x19 + x4∂x22 − x6∂x24 − x9∂x26 − x12∂x27 , (12.4.34)
[∂x18 , P1] = x1∂x18 − x2∂x21 + x3∂x22 − x6∂x25 + x7∂x26 + x10∂x27 , (12.4.35)
[∂x20 , P1] = x1∂x20 − x2∂x23 + x3∂x24 − x4∂x25 + x5∂x26 + x8∂x27 , (12.4.36)
[xr, P1] = 0 for r = 14, 17, 19, 21, 22, 23, 24, 25, 26, 27. (12.4.37)
On the other hand, if [ai, b1] 6= 0 for i ≥ 2, then it is equal to the vector obtained
by deleting the last coordinate 1 (cf. (11.1.4)-(11.1.12) and (12.4.1)). For instance,
a18 = E(1,1,2,3,2,1,1) and [a18, b1] = E(1,1,2,3,2,1). By (12.4.21)-(12.4.36) and correspond-
ingly (11.1.23), (11.1.28), (11.1.33), (11.1.38), (11.1.37), (11.1.42), (11.1.40), (11.1.45),
(11.1.44), (11.1.48), (11.1.47), (11.1.50), (11.1.49), (11.1.51)-(11.1.53), we have:
[∂xi , P1] = [ai, b1]|A for i ∈ 1, 27. (12.4.38)
Expressions (6.7.9), (11.1.18)-(11.1.23) and (11.2.29)-(11.2.34) imply that P1 is a G E6-
singular vector in W27 with weight λ6. We set
P2 = −[E−α6 , P1] = x2D − ζ1∂x11 − ζ2∂x13 − ζ3∂x16 + ζ4∂x18
−ζ6∂x20 − ζ8∂x22 + ζ10∂x24 − ζ12∂x25 − ζ15∂x26 + ζ17∂x27 , (12.4.39)
P3 = −[E−α5 , P2] = x3D − ζ1∂x9 − ζ2∂x12 − ζ3∂x15 + ζ5∂x18
−ζ7∂x20 − ζ8∂x21 + ζ10∂x23 − ζ13∂x25 − ζ16∂x26 + ζ19∂x27 , (12.4.40)
P4 = −[E−α4 , P3] = x4D − ζ1∂x7 − ζ2∂x10 − ζ4∂x15 + ζ5∂x16
−ζ8∂x19 − ζ9∂x20 + ζ12∂x23 − ζ13∂x24 − ζ18∂x26 + ζ21∂x27 , (12.4.41)
P5 = −[E−α3 , P4] = x5D + ζ1∂x6 − ζ3∂x10 + ζ4∂x12 − ζ5∂x13
+ζ8∂x17 + ζ11∂x20 − ζ15∂x23 + ζ16∂x24 − ζ18∂x25 − ζ22∂x27 , (12.4.42)
P6 = −[E−α2 , P4] = x6D + ζ1∂x5 + ζ2∂x8 − ζ6∂x15 + ζ7∂x16
−ζ9∂x18 − ζ10∂x19 + ζ12∂x21 − ζ13∂x22 + ζ20∂x26 − ζ23∂x27 , (12.4.43)
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P7 = −[E−α3 , P6] = x7D − ζ1∂x4 + ζ3∂x8 + ζ6∂x12 − ζ7∂x13
+ζ10∂x17 + ζ11∂x18 − ζ15∂x21 + ζ16∂x22 + ζ20∂x25 + ζ24∂x27 , (12.4.44)
P8 = −[E−α2 , P5] = x8D + ζ2∂x6 + ζ3∂x7 − ζ4∂x9 + ζ5∂x11
−ζ8∂x14 + ζ14∂x20 + ζ17∂x23 − ζ19∂x24 + ζ21∂x25 + ζ22∂x26 , (12.4.45)
P9 = [E−α4 , P7] = x9D − ζ1∂x3 − ζ4∂x8 − ζ6∂x10 + ζ9∂x13
−ζ12∂x17 − ζ11∂x16 + ζ15∂x19 − ζ18∂x22 − ζ20∂x24 + ζ25∂x27 , (12.4.46)
P10 = −[E−α1 , P7] = x10D − ζ2∂x4 − ζ3∂x5 − ζ6∂x9 + ζ7∂x11
−ζ10∂x14 + ζ14∂x18 + ζ17∂x21 − ζ19∂x22 − ζ23∂x25 − ζ24∂x26 , (12.4.47)
P11 = [E−α5 , P9] = x11D − ζ1∂x2 + ζ5∂x8 + ζ7∂x10 − ζ9∂x12
+ζ11∂x15 + ζ13∂x17 − ζ16∂x19 + ζ18∂x21 + ζ20∂x23 + ζ26∂x27 , (12.4.48)
P12 = −[E−α1 , P9] = x12D − ζ2∂x3 + ζ4∂x5 + ζ6∂x7 − ζ9∂x11
+ζ12∂x14 − ζ14∂x16 − ζ17∂x19 + ζ21∂x22 + ζ23∂x24 − ζ25∂x26 , (12.4.49)
P13 = [E−α5 , P12] = x13D − ζ2∂x2 − ζ5∂x5 − ζ7∂x7 + ζ9∂x9
−ζ13∂x14 + ζ14∂x15 + ζ19∂x19 − ζ21∂x21 − ζ23∂x23 − ζ26∂x26 , (12.4.50)
P14 = [E−α6 , P11] = x14D − ζ1∂x1 − ζ8∂x8 − ζ10∂x10 + ζ12∂x12
−ζ13∂x13 − ζ15∂x15 + ζ16∂x16 − ζ18∂x18 − ζ20∂x20 + ζ27∂x27 , (12.4.51)
P15 = −[E−α3 , P12] = x15D − ζ3∂x3 − ζ4∂x4 − ζ6∂x6 + ζ11∂x11
+ζ14∂x13 − ζ15∂x14 + ζ17∂x17 − ζ22∂x22 − ζ24∂x24 − ζ25∂x25 , (12.4.52)
P16 = [E−α5 , P15] = x16D − ζ3∂x2 + ζ5∂x4 + ζ7∂x6 − ζ11∂x9
−ζ14∂x12 + ζ16∂x14 − ζ19∂x17 + ζ22∂x21 + ζ24∂x23 − ζ26∂x25 , (12.4.53)
P17 = = −[E−α1 , P14] = x17D − ζ2∂x1 + ζ8∂x5 + ζ10∂x7 − ζ12∂x9
+ζ13∂x11 + ζ17∂x15 − ζ19∂x16 + ζ21∂x18 + ζ23∂x20 − ζ27∂x26 , (12.4.54)
P18 = [E−α4 , P16] = x18D + ζ4∂x2 + ζ5∂x3 − ζ9∂x6 + ζ11∂x7
+ζ14∂x10 − ζ18∂x14 + ζ21∂x17 − ζ22∂x19 + ζ25∂x23 + ζ26∂x24 , (12.4.55)
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P19 = [E−α6 , P16] = x19D − ζ3∂x1 − ζ8∂x4 − ζ10∂x6 + ζ15∂x9
−ζ17∂x12 − ζ16∂x11 + ζ19∂x13 − ζ22∂x18 − ζ24∂x20 − ζ27∂x25 , (12.4.56)
P20 = [E−α2 , P18] = x20D − ζ6∂x2 − ζ7∂x3 − ζ9∂x4 + ζ11∂x5
+ζ14∂x8 − ζ20∂x14 + ζ23∂x17 − ζ24∂x19 − ζ25∂x21 − ζ26∂x22 , (12.4.57)
P21 = [E−α4 , P19] = x21D + ζ4∂x1 − ζ8∂x3 + ζ12∂x6 − ζ15∂x7
+ζ17∂x10 + ζ18∂x11 − ζ21∂x13 + ζ22∂x16 − ζ25∂x20 + ζ27∂x24 , (12.4.58)
P22 = [E−α5 , P21] = x22D − ζ5∂x1 − ζ8∂x2 − ζ13∂x6 + ζ16∂x7
−ζ19∂x10 − ζ18∂x9 + ζ21∂x12 − ζ22∂x15 − ζ26∂x20 − ζ27∂x23 , (12.4.59)
P23 = [E−α2 , P21] = x23D − ζ6∂x1 + ζ10∂x3 + ζ12∂x4 − ζ15∂x5
+ζ17∂x8 + ζ20∂x11 − ζ23∂x13 + ζ24∂x16 + ζ25∂x18 − ζ27∂x22 , (12.4.60)
P24 = [E−α2 , P22] = x24D + ζ7∂x1 + ζ10∂x2 − ζ13∂x4 + ζ16∂x5
−ζ19∂x8 − ζ20∂x9 + ζ23∂x12 − ζ24∂x15 + ζ26∂x18 + ζ27∂x21 , (12.4.61)
P25 = [E−α4 , P24] = x25D − ζ9∂x1 − ζ12∂x2 − ζ13∂x3 − ζ18∂x5
+ζ21∂x8 + ζ20∂x7 − ζ23∂x10 − ζ25∂x15 − ζ26∂x16 − ζ27∂x19 , (12.4.62)
P26 = [E−α3 , P25] = x26D − ζ11∂x1 − ζ15∂x2 − ζ16∂x3 − ζ18∂x4
+ζ22∂x8 + ζ20∂x6 − ζ24∂x10 − ζ25∂x12 − ζ26∂x13 − ζ27∂x17 , (12.4.63)
P27 = −[E−α1 , P26] = x27D − ζ14∂x1 + ζ17∂x2 + ζ19∂x3 + ζ21∂x4
−ζ22∂x5 − ζ23∂x6 + ζ24∂x7 + ζ25∂x9 + ζ26∂x11 + ζ27∂x14 . (12.4.64)
Write
P =
27∑
i=1
FPi, C0 = r(G
E6) + FD (12.4.65)
(cf. (11.1.18)-(11.1.54) and (12.4.9)) and
C = P + C0 +T (12.4.66)
(cf. (12.4.10)). Then we have:
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Theorem 12.4.1. The space C forms a Lie subalgebra of the Witt algebra W27 (cf.
(12.4.15)). Moreover, the linear map ϑ determined by
ϑ(ai) = ∂xi , ϑ(bi) = Pi, ϑ(u) = u|A for i ∈ 1, 27, u ∈ G0 (12.4.67)
(cf. (11.1.18)-(11.1.54) and (12.4.8)) gives a Lie algebra isomorphism from G E7 to C.
Proof. Since T ∼= G+ as G E6-modules, we have
G0 + G+
ϑ∼= C0 +T (12.4.68)
as Lie algebras. Recall that U(G ) stands for the universal enveloping algebra of a Lie
algebra G . Note that
B− = G0 + G−, B+ = G0 + G+ (12.4.69)
are also Lie subalgebras of G E7 and
G E7 = B− ⊕ G+ = G− ⊕B+. (12.4.70)
We define a one-dimensional B−-module Cu0 by
w(u0) = 0 for w ∈ G− + G E6, α̂(u0) = 54u0 (12.4.71)
(cf. (12.4.9)). Let
Ψ = U(G E7)⊗B− Cu0 ∼= U(G+)⊗F Fu0 (12.4.72)
be the induced G E7-module.
Recall that N is the set of nonnegative integers. Let
Â = F[∂x1 , ∂x2 , ..., ∂x27 ]. (12.4.73)
We define an action of the associative algebra A (cf. (11.2.35)) on Â by
∂xi(
27∏
j=1
∂βjxj ) = ∂
βi+1
xi
∏
i 6=j∈1,27
27∏
j=1
∂βjxj (12.4.74)
and
xi(
27∏
j=1
∂βjxj ) = −βi∂βi−1xi
∏
i 6=j∈1,27
27∏
j=1
∂βjxj (12.4.75)
for i ∈ 1, 27. Since
[−xi, ∂xj ] = [∂xi , xj ] = δi,j for i, j ∈ 1, 27, (12.4.76)
the above action gives an associative algebra representation of A. Thus it also gives a Lie
algebra representation of A, whose Lie bracket is the commutator. It is straightforward
to verify that
[d|Â , ∂|Â ] = [d, ∂]|Â for d ∈ C0, ∂ ∈ T . (12.4.77)
12.4. REALIZATION OF E7 IN 27-DIMENSIONAL SPACE 377
Define linear map ς : Ψ→ A ′ by
ς(
27∏
i=1
ξℓii ⊗ u0) =
27∏
i=1
∂ℓixi (ℓ1, ..., ℓ27) ∈ N27. (12.4.78)
According to (11.1.18)-(11.1.54), (12.4.74) and (12.4.75),
D(1) = −27, d(1) = 0 for d ∈ r(G E6). (12.4.79)
Moreover, (12.4.71), (12.4.72), (12.4.74), (12.4.75) and (12.4.79) imply
ς(ξ(v)) = ϑ(ξ)ς(v) for ξ ∈ G0, v ∈ Ψ. (12.4.80)
Now (12.4.72) and (12.4.74) imply
ς(w(u)) = ϑ(w)(ς(u)) for w ∈ B+, u ∈ Ψ. (12.4.81)
Thus we have
ςw|Ψς−1 = ϑ(w)|Â for w ∈ B+. (12.4.82)
On the other hand, the linear map
ψ(v) = ςv|Ψς−1 for v ∈ G E7 (12.4.83)
is a Lie algebra monomorphism from G E7 to A|Â . According to (12.4.38) and (12.4.77),
ψ(b1) = P1|Â . (12.4.84)
By the constructions of P2, ..., P27 in (12.4.39)-(12.4.64), we have
ψ(bi) = Pi|Â for i ∈ 2, 27. (12.4.85)
Therefore, we have
ψ(v) = ϑ(v)|Â for v ∈ G E7 . (12.4.86)
In particular, C|Â = ϑ(G E7)|Â = ψ(G E7) forms a Lie algebra. Since the linear map
d 7→ d|Â for d ∈ C is injective, we have that C forms a Lie subalgebra of A and ϑ is a Lie
algebra isomorphism. ✷
By the above theorem, a Lie group of type E7 is generated by the linear transformations
{ebr(Eα) | b ∈ R, α ∈ ΦE6} associated with (11.1.18)-(11.1.54), the real translations and
dilations in R27 with xr as the rth coordinate function, and the fractional transformations
{ebPs : (x1, x2, ..., x27) 7→ (ebPs(x1), ebPs(x2), ..., ebPs(x27)) | b ∈ R, s ∈ 1, 27}, where
ebPs(xi) are of the forms as the following forms of the case s = 1:
ebP1(xi) =
xi
1− bx1 , i ∈ {1, 13, 15, 16, 18, 20}, (12.4.87)
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ebP1(x14) = x14 − b(x2x11 + x3x9 + x4x7 − x5x6)
1− bx1 , (12.4.88)
ebP1(x17) = x17 − b(x2x13 + x3x12 + x4x10 − x6x8)
1− bx1 , (12.4.89)
ebP1(x19) = x19 − b(x2x16 + x3x15 + x5x10 − x7x8)
1− bx1 , (12.4.90)
ebP1(x21) = x21 − b(x2x18 − x4x15 + x5x12 − x8x9)
1− bx1 , (12.4.91)
ebP1(x22) = x22 +
b(x3x18 + x4x16 − x5x13 + x8x11)
1− bx1 , (12.4.92)
ebP1(x23) = x23 − b(x2x20 + x6x15 − x7x12 + x9x10)
1− bx1 , (12.4.93)
ebP1(x24) = x24 +
b(x3x20 − x6x16 + x7x13 − x10x11)
1− bx1 , (12.4.94)
ebP1(x25) = x25 − b(x4x20 + x6x18 − x9x13 + x11x12)
1− bx1 , (12.4.95)
ebP1(x26) = x26 +
b(x5x20 + x7x18 − x9x16 + x11x15)
1− bx1 , (12.4.96)
ebP1(x27) = x27 +
b(x8x20 + x10x18 − x12x16 + x13x15)
1− bx1 (12.4.97)
by (11.2.1), (11.2.3)-(11.2.8), (11.2.10), (11.2.12), (11.2.15) and (12.4.20).
12.5 Functor from E6-Mod to E7-Mod
In this section, we construct a new functor from E6-Mod to E7-Mod.
Note that
G E6A = (
6⊕
i=1
A αi)⊕
⊕
α∈ΦE6
A Eα (12.5.1)
forms a Lie algebra with the Lie bracket:
[fu1, gu2] = fg[u1, u2] for f, g ∈ A , u1, u2 ∈ G E6 . (12.5.2)
Moreover, we define the Lie algebra
K = G E6A ⊕A κ (12.5.3)
with the Lie bracket:
[ξ1 + fκ, ξ2 + gκ] = [ξ1, ξ2] for ξ1, ξ2 ∈ G E6A , f, g ∈ A . (12.5.4)
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Recall the Witt algebra W27 =
∑27
i=1 A ∂xi , and Shen’s monomorphism ℑ from the Lie
algebra W27 to the Lie algebra of semi-product W27 + gl(27,A ) (cf. (6.7.9)-(6.7.12))
defined by
ℑ(
27∑
i=1
fi∂xi) =
27∑
i=1
fi∂xi + ℑ1(
27∑
i=1
fi∂xi), ℑ1(
27∑
i=1
fi∂xi) =
27∑
i,j=1
∂xi(fj)Ei,j. (12.5.5)
According to our construction of P1-P27 in (12.4.20) and (12.4.39)-(12.4.64),
ℑ1(Pi) =
27∑
r=1
xrℑ1(r([ar, bi])) for i ∈ 1, 27. (12.5.6)
On the other hand,
K̂ =W27 ⊕K (12.5.7)
becomes a Lie algebra with the Lie bracket
[d1 + f1u1 + f2κ, d2 + g1u2 + g2κ]
= [d1, d2] + f1g1[u1, u2] + d1(g2)u2 − d2(g1)u1 + (d1(g2)− d2(g1))κ (12.5.8)
for f1, f2, g1, g2 ∈ A , u1, u2 ∈ G E6 and d1, d2 ∈W27. Note
G0 = G
E6 ⊕ Fα̂ (12.5.9)
by (12.4.2) and (12.4.5). So there exists a Lie algebra monomorphism k : G0 → K
determined by
k(α̂) = 3κ, k(u) = u for u ∈ G E6. (12.5.10)
Since ℑ is a Lie algebra monomorphism, our construction of P1-P27 in (12.4.20) and
(12.4.39)-(12.4.64) show that we have a Lie algebra monomorphism ι : G E7 → K̂ given
by
ι(u) = r(u) + k(u) for u ∈ G0, (12.5.11)
ι(ai) = ∂xi , ι(bi) = Pi +
27∑
r=1
xrk([ar, bi]) for i ∈ 1, 27. (12.5.12)
According to (4.4.18), (4.4.25), (11.1.4)-(11.1.12) and (12.4.1),
ι(b1) = P1 + x2Eα6 + x3E(0,0,0,0,1,1) + x4E(0,0,0,1,1,1) + x5E(0,0,1,1,1,1) + x6E(0,1,0,1,1,1)
−x1k(α7) + x7E(0,1,1,1,1,1) + x8E(1,0,1,1,1,1) + x9E(0,1,1,2,1,1) + x10E(1,1,1,1,1,1)
+x11E(0,1,1,2,2,1) + x12E(1,1,1,2,1,1) + x13E(1,1,1,2,2,1) + x15E(1,1,2,2,1,1)
+x16E(1,1,2,2,2,1) + x18E(1,1,2,3,2,1) + x20E(1,2,2,3,2,1). (12.5.13)
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Moreover, (4.4.23), (11.1.23) and (11.1.56) yield
ι(b2) = −ι([E−α6 , b1]) = −[ι(E−α6), ι(b1)] = −[r(E−α6) + E−α6 , ι(b1)]
= P2 − x1E−α6 + x3Eα5 + x4E(0,0,0,1,1) + x5E(0,0,1,1,1) + x6E(0,1,0,1,1)
−x2k(α(0,0,0,0,0,1,1)) + x7E(0,1,1,1,1) + x8E(1,0,1,1,1) + x9E(0,1,1,2,1) + x10E(1,1,1,1,1)
+x12E(1,1,1,2,1) − x14E(0,1,1,2,2,1) + x15E(1,1,2,2,1) − x17E(1,1,1,2,2,1)
−x19E(1,1,2,2,2,1) − x21E(1,1,2,3,2,1) − x23E(1,2,2,3,2,1). (12.5.14)
Similarly, we have:
ι(b3) = P3 − x1E ′(0,0,0,0,1,1) − x2E−α5 + x4Eα4 + x5E(0,0,1,1) + x6E(0,1,0,1)
−x3k(α(0,0,0,0,1,1,1)) + x7E(0,1,1,1) + x8E(1,0,1,1) + x10E(1,1,1,1) − x11E(0,1,1,2,1)
−x13E(1,1,1,2,1) − x14E(0,1,1,2,1,1) − x16E(1,1,2,2,1) − x17E(1,1,1,2,1,1)
−x19E(1,1,2,2,1,1) + x22E(1,1,2,3,2,1) + x24E(1,2,2,3,2,1), (12.5.15)
ι(b4) = P4 − x1E ′(0,0,0,1,1,1) − x2E ′(0,0,0,1,1) − x3E−α4 + x5Eα3 + x6Eα2
−x4k(α(0,0,0,1,1,1,1))− x9E(0,1,1,1) + x8E(1,0,1) − x12E(1,1,1,1) − x11E(0,1,1,1,1)
−x13E(1,1,1,1,1) − x14E(0,1,1,1,1,1) − x17E(1,1,1,1,1,1) + x18E(1,1,2,2,1)
+x21E(1,1,2,2,1,1) + x22E(1,1,2,2,2,1) − x25E(1,2,2,3,2,1), (12.5.16)
ι(b5) = P5 − x1E ′(0,0,1,1,1,1) − x2E ′(0,0,1,1,1) − x3E ′(0,0,1,1) − x4E−α3 + x7Eα2
−x5k(α(0,0,1,1,1,1,1)) + x8Eα1 + x9E(0,1,0,1) − x15E(1,1,1,1) + x11E(0,1,0,1,1)
−x16E(1,1,1,1,1) + x14E(0,1,0,1,1,1) − x19E(1,1,1,1,1,1) − x18E(1,1,1,2,1)
−x21E(1,1,1,2,1,1) − x22E(1,1,1,2,2,1) + x26E(1,2,2,3,2,1), (12.5.17)
ι(b6) = P6 − x1E ′(0,1,0,1,1,1) − x2E ′(0,1,0,1,1) − x3E ′(0,1,0,1) − x4E−α2 + x7Eα3
−x6k(α(0,1,0,1,1,1,1)) + x9E(0,0,1,1) + x10E(1,0,1) + x12E(1,0,1,1) + x11E(0,0,1,1,1)
+x13E(1,0,1,1,1) + x14E(0,0,1,1,1,1) + x17E(1,0,1,1,1,1) − x20E(1,1,2,2,1)
−x23E(1,1,2,2,1,1) − x24E(1,1,2,2,2,1) − x25E(1,1,2,3,2,1), (12.5.18)
ι(b7) = P7 − x1E ′(0,1,1,1,1,1) − x2E ′(0,1,1,1,1) − x3E ′(0,1,1,1) − x5E−α2 − x6E−α3
−x7k(α(0,1,1,1,1,1,1))− x9Eα4 + x10Eα1 + x15E(1,0,1,1) − x11E(0,0,0,1,1)
+x16E(1,0,1,1,1) − x14E(0,0,0,1,1,1) + x19E(1,0,1,1,1,1) + x20E(1,1,1,2,1)
+x23E(1,1,1,2,1,1) + x24E(1,1,1,2,2,1) + x26E(1,1,2,3,2,1), (12.5.19)
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ι(b8) = P8 − x1E ′(1,0,1,1,1,1) − x2E ′(1,0,1,1,1) − x3E ′(1,0,1,1) − x4E ′(1,0,1) − x5E−α1
−x8k(α(1,0,1,1,1,1,1)) + x10Eα2 + x12E(0,1,0,1) + x15E(0,1,1,1) + x13E(0,1,0,1,1)
+x16E(0,1,1,1,1) + x17E(0,1,0,1,1,1) + x19E(0,1,1,1,1,1) + x18E(0,1,1,2,1)
+x21E(0,1,1,2,1,1) + x22E(0,1,1,2,2,1) + x27E(1,2,2,3,2,1), (12.5.20)
ι(b9) = P9 − x1E ′(0,1,1,2,1,1) − x2E ′(0,1,1,2,1) + x4E ′(0,1,1,1) − x5E ′(0,1,0,1) − x6E ′(0,0,1,1)
−x9k(α(0,1,1,2,1,1,1)) + x7E−α4 + x12Eα1 − x15E(1,0,1) − x11Eα5
+x18E(1,0,1,1,1) − x14E(0,0,0,0,1,1) + x21E(1,0,1,1,1,1) − x20E(1,1,1,1,1)
−x23E(1,1,1,1,1,1) + x25E(1,1,1,2,2,1) − x26E(1,1,2,2,2,1), (12.5.21)
ι(b10) = P10 − x1E ′(1,1,1,1,1,1) − x2E ′(1,1,1,1,1) − x3E ′(1,1,1,1) − x8E−α2 − x6E ′(1,0,1)
−x10k(α(1,1,1,1,1,1,1))− x7E−α1 − x12Eα4 − x15E(0,0,1,1) − x13E(0,0,0,1,1)
−x16E(0,0,1,1,1) − x17E(0,0,0,1,1,1) − x19E(0,0,1,1,1,1) − x20E(0,1,1,2,1)
−x23E(0,1,1,2,1,1) − x24E(0,1,1,2,2,1) + x27E(1,1,2,3,2,1), (12.5.22)
ι(b11) = P11 − x1E ′(0,1,1,2,2,1) + x3E ′(0,1,1,2,1) + x4E ′(0,1,1,1,1) − x5E ′(0,1,0,1,1)
−x11k(α(0,1,1,2,2,1,1))− x6E ′(0,0,1,1,1) + x7E ′(0,0,0,1,1) + x9E−α5
+x13Eα1 − x16E(1,0,1) − x18E(1,0,1,1) − x14Eα6 + x20E(1,1,1,1)
+x22E(1,0,1,1,1,1) − x24E(1,1,1,1,1,1) − x25E(1,1,1,2,1,1) + x26E(1,1,2,2,1,1), (12.5.23)
ι(b12) = P12 − x1E ′(1,1,1,2,1,1) − x2E ′(1,1,1,2,1) + x4E ′(1,1,1,1) − x6E ′(1,0,1,1)
−x12k(α(1,1,1,2,1,1,1))− x8E ′(0,1,0,1) − x9E−α1 + x10E−α4
−x13Eα5 + x15Eα3 − x17E(0,0,0,0,1,1) − x18E(0,0,1,1,1) + x20E(0,1,1,1,1)
−x21E(0,0,1,1,1,1) + x23E(0,1,1,1,1,1) − x25E(0,1,1,2,2,1) − x27E(1,1,2,2,2,1), (12.5.24)
ι(b13) = P13 − x1E ′(1,1,1,2,2,1) + x3E ′(1,1,1,2,1) + x4E ′(1,1,1,1,1) − x8E ′(0,1,0,1,1)
−x13k(α(1,1,1,2,2,1,1))− x6E ′(1,0,1,1,1) + x10E ′(0,0,0,1,1) − x11E−α1
+x12E−α5 + x16Eα3 − x17Eα6 + x18E(0,0,1,1) − x20E(0,1,1,1)
−x22E(0,0,1,1,1,1) + x24E(0,1,1,1,1,1) + x25E(0,1,1,2,1,1) + x27E(1,1,2,2,1,1), (12.5.25)
ι(b14) = P14 + x2E
′
(0,1,1,2,2,1) + x3E
′
(0,1,1,2,1,1) + x4E
′
(0,1,1,1,1,1) − x5E ′(0,1,0,1,1,1)
−x14k(α(0,1,1,2,2,2,1))− x6E ′(0,0,1,1,1,1) + x7E ′(0,0,0,1,1,1) + x9E ′(0,0,0,0,1,1)
+x11E−α6 + x17Eα1 − x19E(1,0,1) − x21E(1,0,1,1) − x22E(1,0,1,1,1)
+x23E(1,1,1,1) + x24E(1,1,1,1,1) + x25E(1,1,1,2,1) − x26E(1,1,2,2,1), (12.5.26)
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ι(b15) = P15 − x1E ′(1,1,2,2,1,1) − x2E ′(1,1,2,2,1) + x5E ′(1,1,1,1) − x7E ′(1,0,1,1)
−x15k(α(1,1,2,2,1,1,1))− x8E ′(0,1,1,1) + x9E ′(1,0,1) + x10E ′(0,0,1,1)
−x12E−α3 − x16Eα5 + x18E(0,0,0,1,1) − x19E(0,0,0,0,1,1) − x20E(0,1,0,1,1)
+x21E(0,0,0,1,1,1) − x23E(0,1,0,1,1,1) + x26E(0,1,1,2,2,1) + x27E(1,1,1,2,2,1), (12.5.27)
ι(b16) = P16 − x1E ′(1,1,2,2,2,1) + x3E ′(1,1,2,2,1) + x5E ′(1,1,1,1,1) − x7E ′(1,0,1,1,1)
−x16k(α(1,1,2,2,2,1,1))− x8E ′(0,1,1,1,1) + x10E ′(0,0,1,1,1) + x11E ′(1,0,1)
−x13E−α3 + x15E−α5 − x18Eα4 − x19Eα6 + x20E(0,1,0,1) + x22E(0,0,0,1,1,1)
−x24E(0,1,0,1,1,1) − x26E(0,1,1,2,1,1) − x27E(1,1,1,2,1,1), (12.5.28)
ι(b17) = P17 + x2E
′
(1,1,1,2,2,1) + x3E
′
(1,1,1,2,1,1) + x4E
′
(1,1,1,1,1,1) − x6E ′(1,0,1,1,1,1)
−x17k(α(1,1,1,2,2,2,1))− x8E ′(0,1,0,1,1,1) + x10E ′(0,0,0,1,1,1) − x14E−α1
+x12E
′
(0,0,0,0,1,1) + x13E−α6 + x19Eα3 + x21E(0,0,1,1) − x23E(0,1,1,1)
+x22E(0,0,1,1,1) − x24E(0,1,1,1,1) − x25E(0,1,1,2,1) − x27E(1,1,2,2,1), (12.5.29)
ι(b18) = P18 − x1E ′(1,1,2,3,2,1) − x4E ′(1,1,2,2,1) + x5E ′(1,1,1,2,1) − x8E ′(0,1,1,2,1)
−x18k(α(1,1,2,3,2,1,1))− x9E ′(1,0,1,1,1) + x11E ′(1,0,1,1) + x12E ′(0,0,1,1,1)
−x13E ′(0,0,1,1) − x15E ′(0,0,0,1,1) + x16E−α4 − x21Eα6 + x22E(0,0,0,0,1,1)
−x20Eα2 − x25E(0,1,0,1,1,1) + x26E(0,1,1,1,1,1) + x27E(1,1,1,1,1,1), (12.5.30)
ι(b19) = P19 + x2E
′
(1,1,2,2,2,1) + x3E
′
(1,1,2,2,1,1) + x5E
′
(1,1,1,1,1,1) − x7E ′(1,0,1,1,1,1)
−x19k(α(1,1,2,2,2,2,1))− x8E ′(0,1,1,1,1,1) + x10E ′(0,0,1,1,1,1) + x14E ′(1,0,1)
+x15E
′
(0,0,0,0,1,1) + x16E−α6 − x17E−α3 − x21Eα4 + x23E(0,1,0,1)
−x22E(0,0,0,1,1) + x24E(0,1,0,1,1) + x26E(0,1,1,2,1) + x27E(1,1,1,2,1), (12.5.31)
ι(b20) = P20 − x1E ′(1,2,2,3,2,1) + x6E ′(1,1,2,2,1) − x7E ′(1,1,1,2,1) + x10E ′(0,1,1,2,1)
−x20k(α(1,2,2,3,2,1,1)) + x9E ′(1,1,1,1,1) − x11E ′(1,1,1,1) − x12E ′(0,1,1,1,1)
+x13E
′
(0,1,1,1) + x15E
′
(0,1,0,1,1) − x16E(0,1,0,1) + x18E−α2 − x23Eα6
+x24E(0,0,0,0,1,1) − x25E(0,0,0,1,1,1) + x26E(0,0,1,1,1,1) + x27E(1,0,1,1,1,1), (12.5.32)
ι(b21) = P21 + x2E
′
(1,1,2,3,2,1) − x4E ′(1,1,2,2,1,1) + x5E ′(1,1,1,2,1,1) − x8E ′(0,1,1,2,1,1)
−x21k(α(1,1,2,3,2,2,1))− x9E ′(1,0,1,1,1,1) + x12E ′(0,0,1,1,1,1) + x14E ′(1,0,1,1)
−x15E ′(0,0,0,1,1,1) − x17E ′(0,0,1,1) + x18E−α6 + x19E−α4 − x23Eα2
−x22Eα5 + x25E(0,1,0,1,1) − x26E(0,1,1,1,1) − x27E(1,1,1,1,1), (12.5.33)
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ι(b22) = P22 − x3E ′(1,1,2,3,2,1) − x4E ′(1,1,2,2,2,1) − x22k(α(1,1,2,3,3,2,1)) + x5E ′(1,1,1,2,2,1)
−x8E ′(0,1,1,2,2,1) − x11E ′(1,0,1,1,1,1) + x13E ′(0,0,1,1,1,1) + x14E ′(1,0,1,1,1)
−x16E ′(0,0,0,1,1,1) − x17E ′(0,0,1,1.1) − x18E ′(0,0,0,0,1,1) + x19E ′(0,0,0,1,1)
+x21E−α5 − x24Eα2 − x25E(0,1,0,1) + x26E(0,1,1,1) + x27E(1,1,1,1), (12.5.34)
ι(b23) = P23 + x2E
′
(1,2,2,3,2,1) + x6E
′
(1,1,2,2,1,1) − x7E ′(1,1,1,2,1,1) + x9E ′(1,1,1,1,1,1)
−x23k(α(1,2,2,3,2,2,1) + x10E ′(0,1,1,2,1,1) − x12E ′(0,1,1,1,1,1) − x14E ′(1,1,1,1)
+x15E
′
(0,1,0,1,1,1) + x17E
′
(0,1,1,1) + x20E−α6 − x19E(0,1,0,1) + x21E−α2
−x24Eα5 + x25E(0,0,0,1,1) − x26E(0,0,1,1,1) − x27E(1,0,1,1,1), (12.5.35)
ι(b24) = P24 − x3E ′(1,2,2,3,2,1) + x6E ′(1,1,2,2,2,1) − x24k(α(1,2,2,3,3,2,1))− x7E ′(1,1,1,2,2,1)
+x10E
′
(0,1,1,2,2,1) + x11E
′
(1,1,1,1,1,1) − x13E ′(0,1,1,1,1,1) − x14E ′(1,1,1,1,1)
+x16E
′
(0,1,0,1,1,1) + x17E
′
(0,1,1,1,1) − x19E ′(0,1,0,1,1) − x20E ′(0,0,0,0,1,1)
+x22E−α2 + x23E−α5 − x25Eα4 + x26E(0,0,1,1) + x27E(1,0,1,1), (12.5.36)
ι(b25) = P25 + x4E
′
(1,2,2,3,2,1) + x6E
′
(1,1,2,3,2,1) − x25k(α(1,2,3,4,3,2,1) − x9E ′(1,1,1,2,2,1)
+x12E
′
(0,1,1,2,2,1) + x11E
′
(1,1,1,2,1,1) − x13E ′(0,1,1,2,1,1) − x14E ′(1,1,1,2,1)
+x17E
′
(0,1,1,2,1) + x18E
′
(0,1,0,1,1,1) + x20E
′
(0,0,0,1,1,1) − x21E ′(0,1,0,1,1)
+x22E
′
(0,1,0,1) − x23E ′(0,0,0,1,1) + x24E−α4 − x26Eα3 − x27E(1,0,1), (12.5.37)
ι(b26) = P26 − x5E ′(1,2,2,3,2,1) − x7E ′(1,1,2,3,2,1) − x26k(α(1,2,3,4,3,2,1)) + x9E ′(1,1,2,2,2,1)
−x15E ′(0,1,1,2,2,1) − x11E ′(1,1,2,2,1,1) + x16E ′(0,1,1,2,1,1) + x14E ′(1,1,2,2,1)
−x19E ′(0,1,1,2,1) − x18E ′(0,1,1,1,1,1) − x20E ′(0,0,1,1,1,1) + x21E ′(0,1,1,1,1)
−x22E ′(0,1,1,1) + x23E ′(0,0,1,1,1) − x24E ′(0,0,1,1) + x25E−α3 + x27Eα1 , (12.5.38)
ι(b27) = P27 − x8E ′(1,2,2,3,2,1) − x10E ′(1,1,2,3,2,1) − x27k(α(2,2,3,4,3,2,1)) + x12E ′(1,1,2,2,2,1)
−x15E ′(1,1,1,2,2,1) − x13E ′(1,1,2,2,1,1) + x16E ′(1,1,1,2,1,1) + x17E ′(1,1,2,2,1)
−x19E ′(1,1,1,2,1) − x18E ′(1,1,1,1,1,1) − x20E ′(1,0,1,1,1,1) + x21E ′(1,1,1,1,1)
−x22E ′(1,1,1,1) + x23E ′(1,0,1,1,1) − x24E ′(1,0,1,1) + x25E ′(1,0,1) − x26E−α1 . (12.5.39)
Note that the coefficient of xi in the above ι(bi) is exactly k(β) if bi = Eβ.
Recall A = F[x1, ..., x27]. Let M be a G
E6-module and set
M̂ = A ⊗CM. (12.5.40)
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We identify
f ⊗ v = fv for f ∈ A , v ∈ M. (12.5.41)
Recall the Lie algebra K̂ defined via (12.5.1)-(12.5.8). Fix c ∈ F. Then M̂ becomes a
K̂ -module with the action defined by
d(fw) = d(f)w, κ(fw) = cfw, (gu)(fw) = fgu(w) (12.5.42)
for d ∈W27, f, g ∈ A , w ∈M and u ∈ G E6.
Since the linear map ι : G E7 → K̂ defined in (12.5.10)-(12.5.12) is a Lie algebra
monomorphism, M̂ becomes a G E7-module with the action defined by
ξ(w) = ι(ξ)(w) for ξ ∈ G E7 , w ∈ M̂. (12.5.43)
In fact, we have:
Theorem 12.5.1. The map M 7→ M̂ gives a functor from G E6-Mod to G E7-Mod,
where the morphisms are G E6-module homomorphisms and G E7-module homomorphisms,
respectively.
We remark that the module M̂ is not a generalized module in general because it may
not be equal to U(G )(M) = U(G−)(M).
Proposition 12.5.2. If M is an irreducible G E6-module, then U(G−)(M) is an irre-
ducible G E7-module.
Proof. Note that for any i ∈ 1, 27, f ∈ A and v ∈ M , (12.5.12), (12.5.42) and
(12.5.43) imply
ai(fv) = ∂xi(f)v. (12.5.44)
Let W be any nonzero G E7-submodule. The above expression shows that W
⋂
M 6= {0}.
According to (12.5.42), W
⋂
M is a G E6-submodule. By the irreducibility of M , M ⊂W .
Thus U(G−)(M) ⊂W . So U(G−)(M) = W is irreducible. ✷
By the above proposition, the map M 7→ U(G−)(M) is a polynomial extension from
irreducible G E6-modules to irreducible G E7-modules. We can use it to derive Gel’fand-
Zetlin bases for E7 from those for E6.
12.6 Irreducibility of the Functor
In this section, we want to determine the irreducibility of G E6-modules M̂ .
Note that M̂ can be viewed as a G E6-module. Indeed, (12.5.11) and (12.5.43) show
u(fv) = u(f)v + fu(v) for u ∈ G E6, f ∈ A , v ∈M (12.6.1)
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(cf. (11.1.18)-(11.1.56)). So M̂ = A ⊗CM is a tensor module of G E7. Write
bα =
27∏
i=1
b
αi
i , |α| =
27∑
i=1
αi for α = (α1, α2, ..., α27) ∈ N27 (12.6.2)
(cf. (11.1.4)-(11.1.12)). Recall the Lie subalgebras G± and G0 of G E6 defined in (12.4.2).
For k ∈ N, we set
Ak = SpanF{xα | α ∈ N27; |α| = k}, M̂k = AkM (12.6.3)
(cf. (12.5.41)) and
(U(G−)(M))k = SpanF{bα(M) | α ∈ N27, |α| = k}. (12.6.4)
Moreover,
(U(G−)(M))0 = M̂0 = M. (12.6.5)
Furthermore,
M̂ =
∞⊕
k=0
M̂k, U(G−)(M) =
∞⊕
k=0
(U(G−)(M))k. (12.6.6)
Next we define a linear transformation ϕ on M̂ determined by
ϕ(xαv) = bα(v) for α ∈ N27, v ∈M. (12.6.7)
Note that A1 =
∑27
i=1 Fxi forms the 27-dimensional G0-module of highest weight λ6.
According to (4.4.24) and (4.4.25), G− forms a G0-module with respect to the adjoint
representation, and the linear map from A1 to G− determined by xi 7→ bi for i ∈ 1, 27
gives a G0-module isomorphism. Thus ϕ can also be viewed as a G0-module homomorphism
from M̂ to U(G0)(M). Moreover,
ϕ(M̂k) = (U(G−)(M))k for k ∈ N. (12.6.8)
Observe that the fundamental weights of G E6 are:
λ1 =
1
3
(4α1 + 3α2 + 5α3 + 6α4 + 4α5 + 2α6), (12.6.9)
λ2 = α1 + 2α2 + 2α3 + 3α4 + 2α5 + α6, (12.6.10)
λ3 =
1
3
(5α1 + 6α2 + 10α3 + 12α4 + 8α5 + 4α6), (12.6.11)
λ4 = 2α1 + 3α2 + 4α3 + 6α4 + 4α5 + 2α6, (12.6.12)
λ5 =
1
3
(4α1 + 6α2 + 8α3 + 12α4 + 10α5 + 5α6), (12.6.13)
λ6 =
1
3
(2α1 + 3α2 + 4α3 + 6α4 + 5α5 + 4α6). (12.6.14)
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Using the above expressions, we can view λi ∈ HE6 by (11.1.2). Then Casimir element of
G E6 is
ω =
6∑
i=1
λiαi −
∑
β∈ΦE6
EβE−β ∈ U(G E6) (12.6.15)
due to (12.4.12). The algebra U(G E6) is imbedded into the tensor algebra U(G E6) ⊗F
U(G E6) by the associative algebra homomorphism d : U(G E6) → U(G E6) ⊗F U(G E6))
determined by
d(u) = u⊗ 1 + 1⊗ u for u ∈ G E6 . (12.6.16)
Set
ω˜ =
1
2
(d(ω)− ω ⊗ 1− 1⊗ ω) ∈ U(G E6)⊗F U(G E6). (12.6.17)
Since
∑6
i=1 λi ⊗ αi is symmetric with respect to {α1, ..., α6} by (12.6.9)-(12.6.14),
ω˜ =
6∑
i=1
λi ⊗ αi −
∑
β∈ΦE6
Eβ ⊗ E−β. (12.6.18)
Furthermore, ω˜ acts on M̂ as a G E6-module homomorphism via
(u1 ⊗ u2)(fw) = u1(f)u2(w) for u1, u2 ∈ G E6, f ∈ A , w ∈M. (12.6.19)
Lemma 12.6.1. We have ϕ|M̂1 = (ω˜ − c)|M̂1.
Proof. By (11.1.54) with Table 11.1.1 and (12.6.9)-(12.6.14)
λr|A =
27∑
i=1
ci,rxi∂xi for r ∈ 1, 6 (12.6.20)
with ci,r ∈ F, for instance,
c1,1 =
2
3
, c1,2 = 1, c1,3 =
4
3
, c1,4 = 2, c1,5 =
5
3
, c1,6 =
4
3
. (12.6.21)
On the other hand,
α7 =
1
3
[α̂− (2α1 + 3α2 + 4α3 + 6α4 + 5α5 + 4α6)] (12.6.22)
by (12.4.5). According to (12.5.10), (12.5.42), (12.6.19) and (12.6.21),
(
6∑
i=1
λi ⊗ αi)(x1w) = cx1w − x1α7(w) for w ∈M. (12.6.23)
Thus (11.1.18)-(11.1.56) yield
ω˜(x1w) = [cx1 + x2Eα6 + x3E(0,0,0,0,1,1) + x4E(0,0,0,1,1,1) + x5E(0,0,1,1,1,1) + x6E(0,1,0,1,1,1)
−x1α7(w) + x7E(0,1,1,1,1,1) + x8E(1,0,1,1,1,1) + x9E(0,1,1,2,1,1) + x10E(1,1,1,1,1,1)
+x11E(0,1,1,2,2,1) + x12E(1,1,1,2,1,1) + x13E(1,1,1,2,2,1) + x15E(1,1,2,2,1,1)
+x16E(1,1,2,2,2,1) + x18E(1,1,2,3,2,1) + x20E(1,2,2,3,2,1)](w). (12.6.24)
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Comparing (12.5.13) and (12.6.24), we get ϕ(x1w) = (ω˜−c)(x1w). According to (11.1.23)
and (11.1.56), −E−α6(x1) = x2. So for v ∈M ,
ϕ(x2v)− ϕ(x1E−α6(v)) = −(E−α6)(ϕ(x1v))
= −(E−α6)[(ω˜ − c)(x1v)] = (ω˜ − c)[−E−α6(x1v)]
= (ω˜ − c)[x2v − x1E−α6(v)]
= (ω˜ − c)(x2v)− (ω˜ − c)(x1E−α6)(v))
= (ω˜ − c)(x2v)− ϕ(x1E−α6(v)), (12.6.25)
or equivalently, ϕ(x2v) = (ω˜ − c)(x2v). By (11.1.18)-(11.1.23) and (11.1.56), similar
arguments as (12.6.25) and induction on i, we can prove
ϕ(xiv) = (ω˜ − c)(xiv) for i ∈ 1, 27, v ∈ M ; (12.6.26)
that is, the lemma holds. ✷
Recall that N is the set of nonnegative integers and the set of dominate integral weights
is
Λ+ =
6∑
r=1
Nλr. (12.6.27)
Denote
ρ =
6∑
r=1
λr (12.6.28)
(cf. (12.6.9)-(12.6.14). For any µ ∈ Λ+, we denote by V (µ) the finite-dimensional irre-
ducible G E6-module with the highest weight µ and have
ω|V (µ) = (µ+ 2ρ, µ)IdV (µ) (12.6.29)
by (12.6.15). According to (11.1.54) and Table 11.1.1, the weight set of the G E6-module
A1 is
Π(A1) = {
6∑
r=1
ai,rλr | i ∈ 1, 27}. (12.6.30)
Fixing λ ∈ Λ+, we define
Υ(λ) = {λ+ µ | µ ∈ Π(A1), λ+ µ ∈ Λ+}. (12.6.31)
Lemma 12.6.2. We have:
A1 ⊗ V (λ) ∼=
⊕
λ′∈Υ(λ)
V (λ′). (12.6.32)
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Proof. Note that all the weight subspaces of A1 are one-dimensional. Thus all the
irreducible components of A1 ⊗ V (λ) are of multiplicity one. Since
ρ+ λ+ µ ∈ Λ+ for µ ∈ Π(A1), (12.6.33)
Theorem 5.4.3 says that V (λ′) is a component of A1⊗V (λ) if and only if λ′ ∈ Υ(λ). ✷
Recall
the highest weight of A1 = λ6 (12.6.34)
by Table 11.1.1. Thus the eigenvalues of ω˜|
V̂ (λ)1
are
{[(λ′ + 2ρ, λ′)− (λ+ 2ρ, λ)− (λ6 + 2ρ, λ6)]/2 | λ′ ∈ Υ(λ)} (12.6.35)
by (12.6.17) and (12.6.19). We remark that the above fact is equivalent to a special
explicit version of Kostant’s characteristic identity (cf. [Kb]). Define
ℓω(λ) = min{[(λ′ + 2ρ, λ′)− (λ+ 2ρ, λ)− (λ6 + 2ρ, λ6)]/2 | λ′ ∈ Υ(λ)}, (12.6.36)
which will be used to determine the irreducibility of V̂ (λ). If λ′ = λ+λ6−α ∈ Υ(λ) with
α ∈ Φ+D6 , then
(λ′ + 2ρ, λ′)− (λ+ 2ρ, λ)− (λ6 + 2ρ, λ6) = 2[(λ, λ6) + 1− (ρ+ λ+ λ6, α)]. (12.6.37)
Recall the differential operators P1, ..., P27 given in (12.4.20) and (12.4.39)-(12.4.64).
We also view the elements of A as the multiplication operators onA . Recall ζ1 in (11.2.1).
It turns out that we need the following lemma in order to determine the irreducibility of
V̂ (λ). Recall the Dickson’s invariant η given in (11.2.42).
Lemma 12.6.3. As operators on A :
P14x1 + P1x14 + P11x2 + P2x11 + P9x3 + P3x9 + P7x4 + P4x7 − P6x5 − P5x6
= ζ1(D − 8) + η∂x27 . (12.6.38)
Proof. According to (12.4.20), (12.4.39)-(12.4.44), (12.4.46), (12.4.48) and (12.4.51),
we find that
P14x1 + P1x14 + P11x2 + P2x11 + P9x3 + P3x9 + P7x4 + P4x7 − P6x5 − P5x6
= −8ζ1 + x1P14 + x14P1 + x2P11 + x11P2 + x3P9
+x9P3 + x4P7 + x7P4 − x5P6 − x6P5 (12.6.39)
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and
x1P14 + x14P1 + x2P11 + x11P2 + x3P9 + x9P3 + x4P7 + x7P4 − x5P6 − x6P5
= x1(x14D − ζ1∂x1 − ζ8∂x8 − ζ10∂x10 + ζ12∂x12 − ζ13∂x13 − ζ15∂x15 + ζ16∂x16 − ζ18∂x18
−ζ20∂x20 + ζ27∂x27) + x14(x1D − ζ1∂x14 − ζ2∂x17 − ζ3∂x19 + ζ4∂x21 − ζ5∂x22 − ζ6∂x23
+ζ7∂x24 − ζ9∂x25 − ζ11∂x26 − ζ14∂x27) + x2(x11D − ζ1∂x2 + ζ5∂x8 + ζ7∂x10 − ζ9∂x12
+ζ11∂x15 + ζ13∂x17 − ζ16∂x19 + ζ18∂x21 + ζ20∂x23 + ζ26∂x27) + x11(x2D − ζ1∂x11
−ζ2∂x13 − ζ3∂x16 + ζ4∂x18 − ζ6∂x20 − ζ8∂x22 + ζ10∂x24 − ζ12∂x25 − ζ15∂x26 + ζ17∂x27)
+x3(x9D − ζ1∂x3 − ζ4∂x8 − ζ6∂x10 + ζ9∂x13 − ζ12∂x17 − ζ11∂x16 + ζ15∂x19 − ζ18∂x22
−ζ20∂x24 + ζ25∂x27) + x9(x3D − ζ1∂x9 − ζ2∂x12 − ζ3∂x15 + ζ5∂x18 − ζ7∂x20 − ζ8∂x21
+ζ10∂x23 − ζ13∂x25 − ζ16∂x26 + ζ19∂x27) + x4(x7D − ζ1∂x4 + ζ3∂x8 + ζ6∂x12 − ζ7∂x13
+ζ10∂x17 + ζ11∂x18 − ζ15∂x21 + ζ16∂x22 + ζ20∂x25 + ζ24∂x27) + x7(x4D − ζ1∂x7
−ζ2∂x10 − ζ4∂x15 + ζ5∂x16 − ζ8∂x19 − ζ9∂x20 + ζ12∂x23 − ζ13∂x24 − ζ18∂x26 + ζ21∂x27)
−x5(x6D + ζ1∂x5 + ζ2∂x8 − ζ6∂x15 + ζ7∂x16 − ζ9∂x18 − ζ10∂x19 + ζ12∂x21
−ζ13∂x22 + ζ20∂x26 − ζ23∂x27)− x6(x5D + ζ1∂x6 − ζ3∂x10 + ζ4∂x12
−ζ5∂x13 + ζ8∂x17 + ζ11∂x20 − ζ15∂x23 + ζ16∂x24 − ζ18∂x25 − ζ22∂x27)
= ζ1D + η∂x27 . ✷ (12.6.40)
Lemma 12.6.4. As operators on A ,∑
146=i∈1,26
Piζ28−i − P14ζ14 − P27ζ1 = η(24− 5D). (12.6.41)
Proof. We calculate it by (11.2.1), (11.2.3)-(11.2.28), (12.4.20) and (12.4.39)-(12.4.64).
In particular,
2(ζ1ζ14 − ζ2ζ11 − ζ3ζ9 + ζ4ζ7 − ζ5ζ6) = −2ηx1, (12.6.42)
which is the coefficient of ∂x1 in addition to the term containingD. According to (11.2.41),
the operator on the left hand side of (12.6.41) is a G E6-invariant differential operator. By
symmetry,
the coefficient of ∂xi = −2ηxi for i ∈ 1, 27. ✷ (12.6.43)
We define the multiplication
f(gv) = (fg)v for f, g ∈ A , v ∈M. (12.6.44)
Furthermore, we have:
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Lemma 12.6.5. As operators on M̂ ,
[(
∑
146=i∈1,26
ι(bi)ζ28−i − ι(b14)ζ14 − ι(b27)ζ1]|M̂ = η(24− 5D + 3c). (12.6.45)
Proof. By (12.5.13)-(12.5.39), the coefficient of Eα6 is
x2ζ27 − x14ζ17 − x17ζ15 − x19ζ12 − x21ζ10 − x23ζ8. (12.6.46)
Moreover, we use (11.2.9), (11.2.11), (11.2.13), (11.2.16), (11.2.18) and (11.2.28) to find
that (12.6.46) is equal to zero. Since the left hand side of (12.6.45) is a G E6-invariant
differential operator, it is invariant under the action of the E6 Weyl group. The transitivity
of the Weyl group on ΦE6 yields that
the coefficient of Eβ = 0 for any β ∈ ΦE6 . (12.6.47)
By (12.5.10), (12.5.42), (12.6.22) and Lemma 12.6.4,
∑
146=i∈1,26
ι(bi)ζ28−i − ι(b14)ζ14 − ι(b27)ζ1 = η(24− 5D + 3c) +
6∑
r=1
frαr (12.6.48)
as the elements of K̂ acting on M̂ (cf. (12.5.7)). The G E6-invariancy implies
[Eβ |M̂ ,
6∑
r=1
frαr] = 0 for any β ∈ ΦE6 . (12.6.49)
Thus
∑6
r=1 frαr = 0; that is, (12.6.45) holds. ✷
Next we calculate
T1 = ι(b14)x1 + ι(b1)x14 + ι(b11)x2 + ι(b2)x11 + ι(b9)x3
+ι(b3)x9 + ι(b7)x4 + ι(b4)x7 − ι(b6)x5 − ι(b5)x6
= ζ1(D − 8) + η∂x27 + ζ2Eα1 − ζ3E(1,0,1) + ζ4E(1,0,1,1) − ζ5E(1,0,1,1,1)
+ζ6E(1,1,1,1) − ζ7E(1,1,1,1,1) + ζ8E(1,0,1,1,1,1) + ζ9E(1,1,1,2,1)
+ζ10E(1,1,1,1,1,1) − ζ11E(1,1,2,2,1) − ζ12E(1,1,1,2,1,1) + ζ13E(1,1,1,2,2,1)
+ζ15E(1,1,2,2,1,1) − ζ16E(1,1,2,2,2,1) + ζ18E(1,1,2,3,2,1) + ζ20E(1,2,2,3,2,1)
−2ζ1c+ ζ1
3
(4α1 + 3α2 + 5α3 + 6α4 + 4α5 + 2α6) (12.6.50)
by (11.2.1), (11.2.3)-(11.2.14), (11.2.16), (11.2.17), (11.2.19), (11.2.21), (12.5.13)-(12.5.19),
(12.5.21), (12.5.23), (12.5.26), (12.6.20) and Lemma 12.6.3.
We define a G E6-module structure on the space End M̂ of linear transformations on
M̂ by
ι(u)(T ) = [ι(u), T ] = ι(u)T − T ι(u) for u ∈ G E6 , T ∈ End M̂ (12.6.51)
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(cf. (12.6.1)). It can be verified that T1 is a G
E6-singular vector with weight λ1 in EndM̂ .
So it generates the 27-dimensional module of highest weight λ1. We set
T2 = −[ι(E−α1), T1] = ζ2(D − 8)− η∂x26 − ζ1E−α1 + ζ3Eα3 − ζ4E(0,0,1,1)
+ζ5E(0,0,1,1,1) − ζ6E(0,1,1,1) + ζ7E(0,1,1,1,1) − ζ8E(0,0,1,1,1,1) − ζ9E(0,1,1,2,1)
−ζ10E(0,1,1,1,1,1) − ζ14E(1,1,2,2,1) + ζ12E(0,1,1,2,1,1) − ζ13E(0,1,1,2,2,1)
−ζ17E(1,1,2,2,1,1) + ζ19E(1,1,2,2,2,1) − ζ21E(1,1,2,3,2,1) − ζ23E(1,2,2,3,2,1)
−2ζ2c+ ζ2
3
(α1 + 3α2 + 5α3 + 6α4 + 4α5 + 2α6), (12.6.52)
T3 = −[ι(E−α3), T2] = ζ3(D − 8)− η∂x25 + ζ1E ′(1,0,1) − ζ2E−α3 + ζ4Eα4
−ζ5E(0,0,0,1,1) + ζ6E(0,1,0,1) − ζ7E(0,1,0,1,1) + ζ8E(0,0,0,1,1,1) + ζ11E(0,1,1,2,1)
+ζ10E(0,1,0,1,1,1) + ζ14E(1,1,1,2,1) − ζ15E(0,1,1,2,1,1) + ζ16E(0,1,1,2,2,1)
+ζ17E(1,1,1,2,1,1) − ζ19E(1,1,1,2,2,1) + ζ22E(1,1,2,3,2,1) + ζ24E(1,2,2,3,2,1)
−2ζ3c+ ζ3
3
(α1 + 3α2 + 2α3 + 6α4 + 4α5 + 2α6), (12.6.53)
T4 = −[ι(E−α4), T3] = ζ4(D − 8)− η∂x24 − ζ1E ′(1,0,1,1) + ζ2E ′(0,0,1,1) − ζ3E−α4
+ζ5Eα5 + ζ6Eα2 − ζ9E(0,1,0,1,1) − ζ8E(0,0,0,0,1,1) + ζ11E(0,1,1,1,1)
+ζ12E(0,1,0,1,1,1) + ζ14E(1,1,1,1,1) − ζ15E(0,1,1,1,1,1) + ζ18E(0,1,1,2,2,1)
+ζ17E(1,1,1,1,1,1) − ζ21E(1,1,1,2,2,1) + ζ22E(1,1,2,2,2,1) − ζ25E(1,2,2,3,2,1)
−2ζ4c+ ζ4
3
(α1 + 3α2 + 2α3 + 3α4 + 4α5 + 2α6), (12.6.54)
T5 = −[ι(E−α5), T4] = ζ5(D − 8)− η∂x23 + ζ1E ′(1,0,1,1,1) − ζ2E ′(0,0,1,1,1)
+ζ3E
′
(0,0,0,1,1) − ζ4E−α5 + ζ7Eα2 − ζ9E(0,1,0,1) + ζ8Eα6 + ζ11E(0,1,1,1)
+ζ13E(0,1,0,1,1,1) + ζ14E(1,1,1,1) − ζ16E(0,1,1,1,1,1) + ζ18E(0,1,1,2,1,1)
+ζ19E(1,1,1,1,1,1) − ζ21E(1,1,1,2,1,1) + ζ22E(1,1,2,2,1,1) + ζ26E(1,2,2,3,2,1)
−2ζ5c+ ζ5
3
(α1 + 3α2 + 2α3 + 3α4 + α5 + 2α6), (12.6.55)
T6 = −[ι(E−α2), T4] = ζ6(D − 8)− η∂x22 − ζ1E ′(1,1,1,1) + ζ2E ′(0,1,1,1) − ζ3E ′(0,1,0,1)
+ζ7Eα5 − ζ4E−α2 + ζ9E(0,0,0,1,1) − ζ10E(0,0,0,0,1,1) − ζ11E(0,0,1,1,1)
−ζ12E(0,0,0,1,1,1) − ζ14E(1,0,1,1,1) + ζ15E(0,0,1,1,1,1) − ζ20E(0,1,1,2,2,1)
−ζ17E(1,0,1,1,1,1) + ζ23E(1,1,1,2,2,1) − ζ24E(1,1,2,2,2,1) − ζ25E(1,1,2,3,2,1)
−2ζ6c+ ζ6
3
(α1 + 2α3 + 3α4 + 4α5 + 2α6), (12.6.56)
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T7 = −[ι(E−α5), T6] = ζ7(D − 8)− η∂x21 + ζ1E ′(1,1,1,1,1) − ζ2E ′(0,1,1,1,1)
+ζ3E
′
(0,1,0,1,1) − ζ6E−α5 − ζ5E−α2 + ζ9Eα4 + ζ10Eα6 − ζ11E(0,0,1,1)
−ζ13E(0,0,0,1,1,1) − ζ14E(1,0,1,1) + ζ16E(0,0,1,1,1,1) − ζ20E(0,1,1,2,1,1)
−ζ19E(1,0,1,1,1,1) + ζ23E(1,1,1,2,1,1) − ζ24E(1,1,2,2,1,1) + ζ26E(1,1,2,3,2,1)
−2ζ7c+ ζ7
3
(α1 + 2α3 + 3α4 + α5 + 2α6), (12.6.57)
T8 = −[ι(E−α6), T5] = ζ8(D − 8)− η∂x20 − ζ1E ′(1,0,1,1,1,1) + ζ2E ′(0,0,1,1,1,1)
−ζ3E ′(0,0,0,1,1,1) + ζ4E ′(0,0,0,0,1,1) − ζ5E−α6 + ζ10Eα2 − ζ12E(0,1,0,1)
+ζ13E(0,1,0,1,1) + ζ15E(0,1,1,1) − ζ17E(1,1,1,1) − ζ16E(0,1,1,1,1) + ζ18E(0,1,1,2,1)
+ζ19E(1,1,1,1,1) − ζ21E(1,1,1,2,1) + ζ22E(1,1,2,2,1) − ζ27E(1,2,2,3,2,1)
−2ζ8c + ζ8
3
(α1 + 3α2 + 2α3 + 3α4 + α5 − α6), (12.6.58)
T9 = −[ι(E−α4), T7] = ζ9(D − 8)− η∂x19 − ζ1E ′(1,1,1,2,1) + ζ2E ′(0,1,1,2,1)
+ζ4E
′
(0,1,0,1,1) − ζ6E ′(0,0,0,1,1) + ζ5E ′(0,1,0,1) − ζ7E−α4 − ζ11Eα3 + ζ12Eα6
+ζ13E(0,0,0,0,1,1) − ζ14E(1,0,1) + ζ18E(0,0,1,1,1,1) − ζ20E(0,1,1,1,1,1)
−ζ21E(1,0,1,1,1,1) + ζ23E(1,1,1,1,1,1) + ζ25E(1,1,2,2,1,1) + ζ26E(1,1,2,2,2,1)
−2ζ9c+ ζ9
3
(α1 + 2α3 + α5 + 2α6), (12.6.59)
T10 = −[ι(E−α2), T8] = ζ10(D − 8)− η∂x18 − ζ1E ′(1,1,1,1,1,1) + ζ2E ′(0,1,1,1,1,1)
−ζ3E ′(0,1,0,1,1,1) + ζ6E ′(0,0,0,0,1,1) − ζ7E−α6 − ζ8E−α2 + ζ12Eα4
−ζ13E(0,0,0,1,1) − ζ15E(0,0,1,1) + ζ17E(1,0,1,1) + ζ16E(0,0,1,1,1) − ζ20E(0,1,1,2,1)
−ζ19E(1,0,1,1,1) + ζ23E(1,1,1,2,1) − ζ24E(1,1,2,2,1) − ζ27E(1,1,2,3,2,1)
−2ζ10c+ ζ10
3
(α1 + 2α3 + 3α4 + α5 − α6), (12.6.60)
T11 = [ι(E−α3), T9] = ζ11(D − 8)− η∂x17 + ζ1E ′(1,1,2,2,1) − ζ3E ′(0,1,1,2,1)
−ζ4E ′(0,1,1,1,1) + ζ6E ′(0,0,1,1,1) − ζ5E ′(0,1,1,1) + ζ7E ′(0,0,1,1) + ζ9E−α3
+ζ14Eα1 + ζ15Eα6 + ζ16E(0,0,0,0,1,1) + ζ18E(0,0,0,1,1,1) − ζ20E(0,1,0,1,1,1)
−ζ22E(1,0,1,1,1,1) + ζ24E(1,1,1,1,1,1) + ζ25E(1,1,1,2,1,1) + ζ26E(1,1,1,2,2,1)
−2ζ11c + ζ11
3
(α1 − α3 + α5 + 2α6), (12.6.61)
T12 = −[ι(E−α4), T10] = ζ12(D − 8)− η∂x16 + ζ1E ′(1,1,1,2,1,1) − ζ2E ′(0,1,1,2,1,1)
−ζ4E ′(0,1,0,1,1,1) + ζ6E ′(0,0,0,1,1,1) + ζ8E ′(0,1,0,1) − ζ9E−α6 − ζ10E−α4
+ζ13Eα5 − ζ15Eα3 + ζ17E(1,0,1) + ζ18E(0,0,1,1,1) − ζ20E(0,1,1,1,1)
−ζ21E(1,0,1,1,1) + ζ23E(1,1,1,1,1) + ζ25E(1,1,2,2,1) − ζ27E(1,1,2,2,2,1)
−2ζ12c+ ζ12
3
(α1 + 2α3 + α5 − α6), (12.6.62)
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T13 = −[ι(E−α5), T12] = ζ13(D − 8)− η∂x15 − ζ1E ′(1,1,1,2,2,1) − ζ2E ′(0,1,1,2,2,1)
−ζ5E ′(0,1,0,1,1,1) + ζ7E ′(0,0,0,1,1,1) − ζ8E ′(0,1,0,1,1) − ζ9E ′(0,0,0,0,1,1) + ζ10E ′(0,0,0,1,1)
−ζ12E−α5 − ζ16Eα3 + ζ19E(1,0,1) + ζ18E(0,0,1,1) − ζ20E(0,1,1,1)
−ζ21E(1,0,1,1) + ζ23E(1,1,1,1) − ζ26E(1,1,2,2,1) − ζ27E(1,1,2,2,1,1)
−2ζ13c+ ζ13
3
(α1 + 2α3 − 2α5 − α6), (12.6.63)
T14 = −[ι(E−α1), T11] = ζ14(D − 8) + η∂x14 + ζ2E ′(1,1,2,2,1) − ζ3E ′(1,1,1,2,1)
−ζ4E ′(1,1,1,1,1) + ζ6E ′(1,0,1,1,1) − ζ5E ′(1,1,1,1) + ζ7E ′(1,0,1,1) + ζ9E ′(1,0,1)
−ζ11E−α1 − ζ17Eα6 − ζ19E(0,0,0,0,1,1) − ζ21E(0,0,0,1,1,1) + ζ23E(0,1,0,1,1,1)
+ζ22E(0,0,1,1,1,1) − ζ24E(0,1,1,1,1,1) − ζ25E(0,1,1,2,1,1) − ζ26E(0,1,1,2,2,1)
−2ζ14c + ζ14
3
(−2α1 − α3 + α5 + 2α6), (12.6.64)
T15 = [ι(E−α3), T12] = ζ15(D − 8)− η∂x13 − ζ1E ′(1,1,2,2,1,1) + ζ3E ′(0,1,1,2,1,1)
+ζ4E
′
(0,1,1,1,1,1) − ζ6E ′(0,0,1,1,1,1) − ζ8E ′(0,1,1,1) + ζ10E ′(0,0,1,1) − ζ11E−α6
+ζ12E−α3 + ζ16Eα5 − ζ17Eα1 + ζ18E(0,0,0,1,1) − ζ20E(0,1,0,1,1)
−ζ22E(1,0,1,1,1) + ζ24E(1,1,1,1,1) + ζ25E(1,1,1,2,1) − ζ27E(1,1,1,2,2,1)
−2ζ15c + ζ15
3
(α1 − α3 + α5 − α6), (12.6.65)
T16 = [ι(E−α3), T13] = ζ16(D − 8)− η∂x12 + ζ1E ′(1,1,2,2,2,1) + ζ3E ′(0,1,1,2,2,1)
+ζ5E
′
(0,1,1,1,1,1) − ζ7E ′(0,0,1,1,1,1) + ζ8E ′(0,1,1,1,1) − ζ10E ′(0,0,1,1,1) − ζ11E ′(0,0,0,0,1,1)
+ζ13E−α3 − ζ15E−α5 − ζ19Eα1 + ζ18Eα4 − ζ20E(0,1,0,1)
−ζ22E(1,0,1,1) + ζ24E(1,1,1,1) − ζ26E(1,1,1,2,1) − ζ27E(1,1,1,2,1,1)
−2ζ16c+ ζ16
3
(α1 − α3 − 2α5 − α6), (12.6.66)
T17 = [ι(E−α1), T15] = ζ17(D − 8)− η∂x11 + ζ2E ′(1,1,2,2,1,1) − ζ3E ′(1,1,1,2,1,1)
−ζ4E ′(1,1,1,1,1,1) + ζ6E ′(1,0,1,1,1,1) + ζ8E ′(1,1,1,1) − ζ10E ′(1,0,1,1) − ζ12E ′(1,0,1)
+ζ14E−α6 + ζ15E−α1 + ζ19Eα5 + ζ21E(0,0,0,1,1) − ζ23E(0,1,0,1,1)
−ζ22E(0,0,1,1,1) + ζ24E(0,1,1,1,1) + ζ25E(0,1,1,2,1) − ζ27E(0,1,1,2,2,1)
−2ζ17c− ζ17
3
(2α1 + α3 − α5 + α6), (12.6.67)
T18 = −[ι(E−α4), T16] = ζ18(D − 8)− η∂x10 − ζ1E ′(1,1,2,3,2,1) + ζ4E ′(0,1,1,2,2,1)
−ζ5E ′(0,1,1,2,1,1) − ζ8E ′(0,1,1,2,1) − ζ9E ′(0,0,1,1,1,1) − ζ11E ′(0,0,0,1,1,1) − ζ12E ′(0,0,1,1,1)
−ζ13E ′(0,0,1,1) − ζ15E ′(0,0,0,1,1) − ζ16E−α4 − ζ20Eα2 − ζ21Eα1
−ζ22E(1,0,1) − ζ25E(1,1,1,1) − ζ26E(1,1,1,1,1) − ζ27E(1,1,1,1,1,1)
−2ζ16c+ ζ18
3
(α1 − α3 − 3α4 − 2α5 − α6), (12.6.68)
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T19 = [ι(E−α1), T16] = ζ19(D − 8)− η∂x9 − ζ2E ′(1,1,2,2,2,1) − ζ3E ′(1,1,1,2,2,1)
−ζ5E ′(1,1,1,1,1,1) + ζ7E ′(1,0,1,1,1,1) − ζ8E ′(1,1,1,1,1) + ζ10E ′(1,0,1,1,1) − ζ13E ′(1,0,1)
+ζ14E
′
(0,0,0,0,1,1) + ζ16E−α1 − ζ17E−α5 + ζ21Eα4 − ζ23E(0,1,0,1)
−ζ22E(0,0,1,1) + ζ24E(0,1,1,1) − ζ26E(0,1,1,2,1) − ζ27E(0,1,1,2,1,1)
−2ζ19c− ζ19
3
(2α1 + α3 + 2α5 + α6), (12.6.69)
T20 = [ι(E−α2), T18] = ζ20(D − 8)− η∂x8 − ζ1E ′(1,2,2,3,2,1) − ζ6E ′(0,1,1,2,2,1)
+ζ7E
′
(0,1,1,2,1,1) + ζ10E
′
(0,1,1,2,1) + ζ9E
′
(0,1,1,1,1,1) + ζ11E
′
(0,1,0,1,1,1) + ζ12E
′
(0,1,1,1,1)
+ζ13E
′
(0,1,1,1) + ζ15E
′
(0,1,0,1,1) + ζ16E
′
(0,1,0,1) + ζ18E−α2 − ζ23Eα1
−ζ24E(1,0,1) − ζ25E(1,0,1,1) − ζ26E(1,0,1,1,1) − ζ27E(1,0,1,1,1,1)
−2ζ20c + ζ20
3
(α1 − 3α2 − α3 − 3α4 − 2α5 − α6), (12.6.70)
T21 = −[ι(E−α4), T19] = ζ21(D − 8)− η∂x7 + ζ2E ′(1,1,2,3,2,1) − ζ4E ′(1,1,1,2,2,1)
+ζ5E
′
(1,1,1,2,1,1) + ζ8E
′
(1,1,1,2,1) + ζ9E
′
(1,0,1,1,1,1) + ζ12E
′
(1,0,1,1,1) + ζ13E
′
(1,0,1,1)
+ζ14E
′
(0,0,0,1,1,1) − ζ17E ′(0,0,0,1,1) + ζ18E−α1 − ζ19E−α4 − ζ22Eα3
−ζ23Eα2 − ζ25E(0,1,1,1) − ζ26E(0,1,1,1,1) − ζ27E(0,1,1,1,1,1)
−2ζ21c− ζ21
3
(2α1 + α3 + 3α4 + 2α5 + α6), (12.6.71)
T22 = [ι(E−α3), T21] = ζ22(D − 8)− η∂x6 − ζ3E ′(1,1,2,3,2,1) + ζ4E ′(1,1,2,2,2,1)
−ζ5E ′(1,1,2,2,1,1) − ζ8E ′(1,1,2,2,1) + ζ11E ′(1,0,1,1,1,1) + ζ15E ′(1,0,1,1,1) + ζ16E ′(1,0,1,1)
−ζ14E ′(0,0,1,1,1,1) + ζ17E ′(0,0,1,1,1) + ζ18E ′(1,0,1) + ζ19E ′(0,0,1,1) + ζ21E−α3
−ζ24Eα2 − ζ25E(0,1,0,1) − ζ26E(0,1,0,1,1) − ζ27E(0,1,0,1,1,1)
−2ζ22c− ζ22
3
(2α1 + 4α3 + 3α4 + 2α5 + α6), (12.6.72)
T23 = [ι(E−α2), T21] = ζ23(D − 8)− η∂x5 + ζ2E ′(1,2,2,3,2,1) + ζ6E ′(1,1,1,2,2,1)
−ζ7E ′(1,1,1,2,1,1) − ζ10E ′(1,1,1,2,1) − ζ9E ′(1,1,1,1,1,1) − ζ12E ′(1,1,1,1,1) − ζ13E ′(1,1,1,1)
−ζ14E ′(0,1,0,1,1,1) + ζ17E ′(0,1,0,1,1) + ζ19E ′(0,1,0,1) + ζ20E−α1 + ζ21E−α2
−ζ24Eα3 − ζ25E(0,0,1,1) − ζ26E(0,0,1,1,1) − ζ27E(0,0,1,1,1,1)
−2ζ23c− ζ23
3
(2α1 + 3α2 + α3 + 3α4 + 2α5 + α6), (12.6.73)
T24 = [ι(E−α3), T23] = ζ24(D − 8)− η∂x4 − ζ3E ′(1,2,2,3,2,1) − ζ6E ′(1,1,2,2,2,1)
+ζ7E
′
(1,1,2,2,1,1) + ζ10E
′
(1,1,2,2,1) − ζ11E ′(1,1,1,1,1,1) + ζ14E ′(0,1,1,1,1,1) − ζ15E ′(1,1,1,1,1)
−ζ16E ′(1,1,1,1) − ζ17E ′(0,1,1,1,1) − ζ19E ′(0,1,1,1) + ζ20E ′(1,0,1) + ζ22E−α2
+ζ23E−α3 − ζ25Eα4 − ζ26E(0,0,0,1,1) − ζ27E(0,0,0,1,1,1)
−2ζ24c− ζ24
3
(2α1 + 3α2 + 4α3 + 3α4 + 2α5 + α6), (12.6.74)
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T25 = [ι(E−α4), T24] = ζ25(D − 8)− η∂x3 + ζ4E ′(1,2,2,3,2,1) − ζ6E ′(1,1,2,3,2,1)
−ζ9E ′(1,1,2,2,1,1) − ζ11E ′(1,1,1,2,1,1) − ζ12E ′(1,1,2,2,1) + ζ14E ′(0,1,1,2,1,1) − ζ15E ′(1,1,1,2,1)
+ζ18E
′
(1,1,1,1) − ζ17E ′(0,1,1,2,1) + ζ20E ′(1,0,1,1) + ζ21E ′(0,1,1,1) + ζ22E ′(0,1,0,1)
+ζ23E
′
(0,0,1,1) + ζ24E−α4 − ζ26Eα5 − ζ27E(0,0,0,0,1,1)
−2ζ25c− ζ25
3
(2α1 + 3α2 + 4α3 + 6α4 + 2α5 + α6), (12.6.75)
T26 = [ι(E−α5), T25] = ζ26(D − 8)− η∂x2 − ζ5E ′(1,2,2,3,2,1) + ζ7E ′(1,1,2,3,2,1)
−ζ9E ′(1,1,2,2,2,1) − ζ11E ′(1,1,1,2,2,1) + ζ13E ′(1,1,2,2,1) + ζ14E ′(0,1,1,2,2,1)
+ζ16E
′
(1,1,1,2,1) + ζ18E
′
(1,1,1,1,1) + ζ19E
′
(0,1,1,2,1) + ζ20E
′
(1,0,1,1,1)
+ζ21E
′
(0,1,1,1,1) + ζ22E
′
(0,1,0,1,1) + ζ23E
′
(0,0,1,1,1) + ζ24E
′
(0,0,0,1,1) + ζ25E−α5
−ζ27Eα6 − 2ζ26c−
ζ26
3
(2α1 + 3α2 + 4α3 + 6α4 + 5α5 + α6), (12.6.76)
T27 = [ι(E−α6), T26] = ζ27(D − 8)− η∂x1 + ζ8E ′(1,2,2,3,2,1) − ζ10E ′(1,1,2,3,2,1)
+ζ12E
′
(1,1,2,2,2,1) + ζ13E
′
(1,1,2,2,1,1) + ζ15E
′
(1,1,1,2,2,1) + ζ17E
′
(0,1,1,2,2,1)
+ζ16E
′
(1,1,1,2,1,1) + ζ18E
′
(1,1,1,1,1,1) + ζ19E
′
(0,1,1,2,1,1) + ζ20E
′
(1,0,1,1,1,1)
+ζ21E
′
(0,1,1,1,1,1) + ζ22E
′
(0,1,0,1,1,1) + ζ23E
′
(0,0,1,1,1,1) + ζ24E
′
(0,0,0,1,1,1) + ζ26E−α6
+ζ25E
′
(0,0,0,0,1,1) − 2ζ27c−
ζ27
3
(2α1 + 3α2 + 4α3 + 6α4 + 5α5 + 4α6). (12.6.77)
Then T =
∑27
r=1 FTr forms the 27-dimensional G
E6 of highest weight λ1. Indeed, the map
ζr 7→ Tr for r ∈ 1, 27 determines a G E6-module isomorphism from U to T (cf. (11.2.2)).
Denote
T ′r = Tr − ζr(D − 2c− 8) + η∂x28−r for r ∈ 1, 27. (12.6.78)
Easily see that T′ =
∑27
r=1 FT
′
r forms the 27-dimensional G
E6-module of highest weight
λ1. So we have the G E6-module isomorphism from U =
∑27
r=1 Fζr to T
′ determined by
ζr 7→ T ′r for r ∈ 1, 27. The weight set of U is
Π(U) = {
6∑
s=1
br,sλs | r ∈ 1, 27} (12.6.79)
(cf. (12.6.9)-(12.6.14) and Table 11.2.1). Let λ ∈ Λ+. Denote
Υ′(λ) = {λ+ µ | µ ∈ Π(U), λ+ µ ∈ Λ+} (12.6.80)
(cf. (12.6.27)). TakeM = V (λ), the irreducible G E6-module of highest weight λ. Theorem
5.4.3 implies
UV (λ) = U ⊗F V (λ) ∼=
⊕
λ′∈Υ′(λ)
V (λ′). (12.6.81)
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Given λ′ ∈ Υ′(λ), we pick a singular vector
u =
27∑
r=1
ζrur (12.6.82)
of weight λ′ in UV (λ), where ur ∈ V (λ). Moreover, any singular vector of weight λ′ in
UV (λ) is a scalar multiple of u. Note that the vector
w =
27∑
r=1
T ′r(ur) (12.6.83)
is also a singular vector of weight λ′ if it is not zero. Thus
w = ♭λ′u, ♭λ′ ∈ F. (12.6.84)
Set
♭(λ) = min{♭λ′ | λ′ ∈ Υ′(λ)}. (12.6.85)
Recall the notion ℓω(λ) in (12.6.36).
Theorem 12.6.6. The G E7-module V̂ (λ) is irreducible if
c ∈ F \ {−8 + 5N/3, (1/2)(♭(λ) + N)− 4, ℓω(λ) + N}. (12.6.86)
Proof. Recall that the G E7-submodule U(G−)(V (λ)) is irreducible by Proposition
12.5.2. It is enough to prove V̂ (λ) = U(G−)(V (λ)). It is obvious that
V̂ (λ)0 = V (λ) = (U(G−)(V (λ)))0 (12.6.87)
(cf. (12.6.3) and (12.6.4) with M = V (λ)). Moreover, Lemma 12.6.1 with M = V (λ),
(12.6.36) and (12.6.86) imply that ϕ|
V̂ (λ)1
is invertible, or equivalently,
V̂ (λ)1 = (U(G−)(V (λ)))1. (12.6.88)
Suppose that
V̂ (λ)i = (U(G−)(V (λ)))i (12.6.89)
for i ∈ 0, k with 1 ≤ k ∈ N.
For any v ∈ V (λ) and α ∈ N16 such that |α| = k − 1, we have
Tr(x
αv) = xα[(|α| − 2c− 8)ζr + T ′r](v) + η∂x28−r(xα)v ∈ (U(G−)(V (λ)))k+1 (12.6.90)
for r ∈ 1, 27 by (12.6.78), (12.6.89) with i = k − 1, k. If k = 1, then α = 0. So
η∂x28−r(x
α)v = 0. When k > 1,
∂x28−r(x
α)v ∈ V̂ (λ)k−2 = (U(G−)(V (λ)))k−2 (12.6.91)
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and so
[(
∑
146=p∈1,26
ι(bp)ζ28−p − ι(b14)ζ14 − ι(b27)ζ1](∂x28−r(xα)v)
= η(24− 5(|α| − 1) + 3c)(∂x28−r(xα)v) ∈ (U(G−)(V (λ)))k+1 (12.6.92)
by Lemma 12.6.5. Thus (12.6.86) gives
η∂x28−r(x
α)v ∈ (U(G−)(V (λ)))k+1 for r ∈ 1, 27. (12.6.93)
Hence in any case,
Tr(x
αv) = xα[(|α| − 2c− 8)ζr + T ′r](v) ∈ (U(G−)(V (λ)))k+1 for r ∈ 1, 27. (12.6.94)
On the other hand,
V ′ = Span{[(|α| − 2c− 8)ζr + T ′r](v) | r ∈ 1, 27, v ∈ V (λ)} (12.6.95)
forms a G E6-submodule of UV (λ) with respect to the action in (12.6.1). Let u be a
G E6-singular vector in (12.6.82). Then
V ′ ∋
27∑
r=1
[(|α| − 2c− 8)ζr +T ′r](ur) = (|α| − 2c− 8)u+w = (|α| − 2c− 8+ ♭λ′)u (12.6.96)
by (12.6.83) and (12.6.84). Moreover, (12.6.85) and (12.6.86) yield u ∈ V ′. Since UV (λ)
is a G E6-module generated by all the singular vectors, we have V ′ = UV (λ). So
xαUV (λ) ⊂ (U(G−)(V (λ)))k+1. (12.6.97)
The arbitrariness of α implies
ζrV̂ (λ)k−1 ⊂ (U(G−)(V (λ)))k+1 for r ∈ 1, 27. (12.6.98)
Given any f ∈ Ak and v ∈ V (λ), we have
ζr∂xs(f)v ∈ ζrV̂ (λ)k−1 ⊂ (U(G−)(V (λ)))k+1 for r, s ∈ 1, 27. (12.6.99)
Moreover,
bs(fv) = ι(bs)(fv) = Ps(fv) + f(ω˜ − c)(xsv)
≡ f(k + ω˜ − c)(xsv) (mod
27∑
r=1
ζrV̂ (λ)k−1) (12.6.100)
for s ∈ 1, 27 by (12.4.20), (12.4.39)-(12.4.64), (12.5.13)-(12.5.39) and Lemma 12.6.1. Ac-
cording to (12.6.36), (12.6.86), (12.6.96) and (12.6.98), we get
xsfv ∈ (U(G−)(V (λ)))k+1 for s ∈ 1, 27. (12.6.101)
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Thus (12.6.89) holds for i = k+1. By induction on k, (12.6.89) holds for any i ∈ N; that
is, V̂ (λ) = U(G−)(V (λ)). ✷
When λ = 0, V (0) is the one-dimensional trivial module and ℓω(0) = ♭(0) = 0. So we
have:
Corollary 12.6.7. The G E7-module V̂ (0) is irreducible if c ∈ F\{5N/3−8,N/2−4}.
Next we consider λ = kλ1. In this case,
Υ(λ) = {kλ1 + λ6, (k − 1)λ1 + λ2, (k − 1)λ1} (12.6.102)
by (12.6.31) and Tables 11.1.1 and 11.2.1. Thus we have
ℓω(λ) = −16− 4k
3
(12.6.103)
by (12.6.36). Moreover,
Υ′(λ) = {(k + 1)λ1, (k − 1)λ1 + λ3, (k − 1)λ1 + λ6} (12.6.104)
by Table 11.2.1 and (12.6.80).
We define a representation of G E6 on Z = F[z1, ..., z27] determined via (11.2.36)-
(11.2.40) with U replaced by Z and ζi replaced by zi. Then the G E6-submodule Nk
generated by zk1 is isomorphic to V (kλ1).
We calculate:
zk−11 z2 = −
1
k
E−α1(z
k
1 ) ∈ Nk, zk−11 z3 = −E−α3(zk−11 z2) ∈ Nk, (12.6.105)
zk−11 z4 = −E−α4(zk−11 z3) ∈ Nk, zk−11 z5 = −E−α5(zk−11 z4) ∈ Nk, (12.6.106)
zk−11 z6 = −E−α2(zk−11 z4) ∈ Nk, zk−11 z7 = −E−α2(zk−11 z5) ∈ Nk, (12.6.107)
zk−11 z9 = −E−α4(zk−11 z7) ∈ Nk, zk−11 z11 = E−α3(zk−11 z9) ∈ Nk, (12.6.108)
−E−α1(zk−11 z11) = zk−11 z14 + (k − 1)zk−21 z2z11 ∈ Nk, (12.6.109)
−E−α3(zk−11 z14 + (k − 1)zk−21 z2z11) = (k − 1)z3z11 ∈ Nk, (12.6.110)
Eα3((k − 1)z3z11) = (k − 1)(z2z11 − z3z9) ∈ Nk, (12.6.111)
Eα4E−α4 [(k − 1)(z2z11 − z3z9)] = (k − 1)(z3z9 + z4z7) ∈ Nk, (12.6.112)
−Eα5E−α5 [(k − 1)(z3z9 + z4z7)] = (k − 1)(z4z7 + z5z6) ∈ Nk. (12.6.113)
Now we take M = Nk in our earlier settings. First ζ1zk1 is a singular vector of weight
(k + 1)λ1 in UNk. By (12.6.50), (11.2.40) and Table 11.2.1,
T ′1(z
k
1 ) =
ζ1
3
(4α1 + 3α2 + 5α3 + 6α4 + 4α5 + 2α6)(z
k
1 ) =
4k
3
ζ1z
k
1 . (12.6.114)
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So ♭(k+1)λ1 = 4k/3. Next ζ1z
k−1
1 z2 − ζ2zk1 is a singular vector of weight (k − 1)λ1 + λ3 in
UNk. According to (12.6.50), (12.6.52), (11.2.40) and Table 11.2.1:
T ′1(z
k−1
1 z2)− T ′2(zk1 )
= ζ2z
k
1 +
4k − 3
3
ζ1z
k−1
1 z2 − kζ1zk−11 z2 −
k
3
ζ2z
k
1 =
k − 3
3
(ζ1z
k−1
1 z2 − ζ2zk1 ), (12.6.115)
which gives ♭(k−1)λ1+λ3 = k/3− 1.
Expressions (11.2.29)-(11.2.34) and (12.6.105)-(12.6.113) show that
u = ζ1[4z
k−1
1 z14 + (k − 1)zk−21 (z2z11 + z3z9 − z4z7 + z5z6)]− (k + 3)zk−11
×[ζ2z11 + ζ3z9 − ζ4z7 + ζ5z6 + ζ6z5 − ζ7z4 + ζ9z3 + ζ11z2 − ζ14z1] (12.6.116)
is a singular vector of weight (k − 1)λ1 + λ6 in UNk. We find
T ′1[4z
k−1
1 z14 + (k − 1)zk−21 (z2z11 + z3z9 − z4z7 + z5z6)]
−(k + 3)[T ′2(zk−11 z11) + T ′3(zk−11 z9)− T ′4(zk−11 z7) + T ′5(zk−11 z6)
+T ′6(z
k−1
1 z5)− T ′7(zk−11 z4) + T ′9(zk−11 z3) + T ′11(zk−11 z2)− T ′14(zk1 )]
= (k + 3)zk−11 (ζ2z11 + ζ3z9 − ζ4z7 + ζ5z6 + ζ6z5 − ζ7z4 + ζ9z3 + ζ11z2)
+(4k/3− 2)ζ1[4zk−11 z14 + (k − 1)zk−21 (z2z11 + z3z9 − z4z7 + z5z6)]− (k + 3)zk−21
×[2(4ζ1z1z14 + (k − 1)ζ1(z2z11 + z3z9 − z4z7 + z5z6)) + (2k/3 + 8)ζ14z21
−(2k/3 + 7)z1(ζ2z11 + ζ3z9 − ζ4z7 + ζ5z6 + ζ6z5 − ζ7z4 + ζ9z3 + ζ11z2)]
= −(2k/3 + 8)u (12.6.117)
by (11.2.29)-(11.2.34), (11.2.40) with Table 11.2.1, (12.6.50), (12.6.52)-(12.6.64), (12.6.78).
Thus ♭(k−1)λ1+λ6 = −(2k/3 + 8). Therefore,
♭(kλ1) = −(2k/3 + 8). (12.6.118)
Corollary 12.6.8. The G E7-module V̂ (kλ1) is irreducible if
c ∈ F \ {−8 + 5N/3,N/2− 8− k/3,N− 16− 4k/3}. (12.6.119)
By (12.4.5), (12.5.10) and (12.5.42), the above irreducible G E7-module V̂ (kλ1) is a
highest-weight module with highest weight kλ1 + (c− 2k/3)λ7.
12.7 Combinatorics of the Representation of E6
In this section, we want to study the symmetry of 1, 27 with respect to the representation
r in (11.1.18)-(11.1.56).
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Set
W = {r(Eα) | α ∈ ΦE6} (12.7.1)
(cf. (4.4.42)-(4.4.44), (11.1.18)-(11.1.53) and (11.1.56)). Write
Z = {ζi | i ∈ 1, 27} (12.7.2)
(cf. (11.2.1) and (11.2.3)-(11.2.28)). First we have:
Lemma 12.7.1. The set 1, 27 is symmetric with respect to the sets W and Z.
Proof. Let G1 be the Lie subalgebra of G E6 generated by {E±α1 , E±α3 , E±α4 , E±α5, E±α6}.
According to the Dynkin diagram, G1 ∼= sl(6,C). Table 11.1.1 tells us that x1 and x20 are
G1-singular vectors of weight λ5 and x6 is a G1-singular vector of weight λ2. By (11.1.18),
(11.1.20)-(11.1.23) and (11.1.56), the G1-submodule generated by x1 is
∑5
i=1 Fxi + Fx8
and the G1-submodule generated by x20 is Fx20 +
∑27
r=23 Fxr. Thus the following subsets
of indices:
1, 5
⋃
{8}, 9, 19
⋃
{6, 7, 21, 22}, {20}
⋃
23, 27. (12.7.3)
are symmetric with respect to the restricted representation of G1
Let G2 be the Lie subalgebra of G E6 generated by {E±α1 , E±α2 , E±α3 , E±α4 , E±α5}.
According to the Dynkin diagram, G2 ∼= o(10,C). Table 11.1.1 says that x1 is a G2-
singular vector of weight 0, x2 is a G2-singular vector of weight λ5 and x14 is a G2-
singular vector of weight λ1. So Fx1 is a trivial G2-module. The G2-submodule generated
by x14 is Fx14 + Fx17 + Fx19 +
∑27
i=21 Fxi by (11.1.18)-(11.1.22) and (11.1.56). Now∑13
r=2 Fxr +
∑
s=15,16,18,20 Fxs form a spin module and x20 is its lowest-weight vector.
Thus the subsets
{1}, {2}, 3, 10
⋃
{12, 15}, {11, 13, 16, 18, 20}, {14, 17, 19}
⋃
21, 27 (12.7.4)
are symmetric with respect to the restricted representation of G2. Since G E6 is generated
by G1 and G2, we have that the following subsets of indices:
{1}, {2}, {3, 4, 5, 8}, {6, 7, 9, 10, 12, 15}, (12.7.5)
{11, 13, 16, 18}, {14, 17, 19, 21, 22}, {20}, 23, 27 (12.7.6)
are symmetric with respect to the representation r of G E6 .
Denote
ǫi = (0, ..., 0,
i
1, 0, ..., 0) ∈ Z27. (12.7.7)
If d =
∑6
r=1 arxir∂xjr ∈W with ar ∈ F, we write
d♣ =
6∑
r=1
(ǫir − ǫjr) ∈ Z27. (12.7.8)
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It turns out that the map d 7→ d♣ is an injective map from W to F273 . Moreover, if
[d1, d2] = bd3 for some d1, d2, d3 ∈W and 0 6= b ∈ F, then
d♣3 = d
♣
1 + d
♣
2 . (12.7.9)
According to (11.1.56),
(r(E−α))
♣ = −(r(Eα))♣ for α ∈ Φ+E6. (12.7.10)
Let σ be a permutation on 1, 27 such that
σ(i) = i, σ(r) = 28− r for i ∈ 13, 15, i ∈ 1, 12
⋃
16, 27. (12.7.11)
We define a linear transformation σ̂ on F273 by
σ̂(ǫi) = ǫσ(i) for i ∈ 1, 27. (12.7.12)
We find that
σ̂[(r(Eα1))
♣] = (r(E−α6))
♣, σ̂[(r(Eα2))
♣] = (r(E−α2))
♣, (12.7.13)
σ̂[(r(Eα3))
♣] = (r(E−α5))
♣, σ̂[(r(Eα4))
♣] = (r(E−α4))
♣ (12.7.14)
σ̂[(r(Eα5))
♣] = (r(E−α3))
♣, σ̂[(r(Eα6))
♣] = (r(E−α1))
♣. (12.7.15)
According to (12.7.9), (12.7.10) and (12.7.13)-(12.7.15), we find
σ̂(W♣) = W♣. (12.7.16)
This shows that W is symmetric under σ.
For ζ =
∑5
s=1 csxℓsxks ∈ Z and 0 6= b ∈ F, we define
(bζ)♯ =
5∑
s=1
(ǫℓs + ǫks) ∈ Z27. (12.7.17)
We find that the map ζ 7→ ζ ♯ is an injective map from Z to Z27. Moreover, if d(ζ) 6= 0 for
some d ∈W and ζ ∈ Z, then we have
(d(ζ))♯ = d♣ + ζ ♯. (12.7.18)
Furthermore, we define
σ̂(ζ) =
5∑
s=1
csxσ(ℓs)xσ(ks) for ζ =
5∑
s=1
csxℓsxks ∈ Z. (12.7.19)
We calculate
(σ̂(ζi))
♯ = ζ ♯i , (σ̂(ζr))
♯ = ζ ♯28−r for i ∈ 13, 15, r ∈ 1, 12
⋃
16, 27. (12.7.20)
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Therefore, W and Z are symmetric under σ. Thus the subsets
{1, 27}, {2, 26}, {3, 25}, {6, 22}, {11, 17}, {12, 16} (12.7.21)
are symmetric with respect to W and Z. Expressions (12.7.5), (12.7.6) and (12.7.21)
imply that 1, 27 is symmetric with respect to W and Z. ✷
For any i ∈ 1, 27, we define
Υi = {(r, s) | ζr contains xixs}. (12.7.22)
We have the following equivalent combinatorial property:
Lemma 12.7.2. Each polynomial ζr contains exactly ten xi’s. Moreover,
|Υi| = 10 for i ∈ 16. (12.7.23)
Proof. According to (11.2.1) and (11.2.3)-(11.2.28), we calculate
Υ1 = {(1, 14), (2, 17), (3, 19), (4, 21), (5, 22),
(6, 23), (7, 24), (9, 25), (11, 26), (14, 27)}. (12.7.24)
Then (12.7.23) follows from Lemma 12.7.1. The first statement is obtained by checking
(11.2.1) and (11.2.3)-(11.2.28) one-by-one. ✷
If we represent {xi | i ∈ 1, 27} by 27 vertices and represent {ζr | r ∈ 1, 27} by 27 lines,
then we obtain a graph of 27 vertices and 27 lines such that each line contains 10 vertices
and each vertex is exactly on 10 lines.
For i ∈ 1, 27, we denote
Ii = {r ∈ 1, 27 | some d ∈W contains xr∂xi} (12.7.25)
and
Wi = {d ∈W | d does not contain xi and ∂xi}. (12.7.26)
Write
Ji = {s ∈ 1, 27 | (r, s) ∈ Υi for some r ∈ 1, 27}. (12.7.27)
The following equivalent combinatorial properties are crucial to our main result.
Lemma 12.7.3. For any i ∈ 1, 27, we have
|Ii| = 16, |Wi| = 40, |Ji| = 10. (12.7.28)
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In fact,
Ii
⋃
Ji = 1, 27 \ {i}. (12.7.29)
Moreover, every element in Wi contains exactly two xs with s ∈ Ji, and for any r ∈ Ji,
xr is contained in exactly eight elements in Wi.
Proof. Note that the elements in W containing ∂x1 are
r(E−α6), r(E
′
(0,0,0,0,1,1)), r(E
′
(0,0,0,1,1,1)), r(E
′
(0,1,0,1,1,1)), (12.7.30)
r(E ′(0,0,1,1,1,1)), r(E
′
(1,0,1,1,1,1)), r(E
′
(0,1,1,1,1,1)), r(E
′
(1,1,1,1,1,1)), (12.7.31)
r(E ′(0,1,1,2,1,1)), r(E
′
(1,1,1,2,1,1)), r(E
′
(0,1,1,2,2,1)), r(E
′
(1,1,2,2,1,1)), (12.7.32)
r(E ′(1,1,1,2,2,1)), r(E
′
(1,1,2,2,2,1)), r(E
′
(1,1,2,3,2,1)), r(E
′
(1,2,2,3,2,1)). (12.7.33)
Thus
I1 = 2, 13
⋃
{15, 16, 18, 20}. (12.7.34)
According to (12.7.24),
J1 = {14, 17, 19}
⋃
21, 27. (12.7.35)
Since τ(W) = −W (cf. (11.1.55)), |W1| = 40. So (12.7.27) and (12.7.28) hold for i = 1.
The elements in W1 containing x14 are
r(Eα1), r(E(1,0,1)), r(E(1,0,1,1)), r(E(1,1,1,1)), (12.7.36)
r(E(1,0,1,1,1)), r(E(1,1,1,1,1), r(E(1,1,1,2,1)), r(E(1,1,2,2,1)). (12.7.37)
Lemma 12.7.1 implies that xr is contained in exactly eight elements in W1 for any r ∈ J1.
The fact that every element in W1 contains exactly two xs with s ∈ J1 is checked case by
case. By Lemma 12.7.1, the lemma holds for any i ∈ 1, 27. ✷
If we view Ji as the set of vertices and Wi as the set of edges, the last statement in
Lemma 12.7.3 gives a graph consisting of 10 vertices and 40 edges such that each edge
contain exactly two vertices and each vertex is contained exactly 8 edges. Finally, we
have the following duality:
Lemma 12.7.4. Let i ∈ 1, 27. For any r ∈ Ji, there exists a unique ℑi(r) ∈ Ji such
that an element in Wi contains xr if and only if it contains ∂xℑi(r). Moreover, ℑ2i = 1.
Proof. According to Lemma 12.7.3, xr is contained in exactly eight elements in Wi for
any r ∈ Ji. Since τ(Wi) = −Wi, we have that ∂xr is contained in exactly eight elements
in Wi for any r ∈ Ji.
By Lemma 12.7.1, we only need to consider i = 1. Every differential operator in
(12.7.35) and (12.7.36) contains ∂x27 . So ℑ1(14) = 27 and ℑ1(27) = 14. By symmetry,
there exists a unique ℑ1(r) ∈ J1 for any r ∈ J1 such that an element in W1 contains xr if
and only if it contains ∂xℑ1(r). Moreover, ℑ21 = 1. So the lemma holds for i = 1. ✷
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12.8 Representations on Exponential-Polynomial Func-
tions
In this section, we study a family of representations of the simple Lie algebra of type
E7 on a space of exponential-polynomial functions and prove that their irreducibility is
related to an explicit given algebraic variety.
Recall
D =
27∑
i=1
xi∂xi . (12.8.1)
We identify V̂ (0) = A ⊗ v0 with A by
f ⊗ v0 ↔ f for f ∈ B, (12.8.2)
where V (0) = Fv0. Then we have the following one-parameter inhomogeneous first-order
differential operator representation rc of G E7 :
rc(u) = r(u) for u ∈ G E6 (12.8.3)
(cf. (11.1.18)-(11.1.56)),
rc(αˆ) = −2D + 3c, rc(ai) = ∂xi for i ∈ 1, 27, (12.8.4)
rc(b1) = x1(D − c)− ζ1∂x14 − ζ2∂x17 − ζ3∂x19 + ζ4∂x21 − ζ5∂x22
−ζ6∂x23 + ζ7∂x24 − ζ9∂x25 − ζ11∂x26 − ζ14∂x27 . (12.8.5)
rc(b2) = x2(D − c)− ζ1∂x11 − ζ2∂x13 − ζ3∂x16 + ζ4∂x18 − ζ6∂x20
−ζ8∂x22 + ζ10∂x24 − ζ12∂x25 − ζ15∂x26 + ζ17∂x27 , (12.8.6)
rc(b3) = x3(D − c)− ζ1∂x9 − ζ2∂x12 − ζ3∂x15 + ζ5∂x18 − ζ7∂x20
−ζ8∂x21 + ζ10∂x23 − ζ13∂x25 − ζ16∂x26 + ζ19∂x27 , (12.8.7)
rc(b4) = x4(D − c)− ζ1∂x7 − ζ2∂x10 − ζ4∂x15 + ζ5∂x16 − ζ8∂x19
−ζ9∂x20 + ζ12∂x23 − ζ13∂x24 − ζ18∂x26 + ζ21∂x27 , (12.8.8)
rc(b5) = x5(D − c) + ζ1∂x6 − ζ3∂x10 + ζ4∂x12 − ζ5∂x13 + ζ8∂x17
+ζ11∂x20 − ζ15∂x23 + ζ16∂x24 − ζ18∂x25 − ζ22∂x27 , (12.8.9)
rc(b6) = x6(D − c) + ζ1∂x5 + ζ2∂x8 − ζ6∂x15 + ζ7∂x16 − ζ9∂x18
−ζ10∂x19 + ζ12∂x21 − ζ13∂x22 + ζ20∂x26 − ζ23∂x27 , (12.8.10)
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rc(b7) = x7(D − c)− ζ1∂x4 + ζ3∂x8 + ζ6∂x12 − ζ7∂x13 + ζ10∂x17
+ζ11∂x18 − ζ15∂x21 + ζ16∂x22 + ζ20∂x25 + ζ24∂x27 , (12.8.11)
rc(b8) = x8(D − c) + ζ2∂x6 + ζ3∂x7 − ζ4∂x9 + ζ5∂x11 − ζ8∂x14
+ζ14∂x20 + ζ17∂x23 − ζ19∂x24 + ζ21∂x25 + ζ22∂x26 , (12.8.12)
rc(b9) = x9(D − c)− ζ1∂x3 − ζ4∂x8 − ζ6∂x10 + ζ9∂x13 − ζ12∂x17
−ζ11∂x16 + ζ15∂x19 − ζ18∂x22 − ζ20∂x24 + ζ25∂x27 , (12.8.13)
rc(b10) = x10(D − c)− ζ2∂x4 − ζ3∂x5 − ζ6∂x9 + ζ7∂x11 − ζ10∂x14
+ζ14∂x18 + ζ17∂x21 − ζ19∂x22 − ζ23∂x25 − ζ24∂x26 , (12.8.14)
rc(b11) = x11(D − c)− ζ1∂x2 + ζ5∂x8 + ζ7∂x10 − ζ9∂x12 + ζ11∂x15
+ζ13∂x17 − ζ16∂x19 + ζ18∂x21 + ζ20∂x23 + ζ26∂x27 , (12.8.15)
rc(b12) = x12(D − c)− ζ2∂x3 + ζ4∂x5 + ζ6∂x7 − ζ9∂x11 + ζ12∂x14
−ζ14∂x16 − ζ17∂x19 + ζ21∂x22 + ζ23∂x24 − ζ25∂x26 , (12.8.16)
rc(b13) = x13(D − c)− ζ2∂x2 − ζ5∂x5 − ζ7∂x7 + ζ9∂x9 − ζ13∂x14
+ζ14∂x15 + ζ19∂x19 − ζ21∂x21 − ζ23∂x23 − ζ26∂x26 , (12.8.17)
rc(b14) = x14(D − c)− ζ1∂x1 − ζ8∂x8 − ζ10∂x10 + ζ12∂x12 − ζ13∂x13
−ζ15∂x15 + ζ16∂x16 − ζ18∂x18 − ζ20∂x20 + ζ27∂x27 , (12.8.18)
rc(b15) = x15(D − c)− ζ3∂x3 − ζ4∂x4 − ζ6∂x6 + ζ11∂x11 + ζ14∂x13
−ζ15∂x14 + ζ17∂x17 − ζ22∂x22 − ζ24∂x24 − ζ25∂x25 , (12.8.19)
rc(b16) = x16(D − c)− ζ3∂x2 + ζ5∂x4 + ζ7∂x6 − ζ11∂x9 − ζ14∂x12
+ζ16∂x14 − ζ19∂x17 + ζ22∂x21 + ζ24∂x23 − ζ26∂x25 , (12.8.20)
rc(b17) = x17(D − c)− ζ2∂x1 + ζ8∂x5 + ζ10∂x7 − ζ12∂x9 + ζ13∂x11
+ζ17∂x15 − ζ19∂x16 + ζ21∂x18 + ζ23∂x20 − ζ27∂x26 , (12.8.21)
rc(b18) = x18(D − c) + ζ4∂x2 + ζ5∂x3 − ζ9∂x6 + ζ11∂x7 + ζ14∂x10
−ζ18∂x14 + ζ21∂x17 − ζ22∂x19 + ζ25∂x23 + ζ26∂x24 , (12.8.22)
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rc(b19) = x19(D − c)− ζ3∂x1 − ζ8∂x4 − ζ10∂x6 + ζ15∂x9 − ζ17∂x12
−ζ16∂x11 + ζ19∂x13 − ζ22∂x18 − ζ24∂x20 − ζ27∂x25 , (12.8.23)
rc(b20) = x20(D − c)− ζ6∂x2 − ζ7∂x3 − ζ9∂x4 + ζ11∂x5 + ζ14∂x8
−ζ20∂x14 + ζ23∂x17 − ζ24∂x19 − ζ25∂x21 − ζ26∂x22 , (12.8.24)
rc(b21) = x21(D − c) + ζ4∂x1 − ζ8∂x3 + ζ12∂x6 − ζ15∂x7 + ζ17∂x10
+ζ18∂x11 − ζ21∂x13 + ζ22∂x16 − ζ25∂x20 + ζ27∂x24 , (12.8.25)
rc(b22) = x22(D − c)− ζ5∂x1 − ζ8∂x2 − ζ13∂x6 + ζ16∂x7 − ζ19∂x10
−ζ18∂x9 + ζ21∂x12 − ζ22∂x15 − ζ26∂x20 − ζ27∂x23 , (12.8.26)
rc(b23) = x23(D − c)− ζ6∂x1 + ζ10∂x3 + ζ12∂x4 − ζ15∂x5 + ζ17∂x8
+ζ20∂x11 − ζ23∂x13 + ζ24∂x16 + ζ25∂x18 − ζ27∂x22 , (12.8.27)
rc(b24) = x24(D − c) + ζ7∂x1 + ζ10∂x2 − ζ13∂x4 + ζ16∂x5 − ζ19∂x8
−ζ20∂x9 + ζ23∂x12 − ζ24∂x15 + ζ26∂x18 + ζ27∂x21 , (12.8.28)
rc(b25) = x25(D − c)− ζ9∂x1 − ζ12∂x2 − ζ13∂x3 − ζ18∂x5 + ζ21∂x8
+ζ20∂x7 − ζ23∂x10 − ζ25∂x15 − ζ26∂x16 − ζ27∂x19 , (12.8.29)
rc(b26) = x26(D − c)− ζ11∂x1 − ζ15∂x2 − ζ16∂x3 − ζ18∂x4 + ζ22∂x8
+ζ20∂x6 − ζ24∂x10 − ζ25∂x12 − ζ26∂x13 − ζ27∂x17 , (12.8.30)
rc(b27) = x27(D − c)− ζ14∂x1 + ζ17∂x2 + ζ19∂x3 + ζ21∂x4 − ζ22∂x5
−ζ23∂x6 + ζ24∂x7 + ζ25∂x9 + ζ26∂x11 + ζ27∂x14 . (12.8.31)
Let ~a = (a1, ..., a27) ∈ F27 \ {~0}. Define
~a · ~x =
27∑
i=1
aixi. (12.8.32)
Recall A in (11.1.16) and set
A~a = {fe~a·~x | f ∈ A }. (12.8.33)
For i ∈ 1, 27, we write
Υi = {(ι(r), r) | r ∈ Ji}. (12.8.34)
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Recall η in (11.2.42) and the map ℑi in Lemma 12.7.4. Denote
F = {xiζι(r)ζι(s)η | i ∈ 1, 27; r, s ∈ Ji, r 6= s,ℑi(s)}. (12.8.35)
For any function f(x1, ..., x27), we define
f(~b) = f(b1, ..., b27) for ~b = (b1, ..., b27) ∈ F27. (12.8.36)
Now we define
V = {~b ∈ F27 \ {~0} | f(~b) = 0 for f ∈ F}, (12.8.37)
which gives rise to a projective algebraic variety. The following is our main theorem in
this section.
Theorem 12.8.1. With respect to the representation πc, A~a forms an irreducible
G E7-module if ~a 6∈ V .
Proof. Let Ak be the subspace of homogeneous polynomials with degree k. Set
A~a,k = Ake
~a·~x for k ∈ N. (12.8.38)
Let M be a nonzero G E7-submodule of A~a. Take any 0 6= fe~a·~x ∈M with f ∈ A . By the
second equation in (12.8.4),
(ξi − ai)(fe~a·~x) = ∂xi(f)e~a·~x ∈M for i ∈ 1, 27. (12.8.39)
Repeatedly applying (12.8.39) if necessarily, we obtain e~a·~x ∈M ; that is, A~a,0 ⊂M .
Suppose A~a,ℓ ⊂M for some ℓ ∈ N. Let ge~a·~x be any element in A~a,ℓ. First we assume
a1 6= 0. Applying (12.7.30)-(12.7.33) to ge~a·~x, we get by (11.1.18)-(11.1.53) and (11.1.56)
that
(a1x2 − a11x14 − a13x17 − a16x19 − a18x21 − a20x23)ge~a·~x ≡ 0 (modM), (12.8.40)
(a1x3 − a9x14 − a12x17 − a15x19 + a18x22 + a20x24)ge~a·~x ≡ 0 (mod M), (12.8.41)
(a1x4 − a7x14 − a10x17 + a15x21 + a16x22 − a20x25)ge~a·~x ≡ 0 (mod M), (12.8.42)
(a1x6 + a5x14 + a8x17 − a15x23 − a16x24 − a18x25)ge~a·~x ≡ 0 (modM), (12.8.43)
(a1x5 + a6x14 − a10x19 − a12x21 − a13x22 + a20x26)ge~a·~x ≡ 0 (mod M), (12.8.44)
(a1x8 + a6x17 + a7x19 + a9x21 + a11x22 + a20x27)ge
~a·~x ≡ 0 (modM), (12.8.45)
(a1x7 − a4x14 + a8x19 + a12x23 + a13x24 + a18x26)ge~a·~x ≡ 0 (mod M), (12.8.46)
(a1x10 − a4x17 − a5x19 − a9x23 − a11x24 + a18x27)ge~a·~x ≡ 0 (modM), (12.8.47)
(a1x9 − a3x14 + a8x21 − a10x23 + a13x25 − a16x26)ge~a·~x ≡ 0 (modM), (12.8.48)
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(a1x12 − a3x17 − a5x21 + a7x23 − a11x25 − a16x27)ge~a·~x ≡ 0 (modM), (12.8.49)
(a1x11 − a2x14 + a8x22 − a10x24 − a12x25 + a15x26)ge~a·~x ≡ 0 (mod M), (12.8.50)
(a1x15 − a3x19 + a4x21 − a6x23 + a11x26 + a13x27)ge~a·~x ≡ 0 (modM), (12.8.51)
(a1x13 − a2x17 − a5x22 + a7x24 + a9x25 + a15x27)ge~a·~x ≡ 0 (mod M), (12.8.52)
(a1x16 − a2x19 + a4x22 − a6x24 − a9x26 − a12x27)ge~a·~x ≡ 0 (modM), (12.8.53)
(a1x18 − a2x21 + a3x22 − a6x25 + a7x26 + a10x27)ge~a·~x ≡ 0 (mod M), (12.8.54)
(a1x20 − a2x23 + a3x24 − a4x25 + a5x26 + a8x27)ge~a·~x ≡ 0 (modM). (12.8.55)
Next we multiply a1 to (12.7.36) and (12.7.37), and apply them to ge
~a·~x:
a1(a8x5 + a10x7 + a12x9 + a13x11 + a17x14 + a27x26)ge
~a·~x ≡ 0 (modM), (12.8.56)
a1(a8x4 + a10x6 − a15x9 − a16x11 − a19x14 − a27x25)ge~a·~x ≡ 0 (modM), (12.8.57)
a1(a8x3 + a12x6 + a15x7 − a18x11 − a21x14 + a27x24)ge~a·~x ≡ 0 (mod M), (12.8.58)
a1(a10x3 − a12x4 − a15x5 + a20x11 + a23x14 + a27x22)ge~a·~x ≡ 0 (modM), (12.8.59)
a1(a8x2 + a13x6 + a16x7 + a18x9 − a22x14 − a27x23)ge~a·~x ≡ 0 (modM), (12.8.60)
a1(a10x2 − a13x4 − a16x5 − a20x9 + a24x14 − a27x21)ge~a·~x ≡ 0 (modM), (12.8.61)
a1(a12x2 − a13x3 − a18x5 + a20x7 + a25x14 + a27x19)ge~a·~x ≡ 0 (mod M), (12.8.62)
a1(a15x2 − a16x3 + a18x4 − a20x6 − a26x14 − a27x17)ge~a·~x ≡ 0 (modM). (12.8.63)
Note that (12.8.44), (12.8.46), (12.8.48) and (12.8.50) yield
a1x5ge
~a·~x ≡ −(a6x14 − a10x19 − a12x21 − a13x22 + a20x26)ge~a·~x (modM), (12.8.64)
a1x7ge
~a·~x ≡ (a4x14 − a8x19 − a12x23 − a13x24 − a18x26)ge~a·~x (mod M), (12.8.65)
a1x9ge
~a·~x ≡ (a3x14 − a8x21 + a10x23 − a13x25 + a16x26)ge~a·~x (modM), (12.8.66)
a1x11ge
~a·~x ≡ (a2x14 − a8x22 + a10x24 + a12x25 − a15x26)ge~a·~x (mod M). (12.8.67)
Substituting (12.8.33)-(12.8.37) into (12.8.26), we get
[a1a17x14 − a8(a6x14 − a10x19 − a12x21 − a13x22 + a20x26)
+a1a27x26 ++a10(a4x14 − a8x19 − a12x23 − a13x24 − a18x26)
+a12(a3x14 − a8x21 + a10x23 − a13x25 + a16x26)
+a13(a2x14 − a8x22 + a10x24 + a12x25 − a15x26)]ge~a·~x
= [(a1a17 + a2a13 + a3a12 + a4a10 − a6a8)x14
+(a1a27 − a8a20 − a10a18 + a12a16 − a13a15)x26a12a16
= (ζ2(~a)x14 + ζ14(~a)x26)ge
~a·~x ≡ 0 (mod M) (12.8.68)
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by(11.2.3) and (11.2.15).
Substituting (12.8.40)-(12.8.55) into (12.8.57)-(12.8.63), we can similarly obtain
(ζ3(~a)x14 + ζ14(~a)x25)ge
~a·~x ≡ 0 (mod M), (12.8.69)
(ζ4(~a)x14 + ζ14(~a)x24)ge
~a·~x ≡ 0 (mod M), (12.8.70)
(ζ6(~a)x14 + ζ14(~a)x22)ge
~a·~x ≡ 0 (mod M), (12.8.71)
(ζ5(~a)x14 + ζ14(~a)x23)ge
~a·~x ≡ 0 (mod M), (12.8.72)
(ζ7(~a)x14 + ζ14(~a)x21)ge
~a·~x ≡ 0 (mod M), (12.8.73)
(ζ9(~a)x14 + ζ14(~a)x19)ge
~a·~x ≡ 0 (mod M), (12.8.74)
(ζ11(~a)x14 + ζ14(~a)x17)ge
~a·~x ≡ 0 (modM). (12.8.75)
By Lemma 12.7.4, we dually have
(ζ1(~a)x17 + ζ11(~a)x27)ge
~a·~x ≡ 0 (mod M), (12.8.76)
(ζ1(~a)x19 + ζ9(~a)x27)ge
~a·~x ≡ 0 (modM), (12.8.77)
(ζ1(~a)x21 + ζ7(~a)x27)ge
~a·~x ≡ 0 (modM), (12.8.78)
(ζ1(~a)x23 + ζ5(~a)x27)ge
~a·~x ≡ 0 (modM), (12.8.79)
(ζ1(~a)x22 + ζ6(~a)x27)ge
~a·~x ≡ 0 (modM), (12.8.80)
(ζ1(~a)x24 + ζ4(~a)x27)ge
~a·~x ≡ 0 (modM), (12.8.81)
(ζ1(~a)x25 + ζ3(~a)x27)ge
~a·~x ≡ 0 (modM), (12.8.82)
(ζ1(~a)x26 + ζ2(~a)x27)ge
~a·~x ≡ 0 (modM). (12.8.83)
Now if ζ2(~a) 6= 0, then (12.8.68) and (12.8.83) gives
ζ1(~a)x14 ≡ ζ14(~a)x27 (modM). (12.8.84)
Moreover, (12.8.84) can be also derived from the following triples:
{(12.8.69), (12.8.82), ζ3(~a) 6= 0}, {(12.8.70), (12.8.81), ζ4(~a) 6= 0}, (12.8.85)
{(12.8.71), (12.8.80), ζ6(~a) 6= 0}, {(12.8.42), (12.8.49), ζ5(~a) 6= 0}, (12.8.86)
{(12.8.43), (12.8.48), ζ7(~a) 6= 0}, {(12.8.74), (12.8.77), ζ9(~a) 6= 0}, (12.8.87)
{(12.8.75), (12.8.76), ζ11(~a) 6= 0}. (12.8.88)
So
(12.8.83) holds if ζr(~a) 6= 0 for some r ∈ {2, 3, 4, 5, 6, 7, 9, 11}. (12.8.89)
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Note ℑ1(14) = 27. Moreover,
ι(J1) = {1, 2, 3, 4, 5, 6, 7, 9, 11, 14} (12.8.90)
by (12.7.24), where ι1(14) = 1 and ι1(27) = 14. Suppose
{(x1ζrζ14ϑ)(~a) | r ∈ {2, 3, 4, 5, 6, 7, 9, 11}} 6= {0}. (12.8.91)
By the above paragraph, (12.8.84) holds. Substituting (12.8.68)-(12.8.75) into ζ14(~a)×(12.8.40),
we get
a1ζ14(~a)x2ge
~a·~x ≡ [a11ζ14(~a)− a13ζ11(~a)− a16ζ9(~a)
−a18ζ7(~a)− a20ζ5(~a)]x14ge~a·~x
≡ [a11(a1a27 − a8a20 − a10a18 + a12a16 − a13a15)
−a13(a1a26 − a5a20 − a7a18 + a9a16 − a11a15)
−a16(a1a25 + a4a20 + a6a18 − a9a13 + a11a12)
−a18(−a1a24 + a3a20 − a6a16 + a7a13 − a10a11)
−a20(a1a22 − a3a18 − a4a16 + a5a13 − a8a11)]x14ge~a·~x
≡ a1(a11a27 − a13a26 − a16a25 + a18a24 − a20a22)x14ge~a·~x
≡ −a1ζ26(~a)x14ge~a·~x (mod M) (12.8.92)
by (11.2.6), (11.2.8), (11.2.10), (11.2.12), (11.2.15) and (11.2.27). Since a1 6= 0, we have
ζ14(~a)x2ge
~a·~x ≡ −ζ26(~a)x14ge~a·~x (modM). (12.8.93)
Moreover, we substitute (12.8.68)-(12.8.75) and (12.8.84) into ζ14(~a)×[(12.8.41)-(12.8.55)]
and can similarly derive
ζ14(~a)x3ge
~a·~x ≡ −ζ25(~a)x14ge~a·~x (modM), (12.8.94)
ζ14(~a)x4ge
~a·~x ≡ −ζ24(~a)x14ge~a·~x (modM), (12.8.95)
ζ14(~a)x6ge
~a·~x ≡ −ζ22(~a)x14ge~a·~x (modM), (12.8.96)
ζ14(~a)x5ge
~a·~x ≡ −ζ23(~a)x14ge~a·~x (modM), (12.8.97)
ζ14(~a)x8ge
~a·~x ≡ −ζ20(~a)x14ge~a·~x (modM), (12.8.98)
ζ14(~a)x7ge
~a·~x ≡ −ζ21(~a)x14ge~a·~x (modM), (12.8.99)
ζ14(~a)x10ge
~a·~x ≡ −ζ18(~a)x14ge~a·~x (mod M), (12.8.100)
ζ14(~a)x9ge
~a·~x ≡ −ζ19(~a)x14ge~a·~x (modM), (12.8.101)
ζ14(~a)x12ge
~a·~x ≡ −ζ16(~a)x14ge~a·~x (mod M), (12.8.102)
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ζ14(~a)x11ge
~a·~x ≡ −ζ17(~a)x14ge~a·~x (mod M), (12.8.103)
ζ14(~a)x15ge
~a·~x ≡ −ζ13(~a)x14ge~a·~x (mod M), (12.8.104)
ζ14(~a)x13ge
~a·~x ≡ −ζ15(~a)x14ge~a·~x (mod M), (12.8.105)
ζ14(~a)x16ge
~a·~x ≡ −ζ12(~a)x14ge~a·~x (mod M), (12.8.106)
ζ14(~a)x18ge
~a·~x ≡ −ζ10(~a)x14ge~a·~x (mod M), (12.8.107)
ζ14(~a)x20ge
~a·~x ≡ −ζ8(~a)x14ge~a·~x (modM). (12.8.108)
Applying ζ14(~a)α6 to ge
~a·~x, we have
ζ14(~a)(a1x1 − a2x2 + a11x11 + a13x13 − a14x14 + a16x16 − a17x17
+a18x18 − a19x19 + a20x20 − a21x21 − a23x23)ge~a·~x ≡ 0 (mod M) (12.8.109)
by (11.1.54) and Table 11.1.1. According to (12.8.93), (12.8.103), (12.8.105), (12.8.106),
(12.8.75), (12.8.107), (12.8.74), (12.8.108), (12.8.73) and (12.8.72), the above equation is
equivalent to
a1ζ14(~a)x1ge
~a·~x + [a2ζ26(~a)− a11ζ17(~a)− a13ζ15(~a)− a14ζ14(~a)
−a16ζ12(~a) + a17ζ11(~a)− a18ζ10(~a) + a19ζ9(~a)− a20ζ8(~a)
+a21ζ7(~a) + a23ζ5(~a)]x14ge
~a·~x ≡ 0 (mod M) (12.8.110)
Moreover, (11.2.1) and (11.2.3)-(11.2.28) imply
−a14ζ14(~a) + a17ζ11(~a) + a19ζ9(~a) + a21ζ7(~a) + a23ζ5(~a)
= −a14(a1a27 − a8a20 − a10a18 + a12a16 − a13a15)
+a17(a1a26 − a5a20 − a7a18 + a9a16 − a11a15)
+a19(a1a25 + a4a20 + a6a18 − a9a13 + a11a12)
+a21(−a1a24 + a3a20 − a6a16 + a7a13 − a10a11)
+a23(a1a22 − a3a18 − a4a16 + a5a13 − a8a11)
= a1ζ27(~a)− a14(−a8a20 − a10a18 + a12a16 − a13a15)
+a17(−a5a20 − a7a18 + a9a16 − a11a15)
+a19(a4a20 + a6a18 − a9a13 + a11a12)
+a21(a3a20 − a6a16 + a7a13 − a10a11)
+a23(−a3a18 − a4a16 + a5a13 − a8a11), (12.8.111)
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a2ζ26(~a)− a11ζ17(~a)− a13ζ15(~a)− a16ζ12(~a)− a18ζ10(~a)− a20ζ8(~a)
= a2(−a11a27 + a13a26 + a16a25 − a18a24 + a20a22)
−a11(−a2a27 − a8a23 − a10a21 + a12a19 − a15a17)
−a13(a2a26 + a5a23 + a7a21 − a9a19 + a14a15)
−a16(a2a25 − a4a23 − a6a21 + a9a17 − a12a14)
−a18(−a2a24 − a3a23 + a6a19 − a7a17 + a10a14)
−a20(a2a22 + a3a21 + a4a19 − a5a17 + a8a14)
= −a11(−a8a23 − a10a21 + a12a19 − a15a17)
−a13(+a5a23 + a7a21 − a9a19 + a14a15)
−a16(−a4a23 − a6a21 + a9a17 − a12a14)
−a18(−a3a23 + a6a19 − a7a17 + a10a14)
−a20(+a3a21 + a4a19 − a5a17 + a8a14). (12.8.112)
Thus we have
ζ14(~a)x1ge
~a·~x ≡ −ζ27(~a)x14ge~a·~x (modM). (12.8.113)
Applying ζ14(~a)× [the first equation in (12.8.4)] to ge~a·~x, we get
27∑
i=1
aiζ14(~a)xige
~a·~x ≡ 0 (mod M). (12.8.114)
By (12.8.68)-(12.8.75), (12.8.84), (12.8.93)-(12.8.108) and (12.8.113), the above equation
is equivalent to
[a14ζ14(~a) + a27ζ1(~a)−
∑
146=i∈1,26
aiζ28−i(~a)x14ge
~a·~x ≡ 0 (modM). (12.8.115)
Equivalently,
η(~a)x14ge
~a·~x ≡ 0 (mod M) (12.8.116)
by (11.2.41). Assumption (12.8.91) implies ϑ(~a) 6= 0 and ζ14(~a) 6= 0. Thus x14ge~a·~x ∈ M .
Substituting it to (12.8.68)-(12.8.75), (12.8.84), (12.8.93)-(12.8.108) and (12.8.113), we
get xige
~a·~x ∈M for any i ∈ 1, 27. Hence A~a,ℓ+1 ⊂M . By induction,
A~a,k ⊂M for k ∈ N. (12.8.117)
Therefore, M =
∑∞
k=0 A~a,k = A~a. So A~a forms an irreducible G
E7-module.
Now the theorem follows from Lemmas 12.7.1-11.7.4. ✷
Part III
Related Topics
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Chapter 13
Oscillator Representations of gl(n|m)
and osp(n|2m)
Classical harmonic analysis says that the spaces of homogeneous harmonic polynomials
(solutions of Laplace equation) are irreducible modules of the corresponding orthogonal
Lie group (algebra) and the whole polynomial algebra is a free module over the invariant
polynomials generated by harmonic polynomials. In this chapter, we first establish two-
parameter Z2-graded supersymmetric oscillator generalizations of the above theorem for
the Lie superalgebra gl(n|m). Then we extend the result to two-parameter Z-graded
supersymmetric oscillator generalizations of the above theorem for the Lie superalgebras
osp(2n|2m) and osp(2n + 1|2m). This is a reformulation of Luo and the author’s work
[LX4].
In Section 13.1, we study the canonical supersymmetric orthogonal oscillator represen-
tation of general linear Lie superalgebras. Section 13.2 is a Z2-graded oscillator general-
izations of the above representation obtained by partially swapping differential operators
and multiplication operators. Using the results in the above two sections, we determine in
Section 13.3 the structure of the corresponding representations for even ortho-symplectic
Lie superalgebras. Finally in Section 13.4, we investigate the oscillator representations of
odd ortho-symplectic Lie superalgebras based on the above three sections.
13.1 Canonical Oscillator Representation of gl(n|m)
In this section, we study the canonical supersymmetric orthogonal oscillator representa-
tions of general linear Lie superalgebras.
Fix two positive integers m and n. Set
gl(n|m)0 =
n∑
i,j=1
FEi,j +
m∑
r,s=1
FEn+r,n+s (13.1.1)
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and
gl(n|m)1 =
n∑
i=1
m∑
r=1
(FEi,n+r + FEn+r,i). (13.1.2)
The general linear Lie superalgebra gl(n|m) = gl(n|m)0 + gl(n|m)1 with the algebraic
operation [·, ·] defined by
[A,B] = AB − (−1)i1i2BA for A ∈ gl(n|m)i1, B ∈ gl(n|m)i2 . (13.1.3)
Let A be the polynomial algebra in bosonic variables {xi | i ∈ 1, 2n} and fermionic
variables {θj | j ∈ 1, 2m}; i.e.,
xrxs = xsxr, θpθq = −θqθp, xrθp = θpxr (13.1.4)
for r, s ∈ 1, 2n and p, q ∈ 1, 2m. Set
Θ =
2m∑
p=1
Fθp. (13.1.5)
Write
A(0) =
m∑
q=0
F[x1, ..., x2n]Θ
2q, A(1) =
m−1∑
q=1
F[x1, ..., x2n]Θ
2q+1. (13.1.6)
Then A = A(0) ⊕A(1) is a Z2-graded algebra.
For r ∈ 1, n, the usual differential operator ∂xr acts on A as a derivation such that
∂xr(xs) = δr,s, ∂xr(θp) = 0 for s ∈ 1, 2n, p ∈ 1, 2m. (13.1.7)
Moreover, for p ∈ 1, 2m, we define ∂θp as a linear operator on A with
∂θp(xr) = 0, ∂θp(θq) = δp,q for r ∈ 1, n, q ∈ 1, 2m (13.1.8)
such that
∂θp(fg) = ∂θp(f)g + (−1)ιf∂θp(g) for f ∈ A(ι), g ∈ A . (13.1.9)
For later notational convenience, we redenote
yi = xn+i, ϑj = θm+j for i ∈ 1, n, j ∈ 1, m. (13.1.10)
Define a representation of gl(n|m) on A determined by
Ei,j|A = xi∂xj − yj∂yi , Ei,n+r|A = xi∂θr − ϑr∂yi , (13.1.11)
En+r,i|A = θr∂xi + yi∂ϑr , En+r,n+s|A = θr∂θs − ϑs∂ϑr (13.1.12)
for i, j ∈ 1, n and r, s ∈ 1, m.
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13.1.1 Representations of the Even Subalgebra
Set
A¯ = F[x1, ..., xn, y1, ..., yn], Aˇ =
2m∑
i=0
Θi. (13.1.13)
Then A¯ and Aˇ are subalgebras of A , and
A = A¯ Aˇ . (13.1.14)
Write
G¯ =
n∑
i,j=1
FEi,j, Gˇ =
m∑
r,s=1
FEn+r,n+s. (13.1.15)
Then they are Lie subalgebras of gl(n|m). In fact, the even subalgebra gl(n|m)0 = G¯ + Gˇ .
Let
H¯ =
n∑
i=1
FEi,i, Hˇ =
m∑
r=1
FEn+r,n+r, (13.1.16)
G¯+ =
∑
1≤i<j≤n
FEi,j, Gˇ+ =
∑
1≤r<s≤m
FEn+r,n+s. (13.1.17)
We take H¯ as a Cartan subalgebra of G¯ and G¯+ as the subalgebra spanned by positive root
vectors in G¯ . Similarly, we take Hˇ as a Cartan subalgebra of Gˇ and Gˇ+ as the subalgebra
spanned by positive root vectors in Gˇ .
Let
∆¯ =
n∑
i=1
∂xi∂yi , η¯ =
n∑
i=1
xiyi. (13.1.18)
Recall
xα = xα11 · · ·xαnn , yβ = yβ11 · · · yβnn for α = (α1, ..., αn), β = (β1, ..., βn) ∈ N n. (13.1.19)
For ℓ1, ℓ2 ∈ N, we denote
A¯ℓ1,ℓ2 = Span{xαyβ | α, β ∈ N n;
n∑
i=1
αi = ℓ1;
n∑
i=1
βi = ℓ2}. (13.1.20)
Define
H¯ℓ1,ℓ2 = {f ∈ A¯ℓ1,ℓ2 | ∆¯(f) = 0}. (13.1.21)
For i ∈ 1, n, we define ε¯i ∈ H¯∗ by
ε¯i(Ej,j) = δi,j for j ∈ 1, n. (13.1.22)
According to Theorem 6.2.4, we have:
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Lemma 13.1.1. Suppose n > 1. For any ℓ1, ℓ2, H¯ℓ1,ℓ2 is a finite-dimensional irre-
ducible G¯ -module with highest-weight vector xℓ11 y
ℓ2
n of weight ℓ1ε1 + ℓ2εn. Moreover,
A¯ =
∞⊕
ℓ1,ℓ2,ℓ3=0
η¯ℓ1H¯ℓ2,ℓ3 (13.1.23)
is a decomposition of irreducible G¯ -submodules.
When n = 1, we have
H¯ℓ,0 = Fx
ℓ
1, H¯0,ℓ = Fy
ℓ
1 for ℓ ∈ N. (13.1.24)
Moreover,
A¯ =
∞⊕
ℓ1,ℓ2=0
(η¯ℓ1H¯ℓ2,0 ⊕ η¯ℓ1H¯0,ℓ2+1). (13.1.25)
Denote
Θ1 =
m∑
i=1
Fθi, Θ2 =
m∑
i=1
Fϑi. (13.1.26)
For ℓ1, ℓ2 ∈ 1, m, we define
Aˇℓ1,ℓ2 = Θ
ℓ1
1 Θ
ℓ2
2 . (13.1.27)
Then Aˇℓ1,ℓ2 is a finite-dimensional Gˇ -module and
Aˇ =
m⊕
ℓ1,ℓ2=0
Aˇℓ1,ℓ2. (13.1.28)
Write
∆ˇ =
m∑
r=1
∂θr∂ϑr , ηˇ =
m∑
r=1
θrϑr. (13.1.29)
Recall the notions
~θr = θ1 · · · θr, ~ϑr = ϑm · · ·ϑr for r ∈ 1, m (13.1.30)
and
~θ0 = 1 = ~ϑm+1. (13.1.31)
For ℓ1, ℓ2 ∈ 0, m, we define
Hˇℓ1,ℓ2 = {f ∈ Aˇℓ1,ℓ2 | ∆ˇ(f) = 0}. (13.1.32)
For r ∈ 1, m, we define ε′r ∈ Hˇ∗ by
ε′r(En+s,n+s) = δr,s for s ∈ 1, m. (13.1.33)
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Moreover, we treat ε′0 = ε
′
m+1 = 0. By Theorem 6.2.5. we have:
Lemma 13.1.2. For 0 ≤ r < s ≤ m+ 1, Hˇr,m+1−s is a finite-dimensional irreducible
Gˇ -module with the highest-weight vector ~θr~ϑs of weight
∑r
p=0 ε
′
p −
∑m+1
q=s ε
′
q. Moreover,
Aˇ =
⊕
0≤r<s≤m+1
s−r−1⊕
ℓ=0
ηˇℓHˇr,m+1−s. (13.1.34)
According to (6.2.38) and (6.2.57), we have:
∆¯η¯ = η¯∆¯ + n+
n∑
i=1
(xi∂xi + yi∂yi), ∆ˇηˇ = ηˇ∆ˇ−m+
m∑
r=1
(θr∂θr + ϑr∂ϑr). (13.1.35)
Set
∆ = ∆¯ + ∆ˇ =
n∑
i=1
∂xi∂yi +
m∑
r=1
∂θr∂ϑr , η = η¯ + ηˇ =
n∑
i=1
xiyi +
m∑
r=1
θrϑr. (13.1.36)
For ℓ1, ℓ2, ℓ3 ∈ N, 0 ≤ r < s ≤ m + 1 and ℓ ∈ 0, s− r − 1, f ∈ H¯ℓ1,ℓ2 and g ∈ Hˇr,m+1−s,
we have
∆(η¯ℓ3 ηˇℓfg) = ℓ3(n+ ℓ1 + ℓ2 + ℓ3 − 1)η¯ℓ3−1ηˇℓfg + ℓ(ℓ+ r − s)η¯ℓ3 ηˇℓ−1fg. (13.1.37)
Suppose r + 1 < s and ℓ ∈ 1, s− r − 1. If
∆(
ℓ∑
p=0
apη¯
pηˇℓ−pfg) = 0, (13.1.38)
then
(ℓ− p)(p+ s− r − ℓ)ap = (p+ 1)(n+ ℓ1 + ℓ2 + p)ap+1 for p ∈ 0, ℓ− 1. (13.1.39)
Thus we can take a0 = (ℓ+ 1)![
∏ℓ+1
ι2=1
(ι2 + n+ ℓ1 + ℓ2 − 1)] and
ap+1 = [
p∏
ι1=0
(ℓ− ι1)(ι1 + s− r − ℓ)][
ℓ+1∏
ι2=p+2
ι2(ι2 + n+ ℓ1 + ℓ2 − 1)] (13.1.40)
for p ∈ 0, ℓ− 1. Denote
ℑ(ℓ1, ℓ2; r, s, ℓ)
= (ℓ+ 1)![
ℓ+1∏
ι2=1
(ι2 + n+ ℓ1 + ℓ2 − 1)]ηˇℓ +
ℓ−1∑
p=0
[
p∏
ι1=0
(ℓ− ι1)(ι1 + s− r − ℓ)]
×[
ℓ+1∏
ι2=p+2
ι2(ι2 + n+ ℓ1 + ℓ2 − 1)]η¯p+1ηˇℓ−p−1. (13.1.41)
420CHAPTER 13. OSCILLATOR REPRESENTATIONS OFGL(N |M) AND OSP (N |2M)
For convenience, we treat
ℑ(ℓ1, ℓ2; r, s, 0) = n+ ℓ1 + ℓ2. (13.1.42)
Write
G = G¯ + Gˇ ∼= gl(n,F)⊕ gl(m,F). (13.1.43)
Then
A =
∞⊕
ℓ1,ℓ2,ℓ3=0
⊕
0≤r<s≤m+1
s−r−1⊕
ℓ=0
(η¯ℓ1H¯ℓ2,ℓ3)(ηˇ
ℓHˇr,m+1−s) (13.1.44)
is a direct sum of irreducible G -submodules. Moreover,
H = {f ∈ A | ∆(f) = 0} (13.1.45)
it is a G -submodule. According to (13.1.37)-(13.1.42),
H =
∞⊕
ℓ2,ℓ3=0
⊕
0≤r<s≤m+1
s−r−1⊕
ℓ=0
ℑ(ℓ2, ℓ3; r, s, ℓ)(H¯ℓ2,ℓ3Hˇr,m+1−s) (13.1.46)
is a direct sum of irreducible G -submodules.
For ℓ, ℓ′ ∈ N, we let
Aℓ,ℓ′ =
∑
ℓ1,ℓ2∈N, ℓ3,ℓ4∈0,m; ℓ1+ℓ3=ℓ, ℓ2+ℓ4=ℓ′
A¯ℓ1,ℓ2Aˇℓ3,ℓ4 (13.1.47)
and
Hℓ,ℓ′ = Aℓ,ℓ′
⋂
H . (13.1.48)
It is straightforward to verify
Ei,j∆ = ∆Ei,j , Ei,jη = ηEi,j for i, j ∈ 1, m+ n (13.1.49)
by (13.1.11), (13.1.12) and (13.1.36). Thus Aℓ,ℓ′ and Hℓ,ℓ′ are gl(n|m)-submodules. More-
over,
Hℓ,ℓ′ =
⊕
ℓ1+r+ℓ3=ℓ, ℓ2+ℓ3+m+1−s=ℓ′
ℑ(ℓ1, ℓ2; r, s, ℓ3)H¯ℓ1,ℓ2Hˇr,m+1−s (13.1.50)
is a direct sum of irreducible G -submodules. Take the Cartan subalgebra H = H¯ + Hˇ of
G (cf. (13.1.16)) and the subspace G+ = G¯++ Gˇ+ (cf. (13.1.17)) spanned by positive root
vectors in G . A G -singular vector v is a nonzero weight vector of G such that G+(v) = 0.
We count singular vector up to a nonzero scalar multiple. Hence we have:
Lemma 13.1.3. The set
{ℑ(ℓ1, ℓ2; r, s, ℓ3)(xℓ11 yℓ2n ~θr~ϑs) | ℓ1, ℓ2 ∈ N; 0 ≤ r < s ≤ m+ 1;
ℓ3 ∈ 0, s− r − 1; ℓ1 + r + ℓ3 = ℓ, ℓ2 + ℓ3 +m+ 1− s = ℓ′} (13.1.51)
is the set of all the G -singular vectors in Hℓ,ℓ′, where ℓ1ℓ2 = ℓ′1ℓ
′
2 = 0 if n = 1.
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13.1.2 Singular Vectors of gl(n|m)
Take H = H¯ + Hˇ as a Cartan subalgebra of the Lie superalgebra gl(n|m) and
gl(n|m)+ = G+ +
n∑
r=1
m∑
s=1
FEr,n+s (13.1.52)
as the subalgebra generated by positive root vectors. A gl(n|m)-singular vector v is a
nonzero weight vector of gl(n|m) such that gl(n|m)+(v) = 0. We count singular vector up
to a nonzero scalar multiple. Assume that x
ℓ′1
1 y
ℓ′2
n
~θr′~ϑs′ is a gl(n|m)-singular vector, where
ℓ′1ℓ
′
2 = 0 when n = 1. If r
′ 6= 0, then
E1,n+r′(x
ℓ′1
1 y
ℓ′2
n
~θr′~ϑs′)
= (x1∂θr′ − ϑr′∂y1)(x
ℓ′1
1 y
ℓ′2
n
~θr′~ϑs′)
= (−1)r′−1xℓ′1+11 yℓ
′
2
n
~θr′−1~ϑs′ − δ1,nℓ′2xℓ
′
1
1 y
ℓ′2−1
n ϑr′
~θr′~ϑs′ 6= 0 (13.1.53)
by the second equation in (13.1.11), which contradicts the definition of singular vector.
So r′ = 0. Suppose ℓ′2 > 0 and s
′ > 1. Again the second equation in (13.1.11) gives
En,n+s′−1(x
ℓ′1
1 y
ℓ′2
n
~ϑs′) = (xn∂θs′−1 − ϑs′−1∂yn)(x
ℓ′1
1 y
ℓ′2
n
~ϑs′)
= −ℓ′2xℓ
′
1
1 y
ℓ′2−1
n
~θr′−1~ϑs′−1 6= 0, (13.1.54)
which is absurd. Thus x
ℓ′1
1 y
ℓ′2
n
~θr′~ϑs′ is a gl(n|m)-singular vector if and only if r′ = 0 and
ℓ′2(s
′ − 1) = 0.
For ℓ1, ℓ2 ∈ N, 1 ≤ r < s− 1 ≤ m and ℓ ∈ 1, s− r − 1,
E1,n+s−1[ℑ(ℓ1, ℓ2; r, s, ℓ)]
= (x1∂θs−1 − ϑs−1∂y1)[ℑ(ℓ1, ℓ2; r, s, ℓ)]
= x1ϑs−1{(ℓ+ 1)![
ℓ+1∏
ι2=1
(ι2 + n+ ℓ1 + ℓ2 − 1)]ℓηˇℓ−1
+
ℓ−2∑
p=0
[
p∏
ι1=0
(ℓ− ι1)(ι1 + s− r − ℓ)]
×(ℓ− p− 1)[
ℓ+1∏
ι2=p+2
ι2(ι2 + n + ℓ1 + ℓ2 − 1)]η¯p+1ηˇℓ−p−2
−
ℓ−1∑
p=0
(p+ 1)[
p∏
ι1=0
(ℓ− ι1)(ι1 + s− r − ℓ)]
×[
ℓ+1∏
ι2=p+2
ι2(ι2 + n + ℓ1 + ℓ2 − 1)]η¯pηˇℓ−p−1}
= ℓ(ℓ+ 1)(n+ ℓ+ ℓ1 + ℓ2 + r − s)ℑ(ℓ1 + 1, ℓ2; r, s− 1, ℓ− 1)x1ϑs−1. (13.1.55)
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Moreover, (13.1.41) yields
ℑ(ℓ1, ℓ2; r, s, ℓ) = (ℓ+ 1)![
ℓ∏
ι1=0
(ι1 + s− r − ℓ)]ηℓ if n+ ℓ+ ℓ1 + ℓ2 + r − s = 0. (13.1.56)
Suppose that ℑ(ℓ1, ℓ2; r, s, ℓ3)(xℓ11 yℓ2n ~θr~ϑs) is a gl(n|m)-singular vector, then
n+ ℓ3 + ℓ1 + ℓ2 + r − s = 0 (13.1.57)
and
ℑ(ℓ1, ℓ2; r, s, ℓ3)(xℓ11 yℓ2n ~θr~ϑs) = cηℓ3xℓ11 yℓ2n ~θr~ϑs, (13.1.58)
where c = (ℓ3 + 1)![
∏ℓ
ι1=0
(ι1 + s− r − ℓ3)] by (13.1.54). Since
Ei,n+r(cη
ℓ3xℓ11 y
ℓ2
n
~θr~ϑs) = cη
ℓ3Ei,n+r(x
ℓ1
1 y
ℓ2
n
~θr~ϑs) (13.1.59)
by (13.1.11), the arguments in (13.1.53) and (13.1.54) show r = ℓ2(s − 1) = 0. On the
other hand, 1 ≤ 1 + r < s. So ℓ2 = 0. According to (13.1.57),
ℓ3 = s− ℓ1 − n. (13.1.60)
Thus we only get the singular vector
ηs−ℓ1−nxℓ11
~ϑs ∈ Hs−n,m+1−n−ℓ1 with s > ℓ1 + n. (13.1.61)
Note n ≤ m by ℓ3 > 0. Moreover, s ≤ m+ 1 implies
s− n,m+ 1− n− ℓ1 ≤ m+ 1− n. (13.1.62)
Furthermore,
(s− n) + (m+ 1− n− ℓ1) = m+ 1− n+ ℓ3 > m+ 1− n. (13.1.63)
This shows that
Hℓ,ℓ′ has a unique gl(n|m)-singular vector if
ℓ > m+ 1− n or ℓ′ > m+ 1− n or ℓ+ ℓ′ ≤ m+ 1− n. (13.1.64)
Suppose n ≤ m and ℓ, ℓ′ ∈ 0, m+ 1− n such that ℓ+ ℓ′ > m+ 1− n. We take
s = n+ ℓ, ℓ1 = m+ 1− n− ℓ′, ℓ3 = ℓ+ ℓ′ + n−m− 1. (13.1.65)
Then
ηℓ+ℓ
′+n−m−1(xm+1−n−ℓ
′
1
~ϑn+ℓ) ∈ Hℓ,ℓ′. (13.1.66)
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Hence
Hℓ,ℓ′ has exactly two gl(n|m)-singular vectors if ℓ+ ℓ′ > m+ 1− n. (13.1.67)
In summary, we have:
Lemma 13.1.4. Let ℓ, ℓ′ ∈ N. If ℓ > m+1−n or ℓ′ > m+1−n or ℓ+ℓ′ ≤ m+1−n,
the gl(n|m)-module Hℓ,ℓ′ has a unique gl(n|m)-singular vector. When ℓ, ℓ′ ≤ m + 1 − n
and ℓ+ ℓ′ > m+1−n, the gl(n|m)-module Hℓ,ℓ′ has exactly two gl(n|m)-singular vectors.
13.1.3 Structure of the Representation for gl(n|m)
Fix ℓ, ℓ′ ∈ N. Let
vℓ,ℓ′ = x
ℓ
1y
ℓ1
n
~ϑs, ℓ1 +m+ 1− s = ℓ′, ℓ1(s− 1) = 0, δn,1ℓℓ1 = 0. (13.1.68)
Lemma 13.1.5. The gl(n|m)-module Hℓ,ℓ′ is generated by vℓ,ℓ′.
Proof. Let M be the gl(n|m)-submodule of Hℓ,ℓ′ generated by vℓ,ℓ′. First consider
n > 1 or ℓ = 0. For any s′ ∈ s+ 1, m+ 1, we have
En+s′−1,nEn+s′−2,n · · ·En+s,n(vℓ,ℓ′) = xℓ1yℓ1+s
′−s
n
~ϑs′ ∈M (13.1.69)
by (13.1.12). In other words,
xℓ1y
ℓ2
n
~ϑs′ ∈M for any ℓ2 ∈ N and s′ ∈ 1, m+ 1
such that ℓ2 +m+ 1− s′ = ℓ′ and δn,1ℓℓ2 = 0. (13.1.70)
If ℓ > 0, then for any 1 ≤ r ≤ min{ℓ, s′ − 1}, we have
En+1,1En+2,1 · · ·En+r,1(xℓ1yℓ2n ~ϑs′) = [
r−1∏
p=0
(ℓ− p)]xℓ−r1 yℓ2n ~θr~ϑs′ ∈M (13.1.71)
by (13.1.12) again. Thus we have showed that
xℓ31 y
ℓ2
n
~θr~ϑs′ ∈M whenever r + ℓ3 = ℓ, ℓ2 +m+ 1− s′ = ℓ′, δn,1ℓ2ℓ3 = 0 (13.1.72)
for ℓ2, ℓ3 ∈ N and 0 ≤ r < s′ ≤ m+ 1. Recall the Lie algebra G defined in (13.1.42). As
G -modules, ∑
r+ℓ3=ℓ, ℓ2+m+1−s′=ℓ′
Hˇℓ3,ℓ2H¯r,m+1−s′ ⊂M. (13.1.73)
For i ∈ N+ 1, we define
H (i)ℓ,ℓ′ = {f ∈ Hℓ,ℓ′ | ∆¯i(f) = 0.} (13.1.74)
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First
H (1)ℓ,ℓ′ =
∑
r+ℓ3=ℓ, ℓ2+m+1−s′=ℓ′
Hˇℓ3,ℓ2H¯r,m+1−s′ ⊂M. (13.1.75)
Denote
kℓ,ℓ′ = min{ℓ, ℓ′}. (13.1.76)
We have
H
(kℓ,ℓ′+1)
ℓ,ℓ′ = Hℓ,ℓ′ (13.1.77)
by (13.1.48). Let ℓ1, ℓ2,∈ N, 0 ≤ r′ + 1 < s′ ≤ m + 1 and ℓ3 ∈ 1, s′ − r′ − 1 such that
ℓ1 + ℓ3 + r
′ = ℓ and ℓ2 + ℓ3 +m+ 1− s′ = ℓ′. Then
ℑ(ℓ1, ℓ2; r′, s′, ℓ3)(xℓ11 yℓ2n ~θr′~ϑs′) ∈ H (ℓ3+1)ℓ,ℓ′ (13.1.78)
and
∆¯ℓ3ℑ(ℓ1, ℓ2; r′, s′, ℓ3)(xℓ11 yℓ2n ~θr′~ϑs′) = c(ℓ1, ℓ2; r′, s′, ℓ3)xℓ11 yℓ2n ~θr′~ϑs′ (13.1.79)
with
c(ℓ1, ℓ2; r
′, s′, ℓ3) = ℓ3(n+ℓ1+ℓ3+ℓ3−1)(n+ℓ1+ℓ2+ℓ3)(ℓ3+1)![
ℓ3∏
p=1
(s′−r′−p)] (13.1.80)
by (13.1.35) and (13.1.41). On the other hand,
xℓ1+ℓ31 y
ℓ2
n
~θr′~ϑs′−ℓ3 ∈M with δn,1ℓ2 = 0 (13.1.81)
by (13.1.73) and
M ∋ f = En+s′−1,1En+s′−2,1 · · ·En+s′−ℓ3,1(xℓ1+ℓ31 yℓ2n ~θr′~ϑs′−ℓ3)
= (−1)r′ℓ3xℓ1+ℓ31 yℓ31 yℓ2n ~θr′~ϑs′ + yℓ2n
ℓ3−1∑
i=0
ζiy
i
1 (13.1.83)
with ζ0, ..., ζℓ3−1 ∈ F[x1]Aˇ (cf. (13.1.15)). Moreover,
∆¯ℓ3 [(ℓ3!)
2
(
ℓ1 + ℓ3
ℓ3
)
ℑ(ℓ1, ℓ2; r′, s′, ℓ3)(xℓ11 yℓ2n ~θr′~ϑs′)
−(−1)r′ℓ3c(ℓ1, ℓ2; r′, s′, ℓ3)f ] = 0. (13.1.84)
Hence
ℑ(ℓ1, ℓ2; r′, s′, ℓ3)(H¯ℓ1,ℓ2Hˇr′,m+1−s′) ⊂ H (ℓ3)ℓ,ℓ′ +M. (13.1.85)
By (13.1.50) and induction on i, we have
H (i)ℓ,ℓ′ ⊂M for any i ∈ N + 1. (13.1.86)
According to (13.1.77), Hℓ,ℓ′ = M . So Hℓ,ℓ′ is generated by vℓ,ℓ′. ✷
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Theorem 13.1.6. Let ℓ, ℓ′ ∈ N. The space Hℓ,ℓ′ is an irreducible gl(n|m)-module if
and only if ℓ > m+1−n or ℓ′ > m+1−n or ℓ+ℓ′ ≤ m+1−n. When |ℓ−ℓ′| > m+1−n
or ℓ+ ℓ′ ≤ m+ 1− n, Aℓ,ℓ′ =
⊕kℓ,ℓ′
i=0 η
iHℓ−i,ℓ′−i is a decomposition of irreducible gl(n|m)-
submodules.
Proof. According to (13.1.67), a necessary condition for Hℓ,ℓ′ to be an irreducible
gl(n|m)-module is ℓ > m + 1 − n or ℓ′ > m+ 1 − n or ℓ + ℓ′ ≤ m + 1 − n. To prove the
sufficiency, we suppose that ℓ > m + 1 − n or ℓ′ > m + 1 − n or ℓ + ℓ′ ≤ m + 1 − n.
Let V be a nonzero gl(n|m)-submodule of Hℓ,ℓ′. According to Lemma 13.1.4, Hℓ,ℓ′ has
a unique singular vector vℓ,ℓ′ (cf. (13.1.68)). Since V is finite-dimensional, it contains a
singular vector. So vℓ,ℓ′ ∈ V . Lemma 13.1.5 says V = Hℓ,ℓ′. Hence Hℓ,ℓ′ is an irreducible
gl(n|m)-module.
Let ℓ1, ℓ2 ∈ N and 0 ≤ r < s ≤ m+1 such that n+ ℓ1+ ℓ2+ r−s ≥ 0 and δn,1ℓ1ℓ2 = 0.
For any ℓ4 ∈ N+ 1 and ℓ3 ∈ 0, s− r − 1,
∆ℓ4+1(ηℓ4ℑ(ℓ1, ℓ2; r, s, ℓ3)xℓ11 yℓ2n ~θr~ϑs) = 0 (13.1.87)
and
∆ℓ4(ηℓ4ℑ(ℓ1, ℓ2; r, s, ℓ3)xℓ11 yℓ2n ~θr~ϑs)
= ℓ4![
ℓ4∏
i=1
(n+ i+ ℓ1 + 2ℓ3 + r − s)]ℑ(ℓ1, ℓ2; r, s, ℓ3)(xℓ11 yℓ2n ~θr~ϑs) 6= 0 (13.1.88)
by (13.1.35). Thus the set
{ηℓ4ℑ(ℓ1, ℓ2; r, s, ℓ3)xℓ11 yℓ2n ~θr~ϑs | ℓ4 ∈ N, ℓ3 ∈ 0, s− r − 1} (13.1.89)
is linearly independent.
Note that
ηˇs−rxℓ11 y
ℓ2
n
~θr~ϑs = 0 (13.1.90)
by (13.1.29) and (13.1.30). So for any k ∈ N,
Span{ηℓ4ℑ(ℓ1, ℓ2; r, s, ℓ3)xℓ11 yℓ2n ~θr~ϑs | ℓ4 ∈ N, ℓ3 ∈ 0, s− r − 1; ℓ3 + ℓ4 = k}
⊂ Span{η¯ℓ5 ηˇℓ6xℓ11 yℓ2n ~θr~ϑs | ℓ5 ∈ N; ℓ6 ∈ 0, s− r − 1; ℓ5 + ℓ6 = k}. (13.1.91)
But the linear independency of (13.1.89) implies that the above subspaces have the same
dimension. Thus
Span{ηℓ4ℑ(ℓ1, ℓ2; r, s, ℓ3)xℓ11 yℓ2n ~θr~ϑs | ℓ4 ∈ N, ℓ3 ∈ 0, s− r − 1}
= Span{η¯ℓ5 ηˇℓ6xℓ11 yℓ2n ~θr~ϑs | ℓ5 ∈ N; ℓ6 ∈ 0, s− r − 1}. (13.1.92)
Therefore, as G -modules,
s−r−1⊕
ℓ3=0
∞∑
ℓ4=0
ηℓ4ℑ(ℓ1, ℓ2; r, s, ℓ3)H¯ℓ1,ℓ2Hˇr,m+1−s =
s−r−1⊕
ℓ5=0
∞∑
ℓ6=0
η¯ℓ5 ηˇℓ6H¯ℓ1,ℓ2Hˇr,m+1−s. (13.1.93)
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Assume that |ℓ− ℓ′| > m + 1 − n or ℓ + ℓ′ ≤ m+ 1 − n. According to (13.1.44) and
(13.1.92), the G -module
Aℓ,ℓ′ = Span{η¯ℓ5 ηˇℓ6H¯ℓ1,ℓ2Hˇr,m+1−s | ℓ1, ℓ2, ℓ6 ∈ N;
0 ≤ r < s ≤ m+ 1; ℓ5 ∈ 0, s− r − 1; δn,1ℓ1ℓ2 = 0;
ℓ1 + ℓ5 + ℓ6 + r = ℓ, ℓ2 + ℓ5 + ℓ6 +m+ 1− s = ℓ′}
= Span{ηℓ4ℑ(ℓ1, ℓ2; r, s, ℓ3)H¯ℓ1,ℓ2Hˇr,m+1−s | ℓ1, ℓ2, ℓ6 ∈ N;
δn,1ℓ1ℓ2 = 0; 0 ≤ r < s ≤ m+ 1; ℓ5 ∈ 0, s− r − 1;
ℓ1 + ℓ3 + ℓ4 + r = ℓ, ℓ2 + ℓ3 + ℓ4 +m+ 1− s = ℓ′}. (13.1.94)
According to (13.1.50), (13.1.93) and (13.1.94),
Aℓ,ℓ′ =
kℓ,ℓ′⊕
i=0
ηiHℓ−i,ℓ′−i (13.1.95)
(cf. (13.1.76)). Let i ∈ 0, kℓ,ℓ′. If |ℓ− ℓ′| > m+ 1− n, then
ℓ− i ≥ |ℓ− ℓ′| > m+ 1− n or ℓ′ − i ≥ |ℓ− ℓ′| > m+ 1− n. (13.1.96)
When ℓ + ℓ′ ≤ m+ 1− n,
(ℓ− i) + (ℓ′ − i) = ℓ+ ℓ′ − 2i ≤ m+ 1− n. (13.1.97)
Thus all Hℓ−i,ℓ′−i are irreducible gl(n|m)-submodules. Hence (13.1.94) is a direct sum of
irreducible gl(n|m)-submodules. ✷
Denote Γ0 = ∅ and
Γℓ = {~j = (j1, j2, .., jℓ) | 1 ≤ j1 < j2 < · · · < jℓ ≤ m} for ℓ ∈ 1, m. (13.1.98)
Moreover, we set
θ∅ = ϑ∅ = 1, θ~j = θj1θj2 · · · θjℓ , ϑ~j = ϑj1ϑj2 · · ·ϑjℓ . (13.1.99)
Then the set
{
∞∑
i=0
(−1)ixi1yi1∏i
r=1(α1 + i)(β1 + i)
(
n∑
s=2
∂x2∂y2 +
m∑
r=1
∂θr∂ϑr)
i(xαyβθ~jϑ~k) | α, β ∈ Nn;
~j ∈ Γℓ1;~k ∈ Γℓ2;α1β1 = 0; ℓ1, ℓ2 ∈ 0, m; |α|+ ℓ1 = ℓ; |β|+ ℓ2 = ℓ′} (13.1.100)
forms a basis of Hℓ,ℓ′ by Lemma 6.1.1 with T1 = ∂x1∂y1 , T2 = ∆−T1 and T−1 =
∫
(x1)
∫
(y1)
.
Remark 13.1.7. If ℓ, ℓ′ ≤ m + 1 − n and ℓ + ℓ′ > m + 1 − n, then Hℓ,ℓ′ is an
indecomposable gl(n|m)-module. In fact, Hℓ,ℓ′
⋂
ηAℓ−1,ℓ′−1 6= {0}. This also shows that
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Aℓ,ℓ′ is not completely reducible when |ℓ−ℓ′| ≤ m+1−n and ℓ+ℓ′ > m+1−n. It can be
verified that the space F∆+ F[∆, η] + Fη also forms an operator Lie algebra isomorphic
to sl(2,F). The above theorem establishes a supersymmetric (sl(2,F), gl(n|m)) Howe
duality on the homogeneous subspaces Aℓ,ℓ′ with ℓ, ℓ
′ ∈ N such that |ℓ− ℓ′| > m+ 1− n
or ℓ+ ℓ′ ≤ m+ 1− n.
13.2 Noncanonical oscillator Representations of gl(n|m)
In this section, we study Z2-graded oscillator generalizations of the canonical oscillator
representations of gl(n|m)) presented in the last section.
Fix the integers 1 < n1 + 1 < n2 ≤ n. Recall the symmetry
[∂xr , xr] = 1 = [−xr, ∂xr ], [∂ys , ys] = 1 = [−ys, ∂ys ]. (13.2.1)
Changing operators ∂xr 7→ −xr, xr 7→ ∂xr for r ∈ 1, n1 and ∂ys 7→ −ys, ys 7→ ∂ys for
s ∈ n2 + 1, n in (13.1.11) and (13.1.12), we get a new representation of gl(n|m) on A
determined by
Ei,j|A = Exi,j − Eyj,i, En+r,n+s|A = θr∂θs − ϑs∂ϑr (13.2.2)
with
Exi,j|A =

−xj∂xi − δi,j if i, j ∈ 1, n1;
∂xi∂xj if i ∈ 1, n1, j ∈ n1 + 1, n;
−xixj if i ∈ n1 + 1, n, j ∈ 1, n1;
xi∂xj if i, j ∈ n1 + 1, n
(13.2.3)
and
Eyi,j |A =

yi∂yj if i, j ∈ 1, n2;
−yiyj if i ∈ 1, n2, j ∈ n2 + 1, n;
∂yi∂yj if i ∈ n2 + 1, n, j ∈ 1, n2;
−yj∂yi − δi,j if i, j ∈ n2 + 1, n;
(13.2.4)
Ei,n+r|A =

∂xi∂θr − ϑr∂yi if i ∈ 1, n1;
xi∂θr − ϑr∂yi if i ∈ n1 + 1, n2;
xi∂θr + yiϑr if i ∈ n2 + 1, n;
(13.2.5)
En+r,i|A =

−xiθr + yi∂ϑr if i ∈ 1, n1;
θr∂xi + yi∂ϑr if i ∈ n1 + 1, n2;
θr∂xi + ∂yi∂ϑr if i ∈ n2 + 1, n
(13.2.6)
for i, j ∈ 1, n and r, s ∈ 1, m.
The Laplace operator in (13.1.18) changes to
∆¯n1,n2 = −
n1∑
i=1
xi∂yi +
n2∑
r=n1+1
∂xr∂yr −
n∑
s=n2+1
ys∂xs (13.2.7)
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and its dual changes to
η¯ =
n1∑
i=1
yi∂xi +
n2∑
r=n1+1
xryr +
n∑
s=n2+1
xs∂ys . (13.2.8)
We take (13.1.29) and then supersymmetric Laplace operator
∆n1,n2 = ∆¯n1,n2 + ∆ˇ = −
n1∑
i=1
xi∂yi +
n2∑
r=n1+1
∂xr∂yr −
n∑
s=n2+1
ys∂xs +
m∑
r=1
∂θr∂ϑr (13.2.9)
and its dual
η = η¯ + ηˇ =
n1∑
i=1
yi∂xi +
n2∑
r=n1+1
xryr +
n∑
s=n2+1
xs∂ys +
m∑
r=1
θrϑr. (13.2.10)
Then with respect to the representation in (13.2.2)-(13.2.6), we have
Ei,j∆n1,n2 = ∆n1,n2Ei,j, Ei,jη = ηEi,j for i, j ∈ 1, m+ n. (13.2.11)
Moreover, we take the settings in (13.1.13), (13.1.15)-(13.1.7) and (13.1.19).
Denote
A¯〈ℓ1,ℓ2〉 = Span{xαyβ | α, β ∈ Nn;
n∑
r=n1+1
αr −
n1∑
i=1
αi = ℓ1;
n2∑
i=1
βi −
n∑
r=n2+1
βr = ℓ2} (13.2.12)
for ℓ1, ℓ2 ∈ Z. Then A¯〈ℓ1,ℓ2〉 forms a G¯ -submodule. Moreover, for ℓ, ℓ′ ∈ Z, we let
A〈ℓ,ℓ′〉 =
∑
ℓ1,ℓ2∈Z, ℓ3,ℓ4∈0,m; ℓ1+ℓ3=ℓ, ℓ2+ℓ4=ℓ′
A¯〈ℓ1,ℓ2〉Aˇℓ3,ℓ4. (13.2.13)
It can be verified that A〈ℓ,ℓ′〉 forms a gl(n|m)-submodule. Define
H = {f ∈ A | ∆n1,n2(f) = 0}, H〈ℓ1,ℓ2〉 = H
⋂
A〈ℓ1,ℓ2〉. (13.2.14)
By (13.2.11), H〈ℓ,ℓ′〉 forms a gl(n|m)-submodule of A〈ℓ,ℓ′〉. According to (6.6.16) and
(6.6.17), we have:
Lemma 13.2.1. The nonzero vectors in
{F[η¯](xm1i ym2j ) | m1, m2 ∈ N; i = n1, n1 + 1; j = n2, n2 + 1− δn2,n} (13.2.15)
are all the singular vectors of G¯ (cf. (13.1.15)-(13.1.17)) in A¯ (cf. (13.1.13)).
Recall G = G¯ + Gˇ (cf. (13.1.15)). Take the Cartan subalgebra H = H¯ + Hˇ of G
(cf. (13.1.16)) and the subspace G+ = G¯+ + Gˇ+ (cf. (13.1.17)) spanned by positive root
vectors in G . Then the nonzero vectors in
{F[η¯, ηˇ](xm1i ym2j ~θr~ϑs) | m1, m2 ∈ N; i = n1, n1 + 1;
j = n2, n2 + 1− δn2,n; 0 ≤ r < s ≤ m+ 1} (13.2.16)
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are all the G -singular vectors in A . Choose H as a Cartan subalgebra of the Lie superal-
gebra gl(n|m) and gl(n|m)+ = G+ +
∑n
r=1
∑m
s=1 FEr,n+s as the subalgebra generated by
positive root vectors.
Fix ℓ, ℓ′ ∈ Z. Then a gl(n|m)-singular vector in Aℓ,ℓ′ must be of the form
f =
min{s−r−1,ℓ1}∑
p=0
bpη¯
ℓ1−pηˇp(xm1i y
m2
j
~θr~ϑs), (13.2.17)
where ℓ1, m1, m2 ∈ N, 0 ≤ r < s ≤ m+ 1, bp ∈ F and
(i, j) ∈ {(n1, n2), (n1, n2 + 1− δn2,n), (n1 + 1, n2), (n1 + 1, n2 + 1− δn2,n)}. (13.2.18)
Suppose that ℓ1 = 0 or s− r− 1 = 0. Then we can assume f = xm1i ym2j ~θr~ϑs. If r 6= 0,
then (13.2.5) implies
En1+1,n+r(f) = (−1)r−1xn1+1xm1i ym2j ~θr−1~ϑs 6= 0, (13.2.19)
which is absurd. So r = 0. Assume that m2 > 0, s > 1 and j = n2. According to (13.2.5),
En2,n+1(f) = −m2xm1i ym2−1j ϑ1~ϑs 6= 0, (13.2.20)
which leads a contradiction. Hence m2(s− 1) = 0 if j = n2. If n2 < n, then we have
En2+1,n+1(f) = x
m1
i y
m2
j yn2+1ϑ1
~ϑs 6= 0 (13.2.21)
by (13.2.5), which is absurd. Thus s = 1. In summary,
f = xm1i y
m2
j
~ϑs with s = 1 or n2 = n and m2 = 0. (13.2.22)
Consider the case ℓ1 > 0 and s−r−1 > 0. By (13.2.5) and the fact ηˇs−r−1ϑr+1~θr~ϑs = 0,
we have
0 = En1+1,n+r+1(f) = (xn1+1∂θr+1 − ϑr+1∂yn1+1)(f)
= [
min{s−r−1,ℓ1}∑
p=1
pbpη¯
ℓ1−pηˇp−1 −
min{s−r−1,ℓ1}−1∑
p=0
(ℓ1 − p)bpη¯ℓ1−p−1ηˇp(xm1i ym2j ~θr~ϑs)]
×xn1+1ϑr+1xm1i ym2j ~θr~ϑs, (13.2.23)
which implies
f = b0(η¯ + ηˇ)
ℓ1(xm1i y
m2
j
~θr~ϑs) = b0η
ℓ1(xm1i y
m2
j
~θr~ϑs). (13.2.24)
The arguments in the previous paragraph and (13.2.11) give:
Lemma 13.2.2. Any gl(n|m)-singular vector in A〈ℓ,ℓ′〉 must be of the form:
ηℓ1(xm1i y
m2
j
~ϑs) with ℓ1, m1, m2 ∈ N, s ∈ 1, m+ 1 and (13.2.18) (13.2.25)
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such that s = 1 or n2 = n and m2 = 0.
We define
D˜ =
n∑
r=n1+1
xr∂xr −
n1∑
i=1
xi∂xi , D˜
′ =
n2∑
i=1
yi∂yi −
n∑
r=n2+1
yr∂yr . (13.2.26)
Then
A¯〈ℓ,ℓ′〉 = {f ∈ A¯ | D˜(f) = ℓf ; D˜′(f) = ℓ′f}. (13.2.27)
We calculate
∆¯n1,n2 η¯ = η¯∆¯n1,n2 + n2 − n1 + D˜ + D˜′. (13.2.28)
For ℓ1 ∈ N+ 1 and f ∈ H〈ℓ,ℓ′〉 (cf. (13.2.19)), (13.1.35) and (13.2.28) imply
∆n1,n2η
ℓ1(f) = ℓ1(n2 − n1 −m+ ℓ+ ℓ′ + ℓ1 − 1)ηℓ1−1(f). (13.2.29)
Thus
∆n1,n2η
ℓ1(f) = 0⇐⇒ ℓ+ ℓ′ ≤ n1 +m− n2 and ℓ1 = n1+m− n2 − ℓ− ℓ′ + 1. (13.2.30)
If the condition holds, then
ηℓ1(f) ∈ H〈n1+m−n2−ℓ′+1,n1+m−n2−ℓ+1〉. (13.2.31)
Moreover,
(n1 +m− n2 − ℓ′ + 1) + (n1 +m− n2 − ℓ+ 1) ≥ n1 +m− n2 + 2. (13.2.32)
Observe that
xm1n1 y
m2
n2
~ϑs ∈ H〈−m1,m+1+m2−s〉, xm1n1 ym2n2+1~ϑ1 ∈ H〈−m1,m−m2〉, (13.2.33)
xm1n1+1y
m2
n2
~ϑs ∈ H〈m1,m+1+m2−s〉, xm1n1+1ym2n2+1~ϑ1 ∈ H〈m1,m−m2〉. (13.2.34)
By Lemma 13.2.2,
any nonzero H〈ℓ,ℓ′〉 contains a singular vector of the form x
m1
i y
m2
j
~ϑs, (13.2.35)
where s = 1 or n2 = n and m2 = 0.
Now we consider f = xm1i y
m2
j
~ϑs with m1, m2 ∈ N, s ∈ 1, m+ 1 and (13.2.18) such
that s = 1 or n2 = n and m2 = 0. Assume ∆n1,n2η
ℓ1(f) = 0 for some ℓ1 ∈ N+ 1.
Case 1. (i, j) = (n1, n2).
In this subcase, ℓ = −m1 and ℓ′ = m2+m+1−s by (13.2.33). Thus m2−m1+1−s ≤
n1 − n2 and ℓ1 = n1 +m1 + s− n2 −m2 by (13.2.30). So
ηℓ1(f) ∈ H〈n1+s−n2−m2,n1+m1−n2+m+1〉. (13.2.36)
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Case 2. (i, j) = (n1, n2 + 1).
In this subcase s = 1, ℓ = −m1 and ℓ′ = m−m2 by (13.2.33). Thus m1+m2 ≥ n2−n1
and ℓ1 = n1 +m1 +m2 − n2 + 1 by (13.2.30). Hence
ηℓ1(f) ∈ H〈n1+m2−n2+1,n1+m1−n2+m+1〉. (13.2.37)
Case 3. (i, j) = (n1 + 1, n2).
In this subcase, ℓ = m1 and ℓ
′ = m2+m+1− s by (13.2.34). Thus m2+m1+1− s ≤
n1 − n2 and ℓ1 = n1 −m1 + s− n2 −m2 by (13.2.30). So
ηℓ1(f) ∈ H〈n1+s−n2−m2,n1−m1−n2+m+1〉. (13.2.38)
Case 4. (i, j) = (n1 + 1, n2 + 1).
In this subcase s = 1, ℓ = m1 and ℓ
′ = m−m2 by (13.2.34). Thus m1−m2 ≤ n1− n2
and ℓ1 = n1 −m1 +m2 − n2 + 1 by (13.2.30). Hence
ηℓ1(f) ∈ H〈n1+m2−n2+1,n1−m1−n2+m+1〉. (13.2.39)
Thus we obtain:
Lemma 13.2.3. A nonzero gl(n|m)-module H〈ℓ,ℓ′〉 has a unique singular vector if and
only if ℓ + ℓ′ ≤ n1 + m + 1 − n2 or ℓ 6∈ n1 + 1− n, n1 +m+ 1− n and n2 = n. If the
condition holds, the unique singular vector is of the form xm1i y
m2
j
~ϑs with (13.2.11), where
s = 1 or n2 = n and m2 = 0.
Fix H〈ℓ,ℓ′〉 6= {0}. Assume
vℓ,ℓ′ = x
m1
i y
m2
j
~ϑs ∈ H〈ℓ,ℓ′〉 (13.2.40)
for some (i, j) in (13.2.18), m1, m2 ∈ N and s ∈ 1, m+ 1 such that s = 1 or n2 = n and
m2 = 0.
Lemma 13.2.4. As a gl(n|m)-module, H〈ℓ,ℓ′〉 is generated by vℓ,ℓ′.
Proof. Denote
Γ˜ = {α˜ = (αn1+1, ..., αn2) ∈ Nn2−n1}, |α˜| =
n2−n1∑
i=1
αn1+i. (13.2.41)
Set
A˜ = Aˇ [xn1+1, ..., xn2 , yn1+1, ..., yn2], (13.2.42)
H˜〈ℓ1,ℓ2〉 = A˜
⋂
H〈ℓ1,ℓ2〉, (13.2.43)
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∆˜n1,n2 = −
n1∑
i=1
xi∂yi +
n2∑
r=n1+2
∂xr∂yr −
n∑
s=n2+1
ys∂xs + ∆ˇ. (13.2.44)
Then ∆n1,n2 = ∂xn1+1∂yn1+1 + ∆˜n1,n2. For any k1, k2 ∈ N, we define the operator
Tk1,k2 =
∞∑
i=0
(−1)ixk1+in1+1yk2+in1+1∏i
r=1(k1 + r)(k2 + r)
∆˜in1,n2. (13.2.45)
Then Lemma 6.1.1 yields
H〈ℓ,ℓ′〉 = Span{Tαn1+1,βn1+1([
∏
i 6=n1+1
xαii y
βi
i ])θ~jϑ~k) | α, β ∈ Nn;
~j ∈ Γℓ1 ;~k ∈ Γℓ2 ; ℓ1, ℓ2 ∈ 0, m;αn1+1βn1+1 = 0;
n∑
s=n1+1
αs −
n1∑
r=1
αr + ℓ1 = ℓ;
n2∑
r=1
βr −
n∑
s=n2+1
βs + ℓ2 = ℓ
′}, (13.2.46)
H˜〈ℓ,ℓ′〉 = Span{Tαn1+1,βn1+1([
n2∏
i=n1+2
xαii y
βi
i ])θ~jϑ~k) | α˜, β˜ ∈ Γ˜;~j ∈ Γℓ1;~k ∈ Γℓ2;
αn1+1βn1+1 = 0; ℓ1, ℓ2 ∈ 0, m; |α˜|+ ℓ1 = ℓ; |β˜|+ ℓ2 = ℓ′}. (13.2.47)
Write
G1 =
n1∑
i,j=1
FEi,j , G2 =
n∑
r,s=n2+1
FEr,s, (13.2.48)
G3 =
∑
n1+16=i,j∈1,n2
FEi,j, G4 =
n∑
r,s=n1+2
FEr,s. (13.2.49)
Then
ξ∆˜n1,n2 = ∆˜n1,n2ξ for ξ ∈ Gi, i ∈ 1, 4. (13.2.50)
Denote by V the gl(n|m)-submodule of H〈ℓ,ℓ′〉 generated by vℓ,ℓ′. By (13.2.2)-(13.2.4)
−En1+1,n1 |A = xn1xn1+1 + yn1∂yn1+1, En2+1,n2|A = xn2+1∂xn2 + yn2yn2+1. (13.2.51)
According to (13.2.5) and (13.2.6),
En2,n+r = −xn2∂θr + ϑr∂yn2 , En+r,n2 = θr∂xn2 + yn2∂ϑr for r ∈ 1, m. (13.2.52)
Repeatedly applying the operators in (13.2.51) and (13.2.52) to vℓ,ℓ′, we obtain
xp1n1x
p2
n1+1
yp3n2y
p4
n2+1
~ϑs′ ∈ V (13.2.53)
for pi ∈ N and s′ ∈ 1, m+ 1 such that
p2 − p1 = ℓ, p3 − p4 +m+ 1− s′ = ℓ′, p3(s′ − 1) = 0. (13.2.54)
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Lemma 13.1.5, (13.1.69), and (13.2.43) tell us that
xp1n1y
p4
n2+1H˜p2,p3+m+1−s′ ⊂ V. (13.2.55)
Recall that U(Gi) stands for the universal enveloping of the Lie algebra Gi. Applying
U(G1) and U(G2) to (13.2.55), we get
[
n1∏
ι1=1
x
αι1
ι1 ][
n∏
ι2=n2+1
y
βι2
ι2 ]H˜〈p2,p3+m+1−s′〉 ⊂ V (13.2.56)
for any (α1, ..., αn1) ∈ Nn1 and (βn2+1, ..., βn) ∈ Nn−n2 such that
∑n1
ι1=1
αι1 = p1 and∑n
ι2=n2+1
βι2 = p4. Applying U(G3) to (13.2.56), we obtain
Tαn1+1,βn1+1([
∏
i 6=n1+1
xαii y
βi
i ])θ~jϑ~k) ∈ V (13.2.57)
by (13.2.47) and (13.2.50), where α, β,~j,~k are as those in (13.2.46) and αn2+1 = · · · =
αn = 0. Finally, we get (13.2.57) with any α, β,~j,~k in (13.2.46) by (13.2.50) and applying
U(G4). According to (13.2.46), V = H〈ℓ,ℓ′〉. ✷
Theorem 13.2.5. Let ℓ, ℓ′ ∈ Z such that ℓ′ ≥ 0 if n2 = n. The gl(n|m)-module H〈ℓ,ℓ′〉
is irreducible if and only if ℓ+ ℓ′ ≤ n1+m+1−n2 or ℓ 6∈ n1 + 1− n, n1 +m+ 1− n and
n2 = n. When ℓ+ ℓ
′ ≤ n1+m+1−n2, A〈ℓ,ℓ′〉 =
⊕∞
i=0 η
i(H〈ℓ−i,ℓ′−i〉) is the decomposition
of irreducible gl(n|m)-submodules if n2 < n, and A〈ℓ,ℓ′〉 =
⊕ℓ′
i=0 η
i(H〈ℓ−i,ℓ′−i〉) is the
decomposition of irreducible gl(n|m)-submodules if n2 = n.
Proof. Suppose ℓ+ ℓ′ ≤ n1+m+1−n2 or ℓ 6∈ n1 + 1− n, n1 +m+ 1− n and n2 = n.
Let V be a nonzero submodule of H〈ℓ,ℓ′〉. According to Lemma 13.2.3, the vector vℓ,ℓ′ in
(13.2.40) is the unique singular vector of H〈ℓ,ℓ′〉. Since gl(n|m)+ in (13.1.52) is locally
nilpotent by (13.2.2)-(13.2.6), V contains a singular vector. So vℓ,ℓ′ ∈ V . By Lemma
13.2.4, V = H〈ℓ,ℓ′〉; that is, H〈ℓ,ℓ′〉 is irreducible. The necessity also follows from Lemma
12.2.3.
Assume ℓ + ℓ′ ≤ n1 + m + 1 − n2. Since ∆n1,n2 is locally nilpotent by (13.2.9) and
(13.2.10), for any 0 6= u ∈ A〈ℓ,ℓ′〉, there exists an element κ(u) ∈ N such that
∆κ(u)n1,n2(u) 6= 0 and ∆κ(u)+1n1,n2 (u) = 0. (13.2.58)
Set
Ψ =
{ ∑∞
i=0 η
i(H〈ℓ−i,ℓ′−i〉) if n2 < n,∑ℓ′
i=0 η
i(Hℓ−i,ℓ′−i) if n2 = n.
(13.2.59)
Given 0 6= u ∈ A〈ℓ,ℓ′〉, κ(u) = 1 implies u ∈ H〈ℓ,ℓ′〉 ⊂ Ψ. Suppose that u ∈ Ψ whenever
κ(u) < r for some positive integer r. Assume κ(u) = r. First
v = ∆rn1,n2(u) ∈ H〈ℓ−r,ℓ′−r〉 ⊂ Ψ. (13.2.60)
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Note
∆rn1,n2[η
r(v)] = r![
r∏
i=1
(n2 − n1 −m+ ℓ + ℓ′ − r − i)]v (13.2.61)
by (13.2.29). Thus we have either
u =
1
r![
∏r
i=1(n2 − n1 −m+ ℓ+ ℓ′ − r − i)]
ηr(v) ∈ Ψ (13.2.62)
or
κ
(
u− 1
r![
∏r
i=1(n2 − n1 −m+ ℓ+ ℓ′ − r − i)]
ηr(v)
)
< r. (13.2.63)
By induction,
u− 1
r![
∏r
i=1(n2 − n1 −m+ ℓ+ ℓ′ − r − i)]
ηr(v) ∈ Ψ, (13.2.64)
which implies u ∈ Ψ. Therefore, we have Ψ = A〈ℓ,ℓ′〉. Since all ηi(H〈ℓ−i,ℓ′−i〉) have distinct
highest weights, the sums in (13.2.58) are direct sums. ✷
Remark 13.2.6. If ℓ + ℓ′ > n1 + m + 1 − n2 and ℓ ∈ n1 + 1− n, n1 +m+ 1− n
when n2 = n, the gl(n|m)-module H〈ℓ,ℓ′〉 is indecomposable. When n2 < n and ℓ + ℓ′ >
n1+m+1−n2, A〈ℓ,ℓ′〉 is not completely reducible. With the settings (13.2.9) and (13.2.10),
the space F∆n1,n2 + F[∆n1,n2, η] + Fη again forms an operator Lie algebra isomorphic to
sl(2,F). The above theorem establishes a supersymmetric (sl(2,F), gl(n|m)) Howe duality
on the homogeneous subspaces A〈ℓ,ℓ′〉 with ℓ, ℓ′ ∈ Z such that ℓ + ℓ′ ≤ n1 +m + 1 − n2
and ℓ′ ≥ 0 if n2 = n.
Recall the notations in (13.1.99) and (13.1.100). The set
{
∞∑
i=0
(−1)ixin1+1yin1+1∏i
r=1(αn1+1 + r)(βn1+1 + r)
(∆n1,n2 − ∂xn1+1∂yn1+1)i(xαyβθ~jϑ~k)
| α, β ∈ Nn;~j ∈ Γℓ1;~k ∈ Γℓ2;αn1+1βn1+1 = 0; ℓ1, ℓ2 ∈ 0, m;
n∑
r=n1+1
αr −
n1∑
i=1
αi + ℓ1 = ℓ;
n2∑
i=1
βi −
n∑
r=n2+1
βr + ℓ2 = ℓ
′} (13.2.65)
forms a basis of H〈ℓ,ℓ′〉 by Lemma 6.1.1.
13.3 Oscillator Representations of osp(2n|2m)
In this section, we use the results in last two sections to study the corresponding the even
ortho-symplectic Lie superalgebras.
Set
K0 =
n∑
i,j=1
F(Ei,j − En+j,n+i) +
m∑
r,s=1
F(E2n+r,2n+s − E2n+m+s,2n+m+r), (13.3.1)
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K1 =
n∑
i=1
m∑
r=1
[F(Ei,2n+r − E2n+m+r,n+i) + F(E2n+r,i + En+i,2n+m+r)]. (13.3.2)
Then K = K0 + K1 forms a Lie sub-superalgebra of gl(2n|2m) isomorphic to gl(n|m).
Let
osp(2n|2m)0 = K0 +
∑
1≤i<j≤n
[F(Ei,n+j − Ej,n+i) + F(En+i,j − En+j,i)]
+
∑
1≤r≤s≤m
[F(E2n+r,2n+m+s + E2n+s,2n+m+r)
+F(E2n+m+r,2n+s + E2n+m+s,2n+r)], (13.3.3)
osp(2n|2m)1 = K1+
n∑
i=1
m∑
r=1
[F(Ei,2n+m+r+E2n+r,n+i)+F(En+i,2n+r−E2n+m+r,i)]. (13.3.4)
The space osp(2n|2m) = osp(2n|2m)0+ osp(2n|2m)1 forms a simple Lie sub-superalgebra
of gl(2n|2m), which is called an even ortho-symplectic Lie superalgebra. Moreover, its Lie
subalgebra
osp(2n|2m)0 ∼= o(2n,F)⊕ sp(2n,F). (13.3.5)
Take settings in (13.1.4)-(13.1.10). Define a representation of osp(2n|2m) on A de-
termined by
(Ei,j − En+j,n+i)|A = xi∂xj − yj∂yi , (Ei,2n+r − E2n+m+r,n+i)|A = xi∂θr − ϑr∂yi, (13.3.6)
(Ei,n+j −Ej,n+i)|A = xi∂yj − xj∂yi , (En+i,j − En+j,i)|A = yi∂xj − yj∂xi , (13.3.7)
(E2n+r,i + En+i,2n+m+r)|A = θr∂xi + yi∂ϑr , (13.3.8)
(Ei,2n+m+r + E2n+r,n+i)|A = xi∂ϑr + θr∂yi , (13.3.9)
(E2n+r,2n+s −E2n+m+s,2n+m+r)|A = θr∂θs − ϑs∂ϑr , (13.3.10)
(E2n+m+r,2n+s + E2n+m+s,2n+r)]|A = ϑr∂θs + ϑs∂θr , (13.3.11)
(E2n+r,2n+m+s + E2n+s,2n+m+r)|A = θr∂ϑs + θs∂ϑr , (13.3.12)
(En+i,2n+r − E2n+m+r,i)|A = yi∂θr − ϑr∂xi (13.3.13)
for i, j ∈ 1, n and r, s ∈ 1, m.
Recall that we write Θ1 =
∑m
r=1 Fθr and Θ2 =
∑m
s=1 Fϑs. For k ∈ N, we denote
Ak = Span{xαyαΘℓ
′
1
1 Θ
ℓ′2
2 | α, β ∈ Nn; ℓ′1, ℓ′2 ∈ N; |α|+ ℓ′1 + |β|+ ℓ′2 = k}. (13.3.14)
Again we take
∆ =
n∑
i=1
∂xi∂yi +
m∑
r=1
∂θr∂ϑr , η =
n∑
i=1
xiyi +
m∑
r=1
θrϑr. (13.3.15)
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Set
W0 = [
n∑
i=1
(Fxi +Fyi) +
m∑
r=1
(Fθr + Fϑr)][
n∑
j=1
(F∂xj + F∂yj ) +
m∑
s=1
(F∂θs + F∂ϑs)]. (13.3.16)
Then
osp(2n|2m)|A = {T ∈W0 | T (η) = 0}. (13.3.17)
Moreover,
ξ∆ = ∆ξ, ξη = ηξ for ξ ∈ osp(2n|2m) (13.3.18)
as operators on A . For k ∈ N, the subspace
Hk = {f ∈ Ak | ∆n1,n2(f) = 0} (13.3.19)
forms an osp(2n|2m)-submodule. We have the first main theorem:
Theorem 13.3.1. Suppose n > 1. For k ∈ N, Hk is an irreducible osp(2n|2m)-
module if and only if k ≤ m + 1 − n or k > 2(m + 1 − n). When k ≤ m + 1 − n,
Ak =
⊕Jk/2K
i=0 η
iHk−2i is a decomposition of irreducible osp(2n|2m)-submodules.
Proof. We take the subspace of diagonal matrices in osp(2n|2m) as a Carten subalge-
bras and the subspace
osp(2n|2m)+ =
∑
1≤i<j≤n
[F(Ei,j −En+j,n+i) + F(Ei,n+j − Ej,n+i)]
+
n∑
i=1
m∑
r=1
[F(Ei,2n+r −E2n+m+r,n+i) + F(Ei,2n+m+r + E2n+r,n+i)]
+
∑
1≤r<s≤m
F(E2n+r,2n+s − E2n+m+s,2n+m+r)
+
∑
1≤r≤s≤m
F(E2n+r,2n+m+s + E2n+s,2n+m+r) (13.3.20)
as the space spanned by positive root vectors. An osp(2n|2m)-singular vector v is a
nonzero weight vector of osp(2n|2m) such that osp(2n|2m)+(v) = 0. We count singular
vector up to a nonzero scalar multiple.
Observe K |A = gl(n|m)|A . According to the arguments in (13.1.52)-(13.1.61), the
homogeneous singular vectors of K are:
{ηℓ3xℓ11 yℓ2n ~ϑs | ℓi ∈ N; s ∈ 1, m+ 1; ℓ2(s− 1) = 0}. (13.3.21)
By (13.3.9),
(En,2n+m+s + E2n+s,2n)|A = xn∂ϑs + θs∂yn . (13.3.22)
Thus the homogeneous singular vectors of osp(2n|2m) are
{ηℓ2xℓ11 | ℓ1, ℓ2 ∈ N}. (13.3.23)
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Moreover, (13.1.35) imply
∆(ηℓ2xℓ11 ) = ℓ2(n−m+ℓ1+ℓ2−1) = 0 =⇒ ℓ1+n ≤ m and ℓ2 = m+1−n−ℓ1. (13.3.24)
In this case,
ηm+1−n−ℓ1xℓ11 ∈ H2(m+1−n)−ℓ1 . (13.3.25)
Thus
Hk has a unique singular vector if and only if
k ≤ m+ 1− n or k > 2(m+ 1− n), (13.3.26)
and
Hk has two singular vectors when m+ 1− n < k ≤ 2(m+ 1− n). (13.3.27)
Note xk1 ∈ Hk. Let U be the osp(2n|2m)-submodule generated by xk1 . Repeatedly
applying
(En+1,2n+r −E2n+m+r,1)|A = y1∂θr − ϑr∂x1 (13.3.28)
by (13.3.13), we get
xℓ1
~ϑs ∈ U for ℓ+m+ 1− s = k. (13.3.29)
According to (13.3.7),
(En+1,n − E2n,1)|A = y1∂xn − yn∂x1 . (13.3.30)
Thus
xℓ11 y
ℓ2
n
~ϑ1 ∈ U for ℓ1 + ℓ2 +m = k (13.3.31)
when k ≥ m. Since
Hk =
k∑
i=0
Hi,k−i, (13.3.32)
Lemma 13.1.5, (13.3.29) and (13.3.31) imply U = Hk. So Hk is an osp(2n|2m)-module
generated by xk1.
Suppose k ≤ m+1−n or k > 2(m+1−n). LetM be a nonzero osp(2n|2m)-submodule
of Hk. By (13.3.26), Hk contains a unique singular vector xk1. Thus x
k
1 ∈ M . By the
above paragraph, Hk ⊂ M . Hence Hk is irreducible.
If Hk is irreducible, (13.3.27) implies k ≤ m+ 1− n or k > 2(m+ 1− n).
Assume k ≤ m+ 1− n. Note
Aj =
j∑
ℓ=0
Aℓ,j−ℓ for j ∈ N. (13.3.33)
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By Theorem 13.1.6,
Ak =
k⊕
ℓ=0
Aℓ,k−ℓ =
k⊕
ℓ=0
Jk/2K⊕
i=0
ηiHℓ−i,k−ℓ−i =
Jk/2K⊕
i=0
ηiHk−2i. ✷ (13.3.34)
The above theorem establishes a supersymmetric (sl(2,F), osp(2n|2m)) Howe duality
on the homogeneous subspaces Ak with k ∈ N such that k ≤ m+ 1− n.
We remark that if m + 1 − n < k ≤ 2(m + 1 − n), then Hk is an indecomposable
gl(n|m)-module. In fact, Hk
⋂
ηAk−2 6= {0}. This also shows that Ak is not completely
reducible when k > m + 1 − n. The conclusion with n > m + 1 was first obtained by
Zhang [Z].
Fix n1, n2 ∈ 1, n with n1 + 1 < n2. Changing operators ∂xr 7→ −xr, xr 7→ ∂xr for
r ∈ 1, n1 and ∂ys 7→ −ys, ys 7→ ∂ys for s ∈ n2 + 1, n in (13.3.6)-(13.3.13), we get a new
representation of osp(2n|2m) on A determined by
E2n+r,2n+s|A = θr∂θs , E2n+m+r,2n+m+s|A = ϑr∂ϑs , (13.3.35)
E2n+r,2n+m+s|A = θr∂ϑs , E2n+m+r,2n+s|A = ϑr∂θs , (13.3.36)
Ei,j|A =

−xj∂xi − δi,j if i, j ∈ 1, n1;
∂xi∂xj if i ∈ 1, n1, j ∈ n1 + 1, n;
−xixj if i ∈ n1 + 1, n, j ∈ 1, n1;
xi∂xj if i, j ∈ n1 + 1, n;
(13.3.37)
En+i,n+j|A =

yi∂yj if i, j ∈ 1, n2;
−yiyj if i ∈ 1, n2, j ∈ n2 + 1, n;
∂yi∂yj if i ∈ n2 + 1, n, j ∈ 1, n2;
−yj∂yi − δi,j if i, j ∈ n2 + 1, n;
(13.3.38)
Ei,n+j|A =

∂xi∂yj if i ∈ 1, n1, j ∈ 1, n2;
−yj∂xi if i ∈ 1, n1, j ∈ n2 + 1, n;
xi∂yj if i ∈ n1 + 1, n, j ∈ 1, n2;
−xiyj if i ∈ n1 + 1, n, j ∈ n2 + 1, n;
(13.3.39)
En+i,j|A =

−xjyi if j ∈ 1, n1, i ∈ 1, n2;
−xj∂yi if j ∈ 1, n1, i ∈ n2 + 1, n;
yi∂xj if j ∈ n1 + 1, n, i ∈ 1, n2;
∂xj∂yi if j ∈ n1 + 1, n, i ∈ n2 + 1, n;
(13.3.40)
Ei,2n+r|A =
{
∂xi∂θr if i ∈ 1, n1;
xi∂θr if i ∈ n1 + 1, n; (13.3.41)
Ei,2n+m+r|A =
{
∂xi∂ϑr if i ∈ 1, n1;
xi∂ϑr if i ∈ n1 + 1, n; (13.3.42)
E2n+r,i|A =
{ −xiθr if i ∈ 1, n1;
θr∂xi if i ∈ n1 + 1, n; (13.3.43)
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E2n+m+r,i|A =
{ −xiϑr if i ∈ 1, n1;
ϑr∂xi if i ∈ n1 + 1, n; (13.3.44)
En+i,2n+r|A =
{
yi∂θr if i ∈ 1, n2;
∂yi∂θr if i ∈ n2 + 1, n; (13.3.45)
En+i,2n+m+r|A =
{
yi∂ϑr if i ∈ 1, n2;
∂yi∂ϑr if i ∈ n2 + 1, n; (13.3.46)
E2n+r,n+i|A =
{
θr∂yi if i ∈ 1, n2;
−yiθr if i ∈ n2 + 1, n; (13.3.47)
E2n+m+r,n+i|A =
{
ϑr∂yi if i ∈ 1, n2;
−yiϑr if i ∈ n2 + 1, n; (13.3.48)
for i, j ∈ 1, n and r, s ∈ 1, m.
The related Laplace operator becomes
∆n1,n2 = −
n1∑
i=1
xi∂yi +
n2∑
r=n1+1
∂xr∂yr −
n∑
s=n2+1
ys∂xs +
m∑
r=1
∂θr∂ϑr (13.3.49)
and its dual
η =
n1∑
i=1
yi∂xi +
n2∑
r=n1+1
xryr +
n∑
s=n2+1
xs∂ys +
m∑
r=1
θrϑr. (13.3.50)
It can be verified that (13.3.18) holds again. Denote
A〈k〉 = Span{xαyβΘℓ
′
1
1 Θ
ℓ′2
2 | α, β ∈ Nn; ℓ′1, ℓ′2 ∈ N;
n∑
r=n1+1
αr −
n1∑
i=1
αi +
n2∑
i=1
βi −
n∑
r=n2+1
βr + ℓ
′
1 + ℓ
′
2 = ℓ2} (13.3.51)
for k ∈ Z.
Again we set
H〈k〉 = {f ∈ A〈k〉 | ∆n1,n2(f) = 0}. (13.3.52)
We have the second main theorem:
Theorem 13.3.2. Let k ∈ Z. The osp(2n|2m)-module H〈k〉 is irreducible if and only
if k ≤ n1 + m + 1 − n2. When k ≤ n1 + m + 1 − n2, A〈k〉 =
⊕∞
i=0 η
i(H〈k−2i〉) is the
decomposition of irreducible osp(2n|2m)-submodules.
Proof. Observe K |A = gl(n|m)|A in terms of the representation of gl(n|m) given in
(13.2.2)-(13.2.6). Lemma 13.2.2 says that the homogeneous singular vectors of K are of
the form:
ηℓ1(xm1i y
m2
j
~ϑs) with ℓ1, m1, m2 ∈ N, s ∈ 1, m+ 1 (13.3.53)
and
(i, j) ∈ {(n1, n2), (n1, n2 + 1− δn2,n), (n1 + 1, n2), (n1 + 1, n2 + 1− δn2,n)}. (13.3.54)
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Claim 1. For k ∈ N, H〈k〉 is an osp(2n|2m)-module generated by xkn1+1 and H〈−k〉 is
an osp(2n|2m)-module generated by xkn1 .
Let V be the osp(2n|2m)-module generated by xkn1+1 ∈ H〈k〉. By (13.3.38),
(En2+1,n+n1+1 −En1+1,n+n2+1)|A = xn2+1∂yn1+1 + xn1+1yn2+1. (13.3.55)
Thus
(En2+1,n+n1+1 − En1+1,n+n2+1)k1(xkn1+1) = xk+k1n1+1yk1n2+1 ∈ V. (13.3.56)
According to (13.3.40),
(En+n2,n1+1 −En+n1+1,n2)|A = yn2∂xn1+1 − yn1+1∂xn2 . (13.3.57)
Repeatedly applying (13.3.57) to xkn1+1, we obtain
xk1n1+1y
k2
n2
∈ V for k1, k2 ∈ N such that k1 + k2 = k. (13.3.58)
Note that (13.3.44) and (13.3.45) imply
(En+n1+1,2n+r −E2n+m+r,n1+1)|A = yn1+1∂θr − ϑr∂xn1+1 (13.3.59)
Applying (13.3.59) with various r to (13.3.56) and (13.3.58), we obtain
xℓ1n1+1y
ℓ2
j
~ϑs ∈ H〈k〉 with j ∈ {n2, n2 + 1} =⇒ xℓ1n1+1yℓ2j ~ϑs ∈ V. (13.3.60)
In terms of (13.2.40),
vℓ,ℓ′ ∈ V, ℓ+ ℓ′ = k. (13.3.61)
By Lemma 13.2.4,
H〈ℓ,ℓ′〉 ⊂ V, ℓ + ℓ′ = k. (13.3.62)
Therefore
H〈k〉 =
⊕
ℓ,ℓ′∈Z; ℓ+ℓ′=k
H〈ℓ,ℓ′〉 ⊂ V. (13.3.63)
Suppose k > 0. Let U be the osp(2n|2m)-module generated by xkn1 ∈ H〈−k〉. Observe
(En2+1,n+n1 − En1,n+n2+1)|A = xn2+1∂yn1 + yn2+1∂xn1 (13.3.64)
by (13.3.39), and
(En+n1,n2 − En+n2,n1|A = yn1∂xn1 + xn1yn1 (13.3.65)
by (13.3.40). Repeatedly applying the above two equations to xkn1 , we have
xk1n1y
k2
n2+1, x
k+k3
n1
yk3n2 ∈ U for k1, k2, k3 ∈ N such that k1 + k2 = k. (13.3.66)
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According to (13.3.44) and (13.3.45),
(En+n1,2n+r − E2n+m+r,n1)|A = yn1∂θr + xn1ϑr. (13.3.67)
Applying (13.3.67) with various r to (13.3.66), we find
xℓ1n1y
ℓ2
j
~ϑs ∈ H〈−k〉 with j ∈ {n2, n2 + 1} =⇒ xℓ1n1yℓ2j ~ϑs ∈ V. (13.3.68)
In terms of (13.2.40),
vℓ,ℓ′ ∈ V, ℓ+ ℓ′ = −k. (13.3.69)
Lemma 13.2.4 gives
H〈ℓ,ℓ′〉 ⊂ V, ℓ+ ℓ′ = −k. (13.3.70)
Thus
H〈−k〉 =
⊕
ℓ,ℓ′∈Z; ℓ+ℓ′=−k
H〈ℓ,ℓ′〉 ⊂ V. (13.3.71)
This prove Claim 1.
Claim 2. For n1 +m + 1 − n2 ≥ k ∈ Z, any nonzero osp(2n|2m)-submodule of H〈k〉
contains xkn1+1 if k ≥ 0 or x−kn1 when k < 0.
Note
xm1n1 y
m2
n2
~ϑs ∈ H〈m+m2+1−s−m1〉, xm1n1 ym2n2+1~ϑs ∈ H〈m+1−s−m1−m2〉, (13.3.72)
xm1n1+1y
m2
n2
~ϑs ∈ H〈m+m1+m2+1−s〉, xm1n1+1ym2n2+1~ϑs ∈ H〈m+m1+1−s−m2〉. (13.3.73)
For ℓ1 ∈ N+ 1 and f ∈ H〈k′〉 with k′ ∈ Z, (13.2.28) and the second equation in (13.1.35)
imply
∆n1,n2η
ℓ1(f) = ℓ1(n2 − n1 −m+ k′ + ℓ1 − 1)ηℓ1−1(f). (13.3.74)
Thus
∆n1,n2η
ℓ1(f) = 0⇐⇒ k′ ≤ n1 +m− n2 and ℓ1 = n1 +m− n2 − k′ + 1. (13.3.75)
If the condition holds, then
ηℓ1(f) ∈ H〈2(n1+m+1−n2)−k′〉. (13.3.76)
Moreover,
2(n1+m+1−n2)−k′ = n1+m+2−n2+(n1+m−n2−k′) ≥ n1+m+2−n2. (13.3.77)
This shows that
H〈k1〉
⋂
(
∞⋃
i=1
ηi(H )) 6= {0} ⇐⇒ k1 ≥ n1 +m+ 2− n2. (13.3.78)
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Suppose k ≤ n1+m+1−n2. Then the singular vectors of K in H〈k〉 are of the form
xm1i y
m2
j
~ϑs with m1, m2 ∈ N, s ∈ 1, m+ 1 (13.3.79)
with (13.3.54). Observe that
(En1+1,n+n2 − En2,n+n1+1)|A = xn1+1∂yn2 − xn2∂yn1+1 (13.3.80)
by (13.3.39), and
(En+n2+1,n1 − En+n1,n2+1)|A = −xn1∂yn2+1 − yn1∂xn2+1 (13.3.81)
by (13.3.40). According to (13.3.42) and (13.3.47),
(En1+1,2n+m+r + E2n+r,n+n1+1)|A = xn1+1∂ϑr + θr∂yn1+1 . (13.3.82)
Let M be any nonzero osp(2n|2m)-submodule of H〈k〉. Then M contains at least one of
the K -singular vectors in (13.3.79). Applying (13.3.70)-(13.3.82), we get
xk1n1x
k2
n2 ∈M for some k1, k2 ∈ N such that k2 − k1 = k. (13.3.83)
By (13.3.37) and (13.3.38),
(En1,n1+1 −En+n1+1,n+n1)|A = ∂xn1∂xn1+1 − yn1+1∂yn1 . (13.3.84)
Repeatedly applying (13.3.84) to (13.3.83), we obtain xkn1+1 ∈ M if k ≥ 0 or x−kn1 ∈ M
when k < 0.
The above claims show that H〈k〉 is an irreducible osp(2n|2m)-module if k ≤ n1+m+
1− n2.
Note
A〈j〉 =
∑
ℓ∈Z
A〈ℓ,j−ℓ〉, H〈j〉 =
∑
ℓ∈Z
H〈ℓ,j−ℓ〉 for j ∈ Z. (13.3.85)
By (13.3.78), k ≤ n1 + m + 1 − n2 if H〈k〉 is irreducible. When k ≤ n1 + m + 1 − n2,
Theorem 13.2.5 implies
A〈k〉 =
⊕
ℓ∈Z
A〈ℓ,k−ℓ〉 =
⊕
ℓ∈Z
∞⊕
i=0
ηiH〈ℓ−i,k−ℓ−i〉 =
∞⊕
i=0
ηiH〈k−2i〉. ✷ (13.3.86)
The above theorem establishes a supersymmetric (sl(2,F), osp(2n|2m)) Howe duality
on the homogeneous subspaces A〈k〉 with k ∈ Z such that k ≤ n1 +m+ 1− n2.
We remark that H〈k〉 is an indecomposable osp(2n|2m)-module if k ≥ n1+m+2−n2 by
Claim 1 and (13.3.78). This also implies that A〈k〉 is not completely reducible osp(2n|2m)-
module when k ≥ n1 +m+ 2− n2.
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13.4 Oscillator Representations of osp(2n + 1|2m)
In this section, we use the results in last three sections to study the corresponding the
odd ortho-symplectic Lie superalgebras.
Write
osp(2n+ 1|2m)0 = osp(2n|2m)0 +
n∑
i=1
[F(E0,i − En+i,0) + F(E0,n+i −Ei,0)], (13.4.1)
osp(2n+ 1|2m)1 = osp(2n|2m)1 +
m∑
r=1
[F(E0,2n+r −E2n+m+r,0)
+F(E0,2n+m+r + E2n+r,0)]. (13.4.2)
The odd ortho-symplectic Lie superalgebra osp(2n+ 1|2m) = osp(2n+ 1|2m)0+ osp(2n+
1|2m)1 is a Lie sub-superalgebra of gl(2n + 1|2m). Let x0 be a bosonic (commuting)
variable. Set
B = A [x0] =
∞⊕
k=0
Bk, Bk =
k∑
i=0
Ak−ix
i
0. (13.4.3)
Moreover, the corresponding supersymmetric Laplace operator and invariant become
∆′ = ∂2x0 + 2
n∑
i=1
∂xi∂yi + 2
m∑
r=1
∂θr∂ϑr , η
′ = x20 + 2
n∑
i=1
xiyi + 2
m∑
r=1
θrϑr. (13.4.4)
Now osp(2n|2m) acts on B by the differential operators in (13.3.6)-(13.3.13); namely,
we change the subindex |A to |B. Extend the representation of osp(2n|2m) on B to a
representation of osp(2n+ 1|2m) on B by:
(E0,i − En+i,0)|B = x0∂xi − yi∂x0 , (E0,2n+m+r + E2n+r,0)|B = x0∂ϑr + θr∂x0 (13.4.5)
(E0,n+i −Ei,0)|B = x0∂yi − xi∂x0 , , (E0,2n+r − E2n+m+r,0)|B = x0∂θr − ϑr∂x0 , (13.4.6)
for i ∈ 1, n and r ∈ 1, m.
Set
W′0 = [
n∑
i=0
(Fxi + Fyi) +
m∑
r=1
(Fθr + Fϑr)][
n∑
j=0
(F∂xj + F∂yj ) +
m∑
s=1
(F∂θs + F∂ϑs)]. (13.4.7)
Then
osp(2n+ 1|2m)|B = {T ∈W′0 | T (η′) = 0}. (13.4.8)
Define
H ′ = {f ∈ B′ | ∆′(f) = 0}, H ′k = H ′
⋂
Bk. (13.4.9)
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Again we take the subspace of diagonal matrices in osp(2n+ 1|2m) as a Cartan sub-
algebra and take the space spanned by positive roots:
osp(2n+1|2m)+ = F(E0,n+i−Ei,0) +F(E0,2n++m+r +E2n+r,0) + osp(2n|2m)+. (13.4.10)
An osp(2n + 1|2m)-singular vector v is a nonzero weight vector of osp(2n + 1|2m) such
that osp(2n+ 1|2m)+(v) = 0. We count singular vector up to a nonzero scalar multiple.
According to the proof of Theorem 13.2.1, any singular vector of osp(2n+1|2m) must be
in F[x0, x1, η], where
η =
n∑
i=1
xiyi +
m∑
r=1
θrϑr. (13.4.11)
Note that η′ = x20 + 2η. By (13.4.10), x
k
1 is a singular vector of osp(2n + 1|2m) for any
k ∈ N. Thus a homogeneous singular vector of osp(2n+ 1|2m) must be of the form
f =
ℓ∑
i=0
bix
2i+ι
0 η
ℓ−ixk1, (13.4.12)
where bi ∈ F, ℓ, k ∈ N and ι = 0, 1. Note
(E0,n+i − Ei,0)(f) = (x0∂yi − xi∂x0)(f) = 0⇐⇒ f = b0η′ℓxk1. (13.4.13)
Thus {η′ℓxk1 | ℓ, k ∈ N} are all the homogeneous singular vectors of osp(2n+ 1|2m) in B.
Observe that
[∆′, η′] = 2 + 4(n−m) + 4[x0∂x0 +
n∑
i=1
(xi∂xi + yi∂yi) +
m∑
r=1
(θr∂θr + ϑr∂ϑr)] (13.4.14)
by (13.1.35). So
∆′(η′
ℓ
g) = 2ℓ(1 + 2(n−m+ k + ℓ− 1))η′ℓ−1g for g ∈ Hk (13.4.15)
Thus
H ′k has a unique singular vector x
k
1 for any k ∈ N. (13.4.16)
Indeed we have the first main theorem in this section:
Theorem 13.4.1. For any k ∈ N, H ′k is an irreducible osp(2n + 1|2m)-module.
Moreover,
B =
∞⊕
ℓ,k=0
η′
ℓ
Hk (13.4.17)
is a direct sum of irreducible osp(2n+ 1|2m)-submodules.
Proof. By the arguments in (13.2.58)-(13.2.64), we only need to prove that H ′k is an
osp(2n+ 1|2m)-module generated by xk1. For ι = 0, 1, we define
Tι =
∞∑
i=0
(−2)ix2i+ι0
(2i+ ι)!
∆i, ∆ =
n∑
i=1
∂xi∂yi +
m∑
r=1
∂θr∂ϑr . (13.4.18)
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We take the notations in (13.1.98) and (13.1.99). By Lemma 6.1.1,
H ′k = Span{Tι(xαyβθ~jϑ~j′) | α, β ∈ Nn;~j ∈ Γk1 , ~j′ ∈ Γk2 ;
ι ∈ {0, 1}; |α|+ |β|+ k1 + k2 + ι = k}. (13.4.19)
Let U be the osp(2n + 1|2m)-module generated by xk1 ∈ Hk. Since o(2n + 1,F) is a
subalgebra of osp(2n+ 1|2m), Theorem 8.1.1 yields
Tι(x
αyβ) ∈ U for α, β ∈ Nn; |α|+ |β| = k. (13.4.20)
Repeatedly applying
(E2n+r,i + En+i,2n+m+r)|A = θr∂xi + yi∂ϑr (13.4.21)
to (13.4.20) with i ∈ 1, n and r ∈ 1, m (cf. (13.3.8)), we obtain
Tι(x
αyβθ~j) ∈ U for α, β ∈ Nn, ~j ∈ Γk1 ; |α|+ |β|+ k1 = k. (13.4.22)
Finally, we get U = H ′k by repeatedly applying (Ei,2n+r −E2n+m+r,n+i)|B = xi∂θr − ϑr∂yi
to (13.4.18) with i ∈ 1, n and r ∈ 1, m (cf. (13.3.6)). ✷
It can be verified by (13.4.14) that the space F∆′+F[∆′, η′]+Fη′ also forms an operator
Lie algebra isomorphic to sl(2,F). The above theorem establishes a supersymmetric
(sl(2,F), osp(2n + 1|2m)) Howe duality. We remark that the conclusion in the above
theorem with n > m was first obtained by Zhang [Z].
Next osp(2n|2m) acts onB via the differential operators in (13.3.35)-(13.3.48); namely,
we change the subindex |A to |B. Moreover, we extend the representation of osp(2n|2m)
on B to a representation of osp(2n+ 1|2m) on B by:
(E0,i − En+i,0)|B =

−x0xi − yi∂x0 if i ∈ 1, n1,
x0∂xi − yi∂x0 if i ∈ n1 + 1, n2,
x0∂xi − ∂x0∂yi if i ∈ n2 + 1, n;
(13.4.23)
(E0,n+i −Ei,0)|B =

x0∂yi − ∂xi∂x0 if i ∈ 1, n1,
x0∂yi − xi∂x0 if i ∈ n1 + 1, n2,
−x0yi − xi∂x0 if i ∈ n2 + 1, n;
(13.4.24)
(E0,2n+r − E2n+m+r,0)|B = x0∂θr − ϑr∂x0 , (13.4.25)
(E0,2n++m+r + E2n+r,0)|B = x0∂ϑr + θr∂x0 (13.4.26)
for i ∈ 1, n and r ∈ 1, m.
Now the corresponding Laplace operator becomes
∆′n1,n2 = ∂
2
x0
+ 2∆n1,n2, η
′ = x20 + 2η (13.4.27)
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with
∆n1,n2 = −
n1∑
i=1
xi∂yi +
n2∑
r=n1+1
∂xr∂yr −
n∑
s=n2+1
ys∂xs +
m∑
r=1
∂θr∂ϑr (13.4.28)
and
η =
n1∑
i=1
yi∂xi +
n2∑
r=n1+1
xryr +
n∑
s=n2+1
xs∂ys +
m∑
r=1
θrϑr. (13.4.29)
We take the notation in (13.3.51) and set
B〈k〉 =
∞∑
i=0
A〈k−i〉x
i
0, H
′
〈k〉 = {f ∈ Bk | ∆′n1,n2(f) = 0}. (13.4.30)
Then we have the second main theorem in this section:
Theorem 13.4.2. For any k ∈ Z, H ′〈k〉 is an irreducible osp(2n + 1|2m)-module.
Moreover,
B =
∞⊕
ℓ,k=0
η′
ℓ
(H〈k〉) (13.4.31)
is a direct sum of irreducible osp(2n+ 1|2m)-submodules.
Proof. We define Tι as in (13.4.18) with ∆ replaced by ∆n1,n2 in (13.4.28). By Lemma
6.1.1,
H ′〈k〉 = T0(A〈k〉) + T1(A〈k−1〉) for k ∈ Z. (13.4.32)
Since ∆n1,n2ξ = ξ∆n1,n2 for ξ ∈ osp(2n|2m), we have
ξ(Tι(f)) = Tι(ξ(f)) for ξ ∈ osp(2n|2m), f ∈ A . (13.4.33)
First we consider H ′〈k〉 with k ∈ N. Let V be any nonzero osp(2n+ 1|2m)-submodule
of H ′〈k〉. According to the arguments in paragraph of (13.3.79)-(13.3.84), V contains some
Tι(η
ℓ(xk−ι−2ℓn1+1 )). By (13.4.24),
(En1+1,0 − E0,n+n1+1)|B = xn1+1∂x0 − x0∂yn1+1. (13.4.34)
Moreover, as operators on B,
[En1+1,0 −E0,n+n1+1, T0]
= [xn1+1∂x0 − x0∂yn1+1,
∞∑
i=0
(−2)ix2i0
(2i)!
∆in1,n2]
= [xn1+1,
∞∑
i=1
(−2)ix2i0
(2i)!
∆in1,n2]∂x0 + xn1+1
∞∑
i=1
(−2)ix2i−10
(2i− 1)! ∆
i
n1,n2
= −[
∞∑
i=1
i(−2)ix2i0
(2i)!
∆i−1n1,n2∂x0 +
∞∑
i=1
i(−2)ix2i−10
(2i− 1)! ∆
i−1
n1,n2]∂yn1+1
−2(T1∆n1,n2)xn1+1, (13.4.35)
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[En1+1,0 − E0,n+n1+1, T1]
= [xn1+1∂x0 − x0∂yn1+1,
∞∑
i=0
(−2)ix2i+10
(2i+ 1)!
∆in1,n2]
= [xn1+1,
∞∑
i=1
(−2)ix2i+10
(2i+ 1)!
∆in1,n2 ]∂x0 + xn1+1
∞∑
i=0
(−2)ix2i0
(2i)!
∆in1,n2
= −[
∞∑
i=1
i(−2)ix2i+10
(2i+ 1)!
∆i−1n1,n2∂x0 +
∞∑
i=1
i(−2)ix2i0
(2i)!
∆i−1n1,n2]∂yn1+1 + T0xn1+1. (13.4.36)
If T0(η
ℓ(xk−2ℓn1+1)) ∈ V for some ℓ ∈ N+ 1, we have
(En1+1,0 − E0,n+n1+1)T0(ηℓ(xk−2ℓn1+1))
= ([En1+1,0 −E0,n+n1+1, T0] + T0(En1+1,0 −E0,n+n1+1))(ηℓ(xk−2ℓn1+1))
= −[
∞∑
i=1
i(−2)ix2i−10
(2i− 1)! ∆
i−1
n1,n2
∂yn1+1 + x0T0∂yn1+1 + 2(T1∆n1,n2)xn1+1](η
ℓ(xk−2ℓn1+1))
= [T1∂yn1+1 − 2(T1∆n1,n2)xn1+1](ηℓ(xk−2ℓn1+1))
= ℓ[1− 2(m+ n1 − n2 + ℓ− 1)](ηℓ−1(xk−2(ℓ−1)−1n1+1 ))
= ℓ[3− 2(m+ n1 − n2 + ℓ)]T1(ηℓ−1(xk−2(ℓ−1)−1n1+1 )) ∈ V (13.4.37)
by (13.3.74), (13.4.34) and (13.4.35). So T1(η
ℓ−1(x
k−2(ℓ−1)−1
n1+1
)) ∈ V . When T1(ηℓ(xk−2ℓ−1n1+1 )) ∈
V for some ℓ ∈ N, (13.4.34) and (13.4.36) yield
(En1+1,0 −E0,n+n1+1)T1(ηℓ(xk−2ℓ−1n1+1 )) = T0(ηℓ(xk−2ℓn1+1)) ∈ V. (13.4.38)
By induction on ℓ, we have xkn1+1 = T0(x
k
n1+1) ∈ V .
Note
(En+i,n+n1+1 − En1+1,i)|B = yi∂yn1+1 + xixn1+1 for i ∈ 1, n1 (13.4.39)
and
(En2+r,n2 − En+n2,n+m2+r)|A = xn2+r∂xn2 + yn2yn2+r for r ∈ 1, n− n2 (13.4.40)
if n2 < n by (13.3.37) and (13.3.38). Repeatedly applying (13.4.39) and (13.4.40) to
(13.4.38) with various i ∈ 1, n1 and r ∈ 1, n− n2 if n2 < n, we have
[
n1+1∏
i=1
xαii ][
n∏
j=n2
y
βj
j ] ∈ V for αi, βj ∈ N;αn1+1+ βn2 −
n1∑
i=1
αi−
n∑
r=n2+1
βr = k. (13.4.41)
Denote
I = {0, n1 + 1, n2, n+ n1 + 1, n+ n2, 2n+ 1, 2n+ 2m}. (13.4.42)
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Then the Lie subalgebra
G = osp(2n+ 1|2m)
⋂
(
∑
i,j∈I
FEi,j) ∼= osp(2(n2 − n1) + 1|2m). (13.4.43)
Applying Theorem 13.4.1 to G and F[x0, xn1+1, ..., xn2 , yn1+1, ..., yn2, θ1, ..., θm, ϑ1, ..., ϑm],
we get
Tι(x
αyβθ~jϑ~j′) ∈ V (13.4.44)
for α, β ∈ Nn, ~j ∈ Γk1 and ~j′ ∈ Γk2 such that βi = 0 if i ≤ n1 and αj = 0 if j > n2, and
ι+ k1 + k2 +
n2∑
r=n1+1
(αr + βr)−
n1∑
i=1
αi −
n∑
j=n2+1
βj = k. (13.4.45)
Repeatedly applying (13.4.39) to (13.4.45) under above conditions with various i ∈
1, n1, we obtain (13.4.45) for α, β ∈ Nn, ~j ∈ Γk1 and ~j′ ∈ Γk2 such that αi = 0 if i > n2,
and
ι+ k1 + k2 +
n2∑
r=n1+1
αr +
n2∑
s=1
βs −
n1∑
i=1
αi −
n∑
j=n2+1
βj = k. (13.4.46)
Observe
(En2+r,n1+s − En+n1+s,n+n2+r)|B = yn1+syn2+r + xn2+r∂xn1+s (13.4.47)
for r ∈ 1, n− n2 and s ∈ 1, n2 − n1 by (13.3.37) and (13.3.38). Repeatedly applying
(13.4.47) to (13.4.45) with αi = 0 if i > n2, we obtain H〈k〉 ⊂ V by (13.4.32). So H〈k〉 is
an irreducible osp(2n+ 1|2m)-module.
Next we consider H〈−k〉 with k ∈ N + 1. Let U be any nonzero osp(2n + 1|2m)-
submodule of H ′〈−k〉. According to the arguments in paragraph of (13.3.79)-(13.3.84), U
contains some Tι(η
ℓ(xk+ι+2ℓn1 )). Observe Note
(En1,0 − E0,n+n1) = ∂x0∂xn1 − x0∂yn1 (13.4.48)
by (13.3.37) and (13.3.38). As operators on B,
[En1,0 − E0,n+n1, T0]
= [∂x0∂xn1 − x0∂yn1 ,
∞∑
i=0
(−2)ix2i0
(2i)!
∆in1,n2]
=
∞∑
i=1
(−2)ix2i−10
(2i− 1)! ∆
i
n1,n2
∂xn1 − ∂x0
∞∑
i=1
i(−2)ix2i0
(2i)!
∆i−1n1,n2∂yn1
= −2T1∆n1,n2∂xn1 −
∞∑
i=1
i(−2)ix2i−10
(2i− 1)! ∆
i−1
n1,n2
∂yn1
−
∞∑
i=1
i(−2)ix2i0
(2i)!
∆i−1n1,n2∂yn1∂x0 , (13.4.49)
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[En1,0 −E0,n+n1 , T1]
= [∂x0∂xn1 − x0∂yn1 ,
∞∑
i=0
(−2)ix2i+10
(2i+ 1)!
∆in1,n2]
=
∞∑
i=0
(−2)ix2i0
(2i)!
∆in1,n2∂xn1 − ∂x0
∞∑
i=1
i(−2)ix2i+10
(2i+ 1)!
∆i−1n1,n2∂yn1
= T0∂xn1 −
∞∑
i=1
i(−2)ix2i0
(2i)!
∆i−1n1,n2∂yn1 −
∞∑
i=1
i(−2)ix2i+10
(2i+ 1)!
∆i−1n1,n2∂yn1∂x0 . (13.4.50)
If T0(η
ℓ(xk+2ℓn1 )) ∈ U for some ℓ ∈ N+ 1, we have
(En1,0 − E0,n+n1)T0(ηℓ(xk−2ℓn1+1))
= [T1∂yn1 − 2T1∆n1,n2∂xn1 ](ηℓ(xk+2ℓn1+1))
= (k + 2ℓ)ℓ[1 + 2(n1 + k + ℓ− n2)]T1(ηℓ−1(xk+2ℓ−1n1+1 )) ∈ V (13.4.51)
by (13.3.74), (13.4.48) and (13.4.49). So T1(η
ℓ−1(x
k+2(ℓ−1)+1
n1 )) ∈ U . When T1(ηℓ(xk+2ℓ+1n1 )) ∈
V for some ℓ ∈ N, (13.4.48) and (13.4.50) yield
(En1,0 −E0,n+n1)T1(ηℓ(xk+2ℓ+1n1 )) = (k + 2ℓ+ 1)T0(ηℓ(xk+2ℓn1 )) ∈ U. (13.4.52)
By induction on ℓ, we have xkn1 = T0(x
k
n1
) ∈ U .
According to (13.4.39) with i = n1,
xk+k
′
n1
xk
′
n1+1
∈ U for k′ ∈ N. (13.4.53)
Moreover,
(Ei,n1 −En+n1,n+i)|B = xi∂xn1 − yn1∂yi fori ∈ 1, n1 − 1 (13.4.54)
by (13.3.37) and (13.3.38). Repeatedly applying (13.4.54) to (13.4.53) with various i ∈
1, n1 − 1, we have
n1+1∏
i=1
xαii ∈ U for αi ∈ N;αn1+1 −
n1∑
i=1
αi = −k. (13.4.55)
Observe
(En2+r,n+1−E1,n+n2+r)|A = xn2+r∂y1 + yn2+r∂x1 for r ∈∈ 1, n− n2 if n2 < n (13.4.56)
by (13.3.39). Repeatedly applying (13.4.56) to (13.4.55) with various r ∈ 1, n− n2 if
n2 < n, we find
[
n1+1∏
i=1
xαii ][
n∏
j=n2+1
y
βj
j ] ∈ U for αi, βj ∈ N;αn1+1 −
n1∑
i=1
αi −
n∑
j=n2+1
= −k. (13.4.57)
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By the same arguments from (13.4.43) to the end of the paragraph below (13.4.47) with
k replaced by −k, we prove that H〈−k〉 is an irreducible osp(2n+ 1|2m)-module.
We calculate
[∆′n1,n2, η
′] = 2+4(n2−n1−m)+4[x0∂x0+
n∑
i=1
(xi∂xi+yi∂yi)+
m∑
r=1
(θr∂θr+ϑr∂ϑr)]. (13.4.58)
By the arguments in (13.2.58)-(13.2.64), B =
⊕∞
ℓ,k=0 η
′ℓH〈k〉 is a direct sum of irreducible
osp(2n+ 1|2m)-submodules for any k ∈ Z. ✷
It can be verified by (13.4.58) that the space F∆′n1,n2 + F[∆
′
n1,n2, η
′] + Fη′ in terms
of (13.4.28) and (13.4.29) also forms an operator Lie algebra isomorphic to sl(2,F). The
above theorem establishes a supersymmetric (sl(2,F), osp(2n+ 1|2m)) Howe duality.
Chapter 14
Lie Theoretic Codes
Linear codes with large minimal distances are important error correcting codes in informa-
tion theory. Orthogonal codes have more applications in the other fields of mathematics.
In this chapter, we study the binary and ternary orthogonal codes generated by the weight
matrices on finite-dimensional modules of the simple Lie algebras. The Weyl groups of the
Lie algebras act on these codes isometrically. It turns out that certain weight matrices of
sl(n,C) and o(2n,C) generate doubly-even binary orthogonal codes and ternary orthog-
onal codes with large minimal distances. Moreover, we prove that the weight matrices of
F4, E6, E7 and E8 on their minimal irreducible modules and adjoint modules all generate
ternary orthogonal codes with large minimal distances. In determining the minimal dis-
tances, we have used the Weyl groups and branch rules of the irreducible representations
of the related simple Lie algebras.
14.1 Basics Definitions
Let m be a positive integer and denote Zm = Z/mZ, which is a ring with the algebraic
operations induced from Z. A code C of length n is a subset of (Zm)n for some m, where
the ring structure of Zm may not be used. The elements of C are called codewords. The
(Hamming) distance between two codewords is the number of different coordinates. The
minimal distance of a code is the minimal number among the distances of all its pairs of
codewords in the code. A code with minimal distance d can be used to correct J(d−1)/2K
errors in signal transmissions.
A linear code C over the ring Zm is a Zm-submodule of (Zm)n. The (Hamming) weight
of a codeword in a linear code C is the number of its nonzero coordinates. In this case,
the minimal distance of C is exactly the minimal weight of the nonzero codewords in C .
The inner product in (Zm)n is defined by
(a1, ..., an) · (b1, ..., bn) =
n∑
i=1
aibi. (14.1.1)
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Moreover, C is called orthogonal if
C ⊆ {~a ∈ (Zm)n | ~α ·~b = 0 for ~b ∈ C }. (14.1.2)
When the equality holds, we call C a self-dual code. Orthogonal linear codes (especially,
self-dual codes) have important applications to the other mathematical fields such as
sphere packing, integral linear lattices, finite group theory, etc. A code is called binary if
m = 2 and ternary when m = 3. A binary linear code is called even (doubly-even) if the
weights of all its codewords are divisible by 2 (by 4).
Let G be a finite-dimensional simple Lie algebras over C, the field of complex numbers.
Take a Cartan subalgebra H and simple positive roots {α1, α2, ..., αn}. Moreover, we
denote by {h1, h2, ..., hn} the elements of H such that the matrix
(αi(hj))n×n is the Cartan matrix of G (14.1.3)
((2.5.13), (2.5.18), (3.1.8) and (3.3.2) ). For a finite-dimensional G -module V , V has a
weight-subspace decomposition:
V =
⊕
µ∈H∗
Vµ, Vµ = {v ∈ V | h(v) = µ(h)v for h ∈ H}. (14.1.4)
Take a maximal linearly independent set {u1, u2, ..., uk} of weight vectors with nonzero
weights in V such that the order is compatible with the partial order ✁ of weights in
(3.4.49). Write
hi(uj) = ci,juj, C(V ) = (ci,j)n×k. (14.1.5)
By the representation theory of simple Lie algebras, all ci,j are integers. We call C(V )
the weight matrix of G on V . Identify integers with their images in Zm when the context
is clear. Denote by Cm(V ) the linear code over Zm generated by C(V ).
Suppose that the weight of ui is µi. Set
H¯m =
n∑
i=1
Zmhi. (14.1.6)
We define a map  : H¯m → (Zm)k by
(
n∑
i=1
lihi) = (
n∑
i=1
liµ1(hi),
n∑
i=1
liµ2(hi), ...,
n∑
i=1
liµk(hi)). (14.1.7)
Then
Cm(V ) = (H¯m). (14.1.8)
Let W be the Weyl group of the simple Lie algebra G . For any σ ∈ W , there exists a
linear automorphism σˆ of V such that
σˆ(Vµ) = Vσ(µ), σ(µ)(σ(h)) = µ(h) for h ∈ H (14.1.9)
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(cf. (5.2.41)), where σ(tα) = tσ(α) in terms of (2.5.13). Moreover, we define an action of
W on H¯m by
σ(
n∑
i=1
lihi) =
n∑
i=1
liσ(hi) for σ ∈ W . (14.1.10)
According to (14.1.9),
wt (σ(h)) = wt (h) for σ ∈ W (G ), h ∈ H¯m. (14.1.11)
So the number of the distinct weights of codewords in Cm(V ) is less than or equal to
the number of W -orbits in H¯m. Expression (14.1.11) will be used later in determining
minimal distances.
Let Λ(V ) be the set of nonzero weights of V . The module V is called self-dual if
Λ(V ) = −Λ(V ). In this chapter, we are only interested in the binary and ternary codes.
We call C2(V ) the binary weight code of G on V . If V is self-dual, then the weight matrix
C(V ) = (−A,A) and C3(V ) is orthogonal if and only if A generates a ternary orthogonal
code (e.g., cf. [P4]). For this reason, we call the ternary code generated by A the ternary
weight code of G on V if V is self-dual. When V is not self-dual, then C3(V ) is the ternary
weight code of G on V .
Denote by VX(λ) the finite-dimensional irreducible module of a simple Lie algebra of
type X with the highest weight λ. Let p be a prime number. Then Zp is a finite field,
which is traditionally denoted as Fp. A linear code C of length n over Fp is a vector
subspace of Fnp over Fp. If dimC = k, we say that C is of type [n, k]. When d is the
minimal distance of C , we call C an [n, k, d]-code.
14.2 Codes Related to Representations of sl(n,C)
In this section, we study the binary and ternary codes related to representations of
sl(n,C), where n > 1 is an integer. Again we denote
εi = (0, ...,
i
1, 0, ..., 0) ∈ Rn. (14.2.1)
So
Rn =
n∑
i=1
Rεi. (14.2.2)
Then inner product “(·, ·)” is Euclidian; that is,
(
n∑
i=1
kiεi,
n∑
j=1
ljεj) =
n∑
i=1
kili. (14.2.3)
Recall the special linear Lie algebra sl(n,C) and related settings in (6.2.1)-(6.2.4). Its
root system
ΦAn−1 = {εi − εj | i, j ∈ 1, n, i 6= j}. (14.2.4)
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Take the simple positive roots
αi = εi − εi+1 for i ∈ 1, n− 1. (14.2.5)
The Weyl group WAn−1 of sl(n,C) is exactly the full permutation group Sn on 1, n, which
acts on HAn−1 and R
n by permuting sub-indices of Ei,i and εi, respectively.
Let Ψ be the exterior algebra generated by {θ1, θ2, ..., θn} (cf. (6.2.15)) and take the
related settings (6.2.16)-(6.2.19). Proposition 6.2.2 says that Ψr forms an irreducible
sl(n,C)-submodule of highest weight λr for r ∈ 1, n− 1. The Weyl group WAn−1 acts on
A by permuting sub-indices of θi.
Two k1 × k2 matrices A1 and A2 with entries in Zm are called equivalent in the sense
of coding theory if there exist an invertible k1 × k1 matrix K1 and an invertible k2 × k2
monomial matrix K2 such that A1 = K1A2K2. Equivalent matrices generate isomorphic
codes. Take any order of the basis
{xr,1, xr,2, ..., xr,(nr)} = {θi1θi2 · · · θir | 1 ≤ i1 < i2 < · · · < ir ≤ n} (14.2.6)
of Ψr. Then we have
hi(xr,j) = ai,j(r)xr,j, ai,j(r) ∈ Z. (14.2.7)
Modulo equivalence, the weight matrix
C(Ψr) = [ai,j(r)](n−1)×(nr)
. (14.2.8)
Theorem 14.2.1. When n = 2m ≥ 4 is even, C2(Ψ2) is a doubly-even binary orthog-
onal [m(2m− 1), 2(m− 1), 4(m− 1)]-code.
Proof. Denote by ξi the ith row C2(Ψ2). Then
wt ξi = 2(n− 2) for i ∈ 1, n− 1. (14.2.9)
Moreover,
m−1∑
i=0
ξ2i+1 = 0 in C2(Ψ2). (14.2.10)
Furthermore,
ξi · ξj = 4 ≡ 0 if i+ 1 < j (14.2.11)
and
ξi · ξi+1 = 2(m− 1) ≡ 0. (14.2.12)
Write
Ei,i(xr,j) = bi,j(r)xr,j, Br = [bi,j(r)]n×(nr)
. (14.2.13)
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Denote by ζi the ith row of B2. By symmetry (cf. (14.1.9)-(14.1.11)), any nonzero
codeword in C2(Ψ2) has the same weight as the codeword
u =
2t∑
s=1
ζs ∈ Fn(n−1)/22 for some t ∈ 1, m− 1. (14.2.14)
We calculate
wt u = 4t(m− t) = −4t2 + 4mt. (14.2.15)
Since the function −4t2+ t(4m−1) attains maximal at t = m/2, wtu is minimal at t = 1
or m− 1. Note
wt u = 4(m− 1) if t = 1 or m− 1. (14.2.16)
Thus the code C2(Ψ2) has the minimal distance 4(m− 1). ✷
When m = 2, C2(Ψ2) is a doubly-even binary orthogonal [6, 2, 4]-code. If m = 3,
C2(Ψ2) becomes a doubly-even binary orthogonal [15, 4, 8]-code. These two code are
optimal linear codes (e.g., cf. [PHB]). In the case of m = 4, C2(Ψ2) is a doubly-even
binary orthogonal [28, 6, 12]-code.
Theorem 2.2. The code C2(Ψ3) is a doubly-even binary orthogonal [
(
n
3
)
, n − 1, (n−
2)(n− 3)]-code if n > 9 and n ≡ 2, 3 (mod 4).
Proof. Denote by ξi the ith row the weight matrix C(Ψ3). Then
wt ξi = (n− 2)(n− 3) for i ∈ 1, n− 1. (14.2.17)
Moreover,
ξi · ξj = 4(n− 4) if i+ 1 < j (14.2.18)
and
ξi · ξi+1 = n− 3 +
(
n− 3
2
)
=
(n− 2)(n− 3)
2
. (14.2.19)
So C2(Ψ3) is a doubly-even binary orthogonal code under the assumption.
Denote by ζi the ith row of B3 (cf. (14.2.13)). By symmetry (cf. (14.1.9)-(14.1.11)),
any nonzero codeword in C2(Ψ3) has the same weight as the codeword
u(t) =
2t∑
s=1
ζs ∈ Fn2 for some t ∈ 1, Jn/2K. (14.2.20)
We calculate
f(t) = 3wt u(t) = 3
(
2t
3
)
+ 6t
(
n− 2t
2
)
= t[16t2 − 12nt+ 3n(n− 1) + 2]. (14.2.21)
Moreover,
f ′(t) = 48t2 − 24nt+ 3n(n− 1) + 2 = 48
(
t− n
4
)2
− 3n+ 2. (14.2.22)
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Thus
f ′(t0) = 0 =⇒ t0 = n
4
± 1
4
√
n− 2
3
. (14.2.23)
Since f ′(0) = 3n(n− 1) + 2 > 0, f(t) attains local maximum at
t =
n
4
− 1
4
√
n− 2
3
(14.2.24)
and local minimum at
t =
n
4
+
1
4
√
n− 2
3
. (14.2.25)
According to (14.2.17) and (14.2.21), f(1) = 3(n− 2)(n− 3). Furthermore,
f
(
n
4
+
1
4
√
n− 2
3
)
=
(
n
4
+
1
4
√
n− 2
3
)[
16
(
n
4
+
1
4
√
n− 2
3
)2
−12n
(
n
4
+
1
4
√
n− 2
3
)
+ 3n(n− 1) + 2]
=
1
4
(
n +
√
n− 2
3
)[(
n +
√
n− 2
3
)2
−3n
(
n+
√
n− 2
3
)
+ 3n(n− 1) + 2]
=
1
4
(
n +
√
n− 2
3
)[
n
(
n−
√
n− 2
3
)
− 2n+ 4
3
]
=
1
4
[
n3 − 3n2 + 2n +
(
4
3
− 2n
)√
n− 2
3
]
>
1
4
(n3 − 5n2 + 2n). (14.2.26)
Thus
f
(
n
4
+
1
4
√
n− 2
3
)
− f(1)
>
1
4
(n3 − 5n2 + 2n)− 3(n− 2)(n− 3) = 1
4
(n3 − 17n2 + 62n− 72)
>
n2(n− 17)
4
. (14.2.27)
If n ≥ 17, we have
f
(
n
4
+
1
4
√
n− 2
3
)
> f(1) (14.2.28)
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and
f(n/2)− f(1)
=
n
2
[4n2 − 6n2 + 3n(n− 1) + 2]− 3(n− 2)(n− 3)
=
n(n− 1)(n− 2)
2
− 3(n− 2)(n− 3)
=
(n− 2)(n2 − 7n+ 9)
2
> 0 if n ≥ 6. (14.2.29)
Thus the minimal weight is f(1)/3 = (n− 2)(n− 3) when n ≥ 17.
When n = 10, we calculate
Table 14.2.1
t 1 2 3 4 5
wt u(t) 56 64 56 64 120
If n = 11, we find
Table 14.2.2
t 1 2 3 4 5
wt u(t) 72 88 80 80 120
When n = 14, we obtain
Table 14.2.3
t 1 2 3 4 5 6 7
wt u(t) 132 184 188 176 180 232 364
If n = 15, we get
Table 14.2.4
t 1 2 3 4 5 6 7
wt u(t) 156 224 216 224 220 256 364
This prove the conclusion in the theorem. ✷
Note that when n = 6, we find
Table 14.2.5
t 1 2 3
wt u(t) 12 8 20
So C2(Ψ3) is a doubly-even binary orthogonal [20, 5, 8]-code. Moreover, if n = 7, we find
Table 14.2.6
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t 1 2 3
wt u(t) 20 16 20
Hence C2(Ψ3) a doubly-even binary orthogonal [35, 6, 16]-code. In both cases, the above
theorem fails and both codes are the best even codes among the binary codes with the
same length and dimension (e.g., cf. [PHB]).
According to the above theorem, C2(Ψ3) is a doubly-even binary orthogonal [120, 9, 56]-
code when n = 10, [165, 10, 72]-code if n = 11, [364, 13, 132]-code when n = 14 and
[455, 14, 156]-code if n = 15.
Next let us consider the ternary codes. Again by symmetry, any nonzero codeword in
C3(Ψr) has the same weight as the codeword
u(s, t) =
s∑
r=1
ζr −
t∑
i=1
ζs+i ∈ F(
n
r)
3 (14.2.30)
for some nonnegative integers s, t, where ζι is the ιth row of the matrix Br in (14.2.13).
Moreover,
wt u(s, t) = wt u(t, s). (14.2.31)
Furthermore, we have
wt u(s, t) = (s+ t)(n− s− t) +
(
s
2
)
+
(
t
2
)
in C3(Ψ2) (14.2.32)
and
wt u(s, t) = (s+ t)
(
n− s− t
2
)
+ (n− s)
(
s
2
)
+ (n− t)
(
t
2
)
in C3(Ψ3). (14.2.33)
For convenience, we denote
f(s, t) = 2wt u(s, t) = 2(s+ t)(n− s− t) + s(s− 1) + t(t− 1)
= (2n− 1)(s+ t)− s2 − t2 − 4st (14.2.34)
in C3(Ψ2) and
g(s, t) = 2wt u(s, t)
= (s+ t)(n− s− t)(n− s− t− 1)
+(n− s)s(s− 1) + (n− t)t(t− 1)
= (s+ t)3 − (2n− 1)(s+ t)2 + n(n− 1)(s+ t)
−s3 − t3 + (n+ 1)(s2 + t2)− n(s + t)
= 3st2 + 3s2t+ (2− n)(s2 + t2)
−2(2n− 1)st+ n(n− 2)(s+ t) (14.2.35)
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in C3(Ψ3).
Note
f(3, 0) = 3(2n− 1)− 9 = 6(n− 2), f(n, 0) = n(2n− 1)− n2 = n(n− 1), (14.2.36)
f(1, 1) = 2(2n− 1)− 6 = 4(n− 2), f(1, n− 1) = (n− 1)(n− 2). (14.2.37)
Since geometrically f(s, t) has only local minimum, it attains the absolute minimum at
boundary points. Thus
min{f(s, t) | s ≡ t (mod 3)} = 4(n− 2) if n ≥ 5. (14.2.38)
Now
gs(s, t) = 3t
2 + 6st+ 2(2− n)s− 2(2n− 1)t+ n(n− 2), (14.2.39)
gt(s, t) = 3s
2 + 6st+ 2(2− n)t− 2(2n− 1)s+ n(n− 2). (14.2.40)
Suppose that gs(s0, t0) = gt(s0, t0) = 0 for s0, t0 ≥ 0; that is,
3t20 + 6s0t0 + 2(2− n)s0 − 2(2n− 1)t0 + n(n− 2) = 0, (14.2.41)
3s20 + 6s0t0 + 2(2− n)t0 − 2(2n− 1)s0 + n(n− 2) = 0. (14.2.42)
By (14.2.41)− (14.2.42), we get
(t0 − s0)(3t0 + 3s0 − 2(n+ 1)) = 0 =⇒ t0 = s0 or 3t0 + 3s0 = 2(n+ 1). (14.2.43)
If s0 = t0, then we find
9s20 − 2(n− 1)s0 + n(n− 2) = 0 ∼ 8s20 + (s0 − n+ 1)2 − 1 = 0, (14.2.44)
which leads to a contradiction because n > 1. Thus 3t0+3s0 = 2(n−1). Denote s1 = 3t0
and t1 = 3t0. Then s1 + t1 = 2(n+ 1) and (14.2.41) becomes
t21 + 2(2(n+ 1)− t1)t1 + 2(2− n)(2(n+ 1)− t1)
−2(2n− 1)t1 + 3n(n− 2) = 0, (14.2.45)
or equivalently,
t21 − 2(n+ 1)t1 + (n− 2)(n + 4) = 0
∼ (t1 − n− 1)2 − 9 = 0 =⇒ t1 = n+ 4, n− 2. (14.2.46)
Therefore,
s0 =
n+ 4
3
, t0 =
n− 2
3
or t0 =
n+ 4
3
, s0 =
n− 2
3
. (14.2.47)
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We calculate
g(s0, t0) =
2(n− 2)(n2 − n− 3)
9
, (14.2.48)
g(1, 0) = g(n− 1, 0) = (n− 1)(n− 2), (14.2.49)
g(3, 0) = 3(n− 2)(n− 3), g(n, 0) = 0, (14.2.50)
g(1, 1) = g(n− 2, 1) = 2(n− 2)(n− 3), g(n− 2, 0) = 2(n− 2)2. (14.2.51)
Moreover,
g(s0, t0) ≥ g(1, 0), g(1, 1) if n ≥ 6. (14.2.52)
When n = 5, we calculate
g(1, 0) = g(1, 1) = g(2, 1) = g(2, 2) = g(3, 1) = g(4, 0) = g(4, 1) = 12, (14.2.53)
g(2, 0) = g(3, 0) = g(3, 2) = 18. (14.2.54)
In summary, we have:
Theorem 14.2.3. Let n ≥ 5. The matrix B3 (cf. (14.2.13)) generates a ternary[(
n
3
)
, n− 1, (n−1
2
)]
-code, which is equal to C3(Ψ3) if n 6≡ 0 (mod 3). If n = 3m + 2 for
some positive integer m, C3(Ψ2) is a ternary orthogonal [
(
3m+2
2
)
, 3m + 1, 6m]-code and
C3(Ψ3) is a ternary orthogonal [
(
3m+2
3
)
, 3m+ 1, 3m(3m+ 1)/2]-code. The code C3(Ψ3) is
a ternary orthogonal
[(
n
3
)
, n− 2, (n− 2)(n− 3)]-code when n ≡ 0 (mod 3).
Proof. The part of minimal distances has been proved by the above arguments. We
only need to prove orthogonality.
Suppose n = 3m+2. In C3(Ψ2), ξr stands for the rth row of the weight matrix C(Ψ2)
and
ξi · ξj = 2− 2 = 0 for 1 ≤ i < j − 1 ≤ n− 2, (14.2.55)
ξr · ξr+1 = −(n− 2) = −3m, ξs · ξs = 2(n− 2) = 6m (14.2.56)
for r ∈ 1, n− 2 and s ∈ 1, n− 1. So C3(Ψ2) is orthogonal. Now ζr stands for the rth row
of B3 (cf. (14.2.18)). Observe
n∑
i=1
ζi = 0 ∈ C(
n
3)
3 (14.2.57)
by (6.2.16) and (6.2.19). Moreover,
ζi · ζj = n− 2 = 3m, ζi · ζi =
(
n− 1
2
)
=
3m(3m+ 1)
2
, i 6= j. (14.2.58)
Thus B3 generate a ternary orthogonal code.
Assume that n = 3m for some nonnegative integer m. In C3(Ψ3), we also use ξr for
the rth row of the weight code C(Ψ3) and
ξi · ξj = 2(n− 4)− 2(n− 4) = 0 for 1 ≤ i < j − 1 ≤ n− 2, (14.2.59)
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ξs · ξs = 2ξr · ξr+1 = (n− 2)(n− 3) = 3(3m− 2)(m− 1) ≡ 0 (14.2.60)
for r ∈ 1, n− 2 and s ∈ 1, n− 1. So C3(Ψ3) is orthogonal. ✷
According to the above theorem, C3(Ψ2) is a ternary orthogonal [10, 4, 6]-code when
n = 5 (which is optimal (e.g., cf. [PHB])), [28, 7, 12]-code when n = 8, and [55, 10, 18]-
code when n = 11. Moreover, C3(Ψ3) is a ternary orthogonal [10, 4, 6]-code when n = 5,
[15, 4, 12]-code if n = 6, [56, 7, 21]-code when n = 8, [84, 7, 42]-code if n = 9, [165, 10, 45]-
code when n = 11 and [220, 10, 90]-code when n = 12.
Finally, we consider the adjoint representation of sl(n,C). Note that {Ei,j | 1 ≤ i <
j ≤ n} are positive root vectors. Given an order
{y1, ..., y(n2)} = {Ei,j | 1 ≤ i < j ≤ n}, (14.2.61)
we write
[hi, yj] = ki,jyj, [Er,r, yj] = lr,jyj. (14.2.62)
Denote
K = (ki,j)(n−1)×(nr)
, L = (li,j)n×(nr)
. (14.2.63)
Let CK be the ternary code generated by K and let CL be the ternary code generated by
L. Moreover, ~ki stands for the ith row of K and ~lr stands for the rth row of L. Set
u(s, t) =
s∑
i=1
~li −
t∑
j=1
~ls+j . (14.2.64)
For any nonzero codeword v ∈ CL, using negative root vectors, we can prove
wt (v,−v) = wt (u(s, t),−u(s, t)) (14.2.65)
for some s and t by symmetry (cf. (14.1.9)-(14.1.11)). Thus
wt v = wt u(s, t) = (s+ t)(n− s− t) + st = φ(s, t). (14.2.66)
Note
φ(s, t) = n2 − 1
2
[(s− n)2 + (t− n)2 + (s− t)2]. (14.2.67)
So φ(s, t) has only local maximum. Thus it attains the absolute minimum at the boundary
points. We calculate
φ(1, 0) = φ(n− 1, 0) = n− 1, φ(n− 3, 0) = 3(n− 3), (14.2.68)
φ(1, 1) = 2n− 3, φ(n− 2, 1) = 2(n− 1). (14.2.69)
Since
n∑
i=1
~li = 0, (14.2.70)
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CK = CL if n 6= 0 (mod 3). (14.2.71)
~ki · ~kj = 2− 2 = 0 1 ≤ i < j − 1 ≤ n, (14.2.72)
~kr · ~kr+1 = 6− n, ~ks · ~ks = 2n− 3. (14.2.73)
In summary, we have:
Theorem 14.2.4. The code CL is a ternary [
(
n
2
)
, n − 1, n − 1]-code if n ≥ 4, which
is also the ternary weight code on the adjoint module sl(n,C) when n 6= 0 (mod 3). If
n = 3m for some integer m > 1, then the ternary weight code CK on sl(3m,C) is an
orthogonal [
(
3m
2
)
, 3m− 2, 3(m− 1)]-code.
14.3 Codes Related to Representations of o(2m,C)
In this section, we only study ternary codes related to certain representations of so(2m,C),
some of which will be used to investigate the codes related to exceptional simple Lie
algebras.
Let n = 2m be a positive even integer. Take the settings in (14.2.1)-(14.2.3) (with
n→ m). The orthogonal Lie algebra
o(2m,C) =
∑
1≤i<j≤m
[C(Ei,j − Em+j,m+i) + C(Ej,i − Em+i,m+j) + C(Ei,m+j −Ej,m+i)
+C(Em+i,j − Em+j,i)] +
m∑
r=1
Chr, (14.3.1)
where
hs = Es,s −Es+1,s+1 − Em+s,m+s + Em+s+1,m+s+1 for s ∈ 1, m− 1 (14.3.2)
and
hm = Em−1,m−1 + Em,m − E2m−1,2m−1 −E2m,2m. (14.3.3)
Indeed, we take the Cartan subalgebra
HDm =
m∑
i=1
Chi (14.3.4)
of o(2m,C). The root system
ΦDm = {±εi ± εj | i, j ∈ 1, m, i 6= j} (14.3.5)
and simple positive roots are:
αi = εi − εi+1, αm = εm−1 + εm, i ∈ 1, m− 1. (14.3.6)
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The Weyl group is Sm ⋉ Z
m−1
2 , which acts HDm and R
m by permuting sub-indices of εi
and Ei,i −Em+i,m+i, and changing sign on even number of their coefficients.
Take the settings in (6.2.15)-(6.2.18) and (14.2.6)-(14.2.8). Moreover, the representa-
tion of o(2m,C) on Ψ determined by (6.2.19). For any ~ι = (ι1, ..., ιm) with ιi ∈ {0, 1} and
τ ∈ Sm, we have an associative algebra automorphism στ,~ι of Ψ determined by
στ,~ι(θi) = θmδιi,1+τ(i), στ,~ι(θm+i) = θmδιi,0+τ(i) for i ∈ 1, m. (14.3.7)
Moreover, we define a linear map στ,~ι on H by
στ,~ι(Ei,i − Em+i,m+i) = (−1)ιi(Eτ(i),τ(i) −Em+τ(i),m+τ(i)) for i ∈ 1, m. (14.3.8)
Then
στ,~ι(h(w)) = στ,~ι(h)[στ,~ι(w)] for h ∈ H , w ∈ Ψ. (14.3.9)
Note that all Ψr ∼= VDm(λr) are self-dual o(2m,C)-submodules for r ∈ 1, m− 2 by
Theorem 7.1.2. In particular, the ternary weight code C2 of o(2m,C) on Ψ2 is given by
the weight matrix on its subspace
Ψ2,1 =
∑
1≤i<j≤m
(Cθiθj + Cθiθm+j). (14.3.10)
We take any order
{x1, x2, · · · , xm(m−1)} = {θiθj , θiθm+j | 1 ≤ i < j ≤ m} (14.3.11)
and write
(Ei,i −Em+i,m+i)(xj) = ci,j(2)xj , C2 = (ci,j(2))m×m(m−1). (14.3.12)
Moreover,
the weight matrix on Ψ2 is equivalent to (C2,−C2). (14.3.13)
Since
m∑
i=1
C3hi =
m∑
i=1
C3(Ei,i −Em+i,m+i), (14.3.14)
C2 is a generator matrix of the ternary code C2. Denote by ζi the ith row of C2. By
(14.3.9) and (14.3.13), any nonzero codeword in C2 has the same weight as the codeword
u(t) =
t∑
i=1
ζt for some t ∈ 1, m. (14.3.15)
Moreover,
f(t) = wt u(t) =
(
t
2
)
+ 2t(m− t) = (4m− 1)t− 3t
2
2
(14.3.16)
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So f(t) has only local maximum and it attains the absolute minimum at the boundary
points. Note that
f(1) = 2(m− 1), f(m) = m(m− 1)
2
. (14.3.17)
Hence
the minimal distance of C2 is 2(m− 1) if m ≥ 4. (14.3.18)
Theorem 14.3.1. When m = 3m1 + 1 for some positive integer m1, the ternary
weight code C2 of o(2m,C) on Ψ2 is an orthogonal [m(m− 1), m, 2(m− 1)]-code.
Proof. Note that for i, j ∈ 1, m with i 6= j,
ζi · ζi = f(1) = 6m1, (14.3.19)
(ζi + ζj) · (ζi + ζj) = f(2) = 1 + 4(m− 2) = 4m− 7 = 12(m1 − 1). (14.3.20)
Thus
ζi · ζj = f(2)− 2f(1)
2
= −6. (14.3.21)
Hence C2 is an orthogonal ternary code. ✷
In particular, C2 is an orthogonal ternary [12, 4, 6]-code when m1 = 1, [42, 7, 12]-code
when m1 = 2 and [90, 10, 18]-code when m1 = 3. It can be proved that C2 is also the
weight code on the adjoint module of o(2m,C).
The ternary weight code C3 of o(2m,C) on Ψ3 is given by the weight matrix on its
subspace
Ψ3,1 =
∑
1≤i<j<l≤m
Cθiθjθl +
∑
1≤i<j≤m
m∑
l=1
Cθiθjθm+l. (14.3.22)
We take any order
{y1, y2, · · · , y(m3 )+m(m2 )}
= {θiθjθl, θrθsθm+q | 1 ≤ i < j < l ≤ m; 1 ≤ r < s ≤ m; q ∈ 1, m} (14.3.23)
and write
(Ei,i −Em+i,m+i)(yj) = ci,j(3)yj, C3 = (ci,j(3))m×((m3 )+m(m2 )). (14.3.24)
Moreover,
the weight matrix on Ψ3 is equivalent to (C3,−C3). (14.3.25)
Denote by ci the ith row of C3. By (14.3.9) and (14.3.25), any nonzero codeword in
C3 has the same weight as the codeword
u(t) =
t∑
i=1
ci for some t ∈ 1, m. (14.3.26)
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Moreover,
g(t) = wt u(t) = (2m− t)
(
t
2
)
+ 2t
(
m− t
2
)
+ t(m− t)2
=
t(t− 1)(2m− t) + 2t(m− t)(2m− 2t− 1)
2
=
t
2
[3t2 + 3(1− 2m)t+ 4(m2 −m)]. (14.3.27)
Observe that
g′(t) =
1
2
[9t2 + 6(1− 2m)t+ 4(m2 −m)] = 1
2
[(3t+ 1− 2m)2 − 1]. (14.3.28)
Thus
g′(t0) = 0 =⇒ t0 = 2(m− 1)
3
,
2m
3
. (14.3.29)
Since g′(0) = (m2−m)/2 ≥ 0, t = 2(m− 1)/3 is a point of local maximum and t = 2m/3
is a point of local minimum. We calculate
g(1) = (m−1)(2m−3), g(m) = m
2(m− 1)
2
, g(2m/3) =
2
9
m2(2m−3). (14.3.30)
Note that g(m) ≥ g(1) and g(2m/3) ≥ g(1) if m ≥ 3.
Theorem 14.3.2. Let m ≥ 3. The ternary weight code C3 of o(2m,C) on Ψ3 is of type
[m(m−1)(2m−1)/3, m, (m−1)(2m−3)]. Moreover, it is orthogonal if m 6≡ −1 (mod 3).
Proof. Note
ci · ci = g(1) = (m− 1)(2m− 3) (14.3.31)
and
(ci + cj) · (ci + cj) = g(2) = 2(2(m− 2)2 + 1) (14.3.32)
for i, j ∈ 1, m such that i 6= j. Thus
ci · cj = g(2)− 2g(1)
2
= 3(2−m). (14.3.33)
So C3 is orthogonal if m 6≡ −1 (mod 3). ✷
Remark that C3 is an orthogonal [10, 3, 6]-code when m = 3, [28, 4, 15]-code when
m = 4, [110, 6, 45]-code when m = 6 and [182, 7, 66]-code when m = 7.
Let B be the subalgebra of Ψ generated by {1A , θi | i ∈ 1, m} and
Br = Ψr
⋂
B for r ∈ 0, m. (14.3.34)
The spin representation of o(2m,C) is given by
Ei,j − Em+j,m+i = θi∂θj −
δi,j
2
for i, j ∈ 1, m, (14.3.35)
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Em+s,r − Em+r,s = ∂θs∂θr , Er,m+s −Es,m+r = θrθs (14.3.36)
for 1 ≤ r < s ≤ m. Then the subspace
V =
Jm/2K∑
i=1
Bm−i (14.3.37)
is the irreducible module with highest weight λm; that is, V ∼= VDm(λm).
If m = 2m1 + 1 is odd, then
{θi1 · · · θim−2r | r ∈ 0, m1; 1 ≤ i1 < · · · < im−2r ≤ m} (14.3.38)
forms a weight-vector basis of V. When m = 2m1 is even,
{1, θi1 · · · θim−2r | r ∈ 0, m1 − 1; 1 ≤ i1 < · · · < im−2r ≤ m} (14.3.39)
is a weight-vector basis of V . Take any order {z1, z2, ..., z2m−1} of the above base vectors.
Denote
(Er,r − Em+r,m+r)(zi) = qr,izi, C(V) = (qr,i)m×2m−1 . (14.3.40)
Note that
1
2
≡ −1 in F3. (14.3.41)
Denote by ξr the rth row of the weight matrix C(V). Set
u¯ =
m−1∑
r=1
ξr − ξm, u(t) =
t∑
i=1
ξi for t ∈ 1, m. (14.3.42)
Then any nonzero codeword in C3(V) is conjugated to some u(t) or u¯ under the action of
the Weyl group of o(2m,C) (cf. (14.1.10) and (14.1.11)). It has the same weight as u(t)
or u¯. We calculate
wt u(1) = 2m−1, wt u(2) = 2m−2. (14.3.43)
Moreover, we have the following more general estimates. For any positive integer k > 2,
we always have (
k
l − 1
)
+
(
k
l + 1
)
>
(
k
l
)
for l ∈ 0, k, (14.3.44)
where we treat
(
k
−1
)
=
(
k
k+1
)
= 0. If t = 3t1 for some positive integer t1, we have
wt u(t) = 2m−3t1−1
t1∑
i=0
[(
3t1
6i+ 1
)
+
(
3t1
6i+ 2
)
+
(
3t1
6i+ 4
)
+
(
3t1
6i+ 5
)]
> 2m−3t1−1
t1∑
i=0
[(
3t1
6i+ 1
)
+
(
3t1
6i+ 3
)
+
(
3t1
6i+ 5
)]
= 2m−2. (14.3.45)
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When t = 3t1 + 1 for some positive integer t1, we obtain
wt u(t) = 2m−3t1−2
t1∑
i=0
[(
3t1 + 1
6i
)
+
(
3t1 + 1
6i+ 1
)
+
(
3t1 + 1
6i+ 3
)
+
(
3t1 + 1
6i+ 4
)]
> 2m−3t1−2
t1∑
i=0
[(
3t1 + 1
6i
)
+
(
3t1 + 1
6i+ 2
)
+
(
3t1 + 1
6i+ 4
)]
= 2m−2. (14.3.46)
If t = 3t1 + 2 for some positive integer t1, we get
wt u(t) = 2m−3t1−3
t1∑
i=0
[(
3t1 + 2
6i
)
+
(
3t1 + 2
6i+ 2
)
+
(
3t1 + 2
6i+ 3
)
+
(
3t1 + 2
6i+ 5
)]
> 2m−3t1−3
t1∑
i=0
[(
3t1 + 2
6i
)
+
(
3t1 + 2
6i+ 2
)
+
(
3t1 + 2
6i+ 4
)]
= 2m−2. (14.3.47)
Let k be a positive integer. We have(
2k
i
)
+
(
2k
i+ 4
)
>
(
2k
i+ 1
)
(14.3.48)
if i ≤ k − 3 or i ≥ k. Moreover,(
2k
k − 2
)
+
(
2k
k + 2
)
−
(
2k
k − 1
)
=
k − 4
k − 1
(
2k
k − 2
)
, (14.3.49)
(
2k
k − 1
)
+
(
2k
k + 3
)
−
(
2k
k
)
=
k3 − 4k2 − 3k − 6
k(k − 1)(k − 2)
(
2k
k − 3
)
. (14.3.50)
Thus (14.3.48) always holds if k ≥ 5. Furthermore,(
2k + 1
i
)
+
(
2k + 1
i+ 4
)
>
(
2k + 1
i+ 1
)
(14.3.51)
if i 6= k − 1. Observe that(
2k + 1
k − 1
)
+
(
2k + 1
i+ 3
)
−
(
2k + 1
k
)
=
k2 − 3k − 6
k(k − 1)
(
2k + 1
k − 2
)
. (14.3.52)
So (14.3.51) holds whenever k ≥ 5. Therefore,(
k
i
)
+
(
k
i+ 4
)
>
(
k
i+ 1
)
if k ≥ 10. (14.3.53)
If m = 3m1 for some positive integer m1,
wt u¯ =
m∑
i=0
[(
m
6i
)
+
(
m− 1
6i+ 1
)
+
(
m− 1
6i+ 4
)]
=
m∑
i=0
[(
m− 1
6i
)
+
(
m− 1
6i+ 5
)
+
(
m− 1
6i+ 1
)
+
(
m− 1
6i+ 4
)]
, (14.3.54)
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which is > 2m−2 if m1 ≥ 4 by (14.3.53). When m = 3m1+1 for some positive integer m1,
wt u¯ =
m∑
i=0
[(
m− 1
6i
)
+
(
m
6i+ 2
)
+
(
m− 1
6i+ 3
)]
=
m∑
i=0
[(
m− 1
6i
)
+
(
m− 1
6i+ 1
)
+
(
m− 1
6i+ 2
)
+
(
m− 1
6i+ 3
)]
= 1 +
m∑
i=0
[(
m− 1
6i+ 1
)
+
(
m− 1
6i+ 3
)
+
(
m− 1
6i+ 2
)
+
(
m− 1
6i+ 6
)]
, (14.3.55)
which is again > 2m−2 if m1 ≥ 4 by (14.3.53). Assuming m = 3m1 + 2 for some positive
integer m1, we have
wt u¯ =
m∑
i=0
[(
m− 1
6i+ 2
)
+
(
m
6i+ 4
)
+
(
m− 1
6i+ 5
)]
=
(
m− 1
3
)
+
m∑
i=0
[(
m− 1
6i+ 2
)
+
(
m− 1
6i+ 4
)
+
(
m− 1
6i+ 5
)
+
(
m− 1
6i+ 9
)]
, (14.3.56)
which is > 2m−2 if m1 ≥ 3 by (14.3.53). Moreover, we have the following table:
Table 14.3.1
m 4 5 6 7 8 9 10
wt u¯ 8 11 12 43 112 171 260
In summary, we have:
Theorem 14.3.3. Let m > 3 be an integer. The ternary code C3(V) is of type
[2m−1, m, 2m−2] if m 6= 6 and of type [32, 6, 12] when n = 6.
We remark that the spin module V is self-dual if and only if m is even.
Corollary 14.3.4. Whenm = 6m1+2 for some positive integerm1, the ternary weight
code of o(2m,C) on o(2m,C) + V is an orthogonal ternary [m(m − 1) + 2m−2, m, 4m −
7 + 2m−3]-code. If m = 6m1 + 3 for some positive integer m1, the ternary weight code of
o(2m,C) on o(2m,C)+V is an orthogonal ternary [2m(m−1)+2m−1, m, 8m−14+2m−2]-
code. In the case m = 6m1 + 5 and m = 6m1 + 12 for some nonnegative integer m1, the
code C2⊕C3(V) is an orthogonal ternary [m(m−1)+2m−1, m, 4m−7+2m−2]-code. When
m = 6, the code C2 ⊕ C3(V) is an orthogonal ternary [62, 6, 27]-code.
Proof. Suppose m = 6m1+2 for some positive integer m1. Then the weight matrix of
o(2m,C) on o(2m,C) +V is equivalent to (A,−A), where A generates the weight code C
of o(2m,C) + V. Moreover, C is orthogonal if and only if the matrix (A,−A) generates
an orthogonal code. But
(A,−A) ∼ (C2, C2, C(V)). (14.3.57)
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Note that
wt (ζi, ζi, ξi) = 2f(1)+2
m−1 = 4(m−1)+2m−1 ≡ 1+ (−1)6m1+1 ≡ 0 (mod 3), (14.3.58)
wt (ζi + ζj, ζi + ζj, ξi + ξj)
= 2f(2) + 2m−2 = 8m− 14 + 2m−2 ≡ 2 + (−1)6m1 ≡ 0 (mod 3) (14.3.59)
for i, j ∈ 1, m with i 6= j by (14.3.17) and (14.3.43). Thus
(ζi, ζi, ξi) · (ζi, ζi, ξi) ≡ wt (ζi, ζi, ξi) ≡ 0, (14.3.60)
(ζi, ζi, ξi) · (ζj, ζj, ξj)
≡ −[wt (ζi + ζj, ζi + ζj, ξi + ξj)− wt (ζi, ζi, ξi)− wt (ζj, ζj, ξj)] ≡ 0 (14.3.61)
by (14.3.41). Thus C is orthogonal. Note
f(2) = 4m− 7 ≤ m(m− 1)
2
= f(m) if m ≥ 7. (14.3.62)
Thus
f(2) ≤ f(t) for t ∈ 2, m. (14.3.63)
By (14.3.9),
wt (
m−1∑
i=1
ζi − ζm) = f(m) ≥ f(2). (14.3.64)
Thus the minimum distance of C is
min{f(1) + 2m−2, f(2) + 2m−3} = 4m− 7 + 2m−3 if m ≥ 6. (14.3.65)
This proves the first conclusion. The other conclusions for m ≥ 7 can be proved similarly.
In the case m = 5, we have
Table 14.3.2
t 1 2 3 4 5
f(t) 8 13 15 14 10
and on the V,
Table 14.3.3
t 1 2 3 4 5
wt u(t) 16 8 12 10 11
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By Tables 14.3.1-14.3.3 and the fact wt (
∑4
i=1 ζi− ζ5) = f(5) in C3(Ψ2), the third conclu-
sion holds for m = 5.
If m = 6,
Table 14.3.4
t 1 2 3 4 5 6
f(t) 10 17 21 22 20 15
and on the V,
Table 14.3.5
t 1 2 3 4 5 6
wt u(t) 32 16 24 20 22 21
By Tables 14.3.1, 14.3.4, and 14.3.5, and the fact wt (
∑5
i=1 ζi − ζ6) = f(6) in C3(Ψ2), the
last conclusion holds. ✷
Whenm = 8, the ternary weight code of o(16,C) on o(16,C)+V is a ternary orthogonal
[120, 8, 57]-code, which will later be proved also to be the ternary weight code of E8 on its
adjoint module. If m = 9, the ternary weight code of o(18,C) on o(18,C)+V is a ternary
orthogonal [400, 8, 186]-code. When m = 5, the code C2 ⊕ C3(V) is a ternary orthogonal
[36, 5, 21]-code, which will later be proved also to be the ternary weight code of E6 on
its adjoint module. In the case m = 11, the code C2 ⊕ C3(V) is a ternary orthogonal
[1134, 8, 549]-code.
14.4 Exceptional Lie Algebras and Ternary Codes
In this section, we study the ternary weight codes of F4, E6, E7, E8 on its minimal irre-
ducible module and adjoint module.
We go back to the settings in (14.2.1)-(14.2.3) with n = 4. The root system of F4 is
ΦF4 =
{
±εi,±εi ± εj, 1
2
(±ε1 ± ε2 ± ε3 ± ε4) | i 6= j
}
(14.4.1)
and the positive simple roots are
α¯1 = ε2 − ε3, α¯2 = ε3 − ε4, α¯3 = ε4, α¯4 = 1
2
(ε1 − ε2 − ε3 − ε4). (14.4.2)
The Weyl group WF4 of F4 contains the permutation group S4 on the sub-indices of εi
and all reflections with respect to the coordinate hyperplanes. Moreover, there is an
identification:
h1 ↔ α1, h2 ↔ α2, h3 ↔ 2α3, h4 ↔ 2α4. (14.4.3)
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Thus
H3 =
4∑
i=1
F3hi =
4∑
i=1
F3εi. (14.4.4)
Moreover,
H3 = {WF4(h1),WF4(h1 + h3),WF4(h3),WF4(h4)}. (14.4.5)
Recall that the basic (minimal) irreducible module VF4 of the 52-dimensional Lie al-
gebra G F4 has a basis {xi | 1, 26} and with the representation determined by (10.2.44)-
(10.2.74). The module VF4 is self-dual. The weight matrix of VF4 is (AF4 ,−AF4) with
AF4 =

0 0 0 1 1 −1 1 −1 −1 0 0 0
0 0 1 −1 0 0 0 1 1 −1 −1 0
0 1 −1 1 −1 1 0 −1 0 1 2 −1
1 −1 0 0 1 0 −1 1 −1 1 −1 2
 (14.4.6)
by (10.2.68)-(10.2.71).
Theorem 14.4.1. The ternary weight code CF4,1 (generated by AF4) of F4 on VF4 is
an orthogonal [12,4,6]-code.
Proof. Denote by ξi the ith row of the matrix AF4 . Then
wt ξ1 = 6, wt (ξ1 + ξ3) = wt ξ3 = wt ξ4 = 9. (14.4.7)
According to (14.4.5), any nonzero codeword in CF4,1 has weight 6 or 9. By an argument
as (14.3.31)-(14.3.33), CF4,1 is orthogonal. ✷
Next we consider the adjoint representation of F4. Its weight code CF4,2 is deter-
mined by the set Φ+F4 of positive roots, the corresponding root vectors are constructed in
(10.2.29)-(10.2.42). The weight matrix BF4 on
∑
α∈Φ+F4
CEα is given by[
2 -1 0 0 1 -1 0 1 -1 -1 1 -1 1 0 1 -1 0 1 0 0 0 0 -1 1
-1 2 -1 0 1 1 -1 0 1 0 -1 0 0 1 -1 0 1 -1 1 0 0 -1 1 0
0 -2 2 -1 -2 0 1 0 -1 2 2 1 -1 0 1 0 -1 0 -2 1 0 2 0 0
0 0 -1 2 0 -1 1 -1 1 -2 -2 0 1 -2 0 2 0 2 2 -1 1 0 0 0
]
. (14.4.8)
Theorem 14.4.2. The ternary weight code CF4,2 (generated by BF4) of F4 on its
adjoint module is an orthogonal [24, 4, 15]-code.
Proof. Denote by ηi the ith row of the above matrix. Then
wt ηi = 15, wt (η1 + η3) = 18. (14.4.9)
According to (14.4.5), any nonzero codeword in CF4,2 has weight 15 or 18. By an argument
as (14.3.31)-(14.3.33) , CF4,2 is orthogonal. ✷
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Now we take the settings in (14.2.1)-(14.2.3) with n = 7 and have the following root
system of E6:
ΦE6 =
{
εi − εj, 1
2
(
6∑
s=1
ιsεs ±
√
2ε7),±
√
2ε7
| i, j ∈ 1, 6, i 6= j; ιs = ±1;
6∑
i=1
ιi = 0
}
(14.4.10)
and the simple positive roots are
α1 = ε1 − ε2, α2 = 1
2
(
3∑
j=1
(ε3+j − εj) +
√
2ε7), αi = εi−1 − εi, i ∈ 3, 6. (14.4.11)
Note that
HE6,3 =
6∑
i=1
F3hi = {
6∑
i=1
ιiεi + ι7
√
2ε7 | ιr ∈ F3,
6∑
i=1
ιi = 0}. (14.4.12)
Moreover, the Weyl group WE6 contains the permutation group S6 on the first six sub-
indices of εi and the reflection
6∑
i=1
ιiεi + ι7
√
2ε7 7→
6∑
i=1
ιiεi − ι7
√
2ε7. (14.4.13)
So
HE6,3 = WE6({
s∑
i=1
εi −
t∑
j=1
εs+j + ι
√
2ε7,
√
2ε7 | ι = 0, 1; s− t ≡ 0 (mod 3)}). (14.4.14)
Recall that the 27-dimensional basic irreducible module VE6 of weight λ1 for E6 has a
basis {xi | i ∈ 1, 27} with the representation formulas determined by (11.1.31)-(11.1.70).
Moreover,
Eαr(xi) 6= 0⇔ ar,i < 0, E−αr(xi) 6= 0⇔ ar,i > 0. (14.4.15)
Theorem 14.4.3. The ternary weight code CE6,1 of E6 on VE6 is an orthogonal
[27, 6, 12]-code.
Proof. According to Table 11.1.1 and (11.1.72), we write
AE6 = (ar,i)6×27. (14.4.16)
Denote by ξr the rth row of the matrix AE6. Then
wt ξr = 12 for r ∈ 1, 6. (14.4.17)
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Moreover,
wt (ξ1 + ξ3) = wt (ξ2 + ξ4) = 12, wt (ξ1 + ξ4) = 18, (14.4.18)
wt (ξ1 + ξ2) = wt (ξ2 + ξ3) = wt (ξ2 + ξ5) = wt (ξ2 + ξ6) = 18. (14.4.19)
By an argument as (14.3.31)-(14.3.33) and symmetry, we have
ξi · ξj ≡ 0 (mod 3) for i, j ∈ 1, 6; (14.4.20)
that is CE6,1 is orthogonal.
Note that the Lie subalgebra G E6A,1 generated by {E±αi | 2 6= i ∈ 1, 6} is isomorphic to
sl(6,C). Recall that a singular vector in a module of simple Lie algebra is a weight vector
annihilated by its positive root vectors. By Table 11.1.1 and (14.4.15), the G E6A,1-singular
vectors are x1 of weight λ1, x6 of weight λ4 and x20 of weight λ1. So the (G E6 ,G
E6
A,1)-branch
rule on VE6 is
VE6
∼= VA5(λ1)⊕ VA5(λ4)⊕ VA5(λ1). (14.4.21)
Denote by G E6A,2 the Lie subalgebra of G
E6 generated by {E±αr , E±(α2+α4) | 2, 4 6= r ∈ 1, 6}.
The algebra G E6A,2 is also isomorphic to sl(6,C). According to Table 11.1.1 and (14.4.15),
the G E6A,2-singular vectors are x1 of weight λ1, x4 of weight λ4 and x18 of weight λ1. Hence
(14.4.21) is also the (G E6 ,G E6A,2)-branch rule. Since the module VA5(λ2) is contragredient to
VA5(λ4), they have the same ternary weight code. By (14.2.34) and (14.2.38) with n = 6,
the minimal distances of the subcodes
∑
26=i∈1,6 F3ξi and F3(ξ2 + ξ4) +
∑
2,46=i∈1,6 F3ξi are
wt ξ1 = 12.
Recall 1
2
= −1 in F3. Moreover,
−(α2 + α4) = −ε1 − ε2 + ε3 − ε4 + ε5 + ε6 +
√
2ε7 in HE6,3. (14.4.22)
Thus in HE6,3,
α1 − (α2 + α4) = ε2 + ε3 − ε4 + ε5 + ε6 +
√
2ε7, (14.4.23)
α1 − α2 − (α2 + α4) = −ε3 − ε4 + ε5 + ε6 +
√
2ε7, (14.4.24)
α1 − α2 − (α2 + α4) + α6 = −ε3 − ε4 − ε5 +
√
2ε7, (14.4.25)
α1 − α2 − (α2 + α4)− α5 + α6 = −ε3 + ε4 +
√
2ε7. (14.4.26)
Note that
wt (ξ1 − (ξ2 + ξ4)), wt (ξ1 − ξ2 − (ξ2 + ξ4)) ≥ 12, (14.4.27)
wt (ξ1 − ξ2 − (ξ2 + ξ4) + ξ6), wt (ξ1 − ξ2 − (ξ2 + ξ4)− ξ5 + ξ6) ≥ 12 (14.4.28)
because the minimal distance of F3(ξ2 + ξ4) +
∑
2,46=i∈1,6 F3ξi is 12. Furthermore,
−
6∑
i=1
εi +
√
2ε7 = α1 − α2 − α3 in HE6,3. (14.4.29)
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We calculate
wt (ξ1 − ξ2 − ξ3) = 21. (14.4.30)
By (14.4.13), the minimal distance of the ternary code CE6,1 is 12. ✷
Next we consider the ternary weight code CE6,2 of E6 on its adjoint module. Take any
order
{y1, ..., y36} = {Eα | α ∈ Φ+E6}. (14.4.31)
Write
[αi, yj] = bi,jyj, BE6 = (bi,j)6×36. (14.4.32)
Theorem 14.4.4. The ternary weight code CE6,2 (generated BE6) of E6 on its adjoint
module is an orthogonal [36, 5, 21]-code.
Proof. Denote by ζi the ith row of BE6 . Note
(α1 − α3 + α5 − α6, αi) ≡ 0 (mod 3) for i ∈ 1, 6. (14.4.33)
Thus
ζ1 − ζ3 + ζ5 − ζ6 ≡ 0 in F363 . (14.4.34)
Hence
CE6,2 =
6∑
i=2
F3ζi. (14.4.35)
Denote by G E6D the Lie subalgebra of G
E6 generated by {E±αr | r ∈ 2, 6}. According to
the Dynkin diagram of E6,
G E6D
∼= o(10,C). (14.4.36)
Let G E6+ =
∑36
i=1Cyi and denote by G
E6
D,+ the subspace spanned by the root vectors
Eα ∈ G E6D with α ∈ Φ+E6 . Then [G E6D,+,G E6+ ] ⊂ G E6+ . Moreover, the space G E6+ contains G E6D -
singular vectors Eα4+α5+
∑6
i=2 αi
of weight λ2 (the highest root) and Eα2+α4+
∑5
r=3 αr+
∑6
i=1 αi
of weight λ5. Hence, we have the partial (GE6,G
E6
D )-branch rule on GE6 :
G +E6
∼= G E6D+ ⊕ VD5(λ5). (14.4.37)
Thus the ternary weight code CE6,2 of E6 on its adjoint module is exactly the code C2 ⊕
C3(V) with n = 5 in Corollary 14.3.4, which is a ternary orthogonal [36, 5, 21]-code. ✷
Take the settings in (14.2.1)-(14.2.3) with n = 8. We have the root system of E7:
ΦE7 =
{
εi − εj, 1
2
8∑
s=1
ιsεs | i, j ∈ 1, 8, i 6= j; ιs = ±1,
8∑
s=1
ιs = 0
}
(14.4.38)
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and the simple positive roots are:
α1 = ε2 − ε3, α2 = 1
2
4∑
j=1
(ε4+j − εj), αi = εi − εi+1, i ∈ 3, 7. (14.4.39)
The minimal module VE7 of E7 is of 56-dimensional and has a basis {xi | i ∈ 1, 56} with
the representation given by (12.1.30)-(12.1.96). Again we have
Eαr(xi) 6= 0⇔ ar,i < 0, E−αr(xi) 6= 0⇔ ar,i > 0. (14.4.40)
According to (12.1.96) and Table 12.1.1, we define
AE7 = (ar,i)7×28. (14.4.41)
Theorem 14.4.5. The ternary weight code CE7,1 of E7 on VE7 is an orthogonal
[28, 7, 12]-code.
Proof. Note that the root system of A7:
ΦA7 = {εi − εj | i, j ∈ 1, 8, i 6= j} ⊂ ΦE7 . (14.4.42)
Thus we have the Lie subalgebra of G E7 (cf. (12.1.1)-(12.1.3)):
G E7A =
7∑
i=1
Cαi +
∑
α∈ΦA7
CEα ∼= sl(8,C). (14.4.43)
Moreover,
α′1 = ε1 − ε2 = −2α2 − 2α1 − 3α3 − 4α4 − 3α5 − 2α6 − α7. (14.4.44)
Note that x23 is a G
E7
A -singular vector of weight λ6 and x49 is a G
E7
A -singular vector of
weight λ2 by (12.1.96), (14.4.40) and Table 12.1.1. Thus the (G
E7,G E7A )-branch rule on
VE7 is
VE7
∼= VA7(λ2)⊕ VA7(λ6). (14.4.45)
Since VA7(λ6) is contragredient to VA7(λ2), they have the same ternary weight code of
G E7A , which is the C3(Ψ2) with m = 2 in Theorem 14.2.3. Hence the weight matrix of G
E7
A
on VE7 generates a ternary orthogonal [56, 7, 24]-code.
On the other hand,
7∑
i=1
F3αi = F3α
′
1 +
∑
26=i∈1,7
F3αi (14.4.46)
by (14.4.44) and the fact 1/2 ≡ −1 in F3. Thus the weight matrix (AE7 ,−AE7) of E7 on
VE7 generates the same ternary code as the weight matrix of G
E7
A on VE7. So (AE7 ,−AE7)
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generates a ternary orthogonal [56, 7, 24]-code. Hence the ternary code CE7,1 generated
by AE7 is an orthogonal [28, 7, 12]-code. ✷
Next we consider the ternary weight code of E7 on its adjoint module. By (12.2.88)-
(12.2.90) and Table 12.2.1, it can be proved that the (G E7,G E7A )-branch rule on G
E7 is
G E7 ∼= G E7A ⊕ VA7(λ4). (14.4.47)
The module VA7(λ4) of sl(8,C) (
∼= G E7A ) is exactly Ψ4 in (6.2.16) with n = 8, which is
self-dual. For convenience, we study the ternary code generated by the weight matrix of
sl(8,C) on Ψ4. Taking any order of its basis
{z1, ..., z70} = {θi1θi2θi3θi4 | 1 ≤ i1 < i2 < i3 < i4 ≤ 8}, (14.4.48)
we write
[Er,r, zi] = br,izi, BE7 = (br,i)7×70. (14.4.49)
Denote by ηr the rth row of BE7 and by C
′ the ternary code generated by BE7 . Set
v(s, t) =
s∑
i=1
ηi −
t∑
j=1
ηs+j ∈ C ′. (14.4.50)
Moreover, we only calculate the related weights:
Table 14.4.1
(s,t) (1,1) (2,2) (3,3) (4,4) (3,0) (6,0) (4,1) (5,2)
wt v(s,t) 40 44 48 34 60 30 46 50
Recall (14.2.65)-(14.2.70). We have
Table 14.4.2
(s,t) (1,1) (2,2) (3,3) (4,4) (3,0) (6,0) (4,1) (5,2)
2wt u(s,t) 26 40 42 32 30 24 38 34
According to (14.4.1), the Weyl group WE7 contains the permutation group S8 on the
sub-indices of εi. By (14.1.9), (14.1.11) and the values of wt v(s, t) + 2wt u(s, t) from the
above tables, 54, 66, 84 and 90 are the only weights of the nonzero codewords in C3(G E7),
the ternary code generated by the weight matrix of G E7A on G
E7. By (14.4.46) and an
argument as (14.3.31)-(14.3.33), we have:
Theorem 14.4.6. The ternary weight code of E7 on its adjoint module is an orthog-
onal [63, 7, 27]-code.
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The minimal representation of E8 is its adjoint module given (12.1.1)-(12.1.3). Recall
the settings in (14.2.1)-(14.2.3). We have the E8 root system
ΦE8 =
{
±εi ± εj , 1
2
8∑
i=1
ιiεi | i, j ∈ 1, 8, i 6= j; ιi = ±1,
8∑
i=1
ιi ∈ 2Z
}
(14.4.51)
and positive simple roots:
α1 =
1
2
(
7∑
j=2
εj − ε1 − ε8), α2 = −ε1 − ε2, αr = εr−2 − εr−1, r ∈ 3, 8. (14.4.52)
Observe that the root system of o(16,C):
ΦD8 = {±εi ± εj | i, j ∈ 1, 8, i 6= j} ⊂ ΦE8 . (14.4.53)
So the Lie subalgebra
G E8D = HE8 +
∑
α∈ΦD8
CEα (14.4.54)
of G E8 is exactly isomorphic to o(16,C). Moreover, it can be proved that the (G E8 ,G E8D )-
branch rule on G E8 is
G E8 ∼= G E8D ⊕ VD8(λ8). (14.4.55)
In fact, VD8(λ8) is exactly the spin module V in (14.3.37). Since
8∑
i=1
F3αi =
∑
α∈ΦD8
F3α, (14.4.56)
the ternary weight code of E8 on G E8 is the same as that of G
E8
D on G
E8. By Corollary
14.3.4 with m = 8, we have:
Theorem 14.4.7. The ternary weight code of E8 on its adjoint module is an orthog-
onal [120, 8, 57]-code .
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Chapter 15
Root-Related Integrable Systems
The Calogero-Sutherland model is an exactly solvable quantum many-body system in one-
dimension (cf. [C], [S]), which is related to a root system of A. Olshanesky and Perelomov
[OP] generalized it the integrable systems related the root syustems of types B, C and D.
In this chapter, we want to show their connections with representation theory.
In Section 15.1, we prove that certain variations of Weyl denominator functions in
(5.3.13) of classical types are solutions of the corresponding Olshanesky-Perelomov mod-
els. In Section 15.2, we show that the Etingof’s trance functions of types A and C give
rise to the solutions of the Calogero-Sutherland model and the corresponding Olshanesky-
Perelomov model, respectively. In Section 15.3, we present a connection between the
Calogero-Sutherland model of two particles and the classical Gauss hypergeometric func-
tion. A new family of multi-variable hypergeometric functions are found from the Calogero-
Sutherland model of more particles via the Etingof’s trance functions of types A. In Sec-
tion 15.4, we determine another family of multi-variable hypergeometric functions from
the Olshanesky-Perelomov model via the Etingof’s trance functions of types C. In Section
15.5, we find the differential properties, Euler integral representations and differential
equations for the hypergeometric functions of type A, and the differential properties and
differential equations for the hypergeometric functions of type C. Moreover, we define our
multi-variable hypergeometric functions of type B and D analogously as those of type C
and find the corresponding differential properties and differential equations.
The results in Sections 15.1, 15.3, 15.4 and 15.5 were due to our work [X]. The results
in Section 15.2 are taken from Etingof’s work [Ep] and Etingof-Styrkas’ work [ES].
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15.1 Integrable Systems and Weyl Functions
The Calogero-Sutherland model is an exactly solvable quantum many-body system in
one-dimension (cf. [C], [S]), whose Hamiltonian is given by
HCS =
n∑
i=1
∂2xi +K
∑
1≤i<j≤n
1
sinh2(xi − xj)
, (15.1.1)
where K is a constant. The model was used to study long-range interactions of n particles.
It has become an important mathematical object partly because its potential is related
to the root system of the special linear algebra sl(n,C). Olshanesky and Perelomov [OP]
generalized the Calogero-Sutherland model to the system whose Hamiltonian is given by
HOP =
n∑
i=1
∂2xi +
∑
1≤i<j≤n
(
K1
sinh2(xi − xj)
+
K2
sinh2(xi + xj)
)
+
n∑
i=1
(
K3
sinh2 xi
+
K4
sinh2 2xi
)
, (15.1.2)
where K1, K2, K3, K4 are constants. The potential of the Olshanesky-Perelomov model
is related to the root systems of all four families of finite-dimensional classical simple Lie
algebras. Solving a system is to find eigenfunctions of its Hamiltonians.
Changing variables
zi = e
2xi for i ∈ 1, n, (15.1.3)
we have the equation for the Calogero-Sutherland model (15.1.1):
n∑
i=1
(zi∂zi)
2(Ψ) +K
( ∑
1≤i<j≤n
zizj
(zi − zj)2
)
Ψ = νΨ (15.1.4)
and the equation for the Olshanesky-Perelomov model (15.1.2):
n∑
i=1
∂2zi(Ψ) + [
∑
1≤i<j≤n
(
K1
zizj
(zi − zj)2 +K2
zizj
(zizj − 1)2
)
+
n∑
i=1
(
K3
zi
(zi − 1)2 +K4
z2i
(z2i − 1)2
)
]Ψ = νΨ. (15.1.5)
Let fi,j(z) | i, j ∈ 1, n} be a set of one-variable differentiable functions and let di be
a one-variable differential operator in zi for i ∈ 1, n. It is easy to verified the following
lemma:
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Lemma 15.1.1. We have the following equation on differentiation of determinants:
(
n∑
i=1
di)

∣∣∣∣∣∣∣∣∣
f1,1(z1) f1,2(z2) · · · f1,n(zn)
f2,1(z1) f2,2(z2) · · · f2,n(zn)
...
...
...
...
fn,1(z1) fn,2(z2) · · · fn,n(zn)
∣∣∣∣∣∣∣∣∣

=
n∑
i=1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
f1,1(z1) f1,2(z2) · · · f1,n(zn)
...
...
...
...
fi−1,1(z1) fi−1,2(z2) · · · fi−1,n(zn)
d1(fi,1(z1)) d2(fi,2(z2)) · · · dn(fi,n(zn))
fi+1,1(z1) fi+1,2(z2) · · · fi+1,n(zn)
...
...
...
...
fn,1(z1) fn,2(z2) · · · fn,n(zn)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
. (15.1.6)
Suppose that R+X ⊂ Rn is the set of positive roots of the finite-dimensional simple Lie
algebra of type X. We denote
zα =
n∏
i=1
zαii for α ∈ Rn. (15.1.7)
The Weyl function
WX =
∏
α∈R+X
(zα/2 − z−α/2). (15.1.8)
First the Weyl function of sl(n,C) is
WAn−1 =
∏
1≤i<j≤n
(z
1/2
i z
−1/2
j − z−1/2i z1/2j ) = (z1z2 · · · zn)(1−n)/2
∏
1≤i<j≤n
(zi − zj), (15.1.9)
Denote the Vandermonde determinant
W (z1, z2, ..., zn) =
∣∣∣∣∣∣∣∣∣∣∣
1 1 · · · 1
z1 z2 · · · zn
z21 z
2
2 · · · z2n
...
...
...
...
zn−11 z
n−1
2 · · · zn−1n
∣∣∣∣∣∣∣∣∣∣∣
=
∏
1≤i<j≤n
(zi − zj). (15.1.10)
Then W (z1, z2, ..., zn) is the fundamental part of WAn−1 . By Lemma 15.1.1, we have
(
n∑
i=1
(zi∂zi)
2)(W (z1, z2, ..., zn)) = (
n−1∑
i=1
i2)W (z1, z2, ..., zn)
=
(n− 1)n(2n− 1)
6
W (z1, z2, ..., zn). (15.1.11)
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On the other hand,
(
n∑
i=1
(zi∂zi)
2)(W (z1, z2, ..., zn))
= (
n∑
r=1
(zr∂zr)
2)(
∏
1≤i<j≤n
(zi − zj))
=
n∑
r=1
zr
− r−1∑
s=1
 ∏
1≤i<j≤n; (i,j)6=(s,r)
(zi − zj)
+ n∑
s=r+1
 ∏
1≤i<j≤n; (i,j)6=(r,s)
(zi − zj)

+2
n∑
r=1
z2r (
∑
1≤s1<s2<r
 ∏
1≤i<j≤n; (i,j)6=(s1,r),(s2,r)
(zi − zj)

+
∑
r<s1<s2≤n
 ∏
1≤i<j≤n; (i,j)6=(r,s1),(r,s2)
(zi − zj)

−
∑
1≤s1<r<s2≤n
 ∏
1≤i<j≤n; (i,j)6=(s1,r),(r,s2)
(zi − zj)
)
=
∑
1≤s<r≤n
(zs − zr)
∏
1≤i<j≤n; (i,j)6=(s,r)
(zi − zj)
+2W (z1, z2, ..., zn)
n∑
r=1
∑
1≤s1<s2≤n; s1,s2 6=r
z2r
(zs1 − zr)(zs2 − zr)
=
(
n(n− 1)
2
+ 2
n∑
r=1
∑
1≤s1<s2≤n; s1,s2 6=r
z2r
(zs1 − zr)(zs2 − zr)
)
×W (z1, z2, ..., zn). (15.1.12)
Thus (15.1.11) and (15.1.12) yield
n∑
r=1
∑
1≤s1<s2≤n; s1,s2 6=r
z2r
(zs1 − zr)(zs2 − zr)
=
1
2
[
(n− 1)n(2n− 1)
6
− n(n− 1)
2
]
=
(n− 1)n(n− 2)
6
=
(
n
3
)
. (15.1.13)
Let
φAµ1,µ2 = (z1z2 · · · zn)µ1W µ2(z1, z2, ..., zn) for µ1, µ2 ∈ C. (15.1.14)
Then
zr∂zr(φ
A
µ1,µ2
) =
(
µ1 − µ2
r−1∑
s=1
zr
zs − zr + µ2
n∑
s=r+1
zr
zr − zs
)
φAµ1,µ2 (15.1.15)
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for r ∈ 1, n. Thus
n∑
r=1
(zr∂zr)
2(φAµ1,µ2)
=
n∑
r=1
[µ21 − 2µ1µ2
r−1∑
s=1
zr
zs − zr + 2µ1µ2
n∑
s=r+1
zr
zr − zs − µ2
∑
r 6=s∈1,n
zszr
(zs − zr)2
+µ22
∑
r 6=s∈1,n
z2r
(zs − zr)2 + 2µ
2
2
∑
1≤s1<s2≤n; s1,s2 6=r
z2r
(zs1 − zr)(zs2 − zr)
]φAµ1,µ2
= [nµ21 + n(n− 1)µ1µ2 + µ22
(
n
3
)
− 2µ2
∑
1≤r<s≤n
zszr
(zs − zr)2
+2µ22
∑
1≤r<s≤n
z2r + z
2
s
(zs − zr)2 ]φ
A
µ1,µ2
= [nµ21 + n(n− 1)µ1µ2 + 2µ22
(
n
3
)
− 2µ2
∑
1≤r<s≤n
zszr
(zs − zr)2
+µ22
∑
1≤r<s≤n
z2r + z
2
s − 2zrzs + 2zrzs
(zs − zr)2 ]φ
A
µ1,µ2
= [nµ21 + n(n− 1)(µ1 + µ2/2)µ2 + 2µ22
(
n
3
)
+2µ2(µ2 − 1)
∑
1≤r<s≤n
zszr
(zs − zr)2 ]φ
A
µ1,µ2
(15.1.16)
by (15.1.13) and (15.1.15). Therefore, we have:
Theorem 15.1.2. The function φAµ1,µ2 satisfies:
n∑
r=1
(zr∂zr)
2(φAµ1,µ2) + 2µ2(1− µ2)
( ∑
1≤i<j≤n
zizj
(zi − zj)2
)
φAµ1,µ2
=
[
nµ21 + n(n− 1)(µ1 + µ2/2)µ2 + 2
(
n
3
)
µ22
]
φAµ1,µ2 , (15.1.17)
which is a Calogero-Sutherland equation.
We remark that above result was known when µ1 = µ2 or µ1 = 0 before our work
[X14]. Moreover, WAn−1 = φA(1−n)/2,1.
According to simplicity, we secondly consider the Weyl function of o(2n,C). By the
root structure,
WDn =
∏
1≤i<j≤n
(z
1/2
i z
−1/2
j − z−1/2i z1/2j )(z1/2i z1/2j − z−1/2i z−1/2j )
=
∏
1≤i<j≤n
(zi + z
−1
i − (zj + z−1j ))
= W (z1 + z
−1
1 , z2 + z
−1
2 , ..., zn + z
−1
n ) (15.1.18)
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(cf. (15.1.10)). Note that
(zi∂zi)
2[(zi + z
−1
i )
k] = k(zi + z
−1
i )
k + k(k − 1)(zi − z−1i )2(zi + z−1i )k−2
= k(zi + z
−1
i )
k + k(k − 1)(z2i − 2 + z−2i )(zi + z−1i )k−2
= k2(zi + z
−1
i )
k − 4k(k − 1)(zi + z−1i )k−2. (15.1.19)
By Lemma 15.1.1 and a similar calculation as (15.1.10),
(
n∑
i=1
(zi∂zi)
2)(WDn) =
(n− 1)n(2n− 1)
6
WDn . (15.1.20)
On the other hand, by (15.1.12) and (15.1.19), we have
n∑
r=1
∑
1≤s1<s2≤n; s1,s2 6=r
(zr − z−1r )2
(zs1 + z
−1
s1
− zr − z−1r )(zs2 + z−1s2 − zr − z−1r )
=
(n− 1)n(n− 2)
6
=
(
n
3
)
. (15.1.21)
Moreover,
(zr − z−1r )2 + (zs − z−1s )2
(zs + z−1s − zr − z−1r )2
=
z2r + z
−2
r + z
2
s + z
−2
s − 4
(zrzs)−2(zs − zr)2(zrzs − 1)2
=
z4rz
2
s + z
2
s + z
2
rz
4
s + z
2
s − 4z2rz2s
(zs − zr)2(zrzs − 1)2
=
1
(zs − zr)2(zrzs − 1)2 [z
4
rz
2
s + z
2
s + z
2
rz
4
s + z
2
s − 2zrzs(z2r + z2s + (zrzs)2
−2zrzs + 1) + 2zrzs(z2r + z2s + (zrzs)2 − 4zrzs + 1)]
=
(zs − zr)2(zrzs − 1)2 + 2zrzs[(zr − zs)2 + (zrzs − 1)2]
(zs − zr)2(zrzs − 1)2
= 1 + 2
zrzs
(zr − zs)2 + 2
zrzs
(zrzs − 1)2 (15.1.22)
and
zr∂zr
(
zr − z−1r
zr + z−1r − zs − z−1s
)
=
(zr + z
−1
r )(zr + z
−1
r − zs − z−1s )− (zr − z−1r )2
(zr + z−1r − zs − z−1s )2
=
(zr + z
−1
r )
2 − (zr + z−1r )(zs + z−1s )− (zr − z−1r )2
(zr + z−1r − zs − z−1s )2
=
4− zrzs − zrz−1s − z−1r zs − z−1r z−1s
(zrzs)−2(zs − zr)2(zrzs − 1)2
= −zrzs (zrzs)
2 + z2r + z
2
s + 1− 4zrzs
(zs − zr)2(zrzs − 1)2
= − zrzs
(zs − zr)2 −
zrzs
(zrzs − 1)2 (15.1.23)
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for r, s ∈ 1, n such that r 6= s.
Set
φDµ = (WDn)µ =
∏
1≤i<j≤n
(zi + z
−1
i − zj − z−1j )µ for µ ∈ C. (15.1.24)
Then
(
n∑
r=1
(zr∂zr)
2)(φDµ )
=
n∑
r=1
[
∑
r 6=s∈1,n
[
µzr∂zr
(
zr − z−1r
zr + z−1r − zs − z−1s
)
+ µ2
(zr − z−1r )2
(zs + z−1s − zr − z−1r )2
]
+2µ2
∑
1≤s1<s2≤n; s1,s2 6=r
(zr − z−1r )2
(zs1 + z
−1
s1
− zr − z−1r )(zs2 + z−1s2 − zr − z−1r )
]φDµ
= [
∑
1≤r<s≤n
[
−2µ
(
zrzs
(zs − zr)2 +
zrzs
(zrzs − 1)2
)
+ µ2
(zr − z−1r )2 + (zs − z−1s )2
(zs + z−1s − zr − z−1r )2
]
φDµ
+2µ2
n∑
r=1
∑
1≤s1<s2≤n; s1,s2 6=r
(zr − z−1r )2
(zs1 + z
−1
s1
− zr − z−1r )(zs2 + z−1s2 − zr − z−1r )
]
=
[
2µ(µ− 1)
∑
1≤r<s≤n
(
zrzs
(zs − zr)2 +
zrzs
(zrzs − 1)2
)
+ µ2
(
n(n− 1)
2
+ 2
(
n
3
))]
φDµ
=
[
2µ(µ− 1)
∑
1≤r<s≤n
(
zrzs
(zs − zr)2 +
zrzs
(zrzs − 1)2
)
+
n(n− 1)(2n− 1)
6
µ2
]
φDµ . (15.1.25)
Thus we obtain:
Theorem 15.1.3. The function φDµ the equation:
n∑
r=1
(zr∂zr)
2(φDµ ) + 2µ(1− µ)
( ∑
1≤i<j≤n
zizj
(zi − zj)2 +
∑
1≤i<j≤n
zizj
(zizj − 1)2
)
φDµ
=
n(n− 1)(2n− 1)µ2
6
φDµ , (15.1.26)
which is an Olshanesky-Perelomov equation.
We remark that the above result with n = 4 was given in [NFP].
The Weyl function of sp(2n,C) is
WCn =
[
n∏
r=1
(zr − z−1r )
] ∏
1≤i<j≤n
(zi + z
−1
i − (zj + z−1j )), (15.1.27)
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In terms of determinant,
WCn =
∣∣∣∣∣∣∣∣∣∣∣
z1 − z−11 · · · zn − z−1n
(z1 − z−11 )(z1 + z−11 ) · · · (zn − z−1n )(zn + z−1n )
(z1 − z−11 )(z1 + z−11 )2 · · · (zn − z−1n )(zn + z−1n )2
...
...
...
(z1 − z−11 )(z1 + z−11 )n−1 · · · (zn − z−1n )(zn + z−1n )n−1
∣∣∣∣∣∣∣∣∣∣∣
. (15.1.28)
Moreover,
(zr∂zr)
2[(zr − z−1r )(zr + z−1r )k] = (k + 1)2(zr − z−1r )(zr + z−1r )k
+4k(k − 1)(zr − z−1r )(zr + z−1r )k−2 (15.1.29)
by (15.1.19). Thus
(
n∑
i=1
(zi∂zi)
2)(WCn) =
n(n + 1)(2n+ 1)
6
WCn (15.1.30)
by Lemma 15.1.1 and (15.1.29).
Set
ψCµ =
n∏
r=1
(zr − z−1r )µ for µ ∈ C. (15.1.31)
Then
n∑
r=1
(zr∂zr)
2(ψCµ ) = µψ
C
µ
n∑
r=1
[
zr∂zr
(
zr + z
−1
r
zr − z−1r
)
+ µ
(
zr + z
−1
r
zr − z−1r
)2]
= µψCµ
n∑
r=1
[
(zr − z−1r )2 − (zr + z−1r )2
(zr − z−1r )2
+ µ
(zr + z
−1
r )
2
(zr − z−1r )2
]
= µ
n∑
r=1
[
µ+ 4(µ− 1) 1
(zr − z−1r )2
]
ψCµ
=
[
nµ2 + 4µ(µ− 1)
n∑
r=1
z2r
(z2r − 1)2
]
ψCµ . (15.1.32)
Moreover,
n∑
r=1
(zr∂zr)(ψ
C
µ1
)(zr∂zr)(φ
D
µ2
)
= µ1µ2
n∑
r=1
zr + z
−1
r
zr − z−1r
ψCµ1
∑
r 6=s∈1,n
zr − z−1r
zr + z−1r − zs − z−1s
φDµ2
= µ1µ2ψ
C
µ1
φDµ2
n∑
r=1
∑
r 6=s∈1,n
zr + z
−1
r
zr + z−1r − zs − z−1s
=
n(n− 1)
2
µ1µ2ψ
C
µ1
φDµ2 . (15.1.33)
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Set
φCµ1,µ2 = ψ
C
µ1φ
D
µ2 =
[
n∏
r=1
(zr − z−1r )µ1
] ∏
1≤i<j≤n
(zi + z
−1
i − zj − z−1j )µ2 (15.1.34)
for µ1, µ2 ∈ C. By Theorem 15.1..3 and (15.1.32)-(15.1.34), we have:
Theorem 15.1.4. The function φCµ1,µ2 satisfies:
n∑
r=1
(zr∂zr)
2(φCµ1,µ2) + [4µ1(1− µ1)
n∑
r=1
z2r
(z2r − 1)2
+2µ2(1− µ2)
( ∑
1≤i<j≤n
zizj
(zi − zj)2 +
∑
1≤i<j≤n
zizj
(zizj − 1)2
)
]φCµ1,µ2
=
(
nµ21 + n(n− 1)µ1µ2 +
n(n− 1)(2n− 1)µ22
6
)
φCµ1,µ2 , (15.1.35)
which is an Olshanesky-Perelomov equation.
Observe that WCn = φC1,1. The Weyl function of o(2n+ 1,C) is
WBn =
[
n∏
r=1
(z1/2r − z−1/2r )
] ∏
1≤i<j≤n
(zi + z
−1
i − (zj + z−1j )), (15.1.36)
In terms of determinant,
WBn =∣∣∣∣∣∣∣∣∣∣∣
z
1/2
1 − z−1/21 · · · z1/2n − z−1/2n
(z
1/2
1 − z−1/21 )(z1/21 + z−1/21 )2 · · · (z1/2n − z−1/2n )(z1/2n + z−1/2n )2
(z
1/2
1 − z−1/21 )(z1/21 + z−1/21 )4 · · · (z1/2n − z−1/2n )(z1/2n + z−1/2n )4
...
...
...
(z
1/2
1 − z−1/21 )(z1/21 + z−1/21 )2(n−1) · · · (z1/2n − z−1/2n )(z1/2n + z−1/2n )2(n−1)
∣∣∣∣∣∣∣∣∣∣∣
. (15.1.37)
Moreover,
(zr∂zr)
2[(z1/2r − z−1/2r )(z1/2r + z−1/2r )2k]
=
(
k2 + k +
1
4
)
(z1/2r − z−1/2r )(z1/2r + z−1/2r )2k
+2k(2k − 1)(z1/2r − z−1/2r )(z1/2r + z−1/2r )2(k−1). (15.1.38)
Thus
(
n∑
i=1
(zi∂zi)
2)(WBn) =
n(4n2 − 1)
12
WBn (15.1.39)
by Lemma 15.1.1 and (15.1.38).
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Set
ψBµ =
n∏
r=1
(z1/2r − z−1/2r )µ for µ ∈ C. (15.1.40)
Then
n∑
r=1
(zr∂zr)
2(ψBµ )
=
µ
2
ψBµ
n∑
r=1
zr∂zr
(
z
1/2
r + z
−1/2
r
z
1/2
r − z−1/2r
)
+
µ
2
(
z
1/2
r + z
−1/2
r
z
1/2
r − z−1/2r
)2
=
µ
4
ψBµ
n∑
r=1
[
(z
1/2
r − z−1/2r )2 − (z1/2r + z−1/2r )2
(z
1/2
r − z−1/2r )2
+ µ
(z
1/2
r + z
−1/2
r )2
(z
1/2
r − z−1/2r )2
]
=
[
nµ2
4
+ µ(µ− 1)
n∑
r=1
zr
(zr − 1)2
]
ψBµ . (15.1.41)
Moreover,
n∑
r=1
(zr∂zr)(ψ
B
µ1
)(zr∂zr)(φ
D
µ2
)
=
µ1µ2
2
n∑
r=1
z
1/2
r + z
−1/2
r
z
1/2
r − z−1/2r
ψBµ1
∑
r 6=s∈1,n
zr − z−1r
zr + z−1r − zs − z−1s
φDµ2
=
µ1µ2
2
ψBµ1φ
D
µ2
n∑
r=1
∑
r 6=s∈1,n
(z
1/2
r + z
−1/2
r )2
zr + z−1r − zs − z−1s
=
n(n− 1)
4
µ1µ2ψ
B
µ1φ
D
µ2. (15.1.42)
Set
φBµ1,µ2 = ψ
B
µ1
φDµ2 =
[
n∏
r=1
(z1/2r − z−1/2r )µ1
] ∏
1≤i<j≤n
(zi + z
−1
i − zj − z−1j )µ2 (15.1.43)
for µ1, µ2 ∈ C. By Theorem 15.1.3 and (15.1.41)-(15.1.43), we obtain:
Theorem 15.1.5. The function φBµ1,µ2 satisfies:
n∑
r=1
(zr∂zr)
2(φBµ1,µ2) + [µ1(1− µ1)
n∑
r=1
zr
(zr − 1)2
+2µ2(1− µ2)
( ∑
1≤i<j≤n
zizj
(zi − zj)2 +
∑
1≤i<j≤n
zizj
(zizj − 1)2
)
]φCµ1,µ2
=
(
nµ21
4
+
n(n− 1)
2
µ1µ2 +
n(n− 1)(2n− 1)µ22
6
)
φBµ1,µ2, (15.1.44)
which is an Olshanesky-Perelomov equation.
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15.2 Etingof Traces
In this section, we present the trace functions of the intertwining operators among certain
modules introduced by Etingof [Ep].
Recall that the general Lie algebra
gl(n,R) =
n∑
i,j=1
REi,j. (15.2.1)
The subspace
HA =
n∑
i=1
REi,i (15.2.2)
is a toral Cartan subalgebra of the Lie algebra gl(n,R). For a weight λ ∈ H∗A, we denote
λ(Ei,i) = λi for i ∈ 1, n. (15.2.3)
Note that
ω
A
=
n∑
i,j=1
Ei,jEj,i (15.2.4)
is the Casimier element in U(gl(n,R). Let
M =
⊕
λ∈H∗A
Mλ (15.2.5)
be any weight gl(n,R)-module with the representation π
M
such that
π
M
(ω
A
) = b IdM for some b ∈ C, (15.2.6)
where
Mλ = {w ∈M | h(w) = λ(h)w for h ∈ H}. (15.2.7)
In particular, we can take M to be any highest weight module; say the Verma module
M(λ) given in (5.2.8)-(5.2.10). The module M is not necessarily irreducible.
Let {x1, x2, ..., xn} be n indeterminates. Set
x
~i = xi11 x
i2
2 · · ·xinn ~i = (i1, i2, ..., in) ∈ Zn. (15.2.8)
Fix κ ∈ R and denote
x¯κ = (x1x2 · · ·xn)κ. (15.2.9)
Define the space of formal Laurent series in {x1, x2, ..., xn} with the coefficients in M :
M˜ = {
∑
~i∈Zn
w~ix
~ix¯κ | w~i ∈M}. (15.2.10)
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We extend the representation π
M
to M˜ by
π
M
(ξ)(
∑
~i∈Zn
w~ix
~ix¯κ) =
∑
~i∈Zn
π
M
(ξ)(w~i)x
~ix¯κ for ξ ∈ gl(n,R). (15.2.11)
Moreover, we define another representation π′ of gl(n,R) on M˜ by
π′(Er,s)(
∑
~i∈Zn
w~ix
~ix¯κ) =
∑
~i∈Zn
[w~ixr∂xs(x
~ix¯κ)− δr,sκw~ix~ix¯κ] (15.2.12)
for r, s ∈ 1, n. Define the representation of gl(n,R) on M˜ by
π = π
M
+ π′. (15.2.13)
Suppose that Φ : M → M˜ is a linear map such that
Φ(π
M
(ξ)(w)) = ∆(ξ)Φ(w) (15.2.14)
for ξ ∈ gl(n,R) and w ∈ M . View Φ as a function in {x1, x2, ..., xn} taking value in the
spaces of linear transformations on M . The Etingof trace function
EA(z1, z2, ..., zn) = trM Φz
E1,1
1 z
E2,2
2 · · · zEn,nn (15.2.15)
(cf. [Ep]). By considering weights, we can prove
(x¯κ)−1EA(z1, z2, ..., zn) is independent of x1, x2, ..., xn. (15.2.16)
Etingof [Ep] proved:
Theorem 15.2.1. The function
ΨA(z1, z2, ..., zn) =WAn−1(x¯κ)−1EA(z1, z2, ..., zn) (15.2.17)
is a solution of (15.1.4) for suitable constants K and ν.
Proof. Recall WAn−1 = φA(1−n)/2,1. By (15.1.15),
zr∂zr(WAn−1) =
(
1− n
2
+
∑
s 6=r
zr
zr − zs
)
WAn−1 =
(
n− 1
2
+
∑
s 6=r
zs
zr − zs
)
WAn−1
(15.2.18)
for r ∈ 1, n. Set
Ei1,i2A = trMΦπM (Ei1,i2Ei2,i1)z
π
M
(E1,1)
1 z
π
M
(E2,2)
2 · · · zπM (En,n)n (15.2.19)
for i1, i2 ∈ 1, n. Observe that
trMΦπM (Ei,i))z
π
M
(E1,1)
1 z
π
M
(E2,2)
2 · · · zπM (En,n)n
= trMΦz
π
M
(E1,1)
1 z
π
M
(E2,2)
2 · · · zπM (En,n)n πM (Ei,i))
= zi∂zi[trMΦz
π
M
(E1,1)
1 z
π
M
(E2,2)
2 · · · zπM (En,n)n ] (15.2.20)
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for i ∈ 1, n. In particular,
Ei,iA = (zi∂zi)
2(EA) (15.2.21)
and for i1 6= i2,
Ei1,i2A = trMπ(Ei1,i2)ΦπM (Ei2,i1)z
π
M
(E1,1)
1 z
π
M
(E2,2)
2 · · · zπM (En,n)n
= trMπ
′(Ei1,i2)ΦπM (Ei2,i1)z
π
M
(E1,1)
1 z
π
M
(E2,2)
2 · · · zπM (En,n)n
+trMπM (Ei1,i2)ΦπM (Ei2,i1)z
π
M
(E1,1)
1 z
π
M
(E2,2)
2 · · · zπM (En,n)n
= trMπ
′(Ei1,i2)ΦπM (Ei2,i1)z
π
M
(E1,1)
1 z
π
M
(E2,2)
2 · · · zπM (En,n)n
+trMΦπM (Ei2,i1)z
π
M
(E1,1)
1 z
π
M
(E2,2)
2 · · · zπM (En,n)n πM (Ei1,i2)
= trMπ
′(Ei1,i2)ΦπM (Ei2,i1)z
π
M
(E1,1)
1 z
π
M
(E2,2)
2 · · · zπM (En,n)n
+
zi1
zi2
trMΦπM (Ei2,i1Ei1,i2)z
π
M
(E1,1)
1 z
π
M
(E2,2)
2 · · · zπM (En,n)n
= trMπ
′(Ei1,i2)ΦπM (Ei2,i1)z
π
M
(E1,1)
1 z
π
M
(E2,2)
2 · · · zπM (En,n)n
+
zi1
zi2
trMΦπM (Ei1,i2Ei2,i1 + [Ei2,i1, Ei1,i2 ])z
π
M
(E1,1)
1 z
π
M
(E2,2)
2 · · · zπM (En,n)n
= trMπ
′(Ei1,i2)ΦπM (Ei2,i1)z
π
M
(E1,1)
1 z
π
M
(E2,2)
2 · · · zπM (En,n)n
+
zi1
zi2
trMΦπM (Ei1,i2Ei2,i1 + Ei2,i2 − Ei1,i1)zπM (E1,1)1 zπM (E2,2)2 · · · zπM (En,n)n
= trMπ
′(Ei1,i2)ΦπM (Ei2,i1)z
π
M
(E1,1)
1 z
π
M
(E2,2)
2 · · · zπM (En,n)n +
zi1
zi2
Ei1,i2A
+
zi1
zi2
(zi2∂zi2 − zi1∂zi1 )(EA). (15.2.22)
Thus
Ei1,i2A =
zi2
zi2 − zi1
trMπ
′(Ei1,i2)ΦπM (Ei2,i1)z
π
M
(E1,1)
1 z
π
M
(E2,2)
2 · · · zπM (En,n)n
+
zi1
zi2 − zi1
(zi2∂zi2 − zi1∂zi1 )(EA). (15.2.23)
Furthermore,
trMπ
′(Ei1,i2)ΦπM (Ei2,i1)z
π
M
(E1,1)
1 z
π
M
(E2,2)
2 · · · zπM (En,n)n
= trMπ
′(Ei1,i2)π(Ei2,i1)Φz
π
M
(E1,1)
1 z
π
M
(E2,2)
2 · · · zπM (En,n)n
= trMπ
′(Ei1,i2)π
′(Ei2,i1)Φz
π
M
(E1,1)
1 z
π
M
(E2,2)
2 · · · zπM (En,n)n
+trMπ
′(Ei1,i2)πM (Ei2,i1)Φz
π
M
(E1,1)
1 z
π
M
(E2,2)
2 · · · zπM (En,n)n
= xi1∂xi2xi2∂xi1 (EA) + trMπ
′(Ei1,i2)Φz
π
M
(E1,1)
1 z
π
M
(E2,2)
2 · · · zπM (En,n)n πM (Ei2,i1)
=
zi2
zi1
trMπ
′(Ei1,i2)ΦπM (Ei2,i1)z
π
M
(E1,1)
1 z
π
M
(E2,2)
2 · · · zπM (En,n)n
+κ(κ + 1)EA (15.2.24)
by (15.2.18). Hence
trMπ
′(Ei1,i2)ΦπM (Ei2,i1)z
π
M
(E1,1)
1 z
π
M
(E2,2)
2 · · · zπM (En,n)n =
κ(κ + 1)zi1
zi1 − zi2
EA. (15.2.25)
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Substituting it to (15.2.23), we obtain
Ei1,i2A =
zi1
zi2 − zi1
(zi2∂zi2 − zi1∂zi1 )(EA)−
κ(κ + 1)zi1zi2
(zi1 − zi2)2
EA (15.2.26)
for i1, i2 ∈ 1, n such that i1 6= i2.
According to (15.1.17) with µ1 = (1− n)/2 and µ2 = 1, we have
n∑
r=1
(zr∂zr)
2(WAn−1) =
[
1
2
+ 2
(
n
3
)]
WAn−1 (15.2.27)
Now (15.2.6) yields
bΨA = WAn−1(x1x2 · · ·xn)−κtrM ΦπM (ωA)zE1,11 zE2,22 · · · zEn,nn
=
n∑
i1,i2=1
WAn−1(x1x2 · · ·xn)−κEi1,i2A
=
n∑
i=1
WAn−1(x1x2 · · ·xn)−κ(zi∂zi)2(EA)−
∑
i1 6=i2
κ(κ+ 1)zi1zi2
(zi1 − zi2)2
ΨA
+
∑
i1 6=i2
WAn−1(x1x2 · · ·xn)−κ
zi1
zi2 − zi1
(zi2∂zi2 − zi1∂zi1 )(EA)
=
n∑
i=1
WAn−1(x1x2 · · ·xn)−κ(zi∂zi)2(EA)−
∑
i1 6=i2
κ(κ+ 1)zi1zi2
(zi1 − zi2)2
ΨA
+
n∑
i2=1
((1− n)/2 + zi2∂zi2 )(WAn−1)(x1x2 · · ·xn)−κzi2∂zi2 (EA)
+
n∑
i1=1
((n− 1)/2 + zi1∂zi1 )(WAn−1)(x1x2 · · ·xn)−κzi1∂zi1 (EA)
=
n∑
i=1
WAn−1(x1x2 · · ·xn)−κ(zi∂zi)2(EA)−
∑
i1 6=i2
κ(κ+ 1)zi1zi2
(zi1 − zi2)2
ΨA
+
n∑
i=1
2zi∂zi(WAn−1)(x1x2 · · ·xn)−κzi∂zi(EA)
=
n∑
i=1
(zi∂zi)
2(ΨA)−
[
1
2
+ 2
(
n
3
)]
ΨA −
∑
i1 6=i2
κ(κ + 1)zi1zi2
(zi1 − zi2)2
ΨA (15.2.28)
by (15.2.4), (15.2.6), (15.2.18), (15.2.19), (15.2.21), (15.2.26) and (15.2.27). Thus
n∑
i=1
(zi∂zi)
2(ΨA)− 2κ(κ + 1)
( ∑
1≤i<j≤n
zizj
(zi − zj)2
)
ΨA =
[
b+
1
2
+ 2
(
n
3
)]
ΨA, (15.2.29)
which shows that ΨA is a solution of (15.1.4) for
K = −2κ(κ + 1), ν = b+ 1
2
+ 2
(
n
3
)
. ✷ (15.2.30)
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For convenience, we denote
Ci,j = Ei,j − En+j,n+i for i, j ∈ 1.n, (15.2.31)
Cj,n+k = Ej,n+k + Ek,n+j, Cn+j,k = En+j,k + En+k,j (15.2.32)
for j, k ∈ 1, n such that j 6= k, and
Cr,n+r = Er,n+r, Cn+r,r = En+r,r for r ∈ 1, n. (15.2.33)
Then the sympletic Lie algebra
sp(2n,R) =
n∑
i,j=1
RCi,j +
∑
1≤r≤s≤n
(RCr,n+s + RCn+r,s). (15.2.34)
Moreover,
ω
C
=
n∑
i,j=1
Ci,jCj,i +
∑
1≤s<r≤n
(Cn+r,sCs,n+r + Cs,n+rCn+r,s)
+2
n∑
p=1
(Cn+p,pCp,n+p + Cp,n+pCn+p,p) (15.2.35)
is a Casimier element in U(sp(2n,R)). Now
HC =
n∑
i=1
RCi,i (15.2.36)
is a toral Cartan subalgebra of sp(2n,R). Let
M =
⊕
λ∈H∗C
Mλ (15.2.37)
be a weight sp(2n,R)-module with the representation π
M
such that
π
M
(ω
C
) = b IdM for some b ∈ R, (15.2.38)
In particular, we can take M to be any highest weight module; say the Verma module
M(λ) given in (5.2.8)-(5.2.10). The module M is not necessarily irreducible.
Denote
x∗ = x
−1/2
1 x
−1/2
2 · · ·x−1/2n . (15.2.39)
Denote the space of formal Laurent series in {x1, x2, ..., xn} with the coefficients in M by
M˜ = {
∑
~i∈Zn
w~ix
~ix∗ | wn ∈M}. (15.2.40)
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We extend the π
M
to M˜ by
π
M
(u)(
∑
~i∈Zn
w~ix
~ix∗) =
∑
~i∈Zn
π
M
(ξ)(w~i)x
~ix∗ for ξ ∈ sp(2n,R). (15.2.41)
Moreover, we define another representation π′ of sp(2n,R) on M˜ by
π′(Cp,q)(
∑
~i∈Zn
w~ix
~ix∗) =
∑
~i∈Zn
(
Cp,q(w~ixp∂xq(x
~ix∗) +
δp,q
2
w~ix
~ix∗
)
, (15.2.42)
π′(Cp,n+q)(
∑
~i∈Zn
w~ix
~ix∗) = − 1
1 + δp,q
∑
~i∈Zn
w~ixpxqx
~ix∗, (15.2.43)
π′(Cn+p,q)(
∑
~i∈Zn
w~ix
~ix∗) =
1
1 + δp,q
∑
~i∈Zn
w~i∂xp∂xq(x
~ix∗) (15.2.44)
for p, q ∈ 1n. Set
π = π
M
+ π′. (15.2.45)
Suppose that Φ : M → M˜ is a linear map such that
Φ(π
M
(u)(w)) = π(u)Φ(w) (15.2.46)
for u ∈ sp(2n,R) and w ∈M . View Φ as a function in {x1, x2, ..., xn} taking value in the
spaces of linear transformations on Mλ. Define the trace function:
EC(z1, z2, ..., zn) = trMΦz
π
M
(C1,1)
1 z
π
M
(C2,2)
2 · · · zπM (Cn,n)n . (15.2.47)
By considering weights, we can prove
(x∗)−1EC(z1, z2, ..., zn) is independent of x1, x2, ..., xn. (15.2.48)
The following theorem was essentially proved by Etingof and Styrkas [ES].
Theorem 15.2.2. The function
ΨC =WCn(x∗)−1EC(z1, z2, ..., zn) (15.2.49)
satisfies the Olshanesky-Perelomov equation (15.1.5) with K3 = 0 and proper constants
K1, K2, K4.
Proof. Note that (15.1.27) implies
zi∂zi(WCn) =
n∑
i=1
zi + z−1i
zi − z−1i
+
∑
i 6=r∈1,n
zi − z−1i
zi + z
−1
i − zr − z−1r
WCn
=
n∑
i=1
z2i + 1
z2i − 1
+
∑
i 6=r∈1,n
(
zi
zi − zr +
1
zizr − 1
)WCn . (15.2.50)
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Set
Ei1,i2C = (x
∗)−1trMΦπM (Ci1,i2Ci2,i1)z
π
M
(C1,1)
1 z
π
M
(C2,2)
2 · · · zπM (Cn,n)n (15.2.51)
for i1, i2 ∈ 1, n. Then
Ei,iC = (zi∂zi)
2(EC) (15.2.52)
by (15.2.22), and
Ei1,i2C =
zi1
zi2 − zi1
(zi2∂zi2 − zi1∂zi1 )(EC) +
zi1zi2
4(zi1 − zi2)2
EC (15.2.53)
for i1, i2 ∈ 1, n such that i1 6= i2 by (15.2.24)-(15.2.28).
Let
Es,n+rC = (x
∗)−1trMΦπM (Cs,n+rCn+r,s)z
π
M
(C1,1)
1 z
π
M
(C2,2)
2 · · · zπM (Cn,n)n (15.2.54)
and
En+r,sC = (x
∗)−1trMΦπM (Cn+r,sCs,n+r)z
π
M
(C1,1)
1 z
π
M
(C2,2)
2 · · · zπM (Cn,n)n (15.2.55)
for 1 ≤ s ≤ r ≤ n. By similar calculations as (15.2.22)-(15.2.26), we have
Es,n+rC =
zrzs
zrzs − 1(zr∂zr + zs∂zs)EC +
zrzs
4(zrzs − 1)2EC . (15.2.56)
En+r,sC =
1
zrzs − 1(zr∂zr + zs∂zs)EC +
zrzs
4(zrzs − 1)2EC (15.2.57)
for 1 ≤ s < r ≤ n and
Ep,n+pC =
z2p
z2p − 1
zp∂zpEC +
3z2p
16(z2p − 1)2
EC . (15.2.58)
En+p,pC =
1
z2p − 1
zp∂zpEC +
3z2p
16(z2p − 1)2
EC (15.2.59)
for p ∈ 1, n. Thus
(
n∑
i=1
(zi∂zi)
2(WCn) =
n(n+ 1)(2n+ 1)
6
WCn (15.2.60)
by (15.1.30).
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Now (15.2.38) gives
bΨ = WCn(x∗)−1trMΦπM (ωC )zπM (C1,1)1 zπM (C2,2)2 · · · zπMCn,nn
= WCnx∗)−1[
n∑
i1,i2=1
Ei1,i2C +
∑
1≤s≤r≤n
(δr,s + 1)(E
n+r,s
C + E
s,n+r
C )]
= WCn
[ ∑
i1,i2∈1,n i1 6=i2
(
zi1
zi2 − zi1
(zi2∂zi2 − zi1∂zi1 )(EC) +
zi1zi2
4(zi1 − zi2)2
EC
)
+
∑
1≤s<r≤n
(
zrzs + 1
zrzs − 1(zr∂zr + zs∂zs)(EC) +
zrzs
2(zrzs − 1)2EC
)
+2
n∑
p=1
(
z2p + 1
z2p − 1
zp∂zpE +
3z2p
8(z2p − 1)2
EC
)
+
n∑
i=1
(zi∂zi)
2(EC)
]
=
[ ∑
1≤i1<i2≤n
1
2
(
zi1zi2
(zi1 − zi2)2
+
zi1zi2
(zi1zi2 − 1)2
)
+
3
4
n∑
p=1
z2p
(z2p − 1)2
]
ΨC
+2WCn(x∗)−1
∑
r,s∈1,n; r 6=s
(
zr
zr − zs +
1
zrzs − 1
)
zr∂zr(EC)
+2WCn(x∗)−1
n∑
p=1
z2p + 1
z2p − 1
zp∂zp(EC) +WCn(x∗)−1
n∑
i=1
(zi∂zi)
2(EC)
=
[ ∑
1<i1<i2≤n
1
2
(
zi1zi2
(zi1 − zi2)2
+
zi1zi2
(zi1zi2 − 1)2
)
+
3
4
n∑
p=1
z2p
(z2p − 1)2
]
ΨC
+
n∑
i=1
[WCn(x∗)−1(zi∂zi)2(EC) + 2zi∂zi(WCn)(x∗)−1(zi∂zi)(EC)]
=
[ ∑
1<i1<i2≤n
1
2
(
zi1zi2
(zi1 − zi2)2
+
zi1zi2
(zi1zi2 − 1)2
)
+
3
4
n∑
p=1
z2p
(z2p − 1)2
]
ΨC
+
n∑
i=1
WCn(x∗)−1(zi∂zi)2(ΨC)−
n∑
i=1
(zi∂zi)
2(WCn)(x∗)−1EC
=
[ ∑
1<i1<i2≤n
1
2
(
zi1zi2
(zi1 − zi2)2
+
zi1zi2
(zi1zi2 − 1)2
)
+
3
4
n∑
p=1
z2p
(z2p − 1)2
]
ΨC
+
n∑
i=1
(zi∂zi)
2(ΨC)− n(n + 1)(2n+ 1)
6
ΨC (15.2.61)
by (15.2.50), (15.2.52), (15.2.53) and (15.2.56)-(15.2.60). Therefore, we have:[ ∑
1<i1<i2≤n
1
2
(
zi1zi2
(zi1 − zi2)2
+
zi1zi2
(zi1zi2 − 1)2
)
+
3
4
n∑
p=1
z2p
(z2p − 1)2
]
ΨC
=
(
b+
n(n+ 1)(2n+ 1)
6
)
ΨC −
n∑
i=1
(zi∂zi)
2(ΨC). (15.2.62)
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So ΨC satisfies the Olshanesky-Perelomov equation (15.1.5) with K3 = 0 and
K1 = K2 =
1
2
, K4 =
3
4
, ν = b+
n(n+ 1)(2n+ 1)
6
. ✷ (15.2.63)
15.3 Path Hypergeometric Functions of Type A
In this section, we present our path hypergeometric functions of type A found in [X14]
via the Etingof trace functions of type A.
First we calculate the Etingof trace functions for gl(2,R) in terms of classical Gauss
hypergeometric functions. Let λ be a weight of gl(2,R) such that
σ = λ1 − λ2 6∈ N (15.3.1)
(cf. (15.2.3)). Choose E1,2 as the positive root vector. The Verma gl(2,R)-module with
the highest-weight vector vλ of weight λ is given by
M(λ) = Span{Ei2,1vλ | i ∈ N} (15.3.2)
with the action
E1,,2(E
i
2,1vλ) = i(σ + 1− i)Ei−12,1 vλ, E2,1(Ei2,1vλ) = Ei+12,1 vλ, (15.3.3)
E1,1(E
i
2,1vλ) = (λ1 − i)Ei2,1vλ, E2,2(Ei2,1vλ) = (λ2 + i)Ei2,1vλ. (15.3.4)
Under the assumption (15.4.1), M(λ) is an irreducible gl(2,R)-module.
Let κ ∈ C be a fixed constant and recall
M˜ = {
∑
i1,i2∈Z
vi1,i2x
i1+κ
1 x
i2+κ
2 | vi1,i2 ∈M(λ)}, (15.3.5)
a space of Laurent series with coefficients in M(λ). Moreover, the representation π of
gl(2,R) on M˜ is given by
Ej1,j2(
∑
i1,i2∈Z
vi1,i2x
i1+κ
1 x
i2+κ
2 ) =
∑
i1,i2∈Z
[Ej1,j2(vi1,i2)x
i1+κ
1 x
i2+κ
2
+vi1,i2(xj1∂xj2 − κδj1,j2)(xi1+κ1 xi2+κ2 )] (15.3.6)
for j1, j2 ∈ {1, 2} by (15.2.11)-(15.2.13). Recall that a singular vector in a Verma module
is a nonzero weight vector annihilated by positive root vectors. Any singular vector of
weight λ in M˜ is of the form:
uλ = (x1x2)
κ
∞∑
i=0
aiE
i
2,1vλx
i
1x
−i
2 (15.3.7)
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Observe that
0 = E1,2(uλ)
= (x1x2)
κ
∞∑
i=0
ai[i(σ + 1− i)Ei−12,1 vλxi1x−i2 + (κ− i)Ei2,1vλxi+11 x−i−12 ]
= (x1x2)
κ
∞∑
i=0
((κ− i)ai + (i+ 1)(σ − i)ai+1)vλxi+11 x−i−12 . (15.3.8)
Thus
(κ− i)ai + (i+ 1)(σ − i)ai+1 = 0 for i ∈ N, (15.3.9)
or equivalently,
ai+1 = − (κ− i)ai
(i+ 1)(σ − i) for i ∈ N, (15.3.10)
For any constant c and nonnegative integer i, we denote
〈c〉i = c(c− 1) · · · (c− (i− 1)). (15.3.11)
We normalize uλ by taking
a0 = 1. (15.3.12)
By induction,
ai =
(−1)i〈κ〉i
i!〈σ〉i . (15.3.13)
Thus
uλ =
∞∑
i=0
(−1)i〈κ〉i
i!〈σ〉i E
i
2,1vλx
i+κ
1 x
−i+κ
2 . (15.3.14)
Let Φ : Mλ → M˜ be the Lie algebra module homomorphism such that Φ(vλ) = uλ.
Note that
Ej2,1(E
i
2,1vλx
i+κ
1 x
−i+κ
2 ) =
j∑
k=0
(
j
k
)
〈κ+ i〉kEi+j−k2,1 vλxi−k+κ1 x−i+k+κ2 . (15.3.15)
Moreover, for any ι ∈ N, we have
∞∑
k=ι
(
k
ι
)
zk = zι
∞∑
k=ι
(
k
ι
)
zk−ι =
zι
ι!
dι
dzι
(
∞∑
k=0
zk)
=
zι
ι!
dι
dzι
(
1
1− z
)
=
zι
(1− z)ι+1 . (15.3.16)
View Φ as a “function taking values in EndMλ.” By (15.3.15) and (15.3.16), the Etingof
trace function
EA(z1, z2) = trMλ Φz
E1,1
1 z
E2,2
2
= (x1x2)
κzλ11 z
λ2
2
∞∑
j=0
∞∑
i=0
(
j
i
)
〈κ+ i〉i (−1)
i〈κ〉i
i!〈σ〉i
(
z2
z1
)j
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= (x1x2)
κzλ11 z
λ2
2
∞∑
i=0
〈κ+ i〉i (−1)
i〈κ〉i
i!〈σ〉i
∞∑
j=0
(
j
i
)(
z2
z1
)j
= (x1x2)
κzλ11 z
λ2
2
∞∑
i=0
〈κ+ i〉i (−1)
i〈κ〉i
i!〈σ〉i
(
z2
z1
)i(
1
1− z2/z1
)i+1
= (x1x2)
κ z
λ1+1
1 z
λ2
2
z1 − z2
∞∑
i=0
〈κ+ i〉i〈κ〉i
i!〈σ〉i
(
z2
z2 − z1
)i
. (15.3.17)
Denote
(c)i = c(c+ 1)(c+ 2) · · · (c+ i− 1) for c ∈ C, i ∈ N. (15.3.18)
The classical Gauss hypergeometric function
2F1(a, b; c; z) =
∞∑
m=0
(a)m(b)m
m!(c)m
zm, where a, b, c ∈ C, −c 6∈ N. (15.3.19)
Note
〈c+ n〉n = (c+ 1)n, 〈c〉n = (−1)n(−c)n for c ∈ C, n ∈ N. (15.3.20)
By (15.3.1) and (15.3.17)-(15.4.20), we have:
Theorem 15.3.1. The Etingof trace function for gl(2,R) is
EA(z1, z2) = (x1x2)
κz
λ1+1
1 z
λ2
2
z1 − z2 2F1
(
κ+ 1,−κ;λ2 − λ1 : z2
z2 − z1
)
. (15.3.21)
The function in (15.2.17)
ΨA(z1, z2) = z
λ1+1/2
1 z
λ2−1/2
2 2F1
(
κ+ 1,−κ;λ2 − λ1 : z2
z2 − z1
)
(15.3.22)
Next we want to find the Etingof trace functions for the general case of gl(n,R) with
n > 2 under a certain condition and their master hypergeometric functions.
As the case of sl(n,R), we choose
{Ei,j | 1 ≤ i < j ≤ n} as positive root vectors. (15.3.23)
In particular, we have
{Ei,i+1 | i = 1, 2, ..., n− 1} as positive simple root vectors. (15.3.24)
Accordingly,
{Ei,j | 1 ≤ j < i ≤ n} are negative root vectors (15.3.25)
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and
{Ei+1,i | i = 1, 2, ..., n− 1} are negative simple root vectors. (15.3.26)
Let
ΓA =
∑
1≤j<i≤n
Nεi,j (15.3.27)
be the torsion-free additive semigroup of rank n(n− 1)/2 with εi,j as base elements. For
α =
∑
1≤j<i≤n
αijεi,j ∈ ΓA, (15.3.28)
we denote
Eα = E
α2,1
2,1 E
α3,1
3,1 E
α3,2
3,2 E
α4,1
4,1 · · ·Eαn,1n,1 · · ·Eαn,n−1n,n−1 ∈ U(gl(n)). (15.3.29)
Denote by G− the Lie subalgebra spanned by (15.3.25). Then
{Eα | α ∈ ΓA} forms a PBW basis of U(G−). (15.3.30)
Let λ be a weight of gl(n,R) such that
λ1 − λ2 = · · · = λn−2 − λn−1 = κ and λn−1 − λn 6∈ N, (15.3.31)
for some constant κ (cf. (15.2.3)). Set
σi = λi − λi+1 for i ∈ 1, n− 1. (15.3.32)
The Verma gl(n,R)-module with the highest-weight vector vλ of weight λ is given by
M(λ) = Span{Eαvλ | α ∈ ΓA}, (15.3.33)
with the action determined by
Ei,i+1(E
αvλ) = (
i−1∑
p=1
αi+1,pE
α+εi,p−εi+1,p −
n∑
p=i+2
αp,iE
α+εp,i+1−εp,i
+αi+1,i(σi + 1−
n∑
p=i+1
αp,i +
n∑
p=i+2
αp,i+1)E
α−εi+1,i)vλ, (15.3.34)
Ej,i(E
αvλ) = (E
α+εj,i +
i−1∑
p=1
αi,pE
α+εj,p−εi,p)vλ, (15.3.35)
Ek,k(E
αvλ) = (λk +
k−1∑
p=1
αk,p −
n∑
q=k+1
αq,k)E
αvλ (15.3.36)
for 1 ≤ i < j ≤ n and k ∈ 1, n.
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Recall the notions in (15.2.7)-(15.2.9) and for M =M(λ),
M˜ = {
∑
~i∈Zn
v~ix
~ix¯κ | v~i ∈M(λ)}. (15.3.37)
Moreover, the representation π of gl(n,R) on M˜ is given by
Ej1,j2(
∑
~i∈Zn
(v~i)x
~ix¯κ) =
∑
~i∈Zn
[Ej1,j2(v~i)x
~ix¯κ + v~i(∂xj2 − κδj1,j2)(x
~ix¯κ)] (15.3.38)
for j1, j2 ∈ 1, n.
For
~i = (i1, i2, ..., in−1) ∈ Nn−1, (15.3.39)
we denote
x(
~i) = xi11 x
i2−i1
2 · · ·xin−1−in−2n−1 x−in−1n , ǫ(~i) =
n−1∑
p=1
ipεp+1,p. (15.3.40)
Then we have:
Lemma 15.3.2. The vector
uλ = x¯
κ
∞∑
i1,...,in−1=0
(−1)i1+i2+···+in−1〈κ〉in−1
i1!i2! · · · in−1!〈σ〉in−1
Eǫ(
~i)vλx
(~i) (15.3.41)
is a singular vector of weight λ, where σ = σn−1 = λn−1 − λn.
Proof. For p ∈ {1, 2, ..., n− 2}, we have
Ep,p+1(uλ)
= x¯κ
∞∑
i1,...,in−1=0
(−1)i1+i2+···+in−1〈κ〉in−1
i1!i2! · · · in−1!〈σ〉in−1
[(κ + ip+1 − ip)Eǫ(~i)vλxpx−1p+1x(~i)
+(κ+ 1− ip + ip+1)ipEǫ(~i)−εpvλx(~i)]
= x¯κ[
∞∑
i1,...,in−1=0
(−1)i1+i2+···+in−1〈κ〉in−1
i1!i2! · · · in−1!〈σ〉in−1
(κ+ ip+1 − ip)Eǫ(~i)vλxpx−1p+1x(~i)
+
∞∑
i1,...,in−1=0
(−1)i1+i2+···+in−1〈κ〉in−1
i1!i2! · · · in−1!〈σ〉in−1
(κ+ 1− ip + ip+1)ipEǫ(~i)−εpvλx(~i)]
= x¯κ[
∞∑
i1,...,in−1=0
(−1)i1+i2+···+in−1〈κ〉in−1(κ+ ip+1 − ip)
i1!i2! · · · in−1!〈σ〉in−1
Eǫ(
~i)vλxpx
−1
p+1x
(~i)
−
∞∑
i1,...,in−1=0
(−1)i1+i2+···+in−1〈κ〉in−1(κ+ ip+1 − ip)
i1!i2! · · · in−1!〈σ〉in−1
Eǫ(
~i)vλxpx
−1
p+1x
(~i)] = 0. (15.3.42)
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Moreover,
En−1,n(uλ)
= x¯κ
∞∑
i1,...,in−1=0
(−1)i1+i2+···+in−1〈κ〉in−1
i1!i2! · · · in−1!〈σ〉in−1
[(κ− in−1)Eǫ(~i)vλxn−1x−1n x(~i)
+(σ + 1− in−1)in−1Eǫ(~i)−εn−1vλx(~i)]
= x¯κ[
∞∑
i1,...,in−1=0
(−1)i1+i2+···+in−1〈κ〉in−1
i1!i2! · · · in−1!〈σ〉in−1
(κ− in−1)Eǫ(~i)vλxn−1x−1n x(~i)
+
∞∑
i1,...,in−1=0
(−1)i1+i2+···+in−1〈κ〉in−1
i1!i2! · · · in−1!〈σ〉in−1
(σ + 1− in−1)in−1Eǫ(~i)−εn−1vλx(~i)]
= x¯κ[
∞∑
i1,...,in−1=0
(−1)i1+i2+···+in−1〈κ〉in−1
i1!i2! · · · in−1!〈σ〉in−1
(κ− in−1)Eǫ(~i)vλxn−1x−1n x(~i)
−
∞∑
i1,...,in−1=0
(−1)i1+i2+···+in−1〈κ〉in−1+1
i1!i2! · · · in−1!〈σ〉in−1
Eǫ(
~i)vλxpx
−1
p+1x
(~i)] = 0. (15.3.43)
Hence uλ is a singular vector. ✷
Let Φ : M(λ)→ M˜ be the Lie algebra module homomorphism such that Φ(vλ) = uλ.
Let ~i as in (15.2.8) and fix β ∈ ΓA. By (15.3.35), we have
E
βn,n−1
n,n−1 (E
ǫ(~i)vλ) =
βn,n−1∑
pn,n−1=0
(
βn,n−1
pn,n−1
)
〈in−2〉pn,n−1
Eǫ(
~i)−pn,n−1εn−1,n−2+pn,n−1εn,n−2+(βn,n−1−pn,n−1)εn,n−1vλ, (15.3.44)
E
βn,n−2
n,n−2 E
βn,n−1
n,n−1 (E
ǫ(~i)vλ) =
∞∑
pn,n−2,pn,n−1=0
(
βn,n−2
pn,n−2
)(
βn,n−1
pn,n−1
)
〈in−3〉pn,n−2〈in−2〉pn,n−1
Eǫ(
~i)+
∑
r=n−2,n−1[−pn,rεr,r−1+pn,rεn,r−1+(βn,r−pn,rεn,r ]vλ, (15.3.45)
[
n−1∏
r=1
Eβn,rn,r
]
(Eǫ(
~i)vλ) =
∞∑
pn,2,...,,pn,n−1=0
[
n−1∏
r=2
(
βn,r
pn,r
)
〈ir−1〉pn,r
]
Eǫ(
~i)+βn,1εn,1+
∑n−1
s=2 (−pn,sεs,s−1+pn,sεn,s−1+(βn,s−pn,s)εn,s)vλ, (15.3.46)
[
n−2∏
r=1
E
βn−1,r
n−1,r
][
n−1∏
r=1
Eβn,rn,r
]
(Eǫ(
~i)vλ) =
∑
i=n−1,n
i−1∑
j=1
∞∑
pi,j=0[
n−2∏
r=1
(
βn−1,r
pn−1,r
)][n−1∏
r=1
(
βn,r
pn,r
)][n−3∏
r=1
〈ir〉pn,r+1+pn−1,r+1
]
〈in−2〉pn,n−1
Eǫ(
~i)+
∑
r=n−1,n βr,1εr,1+
∑
r=n−1,n
∑r−1
s=2(−pr,sεs,s−1+pr,sεr,s−1+(βr,s−pr,s)εr,s)vλ, (15.3.47)
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Eβ(Eǫ(
~i)vλ) =
∑
2≤k<j≤n
∞∑
pj,k=0
[ ∏
2≤m<l≤n
(
βl,m
pl,m
)][n−2∏
s=1
〈is〉∑n
r=s+2 pr,s+1
]
Eǫ(
~i)+
∑
1≤m<l≤n(βl,m+(1−δl,m+1)pl,m+1−pl,m−δl,m+1
∑n
s=l+1 ps,l)εl,mvλ. (15.3.48)
where we treat p2,1 = p3,1 = · · · = pn,1 = 0. Hence by (15.3.37) and (15.3.47), we obtain
Eα(Eǫ(
~i)vλx
(~i)x¯κ)
=
∞∑
p02,1,...,p
0
n,1=0
∑
2≤k<j≤n
∞∑
p0j,k,pj,k=0
[
n∏
m=2
(
αm,1
p0m,1
)][ ∏
2≤m<l≤n
(
αl,m
p0l,m, pl,m
)]
[
n−2∏
s=1
〈is〉∑n
r=s+2
pr,s+1
][
n−1∏
s=1
〈κ+ is − is−1〉∑n
r=s+1
p0r,s
]
Eǫ(
~i)+
∑
1≤m<l≤n(αl,m+pl,m+1−p
0
l,m−pl,m−δl,m+1
∑n
s=l+1 ps,l)εl,mvλ
x¯κ
n∏
r=1
x
ir−ir−1+
∑r−1
s=1 p
0
r,s−
∑n
q=r+1 p
0
q,r
r (15.3.49)
for α ∈ ΓA, where we treat
i−1 = in = p2,1 = p3,1 = · · · = pn,1 = p2,2 = p3,3 = · · ·pn,n = 0. (15.3.50)
View Φ as a function in {x1, x2, ..., xn} taking values in EndM(λ), the space of linear
transformations onM(λ). In order to calculate the Etingof trace function EA(z1, z2, ..., zn)
in (15.2.15), we need to take
pl,m+1 = p
0
l,m + pl,m, ik = p
0
k+1,k + pk+1,k +
n∑
s=k+2
ps,k+1 (15.3.51)
in (15.3.49) for 1 ≤ m < l − 1 ≤ n − 1 and k ∈ 1, n− 1. By (15.3.50), (15.3.51) and
induction,
pl,m =
m−1∑
r=1
p0l,r for 1 ≤ m < l ≤ n. (15.3.52)
Moreover,
ik =
n∑
r=k+1
(p0r,k + pr,k) =
n∑
r=k+1
k∑
s=1
p0r,s for k ∈ 1, n− 1. (15.3.53)
ik − ik−1 =
n∑
r=k+1
k∑
s=1
p0r,s −
n∑
r=k
k−1∑
s=1
p0r,s =
n∑
r=k+1
p0r,k −
k−1∑
s=1
p0k,s (15.3.54)
for k ∈ 1, k. Furthermore,(
αj,k
p0j,k, pj,k
)
=
(
p0j,k + pj,k
pj,k
)(
αj,k
p0j,k + pj,k
)
(15.3.55)
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and (
p0j,k + pj,k
pj,k
)
=
(p0j,k + pj,k)!
p0j,k!pj,k!
=
(p0j,k + pj,k)!
p0j,k!(p
0
j,k−1 + pj,k−1)!
(15.3.56)
by (15.3.51).
For convenience, we denote
α
1∗
= α∗n = 0, αi∗ =
i−1∑
r=1
αi,r, α
∗
j
=
n∑
s=j+1
αs,j (15.3.57)
for α ∈ ΓA, i ∈ 2, n and j ∈ 1, n− 1. By (15.3.40), (15.3.41) and (15.3.49)-(15.3.57), the
Etingof’s trace function
EA(z1, z2, ..., zn)
=
∑
α∈ΓA
∑
p0r1,r2∈N, 1≤r2<r1≤n
(−1)
∑n−1
s=1 is
[ ∏
2≤k<j≤n
(
p0j,k + pj,k
pj,k
)]
×
∏n−1
s=1 〈κ+ is − is−1〉∑n
r=s+1 p
0
r,s
〈σ〉
in−1
∏n−1
s=1 (p
0
s+1,s + ps+1,s)!
[ ∏
1≤k<j≤n
(
αj,k
p0j,k + pj,k
)]
〈κ〉in−1
×x¯κ
(
n∏
r=1
zλrr
) ∏
1≤k<j≤n
(
zj
zk
)αj,k
=
∑
p0r1,r2∈N, 1≤r2<r1≤n
(−1)
∑n−1
s=1 is
∏n−1
s=1 〈κ+ is − is−1〉∑n
r=s+1
p0r,s
〈κ〉in−1
〈σ〉
in−1
∏
1≤s1<s2≤n
p0s2,s1!
×
(
n∏
r=1
zλrr
)[ ∏
1≤r1<r2≤n
(
zr2
zr1
)p0r2,r1+pr2,r1]
×
[ ∏
1≤s1<s2≤n
(
1
1− zs2/zs1
)p0s2,s1+ps2,s1+1]
x¯κ
=
x¯κ
∏n
r=1 z
λr+n−r
r∏
1≤k<j≤n(zk − zj)
∑
β∈ΓA
[∏n−1
s=1 〈κ+ β∗s − βs∗〉β∗s
]
〈κ〉
βn∗
〈σ〉
βn∗
∏
1≤s1<s2≤n
βs2,s1!
×
[ ∏
1≤k<j≤n
(
zj
zj − zk
)∑k
r=1 βj,r
]
. (15.3.58)
Set
ξAr2,r1 =
r2−1∏
s=r1
zr2
zr2 − zs
for 1 ≤ r1 < r2 ≤ n. (15.3.59)
Motivated by (15.3.17)-(15.3.19) and (15.3.58), we define our (n(n − 1)/2)-variable
path hypergeometric function of type A by
XA(τ1, .., τn;ϑ){zj,k} =
∑
β∈ΓA
[∏n−1
s=1 (τs − βs∗)β∗s
]
(τn)βn∗
β!(ϑ)
βn∗
zβ (15.3.60)
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(cf. (15.3.57)), where
β! =
∏
1≤k<j≤n
βj,k!, z
β =
∏
1≤k<j≤n
z
βj,k
j,k . (15.3.61)
According to (15.3.20) and (15.3.58)-(15.3.60), we have:
Theorem 15.3.3. Under the condition (15.3.31), the Etingof trace function is
EA(z1, z2, ..., zn) =
[
x¯κ
∏n
r=1 z
λr+n−r
r∏
1≤k<j≤n(zk − zj)
]
XA(κ+ 1, .., κ+ 1,−κ;−σ){ξAr2,r1}. (15.3.62)
Moreover, (15.1.9) implies that the function in (15.2.17):
ΨA(z1, z2, · · · , zn) =
n∏
r=1
zλr+(n+1)/2−rr XA(κ+ 1, .., κ+ 1,−κ;−σ){ξAr2,r1}. (15.3.63)
15.4 Path Hypergeometric Functions of Type C
In this section, we want to introduce and calculate the Etingof trace function of sp(2n,R).
Take the settings in (15.2.31)-(15.2.36). Set
hn = Cn,n, hi = Ci,i − Ci+1,i+1 (15.4.1)
for i = 1, 2, ..., n− 1. We choose positive root vectors
{Ci,j, Ci,n+j, Ck,n+k | 1 ≤ i < j ≤ n, k1, n}. (15.4.2)
In particular, we take
{Ci,i+1, Cn,2n | i = 1, 2, ..., n− 1} as positive simple root vectors. (15.4.3)
Accordingly,
{Ci,j, Ci,n+j, Cn+k,k | 1 ≤ j < i ≤ n, k ∈ 1, n} (15.4.4)
are negative root vectors and
{Ci+1,i, C2n,n | i ∈ 1, n− 1} are negative simple root vectors. (15.4.5)
Let
ΓC =
∑
1≤j<i≤n
Nεi,j +
∑
1≤j≤i≤n
Nεn+i,j (15.4.6)
be the torsion-free additive semigroup of rank n2 with εp,q as base elements, and let
U(sp(2n,R)) be the universal enveloping algebra of sp(2n,R). For any
α =
∑
1≤j<i≤n
αi,jεi,j +
∑
1≤j≤i≤n
αn+i,jεn+i,j ∈ ΓC , (15.4.7)
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we denote
Cα = C
α2,1
2,1 C
α3,1
3,1 C
α3,2
3,2 C
α4,1
4,1 · · ·Cαn,1n,1 · · ·Cαn,n−1n,n−1
×Cαn+1,1n+1,1 Cαn+2,1n+2,1 Cαn+2,2n+2,2 Cαn+3,1n+3,1 · · ·Cα2n,12n,1 · · ·Cα2n,n2n,n (15.4.8)
Denote by G− the Lie subalgebra spanned by (15.4.4). Then
{Cα | α ∈ ΓC} forms a PBW basis of U(G−)). (15.4.9)
For convenience, we treat
εn+i,j = εn+j,i for i, j = 1, 2, ..., n. (15.4.10)
Note that
[Cn,2n, C2n,n] = hn, [Ci,i+1, Ci+1,i] = hi, (15.4.11)
[hi, Cn+i+1,i] = 0, [hi, Cn+i,i] = −2Cn+i,i, [hi, Cn+i+1,i+1] = 2Cn+i+1,i+1, (15.4.12)
[hi, Cn+k,i] = −Cn+k,i, [hi, Cn+k,i+1] = Cn+k,i+1, (15.4.13)
[Ci,i+1, Cn+p,i] = −Cn+p,i+1, [Ci,i+1, Cn+i+1,i] = −2Cn+i+1,i+1, (15.4.14)
[Cn,2n, C2n,i] = Cn,i, [Cn+j,r, Cr,q] = (1 + δj,q)Cn+j,q, [Cn+r,r, Cr,q] = Cn+r,q (15.4.15)
for i ∈ 1, n− 1 and j, k, p, q, r ∈ 1, n such that k 6= i, i+ 1, p 6= i+ 1 and q < r.
Let λ be a weight, which is a linear function on HC , such that
λ(hi) = −1
2
for i = 1, 2, ..., n− 1; λ(hn) = λn ∈ C. (15.4.16)
Recall that sp(2n,R) is generated by
{Ci,i+1, Ci+1,i, Cn,2n, C2n,n, | i = 1, 2, ..., n− 1} (15.4.17)
as a Lie algebra. The Verma sp(2n,R)-module with the highest-weight vector vλ of weight
λ is given by
M(λ) = Span{Eαvλ | α ∈ ΓC}, (15.4.18)
with the action determined by
Ci,i+1(C
αvλ)
= [
i−1∑
j=1
αi+1,jC
α+εi,j−εi+1,j −
n∑
j=i+2
αj,iC
α+εj,i+1−εj,i −
∑
k 6=i+1
αn+k,iC
α−εn+k,i+εn+k,i+1
−2αn+i+1,iCα−εn+i+1,i+εn+i+1,i+1 + αi+1,i(1/2−
n∑
j=i+1
αj,i +
n∑
j=i+2
αj,i+1
+
∑
k 6=i,i+1
(αn+k,i+1 − αn+k,i)− 2αn+i,i + 2αn+i+1,i+1)Cα−εi+1,i ]vλ (15.4.19)
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for i ∈ 1, n− 1,
Cn,2n(C
αvλ) = [
n−1∑
i=1
α2n,i(C
α−ε2n,i+εn,i + (α2n,i − 1)Cα−2ε2n,i+εn+i,i
+
i−1∑
j=1
α2n,jC
α−ε2n,i−ε2n,j+εn+i,j) + α2n,n(λn + 1− α2n,n)Cα−ε2n,n ]vλ (15.4.20)
and
Cj,i(E
αvλ) = (C
α+εj,i +
i−1∑
p=1
αi,pC
α+εj,p−εi,p)vλ, (15.4.21)
Cn+j,i(E
αvλ) = (C
α+εn+j,i +
j−1∑
q=1
αn+j,qC
α+εn+q,i−εj,q
+
i−1∑
p=1
αi,p(C
α+εn+j,p−εi,p +
j−1∑
q=1
αn+j,qC
α+εn+q,p−εi,p−εj,q) (15.4.22)
for 1 ≤ i < j ≤ n,
Cn+k,k(C
αvλ) = [C
α+εn+k,k +
k−1∑
r=1
αk,r(C
α−εk,r+εn+k,r + (αk,r − 1)Cα−2εk,r+εn+r,r
+
k−1∑
s=r+1
αk,sC
α−εk,r−εk,s+εn+s,r)]vλ (15.4.23)
by (15.4.11)-(15.4.15).
Recall the notions in (15.2.8) and (15.2.39). Moreover, we take M = M(λ) and
M˜ = {
∑
~i∈Zn
w~ix
~ix∗ | w~i ∈M(λ)}. (15.4.24)
The representation π in (15.2.41)-(15.2.45) of sp(2n,R) on M˜ is given by
Cp,q(
∑
~i∈Zn
w~ix
~ix∗) =
∑
~i∈Zn
(
Cp,q(w~i)x
~ix∗ + w~ixp∂xq(x
~ix∗) +
δp,q
2
w~ix
~ix∗
)
, (15.4.25)
Cp,n+q(
∑
~i∈Zn
w~ix
~ix∗) =
∑
~i∈Zn
(
Cp,n+q(w~i)x
~ix∗ − 1
1 + δp,q
w~ixpxqx
~ix∗
)
, (15.4.26)
Cn+p,q(
∑
~i∈Zn
w~ix
~ix∗) =
∑
~i∈Zn
(Cn+p,q(w~i)x
~ix∗ +
1
1 + δp,q
w~i∂xp∂xq(x
~ix∗)) (15.4.27)
for 1 ≤ p, q ≤ n.
For ~i ∈ Nn, we set
x(
~i) = xi11 x
i2−i1
2 x
i3−i2
3 · · ·xin−1−in−2n−1 x2in−in−1n , (15.4.28)
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ǫ(~i) =
n−1∑
p=1
ipεp+1,p + inε2n,n. (15.4.29)
Let
uλ =
∑
~i∈Nn
(−1)i1+i2+···+in−1
i1!i2! · · · in!2in〈λn〉in
Cǫ(
~i)vλx
(~i)x∗. (15.4.30)
It is verified that uλ is a singular vector of weight λ in M˜ ; that is,
Ci,j(uλ) = Cp,n+q(uλ) = 0 for 1 ≤ i < j ≤ n; 1 ≤ p ≤ q ≤ n. (15.4.31)
Hence there exists sp(2n,R)-module homomorphism Φ :M(λ)→ M˜ such that
Φ(vλ) = uλ. (15.4.32)
View Φ as a function in {x1, x2, ..., xn} taking value in the spaces of linear transformations
on M(λ). In the rest of this section, we want to calculate EC(z1, z2, ..., zn) in (15.2.47).
For ~i ∈ Nn and β ∈ ΓC (cf. (15.4.6)), we have
Cβ(Cǫ(
~i)vλ)
=
∑
2≤j1<j2≤n
n∑
k1=1
n∑
k2=2
n∑
k3=k2
(
∞∑
pj2,j1 ,qk1,k2 ,q
1
k2,k2
=0[
n∏
r=2
(
βn+r,r
qr,r, q1r,r
)(
βm+r,1
q1,r
)]
〈in−1〉∑n
r=1
qr,n+
∑n
r=2
q1n,r+q
1
n,n
×
[ ∏
2≤l1<l2≤n
(
βl2,l1
pl2,l1
)(
βn+l2,l1
ql1,l2 , ql2,l1 , q
1
l2,l1
)]
×
[
n−2∏
s=1
〈is〉∑n
r=s+2
pr,s+1+
∑n
r=1
qr,s+1+
∑s+1
r=2
q1
s+1,r
+
∑n
r=s+1
q1
r,s+1
]
×E−δl2,l1+1(
∑n
r=l2+1
pr,l2+
∑n
s=1 qs,l2+
∑l2
s=2 q
1
l2,s
+
∑n
s=l2
q1s,l2
)εl2,l1
×E
∑
1≤s1<s2≤n
(qs2,s1+1+qs1,s2+1+q
1
s2+1,s1+1
−qs1,s2−qs2,s1−q
1
s2,s1
)εn+s2,s1
×Eǫ(~i)+β+
∑n
r=1(qr,r+1+q
1
r+1,r+1−qr,r−q
1
r,r)εn+r,rvλ)
×E
∑
1≤l1<l2≤n
(pl2,l1+1−pl2,l1)εl2,l1 (15.4.33)
by the calculations in (15.3.44)-(15.3.49) and (15.4.19)-(15.4.23), where we treat
pr,r = q1,1 = q
1
n+1,n+1 = q
1
r,1 = q
1
n+1,r = qs,n+1 = qn+1,s = 0 (15.4.34)
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for 2 ≤ r ≤ n and 1 ≤ s ≤ n. Hence by (15.4.25), (15.4.27) and (15.4.33), we obtain
Cα(Cǫ(
~i)vλx
(~i)x∗)
=
∑
2≤j1<j2≤n
n∑
k1=1
n∑
k2=2
n∑
k3=k1
n∑
k4=k2
{
∞∑
p0k2,1
,p0j2,j1
,pj2,j1 ,q
0
k3,k1
,q1k3,k1
,qk1,k2=0
×
〈in−1〉∑n
r=1
qr,n+
∑n
r=2
q1n,r+q
1
n,n
2
∑n
r=1 q
0
r,r
〈2in − in−1 − 1/2〉
2q0n,n+
∑n−1
r=1 q
0
n,r
×
[ ∏
2≤l1<l2≤n
(
αl2,l1
p0l2,l1, pl2,l1
)(
αn+l2,l1
q0l2,l1 , q
1
l2,l1
, ql1,l2 , ql2,l1
)]
×
[
n∏
m=2
(
αm,1
p0m,1
)](
αn+1,1
q01,1
)[ n∏
r=2
(
αn+r,r
q0r,r, q
1
r,r, qr,r
)(
αn+r,1
q0r,1, q1,r
)]
×
[
n−2∏
s=1
〈is〉∑n
r=s+2 pr,s+1+
∑n
r=1 qr,s+1+
∑s+1
r=2 q
1
s+1,r+
∑n
r=s+1 q
1
r,s+1
]
×
[
n−1∏
s=1
〈is − is−1 − 1/2〉∑n
r=s+1 p
0
r,s+
∑s
r=1 q
0
s,r+
∑n
r=s q
0
r,s
]
×E−
∑
1≤l1<l2≤n
δl2,l1+1(
∑n
r=l2+1
pr,l2+
∑n
s=1 qs,l2+
∑l2
s=2 q
1
l2,s
+
∑n
s=l2
q1s,l2
)εl2,l1
×E
∑
1≤s1<s2≤n
(qs2,s1+1+qs1,s2+1+q
1
s2+1,s1+1
−qs1,s2−qs2,s1−q
0
s2,s1
−q1s2,s1 )εn+s2,s1
×Eα+ǫ(~i)+
∑n
r=1(qr,r+1+q
1
r+1,r+1−qr,r−q
0
r,r−q
1
r,r)εn+r,r
×E
∑
1≤l1<l2≤n
(pl2,l1+1−pl2,l1−p
0
l2,l1
)εl2,l1vλ[
n−1∏
s=1
x
is−is−1−1/2+
∑s−1
r=1 p
0
s,r−
∑n
r=s+1 p
0
r,s−
∑s
r=1 q
0
s,r−
∑n
r=s q
0
r,s
s
]
×x2in−in−1−1/2+
∑n−1
r=1 p
0
n,r−2q
0
n,n−
∑n−1
r=1 q
0
n,r
n }, (15.4.35)
where we treat i−1 = 0.
In order to calculate the Etingof trace (15.2.47), we have to let in (15.4.35):
pr2,r1 = p
0
r2,r1−1
+ pr2,r1−1 for 2 ≤ r1 < r2 ≤ n, (15.4.36)
qr,r+1 + q
1
r+1,r+1 = q
0
r,r + qr,r ++q
1
r,r for r ∈ 1, n− 1, (15.4.37)
qs2,s1+1 + qs1,s2+1 + q
1
s2+1,s1+1
= qs1,s2 + qs2,s1 + q
0
s2,s1
+ q1s2,s1 (15.4.38)
for 1 ≤ s1 < s2 ≤ n and
ir = p
0
r+1,r + pr+1,r +
n∑
s=r+2
ps,r+1 +
n∑
s=1
qs,r+1 +
r+1∑
s=2
q1r+1,s +
n∑
s=r+1
q1s,r+1 (15.4.39)
for r ∈ 1, n− 1,
in = q
0
n,n + qn,n + q
1
n,n. (15.4.40)
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In particular, (15.4.36) implies
pr2,r1 =
r1−1∑
s=1
p0r2,s for 2 ≤ r1 < r2 ≤ n. (15.4.41)
Set
ℑr =
n∑
s=1
qs,r+1 +
r+1∑
s=2
q1r+1,s +
n∑
s=r+1
q1s,r+1 (15.4.42)
for r ∈ 1, n− 1. By (15.4.34) and (15.4.37), we have
q1,2 + q
1
2,2 = q
0
1,1. (15.4.43)
Moreover, (15.4.38) implies
qi,2 + q1,i+1 + q
1
i+1,2 = q1.i + q
0
i,1 for i ∈ 2, n. (15.4.44)
2(q1,2 + q
1
2,2) +
n∑
i=2
qi,2 +
n∑
r=3
(q1,r + q
1
r,2) = 2q
0
1,1 +
n∑
i=2
(q1,i + q
0
i,1), (15.4.45)
or equivalently,
n∑
i=1
qi,2 + q
1
2,2 +
n∑
r=2
q1r,2 = q
0
1,1 +
n∑
i=1
q0i,1. (15.4.46)
Thus
ℑ1 = q01,1 +
n∑
i=1
q0i,1. (15.4.47)
Let r ∈ 2, n− 1. By (15.4.38), we have
qi,r+1 + qr,i+1 + q
1
i+1,r+1 = qr,i + qi,r + q
0
i,r + q
1
i,r (15.4.48)
for i ∈ r + 1, n and
qr,j+1 + qj,r+1 + q
1
r+1,j+1 = qj,r + qr,j + q
0
r,j + q
1
r,j (15.4.49)
for j ∈ 1, r − 1. Expressions (15.4.37), (15.4.48) and (15.4.49) imply
2(qr,r+1 + q
1
r+1,r+1) +
n∑
i=r+1
(qi,r+1 + qr,i+1 + q
1
i+1,r+1) +
r−1∑
j=1
(qr,j+1 + qj,r+1 + q
1
r+1,j+1)
= 2(q0r,r + qr,r ++q
1
r,r) + q
1
i,r) +
r−1∑
j=1
(qj,r + qr,j + q
0
r,j + q
1
r,j)
+
n∑
s=r+1
(qr,s + qs,r + q
0
s,r + q
1
s,r), (15.4.50)
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or equivalently,
n∑
i=1
qi,r+1 +
r+1∑
j=2
q1r+1,j +
n∑
i=r+1
qi,r+1
=
r∑
j=1
q0r,j +
n∑
s=r
q0s,r +
n∑
s=1
qs,r +
r∑
j=2
q1r,j +
n∑
s=r
q1s,r (15.4.51)
by (15.4.34). So
ℑr − ℑr−1 =
r∑
j=1
q0r,j +
n∑
i=r
q0i,r. (15.4.52)
Furthermore, by (15.4.39), (15.4.40), (15.4.42), (15.4.52) and induction, we have
ir =
n∑
s=r+1
r∑
j=1
p0s,j +
r∑
s=1
(
s∑
j=1
q0s,j +
n∑
j=s
q0j,s) (15.4.53)
for r ∈ 1, n− 1. In particular,
ir − ir−1 =
n∑
s=r+1
p0s,r −
r−1∑
s=1
p0r,s +
r∑
j=1
q0r,j +
n∑
s=r
q0s,r (15.4.54)
for r ∈ 1, n− 1.
Next we want to calculate in. First we have
qn,n + q
1
n,n = qn,n−1 + qn−1,n + q
1
n,n + q
1
n,n−1 + q
0
n,n−1 (15.4.55)
by (15.4.38). Moreover, for r ∈ 1, n− 2, we have
2r∑
i=0
qn−i,n−2r+i +
r−1∑
i=0
qn−i,n−2r+1+i
= qn,n−2r +
r∑
i=1
(qn−i,n−2r+i + qn−2r−1+i,n−i+1 + q
1
n−i+1,n−2r+i)
=
r∑
i=1
(qn−i,n−2r−1+i + qn−2r−1+i,n−i + q
0
n−i,n−2r−1+i + q
1
n−i,n−2r−1+i)
+qn,n−2r−1 + qn−2r−1,n + q
0
n,n−2r−1 + q
1
n,n−2r−1
=
r∑
i=0
(qn−i,n−2r−1+i + qn−2r−1+i,n−i) +
r∑
i=0
q1n−i,n−2r−1+i +
r∑
i=0
q0n−i,n−2r−1+i
=
2r+1∑
i=0
qn−i,n−2r−1+i +
r∑
i=0
q0n−i,n−2r−1+i +
r∑
i=0
q1n−i,n−2r−1+i. (15.4.56)
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by (15.4.38). Furthermore, for r ∈ 0, n− 2, we get
2r+1∑
i=0
qn−i,n−2r−1+i +
r∑
i=0
qn−i,n−2r+i
= qn,n−2r−1 + qn−r−1,n−r + q
1
n−r,n−r +
r∑
i=1
(qn−i,n−2r−1+i
+qn−2r−2+i,n+1−i + q
1
n−i+1,n−2r−1+i)
= qn,n−2r−2 + qn−2r−2,n + q
0
n,n−2r−2 + q
1
n,n−2r−2 + qn−r−1,n−r−1 + q
0
n−r−1,n−r−1
+q1n−r−1,n−r−1 +
r∑
i=1
(qn−i,n−2r−2+i + qn−2r−2+i,n−i + q
0
n−i,n−2r−2+i + q
1
n−i,n−2r−2+i)
= qn−r−1,n−r−1 +
r∑
i=0
(qn−i,n−2r−2+i + qn−2r−2+i,n−i)
+
r+1∑
i=0
q0n−i,n−2r−2+i +
r+1∑
i=0
q1n−i,n−2r−2+i
=
2r+2∑
i=0
qn−i,n−2r−2+i +
r+1∑
i=0
q0n−i,n−2r−2+i +
r+1∑
i=0
q1n−i,n−2r−2+i (15.4.57)
based on (15.4.37) and (15.4.38).
By (15.4.55)-(15.4.57) and induction, we obtain
qn,n + q
1
n,n =
n−1∑
r=0
r∑
s=0
q0n−s,n−2r−1+s +
n−2∑
r=0
r∑
s=0
q0n−s,n−2r−2+s
=
∑
1≤r1≤r2≤n
q0r2,r1 − q0n,n. (15.4.58)
Therefore,
in =
∑
1≤r1≤r2≤n
q0s2,s1. (15.4.59)
Now
2in − in−1 =
∑
1≤r1≤r2≤n
2q0s2,s1 −
n−1∑
r=1
(p0n,r +
r∑
p=1
q0r,i +
n∑
s=r
q0s,r)
= q0n,n +
n∑
r=1
q0n,r −
n−1∑
s=1
p0n,s. (15.4.60)
By (15.4.37) and induction on r, we get
q1r,r =
r−1∑
s=1
(q0s,s + qs,s − qs,s+1) for r ∈ 2, n. (15.4.61)
Moreover, (15.4.38) and induction imply
qn,r =
r−1∑
s=1
(q0n,s + qs,n + q
1
n,s) for r ∈ 2, n (15.4.62)
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and
q1r2,r1 =
r2−1∑
s=1
(q0r2−s,r1−s + qr2−s,r1−s + qr1−s,r2−s)
−
r1−1∑
s=1
(qr2−s,r1−s+1 + qr1−s,r2−s+1) (15.4.63)
for 2 ≤ r1 < r2 ≤ n. Furthermore, (15.4.62) and (15.4.63) show
qn,r =
r−1∑
s=1
(q0n,i + qi,n) +
r−1∑
s=2
s−1∑
j=1
(q0n−j,s−j + qn−j,s−j + qs−j,n−j)
−
r−1∑
s=2
s−1∑
j=1
(qn−j,s−j+1 + qs−j,n−j+1) (15.4.64)
for r ∈ 2, n. Set
~p0! =
∏
1≤r1<r2≤n
p0r2,r1 !,
~q0! =
∏
1≤r1≤r2≤n
q0r2,r1!. (15.4.65)
By (15.2.47), (15.4.35), (15.4.53), (15.4.59), (15.4.61), (15.4.63) and (15.4.64), we have
EC(z1, z2, ..., zn)
= x∗
∑
α∈ΓC
∑
1≤j1<j2≤n
n∑
k1=1
n∑
k2=2
n∑
k3=k1
n−1∑
k4=1
∞∑
p0j2,j1
,q0k3,k1
,qk4,k2=0
(−1)i1+i2+···+in−1
i1!i2! · · · in!2in+
∑n
r=1 q
0
r,r〈λn〉in
〈in−1〉∑n
r=1
qr,n+
∑n
r=2
q1n,r+q
1
n,n
×
[ ∏
2≤l1≤l2≤n
(
αl2,l1
p0l2,l1, pl2,l1
)(
αn+l2,l1
q0l2,l1 , q
1
l2,l1
, ql1,l2, ql2,l1
)]
×
[
n∏
m=2
(
αm,1
p0m,1
)](
αn+1,1
q01,1
)[ n∏
r=2
(
αn+r,r
q0r,r, q
1
r,r, qr,r
)(
αn+r,1
q0r,1, q1,r
)]
×
[
n−2∏
s=1
〈is〉∑n
r1=s+2
pr1,s+1
+
∑n
r=1
qr,s+1+
∑s+1
r=2
q1
s+1,r
+
∑n
r=s+1
q1
r,s+1
]
×
[
n−1∏
s=1
〈is − is−1 − 1/2〉∑n
r=s+1
p0r,s+
∑s
r=1
q0s,r+
∑n
r=s q
0
r,s
]
×〈2in − in−1 − 1/2〉
2q0n,n+
∑n−1
r=1
q0n,r
(z1z2 · · · zn−1)−1/2zλnn
×
[ ∏
1≤r1<r2≤n
(
zr2
zr1
)αr2,r1 1
(zr1zr2)
αn+r2,r1
][
n∏
r=1
1
z
αn+r,r
r
]
= x∗
∑
1≤j1<j2≤n
n∑
k1=1
n∑
k2=2
n∑
k3=k1
n−1∑
k4=1
∞∑
p0j2,j1
,q0k3,k1
,qk4,k2=0
(−1)i1+i2+···+in−1
~p0!2in+
∑n
r=1 q
0
r,r〈λn〉in
×
〈2in − in−1 − 1/2〉
2q0n,n+
∑n−1
r=1 q
0
n,r
q0n,n!qn,n!q
1
n,n!
[
n−1∏
r=2
(
q0r,r + q
1
r,r + qr,r
q1r,r, qr,r
)]
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×
[ ∏
1≤l1≤l2≤n
(
q0l2,l1 + q
1
l2,l1
+ ql1,l2 + ql2,l1
q1l2,l1, ql1,l2, ql2,l1
)]
×
[
n−1∏
s=1
〈is − is−1 − 1/2〉∑n
r=s+1 p
0
r,s+
∑s
r=1 q
0
s,r+
∑n
r=s q
0
r,s
]
×
 ∏
1≤r1<r2≤n
z2r1z
1+
∑r1
s=1 p
0
r2,s
r2
(zr1 − zr2)1+
∑r1
s=1 p
0
r2,s(zr1zr2 − 1)1+q0r2,r1+q1r2,r1+qr1,r2+qr2,r1

×
[
n∏
r=1
z2r
(z2r − 1)1+q0r,r+q1r,r+qr,r
]
(z1z2 · · · zn−1)−1/2zλnn . (15.4.66)
Note that
∏n−1
r=2
(q0r,r+q1r,r+qr,r
q1r,r ,qr,r
)
q0n,n!qn,n!q
1
n,n!
[ ∏
1≤l1≤l2≤n
(
q0l2,l1 + q
1
l2,l1
+ ql1,l2 + ql2,l1
q1l2,l1, ql1,l2, ql2,l1
)]
=
∏n−1
r=2
(q1r+1,r+1+qr,r+1
q1r,r,qr,r
)
q0n,n!qn,n!q
1
n,n!
[ ∏
1≤l1≤l2≤n
(
q1l2+1,l1+1 + ql1,l2+1 + ql2,l1+1
q1l2,l1, ql1,l2, ql2,l1
)]
=
∏n−1
r=1
(
q1r+1,r+1+qr,r+1
qr,r+1
)
~q0!
[ ∏
1≤l1≤l2≤n−1
(
q1l2+1,l1+1 + ql1,l2+1 + ql2,l1+1
ql1,l2+1, ql2,l1+1
)]
=
∏n−1
r=1
(
q0r,r+q
1
r,r+qr,r
qr,r+1
)
~q0!
[ ∏
1≤l1≤l2≤n−1
(
q0l2,l1 + q
1
l2,l1
+ ql1,l2 + ql2,l1
ql1,l2+1, ql2,l1+1
)]
(15.4.67)
according to (15.4.37) and (15.4.38). Furthermore,
q0r,r + q
1
r,r + qr,r =
r∑
s=1
(q0s,s + qs,s)−
r−1∑
s=1
qs,s+1 (15.4.68)
by (15.4.61) and
q0n,r + q
1
n,r + qr,n + qn,r
=
r∑
s=1
(q0n,s + qs,n) +
r−2∑
s=0
r−s−1∑
j=1
(q0n−j,r−s−j + qn−j,r−s−j + qr−s−j,n−j)
−
r−2∑
s=0
r−s−1∑
j=1
(qn−j,r−s−j+1 + qr−s−j,n−j+1)
=
r−1∑
s=0
r−s−1∑
j=0
q0n−j,r−s−j +
r−1∑
j=0
qr−j,n−j −
r−1∑
j=1
qr−j,n−j+1 (15.4.69)
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by (15.4.62) and (15.4.64) for r ∈ 1, n− 1, and
q0r2,r1 + q
1
r2,r1
+ qr1,r2 + qr2,r1 =
r1−1∑
s=0
(q0r2−s,r1−s + qr2−s,r1−s + qr1−s,r2−s)
−
r1−1∑
s=1
(qr2−s,r1−s+1 + qr1−s,r2−s+1) (15.4.70)
by (15.4.63) for 1 ≤ r1 < r2 ≤ n− 1.
Let
yr2,r1 =
1
zr1zr2 − 1
for 1 ≤ r1 ≤ r2 ≤ n. (15.4.71)
Set
wr2,r1 =
yr2,r1yr2+1,r1+1 · · · yn−1,n+r1−r2−1
yr2+1,r1yr2+2,r1+1 · · · yn,n+r1−r2−1
for 2 ≤ r1 ≤ r2 ≤ n− 1, (15.4.72)
wk,n = yn,k for k ∈ 1, n− 1 (15.4.73)
and
wr1,r2 =
yr2,r1yr2+1,r1+1 · · · yn,n+r1−r2
yr2,r1+1yr2+1,r1+2 · · · yn−1,n+r1−r2
for 1 ≤ r1 < r2 ≤ n− 1. (15.4.74)
Based on (15.4.68)-(15.4.70), we have
∏
1≤r1≤r2≤n
y
q0r2,r1+q
1
r2,r1
+qr2,r1+qr1,r2
r2,r1 =
[
n−1∏
r1=1
n∏
r2=2
w
qr1,r2
r1,r2
]
×
[
n∏
r=1
(yr,ryr+1,r+1 · · · yn,n)q0r,r
][
n−1∏
r=1
(yn,ryn,r+1 · · · yn,n)q0n,r
] ∏
1≤r1<r2≤n−1
(yr2,r1yr2+1,r1+1 · · · yn−1,n+r1−r2−1yn,n+r1−r1yn,n+r1−r1+1 · · · yn,n)q
0
r2,r1 . (15.4.75)
Next we have
∞∑
qn−1,n=0
(
q0n−1,n−1 + q
1
n−1,n−1 + qn−1,n−1
qn−1,n
)
w
qn−1,n
n−1,n
= (1 + wn−1,n)
q0n−1,n−1+q
1
n−1,n−1+qn−1,n−1
= (1 + wn−1,n)
∑n−1
s=1 (q
0
s,s+qs,s)−
∑n−2
s=1 qs,s+1 (15.4.76)
by (15.4.68). Set
w
(2n−1)
r,r+1 =
wr,r+1
1 + wn−1,n
, w(2n−1)s,s = (1 + wn−1,n)ws,s (15.4.77)
for r ∈ 1, n− 2, s ∈ 1, n− 1 and
w(2n−1)r1,r2 = wr1,r2 for r1 ∈ 1, n− 1, r1, r1 + 1 6= r2 ∈ 2, n. (15.4.78)
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Suppose that we have defined {w(2k+1)r1,r2 | r1 + r2 < 2k + 1}. Set
ℓ = max{1, 2k − n}. (15.4.79)
Note
∞∑
qℓ,2k−ℓ,qℓ+1,2k−ℓ−1,··· ,q2k−ℓ−1,ℓ+1=0
k−1∏
r=ℓ
(
q02k−1−r,r + q
1
2k−1−r,r + q2k−1−r,r + qr,2k−1−r
qr,2k−r, q2k−r−1,r+1
)
×w(2k+1)qr,2k−rr,2k−r w(2k+1)q2k−r−1,r+12k−r−1,r+1
=
k−1∏
r=ℓ
(1 + w
(2k+1)
r,2k−r + w
(2k+1)
2k−r−1,r+1)
q02k−1−r,r+q
1
2k−1−r,r+q2k−1−r,r+qr,2k−1−r
=
k−1∏
r=ℓ
(1 + w
(2k+1)
r,2k−r + w
(2k+1)
2k−r−1,r+1)
∑r
s=1(q
0
2k−1−2r+s,s+q2k−1−2r+s,s+qs,2k−1−2r+s)
×(1 + w(2k+1)r,2k−r + w(2k+1)2k−r−1,r+1)−
∑r
s=1(q2k−1−2r+s,s+1+qs,2k−2r+s) (15.4.80)
by (15.4.70). Set
w
(2k)
2k−1−2r+s,s = w
(2k+1)
2k−1−2r+s,s(1 + w
(2k+1)
r,2k−r + w
(2k+1)
2k−r−1,r+1), (15.4.81)
w
(2k)
s,2k−1−2r+s = w
(2k+1)
s,2k−1−2r+s(1 + w
(2k+1)
r,2k−r + w
(2k+1)
2k−r−1,r+1) (15.4.82)
for 1 ≤ s ≤ r ≤ k − 1;
w
(2k)
2k−1−2r+s,s+1 =
w
(2k+1)
2k−1−2r+s,s+1
1 + w
(2k+1)
r,2k−r + w
(2k+1)
2k−r−1,r+1
, (15.4.83)
w
(2k)
s,2k−2r+s =
w
(2k+1)
s,2k−2r+s
1 + w
(2k+1)
r,2k−r + w
(2k+1)
2k−r−1,r+1
(15.4.84)
for 1 ≤ s ≤ r ≤ k − 1 and
w(2k)r1,r2 = w
(2k+1)
r1,r2
for the other pairs (r1, r2) such that r1 + r2 ≤ 2k. (15.4.85)
Let
ι = max{1, 2k − 1− n}. (15.4.86)
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Moreover,
∞∑
qι,2k−ι−1,qι+1,2k−ι−2,··· ,q2k−ι−2,ι+1=0
[
k−2∏
r=ι
(
q02k−2−r,r + q
1
2k−2−r,r + q2k−2−r,r + qr,2k−2−r
qr,2k−r−1, q2k−r−2,r+1
)
×w(2k)qr,2k−r−1r,2k−r−1 w(2k)q2k−r−2,r+12k−r−2,r+1 ]
(
q0k−1,k−1 + q
1
k−1,k−1 + qk−1,k−1
qk−1,k
)
w
(2k)qk−1,k
k−1,k
=
[
k−2∏
r=ι
(1 + w
(2k)
r,2k−r−1 + w
(2k)
2k−r−2,r+1)
q02k−2−r,r+q
1
2k−2−r,r+q2k−2−r,r+qr,2k−2−r
]
×(1 + w(2k)k−1,k)q
0
k−1,k−1+q
1
k−1,k−1+qk−1,k−1
= [
k−2∏
r=ι
(1 + w
(2k)
r,2k−r−1 + w
(2k)
2k−r−2,r+1)
∑r
s=1(q
0
2k−2−2r+s,s+q2k−2−2r+s,s+qs,2k−2−2r+s)
×(1 + w(2k)r,2k−r−1 + w(2k)2k−r−2,r+1)−
∑r−1
s=1(q2k−2−2r+s,s+1+qs,2k−1−2r+s)
×(1 + w(2k)k−1,k)
∑k−1
r=1 (q
0
r,r+qr,r)−
∑k−1
r=1 qr,r+1 (15.4.87)
by (15.4.68) and (15.4.70). Set
w
(2k−1)
2k−2−2r+s,s = w
(2k)
2k−2−2r+s,s(1 + w
(2k)
r,2k−r−1 + w
(2k)
2k−r−2,r+1), (15.4.88)
w
(2k−1)
s,2k−2−2r+s = w
(2k)
s,2k−2−2r+s(1 + w
(2k)
r,2k−r−1 + w
(2k)
2k−r−2,r+1) (15.4.89)
for 1 ≤ s ≤ r ≤ k − 2;
w
(2k−1)
2k−2−2r+s,s+1 =
w
(2k)
2k−2−2r+s,s+1
1 + w
(2k)
r,2k−r−1 + w
(2k)
2k−r−2,r+1
, (15.4.90)
w
(2k−1)
s,2k−1−2r+s =
w
(2k)
s,2k−1−2r+s
1 + w
(2k)
r,2k−r−1 + w
(2k)
2k−r−2,r+1
(15.4.91)
for 1 ≤ s ≤ r ≤ k − 2;
w(2k−1)r,r = w
(2k)
r,r (1 + w
(2k)
k−1,k), w
(2k−1)
s,s+1 =
w
(2k)
s,s+1
1 + w
(2k)
k−1,k
(15.4.92)
for r ∈ 1, k − 1, s ∈ 1, k − 2; and
w(2k−1)r1,r2 = w
(2k)
r1,r2
for the other pairs (r1, r2) such that r1 + r2 ≤ 2k − 1. (15.4.93)
By induction, we have defined
{w(k)r1,r2 | k ∈ 1, 2n− 1; r1 ∈ 1, n− 1, r2 ∈ 1, n, r1 + r2 ≤ k}. (15.4.94)
For convenience, we denote
w(2n)r1,r2 = wr1,r2 for r1 ∈ 1, n− 1, r2 ∈ 2, n. (15.4.95)
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Based on (15.4.76), (15.4.80) and (15.4.87), we have
n−1∑
r1=1
n∑
r2=2
∞∑
qr1,r2=0
[
∏
1≤l1≤l2≤n−1
(
q0l2,l1 + q
1
l2,l1
+ ql1,l2 + ql2,l1
ql1,l2+1, ql2,l1+1
)
×wql1,l2+1l1,l2+1 w
ql2,l1+1
l2,l1+1
]
[
n−1∏
r=1
(
q0r,r + q
1
r,r + qr,r
qr,r+1
)
w
qr,r+1
r,r+1
]
=
[
n∏
k=2
(1 + w
(2k)
k−1,k)
∑k−1
r=1 q
0
r,r
][
n−1∏
k=2
k−1∏
r=ℓ
(1 + w
(2k+1)
r,2k−r + w
(2k+1)
2k−r−1,r+1)
∑r
s=1 q
0
2k−1−2r+s,s
]
×
[
n−1∏
k=3
k−2∏
r=ι
(1 + w
(2k)
r,2k−r−1 + w
(2k)
2k−r−2,r+1)
∑r
s=1 q
0
2k−2−2r+s,s
]
= [
∏
1≤r1<r2≤n−1;r2−r1 is odd
(
n−1∏
k=(r2−r1+3)/2
(1 + w
(2k+1)
(2k+r1−r2−1)/2,(2k−r1+r2+1)/2
+w
(2k+1)
(2k−r1+r2−1)/2,(2k+r1−r2+1)/2
)q
0
r2,r1 )][
∏
1≤r1<r2≤n−1;r2−r1 is even
(
n−1∏
k=(r2−r1+2)/2
(1 + w
(2k+2)
(2k+r1−r2)/2,(2k−r1+r2+2)/2
+ w
(2k+2)
(2k−r1+r2)/2,(2k+r1−r2+2)/2
)q
0
r2,r1 )]
×
n−1∏
r=1
(
n−1∏
k=r
(1 + w
(2k)
k,k+1)
)q0r,r . (15.4.96)
According to (15.4.66), (15.4.75) and (15.4.96), we define
ξCn,i = (−1)n+i+1
yn,iyn,i+1 · · · yn,n
21+δn,i
for 1 ≤ i ≤ n, (15.4.97)
ξCi,i = −
yi,i · · · yn,n
∏n−1
k=i (1 + w
(2k)
k,k+1)
4
(15.4.98)
for 1 ≤ i ≤ n− 1,
ξCr2,r1 =
(−1)r1+r2+1
2
yr2,r1yr2+1,r1+1 · · · yn−1,n+r1−r2−1yn,n+r1−r2
×yn,n+r1−r2+1 · · · yn,n
n−1∏
k=(r2−r1+3)/2
(1 + w
(2k+1)
(2k+r1−r2−1)/2,(2k−r1+r2+1)/2
+w
(2k+1)
(2k−r1+r2−1)/2,(2k+r1−r2+1)/2
) (15.4.99)
for 1 ≤ r1 < r2 ≤ n− 1 such that r2 − r1 is odd, and
ξCr2,r1 =
(−1)r1+r2+1
2
yr2,r1yr2+1,r1+1 · · · yn−1,n+r1−r2−1yn,n+r1−r2
×yn,n+r1−r2+1 · · · yn,n
n−1∏
k=(r2−r1+2)/2
(1 + w
(2k+2)
(2k+r1−r2)/2,(2k−r1+r2+2)/2
+w
(2k+2)
(2k−r1+r2)/2,(2k+r1−r2+2)/2
) (15.4.100)
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for 1 ≤ r1 < r2 ≤ n− 1 such that r2 − r1 is even.
For α ∈ ΓC , we set
αci =
i∑
r=1
αn+r,i +
n∑
s=i
αn+s,i for i ∈ 1, n (15.4.101)
and
αc =
∑
1≤r1≤r2≤n
αn+r2,r1. (15.4.102)
By (15.3.57), (15.3.62), (15.4.66), (15.4.67), (15.4.71)-(15.4.75) and (15.4.96)-(15.4.102),
we have
EC(z1, z2, ..., zn)
=
x∗zn+λn+1n
∏n−1
i=1 z
2n−i+1/2
i[∏
1≤r1<r2≤n
(zr1 − zr2)
] [∏
1≤s1≤s2≤n
(zs1zs2 − 1)
] ∑
γ∈ΓC
1
γ!〈λn〉γc
×
n∏
r=1
〈γ∗r − γr∗ + γcr − 1/2〉γ∗r+γcr ξ
γ, (15.4.103)
where
γ! =
[ ∏
1≤r1<r2≤n
γr2,r1!
][ ∏
1≤s1≤s2≤n
γn+s2,s1!
]
(15.4.104)
and
ξγ =
[ ∏
1≤r1<r2≤n
(ξAr2,r1)
γr2,r1
][ ∏
1≤s1≤s2≤n
(ξCn+s2,s1)
γn+s2,s1
]
. (15.4.105)
Recall the notations in (15.3.18) and (15.3.57). We define our path hypergeometric function
of type C by
XC(τ1, ..., τn;ϑ){zr2,r1, zn+s2,s1} =
∑
α∈ΓC
∏n
r=1(τr − αr∗)α∗r+αcr
α!(ϑ)αc
zα. (15.4.106)
By (15.1.18), (15.1.27),(15.3.20), (15.4.102) and (15.4.106), we obtain the following main
theorem in this section:
Theorem 15.4.1. The Etingof trace function in (15.2.47):
EC(z1, z2, ..., zn) =
x∗zn+λn+1n
∏n−1
i=1 z
2n−i+1/2
i[∏
1≤r1<r2≤n
(zr1 − zr2)
] [∏
1≤s1≤s2≤n
(zs1zs2 − 1)
]
×XC(1/2, ..., 1/2;−λn){ξAr2,r1 , ξCn+s2,s1}. (15.4.107)
Moreover, the function in (15.2.49):
ΨC = z
λn+2−n
n
[ n−1∏
i=1
z
−i−1/2
i
]
XC(1/2, ..., 1/2;−λn){ξAr2,r1, ξCn+s2,s1}. (15.4.108)
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15.5 Properties of Path Hypergeometric Functions
In this section, we find the differential properties, integral representations and differential
equations for the hypergeometric functions of type A in (15.3.60), and the differential prop-
erties and differential equations for the hypergeometric functions of type C in (15.4.106).
Moreover, we define our hypergeometric functions of type B and D analogously as those
of type C.
Recall the differentiation property of the classical Gauss hypergeometric function:
d
dz
2F1(α, β; γ; z) =
αβ
γ
2F1(α + 1, β + 1; γ + 1; z) (15.5.1)
(e.g., cf. [X21]). For two positive integers k1 and k2 such that k1 < k2, a path from k1 to
k2 is a sequence (m0, m1...., mr) of positive integers such that
k1 = m0 < m1 < m2 < · · · < mr−1 < mr = k2. (15.5.2)
One can imagine a path from k1 to k2 is a way of a super man going from k1th floor to
k2th floor through a stairway. Let
Pk2k1 = the set of all paths from k1 to k2. (15.5.3)
The path polynomial from k1 to k2 is defined as
P[k1,k2] =
∑
(m0,m1,...,mr)∈P
k2
k1
(−1)rzm1,m0zm2,m1 · · · zmr−1,mr−2zmr ,mr−1 . (15.5.4)
Moreover, we set
P[k,k] = 1 for 0 < k ∈ N. (15.5.5)
For convenience, we simply denote
XA = XA(τ1, .., τn;ϑ){zj,k}, (15.5.6)
XA[i, j] = XA(τ1, ..., τi + 1, ..., τj − 1, ...τn;ϑ){zr2,r1} (15.5.7)
obtained from XA by changing τi to τi + 1 and τj to τj − 1 for 1 ≤ i < j ≤ n− 1 and
XA[k, n] = XA(τ1, .., τk + 1, ..., τn + 1;ϑ+ 1){zr2,r1} (15.5.8)
obtained from XA by changing τi to τi + 1, τn to τn + 1 and ϑ to ϑ + 1 for k ∈ 1, n− 1.
We have the following natural generalization of (15.5.1):
Theorem 15.5.1. For 1 ≤ r1 < r2 ≤ n− 1 and r ∈ 1, n− 1, we have
∂zr2,r1 (XA) =
r1∑
s=1
τsP[s,r1]XA[s, r2], (15.5.9)
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∂zn,r(XA) =
τn
ϑ
r∑
s=1
τsP[s,r]XA[s, n]. (15.5.10)
Proof. Note that
∂zr2,r1 (XA)
=
∑
β∈ΓA
[∏n−1
s=1 (τs − βs∗)β∗s
]
(τn)βn∗
β!(ϑ)
βn∗
βr2,r1z
β−εr2,r1
=
∑
β∈ΓA
(τr1 − βr1∗)(τr1 + 1− βr1∗)β∗r1 (τr2 − 1− βr2∗)β∗r2
β!(ϑ)
βn∗
×[ ∏
s 6=r1,r2
(τs − βs∗)β∗s
]
(τn)βn∗z
β
= (τr1 −
r1−1∑
s=1
zr1,s∂zr1,s)(XA[r1, r2]). (15.5.11)
In particular,
∂zr,1(XA) = τ1XA[1, r] for r ∈ 1, n− 1. (15.5.12)
By (15.5.7), (15.5.11), (15.5.12) and induction on r1, we get (15.5.9). Moreover,
∂zn,r(XA)
=
∑
β∈ΓA
[∏n−1
s=1 (τs − βs∗)β∗s
]
(τn)βn∗
β!(ϑ)
βn∗
βn,rz
β−εn,r
=
∑
β∈ΓA
[
(τr − βr∗)(τr + 1− βr∗)β∗r
∏
s 6=r(τs − βs∗)β∗s
]
τn(τn + 1)βn∗
β!ϑ(ϑ+ 1)
βn∗
zβ
=
τn
ϑ
(τr −
r∑
s=1
zr,s∂zr,s)(XA[r, n]), (15.5.13)
which leads to (15.5.10) by (15.5.7), (15.5.8) and (15.5.9). ✷
For any z ∈ C \ (−N), the gamma function
Γ(z) =
[
zecz
∞∏
m=1
{(
1 +
z
m
)
e−z/m
}]−1
, (15.5.14)
where c is Euler’s constant given by
c = lim
m→∞
(
m∑
k=1
1
k
− lnm
)
. (15.5.15)
When Re z > 0, we have
Γ(z) =
∫ ∞
0
tz−1e−tdt. (15.5.16)
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Recall the integral representation of the classical Gauss hypergeometric function:
2F1(α, β; γ; z) =
Γ(γ)
Γ(β)Γ(γ − β)
∫ 1
0
tβ−1(1− t)γ−β−1(1− zt)−αdt (15.5.17)
Now we have the following analogous integral representation for our path hypergeometric
function of type A:
Theorem 15.5.2. Suppose Re τn > 0 and Re (ϑ− τn) > 0. We have
XA =
Γ(ϑ)
Γ(ϑ− τn)Γ(τn)
∫ 1
0
[
n−1∏
r=1
(
n−1∑
s=r
P[r,s] + tP[r,n])
−τr
]
tτn−1(1− t)ϑ−τn−1dt. (15.5.18)
Proof. For κ1, κ2 ∈ C with Re κ1,Re κ1 > 0, we have the following Euler integral∫ 1
0
tκ1−1(1− t)κ2−1dt = Γ(κ1)Γ(κ2)
Γ(κ1 + κ2)
. (15.5.19)
Moreover,
(κ)m =
Γ(κ+m)
Γ(κ)
for m ∈ N, κ ∈ C. (15.5.20)
Recall
XA =
∑
β∈ΓA
[∏n−1
s=1 (τs − βs∗)β∗s
]
(τn)βn∗
β!(ϑ)
βn∗
zβ . (15.5.21)
We have
(τn)βn∗
(ϑ)
βn∗
=
Γ(ϑ)
Γ(ϑ− τn)Γ(τn)
Γ(τn + βn∗)Γ(ϑ− τn)
Γ(ϑ+ βn∗)
=
Γ(ϑ)
Γ(ϑ− τn)Γ(τn)
∫ 1
0
tτn+βn∗−1(1− t)ϑ−τn−1dt (15.5.22)
by (15.5.19) and (15.5.20).
Denote
Γ(s) =
∑
1≤r1<r2≤s
Nεr2,r1, β
s
r =
s∑
p=r+1
βp,r for β ∈ ΓA, 1 ≤ r < s ≤ n− 1. (15.5.23)
Note that∑
β∈ΓA
∏n−1
s=1 (τs − βs∗)β∗s
β!
zβ
=
∑
β∈Γ(n−1)
∏n−2
s=1 (τs − βs∗)βn−1s
β!
zβ
n∑
βn,1,...,βn,n−1=0
(τn−1 − β(n−1)∗)βn,n−1zβn,n−1n,n−1
βn,n−1!
×
n−2∏
r=1
(τr − βr∗ + βn−1r )βn,rzβn,rn,r
βn,r!
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=
∑
β∈Γ(n−1)
∏n−2
s=1 (τs − βs∗)βn−1s
β!
zβ(1− zn,n−1)β(n−1)∗−τn−1
×
n−2∏
r=1
(1− zn,r)βr∗−βn−1r −τr
=
[
n−1∏
s=1
(1− zn,s)−τs
] ∑
β∈Γ(n−1)
∏n−2
s=1 (τs − βs∗)βn−1s
β!
×
∏
1≤r1<r2≤n−1
[
(1− zn.r2)zr2,r1
1− zn,r1
]βr2,r1
. (15.5.24)
Observe that
1− (1− zn,n−1)zn−1,r
1− zn,r =
1− zn−1,r − zn,r + zn,n−1zn−1,r
1− zn,r (15.5.25)
for r ∈ 1, n− 1. By (15.5.24) and (15.5.25), we have
∑
β∈ΓA
∏n−1
s=1 (τs − βs∗)β∗s
β!
zβ = (1− zn,n−1)−τn−1(1− zn−1,n−2 + P[n−2,n])−τn−2
×
[
n−2∏
s=1
(1− zn−1,s − zn,s + zn,n−1zn−1,s)−τs
] ∑
β∈Γ(n−2)
∏n−3
s=1 (τs − βs∗)βn−2s
β!
×
∏
1≤r1<r2≤n−2
[
(1− zn−1,r2 − zn,r2 + zn,n−1zn−1,r2)zr2,r1
1− zn−1,r1 − zn,r1 + zn,n−1zn−1,r1
]βr2,r1
. (15.5.26)
Now
1− (1− zn−1,n−2 − zn,r−2 + zn,n−1zn−1,n−2)zn−2,r
1− zn−1,r − zn,r + zn,n−1zn−1,r
=
1
1− zn−1,r − zn,r + zn,n−1zn−1,r [1− zn−2,r − zn−1,r + zn−1,n−2zn−2,r
−zn,r + zn,n−1zn−1,r + zn,r−2zn−2,r − zn,n−1zn−1,n−2zn−2,r]. (15.5.27)
By induction, we can prove that
∑
β∈ΓA
∏n−1
s=1 (τs − βs∗)β∗s
β!
zβ =
n−1∏
r=1
(
n∑
s=r
P[r,s])
−τr . (15.5.28)
Thus ∑
β∈ΓA
∏n−1
s=1 (τs − βs∗)β∗s
β!
zβtβn∗ =
n−1∏
r=1
(
n−1∑
s=r
P[r,s] + tP[r,n])
−τr . (15.5.29)
Hence we obtain (15.5.18) by (15.5.22) and (15.5.29). ✷
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Remark 15.5.3. According to [M],
1 0 0 · · · 0
z2,1 1 0 · · · 0
z3,1 z3,2 1
. . .
...
...
...
. . .
. . . 0
zn,1 zn,2 · · · zn,n−1 1

−1
=

1 0 0 · · · 0
P[1,2] 1 0 · · · 0
P[1,3] P[2,3] 1
. . .
...
...
...
. . .
. . . 0
P[1,n] P[2,n] · · · P[n−1,n] 1
 . (15.5.30)
Recall the classical Gauss hypergeometric equation
z(1 − z)y′′ + [γ − (α+ β + 1)z]y′ − αβy = 0. (15.5.31)
Note
D = z
d
dz
=⇒ D2 = z2 d
2
dz2
+ z
d
dz
. (15.5.32)
Then (15.5.31) can be rewritten as
(γ +D)
d
dz
(y) = (α+D)(β +D)(y). (15.5.33)
Denote
DAi∗ =
i−1∑
r=1
zi,r∂zi,r , D
A∗
i =
n∑
s=i+1
zs,i∂zs,i for i ∈ 1, n. (15.5.34)
Then we have the following analogue of (15.5.33):
Theorem 15.5.4. We have:
(τr2 − 1−DAr2∗ +DA∗r2 )∂zr2,r1 (XA) = (τr2 − 1−DAr2∗)(τr1 −DAr1∗ +DA∗r1 )(XA) (15.5.35)
for 1 ≤ r1 < r2 ≤ n− 1 and
(ϑ+DAn∗)∂zn,r(XA) = (τn +D
A
n∗)(τr −DAr∗ +DA∗r )(XA) (15.5.36)
for r ∈ 1, n− 1.
Proof. Let
aβ =
[∏n−1
s=1 (τs − βs∗)β∗s
]
(τn)βn∗
β!(ϑ)
βn∗
for β ∈ ΓA. (15.5.37)
Then
aβ+εr2,r1
aβ
=
(τr2 − βr2∗ − 1)(τr1 − βr1∗ + β∗r1)
(τr2 − 1− βr2∗ + β∗r2)(βr2,r1 + 1)
, (15.5.38)
or equivalently,
(τr2 − 1− βr2∗ + β∗r2)(βr2,r1 + 1)aβ+εr2,r1
= (τr2 − βr2∗ − 1)(τr1 − βr1∗ + β∗r1)aβ. (15.5.39)
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Thus ∑
β∈ΓA
(τr2 − 1− βr2∗ + β∗r2)(βr2,r1 + 1)aβ+εr2,r1zβ
=
∑
β∈ΓA
(τr2 − βr2∗ − 1)(τr1 − βr1∗ + β∗r1)aβzβ , (15.5.40)
which is equivalent to (15.5.35). Similarly, (15.5.36) follows from
aβ+εn,r
aβ
=
(τn + βn∗)(τr − βr∗ + β∗r )
(ϑ+ βn∗)(βn,r + 1)
. ✷ (15.5.41)
Next we study our hypergeometric functions of type C. For convenience, we simply
denote
XC = XC(τ1, ..., τn;ϑ){zr2,r1 , zn+s2,s1} (15.5.42)
(cf. (15.4.106)). First we have
∂zr2,r1 (XC)
=
∑
α∈ΓC
∏n
r=1(τr − αr∗)α∗r+αcr
α!(ϑ)αc
αr2,r1z
α−εr2,r1
=
∑
α∈ΓC
∏
r 6=r1,r2
(τr − αr∗)α∗r+αcr
α!(ϑ)αc
(τr1 − αr1∗)(τr1 + 1− αr1∗)α∗r1+αcr1
×(τr2 − 1− αr2∗)α∗r2+αcr2 z
α. (15.5.43)
or 1 ≤ r1 < r2 ≤ n. Moreover,
∂zn+r2,r1 (XC)
=
∑
α∈ΓC
∏n−1
r=1 (τr − αr∗)α∗r+αcr
α!(ϑ)αc
αn+r2,r1z
α−εn+r2,r1
=
1
ϑ
∑
α∈ΓC
∏
r 6=r1,r2
(τr − αr∗)α∗r+αcr
α!(ϑ+ 1)αc
(τr1 − αr1∗)(τr2 − αr2∗)
×(τr1 + 1− αr1∗)α∗r1+αcr1 (τr2 + 1− αr2∗)α∗r2+αcr2 z
α (15.5.44)
for 1 ≤ r1 < r2 ≤ n and
∂zn+s,s(XC) =
∑
α∈ΓC
∏n
r=1(τr − αr∗)α∗r+αcr
α!(ϑ)αc
αn+s,sz
α−εn+s,s
=
1
ϑ
∑
α∈ΓC
∏
r 6=s(τr − αr∗)α∗r+αcr
α!(ϑ+ 1)αc
(τs − αs∗)(τs + 1− αs∗)
×(τs + 2− αs∗)α∗s+αcsz
α (15.5.45)
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for s ∈ 1, n.
Expressions (15.5.43)-(15.5.45) motivate us to define
XC [i1, i2] = XC(τ1, ..., τi1 + 1, ..., τi2 − 1, ...τn;ϑ){zr2,r1, zn+s2,s1} (15.5.46)
obtained from XC by changing τi1 to τi1 + 1 and τi2 to τi2 − 1 for 1 ≤ i1 < i2 ≤ n,
XC [j1, j2; 1] = XC(τ1, ..., τj1 + 1, ..., τj2 + 1, ...τn;ϑ+ 1){zr2,r1, zn+s2,s1} (15.5.47)
obtained from XC by changing τj1 to τj1+1, τj2 to τj2+1 and ϑ to ϑ+1 for 1 ≤ j1 < j2 ≤ n
and
XC [k(2)] = XC(τ1, ..., τk + 2, ..., τn;ϑ+ 1){zr2,r1, zn+s2,s1} (15.5.48)
obtained from XC by changing τk to τk + 2 and ϑ to ϑ + 1 for k ∈ 1, n. Now (15.5.43)
can be written as
∂zr2,r1 (XC) = (τr1 −
r1−1∑
s=1
zr1,s∂zr1,s)(XC [i1, i2]) (15.5.49)
and (15.5.44) becomes
∂zn+r2,r1 (XC) =
1
ϑ
(τr1 −
r1−1∑
s1=1
zr1,s1∂zr1,s1 )(τr2 −
r2−1∑
s2=1
zr2,s2∂zr2,s2 )(XC [i1, i2; 1]) (15.5.50)
for 1 ≤ r1 < r2 ≤ n. Moreover, (15.5.45) is equivalent to
∂zn+s,s(XC) =
1
ϑ
(τs −
s−1∑
r=1
zs,r∂zs,r)(τs + 1−
s−1∑
r=1
zs,r∂zs,r)(XC [s(2)]) (15.5.51)
for s ∈ 1, n. By (15.5.49)-(15.5.51) and induction, we obtain:
Theorem 15.5.5. The following equations hold for XC:
∂zr2,r1 (XC) =
r1∑
s=1
τsP[s,r1]XC [s, r2], (15.5.52)
∂zn+r2,r1 (XC)
=
1
ϑ
[
r1∑
i=1
τ 2i P[i,r1]P[i,r2]XC [i(2)] +
r1∑
s1=1
r2∑
s2=r1+1
τs1τs2P[s1,r1]P[s2,r2]XC [s1, s2; 1]
+
∑
1≤s1<s2≤r1
τs1τs2(P[s1,r1]P[s2,r2] + P[s2,r1]P[s1,r2])XC [s1, s2; 1]] (15.5.53)
for 1 ≤ r1 < r2 ≤ n and
∂zn+s,s(XC) =
1
ϑ
[
s∑
i=1
τ 2i P
2
[i,s]XC [i(2)] + τsXC [s(2)] +
s−1∑
i=1
τiP[i,s]XC [i, s; 1]
+2
∑
1≤r1<r2≤s
τr1τr2P[r1,s]P[r2,s]XC [r1, r2; 1]] (15.5.54)
15.5. PROPERTIES OF PATH HYPERGEOMETRIC FUNCTIONS 527
for s ∈ 1, n.
Up to this stage, we have not found a nice integral representation for XC . In fact, there
is no simple integral formula of Euler type with an elementary integrand for Lauricella
third multiple hypergeometric function (e.g., cf. [Eh]). It might also be the case for our
hypergeometric function XC .
By (15.4.106), we set
cα =
∏n
r=1(τr − αr∗)α∗r+αcr
α!(ϑ)αc
zα for α ∈ ΓC . (15.5.55)
Note that
cα+εr2,r1
cα
=
(τr1 − αr1∗ + α∗r1 + αcr1)(τr2 − 1− αr2∗)
(αr2,r1 + 1)(τr2 − 1− αr2∗ + α∗r2 + αcr2)
, (15.5.56)
cα+εn+r2,r1
cα
=
(τr1 − αr1∗ + α∗r1 + αcr1)(τr2 − αr2∗ + α∗r2 + αcr2)
(αn+r2,r1 + 1)(ϑ+ α
c)
(15.5.57)
for 1 ≤ r1 < r2 ≤ n and
cα+εn+s,s
cα
=
(τs − αs∗ + α∗s + αcs)(τs + 1− αs∗ + α∗s + αcs)
(αn+s,s + 1)(ϑ+ αc)
(15.5.58)
for s ∈ 1, n. Let
DCr =
r∑
i=1
zn+r,i∂zn+r,i +
n∑
s=r
zn+s,r∂zn+s,r for r ∈ 1, n (15.5.59)
and
DC =
∑
1≤r1≤r2≤n
zn+r2,r1∂zn+r2,r1 . (15.5.60)
By the proof of Theorem 15.5.4, we have:
Theorem 15.5.6. The function XC satisfies:
(τr2 − 1−DAr2∗ +DA∗r2 +DCr2)∂zr2,r1 (XC)
= (τr2 − 1−DAr2∗)(τr1 −DAr1∗ +DA∗r1 +DCr1)(XC), (15.5.61)
(ϑ+DC)∂zn+r2,r1 (XC)
= (τr2 −DAr2∗ +DA∗r2 +DCr2)(τr1 −DAr1∗ +DA∗r1 +DCr1)(XC) (15.5.62)
for 1 ≤ r1 < r2 ≤ n and
(ϑ+DC)∂zn+s,s(XC)
= (τs −DAs∗ +DA∗s +DCs )(τs + 1−DAs∗ +DA∗s +DCs )(XC) (15.5.63)
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for s ∈ 1, n.
Set
ΓD =
∑
1≤r1<r2≤n
(Nεr2,r1 + Nεn+r2,r1) ⊂ ΓC . (15.5.64)
Moreover, we let
βDr =
r−1∑
i=1
βn+r,i +
n∑
s=r+1
βn+s,r, β
D =
∑
1≤r1<r2≤n
βn+r2,r1 for β ∈ ΓD (15.5.65)
and
βBr =
r∑
i=1
βn+r,i +
n∑
s=r+1
βn+s,r, β
B = βc =
∑
1≤r1≤r2≤n
βn+r2,r1 for β ∈ ΓC . (15.5.66)
We define the following hypergeometric functions:
XD(τ1, ..., τn;ϑ){zr2,r1 , zn+r2,r1} =
∑
α∈ΓD
∏n
r=1(τr − αr∗)α∗r+αDr
α!(ϑ)αD
zα. (15.5.67)
XB(τ1, ..., τn;ϑ){zr2,r1, zn+s2,s1} =
∑
α∈ΓC
∏n
r=1(τr − αr∗)α∗r+αBr
α!(ϑ)αB
zα. (15.5.68)
Furthermore, we define XB,XB[i1, i2],XB[j1, j2; 1],XB[k(2)] andXD,XD[i1, i2],XD[j1, j2; 1],
XD[k(2)] as those of type C in (15.5.42) and (15.5.46)-(15.5.48). We let
XB[k] = XN(τ1, ..., τk + 1, ..., τn;ϑ+ 1){zr2,r1, zn+s2,s1} (15.5.69)
obtained from XB by changing τk to τk + 1 and ϑ to ϑ+ 1 for k ∈ 1, n.
Theorem 15.5.7. The following equations hold for XB and XD:
∂zr2,r1 (XB) =
r1∑
s=1
τsP[s,r1]XB[s, r2], (15.5.70)
∂zn+r2,r1 (XB)
=
1
ϑ
[
r1∑
i=1
τ 2i P[i,r1]P[i,r2]XB[i(2)] +
r1∑
s1=1
r2∑
s2=r1+1
τs1τs2P[s1,r1]P[s2,r2]XB[s1, s2; 1]
+
∑
1≤s1<s2≤r1
τs1τs2(P[s1,r1]P[s2,r2] + P[s2,r1]P[s1,r2])XB[s1, s2; 1]], (15.5.71)
∂zr2,r1 (XD) =
r1∑
s=1
τsP[s,r1]XD[s, r2], (15.5.72)
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∂zn+r2,r1 (XD)
=
1
ϑ
[
r1∑
i=1
τ 2i P[i,r1]P[i,r2]XD[i(2)] +
r1∑
s1=1
r2∑
s2=r1+1
τs1τs2P[s1,r1]P[s2,r2]XD[s1, s2; 1]
+
∑
1≤s1<s2≤r1
τs1τs2(P[s1,r1]P[s2,r2] + P[s2,r1]P[s1,r2])XD[s1, s2; 1]], (15.5.73)
for 1 ≤ r1 < r2 ≤ n and
∂zn+s,s(XB) =
s∑
r=1
τrP[s,r]XB[s] (15.5.74)
for s ∈ 1, n.
Let
DBr =
r∑
i=1
zn+r,i∂zn+r,i +
n∑
s=r+1
zn+s,r∂zn+s,r , (15.5.75)
DDr =
r−1∑
i=1
zn+r,i∂zn+r,i +
n∑
s=r+1
zn+s,r∂zn+s,r (15.5.76)
for r ∈ 1, n and
DB = DC , DD =
∑
1≤r1<r2≤n
zn+r2,r1∂zn+r2,r1 . (15.5.77)
As Theorem 15.5.4, we have:
Theorem 15.5.8. The functions XB and XD satisfy:
(τr2 − 1−DAr2∗ +DA∗r2 +DBr2)∂zr2,r1 (XB)
= (τr2 − 1−DAr2∗)(τr1 −DAr1∗ +DA∗r1 +DBr1)(XB), (15.5.78)
(τr2 − 1−DAr2∗ +DA∗r2 +DDr2)∂zr2,r1 (XD)
= (τr2 − 1−DAr2∗)(τr1 −DAr1∗ +DA∗r1 +DDr1 )(XD), (15.5.79)
(ϑ+DB)∂zn+r2,r1 (XB)
= (τr2 −DAr2∗ +DA∗r2 +DBr2)(τr1 −DAr1∗ +DA∗r1 +DBr1)(XB), (15.5.80)
(ϑ+ DD)∂zn+r2,r1 (XD)
= (τr2 −DAr2∗ +DA∗r2 +DDr2)(τr1 −DAr1∗ +DA∗r1 +DDr1)(XD) (15.5.81)
for 1 ≤ r1 < r2 ≤ n and
(ϑ+DB)∂zn+s,s(XB) = (τs −DAs∗ +DA∗s +DBs )(XB) (15.5.82)
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for s ∈ 1, n.
Heckman and Opdam [Hg1-Hg3, HO, O1-O6,BO] introduced hypergeometric equa-
tions related to root systems and analogous to (15.1.4). They proved the existence of
solutions (hypergeometric functions) of their equations. In our case, the interesting func-
tions are the path hypergeometric functions like XA in (15.3.60) and the functions like
ΨA in (15.3.63) are not interesting from pure function point of view. Gel’fand and Graev
studied analogues of classical hypergeometric functions (so called GG-functions) by gen-
eralizing the differential property of the classical hypergeometric functions (e.g. cf. [GG]).
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