Since first coined by Google in 2012, knowledge graph has received extensive attention from both industry and academia, and has been widely used in many scenarios with success, e.g. information retrieval, online recommendation, question-answering, and so on. However, traditional centralized construction of knowledge graph faces many challenges, such as laborious and time-consuming, vulnerable to manipulation or tampering, lacking scrutiny, among others. Therefore, in this paper, we propose a novel decentralized knowledge graph construction method by means of crowdsourcing, and the business logic of crowdsourcing is implemented by blockchain-powered smart contracts to guarantee the transparency, integrity, and auditability. On this basis, the decentralized knowledge graph is used for a deep recommender system, and case studies validate the effectiveness of the system. This paper is aimed at providing a novel decentralized approach for constructing knowledge graph and serving as reference and guidance for future research and practical applications of knowledge graph.
I. INTRODUCTION
As a directed labeled graph, knowledge graph encodes structured information of entities and their rich relations in a systematic way, and thus can better extract latent knowledge-level connections among objects. Several open-source or commercial knowledge graphs, such as Google Knowledge Graph, 1 DBpedia, 2 Freebase, 3 etc. are proposed in recent years, and are widely used in many fields with success, e.g., recommendation system, semantic retrieval, question-answering, and virtual assistant, and so on.
However, knowledge graph construction faces many challenges. First, the construction of a knowledge graph is very laborious and time-consuming as it normally involves knowledge extraction, knowledge fusion, knowledge verification, The associate editor coordinating the review of this manuscript and approving it for publication was Fabrizio Messina. 1 Google Knowledge Graph. https://developers.google.com/knowledgegraph/ 2 DBpedia. https://wiki.dbpedia.org/ 3 Freebase. https://developers.google.com/freebase/ knowledge reasoning, knowledge updates, etc. Thus, only industry giants such as Google and Microsoft have sufficient data and resources to build them (E.g., Google Knowledge Graph, Microsoft Satori, and Facebook Entities Graph), and it is hard for small and medium-size enterprises (SMEs) to build their own domain knowledge graph. Second, the construction process is typically centralized. As data are monopolized by a few giants, knowledge graph is subject to manipulation, tampering and attack. A notorious example is in September 2018, an anonymous hacker gained access to nearly 50 millions Facebook user accounts by exploiting system vulnerability.
In addition, monopolists can also make malicious modifications to the knowledge graph. Third, from the perspective of knowledge graph refinement, it is difficult for a large-scale knowledge graph to seek a trade-off between completeness (adding missing knowledge to the graph) and correctness (detecting wrong or conflict information in a given graph) [1] due to lacking scrutiny and supervision from the public. Seeking a new knowledge graph construction method is very challenging but significant. VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ FIGURE 1. An illustrating knowledge graph [3] .
We consider crowdsourcing and the emerging blockchain technology as new approach for collaborative, decentralized knowledge graph construction, especially thanks to blockchain's properties such as decentralization, immutability, tamper-resistant, anonymity and auditability. As a decentralized infrastructure, blockchain is considered as an alternative to the existing centralized shared data storage [2] . The development of blockchain has revived the so-called smart contracts, which are secure and unstoppable computer program representing the agreements that are automatically executable and enforceable on blockchain networks. Crowdsourcing is the practice of broadcasting problems to the public, and an open call for contributions to help solve problems. Crowdsourcing is also essentially a distributed problem-solving and production model. Therefore, in this paper, we propose a novel decentralized knowledge graph construction approach by means of crowdsourcing, and this process is realized by blockchain-powered smart contracts, so as to guarantee the transparency, integrity, and auditability of the construction process. After that, the decentralized knowledge graph is used in a case study for a deep recommender system to verify its effectiveness.
The main contributions of this paper are as follows. 1) To our knowledge, this is the first attempt to apply crowdsourcing and blockchain in the construction of domain knowledge graph, aiming at achieving the decentralization of knowledge graph construction. 2) Blockchain-powered smart contracts are utilized to encode all the business logics of crowdsourcing, and can be enforced and executed automatically, so no one can manipulate the construction process of knowledge graph.
3) The decentralized knowledge graph is used for a deep recommender system to implement the employees recommendation for work task in our case study. We believe that this work will provide guidance and reference for future research and practical applications of knowledge graph.
The remainder of this paper is organized as follows. In Section II, we review the related works about knowledge graph construction, crowdsourcing, blockchain-powered smart contracts, and knowledge graph-based deep recommender systems. Section III introduces the deep recommender system based on the decentralized knowledge graph, including the framework model, smart contracts-powered crowdsourcing, knowledge graph embedding, and the deep recommender system model. In Section IV, case studies are conducted to verify the effectiveness of the system. Section V concludes the paper and discusses future trends.
II. RELATED WORKS A. TRADITIONAL KNOWLEDGE GRAPH CONSTRUCTION APPROACH
The term knowledge graph is proposed by Google in 2012 [1] , which is used to enhance search engine's performance with information gathered from a variety of sources. Knowledge graph represents a collection of interlinked descriptions of entities, e.g. real-world objects, events, and abstract concepts. As shown in Fig. 1 , in a knowledge graph, an entity corresponds to a node and a relation corresponds to a directed edge. Two entities and one relation form a triple (e.g., (Barack Obama, BornIn, Honolulu)), and multiple triples constitute a knowledge graph [3] , [4] (According to [1] , Google Knowledge Graph contains 18 billion statements about 570 million entities, with a schema of 1,500 entity types and 35,000 relation types). Knowledge graph can be divided into two categories, i.e. global knowledge graph and domain knowledge graph [5] . The former covers the entire world knowledge, such as DBpedia and YAGO [6] , while the later focuses on a specific domain, such as GeoNames 4 (for geographic information) and TianYanCha 5 (for enterprise information).
As shown in Fig. 2 , the traditional construction process of knowledge graph generally involves the following 4 steps [7]: 1) Knowledge extraction. It aims to extract entities, relations, and entity attributes from the structured, semistructured, or unstructured data sources. Named entity recognition (NER) [8] and relation extraction [9] are often used in this step. 2) Knowledge fusion. The results of knowledge extraction may contain many redundant or wrong information, so data cleaning and integration (collectively known as knowledge fusion) are required. Common techniques include link inference [10] and coreference resolution [11] . 3) Knowledge processing. In order to obtain a networked and structured knowledge graph, knowledge processing which include ontology construction, knowledge reasoning, and quality evaluation [12] are needed. These will give clear definitions of entities and their relations in a formal way. 4) Knowledge updates. Updates come in two ways: comprehensive updates and incremental updates. Comprehensive updates mean rerunning the construction pipeline from scratch, and incremental updates are adding new knowledge to an existing graph. Comprehensive updates will consume a lot of resources, while incremental updates usually require manual intervention [13] . Obviously, knowledge graph construction is very cumbersome and time-consuming. Worse still, many knowledge graphs are constructed in a centralized fashion and monopolized by a single industry giant (e.g., Google or Microsoft). Centralized knowledge graph construction poses many serious problems, e.g., vulnerable to hacking, tampering, even malicious falsification. Thus, there is a critical need of a new decentralized approach for knowledge graph construction.
B. CROWDSOURCING
Coined by J. Howe in 2006 [14] , the term crowdsourcing refers to a new web-based business model that harnesses creative solutions through an open call for proposals over a distributed network of individuals [15] . Wikipedia, 6 Linux, 7 and Yahoo! Answers, 8 etc., can all be regarded as the notable examples of crowdsourcing. The most common crowdsourcing process is that a demander posts a problem online, then a vast number of individuals offer solutions to the problem, and the winning ideas will get some rewards. The core idea of crowdsourcing lies in the fact that it can facilitate the exchange of diverse opinions, independent to each other, in a decentralized way. Therefore, for the problems faced by the centralized knowledge graph, we propose to use crowdsourcing to construct decentralized knowledge graph.
C. BLOCKCHAIN-POWERED SMART CONTRACTS
Blockchain is the fundamental technology underlying the emerging cryptocurrencies such as Bitcoin and Ethereum. It can be defined as a decentralized, distributed ledger that uses chronological, encrypted and chained blocks to store ver-ifiable and synchronized data (transactions or states) across the Peer-to-Peer (P2P) network [16] , [17] . As blockchain has promising features including decentralization, transparency, immutability, auditability and cost-saving, it is expected to subvert many industries, e.g. finance, management, healthcare, Internet of Things, etc. According to different types of access permission, blockchain can be divided into three categories, i.e. public blockchain, private blockchain and consortium blockchain.
Smart contracts are computer programs that are deployed on and secured by blockchain [18] , [19] . They generally encompass agreements made between contractors in the form of business logic. Smart contracts are automatically executable and enforceable [20] , which means that once the pre-set conditions are met, the contractual terms will be enforced automatically. No arbitrator or third party can influence or manipulate the execution of smart contracts. Blockchain-powered smart contracts also ensure that for each node in the network, when they execute the same contract, they will get the same result. Therefore, smart contracts are highly reliable and available, and are the ideal tool for various kinds of decentralized applications (DApps). Currently, there are several blockchain platforms that support smart contracts. For instance, Ethereum supports advanced and customized smart contracts with the help of Turing-complete virtual machine called Ethereum Virtual Machine (EVM). In this paper, we propose to use smart contracts to implement the business logic of crowdsourcing, thereby realizing the decentralized construction of knowledge graph.
D. KNOWLEDGE GRAPH-BASED DEEP RECOMMENDER SYSTEMS
In recent years, deep learning-based recommender systems (abbr. deep recommender systems) have been shown to improve the performance over traditional methods (e.g. collaborative filtering, content-based and hybrid recommender systems) [21] - [23] . This is because deep learning can effectively capture the non-linear or non-trivial user-item relationships and enable the codification of more complex abstractions as data representations in the higher layers [24] . Most network models, such as autoencoder (AE), convolutional neural network (CNN), recurrent neural network (RNN), and deep reinforcement learning are exploited for various recommendation scenarios. For instance, Sedhain et al. proposed a novel autoencoder framework called AutoRec which had representational and computational advantages over existing approaches including collaborative filtering [25] ; Catherine et al. proposed an improved CNN model called TransNets which learned to transform the latent representations of user and item into that of their pair-wise review, so that at test time an approximate representation of the target review can be generated and used for making the predictions [26] ; Lu et al. proposed a coevolutionary recommendation model which co-learns user and item information from ratings and customer reviews by optimizing matrix factorization and an attention-based GRU network [27] . Among the current deep recommender systems, the knowledge-based [28] , especially knowledge graph-based ones are emerging and attracting a lot of attention in academia. This is due to the fact that knowledge graph can improve the accuracy and quality of recommendations as well as alleviate other drawbacks associated with conventional recommendation techniques such as cold-start and data sparsity problems [29] . For example, Wang et al. proposed the knowledge-aware convolutional neural networks (KCNN) that takes advantage of the knowledge graph representation in news recommendations. The results showed that KCNN achieved substantial gains over several state-of-theart deep learning-based methods for recommendation [30] . Lin et al. proposed a heterogeneous knowledge-based attentive neural network model for short-term music recommendations. A knowledge graph extracted from NetEase Cloud Music that had 6 types of entities and 8 types of relations was utilized for entity representation. Experimental results demonstrated that the proposed model outperformed strong baselines on real-world dataset, and can recommend unpopular songs to a specific user [31] . Zhang et al. proposed a hybrid recommender system termed as Collaborative Knowledge Base Embedding (CKE) which utilized heterogeneous structural information in the knowledge graph to boost the recommendation quality [32] . In all these knowledge graph-based deep recommender systems, constructing an accurate knowledge graph is the key. In this paper, we propose a novel approach for decentralized construction of knowledge graphs based on blockchain-powered smart contracts, and then the knowledge graph is used as inputs to the deep neural network to complete the recommendation task.
III. DEEP RECOMMENDER SYSTEM BASED ON THE DECENTRALIZED KNOWLEDGE GRAPH A. FRAMEWORK MODEL
The framework model of deep recommender system based on the decentralized knowledge graph is shown in Fig. 3 . The whole system can be divided into two parts, i.e. On-Chain part and Off-Chain part. The On-Chain part aims to build a domain knowledge graph through crowdsourcing, which is enabled by blockchain-powered smart contracts; while the Off-Chain part uses the decentralized knowledge graph for recommendation.
The workflow of the whole system is as follows: the dynamic data, along with static attributes for a specific domain are recorded on a private blockchain within an enterprise. Due to the transparency of the blockchain, all information is open to each participant. Then, a coarse-grained domain knowledge graph (we call Basic Graph) can be built accordingly. With the aim to continuously refine the Basic Graph, the crowdsourcing voting is launched through smart contracts, so as to generate a more fine-grained knowledge graph (we call Updated Graph).
As for the Off-Chain part, the knowledge graph embedding is utilized to formulate the low-dimensional representation vector for the entities and relations of the Updated Graph, and then a deep neural network is adopted to carry out the recommendation (In this study, our aim is to recommend suitable employees for a new work task). Recommendation results are fed back to enterprise leaders, and they will assign tasks by referring to the recommendation results. Note that, the recommendation results are recorded on blockchain, for convenience of tracking and in avoidance of tampering. The leaders' final assignments accompanied with new dynamic data are also recorded on blockchain to serve as the basis for the next round of knowledge graph update.
B. SMART CONTRACTS-POWERED CROWDSOURCING
As mentioned before, in order to achieve decentralization, we propose to use crowdsourcing to build the knowledge graph. Specifically, crowdsourcing voting [33] is utilized to obtain the triples of a knowledge graph. Each participant can advance a proposal about a triple, and then the remaining participants will vote on this proposal. If the proposal is passed, the proposed triple is recorded in the knowledge graph. Incentives and punishment are also required to reward those who make contributions, or punish those who behave improperly. The whole process of crowdsourcing voting is written into blockchain-powered smart contracts, which can be automatically executed. The details of crowdsourcing will be introduced in section IV. B.
C. KNOWLEDGE GRAPH EMBEDDING
A knowledge graph usually contains large amounts of entities and relations. Knowledge graph embedding refers to embedding entities and relations into a low-dimensional semantic vector space while preserving certain information of the graph. Over the past few years, several translation-based knowledge graph embedding approaches were proposed, such as TransE [34] , TransH [35] , and TransR [36] , etc.
In a typical triple (h, r, t), h represents the head entity, t represents the tail entity, and r represents the relation. The general idea of entities and relations embedding is regarding the relation r as a translation from a head entity h to a tail entity t. For TransE and TransH, both the embeddings of entities and relations are put into the same semantic space R k . However, this is unreasonable as an entity generally has multiple aspects, and various relations may focus on different aspects. TransR solves this issue by mapping the entity and relation to distinct spaces, i.e. entity space and multiple relation spaces, then performing the translation in the corresponding relation space [36] . Here, we choose TransR as it can better preserve the structural information of knowledge graph. In the following, we briefly introduce the TransR.
As illustrated in Fig. 4 , in TransR, for each triple (h, r, t), entity embeddings are set as h, t ∈ R k and relation embedding is set as r ∈ R d (k is not necessarily equal to d). For each relation r, a projection matrix M r ∈ R k×d is introduced, which maps entity embeddings from entity space to the corresponding relation space. The relation-specific projection can make the head/tail entities that hold the relation close and distant from those that do not hold the relation.
The projected vectors of entities are defined as follows: The score function is defined as follows:
In practical application, some constraints should be enforced, i.e., ∀h, r, t, we have h 2 ≤ 1, r 2 ≤ 1, t 2 ≤ 1, hM r 2 ≤ 1, tM r 2 ≤ 1.
Then the following margin-based score function is used for training:
where γ is the margin, S and S are the set of correct triples and incorrect triples. After the training is completed, we can obtain the vector representation of entities and relations for a given knowledge graph.
D. THE OFF-CHAIN DEEP RECOMMENDER SYSTEM
As shown in Fig. 5 , the Off-Chain deep recommender system takes a new work task t j and employee i's previous work tasks as inputs, and outputs the probability that the employee takes on the task. Here, we adopt the knowledge-aware convolutional neural networks (KCNN) mentioned earlier [30] , which can generate the embedding vector [37] for task by fusing the word-level and knowledge-level representations of the task. Then, in order to obtain the embedding vector for the employee, the attention mechanism is adopted to dynamically aggregate employee's previous tasks with respect to the new task. Finally, new task's embedding e t j and employee's embedding e (i) are input into a deep neural network to predict the probability of employee i takes on the task. For a task t of length n, its raw input sequence can be denoted as t = w 1:n = [w 1 , w 2 , . . . , w n ]. The representation vector of t can be given as the concatenation of word embedding, entity embedding and context embedding:
where w 1:n = [w 1 w 2 · · · w n ] is the word embedding matrix of t which can be pre-learned from a large corpus or randomly initialized; e 1:n = [e 1 e 2 · · · e n ] is the entity embedding for each word w i in t by using knowledge graph embedding; e 1:n = [ē 1ē2 · · ·ē n ] is the context embedding of an entity, which is calculated as the average of its contextual entities:
However, this simple concatenation strategy breaks up the connection between words and associated entities and is unaware of their alignment. Thus, Ref. [30] proposed multi-channel and word-entity-aligned KCNN for combining word semantics and knowledge information, 9 and introduced the transformed entity embeddings and transformed context embeddings as follows:
where g is the transformation function. Then the embedding matrices of task t is rewritten as: 9 The advantage of KCNN is that it makes full use of knowledge information, e.g. entity and entity's context in a knowledge graph. We compared the DKNN performance without and with knowledge information, and found that the F1 and AUC score increased by 1.5 and 1.1, respectively, which indicated that the knowledge graph can improve the recommendation performance.
After that, multiple filters h with varying window sizes l are applied to extract local patterns in the task. Then a max-overtime pooling operation is used on the output feature map to choose the largest feature. Lastly, the embedding vector of the task can be obtained by concatenating all features:
where b is the bias and m is number of filters.
Using the above method, we can get the embedding representation for new task and employee's previous tasks. To get the embedding representation of an employee with respect to the new task, the attention mechanism is adopted to automatically match the new task to each piece of employee's previous tasks, and aggregate them with different weights:
where H is the attention module, and N i is the number of employee's previous tasks. Finally, e t j and e (i) are input into a deep neural network, and the probability of employee i takes on the task t j is calculated.
IV. CASE STUDY A. TASK DESCRIPTIONS AND DATASET
In order to verify the effectiveness of the deep recommender system based on the decentralized knowledge graph, we conduct case studies in a Chinese enterprise with more than 300 employees. Specifically, for a new work task, we verify whether the system can recommend the suitable employees for the task. The recommendation results are then fed back to the enterprise leader as a reference for their assignment of work tasks. Finally, the recommendation results are verified by self-verification and external-validation. Through crowdsourcing voting powered by smart contracts, we not only obtain a domain knowledge graph called employee skills knowledge graph, but also obtain a sub-graph which records the skills that each employee excels at. Besides, we get employees' previous tasks and task descriptions from enterprise's historical database. After knowledge graph embedding and knowledge-aware convolutional neural networks (KCNN), the task's embedding e t j and employee's embedding e (i) are obtained. After training, for a given new task, the deep recommender system will output the probability that the employee takes on the task.
As mentioned in section III. A, in order to initiate a crowdsourcing voting, the dynamic data and static attributes for a specific domain should be recorded on blockchain. In our case study, the dynamic data are employees' work reports. In our enterprise, employees are requested to submit their daily work reports within the prescribed time, through a reporting system built on WeChat which is the most popular Chinese social media platform. And Table 1 shows the static attributes which contain all the properties related to employee skills, e.g. education background, knowledge framework, skill level, and project achievements, etc. A total of 36,000 records of work reports, and over 400 records of employees' static attributes are collected and recorded on the private blockchain within the enterprise for knowledge graph construction. It is worth noting that the system relies on the new coming dynamic work reports to update the basic knowledge graph, and those data are also retrieved and recorded on the private blockchain timely to ensure the timeliness.
B. CROWDSOURCING VOTING SCHEME
In this section, we will introduce the crowdsourcing voting scheme for knowledge graph construction and updates, which consists of three parts, i.e. authorization mechanism, voting rules, and incentive mechanism. Both the voting rules and incentive mechanism are written in smart contracts and deployed on the blockchain.
For authorization mechanism, in our system, a number of employees are authorized by the enterprise to propose and validate the voting, where the former we call proposer and the latter we call voter. These employees are all engaged in high-tech research and development (R&D) positions, so they have specialized knowledge about the related domain. Different from traditional crowdsourcing tasks published by a centralized system, proposers mainly initiate proposals, and voters actively collect these proposals and validate them. The proposers and voters are known and accountable for any misbehavior. The enterprise preserves certain amounts of Tokens for all participants as their deposits. If misbehaviors occur, their deposits will be fined.
For voting rules, there are two types of voting proposals, which are branching and lighting. Each proposer can launch a voting with the format of a triple. Branching means building new points (entities) or connecting new edges (relations), e.g. ''Blockchain-apply to-Cryptocurrency''. Lighting means mapping the individual skill to a specific point with a certain weight serving to judge the mastery, e.g. ''Alice-5-Blockchain'', where 5 is the weight representing that the employee is an expert on blockchain. The voting system can also achieve the corrections of knowledge graph, by means of launching new proposals on cancelling some inconsistent or misplaced nodes or edges, e.g. ''Blockchain-NOT belongs to-Machine Learning''. All voters can then participate in validating the voting selectively before the predetermined due date (expiration date). The validation is simply conducted by choosing agree or disagree. The validity of a proposal is regulated by pre-determined rules written in smart contracts. We simply introduce the rules as follows: the proposal is identified as valid only if satisfying the conditions that n ≥m and β ≥ᾱ, where n is the number of voters,m is the required number of voters, β is the agreeing rate andᾱ is the desired agreeing rate. Otherwise, the proposal will be judged as invalid and cannot be recorded. Besides, in avoidance of redundant invalid proposals, we also set the threshold m and α, to determine a proposal to be dishonest when there is n < m or β < α. Only proposals meet the above pre-set rules can be recorded into domain knowledge graph, among which branching proposals go into the general graph while lighting proposals go into the sub-graph.
For incentive mechanism, the crowdsourcing voting needs enough effective participation of employees to maintain the reliable and sustained results. We attempt to realize this purpose by providing appropriate incentives [38] in the following two ways. First, the employees are delegated with authority by the enterprise to propose and validate the voting, who are held accountable for their behaviors. Second, the direct incentive for them to submit proposals and voting is the rewarded Tokens that are issued within the enterprise. As they can only be rewarded due to the active participation, they will engage into the system aiming to earn Tokens.
In this paper, we simply design a reward mechanism for those proposers and voters, which is shown in Fig. 6 . There is a predetermined reward r for each proposal, and proposers and voters will share the reward of these honest proposals. Among the honest proposals, these valid proposals will lead to a fixed reward of r p Tokens for the proposer and the average assignment of the remaining part of r − r p Tokens to agreeing voters; while those invalid proposals cannot generate any reward for the proposer and all rewarded Tokens will be averagely assigned to disagreeing voters if n ≥m and β < α; and for the case that n < m, none proposer or voter can win rewards. As for the dishonest proposals, the proposer will be withheld of some Tokens, which is set as w in current system. These rules are also written in smart contracts.
Within the enterprise, Tokens are not only the digital currency, but also a kind of certificate of interest for employees' performance, which can be exchanged to monetary income or serve as promotion reference. As it should be, if employees deviate from the expected behavior, they will be punished accordingly, e.g. withdrawn the authority temporarily or forever, or not given the Tokens they have earned. Besides, as the knowledge graph is used to implement the employees recommendation for new task, it will naturally bring another indirect incentive: the active participation contributes to construct the sub-graph representing employees' professional skills, which will result in a better match between tasks and employees, and employees' real work performance can be improved by this kind of better match.
The pre-set voting rules ensure the efficiency of the system while the authorization mechanism and participants' rationality make the system effective. According to the crowdsourcing voting scheme, our system constructs a decentralized domain knowledge graph which contains 3,015 entities and 437 relations after 5 months of operation and 23,100 votings. A part of the decentralized knowledge graph is shown in Fig. 7 and Fig. 8. Fig. 7 is the General graph which is the employee skills domain knowledge graph, while Fig. 8 is the Sub-graph which represents the skill tree of an employee. The entities and relations in General graph are used for Knowledge Graph Embedding to obtain their vector representations, and Fig. 9 shows embedding results using TransR. The Sub-graph will be used as a reference to verify the recommendation results.
C. CASE STUDY AND VALIDATION
After training by using historical data and the employee skills knowledge graph, our Off-Chain recommender system is used to recommend suitable employees for new work task. 10 Since there is no baseline available for comparison, here we present a case study to illustrate the validity of the system. Below is a new work task and the task description, the goal is to recommend suitable candidate employees for the task. Then, self-verification and external-validation are conducted on the recommendation results.
Work Task: Public witness of electronic evidences based on blockchain technology Task Description: Record electronic evidences (e.g., electronic invoices) on blockchain, thus to ensure the safety of deposits and improve the efficiency of traceability. Specifically, the electronic evidences are digitally digested by a hash operation and stored on-chain after being given a timestamp. Once they are synchronized to all nodes on-chain, asymmetric encryption is used to implement the encrypted transmission of electronic evidences, and data integrity is verified by comparing hash values in the testification process, thereby fully guaranteeing the authenticity and security of the electronic evidences.
The embedding representations of the task and the employee are input into the Off-Chain deep recommender system, and five employees are recommended according to the output probability. The results are fed back to the enterprise leaders for reference. Then we conduct the self-verification and external-validation on the recommendation results.
Self-verification refers to using the private blockchain within the enterprise to trace the employees' historical work reports and the work tasks they have been assigned before. It is found that many technical vocabularies related to the blockchain technology appear in the historical work reports of these recommended employees, such as P2P network, timestamp, asymmetric encryption, and consensus algorithm. The skill tree in the Sub-graph also demonstrates that candidates have relevant skills. In addition, we find that four out of the five candidates have previously undertaken tasks or projects related to blockchain, which also demonstrates that the recommendation results are reasonable.
External-validation refers to the ratio that the recommendation results are ultimately adopted by the enterprise leaders. In this case, four out of the five recommended employees are eventually assigned to undertake the given task (the remaining one candidate who is not assigned the task is due to his labor-hour limitation).
The recommendation system has been running for 3 months, and employees for 85 work tasks are recommended through it. Statistics show that of all the recommended employees, 61% of them are assigned to undertake the corresponding work tasks. We also notice that 53% of those who have not been assigned the tasks are due to labor-hour or other force majeure reasons.
Since the recommendation results are fed back to the enterprise leaders to serve as their decision-making reference, we conduct a questionnaire survey on the leaders about the system usefulness. The questionnaire mainly includes three items: 1) Are the recommendation results helpful for the decision on task assignments? 2) Whether the candidates' skills meet the requirements of the tasks? 3) Do the recommendation results save your decision time? The full score of each item is 5 points, and total points exceeding 12 will be considered as satisfactory. There are 24 middle-level enterprise leaders participate in the questionnaire survey. The results show that 20 of them (83.3%) are satisfactory, they believe that the recommendation results are reasonable and effective, which can assist them in making decisions on the task assignments.
V. CONCLUSION AND FUTURE WORK
In this paper, we propose a novel decentralized knowledge graph construction approach based on blockchain-powered smart contracts, then the knowledge graph is used for a deep recommender system, and case studies validate the effectiveness of the system. The proposed approach has three advantages: 1) It makes a good trade-off between completeness and correctness of knowledge graph as it takes full advantage of the wisdom of crowds. 2) The decentralized construction process is highly reliable as all the results are recorded on blockchain, which are transparent, auditable, and tamperresistant.
3) The On-Chain/Off-Chain feedback makes the knowledge graph continuously improving and updating.
Based on the case studies, the following directions can be further explored in the future:
First, although our current work focuses on constructing an enterprise-level domain knowledge graph specialized for recommendation, it can be extended to construct a more generalized knowledge graph. This can be realized through launching a larger-scale crowdsourcing within many SMEs or the enterprise alliance, which can be implemented on the consortium blockchain. With the refinement and increasing utility of knowledge graph, we believe our proposed system will have better performance.
Second, the correction of knowledge graph is now achieved simply through reverse voting. With the purpose of embracing more complicated scenarios, in the future, we plan to design new validation mechanisms to allow the integration, substitution, amendment, elimination and renewal of the existing knowledge graph. The new validation mechanism should be considered to precisely tailor to the specific requirements of smart contracts-powered decentralized system.
Last but not least, we will try to apply the proposed approach to other fields to make our work exert more practical functions. Based on massive heterogeneous data, knowledge graphs for various industries can be constructed, e.g. education, healthcare, traffic, social network, etc. Those knowledge graphs can be used not only for recommendation, but also for semantic search, question-answering, and fraud detection, among others, while the key is to dig out the potential application demands.
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