Abstract-Colorization refers to an image processing task which recovers color in grayscale images when only small regions with color are given. We propose a couple of variational models using chromaticity color components to colorize black and white images. We first consider total variation minimizing (TV) colorization which is an extension from TV inpainting to color using chromaticity model. Second, we further modify our model to weighted harmonic maps for colorization. This model adds edge information from the brightness data, while it reconstructs smooth color values for each homogeneous region. We introduce penalized versions of the variational models, we analyze their convergence properties, and we present numerical results including extension to texture colorization.
I. INTRODUCTION
I N this paper, we discuss the problem of recovering a color image from a grayscale image with color data given only in small regions. This problem has been considered by Fornasier in [26] , where the author introduced various models for the task and connected with inpainting literature. A specific application is considered in [26] , which consists in recovering frescoes (paintings) by Mantegna in an Italian church which was destroyed during World War II. There are photos of the full frescoes available in black and white, while only few real pieces of frescoes with original colors are remaining. The objective is to reconstruct the original color of the frescoes (image) from few remaining pieces with the original color and full black and white image. In [26] , the author used RGB color model with a nonlinear distortion function for fitting the grayscale data, and presented successful numerical results. Some mathematical analysis of the color restoration model of [26] has been presented by Fornasier and March in [27] .
This color restoration task is closely related to colorization of black and white images in computer graphics. In [33] , the authors notice the neighboring pixels with similar intensities should have similar color, and use nonlocal fitting term to match the colors. In [40] , Sapiro suggests minimizing difference between the gradient of luminance and the gradient of Manuscript received October 17, 2006 ; revised May 21, 2007 . This work was supported by the IMA. The associate editor coordinating the review of this manuscript and approving it for publication was Dr. Dimitri Van De Ville.
S. H. Kang is with the Department of Mathematics, University of Kentucky, Lexington, KY 40515 USA (e-mail: skang@ms.uky.edu).
R. March is with the Istituto per le Applicazioni del Calcolo, CNR, 00161, Rome, Italy (e-mail: r.march@iac.cnr.it).
Color versions of one or more of the figures in this paper are available online at http://ieeexplore.ieee.org.
Digital Object Identifier 10.1109/TIP.2007.903257
color. The change in color is constrained by the change in luminance, and the method reduces to solving linear or nonlinear Poisson equations. A fast algorithm using weighted distance image blending technique is studied in [51] . The authors utilize Dijkstra's shortest path algorithm for fast computation. More related literature, some using segmented images can be found in [21] , [31] , and [43] . We propose variational colorization models using chromaticity and brightness color model. Color images can be treated in various ways [30] . There are typical linear models such as red, green and blue (RGB) channels and cyan, magenta, and yellow (CMY); Luminance separated color systems such as YIQ (luminance, hue, and saturation) which is used in standard color TV broadcasting, and YCbCr (Luminance, two color-difference components) widely used for digital video; nonlinear color systems closer to human color perception such as hue, saturation, and value (HSV). In more mathematical settings, color images can also be treated as 3-D vectorial functions [11] as well as tensor products of different color components such as Chromaticity and Brightness (CB). The related literature on different color image models can be found in [16] , [32] , [38] , [41] , [45] , and [46] .
In this paper, we use chromaticity and brightness (CB) color model. If denotes the image domain, from typical RGB color model image is separated into the brightness component , and the chromaticity component , where denotes the Euclidean norm of vectors. In [16] , the authors showed that using CB model gives better color control and detail recovery for color image denoising compared to different color settings. For example, it is better to separate chrominance (color information) from the brightness (or luminance) to better control the details of the images. This is consistent with the fact that the essential geometrical information of images is contained in the gray level, as it has been shown in [13] . Therefore, treating brightness separately from the chromaticity can give more flexibility in detail recovery. On the other hand, it is not ideal to separate the chrominance into more than one components. By separating the color components, it unavoidably introduces undesirable art effects and results in the color which are not close to human vision perception. For example, if chromaticity is separated to hue and saturation, since hue does not have gray as a color, any white (or black) color will have maximum (or minimum) saturation with any random color in hue. Instead, chromaticity is ideal to represent color and it is self contained as one component representing the chrominance.
The brightness component is a grayscale image; however, the chromaticity component stores the color information which takes values on the unit sphere . For this kind of constraints there are various numerical methods introduced to accurately compute nonflat features. Some mathematical analysis on constraints is studied in [28] , and numerical methods are explored in [48] . In this paper, we introduce variational colorization models which use a penalty term to deal with constraint. The penalization method simplifies the computation by avoiding the direct numerical implementation of the constraint. Convergence of solutions of the variational problems with penalty term to solutions of the original problem with constraint will be shown, as the penalty parameter tends to infinity. In practice, large values of the penalty parameter still yield accurate computed results.
We note that depending on how the grayscale images are given, either as brightness, luminance, or value, we can apply our models for each case with simple modification. In some applications (see, for instance, [26] and [27] ) true brightness is not given, and the gray level datum is given by a nonlinear map . In this case, after computation of chromaticity via the variational method, the following nonlinear system has to be solved at each point with respect to the unknown vector (1) In some applications of colorization [40] , the gray level datum is luminance . In this case, the map is linear and it is given by the convex combination , where , , . The nonlinear system (1) can be solved explicitly, and the solution is given by
In the work by Fornasier [26] , [27] about the fresco restoration, the gray level is given by old pictures and the nonlinear map is computed by means of a statistical method. In this case the 3 3 nonlinear system (1) has to be solved numerically at each point . In the following, we assume that the gray level datum is brightness, and we use brightness as a representation of such values, i.e., brightness, luminance, or value.
We propose a couple of variational models for colorization. The total variation (TV) minimizing denoising model by Rudinet al. [39] has been extended to various image processing tasks, one of which is TV inpainting method [19] . The colorization task can also be understood as inpainting the colors (as Sapiro's insight [40] ). We introduce TV minimizing colorization using chromaticity and brightness color model. Second, we further modify our model using weighted harmonic maps for colorization. This model appropriately adds edge information from the Brightness data, while it reconstructs smooth color values for each homogeneous region. In spirit, this has relations to Mumford-Shah functional for segmentation [36] . The proposed weighted harmonic map functional is flexible in modeling, and it can easily be extended to include texture colorization. In Section III, we combined image decomposition techniques to colorize textured regions. This paper is organized as follows. In Section II, we propose TV colorization using CB model. We show a convergence property of the variational problem with penalty term to the TV colorization model with constraint, and we present numerical results for TV colorization. In Section III, we propose a functional based on weighted harmonic maps for colorization. We show an analogous convergence property for a penalized version of the model, and we present numerical results including an application to texture colorization. 
If
, then the partial derivatives of in the sense of distributions are measures with finite total variation in . If we denote the matrix of the distributional derivatives by (whose entries are denoted by ), then is the total variation of the matrix-valued measure . For further information concerning functions of bounded variation, we refer to [2] and [29] .
In the following, we set , , and denotes the open set of . We denote by the unit sphere in . We denote by the set of vector-valued functions such that for almost every . The set is the image domain and the measurable subset denotes the inpainting domain where we wish to colorize. Let be the complement of in , where the color is given. The vector field denotes the color of the given image which is known in the set . The function denotes the brightness datum which is known everywhere in . The brightness component is such that for any and for almost every . Then the chromaticity component is defined for a.e.
, and we have . We consider the following functional depending on chromaticity for TV colorization (2) where denotes a positive weight, and the corresponding minimization problem
The first term in the functional acts as a regularization functional, while the second term requires the unitary vector field to be close to the given chromaticity data in according to the distance. The variational problem constitutes a vectorial version of the TV inpainting method considered by Chan and Shen in [19] , more precisely for chromaticity. A solution of then represents an extension of the chromaticity data from the subdomain to a vector field defined in the whole domain . Then, from the given gray image , the colorized image can be defined by simply setting . For gray images with noise, brightness could be separately denoised by a TV method as in [16] .
Since we use the chromaticity and brightness model for color, we also need to satisfy the constraint. While the functional (2) is convex, the constraint for a.e. is not convex. Therefore, such a constraint is not trivial to satisfy. A numerical method based on the solution of an unconstrained minimization problem on the entire space of functions has been proposed by Vese and Osher in [48] . In this paper, we consider the following penalized version of the variational problem which consists in the minimization of a nonconvex functional with a convex constraint. For any real number , we consider the functional (3) and the corresponding minimization problem Using this colorization functional, the chromaticity satisfies constraint as tends to infinity, while color is inpainted in the domain by the TV method. In Sections II-A and B, we discuss the convergence properties of minimizers of the penalized variational problems, and present the numerical results of TV colorization.
A. Convergence of Minimizers for TV Colorization With Penalty Term
In this section, we prove existence of solutions of the variational problem and their convergence, up to subsequences, to solutions of the variational problem as tends to infinity. , with a positive constant independent of . Then, we have for any . Then, by using the compactness theorem in [29] , there exists a function such that for a.e.
, and a subsequence such that converges to a.e. in , and strongly in for all , as tends to infinity.
Using the Fatou's lemma, we have
Using the lower semicontinuity of the total variation [29] , we have
Then, by taking for a minimizing sequence, the existence of a solution for the variational problem follows from the compactness property and by the lower semicontinuity inequalities (4) and (5).
Step Using the Fatou's lemma and the lower semicontinuity of the total variation, as in the proof of Step 1, (4) and (5), we have Then, it follows for any . Therefore, solves the problem .
We observe that the proof of Proposition 1 implies the -convergence of the functionals to the functional , so that the convergence of solutions of to solutions of could be stated in terms of -convergence [23] .
We conclude this subsection by noting that, since the constraint for a.e. is not convex, and the approximating functionals are not convex, uniqueness of minimizers is not guaranteed for functionals and . Nonuniqueness of minimizers for the TV inpainting model is also discussed in [17] .
B. Numerical Experiments for TV Colorization
In this subsection, we present numerical validation of TV colorization method. We use a simple numerical scheme for implementations, which is based on the penalty method. We first solve the Euler-Lagrange equation of the functional (3), which is formally given by (6) Here, includes a characteristic function indicating the region for inpainting, i.e., for for
Therefore, color information is only fitted for the given color in region . For numerical implementation, we modified the digital TV filter [18] to fit the Euler-Lagrange equation (6) . We design the fixed point iteration of type (please refer to [18] for the details on digital TV filter). In the description of the iterative algorithm that follows, in order to avoid a cumbersome notation, the vector , evaluated at pixel and iteration , will be simply denoted by . We define the weights , simply denoted by , as where is the iteration step, and corresponds to the four neighborhood of each pixel , i.e., , so that we have where is the Euclidean norm, i.e., . Then, the next step is calculated from (8) Here, is also the four neighborhood of each pixel of . In each iteration, is projected to be , according to the theory. For our experiments, the image is in between , and and . Figs. 1 and 2 show numerical results for TV colorization model. From thin strips of given color, the model inpaints the color well and the recovered results are similar to the original color images. The face color of each person is recovered, as well as complicated objects, such as glasses. The complicated background with many fine details and varying colors is clearly recovered. TV colorization is versatile with reasonable computational cost.
Colorization describes the process of adding color to grayvalued images. In some applications, for instance, colorization of old photographs starting by a few sparse strokes of color, the aim is to mainly obtain a reasonable and pleasant color image. On the other hand, colorization has applications where the fidelity of reconstruction becomes a relevant issue: such as color reconstruction (as in [26] and [27] ) and color compression. In such applications it would be interesting to have an error bound, i.e., an estimate of the distance, in a suitable metric, between the reconstructed color image in and the true image, when it is provided everywhere in .
Since in the TV colorization method chromaticity and brightness are decoupled, an analysis of fidelity would require to investigate an error bound for the variational problem considered as an approximation problem of the true chromaticity field. A related problem (interpolation instead of approximation) has been studied for TV inpainting in [15] , where the error bound has been estimated by using the norm. Our TV colorization method is based on TV inpainting [19] for the colors, so that an extension of the results of [15] to the vectorial case, taking into account the constraint , would be required. While such an extension is beyond the aims of the present paper, we conjecture that TV colorization based on CB decomposition inherits the same limitations of first order inpainting methods such as [8] and [19] . Particularly, in [15] , it has been shown that the error is bounded by the width of the domain to be inpainted. Therefore, we expect that color will be faithfully recovered by our TV colorization method when the domain is constituted by narrow connected components. The numerical results shown in Figs. 1 and 2 confirm this expectation. Notice from Fig. 2(b) that the nose of the right seahorse is colored blue, which is the same color as the sky, since this minimizes the total variation (higher order inpainting methods are also available to better deal with these situations [7] , [17] , and [20] ). In Section III, we present a more flexible colorization model which can colorize larger domains and texture regions.
III. COLORIZATION VIA WEIGHTED HARMONIC MAP
In this section, we present a variational model for large domain colorization. This considers cases when only small regions are given with color and large area needs to be colorized. These cases are similar to [26] where the colors are given by pieces of images, or [33] , [40] , and [51] , where colors are given by strucks of colors.
We denote by the Sobolev space of functions whose first order distributional derivatives all belong to . We denote by the set of vectorvalued functions such that for a.e. . We consider the following functional for colorization (9) and the corresponding minimization problem Here, is a monotone decreasing function such that , for any , and . Examples of the function are (10) with . As in the previous section, denotes the brightness datum which is known everywhere in . In the functional (9) , is a regularization of since we assume , and we need the derivatives of the brightness function in the sequel. We define by (11) where denotes the convolution operator and is a positive constant. We have (this is for theoretical purposes, and in the discrete case, we may use directly if noise on brightness data is negligible, as follows).
As in the previous section, we consider the penalized version of the variational problem for chromaticity fitting. For any real number , we consider the functional (12) and the corresponding minimization problem for Different from the TV colorization model considered in the previous section, the minimization of the functional with respect to the chromaticity is now affected by the brightness data . The first term in the functional is the functional of harmonic maps [12] , [25] weighted by the function . Harmonic maps have been used for color image processing in [44] and [45] . The value of the function is close to one in regions where is slowly varying, while it is small at the edges of brightness, if both and the constant in (10) are small enough. Hence, the first term of acts as a regularization functional such that the diffusion of chromaticity is inhibited across the edges of , yielding a sharp transition in the function . The second term in the functional again requires the unitary vector field to be close to the chromaticity data in . Therefore, the minimizer is a piecewise smooth color field, which is smooth in regions where the brightness is slowly varying. If is a solution of , the colorized image can be again defined by setting . Let us consider the case, as in Section I, that the gray level datum is not brightness. If the gray level is, for instance, luminance , then the weighting function has to be replaced by , where . The color field is then computed from chromaticity and the luminance datum by solving the system (1). The present model is related to Sapiro's model [40] in the sense that geometry of the color image is provided by the geometry of grayscale information. In our model, edge information is derived from brightness information. In principle, this model is also related to piecewise smooth Mumford-Shah segmentation [36] , since our model yields smooth color for each homogeneous region, while edge information is enforced by the weight function . The colorization model (12) is flexible for colorization. Since 1) it is less sensitive to the size of the inpainting domain (except for computation time) compared to TV colorization in previous section. The given color diffuses as long as it meets the boundary of region enforced by the brightness information. 2) By using the chromaticity color model, natural color blending is possible with respect to geodesic direction in chromaticity space . In a homogeneous region, if different colors are given, this model will naturally diffuse the color by diffusing the vector values in in geodesic direction between colors. In addition, 3) by varying the edge function , this model can be extended to deal with colorization of noisy images or texture colorization. We further discuss the details of these extensions.
For gray images with noise, it is convenient to replace the convolution (11) with a selective smoothing in order to preserve the edges. For instance, the regularized Perona-Malik equation of [14] could be used (13) The time variable in the evolution equation corresponds to a spatial scale analogous to . By the regularity result in [14] , we have for any . Then the spatial gradient , evaluated at time , can be used inside the function in the functionals (9) and (12) .
With a wide range of recent image decomposition literature using the -norm, these techniques can be applied for texture colorization. In [35] , Meyer introduced an image decomposition model based on the Rudin-Osher-Fatemi's TV minimization model [39] . A given image is separated into by minimizing the following functional: (14) where is a positive weight. The first term is a TV minimization which reduces as the BV component of the original image . The second term gives the component containing the oscillatory part of the image, which is textures and noise. A distribution belongs to if can be written as
The -norm in (14) is defined as the infimum of all -norms of the functions , where . Any function belonging to the space can present strong oscillations, nonetheless has a small norm [5] , [35] . Meyer's model (14) has been studied and implemented by many researchers, and literature on image decomposition models can be found in [3] , [4] , [5] , [22] , [24] , [34] , [37] , [42] , [47] , [49] , and [50] . For our application, we use approaches in [4] and [6] , minimizing a convex functional by considering its dual functional. We first decompose the image brightness into two components where is the BV component of the original image , and is the oscillatory part of image which repre-sents noise or texture. Then, we minimize the functional (12) with . In Sections III-A and B, we give the convergence properties of minimizers of the penalized variational problems, and we present numerical experiments.
A. Convergence of Minimizers for the Functional With Penalty Term
The following proposition is analogous to Proposition 1 of Section II-A.
Proposition 2: For any , there exists a solution to the variational problem . Let be a sequence of functions such that tends to infinity and solves the variational problem for any . Then, there exists a function and a subsequence such that converges strongly to in for all as tends to infinity, and solves the variational problem . Proof: The proof is similar to that of Proposition 1; hence, we sketch only the main points.
Because of the regularization, either (11) or (13), we have , so that is bounded in the closure of . Hence, by the properties of the function , it follows that there exists a constant such that for any (15) Then, the functional is coercive in , being a.e. Since the integrand in the first term of is a convex function of for every , by standard properties of Sobolev spaces, the functional is also lower semicontinuous. Then a solution of the variational problem exists for any . Let be a sequence such that solves the variational problem for any . There exists a positive constant , independent of , such that for any . Then, using (15), we have for any . Then, by the compactness properties of Sobolev spaces, there exists a function such that for a.e.
, and a subsequence such that converges to a.e. in , and strongly in for all , as tends to infinity. Therefore, converges to one in , and for a.e. , so that . Let now ; since for a.e. , we have for any . Then, by lower semicontinuity, it follows:
Since this inequality holds for any , it follows that solves the problem . We again observe that the convergence of solutions of to solutions of could be stated in terms of -convergence. Moreover, because of the constraint for a.e. , uniqueness results cannot be guaranteed by a standard convexity argument.
We conclude this subsection by noting that instead of the penalty term used in the functional (12) , one can also consider the term which corresponds to the Ginzburg-Landau functional [9] , [10] .
B. Numerical Experiments for Colorization via Weighted Harmonic Map
For numerical computation, we solve the Euler-Lagrange equation of the functional (12) by means of a time marching method (16) Here, includes a characteristic function (7) indicating the region for inpainting as in the previous section. We applied the function of exponential type (10) where denotes the iteration step, and we drop the indices from for simplicity as in Section II-B. In the iterative scheme, a simple forward differencing for first derivatives and the central differencing for second order derivatives are used, i.e., and
The regularization by means of convolution (11) has been introduced in the previous section for the purpose of mathematical analysis, i.e., to define the gradient and to make the functionals , coercive in the Sobolev space . In the discrete setting, the derivatives of the data are always defined by means of finite differences. Therefore, convolution can be avoided for images with negligible noise, and it was unnecessary for the computer experiments here presented.
The algorithm goes as follows. 1) From an image given in , chromaticity is separated, i.e., . 2) Then is iterated with the time marching (16) . (In theory, after each iteration, is projected to be . In our experiment, with large values, this was not necessary).
3) The reconstructed image is computed from . For our experiments, the image is in between , and and . Figs. 3 and 4 show numerical results using colorization via weighted harmonic map. From small patches of colors, colors are reconstructed through out the image well preserving the edge information. The recovered colors are close to the original clean images. In Fig. 4 , very small areas of colors are given (about 11.7%). Nevertheless, the algorithm recovers more than half of colors successfully and stops at definite boundaries. The peppers in the right side of images clearly stay gray color, since there is no color information given. When more color patches are given, the algorithm colorizes them successfully.
We now consider the fidelity of reconstruction for the weighted harmonic map model. An analysis of fidelity requires to investigate an error bound for the variational problem as an approximation problem of the true chromaticity field. A related problem (interpolation instead of approximation) has been studied for scalar harmonic inpainting (i.e., using the Dirichlet functional instead of an harmonic map functional) in [15] , where the error bound has been estimated in the norm. The error bound depends on the smoothness of the true function (assumed known everywhere) in the domain to be inpainted and also on the geometry and shape of the domain (see [15] for the details). We conjecture that colorization based on weighted harmonic maps inherits analogous properties of scalar harmonic inpainting studied in [15] . (An extension of the quantitative results of [15] to the vectorial case, taking into account the constraint , would be required). Particularly, we expect that the error bound decreases as the smoothness of the true chromaticity field increases in the areas to be colorized. In Figs. 3 and 4 , the chromaticity field of the true image is smooth away from the main edges of brightness (the edges with higher contrast). We believe this property is also true for most of natural images. This is consistent with the theory in [13] , for natural images, the essential geometrical information is contained in the gray level.
In our colorization method chromaticity and brightness are not completely decoupled, since the reconstructed chromaticity field is constrained by the function given by the edges of brightness. If we consider a region to be colorized, which is bounded by edges of and has nonempty intersection with the set , the function will be small at the boundary of such a region and it will be close to inside. Assuming the chromaticity field of the true image is smooth inside such a region, we expect that color will be faithfully recovered even if the missing region is larger in comparison with the situation permitted by the TV colorization method. Hence, providing a stroke of true color in such regions, we expect a good color reconstruction in larger regions which is confirmed by the numerical experiments presented in this section.
In the following, we further discuss more numerical experiments. Fig. 5 shows an experiment with natural color blending. Notice that two thin strips (only 6.7% total) of colors are given, which are two different colors. Then, term diffuses the two colors within one region and naturally blends the two colors. Color blend is achieved in geodesic directions in chromaticity space. Compared to original image, the details of varying colors are lost in the middle, however, the method gives a reasonable colorization result.
Figs. 6 and 7 show an example of texture image colorization. The given brightness image is first decomposed into BV part and texture , then (16) with instead of is applied. The following is a brief description of how to compute from , details can be found in [4] - [6] .
Algorithm for Image Decomposition
1) Initially we set, and .
2) Fix , then solve for by 3)
4) Fix , and solve for by 5) Update .
For our application, we only utilize . These two total variation equations are solved by digital TV filter [18] . The parameter is similar to the fitting parameter of TV denoising [39] , and represents amount of detail to keep for . For experiments, we use and . Fig. 6 shows comparison between original image and colorized result, and chromaticity is shown. In the result, since original color of right eye is not given, it stays gray color, while other areas are colorized clearly and close to original image. Fig. 7 shows the difference between using image decomposition for texture removal versus using simple brightness information . Due to highly oscillating texture, the colorization algorithm does not diffuse color beyond each small region, while texture decomposition reasonably colorizes the image without getting stuck at fine details. Notice the difference between the values and . 
IV. CONCLUSION
We explored variational colorization models: TV colorization and colorization via weighted harmonic map. Calculus of variations provides flexibility in modeling, and mathematical analysis yields a sound basis for the models. By using the chromaticity and brightness color model, chrominance is accurately modeled. We consider a penalized version of the variational problems in order to handle the nonconvex constraint . We discuss the consistency of such models by proving existence and convergence of minimizers of the functionals with penalty term to minimizers for the ideal model. Numerical results are shown to validate the model.
Numerical implementation shows effectiveness of TV colorization. Complicated details can be recovered with simple calculation given reasonable chrominance information. The weighted harmonic map model can deal with bigger colorization area. With only a small area of color given, color can be diffused to large region. With this model, color blending is naturally achieved by geodesic direction in chromaticity space, Notice the difference between the values of g(jrB j) and g(jrB j), and its effects in the results. All images are in color [1] .
and it can deal with texture colorization combined with image decomposition methods.
