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ABSTRACT
Energy efficient design and management of data centers has seen considerable
interest in the recent years owing to its potential to reduce the overall energy con-
sumption and thereby the costs associated with it. Therefore, it is of utmost im-
portance that new methods for improved physical design of data centers, resource
management schemes for efficient workload distribution and sustainable operation
for improving the energy efficiency, be developed and tested before implementation
on an actual data center. The BlueTool project, provides such a state-of-the-art plat-
form, both software and hardware, to design and analyze energy efficiency of data
centers. The software platform, namely GDCSim uses cyber-physical approach to
study the physical behavior of the data center in response to the management deci-
sions by taking into account the heat recirculation patterns in the data center room.
Such an approach yields best possible energy savings owing to the characterization
of cyber-physical interactions and the ability of the resource management to take
decisions based on physical behavior of data centers. The GDCSim mainly uses two
Computational Fluid Dynamics (CFD) based cyber-physical models namely, Heat
Recirculation Matrix (HRM) and Transient Heat Distribution Model (THDM) for
thermal predictions based on different management schemes. They are generated
using a model generator namely BlueSim. To ensure the accuracy of the thermal
predictions using the GDCSim, the models, HRM and THDM and the model gen-
erator, BlueSim need to be validated experimentally. For this purpose, the hardware
platform of the BlueTool project, namely the BlueCenter, a mini data center, can
be used. As a part of this thesis, the HRM and THDM were generated using the
BlueSim and experimentally validated using the BlueCenter. An average error of
4.08% was observed for BlueSim, 5.84% for HRM and 4.24% for THDM. Further,
a high initial error was observed for transient thermal prediction, which is due to
the inability of BlueSim to account for the heat retained by server components.
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Chapter 1
INTRODUCTION
With the increasing usage of Internet and social media, cloud based services are
becoming more and more important in our day to day life. However, the cost
of operation of cloud services are increasing in parallel with their utility [3]. A
considerable part of this cost is due to the management of data centers, which
are highly complex service systems forming the infrastructure back bone of the
cloud. The electricity cost for operating a data center have increased by 56 % since
2005 and currently amounts to about 2% of the total electricity consumption in
US (http://www.koomey.com/post/8323374335). Proactive design of data centers
for energy efficiency have reduced the increasing trends in energy cost, which was
expected to double between 2005 and 2010. Therefore, considerable savings can
be achieved by improved physical design [4, 5] and management architectures [6]
and careful control of cyber-physical interactions between the physical and man-
agement aspects of the data center.
Figure 1.1: Conventional methods of energy efficiency analysis of data centers.
1
Conventional methods of data center design and energy efficiency analysis in-
volve mainly three approaches: (1) physical modeling [7, 8, 9, 4], to study the phys-
ical aspects of data center such as data center configuration, placement of comput-
ing equipments, cooling units, perforated tiles and hot air vents, (2) cyber modeling
[10, 11, 12], to study the effects of workload placement, power management and
cooling management, and (3) cyber-physical modeling [13, 14, 15, 16], to study
the effects of management decisions on different data center designs by taking into
account the heat recirculation patterns in the data center room. While the physi-
cal models take into account only the physical aspects of the data center [7, 8, 9]
and the cyber models take into account only the cyber aspects of the data center
[10, 11, 12], the cyber-physical models characterizes the interactions between cy-
ber and physical aspects of data centers[13, 14, 15, 16, 17]. This thesis work focuses
on mainly two Computational Fluid Dynamics (CFD) based cyber-physical mod-
els namely Heat Recirculation Matrix (HRM) [17] and Transient Heat Distribution
Model (THDM) [1]. Although these models have been theoretically proven to be
effective in thermal aware workload scheduling [18, 19, 20], they have not been val-
idated experimentally [17]. In this regard, a validation framework was developed
which consists of: (1) a model generator, (2) a cyber-physical simulation engine for
simulating the data center dynamics in response to management decisions, and (3)
an open platform test bed for experimental validation. Using this framework, the
models were generated and experimentally validated. The major contributions of
this work fall in three categories:
• BlueSim- A Computational Fluid Dynamics (CFD) simulator for evaluation
of individual components of a data center and physical dynamics and gen-
eration of cyber-physical models. It consists of the following modules: (a)
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Preprocessing module: for generating the geometry and required initial and
boundary condition files for performing CFD simulations, (b) Processing
module: for carrying out CFD simulations, and (c) Post-processing mod-
ule: for generating the cyber-physical models, namely HRM and THDM. My
contribution in BlueSim was to develop methods for generating structured
hexahedral meshes for data center geometry and setting up the solver for
CFD simulations of data centers.
• Green Data Center Simulator (GDCSim)- A holistic simulator for combined
analysis of cyber and physical aspects of a data center. The following mod-
ules of GDCSim were generated as a part of this thesis: (a) Input/Output
module: controls the inputs and outputs of each individual modules of GDC-
Sim; (b) Cyber-Physical Simulation Engine: predicts the thermal behavior of
the data center in response to management decisions taken by the Resource
Manager. My contribution in GDCSim was to develop a user interface for ac-
cepting the utilization matrix and HRM from the user and predict the thermal
map of data centers using the Cyber-Physical Simulation Engine.
• Validation of cyber-physical models using BlueCenter, an open platform mini
data center. My contribution in BlueCenter was to assist in setting up the
hardware components (racks, servers, Power Distribution Units, network
switches and cabling), and validation of HRM and THDM experimentally.
BlueSim, is a CFD simulator that takes a high level eXtensible Markup Lan-
guage (XML) based data center physical description that facilitates intuitive mod-
eling technique, as input, to generate the data center geometry and performs CFD
simulations to provide cyber-physical models of the data center. It can also be used
as a stand alone CFD simulator to predict hot-spots in the data center room. Since
3
Figure 1.2: A 3D view of BlueCenter.
the input is a high level data center physical description, it is highly user-friendly
and voids the need for data center designers to have detailed knowledge about mod-
eling techniques or solution schemes.
Green Data Center Simulator (GDCSim) is a holistic simulator for design and
analysis of a data center. It links physical and cyber modeling techniques together
and integrates domain specific technologies to make them more accessible to data
center designers and foster an efficient data center design process.
BlueCenter, is an open platform mini data center for experimental validation
and evaluation of resource management techniques before deployment (Fig. 1.2).
The accuracy of the thermal predictions depend on the accuracy of the models used,
namely the HRM and the THDM. First, the model generator, namely, the BlueSim
is validated using the BlueCenter framework. Then the HRM and THDM are vali-
dated experimentally.
Design challenges of a CFD simulator with an intuitive modeling technique
One of the major factor that affects the accuracy of CFD simulations is the spatial
discretization of solution domain, i.e. the data center room. This demands careful
modeling of each and every component in the data center such as computing equip-
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ments, cooling units, raised floor, perforated tiles and hot air return vents. Many of
these components are common features in any data center. Such features can be ab-
stracted by an intuitive high level specification language to improve the usability of
the tool. The primary challenge in this regard is abstraction of data so that generic
design features of a data center are hidden while only necessary information is ac-
cepted from the user. Further, this language has to be translated to geometric details
of the data center and its boundary conditions.
Design challenges of a cyber-physical simulator
The principal challenges in developing a cyber-physical simulator are: (1) accu-
rate yet computationally lightweight characterization of the cyber-physical inter-
dependencies, and (2) finding the right balance between higher accuracy and flexi-
bility of CFD simulations and lower run time to facilitate online analysis.
As mentioned previously, the points of control data center owners have over
energy efficiency are the physical design of the data center and resource manage-
ment schemes. Traditionally, due to complexity, these components are analyzed
separately as shown in Fig. 1.1. CFD simulators are used to solve air flow patterns
and analyze properties such as whether the physical design of the system can func-
tion at maximum load [4, 9]. Only when a satisfactory physical design is reached
are simulation tools combined with simplified models to test how efficient the data
center can be made for a variety of lesser utilization patterns.
Analyzing the physical design space requires solving for airflow patterns, the
heat transfer between servers, the energy usage by each piece of equipment for
each job, and the cooling behavior of the supporting infrastructure [4, 7]. The mod-
els used for these consist of up to thousands of non-linear equations which a CFD
simulator usually takes hours to solve. This multi-hour solution time is entirely
5
intractable for use as a physical model for the integrated analysis of resource man-
agers. An effective approach to this intractable problem is to use the expensive
but accurate physical models as little as possible by running them only as much as
necessary to create a cyber-physical model. This simplified but faster model can
be run in an online manner by the resource manager to predict the efficiency of a
physical design combined with a resource management scheme. This holistic ap-
proach results in a practical compromise between desired accuracy, effectiveness,
and runtime.
A challenge with this approach is it makes data center designers reliant upon a
suite of modular technologies, each of which has numerous technical details a de-
signer must learn before they can be made to function and custom input and output
formats a designer must learn before they can be integrated. A secondary challenge
is in finding the right balance between accuracy, effectiveness, and runtime, and
selecting the best tool to support each of the above functions.
The remainder of this report outlines a discussion on the cyber-physical aspects
of a data center, GDCSim tool architecture detailing the possible options for each
role of the functional modules, why a particular tool was chosen or developed new
ones when necessary, the technical specifics of each module including their input
and output formats, and how GDCSim integrates all of them to provide a superior
development environment for data center designers. The GDCSim is then validated
and compared against CFD simulation and experimental methods. The Appendix
describes the high level XML specification language namely, Ciela, which fall out-
side the direct contribution of this work but was developed simultaneously, and has
close relation with this work.
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Figure 1.3: Cyber-physical view of a data center.
1.1 CYBER-PHYSICAL VIEW OF A DATA CENTER
Data centers are cyber-physical systems in which the physical environment is af-
fected by the heat transfer due to the operation of computing units (Fig. 1.3). Con-
versely, the ambient thermal conditions also affect the functioning of servers which
throttles when heated to a high temperature. This section provides a discussion
on the physical - Computer Room Air Conditioning (CRAC) unit, air flow pattern,
components of the data center followed by a discussion on the cyber-physical inter-
dependencies in a data center.
Data center physical environment
A typical data center consists of a cold aisle/hot aisle configuration with raised
floor, lowered ceilings and perforated tiles. The CRACs supply air through the
raised floor via perforated tiles. Computational equipment such as servers, data
storage and networking devices are mounted on racks. They receive cool air from
7
the cold aisle, which in turn absorbs the heat generated by the equipment and exits
into the hot aisle. The hot air is removed through the ceiling vents into the CRACs.
Various models of CRAC operation are considered in the literature, which includes
constant cooling and dynamic cooling [18] model.
The Coefficient of Performance (CoP) characterizes the efficiency of cooling
units. The CoP of a cooling unit is the ratio of heat removed to the electric energy
input. Hence the energy required to operate the cooling unit is given by:
Cooling Energy =
Heat removed
CoP
. (1.1)
The power consumed by the computing units of the data center is determined
by the utilization of each server. A data center is made up of a heterogeneous
server set with varying utilization to power characteristics. These characteristics
are known as power curves and are obtained by benchmark (such as SpecPower
(http://www.spec.org/)) based power profiling.
Cyber-physical interactions
In a data center, the operation of the servers are affected by their cyber-physical
interaction with the physical environment. The air flow within the data center
varies with space and time carrying heat from one server outlet to other server in-
lets. Such complex heat transfer mechanisms create hot spots at different locations,
which also depend on the temporal variance of workload in the data center. Such
spatio-temporal variance of hot-spots are difficult to estimate quickly and accu-
rately. Conventional CFD simulations, as indicated in Section 1, takes a long time
to characterize such interactions. GDCSim however, uses cyber-physical models
that minimizes the use of CFD tools and enables quick estimation of the tempera-
ture distribution within the data center room.
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The cyber-physical model assumes that a part of the heat generated by one
server is recirculated to itself and all the other servers in the data center room.
The percentage of heat recirculated from one chassis to the other is termed as cross
interference coefficient. A Heat Recirculation Matrix (HRM) [17] is a matrix of
such cross interference coefficients. It gives an idea of the effect of heat released
by each chassis on the others. The cold air at the inlet of the chassis absorbs the
heat generated in the servers and exits into the hot aisle. While bulk of this heat is
removed through the hot air vents, a part of this heat is recirculated back to itself
and other servers. This HRM is incapable of predicting the temporal distribution
of heat generated by servers. The Transient Heat Distribution Model (THDM) is a
simplified model which describes the amount of heat traveling from each server to
each other over a time period.
The cyber aspect of the data center, i.e. the computation carried out by the
server units due to workload placement, and there by the heat released due to this
computation, can be easily converted to physical aspect, i.e. thermal map prediction
using these models. Therefore these models are cyber-physical models.
9
Chapter 2
RELATED WORK
Various methods have been developed in the past for tackling certain key issues
in data center design and management. Conventionally, Computational Fluid Dy-
namics (CFD) simulations have been used for analyzing potential flaws in physical
design and predicting hot spots in data center [7, 8, 9, 4]. In [16], Choi et al. de-
velop a CFD based simulation tool that takes an XML based specification as input
to perform thermal analysis of data centers.
The energy savings achieved by thermally aware management schemes have
been shown by researchers in [13, 14, 10, 11, 20, 12, 15, 21]. To enable online pre-
diction of temperature, they use different techniques such as distributed sensor net-
work and control systems [21], model learning and calibration through performance
and air-flow graphs [15, 14] or CFD simulations [13] or heat recirculation matrix
[17] as in [20, 11]. In [12, 10], researches show that apart from being thermally
aware, if the resource management schemes can perform combined management
of server and cooling power, energy savings can be further improved while still
adhering to Service Level Agreements (SLA). Therefore it can be seen that for a
holistic design of an energy efficient data center it is important to develop workload
management schemes that are thermal and power aware.
There is an abundance of steady-state analysis of data centers in literature. Ac-
curacy of CFD simulations of data centers have been verified by Singh et al. in [9]
and Choi et al. in [16]. These validations were performed for steady state condi-
tions and reported a maximum difference between predicted and measured values
of about 3◦C. In reality, data center environment is highly transient with changes
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in air flow-rates, heat dissipation by servers and heat removed by cooling units
[22, 23]. Marshall in [24] study the effect of CRAC failure using transient sim-
ulations. It predicts the time required for total failure of compute servers in case
of a CRAC failure. Such analyses are not possible using steady-state simulations.
Although CFD simulations are fairly accurate, they are extremely time consuming
and are hence, not feasible for online temperature prediction and thermal manage-
ment. Therefore cyber-physical models that are generated using CFD simulations
can be used for fast prediction of data center thermal maps.
This thesis work experimentally validates two CFD-based data center cyber-
physical models namely, HRM and THDM. Further, since these models are gen-
erated using CFD simulations, the model generator, namely the BlueSim is also
validated. The primary objective of using HRM and THDM is that they can be
used to quickly predict the temperature profile of the data center for different uti-
lization patterns. Therefore a computational time comparison is also carried out
between the two models and the CFD simulator. The CFD approach gives the re-
quired flexibility in analyzing different data center designs.
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Chapter 3
PRELIMINARIES
3.1 HEAT RECIRCULATION MATRIX
Conventional methods of data center physical modeling involve either direct CFD
modeling, deployment of sensor networks or model learning through performance
charts. These methods have lot of disadvantages and high costs involved such as
man power costs for deployment of servers, learning costs for learning and op-
erating commercial CFD softwares, delay costs and costs incurred due to server
down-time, if deployment of servers and collection of data involves shutting down
of servers. To characterize the thermal behavior and to reduce the above costs, a
simplified model can be used. In a conventional data center, a part of the heat gener-
ated by one server is recirculated to itself and all the other servers in the data center
room and it is assumed that the airflow pattern inside a data center with all the
physical objects fixed, is in steady state [17]. The percentage of heat recirculated
from one chassis to the other is termed as cross interference coefficient [17]. A heat
Figure 3.1: Heat recirculation pattern in a data center.
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Figure 3.2: Heat recirculation between chassis.
recirculation matrix (HRM) [17] is a matrix of such cross interference coefficients.
It gives an idea of the influence of heat released by each chassis on the others.
The heat flow pattern and cross interference among server nodes is as shown
in Fig.3.1. The cold air at the inlet of the chassis absorbs the heat generated in
the servers and exits into the hot aisle. Part of this heat is recirculated back to
itself while a part of it reaches other servers. This heat recirculation pattern is
characterized using a weight matrix as shown in Fig. 3.2.
To generate the HRM, a series of offline CFD simulations are carried out. If
n is the number of chassis in a data center, n simulations with each server turned
on is performed and the outlet temperatures, Tnewout of each chassis, for each power
consumption vectors in Pnew is recorded. 1 simulation with all the chassis in idle
condition with power consumption Pre f , is then performed and the outlet tempera-
tures of the chassis, Tre fout , are recorded. The HRM, A is obtained using the Eqn. 3.1
[17].
A′ = I− (Pnew−Pre f )(Tnewout −Tnewre f )−1K−1. (3.1)
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Figure 3.3: Sample temporal influence curves of a data center [1].
The thermal map of the data center is obtained using this model as follows [17]:
Tin = Tsup +
((
K−ATK
)−1−K−1)P, and (3.2)
Tout = Tsup +(K−ATK)−1P, (3.3)
where Tsup is the supply temperature of the CRAC. Here the power consumed P
depends on the utilization of each server which in turn depends on the workload
scheduling performed by the Resource Manager. This is therefore the cyber aspect
of the model. Details of the power-utilization curve can be found in Sec. 3.3. The
thermal map generated using the HRM is the physical aspect.
3.2 TRANSIENT HEAT DISTRIBUTION MODEL
The HRM provides information only about the portion of heat that flows from
each chassis to each other. In reality there is a time delay before heat travels from
one chassis to another in the data center room. Transient Heat Distribution Model
14
Figure 3.4: THDM parameters.
(THDM) introduces this time delay in the form of a temporal influence curve (Fig.
3.3) [1]. Together with the HRM, the THDM can more accurately predict the be-
havior of data centers in response to management decisions. It can detect any heat
spikes that may appear as a result of inefficient job scheduling which would be
undetected in the case of HRM, due to its steady state assumptions.
The THDM [1] has three parameters namely, (a) weights or HRM which shows
the portion of heat that flows from each server to each other, (b) hysteresis which
gives the time required by the heat to flow from each chassis to each other, and (c)
temporal distribution which shows the spread of heat over time (refer Fig. 3.4).
To generate the THDM parameters i.e., the temporal distribution of heat and
hysteresis, a hot blast of air is generated by each node for a short period of time.
The distribution of heat throughout the data center room due to this hot air blast
is recorded over time to generate the temporal heat distribution curves [1]. Apart
from HRM, it requires a total of n+m CFD simulations where n is the number of
chassis and m is the number of CRACs, to generate the parameters.
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Once the models are generated, the thermal map of the data center is obtained
as follows [1]:
T inj (t) =
n
∑
i=1
Ai j
∫ 0
−∞
ci j(to)T outi (t− to)dto, and (3.4)
T outj (t) = ∆Tj(T
in
j (t)), (3.5)
where T in is the inlet temperature at time t, A is the HRM, c is the temporal influ-
ence curve and T out is the outlet temperature of servers. ∆T is the temperature rise
due to heat added by the servers. This value is obtained by the following [1]:
∆Tj =
Pj
m˙ j×Cp , (3.6)
where P is the power consumed by the servers, m˙ is the mass flow rate through
the servers and Cp is the specific heat capacity of air. Here the power consumed
depends on the utilization of each server which is the cyber aspect of the model.
Details of power-utilization curves can be found in Sec. 3.3. The physical aspect is
the thermal map of the data center.
3.3 POWER MODELS
Power model for servers are equipment specific, i.e. every type of server will have
its own power curve. A power curve is a plot of power versus utilization. It gives
the power consumed by a server at different CPU utilization levels (refer Fig. 3.5)
(data is retrieved from Standard Power Evaluation Corporation (SPEC) database
http://www.spec.org/). The 0% utilization, known as active-idle gives the power
consumed when no load is supplied to the server although the server remains work-
ing and immediately respond to new requests. Power models for different servers
are stored in the simulator database and are retrieved according to the selection of
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Figure 3.5: Power curve of a Dell PowerEdge 1855 server blade.
servers in the XML specification. Such a model is more accurate than the assump-
tion of linearity of power consumption of servers [25].
3.4 COOLING MODELS
Various cooling models of CRAC have been considered in literature. In dynamic
cooling model [18] there are two basic modes of operation, namely; high and low
modes. Based on the CRAC inlet temperature, the modes switch between high
and low to extract Phigh and Plow amount of heat, respectively. If the CRAC inlet
temperature, T inCRAC crosses a higher threshold temperature T
th
high, the high mode is
triggered and if Tin CRAC crosses a lower threshold temperature T thlow, a low mode
is triggered. Switching between modes incurs a time delay, during which the CRAC
operates in its previous mode.
In constant cooling model [18] the supply temperature Tsup, is constant. This
means that the CRAC removes all the heat that is generated in the data center room.
Another cooling behavior observed is instantaneous cooling model [18]. In this
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model, the resource management adjusts the cooling load based on the total heat
added by the IT equipment and the redline temperatures of the equipment.
3.5 ENERGY EFFICIENCY ASSESSMENT METRICS
These metrics are used to analyze the energy efficiency and sustainability of the
data center.
Power Usage Effectiveness (PUE)[26]: PUE is the ratio of total facility power to
the total computing power. It describes how effectively the power is utilized in the
data center. Total facility power the total power that the data center consumes in
order to run and maintain the computing equipment while the computing power
includes the power consumed by the IT equipment. The PUE is given by:
PUE =
Total Electric Energy
Energy consumed by IT equipment
. (3.7)
The major flaw in the PUE metric is that it does not give credit to sustainability
initiatives such as usage of solar power, waste heat reuse etc.
Energy Reuse Effectiveness (ERE)[27]: Energy Reuse Effectiveness or ERE is
given by:
ERE =
(Total Electric Energy − Energy Reused)
Energy consumed by IT equipment
. (3.8)
It can be seen that ERE gives credit to any attempt to reuse the waste heat
released by the data center such as implementing heat activated cooling [28] to
supplement the CRAC.
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Chapter 4
BLUESIM
BlueSim is a CFD simulator tuned for data center design and analysis. It accepts
a high level XML based data center description from the user, generates the ge-
ometry and required boundary condition files and performs CFD simulations. This
high level XML based language known as Computing Infrastructure Engineering
Language (Ciela) voids the need for a data center designer to understand the fine
details about geometric modeling and solution procedures and allows the designer
to concentrate on actual data center design problems. More details about the Ciela
specification can be found in Appendix A. Further, this simulator can be used to
generate a cyber-physical model to be used in tandem with a holistic simulator
environment. The structure is shown in Fig.4.1. There are three submodules in
BlueSim:
• Preprocessing submodule,
• Processing submodule, and
• Postprocessing submodule.
My contributions in the scope of BlueSim were:
• development of methods for generating structured hexahedral meshes for the
data center geometry, and
• modification of the solver for performing CFD simulations of data centers.
19
Figure 4.1: The architecture of BlueSim module [2].
4.1 PREPROCESSING SUBMODULE
The Preprocessing submodule parses the input XML file and generates the geome-
try file and required boundary condition files for performing the CFD simulations
of the data center room. This geometry file is converted to a mesh file by an open
source meshing software namely, GMSH [29]. The extraction of points of the data
center room and the objects in it, form the first step of geometry parsing. The
XML file contains the information about the corner points of the room and the in-
ternal objects. These points are then projected, as shown by arrows in Fig. 4.2,
to the reference wall of the room. The points are joined by lines and the lines so
formed are “extruded” to the corner points of the objects as in Fig. 4.3, thereby
generating a set of surfaces. From these surfaces, three dimensional volumes are
generated by extruding them along the height of the room. The generation of data
center geometry using such a method ensures that structured hexahedral meshes
are formed. Once the mesh file is generated, a mesh converter, “gmsh2ToFoam”
(http://openfoamwiki.net/index.php/Contrib gmsh2ToFoam) is used to convert it to
an Open Field Operation And Manipulation (OpenFOAM) readable format.
Apart from the mesh file, boundary condition files are also generated by the
Preprocessing submodule, based on the user input. The files so generated are sub-
mitted to the Processing submodule. The walls are modeled as adiabatic walls with
the assumption that no heat is lost or added through the walls.
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Figure 4.2: Projection of points to the wall.
Figure 4.3: Line extrusion to edge of objects.
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4.2 PROCESSING SUBMODULE
The CFD simulations on the given data center are carried out by the Process-
ing submodule. The usability of the tool chain is maintained by OpenFOAM
(http://www.openfoam.org) C++ library, to develop the CFD simulator for data cen-
ters.
Governing Equations: CFD simulations involve solving a series of partial dif-
ferential equations known as Navier-Stokes equations which are [30]:
1. Continuity equation
δρ
δ t
+∇ · (ρv) = 0, and (4.1)
2. Momentum equation
ρ
(
δv
δ t
+∇ · (vv)
)
=−∇p+∇ · (µ∇v)+ f , (4.2)
where v is the velocity of the fluid, ρ is the density, µ is the dynamic viscosity, p
is the pressure, t is the time and f is any external force acting on the fluid. The
terms containing t disappear in case of steady-state assumptions as the properties
are independent of time. For solving the above governing equations, there are two
main challenges [30]:
• the momentum equation contains a non-linear convection term, and
• the momentum and the continuity equations are coupled due to the presence
of velocity term in both the equations. But the pressure gradient appearing
in the momentum equation acts as a major momentum source and has to be
calculated as a part of the solution even though there is no separate transport
equation for itself.
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For tackling these challenges, an iterative scheme proposed by Patankar and
Spalding [31] called Semi IMplicit Pressure Linked Equation (SIMPLE) algorithm
is used in “simpleFoam” (http://www.openfoam.org) which is an OpenFOAM solver
for steady-state incompressible, turbulent flow. It involves guessing an initial pres-
sure field (or using initial conditions) and iteratively solving and correcting the
resulting pressure and velocity fields until convergence is achieved. A brief de-
scription of the SIMPLE algorithm is given below:
First, the equations are discretized and then the following steps are carried out:
1. Set the boundary conditions which acts as initial guess of the physical prop-
erties.
2. Solve the discretized momentum equation to generate the velocity field.
3. Calculate the mass fluxes at the cell faces.
4. Solve the pressure equation.
5. Correct the mass fluxes.
6. Correct the velocity field using the updated pressure field.
7. Solve the remaining discretized transport equations if any.
8. Update the boundary conditions.
9. Repeat till convergence.
Modifications to the simpleFoam solver
Since OpenFoam is an open source code library, it lacks certain features which are
available in commercial softwares. One primary challenge faced while setting up
the solver for automation was the lack of a fan model with a fixed volume flow rate.
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Although a fan model can be replicated using a cyclic boundary condition, a fan
curve is required as the input. Therefore the solver was modified based on chan-
nelFoam [32], an open channel flow solver, to fix the flow rate through the chassis.
In channelFoam, the forcing term for adjusting the flow rate appears throughout
the solution domain whereas, for data center simulation, the forcing is needed only
for the fan locations. Therefore the simpleFoam solver (solver used for the cur-
rent data center simulations), was modified by using the same principles as that
used in channelFoam solver for adjusting the flow rate. Initially, to the discretized
momentum equation, a source term,
−→
f d ·Pg is added, where−→f d is the vector repre-
senting direction of air flow and Pg is the pressure gradient required for correction
of momentum. Then, for each iteration after correcting the velocity field using the
updated pressure field (step 6 of SIMPLE algorithm), the following steps are carried
out.
1. Extraction of velocity in the direction of air flow:
U¯∗ =
−→
f d ·U. (4.3)
2. Calculation of the pressure gradient for correction of the average flow-rate to
the required value:
P+g = (|U¯|− U¯∗)ap, (4.4)
where P+g is correction factor for magnitude of pressure gradient, |U¯| is the
magnitude of the required velocity U¯ and ap is the coefficients of velocity
terms occurring in the discretized momentum equation.
3. Correction of velocity:
U= U+
−→
f d
P+g
ap
. (4.5)
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4. Correction of the source term pressure gradient in discretized momentum
equation:
Pg = Pg +P+g . (4.6)
All the variables used above, except U and ap have non zero values for fan lo-
cations and zero elsewhere in the solution domain. This is to ensure that forcing
happens only in the regions containing fans. After the above steps, the boundary
conditions are updated and the whole procedure of the SIMPLE algorithm is re-
peated till convergence, along with the modifications, The following equation is
used to calculate the required velocity, U¯:
U¯=
volumetric flow rate
area of fan
, (4.7)
where the vector
−→
f d represents the air flow direction and is obtained from the XML
specification.
4.3 POSTPROCESSING SUBMODULE
The post processing module supplies the results of the CFD simulations to the user
in the form of text files and log data. This data can be visualized using third party
tools like Paraview.
The BlueSim is a highly user friendly tool for design and analysis of data cen-
ters. The Ciela provides an intuitive framework to describe the physical features of
a data center. It also gives the required flexibility to design and analyze different
data center designs and configurations.
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Chapter 5
GDCSIM TOOL ARCHITECTURE
The GDCSim or Green Data Center Simulator [2] forms the software part of the
“BlueTool” Project, which is an NSF funded research infrastructure project, with
a primary goal of providing open platforms, both (hardware and software) to de-
sign, develop and experimentally validate physical design and resource manage-
ment strategies of data centers [33]. The BlueTool consists of the following com-
ponents: (1) BlueWiki, a database of facts and models of data centers, (2) BlueSense,
a wireless sensor network toolkit for monitoring the temperature and airflow in the
data center room, (3) BlueCenter, a mini data center for experimental studies and
validation (Fig. 1.2), and (4) GDCSim, which is described below.
Figure 5.1: GDCSim Tool Architecture [2].
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The GDCSim has three main modules [2] (refer Fig. 5.1), each of which has
been designed to tackle the challenges discussed in Section 1: (1) BlueSim allows
the data center designers to generate the HRM and THDM through a flexible plat-
form, (2) Resource Manager (RM) allows the designers to develop energy efficient
resource management algorithms and test existing ones, and (3) Cyber-Physical
Simulation Engine (CPSE) for analyzing the energy efficiency of different manage-
ment schemes on a particular physical design or the energy efficiency of different
data center designs on a particular management algorithm. These modules are tied
together to facilitate a closed loop operation to ensure a holistic approach to data
center design.
Input to GDCSim is an XML file that consists of the data center physical de-
scription in Computing Infrastructure Engineering LAnguage (Ciela), management
schemes, queuing models, Service Level Agreement (SLA) requirements and the
workload trace. Further details about Ciela specification can be found in Appendix
A. The XML file are supplied to the Input/Output Manager (IOM) by the user, as
shown in Fig. 5.1. The inputs and outputs the the BlueSim, CPSE and RM are con-
trolled by the IOM. Once the simulation is completed, the user access the outputs
which are stored as log files. GDCSim can find its use in the following scenarios:
• Data center designer: GDCSim can be used to study the thermal effects in
a data center configuration, cooling units and computing infrastructure. The
data center layout, including the location of racks, servers, cooling units and
perforated tiles can be described using Ciela. Energy efficiency of this design
can be analyzed for different management schemes. The required design
modifications can be made until all design goals are met.
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• Algorithm developer: The feedback loops supplied by the CPSE module can
be used to design physical aware management schemes. The energy effi-
ciency for these schemes can be analyzed for any data center design.
• Data center operator: Performance analysis of different data center con-
figurations including changes in computing equipments, room layout, cool-
ing units or management algorithms can be conducted by an operator and
changes suggested if necessary.
My contributions in the scope of GDCSim were as follows:
• development of a user interface that accepts the utilization matrix and HRM
from the user and outputs the results of simulation, and
• development of a Cyber-Physical Simulation Engine for the prediction of
thermal map of data center using the utilization matrix and the HRM supplied
by the user through the user interface.
5.1 BLUESIM
As mentioned before, the primary function of the BlueSim submodule is to generate
the HRM and THDM which is then used by the RM for online resource manage-
ment [2]. It has a highly flexible platform so that data center designers can ex-
periment different data center physical designs. The following are the the physical
models commonly found in literature:
• distributed sensor networks [21],
• model learning techniques using performance charts and heat transfer equa-
tions [15, 14], and
• CFD simulations [13].
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The first two model generation techniques mentioned above are highly inflexi-
ble, making it difficult for designers to test different physical designs and demands
constant user intervention throughout the model generation process, and are there-
fore unfit for a holistic simulation environment. A CFD simulator can provide the
required flexibility in physical design. Choi et al. [16] develop a CFD simulation
tool which accepts an XML based specification as the input, thereby providing a
user-friendly platform. This approach when combined with the HRM and THDM,
provides the required flexibility and user friendliness for an online capable holistic
simulation platform.
For GDCSim, the Processing submodule of BlueSim performs a series of CFD
simulations on the specified data center. The results are fed to the Postprocessing
submodule to generate the HRM [19] and THDM [1]. Fig. 5.2 shows a sample
heat recirculation matrix (HRM) [19]. A total of n+1 CFD simulations are carried
out where n is the number of chassis. Simulations are carried out with each chassis
running at peak power while the others run at idle power and one where all the
chassis are running at idle power. Finally, after all the simulations are carried out,
the results of n+1 simulations form the output of the processing submodule.
To generate the THDM parameters i.e., the temporal distribution of heat and
hysteresis, a hot blast of air is generated by each node for a short period of time.
The distribution of heat throughout the data center room due to this hot air blast is
recorded over time to generate the temporal heat distribution curves. Apart from
HRM, it requires a total of n+m CFD simulations where n is the number of chassis
and m is the number of CRACs, to generate the parameters.
The HRM and THDM generated by BlueSim are used to schedule workload to
different servers in the data center room. Different management techniques such
as power management, workload management, cooling management and combined
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Figure 5.2: Gray-scale-coded heat recirculation matrix [2].
management can be performed using the Resource Manager. Further details about
the Resource Manager can be found in [2].
The following are the outputs from the RM module: active server set, i.e., the
set of servers which are active; workload schedule, i.e., start times of jobs; workload
placement, i.e., job assignment for HPC workload and percentage distribution of
requests for transactional workload; power modes, i.e., frequency of the servers in
the active server set; and cooling schedule, i.e., the highest thermostat settings of
cooling units allowed by each chassis to avoid redlining, depending on which, the
CRAC thermostat is set to the lowest value by the CPSE. For each time epoch/event,
these outputs are compiled to from a Resource Utilization Matrix (RUM) and is
submitted to the CPSE module.
5.2 CYBER-PHYSICAL SIMULATION ENGINE (CPSE)
The physical behavior of the data center is predicted in response to management
decisions by the CPSE module [2]. It returns the power consumed by the servers
and CRAC, thermal map of the data center and the job response times for each
scheduling pattern. The predictions made by the CPSE needs to be fast enough
so that it can be used for online analysis of resource management schemes. The
response time predictions are carried out using queuing models and the predictions
for server power consumption is carried out using power curves. Each individual
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Figure 5.3: CPSE module architecture [2].
submodules in the CPSE are modular in design so that changes can be made easily
to better suit the user requirements.
The CPSE consists of three major submodules which are described in more
detail below, and a queuing submodule [2].
Power submodule
The power consumed by each individual server, for a particular utilization is calcu-
lated by the Power submodule. Based on the type of server, the power consumption
distribution vector P = { P1, P2 . . . PN} is then output for each time epoch. As
described before, the Resource Utilization Matrix (RUM) supplied by the RM sub-
module consists of the server model, sleep (c-states), frequency (p-states), throttling
states (t-states) , utilization of each chassis and cooling schedule of CRAC units
for every time epoch. A query is submitted by the power submodule to the server
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database and the coefficient matrix of the power curve at the particular server is
retrieved. The power consumption distribution vector so obtained using the above
constraints is submitted to the Cooling and Thermodynamic submodules.
Thermodynamic submodule
The thermal map of the data center is calculated by the Thermodynamic submodule.
For each time step, the inlet and outlet temperatures Tin = { T 1in, T 2in . . . T Nin } and
Tout= { T 1out , T 2out . . . T Nout} respectively, for each chassis are calculated by [19]:
Tout = Tsup +(K−ATK)−1P, and (5.1)
Tin = Tout−K−1P, (5.2)
where K is the matrix of heat capacity of air through each chassis, A is the HRM
and Tsup is the CRAC supply temperature. The inlet and the outlet temperatures Tin
and Tout respectively, form the thermal map of the data center which is supplied
back to the RM module as a feedback.
Cooling submodule
In the preliminary version of the tool chain, two different cooling models have been
considered: (1) Dynamic cooling model in which there are two modes of operation,
namely high and low modes. Depending on the inlet temperature of the CRAC,
modes are switched between high and low thereby extracting Phigh and Plow amount
of heat, respectively. A high mode is triggered when the CRAC inlet temperature,
T inCRAC crosses a higher threshold temperature T
th
high while a low mode is triggered
when it crosses a a lower threshold temperature T thlow. Through the IOM, the user can
supply the necessary threshold temperatures; (2) Constant cooling model in which
the CRAC supply temperature Tsup, is constant regardless of the inlet temperature.
A third cooling behavior that can be modeled is the instantaneous cooling
model. Here, the cooling load is adjusted depending on the total heat added by
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the IT equipment and its redline temperature. Other cooling models can be tested
by replacing the existing models with a user specified model.
The outputs of each individual submodules are compiled together and written
into a log file besides providing them as feedbacks to the RM and IOM modules.
5.3 INPUT OUTPUT MANAGER
The IOM acts as a user-interface for the tool chain by accepting user inputs and
supplying the outputs of the simulator back to the user. The inputs to the tool are:
job trace (λ ), SLAs, queuing model and management schemes. The job trace in-
cludes the workload characteristics supplied to the data center. Based on the type of
workload, tags are attached to differentiate between HPC and transactional types.
Management schemes include the following: (1) power management, (2) work-
load management, and (3) cooling management, and (4) combined management.
Response time based SLAs are used in the current version of the tool which are
calculated using queuing models supplied to the CPSE by the IOM.
5.4 DISCUSSION
Each module and submodule of the GDCSim are tailored to meet the required goals
of a holistic simulator. The BlueSim generates the HRM and THDM which can be
used for fast thermal predictions for different management schemes, by accepting a
high level XML based specification as input. It voids the need for the user to under-
stand the complex modeling and simulation procedures using CFD. The generation
of the aforementioned models are completely automated and does not demand con-
stant user intervention. The RM module can make decisions for every time step of
simulation procedure using the feedback loops from CPSE and inputs from IOM.
The state-of-the-art algorithms can make use of any number of these inputs. The
modules are tightly coupled with each other so as to ensure seamless functioning.
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The modularity of the tool chain allows the BlueSim tool to be used as a stan-
dalone data center CFD package. The CPSE module can be used along with any
resource management algorithm to estimate data center performance. The generic
features of a data center layout are captured by Ciela which provides an easy and
intuitive way to model data centers. Moreover, the tool facilitates testing online re-
source management algorithms on different data center designs and workload types.
Further, the tool captures the transient behavior of the data center which results in
improved accuracy over steady-state analysis.
Cyber-physical interdependencies are captured using feedback loops. These
feedback loops after each time epoch allow the resource management schemes to
take informed decisions for the next time epoch. Different data center designs and
layouts can be modeled using GDCSim. This allows design time testing of different
data center designs and configurations by facilitating iterative design feature. Once
a satisfactory design is achieved, it can be deployed in a real life setting. Users can
add new power consumption, queuing, cooling and resource management modules
owing to the extensibility of the tool. Further, different modules and submodules
are tied together seamlessly to ensure automation.
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Chapter 6
VALIDATION
The accuracy of the holistic data center simulator, GDCSim depends on the HRM
and THDM generated by BlueSim. So validating these models is of utmost im-
portance. While the experimental validation of data center cyber-physical models
is missing in literature, validation of data center CFD simulations have been car-
ried out by few researchers such as [9, 16] that claims an average error percentage
of 7.85% to 20% with a maximum temperature prediction error of 3-4◦C. So in
this validation, it is assumed that an average error within 10% is acceptable. Error
percentage is given by:
Error =
|Measured value - Predicted value|
Measured value
×100%. (6.1)
Further, for transient simulations, it is necessary that the trend followed by the mea-
sured values is predicted by simulation results [34]. Error in transient simulations
is given by percentage error over time.
The validation is carried out in three steps as follows using two experimental
setups:
• validation of Heat Recirculation Matrix (HRM),
• validation of the transient CFD simulator, namely BlueSim, and
• validation of Transient Heat Distribution Model (THDM).
6.1 VALIDATION PLATFORM: BLUECENTER
BlueCenter is an open platform mini data center for experimental validation and
evaluation of resource management techniques before deployment. It consists of
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Figure 6.1: A 3D model of BlueCenter.
two rows of four racks each with aisle containment (Fig. 6.1). Each of the row has
a door which can be opened or closed to allow different heat recirculation patterns.
There are a total of 288 IBM blade servers with 36 servers in each row. The room
is cooled using a “Liebert System 3” CRAC unit. A set of sensor nodes are used
to collect temperature data from the data center room. The temperature is stored in
a base station and can be retrieved when necessary. Jobs are submitted to different
servers and their physical impact is studied using this temperature data.
My contributions in the scope of BlueCenter were:
• to assist in setting up the data center hardware (racks, servers, PDUs, network
switches and cabling), and
• to validate the HRM and THDM experimentally.
The CFD simulator and the THDM are validated using BlueCenter. The supply
temperature of the CRAC unit in the BlueCenter varies with its inlet temperature.
Therefore to emulate steady-state conditions to validate the HRM, a “box experi-
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Figure 6.2: Validation plan for HRM.
ment” was devised and the setup was placed in a room where temperature remained
constant. Detailed experimental setup and their results will be discussed below.
6.2 VALIDATION OF HEAT RECIRCULATION MATRIX
The primary objective of the validation is to show that the HRM can capture the
steady state temperatures of a data center. For that a data center room with heat
recirculation is emulated through experiments in box-enclosed environment. Six
experiments were run to ensure (i) the accuracy of the testbed for emulating ac-
tual heat recirculation in a data center room, and (ii) the validation of the model
with respect to experimental results. The validation plan is as shown in Fig. 6.2
experiment was set up as described below.
Experimental setup
Four Xeon LV dual core identical systems placed in four separate closed carton
boxes were used for the experiment. The boxes were juxtaposed to form a square
with each box at the corner. They were named A, B, C and D in clockwise order
(Fig. 6.3c). Figs. 6.3b and 6.3a show their physical layout which was configured
as follows:
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• The boxes were placed so that the air from box A flows into boxes B and D,
while the air from B flows to box C.
• Box A and B have only one inlet each as shown in Fig. 6.3a, while boxes C
and D have three inlets each.
• “Link Depot, Z-Quiet” fans were used to regulate airflow within the boxes.
The fan speeds were controlled by “Aerocool, Touch-2000” fan controller.
• Temperature sensors were placed at seven locations as shown in Fig. 6.3d.
The air flow among boxes emulates the air recirculation among servers in a data
center. The air recirculation follows the pattern shown in Fig. 6.3a.
In this configuration, the heat recirculation is uneven, which is expected in data
centers. Further, for Least Recirculated Heat (LRH) [35] ranking, it is clear that
boxes A followed by B contribute most to heat recirculation. Therefore, they are
the least thermally efficient. Conversely, because C and D do not contribute to heat
recirculation they are the most efficient.
To emulate different workload conditions in the data center, and to ensure the
accuracy of the test setup, three different algorithms were used for different air flow
rates through the fans:
• No Server Provisioning (NoSP): All servers, namely A, B, C and D kept on
and utilized at 25%.
• Thermal Aware Server Provisioning (TASP) [36]: Servers C and D utilized
at 50%, while the servers A and B were turned off.
• Computing Power aware Server Provisioning (CPSP) [36]: Servers A and B
utilized at 50%, while servers C and D were turned off.
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(a) The solid arrows denote cool ambi-
ent air, and dotted arrows denote warm
recirculated air.
(b) Photograph of the experimental setup.
(c) Servers used for validation. (d) Locations where sensors are placed in
the experiment.
Figure 6.3: Experimental setup for validation.
The workload supplied was a multi-threaded file reading application that runs lo-
cally on each machine. The CPU utilization levels are controlled by adjusting the
number of concurrent threads and the stochastic distribution of the file sizes to be
read. The total workload supplied is the same but different machines are utilized at
different levels as mentioned before.
Server provisioning is a technique to adapt the size of active server set to the
input workload. TASP [36] chooses thermally efficient servers as the active server
set. The objective of TASP is to reduce the unevenness of air inlet temperatures
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(a) NoSP algorithm.
(b) CPSP algorithm.
(c) TASP algorithm.
Figure 6.4: Predicted and actual values for 1100 rpm fan speed.
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to the computing servers so that the thermostat can be set at a higher threshold
and thus run more efficiently. As opposed to TASP, CPSP is thermally oblivious
and chooses the most computing power efficient (without considering the thermal
efficiency) servers as the active server set. Therefore it may increase the unevenness
of inlet temperatures.
As mentioned previously, two sets of experiments were carried out for each of
the algorithms with fan speeds of 1100 rpm (revolutions per minute) and 2200 rpm
respectively. Temperature sensors placed at seven locations in the setup (as shown
in Fig. 6.3d) were used to record the temperatures.
Thermal prediction
For prediction of temperature, the HRM is generated for the geometry using Open-
Foam. Four simulations are carried out in which each server is run at peak power
while the others run at idle condition. The portion of heat that reaches the seven
monitor points for each of the cases are calculated and the HRM is generated.
Tin = Tsup +
((
K−ATK
)−1−K−1)P. (6.2)
The temperatures at the points 1 through 7 are calculated using the Eqn. 6.2, where
K is the matrix of heat capacity of air through each chassis, A is the HRM, Tin
is a vector representing the temperature at chassis inlet, Tsup is the CRAC supply
temperature, and P is a vector of power drawn from each server.
Results
The results of this validation for the fan speed of 1100 rpm is shown in Fig. 6.4
and for the fan speed of 2200 rpm is shown in Fig. 6.5. The observations from the
results and the discussions are given below.
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(a) NoSP algorithm.
(b) CPSP algorithm.
(c) TASP algorithm.
Figure 6.5: Predicted and actual values for 2200 rpm fan speed.42
Observation 1: It can be seen that the minimum and maximum temperature for
NoSP and CPSP are 25◦C and 35◦C respectively, for 1100 rpm fan speed, while for
TASP they are 24◦C and 26◦C. In this case, it should be noted that the minimum-
maximum temperature is high for NoSP and CPSP, while for TASP it is less, as
expected. Similarly, the minimum and maximum temperatures for NoSP and CPSP
are 23◦C and 28◦C respectively for 2200 rpm while for TASP they are 23◦C and
24◦C. Here, the lower minimum-maximum temperature difference is expected since
higher fan speeds cause less unevenness.
Discussion: This shows that the experimental results agree with the expected re-
sults of TASP (Fig. 6.4c and 6.5c) in reducing thermal unevenness when compared
to both NoSP and CPSP. Further, this shows credibility of the test bed in emulating
the data center room heat recirculation.
Observation 2: It can also be seen that the average error in the case of 2200 rpm is
consistently lower than that of 1100 rpm.
Discussion: This can be attributed to the fact that even the controller set the fan
speed to 1100 rpm in the first case, there was some amount of fluctuation in the
actual fan speed. This fluctuation was considerably lower in the second case i.e.
the 2200 rpm. This shows that when the conditions are close to steady-state, the
error also reduces.
From the results, it can be seen that the maximum average error in temperature
prediction is 5.84%. This shows that the HRM can predict temperature profiles for
different resource management algorithms with reasonable accuracy. The valida-
tion of HRM was not carried out for a continuous temperature profile over time
because it is capable of predicting only the steady state temperatures.
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Figure 6.6: Results of CRAC profiling.
6.3 VALIDATION OF BLUESIM
CFD simulations are carried out by reasonable approximations of partial differential
equations that govern the fluid flow. These equations and the spatial domain are
discretized before solving. Such discretization of space, time and equations can
introduce errors in the solution. Further, all the physical dynamics involved in the
data center needs to be accurately represented by the governing equations to ensure
accuracy. Since BlueSim is a transient CFD simulator, it can predict the temperature
profile of a data center over time. Therefore it was validated experimentally in
BlueCenter. The experimental setup and results are described below.
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Figure 6.7: The experimental setup showing CRAC inlet temperature against time.
Experimental setup
To ensure accuracy of the testbed, it should be both transient in nature and also
be capable of simulating different workload placement scenarios in the data center
room. CRAC profiling was carried out by placing sensors at the inlet and outlet of
the CRAC unit. To achieve different inlet temperatures, servers were turned off to
remove the heat source. As it can be seen from Fig. 6.6, the CRAC inlet to outlet
curve follows an approximately linear curve. The simulator was tuned to simulate
this behavior of the CRAC for ensuring the transient nature of the setup. Further, to
emulate different workload placement scenario, servers located at different parts of
the data center are turned off as described below.
Initially 144 servers (chassis 2, 4 and 6 of all the racks) were turned on and
the temperature at the inlet of the CRAC was brought to 40◦C (Fig. 6.8). The
CRAC was then turned on. The inlet and outlet temperatures of the CRAC was
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Figure 6.8: 3D representation of BlueCenter with location of racks and chassis.
recored using sensor nodes which communicated to a base station where the data
was stored along with the time stamp. At the end of two hours, 48 servers (chassis
4 of all the racks) were turned off. The remaining 96 servers were allowed to run at
idle condition for two more hours after which 48 servers (chassis 2 and 6 of racks
1,4,5 and 8) where turned off. The remaining 48 servers were again allowed to run
for two more hours at idle condition. The resulting inlet temperature profile of the
CRAC is as shown in Fig. 6.7. The geometry of the BlueCenter was generated
using the BlueSim CFD simulator and the experimental setup was simulated and
the predicted CRAC inlet temperature was recorded. These predicted values were
then compared with the experimental values and the results are presented below.
Results
The results of the simulation are as shown in Fig. 6.9. The average prediction
error is 4.08%. The percentage error over time is shown in Fig. 6.10. Fig. 6.9 has
been divided into three sections a, b and c which represents 144, 96 and 48 servers
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Section (a) Section (b) Section (c)
Figure 6.9: The CRAC inlet temperature Vs time plot for BlueSim validation.
Figure 6.10: The percentage error in over time for BlueSim temperature prediction.
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running at idle condition respectively. The observations and discussions for each of
these sections are given below.
Section (a), observation 1: In this section, it can be seen that there is initially a
high error of 25% which then falls below 10% as the simulation reaches steady
state (Fig. 6.10). This occurs when the CRAC is turned on and the servers get
cooled down.
Discussion: A portion of heat generated by the servers is retained by its compo-
nents which are then gradually released over a period of time. On the other hand,
BlueSim simulates the heat generated by the servers as a source term in the energy
equation which is analogous to heated air being released by the server fans. The
current version of BlueSim lacks a model for simulating the heat retained by the
server components. This is the reason for the high initial error.
Section (a), observation 2: The experiment reaches a steady state and the predic-
tions give an error of about 4% against the measures value.
Discussion: CFD simulations involve approximations of governing equations and
spatial domain. These approximations may lead to small errors in prediction of
temperature. Further, the sensor manufacturer also reports a measurement accuracy
of ±0.5◦C. This also contributes to the error.
Section (b) and Section (c), observation: The measured value departs from the
steady-state temperature through the middle of the sections (b) and (c) while the
BlueSim reports no such change.
Discussion: Actual experimental setup departs from steady-state because some dy-
namism is always introduced in real life conditions. The BlueCenter itself is located
in a larger data center with more cooling units and servers. Some amount of cold air
escapes into the BlueCenter through the door openings. Further, doors were opened
in between the experiment to check the status of sensor nodes. The BlueSim does
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Figure 6.11: Validation plan for data center cyber-physical models.
Figure 6.12: The CRAC inlet temperature Vs time plot for THDM validation.
not take into account such changes in the surroundings which therefore predicts a
steady-state temperature.
6.4 VALIDATION OF TRANSIENT HEAT DISTRIBUTION MODEL
The experimental setup for validating the cyber-physical models is similar to that
used for validation of BlueSim. The validation plan is as shown in Fig. 6.11. The
BlueSim generates the THDM parameters and the thermal prediction is carried out
using GDCSim.
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Figure 6.13: The CRAC inlet temperature prediction by BlueSim and the THDM.
Figure 6.14: The percentage error over time for THDM prediction.
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Figure 6.15: The percentage difference in error prediction over time between
BlueSim and THDM.
Thermal prediction
The weights or HRM is generated by carrying out 25 simulations, in 24 of which,
each chassis are run at peak power of 3500 W while the remaining run at idle power
of 1750 W, and 1 simulation in which all the chassis run at idle power. The portion
of heat that travels from each chassis to each other is recorded using probes located
at the inlet of each chassis. This gives a 24 × 24 matrix of weights due to chassis.
The weights due to CRAC are generated by adding an extra row and column such
that sum of all the rows and columns is 1.
The temporal influence curves are generated by carrying out another 25 simu-
lations, in which each of the chassis and CRAC supply a hot blast of air at 50,000
W for 1 second. The temperature rise due to this is tracked over time, using probes
at the inlet of the chassis. These temperature rise over time curves are normalized
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Figure 6.16: A sample 3 × 3 temporal influence curve for BlueCenter.
such that area under the curve sums to 1. These curves form the temporal influence
curves. A sample 3 × 3 temporal influence curves are shown in Fig. 6.16.
T inj (t) =
n
∑
i=1
Ai j
∫ 0
−∞
ci j(to)T outi (t− to)dto. (6.3)
The inlet temperature, T in at time t is predicted using the THDM using Eqn. 6.3
[1], where A is the HRM, c is the temporal influence curve, T out is the outlet tem-
perature of servers at the previous time step.
Results
The experimental results are compared against the predicted values and the error is
calculated. The average error of prediction is 4.24%. The results of the simulation
are as shown in the Fig. 6.12. The observations and discussions follow:
Observation 1: In this case also, there is a high error of 27% (Fig. 6.14) which
drops below 10% as the simulation reaches steady state.
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Discussion: Since the THDM is generated using the BlueSim simulator which does
not have the capability of modeling the heat retained by the server components, the
THDM shows such a behavior. Moreover, it is an additional approximation over
the CFD simulations which result in a slightly higher error when compared to CFD
simulations.
Observation 2: The THDM predicts similar behavior as that of the CFD simula-
tions (Fig. 6.13). The difference in temperature predicted by the BlueSim and the
THDM can be seen in Fig. 6.15. The percentage difference over time is below 10%
consistently and the average difference in temperature prediction is 0.7%.
Discussion: This clearly shows that the accuracy of the THDM heavily depends on
the accuracy of CFD simulations. Therefore if the accuracy of the CFD simulator
can be improved, the accuracy of the THDM can also be improved.
6.5 COMPUTATION TIME
The primary advantage of using cyber-physical models is that it can save computa-
tion time required for predicting thermal behavior of the data center. A comparison
of time required for predicting the temperature using the CFD simulator and the
cyber-physical models was performed using the validation experiment in BlueCen-
ter. The whole experiment lasted for 21600 seconds or 360 minutes. For simulating
the thermal behavior of the data center using BlueSim for this 360 minutes of ex-
periment, it took 6848 minutes of computation time on a desktop computer with
an Intel core 2 processor and 8 GB of RAM. The generation of HRM parameter
(weights) took 1125 minutes of computation time and less than 1 minute for pre-
dicting the temperature using this model, while it took 1875 minutes for generation
of THDM parameters (weights, hysteresis and temporal distribution) and 3.72 min-
utes for temperature prediction on the same machine. The graphical representation
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Figure 6.17: Comparison of computation time in logarithmic scale.
of the total computation time can be seen in Fig. 6.17. This shows that once the
cyber-physical models are generated, they can significantly reduce the computa-
tion time required for thermal prediction when compared to CFD simulations or
real-time experiments.
6.6 DISCUSSION
The experimental validation of the CFD simulator showed that heat retained by in-
dividual components of the servers need to be modeled to ensure better accuracy.
Besides the initial drop in temperature, the simulator predicts the temperature to
an average error of 4.08% which is acceptable. The THDM predicts the temper-
ature similar to the CFD simulator with an average prediction difference of 0.7%.
This shows that the accuracy of THDM heavily depends on the accuracy of the
CFD simulator. The HRM gave an average accuracy of 5.84%. But this model is
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incapable of predicting the temperature profile of the data center over time. A com-
parison of computation time was also performed which showed that cyber-physical
models can predict temperatures much faster than CFD simulations or real-time
experiments, once the models are generated.
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Chapter 7
CONCLUSION AND FUTURE WORK
In this thesis work a framework was developed for generation of data center cyber-
physical models, prediction of thermal behavior and validation of these models ex-
perimentally. The BlueSim takes a high level XML based specification language,
Ciela as input and generates the necessary boundary condition files and geometry
files for running CFD simulations. It eliminates the need for user to understand the
details of modeling techniques and setting up the boundary conditions. The meshes
generated are high quality structured hexahedral meshes. It can be used as a stan-
dalone CFD simulator for data centers or it can be used to generate simplified cyber-
physical models such as HRM and THDM. The GDCSim uses these models to an-
alyze the energy efficiency of management schemes such as workload scheduling
algorithms, cooling management, power management and combined management.
Together with BlueSim, the GDCSim is a holistic simulator capable of analyzing
both, physical and management aspects of data centers.
Using this framework the models were validated and design flaws were de-
tected. The CFD simulator used for model generation did not have the capability to
model the heat retained by server components before they are cooled down. Indi-
vidually modeling each and every component of individual servers, to improve the
accuracy, is extremely time consuming and labor intensive. Further, such a detailed
analysis is often unnecessary for a holistic simulation platform. So a simplified as-
sumption can be used to model the actual thermal behavior of server components.
This can be modeled using lumped system models [37].
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In the energy equation (Navier-Stokes equation), a new source term Q˙, where
Q˙ = dQ/dt, needs to be added which accounts for the heat transfer due to the server
components over a time period. By Newton’s law of cooling,
Q˙ =−h ·A∇T (t), (7.1)
where ∇T (t) is the time dependent temperature difference between server com-
ponents and the surroundings, h is the heat transfer coefficient between the server
components and the surroundings and A is the surface area of heat transfer. This
time dependent source term can be incorporated into the energy equation to account
for the time delay due to heat retained by the server components. Such a term would
not only improve the accuracy but also reduce the complexity of modeling.
Further, the HRM and THDM assume a constant air flow rate through the
servers. In reality this may not be the case. Modern CRAC units and servers use
variable fan speeds so as to adjust to different cooling requirements more effec-
tively. In the current scenario, for different flow rates, new HRMs and THDMs
need to be generated. This can be stored in the data base and the appropriate model
selected when necessary. But such a method is ineffective as there may be so many
different possible combinations of variable fan speeds. Therefore models that can
adapt to variable fan speeds need to be developed. One possible direction to proceed
in this case would be to model the components of HRM and THDM as functions
that depend on flow rates instead of constant values. But detailed experiments and
simulations need to be carried out to test and validate this hypothesis, which is left
for future work.
The HRM can predict only the steady state temperatures of the data center while
the THDM can predict the temperature profile of the data center over time. This
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feature is desired in order to detect any possible spikes in temperature or red-line
violations before steady state is achieved. Once the models are generated, the time
required for simulating different load conditions is a few minutes when compared
to several hours as in the case of CFD simulations. This considerably reduces the
simulation time and facilitates online temperature predictions.
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APPENDIX A
CIELA DEFINITION
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Figure A.1: Ciela representation of collections, rows, objects and blocks.
The input to BlueSim is a physical description of a data center in the Computer
Infrastructure Engineering LAnguage (CIELA) which is described in this section.
Ciela is a high level XML-based specification language. It has various constructs
that capture the generic layout of a data center in order to make it easier for data cen-
ter designers to use including: (i) equipment configuration, i.e., stacking of servers,
chassis power consumption, and air flow rate; (ii) physical data center layout, i.e.,
presence of raised floors, vented ceilings, perforated tiles and vents. Ciela abstracts
the generic design features of a data center, in order to minimize the information
required from the user. A sample data center specification using Ciela can be found
at http://impact.asu.edu/Ciela.xml.
The room architecture contains information about the shape of the room includ-
ing a raised floor, vented ceiling, perforated tiles and hot air return vents. The shape
of the room is described in terms of wall length, height and orientation. The orien-
tation of the first wall is the reference (x-axis) and the subsequent wall orientation
is with respect to the previous wall mentioned.
The components of a data center, i.e. perforated tiles, equipment racks and hot
air return vents are referred to as objects and all objects are specified with reference
to a wall. A homogeneous collection of objects forms a Block and different blocks
are separated by an Offset. A set of blocks with same orientation forms a Row and
a set of rows forms a Collection (Refer Fig. A.1).
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Figure A.2: Representation of Walls in Ciela.
The CIELA definition is broken down into 3 sections as shown in Ciela Spec.1.
A.1 ROOM ARCHITECTURE
The room architecture contains information about the shape of the room, raised
floor, ceiling, perforated tiles and hot air return vents. The shape of the room is
described in terms of wall length, height and orientation. The orientation of the
first wall is with the reference (x-axis) and the subsequent wall orientation is with
respect to the previous wall mentioned. The raised floor is described in terms of its
height.
The components of a data center, i.e. perforated tiles, equipment racks and hot
air return vents are referred to as objects and all objects are specified with reference
to a wall. A homogeneous collection of objects forms a “block” and different blocks
are separated by an “offset”. A set of blocks with same orientation forms a ”row”
and a set of rows form a “collection” (Fig. A.1). The perforated tiles and hot air
return vents are grouped into blocks, blocks into rows and rows into collections.
These are then specified with respect to any named reference wall (Fig. A.3).
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Figure A.3: Ciela representation of hot air return air vents.
A.2 COMPUTER ROOM AIR CONDITIONING (CRAC)
The “CRAC” part of the Ciela is used to describe the computer room air condi-
tioning units. The position of CRAC is specified with respect to a named reference
wall. The flow rate and type of CRAC used are also mentioned by the user (Fig.
A.4).
A.3 EQUIPMENT
This section is used to describe the racks and servers of the data center. Similar
to the perforated tiles and air vents, racks are grouped into blocks, blocks to rows
and rows into collections. The number of blade servers, model of servers and air
flow rate through a chassis are also mentioned. Further, a “RackOpening” is also
specified which is “0” when the air flow is away from the reference wall and “1”
when the air flow is towards the reference wall (Fig. A.5).
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Figure A.4: Ciela representation of a CRAC.
Figure A.5: Ciela representation of rack cabinets.
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Ciela Spec 1 The structure of Ciela definition
<DataCenter xsi:noNamespaceSchemaLocation="DataCenterSpecification.xsd">
<RoomArchitecture>
<Shape>
. . .
</Shape>
<RaisedFloor Height="0.6" Units="m">
<Tiles>
. . .
</Tiles>
<Vents>
. . .
</Vents>
<Ceilings Height="0.5" Units="m"></Ceilings>
</RaisedFloor
</RoomArchitecture>
<CRAC FlowRate="8" UnitsOfCapacity="S.I" SupplyTemp="18">
<Location>
. . .
</Location>
</CRAC
. . .
<Equipment>
<HorizontalRow>
<Collection MultiplicityOfRows="1" Offset="10" Reference="Wall2"
x="140"
z="103" Orientation="0" UnitsOfOffset="in">
. . .
</Collection
. . .
</Equipment>
</HorizontalRow>
</DataCenter
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