We propose an extension of applicability of the Rayleigh-Schrödinger perturbation expansions. Our innovated prescription employs an N −parametric re-normalization of wavefunctions and is shown to be still able to define the corrections via an N by N matrix inversion. For the first few positive integers N , the piecewise constant forces with N discontinuities are recommended as a promising and new unperturbed model. The trigonometric form of its bound states facilitates a consequent perturbative treatement of an arbitrary polynomial potential: Constructively, we demonstrate that the necessary N 2 + N "input" matrix elements are obtainable non-numerically in all orders.
Introduction
Polynomial interactions belong to the most popular phenomenological models. Their applications range from quantum chemistry [1] up to the relativistic quantum field theory [2] . They play an important methodical role and appear in virtually any textbook on quantum mechanics [3] . Their weakly anharmonic forms are often used to illustrate the Rayleigh-Schrödinger perturbation theory [4] . Recently, their particular representative V(x) = x 2 + 3 10 x 3 + 1 100
(1) with x min = −20 (cf. the upper curve in Fig. 1 ) took place in a discussion of the non-perturbative bound-state method of Hill determinants in refs. [5] . The same example (1) has been chosen in our numerical analysis of relevance of a quasi-perturbative "aiming" in the iterative "shooting" algorithm [6] . The asymmetric double-well anharmonic potential (1) (upper curve) and its two "small" perturbations. In the fully non-numerical, perturbative setting of the present paper, the existence of the two or more unequal minima in the forces of the type (1) does not seem too relevant. No really serious problems seem to emerge near the global minimum. In the zero-order approximation, the clearly dominant harmonicoscillator component of the perturbed model determines its low lying spectrum with reasonable accuracy [E (0) n = (2n + 1) √ 7, n = 0, 1, . . ., cf. Table 1 ]. The second, local minimum makes no harm. It is fairly flat and lies very high. In the higher orders of perturbation theory, the well known divergence of energies [7] remains tractable by re-summations [8] . Difficulties emerge immediately after we try to perturb the cubic term alone. The global shape of V (x) is very sensitive to its changes. The less that six percent increase of its strength (caused by its pre-multiplication by the factor 1 + 3/25) makes the new double well (cf. the middle curve in Fig. 1 ) symmetric with respect to its local maximum at x max = 5 √ 7 − 20. The pairs of its low lying states with opposite parity become almost degenerate. After a further decrease of the cubic coupling the whole global minimum jumps to the right (two more percents give the lower curve in Fig. 1 ). No harmonic oscillator can offer an acceptable zero-order approximation anymore. Reliable results seem only accessible numerically. We have to visualise our Schrödinger equation as integrated within a finite interval of coordinates, x ∈ (x 0 −R, x 0 +R). In perturbative language such a conclusion may be re-worded as a necessity of switching to a square well zero-order approximation
s . What will be central and new in our forthcoming paper is an exciting possibility of starting perturbative considerations somewhere in between harmonic oscillator and V (SW ) (x). We shall pick up, typically, the improved rectangular zero-order potentials
with several discontinuities at some points
Their shape may be closer to a given curve V (x) while providing a comparatively compact, trigonometric "unperturbed" basis. The technical difficulties one encounters in such a setting are twofold. Firstly, the zero-order problem itself may be solvable in principle but difficult to work out in practice. The interval of coordinates as well as the basis itself have to be
Secondly, in the higher order considerations, the current Rayleigh-Schrödinger recipe with the overlap integrals and matrix propagators becomes almost prohibitively clumsy. In what follows we intend to show that and how both these problems may be overcome as technical.
In zero order, for the first few integers N ≤ 2 at least, the necessary unperturbed solutions may be found in the textbooks (e.g., [3] , p. 42 or [4] , p. 52; cf. the first two subsections of Appendix A). A partial assistance of the computer algebra (say, in MAPLE [9] ) enables us to achieve the most encouraging simplifications and extend the range of availability of compact formulae up to N = 6 at least (cf. the rest of the Appendix A). We may accept eq. (2) as a legitimate unperturbed approximation. For a given parameter δ > 0, it possesses a welcome uniform approximation property |V (x) − V (0) (x)| < δ for a reasonably broad set of functions V (x) on interval (L, R). In comparison with its oversimplified predecessor V (SW ) (x) the flexibility of its N > 0 piecewise constant shapes is much better suited for perturbative purposes.
Our main attention will be paid to the higher orders of perturbation expansions. A core of our message may be seen in the observation that the complicated, multiply discontinuous rectangular unperturbed potentials may lead to the non-numerical perturbative formulae. One need not switch to the numerical integration of the Rayleigh-Schrödinger differential equations (cf., e.g., refs. [10] ) or construct the complicated non-diagonal propagators [11] . We are going to show that all the Rayleigh-Schrödinger perturbative machinery becomes tractable via elementary algebraic manipulations after its thorough revision.
This will be demonstrated step-by-step. In the first stage, a fairly general new version of perturbation theory will be described in section 2. We shall see that the necessary matching of the zero-order wavefunctions at the points of discontinuities L i is equivalent to a certain "localized" normalization (subsection 2.1). Its perturbative analogue (subsection 2.2) is able to reflect the well known normalization freedom. The complete set of the matching conditions proves represented by the 2N linear algebraic equations (subsection 2.3). This is our main methodical result.
The second half of our text will pay attention to a few aspects of applicability of the general scheme. For all the polynomial perturbed potentials we shall show in section 3 that the "forgotten" zero order choice of the rectangular potentials (2) is very comfortable. In an arbitrary order, all the matrix elements in our 2N linear equations for corrections are shown to result from simple recurrences. The general explicit solution of these recurrences is found non-numerically.
In the last section 4 we outline a possible future transition to the more general forces V (0) (x) and/or to non-trigonometric constructions. In particular, the piecewise Taylor Ansätze are mentioned as the next eligible tool. Their combination with partitioning (L,
by the presence of complex poles in the non-polynomial unperturbed/perturbed potentials. Finally, for the less smooth potentials, an ultimate possibility of the Runge-Kutta-like discretization and numerical construction technique is admit-ted.
Formalism
Perturbative study of a bound state in a given realistic potential is mediated by a split of the force V (x) into its dominant, simplified part V (0) (x) and per-
which is much smaller. This replaces the underlying differential Schrödinger equation
by its, presumably, exactly solvable limit λ → 0,
The higher-order corrections as well as the full formal solution
may be generated from the separate O(λ k ) components of eq. (3). All of these equations have the same non-homogeneous form
In principle, they all define the k−th corrections in terms of their predecessors
. . which enter the function
Zero order
For technical reasons, the unperturbed potentials V (0) (x) are predominantly chosen as harmonic oscillators in current literature. We are going to weaken this traditional practical limitation of perturbative calculations significantly. We shall admit that the unperturbed force itself may possess a more complicated multiple-well shape. At a few "exceptional" points L 1 , L 2 , . . . , L N it will be permitted singular or discontinuous.
In a way inspired by our specific trigonometric illustrations of Appendix A with the strictly rectangular wells (2) the method itself may be formulated for the more general discontinuous forces, e.g.,
we may recall the Hodgson's tests [12] which confirmed a very fast convergence of numerical calculations based on such an Ansatz, say, with respect to a systematic refinement of the lattice (|L j − L j−1 | → 0). In perturbative context the number of the "local centres" L j must be kept limited, N = O(1), so that we must move M → ∞ instead. In an extreme case, we could even switch to a brute force numerical integration of our differential equations in a way outlined, e.g., by Guardiola and Fernández [13] .
In any of the alternative approaches to the zero-order problem, its bound states will be sought as superpositions
of the two independent solutions C(x) = C j (x) and S(x) = S j (x) of eq. (4). Via the cosine-and sine-like initial conditions
we shall make these components unique. At the two extremes j = 1 and j = N the current physical boundary conditions must be imposed, ψ(L) = ψ(R) = 0, L → −∞, R → ∞. In the present notation, they become re-expressed as the two elementary constraints
The requirement of the mutual matching of the neighboring local zero-order wavefunctions is similar,
With c(0) = 0 and c(N + 1) = 0, we may incorporate eq. (11) in eq. (12) and let the index run over all the values j = 1, 2, . . . , N . Once we evaluate the "matrix elements" S(L j±1 ) and C(L j±1 ), we arrive at a "secular" equation which defines the binding energies as well as wavefunctions (8) in an implicit manner. The equation is linear, homogeneous and two-dimensional at N = 1, four-dimensional at N = 2 etc.
Higher orders: Local solutions
In comparison with the more traditional approaches, the global matching of our unperturbed solutions is slightly different. At an expense of a certain redun-
we have got rid of the logarithmic derivatives. The technique may also cover the implicit definitions (6) of the corrections E (k) and ψ (k) (x) with k > 0. We shall see that all of them may be found via an overall Ansatz
. (13) The two new parameters ξ and ε will facilitate the mutual matching of these local solutions at the extremes of x ∈ (L j−1 , L j+1 ) and at all the indices j = 1, 2, . . . , N . The first two energy-independent components C(x) and S(x) will obey the respective cosine-and sine-like initial conditions (9) and (10) . All their superpositions (i.e., an order-dependent part of ϕ(0, 0, x)) satisfy the same, nonhomogeneous differential eq. (6) at the vanishing energy
The third, energy-and order-independent auxiliary function ω(x) = ω j (x) may be specified as solution of the equation
with the initial conditions
The last parameter ξ measures the contribution of ψ (0) (x). In effect, it shifts the sum c
As a consequence of such an introduction of a k− and j−dependence in ξ = ξ (k) (j), all our local solutions (13) will satisfy our differential Schrödinger eq. (6) for corrections identically. This is a key step towards an innovated perturbation method.
Higher orders: The global solution
The structure of the matching conditions for perturbation corrections depends on the value of N . Under the first nontrivial choice of N = 1 the left asymptoticlike boundary condition at x = L and its right counterpart at x = R form a pair of the linear algebraic constraints
One has to notice the possible absence of solutions of this system,
whenever its determinant vanishes. Such an apparent paradox is fully compatible with an a priori open possiblity of degeneracy of the unperturbed spectrum.
A posteriori, the spectrum of the one-dimensional Sturm-Liouville problem cannot degenerate of course [14] .
After the next choice of N = 2, we have to contemplate the four independent boundary-and-matching conditions
Both the re-normalization parameters enter these equations as a difference Z = ξ 1 −ξ 2 . We may abbreviate c
≡ Y and get the four linear relations among four unknowns ε, X, Y and Z,
. This equation has to be solved by the four-by-four matrix inversion.
In the entirely general case the matching plus boundary formula comprizes the following 2N equations for our unknown parameters ε, X j = c (k) (j) and
(18) This completes our new perturbative prescription.
Polynomial perturbations of step-like wells
In a way indicated in Appendix A, the zero-order problem is settled for the first few rectangular zero-order potentials V (0) (x) with N discontinuities at the lattice points x = L j , j = 1, 2, . . . , N . Their unperturbed wavefunctions are trigonometric. On each finite subinterval (L j , L j+1 ), let us now add a separate polynomial perturbation V
j (x) of degree M (j). The local zero order solution is a trigonometric superposition of sin βx and cos βx with a suitable real or purely imaginary β = β(j). Let us now show how this reduces the construction of corrections in perturbation series (5) to a straightforward linear algebraic excercise.
Firstly, we notice that as a consequence of the polynomiality of perturbations the inhomogeneous term τ (x) in eq. (6) will coincide with a certain superposition of products x|k, 1 = x k cos βx and x|k, 2 = x k sin βx. They may be arranged in a pairwise partitioned basis set { |k, j } j=1,2 with k = 0, 1, . . .. In such basis, the action of the unperturbed differential operator
may be represented by an infinite matrix Q. It is easy to show by immediate differentiation that this matrix possesses the mere three nonzero diagonals. After its two-dimensional partitioning, it acquires the following two-diagonal form
with submatrices b k = 2kβσ, c k = −k(k − 1)I and abbreviations
The left inverse Q L of our singular matrix Q still exists,
Its submatrices may be further simplified and written in the form
= −(2b) −5 (n + 2)(n + 3)(n + 4)σ, . . . , n = 0, 1, . . . .
In a non-partitioned notation, the separate rows of this matrix Q L determine the complete set of the particular solutions of our fundamental differential equations (14) and (15) . We get the set of identities of the type
(and, mutatis mutandis, for cosines). This is an unexpected simplification. It immediately implies that for the piecewise constant unperturbed forces (2) our new perturbative construction remains non-numerical at each finite degree of the piecewise polynomial perturbations. The explicit calculation of perturbations becomes an equally straightforward symbolic-manipulation procedure as its unperturbed predecessors of Appendix A. Its detailed realization is different since its facilitated feasibility is now based on a two-by-two partitioning of the formulae. Its explicit illustration is provided, in our second Appendix B, via a schematic, oversimplified example with V (0) (x) = V (SW ) (x) and N = 1.
Summary
The practical implementation of our new perturbation recipe is to be verified in its further applications. Irrespectively of the underlying algebraic (cf. the trigonometry of Appendix A), analytic (i.e., power series) or approximative (say, Runge Kutta) treatment of its differential equations, the whole scheme may be summarized as the following five steps.
• S 1. We solve the unperturbed differential Schrödinger equation with the appropriate initial conditions (9) and (10) in all the domains J j . Their number N is a fixed and, presumably, very small integer.
• S 2. The unperturbed energy E (0) as well as the matched norms c • S 3. In the next preparatory step our knowledge of the global unperturbed bound state enables us to formulate and solve the N initial-value problems (15) and to get the auxiliary functions ω(x) = ω j (x).
• S 4. In each separate order k = 1, 2, . . . and domain J j we evaluate the "input" finite sum τ (k−1) j (x) and solve the doublet of the initial value problems (14) . This determines the wavefunction components C 
A few final remarks are due. Firstly, we have to emphasize that the surprizing feasibility of our perturbative construction affirmatively answers the long lasting question of applicability of perturbation theory to potentials with a multi-well structure [15] . Secondly, we might notice a certain contrast between the unperturbed matching of step S 2 and its perturbative counterpart S 5. In zero order, you have to proceed iteratively, improving your "guesses" (say, of the energy) step-by-step [6] . In such a parallel, all our corrections S 5 require just one "guess" per perturbative order. A single set of solutions of the local differential equations is needed. Their values on the boundaries of our "domains of convergence" J j enter the matrix eq. (18) . Thus, an inverted matrix in 2N dimensions defines all the missing parameters in an explicit manner.
Marginally, we might underline that our points of the matching L j need not exclusively be related to the discontinuities of the potential. An equally good motivation for their introduction may stem from the analytic structure of the potential. For illustration, let us recall the quartic anharmonic oscillator V (a) (x) = x 2 + g x 4 and its quasi-variational numerical tractability [16] via a global Taylor series
Recently, the similar global Ansatz proved succesful in the semi-numerical perturbative calculations [17] . Its possible extension to
is known to fail [18] . The emergence of the complex poles at x 0 = ±i causes a decrease of the radius of convergence r 0 → 1 in eq. (19) . One must combine several Taylor expansions. On an interval (−R, R) the minimal scheme necessitates N = 2. Its series (7) have to be centered at L 1 = −S and L 2 = S in such a way that their respective domains of convergence cover the whole interval. This means that r 0 = | √ S 2 + 1| > R − S > 0 and 2S > R − 1/R. Similarly, the four complex poles of
at x 0 = ± exp ±(π/6) would force us to choose at least three "local" Taylor series centered at
In the light of the latter remark let us stress the practical necessity of keeping the number N of the lattice points as small as possible. This need not be easy in our most elementary piecewise constant example (2) . The piecewise linear zeroorder potentials with the Airy local solutions are sometimes preferred, therefore (cf. [4] , p. 101 or [19] ). The piecewise polynomial form of V (0) (x) could be the next natural candidate. Unfortunately, the price seems high. The evaluation of the matrix elements via the infinite Taylor expansions becomes numerical. Practically, there remains no real need to avoid the immediate Runge Kutta recurrent integration of our differential equations anymore [13] .
Appendix A: Bound states in rectangular wells A.1. A schematic zero-order example
The piecewise constant forces (2) degenerate to the familiar square well at N = 0. We may shift L → 0 and V (SW ) (x) → 0 for x ∈ (0, R) while keeping V (SW ) (x) = ∞ otherwise. The energy spectrum E (SW ) = β 2 , β = kπ/R, k = 1, 2, . . . as well as wavefunctions are elementary. They form one of the most useful solvable models in quantum mechanics. Of course, it need not necessarily be assigned N = 0. We may re-scale L N +1 = π and, at N = 1, denote L 1 = X ∈ (0, π) and split the exact ψ (SW ) (x) = sin mx in a superpositions of the two components which are locally symmetric/asymmetric near the origin at m = 1, 2, . . .,
An even better illustration of the initial step S 1 of our algorithm (cf. section 4) may be mediated by the choice of N = 2 with L 2 ≡ Y > X and with an undetermined energy. The doublet of the partially overlapping subdomains J 1 = (0, Y ) and J 2 = (X, π) suports the respective local solutions
In step S 2 their superpositions A µ(x) + B ν(x) and C σ(x) + D τ (x) enter the quadruplet of our matchings (12) ,
The first and last equations may be used to define B and D, respectively. The remaining second or third equation enables us to eliminate, say, the coefficient A as a function of C. This leaves us with the single secular equation sin √ E(Y − X) × sin π √ E = 0 which offers the same quantization of energies as above.
A.2. The textbook experience: N ≤ 2
For the less trivial rectangular force
with a nonvanishing step H = β 2 − γ 2 and wavefunctions
the matching at P = L 1 fixes N and defines the energies as roots of the elementary trigonometric equation γ tgβP = β tgγ(P − Q) .
In the next example with the three different heights of the bottom,
Denoting B = βP , C = γ(Q − R), tgA = α/β and tgD = α/γ we get the transparent definition of the spectrum,
The practical localization of zeros of such a secular equation with P = 1, Q = 2 and R = π and with the double-well choice of H 2 = 0 is sampled in Figure  2 
A.3. Triple well with N = 4
At the higher integers N , the overall pattern of the zero-order constructions is unchanged. With the aid of the computer symbolic manipulations, the fairly complicated shapes of the force may be described by a closed and compact trigonometric formula. The phenomenologically appealing problem of tunnelling through two barriers of the variable widths and equal height (H > E > 0) may be described by the potential with four discontinuities and with the minimal N = 4, With 0 < P < Q < R < S < T , re-parametrizations κ(α) = √ H cos α ≡ √ E > 0 and δ = √ H − E ≡ √ H sin α > 0 and with the trigonometric expressions
we may derive almost as compact a secular equation as above,
Its numerical use is as easy as before. The behaviour of its zeros proves entirely analogous to our older examples and Figure 2 .
A.4. Quadruple well with N = 6
The triplet of barriers in This indicates the general pattern of the construction and demonstrates its straightforward feasibility at N = 6. The latter solution reveals a general pattern of extension of the first few solutions to the higher integers N . Presumably, this will significantly simplify a systematic search for solutions at any reasonable value of N , based on an assistance of the computerized symbolic manipulations.
B.2. Global matching and the energy
Our choice of N = 1 makes the last step S 5 trivial. The two-dimensional eq. (17) represents the physical boundary conditions at both ends of our interval of coordinates (L, R). From its matrix elements ω(L) = P, ω(R) = −(P + π/2), C(L) = A, C(R) = Ω π/2 − A, S(L) = B, S(R) = Ω π/2 − B it is therefore easy to deduce the answer E (1) = Ω which reproduces, incidentally, the precise exact energy.
In the traditional Rayleigh-Schrödinger approach where the value of ε is calculated in advance, our boundary conditions would be satisfied automatically. Vice versa, in the present interpretation, the variability of ε is essential and an immediate use of the Ansatz (13) Also the wavefunctions may be reproduced in the similar manner. The standard boundary conditions prove fully equivalent to our general equation (18) at N = 1.
