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Abstract
Human Activity Recognition systems require objective and reliable methods that can
be used in the daily routine and must offer consistent results according with the per-
formed activities. These systems are under development and offer objective and person-
alized support for several applications such as the healthcare area.
This thesis aims to create a framework for human activities recognition based on ac-
celerometry signals. Some new features and techniques inspired in the audio recognition
methodology are introduced in this work, namely Log Scale Power Bandwidth and the
Markov Models application.
The Forward Feature Selection was adopted as the feature selection algorithm in order to
improve the clustering performances and limit the computational demands. This method
selects the most suitable set of features for activities recognition in accelerometry from a
423th dimensional feature vector.
Several Machine Learning algorithms were applied to the used accelerometry databases
– FCHA and PAMAP databases - and these showed promising results in activities recog-
nition.
The developed algorithm set constitutes a mighty contribution for the development of
reliable evaluation methods of movement disorders for diagnosis and treatment applica-
tions.
Keywords: Human Activity Recognition, Forward Feature Selection, Log Scale Power
Bandwidth, Wavelets, Hidden Markov Models, Clustering Algorithms.
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Resumo
Os sistemas de Reconhecimento de Actividade Humana requerem métodos fiáveis
e objectivos que possam ser aplicados em diferentes actividades do dia-a-dia e devem
oferecer resultados consistentes de acordo com as actividades realizadas. Estes sistemas
encontram-se em desenvolvimento e permitem a obtenção de dados objectivos e perso-
nalizados, direccionados para diferentes aplicações tais como as áreas do bem-estar e da
saúde.
Esta tese teve como objectivo criar um sistema de reconhecimento de actividades huma-
nas baseado em sinais de acelerometria. Novas features e métodos inspirados no reco-
nhecimento áudio são introduzidos neste trabalho, nomeadamente a feature Log Scale
Power Bandwidth e a aplicação de Modelos de Markov Escondidos.
O Forward Feature Selection foi adoptado como algoritmo de selecção de features de
forma a melhorar a performance dos métodos de clustering e limitar as exigências com-
putacionais. Este método selecciona o conjunto de features mais adequado para o reco-
nhecimento de actividades por acelerometria a partir de um vector de features de 423
dimensões.
Vários métodos de Machine Learning foram aplicados às duas bases de dados adoptadas
- base de dados FCHA e PAMAP – e estes apresentaram resultados promissores na iden-
tificação das actividades realizadas.
O conjunto de algoritmos desenvolvidos nesta tese poderá contribuir para o desenvolvi-
mento de métodos de avaliação fiáveis para o diagnóstico e tratamento de deficiências
motoras.
Palavras-chave: Reconhecimento de Actividade Humana, Forward Feature Selection,
Log Scale Power Bandwidth, Wavelets, Modelos de Markov Escondidos, Algoritmos de
Clustering.
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Introduction
1.1 Motivation
Over time, the increasingly demand for objectivity in clinical diagnosis and the continu-
ous pursuit for human wellbeing led to the development of software and hardware for
healthcare. The combined efforts of medicine and engineering created and developed
techniques that provide large amounts of information and simultaneously allow to inter-
pret the generated data. The acquired information can be in the form of biosignals (sig-
nals measured and monitored from biological events), such as Electromyogram (EMG),
Electrocardiogram (ECG) or an Accelerometry (ACC) signal. Biosignal processing re-
quires an acquisition stage and a transformation stage with conversion (from digital into
acceleration units - g - in the accelerometry case), filtering and extraction of the useful
features, which will depend on the aim of the investigation. The feature extraction step
becomes very important for activity recognition because it defines what information we
will cluster with. The last step is the clustering stage, applied through the obtained fea-
tures, and the final evaluation of the final results for a proper interpretation of the results.
Due to its importance, the clustering development for Physical Activity (PA) recognition
is the central focus of this thesis and it is a main task in exploratory data mining to or-
ganize datasets into different groups, which is used in many fields, including in pattern
identification.
Clustering techniques applied to biosignal’s morphology, allow the detection and clas-
sification of the different physical positions and everyday movements. The clustering
step (vide chapter 2) is crucial for pathology detection and abnormal behavior evalua-
tion [44] due to changes that can be detected in the morphology of the accelerometry
signal. Therefore, it is mandatory to acquire enough knowledge and data in order to be
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able to distinguish between normal movement patterns and those of certain pathologies.
The accelerometer research in human medicine aims to help in the diagnosis and pre-
vention of various diseases in which changes of the PA can be detected, such as Obses-
sive Compulsive Disorder (OCD), Pakinson’s Disease (PD), Multiple Sclerosis (MS) and
Cerebrovascular Accident (CVA) [35]. Pathologies such as OCD present difficulties in
diagnosis because it requires time-consuming and subjective monitorization techniques.
Thus, objective clinical support becomes imperative in this type of pathologies, not only
for diagnosis but also for treatment and evaluation by monitorization and measurement
of critical information that the signal may present.
Figure 1.1 presents the protocol used in clustering and PA recognition study with an ACC
signal as it was discussed earlier. Chapter 2 presents the same organization described in
the scheme for an easier understanding of the adopted methodology.
Figure 1.1: ACC signal analysis with clustering approaches: after setting an investigation
aim, data is collected (accelerometry signals) followed by signal processing (separation
of the gravitational component from the body acceleration and conversion). After feature
extraction from the signal and clustering, it is possible to obtain the PA recognition. This
acquisition knowledge can contribute for the development of several pathologic condi-
tion treatments such as OCD, PD and CVA.
1.2 State of the Art: Brief Historical Perspective
Several techniques for data acquisition and processing have been developed to improve
the early diagnosis and clinical treatment of various diseases, such as MS and PD. MS is
a neurological and progressive disorder where the subject shows disturbances associated
with spasticity, weakness, speed and cadence of his movements. Such physical problems
contribute for the Center of Mass (CoM) displacement and thus motion sensors, such as
accelerometry, can provide objective and valid information about PA which contributes
for the objective diagnosis of [5] .
PD is another disease with a progressive dysfunction of the central nervous system and
presents many features associated with the human movement, such as tremor and postu-
ral instability [11] , [34] . These features are related to a difficulty in seeking the stability
required to balance the center of mass and therefore these individuals with PD show a
high risk for falling [34].
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More recently, Fazio and co-workers [13] concluded that it is possible to compare parkin-
sonian patients with healthy individuals through the accelerometry signals and it is pos-
sible to evaluate the disease and its progression with the acquired information. In this
research, 24 healthy subjects, 24 with ataxic gait and 17 patients affected by PD were
studied. It was observed a significant reduction of acceleration parameters in neuro-
logical patients when compared with healthy subjects. The mean acceleration was 0.74
ms 2 for parkinsonian, 1.07 ms 2 for ataxic and 1.38 ms 2 for healthy patients. The root-
mean square of the acceleration was also used to quantify the attenuations of acceler-
ation, which reflected the importance of the feature extraction and the research of new
ones from the accelerometry signal to obtain new information.
In [50] authors applied a PA recognition methodology using different features extracted
from the raw accelerometer data. Several activities were analyzed (figure 1.2) using win-
dows of one second (segmentation) with 50% overlap. The usefulness of four features to
study specific characteristics of the accelerometer signal has been shown as well in this
study: the mean, standard deviation, energy and signal correlation. U. Maurer and co-
workers [50] achieved high accuracy results with decision trees: 92%.
Figure 1.2: Accelerometry signal in X-axis, located in the pelvic region [50], which
presents a clear distinction between the physical activities: walking, running, walking,
climbing up and climbing down stairs, vacuuming, brushing teeth and sit-ups.
Similarly to [50], I. Machado [35] concluded that four features from time and fre-
quency domains can achieve high recognition accuracy (about 99%). The used features
were mean, autocorrelation, root mean square and Mel Frequency Cepstral Coefficients
(MFCC). In [35], the author contributed to the PA recognition in accelerometry with the
K-means technique and also inferred that one waist-worn accelerometer can identify the
physical activities in an adequate manner.
With lower accuracy rates, A. Khan and his team [1] presented some conclusions as to PA
recognition with several clustering techniques. In this study, six daily physical activities
with a triaxial accelerometer and annotation were performed during 34 hours, inside and
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outside the laboratory. For each second of the accelerometry data, Spectral Entropy (SE),
the Autoregressive Coefficients and the Signal Magnitude Area (SMA) were calculated.
These features illustrated the effectiveness of the method, with an average accuracy of
95%.
The referred features were used in a clustering stage for human activity recognition with
K-means algorithm, an unsupervised and iterative clustering method which produces
very effective results. On the other hand, this clustering technique shows a long running
time for its computation complexity. Therefore, the authors from [42] suggest an im-
proved k-means algorithm retrieving similar clustering results as the standard k-means
but with the advantage of having a shorter running time by improving its speed.
Furthermore, in [2] it is shown not only k-means clustering presents a good performance,
but also spectral clustering and affinity propagation approaches show high accuracy re-
sults.
Moreover, in another article [33], where k-means is exploited and also gives good accu-
racy rates, a comparison between different similarity measures is made. K-means cluster-
ing results, as in other clustering methods, depends on similarity measurements, which
are values which translate the distance between two data points to be compared.
Euclidean and Manhattan distance functions were compared and R. Loohach and col-
leagues [33] concluded that k-means clustering performance increases when Manhattan
distance function is used, except for k=4, 5, 7. For these last k-values, Euclidean distance
shows a better efficiency. Furthermore, Manhattan distance function requires less com-
putation than the Euclidean one, which improves the time complexity of the clustering
technique.
In [55] the Hidden Markov Model (HMM) is used to identify the sequence correspond-
ing to 12 physical activities and the final results lead to 91.4 % as a mean correct classi-
fication rate averaged over all observations. They also concluded that the HMM study
leads to a better classification rate (84 %) than with k-means algorithm (60 %). In spite
of this fact, which highlights the potential benefit of automatic identification of human
activity with the HMM approach, transitions between activities are also important and
potentially rich in motion information. These transitions are highly relevant and should
be taken into consideration during an HMM application. With all available information
related to these areas, we propose a study with clustering techniques on accelerometry
data with complex motor activities for the PA recognition as close as possible to real
movement. The dissertation of this thesis was developed in PLUX – Wireless Biosignals
S.A. in collaboration with the Champalimaud Neuroscience Programme, Champalimaud
Centre for the Unknown.
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1.3 Objectives and Thesis Structure
The developed work present in this thesis aims to create and develop a framework to
recognize different human activities and positions by their accelerometry signals using
advanced algorithms, such as machine learning techniques and Markov Models. All rel-
evant stages of this framework are represented in the scheme shown in Figure 1.3. The
implemented algorithms are design to identify relevant parameters from data and to sup-
port movement disorders diagnosis and physiotherapy.
As an introduction, the thesis presents a state-of-the-art with the respective literature re-
view in order to contextualize the experimental obtained data. The topics of this thesis
cover features and clustering techniques investigation, accelerometry signals, Markov
Models study and the literature revision that provides the motivation for this thesis.
For signals acquisition, a protocol formed by several physical activities was adopted and
an ACC system was placed on the waist (near of the CoM) and to monitor individuals
for data collection. The protocol for data acquisition was composed by several activities,
such as lying down, walking, sitting, running, standing, ascending and descending stairs
and allowing the possibility to add jumping and riding a bicycle. Then, it is possible to
add or even create new features that may lead to an improvement of PA recognition in
several domains and develop algorithms to extract relevant information from the ACC
data. The evaluation of the clustering application is a crucial stage of the thesis develop-
ment to report the effectiveness of the framework and data interpretation. Therefore, it is
important to study the influence of features and other parameters on the performance of
different clustering algorithms. The Hungarian Accuracy (HA) is also implemented as a
metric to evaluate the output labels.
Finally, the framework evaluation in daily routine settings and the knowledge applica-
tion to a real life case acquired over this work could also be an interesting step to follow,
such as the progression of a certain disease or the locomotion impairment as a conse-
quence of a CVA.
1.4 Thesis Overview
This thesis is divided into six chapters.
The first two chapters concern to the state-of-art that supports all the research required
for the data processing presented in this study. Chapter 1 shows a brief historical per-
spective, the objectives and motivation of the present thesis. Chapter 2 presents the re-
quired theoretical background for the field of research, including basic operation of the
accelerometer, its advantages and operating criteria, the composition of the acquired sig-
nals and the existing machine learning techniques to be used.
Chapter 3 is related with the materials and methods used for the acquisition system
adopted in this work. Other ACC databases used for testing the developed framework
are referred in this section as well and represented in the following figure 1.3.
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Chapter 4 and 5 correspond to the results obtained in this work. In particular, chapter 4
presents a set of features similar to those used in [35] (time, statistical and spectral do-
mains) and a new set of implemented features inspired on audio recognition methods,
including features from the time-frequency domain.
The choice of features is a fundamental step to apply machine learning methodologies to
sensor data and it influences the outcome of any approach. The proposed methodology
for feature selection and the influence of several parameters such as window size and
HMM application are also described.
Chapter 5 carries out all results achieved from all studies referred before in chapter 4 with
clustering performance evaluation methods.
Chapter 6 the main conclusions of the present work are drawn.
Appendix B presents additional results and appendix C consists on two papers: one re-
cently submitted to the 8th International Joint Conference on Biomedical Engineering
Systems and Technologies (BIOSTEC 2015), held in Lisbon in January 2015, and other
published in Elsevier - Procedia Computer Science.
Figure 1.3: Overall structure of the framework developed in the present work for Hu-
man Activity Recognition (HAR) systems. The first stage was related to the acquisition
of ACC data from three databases: Foundation Champalimaud Human Activity (FCHA)
database, PAMAP database and clinical database (vide chapter 3). All databases were
used in all stages of the framework: feature extraction, clustering and HMM applica-
tion. Feature extraction was computed with features from all four domains (statistical,
time, frequency and time-frequency) whose output was used as input of the unsuper-
vised learning methods (K-means, Affinity Propagation, DBSCAN and Ward). The Hid-
den Markov Model was applied to the clustering results and this process is evaluated
according to two performance evaluation methods: Adjust Rand Index (ARI) and HA
(vide chapter 5).
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2
Theoretical Background
2.1 Accelerometry and Accelerometer
Recently, the use of systems based on accelerometers to quantify and characterize human
movement has increased significantly. These systems are becoming indispensable in the
field of diagnosis, treatment and research by providing qualitative and quantitative data
[27].
Overall, there are several types of accelerometers such as fluid, magnetic, strain gauge,
piezoresistive, capacitive and piezoelectric [27], [58]. These latter three classes are more
commonly applied in the classification and study of the human movement. The general
and basic mechanism of the Micro-Electro-Mechanical-Systems (MEMs) will be described
in the following section 2.1.1 [27].
2.1.1 The Accelerometer System Function
The underlying basis of operation for the measurement of acceleration is represented as
a mass-spring system [19],[18], [27]. In MEMs sensors, the accelerometric system works
accordingly to the Hooke’s and Newton’s second law, where: F = kx (eq. 1) and F = ma
(eq. 2), respectively. F denotes the force (N), m is the mass of the system (kg), k is the
spring constant, x is the displacement (m) and a is the acceleration (ms-2). When a com-
pressive or extension force is detected due to a given movement, the spring-mass system
will react to produce a proportional force to the initially imposed force [18], [27], [35]. If
the system’s mass is known, as well as the spring constant, it is possible to determine the
acceleration of a given movement, accordingly to its displacement by: (eq. 1)=(eq. 2).
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Figure 2.1: Representation of the operating principle of MEMs accelerometer where k
is the spring constant, x is the displacement of the system with mass m and a is the
acceleration of the mass-spring system, calculated from the equations 1 and 2.
2.1.2 The Accelerometer Signal
The accelerometer signal is composed of a static component, known as the gravitational
acceleration (in g), which is always present (Fig. 2.2) and qualifies the accelerometer as an
inclinometer. In these conditions, an horizontal sensing axis detects acceleration around
0 g and a vertical sensing axis (aligned with the center of the Earth) can detect an accel-
eration value around 1 g [27]. Therefore, the gravitational acceleration offers information
concerning space orientation of the accelerometer and thus, the subject’s posture.
In addition to the gravitational component, accelerometer-based systems show inertial
components, in a local coordinate system in the 3D accelerometer case. Each component
or plane responds to the frequency and intensity of the movement of the subject [19], [27].
There are uniaxial, biaxial and triaxial devices, for 1D, 2D or 3D accelerometers respec-
tively, and its selection depends on many factors such as the aim of the investigation and
its budget.
Due to the characteristics of the accelerometer signal, calibration is an important pro-
cedure and it is performed by placing the accelerometer in a known static orientation
position relative to the given body under study [23]. The reference point is taken as 0
g in a free-fall situation. The acquired data from the accelerometer depends on several
conditions and criteria, which will be further discussed in section 2.1.3.
2.1.3 The Accelerometer Functioning Criteria for Human Activity Analysis
The body acceleration components change continuously during the movement of the
subject, regardless of the accelerometer location. The output data will certainly present
background noise, as the result of electronic factors, motion artefacts and others [48].
An accelerometer can detect rotational and translational accelerations during movement.
The selection of the accelerometer placement becomes very important in this context in
order to reduce these motion effects [14], [28], [40]. The placement of the sensor must be
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studied in order to ensure the patients’ comfort and to assure that the study is performed
as planned [35]. In some situations, where the goal is to study ‘whole body’ movements,
the most used placement is close to the center of mass of the human body, for instance
the sternum [28], waist [19] or lower back, in the lumbar region [41].
The task performed by the subject will produce variations in the detected accelerations.
If the subject is at rest, acceleration is determined by its position according to the grav-
itational direction and it is possible to determine the posture of the subject. It is also
important to consider the orientation of the accelerometer relatively to the body location
for better understanding and analysis of the output data.
Figure 2.2: Representation of a 1D accelerometer on the wrist and respective sensing
axis (in blue) accordingly to the subject’s movement. The orange arrows represent the
gravitational acceleration. In (b) the output of the sensing axis is aligned with the global
horizontal and the gravitational component is null. In (a) and (c) the sensing axis is no
longer perpendicular to the gravitational vector (unlike in b) and will show not just the
body acceleration but a part of the gravitational component (from 0 to 1 g).
2.1.4 Advantages of Accelerometer System
The MEMs technology presents several advantages over more traditional and subjective
analysis, such as:
• Relative low cost and simple to operate compared with traditional optical gait anal-
ysis such as optical markers [13], [18], [19], [27]. It can be applied in real life situa-
tions such as to backup rehabilitation;
• Portability [54], [58]. It can be used in different environments and infrastructures,
not just in a laboratory [10], [13], [23], [27];
• Small size of the accelerometry apparatus allowing the possibility of more test
movements without restrictions [13], [19], [27], [58];
• Allows direct measurement of acceleration in three dimensions, reducing error due
to displacement and velocity [27], [53];
9
2. THEORETICAL BACKGROUND 2.2. Accelerometry Signal Processing
• The ability to record data for longer periods [19];
• Few requirements for energy, memory and processing power [35].
2.1.5 Applications of the Accelerometer Technology
Based on the accelerometers’ operation method and its several advantages, this type of
device presents a wide range of applications, such as military, automotive, industrial or
science and medical fields [10], [18]. In the two latter areas, accelerometry is especially
important due to its several applications and its importance in the clinical diagnosis and
treatment. The following list presents some applications of the accelerometry signal in
the medical investigation field:
• Understand the stability in walking pattern [27] and evaluate walking impairment,
which is a prevalent feature of MS [19], [53];
• Evaluation of PA pattern analysis in many situations, such as skiing [41], control
of the elderly [3], [58], fall prediction [3], [27], [58] and neurodegenerative diseases
diagnosis, such as PD;
• Sleep-control studies as well as in autism [19] and conditions with mobility-impairment,
such as obesity or stroke.
2.2 Accelerometry Signal Processing
For the signal processing step the knowledge of the particular characteristics of the signal
as well as specific filtering and conversion techniques are mandatory. This process allows
a better analysis of the critical information and the higher reliability of results. In this
section, the characteristics of accelerometry signals and a short approach of the necessary
conversion, filtering and segmentation techniques applied to ACC signals are described.
2.2.1 Characteristics of the Signal
As mentioned in section 2.1.2, the ACC signal is constituted essentially by the gravi-
tational acceleration and the linear or body acceleration due to the human movement.
There is also a third component related with the intrinsic noise of the electronic system
and measurement conditions [14], [35].
For a careful analysis of the body acceleration, a separation between the gravitational
and linear accelerations is required. However, both overlap in the frequency spectrum,
making the filtering step more difficult: the linear acceleration is contained mostly below
15 Hz [48] and the gravitational is extended from 0 up to several Hz [28], [35].
10
2. THEORETICAL BACKGROUND 2.3. Machine Learning
2.2.2 Filtering and Segmentation Process
The raw data generated by the accelerometric device can be recorded or wirelessly trans-
mitted, which is then followed by data conversion and filtering techniques [23], [35], [54].
Data can be converted to acceleration units, ms 2 or g [41], according to the device speci-
fications and acquisition type.
Afterwards, an high-pass filter is applied to the raw data signal with a cutting frequency
(with different frequency values according to the literature). While F. Foerste and co-
workers [14] applied a 0.5 Hz cut-off high-pass filter frequency to all the signals, [35]
used a 0.25 Hz cut-off frequency on a second order Butterworth high-pass to separate
both accelerations, body and gravitational components.
Segmentation can be applied throughout several approaches, which help to clearly iden-
tify the most relevant properties of the signal and the most important information ob-
tained from the dataset to use in the feature extraction and selection.
Timing and sliding windows may be considered as segmentation methods and the most
important questions about these techniques are: What is the most suitable length of each
window? Is an overlap percentage required? All these questions should be answered in
order to maximize the information and high resolution is obtained from the signal [32],
[35], [39], [50].
2.3 Machine Learning
Machine Learning is considered a subarea of Artificial Intelligence since those algorithms
make computers learn how to behave more intelligently by somehow generalizing rather
than just storing and recovering data items. This field offers a wide variety of methods
for PA recognition and many of them may be based on the feature representation of ac-
celerometry signal. There are essentially two types of machine learning algorithms:
• Unsupervised learning or clustering – where the system receives unlabeled dataset
with no information about the class to which each point belongs to [44]. In this
method, data points are grouped into clusters based on similarity of some metric
[12], [17], [25], [35]. The goal of clustering is to determine well-separated and ho-
mogeneous groups. In other words, the system must have simultaneously similar
entities belonging to the same cluster and different entities belonging to different
clusters [4], [42];
• Supervised learning or classification – is a process which identifies unknown and
unlabeled data with a training set of data base. This database contains information
about all known classes [24], [26], [55] and this method will be introduced in more
detail in the section 2.3.1.
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There is a hybrid machine learning type named semi-supervised learning, where only
a portion of the training dataset are available and the unlabeled data part is also used in
the learning process [24], [25].
2.3.1 Machine Learning Techniques
Generally clustering methods aim to identify and organize a dataset into different la-
beled groups, through their similarity in order to provide meaningful information from
the original dataset. These groups are called clusters and they can differ in shape, size
and density [25]. Values that belong to the same cluster show a higher similarity between
them than to different clusters [25], [31], [35], [44]. The collected data can be analyzed
with clustering methods for PA recognition through different extracted features [50].
Clustering is essential when an identification of unlabeled data is required and it can be
applied to different types of data, such as binary, categorical, numeral, ordinal, textual,
spatial, and temporal, among others [31], [32]. The quality of the final results depends on
both the implemented clustering method and the adopted approach [25], [44].
Dataset can be named static if its features do not change with time and the majority of
clustering methods have been implemented on static data [31].
Clustering itself is not a specific algorithm but rather a general task that comprises differ-
ent algorithms and methods. In the following sections, general-purpose clustering algo-
rithms used in time series clustering studies will be briefly addressed and measurements
to study the similarity between data points, such as the requested criteria for performance
evaluation of the final results [25], [31].
On the other hand, for supervised learning and for an in-depth study of PA recogni-
tion, it would also be interesting to use the Markov model application, which aims to
present results from the present outcomes through probabilities. This model is used for
modelling conditions of the occasions that may happen repeatedly over time or for mod-
elling predictable events that take place over time [15].
The main steps for application of the Markov Model are essentially: enumerate the states
(in this case, states are all the activities performed by the subject in the accelerometry
study) and define admissible state transitions; identify the probabilities and associate
them with the transitions; identify the outcome values and determine the expected re-
sults.
Therefore, it is possible to analyze the transition between the most probable activities
with all the original data. For instance, activity transition between the seating and run-
ning tasks is not possible without the activity “to get up” between both first. The subject
needs to seat, after to get up and then to run. Without the get up task in the middle
the subject cannot start to run in the seated position. Thus, the “sit-run” transition will
show a low probability of happening. All these transitions are crucial for a good Markov
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analysis and for credible PA recognition results [16], [17], [43], [55].
2.3.2 Unsupervised Learning Methods
Unlike static data, feature time series contain values which change over time [31].
Time series clustering may be divided into two groups: “whole clustering” and “subse-
quence clustering”, which is performed on several individual time series or on sliding
window extractions of a single time series, respectively [35]. Moreover, time series clus-
tering requires a clustering algorithm which divides the dataset into different clusters.
The choice of algorithm depends on the type of dataset available and the goal of the re-
search. It is used initially to convert time series into static data format in order to use the
static data algorithms [28], [37]. In the existing literature based on PA recognition with
accelerometry data, clustering methods vary according to the intended approach [28].In
agreement with [22], clustering methods are classified into five classes: partitioning class;
hierarchical class; model-based class; density base class and grid-based class.
Each of these classes is summarized below as well as some of the most important clus-
tering algorithms belonging to the Scikit-learn library. The latter is a machine learning
algorithm collection for supervised and unsupervised environments with an useful in-
terface strongly integrated within the Python language [46].
Partitioning Class Initially, the unlabeled data is divided into k partitions (clusters) and
each partition contains at least one data object. A cluster has a crisp partition when
each data object belongs to just one cluster and this type of partition is present for
instance in the k-means algorithm. On the other hand, a fuzzy partition allows one
data point to exist in more than one cluster with a different degree [25], [31], [44].
• K-Means - The k value (number of clusters) is defined and k points are cho-
sen at random as cluster centers. All data points are assigned to their closest
cluster center according to some metric and the centroid of each cluster is cal-
culated. This process is repeated and for each iteration the centroid position
will change due to re-calculation by averaging all the points in the cluster. The
relocation of the data points and the computation of each clusters’ centroid is
stopped when almost no change is observed or when the process is below a
defined threshold [12], [17], [31]. Advantages: simplicity, efficiency and high
computing velocity for large datasets [24]–[26], [33], [35], [42]. Limitations:
The final clusters are sensitive to the initial cluster centers [24] and this method
requires the knowledge of the k-value (number of clusters) [4], [25].
• Mini Batch k-means - It is a variant of K-means method and uses mini-batches,
which are subsets of the original data, arbitrarily sampled in each iteration
and define a local solution. For each data point, each centroid is updated
by averaging the sample and all previous samples assigned to that specific
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centroid. Advantages: minimize time complexity compared to the original
method. Limitations: This algorithm outputs less accurate results than the
original k-means method.
• Affinity Propagation - This method clusters a dataset by sending messages be-
tween pairs of samples until they converge. These messages are scalar values
and represent the suitability for one data point to be the exemplar (representa-
tive) of the other, which is updated in response to the values from other pairs.
This update procedure continues until convergence and the final clustering is
obtained. Annex A of this document includes more information for a detailed
analysis of this clustering method, such as all parameters and python code
used in this work. Advantages: for small or medium sized datasets, choosing
the number of clusters based on the dataset provided [56].
Hierarchical Class Is based on dataset division into a hierarchical decomposition, cre-
ating a tree shaped structure. This hierarchical division can be performed in an
agglomerative (“bottom up”) or in a divisive method (“top down”). The agglomer-
ative technique classifies data objects in individual clusters and then merges clus-
ters into wider groups based on criteria defined by the user. This approach ends
when all data objects are in the same cluster or when certain conditions are satis-
fied. The divisive method is the opposite of the latter because all data objects are
defined as a single cluster and then they are separated into different groups, based
on specific criteria [25], [31], [44].
• Spectral Clustering - This method involves complex calculations where the
first step consists in the similarity matrix construction based on the data ob-
jects, followed by the associated Laplacian matrix computation. The eigenval-
ues calculated from the Laplacian matrix will be finally clustered with k-means
[9], [31]. Limitations: Requires the K-value initially and it is appropriated for
only few clusters. Advantages: Very efficient for sparse datasets up to sev-
eral thousands and analyses data as a graph partitioning problem without any
supposition on the shape of the clusters.
• Ward - Clusters the dataset with an agglomerative approach. The Ward tech-
nique is based on the minimal variance criterion and two clusters will be ag-
glomerated into one when a defined value is not reached. Otherwise, those
clusters will be apart [31]. Limitations: Requires the K-value initially.
Model-based Class Defines a model to assign to each cluster and tries to fit all data ob-
jects to the specified model [31].
Density-based Class In this method, a cluster grows up until its neighborhood density
is lower than a defined threshold. The density refers to the present number of data
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objects [31].
• DBSCAN - Clusters are areas of high density and are separated by regions of
low density and therefore can express any shape in opposition to the k-means
algorithm output. A core data point belongs to the regions of high density and
therefore each cluster is a set of core data points. Every non-core data point
that presents a large distance from any core sample is defined as an outlier.
Advantages: It finds the number of clusters automatically.
• Mean Shift - It is a versatile algorithm which estimates the global density re-
ducing computational complexity. This approach studies the feature’s space
as a probability density function in which the local maximum corresponds to
the formed clusters. For each data sample, a window around this maximum
point is defined and the sample mean is computed. For each iteration the win-
dow is shifted to the mean and this procedure is repeated until a defined value
is reached [6]. Advantages: This procedure defines the number of clusters au-
tomatically and does not constrain to the clusters shape.
Grid-based Class This method divides the space object into a number of cells. This di-
vision forms a structure in a grid shape where clustering techniques can be applied
[31].
The clustering distance metric it is also an important component for clustering algo-
rithms. Several distance measurements may be applied, which will influence the final
results [31], [44] such as the Minkowski Distance, expressed by:
d[k, l] = (
∑d
i=1(|xik − xil|)s)1/s(eq. 3)
where s represents the order of the function and depending on its value different names
for Minkowski distance arise: for s=1, it is called Manhattan or City-Block distance, in
which the distance between two data points equals the sum of the difference of their co-
ordinates (for a horizontal or vertical move in adjacent cells it is 1 unit and for crossed
move, it will be 2 units [33]). On the other hand, for s=2, the distance is called Euclidean
and it is the minimum sum of squares of its coordinates [20].
All clustering methods referred above will be used in this thesis with the Euclidean dis-
tance to find the most suitable techniques for PA recognition.
2.3.3 Procedures for K-value Estimation
If some clustering algorithm being used requires the previous knowledge of the num-
ber of clusters (k-value) such as k-means and Ward methods, one solution may be to try
different possibilities and check which is the most suitable k-value. To find the k value au-
tomatically presents a major difficulty and one solution would be the one that minimizes
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the total squared distance of all points to their cluster center [24], [25]. The following list
is a small approach of the most used K-identifying procedures.
Gap statistic - The Gap statistic performs a comparison between the resultant value from
the square error criterion, Wk, and a reference distribution with no obvious clustering
(E∗nlog(WKb)) such as an uniform distribution. Gap statistic computation is represented
as:
Gap(K) = E∗nlog(WKb)− log(WK) (eq. 4)
where:
WK =
K∑
k=1
1
2nK
DK (eq. 5)
and
DK =
∑
xi∈CK
∑
xj∈CK
||xi − xj ||2 (eq. 6),
which represents the sum of intra-cluster distances between points in the cluster CK
containing nK samples.
To compute E∗nlog(WKb), the average of B copies is computed. Each of these copies is
generated by the reference distribution and will show a certain standard deviation, sdk,
used in:
sK = sdK
√
1 + 1B (eq. 7)
Finally, the k-value is defined for the smallest K found, such that
Gap(K) ≥ Gap(K + 1)− sk+1 (eq. 8) [7], [38]
Elbow method - The “elbow” method offers a solution based on intra-cluster variance.
The elbow method shows the percentage of variance explained by the ratio of clusters
and its number. Initially, this curve increases sharply, reaching a plateau, which corre-
sponds to the percentual difference between different k-values. This value corresponds
to k-value [52].
Bayesian Information Criterion -The Bayesian Information Criterion (BIC) is a statisti-
cal criterion for model selection, which may also be used to unravel clustering problems
for finding the number of clusters [49] . The authors from [49] have proposed a method
to identify the number of clusters through the knee point detection of the resulting BIC
curve, represented by:
BIC = L(θ)− 12mlog(n) (eq. 9)
where L(θ) is the log-likehood function of the accelerometry data , m is the number of
clusters and n is the size of the dataset.
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2.3.4 Clustering Performance Evaluation
The final and most important goal of clustering is to obtain new information, knowledge,
from the original dataset and it is crucial a judicious and careful assessment of the final
results. For clustering validation it is important to be aware that different parameters or
approaches may result in different clustering results, even with the same algorithm and
initial dataset. So, it is important to adopt initially certain criteria to get the results as
objective as possible [31].
There are two different evaluation types: known and unknown ground truth, with and
without knowledge about the clusters’ number, respectively [31]. In the first, after a
clustering performance evaluation, it is possible to assess if the separation of the data is
similar to the available ground truth set. In this situation it is important to create a data
annotation as a ground truth, such as manual annotation in each activity performed in a
given moment. With an unsupervised learning, a data annotation is required to evaluate
the performance of the adopted algorithm and to verify the labeled results [28], [35], [44].
For clustering performance evaluation two methods were used in the present work:
Hungarian Assignment - With two solution sets, the predicted labels and the ground
truth set, it is possible to measure the distance between both for label vector comparison.
Unlike the supervised learning process, the labeling of the predicted clusters on the data
set must correspond to the ground truth available only up to an unknown permutation
of the indices. If two partitions of the data set are equivalent but its labelings are repre-
sented in a different form (for instance, for k=2, in the first partition the cluster labeled
1 is labeled 2 in the second one and vice-versa), there is an ambiguity. This problem is
inherent to the unsupervised learning due to lack of information about data labeling. To
overcome this ambiguity the labelled indices in one predicted solution are permuted in
order to increase the agreement between the two solution sets under comparison. This
ambiguity can be minimized through the Hungarian method with a matrix construction
based on the labels and the ground truth similarity. This evaluation method measures
the fraction of differently labeled points through the diagonal of the resulting matrix [29].
Adjust Rand Index - No conjecture is performed on the cluster arrangement and this
technique can be used in an unsupervised environment, ignoring permutations. With a
ground truth class assignment as C and with k as the number of clusters, we have:
RI = a+b
C
nsamples
2
(eq. 10) and ARI = RI−E[RI]max(RI)−E[RI] (eq. 11)
where a is the number of pairs of data points that are in the same cluster in C and in the
same cluster in k and b is the number of pairs of data points that are in different clusters
in C and in different clusters in k. C(nsamples)2 in expression (eq. 10) is the number of pos-
sible pairs in the dataset. Nevertheless, if the k-value is close to the number of existing
data points, it is possible to obtain a Rand Index (RI) value close to zero. Therefore, we
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can adjust the index to the ARI value, shown in (eq. 11) [9], [35].
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Acquisition Systems and Procedures
The HAR systems developed and studied in the present work with a dependent subject
approach are based on the processing of several ACC datasets. The analyzed data is
formed by three databases: the online available PAMAP database, the FCHA database
acquired from 9 volunteers in the Champalimaud Foundation and the clinical database.
3.1 Foundation Champalimaud Human Activity database
Daily routine activities require many complex movements and positions and this com-
plexity diverge according to each subject, namely in terms of velocity and time duration.
This complexity makes signal acquisition from ACC sensors even more challenging if
these physical activities are carried out in a non-controlled environment.
The algorithm created in this thesis aims to recognize and distinguish all activities present
in the protocol, which is formed by 3 types of postures of static nature, and 6 movements,
of cyclic nature, listed on table 3.1.
All 9 tasks shown in Table 3.1 were performed by 9 volunteers with an age range from
23 to 44 years old. Tri-axial accelerometric sensors were located on the waist and on the
wrist (figure 3.1) with a frequency sampling of 800 Hz and a resolution of 16 bits. How-
ever, only the waist sensor was used for data analysis. The ACC data acquired in this
protocol forms the Foundation Champalimaud Human Activity (FCHA) database. Data
acquisition was carried out in the Champalimaud Foundation, with the OpenSignals soft-
ware [51]. The collected data was initially saved in h5 format and then analyzed and
processed with the Python language [35].
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Table 3.1: Set of activities performed by 9 volunteers in order to collect its ACC data and
to create the FCHA database.
Postures Movements
Walking
Standing Running
Sitting Ascending Stairs
Lying Down Descending Stairs
Cycling
Jumping
Figure 3.1: a) Wrist tri-axial accelerometer; b) waist tri-axial accelerometer and respective
acceleration components’ directions; c) Axis orientation of the waist sensor relative to the
volunteer’s body.
The adopted protocol is composed of two approaches, a controlled and a non-controlled
environment stage, in order to test and exploit the algorithm’s performance in different
acquisition conditions (Figure 3.2). In the first part, several activities such as standing,
sitting, walking, running and lying down were performed with a pre-defined order and
time, excluding the ascending and descending stairs tasks. The walking and running
activities were carried out in a crosswalk with pre-defined velocities (of 4 km/h and 10
km/h respectively). In the non-controlled environment, a list of activities is defined and
the volunteers could choose the activities from the list and the order which they wanted
to perform them. Task repetitions were also allowed. In this approach the speed and
duration time were chosen by the volunteers in order to create as much as possible a real-
istic acquisition environment, similar to a daily routine. The activities are listed in Figure
3.2.
Figure 3.3. shows the acquired accelerometry signals with the first stage of the adopted
protocol, the controlled environment.
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Figure 3.2: Recorded Movements and respective labels and time duration for each pro-
tocol. The set of signals acquired from this protocol is called FCHA (carried out in the
Champalimaud Foundation) database.
Figure 3.3: Representation of all three components (x,y and z) of the acquired ac-
celerometry signals in the first stage of the protocol, the controlled environment, in the
OpenSignals software [51]. The accelerometer signals refer to the subject01s’ activities
execution.
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3.2 PAMAP database
The ACC signals database of this study also included the PAMAP database, available
at [45] in order to verify the created HAR system performance with acceleration data at
different resolutions and sensor locations. The PAMAP signals were acquired with a sam-
pling frequency of 100 Hz and a resolution of 13 bits. The same 9 activities were selected
from those presented in the PAMAP data, listed in the table 3.2. The data was acquired
from 8 volunteers with an age range 24-32 years and the 3D-accelerometric sensor used
was placed on the chest. All movement tasks were performed at each subject’s pace, in
order to acquire data on the most realistic condition as possible [45]. However, task du-
ration was defined as presented on table 3.2 and for this reason the PAMAP database is
classified as data acquired in a controlled environment.
Table 3.2: Movements and respective labels and time duration from PAMAP database.
PAMAP Database
Label Movement Time (seconds)
0 Standing 180
1 Sitting 180
2 Walking 180
3 Running 180
4 Lying Down 180
5 Ascending Stairs 60 (twice)
6 Descending Stairs 60 (twice)
7 Cycling 180
8 Jumping 120
The ACC data from the FCHA database corresponds to data acquired in two dif-
ferent environments: a controlled and a non-controlled environment as referred before.
Furthermore, ACC data presents different resolutions with the PAMAP inclusion. This
data variability allows analysis and adaptability of the developed framework in different
situations.
3.3 Clinical database
There is a third database used in this work in order to study the framework application in
a clinical environment. This database was provided by the Human Movement Analysis
Lab from the Politécnico de Setúbal with 120 Hz as sampling frequency. The ACC signals
present in this clinical database correspond to the walking task from 9 asymptomatic and
to 9 symptomatic volunteers. During this protocol, the sensor was placed in the CoM.
Symptomatic patients who participated in the study showed different degrees of neu-
rological dysfunction as a consequence of CVA and other health complications such as
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diabetic peripheral neuropathy and lymphoma. The dysfunction score presented in Table
3.3 did not reflect just the walking ability but also other parameters such as: the reaction
speed, the impairment of reasoning, speech and of other body parts. Therefore, this score
was not be used as ground truth.
This third database was used by the framework developed in the present work as first
potential clinical application showing its usefulness to evaluate the quality of motion.
Table 3.3: Nine asymptomatic (N0-8) and nine symptomatic (P0-8) volunteers and respec-
tive dysfunction type and impairment score. The ND parameter refers to not defined.
Subject Dysfunction Type Impairment Score
N0-8 None ND
P0 CVA 21
P1 CVA 22
P2 CVA 17
P3 CVA 13
P4 Diabetic peripheral neuropathy 20
P5 CVA + lymphoma 22
P6 CVA 15
P7 CVA 10
P8 CVA 14
jhg20There is a third database used in this work in
order to study the framework application in a clinical environment. This database was
provided by the Human Movement Analysis Lab from the Politécnico de Setúbal with
120 as sampling frequency. The ACC signals present in this clinical database correspond
to the walking task from 9 asymptomatic and to 9 symptomatic volunteers. During this
protocol, the sensor was placed in the CoM. Symptomatic patients who participated in
the study showed different degrees of neurological dysfunction as a consequence of CVA
and other health complications such as diabetic peripheral neuropathy and lymphoma.
The dysfunction score presented in Table 3.3 did not reflect just the walking ability but
also other parameters such as: the reaction speed, the impairment of reasoning, speech
and of other body parts. Therefore, this score was not be used as ground truth.There
is a third database used in this work in order to study the framework application in a
clinical environment. This database was provided by the Human Movement Analysis
Lab from the Politécnico de Setúbal with 120 as sampling frequency. The ACC signals
present in this clinical database correspond to the walking task from 9 asymptomatic
and to 9 symptomatic volunteers. During this protocol, the sensor was placed in the
CoM. Symptomatic patients who participated in the study showed different degrees of
neurological dysfunction as a consequence of CVA and other health complications such
as diabetic peripheral neuropathy and lymphoma. The dysfunction score presented in
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Table 3.3 did not reflect just the walking ability but also other parameters such as: the
reaction speed, the impairment of reasoning, speech and of other body parts. Therefore,
this score was not be used as ground truth.There is a third database used in this work in
order to study the framework application in a clinical environment. This database was
provided by the Human Movement Analysis Lab from the Politécnico de Setúbal with
120 as sampling frequency. The ACC signals present in this clinical database correspond
to the walking task from 9 asymptomatic and to 9 symptomatic volunteers. During this
protocol, the sensor was placed in the CoM. Symptomatic patients who participated in
the study showed different degrees of neurological dysfunction as a consequence of CVA
and other health complications such as diabetic peripheral neuropathy and lymphoma.
The dysfunction score presented in Table 3.3 did not reflect just the walking ability but
also other parameters such as: the reaction speed, the impairment of reasoning, speech
and of other body parts. Therefore, this score was not be used as ground truth.
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Framework for HAR systems
In this section two distinct stages related to the clustering step in the proposed frame-
work for activity recognition are described, namely: base clustering and meta clustering
corresponding to procedures to be carried out before and after the clustering application,
respectively.
Several parameters were studied in order to improve as much as possible the clustering
results, such as: filtering and window-length and feature free parameters. This study also
includes the most relevant feature identification for activity recognition to reject those
that reflect irrelevant or even redundant information and to reduce computational de-
mands. These studies are important for feature extraction reflecting the signal’s charac-
teristics and information transmission to the clustering algorithm composing ACC data.
All these studies are explained in detail in the section 4.1.
Finally, the last section (vide section 4.2) highlights the importance of a ground truth
availability to compute several algorithms, such as the Hungarian Assignment and the
Hidden Markov Models application.
4.1 Base Clustering
The segmentation stage belongs to the base clustering stage and it will affect the observer
perspective regarding the acquired signals according to the window length used. After
segmentation, feature extraction consists on the search for the values representing rele-
vant information about raw data. This information can represent the shape of the signal
or how it behaves over time or frequency, such as for instance the mean or the standard
deviation values.
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Feature Selection is also an important step to implement after feature extraction because
it influences the final outcome. This stage is essential when there is a massive amount
of information with a vast quantity of features, where some of which are not completely
essential for the clustering step or provide redundant information [32], [44]. Therefore,
with feature selection procedure the time and computational complexity are reduced and
the accuracy of clustering performance increases. Features must be selected according to
the acquired data and the aim of the investigation. An ideal feature type presents a large
variation between different clusters and a small one between data belonging to the same
cluster [35], [36], [44].
4.1.1 Basic Features and Wavelets Application
It is possible to group features according to different parameters, such as time, statisti-
cal and frequency domains. In the temporal domain, there are several known features,
already used in accelerometry, such as zero crossing rate, autocorrelation and variance.
Other features such as mean, standard deviation, histogram and root mean square are
some examples computed from the statistical domain, that do not depend on the fre-
quency or the time variation of the signal [23], [28], [35], [50], [57]. In the frequency
domain, it is possible to compute the maximum and median frequencies, the fundamen-
tal frequency, the power bandwidth and the Fast Fourier Transform (FFT) coefficients,
through the FFT of the original signal.
In the frequency spectrum analysis through FFT the original data is compared to a fam-
ily of sine functions at harmonically related frequencies. Nevertheless, the FFT does not
provide information about the time at which these frequency components occur, which
leads to the need for a tool that allows us to analyze the signal on both domains.
A wavelet is a specific technique for the time-frequency domain and it is an irregular
waveform of limited duration with zero average value on the time domain. A wavelet
analysis decomposes the original signal into elements. It allows a visualization of the
frequency content over time and consequently a better transient event description in an
accelerometry signal [16], [19], [39]. The decomposition process may be computed at
different levels. A single level decomposition applies two complementary low-pass and
high-pass filters to the input signal, which outputs the approximation and the detail co-
efficients, respectively. The approximation coefficients reflect the main characteristics of
the signal and these values are used as feature coefficients in this work [30].
4.1.2 CUIDADO Features and Log Scale Power Bandwidth Implementation
There are other features, called the "CUIDADO features", applied for the first time for au-
dio signals by G. Peeters in [47] and can be applied and useful for accelerometry studies.
The variance and temporal centroid are two examples of features used in [47], belonging
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to the temporal domain applied in the present work. The variance computes the signal’s
variance over time and the temporal centroid corresponds to the time averaged over the
signal’s energy wave.
On the other hand, in the spectral domain, there are several features such as: the total
energy which estimates the signal power at a given time; the spectral centroid that may
be described as the barycenter of the distribution of frequencies and their probabilities to
occur; the spectral spread and skewness which are the variance and the measure of the
asymmetry of the distribution defined above, respectively; the spectral kurtosis which
measures the distribution’s flatness around the mean value; the spectral slope and the
spectral decrease, related to the decrease of the spectral distribution through its linear
regression computation; the spectral roll-off point which is the frequency where 95% of
the signal energy is contained below of this value; and the spectral variation, computed
from the normalized cross-correlation between two consecutive amplitude spectra (rep-
resented as spectrum variation) [47].
The MFCC belongs also to the CUIDADO set and is widely used for speaker recognition.
For a more accurate analysis of all accelerometry signals a meticulous analysis in the fre-
quency and amplitude domains would be mandatory. In the present work, the lower fre-
quencies were studied in more detail than higher frequencies through logarithmic scales.
This study was inspired by the audio spectrum and the mel-scale which ultimately lead
to the Log Scale Power Bandwidth (LSPB) feature creation. The inputs for the LSPB are
the motion data (Algorithm 1).
Algorithm 1: Log Scale Power Bandwidth
Input Accelerometry Signal
Output Log Scale Power Bandwidth coefficients
This algorithm concerned five stages:
1. The first stage was the preemphasis of the signal in time domain. This stage filters
a data sequence (the input segment signal) through a digital filter that increases the
magnitude of the signal at high frequencies, thereby improving the signal-to-noise
ratio and using with a pre-emphasis factor of 0.97;
2. The second step referred to the framing which divides the input data into a set of 3
(M) frames, each of these with 256 (N) samples;
3. Next, the conversion of the signal segment into the frequency domain was carried
out through the Fast Fourier Transform application. However, whenever a finite
Fourier Transform is applied and if the start and end of the finite data do not match,
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there will be a discontinuity in the signal. In this case, undesirable high-frequencies
will show up in the Fourier transform. Therefore, a windowing stage must be com-
puted using a Hamming window to ensure both ends match up;
4. 133 Hz and 3128 Hz were chosen as the minimum and maximum frequencies for
the filter bank creation. The triangular filter bank is a set of triangular overlapping
windows in the range 133-3128 Hz. This set of triangular filters, shown in figure
4.1, was spaced linearly at lower frequency, below 199 Hz, and logarithmic spaced
above 199 Hz;
5. The triangular filter bank was applied to the data resulting from the third step.
Finally, the algorithm took the log (in base 10) of the powers at each frequency
and returned the Log Scale Power Bandwidth coefficients as the amplitudes of the
resulting spectrum.
Figure 4.1: Representation of 11 triangular filters belonging to the filter bank used in the
Log Scale Power Bandwidth algorithm.
These new features applied to accelerometry, instead of audio signal alone, might
contribute to the discovery of important movement characteristics never detected before,
such as the Log Scale Power Bandwidth. This new feature is created and applied for the
first time to ACC signals in this thesis and revealed promising results (vide Figure 5.7
from chapter 5).
4.1.3 Filtering and Window-Length Influence
After signal acquisition, most of the literature applies a High-Pass Butterworth filter to
separate the low frequencies from the high frequencies and to remove gravity accelera-
tion [28], [35], [48]. In the present study and similarly to [35], filtering was applied to the
three components accelerometry, x, y, z. The fourth acceleration, the total acceleration, is
computed with all three filtered accelerations and expressed by:
Acctot =
√
x2 + y2 + z2 (eq. 12)
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Table 4.1: List of all features used in the present work and respective domains and num-
ber of output coefficients for each acceleration component: x, y, z, and total acceleration (
2
√
x 2 + y 2 + z 2 ); 1 Refers to all traditional features already applied in accelerometry [35];
2 Refers to the CUIDADO features used in audio recognition; 3 Refers to new features
created and implemented in this work.
Feature Type Number of Output Coefficients (for each
acceleration component)
Statistical
Skewness 1 1
Kurtosis 1 1
Histogram 1 10
Mean1 1
Standard Deviation1 1
Interquartile Range1 1
Time
Root Mean Square1 1
Median Absolute Deviation1 1
Zero Crossing Rate1 1
Pairwise Correlation1 3 (in total)
Autocorrelation1 1
Temporal Centroid2 1
Variance2 1
Frequency
Maximum Frequency1 1
Median Frequency1 1
Power Spectrum1 2
Fundamental Frequency1 1
Power Bandwidth1 10
Log Scale Power Bandwidth3 40
Total Energy2 1
Spectral Centroid2 1
Spectral Spread2 1
Spectral Skewness2 1
Spectral Kurtosis2 1
Spectral Slope2 2
Spectral Decrease2 1
Spectral Roll-off 2 1
Time-Frequency
Wavelets 2 20
For a better understanding of the filtering influence on the clustering performance, a
study related to its application was carried out and presented in chapter 5, section 5.4.
The next step involves signal segmentation for the subsequent feature extraction. The
ACC signal is divided sequentially into a finite number of segments with a predeter-
mined length, called windows. Each segment is used as an input for the clustering algo-
rithms, i.e., each window will present its own features.
The choice of the segment length is based on the resolution and information required
in each window. The smaller the segment length, the higher the resolution, however a
larger window covers a greater amount of information regarding a particular physical
activity or position.
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A signal segment should contain only information concerning one physical activity and
this must be taken into account for a proper window length selection to avoid ambigu-
ous labeling. For this study the FCHA database was used and several window lengths
in multiples of its sampling frequency (800 Hz), from 800 to 4000 samples were tested
in order to find the most suitable length for the developed framework. The results are
presented in chapter 5, section 5.1.
4.1.4 Free Parameters
A smaller set of features were chosen from those available for feature selection (listed
in Table 4.1). Similarly to [35], all features used were gathered in a JavaScript Object
Notation (JSON) file, which gives all pertinent information such as: feature description,
imported libraries, input parameters and free input parameters. Table 4.1 shows all fea-
tures extracted from each component of the accelerometry signal with the total of 423
features.
The free input parameters are pre-defined values used in some feature algorithms and
will influence the respective feature calculation, such as the desirable number of bins for
the histogram computation. The free input parameters used in some feature algorithms
such as the histogram, cepstral coefficients and power bandwidth, are those with the
highest ARI accuracies in [35].
Wavelet decomposition is part of the development and exploration of the present work,
which also requires free parameters. The developed algorithm computes the wavelet
decomposition of the input signal using the level decomposition value as a free input
parameter. Therefore, 15 decomposition levels were studied in order to find the best de-
composition level for activity recognition (vide chapter 5, section 5.3). The level with the
highest ARI accuracy will be adopted as a free parameter for the wavelets algorithm.
In addition to all the aforementioned information, the JSON dictionary also outputs
the number of extracted features from each feature type, the name of the function, the
source code and references.
4.1.5 Normalization and Forward Feature Selection
After free parameter identification, it is necessary to select the best features for the HAR
system. Since the feature computation is a time consuming and computationally heavy
task, it is recommended to identify the most suitable features for activity recognition.
Feature’s normalization to zero mean and unit variance is adopted before the generation
of any selection of features. This stage avoids unreliable results originated from the in-
fluence of different magnitudes on all the features.
The selected features are directly related with the information extracted from the ACC
signals which allows data organization inside each cluster by the clustering algorithms.
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The protocol for feature selection is based on the “Forward Feature Selection” protocol
and aimed to select 10 features at most (vide chapter 5, section 5.6). This study is pre-
sented in figure 4.2 and is described by the following steps:
1. Elimination of the redundant information: Correlation between all features and
removal of the redundant features. The second feature was removed when two
features showed correlation values greater than or equal to 0.98. The resulting set
from this correlation and elimination stage was called A;
2. Selection of the best fitting features: 20 features with the highest ARI value were
chosen among the set A. This new set of 20 feature types was named set B. The
feature type from B with the highest ARI accuracy was collected to a new group,
called set C. This feature type was removed from set B and added to the set C.
Next, the feature selection algorithm combined the set C with the existing feature
types from set B and the combination with the highest ARI value is identified. The
new feature type belonging to B and to the identified set was collected by C. In
each iteration, a new feature was removed from B and collected by C. This iterative
procedure was repeated until C shows the best 10 feature types;
3. Saving the final results: The algorithm finished the procedure and saved the name
and the ARI accuracies of the 10 best feature set.
Figure 4.2: Overall structure of the Forward Feature Selection algorithm. All features
from all four domains (statistical, time, frequency and time-frequency) are used in this
algorithm. The set A is formed by all features with a correlation value lower than 0.98.
The set B is formed by 20 features with the highest ARI values. The set C is formed by
N features resulting from the combination process between the feature with the highest
ARI value and other features from set B. In each iteration, the best combination will be
collected by C until N=10.
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4.2 Meta Clustering
After feature extraction several unsupervised learning methods are used for activity recog-
nition such as K-means, Mini Batch K-means, Affinity Propagation, Mean Shift, DB-
SCAN, Spectral Clustering and Ward. All these clustering algorithms explained in chap-
ter 2 structure data such that the inter-cluster similarity is low and intra-cluster similarity
is high according to the respective metric.
In the present work, the best clustering methods are identified for each existing cluster-
ing class in order to minimize the number of clustering techniques to use and to reduce
the computational demands (vide chapter 5, section 5.2).
After the clustering stage, some studies were carried out such as the HMM applica-
tion in order to improve as much as possible the performance evaluation. All the Meta
clustering procedures are supported by an annotation document for the ground truth
availability.
4.2.1 Signal Annotation
The annotation document concerns all the labels and time interval logs that delimit each
activity performed by a given volunteer. This annotation is a crucial task to select only
the activities segments properly. Therefore, segmentation is not applied to the entire
signal. Only physical activities are taken into account for the feature extraction and not
the transitions between physical tasks.
The initial and final time of each activity was annotated in a JSON file created for each
acquired signal. In addition to the annotation task, the present work added an extra
stage where motion series of all volunteers were videotaped for label and time interval
validation (figure 4.3).
Figure 4.3: Frames of the subject08’s videotape, performing four tasks from the protocol:
running, lying down, climbing stairs and cycling.
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4.2.2 Hidden Markov Model
HMM is a special case of Markov model, as referred in chapter 2, where the observation
is a probabilistic function of the state. In the HMM case, the Markov process shows un-
observed (i.e. hidden) states and there is no knowledge regarding the existing states and
transition probabilities between them [15], [21], [55].
HMM was applied to the clustering results to achieve better results in activity recogni-
tion.
The implemented algorithm uses the ground truth (true labels) by collecting the fre-
quency of transitions between different activities/states, in addition it also defines the
initial state of a given sequence of activities from the most frequent initial state. Recorded
frequencies are then converted to the probabilities of existing symbols and state sequences.
Finally, the testing stage estimates the most probable sequence of hidden states based on
the trained model and on the Viterbi algorithm.
In the present work, HMM uses the labels from the clustering stage as a test set and the
annotated data (ground truth) as training set. The influence of the HMM application was
studied and the ARI results and discussion are shown in chapter 5, section 5.5.
4.2.3 Hungarian Accuracy
The ground truth availability is also crucial for the performance evaluation in an unsu-
pervised approach considering that the predicted labels are verified accordingly with this
information. For clustering performance evaluation, this work presents the ARI and the
HA methods. The HA method outputs a value between 0 and 1, where higher values
(close to 1) correspond to data organization closer to the ground truth. For values close
to 0 the clustering method does not identify the clusters correctly and assigns multiple
clusters to the same activity.
It is possible that the labels provided from the clustering stages present a similar orga-
nization to the ground truth but with different values, i.e., the label 1 from the ground
truth match value 2 from the predicted labels and vice versa. Therefore, to compute the
Hungarian accuracy some steps, detailed in pseudo-code in Algorithm 2, are required
which can be explained with some basic concepts from decision analysis.
The process was initiated by computing the confusion matrix with the ground truth
and the resulting labels from clustering and HMM algorithms. This confusion matrix
represents the profit matrix named matrix A. The higher the value present in each line of
the matrix A, the higher is the compatibility between those labels and the correspondent
column labels.
The next step involved the construction of the cost matrix B, from A in order to apply the
Lower Cost method. This method aimed to maximize the compatibility between labels
from columns and rows of B in order to assign each label from the ground truth to the
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Figure 4.4: Overall structure of the Hungarian accuracy algorithm. The first and second
stages referred to the confusion matrix (A) and the cost matrix computation (B), respec-
tively. Then, the lower cost method and normalization were applied to matrix B. The
Hungarian Accuracy value was achieved through the average calculation of the resul-
tant matrix diagonal.
most suitable label from the predicted labels set.
Matrix C is the result of the Lower Cost method application to matrix B. Figure 4.5 repre-
sents the matrix B and the matrix C resulting from the stages detailed below.
Figure 4.5: Matrixes constructed over the HA method: a) Cost matrix B computed from
the profit matrix A which is obtained from the ground truth and predicted labels from
the clustering and the HMM stages; b) Matrix C is the result of the Lower Cost method
application to the matrix B.
Finally, the matrix C was normalized and the Hungarian Accuracy is computed as:
HungarianAccuracy = average(diagonal of the normalized matrix C) (eq. 13)
The normalization process converted each value of the diagonal matrix into the ratio
between its own value and the sum of all values in the corresponding row. The HA
corresponds to the average value of the diagonal on the normalized matrix C.
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Evaluation of the Performance
Different parameters were studied in order to create the most suitable system for activity
recognition and to achieve the best performances. Only the waist-worn accelerometer
was used for the ACC signals analysis [35].
The window-length in the segmentation process, the filtering influence, the wavelet level
decomposition and the Hidden Markov Model application were tested and the respec-
tive results were compiled in the present chapter. Features and clustering methods were
also selected according to the resulting ARI values in order to improve the clustering ac-
curacy. In parallel to the unsupervised learning data analysis was also performed with
several classification methods, such as Nearest Neighbors, Random Forest and Linear
Discriminant Analysis (LDA).
5.1 Window length Influence
The length of the segmentation window is an important decision for feature extraction
due to its great influence on the accuracy of the clustering results. Different window
length values studied change the signal resolution and the amount of information con-
tained in each signal segment. The most suitable value for segmentation must be defined
according to the information chosen to be extracted from each window and the period of
all activities present in the data.
Five values in the range 800-4000 Hz were tested to identify the most suitable segmenta-
tion length, i.e. with the highest ARI accuracy, for HAR systems. This study was carried
out with all features implemented from the four domains and with the signals from the
FCHA database acquired in a controlled environment. The performance evaluation was
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computed from the K-means output. All values used were multiples of the frequency
sampling and correspond to time intervals from 1 to 5 seconds.
Table 5.1: K-means performance with ARI algorithm according to each chosen window
length. Each result corresponds to the average and standard deviation of the results of 9
individuals, shown in the table in the annex B.1.
Window (samples) ARI(%)
800 81.1± 10.8
1600 81.6± 11.3
2400 84.5± 10.8
3200 85.3± 8.3
4000 87.7± 5.6
Figure 5.1: ARI accuracy with K-means application according to five segmentation
lengths from 800 to 4000 samples. Each point corresponds to the results from the table
shown in table 5.1.
The K-means algorithm showed a performance of 81.1% ± 10.8% and 87.7% ± 5.6%
for windows of 800 and 4000 samples, respectively. The window corresponding to the
highest ARI value was the 4000 sample. Therefore this value was used in the segmenta-
tion process of all studies as the most suitable window length.
It is possible to conclude from the obtained results (Table 5.1) that a smaller window
corresponds to a lower clustering performance due to a smaller amount of information
contained in each segment.
The studied activities have associated positions and movements similar to each other
when analyzed for a short period of time, such as walking, standing and ascending stairs
tasks. In a shorter period of time, periodic movements, such as between ascending two
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steps of ladders or walking two steps, the volunteer displays a standing position which
could easily be confused with the stand still position. Thus, shorter windows belonging
to different activities may present a higher similarity that might lead to lower perfor-
mances.
Furthermore, all windows contain data from only one physical activity in this study and
longer time intervals will present more information regarding the respective task. All the
referred circumstances may be the reason for higher ARI values with longer segmenta-
tion windows.
5.2 Selection of Unsupervised Learning Methods
Most part of the present work involve the study of several clustering techniques such
as K-means, Mini Batch K-means, Affinity Propagation, Mean Shift, DBSCAN, Spectral
Clustering and the Ward method. It is important to select a smaller group of clustering
methods from the original set in order to simplify the ACC studies. The obtained results
are shown in the following sections of chapter 5.
The present work aimed to identify at least one method from each existing clustering
class. This analysis was carried out with: a window segmentation length of 4000 sam-
ples (highest ARI value- vide Table 5.1); all signals from the controlled environment of
the FCHA database (vide chapter 3, section 3.1) and with all implemented features (vide
chapter 4, Table 4.1). The selected methods were chosen according to different require-
ments, such as ARI value and time response.
The table 5.2 presents the ARI accuracy according to each unsupervised learning method
applied and the respective time response (computational time), in seconds.
Table 5.2: ARI accuracy (%) and time response (in seconds) as a function of different
clustering techniques used. Each ARI result shown is the average and standard deviation
of the results of 9 individuals, presented in the annex B.2.
Class Clustering Methods ARI(%) Time Response (s)
K-means 87.7± 5.6 9.3
Partitioning Mini Batch K-means 84.5± 8, 5 8.7
Affinity Propagation 78, 4± 6, 9 1.5
Density Mean Shift 31, 2± 10.7 2.0
DBSCAN 78.4± 7.0 2.1
Hierarchical Spectral Clustering 89.1± 8.8 4.8
Ward 86.3± 8.7 1.2
From the analysis of the table 5.2 it can be concluded that the Mean Shift presented
31, 2%±10, 7% as ARI accuracy and does not show ARI values as high as the other meth-
ods. Therefore the Mean Shift algorithm may be less accurate for ACC signals analysis.
The DBSCAN was therefore chosen as clustering method from the density class.
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Moreover, Mini Batch K-means was considered a familiar K-means with similar clus-
tering results although with an improvement in the time response and slightly worse
results in the cluster division. K-means and Mini Batch K-means achieved performances
of 87, 7% ± 5, 6% and 84, 5% ± 8, 5% respectively. Thus, K-means is preferred over the
Mini Batch K-means.
The Affinity Propagation is another clustering method from the Partitioning class with an
ARI accuracy of 78, 4%± 6, 86%. This method although presented a lower ARI accuracy
compared with the K-means showed a much lower time response (Affinity Propagation
showed a time response of 1.5 seconds and K-means of 9.3 seconds) and it did not require
the k-value initially, i.e. number of clusters, which made this algorithm a good choice as
well. Overall, the Spectral Clustering, with a performance of 89, 1% ± 8, 8% was better
than the Ward method with 86, 3%± 8, 7%. Nevertheless, Ward was chosen from the Hi-
erarchical class due to its shorter time response.
5.3 Wavelet Level Decomposition Influence
Some features used in the present work required input parameters which influence the
final results. These input values are called free parameters and are important for the per-
formance of the created framework as can be observed in the final results of the present
study.
Wavelets decomposition process is part of an algorithm which computes features from
an input signal whose output is formed by the decomposition coefficients, as referred in
chapter 4, subsection 4.1.1.
The wavelets process required a decomposition level as input which must be chosen ac-
cording to the achieved ARI values. Fifteen decomposition levels were analyzed, from 1
to 15, and the respective ARI values are shown in figure 5.3. Only the wavelets decom-
position coefficients were used as features on the 4000 sample window length (highest
ARI value - vide Table 5.1.). This analysis was performed on the FCHA controlled envi-
ronment database (vide chapter 3, section 3.1).
Figure 5.2 shows the colormap of the predicted labels from each level decomposition.
The decomposition levels from the chosen range show different colors between different
activities labels and small color variation within the same label. Moreover, the initial
and final time instances of each label must match the same transition moments of the
ground truth set. The set with the best defined labels compared to the ground truth was
composed by the 7th, 8th and 9th decomposition levels, suggesting that the most suitable
level should be within this range.
Analysis of Figure 5.3 confirmed the visual indication and level 8 was the one that best
identified the activities present in the ACC data and showed the highest ARI accuracy,
with 76.8% ± 7, 7%. All other decomposition levels presented ARI values lower than
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Figure 5.2: Colormap of the ground truth and the predicted labels from each wavelet
decomposition level studied, from level 1 to 15. A colormap shows the same color for
similar values which means that samples belonging to the same physical activity must
show the same color. The most suitable range of decomposition levels for activities recog-
nition is formed by the 7th, 8th and 9th levels.
Figure 5.3: Representation of the clustering performances with ARI accuracy according
to each wavelet level decomposition applied from 1 to 15. Each point corresponds to the
average of the results lodged in the annex B.3.
72%, as shown in Figure 5.3. The chosen decomposition level will be used as a free input
parameter in the wavelets algorithm.
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5.4 Filtering Influence
The filtering stage, which regards the signal processing step in the revised literature, in-
fluences the quantity and quality of the information available to the clustering methods
[28], [48].
A High-Pass Butterworth filter was applied with a cut-frequency of 0.25 Hz [35] in order
to separate the GA and the BA components and analyze its influence in the final perfor-
mance. The study was performed with the signals from the FCHA database acquired in
a controlled environment, with all the implemented features and window length of 4000
samples (vide section 3.1 and Tables 4.1 and 5.1, respectively). All ARI accuracies with
and without filtering and its improvement in percentage (%) are shown in table 5.3 and
in figure 5.4. The improvement values shown in the present section were achieved by:
Improvement(%) = 100(x2−x1)100−x1
where:
x1 - ARI accuracy value for BA component
x2 - ARI accuracy value for BA and GA components
Table 5.3: Clustering performance with the ARI algorithm with and without filtering
stage. Each clustering method result corresponds to the average and standard deviation
of the results of 9 subjects, presented in appendix B.4.
Clustering ARI(%) for ARI(%) for BA Improvement (%)
Methods BA component and GA components
K-means 64.9± 10.0 87, 7± 5, 6 64.9
Affinity Propagation 58.1± 10.5 78, 4± 6, 9 48.5
DBSCAN 54.4± 9.9 78, 4± 7.0 52.6
Ward 68.1± 10.8 86.3± 8.7 57.1
From table 5.3, it can be concluded there was a significant improvement on the ARI
accuracy with the addition of the GA components. Improvement results such as 64.9%,
48.5%, 52, 6% and 57.1% were obtained for the K-means algorithm, Affinity Propagation,
DBSCAN and Ward, respectively.
The improvement with both BA and GA acceleration components, was due to the avail-
ability of more information regarding the performed movements at low frequencies. By
filter application, the information from the BA component located at low frequencies
that may be important for the identification of certain activities is lost. The GA compo-
nent provides posture information which allows further discrimination on some activi-
ties. Furthermore, GA is the acceleration component that allows the distinction of some
tasks without movement, i.e., constant over time such as the standing, sitting and the ly-
ing down positions. None of the latter positions requires body movement and therefore
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Figure 5.4: Clustering accuracy with ARI algorithm with and without the filtering stage
(%) and its improvement (%) in bars shown in table 5.3
the gravitational acceleration is crucial for their identification.
During the protocol, the accelerometer axes vary according to the individual’s position
while the direction and magnitude of the gravitational acceleration is constant. Figure
3.1 (section 3.1), it is possible to infer that the gravity acceleration and the X-axis of the
waist sensor will have the same direction and opposite orientations in the lying position.
This layout means that the X component in a lying position will present a negative and
higher magnitude from the standing up data.
Therefore, the GA component combined to the BA allowed a significant improvement in
the activity recognition (between 49% to 65%), as shown in Table 5.3 and Figure 5.4.
5.5 Hidden Markov Model Application
As previously referred (chapter 4, section 4.2.2), the Hidden Markov Model application
may change the resulting labels from clustering according to the existing states, i.e., ac-
tivities, and its transition probabilities.
All the existing transitions in the test set (predicted labels from the clustering algorithms)
with lower probability of occurrence may be a consequence of cluster miscalculation.
These transition probabilities were gathered from the ground truth (train data) and all
transitions with low probability of occurrence were avoided and replaced by a more
likely transition from the analysis process of the test set.
The influence of the Hidden Markov Model application and its improvement (in %) is
presented in table 5.4. All implemented features were used in this study (vide Figure
4.1), with 4000 samples segmentation window (higher ARI accuracy from Table 5.1) and
with both acceleration components, BA and GA (higher ARI accuracies from Table 5.3).
No filters were used in this study. As previously referred only the ACC signals acquired
in controlled environments from the FCHA database were used (vide chapter 3, section
3.1).
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The improvement values shown in the present section is represented by:
Improvement(%) = 100(x2−x1)100−x1
where:
x1 - ARI accuracy value without HMM application
x2 - ARI accuracy value with HMM application
Table 5.4: Clustering performances through ARI without and with the HMM application
and its improvement. All results from the first and second columns correspond to the
average and standard deviation of the results from 9 subjects presented in appendix B.5.
Clustering ARI(%) without ARI(%) with Improvement (%)
Methods HMM application HMM application
K-means 81.4± 9.8 87.7± 5.6 33.9
Affinity Propagation 78.0± 9.9 78.4± 6.9 1.8
DBSCAN 73.9± 13.0 78.4± 7.0 17.1
Ward 84.8± 8.2 86.3± 8.7 9.8
Figure 5.5: Clustering performances through ARI with and without the HMM application
(%) and its performance’s improvement (%) in bars shown in table 5.4.
The improvement on the obtained performances was 33.9%, 1.8%, 17.1% and 9.8%, for
K-means, Affinity Propagation, DBSCAN and Ward method, respectively. These results
deserve a special attention because there is a significant improvement for certain cluster-
ing methods such as the K-means. Thus, it is important to take into account the HMM
application together with the adopted unsupervised learning method. All improvement
values were positive and the HMM algorithm does not provide heavy computational
demands hence it is applicable to all demonstrated situations.
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5.6 Feature Selection
The final studied parameter of the framework for HAR systems was the identification of
the best set of features. Two analyses were required for this study: the first involves the
search for the best number of feature types for activity recognition and the second test is
the identification of the best feature types to be used.
Forward Feature Selection (vide chapter 4 , section 4.1.5) was implemented in this study
in order to avoid a process of combinations of features and to minimize the computational
demands. As a consequence, parallel computation was not required.
This study used all implemented features from four domains (statistical, time, frequency
and time-frequency), segmentation windows of 4000 samples (section 5.1) and K-means,
Affinity Propagation, DBSCAN and Ward as the chosen clustering methods (section 5.2).
No filters were used in this study and all signals from the FCHA database and acquired
in a controlled environment were used in this study.
For each subject, the best 10 features were computed from the Forward Feature Selection
Algorithm. Figure 5.6 showed the ARI accuracy (%) for each number of features and
for each clustering method in order to select the best number of features to use in HAR
recognition.
Figure 5.6: ARI accuracy (%) as a function of the number of features used. Each symbol
corresponds to a single clustering technique (K-means, Affinity Propagation, DBSCAN
and Ward). Each point corresponds to the average and the respective standard deviation
of the results from 9 subjects shown in appendix B.6.
The figure 5.6 suggests higher ARI percentages from 4 to 7 features. For a more de-
tailed analysis, Table 5.5 shows the ARI values obtained with different clustering meth-
ods and when the framework uses the best 4 to 7 features (sets A, B, C and D respectively)
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and all features.
Table 5.5: ARI accuracy for all features (first column) and for the best set of features (set
A-second, set B-third, set C-fourth and set D-fifth columns). The last row refers to the
time interval used to compute the clustering for each set of features. Each ARI result
corresponds to the average and standard deviation of the values from appendix B.6.
ARI (%)
Clustering All features Set A Set B Set C Set D
Methods
K-means 87.7± 5.6 87.4± 12.8 90.0± 10.0 84.5± 7.5 84.5± 9.2
Affinity 78.4± 6.9 76.9± 10.3 76.9± 10.3 78.3± 6.5 81.2± 6.0
Propagation
DBSCAN 78.4± 7.0 74.2± 9.7 78.1± 11.0 80.4± 6.3 79.8± 10.8
Ward 86.3± 8.7 86.0± 13.9 88.6± 11.7 84.7± 9.0 84.7± 9.0
Time 347.2 107.5 132.1 142.3 145.1
Response (s)
From table 5.5, it can be concluded that set B is the best set for K-means and Ward
performances with 87.4% ± 12.8% and 86.0% ± 13.9%, respectively. On the other hand,
the set C showed higher performance for the DBSCAN method with 80.4%± 6.3% while
the set D showed best performance for the Affinity Propagation with 81.2% ± 6.0%. For
this reason, any choice from set B, C and D is acceptable. For K-means, Affinity Propaga-
tion, DBSCAN and Ward, the clustering performance values are 84.5% ± 9.2%, 81.2% ±
6.0%, 79.8%± 10.8% and 84.7%± 9.0% for set D, 90.0%± 10.0%, 76.9%± 10.3%, 78.1%±
11.0% and 88.6% ± 11.7% for set B. Overall, sets B and D showed similar computing
times (with difference of approximately 13 seconds) and the best accuracy values. In the
present study set D is the set of the best 7 features thus it was chosen for the proposed
framework.
Next, the most suitable set of features that best characterize the overall behavior of ACC
signals was tested. After selecting the best number as 7 features, the best group of feature
types was found through a histogram, where the occurrences of each feature type was
represented. A set of 10 features was computed from each ACC file when the Forward
Feature Selection was computed. For all resulting sets, the percentage of occurrence (in
%) for each feature type was collected and is presented in figure 5.7. This algorithm was
carried out with all implemented features (vide chapter 4, Table 4.1), with segmentation
windows of 4000 samples and both acceleration components, BA and GA.
The histogram shown in Figure 5.7 suggests that the Forward Feature Selection al-
gorithm used with Log Scale Power Bandwidth with an higher frequency, Root Mean
Square, Total Energy, Autocorrelation, Variance, Wavelet Coefficients and the Mean for
HAR systems. Therefore, these feature types are the most used and promising features
for the developed framework. These 7 feature types will be used as input for clustering
methods in the following studies.
Furthermore, the figure 5.7 suggests that the Log Scale Power Bandwidth occurs more
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Figure 5.7: Representation of the Forward Feature Selection results. The algorithm out-
putted the set of the best 10 features for each clustering method. Each column corre-
sponds to all occurrences of each feature type in all resulting sets for each clustering
method. The LSPB initials refer to Log Scale Power Bandwidth and RMS to Root Mean
Square.
frequently (over 20%) than all the other types of features (with less than 20% in all case
occurrences). The Log Scale Power Bandwidth algorithm involves complex stages and
offers a wide number of coefficients as output. The resulting data from those 40 output
coefficients are complementary. One particular coefficient tended to be more sensible in
distinction of two activities due to the variation in behavior over time while the other
coefficient seems to identify better other two different tasks.
Moreover, the Log Scale Power Bandwidth feature uses data from the lower frequen-
cies (vide section 4.1.2 from the chapter 4). A detailed analysis in this frequency range
suggested that there was important information for activity recognition in accelerometry
and the elimination of the filtering stage allowed the information preservation at low fre-
quencies.
It was possible to observe from figure 5.8, and in opposition to the others features, that
each Log Scale Power Bandwidth coefficient showed an overall distinction of all sub-
jects activities carried out by the volunteers. Therefore the choice of this type of feature
from the Forward Feature Selection as the best feature is justified for its greater ability for
activity discrimination.
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Figure 5.8: Horizon Plot with some features’ coefficients from the X-axis acceleration
component varying over time according to the type of activity performed. The visualized
feature coefficients belong to the FCHA database, acquired in a controlled environment.
In the feature coefficients names x refers to the coefficients of the x-axis acceleration com-
ponent. LSPB refers to Log Scale Power Bandwidth and the final number in each name
refers to the feature coefficient’s value. The first row of the figure formed by numbers
from 0 to 6 refers to different physical activities: Standing (0), sitting (1), walking (2), run-
ning (3), lying down (4), ascending stairs (5) and descending stairs (6). The blue and the
red colors correspond to positive and negative values, respectively. The color intensity
increases with the respective absolute value.
Some difficulties referred in [35] were identified in this work. However some of them
were overcome due to the presence of the GA component in the processed data and the
use of the Log Scale Power Bandwidth and Wavelet coefficients as features. Some of
these difficulties involved the hard discrimination between sitting and standing positions
and between walking and running activities. The Horizon Plot in figure 5.8 showed the
variation of six Log Scale Power Bandwidth coefficients, six Wavelet coefficients and one
coefficient from the Autocorrelation, Mean, Root Mean Square, Total Energy and Variance
over time. It is possible to observe that feature types such as Log Scale Power Bandwidth
and Wavelets are important for the standing and sitting positions distinction as well as
in many other tasks.
5.7 Clustering Evaluation for Activity Recognition
5.7.1 Human Activity Recognition with a controlled approach
After choosing all required parameters for the framework construction, the ACC sig-
nals from the FCHA database acquired in a controlled environment and those from the
PAMAP database were applied to the developed algorithms set. In this study, unsu-
pervised and supervised learning approaches were applied. Tables 5.6 and 5.7 show all
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results achieved with the ARI and the Hungarian methodologies application after the
clustering and the classification stage, respectively.
The PAMAP signals were acquired with a frequency sampling of 100 Hz while the FCHA
database is formed by ACC signals acquired with 800 Hz. No filters were used in this
study. Thus, this data showed different resolutions which influence the amount of infor-
mation available for the clustering and classification methods.
Table 5.6: Clustering evaluation with the ARI and the Hungarian methodologies (in %)
for K-means, Affinity Propagation, DBSCAN and Ward. Each result corresponds to the
average and standard deviation of the results shown in the annex B.7.
Clustering (ARI %)
Databases K-means Affinity Propagation DBSCAN Ward
FCHA 84.5± 9.2 81.2± 6.0 79.8± 10.8 84.7± 9.0
PAMAP 61.6± 13.9 63.0± 0.2 74.3± 16.1 60.5± 13.7
Clustering (HA %)
Databases K-means Affinity Propagation DBSCAN Ward
FCHA 89.1± 7.4 73.2± 8.0 76.6± 9.7 87.1± 8.9
PAMAP 74.5± 8.4 83.9± 13.7 70.8± 10.1 71.1± 10.4
Table 5.7: Classification accuracy (in %) with Nearest Neighbors, Random Forest and
LDA methods. Each result corresponds to the average and standard deviation of the
results shown in the annex B.7.
Classification (Accuracy %)
Databases Nearest Neighbors Random Forest LDA
FCHA 97.8± 6.7 95.4± 12.6 98.6± 4.3
PAMAP 99.4± 1.2 97.9± 3.9 98.0± 2.4
The results obtained within the ARI method range from 79.8%±10.8% to 84.7%±9.0%
and from 60.5%± 13.7% to 74.3%± 16.1% for the FCHA and PAMAP databases, respec-
tively. On the other hand, the Hungarian method results range from 73.2% ± 8.0% to
89.1% ± 7.4% and from 70.8% ± 10.1 to 83.9% ± 13.7% for the same databases. The clas-
sification showed even higher results: from 95.4% ± 12.6% to 99.4% ± 1.2% for both
databases.
More than 85% of the presented results showed an accuracy higher than 70% which re-
vealed the framework’s robustness and versatility for activity recognition with ACC sig-
nals, acquired with different sensors and different resolutions.
5.7.2 Human Activity Recognition with a non-controlled approach
The adopted protocol for ACC signals acquisition, explained in the chapter 3, section
3.1, was divided in two parts, with a controlled and non-controlled environments, re-
spectively. This protocol allowed the analysis of the clustering accuracy with these two
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Figure 5.9: Clustering evaluation with a)the ARI and b)the Hungarian methodologies (in
%) for K-means, Affinity Propagation, DBSCAN and Ward. Each point corresponds to
the average and standard deviation of the results shown in the annex B.7.
Figure 5.10: Classification methodology (in %) with Nearest Neighbors, Random Forest
and LDA methods. Each point corresponds to the average and standard deviation of the
results shown in the annex B.7.
environments and to show the versatility of the framework.
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This study aimed to show if the developed framework identified satisfactorily activities
performed with different approaches and that vary from subject to subject and conducted
in an uncontrolled way. This analysis requires a decreased window size decrease due to
the short time interval of some of the performed activities. The tasks’ duration were
not controlled and were performed according to the desire of every subject. However,
the results from section 5.1 suggested that the clustering performance increased with the
window size. Therefore window duration smaller than 5 seconds and higher than 1 or
2 seconds is advisable in order not to compromise the final performances. Time dura-
tion of 3 seconds was chosen for this study and none filtering stage was carried out. All
signals available from the FCHA database (acquired with controlled and non-controlled
approaches) were used in this study. ARI algorithm was adopted as the clustering per-
formance evaluation methodology.
Table 5.8: ARI accuracy results according to each clustering method and adopted ap-
proach (controlled or non-controlled acquisition). The first and the second tables refer to
window duration of 3 and 5 seconds, respectively. Each result corresponds to the average
and standard deviation of the values presented in appendix B.8.
ARI (%) with windows of 3 seconds
Clustering Methods Controlled Environment Non-controlled Environment
K-means 81.9± 11.7 71.8± 11.7
Affinity Propagation 83.2± 11.1 71.2± 11.1
DBSCAN 77.6± 12.9 70.2± 12.9
Ward 83.9± 13.6 71.6± 13.6
ARI (%) with windows of 5 seconds
Clustering Methods Controlled Environment Non-controlled Environment
K-means 84.5± 9.2 72.3± 11.9
Affinity Propagation 81.2± 6.0 64.9± 13.6
DBSCAN 79.8± 10.8 65.8± 12.1
Ward 84.7± 9.0 70.9± 14.4
The clustering performances from signals acquired in the non-controlled environment
range from 70.2%± 12.9 to 71.8%± 11.7% and from 64.9%± 13.6% to 72.3%± 11.9% for
window sizes of 3200 and 4000 samples, respectively. As expected, data acquired in a
non-controlled environment showed smaller performances than data acquired in a con-
trolled environment. In the first case variability between subjects’ performances was
higher because all of them carried out each physical task accordingly to their desire. Dif-
ferent rhythms and velocities difficult the activity recognition and this must be taken into
account. The high variability of execution approaches represents a barrier to movement
recognition in a non-controlled environment.
However, by adjusting the size of the target window accordingly to the duration of the
activities, the accuracy values obtained were higher than 70% which showed that the de-
veloped HAR system had a high adaptability to different acquisition environments and
to different approaches of the same activity.
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Figure 5.11: ARI results (%) according to each clustering method: K-means, Affinity Prop-
agation, DBSCAN and Ward, and according to the adopted approach: acquisition in a
controlled or non-controlled environment for window duration of a) 3 and b) 5 seconds.
Each point corresponds to the average and standard deviation of the values presented in
appendix B.8.
5.7.3 Clinical State Recognition with Asymptomatic and Symptomatic cases
Clustering techniques were applied for clinical state recognition with asymptomatic and
symptomatic cases as an initial approach in the clinical area. This study aimed to recog-
nize the locomotion state of patients that show physical evidences of stroke. The available
impairment scores shown in chapter 3, section 3.3 corresponded to the evaluation of sev-
eral parameters such as locomotion, ease of speech and reasoning and response speed.
Therefore, this data cannot be used as ground truth for clustering evaluation.
The clinical database was used in this study and only k-means clustering method was
applied: K-means. Windows of 5 seconds were used for the segmentation stage and the
best seven features extracted from the clinical data (vide section 5.6). Since there is no
ground truth, a k-value of 4 clusters was defined where one cluster corresponds to the
normal locomotion and the other three for different abnormal locomotion levels.
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Table 5.9: Nine asymptomatic (N0-9) and nine symptomatic (P0-9) volunteers are pre-
sented with the respective dysfunction type and impairment score. The clinical data was
organized according to the K-means method and its output is shown in the last column.
The ND parameter refers to not defined.
Subject Dysfunction Type Impairment Score Clustering Output
N0-9 None ND 0
P0 CVA 21 0
P1 CVA 22 1
P2 CVA 17 0
P3 CVA 13 1
P4 Diabetic peripheral neuropathy 20 0
P5 CVA + lymphoma 22 2
P6 CVA 15 3
P7 CVA 10 2
P8 CVA 14 3
This study suggests that different subjects with different impairment scores and asymp-
tomatic subjects may belong to the same cluster. These results are only based on the dif-
ficulty of locomotion.
Even without the availability of ground truth, it is possible to take some conclusions
from the obtained results. Different subjects (P1 with P3 and P5 with P7) showed differ-
ent impairment scores and were grouped in the same cluster as suggested in Table 5.9.
Individuals with different impairment scores may show a similar difficulty in locomotion
and different physical evaluations in other parameters.
Furthermore, subjects P0, P2, who suffered strokes, and P4, with diabetic peripheral neu-
ropathy, were clustered with the asymptomatic individuals. These results suggested that
are two symptomatic and asymptomatic domains with an overlap which include pa-
tients with health complications but with no apparent difficulty in mobility. P6 and P8
were clustered together and present almost the same impairment score (15 and 14, re-
spectively).
This clustering stage is an objective evaluation of the locomotion impairment and its ap-
plication may represent an important help in the health and therapy fields.
jhg20There is a third database used in this work in order to study the framework
application in a clinical environment. This database was provided by the Human Move-
ment Analysis Lab from the Politécnico de Setúbal with 120 as sampling frequency. The
ACC signals present in this clinical database correspond to the walking task from 9
asymptomatic and to 9 symptomatic volunteers. During this protocol, the sensor was
placed in the CoM. Symptomatic patients who participated in the study showed dif-
ferent degrees of neurological dysfunction as a consequence of CVA and other health
complications such as diabetic peripheral neuropathy and lymphoma. The dysfunction
score presented in Table 3.3 did not reflect just the walking ability but also other param-
eters such as: the reaction speed, the impairment of reasoning, speech and of other body
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parts. Therefore, this score was not be used as ground truth.There is a third database
used in this work in order to study the framework application in a clinical environment.
This database was provided by the Human Movement Analysis Lab from the Politéc-
nico de Setúbal with 120 as sampling frequency. The ACC signals present in this clinical
database correspond to the walking task from 9 asymptomatic and to 9 symptomatic vol-
unteers. During this protocol, the sensor was placed in the CoM. Symptomatic patients
who participated in the study showed different degrees of neurological dysfunction as
a consequence of CVA and other health complications such as diabetic peripheral neu-
ropathy and lymphoma. The dysfunction score presented in Table 3.3 did not reflect just
the walking ability but also other parameters such as: the reaction speed, the impairment
of reasoning, speech and of other body parts. Therefore, this score was not be used as
ground truth.There is a third database used in this work in order to study the frame-
work application in a clinical environment. This database was provided by the Human
Movement Analysis Lab from the Politécnico de Setúbal with 120 as sampling frequency.
The ACC signals present in this clinical database correspond to the walking task from
9 asymptomatic and to 9 symptomatic volunteers. During this protocol, the sensor was
placed in the CoM. Symptomatic patients who participated in the study showed different
degrees of neurological dysfunction as a consequence of CVA and other health compli-
cations such as diabetic peripheral neuropathy and lymphoma. The dysfunction score
presented in Table 3.3 did not reflect just the walking ability but also other parameters
such as: the reaction speed, the impairment of reasoning, speech and of other body parts.
Therefore, this score was not be used as ground truth.
52
6
Conclusion
All achievements obtained in this thesis are summarised in this chapter. The obtained
results and its implications are presented to show the main contributions of this work for
scientific knowledge.
6.1 Contributions and Take Home Message
This work aimed to create and develop a novel recognition system based on literature
concepts and on the HAR system framework created in [35].
All signals acquired from the MotionPlux sensor in a controlled environment were ana-
lyzed to find the best conditions and framework’s parameters to cluster daily tasks. This
data together with the ACC signals acquired from the same MotionPlux sensor in a non-
controlled environment compose the FCHA database.
The main contribution of this work involved the study and choice of the parameters for
the framework’s construction.
Initially, the window size was studied and the greater window size, with 5 second time
interval, was chosen based on the highest ARI value. With an increase of window size
more information is available in each segment for clustering. It is important to remind
that this study did not take into account the transitions between activities. Similarly to
[35] each window contains only information about one physical activity.
Several clustering methods were tested and four of them were chosen according to its
performance values: K-means, Affinity Propagation, DBSCAN and Ward algorithms.
In addition to those added in [35] new features were implemented, such as the CUIDADO
features, from the audio recognition applications, wavelets and Log Scale Power Band-
width coefficients, inspired in the Mel Scale. This thesis offers a set of 423 features for
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machine learning techniques providing more and new information regarding the per-
formed movement tasks compared to the literature [19], [27], [35], [44], [48], [58].
The Forward Feature Selection aimed to reduce the undesirable redundancy between fea-
tures and to select the set of features that may lead to the best framework’s performance.
The chosen features as the most suitable features for HAR systems are the Log Scale
Power Bandwidth, Root Mean Square, Total Energy, Autocorrelation, Variance, Wavelet
Coefficients and Mean coefficients.
The achieved results also suggested that it is important not to waste any information re-
garding to the movement. The presence of the information located in the low frequencies,
such as the GA component, and the Log Scale Power Bandwidth implementation lead to
better static activities distinction.
As expected, the HMM application improves the ARI values according to the clustering
method used. Therefore, it is possible to create a database in the future, similar to those
used in audio recognition, where all transitions between the existing states (activities)
with higher or lower probability are known. The addition of more volunteers and ACC
signals to the database may lead to higher performances in the identification of different
activities.
In addition to the exposed, the Hungarian methodology was computed as a second per-
formance algorithm evaluation. A second database was analysed (the PAMAP database)
where signals showed a different sampling frequency, 100 Hz, [45] from those acquired
with MotionPlux sensors (FCHA database), of 800 Hz. The obtained results show that the
developed framework is suitable for activities recognition even for ACC data with very
different resolutions. The FCHA signals acquired in a non-controlled environment were
also analyzed and their high results showed the framework’s versatility and robustness.
All the clustering performance evaluation methods and the HMM algorithm required
the availability of a ground truth which is logged along with the annotation. Without the
ground truth, both studies could not be applied.
Unlike all studies mentioned, others were performed although without success. The pro-
cessing of ACC signals through wavelets decomposition and reconstruction before of the
clustering stage application was applied. This step involved elimination of noise and sig-
nal compression which would be important for higher ARI accuracies. This improvement
was not achieved. In this stage of wavelets decomposition and reconstruction important
information for activity recognition may be lost which leads to lower ARI values. More-
over, the K-value (number of clusters) prediction also showed no promising results for
its application in the final framework.
The activity recognition with Markov Models, similarly to the speech recognition, was
also a study with no reliable and acceptable results due to the reduced database’s size,
providing insufficient information for the Markov Models learning. Moreover, audio
data does not show the same properties and behavior as ACC data. Activities carried out
by volunteers cannot be studied as Markov states in a similar way as audio data analysis.
This supervised learning study requires a deep adaptation for the ACC data application.
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The major achievements of the current work referred before allowed the construct of a
HAR system ensuring promising clustering performances without heavy computational
demands. Therefore, as expected accelerometry is a suitable technique for monitoring
movement patterns in free-living subjects over long periods of time. The knowledge
acquired over this thesis may be applied into the clinical setting for the diagnosis and
physiotherapy fields.
6.2 Future Work
This thesis presents topics that require further investigation and can be exploited in the
future, such as:
Increasing data for analysis: the enlargement of the number of volunteers or even pa-
tients is an important task for the reliability of the results achieved with this HAR
system framework. The increase of the number and duration of the performed ac-
tivities also contributes for the versatility of the algorithm and leads to a recognition
system more adaptable to the complexity of daily activities;
More studies for the continuous development of the HAR systems framework: in a non-
controlled data acquisition environment, the number of activities is not known.
Therefore, a detailed study of the K-value prediction may be an interesting topic
especially for the Ward and K-means application. The transition’s tasks between
activities must be also taken into account in a signal analysis for a more naturalistic
and realistic study;
Adapting the acquired knowledge to the most used technologies: acquiring ACC data
from accelerometers present in many technologic devices, such as cellphones, may
be an interesting approach by making easier access of more people to the required
equipment and their participation in the study. However, this topic may provide
additional problems due to the sensor’s location (usually far from the CoM) and its
variable location over time relatively to the body;
Applying the developed framework into different contexts: testing the ACC algorithm
in different environments and situations, mainly for clinical applications. The un-
ceasing need to obtain information in a fast and non-invasive way will lead to
data processing algorithms development in the clinical area. Therefore, an activ-
ity recognition system based in accelerometry must show high performances and
adaptability under several acquisition conditions. This ACC application may be
involved in the diagnosis and treatment procedures of some movement disorders,
such as CVA consequences, OCD and Parkinson’s disease.
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jhg20There is a third database used in this work in order to study the framework
application in a clinical environment. This database was provided by the Human Move-
ment Analysis Lab from the Politécnico de Setúbal with 120 as sampling frequency. The
ACC signals present in this clinical database correspond to the walking task from 9
asymptomatic and to 9 symptomatic volunteers. During this protocol, the sensor was
placed in the CoM. Symptomatic patients who participated in the study showed dif-
ferent degrees of neurological dysfunction as a consequence of CVA and other health
complications such as diabetic peripheral neuropathy and lymphoma. The dysfunction
score presented in Table 3.3 did not reflect just the walking ability but also other param-
eters such as: the reaction speed, the impairment of reasoning, speech and of other body
parts. Therefore, this score was not be used as ground truth.There is a third database
used in this work in order to study the framework application in a clinical environment.
This database was provided by the Human Movement Analysis Lab from the Politéc-
nico de Setúbal with 120 as sampling frequency. The ACC signals present in this clinical
database correspond to the walking task from 9 asymptomatic and to 9 symptomatic vol-
unteers. During this protocol, the sensor was placed in the CoM. Symptomatic patients
who participated in the study showed different degrees of neurological dysfunction as
a consequence of CVA and other health complications such as diabetic peripheral neu-
ropathy and lymphoma. The dysfunction score presented in Table 3.3 did not reflect just
the walking ability but also other parameters such as: the reaction speed, the impairment
of reasoning, speech and of other body parts. Therefore, this score was not be used as
ground truth.There is a third database used in this work in order to study the frame-
work application in a clinical environment. This database was provided by the Human
Movement Analysis Lab from the Politécnico de Setúbal with 120 as sampling frequency.
The ACC signals present in this clinical database correspond to the walking task from
9 asymptomatic and to 9 symptomatic volunteers. During this protocol, the sensor was
placed in the CoM. Symptomatic patients who participated in the study showed different
degrees of neurological dysfunction as a consequence of CVA and other health compli-
cations such as diabetic peripheral neuropathy and lymphoma. The dysfunction score
presented in Table 3.3 did not reflect just the walking ability but also other parameters
such as: the reaction speed, the impairment of reasoning, speech and of other body parts.
Therefore, this score was not be used as ground truth.
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A
Affinity Propagation Method
The following algorithm refers to the Affinity Propagation method applied in this work
and developed and shown in [46]. The present section shows all parameters and code in
python language of this clustering method.
A.1 Parameters
damping : float, optional, default: 0.5. Damping factor between 0.5 and 1.
convergence_iter : int, optional, default: 15. Number of iterations with no change in the
number of estimated clusters that stops the convergence.
max_iter : int, optional, default: 200. Maximum number of iterations.
copy : boolean, optional, default: True. Make a copy of input data.
preference : array-like, shape (n_samples) or float, optional. Preferences for each point;
Points with larger values of preferences are more likely to be chosen as exemplars. The
number of exemplars, ie of clusters, is influenced by the input preferences value. If the
preferences are not passed as arguments, they will be set to the median of the input sim-
ilarities.
affinity : string, optional, default =′ euclidean′. Which affinity to use. At the mo-
ment precomputed and euclidean are supported. euclideanuses the negative squared
euclidean distance between points.
verbose : boolean, optional, default: False. Whether to be verbose.
′cluster_centers_indices_′ : array, shape (n_clusters). Indices of cluster centers.
′cluster_centers_′ : array, shape (n_clusters, n_features). Cluster centers (if affinity !=
precomputed).
′labels_′ : array, shape (n_samples). Labels of each point.
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′affinity_matrix_′ : array, shape (n_samples, n_samples). Stores the affinity matrix used
in fit.
A.2 Algorithm
1
2 class AffinityPropagation(BaseEstimator, ClusterMixin):
3
4 def __init__(self, damping=.5, max_iter=200, convergence_iter=15,
5 copy=True, preference=None, affinity=’euclidean’, verbose=False):
6
7 self.damping = damping
8 self.max_iter = max_iter
9 self.convergence_iter = convergence_iter
10 self.copy = copy
11 self.verbose = verbose
12 self.preference = preference
13 self.affinity = affinity
14
15 @property
16 def _pairwise(self):
17 return self.affinity is "precomputed"
18
19 def fit(self, X):
20 if X.shape[0] == X.shape[1] and not self._pairwise:
21 warnings.warn("The API of AffinityPropagation has changed.")
22 if self.affinity is "precomputed":
23 self.affinity_matrix_ = X
24 elif self.affinity is "euclidean":
25 self.affinity_matrix_ = -euclidean_distances(X, squared=True)
26 else:
27 raise ValueError("Affinity must be "precomputed" or "euclidean
28 ". Got \%s instead", \%str(self.affinity))
29
30 self.cluster_centers_indices_, self.labels_ = affinity_propagation(
31 self.affinity_matrix_, self.preference, max_iter=self.max_iter,
32 convergence_iter=self.convergence_iter, damping=self.damping,
33 copy=self.copy, verbose=self.verbose)
34
35 return self
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Abstract: The Human Activity Recognition (HAR) systems require objective and reliable methods that can be used in
the daily routine and must offer consistent results according to the performed activities.
In this work, a framework for human activity recognition in accelerometry (ACC) based on our previous work
and with new features and techniques was developed. The new features set covered wavelets, the CUIDADO
features implementation and the Log Scale Power Bandwidth creation. The Hidden Markov Models were also
applied to the clustering output. The Forward Feature Selection chose the most suitable set from a 423th di-
mensional feature vector in order to improve the clustering performances and limit the computational demands.
K-means, Affinity Propagation, DBSCAN and Ward were applied to ACC databases and showed promising
results in activity recognition: from 73.20% ± 7.98% to 89.05% ± 7.43% and from 70.75% ± 10.09% to
83.89%±13.65% with the Hungarian accuracy (HA) for the FCHA and PAMAP databases, respectively. The
Adjust Rand Index (ARI) was also applied as clustering evaluation method. The developed algorithm consti-
tutes a contribution for the development of reliable evaluation methods of movement disorders for diagnosis
and treatment applications.
1 INTRODUCTION
Over time, the increasingly demand for objectiv-
ity in clinical diagnosis and the continuous pur-
suit for human wellbeing led to the development
of enginery for healthcare. The combined efforts
of medicine and engineering created and developed
techniques that provide large amounts of informa-
tion and simultaneously allow to interpret the gen-
erated data. According to different studies and our
previous work, accelerometry is a reliable system for
monitoring and evaluate daily physical activities over
time(Inês Prata Machado, 2014), (Nishkam Ravi and
Littman, 2005), (A. M. Khan and Kim, 2010). In this
study, a framework for HAR systems was developed
and tested with different accelerometry databases ac-
quired with a triaxial accelerometer.
Biosignal processing requires an acquisition stage and
a transformation with conversion, filtering and extrac-
tion of the useful features, which will depend on the
aim of the investigation. The feature extraction step
becomes very important for activity recognition be-
cause it defines what information we will cluster with.
The selected features are directly related with the in-
formation extracted from the ACC signals which al-
lows data organization inside each cluster by clus-
tering algorithms. The clustering organization must
show a lower variation between similar activities than
between different activities (Lin and Chen, 2005),
(Nishkam Ravi and Littman, 2005).
1.1 UNSUPERVISED LEARNING
METHODS
Several techniques for data acquisition and process-
ing have been developed to improve the early di-
agnosis and to aid clinical treatment of various dis-
eases. ACC signals processing shows the importance
of objective monitoring human locomotion through
movement quantification when the medical diagno-
sis of pathologies is subjective and hard to trace such
as Parkinson’s disease and Cerebrovascular Accident
(CVA).
U. Maurer and coworkers (Uwe Maurer and Deisher,
2006) and our group (Inês Prata Machado, 2014) con-
cluded that four features from time and frequency
domains can achieve high activity recognition ac-
curacy (about 99%). The work developed in (Inês
Prata Machado, 2014) also contributed for the physi-
cal activity (PA) recognition in accelerometry with the
K-means technique and also inferred that one waist-
worn accelerometer can identify the physical activi-
ties in an adequate manner. Furthermore, (Adrian Ball
and Velonaki, 2011) states that not only k-means clus-
tering has a good performance but also the spec-
tral clustering and the affinity propagation approaches
show high accuracy results.
In the K-means method, the k value (number of clus-
ters) is defined and k points are chosen randomly as
cluster centers (Ittay Eyal and Rom, 2011),(Ghahra-
mani, 2004), (Liao, 2005). Besides the K-means
method, other clustering methods were applied in the
present work such as Affinity Propagation (Walter,
2007), DBSCAN and Ward (Liao, 2005). The Affin-
ity Propagation clusters dataset sending messages be-
tween pairs of samples until they converge. These
messages represent the suitability for one data point
to be the exemplar (similar) of the other, which is up-
dated in response to the values from other pairs (Wal-
ter, 2007). In the DBSCAN method, clusters are areas
of high density, separated by regions of low density,
while the Ward method is based on the minimal vari-
ance criterion where two clusters will be agglomer-
ated into one when a defined value is not achieved.
Otherwise, both clusters will be apart (Liao, 2005).
Clustering techniques applied to biosignals morphol-
ogy knowledge allows the detection and classification
of different physical positions and everyday move-
ments. The clustering stage is crucial for pathology
detection and abnormal behavior evaluation (Nunes,
2011) due to changes that can be detected in the mor-
phology of the accelerometry signal. Therefore, it is
mandatory to acquire enough knowledge and data in
order to be able to distinguish between normal move-
ment patterns and those of certain pathologies.
1.2 HIDDEN MARKOV MODELS
The Hidden Markov Models (HMM) are statistical
models where the observation is a probabilistic func-
tion of the state. In this case, the observation task is
made by inference and the training set will determine
the transition probabilities between the existing states
(Ping Guo and Wang, 2012),(Fosler-Lussier, 1998).
In (Trabelsi et al., 2013) the HMM were used to iden-
tify the sequence corresponding to 12 physical activi-
ties and the final results lead to 91.4 % as a mean cor-
rect classification rate averaged over all observations.
They also concluded that the HMM application leads
to a better classification rate (84 %) and with k-means
algorithm (60 %). This fact highlights the potential
benefit of automatic identification of human activity
with the HMM approach.
1.3 CLUSTERING PERFORMANCE
EVALUATION
After the clustering and HMM application, it is pos-
sible to assess if the separation of the data is similar
to the available ground truth set. In an unsupervised
learning context, it is important to create a data anno-
tation as a ground truth (A. M. Khan and Kim, 2010).
In the present work, two clustering performance eval-
uation methods were used:
1. Hungarian Accuracy - With two solution sets, the
predicted labels and the ground truth set, it is pos-
sible to measure the distance between both sets.
The labeling of the predicted clusters must cor-
respond to the ground truth available. However,
if two partitions of the dataset are equivalent but
its labelings are represented with different labels,
there will be an ambiguity. To overcome this am-
biguity the labelled indices in one predicted so-
lution are permuted in order to increase the agree-
ment between the two solution sets under compar-
ison. This ambiguity can be minimized through
the Hungarian method with a matrix construction
based on the predicted labels and the ground truth
similarity. This performance evaluation method
measures the fraction of disagreement between
both labels sets through the diagonal of the result-
ing matrix (Kuhn, 2009).
2. Adjust Rand Index - No conjecture is performed
on the cluster arrangement and this technique
measures the similarity between the predicted
labels and the ground truth set, ignoring permuta-
tions. The ARI accuracy ranges from 0.0 (0%) to
1.0 (100%), for a perfect score (Clu, 2014).
It is proposed in the present work a framework
implementation for activity recognition through new
features and techniques application, presented in fig-
ure 1.
New features applied to accelerometry, instead of au-
dio signal alone, might contribute for the discovery
of important movement characteristics never detected
before, such as the CUIDADO features and wavelets.
A new feature inspired in the Mel scale is created and
implemented, called Log Scale Power Bandwidth.
The HMM are also applied to the clustering output to
improve the final results of the developed framework.
Section 2 describes the materials and methods
Figure 1: Overall structure of the framework developed for HAR systems. After the ACC data acquisition, the signal process-
ing and the feature extraction stages are carried out and its results are used in clustering methods and in the HMM application.
Finally, the clustering performance evaluation is applied. The hatched blocks show novel approaches for activity recognition.
adopted in this work to extract the ACC data for mo-
tion analysis. Section 3 describes the implementation
of some algorithms that form the developed frame-
work, including the feature selection method and the
Log Scale Power Bandwidth implementation. Section
4 shows the results and respective discussion. Section
5 presents the main conclusions and the take home
message obtained with this work.
2 METHODOLOGY AND
MATERIALS
Two databases were analyzed in the present work:
the online available PAMAP database (PAM, 2014)
and the Foundation Champalimaud Human Activity
(FCHA) database, described in the following subsec-
tions.
2.1 FCHA Database
Seven tasks were carried out by 9 volunteers with an
age range from 23 to 44 years old: standing, sitting,
lying down, walking, running, and ascending and de-
scending stairs. All activities were performed with a
predefined order and time, excluding the ascending
and descending stairs tasks. The walking and run-
ning activities were carried out in a exercise treadmill
with predefined velocities (4 km/h and 10 km/h re-
spectively).
A triaxial accelerometry sensor was located on the
waist with an acquisition frequency sampling of 800
Hz and a resolution of 16 bits. The ACC data acquired
in this protocol formed the FCHA database. Data ac-
quisition was carried out in the Champalimaud Centre
for the Unknown with the OpenSignals software (Ri-
cardo Gomes and Gamboa, 2012).
2.2 PAMAP Database
The PAMAP database is available at (PAM, 2014)
and was also analyzed alongside the FCHA database
in order to verify that the framework created in this
work may suggest encouraging performances even
from acceleration data with different resolutions. The
PAMAP signals were acquired with a sampling fre-
quency of 100 Hz and a resolution of 13 bits. The
PAMAP signals show several physical activities and
nine were selected: standing, sitting, lying down,
walking, running, ascending and descending stairs,
jumping and cycling. The data was acquired from
8 volunteers within an age range 25-31 years and
the 3D-accelerometer sensor used was placed in the
chest. All movement tasks were performed at a vari-
able rhythm, according with each subject in order to
acquire data in the most realistic conditions as possi-
ble.
2.3 Annotation Stage
The annotation document concerns all the labels and
times of each activity performed by a given volunteer.
The initial and final time of each activity was anno-
tated in a JSON file created for each acquired sig-
nal. In addition to the annotation task adopted, the
present work added an extra stage where motion se-
ries of all volunteers were videotaped in order to avoid
erroneous times or labels and for ground truth valida-
tion (Figure 2).
Figure 2: Frames of the subject08’s videotape, performing
four tasks from the protocol: running, lying down, climbing
stairs and cycling.
3 PROPOSED FRAMEWORK
Several algorithms were implemented in this work,
including new previously unused features and the fea-
ture selection method. Algorithms such as the seg-
mentation process and the feature design stage, used
in the present work, were developed previously by our
group (Inês Prata Machado, 2014).
3.1 Feature Implementation
There are several features already suggested in other
studies and applied to accelerometry, such as the
Mean and Standard Deviation (Adrian Ball and
Velonaki, 2011),(Ittay Eyal and Rom, 2011), (God-
frey and ÓLaighin, 2008), listed in Table 1 with 1.
It is possible to group features according to
different parameters, such as time, statistical and
frequency domains. However, in the frequency spec-
trum analysis, the FFT does not provide information
about the time at which these frequency components
occur, which leads to the need for a tool that allows
us to analyze the signal on both domains. A wavelet
is a specific technique for the time-frequency domain
and allows the visualization of the frequency content
over time and consequently a better transient event
description of an accelerometry signal (Godfrey and
ÓLaighin, 2008), (Jani Mantyjarvi and Seppanen.,
2001). The approximation coefficients from wavelets
decomposition reflect the main characteristics of the
signal and these values are used as feature coefficients
in this work (Demetrio Labate and Wilson, 2013),
(Galka and Ziólko, 2008).
There are other features, called the ”CUIDADO
features”, applied for the first time for audio signals
by G. Peeters in (Peeters, 2004) and can be applied
and useful for accelerometry studies. Some from the
CUIDADO features, shown in the Table 1 with 2,
were used in this work. For more information about
these, see (Peeters, 2004).
Table 1 shows all features from the four domains
analyzed in this work.
3.1.1 Log Scale Power Bandwidth
In the present work, the lower frequencies were stud-
ied in more detail than higher frequencies through
logarithmic scales in order to analyze meticulously
the frequency domain. This study was inspired by the
audio spectrum and the Mel scale which ultimately
lead to the feature Log Scale Power Bandwidth cre-
ation.
The Log Scale Power Bandwidth coefficients are
computed and its input is the motion data. This al-
gorithm concerned five stages:
1. The first stage was the pre-emphasizing of the sig-
nal in the time domain. This stage filters a data se-
quence (the input segment signal) using a digital
filter which emphasizes the energy of the signal
at high frequencies with a pre-emphasis factor of
0.97;
Table 1: List of all features used in the present work and
respective domains and number of output coefficients for
each acceleration component: x, y, z, and total accelera-
tion. 1 Refers to all traditional features already applied in
accelerometry (Inês Prata Machado, 2014); 2 Refers to the
CUIDADO features used in audio recognition; 3 Refers to
the new feature type created and implemented in this work.
Feature Type Number of Output
Coefficients (for each
acceleration component)
Statistical
Skewness 1 1
Kurtosis 1 1
Histogram 1 10
Mean1 1
Standard Deviation1 1
Interquartile Range1 1
Time
Root Mean Square1 1
Median Absolute
Deviation1
1
Zero Crossing Rate1 1
Pairwise Correlation1 3 (in total)
Autocorrelation1 1
Temporal Centroid2 1
Variance2 1
Frequency
Maximum Frequency1 1
Median Frequency1 1
Power Spectrum1 2
Fundamental
Frequency1
1
Power Bandwidth1 10
Log Scale Power
Bandwidth3
40
Total Energy2 1
Spectral Centroid2 1
Spectral Spread2 1
Spectral Skewness2 1
Spectral Kurtosis2 1
Spectral Slope2 2
Spectral Decrease2 1
Spectral Roll-off 2 1
Time-Frequency
Wavelets 2 20
2. The second step refers to the framing which di-
vides the input data into a set of 3 (M) frames,
each of these with 256 (N) samples;
3. Next, the conversion of the signal segment into the
frequency domain is carried out through the Fast
Fourier Transform application. However, when-
ever a finite Fourier Transform is applied and if
the start and end of the finite data do not match,
there will be a discontinuity in the signal. In this
case, there will show up nonsense and undesirable
high-frequencies in the Fourier transform. There-
fore, a windowing stage was computed to the data
sample with a Hamming window to make sure
that the ends match up;
4. A set of triangular overlapping windows in the
range 133-3128 Hz was created. This set of tri-
angular filters was spaced linearly at lower fre-
quency, below 199 Hz, and logarithmic spaced
above 199 Hz;
5. The triangular filter bank was applied to the result-
ing data from the step 3 which gives the powers at
each frequency. Finally, the algorithm computes
the log (in base 10) of the powers at each fre-
quency and returned the Log Scale Power Band-
width coefficients as the amplitudes of the result-
ing spectrum.
3.2 Feature Selection
Feature normalization to zero mean and unit vari-
ance is adopted before creating any feature selection.
Next, the most suitable features for activity recogni-
tion were identified once the feature computation is a
time consuming and computationally heavy task.
The protocol for feature selection is based on the For-
ward Feature Selection protocol and aims to select 10
features at most for each clustering method used. This
study may be described by the following steps:
1. Elimination of the redundant information: Corre-
lation between all features and removal of the re-
dundant features. The second feature is removed
when two features show correlation values greater
than or equal to 0.98. The resulting set from this
correlation and elimination stage is called A;
2. Selection of the best fitting features: 20 features
with the highest ARI value are chosen among the
set A, named set B. From the new set formed by
20 features types, B, the feature type with the
highest ARI performance is collected to the set
C, which leaves the original set B with only 19
features. Next, the algorithm combines the set C
with the existing feature types from the set B. The
combination with the highest ARI value and the
corresponding set are identified. The new feature
belonging to B and to the identified set is collected
by C. In each iteration, a new feature is deleted
from B and is collected to C. This iterative proce-
dure repeats until C shows the best combination
of 10 features;
3. Saving the final results: The algorithm finishes
the procedure and saves the name and ARI per-
formance of the 10 features set.
3.3 Hidden Markov Models Application
HMM were applied to the clustering results to
achieve higher ARI accuracies in activity recognition.
Its application was formed by the training and testing
stages.
The implemented algorithm uses the ground truth
(true labels) by collecting frequencies of the tran-
sitions between all different activities/states and
also defines the initial state of a given sequence
of activities through the most frequent initial state.
The frequencies recorded are then converted to
the probabilities of the existing symbols and state
sequences. Finally, the testing stage estimates the
most probable sequence of hidden states based in the
trained model and with the Viterbi algorithm.
In the present work, the HMM topology is a com-
pletely connected structure of an ergodic model and
it uses the labels from the clustering methods as test
set and the annotation data (ground truth) as training
set. Finally, the HMM output is used in the clustering
performance evaluation stage.
4 Results and Discussion
All studies here presented used defined parame-
ters according to the highest ARI accuracy for each
of these, such as: window segmentation, filtering
stage and wavelet level decomposition. Segments
with time duration of 5 seconds were used as window
segmentation. The 8th level was selected as the best
level decomposition for the wavelets algorithm and
the filtering stage was eliminated from the signal
processing stage. The referred parameters were used
in all studies presented in the following sections, 4.1,
4.2 and 4.3.
Clustering methods were also selected according to
the ARI performances in order to improve the clus-
tering accuracy. The K-means, Affinity Propagation,
DBSCAN and Ward showed the highest ARI for
ACC data. In parallel to the unsupervised learning
techniques, three classification methods were used:
K-Nearest Neighbors, Random Forest and Linear
Discriminant Analysis (LDA).
4.1 Best set of Features
Feature selection is formed by two stages. The first
part aims to find the best number of feature types for
activity recognition and second stage aims to identify
which feature types must be used.
The best 10 features were computed from the For-
ward Feature Selection Algorithm, for each subject
and clustering method. Figure 3 shows the ARI
performance (%) for each number of features and
for each clustering method in order to select the best
number of features to use in ACC recognition. This
study used as ACC data the FCHA database and all
implemented features from four domains: statistical,
time, frequency and time-frequency, presented in
Table 1.
Figure 3 suggests higher ARI percentages in 4
to 7 features. For a more detailed analysis, table 2
shows the ARI performances achieved with different
clustering methods when the framework uses the best
4 to 7 feature types (sets A, B, C and D respectively)
and all features.
From table 2, it can be concluded that the set B
is the best set for K-means and Ward performances
with 89.97% ± 9.97% and 88.56% ± 11.72%, re-
spectively. On the other hand, the set C showed
higher performance for the DBSCAN method
with 80.43% ± 6.29% while the set D showed
best performance for the Affinity Propagation with
81.19%±5.99%. For this reason, any choice from set
B, C and D is acceptable. For K-means, Affinity Prop-
agation, DBSCAN and Ward, the clustering perfor-
mance values are 84.54%±9.23% ,81.19%±5.99%,
79.84% ± 10.75% and 84.73% ± 9.00% for
set D, 89.97% ± 9.97%, 76.85% ± 10.30%,
78.12% ± 10.95% and 88.56% ± 11.72% for set
B. Overall, sets B and D showed similar computing
times (with difference of approximately 13 seconds)
and the best accuracy values. In the present study set
D is the set of the best 7 features and it was chosen
for the formed framework.
After selecting the best number as 7 features, the best
group of features was found through a histogram,
where the occurrences of each feature type were
represented. The 10 most used features in each clus-
tering method were pooled, some of them belonging
to the same feature type, presented in the figure 4.
The histogram shown in figure 4 suggested that
the Forward Feature Selection algorithm used with a
higher frequency the Log Scale Power Bandwidth,
Root Mean Square, Total Energy, Autocorrelation,
Variance, Wavelet Coefficients and the Mean for
HAR systems. Therefore, these feature types are the
most used and promising features for the developed
framework.
Furthermore, figure 4 suggested that the Log
Scale Power Bandwidth occurs more frequently (over
20%) than all the other types of features (with less
than 20% in all occurrences). The Log Scale Power
Bandwidth algorithm involved complex stages and
offered a wide number of coefficients as output. The
resulting data from those 40 output coefficients are
complementary. One particular coefficient tended
to be more sensible in activity distinction due to the
variation in behavior over time while the other coeffi-
cient may identify better other different tasks. Thus,
by using this type of feature, all these coefficients
are used together and there will be more information
related to the activity distinction compared with other
type of features with fewer information and lower
number of coefficients.
Moreover, the Log Scale Power Bandwidth feature
considered data from the lower frequencies. A
detailed analysis in this frequency range suggested
that there was important information for activity
recognition in accelerometry.The information located
at low frequencies was preserved due to the elimi-
nation of the filtering step in the signal processing
stage. Therefore, no information was lost and the GA
component was maintained in the ACC data.
It was possible to observe from figure 5, and in
opposition to others features, that each Log Scale
Power Bandwidth coefficient showed an overall dis-
tinction for all activities carried out by the volunteers.
Therefore the choice of this type of feature from
the Forward Feature Selection as the best feature is
justified for its greater ability for activity recognition.
Some difficulties referred in (Inês Prata Machado,
2014) such as the hard discrimination between sitting
and standing positions and between walking and
running activities were also identified in this work.
These difficulties were subdued due to the presence
of the GA component in the processed data and the
use of the Log Scale Power Bandwidth and Wavelet
coefficients as features. The Horizon Plot in figure
5 showed the variation of six Log Scale Power
Bandwidth coefficients, six Wavelet coefficients
and one coefficient of the Autocorrelation, Mean,
Root Mean Square, Total Energy and the Variance
from the x-axis component over time. It is possible
to observe that feature types such as Log Scale
Power Bandwidth and Wavelets are important for the
standing and sitting positions distinction as well in
many other tasks.
Figure 3: ARI performances (%) as a function of different numbers of features (from 1 to 10 features) and according to
different clustering techniques: K-means, Affinity Propagation, DBSCAN and Ward.
Table 2: ARI performances for all features (first column) and for the best 4 to 7 features (set A-second, set B-third, set
C-fourth and set D-fifth columns). The last row refers to the time interval used to compute each set of features.
ARI (%)
Clustering Methods All Features Set A Set B Set C Set D
K-means 87.69±5.56 87.37±12.78 89.97±9.97 84.52±7.56 84.54±9.23
Affinity Propagation 78.41±6,86 76.85±10.30 76.85±10.30 78.33±6.48 81.19±5.99
DBSCAN 78.36±6.96 74.18±9.67 78.12±10.95 80.43±6.29 79.84±10.75
Ward 86.31±8.68 85.96±13.93 88.56±11.72 84.73±9.00 84.73±9.00
Time Response 347.16 107.46 132.13 142.25 145.05
Figure 4: Representation of the Forward Feature Selection results. The algorithm outputted the set of the best 10 features
for each clustering method. Each column corresponds to all occurrences of each feature type in all resulting sets for each
clustering method.
Figure 5: Horizon Plot with some feature coefficients from the X-axis acceleration component which vary over time according
to the activity type performed.
4.2 Hidden Markov Models Application
All the existing transitions in the test set (predicted la-
bels from the clustering algorithms) with lower prob-
ability of occurrence may be a consequence of clus-
ter miscalculation. These transition probabilities were
gathered from the ground truth (train data) and all
transitions with low probability of occurrence are
avoided and replaced by a more likely transition.
The influence of the Hidden Markov Model applica-
tion and its improvement (in %) is presented in figure
6 and in table 3. All implemented features were used
in this study and only the FCHA database was ana-
lyzed. The improvement values shown in the present
section is represented by:
Improvement(%) =
100(x2 − x1)
100− x1
(1)
where:
x1 - ARI accuracy value without HMM application
x2 - ARI accuracy value with HMM application
The obtained improvement values were 33.92%,
1.76%, 17.10% and 9.81%, for K-means, Affinity
Propagation, DBSCAN and Ward method, respec-
tively. These results deserve a special attention be-
cause there is a significant improvement for certain
clustering methods such as the K-means. Thus, it
is important to take into account the HMM applica-
tion together with the adopted unsupervised learning
method. All improvement values were positive and in
this case the HMM algorithm does not provide heavy
computational demands hence it may be applicable to
all demonstrated situations.
4.3 Evaluation of the Performance of
the Framework
After the framework construction, the FCHA
database and the PAMAP database were applied
to the developed algorithms set. In this study,
unsupervised and supervised learning approaches
were applied. The tables 4 and 5 showed all results
achieved with the ARI and the HA application and
with classification methods: Random forest, LDA
and K-Nearest Neighbors, which K value equals
the number of activities carried out. The accuracy
score method was used in classification techniques in
which the ground truth was used as training set and
the clustering output as test set.
The PAMAP signals were acquired with a frequency
sampling of 100 Hz while the FCHA database is
formed by ACC signals acquired with 800 Hz. Thus,
this data showed different resolutions which influence
the amount of information available for the clustering
and classification methods.
Table 4: Clustering evaluation with the ARI and the HA (in
%) for K-means, Affinity Propagation, DBSCAN and Ward.
Clustering (ARI %)
Databases FCHA PAMAP
K-means 84.54±9.23 61.56±13.93
Affinity Propagation 81.19±5.99 63.00±0.19
DBSCAN 79.84±10.75 74.26±16.06
Ward 84.73±9.00 60.53±13.70
Clustering (HA %)
Databases FCHA PAMAP
K-means 89.05±7.43 74.47±8.35
Affinity Propagation 73.20±7.98 83.89±13.65
DBSCAN 76.62±9.68 70.75±10.09
Ward 87.10±8.87 71.13±10.37
Table 3: Clustering performances through ARI without and with the HMM application and its improvement.
Clustering ARI(%) without ARI(%) with Improvement (%)
Methods HMM application HMM application
K-means 81.37±9.83 87.69±5.56 33.92
Affinity Propagation 78.02±9.90 78.41±6.86 1.76
DBSCAN 73.89±12.98 78.36±6.96 17.10
Ward 84.82±8.17 86.31±8.68 9.81
Figure 6: Clustering performances through ARI with and without the HMM application (%) and its performances improve-
ment (%) in bars shown in table 3.
Table 5: Classification accuracy (in %) with K-Nearest
Neighbors, Random Forest and LDA methods.
Classification (Accuracy %)
Databases FCHA PAMAP
K-Nearest Neighbors 97.78±6.67 99.40±1.19
Random Forest 95.39±12.64 97.89±3.89
LDA 98.57±4.30 98.03±2.37
The results obtained within the ARI accuracy
ranged from 79.84% ± 10.75% to 84.73% ± 9.00%
and from 60.53%± 13.70% to 74.26%± 16.06% for
the FCHA and PAMAP databases, respectively. On
the other hand, the Hungarian accuracy results ranged
from 73.20%± 7.98% to 89.05%± 7.43% and from
70.75%± 10.09% to 83.89%± 13.65% for the same
databases. The main cause of the difference between
the two databases may be related to the large differ-
ence in resolution, since the sampling frequencies for
the FCHA base and the PAMAP database are 800 and
100 Hz, respectively. The FCHA data shows eight
times more information than PAMAP data, which
leads to a higher accuracy values. Unlike clustering,
classification uses the ground truth for training and
also showed high results: from 95.39%± 12.64% to
99.40%±1.19% for both databases.
More than 85% of the presented results showed an
accuracy higher than 70% which revealed the frame-
works robustness and versatility for activity recogni-
tion with ACC signals, acquired with different sensors
and different resolutions.
4.4 Conclusions
This work aimed to create and develop a novel gesture
recognition system based on the consulted literatures
concepts and presented in (Inês Prata Machado,
2014).
In the present work and in addition to those used in
our previous work new features were implemented,
such as the Log Scale Power Bandwidth coefficients.
Other features previously used in audio recognition
were also used in ACC data such as the CUIDADO
features and wavelets coefficients. This work offered
a set of 423 feature types for machine learning
techniques which provide more and new information
regarding the performed movement tasks compared
to the literature (Ghahramani, 2004),(Jani Mantyjarvi
and Seppanen., 2001), (Nishkam Ravi and Littman,
2005).
The Forward Feature Selection aimed to reduce
the undesirable redundancy between features and
to select the set of features that may lead to the
best frameworks performance. The chosen features
selected as the most suitable feature types for HAR
systems are the Log Scale Power Bandwidth, Root
Mean Square, Total Energy, Autocorrelation, Vari-
ance, Wavelet Coefficients and Mean coefficients.
The achieved results also suggested that it is im-
portant not to waste any information regarding to
movement. The presence of the information located
in lower frequencies, such as the GA component, and
the Log Scale Power Bandwidth implementation may
lead to better static activity distinction.
The obtained results with the FCHA database
and PAMAP database showed that the developed
framework is suitable for activity recognition even
for ACC data with a large difference in resolution.
The major achievements of the current work al-
lowed to construct a novel HAR system with HMM
which may lead to better performances in activity
recognition. The created framework with a small
number of feature types also ensure high machine
learning results without heavy computational de-
mands. Therefore, as expected accelerometry is a
suitable technique for monitoring movement patterns
in free-living subjects over long periods of time.
The knowledge acquired over this thesis may be
applied into the clinical setting for the diagnosis and
physiotherapy fields.
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Abstract
Background Our methodology describes a human activity recognition framework based on feature extraction and feature se-
lection techniques where a set of time, statistical and frequency domain features taken from 3-dimensional accelerometer sensors
are extracted. This framework specifically focuses on activity recognition using on-body accelerometer sensors. We present a
novel interactive knowledge discovery tool for accelerometry in human activity recognition and study the sensitivity to the feature
extraction parametrization.
Results The implemented framework achieved encouraging results in human activity recognition. We have implemented a
new set of features extracted from wearable sensors that are ambitious from a computational point of view and able to ensure high
classification results comparable with the state of the art wearable systems [1]. A feature selection framework is developed in order
to improve the clustering accuracy and reduce computational complexity. Several clustering methods such as K-Means, Affinity
Propagation, Mean Shift and Spectral Clustering were applied. The K-means methodology presented promising accuracy results
for person-dependent and independent cases, with 99.29 % and 88.57 %, respectively.
Conclusions The presented study performs two different tests in intra and inter subject context and a set of 180 features is
implemented which are easily selected to classify different activities. The implemented algorithm does not stipulate, a priori,
any value for time window or its overlap percentage of the signal but performs a search to find the best parameters that define
the specific data. A clustering metric based on the construction of the data confusion matrix is also proposed. The main contribu-
tion of this work is the design of a novel gesture recognition system based solely on data from a single 3-dimensional accelerometer.
c© 2014 Published by Elsevier Ltd.
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1. Background
The past two decades have seen an increase in research activity in the field of human activity recognition. With
activity recognition having considerably growing so did the number of challenges in developing, implementing and
evaluating solutions that may help the medical diagnosis of chronic motor diseases. A major challenge in our net-
worked world is the increasing amount of data, which require efficient and user-friendly solutions with intuitive
approaches of data visualization and extraction of relevant information.
The constant concern with the human physical and psychological well being has been the drive for research studies
that have led to promising advances in medicine and engineering. In Biomedical Engineering, the demand for objec-
tivity in clinical diagnosis of pathologies so subjective and hard to trace such as Obsessive Compulsive Disorder [5]
or Autism Spectrum Disorder [6], has been one of the greatest challenges. The physical activity disturbance is one
of the essential signs of psychiatric disorders and many of these, including Depression [7] and Parkinson’s Disease
[8], exhibit diagnostic criteria that require an assessment of the motor activity changes of the patient. The behavioural
classification usually relies on observation and therefore a highly experienced analyst is always needed. Analysing
human action is particularly challenging due to its complexity in the non rigid and self occluding nature of articu-
lated human motion. Human body movement shows up to 244 degrees of freedom [9], which leads the modelling of
structural and dynamic features for human activity recognition to a complex task.
The current research arises the hypothesis of accelerometry (ACC) as suitable technique for monitoring movement
patterns in freely moving subjects during long periods of time. This technique can be used to measure quantitative
parameters which may provide clinical insight into the subject health.
This study aims to understand the signals produced by a triaxial accelerometer through the human movement inter-
pretation and clinical relevant parameters identification from the data. Signal processing techniques are implemented
with the purpose of examining accelerometer data and finding new information that is difficult to identify from the
raw data. We present a method for convenient monitoring of ambulatory movements in daily life, using a portable
measurement device employing a single triaxial accelerometer.
This tool is based on an architecture of signal sensor processing, feature extraction, feature selection and clustering
algorithms. To achieve the proposed goals, the following steps were implemented:
• Acquire and analyse the data produced by a triaxial accelerometer, placed on different parts of the body, during
human movement, creating a database and proposing an annotation structure for motion data;
• Develop a framework for the interpretation of the data provided by an accelerometry monitoring system: design
a set of time, statistical and frequency domain features from several research areas such as speech recognition
and activity recognition;
• Develop algorithms to extract relevant information from the data;
• Apply clustering techniques based on feature representation of accelerometer data;
• Explore the choice of features and signals window size on the performance of different clustering algorithms;
• Develop a framework to differentiate human activities, such as sitting, walking, standing, running and lying;
• Evaluate the use of the system in daily life settings and the data interpretation framework: intra and inter subject
context discovery;
• Implement a new metric based on classification performance evaluation: classification-based evaluation.
We present a method for convenient monitoring of detailed ambulatory movements in dailylife through a portable
measurement device which employs a single triaxial accelerometer and machine learning techniques.
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2. Related Work
Most approaches to activity recognition, using body-worn accelerometers, involve a multi-stage process [10].
Firstly, the sensor signal is divided into a number of small time segments, referred to as windows, each of which is
considered sequentially. For each window, one or more features are derived to characterize the signal. These features
are then used as input to a clustering algorithm which associates each window with a cluster.
2.1. Composition of Triaxial Accelerometer Signal
Before using the accelerometer system in any monitoring context, and before the algorithms development to
interpret data recorded by the system, it is mandatory to understand the nature of the signals produced by the triaxial
accelerometer unit. The signal measured by each fixed-body accelerometer is a linear sum of, approximately, three
components [11]:
• Acceleration resulting from body movement - Body Acceleration Component;
• Acceleration resulting from gravity - Gravitational Acceleration Component;
• Noise intrinsic to the measurement system.
The first two components provide different information about the wearer of the device: the gravitational acceler-
ation (GA) provides information about the space orientation of the device, and the body acceleration (BA) provides
information about the movement of the device. The separation of the information regarding the movement of the de-
vice is important, however these two components have overlapping frequency spectra. According to previous studies,
the BA component ranges from 0 Hz to an estimation 20 Hz, but it is mostly contained in the range above 0 and below
3 Hz [11]. This range overlaps the area covered by the GA component, which goes from 0 to 0.3 Hz. It is possible
to approximately separate the BA and the GA components by filtering techniques. Figure 1 represents the motion
data processing of a typical recording from the accelerometer, showing several minutes of recorded data during a
supervised test where the subject performs specific tasks. Mathie and co-workers (2003) have tested a wide range
of different filters types with different characteristics and different windowing percentages in order to determine their
ability to differentiate the components of the acceleration signal. In the present study, in order to isolate the body
acceleration component, a second-order Butterworth High-Pass filter with cut-off frequency of 0.25 Hz was used, as
in [11].
3. Methodology
Triaxial accelerometers produce three separated accelerometer data time series, one time series for acceleration
on each axis ACCx, ACCy and ACCz. Complementary to the three axes data, an additional time series, ACCtot, have
been obtained by computing the magnitude of the acceleration:
ACCtot =
√
ACC2x + ACC2y + ACC2z (1)
Each time series ACCi, with i = x, y, z was filtered with a High-Pass Butterworth filter in order to separate the
low frequency component and the high frequency component, as suggested in [11] and [12]. This way, for each time
series, three more time series BAi are obtained, with i = x, y, z, representing the time series for body acceleration
component. Finally, the features for each time series are extracted.
3.1. Feature Extraction
Features can be defined as the abstractions of raw data since they are reduced sets of original raw data which
represent main characteristics and behaviours of the signal [10]. The reduced subset of large input data can be called
feature vector, it contains important hints for the activity to be recognized and it is the main input for clustering
algorithms. Tests are performed in order to assess the following parameters:
• The influence of the signal window size on the clustering performance.
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• The influence of the free parameters in that same performance.
• The best feature combination that leads to a better performance of the implemented algorithm.
The present study investigates a new method of feature extraction for clustering problems. A dictionary of features
extracted from the motion data was created in JavaScript Object Notation (JSON) format [13]. For each feature, the
following information is collected: Description, Imports, Use, Free Parameters, Parameters, Number of Features,
Function, Source and Reference, as shown in Table 1.
3.2. Relevant Features for Activity Recognition Systems
Recognizing human activities depends directly on the features extracted for motion analysis. People tend to per-
form the same movement in many different ways, which can lead to substantial variability in the features derived from
body-fixed sensor data. Therefore, to achieve effective clustering, the identification of features with high discrimina-
tive ability is important. A good feature set should show little variation between repetitions of the same movements
performed by the same individual but should vary between different subjects performing the same task. This set must
also show considerable variations between different activities. Table 2 shows the list of features considered in this
study.
The developed dictionary divides the features into the following categories: statistical, temporal and spectral.
Some of them have been intensively investigated in previous studies and proved to be useful for activity recognition.
Others, like an adapted Mel-frequency cepstral coefficients (MFCC) have appeared for the first time in activity recog-
nition and have revealed to be quite promising due to the achieved performances. By manipulating this dictionary, it is
possible to reproduce the clustering tests with different feature combinations. For each signal, three new vectors were
created: one with the feature information per window, another with the names of the features that were extracted in
the respective clustering test and another with the label of the activity that corresponds to each window (the available
groundtruth). Therefore, a 180th - dimensional feature vector is obtained: from each one of the four signal vectors, we
compute fifteen features with only one output and three features (histogram, cepstral coefficients and mel-frequency
cepstral coefficients with ten outputs each.This feature vector has the ability to describe the characteristics of any
instance. Features are then fed to a module which implements a specific clustering algorithm.
3.3. Feature Normalization
The obtained features all have different magnitudes. This can cause problems for some machine learning algo-
rithms, where features with higher magnitude will, a priori, be given a higher emphasis. Applying a normalizing step
before clustering can counter-act this unwanted effect. Because the scale factors and units of the described features are
different, before proceeding to the feature selection stage, all features are normalized to zero mean and unit variance.
3.4. Graphical Perception of Feature Visualizations: The Horizon Plot
Previous studies investigated techniques for the visualization of time series data and evaluate their effect in value
comparison tasks. Line charts were compared with horizon graphs - an efficient time series visualization technique
across a range of chart sizes [14]. To study the behaviour of each feature throughout different activities, horizon graphs
were used. This procedure ensures a visual perception of the features that better separate certain activities, those who
do not change their value between activities and those who only add redundant information.
In a 180th- dimensional feature vector, it becomes difficult to have a relative perception of the importance of each
feature to cluster different activities. Figure 2 represents an example of a horizon graph generated for a feature vector,
resulting from an ACC signal composed by seven distinct activities: standing, sitting, walking, running, lying down
(belly up), lying down (right side down) and lying down (left side down). It is possible to analyse the behaviour of
each feature in each activity. First, the area between data curve and zero y-axis is filled in so that dark reds are very
negative and dark blues are very positive. Then, negative values are flipped and coloured red, cutting the chart height
by half [14]. Finally, the chart is divided into bands and overlaid, again halving the height.
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3.5. Feature Selection Techniques and Free Parameters
To systematically assess the usefulness and identify the most important features to discriminate different activities,
a simple feature selection technique was used. Not all features are equally important for a specific task and some of
the variables may be redundant or even irrelevant.
The feature selection stage chooses a smaller subset of the original features, which is useful to identify the infor-
mative features, and to limit computational demands when executing the recognition system on new observations. A
matrix with all possible combinations of the free parameters was created and for each signal, similarly to Holzinger
et al. [15], tests were made in order to infer the impact of the window size and to obtain a better performance of the
implemented algorithm. The free parameters are those used as input to the features algorithms such as the number of
bins in the histogram.
The choice of features acquired from a data set and the window length over which these features are computed
is of high importance. For activity recognition, where accelerometer data from PA is windowed, the choice of the
number of frames is guided by a trade-off between two aspects: information and resolution [16].Instead of a window
size preselection, a combination of different values distribuited in a logarithmic scale were used. According to Table 3,
tests were performed with window size ranging from 1000 to 4000 samples, in a logarithmic scale due to its detailed
study on the lower frequencies than in the higher frequencies. For each window size, different clustering performances
were obtained that allow the choice of an appropriate window size to feature extraction.
3.6. Signal Annotation Method
In the present study, an aspect of activity recognition that was explored was the method applied to annotate sample
data, which can be used to compute the performance of the activity model. Most of the researchers have published
results of experiments in which the participants are required to manually annotate each activity performed in a given
moment [17, 18]. In other cases, the experimenters told the participants in which order the specified activities should
be performed, so the correct activity labels were identified before the sensor data was even collected. Still in other
studies, the raw sensor data was manually inspected in order to annotate it with a corresponding activity label [19].
If true class labels (ground truth) are known, the validity of a clustering can be verified by comparing the predicted
labels and the true labels. For each signal, an annotation, in JSON format [13] was created, as shown in the Figure 1.
”Labels = [l1, l2, l3, . . . , li]
”Initial T imes” = [init1, init2, init3, . . . , initi]
”End Times” = [end1, end2, end3, . . . , endi]
Figure 1. Ground Truth: Annotation Structure.
In the presented study, participants were continuously observed during experiments and an observer was stating
starting/ending time of each activity. The subjects know in which order the specified activities should be performed
and latter, raw sensor data was manually inspected in order to annotate it with a corresponding activity label. The
annotation dictionary has information about the number and label of the movements that took place and the time
intervals that delimit them. Each label corresponds to one, and only one, activity, regardless of the subject. To
compute this annotation format, the implemented function receives an array with the initial and the final times of
each activity. It also receives as input the window size of the signal whose features will be extracted and the overlap
percentage of the signal to be considered.
4. Experimental Setup
4.1. Unsupervised Learning
Machine learning algorithms based on the feature representation of accelerometer data have become the most
widely used approaches in activity prediction [20]. In this study, unsupervised learning is used to distinguish different
activities. Clustering mechanisms separate and organize unlabeled data into different groups whose members are
similar to each other in some metric. A good clustering process returns a set of clusters in which the intra-class
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similarity is high and the inter-class similarity is low. In this study several clustering methods were tested: the K-
Means, the Affinity Propagation, the Mean Shift and the Spectral Clustering techniques.
The K-Means clustering algorithm [21] gives a single set of clusters, with no particular organization or structure within
them. The clustering tests were performed, individually, for each subject and with the respectively concatenated data.
The affinity propagation method separates the dataset into clusters through messages between data samples which
characterize the suitability for one data point to fit in the cluster of the other sample. These messages are updated in
response to the values from other pairs till convergence [22]. Similarly to the previous clustering method, the Mean
Shift also infers the number of clusters and studies the features distribution as a probability density function, where
each point with relative high density corresponds to the clusters centers. This method computes the mean between
each maximum point and each data sample. The window between these two points is moved to the mean value.
The process is iterative and ends when the final clustering is given [23]. Finally, the spectral clustering requires the
number of clusters and it uses the similarity matrix between data samples to compute the best eigenvalues for posterior
clustering [24].
4.2. Classification-based Evaluation: Proposed Metric
Evaluation of unsupervised approaches is usually difficult due to the lack of ground truth to which one can compare
the discovered structure. The presented activity recognition method includes three stages:
• Clustering the data into homogeneous groups.
• Creating rules that connect instances to the correct clusters.
• Recognizing activities inside the clusters.
A confusion matrix contains information about true and predicted labels from a clustering system. The perfor-
mance of such systems is commonly evaluated using the data in the matrix. Once the clustering algorithm randomly
associates the clustering results to non-annotated groups, a novel algorithm, that links these groups to their cor-
responded activity, is implemented. This function receives the confusion matrix of random assignment and goes
through each row of the matrix and stores the index that contains the maximum value of each row. It is checked
whether the index is unique throughout the matrix. If the index is unique, it makes the direct correspondence between
the vector of true and predicted labels. Otherwise, it checks the index with the maximum value, and assigns it. The
process is recursively repeated. After obtaining the assignment vector, the matrix with the labels already associated is
reconstructed.
In unsupervised learning, unlabelled data is grouped into different clusters that reflect the underlying structure of
the data, based on similarity groups within the data. The input data points are allocated to one of the existing clusters
according to the square of the Euclidean distance from the clusters, choosing the closest. This method receives the
number of clusters to form as well as the number of centroids to generate. In the presented study, the number of
clusters was defined, a priori, from the designed protocol of the performed activities. Figures 3 ,4, 5 and 6 show
the structure of clusters according to some of the best set of features: mean, autocorrelation, root mean square and
Mel-Frequency Cepstral Coefficients (MFCC).
Activities which are static in nature including postures, such as lying and standing, are easier to recognize than the
activities which are periodic in nature, such as running and walking. However, postures that are highly similar, such
as sitting and standing, are also very hard to discriminate as they overlap significantly in the feature space.
5. System Architecture and Data Acquisition
In the present study study, the experiments have been carried out with a group of 8 volunteers within an age bracket
of 16-44 years. All procedures were approved by the Ethics Committee of the Champalimaud Foundation. The first
test consisted in the performing of a gym circuit, in a supervised atmosphere.
Each person performs seven activities in sequence lasting about one minute each - standing, sitting, walking,
running and lying down (belly up, right side down and left side down) - wearing an accelerometer on the waist and
another on the wrist. Table 4 enumerates the recorded movements of this investigation. Using this system, data with
3-axial acceleration at a constant rate of 800 Hz and 12 bits of resolution was acquired (MotionPlux [25]).
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Firstly, the clustering performance for each feature was obtained. Then, tests were carried out with the best set
of features. Given the knowledge of the ground truth class assignments (labels true) and the clustering algorithm
assignments of the same samples (labels predicted), the Adjusted Rand Index (ARI) is a function that measures the
similarity of the two assignments, ignoring permutations and with chance normalization [26].
5.1. Influence of Window Length on the K-Means Performance
Different segmentation methods can be applied to time-series data which enhance signal behaviour and enable
the gathering of useful information from continuous stream of data. The first step in the feature extraction process
is to divide the acceleration stream in to frames. In this framework, each segment consists of 1000, 2000 or 4000
samples. This time interval proved to be sufficient for analysing the proposed activities (walking, sitting, standing,
running, and lying down). Table 5 shows the obtained performance for each value of window size, considering the best
implemented set of features: mean, autocorrelation, root mean square and MFCC. An average of the performances
obtained for the 8 subjects was calculated.
Based on these results, the Human Activity Recognition (HAR) system reaches a clustering accuracy between
89.46% ±0.4% and 99.14% ±0.6%, with 1000 and 4000 samples, respectively, and a classification accuracy between
81.94% ± 0.7% and 99.29% ± 0.5%. If the subject is performing a single activity for a long time interval, a long
window will include more information about that activity. In this study, the windowed data contains a single activity
during about one minute, which is how laboratory data usually is collected (long bouts of a single activity) so a long
time interval allows a better clustering performance.
6. Results and Discussion
The performance of the proposed HAR system was validated in two studies: subject-independent context and
subject-dependent context. Different features and free parameter combinations were explored in order to improve the
classification accuracy on physical activity measured from waist accelerometer data. The conditions in which data
was collected from movements performed in a supervised laboratory setting are described in this section.
6.1. Clustering Evaluation for Subject-independent Context
The subject-independent performance was evaluated using the K-Means Clustering Algorithm. Even in the case
of healthy people, the performed movements can be highly individualistic. Nonetheless, there are a set of basic
parameters that are similar to all instances of these movements. A person-independent accuracy of 88.57% and
standard deviation of 4.0% was obtained, with window size of 4000 samples and the best set of features: mean,
autocorrelation, root mean square and MFCC. Compared to the subject-dependent case, the accuracy is much lower
which can be explained by the variations in human motion for different subjects. Each experiment was repeated eight
times.
In addition to the K-means application, other clustering methods have been used to corroborate the obtained re-
sults, such as the Affinity propagation, the Mean Shift and the Spectral Clustering (figure 4). The Affinity Propagation
application presents 32.74%, the Mean Shift shows 44.01% and with the Spectral Clustering 45.74%, for inter subject
context.
A confusion matrix contains information about true and predicted labels done by a clustering system. Ta-
ble 6 shows the confusion matrix for all subjects data. The algorithm successfully distinguish all activities but in
28.3%±6.9% of the cases, the algorithm confuses sitting with standing position.
6.2. Clustering Evaluation for Subject-dependent Context
This procedure investigates how the recognizer performs in a subject’s dependent context. To evaluate the subject-
dependent accuracy of the proposed algorithm, the K-Means Clustering Algorithm [26] was performed for each
subject data. An average person-dependent accuracy of 99.29% and standard deviation of 0.5% were obtained, with
window size of 4000 samples and the best set of features: mean, autocorrelation, root mean square and MFCC. On
the other hand, the Affinity Propagation application shows 89.17%±7.96 %, the Mean Shift presents 53.04%±20.71
% and with the Spectral Clustering 93.96%±4.87 %.
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7. Conclusions
The major achievements of this work are: the design of a gesture recognition system based solely on data from a
single 3-dimensional accelerometerwhich finds the best free parameters and window sizes to clustering analysis; the
new set of features extracted from wearable data able to ensure high classification results; and the clustering method
application in intra and inter subject context.
The experimental results presented here suggest that using only one waist-worn accelerometer can adequately
identify user’s activities. Using only a minimal number of sensors in wearable activity recognition system can be a
key for the success in system acceptance. Furthermore, the present study investigated several combinations of features
used for activity recognition to find the best features able to distinguish physical activities. A new set of features
has been taken into account and compared to the most commonly features used in literature for activity recognition
[1]. The techniques that operate on the statistical, time and frequency domains, as well as on data representations
that can be used to discriminate between user activities such as Horizon Plot were described. A set of 180 features is
implemented and these are easily selected to test different groups of subjects and different activities. The implemented
algorithm does not stipulate, a priori, any value for window length, or overlap percentage, but searches the best
parameters that define the specific data. A clustering metric based on the construction of the data confusion matrix is
also proposed. The results of clustering accuracy of human activities recognition with ARI in K-means application
were very encouraging. An average person-dependent ARI of 99.29% and a person-independent ARI of 88.57%
were reached. Compared to the subject-dependent case, the accuracy of all subjects for the Affinity propagation, the
Mean Shift and the Spectral Clustering applications is much lower as it was expected from the previous results with
K-means. The obtained results may be explained by the variations in human motion for different subjects.
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Table 1. Information collected from each Feature.
Description Brief description of the information extracted from the feature.
Imports Necessary imports for the properly work of feature extraction.
Function Function that allows the extraction of the respective feature.
Free Parameters Particular inputs of the function.
Parameters Inputs.
Number of Features The function’s number of outputs.
Use If, for a given clustering iteration, the feature is used or not.
Reference Code Reference.
Source Code Source.
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Figure 2. Body and Gravitational Acceleration of Accelerometer Sensor.
Figure 3. Horizon Graph: Time Series Visualization Technique.
10
/ Procedia Computer Science 00 (2014) 1–9 11
Figure 4. Structure of Clusters according to different domain features. Root Mean Square as a function of MFCC with Affinity Propagation (a),
Mean Shift (b), Spectral Clustering(c) and K-means(d) applications with concatenate data for the inter-subjects case.
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Table 2. Statistical, Temporal and Spectral Domain Features.
Statistical Domain Kurtosis
Skewness
Mean
Standard Deviation
Interquartile Range
Histogram
Root Mean Square
Median Absolute Deviation
Temporal Domain Zero Crossing Rate
Pairwise Correlation
Autocorrelation
Spectral Domain Maximum Frequency
Median Frequency
Cepstral Coefficients
Power Spectrum
Mel-Frequency Cepstral Coefficients
Fundamental Frequency
Power Bandwidth
Table 3. Different combinations of Free Parameters and Window Size of the Signal. First column describes the free parameters, the second and the
third onde show the minimum and maximum values used for the studied combinations. The fourth column presents the number of features taken
from each free parameters with the defined Minimum and Maximum.
Free Parameter Minimum Maximum Number of Features
Windows Size (samples) 1000 4000 3
Bins of Histogram 10 20 3
Range of Histogram 1 3 2
Number of Cepstral C. 1 11 3
Number of MFCC 10 20 3
Power Bandwidth (samples) 10 20 3
Table 4. Recorded Movements.
Label of Movement Type of Movement Time of Movement
Label 0 Standing about 60 seconds
Label 1 Sitting about 60 seconds
Label 2 Walking about 60 seconds
Label 3 Running about 60 seconds
Label 4 Lying Down (belly up) about 60 seconds
Label 5 Lying Down (right side down) about 60 seconds
Label 6 Lying Down (left side down) about 60 seconds
Table 5. Clustering and classification accuracy (mean value and standard deviation) as a function of different signals window length.
Window Size Clustering Accuracy (%) Classification Accuracy (%)
1000 samples 89.46% ± 0.4% 81.94% ± 0.7%
2000 samples 96.21% ± 0.9% 83.61% ± 0.6%
4000 samples 99.14% ± 0.6% 99.29% ± 0.5%
12
