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Resumen Muchos problemas de optimizacio´n en configuraciones geo-
me´tricas son NP-duros por lo que interesa obtener soluciones aproxi-
madas. En este trabajo proponemos la utilizacio´n de una te´cnica meta-
heur´ıstica, Optimizacio´n basada en Colonias de Hormigas (Ant Colony
Optimization - ACO) para la resolucio´n aproximada del problema de
Triangulacio´n de Peso Mı´nimo (Minimum Weight Triangulation - MWT)
para un conjunto de puntos en el plano. Adema´s presentamos los resul-
tados obtenidos de la evaluacio´n experimental realizada, mostrando el
rendimiento del algoritmo ACO propuesto.
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1. Introduccio´n
En Geometr´ıa Computacional hay numerosos problemas que, o bien son de
naturaleza NP-dura, o bien son problemas para los cuales no se conocen solu-
ciones eficientes. De todos modos, resulta de intere´s encontrar soluciones a tales
problemas, aunque las mismas sean aproximadas a las o´ptimas, por medio de
me´todos de naturaleza heur´ıstica. En particular, es interesante el estudio de
problemas de optimizacio´n geome´trica relacionados con ciertas configuraciones
geome´tricas obtenidas a partir de un conjunto de puntos como son las trian-
gulaciones. En este problema se busca optimizar ciertas propiedades que mi-
den la calidad de las configuraciones: peso, nu´mero de apun˜alamiento, dilacio´n,
factor de carga, etc. Dada la dificultad inherente de dichos problemas, los al-
goritmos aproximados surgen como candidatos alternativos para su aplicacio´n.
Estos, pueden dar soluciones cercanas a las o´ptimas y pueden ser espec´ıficos
para un problema tratado o formar parte de una estrategia general aplicable en
la resolucio´n de distintos problemas, como lo son las te´cnicas metaheur´ısticas.
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Una metaheur´ıstica es un proceso de generacio´n iterativo que gu´ıa la bu´sque-
da de soluciones combinando inteligentemente diferentes conceptos de diver-
sos campos como: inteligencia artificial [17], evolucio´n biolo´gica [1], inteligencia
colectiva [8], entre otros. Una metaheur´ıstica da un marco algor´ıtmico general
que puede ser aplicado en problemas de optimizacio´n con pocas modificaciones
que lo adapten a un problema espec´ıfico. Estos me´todos son simples de imple-
mentar y han demostrado ser exitosos en encontrar de forma eficiente buenas
soluciones para problemas de optimizacio´n NP-duros [14].
En particular, tratamos con la te´cnica Optimizacio´n basada en Colonias de
Hormigas (Ant Colony Optimization - ACO), la cual es un proceso distribuido,
en el que un conjunto de agentes actu´an en forma independiente y cooperan
espora´dicamente en forma indirecta, para llevar a cabo un objetivo comu´n.
En este art´ıculo presentamos el disen˜o del algoritmo ACO que obtiene solu-
ciones aproximadas al problema de Triangulacio´n de Peso Mı´nimo (Minimum
Weight Triangulation - MWT). Mostramos los resultados obtenidos de la eva-
luacio´n experimental realizada utilizando ciertas combinaciones de para´metros.
El trabajo se ha organizado de la siguiente forma. En la Seccio´n 2 presenta-
mos definiciones y antecedentes del problema MWT. En la Seccio´n 3 describimos
los aspectos teo´ricos y generales de ACO y presentamos el algoritmo ACO pro-
puesto para la resolucio´n del problema estudiado. En la Seccio´n 4 presentamos
aspectos de la experimentacio´n y mostramos los resultados obtenidos para con-
juntos de cuarenta y ochenta puntos, con diversas configuraciones experimentales
para el algoritmo ACO-MWT propuesto. Terminamos en la Seccio´n 5 con las
conclusiones y trabajos futuros.
2. Triangulacio´n de Peso Mı´nimo (Minimum Weight
Triangulation - MWT)
Sea S un conjunto de puntos en el plano. Una triangulacio´n T de S es un
conjunto maximal de aristas cuyos extremos son puntos de S, y para cualquier
par de aristas, ellas no se cortan entre s´ı. El peso de una triangulacio´n T es
la suma de las longitudes eucl´ıdeas de todas las aristas de T. La triangulacio´n
que minimiza esta suma se denomina triangulacio´n de peso mı´nimo de S. Esta
triangulacio´n, que optimiza un criterio bastante simple y natural, ha motivado
en los u´ltimos cuarenta an˜os gran nu´mero de trabajos, primero en el intento
de su obtencio´n de forma exacta y despue´s en la bu´squeda de triangulaciones
que se aproximaran a ella. Uno de los hitos fundamentales de estos trabajos
fue la demostracio´n en 2006 por Mulzer y Rote [15] de que el problema de
obtener una triangulacio´n con peso inferior a un valor k es un problema NP-
duro. Con esto conclu´ıa la bu´squeda de un algoritmo polino´mico para obtener
la triangulacio´n de peso mı´nimo, pero impulsaba la de algoritmos que obtengan
buenas aproximaciones con peso cercano al mı´nimo.
Uno de los to´picos ma´s importantes en Geometr´ıa Computacional es el de
triangular un conjunto de puntos y es utilizado en varias aplicaciones como
computacio´n gra´fica, visualizacio´n cient´ıfica, robo´tica, visio´n por computadora
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y s´ıntesis de ima´genes, como as´ı tambie´n en matema´tica y ciencias naturales. El
estudio de la triangulacio´n de peso mı´nimo comenzo´ antes de 1970. Lo iniciaron
Du¨ppe y Gottschalk [4] quienes propusieron que la estrategia a´vida (greedy),
en la que en cada paso se an˜ade la arista ma´s corta posible a la triangulacio´n,
llevar´ıa al peso mı´nimo en la triangulacio´n final obtenida. En 1975, Shamos y
Hoey [20] indicaron que la triangulacio´n de Delaunay ser´ıa la triangulacio´n de
peso mı´nimo. Sin embargo, en 1977 Lloyd [10] presento´ ejemplos en donde ni la
triangulacio´n obtenida con la estrategia a´vida ni la triangulacio´n de Delaunay
son la triangulacio´n de peso mı´nimo. Adema´s ninguna de estas triangulaciones
constituye una buena aproximacio´n de la triangulacio´n de peso mı´nimo [16].
Describimos a continuacio´n algunos de los resultados obtenidos en cuanto a la
bu´squeda de buenas aproximaciones. En cuanto a la bu´squeda de buenas aproxi-
maciones, Plaisted y Hong [18] propusieron una heur´ıstica que aproxima la trian-
gulacio´n de peso mı´nimo dentro de un factor de O(logn). Su algoritmo requiere
un tiempo de O(n2logn) para el peor caso. Lingas [11], Levcopoulos et al. [13] y
Levcopoulos y Krznaric [12] realizaron un profundo estudio de la relacio´n entre
la triangulacio´n de peso mı´nimo y GT (triangulacio´n a´vida). Desde el punto
de vista de metaheur´ısticas, la mayor´ıa de los trabajos encontrados presentan
soluciones a problemas dentro de la Computacio´n Gra´fica. En 1992, Sen y Zheng
[21] proponen un algoritmo para aproximar la triangulacio´n de peso mı´nimo uti-
lizando Recocido Simulado pero en la mayor´ıa de las pruebas realizadas obtienen
soluciones “cercanas” a las o´ptimas. Cada configuracio´n se representa utilizando
una estructura de datos y el operador de vecindad simplemente realiza un flip en
una arista aleatoria elegida aleatoriamente de la triangulacio´n actual. En 1993,
Wu y Wainwright [22] aproximan la triangulacio´n de peso mı´nimo utilizando
un algoritmo gene´tico donde los operadores de recombinacio´n y de mutacio´n son
iguales, es decir, ambos realizan un flip para obtener los individuos de la pro´xima
poblacio´n. Qin, Wang y Gong [19] tambie´n utilizan un algoritmo gene´tico para
lo que proponen nuevos operadores de recombinacio´n y mutacio´n adaptados al
problema. Capp y Julstrom [3] presentan una nueva codificacio´n ponderada de
las triangulaciones para aplicar en un algoritmo gene´tico. En los trabajos ante-
riores la evaluacio´n experimental es muy limitada y no se extraen conclusiones
acerca de la calidad de las soluciones encontradas. En 2001, Kolingerova y Fer-
ko [9] presentan una optimizacio´n gene´tica cuyo operador de recombinacio´n es
denominado DeWall y el operador de mutacio´n realiza un flip en el individuo se-
leccionado. La debilidad principal del me´todo es la demanda de tiempo. En [5] y
[6] mostramos el trabajo previo referido a aproximaciones sobre MWT utilizando
metaheur´ısticas.
3. Optimizacio´n basada en Colonias de Hormigas (Ant
Colony Optimization - ACO)
La Optimizacio´n basada en Colonias de Hormigas es una metaheur´ıstica ins-
pirada en el comportamiento que siguen las hormigas para encontrar los caminos
ma´s cortos entre las fuentes de comida y el hormiguero, surgida a partir del
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trabajo inicial de Dorigo, Maniezzo y Colorni sobre Sistema de Hormigas (Ant
System). Los algoritmos ACO son aptos para resolver problemas de optimizacio´n
discretos y tambie´n continuos. Se basan en una colonia de hormigas artificiales,
representadas por agentes computacionales simples, que trabajan de manera
cooperativa y se comunican entre s´ı mediante rastros de feromona artificiales
[7]. Son esencialmente algoritmos constructivos: en cada iteracio´n del algoritmo,
cada hormiga construye una solucio´n al problema recorriendo un grafo de cons-
truccio´n. Cada arista (i, j) del grafo representa los posibles pasos que la hormiga
puede dar y tiene asociadas dos fuentes de informacio´n que gu´ıan el movimiento
de la hormiga: i) Informacio´n de los rastros de feromona artificiales, que miden
la “deseabilidad aprendida” del movimiento, τij , de i a j, imitando a la feromona
real depositada por las hormigas reales; ii) Informacio´n heur´ıstica, que mide la
preferencia heur´ıstica, ηij , de moverse desde el nodo i hasta el nodo j, o sea, de
recorrer la arista. Una vez que cada hormiga ha generado una solucio´n se evalu´a
la misma y se puede depositar una cantidad de feromona en funcio´n de la calidad
de su solucio´n. Esta informacio´n representa el sesgo de bu´squeda que influye al
resto de las hormigas de la colonia en el futuro. Adema´s, el modo de operacio´n
gene´rico de un algoritmo ACO incluye la evaporacio´n de los rastros de feromona.
Dicho procedimiento lo lleva a cabo el entorno y se usa como un mecanismo que
evita el estancamiento en la bu´squeda y permite que las hormigas busquen y
exploren nuevas regiones del espacio.
3.1. Algoritmo ACO General
A continuacio´n presentamos los pasos fundamentales de la estrategia ACO.
Algoritmo 1 ACO-General
Inicializar
for c ∈ {1, . . . , C} do







Inicializar : Incluye la inicializacio´n de los valores de los para´metros que se
consideran en el algoritmo. Entre otros, se deben fijar: el rastro inicial de fero-
mona asociado a cada arista, τ0, que es un valor positivo pequen˜o, normalmente
el mismo para todas las aristas, el nu´mero de hormigas en la colonia, K, y los
pesos que definen la proporcio´n en la que afectara´n la informacio´n heur´ıstica y
de los rastros de feromonas en la regla de transicio´n probabil´ıstica, denominados
β y α respectivamente. C es la cantidad de ciclos.
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ConstSolucionk : Se inicia con una solucio´n parcial vac´ıa, que se extiende a
cada paso an˜adie´ndole un componente de solucio´n factible elegido entre los veci-
nos de la solucio´n actual. La eleccio´n de un vecino factible se realiza de manera
probabil´ıstica en cada paso de la construccio´n, dependiendo de la variante ACO
utilizada. En este trabajo, el modelo de probabilidad con retroalimentacio´n uti-










, j ∈ F (i);
0, en otro caso.
(1)
F (i) es el conjunto de puntos factibles para el punto i.
τij es el valor de feromona asociado a la arista (i, j).
ηij es el valor heur´ıstico asociado a la arista (i, j).
α y β son para´metros positivos que determinan la importancia relativa de
la feromona con respecto a la informacio´n heur´ıstica.
ActualizarRastro: En este paso se aumenta el nivel de feromona de los caminos
prometedores y disminuye el de los caminos no tan buenos. Primero, se reducen
todos los valores de feromona por medio del proceso de evaporacio´n. Luego, se
incrementa el nivel de feromona al conjunto de soluciones buenas. Se utiliza la
siguiente fo´rmula:
τij = (1− ρ)τij +∆τij (2)








Q/Lk, si la hormiga k utilizo´ la arista (i, j);
0, en otro caso.
Q es una constante que depende del problema; usualmente es igual a 1.
Lk representa el valor objetivo de la solucio´n k (aparece en el denominador
para problemas de minimizacio´n).
La evaporacio´n de feromona evita una convergencia demasiado ra´pida del
algoritmo. Adema´s, esta forma de olvidar permite la exploracio´n de nuevas a´reas
del espacio de bu´squeda. La actualizacio´n del rastro de feromona se puede rea-
lizar al menos de dos formas: elitista o no elitista. En el caso elitista, se utiliza
la mejor solucio´n encontrada para dar un refuerzo adicional a los niveles de
feromona. El no elitista utiliza las soluciones encontradas por todas las hormigas
para dar un refuerzo adicional a los niveles de feromona. Nuestra propuesta
incluye la aplicacio´n de estas dos formas de actualizacio´n del rastro de feromona.
3.2. Algoritmo ACO propuesto para MWT (ACO-MWT)
Considerando el Algoritmo 1 descripto en la seccio´n anterior, presentamos el
procedimiento ConstSolucionk para el problema MWT descripto en el Algoritmo
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2. El resto de los procedimientos en el algoritmo ACO-General son los mismos
para ACO-MWT. El proceso ConstSolucionk mostrado a continuacio´n es una
mejora del algoritmo descripto en [5]. La versio´n actual es mejor que la anterior
ya que el procedimiento que calcula la interseccio´n de aristas se invoca menos
cantidad de veces. El proceso ConstSolucionk funciona de la siguiente manera:
cada hormiga construye una triangulacio´n del conjunto de puntos S, comenzando
en un punto de S, seleccionado aleatoriamente. En cada paso, el algoritmo agrega
una nueva arista (i, j) a la solucio´n Sk siempre que la arista (i, j) no interseque
con las aristas de la solucio´n (parcial) Sk. Si no existe interseccio´n, i es un
punto factible para j y viceversa. Si el punto actual no posee puntos factibles,
el pro´ximo punto de referencia se selecciona de acuerdo a uno de los siguiente
criterios: i) en forma aleatoria; ii) que tenga mayor cantidad de aristas factibles;




while S no esta´ triangulado do
Fi ← PuntosFactibles(i, Sk)
if Fi = ∅ then
i← SeleccionarPunto(S, Sk)
Fi ← PuntosFactibles(i, Sk)
end if
j ← SeleccionarPuntoProb(Fi)
if not IntersecaSolucion(i, j, Sk) then





A continuacio´n describimos los principales componentes del Algoritmo 2 para
comprender mejor su comportamiento:
SeleccionarPuntoInicial(S): retorna un punto p ∈ S, seleccionado aleatoria-
mente.
PuntosFactibles(i, Sk): retorna un conjunto de puntos p ∈ S, tal que la
arista (i, p) puede no intersecar con las aristas de la solucio´n Sk. Note que
esta funcio´n puede retornar puntos que no son factibles de p.
SeleccionarPunto(S, Sk): retorna un punto p ∈ S, tal que el procedimiento
PuntosFactibles(p, Sk) retorne al menos un punto. p es seleccionado de
acuerdo a uno de los criterios nombrados anteriormente.
SeleccionarPuntoProb(Fi): retorna un punto j ∈ Fi elegido de acuerdo a la
Ecuacio´n 1, donde ηij es 1/d ij , y d ij es la distancia eucl´ıdea entre i y j.
IntersecaSolucion(i, j, Sk): retorna Verdadero si la arista (i, j) interseca al
menos una de las aristas de la solucio´n Sk; retorna Falso, en otro caso.
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ActualizarFactibles(i, j): actualiza los conjuntos de puntos factibles de los
puntos i y j, es decir, los puntos i y j dejan de ser factibles entre s´ı.
4. Evaluacio´n Experimental
En este trabajo presentamos un modelo ACO para el problema MWT. El al-
goritmo ACO propuesto esta´ representado por un Ant System (AS), el cual
es una instancia particular de la clase de algoritmos ACO. A continuacio´n
mostramos la fase inicial de la experimentacio´n, donde obtuvimos resultados
preliminares que guiara´n la experimentacio´n futura. En esta fase tratamos de en-
contrar configuraciones adecuadas de para´metros para el algoritmo ACO-MWT
para obtener triangulaciones de peso pequen˜o, cercano al mı´nimo.
Para toda la evaluacio´n experimental, generamos colecciones de conjuntos de
puntos a trave´s de la implementacio´n de un generador de puntos, el cual utiliza
diferentes funciones de generacio´n aleatoria de la librer´ıa CGAL [2]. Los puntos
son no colineales, de distribucio´n uniforme y sus coordenadas esta´n en el rango
de 0 a 1000. Generamos 5 colecciones de 10 conjuntos de puntos en el plano
con diferente cardinalidad (40, 80, 120, 160 y 200). La denominacio´n para estos
conjuntos es la siguiente: para 40 puntos tenemos los conjuntos LD401, LD402,..,
LD410; para 80 puntos LD801, LD802,.., LD810; y as´ı sucesivamente para el
resto de las cardinalidades. Este tipo de conjuntos de puntos no se encuentran
disponibles en investigaciones relacionadas al tema.
El algoritmo ACO-MWT esta´ implementado en C, debido a la facilidad del
lenguaje y adema´s utilizamos algunos procedimientos de co´digo abierto disponible
en la web. El estudio experimental se realizo´ utilizando los siguientes valores para
los para´metros: (α-β-ρ-elit-criterio), donde α: 1; y β: 1 y 5; son los para´metros
de la Ecuacio´n 1. ρ: 0.1, 0.25 y 0.5; es utilizado en la Ecuacio´n 2. Si elit es igual
a 1, el rastro se actualiza de manera elitista; en otro caso, la actualizacio´n se
realiza de forma no elitista. criterio se refiere a la manera de seleccio´n del punto
en el procedimiento SeleccionarPunto(S, Sk) en ACO-MWT. Si criterio es igual
a 1, el punto se elige aleatoriamente; si es igual a 2, se elige el punto que posea
ma´s cantidad de puntos factibles; y si es igual a 3, se elige el punto que tenga
menor cantidad de puntos factibles. En esta etapa experimental, el para´metro
criterio es 1 para todos los casos.
Los para´metros considerados en el estudio experimental son: la cantidad de
ciclos C es 1000; la cantidad de hormigas K es 50. Para cada configuracio´n dada
anteriormente, se realizaron 30 ejecuciones utilizando una semilla diferente en
cada una para la generacio´n de nu´meros aleatorios. En esta etapa se realizaron
ejecuciones para los siguientes conjuntos: LD401, LD402, LD403 y LD404, para
los cuales se experimento´ con 12 configuraciones de para´metros de acuerdo a
las combinaciones posibles de los valores dados anteriormente. Con los resulta-
dos obtenidos, calculamos la media, mediana, mejor y varianza considerando la
funcio´n objetivo (peso).
El trabajo nume´rico se realizo´ utilizando el cluster paralelo BACO del Ins-
tituto de F´ısica Aplicada de la Universidad Nacional de San Luis, CONICET.
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Esta´ compuesto de 60 PCs, cada uno con un procesador Pentium-4 de 3.0 GHz
y 90 PCs, cada uno con un procesador Core 2 Quad de 2.4 GHz, bajo el sistema
batch de cola CONDOR.
A continuacio´n analizamos el rendimiento del algoritmo ACO-MWT. En las
Tablas 1, 2, 3 y 4 mostramos los resultados teniendo en cuenta las cuatro mejores
configuraciones de para´metros, es decir aquellas que obtuvieron los pesos ma´s
pequen˜os. Las tres mejores configuraciones son iguales para los conjuntos LD401,
LD402 y LD403. Aunque las mejores configuraciones para LD404 no son iguales
al resto, podemos inferir que el algoritmo ACO-MWT tiene un comportamiento
similar para estos conjuntos. La Tabla 5 es un resumen de las tablas anteriores y
muestra que los mejores pesos son obtenidos utilizando configuraciones con β:5,
elit:0 y ρ entre 0.1 y 0.5, es decir, obtenemos mejores resultados da´ndole ma´s
importancia a la informacio´n heur´ıstica y realizando la actualizacio´n del rastro
de una manera no elitista.
La Figura 1 muestra los boxplots de los pesos obtenidos para las 30 ejecu-
ciones (semillas) para LD401, LD402, LD403 y LD404 para las mejores configu-
raciones. Las medianas son similares en todas la figuras para las tres primeras
configuraciones. Si bien los mejores pesos obtenidos son outliers, podemos ob-
servar que el 50 % de los valores (valores entre el primer y tercer cuartil) no son
tan dispares ni se encuentran muy alejados de los valores mı´nimo y ma´ximo.
Tabla 1. Resultados para LD401.
Config. Media Mediana Mejor Varianza
1-5-10-0 5495729,60 5497978,50 5475256,00 6184,00
1-5-50-0 5495148,80 5496132,50 5479181,50 6318,28
1-5-25-0 5496158,40 5496210,75 5485930,50 5205,64
1-1-25-0 5518407,47 5520808,00 5489734,50 14043,18
Tabla 2. Resultados para LD402.
Config. Media Mediana Mejor Varianza
1-5-10-0 4678068,28 4691654,94 4668377,67 3771,33
1-5-50-0 4678523,50 5251132,76 4671639,77 3717,04
1-5-25-0 4679215,71 4691425,24 4673630,73 3006,15
1-1-10-0 4691305,47 5246345,65 4674216,85 6697,87
Tabla 3. Resultados para LD403.
Config. Media Mediana Mejor Varianza
1-5-10-0 5497635,73 5498311,25 5481187,50 9448,96
1-5-25-0 5498397,33 5499293,00 5481921,00 7435,30
1-5-50-0 5500451,20 5501121,50 5487679,00 6702,13
1-5-25-1 5527743,47 5530953,25 5492354,00 13851,06
Tabla 4. Resultados para LD404.
Config. Media Mediana Mejor Varianza
1-1-25-0 5802545,07 5804710,50 5767539,00 14508,18
1-1-50-0 5801372,27 5803196,50 5771443,00 12773,52
1-5-10-0 5796995,20 5798162,75 5774475,50 7757,17
1-1-10-0 5800032,00 5802819,75 5778582,50 12406,87
Tabla 5. Tabla resumida para LD401, LD402, LD403 and LD404.
α β ρ elit
1 (100 %) 5 (68.75 %) 0.1 (37.5 %) 0 (93.75 %)
1 (31.25 %) 0.25 (37.5 %) 1 (6.25 %)
0.5 (25 %)
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Figura 1. Boxplots para los conjuntos a) LD401, b) LD402, c) LD403 y d) LD404
correspondientes a las cuatro mejores configuraciones.
5. Conclusiones
En este art´ıculo presentamos el disen˜o de un algoritmo ACO para la obten-
cio´n de soluciones aproximadas al problema de triangulacio´n de peso mı´nimo.
Adema´s mostramos los resultados obtenidos en la primera etapa experimental
que nos permiten mostrar cua´les son las configuraciones de para´metros del algo-
ritmo ACO-MWT ma´s propicias para el problema de optimizacio´n presentado.
En funcio´n de los resultados obtenidos en esta primera etapa, actualmente la ex-
perimentacio´n se realiza sobre diversos lotes de pruebas, los cuales son obtenidos
por diversos generadores de puntos, mantenie´ndose lotes de 40, 80, 120, 160 y
200 puntos. De esta manera, pretendemos realizar un ana´lisis estad´ıstico en pro-
fundidad, a fin de fundamentar las configuraciones que conjeturan ser las ma´s
adecuadas para el problema en cuestio´n. Tambie´n, a futuro, pretendemos cons-
tatar el rendimiento del algoritmo ACO-MWT compara´ndolo con otras te´cnicas
metaheur´ısticas, a fin de poder realizar un ana´lisis elaborado acerca del compor-
tamiento de estas te´cnicas en la obtencio´n de triangulaciones de mı´nimo peso.
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