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Los tejidos humanos son estructuras anatómicas que se caracterizan por tener una morfología com-
pleja y solapada entre sí, razones por las cuales la generación de modelos geométricos precisos no
resulta una tarea fácil. En la actualidad, esta tarea se ha beneﬁciado por el desarrollo de técnicas de
diagnóstico por imágenes médicas, las cuales permiten visualizar el cuerpo humano en una forma
conﬁable y no invasiva, generando cortes transversales que representan una sección de los tejidos bajo
evaluación. En este trabajo, se propone el uso de un conjunto de técnicas numéricas de procesamiento
digital de imágenes implementadas en una herramienta de software para la obtención de modelos
geométricos a través de cinco etapas: (1) lectura y reconstrucción tridimensional (3D) inicial de los
cortes originales de imágenes de tomografía computacional y resonancia magnética; (2) corrección de
la baja calidad de las imágenes utilizando algoritmos de preprocesamiento para suavizar el ruido y
realzar los bordes de los tejidos; (3) segmentación híbrida para obtener la geometría 3D de los tejidos
de interés; (4) posprocesamiento para corregir errores de segmentación, y (5) exportación de los
volúmenes en formatos legibles por otras herramientas de visualización médica y de Disen˜o Asistido
por Computador (CAD) para veriﬁcar su utilidad para la generación de modelos discretos a través del
análisis con los métodos numéricos. Las técnicas utilizadas fueron validadas calculando descriptores
estadísticos en los modelos generados y los modelos proporcionados por otros medios como base de
datos libres disponibles en sitios web. Los resultados demostraron que las técnicas implementadas
generan modelos precisos y útiles para el análisis numérico, de manera versátil y en corto tiempo de
procesamiento.
© 2010 CIMNE (UPC). Publicado por Elsevier España, S.L. Todos los derechos reservados.
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eywords:
igital Image Processing
edical Imaging
reprocessing
mage noise reduction
nisotropic diffusion Filter
egmentation
a b s t r a c t
The generation of anatomicalmodels is one themost important concern to biomedical researchers aswell
as to medical doctors, due to needed to understand the human tissues. Is know that the soft tissues like
heart, brain, prostate and hard tissues like jaw, bones, skull, etc are structures of complex morphologies,
so, the anatomical models generation is not an easy and trivial task. Currently, this task has beneﬁted
of advances of imaging diagnostic, which permit obtain cross and longitudinal sections of human body.
In this research, we describe a method to obtain 3D discrete models of human body given by a dataset
of medical images. Five main modules were implemented in prototype software: (1) Reading and 3Degions growing Algorithm
atershed Algorithm
evel Set Algorithm
odeling geometric tissue
tatistical Descriptors
umerical Analysis
umerical Methods
reconstruction of Computerized Axial Tomography and Magnetic Resonance Images. (2) Preprocessing
techniques for improve the lowmedical imagesqualitybyusingenhancementalgorithms to reduce image
noise and to increase structures contrast. (3) Combined segmentation techniques for tissue identiﬁcation,
which were applied through a multi-stage approach. (4) Post processing techniques to improve segmen-
ted volumes and (5) Exportation task of volumes to readable formats by Computer Aided Design (CAD)
tools to be later analyzed by numerical methods. The performance of our method is shown on several
medical examples and the techniques were validated using statistical descriptors to compare our models
∗ Autor para correspondencia.
Correo electrónico: ggavidia@cimne.upc.edu (G. Gavidia).
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with models from free databases. Results showed that the implemented techniques generate precise and
usefulmodels for numerical analysis andmedical survey, planning and surgery in a short processing time.
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f. Introducción
La obtención de modelos geométricos de las estructuras del
uerpo humano y sus enfermedades para ﬁnes de estudio, planiﬁ-
ación e intervenciónquirúrgica se resuelve con la utilizaciónde los
étodos numéricos que aproximan soluciones a través del mode-
ado anatómico de estos tejidos. Esta aproximación se ve afectada
or la complejidad de las estructuras anatómicas, generalmente
simétricas y complejas, siendo difícil realizar simpliﬁcaciones en
a resolución de las ecuaciones diferenciales del problema y la pre-
encia de errores ocasionados por una inadecuada imposición de
as condiciones de contorno y las cargas externas utilizadas en
l modelado. Considerando que los tejidos blandos como el cora-
ón, el cerebro y duros como el hueso mandibular, fémur, cráneo,
tc. se caracterizan por tener una morfología variada, compleja y
uchas veces superpuesta, la obtención de modelos precisos no
esulta una tarea fácil y trivial. En la actualidad, esta tarea se ha
isto beneﬁciada por diversas técnicas de diagnóstico por imagen
omo la Imagen por Resonancia Magnética (IRM), la cual es una
écnica no invasiva que utiliza el fenómeno de la resonancia mag-
ética para obtener información sobre la estructura y composición
el cuerpo; Tomografía Axial Computarizada (TAC o TC), que uti-
izando la exploración de rayos X produce imágenes detalladas de
ortes axiales del cuerpo; y la Tomografía por Emisión de Positro-
es (TEP), con la cual se utilizan tomógrafos capaces de detectar
os fotones gamma emitidos por los pacientes para generar imáge-
esquemuestran la actividadmetabólicadel cuerpohumano, entre
tras. A estas imágenes se aplican técnicas de procesamiento digital
n un conjunto de etapas que van desde la lectura y reconstrucción
ridimensional de cada corte transversal inicial hasta la obtención
e volúmenes geométricos ﬁnales de las estructuras anatómicas
e interés. Existe variada bibliografía [1–3] así como software que
studian los procesos para extraer y analizar estructuras anató-
icas humanas a partir de estas técnicas de radiología. Aunque
lgunos autores consideran procedimientos adicionales para estas
areas, la mayoría coincide en establecer tres etapas principales
plicadasdespuésdeque ladatamédicaha sidoadquiridaydigitali-
ada: (a) preprocesamiento o mejora de las imágenes para reducir
uido, eliminar artefactos, mejorar contraste, etc.; (b) segmenta-
ión o extracción de regiones de interés para su posterior análisis,
(c) visualización de las regiones segmentadas en vistas adecua-
as (volumen, superﬁcie, malla) para su posterior manipulación.
a amplia gama de estudios basada en el procesamiento y visua-
ización de estas imágenes demuestran que los métodos clínicos
e diagnosticar y tratar las enfermedades han sido revolucionados.
o solo permiten a los médicos y cientíﬁcos obtener información
ital observando el interior del cuerpo humano de una manera
o invasiva, sino que además, constituyen una herramienta para
a obtención de modelos geométricos más precisos. Algunos de
os trabajos enmarcados en esta línea para la reconstrucción de
ejidos duros son: Müller-Karger et al. [4], quienes obtuvieron un
odelo tridimensional del hueso a partir de la lectura de TC. Poste-
iormente emplearon diferentes métodos numéricos para analizar
ecánicamente el hueso y obtuvieron modelos discretos a través
e programas CAD. Accardo et al. [5] reconstruyeron hueso trabe-
ular a partir de IRM y TC y realizaron un análisis a los modelos
btenidos empleando el método de los elementos ﬁnitos. Pattijn
t al. [6] propusieron una metodología para disen˜os especializa-
os de prótesis de titanio a partir de las estructuras de hueso de
émur en TC. Los autores aplicaron técnicas de procesamiento de2010 CIMNE (UPC). Published by Elsevier España, S.L. All rights reserved.
imágenes y modelado con elementos ﬁnitos. En el trabajo de Isaza
et al. [7], se reconstruyeron estructuras cráneo-faciales a partir de
TC, aplicando técnicas de procesamiento de imágenes para seg-
mentar las estructuras de interés y obtener una nube de puntos.
Finalmente emplearon los elementos ﬁnitos para simular la acción
de un dispositivo utilizado en ortodoncia, tanto para el manejo
dental como esquelético por medio de la tracción cervical. En la
reconstrucción de tejidos blandos tenemos el trabajo de Peitgen
et al. [8], donde se implementaron técnicas de procesamiento para
el análisis y la visualización de tejidos del sistema vascular y aneu-
rismas en IRM, TC, angiografías. Los volúmenes obtenidos fueron
mejorados y visualizados en diferentes vistas. Goldenberg et al. [9]
realizaron una revisión de las técnicas de procesamiento más utili-
zadas para la reconstrucción 3D de la superﬁcie cortical del cerebro
en IRM, los autores emplearon técnicas de segmentación basada en
los modelos deformables para segmentar la materia gris del cere-
bro, sus resultados fueron comparados base de datos de phantoms
de IRM. Otro trabajos enmarcados en la reconstrucción 3D de teji-
dos del cerebro a partir de IRM fueron presentados por Liew et al.
[10] y Park et al. [11], los últimos también presentaron diferentes
técnicas de visualización 3D.
En este trabajo se deﬁne una metodología eﬁciente para la
obtención de modelos geométricos de tejidos del cuerpo humano
a partir de las imágenes médicas, los cuales resulten útiles para su
mallado y el análisis de su comportamiento con métodos numéri-
cos como los Elementos Finitos (FEM). Esta metodología propone
el uso de un conjunto de rutinas de procesamiento digital de imá-
genes y su adecuada combinación para cada etapa implicada en la
obtención de modelos geométricos del cuerpo humano, las cuales
fueron implementadas en una herramienta computacional de-
sarrollada enMATLAB [12] conuna interfaz deusuario quepermitió
conﬁgurar los parámetros y procesos dependiendo del tejido bajo
estudio. Las etapas de procesamiento consideradas son: la etapa
de lectura y reconstrucción de imágenes 3D, preproceso, segmen-
tación, remuestreo, y exportación de modelos en formatos legibles
por herramientas de visualización médica o CAD. Para la validación
de la funcionalidad de las rutinas se consideraron dos criterios: los
tiempos de ejecución y la precisión de los volúmenes obtenidos,
para lo cual se aplicó el análisis de texturas a través de descriptores
estadísticos calculados en lamatriz 3Dde los volúmenes generados.
2. Conceptualización y metodología
El problema de obtener modelos geométricos a partir de imá-
genes médicas implica la utilización de un conjunto de rutinas de
procesamiento aplicadas a la matriz 3D de las imágenes médicas a
lo largo de varias etapas de procesamiento. En la ﬁgura 1 se obser-
van las cinco etapas propuestas con las herramientas de software
utilizadas en cada una de ellas, las cuales son: (1) etapa de lec-
tura y reconstrucción, en la cual se implementó una rutina para
obtener una imagen 3D de dimensiones m×n× o obtenida por
el apilamiento paralelo de o cortes ortogonales (axial, coronal o
sagital) del mismo taman˜o de m × n pixels, donde cada elemento
de la matriz representa un valor de intensidad de gris calculado
por la interacción de la radiación en el tejido. (2) Preproceso, en
la cual se aplicaron rutinas de suavizado de ruido y realzado de
bordes, de este modo se mejoró la calidad de las imágenes, pre-
parándolas para la siguiente etapa. (3) Segmentación, en la cual
se utilizaron rutinas de extracción del volumen de los tejidos u
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voxel (voxel spacing) que conforma el volumen, el cual es obtenido
de la información incluida en la imagen médica. El procesamientoAbaqus Abaqu
Figura 1. Esquema de procesos y rutinas implementados en una herram
rganos de interés. (4) Remuestreo, donde se emplearon rutinas
e posprocesamiento para suavizar las superﬁcies y eliminar ele-
entos no conectados presentes en los volúmenes segmentados.
5) Exportación de modelos, para lo cual se implementaron ruti-
as para almacenar los volúmenes obtenidos en formatos legibles
or herramientas de visualización médica y CAD, en las cuales se
isualice en sólidos, superﬁcies, mallas, etc.
La visualización 3D de modelos geométricos en bioingenie-
ía depende de ambientes computacionales, hardware gráﬁco y
erramientas de software que faciliten la interacción humano-
áquina-data para la exploración y análisis de estos tejidos. Otro
specto crítico es garantizar el realismo en la perspectiva tridimen-
ionalpara la representaciónespacialde losdatos, la representación
e la información temporal y otras formas de sen˜ales visuales como
exturas y tonos, así como, resolver el paradigma de interacción
ntre los usuarios y la información a través de los sistemas de
isualización.
Para la obtención de los modelos geométricos y la interacción
on los algoritmos de procesamiento considerados en este trabajo,
e desarrolló una herramienta computacional [13] bajo la plata-
orma de MATLAB [12], en la cual se integraron las rutinas por
tapas (ﬁg. 1).
A continuación se describen los algoritmos de procesamiento
onsiderados por cada una de estas etapas, y como fueron imple-
entados en este trabajo.
.1. Lectura y reconstrucción 3D
Cada corte adquirido en una sesión de diagnóstico por imagen
s representado por una matriz bidimensional de taman˜o m ×n
ﬁg. 2), donde cada elemento Px,y de la matriz es conocido como
ixel (picture element), n representa el número de pixels a lo ancho
e la imagen y m es el número de pixels a lo largo. En la ﬁgura, cada
lemento Px,y representa un valor en escala de gris, el cual reﬂeja
l grado de atenuación del haz radiológico sobre el tejido humano.
La reconstrucción 3D de estos cortes iniciales es obtenida por el
pilamiento paralelo de o cortes de la misma resolución (taman˜o
× n pixels), lo cual es representado por una matriz 3D dede procesamiento de imágenes médicas desarrollada en MATLAB [13].
dimensiones m × n × o, donde cada elemento Vx,y,z de esta matriz
es denominado voxel, el cual es el elemento básico de un volu-
men (ﬁg. 3). En la ﬁgura, se presenta la representación matricial
del primer y último corte de la imagen 3D.
Para mantener la relación del taman˜o del volumen reconstruido
con el taman˜o real del tejido, se tiene en cuenta el espaciadode cadaFigura 2. Representación bidimensional de un corte ortogonal de una imagen
médica, donde cada elemento Px,y es un pixel cuyo valor es obtenido por el grado de
atenuación de un haz radiológico sobre el tejido humano.
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Figura 3. Representación tridimensional de una imagen m
e las imágenes se lleva a cabo procesando los valores de niveles
e gris contenido en la matriz que representa la imagen.
Un paso posterior fue la selección de un Region of Interest (ROI)
n la imagen 3D inicial para obtener sub-volúmenes que conten-
an las zonas de interés. En cada uno de estos sub-volúmenes se
plicaron ﬂujogramas conformados por algoritmos desde el pre-
rocesamiento hasta la obtención de los volúmenes de los tejidos
e interés.
.2. Preprocesamiento de imágenes médicas
Las imágenesmédicas sonusualmente afectadaspor ruidogene-
ado por interferencia u otros fenómenos que afectan los procesos
emedición en los sistemas de adquisición de imágenes. La presen-
ia de ruido es inherente a los sistemas de medición y usualmente
sun factor limitante enel desempen˜ode los instrumentosmédicos
3]. Asimismo, la naturaleza de los sistemas ﬁsiológicos bajo inves-
igación y los procedimientos usados en radiología también afectan
l contraste y la visibilidad de detalles [2], siendo necesario modi-
car el rango de intensidades de gris de las imágenes para mejorar
a visualización de aquellas zonasmás brillantes que por la caracte-
ística del ojo humano son difíciles de diferenciar en comparación
las zonas más oscuras que se aprecian con mejor detalle.
El éxito en la obtención de los modelos geométricos de tejidos
ependerá de las técnicas empleadas en esta primera etapa. Dos de
as técnicasmás empleadas son: (a) técnicas de reducción del ruido,
(b) técnicas de realzado de bordes, las cuales se implementaron
n este trabajo y son descritas a continuación.
.2.1. Reducción de ruido
El ruido es caracterizado por un cierto valor de amplitud y dis-
ribución y su nivel depende del tejido tratado y de la resolución
spacial de cada imagen, por ejemplo, imágenes de gran resolución
omo TC con 0,5mm de grosor de corte (slice trickness), presentan
ayor nivel de ruido que aquellas imágenes de 0,1mm de grosor.
n las imágenes médicas, el ruido se debe a procesos estocásticos
e la adquisición de la imagen o durante su reconstrucción, lo que
isminuye su calidad. Para resolver este problema, se han desarro-
lado ﬁltros de reducción, la mayoría de ellos han sido disen˜ados
mpleando ladistribucióndeGauss.Matemáticamente, una imagen
orrupta con ruido puede ser representada por la ecuación (1).
(x, y) = g[u(x, y)] + n(x, y) (1)
[u(x, y)] =
∫ ∫
h(x, y; x′, y′)u(x′, y′)dx′ (2)
onde u(x,y) es la imagen original, y v(x,y) es la imagen observada
corrupta con ruido) y n(x,y) representa el ruido aditivo. El proceso
e formaciónde la imagenpuede sermodeladopor el sistema lineal
escrito en la ecuación (2), dondeh(x,y;x’,y’) representa la respuesta
e impulso del proceso de adquisición de la imagen.a, donde cada elemento Vx,y,z de la matriz 3D es un voxel.
El ruido presente en una imagen se maniﬁesta de diferente
manera y su interpretación dependerá de la imagen en sí y de su
percepción visual. La estimación de las características estadísticas
de ruido presente en una imagen es necesaria para ayudar a separar
el ruido de la imagen. Acharya y Ray [14] describen cuatro clases de
ruido: el ruido aditivo, ruidomultiplicativo, ruido impulsivo y ruido
de cuantiﬁcación, siendo los dos primeros los tipos de ruido más
comunes en imágenes médicas, los cuales han sido considerados
en este trabajo.
2.2.1.1. Ruido aditivo. Es el ruido generado por los sensores del tipo
Gaussiano blanco y es deﬁnido en la ecuación (3), donde g(x,y) es la
imagen con ruido observada resultante de la imagen I(x,y) corrupta
con el ruido aditivo n(x,y).
g(x, y) = I(x, y) + n(x, y) (3)
En la ﬁgura 4, se muestra un ejemplo de ruido aditivo al agregar
ruido aditivo del tipo Gaussiano a una imagen de phantom de Brain-
Web [15] que simula una IRM del cerebro. El comportamiento del
ruido agregado puede ser observado en el histograma de la ﬁgura
(4.d).
2.2.1.2. Ruido multiplicativo. En esta clase encontramos el tipo de
ruido speckle muy común en las imágenesmédicas, principalmente
en las imágenes de ultrasonido. Este tipo de ruido puede ser repre-
sentadopor la ecuación (4), donde g(x,y) es la imagenobservada con
ruido, I(x,y) es la imagen en formación, c(x,y) es el componente de
ruido multiplicativo y n(x,y) es el componente de ruido adicionado.
g(x, y) = I(x, y)c(x, y) + n(x, y) (4)
En la ﬁgura 5 es presentado un ejemplo de ruido multiplicativo
agregado a la imagen de phantom que simula una resonancia mag-
nética del cerebro. El comportamiento del ruido agregado puede
ser observado en el histograma de la ﬁgura (2.d).
Existen diversos tipos de ﬁltros dedicados a reducir la presencia
de ruido en las imágenes, la mayoría de ellos han sido disen˜ados
empleando ladistribucióndeGauss. Dentrode losﬁltrosmásusados
tenemos: el ﬁltro Gaussiano, ﬁltro media, ﬁltro mediana. Existen
otros ﬁltros más soﬁsticados como los ﬁltros basados en ondículas
(wavelets) y los ﬁltros de difusión anisotrópica. Este último es el
empleado en este trabajo.
2.2.1.3. Filtro de difusión anisotrópica. Es un ﬁltro del tipo no lineal
propuesto por Perona and Malik [16], quienes asumieron que el
comportamiento del ruido en la imagen es similar a la «propagación
del calor en un cuarto vacío», por lo que modiﬁcaron la conocida
ecuación de conducción del calor, obteniendo la ecuación (5). Este
ﬁltro utiliza gradientes locales para controlar la anisotropía del ﬁl-
tro.
It = ∇.(g(|∇I|)∇I) (5)
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eigura 4. Adición de ruido aditivo a imágen de phantom de IRM del cerebro. (a) Co
ditivo gaussiano. (d) Histograma de (c).
En la ecuación se utiliza un detector de bordes |∇ I|, responsable
e suavizar el ruido, cuyo valor tiende al inﬁnito al acercarnos a un
orde perfecto. La función g(|∇ I|) controla la fuerza de difusión,
educiendo la conductancia en áreas de valores de |∇ I| grandes.
e le asigna un valor 0 donde el valor del gradiente es grande y
isminuye completamente cuando el gradiente es bajo, es decir:
(x)→0, si x→∞ (valor alcanzando en un borde); y g(x)→1, si x→0
valor alcanzando dentro de una región). De esto deducimos que la
peración de suavizado del ruido es un proceso de difusión que se
uprime o detiene en las fronteras mediante la selección adecuada
e valores de difusión espacial. Dependiendo de los valores asumi-
os por la fuerza de difusión, el ﬁltro es capaz de suavizar entre
egiones sin afectar los bordes.
La difusión anisotrópica ha tenido bastante aceptación en el
ltrado del ruido debido a su velocidad y simplicidad de cálculo
lgorítmico. En Gerig et al. [17] fue aplicado en la reducción de
uido y suavizado de bordes en IRM de secuencia de onda eco spin
eco gradiente en 2D y 3D y en Santareli et al. [18] se demos-
ró su máximo rendimiento en el ﬁltrado local para segmentación
ardiaca. Asimismo, en el trabajo de Landini et al. [19] se aplicó el
ltro de difusión anisotrópica en un phantom de IRM del ventrículo
zquierdo y en una IRM original.
En este trabajo, se implementó una rutina de suavizado de
uido con preservación de bordes empleando la librería de difusión
nisotrópica: itk::GradientAnisotropicDiffusionImageFilter [20]. En la
gura 6 se presentan los resultados obtenidos al aplicar los ﬁltros
n un phantom de IRM [15] que simulan IRMdel cerebro a través deial 98 de phantom original. (b) Histograma de (a). (c) Imagen original (a) con ruido
volúmenes «fuzzy». Esta imagen de phantom tiene dimensiones de
181 × 217 × 181 (X × Y × Z), con voxels isotrópicos de 1,0mm3. Por
visualización se presenta el corte axial 98, sin embargo, los ﬁltros
e histogramas mostrados fueron aplicados sobre el volumen com-
pleto. En las ﬁguras 6.a y b se presenta el corte axial 98 del phantom
y el histograma del phantom completo, respectivamente. En las
ﬁguras 6.c y 6.d se presenta el corte axial 98 con ruido gaussiano
aditivo y el histograma de este nuevo volumen con ruido, respec-
tivamente. En la ﬁgura 6.e se presenta la imagen resultante luego
de aplicar al volumen de la ﬁgura 6.e el ﬁltro de difusión anisotró-
pica itk::GradientAnisotropicDiffusionImageFilter. En la ﬁgura 6.f es
mostrado el histograma de esta imagen ﬁltrada.
2.2.2. Realzado de bordes
El borde de una imagen se deﬁne como un salto brusco en los
valores de intensidad e indica las fronteras o líneas de separa-
ción entre los distintos objetos presentes en ella. Los bordes de
los objetos se ven en la imagen como discontinuidades de ciertas
propiedades: intensidad, color, textura. En las imágenes médicas,
los tejidos están separados por bordes y regiones discontinuas que
pueden ser detectables a través de diversas técnicas, pero sin un
mayor procesamiento no necesariamente se extraerá una región
de interés.2.2.2.1. Generación de imágenes módulo del gradiente. Son diversas
las técnicas aplicadas para realzar los bordes en imágenes médicas,
la mayoría son basadas en el cálculo del gradiente y su módulo.
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uido multiplicativo. (d) Histograma de (c).
stos ﬁltros, al ser aplicados sobre una imagen en escala de gri-
es, calculan el gradiente de la intensidad de brillo de cada punto
pixel o voxel) proporcionando la dirección del mayor incremento
osible (de negro a blanco), además calculan el valor de cambio en
sa dirección, es decir, devuelven un vector. En la ecuación (6) se
resenta la función para el cálculo del gradiente de un punto en las
irecciones X, Y, Z. El resultado ﬁnal muestra que tan brusca o sua-
emente cambia una imagen en cada punto analizado, y a su vez
ue tanto un punto determinado representa un borde en la imagen
también la orientación a la que tiende ese borde. En la práctica, el
álculo de la magnitud de la gradiente brinda nociones de un borde
ayuda a la separación de regiones homogéneas, lo que resultamás
encillo que la interpretación de la dirección. En la ecuación (7) se
resenta la función empleada para el cálculo de la magnitud del
radiente en las tres direcciones.
f =
[
∂f
∂x
,
∂f
∂y
,
∂f
∂z
]
(6)
∇ f | =
√(
∂f
∂x
)2
+
(
∂f
∂y
)2
+
(
∂f
∂z
)2
(7)
En la ﬁgura 7 se presenta la aplicación de dos rutinas del cálculo
el gradiente en IRMcardiovascular. Obsérvese como los contornos
on mejorados y se puede distinguir mejor el músculo miocardio y
l ventrículo izquierdo. En la ﬁgura 7.b se aplicó el operador Sobel
n las direcciones x,y,z. En la ﬁgura 7.c se presenta el resultado de
plicar el ﬁltro itk::GradientMagnitudeRecursiveGaussianImageFilterrte axial 98 de phantom original. (b) Histograma de (a). (c) Imagen original (a) con
[20]. Este ﬁltro calcula lamagnitud de la imagen gradiente por cada
pixelo voxel.El proceso computacional consiste enprimero suavizar
la imagen a través de la convolución con una máscara Gaussiana y
luego aplicar el operador diferencial.
El uso del gradiente puede ser muy sensible al ruido si no se
aplica ningún suavizado previo, por ello, las imágenes de entrada
a este ﬁltro fueron obtenidas al aplicar los ﬁltros de suavizado de
ruido mencionados en la sección anterior.
2.2.2.2. Reforzamiento adicional de bordes. En algunos casos, des-
pués demejorar los bordes con el cálculo del gradiente, se aplicó un
ﬁltro adicional con la ﬁnalidad de reforzar los bordes y garantizar
una adecuada segmentación. Se integró el ﬁltro sigmoid propor-
cionado por ITK [20] en itk::SigmoidImageFilter, el cual transforma
la intensidad de los valores de gris de la imagen, generando una
imagen Isigmoid con los voxels de los bordes reforzados y los demás
voxels de las regiones atenuados progresivamente. Este ﬁltro fue
conﬁgurado por cuatro parámetros y se deﬁne según la ecuación
(8).
Isigmoind = (Max − Min).
1
(1 + e−(I−ˇ/˛)) + Min (8)
donde I contiene las intensidadesde losvoxelsdeentrada. La imagen
Isigmoid contiene las intensidades de los voxels de salida, Min y Max
son los valoresmínimo ymáximo de la imagen de salida,˛ deﬁne el
anchodel rangode intensidades de entrada, yˇ deﬁne la intensidad
alrededor de la cual el rango es centrado.
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En la ﬁgura 8 se presenta la aplicación de la rutina del ﬁltro
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gura 7.c..3. Segmentación
Después de mejorar los niveles de intensidad y corregir
rtefactos en las imágenes médicas, la siguiente etapa es laano. (a). Imagen de phantom original, vista del corte 98. (b) Histograma de (a). (c)
da con ﬁltro de difusion anisotrópica. (f) Histograma de (e).
segmentación que consiste en dividir las imágenes en regiones
contiguas (subregiones o sub-volúmenes) cuyos elementos miem-
bros (pixels o voxels) tienen propiedades de cohesión comunes.
Es un paso previo para extraer parámetros cuantitativos, cua-
litativos y evaluar la morfología y funcionamiento del objeto
segmentado, su éxito depende de la realización de un óptimo
preprocesado.
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mpleando itk::GradientMagnitudeRecursiveGaussianImageFilter.
Los algoritmos de segmentación de imágenesmédicas tienen un
apel importante en el diagnóstico y tratamiento médico, son usa-
os para el análisis de estructuras anatómicas y los tipos de tejidos,
a distribución espacial de la función y la actividad de los órganos, y
as regiones patológicas. Su aplicación incluyediversas aplicaciones
édicas como la detección de tumores cerebrales [21], extracciónálc. diseño ing. 2011;27(3):200–226 207
de la zona afectada por tuberculosis extra pulmonar [22], visua-
lización de patologías del corazón [23], la detección de contornos
coronarios en angiogramas, cuantiﬁcación de lesiones de esclero-
sis múltiple, simulación y planiﬁcación de cirugías, medición del
volumen de tumores y su respuesta a terapias, clasiﬁcación auto-
matizada de células sanguíneas, estudio del desarrollo del cerebro,
deteccióndemicro calciﬁcaciones enmamografías, entreotras apli-
caciones.
Los métodos para llevar a cabo el proceso de segmentación
varían ampliamente dependiendo de la necesidad especíﬁca, tipo
de la imagen, y otros factores. Por ejemplo, la segmentación del
tejido del cerebro tiene diferentes requerimientos que la segmen-
tación del corazón o la segmentación de estructuras óseas como la
mandíbula o el fémur. Se ha comprobado que los métodos espe-
cializados para aplicaciones particulares pueden obtener mejores
resultados tomando en cuenta conocimiento a priori. Sin embargo,
la selección de un método apropiado para un problema de segmen-
tación resulta una tarea muy difícil en algunos casos. Debido a que
actualmente no existen métodos de segmentación generales que
puedan ser aplicados a cualquier variedad de datos y que alcan-
cen resultados aceptables para todo tipo de imagen médica, en este
trabajo se implementaron y combinaron varios métodos de seg-
mentación, los cuales son introducidos en las siguientes secciones.
2.3.1. Segmentación basada en umbrales
La umbralización es una técnica de segmentación efectiva en
imágenes cuyas estructuras tienen intensidades u otras caracte-
rísticas diferenciables. Algunas de las técnicas de umbralización
están basadas en el histograma de la imagen y otras están basadas
en propiedades locales como el valor promedio local, la desviación
estándaroel gradiente local. En su formamás simple, esta técnica es
llamada umbralización global [2,24] o umbralización bimodal, en la
cual, a partir de un histograma bimodal para una imagen f(x,y,z), el
objeto puede ser extraído del fondo con una simple operación que
compara los valores de f(x,y,z) con un umbral T que puede separar
las dos modas del histograma generando como resultado una ima-
gen binaria. En otros casos se pueden deﬁnir varios umbrales para
segmentar la imagen, en este caso se está hablando de una umbrali-
zaciónmultinivel. En la ecuación (9) se representa la umbralización
bimodal.
bij = 1,para todo aij = T
bij = 0,para todo aij < T
(9)
donde T es un valor umbral, entonces bij=1 para todos los pixels
del objeto de interés, y bij=0 para todos los pixels del fondo (back-
ground). La ecuación (9) puede ser extendida a una umbralización
multinivel al deﬁnir varios valores de umbral.
Las técnicas de umbralización fueron utilizadas en imágenes,
cuyo histograma presentaba picos bien deﬁnidos que permitían
segmentar con facilidad diferentes tipos de tejidos. Estos tipos de
histograma son característicos de las imágenes de TC de estructu-
ras óseas, en vista de que los niveles de gris del hueso son mayores
a las intensidades de otros tejidos como piel, grasa, músculo, etc.,
según la escala de Hounsﬁeld [1].
En la ﬁgura 9 se presenta el resultado de aplicar la rutina de
umbralización global a una imagen tridimensional reconstruida a
partir de imágenes de TC cráneo-facial, para segmentar el hueso
del cráneo del background y los demás tejidos. En la ﬁgura 9.b se
presenta el histograma del volumen total de la ﬁgura 9.a, en el cual
se observan varios picos. La aplicación de esta rutina consistió en
seleccionar el valor del umbral T igual a 1.235, asignándose el valor
de 0 (negro) a aquellos voxelsmenores a T un umbral de valor 1.235.(blanco).Deestamanera seobtuvounanueva imagenbinariadonde
se ha segmentado el hueso cráneo-facial y parte de las vértebras
(ﬁg. 9.c). El histograma de esta nueva imagen binaria es presentado
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vigura 8. Reforzado de bordes empleando el ﬁltro sigmoid. (a) Imagen módulo gra
tk::SigmoidImageFilter.
n la ﬁgura 9.d y la vista 3D del hueso segmentado es presentada
n la ﬁgura 9.e.
.3.2. Regiones crecientes (Region Growing)
Comúnmente, esta técnica es empleada para extraer regiones
e la imagen que están conectadas según cierto criterio predeﬁnido
los objetos a segmentar son regiones con características similares).
n su forma más sencilla, se inicia con el establecimiento de una
emilla que puede ser un pixel, voxel o conjunto de ellos, los cuales
on seleccionadosmanualmente por el usuario. En el siguiente paso
os elementos vecinos son examinados y adicionados a la región
í son suﬁcientemente similares basados en un test de uniformi-
ad (criterio de homogeneidad como intensidad de gris, promedio,
esviación estándar, etc.). El procedimiento continúa hasta que
o puedan ser adicionados más voxels. Finalmente, el objeto seg-
entado es representado por todos los elementos que han sido
ceptados durante el procedimiento de búsqueda.
Existen métodos de Region Growing avanzados, los cuales son
btenidosmediante la combinacióndediferentes criterios de inclu-
ión, como umbrales, gradientes, media, desviación estándar, etc.
Region Growing es muy utilizada en aplicaciones médicas para
xtraer estructuras del cuerpo y sus patologías. Liu et al. [25]
mplearon este algoritmo para segmentar los ventrículos cerebra-
es. Avazpour et al. [22] segmentaron la infección por tuberculosis
xtra-pulmorar,modiﬁcando el algoritmodeRegionGrowing.Müh-
enbruch et al. [26] consiguieron extraer el ventrículo izquierdo
n TC para posterior análisis numérico. Asimismo, esta técnica
s usualmente utilizada para segmentar estructuras vasculares
27,28].
Una técnica avanzada de segmentación Region Growing fue
mplementada en la herramienta para extraer regiones con textu-
as de características similares y bordes claramente deﬁnidos. Esta
écnica fue empleada para extraer regiones conectadas de texturas
on características similares. El primer paso del algoritmo consistió
n establecer manualmente una o más semillas (volumen esférico)
entro de la región de los tejidos de interés. En el siguiente paso
e analizaron los voxels vecinos a la región, calculando la media m
la desviación estándar , agregando los pixels de posición X cuyo
alores de intensidad de gris cumplían la condición establecida en
a ecuación (10).
(X)∈ [m − f,m + f] (10)onde, I: imagen, X: posición del voxel vecino analizado, m: media,
: desviación estándar, f: factor de multiplicación.
El segundo paso fue ejecutado hasta no poder adicionar más
oxels. Finalmente, el objeto segmentado fue representado pore de IRM cardiovascular l. (b) Imagen (a) con los bordes reforzados empleando en
todos los elementos aceptados durante el procedimiento de bús-
queda.
En la ﬁgura 10 se presenta el resultado de segmentar la materia
blanca del cerebro en IRM empleando la rutina de Region Growing
mencionada. En la ﬁgura 10.a se observa la vista 3D del volumen
inicial. En la ﬁgura 10.b se observa uno de los cortes de la ﬁgura 10.a
con la selecciónde cuatro semillas inicialesde formaesféricadentro
de la zona de la materia blanca. En la ﬁgura 10.c se observa en color
rojo la zona regiónde lamateriablancaobtenidaalﬁnalizar la rutina
de segmentación. En la ﬁgura 10.d se presenta una vista 3D de la
zona de la materia blanca segmentada.
2.3.3. Segmentación de cuencas hidrográﬁcas (Watershed)
La segmentación Watershed es otro método basado en región
que tiene sus orígenes en la morfología matemática. El concepto
general fue introducido por Digabel y Lantuéjoul en 1978 [29]. En
este algoritmo, la imagen se ve como una superﬁcie topográﬁca
con ríos y valles, donde los valores de elevación del paisaje son
deﬁnidos por el valor de gris de cada pixel o su magnitud gradiente.
Basados en una reconstrucción 3D, el algoritmo divide la imagen
en regiones llamadas «cuencas hidrográﬁcas» (catchment basins).
Para cada mínimo local, una cuenca hidrográﬁca comprende todos
los puntos cuyo camino más empinado desciende terminado sobre
este mínimo. Finalmente, Watershed queda deﬁnido por las líneas
de borde que separa una cuenca de otra. Las cuencas hidrográﬁcas
(segmentos obtenidos) sondistinguidas por etiquetas condiferente
intensidad de gris. Watershed es utilizado en una variedad de apli-
caciones de segmentación. Por mencionar algunas, Hahn y Peitgen
[30] segmentaron la zona del cerebro y los ventrículos cerebra-
les aplicando Watershed sobre IRM. Asimismo, Kuhnigk et al. [31]
utilizaron Watershed para delimitar los lóbulos pulmonares en TC.
En este trabajo,Watershed fue empleado para segmentar estruc-
turas grandes como el ventrículo izquierdo y con textura continua
como las estructuras óseas. En nuestro algoritmo, la imagen de
entrada fue la imagen magnitud gradiente Img obtenida en la etapa
de preproceso (sección 2.2.2), la cual es considerada como una fun-
cióndealturadonde los valores altos indican lapresenciadebordes.
El primer paso fue eliminar las regiones poco profundas que se
encuentren por debajo de unmínimo valor de umbral, lo cual ayudó
a controlar la sobre segmentación. Apartir de esto, el algoritmocreó
una segmentación inicial siguiendo el más rápido descenso de cada
pixel hasta los mínimos locales. El resultado inicial fue pasado a un
segundo ﬁltro que consideró solo aquellas regiones con una pro-
fundidad menor a un nivel de profundidad máximo establecido, de
esta manera se controló hasta donde descendía la segmentación
(llenado de cuencas). Los parámetros umbral y profundidad fue-
ron establecidos dentro del rango [0,0-1,0] y elegidos de manera
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rbitraria. Como resultado de esta función, se obtuvo una primera
egmentación de la imagen Iw conformada por varios segmentados
onectados de manera no conexa y etiquetados con un nivel de gris
istinto, como se describe a continuación:
W =
n⋃
i=1
Ii, Ii
⋂
Ij = para i /= j (11)riginal de un corte sagital. (b) Histograma de imagen a. (c) Imagen resultante de
ria (c). (e) Vista 3D del volumen del hueso cráneo-facial y parte de las vértebras
Uno de los principales problemas de esta técnica, es la sobre
segmentación de regiones ocasionada por el ruido presente en las
imágenes, de ahí la importancia de la etapa de preproceso que
reduzca el ruido y resalte los bordes.
Para obtener el volumen completo de las zonas de interés fue
necesario agrupar algunos de los segmentos adyacentes conside-
rando los niveles de gris de las regiones etiquetadas. Es así, que en
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ligura 10. Segmentación de materia blanca empleando Region Growing en IRM de
n corte coronal con la lección de cuatro semillas iniciales. (c) Vista del corte coron
ateria blanca segmentada en (c).
lgunos casos, los volúmenes ﬁnales If se obtuvieron a partir de la
écnica de umbralización, estableciendo un umbral inferior t0 y un
mbral superior tf, donde: t0= If = tf.
En la Fig. 11 se presenta la aplicación de la rutina Watershed
ara segmentar la materia blanca del cerebro en la reconstrucción
D de IRM. En la Fig. 11.a se observa uno de los cortes axiales de la
magen original utilizada, obsérvese que la imagen presenta arte-
actos (aliasing) ocasionados por la baja resolución utilizada en la
econstrucción inicial de la imagen. En la Fig. 11.b se visualizan los
egmentos encontrados al aplicar esta técnica en la imagenoriginal,
tiquetados con diferentes niveles de gris, entre ellos la zona de la
ateria blanca. Es importante destacar que las técnicas de segmen-
ación son aplicadas sobre imágenes previamente pre-procesadas
on la ﬁnalidad de corregir artefactos presentes en las imágenes
riginales como el mostrado en la Fig. 11.a, la eﬁciente combina-
ión y aplicaciónde estas técnicas son la base de este trabajo y serán
resentadas en los siguientes apartados. En la Fig. 11.c se visualiza
a vista 3D de la zona de la materia blanca segmentada.
Uno de los principales problemas de esta técnica, es la sobre-
egmentación de regiones ocasionado por el ruido presente en las
mágenes. Para resolver este problema, se aplicó previamente ﬁl-
ros de reducción del ruido.
.3.4. Métodos Level Set
Los algoritmos de segmentación basados en modelos, implican
areas más especializadas que las técnicas mencionadas anterior-
ente. Estas técnicas utilizan información del taman˜o, la forma de
os objetos, las distribuciones de gris, características de simetría,bro. (a) Volumen formado por varios cortes de IRM cerebral original. (b) Vista de
con la materia blanca segmentada con Region Growing. (d). Vista volumétrica de la
orientación y gradiente, entre otras. Dentro de los algoritmos más
conocidos tenemos el modelo de los contornos activos (active con-
tour models) y la técnica Level Set and Fast Marching propuestas por
Sethian [32], ambos son una variante generaliza de los modelos
deformables para la segmentación de estructuras.
La segmentación a través de la técnica Level Set es ampliamente
utilizada para segmentar estructuras anatómicas de forma variable
y solapadas con otras, generalmente difíciles de segmentar con las
técnicas anteriores. Se basa en la aplicación de métodos numéricos
para rastrear la evolución de contornos y superﬁcies denomina-
dos snakes que son colocados inicialmente sobre la imagen y van
modiﬁcándose hasta encontrar bordes y adquirir la forma de las
zonas de interés. Un snake puede ser una curva o superﬁcie que
se deforma en dirección de características de interés en la ima-
gen como líneas, bordes, y es controlado a través de una ecuación
diferencial, ver ecuación (12), que establece en valor de la función
Level Set  basada en tres velocidades: velocidad de propagación
que es la responsable de la extensión del snake hacia dentro o hacia
fuera; velocidadde curvatura: responsablede controlar la formadel
snake; velocidad de advección: es la más crítica y es responsable de
que el snake frene ante la presencia de bordes en la regiones.
d/dt  = −˛A(x).∇ − ˇP(x)|∇ | + Z(x)k|∇ | (12)
donde A: velocidad de advección; P: velocidad de propagación;
Z: modiﬁcador de la curvatura k; ,,: modiﬁcan cada velocidad
en cada movimiento del snake.
La técnica Level Set fue implementada en la herramienta
para segmentar tejidos de estructuras más complejas y poco
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ligura 11. Segmentación 3D de la zona de la materia blanca en IRM del cerebro e
atershed y etiquetadas con diferentes intensidades de gris. (c) Vista volumétrica d
eﬁnidas. Se implementó una rutina que integró la librería
tk::FastMarchingImageFilter [20] que es una versión más simpli-
cada de los métodos Level Set. En el presente trabajo, el algoritmo
e inicia con la implantación de snakes de forma esférica en las
onas de interés. En un instante de tiempo, la forma del snake pudo
er obtenida extrayendo la función  (zero-Level Set) de la imagen
alida, como se presenta en la ecuación (14). Esta imagen extraída
epresenta un mapa de distancias, siendo necesario aplicar umbra-
ización, eligiendo los valores cercanos a cero para extraer la zona
e la cicatriz.
X, t) = { (X, t) = 0} (13)
En la ﬁgura 12, se presenta la aplicación de esta rutina para seg-
entar la zona de la aorta descendente en la reconstrucción 3D de
RM cardiovascular. En la ﬁgura 12.a se presenta uno de los cortes
e la imagen original, en la cual se observa la implantación de un
nake inicial en la zona de la aorta. En la ﬁgura 12.b se observa la
magen mapa de distancias generada luego de aplicar el algoritmo
evel Set, obsérvese que los voxels dentro de la región de la aorta
ienen valores de intensidad más oscuros comparados con aquéllos
ue se van alejando de esta zona, cuyos valores de intensidad son
ás. En la ﬁgura 12.c se observa en color rojo la zona de la aorta
egmentada, la cual fue obtenida con umbralización al seleccionar
os voxels de la ﬁgura 12.b con niveles de gris cercanos de cero.ndo Watershed. (a) Vista de un corte axial original. (b) Regiones segmentadas con
na de la materia blanca segmentada.
2.4. Remuestreo
Tras aplicar las técnicas de segmentación fue necesario someter
los volúmenes obtenidos a un proceso de remuestreo para corre-
gir posibles agujeros dentro de las regiones y suavizar superﬁcies
superpuestas. Para esta tarea, se implementaron las siguientes ruti-
nas de posprocesamiento:
2.4.1. Corrección de zonas no conectadas
Se implementó una rutina interactiva, utilizando la librería
itk::VotingBinaryIterativeHoleFillingImageFilter [20], la cual a través
de un análisis de cada uno de lo voxels del volumen, rellena aque-
llos agujeros encontrados, eliminando de esta manera las zonas no
conectadas.
2.4.2. Suavizado de superﬁcies
Las superﬁcies rugosas o superpuestas presentes en las segmen-
taciones iniciales fueron corregidas con una rutina de suavizado
combinando las técnicas de morfología matemática: dilatación y
erosión con el ﬁltro de Gauss. En Gonzalez y Woods [24], se explica
con mayor detalle estas técnicas. En la ﬁgura 13 se presenta un
ejemplo de la aplicación de estas rutinas de remuestreo. En la
ﬁgura 13.a se muestra el volumen original segmentado con el
método Level Set, en el cual se observa con superﬁcies rugosas.
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digura 12. Segmentación de aorta descendente empleando Level Set. (a) Vista de
orta. (b) Imagen mapa de distancias obtenida luego de aplicar la técnica Level Set.
escendente segmentada.
n la ﬁgura 13.b se observa el remuestreo aplicado al volumen de
a ﬁgura 13.a, lo cual generó un volumen más liso..5. Exportación de modelos geométricos
Para procesar los modelos geométricos en otras herramientas
e visualización médica y CAD, se implementó una rutina de
Figura 13. Remuestreo del volumen de la aorta obtenido con Level Set. (a) Volrte axial de IRM cardiovascular con la implantación de un snake en la zona de la
lección de la zona de aorta extrayendo la función zero level (d) Vista 3D de la aorta
exportación de la data de los volúmenes en formatos *.vtk [33]
que permite guardar las coordenadas de los voxels y el taman˜o de
ellos en las direcciones x, y, z y en formato *.stl [34] que almacena
una malla de triángulos sobre las superﬁcies para deﬁnir la forma
del objeto. Este es un formato de salida estándar para la mayor
parte de los programas CAD. Utilizamos GiD [35] y ParaView [36]
para visualizar los modelos en superﬁcie y generar el mallado.
umen original de la aorta descendente. (b) Remuestreo del volumen (a).
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e empleó Autodesk Inventor [37] para convertir los modelos en
ólidos y ﬁnalmente, se utilizó Abaqus [38] para discretizar los
odelos y hacer análisis con elementos ﬁnitos.
Seemplearon lasherramientasAbaqusyAutodesk Inventorpara
eer los archivos generados y veriﬁcar si los modelos geométricos
btenidos con la metodología eran útiles para discretizar, para ello
e asignaron valores de contorno de prueba en diferentes zonas del
olumen sólido de los modelos.
.6. Análisis estadístico de modelos geométricos
Para analizar la precisión y conﬁabilidad de las técnicas imple-
entadas y los resultados obtenidos, se implementaron rutinas
e análisis estadístico de texturas, empleando descriptores descri-
os para comparar los volúmenes obtenidos con nuestras rutinas
e procesamiento con los volúmenes obtenidos por otros medios
omo segmentación manual o proporcionados por sitios web.
El sistema de visión humano percibe escenas con variaciones
e intensidad y color, los cuales forman ciertos patrones que se
epiten, llamada texturas. Acharya y Ray [14] deﬁnen las siguien-
es aﬁrmaciones sobre las texturas: (a) una textura es un conjunto
e patrones repetitivos, los cuales caracterizan a las superﬁcies de
arias clases de objetos. La clasiﬁcación de estos patrones resultará
ácil si las texturas presentes en las imágenes se pueden identiﬁ-
ar y diferenciar entre sí; (b) las texturas proporcionan información
mportante de la disposición de los elementos importantes de una
magen, y (c) los atributos de una textura se pueden describir en
érminos cualitativos como la homogeneidad, la orientación de las
structuras y la relación espacial entre las intensidades de la ima-
en.
El análisis de texturas aplicada al mundo de las imágenes está
elacionada con la distribución espacial de los niveles digitales
resentes en la imagen. Dependiendo de la selección de las caracte-
ísticas y la ﬁlosofía de la clasiﬁcación, el análisis de texturas en una
magen es clasiﬁcado en tres grandes métodos: métodos espacia-
es, métodos estructuras y métodos estadísticos [14]. El análisis de
exturas estadístico se basa en la cuantiﬁcación y caracterización
e las propiedades estocásticas de la distribución espacial de los
iveles de gris en una imagen a través del cálculo de descriptores
stadísticos.
En este trabajo se implementaron seis descriptores estadísti-
os, los cuales estudian la relación de un pixel con su entorno, y
aracterizan la suavidad, rugosidad, etc. Para calcular este tipo de
escriptores se utilizó el histograma de probabilidades hp obtenido
l dividir cada valor del histograma original de la imagen entre el
úmero total de pixels. Los descriptores se presentan a continua-
ión.
.6.1. Media
Empleado para calcular el promedio de los niveles de gris de la
magen. Este descriptor queda deﬁnido como:
=
n∑
i=1
i.h(i) (14)
onde 	 es la media, h(i) es el histograma de probabilidades para
os niveles de gris i de la imagen que van desde 1 a n.
.6.2. Momento de segundo orden (desviación estándar)
Mide ladispersiónocontrasteentre losnivelesdigitales. Se iden-
iﬁca con la homogeneidad que se percibe en la imagen. En una
magen oscura la desviación estándar  es alta si hay pixels de alto
ivel de gris en un fondo de bajo nivel de gris. Si =0, entonces la
ntensidad de la imagen es constante, si =1, la intensidad de la
magen posee valores altos de varianza.álc. diseño ing. 2011;27(3):200–226 213
2.6.3. Momento de 3.er orden (asimetría)
Mide la asimetría del histograma. Un histograma simétrico ten-
drá un momento de tercer orden con valor cercano a cero. Toma
valor positivo (negativo) si el histograma está más alargado a la
derecha (izquierda). En términos matemáticos, la asimetría es una
medida de la asimetría de los datos alrededor de la media mues-
tral. Si el valor de asimetría es negativo, los datos son distribuidos
de manera más a la izquierda de la media que a la derecha. Si la
asimetría es positiva, los datos se extienden más a la derecha. La
asimetría de la distribución normal (o cualquier distribución per-
fectamente simétrica) es cero. Este descriptor es deﬁnido por la
siguiente ecuación:
	3 =
1
3
n∑
i=1
(i − 	)3h(i) (15)
donde 	 es la media de la imagen,  es la desviación estándar, h(i)
es el histograma de probabilidades para los niveles de gris i de la
imagen que van desde 1 a n.
2.6.4. Momento de 4.◦ orden (homogeneidad)
Propiedad conocida como curtosismide el achatamientodel pico
superior del histograma. Mientras más pequen˜o es su valor el pico
es más redondeado. Es un indicador de uniformidad de la imagen
que mide la distribución de los valores del histograma. La curtosis
de una distribución normal es de 3. Las distribuciones que son más
propensas que los valores atípicos de la distribución normal tienen
curtosismayor a 3; distribuciones que sonmenos propensas a tener
valores atípicos tienen curtosis menor a 3. La homogeneidad en una
imagen queda deﬁnida como:
	4 =
1
4
n∑
i=1
(i − 	)4h(i) (16)
donde 	 es la media de la imagen,  es la desviación estándar, h(i)
es el histograma de probabilidades para los niveles de gris i de la
imagen que van desde 1 a n.
2.6.5. Entropía promedio
Mide la granularidad de la imagen, es una medida estadística de
la aleatoriedad que puede ser utilizada para caracterizar la textura
de la imagen, un valor alto indica una textura gruesa, tendrá valor
cero si es constante. La entropía queda deﬁnida como:
Ent = −
n∑
i=1
h(i) log h(i) (17)
donde h(i) es el histograma de probabilidades para los niveles de
gris i de la imagen que van desde 1 a n.
3. Casos de estudio
Las rutinas presentadas en el apartado anterior fueron aplicadas
en imágenes médicas, orientados por ﬂujogramas de algoritmos
establecidos para las etapas representadas en la ﬁgura 1. A conti-
nuación presentamos los resultados obtenidos en cuatro casos de
estudio.
3.1. Modelado del ventrículo izquierdo
Las IRMdel ventrículo izquierdo se caracterizanporque la fuerza
del gradiente en el endocardio es por lo general diferente a la del
epicardio. Asimismo, el miocardio es fuertemente inﬂuenciado por
inhomogeneidades en escala de grises responsables de los cam-
bios locales en la media y la varianza de los tejidos. Considerando
estas peculiaridades, es necesario utilizar más de una sola técnica
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Figura 14. Flujograma para la obtención del modelo del ventrículo izquierdo.
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n las etapas de preprocesado y segmentación. El ﬂujograma de
lgoritmos utilizado es presentado en la ﬁgura 14. Las técnicas son
etalladas a continuación.
.1.1. Preproceso
Para conseguir reducir el ruido de las imágenes sin atenuar las
onas de interés y resaltar adecuadamente las estructuras que con-
orman el corazón se necesitaba de una técnica de ﬁltrado con
reservación de bordes. El ﬁltro de difusión anisotrópica comen-
ado en el apartado 2.2.1 resultó ser ideal para este tipo de tareas.
omo siguiente paso, se aplicó el cálculo del módulo gradiente
obre la imagen ﬁltrada, lo cual permitió diferenciar de mejor
anera los contornos de las estructuras del corazón.
.1.2. Segmentación
Segmentar el volumen del ventrículo izquierdo puede resultar
na tarea no tan complicada si se combinan técnicas de segmenta-
ión adecuadas para extraer estructuras grandes y bien deﬁnidas.
n este caso, se obtuvieron mejores resultados al combinar dos
écnicas de segmentación muy utilizadas en este tipo de tareas. En
rimer lugar se aplicó el algoritmo Watershed en la imagen gra-
iente, obteniéndose una imagen en escala de gris con las regiones
niformes etiquetadas por una intensidad de gris diferente para
ada segmento obtenido. Watershed tiene la desventaja de pro-
ucir sobre-segmentación si es aplicado sobre imágenes ruidosas
niveles de gris poco uniformes, sin embargo, esta diﬁcultad fue
uperada al aplicar esta técnica sobre la imagen preprocesada. Pos-
eriormente se utilizó la técnica de umbralización para determinar
igura 15. Preproceso y segmentación el volumen del ventrículo izquierdo. (a) Corte axial de la IRM cardiovascular original. (b) Imagen (a) ﬁltrada con difusión anisotrópica.
c) Imagen gradiente obtenida a partir de (b). (d) Imagen Watershed con segmentos etiquetados obtenida a partir de (c). (e) Selección del segmento del ventrículo izquierdo
mpleando umbralización.
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Figura 16. Vista tridimensional de ventrículo izquierdo. (a) Volumenoriginal visua-
lizado con ParaView. (b) Volumen original suavizado con morfología matemática
visualizado con ParaView. (c) Sólido del volumen generado con Autodesk Inven-G. Gavidia et al / Rev. int. métodos nu
l umbral (o umbrales) que conforman la zona del ventrículo
zquierdo, entre el conjunto de segmentados etiquetados.
.1.3. Remuestreo y exportación a CAD
En el siguiente paso, se realizó el remuestreo del modelo geo-
étrico segmentado empleando dilatación morfológica con un
lemento estructural en forma de esfera de radio 3 × 3 × 3. Esta
area fue necesaria para suavizar superﬁcies superpuestas y relle-
ar posibles agujeros generados durante la segmentación. Este
odelo fue guardado en formatos legibles por software de visuali-
ación yherramientas CADcomoGiD, ParaView, Autodesk Inventor
Abaqus.
.1.4. Pruebas de discretización
Finalmente, empleando estas herramientas, se aplicaron con-
iciones de contorno de prueba en zonas aleatorias del modelo,
eriﬁcándose la utilidad del modelo geométrico para su discretiza-
ión con el método de elementos ﬁnitos.
En la ﬁgura 15 se presentan los resultados obtenidos por cada
tapadeprocesamiento en IRMcardiovascular. Las imágenesmédi-
as utilizadas tienen formato DICOM [39], con 59 cortes de taman˜o
92 × 192 pixels, voxel spacing: 1,5625 × 1,5625 × 2,5mm. Por efec-
os de visualización, solamente se presenta unode los cortes axiales
e la imagen 3D.
En la ﬁgura 16 se presenta el volumen ﬁnal del ventrículo
zquierdo con el inicio de la válvula aórtica (ﬁg. 16.a), el modelo
nal suavizado visualizado en ParaView (ﬁg. 16.b), el modelo en
ólido visualizado en Autodesk Inventor (ﬁg. 16.c), el modelo
n malla visualizado en GiD (ﬁg. 16.d) y el modelo discreto con
os elementos ﬁnitos realizado con Abaqus (ﬁg. 16.e). Estos mode-
os han sido obtenidos a partir de IRM cardiovascular de un
aciente con cardiopatía isquémica. Obsérvese que la protuberan-
ia presente en la zona superior derecha del ventrículo izquierdo
onstituye una zona de necrosis conocida como cicatriz isquémica,
a cual es alojada en el músculo del miocardio.
.2. Modelado de la aorta descendente
Para determinar las técnicas adecuadas en la obtención del
odelo de la aorta descendente se consideró una de sus princi-
ales características anatómicas: la estructura tubular de la aorta
ieneuna sección transversal circular. Utilizandoeste conocimiento
priori nospermitió establecerque la técnicade segmentaciónade-
uada sería la técnica Level Set debido a que el algoritmo utiliza la
eformación de semillas esféricas (snakes) que se pueden ir contro-
ando adecuadamente hasta obtener la forma de la estructura que
edesea segmentar, obteniéndosebuenos resultadosenestructuras
on bordes redondeados. Asimismo, conocemos que para el eﬁcaz
uncionamiento del algoritmo Level Set es necesario realizar un pre-
roceso previo en las imágenes originales que corrija artefactos y
uido presentes en ella y fortalezca los contornos de la aorta con
a ﬁnalidad de garantizar que el crecimiento de los snakes no se
esborde.
En la ﬁgura 17 es presentado el ﬂujograma de algoritmos utili-
ados para obtener el modelo geométrico de la aorta ascendente.
.2.1. Preproceso
El ruido de las imágenes fue ﬁltrado empleando el algoritmo de
ifusión anisotrópica, el cual atenúa el ruido preservando los bor-
es. Con el ﬁn de mejorar la diferenciación de la aorta del resto
e tejidos (ventrículos), se aplicó el cálculo del módulo del gra-
iente sobre la imagen ﬁltrada, asimismo, a la imagen resultante
e le aplicó el ﬁltro sigmoid. Ambos ﬁltros reforzaron de manera
ptima el contorno de la aorta.tor. (d) Mallado del volumen generado con GiD. (e) Modelo discreto con el método
de elementos ﬁnitos generado con Abaqus empleando condiciones de contorno de
prueba.
3.2.2. Segmentación
Se aplicó el algoritmo Level Set sobre la imagen sigmoid obte-
nida en la etapa anterior. Para ello se implantó un snake de forma
esférica de 2 pixels de radio. El resultado fue un mapa de imagen en
escala de grises con la región de la aorta mapeada a valores de gris
oscilando alrededor del valor 0. Para extraer el conjunto Zero Level
que constituye la zona de interés, se empleó la técnica de umbrali-
zación, deﬁniéndose los umbrales inferior y superior que permitían
extraer la zona aórtica.
3.2.3. Remuestreo y exportación a CAD
Para mejorar el modelo geométrico inicial obtenido de la seg-
mentación, se realizó el remuestreo a través de la técnica dilatación
morfológica con un elemento estructural en forma de esfera de
radio 3 × 3 × 3, lo cual fue realizado con el ﬁn de suavizar
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Figura 18. Preproceso y segmentación para el modelado geométrico de la aorta
descendente (a) Vista 3D original de imágenes originales de IRM cardiovascular.
(b) Vista de un corte axial de (a) con la implantación de un snake en la zona
de la aorta. (c) Filtrado del ruido de (b) con la técnica de difusión anisotrópica.
(d) Imagen módulo gradiente de (c). (e) Imagen sigmoid de (d). (f) Segmentaciónigura 17. Flujograma para la obtención del modelo de la aorta descendente.
uperﬁcies superpuestas y rellenar posibles agujeros generados
l utilizar la técnica de umbralización. El modelo geométrico fue
uardado en formatos legibles por software de visualización y
erramientas CAD como GiD, Paraview, Autodesk Inventor y Aba-
us.
En la ﬁgura 18 se presentan los resultados obtenidos por cada
tapa en imágenes médicas de IRM cardiovascular en formato
ICOM (38), con 72 cortes de taman˜o 192 × 192 pixels, voxel
pacing: 1,5625 × 1,5625 × 2,5mm. En las ﬁguras, se presenta uno
e los cortes axiales utilizados.
.3. Modelado de la materia blanca
El cerebro, como todas las partes del sistema nervioso central
ontiene una sustancia blanca y una sustancia gris, siendo la última
a de menor cantidad. La segmentación de estas estructuras per-
ite realizar un análisis cuantitativo morfométrico necesario para
l diagnóstico de distintas patologías y en la evaluación de la res-
uesta a un determinado tratamiento. Sin embargo, esta tarea se
e afectada por la presencia de distintos tejidos con niveles de gris
imilares, la ausencia de valores constantes en los niveles de gris.
simismo, las imágenes médicas del cerebro como las IRM y las
ET, entre otras, presentan ruido característico asociado a este tipo
e imagenología.
La técnica de segmentación Region Growing puede resultar útil
ara extraer este tipo de sustancias cerebrales debido a la ﬂexi-
ilidad del método para indicar pequen˜as zonas iniciales en los
ejidos que se desean segmentar a través de la selección de semi-
las, asimismo, es posible controlar y restringir las zonas que se van
umando en cada interacción del algoritmo, estableciendo carac-
erísticas más soﬁsticadas como la combinación de la media, la
esviación estándar, la entropía, la correlación, entre otros clasi-
cadores estadísticos.
En este caso de estudio seleccionado, el volumen de la zona de la
ateria blanca fue obtenido aplicando el ﬂujograma de algoritmos
resentado en la ﬁgura 19.
.3.1. Preproceso
El ruido de las imágenes fue ﬁltrado empleando el algoritmo
e difusión anisotrópica, suavizando así el ruido y preservando los
ordes de la imagen. De esta manera se consiguió mantener los
ontornos que dividen la materia blanca de los demás tejidos y
niformizar sus valores de gris..3.2. Segmentación
Se aplicó el algoritmo Region Growing sobre la imagen ﬁltrada,
olocando cuatro esferas (semillas) en la zona de interés, buscandode aorta descendente empleando Level Set. (g) Vista tridimensional en ParaView de
la aorta descendente segmentada. (h) Vista de la malla en GiD del volumen de la
aorta descendente.
ubicarlas en los extremos más arraigados de este tejido. La condi-
ción de inclusión utilizada para hacer crecer la región fue la descrita
en la ecuación (10), en base a la media y la desviación estándar de
losvoxelsvecinos. El volumen resultante fueuna imagenbinaria con
la zona de la materia blanca coloreada en valores de 255 (blanco).
3.3.3. Remuestreo y exportación a CAD
Para mejorar el modelo geométrico inicial, se realizó el remues-
treo del volumen a través de dilatación morfológica con un
elemento estructural en forma de esfera de radio 3 × 3 × 3 a lo largo
de todo el tejido segmentado. Este paso es necesario para suavizar
superﬁcies superpuestas y rellenar los agujeros generados durante
la segmentación debido a la sensibilidad de la condición de seg-
mentación. El modelo geométrico ﬁnal fue guardado en formatos
legibles por software de visualización y herramientas CAD como
GiD, ParaView, Autodesk Inventor y Abaqus.
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En la ﬁgura 20 se presentan los resultados obtenidos por cada
tapa en imágenes médicas de IRM del cerebro en formato DICOM,
0 slices, taman˜o de 256 × 256 pixels, voxel spacing: 0,86 × 0,86mm
3,0mm. Por efectos de visualización, solamente se presenta uno
e los cortes axiales utilizados. Obsérvese en la ﬁgura 20.b la selec-
ión de cuatro semillas sobre la zona de interés, las cuales fueron
igura 20. Segmentación de materia blanca empleando Region Growing en IRM del
erebro. (a) Volumen de IRM cerebral original. (b) Vista de un corte axial con la
ección de cuatro semillas iniciales. (c) Imagen (b) ﬁltrada con difusión anisotrópica.
d) Vista del corte axial (b) con la materia blanca segmentada a través de Region
rowing. (e). Vista volumétrica de la materia blanca segmentada en (d).odelo de la zona de la materia blanca.
asignadas de manera arbitraria. El éxito de la segmentación depen-
derá del lugar donde se coloquen estas semillas.
3.4. Modelado del hueso cráneo-facial
En imágenes de TC, las estructuras óseas son representadas con
niveles de gris más altos comparado con los otros tipos de tejidos
presentes en estas imágenes, debido a esta característica resulta
útil aplicar técnicas de umbralización para separar este tipo de
tejidos óseos de los demás. Sin embargo, el uso de umbralización
puede tener la desventaja de generar pequen˜as zonas desconecta-
das dentro de la misma estructura o fuera de ésta y a la vez generar
zonas superpuestas en las superﬁcies de los huesos, por los cua-
les se hace necesario aplicar técnicas de ﬁltrado y suavizado de
ruido antes de segmentar, así como realizar un remuestreo de los
modelos segmentados aplicando técnicasdedilataciónmorfológica
para rellenar los agujeros presentes y suavizar capas externas de los
modelos óseos.
Para veriﬁcar la correcta combinación de estas técnicas y su uti-
lidad, éstas fueron aplicadas en imágenes de TC del cerebro para
obtener el modelo geométrico del hueso cráneo-facial, el ﬂujo-
grama de algoritmos utilizado es presentado en la ﬁgura 21. Cada
proceso es descrito a continuación.
3.4.1. Preproceso
Para la reducción del ruido de las imágenes de TC se aplicó el
ﬁltro de difusión anisotrópica, asimismo, se consiguió uniformizar
los niveles de gris de los tejidos en la imagen.
3.4.2. Segmentación
Para segmentar el hueso del cráneo se utilizó la técnica de
umbralización. Se observó el histograma global de la imagen y se
seleccionó un valor umbral que separara el tejido óseo de los demás
tejidos, obteniéndose una imagen binaria. Orientados por la escala
de Hounsﬁeld [1], en imágenes de TC correctamente calibradas, los
valores del hueso compacto son superiores a 1.000.
3.4.3. Remuestreo y exportación a CAD
Para suavizar las superﬁcies y rellenar los agujeros generados
por la técnica de segmentación empleada se aplicó dilatación mor-
fológica conunelemento estructural esféricode radio3×3×3. Este
modelo fue guardado en formatos legibles por software de visuali-
zación yherramientas CADcomoGiD, ParaView, Autodesk Inventor
y Abaqus.
En la ﬁgura 22 se presenta la segmentación del cráneo en imá-
genes de TC en formato DICOM, 256 slices, taman˜o de corte de
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Figura 21. Flujograma para la ob12×512pixels, voxel spacing: 0,98×0,98×1,0mm.Paraobtenerun
alorumbral quedistingael tejidoóseode losdemás tejidos, se ana-
izó el histogramaglobal de la imagen, donde claramente se observa
ue el tejido óseo posee los niveles de gris más altos. En este caso
igura 22. Técnica de umbralización aplicada a TC. (a) Vista original de un corte axial
d) Imagen binaria resultante de umbralizar imagen b con un umbral de 1266.FEM
n del modelo del hueso craneal.de estudio en espacial, los voxels de la imagen de entrada menores
a un umbral de valor 1.266 fueron convertidos a negro, y los voxels
con valoresmayores al umbral fueron convertidos a blanco. De este
modo, se obtuvo un volumen binario del hueso craneal.
de TC. (b) Imagen ﬁltrada con difusión anisotrópica. (c) Histograma de imagen b.
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El modelo geométrico del cráneo obtenido con la metodología
s presentado en la ﬁgura 23. Las vistas presentadas en la ﬁgura han
ido generadas empleando ParaView.
. Validación de técnicas empleando descriptores
stadísticos
Para validar la funcionalidad y conﬁabilidad de la metodología
ropuesta fue necesario comparar nuestrosmodelos obtenidos con
tros los modelos anatómicos proporcionados por otras fuentes
partir de las mismas imágenes médicas. Se utilizó el phantom
el cerebro proporcionado por la base de datos libre BrainWeb
15] que simula IRM del cerebro a través de volúmenes «fuzzy»,
onde se representa de manera discreta cada clase de tejido: Mate-
ia Blanca (MB), Materia Gris (MG), Líquido Cefalorraquídeo (CSF),
rasa (G), etc. y volúmenes anatómicos discretos globales con
ada clase conformada por voxels etiquetados con valores enteros
0= Fondo, 1 =CSF, 2 =Materia Gris, 3 =Materia Blanca, 4 =Grasa,
=Músculo/Piel, 6 = Piel, 7 =Cráneo, 8 =Materia Glial, 9 = Tejido
onectivo).
El proceso de validación consistió en comparar dos volúmenes
btenidos apartir de IRMproporcionadaspor esta basededatos: (a)
igura 24. Materia blanca segmentada en volumen phantom. (a) Corte axial número 98 d
ropuesta empleando algoritmo Region Growing. (c) Zona de la materia blanca segmentadn original en ParaView. (b) Vista de la superﬁcie del cráneo en GiD.
un volumen segmentado de la zona de lamateria blanca proporcio-
nado por BrainWeb, y (b) el volumen de la materia blanca obtenido
del phantom completo, empleando las rutinas de preprocesamiento
y segmentación mencionadas a lo largo de este trabajo. Para ambos
volúmenes, se calcularon el número total de pixels y los descrip-
tores estadísticos descritos en la sección 2.6 (la media, desviación
estándar, asimetría, homogeneidad y entropía). Calculándose ﬁnal-
mente el porcentaje de error absoluto de cada descriptor, entre los
dos volúmenes evaluados.
Se aplicaron tres casos de validación, comparando el volumen
de la zona de la materia blanca proporcionada por BrainWeb con:
(a) El volumende la zona de lamateria blanca obtenida del phantom
empleando la rutina de Region Growing. (b) El volumen obte-
nido empleando la rutina de Watershed. (c) El volumen obtenido
con Region Growing aplicado al phantom corrompido con ruido
gaussiano y ﬁltrado con difusión anisotrópica. A continuación se
describen los tres casos de validación aplicados.4.1. Caso 1: segmentación Region Growing - BrainWeb
Con el interés de segmentar la zona de la materia blanca, se
utilizó el algoritmo de Region Growing en el phantom discreto
e la imagen de phantom original. (b) Materia blanca segmentada con metodología
a por BrainWeb.
220 G. Gavidia et al / Rev. int. métodos numér. cálc. diseño ing. 2011;27(3):200–226
Tabla 1
Validación del volumen de la zona de la materia blanca empleando Region Growing utilizando análisis de texturas estadísticos
Nro. pixels Media Desviación estándar Asimetría Homogeneidad Entropía
Region Growing 682.820 0,0947 0,2928 2,7687 8,6655 0,4519
Phantom BrainWeb 674.777 0,0949 0,2931 2,7641 8,6404 0,4527
%error RegionGrowing-phantom 0,2487 0,2407 0,1078 0,1644 0,2909 0,1643
Tabla 2
Validación del volumen de materia blanca obtenido con Watershed
Nro. pixels Media Desviación estándar Asimetría Homogeneidad Entropía
Watershed 683.262 0,0961 0,2947 2,7406 8,5110 0,4565
Phantom BrainWeb 674.777 0,0949 0,2931 2,7641 8,6404 0,4527
%error Watershed-phantom 1,2418 1,2418 0,5573 0,8576 1,5201 0,8479
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Rigura 25. Materia blanca segmentada en volumen phantom de IRM del cerebro.
etodología propuesta empleando algoritmo Watershed. (c) Zona de la materia bla
ompleto original. La zona segmentada fue comparada con la zona
e la materia blanca proporcionada por BrainWeb. Para este ﬁn,
e empleó el análisis de texturas con el cálculo de descriptores
stadísticos en ambos volúmenes y los respectivos porcentajes
e error entre ambos. En la ﬁgura 24 se presenta los resultados
btenidos al segmentar la zona de la materia blanca en el volu-
en phantom con dimensiones de 181 × 217 × 181 (X × Y × Z),
on voxels isotrópicos de 1,0mm3, por visualización se presenta
l corte axial 98. En la ﬁgura 24.a se presenta la imagen phan-
om original, mostrando el corte número 98 del phantom. En la
gura 24.b se presenta la zona segmentada empleando el algoritmo
egion Growing con seis seed points (semillas) elegidos de manera
rbitraria sobre el área de la materia blanca, en forma de esferas
olumétricas de 2mm de radio, con el centro en las coordena-
as X,Y,Z: Seed1=(66,59,98), Seed2=(67,101,98), Seed3=(60,158,98),
igura 26. Vista volumétrica de la zona de la materia blanca. (a) Volumen original de la m
egion Growing en la ﬁgura 26.d. (c) Vista 3D del volumen obtenido con Watershed en la ﬁrte axial 98 de imagen de phantom original. (b) Materia blanca segmentada con
gmentada por BrainWeb.
Seed4=(112,55,98), Seed5=(113,103,98) y Seed6=(127,149,58). En la
ﬁgura 24.c se presenta la zona de la materia blanca proporcionada
por BrainWeb.
En la tabla 1 se presentan los valores estadísticos y los respecti-
vosporcentajes de error, donde sepuedeobservar que el porcentaje
de error de las zonas segmentadas por Region Growing y la zona de
lamateria blancaproporcionadaporBrainWebno supera el 0,2487%
para el caso del número global de pixels y el 0,2909% para los des-
criptores estadísticos.
4.2. Caso 2: segmentación Watershed - BrainWebAl igual que el caso anterior, el esquema de segmentación
Watershed fue validado empleando el phantom de IRM del cerebro.
En laﬁgura25 sepresentan los resultados obtenidos al segmentar la
ateria blanca proporcionado por BrainWeb. (b) Vista 3D del volumen obtenido con
gura 27.b.
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aigura 27. Materia blanca segmentada en volumen phantom. (a) Corte axial númer
magen con ruido ﬁltrada con ﬁltro de difusión anisotrópica. (d) Materia blanca se
lanca segmentada por BrainWeb.
ona de la materia blanca en el volumen phantom con dimensiones
e 181× 217× 181 (X×Y× Z), con voxels isotrópicos de 1,0mm3. En
a ﬁgura 25.a se presenta el corte número 98 de la imagen original.
n la ﬁgura 25.b se presenta la segmentación obtenida empleando
l algoritmo de Watershed. En la ﬁgura 25.c se presenta la zona de
a materia blanca proporcionada por BrainWeb.
Para validar los resultados, se empleó el análisis de texturas, cal-
ulando los descriptores estadísticos en los volúmenes obtenidos.
n la tabla 2 se presentan los valores estadísticos y los respectivos
orcentajes de error para ambos volúmenes. Obsérvese que el por-
entaje de error del número global de pixels no supera el 1,2418%,
para los descriptores estadísticos no supera el 1,5201%.
En la ﬁgura 26 son presentados las vistas tridimensional del
olumen de la zona de la materia blanca proporcionado por Brain-
eb, el volumen obtenido con Region Growing y volumen obtenido
on Watershed.
.3. Caso 3: ﬁltrado de difusión anisotrópica y segmentación
egion Growing - BrainWeb
En este caso, se corrompió el volumen phantom con ruido
ditivo gaussiano y se procedió a aplicar las rutinas de ﬁltrado y
abla 3
alidación del volumen de materia blanca obtenido con Region Growing luego de agreg
nisotrópica
Nro. pixels Media De
Difusión anisotrópica-Region Growing 650.232 0,0899 0
Phantom BrainWeb 674.777 0,0949 0
%error Region Growing-phantom 3,6374 5,2687 0e imagen de phantom original. (b) Imagen original con ruido gaussiano agregado (c)
ada con algoritmo Region Growing con 5 semillas esféricas. (e) Zona de la materia
segmentación. Para suavizar el ruido de la imagen, se aplicó la
rutina de ﬁltrado con difusión anisotrópica (sección 2.2.1) y la
segmentación de la zona de la materia blanca fue realizada con
la rutina Region growing (sección 2.3.2). El ﬂujograma de técnicas
empleadas es similar al presentado en la ﬁgura 21.
En la ﬁgura 27 se presentan los resultados obtenidos al segmen-
tar la zona de la materia blanca con las rutinas y mencionadas. En
la ﬁgura 27.a se presenta la imagen phantom original, mostrando
el corte axial número 98 del phantom. En la ﬁgura 27.b se presenta
la imagen phantom con ruido aditivo gaussiano. En la ﬁgura 27.c
es mostrada la imagen resultante luego de ﬁltrar (b) con el ﬁl-
tro de difusión anisotrópica, además se observan las 5 semillas
(seed points) seleccionadas de manera arbitraria sobre el área de
la materia blanca. Las semillas empleadas tenían forma esférica de
2 pixels de radio, con el centro en las coordenadas X,Y,Z, las coor-
denadas de las semillas son: Seed1=(65,59,98), Seed2=(112,55,98),
Seed3=(117,104,98), Seed4=(127,137,98), Seed5=(55,128,98). En la
ﬁgura 27.d se presenta el resultado de la segmentación (en rojo). En
laﬁgura27.e sepresenta la zonade lamateriablancaproporcionada
por BrainWeb.
Se calcularon los valores estadísticos y los respectivos por-
centajes de error entre el volumen segmentado y el volumen
ar ruido gaussiano en phantom de IRM del cerebro y aplicar el ﬁltro de difusión
sviación estándar Asimetría Homogeneidad Entropía
,2910 2,8739 9,2591 0,4351
,2931 2,7641 8,6404 0,4527
,2100 3,9702 7,1608 3,8745
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c) Imagen (b) ﬁltrada con difusión anisotrópica. (d) Materia blanca segmentada co
roporcionado por BrainWeb, los resultados son presentados en la
abla 3. Obsérvese que el porcentaje de error del número de pixels
lobal no supera el 3,6374%, y para los descriptores estadísticos no
upera el 7,1608%.
.4. Caso 4: ﬁltrado de difusión anisotrópica y segmentación
atershed - BrainWeb
En este caso, se utilizó el volumen phantom corrompido con
uido aditivo gaussiano, al cual se le aplicó la rutina de ﬁltrado
on difusión anisotrópica (sección 2.2.1) y la rutina de segmen-
ación Region Growing (sección 2.3.2). El ﬂujograma de técnicas
mpleadas es similar al presentado en la ﬁgura 14.
En la ﬁgura 28 se presentan los resultados obtenidos al aplicar
as rutinas mencionadas. En la ﬁgura 28.a se presenta el corte 98
e la imagen de phantom original. En la ﬁgura 28.b se presenta un
orte de la imagen de phantom corrompida con ruido gaussiano.
n la ﬁgura 28.c se presenta la imagen ﬁltrada con difusión ani-
otrópica. En la ﬁgura 28.d se presenta la segmentación obtenida
mpleando la rutinaWatershed. En la ﬁgura 28.e se presenta la zona
e la materia blanca proporciona por BrainWeb.
En la tabla 4 se presentan los valores estadísticos y los respecti-
os porcentajes de error entre ambos volúmenes, donde se observa
abla 4
alidación del volumen de materia blanca obtenido con Watershed
Nro. pixels Media Desviac
Watershed 610.100 0,0858 0,2801
Phantom BrainWeb 674.777 0,0949 0,2931
%error Watershed-phantom 9,5849 9,5890 4,4353en de phantom original. (b) Imagen de phantom corrompida con ruido gaussiano.
a Watershed. (e) Zona de la materia blanca segmentada por BrainWeb.
que el porcentaje de error del número global de pixels no supera el
9,5849%, y el porcentaje de error de los descriptores estadísticos no
superan el 12,7991%.
4.5. Análisis de resultados
Los porcentajes de error obtenidos en los cuatro casos de valida-
ción aplicados fueron mínimos. En el caso 1, validando el volumen
de la zona de la materia blanca obtenido con Region Growing con
el volumen proporcionado por BrainWeb, el porcentaje de error
del número de pixels no superó el 0,2487%, y los porcentajes de
error de los descriptores estadísticos no superaron el 0,2909%.
En el caso 2, al aplicar la técnica de segmentación Watershed, el
porcentaje de error del número total de pixels no supero el 1,2418%
y los porcentajes obtenidos para los descriptores estadísticos no
superaron el 1,5201%.
Por otro lado, en los casos 3 y 4, corrompiendo las imágenes
con ruido gaussiano, lo valores obtenidos también fueron bajos.
En el caso 3, empleando el ﬁltro de difusión anisotrópica y Region
Growing, el porcentaje de error del número de pixels fue de 3,6374,
y con respecto a los descriptores estadísticos, elmáximoporcentaje
de error alcanzado fue el de homogeneidad con un valor igual a
7,1608. En el caso 4, empleando el ﬁltro de difusión anisotrópica
ión estándar Asimetría Homogeneidad Entropía
2,9574 9,7463 0,4224
2,7641 8,6404 0,4527
6,9932 12,7991 6,6931
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Tabla 5
Porcentajes de error obtenidos en la validación de los modelos geométricos
% error Nro.
pixels
% error
Media
% error Desviación
estándar
% error
Asimetría
% error
Homogen.
% error
Entropía
Phantom original
Caso 1: Region Growing-phantom 0,2487 0,2407 0,1078 0,1644 0,2909 0,1643
Caso 2: Watershed-phantom 1,2418 1,2418 0,5573 0,8576 1,5201 0,8479
Phantom corrompido con ruido
Caso 3: Difusión anisotrópica + Region Growing-phantom 3,6374 5,2687 0,2100 3,9702 7,1608 3,8745
Caso 4: Difusión anisotrópica + Watershed-phantom 9,5849 9,5890 4,4353 6,9932 12,7991 6,6931
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Watershed, el porcentaje de error del número de pixels fue de
,5849%, y para los descriptores estadísticos, el máximo valor
btenido fue para la homogeneidad con un valor de 12,7991%.
El resumen de los porcentajes de error obtenidos en los cuatro
asos de validación es presentado en la tabla 5.
. Generación de mallas
La última etapa de la metodología consistió en exportar los
odelos de tejidos en formatos legibles por herramientas CAD
ﬁg. 1) para ser analizados de manera cualitativa y cuantitativa.
stos modelos iniciales son exportados en formato *.vtk y guardan
nformación de los niveles de gris, el taman˜o y la posición de cada
igura 30. Generación de malla y análisis con FEM de prueba del ventrículo izquierdo. (a
zquierdo analizado con FEM asignando condiciones de prueba en Abaqus.r de los modelos geométricos obtenidos con la metodología.
voxel que conforma el volumen, sin embargo, dependiendo de su
utilización, será necesario realizar un posprocesamiento.
En la ﬁgura 29, se presenta un esquema resumido de los pasos
realizados para el procesamiento de los modelos geométricos ini-
ciales hasta obtener los modelos discretos con mallas, todas estas
tareas fueron realizadas en los ambientes de herramientas libres y
comerciales como ParaView, GiD, Autodesk Inventor y Abaqus.
5.1. Lectura y corrección de modelos inicialesLos volúmenes en formato *.vtk fueron importados desde las
herramientas ParaView y GiD. Estos modelos fueron corregidos y
simpliﬁcados con técnicas de suavizado, eliminación de elementos
) Modelo sólido generado en Autodesk Inventor. (b) Modelo discreto del ventrículo
2 mér. cálc. diseño ing. 2011;27(3):200–226
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esconectados y cierre de superﬁcies abiertas en los modelos. El
roceso consistió en extraer los contornos, cuyas poli-líneas son
onvertidas en curvas suaves (splines), de esta manera se obtiene
l modelo wireframe (modelo de alambre). Para que las superﬁcies
e los tejidos blandos y duros se suavicen, es necesario reducir el
úmero de puntos de control de los splines.
.2. Generación de modelos sólidos
El siguiente paso consistió en convertir el modelo wireframe a
ólidos a ﬁndepodermanejar demejormanera las estructuras para
l siguiente paso, el cual es la generación de mallas. Para este ﬁn,
e utilizaron los programas CAD para crear secciones transversales
lanas a partir de las curvas. Finalmente, las superﬁcies son creadas
partir de estos contornos cerrados y los sólidos son obtenidos
plicando la técnica de extrusión.
.3. Obtención de mallas
Realizar el análisis numérico en tejido vivo implica aplicar con-
iciones de contorno en modelos de mallas y la elección de tipo
e malla a utilizar dependerá del método numérico que se desee
plicar. En este trabajo, se utilizó el modelo sólido para generar
allas empleando elementos tetraedros, estas tareas fueron rea-
izadas bajo las plataformas de tres herramientas CAD diferentes:
iD, Autodesk Inventor y Abaqus. Se empleó el método de los ele-
entos ﬁnitos (FEM), el cual es una técnica numéricamuy utilizada
ara el análisis del stress/strain en sistemas biológicos [4–7,40,41].
e consideraron valores de prueba en las propiedades mecánicas
e los tejidos para determinar tensiones y deformaciones, de este
odo veriﬁcamos que los modelos obtenidos son útiles para ser
nalizados con los métodos numéricos.
Por otro lado, se generaron mallas superﬁciales, empleando iso-
uperﬁcies triangulares. Este tipo de mallas son adecuadas cuando
e desea hacer el análisis y la simulación con el método de los
lementos de contorno (BEM).
igura 32. Generación de malla de una sección del hueso mandibular. (a) Iso-superﬁcie
b) Corrección de (a) en GiD. (c) Modelo wireframe visualizado en Paraview. (d) Malla de tFigura 31. Malla con elementos tetraédricos de una sección de la aorta ascendente
generada en GiD.
A continuación se presentan los modelos de mallas obtenidos
paradiferentes tiposde tejidos. En laﬁgura30sepresentaelmodelo
sólidoyelmodelodiscretodel ventrículo izquierdo. En laﬁgura30.b
se presenta un análisis del modelo con el método de los elementos
ﬁnitos (FEM), empleando valores de prueba para las condiciones
asignadas.
En la ﬁgura 31 se presenta el modelo de malla en tetraedros de
una sección de la aorta descendente. Este modelo fue generado en
GiD, en donde se corrigieron previamente las superﬁcies, cerrando
caras abiertas y simpliﬁcando el número de nodos.
En la ﬁgura 32 se presenta los modelos obtenidos del hueso
mandibular, el cual fue extraído a partir del hueso craneal. En la
ﬁgura 32.a se observa la superﬁcie inicial abierta en la parte supe-
rior a la altura de los dientes. En la ﬁgura 32.b se presenta elmodelo
anterior corregido con todas las superﬁcies cerradas, lo cual fue
realizado en GiD. En la ﬁgura 32.c se observa el modelo wireframe
visualizado en el software ParaView. En la ﬁgura 32.d se observa
el modelo en malla con elementos tetraédricos, generado en GiD.
del hueso mandibular extraído del hueso del cráneo presentado en la ﬁgura 23.
etraedros generado en GiD.
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Tabla 6
Tiempos de ejecución obtenidos en las etapas de preproceso y segmentación para la obtención de los modelos geométricos de los casos de estudios analizados
Ventrículo izquierdo Aorta descendente Materia blanca Hueso del cráneo Hueso mandibular
T1 (segundos) 4,90 7,38 2,68 0,03 40,42
T2 (segundos) 5,09 5,59 2,66 0,05 39,35
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[T3 (segundos) 5,33 5,52
T4 (segundos) 5,24 5,54
T5 (segundos) 5,08 5,59
. Conclusiones
Las rutinas de preproceso, segmentación y visualización
mpleadas en este trabajo permitieron obtener modelos geomé-
ricos precisos, conﬁables, con tiempos de procesamiento cortos,
partir de imágenes médicas, las cuales fueron integradas en
na herramienta de software para su fácil interacción con el
suario. A continuación, se presentan las conclusiones derivadas
e los resultados presentados en este trabajo, así como líneas de
nvestigación propuestas en esta línea:
.1. Aporte metodológico
El principal aporte de este trabajo consistió en proponer e
mplementar una metodología ﬂexible, eﬁciente y versátil para la
btencióndemodelos 3Dapartir de imágenesmédicasdesde la lec-
ura y reconstrucción 3D inicial de las imágenes hasta la generación
emallasde losmodelosquepuedanserutilizadosenherramientas
AD. El planteamiento de esta metodología consistió en combinar
écnicas de procesamiento de imágenes existentes, adecuarlas y
eterminar el orden de aplicación de las mismas en función del
ipo de tejido a reconstruir.
.2. Precisión en los volúmenes obtenidos
La precisión y la conﬁabilidad de los resultados obtenidos
on las rutinas implementadas quedaron garantizadas al validar
os modelos obtenidos con otros modelos proporcionados (phan-
om) por sitios Web, mediante cuatro casos de estudio, en los
uales se obtuvieron porcentajes de error mínimos con respecto
l número de pixels global de los volúmenes y el cálculo de
escriptores estadísticos. Los resultados fueron analizados en la
ección 4.5.
.3. Tiempos de ejecución
La ejecución secuencial de las técnicas de preproceso, seg-
entación y visualización propuestas, siguiendo los ﬂujogramas
ropuestos, permitieron obtener los modelos geométricos de teji-
os blandos y duros en tiempos de ejecución cortos. En la tabla
, se presentan los tiempos empleados para obtener los cinco
odelos geométricos de los casos de estudio. El computador
mpleado fue un desktop de 64 bits, con 2 procesadores (Core 2
uad), de velocidades 2,66GHz cada uno fueron y memoria RAM
e 8 GB.
.4. Versatilidad de las rutinas
Asimismo,unade lasprincipales ventajasde lametodologíapro-
uesta es que incluye un conjunto de algoritmos de preproceso
segmentación que pueden ser combinados para formar técnicas
íbridas que se adecuen a las estructuras anatómicas bajo estudio
se formulen nuevos ﬂujogramas. Los parámetros de entrada de
os algoritmos implementados pueden ser fácilmente calibrados,
egún la opinión de los expertos.
[2,65 0,05 40,65
2,69 0,05 40,92
2,66 0,03 40,98
6.5. Utilidad de los modelos en otras herramientas
de visualización y CAD
Por último, se comprobó que las técnicas implementadas per-
miten generar y exportar volúmenes en formatos *.vtk y *.stl,
fácilmente legibles desde otros programas y herramientas CAD,
veriﬁcándose su utilidad para generar diferentes vistas como
mallado, superﬁcies y sólidos. Asimismo, en el entorno de las herra-
mientas CAD se aplicaron valores de prueba en las condiciones de
contorno y se consiguieron discretizar los modelos con el método
de los elementos ﬁnitos, quedando demostrado que los volúmenes
generados son útiles para su análisis numérico.
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