that its dual A is isomorphic (as an algebra) to F 2 1 ; 2 ; : : :] when p = 2, and to F p 1 ; 2 ; : : :] E 0 ; 1 ; : : :] when p is odd. De ne the Milnor basis of A to be the dual to the monomial basis of A ; let P s t be the Milnor basis element dual to p s t , and, when p is odd, let Q t be dual to t . It is easy to check that when s < t then (P s t ) p = 0, and for p odd, (Q t ) 2 = 0 for all t. Therefore we call these elements di erentials, and given any di erential x and any A-module M we can de ne the homology of M with respect to x by:
H(M; P s t ) = ker P s Given a di erential x, de ne its slope, slope(x), by slope(P s t ) = pjP s t j 2 ; and slope(Q t ) = jQ t j:
(This notation is motivated by Theorem 1. 4 .) The di erentials are linearly ordered by slope; say that a module M is type hm; ni (also written M = Mhm; ni) if and only if H(M; x) = 0 whenever slope(x) < m or slope(x) > n. We prove the following theorem.
Theorem A Fix a di erential x with slope(x) = m. Given a nite module M = Mhm; 1i with H(M; x) 6 = 0, there is an element v 2 Ext k;km A (M; M) for some k which is non-nilpotent under Yoneda composition. This is a Steenrod algebra analog of the theorem of Hopkins and Smith that any nite p-local spectrum X with K(n?1) (X) = 0 and K(n) (X) 6 = 0 has a v n -map, a non-nilpotent self-map that induces an isomorphism on K(n)-homology (see 4] ). (In the appropriate setting, the map v in Theorem A induces an isomorphism on x-homology.) Theorem A is a generalization of a result used by Hopkins and Smith to prove the theorem for spectra. We actually prove Theorem A for a slightly larger collection of modules than nite ones, namely for \stably nite" modules (see Section 1). In Section 3, for each di erential x we construct a stably nite module M = Mhslope(x); 1i with H(M; x) 6 = 0, solving the algebraic analog of the problem of constructing a nite spectrum with a v n -map. Note that for each x one can also construct a nite module M of this sort, by taking a tensor product of \pth powers" of sub-Hopf algebras A(n) of A for particular n's, using Mitchell's A-module structure. At the prime 2, for example, the module A(1) A (1) (where is the doubling functor) is a module of type h7; 1i. See 10] .
Using Theorem A, we give a simple proof of Theorem B ( 6] 
Preliminaries
We need a few facts about the P s t -and Q t -homology groups de ned above. For the di erentials x with x 2 = 0, given a short exact sequence of modules, there is a long exact sequence in homology; there is a variant (which we will not use explicitly) when x p = 0, for p > 2. We have the following two basic results; in 6] Margolis proves both of these at the prime 2, and his proofs extend easily to the general case. Given two A-modules, their tensor product is an A-module via the diagonal action. There is not a K unneth formula for x-homology in general, but the following weaker result does hold. In fact, the collection of stable maps satis es most of the nice homological properties of Ext. We will make free use of these without statement or proof; see Chapter 14 in 6] for a reference.
We need a generalization of \ nite module" suitable for use with the stable category. We certainly want to include all nite modules; we also need to include modules which are stably equivalent to nite ones. We also want to be able to take kernels and cokernels. Motivated by work related to the nilpotence theorem (see 3], for example), we make the following de nitions. Call a property P on the category of bounded below A-modules stably generic if the following conditions are satis ed:
(a) If M N satis es P, then so does M. Let F be the smallest sub-category of the stable category of A-modules which contains all nite A-modules, so that the property \M 2 F" is stably generic. If M 2 F, we say that M is stably nite. By de nition of F, we have Proposition 1.8 If P is a stably generic property which holds for all nite A-modules, then P holds for all modules in F.
We combine these de nitions with the earlier results on the Steenrod algebra to get a few simple corollaries; rst, we need this proposition. Proposition 1.9 If M is nite and N is any A-module, then for s < 0, fM; Ng s;t A = 0.
Proof: We show that if M is a nite module and N is any module, then Hom A (M; N) = 0; this is certainly su cient. For every x 2 M, there is an n such that if r > n then Sq r x = 0. On the other hand, since N , ! P for some projective P, then for every y 2 N and for every n, there is an r > n such that Sq r y 6 = 0. Therefore there can be no non-trivial A-maps from M to N. A has a vanishing line of slope m. If n is large enough so that x 2 A(n), we have an isomorphism in a band parallel to the vanishing line: fM; Mg s;t A = fM; Mg s;t A(n) for t < ms ? k(n), where k(n) is some constant depending on n (and on m and M). Indeed, as n ! 1 we have k(n) ! 1, so that for n large enough, the line t = ms is in this band.
If x 2 A(n), then by Lemma 2.1 we can construct a non-nilpotent element w 2 fF p ; F p g k;km A(n) .
Now choose n 0. Let C(x) be the subalgebra of A(n) generated by x. Since H(M; x) 6 = 0, then fF p ; F p g ; C(x) ???!fM; Mg ;
C(x) is injective; the diagram clearly commutes, so the element w 2 fF p ; F p g k;km A(n) maps to a nonnilpotent element v 2 fM; Mg k;km A(n) . Since the restriction map is an isomorphism in that bidegree (and in all bidegrees (j; jm)), we have a non-nilpotent element v 2 fM; Mg k;km A .
We want our self-map v to satisfy certain homology properties, so we may have to use a power of v: we claim that we can choose j so that v j induces an isomorphism in x-homology, and H(v j ; y) = 0 when y 6 = x. The rst of these is easy|multiplication by v induces an isomorphism on fM; Mg ;
C(x) , so H(v; x) must be an isomorphism (so any choice of j will work). Now choose j so that v j lies below the line with slope m + 1 and intercept given by the minimum degree of a (vector-space) map from H(M; y) to itself, for all y 6 = x. 
