This paper introduces the forest algorithm, an algorithm that can detect entanglement through the use of decision trees generated by machine learning. Tests against similar tomography-based detection algorithms using experimental data and numerical simulations indicate that, once trained, the proposed algorithm outperforms previous approaches. The results identify entanglement detection as another area of quantum information where machine learning can play a helpful role.
Introduction
Machine learning is a powerful tool that is finding farreaching interdisciplinary connections. The intersection of quantum information and machine learning includes quantum versions of machine learning algorithms and the use of machine learning to analyse quantum systems [1, 2] . This paper explores the latter and identifies entanglement detection as an area where machine learning can improve current practice.
Entanglement is a defining feature of quantum information. Detection algorithms are typically based on either quantum state tomography or entanglement witnesses [3, 4] . Witnesses can reveal entanglement in a single measurement, but only for a small portion of states. This drawback makes witnesses difficult to use without prior information about the underlying state. Tomography does not require prior information, but the number of measurements quickly becomes unreasonable.
Nonetheless, Laskowski et al devised an algorithm based on the geometric criterion [5, 6, 7] that may perform tomography, but only in extreme cases. The improvement over quantum state tomography, as measured by the expected number of measurements required, is exponential in the number of qubits. Central is the exploitation of fundamental statistical properties, namely, correlation complimentarity [8] . The paper refers to this method as the tree algorithm. This paper proposes the forest algorithm for entanglement detection. The algorithm combines ideas from the tree algorithm and quantum state tomography, namely the Bayesian methods from Granade, Combe, and Cory [9] . Instead of using Bayes theorem to obtain the required probability distributions, the forest algorithm models them directly through a random forest. Machine learning allows the forest algorithm to exploit the statistical patterns in more sophisticated ways. Empirical evidence indicates that the forest algorithm outperforms the tree algorithm.
Section 2 presents the previous work in entanglement detection and tomography. The main idea of this paper, the forest algorithm, is presented and discussed in Section 3. Section 4 demonstrates the performance improvement from the forest algorithm on both experimental and simulated data for two to five qubit states.
Previous Work
In this paper, pure states are denoted by |ϕ and mixed states by ρ. While this paper focuses on pure states, a "state" can be either pure or mixed unless otherwise stated. Likewise, the qubit regime is assumed, but the analysis can be adapted to other systems.
A separable pure state admits the factorization: |ϕ = |φ 1 ⊗ |φ 2 ⊗ · · · ⊗ |φ N , where N is the number of qubits. Similarly, separable mixed states can be expressed in the following form:
The term measurement is used in two senses. Measuring a set of positive operator value measures (POVMs) returns a single probabilistic result. Given a state, ρ, and an observable, B, measurement denotes finding the expectation of the corresponding POVMs on ρ. The result is denoted by B = tr(ρ † B) = tr(ρB), with the state implicit. This assumes the experimental setup contains a source producing copies of ρ to allow accurate estimates of the expectation. The "size" of an observable refers to the relative magnitude of B .
Quantum state tomography was originally posed as an algebraic inverse problem: given a set of measurement results on POVMs, infer the state ρ. It is helpful to specify some standard parameterizations. Consider the space of linear operators acting on a D-dimensional Hilbert space. This space has an orthonormal basis, B, for the inner product B 1 , B 2 = tr(B † 1 B 2 ). Under this basis, the quantum state ρ can be represented as:
where id is the identity operator and B 0 is taken to be id/ √ D. Under this setup, tomography can be seen as estimating the parameters x i = B i . For the qubit regime, the Pauli matrices -in a broad sense to include tensor products of the usual single qubit Pauli matrices, σ 0 = id, σ 1 = σ x , σ 2 = σ y , σ 3 = σ z -can be used as the basis. For non-qubit regimes, Gell-Mann matrices may be used.
To simply notation, B will henceforce refer to the Pauli basis. It is convenient to designate B as the tensor products of Pauli matrices minus the identity matrix.
According to the geometric criterion [5] , a quantum state, ρ, is entangled if:
(2) Once the (partial) sum exceeds one, ρ can be declared entangled without additional measurements. An optimal strategy would be to measure the largest observables first. However, since measurement results are not known in advance, they must be estimated. Tomography is a possible choice for the estimation process.
Tree Algorithm
Instead of estimating the parameters, x i , fundamental statistical properties can be used as heuristics. Correlation complimentarity [8] states, for a mutually anticommuting set of observables S:
If an observable, B * , is large, then measurements of observables that anti-commute with B * are not likely to significantly contribute towards proving entanglement. The tree algorithm analytically constructs a decision tree which tells the user what to measure next if the current observable is small or large. The purpose of the tree is to conduct an organized search of B while avoiding observables which are constrained by correlation complimentarity. Given B * , the tree construction is as follows:
1. Compute S = {B ∈ B | B and B * commute}.
2. Compute the maximal mutually commuting subsets of S, Q.
3. Sort each Q i lexicographically using any ordering on B that places B * first.
4. Sort Q lexicographically. Let the sorted sets be Q and Q i,j denotes the j-th element in the i-th subset of Q.
If
Otherwise, let k be the first point where
B * , as Laskowski et al suggest in [7] , can be obtained by finding the Bloch vectors of each qubit (at a cost of three measurements per qubit). If the tree does not prescribe a measurement target, compute the priority for the unmeasured observables. An observable's priority is the sum of the squared expectations over all measured observables that anticommute with it. Measurements are continued in ascending order of priority.
While the algorithm is deemed to be "optimized", there are possible areas for improvements. For example, the suggested method for finding B * does not contribute to proving entanglement. In addition, while the tree algorithm's performance is insensitive to the "largeness" threshold Q i,j 2 > 0.25, there is little reason to treat observables marginally above or below the threshold differently. Both issues are addressed by the forest algorithm.
Bayesian Tomography
One way to estimate the parameters is Bayesian tomography, devised by Granade, Combes, and Cory [9] . Suppose the measurement results M are obtained from the POVMs {E 1 , E 2 , · · · , E k }, then the Born rule gives the likelihood:
where n k is the number of times E k is observed in M.
Equipped with the likelihood, Bayes theorem yields:
which is a distribution that can be used to construct the Bayesian mean estimate: ρ = ρ · pr(ρ|M)dρ. The term pr(ρ)dρ is referred to as the prior and pr(ρ|M) is referred to as the posterior. Initially, the following uninformative prior is used:
where |0 · · · 0 denotes |0 ⊗N and U is drawn according to the Haar measure on N-qubit unitaries. After making measurements and computing the posterior by Eq.
3, the posterior then becomes the prior for further inference. Further details on priors, such as priors for mixed states, are available in [9] , as well as the discussion in Section 3.3. This procedure can be used as part of a simple entanglement detection scheme. Given a Pauli matrix, B, its POVMs are (id ± B)/2. The measurement encoded by H corresponds to a binary experiment with outcome probabilities of (1 ± B )/2. The experiment is repeated until B can be estimated with sufficient confidence. After obtaining B , Bayes' theorem is applied with the measurement results to obtain a new ρ. Through ρ, the required estimates are obtained.
The above scheme is simple in the sense that it works at the observable level. Strategies can use individual measurement results and switch back and forth between measurement settings. It is difficult to compare these schemes within in this paper's context and are not in scope. Such schemes are discussed by Blume-Kohout, Yin, and van Enk in [10] .
Forest Algorithm
In the simple Bayesian tomography algorithm, a subset of measurement results are used to infer the measurement results of the remaining observables in B. This is done through ρ as a latent variable. Instead, the forest algorithm attempts to do the inference directly. Start by modelling one parameter given all others. Let x be the vector of B i 2 s in B, the goal is to estimate:
where x −i is x, but with the i-th component removed. Now, suppose the f i s are available. Conditioning on the known results and marginalizing out the remaining unknowns yields the distributions of each unknown B i . However, it is unrealistic to expect a tractible expression for Eq. 5, let alone integrate it. The task is simplified by incorporating the details of the entanglement detection problem.
Since only the largest observable is of interest, the following proxy of equation 5 is used:
where I(·) is the indicator function. Section 3.1 presents how to sample points from f i and fit an appropriate functional form through machine learning. Once the f i s are learned, the forest can be used indefinitely. Section 3.2 describes the detection portion: scores are computed for each unmeasured observable based on the known results. The measurement with the highest score is made and the scores are updated. Finally, Section 3.3 discusses the motivations behind this particular choice of machine learning setup.
Training
In (supervised) machine learning, the input can be described by a vector x and the output by y. Given a training set of (x, y) samples, the machine learning algorithm learns the input-output relationship, f (x), by fitting f to the training set. A more comprehensive and detailed treatment is presented in [11] .
Fitting Eq. 6 can be cast as a machine learning problem with x i as the output, y, and x −i as the input, x. This is the widely-studied classification problem; f i = 1 is commonly referred to as the "positive" class and f i = 0 as the negative class. The input-output examples can be obtained by sampling the uninformative prior in Eq. 4. As a reminder, there are |B| such f i s, each must be learned in a separate instance of the machine learning problem.
In the forest algorithm, f is a random forest, which is a collection of decision trees. A decision tree partitions the input space into regions, r 1 , r 2 , · · · r k , with associated output values, y 1 , y 2 , · · · , y k . The output of a tree is:
The f associated with a random forest is the average of its constituent decision trees.
The algorithm to determine {r i } and {y i } was independently developed by Quinlan-Ross [12] and Breiman et al [13] . An extensive discussion is also provided in [11] . A sketch is provided as follows. Initially, the tree has one region containing the entire input space. The samples falling into a region is viewed as a data source producing 1s and 0s and a region's entropy can be computed. High entropy regions are split by a decision rule, x j ≤ θ, chosen to minimize the entropy of the two resulting regions. Splitting continues until all regions have low entropy. The output for each region is determined by the region's majority class. For example, if 10 training set examples fall in the region, of which 7 are positive and 3 are negative, the tree outputs positive.
A number of best practices regarding to random forests should be followed.
• The training set is made to have an equal number of positive and negative examples. With naïve sampling, negative examples dominate the training set and a tree representing f (x) = 0 will have negligible entropy.
Rejection sampling is used to reject negative (or positive) examples until the required number of positive (or negative) examples are obtained. However, this is expensive. The cost is kept relatively tractible by generating training sets for all learning instances together, applying Clifford unitaries to create positive samples from positive samples in other instances, and repeating positive samples.
• For averaging to be effective, the constituent trees must be decorrelated. Bootstrap aggregation [14] is used to achieve this: constituent trees are trained on a training set constructed by sampling the original training set with replacement. In addition, when selecting the decision rule, x j ≤ θ, only a random subset of js are considered.
• Decision trees are to be pruned. This not only reduces overfitting, but also makes the detection task in Section 3.2 easier. For a given decision tree, the examples not used for training (out-of-bag examples) can be used as a testing set. Trees are progressively pruned, stopping when the out-of-bag error would be worsened.
Detecting
Let x * be a vector containing the known measurement results. The task of the detection phase is to produce a recommendation for which observable to measure next, given x * . This is done by assigning a score to each possible choice. A natural choice for the score is:
where E[·] is the expectation; recall, the expectation of an event's indicator is the probability of the event.
To compute the score, consider a single tree. Let p(r) and n(r) respectively be the number of positive and negative training samples falling in the region r, then an approximation for the above expectation is:
The notation r i ∩ x * = ∅ indicates that the region is still "reachable", that is, there is no measurement result that contradicts any decision rule r i .
A detailed example of the scoring mechanics is given here. Consider the following "toy" tree attempting to predict if σ x ⊗ σ x is the largest, represented as a graph. Here, the decision rule | σ a ⊗ σ b | < θ is represented by a node ab? and an edge < θ and similarly for the ≥ case. A terminal node contains p(r) and n(r) respectively. Let the known measurement results be σ y ⊗ σ y 2 = 0.36 and σ z ⊗ σ z 2 = 0.01. The score would be: 3/(3 + 2) = 0.6 as only the centre node is reachable.
The score of the forest is the median of the tree scores. In addition, if too many regions are unreachable, then the score is discarded. In addition to stabilizing performance and limiting overfitting from outlier trees, these measures "soften" the impact at the boundary of the decision rules, a known issue with the tree algorithm. Futhermore, the presentation so far has not used additional information, whereas the tree algorithm requires a large measurement result to be known in advance.
Concentration of Measure
The relationships between the B i 2 s are well captured by random forests. This is a consequence of the special properties of the uninformative prior used.
It is well known that a continuous measure that is invariant under unitary transformations is a uniform measure. For a group, (G, ⊕), the Haar measure, µ, is the measure such that, for any S ⊆ G and
. Sampling unitary matrices from its Haar measure is unitary invariant by definition. As expected, the prior represents a uniform distribution. However, Lévy's Lemma [15] states: if f has Lipschitz constant η (that is, | f (x) − f (y)| ≤ η||x − y||) and X is sampled according to the uniform measure on the k-dimensional sphere, then:
where m f is the median of f under the same measure.
Consider the expectation as a function. First, convert |ϕ into the real vector, ϕ = [ϕ r , ϕ i ] t , where ϕ r and ϕ i are the vectors containing the real and imaginary parts of |ϕ respectively. Then, for a Pauli matrix, B:
Lévy's Lemma can be applied to f , as ϕ is now uniformly distributed on the 2 N+1 dimensional sphere. The partial derivatives of f are:
The sum has been simplified by noting that the Pauli matrices are Hermitian. On the other hand, using similar arguments, Hayden, Leung, and Winter show in [16] that sampling from the uniform measure results in states that resemble the maximally entangled state with high probability.
Combining the two results explains the following observation: for a given state, most observables are small, but a subset of observables are very large (in order to violate the geometric criterion). For different states, different observables are large. This large/small behaviour is easily captured by the decision rules, making random forests a good machine learning algorithm for this task.
Experiments
For two qubits, the forest and tree algorithms can be compared directly using the experimental results available from [7] . The forest algorithm's performance is also showcased for a small selection of common experimental states. Finally, a systematic comparison between the forest, tree, and simple tomography algorithms is run using simulated data.
For the most part, only pure states are considered. Take a pure state corrupted by white noise with probability p:
During detection, the relevant results would be scaled by 1 − p. The order of measurements would be unchanged compared to the original pure state. The forests were generated using the scikit-learn package [17] . Each forest contains 64 generated trees, where 64 was chosen by minimizing out-of-bag error (see Section 3.1). The simple tomography algorithm described in Section 2.2 was implemented using the QInfer package [18] . 300 shots was considered sufficient for establishing an appropriate confidence interval on the expectation.
Throughout, a 1 a 2 · · · a N is used as a shorthand for
Showcase
The states from Laskowski et al's experiment are used here for a direct comparison. The experimentally obtained measurement results are available from [7] . The results for non-maximally entangled states are recalled and presented in Figure 1 . The two algorithms have comparable performance, with a slight edge to the forest algorithm. The performance of the forest and tree algorithms on a selected set of states in [7] . The first system appears on columns and the second appears on rows.
Bold indicates a measurement made by the forest algorithm. Italics indicates a measurement made by the tree algorithm. In case (f), if the preliminary measurements are included, the tree algorithm performs tomography.
The three qubit Dicke states are:
The forest algorithm detects entanglement in |D 3 1 and |D 3 2 after measuring xxx, xyz, and zzz. The tree algorithm performs better, using xxx and xzz only. For the four qubit Dicke state with two excitations:
The forest detects entanglement after xzzx, zzxx, and zxzx. The tree does so after xxxx, zyzx, and yxxy. Gdańsk states extend Dicke states:
|G(α) = cos(α)|D Evidently, the trained forest recognizes correlation complimentarity, avoiding anti-commuting measurements when it has found a large expectation.
Accessible States
For a robust empirical comparison, the performance should be compared across sufficiently large sample of states. To generate this sample, our experiment constructs a source to draw test states from. Then, the detection algorithms are run on states sampled from this source and the number of measurements made before proving entanglement is compared.
One choice for the source would be the uninformative prior. However, this gives an unfair advantage to the forest algorithm, as it is trained on such a source. In this setting, the forest algorithm outperforms the tree algorithm by 3% for two qubits and 20% for five qubits. In addition, the number of states which are experimentally accessible is countable, whereas the sample space is uncountable. As the number of qubits increases, the uniform source becomes increasingly dissimilar to the source of states that can be practically accessible. Thus, such a comparison may be inappropriate.
Instead, an N-qubit state is generated as follows. First, generate the number of gates to apply, n, by drawing from a Poisson distribution. Then construct:
where G i applies a gate from the universal set:
on one or two uniformly randomly qubits and identity on the remaining qubits. 24 · N · (N − 1) was used as the mean of the Poisson distributions. 48 degrees of freedom provides sufficient diversity for two qubits and the quadratic scaling is based on the number of ways to place a two qubit gate in a N qubit system. Figure 2 presents the results across 2000 states sampled using the above distribution, but with an addition rejection sampling step to force the condition σ x ⊗ σ x · · · σ x 2 ≥ 0.25. This is to accomodate the tree algorithm's need for a starting point. In this setting, the simple tomography algorithm performs poorly. However, this is unsurprising as the algorithm is designed for measurements on POVMs, as opposed to on observables. The performance of the forest and tree algorithms are nearly identical for two qubits, but the forest algorithm has a growing edge as the number of qubits increases. Due to this growing edge, it is conjectured that the forest algorithm is an improvement in general.
Conclusion
This paper presents how machine learning, through the forest algorithm, can be used in entanglement detection. Empirical evidence shows that the forest algorithm is an improvement, for two to five qubits, over the existing tree algorithm. It is conjectured that this is the case in general. The success of the forest algorithm identifies an area of quantum information processing where machine learning can play a role.
The forest algorithm's direct modeling of the parameter distributions presents a novel and possibly interesting view on quantum state tomography. Although the algorithm is specialized for entanglement detection using the geometric criterion, it is interesting to consider other applications. An immediate application is its use as heuristic for quantum state tomography, in the same manner as it used in this paper. Since the largest observable yields the most information about the state, making measurements recommended by the forest allows the experimenter to quickly narrow down the possible range of states. To convert from the observable regime to the POVM regime, the sample mean can be used, but it is unknown how well such a method would work. It is also possible that the approach taken in this paper can be specialized in another way for other tasks in the analysis of quantum systems.
In short, developments in machine learning provide powerful statistical methods that can be added to the arsenal for the analysis of quantum systems. This paper presents one possible application and encourages the exploration of such applications.
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