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ในปัจจุบนัไม่วา่จะเป็นองคก์รท่ีมีขนาดเล็กหรือขนาดใหญ่ ต่างก็มีการเก็บขอ้มูลในรูปแบบ
ของระบบฐานขอ้มูล ฐานขอ้มูลท่ีนิยมใชก้นัมากคือ ฐานขอ้มูลเชิงสัมพนัธ์ ซ่ึงหากขอ้มูลท่ีเก็บใน
ฐานขอ้มูลมีจ านวนเพิ่มมากข้ึนเร่ือย ๆ จะส่งผลให้การคน้หาขอ้มูล ท าไดย้ากมากข้ึนเน่ืองจากว่า
ขอ้มูลมีจ านวนมาก มีความซบัซ้อน ดงันั้นเพื่อท่ีจะลดเวลาในการคน้หาขอ้มูลและลดเน้ือท่ีในการ
เก็บขอ้มูล จึงเกิดแนวคิดในการแปลงฐานขอ้มูลเชิงสัมพนัธ์ไปเป็นฐานขอ้มูลนิรนยั ซ่ึงฐานขอ้มูล
ประเภทน้ีจะประกอบดว้ย 2 ส่วน คือส่วนท่ีเป็นขอ้มูลเรียกว่า Extensional Database (EDB) และ
ส่วนของกฎเรียกวา่ Intensional Database (IDB) ส่วน EDB แปลงไดโ้ดยตรงจากตารางเชิงสัมพนัธ์ 
ในส่วนของ IDB นั้น ในงานวิจยัน้ีมีการน ากฎซ่ึงเป็นรูปแบบหรือโมเดลของขอ้มูลท่ีไดจ้ากการท า
เหมืองขอ้มูลชนิดการสังเคราะห์ตน้ไมต้ดัสินใจน ามาเพิ่มเขา้ไปในส่วนของ IDB กฎท่ีไดน้ี้จะมีส่วน
ช่วยในกระบวนการคน้หาขอ้มูล ส่งผลให้แหล่งความรู้ท่ีไดน้ั้นมีประสิทธิภาพเพิ่มข้ึนเม่ือท าการ
เปรียบเทียบกบัแหล่งความรู้ปกติท่ีประกอบดว้ย EDB และ IDBในฐานขอ้มูลนิรนยั 
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DEDUCTIVE DATABASE/ PROLOG/ DATALOG/DECISION TREE (ID3) 
 
Presently, in any small or large organization there have been a collection of 
data that are stored in a database. The most common form of database is relational 
database. The steadily increasing of stored data can more or less slow down the search 
for specific data items. We thus propose the strategy to reduce search time by 
transforming relational data to the knowledge repository of deductive database. This 
kind of database consists of two main parts : extensional database (EDB) and 
intensional database (IDB). The EDB part can be directly transformed from the data 
tables, whereas the IDB part contains rules that are constructed from the decision-tree 
induction method. It is the IDB part that can speedup the search process. 
The experimental results showed that if the data items to be searched exist in 
the database, the proposed deductive database scheme with induced rules can find data 
faster than the conventional database that contains only facts. However, if the search 
items do not exist in the database, the deductive database scheme with induced rules 
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1.1 ความส าคญัและทีม่าของปัญหาการวจิัย 
ในปัจจุบนัเทคโนโลยีฐานขอ้มูลไดเ้ขา้มามีบทบาทมากข้ึนในการด าเนินงาน ในองคก์รต่าง 
ๆ ไม่ว่าจะเป็นบริษทัขนาดเล็กหรือขนาดใหญ่ต่างก็มีการเก็บรวบรวมขอ้มูลไวจ้  านวนมาก ในอดีต
นั้นการจดัเก็บขอ้มูลจะท าการจดัเก็บขอ้มูลต่าง ๆ ในรูปแบบของแฟ้มเอกสาร ซ่ึงรูปแบบของการ
จดัเก็บขอ้มูลแบบแฟ้มนั้นมีขอ้เสียหลายประการ ไม่วา่จะเป็นการท าให้ขอ้มูลมีจ านวนมาก ขอ้มูลมี
ความซับซ้อน ยากต่อการคน้หาและแกไ้ขขอ้มูล ท าให้เม่ือผูใ้ช้ตอ้งการท่ีจะคน้หาขอ้มูลจะตอ้งท า
การคน้หาขอ้มูลไปทีละแฟ้มเอกสารท าให้เสียเวลามาก ต่อมาเม่ือมีการน าเอาคอมพิวเตอร์มาใชง้าน
มากข้ึน การจดัเก็บขอ้มูลจึงเร่ิมปรับเปล่ียนจากการเก็บในรูปแบบของแฟ้มเอกสารมาเป็นการจดัเก็บ
ขอ้มูลไวใ้นคอมพิวเตอร์ท่ีเราเรียกวา่ ระบบฐานขอ้มูล โดยรูปแบบในการจดัเก็บขอ้มูลแบบน้ีก าลงั
เป็นท่ีนิยมในเกือบทุกหน่วยงานท่ีมีการใชง้านระบบสารสนเทศ เน่ืองจากวา่ระบบฐานขอ้มูลจะช่วย
ให้สามารถจดัเก็บขอ้มูลได้อย่างเป็นระบบ ท าให้ขอ้มูลไม่เกิดการซ ้ าซ้อนและง่ายต่อการคน้หา
ขอ้มูล 
 การท าเหมืองขอ้มูล หรือ การคน้หาความรู้ในฐานขอ้มูล เป็นวิธีการหารูปแบบหรือโมเดล
ของขอ้มูลท่ีซ่อนอยูใ่นฐานขอ้มูลท่ีมีจ  านวนมาก โดยอาศยัหลกัสถิติ การรู้จ  า การเรียนรู้ของเคร่ือง
และหลกัการทางคณิตศาสตร์ ซ่ึงประโยชน์ของการท าเหมืองขอ้มูลนั้นจะไดรู้ปแบบท่ีช่วยในการ
ตดัสินใจ การวางแผนและการด าเนินงานบางอยา่งได ้(วทิยา พรพชัรพงษ,์ 2549) 
 จากท่ีกล่าวมาจะเห็นได้ว่าปัจจุบนัการจดัเก็บขอ้มูลมีมากข้ึน ส่งผลให้ขอ้มูลท่ีถูกเก็บไว้
เพิ่มข้ึนเป็นจ านวนมาก ซ่ึงขอ้มูลท่ีมีจ านวนมากน้ี บางขอ้มูลก็ไม่ไดถู้กน ากลบัมาใชป้ระโยชน์อีก 
และขอ้มูลท่ีมีจ านวนมากน้ียงัส่งผลให้ใชร้ะยะเวลาในการคน้หาขอ้มูลท่ีตอ้งการ หรือการน าขอ้มูล
มาวิเคราะห์ เกิดความซับซ้อน ยุง่ยาก และใชเ้วลานานมากข้ึน ผูว้ิจยัจึงไดเ้สนอแนวคิดในการท่ีจะ 
แปลงฐานขอ้มูลเชิงสัมพนัธ์ ท่ีเป็นรูปแบบของฐานขอ้มูลท่ีเป็นท่ีนิยมน้ีให้ไปเป็นแหล่งความรู้ท่ีจะ
น าไปใช้ในฐานข้อมูลนิรนัยท่ีมีส่วนของ Rules ท่ีช่วยให้การจดัเก็บข้อมูลใช้เน้ือท่ีลดลงได ้
ฐานขอ้มูลนิรนยัจะแบ่งออกเป็นส่วน Extensional Database (EDB) ประกอบไปดว้ย Fact ของขอ้มูล














Parant Child Parant_sex 
adam able male 
adam cain male 
john angie male 


















father(X,Y) :- parant(X,Y),male(X). 
Rules comprising the 




รูปท่ี 1.1 ตวัอยา่ง EDB และ IDB ของฐานขอ้มูลนิรนยั 
 
ฐานขอ้มูลนิรนัยในงานวิจยัน้ีเป็นฐานขอ้มูลท่ีเพิ่มในส่วนของการท าเหมืองขอ้มูลเขา้มา
ช่วยเพื่อสร้างขอ้มูลในส่วน IDB ท าให้ฐานขอ้มูลนิรนยัท่ีไดต่้างจากฐานขอ้มูลทัว่ไป การท าเหมือง

















จากแนวคิดในการท างานวิจยั ผูว้จิยัไดต้ั้งวตัถุประสงคใ์นการวจิยัไวด้งัน้ี 
1.2.1 เพื่อท าการแปลงขอ้มูลจาก Relational Database ไปเป็น แหล่งความรู้ทั้งส่วน EDB 
และ IDB ใน Deductive Database 
1.2.2 เพื่อช่วยลดเวลาในการสอบถามขอ้มูล (Query) กบัขอ้มูลท่ีมีจ  านวนมาก ๆ ได ้
 
1.3 ขอบเขตของการวจิัย 
  จากการศึกษา คน้ควา้ขอ้มูลท่ีเก่ียวขอ้งกบังานวิจยัน้ี ผูว้ิจยัไดก้  าหนดขอบเขตของงานวิจยั
การเปล่ียนฐานข้อมูลเชิงสัมพนัธ์เป็นแหล่งความรู้ท่ีใช้ในฐานข้อมูลนิรนัย คือ การใช้ภาษา
ดาตา้ล็อกและโปรล็อกในการแปลงขอ้มูล ซ่ึงขอ้มูลท่ีใชใ้นการแปลงจะเป็นฐานขอ้มูลเชิงสัมพนัธ์
เท่านั้น และแหล่งความรู้ท่ีได้จะแบ่งออกเป็น 2 แบบ คือ แบบท่ี 1 จะประกอบไปด้วยส่วนของ
ขอ้มูล (Fact) เพียงอยา่งเดียวเท่านั้น และแบบท่ี 2 จะประกอบดว้ยทั้งส่วนของขอ้มูล (Fact) รวมกบั
ส่วนของกฎท่ีได้จากการท าเหมืองขอ้มูล (Rule) การท าเหมืองขอ้มูลใช้เทคนิคการสร้างตน้ไม้





1.4.1 ช่วยให้ไดแ้นวทางและอลักอริทึมท่ีง่ายต่อการแปลงขอ้มูลจาก Relational Database 
ไปเป็น Deductive Database 
1.4.2 ช่วยใหไ้ดรู้ปแบบท่ีง่ายต่อการสอบถามขอ้มูล (Query) ในฐานขอ้มูล 











ในบทท่ี 2 น้ีกล่าวถึง การทบทวนวรรณกรรม ทฤษฎี และงานวิจยัท่ีเก่ียวขอ้งกบัการวิจยัเร่ือง 
การแปลงฐานข้อมูลเชิงสัมพนัธ์เป็นแหล่งความรู้เพื่อใช้ในฐานข้อมูลนิรนัย ประกอบไปด้วย 
ความหมายของฐานขอ้มูล การท าเหมืองขอ้มูล ภาษาโปรล็อก ภาษาดาตา้ล็อก และงานวิจยัท่ี
เก่ียวขอ้งกบัการแปลงฐานขอ้มูลเชิงสัมพนัธ์เป็นแหล่งความรู้เพื่อใชใ้นฐานขอ้มูลนิรนยั  
 
2.1 ฐานข้อมูล (Database) 
ฐานขอ้มูล เป็นองคป์ระกอบส าคญัทั้งในงานธุรกิจ หรืองานในสาขาอ่ืน ๆ ท่ีตอ้งการจดัเก็บ
ขอ้มูลเป็นจ านวนมาก ความหมายของฐานขอ้มูล คือ กลุ่มของขอ้มูลท่ีมีความสัมพนัธ์กนั น ามาเก็บ
รวบรวมไวด้ว้ยกนัอย่างเป็นระบบ เปรียบเสมือนกบัตูเ้ก็บเอกสารอิเล็กทรอนิกส์ท่ีรวมแฟ้มขอ้มูล
ต่าง ๆไว ้รูปแบบของฐานขอ้มูลท่ีนิยม คือ ฐานขอ้มูลเชิงสัมพนัธ์ (Relational Database) ฐานขอ้มูล
เชิงวตัถุ (Object-Oriented Database) ฐานขอ้มูลนิรนยั (Deductive Database) และฐานขอ้มูลเวบ็ 
(Web Database) 
 รูปแบบของฐานขอ้มูล (ชญามน บุญประสิทธ์ิ, 2550) คือ รูปแบบท่ีใชอ้ธิบายลกัษณะของ
ความสัมพนัธ์ระหวา่งขอ้มูล วธีิการจดัการกบัขอ้มูลรวมไปถึงเง่ือนไขและการก าหนดเก่ียวกบัขอ้มูล 
ในส่วนของงานวิจยัน้ี จะเนน้ไปท่ีฐานขอ้มูล 2 ประเภท คือ ฐานขอ้มูลเชิงสัมพนัธ์ และฐานขอ้มูล
นิรนยั  
 
2.1.1 ฐานข้อมูลเชิงสัมพันธ์ (Relational Database) 
ฐานข้อมูลเชิงสัมพนัธ์ เป็นรูปแบบของฐานข้อมูลท่ีได้ รับความนิยมมากท่ีสุด 
(โอฬาริก สุรินต๊ะ, 2552) ฐานขอ้มูลประเภทน้ีจะมีลกัษณะของการจดัเก็บขอ้มูลไวใ้นรูปแบบของ
ตาราง (Table) ซ่ึงแทนความสัมพนัธ์ (Relation) และภายในตารางก็จะประกอบไปดว้ย แถวแทน
เรคคอร์ดของแต่ละรายการขอ้มูลซ่ึง เรียกว่า ทูเพิล (Tuple) และ คอลมัน์แทนลกัษณะของขอ้มูล 
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รูปท่ี 2.1 ส่วนประกอบภายในตารางของฐานขอ้มูลเชิงสัมพนัธ์ 
 
โครงสร้างข้อมูลเชิงสัมพันธ์ (Relational Data Structure)  
 โครงสร้างของฐานข้อมูล จะใช้โครงสร้างข้อมูลในลักษณะ คือ ตารางความ 
สัมพนัธ์หรือรีเลชนั (Relation) โดยรีเลชนัจะถูกมองเห็นในลกัษณะของตารางท่ีมีคุณสมบติัดงัน้ี 
(ศุภชยั จิวะรังสินี และขจรศกัด์ิ สังขเ์จริญ, 2549) 
 ขอ้มูลในแต่ละแถว จะใชแ้ทน Tuple ใน Relation 
 จะตอ้งไม่มีแถวคู่ใดในตารางเดียวกนั ท่ีมีขอ้มูลซ ้ ากนั 
 ล าดบัของแถวใด ๆ ในตาราง จะไม่มีความส าคญั นัน่คือ ก าหนดให้แถวใด
ปรากฏก่อนหรือหลงัจะไม่ส่งผลต่อการใชง้านหรือจดัการกบัขอ้มูล 
 ล าดบัก่อนหลงัของคอลมัน์ใด ๆ ในตาราง จะไม่มีความส าคญั เช่นเดียวกบั
แถว 
ชนิดของ Relations 
ในระบบจดัการฐานขอ้มูลทัว่ๆ ไปจ าแนกรีเลชนัได ้2 ประเภท (แพรตะวนั จารุตนั, 
2554) คือ 
 รีเลชนัหลกั (Base Relation) เป็นรีเลชนัท่ีถูกก าหนดข้ึนเพื่อเก็บขอ้มูลและเพื่อ
น าขอ้มูลไปใชเ้ม่ือมีการสร้างรีเลชนัโดยใชภ้าษาเฉพาะท่ีเรียกวา่ Data Definition Language  
 วิว (View) หรือรีเลชนัสมมติ (Virtual Relation) เป็นรีเลชนัท่ีถูกสร้างข้ึนตาม
ความตอ้งการใช้ขอ้มูลของผูใ้ช้แต่ละคน เน่ืองจากผูใ้ช้แต่ละคนอาจตอ้งการขอ้มูลในลกัษณะท่ี











  ฐานข้อมูลเชิงสัมพันธ์เป็นรูปแบบฐานข้อมูลท่ี ง่ายส าหรับผู ้ใช้งานทั่วไป 
โดยเฉพาะกบัผูท่ี้ไม่ใช่นกัวิเคราะห์หรือนกัออกแบบ จึงท าให้ฐานขอ้มูลน้ีเป็นท่ีนิยมใชก้นัมากกวา่
ฐานขอ้มูลแบบอ่ืน ๆ เน่ืองจากมีขอ้ดีดงัน้ี (จารุณี ซามาตย,์ 2551) 
 มีโครงสร้างขอ้มูลท่ีง่าย ท าใหง่้ายต่อการใชง้าน 
 ภาษาท่ีใช้ เป็นภาษาระดบัสูงท่ีเรียกวา่ Relational Complete Language เช่น 
พวกภาษา SQL, QBE เป็นตน้ 
 มีความยืดหยุ่นเน่ืองจากสามารถท่ีจะเพิ่ม ลบ แก้ไขข้อมูลได้โดยไม่ต้อง
เปล่ียนแปลง Application 
 
2.1.2 ฐานข้อมูลนิรนัย (Deductive Database) 
ฐานขอ้มูลนิรนัย คือฐานขอ้มูลท่ีประกอบดว้ยขอ้มูล (Fact) และกฎ (Rules) ท่ี
น าไปใช้อนุมานเพื่อสร้างขอ้มูลเพิ่มเติมจากส่วนท่ีประกาศไวเ้ป็นขอ้เท็จจริง นอกจากงานดา้นบนั
มึกและประมวลผลแลว้ ฐานขอ้มูลนิรนยัยงัถูกน าไปใชท้างดา้นปัญญาประดิษฐ ์ 
 
  โครงสร้างของฐานข้อมูลนิรนัย 
  ฐานขอ้มูลนิรนัย จะประกอบไปด้วย 2 ส่วนท่ีส าคญั คือ Extensional Database 
(EDB) และ Intensional Database (IDB) ดงัน้ี (Tomasic, 1993) 
1. Extensional Database (EDB) จะประกอบไปดว้ยเซตของขอ้มูลท่ีอยู่ใน
รูปแบบ Fact ซ่ึง Fact ในท่ีน้ีจะเปรียบเสมือนกับค่าของขอ้มูลทุกแอททริบิวต์แต่ละแถวใน































รูปท่ี 2.2 ตวัอยา่งของส่วนท่ีเป็น Extensional Database (EDB) 
 
2. Intensional Database (IDB) จะเป็นส่วนท่ีประกอบดว้ยเซตของกฎหรือ
เง่ือนไขท่ีมาจากการน าส่วนของ Fact (EDB) มาเขียนเป็นเง่ือนไข ซ่ึงจะเรียกว่า Rule ส่วน IDB 
อาจจะมองแลว้คลา้ยกบัส่วนท่ีเป็นววิของฐานขอ้มูลทัว่ไป แต่จะแตกต่างกนัส่วนของ IDB สามารถ
ท่ีจะท าการเรียกซ ้ าได ้สามารถเพิ่มขอ้มูลจากเดิมท่ีมีอยูจ่ริงให้เพิ่มข้ึนตามเง่ือนไขท่ีไดก้ าหนดเพียง
แค่ไม่ก่ีเง่ือนไข ดงัรูปท่ี 2.3 จะเป็นการแสดงตวัอยา่งลกัษณะของ IDB ท่ีก าหนดกฎเก่ียวกบั father, 






































รูปท่ี 2.3 ตวัอยา่งของส่วนท่ีเป็น Intensional Database (IDB) 
 
  จากการศึกษางานวจิยัท่ีเก่ียวขอ้งพบวา่งานวิจยับางงานจะกล่าววา่ฐานขอ้มูลนิรนยั
จะประกอบไปดว้ย 3 ส่วน (Lee, 1996) คือส่วนของ Extensional Database (EDB), Intensional 
Database (IDB) และ Integrity Constraints (IC) ส่วนของ IDB และ IC จะมีลกัษณะเป็นเง่ือนไขใน
ฐานขอ้มูล ซ่ึงส่วนของ IDB และ IC เป็นกฎท่ีจะแสดงถึงค าสั่งหรือเง่ือนไขตรรกะเบ้ืองตน้ใช ้Fact 













father(X,Y) :- parent (X,Y) ,male(X). 
mother(X,Y) :- parent (X,Y) ,female(X). 
sibling(X,Y) :- parent(X,Z), parent(Y,Z), X <> Y. 
cousin(X,Y) :- parent(X,Xp), parent(Y,Yp),    




























รูปท่ี 2.4 ตวัอยา่งฐานขอ้มูลท่ีมีทั้ง EDB, IDB และ IC 
 
2.2 การท าเหมอืงข้อมูล (Data Mining) 
   การท าเหมืองขอ้มูล หมายถึง การคน้หาความสัมพนัธ์หรือรูปแบบ (Pattern) ทั้งหมดของ
ขอ้มูลจากฐานขอ้มูล ซ่ึงรูปแบบและความสัมพนัธ์ท่ีไดจ้ะอยูใ่นรูปของกฎ (Rule) ผลลพัธ์ท่ีไดจ้าก
การท าเหมืองขอ้มูล จะน าไปใชป้ระโยชน์ใหก้บัองคก์รในส่วนของการวางแผน การด าเนินงานหรือ
ช่วยตดัสินใจด าเนินการบางอยา่งได ้(วทิยา พรพชัรพงศ,์ 2549) 
 
2.2.1 ววิฒันาการของเทคโนโลยฐีานข้อมูล 
  ในช่วงปี ค.ศ. 1960 เทคโนโลยีฐานขอ้มูลไดเ้ร่ิมพฒันามาจากการประมวลผลและ
แฟ้มขอ้มูลพื้นฐาน การคน้ควา้และพฒันาระบบฐานขอ้มูลไดมี้การปรับปรุงมาโดยล าดบั  
  ช่วงปี ค.ศ. 1970 ได้น าไปสู่การพฒันาระบบการเก็บข้อมูลในรูปแบบตาราง 
(Relational Database System) มีเคร่ืองมือจดัการโมเดลขอ้มูล และมีเทคนิคการใชอิ้นเด็กซ์และการ
EDB : 
female(X)  male(X) 
mother(X,Y) father(X,Y) 
IDB: 
parent(X,Y) :- mother(X,Y) 
parent(X,Y) :- father(X,Y) 
sibling(Y,Z) :-parent(X,Y),parent(X,Z) 
sister(X,Y) :- sibling(X,Y) ,female(X) 
IC: 
false :- male(X),female(X) 
false :- mother(X,Y),not female(X) 











ขอ้มูล (Query Language)  
  ช่วงปี ค.ศ. 1980 เทคโนโลยีฐานขอ้มูลไดเ้ร่ิมมีการปรับปรุงและพฒันาในการหา
ระบบจดัการท่ีมีศกัยภาพมากข้ึน ความกา้วหนา้ในเทคโนโลยฮีาร์ดแวร์ ใน 30 ปีท่ีผา่นมา ไดน้ าไปสู่
การจดัเก็บขอ้มูลจ านวนมากท่ีมีความซบัซอ้นไดอ้ยา่งมีประสิทธิภาพเพิ่มข้ึน 
  ช่วงปี ค.ศ. 1990 - ปัจจุบนั สามารถจดัเก็บขอ้มูลไดใ้นหลายรูปแบบ แตกต่างกนั
ทั้งระบบปฏิบติัการ หรือการจดัเก็บฐานข้อมูล ซ่ึงการน าขอ้มูลทั้งหมดมารวมและจดัเก็บไวใ้น
รูปแบบเดียวกนัเรียกวา่ Data Warehouse เพื่อความสะดวกในการจดัการต่อไป ซ่ึงเทคโนโลยี Data 
Warehouse รวมไปถึง Data Cleansing, Data Integration และ On-Line Analytical Processing 
(OLAP) เป็นเทคนิคการวิเคราะห์ขอ้มูลในหลาย ๆ มิติรวมถึงการวิเคราะห์ขอ้มูลในลกัษณะการท า














รูปท่ี 2.5 ววิฒันาการของการท าเหมืองขอ้มูล (พนูศกัด์ิ ประค าทอง, 2551) 
 
2.2.2 ประเภทของข้อมูลทีจ่ะใช้ในการท าเหมืองข้อมูล 
ข้อมูลท่ีจะน ามาใช้ในการท าเหมืองข้อมูลนั้นจะต้องเป็นข้อมูลท่ีมีจ  านวนมาก 
เพื่อท่ีจะน ามาคน้หาความสัมพนัธ์ ประเภทของขอ้มูลมีดงัน้ี (อดุลย ์ยิม้งาม, 2552) 
1. ขอ้มูลท่ีมาจากฐานขอ้มูลเชิงสัมพนัธ์ (Relational Databases) เป็นฐานขอ้มูลท่ี
จัดเก็บอยู่ในรูปแบบของตาราง โดยในแต่ละตารางจะประกอบไปด้วยแถวและคอลัมน์ 
ความสัมพนัธ์ของขอ้มูลทั้งหมดสามารถแสดงไดโ้ดย Entity-Relationship (ER) Model 











3. ขอ้มูลจากฐานขอ้มูลรายการเปล่ียนแปลง (Transactional Databases) ประกอบ 
ดว้ยขอ้มูลท่ีแต่ละทรานแซคชนัแทนดว้ยเหตุการณ์ในขณะใดขณะหน่ึง เช่น ใบเสร็จรับเงิน จะเก็บ
ขอ้มูลท่ีประกอบดว้ย ช่ือลูกคา้และรายการสินคา้ท่ีลูกคา้รายนั้นซ้ือ เป็นตน้ 
4. จากฐานขอ้มูลพิเศษหรือท่ีเก็บข่าวสารพิเศษ (Advanced Databases)  ซ่ึงไดแ้ก่ 
 ฐานขอ้มูลเชิงวตัถุ (Object-Oriented Database) 
 ฐานขอ้มูลเก่ียวกบัเวลา (Temporal Database) 
 ฐานขอ้มูลขอ้ความ (Text Databases)  และฐานขอ้มูลมลัติมีเดีย 
 ฐานขอ้มูลแบบเก่าในอดีตหรือขอ้มูลท่ีมาจากต่างฐานขอ้มูลกนั 
 ฐานขอ้มูลจากแหล่ง  WWW 
2.2.3 ลกัษณะเฉพาะของข้อมูลทีส่ามารถท าเหมืองข้อมูล  
  ขอ้มูลท่ีสามารถน ามาท าเหมืองขอ้มูลนั้น จะตอ้งมีลกัษณะเฉพาะของขอ้มูล ดงัน้ี 
1. ขอ้มูลขนาดใหญ่มากจนยากท่ีจะพิจารณาความสัมพนัธ์ท่ีซ่อนอยูภ่ายในขอ้มูล
ไดด้ว้ยตาเปล่า หรือโดยการใช ้Database Management System (DBMS) ในการจดัการฐานขอ้มูล 
2. ขอ้มูลท่ีมาจากแหล่งต่าง ๆ และได้จากการรวบรวมมาจากหลายระบบปฏิบติั 
การหรือหลาย DBMS เช่น Oracle, DB2, MS SQL, MS Access เป็นตน้ 
3. ขอ้มูลท่ีไม่มีการเปล่ียนแปลงตลอดช่วงเวลาท่ีท าการ Mining หากขอ้มูลท่ีมีอยู่
นั้นเป็นขอ้มูลท่ีเปล่ียนแปลงตลอดเวลาจะตอ้งแกปั้ญหาน้ีก่อน โดยบนัทึกฐานขอ้มูลนั้นไวแ้ละน า
ฐานขอ้มูลท่ีบนัทึกไวม้าท า Mining แต่เน่ืองจากขอ้มูลนั้นมีการเปล่ียนแปลงอยูต่ลอดเวลา จึงท าให้
ผลลพัธ์ท่ีได้จาการท า Mining สมเหตุสมผลในช่วงเวลาหน่ึงเท่านั้น ดงันั้นเพื่อให้ไดผ้ลลพัธ์ท่ีมี
ความถูกตอ้งเหมาะสมอยูต่ลอดเวลาจึงตอ้งท า Mining ใหม่ทุกคร้ังในช่วงเวลาท่ีเหมาะสม 
4. ขอ้มูลท่ีมีโครงสร้างซับซ้อน เช่น ขอ้มูลรูปภาพ ขอ้มูลมลัติมีเดีย ขอ้มูลเหล่าน้ี
สามารถน ามาท า Mining ไดเ้ช่นกนัแต่ตอ้งใชเ้ทคนิคการท า Data Mining ขั้นสูง 
 
2.2.4 ข้ันตอนการท าเหมืองข้อมูล 
   ขั้นตอนในการท าเหมืองขอ้มูลประกอบด้วยขั้นตอนการท างานย่อยท่ีจะเปล่ียน
ขอ้มูลดิบใหก้ลายเป็นความรู้ ประกอบดว้ยขั้นตอนดงัน้ี (Zaiane, 1999) 
 Data Cleaning เป็นขั้นตอนส าหรับการคดัขอ้มูลท่ีไม่เก่ียวขอ้งออกไปและ
แกไ้ขขอ้มูลบกพร่อง 











 Data Selection เป็นขั้นตอนการดึงขอ้มูลเพียงบางส่วนจากแหล่งท่ีบนัทึกไวม้า
ใชส้ าหรับการวเิคราะห์ 
 Data Transformation เป็นขั้นตอนการแปลงขอ้มูลให้มีรูปแบบท่ีเหมาะสม
ส าหรับการท าเหมืองขอ้มูล 
 Data Mining เป็นขั้นตอนการคน้หารูปแบบท่ีเป็นประโยชน์จากขอ้มูลท่ีมีอยู ่
 Pattern Evaluation เป็นขั้นตอนการประเมินรูปแบบท่ีไดจ้ากการท าเหมือง
ขอ้มูล 




การสังเคราะห์ตน้ไมต้ดัสินใจ (Decision Tree Induction) เป็นการเรียนรู้โดยการ
จ าแนกประเภทของขอ้มูล (Classification) ออกเป็นกลุ่ม (Class) ต่างๆ โดยใชคุ้ณสมบติั (Attribute) 
ของขอ้มูลในการจ าแนก (Quinlan, 1986) ตน้ไมต้ดัสินใจ (Decision Tree) จะมีลกัษณะเป็น Flow 




































สุดท่ีเรียกวา่โหนดราก (Root Node) จาก Root Node ก็จะแตกออกเป็นโหนดลูกหรือโหนดภายใน 
(Internal Node) และโหนดลูกก็จะมีลูกของตวัเองซ่ึงโหนดในระดบัสุดทา้ยจะเรียกว่าโหนดใบ 
(Leaf Node) 
 แต่ละเส้นทางจากโหนดเร่ิมตน้ไปจนถึงโหนดสุดทา้ยสามารถแสดงให้อยูใ่น
รูปกฎ IF-THEN ได ้
 มีความทนทานต่อขอ้มูลท่ีมีสัญญาณรบกวน (Noisy Data) เช่น แอททริบิวตท่ี์
ไม่เก่ียวขอ้งและค่าของแอททริบิวตท่ี์ผดิพลาดหรือขาดหายไป 






นั้นต่อไป และจะวนสร้างโหนดลูกและตน้ไมย้อ่ยของแต่ละก่ิงไปเร่ือย ๆ จนขอ้มูลนั้นถูกจดัอยูใ่น
กลุ่มเดียวกัน วิธีการท่ีน ามาใช้ในการสร้างต้นไม้ตดัสินใจนั้น มีหลายวิธี ไม่ว่าจะเป็น C4.5 
(Quinlan, 1992), ID3 (Quinlan, 1979), CART (Breiman et al, 1984) และ Hunt’s algorithm 
(Quinlan, 1979) ในงานวจิยัน้ีจะมุ่งเนน้ไปยงัการสร้างตน้ไมต้ดัสินใจโดยใชว้ธีิ ID3 
 
(3) ข้อดีของต้นไม้ตัดสินใจ 
 ขอ้ดีของการสร้างตน้ไมต้ดัสินใจ ท่ีท าให้เป็นวิธีการจ าแนกกลุ่มของขอ้มูลท่ีไดรั้บ
ความนิยมในการใชง้านมากท่ีสุด 
 เป็นวธีิการท่ีง่าย และใหผ้ลลพัธ์เร็วกวา่วธีิการอ่ืน 
 ผลลพัธ์ท่ีไดส้ามารถแปลงเป็นกฎได ้และสามารถน าไปใชไ้ดจ้ริง 
 สามารถน าไปประยกุตใ์ชง้านกบัการคน้หาขอ้มูลได ้













2.2.6 วธีิการสร้างต้นไม้ตัดสินใจแบบ ID3 
ในการสร้างตน้ไมต้ดัสินแบบ ID3 จะใชค้่าเกนของสารสนเทศ (Information Gain) 
ในการตดัสินใจท่ีจะเลือกแอททริบิวตท่ี์จะใชเ้ป็นโหนดรากหรือโหนดในตน้ไม้ โดยดูจากค่าเกนสูง
ท่ีสุด เป็นโหนดเร่ิมตน้ (นิตยา เกิดประสพ, 2547) 
  ค่าเกนน้ีจะค านวณไดโ้ดยใช้ความรู้จากทฤษฎีสารสนเทศ คือ ค่าสารสนเทศของ
ขอ้มูลข้ึนกบัค่าความน่าจะเป็นของขอ้มูล 
ค่าสารสนเทศของขอ้มูล = -log2(ความน่าจะเป็นของขอ้มูล) 
  ถา้ M หมายถึงชุดขอ้มูล ค่าสารสนเทศ (Information) ของชุดขอ้มูล M นั้น หรือ




  ในการเลือกแอททริบิวตท่ี์จะมาเป็นโหนดรากจะอาศยัค่าเกนของสารสนเทศ ซ่ึงจะ
ค านวณไดจ้ากค่าสารสนเทศทั้งหมดของชุดขอ้มูลนั้นลบดว้ยค่าสารสนเทศหลงัจากเลือกแอททริ
บิวต์หน่ึงเป็นโหนดราก ค่าสารสนเทศหลงัจากแบ่งตามคุณสมบติัท่ีเลือกแลว้จะค านวณไดจ้าก ค่า
ผลรวมของผลคูณระหว่างค่าสารสนเทศของแต่ละโหนดกบัอตัราส่วนของขอ้มูลในแต่ละก่ิงต่อ
ขอ้มูลทั้งหมดท่ีโหนดนั้นๆ 
  ถา้ให้ขอ้มูลคือ T และแอททริบิวต์ท่ีเป็นโหนด คือ X ซ่ึงมีค่าท่ีเป็นไปได ้n ค่า 





   ค่าเกนของสารสนเทศของแอททริบิวต์ X สามารถค านวณได้จากการลบค่า
สารสนเทศทั้งหมดท่ีโหนดน้ีกบัค่าสารสนเทศท่ีไดห้ลงัจากแบ่งดว้ยแอททริบิวต ์X ดงัน้ี 
 











ขอ้มูลในฐานขอ้มูล แลว้น ารูปแบบท่ีไดม้าแปลงเป็นกฎให้อยู่ในรูปแบบของแหล่งความรู้ เพื่อเพิ่ม
ประสิทธิภาพใหก้บัแหล่งความรู้ ในส่วน IDB และ IC ของฐานขอ้มูลนิรนยั 
 
2.3 ภาษา Prolog และ Datalog 
2.3.1 ภาษาโปรลอ็ก (Prolog)  
   เป็นภาษาส าหรับการเขียนโปรแกรมเชิงตรรกะ (Logic Programming) Prolog ย่อ
มาจาก PROgrammation en LOGique ถูกสร้างข้ึนโดย Alian Colmerauer ในช่วง ค.ศ. 1972 โดยมี
วตัถุประสงคเ์พื่อประมวลผลภาษาธรรมชาติ (ศศลกัษณ์ ทองขาว, 2547) 
 ภาษาโปรล็อกเป็นภาษาท่ีมีความแตกต่างจากภาษาอ่ืน ตรงท่ีสามารถประมวลผล
ในเชิงสัญลักษณ์ (Symbolic Computation) ได้ดี จึงถูกน าไปใช้ในการเขียนโปรแกรมด้าน
ปัญญาประดิษฐ์ ลกัษณะของภาษานั้นมีไวยากรณ์และความหมายท่ีง่ายและชัดเจน เป็นภาษาท่ีมี
รากฐานจาก Predicate Logic ในทางคณิตศาสตร์  
  งานวิจยัจ  านวนมากท่ีท าให้เกิดการพฒันาภาษาโปรล็อกในปัจจุบนันั้น เป็นผลมา
จากโครงการระบบคอมพิวเตอร์ยุคท่ีห้า (Fifth Generation Computer Systems Project - FGCS) ซ่ึง
เลือกรูปแบบหน่ึงของภาษาโปรล็อกเป็นภาษาแก่น (Kernel Language) ของระบบปฏิบติัการ 
 ตวัแปลภาษาของภาษาโปรล็อกนั้นมีมากมายไม่วา่จะเป็นแบบ Public Domain และ




  องค์ประกอบท่ีส าคญัของโปรล็อก ประกอบดว้ย ตวัแปร (Variables), เพรดิเคต 
(Predicates), และประโยค (Clause) ซ่ึงแต่ละองคป์ระกอบมีลกัษณะดงัน้ี (สุนิสา ริมเจริญ, 2554) 
(1) ตัวแปร (Variables)   
  ตวัแปรในภาษาโปรล็อกจะประกอบไปด้วย ตวัอกัษร, ตวัเลข และเคร่ืองหมาย 
Underscore (_) โดยก าหนดวา่ตวัแปรทุกตวัจะตอ้งข้ึนตน้ดว้ยตวัอกัษรตวัพิมพใ์หญ่หรือเคร่ืองหมาย 













(2) เพรดิเคต (Predicates) 
  Predicates หมายถึงความสัมพนัธ์ (Relation) ซ่ึงช่ือของ Predicates จะประกอบไป
ดว้ยตวัอกัษร, ตวัเลข และเคร่ืองหมาย Underscore (_) โดยก าหนดวา่ช่ือท่ีใชใ้นการตั้งตวัแรกตอ้ง
เป็นตวัอกัษรตวัพิมพเ์ล็กเท่านั้น เช่น student ท่ีหมายถึงความสัมพนัธ์ของนกัเรียน หรือ parent ท่ี
หมายถึงความสัมพนัธ์ของผูป้กครอง จ านวน Argument ของ Predicates จะเรียกวา่ Arity ของ
ความสัมพนัธ์ โดยทัว่ไป Predicate q ท่ีมี Arity n รูปแบบการเขียนจะเป็น q/n เช่น parent/2 
  ส่วนของนิพจน์ท่ีประกอบดว้ย Predicates โดยด าเนินการกบั Argument จะเรียกวา่ 
Atomic Formula เป็นหน่วยพื้นฐานของภาษาโปรล็อก ตวัอยา่งของ Atomic Formula เช่น 
  parent(adle, tom). 
  result(a, b, R). 
  student(susan, 15, female). 
(3) Clauses 
  ภาษาโปรล็อกมีประสิทธิภาพในการประมวลผลแบบ Clauses ซ่ึงหมายถึง 
ประโยค หรือ Statement ท่ีอยูใ่นรูปของ head หรือ head : - body  เม่ือส่วนของ head ประกอบดว้ย
ส่วนของ Atomic Formula หน่ึงชุดและส่วนของ body ประกอบไปดว้ยส่วน Atomic Formula ตั้งแต่
หน่ึงชุดเป็นตน้ไป เช่น 
  parent(adle, tom).  เป็น clauses ท่ีมีเฉพาะ head 
  student(susan, 15, female).  เป็น clauses ท่ีมีเฉพาะ head 
  father(X,Y) : - parent(X,_) , male(X).  เป็น clauses ท่ีมี head และส่วนของ body 
 
2.3.3 ตัวอย่างการด าเนินการในภาษาโปรลอ็ก 
(1) การเท่ากัน (Equality) 
  การเท่ากนัของวตัถุในลกัษณะ เช่น p(c) = p(c) หรือ a = a จะเรียกการเท่ากนั
ลกัษณะน้ีวา่ การเท่ากนัตามโครงสร้างของไวยากรณ์ การเท่ากนัแบบน้ีจะเขียนแทนดว้ยสัญลกัษณ์  
= =  เช่น 
  ?- b = = b 
  ?- 5 = = 5 
  ?- p(a) = = p(a)  
  ส าหรับการหารเท่ากนัอีกกรณี คือ โครงสร้างไวยากรณ์ของนิพจน์ไม่เท่ากนั แต่มี










  ?- 2+1 =:= 3+0 
  ?- 5 =:= 5 
  ?- p(a) =:= p(a) 
 
(2) การท าให้เป็นหน่วยเดียวกนั (Unification) 
  Unification เป็นการจับคู่นิพจน์สองชุด เพื่อตรวจสอบการเท่ากัน ถ้านิพจน์
ประกอบดว้ยตวัแปรจะมีการแทนค่าตวัแปรก่อนการตรวจสอบการ เม่ือน ามาด าเนินการมีผลท าให้
นิพจน์ทั้งสองเท่ากนัตามโครงสร้างของไวยากรณ์ การเท่ากนัลกัษณะน้ีจะเขียนแทนดว้ยสัญลกัษณ์ 
= เช่น  
  ?- p(X) = p(a)   ผลลพัธ์ท่ีได ้คือ X=a  ซ่ึงเป็นการแทนค่าตวัแปรท่ีส่งผลใหนิ้พจน์
ทั้งสองเท่ากนั 
(3) การประมวลผล (Computation) 
  ภาษาโปรล็อกจะท าหน้าท่ีประมวลผลด้วยการด าเนินการ กับเป้าหมาย เม่ือ
เป้าหมายคือ Atomic Formula ตั้งแต่หน่ึงตวัข้ึนไป โดยมีเคร่ืองหมาย “,” เป็นตวัคัน่ Atomic 
Formula แต่ละชุดท่ีอยูใ่นเป้าหมายเรียกวา่เป้าหมายยอ่ย เช่น ตวัอยา่งเป้าหมายต่อไปน้ีประกอบดว้ย
เป้าหมายยอ่ย 2 ชุด  
  ?- parent(X, james), parent(Y, X). 
  การด าเนินการกบัเป้าหมาย จะท าการการคน้หา head ท่ีเหมาะสมกบัเป้าหมายยอ่ย
ก่อน โดยโปรแกรมจะท าการคน้หาจากส่วนตน้ของโปรแกรมไปจนถึงส่วนสุดทา้ยของโปรแกรม 
และในกรณีท่ีมีเป้าหมาย 2 ตวัข้ึนไป จะเร่ิมด าเนินการกบัเป้าหมายจากซา้ยไปขวา 




2.3.4 ภาษาดาต้าลอ็ก (Datalog) 
   Datalog ยอ่มาจากค าวา่ Deductive Database Logic Programming Language ภาษา 
Datalog เป็นภาษาท่ีใช้ในการสอบถาม (Query) และประมวลผลขอ้มูลส าหรับฐานขอ้มูลนิรนัย 
(Deductive Database) ภาษา Datalog มีลกัษณะเหมือนภาษา Prolog แต่ในภาษา Datalog นั้นจะไม่












  โครงสร้างของ Datalog จะแบ่งออกเป็นส่วนท่ีเป็น Atom หรือ Fact และส่วนท่ีเป็น
ประโยคแบบมีเง่ือนไข หรือกฎ (McCarthy, 2011) 
 
 














   ภาษา Datalog จะประกอบไปดว้ย Fact ซ่ึงเป็นส่วนท่ีเก็บขอ้มูลตาราง เช่น ถ้า
ตารางช่ือวา่ parent และ john เป็นผูป้กครองของ sam ขอ้มูลใน fact ท่ีเก็บอยู่ในตารางจะเขียนได้
ดงัน้ี 
  >  parent(john, sam). 
  ในส่วนของฐานขอ้มูลนิรนยั (Deductive Database) สามารถใชก้ฎ (Rule) มาช่วย
ในการสร้าง Fact ข้ึนมาใหม่ เช่น กฎท่ีบอกถึงการเป็นบรรพบุรุษกนั ถา้ A เป็นผูป้กครองของ C 
และ C เป็นผูป้กครองของ B แลว้หมายความวา่ A เป็นบรรพบุรุษของ B โดยเขียนเป็นกฎไดด้งัน้ี 





Syntax :  P(T1, . . . ,Tn) 





Syntax :  A0 : - A1, . . . ,Ak 













2.3.5 โปรแกรม SWI-Prolog 
โปรแกรม SWI-Prolog เป็นโปรแกรมท่ีใช้ในการแปลภาษาโปรล็อก ซ่ึงตัว
โปรแกรมจะมีให้เลือกใช้ทั้ งระบบปฏิบติัการลีนุกซ์ และระบบปฏิบติัการวินโดว์ และยงัมีให้
เลือกใชท้ั้งแบบ Command Line และแบบ GUI ตวัโปรแกรมสามารถโหลดไดจ้าก http://www.swi-





รูปท่ี 2.7 ตวัอยา่งโปรแกรม SWI-Prolog 
 
  การใชง้านโปรแกรม SWI-Prolog สามารถท าไดโ้ดยการเปิดโปรแกรมข้ึนมา แลว้
จะพบขอ้ความท่ีข้ึนในโปรแกรม ดงัรูปท่ี 2.8 และเม่ือเขา้โปรแกรมพร้อมใช้งานแลว้ท่ีหน้าจอจะ














รูปท่ี 2.8 ตวัอยา่งแสดงความพร้อมของโปรแกรม 
 
  ในส่วนของงานวิจยัน้ีจะใชโ้ปรแกรม SWI-Prolog ในการแปลภาษาในส่วนของ
การท าเหมืองขอ้มูล และในส่วนของการแปลงรูปแบบของขอ้มูลท่ีไดจ้ากการท าเหมืองขอ้มูลใหอ้ยู่
ในรูปแบบของกฎในแหล่งความรู้ท่ีใชใ้นฐานขอ้มูลนิรนยั 
 
2.3.6 โปรแกรม DES 
  DES ยอ่มาจากค าวา่ Datalog Educational Systemโปรแกรม DES น้ีเป็นโปรแกรม
โอเพนซอร์ส สามารถดาวน์โหลดไดจ้าก http://www.fdi.ucm.es/profesor/fernan/des/ 
   โปรแกรม DES สามารถรองรับทุกระบบปฏิบติัการ ไม่วา่จะเป็น Windows Linux 

















































   เม่ือท าการเปิดโปรแกรมข้ึนนั้น โปรแกรมจะอยูใ่นโหมดของ Datalog เป็นค่า






รูปท่ี 2.13 ตวัอยา่งโปรแกรม DES โหมด Datalog 
 
การใชง้านโปรแกรม DES นั้นภายในโปรแกรมจะแบ่งออกเป็น 3 โหมดคือ โหมด
ของ Datalog โหมด Prolog และโหมด SQL ซ่ึงในการเปล่ียนโหมดทั้ง 3 ในโปรแกรม DES นั้น
สามารถท าไดโ้ดยการพิมพค์  าสั่ง ดงัน้ี 
 โหมด Datalog  ใชค้  าสั่ง  /datalog 










 โหมด SQL ใชค้  าสั่ง  /sql 
จากรูปท่ี 2. 14 และรูปท่ี 2.15 จะเป็นการแสดงการเปล่ียนโหมดของโปรแกรม จาก 



























































 Sander Goos (2009) ไดน้ าเสนอเก่ียวกบัความถูกตอ้งของการรวมฐานขอ้มูลในรูปแบบของ
โปรล็อก (Prolog) วธีิการของเขาจะท าการแปลงขอ้มูลจากฐานขอ้มูลปกติใหอ้ยูใ่นรูปแบบของภาษา
โปรล็อกโดยการสร้างฟังก์ชันข้ึนมาในการแปลงแต่ละส่วน คือ ฟังก์ชันในการแปลงข้อมูลใน
ฐานขอ้มูล (TD) ฟังก์ชนัในการแปลงวิว (TV) ฟังก์ชนัในการแปลงการสอบถามขอ้มูล (TQ) และ
ฟังก์ชนัในการแปลงขอ้มูลกลบั (T’D) จากนั้นเขาไดท้  าการตรวจสอบถึงความถูกตอ้งของการแปลง
ฐานข้อมูลน้ี พบว่ามีทั้ งข้อดีและข้อเสีย ข้อดีคือในการแปลงของเขาจะมีฟังก์ชัน (T’D) ในการ




 Kazem Taghva และ Jayalakshmi Jayaraman (2008) ไดเ้สนอเก่ียวกบัการเพิ่มการวนซ ้ าของ
การสอบถามขอ้มูล (Query) ส าหรับระบบสารสนเทศ ในงานวิจยัจะกล่าวถึงลกัษณะของการ
สอบถามขอ้มูล การก าหนดความสัมพนัธ์ของขอ้มูลในรูปแบบปกติและในรูปแบบของดาตา้ล็อก 
เพื่อแสดงใหเ้ห็นวา่ในรูปแบบของดาตา้ล็อกน้ีการก าหนดความสัมพนัธ์ท่ีไดจ้ะมีขนาดท่ีสั้นกวา่และ
ช่วยลดเวลาในการประมวลผลท าใหไ้ดผ้ลลพัธ์เร็วข้ึน 
 Ignacis Blanco และคณะ (2009) ไดน้ าเสนอเก่ียวกบัการน าคุณสมบติัของภาษาดาตา้ล็อกมา
ประยกุตใ์ชง้านร่วมกบัฐานขอ้มูล GEFRED  โมเดล GEFRED ถูกเสนอข้ึนมาโดย Medina และคณะ 
ซ่ึงโมเดลน้ีเสนอข้ึนมาเพื่อช่วยในการขยายความสามารถของโมเดล Relational ให้มีความสามารถ
ในการจดัการและจดัเก็บขอ้มูลท่ีมีความคลุมเครือและขอ้มูลท่ีมีความไม่สมบรูณ์ จากการรับขอ้มูล
หรือจากความสัมพนัธ์ของข้อมูล เพื่อท่ีจะท าให้ข้อมูลท่ีมีความคลุมเครือเหล่าน้ีสามารถถูกน า
ออกมาใชง้านได ้ในงานวิจยัเขาจะท าการพิจารณาจากโมเดล GEFRED และใชว้ิธีการสร้างกฎของ












 Joseph Fong และคณะ (2001) ได้น าเสนอถึงการแปลงฐานขอ้มูลเชิงสัมพนัธ์ไปเป็น
เอกสารในรูปแบบ XML โดยท าการออกแบบการแปลงฐานขอ้มูลเชิงสัมพนัธ์ไปเป็นฐานขอ้มูล 
XML เพื่อท่ีจะน าไปใชง้านผา่นเวบ็ ขั้นตอนในการแปลงโครงสร้างนั้นจะใชรู้ปแบบ EER ร่วมกบั
โครงสร้างของ XML แลว้น าไปแสดงในเอกสาร XML ในลกัษณะของโครงสร้างตน้ไม ้ 
 จากการทบทวนวรรณกรรมเก่ียวขอ้งกบังานวิจยัน้ีพบวา่ งานวิจยัส่วนมากจะมีการน าภาษา
โปรล็อกเขา้มาประยุกตใ์ชง้านกบัระบบฐานขอ้มูล เน่ืองจากคุณสมบติัของภาษามีส่วนช่วยในการ
ลดขนาดของขอ้มูลและเพิ่มความเร็วในการประมวลผลของการสอบถามขอ้มูล หรือคน้หาขอ้มูลใน
ฐานขอ้มูล  บางงานวิจยัไดน้ าภาษาดาตา้ล็อกเขา้มาประยุกตใ์ชง้าน ซ่ึงภาษาโปรล็อกและดาตา้ล็อก
นั้นมีลกัษณะรูปแบบเดียวกนั เพียงแต่ภาษาดาตา้ล็อกเป็นสับเซตของในภาษาโปรล็อก และไม่มี
ความซบัซอ้นของการวนซ ้ า (Recursion) เหมาะท่ีจะน ามาจดัการกบัฐานขอ้มูล จากท่ีไดท้  าการศึกษา
งานวิจยัพบว่ามีหลายงานวิจยัท่ีศึกษาเก่ียวกบัการแปลงฐานขอ้มูลเชิงสัมพนัธ์ไปเป็นฐานขอ้มูล 
XML แต่รูปแบบในการแปลงก็จะมีวิธีการท่ีต่างกนัออกไป  ในปัจจุบนัภาษาโปรล็อกเร่ิมมีผูส้นใจ
มากข้ึน และน ามาประยกุตใ์ชง้านกบัการจดัการกบัฐานขอ้มูลเพื่อเพิ่มความสามารถให้ระบบจดัการ
ฐานข้อมูล ผูว้ิจยัจึงมีความสนใจท่ีจะท าการแปลงฐานข้อมูลเชิงสัมพนัธ์ให้อยู่ในรูปแบบของ
ฐานขอ้มูลนิรนยั โดยใช้ภาษาโปรล็อกและภาษาดาตา้ล็อก พร้อมทั้งยงัน าเทคนิคท าเหมืองขอ้มูล 
(Data Mining) เขา้มาประยุกต์ใช้งานร่วมด้วย เพื่อช่วยสร้างขอ้มูลในรูปแบบ IDB ซ่ึงจะเพิ่ม
ประสิทธิภาพให้กบัการสอบถามหรือคน้หาขอ้มูลในฐานขอ้มูล โดยในงานวิจยัน้ีจะใช้ทั้งภาษา 
โปรล็อกในการเขียนอลักอริทึมการท าเหมืองขอ้มูลและใชภ้าษาดาตา้ล็อกในการแปลงฐานขอ้มูลท่ี






















 บทความวจิยัท่ีเก่ียวขอ้งประกอบดว้ย 1 = Sander Goos (2009), 2 = Kazem Taghvaและ 
Jayalakshmi Jayaraman (2008), 3 = Ignacis Blanco และคณะ (2009), 4 = Joseph Fong และคณะ 




1 2 3 4 5 
ฐานความรู้เร่ิมต้นของระบบ      
ประเภทของฐานข้อมลู      
      ฐานความรู้ท่ีใชไ้ดจ้าก Relational Database      
      ฐานความรู้ท่ีใชไ้ดจ้าก Information System      
      ฐานความรู้ท่ีใชไ้ดจ้าก GEFRED Database      
การพัฒนา      
      พฒันาโดยใชรู้ปแบบของภาษาโปรล็อก      
      พฒันาโดยใชรู้ปแบบของภาษาดาตา้ล็อก      
      พฒันาโดยใชรู้ปแบบของภาษา XML      
ฐานความรู้ทีไ่ด้      
ประเภทของฐานข้อมลู      
      ฐานขอ้มูลประเภท Prolog Database      
      ฐานขอ้มูลประเภท Dedustive Database      
      ฐานขอ้มูลประเภท XML Document      
เทคนิคในการแปลงข้อมลู      
      แปลงขอ้มูลจากโครงสร้างของขอ้มูล      
      แปลงขอ้มูลจากขอ้มูลในตาราง      


















1 2 3 4 5 
การประยกุต์ใช้ระบบ      
     วจิยัเพื่อทดสอบประสิทธิภาพเท่านั้น      
     วจิยัเพื่อทดสอบความถูกตอ้ง      

















ในการวจิยัน้ี จะมีวธีิการในการด าเนินการแยกออกเป็นขั้นตอนต่าง ๆ ดงัน้ี 
3.1.1 ศึกษาและวเิคราะห์ถึงปัญหาในการลดเวลาของการค้นหาข้อมูลหรือสอบถามข้อมูล 
 ในส่วนของการประมวลผลในการคน้หาขอ้มูลของฐานขอ้มูลเชิงสัมพนัธ์ ในการคน้หาจะ
กระท าการคน้หาทีละแถวของขอ้มูลท่ีมีอยู่ ท  าให้เวลาในการค้นหานั้นจะข้ึนอยู่กบัจ านวนของ
ขอ้มูล หากขอ้มูลมีจ านวนมากเวลาในการคน้หาก็จะนานข้ึนไปดว้ย ในงานวิจยัน้ีจึงไดมี้แนวคิดใน
การแปลงฐานขอ้มูลเชิงสัมพนัธ์ให้เป็นฐานขอ้มูลนิรนยั ซ่ึงฐานขอ้มูลนิรนยัน้ีเป็นฐานขอ้มูลท่ีจะ
ประกอบไปดว้ยส่วนของขอ้มูล และส่วนของรูปแบบของขอ้มูล (Pattern) ท่ีไดจ้ากการท าเหมือง











ท างานหลกั 3 ส่วน คือ 1. ส่วนของการจดัเตรียมขอ้มูลโดยการ Join ตารางในฐานขอ้มูลให้เป็น


























รูปท่ี 3.1  กรอบแนวคิดของการแปลงฐานขอ้มูลเชิงสัมพนัธ์เป็นฐานขอ้มูลนิรนยั 
 
1) ส่วนของการจัดเตรียมข้อมูล คือการน าข้อมูลจากฐานข้อมูลเชิงสัมพนัธ์ท่ี
ประกอบดว้ยหลายตารางมา Join กนัและจดัรูปแบบให้ตรงตามรูปแบบท่ีจะใช้ในการท าเหมือง
ขอ้มูลในขั้นตอนต่อไป ซ่ึงส่วนน้ีจะประกอบดว้ยหลายขั้นตอนยอ่ย ไม่วา่จะเป็นการรวบรวมขอ้มูล 
การตดัขอ้มูลท่ีไม่จ  าเป็นออก แลว้จดัการแปลงใหอ้ยูใ่นรูปแบบท่ีเหมาะสม 
2) ส่วนของการท าเหมืองขอ้มูล (Data Mining) ในส่วนน้ีผูว้ิจยัไดใ้ชอ้ลักอริทึม ID3 
(Quinlan, 1979) และพฒันาเป็นโปรแกรมโดยใช้ภาษาโปรล็อก อัลกอริทึมน้ีจะเป็นการหา
ความสัมพนัธ์ของขอ้มูลจากการตดัสินใจแบบตน้ไม้ (Decision Tree) และน าเอาความสัมพนัธ์ท่ีได้
ส่งไปยงัส่วนของการแปลงขอ้มูล 
3) ส่วนของการแปลงฐานขอ้มูลเป็นฐานขอ้มูลนิรนยั ในส่วนน้ีจะเป็นส่วนท่ีจะท า
การแปลงขอ้มูลในฐานขอ้มูลเชิงสัมพนัธ์จากทุก ๆ ตารางท่ีสนใจ ววิของขอ้มูล และความสัมพนัธ์ท่ี

























การท างานดงัรูปท่ี 3.2 รูปท่ี 3.3 จะเป็นการแสดงในส่วนของการท างานของการเพิ่มกฎท่ีไดจ้ากการ































RUN ค าสัง่ process 
 































































































รูปท่ี 3.4 แสดงแผนผงัการท างานของการท าเหมืองขอ้มูล 











    ( )    ( )     ( ) 
ค ำนวณ 
 
เปรียบเทียบคา่ Gain แตล่ะแอททริบิวต์ 























1) เคร่ืองคอมพิวเตอร์ส าหรับการพฒันา มีรายละเอียดดงัน้ี 
 หน่วยประมวลผลกลาง : Intel Core 2 Duo 
 หน่วยความจ าส ารอง : 160 GB 
 หน่วยความจ าหลกั : 4 GB 
 อุปกรณ์เสริมอ่ืน ๆ เช่น เมาส์ แป้นพิมพ ์เป็นตน้ 
2) ระบบปฏิบติัการและโปรแกรมประยกุตส์ าหรับการพฒันา ประกอบไปดว้ย 
 ระบบปฏิบติัการ : Windows 7 Home Basic 64 bit 
 โปรแกรม : SWI-Prolog, EditPlus 
 เคร่ืองมือท่ีใชใ้นการพฒันา 
o เคร่ืองมือพฒันาส่วนของอลักอริทึม : Prolog และ Datalog 
o โปรแกรมในการทดสอบการท างาน : DES 
 
3.2.2 เคร่ืองมือทีใ่ช้ในการประเมินประสิทธิภาพ 
 เคร่ืองมือท่ีใช้ในการประเมินประสิทธิภาพของระบบ คือ การบนัทึกเวลาส่วนของการ
ทดสอบการสอบถาม (Query) ของฐานขอ้มูลเชิงสัมพนัธ์ และส่วนของการสอบถามขอ้มูล (Query) 
จากฐานข้อมูลนิรนัยท่ีได้จากการแปลงข้อมูลของงานวิจัย แล้วท าการเก็บค่าของเวลาในการ













  ในส่วนน้ีจะเป็นการน าเสนอเก่ียวกบัวิธีการท่ีน ามาใช้ในการแปลงฐานขอ้มูลเป็นแหล่ง
ความรู้ท่ีใชใ้นฐานขอ้มูลนิรนยั ในส่วนของการแปลงฐานขอ้มูลนั้น จะใชว้ิธีการสร้างขอ้มูลข้ึนมา
ในรูปแบบของ Fact ในภาษาดาตา้ล็อก และจากนั้นจะน าเอาวิธีการท าเหมืองขอ้มูลเขา้มาช่วยใน
การสร้างรูปแบบของขอ้มูลในฐานความรู้ โดยรูปแบบจะอยูใ่นลกัษณะของ Rule 
 
3.3.1 อลักอริทมึในการท าเหมืองข้อมูล 
ในงานวจิยัน้ี มีอลักอริทึมในการท าเหมืองขอ้มูลใชใ้นการคน้หาความสัมพนัธ์ของ
ขอ้มูล เพื่อท่ีจะน าความสัมพนัธ์ท่ีไดม้าสร้างเป็นกฎในฐานความรู้เพื่อใชใ้นฐานขอ้มูลเชิงนิรนยั 
  อัลกอริทึมท่ีใช้น้ีจะเป็นอัลกอริทึม ID3 (ยุทธพงษ์ ปล้ิมภิรมย์, 2549) เป็น
อลักอริทึมท่ีใชใ้นการสร้างตน้ไมต้ดัสินใจ (Decision Tree) เป็นเทคนิคท่ีนิยมใชก้นัมากท่ีสุด ซ่ึง
วิธีการสร้างต้นไมต้ดัสินใจแบบ ID3 จะใช้ค่าเกนของสารสนเทศ (Information Gain) ในการ
พิจารณาเลือกโหนดท่ีจะสร้างในตน้ไมว้ิธีการในการค านวณหาค่าเกนจะสามารถค านวณไดจ้าก
สมการทั้ง 2 สมการต่อไปน้ี คือ   
 
 ( )  ∑   (  )   2 (  )
 
1   (1) 
 











รูปท่ี 3.5 ตวัอยา่งตารางขอ้มูล 
Buying  Maint  Doors Persons Lug_boot Safety class 
vhigh vhigh 2 2 small low unacc 
vhigh vhigh 2 4 small med unacc 
vhigh high 2 more med low unacc 
high high 2 4 med high acc 
high high 2 4 big low unacc 
high high 2 4 med med unacc 
high low 2 more med low unacc 
high low 2 more big med acc 
low vhigh 3 more med med acc 











  จากรูปท่ี 3.5 จะเป็นตวัอยา่งของตารางขอ้มูลท่ีน ามาแสดงวิธีการค านวณการสร้าง
ตน้ไมต้ดัสินใจ โดยใชค้่าเกนในการพิจารณาเลือกวา่แอททริบิวตใ์ดจะเป็นโหนดในตน้ไมต้ดัสินใจ 
ขอ้มูลจะประกอบไปดว้ยขอ้มูล 7 แอททริบิวต ์10 เรคคอร์ด  แอททริบิวตท่ี์สนใจจากขอ้มูลตวัอยา่ง
คือ แอททริวบิวต ์class ท่ีประกอบดว้ย acc และ unacc  
  ในการค านวณ จะพิจารณาขอ้มูลไปทีละแอททริบิวต ์โดยท าการค านวณหาค่าเกน
ของแต่ละแอททริบิวต์ จากนั้นท าการเปรียบเทียบเลือกแอททริบิวต์ท่ีมีค่าเกนมากท่ีสุด มาเป็น
โหนดในตน้ไมต้ดัสินใจ 
   ขั้นตอนแรกในการสร้างต้นไม้ตัดสินใจ คือ หาแอททริบิวต์ท่ีเป็นโหนดท่ีอยู่
บนสุด (Root Node) เร่ิมตน้จะค านวณหาค่า Info ของแอททริบิวตท่ี์สนใจ คือ Class 
 





= [ (ความถ่ีของขอ้มูลคลาส unacc/จ านวนขอ้มูลทั้งหมด) x log2(ความถ่ีของขอ้มูล
คลาส unacc/จ านวนขอ้มูลทั้งหมด)]+ [ (ความถ่ีของขอ้มูลคลาส acc/จ านวนขอ้มูล
ทั้งหมด) x log2(ความถ่ีของขอ้มูลคลาส acc/จ านวนขอ้มูลทั้งหมด)] 
=  (7/10) x log2 (7/10) – (3/10) x log2 (3/10) 
= 0.881 
 
   ต่อมาท าการหาค่า Info ของแต่ละแอททริบิวตท่ี์เหลืออยูอี่ก 6 แอททริบิวต์  ซ่ึงใน
การค านวณค่า Info ของแต่ละแอททริบิวต ์จะตอ้งค านวณสัดส่วนขอ้มูลในทุกค่าท่ีเป็นไปไดข้อง
แอททริบิวตน์ั้น เพื่อประกอบการเลือก ดงัตวัอยา่งการค านวณต่อไปน้ี 
 
 (      )   (3/10) [– (3/3) x log2 (3/3) – (0/3) x log2 (0/3)] 
+ (5/10) [– (2/5) x log2 (2/5) – (3/5) x log2 (3/5)] 
+ (2/10) [– (1/2) x log2 (1/2) – (1/2) x log2 (1/2)] 
=  0.685 
 (     )     (4/10) [– (3/4) x log2 (3/4) – (1/4) x log2 (1/4)] 
+ (4/10) [– (3/4) x log2 (3/4) – (1/4) x log2 (1/4)] 










=  0.849 
 (     )     (8/10) [– (6/8) x log2 (6/8) – (2/8) x log2 (2/8)] 
+ (2/10) [– (1/2) x log2 (1/2) – (1/2) x log2 (1/2)] 
=  0.849 
 (       )   (1/10) [– (1/1) x log2 (1/1) – (0/1) x log2 (0/1)] 
+ (4/10) [– (3/4) x log2 (3/4) – (1/4) x log2 (1/4)] 
+ (5/10) [– (3/5) x log2 (3/5) – (2/5) x log2 (2/5)] 
=  0.809 
 (        )   (2/10) [– (2/2) x log2 (2/2) – (0/2) x log2 (0/2)] 
+ (5/10) [– (3/5) x log2 (3/5) – (2/5) x log2 (2/5)] 
+ (3/10) [– (2/3) x log2 (2/3) – (1/3) x log2 (1/3)] 
=  0.761 
 (      )   (5/10) [– (5/5) x log2 (5/5) – (0/5) x log2 (0/5)] 
+ (4/10) [– (2/4) x log2 (2/4) – (2/4) x log2 (2/4)] 
+ (1/10) [– (0/1) x log2 (0/1) – (1/1) x log2 (1/1)] 
=  0.4 
 
   เม่ือท าการค านวณหาค่า Info ของแต่ละแอททริบิวตแ์ลว้ สามารถค านวณหาค่าเกน 
จากการเลือกแต่ละแอททริบิวตด์งัน้ี 
 
    ( )    ( )     ( ) 
 
Gain(Buying)  = 0.881 – 0.685   
 = 0.196 
Gain(Maint)  = 0.881 – 0.849  
 = 0.032 
Gain(Doors)  = 0.881 – 0.849  
 = 0.032 










 = 0.072 
Gain(Lug_boot)  = 0.881 – 0.761 
 = 0.120 
Gain(Safety)  = 0.881 – 0.4 
 = 0.481 
 
  จากค่าเกนของแต่ละแอททริบิวต ์พบวา่แอททริบิวต ์Safety มีค่ามากท่ีสุด ดงันั้นจะ













รูปท่ี 3.6 แสดงตวัอยา่งตน้ไมต้ดัสินใจในขั้นแรก 
 
   จากรูปท่ี 3.6 จะพบวา่ตน้ไมท่ี้ไดเ้ม่ือแอททริบิวต ์Safety เป็นโหลดแรก ตน้ไมท่ี้ได้
จะมีก่ิงแตกออกมาสามก่ิง เม่ือพิจารณาแต่ละก่ิงพบวา่ ส่วนท่ี Safety=med นั้น ยงัสามารถแยกต่อไป
ไดอี้ก เพื่อให้ตน้ไมท่ี้ไดส้ามารถแยกคลาสไดเ้ป็นคลาสเดียวกนัทั้งหมด ดงันั้นจากรูปยงัจะตอ้งท า
การค านวณหาค่าเกนของแต่ละแอททริบิวต์ท่ีอยูใ่นเง่ือนไขของ Safety=med ต่ออีก เพื่อสร้างโหนด
ในตน้ไมต้ดัสินใจ เพื่อใหส้ามารถแยกขอ้มูลออกเป็นคลาสเดียวกนัทั้งหมด 
 
 (   )           – (2/4) x log2 (2/4) – (2/4) x log2 (2/4) 
=  1 
 
 
       low  



















  พิจารณาค่า Info ของแต่ละแอททริบิวต์ท่ีเหลือและสามารถน ามาสร้างโหนด
ภายใตข้อบเขตของ Safety=med 
 
 (      )   (1/4) [– (1/1) x log2 (1/1) – (0/1) x log2 (0/1)] 
+ (2/4) [– (1/2) x log2 (1/2) – (1/2) x log2 (1/2)] 
+ (1/4) [– (0/1) x log2 (0/1) – (1/1) x log2 (1/1)] 
=  0.5 
 (     )     (2/4) [– (1/2) x log2 (1/2) – (1/2) x log2 (1/2)] 
+ (1/4) [– (1/1) x log2 (1/1) – (0/1) x log2 (0/1)] 
+ (1/4) [– (0/1) x log2 (0/1) – (1/1) x log2 (1/1)] 
=  0.5 
 (     )     (3/4) [– (2/3) x log2 (2/3) – (1/3) x log2 (1/3)] 
+ (1/4) [– (0/1) x log2 (0/1) – (1/1) x log2 (1/1)] 
=  0.689 
 (       )   (0/4) [– (0/0) x log2 (0/0) – (0/0) x log2 (0/0)] 
+ (2/4) [– (2/2) x log2 (2/2) – (0/2) x log2 (0/2)] 
+ (2/4) [– (0/2) x log2 (0/2) – (2/2) x log2 (2/2)] 
=  0 
 (        )   (1/4) [– (1/1) x log2 (1/1) – (0/1) x log2 (0/1)] 
+ (2/4) [– (1/2) x log2 (1/2) – (1/2) x log2 (1/2)] 
+ (1/4) [– (0/1) x log2 (0/1) – (1/1) x log2 (1/1)] 
=  0.5 
 
   จากนั้นเม่ือไดค้่า Info แลว้น ามาหาค่าเกนของแต่ละแอททริบิวต ์ 
 
    ( )    ( )     ( ) 
 
Gain(Buying)  = 1 – 0.5 










Gain(Maint)  = 1 – 0.5 
 = 0.5 
Gain(Doors)  = 1 – 0.689  
 = 0.311 
Gain(Persons)  = 1 – 0  
 = 1 
Gain(Lug_boot)  = 1 – 0.5 
 = 0.5 
 
   จากค่าเกนท่ีได ้พบวา่แอททริบิวตท่ี์มีค่าเกนมากท่ีสุดคือ Persons ดงันั้นจะท าการ


















รูปท่ี 3.7 แสดงตวัอยา่งตน้ไมต้ดัสินใจ 
 
 
       low  



















   จากรูปท่ี 3.7 จะเห็นว่าในต้นไม้ทุกโหนดสามารถแยกคลาสออกเป็นคลาส
เดียวกนัไดห้มด แสดงวา่เป็นการส้ินสุดการค านวณหาตน้ไมสิ้นใจ แลว้เม่ือไดต้น้ไมต้ดัสินใจดงัรูป
ท่ี 3.7 แลว้สามารถท่ีจะแปลงตน้ไมด้งักล่าวใหอ้ยูใ่นรูปแบบกฎของรูปแบบขอ้มูลไดด้งัน้ี 
rule 1 : IF (safety = high) then class = acc 
rule 2 : IF (safety = med) AND (persons = more) THEN class = acc 
rule 3 : IF (safety = med) AND (persons = 4) THEN class = unacc 
rule 4 : IF (safety = low) then class = unacc 
 









  ในการแปลงขอ้มูลเป็นแหล่งความรู้ในงานวิจยั จะท าการแปลงขอ้มูล ทั้งส่วนท่ี
เป็นขอ้มูลในตาราง และส่วนของรูปแบบขอ้มูลหรือกฎท่ีไดจ้ากการท าเหมืองขอ้มูล 
(1) ส่วนของการแปลงข้อมูลจากตาราง 
  ในส่วนของการแปลงข้อมูลจากตารางในฐานข้อมูลเชิงสัมพนัธ์ไปเป็นแหล่ง
ความรู้เพื่อใช้ในฐานขอ้มูลนิรนยั ส่วนน้ีเป็นการแปลงขอ้มูลจากตารางในฐานขอ้มูล โดยใช้การ 
Query ข้อมูลในตารางออกมา แล้วน ามาสร้างเป็นตารางใหม่ในโปรแกรม DES โดยใช้ภาษา 
Datalog ขอ้มูลท่ีไดจ้ากขอ้มูลในตารางความสัมพนัธ์อยูใ่นรูปแบบของ Fact 
  ตวัอย่างในการแปลงข้อมูลจากตารางในฐานข้อมูลเชิงสัมพนัธ์ไปเป็นแหล่ง
ความรู้เพื่อใช้ในฐานขอ้มูลนิรนัยจากรูปท่ี 3.5 จะเป็นขอ้มูลตวัอย่างจากตารางในฐานขอ้มูลเชิง
สัมพนัธ์ จากนั้นจะท าการแปลงข้อมูลในตารางให้อยู่ในรูปแบบของ Fact โดยการใช้ภาษา
ดาตา้ล็อกในการแปลงตารางขอ้มูล ในการแปลงจะท าการเปล่ียนขอ้มูลในตารางให้อยู่ในรูปแบบ

































รูปท่ี 3.8 ตวัอยา่งขอ้มูลในรูปแบบเอสคิวแอล 
 
  จากนั้น เม่ือได้ขอ้มูลเป็นเอสคิวแอลแล้ว จะน าไฟล์น้ีไปรันในโปรแกรม DES 
เพื่อให้ฟังก์ชนัในโปรแกรมท าการสร้างขอ้มูลออกมาเป็นขอ้มูลในรูปแบบ Fact ซ่ึงค าสั่งท่ีใช้ใน





create table data(buying string,maint string,doors string,persons string,lugboot 
string,safety string,careva string); 
 
insert into data values('vhigh','vhigh','two','two','small','low','unacc'); 
insert into data values('vhigh','vhigh','two','four','small','med','unacc'); 
insert into data values('vhigh','high','two','more','med','low','unacc'); 
insert into data values('high','high','two','four','med','high','acc'); 
insert into data values('high','high','two','four','big','low','unacc'); 
insert into data values('high','high','two','four','med','med','unacc'); 
insert into data values('high','low','two','more','med','low','unacc'); 
insert into data values('high','low','two','more','big','med','acc'); 
insert into data values('low','vhigh','three','more','med','med','acc'); 
insert into data values('low','vhigh','three','more','big','low','unacc'); 
 



























รูปท่ี 3.9 ขอ้มูลท่ีอยูใ่นรูปแบบ Fact 
 
  ในส่วนของงานวิจยัท่ีท าการศึกษาจะท าการแปลงขอ้มูลในตารางของขอ้มูลเพื่อ
เปล่ียนเป็นแหล่งความรู้ จากนั้นจะท าการเก็บบนัทึกขอ้มูลใหม่ไวท่ี้ไฟล์ .dl เพื่อจดัเก็บเป็นแหล่ง
ความรู้ในฐานขอ้มูลนิรนยั 
(2) ส่วนของการแปลงรูปแบบข้อมูลทีไ่ด้จากอลักอริทมึการท าเหมืองข้อมูล 
 ในส่วนน้ีจะเป็นการรับรูปแบบของขอ้มูลหรือกฎของขอ้มูลท่ีไดจ้ากอลักอริทึม
การท าเหมืองขอ้มูล ผลลพัธ์ท่ีไดจ้ากการท าเหมืองขอ้มูลจะไดรู้ปแบบของขอ้มูลในลกัษณะของ 
IF….THEN…. แต่การแปลงรูปแบบขอ้มูลท่ีไดเ้ป็น Rule ในภาษา Datalog นั้น ลกัษณะของ Rule 
ในภาษา Datalog จะเขียนอยู่ในรูปแบบตรงขา้มกบัรูปแบบขอ้มูลท่ีไดจ้ากการท าเหมืองขอ้มูล คือ 
THEN….IF…. 
 จากตวัอย่างข้อมูลในตาราง (รูปท่ี 3.5) เม่ือน าข้อมูลมาท าเหมืองขอ้มูลจะได้






















Datalog ซ่ึงรูปแบบของการแปลงจะอยู่ในรูปแบบดงัรูปท่ี 3.11 จากรูปจะเห็นไดว้่าลกัษณะของ 























ฐานขอ้มูลเชิงสัมพนัธ์ ไดท้  าการทดสอบระหวา่งแหล่งความรู้ 2 แบบวา่แบบใดท่ีจะมีประสิทธิภาพ
มากกวา่ ซ่ึงรูปแบบของแหล่งความรู้ท่ีใชท้ั้ง 2 แบบ จะมีลกัษณะดงัน้ี 
1) แหล่งความรู้แบบท่ี 1 ประกอบดว้ยขอ้มูล (Fact) เพียงอย่างเดียว ซ่ึงจะมี
ลกัษณะขอ้มูลคลา้ยกบัฐานขอ้มูลเชิงสัมพนัธ์ (Relational Database)  
2) แหล่งความรู้แบบท่ี 2 ประกอบดว้ยขอ้มูล (Fact) และกฎ (Rule) ท่ีไดจ้ากการ


























  ขั้นตอนในการแปลงฐานขอ้มูลเป็นแหล่งความรู้ และท าการทดสอบแหล่งความรู้ 
ขั้นตอนแรกนั้น จะตอ้งท าการเตรียมขอ้มูลท่ีจะใชใ้นส่วนน้ีดงัน้ี 
1) ส่วนของการท าเหมืองข้อมูล ต้องท าการจัดรูปแบบของข้อมูลให้อยู่ใน
รูปแบบท่ีเหมาะสม เพื่อท่ีจะน าขอ้มูลท่ีไดไ้ปใช้ในการหารูปแบบขอ้มูล แลว้ท าการบนัทึกไวใ้น
ไฟล ์.pl ลกัษณะของรูปแบบขอ้มูลท่ีจะใชจ้ะเป็นไปดงัรูปท่ี 3.12 
2) ส่วนของขอ้มูลท่ีจะท าการแปลงเป็นแหล่งความรู้ ท าการเตรียมขอ้มูลให้อยู่



























































รูปท่ี 3.13 ตวัอยา่งรูปแบบของขอ้มูลเอสคิวแอล 
 
  เม่ือท าการเตรียมข้อมูลทั้ งสองเสร็จเรียบร้อยแล้ว ในงานวิจัยน้ีจะแบ่งแหล่ง
ความรู้ท่ีไดเ้ป็น 2 แบบ แหล่งความรู้แบบแรกนั้น จะเป็นเพียงขอ้มูลท่ีอยูใ่นรูปแบบของ Fact ซ่ึงขั้น
ตอนน้ีเร่ิมจากการแปลงขอ้มูลตวัอยา่งท่ีไดเ้ตรียมไวแ้ลว้ในไฟล์ .sql มาใช้งานในโปรแกรม DES 
โดยท าการรันไฟล์ .sql แลว้ท าการบนัทึกขอ้มูลท่ีไดจ้ากการรันขอ้มูลท่ีอยูใ่นลกัษณะของ Fact ไว้
ในไฟล์ .pl ส าหรับแหล่งความรู้แบบท่ี 2 จะเป็นฐานความรู้ท่ีประกอบไปดว้ยขอ้มูล (Fact) กบักฎ 
(Rule) ท่ีไดจ้ากการท าเหมืองขอ้มูล ในส่วนของแหล่งความรู้แบบท่ี 2 น้ี จะท าการรันไฟล์ ID3.pl 
/sql 
create table data(buying string,maint string,doors string,persons string,lugboot 
string,safety string,careva string); 
 
insert into data values('vhigh','vhigh','two','two','small','low','unacc'); 
insert into data values('vhigh','vhigh','two','four','small','med','unacc'); 
insert into data values('vhigh','high','two','more','med','low','unacc'); 
insert into data values('high','high','two','four','med','high','acc'); 
insert into data values('high','high','two','four','big','low','unacc'); 
insert into data values('high','high','two','four','med','med','unacc'); 
insert into data values('high','low','two','more','med','low','unacc'); 
insert into data values('high','low','two','more','big','med','acc'); 
insert into data values('low','vhigh','three','more','med','med','acc'); 
insert into data values('low','vhigh','three','more','big','low','unacc'); 
 











ไฟล ์.sql  
  ในส่วนของไฟล์ ID3.pl นั้ นเม่ือท าการรันข้ึนมา ตัวโปรแกรมจะท าการถาม
ผูใ้ช้งาน เพื่อใส่ข้อมูล ค าถามแรก จะเป็นการถามถึงช่ือไฟล์ของขอ้มูลท่ีได้ท าการเตรียมไวใ้น




   ในหัวขอ้น้ีจะกล่าวถึงการเปรียบเทียบประสิทธิภาพของแหล่งความรู้ท่ีไดท้ั้ง 2 แบบ ว่า
แหล่งความรู้แบบใดจะมีประสิทธิภาพมากกวา่กนั ซ่ึงในการเปรียบเทียบประสิทธิภาพน้ี จะน าเอา
แหล่งความรู้ท่ีได้สองแบบไปท าการทดสอบในโปรแกรม DES โดยการสอบถามขอ้มูลจาก




 จากนั้นเม่ือไดรู้ปแบบของการค าถามท่ีจะใชใ้นการสอบถาม จะท าการสอบถามไปยงัแหล่ง













ฐานขอ้มูลของงานวจิยัน้ี ท าการแปลงฐานขอ้มูลออกมาเป็นแหล่งความรู้ 2 แบบ คือ แบบท่ี 1 แหล่ง
ความรู้ท่ีไดจ้ะประกอบไปดว้ยขอ้มูลเพียงอย่างเดียว และแบบท่ี 2 แหล่งความรู้จะประกอบไปดว้ย




(Query) เขา้ไป การสอบถามท่ีผูว้ิจยัไดท้  าการป้อนจะแบ่งออกเป็นการสอบถามท่ีตรงตามเง่ือนไข
ของรูปแบบข้อมูล และการสอบถามท่ีไม่ตรงกับเง่ือนไขของรูปแบบข้อมูล การทดสอบจะใช้
โปรแกรม DES เขา้มาช่วยในการอ่านไฟลแ์หล่งความรู้ท่ีอยูใ่นรูปแบบของภาษาดาตา้ล็อก 
ส าหรับเน้ือหาท่ีได้ท าการน าเสนอในบทน้ี จะเป็นการน าเสนอตั้งแต่ขั้นตอนการแปลง
ขอ้มูลออกมาเป็นแหล่งความรู้ไปจนถึงขั้นตอนการทดสอบประสิทธิภาพของแหล่งความรู้ท่ีได ้โดย
มีรายละเอียดดงัน้ี หัวขอ้ 4.1 อธิบายถึงฐานขอ้มูลท่ีใช้ในการแปลงเป็นแหล่งความรู้ หัวขอ้ 4.2 
อธิบายถึงแหล่งความรู้ท่ีได้จากการแปลงฐานข้อมูล หัวข้อ 4.3 อธิบายถึงผลการทดสอบ




  ในงานวจิยัฐานขอ้มูลท่ีใชใ้นการแปลงเป็นแหล่งความรู้ จะน าขอ้มูลตวัอยา่งมาท าการแปลง
ไปเป็นแหล่งความรู้ ซ่ึงขอ้มูลท่ีใช้ในงานวิจยัน้ีจะใช้ขอ้มูล 2 ชุดด้วยกนัคือ ขอ้มูลชุดแรกจะเป็น
ขอ้มูลเก่ียวกบัการวิเคราะห์เก่ียวกบัรถ และขอ้มูลชุดท่ี 2 จะเป็นขอ้มูลเก่ียวการวิเคราะห์การจดั
อนัดบัใบสมคัรเพื่อคดัเลือกผูส้มคัรเขา้เรียนในโรงเรียนอนุบาลของประเทศสโลวีเนีย  (Nursery) ซ่ึง










 ขอ้มูลชุดแรกช่ือขอ้มูล Car เป็นขอ้มูลเก่ียวกบัการวเิคราะห์รถ ตวัอยา่งขอ้มูลดงัรูปท่ี 4.1 ซ่ึง
มีรายละเอียดดงัน้ี 
 จ านวนขอ้มูล 1728 เรคคอร์ด 
 จ านวนแอททริบิวต ์7 แอททริบิวต ์ไดแ้ก่ buying, maint, doors, persons, lug_boot, 






















รูปท่ี 4.1 ตวัอยา่งตารางขอ้มูลของชุดขอ้มูลเก่ียวกบัรถ (Car) 
 
 
Buying  Maint  Doors Persons Lug_boot Safety class 
vhigh vhigh two two small low unacc 
vhigh vhigh two four small med unacc 
vhigh high two more med low unacc 
high high two four med high acc 
high high two four big low unacc 
high high two four med med unacc 
high low two more med low unacc 
high low two more big med acc 
low vhigh three more med med acc 
low vhigh three more big low unacc 
vhigh vhigh two two small high unacc 
vhigh vhigh two two med low unacc 
vhigh vhigh two two med med unacc 
vhigh vhigh two two med high unacc 
vhigh vhigh two two big low unacc 
vhigh vhigh two two big med unacc 
vhigh vhigh two two big high unacc 
vhigh vhigh two four small low unacc 
vhigh vhigh two four small med unacc 
vhigh vhigh two four small high unacc 
vhigh vhigh two four med low unacc 
vhigh vhigh two four med med unacc 
vhigh vhigh two four med high unacc 
vhigh vhigh two four big low unacc 











  ขอ้มูลชุดท่ี 2 ช่ือขอ้มูล Nursery เป็นขอ้มูลเก่ียวการวิเคราะห์การจดัอนัดบัใบสมคัรเพื่อ
คดัเลือกผูส้มคัรเขา้เรียนในโรงเรียนอนุบาลของประเทศสโลวีเนีย  ซ่ึงตวัอย่างขอ้มูลดงัรูปท่ี 4.2 มี
รายละเอียดดงัน้ี 
 จ านวนขอ้มูล 12960 เรคคอร์ด 
 จ านวนแอททริบิวต ์9 แอททริบิวต ์ไดแ้ก่ parents, has_nurs, form, children, housing, 





































  แหล่งความรู้ท่ีไดจ้ากการแปลงฐานขอ้มูลตวัอยา่งในงานวจิยัน้ี จะท าการแปลงขอ้มูลโดยใช้
โปรแกรม DES และใชภ้าษาดาตา้ล็อกในการช่วยแปลงขอ้มูลใหอ้ยูใ่นรูปแบบของแหล่งความรู้ท่ีใช้
ในฐานขอ้มูลนิรนยั แหล่งความรู้ท่ีไดจ้ากการแปลงฐานขอ้มูล ผูว้จิยัไดจ้ดัท าแหล่งความรู้ข้ึนมาสอง
รูปแบบ คือ แหล่งความรู้ท่ีเประกอบด้วยข้อมูล (Fact) เพียงอย่างเดียว และแหล่งความรู้ท่ี
ประกอบดว้ยขอ้มูล (Fact) และกฎ (Rule) ซ้ึงเป็นรูปแบบหรือโมเดลของขอ้มูลท่ีได้จากการท า
เหมืองขอ้มูล  
 แหล่งความรู้ ส าหรับชุดขอ้มูลท่ี 1 ขอ้มูลเก่ียวกบัรถ เป็นไปดงัรูปท่ี 4.3 แสดงแหล่งความรู้
















































































































 แหล่งความรู้ ส าหรับชุดขอ้มูลท่ี 2 ขอ้มูลเก่ียวกบัการวเิคราะห์ถึงการส่งเด็กไปยงัสถานท่ีรับ









































































































































 ตารางท่ี 4.1 และตารางท่ี 4.2 เป็นตารางแสดงรูปแบบค าถามท่ีใช้ในการ
สอบถามขอ้มูลของขอ้มูลทั้งชุดท่ี 1 และชุดท่ี 2 ในรูปแบบของภาษาเอสคิวแอล ซ่ึงท าการสอบถาม
ขอ้มูลในรูปแบบของขอ้มูลท่ีเป็นฐานขอ้มูลเชิงสัมพนัธ์ เพื่อใชใ้นการเปรียบเทียบกบัแหล่งความรู้




ตารางท่ี 4.1 แสดงรูปแบบการสอบถามขอ้มูล Car  
รูปแบบ Query ตรงตามเง่ือนไข 
1 select * from data where careva = 'unacc' 
2 select * from data where buying='low' and maint='low' and safety='high' and  
careva = 'vgood' 
3 select * from data where buying='low' and maint='high' and persons='four' and  
lugboot = 'med' and careva = 'unacc' 
4 select * from data where buying='low' and maint='high' and doors='two' and  
persons = 'four' and lugboot = 'med' and safety='low'and careva = 'unacc' 
รูปแบบ Query ไม่ตรงกบัเง่ือนไข 
1 select * from data where buying='low' and doors='five'  
2 select * from data where buying='low' and maint='high' and doors='four' and 
 persons = 'two' and lugboot = 'big' and safety='low' and careva = 'good' 
3 select * from data where buying='med' and maint='med' and safety='high' and  
careva = 'good' 










ตารางท่ี 4.2 แสดงรูปแบบการสอบถามขอ้มูล Nursery 
รูปแบบ Query ตรงตามเง่ือนไข 
1 select * from data where nursary= 'priority' 
2 select * from data where parents = 'greatpret' and children = 'more' and  
finance ='inconv' and health ='priority' 
3 select * from data where hasnurs = 'improper' and children = 'two' and 
 housing ='critical' and finance ='inconv' and health ='priority' and nursary= 'specprior' 
4 select * from data where parents = 'pretentious' and hasnurs = 'improper' and  
form = 'foster' and housing ='convenient' and social ='problematic' and  
health ='notrecom' and nursary = 'notrecom' 
รูปแบบ Query ไม่ตรงกบัเง่ือนไข 
1 select * from data where children = 'mo' 
2 select * from data where finance = 'test' and health = 'notrecom' 
3 select * from data where parents = 'usual' and hasnurs = 'improper' and  
form = 'completed' and children  ='one' and finance= 'incomplete' and 
 health ='notrecom' and nursary= 'specprior ' 
4 select * from data where parents = 'pretentious' and hasnurs = 'improper' and  
form = 'completed' and children  ='three' and housing ='convenient' and  
finance= 'inconv' and social ='nonprob' and health ='notrecom' and  




















ตารางท่ี 4.3 แสดงเวลาท่ีใชใ้นการสอบถามขอ้มูล Car 
รูปแบบ เวลา (ms) 
Query แบบตรงกบั Rule 
แบบท่ี 1 190 
แบบท่ี 2 27 
แบบท่ี 3 20 
แบบท่ี 4 25 
Query แบบไม่ตรงกบั Rule 
แบบท่ี 1 15 
แบบท่ี 2 7 
แบบท่ี 3 14 
แบบท่ี 4 16 
 
 
ตารางท่ี 4.4 แสดงเวลาท่ีใชใ้นการสอบถามขอ้มูล Nursery 
รูปแบบ เวลา (ms) 
Query แบบตรงกบั Rule 
แบบท่ี 1 60386 
แบบท่ี 2 4097 
แบบท่ี 3 1177 
แบบท่ี 4 430 
Query แบบไม่ตรงกบั Rule 
แบบท่ี 1 70 
แบบท่ี 2 67 
แบบท่ี 3 62 














4.3.2 การทดสอบประสิทธิภาพของข้อมูลชุดที ่1  
ตารางท่ี 4.5 และตารางท่ี 4.6 เป็นตารางแสดงรูปแบบค าถามท่ีใช้ในการ
สอบถามข้อมูลของแหล่งความรู้ทั้ง 2 แบบ ซ่ึงรูปแบบการสอบถามข้อมูลจะแบ่งออกเป็นการ




ตารางท่ี 4.5 แสดงรูปแบบการสอบถามขอ้มูล Car ท่ีตรงตามเง่ือนไข 
รูปแบบ Query ของแหล่งความรู้แบบท่ี 1 Query ของแหล่งความรู้แบบท่ี 2 
1 data(A,B,C,D,E,F,unacc). rule(A,B,C,D,E,F,unacc). 
2 data (low,low,C,D,E,high,vgood). rule(low,low,C,D,E,high,vgood).  
3 data (low,high,C,four,med,F,unacc). rule(low,high,C,four,med,F,unacc). 
4 data(low,high,two,four,med,low,unacc). rule(low,high,two,four,med,low,unacc). 
 
ตารางท่ี 4.6 แสดงรูปแบบการสอบถามขอ้มูล Car ท่ีไม่ตรงตามเง่ือนไข 
รูปแบบ Query ของแหล่งความรู้แบบท่ี 1 Query ของแหล่งความรู้แบบท่ี 2 
1 data (low,B,five,D,E,F,Re). rule(low,B,five,D,E,F,Re). 
2 data (low,high,four,two,big,low,good). rule(low,high,four,two,big,low,good). 
3 data (med,med,C,D,E,high,good). rule(med,med,C,D,E,high,good). 




















ตารางท่ี 4.7 แสดงเวลาท่ีใชใ้นการสอบถามขอ้มูล Car 
รูปแบบ/เวลา (ms) KB แบบท่ี 1 KB แบบท่ี 2 
Query  
แบบตรงกบั Rule 
แบบท่ี 1 120 90 
แบบท่ี 2 10 7 
แบบท่ี 3 5 3 
แบบท่ี 4 0 0 
Query  
แบบไม่ตรงกบั Rule 
แบบท่ี 1 0 4 
แบบท่ี 2 0 3 
แบบท่ี 3 0 5 






































































แบบท่ี 1 แบบท่ี 2 แบบท่ี 3 แบบท่ี 4 
RDB
KB แบบท่ี 1 


























รูปท่ี 4.8 กราฟแสดงเวลาท่ีใชใ้นการคน้หาค าตอบของการสอบถามขอ้มูล Car ท่ีไม่ตรงกบัเง่ือนไข 
 
4.3.3  การทดสอบประสิทธิภาพของข้อมูลชุดที ่2 
ตารางท่ี 4.8 และตารางท่ี 4.9 เป็นตารางแสดงรูปแบบค าถามท่ีใช้ในการ
สอบถามข้อมูลของแหล่งความรู้ทั้ง 2 แบบ ซ่ึงรูปแบบการสอบถามข้อมูลจะแบ่งออกเป็นการ
























แบบท่ี 1 แบบท่ี 2 แบบท่ี 3 แบบท่ี 4 
RDB
KB แบบท่ี 1 












ตารางท่ี 4.8 แสดงรูปแบบการสอบถามขอ้มูล Nursery ท่ีตรงตามเง่ือนไข 





















ตารางท่ี 4.9 แสดงรูปแบบการสอบถามขอ้มูล Nursery ท่ีไม่ตรงตามเง่ือนไข 
รูปแบบ Query ของแหล่งความรู้แบบท่ี 1 Query ของแหล่งความรู้แบบท่ี 2 
1 data(C1,C2,C3,mo,C5,C6,C7,C8,Re). rule(C1,C2,C3,mo,C5,C6,C7,C8,Re). 




























ตารางท่ี 4.10 แสดงเวลาท่ีใชใ้นการสอบถามขอ้มูล Nursery 
รูปแบบ/เวลา (ms) KB แบบท่ี 1 KB แบบท่ี 2 
Query  
แบบตรงกบั Rule 
แบบท่ี 1 60418 44685 
แบบท่ี 2 3877 1987 
แบบท่ี 3 1057 327 
แบบท่ี 4 403 225 
Query  
แบบไม่ตรงกบั Rule 
แบบท่ี 1 16 73 
แบบท่ี 2 16 81 
แบบท่ี 3 16 81 



































































แบบท่ี 1 แบบท่ี 2 แบบท่ี 3 แบบท่ี 4 
RDB
KB แบบท่ี 1 







































 จากการทดสอบหาประสิทธิภาพของแหล่งความรู้ท่ีได้ทั้ ง 2 แบบ แล้ว
จ าเป็นตอ้งท าการทดสอบความถูกตอ้งของผลลพัธ์ท่ีไดม้าจากแหล่งความรู้ทั้ง 2 แบบ ดว้ยวา่ผลลพัธ์
ท่ีไดน้ั้น มีความถูกตอ้งมากเพียงใด โดยท าการทดสอบความถูกตอ้งจากการสอบถามกบัฐานขอ้มูล
เชิงสัมพนัธ์เทียบกับแหล่งความรู้แบบท่ี 1 จากนั้นท าการตรวจสอบผลลัพธ์ท่ีได้ ดังรูปท่ี 4.11 
ผลลพัธ์ท่ีไดจ้ากฐานความรู้เชิงสัมพนัธ์ และรูปท่ี 4.12 แสดงผลลพัธ์ท่ีไดจ้ากแหล่งความรู้แบบท่ี 1 
  จากการทดสอบตวัอยา่ง เม่ือท าการสอบถามดว้ยค าถาม select * from data where 
buying='low' and maint='low' and safety='high' and careva = 'vgood' กบัฐานขอ้มูลนิรนยั และ
สอบถามดว้ยค าถาม data (low,low,C,D,E,high,vgood). กบัแหล่งความรู้แบบท่ี 1 ผลลพัธ์ท่ีไดพ้บวา่













แบบท่ี 1 แบบท่ี 2 แบบท่ี 3 แบบท่ี 4 
RDB
KB แบบท่ี 1 





































ในการทดสอบประสิทธิภาพของแหล่งความรู้ทั้ง 2 แบบท่ีไดท้  าการแปลงมาจากฐานขอ้มูล
เชิงสัมพนัธ์พบวา่ แหล่งความรู้ในแบบท่ี 2 จะมีประสิทธิภาพมากกวา่ในการคน้หาขอ้มูล สังเกตได้
จากเวลาท่ีใช้ในการคน้หาค าตอบนั้นจะใชเ้วลาท่ีเร็วกวา่แบบท่ี 1 และจากการทดสอบพบว่าแหล่ง
ความรู้ทั้ง 2 แบบน้ีจะแสดงถึงความแตกต่างในการคน้หาค าตอบเม่ือขอ้มูลท่ีใชน้ั้นมีขนาดใหญ่มาก 
ๆ แหล่งความรู้ทั้ง 2 น้ียงัมีทั้งขอ้ดีและขอ้เสียท่ีแตกต่างกนัคือ แหล่งความรู้แบบท่ี 1 นั้นจะมีขนาด
ของขอ้มูลท่ีนอ้ยกวา่ ท าใหเ้วลาท่ีใชใ้นการคน้หาค าตอบของค าถามท่ีไม่ตรงกบัเง่ือนไขของรูปแบบ
ขอ้มูลนั้นใชเ้วลานอ้ยกวา่แบบท่ี 2 เน่ืองจากวา่ในภาษาดาตา้ล็อกนั้นจะท าการคน้หาค าตอบไปทีละ

















ขอ้มูลหรือโมเดลเข้าไป ซ่ึงรูปแบบขอ้มูลน้ีได้มาจากการท าเหมืองขอ้มูล ในงานวิจยัน้ีเลือกใช้




แปลงจากฐานขอ้มูลเชิงสัมพนัธ์  แหล่งความรู้ท่ีไดจ้ากการแปลงน้ีจะแบ่งออกเป็น 2 แบบ คือ แหล่ง
ความรู้แบบท่ี 1 ท่ีประกอบดว้ยขอ้มูลอยูใ่นรูปของ Fact เพียงอยา่งเดียวและแหล่งความรู้แบบท่ี 2 ท่ี
ประกอบดว้ยขอ้มูล (Fact) และรูปแบบของขอ้มูลท่ีไดจ้ากการท าเหมืองขอ้มูลดว้ยวิธีการ ID3 อยูใ่น





















1) ช่วยลดเวลาในการสอบถามขอ้มูลหรือคน้หาขอ้มูลในฐานขอ้มูลท่ีมีขนาดใหญ่มาก ๆ  
2) เพิ่มประสิทธิภาพใหก้บัแหล่งความรู้ท่ีจะใชใ้นฐานขอ้มูลนิรนยั 
 
5.3 ข้อจ ากดัของการแปลงข้อมูลเป็นแหล่งความรู้ทีใ่ช้ในฐานข้อมูลนิรนัย 
1) ในส่วนของการท าเหมืองข้อมูลในงานวิจยัน้ี อลักอริทึมท่ีใช้ในการหารูปแบบของ








กรณีทั้งแหล่งความรู้แบบท่ี 1 ท่ีมีเพียงขอ้มูลเพียงอยา่งเดียวและแหล่งความรู้แบบท่ี 2 ท่ีมีทั้งขอ้มูล
และรูปแบบขอ้มูลท่ีไดจ้ากการท าเหมืองขอ้มูล ดงันั้นแนวทางพฒันาต่อในอนาคต เพื่อปรับปรุงให้
แหล่งความรู้ท่ีไดน้ั้นมีประสิทธิภาพมากข้ึน มีขอ้เสนอแนะดงัน้ี 
1) การประยุกต์แหล่งความรู้ทั้งสองแบบให้รวมเป็นแบบเดียวกนั คือ เม่ือท าการคน้หา
ขอ้มูลใหท้  าการตรวจสอบก่อนวา่มีขอ้มูลท่ีคน้หาอยูใ่นแหล่งความรู้แบบท่ีมีเฉพาะขอ้มูล ถา้พบวา่มี
ก็จะสามารถตอบค าถามดว้ยแหล่งรู้น้ีเพียงอย่างเดียว แต่ถา้ไม่มีขอ้มูลท่ีตรงกบัค าถามจึงจะท าการ
คน้หาจากแหล่งความรู้ประเภทท่ี 2 เพื่อคน้หา Rule 
2) การลด Rule ของแหล่งความรู้ให้เหลือเพียง Rule ท่ีมีความส าคญัมาก ๆ เท่านั้น เพื่อลด
เวลาท่ีใชใ้นการคน้หาและลดขนาดของแหล่งความรู้ 
3) หาเทคนิคอ่ืน ๆ ของการท าเหมืองขอ้มูลท่ีใหผ้ลลพัธ์ออกมาแลว้สามารถแปลงเป็น Rule 
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 id3 :-  
 write('Enter name of file to Data: '), read(F), 
 write('Enter name of file Knowleage: '), read(K), 
 retractall(node(_,_,_)), 
     findall(N,example(N,_,_),E), 
     example(_,_,L), !, 
     get_attributes(L,A), 





 write('You have one Knowleage Base for DDB'),!. 
 
idt(E,Parent,_,Tr) :-    length(E,Len), 
     Len=<Tr, 
     distr(E, Distr), 
     assertz(node(leaf,Distr,Parent)), !. 
idt(E,Parent,_,_) :-    distr(E, [C]), 
     assertz(node(leaf,[C],Parent)). 
idt(Es,Parent,As,Tr) :-  
     choose_attribute(Es,As,A,Values,Rest), !, 
     partition(Values,A,Es,Parent,Rest,Tr). 
idt(E,Parent,_,_) :- !, 
   node(Parent,Test,_). 
 
get_attributes([],[]) :- !. 
get_attributes([A=_|T],[A|W]) :-     get_attributes(T,W). 
 











     get_subset(Es,A=V,Ei), !, 
     gen_name(Node),  
     assertz(node(Node,A=V,Parent)), 
     idt(Ei,Node,Rest,Tr), !, 
     partition(Vs,A,Es,Parent,Rest,Tr). 
 
choose_attribute(Es,As,A,Values,Rest) :- 
     length(Es,LenEs), 
     information_content(Es,LenEs,I), !, 
     findall((A-Values)/Gain, (member(A,As), 
              get_values(Es,A,[],Values), 
              split_into_subsets(Values,Es,A,Ess), 
              residual_information(Ess,LenEs,R),Gain is I - R),All), 
     maximum(All,(A-Values)/_), 
     efface(A,As,Rest), !. 
 
split_into_subsets([],_,_,[]) :- !. 
split_into_subsets([V|Vs],Es,A,[Ei|Rest]) :- 
     get_subset(Es,A=V,Ei), !, 
     split_into_subsets(Vs,Es,A,Rest). 
 
residual_information([],_,0) :- !. 
residual_information([Ei|Es],Len,Res) :- 
     length(Ei,LenEi), 
     information_content(Ei,LenEi,I), !, 
     residual_information(Es,Len,R), 












     setof(C,E^L^(member(E,Es),example(E,C,L)),Classes), !, 
     sum_terms(Classes,Es,Len,I). 
 
sum_terms([],_,_,0) :- !. 
sum_terms([C|Cs],Es,Len,Info) :- 
     findall(E,(member(E,Es),example(E,C,_)),InC), 
     length(InC,N), 
     sum_terms(Cs,Es,Len,I), 
     Info is I - (N/Len)*(log(N/Len)/log(2)). 
 
get_values([],_,Values,Values) :- !. 
get_values([E|Es],A,Vs,Values) :- 
     example(E,_,L), 
     member(A=V,L), !, 
     (member(V,Vs), !, get_values(Es,A,Vs,Values); 
      get_values(Es,A,[V|Vs],Values)  ). 
 
get_subset([],_,[]) :- !. 
get_subset([E|Es],A,[E|W]) :- 
     example(E,_,L), 
     member(A,L), !, 
     get_subset(Es,A,W). 
 
get_subset([_|Es],A,W) :- get_subset(Es,A,W). 
 
path(Parent,[],Class) :-  node(leaf,Class,Parent), !. 
path(Parent,[A|Path],Leaf) :- 
     node(Son,A,Parent), 












     setof(C,X^L^(member(X,S),example(X,C,L)),Cs), 
     countc(Cs,S,Dist). 
 
countc([],_,[]) :- !. 
countc([C|L],E,[C/N|T]) :- 
     findall(X,(member(X,E),example(X,C,_)),W), 
     length(W,N), !, 
     countc(L,E,T). 
 
gen_name(M) :-    retract(nam(N)), 
    M is N+1, 
    assert(nam(M)), !. 
gen_name(1) :-    assert(nam(1)). 
 
efface(X,[X|T],T) :- !. 
efface(X,[Y|T],[Y|Z]) :-  efface(X,T,Z). 
 
subset([],_) :- !. 
subset([X|T],L) :-  member(X,L), !, 
    subset(T,L). 
 
maximum([X],X) :- !. 
maximum([X/M|T],Y/N) :- 
     maximum(T,Z/K), 
     (M>K,Y/N=X/M ; Y/N=Z/K), !. 
 
/*------------------- write_rules --------------------------*/ 


















 fail.  
write_rule(_). 
/*-------------------End  write_rules --------------------------*/ 
 
check_attibute([A|B],S,E,D,[A=W|T]):- atomic_list_concat([S,E],W), 
 T1 is E+1,check_attibute(B,S,T1,D,T). 
check_attibute([A],S,D,D,[A=W]):-  atomic_list_concat([S,D],W),!. 
 
rule([A=B|T],At) :- check(A,At,R), 
 write(R),write('='),write(B),rule1(T,At). 
rule1([A=B|T],At) :- check(A,At,R),  
 write(','),write(R),write('='),write(B),rule1(T,At). 









attibute([H|T]) :- T\=[],write(H),write(','),attibute(T). 











write_fact(A) :-  see(A), 
 repeat,  
 read(Data),        
 checkd(Data),     
 seen,!. 
write_fact(_). 
checkd(A) :- A\=end_of_file,write(A),writeln('.'),fail. 
checkd(end_of_file) :- !. 
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