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Abstract
This paper investigates a family of adaptive importance sampling algorithms for probabil-
ity density function exploration. The proposed approach consists in modeling the sampling
policy, the sequence of distributions used to generate the particles, as a mixture distribution
between a flexible kernel density estimate (based on the previous particles), and a naive
heavy tail density. When the share of samples generated according to the naive density goes
to zero but not too quickly, two types of results are established: (i) uniform convergence
rates are derived for the sampling policy estimate; (ii) a central limit theorem is obtained
for the sampling policy estimate as well as for the resulting integral estimates. The fact that
the asymptotic variance is the same as the variance of an “oracle” procedure, in which the
sampling policy is chosen as the optimal one, illustrates the benefits of the approach. The
practical behavior of the resulting algorithms is illustrated in a simulation study.
Keywords: Monte Carlo methods; adaptive importance sampling; kernel density estimation;
uniform convergence rates; martingale methods.
1 Introduction
The Monte Carlo simulation framework has become indisputably useful for exploring probability
density functions, especially when the ambient space has a large dimension. The sampled
particles are used to compute integral estimates or other transformation of the target density.
Domains of application includes for instance computational physics, Bayesian modeling and
optimization. Among the most popular Monte Carlo approaches, there is Markov Chains Monte
Carlo, sequential Monte Carlo and adaptive importance sampling (AIS). Reference textbooks
includes (Gilks et al., 1995; Evans and Swartz, 2000; Robert and Casella, 2004; Del Moral,
2013).
The proposed approach, which is part of the AIS methodology, is made of the following
ingredients:
(i) Let n > 1 denote the number of particles and f : Rd → R>0 be a probability density func-
tion with respect to the Lebesgue measure. At each step i, the new particle Xi is drawn,
conditionally to the past, under the sampling policy qi−1, and the next sampling policy qi
is settled on. For any function g, the resulting AIS integral estimate of
∫
gf (the following
integrals are with respect to the Lebesgue measure) takes the form
∑n
i=1wn,ig(Xi) with
wn,i ∝ f(Xi)/qi−1(Xi) such that
∑n
i=1wn,i = 1.
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(ii) The sampling policy qi, which is usually an estimator f (Oh and Berger, 1992, section
1.2), will evolve sequentially during the algorithm in order to take into account the new
pieces of information obtained from the last calls to f . A crucial point is the ability of
the algorithm to efficiently exploit the past information (Xj)j6i for the computation of qi.
This is the adaptive character of the method. Classically, two families of methods can be
distinguished depending on the approach taken to model the sampling policy: parametric
and nonparametric. A constant sequence qi = q1 corresponds to independent importance
sampling. See for instance (Evans and Swartz, 2000, Chapter 6) or (Robert and Casella,
2004, chapter 3).
(iii) From an algorithmic point of view, it is useful to freeze the sequence (qi)i=0,...,n−1 along
some sets of particles called mini-batches, i.e., the particles are generated according to
the same distribution over the mini-batches and the sampling policy is updated only at
the end of the mini-batches. This will save the time needed to update and allow to run
in parallel the generation of the random variables according to qi.
Pioneer works on adaptive schemes have focused on parametric families to model the sam-
pling policy. They include, among others Kloek and Van Dijk (1978), Geweke (1989), Oh and
Berger (1992), Owen and Zhou (2000), Cappe´ et al. (2004), Cappe´ et al. (2008) (see also Elvira
et al. (2015) for a review on the variant called adaptive multiple importance sampling). In Oh
and Berger (1992), martingale techniques were successfully employed to describe AIS schemes
and their approach was recently extended (Delyon and Portier, 2018) to obtain a central limit
theorem for AIS integral estimates when qi is chosen out of a parametric family. Nonparamet-
ric approaches were originally based on kernel smoothing techniques and include West (1993),
Givens and Raftery (1996), Zhang (1996) (see also Neddermeyer (2009) about the algorithmic
efficiency). These authors all defined qi as a kernel density estimate based on the previous par-
ticles re-weighted by importance weights. In particular, Zhang (1996) studies (non-normalized)
AIS integral estimates of
∫
gf for a single positive function g and when the sampling policy
(qi)i=0,...,n−1 targets the density proportional to gf . In targeting f rather than gf , as indicated
in (ii) above, the point of view adopted here is rather different than the one in Zhang (1996).
In particular, our approach allows to estimate many integrals based on the same set of particles.
The asymptotic analysis of AIS schemes classically deals with the behavior of the algorithm
when the total amount of generations n goes to ∞. A first asymptotic regime is when the
sequence (qi)i=0,...,n−1 is frozen after a certain given time, i.e., the number of updates is finite.
In this regime, central limit theorems are given in Chopin (2004), Douc et al. (2007a,b). In
Zhang (1996) the author works under a second asymptotic regime in which the number of
particles in the first mini-batch goes to ∞. A third asymptotic regime, which better suits the
true nature of these adaptive schemes, is when each mini-batch has a fixed size. In this context,
the consistency of parametric adaptive multiple importance sampling (a variant of AIS) has been
obtained recently in Marin et al. (2019). They require that the number of samples between each
update, i.e., the size of the mini-batches defined in (iii), is an increasing sequence going to ∞.
For parametric AIS, the central limit theorem in Delyon and Portier (2018) is obtained without
any restriction on the size of the mini-batches. Note that some different uniform consistency
results are presented in Feng et al. (2018).
The novelty of the paper is to consider the issue of flexible sampling policy learning as a
functional approximation problem and the main contribution is to establish uniform convergence
rates when estimating f with possibly unbounded support and without any condition on the
mini-batches size. The obtained convergence rates are sharp in the sense that they are the
same as the one obtained in the problem of nonparametric density estimation with independent
random variables (Gine´ and Guillou, 2001), that is
√
log(n)/(nhdn), up to a bias term, where hn
2
is the bandwidth parameter. The proposed approach, which is called nonparametric adaptive
importance sampling (NPAIS), follows from estimating the sampling policy as a mixture between
a kernel smoothing estimate of f (similar to West (1993), Givens and Raftery (1996), Zhang
(1996), Neddermeyer (2009)) and some fixed naive density with heavy tails compared to the ones
of f . The tuning of the mixture parameter between this two densities will be a key ingredient
to obtain the stated rate of convergence. The mixture parameter adjusts for a classical trade-off
(Owen and Zhou, 2000, section 2.3) between the variance efficiency, that is achieved when qi is
close to f (as detailed in the next section), and the exhaustiveness of the visit, that is achieved
when qi has sufficiently large tails.
From a theoretical point of view, the critical aspect of this work is to deal with kernel smooth-
ing estimates in an adaptive environment characterized by a particular dependence structure
of the random variables of interest. The proposed approach bears ressemblance with the one
developped in Delyon and Portier (2018) where martingale tools have been used to study para-
metric AIS but more powerful results are required. Specifically, to handle kernel based estimates
with importance weights, a modified version of Bennett’s concentration inequality (Freedman,
1975) turns out to be very useful. Our results are then related to the ones dealing with kernel
density estimates for independent sequences (Gine´ and Guillou, 2001, 2002), for weak depen-
dent sequences (Hansen, 2008), and for Markov chains (Aza¨ıs et al., 2018; Bertail and Portier,
2018). In these papers, the same rate of convergence,
√
log(n)/(nhdn) (for the variance term),
was obtained but under different assumptions on the dependence structure of the considered
sequences.
Another theoretical contribution of the paper is a central limit theorem for the resulting
density estimate as well as for the integral estimates. The asymptotic variance is the same as
the variance of the “oracle” procedure that would use qi = f from the beginning.
From a practical perspective, a sub-sampling variant of NPAIS, based on the sampling im-
portance resampling approach (Gordon et al., 1993), is introduced to decrease the computational
cost without deteriorating the performance of the method. When n requests to f are available,
the sub-sampling variant requires only n operations whereas the initial algorithm needs n2
operations.
The outline of this paper is as follows. In section 2, the NPAIS algorithm is presented and
illustrated. The martingale tools that will be the basis of our analysis are introduced in section
3. The main results are stated in section 4 and some comments are given in section 5. Section 6
presents some variants of NPAIS and section 7 investigates their practical behavior. Appendix
A is devoted to the mathematical proofs and Appendix B is interested in the case of f having
a compact support.
2 The algorithm
Let f : Rd → R>0 be a positive probability density function. Let (qi)i=0,...,n−1 be a collection
of probability density functions and (Xi)i=1,...,n be a collection of random variables generated
according to the sampling policy (qi)i=0,...,n−1, i.e., Xi ∼ qi−1 conditionally to the past. Denote
by P the underlying probability measure. The proposed approach is to estimate f by a mixture
of n > 1 densities centered on Xi and having standard deviation hi. Specifically, each component
i ∈ {1, . . . , n} of the mixture is given by x 7→ Khi(Xi − x) where Kh(u) = K(u/h)/hd, K :
Rd → R>0 is a density called kernel and hi is a positive number called bandwidth. The kernel
estimate of f at step n > 1, fn, is given by
fn(x) =
n∑
i=1
wn,iKhi(x−Xi), x ∈ Rd, (1)
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where (wn,i)i=1,...n is a vector of importance weights defined by
∀i = 1, . . . , n, wn,i ∝ wi = f(Xi)
qi−1(Xi)
such that
n∑
i=1
wn,i = 1.
Each weight reflects the importance of the associated particle within the mixture. Note in
passing that, given a collection (qi)i=0,...,n−1, evaluating fn only requires to know f up to a
scale factor. This kind of estimates is called self-normalized importance sampling (Owen, 2013,
Chapter 9).
Any probability density function q defines an AIS algorithm with fixed policy qi = q for all
i ∈ N. Each of those algorithms might be compared regarding these two requirements:
(a) unbiasedness. The sampling policy q is said to be unbiased if for all measurable function
g : Rd → R>0, it holds that
EX∼q
[
f(X)g(X)
q(X)
]
=
∫
gf.
When f does not vanish, this is actually satisfied if and only if each qi is supported on the
whole space Rd (for f not supported on the whole space Rd, see Evans and Swartz (2000),
Section 6.2). This condition on the support allows to explore the whole space of interest.
(b) minimum variance. Define
f˜n(x) = n
−1
n∑
i=1
(f ∗Khi)(x),
where f ∗Kh stands for the standard convolution product. The weak convergence (denoted
by “ ”) of fn − f˜n associated to a fixed policy qi = q can be obtained by applying basic
tools from probability theory. This is done in the following theorem which is proved in
Appendix A.1.
Lemma 1 (fixed policy). Let K : Rd → R be a bounded probability density function and
let f and q be continuous positive density functions on Rd such that
∫
f2/q <∞. Suppose
that (qn)n>0 is constant with qn = q and that (hn)n>1 is decreasing such that nhdn → ∞
and n/(hdn
∑n
i=1 h
−d
i ) is bounded. For any x ∈ Rd, it holds that, as n→∞,
n
(
n∑
i=1
h−di
)−1/2 (
fn(x)− f˜n(x)
)
 N
(
0, σ2q (x)
∫
K2
)
,
with σ2q (x) = f(x)
2/q(x).
Our choice for q is guided by the following integrated-variance criterion
C(q) =
∫
Rd
σ2q (x) dx.
Fortunately, its minimum is uniquely achieved when q = f as stated in the following
lemma.
Lemma 2 (variance optimality). The minimum of C over the positive probability densities
on Rd is achieved if and only if the sampler is q = f .
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Figure 1: Sampling policy learning based on 3500 particles when the targeted policy f is
defined on R2 as a mixture of a banana shaped distribution and two Gaussian densities. The
mixture weights λi are equal to 1 for i = 0, . . . , 499, to 0.05 for i = 500, . . . , 1499 and to 0.01
for i = 1500, . . . , 3499. The bandwidths hi are equal to 1 all along the algorithm. The initial
density q0 is a standardized Student’s t-distribution. The particles indexed by i = 1, . . . , 500 are
plotted on the left, i = 501, . . . , 1500 are plotted in the middle, i = 1501, . . . , 3500 are plotted
on the right.
The proof follows directly from applying Theorem 6.5 in Evans and Swartz (2000). Note
that their theorem is stated in a different spirit than the previous lemma as it provides the
optimal sampler when estimating
∫
gf where g is real-valued. It was used for instance in
Zhang (1996) where the targeted policy depends on the integrand g.
Balancing between both conditions, (a) and (b), our proposal for the sampling policy
(qi)i=0,...,n−1 is
qi(x) = (1− λi)fi(x) + λiq0(x), x ∈ Rd, (2)
where (λi)i=0,...,n−1 ⊂ [0, 1] is a sequence of mixture weights. Initialization is given by λ0 = 1,
f0 = 0, and q0, the initial sampler, is supposed to be supported over Rd. In the mixture, the
component q0 permits to visit the space extensively during the algorithm, ensuring condition
(a) as soon as q0 has a sufficiently large tail. On the other side the value of λi shall decrease
during the procedure in order to gain in efficiency, as condition (b) indicates. Balancing suitably
between fi and q0 permits to realize the trade-off, described in (Owen and Zhou, 2000, section
2.3), between tentatively optimal and defensive strategy. Note in passing that generating from
K and q0 allows to generate according to qi. The algorithm is written below and an illustration
is provided in Figure 1.
NPAIS algorithm.
Inputs: The bandwidths (hi)i=1,...,n, the mixture weights (λi)i=0,...,n−1, the initial density q0
For i = 1, 2, . . . , n:
generate Xi from qi−1 conditionally to the past and update qi with (2)
As discussed in the introduction, a usual extra ingredient of the proposed algorithm is to
divide the collection of n particles into “mini-batches” of particles having the same distribution.
In other words, the sampling policy qi is frozen over these mini-batches and the update of qi
5
is conducted only when i is entering a new mini-batch. For clarity reasons, we restrict the
theoretical study to the NPAIS algorithm that updates the sampling policy at each new sample,
i.e., each mini-batch is made of one sample point. The extension to arbitrary mini-batches can
be carried out by modifying our proofs. The mini-batch version will be considered in section 6.
The sequential Monte Carlo approach (Chopin, 2004; Del Moral et al., 2006) is based on
generating new particles around each existing ones. While in view of (1), it is similar in spirit to
our approach of sequential kernel estimation, it is not included in our framework simply because
the distribution of the particles does not take the form of (2).
3 The martingale framework
Given the definition of fn in (1), a key quantity thereafter is
Mn(g) =
n∑
i=1
{
wig(Xi)−
∫
gf
}
.
The starting point of our approach is the following straightforward martingale property verified
by Mn(g) associated with the natural σ-field Fn = σ(X1, . . . , Xn), F0 = ∅.
Lemma 3. If for each i > 1, qi is supported on Rd and
∫ |g|f <∞, the sequence (Mn(g),Fn)
is a martingale. Its quadratic variation is given by 〈Mn(g)〉 =
∑n
i=1 V (qi−1, g) where V (q, g) =∫
(g2f2/q)− (∫ gf)2.
The following result is a modification of (Freedman, 1975, Theorem 4.1), allowing the mar-
tingale increments to be unbounded. It takes into account the quadratic variation (through the
parameter v) and will play a crucial role to control the behavior of kernel estimator (in proving
Theorem 6) for which the quadratic variation will depend on the bandwidth hn. The proof is
given in Appendix A.6.
Theorem 4. Let (Yi)16i6n be random variables such that
E[Yi | Fi−1] = 0, for all 1 6 i 6 n,
then, for all t > 0 and v,m > 0,
P
(∣∣∣ n∑
i=1
Yi
∣∣∣ > t, max
i=1,...,n
|Yi| 6 m,
n∑
i=1
E[Y 2i | Fi−1] 6 v
)
6 2 exp
(
− t
2
2(v + tm/3)
)
.
4 Main results
The results of the paper are expressed using the sequences
an =
√
log(n)
nhdn
, h2n = n
−1
n∑
i=1
h2i , vn =
n∑
i=1
h−di ,
and the following set of assumptions.
(H1) f : Rd → R>0 is a probability density function. The function f is bounded by Uf and
f/q0 is bounded by Uf,q0 .
6
(H2) K : Rd → R>0 is a probability density function bounded by UK . In addition,∫
uK(u) du = 0,
∫
‖u‖2K(u) du <∞,
(‖ · ‖ stands for the Euclidean distance) and there exists CK > 0 such that for any
0 < η < 1, ∫
Rd
sup
06‖u‖6η
|K(y)−K(y + u)|dy 6 CKη.
(H3) The function f is two times continuously differentiable, with bounded second derivatives.
(H4) For any ε 6 1, f(x)ε/q0(x) is bounded by Ufε,q0 . There exists (k0, C0), positive numbers,
such that q0(x) 6 C0‖x‖−k0 .
(H5) (λn)n>0 and (hn)n>1 are positive decreasing sequences going to 0 as n → ∞ and there
exists 0 < δ < 1 for which
max(an, h2n)
1−δ  λn, as n→∞,
(for two positive sequences (un)n>1 and (vn)n>1, un  vn means un/vn → 0 as n→∞).
The approach taken to obtain the uniform convergence rate
√
log(n)/(nhdn) for fn proceeds in
two steps. A first step (Lemma 5) is required to derive initial (crude) bounds on the behavior
of fn. These bounds will then permit to have certain control on each wi = f(Xi)/qi−1(Xi),
appearing in the sums, and allow to finally obtain the stated convergence rate in an+h2n. These
initial bounds, which are interesting on their own, are valid under weaker conditions than the
ones presented before that will be needed to establish the final result. They are presented in
the following lemma which is proved in Appendix A.2.
Lemma 5 (Initial bound). Under (H1), (H2) and (H3), if (λn)n>0 and (hn)n>1 are positive
decreasing sequences such that a2n  λn, then we have, for any r > 0,
sup
n>1
sup
‖y‖6nr
|fn(y)− f(y)|
anλ
−1/2
n + h2n
<∞, a.s.
The convergence rate anλ
−1/2
n + h2n obtained in the previous lemma is too large compared
to an + h2n whenever λn goes to 0. Assumptions (H4) and (H5) will help to get further control
on terms f(Xi)/qi−1(Xi) and to obtain the appropriate OP-rate of convergence (see Section 2.2
in van der Vaart (1998) for a definition of OP). The following theorem is proved in Appendix
A.3.
Theorem 6 (Uniform convergence rate). Under (H1), (H2), (H3), (H4) and (H5), we have
sup
x∈Rd
|fn(x)− f(x)| = OP
(
an + h2n
)
.
Let us now focus on the weak convergence property of the sequence of estimate fn(x)−f˜n(x).
The following result thus echoes Lemma 1 where the same type of result is obtained under a
fixed sampling policy. Successfully, we recover as asymptotic variance σf (x)
∫
K2 = f(x)
∫
K2
which is the optimal one (see Lemma 2). The proof is given in Appendix A.4.
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Theorem 7 (Asymptotic normality of density estimates). Under (H1), (H2), (H3), (H4) and
(H5), if the sequence n/(hdnvn) is bounded, for any x ∈ Rd, as n→∞,
nv−1/2n
(
fn(x)− f˜n(x)
)
 N
(
0, f(x)
∫
K2
)
.
Let us now state a central limit theorem for the integral estimates
∑n
i=1wn,ig(Xi), whose
proof is given in Appendix A.5.
Theorem 8 (Asymptotic optimality). Under (H1), (H2), (H3), (H4) and (H5), if there exists
k > 1 such that
∫
g2qk0 <∞, we have
√
n
(
n∑
i=1
wn,ig(Xi)−
∫
gf
)
 N (0, V (f, g)) , as n→∞,
where V (f, g) is defined in Lemma 3.
5 Remarks on the main results
Choice of (λn, hn) If hn ∝ n−ε for some ε < 1, then h2n ∝ n−2ε and vn ∝ n1+εd. Balancing the
variance term an and the bias term h2n in Theorem 6 leads to ε = 1/(4 +d) (up to a logarithm).
This corresponds to the usual optimal rate in non parametric estimation when the function is
at least 2-times continuously differentiable and the kernel has order 2 (Stone, 1980).
Lemma 9 gives for the bias term f˜n − f a bound of n−2ε, and the error in Theorem 7 has
order n−1v1/2n ∝ n−(1−εd)/2. Thus we can conclude that, as n→∞,
nv−1/2n
(
fn(x)− f(x)
)
 N
(
0, σf (x)
∫
K2
)
,
as soon as ε > 1/(4 + d).
Allowing λn to go to 0 does neither improve the rate of convergence in Theorem 6 nor in
the weak convergence results stated in Theorem 7 and 8. However, it allows to get the right
variance f(x)
∫
K2 (resp. V (f, g)), in Theorem 7 (resp. Theorem 8). For instance, if (λn)n>0
was a constant equal to λ0, one would get σ
2
q (x)
∫
K2, with q = (1−λ0)f +λ0q0, as asymptotic
variance in Theorem 7. As expressed in Theorem 8, the only restriction we have on λn is that
it goes to 0 not too quickly. The convergence might be as slowly as possible. In practice, a
slow decrease of λn would favor an exhaustive visit of the space during what could be called the
burn-in phase of the algorithm. Such a tuning of λn might be appropriate when facing a difficult
problem e.g., several modes or large variance of f . In contrast, a rapid decrease of λn could
be risky because the algorithm is likely to miss some important parts of the distribution (see
section 7 for more detail on the practical choice of the parameters during the burn-in phase).
Curse of dimensionality Theorems 6 and 8, are of a different nature. Theorem 6 is dealing
with functional estimation and, consequently, is subjected to the well-known curse of dimen-
sionality (Stone, 1980). In particular, the rate of convergence is badly affected by large values
of the underlying dimension d. In contrast, the weak convergence result stated in Theorem 8,
which is concerned with the estimation of a single parameter,
∫
gf , is not impacted by the value
of d. This is because the estimation error between fn and f intervenes at a second order in the
decomposition used in the proof. This very point is in fact of practical interest as it supports
the use of rough but cheap strategies for the estimation of f . In section 6, we will propose a
sub-sampling strategy that helps to reduce the computing time while keeping high the accuracy
of the integral estimates.
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Choice of the kernel The kernel K being non-negative (this is needed to ensure random
generation according to qn), it cannot have more than one vanishing moment. This bounds the
exploitable smoothness of f to two derivatives and explains why the rate of decrease of the bias
term is h2n.
In Hansen (2008), a condition, stronger than (H2), on the kernel K is used to derive similar
results (under mixing assumptions); it is |K(y)−K(y+u)| 6 ‖u‖K∗(y), where ∫ K∗(y) dy <∞.
Many popular kernels satisfy this condition: Student, Gaussian, Epanechnikov, quartic, triangu-
lar. Our setting permits to include additionally the classical uniform kernelK = I{[−1/2, 1/2]d}.
Other settings Condition (H4) is stronger than what would be strictly necessary. In fact,
one could ask the function f ε/q0 to be bounded (in the tail) for a single value of ε, but this
would require a proper choice of the bandwidths sequence and the weights sequence.
When f is compactly supported and bounded away from 0, the study of the algorithm is
simpler and the same results are valid under weaker conditions on λn and hn. This is presented
in Appendix B.
6 NPAIS variants
The NPAIS variants are introduced to decrease the computational cost of the initial version with-
out reducing the method performances. Note that, because computing each qi−1(Xi) requires
O(i) operations, the cost of the NPAIS algorithm is O(n2) operations plus O(n) evaluations
of f . When f is hard to compute (e.g., Bayesian likelihood), this last contribution may domi-
nate. In contrast, when a request to f represents a single operation, the n2 operations could be
prohibitive. To widen the applicability of the NPAIS methodology, we propose a sub-sampling
version which will follow from the following mini-batching approach.
Mini-batching Let {N0, N1, . . . , NT−1, NT } ⊂ {1, . . . , n} be a collection of indexes such that
Nt < Nt+1 for all t = 0, . . . , T − 1 and put N0 = 0, NT = n. The indexes (Nt)t=0,...,T split the
sample into T mini-batches
Bt = {Nt−1 + 1, Nt−1 + 2, . . . , Nt}, t = 1, . . . , T.
These mini-batches form a partition of {1, . . . , n}. In the mini-batch NPAIS, the sequence of
proposal distribution (qi)i∈Bt remains fixed along each batch, and the update is done only at
the end of each batch. Consequently, the parameters hi, λi and qi needs to be defined only at
instances i ∈ {N1, . . . , NT }. We shall thus use the shortcuts hNt = ht, λNt = λt and qNT = qt.
The resulting algorithm is a slight modification of the initial algorithm as detailed below.
NPAIS with mini-batching
Inputs: Mini-batches {B1, . . . , BT }, the bandwidths (ht)t=1,...,T , the mixture weights (λt)t=1,...,T ,
the density q0
For t = 1, 2, . . . , T :
• generate (Xi)i∈Bt from qt−1 conditionally to the past and compute wi = f(Xi)/qt−1(Xi)
• update the proposal qt = (1− λt)ft + λtq0 where
ft(x) =
t∑
s=1
∑
i∈Bs
wt,iKht(x−Xi),
and wt,i ∝ wi s.t.
∑t
s=1
∑
i∈Bs wt,i = 1.
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The number of operation needed to run the NPAIS with mini-batching is still O(n2) but
because qt is fixed along each batch, drawing the points within a batch might be ran in parallel.
Sub-sampling The sub-sampling version we propose aims at reducing the computation cost
needed to evaluate each qt. The idea follows from the simple remark that the time required for
each evaluation will be reduced if less points are used to build the estimate ft. This is based
on the sampling importance resampling approach proposed in Gordon et al. (1993). Denote by
(w∗t,i)i=1,...,Nt , n
∗
t trials sampled from the multinomial distribution over the whole set of previous
particles with the probability weights (wi)i=1,...,Nt . The vector of weights (w
∗
t,i)i=1,...,Nt is such
that
∑
i=1w
∗
t,i = n
∗
t . Evaluating qt−1 using these weights requires n∗t operations (instead of Nt
for the mini-batches version). Hence the total number of operations needed is n1 +
∑T
t=2 ntn
∗
t−1
(n1 corresponds to the computation of the weights q0(Xj), j = 1, . . . , n1 in the first mini-batch).
In the simple case that n∗t = nt = n/T , corresponding to a nonparametric estimate that uses
the whole mini-batch, the computing time is n/T + (T − 1)n2/T 2. To decrease the order of the
computing time, one needs to take, for instance, n∗t = nt1/2 which, in the case when nt = n/T ,
corresponds to a complexity of order n.
NPAIS with sub-sampling
Inputs: Mini-batches {B1, . . . , BT }, sub-sample sizes {n∗1, . . . , n∗T }, the bandwidths (ht)t=1,...,T ,
the mixture weights (λt)t=1,...,T , the density q0.
For t = 1, 2, . . . , T :
• generate (Xi)i∈Bt from qt−1 conditionally to the past and compute wi = f(Xi)/qt−1(Xi)
• generate n∗t trials (w∗t,i)i=1,...,Nt from the multinomial distribution over (1, . . . , Nt) with
weights (wi)i=1,...,Nt
• update the proposal qt = (1− λt)f∗t + λtq0, with
f∗t (x) = (1/n
∗
t )
∑
i∈Bt
w∗t,iKhi(x−Xi).
Updating q0 An interesting variant of the proposed approach is to allow q0 to be updated.
For instance, one might use the current average estimate µt =
∑t
s=1
∑
i∈Bs wt,iXj in the update.
For t > 1 put
qt(x) = (1− λt)f∗t (x) + λtq0(x− µt), x ∈ Rd. (3)
The previous proposal should increase efficiency as the sampler q0(· − µt) is certainly better
than q0. Note that more complicated updates might be implemented by applying parametric
importance sampling as described for instance in Delyon and Portier (2018).
Burn-in phase Suppose that the support of q0 does not cover entirely the one of the target
f . Then the kernel smoothing estimate, based on points generated from q0, will certainly not
be an accurate estimate of f . To avoid this kind of situation, one might run a burn-in phase
before any kernel density estimate is used. Given a set of burn-in mini-batches, we apply at
the end of each burn-in mini-batches the update (3) with λt = 0, that is, qt(x) = q0(x − µt).
The number of points generated during the burn-in phase depends of course of the nature of
the problem.
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Regularizing the weights Regularization is used to avoid too large weight values among
the sequence (wi)i=1,...,n. When a point has a large importance weight (with respect to the
others), most of the new points generated from ft will be around this point preventing from an
exhaustive visit of the space. To avoid this kind of behavior, we introduce the regularization
w
(reg)
i = f(Xi)/(qt−1(Xi) + αt) where αt should be small compared to the error order. In the
whole simulation study, we consider αt = (1/nt)
4.
7 Simulation study
The aim of the section is to demonstrate the practical interest of the proposed methodology.
Two basic examples are considered each corresponding to a specific target distribution. The
first target distribution is a mixture of Gaussians. The second is Gaussian with a mean value
far away from the starting point. In each situation, NPAIS is compared with MCMC methods
as described in the next subsection.
7.1 Methods in competition
NPAIS The total number of mini-batches is T = 60 plus 1 initial batch of 5000 points in
which a burn-phase of 5 iterations is realized (as described before). The 60 other mini-batches
are defined such that nt+1 ' 1.05nt (up to some rounding). Sub-sampling with n∗t = b10
√
ntc is
used to update the sampling policy as in (3) and the weights are regularized with αt = (1/nt)
4.
The value of ht is fixed along the algorithm with ht = .5/
√
d whereas λt = 0.25(Nt/N1)
−2/(d+4)
and q0 is the student distribution with covariance matrix (0.4/d)Id. The initial mean value µ0
will change depending on the considered example.
Naive importance sampling (IS) The IS algorithm is NPAIS with a fixed sampling policy
corresponding to the initial one in the previous algorithm, i.e., q0(· − µ0).
Metropolis-Hastings A natural competitor is the Metropolis-Hastings algorithm for which
two proposals are considered. The random walk version, denoted MH, is when the proposal is φΣ
with Σ = (0.4/d)Id. The adaptive Metropolis-Hastings, as introduced in Haario et al. (2001),
denoted AMH, is when the proposal is φΣn with Σn the estimated covariance matrix based on the
past iterations of the chain. The adaptive proposal is put to work from iteration 1e4. Before
MH is used. For both Metropolis-Hastings algorithms, the starting point is µ0. Because, AMH
produces better results than MH, the results of MH are not shown in the figures.
Wang-Landau Another natural competitor, which was initially designed to explore target
densities with several modes, is the Wang-Landau algorithm (Wang and Landau, 2001), whose
convergence properties are studied in Fort et al. (2015). The random walk version, denoted by
WL, is when the proposal is φΣ with Σ = (0.4/d)Id. The starting point is µ0. The adaptive
version, which consists of a Robbins-Monro type of adaptation as documented in Bornn et al.
(2013), has been tried without improving the results compared to the non-adaptive case. The
PAWL package was used to run the Wang-Landau algorithm (without parallel chains and using
an initial chain to tune optimally the bins which are parameters of the algorithm).
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Figure 2: (multimodal density) From left-to-right d = 4, 8, 12. Considered methods are de-
scribed in the main text. Plotted is the median (based on 50 independent replicates for each
method) of the logarithm of the MSE with respect to the number of requests to the integrand.
7.2 Results
7.2.1 Multimodal density
We revisit the classical example introduced in Cappe´ et al. (2008) in which the target density
is a mixture of two Gaussian distributions. Denote by φΣ the Gaussian density with mean 0
and covariance matrix Σ. Let
f(x) = .5φΣ(x− µ) + .5φΣ(x+ µ), x ∈ Rd,
with µ = (1, . . . , 1)T /(2
√
d) and Σ = (0.4/d)Id. Note that the Euclidean distance between
the two mixture centers is independent of the dimension as it equals 1. The objective here is
to recover both components of the mixture and this is clearly getting more difficult in large
dimensions.
To measure the accuracy of the algorithms, we compute the Euclidean distance between
the estimated mean and the true mean value 0. We consider all the methods described in the
previous section with µ0 = (1,−1, 0, . . . , 0)T /
√
d as starting point. Such a choice for the initial
sampler is to prevent the algorithms to take advantage from a very good start as is the case
when µ0 is 0. We consider different values for the dimension d, namely {2, 4, 8, 12}, and all the
algorithms are compared using a budget going from 5.104 to 2.105 evaluations of f .
The results are presented in Figure 2 (except for the case d = 2 which was similar to d = 4).
As expected, AMH and IS give poor results compared to the one of NPAIS and WL. This is because
AMH can hardly leave a mode and because IS proposal is not appropriate here. Among the two
other methods, after 2e5 requests to f , NPAIS reduces the error by a factor 10 relative to WL.
7.2.2 Cold start
To conclude the simulation study, we illustrate the performance of NPAIS when the starting
distribution is far away from the target. In this example, the target distribution is given by
f(x) = φΣ(x − µ) where µ = (5, . . . , 5)T /
√
d and Σ = (1/d)Id whereas the initial distribution
(for all the considered methods) has mean 0 and covariance (4/d)Id. The main goal for the
methods in competition is to converge rapidly around µ.
The error is the same as before, the Euclidean distance between the true mean and the
estimated mean. Except IS, which produces poor results, the methods in competition are the
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Figure 3: (cold start example) From left-to-right d = 4, 8, 12. Considered methods are described
in the main text. Plotted is the median (based on 50 independent replicates for each method)
of the logarithm of the MSE with respect to the number of requests to the integrand.
same as before, NPAIS, MH and WL. We consider different values for the dimension d, namely
{2, 4, 8, 12}, and all the algorithms are compared using a budget going from 5.104 to 2.105
evaluations of f .
The results are shown in Figure 3 (except for d = 2 which was similar to d = 4). In this
case, we observe a performance reversal between AMH and WL occurring at d = 8. After that
dimension, WL gives better results than MH. As in the multimodal example, NPAIS is performing
better than AMH and WL.
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Appendix A Proofs of the stated results
We start by proving the results dealing directly with the NPAIS schemes including Lemma 1,
Lemma 5, Theorem 6, 7 and 8. Then we will prove the Freedman inequality stated in Theorem
4.
A.1 Proof of Lemma 1
Recall that (Xi)i>1 is a sequence of independent random variables each having density q and
that for each i > 1 wi = f(Xi)/q(Xi). Recall that
f˜n = n
−1
n∑
i=1
f ? Khi ,
and define
an(x) = n
−1
(
n∑
i=1
wi
)(
fn(x)− f˜n(x)
)
,
Ki = Khi(x−Xi).
From Slutsky Lemma, because n−1 (
∑n
i=1wi)→ 1 in probability, the proof will be complete as
soon as we obtain that nv
−1/2
n an(x) N (0, σ2q (x)
∫
K2). We have
nv−1/2n an(x) = v
−1/2
n
(
n∑
i=1
wi
)(
n∑
i=1
wn,i
(
Ki − f˜n(x)
))
= v−1/2n
n∑
i=1
wi(Ki − f˜n(x))
= v−1/2n
(
n∑
i=1
{wiKi − f˜n(x)} − f˜n(x)
n∑
i=1
{wi − 1}
)
.
Given that E (
∑n
i=1{wi − 1})2 = nE{w1 − 1}2 6 n
∫
f(x)2/q(x)dx and using that f˜n(x) →
f(x) > 0 (which is straightforward using approximation theory), we obtain that
nv−1/2n an(x) = v
−1/2
n
n∑
i=1
{wiKi − f˜n(x)}+Op((n/vn)1/2).
Invoking Slutsky Lemma again, and using that (n/vn)
1/2 → 0, it suffices to show that
v−1/2n
n∑
i=1
{wiKi − f˜n(x)} N
(
0, σ2q (x)
∫
K2
)
.
Noting that
∑n
i=1{wiKi−f˜n(x)} =
∑n
i=1{wiKi−E[wiKi]}, the previous is obtained by applying
the Lindeberg central limit theorem (van der Vaart, 1998, Theorem 2.27). We have to check
the convergence of covariances to σ2q (x)
∫
K2 and the Lindeberg condition. The covariance
convergence means that
v−1n
n∑
i=1
(E{w2iK2i } − E[wiKi]2)→ σ2q (x)
∫
K2.
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This will follow from classical consideration from approximation theory (in particular that for
g continuous, g ? Kh converges pointwise to g). On the first hand, introducing the kernel
K˜ = K2/
∫
K2, it holds that
v−1n
n∑
i=1
E{w2iK2i } = v−1n
n∑
i=1
∫
f(y)2
q(y)
K((x− y)/hi)2/h2di dy
=
∫
K2v−1n
n∑
i=1
h−di (σ
2
q ∗ K˜hi)(x)→ σ2q (x)
∫
K2.
The previous convergence follows from the Stolz-Ce´saro lemma. On the second hand, one has
n−1
n∑
i=1
E[wiKi]
2 = n−1
n∑
i=1
(∫
f(y)K((x− y)/hi)/hdi dy
)2
→ f(x)2,
which implies that the second term in the variance is O(nv−1n ), negligible. We finally need to
verify the Lindeberg condition. In virtue of Markov inequality,
v−1n
n∑
i=1
E
[
w2iK
2
i 1{|wiKi|>√vn}
]
6 v−1n
n∑
i=1
(
1
vn2
)δ/2
E
[
w2+δi K
2+δ
i
]
= δv−(1+δ/2)n
n∑
i=1
h
−(1+δ)d
i Li(x),
with Li(x) = h
−d
i E[w
2+δ
1 K((x−X1)/hi)2+δ]→ f(x)2+δ/q(x)1+δ. As a consequence, using again
the Stolz-Ce´saro lemma and that n/(hdnvn) is bounded we get
v−1n
n∑
i=1
E
[
w2iK
2
i 1{|wiKi|>√vn}
]
6 O(1)δ(hdn/n)1+δ/2
n∑
i=1
h
−(1+δ)d
i
6 O(1)δ(hdn/n)1+δ/2nh−(1+δ)dn
= O(1)δ(nhdn)
−δ/2,
which goes to 0 by assumption.
A.2 Proof of Lemma 5
Define
Zn(x) =
n∑
i=1
{wiKhi(x−Xi)− (f ? Khi)(x)} ,
Mn =
n∑
i=1
{wi − 1} .
The proof will follow from both forthcoming lemmas (whose proofs are postponed to the end
of the section).
Lemma 9. Under (H2) and (H3), it holds that supx∈Rd
∣∣∣f˜n − f ∣∣∣ = O(h2n).
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Lemma 10. Under (H1) and (H2), if (λn)n>0 is a positive decreasing sequence such that
log(n)/n = O(λn), we have |Mn| = O(λ−1/2n
√
n log n), almost surely. Moreover, if (hn)n>1
is a positive decreasing sequence such that log(n)/nhdn = O(λn), we have, for any r > 0,
sup
‖x‖6nr
|Zn(x)| = O(λ−1/2n
√
n log(n)/hdn), a.s.
The proof of Lemma 5 follows form the classical bias-variance decomposition:
fn(y)− f(y) = (fn(y)− f˜n(y)) + (f˜n(y)− f(y)). (4)
It holds that
fn(y)− f˜n(y) = Zn(y)− f˜n(y)Mn
Mn + n
. (5)
We can apply Lemma 10 (using that log(n)/nhdn  λn) to obtain that with probability 1,
Yn = sup
‖y‖6nr
|fn(y)− f˜n(y)|
anλ
−1/2
n
= O(1).
Equivalently, supn>1 Yn <∞. Combined with Lemma 9, we obtain the desired result.
Proof of Lemma 9 Write
∣∣f˜n(x)− f(x)∣∣ = 1
n
∣∣∣ n∑
i=1
∫ (
f(x+ hiy)− f(x)
)
K(y)dy
∣∣∣
=
1
n
∣∣∣ n∑
i=1
∫ (
f(x+ hiy)− f(x)− hi〈y,∇f(x)〉
)
K(y)dy
∣∣∣
6 sup
x∈Rd
|∇2f(x)|
(∫
‖y‖2K(y)dy
)
(2n)−1
n∑
i=1
h2i .
Proof of Lemma 10 The proof of the first result follows from Theorem 4 with Yi =
f(Xi)/qi−1(Xi) − 1: Since w.p.1. |Yi| 6 m = λ−1n Uf,q0 + 1 and the quadratic variation is
not larger than v = nλ−1n Uf,q0 , we get
P
(|Mn| > t) 6 2 exp(−Ct2λn
n+ t
)
,
for some constant C depending on f and q0. We conclude by taking t = γ
√
n log n/λn for γ
large enough and use the Borel-Cantelli lemma.
Consider the second statement dealing with Zn. Let εn = hnn
−1/2 and (xi)i=1,...N be an εn-
grid over {‖x‖ 6 nr}, i.e., mink=1,...N ‖x−xk‖ 6 εn if ‖x‖ 6 nr. Such a grid can be constructed
using N = Cdε
−d
n n
rd points, with Cd > 0. Define
rn(y) = sup
06‖u‖6n−1/2
|K(y)−K(y + u)|.
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Then, for any x ∈ {‖x‖ 6 nr}, choosing k such that ‖x− xk‖ 6 εn, simple algebra gives
|Zn(x)| 6 |Zn(xk)|+
n∑
i=1
|f(Xi)(Khi(x−Xi)−Khi(xk −Xi))|
qi−1(Xi)
+
n∑
i=1
∫
|f(y)(Khi(x− y)−Khi(xk − y))|dy
= |Zn(xk)|+
n∑
i=1
f(Xi)h
−d
i rn((xk −Xi)/hi)
qi−1(Xi)
+
n∑
i=1
h−di
∫
f(y)rn((xk − y)/hi) dy
6 |Zn(xk)|+ |Zn,2(xk)|+ 2
n∑
i=1
h−di
∫
f(y)rn((xk − y)/hi) dy
where
Zn,2(xk)
=
n∑
i=1
{
f(Xi)
qi−1(Xi)
h−di rn((xk −Xi)/hi)−
∫
f(y)h−di rn((xk − y)/hi) dy
}
.
It follows that
|Zn(x)| 6 |Zn(xk)|+ |Zn,2(xk)|+ 2Uf
n∑
i=1
∫
rn(u) du
6 max
k=1,...N
|Zn(xk)|+ max
k=1,...N
|Zn,2(xk)|+ 2UfCKn1/2. (6)
The third term of the previous bound being negligible compared to the target bound
√
n log(n)/λnhdn
(λn and hn tend to 0), it remains to bound the first and second terms; we are going to do this
by using Theorem 4. Concerning the first one, we will apply this theorem with
Yi =
f(Xi)
qi−1(Xi)
Khi(xk −Xi)−
∫
f(x)Khi(xk − x)dx.
Using that qi−1 > λi−1q0, we get by (H1),∫
f(y)2Khi(xk − y)2
qi−1(y)
dy 6 h−di
∫
f(y)2K((xk − y)/hi)2
λi−1q0(y)
dy
hdi
6 λ−1i−1h−di UfUf,q0vK ,
with vK =
∫
K2. We have (bound on the quadratic variation)
v =
n∑
i=1
E
[(
f(Xi)
Khi(xk −Xi)
qi−1(Xi)
−
∫
f(y)Khi(xk − y)
)2
| Fi−1
]
6
n∑
i=1
∫
f(y)2Khi(xk − y)2
qi−1(y)
dy
6 UfUf,q0vK
n∑
i=1
λ−1i−1h
−d
i ,
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and using that λn and hn are decreasing, we obtain that
v 6 Uf,q0vKnλ−1n h−dn .
Similarly (uniform bound on martingale increments)
m = max
i=1,...,n
sup
y∈Rd
∣∣∣∣∣f(y)h−di K((xk − y)/hi)qi−1(y) −
∫
f(x)Khi(xk − x)dx
∣∣∣∣∣
6 Uf,q0UKλ−1n h−dn + Uf .
We are in position to apply the concentration inequality for martingales given in Theorem 4,
leading to, for any t > 0
P
(
max
k=1,...N
|Zn(xk)| > t
)
6 N max
k=1,...N
P (|Zn(xk)| > t)
6 2N max
k=1,...N
exp
(
− t
2
2(v + tm/3)
)
= 2N exp
(
−Ct
2λnh
d
n
n+ t
)
,
for some constant C depending only on (f, q0,K). For the second term in (6), very similar
algebra with maxk=1,...N |Zn,2(xk)| leads now to a quadratic variation bounded by
v2 6 UfUf,q0UKCKnh−dn λ−1n n−1/2,
(this is obtained using (H2) :
∫
r2n 6 UK
∫
rn 6 UKCKn−1/2) and
m2 6 Uf,q0UKλ−1n h−dn .
Since v2 = O(v) and m2 = O(m), a bound concerning Zn will be valid for Zn,2.
Hence we focus on Zn in the next few lines. From the assumption that log(n)/nh
d
n = O(λn),
we deduce that h−1n  n1/d, thus we have N ∝ ε−dn nrd  nd/2+1+rd. We can conclude by
choosing t = γ
√
n log(n)/hdnλn with γ large enough, we get (because log(n)/(nh
d
n) = O(λn),
t = O(n))) ∑
n>1
P
(
max
k=1,...N
|Zn(xk)| > γ
√
n log(n)/hdnλn
)
< +∞,
which by the Borel-Cantelli lemma implies that, a.s., maxk=1,...N |Zn(xk)| = O(
√
n log(n)/hdnλn).
A.3 Proof of Theorem 6
The proof is similar to the proof of Lemma 5, based on (4), except that the bound in anλ
−1/2
n
on the variance term fn− f˜n, will be improved in Lemma 12. Our ability to improve the initial
bound anλ
−1/2
n follows from this useful technical lemma in which some bounds are established
the tails of f and on the functions fk/qi, k = 1, 2.
Define the family of events, for any r > 0 and U > 0,
EU,r =
{
ω : sup
n>1
{
sup‖x‖6nr |fn(x)− f(x)|
anλ
−1/2
n + h2n
}
6 U
}
.
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Lemma 11. We assume that (H1), (H2), (H3), (H4), and (H5) hold. For any r > 0, one has
sup
‖x‖>nr
f(x) h2n. (7)
For any U > 0, r > 0, there exists A > 0 such that under EU,r, we have for all n > 1 and
x ∈ Rd,
f(x)
qn(x)
6 Aa−1/2n , (8)
f(x)2
qn(x)
6 Aq0(x). (9)
Proof. Under (H4), for x > nr, ε > 0,
f(x)ε 6 Ufε,q0q0(x) 6 Ufε,q0C0n−rk0 .
It suffices now to choose ε small enough such that n−rk0  (h2n)ε. This is made possible because,
hn being decreasing, h2n > h2n and nhdn →∞ since an is bounded.
We now turn to (8) and (9). Set
cn = anλ
−1/2
n + h
2
n. (10)
Let U > 0, r > 0. From (7), there exists N0 such that for all n > N0, f(x) > 2Ucn implies that
‖x‖ 6 nr. Because qn(x) > (1− λn)fn(x), under EU,r, for all n > N0 and f(x) > 2Ucn,
f(x)
qn(x)
6 (1− λn)−1
(
1 +
f(x)− fn(x)
fn(x)
)
6 (1− λn)−1
(
1 +
|f(x)− fn(x)|
f(x)− |f(x)− fn(x)|
)
6 2(1− λn)−1.
Furthermore, for any 1 6 n 6 N0, and x ∈ Rd, f(x)/qn(x) 6 Uf,q0/λN0 . This implies that
under EU,r, for all n > 1 and f(x) > 2Ucn,
f(x)
qn(x)
6M,
where M depends on U and the sequences of interest. As a consequence, for all n > 1 and
x ∈ Rd, under EU,r, by considering separately the cases f(x) > 2Ucn and f(x) 6 2Ucn,
f(x)
qn(x)
6M + (2Ucn)
1−δ
λn
f(x)δ
q0(x)
,
f(x)2
qn(x)
6Mf(x) + (2Ucn)
2−δ
λn
f(x)δ
q0(x)
6
(
MUf,q0 +
(2Ucn)
2−δ
λn
U2
fδ/2,q0
)
q0(x),
where 0 < δ < 1 is defined in (H5). Using that (a+ b)δ 6 2δ(aδ + bδ) and (H5),
c1−δn
λn
6 2
(
a1−δn
λ
(3−δ)/2
n
+
h2n
1−δ
λn
)
= O
(
a−(1−δ)
2/2
n + 1
)
= O
(
a−1/2n
)
,
c2−δn
λn
6 4
(
a2−δn
λ
(4−δ)/2
n
+
h2n
2−δ
λn
)
 a
2−δ
n
a
(1−δ)(4−δ)/2
n
+
h2n
2−δ
h2n
1−δ → 0. (11)
By taking A large enough, we get the statement.
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Lemma 12. Under (H1), (H2), (H3), (H4), and (H5), we have,
sup
‖x‖6nr
|Zn(x)| = OP
(√
n log(n)
hdn
)
|Mn| = OP
(√
n
)
.
As a consequence, sup‖x‖6nr |fn(y)− f˜n(y)| = OP (an).
Proof. Note that because fn(y) − f˜n(y) = (Zn(y) − f˜n(y)Mn)/(Mn + n), the final result is a
consequence the bounds given for Zn and Mn.
When λn is the constant sequence equal to 1 the bounds on Zn and Mn are already given
by Lemma 10. Consider the case where λn is not the constant sequence equal to 1. We start
doing the same as in the proof of Lemma 5 to get (6). Since the last term has the stated rate
of convergence, we only have to show that for any  > 0, there exists γ > 0 such that
lim sup
n→∞
P
(
max
k=1,...N
{|Zn(xk)|+ Uf |Zn,2(xk)|} > γ√n log(n)/hdn) 6 ε. (12)
Let  > 0. By virtue of the monotone convergence theorem, the exists U > 0, large enough,
such that P(EcU,r) 6 . On EU,r, using (9), the quadratic variation is bounded by
n∑
i=1
∫
f(y)2
qi−1(y)
Khi(xk − y)2 dy 6 AvKnh−dn sup
x∈Rd
|q0(x)|,
and, based on (8) and using a
−1/2
i 6 a−1i , a uniform bound on martingale increments is
m = max
i=1,...,n
sup
y∈Rd
∣∣∣∣∣f(y)h−di K((xk − y)/hi)qi−1(y) −
∫
f(x)Khi(xk − x)dx
∣∣∣∣∣
6 max
i=1,...,n
AUKa
−1
i h
−d
i + Uf
= max
i=1,...,n
AUK log(i)
−1/2i1/2h−d/2i + Uf
6 AUK
√
nh−dn
log(n)
+ Uf .
Theorem 4 implies that for any t > 0
P
(
max
k=1,...N
|Zn(xk)| > t,EU,r
)
= 2N exp
(
− Ct
2hdn
n+ t
√
nhdn/log(n)
)
where C depends on (A, f,K) only. For maxk=1,...N |Zn,2(xk)|, very similar algebra gives
P
(
max
k=1,...N
|Zn,2(xk)| > t,EU,r
)
6 2N exp
(
− C
′t2hdn
nλn + t
√
nhdn/log(n)
)
.
where C ′ depends on (A, f,K) only. Choosing t = γ
√
n log(n)/hdn, with γ large enough, both
previous bounds go to 0. This combined with P(EcU,r) 6  leads to (12).
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The bounds on the quadratic variation and the increments of Mn is derived in a very similar
way as before with, by (8) and (9),
n∑
i=1
∫
f(y)2
qi−1(y)
dy 6 nA = v
max
i=1,...,n
sup
y∈Rd
∣∣∣∣ f(y)qi−1(y) − 1
∣∣∣∣ 6 maxi=1,...,nAa−1/2i + 1 6 An1/4 + 1 = m.
Theorem 4 implies that for any t > 0
P (|Mn| > t,EU,r) = exp
(
− Ct
2
n+ tn1/4
)
.
Choosing t = γ
√
n with γ large gives the result.
A.4 Proof of Theorem 7
We rely on following central limit theorem for martingale arrays.
Theorem 13. (Hall and Heyde, 1980, Corollary 3.1) Let (Wn,i)16i6n, n>1 be a triangular array
of random variables such that
E[Wn,i | Fi−1] = 0, for all 1 6 i 6 n, (13)
n∑
i=1
E[W 2n,i | Fi−1]→ v∗ > 0, in probability, (14)
n∑
i=1
E[W 2n,iI{|Wn,i|>ε} | Fi−1]→ 0, in probability, (15)
then,
∑n
i=1Wn,i  N (0, v∗), as n→∞.
Let us recall equation (5), One has
nv−1/2n (fn(y)− f˜n(y)) =
v
−1/2
n Zn(y)− v−1/2n f˜n(y)Mn
n−1Mn + 1
.
Since we know that Mn = OP (
√
n) (Lemma 12), and that vn  n, by Slutsky’s Lemma it
suffices to prove that
v−1/2n Zn(y) N
(
0, f(x)
∫
K2
)
.
We will apply Theorem 13 with
Wni = v
−1/2
n
{
wiKhi(x−Xi)−
∫
f(y)Khi(x− y) dy
}
= v−1/2n
{
ϕi(Xi)
qi−1(Xi)
−
∫
ϕi
}
,
with ϕi(y) = f(y)Khi(x−y). Equation (13) is satisfied. We now show (14) with v∗ = f(x)
∫
K2,
or equivalently that
v−1n
n∑
i=1
{∫
ϕ2i
qi−1
−
(∫
ϕi
)2}→ f(x) ∫ K2, in probability.
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Since vn  n and
∫
ϕi 6 supx∈Rd |f(x)|, it suffices to prove that
v−1n
n∑
i=1
∫
ϕ2i
qi−1
→ f(x)
∫
K2, in probability.
In addition we know that
v−1n
n∑
i=1
∫
ϕ2i (y)
f(y)
dy = v−1n
n∑
i=1
h−di
∫
f(x+ hiu)K(u)
2du
= f(x)
∫
K2 +O
(
v−1n
n∑
i=1
h−d+1i
)
→ f(x)
∫
K2.
This reduces to
v−1n
n∑
i=1
∫ ∣∣∣ ϕ2i (y)
qi−1(y)
− ϕ
2
i (y)
f(y)
∣∣∣dy → 0, in probability. (16)
From Lemma 5, with probability 1, there exists 0 < U < +∞ such that
sup
n>1
sup
‖x‖6nr
|qn(x)− f(x)|
c˜n
< U,
with
c˜n = anλ
−1/2
n + h
2
n + λn.
This implies that, for any γ > 1, if f(x) > (1 + γ)Uc˜n, then, by (7) ‖x‖ 6 nr (for all n if U is
large enough), and
|qn(x)− f(x)|
qn(x)
6 |qn(x)− f(x)|
(1 + γ)Uc˜n − |qn(x)− f(x)| <
1
γ
.
Splitting each integral in (17) gives that, with probability 1,∫ ∣∣∣ ϕ2i
qi−1
− ϕ
2
i
f
∣∣∣dy
6
∫
f>(1+γ)Uc˜i
{
ϕ2i
|qi−1 − f |
qi−1f
}
+ λ−1i
∫
f6(1+γ)Uc˜i
{
ϕ2i
q0
}
+
∫
f6(1+γ)Uc˜i
ϕ2i
f
6 1
γ
∫
ϕ2i
f
+
(
(1 + γ)Uc˜i
)2−δ
λ−1i
∫
ϕ2i f
δ−2
q0
+
(
(1 + γ)Uc˜i
)1−δ ∫
ϕ2i f
δ−1
6 C
γ
h−di + C(γc˜i)
2−δλ−1i h
−d
i + C(γc˜i
)1−δ
h−di ,
where C > 0 is some constant. From (11), hdi times the middle term goes to 0, and this is also
true for the last term; we obtain that, with probability 1, for all i > 1,
lim sup
i→∞
hdi
∫ ∣∣∣ ϕ2i
qi−1
− ϕ
2
i
f
∣∣∣ 6 C
γ
.
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But γ being arbitrary, this implies that, for all i > 1,
lim sup
i→∞
hdi
∫ ∣∣∣ ϕ2i
qi−1
− ϕ
2
i
f
∣∣∣ = 0.
Invoking Stolz-Cesaro lemma, we get (16).
Finally, we verify the Lindeberg condition (15). We have to prove that
v−1n
n∑
i=1
∫
ϕi(y)
2
qi−1(y)
I{|ϕi(y)/qi−1(y)−
∫
ϕi|>ε√vn} dy → 0 in probability.
Set Ai,n =
{|ϕi(y)/qi−1(y)− ∫ ϕi| > ε√vn}, from (16) it follows that
v−1n
n∑
i=1
∫
ϕi(y)
2
qi−1(y)
IAi,n(y) dy
= o(1) + v−1n
n∑
i=1
∫
ϕi(x)
2
f(y)
IAi,n(y) dy
= o(1) +
∫
f(y)
(
v−1n
n∑
i=1
Khi(x− y)2IAi,n(y)
)
dy.
Consider n such that
∫
ϕi 6 ε
√
vn/2 for all i, then Ai,n ⊂
{
ϕi(y)/qi−1(y) > ε
√
vn/2
}
. Since
qi−1(x) > λiq0(x) we obtain
v−1n
n∑
i=1
∫
ϕi(y)
2
qi−1(y)
IAi,n(y) dy
6 o(1) + 2v−1n
n∑
i=1
∫
f(y)Khi(x− y)2
ϕi(y)
ε
√
vnλiq0(y)
dy
6 o(1) + 2
εv
3/2
n
n∑
i=1
1
h2di λi
∫
f(x+ hiu)
2K(u)3
q0(x+ hiu)
du
Set εi = (ih
d
i )
−1/2λ−1i . By (H5) this sequence converges to 0, and we can bound the r.h.s. by
(remember that vn  n):
O(1)
v
3/2
n
n∑
i=1
h
−3d/2
i i
1/2εi 6
o(1)
v
3/2
n
n∑
i=1
h
−3d/2
i i
1/2 6 o(1)
(
nh−dn
vn
) 1
2
which goes to 0 by assumption.
A.5 Proof of Theorem 8
Set
In(g) = n
−1
n∑
i=1
wig(Xi)
Because log(n)/n  λn, applying Lemma 10 gives that In(1) converges in probability to 1.
Because of the decomposition
n∑
i=1
wn,ig(Xi)−
∫
gf =
1
In(1)
(
(In(g)−
∫
gf)− (In(1)− 1)
∫
gf
)
,
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the problem reduces to the estimation of the limit of n1/2((In(g)−
∫
gf), (In(1)−1)). Verifying
the conditions of Theorem 13 with
Wn,i =
1√
n
(g(Xi)f(Xi)
qi−1(Xi)
−
∫
gf
)
,
will prove the convergence of n1/2(In(g)−
∫
gf) to the limit N (0, V (f, g). This will imply that
n1/2(In(1)− 1) converges to zero in probability since V (f, 1) = 0, and the result will follow by
virtue of Slutsky’s Lemma.
Equation (13) is satisfied. We now show (14) with v∗ = V (f, g) =
∫
g2f − (∫ fg)2, or
equivalently that
n−1
n∑
i=1
∫
g2f2
qi−1
→
∫
g2f, in probability.
We will prove that
n−1
n∑
i=1
∫ ∣∣∣g2f2
qi−1
− g2f
∣∣∣→ 0, in probability. (17)
From Lemma 5, with probability 1, there exists 0 < U < +∞ such that
sup
n>1
sup
‖x‖6nr
|qn(x)− f(x)|
c˜n
< U,
with c˜n = anλ
−1/2
n + h2n + λn. This implies that, for any γ > 0, if f(x) > (1 + γ)Uc˜n, then, by
(7) ‖x‖ 6 nr (for all n if U is large enough), and
|qn(x)− f(x)|
qn(x)
6 |qn(x)− f(x)|
(1 + γ)Uc˜n − |qn(x)− f(x)| <
1
γ
.
Splitting each integral in (17) gives that, with probability 1,∫ ∣∣∣g2f2
qi−1
− g2f
∣∣∣
6
∫
f>(1+γ)Uc˜i
{
g2f
|qi−1 − f |
qi−1
}
+ λ−1i
∫
f6(1+γ)Uc˜i
{
g2f2
q0
}
+
∫
f6(1+γ)Uc˜i
g2f
6 1
γ
∫
g2f + ((1 + γ)Uc˜i)
2−δλ−1i
∫
g2f δ
q0
+ ((1 + γ)Uc˜i)
1−δ
∫
g2f δ.
Using that, from (H4) and
∫
g2qk0 <∞, it holds
∫
g2f δ/q0 =
∫
(g2f δ/q0
k+1)qk0 6 C
∫
g2q0
k <∞
for some C > 0, and invoking (11), the term in the middle goes to 0. Similarly, the right-hand
side term goes to 0. We obtain, invoking Cesaro’s lemma, that, with probability 1,
lim sup
n→∞
∣∣∣∣∣n−1
n∑
i=1
∫ {
g2f2
qi−1
− g2f
}
dx
∣∣∣∣∣ 6 1γ
∫
g2f. (18)
But γ is arbitrary.
Finally, we verify the Lindeberg condition (15). We have to prove that
n−1
n∑
i=1
∫
g(x)2f(x)2
qi−1(x)
I{|g(x)f(x)/qi−1(x)−Ig |>ε
√
n} dx→ 0 in probability.
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Set Ai,n =
{|g(x)f(x)/qi−1(x)− Ig| > ε√n}, from (18) it follows that
n−1
n∑
i=1
∫
g(x)2f(x)2
qi−1(x)
IAi,n(x) dx = o(1) + n
−1
n∑
i=1
∫
g(x)2f(x)IAi,n(x) dx
= o(1) +
∫
g(x)2f(x)
(
n−1
n∑
i=1
IAi,n(x)
)
dx.
Consider n such that Ig 6 εn/2, then Ai,n ⊂
{
g(x)f(x)/qi−1(x) > ε
√
n/2
}
. Since qi−1(x) >
λiq0(x) and λi  a1−δi > ci−(1−δ)/2 > cn−(1−δ)/2, we obtain
Ai,n ⊂ Bn =
{
g(x)f(x)/q0(x) > cεn
δ/2/2
}
.
Finally
n−1
n∑
i=1
∫
g(x)2f(x)2
qi−1(x)
IAi,n(x) dx 6 o(1) +
∫
g(x)2f(x)IBn(x) dx
and we conclude with the Lebesgue theorem.
A.6 Proof of Theorem 4
Let us recall the Bennett inequality for supermartingales as given by Freedman in (Freedman,
1975, Theorem 4.1):
Theorem 14. Let (Xi)16i6n be a sequence of random variables such that
Xi 6 1 a.e. and E[Xi | Fi−1] 6 0 a.e. for all i,
then, for all a > 0 and b > 0,
P
( n∑
i=1
Xi > a,
n∑
i=1
E[X2i | Fi−1] 6 b
)
6 exp
(
− bh(a/b)
)
h(u) = (1 + u) log(1 + u)− u.
Let us recall also the classical inequality allowing to switch from the Bennett inequality to
the Bernstein inequality (Boucheron et al. (2013) p.38 or Pollard (1984) p.193):
h(u) > u
2
2(1 + u/3)
.
By the Jensen inequality, the variablesXi = min(Yi/m, 1) satisfy the assumptions of Theorem 14
and we get in particular, since X2i 6 Y 2i /m2,
P
( n∑
i=1
Yi > t, max
i=1,...,n
|Yi| 6 m,
n∑
i=1
E[Y 2i | Fi−1] 6 v
)
6 P
( n∑
i=1
Xi > t/m,
n∑
i=1
E[X2i | Fi−1] 6 v/m2
)
6 exp
(
− t
2
2(v + tm/3)
)
.
By the symmetry of the assumptions on (Yi), the same inequality holds true with −Yi instead
of Yi and we get the stated bound.
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Appendix B The compact case
In this section we present a bound for the variance term fn − f˜n, which is analogous to the
one of Theorem 12. The bound on the bias term f˜n − f can be easily treated analogously to
Lemma 9, under suitable assumptions.
(H6) The support of f , Sf , is compact and for all x ∈ Sf we have Lf 6 f(x) 6 Uf . For all
x ∈ Sf , q0(x) > Lq0 > 0.
In addition
min
x∈Sf
min
h6h1
(I{Sf} ∗Kh)(x) = CSK > 0. (19)
It is not difficult to prove that (19) is satisfied if Sf is convex (since it is also bounded). The
following event
EL = {ω : ∀n > 1 inf
y∈Sf
qn(y) > L},
will play an important role in the following. We state the key property related to EL in the
following lemma.
Lemma 15. Under (H1), (H2), (H6), if (λn)n>0 and (hn)n>1 are positive decreasing sequences
such that log(n)/nhdn  λn, then with probability 1,
lim inf
n→∞ infx∈Sf
qn(x) > LfCSK .
Moreover P(EL)→ 1 as L→ 0.
Proof. Recall (4) and apply Lemma 10 (using that log(n)/nhdn  λn implies that log(n)/n 
λn) to obtain that Mn = o(n). Finally, applying again Lemma 10, and identity (5), we obtain
that with probability 1,
sup
y∈Sf
|fn(y)− f˜n(y)| → 0.
Now write,
qn(y) > (1− λn)fn > (1− λn)(f˜n(y)− |fn(y)− f˜n(y)|).
Using (19) gives that
inf
y∈Sf
qn(y) > (1− λn)LfCSK − sup
y∈Sf
|fn(y)− f˜n(y)|.
Taking the limit permits to obtain the first statement. By assumption, the variable Un =
infy∈Sf qn(y) satisfies Un > λnLq0 ; since in addition lim infn Un > LfCSK , we have infn Un > 0
w.p.1. Hence P(EL)→ 1 as L→ 0.
This result shows that the conditions on λn are weakened in the compact case as a
2−δ
n  λn
is replaced by a2n  λn.
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Theorem 16 (compact case). Under (H1), (H2), (H6), if (λn)n>0 and (hn)n>1 are positive
decreasing sequences such that a2n  λn, we have
sup
‖x‖6nr
|Zn(x)| = OP
(√
n log(n)
hdn
)
Mn = OP(
√
n).
As a consequence,
sup
‖x‖6nr
|fn(y)− f˜n(y)| = OP
(√
log(n)
nhdn
)
.
Proof. We start doing the same as in the proof of Lemma 10 and getting (6). Since the last term
has the stated rate of convergence, it remains to show that maxk=1,...N{|Zn(xk)|+Uf |Zn,2(xk)|}
has the right order.
Let  > 0. We can split according to two events EL and E
c
L with L > 0 small enough such
that, by virtue of Lemma 15, for all t > 0,
P
(
max
k=1,...N
{|Zn(xk)|+ Uf |Zn,2(xk)|} > t
)
6 P
(
max
k=1,...N
{|Zn(xk)|+ Uf |Zn,2(xk)|} > t,EL
)
+ .
We will now apply Theorem 4 to the martingale Zn(xk). The quadratic variation is
n∑
i=1
E
[(
f(Xi)
qi−1(Xi)
Khi(xk −Xi)−
∫
f(y)Khi(xk − y) dy
)2 ∣∣∣Fi−1]
6
n∑
i=1
∫
Sf
f(y)2
qi−1(y)
Khi(xk − y)2 dy
= U2fL
−1vK
n∑
i=1
h−di
= U2fL
−1vKnh−dn = v
A uniform bound on martingale increments is
max
i=1,...,n
sup
y∈Sf
∣∣∣∣∣f(y)h−di K((xk − y)/hi)qi−1(y) −
∫
f(x)Khi(xk − x)dx
∣∣∣∣∣
6 UfUKL−1h−dn + Uf = m.
As in the proof of Lemma 5, Theorem 4 implies that for any t > 0
P
(
max
k=1,...N
|Zn(xk)| > t,Eb
)
= 2N exp
(
−Ct
2hdn
n+ t
)
where C depends on (L, f,K) only. Very similar algebra with maxk=1,...N |Zn,2(xk)| gives
P
(
max
k=1,...N
|Zn,2(xk)| > t
)
6 2N exp
(
− C
′t2hdn
nλn + t
)
.
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where C ′ depends on (L, f,K) only. Choosing t = γ
√
n log(n)/hdn, with γ large enough, the
both previous bounds go to 0. Hence we get
lim sup
n→∞
P
(
max
k=1,...N
{|Zn(xk)|+ Uf |Zn,2(xk)|} > γ
√
n log(n)/hdn
)
6 ε,
which is the statement of the theorem.
For the second statement, we will use (5). Let us apply Theorem 4 with
Yi =
f(Xi)
qi−1(Xi)
−
∫
f(x)dx.
On the set EL, we have (bound on the quadratic variation)
v =
n∑
i=1
E
[(
f(Xi)
qi−1(Xi)
−
∫
f(x)dx
)2 ∣∣∣Fi−1] 6 n∑
i=1
∫
f(y)2
qi−1(y)
dy 6 UfL−1n.
Still on EL, a bound on the martingale increments is given as
m = max
i=1,...,n
sup
y∈Rd
∣∣∣∣ f(y)qi−1(y) − 1
∣∣∣∣ 6 UfL−1 + 1.
Theorem 4 implies that for any t > 0
P (|Mn| > t,EL) 6 2 exp
(
− Ct
2
n+ t
)
.
for some C > 0 depending only on (f, L). Choosing t = γ
√
n with γ > 0 large enough and
L > 0 small enough, we get that
lim sup
n→∞
P
(|Mn| > γ√n) 6 .
Using (4), we directly get the third statement.
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