Abstract-By tracing the flow of computations in the iterative decoders for low density parity check codes, we are able to formulate a signal-space view for a finite number of iterations in a finite-length code. On a Gaussian channel, maximum a posteriori codeword decoding (or "maximum likelihood decoding") decodes to the codeword signal that is closest to the channel output in Euclidean distance. In contrast, we show that iterative decoding decodes to the "pseudosignal" that has highest correlation with the channel output. The set of pseudosignals corresponds to "pseudocodewords", only a vanishingly small number of which correspond to codewords. We show that some pseudocodewords cause decoding errors, but that there are also pseudocodewords that frequently correct the deleterious effects of other pseudocodewords.
ally codewords of the original code.
We show that each pseudocodeword corresponds to a "pseudosignal" in signal space and that the decision made for a particular codeword bit by iterative decoding is given by the maximum-correlation decision (Viterbi-type decoding) and the correlation-weighted decision (BCJR-type decoding) in signal space. In the latter case, the weights are given by the exponentials of the correlations between the pseudosignals and the channel output.
As an example, consider the (3,2,2) code whose optimal decoder uses 4 signal space points corresponding to the 4 codewords. These points are located on diametrically opposite faces of a cube, as shown in Fig. 1 . For decoding a particular bit, these 4 points can be grouped into 2 points corresponding to a bit decision of 0 (shown as dark-shaded or red) and the other 2 points corresponding to a bit decision of 1 (shown as light-shaded or green).
We can describe the (3,2,2) code by including an extra redundant equation in the parity-check matrix, À ½ ½ ½ ½ ½ ½℄, and decode it by applying Gallager's iterative decoding algorithm [15] . Information is alternately passed from the 3 codeword bits to the 2 parity-check equations and vice versa. Although the (3,2,2) code is easily decoded optimally (in any sense of the word), it provides a simple example whose 3-dimensional signal space can be visualized. At the same time, the iterative decoder is complex enough to exhibit one of the fundamental properties of the signal space structure of iterative decoders: an explosion in the number of pseudocodewords relative to the number of actual codewords. Fig. 2 shows the pseudosignals corresponding to a bit decision of 0 (dark-shaded or red) and a bit decision of 1 (light-shaded or green) for a particular bit after 3 iterations of iterative decoding. In this case, the bit decision obtained from Viterbi-type iterative decoding is given by the pseudosignal that has highest correlation with the channel output. The marginal a posteriori bit probability estimate obtained from BCJR-type iterative decoding is given by weighting the decision given by each pseudosignal by the exponential of the correlation with the channel output, scaled down by the estimated noise variance.
Comparing Fig. 2 with Fig. 1 , note three effects: first, the signals corresponding to codewords are retained by the iterative decoder; second, these signals are skewed, in that in one dimension they have been shrunk away from the hypercube corners (see the codeword signals); third, decoding performance is determined by a mixture of the effects of the pseudosignals for the two possible bit decisions. This example shows that there are "good" pseudosignals, which are positively correlated with corners of the hypercube that give the correct decision and "bad" pseudosignals, which are positively correlated with corners of the hypercube that give the wrong decision.
By studying the pseudosignal structure of a´¿ ¾ ¾µ code and a Hamming´ ¿µ code, we gain insight into how decoding errors occur. For Viterbi-type iterative decoding, errors may arise when a bad pseudosignal is more highly correlated with the channel output than the codeword signal. This is the error mode used to develop a union bound on the error probability [14] . However, it turns out that in this situation, there are often good pseudosignals that are more highly correlated with the channel output than the bad pseudosignals, so that an error is not made. This result directly challenges the usefulness of the union bound.
The pseudosignal structure also lends insight into why BCJRtype iterative decoding improves on Viterbi-type iterative decoding. Even if the most highly correlated pseudosignal yields the wrong decision, there is often a cloud of highly correlated pseudosignals that yield the correct decision. In this case, the weighted average may give the correct decision.
We begin the main part of this paper with background material on a broad framework for describing codes using "factor graphs" and for describing iterative decoders as instances of the "sum-product" and "max-product" (a.k.a. "min-sum") algorithms (Sec. II). We suggest that readers familiar with the graphical model view of iterative decoding read only the definitions in this background section or see [14] [15] [16] .
In Sec. IV, we use the computation tree to define a "pseudocode" that describes iterative decoding and we discuss the pseudocodes for an iteratively decoded 3-bit repetition code and a (3,2,2) code. We then show how iterative decoding emerges as correlation-based decoding in a signal space populated by "pseudosignals".
We then study two aspects of the signal space of iterative decoding: skewness and spurious pseudosignals, which do not correspond to codewords. In Sec. V, we show that one source of error in iterative decoding is caused by unequal scaling of each dimension of the signal space. We show how to compensate for "skewness" in a simple code.
Not surprisingly, the analysis of spurious pseudosignals is quite difficult. In Sec. VI, we discuss the role of bad pseudosignals, which cause decoding errors, and good pseudosignals, which can correct the errors introduced by bad pseudosignals. We show some examples of how spurious pseudosignals bear on the decoding performance in the (3,2,2) code and the Hamming (7, 4, 3) code. We also give a theorem on how the iterative decoder can be modified so that when it converges to a codeword, this codeword is the MAP codeword. In Sec. VIII, we summarize our current view on the signal space structure of iterative decoding and outline some directions for further investigation.
II. BACKGROUND
In this section, we review earlier work on factor graphs [17] , computation trees [5, [11] [12] [13] [14] and pseudocodes [14] , and introduce our notation.
The trellis has proven to be a powerful graphical tool for understanding a variety of codes [18] [19] [20] . More recently, graphical models and their corresponding inference algorithms have proven to be very useful in describing the codes and iterative decoders for Gallager codes, turbocodes, serial turbocodes and product codes [16] . These graphical models include "Tanner graphs" [14, 21] , Markov random fields [16, 22] , Bayesian networks (a.k.a belief networks and causal diagrams) [16, 23] and "factor graphs" [17, 24] . (1) where ½ AE are the singleton functions. In general, the functions may evaluate to any semi-ring [24, 25] , but in this paper we will assume they evaluate to the real numbers.
A. Describing Codes with Factor Graphs
Iterative decoding can be viewed as the application of a simple message-passing algorithm in a factor graph that describes the constraints on the codeword symbols. In the simplest case, these constraints are just parity-check equations; in more complex cases, the constraints may contain state variables that are not part of the codeword. The most direct graphical description of a code is a factor graph for the codeword indicator function.
Definition 2:
A factor graph over codeword symbols is said to "describe" a code , if the global function satisfies
The graphical structure of a code is often simplified by including some extra "state variables", which are not codeword symbols but help describe the codewords. In general, a state variable in a factor graph for a code identifies subsets of , but is not itself a codeword symbol.
For the sake of clarity, we will focus on graphical models without state (e.g., Gallager codes), but the signal space concepts presented in this paper can also be applied to graphical models with state, (e.g., turbocodes).
It is frequently useful to "fix" or "set" a variable in a factor graph to a particular value. To set Ü to the value , let the singleton function for Ü be (7, 4) Hamming code. Fig. 3a shows the factor graph for a (7, 4) Hamming code. The light discs represent codeword bits, whereas the dark discs with plus signs represent even parity indicator functions that evaluate to 1 if their variables have even parity (their sum modulo 2 equals 0) and evaluate to 0 otherwise. The global function is
Given a vector of codeword symbols , ´µ ½ indicates that is a codeword in the Hamming code and ´µ ¼ indicates that is not a codeword.
One simple approach to designing codes that turn out to give near-Shannon-limit performance is to simply connect up Â parity-check functions to AE codeword bits in a nearly random fashion. If the connectivity is made sparse (corresponding to a low-density parity-check matrix), we get a Gallager code [8, 15] . If the average degree of the parity-check nodes is Ú and the average degree of the codeword bit nodes is , then the rate of the code is at least ½ Ú . Equality holds if all of the parity check equations are linearly independent. Fig. 3b shows a short (and thus not really sparsely-connected) example of a Gallager code. In this case, Ú ¿, 
B. Computation trees for iterative decoders
The standard iterative decoders for Gallager codes [15, 26] , turbocodes [27] , repeat-accumulate codes [28] , product codes [29] and serial turbocodes [30] can be viewed as instances of the sum-product algorithm in various factor graphs [16] . Also, Hagenauer et al.'s "log-likelihood algebra" [31] can be viewed as an instance of the sum-product update rule. See [14, 16] for further review.
The sum-product algorithm and its close relative the maxproduct algorithm specify how to compute messages representing evidence for values of variables in a graphical model and how to combine these messages locally to make inferences about the values of each variable.
By tracing the computations performed by the sum-product or max-product algorithm backward in time, we can construct a "computation tree" [5, [11] [12] [13] [14] .
Definition 3:
The computation tree for an iterative decoder for codeword bit in factor graph is a factor graph constructed by creating a root node Ö corresponding to in and then recursively adding edges and leaf nodes to that correspond to the messages passed in the iterative decoder. For each vertex that is created in , the corresponding local function or singleton function in is copied.
Each vertex in corresponds to a unique vertex in , but each vertex in may have many corresponding vertices in . We use an overbar, " ", to denote variables and functions in the computation tree.
Definition 4:
For a factor graph and a corresponding computation tree , the multiplicity Ñ of vertex Ú in is the number of times a copy of Ú appears in .
It is particularly easy to construct the computation tree for a factor graph when the alternating message-passing schedule is used. To construct for iterations, pretend that in is the root of a tree and then copy over to using a breadth-first search -ignoring the cycles -until has ¾ layers of edges.
Example 2:
A computation tree for the 3-bit repetition code. Fig. 4a shows a factor graph for the 3-bit repetition code. We will use this example throughout this paper and we chose this highly asymmetric graph to emphasize properties of the decoder described later. There are 3 local functions that evaluate to 1 if their arguments are equal and evaluate to 0 otherwise. The computation tree ½ for 3 iterations of the alternating schedule terminating at ½ is shown in Fig. 4b . To produce this graph using a breadth-first search, we begin by copying ½ in and making it the root in ½ (for visual clarity, only the subscript is shown in Fig. 4b) . Next, copy , and in and make them children of the root in ½ . For each of these "children" in , copy their "children" over to ½ . For "child" ¾ of in , copy it and make it the child of the copy of just connected in ½ . The final computation tree for 3 iterations has 6 layers of edges. In this computation tree, the multiplicities are Ñ ½ , Ñ ¾ , Ñ ¿ .
Example 3:
A computation tree for the (3, 2, 2) code. Fig. 5a shows a factor graph for the (3,2,2) code. There are 2 local functions that evaluate to 1 if their arguments have even parity and evaluate to 0 otherwise. The computation tree ½ for 3 iterations of the alternating schedule terminating at ½ is shown in Fig. 5b . In this computation tree, the multiplicities are Ñ ½ , Ñ ¾ ½¼, Ñ ¿ ½¼.
C. Pseudocodes for iterative decoders
It turns out that iterative decoding is performing optimal decoding in the "pseudocode" defined by the computation tree.
Definition 5:
For an iterative decoder for codeword bit in factor graph for code , the pseudocode is the code described by the corresponding computation tree .
For each codeword ¾ , there is a corresponding pseudocodeword ¾ obtained by copying the value of each codeword bit Ñ to the pseudocodeword bits that are copies of Ñ . The pseudocodeword indicator function is a product of copies of local functions from the original factor graph. For configuration the local functions in the original factor graph all evaluate to 1. So, the pseudocodeword indicator function will evaluate to 1 for the word constructed as described above.
We refer to pseudocodewords that do not have a corresponding codeword as spurious pseudocodewords.
Example 4: A pseudocode for the 3-bit repetition code.
For the repetition code factor graph shown in Fig. 4a , the pseudocode described by the factor graph in Fig. 4b is also a repetition code, but has dimension AE ¾¿ instead of AE ¿. Whereas the parameters of the original code are (3,1,3), the parameters of the new code are (23, 1, 23) . This pseudocode does not have any spurious pseudocodewords.
Example 5:
A pseudocode for the (3, 2, 2) code. Unlike the above example, the pseudocode described by the computation tree in Fig. 5b is very different from the original code. The pseudocode has dimension AE ¾ and there are 14 linearly independent parity checks. For a given pseudocodeword, we can obtain another pseudocodeword by flipping the values of any pair of leaf bits that are connected to the same check in the computation tree. So, the minimum distance is still 2. The resulting pseudocode has parameters (29,15,2), which are very different from the parameters of the original code. Since the original code has 4 codewords, this pseudocode has ¾ ½ ¿¾ spurious pseudocodewords.
The computation tree is constructed by tracing the passage of messages in the original graph back in time. So, by construction, passing messages layer by layer from the leaves of the computation tree to the root gives evidence at the root that is equal to the evidence obtained by iterative propagation in the original graph. Also, since the root of the computation tree has been influenced by all other vertices in the computation tree, the evidence at the root is exact.
It follows that the evidence computed by the sum-product or max-product algorithm for variable in factor graph is equal to the exact marginal or maximum for the root variable Ö in the computation tree . This fact is used later to derive a signal space view of iterative decoding.
III. NEW RESULTS ON COMPUTATION TREES AND PSEUDOCODES
For a given computation tree, the multiplicities can be computed using a recursion formula. Consider an augmented multiplicity vector Ñ whose first AE components are the multiplicities of the codeword bits and whose last set of components are the multiplicities of the local functions. Let Ñ´Ð µ be the augmented multiplicity vector for a computation tree with Ð layers of edges. (For iterations of decoding, we have Ð ¾ .) For a computation tree corresponding to codeword bit , let Ñ´¼ µ be defined as a vector that contains a one in the th position and zeros everywhere else. The vector Ñ´½ µ is defined as Ñ´½ µ Ñ´¼ µ · Ñ´¼ µ , where is the adjacency matrix of the original graph. (2) where is the adjacency matrix of the original graph, is the diagonal degree matrix of the graph and Á is the identity matrix.
Proof: For the ¼th iteration this is obviously true, since the corresponding computation tree consists of a single vertex.
A computation tree of depth 1 contains the neighbors of and itself, which yields the multiplicity vector Ñ´½ µ . Let Ò´Ð µ be the multiplicity vector of the vertices that have distance exactly . The adjacency matrix is Using the recursion formula from Theorem 1, the multiplicities given in Table I 
The matrix Á Þ ·´ ÁµÞ ¾ has nonzero determinant in the field of rational functions in Þ. Hence, equation (4) can be solved in the field of rational functions over the integers yielding È ´Þµ É ´Þµ for the th component of Ñ´Þµ, where È ´Þµ and É ´Þµ are polynomials in Þ℄. From the latter expression, we can derive a closed formula for the coefficients of vectors Ñ. Table I that even for small codes, the number of vertices in the computation tree grows very quickly with the number of layers. Proof: The first inequality is trivial. By the properties of generating functions we know that the numbers Ñ´ µ are obtained by adding terms that grow exponentially in . The fastest growing exponential term is given by ÜÔ´ Ñ Ü µ, which is equivalent to the claimed statement. For the computation tree in Example 6 we find that These techniques for counting multiplicities are computationally feasible for medium code length. For example, evaluating (2) requires only multiplications of a vector of length AE ·Â with sparse AE · Â ¢ AE · Â matrices which is easily accomplished for factor graphs with thousands of vertices.
It is clear from
IV. THE SIGNAL SPACE OF ITERATIVE DECODERS As described above, approximate iterative decoding in the factor graph for a code can be viewed as exact decoding in the computation tree derived from the factor graph. This computation tree is also a factor graph, and it describes a new code, called the "pseudocode". Since the sum-product and maxproduct algorithms are exact in trees, this view allows us to study iterative decoding and iteratively decoded codes by studying properties of the pseudocodes for the corresponding computation trees. We show that each pseudocodeword has a corresponding "pseudosignal" and that iterative decoders make decisions based on the correlation between pseudosignals and the channel output. As a result, iterative max-product (Viterbi-type) decoding is described by a solid angle tessellation of signal space, which is quite different from the Voronoi tessellation used by maximum-likelihood decoding. 
The sum over AE terms is reduced to a sum over AE terms using the multiplicities as follows:
Substituting this expression into (8) proves the theorem. Sum-product decoding. As described above, the evidence obtained by iterative sum-product decoding is equal to the exact marginal for the root variable of the computation tree: In this view of iterative decoding, there is a pseudosignal Ñ ¾ ´ µ corresponding to each pseudocodeword . When the correlation between Ñ ¾ ´ µ and Ý is high, the prediction made by is given high weight. 3 iterations in the factor graph of Fig. 5a there are 32,768 pseudosignals. It turns out that only 480 of the pseudosignals occupy unique positions in signal space and 4 of these unique positions correspond to codewords. Fig. 2 shows the positions of the unique pseudosignals.
Generally, the pseudosignals sit within a skewed hypercube with dimensions AE AE ½ Ñ Ñ ℄. The pseudosignals corresponding to codewords lie on the corners of this skewed hypercube. Fig. 6 shows a simple way to express´Ñ ¾ ´ µµ Ì Ý geometrically.´Ñ ¾ ´ µµ Ì Ý can be viewed as the product of Ý and the distance from the origin Ç to the point where Ý intersects the sphere whose diameter is connected from Ç to Ñ ¾ ´ µ. In other words, we project the pseudosignal onto the one-demension space that is spanned by the received vector. If the signal vector Ý does not intersect the sphere, we rewrite the correlation as ´Ñ ¾ ´ µµ Ì´ Ýµ. Now, the above technique can be applied using the vector Ý, which obviously does intersect the sphere. Using this picture, we can visualize iterative decoding in signal space for low-dimensional codes.
For iterative max-product decoding, the bit decision is given by the bit prediction corresponding to the pseudocodeword sphere whose intersection with Ý is furthest from the origin.
Example 10: Pseudosignal spheres for the iteratively decoded 3-bit repetition code.
The spheres used to geometrically determine signal correlations as described above are shown in Fig. 7 . To give a better view, the pair of spheres have been cut by a plane that goes through´ µ and´ µ. The decision boundary made for ½ by iterative max-product decoding is given by the plane that passes through the origin and is tangent to the two spheres. Iterative max-product decoding outputs ½ ¼ for any signal on the same side of this plane aś µ and outputs ½ ½ for any signal on the opposite side.
Iterative sum-product decoding will average these two decisions using weights determined from the correlations, as described in Theorem 2. In this case it is clear that the decision made by iterative max-product decoding will be the same as the decision made by iterative sum-product decoding, since in the latter case the weights are equal when the signal lies on the decision plane used by max-product decoding.
Example 11:
Pseudosignal spheres for the iteratively decoded (3,2,2) code. Fig. 8 and Fig. 9 show the spheres that contribute to iterative sum-product decoding and iterative max-product decoding for 2 and 3 iterations in the factor graph of Fig. 5a . For iterative sum-product decoding, the distances given by the intersections of all spheres with the signal vector are used to obtain the weights used for averaging. For iterative max-product decoding, only the prediction given by the sphere that gives the largest distance is used.
A. Max-Product Decoding Decodes to Vertices of the Convex Hull of Pseudosignals
Many of the pseudosignal spheres in Figs. 8 and 9 are contained within the spheres of other pseudosignals. These pseudosignals will not affect the output of max-product decoding. Generally, we have the following theorem.
Theorem 3:
With probability 1 on a Gaussian channel, max-product decoding decodes to vertices of the convex hull of all pseudosignals. Every pseudosignal corresponding to a codeword is a vertex of this convex hull.
Proof: Let the set of unique pseudosignals be × ½ × Å and assume the decoder decodes to just one of these pseudosignals, × . Then,
is a point in the convex hull of the other pseudosignals, × is outside the convex hull of the other pseudosignals. So, × is a vertex of the convex hull of all pseudosignals. The decoder decodes to more than one pseudosignal when the correlations between the channel output and 2 or more pseudosignals are equal. This happens with probability 0, proving the first part of the theorem. Since the pseudosignals corresponding to codewords sit on the corners of the skewed hypercube, AE AE ½ Ñ Ñ ℄, within which all pseudosignals are contained, the pseudosignals corresponding to codewords are vertices of the convex hull.
Theorem 3 allows us to discard most pseudosignals for the (3,2,2) code of Fig. 2 in the context of max-product decoding. However, not all spurious pseudosignals are contained in the convex hull of the codewords. Also, all pseudosignals contribute to the final decision made by the sum-product algorithm.
B. The Solid Angle Tessellation of Max-Product Decoding
Since max-product decoding picks the pseudosignal that is most highly correlated with the channel output, only the direction of the channel output in signal space determines the decoder output. So, instead of the Voronoi tessellation used by maximum-likelihood decoding, iterative max-product decoding uses a solid angle tessellation, or, equivalently, a tessellation of the surface of the unit hypersphere in signal space.
To determine the boundary of the solid angle claimed by a pseudosignal, we take the intersection of the solid angles claimed by that pseudosignal when compared with each and every other pseudosignal. In fact, only pseudosignals at the vertices of the convex hull need to be considered, since the decoder will not decode to other pseudosignals (see Theorem 3) .
The boundary between pseudosignals × ½ and × ¾ is given by all channel outputs Ý that satisfy
So, the boundary is given by the hyperplane that goes through the origin and is orthogonal to the line intersecting × ½ and × ¾ , as shown in Fig. 10 .
C. Why This Interpretation?
The goal of this paper is to interpret pseudocodes in signal space. The pseudocodewords sit in a very high dimensional space, whose dimensionality depends on the number of decoding iterations. In pseudocode space, max-product decoding is equivalent to minimum distance decoding. As described above, the pseudocodewords can be mapped to the signal space of fixed dimension, at the cost of switching from a minimum-distance geometric interpretation to a maximum-correlation interpretation. A question that arises is what new insights are gained by this description. In pseudocode space, max-product decoding is equivalent to minimum distance decoding, so it may seem preferable to work in pseudocode space. However, isotropic noise in signal space becomes extremely anisotropic in pseudocode space. In fact, the noise in pseudocode space sits in a vanishingly low-dimensional linear subspace. So, classical characteristics of the pseudocode like weight distributions and minimum distance are mute concepts in the analysis of iterative decoding.
In order to combat this problem, Wiberg introduced the notion of pseudodistance [14] , but did not associate with it a geometric interpretation. By projecting the pseudocodewords into signal space, we give pseudodistance a geometric interpretation as shown in Fig. 10 . The pseudodistance of × ¾ from a × ½ is simply twice the distance of × ½ from the marked hyperplane. A consequence that one can immediately derive from this geometric description is that any pseudosignal that lies on the line through × ½ and × ¾ has the same pseudodistance from × ½ . These geometric insights are much more difficult to realize in pseudocode space and we consider this geometric interpretation to be a significant advantage of the signal space description.
The projection to signal space yields a geometric characterization of the decoding regions in a space where the noise is isotropic and easy to describe. The moderate price one has to pay for this conversion is that minimum distance decoding is replaced by the closely related maximum correlation decoding.
Further, as described below, the interpretation of iterative decoding in signal space reveals a number of characteristics of iterative decoding like skewness, and spurious pseudosignals. Also, it is possible to give the exact shape of the decoding region for any codeword, which allows the computation of exact expres- sions for the probability of decoding error.
While most of these concepts can also be derived abstractly in the context of a pseudocode alone, we find the geometric interpretations in signal space considerably helpful for interpreting the concepts.
V. SKEWNESS IN SIGNAL SPACE
We might hope that if we could remove the spurious pseudocodewords (the pseudocodewords that do not correspond to codewords), the resulting decoder would perform the same as MAP word decoding or MAP bit decoding. However, it turns out that iterative decoders scale the dimensions of each signal point unequally and this "skewness" leads to decoding errors.
Let Ö ´ µ be the fraction of times ½ in the pseudocodeword . So,
¿From Theorem 2, the iterative max-product decoder for bit outputs the value of the root bit in the pseudocodeword £ satis-
where Å a diagonal matrix whose diagonal is the vector of multiplicities and ½ is a vector of ones with length AE. 
Clearly, this decoder is a MAP word decoder only if Å » Á,
i.e., the multiplicities are equal. Fig. 11 . When the spheres shown in Fig. 7 are cut by the correct decision plane, we see that the iterative decoder is suboptimal.
Example 12:
Skewed decision surface for the iteratively decoded 3-bit repetition code. Since none of the pseudocodewords for the 3-bit repetition code are spurious, this code clearly illustrates the effect of skewness. In Example 10, we found that iterative max-product decoding uses a decision surface that intersects the origin and is tangent to the two spheres shown in Fig. 7 . A normal vector for this plane is´ µ. However, since the code is a repetition code, the correct decision plane has a normal vector´½ ½ ½µ, which is not perfectly aligned with the vector used by the iterative decoder. If we cut the picture shown in Fig. 7 by the correct decision plane, we get the picture shown in Fig. 11 . Incorrect decisions will be made for those signal vectors that pass through the dark-shaded (red) "cap".
By prescaling the channel outputs, we can attempt to compensate for skewness. Let the scaled channel output vector be
where is a positive scalar. Replacing Ý with Ý in the derivation of (11), we see that the skewness-compensated decoder will be optimal when there aren't any spurious pseudocodewords.
Example 13:
Compensating for skewness in the 3-bit repetition code. It was shown in Example 12 that the decision plane used by the iterative max-product decoder is skewed with respect to the optimal decision plane (see Fig. 11 ). By scaling the channel outputs, we can try to align the decoder's decision plane with the optimal decision plane. Here, we consider 20 iterations. From Table I, Fig. 12 shows the simulated BER for bit 1 as a function of the value of the scale applied to Ý ¾ and Ý ¿ for 3 different noise levels. The empirical optimal scale factors match the theoretical prediction of 0.9156.
(a)
Original iterative decoder Skewness-compensated iterative decoder
(b)
Original iterative decoder Skewness-compensated iterative decoder Fig. 13 . Skewness compensation moves the decision boundary for 2 iterations (a) and 3 iterations (b) of max-product decoding in the (3,2,2) code closer to the optimal decision boundary. The piece-wise planar surface is the optimal decision surface for the (3,2,2) code. The dark-shaded (red) spheres correspond to pseudocodewords that predict ¼, whereas the light-shaded (green) spheres correspond to pseudocodewords that predict ½.
Example 14:
Compensating for skewness in the (3,2,2) code. ¿From Figs. 13a and 13b show that the skewnesscompensated iterative decoders produce decision boundaries that are closer to the optimal (MAP) decision boundaries.
Example 15:
"Compensating" for skewness in the (7, 4) Hamming code. Now we compensate for skewness in the signal space corresponding to 10 iterations of max-product decoding for bit in the factor graph shown in Fig. 3a . Using the recur- 
So, to compensate for skewness, we ought to scale the channel output for bit 4 by 0.59 and the channel outputs for bits 2, 3, and 6 by 0.70. Fig. 14 shows a contour plot of the fraction of times the decision for made by the max-product decoder disagrees with the decision for obtained by MAP codeword decoding, as a function of the two scale factors. Signals were drawn from an isotropic distribution in signal space. Clearly, the best scale factors are quite different from the scale factors needed to compensate for skewness. This example shows that the effects of skewness and spurious pseudosignals cannot, in general, be treated independently.
VI. SPURIOUS PSEUDOSIGNALS
In the repetition code, there is a one-to-one correspondence between codewords and pseudocodewords, i.e., there aren't any spurious pseudocodewords. So, the skewness-compensated max-product decoder finds the MAP codeword. In general, max-product decoding will decode to spurious pseudocodewords. Even for the "simple" (3,2,2) code, the iterative decoding tessellation leaks onto the wrong side of the optimal decision boundary, even after compensating for skewness (see Fig. 13a and Fig. 13b ). Fig. 15 shows a histogram of the correlations of pseudosignals with a particular channel output, after 3 iterations of decoding in the (3,2,2) code in Fig. 5 . The bars above the horizontal axis give the number of pseudosignals that give the correct bit decision ("good" pseudosignals), whereas the bars below the horizontal axis give the number of pseudosignals that give the wrong bit decision ("bad" pseudosignals). The correlations are normalized by subtracting off the correlation of the pseudosignal corresponding to the MAP codeword. So, correlations greater than 0 (to the right of the vertical dashed line) correspond to spurious pseudosignals introduced by the iterative decoder that cause the iterative decoder to deviate from MAP decoding. In this case, we see that the pseudosignal with the highest correlation gives the wrong bit decision.
In sum-product decoding, the decision is based on a weighted average of the counts of pseudosignals, where the weights are the exponentials of the variance-normalized correlations (see For sum-product decoding, the total mass above the horizontal axis competes with the mass below the axis. In this case, sum-product decoding makes the correct decision.
Theorem 2). Fig. 16 was produced by scaling each bar in Fig. 15 by the exponential of the variance-normalized correlation. So, the sum product algorithm picks the decision that has highest overall weight in this plot. Clearly, the scaled bars above the horizontal axis have more weight than the bars below the axis, so the sum-product algorithm will make a correct bit decision.
In fact, even if we just consider the scaled bars for the pseudosignals that have higher correlation than the MAP codeword pseudosignal, the sum-product algorithm correctly decodes. Fig. 17 shows the correlation histogram for a particular channel output, after 3 iterations of decoding in the (7,4,3) Hamming code in Fig. 3a . There are many bad pseudosignals that are more correlated with the channel output than the pseudosignal corresponding to the MAP codeword. Nonetheless, a good pseudosignal leads to a correct decision. The union bound on the error probability introduced in [14] is given by the probability that there exists a bad pseudocodeword that is more highly correlated with the channel output than the pseudosignal corresponding to the MAP codeword. This example directly challenges the validity of the union bound, since the competition is between good and bad pseudosignals, not the MAP codeword pseudosignal and bad pseudosignals. Fig. 18 shows the histogram for a different channel output, where a bad pseudocodeword has the highest correlation, causing an incorrect max-product decision. If we apply the sum-product algorithm instead, we obtain the scaled histogram shown in Fig. 19 , where the good pseudosignals clearly win the day and give a correct decoding decision.
VII. ATTENUATING SPURIOUS PSEUDOSIGNALS
In this section, we show how to attenuate the contributions of spurious pseudosignals for max-product decoding. One of the main problems in the analysis of iterative decoding is that the leaves of the computation tree largely determine the correlation of the corresponding pseudosignal with the channel output. Even simple statements about the behavior of the algorithm are very difficult to state rigorously. In particular, even if maxproduct decoding converges to a codeword, there is no guarantee that the codeword is the MAP codeword [32] . This is because the part of the computation tree that favors a certain codeword decision only contributes a small fraction of the total correlation of the corresponding pseudosignal. We can attempt to combat the influence of the leaves by "attenuating" the messages that are passed from the leaves in the computation tree, so that when the decoder converges to a codeword, the correlation is mostly determined by the portion of the computation tree that corresponds to a codeword.
We say that an iterative max-product decoder has converged where Ò´ µ is the vector with elements Ò´ µ , and Ô´ µ´ µ is the vector with elements Ô´ µ ´ µ.
Let Ö´ µ ´ µ be the attenuation-weighted fraction of times that ½ among the bits of pseudocodeword at distance from the root:
Then, the attenuated max-product decoder finds the pseudocodeword,
where AE´ µ is a diagonal matrix with diagonals Ò´ µ .
By including the effect of ¬, the skewness in the attenuated decoder can be compensated for in a similar way as it was in the unattenuated case (previous section):
By choosing ¬ judiciously, we can hope to focus the above maximization on the part of the pseudocodeword that has converged to a codeword, making the above decision optimal. 
which is the MAP codeword.
From a small number of experiments, we have some anecdotal evidence for cases where ¬ was required to be so small that the attenuated decoder did not converge. However, we are still examining the practical implications of this theorem and cannot make general statements.
VIII. CONCLUSIONS
Using the computation tree [5, [11] [12] [13] [14] , we derived a signal space description of iterative decoding. While impressive headway has been made recently in the analysis of maximum likelihood decoding of codes on graphs [6] [7] [8] and iterative decoding in infinite-length codes [8] [9] [10] 33] , we focus on the difficult but important case of message passing algorithms in graphs for codes of finite length.
Using the notion of a pseudocode and a computation tree [14] , we characterized the signal space of iterative decoding. In the case of the max-product algorithm, these regions are given by a solid-angle tessellation of signal space with boundaries given by hyperplanes. To our knowledge this is the first time that the decoding regions of iterative decoding have been characterized.
The signal space description of iterative decoding offers a number of insights into modes of failure and success of iterative decoding. One consequence is the effect of skewness which partially explains why certain symbols in a received word may influence a decoding decision to a larger degree than others. Also we show that the density of pseudocodewords plays an important roll for the decision regions of the sum-product algorithm.
The signal space characterization is an exact framework to describe the inner workings of iterative message passing algorithms. However, as expected, for non-trivial codes and a reasonable number of iterations, our characterization reflects the analytic complexity of iterative decoding. In particular the number of codewords in the pseudocode grows very fast (it can be shown that under mild conditions on the underlying factor graph the number of pseudocodewords grows doubly exponential in the number of iterations). For the future development of the signal space characterization, it will be crucial to find descriptions that allow for the efficient treatment of pseudocodes.
