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Abstract
We present an Elo-based rating method for ranked multi-player games.
We justify a definition of performance using the logarithm of a player’s
rank. We customize the method for rating TopCoder SRM. We choose
parameters which maximize the rating’s prediction accuracy when applied
to past SRM, and preserve similarities with existing SRM ratings. We
evaluate the accuracy of the proposed system on the available data. Results
show that the proposed system has a higher predictive accuracy than the
existing SRM rating system, and hence could be a good alternative.
1 Introduction
TopCoder has developed its own rating system, which has been used
throughout its 18 year history [1]. Various shortcomings of SRM ratings
have been documented on TopCoder forums and elsewhere. Our purpose
here is not to discuss these issues, but to provide a concrete proposal to
remedy them. Players have sometimes asked: What would SRM ratings
be if they were Elo-based? We would like to obtain a reasonable answer
to this question.
There isn’t a standard method for applying Elo ratings to games of
more than two players. We could consider a ranking of players as the
set of results between each pair of players. However, such results are not
independent from each others: a ranked result is the product of a single
performance by each player. Instead, we will consider the result as if it
was the product of rounds of two players. From desirable properties, we
will deduce a formula for performance in ranked games.
We will then customize and tune the method to specifically rate SRM.
Our choices will be guided by predictive accuracy and other considerations.
Finally, we will present our evaluation metrics, results and conclusions.
2 Proposed rating system
2.1 Expectations
We use the standard modern Elo formula for expectations [2]. A player
with rating Ri is expected to outperform a player with rating Rj with
probability:
WP(Ri, Rj) =
1
1 + 10(Rj−Ri)/400
. (1)
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To preserve similarity with SRM ratings, we compute new players’ ratings
starting from 1200.
2.2 Rank performance
Let RP(r, n) be the performance of a player ranked r among n players.
Using the standard Elo definition for a round with n = 2 players we
have:
RP(1, 2) = 1,
RP(2, 2) = 0.
Multiplying both r and n by any k > 0 does not change the relative
performance:
RP(r, n) = RP(kr, kn). (2)
Now consider an elimination tournament with 2n players. The winner
must win n 1-1 rounds, so we have:
RP(1, 2n) = n. (3)
The only choice for RP satisfying these constraints is:
RP(r, n) = log2
n
r
. (4)
2.3 Round performance
We have the results of an SRM, which may include multiple divisions and
ties. Naturally, here we consider the results of each division separately.
The result of a round is a list of scores S, where si is the score obtained
by player i.
In programming contests such as SRM, ties generally reflect a limitation
of the scoring method, rather than an equal performance of the tied
players. Thus, we would like to remove ties from performance considerations.
We compute rank, n, and expected rank for each player i:
r = 1 + |{s ∈ S : s > si}|, (5)
n = 1 + |{s ∈ S : s 6= si}|, (6)
rˆ = 1 +
∑
j:sj 6=si
WP(Rj , Ri). (7)
The net performance of a player in the round is the difference of actual
and expected rank performance:
P = RP(r, n)− RP(rˆ, n). (8)
This can be written as:
P = log2
rˆ
r
. (9)
P represents a number of wins above or below expectations without redundancy,
with absolute value at most log2 n. P is now suitable for computing rating
changes and evaluating rating accuracy.
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2.4 Rating changes
We have a set of P , representing the performance of each player in the
round. We would like to compute rating changes which make the ratings
more accurate, towards P = 0.
Through experimentation, we found the ratings are more accurate if
we first limit the magnitude of P to M = 4 using a sigmoid. For each P ,
we compute performed-as PA as follows:
PA = M · tanh P
M
. (10)
For each player, we compute a rating change by multiplying PA with a
factor K. We define NR as the number of previous ratings for the player.
We experimented with several formulas for K and found this one to
be the most accurate:
KNR =
230
1 + log2(1 +NR)
. (11)
Thus we have:
• K0 = 230 for a new player.
• As a player gains experience, their previous rating has a relative
weight W = log2(1 +NR).
While additional precision could probably be gained by factoring a
player’s rating into K, we have not added this dependency here, to treat
equally players of equal experience. The rating will still be reasonably
accurate.
The rating change for each player is then:
∆R = PA ·K. (12)
With these parameters, the maximum rating changes for new players
are similar to SRM ratings. We obtained slightly less accurate results
with ∆R = P ·K and K0 = 200.
2.5 Stability
We have a set of rating changes, which make the ratings of participants
in a round more accurate the next time they meet. We may add any
constant to a set of ∆R while preserving this accuracy.
Here, we would like the resulting ratings to be stable relative to where
they were before the round. This requires making the rating changes
zero-sum (the sum of all ∆R is zero). We proceed in two steps:
1. In each division, a zero-sum correction of the existing players’ ∆R.
Thus, preserving the relative ratings of existing players across divisions.
2. A zero-sum correction for the ∆R of all players in all divisions,
including new players. Thus, improving the accuracy of new players’
initial ratings, without altering what we just preserved.
The method by which the rating changes are made zero-sum does not
affect the final accuracy of this rating very much. We chose a method
having similarity with existing SRM ratings, and some justification.
However, it is crucial that all rating changes are zero-sum at this point,
including the rating changes of new players:∑
∆R = 0. (13)
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2.6 Participation bonus
We have a set of rating changes, which make the participating players’
ratings relatively more accurate and average zero. We would like the
adjusted ratings to be more accurate relative to the ratings of players
who missed the round.
Some players who miss a round practice the round before the next
round, some don’t. Thus, players who participated, on average, gain more
experience from the round than those who missed the round. This will be
reflected by a better performance in later rounds. Thus, we may improve
the rating accuracy of participating players by adding a participation
bonus B to the ∆R. This parameter is chosen assuming that the rating
changes have been made zero-sum by the method described above.
We should choose B large enough to offset the deflationary effect of
players retiring with higher ratings than they started, and provide greater
accuracy. We experimented with several values for B, and found that the
most accuracy is obtained with 12 ≤ B ≤ 16, depending on the metrics
considered (Appendix A).
If we were guided only by prediction accuracy, we could choose B = 14.
If we wished to encourage participation, we would choose B = 16. If we
wished to make this rating more accurate in an absolute sense, at a slight
loss of relative accuracy, we would choose B > 16. We recommend rating
SRM with B ≥ 13.
Here we will present results using B = 13. This choice preserves a
similarity between this rating and existing SRM ratings: the maximum
ratings attained to date are similar. Having the same initial and maximum
ratings makes it easier to compare the two systems. We hope this helps
our proposal gain acceptance.
We add the bonus to the computed rating changes:
∆R′ = ∆R+B. (14)
Finally we rate the round by applying the set of rating changes to the
participating players’ ratings:
R′ = R+ ∆R′. (15)
The average rating change in a round is greater than 0, and the rating is
now more accurate.
We obtained slightly more accuracy with B = 100
1+W
. However, this
could be considered overfitting.
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3 Evaluation
We evaluated the accuracy of our proposed rating method using |P | as
the prediction error, over all available rated SRM results, 1175 rounds in
total:
• First round: 2001/04/21 TCCC ’01 Round 2
• Last round: 2019/05/10 SRM 758
We consider several sets of weights, focusing on different aspects of accuracy,
as shown in Table 1.
Weights Weight function Description
Experienced players NR NR = number of previous ratings for a player.
Regular players
√
NR
Existing players NR > 0 All the ratings of existing players, equally weighted.
Beginning players 1/(NR + 1)
First round NR = 0 Accuracy of the initial 1200 rating.
Last round NR + 1 = TR
TR = total number of ratings for a player.
A player’s last recorded round.
Promoted div < previous Player’s division in the current and previous rounds.
Demoted div > previous
Division 1 div = 1
Division 2 div = 2
Random 1/TR
A random rating of a random player.
Weighs all players equally.
All 1 All the ratings with equal weights.
Table 1: Sets of weights used in the experiments.
With each set of weights, we compute significance statistics:
• Ratings: the entropy of the weight distribution, displayed as a number
of equally weighted ratings which would have the same statistical
significance.
• Players: the entropy of the weight distribution per player, as a
number of equally weighted players.
Then statistics of the prediction error (lower is better):
• L1: the average absolute error.
• L2: the root mean squared error.
Then statistics of P :
• mean µ, standard deviation σ, skewness γ.
We compute the same statistics substituting SRM ratings expectations,
everything else being the same. For example,
L1 =
∑
W · | log2(rˆ/r)|∑
W
(16)
where rˆ is computed per each method’s expectations, without ties, and
the sums run over all participants in all rounds.
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3.1 Results
Table 2 shows the results for each set of weights. The most significant
numbers in each column are in bold. Table 3 shows statistics of the
distribution of P .
L1 L2
Ratings Players Elo SRM Elo SRM
Experienced 364255 4056 0.87456 0.90642 1.20434 1.27944
Regular 572047 8971 0.83228 0.87203 1.17149 1.25610
Existing 704669 19767 0.78304 0.82870 1.14071 1.22204
Beginning 360403 66421 0.78271 0.95590 1.25294 1.31289
First 76377 76377 0.86545 1.16894 1.40122 1.47700
Last 76377 76377 0.65851 0.81554 1.01490 1.11687
Promoted 48542 18462 0.43992 0.47728 0.71474 0.72213
Demoted 34169 11969 1.14831 1.28469 1.56704 1.87030
Division 1 393546 10070 0.72883 0.75376 1.04541 1.07307
Division 2 387500 31489 0.85434 0.97187 1.28191 1.40579
Random 277156 76377 0.71695 0.92014 1.11920 1.22869
All 781046 25897 0.79110 0.86197 1.16875 1.24927
Table 2: Weights and prediction error statistics.
Elo SRM
µ σ γ µ σ γ
Experienced 0.016176 1.20423 0.48137 0.310802 1.24112 0.87101
Regular 0.106804 1.16661 0.68946 0.346468 1.20737 1.11830
Existing 0.198154 1.12336 1.05089 0.347249 1.17166 1.44904
Beginning 0.232696 1.23114 2.42903 -0.106803 1.30854 1.99819
First 0.194595 1.38764 2.69446 -0.459622 1.40367 2.57685
Last 0.025023 1.01459 2.44589 -0.174119 1.10322 2.00271
Promoted 0.223343 0.67895 2.31703 0.114481 0.71300 2.30012
Demoted 0.112071 1.56303 0.76039 0.871566 1.65481 1.30045
Division 1 0.122559 1.03821 0.65082 0.201815 1.05392 1.03120
Division 2 0.274227 1.25224 1.66774 0.335916 1.36506 1.54586
Random 0.114481 1.11333 2.53076 -0.211756 1.21030 2.01982
All 0.197806 1.15189 1.33965 0.268346 1.22011 1.45063
Table 3: Statistics of P .
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4 Conclusion
Our results show the rating method we have presented is generally more
accurate than SRM ratings when rating past SRM. The accuracy gains are
moderate for experienced players and in division 1, and very significant
on the metrics concerning the most players.
We chose parameters with the benefit of hindsight. However, we still
obtained significantly better predictions than SRM ratings with different
choices.
A rating method should probably not be evaluated based only on
predictive accuracy. We include other results in appendices:
• B: Statistics of the computed rating changes.
• C: Computed ratings of the most experienced players.
• D: Graphs of differences and similarities over time.
We include source code in Appendix E.
To our knowledge, we have presented a complete, Elo-based, reasonably
justified, customized, tuned, and validated rating method immediately
usable for rating TopCoder SRM.
5 Future Work
Possible future work includes:
• A comparison of the accuracy of this method to other rating methods.
• An application of this method to other ranked games, such as TopCoder’s
Marathon Matches.
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Appendix A
Table 4 shows several choices for the participation bonus B, and effects on
overall accuracy and the maximum ratings, compared with SRM ratings.
All choices of B are Elo-based. Our selection is shown in bold.
L1 L2 #1 #2 #4 #16
SRM 0.86197 1.24927 3923 3902 3685 3395
B = 0 0.81301 1.18293 3441 3409 3201 3046
B = 12 0.79173 1.16862 3892 3880 3660 3490
B = 13 0.79110 1.16875 3941 3932 3710 3539
B = 16 0.79039 1.17043 4103 4101 3874 3697
B = 20 0.79220 1.17580 4375 4370 4145 3924
Table 4: Participation bonus.
Appendix B
Table 5 shows the average and standard deviation of rating changes for
each set of weights.
µ σ
Ratings Players SRM Elo SRM Elo
Experienced 364255 4056 1.77 3.90 72.4 36.9
Regular 572047 8971 2.09 6.85 77.0 42.8
Existing 704669 19767 -2.71 10.76 89.0 53.6
Beginning 360403 66421 -103.67 24.69 217.4 176.5
First 76377 76377 -187.63 33.66 264.7 242.1
Last 76377 76377 -101.55 -2.87 190.0 129.5
Promoted 48542 18462 -15.60 16.99 113.5 48.9
Demoted 34169 11969 10.87 0.90 89.7 76.6
Division 1 393546 10070 -5.61 11.45 101.0 51.8
Division 2 387500 31489 -36.22 14.57 153.2 119.0
Random 277156 76377 -122.01 6.29 214.3 159.3
All 781046 25897 -20.80 13.00 130.5 91.5
Table 5: Statistics of ∆R.
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Appendix C
Table 6 shows the initial, maximum, and last ratings of the most experienced
players. All ratings are rounded to integers.
SRM Elo
Rounds First Last init max last init max last
477 2005/09/20 2019/04/25 1677 2809 2336 2013 3121 2879
467 2005/11/23 2019/05/10 867 1342 937 1055 1720 1243
464 2005/03/22 2019/05/10 1866 3923 3577 2084 3941 3701
461 2006/04/22 2019/05/10 577 1418 1215 1010 1789 1410
433 2005/04/30 2019/05/10 1708 3583 2880 2003 3684 3213
429 2003/09/20 2019/04/29 1336 3136 2331 1468 3214 2871
428 2002/04/01 2019/04/29 984 1378 933 1147 1788 1292
426 2002/01/07 2012/10/10 814 2270 1625 1109 2622 2360
403 2002/11/13 2017/04/29 1354 2610 1668 1591 2804 2406
402 2006/09/30 2019/05/10 1398 2371 1981 1616 2834 2508
392 2002/03/20 2018/12/09 1255 2257 1498 1411 2592 2297
390 2003/04/30 2019/04/29 1471 2435 1629 1725 2659 2299
379 2006/09/18 2019/05/10 1295 2173 1540 1482 2591 2171
378 2004/05/05 2019/04/20 1324 2458 1836 1536 2824 2504
374 2004/07/15 2019/04/20 1242 2353 1678 1377 2723 2348
373 2005/03/03 2019/05/10 1261 2750 2053 1389 3015 2696
365 2006/01/24 2019/05/10 516 1833 1531 996 2342 1972
360 2004/11/23 2019/05/01 1022 2355 1603 1134 2640 2301
356 2006/10/09 2019/04/29 1584 2390 2008 1933 2734 2571
344 2004/11/20 2015/09/19 1422 2467 1802 1631 2811 2571
341 2007/02/03 2019/02/21 1293 2514 1746 1482 2855 2435
335 2002/10/15 2019/04/20 1317 2513 1267 1510 2625 1719
334 2006/01/19 2019/04/29 1691 3264 2602 2005 3428 3019
334 2001/08/13 2014/07/22 1081 2175 1577 1222 2546 2308
333 2004/04/27 2019/05/01 1091 1219 1003 1215 1596 1312
332 2007/03/22 2019/05/10 837 2300 1891 1061 2720 2423
329 2006/02/28 2019/04/20 1054 2059 1472 1147 2453 2164
328 2002/01/31 2019/04/20 1027 2572 1783 1212 2756 2431
322 2002/08/01 2016/03/26 1071 2136 1824 1239 2459 2346
318 2007/03/10 2017/05/20 1071 3131 2390 1208 3325 2990
317 2008/01/05 2019/05/10 1030 2100 1610 1197 2567 2270
314 2006/09/30 2018/09/19 1626 3192 2585 1931 3381 3072
306 2006/04/27 2019/05/10 752 1116 909 1026 1247 1207
Table 6: Ratings of experienced players.
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Appendix D
Figure 1 shows the correspondence between SRM and Elo ratings. Each
point represents a rating. Points are colored on a scale depending on
round date. Blue shade are earlier rounds, red shade are more recent
rounds.
Figure 1: Elo/SRM ratings correlation over time.
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The next figures show ratings graphs of selected players. We selected
players who played at least 100 rounds and at least 5 years, using measures
of similarity between Elo and SRM ratings. For each measure, we selected
the players whose ratings are the most different or most similar.
• Fig. 2: Rating difference ∆ = RElo −RSRM at last round.
• Fig. 3: Average ∆ over the player’s career.
• Fig. 4: Maximum ∆ for the player.
• Fig. 5: Correlation between ∆ and time.
• Fig. 6: Correlation between rating changes each round ∆RElo ,∆RSRM .
If a player is the same on different measures, we selected the next player.
Most different are shown on the left, most similar on the right. Elo ratings
in red, SRM in blue.
(a) ∆last = 1011 (b) ∆last = 46
Figure 2: Last round rating difference.
(a) ∆avg = 687 (b) ∆avg = 7
Figure 3: Average rating difference.
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(a) ∆max = 1389 (b) ∆max = 255
Figure 4: Maximum rating difference.
(a) ρ = .935 (b) ρ = −.001
Figure 5: Correlation of rating difference and time.
(a) ρ = .596 (b) ρ = .971
Figure 6: Correlation of rating changes each round.
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Appendix E
C++ implementation of the rating method as parameterized.
#include <math.h>
#include <vector>
#include <algorithm>
#include <omp.h>
namespace Elo
{
enum {
R0 = 1200, // initial rating
K0 = 230, // initial K
M = 4, // max performance multiplier
B = 13 // participation bonus
};
struct Player {
int numRatings = 0;
double rating = R0;
};
struct Result {
Player* player;
int div;
double score;
double deltaR;
};
inline double winP(double ri, double rj) {
static const double EloScale = M_LN10 / 400.;
double s = (rj - ri) * EloScale;
return 1 / (1 + exp(s));
}
inline double log2(double x) {
return log(x) * M_LOG2E;
}
void rateDivision(Result* results, int n) {
#pragma omp parallel for
for (int i = 0; i < n; i++) {
Player* pi = results[i].player;
double si = results[i].score;
double ri = pi->rating;
int rank = 1;
double erank = 1;
for (int j = 0; j < n; j++) {
double sj = results[j].score;
if (si == sj) continue;
if (si < sj) rank++;
erank += winP(results[j].player->rating, ri);
}
double perf = log2(erank / rank);
double perfas = M * tanh(perf / M);
double k = K0 / (1 + log2(1 + pi->numRatings));
results[i].deltaR = perfas * k;
}
}
void rateRound(std::vector<Result>& results) {
int n = (int)results.size();
if (!n) return;
std::sort(results.begin(), results.end(), [](auto& r0, auto& r1) { return r0.div < r1.div; });
for (int i0 = 0, i1 = 1; i1 <= n; i1++) {
if (i1 == n || results[i1].div != results[i0].div) {
rateDivision(&results[i0], i1 - i0);
int nExisting = 0;
double drExisting = 0;
for (int i = i0; i < i1; i++)
if (results[i].player->numRatings) nExisting++, drExisting += results[i].deltaR;
if (nExisting) {
drExisting = -drExisting / nExisting;
for (int i = i0; i < i1; i++)
if (results[i].player->numRatings) results[i].deltaR += drExisting;
}
i0 = i1;
}
}
double drAll = 0;
for (int i = 0; i < n; i++) drAll += results[i].deltaR;
drAll = B - drAll / n;
for (int i = 0; i < n; i++) {
results[i].deltaR += drAll;
Player* pi = results[i].player;
pi->numRatings++;
pi->rating += results[i].deltaR;
}
}
}
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