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OPERATOR IDEALS ON NON-COMMUTATIVE FUNCTION
SPACES
TIMUR OIKHBERG AND EUGENIU SPINU
Abstract. SupposeX and Y are Banach spaces, and I, J are operator ideals (for
instance, the ideals of strictly singular, weakly compact, or compact operators).
Under what conditions does the inclusion I(X, Y ) ⊂ J (X,Y ), or the equality
I(X, Y ) = J (X,Y ), hold? We examine this question when I,J are the ideals
of Dunford-Pettis, strictly (co)singular, finitely strictly singular, inessential, or
(weakly) compact operators, while X and Y are non-commutative function spaces.
Since such spaces are ordered, we also address the same questions for positive parts
of such ideals.
1. Introduction
Let X and Y be Banach spaces. We denote by B(X,Y ) the set of all linear
bounded operators acting between X and Y . In this paper, we address the following
questions. When do certain classical operator ideals in B(X,Y ) coincide? What
are the necessary and sufficient conditions for an operator in B(X,Y ) to belong to a
given ideal? We concentrate on the case when X or Y are non-commutative function
or sequence spaces. These spaces are ordered, so we also consider the same questions
for the subsets of positive operators in those ideals.
Here and below, “operator ideals” are understood in the sense of [32]. More
precisely: the operator ideal I “assigns” to any pair of Banach spaces X and Y , a
linear subspace I(X,Y ) ⊂ B(X,Y ), in such a way that the following conditions are
satisfied:
(1) If T ∈ B(X,Y ) has finite rank, then T ∈ I(X,Y ).
(2) If T ∈ I(X,Y ), U ∈ B(X0,X), and V ∈ B(Y, Y0), then V TU ∈ I(X0, Y0).
Several ideals of operators will appear throughout this paper. The well-known
ideals of compact, respectively weakly compact, operators, are denoted by K and
WK. An operator T ∈ B(X,Y ) is called Dunford-Pettis (DP for short) if it takes
weakly compact sets to relatively compact sets. Equivalently, it maps weakly null
sequences to norm null sequences (see e.g. [3, Chapter 5] for more information). T
is said to be finitely strictly singular (FSS) if for every ε > 0 there exists N ∈ N
such that every subspace of dimension at least N contains a normalized vector x
such that ‖Tx‖ < ε. T is strictly singular (SS) if it is not an isomorphism on any
infinite-dimensional subspace of X. T is strictly cosingular (SCS) if, for any infinite-
dimensional subspace Z ⊂ Y , the operator QZT is not surjective (QZ : Y → Y/Z is
the quotient map). And it is inessential (IN) or Fredholm Perturbation if I +UT is
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Fredholm for every operator U : Y → X. The set of all DP operators from X to Y
is denoted by DP(X,Y ). The notations FSS, SS, and SCS have similar meaning.
The classes DP, FSS, SS, SCS, and IN are closed operator ideals, in the sense of
[9]. For more information, the reader is referred to [1], [32], [35].
It is known that, for any Banach spaces X and Y ,
K(X,Y ) ⊆ FSS(X,Y ) ⊆ SS(X,Y ) ⊆ IN (X,Y ),
K(X,Y ) ⊆ SCS(X,Y ) ⊆ IN (X,Y ).
In general, these inclusions are proper, and there are no other inclusions between
these classes. However, for specific classes of Banach spaces, other inclusions, or
identities, of these ideals occur. First results of this type date back to J. Calkin [6],
who (essentially) proved that, if X and Y are Hilbert spaces, then all these operator
ideals coincide. This was generalized to the spaces of operators on ℓp (1 6 p < ∞)
and c0 in [17]. A. Pelczynski [29, 30] proved that, if Z = C(K) (L1(ν)), then
WK(Z) = SS(Z) (resp. WK(Z) = SCS(Z)). Since then, a range of related results
were obtained. A good overview can be found in [1]. Most recently, in [22], ideals
of operators on certain subspaces of C(K) were investigated. It was shown, for
instance, that, for operator T on the disc algebra, the following are equivalent: (i)
T is finitely strictly singular; (ii) T is strictly singular; (iii) T is weakly compact.
In this paper, we explore membership in these ideals for operators acting on non-
commutative Lp spaces and Schatten spaces.
To define a non-commutative Lp, let A be a von Neumann algebra equipped with a
faithful normal semifinite trace τ , and A˜ be the algebra of all τ -measurable operators
affiliated withA, see [13]. Then we can define Lp(τ) = {A ∈ A˜ : τ(|A|
p) <∞}, where
|A| = (A∗A)
1
2 . It is a Banach space with respect to the norm ‖A‖ = (τ(|A|p))
1
p . For
the convenience of notation, we write L∞(τ) = A.
In this article we are interested in two cases. First, when A is hyperfinite (that
is, the weak closure of the union of finite dimensional von Neumann subalgebras)
and τ is finite. In this case L∞(τ) ( Lp(τ) ( Lq(τ), when 1 6 q < p < ∞.
Second, when A = B(H), for a separable Hilbert space H and τ is the canonical
trace on B(H). In this case the construction of Lp(τ) yields the Schatten space
Cp(H) = {A ∈ K(H) :
∑
si(A)
p < ∞}. Here and below, (si(A)) is the sequence of
singular values of A. We have Cp(H) ( Cq(H) ( C∞(H) = K(H) if 1 6 p < q <∞.
The construction of Schatten spaces described here can be generalized: if E is
a symmetric sequence space, we can define CE(H) as the space of all A ∈ K(H)
for which the sequence (si(A)) belongs to E , equipped with the norm ‖A‖E =
‖(si(A))i∈N‖E (see [18] or [42] for more details). Then Cp(H) is just a shorthand
for Cℓp(H). When H is separable, we use the notation CE and Cp for CE(H) and
Cp(H), respectively.
The spaces described above are equipped with a positive cone: Lp(τ)+ = Lp(τ) ∩
A˜+, and CE(H)+ = CE ∩K(H)+. In this setting, the (operator theoretic) adjoint of
x ∈ Lp(τ) (or x ∈ CE) is well defined, and shall be denoted by x
⋆ (⋆ is used for the
adjoint in order to distinguish it from ∗, signifying duality).
The paper is structured as follows. In Section 2, we consider operators on Lp(τ),
where τ is a faithful normal trace on a finite hyperfinite algebra. Generalizing [46],
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we show that T ∈ B(Lp(τ)) is not strictly singular if and only if Lp(τ) contains a
subspace E, isomorphic to either ℓ2 or ℓp, so that T |E is an isomorphism, and both E
and T (E) are complemented (Theorem 2.6). A similar result is obtained for operators
from Lp1(τ1) to Lp2(τ2) (Theorem 2.11). We also show that, if 1 6 p2 6 p1 < ∞,
then SS(Lp1(τ1), Lp2(τ2))+ = K(Lp1(τ1), Lp2(τ2))+ (Theorem 2.13).
In Section 3 we consider operators on Schatten spaces CE , where E = l(w, p) is a
Lorentz space. Here, w = (w(k)) is a non-increasing sequence of positive numbers,
so that
∑
k w(k) =∞, and l(w, p) is the completion of c00 with respect to the norm
‖(xi)‖ =
(∑
k w(k)x
†p
k
)1/p
, where (x†k) is the non-increasing rearrangement of (xk)
(l(w, p) is isomorphic to ℓp if and only if limk w(k) > 0). We establish an analogue
of Theorem 2.6: T ∈ B(Cl(w,p)) is not strictly singular if and only if there exists
a subspace E of Cl(w,p), isomorphic to either ℓ2 or ℓp, so that T |E is an isomor-
phism, and both E and T (E) are complemented (Theorem 3.1). We also establish
a sufficient condition for the sets K(Cl(w1,p1),Cl(w2,p2)), FSS(Cl(w1,p1),Cl(w2,p2)), and
SS(Cl(w1,p1),Cl(w2,p2)) to be different (Proposition 3.5).
In Section 4, we restrict our attention to the spaces Cp. Sharpening Proposition
3.5, we show that SS(Cp,Cq) = K(Cp,Cq) if ∞ ≥ p ≥ 2 ≥ q ≥ 1, and otherwise,
SS(Cp,Cq) ) FSS(Cp,Cq) ) K(Cp,Cq) (Theorem 4.5). Similar coincidence results
are established for positive operators (Theorems 4.9 and 4.10). Although the dual
of a strictly singular operator need not be strictly singular, Corollary 4.3 shows that
T ∈ SS(Z) if and only if T ∗ ∈ SS(Z∗) whenever Z is Cp (1 < p 6∞), or Z = Lp(τ)
(1 < p <∞, τ is a finite trace on a hyperfinite von Neumann algebra). We show this
result fails when Z = C1. Finally, we prove that, for a Banach space Z, T ∈ B(C1, Z)
is Dunford-Pettis iff its restriction to every copy of ℓ2 is compact (Proposition 4.11).
Finally, in Section 5 (Theorem 5.1), we show: if Z is either Cp(H) (1 6 p 6 ∞,
H is a Hilbert space), or Lp(τ) (1 < p < ∞, τ is a normal faithful finite trace on a
hyperfinite von Neumann algebra), and T, S ∈ SS(Z), then TS ∈ K(Z).
Note that, in the companion paper [28], we study the same ideals of operators
acting on C∗-algebras. Among other things, we prove an analogue of Theorem 2.6:
an operator on a C∗-algebra is strictly singular if and only if it preserves either a
copy of c0, or a copy of ℓ2. We also use inclusion and coincidence of operator ideals
to describe algebraic properties of C∗ and von Neumann algebras. Here is a sample
result: for a von Neumann algebra A, FSS(A) = SS(A) = IN (A) =WK(A) if and
only if A is of finite type I. Otherwise, these classes are different.
Throughout the paper, we adhere to the standard Banach space terminology. The
word “subspace” refers to a closed infinite dimensional subspace, unless specified
otherwise. We denote the unit ball of a normed space X by B(X). The term ℓp-
basis is used as a shorthand for “a sequence equivalent to the canonical basis of ℓp.”
We say that an operator T : X → Y preserves (or fixes) a Banach space Z if X
contains a subspace Z, isomorphic to E, so that T |E is an isomorphism.
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2. Non-commutative Lp: continuous case
The main goal of this section is to describe strictly singular operators on non-
commutative Lp spaces, and then to specialize to positive operators. In the commu-
tative setting, such a characterization was obtained in [46], and then generalized in
[40, 45]. To achieve our goal, we need to analyze sequences in Lp(τ).
2.1. Unconditional Subsequence Property. We say that a Banach space has
the Unconditional Sequence Property (USP) if every weakly null seminormalized
sequence contains an unconditional subsequence.
Bellow we will show that a non-commutative Lp(τ) corresponding to a hyperfinite
von Neumann algebra with a faithful finite normal trace has the USP.
Proposition 2.1. Suppose A, τ , and p are as in Theorem 2.6. Then any separable
subspace of Lp(τ) (1 ≤ p < ∞) is contained in a subspace with an unconditional
FDD. Consequently, if A is separably acting, then Lp(τ) has an unconditional FDD.
Remark 2.2. By [48, Lemma 1.8], for a von Neumann algebra A with a normal
faithful semifinite trace τ , the following are equivalent: (i) A is separably acting,
(ii) A has a separable predual, and (iii) L2(τ) is separable. Consequently, these
statements are equivalent to Lp(τ) being separable, for any (equivalently, all) p ∈
[1,∞).
Proof. If A is a hyperfinite von Neumann algebra, it contains a net (Aα) of fi-
nite dimensional von Neumann subalgebras, ordered by inclusion, so that A is the
weak∗-closure of ∪αAα. The conditional expectations Qα : A → Aα are completely
contractive, and satisfy QαQβ = QβQα = Qα whenever α 6 β. By [33, Theorem
3.4], Qα extends to a completely contractive map from Lp(τ) to Lp(τα), where τα is
the restriction of τ to Nα, and Lp(τ) is the norm closure of ∪αLp(τα).
Now suppose (xk) is a dense subset of a subspace X ⊂ Lp(τ). Then there exists
an increasing sequence (αk) so that maxj6k dist(xj ,Aαk) < 4
−k for any k. Now
define A′ as the weak∗ closure of ∪kAαk in A, and let τ
′ be the restriction of τ to
A′. As noted in the proof of [33, Theorem 3.4], Lp(τ
′) = ∪kLp(ταk), and this space
contains X. By [34, Section 7] (or [36]), the subspaces Lp(ταk) ∩ kerQαk−1 form an
unconditional FDD.
Theorem 2.1, combined with [23, Theorem 1.g.5], [23, Proposition 1.a.12], and the
fact that every normalized block sequence of an unconditional basis is unconditional
imply the following.
Corollary 2.3. Suppose τ is a normal faithful semifinite trace on a hyperfinite von
Neumann algebra A. Then, for 1 < p <∞, Lp(τ) has the USP.
The USP of commutative Lp spaces (1 < p <∞) is well known, and follows from
the unconditionality of the Haar basis. It was proved in [19] that L1(0, 1) fails the
USP. In the case of non-commutative L1, we have the following.
Proposition 2.4. Let τ be a normal faithful semifinite trace on a von-Neumann
algebra A. Then L1(τ) has USP if and only if A is atomic of type I.
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Proof. If A is not atomic of type I then L1(τ) contains a complemented copy of
L1(0, 1) by [26, Theorem 1.5.3], and, therefore, it fails the USP. Otherwise, L1(τ)
has the USP since it can be written as
∑
i(C1(Hi))ℓ1 , where Hi is a Hilbert space.
Question 2.5. Suppose τ is a normal faithful semifinite trace on a von Neumann
algebra A, and 1 < p <∞. Does Lp(τ) have the USP?
Note that, in the general case, Theorem 2.1 can no longer be used to prove that
Lp(τ) has the USP: by [20, Theorem 2.19], Lp(τ) may fail the Approximation Prop-
erty (hence it cannot have the unconditional FDD).
2.2. Characterization of strictly singular operators. The main result of this
subsection is:
Theorem 2.6. Suppose 1 < p < ∞, τ is a faithful normal finite trace on a von
Neumann algebra A, so that Lp(τ) has Unconditional Subsequence Property. For
T ∈ B(Lp(τ)), the following statements are equivalent:
(1) T is not strictly singular.
(2) Lp(τ) contains a subspace E, isomorphic either to ℓp or ℓ2, so that T |E is an
isomorphism, and both E and T (E) are complemented.
Throughout, we assume p 6= 2, and τ(1) = 1. The implication (2) ⇒ (1) is
clear. Proving (1)⇒ (2) is easy for 2 < p <∞, due to Kadec-Pelczynski dichotomy
(see e.g. [38, Theorem 0.2]): any subspace of Lp(τ) contains a further subspace E,
isomorphic to either ℓp or ℓ2, and complemented in Lp(τ). In fact, for 2 < p < ∞
our conclusion remains true even for any normal faithful semifinite trace τ on a von
Neumann algebra A (not necessarily hyperfinite). Below, we use some ideas from
[46] to tackle the case of 1 < p < 2.
The following lemma can be deduced from Rosenthal’s characterization of ℓ1-bases.
We present an easy proof for the sake of completeness.
Lemma 2.7. A seminormalized unconditional sequence in a Banach space is either
weakly null, or contains a subsequence equivalent to ℓ1. Consequently, any uncondi-
tional basic sequence in a reflexive space is weakly null.
Proof. Suppose a normalized sequence (xn), with an unconditional constant C, is
not weakly null. Passing to a subsequence, we find a norm one x∗ ∈ X∗ so that
|x∗(xn)| > c > 0 for every n. For any finite sequence (αn) let ωn = sgn(αn)
|x∗(xn)|
x∗(xn)
.
Then ∑
n
|αn| > ‖
∑
n
αnxn‖ > C
−1‖
∑
n
αnωnxn‖
≥ C−1|x∗(
∑
n
αnωnxn)| > cC
−1
∑
n
|αn|.
Thus, (xn) is equivalent to the ℓ1-basis.
Proposition 2.8. If 1 < p < 2, then any sequence in Lp(τ), equivalent to the
ℓ2-basis, has a subsequence whose linear span is complemented.
Proof. Suppose (xn) is a sequence, equivalent to the ℓ2-basis. By the Hahn-Banach
Theorem, Lq(τ) (here, as before, 1/p+1/q = 1) contains a bounded seminormalized
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sequence (yn). By passing to a subsequence, we may assume yn → y weakly. Note
that, for any n, y(xn) = limm ym(xn) = 0, hence the sequence zn = yn − y is weakly
null, and biorthogonal to (xn). By passing to a further subsequence, and using
the non-commutative Kadec-Pelczynski dichotomy [38, Theorem 5.4], we assume
that (zn) is equivalent either to the ℓ2-basis, or to the ℓq-basis, and complemented.
The latter, however, is impossible. Indeed, suppose there exists a constant C so
that, for every sequence (αi), C
−1(
∑
i |αi|
2)1/2 6 ‖
∑
i αixi‖ 6 C(
∑
i |αi|
2)1/2, and
C−1(
∑
i |αi|
q)1/q 6 ‖
∑
i αizi‖ 6 C(
∑
i |αi|
q)1/q. In particular, for any m,
Cm1/q ≥ ‖
m∑
i=1
zi‖ = sup
‖x‖p61
|(
m∑
i=1
zi)(x)|
> |(
m∑
i=1
zi)(C
−1m−1/2
m∑
i=1
xi)| = C
−1m1/2,
which fails for sufficiently large values of m.
Thus, (zn) is equivalent to the ℓ2-basis, and there exists a projection P from
Lq(τ) onto Z = span[zn : n ∈ N]. Note that the restriction of P
∗ onto X =
span[xn : n ∈ N] is an isomorphism. Indeed, for any sequence (αn) ∈ ℓ2, we have
‖
∑
n αnxn‖ ∼ (
∑
n |αn|
2)1/2. Furthermore, let z = (
∑
n |αn|
2)−1/2
∑
n αnzn. Then
Pz = z, and ‖z‖ . 1, hence
‖P ∗(
∑
n
αnxn)‖ & ‖(P
∗(
∑
n
αnxn))(z)‖ = ‖(
∑
n
αnxn)(Pz)‖ & (
∑
n
|αn|
2)1/2.
To complete the proof, note that U−1P ∗ is a bounded projection onto X where by U
we denoted the restriction of P ∗ onto X = span[xn : n ∈ N], viewed as an operator
into ranP ∗.
Suppose τ is a normal faithful semifinite trace on a von Neumann algebra A. We
say that K ⊂ Lp(τ) is p-equiintegrable if limα suph∈K ‖eαheα‖p = 0 for every net of
projections (eα), converging (weakly) to 0 (see e.g. [44, Section II.2] for a discussion
on various modes of convergence). By [38, Section 4], the following are equivalent:
(1) K is p-equiintegrable.
(2) limn suph∈K ‖enhen‖p = 0 for every sequence of projections (en), converging
(weakly) to 0.
(3) limα suph∈K ‖xαhyα‖p = 0 if the nets of positive operators (xα) and (yα)
converge to 0 weak∗.
The following result seems to be folklore.
Lemma 2.9. Suppose K is p-equiintegrable. Then for every ε > 0 there exists
δ > 0 such that supf∈K max{‖ef‖, ‖fe‖} < ε whenever e is a projection of trace not
exceeding δ.
Remark 2.10. If τ is finite, then a sequence of projections (en) converges weakly
to 0 if and only if lim τ(en) = 0. In this setting, the above lemma shows that K is p-
equiintegrable if and only if it is (in the terminology of [38]) K is p-biequiintegrable.
If τ is not finite, p-equiintegrability need not imply p-biequiintegrability.
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Proof. Note that, if (en) is a sequence of projections, and limn τ(en) = 0, then en → 0
weak∗. Indeed, otherwise, by passing to a subsequence, we can find x ∈ L1(τ) and
c > 0, so that |τ(xen)| > c for any n. By polarization, we can assume that x > 0.
Denote by µx(t) the generalized singular value function of x. Then (see e.g. [11])
‖x‖1 =
∫
µx(t) dt, and τ(xen) 6
∫ τ(en)
0 µx(t) dt. The latter converges to 0, leading
to a contradiction.
Find δ so that supf∈K ‖rfr‖ < ε/4 whenever r is a projection with τ(r) < 2δ.
If τ(e) < δ, denote by e′ the range projection of fe. Clearly, τ(e′) 6 τ(e). Let
r = e ∨ e′. Then τ(r) 6 τ(e) + τ(e′) < 2δ, hence ‖rfr‖ < ε for f ∈ K. However,
fe = e′fe = e′(rfr)e, hence ‖fe‖ 6 ‖rfr‖ < ε. An estimate for ‖ef‖ is obtained
similarly.
Proof of Theorem 2.6. It remains to establish (1) ⇒ (2) for 1 < p < 2. Suppose
T ∈ B(Lp(τ)) is not strictly singular – that is, it fixes a subspace X. To show that
T is an isomorphism on E ⊂ X, so that E is isomorphic to either ℓp or ℓ2, and both
E and T (E) are complemented, we consider two cases separately: (1) B(X) is not
p-equiintegrable (then E ∼ ℓp); (2) B(X) is p-equiintegrable (then E ∼ ℓ2).
Case 1. Let B(X) be not p-equiintegrable. By [38, Theorem 5.1], X contains a
complemented subspace Y , isomorphic to ℓp. Denote by (fn) an ℓp-basis in Y . (Tfn)
is an ℓp-basic sequence, hence, by [38, Theorem 5.1] again (or by [37]), there exists
a normalized block sequence hk =
∑
j∈Ik
αjTfj, whose linear span is complemented
in Lp(τ). By [23, Proposition 2.a.1], the linear span of the vectors gk = T
−1hk =∑
j∈Ik
αjfj is complemented in span[fn : n ∈ N], hence also in Lp(τ).
Case 2. Suppose B(X) is p-equiintegrable. By Corollary 2.3, X contains a normal-
ized unconditional basic sequence (fn). We shall use fn’s to produce the following
sequence (gn):
(1) ‖gn‖p ∈ [1/2, 2].
(2) supn ‖gn‖∞ <∞.
(3) The sequence (gn) is weakly null in both Lp(τ) and L2(τ).
(4) (gn) is equivalent to an orthonormal basis in ℓ2, in both Lp(τ) and L2(τ).
(5) (Tgn) is equivalent to the ℓ2-basis.
Without loss of generality, we assume ‖fn‖p = 1 for every n. Set c = infn ‖Tfn‖,
and fix ε ∈ (0,min{1/40, c/(8‖T‖)}). The sequence (fn) is p-equiintegrable, hence
there exists δ > 0 such that max{‖efn‖p, ‖fne‖p} < ε whenever e is a projection of
trace not exceeding δ. Let M = δ−1 + 1. Write fn = un|fn|, where un is a partial
isometry from (ker fn)
⊥ onto ran fn. Let φ(t) =
{
t t 6 M
0 t > M
, and f˜n = unφ(|fn|).
Note that ‖fn−f˜n‖p < ε. Indeed, consider the spectral projection rn = χ(M,∞)(|fn|).
Then 1 = ‖|fn|‖
p
p > Mpτ(rn), hence τ(rn) < δ. By our choice of δ, ‖fnrn‖p =
‖|fn|rn‖p < ε. Therefore, the Lp(τ) norm of fn− f˜n = un(|fn| − φ(|fn|)) = un|f |nrn
is less than ε.
Passing to a subsequence, we can assume f˜n → f weakly. Then f˜n − fn → f
weakly as well, hence ‖f‖ 6 lim inf ‖f˜n − fn‖ < ε. Spectral calculus allows us
to pick projections q1 and q2, so that τ(q
⊥
1 ), τ(q
⊥
2 ) < δ, f = q1fq2 + q
⊥
1 fq
⊥
2 , and
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N = ‖q1fq2‖ <∞. Let gn = q1(f˜n − f)q2. Then
fn − gn = q
⊥
1 fn + q1fnq
⊥
2 + q1(f − f˜n)q2 + q1fq2.
The fact that τ(q⊥1 ), τ(q
⊥
2 ) < δ leads to
‖fn − gn‖p 6 ‖q
⊥
1 fn‖p + ‖q1fnq
⊥
2 ‖p + ‖q1(f − f˜n)q2‖p + ‖q1fq2‖p < 4ε,
and therefore, ‖gn‖p ⊂ [1 − 4ε, 1 + 4ε] ⊂ [1/2, 2]. We also have ‖gn‖∞ 6 ‖f˜n‖ +
‖q1fq2‖ 6 M +N . By Ho¨lder’s Inequality,
1
2
6 ‖gn‖p 6 ‖gn‖2 6 ‖gn‖
p/2
p ‖gn‖
1−p/2
∞ 6 2
p
2 (M +N)1−
p
2 .
Note that gn → 0 weakly in Lp(τ). That is, for any x
∗ ∈ Lq(τ) (1/p + 1/q = 1),
limn x
∗(gn) = 0. As L2(τ) = Lq(τ) ∩ L2(τ)
‖·‖2
, gn → 0 weakly in L2(τ) as well.
Therefore, by passing to a subsequence several times, and applying Proposition 2.1,
we can assume that the sequence (gn) is unconditional, both in Lp(τ) and in L2(τ).
In L2(τ), (gn) is equivalent to an orthonormal basis, hence, for any finite sequence
of scalars (αn),
(2.1) ‖
∑
n
αngn‖p 6 ‖
∑
n
αngn‖2 ∈
[
C1
(∑
i
|αi|
2
)1/2
, C2
(∑
i
|αi|
2
)1/2]
(C1 and C2 are positive constants). On the other hand, by unconditionality, there ex-
ists a constant C3 so that, for any sequence (αn), ‖
∑
n αngn‖p > C3Ave±‖
∑
n±αngn‖p
(we are averaging over all possible signs). However, Lp(τ) has cotype 2, hence
Ave±‖
∑
n
±αngn‖p > 2C4
(∑
n
|αn|
2‖gn‖
2
p
)1/2
> C4
(∑
n
|αn|
2
)1/2
,
for some C4, and therefore, ‖
∑
n αngn‖p > C3C4
(∑
n |αn|
2
)1/2
. Together with (2.1),
this shows that (gn) ⊂ Lp(τ) is equivalent to the ℓ2-basis.
Next show that the sequence (Tgn) is equivalent to the ℓ2-basis. We have
‖Tgn‖p > ‖Tfn‖p − ‖T‖‖fn − gn‖p > c− 4ε‖T‖ >
c
2
.
The sequence (Tgn) ⊂ Lp(τ) is weakly null, hence, by passing to a further subse-
quence, we can assume it is unconditional. Combining unconditionality with the
cotype 2 property of Lp(τ), we conclude the existence of a constant C5 so that, for
any finite sequence of scalars (αn), ‖
∑
n αnTgn‖ > C5(
∑
n |αn|
2)1/2. On the other
hand, ‖
∑
n αnTgn‖ 6 ‖T‖‖
∑
n αngn‖ 6 C6(
∑
n |αn|
2)1/2, for some constant C6.
By Proposition 2.8, we can assume that T is an isomorphism on a complemented
subspace Y , isomorphic to ℓ2. Using Proposition 2.8 again, we can assume that T (Y )
is complemented as well.
The proof of Theorem 2.6 can be modified to yield the following:
Theorem 2.11. Suppose τ1, τ2 are finite traces on hyperfinite von Neumann alge-
bras, and p1, p2 ∈ (1,∞) are distinct, with either p1 > 2, or p2 > p1. Then, for T
in B(Lp1(τ1), Lp2(τ2)), the following statements are equivalent: (i) T is not strictly
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singular; (ii) T is an isomorphism on E, where E is isomorphic to ℓ2, and both E
and T (E) are complemented.
Note that the statement of this theorem cannot be extended to the case of 1 <
p2 < p1 < 2, even in the commutative setting: it is well known that, in this case,
Lp2(0, 1) contains an uncomplemented copy of ℓp1 .
Sketch of a proof. We follow the proof of Theorem 2.6, preserving the notation. Sup-
pose T ∈ Lp1(τ1)→ Lp2(τ2) is an isomorphism on a subspace X ⊂ Lp1(τ1), and show
that Lp1(τ1) contains a subspace E, isomorphic to ℓ2, so that E and T (E) are com-
plemented in Lp1(τ1) and Lp2(τ2), respectively.
First consider the case of p1 > 2. By passing to a subspace, we can assume
that X is isomorphic to either ℓp1 or ℓ2, and complemented. But Lp2(τ2) cannot
contain a copy of ℓp1 . Indeed, for p2 > 2, [38, Proposition 5.4] shows that every
unconditional sequence in Lp2(τ) contains a subsequence equivalent to either the
ℓ2-basis, or the ℓp2-basis, which are both different from the ℓp1-basis. For p2 6 2,
we know (see e.g. [34]) that Lp2(τ2) has cotype 2, while ℓp1 does not. So, we can
assume X is complemented, and isomorphic to ℓ2. If p2 > 2, then Lp2(τ2) has type 2
[34], hence, by Maurey Extension Theorem (see e.g. [10, Theorem 12.22]), T (X) is
complemented in Lp2(τ2) (thus, we can take E = X). For p2 < 2, we use Proposition
2.8 to obtain E ⊂ X with the desired properties.
Now suppose 1 < p1 < 2 6 p2 < ∞, and p1 6= p2. Then T (X) contains either a
copy of ℓ2, or a copy of ℓp2 . However, ℓp2 cannot embed into Lp1(τ1), hence, passing
to a subspace, we can assume that X is isomorphic to ℓ2. By Maurey Extension
Theorem, any copy of ℓ2 in Lp2(τ2) is complemented. Proposition 2.8 allows us to
find a subspace E ⊂ X, complemented in Lp1(τ1).
In the case of 1 < p1 < p2 6 2, note first that B(X) is p1-equiintegrable. Indeed,
otherwise X contains a copy of ℓp1 . However, Lp2(τ2) cannot contain a copy of ℓp1 ,
since the former space has type p2, and the latter does not.
Now find a normalized unconditional basic sequence (fn) in B(X), and use it (as
in Theorem 2.6) to obtain a sequence (gn) in Lp1(τ1) so that: (1) ‖gn‖p1 ∈ [1/2, 2].
(2) supn ‖gn‖∞ <∞. (3) The sequence (gn) is weakly null in both Lp1(τ) and L2(τ).
(4) (gn) is equivalent to an orthonormal basis in ℓ2, in both Lp1(τ) and L2(τ). (5)
(Tgn) is equivalent to the ℓ2-basis.
In a similar manner we prove:
Proposition 2.12. Suppose ∞ > p1 > 2 > p2 > 1, and τ1, τ2 are finite traces on hy-
perfinite von Neumann algebras. Then SS(Lp1(τ1), Lp2(τ2)) = K(Lp1(τ1), Lp2(τ2)).
Clearly the conclusion fails if p1 and p2 are “on the same side of 2”. Indeed, if
p1, p2 > 2, and p1 6= p2, then Lp1 (Lp2) contains a complemented copy of ℓ2 (resp.
ℓp2), and the formal identity from ℓ2 to ℓp2 is strictly singular, but not compact.
The case of p1, p2,6 2 and p1 6= p2 can be handled similarly. However, if we restrict
ourselves to positive operators, more can be said, see Theorem 2.13.
Proof. Consider a non-compact T ∈ B(Lp1(τ1), Lp2(τ2)). Then there exists a weakly
null sequence (xk) in Lp1(τ2) so that (Txk) is not null. By passing to a subse-
quence if necessary, we can assume that the sequences (xk) and (Txk) are uncon-
ditional, and infk ‖Txk‖ > 0. By [38, Proposition 5.4], by passing to a further
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subsequence if necessary, we can assume that (xk) is equivalent to either the ℓ2-
basis, or the ℓp1 basis. In particular, there exists a constant c1 so that the inequality
‖
∑
k αkTxk‖p1 6 c1
(∑
k |αk|
2
)1/2
holds for any finite sequence of scalars (αk). On
the other hand, Lp2(τ2) has cotype 2 (see e.g. [34]), hence there exists a constant c2 so
that, for any finite sequence (αk), c2‖
∑
k αkTxk‖p2 >
(∑
k |αk|
2
)1/2
. Consequently,
‖
∑
k αkTxk‖p1 6 c1c2‖
∑
k αkTxk‖p2 , which contradicts the strict singularity of T .
2.3. Strict singularity and compactness of positive operators. For positive
operators, some results of the previous subsection can be sharpened. The proposition
below refines Proposition 2.12.
Theorem 2.13. Suppose τ1 and τ2 are normal faithful finite traces on hyperfinite
von Neumann algebras A1 and A2, respectively, and 1 < u2 6 u1 < ∞. Then
SS(Lu1(τ1), Lu2(τ2))+ = K(Lu1(τ1), Lu2(τ2))+.
Remark 2.14. In the commutative case, related results were obtained in [8, 14].
The examples from [14] show that the conclusion of Theorem 2.13 fails, even in the
commutative case, when u1 < u2. We cannot extend our theorem to the case of 1 6
u2 < u1 = ∞ either. Indeed, consider the formal identity i : L∞(0, 1) → Lu2(0, 1).
It is well known that the norms ‖ · ‖∞ and ‖ · ‖q cannot be equivalent on an infinite
dimensional subspace for q < ∞, hence i is strictly singular. However, i is not
compact, since all Rademacher functions belong to i(B(L∞)).
Theorem 2.13 also fails for u1 = u2 = 1, even in the commutative case: there
exists a positive non-compact strictly singular operator on L1. Indeed, let (rn)
∞
1 be
a Rademacher system and e be the identity. Define xn = e + rn. Set U : ℓ1 → L1
as Uδn = xn, where (δn) is the canonical basis for ℓ1. It is easy to check that U is
positive, and not compact. By Khintchine Inequality, span[e, r1, r2, . . .] is isomorphic
to ℓ2, hence the same is true for span[xn : n ∈ N]. Therefore, U is strictly singular.
The required operator is the composition of a positive projection on a copy of ℓ1
with U .
The rest of this subsection is devoted to proving Theorem 2.13. We assume that
all traces are normalized. Denote by Lp(τ)sa the self-adjoint (real) part of Lp(τ).
For the proof we need an auxiliary result.
Lemma 2.15. Suppose 2 < p < ∞, and (xk) is an unconditional self-adjoint
normalized sequence in Lp(τ), where τ is a finite normal faithful trace on a von
Neumann algebra A. Then either (xk) is equivalent to the ℓ2-basis, or there exist
n1 < n2 < . . ., and a sequence of mutually orthogonal projections pk ∈ A, so that
limk ‖xnk − pkxnkpk‖p = 0.
Proof. The proof uses a variation on a well-known “Kadec-Pelczynski” method. Our
exposition follows [43]. For c > 0, set
Mc =
{
x ∈ Lp(τ) : τ(χ(c‖x‖p,∞)(|x|)) > c
}
.
If there exists c > 0 so that xk ∈Mc for every k, then, by the proof of [43, Theorem
2.4], (xk) is equivalent to the ℓ2-basis. Otherwise, by passing to a subsequence, we
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can assume that the projections
qk = χR\(−4−k ,4−k)(xk)
satisfy two conditions:
(1) τ(q1) < 1/8, and τ(qk) < τ(qk−1)/8 for k > 1.
(2) If q is a projection with τ(q) 6 2τ(qk), then maxi<k ‖qxi‖p < 4
−(k+1) (see
[13, Theorem 4.2] to show that this can be satisfied).
Let rk = ∨j>kqj, and pk = qk ∧ r
⊥
k . We claim that
(2.2) ‖xk − pkxkpk‖p < 4
−k.
Indeed, write pk = qk − q
′
k. Then
xk − pkxkpk = (xk − qkxkqk) + q
′
kxk(qk − q
′
k) + qkxkq
′
k.
Clearly, ‖xk − qkxkqk‖p 6 ‖xkq
⊥
k ‖∞ < 8
−k. Furthermore, τ(rk) 6
∑
j>k τ(qj) <
2τ(qk+1), hence, by Kaplansky’s Formula [21, Theorem 6.1.7],
τ(q′k) = τ(qk)− τ(qk ∧ r
⊥
k ) = τ(qk ∨ r
⊥
k )− τ(r
⊥
k ) 6 1− τ(r
⊥
k ) = τ(rk) < 2τ(qk+1).
Thus, ‖q′kxk‖p = ‖xkq
′
k‖p < 4
−(k+1). Together, these inequalities give us (2.2).
Lemma 2.16. Suppose τ is a faithful normal semifinite trace on a von Neumann
algebra, and 1 6 p < ∞. Then every p-equiintegrable weakly null sequence (fn) ⊂
Lp(τ)+ is norm null. In particular, no sequence in Lp(τ)+ is equivalent to a standard
basis of ℓ2.
Proof. Consider a weakly null sequence (fj) ⊂ Lp(τ)+. Then limn τ(fj) = 0. The
case of p = 1 is the easiest to handle: ‖fj‖1 = τ(fj)→ 0.
Now let 1 < p < ∞. Suppose, for the sake of contradiction, that (fj) is not a
norm null sequence. Without loss of generality assume that (fj) is normalized. Fix
0 < c < 1. Since (fn) is p-equiintegrable, by Lemma 2.9 there exists C > 0 so that,
for any j, ‖fj − wj‖p < c, where wj = ϕC(fj) (the function ϕC(t) is defined as
min{t, C}). By Ho¨lder Inequality, ‖wj‖p 6 ‖wj‖
1/p
1 ‖wj‖
1−1/p
∞ , hence
τ(fj) ≥ τ(wj) = ‖wj‖1 > ‖wj‖
p
p‖wj‖
1−p
∞ > (1− c)
pC1−p.
This contradicts limj τ(fj) = 0.
Proof of Theorem 2.13. We have to show that any strictly singular positive T ∈
B(Lu1(τ1), Lu2(τ2)) is compact. The case of u2 6 2 6 u1 follows from Proposition
2.12, so only the case of u1 and u2 being “on the same side of 2” remains. Throughout
the proof, for s ∈ {1, 2}, we write vs = us/(us − 1) (that is, 1/us + 1/vs = 1). Then
v2 > v1.
First consider 2 6 u2 6 u1 < ∞. Without loss of generality, we can assume
‖T‖ 6 1. Suppose, for the sake of contradiction, that T (or equivalently, T ∗) is not
compact. Note that T maps Lu1(τ1)sa into Lu2(τ2)sa. Then there exists a weakly
null normalized sequence (xk) in Lu1(τ1)sa, so that ‖Txk‖ > 6c > 0 for any k. By
passing to a subsequence twice, and invoking Corollary 2.3, we can assume that the
sequences (xk) and (Txk) are unconditional. Furthermore, by [38, Proposition 5.4],
(xk) ((Txk)) is equivalent either to the ℓ2-basis, or to the ℓu1-basis (respectively,
either to the ℓ2-basis, or to the ℓu2-basis). As T is bounded, and strictly singular,
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only one possibility is open to us: (xk) and (Txk) are equivalent to the ℓ2-basis, and
the ℓu2-basis, respectively.
Applying Lemma 2.15 (and passing to a subsequence again if necessary), we con-
clude that there exist mutually orthogonal projections pk so that ‖Txk − yk‖ <
100−kc, where yk = pk(Txk)pk. Find a sequence of positive norm one elements zk ∈
L∗u2(τ2) = Lv2(τ2), so that zk = pkzkpk for any k, and |τ2(zkyk)| > ‖yk‖/2 > 5c/2.
Then, by passing to a subsequence, we may assume that the inequality
‖T ∗zj‖ ≥
∣∣τ1((T ∗zj) · xj)∣∣ = ∣∣τ2(zj · Txj)∣∣
≥
∣∣∣|τ2(zjyj)| − |τ2(zj · (Txj − yj)|
∣∣∣ > 2c
holds for any j. Note that the sequence (zj) is equivalent to the ℓv2-basis, hence
weakly null. The sequence (T ∗zj) is weakly null as well. By passing to a subse-
quence if necessary, we can assume (T ∗zj) is unconditional. This sequence has no
subsequences equivalent to the ℓv1-basis. Indeed, if there existed such a subsequence,
then T would not be strictly singular (v1 = v2), or bounded (v2 > v1). By [38, The-
orem 5.3], (T ∗zj) is v1-equiintegrable. This contradicts Lemma 2.16.
Now suppose 1 < u2 6 u1 6 2. Consider T ∈ SS(Lu1(τ1), Lu2(τ2))+. Note
that Lu1(τ1)
∗ = Lv1(τ1) is subprojective (that is, any infinite dimensional subspace
X ⊂ Lv1(τ1) contains a further infinite dimensional subspace Y , complemented in
Lv1(τ1)), hence, by [1, Theorem 7.54(ii)], T
∗ is strictly singular. By the above, T ∗ is
compact, hence so is T .
3. Operators on Schatten-Lorentz spaces
In this section, we consider operators on Schatten spaces CE , where E = l(w, p) is
a Lorentz space (defined in Section 1). For more information, the reader is referred
to [23, Section 4.e]. In particular, we will often use [23, Proposition 4.e.3]: l(w, p) is
saturated with complemented block subspaces, isomorphic to ℓp.
Theorem 3.1. For T ∈ B(Cl(w,p)), the following statements are equivalent:
(1) There exists a subspace E of Cl(w,p), isomorphic to either ℓ2 or ℓp, so that
T |E is an isomorphism, and both E and T (E) are complemented.
(2) T is not strictly singular.
(3) T is not inessential.
The following lemmas may be known, but we haven’t been able to find them in
the literature.
Lemma 3.2. Suppose X and Y are Banach spaces, and X0 is a complemented
subspace of X isomorphic to ℓp (1 6 p <∞) or c0. Suppose, furthermore, that T is
an isomorphism from X0 onto Y0 ⊂ Y , and Y0 contains a subspace Y1, complemented
in Y . Then X0 contains a subspace E, isomorphic to ℓp (or c0), so that both E and
T (E) are complemented.
Sketch of a proof. We work with ℓp spaces, since the case of c0 is handled similarly.
Let (xj) be a basis in X0, equivalent to the ℓp-basis. Then, the vectors yj = T (xj)
form a basis in Y0, once again equivalent to the ℓp-basis. Let κ be the basis constant
of (yj), and εk = (2+ 2κ)
−110−k (k ∈ N). By the “gliding hump” argument (cf. the
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proof of [23, Proposition 1.a.11]), there exists a normalized sequence (vk), of the form
vk =
∑Nk+1
j=Nk+1
αjyj, so that, for any k, there exists v
′
k ∈ Y1, satisfying ‖vk−v
′
k‖ < εk.
By [23, Section 2.a], F = span[vk : k ∈ N] is complemented in Y0, and isomorphic
to ℓp. By the Small Perturbation Principle, F
′ = span[v′k : k ∈ N] is complemented
in Y0. Combining the projections from Y onto Y1, and from Y1 ⊂ Y0 onto F
′, we
see that F ′ is complemented in Y . Another application of the Small Perturbation
Principle shows that F is complemented in Y as well. The space E = T−1(F ) is
spanned by the vectors
∑Nk+1
j=Nk+1
αjxj , forming a block basis in X0. Thus, E is
complemented in X0, hence also in X.
Lemma 3.3. Any subspace E of ℓ2 ⊕ l(w, p) contains a further subspace F , which
is isomorphic either to ℓ2 or ℓp, and complemented in ℓ2 ⊕ l(w, p).
Proof. For the sake of brevity, let X = ℓ2 and Y = l(w, p). Denote by PX and PY
the canonical projections from X ⊕ Y onto X and Y , respectively.
Suppose first that E contains a subspace G so that PX |G is an isomorphism. Then
G is a Hilbert space. Moreover, G is complemented in X ⊕ Y . Indeed, let Q be the
orthogonal projection from X onto PX(G). Then P = P
−1
X PPX is a projection onto
G.
Now suppose PX |E is strictly singular. Then E contains a subspace G, so that
PX |G is compact, and has norm less than 1/2. Then PY |G is an isomorphism. G
′ =
PY (G) is a closed subspace of Y , hence it must contain a subspace F
′, isomorphic
to ℓp, and complemented in Y by a projection Q. Then F = P
−1
Y (F
′) ⊂ G ⊂ E is
isomorphic to ℓp, and complemented in X⊕Y (one can use the projection P
−1
Y QPY ).
Proof of Theorem 3.1. The implications (1) ⇒ (3) ⇒ (2) are clear. It remains to
establish (2)⇒ (1). For the sake of brevity, set E = l(w, p).
Suppose T is not strictly singular – that is, T fixes X ⊂ CE . [27] shows that,
by passing to a subspace if necessary, we can assume that X embeds into a com-
plemented copy of ℓ2 ⊕ E . By Lemma 3.3, we can furthermore assume that X is
complemented, and isomorphic to either ℓ2 or ℓp. An application of Lemma 3.2
finishes the proof.
Remark 3.4. One can similarly prove that for any T ∈ B(Cw1,p1 ,Cw2,p2) (p1 6= p2),
T is not strictly singular iff T fixes E, isomorphic to ℓ2, so that both E and T (E)
are complemented.
Next we show that, on Schatten-Lorentz spaces, the ideals of compact, strictly
singular, and finitely strictly singular operators need not coincide.
Proposition 3.5. Suppose 1 6 p1, p2 < ∞. If either p1 < max{2, p2}, or p2 > 2,
then
K(Cl(w1,p1),Cl(w2,p2)) ( FSS(Cl(w1,p1),Cl(w2,p2)) ( SS(Cl(w1,p1),Cl(w2,p2)).
Note that the above conditions on p1 and p2 fail if and only if p1 > 2 > p2. This
result is sharp, as shown by Theorem 4.5 in the case when w1(k) = w2(k) = 1 for
every k.
For p1 = p2 = p, Proposition 3.5 yields:
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Corollary 3.6. If p ∈ [1,∞)\{2}, then FSS(Cl(w1,p),Cl(w2,p)) ( SS(Cl(w1,p),Cl(w2,p)).
The case of p = 2 is excluded for a reason. Suppose, for instance, that w1(k) =
w2(k) = 1, for every k. Then the spaces Cl(w1,2) and Cl(w2,2) are isometric to ℓ2, and
we know that SS(ℓ2) = FSS(ℓ2) = K(ℓ2).
The following lemma (needed to prove Proposition 3.5) may be of independent
interest.
Lemma 3.7. For 1 6 p < ∞, Cl(w,p) contains a complemented isomorphic copy of
ℓp(ℓ2).
Proof. We view ℓp(ℓ2) as the space of all sequences (cij), with
‖(cij)‖ =
(∑
i
(∑
j
|cij |
2
)p/2)1/p
.
For brevity, set E = l(w, p). To show that CE(N × N × N) contains a complemented
copy of ℓp(ℓ2), consider a normalized block sequence (uk) ⊂ E , equivalent to the
ℓp-basis, and complemented in E via a projection Q (the existence of such (uk) is
guaranteed by [23, Proposition 4.e.3]). Write uk =
∑Nk+1
s=Nk+1
αsδs, where (δs) is the
canonical basis for l(w, p). Without loss of generality, assume αs > 0. Consider
X = span[Ekk⊗E1j⊗vk : k, j ∈ N] ⊂ CE(N×N×N)], where vk =
Nk+1∑
s=Nk+1
αsEss ∈ CE .
Then the map
T : ℓp(ℓs)→ X : (ckj)k,j∈N 7→
∑
k,j
ckjEkk ⊗ E1j ⊗ vk
is an isomorphism. Indeed,(
T ((ckj)k,j∈N)
)(
T ((ckj)k,j∈N)
)⋆
=
∑
k
Ekk ⊗
(∑
j
|ckj|
2E11
)
⊗ vkv
⋆
k,
hence
‖T ((ckj)k,j∈N)‖E = ‖
∑
k
Ekk ⊗
(∑
j
|ckj|
2
)1/2
E11 ⊗ vk‖
= ‖
∑
k
(∑
j
|ckj |
2
)1/2
uk‖ ∼ ‖(ckj)‖ℓp(ℓ2).
To define the projection onto X, note first that, for any symmetric sequence space
E , the space
Y = span[Ekk ⊗ E1j ⊗ Ess : k, j, s ∈ N] ⊂ CE(N ×N× N)
is contractively complemented in CE(N × N× N), via the projection Qd ⊗Qr ⊗Qd,
where Qd and Qr denote the coordinate projections from CE onto span[Ekk : k ∈ N]
and span[E1j : j ∈ N], respectively. Indeed, Qd ⊗ ICE is contractive, by a standard
“diagonalization” argument (also known as “pinching”, or “Tong’s trick”, see e.g.
the proof of [23, Proposition 1.c.8]). Furthermore, Qr ⊗ ICE is contractive: for
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x ∈ CE(N×N), Qr⊗ICEx = px, where p is the orthogonal projection onto span[ek⊗e1],
((es) being the canonical basis for ℓ2). Therefore,
Qd ⊗Qr ×Qd = (Qd ⊗ ICE ⊗ ICE )(ICE ⊗Qr ⊗ ICE )(ICE ⊗ ICE ⊗Qd)
is contractive as well.
Next construct a projection P from Y onto X. Let R be a projection from l(w, p)
onto span[uk : k ∈ N]. By a “diagonalization” argument again, we can assume that
Rδs ∈ span[uk] whenever s ∈ [Nk + 1, Nk+1]. Denoting by (δ
∗
s) ∈ E
∗ the functionals
biorthogonal to (δs), we can find (as in [7]) wk =
∑Nk+1
s=Nk+1
βsδ
∗
s ∈ E
∗ so that, for
x ∈ E , Rx =
∑
k〈wk, x〉uk. Define, for (xkj) ⊂ CE ,
P
(∑
k
Ekk ⊗
∑
j
E1j ⊗ xkj
)
=
∑
k
Ekk ⊗
∑
j
E1j ⊗ 〈wk, xkj〉vk.
It remains to show that P is bounded. To this end, consider
x =
∑
k
Ekk ⊗
∑
j
E1j ⊗ xkj.
Note that (
Px
)(
Px
)⋆
=
∑
k
Ekk ⊗ E11 ⊗
∑
j
|〈wk, xkj〉|
2v2k,
hence
‖Px‖CE =
∥∥∑
k
(
∑
j
|〈wk, xkj〉|
2)1/2uk
∥∥
E
=
∥∥∑
k
(
∑
j
λkj〈wk, xkj〉)uk
∥∥
E
=
∥∥∑
k
〈wk,
∑
j
λkjxkj〉uk
∥∥
E
,
where
λkj =
〈wk, xkj〉
(
∑
j |〈wk, xkj〉|
2)1/2
(with the convention 0/0 = 0). Next identify E with E(N × N), and denote the
standard symmetric basis in the latter space by (δi ⊗ δj)i,j∈N. Then uk can be
identified with u˜k =
∑
i αiδk⊗ δi. Set w˜k =
∑
i βiδ
∗
k⊗ δ
∗
i . In this setting, there arises
a projection R˜ onto span[u˜k : k ∈ N], defined via
R˜(
∑
kj
γkjδk ⊗ δj) =
∑
k
〈w˜k,
∑
j
γkj〉u˜k.
Moreover, ‖R‖ = ‖R˜‖. For (xkj) as above, set x˜kj = δk ⊗ xkj. In other words, if
xkj =
∑
s x
(s)
kj δs, then x˜kj =
∑
s x
(s)
kj δk ⊗ δs. Then∥∥∑
k
〈wk,
∑
j
λkjxkj〉uk
∥∥
E
=
∥∥∑
k
〈w˜k,
∑
j
λkjx˜kj〉u˜k
∥∥
E(N×N)
=
∥∥R˜(∑
k
(
∑
j
λkjx˜kj)
)
‖E(N×N) 6 ‖R˜‖‖
∑
k
(
∑
j
λkjx˜kj)‖E(N×N).
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Now consider
y =
∑
k
Ekk ⊗ (
∑
j
λkj ⊗ Ej1)⊗ Iℓ2 ∈ B(ℓ2(N× N× N)).
Note that, for any k,
∑
j |λkj|
2 6 1, hence y is a contraction. Then∑
k
Ekk ⊗ E11 ⊗ (
∑
j
λkjxkj) = xy,
hence,∥∥∑
k
(
∑
j
λkjx˜kj)
∥∥
E(N×N)
=
∥∥∑
k
Ekk ⊗ E11 ⊗ (
∑
j
λkjxkj)
∥∥
CE
6 ‖x‖CE ,
which shows that P is bounded.
Proof of Proposition 3.5. First show that FSS(Cl(w1,p1),Cl(w2,p2)) is a proper subset
of SS(Cl(w1,p1),Cl(w2,p2)). Recall first (cf. [35]) that, for u < v, the formal identity
from (⊕nℓ
n
2 )u to (⊕nℓ
n
2 )v is strictly singular, but not finitely strictly singular. Now
use Lemma 3.7. If p1 < 2, then Cl(w1,p1) contains a complemented copy of (⊕nℓ
n
2 )p1 ,
and the formal identity from (⊕nℓ
n
2 )p1 to (⊕nℓ
n
2 )2 = ℓ2. In the case of p1 < p2, the
reasoning is similar, except that now, we use the formal identity from (⊕nℓ
n
2 )p1 to
(⊕nℓ
n
2 )p2 . Finally, for p2 > 2, we map (⊕nℓ
n
2 )2 = ℓ2 to (⊕nℓ
n
2 )p2 .
To distinguish between FSS(Cl(w1,p1),Cl(w2,p2)) and K(Cl(w1,p1),Cl(w2,p2)), note
that Cl(w,p) contains complemented copies of ℓ2 and ℓp. Now recall (see [41, Proposi-
tion 3.3]) that, for u < v, the formal identity from ℓu to ℓv is finitely strictly singular,
but not compact.
4. Non-commutative Lp spaces: discrete case
In this section we study some operator ideals on the spaces Cp. For this, we need
some notation. Let (ek)
∞
k=1 be the canonical basis in ℓ2. Let Pn be the orthogonal
projection from ℓ2 onto span[e1, . . . , en], and P
⊥
n = 1−Pn. For convenience, set P0 =
0. If E is a non-commutative symmetric sequence space, let Qn be the projection on
E , defined via Qnx = PnxPn. Similarly, let Rnx = P
⊥
n xP
⊥
n .
4.1. Strictly singular, compact, and weakly compact operators. In this sub-
section we study when the operator ideals, introduced in Section 1, coincide. We
begin by establishing:
Corollary 4.1. Suppose the Banach space X satisfies one of two conditions:
(i) X = Cp, with 1 6 p <∞.
(ii) X = Lp(τ), where 1 < p < ∞, and τ is a normal faithful finite trace on a
hyperfinite von Neumann algebra.
Then, for T ∈ B(X), the following statements are equivalent:
(1) T is not strictly singular.
(2) T is not inessential.
(3) X contains a subspace E, isomorphic to either ℓ2 or ℓp, so that T |E is an
isomorphism, and both E and T (E) are complemented in X.
OPERATOR IDEALS 17
Proof. By [1, Theorem 7.44] any strictly singular or strictly cosingular operator is
inessential. Now suppose T ∈ B(X) is not strictly singular. By Theorems 2.6
and 3.1, there exists E ⊂ X so that E is isomorphic to either ℓ2 or ℓp, T |E is an
isomorphism, and both E and T (E) are complemented. A well-known description of
inessential operators (see e.g. [1, Section 7.1], or [31]) shows that T is not inessential.
Remark 4.2. Alternatively, one could show that, for operators on Cp, the ideals of
strictly singular and inessential operators coincide by combining [1, Theorem 7.51]
with the subprojectivity of Cp, established in [5].
Corollary 4.3. Suppose 1 < p < ∞, and X is either Cp, or Lp(τ), where τ is
a normal faithful finite trace on a hyperfinite von Neumann algebra. Then, for
T ∈ B(X), the conditions (1), (2), and (3) from Corollary 4.1 are equivalent to:
(4) T ∗ is not strictly singular.
(5) T is not strictly cosingular.
Proof. Z is reflexive, hence T ∈ IN (Z) if and only if T ∗ ∈ IN (Z∗) (see [1, Corollary
7.8]). An application of Corollary 4.1 completes the proof (4). Duality between strict
singularity and strict cosingularity (see [1, Theorem 7.53]) yields (4)⇔ (5).
Remark 4.4. In [28] we show that the same result holds for Z = C∞. Things
are different for Z = C1. Combining [47, Theorem 2.2] and [16], we conclude that
T ∗ ∈ SS(B(ℓ2)) implies T ∈ SS(C1). In contrast with Corollary 4.3, the converse
is false. Indeed, let j be a complemented embedding of ℓ2 into C1, p a projection
from C1 onto the diagonally embedded ℓ1, and q a quotient map from ℓ1 to ℓ2.
By Grothendieck’s Theorem, q is 1-summing, hence strictly singular. Thus, jqp is
strictly singular. However, (jqp)∗ = p∗q∗j∗ is not strictly singular. Indeed, q∗ is an
isometric embedding of ℓ2 into ℓ∞, p
∗ is an isometric embedding of ℓ∞ into B(ℓ2),
and j∗ : B(ℓ2)→ ℓ2 is a projection.
However, [28] shows that any T ∈ SS(C1)+ is compact, hence T
∗ is also compact,
and, consequently, strictly singular.
The ideal of cosingular operators acting on C1 sits properly between the ideals
of compact and strictly singular operators. Indeed, strictly cosingular operators are
inessential. Thus, Corollary 4.1 yields SCS(C1) ⊆ SS(C1). By [3, Theorem 2.3.1],
there exists a surjective operator T : X → Y , where X and Y are complemented
subspaces of C1 isomorphic to ℓ1 and ℓ2, respectively. Clearly, T is a strictly singular
operator. But, being surjective, T is not strictly cosingular. This implies that
S = TP ∈ SS(C1)\SCS(C1), where P is a projection from C1 onto X. Finally, there
is a strictly cosingular non-compact operator on C1. It is the canonical embedding
of ℓ1 into ℓ2 combined with a projection on a copy of ℓ1.
The following result sharpens Proposition 3.5 for Cp spaces.
Theorem 4.5. The following holds:
(1) SS(Cp,Cq) = K(Cp,Cq), if ∞ ≥ p ≥ 2 ≥ q ≥ 1,
(2) SS(Cp,Cq) ) FSS(Cp,Cq) ) K(Cp,Cq) otherwise.
Proof. Part (2) follows from Proposition 3.5 (that proposition does not cover the
case of p =∞, which can be established similarly). To tackle (1), suppose ∞ ≥ p ≥
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2 ≥ q ≥ 1, and T : Cp → Cq is not compact. Then there is a weakly null sequence
(xn) such that Txn is bounded away from 0. Indeed, by the noncompactness of
T , there exists a sequence (zn) ⊂ B(Cp), so that infn 6=m ‖Tzn − Tzm‖ > 0. By
Rosenthal’s characterization of ℓ1 (see e.g. [3, Theorem 10.2.1]), we can assume, by
passing to a subsequence if necessary, that (zn) is weakly Cauchy. Then the sequence
xn = (z2n − z2n+1)/2 has the desired properties.
First, consider p 6= ∞. Clearly, (xn) contains a basic subsequence, thus, from
[5, Theorem 3.1] by passing to a subsequence, (xn) can be considered equivalent to
either an ℓ2-basis, or an ℓp-basis. Similarly, we can assume (Txn) is equivalent to
either an ℓ2-basis, or an ℓq-basis. We recall Pitt’s theorem and the fact that q < 2
to deduce that T is an isomorphism on a copy of ℓ2. Hence the result follows.
To handle p =∞, it suffices to note that, by the proof of [5, Theorem 3.1], every
basic sequence in C∞ contains either an ℓ2-basis, or a c0-basis. The rest of the
argument proceeds similarly.
In the case of operators on C2 (which is isometric to a Hilbert space), more can
be said. Recall that a sequence space E is said to have lower 2-estimate if, for any
finite sequence of disjoint elements (xi), we have ‖
∑
i xi‖
2 > C
∑
i ‖xi‖
2, where the
constant C depends only on E .
Proposition 4.6. If a symmetric sequence space E has lower 2-estimate, then any
strictly singular operator from ℓ2 to CE is compact.
Proof. Assume that there exists a norm one T ∈ SS(ℓ2,CE)\K(ℓ2,CE). Find an
orthonormal sequence (hk) ⊂ ℓ2 so that, for any k, ‖Thk‖ > c > 0. For any n,
the range of I −Rn is isomorphic to ℓ2, hence (I −Rn)T is compact. In particular,
limk ‖(I − Rn)Thk‖ = 0. Passing to a subsequence if necessary, we can assume the
existence of k1 < k2 < . . . so that, for any k, ‖(I − Rnk)Thk‖ < 10
−kc, and ‖(I −
Qnk+1)Thk‖ < 10
−kc. Let H = span[ek : k ∈ N], and xk = (I−Rnk)(I −Qnk+1)Thk.
Then
‖xk − Thk‖ 6 ‖I −Rnk‖‖(I −Qnk+1)Thk‖ < 2 · 10
−k,
and, therefore, the operator S : H → CE : hk 7→ Thk − xk is nuclear, and, in
particular, compact. Furthermore, we can write xk = ukykvk, where uk and vk are
unitaries on the finite dimensional range of the projection Pnk+1 − Pnk , and yk is
diagonal. Let j be the canonical diagonal embedding of E into CE , Now define the
operator V : H → E : ek 7→ j
−1yk. By [15, Proposition 2.1], V is compact. However,
‖V hk‖ = ‖yk‖ = ‖xk‖ > c/2 for any k, yielding the desired contradiction.
4.2. Positive operators on Schatten spaces. Next we turn to positive operators.
Below, we keep the notation introduced after the statement of Proposition 4.6. Recall
two results from [26].
Lemma 4.7. Suppose E is a separable symmetric sequence space, not containing ℓ1,
and S : CE → Z is compact (Z is a Banach space). Then limn ‖S|Rn(CE )‖ = 0.
Proposition 4.8. Suppose E is a separable symmetric sequence space. Let (An) be a
weakly null positive sequence in CE(H), which contains no convergent subsequences.
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Then there exists c > 0 with the property that, for any ε ∈ (0, 1), there exist sequences
1 = n1 < n2 < . . . and 0 = m0 < m1 < . . ., so that infk ‖Ank‖ > c, and∑
k
‖Ank − (Pmk − Pmk−1)Ank(Pmk − Pmk−1)‖ < ε.
In particular, there exists a subsequence (Ank), equivalent to a disjoint positive se-
quence of finite dimensional operators.
These results allow us to prove a “non-commutative Pitt’s Theorem” for positive
operators.
Theorem 4.9. For 1 6 q < p <∞, B(Cp,Cq)+=K(Cp,Cq)+.
Proof. Suppose, for the sake of contradiction, that there exists a non-compact T ∈
B(Cp,Cq)+. By Lemma 4.7 infn ‖TRn‖ > 0. Then there exists a sequence (nk), and a
normalized positive sequence (xk) in Cp, so that xk = (Pnk −Pnk−1)xk(Pnk −Pnk−1),
and ‖Txk‖ > c > 0 for every k. By polarization, we can assume that xk > 0
for every k. The sequence (xk) is equivalent to the standard basis of ℓp, hence
weakly null. Therefore, the sequence (Txk) is weakly null as well. Proposition 4.8
implies the existence of k1 < k2 < . . . so that the sequence (Txkj) is equivalent to a
standard basis of ℓq. Thus, T maps an ℓp-basis to an ℓq-basis, which contradicts the
boundedness of T .
Theorem 4.10. For 1 6 p <∞, and T ∈ B(Cp)+, the following are equivalent:
(1) T is compact.
(2) T is strictly singular.
(3) There is no a subspace E ⊂ Cp, isomorphic to ℓp, so that T |E is an isomor-
phism, and both E and T (E) are complemented.
Proof. The implications (1) ⇒ (2) ⇒ (3) are trivial. To establish (3) ⇒ (1), it
suffices to show that any T ∈ B(Cp)+\K(Cp)+ fixes a copy of ℓp (then proceed as in
the proof of Proposition 3.1).
Suppose first 1 < p < ∞. Proceeding as in the proof of Theorem 4.9, we show
that T maps an ℓp-basis to an ℓp-basis, hence T is not strictly singular.
Let p = 1. Then there exists a positive seminormalized sequence (xn) such that
Txn does not contain any convergent subsequences. Since C1 is sequentially weakly
complete, see [2], by passing to a subsequence, we may assume that (xn) is ether
isomorphic to the ℓ1-basis or it is weakly convergent. The later yields (xn) is norm
convergent by [26, Theorem 1.4.3], which contradicts the way we have chosen (xn).
Similar we obtain that T (xn) is equivalent to the ℓ1-basis. Therefore, T is an iso-
morphism on a copy of ℓ1.
4.3. Dunford-Pettis operators. In this subsection, we explore the compactness
and singularity properties of Dunford-Pettis operators. To introduce the relevant
definitions, suppose X,Y are Banach spaces. T is called Z-compact (Z-strictly sin-
gular) if T |Z′ is compact (resp. strictly singular) whenever Z
′ ⊂ X is isomorphic to Z.
Clearly, Z-compactness implies Z-strict singularity. Furthermore, a Dunford-Pettis
operator is Z-compact for any reflexive Z.
In [39], H. Rosenthal proved that an operator T ∈ B(L1, Z) is Dunford-Pettis if
and only if it is ℓ2-strictly singular. The previous paragraph shows that these two
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properties are equivalent to ℓ2-compactness. Below we establish a non-commutative
version of Rosenthal’s result.
Proposition 4.11. Suppose Z is a Banach space. Then an operator T ∈ B(C1, Z)
is Dunford-Pettis if and only if it is ℓ2-compact.
Proof. Since ℓ2 is a reflexive space, any Dunford-Pettis operator is ℓ2-compact. Sup-
pose T is ℓ2-compact. Then [4, Theorem 2.2 (i)] implies that for any n ∈ N and
ε > 0 there exists N = N(n, ε) so that
‖T |span[Eij :i6n,j>N ]‖, ‖T |span[Eij :i>N,j6n]‖ < ε.
Now select a sequence 1 = u1 < v1 < u2 < . . ., so that, for any k, ‖T |Xk‖, ‖T |Yk‖ <
4−k. For convenience, let u0 = v0 = 0. Here,
Xk = span[Eij : (i, j) ∈ Ak], Yk = span[Eij : (i, j) ∈ Bk],
Ak = {(i, j) : i 6 uk, j > vk} = [1, uk]× (vk,∞),
Bk = {(i, j) : j 6 vk, i > uk+1} = (uk+1,∞)× [1, vk].
Note that the spaces Xk and Yk are isomorphic to ℓ2, hence T |Xk and TYk are
compact. Therefore, T |span[Eij :(i,j)∈∪kAk×Bk] is compact.
Moreover, C = N × N\(∪kAk × Bk) is the disjoint union of the sets Ck =
[uk−1, uk+1] × [vk−1, vk]. Then span[Eij : (i, j) ∈ C] ⊂ C1 is isomorphic to X0 =
(⊕kC
ak ,bk
1 )ℓ1 , where ak = uk+1−uk−1+1, and bk = vk−vk−1+1. As X0 is an ℓ1 sum
of finite dimensional spaces, it has the Schur property. Consequently, any operator
on X0 is Dunford-Pettis.
Let P be the coordinate projection from C1 onto span[Eij : (i, j) ∈ C], see [5,
Proposition 3]. Note that TP factors through X0, while T (1 − P ) factors through
T |span[Eij :(i,j)∈∪kAk×Bk]. Thus, both TP and T (1−P ) are Dunford-Pettis. The same
property is inherited by T = TP + T (1− P ).
Under certain conditions, every strictly singular operator is Dunford-Pettis.
Proposition 4.12. If symmetric sequence spaces E and F does not contain c0, and
SS(E ⊕ ℓ2,F ⊕ ℓ2) ⊂ DP(E ⊕ ℓ2,F ⊕ ℓ2), then SS(CE ,CF ) ⊂ DP(CE ,CF ).
Proof. Consider, for the sake of contradiction, T ∈ SS(CE ,CF )\DP(CE ,CF ). Then
there exists a weakly null sequence xn ∈ CE so that ‖Txn‖ > c > 0 for every
n. By passing to a subsequence, and using [27], we can assume that (xn) ((Txn)) is
contained in a complemented subspace ZE (ZF ) of CE (CF )), respectively, isomorphic
to either (resp. E , ℓ2, or E ⊕ ℓ2 (resp. F , ℓ2, or F ⊕ ℓ2). Let J be the embedding
of Z1 into E , and P be a projection onto Z2. Then PTJ is strictly singular, hence
Dunford-Pettis, contradicting lim supn ‖PTJxn‖ = lim supn ‖Txn‖ > c.
Corollary 4.13. Suppose a symmetric sequence space F satisfies the lower 2-estimate.
Then SS(C1,CF ) ⊂ DP(C1,CF ).
Proof. By [24, Section 1.f], F has non-trivial cotype, hence it cannot contain c0. To
finish the proof, we need to establish the inclusion
(4.1) SS(ℓ1 ⊕ ℓ2,F ⊕ ℓ2) ⊂ DP(E ⊕ ℓ2,F ⊕ ℓ2),
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and then apply Proposition 4.12. To establish (4.1), recall that ℓ1 has the Schur
Property, hence any operator from ℓ1 is Dunford-Pettis. By Proposition 4.6, any
strictly singular operator from ℓ2 to F ⊕ ℓ2 is compact, hence Dunford-Pettis.
5. Products of strictly singular operators
We apply the results of this paper to generalize a theorem from [25] to a non-
commutative setting.
Theorem 5.1. Suppose a Banach space Z is isomorphic to either Cp(H) (1 6 p 6
∞, H is a Hilbert space), or to Lp(τ) (1 < p <∞, τ is a normal faithful finite trace
on a semifinite von Neumann algebra). If T, S ∈ SS(Z), then TS is compact.
Proof. Suppose, for the sake of contradiction, that TS is not compact. Then there
exist c > 0, and a sequence (xi) ⊂ B(Z), so that inf i dist(TSxi, span[TSxj : 1 6 j <
i]) > c.
First consider the case of Z = Lp(τ), with 2 6 p <∞. We can assume that (xi) is
weakly null. Indeed, by passing to a subsequence, we guarantee that (xi) is weakly
Cauchy. Now the sequence x′i = (x2i − x2i−1)/2 lives in B(Z), and is weakly null.
An easy calculation shows that, for any i,
dist(TSx′i, span[TSx
′
j : 1 6 j 6 i−1]) >
1
2
dist(TSxi, span[TSxj : 1 6 j 6 2i−1]) >
c
2
.
Non-commutative Kadec-Pelczynski dichotomy [34] shows that any unconditional
seminormalized sequence contains a subsequence equivalent to either the ℓ2-basis, or
ℓp basis. If (xi) is equivalent to the ℓp-basis, then (Sxi) must have a subsequence
equivalent to the ℓp-basis as well, contradicting the strict singularity of S. If (xi) is
equivalent to the ℓ2-basis, then (Sxi) must have a subsequence equivalent to the ℓp-
basis, and the same holds for (TSxi), which is impossible, due to the strict singularity
of T .
The case of Z = Cp(H) (1 < p < ∞) is handled similarly. As above, we can
assume that the sequence (xi) is weakly null. By passing to a further subsequence,
we can assume that the sequences listed above are basic. Passing to a subsequence
once again, and invoking [5, Theorem 1], we can assume that each of the sequences
(xi), (Sxi), and (TSxi) is equivalent either to the ℓp-basis, or to the ℓ2-basis.
Now we turn to Z = C1(H). Applying Rosenthal’s ℓ1 theorem (see e.g. [3,
Theorem 10.2.1]) and passing to a subsequence, we can assume that, for each of the
sequences (xi), (Sxi), and (TSxi), one of the following is true: (i) the sequence is
weakly Cauchy, or (ii) the sequence is equivalent to the ℓ1-basis.
Suppose first (xi) is weakly Cauchy. Then, as above, we can assume that (xi) is
weakly null. Consequently, the sequences (Sxi) and (TSxi) are weakly null as well.
Passing to a further subsequence, we can assume that all three sequences are basic
as well. By passing to a subsequence, and invoking [5, Theorem 1], we can assume
that all three sequences listed above are equivalent to the ℓ2-basis, which contradicts
the strict singularity of T and S.
Now suppose (xi) is equivalent to the ℓ1 basis. Due to the strict singularity of
S, (Sxi) cannot be equivalent to the ℓ1-basis, hence is is weakly Cauchy. Moreover,
we can assume that (Sxi) is weakly null. Indeed, we can pass to the sequence
x′i = (x2i−x2i−1)/2, which is equivalent to the ℓ1-basis. Then (TSxi) is weakly null
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as well. Passing to a subsequence as before, we obtain that both (Sxi) and (TSxi)
are equivalent to the ℓ2-basis, contradicting the strict singularity of T .
Finally, suppose Z = C∞(H), or Z = Lp(τ) with 1 < p < 2. By Corollary 4.3,
S∗ and T ∗ are strictly singular as well. By the reasoning above, S∗T ∗ = (TS)∗ is
compact, hence so is TS.
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