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Abstract
We consider the existence of solutions to the semilinear elliptic problem
{
−u+ u = up + κ∑mi=1 ciδai in D′(RN),
u > 0 a.e. in RN and u(x) → 0 as |x| → ∞,
(∗)κ
with prescribed given finite points {ai}mi=1 in RN and positive numbers {ci}mi=1, where N  3, 1 < p <
N/(N − 2), κ  0 is a parameter, and δa is the Dirac delta function supported at a ∈ RN . We reduce the
problem (∗)κ to the problem in H 1(RN) ∩ C0(RN) in terms of auxiliary functions, and then show the
existence of a positive constant κ∗ > 0 such that (∗)κ has at least two solutions if κ ∈ (0, κ∗), a unique
solution if κ = κ∗, and no solution if κ > κ∗.
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We are concerned with the problem of finding positive solutions with prescribed isolated
singularities to semilinear elliptic equations. Choosing a finite set of points {ai}mi=1 in RN and a
set of positive numbers {ci}mi=1, we consider the existence of positive solutions of the problem
−u+ u = up + κ
m∑
i=1
ciδai in D′
(
RN
)
, (1.1)κ
with the condition at infinity
u(x) → 0 as |x| → ∞, (1.2)
where N  3, 1 < p < N/(N − 2), κ  0 is a parameter, and δa is the Dirac delta function
supported at a ∈ RN . We denote the Laplacian on RN by  and the class of distributions on RN
by D′(RN).
We recall some known results concerning the singularities of possible solutions of the equa-
tion. Let Ω be a bounded domain in RN containing 0. By the works due to Lions [23] and Brezis
and Lions [9], we obtain the following result.
Theorem A. (See [9,23].) Assume that u ∈ C2(Ω \ {0}) satisfies
−u+ u = uq in Ω \ {0} (1.3)
with q > 1 and u 0 a.e. in Ω . Then u ∈ Lqloc(Ω) and
−u+ u = uq + κδ0 in D′(Ω) (1.4)
for some κ  0. Furthermore, the following (i) and (ii) hold.
(i) In the case 1 < q < N/(N − 2), if κ = 0 in (1.4) then u ∈ C2(Ω), and if κ > 0 then u
behaves like a multiple of the fundamental solution E0 for − in RN , i.e., −E0 = δ0 in
D′(RN).
(ii) In the case q N/(N − 2), there holds κ = 0 in (1.4).
For the proof, see Theorem 1 in [9] and Corollary 1, Theorem 2, and Remark 2 in [23].
It should be mentioned that Johnson, Pan, and Yi [21] showed the existence and asymptotic
behaviour of singular positive radial solution u of (1.3) with 1 < q < (N + 2)/(N − 2). In
particular, they showed that, if N/(N−2) < q < (N+2)/(N−2), there exists a positive solution
u of (1.3) satisfying u(x) ∼ c|x|−2/(p−1) as |x| → 0 for some constant c > 0. Then, in this case,
the singularity of u at x = 0 exists, but is not visible in the sense of distribution.
In this paper, we investigate the existence of positive solutions with prescribed isolated sin-
gularities to the equation in RN . By (ii) of Theorem A, if p  N/(N − 2) then (1.1)κ with
κ > 0 has no positive solution u ∈ C2(RN \ {ai}mi=1). Hence, the condition 1 < p <N/(N − 2)
is necessary for the existence of positive solutions u ∈ C2(RN \ {ai}m ) of (1.1)κ with κ > 0.i=1
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of positive solutions of the problem
{−u = up + κδ0 in D′(Ω),
u = 0 on ∂Ω , (1.5)
where Ω is a bounded domain in RN containing 0 with smooth boundary ∂Ω . It was shown in
[23] that there exists κ∗ > 0 such that (1.5) has at least two positive solutions for each κ ∈ (0, κ∗)
and no such solution for κ > κ∗. Later, Baras and Pierre [5] studied the existence of positive
solutions for the problem
{−u = up + κμ in D′(Ω),
u = 0 on ∂Ω , (1.6)
where μ is a positive bounded Radon measure in Ω . In [5] they showed that (1.6) has at least one
positive solution for each sufficiently small κ > 0 by investigating the corresponding integral
equations. See also Roppongi [25]. Amann and Quittner [3] exhibited the existence of κ∗ > 0
such that (1.6) has at least two positive solutions for 0 < κ < κ∗ and no solution for κ > κ∗.
Bidaut-Veron and Yarur [7] gave the existence results and a priori estimates for (1.6) including
the case where μ is unbounded. In [3,7], they also consider the problems involving measures as
boundary data. We also refer a survey by Veron [28,29], and the references therein. In [26] the
second author studied the existence of positive solutions for the problem
−u+ f (u) =
m∑
i=1
ciδai in D′
(
RN
)
in the cases where f is nonnegative. In [26] he also showed the nonexistence of positive solutions
for some f with sign changing.
In order to state our results, we introduce some notations. Let E1 denote the fundamental
solution for −+ I in RN , that is,
E1(x) = E1
(|x|)= 1
(2π)N/2|x|(N−2)/2 K(N−2)/2
(|x|) for x ∈ RN \ {0},
where Kν is the modified Bessel function of order ν. We see that E1 has the following properties:
E1(x) ∼ 1
(N − 2)NωN |x|N−2 as |x| → 0, and
E1(x) ∼ c1|x|−(N−1)/2e−|x| as |x| → ∞,
where ωN denotes the volume of the unit ball in RN and c1 > 0 is a constant depends on N . In
particular, E1 ∈ C∞(RN \ {0}) and E1 ∈ Lr(RN) for all 1 r < N/(N − 2). Define f0 by
f0(x) =
m∑
ciE1(x − ai).
i=1
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−f0 + f0 =
m∑
i=1
ciδai in D′
(
RN
)
.
In this paper we refer to u as a positive solution of (1.1)κ if u ∈ Lploc(RN) satisfies (1.1)κ in
the sense of distribution and u > 0 a.e. in RN .
Proposition 1.1. Let u ∈ Lploc(RN) be a positive solution of (1.1)κ with κ > 0. Then u ∈
C2(RN \ {ai}mi=1) and u(x) > 0 for x ∈ RN \ {ai}mi=1. Assume, in addition, that (1.2) holds.
Then u ∈ Lq(RN) for all q ∈ [1,N/(N − 2)) and u satisfies
u = E1 ∗
[
up
]+ κf0 a.e. in RN (1.7)κ
and u(x) = O(E1(x)) as |x| → ∞, where the symbol ∗ denotes the convolution.
For each κ > 0, we define Uκj for j = 0,1,2, . . . , inductively, by
Uκ0 = κf0 and Uκj = E1 ∗
[(
Uκj−1
)p]+ κf0 for j = 1,2, . . . . (1.8)
Take q0 ∈ (p,N/(N − 2)) arbitrarily, and define {qj } by
1
qj
= 1
q0
−
(
2
N
− p − 1
q0
)
j = 1
qj−1
−
(
2
N
− p − 1
q0
)
for j = 1,2, . . . . (1.9)
From p < N/(N − 2) and q0 > p, it follows that 2/N − (p − 1)/q0 > 0. Then, by choosing
suitable q0 if necessary, there exists an positive integer denoted by j0 satisfying
1
qj0−1
> 0 >
1
qj0
. (1.10)
We use the notation C0(RN) = {u ∈ C(RN) :u(x) → 0 as |x| → ∞}.
Proposition 1.2. For each κ ∈ (0,∞), the following (i)–(iii) are equivalent to each other:
(i) u = w +Uκj0 ∈ L
p
loc(R
N) is a positive solution of (1.1)κ–(1.2);
(ii) w ∈ C0(RN) is positive in RN and satisfies
w = E1 ∗
[(
w +Uκj0
)p − (Uκj0−1)p] in RN ; (1.11)κ
(iii) w ∈ H 1(RN) is a weak positive solution of
−w +w = (w +Uκj )p − (Uκj −1)p in RN, (1.12)κ0 0
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∫
RN
(∇w · ∇ψ +wψ)dx =
∫
RN
((
w +Uκj0
)p − (Uκj0−1)p)ψ dx (1.13)κ
for any ψ ∈ H 1(RN).
Remark. In (1.12)κ we have (w +Uκj0)p − (Uκj0−1)p ∈ H−1(RN) for w ∈ H 1(RN) with w  0.(See (ii) of Lemma 2.8 below.)
By Proposition 1.2, the problem (1.1)κ–(1.2) can be reduced to the problems (1.11)κ in
C0(RN) and (1.12)κ in H 1(RN). We will investigate the problems (1.11)κ and (1.12)κ by an
approach based on adaptation of the methods by [1,2,14,23].
Our main results are stated in the following theorems.
Theorem 1. There exists κ∗ ∈ (0,∞) such that
(i) if 0 < κ < κ∗ then the problem (1.1)κ–(1.2) has a positive minimal solution uκ , that is,
uκ  u a.e. in RN for any positive solution u of (1.1)κ–(1.2). Furthermore, if 0 < κ < κˆ <
κ∗ then uκ < uκˆ a.e. in RN ;
(ii) if κ > κ∗ then the problem (1.1)κ–(1.2) has no positive solution.
Theorem 2. If κ = κ∗ then the problem (1.1)κ–(1.2) has a unique positive solution.
Theorem 3. If 0 < κ < κ∗ then the problem (1.1)κ–(1.2) has a positive solution uκ satisfying
uκ > uκ .
In the proof of Theorem 1, we will employ the bifurcation results and the comparison ar-
gument for solutions of (1.12)κ and (1.11)κ , respectively, to obtain the minimal solutions. We
will prove Theorem 2 by establishing a priori bound for the solutions of (1.12)κ . We will prove
Theorem 3 by employing the variational method with the Mountain Pass Lemma. In the proofs
of Theorems 2 and 3, the results concerning the eigenvalue problems to the linearized equations
around the minimal solutions play a crucial role.
Concerning nonhomogeneous semilinear elliptic problems of the form
−u+ u = uq + κf (x) in RN
with q > 1 and f ∈ H−1(RN), we refer to Zhu [30], Deng and Li [15,16], Cao and Zhou [12],
and Hirano [20]. They successfully showed the existence of at least two positive solutions of the
problems under suitable conditions. See also [13,27] for closely related problems.
This paper is organized as follows. In Section 2 we investigate the representation of solutions
and give the proofs of Propositions 1.1 and 1.2. In Section 3 we show the existence of minimal
solutions and give the proof of Theorem 1. In Section 4 we prove Theorem 2, and in Section 5 we
show a priori estimate employed in Section 4. In Section 6 we prove Theorem 3 by applying the
variational method, and in Section 7 we give the proof of the proposition stated in Section 6. The
basic inequalities, which used in this paper, are listed in Appendix A. The eigenvalue problems
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Appendix C.
In the remaining of this paper, we denote BR = {x ∈ RN : |x| < R} for R > 0. The norms
Lq(RN) and H 1(RN) are denoted by ‖ · ‖Lq and ‖ · ‖H 1 , respectively. We define ‖u‖2H 1 =
‖u‖2
L2
+ ‖∇u‖2
L2
for u ∈ H 1(RN). We denote by H−1(RN) the dual space of H 1(RN). We
denote by S ′(RN) the class of tempered distributions. We note here that the operator − +
I :S ′(RN) → S ′(RN) is invertible and the inverse operator is given by (− + I )−1f = E1 ∗ f
for f ∈ S ′(RN). The letter C denotes inessential constants which may vary from line to line.
2. Representation of solutions: Proofs of Propositions 1.1 and 1.2
Lemma 2.1. Assume that u ∈ Lploc(RN) satisfies (1.1)κ with κ > 0 in the sense of distribution.
Then u ∈ C2(RN \ {ai}mi=1).
Proof. We observe that up ∈ L1loc(RN) and u satisfies
−u+ u = up in D′(RN \ {ai}mi=1). (2.1)
Then, by the result due to Brezis and Strauss [11] (see also Veron [29]), we have u ∈ W 1,rloc (RN \{ai}mi=1) for all r ∈ [1,N/(N − 1)). By the Sobolev embedding, it follows that
u ∈ Lsloc
(
RN \ {ai}mi=1
)
for all s ∈ [1,N/(N − 2)). (2.2)
Put s0 ∈ [p,N/(N − 2)) arbitrarily, and define {sk}∞k=1 by
1
sk
= p
sk−1
− 2
N
for k = 1,2, . . . , (2.3)
inductively, that is,
1
sk
= 2
N(p − 1) −
(
2
N(p − 1) −
1
s0
)
pk for k = 1,2, . . . .
From s0  p and p < N/(N − 2) it follows that 2/(N(p − 1)) − 1/s0 > 0. Then, by choosing
suitable s0 if necessary, we have 1/sk0 < 0 < 1/sk0−1 with some integer k0. From (2.3) we see
that
sk
p
<
N
2
for k = 1,2, . . . , k0 − 2 and sk0−1
p
>
N
2
.
From (2.2) we have u ∈ Ls0loc(RN \ {ai}mi=1). We will show, by induction, that
u ∈ Lskloc
(
RN \ {ai}mi=1
)
for k = 1,2, . . . , k0 − 1. (2.4)
Assume that u ∈ Lsk−1loc (RN \ {ai}mi=1) with some k ∈ {1,2, . . . , k0 − 1}. Then up ∈
L
sk−1/p(RN \ {ai}m ). By applying the interior Lq estimate in (2.1) and the Sobolev embed-loc i=1
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u ∈ W 2,sk−1/ploc
(
RN \ {ai}mi=1
)⊂ Lskloc(RN \ {ai}mi=1).
Thus (2.4) holds by induction. In particular, we obtain u ∈ Lsk0−1loc (RN \ {ai}mi=1), and hence up ∈
L
sk0−1/p
loc (R
N \ {ai}mi=1). By applying the interior Lq estimate in (2.1) and the Sobolev embedding
with sk0−1/p >N/2, we obtain
u ∈ W 2,sk0−1/ploc
(
RN \ {ai}mi=1
)⊂ Cαloc(RN \ {ai}mi=1)
with some α ∈ (0,1). By employing the Schauder interior estimate in (2.1), we obtain u ∈
C
2,α
loc (R
N \ {ai}mi=1), and hence u ∈ C2(RN \ {ai}mi=1). 
The following lemma will be used in the proof of Proposition 1.2.
Lemma 2.2. Assume that u ∈ Lploc(RN) is a solution of (1.1)κ satisfying u ∈ Lq(RN \ BR) for
some q  p and R > 0. Then u(x) → 0 as |x| → ∞.
Proof. Take R0 R such that
R0 > |ai | for i = 1,2, . . . ,m. (2.5)
Lemma 2.1 implies that u ∈ C2(RN \ BR0). Let ζ ∈ C∞(RN) be a cut-off function such that
ζ(x) ≡ 1 for |x| 2R0 and ζ(x) ≡ 0 for |x|R0. Then ζu ∈ C2(RN), and ζu satisfies
−(ζu)+ ζu = η[u] in RN with η[u] = ζup − 2∇ζ · ∇u− uζ.
From u ∈ Lq(RN \BR0), we have ζu ∈ Lq(RN), and then η[u] ∈ Lq/p(RN). Note that ζu satis-
fies
ζu = E1 ∗
[
η[u]] in RN.
Put s0 = q and define {sk}∞k=1 by (2.3). Then we observe that 1/sk0  0 < 1/sk0−1 with some
integer k0. We will show, by induction, that
ζu ∈ Lsk (RN ) for k = 1,2, . . . , k0 − 1. (2.6)
Note that ζu ∈ Ls0(RN). Assume that u ∈ Lsk−1(RN) with some k ∈ {1,2, . . . , k0 − 1}. Then
η[u] ∈ Lsk−1/p(RN). By (ii) of Lemma A.3 in Appendix A, we obtain ζu ∈ Lsk (RN). Thus (2.6)
holds by induction. In particular, we obtain ζu ∈ Lsk0−1(RN), and hence η[u] ∈ Lsk0−1/p(RN).
Note here that sk0−1/p  N/2. In the case sk0−1/p > N/2, by applying (iii) of Lemma A.3,
we obtain ζu ∈ C0(RN). This implies that u(x) → 0 as |x| → ∞. In the case sk0−1/p = N/2,
we have η[u] ∈ Lr(RN) for all r ∈ [sk0−2/p,N/2]. Applying (ii) of Lemma A.3, we obtain
ζu ∈ Ls(RN) for all s  sk0−1. In particular, we have η[u] ∈ Ls(RN) with s > N/2. By (iii) of
Lemma A.3 we obtain ζu ∈ C0(RN), and hence u(x) → 0 as |x| → ∞. 
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Proof. Lemma 2.1 implies that u ∈ C2(R \ BR0) with R0 > 0 satisfying (2.5). Take α ∈ (0,1)
arbitrarily. From (1.2) there exists R1  R0 such that |u(x)|p−1  1 − α2 for |x|  R1. Then
u satisfies −u + u  (1 − α2)u for |x|  R1, or −u + α2u  0 for |x|  R1. Put v(x) =
C1E1(αx), where C1 > 0 is a constant so large that C1E1(αx) > u(x) at |x| = R1. Then v
satisfies
−v + α2v = 0 for |x|R1 and v > u on |x| = R1.
Since u(x), v(x) → 0 as |x| → ∞, by the maximum principle we obtain v(x)  u(x) for
|x|R1. This implies that u(x) = O(E1(αx)) = O(e−α|x|) as |x| → ∞. 
We recall the asymptotic result by Gidas, Ni, and Nirenberg [18].
Lemma 2.4. (See [18, Proposition 4.2].) Assume that ψ ∈ L1(RN) satisfies ψ(x) = O(e−β|x|)
as |x| → ∞ for some β > 1. Then E1 ∗ψ(x) = O(E1(x)) as |x| → ∞.
Lemma 2.5. Let u ∈ Lploc(RN) be a positive solution of (1.1)κ–(1.2) with κ > 0, and put v =
u− κf0. Then v > 0 a.e. in RN , v ∈ Lr(RN) for all r ∈ [1,N/(N − 2)), and v satisfies
v = E1 ∗
[
(v + κf0)p
]
a.e. in RN (2.7)
and
v(x) = O(E1(x)) as |x| → ∞. (2.8)
Proof. Lemma 2.3 implies that
u(x) = (e−α|x|) as |x| → ∞ (2.9)
for any α ∈ (0,1), which implies u ∈ Lp(RN). Let v = u− κf0. Then v satisfies −v + v = up
in S ′(RN), and hence
v = E1 ∗
[
up
]
a.e. in RN. (2.10)
Note that up ∈ L1(RN). Then, by (i) of Lemma A.3 in Appendix A, we obtain v ∈ Lr(RN) for
all r ∈ [1,N/(N − 2)). From (2.10) it is clear that v > 0 a.e. in RN and (2.7) holds. From (2.9)
we have up(x) = O(e−β|x|) as |x| → ∞ for some β > 1. By Lemma 2.4 we obtain (2.8). 
Proof of Proposition 1.1. For a positive solution u of (1.1)κ , Lemma 2.1 implies that u ∈
C2(RN \ {ai}mi=1). By the strong maximum principle, we have u > 0 in RN \ {ai}mi=1. Let u
be a positive solution of (1.1)κ–(1.2), and put v = u − κf0. Recall that f0 ∈ Lq(RN) for all q ∈
[1,N/(N − 2)) and f0 satisfies f0(x) = O(E1(x)) as |x| → ∞. Then, from Lemma 2.5 we have
u = v + κf0 ∈ Lq(RN) for all q ∈ [1,N/(N − 2)) and u satisfies (1.7)κ and u(x) = O(E1(x))
as |x| → ∞. 
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Lemma 2.6. For each j ∈ N and κ > 0, Uκj defined by (1.8) satisfies the following:
(i) Uκj ∈ Lr(RN) for all r ∈ [1,N/(N − 2)) and Uκj−1 Uκj a.e. in RN .
(ii) Uκj ∈ C2(RN \ {ai}mi=1) and Uκj (x) = O(E1(x)) as |x| → ∞.
(iii) Assume that u ∈ Lp(RN) is positive a.e. in RN and satisfies (1.7)κ . Then u > Uκj a.e. in RNfor each j ∈ {0} ∪ N.
Proof. (i) By the definition, we have Uκ0 ∈ Lr(RN) for all r ∈ [1,N/(N − 2)). In particu-
lar, Uκ0 ∈ Lp(RN) and (Uκ0 )p ∈ L1(RN). From (i) of Lemma A.3 in Appendix A, we have
E1 ∗ [(Uκ0 )p] ∈ Lr(RN) for all r ∈ [1,N/(N − 2)). This implies that Uκ1 ∈ Lr(RN) for all
r ∈ [1,N/(N − 2)). By induction we obtain Uκj ∈ Lr(RN) for all r ∈ [1,N/(N − 2)) with each
j ∈ N.
By the definition, we have Uκ1  Uκ0 a.e. in RN . Then, by induction, we obtain Uκj  Uκj−1
a.e. in RN for each j ∈ N.
(ii) By the definition, it is clear that Uκ0 ∈ C2(RN \ {ai}mi=1) and Uκ0 (x) = O(E1(x)) as
|x| → ∞. Assume that Uκj−1 ∈ C2(RN \ {ai}mi=1) and Uκj−1 = O(E1(x)) as |x| → ∞ for some
j ∈ N. Then, by the definition of Uκj , we observe that
−Uκj +Uκj =
(
Uκj−1
)p in D′(RN \ {ai}mi=1).
By the Schauder estimate, it follows that Uκj ∈ C2(RN \ {ai}mi=1). Note that (Uκj−1(x))p =
O(e−βx) as |x| → ∞ with some β > 1. Then, from Lemma 2.4, we have E1 ∗ [(Uκj−1)p](x) =
O(E1(x)) as |x| → ∞, and then Uκj (x) = O(E1(x)) as |x| → ∞. Thus, by induction, (ii) holds
for each j ∈ N.
(iii) From (1.7)κ and Uκ0 = κf0, we have u − Uκ0 = E1 ∗ [up] > 0 a.e. in RN . Assume that
u−Uκj−1 > 0 a.e. in RN for some j ∈ N. From (1.7)κ and (1.8) we have
u−Uκj = E1 ∗
[
up − (Uκj−1)p]> 0 a.e. in RN.
By induction, we obtain u > Uκj a.e. in RN for each j ∈ N. 
For each j ∈ N and κ > 0, define V κj by
V κj = Uκj −Uκj−1. (2.11)
From (ii) of Lemma 2.6, it is clear that V κj ∈ C2(RN \ {ai}mi=1) and V κj (x) = O(E1(x)) as|x| → ∞. From (2.11) and (1.8) we observe that
V κ1 = E1 ∗
[(
Uκ0
)p]
and V κj = E1 ∗
[(
Uκj−1
)p − (Uκj−2)p] for j  2. (2.12)
The right-hand side of (2.12) can be written as
V κj = E1 ∗
[(
Uκj−2 + V κj−1
)p − (Uκj−2)p] for j  2. (2.13)
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integer satisfying (1.10). Define {rj } by
1
rj
= p − 1
q0
+ 1
qj−1
= 1
qj
+ 2
N
for j = 1,2, . . . . (2.14)
From (1.10) it follows that rj < N/2 for j = 1,2, . . . , j0 − 1 and rj0 >N/2.
Lemma 2.7.
(i) V κj (x) is strictly increasing with respect to κ > 0 for each fixed j ∈ N and x ∈ RN \ {ai}mi=1.
(ii) V κj ∈ (L1 ∩ Lqj )(RN) for j = 1,2, . . . , j0 − 1 and V κj0 ∈ (L1 ∩ C0 ∩ H 1)(RN) for each
κ > 0.
Proof. (i) From (2.12) it is clear that V κ1 is strictly increasing in κ > 0. We note here that s →
(t + s)p − sp and t → (t + s)p − sp are increasing for each fixed t > 0 and s > 0, respectively.
Then, from (2.13) we see that V κ2 is strictly increasing in κ > 0. By induction, we obtain V κj is
strictly increasing with respect to κ > 0 for each j  1.
(ii) Since Uκj ∈ L1(RN) for j  1, we have V κj ∈ L1(RN) for each j ∈ N from (2.11). We
will show that
V κj ∈ Lqj
(
RN
)
for 1 j  j0 − 1. (2.15)
Note that Uκ0 ∈ Lq0(RN). From (2.12) and (ii) of Lemma A.3 in Appendix A, we obtain V κ1 ∈
Lq1(RN). Assume that V κj−1 ∈ Lqj−1(RN) for some j ∈ {2,3, . . . , j0 − 1}. From (2.13) and the
mean value theorem, we observe that
V κj E1 ∗
[
p
(
Uκj−1
)p−1
V κj−1
]
a.e. in RN.
From Uκj−1 ∈ Lq0(RN) and (i) of Lemma A.1, we obtain
(
Uκj−1
)p−1
V κj−1 ∈ Lrj
(
RN
)
,
where rj is given by (2.14). Then, from (ii) of Lemma A.3, we have V κj ∈ Lqj (RN). Thus (2.15)
holds by induction. In particular, V κj0−1 ∈ Lq0−1(RN) and then(
Uκj0−1
)p−1
V κj0−1 ∈ Lrj0
(
RN
)
.
Note here that rj0 > N/2. From Uκj0−1  V
κ
j0−1 and U
κ
j0−1 ∈ Lp(RN), we have (Uκj0−1)p−1 ×
V κj0−1  (U
κ
j0−1)
p ∈ L1(RN). Thus Lemma A.4 implies that V κj0 ∈ (C0 ∩H 1)(RN). 
Lemma 2.8.
(i) Let j ∈ N and w ∈ C0(RN) with w  0. Then, for each κ > 0,
p
(
Uκj−1
)p−1(
w + V κj
)

(
w +Uκj
)p − (Uκj−1)p  p(w +Uκj )p−1(w + V κj )
a.e. in RN. (2.16)
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w +Uκ1j
)p − (Uκ1j−1)p > (w +Uκ2j )p − (Uκ2j−1)p a.e. in RN. (2.17)
(ii) Let w ∈ H 1(RN) with w  0 a.e. in RN . Then (w+Uκj0)p − (Uκj0−1)p ∈ H−1(RN) for each
κ > 0.
(iii) Let w ∈ L∞(RN) with w  0 a.e. in RN . Then, for each κ > 0,
E1 ∗
[(
w +Uκj0
)p − (Uκj0−1)p] ∈ C(RN ). (2.18)
Proof. (i) Observe that V κj  0 and
(
w +Uκj
)p − (Uκj−1)p = (w + V κj +Uκj−1)p − (Uκj−1)p.
By the mean value theorem, (2.16) holds. Recall that V κj and Uκj is strictly increasing in κ > 0
for each j = 1,2, . . . . Then, by the similar argument as in the proof of (i) of Lemma 2.7,
(w +Uκj )p − (Uκj−1)p is strictly increasing with respect to κ > 0. Thus (2.17) holds.
(ii) From (ii) of Lemma 2.7 and (i) of Lemma 2.6, we have V κj0 ∈ H 1(RN) and Uκj0−1 ∈
Lp(RN). By applying (ii) of Lemma C.1 in Appendix C, we obtain (w + V κj0 + Uκj0−1)p −
(Uκj0−1)
p ∈ H−1(RN). Thus (ii) holds.
(iii) From (2.16) and the fact V κj0 ∈ L∞(RN) and Uκj0 ∈ Lq0(RN) with q0 ∈ (p,N/(N − 2)),
we have
(
w +Uκj0
)p − (Uκj0−1)p  p(w +Uκj0)p−1(w + V κj0) ∈ (L∞ +Lq0/(p−1))(RN ).
Note that q0/(p − 1) > N/2. Then, from (iv) of Lemma A.3 in Appendix A, we ob-
tain (2.18). 
Lemma 2.9.
(i) Assume that w ∈ Lq0(RN) with w > 0 a.e. in RN and satisfies
w = E1 ∗
[(
w +Uκj0
)p − (Uκj0−1)p] a.e. in RN. (2.19)κ
Then w ∈ C0(RN) and w > 0 in RN .
(ii) Assume that w ∈ C0(RN) is positive in RN and satisfies (1.11)κ . Then w ∈ H 1(RN).
Proof. (i) First we will show, by induction, that
w ∈ Lqj (RN ) for 1 j  j0 − 1. (2.20)
Assume that w ∈ Lqj−1(RN) with some j ∈ {1, . . . , j0 − 1}. It follows from (i) of Lemma 2.8
that
0
(
w +Uκj
)p − (Uκj −1)p  p(w +Uκj )p−1(w + V κj ) a.e. in RN.0 0 0 0
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Uκj0−1 ∈ Lq0(RN). From (i) of Lemma A.1 we obtain
0
(
w +Uκj0
)p − (Uκj0−1)p  p(w +Uκj0−1)p−1(w + V κj0) ∈ Lrj (RN ),
where rj is given by (2.14). By applying (ii) of Lemma A.3 to (2.19)κ , we obtain w ∈ Lqj (RN).
Then, by induction (2.20) holds. In particular, we have w ∈ Lqj0−1(RN). By the similar augment
as above, we obtain
0
(
w +Uκj0
)p − (Uκj0−1)p  p(w +Uκj0)p−1(w + V κj0) ∈ Lrj0 (RN ).
We note here that rj0 > N/2. Then, by applying (iii) of Lemma A.3 we obtain w ∈ C0(RN).
Furthermore, w satisfies (1.11)κ , and then w > 0 in RN .
(ii) First we will show that w ∈ Lr(RN) for all r ∈ [1,∞]. From w ∈ C0(RN) it suffices to
show that w ∈ L1(RN). Put u = w + Uκj0 . Then, from (1.8) and (1.11)κ , u satisfies (1.7)κ . This
implies that u satisfies (1.1)κ in S ′(RN), and hence in D′(RN). Since Uκj0(x) → 0 as |x| → ∞,
u satisfies (1.2). Then, by Proposition 1.1 we have w + Uκj0 ∈ L1(RN). From Uκj0 ∈ L1(RN) we
obtain w ∈ L1(RN), and hence w ∈ Lr(RN) for all r ∈ [1,∞].
From w + V κj0 ∈ C0(RN) and w +Uκj0−1 ∈ Lq0(RN) it follows that
p
(
w +Uκj0
)p−1(
w + V κj0
) ∈ Lq0/(p−1)(RN ).
Note here that q0/(p − 1) > p/(p − 1) > N/2. From V κj0 Uκj0 we have
p
(
w +Uκj0
)p−1(
w + V κj0
)
 p
(
w +Uκj0
)p ∈ L1(RN ).
Thus (w +Uκj0)p − (Uκj0−1)p ∈ (L1 ∩ Lq)(RN) with some q > N/2. By Lemma A.4 we obtain
w ∈ H 1(RN). 
Proof of Proposition 1.2. (i) ⇒ (ii). Let u = w + Uκj0 ∈ L
p
loc(R
N) be a positive solution of
(1.1)κ–(1.2). Proposition 1.1 implies that u ∈ Lr(RN) for all r ∈ [1,N/(N − 2)) and u satisfies
(1.7)κ . Then, from (iii) of Lemma 2.6 we have w > 0 a.e. in RN . From u,Uκj0 ∈ Lq0(RN) it
follows that w ∈ Lq0(RN). From (1.7)κ and (1.8), w satisfies
w = E1 ∗
[
up − (Uκj0−1)p]= E1 ∗ [(w +Uκj0)p − (Uκj0−1)p] a.e. in RN.
Thus w satisfies (2.19)κ . From (i) of Lemma 2.9 we obtain w ∈ C0(RN) and w > 0 in RN .
Hence (ii) holds.
(ii) ⇒ (iii). From (ii) of Lemma 2.9 we have w ∈ H 1(RN). Lemma 2.8 implies that
(w +Uκj0)p − (Uκj0−1)p ∈ H−1(RN) ⊂ S ′(RN). From (1.11)κ , w satisfies
−w +w = (w +Uκj0)p − (Uκj0−1)p in D′(RN ).
Since D(RN) is dense in H 1(RN), we have (1.13)κ for any ψ ∈ H 1(RN).
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p
loc(R
N) and u > 0 a.e. in RN . From (iii) of
Lemma 2.8 we have (w + Uκj0)p − (Uκj0−1)p ∈ H−1(RN) ⊂ S ′(RN). Then w satisfies (1.11)κ .
From (1.8), u = w + Uκj0 satisfies (1.7)κ , and hence u satisfies (1.1)κ . Take R0 > 0 such that
(2.5) holds. From (ii) of Lemma 2.6, we have Uκj0 ∈ Lr(RN \ BR0) for all r ∈ [1,∞]. Then
u = w + Uκj0 ∈ L2N/(N−2)(RN \ BR0). Lemma 2.2 implies that u(x) → 0 as |x| → ∞. Thus (i)
holds. 
3. Existence of minimal solutions and linearized eigenvalue problems: Proof of Theorem 1
First we will show the following lemma.
Lemma 3.1. Let w ∈ H 1(RN) be a solution of
−w +w = (w +Uκj0)p+ − (Uκj0−1)p in RN, (3.1)κ
where (s)+ = max{s,0}. Then w > 0 a.e. in RN .
Proof. Note that Uκj0 = V κj0 +Uκj0−1 and V κj0 ∈ H 1(RN). Then, from (ii) of Lemma C.1, we have
(w +Uκj0)
p
+ − (Uκj0−1)p ∈ H−1(RN) ⊂ S ′(RN). It follows that
w = E1 ∗
[(
w +Uκj0
)p
+ −
(
Uκj0−1
)p]
a.e. in RN.
From (1.8) we obtain
w +Uκj0 = E1 ∗
[(
w +Uκj0
)p
+
]+ κf0 > 0 a.e. in RN.
Put u = w + Uκj0 . Then u > 0 a.e. in RN , and u satisfies (1.7)κ . From (iii) of Lemma 2.6 we
obtain w = u−Uκj0 > 0 a.e. in RN . 
Lemma 3.2. There exists κ0 > 0 such that (1.12)κ has a positive solution w ∈ H 1(RN) for
κ ∈ (0, κ0].
Proof. Define Φ : (0,∞)×H 1(RN) → H−1(RN) by
Φ(κ,w) = −w +w − (w +Uκj0)p+ + (Uκj0−1)p. (3.2)
Then it follows that, for u ∈ H 1(RN),
Φw(κ,w)u = −u+ u− p
(
w +Uκj0
)p−1
+ u. (3.3)
In particular, Φw(0,0)u = −u + u. It is clear that Φw(0,0) :H 1(RN) → H−1(RN) is in-
vertible. Then, by the implicit function theorem (see, e.g., Berger [6]), there exists a solution
w ∈ H 1(RN) of (3.1)κ for κ ∈ (0, κ0] with some κ0 > 0. Lemma 3.1 implies that w > 0 a.e.
in RN . Thus we obtain a positive solution of (1.12)κ for κ ∈ (0, κ0]. 
We will show comparison results for the solutions w ∈ C0(RN) of the problem (1.11)κ .
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wˆ E1 ∗
[(
wˆ +Uκˆj0
)p − (Uκˆj0−1)p] in RN
for some κˆ > 0. Then, for any κ ∈ (0, κˆ], there exists a positive solution w ∈ C0(RN) of (1.11)κ
satisfying 0 < w(x)  wˆ(x) for x ∈ RN . Furthermore, for any positive function w˜ ∈ C0(RN)
satisfying
w˜ E1 ∗
[(
w˜ +Uκj0
)p − (Uκj0−1)p] in RN, (3.4)
we have w(x) w˜(x) for x ∈ RN .
Proof. Let κ ∈ (0, κˆ]. Define {wn}, inductively, by w0 ≡ 0 and
wn = E1 ∗
[(
wn−1 +Uκj0
)p − (Uκj0−1)p] for n = 1,2, . . . . (3.5)
From (iii) of Lemma 2.8 and (2.17), we see that w1 ∈ C(RN) and 0 <w1(x) < wˆ(x) for x ∈ RN .
By induction, we obtain wn ∈ C(RN) and
0 <w1(x)w2(x) · · · wˆ(x) for x ∈ RN.
Put w(x) = limn→∞ wn(x) for each x ∈ RN . Then 0 < w(x) wˆ(x) for x ∈ RN . Letting n →
∞ in (3.5), by the Lebesgue convergence theorem, we find that w satisfies (1.11)κ . From (iii) of
Lemma 2.8 we obtain w ∈ C(RN), and hence w ∈ C0(RN).
Let w˜ ∈ C0(RN) be a positive function satisfying (3.4). By induction, we have wn  w˜ in RN
for n = 1,2, . . . . Thus w  w˜ in RN . 
For each κ > 0 we define the solution set Sκ by
Sκ =
{
w ∈ H 1(RN ): w is a positive solution of (1.12)κ}.
By Proposition 1.2, w ∈ Sκ if and only if w ∈ C0(RN) is positive in RN and satisfies (1.11)κ .
We call a minimal solution wκ ∈ Sκ , if wκ satisfies wκ  w in RN for all w ∈ Sκ . Lemma 3.2
implies that Sκ = ∅ for sufficient small κ > 0.
Lemma 3.4.
(i) Assume that Sκ0 = ∅ for some κ0 > 0. Then Sκ = ∅ for all κ ∈ (0, κ0).
(ii) If Sκ = ∅ then there exists a minimal solution wκ ∈ Sκ . Moreover, wκ  w˜ for any positive
function w˜ satisfying (3.4).
(iii) Assume that wκ ∈ Sκ and wκˆ ∈ Sκˆ are minimal solutions with 0 < κ < κˆ . Then wκ < wκˆ
in RN .
Proof. (i) Let κ ∈ (0, κ0) and w0 ∈ Sκ0 . Applying Lemma 3.3 with wˆ = w0 and κˆ = κ0, we
obtain a positive solution of (1.11)κ . This implies that Sκ = ∅ for all κ ∈ (0, κ0).
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such that wκ  w in RN . Furthermore, wκ  w˜ for any positive function w˜ satisfying (3.4). In
particular, we obtain wκ w for all w ∈ Sκ . Thus wκ is the minimal solution of Sκ .
(iii) From (2.17) we have
wκˆ = E1 ∗
[(
wκˆ +Uκˆj0
)p − (Uκˆj0−1)p]>E1 ∗ [(wκˆ +Uκj0)p − (Uκj0−1)p].
In particular, (3.4) holds with w˜ = wκˆ . From (ii) of this lemma, we have wκˆ wκ in RN . Then
it follows that
wκˆ > E1 ∗
[(
wκˆ +Uκj0
)p − (Uκj0−1)p]E1 ∗ [(wκ +Uκj0)p − (Uκj0−1)p]= wκ.
Thus we obtain wκˆ > wκ in RN . 
Lemma 3.5. Let κ∗ = sup{κ > 0: Sκ = ∅}. Then 0 < κ∗ < ∞.
Proof. Lemma 3.2 implies that κ∗ > 0. Then it suffices to show that κ∗ < ∞. Take R > 0
arbitrarily, and consider the eigenvalue problem{−φ + φ = λφ in BR ,
φ = 0 on ∂BR . (3.6)
We denote by (λ1, φ1) the first eigenvalue and the corresponding eigenfunction of the problem.
It follows that λ1 > 0, φ1 > 0 in BR , and that ∂φ1/∂ν < 0 on ∂BR , where ν is the outer unit
normal vector on ∂BR . Let κ > 0 such that Sκ = ∅, and let w ∈ Sκ . Then, from (2.16), w satisfies
−w +w = (w +Uκj0)p − (Uκj0−1)p  p(Uκj0−1)p−1(w + V κj0) in BR.
Note that Uκj0−1  κf0 and V
κ
j0
> 0. Put m = inf{f0(x): x ∈ BR} > 0. Then w satisfies
−w +w  pκp−1mp−1w in BR.
Multiplying this by φ1 and integrating it on BR , we have∫
BR
(∇w · ∇φ1 +wφ1) dx  pκp−1mp−1
∫
BR
wφ1 dx. (3.7)
On the other hand, multiplying the equation in (3.6) by w and integrating it on BR , we have
−
∫
BR
(φ1)w dx +
∫
BR
wφ1 dx = λ1
∫
BR
wφ1 dx.
Since ∂φ1/∂ν < 0 and w > 0 on ∂BR , we have
−
∫
(φ1)w dx >
∫
∇φ1 · ∇wdx.BR BR
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BR
(∇φ1 · ∇w +wφ1) dx < λ1
∫
BR
wφ1 dx. (3.8)
From (3.7) and (3.8) it follows that pκp−1mp−1 < λ1, and hence κ < m(λ1/p)1/(p−1). This
implies that κ∗ m(λ1/p)1/(p−1) < ∞. 
Proof of Theorem 1. (i) Let κ∗ = sup{κ > 0: Sκ = ∅}. Lemma 3.5 implies that 0 < κ∗ < ∞.
By (i) and (ii) of Lemma 3.4, there exists a minimal solution wκ ∈ Sκ for κ ∈ (0, κ∗). From
(iii) of Lemma 3.4, wκ is strictly increasing in κ ∈ (0, κ∗). Put uκ = wκ + Uκj0 . Then, from
Proposition 1.2, uκ is the minimal solution of (1.1)κ–(1.2), and it is clear that uκ is increasing in
κ ∈ (0, κ∗).
(ii) By the definition of κ∗, (1.12)κ has no positive solution w ∈ H 1(RN) for κ > κ∗. This
implies, from Proposition 1.2, that (1.1)κ–(1.2) has no positive solution for κ > κ∗. 
For κ ∈ (0, κ∗), let uκ be the minimal solution of (1.1)κ–(1.2) obtained in Theorem 1. Let us
consider the following linearized eigenvalue problem{−φ + φ = λp(uκ)p−1φ in RN,
φ ∈ H 1(RN). (3.9)
From Proposition 1.1, we have uκ ∈ Lr(RN) for all r ∈ [1,N/(N − 2)). Then, from p <
N/(N − 2), it follows that (uκ)p−1 ∈ Lr(RN) for all r ∈ [1, q) with some q > N/2. By
Lemma B.2 in Appendix B, there exists a first eigenvalue λ1 = λ1(κ) > 0 of the problem (3.9).
The following lemma plays an important role in the proofs of Theorems 2 and 3.
Lemma 3.6. We have λ1(κ) > 1 for each κ ∈ (0, κ∗). In particular, there holds
‖ψ‖2
H 1  λ1(κ)
∫
RN
p(uκ)
p−1ψ2 dx >
∫
RN
p(uκ)
p−1ψ2 dx (3.10)
for any ψ ∈ H 1(RN) \ {0}.
Proof. For κ ∈ (0, κ∗), let wκ be the minimal solutions of Sκ . Then uκ = wκ + Uκj0 . Let κ, κˆ ∈
(0, κ∗) with κ < κˆ , and put z(x) = wκˆ(x) − wκ(x). From (iii) of Lemma 3.3 we have z > 0
in RN . From (2.17), wκˆ satisfies
−wκˆ +wκˆ =
(
wκˆ +Uκˆj0
)p − (Uκˆj0−1)p > (wκˆ +Uκj0)p − (Uκj0−1)p in RN.
Then z satisfies
−z + z > p(wκ +Uκj0)p−1z = p(uκ)p−1z in RN. (3.11)
Let φ1 ∈ H 1(RN) be the eigenfunction of the problem (3.9) corresponding to λ1 > 0, that is,
−φ1 + φ1 = λ1p(uκ)p−1φ1 in RN. (3.12)
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integrating them on RN , we obtain
λ1
∫
RN
p(uκ)
p−1zφ1 dx =
∫
RN
(∇z · ∇φ1 + zφ1) dx >
∫
RN
p(uκ)
p−1zφ1 dx.
Thus λ1 > 1. From Lemma B.2 in Appendix B, we obtain (3.10). 
4. Existence and uniqueness of the extremal solution: Proof of Theorem 2
For κ ∈ (0, κ∗), let wκ ∈ Sκ be the minimal solution obtained in Lemma 3.4.
Proposition 4.1. For any R > 0, there exists a constant M0 = M0(R) > 0 independent of κ such
that supx∈BR wκ(x)M0 for κ ∈ (0, κ∗).
We will give the proof of Proposition 4.1 in the next section.
Lemma 4.1. For any small ε > 0, there exists a constant C = C(ε) 0 such that
(t + s)p − sp  (1 + ε)(t + s)p−1t +Csp for s, t  0. (4.1)
Proof. Take ε˜ > 0 so that ε˜/(1 − ε˜) = ε. By using the Young inequality, we have
(t + s)p−1s  ε˜(t + s)p +C(ε˜)sp = ε˜(t + s)p−1t + ε˜(t + s)p−1s +C(ε˜)sp.
This implies that
(t + s)p−1s  ε(t + s)p−1t +Csp
with C = C(ε˜)/(1 − ε˜). From (t + s)p = (t + s)p−1t + (t + s)p−1s, we obtain (4.1). 
Lemma 4.2. There exists a constant M1 > 0 which is independent of κ such that ‖wκ‖H 1 M1
for all κ ∈ (0, κ∗).
Proof. Putting ψ = wκ in (1.13)κ , we obtain
‖wκ‖2H 1 =
∫
RN
((
wκ +Uκj0
)p − (Uκj0−1)p)wκ dx.
We note here that Uκj0 = V κj0 +Uκj0−1. From Lemma 4.1 we have, for any ε > 0,
‖wκ‖2H 1  (1 + ε)
∫
N
(
wκ +Uκj0
)p−1(
wκ + V κj0
)
wκ dx +C
∫
N
(
Uκj0−1
)p
wκ dx. (4.2)R R
456 Y. Naito, T. Sato / J. Differential Equations 235 (2007) 439–483Recall that uκ = wκ +Uκj0 . Then it follows from (3.10) that∫
RN
(
wκ +Uκj0
)p−1
w2κ dx <
1
p
‖wκ‖2H 1 . (4.3)
We note, from (ii) of Lemma 2.7, that V κj0 ∈ H 1(RN). By using the Young inequality and (3.10),
we obtain ∫
RN
(
wκ +Uκj0
)p−1
V κj0wκ dx
 ε
∫
RN
(
wκ +Uκj0
)p−1
w2κ dx +C(ε)
∫
RN
(
wκ +Uκj0
)p−1(
V κj0
)2
dx
<
ε
p
‖wκ‖2H 1 +
C(ε)
p
∥∥V κj0∥∥2H 1 . (4.4)
From (4.2)–(4.4), there exists a constant C1 > 0 such that(
1 − (1 + ε)
2
p
)
‖wκ‖2H 1  C1
(∥∥V κj0∥∥2H 1 +
∫
RN
(
Uκj0−1
)p
wκ dx
)
for sufficient small ε > 0. Take R0 > 0 such that (2.5) holds, and put R  R0. From (ii) of
Lemma 2.6, we see that Uκj0−1 ∈ Lr(RN \BR) for all r ∈ [1,∞]. By Proposition 4.1 we obtain∫
RN
(
Uκj0−1
)p
wκ dx =
∫
BR
(
Uκj0−1
)p
wκ dx +
∫
RN\BR
(
Uκj0−1
)p
wκ dx
M0
∫
BR
(
Uκj0−1
)p
dx +
∫
RN\BR
(
Uκj0−1
)p
wκ dx.
By the Young inequality, for any ε˜ > 0 there exists a constant C(ε˜) > 0 such that∫
RN\BR
(
Uκj0−1
)p
wκ dx  ε˜
∫
RN\BR
w2κ dx +C(ε˜)
∫
RN \BR
(
Uκj0−1
)2p
dx.
Therefore, we have
(
1 − (1 + ε)
2
p
− ε˜C1
)
‖wκ‖2H 1  C
(∥∥V κj0∥∥2H 1 +
∫
BR
(
Uκj0−1
)p
dx +
∫
RN\BR
(
Uκj0−1
)2p
dx
)
for sufficient small ε˜ > 0. We note here that V κj0  V
κ∗
j0
and Uκj0−1 U
κ∗
j0−1 for κ ∈ (0, κ∗). Thus
we obtain ‖wκ‖H 1 M1 with a constant M1 > 0 independent of κ ∈ (0, κ∗). 
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is the first eigenvalue of the linearized problem (3.9) with uκ = wκ∗ +Uκ∗j0 .
Proof. Let {κn} be a sequence such that κn < κn+1 and κn → κ∗ as n → ∞. Since wκ is increas-
ing in κ ∈ (0, κ∗), we have wκn < wκn+1 in RN . Then, from Lemma 4.2, there exists a positive
function w∗ ∈ H 1(RN) such that
wκn < w
∗ a.e. in RN and wκn ⇀w∗ weakly in H 1
(
RN
)
as n → ∞.
We note here that wκn satisfies∫
RN
(∇wκn · ∇ψ +wκnψ)dx =
∫
RN
((
wκn +Uκnj0
)p − (Uκnj0−1)p)ψ dx (4.5)
for any ψ ∈ H 1(RN). From (ii) of Lemma 2.8 we have∫
RN
((
w∗ +Uκ∗j0
)p − (Uκ∗j0−1)p)|ψ |dx < ∞
for any ψ ∈ H 1(RN). Letting n → ∞ in (4.5), by the Lebesgue convergence theorem we obtain∫
RN
(∇w∗ · ∇ψ +w∗ψ)dx =
∫
RN
((
w∗ +Uκ∗j0
)p − (Uκ∗j0−1)p)ψ dx.
Thus w∗ ∈ H 1(RN) is a positive solution of (1.12)κ∗ , i.e., w∗ ∈ Sκ∗ . From (ii) of Lemma 3.4
there exists a minimal solution wκ∗ ∈ Sκ∗ . We verify that wκ∗ ≡ w∗. In fact, from (iii) of
Lemma 3.4 we see that wκn < wκ∗ in RN for n = 1,2 . . . . Then w∗ wκ∗ , and hence w∗ ≡ wκ∗ .
We will show that λ1(κ∗) = 1. Since λ1(κn) > 1 from Lemma 3.6, we have∫
RN
p(uκn)
p−1ψ2 dx < λ1(κn)
∫
RN
p(uκn)
p−1ψ2 dx  ‖ψ‖2
H 1 (4.6)
for any ψ ∈ H 1(RN). Let n → ∞ in (4.6). Then, by the monotone convergence theorem, we
obtain ∫
RN
p(uκ∗)
p−1ψ2 dx  ‖ψ‖2
H 1
for any ψ ∈ H 1(RN). Let φ1 ∈ H 1(RN) be the eigenfunction corresponding to λ1(κ∗). Then it
follows that
λ1(κ
∗)
∫
RN
p(uκ∗)
p−1φ21 dx = ‖φ1‖2H 1 .
This implies that λ1(κ∗) 1.
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Then (3.3) holds for u ∈ H 1(RN). In particular,
Φw(κ
∗,wκ∗)u = −u+ u− p
(
wκ∗ +Uκ∗j0
)p−1
+ u.
By Lemma B.3 in Appendix B, we find that, for every f ∈ H−1(RN), there exists a unique
solution u ∈ H 1(RN) of Φw(κ∗,wκ∗)u = f , that is, Φw :H 1(RN) → H−1(RN) is invertible
at κ = κ∗ and w = wκ∗ . Then, by the implicit function theorem, there exists ε > 0 such that
Φ(κ,w) = 0 has a solution wκ ∈ H 1(RN) for κ ∈ (κ∗ − ε, κ∗ + ε). From Lemma 3.1 we obtain
a positive solution wκ of (1.12)κ for κ ∈ (κ∗ − ε, κ∗ + ε). This contradicts the definition of κ∗.
Then λ1(κ∗) 1, and hence λ1(κ∗) = 1. 
Proof of Theorem 2. Let wκ∗ ∈ Sκ∗ be the minimal solution obtained in Lemma 4.3. We will
show that wκ∗ is a unique positive solution of (1.12)κ∗ in H 1(RN). Assume that w ∈ H 1(RN) is
a positive solution of (1.12)κ∗ . Since wκ∗ is the minimal solution, we have w wκ∗ in RN . Put
z = w −wκ∗ . Then z 0 and satisfies
−z + z = (w +Uκ∗j0 )p − (wκ∗ +Uκ∗j0 )p in RN. (4.7)
Let φ1 ∈ H 1(RN) be an eigenfunction of the linearized problem of (3.9) with uκ = wκ∗ + Uκ∗j0 .
Since λ1(κ∗) = 1 from Lemma 4.3, we have
−φ1 + φ1 = p
(
wκ∗ +Uκ∗j0
)p−1
φ1 in RN.
Multiplying this equation by z = w −wκ∗ ∈ H 1(RN), and integrating on RN , we have∫
RN
(∇φ1 · ∇z + φ1z) dx =
∫
RN
p
(
wκ∗ +Uκ∗j0
)p−1
(w −wκ∗)φ1 dx. (4.8)
Multiplying (4.7) by φ1 and integrating on RN , we obtain∫
RN
(∇z · ∇φ1 + zφ1) dx =
∫
RN
((
w +Uκ∗j0
)p − (wκ∗ +Uκ∗j0 )p)φ1 dx. (4.9)
It follows from (4.8) and (4.9) that∫
RN
F
(
w +Uκ∗j0 ,wκ∗ +Uκ
∗
j0
)
φ1 dx = 0,
where F(t, s) = tp − sp − psp−1(t − s). We note here that, for t  s  0, F(t, s)  0 and
F(t, s) = 0 if and only if t = s. Then, from φ1 > 0, we conclude that
F
(
w +Uκ∗j0 ,wκ∗ +Uκ
∗
j0
)= 0 a.e. in RN and w ≡ wκ∗ in RN.
Thus (1.12)κ∗ has a unique positive solution wκ∗ in H 1(RN). Put uκ∗ = wκ∗ + Uκ∗j0 . Then, by
Proposition 1.2, uκ∗ is a unique positive solution of (1.1)κ–(1.2) with κ = κ∗. 
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For μ> 0, we define Eμ(x) = μN−2E1(μx) for x ∈ RN . Then Eμ is the fundamental solution
for −+μ2I in RN . We see that Eμ satisfies
Eμ(x) ∼ cμ|x|−(N−1)/2e−μ|x| as |x| → ∞,
where cμ > 0 is the constant depends on N and μ. We denote by E0 the fundamental solution
for − in RN , that is,
E0(x) = 1
(N − 2)NωN |x|N−2 for x ∈ R
N \ {0},
where ωN denotes the volume of the unit ball in RN . We see that E0(x) > Eμ(x) for x ∈ RN \{0}
and Eμ(x) ∼ E0(x) as |x| → 0.
For each μ> 0, we define eμ ∈ C∞(RN)∩H 1(RN) such that 0 < eμ  1 in RN and eμ(x) ≡
Eμ(x) for |x|Rμ with some Rμ > 0. Then it is clear that
eμ(x) ∼ cμ|x|−(N−1)/2e−μ|x| as |x| → ∞ (5.1)
with the constant cμ > 0. By the definition, eμ satisfies −eμ + μ2eμ ≡ 0 for |x| > Rμ. Then
there exists a constant C = C(μ) > 0 such that
−eμ +μ2eμ  Ceμ in RN.
Hence, for μ ∈ (0,1) we have
−eμ + eμ  C1eμ in RN (5.2)
with C1 = C(μ)+ 1 −μ2 > 0.
From (5.1) and (5.2), we easily obtain the following results.
Lemma 5.1.
(i) There exists a constant C = C(μ) > 0 such that
0 <
eμ(x)eμ(x − y)
eμ(y)
 C for x, y ∈ RN ;
(ii) Let 0 < ν < 1. Then, for μ˜ ∈ (0, νμ), there exists C = C(μ˜, ν) > 0 such that eνμ(x) 
Ceμ˜(x) for x ∈ RN ;
(iii) Let 0 <μ< 1. Then, for any ψ ∈ H 1(RN) with ψ  0,∫
RN
(∇eμ · ∇ψ + eμψ)dx  C1
∫
RN
eμψ dx
for some constant C1 = C1(μ) > 0.
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Lemma 5.2. For μ ∈ (0,1), the following (i)–(iv) hold.
(i) There exists a constant C = C(μ) > 0 such that, for u ∈ S ′ with u 0,
eμE1 ∗ uCE1,μ ∗ [ueμ] a.e. in RN.
(ii) Let q ∈ (1,N/2). Then there exists a constant C = C(q,μ) > 0 such that, for u ∈ Lq(RN),
‖E1,μ ∗ u‖Lr  C‖u‖Lq with 1
r
= 1
q
− 2
N
.
(iii) Let r ∈ [1,N/(N − 2)). Then there exists a constant C = C(r,μ) > 0 such that
‖E1,μ ∗ u‖Lr  C‖u‖L1 for u ∈ L1
(
RN
)
.
(iv) Let r > N/2. Then there exists a constant C = C(r,μ) > 0 such that
‖E1,μ ∗ u‖L∞ C‖u‖Lr for u ∈ Lr
(
RN
)
.
Proof. For u ∈ S ′ with u 0, we have
eμ(x)E1 ∗ u(x) =
∫
RN
E1,μ(x − y)eμ(x)eμ(x − y)
eμ(y)
u(y)eμ(y) dy  CE1,μ ∗ [ueμ](x)
for some constant C > 0. Here we have used the property (i) of Lemma 5.1. Then (i) holds. By
the definition of E1,μ we see that E1,μ  CE0 for some constant C > 0. From (iii) of Lemma A.1
in Appendix A, (ii) holds. We find that E1,μ ∈ Lr(RN) for all r ∈ [1,N/(N − 2)). Then, from
(ii) of Lemma A.1, we obtain (iii) and (iv). 
For κ ∈ (0, κ∗), let wκ ∈ Sκ be the minimal solution obtained in Lemma 3.4. Multiplying
(1.11)κ by eμ ∈ H 1(RN) and putting ψ = eμ in (1.13)κ , we obtain
wκ(x)eμ(x) = eμ(x)E1 ∗
[(
wκ +Uκj0
)p − (Uκj0−1)p](x) for x ∈ RN, (5.3)
and ∫
RN
(∇wκ · ∇eμ +wκeμ)dx =
∫
RN
((
wκ +Uκj0
)p − (Uκj0−1)p)eμ dx, (5.4)
respectively. Recall that q0 ∈ (p,N/(N − 2)). We obtain the following lemma.
Lemma 5.3. Put p0 = q0/(p − 1). For any μ ∈ (0,1), the following (i) and (ii) hold.
(i) ‖wκeμ‖Lq0  C for all κ ∈ (0, κ∗), where C = C(μ) > 0 is a constant independent of κ .
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dent of κ .
Proof. We will first show that∥∥(wκ +Uκj0)peμ∥∥L1  C for all κ ∈ (0, κ∗), (5.5)
where C = C(μ) > 0 is a constant independent of κ . From (5.4) and (iii) of Lemma 5.1, we have∥∥((wκ +Uκj0)p − (Uκj0−1)p)eμ∥∥L1 C1‖wκeμ‖L1 (5.6)
for the constant C1 > 0 which is independent of κ . By the Young inequality, for any ε > 0, we
have
‖wκeμ‖L1  ε
∥∥wpκ eμ∥∥L1 +C(ε)‖eμ‖L1  ε∥∥(wκ +Uκj0)peμ∥∥L1 +C(ε)‖eμ‖L1 .
From (5.6) we obtain
(1 −C1ε)
∥∥(wκ +Uκj0)peμ∥∥L1  C1C(ε)‖eμ‖L1 + ∥∥(Uκj0−1)peμ∥∥L1
for sufficient small ε > 0. We note here that Uκj0−1 U
κ∗
j0−1 for κ ∈ (0, κ∗). Then we obtain (5.5)
for some constant C independent of κ .
From (5.3) we have
‖wκeμ‖Lq0 =
∥∥eμE1 ∗ [(wκ +Uκj0)p − (Uκj0−1)p]∥∥Lq0  ∥∥eμE1 ∗ [(wκ +Uκj0)p]∥∥Lq0 .
Then it follows from (i) and (iii) of Lemma 5.2 that
‖wκeμ‖Lq0  C
∥∥E1,μ ∗ [(wκ +Uκj0)peμ]∥∥Lq0  C˜∥∥(wκ +Uκj0)peμ∥∥L1
for some positive constants C and C˜. From (5.5) we obtain (i).
From p0 = q0/(p − 1) it follows that∥∥(wκ +Uκj0)p−1eμ∥∥Lp0 = ∥∥(wκ +Uκj0)e1/(p−1)μ ∥∥p−1Lq0 .
In the case 1 <p  2, from ‖eμ‖L∞  1, we have∥∥(wκ +Uκj0)e1/(p−1)μ ∥∥Lq0  ∥∥(wκ +Uκj0)eμ∥∥Lq0 .
In the case p > 2, put μ˜ ∈ (0,μ/(p − 1)). Then, from (ii) of Lemma 5.1, there exists a constant
C = C(μ˜, κ) > 0 such that∥∥(wκ +Uκj0)e1/(p−1)μ ∥∥Lq0  C∥∥(wκ +Uκj0)eμ˜∥∥Lq0 .
From (i) of this lemma, for any μ ∈ (0,1) there exists C = C(μ) > 0 such that∥∥(wκ +Uκj0)eμ∥∥Lq0  ‖wκeμ‖Lq0 + ∥∥Uκj0eμ∥∥Lq0  C + ∥∥Uκ∗j0 eμ∥∥Lq0 .
Thus, both in cases 1 <p  2 and p > 2, we obtain (ii). 
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(p,N/(N − 2)) and j0 is the integer satisfying (1.10). Define {rj } by (2.14). Take {μj }j0j=0
such that μj0 ∈ (0,1) and μj−1 < μj/2 for j = 1,2, . . . , j0. Applying (ii) of Lemma 5.1 with
ν = 1/2, there exist positive constants C˜j , j = 1,2, . . . , j0 such that
e1/2μj  C˜j eμj−1 in R
N for j = 1,2, . . . , j0. (5.7)
First we will show
‖wκeμj ‖Lqj  Cj for j = 1,2, . . . , j0 − 1, (5.8)
where Cj = Cj(qj ,μj ) > 0 is a constant independent of κ . From (i) of Lemma 5.3 we have
‖wκeμ0‖Lq0  C0. Assume that ‖wκeμj−1‖Lqj−1  Cj−1 with some j ∈ {1, . . . , j0 − 2}. From
(5.3) and (2.16) we have
wκeμj  eμj E1 ∗
[
p
(
wκ +Uκj0
)p−1(
wκ + V κj0
)]
in RN. (5.9)
By using (i) and (ii) of Lemma 5.2, we obtain
‖wκeμj ‖Lqj C
∥∥E1,μj ∗ [p(wκ +Uκj0)p−1(wκ + V κj0)eμj ]∥∥Lqj
C
∥∥(wκ +Uκj0)p−1(wκ + V κj0)eμj ∥∥Lrj .
From (i) of Lemma A.1 in Appendix A and (5.7), we obtain
∥∥(wκ +Uκj0)p−1wκeμj ∥∥Lrj  ∥∥(wκ +Uκj0)p−1e1/2μj ∥∥Lp0∥∥wκe1/2μj ∥∥Lqj−1
 C˜2j
∥∥(wκ +Uκj0)p−1eμj−1∥∥Lp0 ‖wκeμj−1‖Lqj−1 (5.10)
and
∥∥(wκ +Uκj0)p−1V κj0eμj ∥∥Lrj  ∥∥(wκ +Uκj0)p−1eμj ∥∥Lp0∥∥V κj0∥∥Lqj−1 . (5.11)
From (ii) of Lemma 5.3 and the fact that V κj0  V κ
∗
j0
for κ ∈ (0, κ∗), we obtain ‖wκeμj ‖Lqj  Cj .
Thus, by induction, we obtain (5.8).
Note here that rj0 >N/2. Then, from (5.9) and (i) and (iv) of Lemma 5.2, we have
‖wκeμj0 ‖L∞  C
∥∥E1,μ ∗ [(wκ +Uκj0)p−1(wκ + V κj0)eμj0 ]∥∥L∞
 C
∥∥(wκ +Uκj0)p−1(wκ + V κj0)eμj0∥∥Lrj0 .
By the similar argument as above, we obtain (5.10) and (5.11) with j = j0. By using (5.8) with
j = j0 − 1, we obtain ‖wκeμj0 ‖L∞  Cj0 for some constant Cj0 > 0 which is independent of κ .
By the fact that infx∈BR eμj0 > 0, we obtain the conclusion of Proposition 4.1. 
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Let uκ be the minimal solution of (1.1)κ–(1.2) for κ ∈ (0, κ∗) obtained in Theorem 1. In order
to find a second solution of (1.1)κ–(1.2), we introduce the problem{−v + v = (v + uκ)p − upκ in RN,
v ∈ H 1(RN) and v > 0 a.e. in RN. (6.1)κ
By Proposition 1.2, wκ = uκ − Uκj0 ∈ H 1(RN) is positive in RN and satisfies (1.12)κ . Assume
that (6.1)κ has a solution vκ , and put wκ = vκ +wκ . Then wκ ∈ H 1(RN) is positive and satisfies
−wκ +wκ =
(
wκ +Uκj0
)p − (Uκj0−1)p in RN.
Thus, by Proposition 1.2, we can get another positive solution uκ = wκ + Uκj0 of (1.1)κ–(1.2)
satisfying uκ > uκ a.e. in RN .
We will show the existence of solutions of (6.1)κ by using a variational method. To this end
we define the corresponding variational functional of (6.1)κ by
Iκ(v) = 12
∫
RN
(|∇v|2 + v2)dx − ∫
RN
G(v,uκ) dx
with v ∈ H 1(RN), where
G(t, s) = 1
p + 1 (t+ + s)
p+1 − 1
p + 1 s
p+1 − spt+. (6.2)
From (i) and (ii) of Lemma C.3 in Appendix C, Iκ :H 1(RN) → R is C1 and the critical point
v0 ∈ H 1(RN) satisfies ∫
RN
(∇v0 · ∇ψ + v0ψ + g(v0, uκ)ψ)dx = 0
for any ψ ∈ H 1(RN), where
g(t, s) = (t+ + s)p − sp. (6.3)
Furthermore, if v0 ≡ 0 then v0 > 0 in RN .
Define h(t, s) and H(t, s) by
h(t, s) = g(t, s)− tp+ and H(t, s) = G(t, s)−
1
p + 1 t
p+1
+ , (6.4)
respectively. The proof of the following proposition will be given in the next section.
Proposition 6.1. Let {vn} ⊂ H 1(RN) be a sequence satisfying vn ⇀ v0 weakly in H 1(RN) as
n → ∞ for some v0 ∈ H 1(RN). Then there exists a subsequence, still denoted by {vn}, such that
the following (i) and (ii) hold.
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∫
RN
g(vn,uκ)ψ dx →
∫
RN
g(v0, uκ)ψ dx as n → ∞. (6.5)
(ii) As n → ∞,
∫
RN
H(vn,uκ) dx →
∫
RN
H(v0, uκ) dx (6.6)
and ∫
RN
h(vn,uκ)vn dx →
∫
RN
h(v0, uκ)v0 dx. (6.7)
We will verify the existence of nontrivial solution of (6.1)κ by means of the Mountain Pass
Lemma.
Lemma 6.1. Let {vn} ⊂ H 1(RN) be a sequence satisfying I ′κ(vn) → 0 as n → ∞ in H−1(RN).
(i) Then, for any ε > 0,
∣∣∣∣‖vn‖2H 1 −
∫
RN
g(vn,uκ)vn dx
∣∣∣∣ ε‖vn‖H 1 (6.8)
with sufficient large n.
(ii) Assume, in addition, that vn ⇀ v0 weakly in H 1(RN) as n → ∞ for some v0 ∈ H 1(RN).
Then ∫
RN
(∇v0 · ∇ψ + v0ψ)dx −
∫
RN
g(v0, uκ)ψ dx = 0 (6.9)
for any ψ ∈ H 1(RN). Furthermore, v0  0 a.e. in RN , and if v0 ≡ 0 then v0 > 0 a.e. in RN .
Proof. (i) Let ε > 0. From I ′κ(vn) → 0 as n → ∞, we have, for sufficient large n,∣∣∣∣
∫
RN
(∇vn · ∇ψ + vnψ)dx −
∫
RN
g(vn,uκ)ψ dx
∣∣∣∣ ε‖ψ‖H 1 (6.10)
for any ψ ∈ H 1(RN). Putting ψ = vn, we obtain (6.8).
(ii) Let n → ∞ in (6.10). Since (i) of Proposition 6.1 holds and ε > 0 is arbitrarily, we obtain
(6.9). From (ii) of Lemma C.3 in Appendix C, we obtain v0  0 a.e. in RN and, if v0 ≡ 0, then
v0 > 0 a.e. in RN . 
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vn ∈ H 1
(
RN
)
,
{
Iκ(vn)
}
is bounded, and I ′κ(vn) → 0 as n → ∞ in H−1
(
RN
)
.
Then {vn} is bounded in H 1(RN).
Proof. Since {Iκ(vn)} is bounded, we have
1
2
‖vn‖2H 1 −
∫
RN
G(vn,uκ) dx M (6.11)
for some M > 0. Take ε > 0 arbitrarily. From (i) of Lemma 6.1 we obtain
‖vn‖2H 1 
∫
RN
g(vn,uκ)vn dx − ε‖vn‖H 1 (6.12)
for sufficient large n. Multiply (6.11) by 2 + cp with cp = min{1,p − 1}. Then, from (6.12) we
obtain
(2 + cp)M 
(
1 + cp
2
)
‖vn‖2H 1(RN) − (2 + cp)
∫
RN
G(vn,uκ) dx
 cp
2
‖vn‖2H 1 +
∫
RN
(
g(vn,uκ)vn − (2 + cp)G(vn,uκ)
)
dx − ε‖vn‖H 1 .
From (iv) of Lemma C.2 in Appendix C and Lemma 3.6, it follows that
(2 + cp)M  cp2
(
‖vn‖2H 1 −
∫
RN
pup−1κ v2n dx
)
− ε‖vn‖H 1
 cp
2
(
1 − 1
λ1(κ)
)
‖vn‖2H 1 − ε‖vn‖H 1
with λ1(κ) > 1. Thus, {vn} is bounded in H 1(RN). 
Let us denote by Sp+1 the best Sobolev constant of the embedding H 1(RN) ⊂ Lp+1(RN) for
1 p  (N + 2)/(N − 2), which is given by
Sp+1 = inf
u∈H 1(RN)\{0}
‖u‖2
H 1
‖u‖2
Lp+1
. (6.13)
It is known that the infimum is achieved by some positive function u0 ∈ H 1(RN) for 1 < p <
(N + 2)/(N − 2), namely, Sp+1‖u0‖2Lp+1 = ‖u0‖2H 1 . For simplicity, put
S∗p+1 =
(
1
2
− 1
p + 1
)
S
(p+1)/(p−1)
p+1 .
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quence {vn} ⊂ H 1(RN) such that
Iκ(vn) → c ∈ (0, S∗p+1) and I ′κ(vn) → 0 as n → ∞
contains a convergent subsequence.
Proof. Lemma 6.2 implies that {vn} is bounded in H 1(RN). Then, there exist a subsequence,
still denoted by {vn}, and some v0 ∈ H 1(RN) such that
vn ⇀ v0 weakly in H 1
(
RN
)
as n → ∞,
vn → v0 strongly in L2loc
(
RN
)
as n → ∞,
vn → v0 a.e. in RN as n → ∞.
From (i) of Lemma 6.1 we have
‖vn‖2H 1 −
∫
RN
g(vn,uκ)vn dx → 0 as n → ∞. (6.14)
Furthermore, from (ii) of Lemma 6.1, we obtain (6.9) and v0  0 a.e. in RN . Putting ψ = v0 in
(6.9), we have
‖v0‖2H 1 −
∫
RN
g(v0, uκ)v0 dx = 0. (6.15)
Then, from (ii) of Lemma C.2, we obtain
Iκ(v0) = 12
∫
RN
g(v0, uκ)v0 dx −
∫
RN
G(v0, uκ) dx  0. (6.16)
It should be mentioned that (6.14) and Iκ(vn) → c can be written by, respectively,
‖vn‖2H 1 −
∥∥(vn)+∥∥p+1Lp+1 −
∫
RN
h(vn,uκ)vn dx = o(1) (6.17)
and
1
2
‖vn‖2H 1 −
1
p + 1
∥∥(vn)+∥∥p+1Lp+1 −
∫
RN
H(vn,uκ) dx = c + o(1). (6.18)
Now we will show that vn → v0 strongly in H 1(RN). Set wn = vn − v0. Then
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(
RN
)
as n → ∞,
wn → 0 strongly in L2loc
(
RN
)
as n → ∞,
wn → 0 a.e. in RN as n → ∞.
Then it follows that
‖vn‖2H 1 = ‖v0‖2H 1 + ‖wn‖2H 1 + o(1). (6.19)
Put w˜n = (vn)+ − v0. From v0  0 we have wn  w˜n  (wn)+, and then w˜n → 0 a.e. in RN . By
the Brezis–Lieb lemma [8] we have
∥∥(vn)+∥∥p+1Lp+1 = ‖v0‖p+1Lp+1 + ‖w˜n‖p+1Lp+1 + o(1). (6.20)
Substituting (6.19) and (6.20) into (6.18) and using (ii) of Proposition 6.1, we deduce that
Iκ(v0)+ 12‖wn‖
2
H 1 −
1
p + 1‖w˜n‖
p+1
Lp+1 = c + o(1). (6.21)
Substituting (6.19) and (6.20) into (6.17) and using (ii) of Proposition 6.1, we have
‖v0‖2H 1 −
∫
RN
g(v0, uκ)v0 dx + ‖wn‖2H 1 − ‖w˜n‖p+1Lp+1 = o(1).
From (6.15) we obtain ‖wn‖2H 1 −‖w˜n‖
p+1
Lp+1 = o(1). Since {wn} is bounded in H 1(RN), we may
assume that
‖wn‖2H 1 →  and ‖w˜n‖p+1Lp+1 → 
for some   0. By the definition of Sp+1 and the fact that ‖w˜n‖p+1Lp+1  ‖wn‖
p+1
Lp+1 , we obtain
Sp+12/(p+1)  . We assume here that  > 0. Then  S(p+1)/(p−1)p+1 . Letting n → ∞ in (6.21),
we have
Iκ(v0) = c −
(
1
2
− 1
p + 1
)
 c − S∗p+1 < 0.
This contradicts (6.16). We therefore obtain  = 0. Thus wn → 0 in H 1(RN), which implies that
vn → v0 strongly in H 1(RN). This completes the proof. 
Lemma 6.4. There exist some constants ρ > 0 and θ > 0 such that Iκ(v)  θ > 0 for all v ∈
H 1(RN) satisfying ‖v‖H 1 = ρ.
Proof. For any v ∈ H 1(RN) we have
Iκ(v) = 12
(
‖v‖2
H 1 −
∫
N
pup−1κ v2 dx
)
−
∫
N
(
G(v,uκ)− p2 u
p−1
κ v
2
)
dx ≡ J1 − J2.R R
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J2  ε
∫
RN
up−1κ v2 dx +C‖v‖p+1Lp+1 .
From Lemma 3.6 and the Sobolev inequality, we have
J1 
1
2
(
1 − 1
λ1(κ)
)
‖v‖2
H 1 and J2 
ε
pλ1(κ)
‖v‖2
H 1 +C‖v‖p+1H 1
with λ1(κ) > 1. Thus, for ε > 0 sufficient small, we obtain
Iκ(v) C1‖v‖2H 1 −C2‖v‖p+1H 1
with some constants C1,C2 > 0. This implies that there are positive constants ρ and θ such that
Iκ(v) θ holds for all v ∈ H 1(RN) with ‖v‖H 1 = ρ. 
Lemma 6.5. Assume that u0 ∈ H 1(RN) attains the infimum (6.13), that is, Sp+1‖u0‖2L2 =
‖u0‖2H 1 . Then Iκ(tu0) → −∞ as t → ∞ and supt>0 Iκ(tu0) < S∗p+1.
Proof. From (ii) of Lemma C.2, we have
Iκ(tu0) <
t2
2
‖u0‖2H 1 −
tp+1
p + 1‖u0‖
p+1
Lp+1 for any t > 0.
Here we use the properties uκ,u0 > 0 in RN . Then it is clear that Iκ(tu0) → −∞ as t → ∞. We
observe that
sup
t>0
(
t2
2
‖u0‖2H 1 −
tp+1
p + 1‖u0‖
p+1
Lp+1
)
=
(
1
2
− 1
p + 1
)( ‖u0‖2H 1
‖u0‖2Lp+1
)(p+1)/(p−1)
= S∗p+1.
Then we obtain supt>0 Iκ(tu0) < S∗p+1. 
Proof of Theorem 3. Let u0 ∈ H 1(RN) be the function which attains the infimum (6.13). From
Lemma 6.5 there is a constant T > 0 such that e = T u0 satisfies ‖e‖H 1 > ρ and Iκ(e) 0, where
ρ is the constant in Lemma 6.4. Denote
c = inf
γ∈Γ maxs∈[0,1]
Iκ
(
γ (s)
)
,
where Γ = {γ ∈ C([0,1];H 1(RN)): γ (0) = 0, γ (1) = e}. Then, from Lemmas 6.4 and 6.5, it
follows that 0 < θ  c < S∗p+1. By the Mountain Pass Lemma without the (PS) condition [4,10],
there exists a sequence {vn} ⊂ H 1(RN) such that Iκ(vn) → c and I ′κ(vn) → 0 as n → ∞. By
Lemma 6.3 there exists a subsequence which converges to some vκ in H 1(RN). Then vκ is a
nontrivial critical point of Iκ , and hence vκ solves the problem (6.1)κ . As has been mentioned
above, we obtain a positive solution uκ of (1.1)κ–(1.2) satisfying uκ > uκ a.e. in RN . 
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In this section we will show Proposition 6.1. By the definitions of g(t, s), h(t, s), and H(t, s),
we may assume that vn  0 and v0  0 a.e. in RN throughout this section.
By Proposition 1.1 we see that uκ ∈ C2(RN \ {ai}mi=1) and uκ(x) = O(E1(x)) as |x| → ∞.
Take R0 > 0 such that (2.5) holds. Then uκ ∈ Lr(RN \BR0) for all r ∈ [1,∞] and there exists a
constant C0 > 0 such that
uκ(x) C0 for |x|R0. (7.1)
In this section we denote by Cr , for r ∈ [2,2N/(N − 2)], the constant in the Sobolev inequality
(A.1) in Appendix A.
First, we show the following lemma.
Lemma 7.1. Assume that {vn} satisfies the assumption in Proposition 6.1, and let ψ ∈ H 1(RN).
(i) For any ε > 0 there exists R > 0 such that
∫
RN\BR
g(vn,uκ)|ψ |dx  ε. (7.2)
(ii) For any R > 0, we have
∫
BR
g(vn,uκ)ψ dx →
∫
BR
g(v0, uκ)ψ dx as n → ∞. (7.3)
Proof. (i) For any ε˜ > 0 we can take R˜ R0 such that
( ∫
RN\B
R˜
|ψ |2 dx
)1/2
 ε˜.
From (i) of Lemma C.2 in Appendix C, we have
∫
RN\B
R˜
g(vn,uκ)ψ dx  C
∫
RN\B
R˜
(
v
p
n + up−1κ vn
)
ψ dx
with some constant C > 0. Note that 2p ∈ (2,2N/(N − 2)). By the Hölder inequality and the
Sobolev inequality, we obtain
∫
RN\B
v
p
nψ dx 
( ∫
RN
v
2p
n dx
)1/2( ∫
RN\B
ψ2dx
)1/2
 Cp2pε˜‖vn‖pH 1 .R˜ R˜
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∫
RN\B
R˜
up−1κ vnψ dx  C
p−1
0
( ∫
RN
v2n dx
)1/2( ∫
RN\B
R˜
ψ2 dx
)1/2
 Cp−10 ε˜‖vn‖H 1 .
Since {vn} is bounded in H 1(RN) by the assumption, we obtain∫
RN\B
R˜
g(vn,uκ)|ψ |dx  C˜ε˜,
for some constant C˜ > 0 which is independent on n and ε˜. For any ε > 0, take ε˜ = ε/C˜. Then
(7.2) holds.
(ii) By the assumption, {vn} is bounded in H 1(BR). Then, there exists a subsequence, still
denoted by {vn}, and V ∈ L2p(BR) such that
vn → v0 strongly in L2p(BR),
vn → v0 a.e. in BR, and vn  V a.e. in BR.
From (i) of Lemma C.2 it follows that
g(vn,uκ)|ψ | C
(
v
p
n + up−1κ vn
)|ψ | C(V p + up−1κ V )|ψ |.
We observe that
∫
BR
V p|ψ |dx 
( ∫
BR
V 2p dx
)1/2( ∫
BR
ψ2 dx
)1/2
< ∞,
∫
BR
up−1κ V |ψ |dx 
( ∫
BR
upκ dx
)(p−1)/p( ∫
BR
V 2p dx
)1/2p( ∫
BR
ψ2pdx
)1/2p
< ∞,
and that g(vn,uκ)ψ → g(v0, uκ)ψ for a.e. in BR as n → ∞. By the Lebesgue convergence
theorem, we obtain (7.3). 
Proof of (i) of Proposition 6.1. For any ε > 0 there exists R > 0 such that (7.2) holds. Observe
that
∣∣∣∣
∫
RN
g(vn,uκ)ψ dx −
∫
RN
g(v0, uκ)ψ dx
∣∣∣∣

∫
N
g(vn,uκ)|ψ |dx +
∫
N
g(v0, uκ)|ψ |dx +
∣∣∣∣
∫
B
(
g(vn,uκ)− g(v0, uκ)
)
ψ dx
∣∣∣∣.
R \BR R \BR R
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lim sup
n→∞
∣∣∣∣
∫
RN
g(vn,uκ)ψ dx −
∫
RN
g(v0, uκ)ψ dx
∣∣∣∣ 2ε.
Since ε > 0 is arbitrarily, we obtain (6.5). 
To prove (ii) of Proposition 6.1, we need the following lemma.
Lemma 7.2. Assume that {vn} satisfies the assumption in Proposition 6.1.
(i) For any ε > 0, there exists R > 0 such that∫
RN\BR
H(vn,uκ) dx  ε and
∫
RN\BR
h(vn,uκ)vn dx  ε. (7.4)
(ii) For any R > 0, we have ∫
BR
H(vn,uκ) dx →
∫
BR
H(v0, uκ) dx (7.5)
and ∫
BR
h(vn,uκ)vn dx →
∫
BR
h(v0, uκ)v0 dx (7.6)
as n → ∞.
Proof. (i) Recall that uκ ∈ Lr(RN \ BR0) for all r ∈ [1,∞]. Then, for any ε˜ > 0 there exists
R˜ R0 such that
( ∫
RN\B
R˜
u2κ dx
)1/2
 ε˜ and
( ∫
RN\B
R˜
u2pκ dx
)1/2
 ε˜. (7.7)
From (C.7) and (C.9) in Appendix C, we have∫
RN\B
R˜
H(vn,uκ) dx  C
∫
RN\B
R˜
(
v
p
n uκ + vnupκ
)
dx
and ∫
RN\B
h(vn,uκ)vn dx  C
∫
RN\B
(
v
p
n uκ + vnupκ
)
dx,R˜ R˜
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∫
RN\B
R˜
v
p
n uκ dx 
( ∫
RN
v
2p
n dx
)1/2( ∫
RN\B
R˜
u2κ dx
)1/2
 Cp2pε˜‖vn‖pH 1,
∫
RN\B
R˜
vnu
p
κ dx 
( ∫
RN
v2n dx
)1/2( ∫
RN\B
R˜
u2pκ dx
)1/2
 ε˜‖vn‖H 1(RN).
Since {vn} is bounded in H 1(RN) by the assumption, we obtain∫
RN\B
R˜
H(vn,uκ) dx  C˜ε˜ and
∫
RN\B
R˜
h(vn,uκ)vn dx  C˜ε˜
for some positive constant C˜ which is independent of n and ε˜. For any ε > 0, put ε˜ = ε/C˜. Then
(7.4) holds.
(ii) There exist a subsequence, still denoted by {vn}, and V ∈ Lp+1(BR)∩L2p(BR) such that
vn → v0 strongly in Lp+1(BR)∩L2p(BR),
vn → v0 a.e. in BR, and vn  V a.e. in BR.
Then H(vn,uκ) → H(v0, uκ) and h(vn,uκ)vn → h(v0, uκ)v0 for a.e. in BR as n → ∞. From
(C.6) and (C.8) in Appendix C, we have
H(vn,uκ) C
(
v
p+1
n + up−1κ v2n
)
 C
(
V p+1 + up−1κ V 2
)
and
h(vn,uκ)vn  C
(
v
p+1
n + up−1κ v2n
)
C
(
V p+1 + up−1κ V 2
)
,
respectively. By the Hölder inequality, we obtain
∫
BR
up−1κ V 2 dx 
( ∫
BR
upκ dx
)(p−1)/p( ∫
BR
V 2p dx
)1/p
< ∞.
By the Lebesgue convergence theorem, we obtain (7.5) and (7.6). 
Proof of (ii) of Proposition 6.1. For any ε > 0 there exists R > 0 such that (7.4) holds. Observe
that ∣∣∣∣
∫
RN
H(vn,uκ) dx −
∫
RN
H(v0, uκ) dx
∣∣∣∣

∫
N
H(vn,uκ) dx +
∫
N
H(v0, uκ) dx +
∣∣∣∣
∫
B
(
H(vn,uκ)−H(v0, uκ)
)
dx
∣∣∣∣.
R \BR R \BR R
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lim sup
n→∞
∣∣∣∣
∫
RN
H(vn,uκ) dx −
∫
RN
H(v0, uκ) dx
∣∣∣∣ 2ε.
Since ε > 0 is arbitrarily, we obtain (6.6). By a similar argument, we obtain (6.7). 
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Appendix A. Inequalities
For convenience, we list below the basic inequalities, which will be used in this paper. We
assume N  3 and denote by E0 the fundamental solution for − in RN . For the proof, see,
e.g., [17,19,22].
Lemma A.1.
(i) (Hölder’s inequality) For v ∈ Lp(RN) and w ∈ Lq(RN) with p,q ∈ [1,∞],
‖vw‖Lr  ‖v‖Lp‖w‖Lq , where 1
r
= 1
p
+ 1
q
.
(ii) (Hausdorff–Young’s inequality) For v ∈ Lp(RN) and w ∈ Lq(RN) with p,q ∈ [1,∞],
‖v ∗w‖Lr  ‖v‖Lp‖w‖Lq , where 1
r
= 1
p
+ 1
q
− 1.
In particular, for v ∈ Lp(RN) and w ∈ Lq(RN) with p,q ∈ [1,∞], 1/p + 1/q = 1,
‖v ∗w‖L∞  ‖v‖Lp‖w‖Lq .
(iii) (Hardy–Littlewood Sobolev’s inequality) For q ∈ (1,N/2) there exists a constant Cq > 0
such that, for v ∈ Lq(RN),
‖E0 ∗ v‖Lr Cq‖v‖Lq where 1
r
= 1
q
− 2
N
.
(iv) (Sobolev inequality) For all r ∈ [2,2N/(N − 2)] there exists a constant Cr > 0 such that
‖v‖Lr Cr‖v‖H 1 for v ∈ H 1
(
RN
)
. (A.1)
In this paper, we will use the following result. For reader’s convenience, we include a proof.
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(i) Assume that v ∈ Lp(RN) and w ∈ Lq(RN) with p,q ∈ (1,∞), 1/p+1/q = 1. Then v ∗w ∈
C0(RN).
(ii) Assume that v ∈ L1(RN) and w ∈ L∞(RN). Then v ∗w ∈ C(RN). Assume, in addition, that
‖w‖L∞(RN\BR) → 0 as R → ∞. Then v ∗w ∈ C0(RN).
Proof. (i) From v ∈ Lp(RN) we have ‖τhv − v‖Lp → 0 as |h| → 0, where τhv(x) = v(x + h).
By the Hölder inequality,
∣∣v ∗w(x + h)− v ∗w(x)∣∣ ∫
RN
∣∣(v(x + h− y)− v(x − y))w(y)∣∣dy
 ‖τhv − v‖Lp‖w‖Lq → 0
as |h| → 0. This implies that v ∗w ∈ C(RN). For |x| > 2R with R > 0, we have
∣∣v ∗w(x)∣∣ ∫
RN\BR
∣∣v(x − y)w(y)∣∣dy + ∫
BR
∣∣v(x − y)w(y)∣∣dy.
By the Hölder inequality, it follows that
∫
RN\BR
∣∣v(x − y)w(y)∣∣dy  ‖v‖Lp(RN)‖w‖Lq(RN\BR) → 0 as R → ∞.
From |x| > 2R, we have x − y ∈ RN \BR for y ∈ BR . Then
∫
BR
∣∣v(x − y)w(y)∣∣dy  ‖v‖Lp(RN\BR)‖w‖Lq(RN) → 0 as R → ∞.
Thus v ∗w(x) → 0 as |x| → ∞, and hence v ∗w ∈ C0(RN).
(ii) Following the argument in the proof of (i), we obtain (ii). 
Let E1 denote the fundamental solution for − + I in RN . We see that E1 ∈ Lr(RN) for
all r ∈ [1,N/(N − 2)) and E1  E0. As a consequence of Lemmas A.1 and A.2 we obtain the
following lemma.
Lemma A.3.
(i) For r ∈ [1,N/(N − 2)) there exists a constant Cr > 0 such that
‖E1 ∗ v‖Lr Cr‖v‖L1 for v ∈ L1
(
RN
)
.
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‖E1 ∗ v‖Lr Cq‖v‖Lq where 1
r
= 1
q
− 2
N
.
(iii) Let v ∈ Lq(RN) with some q >N/2. Then E1 ∗ v ∈ C0(RN).
(iv) Let v ∈ (L∞ +Lq)(RN) with some q >N/2. Then E1 ∗ v ∈ C(RN).
Lemma A.4. Assume that v ∈ (L1 ∩ Lq)(RN) with some q > N/2. Then E1 ∗ v ∈
(C0 ∩L1 ∩H 1)(RN).
Proof. Put w = E1 ∗ v. From (i) and (iii) of Lemma A.3, we have w ∈ (L1 ∩ C0)(RN), and
hence w ∈ L2(RN). By the assumption, we obtain v ∈ Lr(RN) for all r ∈ [1, q]. In particular,
from N/2 > 2N/(N + 2) for N > 2, we have v ∈ L2N/(N+2)(RN). Put w = E1 ∗ v. Then
−w +w = v in D′(RN ).
By employing the Lq -estimate and the Sobolev embedding, we obtain w ∈ W 2,2N/(N+2)(RN)
and ∇w ∈ L2(RN). Thus w = E1 ∗ v ∈ H 1(RN). 
Appendix B. Eigenvalue problems
Let us consider the eigenvalue problem
{−φ + φ = λa(x)φ in RN,
φ ∈ H 1(RN), (B.1)
where a ∈ LN/2(RN)∩Lq(RN) with some q >N/2 and a > 0 a.e. in RN .
First we show the following lemma.
Lemma B.1. Assume that {ψn} ⊂ H 1(RN) is a sequence such that ψn ⇀ψ0 weakly in H 1(RN)
as n → ∞. Then ∫
RN
aψ2n dx →
∫
RN
aψ20 dx as n → ∞. (B.2)
Proof. From a ∈ LN/2(RN), for any ε > 0 there exists R > 0 such that
( ∫
|x|R
aN/2 dx
)2/N
< ε.
By the Hölder inequality and the Sobolev inequality, we obtain
∫
aψ2n dx 
( ∫
aN/2 dx
)2/N
‖ψn‖2L2N/(N−2)  εC‖ψn‖2H 1,|x|R |x|R
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Then
∫
|x|R
aψ2n dx  Cε and
∫
|x|R
aψ20 dx  Cε, (B.3)
where the constant C > 0 is independent of n and ε > 0.
Put q ′ = q/(q − 1). Note that q ′ ∈ (1,N/(N − 2)). Then we can take a subsequence, still
denoted by {ψn}, and Ψ ∈ L2q ′(BR) such that
ψn → ψ0 strongly in L2q ′(BR) and |ψn| Ψ a.e. in BR.
By the Hölder inequality, it follows that
∫
BR
aψ2n dx 
∫
BR
aΨ 2 dx 
( ∫
BR
aqdx
)1/q( ∫
BR
Ψ 2q
′
dx
)1/q ′
< ∞.
By the Lebesgue convergence theorem we have
∫
BR
aψ2n dx →
∫
BR
aψ20 dx as n → ∞. (B.4)
Observe that
∣∣∣∣
∫
RN
aψ2n dx −
∫
RN
aψ20 dx
∣∣∣∣
∫
|x|R
aψ2n dx +
∫
|x|R
aψ20 dx +
∣∣∣∣
∫
BR
(
aψ2n − aψ20
)
dx
∣∣∣∣.
As a consequence of (B.3) and (B.4), we obtain
lim sup
n→∞
∣∣∣∣
∫
RN
aψ2n dx −
∫
RN
aψ20 dx
∣∣∣∣ Cε
with some constant C > 0. Since ε > 0 is arbitrarily, we obtain (B.2). 
Lemma B.2. The problem (B.1) has the first eigenvalue λ1 > 0 and the corresponding eigen-
function φ1 > 0 a.e. in RN . Furthermore, there holds
‖ψ‖2
H 1  λ1
∫
RN
aψ2 dx (B.5)
for any ψ ∈ H 1(RN) \ {0}.
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λ1 = inf
{
‖ψ‖2
H 1 : ψ ∈ H 1
(
RN
)
,
∫
RN
aψ2 dx = 1
}
.
Let {ψn} ⊂ H 1(RN) be a minimizing sequence of λ1, that is,∫
RN
aψ2n dx = 1 and ‖ψn‖2H 1 → λ1 as n → ∞.
Since {ψn} is bounded in H 1(RN), there exists a subsequence, still denoted by {ψn}, and a
function φ1 ∈ H 1(RN) such that ψn ⇀ φ1 weakly in H 1(RN) as n → ∞. Then it follows that
λ1 = lim infn→∞ ‖ψn‖2H 1  ‖φ1‖2H 1 . Lemma B.1 implies that∫
RN
aφ21 dx = 1.
Hence φ1 ≡ 0 achieves the infimum λ1 > 0. Clearly, |φ1| also achieves λ1. Then we may assume
that φ1  0 a.e. in RN . Furthermore, φ1 satisfies
−φ1 + φ1 = λ1aφ1 in RN,
and hence φ1 = λ1E1 ∗ [aφ1] > 0 a.e. in RN . By the definition of λ1, (B.5) holds. 
Lemma B.3. Assume that the problem (B.1) has the first eigenvalue λ1 > 1. Then, for any f ∈
H−1(RN), the problem
−u+ u = a(x)u+ f in RN (B.6)
has a unique solution u ∈ H 1(RN).
Proof. For v,w ∈ H 1(RN) define B[v,w] by
B[v,w] =
∫
RN
(∇v · ∇w + vw − avw)dx.
By the Hölder and the Sobolev inequalities, we have∫
RN
avw dx  ‖a‖LN/2‖v‖L2N/(N−2)‖w‖L2N/(N−2)  C‖a‖LN/2‖v‖H 1‖w‖H 1
with some constant C > 0. Then there exists a constant C > 0 such that
∣∣B[v,w]∣∣ C‖v‖H 1‖w‖H 1 for all v,w ∈ H 1(RN ).
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B[v, v] = ‖v‖2
H 1 −
∫
RN
av2 dx 
(
1 − 1
λ1
)
‖v‖2
H 1
for all v ∈ H 1(RN). According to the Lax–Milgram theorem, for every f ∈ H−1(RN) there
exists a unique u ∈ H 1(RN) such that
B[u,ψ] = 〈f,ψ〉 for all ψ ∈ H 1(RN ),
where 〈·,·〉 is the pairing between H−1(RN) and H 1(RN). This implies that (B.6) has a unique
solution u ∈ H 1(RN). 
Appendix C. Auxiliary lemmas
In this appendix we assume p ∈ (1,N/(N − 2)).
Lemma C.1.
(i) There exists a constant C = C(p) > 0 such that
∣∣(t + s)p+ − sp∣∣ C(|t |p + sp−1|t |) for s  0 and t ∈ R.
(ii) Assume that u ∈ H 1(RN) and v ∈ Lp(RN) with v  0 a.e. in RN . Then (u + v)p+ − vp ∈
H−1(RN).
Proof. (i) Note that |(t + s)p+ − sp| ||t + s|p−1(t + s) − |s|p−1s| for s  0 and t ∈ R. Then,
by the mean value theorem, we have
∣∣(t + s)p+ − sp∣∣ p(|t | + s)p−1|t |
{
p(|t |p + sp−1|t |) if p  2,
2p−2p(|t |p + sp−1|t |) if p > 2.
Thus (i) holds with C = p if p  2 and C = 2p−2p if p > 2.
(ii) It suffices to show that there exists a constant C = C(u, v) > 0 such that
∣∣∣∣
∫
RN
(
(u+ v)p+ − vp
)
ψ dx
∣∣∣∣<C‖ψ‖H 1 (C.1)
for any ψ ∈ H 1(RN). It follows from (i) that
∣∣(u+ v)p+ − vp∣∣|ψ | C(|u|p + vp−1|u|)|ψ | in RN.
By the Hölder and the Sobolev inequalities, we obtain
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∫
RN
|u|p|ψ |dx  ‖u‖p
L2p
‖ψ‖L2  C‖u‖pH 1‖ψ‖H 1,
∫
RN
vp−1|u||ψ |dx  ‖v‖p−1Lp ‖u‖L2p‖ψ‖L2p  C‖v‖p−1Lp ‖u‖H 1‖ψ‖H 1 .
Then we obtain (C.1), and hence (u+ v)p+ − vp ∈ H−1(RN). 
Let G and g be the functions defined by (6.2) and (6.3), respectively.
Lemma C.2.
(i) There exists a constant C = C(p) > 0 such that
g(t, s) C
(
tp + sp−1t) for s, t  0.
(ii) For s, t  0,
1
p + 1 t
p+1 G(t, s) 1
2
g(t, s)t.
In particular, G(t, s) > tp+1/(p + 1) for s, t > 0.
(iii) For any ε > 0, there is a constant C = C(ε) > 0 such that
G(t, s)− p
2
sp−1t2  εsp−1t2 +Ctp+1 for s, t  0. (C.2)
(iv) Put cp = min{1,p − 1}. Then
g(t, s)t − (2 + cp)G(t, s)−cpp2 s
p−1t2 for s, t  0.
(v) There exists a constant C = C(p) > 0 such that
∣∣G(t + τ, s)−G(t, s)− g(t, s)τ ∣∣ C(|t |p−1 + |τ |p−1 + sp−1)|τ |2 (C.3)
for s  0 and t, τ ∈ R.
Proof. (i) Note that (t + s)+ = (t + s) for s, t  0. Then, from (i) of Lemma C.1, (i) holds.
(ii) Put y(t, s) = G(t, s) − tp+1/(p + 1) and y˜(t, s) = (1/2)g(t, s)t − G(t, s). We have
y(0, s) = yt (0, s) = y˜(0, s) = y˜t (0, s) = 0 and
ytt (t, s) = p
(
(t + s)p−1 − tp) 0 and y˜t t (t, s) = p(p − 1)2 (t + s)p−2t  0.
Integrating them on [0, t] twice with respect t , we obtain y(t, s) 0 and y˜(t, s) 0 for s, t  0.
In particular, if t, s > 0, we have y(t, s) > 0. Thus (ii) holds.
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Ytt (t, s) = p(t + s)p−1 − psp−1.
If p  2 then
Ytt (t, s) p
(
tp−1 + sp−1)− psp−1 = ptp−1.
Integrating on [0, t] twice with respect t , we have Y(t, s) tp+1/(p + 1). Thus we obtain (C.2)
with C = 1/(p + 1) for any ε > 0. Let p > 2. By the mean value theorem, we have
Ytt (t, s) p(p − 1)(t + s)p−2t  C
(
tp−1 + sp−2t)
with some C > 0. Integrating on [0, t] twice with respect t , we have
Y(t, s) C
(
tp+1 + sp−2t3).
By the Young inequality, for any ε > 0 we have sp−2t3  εsp−1t2 + C(ε)tp+1. Thus we ob-
tain (C.2).
(iv) See (v) of Lemma 5.1 in [24].
(v) We will show (C.3) by dividing into four cases according to the signs of t + τ and t . Put
Z(t, τ, s) = G(t + τ, s)−G(t, s)−g(t, s)τ . We note here that G(t, s) = g(t, s) = 0 if t  0, and
that G(t, s) and g(t, s) are nondecreasing in t  0 for each fixed s  0.
(a) The case where t + τ > 0 and t > 0. In this case, we have Z(t,0, s) = Zτ (t,0, s) = 0 and
Zττ (t, τ, s) = p(t + τ + s)p−1  C
(|t |p−1 + |τ |p−1 + sp−1)
with some constant C = C(p) > 0. Integrating on [0, τ ] twice with respect to τ , we obtain (C.3).
(b) The case where t + τ > 0 and t  0. In this case we have t + τ  τ and Z(t, s, τ ) =
G(t + τ, s). From (i) and (ii) of this lemma, it follows that
G(t + τ, s)G(τ, s) 1
2
g(τ, s)τ  C
(
τp+1 + sp−1τ 2)
with some constant C = C(p) > 0. In particular, (C.3) holds.
(c) The case where t + τ  0 and t > 0. In this case we have t  |τ | and Z(t, τ, s) =
−G(t, s)− g(t, s)τ . Then
∣∣Z(t, τ, s)∣∣G(t, s)+ g(t, s)|τ |G(|τ |, s)+ g(|τ |, s)|τ |.
From (i) and (ii) of this lemma, we obtain
G
(|τ |, s)+ g(|τ |, s)|τ | 3
2
g
(|τ |, s)|τ | C(|τ |p+1 + sp−1|τ |2).
Thus (C.3) holds.
(d) The case where t + τ  0 and t  0. In this case Z(t, s, τ ) ≡ 0. Thus (C.3) holds. 
Y. Naito, T. Sato / J. Differential Equations 235 (2007) 439–483 481Lemma C.3. For v ∈ H 1(RN) and w ∈ Lp(RN) with w  0 a.e. in RN , define
I (v) = 1
2
∫
RN
(|∇v|2 + v2)dx − ∫
RN
G(v,w)dx.
Then the following (i) and (ii) hold.
(i) I :H 1(RN) → R is C1 and satisfies
I ′(v)ψ =
∫
RN
(∇v · ∇ψ + vψ − g(v,w)ψ)dx (C.4)
for v,ψ ∈ H 1(RN).
(ii) Let v0 ∈ H 1(RN) be a critical point of I , that is, I ′(v0)ψ = 0 for any ψ ∈ H 1(RN). Then
v0  0 a.e. in RN . Furthermore, if v0 ≡ 0 then v0 > 0 a.e. in RN .
Proof. (i) We see that
∣∣∣∣I (v +ψ)− I (v)−
∫
RN
(∇v · ∇ψ + vψ − g(v,w)ψ)dx∣∣∣∣
 ‖ψ‖2
H 1 +
∫
RN
∣∣G(v +ψ,w)−G(v,w)− g(v,w)ψ∣∣dx.
Then, in order to show (C.4), it suffices to show that
J ≡
∫
RN
∣∣G(v +ψ,w)−G(v,w)− g(v,w)ψ∣∣dx = o(‖ψ‖H 1) as ‖ψ‖H 1 → 0. (C.5)
From (v) of Lemma C.2, it follows that
J  C
∫
RN
(|v|p−1ψ2 + |ψ |p+1 + |w|p−1ψ2)dx
for some constant C > 0. By the Hölder and the Sobolev inequalities, we have
J  C
(‖v‖Lp‖ψ‖2L2p + ‖ψ‖p+1Lp+1 + ‖w‖Lp‖ψ‖2L2p)
 C
(‖v‖Lp‖ψ‖2H 1 + ‖ψ‖p+1H 1 + ‖w‖Lp‖ψ‖2H 1).
This implies that (C.5) holds. Thus (C.4) holds. From (i) of Proposition 6.1, it is clear that I ′(v)ψ
is continuous in v ∈ H 1(RN) for any ψ ∈ H 1(RN). Thus I :H 1(RN) → R is C1.
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H−1(RN), and hence v0 satisfies
v0 = E1 ∗
[(
(v0)+ +w
)p −wp] a.e. in RN.
Then v0  0 a.e. in RN and, if v0 ≡ 0, then v0 > 0 a.e. in RN . 
Let h and H be functions defined by (6.4).
Lemma C.4. There exists a constant C > 0 such that, for s, t  0,
H(t, s) C
(
tp+1 + sp−1t2), (C.6)
H(t, s) C
(
tps + spt), (C.7)
h(t, s)t  C
(
tp+1 + sp−1t2), (C.8)
h(t, s)t  C
(
tps + spt). (C.9)
Proof. We see that Ht(t, s) = (t + s)p − sp − tp . Then Ht(t, s) (t + s)p − sp and Ht(t, s)
(t + s)p − tp . By the mean value theorem,
(t + s)p − sp  p(t + s)p−1t  C(tp + sp−1t)
and
(t + s)p − tp  p(t + s)p−1s C(tp−1s + sp).
Then it follows that
Ht(t, s) C
(
tp + sp−1t) and Ht(t, s) C(tp−1s + sp).
Integrating on [0, t] with respect to t , we obtain (C.6) and (C.7), respectively.
Observe that
∂
∂t
(
h(t, s)t
)= (p + 1)(t + s)p − (p + 1)tp − sp − ps(t + s)p−1
 (p + 1){(t + s)p − tp − sp}.
By the similar argument above, we obtain (C.8) and (C.9). 
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