Optimal replacement policies for a multistate system by Aven, Terje
Optimal Replacement Policies 
for a Multistate System 
by 
Terje Aven 
A thesis submitted for the degree of Cand.real. at the 
University of Oslo. 
Supervisor: Bent Natvig, Ph. D. 
Abstract 
In this paper replacement rules for a dEteriorating, multistate 
system with states 0,1,2, ... ,M are studied. The M+1 states 
represent successive levels of performance ranging from the perfect 
functioning level M down to the complete failure level 0 . 
It is assumed that there is associated a cost b. when the 
1 
system is in state 1 and a cost c. 
1 
for a replacement from state i. 
The main replacement policies discussed here include the control 
limit rules, i.e. there exists a k ~ {0,1, ... ,M-1} such that the 
system is replaced as soon as it reaches one of the states 0,1, ... ,k. 
For each k E S c { 0,1, ... ,M-1} we consider well known binary 
replacement policies, such as age rep~acement policy, block replace-
ment policy and the replacement policy treated by Bergman(1978) where 
the deteriorating process depends on an underlying state variable 
representing wear, accumulated damage or accumulated stress, etc. 
The expected average long run cost and the total discounted 
cost are minimized determining optimal rules. Furthermore, some 
generalizations are given. 
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1. Introduction 
For nearly two decades, there has been a large and continuing 
interest in the study of maintenance and replacement of stochasti-
cally failing equipment. 
The motivation for this research has largely been the grow1ng 
importance of complex electronic equipment in both industrial and 
military activity. 
Lately, however, new applications have arisen in such areas as 
health, ecology and environment. 
There are many ways to classify the works in maintainability; 
important factors are (Pierskalla and Voelker (1976)): 
i) States of the system, such as deterioration level, age, number 
of spares, number of state variables, etc. 
ii) actions available, such as repair, replacement, opportunistic 
replacement (two or more repair activities done concurrently 
may cost less than if they are done separately), continuous 
monitoring, discrete inspections, destructive inspections, etc. 
iii) the time horizon involved, such as finite or infinite and 
discrete or continuous. 
iv) knowledge of the system, such as complete knowledge or partial 
knowledge, the latter involving for example noisy observation 
of the states, unknown costs, unknown failure distributions, 
etc. 
v) objectives of the system, such as long run expected average 
cost per unit time and expected total discounted cost, both of 
which should be minimized. 
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He now review some of the better known maintenance/replacement 
models which we feel are of interest for our purposes in this paper 
and the situations they describe. 
The classification has been done in such a manner that it is 
easy to see the connection with our models. 
A. Maintenance models formulated as Markov-decision models 
A system is inspected at discrete points of time and a decision 
1s made to repair or replace the system whenever it is found to be 
in a certain set of states. In the absence of a decision to repair 
or replace, it is assumed that the system deteriorates stochastically 
through a finite set of states denoted by the set of integers 
{0,1, ... ,M} according to a Markov chain. 
The state M denotes a new or completely renovated system and 
the state 0 an inoperative or failed system. After inspection of the 
system a decision is made to repair, replace or do nothing. 
In most of the models there are only two Dossible decisions at 
any inspection point, decision 1 means "do nothing 11 and decision 2 
means "replace". 
The cost to replace a system that has not failed, c 1 , and a 
higher cost, c 2 , to replace a failed system, are the only costs in-
volved. 
Upon inspecting the system at any time, it is possible to replace 
the system before failure. In this way it may be possible to avoid 
the consequences of failure or further deterioration of the system. 
Generally we call a replacement before failure a "preventive 
replacement 11 • 
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Derman (1963,b) has shown under some assumptions on the transi-
tion probabilities that the optimal replacement rule obtained by 
minimizing the expected long run average cost per unit time is a 
"control limit!! rule; that is, there is a state k E {0,1, ... ,M-1} 
such that if the observed state i satisfies i :<;; k then replace the 
system and if i > k do nothing. k is called the "control limit". 
The same key result holds when the objective 1s changed to minimize 
the total long run discounted cost. 
The control limit rule is also optimal in the long run average 
cost case Hith the cost function generalized to allow an ''occupancyn 
cost b i , associated with being in each state i (0 ~ bM ;;;;~1:;; • • ~ b 0 ) , 
Kolesar (1966). 
If the replacement problem is modelled as a finite state Semi-
Markov process, the control limit rule is optimal in the long run 
average cost case under some assumptions on the cost functions and 
the expected sojourn times in each state, Kao (1973). 
B. Age dependent replacement models dnd Block replacement models 
in two-state systems 
Consider a two-state system whose replacement upon failure cost 
c 1 and whose replacement before failure costs c 2 < c 1 • 
ment time is negligable. 
The replace-
It has been shown by Barlow and Proschan (1965) that if F , 
the distribution of time to failure, has a strictly increasing failure 
rate,then there exists a un1que T* such that the expected cost per 
unit time is minimized if the system is replaced at age T* or at 
failure, whichever occurs first. 
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Various modifications and extensions of this basic model have 
been made. 
Fox (1966) discussed the age replacement policy when the object-
-function was the total expected discounted cost of maintenance. 
Sheaffer (1971) introduced an age dependent cost in the model to 
reflect the decrease in efficiency of the system with age. 
Berg (1976) proves that the age replacement policy itself lS 
the optimal decision rule amongst a wide class of replacement rules. 
Barlow and Hunter (1960) introduced a socalled minimal repair 
policy for a complex system. Here the system is replaced or over-
hauled at age T at a cost Intervening failures are rectified 
at a cost c' 1 through minimal repair which does not alter the failure 
rate of the system. 
The block replacement policy, in which the system is replaced 
periodically at times nT , n = 1, 2, ... , and at failures, is commonly 
used for complex electronic systems such as digital computers, and 
electical parts such as light bulbs and vacuum tubes. 
Barlow, Proschan (1965) and Berg, Epstein (1978) have compared 
the block replacement policy with age replacement. If there is more 
than one system (unit) the planned replacement times (nT, n = 1. 2, ... ,) 
are common for all of them. This is why the name block replacement 
lS used. 
If c is the cost of a planned replacement of one unit, it is 
reasonable that c lS less than c 2 , the replacement cost of a pre-
ventive replacement in an age replacement policy. This is at least 
true when we replace more than one unit at nT , n = 1, 2, ... , . 
The main drawback of the block replacement policy (BRP> lS that 
at planned replacement times we might replace practically new items. 
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The minimal repair policy is a modification of the BRP, other 
modifications of the BRP have been suggested by Cox (1962), Bhat (1969), 
Berg and Epstein (1976). 
C. Shock models in two-state systems 
Here we study replacement policies based on measurements of 
some increasing underlying state variable representing wear, accumu-
lated damage or accumulated stress etc. The failure time of the 
system depends on this state variable and upon failure the system 
must be replaced by a new identical one. 
A failure cost is also incurred. If the system is replaced 
before failure, a smaller cost is incurred. 
He replace the system at any stopping time T , based on the 
underlying process, {X (t), t ?: 0}, before failure time. The process 
{X(t), t;;;; 0} hc.s been assumed to be a nonhomogeneous Poisson process 
by A. Hameed and Proschan (1973), a Semi-Markov process by Feldman 
(1976) and a One sided Levy process by Zuckerman (1977), etc. 
In an important paper by Bergman (1978) the process is a general 
h . . h . d . . (1) stocaastlc process, r1g t-cont1nuous an 1ncreas1ng. 
Let 1; be the failure time for the system, then Bergman assumes 
T 
-/v(X( s) )ds 
0 P{~>t!X(s), s;;;;O} = e 
where v(·) lS a right-continuous, non-negative, increasing, finite 
and real-valued function. 
(1) We will in the following use the term "increasing" in place of 
"non-decreasing 11 and 11 decreasing" in stead of "non-increasing 11 • 
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The optimal replacement rule which minimizes the average long 
run cost per unit time, is shown to be a control limit rule, i.e. 
it is optimal to replace at failure or when the state varable X(·) 
has reached some threshold value, whichever occurs first. 
For a system composed of many units, the repair or replacement 
of one unit should sometimes be considered in conjunction with what 
happens to the other units. Because of the complexity of these models 
1n general, only a few special situations have been analyzed. 
In this paper we will not discuss such policies. 
Observe that we have only mentioned a few papers. Several others 
will be given in the list of references. See also Pierskalla and 
Voel.Ker (1976) which have 250 references. 
The replacement theory up till now has mainly assumed the systems 
to be binary, however, in many practical situations it is useful to 
have additional states between the two, good and failed. 
Usually the deterioration process is then assumed to be a Markov 
chain (with stationary transition probabilities) or a Semi-Markov 
process. We often feel this is an oversimplification of real life 
since the deterioration after the point of time the system has just 
entered a state, may be strongly dependent on the age of the system 
at this epoch. 
In this paper we will propose a general multistate model which 
will take this into account. 
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2. The model 
Consider a system, in use or storage, which is deteriorating 
and at any instant of time can be in one of a number of possible 
states {0 ,1, ... ,M} . The M+1 states represent successive levels 
of performance ranging from the perfect functioning level M down 
to the complete failure level 0 . 
Let {Y(t), t;;:O} be a right-continuous and decreasing stochas-
tic process re~resenting the state of the system when no replacement 
action is performed. 
For k = 0,1,2, ... ,M-1 introduce the random variables 
Rk = inf{t:Y(t) ~ k} • t~k 
reprPse~ting respectively the lifelength in the states {k+1, ... ,M} and 
th2 £"irst stat~ th2 system reaches amona the states { n, 1 ~.,. ~k} , 
We will assume def k 0 < rk = ER < oo for k = 0,1, ... ,M-1 
Let Gk = { 0 , 1 , . . . , k } , c Gk = {k+1, ... ,M} and 
for k = 0 , 1, ... ,M-1 and 0 ~ j ~ k . 
Then Q~(t) representsthe probability that the first state in ~ 
is J and the amount of time in is less that t or equal to t . 
Obviously 
Now if P~ 
J 
let F~(t) 
J 
Fk(t) dgf P{Rk;;;: t} 
k 
= I Q~Ct) 
j =0 J 
pk d~f P{ek=j} k ... . = Q,(oo) J J 
k p~ I = 1 j=O J 
k Q~(t) 
> 0, let F.(t) = = P{Rk~tlek=j}. 
J p~ If 
k p. = 0 
J ' 
be arbitrary. Hence] F~(t) represents the conditional 
J 
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probability that the system will move from to G k within an 
amount of time t given that the first state in Gk is J • 
P~ represent of course the probability that the first state 
J 
J.n Gk is j 
(We have used a similar notation as Ross (1970) page 85.) 
j ~ k 
Note that the assumption 
such that P~ > 0 
J 
Let 
1 co k h'~ = f u d Q. ( u) ]_ 0 ]_ for 
k { k, k "} ER < oo ~ E R • e = J < oo 
i ~ k • Then 
k h. < 00 
]_ 
k 
since h. = ]_ 
k 00 k P. JudF.(u) = ]_ 0 ]_ < co if 
h~ = 0 ]_ if p~ = 0 ]_ 
for all 
k P. > 0 
]_ 
and 
Thus the deterioration process is governed by the distributions: 
Q~(t) for k = 0,1, ... ,M-1 and J ~k or equivalently by 
J 
k( ) Pk. F. t , 
]_ ]_ for k = 0,1, ... ,M-1 and i:;;k. 
If we have absolutely continuous distributions,then we define 
q~(t) = :tQ~(t) , f~(t) = ddtF~(t) , fk(t) = ddtFk(t) for k = 0 ,1, ... ,M-1. 
If we let gJ:(t) be the probability that the system moves to 
]_ 
state i ( · k) · f · Gc J. ~ _ gJ.ven that the system moves .rom k to 
we see that 
k t k k Q.(t) = Jg.(s)dF (s) 
]_ 0 ]_ 
k = 0 , 1 , . . . , M -1 and i ::; k • 
Hence 
We will J.n the following use the notation fj(t) = 1-Fj(t) 
When the system is J.n state J. there is associated a cost 
per unit time. 
at 
b. 
]_ 
t ' 
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If the system is replaced by a new system ~.vhen the system is in 
state 1. , this cost equals c .. 1. ~'le will assume b <b < ••• .::;b M"" M-1 = - 0 ' 
c 0 ;:;: c 1 ~ • • • ~ eM> 0 and that all costs c.:re finite. 
Observe that these costs may depend on which replacement rule we 
use. 
The costs are average costs in each state. Obviously a replace-
ment cost is positive, even a replacement from the best state M is 
connected with some loss. Consider for example the replacement of a 
perfect functioning machine with a new. We assume the 
positive, but as we will see, this is no restriction. 
b • IS 1. to be 
It is assumed that the costs b., c. are independent of the 1. 1. 
system age; the states of the system give all information about 
diff0rent costs. I~ chapter 8 we will show that the model easily 
can be extended to include age-dependent costs. 
Our problem is to find a replacement strategy that give "minimum" 
costs. More precisely we want to minimize the expected average long 
run cost per unit time, B0 when a replacement rule o is used or 
the expected total discounted cost, B0 where 
CL 
1.s a positive 
discount factor and a cost c incurred at time t is equivalent to 
a cost ce -at at time 0 . 
We may write 
B0 = lim -t1{ I b. ~ expected time in state 
. 0 1. t-+oo 1.= 
1. l.n [ 0 5 t J 
M 
+ I c. • expected number of replacements from state i in [ 0, t] } 
. 0 1. 1.= 
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M 
}' b. • expected "discounted time 11 in state 
i;O 1 
i ln 
+ expected discounted cost due to replacements 1n [O,~). 
We now contend that it is no restriction to assume b. to be 
l 
positive in order to find the optimal rule c • To see this, let 
b* = b. + N l l such that b
';~ ...,. 0 \J l. i "" v • Then b. = b~: - N l l and 
lim l { I (b~:~N) .. expected time in state 
t t . 0 l +a> l= 
) 
l ln [ 0, t] J 
M 
= lim i {.}: b~ • expected time in state 1 in [ 0, t]} - N 
t+oo ·1=0 
M 
since r expected time in state 1 in [O,t] - t. 
i=O 
Similarly for the discounted case: 
M 
}: ( b*-N) • expected discounted time in state i in [ 0 ,co) 
. 0 l l= 
a> M 
= }: b* • expected discounted time in state 
i=O 1 
1 1n [0 ,~) - N f e-atdt 
·a 
The main replacement models discussed here will include the 
control limit rules. We will then get the states divided by the 
control limit into the '~good" and the "bad 11 states. In principle we 
have a binary situation, however the fact that we may have several 
11 good" and "bad" states makes it more complicated. I most cases there 
will be H possible control limits (0,1, ... ,M-1), but we assume that 
the control limits that are possible are included in S c GM-i . 
( 2) By the 11 discounted time" 1n state i in [ 0 ,~) we mean 
a> 
fe-at I(Y(t) = i)dt 
0 
v.Jhere I(Y(t) = i) 
if y ( t) = i 
otherwise 
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For a system where the states are known at any point of time, 
s may be taken 8 M-1 . Consider a system where the state of the 
system is known only when we replace the system or when it reaches 
state 0 . Then we may take s = { 0} . If state M is the function-
ing state and the states {0,1, ... ,M-1} are failure modes, we may 
have S = {M-1} . 
Unless otherwise specified all replacement times are negligible, 
we will briefly discuss the situation with non-negligble replacement 
times in chapter 9. 
Queuing problems in connection with the facilities necessary to 
maintain the system, such as manpower, availability of spares are 
ignored. We assume that it is always possible to replace the system 
with a new and statistically identical system or repair to as a 
"good as new" condition. 
We shall consider stationary replacement rules only, i.e. strate-
gies such that for each new system the same replacement rule is used. 
In a paper by Bergman (1980a) it is proved that a stationary non-
randomized replacement strategy is optimal (i.e. it minimizes the 
long run expected cost per unit time) for a large class of replacement 
problems. 
The main replacement policies treated here are "multistate age 
replacement policy" (MARP), "multistate block replacement policy" 
(MBRP) and "a-general multistate replacement model". 
The MARP (MBRP) is of course a multistate generalization of the 
usual binary age replacement policy (block replacement policy). 
In MARP we consider rules of the following form: Replace at 
min(Rk ,T), where T is a constant and k E S. "T = co" means a control 
limit rule with control limit k . 
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If we let S = {M-1} , we have an age replacement model with M 
failure modes. In fact, this is the model discussed by Mine and 
Nakagawa (1978). 
In the MBRP the rules are of the form: "Replace at nT , n = 
1,2, ... , and replace as soon as the system reaches the control limit 
k (k E S). "T = oo 11 means the same as in MARP. 
The special case S = {M-1} corresponds to a block replacement 
model with M failure modes. 
Note that if y = inf{t:Fk(t) = 0} , we consider these rules for 
T ~ y only. 
The general multistate replacement model 1s an extension of the 
work by Bergman (1978). 
Here we consider replacement rules of the form: Replace at min(Rk,T) 
where T is a stopping time with respect to X(•), an underlying, 
observable stochastic process representing wear, accumulated damage 
or accumulated stress, etc. and k t=: S • 
"'"'k k Ifwelet Q.(t)=P{R :;;t, 
J 
"'"'k ~k ~ ..... k "'"'k 
FJ. ( D ) ' F ( • ) ' p. ' q . ( 0 ) ' f . ( 0 ) ' 
J J J 
definitions on page 8 and 9. 
Letting M = 1, k = 0 and 
ek=jjX(s), 
fk(•) and 
s ;;: 0} , then we may define 
g~(·) similarly to the 
J 
- /tv(X(s))ds 
= 1 - e 0 
where v(•) 1s a right-continuous, non-negative, increasing, finite 
and real-valued function, we get the model treated by Bergman (1978). 
Note that in order to minimize Be and Be it will be sufficient 
a 
to introduce 
Q~(t) (Q~(t)) for k E S 
l 1 
O:;;i:;;k and Fj(t) (Fj(t)) for 
M -1 ~ j ;:;; min { k : k E S } . 
Then for 
(FM-1(t) = 
Fj(t) for 
S = {M-1} 
M-1 k 
E Q.(t)) j =0 J 
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we just introduce 
and correspondingly for 
j = 0,1, .•. ,M-1. 
i ~ M-1 
s = {0} Q~(t) 
Thus for M=1 we are ln the binary case with Q~(t) = F 0 (t) 
as the failure distribution. 
In this paper we will give the optimal replacement rule within 
the classes of MARP, MBRP and the general replacement policy. 
Note that the preventive replacement times in MARP and MBRP 
are determined before observing the system. v~eather.this is an 
objection to these policies, will obviously depend on the particular 
system at hand. 
We will not discuss this any further here. 
We now simplify notation and write failure (k) for the event 
that the system moves or jumps from to Gk • 
Jn order to get nice expressions for B0 and B0 we furthermore 
a 
introduce for 
(2.1) 
M-1 ?: k ~ 0 
k M 
C (Y(x)) = I c.I(Y(x)=i) 
. 0 l l= 
k M 
= I c.I(Y(x)=i) + I c.I(Y(x)=i) 
·a 1 "k1 1 l= l= + 
k M-1 k 
= I c.I(Y(x)=i)- I y.I(Y(x)>i) 
. 0 l . k l l= l= 
= c~ < Y c x) ) + c~ < Y < x) ) 
where we have introduced 
k k Yk = -ck+1 and y i = ci- ci+1 for i = k+1, ... ,H-1 
l.e. 
i-1 k 
c . = - I y . for i = k + 1 , . . . , M • 
l j =k J 
( 2. 2) 
( 2. 3) 
C~(Y(x)) = 
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k L c.I(Y(x)=i) 
. 0 l l= 
k M 
C2 (Y(x)) = L 
M-1 
c.I(Y(x)=i) =- I y~I(Y(x)>i) 
i=k+1 l . k l l= 
I(•) 1s as before the indicator function, 1.e. 
(2.4) 
where 
r 1 
I(Y(x)=i) = l O 
M 
if Y(x) = i 
otherwise 
t b.I(Y(x):i) 
i=k+1 l 
M-1 k 
=- I e.I(Y(x)>i) 
. k l l= 
and k B· =b.-b. 1 l l l+ for i = k+1, ... ,M-1 
1.e. 
i-1 
b. =- I s~ 
l j =k J i = k+1, ... ,M • 
Thus Ck(Y(x)) = ci and Rk(Y(x)) = bi if the system is in state i 
at time x (when k is the control limit). 
Note that l . Y(x) ... i ~ R > x . 
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3. Multistate age replacement policy (MARP) 
We consider here replacement rules of the following form: 
11 Replace at failure (k) or at system age T , whichever occurs 
first" where k E s=.{0,1, ... ,M-1}. \>lith ~ 1 T = co" we mean 
"Replace at failure (k) only''. Unless otherwise specified T is 
taken to be a constant. If T is a random variable, independently 
chosen from a fixed distribution G(o) fo~ each scheduled replace-
ment, we call the policy "random multistate age replacement policy" 
(RMARP). Theorem 3.6 states that we need only consider non-random 
multistate age replacement policies in seeking the optimum policy 
if the distributions are continuous. 
Let T 'j T • 1 = min ( R ~ ;n 1 for j = k ,k+1, ... ,M-1 
whern is the l~felength in the states R~ 
1 
associated ~lith the "i-th system". 
G<? = 
J 
and i = 1, 2, •.. 
{j+1, ... ,M} 
Then { T,k}co 
'i i=1 generates a renewal process. We call 
T,k 
T. 
1 
the i-th cycle. Write T T,k for an arbitrary cycle. 
We now define 8T,k (BT'k) as the expected average long run 
a 
cost per unit time (expected total discounted cost) under an MARP 
when k is the control limit and a~ a positive discount factor. 
From Appendix A.2 it folloVJs that 
(3.1) 
where VT,k is the cost of one cycle. 
From Appendix B.1 we see that 
( 3. 2) = 
EVT,k 
a. 
EWT,k 
a 
where 
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VT,k =is the discounted cost of one cycle and 
a 
T,k 
= 1-e-aT . 
Our problem is to minimize with respect to T for 
each k !?: S . 
Assume Tk minimizes The optimal MARP describes 
a k* and a Tk* such that 
T* k* Tk,k (BT*,k* B ' = min{B } = 
kt:S 
Before we give explicit expressions for 
a lemma. 
Lemma 3.1 
For J = 0,1, ... ,M-1 and a > 0 
T 
i) ETT,j = f Fj(t)dt 
0 
T ,j T . 
ii) E{1.,-e-aT } =a Jf"J(t)e-atdt 
0 
Proof 
i) Trivial. 
ii) Let HJ(o) be the distribution function for TT,j =min(T,Rj) 
if t < T 
Then clearly 
if t ~ T 
Using Appendix B.2 we see that 
T,j 00 • 00 • 
E{ 1-e -aT } = J -as J 1- e dH ( s) = I -as J 1-a e H (s)ds 
0 
00 00 • 
f -as f -as J =a e ds-a e H(s)ds= 
0 0 
T . r -a.s-J =a~e F(s)ds 
0 
00 • 
( -aS-] a;e H··(s)ds 
0 
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Theorem 3.2 
For T ;;; 0 (included T = (I) ) , a > 0 and J~ E S : 
( 3. 3) 1 r M-1 k T-. M-1 k ..; 1<; k 1 T ... I s.JFJ(x)dx+ I y':'F-'-(T)+cM+ I c.Q-.(T) 
k · k Jo . k 1 . 0 1 1 fF (x)dx- J= 1.='" 1.= _, 
0 
( 3. 4) 1 [ 
M -1 kT . ..., M -1 k . 
-au- -a·· · 1 T -I a.Je FJ(u)du+e -'-( l y.F (T)+cM) 
k · k Jo · k 1 -afe-auF (u)du J= 1.= 
0 
k T l · -at k + l c.Je dQ.(t) 
i=O lo l 
Proof 
We see that the numerator in (3.1) is the numerator in (3.2) 
with a = 0 • Hence we have to find the expected discounted cost 1n 
one cycle of length T,k T • 
Since Rk(Y(x)) = b. if the system is in the state 1 at x 
l 
and Ck(Y( TT ,k)) = c. if the system is replaced from state 1 at 
l 
TT,k, it follows that 
TT,k T k EV~'k = E{{ Rk(Y(x))e-axdx+Ck(Y(TT,k))e-a-r '}. 
Now using that Rk(Y(x)) = 0 for T .~ x > TT ,k and writing Rk(Y( o)) 
according to (2.4) we get 
T,k 
E{{ . Rk(Y(x) )e -axdx} 
T {f k( -ax 1 = E 0 R Y(x))e dxJ 
We now write ECk(Y(TT,k))e-aTT,k = EC~(Y(TT,k))e-aTT,k 
k . T k T,k 
+EC 2 (Y(T '))e-aT 
according to (2.1), (2.2) and (2.3). 
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Conditioning on the time for failure (k) and the first state 
in Gk we may write 
EC~(y(,T'k))e-~•T,k = k T t k I fc.e-~ dQ.(t) 
i=1 0 l l 
since 
the expected discounted cost of a replacement is -~t c.e 
l 
if the 
system fails (k) at t :s T and the first state 1n Gk is 1 . 
Since T k 
T,k T 
I(Y(, ' )=i)e-a• = I(Y(T)=i)e-a if i ;> k+1 ' 
k T k T,k EC 2 (Y(, ' ))e-~' 
The expressions for the denominators follow from Lemma 3o1, and 
the proof is complete. 
Corollary 3o3 
( 3 0 5 ) 
( 3 0 6 ) 
Proof 
lim BT,k = 
T+oo 
lim BT,k = 
T+oo a 
Boo,k = 
a 
Let T = oo in (3o3) and (3o4)o 
00 • 
Observe that I e -auF-1 (u)du th L 1 t f f 1s e ap ace rans orm o. 
0 
Remark 3 o 4 
There is an alternative way to find the expected cost due to 
bk+1 , ... ,bM in one cycle. 
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M 
Clearly this cost equals I b. · expected time spent in state i 
i=k+1 ~ 
in one cycle = 
where -r T 'M - 0 . 
Remark 3. 5 
The first integral in BT,k and BT,k equals the denominator. 
a 
Since k a. = b. - b. 1 for i ~ k+1 ' we infer that it is only the ~ ~ ~+ 
differences between the b. IS 
J. 
that are important for our minima-
zation problem. (See page 10 and 11.) 
Furthermore it follows by Lebesgue Convergence Theorem that 
We now show that when seeking for the optimal RMARP it is no 
restriction to assume T is fixed if the distributions Q~ (.) 
J. 
are continuous. 
Theorem 3. 6 
Assume all Q~(.)'s are continuous. Then the optimal random 
J. 
multistate age replacement policy (RMARP) is non-random. 
Proof 
Assume T is chosen from the distribution G(•). 
Then 
= 
00 
fE{VT,kiT=x}dG(x) 
0 
oo T k fE{-r '. !T=x}dG(x) 
0 
= 
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From (3.3) we see that Bx,k = 
if Ql(·) Vi,j is continuous. 
EVx,k ( x fixed) is continuous in x 
E-rx,k 
Hence Bx ,k has a minimum in x , 
say x 0 (including x 0 = "" ) • Then 
Bx,k ~ 
u 
EVx,k ~ 
"" I EVx'kdG(x) ~ u 
Q.E.D. 
This theorem has been shown by Karlin, cf. Barlow and Prochan (1965) 
page 86-87. 
We have shown the proof for the expected average cost case, it 
is clear that the proof for the expected total discounted cost case 
is similar. 
We will now study the functions Bx,k and Bx,k as functions 
Ct. 
of x . In particular we are interested in knowing when preventive 
replacements are advantageous, i.e. when minimum is obtained for 
a finite x . 
We see from (3.3) and (3.4) that lim Bx,k = "" , the costs for 
x+o+ 
a small x is of course enormous since we replace the system 
"almost continuously". 
As noted in the proof of Theorem 3.6 
(included x = "" ) if the distributions are continuous. 
We will now assume absolutely continuous distributions. 
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Minimizing the expected average long run cost per unit time, Bx,k 
Before we state conditions when the minimum of Bx,k is obtained 
for finite x or not, we need a definition. 
Let 
M~l kFi(x) ( k k ) k M~l kfi(x) 
=- l: a._k + t e.g. (x)-ck+1 v (x) + l: y1.-:-k~-
i=k 1 F (x) i=O 1 1 i=k+1 F (x) 
where fk(x) = , the failure (k) 
Fk(x) rate. 
It follows that 
( 3 0 7) X k -k J a ( t ) F ( t ) d t + eM 
0 
Note that ak(x) is defined for those x such that Fk(x) > 0 only, 
however, this makes no problem since we are not interested in x's 
such that -k F (x) = 0 • 
We will now assume lim ak(x) exists. 
X-+"" 
Theorem 3. 7 
i) If the equation Bx,k = ak(x) has no finite solution, then 
the minimum of B.,k 1s obtained for x = "" 
ii) If Bco,k > ' then there exists a finite 
x-+oo 
minimizing B •,k . 
iii) If k a (x) is strictly increasing and Bco,k > ' x-+oo 
then there exists a un1que, finite x 0 minimizing B•,k. 
iv) If lim ak(x) < Boo,k and ak(x) is increasing, then x = oo 
minimizes B •,k, and Bx,k is strictly decreasing in x . 
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Proof 
A finite optimal solution (i.e. a x 0 minimizing • k B ' ) must 
. 
satisfy d Bx ,k = 0 dx 
d Bx,k 
dx 
( 3. 8) d Bx,k dx 
= 
> 
d Bx,k < 
dx 
A straightforward calculation yields:. 
0 Bx,k k ~ = a (x) 
0 Bx,k < k .... a (x) 
0 Bx,k k ~ > a (x) 
It follows that ak(x) and Bx,k intersect at all extremum points 
of Bx~k so that ak(x) crosses from below (above) at the minima 
(maxima). 
i) Already proved. 
ii) 
iii) 
iv) 
If k lim a (x) 
x-+oo 
Boo,k 
> ' then there exists an N such that 
for x;;; N • Hence for X;;; N , 
and it follows that Bx,k converges to Boo,k from below. 
Clearly there exists a finite xo minimizing B .,k in this 
By ii) there exists an optimal solution. We must show that 
this is unique. 
Now if ak(x) had intersected Bx,k more than once, it must 
have been at a maximum, and hence Bx,k is crossed by ak(x) 
from above at such a point, a contradiction to the assumption 
that k a (x) is strictly increasing. See Figure 3.1. 
is increasing, we infer 
x-+oo 
cas~. 
that ak(x) < Bx,k Vx. See Figure 3.2. By (3.8) it follows 
that . .£. Bx 'k < 0 u x dx v • 
Thus the minimum is obtained for x = oo, and Bx,k is 
strictly decreasing in x . 
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~ 
I· 
I\ 
'\ k l \ _,.a ( x) 
Boo,J'\~k- --~~----
r . / / 
! \ //// 
1 \, // ! y~~ 
I--~· ;-::::::_ __ ,, . ___________ ... _______________ _,_.:;;.. 
X 
Fig. 3 .1 Example of case iii) 
---------·---·---~ 
X 
Fig.3.2. Example of case iv) 
Remark 3. 8 
and 
If eM= cM_ 1 = •.• = ck+1 ' F< is IFR1~ v 1 (x) ~ vk(x) Vx for i ~ k+1 
k , 
~ c. gJ~(x) 
. 0 1 1 1= 
is increasing, then ak(x) is increasing. 
To see this we write 
k 
a (x) 
X • k 
M-i -[ f ( v1 (t)-v (t) )dt] 
k 0 k k k 
= bk+1 -. I a1. e +< ~ c.g.(x)-ck+1 >v <x) 
1=k+1 i=O 1 1 
* 1.e. Fk has an increasing failure rate. 
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and note that 13~ ~ 0 
1 
for i ?;; k+1 ' 
and vk(x) is increasing since Fk is IFR. 
k k 
The assumption that I c.g.(x) 1s increasing 1n x states 
. 0 1 1 1= 
roughly that the probability to ~ove to the worst states when we 
fail (k) at x is increasing in x . 
Remark 3.9 
If M=1 and k = 0 (b1 =0) we have the binary case with 
8x, o 1 
= 
X 
f f 0 (t)dt 
0 
~ 0 
We now want to give an economic interpretation of Theorem 3.7 
by use of marginal cost analvsis. 
Harginal cost analysis for MARP 
Berg (1980) defined the notation of the marginal cost of a 
preventive replacement in the binary case. The resulting function 
was shown to be a useful tool for an optimality analysis. The use 
of marginal cost notation makes the mathematical results for the 
model meaningful. 
We now define the marginal cost of an age replacement in the 
multistate case. 
The marginal cost of an age replacement 1n the multistate case 
. G(ll) 
= 11m -fl- , where 
fl-+0 
G(fl) = Expected cost associated with waiting an additional short 
time fl - Expected cost of a repl~cement now at x . 
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llire precisely G ( t.) = E{ (cost in (x, Tx+t. ,k] -cost of an replacement 
now at x ) ! Rk > x} . Since the expected cost 1n [ 0 ,x) when re-
placing at Tx+t. ,k g1ven Rk > x equalB the expected cost in [ 0 ,x) 
when replacing at Tx,k given Rk > x, G(t.) = E{(Vx+t. ,k_Vx'k) !Rk>x} 
where Vx,k is the cost of one cycle of length x,k T • 
Note that we carry out a replacement if the system fails (k) in 
(x,x+t.) , whereas if no such failure (k) occurs a preventive re-
placement will take place at the end of the interval (x,x+t.) . 
Theorem 3.10 
The marginal cost of an age replacement at x is ak(x) . 
Proof 
G(t.) 
t. 
From Theorem 3.2 and the proof of this theorem we see that 
1 f M- 1 k x+t. . k M- 1 k . k ' k 
= -~- l S· f PfRJ>uiR >x}du- .l y 1.[P{R1>x+t.!R >x}-P{R1 >x!R'>x}] 
t. " J. =k J k X 1= 
k k k k . k k k 1 
+ I c.[P{R ;;;x+t.,G =iiR'>x} -P{R::; x, e =iiR > x}]f 
. 0 l . l= 
1 { M -1 k x + t. • H-1 k . . k J ..k } 1 
= A - I s. J rJ (u) du - I y. [F1(x+L\) - F1(xn + I c. [Q ~(x+t.)-l,!.: (x)] :rK . 
u • , J . 1~ l . 0 l l l ( ' J =K X 1=-'- 1= XJ 
This implies that 1 . G(t.) 1m+-6- = 
t.+O 
1 d EVX ,k - k ( ) 
Fk ( x ) dx - a x • 
This interpretation of k a (x) help us to better understand 
the conditions in Theorem 3.7, for example the assumntion that 
ak(x) is strictly increasing and lim ak(x) < Boo,k. Then the 
x+oo 
marginal cost of an age replacement is always less than average 
cost (see Th. 3. 7 iv ) an¢ preventive replacements are unwarranted 
since for all preventive replacement times x , it cost less in 
average to increase x . 
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Note that there is a similarity between the marginal cost 
analysis and the infinitesimal-look-ahead-gain in certain Markov 
models. See Ross (1971). 
X k Minimizing the expected total discounted cost function B ' 
a-
Since minimizing is similar to minimizing 
will just list the main definitions and results. 
we 
Let k a (x) 
ct. 
11-1 k 13i( ) k q~(x) M-:1 , fi( ) M~1 k Fi( ) a~ 
= - I 8 . l. k . x + I c. k + L Y~ ~ x -a L Y: rJ< x - ~k-
i =k 1 f' (x) i=O 1 F' (x) i=k 1 ~ (x) i=k 1 - (x) :t- -ex) 
a.x ~ EVx,k e 
= Fk(x) dx a 
Clearly lim k k a (x) = a (x) . 
a+o+ a 
d 8x,k 0 dx = <I<> a 
d 8x,k 0 dx > ~ a 
d 8x,k 0 dx < «· a 
{M~1 k i 1 Note that - i~k y iF (x)+%J = 
Similarly to (3.8) we get 
k 
a (x) 
a 
X k k 
a.B ' > a "(x) 
a a 
M-1 k . \' -l L y. F (x). 
.: -1,.- l .L-~'" 
It follows that k a (x) 
a 
and aBx,k intersect at all extremum 
a 
points of so that ak(x) crosses from below (above) at 
a 
the minima (maxima). 
Theorem 3.11 
i) If the equation has no finite solution, then 
ii) 
the ml.nl'mum of B.•,k · bt · d f 1s o a1ne or x = oo • 
If lim ak(x) 
x+oo a. 
minimizing B o,k 
a 
a. 
> a.Bco,k 
a 
then there exists a finite 
iii) 
iv) 
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If lim ak(x) > aB~,k and ak(x) 
x+oo a a a 
is strictly increasing, 
then there exists a unique finite x 0 minimizing 
If lim ak(x) < 
x+oo a 
x = ~ minimizes 
aBoo,k and 
a. 
a•,k and 
a 
ak(x) is increasing, then 
a 
Bx,k is strictly increasing in 
a 
Proof 
See Theorem 3.7. 
Theorem 3.12 
x. 
The marginal cost of an age replacement at x -in the discounted 
case is ak(x) 
a 
Proof Let 
G (6) = Expected discounted cost associated with waiting an 
a 
additional short time 6 - Expected cost of an age replace-
ment now at x . 
Now 
the factor eax is caused by the fact that all costs are discounted 
to time x • 
From Theorem 3.2 and the proof of this theorem we see that 
This gives 
lim 
~+ct 
G ( t.) 
a 
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k 
a (x) 
a 
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4. A general multistate replacement model 
Let X(t) ~ CX1 (t), ... ,Xn(t)) be a stochastic vector process. 
X(t) is an observable stochastic characteristic of the system at 
time t influencing the deterioration process. 
"'k k k . I . tf ..... J< Q.(t) = P{R ~t, e =J X(s), s~O} = qJ.(s)ds 
J 0 
Let for j ;£ k . 
Similarly we define 
and 
"'k M-1 k ~i(t) k q.(t) M~1 k ?i(t) 
= - I e. :o<:n--- + l: c. "": + I Y. =7t;k,---....;... 
i=k 2 F~(t) i=O 2 F~(t) i=k 1 F (t) 
. ""kc ) We Wlll now assume a t. is right continuous in t and 
increasing in t almost sure (a.s.). The latter assumption is 
similar to the assumption of an increasing ak(t) 1n MARP. 
Furthermore let T be a stopping time such that the event 
{T$t} is determined by {X(s), O~s~t} and an auxiliary randomizing 
experiment which is independent of "everything". 
The class of replacement rules will here be of the form: 
"Replace at failure (k) or at T , whichever occurs first", k E S . 
"T = a:> 11 means "Replace at failure (k) only". 
The problem is to minimize the expected average long run cost 
per unit time, BT,k (We use the same notation as in MARP although 
T now is random.) 
From Appendix A.2 it follows that 
T k EVT,k 
B ' = T k 
ET ' 
where ,T,k = min(T,Rk) and VT,k is the cost in one cycle of 
length T k T ' • 
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Conditioning on X(s), s ~0 and the randomizing experiment 
we may write 
where E means expectation given X( s), s ~ 0 and the experiment. 
We now infer that EVT,k and ETT,k must be identical to 
EVT,k and ETT,k in Theorem 3.2 with ...., notation everywhere since 
the stopping time T may be regarded as a fixed number for given 
X(s), s ~ 0 and the randomizing experiment. 
Thus 
(4.1) ,.... m k T ,....J<:: .:::,}<:: . EV 1 ' =fa (t)F (t)dt+cM 
0 1 
ETT,k = JFkCt)dt and 
= 
0 
T -
E I ak(t)fk(t)dt +eM 
0 . 
T-
E I Fk(t)dt 
0 
by (3.7) 
We see that if ET T ,k = 0 for a stopping time T , then T = 0 a. s., 
and it follows that = Q:) D 
Before we show the form of the optimal rule, we need two lemmas 
which are useful far outside our model. (cf. Bergman (1980)) 
Lemma 4.1 
If TA lS 
= EVT- AETT 
Proof 
' 
a stopping time which minimizes 
T;.. ( A > 0 ) and B A = 0 , then T A minimizes 
Since 
T T . T 
0 = B/.. A = EV A - AET A ~ EVT- AET T for every stopping 
time T , it follows that 
Lemma 
Et T < 
Proof 
Hence 
>.. = 
4.2 
Let A.o = 
EVT>.. 
T ET A 
inf 
T 
;;;; 
EVT 
----rr Et 
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Assume TX minimizes BT . 
0 "-o 
K = constant for every stopping time T . Then 
From the definition of :\ 0 we see that 
0 • 
It rema1ns to show that 
T>.. Tx 
EV 0 - X E t 0 :;; 0 . 0 
and 
Tx B o = 0 
"-o 
Let e > 0 be given. By the definition of X 0 there exists a 
stopping time T(e) such that 
This implies 
EVT(c:) _, 1=" T(e:) v T(e:) 1\o ..... T < e:.wT ' 
and it follows that 
T(e:) 
< e:Et < eK • 
Since e: was arbitrary, 
Tx 
B 0 = 0 and the lemma is proved. 
A. o 
. 
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Lemma 4. 2 
Let Assume TA minimizes 
0 
E-r T < K = constant for every stopping time T . Then 
Proof 
Hence 
From the definition of A0 we see that 
T.A TA 
EV 0 - A ET 0 ;;; 0 0 
It remains to show that 
TA TA 
EV 0 - A E -r 0 ~ 0 • 0 
0 . 
Let e > 0 be given. By the definition of A 0 there exists a 
stopping time T(e) such that 
This implies 
and it follows that 
Since e: was arbitrary, 
1:' T( d 
< e:.!.J't ' 
EVT(e:)- A E-rT(e:) < e:E-rT(e:) < e:K. 
0 
TA 
B 0 = 0 and the lemma is proved. 
Ao 
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We are now able to g1ve the form of the optimal rule, (note that 
inf {1;1} = oo) • 
Theorem 4.3 
Let TA = inf{t:ak(t) ~A } and A = inf BT,k 
o T 
EVT,k 
= inf T E-rT,k . 
Then the stopping time TA minimizes B T ,k . 
0 
Proof 
Clearly 
Define 
E T,k < ERk _ 
-r = - rk < 00 • 
T~k ~ T~ 
= E{cH +fa (t)F (t)dt- A fF (t)dt} 
0 0 
T 
= E{cM + J<ak(t)- A >rk<t>dt} 
0 
Since ak(t) is increasing a.s., we see that the integral will be 
minimized if we "stop'' as soon as ..... k a (t) - A becomes positive. 
Th T . f { "'"'k( ) } . . . BT US A = ln t:a t f::A mlnlmlzes A for given X(s), s 6 0 and 
the experiment, and hence 
. TA minimizes BT A unconditionally. 
Now by Lemma 4. 2 and 4.1 we see that TA. minimizes BT,k Q.E.D. 
0 
BT,k TA ,k Even though Ao = inf = B o is 1n general unknown, the T 
theorem is quite U!=:P.fUl as it P.n;:lhl oc; ,,c:: t-o determine the strtF-f:llre 
of the opti~l rule. 
We will now discuss the stopping times TA 
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Define 
Bk0.) = BT"-,k 
It follows that X0 = Bk(A 0 ) 
Theorem 4.4 
If A > X 0 , then 
Proof 
"'t is equivalently to prove th:·'' ~­
Since TA. minimizes BI , A.> A. 0 an~:;. 
it follows that 
We will now state an algorithm for finding A. 0 • 
See Bergman (1980). 
Theorem 4.5 
'1' ,k 
Let A. 1 be arbitrary with ETAl > 0 • 
Then for i ~2 
See Figure 4.1 ,page 37. 
The following lemma is similar to the basic Lemma 3.1 in 
Bergman (1978). 
Lenuna 4 ·6 
Let T1 and T2 be two stopping times such that 
T.,k 
E't 1: > 0, i = 1, 2 • Suppose we have a.s. 
< 0 
Proof 
T. ,k B 1 
- 3 5 -
a) a-kct) ~ B T 1 ,k Vt: T1 ~ t < T2 
ak<t) ~ T 1 ,k Vt: T2 ~ t T B < . 
Then 
T 1 ,k ~ rr;,k B B . 
b) ak<t) ~ T 1 ,k Vt: rr ~ t T2 B 
-1 < 
a-kct) ~ T1 ,k Vt: T2 ~ t T1 B < . 
Then B 
T 1 ,k ~ B ~,k 
We shall first prove the first part of the le~~a. We have 
i = 1 '2 
Hence B
T1 ,k T1 ,k T2 ,k T2 ,k T1 ,k T2 ,k E-r - B E-r = EV - EV which implies 
Since 
T 2 ,k E-r > 0 , we must show that 
T1 ,k T2 ,k T1 ,k T2 ,k T1 ,k B [ ET - E-r ] ~ EV - EV 
Conditioning on X( s), s ?' 0 and the randomizing experiment 
we get for the left hand side 
T1 ,k ~ T2 ,k ~ T1 ,k B E{ET - ET } 
The last inequality follows from the assumptions. 
\ 
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Now we see from (4.1) that 
T2 - ~ ~ k ~ T k 
E f ak(t)fk(t)dt = E{EV- 2 ' - EV 1 ' } = 
T1 
Thus a) is proved. 
b) We must show that 
Using the same tecnique as in a), this is straightforward. 
Theorem 4.7 
Bk(A.) = B~,k 1s decreasing 1n A. for A ~ A 
- 0 
for A. ~ I. 0 • 
Proof 
Let A 2 ~ A 1 ~ A 0 • Then 1\ <T. ~T, Az= A 1- A o 
and increasing in 
Using the definition of TA. and the fact that TA is optimal, we 
0 0 
get 
for all t such that Tt.. c5 t < TJ... ~ T A. • 
2 1 0 
Hence by Lemma 4 ·6 b) if and 
If 
TJ... 2 ,k Tt.. ,k TJ... ,k ET = 0 ( E-r 1 = 0 and ET 2 = 0) , then clearly 
· ~ak(t) Us1ng that is increasing a.s. 
and Theorem 4.4, it follows a.s. that 
Hence by Lemma 4. 6 b) 
Bk(A 1 ) ~ Bk(A 2 ) and the theorem is proved. 
In Figure 4.1 we show the principal features of Bk(A.) . 
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·--'--- ----------'-·-
Fig. 4.1 
> 
A. 
Illustration of the algorithm in Theorem 4.5. 
Theorem 4.8 
The marginal cost of a replacement at t is 
...... }c 
a (t) • 
Proof 
Let X ( s) , s ~ 0 be given and assume k R > t . Then we are in 
the same situation as 1n Theorem 3.10 with ,.... notation everywhere, 
and we can copy the proof of Theorem 3.1~ 
Some examples 
1 MARP. 
By taking X(t) :: t He see that the MARP is a special case 
of the model described here, however, in this general model we have 
considered the case when ak(t) is increasing only. 
\. 
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2 Multistate coherent system 
Consider a multistate coherent system of type 2 (an MCS of 
type 2 - see Natvig (1980)) having n components. 
Let y(t) = Cy1 (t), ..• ,yn(t)) where yi(t) represents the 
state of the i-th component at time t . 
The state of the system lS (l)(y( ")) . Assume <.p( a) takes values 
in { 0,1, ... ,t1} whereas the components are binary { 0 ,M} , indepen-
dent and have an exponentially distributed time to failure. 
Now by the definition of a MCS of type 2 for the special case 
where components are binary: 
<.p(y) ~j .-.~,p.:(x) =1 Yj E {1, ... ,M}, Vy, 
J 
where <.p. ( o) j = 1, 2, ... ,M are binary coherent sturctures and 
J 
= { 1 x. 
l 0 
if 
if 
Y· = M l 
y. = 0 
l 
Now define for j = 1,2, ... ,M 
v. (x) 
J 
{ 
n * I A.x.(1-<.p.(O.,x)) 
- i=1 l l J l 
00 
l 
if a failure (j-1) 
occured (<.p.(x)=1) 
J 
if a failure (j-1) 
(<.p. (x)=O) 
J 
has not 
has occured 
By Bergman (1978) v.(X(t)) 
J 
is increasing as a function of 
time. (See Appendix B.3) 
Assume c1 =c 2 = ... =eM, S = {O} and 
t 
- -/vJ.(X(s))ds Fj-1 Ct) = e 0 Then 
~' Notation ( • i ,x) = (x1 ,x2 , ... ,xi_1 , • ,xi+1 , •.. ,xn) 
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t t 
ao (t) 
M-1 -[fv.+1 (X(s))ds -Jv1 (X(s))ds] 
=- \' ao. e o J o- ( ) (X(t)) l.. tJ + co - <;_ v 1 . j =0 J 
From the definition of v.(•) we see that v.(•) ~ v1 C·) J J j > 1 . 
(See Theorem 4.2 Natvig (1980)) 
Thus a0 (t) is increasing, and the form of the optimal rule lS 
found. 
Using the notation of Nummelin (1978) we can formalize the 
model. 
Let (n,~,P) be a probability space and {,9:~} an increasing 
family of sub-a-fields of ~ . The a-field ~ represents the 
wear 0f the system, the accum11lated stress or accumulated damage. 
T.T ' g;-we s~ppose at any t1me Jt is observable. 
Let 7 be the a-field generated by ~ , Vt , l. e. 
(/ 
v Y-t~O t 
( a and (jj sub-a-fields of i: ' then CL v tJ3 lS the smallest 
sub-a-field of L: which contains both a and o3 . ) 
Assume 
t , 
= fh~(s)ds 
0 l i;;; k ' 
where 
{h~(t), t;;;; 0} is a measurable stochastic process adapted to {~} . 
and 
Furthermore, let ·t be a sub-a-field of E independent of JT 
r We shall denote by v the set of extended 
non-negative random variables measurable with respect to ~ v ~ . 
t; can be thought to represent a randomizing experiment independent 
of everything else. 
r.-
The set J includes all stopping times and 
randomized stopping times (rel. to { ~t} ) , which are nrandomized 
by t; " 0 
" f • • .r:. q-. ' ns be ore we shall cons1der stopp1ng rules 8T , T _ ~ 
meaning that the system is replaced at min(T,Rk) . 
Note that we may set 7:= t o(X(s), 0 :is ~t) if there lS a process 
X(t) describing the wear etc. 
If we proceed as before, we find the expected average long run 
t . . BT ,k cos per un1t t1me, . 
= E { Sk(t)dt +eM 
T -k EJH(t)dt 
0 
where 
M-1 . M-1 k · ~ k 
= - I 8 J; H 1( t) + ~ y • h 1 ( t ) + I c . h . ( t ) 
i=k 1 i=k 1 i=O 1 1 
We have used that T' L' • ( T Rj I ~ ~) ~Lm1n , v ~ 
T . 
= EffP(t)dt 
0 
etc. 
Assume sk<t> = 
fik<t> 
is increasing a.s. and right continuous. 
Then TA = inf{t: a.k(t) ~A 0 } where 
0 
We can now proceed as before. 
;\ 0 = inf BT,k is optimal. 
T 
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5. HU:Ttistate block replacement policy (MBRP) 
Here we consider replacement rules of the form: 
"Replace at failure (k) and at times nT , n = 1, 2, ... 
k € S ~ {0,1, ••. ,M-1}. 
With 11 T = co !I we mean the rule 11 F.eplace at failure (k) only". 
T is a constant. 
We write BT'k(BT'k) for the expected average long run cost 
(l 
per unit time (the total expected, discounted cost) under an MBRP. 
Let wT,k be the expected cost in a block interval of length r, 
Cl. 
0 ~ T < co , a ~ 0 • 
Then Lemma 5.1 reduces the problem of finding 
w T 'k for a ~ 0 • 
(l This result is not surprising since the process 
rest arts at n T , n = 1 , 2 , • • • • 
Lemma 5.1 
BT,k 
WT,k 
BT,k 
WT,k 
(i) = _o_ (ii) = a for (l > 0 T (l -aT 1-e 
Proof 
(i) Let nT;:;; t ~. (n+1)T. 
w~'k(t) is the total expected cost in [O,t] under an MBRP. 
Since we obviously have 
WT,k 
n _a_ 
n+1 T 
it follows that 
t 
(ii) See Appendix B.1. 
-+ 
t-+co 
T,k 
~ n+1 ~ 
n T 
T,k 
~ 
T 
Q.E.D. 
- l~2 -
Since the MBRP is of the form: "Replace at failure (k) onlyfl in 
the block intervals (nT,(n+1)T) and perform preventive replacements 
at nT n = 1, 2,. . . , let us define a right-continuous stochastic 
process { Z ( t) , t ~ 0} representing the state of the system under 
the policy :~Replace at failure (k) onlyn. 
Then define for j = 0,1, ... ,M-1 
D. ( s ) = P { Z ( s ) > j } and 
J 
k s k 
AJ.(s) = f D.(u)du =expected time the system is ln the states 
0 J 
{ j + 1 , • • • , M} ln [ 0 , s ] . 
Note that k P{Z(T) > j} = D. (T) means the probability that the 
J 
system will be in the states {j+1, ... ,M} just before we perform 
the planned replacement at T . 
Furthermore let 
Mk(t) = ENk(t) =expected number of failure (k) 1 s in [O,t] under 
the policy: "Replace at failure (k) only". 
M~(t) = EN~(t) = expected number of replacements from state l 
( i ;;;: k) 1.n [ 0, t] under the policy: "Replace at failure (k) only". 
See Appendix A.6 for some properties of Mk(t) , the renewal function. 
Theorem 5.2 
For T < "" , k E S and a > 0 
BT,k 1 
= T r 
M-1 k k ~ ~ k M~1 k k l 
- Z: fLA.(l) + Z: c.M.(T)- Z: y.D.(T) j 
. k l 1. . 0 l l . k l l l= l= l= 
- -
1 
= T 
where 
Proof 
Let 
Using 
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1 r M-l kT -ax k :k: T -as k -aTM-:1 k k l 
---=T - l (3 • f e D . ( x) dx + I c . f e dM . ( s ) - e I y . D . ( T) 
1-e -a L i=k 1 0 1 i=O 1 0 1 i=k 1 1 J 
r M-1 T . T-x 
= 1 - l a~Je-axF1 (x)[1+ J e-audMk(u)]dx 
1-e -aT l i=k 1 0 0 . 
k T T-x ~ f -ax f -au k k + L c · e [ 1 + e dM ( u) ] d Q • ( x ) 
i=O 1 o o 1 
D~(s) 
A~(T) T . k f-l. = F (x)(1+M (T-x))dx , l. 0 i~k. 
M~(T) T = f<1+Mk(T-u))dQ~(u) 
' 0 l. 
i~k. 
From Lemma 5.1 we see that it remains to find 
WT,k 
= 
EbT,k + ECT,k + EDT,k where a a a a 
bT,k 
= discounted cost in [ 0, T] due to the b~s a l. 
CT,k discounted cost in [ 0, T] due to the I = c.s a l. 
DT,k discounted cost in [O,T] due to the I = c.s a l. 
(2.3) we find 
s~T, i?::k. 
T,k 
w for 
a 
i;;: 1<+1 
i~k 
i ~ k+1 
EDT,k M ') -aT M-1 
= E I c.I(Z(T) l k k -aT = l. e =- y.D.(T)e a i=k+1 l. . k ]. l. l.= 
Thus we must find a) D~(T) b) ECT,k 
a 
and c) EbT,k . 
a l. 
a) Conditioning on the time for the first failure (k), we get 
for i ~ k 
D~(s) = P{Z(s)>i} co = fP{Z(s)>i I R~=t}dFk(t) 
0 
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Since the process restarts at t , it follows that 
if s 6 t 
if s < t 
Hence k D. ( s) 
l. 
= fD~(s-t)dFk(t) + jP{R~>s!R~=t}dFk(t) 
0 s 
s 
= fD~(s-t)dFk(t) + F1 (s) 
0 
Using Appendix A.3, 
k D. ( s) 
l. 
. s . 
= F1 Cs) + fF 1 (s-t)dMk(t) 
0 
b) Conditioning on the time for the first failure (k) and the 
failure (k) state (i.e. the first state in Gk ),we get 
= 
The last equality follows since 
given the first failure (k) is at time t , t;;; T and the 
failure (k) state 1.s 1. . Since a cost c incurred at time t 
is equivalent with a cost 
multiply c. + ECT-t ,k by 
l. ll 
-at 
ce · 
-at 
e 
at time 0 , ~.Je have to 
Obviously E{C~'k!R~=t, ek=i} = 0 for t > T. 
k 
Then since Fk(t) = £ Q~(t) 
. 0 l. l.= 
Multiplying by aT e we get 
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Again we use Appendix A.3 and find 
or 
= 
Alternatively we may write 
Using Appendix B.2 we see that 
]<; T -at k L c . J e dH . ( t ) 
i=O 1 0 1 . 
Comparing ~his expression for ECT,k and the previous when 
a 
a = 0 , it follows that 
i~k. 
T M-1 T 
c) Since EbT,k = Efe-asRk(Z(s))ds =- ~ S~EJI(Z(s)>i)e-asds 
a 0 i=k 1 0 
M-1 kT k T k 
= - L a. fD. ( s )e -asds ' we can find Eb ' US1ng that 
i=k 10 1 a 
k . s . __ k 
D. (s) = F1 (s) + JF1 (s-t)d.r-r-(t) . 
1 0 
However, we will find EbT,k directly using a standard renewal 
a 
argument. Conditioning on the time for the first failure (k) 
and using the fact that the expected cost in [O,T] due to the 
b~s 
1 
given the first failure (k) is at time + -'- -
we get 
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t 
= ~ e -atEb ~-t ,k + E{ bRk(Y(x) )e -ax! R~=t} 
[EliRk<Y<xlle-•xctx!R~=tl 
T ro 
= fE{bT,k!Rk=t}dFk(t) + fE{bT,kiRk=t}dFk(t) 
0 a 1 T a · 1 
= f [e -atEbT-t ,k + E(fRk(Y(x) )e -axdx I Rk1 =t) ]dFk(t) 
0 a 0 
ro T , 
+ JE<JRk(Y(x) )e -axdx I R~=t)dFk(t) 
T 0 
TT,k T 
= E J -R.k(Y(x))e-axdx + Je-atEbT-t,kdFk(t) 
0 0 a 
From the proof of Theorem 3.2 we see that 
TT,k M-1 T . 
E J Rk(Y(x) )e-axdx = - 1 a~fFl(x)e -axdx. 
o i=k lo 
Hence 
if t ~ T 
if t > T 
Multiplying this equation by eaT and using Appendix A.3 
we get 
M-1 T . T M-1 T-t . 
=- I e~fFl(x)e-axdx +fe-at[- L a~ f e-axFl(x)dx]dMk(t) 
i=k lo o i=k l o 
M-1 T . M-1 T T-t ( . 
= - I e~JFl(x)e-axdx- I e~J J e-a t+x)Fl(x)dxdMk(t) 
i=k lo i=k lo o 
M-1 kT . M-1 , T . T-x 
=- I s.JFl(x)e-axdx- I a~Je-aXFl(x) J e-atdMk(t)dx 
i=k lo i=k lo o 
M-1 T . T-x 
=- I a~fFl(x)e-ax[1+ J e-atdMk(t)Jdx 
i=k lo o 
Thus we have found T,k w for a~O. Setting a :: 0 we get 
a 
the numerator in BT ,k . 
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Corollary 5.3 
If we let S = {M-1} we get a "binary" block replacement 
model with M failure modes. If bM = 0 , we see that 
-T l\•-1 B ,n - = 1 [ M~1 k . l 
- I c . M. ( T) + eM 
T i=O 1 1 
[ M-1 T l -T M-1 1 · -as -aT B ' = m I c . f e d0 ( s ) + e eM 
a 1 -al . 0 1 0 1 
-e 1= 
where isk. 
Remark 5. 4 
Since the system with probability one 
we must have 
D~(s) - 1 
T k 
= fDk(s)ds = T 
0 
~ -as k ( ) ;e Dk s ds _ 
0 
and 
for 
1s 1n the states 
a > 0 . 
It follows that the first integral in the expressions for §T,k and 
§T,k equals the denominators. Hence we see that it is only the 
a 
differences between the b.'s that are important for the minimizing 
l 
problem. See page 10 and 11. 
Furthermore we note that 
s1nce a 1 + as 
1 _e-aT T 
Lebesgue Convergence Theorem). 
lim aBT,k = 
a-+O+ a 
a + a+ and 
WT,k 
a wT,k = _o_ 
-aT a T 1-e 
(by 
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We will now study the functions BT,k as functions a 
of T . First we consider the expected average cost case. 
. -T k Minimizing the expected average cost uer unit t1me, B ' 
In the first part of this section we will state some lemmas 
which will help us to give conditions when a minimum is obtained 
for finite T or not. 
Lemma 5.5 
For i ~ k 
k T . k 
A.(T) = Jf1 (u)(1+K (T-u))du 
l 0 
( ·) T . T T-x . k ~ Jf1 (u)du + J J f 1 (u)du dM (x) 
0 0 0 
(li) k 
= (M (T)+1)r. -y.(T) 
l 1 
where r. = ER1 and 
1 
~ . T oo • 
J-1 J J -1 k y. (T) = F (u)du + ( F (u)du)dM (y) 
1 T 0 T-y 
Proof 
( i) See the proof of Theorem 5 . 2 c) . 
(ii) 
T . T T-x . k 
= }F1 (u)du + f f f 1 Cu)du dM (u) 
0 0 0 
~. T "". k 
= r.- fF 1 (u)du + J<r.- J F1 (u)du)dH (x) 
1 T 0 1 T-x 
= r. ( 1 +Mk ( T) ) - y. ( T) 
1 1 
It is possible to give an alternative proof of ii) and an inter-
pretation of y i (T) . 
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k 
k {N (T)+1 i i) 
A. ( T) = E L R. - YTJ' 
l j =1 J 
Clearly 
where R~ is the life-length ln the states { i+1, ... ,t.O associated 
J 
with the j-th cycle, 
k 
. { N (T) k . ) l ' l 
y T = max 0 , I R . + R k - T f . j=1 J N (T)+1 
See figure 5.1. where we have defined 8 = n 
n k 
I: R. 
i=1 l 
8 T l 
ifCT) YT 
Fig. 5 .1. 
8 
ifCT)+1 
Using Appendix A.1, we find 
} k i A~(T) = ri(M (T)+1) -EyT = r.(Mk(T)+1)-y.(T) l l 
We now assume i 2 E(R ) <co. Let 
LemmaS. 6 
Assume Fk(o) is not lattice (see Appendix A.S). Then 
i) 
ii) D~(T) lim = 
T-+co J 
iii) lim 
A~(T) 
= 
T-+co T 
iv) 
r· J 
rk 
r. 
_l 
rk 
lk 
= --1 2 
2rk 
for j = k,k+1, ... ,M-1 
for j=k,k+1, ... ,M-1 
lk 1. 
= - l J r. - 2-
J 2r~ rk 
j =k ,k+1, •.• ,M-1 
v) 
ECT,k 
lim --=-0 -
T-+oo T 
;; 
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1 k k I c.P; 
rk.Oll. 1.= 
= lim T-+oo T 
where EC~'k = expected cost 1.n [ 0, T] due to the c. 1 s for i:::; k 1. 
vi) lim 
T-+co 
Proof 
k k 
= }:c.M.(T) 
. 0 1. l 1.= 
c~-:T 
(ECT,k- ~) ;; 
o rk 
(or lim ( M~(T) 
T-+oo 
k k 
1 r c.h. 
* k i=O 1. 1. c ---k 2 2 rk 
rk 
k k P~ [ 1 k _ E < Rk 1 e k = i l j) _PiT) k 1k hi 
= P.--- = 
rk 1. 2 2 rk 1. 2 2 rk rk rk ~ 
i) See Karlin (1975) page 195. 
ii) 
iii) 
. T . k 
f'J (T) + Jf'J (T-x)dM (x) 
0 
Since k D. (T) = 
J 
and Fj (T) is directly Riemann integrable (see Appendix A.5a)), 
it follows by Appendix A.5 that 
D~(T) 
J 
If we consider the time l.n states 
by Appendix A. 2 
[ k l N (T) . . A~(T) E I RJ+6J n=1 n Nk(T) J 
= ~ T T T-+co 
> j as cost (reward), then 
ERj 
ERk 
where ojk 1.s the time 1.n states > J 1.n the interval 
k N (T) 
N (T) k 
( n~1 Rn 'T] . 
iv) Let 
write 
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co . 
= JrJ (u)du , 
T 
then according to Lemma 5.5 we may 
k Aj (T) = 
y.(T) = 
J 
(1+Mk(T)r.-y.(T) where 
J J 
T k 
g. (T) + fg. (T-y)dM (u). 
J 0 J 
co co co • co • 
Since I g. (u)du = I JrJ (x)dx du = I X rJ (x)dx 
0 J 0 u 0 
that 
Hence 
(I) (I) ..- • 00 u . 
= f x JI(u,x : u>x)dFJ (u)dx = f fx dx dfJ (u) = 
0 0 0 0 
= ~ 1. < 
J co ' 
g. ( 0) 
J 
is decreasing and gj ( o ) ~ 0 , we see 
gj (.) is directly Riemann integrable by Appendix A.5a). 
co 
y.(T) --+ r1 Ig.(u)du J T+co k 0 J by.the Key Renewal Theorem, 
Appendix A.5. 
Using i) it follows that 
-- {lc1k(T) - _T )r. lk ~ 1· + r. - y . ( T) --+ r . - - ~ 
rk J J J T+co J2r2 rk 
k 
v) We will use Appendix A.2. 
vi) 
Let L = cost associated with the n-th replacement due to 
n 
c. i ~ k. 
1 
Then 
11~( T) 
It follows that lim 
T+co 
1 
= T 
Let Q~(t) = P~- Q~(t) = pl; r~<t> 1 1 1 l 
k 
E. I: 0c. I( ek=i) 1= 1 
Then 
= 
k k i~OciPi 
rk 
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ECT,k = 
0 
k k T k k L c.[Q1.(T) +JM CT-u)dQ.(u)] 
. 0 1 0 l 
Since 
= 
= 
= 
1= 
k k T k k l: c . Q . ( T) + J Q. ( T-u) dM ( u) 
i=O 1 1 0 1 
1< k k k k J<; T =k k k _k _k l. c. p. + l. c. ( Q. ( T)- p. ) - I c. r Q. ( T-x) dM (X)+ L c. P"."M -(T) 
i=O 1 1 i=O 1 1 1 i=O 10 1 i=O 1 1 
J<; k k J<; T =k k J<; =k . I c. P. ( 1 +M ( T)) - I c. J Q. ( T-x) dM ( x) - I c. Q. ( t) 
i=O 1 1 i=O 10 1 i=O 1 1 
"'=k JQ.(u)du = 
0 1 
k"'-k P. fF. (u)du 1. 1 0 
k"' k "' k 
= P.fudf.(u) = JudQ.(u) 10 1 0 1 
k =k 
=h. <"' and Q.(u) ~ 0 and decreasing, it follows that 
1 1 
=k Qi(u) is directly Riemann integrable. Using Appendix A.5 
and i) we get 
c*T 
lim (ECT,k-~) 
T+w o rk 
Note that these results can be modified if Fk(.) 1s lattice using 
the analogous version of Lemma 5.6 i), see Feller (1968) (chapter 
XIII (12.2)). 
Lemma 5.7 
M-1 
i) 1 ( \' 8k + :'c] = -- - ~ .r. c = 
rk i=k 1 1 k 
ii) lim BT,k = 
T+O+ 
"' . 
where c "J': = k 
k , l. c.P~ 
. 0 l 1 1= 
1) By OT ( 1) we mean a function which converges to 0 .as T + w • 
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Proof 
i) From Theorem 5.2 we have 
i) follows now from Lemma 5.6 ii),iii) and v). 
We can also prove i) using Appendix A.2 directly. To see this 
let V~'k be the cost of the i-th cycle of length 1. 
Nk(T) k 
6Nk(T) the cost 1.n (i~l Ri,T] Then 
= Bco,k 
by Appendix A.2 and Theorem 3.2 (Corollary 3.3). 
k R. , and 1. 
ii) Obvious. 
We now see from the express1.on for BT,k in Theorem 5.2 that if 
Q~(·) Vj,i is continuous, then BT,k is continuous and hence 
l. 
BT ,k must have a minimum (included T = co ) • Note that Mk( o) is 
continuous if Fk(•) is continuous. See Appendix A.6. 
Let 
lk M-1 k 1 M-1 k 1 M-:1 k lk k k 1 K k 
d =- ~ f3.r. +- t f3.1. -- I y.r. +- I c.P. --1 c.h. 2r~ i=k 1. l. 2rk i=k l. l. rk i=k l. l. 2r~ i=O l. 1 rk i=O l. l, 
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Lemma 5.8 
If d > 0 then BT ,k converges to B"" ,k from above. 
If d < 0 then BT ,k converges to Bco ,k from below o 
Proof 
~ve use Lemma 5. 6 ii), iv) and vi) and Lemma 5o 7. 
From Lemma 5.6 ii), iv) and vi) 
D~(T) r. = ;?-+OT(1) 
' 
j ~ k 
J .... k 
A~(T) r. lk 1. = T_J. + r . -·- - ;J + 0 ( 1) J ?.:k J rk J2r~ rk T 
ECT,k 
c \'c c ,.~1 k k k 
= ~T +~-..!_ ~ c. h. + OT (1) where c ,•; = t 0 
rk 2rk2 rk . 0 1 1 k i=O 1= 
k 
c.P. 1 1 
Inserting these expressions into 
_,.. k 
B~' and remembering Lemma 5.7 
we get 
Assume d > 0 . Then there exists a T 0 such that 
0 T ( 1 ) < d for T > T 0 • Clearly BT ,k > B"" ,k for T > T 0 • 
If d < 0 , then there exists a 
for T > T~ . 
T' 0 
Here 
such that 
Since lim BT ,k = B"" ,k , the lemma is proved. 
T+oa 
We now assume absolute continuous distributions. 
T > T' 0 • 
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Let mk(x) = ..£. Mk(x) dx (see Appendix A. 6) and 
-k d x,k M-1 k k k k M~1 k k a (x) = dx wo = - t f3.D.(x) + "1 c.m.(x)- I y.d.(x) . k 1 1 . 0 11 .k11 1= 1= 1= 
where k ..£. D~(x) k . X . k d~(x) = 0 di(x) = = m (x)- (f1 (x)+Jf1 (x-y)dM (y)),i>k, dx 1 0 
k d k k X k k m. (x) = dx M. (x) = q.(x) +Jm (x-u)dQ.(u) 1 1 l 0 l 
k X k k 
= q. (x) + Jq·. (x-u)dM (u), i ~ k. 
l 0 l 
We will assume that lim ak(x) exists. In the following lemma we 
x+co 
find this limit. 
LemmA 5. 9 
Assume all probability densities defined are directly Riemann 
integrable and tending to 0 at infinity. Then 
lim ak(x) = BCX) ,k = B00 ,k . 
x+oo 
Proof 
D~(x) r. By Lemma 5.6 ii), 1 +- as X + eo • 1 rk 
We can conclude that k d. (x) 
l 
+ 0 as X + ex:> by Appendix 
X . k 1 mk(x) 1 fi(x) since ffJ,.(x-y)dM (y) ----+ 
' 
----+ and 
0 x+(X) rk x+cx:> rk 
Furthermore 
co k fq.(u)du 
0 1 
= bv Appendix A.S. 
Thus -k lim a (x) = 
X+cx:> 
1 M-1 k c~ k I fl.r. +- = BCX)' . 
rk i=k 1 l rk 
A. 5 and A. 6 
--+ 0 . x+co 
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In the following we will assume all probability densities defined 
are directly Riemann integrableand tending to 0 at infinity. 
Theorem 5.10 
a) Assume the distributions Q~(•) Vi,j are continuous. 
1. 
Then if d < 0 , we have a finite minimum of 0 ,k B • 
Assume absolutely continuous distributions 
b) If the equation ak(x) = Bx,k has no finite solution, 
then x = ~ minimizes -o k B ' • 
c) If d < 0' and ak(x) is strictly increasing in X ' then 
we have a unique, finite minimum. 
d) f d d a-k(x) I > 0, an is increasing, then x = ~ minimizes 
B • ,k , and Bx ,k is strictly decreasing in x . 
Proof 
a) If d < 0 , then bv Lemma 5. 8 Bx ,k converges to B~ ,k from 
below, so there must be a finite minimum since Bx,k is continuous. 
'!Je now assume 
Then we must have 
A straightforward 
d Bx,k 
dx 
d 8x,k 
dx 
d Bx,k 
dx 
absolutely continuous distributions 
~ Bx,k = 0 at a minimum. dx 
calculation gives 
= 0 ~ Bx,k = ak(x) 
> 0 ~ Bx,k < ak(x) 
< 0 <=> 3x,k > ak(x) 
Hence ak(x) and Bx,k intersect at all extremum points of Bx,k 
so that ak(x) crosses from below (above) at the minima (maxima). 
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Using this fact the proof of b), c) and d) is s~milar to the 
proof of Theorem 3.7. 
b) Follows from the above relations and Lemma 5.7. 
c) See the proof of Theorem 3.7 iii). 
d) If d > 0 , then by Lemma 5. 8 Bx ,k converges to Boo,k from 
b Sl'nce a-k(x) · · t h a ove. 1s 1ncreas1ng we mus ave -k -k a (x) < B (x) 
Vx • Hence ...£.. Bx,k<O and dx · · ' is strictly increasing in x 
and x = oo minimizes 
_., k 
B ' • See Fig. 5 • 3 • 
+--------------------~ 
X 
Fig. 5. 2 Illustration of Theorem 5 .10 c) 
Boo,k-4------------------------
_....---__.------· 
/~ 
,/ 
X 
Fig. 5.3 Illustration of Theorem 5.10 d) 
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Remark 5.11 
For the model S = {M-1} we find (if bM = 0 ) 
M-1 
aM-1 Ct) = l c.m~(t) 
• 0 1 1 1= 
M-1 M-1 1M-1 M-1 1 M-1 d = eM+ 2 ~ c.P. --- ~ c .h. 
2rM-1 i=O 1 1 rM-1 i=O 1 1 
Bco,k 1 M-:"1 M-1 
= l c.P. 
rM-1 i=O 1 1 
Marginal cost analysis for MBRP 
We define the marginal cost of a block replacement at x as 
where 
G(6) = Expected cost associated with waiting a short time 6 
- Expected cost of a block replacement at x . 
Theorem 5.12 
Assume absolutely continuous distributions Q~ (.) • 
1 
Then the 
marginal cost of a block replacement at x is ak(x) . 
Proof 
Since the expected cost in [O,x) when the block interval is 
x+6 equals the expected cost in [O,x) when the block interval is x, 
Hence 
G ( 6) = w~+6 ,k - w~ ,k where w~ ,k = expected cost in a block 
interval of length x . 
GC6> 
-6- + 
We now turn to the discounted case. We will just list the 
main definitions and results. 
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Minimizing the total expected discounted cost function B~'k 
Lemma 5.13 
lim Bx,k 
a. x+oo 
= Boo,k = 
a. 
Proof 
Since -ax 1 - e + 1 as x + oo , we see from Lemma 5 .1 that 
we must show that as 
Let 
Then 
V00 '~ be the discounted cost of the 
a.,l i-th cycle of length 
k R •• 
l 
k k k 
{N.(x) -a[R1+ ... +R _1 ] k} E I e n Vex>' ~ 
n=1 a,n 
k r~(x)+1 -a [ ;)<+ •• . +F!< -1] a> k} 
wx ' ~ E< I e -"1 n V ' 
a. ln=1 a. ,n 
wher~.- R~ d~f 0 • 
Nk(x) -+- a> Now X+a> with probability one (Laha and Rohatgi (1979) 
page 119) . Hence using Honotone Convergence Theorem bvice , we get 
for IS = 0,1 
Thus 
k k k 
{N_(x)+IS -a.[R1+ ... +R _1 ] k} lim E I e n V00 ' 
x+oo n=1 a.,n 
as 
k = 
1-Ee-a.R 
k k 
{ a> -a.[R1+ ... +R -1] k} = E t e n Voo' 
n=l a.,n 
We see from the expression for Bx,k in Theorem 5.2 that if 
a. 
Vi,j is continuous, then Bx,k is continuous. Thus Bx,k 
must have a minimum (included x = oo ) • 
We now assume absolutely continuous distributions 
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d k M- 1 k k k k M~ 1 k k M-1 k k 
: e ax dx vJ: ' = - t (3 • D. (X)+ t c . m. (X)- ~ y . d . (X)+ a t y · D'. (X) ~ i=k 1 1 i:O 1 J i=k 1 1 i=k 1 1 
where 
k M~ 1 k k 
=a (x) +a~ y.D.(x) 
. k l l l= 
k d k 
mi(x) = d M. (x) 
' X l 
k di(x) 
Clearly lim ak(x) = ak(x) . 
a-+0+ a 
Lemma 5.14 
Proof 
co k M-:1 k r. 
= B ' +a ~ y. 1 
. k l rk l= 
d k 
= dx Di(x) 
Use Lemma 5. 6 ii) and Lemma 5. 9 
Theorem 5.15 
Write Theorem 3.11 with 
Bx ,k and ak(x) . 
a a 
Theorem 5.16 
-x,k 
a 
a 
1n stead of 
The marginal cost of a block replacement at x 1n the 
discounted case equals 
Proof 
Let G(o) = Expected discounted associated with waiting a 
a 
short time 6 - Expected discounted cost of a block replacement at x . 
Then 
G( •) 
a lim - 6- = lim 
6-+0+ 6-+0+ 
See the proof of Theorem 5.12 for the precise details. Note that 
we use time x as starting point for the discounting. 
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6. A simple periodic replacement model 
If the state of the system is known only at inspection {it may 
be too expensive to monitor the system continuously), the following 
replacement rule may be of interest. 
"Replace at nT , n = 1, 2, . . . " 
"T = co " means "never replace". 
Note that we in this policy have no control limit. 
It follows that the expected long run average cost BT,-1 and 
the total expected discounted cost, BT,-1 are given by 
a 
T 1 1{ M-1 1 T . M 1 . } 
B '- = T - .l B j_ f F 1 ( x) dx + .l y i_ F 1 { T) + eM 
1=-1 0 1=-1 
for T < co 
where we have 
1 { M~ 1 -1 Tf -ax-i -aT[M-:1 -1 i ]} 
----0 =T - . l. 13 i e F ( x) dx + e • t y i F ( T) + eM 
1-e 1=-1 0 1=-1 
-1 B. 
1 
-1 
Y· l 
i-:-1 -1 
=b.-b. 1 , i = o,1, ... ,M-1 ~b.=- I e. 1 1+ 1 ·- 1 J ]-- . 
i-:-1 -1 
= ci-ci+1 , i=0,1, ... ,M-1~ c.=-}: y. 
1 j=-1 J 
To see this let T,-1 w be the expected discounted cost in [O,T] (l 
under this policy. 
Then 
Clearly 
T,-1 
w = (l 
T -1 
w ' 0 
T 
and 
T -1 w _,. 
(l 
-aT 1-e 
as ln Lemma 5.1. 
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Note that we could have found T -1 w ' a directly from the 
-1 
numerators in (3.3) and (3.4) by letting k = - 1 and ~ • = 0 . 
i=.O 
It is intuitively obvious that the optimal T should be 
finite; in Theorem 6.1 (6.2) we show that this holds under reason-
able conditions. 
First we give some simple results. 
Since F-1 ( •) :: 0 , we see that 
lim BT,-1 = B"",- 1 = ~- ¥ e':'1je-axFi(x)dx 
T+ao a i=O 1 0 
Obviously lim BT,-1 = ao and 
T+o+ 
T -1 lim B ' = ao • 
T+O+ a 
is continuous, then is continuous. 
Hence BT'-1 (BT,-1 > hasaminimum(included T=oo), If F1 (•) Vi 
a 
is ahsolutely' continuous ( f- 1 = 0), then let 
1 M-1 1 . M-1 1 . 
a- ( x) = - ~ B ":' F1 ( x) + ~ y ":' f 1 ( x) 
i=-1 l i=-1 l 
as x + <» • Then using the fact that 
we see that -1 1 im a ( x ) = b 0 • 
x+oo 
For the discounted case we define 
-1 
a (x) 
a 
Since 
we see that 
and -1 -c -y = M -1 
l im a-1 (x) = b - ""C 
a o '"' o • 
x+oo 
--1 F (x):1, 
We state the main theorem for this model. The proof is standard. 
First we consider the expected average cost case. 
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Theorem 6.1 
Let 
M-1 
d = - L 13 : 1r. + c 
. 0 ~ ~ 0 ~= 
a) Assume F~(•) Vi is continuous. 
If d < 0 , we have a finite minimum of • -1 B ' • 
Assume in the following that Fi(•) Vi is absolutely continuous. 
b) If the equation a-1 (x) = Bx,-1 has no finite solution, then 
'c) 
d) 
Proof 
a) 
x = co minimizes 0 -1 B ' 
If d < 0 and -1 a (x) is strictly increasing, then we have 
a un1que, finite minimum. 
If d > 0 and -1 a (x) is increasing, then x = co minimizes 
B·,-1 , and B-x,-1 · t · tl d · · 1s s r~c y ecreas~ng 1n x . 
Since r. 
~ 
as and 
M-1 1 . 
' - 1 }: y. F (x)+cM-+ c 0 
. 1 ~ ~=-
as x -+ co, we may write 
M-1 -1 
1 -.~ 0 s. r.+c o (1) Bx '- = b + ~= ~ ~ o + _;_x __ 
0 X X 
It follows that if d < 0 , then converges to b : Boo,-1 0 
from below so we must have a finite minimum. 
b) , c) and d) . Using the fact that and -1 a (x) intersect 
at all extremum points of Bx,-1 so that -1 a (x) crosses from 
below (above) at the minima (maxima), the proof is standard, see 
for example the proof of Theorem 5.10 b), c) and d). 
We now turn to the discounted case. 
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Theorem 6.2 
Vlrite Theorem 3.11 with k = -1. 
Note that the condition lim a-1 (x) > a.B~,- 1 is equiv~lent to 
a a. 
x-+~ 
M-1 ~ . t a:-1 f e -a.xF1 (x)dx . 
i=O 1 0 
7. Some operating characteristics of MARP and MBRP 
Since we for each control limit k 1n principle have a binary 
situation, some interesting characteristics of MARP and MBRP follow 
from the binary theory. See Barlow and Proschan (1975), (1965). 
The following concepts will be helpful: 
Given random variables S and U , then write 
S s~t U ~ P{S~n} ::i P{U;;:n} for each n > 0 • 
We say S is stochastically less than U • 
S tst in U ¢=l> P{S>s 1 U=u} is increasing in u vs . 
We say S is stochastically increasing in U • 
Nk(t) =the number of failures(k) in [O,t] when we replace 
at failures (k) only. 
NT,k(t) =the number of failures (k) 1n [O,t] under MARP A 
i1 II 11 II !l MBRP 
RT'k(t) (RT'k(t)) = tpe number of removals during [O,t] A B 
under MARP (MBRP) (including both failures (k) and 
preventive replacements). 
Then from Barlow and Proschan (1975) chapter 6 
7.1 
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k st T k k N ( t) ?. NA' ( t) 'v't ~ 0, T ~ 0 .,. F is NBU. 
(See Barlow and Proschan (1975) page 159 for the definition 
of an NBU distribution.) 
7.1 states that the class of NBU distributions is the largest 
class for which age replacement dimenishes stochastically the 
number of failures(k) experienced in any particular time 
interval [ 0 , t] , 0 < t < oo • 
Next we state that a similar characterization applies in 
the case of block replacement. 
Nk(t) s>=t NT ,k(t) k 7 • 2 B for all t ~ 0 , T ~ 0 <l'* F is NBU. 
7.3 for t ?: 0, T ~ 0 k n = 1 , 2 , • . • ~ F is NBU . 
Next we study the effect of varying the replacement interval T 
under MARP. 
7.4 NI'k(t) tst in T~O for each ta:o~ Fk is IFR. 
7. 5 
Thus underan MARP with an IFR failure (k) distribution, the 
number of failures (k) observed at any time interval [O,t] 
increase stochastically as the replacement interval T in-
creases. 
A weaker comparison is possible for the NBU class: 
NnT,k(t) ~-: NT'k(t) T t 0 T 0 1 2 Fk . NBU A A ~or ;;:: , ~ , n = , , ••• <-~> 1.s . 
Comparisons between age and block replacement policies 
are made in Barlow and Proschan (1965). 
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RT'k(t) st RT'k(t) 7.6 ~ Vt, T>O. A B 
N~'k(t) st N~'k(t) 7.7 ~ if Fk is IFR . 
Thus for every underlying life distribution, block replacement 
leads to more removals (stochastically) thari does age replace-
ment. 
If the life distribution is actually IFR, then block replacement 
reduces (stochastically) the number of failures (k) experienced. 
Now let NT'~(t) =the number of failures(i) A,l under MARP 
with control limit k , M-1 ;;; i ~ k . Then Ne have (remember 7.4} 
7.8 NAT,J::(t) tst 1n T for each t~O <=> Fi is IFR. 
,l 
Proof 
Let S~'k(t) be the probability that the system fails (i) 
l 
before t or at t under HARP, then 
The proof now goes exactly as in the proof of Theorem 4.6 page 181 
in Barlow and Proschan (1975). 
Note that we from the probability can find the 
expected time to the first failure (i). Clearly this expected time 
QJ 
equals f(1-S~'k(t)dt 
·o l 
= 
= 
OQ 
I 
n=O 
(n+1)T . . 
J (F1 (T)nF1 (t-nT)dt 
nT 
oo • (n+1)T. 
= t F1 (T) J Fl(t-nT)dt 
n=O nT 
'Jri<t)dt 
= -=-0 -....----
oo • T . I (F1 (T) )n r F1 (t)dt 
n=O 1J 
See Barlow and Proschan (1965) page 61-62. 
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We now state some special characteristics for MBRP. First 
we give some results from Theorem 5.2. 
( i) The expected time the system is in the states > i · ( i ~ k) 1n 
[O,t] when we replace at failure (k) only = 
A~(t) t . k = fF 1 (x)(1+M (t-x))dx 
0 
( ii) The probability that the system is in state > 1 ( i ?: k) 
at t when we replace at failure (k) only = 
(iii) The expected number of replacements from state i ( i ;:;:; k) 
1n [O,t] when we replace at failure (k) only = 
M~(t) 
1 
t 
= [Cl+Mk(t-x))dQ~(u) 
0 
Under MBRP the replacement policy is of the form 11 Replace at 
failure (k) only:' in the block intervals and perform preventive 
replacements at nT , n = 1, 2,. . • . 
Hence for nT :£ t < (n+1)T we must have 
( i) The expected time the system is in the states > i ( i ~ k) 
1n [O,t] under MBRP = n A~(T) + A~(t-nT) 
1 l 
( ii) The expected number of replacements from states > 1 ( i ~ k) 
in [O,t] under MBRP = n D~(T) 
(iii) The expected number of replacements from state 1 ( i ;;;; k) 
in [ 0 't] under MB:RP = n M~(T) + M~(t-nT) 1 1 
.- Gil ~ 
8. Time dependent cost functions for MARP and MBRP 
We here state the expected average long run cost per unit time 
(the total expected, discounted cost) for ~~RP and MBRP when the 
costs are time dependent. 
If the system is replaced by a new one at system age x when it is 
in state i , the cost equals c. (x) 
J_ 
When the system is in state 1. 
at x , there is a cost bi (x) . 
For k = 0,1, •.. ,M-1 let 
M I c.(x)I(Y(x)=i) 
. 0 J_ 1.= 
~ M~1 k i 1 c · (x)I(Y(x) =i)- I y. (x)I(R >x) = 
·ol .k]_ 1.= 1.= 
where 
M 
Rk(Y(x)) = l b.(x)I(Y(x)=i) 
i=k+1 1. 
of course 
k 
-ck+1 (x) and k yk(x) = yi(x) 
k 
-bk+1 (x) e~<x) ek(x) = and 
First we consider M..A.RP. 
a) MARP 
= ci (x) - ci+1 (x) 
= bi(x) -bi+1 (x) 
From (3.1) and (3.2) we see that we have to find 
for i = k+1, .. ,M-1 
for i = k+1, .. ,M-1 
EVT ,k = expected discounted cost 1.n one cycle of .length -r T ,k = minCRk ,T) 
a 
for a ~ 0 . 
Now since the proof with time dependent costs. is almost identical 
with the proof of Theorem 3.2, we just state the result: 
- 69 -
TJ - x ~ T k T k T ,k 
= E Rk ( Y ( x) ) e a dx + E L. c . ( • ' ) I ( Y ( T ' ) :. i) e- en 
0 . i=O l 
' 
M-1 . T 
· l -a 
-E}: y.{T)I{R >T)e 
• J l l=< 
Thus we have found BT,k and BT,k with time dependent costs 
a 
and the minimization can now be done in a similar way as in the 
special case with bi(x) = bi and ci(x) - ci which we have 
discussed in detail in chapter 3. 
b) MBRP 
T ,k t , d. t d w = expec ea lScoun e 
a 
From Le~rna 5.1 we see that if we find 
cost ln a block interval of length T, then BT,k and BT,k are 
a 
glven. 
If we proceed as in Theorem 5.2, we can show that 
Whe~e Dk.r,x) · Th 5 2  lS glven ln eorem . . 
l 
Note that we also have 
and 
EbT,k 
a 
k T \' -au k L. f e c . ( u ) dM . ( u ) 
i=O 0 l l 
if Co (G) 
l 
has a derivative, 
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see Appendix B:2 and b) of the proof of Theorem 5. 2. 
Minimizing BT,k and BT,k is now similar to the special 
a. 
case with bi(x) - b. and ci (x) - c. l l 
9. Multistate age replacement policy with non-negligable 
replacement times 
a The replacement policy discussed here is identical with MARP except 
for the assumption of non-negligable replacement (repair) times. 
Let ZT,k be a random variable representing the time needed 
for a repair of an arbitrary system tvhen we replace at TT,k=min(T,~). 
If we start to repair when the system is in state i , then 
zT,k = z .. 
l 
We will assume Z. i = 0,1 ~ .•. ,M is independent of Rj 
l 
and j = 0,1, .•• ,M, 1 = 0,1, .•. ,k 
z O ~ Z 1 f:: • • • ~· ZM > 0 • 
and EZ. = z . < <lO. 
l l 
Furthermore, 
Obviously we get a renewal process with length of one cycle, 
TT,k + ZT,k. Let VT,k be the cost of one cycle of length TT,k + zT,k. 
Then if NT,k is the expected long run average cost per unit 
time, it follows by Appendix A.2 that 
From Theorem 3.2 we find EVT,k and E T,k '! • 
(We assume no "occupancy 11 cost b. under the repair time.) 
l 
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Let k vk = 
-zk+1 
k i = k+1, •.. ,H-1 v. = z. - z. 1 ]. ]. J.+ 
i-1 k i.e. z. = - ~ v. ]. j=k J 
He now interpret zT,k as the cost due to the replacement of the 
system. Then as in Theorem 3.2 we see that 
M-1 . ~ k 
EZT,k = I v~FJ.(T) + zM + I z.Q. (T) 
. k ]. . 0 ]. ]. l= l= 
We can now proceed as J.n the case of negligable replacement times, 
. . . . 
mJ.nJ.mlZlng 
Define nk(x) by 
k 
n (x) = 
-k M-1 k i k k F (x)+.E v.f (x)+.E z.q.(x) l=k J. l=D J. l 
if the densities exist. 
Then we get a similar result as Theorem 3.7 with 
NT,k' Noo,k = 
M-1 k k k E !3.r.+ 1:" c.P. i=k J. l i::O J. l 
k k 
rk + E z. P. i=O l l 
and k n (x) ln stead of 
b Barlow and Hunter (1960) consider an age replacement policy in 
the binary case when the object function is the fractional amount 
of functioning time over long intervals. 
m 
Let Eff~(x) = expected fractional amount of time the system 
functions during [O,x] and let 
x+oo 
- 72 ... 
EffT is called the limiting efficiency and is used to find the 
optimal T. 
Barlow and Hunter show that maximizing EffT is equivalent to mini-
mizing the expgcted cost per unit time (as is done in Chapter 3) 
where now z, 
l i = 0 '1 defined in a) is considered as the expected 
cost of performing replacements from state i . 
Nmv we consider the HARP with control limit k . Since we may 
have several states in G~ = {k+1, ... ,M} with different weights, 
we cannot generalize the definitions of Barlow and Hunter (1960) 
directly. 
Let us define EffT'k(x) as the expectation of the fraction 
represented by the "good 11 time (the time in Gc) in [0 ,x] devided k 
by a weighted sum of the time the system is in the different states 
(including the repair time). 
More precisely 
where ZT'k(x) =the time ln [O,x] the system is under repair, 
DT'k(x) =the time ln [O,x] c the system is ln the states Gk 
M 
and I {b. a time in state 
. . l l=k+1 
i in [O,x]}. 
Let EffT ?k = lim EffT ,k(x) . Then we want to find the T (and k ) 
x+co 
Whl.ch ' . EffT,k max1m1zes 
As in Barlow and Hunter (1960) page 94 we can show that 
Now obviously 
where EVT,k 
replaced by 
Hence 
~ 
7S 
is as in the numerator of (3.3) with 
k 
z.(v.). ]. ]. 
1 
k 
c. ( y.) ]. ]. 
We see that maximizing EffT,k is equivalent to minimizing BT,k 
where BT,k is as in (3.3) with ci replaced by z .• ]. 
Thus the MARP which we have discussed in detail include non-negligable 
replacement times if we interpret c. as the expected repair time ]. 
when the repair starts from state J. • 
10. Examples of MARP and MBRP when M = 2 and S = { 0,1} 
Assume 
Q~(t) = 1-e-t(1+t); 1.e. a gamma distribution with 
parameters 1 and 2 . 
Then we have 
f'O (t) e-t(1+t) :fl (t) ~0 -10t + !e -10t -10t = = 3~ 3 = e 
f 0 (t) te -t f 1 (t) 10e -10t = = 
M0 (t) = ![2t- 1+e-2t] 4 M1 (t) = 10t . 
See Barlow and Proschan (1965) page 57 for this result. 
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m0 (t) = lCl-e- 2t) m1 (t) = 10 
ro = 2 rl 
1 
= IO 
10 6 11 
1 
= = 50 
The costs are b1 = 10' b2 = 5 ' c1 = c2 = 1 and co = 3 . 
Thus 
ao 
= -10 so = 5 0 1 
al 
= -5 1 
Yo 
= -1 Yo = 0 0 1 
y1 
= -1 1 
We will assume the costs are the same for both ~ARP and MBRP. 
10.1 MARP 
Let k = 0 • 
Then BT ,o = - 8~ + r-1--f -B~IF' (xldx+y:F' (T)+y~F 1 (T)+c 2 +c 0 Q~ (T)] 
f:FCx)dx -
0 
= 10 + 1 r -2 e -lOT+~- 2Te -lOT] 
2-(T+2)e-T- 2 2 -
11.25 
-9x -9x 
a 0 (x) :: 80 oO e + (c C ) X = 
- o- "'1 1 +x o- 1 1 +x 
x e 10 + 2--5-1-l+x +x 
- 8 ° + ( c -c ) = 12 0 0 l 
From Theorem 3.7 we see that there exists a finite minimum of BT,O 
if 0 00 0 a (co) > B ' • 
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For our example this trivially holds. 
Furthermore a 0 (x) is strictly increasing, so there exists a 
finite, unique minimum. 
Plotting we find the optimal BT~':, 0 T'" = 1. 3 0 , = 11.13. 
co 0 B ' = 11.25 ---
·----'> 
1. 30 X 
Fig. 10.1 
Let k = 1 . Then 
T 1 1 -lOT 1 2 -10T 
B' = b2 + 1 -10T [-c2(1-e ) +c2+(co3+cl3)(1-e )] 
1.0(1-e ) 
1 2 10c2 
= b 2 + 1 0 ( c o 3+ c 1 3) - 1 0 c 2 + 1-e -1 0 T . 
Clearly T = co minimizes BT,l 
In our example we find Bco,l = 21.67 which of course is greater 
than Hence the optimal MARP is 
"Replace at min(1.30, R0 )". 
10.2 MBRP 
Let k = 0 
Since o o 1 o 1 o o o o ) 1 1 o cor o d = (-Soro-Slrl)--+ ~~(Rolo+Blll)- (yoro+ylrl y,-+co-2 2 --r-2r~ ~ o o ro o 
= (10•2-slo)i+ ~ ~H-10 .. 6+5 510 )- <-12+o 110 )~+3i- 3 = -0.10 < o, 
there exists a finite minimum by Theorem 5.10 a) • 
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liVe see that a 0 (x) lS strictly increasing. Thus by Theorem 5 .10 
there exists a unique mi.nimum. 
X 
where A~(x) = JD~(u)du and 
0 
1 -2x M~(x) = M0 (x) = 4c2x-1+e ) , 
~ve find the optimal x : x1: = 1. 30 and Bx1; ,O = 11.16 o 
-o -ooO 
a (oo) = B ' = 11.25 
Fig o 10. 2 
Let k = 0 • 
where 
1 b 2 +x[c 0 M~(x)+c 1 l1~(x)-y~] 
X 
M1 (x) = !3 [J(1+M 1 (x-u)dF 1 (u)] 0 0 0 
1 X 
= 3 [J(1+M 1 (x-u))dF 1 (u)] 
0 
X 
= j[F1 (x)+fl11 (x-u)dF 1 (u)] 
0 
__ 1M1( ) 10 . 1 3 x = 3 x Slnce M ( •) satisfies the renewal 
equation. 
since 
Hence 
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B-x,1 2 1 1 = 5 + 10 +-310 +- = 21.67 +-X X 
the control limit is 1 , is x = "" and 
We have found the optimal MBRP : 
and the optimal rule, when 
B""' 1 = 21.67. 
"Replace at failure (0) and at n·1.30, n = 1,2, ... " 
Since B1 · 30,0 = 11.13 < 11.16 = § 1 · 30 , 0 , the optimal MARP is 
better than the optimal MBRP in this example. 
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Appendix A 
A.1 Wald's Equation 
are independent and identically distributed 
random variables having finite expectations and N is an integer 
valued positive random variable such that the event 11 N = n " is 
independent of xn+1'xn+2'""" for all n = 1,2, ... , then 
Proof 
N 
E I X. = EN EX • 
. 1 l. l.= 
See Barlow and Proschan (1975) page 169-170. 
Corollary 
Let {X.}~ 1 , {Y.} ~ 1 be renewal processes with E I Y1 1, < <» l. l.= l. l.= 
such that the pair (X1 ,Y1 ),(X2 ,Y2),... are mutually independent. 
n 
Let N(t) = sup{n: I x. ~t} and M(t) = EN(t) . 
. 11. N(t)+1 1.= 
Then E I Y n = EY 1 ( M ( t ) + 1 ) . 
n=1 
Proof 
Let 
n I X •• 
. 1 l. l.= 
N(t)+1 = n ....,. N(t) = 
Then 
n-1 <=:=oo S 1 ::;; t n- and 
It follows that the event "N(t)+1 = n" is independent of 
Xn+1 'xn+ 2 , .... The result is now a consequence of Wald's equation. 
A. 2 
Assume we are in same situation as in the corollary to Wald's 
equation. 
N(t) 
If. Y(t) = ~ Y 
n=1 n 
and EX1 < <» , then 
EY(t) 
t 
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Proof 
Ross (1970) page 52-53. 
Remark 
Y may be regarded as a ~eward or cost at each renewal generated 
n 
by the ~enewal process 00 {X.}. 1' 1 1= If we assume continuously rewa~d 
(cost), then the total rewa~d (cost) up to time t is 
N(t) 
Y(t) = t Yn + 6N(t) where 
n=1 
Y is the reward (cost) associated with the n-th renewal cycle and 
n 
oN(t) is the ~eward (cost) in (SN(t) ,t] . 
We will show that EY(t) EY1 
t t::,: EX1 also 1n this case. See Ross(1970) 
page 53-54. 
Assume first the reward (cost) is positive. Then 
1 N(t) 
- E L y ~ 
t n=1 n t 
1 N(t)+1 ~ - E L y 
t n=1 n 
EY(t) 
and the result follows by A.2, the corollary to Wald's equation 
and A.4. 
The case when rewards (costs) are negative is treated similarly. 
Then we have 
N(t)+1 
E L yn ~ 
n=1 
EY(t) 
---t 
1 N(:t) 
~ - E L y 
Y n=1 n 
Assume now general rewards (costs). Let 
y 
n 
+ -
= Yn - Yn , where 
is the total positive reward (cost) associated with the 
n-th renewal cycle and 
-Y- is the total negative reward (cost) associated with the n 
the n-th renewal cycle. 
A similar partition is made for oN(t) . 
It follows that - 80 -
N(t) + + N(t) _ _ 
Y(t) = I Yn + oN(t) - ( I Yn +oN(t)) and 
n=1 n=1 
EY(t) 
-t--
Remark 2. 
Under MARP X. = T~,k = min(T~Rk1.) 1 1 and Y. · is the cost 1 
associated with the "i-th system"~ 
A. 3 
t 
If g(t) = h(t) + Jg(t-x)df(x) t S': 0 and h is bounded, 
0 
t 
then g(t) = h(t) + fh(t-x)dM(x) 
0 
CQ 
where M(x) = }: F (n) (x) and F(n) is the n-fold convolution of F . 
n=1 
Proof 
Ross (1970) page 35. 
A.4 The Elementary Renewal Theorem. (Ross (1970) page 40) 
!1(t) 1 
-.-t- + <X> 
fxdF(x) 
0 
as t + <X> where M(t) = 
A.5 The Key Renewal Theorem. (Feller (1971)) 
<X> 
~ F( )(t) 
n=1 n 
tJ~ 
If F is not lattice, with mean ~ and if h(t) is directly 
Riemannintegrable (Feller (1971) page 362) then 
t 1 <X> . 
lim fh<t-x)dM(x) = - fh(t)dt 
t+oo 0 ll 0 
X non-negative random variable is said to be lattice if there 
(X) 
exists d ~ 0 such that L: P{X=nd} = 1 . 
n=O 
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Remark 
Sufficient conditions for h to be directly Riemannintegrable, 
Feller (1971) chapter XI. 
a) i) h(t) ~ 0 
ii) h(t) is decreasing 
00 
iii) Jh(t)dt < 00 
0 
b) h(t) ~ 0 h bounded and continuous, 
A.6 
}:u < oo where 
n n 
00 
c' J 1 h' < t) 1 dt < oo 
0 
u = max h(t) 
n 
n-1 ~t< n 
' 
The renewal function :M(t) = is finite for all t 
and converges uniformly on finite intervals. It follows that M(t) 
1s right-continuous and continuous if F(t) is continuous. 
Manifestly~ H(t) is an increasing function of 
Furthermore lim M(t) = oo 
t-+oo 
..... 
... . 
We have listed some properties of M(t) stated 1n Karlin (1975) 
page 182. 
From Feller (1971) page 367 we get the renewal density theorem: 
00 
If F has a bounded density f, Jxf(x)dx < oo, lim f(x) = 0 
0 x-+oo 
(or F has a directly Riemann integrable density f ) , then M ( • ) 
has a density m(•) and 
m(x) -+ 1 
00 
ftf(t)dt 
0 
as x -+ oo . 
Smith (1954) page 42, shows the same theorem under the assumption: 
00 
f(x) -+ 0 as x -+ oo and ff(x)Pdx < oo for some p > 1 
0 
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Appendix B 
B.1 
Let 00 {Tn}n=1 be a renewal process (with T0 = 0), distributed 
as T for n ~ 1 , 
V ( T ) : V+ ( T ) - V- ( T ) the diSCOUnted COSt in the n-th cycle 
n n n n n n 
where V~(·) (-V~(o)) is the total positive (negative) cost in 
the n-th cycle. 
Then the total expected, discounted cost is 
E r e 1 n-1 v+ ( T ) - r e 1 n-1 v- ( T ) [ co -cx("t +• • •+T ) oo -a(T +• • •+T ) l 
n=1 n n n=1 n n 
= 
"' -a(T +• • •+T ) co -a(T +• • •+T ) ~ E e 1 n-1 v+ ( T ) - L E e 1 n- 1 v- ( -r ) 
n=1 n n n=1 n n 
We have used monotone convergence theorem and the fact that the 
cost in the n-th cycle is independent of i < n • 
Note that under HARP (MBRP) T = min(T ,i} ( T = T) • 
There is an alternative way to find the total expected, 
discounted cost. 
Since the process restarts at the time for the first renewal, 
the total expected, discounted cost, 
-CLTl 
B a. = EV 1 ( T 1 ) + Ee B a. 
B must satisfy the equation 
ex 
(this is easily seen by conditioning on the time for the first renewal) 
Hence B = (l 
EV(T) 
1-Ee -en 
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B.2 
Assume v(•) is either an increasing, right-continuous real 
valued function or a stochastic process which is right-continuous 
and increasing with probability one. Assume v(O-) = 0. 
Let c(•) be a real valued function, and assume we may write 
X 
c(x) = fc 1 (u)du+c(O). 
0 
Then we state the following formula of integration by parts. 
See Gikman and Shorohod (1979) pa~e 18. 
(b.2) 
Proof 
T 
T 
fc(x)dv(x) 
0 
T 
= v(T)c(T)- fc' (t)v(t)dt 
0 
T T 
fc(x)dv(x) = c(O)•v(T) + f fc 1 (t)I(t,x : t;s;x)dt dv(x) 
0 0 0 
T T 
= c(O)•v(T) + f Jc'(t)I(t,x : t;';x)dv(x)dt 
0 0 
T T 
= c(O)•v(T) + Jc 1 (t) f dv(x)dt 
0 0 
T T 
= c(O) •v(T) + v ( T) I c I ( t) dt - f c i ( t) v ( t) dt 
0 0 
T 
= c(O)•v(T) + v(T)(c(T)-c(O))- fc 1 (t)v(t)dt 
0 
T 
= v(T)c(T) -fc'(t)v(t)dy 
0 
Remark 
T 
Q.E.D. 
1 fc(x)dv(x) is a Lebesgue-Stieltjes integral and when v(•) is 
0 
a stochastic process which is right-continuous and increasing·:with 
probability one, then this integral exists with probability one. 
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Let v(•) be defined on the probability space (n,~,P). Then 
v(x,w) generates for a fixed wEn a measure v(A) O'" [0 ,oo) 
such that v(a,b] = v(b)- v(a) . 
2 Assume v(•) is a right-continuous, increasing stochastic 
process with Ev(x) < "" Vx . Then 
T 
Efc(x)dv(x) = 
T 
Jc(x)d(Ev)(x) 
0 0 
To see this we use (b.2) twice and Fubini. 
T 
Efc(x)dv(x) 
0 
T 
= E[v(T)c(T)- fc 1 (t)v(t)dt] 
0 
T 
= Ev(T)c(T) - Jc'(t)Ev(t)dt 
0 
T 
= fc(x)d(Ev)(x) 
0 
Note that Ev(x) is an increasing, right-continuous function. 
B.3 
Let q>(•) be a binary coherent structu~e function and let 
x = Cx1 ,x2 , ... ,xn) 
(y. ?: x. Vi with 
l l 
be given such that 
Let v(x) = 
y . > x . for s orne 
l l 
n ~ I A.x.(1-<P(O.,x})" 
i=1 l l l 
Then v(x) ~ v(y) . 
Proof 
n 
i ) . 
n 
q>(x) = 1 . Assume 
v(x) - v(y) = I A • X • ( 1-(!) ( 0 . ' X ) ) 
i=1 l l l r A. y . c 1-1.0 c a . , y > ) i=1 l l l 
Notation 
n n 
= I A1· (t.p(O · ,y)- <.p(O. ,x)) + .\ A. (cp(O. ,y) -1) i=1 l l i~1 l l 
x. =1,y. =1 l . l x. =O,y. :::1 l l 
(• 1.,x) = Cx1 , ... ,x. 1 ,.,x .. 1 , .... x) 1- · 1+ ' n 
x<y 
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Now since 1 ?;tp(O.,y) = tp(x.,v) ?;c.o(x) = 1 J. . J. ·' 
see that the last sum equals 0 , and obviously 
Thus v(x) - v(y) ~ 0 . 
The proof 1s due to Bent Natvig. 
Remark 
if x. = 0, we ]. 
(()(0. ,y) -(()(0. ,x) ~ 0. 
]. ]. 
This obviously gives that vj(X(t)) defined on page 38. is an 
increasing function of time t . 
- 86 -
References 
Abdel-Hameed, H. and Shimi, IN. (1978) Opt.imal replacement of 
damaged devices. J. Appl. Prob., 15, 153-161. 
Barlow~ R.E. and Hunter, L. (1960 c). Optimum preventive maintenance 
policies. Operations Res., V.8, No 1, 99-100. 
Barlow, R.E. and Proschan, F. (1965) Mathematical Theory of 
Reliability. Wiley, New York. 
Bariow, R.E. and Proschan, F. (1975). Statistical Theory of 
Reliability and Life Testing. Probability Models Holt, 
Rinehart and Winston, New York. 
Beichelt, F. and Fischer, K. (1980) General failure model applied 
to preventive maintenance policies. IEEE Trans. Reliability, 
R-29, No 1, April, 39-41. 
Berg, H. (1980) A marginal cost analysis for preventive replacement 
policies. European Journal of operational Research, 4, 136-142. 
Berg, M. and Epstein, B. (1976). A modified block replacement policy. 
Naval Res. Log. Quart. 23, 15-24. 
Berg, M. and Epstein, B. (1978) Comparison of age, block and failure 
replacement policies. IEEE Trans. Rel. R-29, No 1, April, 25-28. 
Bergman, B. (1978), Optimal Replacement under a general failure model. 
Adv. Appl. Prob. 10, 431-451. 
Bergman, B. (1980 a) A note on the completeness of stationary 
replacement rules. J. Appl. Prob. 17, no 1, 178-186. 
Bergman, B. (1980). On some recent advances in replacement theory. 
From the symposium "Tillforlighetsdager pa Chalmars 5-6 mai 
1980", Chalmars Institute of Technology, Gothenburg. 
Bobos, A.G. and Protonotaries, E.N. (1978) Optimal systems for 
equipment maintenance and replacement under Markovian deterio-
ation. European Journal of Operational Research 2, 257-264. 
Cleroux, R. and Hanscom, M. (1974) Age replacement with adjustment 
and depreciation cost and interest charges. Technometrics, 
Vol 6, No 2, 235-239. 
Cox, E.R. (1963) Renewal Theory, John Wiley and Sons, New York. 
- 87 .. 
Derman, C. ( 19 6 3 c) On optimal replacement rules Hhen changes of 
state are Markovian, Chap. 9, Mathematical Optimazatiori, 
Techniques, ed. Richard Bellman, Univ. of Calif. Press, 
Berkely and Los Angeles, pp. 201-210. 
Derman, C. and Sacks, J. (1978) Replacement of periodically 
inspected equipment. Naval Res. Log. Quart. V. 7, No 4, 59 7-60 7. 
Feldman, R.M. (1976) Optimal replacement with Semi-Narkov shock 
models. J. Appl. Prob. 13, 108-117. 
Feller, W. (1968) An Introduction to Probability Theory and its 
Applications, Vol. I. 3rd ed., Wiley, New York. 
Feller, W. (1971) An Introduction to Probability Theory and its 
Applications, Vol II , second ed. , tViley, New York. 
Flehinger, B.J. {1962) A general model for the reliability of 
systems under various preventive maintenance policies. 
Annals of Math. Statistics. Vol. 33, No.1, 137-156. 
Fox, B. (1966) Age replacement with discounting. Operations Res. 
Vol. 14, 533-537. 
Gertsbach,I. (1977) Models for Preventive Maintenance. North Holland 
Publ. Comp., Amsterdam. 
Gihman, I.I. and Shorohod, A.V. (1979) The Theory of Stochastic 
Processes III. Springer.Verlag, New York Inc. 
Jain, A. and Nair, K.P.K. (1974) 
gies for items that fail. 
Oct. 247-251. 
Comparison of replacement strate-
IEEE Trans. Rel. Vol. R 23, No 4, 
Jorgenson, D., McCall, J. and Radner, R. (1967) Optimal Replacement 
Policies Rand McNally. 
Kaio, N. and Osaki, S. (1979) Optimum age replacement policy with 
two failure models. R.A.I.R.O. Operat. Res. 1205-1208. 
Kander, Z. (1978) Inspection policies for deteriorating equipment 
characterized by N quality levels. Naval Res. Log. Quart,. 
25, 243-255. 
Kao, E.P.C. (1973) Optimal replacement rules when changes of states 
are Semi-Markovian. Opns. Res. 21, _1231-1249. 
·- 88 -
Karlin, S. and Taylor, H.M. (1975) A First Course in Stochastic 
Processes, sec. ed., Academic Press, New York. 
Kolesar, P. (1966) Minimum cost replacement under Markovian 
deterioration. Management Science 12, 694-706. 
Laha, R.G. and Rohatgi, V.K. (1979) Probability Theory. 
John Wiley & Sons, New York. 
McCall, J.J. (1965) Maintenance policies for stochastically 
failing equipment: A Survey, Management Science, Vol. 11, 
No. 5, 493-524. 
Mine, H. and Nakagawa, T. (1978) Age replacement model with mixed 
failure times. IEEE Trans. Rel. Vol. 27, No 2, 173. 
Nakagawa, T. (1979) A summary of block replacement policies. 
R.A.I.R.O. Vol. 13, 4, 351-361. 
Natvig, B, (1980) Two suggestions of how to define a multistate 
coherent system, Statistical Res. Report, 
Inst. of Math. Univ. of Oslo. 
Nummelin, E. (1978) A general failure model: Optimal replacement 
with state dependent replacement and failure costs. 
Report -MTKK-MAT-A134. Helsinki Univ. of Technology, Inst. 
of Math., SF-02150, Espov. 15, Finland. 
Osaki, S. and Nakagawa, T. (1975) A note on age replacement, 
IEEE Trans. Rel. Vol. R-24, No 1, 92-94. 
Pierskalla, W.P. and Voelker, J.A. (1976) A survey of maintenance 
models: The control and surveillance of deteriorating system. 
Naval Res. Log. Quart. 23, 353-388. 
Ran, A. and Rosenlund~ S. (1976). Age replacement with discounting 
for a continuous maintenance cost model. Technometrics, 
Vol. 18, No 4, 459-465. 
Ross, S. (1970). Applied Probability Models with Optimazation 
Applications, Holden-Day. 
Ross, S. (1971) Infinitesimal look-ahead stopping rules. 
The Annals of Math. Statistics, Vol. 42, 297-303. 
- 89 -
Scheaffer, R.L. (1971) Optimum age replacement policies with an 
increasing cost factor. Technometrics, Vol. 13, No. 1,139-149. 
Sethi, D. (1977) Opportunistic replacement policies. The Theory 
and Applications of Reliability, Vol. 1, Edit. Tsokos, C.P. 
and Shimi, I.N., pp. 433-447, Academic Press inc. 
Sivazlian, B.E. (1973) On a discounted replacement problem with 
arbitrary repair time distribution. 
Management Sci. Vol. 19, No. 11, 1301-1309. 
Smith, W.L., {1954) Asymptotic renewal theorems, Proc. Roy. Soc. 
Edinburgh, Sect. A, V. 64, Pt. I (No.2), pp. 9-48. 
Tango, T. (1978) Extended block replacement policy with used items. 
J. Appl. Prob. 15, 560-572. 
Taylor, H.M. (1975) Optimal replacement under additive damage and 
other failure models. Naval Res. Log. Quart. 22, 1-18. 
Tilquin, C. and Cleroux, R. (1975) Periodic replacement with 
minimal repair at failure and general cost function. 
J. Statis. Comput. Simul.,Vol. 4, 63-77. 
Tilquin, C. and Cleroux, R. (1975) Periodic replacement with 
minimal repair at failure and adjustment cost. 
Naval Res. Log. Quart. 22, 243-254. 
Tilquin, C. and Cleroux, R. (1975) Block replacement policies with 
general cost structures. Technometrics, Vol. 17,No 3, 291-298. 
Wolff, M.R. and Subramanian, R. {1974) Optimal readjustment 
intervals, Operat. Res. 22, 191-197. 
Zuckerman, D. (1978) Optimal replacement policy for the case where 
the damage process is a one sided Levy process. Stochastic 
Processes and their Applications, 7, 141-151. 
Zuckerman, D. (1978) Optimal stopping in a Semi-Markov shock model. 
J. Appl. Prob. 15, 629-634. 
