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Abstract—Networked control systems typically involve mul-
tiple subsystems which share the communication network. In
this system setting, besides the optimization of the quality of
control of the considered networked control system, the efficient
utilization of the communication resources contributes to part
of the overall control objective. By realizing the fact that the
packet delay variation can be roughly piecewise constant in
a relatively large system, a packet length allocation scheme is
proposed for this system setting. With the use of this scheme, the
performance of the networked control system can be maintained
at an acceptable level at the dramatically reduced cost of the
communication resources. As a result an optimized balance be-
tween the quality of control of the considered networked control
system and the quality of service of the communication network
can thus be achieved. Simulations illustrate the effectiveness of
the proposed scheme.
I. INTRODUCTION
NETWORKED control systems (NCSs) have been at-tracting more and more attentions from the researchers
and engineers in recent decades, mainly due to their distinct
features such as easy maintenance, flexible control structure,
reduced overall cost, and so on. Although the fast devel-
opments of the communication and computing technologies
have enabled this redesigned control framework of NCSs, the
inclusion of the novel technologies inevitably complicates the
design and introduces fundamental issues to both the theories
and applications of NCSs. Considerable works have been
done and more efforts are still on the way, towards the wide
and reliable applications of NCSs in all the related areas in
the near future [1]–[3].
Indeed, the so-called communication constraints in NCSs,
including, for example, network-induced delay, data packet
dropout, data rate constraint, etc. present a challenging
difficulty for control engineers and theorists. The main issue
is: How can the control performance of NCSs, or the quality
of control (QoC), be optimized subject to the communica-
tion constraints in NCSs? In this line the communication
constraints are typically viewed as given conditions to the
control system and therefore conventional control algorithms
can be modified without significant difficulties to fit for this
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new problem configuration. Numerous works have been done
from various perspectives in control theory, including but not
limited to, time delay system theory [4], [5], switch system
theory [6], [7], sampled-data system theory [8], [9], etc.
Some other works consider also the controller design with
the optimal utilization of the given communication resources,
which enables a control strategy named “co-design” for
NCSs [10].
A shared foundation of these existing works is that the
considered NCS has been actually isolated from the whole
system: The communication conditions are given a prior
and thus NCSs can be modeled and analyzed from merely
the control system perspective. Although this “isolation”
strategy significantly simplifies the problem setting, a global
view of NCSs however provides us with a very different
perspective of NCSs. Indeed, the design of a specific NCS
should never be too selfish: Despite the desire of optimizing
the control objective of this NCS, the NCS should also be
responsible for the overall quality of service (QoS) of the
communication network it uses. Bearing this in mind, we
realize that an optimal design of NCSs ought to consume
as less of the communication resources as possible besides
the optimization of the QoC. This optimization will then
ensure that the performances of other related systems can
also be optimized or at least not severely deteriorated. This
global view thus proposes a novel problem of designing
NCSs subject to the balance between the QoC of the NCS
and the QoS of the communication network.
In this work we consider an NCS configuration where
the data packets used to send the control signals are shared
with other applications. For such a system setting, the
communication resources can be measured by the data size
required to encode the control signal and two extreme cases
are observed in terms of the usage of the communication
resources. Most conventional control algorithms use only
limited data size that are able to encode one single step of the
control signal while a recently reported packet-based control
approach uses a much larger data size that is able to encode
multiple steps (the upper bound of the round trip delay) of the
control signals [10]–[12]. A further observation of the delay
in NCSs reveals a fact that the packet delay variation (PDV)
has roughly a piecewise constant feature. Taking advantage
of this feature we design a novel PDV-based packet length
allocation (PDV-PLA) scheme, using which we are able
to show that the usage of the communication resources
can be dramatically reduced while at the same time the
system performance can be maintained at an acceptable level.
Unlike either conventional control algorithms or the packet-
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based control approach, the PDV-PLA scheme allocates the
data size required by the NCS according to the network
conditions. It is also understood that under the PDV-PLA
scheme both conventional control algorithms and the packet-
based control approach can be appropriately fitted as its two
extreme cases, thus making the PDV-PLA scheme a unified
framework in terms of the usage of the communication
resources.
The remainder of the paper is organized as follows. The
problem of interest is formulated in Section II. The PDV-
based packet length allocation scheme is then proposed in
Section III, on the basis of an important observation of
the communication characteristics in the considered system
setting. A model predictive controller is designed in Section
IV for the completeness of the proposed scheme. Both the
PDV-PLA scheme and the controller design method are
validated in Section V using numerical examples and Section
VI concludes the paper.
II. PROBLEM FORMULATION
The system considered in the present work is illustrated in
Fig. 1, which is a large scale system consisting of multiple
subsystems and the data exchanges of the subsystems are
through the same communication network. Within this large
scale system, what we are particularly interested in is the
NCS shown on the right hand of the figure, which shares the
communication resources with other subsystems. Despite our
focus on the NCS, the design and implementation of the NCS
have to be put in the context of the large, interconnected
system of subsystems. This global perspective thus makes
the problem setting different from most existing endeavors
in NCSs.
The following linear nominal system model for the plant
is adopted,
x(k + 1) = Ax(k) +Bu(k) (1)
where x ∈ Rn, u ∈ Rm, A ∈ Rn×n, B ∈ Rn×m, and the
state is assumed to be available to the controller directly
and thus the measurement system is not necessary. It is
worth pointing out that the use of the simple plant model
in (1) is merely due to the considerations of simplifying the
analysis and concentrating mainly on the design of the PDV-
PLA scheme. Indeed, the design of the PDV-PLA scheme
is independent from the plant models, meaning that all the
plant models can be fitted within this framework and the use
of the plant model in (1) is without loss of generality.
In what follows, we first discuss the balance between the
control and communication requirements in such a system
setting and then point out two extreme cases in terms of
the usage of the communication resources in NCSs. These
discussions motivate the design of the PDV-PLA scheme in
the following section.
A. Balance between the control and communication require-
ments
It is seen from Fig. 1 that the communication network
is not private to the considered NCS but shared with other
Fig. 1. Networked control systems which share the limited communication
resources with other applications.
applications. In addition, these applications can be various
and may not be solely for the control purpose. In order to
quantitatively measure how the communication network is
shared, we consider the scenario where the payload of the
data packets in the communication network are filled with
both the control data of the NCS sent from the controller
to the actuator and the data required by other applications,
as illustrated in Fig. 2. That is, whenever a control signal
is produced, it is packed into a data packet with the rest of
the payload being filled with the data from other applications.
The data packet is then sent to the actuator where the control
data is extracted from it to close the NCS.
Fig. 2. The payload of the data packet is shared between the networked
control system and other applications.
On the one hand, from the perspective of control engi-
neering a controller is designed for the NCS to meet certain
control objectives, or in other words, the QoC. The control
objectives can be the stability, robustness, or some other
optimization indices of the NCS. Numerous conventional
control algorithms have already been applied to achieve this
goal. It is noticed that in these works the characteristics of the
communication network are typically given a prior as certain
parameters to the control system, and thus the optimization
of the communication network is not part of this control
objective.
On the other hand, however, if we look at the system
setting in Fig. 1 and Fig. 2 from a global point of view,
it is realized that an optimized controller design for the NCS
should not only optimize the required QoC of the NCS, but
also try to use as little of the payload of the data packet as
possible in order that the performances of other applications
can also be optimized or at least not degraded too much. In
this sense the design and implementation of the NCS have
to be considered at a higher level with a two-fold objectives
involving not only the QoC of the NCS but the QoS of
the communication network. This demand thus makes the
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current problem setting different from most existing ones.
We write the overall objective of the considered problem
in an clearer way as
maxQoC and minQoS (2)
and state the problem of interest as follows.
Problem: Design appropriate control strategy for the NCS
shown in Fig. 1 with the plant model in (1) such that the
combined objective in (2) can be optimized.
B. Usage of the payload: Two extreme cases
In terms of the usage of the payload of the data packets
as illustrated in Fig.2 by existing control algorithms, two
extreme cases are observed. In most conventional control
strategies, the controller typically produces and sends a single
step of the control signal at each step, which is clearly the
minimum possible usage by the NCS,
Bmin =: Bc (3)
where Bc represents the data size required for encoding a
single step of the control signal for the considered NCS, and
Bmin represents this minimum usage.
A recently reported packet-based control approach im-
proves the system performance by using a larger amount of
the payload. Specifically, using this approach at every time
step (τ¯+1) control predictions are packed into a data packet
and sent simultaneously to the actuator, i.e.,
Bmax =: (τ¯ + 1)Bc ≤ Bp (4)
where τ¯ is the upper bound of the round trip delay, Bp
is the payload of the data packet and Bmax represents
this maximum usage. Here we have made a reasonable
assumption that encoding any single step of the control signal
consumes the same amount of the data size.
The enormous advantage of using Bmax in the packet-
based control approach rather than Bmin in conventional
control algorithms is that the communication constraints in
NCSs can now be actively compensated for, which can never
be achieved using the latter. This achievement is made at the
cost of dramatically increased usage of the communication
resources. Although this increased usage can be no harm in
the presence of abundant communication resources, e.g., the
communication network is private to the NCS; In the present
system setting the demand of optimizing the overall QoS
does present a challenge and novel approaches and certain
trade offs are therefore necessary. This justifies the PDV-PLA
scheme proposed in the present work, which will be detained
in the following section.
III. NCSS WITH THE PDV-PLA SCHEME
The PDV-PLA scheme is presented in this section. The
implementation of the scheme is based on an observation on
the communication characteristics in the considered system
setting, which is firstly discussed in detail, as follows.
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Fig. 3. Illustrating the piecewise constant feature of the delay.
A. Observations on the communication characteristics
Before proceeding with the observation on the communi-
cation characteristics as mentioned before, we first present
the following assumption which is also essential in the
implementation of the PDV-PLA scheme.
Assumption 1: The data exchanges in the sensor-to-
controller channel and the controller-to-actuator channel are
endowed with the similar communication characteristics.
The underlying motivation of the above assumption is that
the data packets from the sensor to the controller and from
the controller to the actuator are transmitted through the
same communication network, as shown in Fig. 1. With this
network configuration, Assumption 1 is thus equivalent to say
that at any specific time a data packet transmitted from some
node NA to some other node NB will experience the same
(similar) possibility of delay, dropout, etc. as that transmitted
from NB to NA, which obviously makes sense.
Consider now the PDV of the communication network in
Fig. 1, where “PDV”, or packet delay variation, defined in
ITU-T Recommendation Y.1540, is the difference in end-to-
end delay in a data flow with any lost packets being ignored
[13]. It is realized that in the current system setting there
are two main sources that contribute to a large PDV: The
joining and leaving of subsystems and the bursting of the data
exchanges of certain subsystems. Without the two sources,
the PDV can still be variant but will not change significantly
with a high probability. Note the fact that in practice the
appearance of the two aforementioned situations will both
last for a fairly long time, it is thus reasonable to see a typical
PDV as approximately piecewise constant. That is, the delay
remains approximately constant for a certain time period,
changes suddenly whenever one of the two aforementioned
main sources takes effect, and then remains approximately
constant at another lever again, as illustrated in Fig. 3.
This observation is an important basis of implementing the
PDV-PLA scheme, and is stated formally in the following
assumption.
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Assumption 2: The PDV of the communication network in
the system as illustrated in Fig. 1 is approximately piecewise
constant.
B. NCSs with the PDV-PLA scheme
The observations made in the last subsection actually
provide us with the possibility of estimating the delay in the
controller-to-actuator channel based on the delay information
in the sensor-to-controller channel, which is the fundamental
basis of the proposed PDV-PLA scheme. Indeed, upon know-
ing the delay in the sensor-to-controller channel, Assumption
2 ensures that this delay will remain unchanged, or more
precisely, change but within a small range of variation with
a high probability for a relatively long time period. Then,
Assumption 1 implies that this particular delay level will also
apply to the controller-to-actuator channel. Hence, we now
have a reasonable estimation of the delay in the controller-
to-actuator channel and the PDV-PLA scheme can then be
designed by taking advantage of it, as follows.
Firstly, the sampled data packets sent from the sensor to
the controller are time stamped, a technique widely used in
NCSs [11]. With the use of time stamps, the delay in the
sensor-to-controller channel can then be measured, provided
that the controller and the sensor are time synchronized. Thus
we are able to obtain a reasonable estimation of the delay in
the controller-to-actuator channel, as follows, if no switch of
the delay levels occur during the following time interval,
τˆca,k ∈ [τsc,k − τδ, τsc,k + τδ] (5)
where τδ represents the variation of the PDV, τsc,k is the
measured delay in the sensor-to-controller channel and τˆca,k
is the estimation of the delay in the controller-to-actuator
channel, both are measured or estimated at time k at the
controller side.
Then, with τˆca,k the controller is able to produce a forward
control sequence (FCS) at time k, which consists of 2τδ +
1 control predictions starting from time k + τsc,k − τδ, as
follows,
U(k|k − τsc,k) = [u(k + τsc,k − τδ|k − τsc,k)
. . . u(k + τsc,k|k − τsc,k) . . . u(k + τsc,k + τδ|k − τsc,k)]
(6)
where all the control predictions are calculated based on
the state information x(k − τsc,k). In the present work we
consider the use of state feedback, and thus the general form
of the FCS in (6) can be modified as follows,
Ux(k|k − τsc,k) = [x(k − τsc,k);
K(k + τsc,k − τδ|k − τsc,k) . . . K(k + τsc,k|k − τsc,k)
. . . K(k + τsc,k + τδ|k − τsc,k)] (7)
where K(k + τsc,k + i|k − τsc,k), i = −τδ, . . . , τδ are
the feedback gains with respect to different delays in the
controller-to-actuator channel. The control signals as in (6)
can be constructed for i = −τδ, . . . , τδ as follows,
u(k + τsc,k + i|k − τsc,k)
=K(k + τsc,k + i|k − τsc,k)x(k − τsc,k) (8)
Finally, a different strategy compared with the packet-
based control approach is adopted at the actuator side in order
to implement the PDV-PLA scheme successfully. In packet-
based control approach, a control action selector is designed
at the actuator side to select the appropriate control signal
from the FCS according to current network condition. This s-
trategy can be implemented since the FCS used in the packet-
based control approach ensures that the appropriate control
signal is always available from the FCS to compensate for
the communication constraints, which however is not the case
using the FCS in (6). Indeed, if whenever the difference of
the real delay in the controller-to-actuator channel, τca,k, and
the estimated delay, τˆca,k, is larger than τδ, then no control
prediction can be found in the current FCS. In order to deal
with this issue, we design a static feedback gain K offline
without the consideration of different network conditions, as
typically done in conventional algorithms. This is used as a
complement of the PDV-PLA scheme. Specifically, a “gain
scheduler” is implemented at the actuator side which is in
charge of the appropriate selection of the control signal. At
time k at the actuator side (when the available FCS was
produced at time k − τca,k at the controller side), the gain
scheduler determines the control action by the following rule,
u(k) =
{
K(k|k − τk)x(k − τk), |τca,k − τsc,k| ≤ τδ;
Kx(k − τk), otherwise.
(9)
where τk =: τsc,k+ τca,k is the round trip delay. That is, the
designed static feedback gain closes the system whenever the
PDV-PLA scheme fails to do so.
The PDV-PLA scheme for NCSs can now be organized as
follows, with its schematic structure being depicted in Fig.
4.
Algorithm 1 (NCSs with the PDV-PLA schme):
S1. The sensor samples the plant and sends the sampled
data to the controller;
S2. The delay estimator estimates the delay in the
controller-to-actuator channel by (5), based on which the
controller produces the FCS by (7), and sends it to the
actuator;
S3. The actuator applies the control signal determined by
(9) to the plant.
Remark 1 (Dropout and disorder): Although not particu-
larly pointed out, data packet dropout and disorder can also
be treated within the PDV-PLA scheme, similarly as done in
classic packet-based control approach. These communication
constraints typically increase the variant of the PDV, τδ , and
consequently increase the use of the static feedback gain
K rather than the delay-dependent one K(k|k − τk) in (9).
The reader is referred to [11], [14] for more details of the
treatment of data packet dropout and disorder within the
packet-based control framework.
Remark 2 (Flexibility of Algorithm 1): The only pre-
requirement of the implementation of the PDV-PLA scheme
is the estimation of the delay in the controller-to-actuator
channel. In the current system setting the delay is estimated
based on Assumptions 1 and 2 in Subsection III-A. It is
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Fig. 4. Networked control systems with the dynamic packet length allocation scheme.
worth pointing out that the PDV-PLA scheme can still be
applied without significant modifications when any other
estimation methods are available, which thus makes the
implementation of Algorithm 1 fairly flexible.
Remark 3 (Usage of the payload): The following rela-
tionship regarding the usage of the payload can be estab-
lished,
Bmin : Bm : Bmax = 1 : (2τδ + 1) : (τ¯ + 1) (10)
where Bm represents the usage of the payload with the
PDV-PLA scheme. Notice the fact that τδ can be much
smaller than τ¯ , it is thus not difficult to conclude that the
PDV-PLA scheme can significantly reduce the usage of the
payload compared with the packet-based control approach.
In addition, conventional control algorithms and the packet-
based control approach can be regarded as two extreme cases
in terms of the usage of the payload, if we simply set τδ = 0
and τδ = τ¯/2, respectively. This thus implies that the PDV-
PLA scheme can be regarded as a unified framework in terms
of the usage of the communication resources in NCSs.
IV. MODEL PREDICTIVE CONTROLLER DESIGN
The PDV-PLA scheme proposed in the last section is a
general control framework for the system setting in Fig.
1, in the sense that it admits all the appropriate controller
design methods to produce the FCS, provided these methods
can give rise to a desirable system performance. We design
an model predictive control (MPC) based controller in this
section for an example.
MPC is a finite horizon optimal control strategy. It solves
a finite horizon oppilation problem at every step, and then
the first control input of the resulting control predictions is
applied to the control system while others are discarded. The
optimization problem is solved at every time step, enabling
MPC to deal with noises, uncertainties and constraints at an
affordable cost.
In our problem setting the objective function of MPC at
time k at the controller side, denoted by Jk, is designed as
follows,
Jk =X
T (k|k − τsc,k)Qτsc,kX(k|k − τsc,k)
+ UT (k|k − τsc,k)Rτsc,kU(|k − τsc,k) (11)
where U(k|k − τsc,k) = [u(k − τsc,k|k − τsc,k) . . . u(k +
N − 1|k − τsc,k)]T is a sequence of the control predictions
to be determined, X(k|k − τsc,k) = [x(k − τsc,k + 1|k −
τsc,k) . . . x(k + N |k − τsc,k)]T is the predictive state
trajectory, Qτsc,k and Rτsc,k are weighting matrixes with
appropriate dimensions and N is the prediction horizon. In
the current system setting, it is required that N > τsc,k+ τδ .
In order to solve the optimization problem subject to
the system in (1) and the objective in (11), the predictive
states at time k can be firstly obtained by iteration for
j = 1, 2, · · · , N + τsc,k, as follows
x(k − τsc,k + j|k − τsc,k) = Ajx(k − τsc,k)
+
j−1∑
l=0
Aj−l−1Bu(k − τsc,k + l|k − τsc,k)
where u(k− τsc,k|k− τsc,k) = u(k− τsc,k), and both u(k−
τsc,k) and x(k − τsc,k) are available to the controller.
Hence the predictive states in the vector form can be
constructed as
X(k|k − τsc,k) = Eτsc,kx(k − τsc,k) + Fτsc,kU(k|k − τsc,k)
(12)
where Eτsc,k = [AT · · · (AN+τsc,k)T ]T and Fτsc,k is a (N +
τsc,k) × (N + τsc,k) block lower triangular matrix with its
non-null elements defined by (Fτsc,k)ij = Ai−jB, j ≤ i.
The optimal FCS can then be calculated by substituting
(12) to (11) and minimizing Jk, which turns out to be state
feedback control, as follows,
U(k|k − τsc,k) = Kτsc,kx(k − τsc,k) (13)
with the feedback gain vector Kτsc,k being defined by
Kτsc,k = −(FTτsc,kQτsc,kFτsc,k +Rτsc,k)−1FTτsc,kQτsc,kEτsc,k
(14)
Finally, the FCS as in (7) can be constructed by selecting
appropriate items from the feedback gain vector Kτsc,k
defined in (14).
Remark 4: The requirement of N > τsc,k+τδ is to ensure
that the gain predictions from k + τsc,k − τδ to k + τsc,k +
τδ are available from (14). A larger N results in a larger
prediction horizon and thus usually provides a better system
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performance. However the computational complexity of the
MPC algorithm is highly dependent on N and thus a properly
selected N is subject to the constraints of both the system
performance and the computation resources.
V. NUMERICAL EXAMPLES
Consider the system in (1) with the following system
matrices borrowed from [11],
A =
(
0.98 0.1
0 1
)
, B =
(
0.04
0.1
)
.
which is open-loop unstable.
The initial state for the above system is set as x0 :=
[x1(0) x2(0)]
T = [−1 1]T . The upper bounds of the de-
lay in the sensor-to-controller and the controller-to-actuator
channels are both set as 8 time steps, with the variation of the
PDV being τδ = 2. In order to demonstrate the effectiveness
of the PDV-PLA scheme, we consider the comparison of
the PDV-PLA scheme with 1) A linear quadratic regulator
(LQR) for the system with the controller being given by
K = [−0.6893− 1.2618], and 2) a packet-based controller
obtained as in Section IV, using which a FCS with 17 (where
τ¯ = 16) control predictions are produced and sent to the
actuator at every time step.
The state evolutions of the system under the LQR con-
troller, the packet-based control approach and the PDV-
PLA scheme are illustrated in Fig. 5, where the PDV-PLA
scheme is implemented with the use of both the MPC-based
controller discussed in Section IV and the aforementioned
LQR controller. It is seen that the state evolution with the
LQR controller is unstable, but the evolutions are stable
with the packet-based control approach and the PDV-PLA
scheme. Furthermore, the system response with the PDV-
PLA scheme is fairly acceptable despite its a bit more
fluctuation compared with the packet-based control approach.
At the meanwhile, with the use of the PDV-PLA scheme,
the FCS used is constructed by 2τδ + 1 = 5 control
predictions at every time step. Compared with the packet-
based control approach where 17 control predictions are
included in the FCSs, the PDV-PLA scheme thus reduces
more than 70% of the communication resources consumed
by the packet-based control approach. We are therefore
confident to conclude that the PDV-PLA scheme can be
an efficient approach towards the optimal balance of the
combined objective in (2).
VI. CONCLUSIONS
The design and practical implementation of NCSs are
usually subject to the needs of both the control and com-
munication performances. In order to achieve the optimized
balance between the QoC of the NCS and the QoP of the
communication network, we design the PDV-based pack-
et length allocation scheme for NCSs. By comparing the
scheme with conventional control algorithms and the packet-
based control approach, we successfully demonstrate the
effectiveness of the proposed scheme. Furthermore, we show
that conventional control algorithms and the packet-based
control approach can be regarded as two extreme cases of
the PDV-PLA scheme, thus making the latter a unified frame-
work for NCSs in terms of the usages of the communication
resources.
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