Abstract. We establish two-sided heat kernel estimates for random conductance models with non-uniformly elliptic (possibly degenerate) stable-like jumps on graphs. These are long range counterparts of well known two-sided Gaussian heat kernel estimates by M.T. Barlow for nearest neighbor (short range) random walks on the supercritical percolation cluster. Unlike the cases for nearest neighbor conductance models, the idea through parabolic Harnack inequalities does not work, since even elliptic Harnack inequalities do not hold in the present setting. As an application, we establish the local limit theorem for the models.
Introduction
Consider a bond percolation on Z d , d
2; namely, on each nearest neighbor bond x, y ∈ Z d with |x − y| = 1, we put a random conductance w x,y in such a way that {w x,y (ω) : x, y ∈ Z d , |x − y| = 1} are i.i.d. Bernoulli so that P(w x,y (ω) = 1) = p and P(w x,y (ω) = 0) = 1 − p for some p ∈ [0, 1]. It is known that there exists a constant p c (Z d ) ∈ (0, 1) such that almost surely there exists a unique infinite cluster C ∞ (ω) (i.e. a connected component of bonds with conductance 1) when p > p c (Z d ) and no infinite cluster when p < p c (Z d ). Suppose p > p c (Z d ) and consider a continuous time simple random walk (X ω t ) t 0 on the infinite cluster. Let p ω (t, x, y) be the heat kernel (or the transition density function) of X ω , i.e., p ω (t, x, y) := P x X ω t = y µ y ,
where µ y is a number of bonds whose one end is y. In the cerebrated paper [8] , Barlow proved the following detailed heat kernel estimates those are almost sure w.r.t. the randomness of the environment; namely the following quenched estimates: There exist random variables {R x (ω)} x∈Z d with R x (ω) ∈ [1, ∞) for all x ∈ C ∞ (ω) P-a.s. ω and constants c i = c i (d, p), i = 1, · · · , 4 such that for all x, y ∈ C ∞ (ω) with t |x − y| ∨ R x (ω), p(t, x, y) satisfies the following (1.1) c 1 t −d/2 exp(−c 2 |x − y| 2 /t) p ω (t, x, y) c 3 t −d/2 exp(−c 4 |x − y| 2 /t).
Note that because of the degenerate structure of the (random) environment, we cannot expect (1.1) to hold for all t 1. Barlow's results assert that such a Gaussian estimate holds as a long time estimate despite of the degenerate structure. When the conductances are bounded from above and below (the uniformly elliptic case) and the global volume doubling condition holds, it is well known that the associated heat kernel for the nearest neighbor conductance models obeys two-sided Gaussian estimates (see e.g. [31, 36] ). When the conductances are non-uniformly elliptic, the situation becomes complex and delicate. The supercritical bond percolation discussed above is a typical example. (We note that Mathieu and Remy ( [49] ) also obtained a large time on-diagonal heat kernel upper bound for this model. ) Barlow's results have many applications. For example, they were applied crucially in the proofs of quenched local central limit theorem and quenched invariant principle for the model. The results have been extended to nearest neighbor conductance models with ergodic media in [4, 53] , and these large time heat kernel estimates (and parabolic Harnack inequalities) have been key estimates in the field of random conductance models, see [1, 2, 3, 4, 5, 6, 10, 11, 16, 22, 20, 21, 50, 51, 54, 52, 53] or [19, 46] for the survey on these topics.
In this paper, we consider quenched heat kernel estimates for random conductance models that allow big jumps. In particular, we establish two-sided heat kernel estimates for random conductance models with non-uniformly elliptic and possibly degenerate stable-like jumps on graphs. Despite of the fundamental importance of the problem, so far there are only a few results for conductance models with long range jumps. As far as we are aware, this is the first work on detailed heat kernel estimates for possibly degenerate random walks with long range jumps. We now explain our framework and a result.
Suppose that G = (V, E V ) is a locally finite connected infinite graph, where V and E V denote the collection of vertices and edges respectively. For x = y ∈ V , we write ρ(x, y) for the graph distance, i.e., ρ(x, y) is the smallest positive length of a path (that is, a sequence x 0 = x, x 1 , · · · , x l = y such that (x i , x i+1 ) ∈ E V for all 0 i l − 1) joining x and y. We set ρ(x, x) = 0 for all x ∈ V . Let B(x, r) := {y ∈ V : ρ(y, x) r} denote the ball with center x ∈ V and radius r 1. Let µ be a measure on V such that the following assumption holds. In particular, (G, µ) only satisfies the d-set condition uniformly for large scale under (1.4) . For p 1, let L p (V ; µ) = {f ∈ R V : x∈V |f (x)| p µ x < ∞}, and f p be the L p (V ; µ) norm of f with respect to µ. Let L ∞ (V ; µ) be the space of bounded measurable functions on V , and f ∞ be the L ∞ (V ; µ) norm of f .
Suppose that {w x,y : x, y ∈ V } is a sequence such that w x,y 0 and w x,y = w y,x for all x = y, and (1.5) y∈V :y =x w x,y µ y ρ(x, y) d+α < ∞, x ∈ V, where α ∈ (0, 2). For simplicity, we set w x,x = 0 for all x ∈ V . We can define a regular Dirichlet form (D, F ) as follows (see the first statement in [30, Theorem 3. (1.6)
It is easy to verify that the infinitesimal generator L associated with (D, F ) is given by
Lf (x) = z∈V (f (z) − f (x)) w x,z µ z ρ(x, z) d+α .
Let X := (X t ) t 0 be the symmetric Hunt process associated with (D, F ). When µ is a counting measure on G (resp. µ x is chosen to be satisfied that 1 = z∈V wx,zµz ρ(x,z) d+α for all x ∈ V ), the associated process X is called the variable speed random walk (resp. the constant speed random walk) in the literature.
For any subset D ⊂ V , let τ D := inf{t > 0 : X t / ∈ D} be the first exit time from D for the process X. Denote by X D := (X D t ) t 0 the Dirichlet process, i.e.,
where ∂ denotes the cemetery point. Let p D (t, x, y) be the Dirichlet heat kernel associated with the process X D .
In the accompanied paper [24] , we discussed the quenched invariance principle for conductance models with stable-like jumps. As a continuation of [24] , we consider heat kernel estimates for the conductance models. The main difficulty here is due to that neither that conductances are uniformly elliptic (possibly degenerate) nor the global d-set condition is supposed to be satisfied. To illustrate our contribution, we state the following result for random conductance models on L := Z
, V = L and the coefficients w x,y given in (1.5) are random variables). Theorem 1.1. (Heat kernel estimates for Variable speed random walks) Let V = L with d > 4 − 2α, and {w x,y (ω) : x, y ∈ L} be a sequence of independent random variables on some probability space (Ω, F Ω , P) such that for any x = y, w x,y = w y,x 0 and sup x,y∈L:x =y P (w x,y = 0) < 2 −4 , sup
where θ 0 := α/(2d + α). Let (X ω t ) t 0 be the symmetric Hunt process corresponding to the Dirichlet form (D, F ) above with random variables {w x,y (ω) : x = y ∈ L} and µ being the counting measure on L. Denote by p ω (t, x, y) the heat kernel of the process (X ω t ) t 0 . Then, P-a.s. ω ∈ Ω, for any x ∈ L, there is a constant R x (ω) 1 such that for all R > R x (ω) and for all t > 0 and y ∈ L with t (|x − y| ∨ R x (ω)) θα , (1.7)
where θ ∈ (0, 1) and C 1 , C 2 > 0 are constants independent of R x (ω), t, x and y.
Note that (1.7) is the typical heat kernel estimates for stable-like jumps, and it corresponds to the Gaussian estimates (1.1) for the nearest neighbor cases.
Let us explain some related work. As we mentioned above, there are only a few results for conductance models with stable-like (long range) jumps. When the conductances are uniformly elliptic and the global volume doubling condition holds, heat kernel estimates like (1.7) have been discussed, for instance in [9, 15, 47, 48] . In these aforementioned papers, a lot of arguments are heavily based on uniformly elliptic conductances, and two-sided pointwise bounds of conductances are also necessary and frequently used. The corresponding results for non-local Dirichlet forms on general metric measure spaces now have been obtained, and, in particular, the De Giorgi-Nash-Moser theory are developed, see [25, 26, 27, 28, 29, 42, 43] and the references therein. Crawford and Sly [32] proved on-diagonal heat kernel upper bounds for random walks on the infinite cluster of supercritical long range percolation, see [33] for the scaling limit of random walks on long range percolation clusters. Due to the singularity of long range percolation cluster, offdiagonal heat kernel estimates are still unknown and seem to be quite different from those for conductance models with stable-like jumps. As mentioned before, it does not seem that heat kernel estimates for conductance models with non-uniformly elliptic stable-like jumps and under non-uniformly volume doubling condition are available till now. In this paper we will address this problem completely.
We summarize some difficulties of our problem as follows.
(i) As for nearest neighbor non-uniformly elliptic conductance models, a usual (and powerful) idea is to establish first elliptic and parabolic Harnack inequalities, and then deduce heat kernel bounds. For example, see [2, 3, 4] for the recent study on ergodic environments of nearest neighbor random conductance models under some integrability conditions. However, we will prove that in the present setting elliptic Harnack inequalities do not hold even for large balls and so parabolic Harnack inequalities do not hold in general either, when conductances are not uniformly elliptic. This is totally different from uniformly elliptic stable-like jumps, see e.g. [9, 15, 47, 48] , or uniformly elliptic stable-like jumps with variable orders on the Euclidean space R d , see e.g. [14] . We refer readers to Proposition 4.7 and Example 4.8 below for details. (ii) In case of nearest neighbor non-uniformly elliptic conductance models, off-diagonal upper bounds of the heat kernel can be deduced from on diagonal upper bounds using the maximum principle initiated by Grigor'yan on manifolds [41] and developed in [40] on graphs, see e.g. the proofs of [22, Proposition 1.2] or [10, Proposition 3.3] . Because of the effect of long range jumps, such approach does not seem to be applicable in our model. (iii) As mentioned before, in order to establish heat kernel estimates for uniformly elliptic stable-like jumps, pointwise upper and lower bounds of conductances are crucially used in [9, 15, 47, 48] . In particular, uniform lower bounds of conductances yield Nash/Sobolev inequalities for the associated Dirichlet form, which in turn imply on-diagonal heat kernel upper bounds immediately. Furthermore, based on Nash/Sobolev inequalities, the Davies method was adopted in [9, 15, 47, 48] to derive off-diagonal upper bound estimates for heat kernel. However, in the setting of our paper Nash/Sobolev inequalities do not hold, and so the approaches above are not applicable.
To establish two-sided heat kernel estimates for long range and non-uniformly elliptic conductance models with stable-like jumps, we will apply the localization argument for Dirichlet heat kernel estimates, and then pass through these to global heat kernel estimates via the Dynkin-Hunt formula. For this, we make full use of estimates for the exit time of the process obtained in [24] . Though part of ideas in the proofs are motivated by the study of global heat kernel estimates for uniformly elliptic conductance models with stablelike jumps (for instance, see [9, 12] ), it seems that this is the first time to adopt them to investigate the corresponding Dirichlet heat kernel estimates for large time scale. In the proof, a lot of non-trivial modifications and new ideas are required. Actually, in this paper we will establish heat kernel estimates under a quite general framework beyond Theorem 1.1, see Theorem 2.8 and Theorem 2.12 below. In particular, only the d-set condition with large scale (d-Vol) and locally summable conditions on conductances (see Assumptions (HK1)-(HK3) below) are assumed. These conditions can be regarded as a generalization of "good ball" conditions for nearest neighbor conductance models in [10] into long range conductance models. As an application of a series of (large scale) probability estimates for exit times and regularity of parabolic harmonic functions as well as heat kernel estimates for large time, we can also justify the local limit theorem for our model, see Theorem 4.4 below.
The organization of this paper is as follows. The next section is devoted to heat kernel estimates for large time. This part is split into three subsections. We first consider ondiagonal upper bounds, later study off-diagonal upper bounds, and then lower bound estimates. In Section 3, we present some estimates for Green functions, and also give a consequence of elliptic Harnack inequalities. In the last section, we apply our previous results to random conductances with stable-like jumps.
Heat Kernel Estimates: Large Time
To obtain heat kernel estimates for large time, we need the following three assumptions on {w x,y : x, y ∈ V }. We fix 0 ∈ V , and define B w z (x, r) := {y ∈ B(x, r) : w y,z > 0} for all x, z ∈ V and r > 0. Set B w (x, r) := B w x (x, r) for simplicity. Assumption (HK1). Suppose that there exist R 0 1, θ ∈ (0, 1), c 0 > 1/2 and C 1 > 0 (all three are independent of R 0 ) such that (i) For every R > R 0 and R θ /2 r 2R, 
Assumption (HK2). Suppose that for some fixed θ ∈ (0, 1), there exist R 0 1 and C 2 > 0 (independent of R 0 ) such that for every R > R 0 and R θ /2 r 2R,
Assumption (HK3). Suppose that for some fixed θ ∈ (0, 1), there exist R 0 1 and
Assumption (HK1) is a slight modification of [24, Assumption (Exi.)], which was used to derive the distribution and the expectation of exit time, see [24, Theorem 3.4] or Theorem 2.2 below. Actually, in [24] Assumption (HK1) is also adopted to yield the (large scale) Hölder regularity of associated parabolic functions, see [24, Theorem 3.8] , r) ), x, z ∈ B(0, 2R) and
where c 0 > 1/2 and C 0 > 0 are independent of R 0 , R ′ 0 , R and r. Then, for every θ ′ ∈ (θ, 1), there exists a constant R 1 1 such that for all R > R 1 , x 1 , x 2 ∈ B(0, R) and t R θ ′ α ,
where C 1 is a positive constant independent of R 0 , R ′ 0 , R 1 , R, x 1 , x 2 and t. Proof. The proof is to some extent similar to that of [24, Proposition 2.2], which is concerned with on diagonal upper bounds for global heat kernel of truncated processes. We will provide the complete proof here for convenience of readers. Noticing that, by the Cauchy-Schwarz inequality, p(2t,
for any x 1 , x 2 ∈ V and t > 0, it suffices to show (2.3) for the case x 1 = x 2 . We will split the proof into three steps.
Step (1) We first prove that there are constants R 2 1 and C 2 > 0 (independent of R 2 ) such that for any R > R 2 , x ∈ B(0, R), R θ r < R and any measurable function f on V ,
Indeed, for every R > R 2 := R 1/θ 0 ∨R ′ 0 with R 0 and R ′ 0 being the constants in Assumption (d-Vol) and Proposition 2.1 respectively, x ∈ B(0, R) and R θ r R, we have
where in the first inequality we used (1.4), (2.1) and the Cauchy-Schwarz inequality, and the third inequality is due to (2.2).
Step (2) For any x ∈ B(0, R) and R > R 2 , let f t (z) = p B(0,R) (t, x, z) and ψ(t) = p B(0,R) (2t, x, x) for all z ∈ V and t 0. Then, ψ(t) = z∈B(0,R) f t (z) 2 µ z and
In particular, the second equality above, yielded by the integration by parts formula, holds since the finite summation over variable z together with (1.5) ensures the integrability of the associated terms.
Let 2R θ r(t) R be a constant to be determined later. Let B(x i , r(t)/2) (i = 1, · · · , m) be the maximal collection of disjoint balls with centers in B(0, R).
where ♯A is a number of elements in the set A for any A ⊂ Z, and we used (1.4) and the fact that r(t) 2r 0 . Thus, any x ∈ B(0, R + r(t)) is in at most c 6 := c 4 /c 5 of the ball B * i (hence at most c 6 of the ball B i ), and
Noting that R > R 2 and 2R θ r(t) R, we obtain z,y∈V
where the first inequality is due to (2.5) and in the second inequality we used (2.4).
Furthermore, we have
Note that 2R θ r(t) R. According to (1.4), (2.1) and the fact that z∈V f t (z) µ z 1, we have
Hence, by (2.5),
Therefore, combining with all the estimates above, we obtain that for every 2R θ r(t) R with R > R 2 ,
Step (3) For any θ ′ ∈ (θ, 1) and any R > R 2 large enough, we claim that there exists
Indeed, assume that (2.7) does not hold. Then, for all R θα t R θ ′ α ,
which along with the fact ψ(t) µ −1
x R κ for all t > 0 and x ∈ B(0, R) (due to (1.3)) yields that for all R θα t R θ ′ α ,
In particular,
On the other hand, by (2.8), we have
Thus, there is a contradiction between these two inequalities above for R large enough. In particular, there exists R 1 > R 2 such that (2.7) holds for all R > R 1 .
From now on, we may and do assume that (2.7) holds for all R > R 1 . Since t → ψ(t) is non-increasing on (0, ∞) and t 0 R θ ′ α , we have that for all R θ ′ α t R α ,
By the non-increasing property of
3) holds similarly for every 2R θ ′ α t R α . Combining all the estimates above and choosing θ ′ larger if necessary, we can obtain (2.3) for all R > R 1 and
Finally, for every x ∈ B(0, R) and t > R α , taking N R such that x ∈ B(0, N ) and 2N θ ′ α t N α , we can get
which implies (2.3) also holds for all t > R α . Altogether, we obtain (2.3) for t 2R θ ′ α for all R > R 1 . By changing the choice of R 1 (namely taking 2 1/(θ ′ α) R 1 as a new R 1 ), we have (2.3) for t R θ ′ α for all R > R 1 , and the proof is complete.
The following statement is an improvement of [24, Theorem 3.4] , which was proven under the global d-set condition.
Theorem 2.2. Suppose that Assumptions (d-Vol) and (HK1) hold with some constants θ ∈ (0, 1) and R 0 1. Then, for every θ ′ ∈ (θ, 1), there exist constants δ ∈ (θ, 1), R 1 1 such that the following hold for all R > R 1 and R δ r R,
sup
where C 0 , C 1 and C 2 > 0 are independent of R 0 , R 1 , R, r and t.
Proof. The proof is heavily motivated by that of [24, Theorem 3.4] , and we only present main different points here.
First, it is seen from the proof of [24, Theorem 3.4 ] that the crucial point for the required assertions is to verify moment estimates (see [24, Proposition 2.3] ) for the truncation of localized processes under Assumptions (d-Vol) and (HK1). A difference from [24, Section 2.2] is, here we will adopt the localization approach by using reflected Dirichlet forms on bounded sets. In details, we consider the following localization of truncated reflected Dirichlet form on the ball B(0, 6R):
Let (X R,R t ) t 0 be the Hunt process associated with (D R,R ,F R,R ). Regard B(0, 6R) as the whole space V in [24, Section 2.2]. By carefully tracking the proofs of [24, Proposition 2.2 and Proposition 2.3] and noticing that the lower bound of µ x was not used in the proofs, we can prove that, under Assumptions (d-Vol) and (HK1), for every θ ′ ∈ (θ, 1), there exist R 1 1 and C 3 > 0 (independent of R 1 ) such that for all x ∈ B(0, 6R),
This along with the proof of [24, Proposition 3.2] further yields that for all x 0 ∈ B(0, 2R) and t R θ ′ α (2.12)
denotes the first exit time from D ⊂ B(0, 6R) for the process (X R,R t ) t 0 . Next, we define the truncated Dirichlet form (D R , F R ) as follows
Let (X R ) t 0 be the Hunt process associated with (D R , F R ). Then, it is not difficult to verify that for any x 0 ∈ B(0, 2R) and t > 0, (2.13)
where τ R D denotes the first exit time from D ⊂ V for the process (X R t ) t 0 . Therefore, putting (2.12), (2.13), [24, Lemma 3.1] and Assumption (HK1) (ii) together, we find that for all x 0 ∈ B(0, 2R) and t > 0,
Hence, the desired assertion follows from this estimate and the argument of [24, Theorem 3.4] .
We now prove the global on-diagonal upper bound. 
where C 1 > 0 is a constant independent of R 0 , R 1 , x, y and t. In particular, for any θ ′ ∈ (θ, α/(2d + α)), there exists a constant T 0 > 0 such that for all t > T 0 and x, y ∈ B(0, t 1/(θ ′ α) ), (2.14) holds with constant C 1 > 0 independent of R 0 , T 0 , x, y and t.
Proof. According to the Dynkin-Hunt formula, for every N 2R 1, x, y ∈ B(0, R) and t > 0,
According to (2.3) and (2.10), for any ε ∈ (0, 1/2) and θ ′ ∈ (θ, 1), we can find a constant R 1 1 large enough such that for every N > 2R 1 , x ∈ B(0, R) and t N θ ′ α , (2.15)
y , where in the inequality above we used the facts that p(t, x, y) µ −1 y for all x, y ∈ V , and
Then, for all R > R 1 and t (3R) θ ′ α with R > R 1 , they hold that t N 0 (t) θ ′ α and N 0 (t) 2R > 2R 1 . So, taking N = N 0 (t) in (2.15) and (2.16), we obtain that for all R > R 1 , t (3R) θ ′ α and x, y ∈ B(0, R),
Changing θ ′ a little large if necessary, without loss of generality we may and can assume that the estimate above holds for all t R θ ′ α . Therefore, (2.14) follows immediately by
and R = t 1/(θ ′ α) respectively in the conclusion above, we can get the second assertion. Lemma 2.4. For any x ∈ V , stopping time τ (with respect to the natural filtration of the precess X), and non-negative measurable function f on [0, ∞) × V × V with f (s, z, z) = 0 for all z ∈ V and s 0, we have
Lemma 2.5. Suppose that Assumption (HK2) holds with constants θ ∈ (0, 1) and R 0 1.
Then there exists a constant
Proof. By Assumption (HK2), we know that there exists R 2 1 such that for all R > R 2 , x, y ∈ B(0, 2R) and R θ s R,
Then, according to (2.17), for any x 0 ∈ B(0, R), x ∈ B(x 0 , r/2) and y ∈ B(x 0 , 2r) c ∩ B(0, R), R θ s r/2 R and t > 0,
where in the second inequality we used the fact that
for all v ∈ B(x 0 , r) and u ∈ B(y, s), and the last inequality is due to (2.19). 1 such that for all R > R 1 , x, y ∈ B(0, R) and t R θ ′ α ,
where C 1 > 0 is independent of x, y, R 0 , R 1 , R and t.
Proof. We follow the proof of [12, Theorem 1.2 (b)⇒ (a)] with some required modifications due to the large scale setting. In the proof below the constant c will be changed from line to line, and will be independent of x, y, R 0 , R 1 , R and t.
For any q ∈ [0, ∞) and N 1, we call (H q,N ) as follows:
there is a constant c > 0 such that for all R R 1 , and x, y ∈ B(0, R),
In particular, by (2.3), (H 0,N ) holds for all N 1. Now, we will prove that 2N ) holds for every δ ∈ (0, 1/2).
Suppose that (i) and (ii) hold true. Since the iteration from q = 0 and q = 1 + (d/α) only takes finite times, we can get (2.20) by taking θ ′ a little bit larger. In the following, we will prove (i) and (ii) respectively.
Step (1) We assume that (H q,N ) holds with 0 q < d/α. Let t 2N R θ ′ α , and x, y ∈ B(0, R). If ρ(x, y) 8t 1/α , then, by (H 0,N ), (H q+δ,2N ) holds for every δ ∈ (0, 1/2). Next, we suppose that ρ(x, y) > 8t 1/α . Set ρ 0 = t 1/α and r = ρ(x, y)/2, so that r > 4ρ 0 . Applying [12, Lemma 2.1] to the Dirichlet semigroup (P B(0,R) t ) t 0 with U = B(x, r) ∩ B(0, R) and V = B(y, r) ∩ B(0, R), we obtain that for all non-negative measurable functions f and g on V with supports contained in B(0, R),
where ·, · denotes the inner product on L 2 (V ; µ). Let f be supported in B(y, ρ 0 )∩B(0, R) and g be supported in B(x, ρ 0 ) ∩ B(0, R). Then, it holds that
A similar equality holds for the second term in the right hand side of (2.21). Below, we write τ = τ B(x,r) and B = B(0, R) for simplicity. Set ρ k = 2 k ρ 0 for k 1, and consider the annuli
Then, for every z ∈ B(x, ρ 0 ),
Recall that, for τ t/2 and t 2N R θ ′ α , it holds that N R θ ′ α t/2 t − τ . Hence, by (H q,N ), if X τ ∈ A k for all k 2, then
According to (H 0,N ) and the fact that ρ 1 = 2t 1/α , it is easy to see the inequality above also holds true for k = 1.
Next, we separately estimate the terms with ρ k > r/2 and with ρ k r/2. Using the facts that ρ 0 < r/4, t/2 N R θ ′ α and r = ρ(x, y)/2 > 4t 1/α 4R θ ′ α , we obtain from (2.10) that for all z ∈ B(x, ρ 0 ) ∩ B(0, R) ⊆ B(0, R) and δ ∈ (0, 1/2),
Hence, according to all these estimates above, for any q > 0,
When q = 0,
On the other hand, for 2ρ k r, it holds that
Combining this with (H q,N ) yields
where in the last inequality we used the fact that k:2ρ k r ρ d−αq k cr d−αq due to q < d/α. Thus, according to all the estimates above, we obtain that for any R > R 1 , δ ∈ (0, 1/2), t 2N R θ ′ α , r > 4t 1/α and z ∈ B(x, ρ 0 ) ∩ B(0, R),
and so
Estimating similarly the second term in the right hand side of (2.21), we finally get that for all R > R 1 , δ ∈ (0, 1/2), r > 4t 1/α and t 2N R θ ′ α ,
which yields that (H q+δ,2N ) holds. So (i) has been shown. Now we turn to (ii). Similarly, it suffices to consider the case r > 4t 1/α . Suppose that (H q,N ) holds for some q > d/α and N 1. Then, following the argument above and carefully tracking the constants, we arrive at that for all R > R 1 , δ ∈ (0, 1/2), r > 4t 1/α and t 2N R θ ′ α ,
where in the last inequality we used the fact k:2ρ k r ρ
To estimate the second term in the right hand side of (2.21) similarly, we know that for all R > R 1 , δ ∈ (0, 1/2), r > 4t 1/α and t 2N R θ ′ α ,
) holds. Thus, we prove (ii) and so the proof is complete.
By using Proposition 2.6, we can establish the following off diagonal upper bounds for heat kernel p(t, x, y). 1. Then, for every θ ′ ∈ (θ, α/(2d + α)), there is a constant R 1 1 such that for any x, y ∈ V and t > 0 with ρ(x, y) (R 1 ∨ ρ(0, x) ∨ ρ(0, y))
and ρ(x, y)
we have
where C 1 > 0 is a positive constant independent of R 0 , R 1 , R, x, y and t.
Proof. Similar to the proof of Proposition 2.3, we apply the Dynkin-Hunt formula and obtain that for every N > R 1 and x, y ∈ B(0, R),
According to (2.20) and (2.10), for any ε ∈ (0, 1/2) and θ 1 ∈ (θ, θ ′ ), there exists a constant R 1 1 such that for every N 2R > 2R 1 , x, y ∈ B(0, R) and t N θ 1 α , (2.23)
where in the inequality above we used again the facts that p(t, x, y) µ −1 y for all x, y ∈ V , and B(x, N/2) ⊂ B(0, N ) for any x ∈ B(0, R) with 2R N . Set N (t, x, y) := t −1/(α(1−2ε)) ρ(x, y) 2(d+α)/(α (1−2ε) ) . Let θ ′ ∈ (θ, α/(2d + α)) and θ 1 ∈ (θ, θ ′ ). For any x, y ∈ B(0, R) and t > 0 with ρ(x, y) (3R) α(1+θ ′ )/(2(d+α)) and ρ(x, y)
we can choose ε > 0 such that
and so N (t, x, y) 2R and t N (t, x, y) θ 1 α for R large enough. Note that ρ(x, y)
where in the last inequality we used the fact that
Therefore, we prove the second desired estimates in (2.22) by taking R = R 1 ∨ ρ(0, x) ∨ ρ(0, y) and θ ′ a little bit larger.
Finally, according to Propositions 2.3 and 2.7, we can summarize the following upper bound for the heat kernel p(t, x, y). 
where C 1 > 0 is independent of R 0 , R 1 , R, x, y and t.
Proof. For any x, y ∈ V , let D(x, y) = R 1 ∨ ρ(0, x) ∨ ρ(0, y). We first consider the case that ρ(x, y) D(x, y) α/(2d+α) . Below, we set θ ′ 0 = 2θ(d + α)/(α(1 + θ)). Note that, for any θ ′ ∈ (θ ′ 0 , 1), we can find θ 1 ∈ (θ, α/(2d + α)) such that θ ′ = 2θ 1 (d + α)/(α(1 + θ 1 )). It follows from the facts θ 1 < α/(2d + α) and D(x, y) α/(2d+α) ρ(x, y) 2D(x, y) that ρ(x, y) D(x, y) α(1+θ 1 )/(2(d+α)) , and
These along with (2.22) yield that for any D(x, y) θ ′ α t ρ(x, y) α (increasing θ ′ a little larger if necessary),
On the other hand, note that θ < θ ′ 0 < θ ′ . According to (2.14), (2.26) p(t, x, y) c 3 (1 ∨ µ −1
Combing both estimates above yields (2.25) for the case that ρ(x, y) D(x, y) α/(2d+α) . Next, we consider the case that ρ(x, y) D(x, y) α/(2d+α) . Since θ ′ > θ 0 α/(2d + α), it holds that ρ(x, y) D(x, y)
Hence, (2.25) follows from (2.26) for the case that ρ(x, y) D(x, y) α/(2d+α) . Therefore, we prove the desired assertion.
Remark 2.9. According to the proofs above, the uniform pointwise upper bound (1.2) of µ x is only used to derive Theorem 2.2, see [24, Page 13, line [7] [8] for the argument of the assertion that M (t) 1/2. In fact, for this assertion (1.2) in Assumption (d-Vol) can be replaced by the condition that there exists a constant R 0 1 such that
where θ ∈ (0, α/(2d + α)) is the constant in Assumption (HK1), and c µ > 0 is independent of R 0 and R. Different from nearest neighbor models, some priori estimates of heat kernel (see e.g. [8] ) are not available, and the maximum principle (see e.g. [10] ) does not work in our setting. We believe that some kind of upper bounds for µ x are required. On the other hand, we also note that, similar to nearest neighbor models (see [10, (1.5)] and [22, Assumption 1.1(v)]), we need some control on the lower bounds of µ x , see (1.3).
2.3.
Lower bounds for the heat kernel estimates. Let Z := (Z t ) t 0 = (U t , X t ) t 0 be the time-space process such that U t = U 0 + t for any t 0. We say that a measurable function
Let C 0 > 0 be the constant in (2.9). For every t 0, R 1 and x, y ∈ V , set Q(t, x, R) = (t, t + C 0 R α ) × B(x, R). Proof. According to Theorem 2.2, we can follow exactly the same argument of [24, Theorem 3.8 ] to obtain the desired assertion. The details are omitted here.
We also note that, according to (1.4), there exist constants R 2 1 and c * > 0 (independent of R 0 ) such that for every R > R 2 , x ∈ B(0, 6R) and N 1,
Proposition 2.11. (Lower bound for the Dirichlet heat kernel) Suppose that Assumptions (d-Vol), (HK1) and (HK3) hold with θ ∈ (0, 1) and R 0 1. Then there exist R 1 1, δ ∈ (θ, 1) and C 1 , C 2 > 0 (all three are independent of R 0 and R 1 ) such that for every R R 1 , x, y ∈ B(0, R/4) and R δα t C 1 R α ,
Proof. The proof is split into two steps, and the first one is concerned with near-diagonal lower bound estimates.
Step (1) It follows from (2.10) that for each θ ′ ∈ (θ, 1), there exists a constant δ ∈ (θ ′ , 1) (here we will take δ a little bit larger such that δ ∈ (θ ′ , 1)) and R 1 1 such that for all 1/2, we have that for all R > R 1 , 2R θ ′ α t c 2 R α and x ∈ B(0, R/2),
where in the first equality we have used the fact that B(x, c 0 t 1/α ) ⊆ B(0, R), and the second inequality follows from (2.30). By the semigroup property and the Cauchy-Schwarz inequality, we get that for all R R 1 , x ∈ B(0, R/2) and 2R θ ′ α 2R δα t c 2 R α ,
On the other hand, under Assumptions (d-Vol) and (HK1), we have (2.27). Let C 0 be the constant in (2.27), which is used in the definition of Q(t, x, R). For every fixed t > 0 and x ∈ V , set
It is easy to verify that f t,x (·, ·) is parabolic on Q 0, x, (2 −1 C −1 0 t) 1/α for every x ∈ B(0, R/2) and 2R δα t c 2 R α with some c 2 > 0 small enough. Therefore, according to (2.27), there exist δ ∈ (θ, 1) and R 1 1 (for simplicity we adopt the same R 1 and δ as those in (2.30)) such that for all R > R 1 , 4R δα t c 2 R α , x ∈ B(0, R/2) and y ∈ B(x, 3 −1 (2 −1 C 32) where the last inequality is due to (2.3). Combining this with (2.31), we can find constants c 8 > 0 and c 9 > 0 (small enough satisfying that c 7 (4c 9 ) β/α c 5 /2) such that for 4R δα t c 2 R α and x, y ∈ B(0, R/2) with c 8 t δ/α := (2 −1 C
Next, we consider the case that x, y ∈ B(0, R/3) with ρ(x, y) < c 8 t δ/α . By (2.28), we can find z ∈ B(0, R/2) and c 11 > 3c 8 such that c 11 t δ/α ρ(z, x) c * c 11 t δ/α . Thus, 2c 8 t δ/α < ρ(y, z) (1+ c * )c 11 t δ/α c 9 t 1/α (if we choose R large enough). Then, according to the argument of (2.32), we can obtain that
On the other hand, by (2.33), p B(0,R) (t, x, z) c 10 t −d/α . Hence, it holds that
By now we have proved that for all R > R 1 , 4R δα t c 2 R α and x, y ∈ B(0, R/3) with ρ(x, y) 4c 9 t 1/α ,
Step (2) Now, by the strong Markov property, for all R > R 1 , 4R δα t c 2 R α , a ∈ (0, 1) small enough and x, y ∈ B(0, R/4) with ρ(x, y) > 4c 9 t 1/α , P x X at ∈ B(y, 2c 9 t 1/α ); τ B(0,R) > at
∈B(y, c 9 t 1/α ) .
(2.34)
Here the third inequality above is due to B(y, c 9 t 1/α ) ⊆ B(0, R) since y ∈ B(0, R/4) and t c 2 R α for some c 2 small enough, and in the fourth inequality we used (2.10) thanks to the facts that at (c 9 t 1/α ) δα and c 9 t 1/α c 9 4 1/α R δ R θ ′′ for any θ ′′ ∈ (θ ′ , δ) and R large enough, and in the last inequality we used the fact that a is small enough such that ac −α 9 c 1 1/2. Note that B(x, c 9 t 1/α )∩B(y, c 9 t 1/α ) = ∅ for any x, y ∈ B(0, R/4) with ρ(x, y) 4c 9 t 1/α . Then, by (2.17) , for all R > R 1 , 4R θ ′ α t c 2 R α and x, y ∈ B(0, R/4) with ρ(x, y) 4c 9 t 1/α , we have
Here in the second inequality we have used the fact that for any v ∈ B(x, c 9 t 1/α ) and u ∈ B(y, c 9 t 1/α ),
in the third inequality we used the fact that R θ ′ 4 1/α R δ t 1/α c 1/α 2 R R for θ ′ ∈ (θ, δ) and Assumption (HK3), and the last inequality follows from the same argument in the fourth inequality of (2.34).
Note again that B(y, c 9 t 1/α ) ⊆ B(0, R/3) since y ∈ B(0, R/4) and t c 2 R α for some c 2 small enough.
we can obtain from (2.33) that for any a ∈ (0, 1/2), inf y∈B(0,R/3),z∈B(y,c 9 t 1/α )
Hence, combining this with (2.34) and (2.35), for every R > R 1 , 4R δα t c 2 R α and x, y ∈ B(0, R/4) with ρ(x, y) 4c 9 t 1/α ,
Therefore, by all the estimates above, we prove the desired assertion by change δ a little large if necessary.
As a consequence of Proposition 2.11, we can obtain the following lower bound of the heat kernel.
Theorem 2.12. (Lower bound for the heat kernel) Suppose that Assumptions (dVol), (HK1) and (HK3) hold with θ ∈ (0, 1) and R 0 1. Then there exist R 1 1 and δ ∈ (θ, 1) (independent of R 0 and R 1 ) such that for every x, y ∈ V and t > ρ(0, x) ∨
where C 1 > 0 is independent of R 0 , R 1 , t, x and y. In particular, there exist T 0 > 0 and δ ∈ (θ, 1) (independent of R 0 and T 0 ) such that for all t T 0 and x, y ∈ B(0, t 1/(δα) ), (2.36) holds with C 1 > 0 independent of R 0 , T 0 , t, x and y.
Proof. Let x, y ∈ V and t > 0 such that t D(x, y) δα , where D(x, y) = ρ(0, x)∨ρ(0, y)∨R 1 for some large R 1 1 and δ ∈ (θ, 1) . Then, taking R D(x, y) such that x, y ∈ B(0, R) and R δα t C 1 R α with C 1 being the constant in Proposition 2.11, and applying (2.29) with t and R above, we can get
This proves (2.36) by choosing δ a little bit larger. Choosing R = t 1/(δα) and then renaming R δα 1 as T 0 in the estimate above, we can prove the second desired assertion also by taking δ a little bit larger.
Green Function Estimates and Elliptic Harnack Inequalities
In this section, we give some estimates of Green functions and then give a consequence of elliptic Harnack inequalities. The results in this section is used in Subsection 4.2.2. Throughout this section, we assume that (G, µ) satisfies the global d-set condition; that is,
We also suppose in this section that w x,y > 0 for all x, y ∈ V with x = y.
3.1.
Upper bounds for the Dirichlet heat kernel: small times. In this subsection we present some upper bounds of the Dirichlet heat kernel for small times, which are used to obtain estimates for Green functions in the next subsection.
In the nearest neighbor conductance models, some priori estimates are used for the small time heat kernel estimates, see [35, Corollaries 11 and 12] or [40, Theorems 2.1 and 2.2]. However, such estimates are not known for the long range case. In order to overcome this obstacle, we will adopt the localization approach (see [24, Section 2.2] for more details). We note that for our arguments to work, we need the global d-set condition (3.1) and the assumption that w x,y > 0 for all x, y ∈ V with x = y. Since finally we will apply results in this part to Subsection 4.2.2, in which we show the elliptic Harnack inequalities do not hold in general on long-range random conductance models, we are satisfied with the assumptions. It is an interesting open problem how much we can relax the assumptions.
For any fixed R 1, γ ∈ (0, 1) and x 0 ∈ B(0, 2R), we define the following symmetric regular Dirichlet form (D x 0 ,γ,R ,F x 0 ,γ,R ):
Here we omit the parameters x 0 and R in the definition ofŵ x,y for simplicity. Denote by (X Lemma 3.1. Suppose that Assumption (HK1) holds with θ ∈ (0, 1) and R 0 1. Then, for any γ ∈ (0, α/(3(d + α))], there exists a constant R 1 1 such that for every R > R 1 , x 0 ∈ B(0, 2R), R θ r R, x ∈ V and t > 0, R, r, x 0 , x and t (but may depend on γ) .
Proof. We only need to verify (3.3) the case that 0 < t (γr) α /2. The proof is split into two steps.
Step (1) By Assumption (HK1) and the definition ofŵ x,y , we can verify that for every 1 r R and x 0 ∈ B(0, 2R), µ , and also that there is a constant R 0 1 such that for all R R 0 , x 0 ∈ B(0, 2R) and R θ r R,
Using (3.4) and (3.1), and following the argument of (2.4), we can obtain that for any x 0 ∈ B(0, 2R), 1 r R, x ∈ V and any measurable function f on V ,
Letp x 0 ,γ,r (t, x, y) be the heat kernel associated with the process (X x 0 ,γ,r t ) t 0 , and let ψ x 0 (t, x) =p x 0 ,γ,r (2t, x, x) = z∈Vp x 0 ,γ,r (t, x, z) 2 µ z for any t > 0 and x ∈ V . Then, it follows from (3.6) and the argument of (2.6) that for all x 0 ∈ B(0, 2R), x ∈ V , 1 r R, 0 < t (γr) α /2 and 1 r(t) γr,
Here and in what follows constants c i may depend on γ. Thus, further following part (3) in the proof of Proposition 2.1, we can finally obtain for all x 0 ∈ B(0, 2R) and 1 r R,
Step (2) For simplicity, in the following we omit the index x 0 . According to (3.7) and [23, Theorem (3.25) ], for any x, y ∈ V , 1 r R and 0 < t (γr) α /2, we havê
where c(ψ) = sup x∈V b(ψ, x) and
Next, for fixed x, y ∈ V and λ > 0, define
Then,
where in the first inequality we used the facts that s → (e s − 1) 2 is increasing for s 0 and |ψ λ (z) − ψ λ (y)| λ ρ(y, z) ∧ ρ(x, y) for any x, y, z ∈ V , and the second inequality follows from the inequality that |e s − 1| 2 s 2 e 2|s| for s 0. On the other hand, it is obvious that, by (3.5), we can find a constant R 1 1 such that for all R > R 1 , x 0 ∈ B(0, 2R) and
Combining both estimates above, we arrive at that for all R > R 1 , x 0 ∈ B(0, 2R) and
where we have used the fact that s 2 e 2s 2e 3s for s 0. Now we suppose that R > R 1 , x 0 ∈ B(0, 2R) and R θ r R. Hence, for any 0 < t (γr) α /2 and x, y ∈ V ,
in the right side of the inequality above, we get for all 0 < t (γr) α /2 and x, y ∈ V ,
Therefore, for all x ∈ V and 0 < t (γr) α /2,
in the last inequality immediately yields the desired assertion (3.3).
By Lemma 3.1, we can further establish the following estimate for exit time of the process X. Lemma 3.2. Suppose that Assumption (HK1) holds with some constant θ ∈ (0, 1) and R 0 1. Then for every θ ′ ∈ (θ, 1), there exist constants R 1 1 and C 0 , C 1 > 0 (which are independent of R 0 and R 1 ) such that for every R > R 1 , x ∈ B(0, 2R), R θ ′ r 2R and t > 0,
Proof. It suffices to verify the desired assertion for the case that 0 < t r α /2. The proof is split into two steps.
Step (1) We suppose that γ ∈ (0, α/(3(d + α))], R R 1 for some R 1 large enough, x ∈ B(0, 2R), R θ r/2 R and 0 < t r α /2. According to (3.3) ,
Hence, by the strong Markov property,
t} PXx,γ,r ,X
x,γ,r 0 Step (2) Similar to the argument in [24, Section 3.1], we define the following Dirichlet
whereŵ x,y is defined by (3.2) with x 0 and R replaced by x and r respectively. In particular, by the definition of (D x,r ,F x,r ), we have immediately
t , x ∈ V, r, t > 0, where (X Noting that γr > γR θ ′ R θ for R large enough, Assumption (HK1) implies sup y∈B(x,r) z∈V :ρ(y,z)>γr
Combining all the estimates above yields the desired conclusion (3.8).
Now, we are in the position to present the upper bound of the Dirichlet heat kernel for small times. Proposition 3.3. Suppose that Assumptions (HK1) and (HK2) hold with constants θ ∈ (0, 1) and R 0 1. Then, for each θ ′ ∈ (θ, 1), there is a constant R 1 1 such that for all R > R 1 , x, y ∈ B(0, R) with ρ(x, y) R θ ′ , and 0 < t R α ,
where C 0 , C 1 > 0 and k d/α are independent of R 0 , R 1 , R, x, y and t.
Proof. We only sketch the proof. First, we note that (3.6) holds withŵ z,y replaced by w z,y and for all x ∈ B(0, R). Following the proof of Proposition 2.1 and carefully tracking the dependence on Θ(4R), we can obtain that there are constants R 1 1 such that for all R > R 1 , x, y ∈ B(0, R) and 0 < t R α ,
Second, using (3.10), (3.8) (which requires that x, y ∈ B(0, R) with ρ(x, y) R θ ′ ) and Assumption (HK2), and repeating the argument of Proposition 2.6, we can obtain the desired conclusion. (We note that in the proof of Proposition 2.6, we apply the induction procedure. Hence the term Θ(4R) will be multiplied for several times.) 3.2. Estimates for Green functions. The aim of this part is to obtain some estimates for Green functions. (1) for any x, y ∈ B(0, R) with ρ(x, y) R θ ′ ,
(2) for x, y ∈ B(0, R/4),
where C 0 , C 1 , C 2 , k are positive constants independent of R 1 , R, x and y.
Proof. According to (2.3) and (3.9), under Assumptions (HK1) and (HK2) there exist constants R 1 1 and k d/α such that for all R R 1 and x, y ∈ B(0, R) with ρ(x, y)
which implies that
where in the last inequality we used d > α. This proves (3.11) .
On the other hand, by (2.29), under Assumptions (HK1) and (HK3) there exists a constant R 2 1 such that for all R R 2 , x, y ∈ B(0, R/4) and R θ ′ α t c 3 R α ,
If x, y ∈ B(0, R/4) such that ρ(x, y) R θ ′ , then ρ(x, y) t 1/α for any R θ ′ α t c 3 R α , and so
While for any x, y ∈ B(0, R/4) with ρ(x, y) > R θ ′ , it holds
where in the last inequality we have used the facts that d > α and ρ(x, y) R/2 for any x, y ∈ B(0, R/4). Combining both estimates above, we obtain (3.12).
Application: Random Conductance Model
We will apply results in the previous two sections to study heat kernel estimates and elliptic Harnack inequalities for random conductance models on L := Z
Let V = L and {w x,y (ω) : x, y ∈ L} be a sequence of independent (but not necessarily identically distributed) random variables on some probability space (Ω, F Ω , P) such that w x,y = w y,x 0 for any x = y, and w x,x = 0 for any x ∈ L. Let µ be a strictly positive (random) measure on L. For P-a.s. fixed ω ∈ Ω, we consider the following regular Dirichlet
Note that unlike (1.6) we do not include the term µ x µ y in the Dirichlet form above, but it is obviously reduced into (1.6) by replacing w x,y with wx,y(ω)
µxµy . We prefer to the expression above due to the consistency of notations as those in [24, Section 5.2.1]. Let (X ω t ) t 0 be the symmetric Hunt process associated with (D ω , F ω ), whose infinitesimal generator L ω is given by
In the literature, when µ is the counting measure (resp. µ x = µ ω x := z∈L wx,z(ω) |x−z| d+α for all x ∈ V ), X is called a variable speed random walk (resp. a constant speed random walk), and denote by p ω (t, x, y) (resp. q ω (t, x, y)) the heat kernel of the corresponding process X. 
where θ 0 := α/(2d + α). Then, for P-a.s. ω ∈ Ω and every x ∈ L, there is a constant
where C 1 , C 2 > 0 and θ ∈ (0, 1) are constants independent of t, x and y.
Proof. Obviously, the counting measure µ satisfies Assumptions (d-Vol). Under (4.2), (4.3) and the condition that {w x,y (ω) : x, y ∈ L} is a sequence of independent random variables, we can follow the proof of [24, Proposition 5.6] (in particular, the Borel-Cantelli arguments), and prove that there is a constant θ ∈ (0, α/(2d + α)) such that for all fixed x ∈ L and P-a.s. ω ∈ Ω, Assumptions (HK1), (HK2) and (HK3) hold for random conductance {w x,y (ω) : x, y ∈ L} with the associated center 0 and constant R 0 being replaced by x and R x (ω) 1 respectively. Therefore, according to Theorem 2.8 and Theorem 2.12, for every x ∈ L and P-a.s. ω ∈ Ω, there exists R x (ω) 1 such that (4.4) is fulfilled. .3) holds with the same constants p, q ∈ Z + as these in Theorem 4.1. Then for P-a.s. ω ∈ Ω and every x ∈ L, there is a constant R x (ω) 1 such that for all R > R x (ω) and for all t > 0 and y ∈ L satisfying t (|x − y| ∨ R x (ω)) θ 1 α , (4.6)
where C 3 , C 4 > 0 and θ ∈ (0, 1) are constants independent of t, x and y.
Proof. For the constant speed random walk, µ ω x = z∈L wx,z(ω)
|x−z| d+α . Then, the associated Dirichlet form enjoys the expression (1.6) with µ x = µ ω x and w x,y = wx,y(ω) µ ω x µ ω y . Under (4.5), there are constants 0 < c 1 c 2 < ∞ such that for all x ∈ L, c 1 µ ω x c 2 , which implies that Assumption (d-Vol) holds. Due to the fact that µ ω x is uniformly bounded from upper and below, we can follow in the proof of Theorem 4.1 to verify that for all fixed x ∈ L and P-a.s. ω ∈ Ω, Assumptions (HK1), (HK2) and (HK3) hold with the associated center x and constant R x (ω) 1 respectively. Therefore, the desired assertion follows from Theorem 2.8 and Theorem 2.12. we can allow the conductance in Theorem 4.2 to be degenerate; that is, Theorem 4.2 still holds, even if the assumption that w x,y > 0 for all x, y ∈ L is replaced by an upper bound of the probability for degenerate conductances like (4.2). As seen from the proof of [24, Proposition 5.6] , such an explicit upper bound depends on the constants c 1 , c 2 for uniform bounds of {µ ω x } x∈L . We omit the details here. (2) For the nearest neighbor random conductance models (see e.g. [1, 11, 51] ), percolation estimates are crucially used to remove or weaken the condition (4.5). However, such estimates are not available (and are not easy to gain at least) for our model. This explains the reason why we need assume (4.5) in Theorem 4.2.
According to [34, Theorem 1] (see [13, Section 4] or [3, Theorem 1.11] for related discussions), we have the following local limit theorem for (X ω t ) t 0 . For any a > 0, let k a,t (x) := k a,t (0, x) be the transition density function corresponding to symmetric α-stable processes with Lévy measure a|z| −d−α dz. 
where
Proof. We consider the scaling limit procedure as used in [24, Section 4] , and adopt the notations in [34] . Let E = F = R
Denote by ν the Lebesgue measure, and by ν n the counting measure on G n . It is clear that conditions (a)-(c) in [34, Assumption 1] hold with α(n) = n, β(n) = n d and γ(n) = n α . Let X n,ω t := n −1 X ω n α t for any t > 0, and denote by p n,ω (t, x, y) its heat kernel on G n = n −1 L with respect to the counting measure ν n . Then, p n,ω (t, x, y) = p ω (n α t, nx, ny) for all x, y ∈ n −1 L and t > 0, and so it suffices to prove that the conclusion of [34 
where [x] n := n −1 [x] and E n,ω x denotes the expectation with respect to the law of process (X n,ω t ) t 0 with the initial point x ∈ n −1 L. Combining this with Theorem 2.10 (which was used to estimate the term E n,ω
Since for every where c 1 > 0 is independent of n and γ, and B G n (0, r) is denoted by the ball on G n with center 0 and radius r. Note that, (4.8) is slightly weaker than [34, Assumption 2], since we require to take the supremum of (nγ) δ d Gn (x, y). However, according to (4.8) and the on-diagonal upper bound of heat kernel (4.4), we can get that for every x ∈ R and for each x ∈ Z d , let A N (x) be the event that the configuration near y = x + e 1 and z = x + 2e 1 (here e 1 = (1, 0, · · · , 0)) is as follows:
(iii) C y,z = 1, C x,y = 2 −N and other nearest neighbor bonds (that is, bonds with length 1; n.n. bonds in short) connected to y and z have conductance 2 −N ; moreover, u∈L:|y−u|>1 C y,u 2 −N and u∈L:|z−u|>1 C z,u 2 −N . (iv) x is connected to the boundary of the box of side length (log ℓ N ) 2 centered at x by n.n. bonds and conductance 1.
Since bonds with conductance 1 percolate, using (4.11) and (4.12), we have Now suppose N N 0 and let n be such that 2 N 2n < 2 N +1 . Let x N = x N (ω) be as above and r N be the length of Path N . Let α = α(ω) be the minimum of the conductance in the n.n. bonds within N 0 steps from the origin. Then the passage from the origin to x N in time r N has probability α N 0 C −r N * where C * = |y| 1 |y| −d−α > 2d (due to the fact that w x,y 1 for all x, y ∈ Z d ), while the probability of staying on the bond (y, z) for time 2n − 2r N − 2 is bounded from below by a constant which is independent of ω. The transition probability across (x, y) is of order 2 −N . Hence, we have P ω (2n, 0, 0) c 6 α
Using the comparison of the graph distance and the Euclidean distance (see [7] ), we have r N cℓ N for N large enough. Since n ≍ 2 N , we obtain the desired estimate. Finally, let us give a concrete example that satisfies (4.12). The first equality in (4.12) is an easy consequence of (4.9). Now, for any l 1, define f l (s) = (log 2 (c 0 /s)) −ε ′ l −1−d for s 1/2 small enough (ε ′ is a small positive value chosen later). For any y, z ∈ Z d with |y − z| = l, let P(ω y,z = 1) 1/2 and P(ω y,z s) = f l Choosing ε ′ = ε/c ′′′ , we obtain the inequality in (4.12).
Elliptic Harnack inequalities.
Before presenting a counterexample such that EHI does not hold for random conductance models with non-uniformly elliptic stable-like jumps, we give the following statement, which is a consequence of Proposition 3.6. Then, for P-a.s. ω ∈ Ω, EHI does not hold at any
Proof. Without loss of generality, we only verify the case that x 0 = 0. As explained in the proof of Theorem 4.1, for P-a.s. ω ∈ Ω, Assumptions (HK1), (HK2) and (HK3) hold with some constant θ ′ ∈ (0, α/(2d + α)). According to Proposition 3.6, it suffices to disprove the inequality (3.15). Note that here θ ′ ∈ (0, α/(2d + α)) is independent of R and N .
Since {w x,y : x, y ∈ Z d } is a sequence of independent random variables, for the constant c 0 given in (4.14) it holds that Here, by (4.14) and (4.15), c 1 (R, N ) and c 2 (R, N ) are positive constants which can be chosen to be independent of z. Therefore, for every fixed N and R, and any k 0 1, 
