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We present an optical method for measuring the real-time three-dimensional (3D) translational velocity
of a diffusely scattering rigid object observed through an imaging system. The method is based on a com-
bination of the motion of random speckle patterns and regular fringe patterns. The speckle pattern is
formed in the observation plane of the imaging system due to reflection from an area of the object illu-
minated by a coherent light source. The speckle pattern translates in response to in-plane translation of
the object, and the presence of an angular offset reference wave coinciding with the speckle pattern in the
observation plane gives rise to interference, resulting in a fringe pattern that translates in response to
the out-of-plane translation of the object. Numerical calculations are performed to evaluate the dynamic
properties of the intensity distribution and the response of realistic spatial filters designed to measure
the three components of the object’s translational velocity. Furthermore, experimental data are pre-
sented that demonstrate full 3D velocity measurement. © 2011 Optical Society of America
OCIS codes: 030.1640, 120.7250, 030.1670, 030.6140, 030.6600.
1. Introduction
The application of laser speckle patterns to measure
in-plane motion of diffuse objects is well established
in the literature and includes a multitude of meth-
ods. Methods such as speckle photography (SP) and
electronic SP (ESP) [1] have been applied success-
fully to measure in-plane displacement fields of an
imaged object under load. The related approach of
speckle interferometry (SPI/ESPI) combines the
speckle pattern with a reference wave incident on
the image plane under an angle in order to measure
the out-of-plane displacement by fringe analysis [2].
Furthermore, these two techniques have been com-
bined partly to enhance the fringe analysis in appli-
cations where large in-plane displacements are
considered and partly to measure a full three-
dimensional (3D) displacement field [3]. However,
these techniques are full-field measurements
acquired by a digital camera or conventional photo-
graphy. Therefore, they are limited by the fringe
analysis to measure out-of-plane displacements on
the order of a few wavelengths and are particularly
not well suited for real-time studies and velocimetry.
Recently [4], it has been demonstrated that speckle
patterns propagated in free space in combination
with a conventional in-line Michelson interferometer
realize single-point measurement of 3D displace-
ment. However, this method will not be able to dis-
tinguish between translation and rotation of the
object.
Another method that is dedicated to measure out-
of-plane velocity is coherent Doppler lidar [5,6].
Here, the out-of-plane displacement is limited by
the focal depth of the imaging system (typically on
0003-6935/11/111523-11$15.00/0
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the order of a meter), and particle velocities on the
order of several meters per second are measured
in real time. Work has been carried out to measure
small in-plane velocity components [7,8] in these
types of systems. However, the implementations
are inherently single mode in the spatial domain,
and all spatial information in the image plane is dis-
carded. The same type of system can be modified to
include the dynamic speckle field in the image plane
and, under certain circumstances, can be used to
measure in-plane motion [9].
We investigate, by means of numerical calcula-
tions and experiments, the use of an imaging system
to form an image of an area of a diffusely scattering
rigid object illuminated by a coherent light source.
The speckle pattern that arises in the image plane
is combined with a coherent reference wave that co-
incides with the speckle image under an angle. The
resulting intensity distribution will exhibit two dis-
tinct features: (i) a speckle pattern that translates ac-
cording to the in-plane motion of the object and (ii) a
regular fringe pattern that arises due to the interfer-
ence between the reference wave and the speckle pat-
tern. The fringe pattern will translate in response to
an out-of-plane motion of the object. Methods from
spatial filtering velocimetry [10] are implemented
to measure all three velocity components. A numer-
ical model, based on the complex ABCDmatrix form-
alism [11], is developed to investigate the frequency
characteristics of the output signals of realistic spa-
tial filters and used to identify a suitable experimen-
tal configuration. The in-plane motion is addressed
experimentally by a CMOS camera where the spatial
filtering is implemented in the postprocessing. Pre-
viously, such methods have been demonstrated
[10,12] and more recently described in a similar ap-
plication [13]. The measurement of the out-of-plane
motion is facilitated by an integrated optical spatial
filter due to its high sensitivity [14]. The proposed
method is intended for use in real-time studies
where 3D translational velocity is of interest. Possi-
ble applications include remote sensing of structural
dynamics, conditional monitoring, and fluid dy-
namics including aerosol flow. In the following sec-
tion, the underlying theory of the numerical model is
reviewed. In Section 3 the numerical model is
presented and the results are discussed. The config-
uration of the experimental setup is based on the ob-
servations obtained from the numerical simulations
and is described in Section 4. The experimental re-
sults are presented in Section 5. A general discussion
and concluding remarks are included in Section 6.
2. Theoretical Review
In order to evaluate the performance of specific spa-
tial filtering velocimetry methods that will be used to
measure the velocity components of the object trans-
lation, a simple numerical model is developed based
on the ABCD formalism. In Fig. 1 the geometry of the
model is illustrated.
A diffusing rigid object is located in the ðx; yÞ plane,
translating with constant velocity v and illuminated
by a field UiðrÞ of the form
UiðrÞ ¼ Ei exp

−
r2
w2i

; ð1Þ
where wi is the 1=e2 intensity radius. The scattered
field Usðr; tÞ can then be written as
Usðr; tÞ ¼ UiðrÞΨðr; tÞ; ð2Þ
where Ψðr; tÞ is the complex reflection coefficient of
the object. It is assumed that jΨðr; tÞj ¼ const.
Furthermore, it is assumed that the object surface
structure does not evolve in time but moves as a “fro-
zen” pattern. This attribute can be expressed by
Ψðr; tþ τÞ ¼ Ψðr − vτ; tÞ. The scattered field is propa-
gated to the observation plane ðpx;pyÞ by means of
the paraxial Green’s function defined by an ABCD
matrix representing an imaging system. Thus, the
field in the observation plane at time t can be
obtained from
Uoðp; tÞ ¼
Z þ∞
−∞
d2rUsðrÞGðr; pÞ; ð3Þ
where
Gðr;pÞ¼− ik
2πBexp½−ikL
0exp

−
ik
2B
ðAr2−2r ·pþDp2Þ

:
ð4Þ
The entities A, B, andD represent the complex ma-
trix elements of the optical system. The parameter k
is the optical wavenumber, and L0 is the optical path
length from the object to the observation plane.
Additionally, the refractive indices in the object and
observation plane have been assumed to be identical.
In the following, a specific ABCD system is consid-
ered with the following elements:
A ¼ − f 2
f 1
; ð5Þ
B ¼ −2if 1f 2
kσ2 ; ð6Þ
D ¼ − f 1
f 2
: ð7Þ
Fig. 1. ABCD model geometry.
1524 APPLIED OPTICS / Vol. 50, No. 11 / 10 April 2011
The ABCD system defined by Eqs. (5)–(7) constitu-
tes a clean imaging system (i.e., a 4-f system) with
magnification M ¼ −f 2=f 1 and a Gaussian-apodized
aperture of σ (1=e field radius) in the exact Fourier
plane. Combining Eq. (4) with Eqs. (5)–(7), the
Green’s function for the imaging system becomes
Gðr; pÞ ¼ k
2σ2
4πf 1f 2
exp½−ikL0 exp

−
k2σ2
4f 22

f 2
f 1
rþ p

2

:
ð8Þ
The fieldUoðpÞ is combined with a mutually coher-
ent reference wave UrðpÞ at the observation plane.
The reference wave is written as
UrðpÞ ¼ Er exp

−
p2
w2r
− ikθ · p

; ð9Þ
where wr is the 1=e2 intensity radius and θ ¼ ðθx; θyÞ
is the vector angle of incidence of the reference wave
relative to the optical axis (the z axis) of the imaging
system. Then the time-dependent intensity distribu-
tion in the observation plane can be obtained by
Iðp; tÞ ¼ jUoðp; tÞ þUrðpÞj2: ð10Þ
The power contained in each of the two contribu-
tions Uoðp; tÞ and UrðpÞ is defined in the following
way:
Po ¼
Z
∞
−∞
d2pjUoðp; tÞj2: ð11Þ
Pr ¼
Z
∞
−∞
d2pjUrðpÞj2: ð12Þ
The intensity distribution at a later time tþ τ can
be obtained by letting
Ψðx; y; tÞ → Ψðx − vxτ; y − vyτ; tþ τÞ expð−ikvzτÞ;
ð13Þ
where it is assumed that v ¼ ðvx; vy; vzÞ is constant. It
is noted that the optical distance L0 in Eq. (8) must be
modified by L0 → L0 þ vzτ. The range of axial dis-
placements that is investigated in this context will
be limited, so that the total axial displacement
jΔzj ≪ do where do ¼ 4f 21=ðkσ2Þ is the depth of focus
of the imaging system. Conversely, it can be argued
that the depth of focus effectively localizes the mea-
surement volume, facilitating a pointlike measure-
ment, which is an advantage in many applications.
If axial displacement significantly exceeds do, the
ABCD system described by Eqs. (5)–(7) must under-
go modification to accommodate this. Such consid-
erations are beyond the scope of this work.
Having obtained the dynamic intensity distribu-
tion Iðp; tÞ, determination of the temporal response
of a spatial filter realized by a detector arrangement
placed directly in the observation plane is called for.
As the intensity distribution is sheared across the
spatial filter, the time-dependent photocurrent
signal can be obtained from [10], except for a propor-
tionality factor
iðp1Þ ¼
Z þ∞
−∞
d2pIðp1 − pÞhðpÞ; ð14Þ
where p1 ¼Mvtþ p0 and p0 is a constant vector.
The quantity hðpÞ is the spatial filter response
function. According to the convolution theorem, the
power spectrum of the output signal described by
Eq. (14) can be written as
PðξÞ ¼ jSIðξÞj2jHðξÞj2; ð15Þ
where ξ ¼ ðξx; ξyÞ denotes the spatial frequency vec-
tor in the p plane and jSIðξ; tÞj2 and jHðξÞj2 are the
power spectral density of the intensity distribution
and the spatial filter response function (the transfer
function), respectively. The properties and configura-
tion of the response function hðpÞ can vary depending
on the application, but in general it will consist of de-
tector elements arranged in a periodic structure com-
bining alternating elements with sum or differential
amplifiers. The purpose of such an arrangement is to
realize a narrow spatial bandpass filter that moni-
tors the temporal phase evolution of the selected
range of spatial frequencies. Accordingly, the de-
tected photocurrent, i.e., the output signal of the spa-
tial filter, will oscillate at a frequency proportional to
the velocity component in the direction of the spatial
filter periodicity. The frequency of this oscillation is
given by the relation
F ¼MvΛ ; ð16Þ
whereΛ is the spatial period of the spatial filter,M is
the magnification of the imaging system, and v is the
velocity component of the object in the direction of
the periodicity of the spatial filter.
The detector arrangement that will be used here
has been demonstrated by Schnell et al. [12]. The
detector aperture function can be written as
hðpÞ ¼

hwinðpÞ
X∞
m¼−∞
δðpx −mΛxÞ

⊗ ½hunitðpxÞ⊗ hdetðpxÞ; ð17Þ
where
hwinðpÞ ¼ Rect

px
Lx

Rect

py
Ly

; ð18Þ
hunitðpxÞ ¼ δðpx þ pφÞ − δðpx − pφÞ; ð19Þ
hdetðpxÞ ¼ Rect

px
Wd

; ð20Þ
and δðxÞ denotes the Dirac-delta function. Selecting
Wd ¼ Λx=4,pφ ¼ Λx=4andLx → NΛx, thepower spec-
tral density of the response function will be given by
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jHðξÞj2 ¼ sinc2ðLyξyÞ
X∞
m¼−∞
sinc2½NðΛxξx −mÞ½1
− cosðπΛxξxÞsinc2
Λxξx
4

; ð21Þ
where an unimportant proportionality factor has
been omitted. The parametersWd and pφ are selected
based on the experimental configuration used (see
Section 4). A second detector arrangement is now in-
terlaced with the first one, providing a second signal
that will be in phase quadrature with the signal ob-
tained from the first detector arrangement, facilitat-
ing an unambiguous directional discrimination of the
translation. The two response functions of the detec-
tor arrangements are defined as h0ðpÞ≡ hðpÞ and
h90ðpÞ≡ hðpx −Λx=4;pyÞ. The power spectral density
will be identical for both filters, as only a complex
phase factor distinguishes the spectrum of one from
the other. The orientation of the detector arrange-
mentsdefines thedirection of the velocity components
to be measured. Generally, the in-plane motion is
measured with two orthogonally orientated spatial
filters, placed directly in the observation plane and
tuned to the speckle size. However, a spatial filter
can attain any angle in the observation plane. This
feature will be necessary for determining all three ve-
locity components and can be accommodated by intro-
ducing a new coordinate system that incorporates an
arbitrary rotation of the filter orientation, here imple-
mented in the spatial frequency domain
ξ0x ¼ ξx cosðΩÞ þ ξy sinðΩÞ; ð22Þ
ξ0y ¼ ξy cosðΩÞ − ξx sinðΩÞ: ð23Þ
Figure 2 shows the detector arrangement and or-
ientation. In Fig. 3, the power spectral density of an
eight unit cell spatial filter is shown. The filter not
only contains a spatial bandpass region around the
first harmonic (fundamental) but also several higher
harmonics of odd numbers are seen to contribute sig-
nificantly. This is a well-known property of rectangu-
lar detector arrangements. It has been shown [14]
that the Kth harmonics can, under certain condi-
tions, be suppressed by selecting Wd ¼ Λ=K. Given
the detector configuration described above, the
fourth harmonic will be suppressed but the third
and fifth harmonics may constitute significant pass-
bands in the spatial power spectrum of the spatial
filter.
3. Numerical Results
To investigate the dynamic behavior of the intensity
distribution in response to a 3D object translation
and determine the temporal response of various spa-
tial filtering implementations, a numerical model
was developed. The object plane and the observation
plane are both represented as matrices of 128 × 128
points. The spatial sampling periods are defined as
Δx andΔy and correspond to the physical separation
between sampling points (pixels) along the hori-
zontal and vertical directions, respectively. In this
model, we select Δx ¼ Δy ¼ 5 μm.
The scattering properties of the object are defined
by a random spatial distribution of scattering points
in the object plane, having an identical scattering
cross section. An individual scattering point (or
particle) is represented by a single pixel in the nu-
merical model. Each scattering point is attributed
with a spatially delta-correlated complex random
phase factor expð−iϕÞwhere the phase ϕ is a stochas-
tic variable described by a uniform probability distri-
bution function (PDF) of the form
PDFðϕÞ ¼

1
2π ; −π ≤ ϕ ≤ π
0; jϕj > π : ð24Þ
When the imaging system is not able to resolve the
individual scattering particle and the number of
scattering particles is large, the resulting field distri-
bution obtained in the observation plane will exhibit
Fig. 2. Spatial filter unit cell combining both the h0ðpÞ and h90ðpÞ
filters. The rotation angle of the detector arrangement in relation
to the observation plane coordinate system is Ω.
Fig. 3. Spatial power spectral function of the spatial filter
described by Eq. (21) for Λ→ Λx, L → Ly, Ω→ 0°, and N ¼ 8.
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circular complex Gaussian statistics, giving rise to a
fully developed speckle pattern [15]. It is straightfor-
ward to calculate the intensity distributions at differ-
ent times in the object plane as the field of scattering
points is translated according to Eq. (13) combining
Eq. (1)–(10). The model implemented here assumes
that effects of shot noise and thermal noise are neg-
ligible. Furthermore, it must be noted that due to the
now discrete nature of the object and observation
planes, the integrals are replaced with a correspond-
ing summation operation. For simplicity, w ¼
wr ¼ ðf 2=f 1Þwo, f 1 ¼ f 2 ¼ f , and the aperture is
apodized as a Gaussian function in the following.
In Fig. 4 a representative simulated intensity distri-
bution is shown. In the following, the parameters
listed in Fig. 4 will be maintained.
It can be observed that the intensity distributions
generally contain a random speckle pattern and a
regular fringe pattern that is enclosed by the indivi-
dual speckles. Furthermore, the entire speckle field
is weighted by the image of the illumination spot on
the object. The reference wave responsible for the
regular fringe pattern formation exhibits a comple-
tely deterministic optical phase front across the
observation plane, whereas the optical field dis-
tribution producing the speckle pattern exhibits an
uncorrelated phase relationship between individual
speckles. In the spatial frequency domain, the spec-
tral content representing the fringe pattern is effec-
tively bandlimited by the speckle pattern given the
conditions of Fig. 4. Figure 5 shows the power spectra
corresponding to the intensity distribution.
Investigating the features of Figs. 5–7 reveals the
characteristic low-frequency speckle band that isotro-
pically occupies the spatial frequency spectrum
around the origin along with the sharp peak that
originates from the image of the illumination spot.
Additionally, the presence of two high-frequency side-
bands located on the ξx axis is observed in Figs. 5 and
6. These sidebands originate from the regular fringe
pattern. The above-mentioned band-limiting effect of
the fringe pattern can be observed in Fig. 6. The effect
is evident when the aperture in the Fourier plane of
the imaging system is changed, and thus the average
speckle size is changed as well. As a result, the width
of the spatial fringe pattern band changes according
to the width of the spatial speckle band.
Based on observations from Fig. 5, the spatial per-
iods and spatial filter directionality can be deter-
mined to optimize the subsequent signals that form
the basis of the velocity measurements. Table 1 sum-
marizes these selections, and Fig. 8 shows the power
spectrum of the intensity distribution along with the
spectral peak locations of the passbands for the
spatial filters.
In order to calculate the velocity components vx, vy,
and vz of the simulated particle distribution in the
object plane, the time-dependent instantaneous out-
put signal iðtÞ of the spatial filters is considered. This
quantity can be obtained from
iðtÞ ¼
Z
∞
−∞
d2pIðp; tÞhðpÞ: ð25Þ
In the case of a discrete intensity distribution, the
integral of Eq. (25) is replaced by the corresponding
summation operation. The measurement of a given
velocity component is obtained by observing the tem-
poral power spectrum of Eq. (25) given the response
function hðpÞ of the spatial filter addressing its re-
spective velocity component. The particles in the ob-
ject plane translate in the plane with the following
velocities vx ¼ Δx=τ, vy ¼ Δy=τ, where τ is the time
between samples. This means that each time the
output signal is sampled, the particle field is trans-
lated one spatial period (or pixel) in both the x and y
directions. The corresponding normalized frequen-
cies, which are expected to be observed in the tempor-
al power spectra of the output signals, can be
Fig. 4. Intensity distribution for w ¼ 250 μm, f ¼ 250mm,
Po ¼ Pr, θx ¼ 0:0316 rad, θy ¼ 0 rad, and σ ¼ 1:5mm.
Fig. 5. Ensemble averaged spatial power spectrum jSIðξx; ξyÞj2
for θx ¼ 0:0316 rad, and θy ¼ 0 rad. The data set is the result of
averaging 50 power spectra.
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obtained from Eq. (16), are given by
f FUNx ¼ Fxτ ¼
Δx
Λx
¼ 5 μm
80 μm ¼
1
16
; ð26Þ
where Fx is given by Eq. (16) for v ¼ vx. The equiva-
lent expression is valid for f FUNy . The out-of-plane
velocity is selected so that vz ¼ λ=ð8τÞ. The fringe pat-
tern will undergo a full oscillation in response to an
out-of-plane displacement of λ=2. Because the spatial
frequency of the fringe pattern is arranged so that a
spatial period exactly matches the spatial period of
the spatial filter, a conversion factor of the actual ax-
ial displacement to the in-plane translation of the
fringe pattern, must be taken into account. This fac-
tor can be written as α ¼ 2Λz=λ. Therefore, the nor-
malized frequency is expected to be
f FUNz ¼ Fzτ ¼
αvz
Λz
τ ¼ 1
4
: ð27Þ
In Fig. 9 the temporal power spectra of the output
signals are shown along with the expected frequen-
cies as given by Eq. (26) and (27) displayed as verti-
cal lines.
Figure 9 shows that the spectral position of all three
velocity components support the theoretical predic-
tions of Eqs. (26) and (27). However, two additional
features denoted f ð−Þxz and f
ðþÞ
xz appear in the temporal
spectrum of the signal from the spatial filter, measur-
ing the vx component. The spectral peaks at the fre-
quency positions denoted f ð−Þxz and f
ðþÞ
xz originate
because the third and fifth harmonic passbands of
the spatial filter, measuring the vx component, over-
lap with the spatial frequency band occupied by the
fringepattern—as canbeobserved fromFig. 8.Amore
detailed study of the spectral positions of these two
peaks confirms the following dependencies:
f ð−Þxz ¼ f FUNz − f FUNx ; ð28Þ
f ðþÞxz ¼ f FUNz þ f FUNx : ð29Þ
These “crosstalk” frequencies can disrupt the ve-
locity determination, especially due to their dynamic
behavior. However, a solution to this problem can be
identified: if the angle of incidence of the reference
wave is changed so that
θ ¼ ðλ=ðΛz
ﬃﬃﬃ
2
p
Þ; λ=ðΛz
ﬃﬃﬃ
2
p
ÞÞ; ð30Þ
then the spatial period of the fringe pattern is nu-
merically preserved, but the orientation is changed
Table 1. Spatial Passband Center Frequencies for the Spatial Filters Used in the Numerical Model
Velocity Component
Center Frequency (Cycles=μm)
vx vy vz
First Order and Its Harmonics Λx ¼ 80 μm, Ω ¼ 0° Λy ¼ 80 μm, Ω ¼ 90° Λz ¼ 20 μm, Ω ¼ 0°
First 1=80 1=80 1=20
Third 3=80 3=80 3=20
Fifth 5=80 5=80 1=4
Fig. 6. Cross section along ξx axis of the spatial power spectrum
in Fig. 5 for different values of the aperture size σ.
−0.1 −0.05 0 0.05 0.1
−200
−180
−160
−140
−120
−100
−80
−60
−40
−20
ξy [cycles/µm]
|S I
(0,
ξ y)
|2  [
dB
]
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σ = 1.5mm
σ = 2.0mm
Fig. 7. Cross section along ξy axis of the spatial power spectrum
in Fig. 5 for different values of the aperture size σ.
1528 APPLIED OPTICS / Vol. 50, No. 11 / 10 April 2011
by 45°. If the spatial filter observing vz component is
implemented with Ω ¼ 45°, then the measurement
of vz is maintained while the spatial frequency band
of the fringe pattern is isolated from the passbands of
the spatial filter measuring the vx component. This
configuration was implemented in the experimental
setup and a discussion of the effects is included in
Section 6.
4. Experiment
The experimental data are obtained using the setup
illustrated in Fig. 10.
The coherent light source used in this experiment
is a polarization-controlled He–Ne laser operating at
a wavelength of λ ¼ 633nm. The radiation from the
laser is collimated to a spot size of ∼1mm (1=e2 in-
tensity radius) with a beam expander. The expanded
beam is split by a nonpolarizing beam splitter (BS).
One of the beams is directed toward the object and
forms the illumination beam. The other beam is di-
rected toward the observation plane coinciding with
the image of the object under an angle of incidence of
θ ¼ ð0:030 rad; 0:030 radÞ relative to the optical axis
of the imaging system, thereby establishing the re-
ference wave. The object is mounted on a translation
stage, and it consists of an aluminum surface that
has been treated to ensure a suitable rough surface
for generation of a fully developed speckle pattern.
The direction of translation can be adjusted to ensure
both in-plane and out-of-plane translation with
respect to the measurement directions of the spatial
filters. Finally, the speed of translation can be varied.
The object plane is imaged onto the observation
plane with a clean imaging system [11] consisting
of two lenses and an adjustable diameter aperture
placed in the Fourier plane of the system. The focal
lengths of the two lenses are f 1 ¼ f 2 ¼ 250mm. This
configuration is identical to the optical system emu-
lated with the ABCDmatrices described in Section 3,
apart from the aperture. In the experimental setup,
the amplitude transmittance function is circular
with a radius of σ ¼ 1mm rather than apodized with
a Gaussian function. For this specific imaging sys-
tem, the depth of focus (do) is approximately ∼25mm.
By implementing a 50:50 nonpolarizing BS imme-
diately behind the second lens (f 2) of the imaging sys-
tem, the observation plane is effectively split into
two. This enables implementation of two separated
Fig. 8. Ensemble averaged spatial power spectrum jSIðξx; ξyÞj2
for θx ¼ 0:0316 rad, θy ¼ 0 rad shown along with the center fre-
quency locations of spatial frequency bands corresponding to spa-
tial filters observing the vx, vy, and vz components of translation.
The data set is the result of averaging 50 power spectra.
Fig. 9. Temporal power spectra as a function of normalized fre-
quency obtained by FFT. The quantity Piðf Þ for i ¼ fx; y; zg denotes
the power spectrum of the output signal of the spatial filter obser-
ving the vx, vy, and vz components, respectively. The data set is the
result of averaging 10 power spectra.
Fig. 10. (Color online) Experimental setup.
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systems for velocity measurement. In order to mea-
sure the in-plane velocity components, a CMOS
detector array is utilized. The CMOS array used here
consists of a 256 × 256 matrix of detectors with pixel
dimensions of 10:6 μm × 10:6 μm. A frame-grabber re-
cords a sequence of images as the object translates.
The spatial filtering operation is implemented by
means of the method described in Section 3.
The out-of-plane velocity measurement is per-
formed by an integrated optical spatial filter that
is rotated corresponding to Ω ¼ 45° in relation to
the observation plane coordinate system, whereas
the CMOS detector array is orientated in a config-
uration that is equivalent to Ω ¼ 0°. Figure 11 illus-
trates the integrated optical spatial filter.
The optical spatial filter in this device is injection
molded and combined with a detector array contain-
ing four elements. The optical spatial filter consists
of an array of cylindrical lenses (lenslets) separated
by a distance of Λz. The radius of curvature of the
lenslets is denoted R3. Each of the lenslets in the ar-
ray forms a one-dimensional imaging system with a
large, single lens on the back side of the optical ele-
ment. This lens has a radius of curvature of R4. The
photocurrents generated by the four individual de-
tectors in the array are converted into voltage signals
and directed to a set of differential amplifiers in the
manner illustrated in Fig. 11. The detectors are ar-
ranged so that
d180 ¼
ΛzR4
2R3
: ð31Þ
Given the relationship of Eq. (31), a backpropaga-
tion of the detector array through the optical system
[16] will result in a reduced and repeated image of
the detector array being projected to the input plane
of the spatial filter device. If the lenslet array con-
tains N lenslets, and assuming perfect imaging,
the spatial transfer function of this system will be
given by Eq. (21) where the width of the filter in
its direction of periodicity is Lz ¼ NΛz and the width
of a single backpropagated detector is Wd ¼ Λz=4.
The output signals from the two differential ampli-
fiers are digitized by an analog-to-digital converter,
resulting in an in-phase signal and a signal in phase
quadrature for directional discrimination. A more
detailed description of this type of system can also
be found in [14].
Table 2 lists the parameters and orientation of the
spatial filters used in the measurements.
5. Results
Using a high-resolution camera, an intensity distri-
bution in the observation plane was recorded. This
distribution is shown in Fig. 12. This shows that
the fringe pattern is enveloped by the speckle pat-
terns as expected. The fringe pattern is oriented so
that the fringes are parallel with the cylindrical lens-
lets of the integrated optical spatial filter, and the
spatial frequency of the fringes matches the funda-
mental passband of the filter.
In Fig. 13, the spatial power spectrum of the inten-
sity distribution is shown along with the center fre-
quencies of the passbands of the spatial filters. It can
be observed that the frequency distributions of both
the fringe and speckle signal segments exhibit a dif-
ferent functionality than the frequency distributions
obtained in the numerical simulations. This is due to
the transmission function of the aperture in the Four-
ier plane of the imaging system being circular [15] in
the experimental configuration rather thanGaussian
as was the case in the numerical simulations.
Comparing the signals in the spatial frequency do-
main with the center frequencies of the passbands
listed in Table 2, it can be observed that the funda-
mental frequencies of all three filters for in-plane
and out-of-plane velocity measurements overlap
their respective signal segments.
Fig. 11. (Color online) Integrated optical spatial filter. The
physical parameters of the filter are Λz ¼ 15 μm, R3 ¼ 18 μm,
R4 ¼ 1mm, and Wd ¼ 187:5 μm.
Table 2. Spatial Passband Center Frequencies for the Spatial Filters Used in the Experiment
Velocity Component
Center Frequency (Cycles=μm)
vx vy vz
First Order and Its Harmonics Λx ¼ 84:8 μm, Ω ¼ 90° Λy ¼ 84:8 μm, Ω ¼ 0° Λz ¼ 15 μm, Ω ¼ 45°
First 0:0118 0:0118 0:0667
Third 0:0354 0:0354 0:2000
Fifth 0:0590 0:0590 0:3333
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The object is now arranged in such a way that the
velocity components in relation to the measurement
axis can be written as
ðvx; vy; vzÞ ¼ ðvobj cosð45°Þ sinð93:3°Þ; vobj sinð45°Þ
× sinð93:3°Þ; vobj cosð93:3°ÞÞ; ð32Þ
where vobj is the (constant) speed of the object.
The time series of intensity distributions was re-
corded with the CMOS camera and processed with
the numerically defined spatial filters, while the out-
put signal of the optical spatial filter measuring the
vz component was recorded using an oscilloscope. An
object speed of vobj ¼ 0:1mm=s was selected for the
top and bottom lines of the plots in Fig. 14. In the
top of the individual plots, the entire signals are
displayed. In the main plots, an excerpt correspond-
ing to the interval outlined with the two vertical lines
is shown. It can be observed that as the translation
direction is reversed, the phase relationship between
the in-phase and phase-quadrature signal changes
sign, indicating a reversal of direction. This can be
observed for all three measurements corresponding
to the vx, vy, and vz components, demonstrating that
the directionality of all three velocity components
can be discriminated.
To measure the magnitude of the three velocity
components, the temporal power spectrum of the
spatial filter signals is considered for different values
of vobj.
Figures 15–17 show the power spectra of the spa-
tial filter signals for observing the vx, vy, and vz com-
ponents for four different values of vobj. The vertical
Fig. 12. Intensity distribution obtained using a high-resolution
CCD camera.
Fig. 13. Spatial power spectrum of the intensity distribution
obtained with the high-resolution CCD camera.
Fig. 14. (Color online) Spatial filter output signals. Vertical lines delimit the excerpts shown in the main plot. Top, vobj ¼ 0:1mm=s.
Bottom, vobj ¼ −0:1mm=s. Plots (A)–(C) correspond to vx, vy and vz, respectively.
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lines mark the measured center frequencies based on
the centroid determined within a frequency window
that is centered about the frequency peak and trun-
cated at the noise floor. It is expected that there
exists a linear relationship between the measured
velocity components and the theoretically predicted
values. This relationship is assumed to be of the form
vmeasuredi ¼ c0 þ c1vactuali ; ð33Þ
where i ¼ fx; y; zg. The center frequencies obtained
from the measurements are expected to be related
to the velocity component through Eq. (16). In
Table 3, the best fitting values of c0 and c1 are listed
for all three velocity components along with the
associated correlation coefficient (R2).
6. Discussion and Conclusion
It has been demonstrated that all three velocity com-
ponents of a diffusely scattering rigid object can be
extracted using imaging speckles combined with
an angular offset reference wave and methods based
on spatial filtering velocimetry. This was achieved by
tuning the fundamental spatial passbands of spatial
filters to the speckle pattern and the regular fringe
pattern, respectively. A numerical model was devel-
oped to determine the output of realistic spatial filter
implementations such as a rectangular apodized
detector arrangement. The numerical model showed
that all three velocity components could, in principle,
be extracted using a two-dimensional detector ar-
ray. However, the model also predicted a crosstalk
phenomenon that could impact the measurement
negatively. A solution that solved this problem opti-
cally was identified. The fringe pattern orientation
was changed by altering the angle of the incidence
vector of the reference wave, effectively removing
the spatial frequency component of the fringe pattern
from the passbands of the higher harmonics of the
spatial filters tuned to the speckle pattern.
Using a CMOS camera and an integrated optical
spatial filter, the numerical model predictions
were experimentally verified. It was successfully
demonstrated that the direction of translation could
be extracted for all three velocity components using a
combination of an in-phase and phase-quadrature
detector arrangement. The magnitude of each ve-
locity component was varied by adjusting the speed
of the translation stage. The measured velocities
were in good agreement with the actual velocities.
Fig. 15. (Color online) Power spectra of output signal from the
spatial filter observing the vx velocity component for different
values of vobj.
Fig. 16. (Color online) Power spectra of output signal from the
spatial filter observing the vy velocity component for different
values of vobj.
Fig. 17. (Color online) Power spectra of output signal from the
spatial filter observing the vz velocity component for different
values of vobj.
Table 3. Best Fitting Parameters of the Linear Relationship
Relating the Measured Velocity to the Actual Velocity
Velocity Component c0 (mm=s) c1 R2
a
vx −0:0003 1.007 0.99996
vy 0.0001 0.987 0.99997
vz 0.0001 0.987 0.99658
aIndicates the accuracy of the fit. When the value R2 → 1, the
model, in this case described by Eq. (33), approaches perfect
correlation with the sample data, i.e., a perfect fit.
1532 APPLIED OPTICS / Vol. 50, No. 11 / 10 April 2011
Generally, the accuracy with which the velocity can
be determined using the proposed method depends
on the specific experiment and implementation used.
The limitation on measurement accuracy imposed by
the spatial filters is related to the relative spectral
width of the fundamental passband and is inversely
proportional to the number of unit cells in the array
constituting the filter. This number effectively deter-
mines how many signal oscillations can be observed.
A treatment of the accuracy of spatial filtering ve-
locimetry techniques can be found in [10]. The meth-
od described here relies on speckle translation to
measure the transverse velocity components. The
fringe pattern, used to measure the out-of-plane com-
ponent, is limited by the correlation properties of the
speckle pattern. Thus, speckle decorrelation (boiling)
will be the limiting factor of the measurement accu-
racy of the transverse components if the speckle de-
correlation length is significantly shorter than the
spatial filter window (L ¼ NΛ). Similarly, when
imaging the object, the depth of focus determines the
axial correlation length of the speckles in the obser-
vation plane [17]. Thus, the average number of oscil-
lations in the output signal of the spatial filter
observing the out-of-plane component will be ∼2d0=λ.
Generally then, the system should be designed to ac-
commodate the maximum number of unit cells in the
spatial filter that will contribute constructively to
the signal in order to maximize the number of signal
oscillations. Fundamentally, the detection noise and
finite measurement time will ultimately dictate the
attainable accuracy.
The methodology described here is well suited for
measuring translational velocity of rigid objects or
surfaces. The velocities that were investigated were
fairly small. This was due to a limited frame rate of
the camera system. For high-speed applications, the
use of integrated optical spatial filters to measure
the in-plane velocity components, similar to that
used for the measurement of the out-of-plane object
translation, is required. Because of the fact that the
detector array only contains four detectors and the
spatial filtering is performed optically, these devices
run routinely with sample rates in the megahertz
regime.
Another interesting application is in flow velocity
measurements—particles suspended in fluid or aero-
sols in the atmosphere. However, the effects of turbu-
lence will increase the rate of decorrelation of the
speckle pattern and thus reduce signal quality and
availability. Also, the effects of noise will become cri-
tical as the backscattered signal becomes small, as is
the case for probing atmospheric flows. These effects
must be understood in detail to determine the viabi-
lity of the methodology for such applications.
This work has been partly funded by OPDI
Technologies A/S.
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