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Abstract
Given a straight-line program whose output is a polynomial function of
the inputs, we present a new algorithm to compute a concise representa-
tion of that unknown function. Our algorithm can handle any case where
the unknown function is a multivariate polynomial, with coefficients in an
arbitrary finite field, and with a reasonable number of nonzero terms but
possibly very large degree. It is competitive with previously known sparse
interpolation algorithms that work over an arbitrary finite field, and provides
an improvement when there are a large number of variables.
1. Introduction
We consider the problem of interpolating a sparse multivariate polynomial
F over Fq, the finite field of size q:
F =
t∑
ℓ=1
cℓz
eℓ1
1 z
eℓ2
2 · · · z
eℓn
n ∈ Fq[z1, . . . , zn]. (1)
We suppose F is given by a Straight-Line Program (SLP), a list of simple
instructions performing operations +, − and × on inputs and previously
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computed values, which evaluates the polynomial at any point. We further
suppose we are given bounds D > maxj degzj(F ) and T ≥ t. It is expected
that the bound T tells us that F is sparse, i.e., that T ≪ Dn, the maximum
number of terms. The goal of our interpolation algorithm is to obtain the t
nonzero coefficients cℓ ∈ Fq and corresponding exponents eℓ = (eℓ1, . . . , eℓn) ∈
Z
n of F . Our contribution is as follows.
Theorem 1. Let F ∈ Fq[z1, . . . , zn], and suppose we are given a division-free
straight-line program SF of length L which evaluates F , an upper bound D ≥
maxj degzj (F ), and an upper bound T on the number of nonzero terms t of F .
There exists a probabilistic algorithm which interpolates F with probability at
least 3/4. The algorithm requires
O˜
(
Ln(T logD + n)(logD + log q) logD + nω−1T logD + nω logD
)
.
bit operations.1 2
This probability may be increased to 1 − ǫ using standard techniques,
with cost increased by a factor O(log(ǫ−1)).
The rest of this introductory section puts our work in context and defines
the notation and problem definitions for the rest of the paper. The reader
who is already familiar with the area may wish to glance at our list of notation
in Appendix A, then skip to Section 2, where we give a high-level overview
of the algorithm referred to by Theorem 1 and work out a small illustrative
example in full detail. The end of Section 2 provides an outline for the
remainder of the paper.
1.1. Background and related work
Polynomial interpolation is a fundamental problem of computational math-
ematics that dates back centuries to the classic work of Newton, Waring,
and Lagrange. In such settings, given a list of (n + 1)-dimensional points
and some degree bounds, the coefficients of the unique n-variate polynomial
interpolating those points is produced.
1For two functions φ, ψ, we say φ ∈ O˜(ψ) if and only if φ ∈ O(ψ logc ψ) for some
constant c ≥ 0.
2The constant ω < 2.38 is the exponent of matrix multiplication, meaning that the
product of two n× n matrices can be computed in O(nω) field operations.
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If the number of nonzero coefficients is relatively small, the unknown
function can be treated as an exponential sum, and the task becomes that
of finding the exponents and coefficients of only the nonzero terms. This is
the sparse interpolation problem, and it differs crucially from other interpo-
lation problems not only in the representation of the output, but also that
of the input. Every efficient sparse interpolation algorithm of which we are
aware requires some control over where the unknown function is sampled,
and typically takes as input some procedure or black box that can evaluate
the unknown sparse polynomial at any chosen point.
The sparse interpolation problem has received considerable interest over
fields of characteristic zero. The classical Prony’s method for exponential
sums from 1795 (which can be regarded as the genesis of sparse interpola-
tion) was later applied to sparse interpolation over the integers [4, 21] and
approximate complex numbers [13, 22]. Compressive sensing is a different
approach for approximate sparse interpolation which has the advantage of
allowing the evaluation points to be chosen at random from a certain dis-
tribution [6, 9]. Sparse Fourier and Hadamard-Walsh transforms allow for
the interpolation of a sparse, complex-valued polynomial given by its dis-
crete Fourier transform, and can find reasonable sparse approximations to
non-sparse polynomials [15, 23].
As in the rest of this paper, define n, T , and D to be (respectively)
the number of variables and known bounds on the number of terms and
degree of the unknown polynomial. An information-theoretic lower bound
on the complexity of univariate sparse interpolation is Ω(T (n logD+ log q)),
the number of bits used to encode F in (1). This bound is (nearly) met by
Prony’s [26] algorithm (as adapted to the polynomial setting; see [21]), which
requires O(T log q + TL) bit operations when n = 1 and under the implicit
assumption that q > D. Much of the complexity of the sparse interpolation
problem appears to arise from the requirement to accommodate any finite
field. Prony’s algorithm is dominated by the cost of discrete logarithms in
Fq, for which no polynomial time algorithm is known in general. When
there is a choice of fields (say, as might naturally arise in a modular scheme
for interpolating integer or rational polynomials) more efficient interpolation
methods have been developed. Kaltofen [19] demonstrates a method for
sparse interpolation over Fp for primes p such that p − 1 is smooth; see
[20] for further exposition. In our notation, this algorithm would require
O˜(LnT logD + n2T log2D) bit operations.
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Zippel [30], Huang and Rao [17], Javadi and Monagan [18] developed mul-
tivariate sparse interpolation algorithms that work over arbitrary finite fields,
but whose running time is polynomial in D, the degree. The running time
of these methods is expressed in our terminology below for comparison, but
in fairness we should point out that [18] is more general than our algorithm
as it relies exclusively on classical polynomial arithmetic and requires only
black-box access to the unknown function.
In extreme cases, the size of the sparse representation may not be poly-
nomial in the degree D, but rather in logD, as this sparse representation
stores only the coefficients and exponents of nonzero terms. In such cases,
black-box access to the unknown function may not even be sufficient, since
the degree could be much larger than the number of field elements. Typically,
algorithms in this setting take as input a straight-line program, which allows
for evaluations in a field extension or modulo an ideal.
The earliest algorithm for sparse interpolation of a straight-line program
over an arbitrary finite field whose cost is polynomial in n, T , and logD —
that is, the sparse representation size — was presented by Garg and Schost
[11]. A series of results [1, 2, 3, 14] has made use of different randomiza-
tions to improve the complexity of this approach, in particular reducing the
dependence on the sparsity T to quasi-linear.
The aforementioned algorithms for sparse interpolation of straight-line
programs are essentially univariate algorithms, but can easily be extended to
handle multivariate polynomials by use of the well-known Kronecker substi-
tution. A separate paper from two co-authors at ISSAC 2014 [3] presented
a new randomization that achieves similar aims as the Kronecker substitu-
tion but with decreased degrees for sparse polynomials. This technique is
sufficiently general that it can be combined with a wide variety of univariate
interpolation algorithms to achieve faster multivariate interpolation.
Algorithm Soft-O cost of SLP interpolation
Javadi and Monagan [18] T 2 log q(n +D) + LnT log q
Garg and Schost [11] Ln2T 4 log2D log q + n4T 4 log3D log q
[2] with [3] LnT (logD + log q) log2D + nωT
This paper (Thm 1) Ln(T logD + n)(logD + log q) logD
+nω−1T (logD) + nω logD
Table 1: Complexity of multivariate sparse interpolation algorithms
4
Table 1 summarizes the complexity of the best known algorithms for
multivariate sparse interpolation of straight-line programs over an arbitrary
finite field. Our new algorithm in this paper uses many of the ideas in our
ISSAC 2014 work [3, 2], but synthesizes them in a novel way and reduces the
amount of linear algebra required. The cost is similar to the combination of
our ISSAC 2014 results, but will be faster when the number of variables n is
sufficiently large that the cost of computing O(T ) matrix inverses dominates
the complexity of the previous approach.
As a concrete example that may simplify the results of Table 1 and high-
light the improvements here, suppose the size of the SLP is equal to the num-
ber of nonzero terms (L = T ), which in turn twice the number of variables
(T = 2n), and the degree polynomials in the number of terms (D < TO(1)).
Then the cost of the algorithm in [18] is at least O˜(n4), the algorithm ob-
tained from our ISSAC 2014 results has cost O˜(nω+1), and the new algorithm
presented in this paper further reduces the complexity in this case to O˜(n3).
1.2. Conventions and Notation
The technical nature of our results unfortunately necessitates a fair bit of
notation. In an effort to unburden the reader, we define the most important
facets of our notation here, and provide a reference table in Appendix A
that contains the names and conventions used throughout the paper.
We will write vectors in boldface and vector entries in standard typeface
(with subscripts). Column vectors will be written as comma-separated tuples.
That is, we will write a length-n column vector as v = (v1, . . . , vn), whereas
v1, . . . ,vℓ denotes a list of ℓ vectors where each vi = (vi1, . . . , vin).
A slight exception to this is that we will let Z be the vector of indetermi-
nates (z1, . . . , zn), and hence Fq[z1, . . . , zn] is written Fq[Z]. For any exponent
vector e = (e1, . . . , en) ∈ Zn≥0 we write Z
e for the term ze11 · · · z
en
n . Similarly
for any vector a = (a1, . . . , an), we write ae for the product a
e1
1 · · · a
en
n . For a
single indeterminate x, the notation xe means xe1 · · ·xen = xe1+···+en.
We assume a polynomial image G(x) mod H(x) is represented in its re-
duced form. That is, we store the image as R(x), where G = HQ + R,
degxR < degxH . Similarly, an integer s reduced modulo t ∈ Z>0 is repre-
sented by r such that s = tq + r, where q, r ∈ Z and 0 ≤ r < t.
We use “soft-oh” notation for our cost analysis. For an integer constant
k and two functions φ, ψ : Rk>0 → R>0, we say φ ∈ O˜(ψ) if and only if
φ ∈ O(ψ logc ψ) for some constant c > 0. Our algorithm will depend on
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asymptotically fast matrix multiplication. By [24], the cost of multiplying
two n × n matrices over a field F entails O(nω) arithmetic operations in F,
where we can take ω = 2.3728639.
For q = pv, p prime, we suppose that elements of Fq is represented as
Zp[x]/〈Φ(x)〉, where Φ is a degree-v irreducible polynomial over Zp. We fur-
ther identify Fqu with Fq[y]/〈Ψ(y)〉, for Ψ an irreducible polynomial over Fq.
Under such representation, arithmetic operations in Fqu may be computed
in O˜(u) arithmetic operations in Fq, each of which in turn may be computed
in O˜(v) arithmetic operations in Zp [7]3. Multiplication in Zp may be per-
formed with O˜(log p) bit operations (e.g., refer to [10] and Thm. 9.8 of [12]).
It follows that one can perform an arithmetic operation in Fqu in O˜(u log q)
bit operations.
Our algorithm will require randomness. We assume that we may obtain
a random bit with bit-cost O(1), and that the cost of choosing x from a
set S uniformly at random admits a bit-cost of O(log |S|). The amount of
randomness required for our algorithm is stated in Lemma 10.
The polynomial F we are interpolating will be assumed to possess the
following description and features throughout the remainder of this article:
F =
t∑
ℓ=1
cℓZ
eℓ ∈ Fq[Z],
D ≥ max
j∈[n]
degzj (F ),
T ≥ t,
f (ℓ) = cℓZ
eℓ ,
Ii = 〈z
pi
1 − 1, . . . , z
pi
n − 1〉,
Fi = F mod Ipi ∈ Fq[Z]/Ipi,
Fij = F (x
vij) mod (xpi − 1) ∈ Fq[x]/〈x
pi − 1〉,
Fijk = F (akx
vij ) mod (xpi − 1) ∈ Fqu [x]/〈x
pi − 1〉.
1.3. Straight-Line Programs
A Straight-Line Program (SLP) is a branchless sequence of arithmetic
instructions that may represent a rational function.
3See, e.g., Thm. 9.6 of [12] for a cost analysis for division operations.
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Definition 2. A Straight-Line Program (SLP) over a ring R with inputs
z1, . . . , zn, is a sequence of arithmetic instructions S = (S1, . . . ,SL) of the
form Si = (βi ← α ⋆ α
′), where ⋆ ∈ {+,−, ·,÷} and
α, α′ ∈ {z1, . . . , zn} ∪ {βj | j < i} ∪ R.
We say β (if well-defined) is the output for a choice of inputs z1, . . . , zn.
We say S is n-variate if it accepts n inputs. We let L denote the length,
or number of instructions, of an SLP. We henceforth restrict our attention
to division-free SLPs over Fq, so as to avoid possible division by zero.
Since an SLP gives us a list of arithmetic instructions, we may choose
inputs zi from R, homomorphic images of R, or ring extensions thereof. For
instance, we may treat zi as indeterminates, in which case, the resulting
outputs βi each are polynomials from Fq[Z]. We say S computes F ∈ Fq[Z]
if it outputs βL = F given indeterminate inputs z1, . . . , zn. We write SF to
denote an SLP that computes F . Every division-free SLP over Fq computes
some F ∈ Fq[Z].
The aim of sparse interpolation, given an SLP SF , is to construct a
sparse representation of F : a list of nonzero terms of distinct degree com-
prising F . For instance, F = 5z61 + 7z
2
1z
3
2 admits a sparse representation
((5, (6, 0)), (7, (2, 3)).
One could naively interpolate SF by treating inputs z1, . . . , zn as indeter-
minates and performing each arithmetic instruction as an arithmetic opera-
tion in Fq[Z]. A caveat of such an approach is that intermediate results βi
may have arbitrarily many terms or degree with respect to that of F . Such
an approach, in the worst case, has cost exponential in L.
Instead, we will use SF to compute homomorphic images of F . We con-
struct images of the form F (a1xv1 , . . . , anxvn) mod (xp − 1), for appropriate
choices of p ∈ Z>0. Computing images of this form is preferable because it
bounds the cost of executing each arithmetic instruction of SF . Namely, we
perform arithmetic in Fq[x]/〈xp − 1〉. Using FFT-based techniques, one can
perform arithmetic operations in R[x]/〈xp − 1〉, R a ring, in O˜(p) arithmetic
operations in R [7]. Sometimes we will have to choose ai from a ring exten-
sion Fqu , in which case we construct an image of F ∈ Fqu [x]/〈xp − 1〉. Per
the previous discussion of finite field arithmetic in section 1.2, this gives the
following cost, which we state as a claim.
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Claim 3. Given a length-L division-free SLP SF computing F ∈ Fq[Z], one
can construct an image of F in Fqu [x]/〈x
p − 1〉 in O˜(Lpu) operations in Fq,
or O˜(Lpu log q) bit operations.
2. Overview
Our algorithm works by using three types of randomized homomorphisms
to compress the size of the problem, while still maintaining sufficient in-
formation for reconstruction. The randomization ensures that there is not
too much “information collapse” and we can correlate the different homo-
morphic images with terms of the sparse polynomial we are attempting to
recover. A complete description of the algorithm is given later in Proce-
dure SparseInterpolate, along with a complete analysis, but we present the
main ideas here.
2.1. A high-level description of the algorithm
In our algorithm we construct homomorphic images of F in order to ob-
tain information about the terms of F . The homomorphisms compress the
sparse polynomial so that it is amenable to efficient interpolation, while still
maintaining the fundmental structure. A final stage of the algorithm recon-
structs the sought after sparse polynomial from its homomorphic images. We
employ three distinct types of homomorphism. The first reduces the degree
of each variable, the second transforms the problem into a univariate prob-
lem while the final one ensures that all the terms are distinct (and so can be
identified during reconstruction).
For the first type of homomorphism, we truncate, or wrap, each of the
variables zj modulo a prime pi. In fact, we construct this same homomor-
phism m times, with a collection of random primes p1, . . . , pm, selected once
for the entire computation. Specifically, let Fi be the polynomial obtained
by replacing zj ∈ Fq[Z] by zj mod (z
pi
j − 1) for all j ∈ [n]. Letting Ipi be the
ideal 〈zpi1 − 1, . . . , z
pi
n − 1〉, we define
Φi : Fq[Z]→Fq[Z]/Ii
ze11 · · · z
en
n 7→z
e1 mod pi
1 · · · z
en mod pi
n ,
so that Fi = Φi(F ). We say two terms cZe and c′Ze
′
(alternatively, their
exponents) collide under this homomorphism if Φi(ze) = Φ(ze
′
). This hap-
pens precisely when e ≡ e′(modpi), and we say that terms cZe and cZe
′
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collide in Fi in this case. We define a collision to be a set of size at least two
comprising all the terms of F whose exponents all agree under Φi.
The second homomorphism builds on the first type, by not only trun-
cating the degrees but also reducing the number of variables to a new one
x. For each prime pi, we choose n random vectors vi1, . . . ,vin ∈ Znp . The
homomorphism Ψij is then defined by
Ψij : Fq[Z]→ Fq[x]/〈x
p − 1〉
zk 7→ x
vijk mod pi.
This further reduces the size of images we need to compute by an exponential
factor in n.
Consider the term f = cze = cze11 · · · z
en
n of F , which maps under Ψij to
Ψij(f) = cx
(e1vij1+···+eijnvijn) mod pi = cxvij ·e mod (xpi − 1),
and suppose its image has degree dij < pi. Then, combining the results from
n such homomorphisms, (e1, . . . , en) = e mod pi is the solution to the linear
system vi11 · · · vi1n...
vin1 · · · vinn

︸ ︷︷ ︸
Vi
e1...
en

︸ ︷︷ ︸
e
≡
di1...
din

︸ ︷︷ ︸
di
mod pi. (2)
The basic idea of our algorithm is then to first make a selection of random
primes p1, . . . , pm, and for each prime choose a random matrix Vi ∈ Zn×npi and
compute its inverse. Now for each term f = cZe of F , and for each prime
pi, we obtain a vector of degrees di. Using linear algebra as above, we can
determine the degree vector (ei1, . . . , ein) = e mod pi.
In order for us to identify such a vector di, we require that (i) f is not in a
collision in any of the images Fij , for any j ∈ [n], and (ii) all the other terms
in images Fij have a distinct coefficient from that of f . The first criterion is
probabilistically ensured by our choice of images Fij . In order to obtain the
latter, we need to employ a third type of homomorphism which randomizes
coefficients of terms of F , as well as coefficients arising from collisions of
terms. This technique is called diversification after its introduction in [14].
Specifically, before applying the aforementioned mappings to F , we first
choose a small number s of random vectors a1, . . . , as over a field extension
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Fqu , each of which defines a mapping
(z1, . . . , zn) 7→ (ak1z1, . . . , aknzn).
We then apply the latter homomorphisms and construct
Fijk
def
=
t∑
ℓ=1
cℓa
eℓ
k Z
eℓvj mod pi ,
for (i, j, k) ∈ [m,n, s].
Now observe that the collisions only occur according to the choices of
primes pi and exponent vectors vj; the different choices for ak affect the
coefficients in each image but not the exponents. So for each pair (i, j) ∈
[m,n], we have a sequence of degrees of nonzero terms that appear in any Fijk
for k ∈ [s]. These are exactly the degrees of nonzero terms in the polynomials
determined by the second homomorphism above, Fij = Ψij(F ).
In order to recover the complete multivariate exponents of the terms
from these images, we need to correlate these degrees in different images Fij
and Fi′j′, according to which term in F they correspond to. This is where
the third homomorphism (diversification) is used: the random choice of ak’s
guarantees that, with high probability, if the degree-d term of Fij does not
correspond to the degree-d′ term of Fi′j′, there exists at least one ak such that
the degree-d term of Fijk has a different coefficient than the degree-d′ term
of Fi′j′k. Hence the degrees in different images Fij can be grouped according
to their coefficients in all of the images Fijk.
In our algorithm, this grouping is facilitated by a dictionary, for each
prime p, mapping coefficient vectors that appear in images Fijk to their
degrees. Whenever the same coefficient vector appears for every vector
vj, j ∈ [n], there is enough information to set up a linear system as in (2)
and recover that term’s exponents modulo p.
For each term f = cZe of F , the probability of actually obtaining c and
e mod pi for some i ∈ [m] will be shown to exceed 9/10. By choosing suf-
ficiently many primes pi, we can then guarantee that we will have enough
information to construct all the terms of f , and to detect all images of colli-
sions, with probability 3/4.
2.2. An Illustrative Example
We consider an example which explains how we could use the suggested
homomorphic images in order to construct terms of F , as well as obstacles
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to our approach. Suppose we are given an SLP that computes
F = z1z2︸︷︷︸
f(1)
+ z61z
6
2︸︷︷︸
f(2)
+2z4z10︸ ︷︷ ︸
f(3)
+4z31z
20
2︸ ︷︷ ︸
f(4)
∈ F13[z1, z2],
and we are given that maxj∈[2] degzi F < D = 21, and that F has at most
T = 4 nonzero terms. Suppose we choose primes p1 = 5 and p2 = 7, such
that
F1 = F mod (z
5
1 − 1, z
5
2 − 1)=
Φ1(f(1)+f(2))︷ ︸︸ ︷
2z1z2 +
Φ1(f(3))︷︸︸︷
2z41 +
Φ1(f(4))︷︸︸︷
4z31 ,
F2 = F mod (z
7
1 − 1, z
7
2 − 1)= z1z2︸︷︷︸
Φ2(f(1))
+ z61z
6
2︸︷︷︸
Φ2(f(2))
+2z41z
3
2︸ ︷︷ ︸
Φ2(f(3))
+4z31z
6
2 .︸ ︷︷ ︸
Φ2(f(4))
Under the homomorphism Φ1, the terms f (1) and f (2) collided. We call this
type of collision an exponent collision. Keep in mind that we do not know
F, F1, or F2. We will construct images of F1 and F2 in order to recover terms
of F .
We choose v11 = (4, 1),v12 = (2, 0) ∈ Z25, such that
F11 = F (x
4, x) mod (x5 − 1)=
Ψ11(f(1)+f(2))︷︸︸︷
2 +
Ψ11(f(3))︷︸︸︷
2x +
Ψ11(f(4))︷︸︸︷
4x2,
F12 = F (x
2, 1) mod (x5 − 1)= 2x2︸︷︷︸
Ψ12(f(1)+f(2))
+ 2x3︸︷︷︸
Ψ12(f(3))
+ 4x.︸︷︷︸
Ψ12(f(4))
If we constructed F11 and F12, we could suppose (correctly) that their terms
with coefficient 4 are images of the same single term f of F . We could then
construct the exponent e of Φ1(f) as the solution to the linear system[
4 1
2 0
]
︸ ︷︷ ︸
V1
e =
[
2
1
]
mod 5,
which gives e = (3, 0), from which we recover the term Φ1(f (4)) = 4z31 of
F1. While f (3) also does not collide in either image F11 or F12, we cannot
construct Φ1(f (3)) in the same fashion because both F11 and F12 have two
terms with coefficient 2. We call a pair of distinct terms (f, f ′) over all pairs
of nonzero terms from the images Fij , (i, j) ∈ [2, 2], a deceptive pair if f and
11
f ′ share the same coefficient but are not images of the same sum of terms of
F . For instance the terms 2 of F11 and 2x of F22 form a deceptive pair, as
the former is an image of f (1) + f (2), whereas the latter is an image of f (3).
Similarly, the terms with coefficient 2 in F11 form a deceptive pair, as do the
terms 2 of F11 and 2x2 of F12.
We similarly choose v21 = (2, 4),v22 = (1, 6) ∈ Z27, such that
F21 = F (x
2, x4) mod (x7 − 1)=
Ψ21(f(1)+f(3))︷︸︸︷
3x6+
Ψ22(f(2))︷︸︸︷
x +
Ψ21(f(4))︷︸︸︷
4x2,
F22 = F (x, x
6) mod (x7 − 1)= 2︸︷︷︸
Ψ22(f(1)+f(2))
+ 2x︸︷︷︸
Ψ22(f(3))
+ 4x4.︸︷︷︸
Ψ22(f(4))
Now if have images F21, F22 we can reconstruct the exponent e of Φ2(f (4))
by way of the linear system[
2 4
1 6
]
︸ ︷︷ ︸
V2
e =
[
2
4
]
mod 7,
to get a solution e = (3, 6), which gives us the term Φ2(f (4)) = 4z31z
6
2 of
F2. We cannot construct Φ2(f) for any other term f of F in this fashion,
because f (1) and f (3) collide in image F21, and f (1) and f (2) collide in image
F22. We call these types of collision that depends on our choices of v21 and
v22 substitution collisions. If Vi is invertible then any distinct terms of Fi
will not collide for at least one vector vij , j ∈ [n].
If we (correctly) suppose our recovered terms 4z31 ∈ F13[Z]/I1 and 4z
3
1z
5
2 ∈
F13[Z]/I2 are images of the same single term of F , then we can reconstruct
the exponent e of the term f (4) of F by way of the system of congruences
e mod 5 = (3, 0),
e mod 7 = (3, 6).
We use Chinese Remaindering to the solve the system to get e = (3, 20), from
which we recover term 4z31z
20
2 of F . Our algorithm will choose sufficiently
many primes such that, with high probability, we will be able to construct
the exponents of every term of F .
We were unable to recover some of the terms of F because of decep-
tive pairs. We would like that any terms in a deceptive pair are somehow
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distinguishable as images of distinct sums of terms of F . To that end we
can choose a1 = (6, 8) ∈ F13 and construct the corresponding images of
F (6z1, 8z2). Note that
F (6z1, 8z2) = 9z1z2 + z
6
1z
6
2 + 8z
4
1z
10
2 + 6z
3
1z
20
2 ,
F (6z1, 8z2) mod (z
5
1 − 1, z
5
2 − 1) = 10z1z2 + 8z
4
1 + 6z
3
1 ,
F (6z1, 8z2) mod (z
7
1 − 1, z
7
2 − 1) = 9z1z2 + z
6
1z
6
2 + 8z
4
1z
3
2 + 6z
3
1z
6
2 .
Again we do not the images listed above, but rather we construct
F111 = F (6x
4, 8x) mod (x5 − 1) = 10 + 8x+ 6x2,
F121 = F (6x
2, 8) mod (x5 − 1) = 10x2 + 8x3 + 6x,
F211 = F (6x
2, 8x4) mod (x7 − 1) = 4x6 + x+ 6x2,
F221 = F (6x, 8x
6) mod (x7 − 1) = 10 + 8x+ 6x4.
Note that the terms of Fij1 have the same exponents as those of Fij for (i, j) ∈
[2, 2]. Only the coefficients are affected by this additional homomorphism.
However, now we can observe, for instance, that the degree-0 term of F111
differs from the degree-3 term of F121, such that we now can tell the degree-0
term of F11 and the degree-3 term of F12 form a deceptive pair. We say a1
reveals the deceptive pair. We leave it to the reader to check that a1 reveals
every deceptive pair of terms from Fij , (i, j) ∈ [2, 2]. We may have to choose
multiple vectors ak in order to reveal all deceptive pairs. We may also have
to choose ak over a sufficiently large field extension Fqu .
If all deceptive pairs are revealed, then we can collect all terms f of images
Fij according to their coefficients and the coefficients of their corresponding
terms in the images Fijk. Any such collection of terms are then images of
the same sum of terms of F .
For instance, we can collect the terms with coefficient 2 in F11, F12 and
F22 whose corresponding terms in F111, F121, and F221, respectively, have
coefficient 8. These are exactly the terms of Fij that are images of f (3). Those
terms from F11 and F12 allow us to construct an exponent e = V
−1
1 (1, 2) mod
5 = (4, 0) of a term of F1. This gives e = (4, 0). The corresponding coefficient
2. This gives the term Φ1(f (3)) = 2z41 of F1.
Unfortunately, in this same fashion we can now collect terms 2, 2x2, and
2 of F11, F12 and F22 respectively, all images of f (1) + f (2). Considering
the pair of such terms in F11 and F12, we can construct an exponent e =
V −11 (0, 2) mod 5 = (1, 1), which gives a term 2x1x2 ∈ F13[z1, z2]/〈z
5
1 − 1, z
5
2 −
13
1〉. If f (1) and f (2) had exponent collisions for too many primes pi, and we
did not detect that the resulting terms of Fi produced were images of a sum
of terms of F , then naively we might use Chinese Remaindering to then
construct an exponent that is not a term of F .
As the partial degrees of F are at most 20, any exponents e 6= e′ of F
cannot be identical modulo 5 and 7. Thus, were every deceptive pair revealed
and we collected terms in the manner prescribed, any collection that results
in a recovered term in both F1 and F2 could not be an image of a sum of
multiple terms of F . We will use this principle in our algorithm in order to
distinguish between terms of Fij that are images of single terms of F , and
those that are images of a sum of terms of F .
2.3. Outline of the paper
The remainder contains a detailed description and analysis of our algo-
rithm. Sections 3–5 give the details and proofs relating to the three ran-
domizations described above: the degree-reducing primes pi, the univariate
substitution vectors vij , and the diversification vectors ak. Section 6 then
gives a full and complete description of the algorithm; a reader uninterested
in the probability analysis may safely skip to this part. Finally, the proofs of
(probabilistic) correctness and running time for our algorithm are presented
in Sections 7 and 8.
3. Truncating the Degree of Every Variable of F
In order to interpolate a sparse univariate polynomial F given by an SLP,
the usual method is to compute images of the form F ′ = F mod (xp − 1),
where p, typically prime, is considerably smaller than D (see [1, 11, 14]).
This allows us to truncate potential intermediate expression swell over the
execution of the straight-line program. We typically choose p such that, with
high probability, the number of terms in collisions in each image F ′ is either
zero or bounded by some fixed proportion ρ of T . From this requirement, it
follows that most of the terms of F ′ are images of single terms of F . This is
desirable because then most of the terms of F ′ contain “good” information
about the sparse representation of F . We say two terms of F collide in the
image F ′ if their respective images appearing in F are terms of the same
degree. Given a means of sifting good information from “bad” information
(collisions), we can rebuild the sparse representation of F from a sufficiently
large set of images.
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In the multivariate case, we will more generally consider truncated images
F ′ = F (Z) mod (Zp − 1)
def
= f(z1, . . . , zn) mod (z
p
1 − 1, . . . , z
p
n − 1). (3)
We let an exponent collision denote a set of two or more terms of F whose
exponents agree under the mapping from F to F ′ given by (3). This occurs
when there exist exponent vectors e 6= e′ such that
(e− e′) mod p = 0. (4)
Lemma 4. Let F ∈ Fq[Z] be an n-variate polynomial with t ≤ T terms and
partial degrees degzj(F ) < D, for j ∈ [n]. Let µ ∈ (0, 1), and let
λ ≥ max
(
21, 5
3
(T − 1) lnD/µ
)
. (5)
Choose a prime p uniformly at random from (λ, 2λ]. The probability that a
fixed term of F is not in an exponent collision in F (Z) mod (Zp − 1) is at
least 1− µ.
The lemma is a generalization of Lemma 2.1 of [14] and the proof follows
similarly.
Proof of Lemma 4. Without loss of generality, we consider the probability
that the term f (1) = c1Ze1 is not in any collision. Let B comprise the set of
all “bad” primes p ∈ [λ, 2λ] such that f (1) collides with another term of F in
the image f(Z) mod (Zp− 1). If f (1) and f (ℓ) collide modulo Zp− 1, then p
divides e1j − eℓj for every j ∈ [n]. It follows that, for each p ∈ B, pn divides
t∏
i=2
n∏
j=1
(e1j − eij). (6)
Thus
λ|B|n ≤
∏
p∈B
pn ≤
t∏
i=2
n∏
j=1
(e1j − eij) ≤ D
(T−1)n, (7)
which gives us |B| ≤ (T − 1) lnD/ lnλ. By Corollary 3 of [27], the total
number of primes in the range (λ, 2λ] is at least 3λ/(5 lnλ) for λ ≥ 21. As
|B| ≤ (T−1) lnD
lnλ
≤ µ 3λ
5 lnλ
,
this completes the proof.
15
In the subsequent sections, we will show how we can compute a term of
F (Z) modulo 〈zp1 − 1, . . . , z
p
n − 1〉 with probability at least 9/10. Therefore
our algorithm will select m = ⌈2 logD⌉ primes pi with corresponding images
Fi, so that any fixed term f of F that is found in at least half of the images
Fi can be recovered in its entirety.
4. Substitution Vectors and Substitution Collisions
In this section we will construct a set of images Fij which will allow us to
reconstruct some terms of Fi. One means of interpolating Fi is via Kronecker
substitution, whereby we use a univariate interpolation algorithm to obtain
an image
F ′i = Fi(x, x
D, . . . , xD
n−1
) ∈ Fq[x].
An advantage of this map is that it is collision-free, meaning that we can
obtain every term of Fi from its image in F ′i . A term of Fi with exponent e
will result in a term with exponent e =
∑n
j=1 ejD
j−1 in F ′i , and hence e is
given by the base-D expansion of e.
But the Kronecker map causes considerable degree swell, as deg(F ′i ) can
be on the order of deg(Fi)n, exponentially larger than our target degree. We
instead will construct n univariate images of Fi,
Fij = Fi(x
vij ) mod (xpi − 1) ∈ Fq[x]/〈x
pi − 1〉, (8)
where the vij are randomly chosen vectors from Fq[z], for each (i, j) ∈ [m,n].
We say that two terms f = cZe and f ′ = c′Ze
′
of Fi are in a substitution
collision if (e − e′) mod pi 6= 0, but (e− e′) · vij mod pi = 0. In which case
both terms have an image of degree e ·vij mod p in Fij . If f does not collide
with any other terms of F in the images Fij , for any j ∈ [n], then we can
construct e as the solution to the linear systemvi1...
vin
 e = d mod pi, (9)
provided Vi = [vijk]j,k∈[n] is invertible.
Lemma 5. Let p ≥ 23 be prime and consider a pair of exponents e 6= e′ ∈
Z
n
p . Let v1, . . .vn 6= 0 be chosen at random from Z
n
p , Then, with probability
exceeding 1− n
p
, the inequality e · vi 6= e
′ · vi mod p holds for each i ∈ [n].
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Proof. As e 6= e′, there exists some j ∈ [n] for which ej 6= e′j. Without loss
of generality assume en 6= e′n. Consider a single substitution vector vi ∈ F
n
p .
Note, for any choice of vi1, . . . , vi,n−1, solving for vin in
(e− e′) · vi = 0 mod p
gives
vin =
∑n−1
j=1 (ej − e
′
j)vij
e′n − en
mod p.
That is, vin is uniquely determined given any choices for the other elements in
vi. Thus precisely a proportion 1/p of choices of substitution vectors v ∈ Znp
will cause a substitution collision between the terms with exponents e and
e′. By the union bound, the probability that any one of a random choice of
n vectors v1, . . . ,vn results in a substitution collision between e and e′ is at
most n/p.
We also require that the matrix V is invertible. In a practical setting, if V
is not invertible, we might reasonably just choose n2 new random entries for
V and try again. But for the purposes obtaining fast deterministic running
time in a Monte Carlo setting, if V is singular, our algorithm will merely
ignore the images Fij . By ([8], Part II, Chapter 1, Theorem 99), we have
that the probability that a matrix chosen at random from Zn×np is invertible
is
∏n
i=1(1− 1/p
i). For p ≥ 23,∏n
i=1(1− 1/p
i) ≥
∏
i≥1(1− 1/23
i) ≈ 0.95463 ≥ 19/20.
By the union bound we get the following lemma.
Lemma 6. Consider a pair of exponents e 6= e′ ∈ Znp . Let v1, . . .vn ∈ Z
n
p be
chosen uniformly at random, where p ≥ 23. Let V be the matrix whose rows
are given by v1, . . . ,vn, chosen at random from Z
n
p . Then with probability
at least 1 − n/p − 1/20, V is invertible and e · vj 6= e
′ · vj mod p for every
j ∈ [n].
We can use Lemmata 4 and 6 to bound the probability of a term of F
being involved in either an exponent collision or a substitution collision by
1− µ/2 and 19
20
− µ/2, respectively, with an appropriate choice of λ. By the
union bound this gives the following Corollary.
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Corollary 7. Let pi be chosen at random from (λ, 2λ], where
λ = max
(
21, 5
6
(T − 1) lnD/µ, 2n/µ
)
, (10)
Let v1, . . . ,vn ∈ Z
n
pi
, be chosen uniformly at random, and let V be the matrix
whose rows are given by the vj. Fix a term f of F . Then, with probability
exceeding 19
20
− µ, V is invertible and f does not collide with any other term
of F in the images Fij.
In other words, with probability greater than 19/20− µ we can obtain c
and e mod pi for a term f = cZe of F , from n images Fij . This is provided
that we can identify the terms from the images Fij that correspond to f . We
accomplish this task in the next section, by showing how to group terms that
are images of the same term, or sum of terms, of F .
5. Diversification
We need a means of collecting terms amongst the images Fij = F (xvij ) mod
(xpi−1) which are images of the same term, or sum of terms, of F . Consider
a pair of images
F (1) = F (xv
′
1) mod (xp
′
1 − 1), F (2) = F (xv
′
2) mod (xp
′
2 − 1),
where p′k is prime and v
′
k ∈ Zp′k for k = 1, 2. Suppose F
(k) has a term
fk = bx
dk , for k = 1, 2. As these terms share the same coefficient b, it is
possible that they are images of the same term of F . However, they could
also be images of two different terms of F that happen to have the same
coefficient. Moreover, it is possible that one or both are images of a sum of
terms from F . In particular, fk is image of the sum of all terms cZe of F
such that e · v′k mod p
′
k = dk, for k = 1, 2. Let h1, h2 be the respective sums
of such terms, i.e.,
hk =
∑
ℓ∈[t]
eℓ·v
′
k
mod p′
k
=dk
cℓZ
eℓ , k = 1, 2,
and let h = h1− h2. The coefficient of the xdk term of F (k) is hk(1, 1, . . . , 1),
k = 1, 2. These terms share the same coefficient if and only if h(1, 1, . . . , 1) =
0. If h is not the zero polynomial but h(1, . . . , 1) = 0, then we might erro-
neously believe that f1 and f2 are images of the same term or sum of terms
of F . We call such an unordered pair of terms {f1, f2} a deceptive pair.
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Now consider a ∈
(
F
∗
qu
)n
chosen uniformly at random, where u ≥ 1, and
the images
F˜ (1) = F (axv
′
1) mod (xp
′
1 − 1), F˜ (2) = F (axv
′
2) mod (xp
′
1 − 1),
Now the degree-dk term of F˜ (k) is hk(a). If we observe h(a) 6= 0, then
we can conclude that f1 and f2 were not images of the the same sum of
terms of F . In this instance we say a reveals the deceptive pair {f1, f2}.
We will choose nonzero entries for a 6= 0 from a field extension Fqu , where
u = ⌈logq(2nD + 1)⌉. As the total degree of h is less than nD, then by
the Schwartz-Zippel Lemma [28], the probability that h(a) = 0 is at most
nD/qu. By our choice of u the probability that h(a) = 0 is at most 1
2
.
If we choose s random vectors a1, . . . , as ∈ (F∗qu)
n independently and
uniformly at random, then probability that none of the ai reveal a given
deceptive pair is less than 2−s. Choosing
s = ⌈log 1
µ
+ 2 log ℓ+ 2 logn + 2 log T ⌉,
gives a probability bound of
(
1
2
)⌈log 1
µ
+2 logm+2 logn+2 log T ⌉
= 1
µ
(m2n2T 2)−1.
The images Fij, (i, j) ∈ [m,n], have collectively at most mnT terms, thus
fewer thanm2n2T 2 deceptive pairs may occur. By the union bound we get the
following lemma, which shows that the vectors ak, k ∈ [s] reveal all possible
deceptive pairs with high probability.
Lemma 8. Let µ ∈ (0, 1), u = ⌈logq(2nD + 1)⌉, and s = ⌈log
1
µ
+ 2 logm+
2 logn+ 2 log T ⌉. Choose a1, . . . , as independently and uniformly at random
from
(
F
∗
qu
)n
. Then a1, . . . , am reveal every deceptive pair amongst all pairs
of terms from images Fij, (i, j) ∈ [m,n], with probability greater than 1− µ.
With this lemma we now have the tools required in order to reconstruct
the terms of F .
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Procedure SparseInterpolate(SF , D, T )
Input: SF , an SLP computing F =
∑t
ℓ=1 cℓZ
eℓ ∈ Fq[z1, . . . , zn];
D > maxj∈[n] degzi F ; T ≥ t
Output: F ∗, a sparse representation of F , with probability ≥ 3/4
1 precomputation
2 D ← create_dictionary() ;
3 m← max(6, ⌈2 logD⌉, ⌈(25/8) ln(4T )⌉);
4 λ← max(21, 953 (T − 1) lnD, 80n,
10
3 m lnm);
5 s← ⌈log 40 + 2 logm+ 2 logn+ 2 logT ⌉;
6 u← ⌈logq(2nD + 1)⌉;
7 Choose the following independently and uniformly at random:
8 • pi, a prime in (λ, 2λ] for i ∈ [m];
9 • vij ∈ Z
n
pi
, for i, j ∈ [m,n];
10 • ak ∈
(
F
∗
qu
)n
, for k ∈ [s];
11 begin
12 for i ∈ [m] do
13 Vi ← [vijk]
n
j,k=1 ∈ F
n×n
q ;
14 if Vi is invertible then Compute V
−1
i else continue
L ← create_dictionary();
15 for j ∈ [n] do
16 Fij ← F (z
e·vij ) mod (zpi − 1);
17 for k ∈ [s] do Fijk ← F (akz
e·vij) foreach nonzero term b0Z
d of Fij do
18 for k ∈ [s] do bk ← coefficient of the degree-d term of Fijk
L.append_to(b, d) ;
19 for (b,d) ∈ L.get_items() do
20 if |d| 6= n then continue e← V −1i d mod pi;
21 D.append_to(b, (e mod pi)) ;
22 F ∗ ← 0 ∈ Fq[Z];
23 for (b, C ∈ D.get_items() do
24 if |C| < m/2 then continue e← solution to set of congruences C;
25 F ∗ ← F ∗ + b0z
e;
26 return F ∗;
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6. Description of the Algorithm
Our algorithm is given by Procedure SparseInterpolate on page 20. It
is divided into two parts: the precomputation phase which defines various
parameters and chooses all necessary random values, and the actual algo-
rithm which performs the evaluations of the images to eventually reconstruct
F . We note that the precomputation phase does not dominate the cost of
the algorithm, and hence could be considered simply “computation” with no
asymptotic effects.
After the precomputation, we use the straight-line program to construct
images
Fij = F (x
vj) mod (xpi − 1), and
Fijk = F (akx
vj ) mod (xpi − 1), (i, j, k) ∈ [m,n, s],
for every i such that Vi is invertible. If Vi is not invertible, it will be impossible
to uniquely recover terms of Fi, so we continue (line 14). Our analysis will
show that the diversification vectors ak, k ∈ [s] are sufficient to reveal all
“deceptive pairs” of colliding terms in these images, in the language of the
previous sections.
We use these images to construct congruences of the form (e mod pi),
e ∈ Znpi (lines 12–21). Each congruence (e mod pi) is constructed as a solution
to a linear system Vie = d mod pi. These congruences are each uniquely
associated with a vector of coefficients b = (b0, . . . , bs) ∈ F
s+1
qu , where b0 ∈ Fq
is the coefficient in the base field that appeared in Fij . Then, for any b that
has a sufficiently large set of congruences, we can recover the actual exponent
vector e ∈ Zn by way of Chinese Remaindering and add b0Ze to F ∗, a sparse
representation for F (lines 22–25).
In the i-th iteration of the for loop starting on line 12, we build the set
of tuples Ti comprised of all (b,d), b = (b0, . . . , bs) ∈ F
s+1
qu , such that Fij has
a term b0xdj and Fijk has a term bkxdj for all (j, k) ∈ [n, s]. For each such
tuple, we construct a congruence (e mod pi), where e ∈ Znpi is the solution
to the linear system
Vie = d mod pi.
We build this set of tuples using a dictionary L, whose keys are b ∈ Fs+1qu
and whose values are degree vectors d ∈ Znpi. We build the degree vectors d
iteratively. During j-th iteration of the for loop on line 15, we construct all
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the tuples b such that Fij contains a nonzero term b0xd and Fijk has a term
bkx
d for k ∈ [s].
Each iteration adds one more entry to the degree vector d, so that for any
term which appeared uncollided in every image Fij , j ∈ [n], the corresponding
degree vector d will have length exactly n by the time the loop is finished
after line 18. Denote by Ti the set of all such (b,d) tuples for which |d| = n.
For each (b,d) ∈ Ti, we recover e = V
−1
i d mod pi, e ∈ Z
n
pi
(line 20). For
any key b we may recover up to m such congruences, one for each i ∈ [m].
For each b we store the set C of such congruences in a second dictionary D
(line 21).
The two dictionaries L and D are maps from tuples b ∈ Fs+1qu to lists of
values. Under the reasonable assumption that there is a consistent and com-
putable ordering on the base field Fq, these dictionaries can be implemented
as any balanced search tree, such as an AVL tree or red-black tree.
In particular, the dictionary data structures should support the following
operations. The running times are expressed in bit cost, which is affected by
the fact that keys in Fs+1qu have O(su log q) bits each.
• create_dictionary() constructs a new, empty dictionary. The run-
ning time is O(1).
• D.append_to(key, value) first searches to see if key is already in the
tree. If it is, value is appended to the end of the list associated with
key. Otherwise, key is added to the tree and associated with a new
list containing value. The bit cost of this operation, for keys in Fs+1qu ,
is O(log |D| · su log q).
• D.get_items() iterates over all (key, lst) pairs of keys and lists of
values that are stored in the tree. The bit cost of this operation is
linear in the total size of the dictionary and its keys, O(|D| · su log q).
Provided every deceptive pair is revealed, every key b of D uniquely
corresponds to a fixed, nonempty sum of terms of F . We are interested in
those corresponding to exactly one term of F . With high probability, for any
term f of F , we can construct the image of f in Fi for at least half of the
i ∈ [m]. In other words, with high probability, any b corresponding to a term
f of F should be associated in D with a set of at least m/2 congruences. By
setting m ≥ 2⌈logD⌉, any b corresponding to a collision of terms of F will
produce a set of less than m/2 congruences. Otherwise, this collision would
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contain terms cZe 6= c′Ze
′
of F such that (e− e′) mod pi = 0, for over m/2
primes pi. This gives a contradiction as the product of such primes is at least
D but the partial degrees of F are less than D.
For any key b associated with a set of at least m/2 congruences (e mod
pi), we reconstruct e ∈ ZnD by way of Chinese Remaindering (line 24). We
then add a term b0Ze to a sparse polynomial F ∗ (line 25). Provided each
probabilistic step of the algorithm succeeded, this sum of such terms then
comprises the sparse representation of F .
7. Probability Analysis
The Procedure SparseInterpolate sets the following four parameters in
order to guarantee Monte Carlo-type correctness:
m = max(6, 2⌈logD⌉, ⌈25
8
ln(4T )⌉), (11)
λ = max(21, 100
3
(T − 1) lnD, 80n, 10
3
m lnm), (12)
s = ⌈log 40 + 2 logm+ 2 logn + 2 log T ⌉, (13)
u = ⌈logq(2nD + 1)⌉. (14)
The setting of these parameters is explained by the following lemma.
Lemma 9. Procedure SparseInterpolate correctly outputs a sparse represen-
tation of F with probability at least 3
4
.
Proof. We first require that the interval (λ, 2λ] contains at least m primes.
By [27], the total number of primes in (λ, 2λ] is at least 3λ/(5 lnλ). Because
λ > 10
3
m lnm,
3λ/(5 lnλ) = m ln(m2)/ ln ((10/3)m lnm) ≥ m.
The last inequality above holds whenever (10/3)m lnm ≤ m2, which is true
for all m ≥ 6.
Next, recall that in our notation, the polynomial we wish to interpolate
is written term-wise as F =
∑
ℓ∈[t] cℓZ
eℓ . The algorithm works by computing
m images Fi = F mod (Zpi − 1).
Fix a single term cℓZeℓ , for an arbitrary ℓ ∈ [t]. If (1) the random
coefficient vectors ak reveal all deceptive terms as in Lemma 8; (2) the matrix
of exponent substitutions Vi = (vijk)j,k∈[n,n] is is invertible; and (3) the term
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cℓZ
eℓ does not collide with any other terms modulo pi, then the exponent
vector eℓ will be recovered modulo pi at that step.
Lemma 8 guarantees condition (1) with probability at least 1 − µ, and
Corollary 7 guarantees (2) and (3), for a fixed term cℓZeℓ and prime pi, with
probability at least 19
20
− µ. By the union bound, the probability that all
three conditions hold, and therefore that we recover the exponents of this
fixed term modulo any given prime pi, is at least 1920 − 2µ. By setting µ =
1
40
,
the probability of failure for any fixed term index ℓ and prime index i is at
most 1
10
.
Observe that the number m of primes pi is at least 2 log2D, so that if the
exponent vector eℓ is recovered modulo any fraction m/2 of the primes, then
there is sufficient information to recover the actual exponents eℓ over Z at
the end of the algorithm. The preceding paragraph shows that the expected
number of primes pi for which we can recover the exponent vector modulo
pi is at least 9m/10. Hoeffding’s inequality provides a way to bound the
probability that the actual number of primes that allow us to recover eℓ is
less than m/2, much smaller than the expected value of 9m/10.
Define the random variable Xi to be 1 if the exponent vector eℓ is recov-
ered modulo pi, and 0 otherwise. Hence E[Xi] = 910 . We want to know the
probability that
∑
i∈mXi ≥
m
2
. Since the primes pi are chosen uniformly at
random, without replacement, Theorems 1 and 4 from [16] tell us that
Pr
[∑
i∈m
Xi <
m
2
]
< exp
(
−8m
25
)
.
As there are T total terms, the union bound tells us that the probability
of recovering every term in at least m/2 of the images Fi is at least 1 −
T exp(−8m/25), which is at least 3
4
since we choose m ≥ (25/8) ln(4T ).
We employ a meta-algorithm in order to interpolate F with an arbitrarily
small probability of failure ǫ < 1. One iteration of the algorithm succeeds
with probability at least 3/4. Thus, if we run the algorithm r times produc-
ing outputs F ∗1 , . . . , F
∗
r , then by Hoeffding’s inequality [16, Theorem 1], the
probability that Fi 6= F for at least half of the F ∗i , i ∈ [r], is less than e
−r/8.
Setting r = 8 ln(1/ǫ) makes this probability less than ǫ. We thus merely run
the algorithm ⌈8 ln 1
ǫ
⌉ times and return the polynomial F that appears most
frequently. If no such F appears more than half the time, the meta-algorithm
fails.
24
8. Cost Analysis
We give a “soft-oh” cost analysis of the algorithm, whereby we ignore
possible additional logarithmic factors in the cost. As the final cost is poly-
nomial in logD, T, n, and log q, we ignore poly-logarithmic factors of these
values. We let κ denote any term that is poly-logarithmic in nT logD log q,
i.e., any term that is bounded by logO(1)(nT logD log q), to simplify the cost
analysis of intermediate steps.
Equations (11)-(14) give us
m ∈ O(logD + log T ) ⊆ O˜(κ logD),
λ ∈ O ((T + log logD) logD + n) ⊆ O˜(T logD + n)
s ∈ O(log logD + logn + log T ) ⊆ O˜(κ),
u ∈ O(1 + (logD + logn)/ log q) ⊆ O˜(1 + κ logD/ log q).
Observe also that each of logm, log λ, log s, log u is O˜(κ), and therefore
does not affect the overall soft-oh analysis.
8.1. Cost of Precomputation
The precomputation steps involve setting up the fields and constants that
the algorithm uses, as well as making all the necessary random choices. We
will repeatedly need to choose a single item uniformly at random from a finite
set S. Observe that such a choice can be made in O(log |S|) time and using
O(log |S|) random bits by, for example, defining an enumeration of the set
and choosing a random index between 0 and |S| − 1.
8.1.1. Cost of Generating Primes
The algorithm requires selecting uniformly at random a list of m primes
pi in the range (λ, 2λ]. It is possible to generate all primes in (λ, 2λ] with
O˜(λ) = O˜(T logD + n) (15)
bit operations using a sieve method, e.g., the wheel sieve [25]. From the
previous discussion, choosing m of these at random from the generated list
would cost O(m log λ), which is O˜(κ logD) and thus dominated by the cost
of sieving.
A more practical approach might be to select each such prime probabilis-
tically, with expected bit-cost poly-logarithmic in λ, by selecting integers p
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at random from (λ, 2λ], p perhaps not a multiple of a small prime, and then
running probabilistic primality test on it, e.g. Miller-Rabin. But as that
would complicate our probabilistic analysis (namely by increasing the proba-
bility of failure), we will assume for the purposes of analysis that the sieving
method is used to choose primes.
8.1.2. Cost of constructing a field extension Fqu.
In order to select vectors a ∈ Fqu at random, we first need to construct
a representation for Fqu . In particular, we need to construct an irreducible
polynomial of degree u over Fq. Per [29], this may be done in O˜(u2+u log q)
operations in Fq, for a total bit complexity of O˜(u log q(u+ log q)).
Because u ∈ O˜(1 + κ logD/ log q), we can see that u log q ∈ O˜(log q +
κ logD). Furthermore, we only work in an extension provided q ≤ 2nD,
which means that in this case we always have log q ∈ O˜(κ logD). Hence
u log q and (u+ log q) are both O˜(κ logD), and the entire cost of this step is
less than O˜(κ log2D).
8.1.3. Cost of selecting ak and vij.
As Fqu is a finite set of size qu, the cost of selecting a single element from
that field is O(u log q), which is O˜(log q+ κ logD). Our algorithm requires s
length-n vectors ak ∈ Fnqu , for a total cost of
O(snu log q) ⊆ O˜ (κn (logD + log q)) (16)
bit operations.
The algorithm also requires choosing mn size-n vectors vij ∈ Znpi, where
each pi ∈ O(λ). The cost of selecting these vectors is
O(mn2 log λ) ⊆ O˜(κn2 logD). (17)
Summing up all the precomputation costs above and removing extraneous
factors of κ gives a total of
O˜
((
T + n2 + logD
)
logD + n log q
)
(18)
bit operations.
Furthermore, considering the costs 15, 16, and 17 of selecting randomly
chosen primes and vectors, we can also bound the bits of randomness required
by Procedure SparseInterpolate by
O(m log λ+ snu log q +mn2 log λ) = O˜ (n log T (n logD + n log T + log q)) .
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We give this as a lemma.
Lemma 10. Procedure SparseInterpolate requires O˜ (n log T (n logD + n log T + log q))
bits of randomness.
8.2. Cost of Producing Images
The algorithm producesO(mns) images in rings Fqu [x]/(xp−1), p ∈ O(λ).
Per Claim 3, this cost is O˜(mns · Lpu log q) bit operations, or
O˜(Ln(T logD + n)(logD + log q) logD). (19)
This dominates the cost of precomputation.
8.3. Cost of Constructing and Accessing Dictionaries
Observe that as every image Fij has at most T nonzero terms, we run the
for loop on line 17 of Procedure SparseInterpolate at most T times consecu-
tively. It follows that |L| ≤ nT at any point of the algorithm. Counting loop
iterations, this implies that Procedure SparseInterpolate runs L.append_to
at most mnT times, in addition to running L.create_dictionary and
L.get_items m times.
It follows from the discussion in section 6 that the cost of these operations
will total
O˜(mnT log |L|su log q +m|L|su log q) = O˜(mnTsu log q).
As |L| ≤ nT , we run D.append_to at most nT times for every iteration
of the outer for loop beginning on line 17. It follows that |D| ≤ mnT over the
execution of the algorithm, and that D.append_to is run at mostmnT times.
These operations yield a cost of O˜(mnT log |D|su log q) = O˜(mnTsu log q).
The soft-oh cost due to running D.get_items once is similar. Thus the cost
for all dictionary operations becomes
O˜(mnTsu log q) = O˜(nT (logD + log q) logD).
This cost is also absorbed by the cost (19) of constructing images.
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8.4. Cost of Solving Linear Systems
For each of the m primes pi, we need to invert an n × n matrix Vi with
entries in Zpi . This requires O(n
ω) operations in Zpi , where pi ∈ O(λ) (see,
e.g., Prop. 16.6 in Bürgisser et al. [5]). This bit-operation cost becomes
O˜(log(λ)mnω) = O˜(κ(logD)nω). (20)
In addition, for every i ∈ [n] we have to compute some number of vec-
tors e mod pi as products V
−1
i d mod pi for various d ∈ Z
n
pi
on line 20. As
L.append_to is run at most nT times in a single iteration of the outer for
loop starting on line 12, then L can only have at most T entries with values
d with length n.
These linear system solutions V −1i d mod pi can be performed more effi-
ciently via blocking, whereby we multiply V −1i by n vectors d at a time using
fast matrix multiplication. This entails O˜
(
nω
⌈
T
n
⌉)
arithmetic operations in
Zpi, pi ∈ O(λ). Thus, using this blocking strategy the total cost of the linear
system solving over every iteration of the outer for-loop becomes
O˜
(
nωm
⌈
T
n
⌉)
∈ O˜(mnω(T/n+ 1)),
= O˜(nω−1mT + nωm),
= O˜(nω−1T logD + nω logD),
which dominates the cost (20) of computing the inverses.
8.5. Cost of Constructing Terms
To construct the terms of F , we have to construct T exponents e ∈ ZnD,
from sets of at most m congruences. Constructing one entry ej ∈ [0, D) of
one exponent e by the Chinese Remainder algorithm entails O(log2D) bit
operations (Thm. 5.8, [12]). Doing this for at most Tn vector entries yields
a total cost of O(nT log2D). Again this cost is absorbed by the cost (19) of
constructing images.
From the previous subsections, we see that the total cost of Procedure SparseInterpolate
is dominated by the cost of constructing the images of F , and the cost of
solving linear systems. We state the total bit-cost of the algorithm as a
lemma.
Lemma 11. Procedure SparseInterpolate entails a bit-operation cost of
O˜
(
Ln(T logD + n)(logD + log q) logD + nω−1T logD + nω logD
)
.
Combining Lemmata 9 and 11 gives Theorem 1.
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Appendix A. Notation
Mathematical Objects
m,n, p, q, r, s, t, u ∈ Z>0
ǫ, µ ∈ (0, 1) probabilities
λ ∈ R>0 constant
Zp ring of integers modulo p
Fq finite field of size q
[n]
def
= {1, 2, . . . , n}
[n1, . . . , ns]
def
= {(i1, . . . , is) | ik ∈ [nk], k ∈ [s]}
(i, j, k, ℓ) ∈ [m,n, s, t] indices
x, zj , j ∈ [n] indeterminates
Fq[Z]
def
= Fq[z1, . . . , zn] polynomial ring with n indeterminates
F ∈ Fq[Z] polynomial
SF straight-line program computing F ∈ Fq[Z]
L length of SF
c, cℓ ∈ Fq, ℓ ∈ [t], b ∈ Fqu coefficients
bF
s+1
qu vector of coefficients from a field extension
e, eℓ ∈ Z
n exponent vectors
pi, i ∈ [m] randomly selected primes
v,vij ∈ Z
n
pi
, (i, j) ∈ [m,n] randomly selected vectors
Vi = [vijk] ∈ Z
n×n
pi
matrix whose rows are vij , j ∈ [n]
a, ak ∈ Fqu , k ∈ [s] randomly selected vectors
Polynomial Notation
e mod p
def
= (e1 mod p, . . . , en mod p)
a
e
def
= ae11 · · · a
en
n
cZe
def
= cze11 · · · z
et
t
F (Z)
def
= F (z1, . . . , zn)
F (aZ)
def
= F (a1z1, . . . , anzn)
F (xv)
def
= F (xv1 , . . . , xvn)
F (axv)
def
= F (a1x
v1 , . . . , anx
vn)
F mod (Zp − 1)
def
= F mod (zp1 − 1, . . . , z
p
n − 1).
Defined Constants
m = max(6, 2⌈logD⌉, ⌈ 258 ln(4T )⌉),
λ = max(21, 1003 (T − 1) lnD, 80n,
10
3 m lnm),
s = ⌈log 40 + 2 logm+ 2 logn+ 2 logT ⌉,
u = ⌈logq(2nD + 1)⌉.
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