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By Carl Mueller∗,§ Leonid Mytnik†,¶ and Edwin Perkins‡,‖
University of Rochester§ and The Technion¶ and University of British
Columbia‖
We study the density X(t, x) of one-dimensional super-Brownian
motion and find the asymptotic behaviour of P (0 < X(t, x) ≤ a)
as a ↓ 0 as well as the Hausdorff dimension of the boundary of the
support of X(t, ·). The answers are in terms of the lead eigenvalue
of the Ornstein-Uhlenbeck generator with a particular killing term.
This work is motivated in part by questions of pathwise uniqueness
for associated stochastic partial differential equations.
1. Introduction. We consider the jointly continuous density X(t, x)
(t > 0, x ∈ R) of one-dimensional super-Brownian motion given by the
unique in law solution of
(1.1)
∂X(t, x)
∂t
=
1
2
∂2X(t, x)
∂x2
+
√
X(t, x)W˙ (t, x), X ≥ 0.
Here W˙ is a space-time white noise, X0 is in the space MF (R) of finite
measures on the line, and (Xt, t > 0) is a continuous process taking values in
the space CK(R) of continuous functions with compact support in R (see, for
example, Section III.4 of Perkins (2002) for these results and the meaning of
(1.1)). We abuse notation slightly and also let Xt(A) =
∫
AX(t, x)dx denote
the continuous MF (R)-valued process with density X(t, ·) for t > 0, i.e., the
associated super-Brownian motion.
Our goal is to study the boundary of the zero set of Xt, or equivalently
the boundary of the support of Xt, given by
(1.2)
BZt = ∂({x : X(t, x) = 0}) = {x : X(t, x) = 0,∀δ > 0Xt((x−δ, x+δ)) > 0}.
The two related questions we consider are:
1. How large is BZt? For example, what is its Hausdorff dimension?
2. What is the asymptotic behaviour of P (0 < X(t, x) < a) as a ↓ 0?
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2 MUELLER, MYTNIK, AND PERKINS
As super-Brownian motion models a population undergoing random mo-
tion and critical reproduction, a detailed understanding of the interface be-
tween the population and empty space gives a snapshot of how the pop-
ulation ebbs and flows. Moreover the answers we found are not what was
originally expected. Standard estimates show that X(t, ·) is locally Ho¨lder
continuous of index 1/2 − ε for any ε > 0 (see Proposition 5.6 below). But
near the zero set of X(t, ·), one can expect more regular behavior as the
noise in (1.1) is mollified. In fact Mytnik, Perkins and Sturm (2006) essen-
tially showed that near the zero set of X(t, ·) the density is locally Ho¨lder
continuous of any index less than one (see Proposition 5.7 below for a precise
statement). The increased regularity led to independent conjectures 14 years
ago (one by Carl Mueller and Roger Tribe and the other by Ed Perkins and
Yongjin Wang) of the following:
Conjecture A. The Hausdorff dimension of BZt is zero a.s.
This also was spurred on by wishful thinking as such a result would help
prove pathwise uniqueness in equations such as (1.1), as we explain next.
The connection with pathwise uniqueness in stochastic pde’s with non-
Lipschitz coefficients is one reason for our interest in these questions. Mass
moves with a uniform modulus of continuity in equations such as (1.1) and
more generally in
(1.3)
∂X(t, x)
∂t
=
1
2
∂2X(t, x)
∂x2
+X(t, x)γW˙ (t, x), X ≥ 0,
for 0 < γ < 1 (see Theorem 3.5 of Mueller and Perkins (1992)). This means
one can localize the evolution of solutions to (1.3) in space and so if pathwise
uniqueness fails then one expects that the solutions X,Y which separate at
time T say, will initially separate at points in BZT (X) ∩ BZT (Y ), where
we have introduced dependence on the particular process. This is because
in the interior of the support, say where XT ≥ η > 0, we have Lipschitz
continuous coefficients and so solutions should coincide for a positive time
due to the uniform modulus of continuity, and in the interior of the zero set
solutions will remain at zero for some positive length of time thanks to the
same reasoning (and lack of any immigration terms). As a result one expects
that the larger BZt is, the easier it is for solutions to separate, and so the
less likely pathwise uniqueness is. This reasoning is of course heuristic but
here are some precise illustrations of the principle.
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Theorem 1.1. (Chen (2015)) Let b : R→ R+ be a smooth function with
support [0, 1]. Then pathwise uniqueness fails in
(1.4)
∂X(t, x)
∂t
=
1
2
∂2X(t, x)
∂x2
+
√
X(t, x)W˙ (t, x) + b.
One step in the proof is to show that BZt ∩ [0, 1] has positive Lebesgue
measure with positive probability. This proceeds by first fixing x ∈ (0, 1) and
using a Poisson point process calculation to show that P (X(t, x) = 0) > 0.
It is then easy to see that the b-immigration forces Xt((x−δ, x+δ)) > 0 a.s.
for each δ > 0. The proof of the theorem then goes on to show that solutions
X,Y can separate in ∪t∈[0,1]BZt(X) ∩BZt(Y ). In short the presence of the
immigration b changes the nature of the boundary of the support and makes
it possible to establish pathwise non-uniqueness.
On the uniqueness side of things, two of us conjectured that the methods
of Mytnik and Perkins (2011) would allow one to establish
If for some ε > 0, P (0 < X(t, x) ≤ a) ≤ Ca1+ε,
then pathwise uniqueness would hold in (1.1).(1.5)
We never tried to write out a careful proof of the implication in part because
we believed the correct answer to Question 2 above was
Conjecture B. P (0 < X(t, x) ≤ a) = O(a) (which is consistent with
Conjecture A above).
Nonetheless, this would be a rather nice state of affairs as it would suggest
that the γ = 1/2 case of (1.3) is critical and one could expect pathwise
uniqueness to hold for γ > 1/2. It is natural to expect that the γ = 1/2 case
would then require additional work just as in the classical SDE counterpart
resolved by Yamada and Watanabe 45 years ago (and unlike the signed case
for general SPDE’s where 3/4-Ho¨lder continuity in the solution variable
is critical by Mytnik and Perkins (2011) and Mueller, Mytnik and Perkins
(2014)).
Our main results on Questions 1 and 2 will show both Conjectures A and
B are in fact false. To describe them, for λ > 0, let V (t, x) = V λ(t, x) be the
unique solution of
(1.6)
∂V
∂t
=
1
2
∂2V
∂x2
− 1
2
V 2, V (0, x) = λδ0(x),
where V is C1,2 on [0,∞) × R \ {(0, 0)}. (See Brezis, Peletier and Terman
(1986), Mytnik and Perkins (2003) and the references therein.) A simple
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scaling argument shows that
(1.7) V λr(s, x) = λ2V r(λ2s, λx) ∀r, λ, s > 0, x ∈ R.
If Eµ denotes expectation for X starting at X0 = µ, then we have (see,
for example, Theorem 1.1 in Mytnik and Perkins (2003) and the references
there)
(1.8) Eδ0(e
−λX(t,x)) = Eδx(e
−λX(t,0)) = e−V
λ(t,x),
and by the multiplicative property,
(1.9) EX0(e
−λX(t,0)) = exp
(
−
∫
V λ(t, y) dX0(y)
)
.
So from the above we see that V λ(t, x) ↑ V∞(t, x) as λ ↑ ∞, where
(1.10) Pδ0(X(t, x) = 0) = Pδx(X(t, 0) = 0) = e
−V∞(t,x)
and so
(1.11) V∞(t, x) ≤ 2/t <∞
because Pδ0(Xt ≡ 0) = exp(−2/t) (see, e.g., (II.5.12) in Perkins (2002)). If
r →∞ in (1.7) with λ2 = s−1, we get
(1.12) V∞(s, x) = s−1F (xs−1/2),
where F (x) = V∞(1, x). The function F has been studied in the pde liter-
ature and can be intrinsically characterized as the solution of an ode. This,
and other properties of F , are recalled in Section 3. For now we only need
to know that it is a symmetric C2 function on the line which vanishes at in-
finity. Let Lh(x) = h
′′
2 − x2h′(x) be the generator of the Ornstein-Uhlenbeck
process, let m be the standard normal distribution on the line, and set
LF (h) = Lh − Fh. By standard Sturm-Liouville theory (see Theorem 2.3)
there is a complete orthonormal system for L2(m) consisting of C2 eigen-
functions for LF , {ψn : n ∈ Z+}, with corresponding negative eigenvalues
{−λn} where {λn} is nondecreasing. The largest eigenvalue λ0 is simple and
satisfies 1/2 < λ0 < 1. The latter and a bit more is proved in Proposition 3.4.
Here are our answers to the above questions. dim(A) denotes the Haus-
dorff dimension of a set A ⊂ R. In the next two results X(t, x) is the density
of super-Brownian motion satisfying (1.1) starting with finite initial measure
X0 and BZt is defined as in(1.2).
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Theorem 1.2. (a) For some C1.2, for all a, t > 0, and x ∈ R,
PX0(0 < X(t, x) ≤ a) ≤ C1.2X0(R)t−(1/2)−λ0a2λ0−1.
(b) For all K ∈ N there is a C(K) > 0 so that if X0(R) ≤ K, X0([−K,K]) ≥
K−1, t ≥ K−1 and |x| ≤ K, then
PX0(0 < X(t, x) ≤ a) ≥ C(K)t−(1/2)−λ0a2λ0−1 for all 0 < a ≤
√
t.
Theorem 1.3. For all X0 6= 0 and t > 0,
(a) dim(BZt) ≤ 2− 2λ0 PX0-a.s.
(b) dim(BZt) = 2− 2λ0 with positive PX0-probability.
Note in the above results that both 2λ0 − 1 and 2− 2λ0 are in (0, 1) and
so these results do disprove Conjectures A and B. In Theorem 1.3(b) one
expects that dim(BZt) = 2 − 2λ0 a.s. on {Xt 6= 0} but we have not been
able to show this.
Remark 1.4. Both the above results extend immediately to solutions of
(1.13)
∂X(t, x)
∂t
=
σ2
2
∂2X(t, x)
∂x2
+
√
γX(t, x)W˙ (t, x).
where the constants in Theorem 1.2 now may depend on γ, σ2 > 0. This is
clear since a simple scaling result shows that if X is the solution of (1.1),
then γσ−2X(σ2t, x) has the unique law of any solution of (1.13).
Theorem 1.2 is contained in Theorem 4.8 below. A Tauberian theorem
will show that Pδ0(0 < X(t, x) ≤ a) ∼ aα as a ↓ 0 if and only if
Eδ0
(
e−λX(t,x)1(X(t, x > 0)
)
∼ λ−α as λ ↑ ∞.
Here ∼ means bounded above and below by positive constants and α =
2λ0 − 1. If we use (1.9) and (1.10), this becomes
e−V
λ(t,x) − e−V∞(t,x) ∼ λ−α as λ ↑ ∞,
and using (1.11) this reduces to
(1.14) V∞(t, x)− V λ(t, x) ∼ λ−α as λ ↑ ∞.
We have not been careful with dependence on t or x but by Dini’s theorem
we know that limλ→∞ V λ(t, x) = V∞(t, x) uniformly for (t, x) in compact
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subsets of [0,∞) × R \ {(0, 0)}–this is Theorem 1 of Kamin and Peletier
(1985). Evidently to prove Theorem 1.2 we need a rate of convergence in
the Kamin and Peletier result, and Proposition 4.6 will give the following
which may be of interest to pde specialists and will be used to complete the
proof of Theorem 1.2.
Theorem 1.5. There are positive constants C¯ and for each K ≥ 1,
C(K), such that for all t > 0,
sup
x
V∞(t, x)− V λ(t, x) ≤ C¯t− 12−λ0λ−(2λ0−1) ∀λ > 0,(1.15)
and
C(K)t−
1
2
−λ0λ−(2λ0−1) ≤ inf
|x|≤K√t
V∞(t, x)− V λ(t, x) ∀λ ≥ t−1/2.(1.16)
The lower bound in Theorem 1.3(b) is established in Section 5.1 (see
Theorem 5.5) by first establishing a capacity condition for a set to be non-
polar for BZt (Corollary 5.3) through a Frostman-type argument, and then
taking the above set to be the range of an appropriate subordinator and using
the potential theory for the subordinator (a well-known trick). The key to
the above capacity condition is a second moment bound (Proposition 5.1)
which is established in Section 6. The corresponding upper bound is proved
in Theorem 5.9 in Section 5.2 by first modifying the proof of Theorem 1.2 to
get a bound on PX0(0 < Xt([x, x+ε]) ≤ ε2M) (Theorem 5.8 which is proved
in Section 7). One then uses this and the improved modulus of continuity
for X near its zero set (Proposition 5.7) to carry out a standard covering
argument which in fact bounds the box dimension.
Although the failure of Conjectures A and B indicate that our approach
may not shed light on the pathwise of uniqueness of solutions to (1.1) we
remain optimistic that progress can be made on (1.3) for some values of γ
in (1/2, 3/4]. In fact (1.5) was a special case of the conjecture
if for some α > 3− 4γ, P (0 < X(t, x) ≤ a) ≤ Caα,
then pathwise uniqueness would hold in (1.3).(1.17)
Note for γ > 3/4 one can take α = 0 but in this case pathwise uniqueness is
a special case of the main result in Mytnik and Perkins (2011) whose ideas
underly our heuristic proof of (1.17). There is also an exponential dual to
solutions of (1.3) for γ ∈ [1/2, 1) (see Mytnik (1998)) and we believe the
methods of this paper can be used to resolve the lefthand tail asymptotics
for solutions of (1.3) as well. We expect power tail behaviour for all γ, and
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so by (1.17), for γ < 3/4 but close to 3/4, we conjecture that pathwise
uniqueness will hold in (1.3). Hence, although the 3/4-Ho¨lder condition in
Mytnik and Perkins (2011) is sharp for pathwise uniqueness in general (by
Mueller, Mytnik and Perkins (2014)), it would not be sharp for the family
of non-negative solutions to (1.3).
Convention.We will use EZa to denote expectation for the Markov process
Z starting at a point a and (abusing the notation slightly) use EZµ to denote
the corresponding expectation where Z0 now has law µ–sometimes µ will be
only a finite measure.
2. Eigenfunction Expansions. Let Yt denote the Ornstein-Uhlenbeck
process associated with the infinitesimal generator L. In this section we usu-
ally will drop the Y in the notation EYx . Its semigroup is denoted by Pt
and its resolvent by Rλ. If φ ∈ C[−∞,∞] (the space of continuous func-
tions with finite limits at ±∞) with φ ≥ 0, we let Lφh = Lh − φh, the
generator associated with the diffusion, Y φ, obtained by killing Y at time
ρφ = inf{t :
∫ t
0 φ(Ys) ds > e}, where e is an independent exponential vari-
able. We denote its semigroup and resolvent by P φt and R
φ
λ (λ > 0), respec-
tively. The above semigroups are strongly continuous contraction semigroups
on L2(m). The contraction part is elementary as m is stationary for Y . For
the strong continuity see Lemma 2.1 below for Pt and it is easy to check
that limt→0 ‖Ptf − P φt f‖2 = 0 for all f ∈ L2(m). For now we will consider
L and Lφ defined on D = {h ∈ C2 ∩ L2(m) : Lh ∈ L2(m)}.
Lemma 2.1. For all f ∈ L2(m), limt↓0 Em((f(Yt)− f(Y0))2) = 0.
Proof. As Yt is stationary under Pm, a standard approximation argu-
ment allows us to assume f is continuous with compact support. The result
now follows by Dominated Convergence.
We let Lφ0 and L0 denote the infinitesimal generators of the L
2(m) ≡ L2-
semigroups P φt and Pt, respectively, on their domains D(L
φ
0 ) and D(L0),
respectively. So, for example
D(L0) = {f ∈ L2 : ∃L0f ∈ L2 such that lim
t↓0
‖(Ptf − f)/t− L0f‖2 = 0}.
The subscript 0 is a temporary measure to avoid confusion which we address
now.
Lemma 2.2. (a) D(Lφ0 ) = D(L0) and L
φ
0f = L0f−φf for all f ∈ D(L0).
(b) Lφ0 is an extension of the differential operator L
φ, the latter on D.
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Proof. (a) This is a routine calculation. The fact that φ ∈ C[−∞,∞]
helps here.
(b) By the above we may assume φ = 0. If f ∈ D, then Mf (t) = f(Yt) −
f(Y0)−
∫ t
0 Lf(Ys) ds is a square integrable martingale under Pm. Therefore
‖(Ptf − f)/t− Lf‖22 =
∫ (
Ex
(∫ t
0
Lf(Ys) ds
)
/t− Lf(x)
)2
dm(x)
≤
∫ t
0
Em((Lf(Ys)− Lf(Y0))2)ds/t.
The last expression approaches 0 as t → 0+ by the previous Lemma, and
the result follows.
Henceforth we will drop the subscript 0’s on Lφ0 (in view of the above
result this should cause no confusion).
Here is the result we will need to describe our main results. In (e),
C([0,∞),R) is the usual space of continuous paths with the topology of
uniform convergence on bounded time sets.
Theorem 2.3. (a) There is a complete orthonormal system (cons), {ψn :
n ∈ Z+}, of C2 eigenfunctions in L2(m) for Lφ satisfying Lφψn = −λnψn,
where {λn} is a nondecreasing non-negative sequence diverging to ∞, −λ0
is a simple eigenvalue and ψ0 > 0.
(b) Rφλ is a symmetric Hilbert-Schmidt integral operator on L
2(m). There is
a jointly continuous symmetric kernel Gφλ : R
2 → [0,∞) such that
Rφλh(x) =
∫
Gφλ(x, y)h(y) dm(y),
and
Gφλ(x, y) =
∞∑
n=0
1
λ+ λn
ψn(x)ψn(y),
where the series converges in L2(m×m) and uniformly absolutely on com-
pacts.
(c) The killed diffusion Y φ has a jointly (in (t, x, y)) continuous transition
density, qφ(t, x, y) ≡ q(t, x, y), for t > 0, given by
q(t, x, y) =
∞∑
n=0
e−λntψn(x)ψn(y),
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where the convergence is in  L2(m×m) and uniformly absolutely for (t, x, y) ∈
[ε,∞)×[ε, ε−1]2 for any ε > 0. Moreover, if 0 < δ < 1/4, and s∗ = s∗(δ) > 0
satisfies
(2.1) 2δ =
e−s
∗/2 − e−s∗
1− e−s∗
(s∗ will increase to ∞ as δ ↓ 0), then there is a c(δ) such that
(2.2) q(t, x, y) ≤ c(δ)e−λ0t exp(δ(x2 + y2)) for all t ≥ s∗(δ).
(d) If θ =
∫
ψ0 dm, then for any δ > 0 there is a cδ > 0 such that for all
t ≥ 0 and x ∈ R,
(2.3) eλ0tPx(ρφ > t) = θψ0(x) + r(t, x),
where
(2.4) |r(t, x)| ≤ cδeδx2e−(λ1−λ0)t,
(2.5) ψ0(x) ≤ cδeδx2 ,
and for t ≥ s∗(δ),
(2.6) |r(t, x)| ≤
∞∑
1
e−(λn−λ0)t|ψn(x)|
∫
|ψn|dm ≤ cδeδx2e−(λ1−λ0)t.
(e) As T → ∞, Px(Y ∈ ·|ρφ > T ) → P∞x weakly on C([0,∞),R) where
P∞x is the law of the diffusion with transition density (with respect to m),
(2.7) q˜(t, x, y) ≡ q(t, x, y)ψ0(y)
ψ0(x)
eλ0t.
Proof. See Appendix A.
3. A Nonlinear Differential Equation and Some Associated Eigen-
values. Recall that F (x) = V∞(1, x). We start by recording the conver-
gence results from Theorems 1 and 2 of Kamin and Peletier (1985) which
were discussed in Section 1. Part (b) in fact is immediate from (a) and (1.7).
Proposition 3.1. (a) limλ→∞ V λ(t, x) = V∞(t, x), where the conver-
gence is uniform on compact subsets of S.
(b) For any λ > 0 and a > 0,
lim
t→∞ sup|x|≤a
|tV λ(t, xt1/2)− F (x)| = 0.
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In the pde literature F : R→ [0,∞) is characterized as the unique solution
of the following differential equation:
(i)
F ′′(y)
2
+
y
2
F ′(y) + F (y)− F
2(y)
2
= 0,
(ii) F > 0, F is C2 on R,(3.1)
(iii) F ′(0) = 0, F ∼ c0ye−y2/2 as y →∞.
Here ∼ means the ratio goes to one as y → ∞ and c0 > 0. This result
follows from Brezis, Peletier and Terman (1986), with f : [0,∞) → [0,∞)
satisfying equations (1.7)-(1.9) of that reference (with N = 1 and p = 2 in
our setting), where F (y) = 2f(
√
2y) for y ≥ 0 and we extend F to the line
by symmetry. The above ode is then immediate from the Theorem following
(1.9) in Brezis, Peletier and Terman (1986) and the trivial fact that the
condition F ′(0) = 0 and fact that F is C2 on the positive half-line ensures
the symmetric extension is C2 on the line. In fact uniqueness holds if the
strong asymptotic in condition (iii) is replaced with
(iii)′ F ′(0) = 0, lim
y→∞ y
2F (y) = 0.
Here are some additional properties of F .
Lemma 3.2. (a) For all y ≥ x0 ≥ 0,
F ′(y) = exp{−y2/2+x20/2}F ′(x0)+
∫ y
x0
exp{−y2/2+z2/2}F (z)(F (z)−2) dz.
(b) limy→∞ ey
2/2 F
′(y)
y2 = −c0, where c0 is as in (3.1)(iii).
(c) 1 < F (0) < 2.
(d) F is strictly decreasing on [0,∞).
Proof. The differential equation (3.1)(i) may be rewritten as
(ez
2/2F ′(z))′ = ez
2/2F (z)(F (z) − 2).
(a) follows easily. To derive (b), take x0 large and then use the asymptotics
from (3.1)(iii). For (c), note by (a) with x0 = 0, F is increasing until F ≤ 2.
So if F (0) > 2, it can never pass below 2, a contradiction. If F (0) = 2, then
by uniqueness to the initial value problem, F ≡ 2, another contradiction.
It now follows from (a) with x0 = 0 that F
′ < 0 for positive values until
F hits 2 but evidently this can therefore never happen. This proves (d).
It remains to prove F (0) > 1. A simple calculation using (3.1)(i) gives
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(yF +F ′)′ = F (F − 1). Integrating over the line we get ∫
R
F 2 dy =
∫
R
F dy.
If F (0) ≤ 1, then by (d), 0 < F < 1 on (0,∞) which contradicts the
above equality of integrals. (Note that the Remark prior to Lemma 11 in
Brezis, Peletier and Terman (1986) gives F (0) ≥ 1.)
In the pde literature V∞(t, x) given by (1.12) is called a very singular
solution of the heat equation with absorption. One can easily check (or see
Section 1 of Brezis, Peletier and Terman (1986)) that V = V∞ is a C1,2 (on
S = [0,∞)× R− {(0, 0)}) solution of
(i)
∂V
∂t
=
1
2
∂2V
∂x2
− 1
2
V 2(3.2)
(ii) V (0, x) = 0 for all x 6= 0; lim
t→0
∫
R
V (t, x) dx =∞.
Recall that Xt(dx) = X(t, x)dx, where X solves (1.1). Translation invari-
ance and (1.9) imply that
(3.3) EXX0(e
−λX(t,x)) = exp
(
−
∫
V λ(t, y − x) dX0(y)
)
.
We let Nx denote the canonical measure associated withX starting at δx (see
Section II.7 of Perkins (2002)). It is an easy consequence of Theorem II.7.2
of the latter reference that
(3.4) exp
(
−
∫
1− e−λX(t,0)dNx
)
= e−V
λ(t,x).
Proposition 3.3. For all x ∈ R, e−F (x) = Pδx(X(1, 0) = 0) and
F (x) = Nx(X(1, 0) > 0).
Proof. The first equality is immediate from (1.10). Let t = 1 and λ ↑ ∞
in (3.4) to derive the second.
We recall the general exponential duality which underlies the above (see,
e.g., Theorem II.5.11 of Perkins (2002)). For φ non-negative, bounded and
measurable, let V (t, x) = V (φ)(t, x) be the unique mild solution of
(3.5)
∂V
∂t
=
1
2
∂2V
∂x2
− 1
2
V 2, V0 = φ.
If Xt(φ) =
∫
φdXt, then,
(3.6) EXX0(exp(−Xt(φ)) = exp(−X0(Vt(φ)).
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If φ ∈ C2b (R) (functions with continuous bounded partials of order less than
2) then V (t, x) has continuous bounded derivatives of order up to 1 in t and
2 in x, and (3.5) holds in the classical (i.e., pointwise) sense.
Now return to the eigenfunction expansions of Section 2 in the case where
φ = F or F/2. We denote dependence on φ by λ0(φ) and ψ
φ
0 , and 〈·, ·〉 is
the inner product in L2(m).
Proposition 3.4. (a) λ0(F/2) =
1
2 and the corresponding eigenfunction
is ψ
F/2
0 (x) = cF e
x2/2F (x), where cF > 0 is a normalizing constant.
(b) 12 < λ0(F ) < 1. More precisely,
1
2
+
1
2
∫
F (x)(ψF0 )
2(x)dm(x) ≤ λ0(F ) ≤ 1− 1
2
∫
(cF e
x2/2F (x))′(x)2 dm(x).
Proof. Let ψ(x) = ex
2/2F (x) ∈ C2 ∩ L2(m) (the latter by (3.1)(iii)).
Then
LF/2ψ =
1
2
(ψ′e−x
2/2)′ex
2/2 − F
2
ψ
= ex
2/2
[F ′′
2
+
xF ′
2
+
F
2
− F
2
2
]
= −ex2/2
(F
2
)
,
the last by (3.1)(i). This shows ψ ∈ D ⊂ D(L) and LF/2ψ = −12ψ. Recall
by Theorem 2.3(a), the eigenfunction corresponding to the simple eigen-
value −λ0(F/2) is positive, as is F . By orthogonality of eigenfunctions cor-
responding to distinct eigenvalues we must therefore have λ0(F/2) =
1
2 and
ψ
F/2
0 = cψ, for some normalizing constant c > 0.
(b) The variational characterization of λ0 gives
(3.7) λ0(F ) = min{〈−LFψ,ψ〉 : ψ ∈ D(L), ‖ψ‖2 = 1},
where the minimum is attained at ψ = ψF0 . (The latter is clear and to see
the former one can set ψ = RFλ φ and expand φ in terms of the basis ψn.) If
we set ψ = ψ
F/2
0 we therefore get
λ0(F ) ≤ 〈−LFψ,ψ〉 = 2〈−LF/2ψ,ψ〉 + 〈Lψ,ψ〉
= 2λ0(F/2)− 1
2
∫ ∞
−∞
ψ′(x)2dm
= 1− 1
2
‖ψ′‖22 < 1,
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where the next to last equality holds by an integration by parts (Lemma 3.2(b)
handles the boundary terms), and the last equality holds by (a). Turning
next to the lower bound on λ0(F ), if ψ0 = ψ
F
0 , we have, using the variational
characterization of λ0(F/2),
λ0(F ) = 〈−LFψ0, ψ0〉 = 〈−LF/2ψ0, ψ0〉+ 1
2
∫
Fψ20 dm
≥ λ0(F/2) + 1
2
∫
Fψ20 dm =
1
2
+
1
2
∫
Fψ20 dm.
Henceforth we will write ψ0, λn and ρ for ψ
F
0 , λn(F ) and ρF ,
respectively.
4. Asymptotics for Super-Brownian Motion at the Boundary of
its Support. Recall that X(t, x) is the density of super-Brownian motion
which solves (1.1). Define
(4.1) Hu(x) = uV
1(u,
√
ux) = V
√
u(1, x) ↑ V∞(1, x) = F (x), as u ↑ ∞,
uniformly on compacts, where we have used (1.7) in the second equation and
Proposition 3.1 in the convergence. By (1.11) one obtains the elementary
inequality
(4.2)
e−V
λ(t,x) − e−V∞(t,x) ≤ V∞(t, x)− V λ(t, x) ≤ e2/t(e−V λ(t,x) − e−V∞(t,x)).
Notation. We let p(t, x) = pt(x) denote the standard Brownian density.
In the following Lemma recall that Y is the Ornstein-Uhlenbeck process
starting at x under Px.
Lemma 4.1. Let h ≥ 0 be a bounded Borel measurable function on the
real line, let B be a standard Brownian motion starting at 0 under PB0 , and
set T = log(λ2t). Then for λ2t ≥ 1 and any finite initial measure X0,
EXX0
(∫
e−λX(t,x)h(x)X(t, x)dx
)
= EB0
(
exp
(
−
∫ 1
0
V 1(u,B(u)) du
)
EYB1
(
exp
(
−
∫ T
0
Hes(Ys) ds
)
×
∫ [
h(w0 +
√
tYT ) exp
(
−1
t
∫
HeT (YT +
w0 − x0√
t
)dX0(x0)
)]
dX0(w0)
))
.
(4.3)
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Proof. Let Wt be a Brownian motion starting with initial “law” X0 un-
der the finite measure EWX0 . Apply the Campbell measure formula for Xt, or
more specifically use Theorem 4.1.1 and then Theorem 4.1.3 of Dawson and Perkins
(1991) with β = 1 and γ = 1/2 to see that
EXX0
(∫
e−λX(t,x)h(x)X(t, x)dx
)
= EWX0 × EXX0
(
h(Wt) exp(−λX(t,Wt)) exp
(
−
∫ t
0
V λ(t− s,Ws −Wt) ds
))
.
(4.4)
In the above we approximate X(t, x) by
∫
pε(x − y)Xt(dy) and let ε ↓ 0
in order to apply Theorem 4.1.3 in Dawson and Perkins (1991). This lim-
iting argument is easy to justify; use (3.6) with φε,λ = λpε and the bound
V (φλ,ε)(t− s, x) ≤ λpε+t−s(x) ≤ λ(t − s)−1/2 to take the limit through the
Lebesgue integral in s. Now use (3.3) and then the scaling (1.7) to conclude
that
EXX0
(∫
e−λX(t,x)h(x)X(t, x)dx
)
= EWX0
(
h(Wt) exp
(
−
∫ t
0
V λ(t− s,Wt −Ws) ds −
∫
V λ(t,Wt − x0)dX0(x0)
))
= EWX0
(
h(Wt) exp
(
−
∫ t
0
V 1(λ2(t− s), λ(Wt −Ws))λ2 ds
− λ2
∫
V 1(λ2t, λ(Wt − x0))dX0(x0)
))
.
(4.5)
If Wˆs = Wt −Wt−s and Bu = λWˆλ−2u for u ≤ λ2t, then under EWX0 and
conditional on W0, B is a Brownian motion starting from 0. Noting that
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Wt =W0 + λ
−1Bλ2t, we may rewrite (4.5) as
EWX0
(
h(W0 +
1
λ
Bλ2t) exp
(
−
∫ tλ2
0
V 1(u,Bu) du
− λ2
∫
V 1(λ2t, Bλ2t + λ(W0 − x0))dX0(x0)
))
=EWX0
(
exp
(
−
∫ 1
0
V 1(u,Bu) du
)
EBB1
[
h(W0 + λ
−1Bλ2t−1)
× exp
(
−
∫ λ2t−1
0
V 1(1 + u,Bu) du
− λ2
∫
V 1(λ2t, Bλ2t−1 + λ(W0 − x0))dX0(x0)
)])
.
Set
Ys = B(e
s − 1)e−s/2,
which is an Ornstein-Uhlenbeck process starting at B1 under E
B
B1
. Then
(4.5) equals
EWX0
(
exp
(
−
∫ 1
0
V 1(u,Bu) du
)
EYB1
[
exp
(
−
∫ T
0
esV 1(es, es/2Ys) ds
)
× h(W0 +
√
tYT ) exp
(
−
∫
eT
t
V 1(eT , eT/2YT +
eT/2√
t
(W0 − x0))dX0(x0)
)])
= EWX0
(
exp
(
−
∫ 1
0
V 1(u,Bu) du
)
EYB1
[
exp
(
−
∫ T
0
Hes(Ys)ds
)
h(W0 +
√
tYT )
× exp
(
−t−1
∫
HeT
(
YT +
W0 − x0√
t
)
dX0(x0)
)])
.
Recalling that W0 is independent of B under E
W
X0
, we see that the above
equals the required expression.
We will use the following Lemma which will allow us to apply Lemma 4.1
to first get a preliminary bound on V∞ − V λ for large λ, and then reapply
these results to get exact asymptotics.
Lemma 4.2. Assume for some r > 1 and λ ≥ 0,
EXδ0
(∫
e−λX(t,x)X(t, x) dx
)
≤ C(t)λ−r ∀λ > λ.
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Then
sup
x
[V∞(t, x)− V λ(t, x)] ≤ e6/tt−1/2C(t/2)(r − 1)−1λ1−r ∀λ > λ.
Proof. Recalling (1.8), we have
e−V
λ(t,x) − e−V∞(t,x) = EXδ0
(
e−λX(t,x)1(X(t, x) > 0)
)
.
The lefthand side is Lebesgue integrable in x (e.g., it is bounded by V∞(t, x)
which is Lebesgue integrable by (1.12) and the asymptotics for F ) and so∫
e−V
λ(t,x) − e−V∞(t,x) dx = EXδ0
(∫
e−λX(t,x)1(X(t, x) > 0) dx
)
.
It is easy to differentiate with respect to λ > 0 through the integrals on the
righthand side and so conclude for any λ > λ,
− d
dλ
(∫
e−V
λ(t,x) − e−V∞(t,x) dx
)
= EXδ0
(∫
e−λX(t,x)X(t, x) dx
)
≤ C(t)λ−r.(4.6)
For λ > λ integrate the above over [λ,∞) and so deduce from (4.2) that for
λ > λ, ∫
V∞(t, x)− V λ(t, x) dx ≤ e2/t
∫
e−V
λ(t,x) − e−V∞(t,x) dx
≤ e
2/tC(t)
r − 1 λ
1−r.(4.7)
Next use the Markov property of X to see that for λ > λ,
e−V
λ(t,x) − e−V∞(t,x) = EXδx
(
e−λX(t,0)1(X(t, 0) > 0)
)
= EXδx
(
EXX(t/2)
(
e−λX(t/2,0)1(X(t/2, 0) > 0)
))
= EXδx
(
e
−Xt/2(V λt/2) − e−Xt/2(V∞t/2)
)
≤ EXδx(Xt/2(V∞t/2 − V λt/2))
=
∫
p(t/2, y − x)(V∞(t/2, y) − V λ(t/2, y)) dy
≤ t−1/2 e
4/tC(t/2)
r − 1 λ
1−r,(4.8)
where we used (4.7) in the last line. Finally use (4.2) again to obtain the
required bound.
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The critical term in (4.3) is exp
(
− ∫ T0 Hes(Ys) ds). To estimate its decay
rate, we introduce
ZT =ZT (Y ) = exp
(∫ T
0
F (Ys)−Hes(Ys) ds
)
=exp
(∫ T
0
V∞(1, Ys)− V es/2(1, Ys) ds
)
↑ Z∞(Y ) ≤ ∞ as T →∞.
(4.9)
Let λ0 = λ0(F ) ∈ (12 , 1) be as in Proposition 3.4. Choose ε ∈ (0, 2λ0 − 1)
and set
(4.10) δ(4.10) = 2λ0 − ε > 1.
Lemma 4.3. (a) For all t > 0 there is a C(t), non-increasing in t, such
that supx V
∞(t.x)− V λ(t, x) ≤ C(t)λ1−δ(4.10) for all λ > 0.
(b) There is a constant C so that Z∞−ZT ≤ Ce−T (δ(4.10)−1)/2 for all T ≥ 0.
In particular Z∞ is uniformly bounded by some constant CZ.
Proof. By Lemma 3.2(b) and (4.1) we may first choose K and then T0
so that
(4.11) sup
|x|≥K
F (x) < ε/2, sup
s≥T0
sup
|x|≤K
F (x)−Hes(x) < ε/2,
which in turn implies
(4.12) sup
s≥T0
sup
x
F (x)−Hes(x) < ε/2.
Now take h ≡ 1 in Lemma 4.1, recall that m is the invariant law for Y and
use the Markov property at T0 to conclude that for T ≡ log(λ2t) ≥ T0,
EXX0
(∫
e−λX(t,x)X(t, x)dx
)
/X0(1)
≤ EYm
(
exp
(
−
∫ T
0
Hes(Ys) ds
))
≤ EYm
(
EYYT0
(
exp
(
−
∫ T−T0
0
Hes+T0 (Ys) ds
)))
≤ EYm
(
exp
(
−
∫ T−T0
0
F (Ys) ds
))
exp((ε/2)(T − T0)) by (4.12)
≤ (tλ2)ε/2P Ym (ρF > T − T0),
(4.13)
imsart-aop ver. 2011/11/15 file: dec28arxiv.tex date: September 18, 2018
18 MUELLER, MYTNIK, AND PERKINS
where we recall that ρF is the lifetime of the killed Ornstein-Uhlenbeck
process Y F . Now use Theorem 2.3(d) to see that for λ ≥ λ′(ε), (4.13) is at
most
(tλ2)ε/2e−λ0(T−T0)[θ
∫
ψ0dm+ c
′e−(λ1−λ0)(T−T0)] ≤ c · (√tλ)−δ(4.10) ,
for some universal constant c. We now may apply Lemma 4.2 to conclude
that
sup
x
V∞(t, x) − V λ(t, x) ≤ C(t)λ1−δ(4.10) ,
first for λ > λ(ε), and then for all λ > 0, the latter using (1.11) and by in-
creasing C(t). It is easy to use the explicit form for the constant in Lemma 4.2
to see that we may take C(t) to be non-increasing in t.
Turning next to (b), we have from (4.9) and (a),
ZT ≤ exp
(
C(1)
∫ ∞
0
e−(δ(4.10)−1)s/2 ds
)
≡ c0.
This bound and (a) imply that
Z∞ − ZT ≤ Z∞
[
1− exp
(
−
∫ ∞
T
V∞(1, Ys)− V es/2(1, Ys) ds
)]
≤ c0C(1)
∫ ∞
T
e−(δ(4.10)−1)s/2 ds
=
c0C(1)
δ(4.10) − 1
e−(δ(4.10)−1)T/2.
Recall the law P∞x from Theorem 2.3(e). We need a slight extension of
the latter result.
Lemma 4.4. For any φ : R→ R bounded measurable,
lim
T→∞
EYx (ZTφ(YT )|ρ > T ) = E∞x (Z∞)
∫
φψ0dm/θ.
Proof. If T > T1 > 0, then the monotonicity of T → ZT and Lemma 4.3(b)
imply that
(4.14) EYx (|ZT − ZT1 ||φ|(YT ) |ρ > T ) ≤ C‖φ‖∞e−T1(δ(4.10)−1)/2.
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So using this and the bound in Lemma 4.3(b), it clearly suffices to show
that for each T1 > 0,
(4.15) lim
T→∞
EYx (ZT1φ(YT )|ρ > T ) = E∞x (ZT1)
∫
φψ0dm/θ.
By the Markov property and the eigenfunction expansion in Theorem 2.3(c),
the lefthand side of the above is
lim
T→∞
EYx (ZT11(ρ > T1)
∫
q(T − T1, YT1 , z)φ(z) dm(z)/P Yx (ρ > T )
= lim
T→∞
EYx (ZT11(ρ > T1)e
−λ0(T−T1)
∫
φψ0 dmψ0(YT1))/P
Y
x (ρ > T )
+ lim
T→∞
δ(x, T ),
(4.16)
where (recall that Z∞ is uniformly bounded)
|δ(x, T )| ≤ C‖φ‖∞EYx
(∫ ∞∑
n=1
|ψn(YT1)|e−λn(T−T1)|ψn(z)| dm(z)
)
/P Yx (ρ > T ).
Now use the second inequality in (2.6) with δ = 1/8 to deduce that for
T − T1 ≥ s∗(1/8),
|δ(x, T )| ≤ C‖φ‖∞e−λ1T cδEYx
(
e
Y 2T1
/8
)
/P Yx (ρ > T )
≤ C ′(x)e−λ1T /P Yx (ρ > T )→ 0 as T →∞,
the last convergence by (2.3) and (2.4). (2.3) also shows that the first term
in (4.16) is
lim
T→∞
EYx (ZT1ψ0(YT1)1(ρ > T1))
eλ0T1
ψ0(x)θ + r(T, x)
∫
φψ0 dm
= EYx
(
ZT1
ψ0(YT1)
ψ0(x)
1(ρ > T1)
)
eλ0T1
∫
φψ0 dm/θ (by (2.4))
= E∞x (ZT1)
∫
φψ0 dm/θ.
This establishes(4.15) and so completes the proof.
Proposition 4.5. Assume h ≥ 0 is a bounded Borel function on the
line.
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(a) There is a universal constant C4.5 > 0 such that for any t > 0,
lim
λ→∞
(λ2t)λ0EXX0
(∫
e−λX(t,x)h(x)X(t, x) dx
)
= C4.5
∫ ∫
h(w0 +
√
tz) exp
(
−t−1
∫
F (z + t−1/2(w0 − x0))dX0(x0)
)
× ψ0(z)dm(z)dX0(w0).
(b) There is a constant C such that for all λ, t > 0,
(λ2t)λ0EXX0
(∫
e−λX(t,x)h(x)X(t, x) dx
)
≤ C‖h‖∞X0(1).
Proof. Set T = log(λ2t). To simplify the expression obtained in Lemma 4.1,
introduce
IT (w0, y) = exp
(
−t−1
∫
HeT (y + t
−1/2(w0 − x0)) dX0(x0)
)
,
I∞(w0, y) = exp
(
−t−1
∫
F (y + t−1/2(w0 − x0)) dX0(x0)
)
,
and
Ψ(w0, x, T ) = E
Y
x
(
exp
(
−
∫ T
0
F (Ys)ds
)
ZTh(w0 +
√
tYT )IT (w0, YT )
)
.
then Lemma 4.1 states that for λ2t ≥ 1,
EXX0
(∫
e−λX(t,x)h(x)X(t, x) dx
)
= EB0
(
exp
(
−
∫ 1
0
V 1(u,B(u)) du
) ∫
Ψ(w0, B1, T ) dX0(w0)
)
.(4.17)
It follows from (4.1) and Lemma 4.3(a) that
0 ≤ F (x)−Hu(x) ≤ c(1)u(1−δ(4.10))/2 ∀u > 0, x ∈ R,
and so
(4.18)
0 ≤ (IT−I∞)(w0, YT ) ≤ X0(1)
t
c(1)eT (1−δ(4.10))/2 = c(1)X0(1)t−(1+δ(4.10))/2λ1−δ(4.10) .
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Therefore
Ψ(w0, x, T )
P Yx (ρ > T )
= EYx (ZT (Y )h(w0 +
√
tYT )IT (w0, YT )|ρ > T )
= EYx (ZT (Y )h(w0 +
√
tYT )I∞(w0, YT )|ρ > T ) + δ(T, x,w0),
(4.19)
where by (4.18),
(4.20)
|δ(T, x,w0)| ≤ ‖h‖∞CZc(1)X0(1)t−(1+δ(4.10))/2λ1−δ(4.10) → 0 as λ→∞.
Lemma 4.4, together with (4.19) and (4.20), show that
(4.21)
lim
λ→∞
Ψ(w0, x, T )
P Yx (ρ > T )
= E∞x (Z∞)
∫
h(w0 +
√
tz)I∞(w0, z)ψ0(z)dm(z)/θ,
and the first line in (4.19) implies
(4.22)
|Ψ(w0, x, T )|
P Yx (ρ > T )
≤ CZ‖h‖∞.
Apply (2.3) and (2.4) with δ = 1/8 to conclude
(4.23) |eλ0TP Yx (ρ > T )− θψ0(x)| ≤ cδeδx
2
e−(λ1−λ0)T .
Returning to (4.17) we have for λ2t ≥ 1 (assumed henceforth)
(λ2t)λ0EXX0
(∫
e−λX(t,x)X(t, x) dx
)
= EB0
[
exp
(
−
∫ 1
0
V 1(u,B(u)) du
) ∫ Ψ(w0, B1, T )
P YB1(ρ > T )
dX(w0)e
λ0TP YB1(ρ > T )
]
→ EB0
(
exp
(
−
∫ 1
0
V 1(u,B(u)) du
)
E∞B1(Z∞)
×
∫
h(w0 +
√
tz)I∞(w0, z)ψ0(z)dm(z)dX0(w0)ψ0(B1)
)(4.24)
as λ→∞, where (4.21) is used in the last and Dominated Convergence may
be applied thanks to (4.22), (4.23) and (2.5). This gives (a) with
(4.25) C4.5 = E
B
0
(
exp
(
−
∫ 1
0
V 1(u,Bu) du
)
E∞B1(Z∞(Y ))ψ0(B1)
)
.
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For (b), if λ2t ≥ 1, use (4.22), (4.23) and (2.5) to bound the second line in
the display (4.24) by
c‖h‖∞X0(1)EB0 (eB(1)
2/8) ≤ c‖h‖∞X0(1).
If λ2t < 1, the expression to be bounded is at most ‖h‖∞EXX0(Xt(1)) =‖h‖∞X0(1).
Here is the promised refinement of Lemma 4.3(a) giving the exact rate of
convergence in Proposition 3.1(a).
Proposition 4.6. (a) There is a constant C¯4.6 such that
sup
x
V∞(t, x)− V λ(t, x) ≤ C¯4.6t−
1
2
−λ0λ−(2λ0−1) ∀λ > 0.
(b) For any K ≥ 1 there is a C4.6(K) > 0 which is non-increasing in K
such that for any t > 0,
(4.26) inf
|x|≤K√t
V∞(t, x)− V λ(t, x) ≥ C4.6(K)t−
1
2
−λ0λ−(2λ0−1) ∀λ ≥ t−1/2,
and
(4.27)
inf
|x|≤K√t
V∞(t, x)− V λ(t, x) ≥ C4.6(K)(t−1 ∧ t−
1
2
−λ0)λ−(2λ0−1) ∀λ ≥ 1.
Proof. (a) Apply Proposition 4.5(b) and Lemma 4.2 to see that for
λ2t ≥ 1,
sup
x
V∞(t, x)− V λ(t, x) ≤ e6/tt−1/2−λ0C(2λ0 − 1)−1λ−(2λ0−1)
= C ′e6/tt−1(
√
tλ)−(2λ0−1).
For λ2t < 1, by (1.11) the lefthand side of the above is at most
sup
x
V∞(t, x) ≤ 2t−1 ≤ 2e6/tt−1(√tλ)−(2λ0−1).
This proves (a) but with an additional factor of e6/t. This can be removed by
applying the scaling result (1.7) and the above bound for t = 1 to conclude
that for all λ > 0,
(4.28)
V∞(t, x)− V λ(t, x) = t−1(V∞ − V
√
tλ)(1, x/
√
t) ≤ C¯t−1(√tλ)−(2λ0−1).
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(b) Set h = 1[−K,K] in Proposition 4.5 with X0 = δ0 and argue as in the first
line of (4.6) to see that for λ ≥ λ(t,K) and a universal positive constant c,
− d
dλ
∫ K
−K
e−V
λ(t,x)−e−V∞(t,x) dx = Eδ0
(∫
e−λX(t,x)h(x)X(t, x) dx
)
≥ c
∫ K/√t
−K/√t
exp(−t−1F (z))ψ0(z)dm(z)t−λ0λ−2λ0
= c0(t,K)λ
−2λ0 .
(4.29)
Integrate out λ to conclude that for λ ≥ λ(t,K),
∫ K
−K
V∞(t, x)− V λ(t, x) dx ≥
∫ K
−K
e−V
λ(t,x) − e−V∞(t,x) dx
≥ c0(t,K)
2λ0 − 1λ
1−2λ0 .(4.30)
If 0 < λ < λ(t,K), then
(4.31)∫ K
−K
(V∞ − V λ)(t, x) dx ≥
∫ K
−K
(V∞ − V λ(t,K))(t, x) dx ≡ c1(t,K) > 0.
The last inequality holds since the first line of (4.8) shows strict positivity
of V∞(t, x) − V λ(t, x) for all t > 0 and x. (4.30) and (4.31) imply that for
some c2(t,K) > 0,
(4.32)
∫ K
−K
(V∞ − V λ)(t, x) dx ≥ c2(t,K)λ1−2λ0 ∀λ ≥ 1.
From the third line of (4.8) we have
e−V
λ(t,x) − e−V∞(t,x) = Eδx
(
e
−Xt/2(V λt/2) − e−Xt/2(V∞t/2)
)
≥ Eδx
(
e
−Xt/2(V∞t/2)Xt/2(V∞t/2 − V λt/2)
)
≥ Eδx
(
e−(4/t)Xt/2(1)Xt/2(V∞t/2 − V λt/2)
)
(by(1.11)).
So if r = r(t) = 4/t and G = G(t) = V∞t/2 − V λt/2, we seek a lower bound on
(4.33) EXδx(e
−rXt/2(1)Xt/2(G)).
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If Vt(φ) denotes the nonlinear semigroup associated with X (see Section II.5
of Perkins (2002)), we may use the Campbell measure formula for Xt as
in (4.4) along with Vs(r) =
2r
2+rs (ie. the non-linear semigroup with φ ≡ r
constant) to see that if W is a Brownian motion starting at x, then for
|x| ≤ K, (4.33) equals
EWx ×EXδx
(
e−rXt/2(1) exp
(
−
∫ t/2
0
2r
2 + rs
ds
)
G(Wt/2)
)
= exp
( −2r
2 + (rt/2)
)(
1 +
rt
4
)−2 ∫
pt/2(y − x)G(y) dy
≥ c(t,K)
∫ K
−K
G(y) dy
≥ c′(t,K)λ−(2λ0−1), for all λ ≥ 1,(4.34)
the last by (4.32). Now use the first inequality in (4.2) and the above to
derive
inf
|x|≤K
V∞(t, x)− V λ(t, x) ≥ c′(t,K)λ−(2λ0−1) for all λ ≥ 1,
and where we may assume c′(t,K) > 0 is non-increasing in K for each t.
The scaling relation in (4.28) and the above bound for t = 1 shows that
for all λ ≥ t−1/2,
inf
|x|≤K√t
V∞(t, x)− V λ(t, x) = inf
|x|≤K
t−1(V∞ − V
√
tλ)(1, x)
≥ c′(1,K)t− 12−λ0λ−(2λ0−1).(4.35)
This gives (4.26) and it remains to prove (4.27). By (4.26) we may assume
t < 1 and 1 ≤ λ ≤ t−1/2. Then c(K) ≡ inf |x|≤K V∞(1, x) − V 1(1, x) > 0,
where the last inequality holds by the strict positivity of the difference for
each x as noted above. By scaling, as in the above display, the lefthand side
of (4.35) is at least t−1c(K) which implies (4.27).
The following Tauberian Theorem is implicit in Theorem 1 of de Haan and Stadtmu¨ller
(1985) (see especially p. 350). The explicit constants below are not given
there but follow from an elementary argument given in Appendix B below.
Lemma 4.7. Let U be the distribution function of a sub-probability on
(0,∞), set Uˆ(λ) = ∫∞0 e−λxdU(x) and let p > 0.
(a) Assume for some C2 > 0,
(4.36) Uˆ(λ) ≤ C2λ−p for all λ > 0.
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Then U(a) ≤ eC2ap for all a > 0.
(b) Assume (4.36) and for some C1 > 0, λ ≥ 0,
(4.37) Uˆ(λ) ≥ C1λ−p for all λ > λ.
If d1 =
C1
2
(
2 log
((
2p
e
)p
4eC2
C1
)
∨ 2p ∨ λ
)−p
, then
(4.38) U(a) ≥ d1ap for all a ∈ [0, 1].
In particular if p ≤ 1 and λ ≤ 4, then
(4.39) U(a) ≥ C1
4
(
log
(4eC2
C1
))−1
ap for all a ∈ [0, 1].
Theorem 4.8. Let X(t, x) be the density of super-Brownian motion sat-
isfying (1.1) with finite initial measure X0.
(a) PXX0(0 < X(t, x) ≤ a) ≤ eC¯4.6X0(1)t−(1/2)−λ0a2λ0−1 ∀a, t > 0, x ∈ R.
(b) For all K ≥ 1 there is a C4.8(K) > 0 such that if X0(1) ≤ Kt and
X0([x−K
√
t, x+K
√
t])/X0(1) ≥ K−2, then
(4.40)
PXX0(0 < X(t, x) ≤ a) ≥ C4.8(K)X0(1)t−(1/2)−λ0a2λ0−1 ∀ 0 ≤ a ≤
√
t.
In particular if |x− x0| ≤ K
√
t and t ≥ K−1, then
(4.41) PXδx0
(0 < X(t, x) ≤ a) ≥ C4.8(K)t−(1/2)−λ0a2λ0−1 ∀ 0 ≤ a ≤
√
t,
and if X0(1) ≤ K, X0([−K,K]) ≥ K−1, t ≥ K−1, and |x| ≤ K, then
(4.42)
PXX0(0 < X(t, x) ≤ a) ≥ C4.8(K2)K−1t−(1/2)−λ0a2λ0−1 ∀ 0 ≤ a ≤
√
t.
Proof. We will apply Lemma 4.7 to U(a) = P (0 < X(t, x) ≤ a). By
(1.9), (1.10), and translation invariance,
Uˆ(λ) = EXX0(e
−λX(t,x)1(X(t, x) > 0))
= exp
(
−
∫
V λ(t, y − x)dX0(y)
)
− exp
(
−
∫
V∞(t, y − x)dX0(y)
)
.
(4.43)
(a) Use Proposition 4.6(a) to see that for λ > 0,
(4.44)
Uˆ(λ) ≤
∫
(V∞ − V λ)(t, y − x)dX0(y) ≤ C¯4.6X0(1)t−(1/2)−λ0λ−(2λ0−1),
and so (a) is immediate from Lemma 4.7(a).
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(b) Consider first t = 1. By (4.43), (1.11) and (4.26) for λ ≥ 1,
Uˆ(λ) ≥ exp
(
−
∫
V∞(1, y − x)dX0(y)
) ∫
(V∞ − V λ)(1, y − x)dX0(y)
≥ exp(−2X0(1))C4.6(K)X0([x−K,x+K])λ−(2λ0−1)
≡ C1(K,x,X0)λ−(2λ0−1).
So by this and (4.44) we may use (4.39) in Lemma 4.7 (with p = 2λ0−1 < 1)
to see that
PXX0(0 < X(1, x) ≤ a) ≥
C1(K,x,X0)
4
(
log
(4eC¯4.6X0(1)
C1(K,x,X0)
))−1
a2λ0−1 ∀a ∈ [0, 1].
For general t we may use the scaling relation (4.28) and (4.43) to see that if
Xt0(A) = t
−1X0(
√
tA), then by the above for 0 ≤ a ≤ √t,
PXX0(0 < X(t, x) ≤ a)
= PXXt0
(0 < X(1, x/
√
t) ≤ a/√t)
≥ C1(K,x/
√
t,Xt0)
4
(
log
( 4eC¯4.6X0(1)/t
C1(K,x/
√
t,Xt0)
))−1
(a/
√
t)2λ0−1.(4.45)
A simple calculation, using the definition of C1, shows that there is a C0(K) >
0 so that if X0 is as in (b), then
C1(K,x/
√
t,Xt0) ≥ C0(K)X0(1)/t,
and so
log
(4eC¯4.6X0(1)/t
C1(K,x,X0)
)
≤ C3(K).
Use the above in (4.45) to conclude that
PXX0(0 < X(t, x) ≤ a) ≥ C(K)X0(1)t−1(a/
√
t)2λ0−1.
This proves (4.40), and the last two assertions follow by elementary reason-
ing. (The last follows first for K ≥ 4, and hence for all K ≥ 1.)
5. Proof of Theorem 1.3.
5.1. Lower Bound on the Hausdorff Dimension. Recall that X is as in
(1.1) and the boundary of the zero set is
(5.1)
BZt = ∂({x : X(t, x) = 0}) = {x : X(t, x) = 0,∀δ > 0Xt((x−δ, x+δ)) > 0}.
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The key step in our lower bound on the Hausdorff dimension of the boundary
of the zero set, dim(BZt), is the following second moment bound. The bound
will depend on on a diffusion parameter σ20 > 1, whose exact value is not
important (but σ20 = 6 will work). For a finite initial measure X0 and t > 0,
define X0pu(x) =
∫
pu(x− w0)X0(dw0) and
ht,X0(z1, z2) = t
−2λ0
2∏
i=1
X0pσ20t(zi)
+ t−λ0
∫ t
0
(t− s)−λ0p8σ20(t−s)(z1 − z2)X0p4σ20t(z1)) ds.(5.2)
Proposition 5.1. There is a constant C5.1 such that for all λ
2 ≥ (9/t),
and all z1, z2,
(a) λ4λ0EXX0(Xt(z1)Xt(z2)e
−λXt(z1)−λXt(z2)) ≤ C5.1ht,X0(z1, z2).
(b) ht,X0(z1, z2) ≤ C5.1(t−λ0−1/2X0(1)|z1 − z2|1−2λ0 + (t−λ0−1/2X0(1))2).
We will prove this result in Section 6 below, but first show how it can be
used to obtain lower bounds on dim(BZt). The lack of symmetry between
z1 and z2 in the definition of ht,X0 indicates that our bound is not optimal,
but it is the negative power along the diagonal which will be important for
us, and our results suggest that this is optimal.
If we introduce random measures
(5.3) Lλt (φ) = (λ
2t)λ0
∫
φ(x)Xt(x)e
−λX(t,x) dx,
then Proposition 4.5 shows that for some finite measure ℓt and any bounded
Borel φ,
lim
λ→∞
E(Lλt (φ)) = ℓt(φ),
and the above result shows that E(Lλt (1)
2) remains bounded as λ→∞.
Conjecture. There is a random finite non-trivial measure Lt on R such
that for any bounded continuous φ,
Lλt (φ)→ Lt(φ) in L2 as λ→∞.
Assuming this, it is then not hard to show that for some sequence λn ↑ ∞,
Lλnt approaches L
λ
t weakly on the space of measures a.s. and that Lt is
supported by BZt. We further conjecture that Lt(1) > 0 a.s. on {Xt(1) > 0}.
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If gβ(r) = r
−β for β > 0, and µ is a finite measure on R, and A is an
analytic subset of R, let
〈µ, µ〉gβ =
∫ ∫
gβ(|x− y|) dµ(x)dµ(y),
I(gβ)(A) = inf{〈µ, µ〉gβ : µ a probability supported by A}.
Then the gβ-capacity of A is C(gβ)(A) = I(gβ)(A)
−1 (see, e.g. Hawkes
(1979), Section 3).
Theorem 5.2. For every K ≥ 1 there is a positive constant C5.2(K),
non-increasing in K, so that for any analytic subset A of [−K,K], initial
measure, X0, satisfying X0(1) ≤ K and X0([−K,K]) ≥ 1/K, and t ∈
[K−1,K],
PXX0(A ∩BZt 6= ∅) ≥ C5.2(K)C(g2λ0−1)(A).
Proof. Let 0 < δ0 < e
−1, and let 0 < k1 < 1 < k2 be the solutions of
δ0 = kie
−ki . We will choose δ0 small enough below, noting that as δ ↓ 0,
k1(δ) ↓ 0 and k2(δ) ↑ ∞. We approximate BZt by
BZ(ε) ≡ {x : X(t, x)e−X(t,x)/ε ≥ δ0ε} = {x : k1ε ≤ X(t, x) ≤ k2ε},
where the second equality is by an elementary calculus argument and we
have suppressed dependence on t > 0. Now fix K ≥ 1 and assume X0 and
t are is in the statement of the Theorem. Let F be a compact subset of
[−K,K]. If I(A) = I(g2λ0−1)(A) and C(A) = C(g2λ0−1)(A), we may choose
{xNi : 1 ≤ i ≤ N} ⊂ F so that (suppressing the superscript N) as N →∞,
(5.4) IN ≡ 1
N(N − 1)
∑
i
∑
j 6=i
|xi − xj|−(2λ0−1 → I(F ) = 1/C(F ).
By Theorem 4.8 there are constants C¯(K) > C(K) > 0 so that for
0 < ε < ε0(K),
P (k1ε ≤ X(t, xi) ≤ k2ε)
≥ [C(K)k2λ0−12 − C¯(K)k2λ0−11 ]ε2λ0−1
≥ ε2λ0−1,
where in the last line we have chosen δ0 = δ0(K) sufficiently small so that
k2 is very large and k1 is close to 0. Therefore by inclusion-exclusion and
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Proposition 5.1, for ε < ε0(K),
PXX0(F ∩BZ(ε) 6= ∅) ≥
N∑
i=1
PXX0(xj ∈ BZ(ε))−
∑∑
i 6=jP
X
X0(xi, xj ∈ BZ(ε))
≥ Nε2λ0−1 −
∑
i 6=j
EXX0(X(t, xi)X(t, xj)e
−X(t,xi)/ε−X(t,xj)/ε)
(δ0ε)2
≥ Nε2λ0−1 − c′(K)
∑
i 6=j
(1 + |xi − xj |1−2λ0)ε4λ0−2
≥ Nε2λ0−1 − c(K)[Nε2λ0−1]2IN .
Now choose εN → 0 so that Nε2λ0−1N = 12IN c(K) . Therefore
PXX0(F ∩BZ(εN ) 6= ∅) ≥
1
4c(K)IN
→ (4c(K))−1C(F ) as N →∞.
This implies that
PXX0(F ∩BZ(εN ) 6= ∅ infinitely often ) ≥ (4c(K))−1C(F ).
An elementary argument shows that the event on the left-hand side implies
that F ∩BZt 6= ∅ and so the proof is complete for A = F compact. Use the
inner regularity of capacity to now extend the result to analytic subsets of
[−K,K].
Corollary 5.3. Let A be an analytic set such that C(g2λ0−1)(A) > 0.
Then for any non-zero X0 and any t > 0, P
X
X0
(A ∩BZt 6= ∅) > 0.
Proof. Choose K large enough so that C(g2λ0−1)(A ∩ [−K,K]) > 0
(inner regularity of capacity), X0([−K,K]) ≥ 1/K, and K > t∨t−1∨X0(1).
The result is then immediate from the above theorem.
Lemma 5.4. Let α = 2λ0 − 1 and let Z be the subordinator starting at
zero with Le´vy measure ν where
H(x) = ν([x,∞)) = x−α(log((1/x) + 1))2.
Then
(5.5) C(gα)({Zs : s ∈ (0, 1)}) > 0 a.s.
and
any analytic set A satisfying dim(A) < 2− 2λ0 is polar for Z,
i.e., P (Zt ∈ A for some t > 0) = 0.(5.6)
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Proof. If
g(λ) =
∫ ∞
0
1− e−λu dν(u) = λ
∫ ∞
0
H(u)e−λu du,
then Karamata’s Abelian-Tauberian theorem and a short calculation shows
that for some c > 0, limλ→∞ g(λ)/(λα(log λ)2) = c. If
f(r) = rα(log(1/r))−2(log log(1/r))1−α
and f − m(A) is the f -Hausdorff measure of A, then Fristedt and Pruitt
(1971) (see also Lemma 2.1 of Hawkes (1975)) shows that
f −m({Zs : s ≤ t}) = cH t for some positive cH .
By Taylor (1961), this implies (5.5). Note that limt→0+
tg(1/t)
t1−α log(1/t)2
= c, and
so by Theorem 4.4(iii) of Hawkes (1975), (5.6) also holds. (A short calculus
argument shows that (logH)′′ ≥ 0 and so by Theorem 2.1 of Hawkes (1975),
the condition B of Theorem 4.4(iii) is valid.)
Recall that dim(B) is the Hausdorff dimension of a set B ⊂ R.
Theorem 5.5. If X0 6= 0 and t > 0, then PXX0(dim(BZt) ≥ 2−2λ0) > 0.
Proof. Let Zt be as in Lemma 5.4 and set F = {Zs : s ∈ (0, 1)}. We
assume Z is independent of the super-Brownian motion X and so work on
the product space (Ω,F , P ) = (ΩX ,FX , PXX0)× (ΩZ ,FZ , PZ0 ). By (5.5) and
Corollary 5.3 we have P (BZt(ω1) ∩ F (ω2) 6= ∅) > 0. This implies that,
PXX0({ω1 : PZ0 ({ω2 : F (ω2) ∩BZt(ω1) 6= ∅}) > 0}) > 0.
By (5.6), this in turn implies that PXX0(dim(BZt) ≥ 2−2λ0) > 0, as required.
5.2. Upper Bound on the Hausdorff Dimension. We begin with a clas-
sical result on the modulus of continuity of the density X(t, x), t > 0, of
super-Brownian motion, the solution of (1.1), where the initial condition is
an arbitrary finite measure X0.
Notation. If (ti, xi) ∈ R+ × R for i = 1, 2, let
d((t1, x1), (t2, x2)) =
√
|t1 − t2|+ |x1 − x2|.
The following is an easy consequence of Theorem II.4.2 (and its proof)
of Perkins (2002) and standard consequences of Kolmogorov’s continuity
criteria. (One should use the decomposition (III.4.11) in Perkins (2002) for
t ≥ 2t0.)
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Proposition 5.6. If ξ ∈ (0, 1/2), then for any K ∈ N there is a
ρ(K, ξ, ω) > 0 a.s. such that
∀(t, x) ∈ [K−1,K]× [−K,K], d((t, x), (t′, x′)) ≤ ρ
implies |X(t′, x′)−X(t, x)| ≤ d((t′, x′), (t, x))ξ .(5.7)
Moreover there is a δ5.6 > 0, depending only on ξ, and a constant C(X0(1),K, ξ)
so that
(5.8) PXX0(ρ(K, ξ) ≤ r) ≤ C(K,X0(1), ξ)rδ5.6 for all r > 0.
Near the zero set Z = {(t, x) : X(t, x) = 0} one can improve the above
modulus since the noise term in (1.1) will be mollified. This idea plays a cen-
tral role in the pathwise uniqueness arguments in Mytnik, Perkins and Sturm
(2006) and Mytnik and Perkins (2011). The following result can be derived
using the same proof as that of Theorem 2.3 in Mytnik and Perkins (2011)
(see also Corollary 4.2 of Mytnik, Perkins and Sturm (2006)). There are a
few minor changes as these references study the difference of two solutions
as opposed to the solution itself. The minor changes that are required are
outlined in Appendix C.
Theorem 5.7. If ξ ∈ (0, 1), then for any K ∈ N there is a ρ5.7(K, ξ, ω) >
0 a.s. such that
∀(t, x) ∈ Z such that t ≥ K−1, d((t, x), (t′, x′)) ≤ ρ5.7
implies X(t′, x′) ≤ d((t′, x′), (t, x))ξ .(5.9)
In order to get a good cover of BZt we need a version of our low density
bound Theorem 4.8(a) for small intervals. (Set M = 1 and ε = a in the
following result to compare.)
Theorem 5.8. There is a C5.8 > 0 so that for all t > 0, M ≥ 1,
0 < ε ≤ √t, x ∈ R, and X0,
PX0(0 < Xt([x, x+ ε]) ≤ ε2M) ≤ C5.8X0(1)t−(1/2)−λ0M19ε2λ0−1.
This will be proved in Section 7 below. We now show how it gives an
upper bound on dim(BZt).
Theorem 5.9. For all t > 0, dim(BZt) ≤ 2− 2λ0 PXX0-a.s.
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Proof. By scaling we may take t = 1. By translation invariance, it suf-
fices to show
(5.10) dim(BZ1 ∩ [0, 1]) ≤ 2− 2λ0 PXX0 − a.s.
Fix δ > 0 and choose ξ ∈ (0, 1) so that 19(1− ξ) < δ. Let ρ5.7(ξ, ω) be as in
Theorem 5.7 with K = 2. Then by Theorems 5.8 and 5.7 for any x ∈ [0, 1]
and 0 < ε ≤ 1,
PXX0([x, x + ε] ∩BZ1 6= ∅, 3ε < ρ5.7) ≤ PXX0(0 < X1((x− ε, x+ 2ε)) ≤ 6εξ+1)
≤ CX0(1)ε2λ0−1+19(ξ−1)
≤ CX0(1)ε2λ0−1−δ.
A standard covering argument using intervals of the form [i/N, (i + 1)/N ]
now gives dim(BZ1 ∩ [0, 1]) ≤ 2− 2λ0 + δ and (5.10) follows.
Theorem 1.3 is now immediate from Theorems 5.5 and 5.9.
6. Proof of Proposition 5.1. We now consider the proof of Proposi-
tion 5.1. As before, Y is the Ornstein-Uhlenbeck process starting with law
µ under P Yµ and we enlarge this space to include an independent random
variableW0 with “law” X0. The same convention is in place on the space car-
rying a standard Brownian motion starting at 0 under PB0 , and P
′
t denotes
the Brownian semigroup. We fix a pair of bounded non-negative continuous
functions on the line, φi, i = 1, 2, and define
(6.1) ψλ(u, x) = EB0
(
φ2(λ
−1Buλ2 + x) exp
{
−
∫ λ2u
0
V 1(r,Br) dr
})
.
Lemma 6.1. There is a constant C6.1 so that for all λi ≥ 0, λ2i t ≥ 1, if
T i = log(λ2i t), then
EXX0
(∫ ∫
φ1(x1)φ(x2) exp(−λ1Xt(x1)− λ2Xt(x2))dXt(x1)dXt(x2)
)
≤C6.1
2∏
i=1
EYm(φi(W0 +
√
tYT i)1(ρ > T
i))
+
∫ t
0
EB0
(∫
φ1(W0 +Bt) exp
(
−
∫ t
0
V λ1t−r(Bt −Br) dr
)
× ψλ2(t− s,W0 +Bs)
)
ds.
(6.2)
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Proof. For λi ≥ 0, xi ∈ R (i=1,2) and δ > 0 let ~λ = (λ1, λ2), ~x = (x1, x2)
and Vt(x) = V
δ,~λ,~x
t (x) be the unique smooth solution of
(6.3)
∂V
∂t
=
∆V
2
− V
2
2
, V0(·) = λ1pδ(· − x1) + λ2pδ(· − x2),
so that
(6.4) EXX0(e
−λ1P ′δXt(x1)−λ2P ′δXt(x2)) = exp(−X0(Vt))
(recall (3.5) and (3.6)). Let U
(j)
t (x) ≡ U (j),δ,
~λ,~x
t (x) denote the unique solution
of
(6.5)
∂U
(j)
t
∂t
=
∆U
(j)
t
2
− V δ,~λ,~xt U (j)t , U (j)0 (·) = pδ(· − xj),
so that by Feynmann-Kac (see p. 268 of Karatzas and Shreve (1991)),
(6.6) U
(j)
t (x) = E
B
x
(
pδ(Bt − xj) exp
(
−
∫ t
0
V δ,
~λ,~x
t−s (Bs) ds
))
.
Next define
(6.7) V˜ δ,
~λ,~x
t (x) = V
δ,0,λ2,~x
t (x) +
∫ λ1
0
U
(1),δ,λ,λ2,~x
t (x) dλ.
In the above it is easy to justify differentiation with respect to t and x
through the integral and so by (6.5) we have
(6.8)
∂V˜
∂t
− ∆V˜
2
= −(V
δ,0,λ2,~x
t )
2
2
−
∫ λ1
0
V δ,λ,λ2,~xt U
(1),δ,λ,λ2,~x
t dλ,
and by integration by parts,
(6.9)
(V˜ δ,
~λ,~x
t )
2
2
=
(V δ,0,λ2,~xt )
2
2
+
∫ λ1
0
V δ,λ,λ2,~xt U
(1),δ,λ,λ2,~x
t dλ.
A quick check of the initial condition at t = 0 and a comparison of (6.8) and
(6.9) show that V˜ satisfies (6.3) and so V˜ = V . Continuity of V in ~λ is clear
from (6.4) and hence continuity of U (j) in ~λ follows from (6.6). This allows
us to differentiate (6.7) with respect to λ1 and conclude
(6.10)
∂V δ,
~λ,~x
∂λ1
= U (1),δ,
~λ,~x, and symmetrically,
∂V δ,
~λ,~x
∂λ2
= U (2),δ,
~λ,~x.
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We can differentiate the left-hand side of (6.4) (set X0 = δx) with re-
spect to λ1 and then λ2 under the integral. This shows that U
δ,~λ,~x
t (x) =
∂2
∂λ2∂λ1
(V δ,
~λ,~x) exists and is continuous in ~λ, and the differentiation yields
(use (6.10))
EXX0
( 2∏
i=1
(P ′δXt(xi)e
−λiP ′δXt(xi))
)
= exp(−X0(V δ,~λ,~xt ))[X0(U (1),δ,
~λ,~x)X0(U
(2),δ,~λ,~x)−X0(U δ,~λ,~x)]
≡ T1(δ, ~λ, ~x)− T2(δ, ~λ, ~x).(6.11)
It is clear from (3.6) that if V δ,λi,xi is the solution to (6.3) with initial
condition V δ,λi,xi0 (·) = λipδ(· − xi), then
(6.12) V δ,
~λ,~x ≥ V δ,λi,xi for i = 1, 2.
Using the above and (6.6), we see that∫ ∫
φ1(x1)φ2(x2)T1(δ, ~λ, x1, x2) dx1dx2
≤
∫ ∫ 2∏
i=1
φi(xi)E
B
0
(
pδ(W0 +Bt − xi)
× exp
(
−
∫ t
0
V δ,λi,xit−s (W0 +Bs) ds
))
dx1dx2
The above equals∫ ∫ 2∏
i=1
φi(xi)E
B
0
(
pδ(W0 +Bt − xi)
× exp
(
−
∫ t
0
V δ,λi,0t−s (W0 +Bs − xi) ds
))
dx1dx2
=
2∏
i=1
EB0
(
φi(W0 +Bt+δ) exp
(
−
∫ t
0
V δ,λi,0t−s (Bs −Bt+δ)ds
))
.
(6.13)
An elementary argument using (3.6) shows that
(6.14) lim
δ↓0
exp(−V δ,λi,0t−s (Bs −Bt−δ)) = exp(−V λit−s(Bs −Bt)).
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The elementary bound V (φ)(t, x) ≤ P ′t(φ)(x) for φ non-negative, bounded
and measurable shows that
(6.15) V δ,λi,0t−s (Bs −Bt+δ) ≤ P ′t−s(λipδ)(Bs −Bt+δ) ≤ λi(t− s)−1/2.
The above two results allows us to apply Dominated Convergence in (6.13)
and conclude that
lim sup
δ↓0
∫ ∫
φ1(x1)φ2(x2)T1(δ, ~λ, x1, x2) dx1dx2
≤
2∏
i=1
EB0
(
φi(W0 +Bt) exp
(
−
∫ t
0
V λi(t− s,Bt −Bs)ds
))
=
2∏
i=1
EB0
(
φi(W0 +Bt) exp
(
−
∫ t
0
V λi(s,Bs)ds
))
(time reversal)
=
2∏
i=1
EB0
(
φi(W0 + λ
−1
i Bλ2i t
) exp
(
−
∫ λ2i t
0
V 1(u,Bu)du
))
(by the scaling (1.7))
≤
2∏
i=1
EBm
(
φi(W0 + λ
−1
i Bλ2i t−1)
× exp
(
−
∫ λ2i t−1
0
(1 + u)V 1(1 + u,Bu)
)
(1 + u)−1 du
)
,
where we have used the Markov property at t = 1 in the last line. Now
proceed as in the proof of Proposition 4.5, using Lemma 4.3(b), to conclude
that
lim sup
δ↓0
∫ ∫
φ1(x1)φ2(x2)T1(δ, ~λ, x1, x2) dx1dx2
≤ C
2∏
i=1
EYm(φi(W0 +
√
tYT i)1(ρ > T
i)).(6.16)
Consider next the contribution from T2 in (6.11). By (6.10) and (6.6) we
have
∂
∂λ2
V δ,
~λ,~x
t−s (x) ≤ EBx (pδ(Bt−s − x2)) ≤ (t− s)−1/2.
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As the above bound is Lebesgue integrable, the Dominated Convergence
Theorem and (6.10) give
∂
∂λ2
∫ t
0
V δ,
~λ,~x
t−s (Bs)ds =
∫ t
0
U
(2),δ,~λ,~x
t−s (Bs)ds.
This in turn allows us to differentiate (6.6) (with j = 1) with respect to λ2
and conclude
U δ,
~λ,~x
t (x) = −EBx
(
pδ(Bt − x1) exp
(
−
∫ t
0
V δ,
~λ,~x
t−r (Br)dr
)
×
∫ t
0
U
(2),δ,~λ,~x
t−s (Bs)ds
)
.
Therefore −T2(δ, ~λ, ~x) ≥ 0 and
−
∫ ∫
T2(δ, ~λ, ~x)φ1(x1)φ2(x2)dx1dx2
≤
∫ ∫
EB0
(
pδ(W0 +Bt − x1) exp
(
−
∫ t
0
V δ,
~λ,~x
t−r (W0 +Br)dr
)
φ1(x1)
×
∫ t
0
U
(2),δ,~λ,~x
t−s (W0 +Bs)ds
)
φ2(x2)dx1dx2
)
≤
∫ t
0
EB0
(∫
pδ(W0 +Bt − x1) exp
(
−
∫ t
0
V δ,λ1,x1t−r (W0 +Br)dr
)
φ1(x1)
×
∫
EBˆB(s)+W0
(
pδ(Bˆt−s − x2) exp
(
−
∫ t−s
0
V δ,λ2,x2t−s−u (Bˆu)du
))
φ2(x2)dx2dx1
)
ds.
In the last line Bˆ is a Brownian motion and we have used (6.12) and (6.6).
The above equals∫ t
0
EB0
(
φ1(W0 +Bt+δ) exp
(
−
∫ t
0
V δ,λ1,0t−r (Br −Bt+δ)dr
)
× EBˆBs+W0
(
φ2(Bˆt−s+δ) exp
(
−
∫ t−s
0
V δ,λ2,0t−s−u(Bˆu − Bˆt−s)du
)))
ds
→
∫ t
0
EB0
(
φ1(W0 +Bt) exp
(
−
∫ t
0
V λ1t−r(Bt −Br)dr
)
× EBˆBs+W0
(
φ2(Bˆt−s) exp
(
−
∫ t−s
0
V λ2t−s−u(Bˆt−s − Bˆu)du
)))
ds,
as δ ↓ 0. Here we used Dominated Convergence and (6.15) as in (6.14). If
B′u = Bˆt−s − Bˆt−s−u (a Brownian motion starting at 0), then the above
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shows that
lim sup
δ↓0
[
−
∫ ∫
T2(δ, ~λ, ~x)φ1(x1)φ2(x2)dx1dx2
]
≤
∫ t
0
EB0
(
φ1(W0 +Bt) exp
(
−
∫ t
0
V λ1t−r(Bt −Br)dr
)
× EB′Bs+W0(φ2(W0 +Bs +B′t−s) exp
(
−
∫ t−s
0
V λ2r (B
′
r)dr
)))
ds
=
∫ t
0
EB0
(
φ1(W0 +Bt) exp
(
−
∫ t
0
V λ1(t− r,Bt −Br)dr
)
× ψλ2(t− s,W0 +Bs)
)
ds.
(6.17)
The last line is an easy consequence of the scaling relation (1.7). Now use
(6.11) and Fatou’s lemma to see that
EXX0
(∫ ∫
φ1(x1)φ2(x2)Xt(x1)Xt(x2)e
−λ1Xt(x1)−λ2Xt(x2)dx1dx2
)
≤ lim inf
δ↓0
[∫ ∫ 2∏
i=1
φi(xi)T1(δ, ~λ, ~x)dx1dx2
+
∫ ∫ 2∏
i=1
φi(xi)(−T2(δ, ~λ, ~x))dx1dx2
]
.
Finally apply (6.16) and (6.17) to bound the above by the required expres-
sion.
Proof of Proposition 5.1. Let T1 and T2 denote the first and second terms,
respectively on the right-hand side of (6.2), where t and λ = λ1 = λ2 are
fixed as in Proposition 5.1, and let T = log(λ2t). Consider first the much
easier T1. Recall from (2.3)-(2.5) we have for any δ > 0,
(6.18) P Yx (ρ > T ) ≤ cδeδx
2
e−λ0T .
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Therefore
λ2λ0EYm(φi(W0 +
√
tYT )1(ρ > T ))
= λ2λ0
∫ ∫ ∫
φi(w0 +
√
ty)qT (y0, y)dm(y0)dm(y)dX0(w0)
≤
∫ ∫
φi(w0 +
√
ty)λ2λ0P Yy (ρ > T )dm(y)dX0(w0)
≤
∫ ∫
φi(w0 +
√
ty)t−λ0cδeδy
2
dm(y)dX0(w0),
the last by (6.18). Now let σ2 = (1−2δ)−1. A simple substitution now shows
the above is at most
ct−λ0
∫
φi(xi)X0ptσ2(xi)dxi.
This in turn implies
(6.19) λ4λ0T1 ≤ cσ2t−2λ0
∫ ∫ 2∏
i=1
[φi(xi)X0ptσ2(xi)] dx1dx2,
where here σ2 is any number greater than 1. Below we will choose a conve-
nient value of σ2 when doing the T2 bound.
Turning now to T2, we can write T2 =
∫ t
0 T2(s)ds, where T2(s) is the
integrand on the right-hand side of (6.2). We may replace the Brownian
motion Bt with λ
−1Btλ2 (the new B is still a Brownian motion starting at
0) and use the scaling relation (1.7) to conclude after a short and familiar
argument that
T2(s) = E
B
0
(
φ1(W0 + λ
−1Btλ2)ψ
λ(t− s,W0 + λ−1(Bλ2t −Bλ2(t−s)))
× exp
(
−
∫ λ2t
0
V 1(r,Br) dr
))
.
(6.20)
Case 1. Assume λ2(t− s) > 1.
Apply the Markov property of B at time 1 to the right-hand side of (6.20)
and conclude that
T2(s) ≤ EBm
(
φ1(W0 + λ
−1Btλ2−1)ψ
λ(t− s, λ−1(Btλ2−1 −Bλ2(t−s)−1))
× exp
(
−
∫ λ2t−1
0
V 1(r + 1, Br) dr
))
,
(6.21)
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where B remains independent of W0. As before, Y (u) = B(e
u− 1)e−u/2 is a
stationary Ornstein-Uhlenbeck process. If U = log(λ2(t− s)), then arguing
as in the proof of Lemma 4.1, we may re-express (6.21) as
T2(s) ≤ EYm
(
φ1(W0 +
√
tYT )ψ
λ(t− s,W0 +
√
tYT −
√
t− sYU)
× exp
(
−
∫ T
0
Heu(Yu) du
))
≤ eCZEYm
(
φ1(W0 +
√
tYT )ψ
λ(t− s,W0 +
√
tYT −
√
t− sYU)
× exp
(
−
∫ T
0
F (Yu) du
))
,(6.22)
where we used Lemma 4.3 in the last inequality. The above equals
eCZ
∫
φ1(w0 +
√
ty2)ψ
λ(t− s,w0 +
√
ty2 −
√
t− s y1)qU (y0, y1)
× qT−U(y1, y2)dm(y0)dm(y1)dm(y2)dX0(w0)
≤ Cδ1
∫
φ1(w0 +
√
ty2)ψ
λ(t− s,w0 +
√
ty2 −
√
t− s y1)
× eδ1y21(t− s)−λ0λ−2λ0qT−U (y1, y2)dm(y1)dm(y2)dX0(w0),
(6.23)
where in the last line, 1/2 > δ1 > 0, and we used (6.18) and the symmetry
of qU in integrating out y0.
At this point we take a break from the long proof and obtain a bound on
ψλ.
Lemma 6.2. For any σ20 > 1 there is a C6.2(σ
2
0) such that for all x and
all 0 ≤ s < t,
ψλ(t− s, x) ≤ C6.2λ−2λ0(t− s)−λ0P ′σ20(t−s)φ2(x).
Proof. If λ2(t − s) ≤ 1, we can drop the negative exponential in the
definition of ψλ and note that λ−2λ0(t− s)−λ0 ≥ 1 to conclude that
ψλ(t− s, x) ≤ λ−2λ0(t− s)−λ0P ′t−sφ2(x),
from which the required bound follows easily.
Assume now that λ2(t − s) > 1. If Y and U are as above, then the
same reasoning leading to (6.22) and (6.23) above (compare the definition
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of ψλ with the right-hand side of (6.20) without the ψλ) leads to (for any
0 < δ < 1/2)
ψλ(t− s, x) ≤ CEYm
(
φ2(
√
t− sYU + x) exp
(
−
∫ U
0
F (Yu) du
))
≤ Cδ(t− s)−λ0λ−2λ0
∫
φ2(x+
√
t− s y)eδy2dm(y).(6.24)
An elementary argument now gives the required bound with σ20 = (1−2δ)−1.
Returning to the proof of Proposition 5.1 in Case 1, we use the above
lemma in (6.23) and then the substitution z1 = w0 +
√
ty2, to obtain
T2(s) ≤ C(σ20 , δ1)λ−4λ0(t− s)−2λ0
×
∫ ∫ ∫
φ1(w0 +
√
ty2)P
′
σ20(t−s)φ2(w0 +
√
ty2 −
√
t− s y1)eδ1y21
× qT−U(y1, y2)dm(y1)dm(y2)dX0(w0)
≤ C(σ20 , δ1)λ−4λ0(t− s)−2λ0
∫ ∫
φ1(z1)φ2(z2)
×
[∫ ∫
pσ20(t−s)(z2 − z1 +
√
t− s y1)qlog(t/t−s)(y1, (z1 − w0)t−1/2)
× eδ1y21pt(z1 − w0)dm(y1)dX0(w0)
]
dz1dz2.
(6.25)
Case 1a Assume also t/2 ≤ s.
Let δ =
√
2−1
2 for which e
−s∗(δ) = 1/2 (recall that s∗(δ) is as in (2.1)).
Therefore log(t/t− s) ≥ log 2 = s∗(δ), and so by (2.2),
qlog(t/t−s)(y1, (z1 − w0)t−1/2) ≤ ce−λ0 log(t/t−s) exp(δ(y21 + (z1 −w0)2t−1)).
If δ1 = δ and σ
2
0 = (1 − 4δ)−1 = (3 − 2
√
2)−1 ≤ 6, this implies that the
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expression in square brackets in (6.25) is at most
ct−λ0(t− s)λ0
∫ ∫
pσ20(t−s)(z2 − z1 +
√
t− s y1)e2δy21dm(y1)
× exp(δ(z1 − w0)2/t)pt(z1 − w0)dX0(w0)
≤ ct−λ0(t− s)λ0
∫ ∫
pσ20(t−s)(z2 − z1 + w) exp(−(1− 4δ)w
2/(2(t − s)))
× (2π(t− s))−1/2dw exp(−(1− 2δ)(z1 − w0)2/2t)(2πt)−1/2dX0(w0)
≤ ct−λ0(t− s)λ0
∫
pσ20(t−s)(z2 − z1 + w)pσ20(t−s)(w)dwX0pσ20t(z1)
= ct−λ0(t− s)λ0p2σ20(t−s)(z2 − z1)X0pσ20t(z1).
Use the above in (6.25) to conclude that in Case 1a,
T2(s) ≤ Cλ−4λ0(t− s)−λ0t−λ0
×
∫
φ1(z1)φ2(z2)p2σ20(t−s)(z2 − z1)X0pσ20t(z1)dz1dz2.(6.26)
Case 1b. Assume 0 ≤ s < t/2 (≤ t− λ−2).
The last inequality is immediate by our hypothesis that λ2t ≥ 9 > 2. Return
to (6.25) with the choices of δ1 and σ
2
0 made in the previous case and let
R = log(t/t− s). Bounding the transition density (with respect to Lebesgue
measure) of the killed Ornstein-Uhlenbeck process starting at y1 by the un-
killed process and noting the latter has a normal density with mean y1e
−R/2
and variance 1− e−R, we get
qR(y1, z)e
−z2/2(2π)−1/2 ≤ exp
(−(z − y1e−R/2)2
2(1− e−R)
)
(2π)−1/2(1− e−R)−1/2.
Setting z = z1−w0√
t
and simplifying, this becomes
qR(y1, (z1 − w0)/
√
t)pt(z1 − w0) ≤ ps(z1 − w0 −
√
t− sy1).
Now use this in (6.25) to conclude
T2(s) ≤Cλ−4λ0(t− s)−2λ0
∫ ∫
φ1(z1)φ2(z2)
×
∫ [∫
pσ20(t−s)(z2 − z1 +
√
t− s y1)eδ1y21
× ps(z1 − w0 −
√
t− s y1)dm(y1)
]
dX0(w0)dz1dz2.(6.27)
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The fact that σ20 = (1− 4δ1)−1 > (1− 2δ1)−1 > 1 and a simple substitution
shows that the term in square brackets is at most
(6.28)
fs,t(z1, z2, w0) =
∫
pσ20(t−s)(z2 − z1 + w)pσ20(t−s)(w)pσ20s(z1 − w0 − w) dw.
We claim that
(6.29) fs,t(z1, z2, w0) ≤ cp8σ20(t−s)(z2 − z1)p4σ20t(z1 − w0).
By scaling it suffices to obtain the above for σ0 = 1. Set a = z1 − z2 and
b = z1 − w0, so that
fs,t(z1, s2, w0) =
∫
pt−s(w − a)pt−s(w)ps(b− w)dw.
A simple calculation (complete the square) shows that
fs,t(z1, s2, w0) = (2π)
−1(t2 − s2)−1/2 exp
(
−a
2t+ 2b2(t− s)− 2ab(t− s)
2(t2 − s2)
)
.
Now use ab ≤ αa2 + (4α)−1b2 with α = 5/16 to see that
fs,t(z1, s2, w0) ≤ (2π)−1(t2 − s2)−1/2 exp
(
−a
2(1− 2α)
2(t+ s)
)
exp
(
−b
2(2− (2α)−1)
2(t+ s)
)
≤ (2π)−1(t2 − s2)−1/2 exp
(
−a
2(1− 2α)
6(t− s)
)
exp
(
−b
2(2− (2α)−1)
3t
)
≤ (2π)−1(t− s)−1/2 exp
(
− a
2
16(t− s)
)
t−1/2 exp
(
−b
2
8t
)
,
where we use s < t/2 in the next to last line and the value of α in the last
line. This completes the proof of (6.29).
Now insert (6.29) into (6.27), noting that (t− s)−λ0 ≤ ct−λ0 , to conclude
that in Case 1b,
T2(s) ≤ Cλ−4λ0(t− s)−λ0t−λ0
×
∫ ∫
φ1(z1)φ2(z2)p8σ20(t−s)(z2 − z1)X0p4σ20t(z1) dz1dz2.(6.30)
Case 2. Assume λ2(t− s) ≤ 1.
Use (6.20), the Markov property at time 1 and then argue as in (6.23) to
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see that
T2(s) ≤ EB0
(
EBB1(ω)
(
φ1(W0 + λ
−1Bλ2t−1)ψ
λ(t− s,W0 + λ−1(Bλ2t−1 −Bλ2(t−s)(ω)))
× exp
(
−
∫ λ2t−1
0
V 1(r + 1, Br) dr
)))
≤ C
∫ ∫
pλ2(t−s)(x0)p1−λ2(t−s)(x1 − x0)
× EYx1
(
φ1(W0 +
√
tYT )ψ
λ(t− s,W0 +
√
tYT − x0λ−1)
× exp
(
−
∫ T
0
F (Yu)du
))
dx1dx0.
By definition, ψλ(t− s, x) ≤ P ′t−sφ2(x), and so arguing as in the derivation
of (6.25) we get
T2(s) ≤ C
∫ ∫
φ1(z1)φ2(z2)
[ ∫ ∫ ∫
pt−s(z2 − z1 + x0
λ
)pλ2(t−s)(x0)
× p1−λ2(t−s)(x1 − x0)qT (x1, (z1 − w0)t−1/2)
× pt(z1 −w0)dx1dx0dX0(w0)
]
dz1dz2.
(6.31)
Let gs,t(z1, z2) denote the expression in square brackets. A simple calculation
shows that our condition λ2t ≥ 9 implies T ≥ s∗(1/8), and so by (2.2),
qT (x1, (z1 − w0)t−1/2) ≤ C(λ2t)−λ0 exp
(1
8
(x21 +
(z1 − x0)2
t
)
)
.
First use this in (6.31), and then set σ21 = 4/3 and use 1−λ2(t− s) ≤ 1 and
an easy calculation to obtain
gs,t(z1, z2) ≤ Cλ−2λ0t−λ0
∫ ∫
pt−s(z2 − z1 + (x0/λ))pλ2(t−s)(x0)
× p1−λ2(t−s)(x1 − x0)ex
2
1/8dx1dx0pσ2t(z1 − w0)dX0(w0)
≤ Cλ−2λ0t−λ0
∫
pt−s(z2 − z1 + (x0/λ))pλ2(t−s)(x0)
× ex20/4dx0X0pσ21t(z1).
If σ22 =
λ2(t−s)
1−λ2(t−s)/2 , then
(6.32) λ2(t− s) ≤ σ22 ≤ 2λ2(t− s)
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and so
ex
2
0/4pλ2(t−s)(x0) = pσ22 (x0)
√
σ22
λ2(t− s) ≤
√
2pσ22(x0),
which in turn implies
gs,t(z1, z2) ≤ Cλ−2λ0t−λ0
∫
pt−s(z2 − z1 + (x0/λ))pσ22 (x0)dx0X0pσ21 (z1)
= Cλ−2λ0t−λ0p(σ22/λ)+(t−s)(z2 − z1)X0pσ21(z1)
≤ Cλ−2λ0t−λ0p3(t−s)(z2 − z1)X0pσ21(z1),
the last by (6.32). Use this in (6.31) to see that in Case 2,
T2(s) ≤ Cλ−2λ0t−λ0
∫ ∫
φ1(z1)φ2(z2)p3(t−s)(z2 − z1)X0pσ21t(z1)dz1dz2
≤ Cλ−2λ0t−λ0
∫ ∫
φ1(z1)φ2(z2)p2σ20(t−s)(z2 − z1)X0pσ20t(z1)dz1dz2,
(6.33)
the last using 3 < 2σ20 and σ
2
1 < σ
2
0.
Now combine (6.26), (6.30), and (6.33) to see that (6.30) holds for all
0 < s ≤ t and conclude that
T2 ≤
∫ ∫
φ1(z1)φ2(z2)
×
[
Cλ−4λ0t−λ0
∫ t
0
(t− s)−λ0p8σ20(t−s)(z1 − z2)X0p4σ20t(z1) ds
]
dz1dz2.
Combine this with (6.19) to see that if
ft,λ(z1, z2) = λ
4λ0E(Xt(z1)Xt(z2)e
−λXt(z1)−λXt(z2)),
then for λ2t ≥ 9, and σ20 as above,∫
φ1(z1)φ2(z2)ft,λ(z1, z2)dz1dz2 ≤
∫ ∫
φ1(z1)φ2(z2)Cht,X0(z1, z2)dz1dz2.
This implies that ft,λ(z) ≤ Cht,X0(z) for Lebesgue a.a. z = (z1, z2). Note
that Fatou’s lemma shows that ht,X0(·) is lower semicontinuous while ft,λ(·)
is continuous by Dominated Convergence. Therefore
ft,λ(z) ≤ Cht,X0(z) for all z,
proving (a).
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The first term in the definition of ht,X0(z) is trivially bounded by
Ct−2λ0−1X0(1)2. A simple substitution in the integral shows that the second
term is bounded by
Ct−λ0−1/2X0(1)|z1 − z2|1−2λ0 .
This proves (b), and so the proof of Proposition 5.1 is complete
7. Proof of Theorem 5.8. Let V˜ b,ε = V (b1[0,ε]) and let V˜
∞,ε =
limb→∞ V˜ b,ε, where the pointwise finite limit exists by monotonicity (from
(3.6)) and the bound
(7.1) V˜ b,ε(t, x) ≤ V (b)(t, x) = b
1 + (bt/2)
≤ 2
t
.
The scaling relation for V˜ b,ε, is
(7.2) for each r > 0, V˜ b,ε(s, x) = r2V˜ br
−2,εr(r2s, rx).
We state two lemmas which will be used to prove Theorem 5.8 and prove
them after establishing the theorem.
Lemma 7.1. Let µ1 denote the uniform law on [0, 1]. For any δ0 > 0
there is a C7.1(δ0) > 1 so that for all λ ≥ 1,
EBµ1
(
exp
(
−
∫ 1
0
V˜ λ,1(u,Bu) du
))
≤ C7.1λ−((1/2)+λ0)+δ0 .
The analogue of Hu in (4.1) is (for any b > 0)
(7.3) Hb(u, x) = uV˜ b,1(u,
√
ux) = V˜ bu,u
−1/2
(1, x),
where we used (7.2) with r = u−1/2. The latter expression suggests that
limu→∞Hb(u, x) = V∞(1, x) = F (x). Let ZbT = exp
(∫ T
0 F (Ys)−Hb(es, Ys) ds
)
.
With Lemma 4.3(b) in mind we have:
Lemma 7.2. There is a constant C7.2 such that for all b, T > 0,
ZbT ≤ C7.2(b ∧ 1)−20.
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Proof of Theorem 5.8. Let t, ε and M be as in the Theorem and set
λ = (εM)−1 ≥ 1. By (3.6) and translation invariance,
PXX0(0 < Xt([x, x + ε])/ε ≤ εM)
≤ eEXX0
(
1(Xt([x, x+ ε] > 0) exp(−λXt([x, x+ ε])/ε))
)
= e
[
exp
(
−
∫
V˜ λ/ε,ε(t, y − x)dX0(y)
)
− exp
(
−
∫
V˜∞,ε(t, y − x)dX0(y)
)]
.
(7.4)
Differentiate the last inequality (with x = 0 and X0 a point mass) with
respect to λ, using Dominated Convergence to take the derivative through
the integral, to conclude for λ′ > 0,
d
dλ′
(
exp(−V˜ (λ′/ε),ε(t, x)) − exp(−V˜∞,ε(t, x))
)
= − d
dλ′
EXδx
(
exp(−(λ′/ε)Xt([0, ε]))1(Xt([0, ε) > 0))
)
= −EXδx
(
exp(−(λ′/ε)Xt([0, ε]))Xt([0, ε])/ε
)
.
Integrate both sides from λ to ∞ and then integrate out x to conclude (by
Fubini) ∫
e−V˜
λ/ε,ε(t,x) − e−V˜∞,ε(t,x) dx
=
∫ ∞
λ
∫
EXδx
(
e−(λ
′/ε)Xt([0,ε])Xt([0, ε])/ε
)
dx dλ′.
The bound (7.1) and the above show that∫
(V˜∞,ε − V˜ λ/ε,ε)(t, x) dx
≤ e2/t
∫
e−V˜
λ/ε,ε(t,x) − e−V˜∞,ε(t,x) dx
≤ e2/t
∫ ∞
λ
∫
EXδx
(
e−(λ
′/ε)Xt([0,ε])Xt([0, ε])/ε
)
dx dλ′
= e2/t
∫ ∞
λ
∫
EXδ0
(
e−(λ
′/ε)Xt([x,x+ε])Xt([x, x+ ε])/ε
)
dx dλ′.(7.5)
Now use the Markov property at time t/2 just as in (4.8) and then apply
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the above to see that
e−V˜
λ/ε,ε(t,x) − e−V˜∞,ε(t,x)
≤
∫
pt/2(y − x)(V˜∞,ε(t/2, y) − V˜ λ/ε,ε(t/2, y)) dy
≤ e2/tt−1/2
∫ ∞
λ
∫
EXδ0
(
e−(λ
′/ε)Xt([y,y+ε])Xt([y, y + ε])/ε
)
dy dλ′,
and so by (7.1), if fε,t(λ
′) =
∫
EXδ0
(
e−(λ′/ε)Xt([y,y+ε])Xt([y, y+ε])/ε
)
dy, then
sup
x
[V˜∞,ε − V˜ λ/ε,ε](t, x) ≤ c(t)
∫ ∞
λ
fε,t(λ
′) dλ′.
Returning to (7.4) we therefore see that (recall λ = (εM)−1)
PXX0(0 < Xt([x, x+ ε])/ε ≤ εM) ≤ eX0(1) sup
y
[V˜∞,ε − V˜ λ/ε,ε](t, y)
≤ c(t)X0(1)
∫ ∞
(εM)−1
fε,t(λ
′)dλ′.(7.6)
Let µε denote the uniform distribution on [0, ε]. Argue as in the derivation
of (4.4) to see that
fε,t(λ
′) = EXδ0
(∫
e−(λ
′/ε)Xt([y,y+ε])
∫
1[0,ε](x− y)X(t, x)dxdy/ε
)
= ε−1
∫ ε
0
EXδ0
(∫
X(t, x) exp(−(λ′/ε)Xt(x− z + [0, ε]))dx
)
dz
≤ ε−1
∫ ε
0
EB0
(
exp
(
−
∫ t
0
V˜ λ
′/ε,ε(t− s,Bs −Bt + z)ds
))
dz
= EBµε
(
exp
(
−
∫ t
0
V˜ λ
′/ε,ε(s,Bs)ds
))
.
(7.7)
Now apply the scaling relation (7.2) with r = ε−1 to see that
fε,t(λ
′) ≤ EBµε
(
exp
(
−
∫ t
0
V˜ λ
′ε,1(ε−2s, ε−1Bs)ε−2 ds
))
= EBµ1
(
exp
(
−
∫ tε−2
0
V˜ λ
′ε,1(u,Bu) du
))
= EBµ1
(
exp
(
−
∫ 1
0
V˜ λ
′ε,1(u,Bu) du
)
ψ(B1)
)
,(7.8)
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where
ψ(x) = EBx
(
exp
(
−
∫ tε−2−1
0
V˜ λ
′ε,1(u+ 1, Bu) du
))
,
and we have used ε−2t ≥ 1. So if Ys is the Ornstein-Uhlenbeck process
B(es−1)e−s/2, T = log(tε−2) and b = λ′ε, then, as in the proof of Lemma 4.1,
ψ(x) = EYx
(
exp
(
−
∫ T
0
Hb(es, Ys) ds
))
= EYx
(
ZbT exp
(
−
∫ T
0
F (Ys) ds
))
.
By Lemma 7.2 and then (6.18),
(7.9) ψ(x) ≤ C7.2(b ∧ 1)−20P Yx (ρ > T ) ≤ C7.2(b ∧ 1)−20cδeδx
2
ε2λ0t−λ0 .
Take 0 < δ < 1/4 and use the above in (7.8) and then Ho¨lder’s inequality
with q = (4δ)−1 and p = (1− 4δ)−1, to get (with b = λ′ε)
fε,t(λ
′) ≤ cδ(b ∧ 1)−20ε2λ0t−λ0EBµ1
(
exp
(
−
∫ 1
0
V˜ b,1(u,Bu) du
))1−4δ
.
So recalling (7.6) and using Lemma 7.1, we have
PXX0(0 < Xt([x, x + ε]) ≤ ε2M)
≤ c(t)X0(1)ε2λ0c′δ
∫ ∞
(εM)−1
(ελ′ ∧ 1)−20
×
[
EBµ1
(
exp
(
−
∫ 1
0
V˜ λ
′ε,1(u,Bu) du
))]1−4δ
dλ′
≤ c(t)X0(1)ε2λ0−1c′δ
[∫ 1
M−1
w−20 dw
×
∫ ∞
1
[
EBµ1
(
exp
(
−
∫ 1
0
V˜ w,1(u,Bu) du
))]1−4δ
dw
]
≤ c(t)X0(1)ε2λ0−1c′δ
[
M19 +
∫ ∞
1
C 7.1(δ0)w
(−((1/2)+λ0)+δ0)(1−4δ) dw
]
≤ c(t)X0(1)ε2λ0−1M19,
by choosing δ and δ0 sufficiently small since λ0 > 1/2. This gives the required
result for t = 1. By scaling (see, e.g., Exercise II.5.5 in Perkins (2002)) it
follows for general t > 0.
Proof of Lemma 7.2. Lemma 3.2(c) and (7.1) show that F,Hb ≤ 2 and
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so by (3.6) and (1.8),
F (x)−Hb(u, x) ≤ e2
[
e−H
b(u,x) − e−F (x)
]
≤ e2
[
EXδx
(
exp
(
−bu
∫ u−1/2
0
X(1, y) dy
)
− 1(X(1, 0) = 0)
)
≤ e2
[
EXδx
(
1(0 < X(1, 0) < u−1/8)
)
+ EXδx
(
1(X(1, 0) ≥ u−1/8) exp
(
−bu1/2
∫ u−1/2
0 X(1, y)dy
u−1/2
))]
≡ e2(T1 + T2).
(7.10)
Theorem 4.8(a) implies that
(7.11) T1 ≤ Cu−(2λ0−1)/8.
We apply the modulus of continuity in Proposition 5.6 with ξ = 3/8 and
K = 2 and so set ρ0(ω) = ρ(2, 3/8, ω). Choose u0 so that
(7.12) u−((ξ/2)−(1/8)) ≤ 1/2 for all u ≥ u0.
If u ≥ u0, ρ0(ω) ≥ u−1/2 and y ∈ [0, u−1/2], then on {X(1, 0) ≥ u−1/8},
X(1, y) ≥ X(1, 0) − |y|ξ ≥ u−1/8 − u−ξ/2 ≥ u−1/8/2 (by (7.12)).
Therefore for u ≥ u0,
T2 ≤ PXX0(ρ0 < u−1/2) + exp(−
b
2
u(1/2)−(1/8))
≤ Cu−δ5.6/2 + exp
(
− b
2
u3/8
)
.(7.13)
Combining (7.11) and (7.13) we have
F (x)−Hb(u, x) ≤ C(u−(2λ0−1)/8 + u−δ5.6/2) + e2 exp(− b
2
u3/8),
first for u ≥ u0, and then for all u ≥ 1 by increasing the constant C.
Therefore,
ZbT ≤ C exp
(∫ T
0
e2 exp
(
− b
2
e
3s
8
)
ds
)
= C exp
(8e2
3
∫ (b/2)e3T/8
b/2
e−ww−1 dw
)
≤ C exp
(8e2
3
∫ 1
(b/2)∧1
w−1dw
)
≤ C[b ∧ 1]−20.
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Proof of Lemma 7.1. Set γ = 12 + λ0 ∈ (1, 32) and β = 12 − γ4 ∈ (18 , 14). For
λ ≥ 1 use an obvious symmetry to see that
ψ(λ) ≡ EBµ1
(
exp
(
−
∫ 1
0
V˜ λ,1(s,Bs) ds
))
= EBµ1
(
1(B0 ∈ [λ−β, 1 − λ−β ])EBB0
(
exp
(
−
∫ 1
0
V˜ λ,1(s,Bs) ds
))
+ 2EBµ1
(
1(B0 ∈ [0, λ−β ])EBB0
(
exp−
∫ 1
0
V˜ λ,1(s,Bs) ds
))
≡ T1 + 2T2.
(7.14)
By Feynman-Kac we have
(7.15) V˜ λ,1(t, x) = EBx
(
λ1[0,1](Bt) exp
(
−
∫ t
0
V˜ λ,1(t− s,Bs)
2
ds
))
.
If V˜ λ,10 was non-negative continuous, this would follow fromKaratzas and Shreve
(1991) (p. 268) and for general non-negative Borel initial conditions it fol-
lows by taking bounded pointwise limits (use (3.6)). Now bound V˜ λ,1(u, x)
above by V (λ)(u, x) = 2λ2+λu and use this bound in the exponent in (7.15)
to conclude that
V˜ λ,1(t, x) ≥ λPBx (Bt ∈ [0, 1]) exp
(
−
∫ t
0
2λ
2(2 + λs)
ds
)
=
2λ
2 + λt
PBx (Bt ∈ [0, 1]).(7.16)
If x ∈ [λ−β/2, 1−(λ−β/2)] and t ≤ λ−2β(1+ε), for some ε > 0, then by (7.16),
V˜ λ,1(t, x) ≥ 2λ
2 + λt
(1− PBx (Bt /∈ [0, 1]))
≥ λ
1 + (λt/2)
(1− ηλ),
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where ηλ = exp(−λ2βε/8). Therefore
T1 ≤
∫ 1−λ−β
λ−β
EBx
(
exp
(
−2
∫ λ−2β(1+ε)
0
(1− ηλ)λ
(1 + (λs/2))2
ds
)
× 1( sup
s≤λ−2β(1+ε)
|Bs − x| ≤ 1
2
λ−β)
)
dx
+ PB0
(
sup
s≤λ−2β(1+ε)
|Bs| > 1
2
λ−β
)
≤
[
1 +
λ1−2β(1+ε)
2
]−2(1−ηλ)
+C exp(−λ2βε/8)
≤ Cελ−(1−2β(1+ε))2(1−ηλ) ≤ Cελ−2(1−2β(1+2ε)),(7.17)
where the last inequality holds first for λ ≥ λ(ε), and then for all λ ≥ 1 by
increasing Cε.
For T2 we use the scaling relation (7.2) with r = λ
β to see that
V˜ λ,1(s, x) = λ2β V˜ λ
1−2β ,λβ (λ2βs, λβx),
and so
T2 = λ
−βEBµ
λ−β
(
exp
(
−
∫ 1
0
V˜ λ
1−2β ,λβ(λ2βs, λβBs)λ
2β ds
))
= λ−βEBµ1
(
exp
(
−
∫ λ2β
0
V˜ λ
1−2β ,λβ(u,Bu) du
))
≤ λ−βEBµ1
(
exp
(
−
∫ 1
0
V˜ λ
1−2β ,1(u,Bu) du
)
ψˆ(B1)
)
,(7.18)
where
ψˆ(x) = EBx
(
exp
(
−
∫ λ2β−1
0
V˜ λ
1−2β ,1(s+ 1, Bs) ds
))
.
By (7.9) with b = λ1−2β and λ2β in place of tε−2, for any δ > 0,
ψˆ(x) ≤ Cδeδx2λ−2βλ0 .
Use this in (7.18), and then for any p > 1 choose δ > 0 so that 1−2δ > p−1,
and apply Ho¨lder’s inequality to see that
(7.19) T2 ≤ cpλ−β(1+2λ0)EBµ1
(
exp
(
−
∫ 1
0
V˜ λ
1−2β,1
(u,Bu) dy
))1/p
.
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Combine (7.14), (7.17) and (7.19) to conclude that for any ε > 0 and
p > 1 there are constants Cε and cp so that
ψ(λ) ≤ Cελ−2(1−2β(1+2ε)) + cpλ−β(1+2λ0)ψ(λ1−2β)1/p
≤ Cελ−γ+2ε + cpλ−2βγψ(λγ/2)1/p,(7.20)
where the last line uses γ > 1. Now fix r ∈ (1, γ), choose ε > 0 so that
γ − 2ε > r,
and then p > 1 so that
2βγ +
γr
2p
> r.
The latter is easily seen to be possible by the choice of r and a bit of
arithmetic. With these choices of ε and p we then may choose λ′ = λ′(r)
sufficiently large so that (by our choice of ε) for Cε and cp as in (7.20)
λ−γ+2ε ≤ 1
2Cε
λ−r for λ ≥ λ′
and (by our choice of p),
λ−2βγλ−γr/(2p) ≤ 1
2cp
λ−r for λ ≥ λ′.
Using the two bounds above we see that (7.20) becomes
(7.21) ψ(λ) ≤ λ
−r
2
+
λ−r
2
λγr/(2p)ψ(λγ/2)1/p for λ ≥ λ′.
Let N = N(r) be the minimal natural number such that 2(2/γ)
N ≥ λ′. Now
choose C0 = C0(r) ≥ 1 so that for all 1 ≤ λ ≤ 2(2/γ)N ,
(7.22) ψ(λ) ≤ C0λ−r.
We now prove by induction on n ≥ N that (7.22) holds for 1 ≤ λ ≤ 2(2/γ)n .
It holds for n = N by our choice of C0, so assume it holds for 1 ≤ λ ≤ 2(2/γ)n
(n ≥ N), and let λ ∈ [2(2/γ)n , 2(2/γ)n+1 ]. Then λ ≥ λ′ and
(7.23) λγ/2 ≤ 2(2/γ)n .
Therefore by (7.21), and our induction hypothesis,
ψ(λ) ≤ λ
−r
2
+
λ−r
2
λγr/(2p)C
1/p
0 λ
−γr/(2p)
≤ C0λ−r.
This completes the induction and so for any r < 12 + λ0, ψ(λ) ≤ C0(r)λ−r
for all λ ≥ 1.
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APPENDIX A: EIGENFUNCTION EXPANSIONS–PROOF OF
THEOREM ??
Proof. Define an isometry T : L2(m)→ L2(dx) by
Tf(x) = e−x
2/4(2π)−1/4f(x).
For φ as above set qφ(x) = x
2
8 − 14 + φ, and for g ∈ C2 ∩ L2(dx), let
Aφg = T ◦ (−Lφ) ◦ T−1 ∈ L2(dx). Some calculus gives Aφg = −12g′′ +
qφg and so classical Sturm-Liouville theory as in E.g. 2 in Section 9.5 of
Coddington and Levinson (1955) shows that Aφ has a c.o.n.s. of eigenfunc-
tions, {gn : n ∈ Z+} in L2(dx) ∩ C2 with eigenvalues λn ≥ 0 satisfying
λn ↑ ∞. Clearly ψn = T−1φn defines a c.o.n.s. in L2(m) of C2 eigenfunc-
tions for Lφ, with corresponding eigenvalues −λn ≤ 0.
Proposition A.1. Let A(x, y) be a continuous symmetric kernel in
L2(m×m) with non-negative eigenvalues {µn : n ∈ Z+} and corresponding
continuous eigenfunctions {ψn}. Then
A(x, y) =
∞∑
0
µnψn(x)ψn(y),
where the convergence is in L2(m×m) and absolutely uniformly on compacts.
Proof. This follows as in the proof of Mercer’s theorem on p. 245 of
Riesz and Sz.-Nagy (1955). One needs to address the lack of compactness
here but this is routine.
Recall (see e.g. Theorem 3.1.9 and Corollary 3.1.10 of Knight (1981)) that
Range(Rφλ) = D(L
φ) = D(L) and
(A.1) (λ− Lφ)Rφλf = f ∀f ∈ L2(m); Rφλ(λ− Lφ)f = f ∀f ∈ D(L).
The latter clearly implies that Rφλψn = (λ + λn)
−1ψn. If we set φ = 0
first, where it is well-known that λ0n = n/2 and ψ
0
n is a multiple of the nth
Hermite polynomial (see E.g. 2 in Section 9.5 of Coddington and Levinson
(1955)). The transition density of the corresponding Ornstein-Uhlenbeck
process with respect to m is
q0(t, x, y) = (1− e−t)−1/2 exp
{−x2 − y2 + 2xyet/2
2(et − 1)
}
, t > 0(A.2)
≡ (1− e−t)−1/2 exp
{
h(t, x, y)
}
,
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and so its resolvent Rλ is a self-adjoint Hilbert-Schmidt integral operator
(since
∑
n(λ+ λn)
−2 <∞) with kernel Gλ(x, y) (with respect to m), where
(A.3) Gλ(x, y) =
∫ ∞
0
q0(t, x, y)e−λt dt =
∞∑
n=0
(λ+ λ0n)
−1ψ0n(x)ψ
0
n(y).
Here the first expression readily shows Gλ is in L
2(m×m) (use ‖q0(t)‖∞ ≤
c(1 ∨ t−1/2)), continuous, and strictly positive, and so by Proposition A.1
the above series converges in L2(m ×m) and absolutely uniformly for x, y
in compacts. One final bound we will need is
(A.4) sup
y
Gλ(x, y) ≤ cG(λ)ex2/2.
This follows easily from the first equality in (A.3) and a bit of calculus which
give
Gλ(x, y) ≤
∫ ∞
0
e−λt(1− e−t)−1/2 sup
y
exp(h(t, x, y)) dt
=
∫ ∞
0
e−λt(1− e−t)−1/2 exp(h(t, x, xet/2)) dt.
A short calculation now gives (A.4).
Clearly L = 1 − (R1)−1 is self adjoint and hence so are Lφ = L − φ
and Rφλ = (λ − Lφ)−1. Moreover Rφλ has a symmetric kernel in L2(m ×m)
satisfying Gφλ(x, y) ≤ Gλ(x, y), and so is also a non-negative definite Hilbert-
Schmidt integral operator.
Lemma A.2. There is a jointly continuous symmetric version of Gφλ
satisfying 0 ≤ Gφλ ≤ Gλ pointwise.
Proof. It is easy to check using the Feynmann-Kac representation of Rφλ
that
Rλ −Rφλ = Rφλ(φRλ).
This implies that
(A.5) Gλ(x, y)−Gφλ(x, y) =
∫
Gφλ(x, z)φ(z)Gλ(z, y) dm(z).
If ∆λ(x, y) be defined by the right-hand side of (A.5), then as G
φ
λ is only
defined up to m ×m-null sets, x → ∆λ(x, ·) is uniquely determined up to
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m-null sets of x. We also may assume by truncation that 0 ≤ Gφλ(x, y) ≤
Gλ(x, y) for all x, y. We claim that for fixed x
∀K, ε > 0, ∃δ > 0 s.t. ∀x, y, y′ ∈ [−K,K],(A.6)
|y − y′| < δ ⇒ |∆λ(x, y)−∆λ(x, y′)| < ε.
Let SN (x, y) =
∑N
0 (λ+ λN )
−1ψ0N (x)ψ
0
N (y) and
dN (y, y
′) =
N∑
0
(λ+ λN )
−2(ψ0N (y)− ψ0N (y′))2.
Then by Cauchy-Schwarz and Fatou’s Lemma,
|∆λ(x, y)−∆λ(x, y′)|2
≤ c
∫
Gλ(x, z)
2dm(z)
∫
(Gλ(z, y)−Gλ(z, y′))2dm(z)
≤ lim inf
N→∞
c
∫
SN (x, z)
2dm(z)
∫
(SN (z, y) − SN (z, y′))2dm(z)
=
(
lim
N→∞
c
N∑
n=0
(λ+ λn)
−2ψ0n(x)
2
)(
lim
N→∞
N∑
n=0
(λ+ λN )
−2(ψ0n(y)− ψ0n(y′))2
)
≤
(
cλ−1
∞∑
n=0
(λ+ λn)
−1ψ0n(x)
2
)
×
(
dN (y, y
′) + 2
∑
n>N
(λ+ λn)
−2(ψ0n(y)
2 + ψ0n(y
′)2)
)
≤ cλ−1Gλ(x, x)
(
dN (y, y
′) +
2
λ+ λN
(Gλ(y, y) +Gλ(y
′, y′))
)(A.7)
≤ c(λ,K)
(
dN (y, y
′) + λ−1N
)
,
where the last line holds for x, y, y′ ∈ [−K,K]. By first taking N large and
then δ small enough we get (A.6).
Define G˜φλ(x, y) = Gλ(x, y)−∆λ(x, y)(≤ Gλ(x, y)). Note that x→ G˜φλ(x, ·)
is defined up to m-null sets as a continuous function-valued map and that
G˜ψλ = G
φ
λ m×m-a.e. Pick a version of G˜φλ ∈ [0, Gλ] and define
Gˆφλ(x, y) ≡ Gλ(x, y)−
∫
G˜φλ(z, x)φ(z)Gλ(z, y) dm(z)
≡ Gλ(x, y)− ∆ˆλ(x, y).(A.8)
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We claim that Gˆφλ is a jointly continuous version of G
φ
λ. We have G˜
φ
λ(x, y) =
G˜φλ(y, x) m-a.e. and so for m-a.a. (x, y),
∆ˆλ(x, y) =
∫
G˜φλ(x, z)φ(z)Gλ(z, y) dm(z) = ∆λ(x, y),
which implies (by (A.5)) Gˆφλ(x, y) = G
φ
λ(x, y) m×m-a.e.
Just as in the proof of (A.6) (replace Gφλ(x, z) by G˜
φ
λ(z, x)), we have
∀K, ε > 0, ∃δ > 0 s.t. ∀x, y, y′ ∈ [−K,K],(A.9)
|y − y′| < δ ⇒ |∆ˆλ(x, y)− ∆ˆλ(x, y′)| < ε.
Fix y ∈ R. Then
|∆ˆλ(x, y)− ∆ˆλ(x′, y)|2(A.10)
≤
∫
(G˜φλ(z, x) − G˜φλ(z, x′))2φ(z)2 dm(z)
∫
Gλ(z, y)
2 dm(z)
≤ c
∫
(G˜φλ(z, x)− G˜φλ(z, x′))2 dm(z)λ−1Gλ(y, y) (as in (A.7)).
For each z, (A.6) implies that limx′→x(G˜
φ
λ(z, x)− G˜φλ(z, x′))2 = 0. To apply
Dominated Convergence we may use the bound in (A.4) to see that (x fixed)
sup
|x′−x|≤1,z
(G˜φλ(z, x) − G˜φλ(z, x′))2
≤ 2 sup
z
Gλ(x, z)
2 + 2 sup
|x′−x|≤1,z
Gλ(x
′, z)2
≤ 2cG(λ)2(ex2 + sup
|x′−x|≤1
e(x
′)2) = C(λ, x).
This shows that the expression on the right-hand side of (A.10) approaches
0 as x′ → x. This, together with (A.9) implies the joint continuity of ∆ˆλ,
and so by (A.8), the required joint continuity of Gˆφλ. The other properties
of Gˆφλ are then immediate.
We return to the proof of Theorem 2.3(a). Recall we use Px for the law
of the Ornstein-Uhlenbeck process starting at x. The fact that f ≥ 0 and
m(f > 0) > 0 implies Rφλf(x) > 0 for all x and the continuity of G
φ
λ imply
Gλ ≥ 0 and is strictly positive for m×m a.a. (x, y). It is then easy to show
that ψ0 cannot change sign and so may be taken to be non-negative and
hence λ0 must be simple as in Section 23.1 of Lax (2002). If for some x0
ψ(x0) = 0, then we also have ψ
′
0(x0) = 0 which would imply ψ0 ≡ 0 as it is
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the solution of nice second order ode. Hence ψ0 > 0 and the proof of (a) is
complete.
(b),(c) Lemma A.2 allows us to apply Proposition A.1 to see that
(A.11) Gφλ(x, y) =
∞∑
0
1
λ+ λn
ψn(x)ψn(y)
in L2(m×m) and absolutely uniformly on compacts. A simple comparison
of coefficients then shows that
(A.12) q(t, x, y) ≡
∞∑
n=0
e−λntψn(x)ψn(y)
in L2(m×m) for each t > 0 and absolutely uniformly in (t, x, y) ∈ [ε,∞)×
[ε, ε−1] for all ε > 0, where the limit q is necessarily jointly continuous
in (t, x, y). Moreover we can integrate both sides of (A.12) with respect
e−λtf(y) dt dm(y), where f is continuous on compact support (the absolute
uniform convergence gives the integrability required for interchange of limits)
to see that∫ ∞
0
e−λt
∫
q(t, x, y)f(y) dm(y) dt =
∫
Gλ(x, y)f(y) dm(y) for all x.
This shows that q(t, x, y) is a jointly continuous version of the transition
density of the killed Ornstein-Uhlenbeck process Y φ. To obtain (2.2) one
proceeds as in the proof of Theorem 1.1 in Uchiyama (1980). If t ≥ s∗(δ),
then by (A.12),
eλ0tq(t, x, y) ≤
∞∑
0
e−(λn−λ0)t|ψn(x)||ψn(y)|
≤
∞∑
0
e−(λn−λ0)s
∗ |ψn(x)||ψn(y)|
≤ eλ0s∗
√
qs∗(x, x)
√
qs∗(y, y)
≤ eλ0s∗
√
q0s∗(x, x)
√
q0s∗(y, y)
≤ c(δ) exp(δ(x2 + y2)),(A.13)
where in the last line we use (A.2) and the definition of s∗.
(d) The L2 convergence in (A.12) readily implies
Px(ρφ > t) =
∫
q(t, x, y) dm(y) =
∞∑
0
e−λntψn(x)
∫
ψn(y) dm(y),
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where the convergence in the series is in L2(m). It follows that
(A.14) Px(ρφ > t) = e
−λ0t[ψ0(x)θ + r(t, x)],
where
(A.15) r(t, x) = eλ0t
∞∑
n=1
e−λntψn(x)
∫
ψn(y) dm(y),
where the series converges in L2(m) and we recall that θ =
∫
ψ0 dm. One
now proceeds as in the derivation of (A.13) to see that in fact the above
convergence is absolute uniform for x, y in compacts and that
for any δ > 0 there is a cδ so that for all t ≥ s∗(δ),(A.16)
|r(t, x)| ≤
∞∑
n=1
e−(λn−λ0)t|ψn(x)|
∫
|ψn(y)| dm(y) ≤ cδeδx2e−(λ1−λ0)t.
We will return to (2.4) for t < s∗(δ) below.
As in the derivation of (A.13) we also have
(A.17)
∞∑
n=0
e−λns
∗ |ψn(x)| |ψn(y)| ≤
(
q(s∗, x, x)q(s∗, y, y)
)1/2 ≤ c0(δ) exp{δ(x2+y2)}.
Therefore, for T > s∗ (the convergence in the series below is in L2(m) and
absolutely uniformly for x in compacts),
eλ0TPx(ρφ > T ) = e
λ0T
∣∣∣ ∞∑
n=0
e−λnTψn(x)
∫
ψn(y) dm(y)
∣∣∣
≤ eλ0s∗
∞∑
n=0
e−λns
∗ |ψn(x)|
∫
|ψn(y)| dm(y)
≤ c0(δ)eλ0s∗eδx2
∫
eδy
2
dm(y) by (A.17))
≡ c1(δ)eδx2 .
Combine (A.14), (A.16) with the above to see that
θψ0(x) = lim
T→∞
eλ0TPx(ρφ > T ) ≤ c1(δ)eδx2 .
It remains to prove (2.4) for 0 ≤ t ≤ s∗(δ). By definition and the above, we
have
|r(t, x)| ≤ eλ0tPx(ρφ > t) + θψ0(x)
≤ (eλ0s∗(δ) + c1(δ))eδx2 ≤ cδe−(λ1−λ0)teδx2 .
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(e) Fix x ∈ R. If 0 ≤ t1 < t2 < T and φi are bounded measurable
functions, then
Ex(
2∏
1
φi(Yti)1(ρφ > T ))/Px(ρφ > T )
= Ex(
2∏
1
φi(Yti)1(ρφ > t2)PYt2 (ρφ > T − t2))/Px(ρφ > T )
=
[
Ex(
2∏
1
φi(Yti)1(ρφ > t2)
θψ0(Yt2)e
−λ0(T−t2)
θψ0(x)e−λ0T
+Ex(
2∏
1
φi(Yti)1(ρφ > t2)
e−λ0(T−t2)r(T − t2, Yt2))
θψ0(x)e−λ0T
]
(A.18)
× θψ0(x)e
−λ0T
θψ0(x)e−λ0T + r(T, x)e−λ0T
≡ [T1 + T2]× T3,
where (2.3) is used in the second equality. By using (2.4) we have
|T2| ≤ ‖φ1‖∞‖φ2‖∞
θψ0(x)
eλ0t2Ex(cδe
δY 2t2
)e−(λ1−λ0)(T−t2)
≤ c(x)eλ0t2e−(λ1−λ0)(T−t2) → 0 as T →∞.
By (2.4) we also have
|T3 − 1| ≤ |r(T, x)|e
−λ0T
θψ0(x)e−λ0T − |r(T, x)|e−λ0T
≤ cδe
δx2e−(λ1−λ0)T
θψ0(x)− cδeδx2e−(λ1−λ0)T
→ 0 as T →∞.
Use these last results in (A.18) to conclude that
lim
T→∞
Ex
( 2∏
1
φi(Yti)|ρφ > T
)
= Ex
( 2∏
1
φi(Yti)1(ρφ > t2)ψ0(Yt2)e
λ0t2
)
/ψ0(x)
=
∫ ∫
q(t1, x, x1)q(t2 − t1, x1, x2)
2∏
1
φi(xi)
ψ0(x2)
ψ0(x)
eλ0t1eλ0(t2−t1)dm(x1)dm(x2)
=
∫ ∫
q˜(t1, x, x1)q˜(t2 − t1, x1, x2)
2∏
1
φi(xi)dm(x1)dm(x2).
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Similar reasoning gives the convergence of the k-dimensional distributions
for all k.
It remains to establish tightness. If 0 ≤ s < t ≤ t0 < T with t − s ≤ 1,
then
(A.19) Ex((Yt−Ys)4|ρφ > T ) ≤ Ex((Yt−Ys)4PYt(ρφ > T−t))/Px(ρφ > T ).
It is now easy to use (2.3), (2.4) and (2.5), together with Cauchy-Schwarz
to bound the right-hand side of (A.19) by c′(x, t0)(t − s)2 at least for T >
T0(x, t0). This gives the required tightness and the proof of (e) is complete.
APPENDIX B: A TAUBERIAN THEOREM–PROOF OF LEMMA ??
Proof. (a) U(a) ≤ ∫ a0 e1−(x/a)dU(x) ≤ eUˆ(a−1) ≤ eC2ap.
(b) Define β so that d1 =
C1
2 β
−p. Then β ≥ 2p implies e−x/2xp is decreasing
on [β,∞) and so
(B.20)
∫ ∞
β
e−yyp dy ≤ e−β/2βp
∫ ∞
β
e−y/2 dy = 2e−ββp.
If λ ≥ β(≥ λ), an integration by parts gives
Uˆ(λ) =
∫ ∞
0
λe−λxU(x) dx =
∫ ∞
0
e−yU(y/λ) dy
≤ U(β/λ) +
∫ ∞
β
e−yU(y/λ) dy
≤ U(β/λ) + eC2λ−p
∫ ∞
β
e−yyp dy,
the last by (a). So rearrange the above and use (B.20) and (4.37) to see that
(B.21) U(β/λ) ≥ C1λ−p − eC2λ−p2e−ββp
Now
e−ββp ≤ sup
x
(e−x/2xp)e−β/2 = e−p(2p)pe−β/2
≤ C1
4eC2
,
where the last line follows from the definition of β. Use this in (B.21) to
conclude U(β/λ) ≥ (C1/2)λ−p for all λ ≥ β. Now set a = β/λ ≤ 1, to see
that U(a) ≥ C12 β−pap, which gives (4.38). (4.39) now follows.
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APPENDIX C: IMPROVED MODULUS OF CONTINUITY–PROOF
OF THEOREM ??
For K,N ∈ N, let TK = inf{t ≥ 0 : supxX(t, x) ≥ K} ∧K, and
Z0(K,N) ={(t, x) : t ≤ TK , |x| ≤ K, ∃(tˆ, xˆ), s.t. tˆ ≤ TK ,
X(tˆ, xˆ) ≤ 2−N , and d((t, x), (tˆ, xˆ)) ≤ 2−N}.
We let C1,+0 denote the space of continuously differentiable, compactly sup-
ported non-negative functions on the line.
Lemma C.1. Assume X0 ∈ C1,+0 and ξ ∈ (0, 1). For any K ∈ N, there is
an N0 = N0(K,ω) ∈ N a.s. such that for all N ≥ N0 and (t, x) ∈ Z0(K,N),
whenever t′ ≤ TK and d((t′, x′), (t, x)) ≤ 2−N , then X(t′, x′) ≤ 2−Nξ.
Proof. This is proved as for Theorem 2.2 of Mytnik and Perkins (2011),
using the iteration result Corollary 4.2 of Mytnik, Perkins and Sturm (2006).
The computations are easier than in the coloured noise setting of Mytnik, Perkins and Sturm
(2006) as we now have spatial orthogonality. The only difference is that in
the above references one was looking at the difference of two solutions rather
than a single solution and this means the lead term in
X(t, x) = PtX0(x) +
∫ t
0
∫
pt−s(y, x)
√
X(s, y)dW (s, y),
(see e.g., (III.4.11) of Perkins (2002) but now with t0 = 0 as we have a nice
initial density) does not cancel and must be handled separately. For this, our
hypothesis on X0 implies that PtX0(x) is d-Lipschitz continuous in (t, x).
As a result the iteration in Mytnik, Perkins and Sturm (2006) may be first
applied to the above stochastic integral term and then transferred over to
X.
We next consider general initial conditions. For N ∈ N, set
Z(N) = {(t, x) : t > 0, ∃ (tˆ, xˆ) s.t. X(tˆ, xˆ) ≤ 2−N , d((tˆ, xˆ), (t, x)) ≤ 2−N}.
Proposition C.2. Assume X0 is a finite measure on the line and ξ ∈
(0, 1). For any K ∈ N there is an N1(K,ω) ∈ N a.s. so that for all N ≥ N1
and for all (t, x) ∈ Z(N) with t ≥ K−1, d((t′, x′), (t, x)) ≤ 2−N implies
X(t′, x′) ≤ 2−Nξ.
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Proof. Let X ′0 ∈ C1,+0 , not identically 0, and let X0 be as in the Propo-
sition. Consider the decreasing sequence of events,
BK ′ ={X : ∃N0 ∈ N s.t. ∀N ≥ N0, ∀(t, x) ∈ Z0(K ′, N),
t′ ≤ TK ′, d((t′, x′), (t, x)) ≤ 2−N implies X(t′, x′) ≤ 2−Nξ}.
For K ∈ N fixed, Lemma C.1 and the Markov property imply that
for PXX′0
− a.a. ω, ∀K ′ ∈ N, on {ω : TK ′ > (2K)−1}, PX1/2K(ω)(BK ′−1) = 1.
Clearly for PXX′0
-a.a. ω, for K ′ sufficiently large, TK ′(ω) > (2K)−1. It follows
that
for PXX′0
− a.a. ω, PXX1/2K (ω)(lim infK ′ BK ′) = 1.
Under PXX1/2K (ω), by taking K
′ sufficiently large so that
{(t, x) : X(t, x) > 0} ⊂ [0,K ′− 1]× [−K ′+1,K ′− 1] and sup
(t,x)
X(t, x) < K ′,
we see that
lim inf
K ′
BK ′ ⊂ {X : ∃N0 ∈ N≥4K s.t. for N ≥ N0, (t, x) ∈ Z(N),
d((t′, x′), (t, x)) ≤ 2−N implies X(t′, x′) ≤ 2−N}
≡ B∞.
So for PXX′0
-a.a. ω, PXX1/2K(ω)(B∞) = 1. By the equivalence of P
X
X0
(X1/2K ∈ ·)
and PXX′0
(X1/2K ∈ ·) (see Corollary 2.2 of Evans and Perkins (1991)), we
have for PXX0-a.a. ω, P
X
X1/2K (ω)
(B∞) = 1. Another application of the Markov
property now gives the required result. For this last step note that (t, x) ∈
Z(N), t ≥ 1/K and N ≥ 4K imply that if (tˆ, xˆ) are as in the definition
of Z(N) and d((t′, x′), (t, x)) ≤ 2−N , then tˆ ≥ K−1 − 2−N/2 ≥ (2K)−1 and
similarly t′ ≥ (2K)−1.
Proof of Theorem 5.7. This now follows upon noting that Z ⊂ Z(N)
and applying the above Proposition and a trivial interpolation argument.
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