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SUMMARY 
When an experimenter is interested in testing for the existence of 
certain effects (or variance components) in a multiway Analysis of Variance, 
the situation often arises in which it is impossible to construct an exact 
test statistic consisting of a ratio of two independent mean squares. In 
such situations, the analyst usually constructs a linear combination of 
certain mean squares, chosen so that, under the null hypothesis, the 
expected value of the statistic is the effect in question. This research 
investigated the results of departures from the usual analysis of variance 
assumptions of normality of errors, statistical independence of errors, 
and homoscedasticity when utilizing Satterthwaite's synthetic mean squares. 
The analysis was conducted with respect to the size (frequency of incorrect 
rejection) and power (frequency of correct rejection) of the test. Also, 
for a given experimental situation, it is often possible to construct two 
statistics for each main effect which, under the null hypothesis, have 
expectation equal to the desired effect. As a result, one test statistic 
may be more appropriate than another when violation of the assumptions 
occurs. 
This research investigated both test statistics and concluded that 
the size and power of the test employing Satterthwaite's synthetic mean 
squares are not significantly influenced by departures from the analysis 
of variance normality assumption where the error variance is of the same 
magnitude or smaller than the other variance components. Also, highly 
correlated error terms cause significant departures from the advertised 
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size and power of the test. Where there is unequal variance in the error 
term, but the average variance approximates the variance of the other 
terms, there will be little effect on the size or power of the test. 
Finally, a two cubed experiment without replication should not be used 




This chapter contains a description of the problem being investi­
gated, a review of the literature, and a discussion of the anticipated 
results. 
Nature of the Problem 
Industrial engineers are often concerned with the collection and 
evaluation of experimental data. The analysis of variance is widely used 
to investigate and analyze measurements on several effects which operate 
simultaneously. 
The analysis of variance is a statistical technique developed by 
R. A. Fisher (l) over a half century ago to facilitate the analysis and 
interpretation of data from field tests and laboratory experiments in 
agricultural and biological research. This technique was found to have 
wide applicability, and it is now used in all phases of industry and 
science. Fisher reduced a complex mathematical problem to an almost 
mechanical procedure. This procedure, because of its simplicity and wide 
applicability, has become a valuable tool in experimental statistics. 
The main purposes of analysis of variance are: 
(i) To estimate certain treatment differences that are of 
interest. 
(ii) To obtain some idea of the accuracy of these estimates, e.g., 
by attaching to them estimated standard errors, fiducial or 
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confidence limits. 
(iii) To perform tests of significance. The most common tests are 
the F-test of the null hypothesis that a treatment differ­
ence is zero, or has some predetermined value. 
There are three general types of effects recognized in analysis of 
variance. Treatment effects are the effects of procedures deliberately 
introduced by the experimenter. Environmental effects are certain fea­
tures of the environment which the analysis enables us to measure. Ex­
perimental error (the third effect), constitutes all elements of varia­
tion that are not included in treatment or environmental effects. 
In an experiment a collection of one or more of the same type of 
treatment is called a factor. If there is only one factor and no environ­
mental effects present in an experiment, a one-way classification is said 
to be used in performing the analysis of variance. If there is only one 
factor and one type environmental error, a two-way classification would 
be used. The number associated with the classification used equals the 
sum of the factors and the type environmental effects present in an ex­
periment. 
Another element must be considered in the discussion of analysis 
of variance. This is the extent of the population about which we are 
making inferences. If, from an analysis of variance we make inferences 
about only those levels of each of the factors which are contained in the 
experiment, we are said to be performing a test on means. This is re­
ferred to as the fixed effects model. If we use those levels in the 
experiment as a sample to make inferences about a greater population, 
then we are performing a test on variances. This is referred to as the 
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random effects model. Appropriate combinations of fixed and random 
factors give mixed effects models. 
In order for his technique to be applied to an experimental situ­
ation, Fisher made the following assumptions about the experiment: 
(i) The treatment or factor effects and environmental effects 
are additive. 
(ii) The experimental errors are independent. 
(iii) The experimental errors have a common variance. 
(iv) The experimental errors are distributed normally. 
The industrial experimenter usually wishes to decide which effects 
or factors are Important and to estimate them. When he is interested in 
testing for the existence of certain effects (or variance components) in 
a multiway analysis of variance, the situation often arises in which it 
is impossible to construct an exact test statistic consisting of a ratio 
of two independent mean squares. In such situations the analyst usually 
constructs a linear combination of certain mean squares chosen so that, 
under the null hypothesis, the expected value of the statistic is the 
effect in question. Satterthwaite (2) has shown that the ratio of 
linear combinations of mean squares is distributed approximately as an 
F, and thus the above technique is widely employed in practice. This 
research investigates the results of departures from the usual analysis 
of variance assumptions of normality of errors, statistical independence 
of errors, and homoscedasticity when utilizing Satterthwaite's synthetic 
mean squares. The analysis is conducted with respect to the size (fre­
quency of incorrect rejection) and power (frequency of correct rejection) 
of the test. Also, for a given experimental situation, it is often 
possible to construct two statistics for each main effect which, under the 
null hypothesis, have expectation equal to the desired effect. As a 
result one test statistic may be more appropriate than another when vio­
lation of the assumptions occurs. Both statistics will be investigated 
under each set of violations of the assumptions. 
Survey of the Literature 
Pearson (3)> using a simple one-way classification on empirical 
data from the Bell Telephone Laboratories, New York, concluded that the 
effect of violation of the normality assumption is slight on inferences 
drawn about means. However, he also concluded that inferences drawn 
about variances could be extremely dangerous. 
Box (k), satisfied that general non-normality had little effect 
on test on means, concentrated his effort on determining the effect of 
non-normality on tests on variances. He stated that the test on vari­
ances is particularly sensitive to changes in Kurtosis from the normal 
theory value of three. Furthermore, that the sensitivity is even greater 
when the number of variances to be compared exceeds two. He also dis­
covered, using a one-way classification, that when there is a difference 
in the group size of the non-normal distributions tested, that the effect 
of departures from normality will be great. This was done using 20 dif­
ferent trials of two independent groups of five and 20 observations per 
group. Box also showed that the logarithmic transformation technique, 
developed by Bartlett and Kendell, will in fact bring non-normally distrib­
uted data to a form suitable for the application of the analysis of vari­
ance. Using a rectangularly distributed population, he noted that the 
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probability of rejecting a false hypothesis are greater when data is 
transformed than when it is not transformed. 
David and Johnson ( 5 ) , as a special case, considered a one-way 
classification in which the observations were normally distributed, but 
the variances differed from group to group, and group sizes were equal. 
They found that for this case the effects on tests of variances and means 
are slight. 
Grunow (6) and Welch ( 7 ) , using different investigative techniques, 
found that a fixed model, one-way classification, having a different error 
variance for each level will not significantly affect the size and power 
of the test when the number of observations at each level are the same. 
Box (8) applied some theorems on quadratic forms to determine the 
effect of group to group inequality of variance in a one-way classifica­
tion. He concluded that if the groups are of equal size, the inequality 
of variance does not seriously affect the test on means, but with unequal 
sized groups much larger discrepancies will appear. 
Box (9), using the theorems of (8) , studied the effects of in­
equality of variance and first order serial correlation of errors in the 
two-way classification on the analysis of variance tests on means. He 
found that when the approximate null hypothesis is true, inequality of 
variance from column to column results in an increased chance of exceed­
ing the significance point for the test of homogeneity of column means, 
and decreased chance for the corresponding test on row means. Also, for 
moderate differences in variance neither effect is large. First order 
serial correlation within rows was found to produce a large effect on the 
"between rows" comparisons of means, but little effect on the "between 
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columns" comparisons of means. 
Hudson and Krutchkoff (10) investigated the accuracy of Satter-
thwaite's method for approximating the number of degrees of freedom 
associated with a linear combination of independent mean squares. Using 
a particular three way random effects model, the power and size of the 
test were studied by generating and analyzing data which conformed to all 
of the assumptions of analysis of variance. Hudson investigated two 
statistics which can be constructed to test the null hypothesis that 
the variance of a main effect is equal to zero. He concluded that 
Satterthwaite's method for approximating the number of degrees of freedom 
provided a probability of rejection which seemed adequately close to the 
apparent significance level except for several special cases. 
The preceding authors have done considerable investigation of the 
assumptions when using one-way classification. Scheffe (ll) summarizes 
much of their work. The assumption of equality of variances for the 
fixed effect model has received the most attention. The assumption of 
normally distributed errors and additivity of treatment and environmental 
effects each received the attention of one author for the fixed effect 
model. The only assumption studied for the random effects model was 
that of normally distributed errors. 
Research in the two-way classification was restricted to the 
assumptions of independence of experimental errors and equality of vari­
ances for the fixed effect model only. 
No research was found which studied the assumptions when using 
the random effects model in the two-way classification. Furthermore, no 
research was found which studied the assumptions when using the three-way 
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or higher classification for either the fixed or random model. 
Anticipated Results 
Prior investigations have illustrated that the analysis of vari­
ance is a relatively robust statistical technique. We expect that this 
investigation will confirm that property for the cases studied, except 
perhaps, in a few special situations. 
The anticipated results of this investigation were a clear identi­
fication of some limitations of the use of Satterthwaite's synthetic mean 
squares in the analysis of variance. This would be accomplished by iden­
tifying critical assumptions or determining the circumstances for which 
the assumptions may be relaxed. Also, it was anticipated that some meas­
ure of the relative significance of each assumption will be discovered. 
This would enable the experimenter to extend with reasonable safety the 
analysis of variance to areas in which an assumption or assumptions may 
be invalid. 
By clearly appreciating the impact of the underlying assumptions 
of the analysis of variance, the experimenter can perhaps use this method­




THE MODEL AND ASSUMPTIONS TO BE INVESTIGATED 
Model to be Investigated 
The case to be considered will be a three-factor factorial in a 
completely randomized design. Each level of any factor is combined with 
every level of the other two factors. All effects in the model are as­
sumed to be random. Thus the variables in the model are random samples 
from the population about which inferences are to be drawn. 
The model to be investigated is: 
Y. . = Oi. + p . + Y, + (00). . + ((*y). + e. (2.1) 
ijk i 3 k ij 'ik ljk ' i = 1,2, ,a; j = 1,2, ,b; k = 1,2, ,c 
th 
where a represents the added effect associated with the i level of 
factor A. 
th 
P . represents the added effect associated with the j level of 
factor B. 
th 
Y-̂ . represents the added effect associated with the k level of 
factor C. 
(a|3). . is the added effect associated with the interaction of the 
i^1 level of factor A with the j ^ 1 level of factor B. 
(cyy)., is the added effect associated with the interaction of the 
th th 1 level of factor A with the k level of factor C« 
£ijk ^ e ac^-e^ e ^ e c ^ resulting from pooling the two-way inter­
action (PY)jk ^ d the three-way interaction (aP"Y ̂ j - ^ and is used 
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as a measure of experimental error. 
Every effect in the model is assumed to be a random variable. 
This is a special case of the more general three-way random effects model. 
Y i 3 k l = f +
 ai + P j + \ + (°®ki + + (PY^ (2-2) 
+ ( a p Y ) i J k + £ ( i J k ) l 
in which the overall mean, \± = 0, the interactions (By)^ = ^°^'Y)^j^. = 0 
and there is only one observation per cell. The principal objective in 
eliminating replication in the model was to reduce the amount of computer 
time required. 
If none of the assumptions of analysis of variance are violated, 
the components of the model are distributed as follows: 
(i) a± ^NID (0, a 2 A) i = 1,2, ....,a 
(ii) P.. ~ NID (0, a 2 B) j = 1,2, ....,b 
(iii) Y k ~ NID (0, c t 2 c ) k = 1,2, ....,c 
(iv) (q£) ~NID (0, a 2 A B ) i = 1,2, ....,2; j = 1,2, ....b 
(v) (<*Y)ik - NID (0, a 2 A C ) i = 1,2,....,a; k = 1,2,....,c 
(vi) e i j k ^ NID (0, a 2) i = 1,2,....,a; j = 1,2,....b; k = 1,2,...,c 
where a. ~ NID (0, a 2 ) means that the , (%,...., a are normally and i a a 
independently distributed with mean zero and common variance a 2 . 
The table of expected mean squares for this model is given in 
Table 2.1 
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Table 2.1 ANOVA Including Expected Mean Squares for the Case 
Investigated 
Source of Degrees of 
Variation Freedom Expected Mean Square 
A a-1 = Yl a 2 + C a 2 A B + b a
2
A C + W A 
B b-1 = v2 a 2 + ^ AB + aca
2^ 
C c-1 = v3 a 2 + ^ A C + aba
2
c 
AB (a-1) (b-1) = v 4 a 2 + 0 0 2 AB 
AC (a-1) (c-1) = v5 2 a + to2AC 
E(Error) Yl v2 v 3 + v 2v 3 a 2 
TOTAL abc - 1 = V 
None of the expected mean squares equal a 2 + ca2 + ba2 ; there-
Ai3 AC 
fore, it is impossible to have an exact test of the hypothesis Hq: cr2^ = 0. 
However, it is possible to form a linear combination of means squares 
which have the necessary expected value, and use Satterthwaite's approxi­
mation. Since there is only one replication and the interactions 
(oPy)^j^. and (P y)^ are both assumed to equal zero, these interactions 
are pooled to provide the error term e . „ . Pooling (3y) -n with (apy). -v 
provides additional degrees of freedom for the error term and does not 
affect the approximate test of the null hypothesis Hq: a 2 = 0. 
The two ratios which will be considered as possible test statistics 
are: 
1 1 
M S A B + M S A C - MS E ^ > 
Departures from Assumptions 
•x- -x-
Using both statistics Fp and F A for the same data, the size and 
power of the test were calculated when certain assumptions were violated. 
The results of the analysis of variance under the violated assumptions 
were obtained for the following conditions when the size of the test is 
under study: 
Condition 1 
= " % = ̂ A B - ̂ AC = ̂  = ̂  ° 2A " ° 
The ratios are denoted F to indicate that they follow an approximate 
rather than an exact F distribution. 
-x-
The degrees of freedom for the numerator of F. are the degrees of 
freedom associated with mean square A. The degrees of freedom for the 
-x- -x-numerator and denominator F and for the denominator of F. must be cal-
culated using Satterthwaite's approximation. Equations ( 2 . 5 ) , (2 .6) and 
(2 .7 ) show how these degrees of freedom are calculated: 
* (MSA + MS E) 2 
degrees of freedom numerator (Fp) = )s + ( m )s ( 2 - 5 ) 
vi v i v 2 v 3 +v2 v3 
* ( M S ^ + M S A C ) 2 
degrees of freedom denominator (Fp) = (ms ' )3 + (ms—p" (2-6) 
v4 v5 
^ (MS A B + M S A C - MS E) 2 
degrees of freedom denominator (FA) = p + ( M S \s + (ms ) 2 
(2 .7 ) 
AB AC E 




° \ =°*C = < j 2 A B = a 3 A C " ̂  ^ = 0 - 0 1 ; °* A = ° 
When the power of the test is under study, the above conditions apply 
except that a 2 is assigned a variety of non-zero values. 
To investigate the effect of violation of the normality assumption 
the following three distributions were considered: 
(i) Uniform (a special case of beta) 
(ii) Triangular (a special case of beta) 
(iii) Parabolic 
These distributions, illustrated in Figure 2-1, were selected because 
they represent typical violations of the normal distribution often en­
countered in practice. 
To investigate independence of errors two schemes for correlating 
errors were used. One provides highly correlated errors, while the other 
provides moderately correlated errors. 
In the investigation of equality of variances three methods of 
changing the variance of the error term e . w e r e used: 
1 Jk 
(i) a2 was given a different value for any change in either 
i, j, or k. 
(ii) a2 was given a different value for any change in i only. 
(iii) a 2 was given a new value only one time as i increased from 
1 to a. 
NORMAL Cm- = 0) 
UNIFORM Cm- = o) 
TRIANGULAR (|J, = 0) 
PARABOLIC (m- = 0) 
Figure 2.1. Distributions Investigated 
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CHAPTER III 
THE EXPERIMENTAL PROCEDURE 
In order to investigate the analysis of variance, it is necessary 
to obtain data similar to that which would be available in an actual ex­
periment. A Monte Carlo simulation is used to provide this data. For 
convenience in the sequel, data which conforms to the assumptions of 
analysis of variance shall be referred to as conforming data, and data 
which violates the assumptions will be referred to as non-conforming data. 
To generate non-conforming data it is necessary to modify the 
error term e ^ j k i-n 3 1 1 appropriate fashion. Since the procedures used to 
generate non-conforming data differ from those used to generate conform­
ing data only in the error term, and since the procedures used to deter­
mine the size and power of the test are used throughout this investigation, 
generation of conforming data and the determination of size and power will 
be discussed first. This will be followed by a discussion of the genera­
tion of the appropriate error term. 
Generation and Testing of Conforming Data 
Generation of the Data 
To generate conforming data each of the right hand components 
(except a. and e . ) of the model 1 ljk 
is assumed to be distributed normally with mean equal zero and variance 
one. e . w i l l have variances of 0.01 or 1.0. In order to examine the 
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size of the test it is necessary that the null hypothesis a = 0 be true; 
therefore, , oi^ , •. *. ,01 are set equal to zero. 
In generating these random variables use was made of the library 
subroutine designated RANDU in the Fortran computer language, which 
generates random numbers which are uniformly distributed between zero and 
one. In order to obtain the normally distributed random variables it is 
necessary to use a normal process generator which converts the uniformly 
distributed random variables provided by RANDU to normally distributed 
random variables. The normal process generator used was developed by 
Schmidt and Taylor ( 1 2 ) and is listed below: 
x = ( r - 0 . 5 ) ( a ) ( f ( v ) ) ^ ( 3 > 1 ) 
, A _ ( 2 .515517 + 0.802853V + 0 . 0 1 0 3 2 8 v 2 ) , 0 ) 
1 K V J " v " ( 1 + 1 . ^32788v + 0.189269V 2 + O .OOI308V 3 ) K 5 ' d ) 
v = / - 2 loge 0 . 5 ( 1 - | l-2r| ) (3-3) 
where x is the normally distributed random variable with variance equal 
to a 2, r is the uniformly distributed random variable obtained from RANDU, 
where 0 < r < 1 and p, is the mean. The above equation, when properly 
translated into Fortran computer language, provides normally distributed 
random variables with whatever mean and variance are desired. 
If, for example, it is desired to generate eight values of s^^. 
from a normal distribution with a mean zero and a variance equal to . 0 1 . 
The following seven Fortran statements will generate eight such values 
and store them as E m , \ 1 2 , \ 2 i > , $311, Ee 2 1, and E^s . 
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(i) DO 75 I = 1,2 
(ii) DO 75 J = 1,2 
(iii) DO 75 K = 1,2 
(iv) R = RDM (MACK) 
(v) V = SQRT(-2.0*ALOG(0. 5*(l. 0-ABS(-l. 0-2. 0*R)))) 
(vi) FOFV = V-(2.515517 + 0 .80285W + 0.01038*V**2)/(l.O + 
1.U32788W + o.i89269*v**2 + 0.001308 *V**3) 
(vii) 75 E(l,J,K) = ((R-0.5)^0.1^FOFV)/ABS(R-0.5) 
RDM(MACK) is a Fortran subroutine which secures from RANDU an array of 
uniform random numbers and selects a new random number from this array 
each time the statement is encountered.(See Appendix C for the Fortran 
listing.) 
Statements smilar to those above were used to generate the other 
components of the model, and the sum of these components provided one ob­
servation, denoted Y ^ ^ . . This process was repeated N times (where N = 
a*b«c) until all the Y ^ . ^ . necessary for the desired analysis of variance 
were generated. Another Fortran subroutine (See Appendix C) was used to 
conduct an analysis of variance on these generated Y ^ ^ - . Both test 
statistics were compared with the critical values of the F distribution 
at a - .05 . 
Size of Test 
The process of generating observations, Y ^ ^ . analyzing, and accept­
ing or rejecting the null hypothesis was done 2000 times using 20 blocks 
of 100 iterations each. After each 100 iterations, the number of re­
jections of the null hypothesis, the average value of the mean squares, 
degrees of freedom for the numerator and denominator, and both test 
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statistics were printed out. After 2000 iterations, the average number 
of rejections, mean squares and both test statistics were computed. 
By conducting the experiment in blocks it was possible to calcu­
late the standard error of the mean calculated from each set of twenty 
blocks. (See Appendix D for typical standard errors). The appropriate 
equation is 
20 20 
SE = [I X3. - (2 n X.)2/2(D]/[ (19) ( 2 0 ) ] ( 3 . 1 0 1=1 i i=l i 
where SE represents the standard error of the mean, and X^ represents the 
number of rejections of the î *1 block of 100 iterations. Similar compu­
tations were made for degrees of freedom and mean squares. 
Power of the Test 
The investigation of power was handled in a similar fashion. An 
example of the procedure developed by Hudson and Krutchkoff (10) to deter­
mine the power of the test is given below. 
2000 iterations of the analysis were performed in 20 blocks of 100 
with the number of rejections and other pertinent data printed out after 
each 100 iterations. Since the power of a test is the probability of re­
jecting the null hypothesis when it is, in fact, false, values of 
ai > 0Ls,y''-y°L were generated so as to reflect various values of a 2.. 
a a 
The degree to which the variance of A differed from zero was mea­
sured by the parameter <|). This parameter was defined so as to indicate 
the degree to which the ratio of the expectation of the numerator of the 
test statistic to the expectation of the denominator of the test statistic 
differs from unity. 
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Thus 
Expectation of Numerator of Test Statistic + j / \ 
Expectation of Denominator of Test Statistic ~ *̂ ^ ' 
Consider the special case of the previously mentioned model with 
a = b = c = 3, 
Yijk = a i + P j + \ + + ( o ^ i k + £ijk 
i = 1, 2, 3; J = 1; 2, 3; k = 1, 2, 3-
The assumptions on this model are, as before, 
a. „ NID (0, a 2 A) i = 1, 2, 3 
P ,w NID (0, a 2 B ) j = 1, 2, 3 
Y k - NID (0, a 2 c) k = 1, 2, 3 
(o?P) ~NID (0, a 2 A B ) i, j = 1, 2, 3 
(cyY)ik ̂ NID (0, a 2 A C ) i, k = 1, 2, 3 
e ^NID (0, a 2) i, j, k = 1, 2, 3 
Table 3.1 Expected Mean Squares for Special Case of Three-Way Random 
Model ( a 2 B C = 0 o 2 A B C = 0 and a = b = c = 3) 
Source Expected Mean Square 
A. 2 G + 0 2 3 0 AB + 3a
2 
^ AC 
B a 2 + ^ A B + *% 
C a 2 + 3 a AC + 
AB a 2 + 0 2 3 ( 7 A B 
AC a 2 + ^ AC 
E (Error) cj2 
TOTAL 
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-x- A E 
Using the test statistic F = — T~mc— » " t h e r^tio 
P M b A B + MbAC 
[E(MSA + MSE)]/[E(MSAB + MS A C)] is 
2a 2 + y > + 3 a 2 A C + 9a 2 A 9a 2 
2 ^ + ^ A B + ^ A C " + ^ + ^AB + ^ A C 
= 1 + 
For the case where = a 2 = a 2 = 1, the value of a 2 which would re-
A±5 AC A 
suit in a f of (say) 3, is found by solving 
2 ( 1 ) + 3 ( 1 ) + 3 ( 1 ) 3 * 
.'. a 2 A = 21+/9 
Therefore, to check the power for this case, namely a = b = c = 3 with 
= 3, > were generated from a normal distribution with mean a 
zero and variance 2^/9• This was accomplished by the following two Fortran 
statements 
(i) -DO 7 I = 1, 3 
(ii) 7 A(I) = (SQRT(2U./9-)) *RDM (MACK) 
which generated , Og, and 0i3 and stored them as A 1 ; Ag, and A3 • 
The block diagram of Figure 3*1 gives the main steps of the basic 
program. The block diagram 3*2 shows the steps required to obtain the 
necessary observations. In this diagram a, b, and c denote the number 
of levels of factors A, B, and C respectively. 
START 
K = 1 
SUBROUTINE 1 
CONDUCT ANOVA. 
CALCULATION OF TEST STATISTICS AND APPROXIMATE DEGREES 
OF FREEDOM 
COMPARISON OF TEST STATISTIC WITH TWO CRITICAL VALUES AND 
SUBSEQUENT DECISIONS WHETHER TO REJECT H Q AT EACH LEVEL 
K = K + 1 
NO 
CALCULATION OF AVERAGE VALUE OF TEST STATISTIC AND 
CRUCIAL MEAN SQUARES FOR PRECEDING 100 ANALYSES. PRINT 
OUT THESE AVERAGES AND NUMBER OF REJECTIONS AT EA.CH 
SIGNIFICANCE LEVEL 
L = L + 1 
NO 
CALCULATION OF AVERAGES FOR ALL TWENTY BLOCKS AND OF 
STANDARD ERRORS OF THESE AVERAGES 
WRITE DESIRED INFORMATION 
STOP 
Figure 3«1« Block Diagram for Basic Program 
J = 1 
K = 1 
GENERATES., y {<#).., and (ory) 
JS. j— 
GENERATE a. 2 
GENERATE e. i 
Figure 3 .2 . Block Diagram for Subroutine 1 
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Generation of Non-Normal Data 
To generate the three non-normal distributions investigated, it 
was necessary to develop three different random process generators. The 
procedure used to develop these generators is identical. So that a 
realistic comparison could be made between the data with error terms 
drawn from the non-normal distributions and those with error terms drawn 
from the normal distribution, the non-normal random process generators 
were developed to provide random variates from the desired distribution 
with a mean equal to zero and the variance equal to 1 or 0.01. 
which provides a parabolic distribution with a mean equal to zero and 
variance equal to one will be given. It was first necessary to find a 
probability density function. The equation of a parabola centered at zero 
is 
The value of the constant K is unknown, but in order for f to be a 
probability density function the following relation must be true: 
An example of the development of the random process generator 
f (x) = Kx2 (3-6) 
f(x)dx = 1, (3-7) J -01 
therefore 
Kx^dx = 1 J -ol 
K2oP/3 = 1, 
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hence 
K = 3/2aP (3-8) 
and f(x) = 3 ^ / 2 a ? (3.9) 
Since the parabola is centered at zero the mean of the distribution al­
ready equals zero. It is now necessary to determine the values of a which 
will provide variances equal to 1.0 or 0 .01 . We present the case where 
it is required that a = 1 . 0 . 
Since VAR [X] = E[X2] - (E[X])2 (3«10) 
where EfX2] = J X S f (x)dx (3-ll) 
S[X] = 0 (3 .12 ) 
and in this case it is desired that VAR [X] = 1, the following equation 
can be used to determine the appropriate value of a: 
VAR [X] = ryX2f(x)dx = 1, ( 3 .13 ) 
or VAR [X] = J ̂ X 2 (3X2/2c/3 )dx = 1 . 
After integrating we are left with 
VAR [X] = 3 = 1 . ( 3 - 1 ^ ) 
Therefore, the value of a that provides a variance of one is 
2k 
In order to verify that the density function of equation (3 .9) 
meets the necessary prerequisites, the cumulative distribution function 
was developed. 
Since Fv(x) = P(X < x) ( 3 - l6 ) 
A. — 
I 
= K t2dt 
-a 
K 3 ix 
3 t U 
Substituting K from equation (3«8) 
Fx(x) = (x3 + o?)/2o?, ( 3 . 1 7 ) 
Now let x = -01. 
F (-a) = ((-c^)3 + o?)/2o? = 0, X 
letting x = 0 
F x (0 ) = (0 + oP)/2cP = .5, 
and letting x = ot 
F (a) = ((a)3 + o?)/2o? = 1. X 
Once the density function was obtained, the probability integral 
theorem provided the basis for the development of the random process 
generator. This theorem may be stated informally as: "Let f be the 
density function of a continuous random variable x. Then 
r> t 
F(t) = m f(x)dx (3 .18) 
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is distributed uniformly over the interval (O.l)." Since RDM(MACK) using 
RANDU could provide a source of uniformly distributed random variables 
in the interval (0,l), the following substitution into equation (3«l8) 
can be made 
rt 
RDM(MACK) =J _m f(x)dx 
Furthermore, since the density function for the parabolic distribution 
is known, and since F (x) = 0 for values of x less than or equal to 
-a equation (3«l8) can then be written as: 
RDM (MACK) = f (x)dx = 3t 2 /2c^dt. 
By carrying out the integration we obtain 
RDM(MACK) = (x3 + cP)/2oP ( 3 .19 ) 
To obtain the random variables from a population with a parabolic distri­
bution solve equation (3*19) for x in terms of a and RDM(MACK) and obtain 
x RDM (MACK) -a3 (3.20) 
To generate eight random variables from a parabolic distribution with a 
mean equal to zero and a variance of one would require the following four 
Fortran statements (where Q, = a): 
(i) DO 75 I = 1 ,2 
(ii) DO 75 J = 1 ,2 
(iii) DO 75 K = 1 ,2 
(iv) 75 E... = CBRT (2*(q**3*RBM(MACK))-Q**3 
ijk 
The above statements would, as in the case of the normally distri­
buted errors, generate and store E ^ , ^ 1 2 , ^ 2 1 ; E ^ , E ^ , E 2 2 1 , Fq22, 
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but in this case E . i s taken from a parabolic distribution. 
Since the procedures used to develop the Triangular and uniform 
processes generators were identical to those above, and quite well-known, 
the development of these two generators is not included. However, the 
density functions are shown in equations (3«2l) and (3.22) below: 
Triangular: 
f(x) = 2 [1 - (x-a)/(b-a)]/(b-a), a < x < b (3«2l) 
Uniform: 
f(x) = l/2a, -a < x < a. (3-22) 
Generation of Correlated Data 
To generate correlated data, use is made of another normal process 
generator described by Schmidt and Taylor ( 1 2 ) . The equation for this 
generator is: 
N 
x = r ± ~ N/2)/N/12' + [h (3.23) 
where: x is the random variable drawn from a normal distribution 
a 2 is the desired variance. 
\L is the desired mean. 
r^ is a random variable drawn from a population uniformly dis­
tributed between zero and one. r^ will never equal zero or one. 
N is the number of times a sample is drawn from the uniform dis­
tribution. 
If in equation (3*23) M- is set equal to zero and N is set equal 
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to twelve, equation (3*23) reduces to: 
12 
x = a ( S r. - 6) (3-210 
i=l i 
where x represents one observation on the error term, E. . 
lji£ 
Highly correlated data can be generated by changing only one r^ 





e i i 2 = c ( ? _ r - 6 ) , 
1=2 ! 
1U 
Sii3 = o"(E r. - 6 ) , etc. 
i=3 1 
Thus each new observation is composed of eleven of the twelve random 
variables used to generate the previous observation. The Fortran state­
ments necessary to generate highly correlated observations drawn from a 
normal distribution with a mean of zero and a variance equal to one are: 
(i) DO 77 KK = 1, 12 
(ii) 77 R(KK) = RDM(MACK) 
(iii) DO 75 I = 1 ,A 
(iv) DO 75 J = 1 , B 
(v) DO 75 K = 1, C 
(vi) E(I,J,K) = 0.0 
(vii) DO 78 KK = 1 , 1 2 
(viii)78 E(I,J,K) = E(I,J,K) + R(KK) 
(ix) R(13) = RDM(MACK) 
(x) DO 75 KK = 1 , 12 
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(xi) 79 R(KK) = R(KK) + 1 
(xii) 75 CONTINUE 
To generate moderately correlated data the previous technique is 
used except that six of the variables drawn from the uniform population 
are changed each time a new normally distributed random variable is re­
quired. For example, consider the sequence 
12 
e m = cj(E r - 6 ) , i=l 1 
18 
e l l a = CT(S r - 6 ) , 
i=7 -1 
2k 
eii3 = o~C£ r. - 6 ) , etc. 
i=13 1 
The Fortran statement necessary to generate N observations drawn 
from a normal distribution with a mean of zero and a variance equal to 
0.01 are 
(i) DO 77 KK = 1 , 1 2 
(ii) 77 R(KK) = RDM(MACK) 
(iii) DO 75 I = 1 ,A 
(iv) DO 75 J = 1 ,B 
(v) DO 75 K = 1,C 
(vi) E(l,J,K) = 0.0 
(vii) DO 78 KK = 1 , 1 2 
(viii) 78 E(I,J,K) = E(l,J,K) + R(KK) - 0-5 
(ix) DO 93 KK = 1 3 , 18 
(x) 93 R(KK) = RDM(MACK) 
(xi) DO 79 KK = 1 , 1 2 
(xii) 79 R(KK) = R(KK + 6) 
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(xiii) E(l,J,K) = E(l,J,K)*0.1 
(xiv) 75 CONTINUE 
Generation of Data with Unequal Error Variance 
The investigation of data with unequal variances used three differ­
ent schemes to generate the error term, e ± ^ ' r^ a e fl r s^ scheme provides 
a new value for the variance of the error term for each observation of 
""""ijk* r^a^LS w a s accomplished by selecting an initial low value for a 2 at 
e i n • Then adding a Aa2 for each new encountered until the maximum 
a 2 is obtained at e , where a, b and c represent the number of levels 
a,b,c, 9 
of factors A, B, and C. To accomplish this we use the same normal process 
generator developed by Schmidt and Taylor, except that the value of a must 
be changed with each observation. Let LVAR be the value of a 2 at e112m, 
and UVAR be the value of a 2 at e , . To insure an equal incrementation 
a,b,c ^ 
of a 2 for each new observation we let 
a 2 UVAR - LVAR { o o t _ x Aa = r r i ; , (3-25) 
where N = a«b«c and o 2 = SE. Therefore, to generate twenty-seven ob­
servations of ê -jj. with a 2 = 1 at e x l l and a 2 = 7 - 5 at e 3 3 3 , the follow­
ing Fortran statements are used: 
(i) A = 3 
(ii) B = 3 
(iii) C = 3 
(iv) N = A*B*C 
(v) LVAR = 1 
(vi) UVAR = 7 - 5 
(vii) DIF = UVAR - LVAR 
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(viii) COUNTER =0.0 
(ix) DO 75 I = 1,A 
(x) DO 75 J = 1,B 
(xi) DO 75 K = 1,C 
(xii) SE = SQRT((LVAR + DIF*C0UNTER)/N-1) 
(xiii) V = SQRT(-2.0*AL0G(0.5*(l.0-ABS(-1.0-2.0*R)))) 
(xiv) FOFV = V-(2.551527 + 0.80285*V + ) • 01038*V**2 )/l. 0 + 
1.̂ 32788-x-v + 0.18926 9*v**2+o. ooi38o8*v*-*3) 
(xv) COUNTER = COUNTER + 1 
(xvi) 75 E(l,J,K) = ((R-0.5*SE*F0FV)/ABS(R-0.5) 
The average a 2 for the N terms generated is, of course, LVAR + DIF/2. 
For identification purposes, the data generated using the preceding 
procedure will be referred to as class 1. 
The second scheme provides a different value fr the variance of 
the error term for each level of factor A. As before, an initial low 
value of a was selected for e. ., . Data generated under this scheme will 
be called class 2. The same Fortran statements to generate class 1 data 
were used with the following exceptions: 
(i) a =/(LVAR+ (DIF) (COUNTER))/(A-1) (3-26) 
(ii) The relative location of the a and counter statements were 
changed as follows: 
(a) DO 75 I = 1,A 
(b) SE = SQRT((LVAR + DIF*C0UNTER)/(A-1) 
(c) COUNTER = COUNTER + 1 
(d) DO 75 3 = 1,B 
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The third scheme changed the value of a 2 only one time during the 
generation of the N terms This was done usually for the highest 
level of factor A. For example, if a = b = c = 3, the low value for a 2 
would be assigned e m , £\2i > • r • • > e 2 2 2 an<3- the high value for a 2 would 
be assigned to e 3 1 1 , e 3 1 3 , . . . . , £333* The only change to the Schmidt and 
Taylor normal process generator was the insertion of a Fortran "IF" state­
ment which would cause the proper value of a to be selected. Data generated 
in this manner will be called class 3* 
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CHAPTER IV 
RESULTS OF THE EXPERIMENT 
The calculated values of the size of the test, the power of the 
test, selected distributions of the degrees of freedom and average values 
of the degrees of freedom numerator and denominator are listed in appen­
dices A, B, and E. A. study of the tables in those appendices provided 
the information below. 
The Size of the Test 
For the three non-normal distributions investigated, it was found 
that the size of the test is not influenced by the distribution of the 
error term ej_jk* For a set of levels (a, b, c), a particular F , and a 2 , 
the size of the test for error terms drawn from normal, uniform, para­
bolic, and triangular distributions is approximately equal. 
The investigation of correlated data showed the following: 
(i) If the variance of the error term is of the same magnitude 
as the variance of the other components of Y^^(i.e., where 
a 2 =1.0) there is little difference between the size of the 
test of uncorrelated data and moderately correlated data; 
however, the size of the test is significantly higher than 
both of these when high correlation of the error term exists. 
(ii) Where the variance of the error term is much smaller than 
the variance of the other terms of Y. ... , the size of the 
test for uncorrelated, moderately correlated, and highly 
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correlated data is approximately equal. Furthermore, little 
difference can be noted using F p or F.. 
The investigation of unequal variance showed that for class 1 data 
the size of the test differs little from the size of test with equal 
error variance. The investigation of class 2 data showed no conclusive 
results on the size of the test when the average variance of the error 
term was greater than the variance of the other components of the model. 
The size of the test followed no discernable pattern with regard to F , 
sets of levels, or range of error variance. However, when the average 
value of the error variance was less than the variance of the other com-
ponents of the model, the size of the test using F was greater. 
For class 3 data it is noted that when the statistic Fp is used, 
the size of the test increases for an increase in the average value of 
the variance of the error term. Also, if the average value of the vari­
ance of the conforming error term, the size of test is essentially the 
same for a given statistic F and set of levels (a,b,c). 
The number and arrangement of levels also influences the size of 
the test. It can be noted from all the tables in Appendix A, that for 
both conforming and non-conforming data, the size of the test using the 
statistic F will be greater than when using F except when sets of 
levels ( 3 , 3 , 3 ) , ( 2 , ^ , 4 ) , and ( 5 , 2 , 2 ) occur with the variance of the error 
term equal to or greater than the variance of the other terms of the 
model. 
The Power of the Test 
The investigation of the power of the test consistently showed 
3^ 
that as j) increases, the power of the test increases. This was true for 
both conforming data and all types of non-conforming data. For any given 
set of levels (a,b,c), statistics F , and a , the power increases as N 
increases, where N = a-b-c. It should be noted that the power of the 
test was investigated only for the balanced sets of levels ( 2 , 2 , 2 ) , 
( 3 , 3 , 3 ) , (k,k,k), and ( 5 , 5 , 5 ) - The violations of the assumptions of 
normality, equality of errors or independence show that several factors 
definitely interact to influence the power of the test. A particular F , 
set of levels, error variance, and type of violation will produce a cer­
tain power of the test. A change in any one of these factors while hold­
ing the others constant will result in a change in the power of the test. 
The investigation of the non-conforming distributions showed the 
following: 
(i) For a particular f), cr2, and F the type distribution has little 
effect on the power of the test. 
(ii) For sets of levels (k,k,k) and ( 5 , 5 , 5 ) with a 2 either 1.0 or 
0.01, the power of the test is greater when F is used. 
(iii) For sets of levels ( 3 , 3 , 3 ) and a2 = 1 . 0 the power of the test 
-x-
is greater when Fp is used. 
The investigation of data with correlated error variances yielded 
the following: 
(i) The power of the test is greater for highly correlated data 
than for moderately or uncorrelated data, except where |) = 10, 
a 2 = 1 .0 , and the levels are (h,h,k), or ( 5 , 5 , 5 ) - Under these 
circumstances the powers of the test on highly correlated, 
moderately correlated and uncorrelated data are not signifi­
cantly different. 
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(ii) For a particular a 2, <(), set of levels and type of correla-
•x-
tion, the power of the test using Fp is approximately 
•x-
equal to that using F . 
Pi 
The investigation of unequal error variances showed: 
(i) For a particular (j), range of error variance, and set of 
•X- -x-
levels, the power of the test is greater for F than F . 
(ii) For class 3 data the power of the test is less for a 
particular set of levels, <p, and F than it is for con­
forming data. 
(iii) Also, for class 3 data with all other parameters equal the 
power of the test decreases as the average value of the 
error variance increases. 
Degrees of Freedom 
The average degrees of freedom for the numerator and denominator 
were found to be influenced more by the number and arrangement of the levels 
(a,b,c) than by any type of non-conforming data. With certain exceptions, 
caused by the arrangement of levels, which are discussed in Appendix E, 
both the degrees of freedom for the numerator and the denominator increase 
as the total number of observations increase. The degrees of freedom for 
•x-
the numerator for F will change only with changes in the number of levels 
of factor A. Also, with two exceptions, discussed in Appendix E, the 
degrees of freedom for the numerator are less than the degrees of freedom 
2 "X- / \ 
for the denominator for a particular a , F , and set of levels (a,b,cj. 
It was also noted that when the average value of a class 3 error 
term was increased, there was an increase in the degrees of freedom in 
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both numerator and denominator. 
Other Observations 
Ata = b = c = 2 the average value of the alternate test statistic 
* * F^ was found to be negative in several cases. The negative F^ occurred 
when the variance of the error term was greater than or equal to the 
variance of the other components of Y. .. . Specifically, it occurred with 
ljk 
conforming data, the three types of non-normally distributed data, and 
class 3 data. One case of moderately correlated data having a high error 
variance also produced many negative F̂ . "Where the error variance approxi­
mated the variance of the other components of the model, less than five 
percent of the F^ were negative for either type of correlation. With 
• # 
levels a = b = c = 3 approximately 15 percent of the F^ were negative 
for tests on conforming data, the three types of non-normally distributed 
data, class 3 data, and the one case of moderately correlated data with 
a high error variance. For all other cases investigated a t a = b = c = 3 
less than five percent of the F were negative. At a = b = c = 4 and. 
any other combination of levels where the total N was greater than or 
equal to oh, no cases of a negative F^ -were noted. 
It should also be noted that at a = b = c = 2 the probability of 
making a type I error is zero for almost all cases investigated, but this 
apparent advantage is offset by having a probability of committing a 
type II error of greater than 0.88 for all cases investigated. When the 
Fp statistic is used, this probability is equal to 1 .0 . 
Another factor worthy of consideration is that for class 1, class 
2, and class 3 data, the mean squares for B and C tended to differ from 
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their expected value to a greater extent than did these same mean squares 
for a l l other types of data. This occurred in cases where the average 
value of the error variance was greater than the variance of the other 
components of Y. .. . 
Discussion 
The increase in power for increases in N and the parameter {) i s 
not surprising. As N increases, the number of degrees of freedom calcu­
lated for the numerator and denominator increase. As both these degrees 
of freedom increase, the corresponding c r i t i c a l value of F w i l l decrease, 
thereby increasing the probabil i ty that F i s greater than Fa and enabling 
the nul l hypothesis to be rejected. Furthermore, since increases in <j) 
cause o2 ^ to increase, the probabil i ty of correct ly reject ing the nul l 
hypothesis w i l l increase. 
Two factors influence the fact that F^ provides greater power for 
the sets of l eve l s (U,h,h) and ( 5 , 5 , 5 ) - The f i r s t i s that the expected 
value of F^ i s greater than the expected value of F p (see equations 4.1 
and 4.2) . The second i s that the degrees of freedom calculated using 
equations 2 .5 , 2.6, and 2-7 se lect c r i t i c a l F's corresponding to F^ and 
* i Fp which are not s ign i f ican t ly different . Table 4 .1 shows the average 
degrees of freedom, F , and corresponding c r i t i c a l F for the leve ls (4,4,4) 
and ( 5 , 5 , 5 ) -
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Table h.l. Calculated Degrees of Freedom with 



























































h 30 2.69 
0.01 5 , 5 , 5 •x-F 
P 
h 30 2.69 
By substituting the appropriate expected value into equations 2 .3 and 
2. h, we get equations h.l and h.2 below 
ETF*1 = 2 G S + ^ A B + TO2AC + W A B C G 2 A F L | . . 
^ a 2 + ca A B + b < j 2 A C + t>eo 2 A b o a S A 
^ - o » + = ^ A B + ^ A = 1 + a* + c o ^ + ^ A C ( ^ 2 ) 
By inserting the values of a, b, c, c^-g a n (l 0 - 2 AC ^ o r levels ( U , U ) and 
( 5 , 5 , 5 ) , equations h.l and k.2 may be reduced to equations U«3, ^ ' 5 , 
and h.6 below. Where a = b = c = h 
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1&y\ 
L 6 F F S A 
where a = b = c = 5 
* 2 5 C j 2 A 
* f a 1 = 1 + o ^ T I O ^ - 5 ) 
•X- -X-
From the above it is obvious that E[ F^] will be greater than E[ Fp]. Since 
the critical F's corresponding to F and F^ are not significantly differ-
ent and since the ELF̂ J is greater than E[Fp], F^ has a higher frequency 
of exceeding critical F than Fp. Therefore, when F^ is used, the false 
hypothesis that o~ ̂  = 0 was rejected more frequently. 
It was noted that at levels ( 3 ,3 ,3 ) and a 2 = 1 . 0 the power of the 
test with Fp was higher than it was with F^. This results from the fact 
*• * , 
that E[Fp] and E[ F^] are not significantly different for a particular <p, 
and that the corresponding critical F's are of different magnitude. The 
degrees of freedom were determined by equations 2 .5 and 2 . 6 , and those 
associated with F are (2,4) and with F are (4 ,6) . These provide the 
A -tr 
following critical F values: F ̂  2 ^ = 6»9h and F Q ^ ^ ^ = 4 .53, using 
equations 4 .1 and 4.2 and substituting the values of a,b,c, o"2^, Q" 2 ^ 
and a 2 equations 4.7 and 4.8 result,. 
ho 
E[FA] = 1 + - y - S - (k.7) 
E[F*] = 1 + - Q ^ (4.8) 
For {) = ( 1,2 , 3 , 1 0 ) , a 2 A = (8/9, 16/9, 24/9, 80/9) and the resulting ex-
pected values of F and F are shown in Table 4.2. 
- f x J T 
Table 4.2. Expected Values of F ( a = b = c = 3 and a 2 = 1 . 0 ) 
<j) Critical 
1 2 3 10 F 
E[F*] 2 3 h 11 4.53 
E[F ] 2.14 3.29 4.43 12.43 6.94 
Table 4.2 shows that the expected values of F A and F p are approximately 
the same for various values of (p. With the expected values of F A and 
Fp "being approximately the same and the critical F associated with each 
being of different magnitude, and the critical value of F corresponding 
to Fp being the lower, the frequency of rejecting a false hypothesis 
•x-
using Fp is greater. 
The method used to generate highly correlated data produced a 
significantly greater power of the test than the power of the test with 
uncorrelated data for levels (2,2,2) and ( 3 , 3 , 3 ) with f) = ( 1 , 2 , 3 ) . This 
may have resulted from the method used to generate highly correlated data. 
From equation 3'24 it can be noted that the error component of any obser­
vation will contain 11 of the 12 random variables used to generate the 
hi 
previous observation, thereby providing consistency in the variance of 
the error term. Since the power of the test is the probability of re­
jecting the hypothesis that a 2 ^ = 0 when it is false, and since highly 
correlated data provided a more consistent error variance than uncorrelated 
data, tests on correlated data would be more sensitive to changes in a 2 . 
However, as f) increases, the power increases for tests on both correlated 
and uncorrelated data and decreases the difference between the power with 
highly correlated and uncorrelated data. 
Although the possibility of a negative F was discussed by Hudson 
and Krutchkoff (10) and a negative F^ occurred for levels (2,2,2) and 
(3,3,3) in this investigation, it is unlikely to occur in practice. Nor­
mally in a scientific or industrial experiment the experimenter will 
make his test on the interaction containing the most factors first, follow­
ing this, he will test the interactions with the next largest number of 
factors and continue testing decreasing factor interactions until all in­
teractions are tested. He then will test main effects. When testing, 
if any interaction is found to be not significant, that interaction is 
considered to be non-existent and the variance associated with this inter­
action is assumed to be zero. All components of the expected mean squares 
corresponding to variance of this interaction are then also assumed to 
be zero. If all interactions are zero, then the table of expected mean 
squares will show that main effects can be compared directly with the 
error mean square. 
In this investigation no attempt was made to eliminate the vari­
ance components corresponding to those interactions which were found to 
be non-existent; therefore, where M S ^ + was less than an 
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approximate test was made and a negative F appeared for levels (2,2,2) 
A. 
and ( 3 , 3 , 3 ) ' In practice if either MS.^ or MS A r i or both were less than 
Ajd AU 
MSg, a direct test of the null hypothesis, H Q: o 2 ^ = 0, could be made. 
* *-
Neither F or F would be used as the test statistic, but a test involv-
ing one of the ratios MSA/MSAC, MSA/MSAC, or MSA/MSE with the appropriate 
degrees of freedom would be made. 
The exceedingly high probability of type II error occurring at 
a = b = c = 2 results from the few degrees of freedom available. Appendix 
E shows that, out of 2000 samples taken, 1225 samples had one degree of 
freedom numerator and one degree of freedom denominator and 775 samples 
had two degrees of freedom numerator and one degree of freedom denominator. 
The critical values of F (with a = 0.05 for these degrees of freedom com­
binations) are 1 6 1 . 0 and 200.0 respectively. When using the statistic 
Fp, where a = b = c = 2, Fp was less than 110 for <p = 1, 2, and 3, but 
did exceed this value at times where <j) = 10 . Since the low values of the 
degrees of freedom dictate that a number consistently higher than F be 
selected as critical F, we must accept the null hypothesis, even when it 
is false. 
The low probability of type I error occurring a t a = b = c = 2 
results from the same large critical F values with the degree of freedom 
sets (l,l) and ( 2 , 1 ) . The critical F is so large that the null hypothesis, 
H q: a 2^ = 0, cannot be rejected. 
The distortion noted in the mean squares for data with unequal 
error variances can be attributed to the relative magnitude of the error 
variance to the mean squares for the other components of Y^ The 
differences between the expected values of the mean squares due to A and 
h3 
to B and their actual values increased as the average value of the error 
variance increased. 
Hudson and Krutchkoff (10), working with conforming data, noted 
that when the levels were "balanced, the actual size of the test closely-
approximated the advertised size. This was particularly true where the 
levels were (k,k,k) or higher. In this investigation an attempt was made 
to determine if using balanced levels would cause greater agreement be­
tween conforming and non-conforming data. However, an examination of the 
appendices shows that this was not the case. In some cases balanced 
levels provide greater agreement and in some cases unbalanced levels pro­
vide greater agreement. 
kk 
CHAPTER V 
CONCLUSIONS AND RECOMMENDATIONS 
Conclusions 
Based on the results of this investigation, a number of pertinent 
conclusions can be drawn. First, the size and power of tests employing 
Satterthwaite's synthetic mean squares are not significantly influenced 
by departures from the analysis of variance normality assumption. This 
conclusion is apparently valid for experimental error variances of the 
same magnitude or smaller than the other variance components. 
Second, we have noticed that highly correlated error terms cause 
significant departures from the advertised size of the test, and correspond­
ing irregularities in the power. This would tend to indicate that care in 
designing experiments or collecting data to minimize correlation should be 
exercised. 
Third, if the data does not conform to the assumption of homo-
scedasticity, but the average value of a 2 approximates the other variance 
components, there will be little effect on the size and power of the test. 
However, distortions of the mean squares will occur if the average error 
variance is greater than that of the other components of Y ^ ^ ? and an ex­
perimenter is cautioned against estimating components of variance with 
these mean squares. 
•x-
Fourth, in almost all cases the primary statistic Fp provides a 
smaller probability of type I error than does the alternate statistic, 
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F^. However, the power using F^ is almost always higher than the power 
-x- •# using Fp. Since a negative value of F^ will not occur in practice, since 
the experimenter can determine the amount of type I error he is willing 
to accept, and since the power of the test is greater using F^ we recom-
•# 
mend the use of F^. 
Fifth, for the cases a = b = c = 2 considerable distortion in size 
and power frequently occurred. This is due, perhaps in part, to the low 
number of available degrees of freedom, and experimenters should be cau­
tioned about employing Satterthwaite' s method in those cases. 
Last, the use of Satterthwaite's synthetic mean squares in analysis 
of variance appears to be quite robust, except in the special cases noted. 
Recommendations for Further Study 
This investigation has indicated that the following points are 
worthy of further study: 
(i) As only highly correlated error terms significantly influence 
both the size and power of the test, some research to ascertain the degree 
of correlation at which these effects become apparent might be indicated. 
Also different types of correlation structure could be investigated. A 
logical part of this study would be an analysis of transformations on 
the original data to reduce the effects of correlation. 
(ii) Compound sensitivity studies may be appropriate in some cir­
cumstances, that is, a study of the departures form the assumptions which 
occur in pairs (or other combinations). 
(iii) This method of sensitivity analysis should be applied to 
statistical models and test for which the assumptions are less well under­
stood, such as the multivariate analysis of variance and factor analysis. 
APPENDICES 
APPENDIX A 
Appendix A contains seven tables which display the calculated size 
of the test under the conditions investigated. The size as shown in the 
tables is the proportion of times that a hypothesis is incorrectly re­
jected. 
Table Al provides for the comparison of statistics F p and F for 
seven sets of levels, four distributions, and two variances. This table 
shows that, for the distributions investigated, the size of test is 
approximately equal for the four distributions for a given F , set of 
levels, and variance. Sign tests were made to determine if a particular 
F provided a consistently lower probability of type I error. "Where 
a 2 = 0.01 the probability of type I error is consistently lower when 
•* 2 •* •# F is used; however, where a =1.0 neither F. nor F p provides a con-
sistently lower value of type I error. 
Table A2 displays the size of the test for moderately correlated, 
highly correlated, and uncorrelated data using seven sets of levels, both 
Fp and F^, and two variances. A Wllcoxon signed rank test was used to 
determine if differences existed between the size of the test with con­
forming data and the size of the test with correlated data. When the 
variance of the error term equals the variance of the other terms (i.e., 
where a 2 =1.0) there is no significant difference between the size of 
the test with uncorrelated or moderately correlated data. When the data 
is highly correlated, the size is significantly higher than both the 
moderately correlated and uncorrelated cases. Where (a 2 = 0.01) the 
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variance of the error term is much smaller than the variance of the other 
terms, there is no significant difference between the size of the test 
with uncorrelated, moderately correlated, or highly correlated data. 
Furthermore, there is no significant difference between the size of the 
-x- -x-test using Fp or F^. 
Table A3 displays the size of the test when the variance of the 
error term differs for each e. . A Wilcoxon signed rank test was made 
ljk 
on the data in this table to determine if differences between the size of 
the test using class 1 data and the size of the test using conforming data 
-x-
exist. For a particular F , set of levels, and error variance there was 
no significant difference between the size of the test with class 1 data 
and the size of the test with conforming data. 
Tables Ah and A5 display the size of the test when class 2 data was 
used. A Wilcoxon signed rank test was used to determine if differences 
-x- -x-
in the size of the test resulted from using F^ or Fp. There is no signifi-
-x- -x-
cant difference between the size of the test using F or F when the 
average value of the variance of the error term is greater than the vari­
ance of the other components of the model. When the average value of the 
error variance is less than the variance of the other components of the 
-x-
model, the size of the test using F^ was found to be consistently greater. 
Tables A.6 and A7 are similar to Table Ah except that the error term 
is class 3* Table A6 shows that generally the size of the test increases 
for an increase in the average value of the variance of the error when 
-x-
using Fp. Both tables show that when the average values of the variance 
of the class 3 error term approaches the variance of the conforming error 
-x-
term, the size of the test is approximately the same for a given F and 
set of levels. 
By scanning all seven tables the following facts may be noted. 
Generally the size of the test is greater using than when using Fp. 
The exception to this generalization occurs where the variance of the 
error term is equal or greater than one and with set of levels ( 3 , 3 , 3 ) , 
(2A * 0 , and ( 5 , 2 , 2 ) . 
1+9 
Table AL Non-Normality: Size 
(Proportion of Incorrect Rejections in 2000 Trials) 
<f = 1.0 0* = 0.01 
Size Size Size Size 
Us ing Us ing Using Using 







TP Run Levels butions F P FA F P FA 
a = 2 Normal .0000 .0000 .0000 .0000 
1 b = 2 Uniform .0000 .0000 .0000 .0000 
c = 2 Triangular .0000 .0000 .0000 .0000 
Parabolic .0000 .0010 .0000 .0005 
a = 3 Normal •0275 .0200 .01+35 .0500 
2 b = 3 Uniform .0285 .0215 .01+1+0 .0510 
c = 3 Triangular .0305 .0215 .01+1+0 .0505 
Parabolic .0315 .0205 .01+1+5 .0515 
a = k Normal .01+05 .01+20 .01*1+5 .01*85 
3 b = k Uniform .0385 .01+20 .01+50 .01+85 
c = h Triangular .0380 .01+30 .01+1+5 .01+85 
Parabolic .0U15 .01+55 .01+1+0 .01+90 
a = 5 Normal .01+95 .O56O .0^55 .01+55 
l+ b = 5 Uniform .01+60 •0555 .01+50 .01+60 
c = 5 Triangular •01+35 .O56O .01+50 .01+55 
Parabolic .01+50 .0525 .01+65 .0465 
a = 2 Normal .0575 .0350 .13^0 .1365 
5 b = h Uniform .0570 .0350 .1350 .1375 
c = k Triangular .0580 .0350 .1355 •13^5 
Parabolic .O5I+5 .031+5 • 1375 .1385 
a = 2 Normal .01+1+0 .0515 .0510 .0530 
6 b = 6 Uniform .01+30 .0510 .0505 .05I+0 
c = 6 Triangular .01+1+5 .01+85 .0510 .05I+5 
Parabolic .01+55 .0510 .0500 .0535 
a = 5 Normal .0315 .0065 .0165 .0230 
7 b = 2 Uniform .0260 .001+0 .0155 .0220 
c = 2 Triangular .0285 .0065 .0165 •0235 
Parabolic .0270 .0110 .0150 .0215 
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Table A2. Correlation: Size 
(Proportion of Incorrect Rejections in 2000 Trials) 
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Table A3 Unequal Variance Class 1 : Size 
(Proportion of Incorrect Rejections in 2000 Trials) 
Actual Actual 
Number Range Size Size 
of of a 2 T P Run Levels FP H A a = 2 1. to 5. .0000 .0000 
25 b = 2 1.0 .0000 .0000 
c = 3 
a = 3 1. to 5- .0275 .0190 
26 "b = 3 1.0 .0275 .0200 
c = 3 
a = k 1. to 5- .0395 .01+10 
27 b = k 1.0 .0^05 .01+20 
c = k 
a = 5 1 . to 5- •01+75 .0565 
28 b = 5 1.0 .01+95 .O565 
c = 5 
a = 2 .01 to .05 .0000 .0000 
29 b = 2 .01 .0000 .0003 
c = 2 
a = 3 .01 to .05 .01+10 .01+95 
30 "b = 3 .01 •01+35 .0500 
c = 3 
a = k .01 to .05 .01+15 .0425 
31 b = k .01 .01+1+5 .01+85 
c = k 
a = 5 .01 to .05 .01+80 .01+95 
32 b = 5 .01 .01+55 .04-55 
c = 5 
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Table A.4-Unequal Variance Glass 2: Size 
(Proportion of Incorrect Rejections in 2000 Trials) 
Actual Actual 
Number Range Size Size 
of of a 2 •* 
TP 
•* 
771 Run Levels F  A 
1 to k .0000 .0000 
33 a = 2 1 to 5 .0000 .0000 
b = 2 1 to 6 .0000 .0000 
c = 2 1 to 7 •0435 .0515 
1.0 .0000 .0000 
1 to 4 •0275 .0080 
3h a = 3 1 to 5 •0350 .0080 
b = 3 1 to 6 •0335 .0045 
c = 3 1 to 7 .0285 •0475 
1.0 •0275 .0200 
1 to k •0355 •0335 
35 a = h 1 to 5 .0350 .0280 
b = k 1 to 6 .0335 •0255 
c = k 1 to 7 •0235 .0430 
1.0 .0405 .0420 
1 to k .0460 •0575 
36 a = 5 1 to 5 .0440 .0550 
b = 5 1 to 6 .0440 .0525 
c = 5 1 to 7 .0405 .0565 
1.0 .0495 .0560 
a = 5 1 to 6 .0530 .0005 
37 b = c = 2 1.0 .0315 .0065 
a = 2 1 to 6 .0345 .0150 
38 b = c = k 1.0 .0575 •0350 
a = 2 1 to 6 .0385 .0335 
39 b = c = 6 1.0 .0440 .0515 
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Table A5« Unequal Variance Class 2: Size 













a = 2 .01 to .02 .0000 .0005 
4o b = 2 .01 to . 1 .0000 .0000 
c = 2 .01 to .8 .0000 .0000 
.01 .0000 .0000 
a = 3 .01 to .02 .0480 .0550 
hi b = 3 .01 to . 1 .0415 .0495 
c = 3 .01 to .8 .0370 .0390 
.01 .0435 .0500 
a h .01 to .02 .0460 .0480 
h2 b 4 .01 to . 1 .0465 .0485 
c = h .01 to .8 .0405 .0430 
.01 .0445 .0480 
a = 5 .01 to .02 .0440 .0445 
b 5 .01 to . 1 .o46o .0470 
c = 5 .01 to .8 .0505 .0430 
.01 .0455 .0455 
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Table A6« Unequal Variance Class 3« Size 
















1.0 .0000 .0000 1.0 
44 a=b=c=2 1 and 3 .0000 .0000 2.0871 
1 and 4 .0000 .0000 2.6216 
1 and 5 .0000 .0000 3.1547 
1 and 9 .0000 .0000 5.2890 
1 and 16 .0000 .0000 9-0239 
1 and 25 .0000 .0000 13.8259 
1 and 36 .0000 .0000 19.6951 
1.0 .0275 .0200 1.0 
45 a=b=c=3 1 and 3 .0360 .0105 2.3349 
1 and 4 .0350 .0050 3.0028 
1 and 5 .0365 .0030 3.6707 
1 and 9 .0390 .0005 6.3423 
1 and 16 .0460 .0005 11.0175 
1 and 25 .0510 .0005 17.0285 
1 and 36 .0555 .0005 24.3154 
1.0 .0405 .0420 1.0 
46 a=b=c=4 1 and 3 .0390 .o4io 1.5108 
1 and 4 .0370 .0380 1.7623 
1 and 5 .0365 .0360 2.0137 
1 and 9 .0380 .0240 3.0195 
1 and 16 .0460 .0135 4.7797 
1 and 25 .0500 .0085 7.0428 
1 and 36 .0545 .0075 9.8087 
1.0 .0495 .0560 1.0 
47 a=b=c=5 1 and 3 .0470 .0565 1.4134 
1 and 4 .o46o .0570 1.6155 
1 and 5 .0465 .0555 1.8176 
1 and 9 .0465 .0600 2.6262 
1 and 25 .0585 .0580 5.8603 
1 and 36 .0655 .0590 8.0837 
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Table A7. Unequal Variance Class 3: Size 
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Appendix B contains tables displaying the power of the test. 
Tables Bl, B2, and B3 include the four distributions and show the 
following: 
(i) The power of the test increases as <|) increases. 
(ii) For a particular f), a , and F the type distribution has 
little effect on the power of the test. 
(iii) For levels (4,4,4) and (5,5,5) with a2 either 1.0 or 0.01, 
•x-
the power of the test is greater when F^ is used. 
(iv) For levels (2,2,2) and a =1.0 the power of the test is 
•x-
greater when F is used. 
(v) For levels (3,3,3) and a 2 =1.0 the power of the test is 
•x-
greater when Fp is used. 
(vi) The power of the test increases as N increases N = a.b«c. 
Tables B4, B5, and B6 each contain displays of the power of the 
test for moderately correlated, highly correlated, and uncorrelated data 
and show the following: 
(i) Where a 2 = 1 the power of the test is consistently greater 
for highly correlated data than for moderately correlated or 
uncorrelated data. The difference between the power of the 
test with highly correlated data and the power of the test 
with moderate or uncorrelated data is greatest where <{) = 1. 
This difference decreases as <j) increases and where <j) = 10 
the power of the test with highly correlated data, moderately 
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correlated data, and uncorrelated data is approximately 
equal. The preceeding is true except for levels (2 ,2 ,2) . 
(ii) For a particular F , a 2, set of levels, and type of correla­
tion the power of the test increases as |) increases. 
(iii) With levels (3,3,3) , (^,4,4) or (5,5,5) the power of the 
test using F or F is approximately equal for a particular 
a 2, and type of correlation. However, the power of the 
•x-
test with F^ is consistently higher. 
"X-
(iv) For a particular F , <p, a 2, and type of correlation the 
power of the test increases as N increases. N = a-b-c. 
Tables B7, B8, and B9 show the power of the test for class 3 un­
equal error variances. These tables show the following: 
(ij For a particular set of levels F and range of error vari­
ances, the power of the test increases as <f) increases. 
(ii) For a particular |), range of error variance, and sets of 
levels (2 ,2,2) , (4,4,4) or (5,5,5) the power using F^ is 
•x-
greater than the power using Fp. 
(iii) For class 3 data the power of the test is less for a 
I -x-
particular set of levels, <p, and F than it is for con­
forming data. The preceding is not true for levels (3,3,3)-
It should be noted that for a = b = c = 3, when investigating class 
3 data displayed on B7 and B8, the variance of the error terms e s l l 
through e 2 3 3 were given the same high a 2 as were e 3 l l through 6 3 3 3 . This 
accounts for the noticeably lower values of the power of the test where 
a = b = c = 3 for class 3 data. It also gives an indication that when all 
other parameters are equal and the data is class 3, an increase in the 
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average value of the variance will result in a decrease in the power of 
the test. An investigation of all values on tables one, two, and three 
will also show this decrease in power. For a given set of circumstances 
the average value of the error for those statistics on B7 is larger than 
the average error on B8 which is larger than the average error on B9« 
The power of the test for a given set of circumstances is greater on 
B9 than B8 and greater on B8 than on B7« 
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Table Bl. Non-Normality: Power 
(Proportion of Correct Rejections in 2000 Trials) 
OI = 0.05 a = b = c = k 
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Table B2. Non-Normality: Power 
(Proportion of Correct Rejections in 2000 Trials) 
a = 0.05 a = b = c = 5 








































































































Table B3» Non-Normality: Power 
(Proportion of Correct Rejections in 2000 Trials) 
a 2 = 1 . 0 










































































































Table B4. Correlation: Power 
(Proportion of Correct Rejection in 2000 Trials) 
a 2 =1.0 


































































































Table B5« Correlation: Power 
(Proportion of Correct Rejection in 2000 Trials) 
a = b = c = k 
a* = 1.0 a 2 = 0.01 
Power Power Power Power 
Type of Using Using Using Using 
Corre­ TP TP TP #-TP Run lation F P FA FP FA 
21 1 High • 3225 •3350 •2175 .2230 
25 Moderate .2150 .2260 .2185 .2260 
1 None .1990 .2085 .2050 .2120 
22 2 High .4620 .4710 .3820 .3905 
26 Moderate •3590 •3790 .3670 •3730 
2 None •3730 .3840 •3775 .3850 
23 3 High • 5720 .5815 .4950 .5050 
27 Moderate .4845 .4970 .4830 .4915 
uo None .5015 • 5140 .4875 .5000 
24 10 High .856O .8635 .8670 .8730 
28 Moderate .8495 .8605 .8615 .8655 
4 None .8715 .8770 .8630 .8675 
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Table B6. Correlation: Power 
(Proportion of Correct Rejections in 2000 Trials) 
a = b = c = 5 






























































































Table B7« Unequal Variance Class 3* Power 
(Proportion of Correct Rejections in 2000 Trials) 
a" = L and 4 (f = 1.0 
Power Power Power Power 






7 7 1 Run Levels F P FA H P 
r 
A 
hi i a=b=c=2 .0000 .0000 .0000 .0065 
2 .0000 .0015 .0000 .0019 
3 .0000 .0030 .0000 .0320 
10 .0000 .0110 .0000 .0945 
42 1 a=b=c=3 .0940 .0375 .1375 .1225 
2 .1680 .0785 .2345 •2255 
3 .2390 .1320 • 3330 .3210 
10 .5390 .3690 .6580 .6480 
43 1 a=b=c=4 .1760 .1945 .1990 .2085 
2 •3335 .3485 .3730 .3840 
3 .4480 .4645 • 5015 • 5140 
10 .8340 .8420 .8715 .8770 
44 1 a=b=c=5 •2475 • 2735 .2710 .2970 
2 .4500 .4730 .4900 .5065 
3 .5900 .6140 .6320 .6420 
10 .9210 •9285 .9325 •9395 
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Table B8. Unequal Variance Glass 3: Power 
(Proportion of Correct Rejections in 2000 Trials) 
a 2 = 1 and 3 CJ2 = 1 . 0 
Power Power Power Power 
Number Using Using Using Using 
of •x- •X- •x- •x-
Run Levels F P 
F A F P 
F A 
45 l a=b=c=2 .0000 .0000 .0000 .OO65 
2 .0000 •0035 .0000 .0019 
3 .0000 .0060 .0000 .0320 
10 .0000 .0230 .0000 .0945 
46 l a=b=c=3 .0980 .0490 .1375 .1225 
2 .1810 .1035 • 2345 •2255 oo .2580 •1535 • 3330 • 3210 
10 •5735 .4300 .6580 .6480 
hi 1 a=b=c=4 .1815 .1950 .1990 .2085 
2 .3425 .3585 .3730 • 3840 
3 •4575 •4775 .5015 • 5140 
10 .8430 .8500 .8715 .8770 
48 1 a=b=c=5 • 2535 .2790 .2710 .2970 
2 .4550 .4840 .4900 .5065 
3 .6030 .6240 .6320 .6420 
10 .9260 .9305 .9325 •9395 
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Table B9» Unequal Variance Class 3* Power 
(Proportion of Correct Rejection in 2000 Trials) 
No. of o 2 = 1.0 
Levels Power Power Power Power 
and Using Using Using Using 
Values -x- •x- •x-
Run of 2 F P 
FA F P 
F A 
a=b=c=2 
h-9 1 •5 and 1 .5 .0000 .0045 .0000 .0065 
2 .0000 .0130 .0000 .0019 
3 .0000 .0250 .0000 .0320 
10 .0005 .0800 .0000 .0945 
a=b=c =3 
50 l .6 and 1.5 . 1315 .1180 .1375 .1225 
2 .2195 .2070 .2345 •2255 
3 .3135 .2990 .3330 • 3210 
10 .6535 .6310 .6580 .6480 
a=b=c=4 
51 l 2/3 and 2 .1950 .2075 .1990 .2085 
2 .3720 .3840 .3730 .3840 
3 .4890 .5060 .5015 • 5140 
10 .8650 .8740 .8715 .8770 
a=b=c=5 
52 l 5/7 and 1 5 / 7 .2690 .2895 .2710 .2970 
2 .4825 .5035 .4900 .5065 
CO
 
.6245 .6420 .6320 .6420 
10 .9320 •9370 .9325 •9395 
APPENDIX C 
Appendix C contains listings of the two subroutines which were 
used in the generation and testing of all data. The main program is 
not listed because it required modification for each run and these modi­
fications were discussed in Chapter III. 
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Table CI 
Fortran Listing of Subroutine Which Provides Random Variables Drawn From 
a Population With a Mean Equal to Zero and a Variance Equal to One. 
FUNCTION RDM (i) 
DIMENSION ARY (20000) 
IF (i.NE.l) GO TO 100 
ARY(l)=673^269 
CALL RANDU(ARY, 20000) 
100 RDM = ARY(I + l) 
IF (I.EQ.19999) 1=0 
1 = 1 + 1 
RETURN 
END 
NOTE: By the proper location of RDM(MACK) in the main program, 
the same array of uniform (0,l) random variables can be reproduced. This 
provides both the conforming and non-conforming data with identical com­
ponents for the same observation, except those components which 
must be different for comparison purposes. 
Table C2. 
Fortran Analysis of Variance Subroutine 
SUBROUTINE ANOVA 
DIMENSI0NY ( 7 , 7 , 7),TI ( 7),TJ ( 7 ) , TK ( 7),TIJ ( 7 , 7),TIK ( 7 , 7 ) 
COMMON/BLOKB/XMSA,XMSB,XMSC,XMSAB,XMSAC,XMSE 
COMMON/BLOKA/Y, DFA, DFB, DFC, DFE, BCN, A.CN,NA,NB,NC, ABN, GN, DFAB, DFAC 
TIS=0.0 
DO 11 1=1, NA. 
TI(I)=0.0 
DO 1 J=1,NB 
DO 1 K=1,NC 
1 TI(I)=TI(I)+Y(I, J,K) 
11 TIS=TIS+Tl(l)**2 
TJS=0.0 
DO 22 J=1,NB 
TJ(J)=0.0 
DO 2 1=1,NA 
DO 2 K=1,NB 
2 TJ(J)=TJ(J)+Y(I,J,K) 
22 TJS=TJS+TJ ( j)**2 
TKS=0.0 
DO 33 K=1,NC 
TK(K)=0.0 
DO 3 1=1,NA 
DO 3 J=1,NB 
3 TK(K)=TK(K)+Y(I, J, K ) 
33 TKS=TKS+TK(K)**2 
TIJS=0.0 
DO kk 1=1, NA. 
DO 44J=1,NB 
TIJ(I, J)=0.0 
DO k K=1,NC 
k TIJ(I,J)=TIJ(I,J)+Y(I,J,K) 
kk TIJS=TIJS+TIJ(I, J)**2 
TIKS=0.0 
DO 55 1=1,NA 
DO 55 K=1,NC 
TIK(I,K)=0.0 
DO 5 J=1,NB 
5 TIK(I, K)=TIK(I, K)+Y(l, J, K) 





DO 9 1 = 1 , N A 
DO 9 K = 1 , N B 
DO 9 J = 1 , N C 
TS=TS+Y(l,J,K)**2 
C F = T * * 2 / G N 
SSA=TIS /BCN-CF 
S S B = T J S / A C N - C F 
S S C = T K S / A B N - C F 
S S A B = T I J S / R C - C F - S S A - S S B 
S S A C = T I K S / R B - C F -SSA - S S C 
S S E = T S - C F - S S A - S S B - S S C - S S A B - S S A C 
XMSA=SSA/DFA 








This appendix includes tables of expected mean squares, and block 
standard deviations for several sets of levels of A, B, and C. Not all 
of these statistics investigated are included. Those statistics excluded 
from the appendix follow the same pattern as those herein, i.e., the 
average mean squares approximate the expected mean squares, and the 
block standard deviation for a given statistic is generally one-fourth 
the value of the average mean square. 
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Table Dl. Examples of Typical Block Standard Deviations 
Parabolic Normal 
Number Mean Block Block 
of Squares Expected Actual Standard Actual Standard 
Levels and Size Averages Average Deviation Average Deviation 
a = 2 MSA 5•0000 5.O885 1.1707 5.1524 I . I85I 
b = 2 MSAB 3.0000 2.9327 .6790 2.9900 .6920 
c = 2 MSAC 3.0000 3.0200 .6964 3.0512 .7036 
MSE 1.0000 I.OO56 .2308 1.0205 .2349 
SIZE .0500 .0000 .0000 .0000 .0000 
a = 3 MSA 7-0000 6.9678 1 .6118 6.9046 1.5949 
b = 3 MSAB 4.0000 3.9887 .9161 4.0075 .9215 
c = 3 MSA.C 4.0000 4.O987 .9428 4.0929 • 9410 
MSE 1.0000 1.0020 .2297 1.0090 .2314 
SIZE .0500 .0315 .0080 0.0225 0.0075 
a = 4 MSA 9.0000 8.9618 2.0567 8.9501 2.0542 
b = 4 MSAB 5.0000 4.9760 1 .1412 5.0075 1.1482 
c = 4 MSAC 5•0000 5•0462 1 .1572 5-0537 1.1588 
MSE 1.0000 .9980 .2289 1.0093 .2313 
SIZE .0500 .0415 .0103 .0405 .0100 
a = 5 MSA 11.0000 11.0044 2.5259 1 1 . 2 1 9 6 2.2758 
b = 5 MSAB 6.0000 6.0591 1.3890 5 .9978 1.3747 
c = 5 MSAC 6.0000 6.0334 I.38OO 6.0772 1 .3929 
MSE 1.0000 1.0025 • 2297 1.0091 .2312 
SIZE .0500 .0450 .0109 .0495 .0129 
a = 2 MSA 9.0000 9.5806 2 .2119 9-4489 2.1947 
b = 4 MSAB 5.0000 5 .0339 1 . 1 5 7 1 5.O636 1 . 1 6 3 9 
c = 4 MSAC 5.0000 4.9285 1.1330 4.9105 1 .1291 
MSE 1.0000 •9992 .2290 1.0144 .2325 
SIZE .0500 .0545 . 0 1 3 2 -0575 . 0 1 3 9 
a = 2 MSA 13.0000 1 3 . 2 9 2 3 3.0589 13 .3059 3 .0615 
b = 6 MSAB 7.0000 6 . 9 3 6 1 1 . 5 9 1 0 6 . 9 2 5 ^ 1.5885 
c = 6 MSAC 7.0000 6.9252 1.5892 6.9051 1.5849 
MSE 1.0000 •9979 .2289 1.0061 .2305 
SIZE .0500 .0455 .0110 .o44o .0107 
(Average = sum of twenty block averages divided by twenty, where the block 
average is the sum of a hundred replicates of a particular mean square 
within a block divided by one hundred). 
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Table D2. Examples of Typical Block Standard Deviations 
Uniform Triangular 
Number Mean Block Block 
of Squares Expected Actual Standard Actual Standard 
Levels and Size Averages Average Deviation Average Deviation 
a = 2 MSA 5.0000 5•1022 1 .1735 5.1428 1.1829 
b = 2 MSAB 3-0000 2.9596 .6847 2 .9712 .6880 
c = 2 MSAC 3.0000 3.0404 .7008 3.0439 .7015 
MSE 1.0000 1.0027 .2303 1.0210 .2344 
SIZE .05 .0000 .0000 .0000 .0000 
a = 3 MSA 7-0000 6.9357 1.6039 6.9469 I.605U 
b = 3 MSAB 4.0000 4.0097 .9211 4 .0112 .9220 
c = 3 MSAC 4.0000 4.0932 •9413 4.0999 .9430 
MSE 1.0000 1.0009 •2295 1.0077 .2311 
SIZE .05 .0285 .0074 .0305 .0081 
a = k MSA. 9.0000 8.9603 2.0564 8.9336 2.0505 
b = k MSAB 5-0000 4.9884 1.1439 4.9946 1.1453 
c = k MSAC 5•0000 5.0510 1 .1581 5.0541 1.1589 
MSE 1.0000 1.0006 .2293 1.0051 .2303 
SIZE . .05 .0385 .OO96 .O38O .0097 
a = 5 MSA 11.0000 11.0023 2.5255 11.0072 2.5263 
b = 5 MSAB 6.0000 6 .0591 1.3890 6.0655 1.3905 
c = 5 MSAC 6.0000 6.0438 1.3854 6.0430 1.3853 
MSE 1.0000 1.0018 .2296 1.0064 .2306 
SIZE .05 .0460 .0110 •0435 .0106 
a = 2 MSA. 9.0000 9.4811 2.2031 9.4741 2.2014 
b = h MSAB 5.0000 5 .0611 1.1634 5.O669 1.1646 
c = k MSAC 5.0000 4.9066 1 .1281 4.9929 1 . 1 3 1 7 
MSE 1.0000 1.0033 .2299 1.0092 .2313 
SIZE .05 .0570 .0136 .O58O .0141 
a = 2 MSA. 13.0000 13.2949 3.0596 13.2860 3.0562 
b = 6 MSAB 7.0000 6.9369 1.5913 6 .9351 1.5910 
c = 6 MSAC 7.0000 6 .9179 1.5877 6 .9158 1.5875 
MSE 1.0000 .0081 .2287 1.0030 0.2298 
SIZE .05 .0430 .0105 .0445 .0109 
(Average = sum of twenty block averages divided by twenty, where the block 
average is the sum of a hundred replicates of a particular mean square 
within a block divided by one hundred). 
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APPENDIX E 
This appendix includes 14 tables which display the average degrees 
of freedom for the numerator and the denominator and selected distributions 
of these degrees of freedom. Those included are representative of all 
those investigated. 
Tables El and E2 show the average degrees of freedom numerator and 
denominator calculated for the normal, uniform, triangular and parabolic 
distributions. The trends that are apparent on these tables are similar, 
for correlated data and data with unequal error variances. It is obvious 
from these tables that the average degrees of freedom numerator and de­
nominator tend to increase as the total number of observations increase. 
However, this increase is not solely dependent on the total number of ob­
servations, but is influenced by the arrangement of the number of levels. 
For example if a = b = c = 3 ; n = 27, and the average degrees of freedom 
numerator equals 4 . 1 1 3 4 . But if a = 5, t> = G = 2, n = 20, and degrees of 
freedom numerator equals 6 .0341. It can also be noted that except for 
where a = b = c = 2 and a = 2, b = c = 4, the degrees of freedom denomina­
tor are greater than the degrees of freedom numerator. This is true for 
both F* and F* and for a 2 = 1 . 0 or a 2 = 0 .01. 
Tables E3 through E8 display the distribution of the degrees of 
freedom combinations for 2000 observations under several conditions for a 
typical set of treatment levels using F p. The levels a = 2 , b = c = 4 
were selected for display because the spread of the distributions for 
this combination of treatment levels lies between the extremely tight 
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spread occurring a t a = b = c = 2 and the wide spread occurring at 
a = b = c = 5 (see Table E12). Where a = b = c = 2, 1225 observations 
have one degree of freedom numerator and one degree of freedom denominator, 
and 775 observations have two degrees of freedom numerator and two degrees 
of freedom denominator. 
Tables E9, E10, and Ell show the distribution of the degrees of 
freedom denominator under several different conditions. Tables E9, E10, 
and Ell show that the distribution degrees of freedom for conforming data 
and the various types of non-conforming data generally follow the same 
pattern for a particular set of levels and error variance. 
In addition to the general comments made about Tables El and E2, a 
glance at Table E13 shows that for data with class 3 error variance the 
degrees of freedom numerator and denominator increase with an increase in 
the average variance of the error term. 
An interesting phenomenon occurs with moderately correlated data, 
Table El4. When Fp is used, the average degrees of freedom numerator are 
greater for moderately correlated data than for uncorrelated or highly 
correlated data. 
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Table El. Average Values of Degrees of Freedom 
(Average = sum of the degrees of freedom divided by 2000 trials) 
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Table E2. Average Values of Degrees of Freedom: 
(Average = sum of the degrees of freedom divided by 2000 trials) 
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Degrees of Freedom Denominator 
l 2 3 k 5 
1 0 0 kio 312 6k6 
2 0 0 58 34 62 oo 0 0 29 22 32 
-p- 0 0 16 8 18 
5 0 0 9 7 12 
6 0 0 - 12 7 5 
7 0 0 9 3 12 
8 0 0 1 1 1 8 
9 0 0 5 5 8 
10 0 0 3 k 7 
n 0 0 2 3 5 
12 0 0 3 3 5 
13 0 0 3 3 
ih 0 0 3 0 1 
15 0 0 3 0 8 
16 0 0 9 1 k 
17 0 0 l 3 3 
18 0 0 45 32 81 
(Number of times that a particular degrees of freedom combination is 
calculated in 2000 trials) 
o2 = ±f a = 2, b = k, c = k 
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Table Ek. High Correlation (Fp) 
Degrees of 
Freedom Degrees of Freedom Denominator 
Numerator 1 2 3 k 5 
1 0 0 932 123 909 
2 0 0 2 1 3 
3 0 0 1 1 1 
k 0 0 1 0 3 
5 0 0 2 1 1 
6 0 0 3 1 0 
7 0 0 0 0 0 CO 0 0 1 0 0 
9 0 0 0 0 0 
10 0 0 0 0 0 
n 0 0 0 0 0 
12 0 0 1 0 0 
13 0 0 1 0 0 
14 0 0 1 0 1 
15 0 0 0 0 0 
16 0 0 2 0 0 
17 0 0 1 0 1 
18 0 0 k 0 2 
(Number of times that a particular degrees of freedom combination is 
calculated in 2000 trials) 
or2 = 1, a = 2, b = 4, c = 4 
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Table E5. Normal (F*) 
(Number of times that a particular degrees of freedom combination is 
calculated in 2000 trials) 
a 2 = 1, a = 2, b = k, c = 1+ 
Degrees of 
Freedom Degrees of Freedom Denominator 
Numerator 1 2 CO k 5 
1 0 0 3kS 247 567 
2 0 0 k6 kk 86 
3 0 0 25 25 38 
k 0 0 23 7 22 
5 0 0 13 1 1 18 
6 0 0 1 1 3 12 
7 0 0 12 6 17 CO 0 0 7 3 9 
9 0 0 k k 1 1 
10 0 0 7 7 7 
1 1 0 0 6 k k 
12 0 0 2 3 10 
13 0 0 3 5 4 
ik 0 0 6 2 8 
15 0 0 6 2 6 
16 0 0 5 5 10 
17 0 0 8 10 21 
18 0 0 72 53 105 
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Table E6. Uniform (Fp) 
Degrees of 
Freedom Degrees of Freedom Denominator 
Numerator 1 2 3 k 5 
1 0 0 330 256 572 
2 0 0 65 k3 81 
3 0 0 23 16 45 
k 0 0 1 1 6 24 
5 0 0 Ik 13 18 
6 0 0 17 9 10 
7 0 0 9 k 1 1 
8 0 0 1 1 6 8 
9 0 0 9 7 13 
10 0 0 1 3 6 
1 1 0 0 5 2 5 
12 0 0 5 5 
13 0 0 3 4 13 
Ik 0 0 3 2 7 
15 0 0 6 5 10 
16 0 0 9 5 1 1 
17 0 0 6 5 Ik 
18 0 0 68 52 1 1 1 
(Number of times that a particular degrees of freedom combination is 
calculated in 2000 trials) 
o-2 = 1 , a = 2, b = k, c = k 
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Degrees of Freedom Denominator 
1 2 3 k 5 
1 0 0 122 137 203 
2 0 0 59 65 103 
3 0 0 17 30 60 
k 0 0 2k 26 35 
5 0 0 18 20 39 
6 0 0 19 23 27 
7 0 0 8 19 30 
8 0 0 10 9 16 
9 0 0 10 8 20 
10 0 0 8 6 22 
11 0 0 9 7 21 
12 0 0 11 14 23 
13 0 0 6 11 12 
Ik 0 0 8 10 14 
15 0 0 10 12 19 
16 0 0 10 9 17 
17 0 0 11 16 25 
18 0 0 145 173 214 
(Number of times that a particular degrees of freedom combination is cal­
culated in 2000 trials) 
a 2 = i, a = 2, b = k, c = k 
Qk 




Degrees of Freedom Denominator 
1 2 3 k 5 
1 0 0 332 250 562 
2 0 0 6k kQ 87 
3 0 0 22 17 kQ 
k 0 0 21 10 25 
5 0 0 12 9 16 
6 0 0 6 k 9 
7 0 0 10 12 1 1 
CO
 
0 0 8 6 10 
9 0 0 10 k 1 1 
10 0 0 k 3 9 
n 0 0 5 7 1 1 
12 0 0 6 1 8 
13 0 0 k 7 7 
Ik 0 0 2 5 10 
15 0 0 7 3 6 
16 0 0 12 1 8 
17 0 0 9 k 16 
18 0 0 58 59 10k 
(Number of times that a particular degrees of freedom combination is 
calculated in 2000 trials) 
a 2 = 1, a = 2, b = k, c = k 
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Table E9- Distribution of Degrees of Freedom (F^) 
Degrees De£ ̂rees of Freedom Numerator = 1 
Freedom Distribution 
Denom­ Para- Tri­ High Moderate 
inator Normal Uniform bolic angular Correlation Correlation 
1 163 165 6kk 170 24 99 
2 152 138 kQ9 131 50 1 1 7 
3 492 k77 k39 498 315 456 
k k!2 445 252 416 593 457 
5 k99 485 108 496 333 458 
6 280 288 22 287 684 409 
7 6 co 8 2 
9 10 
10 4 1 








(Number of times that a particular degrees of freedom combination is 
calculated in 2000 trials) 
a 2 = 1 .0 , a = 2, b = k, c = k 
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Table E10. Distribution of Degrees of Freedom (F.) 
Degrees of Degrees of Freedom Numerator = 1 
Freedom Distribution 
Denominator Normal Uniform Parabolic Triangular 
1 Ik 17 117 18 
2 2k 25 83 20 
3 187 182 380 186 
k 82k 820 828 
LTN 110 102 99 97 
6 Qkl Qk2 770 QkO 






(Number of times that a particular degrees of freedom combination is 
calculated in 2000 trials) 
a 2 =0.01, a = 2, b = k, c = k 
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Mr 
Degrees of Degrees of Freedom Numerator = 4 
Freedom a 2 = 1 . 0 a 2 = 1 . 0 a 2 = 1 . 0 a 2 = 1 and 3 
Denomi - High Moderate Unequal 




18 2 2 28 
19 14 3 42 
20 30 2 13 86 
21 46 4 24 121 
22 82 24 44 179 
23 134 32 76 216 
24 193 69 121 287 
25 266 85 188 351 
26 373 112 264 342 
27 416 132 397 236 
28 343 174 460 86 
29 98 231 313 9 
30 3 327 91 
31 545 4 
32 263 
(Number of times that a particular degrees of freedom combination is 
calculated in 2000 trials) 
a = b = c = 5 
Table Ell. Distribution of Degrees of Freedom (F^) 
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Table E12. Normal (Fp) 
Degrees of 
Freedom Degrees of Freedom Denominator 
Numerator 21 22 23 2k 25 26 27 28 29 30 31 
1 0 0 0 0 0 0 0 0 0 0 0 
2 0 0 0 0 0 0 0 0 0 0 0 
3 0 0 0 0 0 0 0 0 0 0 0 
k 2 6 7 10 23 3k kQ 75 102 172 598 
5 0 2 5 k 9 18 26 39 1*8 85 290 
6 0 0 0 3 3 8 5 16 7 36 97 
7 0 0 1 2 3 1 2 2 6 7 45 
CO
 
0 0 0 0 0 0 2 k 2 13 2k 
9 0 0 1 0 0 1 1 3 2 5 19 
10 0 0 0 0 0 0 0 0 0 6 6 
n 0 0 0 0 0 1 0 2 2 2 2 
12 0 0 0 0 0 0 0 0 0 2 7 
13 0 0 0 0 0 0 0 1 0 3 5 
Ik 0 0 0 0 0 0 0 1 1 2 2 
15 0 0 0 0 0 1 0 0 1 1 3 
16 0 0 0 0 0 0 0 0 0 1 3 
17 0 0 0 0 0 0 0 0 0 1 0 
18 0 0 0 0 0 0 0 0 0 0 2 
19 0 0 0 0 0 0 0 0 0 0 0 
20 0 0 0 0 0 0 0 0 0 0 1 
21 0 0 0 0 0 0 0 0 0 0 1 
22 0 0 0 0 1 0 0 0 0 0 0 
23 0 0 0 0 0 0 0 0 0 0 0 
2k 0 0 0 0 0 0 0 0 0 0 2 
25 0 0 0 0 0 0 0 0 0 1 0 
26 0 0 0 0 0 0 0 0 0 1 0 
27 0 0 0 0 0 0 0 0 0 0 0 
28 0 0 0 0 0 1 0 0 0 0 0 
29 0 0 0 0 0 0 0 0 0 0 0 
30 0 0 0 0 0 0 0 0 0 0 1 
31 0 0 0 0 0 0 0 0 0 0 0 
32 0 0 0 0 0 0 0 0 0 0 0 
33 0 0 0 0 0 0 0 0 0 0 0 
3k 0 0 0 0 0 0 0 0 0 0 0 
35 0 0 0 0 0 0 0 0 0 1 1 
(Continued on Next Page) 
(Number of times that a particular degrees of freedom combination is 
calculated in 2000 trials) 
a 2 = 1.0, a = 5, b = 5, c = 5 
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Table E12. Normal (F ) (Continued) 
Degrees of 
Freedom Degrees of Freedom Denominator 
Numerator 21 22 23 2k 25 26 27 28 29 30 31 
36 0 0 0 0 0 0 0 0 0 0 0 
37 0 0 0 0 0 0 0 0 0 0 0 
38 0 0 0 0 0 0 0 0 0 0 0 
39 0 0 0 0 0 0 0 0 0 0 0 
ko 0 0 0 0 0 0 0 0 0 0 0 
kl 0 0 0 0 0 0 0 0 0 0 1 
k2 0 0 0 0 0 0 0 0 0 0 0 
k3 0 0 0 0 0 0 0 0 0 0 0 
kk 0 0 0 0 0 0 0 0 0 1 0 
45 0 0 0 0 0 0 0 0 0 0 0 
k6 0 0 0 0 0 0 0 0 0 0 0 
k7 0 0 0 0 0 0 0 0 0 0 0 
kQ 0 0 0 0 0 0 0 0 0 0 0 
k9 0 0 0 0 0 0 0 0 0 0 0 
50 0 0 0 0 0 0 0 0 0 0 1 
51 0 0 0 0 0 0 0 0 0 0 0 
52 0 0 0 0 0 0 0 0 0 0 0 
53 0 0 0 0 0 0 0 0 0 0 0 
54 0 0 0 0 0 0 0 0 0 0 0 
55 0 0 0 0 0 0 0 0 0 0 0 
56 0 0 0 0 0 0 0 0 0 0 0 
57 0 0 0 0 0 0 0 0 0 0 0 
58 0 0 0 0 0 0 0 0 0 0 0 
59 0 0 0 1 0 0 0 0 0 0 0 
60 0 0 0 0 0 0 0 0 0 0 0 
61 0 0 0 0 0 0 0 0 0 0 1 
62 0 0 0 0 0 0 0 0 0 0 0 
63 0 0 0 0 0 0 0 0 0 0 0 
6k 0 0 0 0 0 0 0 0 0 0 0 
65 0 0 0 0 0 0 0 0 0 0 0 
66 0 0 0 0 0 0 0 0 0 0 0 
67 0 0 0 0 0 0 0 0 0 0 0 
68 0 0 0 0 0 0 0 0 0 0 0 
69 0 0 0 0 0 0 0 0 0 0 0 
70 0 0 0 0 0 0 0 0 1 0 0 
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Table EI3. Average Values of Degrees of Freedom-Unequal Variance 
(Average = sum of the degrees of freedom divided by 2000 trials) 




























2 ,2 ,2 1.0 1.1043 
•5 & 1.5 1.7852 
1 & 3 1.9328 

















3 ,3 ,3 1.0 
.6 & 1.8 
1 & 3 





















4 ,4 ,4 1.0 
2/3 & 2 
1 & 3 





















5 , 5 , 5 1.0 1+.0156 
5/7 &1^7 5.8007 
1 & 3 6.5005 



















Table El4. Average Values of Degrees of Freedom-Correlated Data 
(Average = sum of degrees of freedom divided by 2000 trials) 
a 2 = 1 . 0 
•# •# •# •# 
F^ F P P A. A 
Level Average Average Average Average 
Level Corre­ DF DF DF DF 
a,b, c lation Num. Denom. Num. Denom. 
2 ,2 ,2 None 1.1043 1.7926 1.0000 1.7780 
Moderate 1.4968 I.6389 1.0000 1.0000 
High 1.2282 1.6544 1.0000 1.5394 
3 ,3 ,3 None 2.0572 7.1309 2.0000 7.1007 
Moderate 3.5363 6.8833 2.0000 5-3753 
High 2.2802 7.OO53 2.0000 6.7158 
None 3.0282 15.2309 3.0000 1 5 . 1 7 5 9 
Moderate 4.6978 15.7626 3.0000 13.1903 
High 3.1806 15.5395 3.0000 15 .0110 
5,5,5 None 4.0156 30.4738 4.0000 30.4099 
Moderate 5 .2771 30.2698 4.0000 26.2877 
High 4.1648 29.4696 4.0000 28.6512 
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