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 Résumé 
Le module de l'apprenant est l'une des composantes les plus importantes d’un 
Système Tutoriel Intelligent (STI). L'extension du modèle de l'apprenant n'a pas cessé de 
progresser. Malgré la définition d’un profil cognitif et l’intégration d’un profil émotionnel, 
le module de l’apprenant demeure non exhaustif.  
Plusieurs senseurs physiologiques sont utilisés pour raffiner la reconnaissance des 
états cognitif et émotionnel de l’apprenant mais l’emploi simultané de tous ces senseurs 
l’encombre. De plus, ils ne sont pas toujours adaptés aux apprenants dont les capacités sont 
réduites. Par ailleurs, la plupart des stratégies pédagogiques exécutées par le module du 
tuteur ne sont pas conçues à la base d’une collecte dynamique de données en temps réel, 
cela diminue donc de leur efficacité. 
L’objectif de notre recherche est d’explorer l’activité électrique cérébrale et de 
l’utiliser comme un nouveau canal de communication entre le STI et l’apprenant. Pour ce 
faire nous proposons de concevoir, d’implémenter et d’évaluer le système multi agents 
NORA.  
Grâce aux agents de NORA, il est possible d’interpréter et d’influencer l’activité 
électrique cérébrale de l’apprenant pour un meilleur apprentissage. Ainsi, NORA enrichit le 
module apprenant d’un profile cérébral et le module tuteur de quelques nouvelles stratégies 
neuropédagogiques efficaces. 
L’intégration de NORA à un STI donne naissance à une nouvelle génération de 
systèmes tutoriels : les STI Cérébro-sensibles (ou STICS) destinés à aider un plus grand 
nombre d’apprenants à interagir avec l’ordinateur pour apprendre à gérer leurs émotions, 
maintenir la concentration et maximiser les conditions favorable à l’apprentissage. 
Mots-clés : Système Tutoriel Intelligent, Activité électrique cérébrale, EEG, Profil 





The learner module is the most important component within an Intelligent Tutoring 
System (ITS). The extension of the learner module is still in progress, despite the 
integration of the cognitive profile and the emotional profile, it is not yet exhaustive.  
To improve the prediction of the learner’s emotional and cognitive states, many 
physiological sensors have been used, but all of these sensors are cumbersome. In addition, 
they are not always adapted to the learners with reduced capacities. Beside, most of the 
pedagogical strategies that are executed by the tutor module are based on no-live 
collections of data. This fact reduces their efficiency. 
The objective of our research is to explore the electrical brain activity and use it as a 
communication channel between a learner and an ITS. To reach this aim, we suggest to 
conceive, to implement and to evaluate the multi-agent system NORA. Integrated to an 
ITS, this one became a Brain Sensitive Intelligent Tutoring System (BS-ITS). 
Agents of NORA interpret the learner’s brain electrical signal and react to it. The 
new BS-ITS is the extension of an ITS and enrich the learner module with the brain profile 
and the tutor module with a new Neuropedagogical Strategies. 
We aim to reach more categories of learners and help them to manage their stress, 
anxiety and maintain the concentration, the attention and the interest. 
Keywords : Intelligent Tutoring System, Brain Electrical Activity, EEG, Brain Profile, 
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Il y a 5 sections dans l’introduction : 1) le contexte introduit le domaine de 
recherche; 2) les lacunes présentent les inconvénients des STI actuels; 3) la question de 
recherche formule la problématique du projet de recherche; 4) les objectifs donnent les 
étapes concrètes du projet de recherche et 5) la structure du mémoire. 
Contexte de recherche 
Notre sujet de recherche se situe dans un domaine de l’intelligence artificielle qui 
concerne plus particulièrement la formation des apprenants au moyen de systèmes 
intelligents. Ces systèmes couramment appelés systèmes tutoriels intelligents (STI) visent à 
adapter la formation en tenant compte des caractéristiques de l’apprenant et de ses 
préférences pédagogiques. Un STI est principalement doté de 4 fonctionnalités : la 
définition du modèle de l’apprenant, l’élaboration des stratégies tutorielles, l’organisation 
des connaissances et la gestion de la communication avec l’apprenant [Wenger, 1987]. 
Selon l’architecture du STI, chacune de ces fonctionnalités est prise en charge par un 
module qui communique avec tous les autres. 
Le module de l’apprenant est présentement constitué : du profil cognitif (les 
connaissances de l’apprenant) [Polson et Richardson, 1988], du profil psychologique (les 
caractéristiques personnelles de l’apprenant) [Anderson, 2001] et plus récemment, du profil 
émotionnel (les émotions exprimées par l’apprenant au cours de sa formation) [D'Mello et 
al., 2009]. En effet, étant donné que les recherches en neuropsychologies prouvent de plus 
en plus qu’il existerait un lien entre les émotions et l’apprentissage, plusieurs architectures 
de STI émotionnels sont apparues [Chaffar, 2009].  
Le module du tuteur établit des stratégies pédagogiques basées sur les données 
collectées à propos de l’apprenant et les théories qui prédisent le profil de l’apprenant. La 




psychologie et de l’éducation qui se basent sur le self-report [Ochs et Frasson, 2004]. Ce 
n’est que récemment que les chercheurs s’intéressent à la physiologie pour tester des 
méthodes de prédiction de l’état de l’apprenant basées sur des senseurs physiologiques non 
intrusifs [D'Mello et al., 2005, 2008; Arroyo et al., 2009].  
Parmi les senseurs utilisés dans l’analyse des interactions machine-apprenant dans le 
cadre des systèmes tutoriels intelligents, on peut citer : l’électromyogramme (EMG) qui 
capte le signal électrique venant d’un muscle [Blanchard, 2008]; l’électrocardiogramme 
(ECG) qui enregistre l’activité électrique du cœur par le moyen d’électrodes posées à la 
surface de la peau; le capteur photopléthysmographique qui mesure le pouls du volume 
sanguin (PVS) et qui remplace souvent l’ECG en raison de sa simplicité [Arroyo et al., 
2009]; les appareil qui mesurent la conductivité de la peau, le rythme de la respiration et la 
température du corps [Chaffar, 2009]. 
Lacunes des STI 
Nous pouvons identifier 3 lacunes au niveau des STI. 1) Insuffisance au niveau du 
modèle de l’apprenant. 2) Vétusté des stratégies tutorielles et 3) Inadaptation des senseurs 
physiologiques. 
Insuffisance du module de l’apprenant 
Le modèle de l’apprenant est insuffisant car il ne prend pas en considération tous les 
aspects complexes de la nature humaine de l’apprenant, notamment ceux qui sont liés aux 
émotions impliquées dans l’apprentissage. En effet, des recherches récentes ont montré 
l’utilité de détecter les conditions émotionnelles dans lesquelles se fait l’apprentissage. Ces 
conditions sont complexes mais ouvrent des perspectives pour une meilleure adaptation de 




Le modèle de l’apprenant a beaucoup évolué avec le temps. De nos jours, on assiste 
à l’utilisation pure et simple de capteurs sensoriels non intrusifs pour collecter le plus 
d’informations possibles.  
Malgré cela, nous estimons que ces capteurs ne suffisent pas et/ou ne s’appliquent 
pas toujours à toutes les situations. La nature humaine de l’apprenant étant complexe, il est 
difficile de la cerner par un nombre limité de moyens technologiques artificiels, froid et 
dont la capacité d’analyse est réduite ou biaisée. Les senseurs tels que la caméra ainsi que 
le microphone ne servent pas dans le cas des apprenants à visage impassible et des 
apprenants taciturnes.  
De ce fait, il est utile d’utiliser d’autres types de senseurs qui recueillent des 
données spontanées, internes à l’apprenant et indépendante de son apparence extérieure. Le 
cas des visages impassibles et des natures taciturnes constituent des obstacles aux 
interprétations de ces appareils.  
Par ailleurs, des senseurs supplémentaires peuvent être combinés aux senseurs 
existant. En effet, plusieurs travaux de recherche indiquent qu’une approche multimodale 
est fortement requise pour la construction d’un module exhaustif, ou presque, de 
l’apprenant [Kapoor et Picard, 2005; NKambou, 2006].  
Vétusté des stratégies tutorielles 
Pour ce qui est des stratégies tutorielles qui sont mises en œuvre, elles se basent, 
pour la plupart sur des techniques de mesures approximative et non très précises. Ce sont 
des techniques qui sont subjectives car issues de procédés psychologiques. Les données 
collectées pour le choix d’une stratégie pédagogique sont donc biaisées par la perception de 





La plupart des stratégies tutorielles sont basées sur des théories psychologiques et 
des approches éducatives qui utilisent des techniques de mesures différées. L’aspect 
émotionnel qui joue un rôle important dans l’apprentissage et la prise de décision n’est pas 
spontanément détectable par l’utilisation des questionnaires.  
L’avancée technologique des deux dernières décennies dans le domaine des 
neurosciences a permis de mieux comprendre le fonctionnement du cerveau. Il est donc 
important de créer de nouvelles stratégies pédagogiques.  
Nature et Instantanéité des senseurs 
Les senseurs utilisés pour collecter des données sur l’apprenant sont souvent 
encombrant. De plus, ne donnant pas toujours, séparément des résultats exhaustifs, ils sont 
souvent utilisés simultanément pour augmenter le résultat de prédiction de l’état de 
l’apprenant. De plus, ils sont placés à des endroits dans le corps qui font que le temps de la 
réponse musculaire n’est pas tout à fait spontané. 
Les senseurs présentés au tableau 1.1 du chapitre 1 sont souvent utilisés 
simultanément pour obtenir de meilleurs résultats. Ceci encombre l’apprenant. Par ailleurs, 
la plupart de ces senseurs ne tiennent pas compte des éventuelles incapacités motrices ou 
sensorielles (apprenants sourds, muets, taciturnes, impassibles, souffrant d’hyperactivité ou 
du syndrome d’enferment qui inhibe tout les mouvements moteur).  
De plus, étant donné que le cerveau est le centre des émotions et du traitement 
cognitif, ces senseurs prennent plus de temps pour répondre à un stimulus qu’un EEG placé 
directement sur le scalp. L’EEG est le premier appareil à enregistrer la réponse 
physiologique qui n’est autre que celle du cerveau lui-même [Vion-Dury et al, 2008]. 
Questions de recherche 




• QUESTION 1 : Quels sont les attributs émotionnels et cognitifs de l’apprenant 
qui peuvent être prédis à partir de ses ondes cérébrales ? 
• QUESTION 2 : Comment influencer les ondes cérébrales de l’apprenant ? 
• QUESTION 3: Peut-on valider un modèle qui représente la relation entre les 
ondes cérébrales et des conditions d’apprentissage optimales ?  
Objectifs de recherche 
Pour répondre aux 3 précédentes questions de recherche, nous devons étendre le STI 
tel qu’on le connait aujourd’hui à un STI Cérébro Sensible (STI-CS) par l’intégration d’un 
système multi-agents appelé NORA (SMA NORA). Nous entendons par STI-CS un 
système capable de capturer et d’interpréter les ondes cérébrales de l’apprenant. Quant au 
nom NORA, il a été choisi pour la signification de ses dérivées : NEURONE qui représente 
la composante élémentaire du cerveau et NOOR qui veut dire LUMIÈRE (en arabe).  
Les objectifs principaux de NORA sont :  
• OBJECTIF 1 : Conduire des expérimentations, collecter des données et utiliser 
des techniques d’apprentissage machine pour prédire les attributs émotionnels et 
cognitifs de l’apprenant à partir des ondes cérébrales. Nous nous intéressons ici 
aux attributs qui influencent la qualité de l’apprentissage dans le but d’améliorer 
le modèle de certains apprenants : comme les sourds, muets, taciturnes, 
impassibles, handicapés moteurs ou atteints du trouble déficitaire de l’attention 
avec ou sans hyperactivité (TDAH) ; 
• OBJECTIF 2 : Mise au point de nouvelles stratégies  qui induisent des ondes 
cérébrales particulières pour favoriser l’apprentissage, diminuer le stress et gérer 




• OBJECTIF 3 : Valider un modèle électrique cérébral de l’apprenant qui 
représente les relations entre les ondes cérébrales et la qualité de l’apprentissage. 
Se baser sur ce modèle pour traquer l’état de l’apprenant en temps réel. 
Ces objectifs constituent les fonctionnalités principales de NORA, un SMA qui 
communique avec un STI grâce à une plateforme dédiée.  
NORA est constitué de 11 agents regroupés en 5 groupes : les agents de collecte de 
données, les agents de gestion de la base de données, les agents de prédiction, les agents 
d’induction et les agents superviseurs. L’architecture de ces agents ainsi que la 
communication entre eux seront détaillés au chapitre 4. 
 NORA est destinée à améliorer la formation de l’apprenant en l’aidant à gérer le 
stress, le trac et l’anxiété et à maintenir l’attention, la concentration et l’intérêt. Aussi, il 
peut servir à contrôler l’hyperactivité dans le cas des apprenants atteints de TDAH. 
Structure du mémoire 
Ce mémoire est divisé en 5 chapitres : le chapitre 1 constitue l’état de l’art des STI 
et un aperçu sur les architectures actuelles des SMA; le chapitre 2 aborde les fondements 
de l’approche utilisée pour concevoir NORA et les grandes hypothèses de recherche; le 
chapitre 3 détaille l’architecture de NORA et le fonctionnement interne de ses agents ainsi 
que les principaux protocoles de communication entre eux; le chapitre 4 décrit la démarche 
expérimentale qui a servi à valider les hypothèses de recherche; le chapitre 5 présente les 
résultats d’évaluations obtenus pour valider nos hypothèses de recherche. 
 Chapitre 1 : État de l’art 
Il y a 2 grandes sections dans ce chapitre. La première aborde un aperçu sur 
l’évolution des STI, la seconde présente les SMA et leurs différentes architectures.  
1.1 Les systèmes tutoriels intelligents. 
Un STI vise à adapter efficacement la formation sur ordinateur à un apprenant par le 
moyen de processus issus de l’intelligence artificielle. Il existe plusieurs architectures de 
STI mais celles-ci mettent en œuvre des fonctionnalités similaires. L’architecture la plus 
classique et la plus utilisée est celle qui présente un STI comme étant une interaction de 4 
modules décrivant chacun une compétence particulière [Wenger, 1987; Polson et 
Richardson 1988] (voir figure 1.1).  
 
Figure 1.1 : Principaux modules d’un STI [Wenger, 1987] 
Ces 4 modules interagissent de différentes manières. Le module du tuteur adapte le 
contenu du cours via une stratégie pédagogique en se basant sur le module de l’apprenant. 
L’apprenant accède au contenu du module de l’expert via le module de communication, son 
comportement et ses résultats d’évaluation permettent au tuteur d’ajuster ses stratégies 
















Cette architecture est reconnue par le comité IEEE1 des standards de la technologie 
de l’apprentissage [Devedzic et Harrer, 2005]. On retrouve cette architecture dans de 
récents STI tels que SyPros [Harrer et Herzog, 1999], SQL Tutor [Mitrovic, 2003] et 
SlideTutor [Crowley et al., 2003]. Les compétences des modules représentent les 
fonctionnalités principales d’un STI, à savoir :  
• L’organisation des connaissances et le raisonnement sur celles-ci pour résoudre 
les problèmes d’un domaine particulier; 
• Le diagnostic de l’apprenant pour définir le modèle de l’apprenant avec toutes 
ses informations individuelles; 
• La mise au point de différentes stratégies pédagogiques et la gestion des 
compétences liées à l’aide et à l’adaptation du cours à l’apprenant; 
• La gestion de la communication via l’interface apprenant-machine par 
l’implémentation d’outils accessibles à l’apprenant pour lui permettre d’interagir 
de manière efficace et transparente avec le STI. 
Dans ce présent projet de recherche, nous souhaitons apporter une contribution 
particulière au module de l’apprenant et au module tutoriel. 
1.1.1 Le modèle de l’apprenant  
La modélisation de l’apprenant est une phase cruciale pour les STI. C’est à partir du 
modèle de l’apprenant que le tuteur adapte l’environnement d’apprentissage afin de 
répondre aux besoins, objectifs et intérêts de l’apprenant [Beck et Woolf, 1998; Murray, 
1998]. La modélisation de l’apprenant a graduellement évolué. Au début, ce sont les 
                                                 





connaissances de l’apprenant qui sont définies, le profil cognitif comprend les prérequis de 
l’apprenant, ses aptitudes et ses objectifs [Polson et Richardson, 1988]. Ensuite, il y a eu 
l’introduction de caractéristiques psychologiques liées à l’apprentissage comme la 
motivation, les préférences sensorielles et la personnalité de l’apprenant [Kelly et Tangney, 
2002]. Cette extension a donné naissance au profil psychologique. Désormais, le modèle de 
l’apprenant est augmenté de manière à comprendre l’état émotionnel de l’apprenant et ses 
humeurs [Faivre et al., 2003; Conati et al., 2002; 2004; D'Mello et al., 2005;]. Ainsi, la 
machine en sait de plus en plus sur l’apprenant, ce qui accentue l’intelligence du système 
tutoriel et sa capacité à mieux adapter le contenu d’un cours à partir d’un modèle 
dynamique de l’apprenant [Grandbastien et Labat, 2006]. 
a) Le profil cognitif  
Nous retrouvons la définition des connaissances de l’apprenant au sein du profil 
cognitif. Celui-ci est mis à jour à l’issue des diverses évaluations et suite à des 
interprétations de certains comportements de l’apprenant au cours d’une session 
d’apprentissage. Plusieurs architectures ont été proposées pour représenter les 
connaissances de l’apprenant dans un STI, notamment : les modèles de recouvrement, les 
modèles différentiels et les modèles de perturbation [Polson et Richardson, 1988]. Il existe 
plusieurs techniques pour générer le modèle de l’apprenant, la plupart de ces techniques 
sont complexes et coûteuses, par exemple les réseaux Bayesiens [Murray, 1998; Petrushin 
et Sinista, 1993; Villano, 1992; Conati, 2001], les réseaux sémantiques [Collins et Quillian, 
1969], la théorie de Dempster-Shafer de l’évidence [Bauer, 1996] et l’approche de la 
logique floue [Hawkes et al., 1990].  
D’autres techniques sont peu coûteuses mais, par contre, peu riches en information 
sur l’apprenant. Le modèle de traçage [Anderson et al., 1995], par exemple, ne peut que 
retracer ce que l’apprenant sait sans être capable de reconnaître ses caractéristiques 




l’inférence qui propage une évidence dans tout le modèle de l’apprenant en sauvegardant la 
cohérence des informations [NKambou et Tchetagni, 2002]. En effet, lorsqu’une mise à 
jour est effectuée sur un des paramètres qui constituent le modèle de l’apprenant, sa valeur 
doit rester cohérente à l’ensemble des valeurs des autres paramètres. 
a.1) Les modèles de recouvrement 
Dans ce modèle, l’ensemble des connaissances de l’apprenant est inclus dans 
l’ensemble des connaissances de l’expert. L’apprentissage doit faire en sorte que les 
connaissances de l’apprenant s’élargissent jusqu'à ce qu’elles soient égales (idéalement) à 
celles de l’expert. Cette représentation est encore utilisée de nos jours et un exemple de STI 
utilisant ce type de représentation est GUIDON [Clancey, 1983]. 
a-2) Les modèles différentiels 
Ce modèle est une extension du modèle de recouvrement. Les connaissances de 
l’apprenant se distinguent en deux ensembles : les connaissances acquises par l’apprenant à 
un moment donné et celles que l’apprenant devrait acquérir dans le futur. WEST [Burton et 
Brown, 1982] est un exemple de STI qui utilise cette représentation des connaissances de 
l’apprenant. 
a-3) Les modèles de perturbation 
Contrairement au modèle de recouvrement et au modèle différentiel, le modèle de 
perturbation tient compte des connaissances erronées de l’apprenant. On retrouve ces 
connaissances dans ce qu’on appelle « bibliothèque des erreurs » (ou Bug Libraries) qui 
sont gérées par le module de l’expert. Pour créer cette librairie on procède de deux 
manières : soit en observant les erreurs commises par l’apprenant au cours des évaluations, 
soit en générant des conceptions erronées à partir d’une théorie cognitive donnée. On 




b) Le profil psychologique 
Le profil psychologique de l'apprenant est un ensemble d'attributs de quantitatifs ou, 
pour la plupart, qualitatifs. Les valeurs de ces attributs sont fournies par l'apprenant lui-
même ou sont calculées suite à des tests psychologiques. Ces tests se présentent dans la 
plupart des cas sous forme de questionnaires soumis à l'apprenant et des méthodes basées 
sur des théories psychologiques analysent les réponses et prédisent la valeur de l'attribut 
recherché. L'âge, le sexe et la langue maternelle sont des exemples d’attributs fournis 
directement par l'apprenant. Le test Eysenck Personality Questionnaire ou EPQ de la 
personnalité [Eysenck et Eysenck, 1985] et le test du style d'apprentissage Anderson 
Learning Style Test [Anderson, 2001] sont, quant-à eux, des exemples d’attributs dont les 
valeurs correspondent aux résultats des tests. On utilise ces attributs pour appliquer des 
théories dont le but est de proposer un profil plus détaillé de l'apprenant, en fonction duquel 
il est possible de mieux adapter l’environnement du STI. 
c) Le profil émotionnel 
Le profil émotionnel est le résultat de l’impact des émotions sur l’apprentissage. En 
effet, de plus en plus de recherché stipulent que la cognition, la motivation et l’émotion 
sont les trois composantes de l’apprentissage [Snow et al., 1996]. De ce fait, le STI 
AutoTutor [Graesser et al., 1999; 2001; 2004] a été augmenté de manière à ce qu’il puisse 
tenir compte de l’état émotionnel de l’apprenant. Ce dernier est détecté grâce à 
l’introduction de trois technologies non intrusives. Elles alimentent des modules d’analyse 
des expressions faciales, de la posture du corps et du ton de la voix au cours des 
conversations de l’apprenant avec AutoTutor. Pour déterminer l’état émotionnel de 
l’apprenant, le classificateur émotionnel fusionne plusieurs techniques de classification 
standards et sophistiquées [D'Mello et al., 2005]. 
Dans les deux dernières décennies, les recherches s sont concentrées sur le lien entre 




Picard, 1997]. Trois modèles qui explorent le lien entre les émotions et l’apprentissage sont 
présentés ci-dessous. Les descriptions sont une traduction de l’article de D’Mello (2005)  
c-1) Le modèle de Stein et Levine 
Stein et Levine (1991) ont identifié le lien entre les objectifs d’un apprenant et ses 
émotions. Ils tiennent compte de certaines théories sur les émotions qui stipulent que les 
apprenants préfèrent certaines émotions à d’autres (exemple : la joie à la tristesse). Leur 
modèle adopte l’approche orienté objectifs et résolution de problèmes. Il assume que 
l’objectif des apprenant est d’assimiler de nouvelles connaissances en se basant sur des 
schémas existants (stéréotypes, croyances, etc…). Stein et Levine assument également que 
l’expérience émotionnelle est Presque toujours associée à l’interprétation de l’information. 
Lorsque celle-ci est nouvelle, elle provoque une inadéquation avec le schéma existant et 
induit une excitation du système nerveux autonome qui produit une émotion. Ce modèle 
théorique a prédit que l’apprentissage a lieu durant une expérience émotionnelle [Stein et 
Levine, 1991]. 
c-2) Le modèle de Kort, Reily et Picard 
Ce modèle se base sur la collecte des émotions, menée par [Plutchick, 1980], en 
déterminant celles qui sont impliquées dans le processus de l’apprentissage humain. La 






Figure 1.2 : Profil émotionnel de l’apprenant 
L’axe horizontal représente les états émotionnels, de l’état le plus négatif à l’état le 
plus positif. L’axe vertical répartit les performances de l’apprentissage de la pire situation 
d’apprentissage à la situation optimale. L’état émotionnel de l’apprenant varie d’un 
quadrant à un autre [Kort et al., 2001]. 
c-3) Le modèle du déséquilibre cognitif 
Un bon nombre de modèles cognitifs démontrent le rôle important du déséquilibre 
cognitif dans la compréhension et le processus d’apprentissage [Graesser et Olde, 2003; 
Piaget, 1952]. Une profonde compréhension a lieu lorsque les apprenants sont confrontés à 
des contradictions, anomalies, obstacles, perturbations, surprise et autres stimuli inattendus 
[Jonassen et al., 1999; Mandler, 1976; 1999; Schank, 1986]. Le déséquilibre cognitif a le 
pouvoir d’activer la conscience, l’effort, la délibération cognitive et les questions qui visent 
à restaurer l’équilibre cognitif. La confusion, la frustration semblent émerger lors du 
déséquilibre cognitif [D'Mello et al., 2005]. De récentes études empiriques stipulent que la 
confusion est une émotion importante pour une recherche scientifique [Craig et al., 2004; 
Rozin et Cohen, 2003]. La confusion indique le non certitude à propos de la prochaine 
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étape à exécuter [Keltner et Shiota, 2003]. Donc, la confusion est souvent associée au 
déséquilibre cognitif. De même, la perturbation et l’hésitation indiquent souvent le besoin 
de clarification et de plus d’information [Rozin et Cohen, 2003]. 
Le module de l’apprenant fournit des données importantes au module du tuteur. Ce 
dernier s’en sert pour une stratégie pédagogique adéquate car il en existe plusieurs. La 
plupart des stratégies pédagogiques sont basées sur des théories du domaine de la 
psychologie, de la sociologie et des sciences de l’éducation. Les techniques de recherche de 
ces domaines tentent d’interpréter le comportement externe de l’apprenant. 
1.1.2 Les stratégies tutorielles 
Le module du tuteur exécute des stratégies pédagogiques en se basant à la fois sur le 
modèle dynamique de l’apprenant et sur le contenu du module de l’expert. L’apprentissage 
humain est vu par le tuteur comme une succession de transitions entre des états de 
connaissances, le but du tuteur est de faciliter le parcours de l’apprenant vers l’espace d’état 
constitué de ces états de connaissances [Wenger, 1987]. Le tuteur est donc amené à 
modéliser l’état courant des connaissances de l’apprenant et supporter la transition vers un 
nouvel état des connaissances. Pour ce faire, le tuteur s’appuie sur des stratégies diverses et 
qui peuvent être combinées.  
Il n’y a pas de synthèse exhaustive sur les stratégies pédagogiques appliquées par le 
module du tuteur (ou tuteur). Ce qui est sûr, c’est que le tuteur se fie aux réactions de 
l’apprenant, met à jour son modèle au sein du module de l’apprenant et adapte le contenu 
du module de l’expert. Pour mettre à jour le profil de l’apprenant, le tuteur peut déclencher 
une ou plusieurs actions, notamment : communiquer interactivement avec l’apprenant, 
induire des stimuli sensoriels qui agissent sur l’apprenant ou détecter ses comportements 




Pour appliquer l’une de ces approches ou une combinaison de ces dernières, le 
tuteur se base sur des théories qui expliquent les aspects épistémologiques de 
l’apprentissage et/ou son processus observé chez les apprenants. Parmi celles-ci : la théorie 
interactionniste de Gagné (1985). Elle présente l'apprentissage comme étant un processus 
qui résulte d'une interaction entre l'individu et son environnement. Pour qu'il y ait 
apprentissage, on doit voir un changement dans la performance. L'apprentissage est donc 
influencé par des événements internes (motivation) et externes (rétroaction donnée par le 
STI, en l'occurrence, le tuteur). Pour Gagné, l’acte d’apprendre se déroule en huit phases : 
la motivation, l'appréhension, l'acquisition, la rétention, le rappel, la généralisation, la 
performance et la rétroaction. Il y a aussi d’autres théories similaires comme celles de 
Collins (1998) ou celle de Merrill (2002).  
Ces théories sont basées sur des résultats issus des domaines de la pédagogie, la 
psychologie et les sciences de l’éducation. Pour mettre au point ces théories et permettre au 
tuteur d’intervenir au moment opportun afin d’interagir avec l’apprenant, les STI font appel 
à des ressources et des techniques de contrôle bien définies. Parmi ces procédés on retrouve 
l’apprentissage socratique, le coaching, l’apprentissage exploratoire, l’apprentissage par 
perturbation, l’apprentissage par auto-explication, l’apprentissage par la pratique et 
l’apprentissage par problème [NKambou, 2006]. 
Trois caractéristiques permettent de retracer ou de décrire l’évolution du module du 
tuteur dans les STI : l’apparence du tuteur, la nature des interactions apprenant-tuteur et la 
multiplicité, fréquence et proximité des senseurs qui scrutent le comportement de 
l’apprenant.  
1.1.2.1 Apparence du tuteur 
Lorsque les STI sont apparus, les tuteurs n’étaient pas personnifiés. L’apprenant se 
contentait de parcourir une interface de menus structurés et quasi-statiques, l’aide tutorielle 




tendance plus réaliste, les tuteurs dialoguent vocalement, ont une apparence humaine 
synthétique, dégagent des expressions faciales quasi réalistes et expriment des états 
affectifs divers. De plus, ils entament des dialogues constructifs avec l’apprenant pour 
l’aider et le diriger dans sa session d’apprentissage [Burleson, 2006; Graesser et al., 2004]. 
1.1.2.2 Nature des interactions apprenant-tuteur 
Les interactions entre l’apprenant et le tuteur ont d’abord été limitées aux choix 
précis d’un certain nombre de réponses possibles à une question précise.  
Un peu comme dans le cas des questionnaires à choix multiples, l’apprenant ne 
pouvait pas tout dire et le tuteur ne pouvait pas tout comprendre. Désormais, avec l’avancée 
des recherches dans le domaine de l’intelligence artificielle, notamment dans la 
reconnaissance vocale [Graesser et al., 2004] et le traitement du langage naturel 
[Heffernan, 2003], les interactions apprenant-tuteur sont beaucoup plus naturelles. Les 
techniques d’interprétation sont évidemment plus complexes mais l’apprentissage est 
devenu plus proche de l’apprentissage supervisé par un tuteur humain.   
1.1.2.3 Multiplicité, fréquence et proximité des senseurs 
Les capteurs qui servent à recueillir des informations sur l’état cognitif et 
émotionnel de l’apprenant ont évolué. Au début, les capteurs étaient plus de types logiciels 
et subtils : c’est l’apprenant qui renseignait sur son état cognitif ou émotionnel via des 
questionnaires, des échelles de mesure et des tests divers. Le tableau 1.1 présente quelques 








Tableau 1.1 : Senseurs utilisés dans le cadre des interactions STI-Apprenant 




Détecte si l’apprenant assis sur le siège recule en 
arrière ou avance vers l’écran. 
 
Bracelet senseur Mesure la conductivité de la peau de l’apprenant 
 
Logiciel de lecture 
mental 
Prédit les états suivant de l’apprenant : 
consentement, concentration, intérêt, réflexion et 
incertitude chez l’apprenant 
 
Souris sensible Mesure la pression globale appliquée par 




mesure de la 
pression 
sanguine 
Mesure la distribution de pression sanguine 
derrière le dos et sous l’apprenant. 
 
Caméra de 
detection de l’oeil 
bleu d’IBM 
Détecte les coordonnées des yeux et de la 






Les capteurs logiciels et matériels sont combinés pour optimiser la correspondance 
de l’apprenant à son modèle artificiel [Arroyo et al., 2009].  
L’architecture de NORA est de type multi-agents. Ce choix est motivé par les 
nombreux avantages que ce type d’architecture qui présente, généralement, une meilleure 
robustesse, flexibilité, scalabilité, rapidité d’intégration et facilité de communiquer avec 
d’autres systèmes. 
1.2 Les systèmes multi agents 
Un agent est défini comme étant une entité qui perçoit son environnement et agit sur 
celui-ci [Russell, 1997]. Un SMA est un environnement qui fait coopérer un ensemble 
d’entités logicielles autonomes (agents) dotées d’un comportement intelligent pour 
résoudre un problème. Le paradigme des SMA s’est imposé au fil du temps car il est 
difficile de considérer uniquement l’existence d’un agent comme une entité pour lui seul. 
Un agent est aussi conçu pour rencontrer d'autres agents (soit  artificiels ou humains) dans 
son environnement. Par conséquent, la dimension sociale d'un agent est l’une des 
caractéristiques les plus intéressantes et c’est la raison pour laquelle nous parlons de SMA. 
1.2.1 Architectures des agents 
L'architecture d'un agent est une description de son organisation interne : les 
données et les connaissances de l'agent, les opérations qui peuvent être effectuées sur ses 
composantes et le flux de contrôle des opérations. Le choix d'une architecture ou d'une 
autre est, bien sûr, lié à la structure conceptuelle de l'agent, décrite dans la section 
précédente, et représente la décision du concepteur sur la façon de bâtir l'agent artificiel. Il 
existe trois types d’agents : les agents réactifs, les agents BDI et les agents hybrides 




1.2.1.1 L’architecture réactive 
Les architectures réactives représentent le fonctionnement de l'agent au moyen de 
composantes avec une structure de contrôle simple, et sans représentation évoluée des 
connaissances de l'agent. L'intelligence de l'agent est vue comme étant le résultat des 
interactions entre ces composantes et l'environnement. Cela veut dire qu'une telle 
architecture peut résoudre des problèmes complexes, qui normalement demandent un 
comportement intelligent, sans traiter l'intelligence du point de vue classique de 
l'intelligence artificielle. On dit que l'intelligence émerge de l'interaction entre des 
composantes simples, et entre les agents réactifs et l'environnement. Cette approche, qui 
diffère beaucoup de la conception des agents intelligents, est apparue comme une solution 
aux critiques visant les approches symboliques, notamment la complexité des calculs 
nécessités par ces approches, qui paraît incompatible avec les ressources limitées des 
agents, et la difficulté de trouver toujours le bon modèle cognitif pour certaines 
applications. 
L'architecture réactive la plus connue et la plus influente est celle proposée par 
Rodney Brooks; elle s'appelle architecture de subsomption, en anglais "subsumption 
architecture" [Brooks, 1991]. Une architecture de subsomption comporte plusieurs 
modules, chaque module étant responsable de la réalisation d'une tâche simple. Ces 
modules correspondent à des comportements spécifiques pour accomplir une tâche 
particulière, et s'appellent modules de compétence.  
Pour la perception de l'environnement, plusieurs modules peuvent assumer 
l'exécution d'une action différente ; pour choisir l'action la plus opportune, les modules sont 
organisés en couches hiérarchisées, chaque couche ayant une priorité différente. Les 
couches supérieures correspondent à des tâches plus abstraites qui sont détaillées à l'aide 




petite que les couches inférieures. Les couches inférieures correspondent aux tâches 
simples et elles ont une priorité plus grande. La figure 1.3 montre une telle architecture. 
 
Figure 1.3 : Architecture réactive de subsomption 
Si on utilise cette architecture pour construire un robot qui doit faire l'exploration de 
la planète Mars, on peut définir : 
• M0 - module qui a la compétence d'éviter les obstacles ; 
• M1 - module qui est responsable des déplacements dans l'environnement tout en 
évitant les obstacles à l'aide de M0 ; 
• M2 : module qui a la compétence supérieure, la plus abstraite, de faire 
































Un module sur une couche inférieure a une priorité plus grande qu'un module situé 
sur une couche plus élevée, parce qu'il est responsable d'une tâche plus simple mais plus 
"urgente". Dans ce but, le fonctionnement d'un module situé sur une couche supérieure est 
subordonné à un module inférieur. Un module sur une couche inférieure peut modifier 
l'entrée d'un module supérieur au moyen d'un nœud de suppression, et invalider l'action du 
module supérieur au moyen d'un nœud d'inhibition. Par exemple, si un agent veut se 
déplacer vers l'Est en partant d'une certaine position et qu'il n'y a pas d'obstacle dans cette 
direction, l'action exécutée par la composante exécution est celle commandée par M1 de se 
déplacer vers l'Est. Si, par contre, il y a un obstacle, le module M0 prend en compte cet 
obstacle par sa perception de l'environnement et inhibe le déplacement vers l'Est. M1 
essaiera alors de se déplacer dans une autre direction. C'est cette organisation qui justifie 
l'appellation de subsomption de l'architecture. 
1.2.1.2 L’architecture BDI 
Une architecture BDI (Belief-Desire-Intention) est conçue en partant du modèle 
"Croyance-Désir-Intention", de la rationalité d'un agent intelligent [Bratman et al., 1988]. 
Les croyances d'un agent sont les informations que l'agent possède sur 
l'environnement et sur d'autres agents qui existent dans le même environnement. Les 
croyances peuvent être incorrectes, incomplètes ou incertaines et, à cause de cela, elles sont 
différentes des connaissances de l'agent, qui sont des informations toujours vraies. Les 
croyances peuvent changer au fur et à mesure que l'agent, par sa capacité de perception ou 
par l'interaction avec d'autres agents, recueille plus d'information. 
Les désirs d'un agent représentent les états de l'environnement, et parfois de lui-
même, que l'agent aimerait voir réalisés. Un agent peut avoir des désirs contradictoires ; 
dans ce cas, il doit choisir parmi ses désirs un sous-ensemble qui soit consistant. Ce sous-




Les intentions d'un agent sont les désirs que l'agent a décidé d'accomplir ou les 
actions qu'il a décidé de faire pour accomplir ses désirs. Même si tous les désirs d'un agent 
sont consistants, l'agent peut ne pas être capable d'accomplir tous ses désirs à la fois. 
Proposée pour la première fois par Michael Bratman (1988), la théorie de 
raisonnement sur laquelle repose l’agent de type BDI montre que les intentions jouent un 
rôle fondamental dans le raisonnement pratique, car elles limitent les choix possibles qu'un 
humain (ou un agent artificiel) peut faire à un certain moment. 
Une architecture BDI est alors un bon candidat pour modéliser le comportement 
d'un agent intelligent car : 
• Elle s'appuie sur une théorie connue et appréciée de l'action rationnelle des 
humains; 
• La théorie a été formalisée dans une logique symbolique formelle, rigoureuse; 
• Elle a été implémentée et utilisée avec succès dans beaucoup d'applications. 
Les systèmes d'agents "classiques" qui ont implémenté l'architecture BDI sont : 
IRMA = Intelligent Resource-bounded Machine Architecture, et PRS = Procedural 
Reasoning System 
Le prototype PRS par exemple, développé à Stanford Research Center [Inverno et 
al., 1997], a été ensuite utilisé dans le système du contrôle du trafic aérien OASIS à 
l'aéroport de Sydney en Australie, dans le système du management de business SPOC et il 
est devenu un produit commercial de la compagnie Agentis Solutions. 
Ces deux systèmes sont les plus connus, mais bien d'autres systèmes multi-agents et 




La figure 1.4 présente les composantes principales d'une architecture BDI. L'agent a 
une représentation explicite de ses croyances, désirs et intentions. On dénote par B 
l'ensemble des croyances de l'agent, par D l'ensemble de ses désirs, et par I l'ensemble de 
ses intentions, et par B, D et I les croyances, désirs et intentions courantes de l'agent. Les 
ensembles B, D et I peuvent être représentés au moyen de divers modèles de représentation 
de connaissances, par exemple en utilisant la logique des prédicats du premier ordre, une 
logique d'ordre supérieur, le modèle des règles de production, ou bien comme de simples 
structures de données. 
 






























1.2.1.3 L’architecture Hybride 
Une architecture hybride d'un agent intelligent est une architecture composée d'un 
ensemble de modules organisés dans une hiérarchie, chaque module étant soit une 
composante cognitive avec représentation symbolique des connaissances et capacités de 
raisonnement, soit une composante réactive. De cette manière, on combine le 
comportement proactif de l'agent, dirigé par les buts, avec un comportement réactif aux 
changements de l'environnement. En plus, on espère obtenir simultanément les avantages 
des architectures cognitives et réactives, tout en éliminant leurs limitations. 
Plusieurs architectures hybrides ont été conçues et utilisées. Une des architectures 
hybrides les plus connues est celle du système InteRRaP ("Integration of Reactive Behavior 
and Rational Planning" = Intégration du comportement réactif et planification rationnelle). 
L'architecture InteRRaP [Muller, 1997] est une architecture en couches avec des couches 
verticales où les données d'entrée, notamment les perceptions, passent d'une couche à 
l'autre, comme on le voit sur la figure 1.5. En cela, elle est un peu différente de 
l'architecture de subsomption qui est une architecture en couches horizontales, où les 





Figure 1.5 : Architecture hybride en couches verticales 
Un agent InteRRaP est un agent BDI qui a des buts à atteindre (les buts sont les 
mêmes que les désirs) et qui est capable de coopérer avec d'autres agents InteRRaP pour 
accomplir ces buts. Les buts d'un agent sont divisés en 3 catégories : 
• Réactions : ce sont des buts simples à accomplir en fonction des perceptions sur 
l'environnement ; 
• Buts locaux : ce sont des buts que l'agent peut accomplir par lui-même ; 
• Buts coopératifs : ce sont les buts qui peuvent être accomplis uniquement par 












Il est intéressant d'observer que, dans cette conception, la réactivité de l'agent est 
conçue toujours comme un but, c'est-à-dire au niveau cognitif, mais comme un but très 
simple à réaliser. 
Il y a certainement beaucoup à gagner de profiter des interactions entre les agents 
pour atteindre des objectifs globaux plus ambitieux grâce a la coopération et à la 
collaboration des intelligences locales de chacun des agents autonomes. Ainsi, il y a eu une 
large diffusion de la technologie multi-agents. Les agents ne réalisent plus leurs tâches en 
isolation mais en tenant compte de toutes les perceptions qu’ils se font de leur 
environnement. 
1.2.2 Les technologies d’agents 
Un agent logiciel est considéré comme une nouvelle approche dans le 
développement des applications. Ils aident à faciliter l’intégration et l’utilisation des 
technologies existantes pour construire des applications. Celles-ci interagissent de façon 
dynamique avec leur environnement immédiat, c'est-à-dire : l’utilisateur, les ressources 
locales ou le système informatique et de manière autonome. Il y a eu beaucoup d’efforts de 
standardisation lors de la conception des agents logiciels. Ces efforts sont dû au fait que le 
terme agent ne possède pas une définition précise. 
Lorsqu’on parle des technologies d’agents, on parle essentiellement des langages  
d’agent et des protocoles de coordination. Les langages conçus pour les programmes 
mobiles sont ceux qui sont les plus utilisés dans le développement des agents logiciels, 
exemples : TCL/TK, Java et Telescript. Ces langages contrôlent les processus sur une seule 
plate-forme. Ils fournissent des primitives de communication pour la conception d’un agent 
et ils se préoccupent (pour la plupart) des mécanismes du transport d'agents d'une machine 




Les langages de communication entre les agents réduisent la description exhaustive 
des messages ad hoc et une grande partie de protocoles. Ces langages représentent les 
connaissances sous une forme syntaxique et sémantique uniforme et décodable. Il n’est 
toutefois pas facile de garantir une cohérence du système sur l’aspect conversationnel. 
Plusieurs efforts de normalisation de la communication inter-agents ont eu lieu au cours de 
ces dernières années. 
1.2.3 Communication entre les agents 
Pour coordonner l'activité d'un ensemble hétérogène d'agents autonomes, il faut que 
les agents parlent le même langage. Le langage de communication constitue donc une 
interface d’échange d’informations entre les agents d’un SMA. Un Langage de 
Communication Agent (ACL de l'anglais Agent Communication Language) doit être conçu 
comme un langage de haut niveau qui assure en premier lieu l'échange d'états mentaux et le 
sens du vocabulaire.  
Le format utilisé pour l'échange des connaissances est donné par un langage de 
contenu, indépendant du langage ACL (exemple : KIF, FIPA-SL, FIPA-CCL). Le 
vocabulaire commun concerne les définitions précisées dans une ontologie. L’évolution des 
ACL va dans le sens ou l’information partagée est de plus en plus complexe. Au début, ce 
sont les objets qui étaient partagés (Remote Method Invocation, CORBA); ensuite ce sont 
les connaissances (faits, règles, procédures de traitement des connaissances). Actuellement, 
les ACL véhiculent des informations sur les états mentaux (croyances, désirs, intentions). 
On peut citer ici les langages KQML [Labrou et Finin 1998; Labrou et al.,1999] et FIPA-
ACL [FIPA, 1997]. 
1.2.4 Plateformes de développement des agents 
Les plates-formes multi-agents sont des environnements de développement de 




existants pour construire des environnements de développement de ces systèmes. Les 
plates-formes multi-agents contribuent à renforcer le succès de la technologie multi-agents. 
Elles permettent aux développeurs de concevoir et réaliser leurs applications sans perdre de 
temps à réaliser des fonctions de base pour la création et l'interaction entre agents et 
éliminent, dans la plupart des cas, la nécessité d'être familier avec les différents concepts 
théoriques des systèmes multi-agents.  
Parmi les plates-formes fournies comme logiciels libres, JADE, MACE, ZEUS, et 
MADKIT ont contribué au développement d’agents cognitifs, et SWORM pour les agents 
réactifs.  
1.2.4.1 La plateforme JADE 
JADE (Java Agent Development Framework) [Bellifemine et al., 1999] est une 
plate-forme multi-agents développée en Java par CSELT (Groupe de recherche de Gruppo 
Telecom, Italie). Les SMA développés sous la plate-forme JADE sont conformes à la 
norme FIPA [FIPA, 1997]. JADE comprend deux composantes de base : une plate-forme 
agents compatible FIPA et un paquet logiciel pour le développement des agents Java. 
JADE est une plateforme qui fournit des moyens facilitant l’intégration d’un 
système multi-agents. Elle contient : 
• Un environnement ou les agents peuvent s’exécuter et accomplir leurs tâches. 
Cet environnement est activé par l’agent NS qui lance par la suite les autres 
agents. 
• Une librairie de classes que les agents utilisent pour agir et communiquer entre 
eux. 
• Une suite d'outils graphiques qui facilitent la gestion et la supervision de la 




Dans JADE, chaque agent créé appartient à un conteneur; celui-ci peut contenir 
plusieurs agents. Un ensemble de conteneurs constituent une plateforme. Chaque 
plateforme doit contenir un conteneur spécial appelé conteneur principal et tous les autres 
conteneurs s'enregistrent auprès de celui-là dés leur lancement 
La figure 1.6 illustre les concepts de base de JADE en montrant un petit exemple de 
deux plateformes JADE composées respectivement de deux conteneurs simples et d’un 
conteneur principal [JADE, 2009]. 
 
Figure 1.6 : Principes de la communication dans JADE 
Chaque agent est identifié par un identifiant unique et peut communiquer avec 
n'importe quel autre agent sans avoir besoin de connaître son emplacement : 
• Dans le même conteneur (exemple agents A2 et A3) 




• Dans deux plateformes différentes (ex. A4 and A5). 
Un conteneur principal se distingue des autres conteneurs simples par le fait qu’il 
contient toujours deux agents spéciaux appelés respectivement : Agent pour la gestion du 
système (AMS) et le facilitateur (DF). Ils sont automatiquement crées au lancement du 
conteneur principal : 
• L’agent AMS fournit le service de nommage (pour assurer par exemple que 
chaque agent possède un identifiant unique dans la plateforme) et qui représente 
l'autorité de la plateforme (par exemple il est possible de créer/arrêter des agents 
en envoyant des requêtes à l'AMS) 
• L’agent DF fournit un système de pages jaunes qui permet aux agents de 
retrouver les agents fournisseurs de services. 
Pour créer les agents, l’agent NS doit premièrement récupérer le conteneur en cours 
de JADE avant de lancer le processus d’échange des messages entre les agents. 
Avec l’expansion des systèmes multi-agents, les concepteurs des STI mettent au 
point des environnements d’apprentissage interactif où des agents pédagogiques autonomes 
interagissent avec l’apprenant [Aïmeur et al., 1997; Johnson et al., 2000]. C’est le cas de 
IDEAL [Shang et Chen, 2001] ou encore JADE [Silveira et Vicari, 2002].  
Les agents pédagogiques peuvent être des agents personnifiés et animés [Rickel, 
1999]. En interagissant avec un ou plusieurs apprenants dans un environnement partagé, ils 
optimisent l’apprentissage [Baylor et Ryu, 2003] et expriment des émotions diverses [Heraz 
et Frasson, 2006]. Un agent pédagogique joue différents rôles : il peut être apprenant, 
enseignant, assistant, compagnon ou perturbateur [Devedzic et Harrer, 2005]. 
Selon les besoins, plusieurs architectures de STI sont apparues. Dans le cas de 




demeure la plus utilisée. Cependant, l’architecture multi-agents est la plus adéquate à notre 
situation. En effet, pour contribuer à l’enrichissement des fonctionnalités d’un STI il faut 
opter pour une architecture qui facilite l’intégration de nouvelles composantes. Les 
composants doivent être capables de raisonner sur les connaissances et les capacités des 
autres dans le but d'une coopération effective. Pour ce faire, ils doivent être dotés de 
capacités de perception et d'action sur l'environnement et doivent posséder une certaine 
autonomie de comportement, on parle alors d'agents et par conséquent de système multi-
agents [Durfee et al., 1987]. 
De nos jours, on assiste à l’incorporation de senseurs matériels, les informations 
relatives à l’apprenant sont détectées physiologiquement grâce à des appareils de mesure 
non intrusifs qui scrutent des caractéristiques apparentes comme la souris [Kirsch, 1997], la 
caméra [NKambou et Héritier, 2004], le microphone [Graesser et al., 2004] ou des 
caractéristiques cachées comme le rythme cardiaque et la température du corps [Strauss, 
2005]. De plus en plus de senseurs sont combinés pour extraire des données à analyser. Le 
module du tuteur emploie des algorithmes d’apprentissage-machine pour déterminer les 
caractéristiques spécifiques à l’apprenant. Les stratégies tutorielles adoptent désormais des 
techniques de mesure physiologiques. 
Les recherches actuelles stipulent qu’apprendre à contrôler consciemment nos ondes 
cérébrales aide à accroître l’aptitude à nous concentrer et à réduire nos niveaux de stress et 
d’anxiété [Norris et Currieri, 1999]. Malgré les avantages évidents des techniques de 
Neurofeedback, l’entraînement est restreint et limité. L’EEG et les logiciels adaptés sont 
encore chers et monopolisés par l’industrie médicale. Les EEG abordables commencent à 
faire leur apparition, mais les logiciels demeurent limités. Il est intéressant de constater que 
les STI ne profitent pas de l’avantage que peut offrir une interface cerveau-machine. Cette 





Ce chapitre nous a permis d’exposer deux sections importantes : Les STI et les 
SMA. Dans la première section, nous avons vu l’évolution du module de l’apprenant, du 
module tuteur et des senseurs utilisés pour collecter des informations sur l’apprenant. Dans 
la seconde section, nous avons revu les architectures, les technologies et les processus de 
communication entre les agents.  
Pour répondre à nos questions de recherche, nous avons donc opté pour 
l’architecture multi-agent dont les avantages permettent une facilité d’implémentation et 
d’intégration. La nature de la contribution que nous souhaitons apporter au module de 
l’apprenant et au module du tuteur et les hypothèses de recherche feront l’objet du chapitre 





Chapitre 2 : Fondements de l’approche 
Dans ce chapitre, nous faisons une introduction sur l’activité électrique cérébrale et 
nous formulons les hypothèses de recherche suivies d’une introduction à la solution NORA 
qui a pour but d’atteindre les objectifs de notre recherche. 
2.1 L’activité électrique cérébrale 
Les appareils de mesure tels que l’électroencéphalogramme (EEG) fournissent une 
description dynamique de l'activité du cerveau. En mesurant l'évolution du champ 
électromagnétique à la surface du crâne, on met en évidence de véritables chemins de 
communication qui relient et conditionnent l'activité de grands ensembles de neurones. 
2.1.1 Les ondes cérébrales 
Une onde électrique se produit lorsqu’il y a un changement périodique dans les 
paramètres de propagation d’un courant électrique. Une onde est caractérisée par sa 
longueur λ , sa fréquence γ , sa vitesse de propagation v  et son amplitude a. La longueur 
λ , mesurée en mètre, représente la distance entre deux crêtes2 successives de l'onde. La 
fréquence γ , mesurée en Hertz ( Hz ), est le nombre de crêtes par seconde qui passent en un 
point donné. L'inverse de la fréquence est la période λ1=T , celle-ci représente la durée, 
en seconde, pour que l'onde parcoure un cycle; un cycle est le passage complet d'un état au 
même état. La vitesse de propagation v  est le produit de la longueur d’onde par sa 
fréquence γλ ×=v . L’amplitude a représente l'intensité maximale du champ électrique, 
elle est mesurée en microvolts ( μν ).  
Il existe dans le cerveau plusieurs types d’ondes. Les principales ondes spontanées 
du cerveau sont présentées au tableau 1.2. Ce sont les ondes delta, thêta, alpha et bêta. 
                                                 




Quand l’une d’elles constitue la partie dominante ou une partie importante du tracé, on dit 
que cette dominance est de rythme alpha, ou bêta, etc.  
Un tracé peut être soit synchronisé ou désynchronisé, il est synchronisé lorsqu’une 
onde est nettement dominante, bien visible, et répartie sur presque toutes les dérivations, 
sur la majeure partie du cortex3, sinon, il est désynchronisé, ce qui peut être pathologique. 
a) Le rythme Delta 
Les ondes delta sont intenses, lentes et essentiellement présentes chez les 
nourrissons. Elles ont une fréquence de 0.5 à 3 Hz . Chez l’adulte sain, elles s’observent 
uniquement au cours du sommeil profond. En dehors de ces circonstances, elles indiquent 
une grave affection cérébrale. 
b) Le rythme Thêta 
La fréquence d’une onde thêta est de 4 à 7 Hz . Elle peut caractériser un état 
méditatif ou de transe chez un adulte sain ou une certaine affection cérébrale. Cette 
fréquence domine chez les enfants sains en bas âge. 
c) Le rythme Alpha 
Le rythme alpha synchronisé, sa fréquence varie entre 8 et 12 Hz . Son amplitude 
peut atteindre 50 μν . Ce rythme s’observe chez le sujet adulte en bonne santé lorsqu’il est 
au repos et que ses paupières sont fermées. Lorsque le sujet ouvre les yeux, les ondes alpha 
disparaissent. Elles sont plus nettes sur les régions occipitales du cuir chevelu.  
                                                 




d) Les rythmes Bêta  
Les rythmes bêta sont abondant sur les régions Pz et Fz . La fréquence des ondes 
bêta varie entre 12 et 25 Hz , leur amplitude est généralement inférieure à 25 μν . Ces 
rythmes apparaissent en état de veille intense, et lorsque les yeux sont ouverts. 
Tableau 1.2 : États mentaux associés aux ondes cérébrales 
Symbole Nom Intervalle (Hz) État mental 
δ Delta 0.05 – 3 Sommeil profond, hypnose 
θ Theta 4 – 7 Intuition, créativité, imagination 
α Alpha 8 - 12 Relaxation, détente, pensée abstraite, sensation de paix et de bien être 
β1 Beta 1 12 - 15 Focalisation relaxe 
β2 Beta 2 15 - 20 Éveil intense, attention maximale 
β3 Beta 3 20 et + Agitation, anxiété 
 
Les interfaces cerveau-machines servent à avoir un feedback sur l’activité électrique 
cérébrale. Les ondes cérébrales peuvent nous renseigner sur l’état mental de l’apprenant. 
L’EEG n’est pas un appareil intrusif. Son utilisation est de plus en plus répandue, elle sert à 
des fins personnelles, cliniques, éducatives, artistiques ou de recherche. 
2.1.2 L’électroencéphalographie 
L’électroencéphalographie est le procédé par lequel on obtient un enregistrement de 
l’activité électrique (ou bioélectrique) spontanée du cerveau en utilisant des électrodes 
posées sur le cuir chevelu. L’électroencéphalographie quantitative fait analyser le résultat 
par un ordinateur, ce qui augmente considérablement l’efficacité de la méthode. Grâce aux 
charges électriques induites entre les neurones du cerveau, on peut enregistrer une 
différence de potentiel entre deux électrodes. Ce procédé permet d’identifier les ondes 




qui permet d’enregistrer simultanément l’activité cérébrale des différentes zones du cuir 
chevelu de façon à pouvoir effectuer des comparaisons entre ces différentes zones 
cérébrales. Hans Berger fût le premier à mettre au point un EEG en 1924.  
Le résultat produit par un EEG est l’électroencéphalogramme. Il se présente comme 
une série de tracés (ou courbes, ou dérivations), les uns au-dessous des autres, 
correspondant chacun à certaines des électrodes, et donc à la région du cerveau qui est en 
regard d’elles. Chaque tracé est à peu près sinusoïdal et comprend une succession d’ondes, 
c’est-à-dire de courtes variations irrégulières, notamment pointue, arrondie, large ou étroite. 
2.1.3 Le placement des électrodes 
Les électrodes utilisées en électroencéphalographie sont des pièces conductrices qui 
établissent un contact électrique avec une région du cuir chevelu afin de recueillir l'activité 
électrique qui y est produite.  
Pour faciliter les comparaisons, il existe un standard pour le positionnement des 
électrodes et les conditions d’enregistrement sont devenues elles aussi universelles. La 





Figure 2.1 : Positionnement standard des électrodes 
2.1.4 Le Neurofeedback 
Contrôler la machine par la pensée peut s’avérer de la science fiction, mais les 
interfaces cerveau-machine existent déjà. De nos jours, on peut utiliser 
l’électroencéphalographe (EEG) pour générer un électroencéphalogramme, celui-ci est un 
tracé qui représente le retour dynamique de l’activité cérébrale électrique. Les interfaces 
basées sur des mesures EEG sont les interfaces cerveau-machine, elles font l’objet de 
plusieurs applications dans le domaine de la psychologie clinique, de l’art et de la musique.  
En 1958, Joe Kamiya découvrit que nous possédons la capacité subjective de 
différencier les ondes générées par notre cerveau après une période d’entraînement et aussi 
la capacité d’atteindre une onde cérébrale désirée; en effet, notre cerveau fonctionne à 
différents rythmes électriques, chaque rythme correspond à une onde cérébrale dite 
dominante. C’est ainsi que le Neurofeedback est né.  
















Les examens suggèrent qu'environ 90% des personnes remarquent l'influence 
positive de l'entraînement à contrôler le rythme de leur propre activité cérébrale électrique 
dominante. Les mesures d’évaluation de cette technique se basent sur des indicateurs tels 
que le nombre d'erreurs commises, l'habileté visuelle et auditive, les résultats scolaires, le 
quotient intellectuel (QI) et le quotient émotionnel (QE). Le Neurofeedback n'est pas 
pratiqué chez les enfants de moins de 7 ans. Il présente un intérêt pour les enfants plus âgés, 
atteints du trouble de déficit de l'attention avec ou sans hyperactivité (TDAH) [Levesque, 
2006]. On illustre les signaux de retour sous forme de présentations visuelles effectives.  
BioExplorer [CyberEvolution, 2006] illustré à la figure 2.2 est un logiciel sous 
Windows qui permet l’acquisition, le traitement et l’affichage en temps réel des ondes 
cérébrales. Il est destiné à un usage personnel, à des fins éducatives ou expérimentales. 
BioExplorer fournit plusieurs modèles d’affichage. Nous allons l’utiliser dans nos 
expériences. 
 




Le Neurofeedback traite aussi l’épilepsie ou l’alcoolisme [Budzynski, 1999]. Les 
artistes peuvent aussi utiliser les interfaces cerveau-machine pour générer des compositions 
musicales originales, des graphiques abstraits et d’autres performances artistiques 
[Rosenboom, 1990 ; Miranda et al., 2003]. Plusieurs interfaces ont été crées pour permettre 
l’acquisition et l’affichage de l’activité électrique cérébrale. Brainathlon [Palk, 2004] est un 
jeu vidéo contrôlé par l’activité électrique cérébrale des joueurs. Un EEG enregistre les 
ondes cérébrales des joueurs. Ces ondes sont retournées via une interface spécifique à la 
machine et elles sont par la suite analysées, filtrées et utilisées pour contrôler le 
déroulement du jeu.  
2.1.5 Avantages d’induire des ondes cérébrales 
Stimuler le cerveau peut l’amener à être dans l’un des états indiqué dans le tableau 
3.1. Voici quelques avantages à induire certains états mentaux. 
a) Aider à la méditation 
La méditation est un état de profonde relaxation. Cet état permet de réduire le stress 
et de maximiser la concentration [Austin, 1999]. Comme les techniques traditionnelles pour 
apprendre à méditer sont coûteuses, le Neurofeedback semble être une meilleure solution 
qui peut être adaptée à chaque besoin. Des stimuli visuels ou sonores peuvent aussi être 
utilisés pour induire certains états mentaux. Aucune aptitude particulière n’est requise.  
Lorsqu’un apprenant expérimente la transition vers un état mental, son cerveau 
apprendra le processus et le reproduira automatiquement en cas de besoin et sans avoir 




b) Réduire le temps d’apprentissage 
L’état mental dominant des enfants en bas de 6 ans est thêta, c’est ce qui explique 
probablement l’accélération de l’apprentissage et des capacités d’assimilation et de 
mémorisation à long terme. 
c) Remplacer le manque de sommeil 
Certaines personnes ont constaté qu’une demi heure par jour de méditation peut 
remplacer jusqu’à 4 heures de sommeil. 
d) Traitement de certaines pathologies 
Le contrôle des ondes cérébrales est aussi utilisé pour traiter les états de dépression, 
de faible estime de soi, du déficit de l’attention et de l’autisme. Ça diminue aussi les maux 
de tête et les migraines.   
2.2 Hypothèses de recherche 
Nous formulons 3 hypothèses de recherche. Les expérimentations qui ont été 
conduites pour vérifier ses hypothèses sont exposées au chapitre 3 : 
• HYPOTHESE 1 : Des attributs émotionnels et cognitifs de l’apprenant peuvent 
être prédits à partir de ses ondes cérébrales. 
• HYPOTHESE 2 : Des stimuli visuels et auditifs peuvent influencer les ondes 
cérébrales de l’apprenant. 
• HYPOTHESE 3: Il existe un modèle qui présente la relation entre les ondes 
cérébrales de l’apprenant et ses états d’apprentissage. 
 Pour vérifier ces hypothèses de recherche, nous avons besoin de concevoir et 




2.3 Introduction à NORA 
L’architecture de NORA est de type multi-agents. Ce choix est motivé par les 
nombreux avantages que peut représenter ce type d’architecture, notamment : la robustesse, 
la flexibilité, la scalabilité, la rapidité d’intégration et la facilité de communiquer avec 
d’autres systèmes.  
Dans notre cas, NORA est conçu pour communiquer avec un STI dans le but 
d’étendre celui-ci à un STI-CS. Un agent présente les avantages suivants : 
• L’autonomie : l'agent agit sans l'intervention d'humains ou d'autres 
intervenants, et a un certain contrôle sur ses actions et ses états internes. 
• La coopération : l'agent interagit avec d'autres agents (pouvant aussi être un 
module du STI ou l’apprenant) à l'aide d'un langage de communication d'agent. 
• La réactivité : l'agent perçoit son environnement (pouvant être l’apprenant via 
l’interface graphique, l’ensemble des autres agents, les modules du STI ou tous 
ces éléments combinés), et répond de manière opportuniste aux changements 
qui y surviennent. 
• La proactivité : l'agent n'agit pas simplement aux stimuli de son 
environnement, il est aussi capable de démontrer des comportements dirigés par 
des buts en prenant des initiatives qui servent ses intérêts et ses priorités et l’aide 
à atteindre ses objectifs. 
• La communication : les agents sont équipés de techniques de planification et 
d’optimisation, de connaissances sur les objets qui utilisent des protocoles de 




2.3.1 Fonctionnalités de NORA 
NORA est doté des fonctionnalités suivantes :  
• Collecter les données qui proviennent de l’activité électrique cérébrale de 
l’apprenant ainsi que des variables enregistrées pendant l’interaction de 
l’apprenant avec le STI via le clavier et la souris. 
• Gérer les données collectées dans une base de données centrale pour générer de 
nouveaux modèles qui affinent le modèle de l’apprenant  
• Prédire certains attributs émotionnels et cognitifs de l’apprenant à partir de ses 
ondes cérébrales et établir les conditions cérébrales optimales pour un meilleur 
apprentissage.  
• Induire des ondes cérébrales particulières en utilisant des stimuli visuels et 
auditifs pour formuler des stratégies neuropédagogiques efficaces dans la 
perspective d’un apprentissage favorable. 
• Communiquer les résultats de prédiction et les stratégies d’induction au STI : les 
prédictions sont envoyées au module de l’apprenant et les inductions sont 
envoyées au module du tuteur. 
La figure 2.3 montre le flux de données entre les composantes principales de NORA 
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2.3.2 Composantes principales de NORA 
NORA est composé des 5 groupes d’agents suivants :  
• Groupe des agents qui collectent des informations concernant l’apprenant; 
• Groupe des agents qui mettent à jour la base de données de NORA; 
• Groupe des agents qui prédisent les attributs émotionnels et cognitifs d’un 
apprenant à partir de ses ondes cérébrales; 
• Groupe des agents qui génèrent des stratégies neuropédagogiques pour 
reproduire des conditions favorables à l’apprentissage; 
• Groupe des agents gèrent les agents de prédiction et d’induction pour déterminer 
le profil cérébral de l’apprenant et la stratégie neuropédagogique optimale. 
2.3.3 Description des donnés dans NORA 
La figure 2.1 montre un flux important de données échangées entre les composantes 
de NORA ainsi qu’entre NORA et le STI. Ces données sont de divers types et sont 
capturées, filtrées, interprétées et calculées avant, pendant ou après la période d’interaction 
entre l’apprenant et le STI.  
Dans ce qui suit, nous décrivons brièvement la nature de ces données. Les détails 
sont présentés au chapitre 4 : 
a) Attributs cérébraux de l’apprenant (Flux FD1) 
Ce sont les amplitudes des ondes cérébrales mesurées par l’EEG et enregistrées 




b) Attributs d’interactions de l’apprenant (Flux FD2) 
Ce sont les variables statiques ou dynamiques qui proviennent du clavier et de la 
souris enregistrées avant ou pendant la période d’interaction entre l’apprenant et le STI. Ces 
variables décrivent des caractéristiques de l’apprenant. 
c) Données filtrées et calculées (Flux FD3) 
Ce sont les variables du flux de données FD1 qui sont filtrées celles du flux de 
données FD2 qui sont calculées. En effet, pour stockées dans le but d’être traitées plus tard 
par les algorithmes d’apprentissage machine, certaines des variables des flux FD1 et FD2 
doivent être filtrés et/ou calculées. 
d) Paramètres pour la prédiction (Flux FD4) 
Ce sont les variables indépendantes des modèles de prédiction pour déterminer l’état 
émotionnel et cognitif de l’apprenant à partir de ses ondes cérébrales. 
e) Paramètres pour l’induction (Flux FD5) 
Ce sont les attributs de l’apprenant et l’état émotionnel et cognitifs désirés pour 
élaborer la stratégie neuropédagogique favorable à l’apprentissage. 
f) Modèles émotionnels et cognitifs (Flux FD6) 
C’est le résultat de l’application d’algorithme d’apprentissage machine sur les 
données collectées pour prédire l’état émotionnel et cognitif de l’apprenant. 
g) Actions neuropédagogiques (Flux FD7) 
C’est le stimulus visuel ou auditif à appliquer sur l’apprenant pour induire des ondes 




h) État émotionnel et cognitif attribué à l’apprenant (Flux FD8) 
C’est l’état prédit de l’apprenant. Il est calculé par les agents de prédiction et 
transmis au module de l’apprenant du STI dans le but de renforcer le modèle de l’apprenant 
et affiner le pourcentage de prédiction de son état émotionnel et cognitif. 
i) Stratégie neuropédagogique sur l’apprenant (Flux FD9) 
C’est la stratégie neuropédagogique optimale à appliquer sur l’apprenant. Elle est 
élaborée grâce aux suggestions d’actions visuelles ou auditives envoyées par les agents 
d’induction. La stratégie est envoyée au module du tuteur pour être exécutée via l’IGU. 
Conclusion 
Il y avait 3 sections dans ce chapitre : dans la première, nous avons pu constater que 
l’activité électrique du cerveau est une donnée importante qui semble avoir une 
interprétation sur l’état de l’apprenant. Ces états influencent la qualité de l’apprentissage. 
Par ailleurs, les techniques de Neurofeedback permettent à l’apprenant de s’entraîner à 
contrôler ses ondes pour atteindre des objectifs divers comme par exemple : maintenir la 
concentration.  
Dans les sections 2 et 3, nous avons formulé les hypothèses de recherche suivies 
d’une introduction à la solution logicielle qui permet d’implémenter l’outil pour évaluer les 





Chapitre 3 : Architecture de NORA 
Ce chapitre détaille l’architecture globale de NORA ainsi que celle de chacun de ses 
agents. Le but est de décrire le fonctionnement de NORA et de détailler le protocole de 
communication entre les agents et avec les modules du STI. 
3.1 Les agents de NORA 
NORA est composé de 11 agents répartis en 5 groupes.  
• Groupe des agents pour la collecte des données : l’agent Wave Input (agent WI) 
et l’agent Interact Input (agent II) collectent des informations concernant 
l’apprenant; 
• Groupe des agents pour la gestion de la base de données : L’agent DataBase 
Man (agent DB) met à jour la base de données de NORA; 
• Groupe des agents de prédiction : l’agent Emo Wave (agent EW), l’agent Cogni 
Wave (agent CW) et l’agent Track Wave (agent TW) prédisent les attributs 
émotionnels et cognitifs d’un apprenant à partir de ses ondes cérébrales; 
• Groupe des agents d’induction : l’agent Visio Wave (agent VW), l’agent Sound 
Wave (agent SW) et l’agent Neuro Feed (agent NF) génèrent des stratégies 
neuropédagogiques pour reproduire des conditions favorables à l’apprentissage; 
• Groupe des agents superviseurs : l’agent Brain Profile (agent BP) gèrent les agents 
de prédiction pour déterminer le profil cérébral de l’apprenant et l’agent Neuro 
Pedagog (agent NP) gèrent les agents d’induction pour déterminer la stratégie 
neuropédagogique optimale. 
La figure 3.1 présente l’architecture générale de NORA et illustre les liens de 
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Voici un scénario-type qui décrit le protocole de communication globale entre les 
agents de NORA et avec les modules du STI. L’ordre des comportements ci-dessous n’est 
pas séquentiel, plusieurs actions peuvent s’exécuter en parallèle et d’autres peuvent 
s’interchanger. 
• L’agent NORA Start crée tous les agents. 
• Les agents de collecte de données WI et NI envoient leurs données en temps réel 
à l’agent DB qui s’occupe des les enregistrer dans la base de données 
• L’agent DB envoie des notifications aux agents de prédiction et aux agents 
d’induction pour les prévenir de la disponibilité de nouvelles données.  
• Les agents de prédictions EW, CW et TW et les agents d’inductions VW, SW et 
NF envoient des requêtes à l’agent DB pour obtenir des données qui les aident à 
renforcer leurs modèles de prédiction. 
• L’agent BP reçoit une demande de prédiction de la part du module apprenant du 
STI. Celui-ci lui demande de prédire des attributs émotionnels et cognitifs à 
partir des ondes cérébrales de l’apprenant.  
• L’agent BP recrutent parmi les agents de prédiction qu’il supervise, celui ou 
ceux qui accepteront d’exécuter des requêtes de prédiction. 
• Les agents de prédiction EW, CW et TW négocient entre eux pour optimiser 
leurs tâches, ne pas entrer en conflit et répondre à la requête de l’agent BP. 
• L’agent BP envoie le résultat des prédictions au module de l’apprenant et reçoit 




sa prédiction. L’agent BP envoie une évaluation de la prédiction à l’agent qui l’a 
émise et celui-ci met à jour sa base de croyance (son modèle de prédiction)  
• L’agent NP reçoit une demande d’induction de la part du module tuteur du STI. 
Il demande alors à l’agent BP de lui envoyer l’état de l’apprenant et celui 
espéré.  
• L’agent NP recrute parmi les agents d’induction qu’il supervise, celui ou ceux 
qui accepteront d’exécuter des requêtes d’induction. 
• Les agents d’induction VW, SW et NF négocient entre eux pour optimiser leurs 
tâches, ne pas entrer en conflit et trouver une stratégie d’induction optimale 
avant de l’envoyer à l’agent NP. 
• L’agent NP envoie la stratégie es agents d’induction au module du tuteur. Si sa 
stratégie est appliquée, il reçoit de l’agent BP une prédiction sur le nouvel état 
de l’apprenant. Ce nouvel état est envoyé à l’agent d’induction qui est à 
l’origine de la stratégie et celui-ci met à jour sa base de croyance (son modèle 
d’induction). 
Nous décrivons dans les sections qui suivent le matériel utilisé et l’architecture 
interne de chacun des agents de NORA 
3.2 Protocoles de communication 
Tous les agents communiquent par échange de messages. Ces messages expriment 
les informations qu’un agent émetteur désire que les autres agents prennent en 
considération. Dans notre approche, nous proposons l’utilisation du langage de 
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Dans ce scénario, l’agent DB informe l’agent EW de la disponibilité de nouvelles 
données. L’agent EW prend en considération la notification et envoie de suite une requête 
pour extraire les nouvelles données selon un format spécifié. L’agent DB accepte la requête 
et envoi les données à l’agent EW. 
3.2.1 Communiquer pour négocier 
Dans notre approche, nous proposons l’utilisation du protocole Contract-Net  pour 
gérer la négociation entre les agents superviseurs et les agents qu’ils gèrent. C’est un 
mécanisme de négociation entre deux types d’agents : contractant et gestionnaire. Il permet  
à un gestionnaire, suite à quelques échanges avec un groupe d’agents, de retenir les services 
d’un agent appelé contractant pour l’exécution d’une tâche contrat. Ce protocole est 
qualifié de type « sélection mutuelle » puisque, pour  signer un contrat,  l’agent élu doit 
s’engager envers le gestionnaire pour l’exécution de la tâche qui lui sera confiée et le 
gestionnaire, de sa part, ne sélectionne que l’agent ayant fourni la proposition la plus 
avantageuse. La version originale du protocole décrite dans ce qui suit  comporte trois 
étapes principales : l’appel d’offre, la soumission des propositions et l’attribution de 
contrat. 
Exemple de négociation 
L’agent BP peut effectuer une négociation Un-à-Plusieurs. Il demande aux agents de 
prédiction qu’il supervise de lui envoyer l’état de l’apprenant. Il peut ajouter des conditions 
à sa requête comme le seuil de prédiction acceptable ou le temps de réponse. Les agents 
répondent selon leurs priorités et leurs disponibilités à exécuter la requête et l’agent BP 
peut conclure son contrat en faisant un compromis sur ses conditions initiales ou en 




3.2.2 Communiquer pour coopérer 
Les agents ayant le même objectif peuvent coopérer entre eux  afin d’améliorer 
leurs plans locaux. Ce type de coopération est assuré par l’heuristique du commerce simulé 
[Bachem et al., 1996]. Le commerce simulé est un algorithme qui tire ses origines du 
mécanisme commercial : les agents de prédiction optimisent leurs plans locaux en 
effectuant des transactions (achat ou vente) relatives successivement aux différents clients à 
servir. Chaque agent construit une liste appelée liste des ventes contenant les différents 
clients qu’il désire vendre. En pratique, cette liste contient les clients les plus coûteux 
relativement au plan local de l’agent. Cette liste est accessible par tous les agents qui 
coopèrent entre eux. Par la suite, chaque agent calcule le coût d’insertion dans son plan 
local, pour chaque client dans les listes de vente. Un agent n’accepte d’acheter un client que 
si le coût d’insertion de ce dernier dans son plan local est inférieur au coût proposé par le 
vendeur. 
Exemple de coopération 
Deux agents de prédiction qui réalisent la même tâche peuvent coopérer pour 
minimiser le coût global. L’agent TW se voit affecter la tâche de prédire un attribut 
émotionnel, pour renforcer la précision de son modèle, il sollicite l’agent EW pour réaliser 
la même tâche. La valeur obtenue et envoyée à l’agent BP est le résultat d’une coopération 
ayant eu lieu entre les deux agents EW et TW.  
3.3 Agent NORA Start (Agent NS) 
L’agent NS est un agent Portail qui supervise la création et la suppression des agents 
de NORA. Par ailleurs, il crée une interface graphique qui affiche le déroulement de la 





Figure 3.3 : Interface de l’agent NORA Start 
Tous les agents de NORA se trouvent dans le package noraPAK (figure 3.4). Leur 
fonctionnement requiert l’utilisation des méthodes de la librairie JADE (Java Agent 
Development Framework) [Bellifemine et al., 1999] et de WEKA (Waikato Environment 
for Knowledge Analysis) [Witten et al., 2005]. JADE est une plateforme qui facilite le 





Figure 3.4 : Agents et librairies de NORA 
La figure 3.1 n’illustre pas l’architecture interne des agents. Pour détailler les 
fonctionnalités et les comportements des agents, nous utilisons le diagramme AUML 
(Agent-based Unified Modeling Language) de Bauer (2001). Chaque agent est représenté 
sous la forme d’un rectangle divisé en cinq compartiments. Le nom de chaque agent est 
défini au sommet d’un rectangle; en dessous sont représentés ses croyances qui représentent 
l’ensemble des attributs relatifs à son état; les actions que l’agent peut exécuter sur son 
environnement sont représentées dans le troisième compartiment; les autres fonctions 








dernier compartiment représente la librairie des actes communicatifs que l’agent peut 
exécuter selon un protocole spécifique. 
3.4 Agent Wave Input (Agent WI) 
L’agent WI est un agent réactif qui traite des données liées au signal électrique brut 
envoyé par Pendant EEG. L’architecture de l’agent WI est présentée à la figure 3.5. 
 
Figure 3.5 : Architecture de l’agent WI 
On appelle IOC, l’ensemble des intervalles de fréquences considérés par NORA. Le 
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Tableau 3.1 : Fréquences considérées par l’agent WV 
Symbole Nom Fréquences (Hz) État mental associé 
δ Delta [0 – 4[ 
θ Theta [4 – 8[ 
α Alpha [8 – 12[ 
β1 Beta1 [12 – 15[ 
β2 Beta2 [15 – 20[ 
β3 Beta3 [20 – 25] 
 
On appelle AOC les amplitudes respectives des 6 bandes de fréquence. 
{ }321 ,,,,, βββαθδ=AOC  
Le principal objectif de l’agent WI est d’acquérir le signal brut depuis l’appareil 
Pendant EEG ; de le filtrer selon les intervalles indiquées par IOC et d’envoyer le vecteur 
AOC à l’agent DN. 
3.4.1 Neuroserver 
Les données en provenance de Pendant EEG sont interceptées par Neuroserver 
[Cilibrasi, 2006] qui est un serveur TCP/IP open source et standard. 
3.4.2 Acquisition du signal  
Pour lire ces paquets, NORA peut ouvrir une connexion socket sur le port de 
communication de Neuroserver. NORA utilise pour ce faire des librairies libres dans le 




Les données collectées peuvent être traitées en direct ou en différé. Pour les 
traitements différés ou pour des analyses complémentaires, on peut enregistrer les signaux 
électriques dans des fichiers spécifiques au format standard EDF [Kemp et al., 1992] ou au 
format plus riche EDF+ [Kemp et Olivan, 2003]. 
3.4.3 Filtrage du signal 
Le filtrage est la transformation du signal brut en la somme de plusieurs signaux 
réguliers appartenant chacun à une bande de fréquence déterminée par IOC. Pour ce faire, 
l’agent WI utilise le filtre numérique à réponse impulsionnelle infinie (IIR). Ce filtre 
possède l’avantage d’être récursif, c'est-à-dire que la sortie du filtre dépend à la fois du 
signal d'entrée et du signal de sortie, il possède ainsi une boucle de feedback qui lui permet 
de minimiser le temps de calcul et de donner des résultats en temps réel [Lyons, 2004]. 
Cette caractéristique est importante pour les besoin de notre projet. L’algorithme utilisé 
pour implémenter ce filtre est Butterworth [Frequency Devices, 2005]. 
Dans un filtre IIR, chaque entrée et sortie est multipliée par un coefficient pour 
obtenir une nouvelle sortie. Le nombre d’entrées utilisées par un filtre récursif est appelé 
Ordre du filtre. En règle générale, plus l’ordre du filtre est grand, plus la fréquence 
déterminée est meilleure. L’équation générale d’un filtre IIR d’ordre M est : 
( ) ( ) ( ) ( ) ( ) ( ) ( )MnMnnMnMnnnn yayayaxbxbxbxby −−−−−− ++++++++= ...... 221122110  
Dans cette équation, yn représente la nième sortie. La série b0…BM représentent les 
coefficients utilisés des entrées xn… xn-M et la série a1…aM représente la série des 
coefficients utilisées pour les sorties précédentes yn-1…yn-M [Lyons, 2004]. 
La figure 3.6 montre le résultat de l’application du filtre IIR sur le signal brut. 
Celui-ci est présenté en haut et les bandes de fréquences résultats delta, thêta, alpha, beta1, 





Figure 3.6 : Signal brut filtré en 6 bandes de fréquences 
3.5 Agent Interact Input (Agent II) 
L’agent II est un agent réactif qui récupère des données entrées par l’apprenant au 
cours de son interaction avec l’interface graphique utilisateur du STI. L’architecture de 












Figure 3.7 : Architecture de l’agent II 
On appelle PIA, le profile interactif de l’apprenant. Il regroupe l’ensemble des 
caractéristiques et des attributs individuels de l’apprenant. Ces attributs sont soit obtenu 
directement par l’apprenant-lui-même soit calculés à la base de données élémentaires 
fournies par l’apprenant. Le vecteur PIA est définit comme suit : 
{ }HabknowemotionadibilityLStylePathoAccessPersoBDSexIDPIA ,,,Re,,,,,,,=  
Où les composantes du vecteur sont décrites ci-dessous. Le tableau 3.2 présente les 
variables collectées par l’agent II. Les variables calculées sont décrites dans les sections 
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Tableau 3.2 : Données interactives de l’apprenant 
Variable Description Valeur et fréquence de MAJ 
ID Identifiant de l’apprenant Il est attributé par le système 
SEX Sexe de l’apprenant (F/M) L’apprenant indique son sexe une fois 
BD 
Date de naissance destinée à 
calculer la tranche d’âge de 
l’apprenant 
L’apprenant indique sa date de 
naissance une fois 
PERSO Variable calculée à partir d’un questionnaire (5 personnalités) 
Variable calculée une fois (voir 
explication en bas) 
ACCESS Accessibilité de l’apprenant L’apprenant indique son état une fois (Sourd, Muet, Taciturne, Impassible) 
PATHO Incapacités de l’apprenant L’apprenant indique son incapacité une fois (TDHA, Paralysie motrice) 
LSTYLE Style d’apprentissage Variable calculée (voir explication en bas) 
READIBILITY Rythme de lecturabilité de l’apprenant 
Variable calculée (voir explication en 
bas) 
EMOTIONS Dimensions, valences et attributs émotionnels de l’apprenant  
Variables fréquemment indiquées par 
l’apprenant au cours d’une session 
d’apprentissage 
KNOW Méta connaissance de l’apprenant sur soi 
L’apprenant indique sont état (Estime 
de soi, Note obtenue, Compréhension 
du cours et  Réponse aux questions de 
l’examen) 
HAB Mode d’étude habituel Silence, Musique, Bruits divers 
3.5.1 La personnalité 
La personnalité de l’apprenant est déterminée grâce au test des cinq grands facteurs 
[McCrae et Costa, 1999]. Ce test évalue les grandes tendances de la personnalité 
(extraversion, équilibre émotionnel, méticulosité, ouverture, conscience des autres).  
• Sociabilité / dynamisme (extraversion) : extraverti, tourné vers le monde 




• Méticulosité (ou conscience) : rigoureux, fiable, conscient des choses, sens 
critique, autodiscipline, volonté de réussir. 
• Équilibre émotionnel (ou stabilité émotionnelle), lymphatique, égalité d'humeur, 
aborde les épreuves avec confiance, réfléchi. 
• Conscience des autres (ou agréabilité), sensible, empathique, altruiste, 
coopératif, agréable, sentimental, consensuel. 
• Ouverture/imagination (ou curiosité intellectuelle), recherche ce qui est 
nouveau, imaginatif, rêveur, aime garder plusieurs alternatives. 
3.5.2 Le style d’apprentissage 
Bien que l’apprenant utilise ses cinq sens pour assimiler un apprentissage, ceux-ci 
ne contribuent pas également à sa connaissance de base. Les apprenants n’utilisent pas la 
vue, l’ouïe et le toucher de la même manière au cours d’une session d’apprentissage. De 
même que l’apprenant développe une préférence pour l’utilisation de la main gauche ou de 
la main droite, il adopte aussi une méthode de prédiction pour rassembler l’information 
transmise par le STI : 
• Ainsi, certaines personnes apprennent mieux par la vue ; on les appelle des 
apprenants visuels.  
• D’autres, qui utilisent l’ouïe, sont identifiés comme des apprenants auditifs. 
• D’autres encore préfèrent le toucher ou la manipulation de la souris pour 
déplacer des objets à l’écran ; ce sont des apprenants kinesthésiques. 
Les préférences sensorielles sont une composante importante du style 




3.5.3 La lecturabilité 
La lecturabilité est ce qui caractérise un texte dont les caractères sont lisibles et le 
sens est compréhensible. Pour calculer le rythme de la lecturabilité, nous soumettons tous 
les apprenants à la lecturabilité du même texte. Le rythme de la lecturabilité est calculé par 
le système qui reçoit deux notifications de la part de l’apprenant : le moment où il démarre 
la lecturabilité du texte et l’instant où il en finit (figure 3.8). 
 
Figure 3.8 : Interface pour entrer les informations 
3.5.4 Les attributs émotionnels 
Nous nous intéressons aux émotions exprimées au cours d’une session 
d’apprentissage. Celles-ci sont : la colère, l’ennui, la confusion, le mépris, la curiosité, le 
dégoût, l‘eurêka et la frustration [D’Mello, 2006]. Le tableau 3.3 définit chacune de ces 
émotions et les icônes qui ont été utilisées. Nous y avons ajouté les deux choix : « Neutre » 
et « Je ne sais pas » dans le cas de l’absence d’une émotion ou d’une confusion de 








Tableau 3.3 : Émotions durant l’apprentissage 
Icône Émotion Description 
 
Colère Sentiment fort de déplaisir et habituellement accompagné d’antagonisme 
 
Mépris Sentiment par lequel on juge qu’une chose est indigne d’estime, de considération et d’attention 
 
Frustration 
Sentiment profond d’insatisfaction et d’insécurité qui 
résulte de l’échec à atteindre un objectif comme celui de 
résoudre un problème 
 
Curiosité Sentiment qui exprime le désir d’apprendre, de savoir et d’assimiler 
 
Confusion 
Sentiment d’oubli, d’ignorance ou de manque de 
connaissance qui font que l’on prend une chose pour 
une autre 
 
Eurêka Sentiment exprimé à l’issue d’un triomphe, d’une découverte ou de l’atteinte d’un objectif important 
 
Ennui Sentiment de lassitude et d’agitation qui sont la conséquence d’un manque d’intérêt 
 
Dégoût Sentiment d’aversion à l’égard d’une chose déplaisante et hautement répugnante 
 
Neutre L’apprenant ne ressent aucune émotion particulière 
 





Pour déterminer les 3 dimensions émotionnelles : Plaisir, Excitation et Dominance, 




Figure 3.9 : Échelle SAM 
Dans l’échelle SAM, il y a deux attributs à évaluer sur 9. Le premier est la polarité 
de l’émotion ressentie (positive ou négative) et le deuxième est l’intensité (excitante, non 
excitante) de l’émotion ressentie. Ces deux attributs sont situés sur deux axes parallèles. 
Chacun des axes est gradué de 1 à 9. Il y a 5 icônes sur chaque axe. Elles correspondent 
respectivement aux valeurs : 1, 3, 5, 7 et 9. Les valeurs : 2, 4, 6 et 8 représentent des états 
entre les icônes.  
Pour récupérer ces données, l’agent II communique avec l’interface graphique 









3.6 Agent Database Man (Agent DB) 
L’agent DB est un agent proactif qui récupère continuellement les vecteurs de 
données AOC et PIA envoyés respectivement par les agents WI et HI. L’architecture de 
l’agent DB est présentée à la figure 3.11. 
 
Figure 3.11 : Architecture de l’agent DM 
L’agent DM s’occupe principalement de mettre à jour de la base de données 
centrale de NORA ; de notifier certains agents sur la disponibilité de nouvelles données et 























3.6.1 Structure de la Base de données 
La base de données NORA contient 6 tables principales : la table des apprenants, la 
table des attributs émotionnels, la table de leçons, la table des réponses, la table des stimuli 
et la table des ondes cérébrales. La figure 3.12 illustre le schéma entité-association de la 
BDD de NORA. 
• La table des apprenants contient les informations sur l’apprenant. 
• La table des attributs émotionnels de l’apprenant (l’émotion, les dimensions 
émotionnelles et la valence émotionnelle) 
• La table des leçons contenant les connaissances parcourues par l’apprenant 
• La table des connaissances de l’apprenant contient ses réponses à toutes les 
questions (liées aux leçons ou à ses connaissances métacognitives) 
• La table des stimuli visuels et sonores ainsi que les stratégies appliqués sur 
l’apprenant 
• La table des ondes cérébrales enregistrées pendant tout le long des interactions 





Figure 3.12 : Diagramme Entité-Association de la BDD 
3.6.2 Les stimuli visuels 
Des études ont démontré l’influence des images de la base de données IAPS sur les 




































Tableau 3.4 : Extrait de la base IAPS 




Emotion : Peur 
Valence : Négative 
Plaisir : 3.50/9 
Excitation : 6.52/9 
Dominance : 3.36/9 
1463 




Valence : Positive 
Plaisir : 7.45/9 
Excitation : 4.79/9 
Dominance : 6.43/9 
1900 
Poisson au fond 
de l’océan 
Neutre 
Valence : Posititive 
Plaisir : 6.65/9 
Excitation : 3.46/9 
Dominance : 6.07/9 
 
2058 
Bébé content  
 
Contentement  
Valence : Posititive 
Plaisir : 7.91/9 
Excitation : 5.09/9 
Dominance : 6.67/9 
 
7360 
Mouches sur un 
gâteau 
Dégoût 
Valence : Négative 
Plaisir : 3.59/9 
Excitation : 5.11/9 





Il y aurait donc une corrélation entre la perception de ces images et les dimensions 
émotionnelles [Lang et al., 2005] et une corrélation entre ses images et les émotions ainsi 
que la valence émotionnelle [Mikels et al., 2005]. 
3.6.3 Le modèle ADOC 
Nous appelons modèle AODC (Apprentissage et Dominances des Ondes 
Cérébrales) le modèle qui sert à déterminer les dominances cérébrales favorables à 
d’apprentissage. Avant d’expliquer ce qu’est le modèle ADOC, définissons les vecteurs 
EEM, EAP et le vecteur ODC. 
a) Le vecteur EEM 
On appelle EEM, l’état émotionnel de l’apprenant. Cet état est une variable à 5 
dimensions définie à partir des attributs émotionnels mesurés par l’agent EW. EEM est 
défini par la formule suivante : 
( )anceDoExcitationPlaisirValenceEmotionEEM min,,,,= , avec 
• { }ConfusionBoredomAngerEmotion ,...,,∈  : est l’émotion qui a lieu pendant 
l’apprentissage et dont l’ensemble est défini dans le tableau 2.3. 
• { }NegativePositiveValence ,∈  : est la valence émotionnelle qui peut être 
négative ou positive à l’apprentissage. 
• { }39,...,2,1)min,,( ∈anceDoExitationPlaisir  : sont les dimensions 
émotionnelles définies par la figure 4.11. 
b) Le vecteur EAP 
On appelle EAP, l’état d’apprentissage de l’apprenant. Il est déterminé par l’agent 




( )UnLearningILearningCLearningEAP ,,= , avec 
• CLearning est l’état d’apprentissage conscient 
• ILearning est l’état d’apprentissage inconscient 
• UnLearning est l’état de non apprentissage. 
c) Le vecteur ODC 
On appelle ODC, l’ordre des dominances cérébrales un vecteur ordonné de 
dimension égale à 6. La première ordonnée est le nom de l’onde cérébrale dont l’amplitude 
est maximale et la dernière ordonnée est le nom de l’onde cérébrale dont l’amplitude est 
minimale. ODC est calculé à partir d’AOC. Il est défini comme suit : 






1 maxarg  
{ }( )⎟⎠⎞⎜⎝⎛ −= 152 maxarg ocAOCFQoc  
{ }( )⎟⎠⎞⎜⎝⎛ −= 2143 ,maxarg ococAOCFQoc  
{ }( )⎟⎠⎞⎜⎝⎛ −= 32134 ,,maxarg ocococAOCFQoc  






6 minarg et 
( ) 61, ≤≤= iocoFQ ii  
 
FQ est la fonction qui permet de retrouver nom de l’onde cérébrale oci associée à 




On appelle TODC la transition souhaité entre un ODCt1 enregistré à l’instant t1 et 
un ODCt2 dans un temps futur.  
21 tt ODCODCTODC →=  
Le modèle ADOC représente la relation entre les variables ODC et EAP. Les 
dominances cérébrales sont représentées par des anneaux imbriqués sachant que l’anneau 
de l’extrémité du modèle est associé à la première dominance oc1. La première onde 
dominante représente l’état mental dominant de l’apprenant, la deuxième onde dominante 
oc2 représente l’état mental secondaire de l’apprenant et ainsi de suite. De plus, le modèle 
ADOC donne des informations sur la distribution des pourcentages de dominance des 6 
ondes cérébrales au cours d’une session d’apprentissage.  
Ce modèle est mis à jour par l’agent BP suite aux résultats envoyés par les agents de 
prédiction. Il est illustré à la figure 3.13. Chaque anneau représente l’ordre des dominances 
et contient le pourcentage de dominance de chaque onde au cours d’une session 
d’apprentissage. L’anneau externe montre la distribution des pourcentages de dominance 
des 6 ondes en tant que premières ondes dominantes. Le plus petit anneau interne montre la 
distribution des pourcentages de dominance des 6 ondes en tant que dernières ondes 
dominantes au cours d’une session d’apprentissage. 
Les 3 symboles : Carré, Disque et Triangle représentent respectivement les 3 
situations d’apprentissage : Apprentissage, Apprentissage Inconscient et Non 
Apprentissage. Ils sont parfois associés à certaines parties des 6 anneaux pour indiquer 





Figure 3.13 : Modèle ADOC 
Par exemple, dans la figure 3.14, la distribution des pourcentages de dominance 
pour le premier anneau est : {(delta, 10%), (theta, 15%), (alpha, 15%), (beta1, 10%), 
(beta2, 20%), (beta3, 30%)} et celle du dernier anneau est : {(delta, 10%), (theta, 15%), 
(alpha, 10%), (beta1, 15%), (beta2, 30%), (beta3, 20%)}.  
 Sachant le triangle se trouve sur la zone beta 1, la 6ème dominance du premier 
anneau ainsi que sur la zone beta2, la première dominance du dernier anneau alors, cela 
signifie qu’il n y a pas d’apprentissage lorsque cet ordre de prédominances a lieu. Des 
résultats plus détaillés sur la validité de ce modèle sont présentés au chapitre 5. 
Le modèle ADOC peut être utilisé pour donner des informations plus précises sur 
les prédominances cérébrales à travers 6 niveaux (Figure 3.14) au lieu de se limiter à un 
seul niveau d’interprétation comme indiqué dans le tableau 3.1. 
Le modèle ADOC de chaque apprenant est constamment mis à jour et l’objectif à 

















apprenants ou à des apprenants appartenant à un même groupe. Grâce au modèle ADOC, 
l’agent BP peut déterminer les conditions à l’apprentissage. Une fois les conditions 
optimales de l’apprentissage déterminées, l’agent BP peut envoyer à l’agent NP une requête 
TODC pour lui demander de changer l’état ODCt1 à ODCt2. L’agent NP et ses agents de 
planification établissent une stratégie neuropédagogique adéquate pour induire les 
dominances cérébrales favorables à l’apprentissage. 
3.6.4 Le format des données 
Les fichiers générés par l’agent DB sont de types ARFF. C’est le format d’un fichier 
texte destiné à être utilisé par la librairie WEKA [Witten et al., 2005]. Le fichier ARFF est 
subdivisé en deux parties : la première correspond au dictionnaire de données, la seconde à 
la description des valeurs. La figure 3.14 montre la structure du fichier 
agent_ew_12554.arff destiné à l’agent EW. 
 
Figure 3.14 : Extrait d’un fichier ARFF 
Pour créer le fichier, l’agent DM utilise le constructeur : Instances(java.io.Reader 




filename = “agent_ew_12554.arff”; 
reader = new FileReader(filename); 
instances = new Instances(reader); 
Pour construire un ensemble d’exemples, l’agent DN doit d’abord, dans l’ordre : 
• Définir les attributs, et leur type. 
• Extraire de la BDD l’ensemble d’exemples selon les attributs. 
• Définir l’attribut qui jouera le rôle de la classe. 
• Construire chaque exemple, et l’intégrer à l’ensemble. 
Les deux principaux types d’attributs dans WEKA sont : les attributs 
numériques dont le constructeur est Attribute(String attributeName) et les attributs 
nominaux dont le constructeur est Attribute(String attributeName, FastVector 
attributeValues). Ci-dessous, un extrait de code ayant servi à créer le fichier de la figure 
4.16. 
// Créer les attributs numériques "delta" and "theta" 
Attribute delta = new Attribute("delta"); 
Attribute theta = new Attribute("theta"); 
// Créer un FastVector pour contenir les valeurs "anger", "boredom", 
"confusion" 




// Créer l’attribut emotionel pouvant prendre les 3 valeurs 
// "anger", "boredom", "confusion" 




3.6.5 Notification des autres agents 
A chaque T période de temps ou K nouveaux enregistrements dans la base de 
données, l’agent DN envoie une notification à certains agents pour les informer de la 
disponibilité de nouvelles données. 
3.7 Agents superviseurs BP et NP 
NORA comprend deux agents superviseurs : l’agent BP et l’agent NP. Tous les 
deux gèrent un ensemble d’agents qui exécutent des tâches. Leur architecture est de type 
BDI, elle est présentée à la figure 3.15. 
 

















Envoie Résultat Envoie Tâche 




L’agent superviseur attribut une tâche à l’un des agents qu’il gère. Nous allons 
appeler ces agents gérés : les agents supervisés. Ainsi, les agents supervisés par l’agent BP 
sont les agents EW, CW et TW et les agents supervisés par l’agent NP sont les agents VW, 
SW et NF. 
Pour leur fonctionnement, les agents superviseurs adoptent le processus décisionnel 
markovien (PDM) qui permet de maximiser le gain espéré à long-terme. 
Soit { }ntttT ,..., 21= , l’ensemble des tâches qu’un agent superviseur attribue à ses 
agents définis par l’ensemble { }321 ,, aaaA = . Chaque agent ka  de l’ensemble A possède 
une quantité limitée akR  de ressources qu’il peut utiliser pour réaliser des tâches. 
L’exécution d’une tâche se traduit par un gain qui varie en fonction de l’agent qui exécute 
la tâche.  
Chaque agent ka  possède une fonction de récompense akg  définie sur l’ensemble 
de tâches T comme suit : 
+ℜ→Tg ak :  
Où ( )iak tg  est le gain que l’agent ka  obtient à l’issue de l’exécution de la tâche it . 
Le gain total akG  d’un agent ka  à fin de l’exécution des tâches est défini par la 





iakak tgG  
Où akB  est l’ensemble de tâches exécutées par l’agent ka . De la même manière, 











Par ailleurs et comme il est incertain, pour un agent, de déterminer avec certitude la 
valeur des ressources requises pour exécuter ses tâches, nous utilisons une représentation 
discrète de la consommation de ressources. Soit { }piiik rrrR ,...,, 21= , l’ensemble des 
ressources qui peuvent être consommées par un agent ka  pour exécuter une tâche it . 
Nous appelons akPE , la distribution des probabilités qui représente la connaissance 
de l’agent ka  sur l’exécution incertaine des tâches. Elle est définie comme suit : 
{ } ] ]1,01,:: →≤≤∈× pjTtrTPE ijiak  
Tel que : ( )jiiak rtPE ,  est la probabilité que l’agent ka  consomme la ressource jir  
pour exécuter la tâche it . 
Le PDM consiste en un ensemble d’états S, un ensemble d’action AC, un modèle de 
transition et un gain espéré. Il est construit par chacun des agents superviseurs afin 
d’allouer les tâches aux agents qu’ils supervisent de manière à maximiser le gain espéré de 
NORA. 
3.7.1 Représentation des états 
Ssi ∈  est l’état du système à l’instant i. Il représente la combinaison de la tâche 
allouée et la ressource probable et est défini comme suit : 
( ) ( )( )mimiiii RBRBs ,,...,, 11=  
Tel que kiR  sont les ressources disponibles de l’agent ka  à l’instant i et kiB  est 
l’ensemble des tâches allouées à l’agent ka  jusqu’à l’instant i. Il est défini comme suit : 
{ } φ=∩⊆ likiiki BBttB ,,...,1  
L’allocation d’une tâche à l’agent ka  s’effectue après l’estimation de la quantité de 




L’état initial 0S  et l’état final nS  du système sont définis comme suit : 
( ) ( )( )310 ,,...,, aa RRS φφ= , ( ) ( )( )mnmnnnn RBRBS ,,...,, 11=  
La transition d’un état à l’autre se fait par l’application d’une action. 
3.7.2 Actions et modèle de transition 
Dans notre cas, une action ( ) ACatac kiki ∈,  exécutée par l’agent superviseur 
consiste en l’attribution d’une tâche it  à un agent ka  et en l’estimation de la ressource qui 
sera consommée par l’agent sous-traité pour exécuter la tâche qui lui est attribuée. 
Appliquer une action kiac sur un état 1−is  conduit à un état is  tel que : 
( ) ( ) ( )( )mimikikiiii RBRBRBS 11111 11 11 ,,...,,,...,, −−−−−−− =  






































Lorsque la totalité des ressources sont consommées sans que la tâche ne soit 
exécutée alors le gain est nul. La probabilité de la transition entre l’état 1−iS  et un état iS  
est la probabilité que la quantité de ressources jir  soit consommée, donnée par ( )jii rtPE , .  
3.7.3 Gain espéré et politique optimale 
L’agent superviseur décide de son choix de l’action à appliquer sur un état en 
fonction du gain qu’il espère obtenir. Nous appelons ( )( )ki atacQ ,  le gain espéré, il est 




appliquer sur un état. On note ( ) ( )kii atacS ,1 =−π  la politique qui correspond à l’action 
( )ki atac ,  appliquée sur l’état 1−iS . Une politique optimale est toute politique qui maximise 
le gain espéré pour chaque état. Le calcul du gain espéré pour chaque état s’obtient grâce 
aux équations de Bellman [Puterman, 1994] suivantes : 
Pour un état non terminal niSi ,...,1,1 =−  :  
 [ ] ( )( ){ }kiAcaci atacQSV k ,max1 ∈− =  











Où jiS  est l’état correspondant à la consommation de la quantité jir .  
Pour un état terminal ( ) ( )( )mnmnnnn RBRBS ,,...,, 11=  :  










La politique optimale ( ) niS i ,...,1,1 =−∗π  sera donc définie comme suit : 











L’équation précédente représente l’allocation optimale étant dans un état non 
terminal 1−iS . La répartition optimale des tâches est atteinte à l’état terminal 1nS . De façon 
formelle, un état iS  se calcule selon la formule suivante : 
( ) [ ]{ }( )jijiii SVrtPES ×= ,maxarg  




3.8 Agents supervisés EW, CW, TW, VW, SW et NF 
Il y a deux groupes d’agents supervisés : les agents de prédiction EW, CW et TW et 
les agents d’induction VW, SW et NF. Les agents supervisés sont de type BDI. Leur 
architecture est présentée à la figure 3.16. 
 
Figure 3.16 : Architecture d’un agent de prédiction 
La répartition des tâches étant faite par les agents superviseurs, les agents d’un 
même groupe communiquent entre eux pour coordonner leurs choix locaux. Chaque agent 
possède son propre PDM et il sélectionne ses tâches pour maximiser son gain espéré. La 
stratégie de coordination est basée sur l'allocation séquentielle des tâches pendant plusieurs 
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Chacun des agents des deux groupes sélectionne ses tâches selon un PDM local. A 
chaque étape i, un agent décide s'il doit exécuter ou ignorer la tâche ti. La prise de décision 
est basée sur ses ressources disponibles. 
3.8.1 Représentation des états 
Un état is  du PDM local à chaque agent supervisé est défini comme suit : 
( )iii RBs ,=  
Où 
{ }ii ttB ,...,1⊆  est l’ensemble des tâche à exécuter à l’instant i et iR  sont les 
ressources disponibles. 
L’état initial 0s  et l’état final ns  sont définis comme suit : 
( )
ka
Rs ,0 φ= , ( )nnn TBs ,=  
L’état final signifie que l’agent a effectué toutes les décisions pour toutes les tâches 
ou que toutes les ressources sont consommées. La transition d’un état à l’autre se fait par 
l’application d’une action.  
3.8.2 Actions et modèle de transition 
Il y a deux types d’actions exécutées par un agent. 
• L’action ( )itact  signifie que l’agent accepte d’exécuter la tâche it . 
• L’action ( )itnoact  signifie que l’agent décide d’ignorer la tâche it . 
L’action ( )itact  consiste en la sélection d’une tâche et en l’estimation de la quantité 
de ressources consommées. L’application de l’action ( )itact  sur un état ( )111 , −−− = iii RBs  

































La probabilité de transition entre l’état 1−is  et l’état is  en appliquant l’action ( )itact  
est ( )jii ttPE , . 
L’action ( )itnoact  n’entraîne aucune consommation de ressources. L’application de 
l’action ( )itnoact  sur l’état ( )111 , −−− = iii RBs  conduit l’agent à l’état 
( )11 , −− === iiiii RRBBs  avec une probabilité égale à 1. 
3.8.3 Gain espéré et politique optimale 
La décision de choisir une action ou une autre dépend du gain que l’agent espère 
obtenir par l’application de l’action. Soient ( )( )itactQ  et ( )( )itnoactQ  les deux gains espéré 
suite à l’application des actions ( )itact  et ( )itnoact  respectivement, ( )1−isπ  la politique à 
suivre pour un état 1−is  et [ ]1−isV  le gain espérée de la politique suivie. La politique ( )1−∗ isπ  
est dite optimale si elle maximise le gain espéré de chaque état. Les équations de Bellman 
[Puterman, 1994] donnent les formules de calcul suivantes : 
Pour un état non terminal ( ) niRBs iii ,...,1,, 111 == −−−  :  
 [ ] ( )( ) ( )( ){ }iii tnoactQtactQsV ,max1 =−  














Où jiS  est l’état correspondant à la consommation de la quantité de ressources jir . 
Pour un état terminal ( )nnn RBs ,=  :  






ian tgsV  
La politique optimale ( )1−∗ isπ  sera donc définie comme suit : 
( ) ( ) ( )( )( ){ }( )iii tnoactQtactQs ,maxarg1 =−∗π  
L’équation précédente représente l’allocation optimale étant dans un état non 
terminal 1−is . 
3.8.4 Sélection optimale des tâches 
Soit TB ⊆max , l’ensemble des tâches qui maximise le gain espéré d’un agent et 
( )1−Π is , la séquence des actions que l’agent doit appliquer, à partir de l’état 1−is  pour 
maximiser son gain espéré. Cette séquence est définie formellement comme suit : 
( ) ( ) ( ) ( )111 ,...,, −∗∗−∗− =Π niii ssss πππ  
Où nisi ,...,1, =  est l’état atteint par l’application de l’action ( )1−∗ isπ  sur l’état 1−is . 
is  peut donc être calculé comme suit : 
( ) ( ) ( )
























Où jiS  est l’état correspondant à la consommation de la quantité de ressources jir . 
Le choix optimal à partir d’un état 1−is  est l’ensemble ( )1max −isB  tel que 




Pour éviter le conflit entre les agents d’un même groupe (deux agents sélectionnent 
la même tâche), une coordination est requise. 
3.8.5 Coordination des choix locaux 
L’agent superviseur répartit les tâches séquentiellement dans un processus de 
plusieurs cycles de négociation. À chaque cycle, une ou plusieurs tâches sont allouées. Pour 
coordonner entre leurs choix locaux, les agents adoptent un comportement semblable à la 
vente aux enchères. Pendant un cycle de négociation, les agents enchérissent par les valeurs 
de leurs gains espérés. Chaque agent ka  envoie la valeur ( )ia tg k  aux autres agents qui 
correspond au gain de la politique optimale ( )1−∗ isπ  appliquée pour l’action ( )itact . Le 
gain est nul lorsque l’action est ( )itnoact . La tâche it  est allouée à l’agent ayant proposé le 
gain maximal. Le nouvel état is  de l’agent à qui la tâche est allouée est calculé (par 
anticipation) selon la formule suivante : 
( ) [ ]{ }⎟⎠⎞⎜⎝⎛ ×= jijiiji sVrtPEs ,maxarg  
Les autres agents qui n’exécutent pas la tâche, appliquent l’action ( )itnoact , celle-ci 
conduit à l’état ( )11, −− === iiiii RRBBs . Ce protocole de communication est le même pour 
chaque cycle. La négociation se termine quand toutes les tâches sont allouées ou quand tous 
les agents ne peuvent plus choisir des tâches à exécuter (leurs ressources ne sont plus 
suffisantes). 
Le comportement des agents d’un même groupe est le même, c’est la nature de leurs 
actions qui diffère. Dans ce qui suit, nous décrivons la nature des actions appliquées par 




3.8.6 Nature des actions des agents d’induction 
Les agents d’induction ont un comportement et une architecture commune. 
Cependant, la nature de leurs actions diffère. 
a) Agent VW 
Pour influencer la fréquence des ondes cérébrales et induire des états émotionnels et 
cognitifs favorables à l’apprentissage, l’agent VW applique des actions visuelles, c’est à 
dire, des actions qui agissent sur la vision de l’apprenant. L’agent VW applique deux 
méthodes visuelles : 
• Il utilise des images de la base de données IAPS 
• Il agit sur le rythme de l’affichage du texte à l’écran 
Par ailleurs, l’agent VW choisit des rythme spécifiques pour l’affichage des 
informations afin d’agir sur le rythme de la lecturabilité de l’apprenant et donc sur ses 
ondes cérébrales. 
b) Agent SW 
L’agent SW est un agent d’induction, son architecture ainsi que son comportement 
ont été décrit dans les sections précédentes. Les actions appliquées par l’agent SW sont de 
deux types : 
• La musique issue d’iMusic 
• Les battements binauraux 
La librairie iMusic [iMusic, 2009] est une collection de partitions ayant une certaine 




Des études ont démontré l’effet de la musique sur les attributs émotionnels et cognitifs 
[Iwaki et al., 1997 ]. 
Les battements binauraux est un artéfact de traitement auditif, c'est-à-dire des sons 
dont l’interprétation par le cerveau est différent de leur son apparent [Dove, 1839]. Cette 
technique consiste à composer deux sons transmis séparément à chacune des deux oreilles 
de l’apprenant, l’interférence des deux fréquences fait que le cerveau perçoive un son dont 
la fréquence est la différence entre les deux fréquences. Exemple, si on présente à l’oreille 
gauche un son de 500Hz et un autre de 510Hz, alors le cerveau perçoit une fréquence de 
10Hz qui consiste en un stimulus auditif efficace pour influencer les ondes cérébrales. Cette 
fréquence de 10Hz est entièrement produite par le cerveau lui-même. Les sons perçus par 
les deux Oreilles n’interfèrent qu’au moment de leur interprétation par le cerveau. 
L’agent SW utilise une librairie de sons de différentes fréquences. Celles-ci varient 
entre 400Hz et 800Hz. Pour choisir une fréquence donnée, l’agent SW doit s’assurer que le 
son est suffisamment entendu par l’apprenant sans dépasser les 1000Hz. 
c) Agent NF 
La stratégie de Neurofeedback consiste à rendre accessible à l’apprenant le 
déroulement de son activité cérébrale. L’agent NF n’emploi pas des actions qui ont pour 
but d’agir sur les ondes cérébrales. Il ne fait que proposer des exercices appelées défis qui 
consistent à maintenir ou à changer l’onde cérébrale dominante. C’est l’apprenant qui 
apprend de lui-même à relever ces défis en maintenant ou en modifiant son état mental. 
C’est ce que l’on appelle l’autorégulation. Par exemple, l’apprenant fait des efforts pour 
améliorer sa capacité à se concentrer, à diminuer son stress ou son anxiété. La figure 3.17 





Figure 3.17 : Exercice de Neurofeedback 
Dans cet exemple, le défi consiste à élargir les dimensions du rectangle de manière à 
ce qu’il couvre toute la surface désignée par les flèches. L’apprenant perçoit le feedback de 
son activité électrique cérébrale à l’écran, il est donc au courant du résultat de ses efforts 
pour relever le défi. 
Conclusion 
Dans ce chapitre, nous avons présenté l’architecture de NORA ainsi que le 
comportement de chacun de ses agents. L’efficacité de certaines des techniques 
implémentées dans NORA a déjà été prouvée par des recherches en neuroscience, en 
éducation et en psychologie. Exemple : l’influence de la musique et des battements 
binauraux sur le cerveau ont déjà été démontrées dans des recherches précédentes [Dove, 
1839 ; Iwaki, 1997]. D’autres techniques sont nos hypothèses de recherche dont les 





Chapitre 4 : Méthodologie expérimentale 
Il y a 3 grandes sections dans ce chapitre. La description du matériel, les participants 
et une introduction aux expérimentations menées. Les résultats sont présentés au chapitre 5. 
4.1 Description du matériel 
Pour mesurer l’activité électrique du cerveau, nous avons utilisé un EEG appelé 
Pendant EEG. De plus, un kit accompagnateur fut nécessaire pour le placement des 
électrodes, le nettoyage du scalp et la mesure de la conductivité de la peau.  
4.1.1 Pendant EEG 
Pendant EEG [McMillan, 2006] est un électroencéphalographe portatif et non 
physiquement connecté à la machine. Il communique avec celle-ci grâce à un procédé 
infrarouge via un dongle sans fil. La figure 4.1 montre le kit Pendant EEG qui sera utilisé 
pendant nos expérimentations. En plus de Pendant EEG, le kit comprend trois électrodes, le 
gel abrasif épidermique NuPREP [Thought Technology, 2006] pour faciliter la 
conductivité, et la crème conductrice adhésive EC2 [Grass TeleFactor, 2006] pour 
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capturer. Le filtrage permet par la suite de dissocier le signal cérébral du bruit électrique 
présent naturellement et émis par l’environnement dans lequel se trouve l’apprenant. Un 
dongle est connecté via un port USB de l’unité centrale et communique à distance avec 
l’appareil accroché autour du cou de l’apprenant, un peu comme un pendentif (d’où le nom 
de l’appareil). 
 
Figure 4.2 : Diagramme électrique de Pendant EEG 
Pendant EEG est léger et facile à porter, il n’est pas encombrant et peut facilement 
être oublié au bout de quelques minutes. L’apprenant qui porte Pendant EEG sur lui est 
totalement libre de ses mouvements : aucun câble ne connecte celui-ci à la machine. Les 
électrodes sont maintenues uniquement grâce a la crème adhésive, nous n’avons donc pas 
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une activité cérébrale, notamment, le grincement des dents, le rire, l’éternuement et les 
mouvements de la tête. 
4.2 Choix des participants 
Un ensemble de 41 apprenants ont participé dans l’évaluation de NORA au cours de 
3 principales expérimentations. Ils sont, pour la plupart, des étudiants recrutés au sein de 
l’université de Montréal. L’âge des participants variait entre 20 et 30 ans et parmi eux, il y 
avait 23 de sexe féminin et 18 de sexe masculin. Les participants étaient connectés à 
Pendant EEG pendant qu’ils répondaient à des questionnaires et effectuaient des tâches 
d’apprentissage. Avant le début de chaque expérimentation, chaque participant devait 
signer un formulaire de consentement et prendre connaissance de toutes les informations 
pertinentes liées au matériel et au déroulement de la session expérimentale. Le formulaire 
de consentement est conforme au code d’éthique défini par l’université de Montréal. La 
description du matériel utilisé et la durée de l’expérimentation. Les données collectées sont 
tenues confidentielles et le participant en est informé. Nous ne divulguons pas à des tiers les 
renseignements personnels recueillis avec nos appareils. Seule notre équipe de recherche 
s’occupe de la consultation et de l’analyse des données collectées. 
Plus de 100.000 enregistrements cérébraux furent collectés sur une période de 1 an. 
Chaque enregistrement cérébral est défini par : 
• Sa description qui correspond à l’ensemble des valeurs qui le définissent 
(attributs cognitifs, amplitudes des ondes cérébrales, attributs émotionnels…) 
• La classe qu’on lui a associée (selon l’hypothèse de recherche) 





4.3 Description des expérimentations 
4.3.1 Les émotions et les ondes cérébrales 
Cette évaluation a fait l’objet d’une publication dans la conférence internationale 
ICALT [Heraz et al, 2007]. Les résultats sont présentés au chapitre 5. 
• Hypothèse : Nous souhaitons savoir s’il existe une relation entre les émotions et 
les ondes cérébrales. 
• Objectifs : Tester l’impact des images sur les ondes cérébrales et les émotions. 
Prédire les émotions impliquées dans l’apprentissage à partir des ondes 
cérébrales et des stimuli visuels. 
• Variables : Ondes cérébrales, Émotions impliquées dans l’apprentissage 
4.3.2 Les dimensions émotionnelles et les ondes cérébrales 
Cette évaluation a fait l’objet d’une publication dans un Journal International [Heraz 
et Frasson, 2007]. Les résultats sont présentés au chapitre 5. 
• Hypothèse : Nous souhaitons savoir s’il existe une relation entre les dimensions 
émotionnelles et les ondes. 
• Objectifs : Tester différents algorithmes d’apprentissage machine pour prédire 
les dimensions émotionnelles à partir des ondes cérébrales. Implémenter un 
agent doté du meilleur modèle de prédiction. 
• Variables : Ondes cérébrales, Dimensions émotionnelles 
4.3.3 Le traçage des émotions via les ondes cérébrales 
Cette évaluation a fait l’objet d’une publication dans la conférence internationale 




• Hypothèse : Nous souhaitons construire un modèle de traçage en mesurant les 
ondes cérébrales pour mieux comprendre la transition entre les émotions, les 
stimuli qui les provoquent et leurs durées. 
• Objectifs : Construire le diagramme de transition entre les émotions pour 
traquer le changement des émotions chez l’apprenant et les paramètres qui ont 
influencé les transitions. 
• Variables : Ondes cérébrales, émotion impliqués dans l’apprentissage. 
4.3.4 Le rythme de la lecturabilité et les ondes cérébrales 
Cette évaluation a fait l’objet d’une acceptation de publication dans la conférence 
internationale FLAIRS [Heraz et Frasson, 2008]. Les résultats sont présentés au chapitre 5. 
• Hypothèse : Nous souhaitons savoir si le changement du rythme de la lecture 
peut influencer les ondes cérébrales. 
• Objectifs : Déterminer l’impact de la vitesse de l’affichage d’un texte sur le 
changement des ondes cérébrales. 
• Variables : Ondes cérébrales, Vitesse d’affichage d’un texte. 
4.3.5 L’apprentissage et les dominances cérébrales 
Cette évaluation a fait l’objet d’une soumission à la conférence internationale 
FLAIRS (en cours). Les résultats sont présentés au chapitre 5. 
• Hypothèse : Nous souhaitons savoir s’il existe un profil cérébral pour les 
apprenants ayant des conditions d’apprentissages similaires. 
• Objectifs : Valider un modèle visuel qui présente le profil cérébral électrique 
d’un apprenant selon sa condition d’apprentissage. 




Pour construire le modèle, nous nous sommes basés sur la collecte réalisées au cours 
de toutes les expérimentations précédentes. 
L’évaluation de NORA en interprétant les données collectées par les agents s’est 
faite grâce à WEKA [Witten et al., 2005]. WEKA est une librairie libre qui propose un 
ensemble d’algorithmes issus de l’intelligence artificielle pour implémenter les 
fonctionnalités de nos agents. WEKA se compose principalement : 
• De classes Java permettant de charger et de manipuler les données. 
• De classes pour des algorithmes de classification supervisée ou non supervisée. 
• D’outils de sélection d’attributs et des statistiques sur ces attributs. 
• De classes permettant de visualiser les résultats. 
4.4 Interprétation des mesures de WEKA 
La figure 4.4 représente les statistiques d’un entrainement que WEKA a retourné 
par défaut lors de la construction d’un classifieur pour l’agent de prédiction EW. 
 




WEKA renvoie des mesures générales suivies d’autres plus précises. Ces mesures 
sont décrites dans les sections ci-dessous. 
4.4.1 Correctly Classified Instances 
Le nombre d’exemples bien classés, en valeur absolue, puis en pourcentage du 
nombre total d’exemples. 
4.4.2 Incorrectly Classified Instances 
Sous le même format, le nombre d’exemples mal classés. 
4.4.3 Kappa statistic 
Le coefficient Kappa est censé mesurer le degré de concordance de deux ou de 
plusieurs juges. Dans WEKA, on est toujours dans le cas de deux juges. On mesure la 
différence entre l’accord constaté entre les deux juges, et l’accord qui existerait si les juges 
classaient les exemples au hasard. 
Dans WEKA, le jugement, c’est la classe d’un exemple, et les deux juges sont le 
classifieur et la classe réelle de l’exemple. L’accord/désaccord entre les deux juges se lit 
directement dans la matrice de confusion : c’est une mesure dont la valeur est d’autant plus 
grande que la matrice est diagonale. 










avec Po : La proportion de l’échantillon sur laquelle les deux juges sont d’accord 














• pi : somme des éléments de la ligne i 
• p.i : somme des éléments de la colonne i 
• n : taille de l’´echantillon 
Le coefficient Kappa prend ses valeurs entre -1 et 1. 
• Il est maximal quand les deux jugements sont les mêmes : tous les exemples 
sont sur la diagonale, et P0 = 1 
• Il vaut 0 lorsque les deux jugements sont indépendants (P0 = Pe) 
• Il vaut -1 lorsque les juges sont en total désaccord 
Certains auteurs [Landis & Koch, 1977] ont proposé une échelle de degré d’accord 
selon la valeur du coefficient (tableau 4.1) : 
Tableau 4.1 : Interprétation du coefficient Kappa 
Valeur de Kappa Signification 
[-1.00… 0.00[ Très mauvais 
[0.00… 0.21[ Mauvais 
[0.21… 0.41[ Médiocre 
[0.41… 0.61[ Modéré 
[0.61… 0.81[ Bon 
[0.81… 1.00] Excellent 
 
Dans notre cas, nous considérons les résultats dont le coefficient Kappa est 




4.4.4 Mean absolute error 
Erreur absolue en moyenne : pour chaque exemple, on calcule la différence entre la 
probabilité (calculée par le classifieur) pour un exemple d’appartenir à sa véritable classe, 
et sa probabilité initiale d’appartenir à la classe qui lui a été fixée dans l’ensemble 
d’exemples (en général, cette probabilité vaut 1). On divise ensuite la somme de ces erreurs 
par le nombre d’instances dans l’ensemble d’exemples. 
Plus formellement : 
• Soient p1, p2, …, pn les probabilités calculées par le classifieur pour chaque 
exemple d’appartenir à sa vrai classe. 
• Soient a1, a2, …, an les probabilités à priori pour chaque exemple d’appartenir à 
la classe qui leur a été fixée par définition (en général, les ai valent toujours 1, 
mais on peut imaginer qu’on soit un peu moins catégorique, et que la classe 
attribuée ne le soit qu’avec une certaine confiance). 
• Alors on calcule : 
n
apapap nn −++−+− ...2211  
Dans le cas où le classifieur est un prédicteur, c’est-à-dire qu’il retourne une valeur 
réelle au lieu d’une classe discrète, c’est la différence entre la valeur calculée et la valeur 
attendue qui sont utilisées pour pi et ai ; ça peut par exemple être le cas pour les réseaux de 
neurones. 
4.4.5 Root mean-squared error 
Cette mesure d’erreur concerne principalement les prédicteurs Racine carrée de 








11 ... −++−  
L’erreur quadratique avantage les solutions o`u il y a beaucoup de petits écarts, par 
rapport à celles qui sont exactes presque partout, mais qui font de grosses erreurs en un 
petit nombre de points. Le fait de prendre la racine carrée permet de manipuler des 
quantités qui ont la même dimension que les valeurs à prévoir. 
4.4.6 Relative absolute error 
Cette mesure d’erreur concerne principalement les prédicteurs. On compare l’erreur 
absolue avec l’erreur absolue d’un prédicteur très simple, qui retournerait toujours la valeur 
moyenne des ai, soit ∑=
i











4.4.7 Root relative squared error 
Cette mesure d’erreur concerne principalement les prédicteurs. C’est le rapport entre 
l’erreur quadratique et ce que serait l’erreur quadratique d’un prédicteur qui retournerait 
toujours la valeur moyenne des ai : 
( ) ( )












4.4.8 Les mesures d’exactitude par classe 
Ces valeurs se trouvent dans la partie “Detailed Accuracy By Class”. Pour chaque 
classe, WEKA fournit cinq mesures. Pour une classe donnée, un classifieur, et un exemple, 




• L’exemple est de cette classe, le classifieur ne se trompe pas : c’est un vrai positif. 
• L’exemple est de cette classe, mais le classifieur se trompe : c’est un faux négatif. 
• L’exemple n’est pas de cette classe, le classifieur s’est trompé : c’est faux positif. 
• L’exemple n’est pas de cette classe, le classifieur l’a su : c’est un vrai négatif. 
a) TP Rate 








C’est donc le rapport entre le nombre de bien classé et le nombre total d’éléments 
qui devraient être bien classés. 
b) FP Rate 









La donnée des taux TP Rate et FP Rate permet de reconstruire la matrice de 
confusion pour une classe donnée. Symétriquement, la matrice de confusion permet de 
calculer TP Rate et FP Rate. Les notions de Precision, Recall, et F-Measure se rencontrent 
plutôt dans le domaine de la classification de textes. Les algorithmes de classification de 
textes peuvent être utilisés pour trouver tous les articles susceptibles d’intéresser leur 
utilisateur. Il est alors important de savoir : 




• Si tous les articles proposés à l’utilisateur sont pertinents. Combien lui en a-t-on 
proposés qui en fait ne l’intéresseront pas ? 
La première notion est couverte par Recall, et correspond aussi exactement à TP 
Rate. La seconde correspond à Precision. On souhaite parfois obtenir une mesure globale 
regroupant ces deux valeurs : on définit alors la F-Measure 
c) Precision 
C’est le rapport entre le nombre de vrais positifs et la somme des vrais positifs et 
des faux positifs. Une valeur de 1 exprime le fait que tous les exemples classés positifs 
l’étaient vraiment. 
d) Recall 
Un Recall de 1 signifie que tous les exemples positifs ont été trouvés. 
e) F-Measure 
Cette quantité permet de regrouper en un seul nombre les performances du 








Les sections qui suivent présentent les résultats de l’évaluation de NORA à travers 
les différentes hypothèses de recherche. 
Conclusion 
Ce chapitre a permis de présenter les expérimentations menées pour valider NORA. 





Chapitre 5 : Résultat des évaluations 
Ce chapitre présente les résultats obtenus suite à l’évaluation des agents de NORA.  
5.1 Les émotions et les ondes cérébrales 
Dans cette hypothèse, nous souhaitons savoir s’il existe une relation entre les 
émotions et les ondes cérébrales. Plus précisément, nous voulons savoir si on peut prédire 
les émotions à partir des ondes cérébrales en utilisant des stimuli visuels. Cette évaluation a 
fait l’objet d’une publication dans la conférence internationale ICALT [Heraz et al, 2007]. 
5.1.1 Processus de l’évaluation 
17 apprenants ont participé à cette évaluation. Ils étaient connectés à Pendant EEG 
pour permettre la capture de leurs ondes cérébrales pendant qu’ils regardaient des images 
aléatoires issues de la base IAPS. Il y avait 3 électrodes et leur placement fut déterminé 
conformément au système international 10-20 pour le placement des électrodes présenté au 
chapitre 3. Ils devaient indiquer leurs émotions parmi la liste présentée au tableau 2.3 et ce 
quand ils le jugent nécessaire (lorsque celle-ci à changé). La durée de l’évaluation pour 





Figure 5.1 : Interface de collecte d’information sur les émotions 
 L’apprenant pouvait quitter à tout moment et transiter d’une image à une autre à 
tout moment aussi. 
5.1.2 Données collectées 
Dans une durée d’environ 300 minutes d’évaluation, il y a eu 32.317 
enregistrements cérébraux. Pour une première analyse des données, nous avons fusionné les 
3 bandes de fréquences beta1, beta2 et beta3 en une seule bande beta afin de réduire la 
complexité de la prédiction. On appelle enregistrement cérébral le vecteur suivant : 




Où ( ) 4,,, Ν∈βαθδ wwww  sont les 4 bandes de fréquences principales et e  est 
l’émotion, { }nFrustratioBoredomAngere ,...,,∈ .  
Nous avons écarté de l’analyse statistique les deux émotions ‘Neutre’ et ‘je ne sais 
pas’. Ce filtrage a réduit la taille de l’ensemble à 19663 enregistrements avec la répartition : 
1746 instances de colère, 1294 d’ennui, 1500 de confusion, 754 de mépris, 4217 de 
curiosité, 3937 de dégoût, 5016 d’eurêka et 1208 de frustration. Les amplitudes furent 









































Où ( )βαθδ ,,,∈i  et 419663×=n  est la taille de la base de données après filtrage. 
5.1.3 Résultat des prédictions 
La fonction de mappage pour déterminer l’émotion à partir des ondes cérébrales 
peut être définie comme suit: 
( ) ewwwwf →βαθδ ,,,:  
Nous avons fait appel à plusieurs algorithmes d’apprentissage. Celui qui a donné le 
meilleur résultat est l’algorithme des k plus proches voisin (kNN). En effet, cet algorithme 
a l’avantage d’être robuste et efficace pour les larges collections de données et qui sont 
susceptibles au bruit. Dans WEKA, c’est l’algorithme IBK qui constitue une 
implémentation du kNN. L’ensemble des données fut subdivisé en deux parties: 70% pour 
l’entrainement et 30% pour le test. Pour déterminer la meilleure valeur de k, plusieurs 
entrainements ont été effectués. Les meilleurs résultats sont ceux pour k=1. Le meilleur 





Figure 5.2 : Résultats pour les différentes valeurs de k 
Le tableau 5.1 montre les détails de la précision par émotion: 
Tableau 5.1 : Précision par émotion 
Emotion Precision Recall F-Measure 
Anger 0.814 0.822 0.818 
Boredom 0.8        0.796      0.798     
Confusion 0.792      0.809      0.8       
Contempt 0.798 0.787 0.792 
Curious 0.814 0.817 0.816 
Disgust 0.829 0.836 0.833 
Eureka 0.84 0.831 0.835 
Frustration 0.825 0.807 0.816 
 
Precision varie entre 79.2% et 84%. Recall varie entre 78.7% et 82.2%. La 
performance (représentée par F-Mesure) varie entre 79.2% et 83.5%. Le coefficient Kappa 















réelle. Pour une meilleure estimation de la précision du modèle de prédiction, nous utilisons 
l’indicateur de Youden [Youden, 1961] qui donne plus de poids aux classes minoritaires. 









Avec 8)( =ELCard  est la dimension de la classe qui correspond à la cardinalité de 
l’ensemble des émotions. La valeur de l’indicateur de Youden %2.81=JIndex  qui est très 
proche du pourcentage de prédiction (81.2% ≅ 82.27%). Ceci signifie que la prédiction est 
bonne pour chacune des classes. Ceci peut être démontré par la matrice de confusion 
illustrée dans le tableau 5.2. 
Tableau 5.2 : Matrice de confusion 
Classifié dans A B C D E F G H 
A:Anger 412 7 7 1 25 11 23 3 
B:Boredom 8 318 5 0 18 12 19 7 
C:Confusion 9 5 374 10 15 16 28 4 
D:Contempt 8 0 5 166 11 12 9 0 
E:Curious 13 25 23 10 1060 64 67 24 
F:Disgust 18 12 18 6 52 976 72 13 
G:Eureka 31 25 31 14 104 65 1262 9 
H:Frustration 9 12 8 1 11 17 14 285 
 
Les plus grandes valeurs se trouvent tout au long de la diagonal ce qui indique que 
la majorité des instances sont bien classes pour chaque émotion. 
5.2 Les dimensions émotionnelles et les ondes cérébrales 
Dans cette hypothèse, nous souhaitons savoir s’il existe une relation entre les 




on peut prédire les dimensions Plaisir, Dominance et Exitation à partir des ondes cérébrales 
en utilisant des stimuli visuels. Cette évaluation a fait l’objet d’une publication dans un 
Journal International [Heraz et Frasson, 2007] 
5.2.1 Processus de l’évaluation 
17 apprenants ont participé à cette évaluation. Ils étaient connectés à Pendant EEG 
pour permettre la capture de leurs ondes cérébrales pendant qu’ils regardaient des images 
aléatoires issues de la base IAPS. Ils devaient indiquer leurs dimensions émotionnelles et ce 
quand ils le jugent nécessaire (lorsque celle-ci à changé). La durée de l’évaluation pour 
chaque apprenant était d’environ 15 à 20 minutes. L’apprenant pouvait quitter à tout 
moment et transiter d’une image à une autre à tout moment aussi. La figure 5.3 montre un 
apprenant portant Pendant EEG. 
    
Figure 5.3 : Une participante qui porte Pendant EEG 
Étant donné que Pendant EEG est sans câble, l’apprenant se sent plus libre de ses 




5.2.2 Données collectées 
Pour évaluer notre hypothèse, 31.599 enregistrements cérébraux ont été collectés. 
Chaque enregistrement correspond au vecteur ci-dessous :  
( )DAPwwww ,,,,,, βαθδ  
Où ( ) 4,,, Ν∈βαθδ wwww  sont les amplitudes correspondant aux 4 bandes de 
fréquences principales et ( ) { }39,...1,, ∈DAP  sont les valeurs des dimensions Plaisir, 
Excitation et Dominance. Les amplitudes ont été normalisées selon la même formule 









































Les valeurs des dimensions Plaisir, Excitation et Dominance sont discrètes et varient 
de 1 à 9 avec un pas de 0.5. { }39,5.8,...,5.2,2,5.1,1∈PAD . Le tableau 5.3 montre la distribution 
des données collectées par dimension et selon la valeur de la dimension. 
Tableau 5.3 : Distribution des données collectées par classe 
Classe Plaisir (P) Excitation (A) Dominance (D) 
{1, 1.5} 1349 04% 71 01% -- -- 
{2, 2.5} 4528 14% 1825 06% 778 02% 
{3, 3.5} 4393 15% 5345 17% 5519 17% 
{4, 4.5} 3546 11% 8479 26% 5779 19% 
{5, 5.5} 5458 17% 9893 31% 11124 35% 
{6, 6.5} 6292 20% 5412 17% 8018 26% 
{7, 7.5} 5523 17% 574 02% 381 01% 





Nous avons supprimée les classes {1, 1.5, 8, 8.5, 9} à cause du faible taux des 
observations. En effet, les taux respectifs sont (p = 4%; a=1%; d=0%) pour les classes {1, 
1.5, 8, 8.5, 9} et (p=2%; a=0%; d=0%) pour {1, 1.5, 8, 8.5, 9}. Ce traitement a réduit la 
taille de l’ensemble des observations pour les dimensions Plaisir et Excitation : 29740 
instances pour la dimension Plaisir et 31528 pour Excitation. L’ensemble n’pas été réduit 
pour la dimension Dominance car les observations sont nulles pour les {1, 1.5, 8, 8.5, 9}. 
5.2.3 Corrélation avec les dimensions émotionnelles 
Les résultats préliminaires démontrent une corrélation significative entre les ondes 
cérébrales et chacune des trois dimensions émotionnelles : Plaisir, Excitation et 
Dominance.  
Pour étudier ces corrélations, nous avons utilisé le coefficient de corrélation de 
Spearman. Il constitue, dans notre cas, une alternative au coefficient de corrélation de 
Pearson car les variables sont qualitatives. La valeur du coefficient de corrélation de 
Spearman varie entre -1 (classements inverses) et 1 (classements identiques), la valeur zéro 
indique que les deux classes n’ont vraiment rien à voir l’une avec l’autre. Les résultats sont 
présentés au tableau 5.4 
Tableau 5.4 : Résultat des corrélations 
Ondes Plaisir Excitation Dominance 
Delta -,026** -,005 -,024** 
Theta -,006 ,035** -,031** 
Alpha ,005 -,037** ,015** 
Beta -,041** ,026** -,055** 





Le degré de liberté désigne le nombre de valeurs aléatoires qui ne peuvent être 
déterminées ou fixées par une équation. Dans notre cas, le degré de liberté est très grand (la 
taille de l’ensemble des données collectés). Sachant cela, nous pouvons dire que les 
résultats des corrélations présentées dans le tableau 5.5 sont faibles mais significatifs. 
L’onde Delta est inversement corrélée avec les dimensions Plaisir et Dominance. L’onde 
Thêta est corrélée avec la dimension Excitation et inversement corrélée avec la dimension 
Dominance. L’onde alpha possède également une corrélation faible mais significative avec 
la dimension Dominance et elle est inversement corrélée avec la dimension Excitation. 
L’onde Beta corrèle inversement avec les dimensions Plaisir et Dominance et positivement 
avec la dimension Excitation.  
5.2.4 Résultat des prédictions  
Plusieurs techniques d’apprentissage machine furent utilisées. Globalement, les 
résultats démontrent une relation significative entre les ondes cérébrales et les dimensions 
émotionnelles Plaisir, Excitation et Dominance. Nous avons décidé d’accepter la 
vraisemblance d’une hypothèse pour toute p-value : p < .05. 
Dans nos modèles statistiques, nous avons utilisé l'analyse par régression multiple 
pour évaluer la relation entre les prédicteurs qui sont les ondes cérébrales et une variable 
dépendant qui consiste en chacune des dimensions émotionnelles. 
L’analyse des variances (ANOVA) pour chacune des dimensions est présentée dans 
les sections suivantes : 
a) La dimension Plaisir  
Les résultats d’analyse par régression multiple sont présentés dans le tableau 5.5. Le 
test ANOVA révèle une valeur significative pour F-Statistic = 21.67 (p=0.000), ce qui 
signifie que l’utilisation du modèle de prédiction est acceptable avec les poids β-weights de 




et beta. Seulement 0.3% de la variation du plaisir est expliquée par le modèle (R2adj = 
0.003). 
Tableau 5.5 : Coefficient pour prédire la dimension Plaisir 
Model Unstandardized Standard. Coeff. t Sig. 
 B Std. Error beta   
Constant 4.99 0.026  193.967 0.000 
Delta -0.041 0.017 -0.014 -2.416 0.016 
Theta -0.022 0.017 -0.007 -1.314 0.189 
Alpha 0.033 0.016 0.012 2.041 0.041 
Beta -0.122 0.014 -0.048 -8.424 0.000 
 
Les ondes Thêta ne contribuent pas significativement dans le modèle (p=0.189), ce 
qui n’est pas le cas des ondes Beta qui y contribuent largement avec une valeur maximale 
du coefficient de standardisation absolu |-0.048|. 
b) La dimension Excitation  
Les résultats d’analyse par régression multiple sont présentés dans le tableau 5.6. Le 
test ANOVA révèle une valeur significative pour F-Statistic = 44.16 (p=0.000), ce qui 
signifie que l’utilisation du modèle de prédiction est acceptable avec les poids β-weights de 
-0.018, 0.110, -0.082 et 0.033 respectivement pour les ondes cérébrales delta, thêta, alpha et 








Tableau 5.6 : Coefficient pour prédire la dimension Excitation 
Model Unstandardized Standard. Coeff. t Sig. 
 B Std. Error beta   
Constant 4.63 0.016  284.401 0.000 
Delta -0.08 0.011 -0.009 -1.657 0.097 
Theta 0.110 0.011 0.059 10.438 0.000 
Alpha -0.082 0.010 -0.045 -7.925 0.000 
Beta 0.033 0.009 0.020 3.601 0.000 
 
Les deux plus grandes valeurs absolues du coefficient de standardisation sont |0.059| 
et |-0.045| ce qui signifie que, respectivement, Thêta et Alpha contribuent plus au modèle 
que les autres ondes cérébrales dans la prédiction de la dimension Excitation. 
c) La dimension Dominance  
Les résultats d’analyse par régression multiple sont présentés dans le tableau 5.7. Le 
test ANOVA révèle une valeur significative pour F-Statistic = 36.67 (p=0.000), ce qui 
signifie que l’utilisation du modèle de prédiction est acceptable avec les poids β-weights de 
-0.020, -0.040, 0.046 et -0.086 respectivement pour les ondes cérébrales delta, thêta, alpha 










Tableau 5.7 : Coefficient of the regression line to predict Dominance 
Model Unstandardized Standard. Coeff. t Sig. 
 B Std. Error beta   
Constant 5.01 0.015  326.529 0.000 
Delta -0.020 0.010 -0.012 -2.033 0.042 
Theta -0.040 0.010 -0.023 -4.008 0.000 
Alpha 0.046 0.010 0.027 4.728 0.000 
Beta -0.086 0.009 -0.057 -10.036 0.000 
 
Les ondes Delta ne contribuent pas significativement dans le modèle (p=0.042), ce 
qui n’est pas le cas des ondes Beta qui y contribuent largement avec une valeur maximale 
du coefficient de standardisation absolu |-0.057|. 
L’application de la régression multiple a produit des modèles significatifs pour 
chacune des dimensions émotionnelles Plaisir, Excitation et Dominance. Le résultat des 
classifications des dimensions émotionnelles à partir des ondes cérébrales sont présentées 
dans les sections suivantes : 
5.2.5 Classification des dimensions émotionnelles  
La fonction de mappage pour déterminer la valeur d’une dimension émotionnelle à 
partir des ondes cérébrales peut être définie comme suit :  
( ) ),,(,,,: DAPwwwwf →βαθδ  
Les algorithmes de classification qui ont été testés sont : les k plus proches voisins, 
les arbres de décision, l’algorithme de Bagging et la classification par régression. Plusieurs 
autres algorithmes ont été testés mais très peu ont donné de bons résultats. Le tableau 5.8 
montre les résultats obtenus. La technique utilisée pour répartir entre les instances du test et 




l’ensemble des données (N) est divisé en k sous-ensemble avec une taille approximative 
égale à (N/k). Chaque classifieur est entraîné sur les (k-1) sous ensemble et l’évaluation se 
fait sur le sous-ensemble restant. La précision est mesurée et le processus est répété (k) fois. 
La précision globale correspond à la moyenne des précisions des k entrainements. 
Tableau 5.8 : Meilleurs résultats 
Algorithme 
Classification Accuracy % (kappa statistic) 
Plaisir (P) Excitation (A) Dominance (D)
Nearest Neighbor 73.55 (0.71) 74.86 (0.72) 75.16 (0.71) 
J48 Decision tree 66.33 (0.64) 68.51 (0.64) 68.92 (0.64) 
Bagging 74.66 (0.72) 74.79 (0.71) 75.29 (0.71) 
Classification via regression 59.01 (0.55) 58.54 (0.53) 58.93 (0.52) 
 
Les algorithmes présentés dans le tableau précédent sont bons pour prédire les 
valeurs de chacune des dimensions émotionnelles : Plaisir, Excitation et Dominance. La 
précision varie entre 58.54% à 75.16%. Le coefficient Kappa est de l’ordre de 0.53 pour 
l’algorithme Classification par régression et entre 0.64 et 0.72 pour les autres algorithmes. 
Ceci démontre un bon accord entre la valeur prédite de la dimension émotionnelle et sa 
valeur réelle. Pour prédire les 3 dimensions, les meilleurs résultats sont donnés par les 
algorithmes : le plus proche voisin et le Bagging (≅ 74% pour Plaisir et Excitation et ≅ 75% 
pour Dominance) avec un coefficient Kappa de (≅ .71), ce qui constitue un bon résultat. Les 
résultats de la prédiction par classe pour l’algorithme du plus proche voisin sont présentés 







Tableau 5.9 : Précision par classe et par dimension PAD 
Classes 
Precision Recall F-Mesure 
P A D P A D P A D 
2 0.74 0.71 0.71 0.77 0.73 0.74 0.75 0.72 0.73 
2.5 0.73 0.70 0.63 0.75 0.74 0.69 0.74 0.72 0.66 
3 0.74 0.71 0.74 0.75 0.74 0.78 0.75 0.72 0.76 
3.5 0.71 0.72 0.74 0.72 0.74 0.75 0.72 0.73 0.75 
4 0.72 0.76 0.74 0.73 0.77 0.76 0.72 0.76 0.75 
4.5 0.72 0.77 0.74 0.72 0.77 0.75 0.72 0.77 0.74 
5 0.75 0.76 0.77 0.76 0.76 0.77 0.75 0.76 0.77 
5.5 0.69 0.78 0.77 0.69 0.76 0.76 0.69 0.77 0.76 
6 0.73 0.76 0.77 0.70 0.73 0.75 0.72 0.75 0.76 
6.5 0.78 0.74 0.72 0.76 0.72 0.69 0.77 0.73 0.70 
7 0.75 0.69 0.72 0.73 0.66 0.69 0.74 0.67 0.71 
7.5 0.76 -- 0.83 0.72 -- 0.79 0.74 -- 0.81 
 
La figure 5.4 illustre les détails des précisions pour chacune des dimensions par 





Figure 5.4 : Précision par classe selon l’algorithme kNN 
Pour une meilleure estimation de la précision du modèle de prédiction produit par 
l’algorithme du plus proche voisin, nous utilisons l’indicateur de Youden [Youden, 1961] 
qui donne plus de poids aux classes minoritaires. La valeur du JIndex pour chaque 
dimension est : ),,( DAPJIndex  = (73.5%, 74.6%, 74%). Ces précisions sont proches des 
prédictions présentées dans le tableau 3.9 (73.55%, 74.86% and 75.16%). Ceci démontre 
que la prédiction de chacune des classes pour chacune des dimensions en appliquant 
l’algorithme du plus proche voisin est bonne. 
5.3 Le traçage des transitions émotionnelles 
Dans cette hypothèse, nous souhaitons construire un modèle de traçage en mesurant 
les ondes cérébrales pour mieux comprendre la transition entre les émotions, les stimuli qui 
les provoquent et leurs durées. Cette évaluation a fait l’objet d’une publication dans la 




5.3.1 Processus de l’évaluation 
17 apprenants ont participé à cette évaluation. Ils étaient connectés à Pendant EEG 
pour permettre la capture de leurs ondes cérébrales pendant qu’ils regardaient des images 
aléatoires issues de la base IAPS. Ils devaient indiquer leurs émotions lorsqu’ils le jugent 
nécessaire (lorsque celle-ci à changé). La durée de l’évaluation pour chaque apprenant était 
d’environ 15 à 20 minutes. L’apprenant pouvait quitter à tout moment et transiter d’une 
image à une autre à tout moment aussi. 
Les images de la base IPAS ont été catégorisées selon l’étude de Mickels (2005). 
Cette étude a démontré que chacune des images de la base IAPS avait le potentiel d’induire 
un certain type d’émotion. Les catégories d’images trouvées par cette étude sont illustrées 
dans le tableau 5.10 
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(Sadness), qui est la deuxième plus fréquente. Ceci dit, comme les images de la catégorie U 
semblent être la cause de la transition à partir de l’émotion dégout à une autre, nus avons 
gardé cette catégorie dans notre ensemble de données.  
 
Figure 5.6 : Répartition des instances par catégorie d’images. 
Les figures 5.7 (a) et (b) montrent respectivement la répartition des instances selon 
l’émotion te  et l’émotion tte Δ+ . Les deux histogrammes montrent des fréquences 





Figure 5.7 : Répartition des instances selon l’émotion te  et tte Δ+  
5.3.3 Résultats de prédiction 
La fonction de mappage pour déterminer une transition entre deux émotions sachant 
la durée de temps et la catégorie de l’image (qui représente le stimulus) peut être définie par 
la fonction suivante :  
( ) ttt epictureCattef Δ+→Δ ,,:  
 
Les algorithmes de classification testés sont : Random Forest, Rule Learner et deux 
variantes de l’algorithme arbres de décision (J48 et CHAD). Le tableau 5.11 montre les 
résultats obtenus. La technique utilisée pour répartir entre les instances du test et celles de 
l’entrainement est la k-fold cross-validation (avec k = 10). Dans cette technique, l’ensemble 
des données (N) est divisé en k sous-ensemble avec une taille approximative égale à (N/k). 
Chaque classifieur est entraîné sur les (k-1) sous ensemble et l’évaluation se fait sur le 
sous-ensemble restant. La précision est mesurée et le processus est répété (k) fois. La 




Tableau 5.11 : Meilleurs algorithmes de prédiction 
Algorithme Précision Kappa Statistic 
J48, Decision tree 63.11% +/- 3.12% 0.534 +/- 0.038  
Random Forest 63.12% +/- 5.72% 0.532 +/- 0.079 
CHAID, Decison tree 62.85% +/- 4.21% 0.529 +/- 0.057 
Rule learner 60.85% +/- 3.88% 0.508 +/- 0.055 
 
Le résultat de prédiction pour les différents classifieurs est bon. Les précisions 
varient entre 60.85% (+/- 3.88%) à 63.12% (+/- 3.12%). Le coefficient Kappa est 
acceptable. Le résultat de la classification par classe pour l’algorithme Arbre de décision 
J48 est présenté par la matrice de confusion au tableau 5.12. 
Tableau 5.12 : Matrice de confusion 
Classifié dans C0 C1 C2 C3 C4 C5 C6 C7 C8 Précision 
P0 75 1 5 3 11 9 11 4 13 56.82% 
P1 0 19 0 0 0 0 0 0 0 100.00% 
P2 3 1 26 0 3 3 2 2 4 59.09% 
P3 0 0 0 14 1 0 0 0 1 87.50% 
P4 1 3 1 2 79 5 18 3 21 59.40% 
P5 1 0 3 0 1 74 3 0 7 83.15% 
P6 4 6 7 6 12 6 114 2 8 69.09% 
P7 0 0 0 0 1 0 1 23 0 92.00% 
P8 19 16 19 7 53 46 48 15 298 56.89% 
 





Figure 5.8 : Traçage des transitions entre les émotions. 
On peut observer que la durée moyenne d’une émotion varie entre 6 et 9 secondes. 
La figure 5.9 est un agrandissement du sous-arbre le plus complexe et qui concerne les 





Figure 5.9 : L’arbre de transitions à partir de l’émotion dégout. 
On peut observer que catégorie de l’image est un paramètre significatif dans les 
transitions à partir de l’émotion dégout. Il semblerait que pour les autres émotions, le temps 
est le seul paramètre qui a vraiment une importance dans les transitions. 
5.4 Le rythme de la lecturabilité et les ondes cérébrales 
Dans cette hypothèse, nous souhaitons savoir si le changement du rythme de la 
lecturabilité peut influencer les ondes cérébrales. Plus précisément, nous voulons savoir si 
on peut prédire le rythme d’une lecturabilité à partir des ondes cérébrales sachant le rythme 
de lecturabilité usuelle de l’apprenant. Cette évaluation a fait l’objet d’une acceptation de 




5.4.1 Processus de l’évaluation 
24 apprenants ont participé à cette évaluation. Ils étaient connectés à Pendant EEG 
pour permettre la capture de leurs ondes cérébrales pendant qu’ils lisaient des textes. Ils 
étaient répartis en 3 groupes :  
• Pour le premier groupe, le texte s’affichait d’un bloc. C’est le groupe témoin. 
• Pour le second groupe, le texte s’affichait selon un rythme R1 et les participants 
étaient contraints à lire au même rythme d’affichage R1. 
• Pour le troisième groupe, le texte s’affichait selon un rythme R2 et les 
participants étaient contraints à lire au même rythme d’affichage R2 
Il y avait en tout 7 textes dont la taille variait de 200 à 300 mots. Nous avons 
demandé aux participants de lire les textes attentivement et essayer d’en retenir le 





Figure 5.10 : Interface d’un affichage rythmé du texte 
On peut remarquer que l’apprenant pouvait indiquer son état émotionnel et ses 
dimensions émotionnelles en cliquant sur les icônes alignées à droite. Il peut aussi faire une 
pause et passer au texte suivant.  
5.4.2 Données collectées 
Pendant 2 semaines sur un total d’environ 30 heures, 89.889 enregistrements ont été 
collectés. Pendant l’expérimentation, deux apprenants ont été écartés à cause de leurs 




comparées aux autres participants et de leur mauvaise compréhension des instructions. La 
taille de l’ensemble collecté a donc été réduite à 85.567 enregistrements dans la base de 
données. 
La figure 5.11 montre la répartition des enregistrements cérébraux sur les 3 groupes. 
Le premier groupe contient 35% des enregistrements, le second contient 45% et le 
troisième groupe comprend 20% des enregistrements. 
 
Figure 5.11 : Répartition des instances par groupe 
La figure 5.12 montre la fréquence des dominances des différentes ondes cérébrales 












Figure 5.12 : Ordre de dominance des ondes cérébrales 
Comme nous pouvons le constater, l’onde beta2 est celle qui est la plus fréquente 
parmi les ondes de première dominance (ce qui est normal, car les apprenant étaient 
éveillés et plus au moins concentrés sur leur tâche). Les autres ondes qui peuvent être en 
première dominance sont : beta3, thêta, alpha, delta and beta1.  
• L’ordre des fréquences qui dominent en 2e position est : (beta2, beta3, alpha, 
thêta, delta and beta2).  
• L’ordre des fréquences qui dominent en 3e position est (alpha, thêta, beta3, 
delta, beta2, and beta1).  
• L’ordre des fréquences qui dominent en 4e position est (thêta, delta, alpha, 
beta1, beta2, beta3) 
• L’ordre des fréquences qui dominent en 5e position est (thêta, delta, alpha, 
beta1, beta2, and beta3) 










• L’ordre des fréquences qui dominent en 6e position est (delta, beta1, thêta, 
alpha, beta3, and beta2) 
5.4.3 Résultat du clustering 
Nous avons utilisé l’algorithme k-means pour le clustering (l’apprentissage non 
supervise). Cet algorithme utilise la mesure euclidienne pour mesurer la distance entre les 
instances et les clusters. Nous avons indiqué à l’algorithme le nombre de clusters que nous 
souhaitons obtenir (3) en espérant que les clusters générés seront les 3 groupes 
d’apprenants. Le tableau 5.13 montre les résultats obtenus. Nous pouvons voir le centroïde 
de chaque cluster qui comprend les valeurs moyennes du vecteur qui caractérise le cluster. 
Par exemple le centroïde du cluster 1 est (dom1 = beta3; dom2, dom3 = beta2; dom4 = 
thêta; dom5 = delta; dom6 = beta1; Groupe = 2). 
Tableau 5.13 : Centroïdes des clusters 
 Cluster 1 Cluster 2 Cluster 3 
dom1 Beta3 beta2 beta2 
dom2 beta2 Beta2 beta3 
dom3 beta2 alpha theta 
dom4 Theta beta3 delta 
dom5 Delta theta beta1 
dom6 beta1 delta alpha 
Groupe Group 2 Group 1 Group 3 
 
La figure 5.13 montre une comparaison entre le nombre d’instances pour chaque 





Figure 5.13 : Les groupes avant et après le clustering. 
Comme nous pouvons voir dans la figure 5.17 et sachant la répartition initiale des 
instances via les groupes, la taille prédite est très similaire et les centroïdes se distinguent 
chacun par un groupe. La répartition initiale des instances via les groupes était (G1=35%, 
G2=45%; G3=20%). La répartition des instances après le clustering était (G1=32%, 
G2=50%, G3=18%).  
5.4.4 Résultat de la classification 
Nous avons appliqué des classifieurs supervises pour voir si l’on pouvait prédire le 
groupe de l’apprenant sachant ses dominances cérébrales et son rythme usuel de 
lecturabilité. Pour ce faire, nous avons défini la fonction de mappage suivante :  
( ) GROUPulSdomdomdomdomdomdomf →,,,,, 654321  
Sachant que : ulS est le rythme usuel de lecturabilité. Il fût mesuré au moment de 












représentent les rythmes de lecturabilité des apprenants calculés après avoir 
l’enregistrement des rythmes de tous les apprenants. 
Les algorithmes de classification testés sont : Bagging, Random Forest, Nearest 
Neighbour, Decision Tree, Regression, AODE et Naïve Bayes. Le tableau 5.14 montre les 
résultats obtenus. La technique utilisée pour répartir entre les instances du test et celles de 
l’entrainement est la k-fold cross-validation (avec k = 10). Dans cette technique, l’ensemble 
des données (N) est divisé en k sous-ensemble avec une taille approximative égale à (N/k). 
Chaque classifieur est entraîné sur les (k-1) sous ensemble et l’évaluation se fait sur le 
sous-ensemble restant. La précision est mesurée et le processus est répété (k) fois. La 
précision globale correspond à la moyenne des précisions des k entrainements. 
Tableau 5.14 : Meilleure précisions 
Algorithme Précision Kappa Statistic 
Naïve Bayes 78.7570 0.6432 
AODE 79.1824 0.6514 
Regression 83.1699 0.7266 
Decision Tree 83.3616 0.7301 
Nearest Neighbour 84.0219 0.7429 
Random Forest 84.1843 0.7462 
Bagging 92.2178 0.9002 
 
Comme nous pouvons le constater, les résultats de prédiction sont bons. Les 
précisions varient entre 78.75% à 92.21%. Le coefficient Kappa est très bon aussi. 
Pour l’algorithme Random Forest, le détail des classifications par classe est présenté 





Tableau 5.15 : Détails des précisions par classe 
TPRate FPRate Precision Recall F-Measure Class 
0.920 0.087 0.854 0.920 0.885 1 
0.949 0.102 0.882 0.949 0.914 2 
0.464 0.057 0.671 0.464 0.549 3 
 
Pour une meilleure estimation de la précision du modèle de prédiction produit par 
l’algorithme du plus proche voisin, nous utilisons l’indicateur de Youden [Youden, 1961] 
qui donne plus de poids aux classes minoritaires. La valeur du JIndex est 80.23%. Bien que 
cette valeur soit inférieure à la précision globale de l’algorithme (84.18%), elle demeure 
néanmoins une bonne prédiction qui signifie que chacune des classes est prédite avec une 
bonne précision. La matrice de confusion illustrée dans le tableau 5.16 le démontre bien. 
Tableau 5.16 : Matrice de confusion 
A B C Classifié dans 
27942 326 2111 A = 1 
156 36160 1786 B = 2 
4639 4515 7932 C = 3 
 
Nous pouvons observer que la diagonale de la matrice comporte la majorité des 
classifications, ce qui signifie que pour chacun des classes, la précision de la prédiction fut 
acceptable. 
5.5 L’apprentissage et les dominances cérébrales 
Dans cette hypothèse, nous souhaitons valider le modèle ADOC décrit dans la 




des expérimentations précédentes. Ceci a fait l’objet de la soumission d’un article à la 
conférence FLAIRS 2010 (en cours). 
5.5.1 Processus de l’évaluation 
Cette évaluation est la suite de l’expérimentation décrite dans la section 5.4.1. Les 
24 apprenants ont participé le lendemain à une évaluation des connaissances qu’ils avaient 
acquis la veille. Ils étaient connectés à Pendant EEG pour permettre la capture de leurs 
ondes cérébrales pendant qu’ils répondaient à des questions à choix multiple. La figure 5.14 
montre l’interface du questionnaire : 
 
Figure 5.14 : Questionnaire à choix multiple 
Pendant que l’apprenant répond aux questions, le système détermine son état 
cérébral et l’exactitude de la réponse. Pour savoir si l’apprentissage est inconscient, on 
demande à l’apprenant après chaque réponse s’il a répondu par hasard ou s’il croit 
connaître la réponse. Nous considérons qu’une réponse hasardeuse correspond à un 




émotionnel et ses dimensions émotionnelles en cliquant sur les icônes alignées à droite. Il 
peut aussi faire une pause et passer au texte suivant.  
5.5.2 Statistiques sur les données collectées 
La répartition des 45827 enregistrements collectés selon la situation d’apprentissage 
est présentée au tableau 5.17 : 
Tableau 5.17 : Répartition des données collectées 
Situation Enregistrements 
Apprentissage 17157 
Apprentissage inconscient 5608 
Non apprentissage 23062 
 
Les données de la situation « Apprentissage » correspondent aux enregistrements 
cérébraux de l’apprenant pendant qu’il répondait correctement aux questions ; la situation 
« Apprentissage inconscient » correspond aux réponses correctes mais dont l’apprenant 
n’est pas sûr et la situation « Non Apprentissage » comporte les enregistrements cérébraux 
pendant que l’apprenant répondait faux aux questions.  
5.5.3 Instances du modèle ADOC 
Les résultats statistiques obtenus suite à une analyse des dominances des ondes 
cérébrales du modèle ADOC pour les 3 situations d’apprentissage sont intéressants : 
a) Le modèle ADOC pour la situation « Apprentissage »  
La figure 5.15 montre les ordres de dominances des participants pendant la situation 






Figure 5.15 : Le modèle ADOC de la situation « Apprentissage » 
 Nous pouvons observer que la première dominance pour la situation 
« Apprentissage » est Beta2. Celle-ci est suivie par Beta3 (deuxième dominance) et ensuite 
par Thêta (troisième dominance). L’onde Delta domine dans les 3 derniers anneaux du 
modèle ADOC. Pour plus de détails sur les pourcentages de dominance, se reporter au 
tableau 5.18 de ce chapitre. 
b) Le modèle ADOC pour la situation « Apprentissage inconscient »  
La figure 5.16 montre les ordres de dominances des participants pendant la situation 
« Apprentissage inconscient ». 
 
 
















 Nous pouvons observer que l’onde Beta2 domine au 1er et au 3e niveau. La seconde 
onde dominante est Beta3. L’onde Thêta domine en 4e position et Beta1 domine les 2 
derniers niveaux. Pour plus de détails sur les pourcentages de dominance, se reporter au 
tableau 5.18 de ce chapitre. 
c) Le modèle ADOC pour la situation « Non Apprentissage » 
La figure 5.17 montre les ordres de dominances des participants pendant la situation 
« Non Apprentissage ». 
 
 
Figure 5.17 : Le modèle ADOC de la situation « Non Apprentissage » 
Comme pour la situation « Apprentissage », Thêta domine au 3e niveau et Delta 
dans les 3 derniers niveaux. Cependant, la première onde dominante pour la situation Non 
apprentissage » est Beta3 et la seconde est Beta2. 
Le tableau 5.18 donne la distribution de tous les pourcentages de dominance de 
chaque onde cérébrale selon les 3 situations : « Apprentissage », « Apprentissage 












Tableau 5.18 : Pourcentage de dominance des ondes cérébrales 
Onde Situation Pourcentages de dominance (%) (Dom1, Dom2, Dom3, Dom4, Dom5, Dm6) 
Delta 
 (AP) (07.27, 09.63, 15.38, 20.56, 24.15, 30.98) 
z (AI) (09.02, 15.58, 15.16, 18.76, 21.06, 27.84) 
S (NA) (09.01, 11.12, 15.78, 20.65, 24.62, 28.18) 
Thêta 
 (AP) (14.86, 18.56, 20.74, 16.55, 19.63, 15.43) 
z (AI) (15.75, 15.94, 20.60, 20.27, 18.44, 14.93) 
S (NA) (17.22, 17.81, 19.05, 18.76, 17.28, 15.64) 
Alpha 
 (AP) (15.27, 16.54, 18.30, 18.12, 18.26, 14.83) 
z (AI) (20.04, 19.19, 15.60, 15.09, 15.13, 18.01) 
S (NA) (18.25, 19.03, 16.63, 15.64, 17.65, 14.86) 
Beta1 
 (AP) (08.00, 10.27, 12.18, 19.00, 20.56, 26.74) 
z (AI) (07.58, 09.70, 11.86, 17.08, 22.15, 28.35) 
S (NA) (05.83, 11.58, 14.22, 16.17, 22.55, 27.44) 
Beta2 
 (AP) (29.15, 22.26, 16.00, 13.50, 09.34, 05.97) 
z (AI) (25.77, 18.51, 22.61, 12.25, 12.27, 03.58) 
S (NA) (22.91, 20.34, 17.34, 16.46, 09.23, 08.75) 
Beta3 
 (AP) (25.45, 22.73, 17.40, 12.27, 08.06, 06.05) 
z (AI) (21.84, 21.07, 14.18, 16.55, 10.95, 07.29) 





• L’onde Delta domine dans les 3 derniers niveaux pour les situations 
d’apprentissage AP et NA, cependant elle est fréquemment dominante au 2e et 
au 3e niveau pour la situation d’apprentissage AI. 
• L’onde Thêta domine le 3e niveau de chacune des situations AP et NA. Pour la 
situation AI, elle domine le 4e niveau. 
• L’onde Alpha de domine aucun niveau d’aucune situation d’apprentissage. 
• L’onde Beta1 domine les 2 derniers niveaux pour la situation d’apprentissage 
AI. Elle ne domine aucun niveau pour les situations d’apprentissage AP et NA. 
• L’onde Beta2 est la première dominance pour les situations d’apprentissage AP 
et AI. Elle domine aussi le 3e niveau pour la situation d’apprentissage AI et le 
second pour la situation d’apprentissage NA. 
• L’onde Beta3 domine le 1er niveau de la situation d’apprentissage NA. Elle 
domine aussi, le 2e niveau pour chacune des situations d’apprentissage AP et AI. 
La figure 5.18 reprend le tableau 5.18 pour une illustration plus explicite : une 
comparaison entre les 3 situations d’apprentissage AP, AI et NA de la distribution des 

















Figure 5.18 : Comparaison entre les 3 situations d’apprentissage 
S. Delta z. Delta. Delta
S. Theta z. Theta. Theta
S. Alpha z. Alpha. Alpha
S. Beta1 z. Beta1. Beta1
S. Beta2 z. Beta2. Beta2




Les comparaisons à la figure 5.18 illustrent quelques résultats intéressants 
concernant la situation Apprentissage Inconscient (ou AI). Nous observons que l’onde 
Alpha est plus fréquente au premier et au second niveau pour l’apprentissage AI que pour 
les deux autre situations AP et NA.  Aussi, les ondes Thêta et Delta sont bien plus 
dominantes respectivement aux niveaux 3 et 2 pour la situation d’apprentissage AI que 
pour les 2 autres situations AP et NA. Par ailleurs, l’onde Beta2 est plus fréquente pour AI 
aux 3 premiers niveaux que pour AP et NA. 
5.6 Discussion Globale sur l’évaluation de NORA 
Dans ce chapitre, nous avons présenté le résultat de l’évaluation de NORA. Les 
hypothèses de recherche évaluées peuvent être regroupées en deux grandes classes : 
Les hypothèses de prédiction : nous avons présenté les résultats de la prédiction des 
attributs émotionnels à partir des ondes cérébrales 
Les hypothèses d’induction : nous avons présenté les résultats de l’impact des 
stimuli visuels sur les ondes cérébrales. 
L’évaluation de NORA a démontré que l’utilisation de Pendant EEG pour mesurer 
les ondes cérébrales de l’apprenant est efficace dans la prédiction de certains attributs 
émotionnels et cognitifs et dans la mise au point de nouvelles stratégies pédagogiques dites 
stratégies neuropédagogiques. Les modèles de prédiction sont issus d’un entraînement 
effectué sur l’ensemble des participants. Les résultats obtenus sont encourageant. 
L’algorithme kNN est celui qui a donné les meilleurs résultats pour prédire certaines 
émotions à partir des ondes cérébrales. La précision est de l’ordre de 82.27% avec un 
coefficient Kappa Statistic de l’ordre de 78%, ce qui démontre un bon accord entre 
l’émotion prédite et l’émotion réelle. 
La régression multiple a démontré que l’on pouvait prédire avec une bonne 




cérébrales. L’analyse de variances a démontré des corrélations significatives : les ondes 
delta corrèlent inversement avec les dimensions Plaisir et Dominance; les ondes Thêta and 
Beta corrèlent inversement avec les dimensions Plaisir et Dominance et positivement avec 
la dimension Excitation (fortement positive pour Thêta). L’onde alpha corrèle inversement 
avec les dimensions Excitation et Dominance. 
Grâce au modèle de prédiction généré par l’algorithme kNN, nous pouvons prédire 
les dimensions Plaisir, Excitation et Dominance à partir des ondes cérébrales avec les 
précisions respectives : 73.55%, 74.86%, 75.16% et un coefficient Kappa de : 71%, 72%, 
71% respectivement. 
D’autres attributs émotionnels et cognitifs ont fait l’objet d’évaluations similaires 
dans une de nos publications [Heraz et Frasson, 2008]. Nous avons démontré que l’on 
pouvait prédire la valence émotionnelle et la qualité de l’apprentissage à partir des ondes 
cérébrales avec une bonne précision. Celle-ci était de l’ordre de 88.77% pour la valence 
émotionnelle (positive, négative) et de 87.67% pour la qualité de l’apprentissage 
(constructif et non apprentissage). Les coefficients de Kappa étaient de l’ordre de 75%. 
Vu ces résultats, les agents de prédiction EW et CW ont été doté des modèles de 
prédictions générés par l’algorithme kNN. 
Le modèle de traçage généré par l’algorithme arbre de décision a permis d’observer 
la transition entre les émotions et d’identifier les stimuli qui sont à l’origine de ces 
transitions. La prédiction de la prochaine émotion à partir de l’émotion actuelle sachant la 
durée de cette dernière et du stimulus visuel semble être une hypothèse possible à réaliser 
avec une précision de l’ordre de 63.11%. Le modèle de prédiction de l’agent TW est basé 
sur cet algorithme.  
L’agent BP est celui qui supervise les agents de prédiction EW, CW et TW. Il 




L’influence de la vitesse de l’affichage d’un texte dur les ondes cérébrales a aussi 
été démontrée. L’algorithme kNN a généré un modèle de prédiction dont la précision est de 
l’ordre de 84%. L’apprentissage non supervisé a par ailleurs, confirmé l’impact du rythme 
de lecturabilité sur les ondes cérébrales. En effet, l’application de l’algorithme k-means a 
généré trois clusters dont les centroïdes se distinguent par le rythme de lecturabilité. 
Cette évaluation ainsi que toutes les précédentes justifient l’efficacité des stratégies 
neuropédagogiques implémentées dans l’agent VW. Celui-ci utilise des images issues de la 
base de données IAPS et les rythmes d’affichage d’un texte pour induire des ondes 
cérébrales spécifiques dans le but de créer des conditions d’apprentissage optimales. 
Une analyse approfondie des données collectées lors de cette évaluation a permis de 
révéler que le groupe qui a été exposé au rythme de lecturabilité R1 est celui qui a obtenu la 
meilleure note de groupe que les deux autres. Une note de groupe est la moyenne de toutes 
les notes obtenues par les participants du même groupe. 
Les agents d’induction SW et NF implémentent des techniques dont l’efficacité a 
été démontrée dans plusieurs études dans le domaine de la neuroscience. Nous n’avons fait 
que reprendre ces techniques et les implémenter dans ces agents. L’évaluation de l’agent 
NF est particulièrement longue.  
L’agent BP est celui qui supervise les ordres d’induction. Il distribue les tâches de 
manière à ce que le coût soit minimal pour NORA. Les détails de la communication entre 
les agents et leur négociation pour réaliser une tâche commune a été décrite dans le chapitre 
précédant. 
Par ailleurs, nous croyons que l’induction prolongée des ondes cérébrales est un 
processus sensible qui doit être encadré par des spécialistes en neuroscience et en sciences 
cognitives. Nos évaluations sont conformes aux instructions émises par le comité d’éthique 





Nous avons exploré l’état de l’art dans la modélisation et la représentation des 
paramètres éducatifs et des connaissances au sein des composantes d’un STI. L’architecture 
d’un STI a évolué de l’architecture modulaire à l’architecture multi-agents. L’architecture 
multi-agents est celle qui facilite l’intégration de nouveaux modules via des plates formes 
telles que JADE. Le module de l’apprenant a évolué sur le plan de la richesse d’information 
concernant l’état cognitif et émotionnel de l’apprenant. Les stratégies tutorielles sont 
diverses et variées. Elles sont basées sur des théories du domaine de l’éducation. Elles 
peuvent être combinées pour en faire une stratégie adaptative selon le profil de l’apprenant. 
Les tuteurs ont évolué vis-à-vis de leur apparence, de la nature de leur interaction avec 
l’apprenant et du nombre et type de leurs capteurs sensitifs qui servent à recueillir des 
informations sur l’état cognitif et émotionnel de l’apprenant. 
Les techniques de mesure du profil de l’apprenant ayant évolué, celles qui reposent 
sur des données bioélectriques sont les plus précises et les plus récentes dans le domaine 
des STI. Ces données sont jumelées avec d’autres qui proviennent de différents autres 
canaux d’pour une meilleure précision. C’est l’approche multimodale qui est largement 
adoptée par la communauté des chercheurs dans ce domaine. 
Le recueil de l’activité électrique cérébrale via l’électroencéphalographe présente un 
grand avantage dans la détection de l’état mental de l’apprenant. Les ondes cérébrales 
spontanées peuvent renseigner sur l’état mental d’un apprenant, ce qui peut servir à 
l’amélioration de l’intelligence d’un système tutoriel. C’est pour cette raison que nous 
proposons d’implémenter un système qui permet une extension du module de l’apprenant 
en y ajoutant le profil cérébral et la mise en œuvre de nouvelles stratégies 
neuropédagogiques. Pour cela nous rappelons nos objectifs : 
• OBJECTIF 1 : Conduire des expérimentations, collecter des données et utiliser 




cognitifs de l’apprenant à partir des ondes cérébrales. Nous nous intéressons ici 
aux attributs qui influencent la qualité de l’apprentissage dans le but d’améliorer 
le modèle de certains apprenants : comme les sourds, muets, taciturnes, 
impassibles, handicapés moteurs ou atteints du trouble déficitaire de l’attention 
avec ou sans hyperactivité (TDAH) ; 
• OBJECTIF 2 : Mise au point de nouvelles stratégies  qui induisent des ondes 
cérébrales particulières pour favoriser l’apprentissage, diminuer le stress et gérer 
les émotions négatives ; 
• OBJECTIF 3 : Valider un modèle électrique cérébral de l’apprenant qui 
représente les relations entre les ondes cérébrales et la qualité de l’apprentissage. 
Se baser sur ce modèle pour traquer l’état de l’apprenant en temps réel. 
Pour atteindre ces objectifs, nous avons implémenté NORA, un SMA composé de 
11 agents : : l’agent Wave Vector (agent WV) et l’agent Interact Input (agent II) collectent 
des informations concernant l’apprenant; L’agent Database NORA (agent DN) met à jour la 
base de données de NORA; l’agent Emo Wave (agent EW), l’agent Intellect Wave (agent 
IW) et l’agent Track Wave (agent WT) prédisent des attributs émotionnels et cognitifs de 
l’apprenant à partir des ondes cérébrales; l’agent Visio Wave (agent VW), l’agent Sound 
Wave (agent SW) et l’agent Auto Wave (agent AW) produisent des stratégies 
neuropédagogiques sachant l’état de l’apprenant et l’état optimal visé; l’agent Brain Profile 
(agent BP) et l’agent Neurop Strategy (agent NS) déterminent respectivement le profil 
cérébral de l’apprenant et la stratégie neuropédagogique optimale à appliquer. 
Contributions 
Par ce projet de recherche nous avons contribué à l’amélioration de deux 




• Nous avons enrichi le module de l’apprenant par le modèle ADOC qui présente 
la relation entre les dominances cérébrales de l’apprenant et l’état de 
l’apprentissage. 
• Nous avons conçu et implémenté des agents de collecte qui capturent des 
informations en provenance de l’apprenant : 
• L’agent WI capture, analyse et filtre les ondes cérébrales enregistrées par 
l’appareil Pendant EEG ; 
• L’agent II intercepte les interactions et les actions de l’apprenant avec le STI via 
le clavier et la souris ; 
• Nous avons conçu et implémenté des agents dits de prédiction : supervisés par 
l’agent BP, ils communiquent, négocient et coopèrent pour prédire des attributs 
émotionnels et cognitifs à partir des ondes cérébrales : 
• L’agent EW prédit des attributs émotionnels à partir des ondes cérébrales 
• L’agent CW prédit des attributs cognitifs à partir des ondes cérébrales ; 
• L’agent TW construit des modèles de traçage pour prédire les transitions entre 
les attributs émotionnels d’un apprenant ; 
• Nous avons conçu et implémenté des agents dits d’induction : supervisés par 
l’agent NP, ils communiquent, négocient et coopèrent pour formuler des plans 





• L’agent VW utilise des stimuli visuels dans son plan d’actions qui agit sur la 
perception de l’apprenant pour influencer ses ondes cérébrales ; 
• L’agent SW utilise des stimuli sonores (de la musique ou des sons particuliers) 
pour la mise au point d’un plan d’actions qui agit sur l’ouïe de l’apprenant dans 
le but d’influencer ses ondes cérébrales ; 
• L’agent NF propose des exercices qui permettent à l’apprenant d’autocontrôler 
ses ondes cérébrales par le feedback de celles-ci sur l’interface du STI ; 
• En créant des scénarios d’apprentissage selon nos hypothèses de recherche, nous 
avons testé et évalué les principaux modèles de prédiction construits par les 
agents de NORA sur une cinquantaine d’apprenant. Tous les taux de précision 
des classifieurs sont bons, très bons ou excellents. 
Perspectives  
Les résultats de l’évaluation de NORA sont encourageants et les perspectives de 
recherche sont nombreuses. Dans nos travaux futurs, nous projetons de : 
• Augmenter la taille de l’échantillon pour renforcer les modèles de classification 
des agents de prédiction et des agents d’induction. 
• Établir une communication avec d’autres senseurs qui ont les mêmes objectifs 
que NORA pour corriger les croyances des agents et améliorer le taux de 
précision des agents de prédiction et des agents d’induction. 




• Tester d’autres hypothèses de recherche et développer d’autres plateformes de 
communication à la lumière de l’avancé des recherches dans le domaine des 
neurosciences, de l’apprentissage machine ou des technologies d’agents. 
• Utiliser d’autres types d’EEG, moins intrusifs, plus léger et plus précis dans le 
but de diminuer encore plus le bruit et améliorer la précision des 
enregistrements. 
• Effectuer des tests de prédiction sur des actions plus précises de l’apprenant. 
• Intégrer d’autres agents pour prédire d’autres attributs de l’apprenant à partir de 
ses ondes cérébrales ou pour tester d’autres types d’actions qui influencent les 
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