Bucket brigade quantum RAM (QRAM) circuits were proposed for their advantageous addressing of the memory. Another quality of these circuits is that queries, once the addresses are determined, can be parallelised. State-of-the-art error-corrected formulation of these circuits, however, had to be decomposed into the Clifford+T gate set, and the initial parallelism was lost in the process. By using advantageous Toffoli gate decompositions, and without introducing any additional ancilla qubits, we construct bucket brigade QRAM circuits with a constant depth. This depth is reduced from O(2 q ) to O(q) in the worst case when the QRAM is queried for any of its 2 q memory cells being used. Incidentally, the presented construction has a T-count more than half smaller, compared to the existing Clifford+T formulations. The construction shows that, if quantum hardware would not be a scarce resource, exponential query speed ups are possible compared to state-of-the art quantum read-only memory (QROM) designs.
I. INTRODUCTION
Quantum random access memory (QRAM) circuits were proposed for writing and reading information during quantum information processing. However, their practical utility is debatable due to the exponential costs associated to explicitly storing and retrieving information. Nevertheless, QRAM and their read-only-variant QROM [1] are still capturing the attention of researchers due to their conceptual similarity to classical RAMs, and due to the fact that they are subroutines of relevant quantum algorithms.
QRAMs are described in the form of quantum circuits. Information is stored on the wires/qubits, while quantum gates are used to compute the addresses (e.g. FANOUT and FANIN in Fig. 1 ) and the effective read and write operations (e.g. QUERY in Fig. 1 ). For a QRAM with 2 q distinct memory cells (each storing a single bit), there are q bits necessary to address any of the cells. A QRAM circuit takes as input a superposition |adr j addresses to be queried (α are complex amplitudes), and outputs the contents of the memory cell m j addressed by |adr j .
The bucket brigade QRAM variant was proposed to reduce the number of quantum gates executed until a memory location is addressed and queried. In order to achieve this, the memory location indices are computed after executing a FANOUT tree: the leaves of the tree are control bits indicating if a specific memory cell should or not be queried. * alexandrupaler@gmail.com
FIG. 1. A bucket brigade circuit consisting of CNOTs and
Toffoli gates. The controlled gates from the diagram use @ for controls and the X for target wires. The address wires are named ai, the memory cells holding single bits are mi. The classical bits stored on the wires bi determine which memory wires to read/write.
A bucket brigade QRAM circuit consists of three subcircuits (regions): 1) FANOUT where an exponential number of ancilla bits b i is used to store control bits for referencing the corresponding memory cells m i ; 2) QUERY where the memory bits m i are queried and the results are stored on the ancilla wire |target ; 3) FANIN (the uncomputation of FANOUT) in order to maintain reversibility, where the b i bits are returned to their initial |0 state. The three sub-circuits can be easily recognised in Fig. 1 . The Toffoli gates targeting the lowest wire correspond to QUERY, the sub-circuit to the left of QUERY is FANOUT, and the sub-circuit to the right of QUERY is FANIN.
The state-of-the-art Clifford+T formulation of the bucket brigade quantum circuits [2] was obtained from the original formulation [3] and decomposing the Toffoli gates into known Clifford+T gate sequences. The authors of [2] mentioned that important resource savings could be possible if the CCZ/Toffoli transformation is employed in an advantageous manner for the compilation of QRAM. This work continues on that line of thought and illustrates some of the possible improvements. First, the depth is exponentially reduced by parallelising the Toffolis in the QRAM QUERY region. Second, the herein presented method achieves a linear width improvement compared to the state-of-the-art from [2] , where parallelisation was obtained by introducing four ancillae for each Toffoli gate. Our method is ancillae free, and reduces the width by a factor of four. Third, the presented QRAMs have a T-count which is almost double to QROM [1] , and approximately half compared to the QRAMs from [2] (c.f. T bbs , T rom , T bbp in the following section).
The Toffoli construction used in this paper can be interpreted as the enabler of trading depth for width between QROM and QRAM: it exponentially increases the width, while it exponentially decreases the depth. Fig. 2 illustrates the improvements obtained by parallelising the QRAM circuits.
In the following, the Results section presents exact resource counts for the proposed bucket brigade QRAMs, and includes a detailed comparison to other QRAM variants layouts. The Methods section discusses how quantum gate level parallelism is achieved, and illustrates how Clifford+T decompositions of Toffoli gates can be used in an advantageous manner for each QRAM sub-circuit. Finally, we present empiric evidence to conjecture that the presented optimisation technique could be applicable to many types of circuits based on multi-controlledoperations [4] , such as various adders and multipliers.
In order to achieve a fair comparison between QRAM circuit implementations, we consider 2 n ≤2 q , n≤q, being the number of memory queries, and 2 q the number of memory cells m i , such that 0<i<2 q . The worst case for the number of queries, as used in [2] , is for n=q.
II. RESULTS
The advantage of bucket brigade QRAM queries is that these can be parallelised. The gate level parallelism used in this work is conceptually very similar to classical instruction level parallelism (see Section III A). In practice, however, the QRAM gate parallelism was lost when translating these circuits to Clifford+T -an often necessary step for estimating the computational resources required for quantum error-correction [5] . The width (number of wires, not considering the memory cells m i ), T-count, and the depth of the QRAM circuits [2] are:
The disadvantage of bucket brigade QRAMs is the fact that an exponentially high number of ancilla b i bits has to be computed in order to achieve parallelism. The exponential overhead is far from ideal, when considering that quantum hardware resources are and will remain very scarce. For this reason, the QROM was proposed in [1] . It does not require the b i bits, but queries are strictly sequentialised (one after the other). By using optimised Toffoli decompositions, the T-count of the QROM is linear in the number of queries 2 n (the authors of [1] used L for the number of queries). The formulas for width (Q rom ) and depth (D rom ) do not refer to the memory cells m i .
Using parallelisable CCZ/Toffoli decompositions, the bucket brigade construction presented in the following has a reduced T-count, and a depth exponentially shallower than the circuits from [2] .
The equivalent quantum volume of the circuit being protected by the surface code is not evaluated in this work, although the parallelism is achieved by using a surface-code compliant parallel CNOT construction. This choice is motivated by the fact that having exponentially reduced the depth and the T-count, but by maintaining the exponentially large width (compared to QROM, Q rom ≪Q bpp ) is still detrimental -the hardware footprint is prohibitively high. For future work, it will be reasonable to estimate the resources necessary for surface code protection, but when these QRAMs are included in practical quantum algorithms. As a note, QRAM query time is exponentially shorter after exponentially reducing the depth of circuits. The estimations in [2] mention 0.35 ms for querying a 4KB QRAM (15 bit addresses). The presented optimisation would reduce the query time by a factor of 2 15 to approximately 11 ns.
III. METHODS
This work assumes that, in general, two gates G 1 and
From a functional perspective, it does not matter in which order the gates are applied: in an ideal setting, the gates can be executed without one depending on the output of the other. This approach to quantum gate parallelism is very similar to classical computing instructionlevel parallelism. It should be also noted, that the available level of parallelism in a circuit does not guarantee the same level of execution speed-up. Quantum circuits need to be mapped to hardware, or be compiled to errorcorrected structures, and the underlying architecture determines the achievable speed-up which can be less than the ideally observed quantum gate level parallelism.
FIG. 2. Comparison between different versions of QRAM.
The proposed QRAM is marked green. The parallel bucket brigade (light red) from [2] and introduces an exponential number of ancillae to achieve parallelism. The original (sequential) bucket brigade circuit (dark red) is sequential and has the same number of wires like the one proposed herein, but requires an exponential number of control signals. The QROM [1] circuit was specifically designed with sequential queries, but does not require the control signals. The T-count of T bbp . The number of queries (2 n ) is varied by the parameter n, and the number of memory cells 2 q by the parameter q, such that n≤q. The T-count increases exponentially with q, and the depth (cf. Fig. 3 ) is linear in q.
A. Parallel CNOTs
For the purpose of this work, two CNOTs are parallel if they either share the controls, or no wires at all (see Fig. 6 ). CNOTs can also share the target, but this fact will not be used herein. Most of the Clifford+T decompositions are compiled and optimised due to the inherent necessity for quantum error-correction, and this kind of CNOT parallelism is supported by the surface code [6] (braided and lattice surgery variants), for example.
As mentioned previously, the surface code support does not imply that the full parallelism is always achievable. The layout of the circuit and the availability of hardware resource play a significant role. However, for the presented QRAM construction, the maximum parallelism is possible by ordering the wires in pairs, in an arrangement similar to the one presented in [3] (see Eq. 4). If the QRAM circuit would be executed un-error-corrected directly on a quantum chip, the connectivity of the chip determines the achievable speed-up.
The three qubit Toffoli gate is in general derived from the CCZ gate, which is a controlled application of the two-qubit CZ gate. The CCZ flips the sign of phase of a state if there is a |1 on all of the gate's three input wires (qubit and wire are used interchangeably). Thus, the phase flip can be expressed as (−1) xyz , where x,y,z are the bit values of the inputs: the phase is multiplied by −1 if all three bits are 1, and no phase flip is applied otherwise ((−1) 0 =1). It has been shown by [4] , and more recently in [7] , that the following Boolean formula is useful for expressing the CCZ through CNOTs and T gates.
4xyz=x+y+z−(x⊕y)−(y⊕z)−(x⊕z)+(x⊕y⊕z) (5)
The T gate rotates the phase of a state by π 4 , and −1=ω 4 =e i π 4 , such that (−1) xyz =ω 4xyz . Thus, seven T gates are necessary, each conditioned on one of the parity sums from Eq. 5.
Eq. 5 is a recipe for generating valid CCZ gate decompositions. Seven parity sums are computed by using CNOTs and T gates, while ensuring that two conditions are met. The first condition is for the T gates to be applied at the right moment, when the necessary bit parities are stored on any of the wires. Second, the parities on each of the three wires have to be uncomputed in order to reflect a correct functionality. Ancillae used for parity computations have to be uncomputed, too. Due to the form of Eq. 5, containing seven parities, the number of ancillae seems to be bounded by seven, but in practice the maximum is four, because three of the parities are formed by single bits values. Consequently, the literature includes a large number of decompositions of the CCZ in terms of Clifford+T gates. Some decompositions were used to obtain T-depth one, while others because they did not require ancillae.
In the following we use a CCZ decomposition that maintains the Toffoli gate parallelism when decomposed into Clifford+T. The decomposition is obtained after making the observation that two Toffoli gates are parallel whenever they are arranged like in Fig. 7 . There are two non-trivial situations: a) one wire is shared; b) two
The equivalent Clifford+T representation of the circuit from Fig. 1 . The depth of the circuit is constant for a fixed q by FANIN and FANOUT, while QUERY has a constant depth irrespective of q or n. The circuit operates on 2 q memory cells and executes 2 n queries with n≤q. The sequence of four T gates on the target qubit will be cancelled. wires are shared. Whenever three wires are shared, the gates cancel each other. 7 . Toffoli gate parallelism. Two parallel Toffoli gates can either be applied to; left) the same qubits acting as controls, or right) the target qubit and a shared control. Note: In the left diagram, the second Toffoli is not necessary and can be replaced with two CNOT gates, one before and another one after the first Toffoli gate.
Another practical observation is that, whenever two Toffoli gates are parallel, these can be formulated as CCZ gates which share one or two controls out of the three. 8 . CCZ gate parallelism is whenever at least one control is shared. In this figure two wires are shared. The two Hadamards in the center of the right-most circuit will cancel.
In order to implement parallel Clifford+T decompositions of Toffoli gates, there has to exist a Clifford+T parallelisable decomposition of CCZ. The decomposition in Fig. III B can be used whenever two CCZ/Toffoli gates share a single wire. It can be noticed that the wire |q1 acts only as a control for the CNOTs, which are applied to the wires |q0 and |q2 , and the T gate commutes with the control of the CNOTs.
The wire ordering in Fig. III B does not play any role, because the output will still reflect the (−1) xyz phase flip. Effectively, a Toffoli gate can be obtained by surrounding the CCZ with two Hadamards on any of the wires. Advantageous configurations are whenever the Hadamards are placed such that the wire corresponding to |q1 is shared. The presented technique is similar to template based quantum circuit optimisation [8] , in the sense that the most advantageous Toffoli rewrite rule is chosen from the three possible decompositions based on the expected gate parallelism. During the writing of the manuscript, we found out that the decomposition from has been also presented in [9] , but its effect on the parallelisation of Toffoli/CCZ gates has not been described in the subsequent literature.
C. FANOUT: Shared Control
Whenever two Toffoli gates share a control, the CCZ gate is decomposed such that the shared wire is the one that enables parallelism (i.e. |q1 in Fig. III B) . This scenario appears in the FANOUT region of the QRAM.
D. QUERY: Shared Target
The QUERY is formed by a sequence of Toffoli gates conditioned by distinct pairs of (b i ,m i ) wires. The only wire shared is the target. Therefore, the decomposition from Fig. III B can be used, but by making |q1 correspond to the target. For two consecutive Toffolis the H gates on the target wire will cancel, as illustrated in Fig. 10 . T-count optimisation is a side-effect of this kind of parallelism because along the shared target wire the T gates can pairwise be transformed into S gates. Simplification is not illustrated. Furthermore, half of the column of T gates at the beginning of the circuit could be eliminated in some circumstances (see Section III G).
E. FANOUT: Compute Logical AND
Approximate gates have been discussed since [4] , but their relevance for quantum circuit design was recognised once T-count optimisation became urgent. This is the case for the approximate CCZ/Toffoli which uses four T gates like in Fig. 12 . The approximate Toffoli is also called a logical AND, when the target is an ancilla initialised to |0 . However, after a logical AND the state is left with a phase shift, which has to be reversed, once the computed AND bit is not necessary anymore in the circuit (see following section).
The parallelisable logical AND has two wires acting always as control. This circuit is similar to the one from [1] . The target wire cannot be shared for parallelisation. If the qubit |a2 is initialised into |0 , at the end of this computation will be in the state (−i) a 0 a 1 |a0a1 which represents up to a phase shift the correct value of the Boolean AND operation between a0 and a1
Due to their lower T-count it is preferable, whenever possible, to use logical AND gates instead of more general CCZ/Toffoli gates. Two logical ANDs sharing a control can be decomposed like in Fig. 13 .
F. FANIN: Uncompute Logical AND
The inverse of the logical AND is its uncomputation. Because the b i qubits are ancillary, their usage is not necessary after the queries have been executed. Thus, these can be measured and a correctional CZ gate can be applied conditionally on the measurement result.
G. The parallel bucket brigade QRAM
The parallelised QRAM circuit is obtained by concatenating the parallelised circuits for FANOUT, QUERY and FANIN (e.g. Fig. 5 ). One of the surprising results is that the depth of the FANOUT is constant with respect to q (cf. Eq. 3): the depth is reduced from O(QlogQ) where Q=2 q to just O(logQ). This indicates that there is a significant speedup in computing Q sums of the form b j = q i=0 (a i ·2 i ) where a i are the bits of the address state vectors used as input to the QRAM (even in superposition).
Another interesting observation is that the T-count T bbp can be reduced with additional 2 n T gates if, after applying the QUERY, the memory is not entangled to the rest of the computation. In that case, the T gates on the m i wires will affect only the global phase of the m i states. This can be seen if the decomposition from Fig. III B is used in reversed gate order, such that, for example, in Fig. 11 half of the T gates applied to c i in the leftmost column appear at the end of the circuit.
