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Abstract
We show that any metric on S2 with Gauss curvature K ≥ −κ admits a C1,1-isometric em-
bedding into the hyperbolic space with sectional curvature −κ. We also give a sufficient condition
for a metric on S2 to be isometrically embedded into anti-de Sitter spacetime with the prescribed
cosmological time function.
1 Introduction
Weyl’s isometric embedding theorem states that
Theorem. Let σ¯ be a smooth metric on S2 with positive Gauss curvature. Then there exists a
smooth isometric embedding i : (S2, σ¯)→ R3 which is unique up to congruence.
Weyl’s theorem was proved independently by Nirenberg [15] and Alexandrov-Pogorelov
[16] using different approaches. Nirenberg used the continuity method that is more familiar to
geometric analysts. The Alexandrov-Pogorelov approach consists of two steps. First Alexan-
drov exhibited a generalized solution as the limit of polyhedra and then Pogorelov proved the
regularity of this generalized solution.
Later, Pogorelov generalized the Weyl theorem to hyperbolic space H3−κ with sectional cur-
vature −κ:
Theorem. [17, Theorem 2] Let σ¯ be a smooth metric on S2 with Gauss curvature K > −κ.
Then there exists a smooth isometric embedding i : (S2, σ¯)→ H3−κ.
Another question concerning Weyl’s theorem is what happens if we assume the Gauss curva-
ture is merely nonnegative instead of positive? Guan-Li [6] and Hong-Zuily [12] independently
proved the following (see also [13] for prior results)
Theorem. Let σ¯ be a C4 Riemannian metric on S2 with Gauss curvature K ≥ 0. Then there
exists a C1,1 isometric embedding i : (S2, σ¯)→ R3.
In this paper, we follow Nirenberg’s approach to solve the isometric embedding problem
into hyperbolic space by the continuity method. Our main result is
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Theorem A. Let σ¯ be a smooth metric on S2 with Gauss curvature K ≥ −κ. Then there exists
a C1,1 isometric embedding i : (S2, σ¯)→ H3−κ.
Given an embedding i : S2 → H3−κ and a trivialization ϕ : H3−κ → R3, let r = ϕ ◦ i
be the “position vector”. After choosing local coordinates {ua}, a = 1, 2 on S2, the isometric
embedding equation can be written as the nonlinear first order partial differential system
gij(r(x))
∂ri
∂ua
(x)
∂rj
∂ub
= σ¯ab(x). (1.1)
Unlike the case of Euclidean space, the form of the equation depends on the choice of the
trivialization. For most of this paper, we choose to use the static coordinate chart of H3−κ in
which the manifold is identified with R3 and the metric has the form
g =
1
f 2
dr2 + r2gS2,
where f =
√
1 + κr2 is called the static potential and gS2 denotes the standard metric on S2.
We now outline the proof of Theorem A. First of all, the normalized Ricci flow [9, 5] pro-
vides an one-parameter family of smooth metrics σt, t ∈ [0,∞) on S2 such that σ0 = σ¯ and σt
converges to a metric σ∞ with constant Gauss curvature. Moreover, the Gauss curvature of σ(t)
is greater than −κ for t > 0.
Let I ⊂ [0,∞) be the set of parameters such that σt can be isometrically embedded into
H
3
−κ as a closed convex C1,1 surface. The goal is to show that I is nonempty, open, and closed.
As a result, I = [0,∞).
We start with the openness part which states that if a metric σ can be isometrically embedded
into H3−κ, so can any small perturbation of σ. The first step is to understand the infinitesimal
deformation. We show that all infinitesimal deformations come from the isometry of hyperbolic
space. The next step is to solve the linearized equation. Remarkably, Nirenberg reduced the
system of equations to a single scalar equation and used Hilbert theory to solve it. We modify
Nirenberg’s argument so that it fits the geometry of hyperbolic space. At last, we utilize the
contraction mapping principle to solve the nonlinear equation.
Nonemptiness follows from openness. Since the limit metric σ∞ can be isometrically em-
bedded into H3−κ (with the same image as a round sphere), [T0,∞) ⊂ I for some large T0.
The closedness part boils down to an a priori estimate of the mean curvature H of convex
surfaces in H3−κ. Weyl’s original approach is to apply the maximum principle to the mean
curvature of the surface, which fails when the metric has negative Gauss curvature somewhere.
We manage to find a test function to overcome the difficulty. We show that
Theorem B. Let Σ be a closed convex surface in H3−κ, normalized so that Σ is centered at the
origin. Then
max
Σ
H ≤ C,
for some constant C depending only on ‖f‖C0(Σ), and ‖K‖C2(Σ). Here, f =
√
1 + κr2 is the
static potential and K denotes the Gauss curvature of Σ.
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During the preparation of this paper, we learned that Guan and Lu [7] independently ob-
tained the same estimate as in Theorem B. Note that for convex surfaces in hyperbolic space
with sectional curvature −1, Chang and Xiao [4] proved an a priori bound on the mean curva-
ture with an argument based on Pogorelov’s estimate using the additional assumption that the
set {K = −1} consists of only finitely many points. Our new argument does not require this
finiteness condition.
With Nirenberg’s estimates for uniformly elliptic equations in two dimensions, we show that
if σ¯ has K > −κ, the isometric embedding constructed by the continuity method is actually
smooth. Hence we recover Pogorelov’s result.
The Weyl theorem plays a prominent role in the study of quasilocal mass in general relativ-
ity. Let Σ be a 2-surface in an initial data set. Suppose the induced metric σ has positive Gauss
curvature. By Weyl’s theorem, there exists a unique (up to congruence) isometric embedding
i : (Σ, σ) → R3. Let H0 and H be the mean curvature of i(Σ) ⊂ R3 and Σ in the initial data
set, respectively. The Brown-York mass [2, 3] is defined as
mBY (Σ) =
1
8π
(∫
Σ
H0dµ−
∫
Σ
Hdµ
)
.
In [20], Wang and Yau proposed a new quasilocal mass for spacelike 2-surfaces in spacetime.
The definition requires the existence of an isometric embedding of the surface into Minkowski
spacetime. It is also interesting to consider other backgrounds. Theorem C provides a necessary
condition for the existence of isometric embeddings into the cosmological chart of anti-de Sitter
spacetime with prescribed cosmological time function.
Theorem C. Given a smooth metric σ and a smooth function s on S2. Let ∇ and ∆ denote the
gradient and Laplace operator with respect to σ, respectively. Suppose the Gauss curvature K
and the function s satisfy
K +
S ′
S
∆s−
(
S ′′
S
− S
′2
S2
)
|∇s|2 + (1 + |∇s|2)−1
(
det(∇2s)
det σ
− S
′
S
∇as∇bs∇a∇bs
)
> −κ
(1.2)
where S(t) = cos(
√
κt) is the scale factor of anti-de Sitter spacetime in its cosmological chart.
Then there exists a unique spacelike isometric embedding i : (S2, σ) → AdS with prescribed
cosmological time function s.
The rest of this paper is organized as follows. In section 2, we describe the Killing and
conformal Killing vector fields on hyperbolic space and list the necessary formulae. In section
3, we study the infinitesimal rigidity of convex surfaces in H3−κ. Section 4 is the most important
of the paper. In this section, we construct a path of metrics and prove openness on this path.
Then we establish the a priori estimate which proves Theorem B. Together these results provide
a proof of Theorem A. Finally, in the last section we discuss isometric embeddings into the
anti-de Sitter spacetime and the proof of Theorem C.
Acknowledgment. We are indebted to Professor Mu-Tao Wang for his encouragement, in-
sightful comments and assistance through our work. We would also like to thank Po-Ning Chen,
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2 The Killing vectors on hyperbolic space
In the hyperboloid model, Hn−κ is identified as a hypersurface in Rn,1 given by−(x0)2+(x1)2+
· · · + (xn)2 = − 1
κ
. The projection of the hyperboloid onto the hyperplane {x0 = 0} provides
the static coordinates (Rn, g) of Hn−κ. In polar coordinates, the induced metric is expressed as
g =
1
1 + κr2
dr2 + r2gSn−1 .
The hyperbolic space admits a conformal Killing vector field
X = r
√
1 + κr2
∂
∂r
= rf
∂
∂r
, (2.3)
where as earlier the function f =
√
1 + κr2 is the static potential. In the hyperboloid model,
the static potential can be rewritten as f =
√
κx0 and we have that
X =
√
κ
((
(x0)2 − 1
κ
)
∂
∂x0
+ x0
3∑
i=1
xi
∂
∂xi
)
.
Let D denote the covariant derivative on the hyperbolic space.
Proposition 1. The gradient of the static potential f = √1 + κr2 and the covariant derivative
of the conformal Killing vector field X = rf ∂
∂r
on Hn−κ are the following:
Df = κX ; (2.4)
DξX = fξ. (2.5)
Proof. We calculate in polar coordinates. Let θi, i = 1, . . . , n − 1 be any local coordinates on
Sn−1. We write ξ = ξr ∂
∂r
+ ξi ∂
∂θi
.
Df = grr∂rf
∂
∂r
= κrf
∂
∂r
.
DξX = Dξ(rf
∂
∂r
)
= ξrf
∂
∂r
+
κr2
f
ξr
∂
∂r
+ rf
(
ξrD ∂
∂r
∂
∂r
+ ξiD ∂
∂θi
∂
∂r
)
= f
(
ξr
∂
∂r
+ ξi
∂
∂θi
)
.
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On the hyperboloid, besides the obvious rotational symmetry, there are translational sym-
metries coming from the isometric action of the off-diagonal part of O(1, n). We take a curve
tangent to the hyperboloid: 

1 t 0 0
t 1 0
0 0 1
.
.
.
0 1




x0
x1
.
.
.
xn

 , (2.6)
and project the curve onto Rn. The tangent vector of this curve gives a Killing vector field
f√
κ
∂
∂x1
at (x1, x2, · · · , xn). Hence any translational Killing vector field in the static coordinates
is of the form fZ0 for some constant vector field Z0 =
∑n
i=1 a
i ∂
∂xi
.
On Euclidean space, the constant vector field is characterized by dZ = 0. On hyperbolic
space, we introduce a twist covariant derivative in order to get a similar characterization.
Definition 2. The twist covariant derivative on Hn−κ is defined as
D˜ξZ = DξZ +
κ
f
〈ξ, Z〉X,
where 〈·, ·〉 = g(·, ·).
Proposition 3. The constant vector field in hyperbolic space is characterized by D˜Z = 0. I.e.,
D˜Z = 0 if and only if Z =∑ ai ∂∂xi in the static coordinates.
Proof. We work in the hyperboloid model. From (2.6), every constant vector is a linear com-
bination of { xi
x0
∂
∂x0
+ ∂
∂xi
}ni=1. Moreover, the tangent space is spanned by translational Killing
vectors {xi ∂
∂x0
+ x0 ∂
∂xi
}ni=1. Therefore, it suffices to check
D˜xj ∂
∂x0
+x0 ∂
∂xj
(
xi
x0
∂
∂x0
+
∂
∂xi
)
=
[(
− x
jxi
(x0)2
+ δij
)
∂
∂x0
]T
+
√
κ
x0
(
−x
jxi
x0
+ x0δ
ij
)
X
=
(
− x
jxi
(x0)2
+ δij
)
∂
∂x0
− κ
(
−x
jxi
x0
+ x0δ
ij
)(
x0
∂
∂x0
+
n∑
i=1
xi
∂
∂xi
)
+ κ
(
− x
jxi
(x0)2
+ δij
)((
(x0)2 − 1
κ
)
∂
∂x0
+ x0
n∑
i=1
xi
∂
∂xi
)
= 0,
where the superscript T denotes the tangent component of a vector. On the other hand, given a
vector field Z =
∑n
i=1 ai(x)
(
xi
x0
∂
∂x0
+ ∂
∂xi
)
,
D˜ξZ =
n∑
i=1
ξ(ai)
(
xi
x0
∂
∂x0
+
∂
∂xi
)
.
Therefore D˜Z = 0 if and only if Z is a constant vector field.
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3 The infinitesimal rigidity
In this section, we prove the infinitesimal rigidity of convex surfaces, which will be used in the
openness part of Theorem A.
We start with some general discussion on infinitesimal deformations. Let r : (N, σ) →
(M, g) be an isometric embedding of a hypersurface and Σ be the image of the embedding. Let
E = r−1(TM) be the pull-back of the tangent bundle over N . We abuse notation to denote
the pull-back connection by D. Denote the differential of r by Dr and view it as a section
Dr ∈ Γ(N,E ⊗ T ∗N). We use the Einstein summation convention of summing repeated
indices. The indices a, b, c = 1, 2, · · · , n − 1 and i, j, . . . = 1, 2, · · · , n. Let {ua} and {xi} be
local coordinates on N and M , respectively. Let {ea, ν} denote a local orthonormal frame such
that {ea} are tangent to N and ν is the unit outward normal. Let {ωa} be the dual 1-form of
{ea}.
Definition 4. For v1 ⊗ ω1, v2 ⊗ ω2 ∈ Γ(N,E ⊗ T ∗N), we define
(v1 ⊗ ω1)⊙ (v2 ⊗ ω2) := 1
2
g(v1, v2)(ω1 ⊗ ω2 + ω2 ⊗ ω1)
and extend it linearly.
Suppose there is a family of isometric embeddings rt with r0(x) = r(x). We say that rt
yields a first order isometric deformation of r if
d
dt
(Drt ⊙Drt)
∣∣∣∣
t=0
= 0.
Set τ = drt
dt
∣∣
t=0
. We have the following equivalent equation.
Lemma 5. The infinitesimal deformation equation is given by
Dr⊙Dτ = 0, (3.7)
where ⊙ is the symmetric product of one-forms. We call τ an infinitesimal deformation (or an
isometric deformation.)
Proof. We use {ua} and {xi} to denote local coordinates on N and M , respectively. Then
Dr =
∂ri
∂ua
∂
∂xi
⊗ dua, τ = ∂r
i
t
∂t
∣∣∣∣
t=0
∂
∂xi
,
and
σabdu
a ⊙ dub = Drt ⊙Drt(p)
=
∂rit
∂ua
(p)
∂rjt
∂ub
gij(rt(p))du
a ⊙ dub.
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Differentiating with respect to t and evaluating at t = 0, we obtain
0 =
(
∂2ri
∂ua∂t
∂rj
∂ub
gij +
∂ri
∂ua
∂2rj
∂ub∂t
gij +
∂ri
∂ua
∂rj
∂ub
∂gij
∂xk
∂rk
∂t
) ∣∣∣∣
t=0
dua ⊙ dub
=
(
∂τ i
∂ua
∂rj
∂ub
gij +
∂ri
∂ua
∂τ j
∂ub
gij +
∂ri
∂ua
∂rj
∂ub
∂gij
∂xk
τk
)
dua ⊙ dub.
On the other hand,
Dτ =
(
∂τ j
∂ub
+
∂rm
∂ub
Γjmkτ
k
)
∂
∂xj
⊗ dub.
We then have
Dr⊙Dτ = 1
2
(
∂ri
∂ua
(
∂τ j
∂ub
+
∂rm
∂ub
Γjmkτ
k
)
gij + (a, b symmetric)
)
dua ⊙ dub
=
1
2
( ∂τ i
∂ua
∂rj
∂ub
gij +
∂ri
∂ua
∂τ j
∂ub
gij +
∂ri
∂ua
∂rm
∂ub
(
Γjmkgij + Γ
j
ikgmj
)
τk
)
dua ⊙ dub
=
1
2
( ∂τ i
∂ua
∂rj
∂ub
gij +
∂ri
∂ua
∂τ j
∂ub
gij +
∂ri
∂ua
∂rm
∂ub
∂gmi
∂xk
τk
)
dua ⊙ dub
= 0,
where in the second to last equality i,m are symmetric as a, b are symmetrized.
Definition 6. A solution of (3.7) is called an infinitesimal deformation. An infinitesimal defor-
mation is trivial if it is the restriction of some Killing vector field of M on the hypersurface.
An isometric embedding is called infinitesimally rigid if it only has trivial infinitesimal defor-
mations.
We now focus on the isometric embedding into hyperbolic space. Take N = S2 and M =
H
3
−κ. The “position vector” r can be replaced by the conformal Killing vector X up to the static
potential, which is nonzero. We henceforth write the infinitesimal deformation equation as
DX ⊙Dτ = 0. (3.8)
The main result in this section is
Theorem 7. Consider an isometric embedding r : (S2, σ)→ (H3−κ, g). Suppose that the image
Σ is a convex hypersurface in H3−κ. Then r is infinitesimally rigid.
Before proving this theorem we need to establish some basic results. The fiber of E is a
3-dimensional inner product space. We can define the usual cross product × once we fix an
orientation. The identity u × (v × w) = (u · w)v − (u · v)w will be useful. First we need a
definition.
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Definition 8. We define the inner product and cross product for differential forms valued in
E ⊗ T ∗H3−κ by
〈v1 ⊗ ω1, v2 ⊗ ω2〉 = 〈v1, v2〉 ⊗ (ω1 ∧ ω2),
(v1 ⊗ ω1)× (v2 ⊗ ω2) := (v1 × v2)⊗ (ω1 ∧ ω2),
and extend it linearly. We also have the pull-back twisted covariant derivative D˜ : Γ(S2, E)→
Γ(S2, E ⊗ T ∗S2) defined as
D˜ξZ := DξZ +
κ
f
〈r∗(ξ), Z〉X
for ξ ∈ TS2 and Z ∈ Γ(S2, E).
Next, we need the following lemmas.
Lemma 9. Suppose τ is an infinitesimal deformation. Then
D˜
(
τ
f
)
= Y ×DX
for some Y, which is called the rotation vector of τ.
Proof. Choose a local orthonormal frame {e1, e2, ν}. Let ω1, ω2 be the dual of e1, e2. By (2.4),
we have
D˜(
τ
f
) =
[
Dea(
τ
f
) +
κ
f
〈ea, τ
f
〉X
]
ωa
=
[
Deaτ
f
+ ea(
1
f
)τ +
κ
f 2
〈ea, τ〉〈X, ei〉ei
]
ωa
=
[
Deaτ
f
− κ
f 2
〈X, ea〉〈τ, ei〉ei + κ
f 2
〈τ, ea〉〈X, ei〉ei
]
ωa
= [Aabeb +Baν]ω
a.
From (3.8),
Deaτ · eb +Debτ · ea = 0.
Hence Aab is anti-symmetric and D˜( τf ) = Y ×DX for Y = 1f (B2e1 − B1e2 + A12ν).
When we restrict a Killing vector field of hyperbolic space to the surface, we get an in-
finitesimal deformation τ = Y0 ×X + fZ0. We compute the rotation vector for such τ .
Lemma 10. For a Killing vector τ = Y0 ×X + fZ0, where Y0 and Z0 are constant vectors, its
rotation vector is 1
f3
(Y0 + κ〈Y0, X〉X).
8
Proof. By Proposition 3, D˜Y0 = 0 and D˜Z0 = 0. Thus,
D˜
(
τ
f
)
=
Y0
f
×DX +
(
(Y0 ×X)ea( 1
f
) +
κ
f
〈ea, Y0 ×X
f
〉X
)
ωa
=
Y0
f
×DX + κ
f 3
(〈DX, Y0 ×X〉X − 〈DX,X〉(Y0 ×X))
=
Y0
f
×DX + κ
f 3
((Y0 ×X)×X)×DX.
This implies that
Y =
Y0
f
+
κ
f 3
(Y0 ×X)×X
=
Y0
f
+
κ
f 3
(〈Y0, X〉X − 〈X,X〉Y0)
=
Y0
f
(1− κr
2
f 2
) +
κ
f 3
〈Y0, X〉X
=
1
f 3
(Y0 + κ〈Y0, X〉X) .
Lemma 11. A vector Z can be written as Z0 + κ〈Z0, X〉X for some constant vector Z0 if and
only if
DZ =
κ
f 2
〈Z,X〉DX.
Proof. The only if part follows by direct computation. For the if part, let W = DξZ −
κ
f
〈Z,X〉ξ = 0. We then compute
D˜ξ
(
Z − κ
f 2
〈Z,X〉X
)
= W − κ
f 2
〈W,X〉X = 0.
Hence Z = κ
f2
〈Z,X〉X+Z0 for some constant vector Z0. The assertion follows by taking inner
product with X.
In terms of the cross product, we express the Riemann curvature tensor on hyperbolic space
as
R(X, Y )Z = −κ〈Y, Z〉X + κ〈X,Z〉Y = κZ × (Y ×X).
Let Y¯ = f 3Y, where Y is the rotation vector of τ .
Lemma 12. DY¯ is tangential, that is, DY¯ = Cbaebωa for some 2 × 2 matrix Cba. Moreover,
2κ〈Y¯ , X〉 = f(C11 + C22).
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Proof. From Lemma 9, D˜( τ
f
) = D( τ
f
) + κ
f
〈 τ
f
, ·〉X = Y × DX. Choosing an orthonormal
frame e1, e2 such that the tangential component DTeaeb(p) = 0. Multiplying by f 3 and taking
derivative, we have at p,
f 3DebDea
τ
f
+ eb(f
3)Dea
τ
f
+Deb (κf〈τ, ea〉X) =
(
DebY¯
)×DeaX + Y¯ ×DebDeaX.
Antisymmetrizing a, b and using the curvature identity, we get
f 3
(
−κ〈ea, τ
f
〉eb + κ〈eb, τ
f
〉ea
)
+ eb(f
3)Dea(
τ
f
)− ea(f 3)Deb(
τ
f
)
+ eb(κf〈τ, ea〉)X − ea(κf〈τ, eb〉)X + κf
(〈τ, ea〉DebX − 〈τ, eb〉DeaX)
= Deb Y¯ ×DeaX −DeaY¯ ×DebX + Y¯ × (−κ〈ea, X〉eb + κ〈eb, X〉ea) .
Note the first and last term of the left hand side cancel. By Lemma 9, (2.5), and (2.4),
eb(f
3)Y ×DeaX − ea(f 3)Y ×DebX + κf 2 (〈Y ×DebX, ea〉 − 〈Y ×DeaX, eb〉)X
= DebY¯ ×DeaX −DeaY¯ ×DebX − κf 3 (〈ea, X〉Y × eb − 〈eb, X〉Y × ea) .
Therefore,
DebY¯ ×DeaX −DeaY¯ ×DebX
= 2κf 3 (〈X, eb〉Y × ea − 〈X, ea〉Y × eb) + κf 3 (〈Y × eb, ea〉 − 〈Y × ea, eb〉)X
= 2κY¯ × (X × (ea × eb))− 2κ〈Y¯ , (ea × eb)〉X.
Let a = 1, b = 2. We have
De2 Y¯ × fe1 −De1Y¯ × fe2 = 2κY¯ × (X × ν)− 2κ〈Y¯ , ν〉X = −2κ〈Y¯ , X〉ν.
The lemma follows by comparing the tangential and normal components.
Lemma 13. Consider
Ψ = d
[
1
f
X·
(
Y¯ − κ
f 2
〈Y¯ , X〉X
)
×
(
DY¯ − κ
f 2
〈Y¯ , X〉DX
)]
.
Here v · w stands for 〈v, w〉. The two-form Ψ can be expressed as
X
f
·
(
DY¯ − κ
f 2
〈Y¯ , X〉DX
)
×
(
DY¯ − κ
f 2
〈Y¯ , X〉DX
)
.
Proof. By straightforward computation, we have
f 2Ψ = −dfX · Y¯ ×
(
DY¯ − κ
f 2
〈Y¯ , X〉DX
)
+ fDX ·
(
Y¯ − κ
f 2
〈Y¯ , X〉X
)
×
(
DY¯ − κ
f 2
〈Y¯ , X〉DX
)
+ fX ·
(
DY¯ − κ
f 2
〈Y¯ , X〉DX
)
×
(
DY¯ − κ
f 2
〈Y¯ , X〉DX
)
+ fX · Y¯ ×
(
D2Y¯ − d
(
κ
f 2
〈Y¯ , X〉
)
∧DX − κ
f 2
〈Y¯ , X〉D2X
)
= I + II + III + IV.
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Here
D2Y =
1
2
(
DeaDebY¯ −DebDeaY¯ −D[ea,eb]Y¯
)
ωaωb
= −κ(Y¯ × ν)ω1 ∧ ω2.
by the curvature identity.
We claim that II = 0. Indeed, we have
DX ×DY¯ = f(C11 + C22 )νω1 ∧ ω2 (3.9)
DX ×DX = 2f 2νω1 ∧ ω2. (3.10)
By Lemma 12, II = 0. Consequently, it remains to show that I + IV = 0
The following identity can be verified directly by expanding each term in an orthonormal
frame.
v × (α× β) = −〈v, α〉β − 〈v, β〉α (3.11)
for any v ∈ Γ(S2, E) and α, β ∈ Γ(S2, E ⊗ T ∗S2).
From (2.4), we have
df =
κ
f
〈X,DX〉
d
(
κ
f 2
〈Y¯ , X〉
)
=
κ
f 2
(
− κ
f 2
〈X,DX〉〈Y¯ , X〉+ 〈DY¯ ,X〉+ 〈Y¯ , DX〉
)
Hence I + IV = κ
f
X · Y¯ × Ω where
Ω =
(
−〈X,DX〉 ∧DY¯ + κ
f 2
〈Y¯ , X〉〈X,DX〉 ∧DX
− f 2(Y¯ × ν)ω1 ∧ ω2
+
2κ
f 2
〈Y¯ , X〉〈X,DX〉 ∧DX − 〈X,DY¯ 〉 ∧DX − 〈Y¯ , DX〉 ∧DX
+ κ〈Y¯ , X〉(X × ν)ω1 ∧ ω2
)
From (3.11), (3.10) and (3.9), we obtain
Ω =
(
2κ〈Y¯ , X〉(X × ν)− κ〈Y¯ , X〉(X × ν)− f 2(Y¯ × ν)
− 2κ〈Y¯ , X〉(X × ν) + f 2(Y¯ × ν) + κ〈Y¯ , X〉(X × ν)
)
ω1 ∧ ω2
= 0
We are ready to prove the rigidity result, Theorem 7.
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Proof of Theorem 7. From Lemma 12, we can write
DY¯ − κ
f 2
〈Y¯ , X〉DX = Bab eaωb (3.12)
with B11 + B22 = 0. Choosing an orthonormal frame e1, e2 such that the tangential component
DTeaeb(p) = 0. At p, we have
Dea
(
DebY¯ −
κ
f 2
〈Y¯ , X〉DebX
)
= ea(B
c
b)ec −Bcbhacν,
where hab is the second fundamental form of Σ. Antisymmetrizing and using the curvature
identity, we obtain
−κY¯ × (ea × eb) + αeb − βea + κ2f2 〈Y¯ , X〉X × (ea × eb)
= (ea(B
c
b)− eb(Bca)) ec + (Bcahbc − Bcbhac) ν.
Here α = −fDea
(
κ
f2
〈Y¯ , X〉
)
and β = −fDeb
(
κ
f2
〈Y¯ , X〉
)
. Let a = 1, b = 2. Comparing the
normal component, we have Bc1h2c − Bc2h1c = 0. In matrix form,
Tr
(
B11 B
2
1
B12 B
2
2
)(
h21 −h11
h22 −h12
)
= 0. (3.13)
By the Gauss equation, the determinant of the second matrix is K + κ. Since (Tr(M))2 ≥
2 det(M) for any 2×2 matrix, det(B) ≤ 0. On the other hand, Lemma 13 and Stoke’s theorem
imply
0 =
∫
Σ
Ψ
=
∫
Σ
d
[
1
f
X·
(
Y¯ − κ
f 2
〈Y¯ , X〉X
)
×
(
DY¯ − κ
f 2
〈Y¯ , X〉DX
)]
=
∫
Σ
X
f
· (Bab eaωb)× (Bcdecωd)
=
∫
Σ
2
〈X, ν〉
f
detBω1 ∧ ω2.
Hence, det(B) ≡ 0. We may assume h11h22 > 0, h12 = h21 = 0. (3.13) then implies B12B21 ≥
0. Since B11 +B22 = 0, B ≡ 0.
By Lemma 11, Y¯ = Z0 + κ〈Z0, X〉X for some constant vector Z0. From the definition
of Y¯ , D˜
(
τ
f
)
= 1
f3
(Z0 + κ〈Z0, X〉X) × DX. By Lemma 10, D˜
(
τ−Z0×X
f
)
= 0. Hence τ =
Z0 ×X + fW0 for some constant vector W0. This completes the proof of Theorem 7.
4 Isometric embeddings into H3−κ
The main goal of this section is to prove
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Theorem 14 (Theorem A). Let σ¯ be a smooth metric on S2 with Gauss curvature K ≥ −κ.
Then there exists a C1,1 isometric embedding into H3−κ.
We prove the theorem by the continuity method. It consists of three steps:
(1) Connectedness: show that there exists a family of smooth metrics σt, t ∈ [0,∞) such that
σ0 = σ¯ and that σt converges to a metric with constant Gauss curvature. Moreover, σt has
K > −κ for t > 0.
Let I ⊂ [0,∞) be the set of parameters that σt can be isometrically embedded into H3−κ as a
closed convex C1,1 surface.
(2) Openness: show that I ∩ (0,∞) is open.
Since any metric with constant Gauss curvature is the same as the standard metric up to a
diffeomorphism, σ∞ can be isometrically embedded into H3−κ. As a result of the openness,
there exists a sufficiently large T0 such that σt, t > T0, can be isometrically embedded into
H
3
−κ. In particular, I is nonempty.
(3) Closedness: We prove an a priori estimate to obtain closedness.
4.1 Connectedness
We prove the connectedness by using solutions to the normalized Ricci flow.
Lemma 15. There exists an one-parameter family of smooth metrics σt, t ∈ [0,∞) on S2
such that σ0 = σ¯ and σt converges to a metric σ∞ with constant Gauss curvature. Moreover,
K > −κ for t > 0.
Proof. For any given smooth metric σ¯ on S2 with K ≥ −κ, consider the normalized Ricci flow
with the initial metric σ¯ : {
∂σ
∂t
= (r − R)σ
σ0 = σ¯,
(4.14)
where R is the scalar curvature of σt with average r. Hamilton [9] and Chow [5] established
long time existence and convergence to a metric with constant Gauss curvature. Moreover, the
scalar curvature satisfies the evolution equation
∂R
∂t
= ∆σR +R(R− r).
Applying the maximum principle to the evolution equation, we know that minR is increasing
when minR < 0. Thus, K(σt) + κ is positive for t > 0.
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4.2 Openness
We show the openness in the continuity method by proving the following result.
Theorem 16. Let σ be a smooth metric on S2 with Gauss curvature K > −κ. Suppose σ can be
isometrically embedded into H3−κ as a closed convex surface r. Then for any α ∈ (0, 1), there
exists a positive ǫ, depending only on σ and α, such that any smooth metric σ′ on S2 satisfying
|σ − σ′|C2,α < ǫ
can be isometrically embedded in H3−κ as a closed convex survace r′.
Recall that we write r for ϕ ◦ i and view r as the position vector, where ϕ is a trivialization.
A deformation τ ∈ Γ(Σ, E) is viewed as a vector-valued function y ∈ T
r
R
3 and a translation
sending r to r+ y. To prove Theorem 16, it suffices to find a vector y satisfying
gij(r+ y)
∂(ri + yi)
∂ua
∂(rj + yj)
∂ub
= σ′ab. (4.15)
Below, we first find an equivalent infinitesimal-deformation equation (4.16) and solve the lin-
earized equation (4.17) of (4.16).
Substracting gij(r) ∂r
i
∂ua
∂rj
∂ub
= σab from (4.15), we get
gij(r)
(
r
i
aDby
j +Day
i
r
j
b
)− gij(r) (riaΓjbkyk + Γiakykrjb)+ gij(r)yiayjb
+ (gij(r+ y)− gij(r))
(
r
i
ar
j
b + r
i
ay
j
b + y
i
ar
j
b + y
i
ay
j
b
)
= σ′ab − σab,
where Db = D ∂
∂ub
, r
i
a =
∂ri
∂ua
and Γiak = rma Γimk. By Taylor theorem,
gij(r+ y)− gij(r) = ∂kgij(r)yk + ykyl
∫ 1
0
(1− t)∂2klgij(r+ ty)dt.
By the definition of Christoffel symbol, ∂kgij(r)riar
j
b = gij(r)
(
r
i
aΓ
j
bk + Γ
i
akr
j
b
)
. Set
Fijkl(r,y) :=
∫ 1
0
(1− t)∂2klgij(r+ ty)dt and Gijk(r,y) :=
∫ 1
0
∂kgij(r+ ty)dt.
We conclude that (4.15) is equivalent to the following inhomogeneous infinitesimal-deformation-
type equation
gij(r)
(
r
i
aDby
j +Day
i
r
j
b
) (4.16)
= σ′ab − σab − gij(r)yiayjb − Fijkl(r,y)riarjbykyl −Gijk(r,y)yk(riayjb + yiarjb + yiayjb)
=: qab(y)
Note that |Fijkl(r,y)|m,α, |Gijk(r,y)|m,α ≤ Cm,α|y|m,α.
To solve (4.16), we study the corresponding linearized equation
gij(r)
(
r
i
aDby
j +Day
i
r
j
b
)
= q¯ab (4.17)
where q¯ab is an arbitrary smooth symmetric bilinear form on S2.
Before solving the linearized equation (4.17), we show that D˜ is a flat connection on E.
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Lemma 17. For any Y ∈ Γ(Σ, E),
D˜ebD˜eaY − D˜eaD˜ebY − D˜[eb,ea]Y = 0.
Proof.
D˜ebD˜eaY = D˜eb
(
DeaY +
κ
f
〈ea, Y 〉X
)
= DebDeaY +Deb
(
κ
f
〈ea, Y 〉X
)
+
κ
f
〈eb, DeaY 〉X +
κ2
f 2
〈ea, Y 〉〈eb, X〉X
= DebDeaY −
κ2
f 2
〈eb, X〉〈ea, Y 〉X + κ
f
〈Debea, Y 〉X +
κ
f
〈ea, DebY 〉X + κ〈ea, Y 〉eb
+
κ
f
〈eb, DeaY 〉X +
κ2
f 2
〈ea, Y 〉〈eb, X〉X.
Therefore,
D˜ebD˜eaY − D˜eaD˜ebY − D˜[eb,ea]Y = R(eb, ea)Y + κ〈ea, Y 〉eb − κ〈eb, Y 〉ea = 0.
Next, we solve the linearized equation (4.17).
Proposition 18. For any smooth symmetric bilinear form q¯ on a convex surface Σ ⊂ H3−κ, there
exists a smooth solution to
Dτ ⊙DX = f 2q¯. (4.18)
Proof. For a fixed point p, we choose an orthonormal frame {e1, e2} with DTeaeb(p) = 0 and
write Da for Dea and q¯ab for q¯(ea, eb). Equation (4.18) implies the symmetric part of tangential
components of Dτ is f q¯ab, equivalently,
1
2
(
D˜a
(
τ
f
)
· eb + D˜b
(
τ
f
)
· ea
)
= q¯ab. (4.19)
To solve (4.18), we introduce new dependent variables. We define v1, v2 and w by
va = D˜a
(
τ
f
)
· ν, a = 1, 2, (4.20)
and
w
f 2
=
1
2
(
D˜a
(
τ
f
)
· eb − D˜b
(
τ
f
)
· ea
)
(4.21)
The triplet {v1, v2, w} completely determines D˜
(
τ
f
)
:
D˜a
(
τ
f
)
=
2∑
b=1
(
q¯ab +
w
f 2
ǫab
)
eb + vaν (4.22)
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where ǫab =
(
0 1
−1 0
)
.
Let ∇ denote the Levi-Civita connection with respect to σ. Since D˜ is a flat connection, we
have
0 = D˜aD˜b
(
τ
f
)
− D˜bD˜a
(
τ
f
)
=
2∑
c=1
[
∇a
(
q¯bc +
w
f 2
ǫbc
)
ec −
(
q¯bc +
w
f 2
ǫbc
)
hacν + vbhacec
]
+
κ
f
(
q¯ba +
w
f 2
ǫba
)
X
− (a, b antisymmetric) .
Comparing the tangential and normal components, we have(
h11 h21
h12 h22
)(
v2
−v1
)
=
(
∇1w
f2
− c1
∇2w
f2
− c2
)
, (4.23)
and
∇1v2 −∇2v1 = T − Hw
f 2
+
2κ
f 3
w〈X, ν〉, (4.24)
where T = −∑2a=1(q¯1aha2+ q¯2aha1) and ca = ∇1q¯a2−∇2q¯a1. We substitute (4.23) into (4.24)
to obtain an elliptic equation
∇a
(
(h−1)ab
∇bw
f 2
)
+
Hw
f 2
− 2κ
f
〈X, ν〉w = T +∇a
(
(h−1)abcb
)
. (4.25)
as det (hab) > 0.
In order to solve the self-adjoint elliptic equation (4.25), we need to show the quantity of the
right-hand side is perpendicular to the kernel of the operator. The homogeneous equation asso-
ciated with (4.25) corresponds to an infinitesimal isometric deformation. From the infinitesimal
rigidity result in Section 3, the general solution comes from Killing vector fields Y0×X +fZ0.
For τ = Y0 ×X + fZ0, by (10),
w =
1
2
f 2
(
D˜e1
(
τ
f
)
· e2 − D˜e2
(
τ
f
)
· e1
)
= 〈Y0, ν〉+ κ〈Y0, X〉〈X, ν〉.
Hence the kernel is of the form
w¯ = 〈Y0, ν〉+ κ〈Y0, X〉〈X, ν〉
for any constant vector Y0. To show∫
T w¯ − (h−1)abcb∇aw¯ = 0,
16
we introduce new quantities
w¯a = 〈Y0, ea〉+ κ〈Y0, X〉〈X, ea〉, a = 1, 2.
Since D˜Y0 = 0, we have the following
∇aw¯ =
2∑
b=1
hab (〈Y0, eb〉+ κ〈Y0, X〉〈X, eb〉) =
2∑
b=1
habw¯b,
and
∇aw¯b = −habw¯ + κf〈Y0, X〉δab.
We are now ready to verify that
∫
T w¯ − (h−1)abcb∇aw¯ =
∫
T w¯ −
2∑
a=1
caw¯a
=
∫
T w¯ +
2∑
a=1
(q¯a2∇1w¯a − q¯a1∇2w¯a)
=
∫
T w¯ −
2∑
a=1
q¯a2h1aw¯ + q¯12κf〈Y0, X〉+
2∑
a=1
q¯a1h2aw¯ − q¯21κf〈Y0, X〉
= 0.
From Hilbert’s theory, w can be solved for (4.25). By the regularity theory for elliptic equations,
w is smooth. We then solve u1 and u2 from w in (4.23). At last, choose a point p and initial
value τ(p) and integrate (4.22) along paths to get τ .
We are in the position to prove Theorem 16.
Proof of Theorem 16. Given a vector-valued function z, let y = φ(z) be the solution of (4.18)
with the right-hand side q¯ = qab(z). Note that y solves (4.15) if y is a fixed point of φ. We
intend to apply the contraction mapping principle to find a fixed point. First of all, we need an
a priori estimate of the solution of (4.18).
Lemma 19 ([10], Lemma 9.2.4). Given 0 < α < 1, and z ∈ T
r
R
3
, there exist a smooth solution
y of (4.18) and a constant C depending on α and Σ such that
|y|2,α ≤ C
(∣∣∣∣q(z)f
∣∣∣∣
1,α
+
∣∣∇1(f 2c2)−∇2(f 2c1)∣∣α
)
≤ C (|q(z)|1,α + |∇1c2 −∇2c1|α) .
Here ca = ∇1(q(z)a2)−∇2(q(z)a1) is defined as in the proof of the previous lemma.
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Observe that∇1(f 2c2)−∇2(f 2c1) does not involve the third derivatives of z and every term
contains at least two z’s. Lemma 19 implies
|φ(z)|2,α ≤ C1
(|σ′ab − σab|2,α + |z|22,α) .
Note that the solution is linear in qab. Thus, if y is the solution of gij(r)
(
r
i
aDby
j +Day
i
r
j
b
)
=
qab(z), and y′ is the solution of gij(r)
(
r
i
aDby
′j +Day′ir
j
b
)
= qab(w), then the difference y−y′
satisfies the equation with right-hand side q¯ = q(z)− q(w). Hence, we have
|y− y′|2,α ≤ C (|q¯|1,α + |∇1c2 −∇2c1|α) ,
where c1, c2 are expressed in terms of the coefficients of q¯. The term |∇1c2 −∇2c1|α does not
involve the derivatives of y and y′ of order higher than two. Given a symmetric bilinear form
Aij and two sections α, β ∈ Γ(S2, E⊗T ∗S2), define A(α ·β) = 12Aij(αiaβjb +αibβja). Note that
A(dz · dz− dw · dw) = A(d(z+w) · d(z−w)) for any A. Hence we have
q(z)− q(w) = −g(d(z+w) · d(z−w))
−
[
(z−w)m
(∫ 1
0
(
∂Fijkl
∂ym
)
(tz+ (1− t)w)dt
)
z
k
z
l
+ Fijkl(w)(z+w)
k(z−w)l
]
r
i
ar
j
b
−
[
(z−w)m
(∫ 1
0
∂Gijk
∂ym
(tz+ (1− t)w)dt
)
z
k(2dr · dz+ dz · dz)
+Gijk(w)(z−w)k(2dr · dz+ dz · dz)
+Gijk(w)w
k(2dr · d(z−w) + d(z+w) · d(z−w))
]
If |z|2,α, |w|2,α < 1, then
|φ(z)− φ(w)|2,α ≤ C2 (|z|2,α + |w|2,α) |z−w|2,α.
If we choose µ < 1 such thatC1µ < 12 and 2C2µ < 1, then for any metric σ
′ withC1|σ′−σ|2,α <
µ
2
, φ : Bµ → Bµ is a contraction mapping in C2,α. The existence of solution to (4.16) follows
from contraction mapping principle. This completes the proof of Theorem 16.
From Theorem 16 and Lemma 15, I is open and non-empty as [T0,∞) ⊂ I for some large
T0.
4.3 Closedness
To prove closedness, we have to establish the a priori estimate for the isometric embedding.
Suppose we have a sequence of isometric embeddings rti with ti → T. Recall that we fix a
diffeomorphism ϕ : H3−κ → R3.
Definition 20. We say that a surface Σ ⊂ H3−κ is centered at the origin if ϕ(Σ) has center of
mass at (0,0,0).
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By an isometry in H3−κ, we may assume that the embeddings rti are centered at the origin.
In two-dimensional spaces, the Ricci flow equation (4.14) can be rewritten as a parabolic
equation of a scalar function. By the uniformization theorem, σ¯ = e2u¯σˆ for a metric σˆ with
constant Gauss curvature Kˆ and the same area as σ¯. Let σt = e2utσˆ, then (4.14) becomes an
equation of u {
∂u
∂t
= Kˆ −K
u0 = u¯.
(4.26)
Moreover, by the work of M. Struwe, we have the following:
Theorem 21 ([19], Theorem 6.1). For any u0 ∈ H2(S2, σˆ), there exist a unique global solution
u of (4.26) and a smooth limit u∞ corresponding to a smooth metric σ∞ = e2u∞ σˆ of constant
curvature such that
‖u(t)− u∞‖H2 ≤ Ce−αt (4.27)
for some constants C and α depending only on σˆ and u0
From (4.27), the diameters of σt are uniformly bounded. Thus, maxΣti ri and maxΣti f are
bounded by a constant depending only on σ¯. This proves the uniform C0-estimate for rti .
The C1-estimate follows from the isometric embedding equation
gij
∂ri
∂ua
∂rj
∂ub
= σab.
Indeed, we may assume gij is diagonal everywhere by a change of variable. Then for i = 1, 2, 3,
we can directly check
|∇ri|2 = σabriarib ≤ Cgjkσabrjarkb = 2C
where C only depends on maxΣ f.
In the following, we write σ for σti and r for rti if there is no risk of confusion. The key to
prove C2-estimate is a uniform bound of the principal curvatures. Since Σ is convex, it suffices
to bound the mean curvature. The main difficulty lies in that the Gauss curvature of a convex
surface in hyperbolic space may be negative somewhere. We remark that for the strictly convex
case, the uniform bound of the mean curvature is proved by Pogorelov [18, page 337-342].
Theorem 22 (Theorem B). Let Σ be a closed convex surface in H3−κ, normalized so that Σ is
centered at the origin. Then
max
Σ
H ≤ C,
for some constant C depending only on ‖f‖C0(Σ) and ‖K‖C2(Σ).
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Proof. Let λ ≥ µ be the two principal curvatures. Suppose F achieves its maximum at p. We
may assume that λ > 2µ at p; otherwise λ2 ≤ 2λµ = 2(K + κ) and the estimate clearly holds.
We intend to apply the maximum principle to the test function F = log λ + α |X|
2
2
, where α
satisfies
αmin f 2 > κ.
In the following computation, we denote the covariant derivative with respect to σ by ; or ∇.
Moreover, we write λa for λ;a for the gradient of principal curvatures. The first and second
derivatives of F are given by
Fa =
λa
λ
+ αf〈X, ea〉 (4.28)
and
F;ab =
λ;ab
λ
− λaλb
λ2
+ κα〈X, ea〉〈X, eb〉+ αf 2σab − αfhab〈X, ν〉. (4.29)
We compute each term in (Hσij − hij)F;ij . Starting with (Hσab − hab)λ;ab. We have
(Hσab − hab)λ;ab = µλ;11 + λλ;22.
By (A.38) and the Codazzi equation,
(Hσab − hab)λ;ab = µ
(
h11;11 +
2
λ− µ(h11;2)
2
)
+ λ
(
h11;22 +
2
λ− µ(h22;1)
2
)
.
By the Codazzi equation and commutation formula, h11;22 = h22;11 +K(λ− µ). Thus,
(Hσab − hab)λ;ab = µ
(
h11;11 +
2
λ− µ(λ2)
2
)
+ λ
(
h22,11 +
2
λ− µ(µ1)
2
)
+Kλ(λ− µ).
On the other hand, differentiating the Gauss equation det(h) = K + κ, we get
(K + κ);ab =
(
(Hσcd − hcd)hcd;a
)
;b
= (Hσcd − hcd)hcd;ab +HaHb − hcd;bhcd;a.
In particular,
K;11 = µh11;11 + λh22;11 + (λ1 + µ1)
2 − (λ1)2 − 2(λ2)2 − (µ1)2
= µh11;11 + λh22;11 + 2λ1µ1 − 2(λ2)2. (4.30)
Therefore,
(Hσab − hab)λ;ab = K;11 − 2λ1µ1 + 2λ
λ− µ
(
(λ2)
2 + (µ1)
2
)
+Kλ(λ− µ). (4.31)
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At p, the derivatives Fa = 0 and F;ab ≤ 0. We thus have
λ1 = −αf〈X, e1〉λ,
λ2 = −αf〈X, e2〉λ,
µ1 =
K1
λ
+
αf(K + κ)〈X, e1〉
λ
= O(1/λ),
µ2 =
K2
λ
− αf(K + κ)〈X, e2〉
λ
= O(1/λ);
(4.32)
and
0 ≥ (Hσab − hab)F;ab
=
1
λ
(
K;11 − 2λ1µ1 + 2λ
λ− µ
(
(λ2)
2 + (µ1)
2
)
+Kλ(λ− µ)
)
− α2f 2〈X, e1〉2µ− α2f 2〈X, e2〉2λ
+ κα
(
µ〈X, e1〉2 + λ〈X, e2〉2
)
+ αf 2(λ+ µ)− 2αf(K + κ)〈X, ν〉
=
(
2α2f 2〈X, e2〉2 +K − α2f 2〈X, e2〉2 + κα〈X, e2〉2 + αf 2
)
λ+O(1)
≥ (K + αf 2)λ+O(1).
Note that the first term in the last equality comes from (λ2)2. Here we say a functionG = O(λp)
if there exist some constants c and C depending only on ‖K‖C2(Σ) and ‖f‖C0(Σ) such that
cλp ≤ G ≤ Cλp when λ ≥ 1.
From our assumption on α, λ(p) ≤ C. For other points q ∈ Σ,
λ(q) ≤ λ(p)e
|X|2(p)
e|X|2(q)
≤ C.
We are in the position to prove the C2-estimate. Writing D
rb
ra in two ways
(D
rb
ra)
i =
∂2ri
∂ua∂ub
+ Γijk
∂rj
∂ua
∂rk
∂ub
= Γcab
∂ri
∂uc
− habνi,
we obtain
∇b∇ari = −habνi − Γijk
∂rj
∂ua
∂rk
∂ub
(4.33)
Hence ‖ri‖C2 ≤ C where C depends on the upper bound of principal curvatures and ‖ri‖C1 .
By Arzela-Ascoli theorem, a subsequence of rti converges to some rT ∈ C1,1. This completes
the proof of Theorem 14.
When K > κ, the continuity method actually produces a smooth isometric embedding.
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Theorem 23. Let σ¯ be a smooth metric on S2 with Gauss curvature K > −κ. Then there exists
a smooth isometric embedding i : (S2, σ¯)→ H3−κ which is unique up to congruence.
Proof. The proof of uniqueness (indepent of Pororelov’s) could be found in [8]. To prove the
theorem, we have to establish a priori estimates for the higher derivatives of rti . Let Σti denote
rti(Σ). Define
ρ(ti) =
1
2
〈X|Σti , X|Σti〉.
We compute
ρ;a = f〈X, ∂r
∂ua
〉,
ρ;ab = κ〈X, ∂r
∂ua
〉〈X, ∂r
∂ub
〉+ fσab − hab〈X, ν〉. (4.34)
Taking the determinant of (4.34), we get
F ≡ det(ρ;ab − fσab)− (K + κ)(2ρ− f 2|∇ρ|2) = 0 (4.35)
The assumption K > −κ, together with Lemma 24 and Lemma 25, imply that (4.35) is uni-
formly elliptic
Fρ;11Fρ;22 − F2ρ;12 =
K + κ
det σ
〈X, ν〉2 > 0.
By [14, Theorem I] (see also [10, Lemma 9.3.4]) and the Schauder estimates, ‖ρ‖Cm,α is uni-
formly bounded for any m and 0 < α < 1. The higher regularity of r follows from (4.33) and
(4.34).
By (4.34), since the support function 〈X, ν〉 is bounded from above and below, the m-th
derivatives of second fundamental form ∇mh are bounded by the (m + 2)-th derivatives of ρ
and m+ 1-th derivatives of r. Furthermore, by (4.33), the (m+ 2)-derivatives of r is bounded
by the m-derivatives of h and the (m+1)-th derivatives of r. The higher regularity of r follows.
This completes the proof.
Lemma 24. Suppose that Σ is a smooth closed convex surface centered at the origin in H3−κ.
Then there exists a positive constant R depending on 1
maxK+κ
and the diameter of Σ such that
the geodesic ball of radius R at the origin lies inside Σ.
Proof. We identify the hyperbolic space H3−κ with the hyperboloid {(x0, x1, x2, x3) : −(x0)2 +
(x1)2 + (x2)2 + (x3)2 = − 1
κ
}. Consider the Beltrami map
β : H3−κ → {x0 = 1√κ}
(x0, x1, x2, x3) 7→ 1√
κ
(
1, x
1
x0
, x
2
x0
, x
3
x0
)
.
We identify {x0 = 1√
κ
} with the Euclidean space R3. Recall the static potential f is equal to√
κx0. Suppose Σ is given by the embedding
r(u1, u2) =
(
x0(u1, u2), x1(u1, u2), x2(u1, u2), x3(u1, u2)
)
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with metric
σab = −1
κ
∂f
∂ua
∂f
∂ub
+
3∑
i=1
∂xi
∂ua
∂xi
∂ub
,
then the embedding of Σ˜ = β(Σ) is given by r
f
− ∂
∂x0
where ∂
∂x0
= (1, 0, 0, 0). We compute the
induced metric of Σ˜
σ˜ab =
〈
1
f
∂r
∂ua
− 1
f 2
∂f
∂ua
r,
1
f
∂r
∂ub
− 1
f 2
∂f
∂ub
r
〉
=
1
f 2
(
σab −
∂f
∂ua
∂f
∂ub
κf 2
)
It is not hard to check that the unit normals of Σ and Σ˜ are related by
ν˜ =
ν + 〈ν, ∂
∂x0
〉 ∂
∂x0√
1 + 〈ν, ∂
∂x0
〉2
Next we compute the second fundamental forms of Σ and Σ˜
hab = −
〈
∂2r
∂ua∂ub
, ν
〉
h˜ab = −
〈
∂
∂ub
(
1
f
∂r
∂ua
− 1
f 2
∂f
∂ua
r
)
,
ν√
1 + 〈ν, ∂
∂x0
〉2
〉
=
1√
1 + 〈ν, ∂
∂x0
〉2
hab
f
.
Hence Σ˜ is convex. The Gauss curvatures of Σ and Σ˜ are related by
K˜ =
det(h˜ab)
det(σ˜ab)
=
f 2
(1 + 〈ν, ∂
∂x0
〉2)(1− |∇f |2
κf2
)
(K + κ)
From (2.4), we have
1− |∇f |
2
κf 2
=
1 + κ〈X, ν〉2
f 2
Hence K˜ ≤ (maxK+κ)(max f)4. We apply [10, Lemma 9.1.1] to conclude that there exists a
positive constant R depending only on 1
max K˜
and the diameter of Σ˜ such that there exists a ball
of radius R inside Σ˜. Therefore, there exists a positive constant R′ depending only on 1
maxK+κ
and the diameter of Σ such that there exists a ball of radius R′ inside Σ.
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Lemma 25. For a convex surface Σ in H3−κ, minΣ〈X, ν〉 = minΣ r.
Proof. At the critical points of 〈X, ν〉,
0 = ∇a〈X, ν〉 = h(XT , ·).
Since Σ is convex, we have XT = 0.
5 Isometric embeddings into the anti-de Sitter spacetime
We consider the isometric embedding problem of (S2, σ) into the anti-de Sitter spacetime
(AdS, gAdS). We work on the cosmological chart of AdS on which the metric gAdS can be
expressed as
gAdS = −dt2 + S2(t)g,
where S(t) = cos(
√
κt) and g is the hyperbolic metric with sectional curvature −κ [11, (5.9)].
We have the following theorem:
Theorem 26 (Theorem C). Given a smooth metric σ and a smooth function s on S2. Suppose
K +
S ′
S
∆s−
(
S ′′
S
− S
′2
S2
)
|∇s|2 + (1 + |∇s|2)−1
(
det(∇2s)
det σ
− S
′
S
∇as∇bs∇a∇bs
)
> −κ.
(5.36)
where ∇ and ∆ denote the gradient and Laplace operator with respect to σ. Then there exists
a unique spacelike isometric embedding r : (S2, σ)→ AdS with prescribed cosmological time
function s.
Proof. Suppose we have an isometric embedding into the cosmological chart r = (s, r1, r2, r3) :
(S2, σ) → AdS. Consider the projection rˆ : S2 → H3−κ, where rˆ = (r1, r2, r3). The induced
metric on the image of the embedding satisfies
σˆ = S−2
(
s)(ds2 + σ
)
= S−2(s)σ¯,
where σ¯ = ds2 + σ.
Denote the Gauss curvatures of σ, σ¯, and σˆ by K, K¯, and Kˆ, respectively. The Gauss curva-
tures Kˆ and K¯ can be computed as
Kˆ = S2(s)
(
K¯ +∆σ¯ lnS(s)
)
,
K¯ = (1 + |∇s|2)−1
(
K + (1 + |∇s|2)−1det(∇
2s)
det σ
)
,
where ∆σ¯ is the Laplacian with respect to σ¯ and ∇2 denotes the Hessian with respect to σ.
Moreover,
∆σ¯ lnS(s) =
(
σab − ∇
as∇bs
1 + |∇s|2
)(
S ′
S
· ∇a∇bs
1 + |∇s|2 −
(
S ′′
S
− S
′2
S2
)
∇as∇bs
)
=
S ′
S
· ∆s
1 + |∇s|2 −
(
S ′′
S
− S
′2
S2
) |∇s|2
1 + |∇s|2 −
S ′
S
· ∇
as∇bs∇a∇bs
(1 + |∇|2)2 .
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Thus,
Kˆ =
S2(s)
(1 + |∇s|2)
{
K +
S ′
S
∆s−
(
S ′′
S
− S
′2
S2
)
|∇s|2 +
(1 + |∇s|2)−1
(
det(∇2s)
det σ
− S
′
S
∇as∇bs∇a∇bs
)}
.
The above computation shows that if (5.36) holds, then by Theorem 23, there exists an
isometric embedding (r1, r2, r3) : (S2, σˆ) → H3−κ and (s, r1, r2, r3) : (S2, σ) → AdS is the
desired isometric embedding into anti-de Sitter spacetime.
As for the uniqueness, we assume that ra = (s, r1a, r2a, r3a) : (S2, σ) → AdS, a = 1, 2 are
two isometric embeddings. Since the induced metrics of the projection rˆ1 and rˆ2 are isometric,
they differ by an isometry in H3−κ. Consequently, r1 and r2 are congruent.
Appendices
A Derivatives of eigenvalues
The purpose of this appendix is to prove a special case of the following well-known fact([1,
Theorem 5.5])
Proposition 27. Let M : Rm → {symmetric n× n matrices} be a smooth matrix-valued func-
tion with distinct eigenvalues λ1(x), . . . , λn(x). Suppose M(0) is diagonal. Then we have
∂λi
∂xa
(0) =
∂Mii
∂xa
(0) (A.37)
∂2λi
∂xa∂xb
(0) =
∂2Mii
∂xa∂xb
(0)− 2
∑
j 6=i
∂Mij
∂xa
(0)
∂Mij
∂xb
(0)
λj(0)− λi(0) (A.38)
Proof. Denote the adjoint matrix of M by M∗. By definition,
0 = det(M(x) − λi(x)I) (A.39)
Differentiating (A.39), we get
0 = Tr
(
(M − λiI)∗
(
∂M
∂xa
− ∂λi
∂xa
I
))
.
Since M(0) is diagonal, the only nonzero entry of (M(0)− λi(0)I)∗ is
(M(0)− λi(0)I)∗ii =
∏
k 6=i
(λk − λi)(0). (A.40)
From (A.40), the first statement follows. To prove the second statement, we differentiate (A.39)
twice to get
0 = Tr
(
∂(M − λiI)∗
∂xb
(
∂M
∂xa
− ∂λi
∂xa
I
)
+ (M − λiI)∗
(
∂2M
∂xa∂xb
− ∂
2λi
∂xa∂xb
I
))
.
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By differentiating the equation (M − λiI)∗(M − λiI) = 0, we observe that the only nonzero
entries of ∂(M−λiI)
∗
∂xb
(0) are
[
∂(M − λiI)∗
∂xb
(0)
]
ij
= (−1)
(∏
k 6=i
(λk(0)− λi(0))
)
∂Mij
∂xb
(0)
λj(0)− λi(0) for j 6= i. (A.41)
From (A.41), we obtain
0 =
(∏
k 6=i
(λk(0)− λi(0))
)(
2
∑
j 6=i
(−1)
∂Mij
∂xb
(0)
λj(0)− λi(0)
∂Mij
∂xa
(0) +
∂2Mii
∂xb∂xa
(0)− ∂
2λi
∂xb∂xa
(0)
)
This proves the second statement.
References
[1] Ball, J. M. Differentiability properties of symmetric and isotropic functions Duke Math.
J. 51 (1984), no. 3, 699-728.
[2] Brown, J. David; York, James W., Jr. Quasilocal energy in general relativity. Mathemat-
ical aspects of classical field theory (Seattle, WA, 1991), 129142, Contemp. Math., 132,
Amer. Math. Soc., Providence, RI, 1992.
[3] Brown, J. David; York, James W., Jr. Quasilocal energy and conserved charges derived
from the gravitational action. Phys. Rev. D (3) 47 (1993), no. 4, 1407–1419.
[4] J. Chang; L. Xiao The Weyl problem with nonnegative Gauss curvature in hyperbolic
space. arXiv:1209.4665
[5] Chow, Bennett The Ricci flow on the 2-sphere. J. Differential Geom. 33 (1991), no. 2,
325–334.
[6] Guan, Pengfei; Li, Yan Yan The Weyl problem with nonnegative Gauss curvature. J.
Differential Geom. 39 (1994), no. 2, 331-342.
[7] Guan, Pengfei; Lu, Siyuan private communication.
[8] Guan, Pengfei; Shen, Xi Sisi A Rigidity Theorem for hypersurfaces in higher dimensional
space forms. arXiv:1306.1581
[9] Hamilton, Richard S. The Ricci flow on surfaces. Mathematics and general relativity
(Santa Cruz, CA, 1986), 237–262, Contemp. Math., 71, Amer. Math. Soc., Providence,
RI, 1988.
[10] Han, Qing; Hong, Jia-Xing Isometric embedding of Riemannian manifolds in Euclidean
spaces Mathematical Surveys and Monographs, 130. American Mathematical Society,
Providence, RI, 2006.
26
[11] Hawking, S. W.; Ellis, G. F. R. The large scale structure of space-time. Cambridge Mono-
graphs on Mathematical Physics, No. 1. Cambridge University Press, London-New York,
1973.
[12] Hong, J.; Zuily, C. Isometric embedding of the 2-sphere with nonnegative curvature in
R
3
. Math. Z. 219 (1995), no. 3, 323–334.
[13] Iaia, Joseph A. Isometric embeddings of surfaces with nonnegative curvature in R3. Duke
Math. J. 67 (1992), no. 2, 423–459.
[14] Nirenberg, Louis On nonlinear elliptic partial differential equations and Hlder continu-
ity. Comm. Pure Appl. Math. 6, (1953). 103–156
[15] Nirenberg, Louis The Weyl and Minkowski problems in differential geometry in the large.
Comm. Pure Appl. Math. 6, (1953). 337–394.
[16] Pogorelov, A. V. Regularity of a convex surface with given Gaussian curvature. (Russian)
Mat. Sbornik N.S. 31(73), (1952). 88–103.
[17] Pogorelov, A. V. Some results on surface theory in the large. Advances in Math. 1 1964
fasc. 2, 191–264.
[18] Pogorelov, A. V. Extrinsic geometry of convex surfaces Translations of Mathematical
Monographs, Vol. 35. American Mathematical Society, Providence, R.I., 1973.
[19] Struwe, Michael Curvature flows on surfaces. Ann. Sc. Norm. Super. Pisa Cl. Sci. (5) 1
(2002), no. 2, 247-274.
[20] Wang, Mu-Tao; Yau, Shing-Tung Isometric embeddings into the Minkowski space and
new quasi-local mass. Comm. Math. Phys. 288 (2009), no. 3, 919-942.
27
