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1. INTRODUCTION AND MAIN RESULTS 
In this paper we consider the controllability of nonlinear differential 
systems of the form 
“+ = A(t) x + k(t, u) + go, x, u) (1) 
on [to , co). We assume that the functions A, k, and g are continuous for 
tat,, XEE~, u E Em and that R(t, 0) = 0 and g(t, x, 0) = 0. Let Q be a 
continuous multifunction from [to , co) into the set of nonempty, compact 
subsets of Em which contain the origin. 
System (1) is said to be approximately controllable (completely controllable) 
if given any pair x0 , x1 E: En and any E > 0 (C > 0) there exists a measurable 
function u: [to , a) + Em and a time t, E [to , co) such that u(t) E Q(t) for 
t >, t, and the solution of 
* = A(t) x + 46 u(t)> + g(t, x, u(t)) a.e. on [to, tl], 
x(&l) = XII > 
satisfies 
Let X(t) denote the fundamental matrix solution of 2 = A(t) x such that 
X(t,,) is the identity matrix. Throughout the paper we will assume that 
X-l(t) is uniformly bounded on [to , co). It follows from the proofs (see proof of 
[I, Lemma 21) that this assumption can be omitted when one is concerned 
with controlling to the origin (i.e. xi = 0); this is the case, for example, in 
applications where the state vector x denotes the error in a controlled system. 
We consider the class of perturbations g where X-l(t) g(t, X, U) satisfies the 
following condition: A function h(t, x, u) is said to be integrably bounded on 
[to , CD) x Q if there exists a function m(t) which is integrable on [to , 00) 
and such that / h(t, x, u)i < m(t) for t > t, , x E En, u E Q(t). 
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In a recent paper [I], the author showed that if X-l(t) g(t, x, U) is integrably 
bounded on [to , co) x SL, and if the set 
Q = {h(t, u) + g(t, x, u): I.4 E Q(t)) 
is convex, then a necessary and sufficient condition that system (1) is com- 
pletely controllable is that the system 
.a? = A(t) x + R(t, u) (2) 
is completely controllable. In particular, if R and g are linear in u this gives a 
useful criterion for determining complete controllability for a class nonlinear 
systems of the form (1). 
For a number of applications, however, one need only consider approximate 
controllability. The object of this paper is to show that the above results can 
be modified to obtain necessary and sufficient conditions for another class 
of systems (1) to be approximately controllable. For these results we replace 
the assumption that Q is convex by the following Lipschitz condition on g: 
A function g(t, x, U) is said to satisfy a Lipschitz condition in x if for every 
bounded interval I C [to, co) there is a constant M such that 
I go, x> 4 - g(t, y, 41 e M I x - y I 
for all t ~1, u E Q(t), and x, y  E En. 
THEOREM 1. Suppose g satisjies a Lipschitz condition in x and 
X-l(t)g(t, x, u) is integrably bounded on [to, co) x f2. Then system (1) is 
approximately controllable ;f and only if system (2) is completely controllable. 
This result is proven in Section 2 by a method which is similar to that 
used to obtain the result on complete controllability mentioned above. 
Substantial modification is necessary for the proof of Theorem I, however. 
This is accomplished by the use of a result on generalized boundary value 
problems [2]. 
I f  G’ is a constant multifunction, a result due to Warga (use [3, Theorem 
2.21 in place of [2, Lemma 23 in the proof of Theorem 1) allows us to replace 
the above Lipschitz condition on g by the following. A function g(t, x, u) is 
said to satisfy a 1ocalLipschitz condition in x if for every compact subset V of 
[to 7 oo) x En x !J there exists a constant M such that 
Ig(4x,u)-&,Y,u)l <MIX-Y1 
for all (t, x, u), (t, y, U) E V. In particular, if ag/ax exists and is continuous on 
[to , cc) x En x G’, then g satisfies a local Lipschitz condition in x. 
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COROLLARY 1. Suppose Q is constant. Assume g satisjes a local Lipschitx 
condition in x and XPl(t)g(t, x, 24) is integrably bounded on [to , 00) X Sz. Then 
system (I) is approximately controllable if and only if system (2) is completely 
controllable. 
Note that for system (2) the set of attainability over any finite interval is 
convex. Hence, complete controllability is equivalent to approximate con- 
trollability for this system (use [4, Corollary 2.11). Since the function f(t, u) 
clearly satisfies a Lipschitz condition in x, the next result follows directly 
from Theorem 1. This result eliminates the convexity assumption for this 
type of perturbation which was assumed in the earlier work of the author [ 11. 
COROLLARY 2. Suppose X-l(t) f  (t, ) u is integrably bounded on [to, 00) >( Q. 
Then the system 
9 = A(t) x + 46 4 + f  (t, 4 
is completely controllable if and only if system (2) is completely controllable. 
Remark. Controllability of system (I) on a bounded interval with 
L?(t) FE Em presents a substantially different situation. Sufficient conditions 
for the controllability of system (2) to imply the controllability of system (1) 
in this case have been obtained by Lukes [5] and the author [6]. 
The following examples demonstrate the significance of Theorem 1 and 
its corollaries in view of the earlier work by the author [ 1, 61 and Lukes [5]. 
EXAMPLES. Let Q={(u,u)~E~:O~u,z~~l} and take to-l. Then 
the system 
k = - y  + u%/t”, j = x j-- u + 2vect, 
is completely controllable. This follows from Corollary 2 since X-l(t) is 
bounded on [ 1, CO) and the function 
is integrably bounded on [ 1, co) x 52. The base system can be seen to be com- 
pletely controllable by applying a result due to Saperstone [7, Theorem 5.11. 
Since the function 
g(t, x, Y) = cos(xy)lt2 
is integrably bounded on [I, co) and ag/&, ag/ay are continuous, Corollary 1 
shows that the system 
k = - y  + (24% + cos(xy))/P 
j = x + u + 2ve-t 
is approximately controllable. 
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2. PROOF OF THEOREM 1 
Suppose system (2) is completely controllable and let x,, , x1 E En. There 
exists (see proof of [l, Theorem I]) a time t, > t, , a sequence of measurable 
functions ur , us ,..., with values z+(t) E Q(t) for t > t, and a sequence of 
continuous functions wi: [to , co) + En, i = 1, 2,..., satisfying 
~i;l(t) = X(t) xo + X(t) Jtl X-l(s) Ck(s, 4s)) + g(s, 44, @))I ds, 
Witdto) = x0 ? Wi+1@,) = Xl > 
for each i = 1, 2,.... Further, the sequence {wi} can be chosen so that it is 
uniformly bounded on [t o, tr] and so that there is a function p(t) which is 
integrable on [to , tr] and satisfies 
lim ItI X-l(s) [k(s, ~~(4) + g(s, 44, W)l ds = ?~:PW ds i+m 
for each t 3 to . Hence, if we let 
w(t) = X(t) xo + X(t) JI:P(s) ds, 
then 
fi% q(t) = w(t) for t > to . 
Let R(t, x) denote the closed convex hull of the set 
F(t, x) = {X-l(t) [k(t, u) + g(t, x, u)]: u E Q(t)}. 
Then w is an absolutely continuous solution of the generalized boundary 
value problem 
3*(t) E A(t) x(t) + R(t, x(t)), a.e. on [to , tl], 
x(to) = x0 , x(tl) = x1 . 
(3) 
To see this let 
y&l = X-l(t) Ht, W) + dt, W, ~&))I 
for t 2 to and i = 1, 2,.... Since R(t, w(t)) is bounded on [to , tJ, there is a 
subsequence {yi,(t)} which is weak L2 convergent to some function q(t) on 
[to , tl] [S, p. 157, Lemma IA]. Therefore, there exists a sequence of convex 
combinations of the functions {yi,(t)> which converges to q(t) in the L2 
metric [9, p. 422, Corollary 141. So, there exists a subsequence of this sequence 
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of convex combinations which converges pointwise to p(t) almost everywhere 
on [t, , tJ. Since A(t, 9(t)) is convex and closed, we have q(t) E R(t, w(t)) a.e. 
on [to , tJ. Further, given E > 0 and t E [to , tl], if ii is sufficiently large we 
have 
Since (~3 is uniformly bounded on [t, , tl], the Lebesgue dominated con- 
vergence theorem implies that 
i j”; [a(s) - A41 ds 1 < 3~. 
Since t E [to , tl] and E > 0 are arbitrary we have q(s) = p(s) a.e. on [to , $1. 
Hence 
B(t) = A(t) 5(t) + q(t) a.e. on [to, tl]. 
Clearly @(to) = x,, and fi?(tJ = X, and hence w is a solution of the boundary 
value problem (3). 
Since F is continuous, closed valued and satisfies a Lipschitz condition in 
x on [to , t,], for every E > 0 there exists [2, Lemma 21 an absolutely continu- 
ous function 95 satisfying 
$0) E 4) x(f) + F(t, x(t)) a.e. on [to, tl] 
x(to) = *o , 
with / +(tl) - @(Q < E. By Filippov’s selection lemma [lo, p. 781 there 
exists a measurable function u with values u(t) E L?(t) for t 3 to such that 
&t) = 4) 4(t) +4t, w + g(c CW, U(9) a.e. on [to , tl], 
with (P(to) = x0 and 1 +(tl) - x1 / < E. Hence system (1) is approximately 
controllable. 
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The proof of the converse is essentially the same as the corresponding 
proof for the complete controllability results done by the author [l]. One 
need only modify the choice of x0 in that proof as follows: For E > 0 choose 
x,, so that 
-yql > p + N + 6. 
Remark. The converses of the results of the author on controllability of 
system (1) on a bounded interval with Q(t) = Em [6] are also valid. The proofs 
are also essentially the same as the result above (use [6, Proposition I] in 
place of the converse of [4, Corollary 2.11). 
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