In this paper, we consider the fully coupled forward-backward stochastic functional differential equations (FBSFDEs) with stochastic functional differential equations as the forward equations and the generalized anticipated backward stochastic differential equations as the backward equations. We will prove the existence and uniqueness theorem for FBSFDEs. As an application, we deal with a quadratic optimal control problem for functional stochastic systems, and get the explicit form of the optimal control by virtue of FBSFDEs.
Introduction
Backward stochastic differential equation (BSDE) was considered the general form the first time by Pardoux-Peng [7] in 1990. In the last twenty years, the and generalized anticipated BSDEs respectively, and the latter is just the new type of BSDEs studied by Yang [14] (see also Yang and Elliott [13] ).
We prove that under proper assumptions, the solution of the above equation exists uniquely (see Section 3) . Then in Section 4, as an application, we deal with an optimal control problem for the following functional stochastic system:
where v · is a control process. Our aim is to minimize the classical quadratic optimal control cost function. For this problem, we can get the explicit unique optimal control by virtue of the results obtained in the previous section.
Next we first make some preliminaries.
Preliminaries
Let {B t ; t ≥ 0} be a d-dimensional standard Brownian motion on a probability space (Ω, F , P ) and {F t ; t ≥ 0} be its natural filtration. Denote by | · | the norm in R n , and ·, · denotes the inner product. Given T > 0, we will use the following notations:
• C(−M, 0; R n ) := {ϕ · : [−M, 0] → R n | ϕ · satisfies sup −M ≤t≤0 |ϕ t | < +∞};
• L 2 (F T ; R n ) := {ξ ∈ R n | ξ is an F T -measurable random variable such that E|ξ| 2 < +∞};
• L 2 F (0, T ; R n ) := {ϕ · : Ω × [0, T ] → R n | ϕ · is an F t -progressively measurable process such that E T 0 |ϕ t | 2 dt < +∞}.
Generalized Anticipated Backward Stochastic Differential Equations
Consider the following generalized anticipated backward stochastic differential equation (GABSDE):
For the generator f (ω, t,
, we use several hypotheses (see Yang [14] ):
(A2.1) There exists a constant L > 0 such that for each
, the following holds:
where θ ≥ 0 is an arbitrary constant;
.1 of Yang (2007).
By using the fixed point theorem, Yang [14] (see also Yang and Elliott [13] ) proved the existence and uniqueness theorem for GABSDEs: Theorem 2.1 Assume that f satisfies (A2.1) and (A2.2), then for arbitrary given terminal conditions
, the GABSDE (1) has a unique solution, i.e., there exists a unique pair of
Remark 2.2 It should be mentioned here that, in fact condition (A2.1) can be weaken to (A2.1 ′′ ), which says
This can be easily checked from the detailed proofs of the theorem. 
Then we can easily check that f 1 and f 2 defined below will satisfy (A2.1):
Stochastic Functional Differential Equations
Consider the following stochastic functional differential equation (SFDE):
where ρ · ∈ C(−M, 0; R n ).
It should be mentioned that, Mohammed [6] has considered several types of SFDEs, and got the existence and uniqueness result by using Picard iterations. Here in order to make the paper self-contained, we will provide a proof by applying the fixed point theorem rather than Picard iterations.
We impose the following assumption:
Remark 2.4 Let us give some examples of coefficients satisfying
Then we can easily check that b 1 , b 2 , σ 1 and σ 2 defined below will satisfy (A2.3):
We now give the existence and uniqueness result for SFDE (2).
Theorem 2.2
Assume that (A2.3) and (A2.4) hold. Then SFDE (2) has a unique adapted solution.
Proof. Let θ be a nonnegative constant. Now we use the following norm in
which is equivalent to the original norm of L 2 F (0, T ; R n ). Henceforth we will find that this new norm is more convenient for us to construct a contraction mapping.
Let X · be the unique solution of
. We make the following notations:
Then for any θ ≥ 0, applying Itô's formula to e −θt | X t | 2 , and taking expectation, we have
This, together with (A2.3), yields
Thus if we choose θ = 2L 2 + 2L √ L 2 + 2, and note that X s ≡ 0 for s ∈ [−M, 0], then we deduce
It follows by the fixed point theorem that SFDE (2) has a unique solution
At the end of this part, for the following SFDE, with the same form as in Chapter II of Mohammed [6] :
we also give an existence and uniqueness theorem. Since the method to prove it is similar to Theorem 2.2, we omit here. For
where θ ≥ 0 is an arbitrary constant; (A2.4
Theorem 2.3 Assume that (A2.3 ′ ) and (A2.4 ′ ) hold. Then SFDE (3) has a unique adapted solution.
Fully Coupled Forward-Backward Stochastic Functional Differential Equations
In this section, we consider the following fully coupled forward-backward stochastic functional differential equation (FBSFDE):
where
and it satisfies FBSFDE (4).
Given an m × n full-rank matrix G, we use the following notations:
where G T denotes the transpose of G and Gσ = (Gσ 1 , Gσ 2 , · · · , Gσ d ).
Now we introduce the following assumptions:
|A(s, u, α, β, γ)| 2 ds < +∞ for each (u, α, β, γ);
F (0, T + K; R m×d ), the following hold:
and it is uniformly Lipschitz w.r.t. x ∈ R n ; (H3.4) A(·, ·, ·, ·, ·) and Φ(·) satisfy
, where λ 1 , λ 2 and µ are given nonnegative constants with λ 1 + λ 2 > 0, λ 2 + µ > 0. Moreover, we have λ 1 > 0, µ > 0 (resp. λ 2 > 0) when m > n (resp. n > m).
We first give the uniqueness theorem. Proof. Suppose that
Itô's formula to G X t , Y t and noting (H3.4), we have
where the last equality is due to
Together with (H3.4) again, we obtain
For the case when m > n, we note that λ 1 > 0 and µ > 0. Then it is easy to get that for 
For the case when n > m, we note that
Finally, from the uniqueness of SFDEs (see Theorem 2.2), it follows that X s ≡ X ′ s for s ∈ [0, T ]. Similarly to the above two cases, for the case when m = n, the result can be easily obtained. ✷ From now on, we will mainly study the existence of the solution to FBSFDE (4). For this, we first consider the following family of FBSFDEs parameterized by ε ∈ [0, 1]:
. It is obvious that the existence of (4) just follows from that of (5) when ε = 1. 
Then it follows that there exists a unique triple
Our objective is to prove that for sufficiently small δ, the mapping I ε 0 +δ , defined by
Apply Itô's formula to G X t , Y t , and take expectation,
According to (H3.2),
and similarly,
Thus if we choose δ 0 = min{1,
4C
}, we can clearly see that, for each δ ∈ [0, δ 0 ], the mapping I ε 0 +δ is a strict contraction on L
The classical quadratic optimal control problem is to minimize the cost function
where Q is an F T -measurable nonnegative symmetric bounded matrix, R · is an n × n nonnegative symmetric bounded progressively measurable matrix-valued process, N · is an k × k positive symmetric bounded progressively measurable matrix-valued process and its inverse N −1 · is also bounded. The following theorem tells us that, for the above optimal control problem, we can find the explicit form of the optimal control u · satisfying J(u · ) = inf Applying Itô's formula to X v t − X t , Y t , and taking expectation, we have
Note that Combining the above three equalities, we have
which implies
On the other hand, where the last inequality is due to the nonnegativity of R · and Q. Therefore u · = u ′ · , thanks to the positivity of N · . ✷ Remark 4.1 It should be mentioned here that, the method we applied to prove the uniqueness above is in fact a classical method, readers are referred to [1] or [11] .
