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RÉSUMÉ 
Les réseaux sans fil créent des changements importants dans le comportement des 
utilisateurs par rapport aux réseaux dits câblés ou filaires. Ainsi, les utilisateurs peuvent 
être mobiles, ce qui les amène à évoluer d’un point d’accès (PA) à un autre. Lors du 
changement de PA, l’utilisateur mobile (UM) peut expérimenter des délais de 
transmission occasionnés par les étapes de recherches du prochain PA. Un délai de 
quelques dixièmes de secondes est désagréable lors d’utilisation d’applications à flux 
constant de données (comme la téléphonie IP).  
En général, les gens utilisent souvent les mêmes trajets pour les déplacements courants, 
comme aller au travail ou faire les courses. L’objectif de ce travail de recherche est de 
démontrer qu’il est possible d’ajouter des algorithmes à l’appareil mobile pour lui 
permettre, de façon autonome, d’apprendre les habitudes de l’UM pour améliorer la 
sélection du prochain PA. En utilisant les temps libres du module de communication 
WiFi pour sonder l’environnement et accumuler des informations sur les habitudes, trois 
algorithmes ont été développés et sont présentés dans ce travail de recherche. 
Le premier algorithme, « Optimisation par courbes comparatives de Puissance sans le 
Temps » (OPT), mémorise les variations des niveaux de puissances des signaux WiFi. En 
couplant les mesures de variations, nous avons développé un mécanisme qui détermine 
les meilleures paires de PA pour les transitions. OPT donne de bonnes performances 
lorsque l’UM peut se relier à tous les PA qu’il rencontre, ce qui n’est pas le cas lorsque 
certains PA sont sécurisés. Une deuxième approche a été testée en utilisant un mécanisme 
d’apprentissage par renforcement (nommé APP). Cet algorithme permet de catégoriser 
les PA et permet de déterminer les meilleurs candidats aux transferts. En environnement 
sécurisé, cet algorithme présente des performances nettement supérieures à OPT. Par 
contre, dans un environnement présentant beaucoup de PA, le temps d’apprentissage est 
non négligeable puisque APP doit tenter de se relier à tous les PA accessibles pour les 
caractériser.  Pour réduire la période d’apprentissage d’APP, nous avons combiné les 
deux algorithmes pour mettre en commun leurs avantages. Cette troisième solution 
(nommée APPOPT) a produit un mécanisme de transfert intercellulaire efficient pour la 
qualité de  sélection du prochain PA comparativement au mécanisme standard de 
transfert du WiFi. 
Mots clés : Mobilité, Ubiquité, WiFi, Transfert, VoIP, Apprentissage, Habitudes 
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EspaceAPP Espace mémoire requis pour conserver les données 
d’apprentissage de l’algorithme APP 
EspaceAPPOPT Espace mémoire requis pour conserver les données 
d’apprentissage de l’algorithme APPOPT 
EspaceOPT Espace mémoire requis pour conserver les données 
d’apprentissage de l’algorithme OPT 
f Fréquence du signal  
Gr Gain de l’antenne à la réception 
Gt Gain de l’antenne à la transmission 
γ Taux d’influence des valeurs suivantes dans l’algorithme Q-
learning 
Cp Coefficient de perte du signal radio 
xiv LISTE DES SYMBOLES MATHÉMATIQUES 
ht, hr Hauteur des antennes du transmetteur (t) et du récepteur (r) par 
rapport au sol  
Iab Fonction qui retourne 1 si a = b et 0 sinon 
k Nombre de points pour le calcul de l’aire sous la courbe des 
puissances 
Ls Atténuations causées par le système (Ls ≥ 1) 
Ld Perte du signal (en dB) à la distance d 
L0 Perte à la distance de référence d0 
λ Longueur d’onde 
m Pente entre x et y 
maxϕ ' Q s ',ϕ( )"# $%   Fonction qui retourne l’action φ’ qui maximise la fonction Q en 
conservant s’ constant, considérant toutes les actions φ possibles 
max(i) Valeur maximale d’un groupe de valeurs i 
MaxChannelTime Délai d'attente si au moins une réponse à la sonde est reçue 
MaxEspaceAPP Espace mémoire maximal requis pour conserver les données 
d’apprentissage de l’algorithme APP 
MaxEspaceAPPOPT Espace mémoire maximal requis pour conserver les données 
d’apprentissage de l’algorithme APPOPT 
MaxEspaceOPT Espace mémoire maximal requis pour conserver les données 
d’apprentissage de l’algorithme OPT 
min(i) Valeur minimale d’un groupe de valeurs i 
MinChannelTime Délai d'attente si aucune réponse 
NbPA Nombre total de PA dans l’environnement  (correspond au 
paramètre NombrePA dans le fichier de configuration) 
NbPACompat Nombre de PA auxquels l’UM peut transférer à partir de son point 
de connexion. 
NbPairesPA Nombre de paires de PA selon l’algorithmes des courbes de 
performance. 
p(n) Probabilité de trouver un PA sur le canal n 
P Puissance du signal (Watt) 
PdBm Puissance en dBm 
Pcor(i) Puissance corrigée pour le moment i (annexe A) 
Pr Puissance à la réception 
Pt Puissance à la transmission 
φ Action sur un état « s » 
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φ’ Action suivante 
φt Action au temps « t » 
Q(s,φ) Valeur de prendre l’action « φ » à partir de l’état « s » 
r Rayon pour les coordonnées polaires 
R Récompense associée à un état-action 
RequisMemoire Espace mémoire pour la représentation des nombres. Utilisée pour 
les calculs des besoins en espace mémoire pour conserver les 
données d’apprentissage. 
s État de l’UM 
s’ État suivant 
st État au temps « t » 
σ Niveau du bruit en dBm 
t Le temps 
v Taux de décroissance (ou de vieillissement) du facteur 
d’éligibilité 
x Abscisse par rapport au point d'accès  
Xg Variable aléatoire gaussienne de moyenne 0 et de déviation 
standard σ. 
y Ordonnée par rapport au point d'accès  
z Distance par rapport à l’axe des x à la figure 3.5 	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Nom Description Paramètre dans 
le fichier de 
configuration 
Action[IndexPA] Structure contenant les paramètres pour les calculs des 









Coefficient Q (voir section 4.1.2) de l’action liée à 
IndexPA 
 
AjouteAction(PA) Fonction pour l’ajout de PA dans la liste des actions lié au 
PA_Actuel 
 
ActionActuelle Pointeur vers la structure de l’action qui a été choisi suite 
aux calculs de l’AR (pointeur vers Action[IndexPA] où 
IndexPA = PA_Actuel). Permet d’effectuer les calculs de 




Fonction pour mettre à jour les coefficients de l’AR à 
partir de la nouvelle valeur de ParametreApprentissage 
(paramètre Q, voir section 4.1.2)  
 
BorneMax Paramètre du fichier de configuration correspondant au 
seuil du niveau de puissance forçant la déconnexion (PA 
non utilisable) 
BorneMax 
BorneMin Paramètre du fichier de configuration correspondant au 
seuil où un PA peut être connecté selon algorithme 
standard (effet d’hystérésis) 
BorneMin 
ChercheMeilleurePaire() Fonction déterminant le meilleur PA en utilisant 
l’algorithme des courbes de performance 
 
ChercheSuivant() Fonction déterminant le prochain PA en utilisant les 
algorithmes d’AR 
 
ChoixPA() Fonction générique appellée pour la recherche du 
prochain PA. ChoixPA() appelle la fonction requise selon 
les algorithmes à utiliser 
 
ChoixPAExplore Choix d’un PA déterminé aléatoirement (exploration)   
Dernier_PA Permet de conserver le dernier PA avant d’exécuter la 
boucle générale de sélection des PA. Utilisé pour détecter 
s’il y a eu un changement. 
  
ProchaineAppel Moment du prochain appel VoIP pendant la simulation  
FinProchaineAppel Moment de la fin du prochain appel VoIP pendant la 
simulation 
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En_Appel Drapeau pour indiquer si l’UM est en appel (vrai) ou non 
(faux) 
  
Etat[IndexPA] Structure contenant la liste des actions (prochain 
“PA”)pour chacun de ces états correspondant au “PA” 
(référé comme Etat[IndexPA] -> Action[IndexPA]. 
  
EtatSuivant Pointeur vers l’état suivant dans la structure de données 
pour l’AR 
 
FacteurDiminution Taux de Vieillissement du paramètre gamma FacteurDiminuti
on 
FinProchainAppel Index du cycle pour la fin du prochain appel   
IndexPA Pour les besoins du simulateur, les PA sont numérotés 
(...-2, -1, 0, 1, 2, ...). Dans la réalité, la valeur absolue de 
ce code devrait être associée aux adresses MAC. 
Code des identificateurs de PA : 
Id < 0 : Numéro du PA au moment de la 
déconnexion 
Id = 0 : Pas connecté et pas d’information sur les 
précédents 
Id > 0 : Connecté au PA  
 
InfoEtat(PA) Fonction de calcul du facteur d’apprentissage (paramètre 
Q, voir section 4.1.2) de l’action PA 
 
ListeDesActions Tableau pointant vers la liste des actions liées à l’état  
ListeDesEtats Tableau pointant vers le tableau des Etats[PA]   
ListePairesPA[IndexPA] Liste des paires de PA indexé selon le IndexPA   
maxbQ(a, b)  Signifie de déterminer la valeur b qui maximise la 
fonction Q en conservant a constant  
 
Meilleur_PA Meilleur PA déterminé par les algorithmes (voir note sur 
le code des identificateurs de PA) 
  
MeilleureAction Index de la meilleure action pour l’état actuel   
MiseAJourModuleAppre
ntissage() 
Fonction de mise à jour de la base de connaissance. 
Propage les données d’apprentissage dans la structure de 
données 
 
NbAléatoire Nombre aléatoire entre 0 et 1   




NbCyclesDéconnectés Permet de calculer le nombre de cycles (1 cycle = 1 
seconde) que l’UM est sans connexion réseau 
  
NombreAction Nombre d’actions disponibles pour un état  NombreEchantMoyenMinMax	   Nombre	  d'échantillons	  pour	  la	  moyenne	  des	  min/max	  dans	  l’algorithme	  des	  courbes	  de	  performance NombreEchantMoyenMinMax	   NombreEchantMinMax	   Nombre	  d'échantillons	  pour	  l'évaluation	  des	  min/max	  dans	  l’algorithme	  des	  courbes	  de	  performance NombreEchantMinMax	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NombreIteration Nombre de cycles de déplacements à exécuter NombreIteration 
NombrePAEnListe Nombre de PA dans la liste actuelle   
NombreSecondes Nombre de secondes pour exécuter un cycle. Calculé à 
partir de temps de passage sur une trajectoire définie dans 
“TrajectoireFileName” 
  
PA_Actuel PA où l’UM est actuellement relié (voir note sur le code 
des identificateurs de PA) 
  
PA_Aléatoire PA déterminé aléatoirement pour le mode exploration 
(voir note sur le code des identificateurs de PA) 
  
PA_Choisi PA déterminé par les algorithmes (voir note sur le code 
des identificateurs de PA) 
  
ParametreApprentissage Paramètre Q de l’algorithme de AR (Voir équation 4.3)   
ProchainAppel Index du cycle pour le début du prochain appel   
RecherchePAStandard() Fonction déterminant le prochain PA en utilisant 
l’algorithme de recherche standard selon IEEE 802.11 
 
Recompense() Fonction de calcul de la récompense liée à un état-action  
SeuilConnexion Seuil où un PA peut être connecté selon algorithme 
standard (effet d’hystérésis) 
BorneMin 




SeuilCourbePerf  Paramètre du fichier de configuration correspondant au 
seuil d'efficacité d'utilisation des courbes de performance 
pour l’algorithme à l’aide des courbes de performance 
SeuilCourbePerf  
SeuilConnectApprentis Nb de dBm au dessus du seuil de déconnexion à utiliser 




SeuilConnectOptimise Nb de dBm au dessus du seuil de déconnexion à utiliser 
pour déterminer si on risque une connexion en utilisant  
les courbes de performance  
SeuilConnectOpt
imise 
SeuilDeconnexion Seuil du niveau de puissance forçant la déconnexion (PA 
non utilisable) 
BorneMax 
SeuilGreedyApprentis Paramètre du fichier de configuration correspondant au 




SeuilGreedyOptimise Paramètre du fichier de configuration correspondant au 
seuilde détermination de recherche exploratoire 
SeuilGreedyOpti
mise 
SeuilPerformExplore Seuil de détermination de recherche exploratoire SeuilGreedyOpti
mise 
SeuilPreemtionApprentis Limite au-dessus de BoneMax où forcer un transfert 
proactif si PA disponible 
SeuilPreemtionA
pprentis 
SeuilPreemtionOptimise Limite au-dessus de BoneMax où forcer un transfert 
proactif si PA disponible 
SeuilPreemtionO
ptimise 
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SignalPA[IndexPA] Puissance mesurée d’un PA (IndexPA). Mesurée à l’aide 
d’une sonde si PA différent de PA_Actuel 
  
TauxApprentissage Taux de mise à jour du paramètre d'apprentissage (Q) TauxApprentissa
ge 




TempsConnecté Temps connecté au PA_Actuel (en secondes)   
tmpResultat Variable de calcul pour la fonction Recompense()  
TrajectoireFileName Paramètre du fichier de configuration indiquant le nom du 
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APP Utilisation de l’algorithme d’apprentissage par renforcement  
APPOPT Utilisation de l’algorithme d’apprentissage par renforcement, mais 
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IETF Groupe de travail engagé dans le développement des spécifications 
pour les nouveaux standards d'Internet (Internet Engineering Task 
Force ) 
IP Protocole de la suite TCP-IP qui régit la circulation des informations à 
travers des réseaux hétérogènes en fragmentant à la source ces 
informations sous forme de paquets de données contenant notamment 
l'adresse du destinataire, puis en les rassemblant à l'arrivée (Internet 
protocol) [OLF2006] 
IPA Interruption Pendant un Appel. Signifie que pendant un appel, un 
problème technique (perte du signal) a occasionné une fin non désirée 
de la communication. 
IPv4 Version du protocole IP la plus utilisée actuellement identifiant les 
correspondants à l’aide d’adresse IP de 32 bits 
IPv6 Nouvelle version du protocole IP qui offre notamment des capacités 
d'adressage étendues, en augmentant la taille des adresses IP de 32 à 
128 bits, ce qui permet de supporter plus de niveaux de hiérarchie dans 
l'adressage, un plus grand nombre de nœuds adressables, mais aussi de 
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ITU Institution spécialisée des Nations unies créée en 1865 en vue 
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radioélectriques (International Telecommunication Union) [OLF2006] 
LAN Local area network 
MAC Contrôle d'accès au support (Medium Access Control) 
MS2 Mammouth Série de la deuxième génération, un des super ordinateurs 
du CCS  
OPT Utilisation de l’algorithme « Optimisation par courbes comparatives de 
Puissance sans le Temps » 
OSI Cadre de référence pour l'organisation des réseaux locaux, qui 
décompose la gestion du transfert des données en sept couches 
superposées réalisant une interface entre l'application locale et le 
matériel utilisé pour la transmission des données (Open Systems 
Interconnection reference model) [OLF2006] 
PA « Point d’accès », souvent utilisé pour désigner spécifiquement la borne 
radio permettant d'accéder sans fil à un réseau (Access Point) 
[OLF2006] 
RADIUS Remote Authentication Dial In User Service 
RFC Publication de référence portant sur le réseau Internet et produit par les 
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SNR Signal to Noise Ratio 
xxii LISTE DES ACRONYMES 
STD Stratégie de sélection selon IEEE 802.11 [IEEE802.11]. Algorithme par 
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CHAPITRE 1 INTRODUCTION 
Les solutions de téléphonie utilisant le protocole Internet (VoIP) deviennent de plus en 
plus populaires. L’arrivée de la connectivité sans fil répondant aux normes IEEE 802.11 
(WiFi) ou IEEE 802.16 (WiMax) introduit la mobilité des utilisateurs, d’où un intérêt 
grandissant pour les applications VoIP sans fil (ou VoWLAN). 
Les applications à flux constant de données (comme la vidéo ou la téléphonie) imposent 
certaines contraintes en ce qui concerne les technologies. Selon les configurations ou les 
topologies de ces systèmes, différents impacts seront constatés sur la qualité de service de 
ces applications.  
1.1 Description de la problématique 
Une application à flux constant de données, contrairement aux applications Internet 
usuelles, est beaucoup plus sensible aux délais de transit de l’information. Des 
applications usuelles, comme les accès web ou courriel, peuvent accepter des délais de 
quelques secondes entre les transactions sans trop d’inconfort pour l’utilisateur. Par 
contre, un délai de quelques dixièmes de secondes est perceptible par les interlocuteurs 
lors d’un appel (voir section 2.1.3). 
Tous ces paramètres sont influencés par la stabilité et l’ouverture de la couche physique 
propre aux réseaux sans fil. Notons, par exemple, le type d’interférences ou leur 
probabilité d’apparition, les mécanismes de retransmission ou les mécanismes de 
sécurité. 
Les réseaux sans fil créent aussi des changements importants dans le comportement des 
utilisateurs par rapport aux réseaux dits câblés ou filaires. Dans un environnement sans 
fil, les utilisateurs peuvent être mobiles, ce qui les amène à évoluer d’un point d’accès 
(PA) à un autre, tel qu’illustré à la figure 1.1. 
Peu de mécanismes existent pour informer le client du statut général du réseau (capacité, 
stabilité ou topologie) et l’aider dans sa prise de décision. Considérant que chaque 
transition d’un PA vers un autre a un impact notoire sur les paramètres influençant la 
performance des applications à flux constant de données, il est évident que ces 
applications pourront être correctement supportées sur une infrastructure sans fil à clients 
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mobiles seulement si des précautions particulières sont apportées aux transitions de point 
d’accès.   
 
 
Figure 1.1  Scénario type du déplacement d’un utilisateur entre deux points 
d’accès 
1.2 Objectifs du projet de recherche 
Plusieurs travaux existent ou sont en cours au sujet de la mobilité du terminal1. Ils 
adressent en général certains éléments du processus de transfert ou encore un type de 
mobilité en particulier. Le présent projet de recherche considère les opportunités de 
transfert vues par l’appareil en déplacement dans un environnement réel. Plutôt que de 
travailler à améliorer les services à l’ensemble des utilisateurs, le projet de recherche 
évalue les possibilités de déterminer la meilleure solution au transfert selon les habitudes 
d’un individu. 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 Mobilité du terminal : La relation entre le terminal et l’utilisateur est statique. L’information ou la session 
établie avec le terminal demande des transitions pour éviter de perdre les sessions en cours, sans 
considération de l’utilisateur [Pierre2003] 
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Considérant qu’un utilisateur mobile reprend fréquemment les mêmes trajets dans ses 
déplacements [Chan2000], les objectifs du présent projet de recherche sont de 
démontrer : 
1. Qu’il est possible d’améliorer la recherche du prochain PA en se basant sur 
l’apprentissage des variations des niveaux de puissance WiFi mesurée par 
l’appareil mobile; 
2. Que l’apprentissage et la connaissance ne demandent pas de support extérieur à 
l’appareil mobile (solution autonome); 
3. Que l’apprentissage et l’utilisation des connaissances se font en continue; 
4. Qu’il est possible d’intégrer cette solution dans les appareils mobiles communs. 
1.3 Méthodologie 
La démonstration des quatre contributions mentionnées a consisté à concevoir trois 
algorithmes d’apprentissage et à les comparer à la stratégie de sélection que l’on retrouve 
dans les appareils mobiles communs.  
En plus de la conception de trois stratégies, un simulateur a été développé pour permettre 
de reproduire les mêmes conditions de signal et de perturbation à chaque utilisation des 
stratégies. Ceci était requis puisque dans un environnement réel, la répétabilité des 
mesures est difficile, voire impossible à garantir ce qui peut nuire aux comparaisons. Le 
simulateur est présenté au chapitre 5 et à l’annexe B. 
Ce simulateur a été utilisé pour évaluer les algorithmes selon cinq critères, définis à la 
section 6.1 et au tableau 7-1, dont les quatre premiers sont basés sur les améliorations 
perceptibles par l’utilisateur mobile (UM) selon les applications : 
A) à flux constant de données de type appel téléphonique: 
Critère #1: La durée du service (de l’appel)  
Critère #2: Le nombre d’interruptions pendant le service 
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B)  de type Web: 
Critère #3:  Le nombre de déconnexions 
Critère #4:  Le temps en recherche 
Et le cinquième critère vise à déterminer la faisabilité de l’intégration des stratégies dans 
un appareil mobile commun : 
Critère #5: Évaluation de l’espace mémoire requis pour conserver les 
informations 
Pour les démonstrations des algorithmes, seulement les phases de recherches des PA 
seront étudiées. Les étapes subséquentes, comme l’authentification et l’autorisation (voir 
section 2.2) ou les suppléments de transaction si les PA sont sécurisés, ne seront pas 
considérées en détail. Seulement le délai de transfert, occasionné par ces étapes, est 
estimé et ajouté au temps.  
1.4 Résumé de la solution 
Comme mentionné précédemment, l’objectif de ce travail de recherche est de montrer 
que l’on peut améliorer les performances de sélection du prochain point d’accès lorsque 
l’utilisateur mobile se déplace dans un environnement WiFi. Un aspect unique de cette 
démarche est de montrer que l’on peut améliorer les performances du mécanisme de 
transfert intercellulaire d’appareils en considérant seulement les informations qu’il 
apprend de lui-même, sans informations ou données provenant de systèmes externes. 
Pour réaliser cette démonstration, trois algorithmes sont présentés. Ces algorithmes 
utilisent des temps libres d’utilisation du module de communication WiFi pour sonder 
l’environnement de l’UM et accumuler des informations sur ses habitudes et son 
environnement. Des mécanismes semblables de balayage de l’environnement sont utilisés 
pour cartographier l’environnement de l’UM dans des approches antécédentes comme 
SyncScan [Ramani2005]. 
Ces trois algorithmes sont comparés à la méthode de base (définie dans [Ramani2005]) 
de sélection du prochain PA généralement offerte par les appareils disponibles sur le 
marché [Ramani2005]. En résumé, la méthode de base consiste à tenter de se relier au PA 
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présentant le meilleur signal de transmission. Cette sélection s’effectue après que 
l’appareil utilisé par l’UM ait perdu la connexion avec son dernier PA ou que le rapport 
signal sur bruit devient inférieur à un certain seuil.  
Le premier algorithme, considère l’apprentissage de la variation des niveaux de 
puissances perçus du signal WiFi. Les variations sont groupées en paires de PA 
présentant simultanément des signaux supérieurs au seuil de déconnexion (niveau de 
signal permettant de communiquer avec le PA). L’utilisation de groupes de deux PA (ou 
paires) permet de catégoriser les transferts entre le PA servant l’UM et chacune des 
opportunités environnant l’UM. En couplant les mesures de variations, nous avons 
développé un mécanisme qui détermine les meilleures paires de PA pour les transitions 
en plus d’utiliser peu de ressources mémoires ou de calculs pour conserver les 
informations. 
Cette méthode présente des résultats supérieurs à l’algorithme de base offert par les 
équipements WiFi puisqu’il permet de déterminer le prochain PA qui offrira le meilleur 
signal, mais aussi la plus longue période de connexion. De plus, on peut utiliser cet 
algorithme de façon préventive et ainsi éviter d’effectuer les recherches seulement 
lorsque la connexion est coupée. 
Ceci donne de bonnes performances lorsque l’UM peut se relier à tous les PA qu’il 
rencontre. Par contre, dans un environnement normal, certains PA sont sécurisés et l’UM 
ne peut pas y accéder. L’algorithme utilisant les niveaux de puissance des signaux ne 
peut donc pas déterminer le type de sécurité du PA sans préalablement tenter de s’y 
connecter. Une deuxième approche a été testée en utilisant un mécanisme d’apprentissage 
par renforcement (nommé APP). Cet algorithme permet de catégoriser les PA rencontrés 
et ainsi associer des préférences à certains types d’appareils en plus de déterminer les 
meilleurs candidats aux transferts. En environnement sécurisé, cet algorithme présente 
des performances nettement supérieures. Par contre, dans un environnement présentant 
beaucoup de PA, le temps d’apprentissage devient très long et tend à défavoriser cette 
approche pendant les premiers cycles de déplacement de l’UM. 
Ce processus d’apprentissage est d’autant plus long qu’il faudra que l’algorithme tente de 
se relier à tous les PA accessibles pour les caractériser. De plus, lorsque plusieurs choix 
préalablement équivalents sont offerts, les algorithmes d’apprentissage en intelligence 
artificielle déterminent aléatoirement la prochaine tentative. Il peut donc y avoir un 
certain délai avant que le meilleur choix soit découvert. 
6 INTRODUCTION 
 
Pour réduire cette période de recherche, nous avons combiné les deux algorithmes 
(utilisation des niveaux de puissance et apprentissage par renforcement) pour mettre en 
commun leurs avantages. Cette troisième solution (nommée APPOPT) a produit un 
mécanisme de transfert intercellulaire efficient tant au niveau de la qualité de la sélection 
du prochain PA qu’en termes du nombre de cycles requis pour l’apprentissage de 
l’environnement de l’UM.  
1.5 Présentation du document 
Le document débute avec une revue de l’état de l’art (chapitre 2) résumant le mécanisme 
standard de transfert intercellulaire en WiFi ainsi que les impacts sur les applications 
telles que la VoIP. La revue de l’état de l’art effectue aussi un survol des algorithmes ou 
mécanismes qui tentent de résoudre la problématique incluant la considération des 
habitudes de déplacement de l’UM. 
Par la suite, les deux algorithmes principaux sont définis, soit l’utilisation des courbes 
comparatives de puissance (chapitre 3) et le modèle utilisant un algorithme 
d’apprentissage (chapitre 4) par renforcement (AR). Le troisième algorithme (qui 
combine les deux précédents) ainsi que le simulateur sont présentés au chapitre 5 qui sont 
suivis par une présentation de l’ajustement des paramètres des algorithmes au chapitre 6. 
À l’aide du simulateur et des paramètres de configuration des algorithmes, le chapitre 7 
présente les résultats selon certaines conditions ou environnements de l’UM. Ce chapitre 
permet de démontrer les performances des algorithmes, ainsi que les avantages, et 
inconvénients de chacun. Ces démonstrations sont reprises dans la conclusion sur le 
présent travail de recherche.  
  7 
CHAPITRE 2 DÉFINITIONS ET ÉTAT DE L'ART 
L’utilisateur des technologies de l’information a évolué d’un environnement fixe à un 
environnement mobile. Mais qu’entend-on par informatique fixe et informatique mobile ? 
Dans un environnement informatique fixe (ou classique), les terminaux, de même que les 
utilisateurs, sont reliés au réseau à une position fixe, généralement filaire. Dans ces 
conditions, les terminaux et les utilisateurs restent connectés aux applications sans risque 
de perturbation autre que des défaillances du système.  
Par contre, dans un environnement mobile, les utilisateurs et les terminaux peuvent 
changer leur point d’entrée au réseau. Selon leur niveau de mobilité, Samuel Pierre 
[Pierre2003] définit deux concepts décrivant cette situation (voir figure 2.1) : nomadisme 
et ubiquité. Le nomadisme représente l’utilisation de points d’accès différents pour se 
relier au système. Le nomadisme accepte les interruptions de service pendant le 
changement de point d’accès. Ce concept peut donc s’appliquer à des connexions filaires 
ou sans fil. Pour ce qui est de l’ubiquité, il représente le besoin des utilisateurs mobiles de 
conserver leurs connexions avec le système même s’ils sont en déplacement. Une 
attention particulière est alors requise pour contrôler les interruptions de services lors du 
changement de point d’accès. 
 
Figure 2.1 Les différents niveaux de mobilité 
En ce qui concerne la mobilité, trois situations différentes peuvent être identifiées selon 
Samuel Pierre [Pierre2003] : mobilité terminale (ou des unités), mobilité personnelle et 
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portabilité des services. Ces trois situations sont définies en fonction de la position de 
l’utilisateur par rapport à son accès au réseau. 
Dans la mobilité personnelle et la portabilité des services, l’utilisateur en déplacement est 
affranchi de l’utilisation d’un seul terminal. Il peut décider de changer de type d’accès en 
tout temps tout en conservant les services auxquels il a droit ou qu’il est en cours 
d’utilisation. 
Dans la mobilité terminale, la relation utilisateur – terminal est statique (utilisation du 
même appareil pendant les déplacements), ce qui demande des transitions entre les points 
d’accès pour éviter de briser les sessions en cours. Dans le présent document, seule cette 
situation sera étudiée puisqu'elle concerne l'utilisation d'équipements mobiles comme les 
téléphones IP. 
Le transfert intercellulaire dans un environnement WiFi, Cellulaire, WiMax ou hybride 
est un domaine important de recherche. Avant de présenter les solutions étudiées dans le 
présent travail de recherche, les sections suivantes effectuent une revue de la littérature 
concernant les mécanismes de transferts et les améliorations proposées. Cette revue 
reprend des articles intéressants par rapport aux travaux de recherche présentés dans ce 
document. Par contre, plusieurs autres articles traitent d’autres aspects du transfert ou 
présentent d’autres possibilités de les améliorer. 
2.1 Transfert intercellulaire 
Lors de ses déplacements, l'UM change de position par rapport aux différents PA qui 
l'entourent. Soit il s'approche, soit il s'éloigne de ces points de connexion au réseau. Le 
niveau de puissance des signaux reçus est donc modifié selon la proximité (voir figure 
2.2). En s'éloignant d'un PA, le niveau de signal diminue. Lorsque ce niveau passe sous 
un certain seuil, la qualité des échanges est compromise et il est nécessaire de rechercher 
un meilleur point d'attache, d'où le transfert intercellulaire. 
En WiFi ([Duong2004] et [Shin2004a]), le transfert intercellulaire se produit lorsque le 
signal du lien actuel de l'UM passe sous un seuil (de -80 dBm par exemple2) ou lorsque le 
taux de paquets perdus ou retransmis dépasse un certain niveau ([Montavont2005] et 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
2 Le seuil déclenchant la recherche d’un nouveau PA varie d’un produit à l’autre. Par exemple dans 
[Lucent1998], le produit utilisé de la marque Orinoco utilise un niveau de -83dBm en 802.11b. 
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[IEEE802.11]). En plus de ces conditions, une autre condition peut être utilisée pour 
occasionner un transfert intercellulaire. Selon [Lucent1998], le nombre de balises 
manquantes peut aussi être un indicateur d’une dégradation du service.  
Lorsqu’une de ces conditions de déconnexion est rencontrée, l'appareil mobile 
entreprendra la recherche d'un nouveau PA. La figure 2.2 présente de façon schématique 
les activités en fonction du SNR (« Signal to Noise Ratio ») des PA tel que mesuré par 
l’appareil de l’UM pendant son déplacement. Lorsque le niveau de signal reçu descend 
sous le seuil de recherche (étape 1), il se met en quête d’un PA dont le signal dépasse 
celui mesuré sur le PA auquel il est relié. Pour éviter un effet de ping pong, le niveau du 
nouveau PA doit être supérieur d’un écart égal à une valeur ∆ représentant l’écart entre 
les SNR. Cette recherche s’effectue en balayant l’ensemble des canaux jusqu’à ce que 
l’UM découvre un PA qui répond au critère. Comme l’UM se déplace, le signal du 
premier PA (auquel il est relié) diminue et celui du deuxième augmente. Il arrive donc un 





Figure 2.2  Représentation du processus de recherche lors d’un transfert 
intercellulaire [Duong2004] 
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Le transfert intercellulaire est un phénomène qui touche toutes les technologies sans fil 
utilisées dont les services demandent une mobilité ubiquiste. Les mécanismes de transfert 
varient en fonction des intervenants et les impacts sur les échanges de données diffèrent. 
La présente section fait un survol des situations et des conséquences de transferts 
intercellulaires tout en ciblant la présentation sur l'environnement visé par le présent 
document. 
2.1.1 Transfert proactif ou réactif 
Deux choix s'offrent alors à l'UM quant au choix du moment où commencer les 
recherches du prochain PA. L'approche la plus courante consiste à attendre qu’une 
condition de déconnexion soit remplie avant de commencer la recherche d’un nouveau 
point d'attache. Dans ce scénario réactif, on parle alors de transfert intercellulaire avec 
coupure (« hard handover » ou « break-before-make ») puisqu'il y a interruption du 
service. C’est ce mode que l’on retrouve dans les produits utilisant le mécanisme de 
transfert standard du WiFi.  
L'autre approche consiste à commencer les recherches lorsque le niveau du signal ou 
d’erreurs passe sous un certain seuil supérieur au seuil de déconnexion. On parle alors de 
transfert intercellulaire sans coupure (« soft handover » ou « make-before-break ») 
puisqu'il y a continuité du service pendant les recherches. Cette approche (voir 
[Ramach2006]) proactive est préférable à l’approche réactive, mais plus difficile à 
réaliser avec les équipements utilisant la technologie WiFi. Comme les terminaux ne 
possèdent qu'un seul module de transmission et de réception (en général), les algorithmes 
de recherches doivent le partager sans trop affecter les activités de l’UM. Il y a ainsi un 
risque d’affecter temporairement le service pour permettre de sonder les autres canaux 
(voir section 2.2.1) et établir la liste des opportunités de transfert. 
2.1.2 Réseau hétérogène et homogène 
Dans la littérature, on peut rencontrer deux types de transfert intercellulaire, soit le 
transfert vertical et le transfert horizontal [Daniel2009] et [Atalah2008]. On différentie 
ces deux types selon le nombre de technologies en cause. Dans un environnement 
homogène (comme WiFi à WiFi), caractérisé par l'utilisation d'une seule technologie, on 
parle de transferts horizontaux. En environnement hétérogène (combinant WiFi et 
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WiMAX par exemple), on retrouve des opportunités de transfert conduisant à un 
changement de technologie. Dans cette situation, on parle de transferts verticaux.  
Dans un environnement hétérogène, les conditions de transfert sont variées. Une 
particularité de cette situation est la couverture différente en fonction des technologies. 
Par exemple, on peut retrouver plusieurs cellules WiFi à l'intérieur d'une cellule WiMax 
ou HSPA. Plusieurs règles peuvent alors être définies pour les conditions et le choix du 
prochain point de communication. Par exemple, Majlesi et Khalaj utilisent une 
caractérisation de la bande passante et un système à logique floue pour effectuer la 
décision de changer de point d'accès ou de station de base [Majlesi2002]. 
En environnement homogène, les causes de transfert sont principalement le résultat d'un 
affaiblissement ou de la perte du signal radio. Les options de transfert sont alors plus 
simples et se résument essentiellement à rechercher un point d'attache offrant un meilleur 
signal. Le défi est de trouver un meilleur point d'attache le plus rapidement possible. 
Dans un environnement supervisé, comme le GSM [Pierre2003], la relève est prise en 
charge par une infrastructure qui détermine ce point. Par contre, dans un environnement 
comme le WiFi, cette recherche doit être effectuée par la station mobile sans support 
externe.  
2.1.3 Conséquences du transfert sur les applications utilisées 
En IP (« Internet Protocol »), les données sont transmises sous forme d’une séquence de 
paquets. Selon les applications, des variations des délais interpaquets peuvent affecter la 
qualité du service applicatif. Par exemple, un retard entre deux paquets pendant une 
communication téléphonique est plus perceptible qu’un délai pendant le transfert d’une 
photographie. 
Considérant ceci, on peut regrouper les types d’application en deux grandes catégories 
selon les contraintes imposées sur les délais interpaquets pendant la transmission des 
données.  
Application avec contraintes de temps 
Comme le nom l’indique, les applications avec contraintes de temps sont sensibles à 
toutes variations dans les délais entre les messages transmis entre l’UM et le PA. Les 
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applications multimédias (vidéo, audio,  jeux) sont des exemples importants de cette 
catégorie.  
L’UM peut facilement détecter des délais de l’ordre de quelques centaines de 
millisecondes pendant un appel téléphonique. La figure 2.3 présente un diagramme 
d’appréciation d’une communication vocale selon les délais entre la bouche de l’émetteur 
et l’oreille du récepteur. Comme on peut le constater, l’utilisateur commence à être moins 
satisfait quand le délai dépasse 250ms environ (milieu de la zone « Users satisfied »). 
 
Figure 2.3 Diagramme d’appréciation des délais pendant une communication 
vocale (extrait de [G.114]) 
Shin et coll. [Shin2004a] confirment aussi les seuils, en mentionnant que les changements 
de moins de 50 ms sont pratiquement imperceptibles par un UM effectuant un appel 
VoIP. Ils précisent aussi qu’un délai de transfert supérieur à 50 ms peut conduire à des 
pertes de plus de deux paquets de voix et ainsi rendre la communication moins 
confortable.  
En résumé, pour ce type d’application, les délais occasionnés par la recherche d’un PA et 
le transfert intercellulaire sont une justification pour les algorithmes aidant à les 
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minimiser. La mesure de ces délais devient donc un élément significatif de caractérisation 
des algorithmes. 
Application sans contraintes de temps 
Contrairement aux applications, comme la VoIP, la consultation de pages Web ou encore 
des recherches dans des banques de données ne sont pas aussi contraignantes sur la 
période ou la constance de transmission des paquets d’Ethernet. Même si l’information 
n’apparaît pas à vitesse constante, on ne perd pas le sens de la discussion ou 
l’intelligibilité du message. 
Ce qui permet aux utilisateurs de patienter, c’est souvent les différents indicateurs utilisés 
pour montrer l’évolution de la requête de même que l’apparition graduelle de 
l’information demandée. Lorsque ces indicateurs n’évoluent plus pendant un certain 
temps, l’utilisateur va prendre des actions pour tenter de réactiver l’action (rafraichir la 
page, effectuer une autre demande, etc.). 
Ce qui est le plus dérangeant pour ce genre d’activité sur le Web, c’est l’interruption 
complète des transmissions pour une période de quelques secondes par exemple. À ce 
moment, les transactions sur les banques de données ou les recherches à l’aide de 
moteurs de recherches risquent d’être perdues. 
Les coupures prolongées ou les pertes de services lors des communications entre l’UM et 
le PA sont aussi des paramètres permettant de caractériser les améliorations apportées par 
les algorithmes de transferts intercellulaires. 
2.1.4 Autres considérations lors du transfert 
Du point de vue des couches du modèle OSI (voir [Wiki-2005]), les couches 1, 2 et 3 
sont principalement sollicitées pendant le transfert. La couche physique (couche 1) est 
évidemment mise en cause, mais les couches « lien de données » (couche 2) et « réseau » 
(couche 3) sont grandement perturbées. 
La couche 2 doit reconstruire le lien permettant le transfert des données. C'est le rôle 
principal de la sous-couche MAC qui s'assure de la transmission et de la réception intègre 
des paquets. Lors du transfert, il est requis de reconstruire le lien entre les entités en 
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communication. Cette reconstruction suit un protocole défini par l'IEEE comme l'IEEE 
802.11 pour le WiFi. C’est sur cette sous-couche que les mécanismes de recherche 
présentés à la section 2.2 s'appliquent. 
Pour la couche 3, en plus de devoir recréer le lien entre les entités, la couche réseau peut 
avoir à reconstruire le chemin reliant les services en cours d'utilisation. Le cas le plus 
important concerne le changement d'adresse IP occasionné par une transition de domaine 
ou de sous réseau lors du déplacement de l'UM. Plusieurs travaux tentent de remédier aux 
conséquences du changement d'adresse IP. Mentionnons entre autres le protocole Mobile 
IP [RFC3344] et [Wiki-2014a] ainsi que des travaux sur les améliorations de 
performance de cet algorithme [Ergen2005].  
Le standard IPv6 apporte aussi des solutions à la mobilité et les conséquences sur la 
couche 3. Ceci est obtenu en utilisant une adresse IP de connexion (temporaire) différente 
de l’adresse IP pour les applications (permanente) ce qui améliore les performances de 
transferts et réduit les coupures selon Lee et coll. [Lee2013]. Par contre, ces 
améliorations dépendent de la détermination du prochain PA, fonction qui n’est pas 
adressée dans le standard et dépend des couches 1 et 2.  
Bien que les couches 1, 2 et 3 du modèle OSI sont les plus affectées, toutes les autres 
couches peuvent être touchées par le transfert. Pour le présent travail de recherche, ces 
impacts ne seront pas considérés. Seulement des solutions pour la reconstruction de la 
couche MAC (sous-couche de la couche 2) sont présentées.  
2.2 Mécanisme de recherche et de création du lien 
Plusieurs sections seraient requises pour documenter complètement le protocole IEEE 
802.11, de même que tous ajouts ou les variantes au protocole. Pour les besoins du 
présent document, nous nous attarderons surtout sur à la recherche et la création du lien 
WiFi entre l’UM et le PA.  
Les équipements actuellement disponibles offrent la connectivité WiFi à l’aide d'un seul 
module émetteur et récepteur. Lorsque l'UM recherche un nouveau PA, le module est 
dédié à cette tâche, ce qui impacte les applications utilisant le réseau.  
Le processus se divise en trois étapes de base. Premièrement, il y a la recherche des 
points d'accès dans l'entourage de l'UM et la détermination de la meilleure opportunité. 
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Après la sélection du PA et la création du lien radio, un mécanisme d'authentification 
permet de valider les accès avant de passer à l'étape d'association. Par la suite, l'UM peut 
utiliser le réseau.   
2.2.1 Recherche d'un PA 
Bien que l’on puisse constater des différences entre les manufacturiers de modules WiFi 
[Mishra2003], la recherche peut s'effectuer de deux façons distinctes. La première est une 
approche passive. À intervalles réguliers (typiquement 100ms), les PA émettent un signal 
balise contenant son identificateur, l'indication de l'heure, de même que d'autres 
informations [IEEE802.11] et [WiFi-2014].  
Un UM peut patienter sur chacun des canaux jusqu'à la réception d'une balise. Pour 
s’assurer de recevoir la balise, il faut attendre un peu plus longtemps que le cycle de 
transmission. Typiquement, un délai supplémentaire de 10ms est utilisé. Par exemple, 
pour un cycle typique de 100ms, il est probable que l'UM patientera 110ms sur chacun 
des canaux. 
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Figure 2.4 Diagramme de séquence de la recherche et de la création d'un lien 
WiFi entre l'utilisateur et le point d'accès [Mishra2003] 
Une deuxième approche est aussi disponible pour la recherche des PA. Plutôt que de 
patienter un certain temps pour recevoir les balises, un mécanisme actif permet de forcer 
les PA à répondre. Dans ce scénario (voir figure 2.4), l'UM transmet un signal sonde et 
attend quelques millisecondes pour une réponse. Ce processus se poursuit pour chacun 
des canaux à considérer [Mishra2003] et [Ramani2005]. 
Indépendamment de la méthode utilisée pour découvrir les PA accessibles par l'UM, le 
processus permet d'établir la liste des PA disponibles. Le critère de sélection le plus 
commun consiste à déterminer le PA présentant le meilleur niveau de puissance ou le 
meilleur rapport signal sur bruit. À partir de la liste des PA et du critère de sélection, le 
prochain point d'attache est établi et les étapes suivantes du processus, soit 
l'authentification et l'association, peuvent procéder. Si les étapes suivantes échouent, les 
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PA suivants (en ordre de niveau de puissance décroissant) seront tour à tour essayés 
jusqu'à la création d'un lien. 
Calcul du temps de recherche 
Comme mentionné précédemment, lorsque le mécanisme de recherche est passif, l'UM va 
attendre un peu plus que la période de transmission des balises. On parle donc d'une 
attente de 110ms environ par canal (typiquement) [Ramani2005] auquel on doit ajouter 
un délai pour laisser au module émetteur/récepteur le temps de changer de canal et de s’y 
adapter. En considérant la liste des canaux disponible en 802.11 (voir [Wiki-2012]), on 
peut rapidement arriver à la conclusion que la période de recherche prendra plus de 1.21 
seconde pour les 11 canaux de l'Amérique du Nord (IEEE 802.11b et g) ou plus de 2.3 
secondes pour les 21 canaux du IEEE 802.11a, plus si on utilise les deux groupes de 
fréquences (IEEE 802.11 a, b et g). Si la période du cycle de transmission des balises est 
supérieure à 100ms, ce délai devient encore plus important. 
Pour le mécanisme de recherche actif, le processus est plus complexe. En fait, selon 
[Ok2008] le temps d'attente de base est typiquement de 1024 µs ou 1 ms 
(MinChannelTime). Par contre, lorsqu'il y a une réponse d'au moins un PA, un nouveau 
compteur est utilisé pour attendre plus longtemps la réponse d'autres PA qui seraient sur 
le même canal (attente de MaxChannelTime de 15 ms).  La figure 2.5 présente 
schématiquement les délais en fonction des messages provenant du réseau WiFi. Il est à 
noter que les valeurs de ces deux paramètres, MinChannelTime et MaxChannelTime, 
varient en fonction des articles de références consultés. Par exemple [Shin2004a] utilise 
plutôt MinChannelTime 7 ms et MaxChannelTime 11 ms.  
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Figure 2.5 Diagramme de séquence montrant les délais selon les réponses à une 
sonde [Shin2004a] 
En plus du temps d'attente pour recevoir une réponse sur chacun des canaux, la figure 2.5 
présente aussi un délai de transition entre chacun des canaux. Ce délai correspond au 
temps que met le matériel (le module émetteur/récepteur) de l'équipement de l'UM à 
changer de canal. Selon [Ramani2005], le module peut prendre entre 5 et 19 ms, selon les 
manufacturiers. On a donc déjà une source supplémentaire de 160 à 608 ms pour balayer 
les 32 canaux de l'Amérique de Nord (IEEE 802.11 a, b et g). Ce délai supplémentaire 
s'applique autant à la recherche passive qu'à la recherche active. 
Pour la simulation et la validation des algorithmes, il faut déterminer les valeurs qui 
seront utilisées pour modéliser la recherche du prochain PA. Le tableau 2-1 présente les 
choix de valeurs basées sur l’article de J. Ok, P. Morales et H. Morikawa [Ok2008]. 
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TABLEAU 2-1 DÉLAIS UTILISÉS POUR LA MODÉLISATION DU MÉCANISME DE 




Délai d'attente si aucune réponse MinChannelTime3 1 
Délai d'attente si au moins une réponse à la sonde 
est reçue MaxChannelTime
4 15 
Délai occasionné par le module émetteur/récepteur 
lors du changement de canal et la synchronisation5 CChangeTime 5 
 
En considérant le nombre de canaux N à vérifier (typiquement 11 en IEEE 802.11 b et g, 
21 en IEEE 802.11 a et 32 en IEEE 802.11 a, b et g) et la probabilité p(n) qu’on retrouve 
un PA sur le canal n, on peut établir l'équation suivante pour déterminer le délai 
occasionné par le balayage des canaux WiFi pour permettre de construire la liste 
complète des PA accessibles par l'UM : 	  
 T = (1− p(n))×MinChannelTime+ p(n)×MaxChannelTime+CChangeTime[ ]
c=1
N
∑  (1.1)  
À partir de l’équation (1.1), on peut tirer quelques conclusions sur les délais de recherche 
dans certaines conditions. Par exemple, si aucun PA n'est accessible dans les 32 canaux 
WiFi, le temps de recherche (en posant p(n) = 0 pour tout canal c) sera tout de même non 
négligeable, soit 192ms. Dans le même sens, en posant p(n) = 1 pour tout n (soit au 
moins un PA sur chacun des canaux), on effectuera des recherches pendant 640ms si on 
est en présence d'au moins un PA par canal. 
L'utilisation des sondes est plus efficace que l'utilisation des signaux de balises du mode 
passif, mais on constate tout de même qu'il est couteux d'effectuer des recherches à 
l'aveugle. Il faut aussi considérer que pendant les recherches le module émetteur / 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
3 Références [Ok2008] 
4 Références [Ok2008] 
5 Références [Ramani2005] 
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récepteur est dédié à cette tâche ce qui interrompt les communications. Donc, vouloir 
faire des recherches avant une perte complète du signal peut aussi nuire aux activités de 
l'UM. 
2.2.2 Authentification et association 
Par défaut, l'authentification n'effectue qu'une validation sommaire de l'UM. Cette étape 
consiste à s'assurer que les interlocuteurs ont l'autorisation de communiquer en créant un 
lien virtuel entre l'UM et le PA. Pour des raisons de sécurité, ce lien peut être crypté 
(cryptions WEP, WPA ou WPA2 par exemple, ou selon le standard IEEE 802.1X) pour 
éviter que d'autres stations écoutent les transmissions. Il y a alors ajout d’étapes 
supplémentaires d'échanges de clefs. Dans un environnement sécurisé avec une gestion 
centralisée des accès, il est fréquemment requis de valider l'utilisateur à l'aide d'un 
serveur d'authentification, par exemple un serveur RADIUS. 
La phase d’authentification et d’association ajoute ainsi un délai au processus de 
recherche et de création d’un lien entre l’UM et le PA. Cette période de temps n’est pas 
négligeable et il est possible qu’après validation, l’UM ne soit pas autorisé à utiliser la 
connexion. On ajoute alors un délai inutile dans le processus de recherche d’un nouveau 
PA. Pour améliorer les performances de transfert, il est donc judicieux de ne considérer 
que les PA où il est possible de se relier (dont le mot de passe est connu par exemple). De 
plus, cette connaissance préalable des délais de transfert peut permettre d'avertir l’UM à 
l'avance.  
2.2.3 Association en environnement WiFi public 
Des étapes supplémentaires peuvent être requises après la phase d’association selon le 
type de configuration réseau en cause. Par exemple, la gestion des accès dans les réseaux 
Internet à accès public est souvent effectuée à l'aide d'un site Web. Le mécanisme est 
simple. Lors de la première consultation d'une page Web, à l'aide d'un fureteur, le routeur 
redirige l'utilisateur à une page d'accueil. Cette page consiste à demander le nom 
d'utilisateur et le mot de passe pour permettre à l'utilisateur l'accès à l'Internet 
[Lavoie2008] ou simplement demander d’accepter les conditions d’utilisation. Une fois 
l'identification de l'UM complétée, le serveur d'authentification transmet des consignes au 
routeur pour permettre à celui-ci d'établir le lien entre l'UM et l'Internet (voir figure 2.6). 
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Le service "Zap Sherbrooke" (www.zapsherbrooke.org) est un exemple de service 






















Mobile user internet traffic 
(unavailable until authorization)
Authorization, Authentication and 
Accounting (AAA) traffic
 
Figure 2.6 Schéma de la structure d'un environnement "hotspot" (extrait de 
[Lavoie2008]) 
La figure 2.7 schématise les transactions requises pour permettre le transfert 
intercellulaire vers un PA de type public. On y constate que les opérations sont effectuées 
après le processus d'authentification et d'association puisque la connectivité réseau est 
requise.   
Les conséquences de ces étapes sont importantes au niveau de la période de temps où 
l'UM ne peut pas communiquer avec l'Internet. Dans un contexte d'ubiquité, il est 
important de reconnaître ces sites et d'identifier au préalable ceux dont l'utilisateur mobile 
possède les accès ou de l’avertir des risques de délais. 
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Figure 2.7 Diagramme de transfert dans un environnement "hotspot" (extrait de 
[Lavoie2008]) 

2.3 Solutions pour les « Extended service set (ESS) »   
Dans un environnement supervisé, il est possible d’améliorer les performances en 
développant des mécanismes qui permettent de coordonner les PA et les équipements des 
UM. C’est ce que visent les standards comme le IEEE 802.11r (voir [Ahmed2008] et 
[Yap2005]). Le principe de base de ce standard est de réduire le temps de 
réauthentification (suite à un transfert intercellulaire) qui est plus long dans des 
conditions sécurisées (selon IEEE 802.11i par exemple). De plus, IEEE 802.11r permet 
aussi de préparer la transition et offre un mécanisme pour éviter les changements 
d’adresses IP. Il y a donc une continuité dans les services du point de vue de l’UM.  
Dans d’autres scénarios, lorsque le nombre de changements d’UM est important pour le 
même ESS, le nombre de sondes peut conduire à une dégradation des performances. Le 
IEEE 802.11ai tente d’adresser ceci, comme présenté dans le « Use Cases Requiring Fast 
Initialization »  [IEEE2014], en établissant des mécanismes pour réduire les requêtes des 
UM et les réponses des PA dans un environnement supervisé. Des travaux récents 
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présentent des validations de ces propositions comme Chang et coll. dans [Chang2012] et 
Ong dans [Ong2012].  
Il est aussi à noter que dans un environnement supervisé, des équipementiers fournissent 
des produits qui peuvent gérer les transferts intercellulaires.  Par exemple, une usine ou 
un campus universitaire peuvent bénéficier d’un service centralisé. Ainsi, tous les 
mécanismes en cause dans le transfert peuvent être coordonnés. 
Cisco offre ce type de produit avec la famille Aironet [Cisco2014]. Les PA sont reliés à 
un contrôleur central qui voit à la continuité du service sans-fil. Tant que l’UM est dans 
cet environnement, il n’a pas à se préoccuper des transferts. Ces systèmes présentent de 
bonnes performances et permettent de garder des communications sans interruption tout 
au long des déplacements de l’UM. Pour réaliser ceci, le contrôleur assigne les PA à 
utiliser, tout en permettant à l’UM de conserver son adresse IP ce qui permet la continuité 
des services au niveau applicatif. 
Le déploiement de ces solutions dans le domaine public serait par contre difficile 
puisqu'il faut centraliser la coordination de l'ensemble des PA pour fonctionner. Dans un 
environnement public, les fournisseurs de services Internet sont souvent différents d’où la 
difficulté de coordonner et centraliser la gestion de l'environnement WiFi de l'UM. D'où 
le besoin de développer des mécanismes autonomes, ne dépendant pas d'une structure 
particulière du réseau WiFi pour fonctionner. 
2.4 Travaux pour réduire le temps de recherche et de transfert 
Les sections 2.2.1, 2.2.2 et 2.2.3 montrent les délais que l'on rencontre pendant un 
transfert intercellulaire. Plusieurs travaux de recherches tentent d'améliorer ces étapes en 
optimisant de différentes façons les mécanismes de recherches, d'authentification et 
d'association. Cette section présente une revue de certains de ces travaux.  
Comme présenté à la section 1.4, l’objectif de cette thèse est de montrer l’amélioration 
des performances de sélection du prochain point d’accès. Dans la revue de l’état de l’art, 
seulement les articles couvrant cet objectif sont couverts. Toutefois, on peut mentionner 
qu’il existe des articles présentant des améliorations des autres aspects du transfert 
intercellulaire. Mentionnons, par exemple, les travaux pour réduire le temps 
d’authentification présenté par Bohák et coll. [Bohak2007]. 
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2.4.1 Réduction du temps de balayage des canaux 
Un des éléments qui impacte le plus le temps de transfert est la recherche du prochain 
PA. La section 2.2.1 présente les deux mécanismes de recherche (passif ou actif), et 
démontre l’avantage de la recherche proactive. Par contre, les délais peuvent tout de 
même être très longs, considérant le nombre de canaux et les probabilités d’y trouver des 
PA.  
Une amélioration consiste à réduire le nombre de sondes (en recherche proactive) en 
ciblant le plus possible des canaux où il est probable de découvrir des PA. Shin et coll. 
[Shin2004b] expliquent que les canaux en WiFi se superposent. Il y a donc des 
interférences si deux canaux successifs sont utilisés (par exemple les canaux 1 et 2). 
Pour réduire les interférences occasionnées par ces canaux superposés, les responsables 
des déploiements évitent de les utiliser [Shin2004b]. Par exemple, les canaux 1, 6 et 11 
sont souvent utilisés lors du déploiement en IEEE 802.11b et g. On réduit donc les 
recherches en considérant seulement les canaux du groupe que l’UM utilise. Shin et coll. 
[Shin2004b] démontrent ainsi la pertinence de grouper les canaux pour réduire les 
recherches. 
D’autres mécanismes sont aussi présentés pour réduire le nombre de canaux ou encore 
prédéterminer les PA disponibles. Les sections suivantes font un bref survol de la 
littérature dans ce domaine en présentant des solutions pour améliorer le temps de 
recherche ou réduire l'effet du transfert. 
2.4.2 Choix du meilleur moment pour effectuer le transfert 
En plus de réduire le temps de recherche du prochain PA, des travaux visent à améliorer 
la décision du moment où effectuer le transfert intercellulaire. Comme présenté à la 
section 2.3, la recherche s’effectue lorsque la communication est interrompue entre l’UM 
et le PA. À ce moment, les recherches sont réalisées pour trouver une solution, mais ne 
permettent pas de transmettre l'état de l'UM ou d'avertir les services, en utilisation qu’ils 
risquent d’être perturbés par un transfert intercellulaire imminent. 
C’est dans cet objectif que Duong, Dadej et Gordon [Duong2004], proposent d’effectuer 
un transfert proactif basé sur la variation des signaux reçus près du seuil de recherche. 
Lorsque l’UM est près du moment de rechercher un nouveau point d’attache, il y a 
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mesure et analyse des signaux reçus du PA auquel l’UM est relié et du PA qui serait 
appelé à prendre le relais. Ceci permet d’effectuer un transfert forcé lorsque le nouveau 
PA présente un signal satisfaisant tout en permettant d’informer les applications ou 
l’utilisateur d’une possible perturbation. 
Ceci demande par contre d’effectuer des mesures du niveau de signal du prochain PA en 
maintenant le service. Ce mécanisme n’est pas présenté dans la publication [Duong2004], 
mais d’autres articles, dont Ramani et Savage présentent des solutions [Ramani2005] 
pour effectuer ces mesures tout en conservant la communication avec un PA. 
Liao et Gao [Liao2005], reprennent une stratégie similaire à Duong, Dadej et Gordon 
pour la détection du moment de transfert. Par contre, ils améliorent la stratégie basée sur 
la variation des signaux en ajoutant une connaissance des précédents balayages pour 
déterminer une liste des PA à surveiller. Pour établir cette liste, la première recherche est 
effectuée à seuil différent de la recherche normale. Lorsque le signal approche le seuil de 
recherche, l’algorithme analyse les signaux des PA préalablement trouvés ce qui permet 
de surveiller plus d’une opportunité de transfert. 
2.4.3 Apprentissage de l’environnement 
Pour réduire les conséquences des transferts intercellulaires, plusieurs articles considèrent 
l’utilisation de connaissances sur l’environnement de l’UM. Cette information permet de 
réduire le cycle de recherche en ciblant des PA plutôt qu’en effectuant le balayage de 
l’environnement pour connaître la liste des PA avant d’effectuer le transfert. Cette 
connaissance permet de réduire le temps de recherche au moment de la déconnexion.  
Pour déterminer rapidement les PA à rechercher, des travaux se sont orientés sur le 
positionnement de l'UM dans son environnement. En connaissant sa position ainsi que le 
trajet qu'il emprunte, il est possible de connaître les PA qui seront accessibles. Pour 
réaliser ceci, il faut avoir une connaissance de la position des PA ainsi qu'une localisation 
de l'UM. 
Deux approches sont présentées dans la littérature à ce sujet. La première utilise un 
système de positionnement à l'aide d'un GPS ("Global Positionning System") pour 
localiser l'UM ou les PA. La deuxième approche tente de s'affranchir de support externe 
en considérant seulement la mesure des signaux WiFi pour positionner l'UM dans son 
environnement. 
26 DÉFINITIONS ET ÉTAT DE L'ART 
 
Utilisation d’un GPS pour localiser l'UM et les PA.  
L’utilisation du GPS pour supporter la localisation de l’UM permet d’obtenir une bonne 
précision comme le montre  [Ergen2005] et [Soh2003]. Ces informations peuvent alors 
être utilisées pour améliorer le transfert.   
Par contre, l'utilisation des GPS comporte des limitations liées à la technologie. Golden et 
Bateman [Golden2007] présentent ces limitations. Notons entre autres que cette méthode 
est très peu efficace, voire non fonctionnelle lorsque l'UM se déplace à l'intérieur d'un 
bâtiment ou dans des secteurs comportant plusieurs obstructions (gratte-ciels, etc.). 
Comme il est fort probable que l’UM se déplace dans ces environnements, l’utilisation 
des GPS est peu adapté pour supporter l’amélioration des transferts intercellulaires.  
Utilisation des signaux WiFi pour le positionnement 
Pour remplacer le positionnement GPS, Goden et Bateman [Golden2007] présentent un 
mécanisme utilisant seulement la mesure des signaux WiFi pour positionner l'UM. Cette 
approche permet de déterminer l'emplacement de l'UM relativement aux positions des 
PA. Ceci demande une connaissance préalable sur la position des PA.  
Laitinen [Laitinen2004] effectue une revue des mécanismes de positionnement utilisant le 
WiFi et présente brièvement la précision obtenue ainsi que les facteurs qui influencent les 
résultats. Selon la présentation de Laitinen, on pourrait obtenir une précision de 
positionnement de 2 à 5 m en WiFi en utilisant trois PA. On constate une perte de 
précision comparativement à l'utilisation d'un GPS, mais les mécanismes fonctionnent 
dans les bâtiments. En utilisant ces mécanismes, d'autres projets tentent ainsi de guider un 
robot [Serrano2003] ou de positionner des senseurs dans un environnement [Chan2009].  
Ces mécanismes sont possibles dans un environnement privé, comme un laboratoire ou 
bâtiment bien défini, puisqu’on peut déployer les PA à des emplacements connus. Par 
contre, dans un environnement public, c'est plus difficile de cartographier ou de 
positionner les PA et de garantir qu'ils ne seront pas déplacés. Comme le positionnement 
à l’aide de la puissance des signaux WiFi dépend de la connaissance et de la précision de 
la position des PA, ceci constitue une faiblesse pour une utilisation à grande échelle de 
ces mécanismes. 
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Information sur la proximité des PA 
Plutôt que d'utiliser les informations de positionnement des UM et de cartographie des 
PA, d'autres algorithmes tentent d'obtenir les informations sur les positions relatives des 
PA. Cette connaissance permet par la suite d'effectuer les recherches sur les PA qui 
entourent le point de communication actuel de l'UM. On réduit ainsi l'espace de 
recherche à un nombre restreint de PA. Mishra et coll. [Mishra2004] présentent un 
mécanisme basé sur la construction des graphes de voisinages des PA. Ce graphe est 
construit par le PA à partir des messages de réassociation de l'UM qui contiennent les 
informations sur le PA d'où vient l'UM. Au moment d'un transfert, l'UM peut demander 
cette liste a son point d’attache pour réduire l’espace de recherche aux PA à proximité. 
Shin et coll. [Shin2004a] présentent une solution similaire, mais construisent le graphe 
des PA à partir des traces de l'ensemble des transferts des UM. En plus de ce graphe, Shin 
et coll. présentent aussi une amélioration en ajoutant un graphe de superposition des 
signaux. Ce graphe permet de connaître les paires de PA qui présentent des zones où 
l'UM peut communiquer avec les deux avec une qualité équivalente de signaux. Pour 
produire ce graphe, ceci demande par contre d'effectuer plusieurs mesures à différents 
endroits, ce qui peut devenir assez fastidieux à créer et maintenir. Par contre, l'article 
démontre que la combinaison des deux graphes permet une amélioration du temps de 
transfert en fournissant une liste d'opportunités à l'UM qui lui permet de planifier 
l’action. 
Dans les deux algorithmes utilisant les graphes des PA, il est à noter que ces solutions 
demandent l’ajout de logiciels aux PA pour permettre la construction des graphes. De 
plus, pour la construction des graphes à partir des traces des transferts, il est requis 
d'avoir accès aux enregistrements des informations de l’ensemble des PA. Dans un 
environnement public, ces deux requis sont difficilement applicables considérant le 
nombre et la diversité des fournisseurs de services et d’équipements. 
2.4.4 Apprentissage des habitudes de déplacements de l’UM 
On peut travailler à améliorer le transfert en utilisant d'autres sources d'informations. En 
plus de considérer réduire l'environnement de recherche ou choisir un meilleur moment 
pour effectuer le transfert intercellulaire, les habitudes de l'UM peuvent aussi apporter 
des informations. C’est dans cet objectif que des travaux de recherche analysent les 
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habitudes et les déplacements pour orienter les décisions de transferts vers un nouveau 
PA. 
Dans la section (2.4.3), des articles présentent des mécanismes utilisant les informations 
sur l’environnement immédiat de l’UM ou du PA pour réduire l’espace de recherche au 
moment du transfert. Du point de vue de l’UM, ces informations sont construites, 
utilisées et remplacées sur courte période. 
La durée de conservation et l'utilisation de l’information constituent les paramètres qui 
différencient les algorithmes présentés dans cette section. Dans les algorithmes 
d’apprentissage de l’environnement, la conservation est longue, voire permanente, et les 
nouvelles informations sont utilisées pour enrichir ou modifier la base de connaissance. 
L’utilisation de ces connaissances plus élaborées permet d’autres mécanismes de 
décisions qui sont basés sur des critères qui peuvent tenir compte d'un contexte plus large 
pour effectuer le transfert. 
Dans les apprentissages de l’environnement, on peut considérer que les habitudes de vie 
de l’UM l’amènent à réutiliser des trajectoires de déplacements. Chan et coll. [Chan2000] 
et Liu et Maguire [Liu1996] mentionnent qu'il est possible d'apprendre les déplacements 
d'un UM pour prédire la direction de son prochain mouvement dans un environnement 
cellulaire. Leur hypothèse est que les gens reprennent généralement une trajectoire 
similaire régulièrement (par exemple pour aller de la maison au travail et de retour à la 
maison). En enregistrant ces déplacements sur une longue période, il est possible de 
déterminer les ressemblances entre les mouvements actuels et ceux du passé. 
Les travaux de Chan et coll. [Chan2000] ont par contre démontré qu'il est difficile de 
prédire exactement la trajectoire de l'UM à partir de l'historique des déplacements, et ce, 
même en utilisant des algorithmes d'analyse plus complexes. Ceci est principalement 
occasionné par la construction des trajectoires en utilisant seulement les informations 
provenant des tours où transite l'UM. Le territoire couvert par une tour étant assez grand 
par rapport au mouvement à mesurer, ceci réduit la précision pour les petits 
déplacements. De plus, ces algorithmes sont très sensibles aux effets "Ping Pong" entre 
deux cellules qui altèrent les historiques. Par contre, ils constatent que la prédiction de la 
direction simple donne de bons résultats. Selon leurs tests, ils peuvent prédirent la 
direction de déplacement dans 72% des cas à partir des données d'historique des 
déplacements. 
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Dans ce contexte, Boc et coll. [Boc2007] étudient les besoins selon trois catégories, soit : 
centré sur le réseau, centré sur les PA ou centré sur l'UM. Les deux premiers sont 
principalement utiles pour améliorer les services et les performances des infrastructures 
en étudiant les habitudes d'utilisation. Les résultats sont généralement une augmentation 
des services pour un ensemble d'UM.  
Dans leur article, ils se concentrent ainsi sur le troisième cas, l'UM et son comportement 
en mobilité. Pour étudier ce comportement, il faut déterminer sa position. Boc et coll. 
[Boc2007] ont décidé d'utiliser les informations provenant des signaux radio pour 
démontrer des habitudes de la part de l'UM, les emplacements privilégiés et les 
emplacements occasionnels. Ces indications permettent par la suite de mieux cibler les 
PA selon le contexte où se trouve l'UM 
Par contre, ils mentionnent que la précision du positionnement est affectée par des effets 
indésirables comme l'effet Ping Pong, les PA temporairement non disponibles, les 
microvariations du signal, ou encore des variations dans les choix des PA. Pour 
contourner ces phénomènes, l'article présente un mécanisme de regroupement des PA 
basé sur les habitudes de l'UM. Ces regroupements permettent de déterminer les PA les 
plus rapprochés (par les analyses des transferts) ou encore les emplacements privilégiés 
(comme la maison) basés sur le temps passé au même endroit. Ce qui permet d’obtenir 
les informations des emplacements privilégiés de l’UM. 
J. OK et coll. [Ok2008] présentent un algorithme basé sur la construction d’une cache des 
précédents transferts intercellulaires effectués lors des déplacements de l’UM. Cette 
cache permet par la suite de cibler un nombre restreint de PA. Les informations 
conservées dans la liste sont : BSSID (Basic Service Set Identifier) de l’AP d’origine, 
BSSID de l’AP destination, et les informations sur le lien (numéro du canal, vitesse, 
capacité, type de cryptage, etc.). Il est alors possible de transmettre des demandes de 
réassociation à chacun des PA de la liste et considérer les réponses à ces demandes pour 
effectuer le transfert. L’avantage de cet algorithme est qu’il demande des changements 
dans le code de l’appareil de l’UM seulement et est donc compatible avec tous les types 
d’environnements 802.11.   
Dans leur article, J. OK et coll. [Ok2008] font la démonstration expérimentale de 
l’efficacité de leur algorithme en comparant les temps de transfert obtenus à l’aide de leur 
cache comparativement aux mécanismes standards de recherche passive ou active. Leurs 
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résultats montrent un gain d’un facteur 450 par rapport au mécanisme de recherche passif 
et d’un facteur 19 par rapport au mécanisme de recherche actif. 
Dans leurs constatations, il est montré que leur algorithme améliore grandement les 
décisions pour les UM qui sont très réguliers dans leur déplacement. Par contre,  ils 
mentionnent que les performances peuvent diminuer lorsque l’UM utilise des trajectoires 
inhabituelles ou occasionnelles. Les informations colligées pendant ces changements de 
comportement modifient la cache et augmentent les risquent de recherches infructueuses 
de PA.  
La construction d’une cache basée sur l’historique de déplacement de l’UM permet donc 
de conserver des informations supplémentaires sur les opportunités de choisir le prochain 
PA. Les articles présentés à ce sujet démontrent un gain dans les performances, mais 
utilisent des algorithmes simples pour utiliser cette base d’informations. La prochaine 
section améliore les mécanismes de décision en utilisant des algorithmes d’intelligences 
artificielles.  
2.4.5 Utilisation de l’intelligence artificielle dans les décisions de 
transferts 
Lorsqu’un historique de déplacement est disponible, on peut améliorer les décisions en 
utilisant des algorithmes plus complexes qui peuvent considérer un ensemble 
d’informations pour déterminer le moment du transfert ou le meilleur PA parmi un 
groupe visible par l’UM. Dans les algorithmes possibles, des travaux considèrent 
l’utilisation de l’IA (Intelligence Artificielle) pour analyser et prendre les décisions. 
Par exemple, pour déterminer le moment de transfert entre un réseau cellulaire et un 
réseau WiFi, A. Majlesi et B. H. Khalaj [Majlesi2002] mesurent les signaux provenant de 
deux environnements. À l’aide d’un algorithme à logique floue adaptatif et d’une 
information sur la vitesse de l’UM, il y a détermination du moment où il est préférable de 
passer d’un environnement à un autre.  
Comme les cellules en WiFi sont petites (quelques centaines de mètres) la vitesse de 
déplacement de l’UM est à considérer pour prendre la décision de passer du cellulaire au 
WiFi. À basse vitesse, l’UM aura le temps de se relier et d’utiliser le réseau. À haute 
vitesse, il est probable qu’il aura à peine le temps de se relier avant de quitter la cellule. 
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Les résultats, basés sur des simulations, démontrent bien l’amélioration de la décision à 
l’aide de la logique floue.  
Chang et coll. [Chang2008] utilisent aussi la logique floue pour déterminer le moment du 
transfert. L’algorithme utilise la puissance des signaux des messages balises des PA ainsi 
que leurs variations. À partir de ces deux informations, ils démontrent par simulation une 
amélioration dans la sélection du prochain PA ainsi que du moment de transfert.  
Battiti et coll. [Battiti2002] se sont plutôt intéressés à positionner l’UM à partir des 
mesures de puissances des signaux provenant des PA environnants. L’hypothèse de base 
pour le fonctionnement de leur algorithme est que la position des PA est connue. À l’aide 
de réseaux à neurones de type perceptron multi couches, ils démontrent la possibilité de 
déterminer la position de l’UM. 
Le réseau à perceptron demande par contre un entrainement qui peut être long. En effet, 
la phase d’apprentissage demande que l’UM effectue des mesures des signaux à plusieurs 
emplacements connus (56 points pour la démonstration avec trois PA). Les informations, 
une fois apprise par le réseau à perceptron peuvent être utilisées pour indiquer sa position 
à l’UM. Les travaux démontrent une bonne précision (environ 1,69 m d’erreur) pour le 
positionnement de l’UM. Vu les exigences au niveau de l’entrainement du réseau, ceci 
est peu applicable dans un environnement public. 
D’autres articles utilisent les chaînes de Markov pour prédire les déplacements et actions 
dans l'environnement. Liu et Maguire [Liu1996] font la démonstration qu'à l'aide de 
l'apprentissage et de chaînes de Markov, il est possible d'apprendre le comportement d'un 
groupe d'UM et d'aider ainsi à planifier les services cellulaires. 
Les précédents algorithmes utilisent des phases de prises de connaissance et 
d'apprentissage avant de permettre les prédictions. D'autres travaux ont plutôt tenté 
d'utiliser un apprentissage continu pour améliorer les performances des routeurs (Peshkin 
and Savova [Peshkin2002]) ou encore de prédire les déplacements dans un 
environnement fermé (Rafols et coll. [Rafols2005]). Ces deux articles utilisent 
l'apprentissage par renforcement pour permettre une autonomie et une adaptation aux 
conditions de l'environnement. 
Pour améliorer les performances d'un routeur, Peshkin et Savova [Peshkin2002] 
démontrent l'amélioration des performances des décisions de routage à partir d'un 
système d'apprentissage autonome qui ne possède aucune information préalable du réseau 
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(comme la topologie, le nombre de noeuds, etc.). Leur algorithme d'apprentissage par 
renforcement permet de modifier les politiques de routage en fonction du volume de 
paquets et du nombre de paquets livrés. Les simulations de leur algorithme ont démontré 
une amélioration de la qualité des décisions après que les politiques de décisions se soient 
stabilisées.   
Rafols et coll. ([Rafols2005]) tentent de démontrer qu'il est possible de développer un 
mécanisme d’apprentissage prédictif des actions d'une personne en déplacement en 
comparant des algorithmes d'apprentissage par renforcement avec des approches utilisant 
les chaînes de Markov. Bien que leurs conclusions ne soient pas précises, elles ouvrent la 
possibilité à l'apprentissage prédictif des actions. 
2.5 Sommaire 
Contrairement au réseau cellulaire, la centralisation des décisions n'est pas possible dans 
un environnement public. Dans ce contexte, obtenir la continuité des services en WiFi 
demande beaucoup d'efforts et de considération de par la nature du lien et des 
fournisseurs du service. 
Il revient donc à l'appareil utilisé par l'UM d'effectuer la tâche de conserver la continuité 
de façon autonome en utilisant les informations qu'il peut découvrir lui-même. C'est avec 
cette considération que les objectifs de cette recherche ont été établis.  
Premièrement, la considération des habitudes répétitives de déplacement des UM devrait 
permettre à un mécanisme d'apprentissage utilisant l'IA de se conditionner à 
l'environnement. Pour réaliser ceci, [Rafols2005] démontrent que l'utilisation des 
variations et des puissances des signaux permet de positionner l'UM dans son 
environnement et de déterminer ses prochains mouvements. 
Il reste à établir des mécanismes pour accumuler les informations et à établir un 
algorithme efficace d'apprentissage tout en considérant les requis de mémoire (quatrième 
objectif), l'appareil de l'UM imposant des contraintes sur la conservation des données. 
Tout ceci pour offrir une continuité dans les services réseau et l'autonomie des décisions 
des transferts intercellulaires. 
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CHAPITRE 3 SÉLECTION À L’AIDE DES COURBES DE 
COMPARAISONS DES PUISSANCES 
Lorsque la couverture est suffisamment développée, plusieurs PA sont accessibles 
simultanément permettant d'effectuer un transfert intercellulaire. Dans cette situation, 
l’efficacité des transferts n’est pas nécessairement équivalente. Il est donc important de 
qualifier les opportunités de transitions entre elles pour orienter le choix et permettre un 
meilleur transfert. 
Considérant que l'utilisateur mobile reprend un trajet déjà utilisé (voir section 2.4.4), il 
est possible de mémoriser les niveaux de puissances perçus pendant les déplacements et 
d’utiliser ces informations pour estimer la qualité des transferts intercellulaires. En 
comparant les signaux des paires de PA (formées du PA actuel et d’un à proximité) il est 
alors possible d’effectuer un meilleur choix que ce qui sera déterminé par l’algorithme 
standard en WiFi.  
Par contre, si on échantillonne les mesures de puissance de tous les PA rencontrés 
pendant les déplacements de l’UM, on se retrouve rapidement avec une grande quantité 
de données à conserver et à utiliser pour les analyses. Il est donc important de définir une 
nouvelle représentation de ces données pour améliorer la vitesse de calcul ainsi que 
réduire la quantité d’informations à mémoriser dans l’appareil utilisé par l’UM.  
3.1 Appairage des points d'accès selon les opportunités de 
transfert 
Pour permettre d'effectuer le choix du prochain point d'accès, il faut tout d'abord 
connaître la liste des opportunités. Premièrement, lorsque l'utilisateur mobile effectue un 
balayage de son environnement, tous les points d'accès visibles au même moment sont 
des opportunités de prochain PA. Par la suite, à l’aide de l'enregistrement des puissances 
de chacun de ces points d'accès, il est possible d’effectuer un pairage des PA offrant 
simultanément un niveau de signal supérieur à un seuil déterminé. On recherche toutes 
les possibilités de transitions. Cette opération est donc réalisée indépendamment du PA 
auquel l’UM est relié.  
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3.1.1 Détection des points d'accès « compatibles » après balayage 
La figure 3.1 présente les différents PA visibles par l'utilisateur mobile. De cette figure, 
on peut déduire que l’UM peut se relier aux points d'accès B, C, D et E. Il est ainsi 
possible d’effectuer les transitions BC, BD, BE, CD, CE et DE ce qui correspond à la 
liste des PA « compatibles ». 
 
 
Figure 3.1  Zones de transferts intercellulaires 
La liste peut être construite à partir des mesures effectuées pendant un cycle de balayage 
de l’environnement de l’UM. Au moment d’un transfert, toutes les paires de PA de la 
liste sont équivalentes du point de vue de l’apprentissage. Par contre, dans la réalité, il est 
possible que certaines opportunités présentent de meilleurs résultats que d’autres. 
3.1.2 Caractérisation des paires de PA 
La mémorisation de la puissance des signaux reçus par chaque PA et le moment de la 
mesure (ou un identificateur équivalent) peut apporter une information sur la durée de la 
période où les deux PA sont accessibles simultanément. Cette information peut aider à 
préparer la transition au niveau des applications en utilisation par l’UM. Cette 
connaissance permet aussi de planifier un transfert proactif (voir section 2.1.1).  
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La construction de cette liste de PA comportant une caractérisation de la période de 
transition demande plus de traitement que la simple construction de la liste des paires de 
PA. Ce traitement peut être effectué pendant les périodes d'inactivité du processeur. Par 
contre, cet effort de calcul permet une meilleure transition basée sur l'historique des 
mesures, contrairement à la méthode précédente (section 3.1.1) qui utilise une photo 
instantanée d'un cycle de balayage de l’environnement de l’UM. 
3.2 Représentation comparative des puissances 
La représentation des signaux selon la figure 3.2, permet de déterminer la zone de 
transition où les deux PA sont accessibles simultanément par l’UM. Pour établir ce 
graphique, on doit connaître la position de l'UM par rapport aux PA. Pour les simulations, 
cette information est disponible, mais dans une situation réelle, il en est autrement. Il est 
donc requis de trouver une autre représentation de l'évolution de l'UM en utilisant 
seulement les informations qui lui sont disponibles, soit le temps et les puissances 
perçues de chaque PA. 
 
 
Figure 3.2  Trois étapes des puissances perçues lors des déplacements de 
l’utilisateur mobile entre deux points d'accès (PA#1 et PA#2) 
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Puisque l’objectif est de comparer les puissances des PA, l’idée est venue de placer la 
puissance d'un PA en abscisse et l'autre en ordonnée pour obtenir des courbes comme 
celles de la figure 3.3.  
Sur cette représentation, on constate deux pointes de puissance correspondant aux 
passages à proximité des PA (position 0m et 200m de la figure 3.2). On retrouve aussi 
trois zones correspondant à la position par rapport aux PA. Par contre, on ne fait plus 
référence à la position relative de l’UM par rapport au PA ni au temps. S’il est possible 
de démontrer une relation entre ces courbes et la qualité des transferts, nous obtenons une 
simplification des données de déplacements à conserver. 
 
 
Figure 3.3  Représentation des niveaux comparatifs de puissances perçues en 
fonction du déplacement entre 2 points d'accès (PA#1 et PA#2) 	  
3.3 Démonstration de l’efficacité de la représentation 
La démonstration des caractéristiques de cette représentation peut être faite en 
considérant quatre scénarios de déplacement. Ces scénarios sont définis par des 
trajectoires de déplacements simples entre deux PA. Pour aider à la modélisation, les PA 
sont placés sur l’axe des X et séparés par une distance « b » (voir figure 3.4). Les 
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Figure 3.4  Représentation des paramètres de positions utilisés pour les calculs 	  
On peut alors définir la trajectoire de l’UM selon l’équation d’une droite (y = mx + a) de 
pente « m » et d'ordonnée à l'origine « a » et on distingue alors quatre cas particuliers: 
1. Trajectoire parallèle à l’axe des X (« m = 0 »),  
2. Trajectoire oblique par rapport aux axes X et Y 
a. Trajectoire oblique par rapport aux axes X et Y (« m ≠ 0 »)  
b. Trajectoire oblique par rapport aux axes X et Y (« m ≠ 0 »), mais passant 
par le point central entre les deux PA 
3. Trajectoire parallèle à l’axe des Y (« m→∞ »)  
4. Considération de la distance entre les PA 
Il est à noter que selon l’équation (B.14), l’utilisation de a = 0 conduirait à une 
indétermination lorsque x (la position de l’UM) passe par 0. De plus, il faut respecter les 
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conditions représentées par les équations  (B.14) et (B.15), d'où une limitation de la 
distance minimale de passage près d'un PA à un mètre pour éviter les indéterminations. 
3.3.1 Trajectoire parallèle à l’axe des X 
Le déplacement parallèle à la droite reliant les deux points d’accès (figure 3.5) est le 
déplacement le plus simple à considérer. L’utilisateur mobile percevra une croissance et 
une décroissance des signaux. En supposant que la puissance de transmission des deux 
points d’accès soit la même, les variations incluant les signaux maximums seront les 
mêmes et fonction de la distance « z » par rapport à l’axe et la distance « b » entre les 
émetteurs. Ceci affecte la durée pendant laquelle la transition peut s'effectuer tout en 
conservant la communication avec l'un ou l'autre des points d'accès. 
 
Figure 3.5  Trajectoire parallèle à l’axe des X 
 
En traçant la courbe comparative des puissances, on constate que plus la trajectoire est 
éloignée (augmentation de « z ») de l'axe formé par les points d'accès (avec « b » 
constant), plus la surface délimitée par la courbe diminue. Ainsi dans ce scénario, l’aire 
formée par la courbe donne une indication sur l’étendue de la zone où l’UM peut accéder 
aux deux PA. 




Figure 3.6  Courbes comparatives de puissance entre deux PA avec m = 0 et 
différentes valeurs de z 
3.3.2 Trajectoire oblique par rapport aux axes X et Y 
Lorsque l’on varie la pente (m dans l’équation (B.21)), deux situations sont à considérer 
en fonction de l’ordonnée à l’origine (a). La combinaison de ces deux paramètres va 
déterminer la proportion de la trajectoire qui sera située dans chacune des zones des 
points d’accès. Le premier cas considère l'ordonnée à l'origine plus grande qu'un mètre 
(voir figure 3.7). Dans ce cas, lorsque la pente augmente, on constate une réduction de la 
période de passage par la zone de transition (voir figure 3.8). Le deuxième (voir figure 
3.9) cas consiste à s'assurer que l'UM passe toujours par le centre de la droite reliant les 
deux PA d'où de meilleures opportunités de transferts intercellulaires.   
À noter qu'il y a une symétrie selon « m > 0 » et « m < 0 ». Pour simplifier les 
présentations, seulement « m > 0 » est considéré.   




Figure 3.7  Trajectoire avec "m > 0" entre les deux zones 
 
Déplacement avec « a ≥ 1 » et « m > 0 » 
L’utilisateur s’éloigne des points d’accès. Cet éloignement sera plus ou moins prononcé 
selon la valeur de "m". Lorsque m est grand, la trajectoire ne passe plus par la zone de 
transition. Comme dans la section 3.3.1, on constate une relation entre le temps de 
passage par la zone de transition et la surface délimitée par les courbes de puissances 
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Figure 3.8  Courbes comparatives de puissance entre deux PA avec différentes 
valeurs de m et  a = 1  
 
Déplacement avec « a < -bm/2 » et « m > 0 » 
Lorsque « a < -1 », la trajectoire peut passer entre les 2 points d’accès. Un cas intéressant 
se produit lorsque « a = -bm/2 ». Comme présentées par la figure 3.9, les trajectoires 
offrent la plus grande disponibilité de temps dans la zone de transition, puisqu’elles sont 
centrées dans cette dernière. 
En fait, selon la pente, l’UM peut passer beaucoup de temps dans la zone de transition. 
Comme il peut passer facilement d’un PA à l’autre, il y a risque d’effet « ping pong » 
entre les deux PA. 
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Dans ce scénario, on remarque que plus « m » est grand, plus la surface délimitée par la 
courbe de comparaison des puissances diminue (voir figure 3.10). En fait, l’augmentation 
de « m » conduit l’UM à passer plus de temps dans la zone de transition et le temps passé 
dans la zone spécifique d’un PA est réduite, voire inexistante. Dans ces conditions, il y a 
peu d’avantages à changer de PA puisqu’ils sont équivalents, surtout lorsque m est grand.  




Figure 3.9  Trajectoire diagonale entre les deux zones 
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Figure 3.10  Courbes comparatives de puissance entre deux PA avec différentes 
valeurs de m et a =–bm/2 
3.3.3 Trajectoire parallèle à l’axe des Y  
Lorsque m tend vers l’infini, l’utilisateur qui passe par la zone de transition perçoit les 
variations des signaux provenant des deux points d'accès de façon symétrique (voir figure 
3.11). Toutefois, un PA aura un niveau de signal toujours supérieur à l’autre (à 
l’exception d’une trajectoire passant par le centre des PA).  
Le tracé des courbes de puissances comparatives, figure 3.12, ne présente pas de surface. 
Ceci représente bien l’absence d’opportunité de changement de PA puisque les choix sont 
équivalents tout au long du déplacement. Cette situation est un cas limite qui peut 
conduire à des transferts en fonction du niveau de bruits électromagnétiques ambiants. 




Figure 3.11  Trajectoire perpendiculaire au segment reliant les deux zones 
 
 
Figure 3.12  Courbes comparatives de puissance entre deux PA avec une trajectoire 
perpendiculaire à l’axe des PA. La distance entre les PA est constante. 
   SÉLECTION À L’AIDE DES COURBES DE COMPARAISONS DES PUISSANCES 45 
 
3.3.4 Considération de la distance entre les points d’accès 
Les trois scénarios présentés considèrent qu’il existe une zone commune entre les deux 
points d’accès. Cette zone de transferts est fortement influencée par la distance qui sépare 
les points d’accès. Une variation de cette distance modifie aussi les perceptions des 
signaux reçus par l’utilisateur mobile. En reprenant les 3 scénarios et en variant la 
distance entre les émetteurs, il y a réduction du temps de réaction disponible pour 
effectuer le transfert intercellulaire. 
Par exemple, considérons le scénario parallèle à l’axe des x (m=0), en variant la 
distance « b ». La variation correspond à un déplacement latéral de la courbe de 
puissance représentant le deuxième point d’accès (voir figure 3.13).  Le tracé des courbes 
de puissances comparatives montre la diminution de la zone de transition disponible pour 
le transfert. Il y a donc ici aussi une relation entre le temps disponible pour effectuer le 
transfert et l’aire délimitée par les courbes de puissance comparée. 
 
 
Figure 3.13  Courbes comparatives de puissance en fonction de la distance entre les 
PA 
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3.4 Construction des courbes de comparaison des puissances 
Pour tirer parti des avantages des courbes comparatives de puissance, il faut développer 
un algorithme qui permet de construire les courbes à partir des informations collectées 
par l’UM pendant ses déplacements. Les prochaines sous-sections expliquent les cinq 
étapes ainsi que les justifications des traitements permettant de réaliser le processus tel 
que présenté par la figure 3.14. Le résultat obtenu par ce processus est une liste des PA 
offrant les meilleures opportunités de transfert, basé sur la dimension de la zone de 
transition. 
Pour la démonstration des 5 étapes, des données théoriques ont été produites à partir des 
équations de l’Annexe A incluant la génération de données bruitées qui ont été obtenues à 
partir de l’équation (B.18). 
 
Figure 3.14  Représentation des étapes pour la production du tableau des options de 
transitions 
1. Acquisition des signaux 
Pour permettre aux algorithmes de mémoriser les AP et les niveaux des signaux, il est 
requis d’effectuer régulièrement des balayages des canaux WiFi. L’objectif de ce travail 
de recherche étant de présenter un algorithme de sélection à partir des informations sur 
les signaux, il sera considéré d’utiliser un mécanisme comme celui de I. Ramani et S. 
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Savage [Ramani2005], qui permet d’effectuer un balayage des PA environnant en 
minimisant les perturbations sur les activités de l’UM. 
2. Filtrage des signaux 
Les niveaux de puissance mesurés pendant les cycles d’acquisition des signaux 
comportent généralement des variations occasionnées par le bruit, la réflexion ou les 
obstructions par exemple. En traçant une courbe des mesures des signaux d’un PA selon 
une trajectoire rectiligne (voir figure 3.15), on constate ces variations (voir figure 3.16). 
 
 
Figure 3.15  Trajectoire utilisée pour la simulation des résultats  	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Figure 3.16  Représentation des mesures des puissances lors d’un passage à vitesse 
constante sur une trajectoire rectiligne 	  
[Bellavista2006] utilise un système de filtres pour établir la probabilité de changer de PA. 
Ils présentent quatre types de filtres ainsi que les résultats obtenus. La charge de calculs 
est non négligeable dans ces quatre algorithmes et ne considère pas la répétition des 
déplacements qui permettent d’enrichir les informations avec le temps.  
Pour atteindre l'objectif d'intégration de cet algorithme dans une plateforme à capacité 
restreinte et ainsi éviter de surcharger le processeur, il est donc intéressant de rechercher 
un filtre demandant moins de calculs. Ainsi, le choix a été arrêté sur un filtrage en deux 
étapes basées sur la moyenne des minima et maxima sur une fenêtre de mesures.  
En résumé, la première étape consiste à déterminer les minima et maxima des valeurs 
pendant une certaine période de temps (paramètre NombreEchantMinMax du fichier de 
configuration, Annexe B.1.1) et effectuer une moyenne sur une fenêtre de temps 
(paramètre NombreEchantMinMaxMoyen) de ces valeurs Min et Max. On obtient ainsi la 
courbe « signal filtré » en gris qui donne une bonne représentation du signal parfait en 
rouge à la figure 3.17. 
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Figure 3.17  Présentation du filtrage des mesures basé sur l’évaluation des 
moyennes sur 7 échantillons des minima et maxima cumulés sur 15 
échantillons. 
3. Création des paires de PA 
En utilisant une trajectoire passant près de deux PA (voir figure 3.18) on peut  créer les 
paires de PA. Pour que la paire existe, il faut que les signaux mesurés des deux PA 
présentent une valeur supérieure au seuil de déconnexion (paramètre BorneMax, voir 
Annexe B.1.1). Lorsque deux PA satisfont ce critère, il est alors possible d’entreprendre 
la construction de la courbe (étape suivante). Sinon, on considère que les deux PA ne 
présentent pas des conditions idéales de transfert et on ignore la paire. 
4. Construction des courbes 
À partir des paires de points d'accès compatibles, la construction de la courbe s’effectue 
en positionnant les mesures de puissance (prises dans le même cycle de balayage) d’un 
PA sur l’un des axes du système cartésien et d’un deuxième PA sur l’autre axe. La 
représentation conduit à des nuages de points. Ce nuage grossi avec le nombre 
d’échantillons de puissance. La figure 3.19 montre les résultats du positionnement des 
mesures des données brutes (sans filtrage, tel qu’obtenu de l’étape 1).  	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 Figure 3.19  Représentation des mesures brutes de puissance après 2 passages sur 
une trajectoire rectiligne.  	  
La représentation de la figure précédente permet difficilement de déterminer l’aire 
délimitée par la courbe de puissance. En utilisant les données filtrées par l’étape 2, on 
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obtient la  figure 3.20 correspond aux mesures filtrées de cinq répétitions de la trajectoire. 
Notez que les points sont reliés dans l'ordre chronologique des mesures. 
 	  
  
 Figure 3.20  Représentation des mesures comparées de puissance après 5 passages 




Il est difficile d’évaluer l’aire délimitée par la courbe de la  figure 3.20. Le bruit et le 
nombre de passages créent un nuage de points autour de la courbe désirée. Pour permettre 
d'effectuer des qualifications du transfert, il est faut réordonner et lisser cette courbe. 
L’objectif étant d’obtenir la relation entre les puissances sans considération du nombre de 
passages effectués par l’UM.  
Pour arriver à ceci, l’algorithme proposé se base sur une particularité de la forme des 
courbes que l'on devrait obtenir (voir section 3.2). En général, toutes ces courbes 
présentent une forme de boucle presque fermée. Une façon simple de représenter des 
formes de ce type est d’utiliser une représentation polaire au lieu de cartésienne. 
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En transformant la représentation cartésienne en représentation polaire autour de l’origine 
des axes de la représentation cartésienne, ceci permet de grouper les valeurs selon les 
angles et faire une moyenne sur un certain nombre de degrés de rotation (ou de radians).  
Dans le modèle utilisé pour la simulation, le quadrant a été divisé en 90 valeurs (tracés en 
bleu sur la figure 3.21), soit un secteur par degré. En plus de permettre de lisser la courbe 
(voir figure 3.22), cette division en secteur réduit le nombre de valeurs à conserver à 90 




Figure 3.21  Exemple d’une section (en coordonnées polaires) où sera évaluée la 
moyenne des mesures pour établir la courbe de la figure 3.22  
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Figure 3.22  Résultat obtenu après application de la moyenne fenêtrée sur les 
données (coordonnées polaires) 
 
5. Calcul des aires délimitées par les courbes 
La dernière étape consiste à détermine l’aire sous la courbe de la figure 3.22 pour 
caractériser la paire de PA. Pour effectuer ce calcul, il est requis d'avoir une forme 
fermée. Dans la figure 3.3, on constate que la courbe est ouverte sous le seuil de 
détection. Même si on pouvait mesurer des puissances très faibles, il est peu probable que 
ceci conduirait à une forme fermée. De plus, cette zone de signaux très faibles augmente 
grandement l'aire et le périmètre avec des conditions non pertinentes pour transmission 
de données (sous le seuil minimal de puissance).  
Pour contourner la situation, les calculs sont effectués en fermant la courbe à la puissance 
minimale d'opération (paramètre BorneMax, voir Annexe B.1.1). Cette modification 
altère la courbe, mais nous nous intéressons à la partie utile du signal soit lorsque 
« P > BorneMax ». 
L’étape 4 permet de simplifier la courbe suite à une conversion en coordonnées polaires. 
De plus, plutôt que de conserver l’ensemble des points, on effectue un calcul des 
moyennes des valeurs dans des secteurs. Comme mentionné, le nombre de ces secteurs 
est fixe et est de 90 valeurs par quadrant (pour la simulation), soit un secteur par degré. 
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L’équation du calcul de « A », aire sous la courbe ou le facteur de caractérisation, se 
définit alors ainsi : Soit « k » le nombre de points sur la courbe, (ri, 𝜃i)  représentant les 
puissances reçues au même moment par les points d'accès #1 et #2 convertis en 
coordonnées polaires,  nous obtenons l’équation suivante pour les calculs des aires et 
périmètres de polygones fermés [Zwillinger2003] : 
 
 A = 12 rii=1
k
∑ ri+1 sin(θi+1 −θi )    (3.2) 
 
Considérant que la courbe est divisée en secteurs égaux on peut poser que sin(𝜃i+1- 𝜃i) est 
une constante. De plus, on peut aussi prendre la valeur de ri = ri+1  si les secteurs sont 




A = 12 (rii=1
k
∑ )2 i cste    (3.3) 
 
Comme l’objectif est de caractériser les courbes et non d’avoir une précision sur le calcul 
de l’aire, on peut encore simplifier et éliminer les constantes de l’équation puisque ceci 
ne fait que modifier de façon égale l’ensemble des valeurs des courbes. Et finalement, la 
mise au carré des ri ne fait que créer un plus grand écart entre les paramètres caractérisant 
les courbes. On simplifie donc l’équation à : 
 
 A = ri
i=1
k
∑    (3.4) 
Soit la somme des moyennes des valeurs calculées par secteur. Pour réduire les 
recherches des meilleures paires, l’algorithme du simulateur ajoute aussi un autre critère : 
Les courbes présentant une caractérisation inférieure à SeuilCourbePerf (section 6.4, 
tableau 6-6) sont ignorées des recherches. 
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3.5 Implémentation de l'algorithme de sélection utilisant les 
courbes de performances 
L'algorithme de sélection utilisant l'algorithme des courbes de performances se subdivise 
en trois blocs principaux, soit le balayage de l’environnement et construction des courbes 
(voir explication à la section 3.4), la recherche d’un prochain PA de façon réactive et la 
recherche d’un prochain PA de façon proactive (voir figure 3.23). 
En mode réactif, on recherche un nouveau point d’attache lorsque l'UM est déconnecté. 
Dans cette condition, l'algorithme recherche la meilleure paire (voir figure 3.24) 
construite à partir du dernier PA utilisé. En considérant le paramètre de caractérisation 
des paires de PA, il vérifie (à l'aide d'une sonde) si la qualité de la connexion est 
suffisante pour effectuer le transfert. Si aucun PA n’est trouvé, on effectue une recherche 
à l'aide de l'algorithme standard au cas où il y aurait d’autres connexions disponibles, 
mais non considérées lors des constructions de courbes. 
Pour garantir une continuité de service, l’algorithme évalue la qualité de la connexion 
actuelle après un certain temps si le niveau du signal du PA actuel est sous le niveau du 
seuil de déconnexion plus une marge (signal[PA] < BorneMax + 
SeuilPreemptionOptimise). Comme pour le mode réactif, on recherche la meilleure paire 
(voir figure 3.24) construite à partir du PA actuel et on évalue à l’aide d’une sonde si le 
PA potentiel offre une bonne opportunité. Si c’est le cas, on planifie un transfert 
intercellulaire, sinon on continue avec le PA avec lequel l'UM est connecté. 
Dans les deux modes, l'algorithme utilise des données (les courbes) construites avec les 
déplacements de l'UM. Les courbes sont construites et mises à jour à partir d’un balayage 
de tous les canaux effectués pendant les temps d’inutilisation du module de 
communication réseau, comme documenté à la section 3.4.  
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Figure 3.23  Algorithme de sélection selon la méthode des courbes de puissance 	  	  
Algorithme de recherche du meilleur PA suivant à l’aide des courbes de performance 	  
La figure 3.24 présente l’algorithme de la fonction ChercheMeilleurePaire(). 
L’algorithme se subdivise en deux volets. Le premier essaie les PA suivants en ordre 
décroissant du paramètre de caractérisation des courbes. À chaque PA possible, 
l’algorithme utilise une sonde pour vérifier la disponibilité et la qualité du signal et 
retourne le meilleur choix ou vide si aucun PA n’est trouvé. Comme l’algorithme utilise 
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des informations complémentaires pour effectuer la sélection, il est possible d’abaisser le 
seuil de connexion par rapport au seuil de l’algorithme standard (fixé pour réduire les 
effets ping-pong entre les PA). Ainsi, le seuil de connexion a été modifié pour 
correspondre au seuil de déconnexion (BorneMax) plus une marge 
(SeuilConnectOptimise) ce qui correspond au paramètre SeuilDeconnexion de la figure 
3.24.  
Le deuxième volet est à titre de validation et retourne un PA au hasard dans la liste des 
paires compatibles si le PA est visible. Cette partie de l’algorithme était utilisée pour 
comparer les mécanismes et a été éliminée lors de la calibration des algorithmes (section 
6.4, tableau 6-6, paramètre SeuilGreedyOptimise = 0). 
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Figure 3.24  Fonction de recherche d’un PA selon la meilleure paire : 
ChercheMeilleurePaire() 	  
3.6 Sommaire 
Comme présenté dans le présent chapitre du document, l’algorithme proposé permet de 
mémoriser les mesures des signaux des PA rencontrés pendant les déplacements de l’UM 
tout en réduisant les besoins en espace mémoire et de calcul à effectuer par l’appareil 
mobile. Ceci permet d’effectuer les opérations d’apprentissages et de sélection des PA de 
façon continue. Les performances de cet algorithme seront présentées au chapitre 7. 
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CHAPITRE 4 MODÈLE UTILISANT L'INTELLIGENCE 
ARTIFICIELLE 
La section 4.1 introduit les algorithmes d'intelligence artificielle disponibles pour 
développer des applications comportant des possibilités d'apprentissage alors que la 
section 4.2 décrit le mécanisme retenu. Dans le présent projet, une des particularités de la 
problématique est l'absence d'informations a priori sur l'environnement de l'UM. Il faut 
donc concevoir un système qui apprend tout en tentant de prendre des actions pour 
permettre les communications WiFi entre l'UM et les PA de se réaliser même si les choix 
ne sont pas les meilleurs. La priorité étant d'offrir un service avant tout. 
En utilisant les mécanismes de transfert intercellulaire classiques de même que 
l'algorithme utilisant les courbes de puissance, certaines décisions conduisent à des 
échecs. Ceci s’explique par l’utilisation de l’information sur le niveau de puissance des 
PA comme critère de sélection et non les conséquences (succès ou échecs) des tentatives 
de se relier aux PA. Pour résoudre cette situation, il faut mettre en perspective d’autres 
informations en plus de la qualité du signal et considérer, par exemple, le rejet lors d'une 
connexion à un PA sécurisée dont l'UM n'a pas les autorisations.  
L'utilisation de l'apprentissage par renforcement (AR) offre un mode d'apprentissage 
continu qui peut agir sur d’autres conditions. Avant d’introduire l’algorithme développé 
et implanté dans le simulateur, le présent chapitre résume les notions d’intelligences 
artificielles applicables.  
 
4.1 Algorithmes d’apprentissage en intelligence artificielle 
Les travaux en intelligence artificielle développent différents algorithmes permettant aux 
ordinateurs de prendre des décisions en utilisant des connaissances acquises 
[Russel2006]. Ces algorithmes présentent différents mécanismes pour intégrer, conserver 
et permettre l'utilisation des connaissances. 
À haut niveau, on peut distinguer trois groupes de mécanismes, caractérisés par leur 
mode d'apprentissage. Ces mécanismes peuvent par la suite être combinés pour améliorer 
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leurs apprentissages ou tirer parti d’un mécanisme de résolution (par exemple les 
systèmes neuro-flous). Pour simplifier les explications, on peut tout de même considérer 
trois mécanismes principaux. 
Premièrement, il est possible de transmettre les connaissances en utilisant un ensemble de 
règles et de contraintes produites ou décrites par l'expert dans le domaine. On retrouve 
ceci dans les systèmes experts et les systèmes à logique floue où la connaissance provient 
d'une source extérieure au système permettant à l'ordinateur de les utiliser pour en 
déduire une solution. Ces mécanismes d'apprentissage ne sont donc pas autonomes. 
La deuxième catégorie apprend à partir d'un ensemble de données d'entrée et de sortie 
(questions et réponses) de référence. Les algorithmes procèdent alors en deux phases. La 
première est une phase d'apprentissage où le système tente de trouver des relations entre 
les entrées et les sorties à partir des données de références. On appelle ce mécanisme 
l’apprentissage supervisé. Lorsque le système a construit les relations, il est possible de 
procéder à la phase d'exploitation en plaçant les données "questions" à l'entrée et en 
observant les réponses à la sortie. Bien formés, ces systèmes donnent d'excellents 
résultats même pour répondre à des questions où le système n'a pas été entrainé. Par 
contre, ces systèmes demandent l'accès à des données a priori sur la problématique. Ces 
systèmes ne sont donc pas autonomes.  
Le troisième mode est défini sur sa possibilité d'observer les conséquences de ses actions 
ou décisions et de tenter de s'améliorer avec le temps. Ce sont alors des systèmes 
adaptatifs qui évoluent constamment en fonction de l'environnement [Sutton1998]. Ces 
systèmes d’apprentissage par renforcement (AR) présentent des caractéristiques qui 
s’adaptent bien à la problématique des transferts intercellulaires. 
4.1.1 Apprentissage par renforcement (AR) 
Dans les algorithmes d'apprentissage par renforcement, le système découvre son 
environnement au fur et à mesure qu'il y évolue. Le système s'autoévalue en utilisant un 
système de récompenses ou de punitions dont les définitions doivent être fournies dès le 
départ. L'algorithme possède alors deux modes de fonctionnement : l'exploration et 
l'exploitation. Dans l'état d'exploration, l'algorithme tente de découvrir son 
environnement par essai erreur. Dans cet état, l'utilisation de modules de récompense et 
de punition permet au système de connaître ou apprendre ce qui est bien ou mal dans ses 
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choix. Dans l'état d'exploitation, le système effectue ses choix en se basant sur les 
connaissances apprises dans l'état d'exploration. Le défi de cet algorithme devient alors 
de balancer ses opérations entre les deux états.   
Le livre  « Reinforcement Learning : an introduction » de Sutton et Barto [Sutton1998] 
présente différentes alternatives pour développer des solutions avec apprentissage par 
renforcement. Le livre commence par introduire la base des algorithmes d’apprentissage 
par renforcement, soit les processus de Markov. 
Processus de Markov 
Ces processus permettent de déterminer la meilleure solution, par exemple le meilleur 
trajet, si on connaît la probabilité de déplacements entre chaque état qui représente un 




Figure 4.1  Exemple de processus de Markov  
La figure 4.1 présente un processus de Markov qui définit les conditions météorologiques 
d’une région. Les cercles indiquent les états (ensoleillé et pluvieux) tandis que les flèches 
indiquent les probabilités de passer d’un état à l’autre. En résolvant ce système, on peut 
déterminer que sur une longue période de temps, il y a 83.3% de journées ensoleillées et 
16.7% de journées pluvieuses (voir [WiKi-2004b] pour la démonstration). 
Les processus de Markov permettent de trouver les solutions les plus probables pour 
plusieurs systèmes. Par contre, le système doit être complètement défini au départ. C’est-
à-dire que l’ensemble des états et des probabilités de transition doit être connu pour 
pouvoir trouver la solution la plus probable. 
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Méthode de Monte-Carlo 
Le processus de Markov demande une connaissance du système complet pour permettre 
son utilisation. Il est généralement possible de construire la chaîne de Markov qui 
représente un système, par contre, il est plus difficile d’établir la probabilité de passer 
d’un état à un autre.  
La méthode de Monte-Carlo [Sutton1998] permet de découvrir et déterminer les 
politiques ou probabilités à partir d’un système. On peut utiliser une chaîne de Markov 
(nommé « Markov chain Monte Carlo » ou MCMC) déjà établie ou utiliser la méthode 
des déplacements aléatoires pour découvrir les états (nommé  « Random Walk Monte 
Carlo »), les actions et les probabilités. 
La méthode effectue l’apprentissage à partir de processus aléatoires. Le système est 
exploré d’état en état en effectuant les actions et en vérifiant les récompenses associées à 
la sélection. Lorsque l’état final est obtenu, une évaluation est effectuée sur les états-
actions utilisés. Les politiques des différents états-actions sont alors modifiées pour 
représenter les résultats. Avec un grand nombre d’essais, la méthode converge vers la 
meilleure solution.  
L’avantage de la méthode est que l’on peut trouver la solution optimale à un problème 
sans connaître les états-actions a priori. Par contre, si le système est grand et complexe 
(plusieurs états et actions), le temps de convergence peut être très long. De plus, les mises 
à jour (ou retours en arrière) ne se font que lorsque l’état final est obtenu. Il faut donc 
réaliser un épisode complet avant d’avoir un nouvel ensemble d’informations sur le 
système. 
4.1.2 Algorithme d'apprentissage par renforcement 
L’apprentissage par renforcement provient des algorithmes d’apprentissage par différence 
temporelle (« Temporal Difference Learning » ou TD-Learning). Dans le processus de 
Markov, on doit connaître les probabilités des transitions ainsi que les états du système 
pour permettre son utilisation. Pour des systèmes évolutifs, il est difficile, voire 
impossible, de construire le diagramme complet. 
Comme la méthode de Monte-Carlo, le TD-Learning introduit des notions d’actions (qui 
relient deux états) ainsi que les récompenses (qui permettent de caractériser 
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l’appréciation des décisions). L’objectif devient alors de maximiser les récompenses. 
Cette méthode permet de construire dynamiquement le diagramme pendant des épisodes 
d’exploration qui permettent de découvrir les transitions et les états. Lorsque l’état 
terminal est obtenu, il y a calcul des récompenses et on peut préciser la meilleure 
solution. En reprenant le processus plusieurs fois (plusieurs épisodes), on complète ou 
modifie le diagramme en découvrant de nouveaux états et de nouvelles récompenses. 
Après un certain nombre d’épisodes, les connaissances sur l’environnement et le 
diagramme construit permettent de déterminer la meilleure solution. 
Des algorithmes ont été établis pour réaliser l’implémentation du TD-Learning dont 
SARSA et Q-Learning [Sutton1998].  Le Q-Learning est plus utilisé que SARSA pour 
adresser les problèmes de contrôle, comme l’optimisation des déplacements d’un 
ascenseur, l’amélioration de la synchronisation des feux de circulation ou encore des jeux 
comme le backgammon. Ceci est principalement causé par sa facilité d’implantation 
puisque les mises à jour des états-actions ne dépendent pas des politiques de sélection des 
actions, contrairement à SARSA. Bien que ces deux algorithmes ont des mécanismes 
différents, ils convergent vers la même solution optimale si on visite tous les états-actions 
un nombre infini de fois [Woerg2008]. 
Le Q-Learning apprend les états et actions par exploration. L’approche la plus simple est 
l’utilisation d’un processus de décision aléatoire de l’action à prendre. Suite à cette 
opération, un nouvel état est découvert ou réutilisé ce qui permet de créer ou mettre à jour 
les paramètres. L’apprentissage ne se fait qu’en regardant en avant (prochaines actions). 
Le paramètre Q(st, φt) représente la valeur ou l’avantage de prendre l’action φ au moment 
t considérant l’état s. À chaque passage à l’état s et en utilisant une des actions 
disponibles, les récompenses obtenues à l’état st+1 permettent de mettre à jour les 
paramètres Q (voir équation (1.5)). Après un certain nombre d’itérations, la meilleure 
solution consiste à suivre les états-actions qui présentent les meilleurs paramètres Q. 
 
   Q(st ,ϕ t )←Q(st ,ϕ t )+α Rt+1 +γ ⋅maxϕ 'Q(st+1,ϕ t )−Q(st ,ϕ t )'( )*   (1.5) 
Algorithme du Q-Learning [Sutton1998]: 
 
1. Initialiser Q(s,φ) arbitrairement 
2. Répéter pour chaque épisode 
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a. Initialiser s et φ 
b. Répéter pour chaque étape d'un épisode 
i. choisir a à partir de l'état s en considérant la politique dérivé de Q 
ii. Prendre l'action φ et observer r et s' 
iii. Q(s,φ) ← Q(s,φ) + α * [R + γ * maxφ'Q(s', φ')-Q(s,φ)] 
iv. s ← s' 
v. Jusqu'à ce que s soit l'état terminal 
Éligibilité de la trace 
Comme mentionné précédemment, le TD-Learning apprend son environnement 
dynamiquement en regardant seulement en avant. Pour accélérer la convergence, Sutton 
propose l’ajout de l’enrichissement par retour en arrière, comme pour la méthode de 
Monte-Carlo. Cette opération se caractérise par « l’éligibilité de la trace » et(s,φ) qui 
intègre la notion de qualité des choix états-actions pour arriver à cet état final. Cette 
notion modifie le calcul des paramètres Q (équations (1.5) et (1.5)). 
Le paramètre et(s,φ) caractérise les états visités récemment et est déterminé à l’aide de 
l’équation (1.6). Ce paramètre permet alors d’indiquer les états les plus susceptibles 
d’être mis à jour suite au renforcement d’un apprentissage. Lorsqu’un état est visité, on 
ajoute 1 au paramètre et tous les autres états voient leur paramètre multiplié par γλ.  On 
renforce l’effet d’apprentissage des derniers états visités et λ permet de réduire 
graduellement l’influence des états qui ont été traversés précédemment. 
 
 Qt+1(s,ϕ )=Qt (s,ϕ )+α ⋅δt ⋅ et (s,ϕ )    pour tout s, φ  (1.5) 
où 
 δt = Rt+1 +γ ⋅Qt (st+1,ϕ t+1)−Qt (st ,ϕ t )    (1.5) 
et 
  
 et (s,ϕ )=
γ ⋅ v ⋅ et−1(s,ϕ )+1  si s = st  et ϕ =ϕ t




  pour tout s, φ (1.6) 	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Ce mécanisme d’éligibilité de la trace est nommé accumulation de la trace puisque le 
paramètre s’incrémente à chaque visite de l’état et diminue graduellement lorsque non 
visité.  
Intégration de l’éligibilité de la trace au Q-Learning 
Watkins et Peng ont proposé l’intégration de traces d’éligibilité à l’algorithme Q-
Learning ou Q(λ). De ces deux auteurs, celle de Watkins est la plus utilisée puisque 
beaucoup plus simple à programmer que l’approche de Peng [Sutton1998]. 
Le Q(λ) reprend le même mécanisme que le TD-Learning. Par contre, il n’est pas requis 
d’attendre l’état final pour mettre à jour les paramètres des états-actions. Le paramètre 
d’éligibilité de la trace est ainsi mis à jour à chaque étape du processus tout comme les 
autres paramètres de l’algorithme. Cette mise à jour ne dépend que de l’état présent et 
l’état précédent. Considérant que Ixy retourne 1 si x = y et 0 sinon, on a : 
   
 
 et (s,ϕ )= Isst ⋅ Iaat +
γ ⋅ v ⋅ et−1(s,ϕ ) si Qt−1(st ,ϕ t )=maxϕQt−1(st ,ϕ );




  (1.7) 
En intégrant cette notion, on obtient l’algorithme pour le Q(λ) [Sutton1998] qui est utilisé 
dans le présent travail de recherche. Soit: 
 
1. Initialiser Q(s, φ) arbitrairement 
2. Répéter pour chaque épisode 
a. Initialiser e(s, φ) à 0 
b. Initialiser s, φ 
c. Répéter pour chaque étape d'un épisode 
i. Prendre l'action φ et observer r et s' 
ii. choisir φ' à partir de l'état s' en considérant la politique dérivé de Q 
iii. Trouver φ* ← maxb(Q(s',b))  
(note:  Si φ est équivalent  au maximum découvert,  
on prend φ* = φ') 
iv. δ ← R + γ Q(s', φ*) – Q(s, φ) 
v. e(s, φ) ← e(s, φ) + 1 
vi. répéter pour tous les s, φ 
1. Q(s, φ) ← Q(s, φ) + α δ e(s, φ) 
2. si (φ' = φ*) alors e(s, φ) ← γ v e(s, φ)  
sinon e(s, φ) ← 0 
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vii. s ← s'; φ ← φ' 
viii. Jusqu'à ce que s soit l'état terminal 
 
4.2 Implémentation de l’algorithme d’AR 
Pour utiliser l’algorithme Q(λ) il faut définir les états, les actions, les récompenses ainsi 
que les politiques de sélection des actions en mode exploitation. Ces définitions doivent 
représenter le système où évolue l’UM.  
4.2.1 États 
Selon la perception de l’UM, un état (paramètre s) pourrait se résumer à "connecté" ou 
"déconnecté" (ou non connecté). Au niveau de l’apprentissage, l'information est 
incomplète quant à son positionnement dans l’environnement. Pour déterminer le 
prochain PA il est requis de connaître l’emplacement de l’UM. Il est donc préférable de 
définir un état combinant position et statut de la connexion.  
Pour définir une position, l’objectif du présent projet est de ne pas utiliser de mécanisme 
externe de positionnement comme un GPS, mais plutôt l’information sur les niveaux de 
puissances (voir section 1.2). Ainsi, en plus des deux statuts "connecté" ou "déconnecté", 
on peut ajouter de l’information sur la connexion actuelle pour définir un état.  
D’où : 
• Pour le statut "connecté", il s’agit de conserver le nom du PA où l'UM est relié. 
On peut par la suite apprendre les PA qui l'entourent et donc préciser les 
comportements futurs.  
• Pour le statut "déconnecté", on pourrait retourner à un état « original » et 
considérer que le prochain PA est un de ceux rencontrés depuis le début, mais on 
perd la notion d’emplacement. Il est donc préférable de conserver le dernier PA 
connecté. Ceci permet de réduire les options lorsque l’UM revient à proximité 
d’une zone de service WiFi. Ainsi, s’il quitte un PA, il y a plus de chance qu'il se 
dirige vers une destination rencontrée par le passé, ce qui restreint les choix pour 
   MODÈLE UTILISANT L'INTELLIGENCE ARTIFICIELLE 67 
 
la prochaine connexion. Cette information nous permet de positionner l'UM dans 
son environnement et augmente la précision d'un mécanisme de recherche.  
En résumé:  
État = Identificateur d'un PA modulé par le statut de la connexion. 
4.2.2 Actions 
Lorsque l’UM quitte la zone d’un PA, « l’action » (paramètre φ) que l’appareil mobile va 
effectuer est de rechercher et de se relier à un nouveau PA. L’action est donc de choisir 
un nouveau PA parmi ceux qui entourent l’UM. La définition d'une action prise à partir 
d'un état est ainsi: 
 Action = Sélection du prochain AP 
4.2.3 Récompenses 
En AR (apprentissage par renforcement), l'apprentissage est supporté par une fonction de 
récompense (paramètre r) où l'on détermine si l'état obtenu (suite à l'exécution d'une 
action) est bénéfique ou non. On parle alors de récompense (bénéfique) ou punition (non 
bénéfique).  
Les récompenses (ou punitions) correspondent à une évaluation quantitative de l'état où 
l'UM se retrouve ou se retrouverait suite à une action. Comme mentionné dans la 
description des états, deux statuts importants sont définis : "connecté" et "déconnecté". Il 
est donc logique de récompenser favorablement les états connectés au détriment des états 
déconnectés. 
La sélection d'une action qui conduit à une déconnexion est évidemment une condition 
pénalisante. Par contre, il existe des variantes : 
1. Action qui conduit à une tentative sur un PA sécurisé dont on ne connaît pas le code 
d’accès. 
2. Action qui conduit à un temps de connexion plus long que pour un PA non protégé. 
Ces délais sont occasionnés par les mécanismes d’autorisation, mots de passe, etc.  
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Les récompenses doivent donc permettre d’identifier ces possibilités pour réduire le 
temps de transfert.  
En résumé: 
Récompense : État connecté sans condition (PA non sécurisé) 
Pénalité : État connecté, mais ajoute des délais pour authentification sur PA 
sécurisé 
Grande pénalité : État déconnecté ou PA sécurisé et non autorisé 
 
Les valeurs de la récompense sont variables et fonction des résultats attendus. Par 
exemple, on peut préférer les PA sécurisés des PA publics pour certains UM ou créer des 
catégories de mécanismes d’authentification ou de mécanismes de sécurité. 
Pour les validations de ce projet, les valeurs utilisées sont :  
Récompense : 0.5 
Pénalité :  -1 
Grande pénalité : -10 
4.2.4 Politique de sélection de la prochaine action 
Le dernier élément consiste à déterminer si l’algorithme AR sera utilisé en mode 
exploitation ou en mode exploration. Cette décision s’effectue de façon aléatoire en 
fixant une probabilité d’un mode ou l’autre. Ce seuil (paramètre SeuilGreedyApprentis, 
voir Annexe B.1.1) est utilisé en déterminant si un nombre aléatoire entre 0 et 1 est plus 
grand (mode exploitation) ou plus petit (mode exploration) que le seuil. 
En mode exploitation, la politique de sélection de l'action à entreprendre la plus simple 
est de choisir l'action qui offre le meilleur coefficient d'apprentissage Q en considérant 
l'état où l'UM se trouve. Si le PA n’est pas visible, on essaye le meilleur suivant, ainsi de 
suite en ordre décroissant du paramètre Q. Si aucun PA de la liste n’est disponible, on 
passe au mécanisme par défaut (voir section 4.2.5). 
Pour ce qui est du mode exploration, on peut prendre une des actions associées à l’état de 
façon aléatoire sans considérer le paramètre Q. Comme pour le mode d’exploitation, si la 
liste des actions est vide ou si aucun PA n’est visible, on utilise alors le mécanisme par 
défaut. 
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4.2.5 Mécanismes par défaut 
Lorsque l’UM entre dans une zone non explorée, il n’y a pas de connaissance des états-
actions. De même, lorsque la puissance ou la qualité des signaux WIFI d’un PA n’est pas 
satisfaisant (variation dans le temps selon des facteurs comme l’occlusion, la réflexion, 
etc.) et le rend invalide. Il est donc probable qu’à certaines occasions, le système basé sur 
l’AR ne pourra pas trouver de PA à partir de ses connaissances et devra se tourner vers 
un autre algorithme de recherche. L’idée ici est de s’assurer d’un service le plus possible. 
Dans ces situations, le système peut retourner vers l’algorithme de sélection standard 
(comme en exploration) ou encore utiliser l’algorithme de sélection selon les courbes de 
performances pour effectuer un choix de remplacement (voir chapitre 5). Les résultats 
sont par la suite intégrés à l’AR pour améliorer l’apprentissage de l’environnement dans 
un contexte équivalent au mode d’exploration. 
4.2.6 Épisodes, étapes et état final 
Dans l’algorithme Q(λ) présenté à la section 4.1.2, l’apprentissage se déroule sur des 
épisodes. Par exemple, l’apprentissage par un robot du trajet de sortie d’un labyrinthe. 
Dans cette expérience, les états initiaux (l’entrée du labyrinthe) et finaux (le robot est 
sorti) sont déterminés et connus. Un épisode d’apprentissage se termine lorsque le robot 
sort du labyrinthe et le recommencement à l’entrée du labyrinthe permet d’initier un 
nouveau cycle. 
Dans la problématique de transfert intercellulaire, on pourrait considérer le domicile ou le 
bureau de l’UM comme représentant ces états, mais il faudrait fournir une information à 
l’appareil pour l’informer de ces positions. Il n’est donc pas possible de déterminer de 
façon autonome les états initiaux et finaux. Le processus n’a donc pas d’état initial ni 
d’état final. 
On doit donc considérer que l’UM est toujours dans le même épisode et que son 
apprentissage ne se termine pas. Ceci est applicable avec le Q-Learning puisque les 
connaissances sont immédiatement utilisables suite à la mise à jour de la base de 
connaissances après chaque décision [Sutton1998]. 
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4.3 Implémentation de l'algorithme de sélection utilisant 
l'apprentissage par renforcement 
L'algorithme de recherche se compose de deux situations pour la recherche d’un prochain 
PA (voir figure 4.2). La première situation est la recherche en état de déconnexion. 
Comme pour les algorithmes utilisant les courbes de performance ou l’algorithme 
standard, on utilise les informations ou le balayage de l’environnement pour prendre une 
décision. L’autre situation est la recherche préventive d’un PA de remplacement pendant 
que l'UM est en état connecté. Le changement proactif a pour but de réduire les risques 
de déconnexion en effectuant un transfert vers un meilleur PA pendant que l’on a un 
service (voir section 2.1.1). 
En état de déconnexion, on commence par rechercher l’action suivante selon le mode 
exploration ou exploitation. Si aucun choix n’est trouvé, on tente une recherche en 
utilisant les algorithmes par courbes de performance ou l’algorithme standard. La priorité 
dans cette situation de déconnexion est de fournir un service à l’UM.  
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Figure 4.2  Algorithme général de l’AR 
Les sections suivantes présentent les détails des grands modules du mécanisme de 
recherche du prochain PA. Les 4 aspects couverts sont la recherche proactive, la 
recherche en perte de connexion ainsi que les deux fonctions principales pour 
l’implantation de l’algorithme d’AR.  
4.3.1 Recherche proactive du prochain PA 
En recherche proactive, on cherche une nouvelle action pendant que  l'UM est en 
connexion avec un PA. L’objectif est de trouver un meilleur point de service et éviter 
l’état de déconnexion. La recherche est utile lorsqu'on arrive à la limite du signal plus un 
seuil (BorneMax + SeuilPreemptionApprentis, voir Annexe B.1.1)  du PA. Dans cette 
situation, il est fort probable qu'une déconnexion survienne. Il est donc possible de 
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prévenir la perte de service en effectuant un transfert vers un autre PA si son signal est de 
meilleure qualité. 
La recherche proactive demande seulement l’utilisation d’une sonde WiFi pour vérifier le 
statut d’un PA. Ce qui ne requiert pas un balayage complet des canaux. En utilisant l'AR, 
on détermine le PA à l’aide de la fonction ChercherSuivant(), voir section 4.3.3,  qui 
détermine le prochain PA par exploration ou exploitation. Si aucun meilleur choix n’est 
découvert (la fonction retourne alors Meilleur_PA <= 0), on reste relié au même point. 
Pour éviter d’effectuer des changements trop fréquents après l'établissement d'une 
nouvelle connexion avec un PA, (par exemple si on est à sa limite ou encore dans un 
environnement bruité) un délai d’attente est utilisé. Ceci permet de créer un effet 
d’hystérésis pour éviter d’effectuer des changements fréquents, ou encore risquer une 
oscillation entre deux PA. Pour les simulations, ce délai a été fixé à 60 secondes.  
Le mode de recherches proactives n'est pas utilisé pendant les appels téléphoniques ou 
autres transactions à flux constant de données. Même si le temps d'exécution d'une sonde 
est court, le changement de canal et l'attente de la réponse du PA demandent quelques 
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Figure 4.3  Algorithme de sélection proactive 
 
4.3.2 Recherche du prochain PA en déconnexion 
En mode de déconnexion, la priorité est de trouver un nouveau point de service. Le 
processus se déroule comme pour le mode de recherche en connexion en utilisant la 
fonction ChercherSuivant(), voir section 4.3.3,  qui détermine le prochain PA par 
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exploration ou exploitation. Si aucun meilleur choix est découvert (la fonction retourne 
alors Meilleur_PA <= 0), on se retourne alors vers d’autres mécanismes pour compenser 
et aussi enrichir les connaissances. Ces stratégies de recherches deviennent des 
compléments au mode exploration de l’algorithme AR.  
Dans les expérimentations, deux solutions ont été mises en place lorsque l’algorithme AR 
ne trouve pas un de PA en situation de déconnexion. Soit l’utilisation de la recherche 
standard, soit la recherche par courbes de performance suivie de la recherche standard. 
Les particularités de ces deux solutions sont résumées dans les sous-sections suivantes et 
les résultats comparatifs sont présentés au chapitre 7. 
Recherche par AR accompagné de la recherche standard 
Comme mentionné précédemment, lorsque l’algorithme de recherche utilisant 
l’algorithme de AR ne découvre pas un nouveau PA, on tente d’autres méthodes de 
recherche pour offrir un service à l’UM. La figure 4.4 est le scénario qui utilise seulement 
la recherche standard lorsqu’aucun PA n’est découvert avec l’algorithme de AR.  
L’algorithme de recherche standard (RecherchePAStandard(), voir section 5.1) est alors 
utilisé lorsque la condition (PA_Choisi <= 0) est vrai ce qui signifie qu’on n’a pas 
découvert de PA. À noter que la valeur 0 indique qu’aucun PA n’a été trouvé et une 
valeur négative indique un PA où il y a eu déconnexion.  
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Figure 4.4  Algorithme de sélection utilisant l’AR 
L’algorithme se termine en effectuant une mise à jour de la base de connaissance 
(MiseAJourModuleApprentissage(), voir section 4.3.4) si on a trouvé un PA où il est 
possible de se relier. Ce PA peut avoir déjà être connu par l’algorithme de AR (il y a 
alors renforcement) ou nouvellement découvert (il y a alors ajout d’un état dans la 
structure). 
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Recherche par AR accompagnée de la recherche par courbes de performances et 
recherche standard 
La figure 4.5 reprend principalement les mêmes étapes que la figure précédente. Les 
changements sont au niveau de la construction des courbes en utilisant le « balayage du 
réseau » et la recherche des PA (ChercheMeilleurePaire()). Les détails de cette fonction 
sont donnés à la section 3.5 et la figure 3.24. 	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Figure 4.5  Algorithme de sélection combinant les deux approches : l’apprentissage 
par renforcement et les courbes de puissance 	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4.3.3 Algorithme de la fonction ChercheSuivant() 
La figure 4.6 présente les détails de l’implémentation de cette fonction dans le 
simulateur. Dans la description des approches d'apprentissage par renforcement, les 
décisions sont prises selon l'exploitation des connaissances ou l'exploration de 
l'environnement. Le mode de décision à utiliser est déterminé par facteur aléatoire. Un 
paramètre seuil (SeuilGreedyApprentis, voir Annexe B.1.1) permet d’ajuster la 
probabilité que le choix soit effectué selon l'exploitation et exploration. Le 
fonctionnement de la décision aléatoire est simple. On génère un nombre aléatoire entre 0 
et 1. Par défaut, on utilise le mode d'exploitation sauf si le nombre aléatoire est plus petit 
que SeuilGreedyApprentis. Dans ce cas on procède par exploration. 
 
 
Figure 4.6  Fonction de recherche utilisant l’exploitation ou l’exploration 
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Utilisation du mode d'exploration 
En mode exploration, une action est choisie aléatoirement parmi la liste reliée à un état.  
Une sonde est alors utilisée pour vérifier la qualité du signal. Si le PA est accessible 
(puissance du signal supérieure au seuil de connexion) l'action est retournée. Sinon, on 
tente une autre sélection aléatoire. Ce processus est répété jusqu'à ce qu'un PA soit retenu 
ou que la liste des actions soit épuisée. Dans cette dernière situation, l'action retournée 
sera "0".  
Utilisation du mode d'exploitation 
La liste des actions est classée en ordre décroissant du coefficient Q(λ). Par la suite, une 
sonde est utilisée pour vérifier la qualité du signal des PA en prenant la première action, 
présentant le plus gros coefficient Q(λ), en ordre décroissant des coefficients, jusqu'à ce 
qu'un PA accessible soit découvert. À ce moment, on arrête les recherches et on retourne 
l'action à exécuter. Si on a épuisé la liste des actions sans trouver un PA, on retourne "0" 
pour indiquer l'échec de la recherche. 
En considérant que les recherches utilisent les expériences précédentes basées sur 
l’algorithme d’AR, il est possible de modifier le seuil de connexion plutôt que celui 
utilisé par la recherche standard. Ainsi, on peut utiliser un niveau légèrement au-dessus 
du seuil de déconnexion (soit BorneMax + SeuilConnectApprentis, voir Annexe B.1.1) ce 
qui permet de faire un changement avec des niveaux de puissance plus bas, mais 
avantagés par la connaissance. 
4.3.4 Algorithme de mise à jour de la base de connaissance 
Après chaque action et changement d’état, il faut mettre à jour la base de connaissance. 
Cette opération est effectuée suite au changement de PA (voir figure 4.4 et figure 4.5). 
Cette fonction de mise à jour comporte trois opérations (voir figure 4.7):  
• Ajout de l'état actuel de l'UM 
• Ajout de l'action choisie et l'état associé 
• Mise à jour des coefficients de l'AR 




Figure 4.7  Fonction de mise à jour de la base de connaissance : 
MiseAJourModuleApprentissage() 	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La première opération, ajout de l'état, s'assure que l'état où se trouve l'UM existe dans la 
structure. En général, cette opération est effectuée lors du démarrage de l'application pour 
s’assurer d’avoir au moins un état dans la structure. Les états sont créés par la suite  en 
même temps que la découverte des actions. 
La deuxième opération est l'ajout de l'action prise par l'UM à la liste associée à l'état où 
se trouve l'UM. L'action est ajoutée seulement si elle n'existe pas dans la liste. En plus de 
compléter cette liste, on vérifie si l'état produit par cette action existe. Cet état sera créé 
s’il n'est pas trouvé dans la structure d'information de l'AR. 
En dernière opération, on effectue la mise à jour des coefficients (voir figure 4.7). Après 
le calcul du paramètre d'apprentissage (fonction InfoEtat(), figure 4.9) et la mise à jour du 
coefficient d'éligibilité (e) pour l'action choisi, on effectue une boucle qui calcule les 
coefficients pour tous les états/actions en mémoire (fonction ApprendreActionListe(), 
figure 4.8) selon l'algorithme présenté dans la section 4.1.2. 
À noter que dans la figure 4.8, les actions sont placées dans un tableau et les références à 
la meilleure action d’un état correspondent à l’index dans le tableau des actions de cet 
état.  
 
82 MODÈLE UTILISANT L'INTELLIGENCE ARTIFICIELLE 
 
 
Figure 4.8  Sous-fonction de mise à jour de la liste des actions : 
ApprendreActionListe() 
 
Algorithme de calcul du facteur d'apprentissage (fonction InfoEtat()) 
Pour mettre à jour du paramètre Q, (équation (1.5)) il est requis de déterminer le facteur 
d'apprentissage (voir équation (1.5)). Ce facteur est composé de la récompense associée à 
l'action suivante de même que du paramètre Q de la meilleure action de l'action suivante. 
Comme la connaissance de l'environnement de l'UM est apprise avec le temps et ses 
déplacements, trois situations peuvent se présenter : l'état suivant est inconnu (seulement 
l'action vers cet état est disponible), soit l'état suivant existe, mais aucune action n'y est 
définie, soit l'état suivant existe et les actions disponibles permettent de déterminer la 
valeur de maxétat_suivant(Q). 
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Pour chacune de ces situations, on détermine le facteur d'apprentissage en utilisant 0 dans 
l’équation (1.5) lorsque l'information n'est pas disponible ou la bonne valeur pour 




Figure 4.9  Sous-fonction de calcul de facteur d’apprentissage : InfoEtat() 
	  
Calcul du facteur de récompense 
Le calcul du facteur de récompense est implanté sous forme d'une fonction appelée lors 
du calcul du facteur d'apprentissage. Le facteur de récompense est associé à un état et est 
déterminé selon la relation de l'UM et le PA soit : connecté, déconnecté, sécurisé sans 
autorisation ou sécurisé avec autorisation (l'UM connaît le mot de passe). Pour chacune 
de ces conditions, une récompense est assignée.  
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Pour bonifier les PA qui sont connus et permettent une connexion non sécurisée, une 
récompense de +0,5 est donnée. À l'inverse, des punitions sont attribuées aux états que 
l'on ne désire pas ou moins soit : -1 si l'état correspond à une déconnexion, -1 si l'état 
correspond à un PA sécurisé accessible et -10 si le PA est sécurisé et l'UM n'a pas 
d'autorisation.  
Le choix des valeurs a été  fait à partir de quelques expérimentations à l’aide du 
simulateur, mais sans pousser très loin la validation. Le principal élément qui ressort de 
l’expérimentation concerne une trop grande valeur pour le cas où le PA est connu et non 
sécurisée. Ceci augmente les changements proactifs puisqu’il devient « avantageux» de 
changer par rapport à rester sur le même PA.  
Pour les cas moins désirables (accès à un PA sécurisé avec accès ou non), si on place les 
deux punitions aux mêmes valeurs, la tendance du système est de réessayer les deux 
types de PA sécurisés lorsqu’on approche un point de déconnexion au lieu de perdre le 
lien, les deux cas devenant similaires. Il est donc requis de différencier les deux types de 
PA avec un bon écart entre les punitions.   
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Figure 4.10  Sous-fonction de calcul du facteur de récompense: Recompense() 
	  
4.4 Sommaire 
En AR, il y a deux modes d’opération soit l'exploration et l'exploitation. Ces deux modes 
permettent d'apprendre et ensuite utiliser les connaissances. Le dilemme est de balancer 
ces deux modes pour obtenir un résultat satisfaisant. 
En mode exploration, le système tente différentes actions, souvent de façon aléatoire, et 
observe les résultats. Ceci permet de prendre connaissance des états, des actions possibles 
ainsi que des récompenses associées à un état-action. Lors des premiers cycles 
d’apprentissage, le mode exploratoire est le plus utilisé puisqu’il n’y pas de connaissance 
sur le système. 
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En mode exploitation, le système utilise les connaissances acquises (états, actions et 
récompenses) pour effectuer la sélection des actions à effectuer. À partir d’un état, le 
choix de la prochaine action dépend d’une ou plusieurs politiques qui sont les règles 
d’utilisation des connaissances. 
Il existe différents algorithmes en AR comme présenté à la section 4.1.2. Il serait possible 
d’expérimenter un certain nombre de ces algorithmes et de comparer leurs performances 
pour la problématique de transfert intercellulaire. Mais l’objectif premier est de 
démontrer une amélioration des performances de sélection du prochain PA en utilisant 
des connaissances. Pour cette raison, l’algorithme retenu est le Q(λ) défini par Watkins 
en 1989 [Sutton1998] (voir section 4.1.2). Cet algorithme est fréquemment utilisé dans 
des applications similaires et est simple d’implémentation au niveau logiciel. 
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CHAPITRE 5 DESCRIPTION DU SIMULATEUR 
La réalisation des tests dans un environnement réel est assez complexe et demande un 
très grand espace. Le présent travail de recherche s’est donc concentré sur la validation 
des trois stratégies de transfert en utilisant une version simulée. Cette implémentation 
dans un simulateur vise à démontrer les comportements des algorithmes présentés dans 
les chapitres 3 et 4 en permettant l’apprentissage de l’environnement où évolue l’UM et 
d’effectuer la sélection du prochain PA.  
Aux fins de comparaison, le simulateur intègre aussi une fonction effectuant les transferts 
selon la stratégie standard de sélection selon 802.11. Le tableau 5-1 résume les 4 modules 
de sélection de même que les acronymes utilisés dans les tableaux de résultats du 
simulateur. 
Comme le présent travail de recherche ne concerne pas le simulateur, mais bien les 
algorithmes de sélection, le présent chapitre fait un bref résumé du fonctionnement 
général du simulateur. Ainsi, seulement les informations importantes du fonctionnement 
sont présentées. 
 
TABLEAU 5-1 DESCRIPTION DES QUATRE STRATÉGIES DE SÉLECTION DU PROCHAIN 
PA ET ABRÉVIATION UTILISÉE PAR LE SIMULATEUR 
Module Abréviation Description 
1 STD Stratégie de sélection selon IEEE 802.11. Algorithme par défaut pour la 
sélection des PA lorsque les autres scénarios ne peuvent pas proposer de 
solution. 
2 OPT Utilisation du mécanisme de sélection à l’aide des courbes de performances 
(chapitre 3). Utilise le STD si pas de solution pour la sélection. 
3 APP Utilisation de l’algorithme d’apprentissage par renforcement (chapitre 4). 
Utilise le STD si pas de solution pour la sélection. 
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4 APPOPT Utilisation de l’algorithme d’apprentissage par renforcement, mais 
considère les opportunités présentées par le mécanisme des courbes de 
performances (OPT) avant d’utiliser l’algorithme STD.  
 
5.1 Algorithme principal d’exécution de la simulation 
Le processus de simulation se divise en huit étapes distinctes. Ces étapes, illustrées à la 
figure 5.1, sont exécutées de façon séquentielle.  
Pour la résolution de la simulation, un pas de une seconde a été établi. Comme l’UM se 
déplace à basse vitesse, ceci permet de démontrer l’efficacité des algorithmes sans 
augmenter la quantité de calcul requis.   
 
 
Figure 5.1  Principales étapes du processus de simulation 
 
1. Initialisation 
Préparation de l’environnement de simulation et des structures d’objets requis pour 
lecture des configurations (étape suivante) et pour l’exécution de la simulation. 
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2. Lecture des fichiers de configuration 
Les contenus des fichiers de configuration sont documentés dans l’Annexe A. Les 
fichiers lus sont : 	  
1- Paramètres de simulation 
2- Trajectoire de l’UM 
3- Position des bâtiments (obstructions) 
4- Position des PA 
Les deux derniers fichiers sont optionnels puisqu’il est possible de positionner les PA et 
bâtiments de façon aléatoire, selon les paramètres de configuration. 
3. Génération du vecteur (SignalPA[IndexPA]) 
La mesure des signaux perçus par l’UM pendant ses déplacements comporte un facteur 
aléatoire (voir Annexe A pour la méthode de calcul). Pour s’assurer que l’exécution des 
quatre algorithmes de sélections utilise les mêmes environnements et les mêmes signaux 
mesurés, un vecteur est construit au préalable. Ce vecteur comporte les mesures des 
signaux suite à l’exécution des déplacements de l’UM sur la trajectoire (défini dans le 
fichier de configuration).  
Le vecteur contient une mesure par seconde des signaux de chaque PA obtenue en 
déplaçant l’UM sur la trajectoire définie. Le vecteur comporte alors autant de valeur qu’il 
y a de secondes dans l’exécution complète de la trajectoire multipliée par le nombre 
d’itérations demandées dans les paramètres de simulation (paramètre NombreItération, 
voir Annexe B.1).  
Les signaux conservés contiennent les niveaux de puissance, les atténuations 
occasionnées par les obstacles et les variations dues aux bruits électromagnétiques (voir 
Annexe A pour la méthode de calcul).  
4. Exécution STD 
L’exécution des simulations pour les quatre algorithmes utilise la même boucle principale 
présentée dans la section 5.2 (partie 1 et partie 2). Pendant l’exécution de l’algorithme 
standard, la fonction « ChoixPA() » correspond à l’appel de la fonction de la figure 5.2. 
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Comme présenté à la section 2.2.1, l'algorithme de sélection consiste à rechercher un 
nouveau PA lorsque l’UM est déconnecté en effectuant une recherche du meilleur signal 
en effectuant un balayage des onze canaux (IEEE 802.11 b et g en Amérique du Nord). 
Sinon, l’UM est connecté à un PA et l’algorithme de fait rien.  
 	  
 
Figure 5.2  Algorithme de sélection standard 
La recherche du prochain PA est effectuée par la fonction RecherchePAStandard() 
présentée à la figure 5.3. La fonction utilise le vecteur SignalPA[IndexPA] pour comparer 
les puissances des signaux des PA qui entourent l’UM à la position où il se trouve.  
Comme mentionné dans les chapitres 3 et 4, ce mécanisme de recherche est aussi utilisé 
dans les situations où aucun PA n’est découvert à l’aide des algorithmes APP, OPT et 
APPOPT. 
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Figure 5.3  Fonction de recherche d’un PA : RecherchePAStandard() 
5. Exécution OPT 
Pendant l’exécution de la boucle principale de simulation (section 5.2 partie 1 et partie 2),  
la fonction « ChoixPA() » correspond à l’appel de la fonction de la figure 3.23. Cette 
opération effectue la sélection à l’aide des courbes de performance. 
6. Exécution APP 
Pendant l’exécution de la boucle principale de simulation (section 5.2 partie 1 et partie 2),  
la fonction « ChoixPA() » correspond à l’appel de la fonction de la figure 4.4. Cette 
opération effectue la sélection à l’aide l’AR seulement. 
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7. Exécution APPOPT 
Pendant l’exécution de la boucle principale de simulation (section 5.2 partie 1 et partie 2),  
la fonction « ChoixPA() » correspond à l’appel de la fonction de la figure 4.5. Cette 
opération effectue la sélection à l’aide de l’AR et des courbes de performance. 
8. Sauvegarde des statistiques et données 
Avant de terminer son exécution, le simulateur produit différents fichiers de résultats 
permettant de faire un retour sur le déroulement lors de l’exécution des algorithmes de 
sélection. La liste de ces fichiers ainsi qu’une description de leur contenu est présentée à 
l’Annexe A. 
5.2 Boucle principale de simulation 
L’exécution de la simulation permet de reproduire un nombre déterminé de cycles de 
déplacement (paramètre NombreItération, voir Annexe B.1) la trajectoire définie dans le 
fichier de configuration référencé par le paramètre TrajectoireFileName (voir Annexe 
B.1).  
Les déplacements de l’UM sur la trajectoire se font par incréments d’une seconde 
(comme présenté au début de la section 5.1). Ceci présente une précision suffisante pour 
démontrer le fonctionnement des algorithmes tout en réduisant le temps de calcul requis 
pour le nombre imposant de simulations à effectuer (voir chapitre 7). 
Les figure 5.4 et figure 5.5 présentent les deux boucles contrôlant la simulation. Le 
schéma est subdivisé en deux parties pour permettre de bien illustrer le fonctionnement 
du simulateur.  
En résumé, le processus itératif se compose des étapes suivantes : 
1- Établir s’il y a un appel en cours 
2- Vérifier si l’UM est relié à un PA ou si les conditions devraient conduire à une 
déconnexion 
3- Exécuter les algorithmes de sélection (ChoixPA()) 
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4- Mettre à jour les statistiques reliées à cette étape de simulation 
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Figure 5.4  Boucle de la simulation, partie 1 
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Figure 5.5  Boucle de la simulation, partie 2 
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5.3 Sommaire 
L’utilisation d’un simulateur simplifie la démarche de validation en permettant de couvrir 
un grand nombre de PA et de configurations d’environnement le tout dans des conditions 
reproductibles à volonté. L’implantation des algorithmes dans le simulateur permet ainsi 
de s’assurer que les quatre exécutions reproduisent les mêmes conditions rencontrées par 
l’UM. Ce qui permet d’effectuer des comparaisons basées sur des données de références 
équivalentes. 
Dans le chapitre 7, les stratégies de sélections sont comparées pour présenter les résultats 
des travaux de ce projet de recherche. Mais avant de pouvoir procéder à cette étape de 
comparaisons des stratégies, les algorithmes d’apprentissage demandent l’ajustement de 
certains paramètres. Cette opération est présentée dans le chapitre suivant. 
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CHAPITRE 6 CONFIGURATION DES ALGORITHMES 
D’APPRENTISSAGE 
Pour utiliser les stratégies de transfert intercellulaire, les paramètres des algorithmes 
d’apprentissage doivent être ajustés. Ceci permet de configurer le comportement des 
algorithmes et l’efficacité de leurs décisions. Il est requis de les déterminer avant de 
procéder aux tests de qualification (chapitre 7).  
Les paramètres gérant le comportement lors de l'apprentissage et l'utilisation des 
connaissances des deux algorithmes, OPT et APP, sont dépendants des habitudes de l'UM 
et de l'environnement. On vise à déterminer des paramètres qui vont présenter de bonnes 
performances dans un ensemble assez large d’environnements et d’habitudes de l’UM. Il 
faut donc définir un ensemble d’environnements le plus large possible.  
Le présent chapitre établit les paramètres qui seront utilisés dans le chapitre suivant pour 
la démonstration de l’efficacité des algorithmes. Pour réaliser ceci, il faut établir les 
critères à optimiser et une méthodologie pour l’optimisation des paramètres. De ceci, en 
découle le nombre d’environnements à utiliser. À l’aide des résultats des simulations, des 
tendances peuvent être extraites et ainsi déterminer, par essais/erreur, les paramètres pour 
les deux algorithmes principaux soit OPT et APP.   
6.1 Critères à considérer lors de la configuration 
Dans le présent projet, la méthodologie pour déterminer les paramètres est basée sur la 
génération de plusieurs environnements aléatoirement et choisir les valeurs qui 
produisent les meilleurs résultats selon les critères présentés dans le tableau 6-1. Ces 
critères sont définis à partir des trois premiers objectifs de recherche présentés à la 
section 1.2. Les quatre objectifs seront démontrés au chapitre 7. 
Le premier objectif concerne l’amélioration du temps de transfert intercellulaire. La 
perception de cette amélioration dépend du type d’application en utilisation au moment 
du transfert soit avec et sans contrainte de temps. Pour évaluer ceci, on simule deux types 
d’activités de l’UM : 
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• Pour représenter les applications avec contraintes de temps, on simule des appels 
VoIP. Pour ces applications, deux conditions sont à optimiser, soit maximiser la 
durée en appel et minimiser le nombre d’IPA (Interruption Pendant un Appel) soit 
les critères 1 et 2 du tableau 6-1. 
• Les résultats de l’utilisation d’applications sans contrainte de temps sont déduits à 
partir de l’état de la connexion entre l’UM et le PA. Pour ce type d’application, 
les délais occasionnés par des recherches ou le transfert ne sont pas considérés 
comme des impacts importants, seulement les interruptions. On considère donc 
que s’il y a interruption du lien, les applications sans contraintes de temps sont 
non fonctionnelles. L’optimisation des algorithmes doit ainsi viser à minimiser le 
temps sans communication et minimiser le temps de recherche d’un PA (critères 3 
et 4 du tableau 6-1).  
 
TABLEAU 6-1 LISTE DES CRITÈRES D’OPTIMISATION DES ALGORITHMES 
Critères	   Paramètres	  étudiés	   Comparatif	   Objec-­‐	  
tifs	  
1-­‐	  Durée	  en	  appels	  VoIP	  sur	  durée	  totale	  de	  la	  
simulation	  
Temps	  en	  appel	  VoIP	   Temps	  total	  de	  l’itération	   Max	  
2-­‐	  Nombre	  d’IPA	  sur	  le	  nombre	  d'appels	  effectués	  
pendant	  la	  simulation	  	  
Nombre	  d’IPA	   Nombre	  d’appels	  VoIP	   Min	  
3-­‐	  Temps	  passé	  sans	  communication	  avec	  le	  PA	  
(continuité)	  sur	  la	  durée	  totale	  de	  la	  simulation	  
Temps	  sans	  service	   Temps	  total	  de	  l’itération	   Min	  
4-­‐	  Temps	  passé	  à	  chercher	  un	  nouveau	  PA	  sur	  la	  
durée	  totale	  de	  la	  simulation	  
Temps	  en	  recherche	  d’un	  PA	   Temps	  total	  de	  l’itération	   Min	  
Ces informations sont extraites des fichiers de résultats présentés à l’annexe B.2.2, 
Tableau B-10. Seulement la somme des résultats d’une simulation (total des cycles) est 
considérée. 
6.2 Méthodologie d'optimisation des paramètres 
Comme le nombre de paramètres à ajuster est assez grand et qu’il y a interdépendance 
entre certains, une approche itérative a été utilisée. Pour déterminer les paramètres offrant 
les meilleurs comportements, la méthodologie choisie consiste à effectuer des simulations 
et ajuster les paramètres à partir de l’analyse des résultats. Au départ, les plages de 
valeurs utilisées pour les paramètres sont assez larges. Selon les résultats de la 
simulation, ces plages sont réduites et par la suite utilisées pour refaire un autre cycle de 
simulations. Ce processus itératif permet de converger vers un ensemble de paramètres 
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offrant de bonnes performances. Ceci permet aussi de faire évoluer plusieurs paramètres 
en même temps lorsqu’il y a interdépendance. 
Comme le nombre de simulations à effectuer est assez grand (plusieurs dizaines de 
milliers), les optimisations sont effectuées sur les deux algorithmes principaux (OPT et 
APP). Comme ces deux algorithmes sont indépendants, les optimisations ont été 
effectuées sur chacun individuellement. Les paramètres déterminés pour chacun de ces 
deux algorithmes seront utilisés pour APPOPT. 
La mise en place de cette méthodologie se subdivise en deux groupes d’opérations. 
Premièrement, il faut établir un ensemble d’environnements assez diversifiés et 
représentatifs des différentes conditions auxquelles les algorithmes seront confrontés 
pour la démonstration des performances. Ces environnements doivent être reproductibles 
pour chaque combinaison de paramètres à valider pour permettre de comparer les 
résultats entre les différentes simulations.  
Pour les itérations, il faut établir la liste des paramètres à optimiser et les plages de 
valeurs pour chacun. En considérant le nombre de simulations à effectuer pour un cycle, 
un certain nombre de valeurs sont déterminées dans les plages pour chaque paramètre et 
les simulations sont soumises à Mammouth Série 2 (MS2)  du Centre de Calcul 
Scientifique (CCS). Les analyses des résultats permettent de réduire les plages de valeurs 
et un nouveau cycle de simulation peut être effectué. Le processus itératif est repris 
jusqu’à ce que l’on puisse déterminer des valeurs pour chaque paramètre. Comme 
mentionné, on vise le meilleur compromis.  
6.3 Génération des environnements 
Les données inscrites dans le fichier de configuration couvrent autant la description de 
l’environnement que les éléments requis pour configurer les algorithmes. L’ensemble de 
ces paramètres est présenté à l’annexe B.1.1. L’objectif de la configuration des 
algorithmes d’apprentissage est donc de déterminer les valeurs pour le fonctionnement 
des algorithmes. Par la suite, on ne modifie que les environnements pour la qualification 
des algorithmes.  
Comme décrit dans la méthodologie, pour réaliser l’exercice de déterminer les paramètres 
des algorithmes OPT et APP, il faut créer des environnements pour simuler l’UM. Pour 
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produire ces environnements, on peut regrouper les paramètres les décrivant en deux 
catégories. Ainsi, on peut en considérer un certain nombre comme invariable puisqu’ils 
que peut d’effets sur les résultats de la simulation comparativement à un autre groupe 
dont les paramètres ont une influence importante. On exclut dans ces paramètres ceux qui 
concernent la présentation ou les types de résultats obtenus. Seulement les paramètres 
directement liés aux résultats des simulations sont retenus. 
6.3.1 Conditions invariables dans les simulations 
Le simulateur permet d’ajuster plusieurs paramètres décrivant l’environnement, les 
conditions pour les services avec et sans contraintes de temps, de même que les 
déplacements de l’UM. Pour réduire le nombre de permutations et de simulations, 
certains de ces paramètres ont été fixés, ces paramètres présentant moins d’influences sur 
les résultats des simulations. Dans ces paramètres prédéterminés, on retrouve un certain 
nombre définissant les caractéristiques ainsi que la définition de la trajectoire de l’UM. 
Paramètres invariables 
Le tableau 6-2 définit les choix ainsi qu’une brève justification (la description complète 
des paramètres de configuration est présentée à l’Annexe B.1.1). 
• L’espace est un carré de 2,5 km de côté.  
• La hauteur des antennes de l'UM et des PA est fixée à 1,5m du sol. Le choix de 
1.5m correspond environ à la hauteur d’un téléphone à l’oreille de l’UM. 
• Comme les algorithmes d'apprentissage demandent une répétition des 
évènements, le cycle de déplacements (le trajet utilisé par l’UM) doit être répété 
un certain nombre de fois. Pour l'ajustement des paramètres, le cycle sera répété 
100 fois. Le nombre optimal de cycles requis pour la stabilisation sera déterminé 
dans le prochain chapitre, mais les expérimentations montrent que 100 cycles sont 
suffisants pour permettre l’apprentissage. 
• Les paramètres de la partie WiFi sont basés sur des conditions normales 
d'utilisation, soit une puissance de transmission de 100mW et des limites de 
détection de -70dBm (à 20 dBm supérieur à BorneMax [Corvaja2004]) et de perte 
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de signal de -90dBm (la plage est de -78 dBm à -108 dBm selon le produit 
[Baruch2003]). La bande de fréquence choisie est la 2,4GHz correspondant à 
l’IEEE 802.11 b et g. C'est la bande la plus utilisée actuellement et souvent la 
seule disponible dans les appareils mobiles. 
 
TABLEAU 6-2 LISTE DES PARAMÈTRES INVARIABLES 
Identificateur	   Valeur	   Justification	  
DimTableau	   2500	   Le	  simulateur	  utilise	  un	  espace	  carré	  pour	  les	  calculs.	  L’espace	  est	  défini	  en	  mètres.	  Pour	  la	  configuration,	  il	  a	  été	  choisi	  d’utiliser	  un	  environnement	  de	  2,5km	  x	  2,5km.	  
Frequence	   2.4e9	   La	  bande	  de	  fréquence	  choisie	  est	  la	  2,4GHz	  correspondant	  à	  l’IEEE	  802.11	  b	  et	  g.	  C'est	  la	  bande	  la	  plus	  utilisée	  actuellement.	  
BorneMin	  	   -­‐70	   Correspond	  au	  seuil	  de	  réception	  du	  signal	  (default	  receive	  
threshold).	  	  
BorneMax	  	   -­‐90	   Correspond	  au	  seuil	  de	  détection	  du	  signal	  porteur	  (default	  carrier	  
sense	  threshold).	  
HauteurPA	  	   1.5	   La	  hauteur	  du	  PA	  et	  de	  l’UM	  influence	  le	  niveau	  de	  réflexion	  du	  signal	  sur	  le	  sol.	  	  
HauteurUM	  	   1.5	   Idem	  
RandAppel	   0	   Détermine	  si	  les	  appels	  sont	  faits	  à	  intervalles	  constants	  (0)	  ou	  de	  façon	  aléatoire	  (différent	  de	  0).	  Le	  choix	  a	  été	  d’utiliser	  des	  appels	  à	  intervalles	  constants.	  
NbAppelsParIter
ation	  
10	   Dans	  une	  itération,	  l’UM	  sera	  50	  minutes	  en	  appel	  (10	  x	  5	  min)	  
DureeAppel	   5	   Dans	  une	  itération,	  l’UM	  sera	  50	  minutes	  en	  appel	  (10	  x	  5	  min)	  
NombreIteration	  	   100	   Nombre	  de	  cycles	  que	  l’UM	  va	  refaire	  le	  trajet.	  
NombreBatisse	  	   0	   	  
PosPA	  	   nil	   Permet	  d’indiquer	  un	  fichier	  de	  configuration	  de	  la	  position	  des	  PA.	  La	  valeur	  «	  nil	  »	  indique	  que	  les	  positions	  seront	  aléatoires.	  
PositionAPFixe	  	   0	   Permet	  de	  placer	  les	  PA	  sur	  une	  grille.	  La	  valeur	  de	  0	  indique	  qu’on	  peut	  placer	  les	  PA	  à	  toutes	  les	  positions.	  
PuissanceTrans
mit	  
100	   20	  dBm,	  	  typiquement	  entre	  15	  et	  20	  dBm	  (32	  à	  100	  mw)	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Trajectoire de l’UM 
Les trajectoires sont composées de plusieurs informations (voir annexe B.1.2), ce qui les 
rend difficiles à générer aléatoirement.  Comme la trajectoire de l’UM doit effectuer une 
boucle et être répétée plusieurs fois il est plus simple de la prédéterminer. Cette décision 
est compensée par le volet aléatoire de la position des PA qui permet de produire 
plusieurs environnements (section 6.3.2). 
Le tableau 6-3 présente la trajectoire qui correspond à des déplacements en deux 
rectangles distincts avec un décalage de 40 m environ simulant le changement de côté de 
rue d’un UM se déplaçant à pied. Les vitesses de déplacements varient de 2 à 5 m par 
secondes avec une pose de 100 secondes à chaque passage à la position de départ.  
 








(m/s)	  0	  100	  0	  0	  0	  0	  0	  0	  0	  0	  100	  0	  0	  0	  0	  0	  0	  0	  0	  0	  0	  
400	  400	  400	  1300	  1300	  2100	  2100	  1300	  1300	  400	  400	  440	  440	  1340	  1340	  2140	  2140	  1340	  1340	  440	  400	  
400	  400	  2100	  2100	  400	  400	  2100	  2100	  400	  400	  400	  440	  2140	  2140	  440	  440	  2140	  2140	  440	  440	  400	  
3	  3	  5	  3	  3	  3	  3	  4	  4	  4	  4	  4	  5	  5	  5	  5	  4	  4	  2	  2	  2	  
La figure 6.1 présente graphiquement le déplacement défini par le fichier « Trajet2500-
Carre.cfg » de l’UM (en rose) dans en environnement comportant 2 PA. 
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Figure 6.1 Représentation de la trajectoire prédéterminée 
 
6.3.2 Paramètres utilisés pour générer les environnements 
Pour valider les algorithmes, il faut permettre à l’UM de se déplacer dans différents 
environnements. L’utilisation d’un simulateur offre l’avantage de générer les conditions 
en variant la disposition des AP, les types d’AP, la disposition d’obstacles (bâtiments) 
ainsi que les niveaux de bruits électromagnétiques. Le tableau 6-4 présente les paramètres 
qui modifient l’environnement de l’UM ainsi que les valeurs ou plages de valeurs 
utilisées pour les simulations (la description complète des paramètres de configuration est 
présentée à l’Annexe B.1.1). Ces paramètres produisent 720 environnements différents 
par soumission de tâches au MS du CCS.  
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TABLEAU 6-4 LISTE DES PARAMÈTRES ET PLAGES DE VALEURS UTILISÉES POUR LA 
CONFIGURATION DES ALGORITHMES 
Identificateur	   Plage	  de	  valeurs	   Note	  
NombrePA	  	   5,	  10,	  15	  ,	  20,	  25,	  50	   	  
NombreBatisse	   0	   	  
Randomize	  	   (10	  valeurs	  différentes)	  	   	  
SigmaBruit	  	   0,	  4,	  	  7,	  10	   dBm	  
ProportionSecurise	   0,	  0.2,	  0.4	   	  
Pour la configuration des paramètres, les environnements ne comportent pas d’obstacles. 
Les positions générées aléatoirement ne donnant pas des résultats très différents du bruit 
électromagnétique tout en étant peu représentatives des agglomérations que l’on retrouve 
généralement en zone habitée.  
En initialisant le générateur de nombres aléatoires avec les mêmes valeurs, le simulateur 
a été conçu pour reproduire les mêmes configurations de PA, obstacles et de bruits. Ceci 
permet de respecter la répétition des environnements, tel que présenté dans la 
méthodologie (section 6.2), en réutilisant les valeurs pour le « Randomize ». Il est alors 
possible de comparer les algorithmes sur la base des mêmes conditions de déplacements 
et d’environnements. 
6.4 Paramètres de configuration de l'OPT 
À partir des environnements de l’UM, produits selon les spécifications précédentes, 
l’algorithme OPT a été optimisé en utilisant les plages de valeurs décrites dans le tableau 
6-5 (voir Annexe B.1.1 pour les définitions). Le processus s’est déroulé par étapes 
puisque le nombre de simulations aurait dépassé les 15 millions de tâches par soumission 
au MS.  
Chaque étape de simulation a plutôt tenté de restreindre le nombre de simulations 
compris entre 5000 à 10000. Les résultats d’une étape étaient par la suite analysés pour 
permettre de définir le prochain groupe de paramètres à utiliser pour l’exécution suivante 
jusqu’à ce que les résultats soient satisfaisants.  
De plus, les premières simulations ont montré que cet algorithme ne permet pas de 
différencier les PA sécurisés des PA non-sécurisés. Pour réduire le nombre d’itérations, il 
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a été décidé de n’utiliser que le paramètre ProportionSecurise=0% (contrairement à ce qui 
est présenté au tableau 6-4). 	  
TABLEAU 6-5 PLAGES DE VALEURS UTILISÉES POUR L’OPTIMISATION DE 
L’ALGORITHME OPT 
Identificateur	   Plage	  de	  
valeurs	  
SeuilCourbePerf	   0	  à	  10	  
SeuilGreedyOptimise	   0.0	  à	  0.5	  
SeuilPreemptionOptimise	   0	  à	  10	  dBm	  
SeuilConnectOptimise	   0	  à	  10	  dBm	  
NombreEchantMoyenMinMax	   0	  à	  25	  
NombreEchantMinMax	   0	  à	  20	  
 
Le tableau 6-6 (voir Annexe B.1.1 pour les définitions) présente les paramètres obtenus 
suite aux différentes étapes d’optimisations. Ces paramètres présentent les meilleures 
performances, selon les conditions de simulations utilisées. Il est possible de varier 
légèrement les valeurs puisque certaines combinaisons donnent des résultats similaires. 
De plus, certains environnements pourraient bénéficier d’autres combinaisons. Le défi ici 
est de trouver le meilleur compromis et non les meilleurs paramètres pour une situation. 
 
TABLEAU 6-6 PARAMÈTRES OBTENUS POUR L’ALGORITHME OPT 
Identificateur	   Valeur	  
SeuilCourbePerf	   1	  
SeuilGreedyOptimise	   0.0	  
SeuilPreemptionOptimise	   1	  
SeuilConnectOptimise	   3	  
NombreEchantMoyenMinMax	   7	  
NombreEchantMinMax	   15	  
 
Comme mentionné, les paramètres obtenus tentent de trouver le meilleur compromis. 
Dans certaines situations, l’optimisation est aussi fonction du paramètre considéré pour 
l’optimisation. Par exemple, SeuilConnectOptimise influence le comportement hors et en 
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appel. Ce paramètre détermine le seuil où l’on tente de se connecter. Selon que l’on 
considère le temps en connexion (figure 6.2) ou le temps en appel (figure 6.3), nous 
obtenons les situations suivantes : 
1- Lorsque le nombre de PA est faible (5 dans l’exemple), les deux figures indiquent que 
le paramètre SeuilConnectOptimise devrait être de 0. 
2- Lorsque le nombre de PA est supérieur (10 et plus), les deux figures divergent. En 
considérant le temps en déconnexion, le paramètre devrait se situer entre 7 et 15. Par 
contre, le nombre d’échecs pendant un appel augmente rapidement lorsque 




Figure 6.2  Exemple de résultats sur le temps en déconnexion obtenus suite à la 
variation du paramètre SeuilConnectOptimis.  
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Dans la figure 6.2, le paramètre influence le seuil où un PA est considéré comme un bon 
candidat. Plus la densité des PA est grande, plus le seuil peut être élevé et ainsi le choix 
de l’algorithme vise une connexion plus stable. Par contre, lorsque la densité est faible, il 
faut prendre plus de risque puisqu’il y a probablement moins d’opportunité de PA de 
remplacement. 
 
Figure 6.3  Exemple de résultats sur le nombre d’échecs d’appels obtenus suite à la 
variation du paramètre SeuilConnectOptimis.  
 
Lorsque l’on est dans une situation d’utilisation critique du lien WiFi, il est préférable 
d’effectuer une connexion, même si ce n’est pas la meilleure. Plus on prend de temps 
pour attendre le meilleur PA, plus on risque une déconnexion momentanée et ainsi une 
perte de l’appel. C’est ce qu’illustre la figure 6.3. 
Le choix a été de prendre la valeur 3 qui donne de bons résultats selon les deux critères 
tout en évitant d’être trop agressif. Il est à noter  que l’utilisation de la valeur de 0 élimine 
l’effet d’hystérésis puisque le seuil de connexion et de perte de signal deviennent 
identiques. 
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6.5 Paramètres de configuration de l'APP 
Il n'existe pas de stratégie prédéfinie pour ajuster les différents paramètres en 
apprentissage par renforcement utilisant l'algorithme Q-Learning. Il faut donc effectuer 
les ajustements par essais erreurs en tentant d'optimiser les performances selon les 
critères requis pour l'application visée. Comme pour l’algorithme OPT, un processus 
itératif a été utilisé pour permettre l'ajustement. Le tableau 6-7 présente les différentes 
valeurs utilisées pour chacun des paramètres. 	  
TABLEAU 6-7 PLAGES DE VALEURS UTILISÉES POUR L’OPTIMISATION DE 
L’ALGORITHME APP 
Identificateur	   Plage	  de	  
valeurs	  
SeuilGreedyApprentis	   0	  à	  0.8	  
TauxApprentissage	   0	  à	  0.8	  
FacteurDiminution	   0	  à	  0.8	  
ReductionEligibilite	   0	  à	  0.8	  
SeuilPreemptionApprentis	   0	  à	  10	  dBm	  
SeuilConnectApprentis	   0	  à	  10	  dBm	  
 
Suite aux itérations de simulations, les paramètres ont été déterminés pour l’algorithme 
APP. Le tableau 6-8 présente les résultats de l’optimisation.  
 
TABLEAU 6-8 PARAMÈTRES OBTENUS POUR L’ALGORITHME APP 
Identificateur	   Valeur	  
SeuilGreedyApprentis	   0.4	  
TauxApprentissage	   0.5	  
FacteurDiminution	   0.5	  
ReductionEligibilite	   0.2	  
SeuilPreemptionApprentis	   1	  
SeuilConnectApprentis	   0	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Comme pour les paramètres de l’algorithme OPT, ces valeurs sont le meilleur compromis 
pour les différents environnements utilisés. Par contre, il y a plus d’éléments à prendre en 
considération. Contrairement à OPT, cet algorithme permet d’améliorer les choix de PA 
dans un environnement sécurisé. À titre d’exemple, plus la proportion de PA sécurisé 
augmente, plus le FacteurDiminution influence le comportement (voir figure 6.4). Suite à 
ces résultats, la valeur retenue a été de 0,5. 
 
Figure 6.4  Exemple de recherche du meilleur paramètre pour FacteurDiminution.  
6.6 Sommaire 
Le processus d’optimisation des paramètres pour les deux algorithmes aurait peut-être 
refait pour obtenir des nombres beaucoup plus précis. Par exemple, comme le montre la  
figure 6.4, il aurait été possible de préciser le FacteurDiminution qui semble être entre 0,5 
et 0,6 en augmentant le nombre d’environnements ou en modifiant la proportion de PA 
sécurisés.  
Il faut se ramener à l’objectif de ce travail de recherche qui est de démontrer qu’il y a une 
amélioration des performances dans le transfert intercellulaire lorsqu’on apprend les 
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habitudes de déplacement de l’UM. Pour démontrer ceci, il n’est pas nécessairement 
requis d’établir la meilleure configuration des paramètres, mais bien d’avoir une sélection 
qui permet de montrer la différence par rapport à l’algorithme de base. 
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CHAPITRE 7 ÉVALUATION DES ALGORITHMES DE 
SÉLECTION 
Pour valider les comportements ainsi que pour en effectuer l'évaluation des 
performances, il faut déterminer les critères qui permettront de qualifier et comparer les 
algorithmes de transfert. Comme présenté à la section 2.1.3, deux grandes catégories 
peuvent être utilisées par l’UM pendant ses déplacements. La différence entre les 
applications est basée sur la présence ou l'absence de contraintes sur le temps de 
transmission des paquets.  
Pour représenter les applications avec contraintes de temps, le simulateur détermine des 
périodes où l’UM est en appel. En téléphonie de type VoIP, le transport de la voix est très 
dépendant du respect de la constance dans la transmission des paquets. Selon les 
configurations, on peut avoir un paquet audio tous les 10 ou 30 millisecondes. Il est donc 
important de garder le lien entre l’UM et le PA le plus stable possible pour éviter les 
changements de PA pendant un appel. Ainsi, lorsque l’UM est en appel, les balayages des 
canaux ne sont pas possibles puisqu’il y a risque de perturber la qualité du service. Les 
changements, si requis, sont donc basés sur les connaissances de l’environnement en 
visant l’utilisation minimale de sondes.  
Les applications sans contraintes sur le temps, comme la consultation de pages Web, sont 
moins sensibles aux délais dans les transmissions. De plus, l’utilisateur est souvent plus 
indulgent, voire même habitué à des délais pendant ces opérations. Il est donc possible 
d’effectuer des balayages des canaux pour permettre l’apprentissage de l’environnement. 
On s’intéresse alors au calcul du temps de liaison entre l’UM et le PA.  
Comme pour le chapitre 6, on retrouve les quatre critères du tableau 6-1 qui seront 
utilisés pour comparer les quatre algorithmes (STD, OPT, APPOPT et APP) entre eux 
selon différentes conditions. À ces quatre critères, on ajoute un cinquième qui concerne 
l’utilisation de la mémoire pour évaluer le quatrième objectif de ce travail de recherche 
(voir tableau 7-1). 
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TABLEAU 7-1 LISTE DES CRITÈRES D’OPTIMISATION DES ALGORITHMES 
Critères	   Paramètres	  étudiés	   Comparatif	   Objec-­‐	  
tifs	  
1-­‐	  Durée	  en	  appels	  VoIP	  sur	  durée	  total	  de	  la	  
simulation	  
Temps	  en	  appel	  VoIP	   Temps	  total	  de	  l’itération	   Max	  
2-­‐	  Nombre	  d’IPA	  sur	  le	  nombre	  d'appels	  effectués	  
pendant	  la	  simulation	  	  
Nombre	  d’IPA	   Nombre	  d’appels	  VoIP	   Min	  
3-­‐	  Temps	  passé	  sans	  communication	  avec	  le	  PA	  
(continuité)	  sur	  la	  durée	  totale	  de	  la	  simulation	  
Temps	  sans	  service	   Temps	  total	  de	  l’itération	   Min	  
4-­‐	  Temps	  passé	  à	  chercher	  un	  nouveau	  PA	  sur	  la	  
durée	  totale	  de	  la	  simulation	  
Temps	  en	  recherche	  d’un	  PA	   Temps	  total	  de	  l’itération	   Min	  
5-­‐	  Estimé	  du	  nombre	  d’objets	  ou	  informations	  
conservés	  en	  mémoire	  pour	  chacun	  des	  
algorithmes	  d’apprentissage	  
L’évaluation	  est	  effectuée	  de	  façon	  théorique	  à	  partir	  des	  données	  conservées	  par	  le	  simulateur.	  
Les conditions générales définies dans le chapitre précédent sont réutilisées pour les tests 
comparatifs entre les algorithmes (tableau 6-2). Ceci permet de maximiser les 
caractéristiques obtenues suite aux étapes de calibration des algorithmes (tableau 6-6 et 
tableau 6-8). 
Pour permettre de comparer les algorithmes dans des conditions identiques, trois séries de 
simulations sont utilisées. La première série permet de montrer les conditions de forces et 
de faiblesses des algorithmes en modifiant un paramètre environnemental à la fois. Avant 
de procéder à la troisième série de simulations, une présentation des caractéristiques de 
convergence des algorithmes permet de démontrer l’effet du temps sur les processus. Les 
dernières simulations consistent à regarder le comportement des algorithmes dans un 
quartier résidentiel simulé.  
7.1 Efficacité des algorithmes dans des environnements 
simplifiés 
Le simulateur développé pour le présent travail de recherche permet de modifier plusieurs 
conditions de l’environnement. Pour démontrer les avantages ou les différences entre les 
algorithmes, un seul aspect est modifié et étudié à la fois. Les sous-sections 7.1.2 et 
suivantes comparent ainsi quatre groupes de changements  par rapport à un 
environnement de référence défini à la section 7.1.1. 
Le simulateur développé pour la réalisation du présent travail de recherche permet de 
modifier l’environnement de l’UM selon sept caractéristiques : 
1- Trajectoire de l’UM 
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2- Temps en appel 
3- Nombre de PA 
4- Proportion de PA sécurisés 
5- Proportion d’obstacles (maisons) et leurs caractéristiques d’absorption 
6- Niveau de bruits 
7- Nombre d’obstacles ou bâtisses 
Si on modifie aléatoirement les positions des PA et obstacles, on peut réutiliser une 
trajectoire fixe pour l’ensemble des simulations, comme pour la configuration (chapitre 
6). En réutilisant la même trajectoire, il sera aussi possible de garder le temps de chaque 
simulation constant pour les expérimentations. 
Pour vérifier l’amélioration apportée aux appels, trois niveaux d’occupation de l’UM 
seront présentés en proportion du temps de la simulation. L’UM utilisera ainsi 0%, 10% 
et 50% du temps d’une simulation en appel téléphonique. Comme les algorithmes 
utilisent les périodes sans appel pour apprendre l’environnement, il faut laisser une partie 
des cycles de simulation sans appel. 
Les quatre autres caractéristiques seront utilisées pour produire les environnements de 
caractérisation unitaire auxquels s’ajoutera un premier groupe de simulation dans un 
monde presque parfait (sans bruit, sans sécurité, etc.) pour établir les résultats optimaux 
pour chacune des conditions d’environnement. 
Pour garder une constance dans les conditions de simulation, les paramètres suivants sont 
utilisés (résumé au tableau 7-2) : 
1- Pour permettre de comparer un grand nombre d’UM utilisant des 
environnements différents, les résultats présentés sont basés sur les statistiques 
de la simulation de 1000 environnements différents par configuration selon les 
paramètres du tableau 7-3. Ceci est obtenu en variant le paramètre 
« Randomize » à l’aide de 1000 valeurs différentes. 
2- La durée en appel est configurée pour permettre d’obtenir 0%, 10% et 50% du 
temps d’une itération de déplacement. Le maximum de 50% permet de laisser 
du temps aux algorithmes pour effectuer un balayage de l’environnement pour 
permettre d’être proactif. Le simulateur demande deux paramètres pour 
configurer les appels soit : « DureeAppel » et « NbAppelsParIteration ». La 
durée des appels affecte plus les algorithmes que le nombre. C’est donc sur ce 
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paramètre que les variations ont été réalisées. Ainsi, la trajectoire utilisée 
prenant 100 minutes à parcourir, le nombre d’appels par itération est fixé à 10 
et la durée de chaque appel est modifiée de 0, 1 et 5 minutes.  
 
TABLEAU 7-2 CONDITIONS DES SIMULATIONS 
Paramètres	   Valeurs	  
Nombre	  de	  simulations	   1000	  
Nombre	  d’appels	  par	  itération	   10	  
Durée	  des	  appels	  (minutes)	   0	  (0%),	  1	  (10%)	  et	  5	  (50%)	  
 
Le simulateur permet de modifier plusieurs paramètres. Comme présenté au chapitre 6, 
seulement les changements qui influencent le plus les algorithmes sont utilisés. Les 
autres, comme la durée d’une simulation est déterminée par la trajectoire (6000 
secondes), la taille de la région, les paramètres de hauteurs, fréquences, etc. (voir tableau 
6-2) sont prédéterminés pour toutes les simulations. Il reste ainsi les paramètres du 
tableau 7-3 (voir Annexe B.1.1 pour les définitions) qui sont utilisés pour modifier les 
environnements.  
 
TABLEAU 7-3 PARAMÈTRES UTILISÉS POUR MODIFIER LES ENVIRONNEMENTS  
Paramètres	  
Nombre	  de	  PA	  
Nombre	  de	  bâtisse	  
Niveau	  de	  bruit	  
Proportion	  de	  PA	  sécurisés	  
 
On aura ainsi cinq groupes de simulations pour montrer les forces et faiblesses des 
algorithmes dans des situations où seulement une condition environnementale est 
modifiée. Les sections suivantes décrivent les conditions utilisées pour les simulations 
ainsi que des tableaux présentant des sommaires des résultats.  
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7.1.1 Environnement idéal 
Afin d’établir les rendements maximums des algorithmes, le premier groupe de 
simulations permet de comparer les performances dans un environnement presqu’idéal. 
Pour réaliser ceci, toutes les perturbations (bruits, obstacles, PA sécurisés) sont placées à 
des valeurs nulles (voir tableau 7-4). Seulement le nombre PA est modifié pour en 
vérifier l’influence. 
 
TABLEAU 7-4 PARAMÈTRES UTILISÉS POUR PRODUIRE LES ENVIRONNEMENTS IDÉAUX 
Paramètres	   Valeurs	  
Nombre	  de	  PA	   5,	  20,	  40	  
Nombre	  de	  bâtisse	   0	  
Niveau	  de	  bruit	   0	  dBm	  
Proportion	  de	  PA	  sécurisés	   0%	  
 
Dans les paramètres présentés au tableau 7-4, notons que le nombre de PA permet de 
valider les algorithmes selon les conditions de transition entre les zones couvertes. Plus le 
nombre est grand, plus il y a de zones permettant à l’UM d’être en contact avec plusieurs 
PA. Ceci permet d’effectuer les transferts intercellulaires. À l’inverse, si la densité est 
faible, le nombre de zones sans signal WiFi est assez grand, d’où perte de 
communication, indépendamment des algorithmes utilisés. Dans cette situation, les 
algorithmes peuvent se différencier dans la prédiction du PA en évitant les balayages.  
Le premier groupe de résultats permet de montrer la capacité des algorithmes à respecter 
la contrainte du temps en appel VoIP. Comme le présente le tableau 7-5, on voit que plus 
le nombre de PA augmente, plus on approche du temps en appel selon les spécifications. 
Comme il est à prévoir, lorsque l’environnement est dense en PA, la continuité des appels 
est mieux supportée. Ainsi, avec 40 PA, on obtient près de 49.4% du temps en appel, ce 
qui est très voisin du 50% demandé. 
Il est peu probable que l’on obtienne exactement 50%, puisque les algorithmes ont besoin 
d’un temps d’adaptation (voir section 7.2). De plus, les appels sont générés de façon 
aléatoire et il est possible que les appels se terminent après la fin d’un cycle de 
simulation. 
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TABLEAU 7-5 POURCENTAGE DU TEMPS EN APPEL SELON LE NOMBRE DE PA EN 
ENVIRONNEMENT IDÉAL 
En	  appels	   Nombre	  
de	  PA	  
STD OPT APP	   APPOPT	  
10%	   5	   4.1%	   7.2%	   5.7%	   7.9%	  
10%	   20	   7.9%	   9.9%	   9.4%	   9.9%	  
10%	   40	   8.9%	   9.9%	   9.9%	   9.9%	  
     	  
50%	   5	   13.0%	   31.4%	   23.4%	   35.2%	  
50%	   20	   24.0%	   49.0%	   45.0%	   49.2%	  
50%	   40	   25.8%	   49.4%	   48.1%	   49.4%	  
 
La densité des PA influence le nombre de zones où l’UM peut voir plus d’un PA. Ces 
zones permettent d’effectuer un transfert intercellulaire. Le temps passé en déconnexion 
est ainsi lié à la densité. Le Tableau 7-6 montre cette relation et permet aussi de valider 
que le choix du nombre de PA permet de valider trois types d’environnements distincts : 
dense, moyennement dense et très peu dense. 
 
TABLEAU 7-6 POURCENTAGE DU TEMPS SANS LIEN WIFI SELON LE NOMBRE DE PA 
EN ENVIRONNEMENT IDÉAL 
Nombre	  
de	  PA	  
STD OPT APP	   APPOPT	  
5	   93.0%	   45.5%	   70.2%	   34.8%	  
20	   25.4%	   0.9%	   7.9%	   0.6%	  
40	   7.1%	   0.2%	   0.8%	   0.2%	  
 
Le tableau précédent montre tout de même l’impact positif des algorithmes développés. 
Bien que les conditions soient très défavorables avec une densité de 5 PA, il y a une 
amélioration marquée par rapport à l’algorithme STD. En fait, les algorithmes permettent 
d’effectuer les transferts plus rapidement lorsque possible, évitant les périodes de 
recherches. De plus l’algorithme APP permet de connaître le prochain PA suite à 
l’origine de la déconnexion, ce qui améliore le rendement de l’algorithme combiné 
APPOPT. 
Par contre l’algorithme APP seul affiche de mauvaises performances lorsque la densité 
est faible, comparativement à OPT ou APPOPT. Ceci est surtout occasionné par la phase 
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d’apprentissage plus longue ainsi que l’utilisation de l’algorithme STD pour la recherche 
d’un PA lorsque la communication est rompue.  
En complément au temps en déconnexion, le tableau suivant présente le temps passé en 
recherche d’un nouveau PA. Ce temps comporte deux données, le temps à rechercher sur 
tous les canaux et le temps de transmission des sondes ciblées vers un PA. 
Les résultats du tableau 7-7 montrent bien l’effet de la densité sur le temps en recherche. 
Dans la situation de densité moyenne (20 PA), on constate que les algorithmes permettent 
d’approcher une communication continue (voir APPOPT avec 0.2%), comparativement à 
l’algorithme STD qui recherche environ 10% du temps en moyenne.  
 
TABLEAU 7-7 POURCENTAGE DU TEMPS EN RECHERCHE DE CONNEXION SELON LE 
NOMBRE DE PA EN ENVIRONNEMENT IDÉAL 
Nombre	  
de	  PA	  
STD OPT APP	   APPOPT	  
5	   38.2%	   18.7%	   28.8%	   14.3%	  
20	   10.2%	   0.4%	   3.2%	   0.2%	  
40	   2.7%	   0.1%	   0.4%	   0.1%	  
 
Le tableau 7-8 permet de constater l’effet des déconnexions et des recherches sur le 
nombre d’IPA. Même si l’algorithme STD ne passe que 7% en déconnexion et 2.7% du 
temps en recherche lorsque la densité des PA est grande (40 PA), il y a tout de même 
77% des appels qui échouent lorsque les tentatives d’appel sont fréquentes. En fait, dans 
la simulation, le nombre d’appels est constant (voir introduction du chapitre 7), mais la 
durée change. Ainsi les appels sont 5 fois plus longs afin d’occuper 50% du temps, et 
donc beaucoup plus sujet à interruption. 
Il est à noter que les algorithmes OPT et APPOPT permettent à l’UM de compléter 
l’ensemble de ses appels.  
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TABLEAU 7-8 POURCENTAGE D’IPA SELON LE NOMBRE DE PA EN ENVIRONNEMENT 
IDÉAL 
En	  appels	   Nombre	  
de	  PA	  
STD OPT APP	   APPOPT	  
10%	   5	   61.8%	   30.0%	   45.6%	   23.2%	  
10%	   20	   26.0%	   0.5%	   5.6%	   0.2%	  
10%	   40	   15.7%	   0.0%	   1.1%	   0.0%	  
	   	   	   	   	   	  
50%	   5	   86.4%	   45.4%	   61.7%	   37.1%	  
50%	   20	   76.9%	   1.5%	   12.1%	   0.7%	  
50%	   40	   77.5%	   0.0%	   3.9%	   0.0%	  
 
La situation idéale permet d’établir les résultats optimums pour les quatre algorithmes.  
Les sections suivantes reprennent les mêmes expérimentations, mais en ajoutant des 
perturbations.  
7.1.2 Variation de la densité des PA 
La présente section reprend les expérimentations de la situation idéale, en variant le 
nombre de PA et ajoute un facteur de bruit qui modifie la qualité du signal. Des valeurs 
typiques pour le niveau de bruit peuvent être obtenues dans le livre de T. S. Rappaport 
[Rappaport1996]. Pour les résultats de cette section, la valeur de 7 dBm a été retenue 
(voir tableau 7-9).  
 
TABLEAU 7-9 PARAMÈTRES UTILISÉS POUR VARIER LA DENSITÉ DE PA 
Paramètres	   Valeurs	  
Nombre	  de	  PA	   5,	  20,	  40	  
Nombre	  de	  bâtissements	   0	  
Niveau	  de	  bruit	   7	  dBm	  
Proportion	  de	  PA	  sécurisés	   0%	  
 
Le bruit affecte surtout les communications qui présentent un signal faible. Cette 
situation arrive lorsque l’UM est éloigné du PA à l’arrivée ou sur le point de quitter la 
zone. La déconnexion peut survenir à un moment différent du précédent passage. La 
période d’adaptation des algorithmes est affectée par cette variation et impacte les 
décisions, comme le présente le tableau 7-10. 
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TABLEAU 7-10 POURCENTAGE DU TEMPS EN APPEL SELON LE NOMBRE DE PA 
En	  appels	   Nombre	  
de	  PA	  
STD OPT APP	   APPOPT	  
10%	   5	   5.5%	   6.7%	   6.9%	   6.9%	  
10%	   20	   7.8%	   9.3%	   9.1%	   9.1%	  
10%	   40	   8.0%	   9.4%	   9.2%	   9.3%	  
	   	   	   	   	   	  
50%	   5	   16.2%	   26.1%	   28.4%	   28.4%	  
50%	   20	   19.9%	   45.9%	   44.3%	   45.0%	  
50%	   40	   18.7%	   46.8%	   44.7%	   45.9%	  
 
Tous les algorithmes sont affectés négativement par le bruit sauf l’algorithme APP dans 
la situation de faible densité de PA. Le bruit accélère l’apprentissage par renforcement ce 
qui est probablement occasionné par un comportement similaire au volet aléatoire de 
l’exploration. De plus, cette exploration s’effectue au moment où le signal est le plus 
susceptible d’être perdu. On constate donc une augmentation du temps en appel pour les 
simulations à 5 PA comparativement aux résultats du tableau 7-5. 
Les mêmes effets sont constatés selon les autres caractéristiques observées, comme le 
pourcentage de temps sans lien WiFi (tableau 7-11) où l’algorithme passe de 70% 
(tableau 7-6) de temps en déconnexion à 28% lorsqu’il y a du bruit. En fait, le bruit 
avantage les 4 algorithmes en situation de faible densité de PA et dégrade les situations 
plus denses. 
 
TABLEAU 7-11 POURCENTAGE DU TEMPS SANS LIEN WIFI SELON LE NOMBRE DE PA 
Nombre	  
de	  PA	  
STD OPT APP	   APPOPT	  
5	   61.4%	   31.8%	   28.8%	   28.8%	  
20	   12.5%	   7.3%	   9.1%	   9.5%	  
40	   9.0%	   5.8%	   7.3%	   7.6%	  
 
Pour le temps passé à la recherche du prochain PA, les améliorations sont plus 
généralisées pour les recherches d’une connexion comme montrée dans le tableau 7-12. 
Comme le signal des PA varie aléatoirement de quelques dB, il y a plus de probabilité de 
détecter un nouveau PA lorsque leur densité est faible que dans les résultats du tableau 
7-7. 
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TABLEAU 7-12 POURCENTAGE DU TEMPS EN RECHERCHE DE CONNEXION SELON LE 
NOMBRE DE PA 
Nombre	  
de	  PA	  
STD OPT APP	   APPOPT	  
5	   22.8%	   5.9%	   3.9%	   3.7%	  
20	   1.8%	   0.4%	   0.5%	   0.5%	  
40	   0.4%	   0.3%	   0.4%	   0.4%	  
 
Comme les déconnexions aléatoires augmentent, il y a plus de risque de perdre la 
communication pendant les appels prolongés (tableau 7-13), d’où une augmentation du 
pourcentage d’IPA (à l’exception de l’algorithme APP). 
 
TABLEAU 7-13 POURCENTAGE D’IPA SELON LE NOMBRE DE PA 
En	  appels	   Nombre	  
de	  PA	  
STD OPT APP	   APPOPT	  
10%	   5	   46.4%	   30.5%	   24.5%	   24.3%	  
10%	   20	   23.8%	   0.3%	   0.7%	   0.0%	  
10%	   40	   22.1%	   0.0%	   1.0%	   0.0%	  
	   	   	   	   	   	  
50%	   5	   81.6%	   54.6%	   46.6%	   46.3%	  
50%	   20	   80.5%	   1.5%	   3.5%	   0.1%	  
50%	   40	   83.3%	   0.0%	   4.7%	   0.0%	  
 
Même si on ajoute une perturbation normale en transmission sans fil, on constate que les 
algorithmes d’apprentissages étudiés améliorent les performances. 
7.1.3 Variation de la proportion des PA sécurisés 
En plus du bruit, qui est une perturbation liée à la technologie sans fil, la perturbation la 
plus probable est l’ajout de PA qui sont sécurisés dont l’UM n’a pas les privilèges 
d’accès. Lorsque l’UM rencontre ces PA, l’appareil mobile va tenter de se relier avant de 
constater l’échec. Ce qui ajoute beaucoup de délais dans la démarche de connexion. 
Les simulations de cette section conservent un nombre constant de 40 PA et modifie la 
proportion d’appareils sécurisés. On conserve ici le bruit à 7 dBm pour mieux présenter 
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la réalité (tableau 7-14). Le nombre de 40 PA a été choisi pour permettre le plus 
d’opportunités de choix conduisant à des situations où l’UM ne peut se connecter. 
 
TABLEAU 7-14 PARAMÈTRES UTILISÉS POUR VARIER LA PROPORTION DE PA 
SÉCURISÉS 
Paramètres	   Valeurs	  
Nombre	  de	  PA	   40	  
Nombre	  de	  bâtiments	   0	  
Niveau	  de	  bruit	   7	  dBm	  
Proportion	  de	  PA	  sécurisés	   0%,	  20%,	  50%,	  75%	  
 
En calculant le nombre de PA qui sont valides pour la connexion avec l’UM, on obtient 
pour 0%, 20%, 50% et 75%, les nombres 40, 32, 20 et 10 PA respectivement. Comme 
nous utilisons le niveau de bruit de 7dBm, on peut comparer les résultats obtenus avec les 
résultats de la section précédente (7.1.2). Par exemple, avec 0% de PA sécurisé, nous 
obtenons les mêmes résultats que les lignes de 40 PA dans les tableau 7-10 à tableau 
7-13. 
Les algorithmes STP et OPT ne considèrent pas le type de PA (sécurisé ou non) lors de la 
recherche et de la sélection. On constate donc la dégradation de ceux-ci dans le tableau 
7-15 par rapport à la ligne de 0%. Par contre, les deux autres algorithmes apprennent des 
échecs et maintiennent un pourcentage d’appels élevé.  
Pour comparer, si on prend les lignes de 20 PA dans le tableau 7-10, on constate que 
APPOPT s’approche de la condition de 20 PA. L’APP a une baisse, mais probablement 
occasionnée par le temps d’apprentissage et le retour vers l’algorithme STD lorsqu’il est 
en déconnexion. 
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TABLEAU 7-15 POURCENTAGE DU TEMPS EN APPEL SELON LA PROPORTION DE PA 
SÉCURISÉS 
En	  appels	   Proportion	  
de	  PA	  
sécurisé	  
STD OPT APP	   APPOPT	  
10%	   0%	   8.0%	   9.4%	   9.2%	   9.3%	  
10%	   20%	   7.9%	   8.6%	   9.1%	   9.2%	  
10%	   50%	   7.5%	   7.2%	   8.9%	   9.0%	  
10%	   75%	   6.0%	   4.9%	   7.8%	   8.3%	  
	   	   	   	   	   	  
50%	   0%	   18.7%	   46.8%	   44.7%	   45.9%	  
50%	   20%	   18.9%	   35.7%	   43.6%	   45.4%	  
50%	   50%	   18.8%	   23.2%	   40.2%	   44.2%	  
50%	   75%	   16.2%	   13.5%	   30.9%	   38.7%	  
 
Tout comme pour le tableau précédent, le pourcentage de temps sans liens WiFi (tableau 
7-16) et le pourcentage du temps en recherche (tableau 7-17) présentent de bons résultats 
avec les algorithmes APP et APPOPT. 
 





STD OPT APP	   APPOPT	  
0%	   9.0%	   5.8%	   7.3%	   7.6%	  
20%	   10.6%	   8.8%	   7.8%	   8.2%	  
50%	   17.6%	   19.0%	   9.6%	   10.1%	  
75%	   39.8%	   42.9%	   18.2%	   17.4%	  
 
 
TABLEAU 7-17 POURCENTAGE DU TEMPS EN RECHERCHE DE CONNEXION SELON LA 




STD OPT APP	   APPOPT	  
0%	   0.4%	   0.3%	   0.4%	   0.4%	  
20%	   2.0%	   2.3%	   0.5%	   0.5%	  
50%	   9.1%	   10.7%	   1.1%	   0.7%	  
75%	   31.9%	   33.7%	   5.4%	   2.2%	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Tout ceci influence le comportement de l’appareil mobile de l’UM et les algorithmes 
avec apprentissage par renforcements améliorent grandement les conditions pour les 
appels téléphoniques. Les résultats présentés au tableau 7-18 se comparent 
avantageusement aux résultats du tableau 7-13 pour APP et APPOPT, mais il y a 
dégradations pour les deux autres algorithmes. 
 
TABLEAU 7-18 POURCENTAGE D’IPA SELON LA PROPORTION DE PA SÉCURISÉS 
En	  appels	   Proportion	  
de	  PA	  
sécurisé	  
STD OPT APP	   APPOPT	  
10%	   0%	   22.1%	   0.0%	   1.0%	   0.0%	  
10%	   20%	   22.9%	   12.9%	   1.9%	   0.1%	  
10%	   50%	   26.9%	   32.5%	   5.0%	   0.5%	  
10%	   75%	   41.0%	   55.9%	   18.2%	   5.8%	  
	   	   	   	   	   	  
50%	   0%	   83.3%	   0.0%	   4.7%	   0.0%	  
50%	   20%	   82.9%	   35.5%	   8.5%	   0.7%	  
50%	   50%	   82.1%	   67.9%	   19.4%	   2.2%	  
50%	   75%	   83.5%	   85.0%	   45.4%	   16.2%	  
 
Les dégradations obtenues dans les résultats des simulations de cette section sont 
principalement occasionnées par le nombre de tentatives de se relier à un PA sécurisé. Le 
Tableau 7-19 présente le pourcentage des tentatives infructueuses par rapport aux 
nombres d’essais de connexion des algorithmes. 
Le STD a échoué 94% des fois avant de trouver une bonne connexion contrairement à 
APPOPT qui a échoué 4.8% des fois. Ce qui démontre l’efficacité des algorithmes 
d’apprentissage pour réduire le nombre d’essais infructueux. 
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TABLEAU 7-19 POURCENTAGE D’ÉCHECS SUR DES PA SÉCURISÉS SELON LA 




STD OPT APP	   APPOPT	  
0%	   0.0%	   0.0%	   0.0%	   0.0%	  
20%	   40.4%	   24.3%	   2.7%	   0.4%	  
50%	   78.7%	   54.0%	   9.8%	   1.3%	  
75%	   94.0%	   72.0%	   25.0%	   4.8%	  
 
La section 7.2 devrait aider à comprendre l’écart entre APP et APPOPT qui devient 
important avec 75% de PA sécurisés. Mais on peut présumer que le retour vers 
l’algorithme STD en mode exploration ou en perte de connexion nuit à la convergence de 
APP.  
7.1.4 Variation du nombre d’obstacles 
Les obstacles créent des discontinuités ou des affaiblissements subits des signaux WiFi. 
Dans le simulateur, ces obstacles sont représentés par des bâtiments carrés possédant 4 
murs dont on définit le coefficient d’atténuation du signal (voir	  annexe	  A.4	  et	  images	  de	  l’annexe	  B.2.1). 
Le tableau 7-20 présente les conditions utilisées pour ce groupe de simulations. Pour 
augmenter l’effet des obstacles, le nombre de PA a été fixé à une densité moyenne de 20. 
Ceci  permet de comparer les résultats avec ceux obtenus dans la section 7.1.2.  
Pour les bâtisses, le choix de 4 dBm d’atténuation dans les murs correspond aux données 
de Rappaport [Rappaport1996] pour des obstacles peu absorbants comme du textile. 
Lorsque le signal traverse un obstacle, il y a donc réduction de 8 dBm du signal (traverse 
2 murs). Le simulateur ne reproduit pas les phénomènes de réflexion sur les objets ce qui 
atténue l’effet des obstacles dans la réalité. Ainsi, pour éviter de créer trop de zones avec 
absence de signal les densités de bâtiments utilisées sont faibles, soit 0%, 0.6% et 3.2% 
de la surface de simulation.  
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TABLEAU 7-20 PARAMÈTRES UTILISÉS POUR VARIER LE NOMBRE DE BÂTISSES 
Paramètres	   Valeurs	  
Nombre	  de	  PA	   20	  
Nombre	  de	  bâtisses	   0,	  100,	  500	  
Niveau	  de	  bruit	   7	  dBm	  
Proportion	  de	  PA	  sécurisés	   0%	  
Atténuation	  dans	  les	  murs	   4	  dBm	  
Dimension	  des	  bâtisses	   20m	  x	  20m	  
 
Le tableau 7-21 présente l’effet du nombre de bâtisses sur le temps en appel. Les 
discontinuités conduisent à une dégradation du service. Ceci était prévisible puisque l’on 
augmente les besoins en transfert, surtout lorsque l’UM est à la limite de la zone du PA 
où il est relié au moment où il passe dans la zone d’ombre. 
 
TABLEAU 7-21 POURCENTAGE DU TEMPS EN APPEL SELON LE NOMBRE DE BÂTISSES 
En	  appels	   Nombre	  
de	  
bâtisses	  
STD OPT APP	   APPOPT	  
10%	   0	   7.8%	   9.3%	   9.1%	   9.1%	  
10%	   100	   7.4%	   9.1%	   8.9%	   8.9%	  
10%	   500	   6.0%	   8.3%	   8.2%	   8.2%	  
	   	   	   	   	   	  
50%	   0	   19.9%	   45.9%	   44.3%	   45.0%	  
50%	   100	   17.1%	   44.7%	   43.4%	   44.2%	  
50%	   500	   11.8%	   38.0%	   38.9%	   40.2%	  
 
Il y a aussi augmentation du temps sans liens WiFi, par contre, les augmentations sur les 
algorithmes à évaluer sont plus faibles que pour STD. Si on examine les détails des 
simulations, on constate que le nombre de changements de PA augmente lorsqu’il y a des 
obstacles (voir tableau 7-22). Pour l’algorithme STD, on double le nombre de 
changements lorsque le nombre de bâtisses est de 500 et on quadruple pour les autres 
algorithmes. Par contre, les changements de PA pour le STD demandent des recherches 
sur tous les canaux tandis que les autres algorithmes utilisent seulement des sondes vers 
des PA prédéterminés. C’est ce qui explique les écarts entre les résultats. 
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STD OPT APP	   APPOPT	  
0	   12.5%	   7.3%	   9.1%	   9.5%	  
100	   14.5%	   8.8%	   10.6%	   11.1%	  
500	   29.0%	   16.5%	   18.8%	   19.5%	  
 
Les mêmes explications s’appliquent aux résultats du tableau 7-23. Comme on utilise 
principalement des sondes pour rechercher le prochain PA, il y a moins de délais de 
recherche.  
 
TABLEAU 7-23 POURCENTAGE DU TEMPS EN RECHERCHE DE CONNEXION SELON LE 




STD OPT APP	   APPOPT	  
0	   1.8%	   0.4%	   0.5%	   0.5%	  
100	   3.0%	   0.6%	   0.7%	   0.7%	  
500	   9.1%	   1.5%	   1.7%	   1.7%	  
 
Les conséquences des discontinuités des signaux WiFi sur les appels sont présentées dans 
le tableau 7-24. Pour l’algorithme STD, le temps de déconnexion et le temps de recherche 
impactent grandement les appels. En moyenne, plus de 90% des appels dans un 
environnement de 500 bâtisses ont été interrompus. 
L’algorithme d’apprentissage par renforcement a obtenu de meilleurs les résultats. Même 
si le nombre de discontinuités est grand, avec 500 bâtiments, on peut voir les 
améliorations apportées par  APP (9.9%) et APPOPT (2.5%).  
 
   ÉVALUATION DES ALGORITHMES DE SÉLECTION 127 
 
TABLEAU 7-24 POURCENTAGE D’IPA SELON LE NOMBRE DE BÂTISSES 
En	  appels	   Nombre	  
de	  
bâtiments	  
STD OPT APP	   APPOPT	  
10%	   0	   23.8%	   0.3%	   0.7%	   0.0%	  
10%	   100	   31.2%	   0.7%	   1.2%	   0.0%	  
10%	   500	   48.4%	   5.7%	   2.8%	   0.5%	  
	   	   	   	   	   	  
50%	   0	   80.5%	   1.5%	   3.5%	   0.1%	  
50%	   100	   85.1%	   3.6%	   4.6%	   0.3%	  
50%	   500	   90.3%	   20.6%	   9.9%	   2.5%	  
 
Comme pour les déplacements dans un environnement avec des PA sécurisés, les 
algorithmes utilisant l’apprentissage par renforcement ont avantagé les recherches dans 
ce groupe de simulations. 
7.1.5 Variation du niveau de bruit 
Pendant les simulations du chapitre 6 (Configuration des algorithmes d’apprentissage) 
pour les résultats de la section 7.1.2, il est apparu certains effets positifs du bruit sur les 
performances des algorithmes. La présente section examine les résultats en variant le 
niveau de variation du signal occasionné par le bruit. 
De première réflexion, on pourrait s’attendre à ce que plus le niveau de bruit soit faible, 
meilleures sont les performances. Ceci est vérifié pour tous les algorithmes sauf APP 
dont les performances s’améliorent avec le niveau de bruit. Les tableaux qui suivent 
montrent ces résultats. Ils sont produits en variant seulement le niveau de bruit de 0 à 10 
dBm (tableau 7-25) qui sont des valeurs acceptables selon T. S. Rappaport 
[Rappaport1996]. 
 
TABLEAU 7-25 PARAMÈTRES UTILISÉS POUR VARIER LE NIVEAU DE BRUIT 
Paramètres	   Valeurs	  
Nombre	  de	  PA	   20	  
Nombre	  de	  bâtisse	   0	  
Niveau	  de	  bruit	   0,	  4,	  7,	  10	  dBm	  
Proportion	  de	  PA	  sécurisés	   0%	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Dans le tableau 7-26 et le tableau 7-27, les performances des algorithmes diminuent selon 
le niveau de bruit sauf pour APP qui s’améliore avec 4 dBm.  
 
TABLEAU 7-26 POURCENTAGE DU TEMPS EN APPEL SELON LE NIVEAU DE BRUIT 
En	  appels	   Bruit	  
(dBm)	  
STD OPT APP	   APPOPT	  
10%	   0	   7.9%	   9.9%	   9.4%	   9.9%	  
10%	   4	   8.1%	   9.7%	   9.5%	   9.6%	  
10%	   7	   7.8%	   9.3%	   9.1%	   9.1%	  
10%	   10	   7.3%	   8.7%	   8.5%	   8.5%	  
	   	   	   	   	   	  
50%	   0	   24.0%	   49.0%	   45.0%	   49.2%	  
50%	   4	   22.0%	   47.7%	   46.4%	   47.4%	  
50%	   7	   19.9%	   45.9%	   44.3%	   45.0%	  
50%	   10	   17.6%	   43.4%	   41.8%	   42.2%	  
 
TABLEAU 7-27 POURCENTAGE DU TEMPS SANS LIEN WIFI SELON LE NIVEAU DE BRUIT 
Bruit	  
(dBm)	  
STD OPT APP	   APPOPT	  
0	   25.4%	   0.9%	   7.9%	   0.6%	  
4	   14.5%	   2.9%	   4.4%	   4.3%	  
7	   12.5%	   7.3%	   9.1%	   9.5%	  
10	   14.4%	   13.1%	   14.7%	   15.3%	  
 
Dans les deux tableaux suivants, les effets de 0 dBm de bruit sont importants sur 
l’algorithme APP. Pour qu’il fonctionne bien, il faut un minimum de bruit, sinon 
l’apprentissage est affecté. 
 
TABLEAU 7-28 POURCENTAGE DU TEMPS EN RECHERCHE DE CONNEXION SELON LE 
NIVEAU DE BRUIT 
Bruit	  
(dBm)	  
STD OPT APP	   APPOPT	  
0	   10.2%	   0.4%	   3.2%	   0.2%	  
4	   3.8%	   0.3%	   0.4%	   0.3%	  
7	   1.8%	   0.4%	   0.5%	   0.5%	  
10	   1.4%	   0.7%	   0.7%	   0.8%	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TABLEAU 7-29 POURCENTAGE D’IPA SELON LE NIVEAU DE BRUIT 
En	  appels	   Bruit	  
(dBm)	  
STD OPT APP	   APPOPT	  
10%	   0	   26.0%	   0.5%	   5.6%	   0.2%	  
10%	   4	   21.2%	   0.5%	   1.0%	   0.1%	  
10%	   7	   23.8%	   0.3%	   0.7%	   0.0%	  
10%	   10	   28.3%	   0.1%	   0.7%	   0.0%	  
	   	   	   	   	   	  
50%	   0	   76.9%	   1.5%	   12.1%	   0.7%	  
50%	   4	   78.3%	   2.3%	   4.4%	   0.6%	  
50%	   7	   80.5%	   1.5%	   3.5%	   0.1%	  
50%	   10	   83.1%	   0.5%	   2.9%	   0.0%	  
 
Comme présenté, le bruit améliore l’apprentissage par renforcement de l’algorithme APP. 
Bien que non validé expérimentalement, il est probable que le bruit améliore la phase 
d’exploration au moment le plus utile de l’algorithme, soit à la limite des zones de 
couverture des PA. Le bruit affecte le plus le signal WiFi et les algorithmes ont le plus de 
difficulté à rechercher des solutions de transfert. 
7.2 Convergence des algorithmes d’apprentissage 
Les algorithmes OPT, APP et APPOPT demandent une période d’apprentissage des 
habitudes de l’UM pour s’adapter et améliorer les décisions de changements de PA. Le 
temps requis pour apprendre l’environnement dépend de plusieurs facteurs, dont la 
densité des PA, la proportion de PA accessible, le bruit, les obstacles,  etc. 
Les résultats de la section 7.1.3 présentent des écarts intéressants entre les différents 
algorithmes. Ce sont aussi des conditions où les algorithmes APP et APPOPT se 
démarquent, la considération du nombre de cycles requis pour obtenir ces performances 
peut apporter des éléments de discussion. Dans le tableau 7-30, la durée des appels est 
placée à 50% puisque ceci représente la condition la plus exigeante pour les algorithmes. 
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TABLEAU 7-30 PARAMÈTRES UTILISÉS POUR L’ÉVALUATION DE LA CONVERGENCE DES 
ALGORITHMES 
Paramètres	   Valeurs	  
Nombre	  de	  simulations	   1000	  
Durée	  des	  appels	   50%	  
Nombre	  de	  PA	   40	  
Nombre	  de	  bâtiments	   0	  
Niveau	  de	  bruit	   7	  dBm	  
Proportion	  de	  PA	  sécurisés	   0%	  et	  50%	  
 
Lorsqu’il n’y a pas de PA sécurisé, l’algorithme OPT s’adapte rapidement (voir figure 
7.1). Comme l’algorithme APPOPT utilise aussi les résultats de OPT, il converge 
rapidement, mais se stabilise avec un pourcentage de temps en appel inférieur à OPT 
(comme expliqué en début de section 7.1.3). Cette stabilisation s’effectue après 5 
itérations environ et les écarts par rapport à STD sont perceptibles dès la première 
itération. 
L’algorithme APP prend plus de temps à se stabiliser (plus de 200 itérations). Comme 
présenté précédemment, cet algorithme utilise STD lorsqu’il n’y a pas de PA connus pour 
effectuer le transfert ou pendant la phase d’exploration. Comme STD affiche de 
mauvaises performances, le temps d’apprentissage en est grandement affecté 
comparativement à APPOPT qui utilise OPT pour les recherches. Même avec cette 
faiblesse, APP présente un écart avec STD dans les 20 premières itérations. 
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Figure 7.1  Temps en appels selon le nombre d’itérations en environnement non-
sécurisé.  
Lorsqu’on sécurise 50% des PA, les algorithmes APP et APPOPT affichent de meilleures 
performances. Par contre, le temps de stabilisation est plus long puisqu’il faut que le type 
d’un PA soit caractérisé par la phase d’exploration. La figure 7.2 illustre ce délai 
d’apprentissage. Dans les 10 premières itérations, les algorithmes APP et APPOPT 
présentent des améliorations par rapport aux deux autres algorithmes. Même OPT 
s’améliore dans les 5 premières itérations puisque les statistiques sont basées sur un plus 
grand échantillon de données. 
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Figure 7.2  Temps en appels selon le nombre d’itérations en environnement 
présentant 50% des PA sécurisés.   
Bien qu’il faut un nombre important d’itérations pour obtenir l’effet optimum des 
algorithmes, on constate des améliorations de performances des premières itérations des 
déplacements de l’UM. Il y a ainsi un gain dans l’apprentissage des habitudes de 
déplacement de l’UM. 
7.3 Efficacité des algorithmes dans un environnement 
complexe 
Jusqu’à présent, les démonstrations ont considéré les moyennes sur 1000 simulations 
pour présenter les résultats des performances des différents algorithmes de transfert 
intercellulaire. La présente section utilise plutôt un seul environnement et présente les 
effets des différents mécanismes de sélection du prochain PA. 
À l’aide des fichiers de configuration du simulateur, il est possible de définir 
l’emplacement des obstacles ainsi que l’emplacement et le type des PA. L’environnement 
ainsi construit est représenté à la figure 7.3. Les PA ont été omis pour simplifier la 
représentation. 
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Figure 7.3  Simulation des déplacements d’un UM entre un quartier résidentiel et 
son lieu de travail   	  
Dans la représentation du quartier présenté dans la figure précédente, on peut placer 
plusieurs PA. Par contre pour évaluer le comportement des algorithmes, seulement une 
section sera considérée où 4 PA ont été placés (voir figure 7.4).  	  
 
Figure 7.4  Identification des 4 PA utilisés pour les simulations suivantes, dont les 
PA #1 et #3 sont sécurisés (en rouge)   
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Lorsqu’aucun PA n’est sécurisé, le #3 est le plus sollicité par les 4 algorithmes (voir 
encadré en haut à gauche de la figure 7.5). Ceci s’explique par la position de ce PA ainsi 
que la proximité avec la trajectoire.  
Lorsque l’on modifie l’environnement et que le PA #3 devient sécurisé, les algorithmes 
OPT, APP et APPOPT vont remplacer les accès au #3 vers #1, #2 et #4. Le STD continue 
à tenter de se relier au #3. Comme il doit effectuer un balayage complet à chaque 
perturbation, le PA #3 est choisi fréquemment. Ces perturbations sont fréquentes dans le 
bâtiment abritant le PA #3 (voir figure 7.4). Bien que l’algorithme OPT n’est pas très 
performant en zone sécurisée, il permet tout de même de réduire les connexions invalides 
avec le #3 en indiquant rapidement un remplaçant. 
 
 
Figure 7.5  Pourcentage de temps en connexion lors de simulations des 
déplacements d’un UM entre un quartier résidentiel et son lieu de travail   	  
Si on sécurise le PA #1 ou le #2, on constate aussi que les algorithmes d’apprentissages 
s’adaptent et évitent les connexions invalides, contrairement à STD (graphiques du bas de 
la figure 7.5). Ces graphiques présentent le comportement après 100 itérations.  
   ÉVALUATION DES ALGORITHMES DE SÉLECTION 135 
 
On peut aussi regarder le nombre de cycles requis aux algorithmes pour s’adapter à 
l’environnement. Les quatre graphiques de la figure 7.6 présentent le temps relié à 
chacun des quatre PA considérant  que les #1 et #3 sont sécurisés. La préférence 
d’utilisation des PA #2 et #4 s’établit dans les 5 à 10 premières itérations. 
 
 
Figure 7.6  Temps en connexion par itération lors de simulations des déplacements 
d’un UM entre un quartier résidentiel et son lieu de travail.   
Cette brève démonstration permet d’illustrer les améliorations effectuées sur chacun des 
PA comparativement aux actions prises par STD.  
7.4 Espace requis pour conserver les données d’apprentissage 
L’espace mémoire à utiliser dépend de l’environnement, la densité des PA, leur nombre 
ainsi que la durée de l’apprentissage. Il est par contre possible d’établir le maximum 
d’espace requis selon les deux algorithmes principaux OPT et APP (APPOPT sera la 
somme des deux). 
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Pour l’algorithme OPT, le chapitre 3 présente en détail le mécanisme. En résumé, lorsque 
deux PA présentent simultanément une puissance de signal supérieure à un seuil, 
l’algorithme va créer un tableau comportant un certain nombre de vecteurs. Le nombre de 
vecteurs est configurable et permet de combiner un certain nombre de mesures en une 
seule donnée, ce qui réduit le stockage des mesures de puissance et agit aussi en filtre. 
Dans le simulateur, ce nombre est déterminé à 360, chaque mesure comportant deux 
valeurs, l’angle et la longueur du vecteur (tel que présenté dans le chapitre 5) auxquels on 
ajoute les deux indicateurs des PA pour identifier les résultats. Le nombre maximal de 
données à conserver est donc : 
   MaxEspaceOPT = 2 i NbPA+NbPA
2 i 2 i 360 i RequisMemoire    (2.1) 
La réalité serait plutôt semblable à ceci: 
   EspaceOPT = 2 i NbPairesPA+NbPairesPA i 2 i 360 i RequisMemoire    (2.2) 
Où le NbPairesPA (Nombre de paires de AP) est beaucoup plus petit que NbPA2  
puisqu’il est impossible que tous les PA rencontrés dans l’environnement soient 
considérés compatibles. 
Par exemple, avec 40 PA, et l’utilisation de 4 octets pour conserver les résultats 
(RequisMémoire) on obtient : 
   MaxEspaceOPT = 2 i 40+ 40
2 i 2 i 360 i 4 = 4,6Mo    (2.3) 
En considérant qu’environ 3 PA sont compatibles avec chacun des 40 PA rencontrés, on 
obtient plutôt : 
  
 EspaceOPT = 2 i 40+ 40 i 3( ) i 2 i 360 i 4 = 345,7Ko    (2.4) 
Pour l’algorithme APP, on conserve des chaînes d’états/actions auxquelles on ajoute 2 
paramètres (Q(s,φ) et e(s,φ)). La quantité de mémoire est alors fonction du nombre 
d’états et du nombre de ces actions. Les états sont de deux types : connecté à un PA ou 
déconnecté en provenance d’un PA.  On a donc un maximum de 2 * (le nombre de PA 
rencontrés). Les actions sont aussi de deux types, déplacement vers un PA, déplacement 
vers une déconnexion. On a, un maximum de NbPA actions. À ces informations il faut 
ajouter un identificateur de PA pour les états et un identificateur de PA pour chaque 
action. On obtient donc :  
   MaxEspaceAPP = 2 i ((2 i NbPA)(2 i NbPA)) i RequisMemoire    (2.5) 
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La réalité serait plutôt semblable à ceci: 
   EspaceAPP = 2 i ((2 i NbPA)(2 i NbPACompat)) i RequisMemoire    (2.6) 
Où le nombre de PA compatibles (NbPACompat) est beaucoup plus petit que NbPA 
puisqu’il est impossible qu’il existe autant d’actions permettant de passer du PA actuel à 
tous les PA de l’environnement. 
Par exemple, en supposant que l’UM croise les 40 PA d’un environnement, et 
l’utilisation de 4 octets pour conserver les résultats on obtient : 
   MaxEspaceAPP = 2 i (2 i 40)(2 i 40) i 4 = 51,2Ko    (2.7) 
En supposant qu’environ 3 PA en moyenne sont compatibles, on obtient plutôt : 
   EspaceAPP = 2 i (2 i 40) i (2 i 3) i 4 = 3,8Ko    (2.8) 
Ce qui représente pour APPOPT : 
  MaxEspaceAPPOPT = 4,6Mo+51,2Ko = 4,7Mo    (2.9) 	  
  EspaceAPPOPT = 345,7Ko+ 3,8Ko = 349,5Ko    (2.10) 
7.5 Sommaire 
Le chapitre 7 de ce document démontre que les trois algorithmes développés dans le 
cadre de ce travail de recherche améliorent les performances de recherche du prochain 
PA. Ceci en considérant les cinq mesures :   
1- Durée en appels VoIP sur durée totale de la simulation; 
2- Nombre d'IPA sur le nombre d'appels effectués pendant la simulation; 
3- Temps passé sans communication avec le PA (continuité) sur la durée 
totale de la simulation; 
4- Temps passé à chercher un nouveau PA sur la durée totale de la 
simulation; 
5- Estimé du nombre d’objets ou informations conservés en mémoire pour 
chacun des algorithmes d’apprentissage. 
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Les quatre premières mesures ont été utilisées dans les différents tableaux de la section 
7.1. Dans les différentes explications accompagnant les tableaux, il a été démontré que 
les algorithmes OPT, APP et APPOPT présentent des avantages par rapport à 
l’algorithme de base STD. 
Contrairement à plusieurs travaux qui utilisent des positionnements de type GPS ou autre 
pour connaître la position de l’UM relativement aux PA (voir section 2.4), tous les 
algorithmes développés dans ce travail de recherche utilisent seulement la puissance 
perçue par l’UM pour apprendre l’environnement et pour choisir le prochain PA. Bien 
que ceci demande un certain nombre de répétitions des déplacements pour permettre aux 
algorithmes de s’adapter (section 7.2), ce nombre est tout de même réaliste (moins de 10 
cycles). 
Comme l’environnement de l’UM ne lui permet pas d’utiliser tous les PA qu’il rencontre, 
l’utilisation de l’apprentissage par renforcement a grandement réduit le nombre de 
tentatives infructueuses. Après l’apprentissage,  APP et APPOPT concentrent les 
transferts intercellulaires vers les PA à accès ouvert (non sécurisés) tout en réduisant les 
tentatives vers les autres (sections 7.1.3 et 7.3). 
En dernière mesure, il était utile d’estimer les ressources mémoires requises pour 
permettre d’effectuer les opérations d’apprentissage et de recherche. Comme discuté dans 
la section 7.4, le simulateur ne permettait pas de donner cette information. Par contre, les 
calculs théoriques présentés démontrent que la quantité probable de mémoire requise est 
acceptable considérant que les appareils mobiles disponibles actuellement disposent de 
plusieurs gigaoctets de mémoire. 
En résumé, les trois algorithmes développés dans le cadre du présent travail de recherche 
améliorent les performances de sélection du prochain PA. Comme présenté, OPT affiche 
les meilleures performances lorsque tous les PA sont accessibles, contrairement à APP 
qui est ralenti par la période d’apprentissage. Par contre, lorsqu’une proportion des PA 
est sécurisée, les algorithmes d’apprentissages se démarquent. La différence entre APP et 
APPOPT se situe surtout au niveau du temps d’apprentissage. APPOPT est plus 
performant puisque l’espace de recherche est réduit par l’algorithme OPT qui propose les 
meilleures paires de PA. Il reste seulement à l’algorithme APPOPT à éliminer les 
connexions infructueuses, ce qui permet à cet algorithme de converger plus rapidement 
vers les meilleures solutions. 
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CHAPITRE 8 CONCLUSION 
L’évolution des applications et le besoin de plus en plus fréquent d’accès instantané et 
continu à la connectivité Internet (ou autres) créent une pression sur la technologie 
actuelle. De plus, les coûts et la disponibilité de la technologie IEEE 802.11 influencent 
aussi l’évolution des services offerts et espérés par les fournisseurs et les utilisateurs. Par 
contre, offrir un service réseau de type IEEE 802.11 continu et de qualité à des 
utilisateurs en mobilité globale est un défi important puisque ces concepts ne faisaient pas 
nécessairement partie des requis des premières définitions des systèmes. 
Plusieurs travaux de recherches présentent des éléments de solutions pour permettre 
d’améliorer le transfert intercellulaire en WiFi afin d’offrir un service continu et de 
qualité (voir section 2.4). Le présent travail de recherche démontre, à l’aide de trois 
algorithmes, qu’il est possible d’améliorer les décisions de sélection.  
Dans la littérature, on présente des améliorations des transferts intercellulaires en 
déterminant la position de l’UM dans son environnement. À l’aide de ce positionnement 
et d’informations préétablies sur l’environnement permettent de réduire les recherches 
(ou le nombre de sondes) à transmettre pour trouver un nouveau PA (section 2.4.3). Ces 
solutions demandent des connaissances préalables sur l’environnement, que ce soit la 
position des PA ([Duong2004] et [Liao2005]) ou la proximité des PA entre eux 
([Mishra2004] et [Shin2004a)]. Ces connaissances préalables limitent l’évolution de 
l’UM à un espace déterminé et les informations ainsi colligées demandent des 
interactions avec l’infrastructure du réseau pour que l’UM obtienne les listes de PA.  
À l’aide des algorithmes APP, OPT ou APPOPT, l’UM est indépendant de 
l’infrastructure ou de la connaissance des PA et de leur position. Toutes les informations 
requises pour permettre d’améliorer les performances de transfert sont apprises avec les 
déplacements et la répétition des habitudes de l’UM. Aussi, seulement l’appareil utilisé 
par l’UM demande des modifications ce qui le rend indépendant et autonome dans les 
déplacements et ne le limite pas à seulement certaines zones prédéfinies et adaptées à des 
mécanismes ou protocoles. 
On retrouve aussi, dans la littérature, des améliorations basées sur les habitudes et les 
trajectoires des UM comme mentionnés dans les travaux de [Chan2000] et [Liu1996] 
(section 2.4.4). Par contre, le présent projet ne tente pas de prédire la trajectoire, mais 
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bien d’utiliser les informations apprises pendant les cycles des déplacements précédents 
pour déterminer les meilleures opportunités.  
Les solutions APP, OPT et APPOPT apportent aussi des améliorations par rapport à la 
construction de caches basées sur la répétition des habitudes ([Ok2008]). Dans les caches, 
les trajectoires occasionnelles produisent de l’information qui n’est pas différenciée des 
données sur les habitudes courantes de l’UM. Avec le temps, on peut constater une 
dégradation des performances de ces mécanismes puisque tous les PA présentent des 
importances équivalentes. L’algorithme doit donc essayer un à un les PA de la liste avant 
de déterminer le bon transfert.  
Avec les algorithmes par apprentissages, comme APP ou OPT, la répétition des 
déplacements permet de différencier les PA les plus fréquemment rencontrés des 
occasionnels.  De plus, comme il y a des relations entre les cheminements de l’UM par 
rapport aux PA rencontrés (algorithme APP et APPOPT), même un retour sur une 
trajectoire peu fréquente est avantagé puisque les opportunités de transferts sont 
déterminées selon le contexte du déplacement de l’UM. 
Après avoir fait un retour sur la littérature, présenté les algorithmes et les ajustements 
requis, un simulateur a permis d’obtenir des résultats démontrant les gains sur les 
décisions de transferts intercellulaires (chapitre 7). Il a été démontré, considérant que 
nous reprenons rituellement les mêmes trajets dans nos déplacements et fréquentons 
régulièrement les mêmes lieux, qu’il était possible d’améliorer la recherche du prochain 
PA en se basant sur l’apprentissage des variations de signaux WiFi (objectif #1). Cette 
amélioration s’effectuant de façon autonome par l’appareil mobile (objectif #2) et de 
façon continue (objectif #3). Les algorithmes APP, OPT et APPOPT ont démontré qu’il 
est ainsi possible d’apprendre à connaître cet univers et ces « routines » qui caractérisent 
chaque utilisateur mobile.  
Pour rendre utiles les algorithmes développés, il faut aussi que les apports  respectent les 
contraintes de capacités des appareils utilisés par l’UM lors de ses déplacements (objectif 
#4). Bien que cette objectif a été démontré indirectement, il est possible d’affirmer que 
les caractéristiques des appareils mobiles (mémoire, processeurs, etc.) permettent 
d’intégrer les algorithmes présentés. 
Bien que le présent travail de recherche présente plusieurs améliorations par rapport aux 
mécanismes de transferts de base du IEEE 802.11 ou encore par rapport aux mécanismes 
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présentés dans la littérature, des travaux de recherches pourraient amener d’autres gains 
en performances. Premièrement, la démonstration des algorithmes a été effectuée à l’aide 
d’un simulateur. L’implantation dans une plateforme matérielle réelle serait une étape 
importante pour compléter les travaux et ainsi soumettre les algorithmes à des conditions 
de bruits et de variations des habitudes plus réelles. 
Pour l’apprentissage, les travaux visaient à démontrer l’amélioration des décisions en 
fonction des habitudes de l’UM de façon autonome, pour réaliser ceci, un seul algorithme 
d’AR a été implanté. Plusieurs autres algorithmes existent dans ce domaine et il y a des 
possibilités que certains mécanismes soient beaucoup mieux adaptés à la sélection des 
prochains PA.  
Dans ce sens, la démonstration des améliorations basées sur les habitudes des UM 
assume que l’environnement, composé de PA, est statique. C’est à dire que la position et 
l’état des PA (allumés, éteints, canaux, identificateurs) ne changent pas avec le temps. 
Dans la réalité, il est probable  que des changements surviennent, comme le 
remplacement de PA, la mise hors tension, l’ajout de nouveaux appareils ou leur 
déplacement. Par exemple, les nouveaux produits WiFi peuvent adapter automatiquement 
les canaux, ou encore utiliser plusieurs canaux pour augmenter la capacité de transfert. 
De plus, il est maintenant possible d’utiliser son téléphone cellulaire comme PA qui 
devient alors mobile et non localisé. 
Ces variations de l’environnement dans le temps ne sont pas considérées dans le projet et 
pourraient être un sujet de recherche complémentaire. Même si l’apprentissage s’effectue 
en continue, il est fort probable que les performances des algorithmes d’AR soient 
affectées par les changements. Une étude de ces phénomènes pourrait permettre de 
déterminer les faiblesses et tenter d’identifier des solutions permettant d’identifier la 
connaissance des changements lors de l’apprentissage.   
Au niveau de l’algorithme utilisé pour APP et APPOPT, le calcul des récompenses n’a 
pas été un élément étudié et optimisé spécifiquement. On pourrait entrevoir des 
ajustements en fonction du temps pour établir la connexion, la qualité de service obtenu, 
de l’application en utilisation ou ajouter une pondération en fonction du succès à se relier 
ou non en mode sécurisé. Plusieurs opportunités sont disponibles à ce niveau et sont un 
élément clef des algorithmes d’AR. 
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Enfin, il est aussi fort probable que la liberté créée par l’absence de connexions filaires 
entre les utilisateurs et les différents services réseau est une première étape vers une 
révolution des services applicatifs d’utilisations courantes. De plus, ces nouveaux 
services vont tendre à demander une relation constante avec les services pour offrir des 
interactions en « temps réel » avec le monde. Tout ceci laisse place à plusieurs travaux 
pour améliorer la qualité de service et les transferts intercellulaires adaptés aux 
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Annexe A MODÉLISATION DE LA PROPAGATION 
La modélisation de la propagation se compose de deux éléments importants. Un modèle 
mathématique de propagation des ondes radio et un modèle représentant les obstacles. 
Comme les ondes se propagent dans un environnement ouvert, on ajoute aussi un modèle 
pour simuler les bruits électromagnétiques. La présente annexe documente les modèles 
utilisés dans le simulateur ainsi qu’une représentation des équations pour permettre de 
représenter les déplacements entre deux PA. Ces équations sont utilisées dans certaines 
démonstrations de la section 3.2.  
A.1 Modélisation de la propagation des ondes 
Le modèle utilisé pour les évaluations théoriques est basé sur l'outil de calcul de 
propagation du logiciel de simulation NS2 [NS2-2011]. Ce modèle considère deux zones 
dans la propagation soit une zone relativement rapprochée et une zone éloignée. La 
première zone utilise le modèle de propagation en environnement ouvert ("Free Space 
propagation") tandis que la deuxième zone utilise le modèle de propagation combiné par 
rayon direct et réflexion sur le sol ("2 Ray-Ground propagation").  
Échelle la puissance 
Pour permettre de comparer les résultats, il faut établir l'échelle de mesure à utiliser. 
Puisque les niveaux de puissances employés pour les équipements WiFi sont assez 
faibles, il est courant d'utiliser une mesure du niveau de puissance en dBm ou « décibels 
par milliwatt » calculé comme suit où P représente la puissance du signal: 
 







  (B.11) 
Pour simplifier les démonstrations mathématiques, la conversion en dBm ne sera pas 
systématiquement ajoutée aux équations, mais sera utilisée dans les représentations 
graphiques des signaux. 
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Propagation en environnement ouvert 
Le modèle le plus simple est la propagation en environnement ouvert ("Free space 
propagation"). Deux hypothèses sont sous-jacentes à ce modèle. Premièrement, aucune 
obstruction entre le transmetteur et le récepteur et deuxièmement, l'antenne de 
transmission est isotropique (elle émet également dans toutes les directions). Ceci permet 
de supposer que le signal est distribué uniformément sur la surface d'une sphère. La 
diminution du signal transmis (Pt) est donc fonction du carré de la distance d entre 
l'émetteur et le récepteur. 
Selon [NS2-2011] et [Rappaport1996] le calcul de la puissance à la réception (Pr ) est le 




Pt ⋅Gt ⋅Gr ⋅ λ 2
(4π )2d 2 ⋅ Ls  
  (B.12) 
 
Et 
 λ = cf  
  (B.13) 	  
Pour simplifier les simulations, certains paramètres de l'équation (B.12) sont fixés. Pour 
les gains et atténuations (les paramètres Gr, Gt et Ls) il est commun d'utiliser la valeur 
« 1 » ce qui signifie que les antennes n'influencent pas le signal et que les équipements 
n'occasionnent pas d'atténuation. Comme la valeur absolue des signaux n'est pas une 
donnée importante pour les démonstrations à venir, le remplacement de ces constantes est 
suffisant. 
Pour la fréquence f, les analyses s'effectueront sur des transmissions selon IEEE 802.11b 
et g d'une fréquence de 2.4GHz. Quelques vérifications seront effectuées avec la 
fréquence de 5GHz pour s'assurer que le modèle sera fonctionnel dans un environnement 
IEEE 802.11a.  
Il est aussi important de considérer la zone de validité du modèle. On constate que la 
distance « d » dans l'équation (B.12) ne peut égaler zéro puisque ceci conduit à une 
indétermination. Selon [Rappaport1996], il faut aussi considérer que le modèle est valide 
seulement lorsque « d » est dans la région Fraunhofer (df) selon l’équation (B.14). En 
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utilisant des équipements standards possédant des antennes de 10 cm environ D, on 
devrait considérer une distance « d »  supérieure à 0.125m dans un environnement 
802.11g. 	  
 









d f ≫ D
df ≫ λ  
  (B.15) 
 
La figure a.1 présente la puissance reçue (en dBm) en fonction de la distance entre le 
transmetteur (placé à la position 0m) et le récepteur. Comme on peut le constater, le 
signal décroit à l'infinie. Par contre, les équipements ont un seuil de sensibilité en dessous 
duquel les signaux sont considérés comme du bruit. En WiFi, les seuils que l'on retrouve 
dans les équipements sont dans l'ordre de -80 dBm et peuvent varier d'un fournisseur de 
produit à un autre (typiquement -83 dBm selon [WildPack2007]). Sur la Figure A.1, un 
seuil de -80 dBm est tracé pour indiquer les positions hors limite. Sur cette figure on peut 
lire la distance limite de 1000 m à -80 dBm. Cette distance est supérieure à ce qui est 
généralement accepté pour la transmission WiFi, soit environ 300 m pour une bande 
passante de 11Mbps [Baruch2003].  
148 MODÉLISATION DE LA PROPAGATION 
 
Figure A.1 Puissance reçue (dBm) selon le modèle de propagation en 
environnement ouvert 
Propagation combinée par rayon direct et réflexion sur le sol 
Lorsque la distance entre le transmetteur et l'émetteur est grande, l'effet de réflexion sur 
le sol prend de l'importance. [Rappaport1996] démontre l'approximation possible de la 
puissance reçue lorsque la distance « d » entre le transmetteur et le récepteur est très 
grande (équation (B.16)), par rapport à la hauteur des antennes ht et hr.  
 






Dans ces conditions, on peut estimer la puissance reçue selon l'équation suivante : 	  
 Pr =
Pt ⋅Gt ⋅Gr ⋅ht2 ⋅hr2
d 4 ⋅ Ls  
  (B.17) 	  
Comme pour le modèle de propagation en environnement ouvert (équation (B.22)), il est 
courant d'utiliser la valeur « 1 » pour les paramètres Gr,Gt et Ls. Dans ces conditions, et 
en considérant la hauteur des antennes à 1.5 m, on obtient la courbe de puissance de la 
Figure A.2. Comme mentionné précédemment, ces calculs sont valides en respectant la 
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contrainte de distance de l'équation (B.16), soit d > 360m, soit que le signal passe sous 
les -80 dBm à une distance de 475 m. Cette approximation de l'environnement est plus 





Figure A.2 Puissance reçue (dBm) selon le modèle de propagation combiné par 
rayon direct et réflexion sur le sol. Notez la zone de respect de la 
contrainte équation (B.16) en blanc. 	  
Combinaison des 2 modèles de propagation 
Les deux modèles de propagation présentés comportent des limitations et devraient 
pouvoir être considérés comme complémentaires. Le premier modèle est efficace sur de 
courtes distances et le deuxième est utile seulement lorsque cette distance est très grande. 
Le logiciel de simulation NS2 [NS2-2011] utilise un raffinement en remplaçant le modèle 
à propagation en environnement ouvert par le modèle de propagation combinée par rayon 
direct et réflexion sur le sol. Cette substitution a lieu lorsque la distance entre le récepteur 
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et l’émetteur dépasse une distance seuil (équation (B.18)) qui est obtenu en déterminant 





 (B.18) 	  
L'équation (B.18) montre la forte relation entre la hauteur des antennes et la distance seuil 
de changement de modèle. En fait, si la hauteur tend vers zéro, seul le modèle de 
propagation combiné par rayon direct et réflexion sur le sol devrait être utilisé ce qui ne 
devrait pas fonctionner puisque la puissance perçue tendrait aussi vers zéro (équation 
(B.23)). Dans la réalité, ces deux valeurs (ht et hr) sont différentes de zéro et seront 
ajustées lors des simulations pour représenter une configuration réelle. 
En traçant la courbe de puissance en fonction de la distance, on constate une cassure au 
moment du changement de modèle (voir Figure A.3). Ces points peuvent modifier les 
résultats, mais la réalité d'un environnement WiFi comporte beaucoup plus de 
discontinuités que ceci, ce qui nous permet de considérer cette condition comme une 
source de bruits supplémentaire pendant les simulations. 	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Figure A.3 Discontinuité introduite par le changement des modèles en fonction de 
la distance 
NS2 utilise le modèle simplifié de propagation combiné par rayon direct et réflexion sur 
le sol hors de la zone de validité selon la description de [Rappaport1996]. En comparant 
les équations (B.16) et (B.18), on constate que la condition d'utilisation de ce modèle 
n'est pas respectée puisque la distance limite selon la première équation sera toujours plus 
grande que la deuxième. Par contre, les résultats obtenus sont suffisamment précis pour 
permettre d'effectuer les analyses puisque les valeurs absolues ne sont pas essentielles. 
À partir de ce modèle, il est possible d'effectuer des analyses des relations entre les 
positions relatives des UM et des transmetteurs. La précision obtenue étant suffisante 
pour caractériser les relations et permettre de les illustrer. 
A.2 Modèle pour calcul des puissances entre deux PA 
Pour simplifier les calculs, on considère que l’utilisateur mobile se déplace sur un plan 
sans variation de hauteurs ht et hr. Les déplacements s’effectuent ainsi en deux 
dimensions. En positionnant l’origine à l’antenne du point d’accès #1 (voir Figure A.4). 
On peut positionner et calculer la distance (en mètre) entre l’utilisateur mobile et les 
points d’accès en utilisant les équations suivantes, où x et y représentent (en mètre) la 
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position par rapport à l’antenne #1 et b, la distance entre les antennes (équations (B.19) et 
(B.20)): 	  
 d1 = x2 + y2( )   (B.19) 	  
 d2 = b− x( )
2
+ y2( )  (B.20) 	  
 
 
Figure A.4 Représentation des paramètres de positions utilisés pour les calculs 	  
La trajectoire linéaire est très simple et permet de mettre en évidence les variations dans 
les niveaux de signaux reçus par l’UM en déplacement. Dans cette situation, on peut 
substituer « y » en utilisant l’équation (B.21), où « m » représente la pente et « a » la 
distance à l’origine. 	  
 y = m ⋅ x+a   (B.21) 
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Modélisation de la propagation des signaux radio 
Les équations modélisant la propagation des ondes électromagnétiques, présentées 
précédemment, permettre d’établir les modèles pour cette analyse, elles sont reprises ici: 
 
Propagation en environnement ouvert : 	  	  
 Pr =
Pt ⋅Gt ⋅Gr ⋅ λ 2
4π( )2 d 2 ⋅ Ls
  (B.22) 
Propagation combinée par rayon direct et réflexion sur le sol : 
 
 Pr =
Pt ⋅Gt ⋅Gr ⋅ht2 ⋅hr2
d 4 ⋅ Ls
  (B.23) 
 
En utilisant les équations (B.19), (B.20), (B.21), (B.22) et (B.23) on obtient les équations 
caractérisant les puissances des PA perçues par l’utilisateur mobile (équations (B.14), (B.15),	  (B.16) et (B.17)). On suppose ici que les antennes présentent des caractéristiques 
de transmission parfaite. Ceci nous permet de poser que les constantes de Gr, Gt et Ls 
prennent la valeur « 1 ». D’où après substitution :  
 




4π( )2 x2 + m ⋅ x+a( )2( )




4π( )2 x2 −2 ⋅b ⋅ x+ m ⋅ x+a( )2 +b2( )
 (B.15) 	  	  
Propagation combinée par rayon direct et réflexion sur le sol: 





x2 + m ⋅ x+a( )2( )




x2 −2 ⋅b ⋅ x+ m ⋅ x+a( )2 +b2( )
2   (B.17) 
A.3 Modélisation du bruit électromagnétique 
Des éléments de l’environnement (obstacles, bâtiments, etc.) altèrent le signal provenant 
de l’UM ou du PA. La mesure du signal reçu en est donc affectée. Ces variations sont 
importantes à modéliser puisqu’ils représentent les variations instantanées que l'on 
rencontre normalement en utilisant des appareils sans-fil. Selon T. S. Rappaport 
[Rappaport1996], le "Log Distance Path Loss Model", peut être représenté selon 
l’équation (B.18) qui donne la perte Ld en dB à une distance d d’un signal de référence L0 
mesuré à une distance d0. Une variable aléatoire Xg gaussienne de moyenne 0 et de 
déviation standard σ crée la variation du signal. Des exemples de valeurs à utiliser pour 
les constantes de pertes Cp et de  déviation σ sont donnés dans [Rappaport1996].  
 
 







Cette équation est utilisée pour altérer le signal calculé par les équations (B.22), (B.23) et 
(B.18). La Figure A.5 présente le résultat sous forme d’un nuage de points. Ceci est 
produit par un échantillonnage des mesures plutôt que par la mesure en continu.  




Figure A.5 Variation de la puissance du signal reçu pendant le déplacement d'un 
UM effectuant le trajet une fois (σ = 4 dBm) 
A.4 Modélisation des obstacles 
Pour considérer les obstacles dans les calculs de puissances, le simulateur détermine le 
nombre de murs que le signal traverse en ligne droite entre le PA et l’UM. Le nombre de 
murs est par la suite multiplié par l’absorption des matériaux traversés (voir référence 
[Rappaport1996] pour des exemples de valeurs). 
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Annexe B DESCRIPTION DU SIMULATEUR LOGICIEL 
Le simulateur utilisé pour démontrer l'efficacité des différents algorithmes de sélection 
des points d'accès a été développé en C++ pour permettre de soumettre les calculs à la 
grappe de calcul Mammouth MS. Des expérimentations préliminaires ont été effectuées 
en MatLab avant de procéder au développement de la version finale. Cette étape 
intermédiaire ne sera pas développée ici puisqu'utile seulement pour valider les équations 
et les modèles mathématiques.  
Le simulateur est conçu pour l’environnement d’exécution par lots de Mammouth MS. 
L’exécution des simulations est donc paramétrée à l’aide d’un fichier de configuration. 
Ceci permet l’utilisation des fonctions de génération de simulations de Mammouth MS 
comme bqsubmit [CalQue2014].  Le code est conçu pour effectuer une simulation et 
terminer par la suite. Il n’y a donc aucune interactivité entre l’utilisateur et le logiciel. 
Algorithme principal du simulateur: ii. Initialisation	  a. Initialisation	  des	  variables	  globales	  b. Lecture	  du	  fichier	  de	  configuration	  c. Positionnement	  des	  PA	  d. Positionnement	  des	  maisons	  e. Construction	  de	  la	  trajectoire	  de	  l’UM	  iii. Génération	  des	  mesures	  de	  puissances	  des	  signaux	  (bruitées	  et	  non-­‐bruitées)	  iv. Exécution	  des	  algorithmes	  a. Exécution	  de	  l’algorithme	  de	  transfert	  standard	  b. Exécution	  del’algorithme	  de	  transfert	  à	  l’aide	  des	  courbes	  de	  puissances	  c. Exécution	  del’algorithme	  de	   transfert	  à	   l’aide	  des	  courbes	  de	  puissances	  et	  apprentissage	  par	  renforcement	  d. Exécution	   del’algorithme	   de	   transfert	   à	   l’aide	   de	   l’apprentissage	   par	  renforcement	  v. Résultats	  et	  statistiques	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a. Production	  des	  statistiques	  b. Génération	  des	  fichiers	  résultats	  
Comme présenté dans l’algorithme précédent, le simulateur est composé de 4 étapes 
principales exécutées séquentiellement. Les algorithmes de ces étapes sont documentés 
dans les sections suivantes. 
Il est à noter que pour réduire le temps de calcul, le pas de la simulation a été fixé à une 
seconde de déplacement de l’UM.  
B.1 Initialisation 
Le simulateur utilise quatre fichiers de configurations dont deux sont obligatoires et deux 
peuvent être remplacés par la génération aléatoire des informations. Les fichiers 
permettent de positionner les maisons, de positionner les points d'accès, de définir la 
trajectoire de l'UM et surtout de définir tous les paramètres requis pour l'apprentissage ou 
pour ajuster les seuils de détection. 
B.1.1 Fichier de configuration des paramètres 
Des quatre fichiers, le plus important est celui de la configuration des paramètres. Ce 
fichier est obligatoire et permet de définir autant les liens vers les autres fichiers (maison, 
PA et trajectoire) que les paramètres de simulation, d'apprentissage et de calcul. Par 
défaut, le fichier recherché doit s'appeler "DevConfig.ini" et être placé dans le même 
répertoire que l'exécutable. Les paramètres se divisent en cinq groupes qui sont 
documentés dans les tableaux suivants avec des exemples de valeurs typiques utilisés lors 
des simulations.  
Du point de vue de la syntaxe, un seul paramètre est autorisé par ligne. Il débute par 
l'identificateur, suivi de "=" et de la valeur assignée. Des commentaires peuvent être 
ajoutés à la fin de la ligne en les précédant d'un espace et de ";" comme montré à la figure 
B.1. 




DimTableau = 1500   ; Dimension en mètre du quadrilatère de déplacement 
 
Figure B.1 Exemple de la syntaxe des données du fichier de configuration des 
paramètres 	  
Le fichier de configuration comporte six sections permettant de définir, l’environnement, 
les seuils et les hauteurs relatives des acteurs (PA et UM), les paramètres d’opérations 
pour les algorithmes des courbes de performances, les paramètres d’apprentissage, la 
description des points d’accès et des maisons ainsi que les conditions de simulation des 
appels VoIP. 
Certaines sections peuvent être remplacées par des fichiers de configurations 
complémentaires permettant de détailler l’environnement. Par exemple, les PA peuvent 
être disposés de façon aléatoire ou selon un fichier de disposition. Les tableaux B-1 à B-6 
listent les paramètres du fichier de configuration par catégories avec une brève 
description et des valeurs typiques. 
 
Tableau B-1 Description de l'UM, de la trajectoire, des seuils de détection et des 
conditions de simulation 
Identificateur	   Valeur	  
typique	  
Description	  
TrajectoireFileName	   Trajet1.cfg	   Nom	  de	  la	  trajectoire	  à	  utiliser	  
ImageFileName	  	   nil	   Nom	  de	  l'image	  à	  produire	  ("nil"	  ou	  rien	  si	  on	  ne	  veut	  pas	  générer	  l’image)	  
DimTableau	  	   1500	   Dimension	  en	  mètre	  du	  quadrilatère	  de	  l’environnement	  
Frequence	  	   2.4e9	   Fréquence	  d'émission	  (2.4G	  ou	  5.8G	  Hz)	  
BorneMin	  	   -­‐70	   Puissance	  minimale	  de	  détection	  en	  dBm	  
BorneMax	  	   -­‐90	   Puissance	  minimale	  de	  signal	  utile	  (déconnexion)	  en	  dBm	  
HauteurPA	  	   1.5	   Hauteur	  du	  point	  d'accès	  en	  mètres	  
HauteurUM	  	   1.5	   Hauteur	  de	  l'utilisateur	  mobile	  en	  mètres	  
NombreIteration	  	   250	   Nombre	  d’itérations	  à	  exécuter	  (nombre	  de	  trajectoires)	  
Randomize	  	   1	   0	  =	  on	  n'initialise	  pas	  le	  hasard,	  différent	  de	  0	  =>	  initialise	  le	  mécanisme	  de	  hasard	  :	  srand(Randomize);	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Tableau B-2 Description des paramètres utilisés par l'algorithme des courbes de 
performances 
Identificateur	   Valeur	  
typique	  
Description	  
NombreEchantMoyenMinMax	  	   7	   Nombre	  d'échantillons	  pour	  la	  moyenne	  des	  min/max	  
NombreEchantMinMax	  	   15	   Nombre	  d'échantillons	  pour	  l'évaluation	  des	  min/max	  
SeuilGreedyOptimise	  	   0.0	   Seuil	  (entre	  0	  et	  1)	  de	  proposition	  de	  sélection	  aléatoire	  (mode	  exploration)	  de	  l'action	  suivante	  
SeuilPreemptionOptimise	  	   1	   Nombre	  de	  dBm	  au-­‐dessus	  du	  seuil	  de	  déconnexion.	  0dBm	  ou	  moins	  signifie	  :	  pas	  de	  fonction	  proactive	  
SeuilCourbePerf	  	   1	   Seuil	  d'efficacité	  d'utilisation	  des	  courbes	  de	  performance	  pour	  construction	  de	  la	  liste	  des	  actions	  
SeuilConnectOptimise	   3	   Nombre	  de	  dBm	  au-­‐dessus	  du	  seuil	  de	  déconnexion	  à	  utiliser	  pour	  déterminer	  si	  on	  risque	  une	  connexion	  en	  mode	  courbes	  de	  performance	  
 
Tableau B-3 Description des paramètres utilisés par l'algorithme d'apprentissage 
Identificateur	   Valeur	  
typique	  
Description	  
SeuilGreedyApprentis	  	   0.4	   Seuil	  (entre	  0	  et	  1)	  de	  proposition	  de	  sélection	  aléatoire	  (mode	  exploration)	  de	  l'action	  suivante	  
TauxApprentissage	  	   0.5	   Taux	  de	  mise	  à	  jour	  des	  paramètres	  d'apprentissage	  (Q)	  
FacteurDiminution	  	   0.5	   Taux	  de	  Vieillissement	  des	  valeurs	  (gamma)	  
ReductionEligibilite	  	   0.2	   Taux	  de	  vieillissement	  (lambda)	  du	  facteur	  d'éligibilité	  (E)	  
SeuilPreemptionApprentis	  	   2	   Nombre	  de	  dBm	  au-­‐dessus	  du	  seuil	  de	  déconnexion.	  0dBm	  ou	  moins	  signifie	  :	  pas	  de	  fonction	  proactive	  
SeuilConnectApprentis	   0	   Nombre	  de	  dBm	  au-­‐dessus	  du	  seuil	  de	  déconnexion	  à	  utiliser	  pour	  déterminer	  si	  on	  risque	  une	  connexion	  en	  mode	  apprentissage	  par	  renforcement	  
 
Tableau B-4 Description des points d'accès 
Identificateur	   Valeur	  
typique	  
Description	  
PosPA	  	   nil	   Nom	  du	  fichier	  de	  position	  des	  PA,	  "nil"	  ou	  rien	  si	  on	  utilise	  un	  positionnement	  au	  hasard	  
NombrePA	  	   50	   Nombre	  de	  points	  d'accès	  
PositionAPFixe	  	   0	   Détermine	  si	  les	  PA	  sont	  sur	  une	  grille	  (1)	  ou	  au	  hasard	  (0)	  
ProportionSecurise	  	   0.2	   Proportion	  des	  PA	  sécurisés	  (entre	  0	  et	  1	  =	  0	  et	  100%)	  
PuissanceTransmit	  	   100	   Puissance	  de	  transmission	  des	  PA	  et	  appareils	  en	  mW	  
SigmaBruit	  	   4	   Niveau	  du	  bruit	  en	  dBm	  
Note : Si PosPA spécifie un nom de fichier de configuration, tous les autres paramètres 
sont ignorés, voir section B.1.3 pour des informations complémentaires. 
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Tableau B-5 Description des maisons 
Identificateur	   Valeur	  
typique	  
Description	  
PosMaison	  	   nil	   Nom	  du	  fichier	  de	  position	  des	  maisons,	  "nil"	  ou	  rien	  si	  au	  hasard	  
NombreBatisse	  	   150	   Nombre	  de	  bâtiments	  
Dim_Maison	  	   20	   Dimension	  du	  carré	  des	  maisons	  en	  mètre	  
PerteMaison	  	   4	   Facteur	  d’atténuation	  en	  dBm	  perdu	  par	  les	  murs	  de	  la	  maison	  (0	  à	  255)	  
Note : Si PosMaison spécifie un nom de fichier de configuration, tous les autres 
paramètres sont ignorés, voir section B.1.4 pour des informations complémentaires.  
 
Tableau B-6 Simulation des appels VoIP 
Identificateur	   Valeur	  
typique	  
Description	  
NbAppelsParIteration	   6	   Nombre	  d'appels	  à	  effectuer	  par	  itération	  (0	  si	  pas	  d'appel)	  
DureeAppel	   10	   Durée	  des	  appels	  en	  minutes	  (inutilisée	  si	  0	  appel	  par	  itération)	  
RandAppel	   0	   0	  on	  utilise	  une	  distribution	  uniforme	  des	  moments	  des	  appels,	  sinon	  les	  moments	  sont	  générés	  aléatoirement	  
B.1.2 Fichier de configuration de la trajectoire de l'utilisateur mobile 
En plus du fichier de configuration des paramètres, le fichier décrivant la trajectoire de 
l'UM est obligatoire pour permettre la simulation. Le contenu du fichier est simple 
(Tableau B-7), chaque ligne du fichier indique le temps passé en attente avant de se 
déplacer, la position où se rend l'UM en coordonnées (x,y) ainsi que la vitesse de son 
déplacement en m/s. Les lignes peuvent contenir des commentaires en les précédant d'un 
espace et de ";".  Les colonnes sont délimitées par des espaces entre les valeurs. 
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Tableau B-7 Description des paramètres du fichier de configuration de la trajectoire 
de UM 






Temps	  attente	   1	   0	   Temps	  d’attente	  (en	  secondes)	  de	  l’UM	  avant	  d’effectuer	  le	  déplacement.	  La	  première	  ligne	  du	  fichier	  doit	  toujours	  avoir	  un	  temps	  de	  0	  pour	  indiquer	  l’emplacement	  du	  départ.	  
Position	  x	   2	   100	   Position	  horizontale	  dans	  la	  grille	  de	  l’environnement	  (en	  mètre)	  
Position	  y	   3	   100	   Position	  verticale	  dans	  la	  grille	  de	  l’environnement	  (en	  mètre)	  
Vitesse	   4	   2	   Vitesse	  (en	  mètre	  par	  seconde)	  de	  déplacement	  de	  l’UM	  de	  sa	  position	  actuelle	  vers	  celle	  spécifiée	  par	  Position	  x	  et	  Position	  y.	  Toujours	  différente	  de	  0.	  
 
B.1.3 Positionnement des points d'accès 
Comme mentionné en début de la section B.1.1, deux mécanismes sont disponibles pour 
le positionnement de PA. Le premier mécanisme permet de positionner aléatoirement les 
PA. Le deuxième mécanisme utilise un fichier de configuration qui permet de positionner 
plus précisément les différents PA. En utilisant le positionnement fixe des PA, et le 
positionnement des maisons par fichier de configuration section B.1.4, on peut ainsi 
simuler des secteurs d’une ville. 
Mécanisme de positionnement aléatoire 
Les paramètres du fichier de configuration  (Tableau B-4)  définissent le nombre ainsi 
que les caractéristiques des PA dont la puissance de transmission et le pourcentage (ou 
probabilité) qu’un PA soit sécurisé (l’UM ne peut pas y accéder) ou public. Au début de 
la simulation, l’environnement est créé en positionnant aléatoirement les PA. Selon les 
valeurs du paramètre « Randomize », qui initialise le générateur aléatoire du simulateur, 
les configurations seront différentes. 
Mécanisme de positionnement par fichier de configuration 
Dans les situations où il est plus pertinent de simuler les déplacements dans un quartier, 
par exemple, il est possible de déterminer la position des PA ainsi que leurs 
caractéristiques.  
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Pour définir un PA, six informations sont requises (voir Tableau B-8). Le nom du PA 
permet d’indiquer le type de sécurité et les accès. Selon la première lettre du nom, les 
informations suivantes sont fournies : un "S" indique que le PA est sécurisé, mais l'UM a 
les autorisations, un "?" indique un PA sécurisé, mais l'UM n'a pas les autorisations. Tout 
autre caractère représente un PA public où l'UM peut se relier. 
 
Tableau B-8 Description des paramètres du fichier de configuration de la position 
des PA 






Nom	   1	   0	   Nom	  du	  PA.	  Si	  la	  première	  lettre	  est	  un	  "S",	  ceci	  indique	  que	  le	  PA	  est	  sécurisé,	  mais	  l'UM	  à	  les	  autorisations,	  un	  "?"	  indique	  un	  PA	  sécurisé,	  mais	  l'UM	  n'a	  pas	  les	  autorisations.	  Tout	  autre	  premier	  caractère	  est	  un	  PA	  public	  non	  sécurisé.	  
Position	  x	   2	   100	   Position	  horizontale	  dans	  la	  grille	  de	  l’environnement	  (en	  mètre)	  
Position	  y	   3	   100	   Position	  verticale	  dans	  la	  grille	  de	  l’environnement	  (en	  mètre)	  
Puissance	   4	   100	   Puissance	  de	  transmission	  du	  PA	  en	  milliwatt.	  
Bruit	   5	   4	   Niveau	  de	  bruit	  ambiant	  en	  dBm	  
Période	  
opération	  
6	   100	   Pourcentage	  du	  temps	  en	  opération	  (non	  disponible	  dans	  la	  version	  actuelle).	  
 
B.1.4 Positionnement des obstacles (ou maisons) 
Le positionnement des obstacles (ou maisons) peut aussi s’effectuer selon deux 
méthodes, soit aléatoirement et par fichier de configuration. Comme pour les PA, il est 
ainsi possible de générer plusieurs environnements différents ou simuler un secteur d’une 
ville. 
Mécanisme de positionnement aléatoire 
Les paramètres du fichier de configuration (Tableau B-5) définissent le nombre ainsi que 
les caractéristiques des obstacles, dont les dimensions ainsi que le facteur d’atténuation. 
Selon les valeurs du paramètre « Randomize », qui initialise le générateur aléatoire du 
simulateur, le positionnement sera différent. 
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Mécanisme de positionnement par fichier de configuration 
Comme pour la position des PA, le fichier permet de décrire un quartier pour effectuer 
des simulations plus structurées. Pour simplifier la construction d'ensemble de maisons, il 
est possible de définir des groupes de maisons en subdivisant la région définie par la 
position/largeur/profondeur (paramètres des colonnes 6 et 7). 
Le paramètre d'atténuation correspond au nombre de dBm perdu lorsque le signal 
traverse un mur de l’obstacle (voir tableau B-9). Typiquement, cette atténuation est de 4 
dBm pour des maisons et de 10 dBm pour un bâtiment en béton. D'autres exemples 
d'atténuations sont présentés dans le livre de Rappaport [Rappaport1996]. 
 
Tableau B-9 Description des paramètres du fichier de configuration de la position 
des maisons 






Numéro	   1	   0	   Identification	  de	  la	  section	  de	  maisons.	  
Position	  x	   2	   100	   Position	  horizontale	  dans	  la	  grille	  de	  la	  section	  (en	  mètre)	  
Position	  y	   3	   100	   Position	  verticale	  dans	  la	  grille	  de	  la	  section	  (en	  mètre)	  
Largeur	   4	   20	   Largeur	  en	  mètre	  de	  la	  section.	  
Profondeur	   5	   20	   Hauteur	  en	  mètre	  de	  la	  section	  
Nombre	  en	  
largeur	  
6	   1	   Nombre	  de	  bâtiments	  en	  largeur	  dans	  la	  section	  
Nombre	  en	  
hauteur	  
7	   1	   Nombre	  de	  rangées	  de	  maisons	  (en	  hauteur)	  dans	  la	  section	  
Atténuation	  	   8	   4	   Atténuation,	  en	  dBm,	  occasionnée	  par	  chacun	  des	  murs	  d’une	  maison.	  
 
B.2 Résultats et statistiques 
En plus de l'affichage à l'écran du sommaire des résultats, des fichiers de données sont 
générés par le simulateur. Ces fichiers permettent de vérifier le comportement des 
différents algorithmes de sélection de même que de mieux visualiser la position et les 
déplacements de l'UM dans son environnement. Les sous-sections qui suivent résument 
les fichiers de données générés.  
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B.2.1 Image de propagation des PA 
Le fichier image est produit lorsque l'on spécifie un nom au paramètre 
« ImageFileName » du fichier de configuration (Tableau B-1). Le fichier est de type 
BMP (bitmap) et est composé de « DimTableau » par « DimTableau » pixels (soit un 
pixel par mètre carré).  
Les PA sont représentés par « + » tandis que les obstacles par des rectangles rouges. Pour 
chaque PA, une représentation de la zone de propagation est produite en utilisant les 
algorithmes de calculs présentés dans l’Annexe A.  
 
 
Figure B.2 Exemple de résultats produits par le fichier image 
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Le code de couleur est  
• Croix bleue : PA non sécurisés 
• Croix rouge : PA sécurisés où l’UM ne peut pas se relier 
• Rectangle rouge : obstacles 
• Ligne rose : trajet de l’UM 
• Zone en bleu clair et cyan : indique des emplacements où l'UM pourrait se 
connecter 
• Zones en rose: zones accessibles, mais sécurisées sans autorisation.  
• Zones en noir ou vert foncé : signal est perçu, mais trop faible pour permettre une 
connexion. 
B.2.2 Fichiers de résultats des simulations 
Pour simplifier le logiciel de simulation, chacun des algorithmes de sélection produit son 
propre fichier de résultats. Après exécution d’une simulation, quatre fichiers contenant 
les performances de chacun des algorithmes sont produits. Ils contiennent deux catégories 
de données. Les premières lignes contiennent les résultats par itération. Il y a ainsi autant 
de lignes que le nombre d’itérations spécifiées à l’aide du paramètre « NombreIteration » 
du fichier de configuration. La dernière ligne contient les résultats cumulés pour la 
simulation (voir tableau B-10 et figure B.3). 
Les noms des fichiers et leur contenu : 
1- InfoStd.txt : Résultats selon l’algorithme de sélection standard 
2- InfoOpt.txt : Résultats selon l’algorithme de sélection à l’aide des courbes de 
performance 
3- InfoAppOPT.txt : Résultats selon l’algorithme d’apprentissage par renforcement 
et sélection à l’aide des courbes de performance 
4- InfoApp.txt : Résultats selon l’algorithme d’apprentissage par renforcement 
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Tableau B-10 Description des colonnes présentes dans les fichiers de données 
produits 	  
Numéro de la 
colonne 
Description 
1 Numéro de l’itération 
2 Nombre de changements de PA 
3 Nombre de déconnexions 
4 Nombre de rejets de connexion (PA sécurisé par exemple) 
5 Nombre de recherches par balayage complet 
6 Nombre de sondes transmises 
7 Temps sans service (secondes) 
8 Temps en recherche d’un PA (secondes) 
9 Temps total de l’itération (secondes) 
10 Nombre de recherches en utilisant l’algorithme standard 
11 Nombre de recherches en utilisant l’algorithme des courbes de performance 
12 Nombre de recherches en utilisant l’algorithme d’apprentissage par renforcement 
13 Nombre de changements de PA de façon proactive 
14 Nombre d’appels VoIP 
15 Temps en appel VoIP (secondes) 
16 Nombre de recherches par balayage complet pendant les appels 
17 Nombre de sondes transmises pendant les appels 
18 Nombre de rejets de connexion pendant les appels (PA sécurisé par exemple) 
19 Nombre de changements de PA pendant les appels 
20 Temps sans service pendant les appels 
21 Temps en recherche d’un PA pendant les appels 
22 Nombre d’appels en échec 
23 Calcul du nombre d’itérations requis pour une amélioration des sélections (algorithme 





1, 546, 3049, 0, 2080, 556, 4644, 1595, 6075, 2080, 41, 520, 13, 7, 1161, 0, 3, 0, 2, 25, 0.75, 5, 0 
2, 588, 3114, 0, 2084, 609, 4725.05, 1611.05, 6075, 2084, 0, 599, 16, 7, 1200, 0, 4, 0, 2, 13, 1, 4, 0 
3, 554, 3055, 0, 2112, 574, 4676.9, 1621.9, 6075, 2112, 0, 565, 15, 7, 1200, 0, 4, 0, 1, 19, 1, 4, 0 
4, 585, 3080, 0, 2103, 599, 4701.85, 1621.85, 6075, 2103, 0, 595, 14, 7, 1199, 0, 2, 0, 2, 16, 0.5, 4, 0 
5, 582, 3100, 0, 2139, 597, 4746.55, 1646.55, 6075, 2139, 0, 593, 16, 7, 1201, 0, 2, 0, 1, 12, 0.5, 4, 0 
6, 606, 3134, 0, 2124, 625, 4777.05, 1643.05, 6075, 2124, 0, 617, 16, 7, 1195, 0, 3, 0, 2, 18, 0.75, 4, 0 
7, 588, 3103, 0, 2083, 613, 4714.35, 1611.35, 6075, 2083, 0, 604, 17, 7, 1178, 0, 6, 0, 2, 40, 1.5, 4, 0 
8, 582, 3083, 0, 2124, 605, 4721.05, 1638.05, 6075, 2124, 0, 597, 17, 7, 1193, 0, 6, 0, 2, 34, 1.5, 4, 0 
Figure B.3 Exemple d’un résultat de simulation 
B.2.3 Autres fichiers disponibles 
Plusieurs autres fichiers sont produits pour informer des comportements ou des données 
intermédiaires des algorithmes. Ces fichiers sont surtout utiles pour valider les 
mécanismes des algorithmes ou pour supporter le déverminage pendant la phase de 
développement. Seulement la liste et une brève description de ces fichiers sont données 
dans cette section.  
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Liste des couples compatibles 
Le fichier reproduit la liste des paires de PA selon les courbes de performances. Chaque 
ligne présente un numéro d’identification de la paire, les codes des deux PA ainsi que 
l’aire sous la courbe. 
Liste des données décrivant les courbes de performances 
Liste les 360 valeurs représentant les courbes de performances pour chaque paire 
identifiée. 
Description de la structure des états actions appris par le module d'apprentissage par 
renforcement 
Liste les états, leurs actions associées ainsi que les paramètres Q et e de chacun. 
Séquence des PA utilisés en fonction du temps 
Donne en ordre chronologique les PA auxquels l’UM s’est associé pendant la simulation 
Liste des valeurs mesurées de la puissance des PA en fonction du temps 
Le temps correspond aussi à la position de l’UM dans son déplacement. Le fichier 
contient donc la puissance perçue par l’UM pour chacun des PA tout au long de ses 
déplacements. Il y a une ligne par seconde et une colonne par PA de l’environnement. 
Deux fichiers sont générés :  
1- PerceptionOut.txt : Mesures du signal sans aucune altération ou bruit. Comme ces 
mesures ne comportent pas de bruit aléatoire, le fichier contient les données pour 
un cycle seulement. 
2- PerceptionBruit.txt. : Mesures du signal avec ajout d’un bruit aléatoire. Ce fichier 
contient autant de ligne que de secondes dans la simulation. 
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