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5686 | Soft Matter, 2013, 9, 5686–56Eﬀects of dielectric inhomogeneity in polyelectrolyte
solutions
Issei Nakamura and Zhen-Gang Wang*We illustrate the eﬀects of dielectric inhomogeneity on the statistical
properties of polyelectrolytes in solution, by a lattice Monte Carlo
simulation that combines the bond ﬂuctuation model with a local
algorithm for computing the electrostatic interactions. Our model
accounts for the diﬀerence in the dielectric properties between the
polymer backbone and the solvent. Taking the coil–globule transition
of a single polyelectrolyte chain in solvent as an example, we
show that the chain conformation and the degree of counterion
condensation are substantially aﬀected by the dielectric contrast.Polyelectrolytes in solution form an important class of macro-
molecules that are essential in biology and colloidal science,
and have been the subject of intensive theoretical and experi-
mental investigations; see ref. 1 for an extensive review of the
issues and relevant literature.
The standard model for polyelectrolytes in solution typically
assumes some chain models for the polymer, such as the bead-
spring model,2 lattice model3 or Gaussian thread model,4 in
implicit solvents. The charges are taken to interact with
Coulomb potential in a dielectric medium, with a uniform
dielectric constant of the solvent. Some studies account for the
solvent explicitly by treating the solvent molecules as Lennard-
Jones particles,5 but the electrostatic interactions are still
included at the level of dielectric continuum with a uniform
dielectric constant. In reality, however, the typically hydro-
phobic polymer backbone can have a very diﬀerent dielectric
response than the solvent, which will alter the electrostatic
interactions between the charges in the vicinity of the polymer.
While the use of a uniform dielectric constant of the solvent can
be rationalized when the segmental concentration of the poly-
mer is low, as in the case of dilute, good-solvent conditions, it
can no longer be justied when the polymer concentration
becomes high. The latter can correspond either to a concen-
trated bulk solution, or to a single polymer in or near aering, California Institute of Technology,
gw@caltech.edu
90collapsed or partially collapsed state. Even under dilute, good-
solvent conditions, the degree of charge condensation can be
aﬀected by the local dielectric response of the polymer
backbone.6
In this communication, we demonstrate the importance of
including the dielectric inhomogeneity in modeling poly-
electrolytes in solution by considering a single polyelectrolyte
chain in solvent with no added salt. The decrease of the local
dielectric response in the vicinity of the polymer leads to two
eﬀects: rst, it alters (strengthens) the Coulomb interactions
between the charged species, and second, it expels the coun-
terions from the polymer-rich regions due to the unfavorable
solvation energy. The combination of these two eﬀects
substantially inuences the chain conformation and degree of
charge condensation. For example, we show that upon
decreasing the dielectric constant of the polymer backbone
from that of the solvent, a collapsed polyelectrolyte chain can
turn into the coil state.
For computational eﬃciency, we adopt a lattice formulation
by combining the bond uctuation model (BFM),7,8 a standard
lattice Monte Carlo method for polymers,9 with a local algo-
rithm developed by Maggs et al.10–12 for computing the electro-
static interactions. This algorithm requires a computational
eﬀort of order N,10 and can be directly implemented on a lattice,
making it naturally compatible with lattice models of polymers.
Furthermore, the dielectric diﬀerence between the polymer and
the solvent can be easily incorporated. Thus, the lattice model
used here serves as an eﬃcient computational strategy for
studying polymers and other so matters with dielectric
inhomogeneity.
We consider a single polyelectrolyte having N monomer
units in solvent under salt-free conditions. A fraction f of these
monomers are charged with an elementary charge, which we
take to be equally spaced along the polymer backbone. For
concreteness, we take the charge on the polymer backbone to be
negative. The cations (counterions) are taken to be monovalent,
so there are fN cations. Because of the periodic boundary
condition, the system corresponds to the cell model of aThis journal is ª The Royal Society of Chemistry 2013
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View Article Onlinepolyelectrolyte solution13 at a concentration determined by the
size of the simulation box, rather than to a single, isolated
polyelectrolyte chain. We model the polymer conformation
using the bond uctuation model (BFM) of Shaﬀer8 on a simple
cubic lattice with the nearest-neighbor distance u.14 Consecutive
monomers of the chain are connected by the bond vectors, with
allowed bond lengths, 1,
ﬃﬃﬃ
2
p
, and
ﬃﬃﬃ
3
p
in the lattice unit u. The
excluded volume between themonomers is accounted for by the
requirement of single occupancy of any lattice site, and empty
sites are taken to be occupied by the solvent. In this study, we
ignore the excluded volume between the cations and the
solvent, so a cation can occupy the same site as a solvent.15
However, we do not allow simultaneous occupancy of the same
lattice site by a monomer and a cation. To capture the dielectric
inhomogeneity, we associate a lattice bond that connects two
nearest-neighbor solvent molecules with a dielectric constant 3s,
and a lattice bond that connects two nearest-neighbor mono-
mers with a dielectric constant 3p (Fig. 1). When a lattice bond
connects a solvent molecule and a monomer, we simply take its
dielectric constant to be that of the solvent on account of the
dominance of ion solvation by the higher dielectric compo-
nent.16 Obviously, as the conformation of the polymer changes
during the Monte Carlo (MC) moves, the dielectric constant of
the lattice bonds that connect the aﬀected monomers and
solvent molecules will be updated. The specics of these rules
can be modied, which will lead to slightly diﬀerent results
quantitatively. However, the qualitative eﬀects we wish to
elucidate will not be altered. Finally, to complete the descrip-
tion of the model, we assign nearest neighbor interaction
energies sps, spp, and sss (in unit of kBT ) for the monomer–
solvent, monomer–monomer, and solvent–solvent interactions,
respectively. To highlight the eﬀect of the dielectric response of
the polymer backbone, we use the same interaction parameters
sps and spp for charged and neutral monomers.17 Similarly, all
other simplications in the description of our lattice model are
adopted in order to illustrate the most important features
arising from the dielectric inhomogeneity with a minimal
model.
We now give a brief description of the local algorithm
developed by Maggs and Rossetto.10 Interested readers are
encouraged to consult this original reference and additional
references for further development and improvement of the
method.11,12,18 Because our model is the rst application toFig. 1 A two-dimensional schematic of the bond ﬂuctuation model illustrating
the rules of assigning the dielectric constants of the lattice bonds. The green, red
and blue dots represent respectively a neutral monomer, a negatively charged
monomer and a cationic counterion. The solvent is represented by the blank
circle.
This journal is ª The Royal Society of Chemistry 2013polymers, we reproduce some of the key steps in the derivation.
We start with the electrostatic energy functional in the form of
U el½D ¼
ð
dr
½DðrÞ2
2303rðrÞ ; (1)
where the electric displacement eldD(r) is given by the solution
to the Poisson equation, divD(r)¼ r(r). r(r) is the charge density,
30 is the vacuum permittivity, and 3r(r) is the local dielectric
constant. As we will later discretize space into lattice grids, it
is convenient to scale the spatial variable by the lattice constant
u. Further scaling the energy by kBT, the electric displacement
by e2/u2, and introducing the vacuum Bjerrum length
l0 ¼ e2/(4p30kBT), bring eqn (1) into the dimensionless form:
U el½D ¼ a
2
ð
dr
½DðrÞ2
23rðrÞ ; (2)
where a ¼ 4pl0/u and all the quantities in the integral are
dimensionless; however, for conciseness, we use the same
notation for these dimensionless variables as their dimensional
counterparts.
The thermodynamic average of any property S is given by
hSi ¼
Ð Q
i
dRiSexpf U 0 U el½DgÐ Q
i
dRi expf U 0 U el½Dg ; (3)
where Ri is a symbolic notation for the position vector of the N
monomers and fN cations (counterions) and U 0 represents the
non-electrostatic part of the interaction. The key idea in thework
of Maggs and Rossetto is to recognize that the Boltzmann factor
for the electrostatic energyU el[D] can be written as a functional
integral over an auxiliary eld variable A(r) by the identity,10
expðU el½DÞ ¼Zfluc1ðfrigÞ
ð
DA
(Y
r
d½divAðrÞ
 rðrÞ
)
expðU el½AÞ: (4)
Zuc in the prefactor is given by the functional integration over
the transverse vector At(r),
Ð
DAtf
Q
rd½divAtgexpðU el½AtÞ,
where At(r)¼ A(r)D(r). Zuc for homogeneous dielectric media
is constant, and is therefore thermodynamically inconsequen-
tial.10 For inhomogeneous dielectric media, the uctuation
potential in Zuc generates the Keesom potential for the dipole–
dipole interaction which varies as 1/r6.11 In our model, this term
is absorbed into the coarse-grained parameters for the molec-
ular interactions, sps, spp, and sss. Using the identity eqn (4), we
can evaluate the statistical average of S as
hSi ¼
ðY
i
dRiDA
(Y
r
d½divAðrÞ  rðrÞ
)
S
 expf U 0 U el½Ag
ðY
i
dRiDA

(Y
r
d½divAðrÞ  rðrÞ
)
expf U 0 U el½Ag: (5)
Through these transformations, the average over the particle
degrees of freedom becomes a double average over both theSoft Matter, 2013, 9, 5686–5690 | 5687
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View Article Onlineparticle position vector and the eld variable A(r). This suggests
a Monte Carlo scheme that samples both degrees of freedom
with the Boltzmann weight, subject to the delta function
constraint (the Poisson equation). The sampling over A(r) is
facilitated by noting that if A(r) is a solution to the Poisson
equation, then the vector A0(r) ¼ A(r) + C(r) is also a solution for
any C(r) that satises divC(r)¼ 0; an obvious choice is C(r)¼ rot
Q(r), with Q(r) being an arbitrary vector. Thus, in a Monte Carlo
scheme, starting with any particular solution to divA(r) ¼ r(r)
for a given charge distribution, statistical sampling over A(r)
involves choosing random vectors C(r) with the Boltzmann
weight given in eqn (5). In our lattice model, this scheme is
more conveniently implemented by using the discrete version of
the integral form of the Poisson equation (the Gauss theorem).
Applying the Gauss theorem to a cube of the lattice bond length
that encloses site m, we have
P
nbmn ¼ qm, where n denotes the
nearest neighbors of site m, qm is the charge, and bmn is the
current of the vector A through a surface of the cube that bisects
the lattice bond connectingm and n. By denition, bnm¼bmn.
The energy is then evaluated as U el ¼ (a/2)
P
nbmn
2/3mn
where the summation is over all lattice bonds. The Monte Carlo
sampling then involves initializing a set of bmn for all the lattice
bonds at a given charge distribution, followed by sequential
updating of the group of bmn on a plaquette in such a way that
the Gauss theorem
P
nbmn¼ qm is always satised at all the four
vertices; see Fig. 2(a) for a schematic explanation. Acceptance or
rejection of the update is determined by the usual Metropolis
algorithm using the change in the electrostatic energy
exp(U el[A]) before and aer the update.
For the particle positions involving the ions and the polymer,
we perform the MC updates, also following the Metropolis algo-
rithm, with the Boltzmann weighting factor of exp(U el[A]) 
exp(U 0). The polymer moves are executed according to Shaﬀ-
er's BFM. A scheme similar to the one for the plaquettes is used
for updating the position of the charged species; see Fig. 2(b). To
ensure that the electrostatic interactions are calculated accu-
rately, we perform 100 plaquette updates for every particle posi-
tion update. For the particle motion, we update the positions of
the monomers with four times the frequency as the charged
species. Note that themotion of the charged species also updates
the lattice variable bmn [see Fig. 2(b)]. The amplitude of the trialFig. 2 Schematic illustration of the algorithm for updating (a) the lattice variable
bmn connecting the site m to the site n, and (b) the position of a charge q. When
bmn is increased by a random value D, all other lattice variables on the plaquette
are increased by D in the direction of the arrow. When a charge qmoves from site
m to site n, bmn is shifted to bmn  q. Adapted from Fig. 1 of ref. 10 with
permission.
5688 | Soft Matter, 2013, 9, 5686–5690update D for the lattice variable bmn is uniformly distributed
between D0 and D0. We have chosen D0 in the range 0.1–1.0 so
that anacceptance rate for theplaquetteupdatebetween30%and
70% is obtained, similar to that in ref. 11. The acceptance rates
are about 30% and 4% for backbone motion in good and poor
solvents, respectively, and 2% for the counterions.
The size of the simulation box is L3 ¼ (40u)3 with periodic
boundary conditions. At room temperature, the vacuum Bjer-
rum length is 560 [A˚], and we set the lattice unit u to be 2.8 [A˚]
corresponding to the diameter of K+. This choice of lattice
spacing sets the shortest contact distance between the cation
and the charge on the backbone so as to obtain reasonable
values for the formation energy of an ion pair. The solvent
dielectric constant 3s is 80 for water and we vary the dielectric
constant of the polymer to study the eﬀects of dielectric
contrast. To characterize the chain conformation properties, we
monitor the average end-to-end distance Ree and the radius of
gyration Rg. As ameasure for the degree of charge condensation,
we calculate the average number of cations within a distance of
less than or equal to
ﬃﬃﬃ
3
p
u of a negatively charged monomer,
which we denote as nip. The data are taken from 10
3 to 104
statistically independent parallel samples, each aer an equil-
ibration time of the order of 109 MC steps.
We rst examine the behavior of a weakly charged poly-
electrolyte (N ¼ 100, f ¼ 0.1) in poor solvent, with an attractive
monomer–monomer interaction spp ¼ 1; the other two
interaction parameters ssp and sss are set to zero. With a
uniform dielectric constant 3p ¼ 3s ¼ 80, the chain is in a
globular state. As we decrease the dielectric constant of the
polymer, the chain conformation becomes more expanded; this
is shown in Fig. 3 by the steady increase in both Ree and Rg. To
highlight the eﬀects of the dielectric contrast, for comparison
we also include results obtained by decreasing both 3p and 3s
while keeping 3p ¼ 3s (the blue dashed line). In this case, the
globular structure remains intact. However, there is a marked
increase in the degree of charge condensation nip, as shown by
the blue curve in the inset of Fig. 3. The increase in ion pairing
is due to increased electrostatic interaction as a result of a
uniform decrease in the dielectric constant of the medium. In
contrast, when decreasing 3p at xed 3s ¼ 80, there is an
increased dielectric contrast between the polymer-rich region
and the solvent. While near the polymer there is an increased
attraction between the cation and the negatively charged
monomer, the polymer rich region also excludes cations
because of the unfavorable solvation energy of the cation in the
low dielectric environment. These two competing eﬀects, with
the cation exclusion slightly outweighing the increased attrac-
tion between the unlike charges, lead to a slow decrease of nip
with decreasing the dielectric constant of the polymer. The
exclusion of the cations from the polymer rich region results in
less cations bound to the negative charge on the polymer. This,
together with the increased charge repulsion between the
charged monomers of the chain, results in expansion of the
chain.
Next, we consider the eﬀect of the dielectric contrast for a
polyelectrolyte (N ¼ 100 and f ¼ 0.5) in good solvents by setting
spp ¼ sps ¼ sss ¼ 0. When 3p ¼ 3s ¼ 80, the polymer is in a coilThis journal is ª The Royal Society of Chemistry 2013
Fig. 3 (a) End-to-end distance Ree and radius of gyration Rg, and (b) degree of
charge condensation nip as a function of the dielectric constant of polymer 3p, for
a weakly charged polyelectrolyte in a poor solvent. For comparison, we include
results obtained by simultaneously changing 3p and 3s keeping 3p ¼ 3s (blue
dashes). In the snapshots, the green, red, and blue spheres represent respectively
neutral monomers, charged monomers, and counterions.
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View Article Onlinestate (Fig. 4). For comparison, a charge-free neutral chain under
the same solvent conditions has Ree  17. As 3p is decreased, we
observe the formation of a loosely bound globule including the
pearl-necklace structure with increase in counterion conden-
sation, which leads to decrease in Rg and Ree. The increased
counterion condensation is clearly a result of the increased
attraction between the cations and the anionic monomers. The
decreased net charge of the polymer will naturally lead to a
decrease in the chain dimension. However, on closer inspec-
tion, we nd that the shrinkage of the chain with decreased 3p is
largely due to the formation of cross-links among the charged
sites, i.e., cations that bridge two or more neighboring charged
monomers. At the lower values of 3p, the chain is a loosely
bound globule, judged from the presence of relatively high
density regions. Interestingly, the asphericity parameter19
increases from 0.565 to 0.654, as 3p is decreased from 80 to 7.Fig. 4 (a) End-to-end distance Ree and radius of gyration Rg, and (b) degree of
charge condensation nip as a function of the dielectric constant of polymer 3p, for
a strongly charged polyelectrolyte in a good solvent. The same color represen-
tation as in Fig. 3.
This journal is ª The Royal Society of Chemistry 2013The asphericity parameter of the neutral polymer is 0.564. Thus,
the cross-links between charges formed upon decreasing the
dielectric constant of the polymer makes the chain conforma-
tion more aspherical.
In summary, we have constructed a novel lattice model for a
polyelectrolyte taking into account the diﬀerence in the local
dielectric response between the polymer and the solvent. We
nd that in a poor solvent, a moderately weakly charged poly-
electrolyte expands when the dielectric constant of the polymer
3p is decreased; this is a result of the exclusion of counterions
from the polymer-rich region and the increased electrostatic
repulsion between the chargedmonomers. On the other hand, a
strongly charged polyelectrolyte in good solvent becomes glob-
ular with decreased 3p as a result of charge condensation and
the formation of crosslinks among the charged species. Both
are qualitative eﬀects missed in existing simulations of poly-
electrolyte solutions. The lattice model proposed here, and
further improvement thereof, can serve as an eﬃcient and
powerful computational strategy for elucidating some qualita-
tive eﬀects in polyelectrolyte systems with spatially varying
dielectric properties.Acknowledgements
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