In-plant railroad engine scheduling involves routing and scheduling decisions for a heterogeneous fleet of switching engines in order to serve a set of time window and capacity constrained transportation requests. The current planning is purely by pencil and paper. Facing an ever increasing competition, industrial railroads look for an active decision support. Our paper furnishes the mathematical and algorithmic fundament. The problem is related to the multiple-vehicle pickup and delivery problem. Exploiting the structure of admissible schedules of our particular railroad situation, we introduce two model formulations as mixed integer, and as set partitioning programs, respectively. We propose solving the linear programming relaxation of the latter by column generation. We focus on the pricing problem, a constrained shortest path problem, which is N P -complete in the strong sense. A label correcting algorithm for its exact solution is developed. It is new in its way of pruning the search space. Heuristically obtained integer solutions expose a quality which is practically satisfactory. This is demonstrated in our computational experiments on both, artificial and practical data. We discuss implementation details as well.
and the resulting need for a computer aided scheduling system has been recognized. It is the motivation for the present research.
In-plant railroad operation is strictly customer oriented, and not based on train schedules. Terminals request for empty freight cars or specific materials. These are provided by a fleet of switching engines. The latter differ in their personal and technical equipment, and perform all coupling, switching, weighing, and decoupling of trains; they need fueling, maintenance, and repair. Engineers have to have breaks, shift changeovers must take place, and safety regulations must be observed. This incomplete list gives an impression of the variety of tasks which are to be scheduled, usually with respect to given time windows. In the next section we make precise further operational constraints. The goal is to maximize productivity of the engines.
Current planning tools merely help in gathering and displaying information. The actual disposition, however, is done manually; the decision about how to schedule engines is completely up to the dispatcher and his or her experience and motivation. Planning ahead is practically impossible during peak workloads. Requests are scheduled on a first-come first-serve basis. Clearly, a human judgment of dependencies between interwoven decisions of such complexity is necessarily local and incomplete. We contribute a mathematical model, and appropriate algorithms for a provably good solution, providing an active planning support for workaday operations.
Our paper is organized as follows. We formally introduce the engine scheduling problem in Section 1. A mixed integer, and a binary set partitioning formulation, respectively, are developed in Section 2. We solve the linear programming relaxation of the latter model by column generation in Section 3. In Section 4 we focus on the pricing problem, and propose an exact label correcting algorithm as well as heuristic ideas. In Sections 5-7 we discuss how we obtain integer solutions by a price-and-branch heuristic, comment on implementation details of our column generation code, and present computational experience drawn from practical instances, respectively. In fact, besides solving comparably large pickup and delivery problems, we demonstrate the ability of our strategy to obtain practically satisfactory solutions.
Engine Scheduling Problem
Since we aim at an easy incorporation of future extensions, our presentation in this section is slightly more general than the actual practical situation. In particular, our notion of transportation comprises more than just movement of rail cars, but the entire variety of tasks we alluded to in the introduction. For a planning horizon of about two hours, we are given a set R of n transportation requests, to be served by a set E of m available engines. The node set N of a directed graph G ´N Aµ contains origin and destination tracks r · and r , respectively, for each r ¾ R as well as start and end of service locations e · and e , respectively, for each engine e ¾ E. Arcś i jµ ¾ A are weighted with a travel time t i j 0 and cost c i j 0, both possibly infinity if the link does not exist. We stipulate that nodes correspond to logical locations rather than to physical ones. Each i ¾ N is attributed the size i of the load to be picked up ( i 0µ or delivered ( i 0), and a service time s i 0 to accommodate e.g., preparatory work at a track. Service must start within a time window a i b i ℄. Arrival in i earlier than a i , i.e., waiting, is allowed; i 0 is possible, but an engine's tractive effort L e , e ¾ E, must never be exceeded. Various objectives
Figure 1: Typical situations for direct delivery, overlapping, and embedding requests involving time and/or cost are conceivable, and two examples are given later in the paper.
Characteristic to multiple-vehicle pickup and delivery problems with time windows (m-PDPTW) (see the comprehensive survey by Savelsbergh and Sol 1995) are the assignment of engines to requests, decisions about the visiting time for each location, the precedence relation between origin and destination tracks, which must both be visited by the same engine (pairing), and the engine capacity constraint. However, contrary to published work, we deal with railroad traffic, and face the particularity that the sequence of consecutively visited locations must be warily chosen so as to avoid unnecessary switching operations: Practioneers insist on the requirement that every admissible schedule for an engine must expose a very simple structure, viz. the corresponding path in G is constructed by sequentially visiting node sequences taken from the set
That is, the elements of P , we term patterns, only allow for direct delivery, and the simultaneous service of two requests precisely in the manner stated. We call the latter overlapping and embedding, for the temporal relationship of involved requests, see Figure 1 . It is important to see that these patterns are part of the problem, not its simplification. They reduce shunting movements, and they are easy to execute for engine drivers. Note, that (1) only constrains the admissible sequence of locations, not the actual visiting times, and not the assigned engine either. In that sense, the concept differs from those used e.g., in the airline crew pairing literature. We require that P only contain patterns which respect the engines' tractive efforts L e . Patterns must not be a priori time window infeasible. Note, that pairing and precedence of pickup and delivery locations are fulfilled by definition. Given P , let us refer to paths R e N , e ¾ E, from e · to e , constructed as sequences of (node disjoint) P ¾ P as P -concatenations. A feasible P -concatenation for engine e ¾ E is one which does not violate any time windows and visits only requests admissible on engine e. For an in-depth discussion of this concept and further applications see Lübbecke (2001a) . We refer to Lübbecke (2001b) and Lübbecke and Zimmermann (2002) for a much more detailed background on the practical situation.
Given E and R , a feasible solution to the engine scheduling problem (ESP) is a set R e e¾E of feasible P -concatenations such that their disjoint union visits all nodes, i.e., ¡ Ë e¾E R e N . A potential objective function is to minimize the sum of arc weights along all concatenations, i.e., their lengths. It is easy to see that the multiple traveling salesman problem with time windows reduces to ESP which is therefore N P -complete in the strong sense (Lübbecke, 2001b) . This holds even for finding a feasible solution only.
Models for Engine Scheduling

Mixed Integer Formulation
In order to gather insight into the problem's structure, we formulate a mixed integer program, related to the m-PDPTW (Dumas et al., 1991; Sol, 1994) . It is adapted to our special situation. Some additional notation and definitions are necessary. Given a pattern P i 1 i 2
A´Pµ A denotes the arcs within P, i.e., A´Pµ 0. For a pattern P ¾ P , δ δ δ P denotes its request incidence vector, the r th component δ rP , r ¾ R , of which equals to one if r · r ¾ P, and to zero otherwise. Finally, we denote the respective subset of patterns for which engine e ¾ E is admissible by P e P . We now introduce the variables: z e P one if pattern P ¾ P e is assigned to engine e ¾ E; zero otherwise x e P 1 P 2 one if pattern P 2 ¾ P e is immediately served after P 1 ¾ P e on e ¾ E; zero otherwise T i (non-negative) arrival time in location i ¾ N of the visiting engine Note, that for the arrival times we need not specify which engine arrives at a particular location since this information is already covered by the z variables. Table 1 shows the entire formulation (2) through (11), denoted by (ESPMIP).
The given objective function (2) serves as convenient example only. We aim at an earliest possible completion time for each engine. We ensure by (3) that the selection of patterns indeed partitions R . An engine must visit and leave precisely those patterns assigned to it, a requirement guaranteed by (4). By constraints (5) and (6) each P -concatenation starts and ends in the appropriate locations for the relevant engine. Note that this formulation allows an engine to stay idle. The next two constraints take care of setting the visiting times of each particular location, (7) within a selected pattern and (8) in between selected patterns. Time windows for the startof-service time are respected by (9). Finally, (10) and (11) define the domains of the binary variables. For i ¾ N we assume 0 a i , thence 0 T i .
Although we give a different motivation, we formally arrive at the model presented in the next subsection by means of a Dantzig-Wolfe decomposition. The non-linear constraints (7) and (8) which then appear in the subproblem do not constitute a complication, since it is not solved as a linear program-the lower bound provided is poor (Lübbecke, 2001b )-but by dynamic programming. We refer to Desaulniers et al. (1998) 
In other words, choose for each engine e ¾ E at most one admissible request set R ¾ Ω e such that the disjoint union of chosen sets precisely yields R at a minimum cost. This seemingly compact formulation has some serious detriments. At first, note that determining the cost coefficient of a particular variable itself is an N P -complete combinatorial optimization problem since it involves the solution of a 1-ESP. Secondly, although the model has very few constraints, in general each Ω e is of exponential cardinality, resulting in prohibitively many variables. Thus even the solution of the LP relaxation in a straightforward manner is impracticable.
Restricted Master Program
The tremendous number of variables of (ESPSP) leads us to use the well established column generation methodology, see e.g., the surveys by Barnhart et al. (1998) 
which has to be solved in each iteration of the column generation process.
Pricing Problem
The pricing problem (12) can be decomposed into subproblems, viz. one for each engine e ¾ E,
where the dual variable value v e corresponding to e ¾ E constitutes an additive constant which does not interfere with the minimization process. The minimum min e¾E z e determines a column to be adjoined to the restricted master program. We call (13) the engine scheduling pricing problem, or ESPP for short. It consists of finding a shortest (request disjoint) P -concatenation for one fixed engine with the additional cost of u r ¾ Ê incurred for each visited request r ¾ R .
We occasionally use the notion of ESPP-concatenation. Note, that in this constrained shortest path problem we are not required to visit all the requests, but only a (possibly empty) subset. By reduction from LONGEST PATH we establish strong N P -completeness of this problem (Lübbecke, 2001b) .
A Label Correcting Algorithm for ESPP
Given a set P of patterns, let us construct from G ´N Aµ the associated pattern graph G P ´P A P µ by´P 1 P 2 µ ¾ A P if and only if P 1 P 2 / 0. We can represent request disjoint P -concatenations as simple paths in G P (the converse is not true), and we will implicitly work on this graph. Arc weights are redefined asc i j : c i j u r if i r · , andc i j : c i j otherwise, for all´i jµ ¾ A, and transfered to the respective arcs in G P . Since we solve a separate pricing problem for each engine e ¾ E, only requests admissible on engine e are relevant. These are denoted by R e R .
An important concept in the design of combinatorial shortest path algorithms is to maintain a set of distance labels, one for each node. Starting at infinity and being improved in the iterative course of the algorithms, its value is at any time an upper bound on the length of a shortest path from the source e · to node i, equaling the respective optimal length upon termination (Ahuja et al., 1993) . When we wish to keep track of both, time and cost, however, one-dimensional labels do not suffice, see Desrosiers et al. (1983) . Since two-dimensional labels can only be partially ordered, a list of (non-dominated) labels must be maintained at each node.
With each delivery node i we associate states´R iµ and labels´T k i C k i µ. These specify the k th ESPP-concatenation which visits requests R R e , and ends in node i. The start-of-service time there is T k i at a total reduced cost of C k i . The fundamental step of the algorithm is the treatment of a label´T k i C k i µ, i.e., the construction of all feasible extensions of the corresponding path, each by (usually) one additional arc emenating from i, resulting in new paths and the associated labels, respectively. Treating all the labels at a state is called the treatment of this state. Each time, new labels are generated at state´R iµ, these may dominate others already present, thus offering possible improvement. Then, state´R iµ must be treated (again) in order to propagate this improvement. The process terminates as soon as no new labels are generated at any state.
Paths are extended by several nodes at once, viz. patterns taken from P . The procedure is similar to algorithms for the construction of (elementary) constrained shortest paths used e.g., in the context of airline scheduling or urban transit problems, see Gegen et al. (2000) . In contrast to these problems, however, we do not have a fixed schedule, but a flexible one, i.e., we must respect time windows.
At a state, we store labels in chronological order. When time window infeasibility is detected while we try to expand a label, no further labels at the current state need to be treated-none will be feasible either. States are treated in chronological order as well. when a label is treated. Note, that we may use pattern families more complicated than (1). Upon termination, the output is the column incidence vector δ δ δ R at cost
if C k i 0, and otherwise is the information that no more columns with negative reduced cost exist. In the event that the pricing problem is required to return multiple columns, c.f. Subsection 6.1, we may evaluate (14) for each delivery location i. Heuristically, this leads to a certain diversity of the returned solutions. We do not discuss an efficient label management, and only refer to techniques introduced by Desrochers and Soumis (1988a,b) ; Desrosiers et al. (1983) , which are applicable, see Lübbecke (2001b) .
Dual Variable Based Label Elimination
Dominance among states is the classical means to reduce the solution space of a dynamic program. This depends on the implementation, and requires a good organization of the label space. Moreover, we can only compare labels already constructed. Rather, it would be desirable to have an anticipatory prevention of unpromising labels. In branch-and-bound methods, a good performance essentially hinges on good bounds. These two well-known implicit enumeration strategies exhibit large similarities, see e.g., Ibaraki (1987) . The common framework motivates us to investigate lower bounds in the context of reducing the number of labels in our dynamic program. To this end, we apply a technique introduced recently by Lübbecke (1999) .
When solving ESPP, we are given a fixed engine e ¾ E. With respect to (13), we implicitly
explore Ω e , the set of admissible request sets for engine e. During the search, denote by Ω e Ω e the subset so far considered, i.e., R ¾ Ω e if and only if we have already generated labels with finite cost for some state´R ¡µ. Furthermore, we denote by C inc the cost of a currently cheapest label, referred to as the incumbent. Initially, C inc ∞. Let R inc denote the associated admissible request set. Note, that C inc is the optimal value sought by the procedure, when Ω e Ω e . Efforts to eliminate labels aim at precluding as large a subset of Ω e as possible from being searched, while guaranteeing that an optimal concatenation will be identified. Since ESPP is a pricing problem we are interested in negative values of C inc only, and it would be helpful to know if the treatment of a given state´R iµ can eventually lead to a state with negative reduced cost labels at all. Even stronger is the question whether any future treatment of (successor states of)´R iµ exists that yields a better incumbent. A negative answer immediately enabled us to prune the search, excluding´R iµ from further treatment, and therefore reducing the searched state and label space. Clearly, as soon as
holds for a lower bound LB´Rµ on the best possible reduced cost coefficient obtainable by treatment of any label associated with states´R ¡µ, we have such a negative answer. Denote by R · e the subset of requests admissible on engine e with associated positive dual variable value, i.e.
r ¾ R e u r 0 . Let R R e be the admissible request set corresponding to a particular state considered. The only way to lessen cost of the labels associated with this state is to expand the corresponding concatenations by requests in R · e . Hence, a way of providing a lower bound to be used in (15) is LB´Rµ : min
where thek th label corresponds to the least cost label at state´R iµ. In our computational results this criterion proves particularly effective, c.f. 
Heuristics
An exact algorithm for ESPP is indispensable when a certificate of optimality is needed upon completion of the column generation algorithm. However, especially in the beginning, a pricing algorithm may return any column with negative reduced cost coefficient. Heuristics are a way to do this fast. Here, we consider heuristic variants of our algorithm. That is, we waive optimality by restrictions on its solution space. These variants are separately presented in turn, but can be arbitrarily combined.
Premature Termination An immediate modification is to return the column corresponding to the first, or more generally, to the k th constructed negative reduced cost label, with a given parameter k ¾ AE. This parameter controls the trade-off between solution quality and computation time. Beyond being very easy to implement, this idea is attractive for its implicitly dynamic behavior. Without further algorithmic efforts the method finally delivers an optimal solution as well.
Cost Coefficient Improvement For every heuristically generated column incidence vector δ δ δ R , the respective cost coefficient c e R is not necessarily minimal. This implies that the same column is potentially regenerated with smaller cost coefficient in a later column generation iteration. When R is not too large, say R 4, it is advantageous to calculate the best possible c e R by determining an optimal ESPP-concatenation for the fixed request set R, e.g., by a simple backtracking algorithm.
Pattern Graph Reduction A heuristic reduction of the number of nodes and arcs (Desrosiers et al., 1986; Dumas et al., 1991) reduces the number of generated labels. Moreover, when only direct delivery patterns are considered, we reduce the number of nodes by an order of magnitude. This latter heuristic usually produces feasible solutions because it reflects current manual planning. For our instances, the speed up is marginal, but solution quality drops. Similar to Crainic and Rousseau (1987) we may alternatively omit patterns involving r 1 r 2 ¾ R e with ∑´i jµ¾A´Pµ c i j u r 1 u r 2 0.
Alternative Treatment of States
Instead of considering states´R iµ in chronological order, a possible treatment is in non-decreasing order of out-degree of node i in the pattern graph. The rationale behind this modification is that label elimination criteria are most effective when applied early in the search, thus pruning large portions of the tree in Figure 2 . This is the more likely the farther from the root the fanout appears (Reingold et al., 1977) . Alternatively, we may order states´R iµ according to non-increasing value of the dual variable associated to the request with delivery location i. The motivation here is to construct good incumbents early.
A different strategy aims at the heuristic elimination of all states with R ρ, where ρ ¾ AE is a preset parameter. For instance, ρ R E is a reasonable choice, when the request load on the engines is supposed to be almost balanced, and in our case leads to good results.
Price-and-Branch
In general, solving an LP relaxation by column generation needs not yield an integral solution. Even worse, the variables generated at LP optimality need not allow for an integer feasible solution at all. Our computational experiments indicate that our restricted master programs happen to be already integer feasible, and solution quality is fully acceptable. The column generation process is not invoked at any node other than the root node of the branch-and-bound tree. This policy may be termed price-and-branch by analogy with the folklore notion cut-and-branch where valid inequalities are adjoined to the LP at the root node only.
Here again, we come across the phenomenon that reality is not as bad as suggested by computational complexity, or in other words, in practice the theoretically worst case rarely occurs. This was observed in many other practical settings as well where artificial data were compared to "real world" data. Although not being a mathematically satisfactory explanation this is an encouragement to attack practical problems even in the presence of negative complexity results. Of course, in a failsafe industrial implementation one could safeguard against infeasibilities by including a branch-and-price code. However, this is beyond the scope of this paper.
Implementation Details
In this section we describe in detail the implementation of our price-and-branch heuristic. Efficiency is of prime importance when practical problem sizes are to be attacked. It is our experience, complying to other authors, that generic column generation offers a vast degree of freedom from an implementation standpoint. Most recently, a compendious collection of implementation and acceleration techniques was presented by Desaulniers et al. (2001) . Although sketchy, we believe that presently, their review can hardly be outmatched in terms of experience and scope. It should be definitively considered before an implementation.
The objective function we actually implemented is the practically relevant minimization of the total dead heading and waiting time. Then, the cost for a concatenation cannot simply be calculated by straight forward addition of arc weights.
Subproblem Solution and Column Management
The pricing subproblem is the most frequently executed essential component of a column generation code. Each call should therefore be as effective as possible. Even though this statement seems obvious it deserves some recognition. Recall that it is neither mandatory to add a most profitable column to the restricted master program nor are we restricted to add only one column at a time. Not only the heuristics we discussed but also our exact label correcting algorithm exhibit a large degree of freedom in their actual realization and combination. It is our experience that the latter aspect outweighs the still valid importance of an efficient implementation of the respective components. The global guideline is to call our exact pricing algorithm as seldom as possible. Other authors share this point of view, but in our case this is all the more important inasmuch we have to solve a node disjoint constrained shortest path problem, a requirement often not present in similar situations.
Column Pool
We stop as soon as the k th negative reduced cost column is found, where k ¾ AE is parameter controlled. Still, negative cost columns are produced which are not added to the restricted master program. The efforts for generating them appear to be in vain. Instead, we would store all columns with reduced cost smaller than a threshold to a so called column pool. This concept has been successfully applied in column generation codes, see e.g., Sol (1994) . Before any other construction method is invoked we check whether the pool contains columns which price out negatively. It may also be helpful to add columns to the restricted master with a small positive reduced cost. These may become active in later iterations. However, such columns are only added when in the same iteration at least one negative reduced cost column is added from the column pool. Otherwise, cycling could occur.
The pool is linearly searched, performing for each entry (a) an update of reduced cost according to the current dual variables, (b) the addition of the column to the restricted master (and deletion from the pool), if applicable, and (c) a deletion of the column from the pool if it is too expensive. All thresholds are parameter controlled. We neither limit the pool capacity nor the number of columns to be added to the pool or to the restricted master per iteration. The selection of partial solutions is proposed by Savelsbergh and Sol (1998) , i.e., a set of columns which cover each request at most once, and originate from different engines. In our experiments this is unnecessary in terms of integer feasibility. However, we try to keep a pool of high quality, i.e., when a column is pushed to the pool we check whether its reduced cost can be improved (by a backtracking method).
Greedy Dual Variable/Minimal Time Window Slack Heuristic
When no columns are delivered from the pool we invoke a very simple heuristic which greedily assigns direct delivery patterns to the engine in question as long as this is time feasible. Each decision should provide a good decrease of the tentative column's reduced cost coefficient but maintain time window feasibility as long as possible. That is, a compromise is sought between a large positive dual variable value and the least detriment of the degree of freedom for the remaining decisions. We therefore choose the next request to be assigned as a maximizer of the following ranking. Divide the dual variable value associated to a request by the maximal number of minutes the engine could be delayed while still completing the request in time. In other words, a critically small time window slack amplifies the dual variable weight of a request. See Lübbecke (2001b) for a more formal description.
Premature Termination of the Exact Label Correcting Algorithm
When the above greedy heuristic fails to furnish a negative reduced cost column we invoke our prematurely terminating label correcting algorithm. Note, that this heuristic will provide a promising column if one exists. We proceed in the treelike manner as indicated in Figure 2 . When no column is found for any engine we turn off all still active heuristics, if any, thus finally calling an exact pricing algorithm to add final improving columns and to prove optimality.
Multiple Pricing
We cyclically price the engines. During the first master iterations the heuristics usually deliver a good column. Later on, more and more often the label correcting algorithm is called which simultaneously refills the column pool. After each such pricing, the restricted master is reoptimized. The motivation for not pricing all engines before re-optimization is to furnish the respective pricing problems with the most recent dual information which of course reflects results from prior pricing problems. This is simply a heuristic to avoid generation of too many similar columns.
Computational Experience
All experiments were performed on a 700MHz Pentium III PC with 1GByte core memory running Linux 2.2. We use the CPLEX 7.0 callable library to solve all linear and integer programs. Compilation with the GNU C compiler gcc is invoked with -O3 optimization.
Available Data
VPS
Verkehrsbetriebe Peine-Salzgitter GmbH, Germany, provided us with raw data which represent one hundred fulfilled requests from a morning shift of 8.5 hours. All requests originate from operating two blast furnaces at a steel mill, including some additional requests like engineer's breaks. Two engines are primarily responsible for slag transport, and four engines for transportation of molten iron. Only 21 tracks are involved, and distances are relatively short. Creating instance vps100 from the raw data necessitated considerable manual complementing which has been done with approval by railroad officers. That is, in particular, no time windows are given, but are to be extracted from handwritten data sheets. From the chronologically sorted instance vps100 we derive a new instance vpsnn by considering the first nn requests only. The practical background requires a large fraction of requests to be directly delivered, since much surveillance activity is necessary for safety reasons. A particularity of the data set is that there are many requests compared to the length of the planning horizon.
EKO
The raw data furnished by EKO Trans GmbH, Eisenhüttenstadt, Germany, comes from a steel mill again. This railroad is a smaller one and operates ten engines altogether, each of which is assigned a certain region and/or tasks. In total, we have 820 requests which are generated from a log file of rail car movements on the entire industrial plant during six consecutive days. The requests cover 273 tracks spread all over the plant. No time window information is available for this data set. Therefore, we produce time windows of a parameter controlled width, centered at the actual start-of-service time. This yields instances eko820a, b, and c with time window widths of 200, 250, and 300 minutes, respectively. For our calculations we use groups of 25 requests, such that the time windows span about one half of the respective planning horizon. For many origin destination pairs the distance is estimated. Admittedly, the result cannot be regarded as practical data.
We also generate a set of extremely difficult instances, where time windows are fairly wide, and most distances are very short. Then, many request sets of almost identical cost are admissible. This results in many columns to be favorably added to the restricted master program, only a tiny fraction of which is actually needed. Instances eko80xa, b, and c each contain requests 1-80 with time window widths of 100, 200, and 300 minutes, respectively.
Sol
We are kindly provided with several randomly generated m-PDPTW instances from the literature (Savelsbergh and Sol, 1998; Sol, 1994) . These are used as raw data for our own experiments. Eight problem classes of ten Euclidean instances each are given. We have homogeneous fleets, and R 2 vehicles are available and admissible for each request. Classes A, B, and DAR have time windows of one hour length, and classes C and D of two hours length. Time windows fulfill a r a r · t r · r for all r ¾ R . The last time window closes after about eleven hours, however time windows which exceed the planning horizon of 600 minutes are truncated. Vehicle capacity is restricted to accommodate at most three (classes A, C), four (classes B, D), or five requests (classes DAR), respectively. We do not truncate time windows, thence we obtain longer planning horizons. From the time window and capacity data we derive for our instances the respective sets of admissible patterns in P . All other information remains intact.
Evaluation of Results
Some observations are generally valid across all instances. All final restricted master programs are integer feasible when default options are used. Solution quality is practically satisfactory. It must be mentioned that seemingly significant optimality gaps translate to only minutes from optimum in practice. We prematurely terminate our exact pricing when the 100 th negative column is found. This enlarges the amount of pooled (and potentially added) columns, which in turn may allow for better integer solutions. Hardly ever more than 5,000 columns are generated, usually significantly less. With increasing planning horizons, and wider time windows problems become much harder to solve. In comparison, small amounts of time are spent in the final branch-andbound phase. In what regards numerical stability we remark that although all cost coefficients are integers intermediate calculations involving dual variables do have results in the reals. We observe tiny deviations of about 10 15 from integral values, and round to the nearest integer. The column headings in the tables displaying our computational results have the following meanings:
Instance name of the problem instance LP opt optimal objective function value of the LP relaxation IP obj best feasible integer solution value found %gap relative optimality gap in percent B&B CPU time in seconds spent in the branch-and-bound phase CPU total total computation time in CPU seconds
VPS
The vps data set is of special relevance to us since it reflects a typical practical situation. Table 2 demonstrates the excellent quality of the lower bound provided by (ESPSP), and thus the robustness of our price-and-branch approach. We obtain integer optimal solutions for a considerable number of requests within a few minutes. This certainly allows for interactivity with the dispatcher. Due to small absolute cost coefficients we inhibit the generation of labels with cost larger than 30.
We use these calculations also for an evaluation of our lower bound label elimination criterion (15). For growing problem size we obtain speedups of orders of magnitude. Using the same amount of time we are enabled to handle additional requests-with considerably smaller memory requirement. The criterion is especially effective in the end of the column generation process, when it is particularly difficult to find negative columns. Further observations are that from a computational standpoint it is entirely impractical to always run our exact label correcting algorithm until the end; starting with an artificial basis only is competitive to using a greedy heuristic; however, the penalty cost for artificial variables should be carefully chosen. Column elimination from the restricted master program is not favorable, especially since this drains chances to obtain integer solutions, and only minor progress is made in terms of the primal objective function per master iteration.
EKO
We evaluate the limitations of our implementation with respect to time window width, c.f. Table 3. In practice, we usually have a mix of requests which become available late compared to their required completion time, and requests which have extremely large time windows. Each group of 25 requests represents approximately one half of a shift. When time windows get wider (and all other data stays the same) the problems get significantly harder to solve. Additional comparatively short distances render our approach computationally impractical. It must be pointed out, however, that these results are obtained with default options active. For the computationally most difficult group of requests 676-700 (time window width 300 minutes) we produce an integer solution with objective value of 356.0 (LP optimum is 243.0) in 1,000 CPU seconds, when the generation of labels is heuristically limited. With sufficient knowledge about the practical situation such a limitation can always be successfully applied.
When there are almost no preferences given with respect to when a request should be served combinatorial explosion strikes. Our algorithm is not able to handle too large a fraction of such requests as can be seen from Table 4 . It appears that the difficulty with the hard instances eko80x (15) is not used. The sign † means that every reasonable time bound is exceeded, even for testing purposes (here: one CPU week).
lies in the enormous amount of feasible solutions. This can be deduced from a comparison of the number of generated columns and the number of columns actually needed; the number of simplex iterations serves as indicator here. Heuristically as before, for the hardest instance we obtain an integer solution with 13% gap in only 400 CPU seconds in the column generation phase.
Sol
In Tables 5 and 6 we list results for the data set taken from Sol (1994) . On the general PDPTW instances we impose the additional constraint of allowing P -concatenations only. Interestingly enough, the resulting instances are feasible even for the originally shorter planning horizon of 600 minutes. Moreover, for the original instances we know the optimal total route durations (Sol, 1994) . The total route duration deduced from our integer solutions are on average at most 20%
longer. In a sense, the original situation is restricted in such a way that using P -concatenations is quite competitive, and solutions are quickly computed. It must be stated explicitly that our objective function also differs from Sol's in that we do not seek a solution with a minimal number of used vehicles, since this is not favored by railroad management (yet). Still, remarkably often the optimal number is used also in our solutions, and only seldom we use one vehicle in excess. We must observe, however, that our engines are allowed to exceed the original planning horizon. Hence, it happens, that the solution we calculate is better than the optimum stated by Sol (1994) . For the DAR50 instances, c.f. Table 6 , we also use fewer vehicles than are optimal in the original situation. This is again a consequence of our enlarged planning horizon. With larger time windows and larger vehicle capacity (class D) solution times slightly increase and solution quality drops.
Remarks
Unfortunately, we are not able to compare our objective function values with the realized ones, since engine assignments or actual service completion times are not recorded. Especially, time window information is lacking. This is also due to the fact that our definition of a transportation request is broader and more flexible than the one used in practice. Although they appear to be small, the instances we are able to solve correspond to a planning horizon of more than two hours. According to railroad officers it is hardly sensible to plan further ahead because of the increasing uncertainty of future requests.
Our computational bottleneck is the exact pricing algorithm, and the practicability of the method hinges on a reasonably small cardinality of P . The use of more elaborate data structures for the label management, and the further development of heuristics for reducing the underlying network would certainly bring further speedup. This is not part of our study. Still, we are able to state computational feasibility of our approach; every day practicability is to be established in a next step. We refer to Lübbecke and Zimmermann (2002) for supplementary reading on how to install our work in practice. We would like to remark that the ESP's generic structure underlies several other logistics problems, see Lübbecke (2001a Table 3 : Results for instances eko820a, b, and c. 32 groups of 25 requests each are formed. We report the average figures for four groups, respectively, i.e., 100 consecutive requests. Under headings 'width' and '%' we list the respective time window width in absolute value and relative to the planning horizon, respectively. Using a heuristic these computation times can be dramatically sped up. Table 4 : Results for hard instances eko80x. We report results for groups of only 20 requests. Under headings '#columns' and '#simplex', respectively, we report the total number of columns adjoined to the RMP, and the total number of simplex iterations needed to re-optimize the RMP. We are unable to obtain solutions for the last group, when time windows get wider, c.f. the sign †. For these two problems the pattern graph has a density of 95%. However, for the last instance, premature termination of the column generation phase after 400 CPU seconds leads to an integer solution with objective function value of 113! Table 5 : Results for small instances by Sol (1994) . Under heading '#eng/#opt' we display the number of engines we use in our solutions versus the respective optimal number. Table 6 : Results for larger and less restricted instances by Sol (1994) We avoided the additional effort of implementing a branch-and-price algorithm. This is well justified by our obtaining always (even optimal) integer solutions. From a practical as well as from a theoretical perspective it would be interesting to evaluate stochastic influences of engine availability and appearance of requests. Also, there is practically no knowledge about the socalled online version of our problem-certainly a research avenue for the years to come.
