A Characterization of Closure Operations That Induce Big Cohen-Macaulay
  Modules by Dietz, Geoffrey D.
ar
X
iv
:0
91
1.
03
98
v2
  [
ma
th.
AC
]  
3 N
ov
 20
10
A CHARACTERIZATION OF CLOSURE OPERATIONS
THAT INDUCE BIG COHEN-MACAULAY MODULES
GEOFFREY D. DIETZ
Abstract. The intent of this paper is to present a set of axioms that are
sufficient for a closure operation to generate a balanced big Cohen-Macaulay
module B over a complete local domain R. Conversely, we show that if such
a B exists over R, then there exists a closure operation that satisfies the given
axioms.
In equal characteristic, the tight closure operation has been used to present
proofs of the existence of balanced big Cohen-Macaulay modules and algebras. (See
[D], [Ho1], [Ho2], and [HH3] for example.) Finding a closure operation in mixed
characteristic that is powerful enough to produce big Cohen-Macaulay modules
or algebras has been an elusive yet very important goal for some time now, as
the existence of such a closure operation would yield major results related to the
homological conjectures in commutative algebra.
In this article, we present a list of seven axioms for a closure operation defined
for finitely generated modules over a complete local domain R. After deriving
some simpler consequences of the axioms (including colon-capturing), we prove
that a closure operation satisfying the axioms implies the existence of a balanced
big Cohen-Macaulay module over R. A balanced big Cohen-Macaulay module B
over (R,m) is an R-module where every system of parameters in R is a regular
sequence on B (i.e., if x1, . . . , xk+1 forms part of a system of parameters in R and
b ∈ (x1, . . . , xk) :B xk+1, then b ∈ (x1, . . . , xk)B) and mB 6= B. Our main tools for
proving this theorem will be Hochster’s method of modifications [Ho1] and the use
of analogues of phantom extensions developed by Hochster and Huneke [HH3].
We then show that the existence of a balanced big Cohen-Macaulay module over
a complete local domain can be used to create a closure operation that satisfies all
of the axioms.
Finally, we demonstrate that all of the axioms are satisfied by tight closure. We
also examine the axioms in relation to several other common closure operations
associated with tight closure theory.
1. The Closure Axioms and Consequences
Let R be a complete local domain, and let N ⊆M be finitely generated modules.
An operation satisfying Axioms (1)–(5) below will be called a closure operation and
will be denoted byN ♮M for the closure ofN withinM . Throughout the paper we will
call this the ♮-closure of N in M . In Section 5, we will show that tight closure, plus
closure, Frobenius closure, and solid closure all satisfy Axioms (1)–(6), while tight,
plus, and solid closures (at least in positive characteristic) also satisfy Axiom (7).
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Axioms 1.1. Let (R,m) be a fixed complete local domain. Let I be an arbitrary
ideal of R, and let N , M , and W be arbitrary finitely generated R-modules with
N ⊆M .
(1) N ♮M is a submodule of M containing N .
(2) (N ♮M )
♮
M = N
♮
M ; i.e., the ♮-closure of N in M is closed in M .
(3) If N ⊆M ⊆W , then N ♮W ⊆M
♮
W .
(4) Let f :M →W be a homomorphism. Then f(N ♮M ) ⊆ f(N)
♮
W .
(5) If N ♮M = N , then 0
♮
M/N = 0.
(6) The ideals m and 0 are ♮-closed; i.e., m♮R = m and 0
♮
R = 0.
(7) Let x1, . . . , xk+1 be a partial system of parameters for R, and let J =
(x1, . . . , xk). Suppose that there exists a surjective homomorphism f :M →
R/J and v ∈M such that f(v) = xk+1 + J . Then
(Rv)♮M ∩ ker f ⊆ (Jv)
♮
M .
The final axiom will be referred to as the generalized colon-capturing property
due to the fact that we will derive ordinary colon-capturing from it.
The following is a list of basic properties of a closure operation that mimics part
of the list given for tight closure of modules in [HH1, Section 8].
Lemma 1.2. Let R be a complete local domain possessing a closure operation
that satisfies Axioms (1)–(5). In the following, N , N ′, and Ni ⊆ Mi are all R-
submodules of the finitely generated R-module M .
(a) Let N ′ ⊆ N ⊆M . Then u ∈ N ♮M if and only if u+N
′ ∈ (N/N ′)♮M/N ′ .
(b) If I is a finite set, N =
⊕
i∈I Ni, and M =
⊕
i∈I Mi, then we have N
♮
M =⊕
i∈I(Ni)
♮
Mi
.
(c) Let I be any set. If Ni ⊆M for all i ∈ I, then (
⋂
i∈I Ni)
♮
M ⊆
⋂
i∈I(Ni)
♮
M .
(d) Let I be any set. If Ni is ♮-closed in M for all i ∈ I, then
⋂
i∈I Ni is ♮-closed
in M .
(e) (N1 +N2)
♮
M = ((N1)
♮
M + (N2)
♮
M )
♮
M .
Proof.
(a) Since (M/N ′)/(N/N ′) ∼= M/N , it is enough to prove the assertion for the
case where N ′ = 0. Let π : M → M/N be the natural surjection. If
u ∈ N ♮M , then Axiom (4) implies that u +N = π(u) ∈ (π(N))
♮
M/N = 0
♮
M/N .
Conversely, suppose that u + N ∈ 0♮M/N . By Axiom (1), there is a natural
homomorphism M/N → M/N ♮M . Applying Axiom (4) to this map yields
u+N ♮M ∈ 0
♮
M/N♮
M
. By Axiom (2) and Axiom (5), 0 is ♮-closed in M/N ♮M , so
u+N ♮M is zero in the quotient M/N
♮
M .
(b) Let πi : M → Mi be the natural projection, and let ιi : Mi → M be the
natural inclusion for all i. By Axiom (4),
πi(N
♮
M ) ⊆ πi(N)
♮
Mi
= (Ni)
♮
Mi
.
Therefore, N ♮M ⊆
⊕
i(Ni)
♮
Mi
inM =
⊕
iMi. Conversely, we apply Axiom (4)
to the map ιi to see that ιi((Ni)
♮
Mi
) ⊆ ιi(Ni)
♮
M , which is contained in N
♮
M
by Axiom (3). Thus,
⊕
i(Ni)
♮
Mi
⊆ N ♮M .
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(c) Let u ∈ (
⋂
i∈I Ni)
♮
M . By Axiom (3), u ∈ (Ni)
♮
M for all i ∈ I.
(d) Since each Ni is ♮-closed, the conclusion follows from (c) and Axiom (1).
(e) As Ni ⊆ (Ni)
♮
M by Axiom (1), Axiom (3) implies that
(N1 +N2)
♮
M ⊆ ((N1)
♮
M + (N2)
♮
M )
♮
M .
Conversely, Ni ⊆ N1 + N2, with Axiom (3), implies that (Ni)
♮
M ⊆ (N1 +
N2)
♮
M . Therefore, (N1)
♮
M + (N2)
♮
M ⊆ (N1 +N2)
♮
M . Axiom (2) then yields
((N1)
♮
M + (N2)
♮
M )
♮
M ⊆ ((N1 +N2)
♮
M )
♮
M = (N1 +N2)
♮
M .

Although we only need Axiom (7) in the form given in order to produce a bal-
anced big Cohen-Macaulay module, we can derive a more general property that
does not require the map M → R/J to be surjective. In fact, if an operation
satisfies Axioms (1), (3), and (4), then Axiom (7) is equivalent to Lemma 1.3.
Lemma 1.3. Let R be a complete local domain possessing an operation that satisfies
Axioms (1), (3), (4), and (7). Let x1, . . . , xk+1 be a partial system of parameters
for R, and let J = (x1, . . . , xk). Suppose that there exists a homomorphism f :
M → R/J such that f(v) = xk+1 + J . Then
(Rv)♮M ∩ ker f ⊆ (Jv)
♮
M .
Proof. Given the setup above, suppose that u ∈ (Rv)♮M ∩ ker f . Define a new
homomorphism φ : M ⊕ R → R/J by φ(m, r) = f(m) + r + J . The map φ is
surjective as φ(0, 1) = 1+J . Also, φ(v, 0) = f(v) = xk+1+J . Therefore, φ satisfies
the assumptions of Axiom (7), and we may conclude that
(R(v, 0))♮M⊕R ∩ kerφ ⊆ (J(v, 0))
♮
M⊕R.
Lemma 1.2(b) implies that (R(v, 0))♮M⊕R = (Rv)
♮
M ⊕ 0
♮
R and that (J(v, 0))
♮
M⊕R =
(Jv)♮M ⊕ 0
♮
R. Thus, (u, 0) ∈ (Jv)
♮
M ⊕ 0
♮
R, and so u ∈ (Jv)
♮
M as desired. 
We can now derive a colon-capturing property analogous to one found in tight
closure theory.
Proposition 1.4 (colon-capturing). Let R be as in the previous lemma. Let
x1, . . . , xk+1 be a partial system of parameters in R. Then (x1, . . . , xk) : xk+1 ⊆
(x1, . . . , xk)
♮
R.
Proof. Apply the hypotheses above to Lemma 1.3 with M = R, J = (x1, . . . , xk),
f : R → R/J given by f(r) = rxk+1 + J , and v = 1. Then f(1) = xk+1 + J ,
(Rv)♮M = R by Axiom (1), ker f = J : xk+1, and (Jv)
♮
M = J
♮
R. 
2. ♮-Phantom Extensions
In this section we define a notion of phantom extensions for a closure operation
satisfying Axioms (1)–(5). Phantom extensions and module modifications were used
in [HH3] to produce a new proof of the existence of big Cohen-Macaulay modules in
positive characteristic. Our study of ♮-phantom extensions will lead to the existence
of a balanced big Cohen-Macaulay module over R.
In [HH3, Section 5], a map α : N → M of finitely generated R-modules is a
phantom extension if there exists c ∈ R but not in any minimal prime such that
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for all e≫ 0, there exists γe : F
e(M)→ Fe(N) such that γe ◦ F
e(α) = c(idFe(N)),
where Fe is the iterated Frobenius functor.
Via the Yoneda correspondence, every short exact sequence
0→ N
α
→M → Q→ 0
corresponds to a unique element ǫ of Ext1R(Q,N). Let P• be a projective resolution
of Q =M/α(N). Then Ext1R(Q,N) is isomorphic to H
1(HomR(P•, N)).
Given the map α : N → M and the corresponding element ǫ of Ext1R(Q,N),
Hochster and Huneke called ǫ a phantom element if a cocycle representative of ǫ in
HomR(P1, N) is in the tight closure of
Im(HomR(P0, N)→ HomR(P1, N))
within HomR(P1, N). In the case where N = R, Hochster and Huneke provide the
following equivalence.
Theorem 2.1 (Theorem 5.13, [HH3]). Let R be a reduced Noetherian ring of pos-
itive characteristic. An exact sequence
0→ R
α
→M → Q→ 0
is a phantom extension if and only if the corresponding element ǫ in Ext1R(Q,R) is
phantom in the sense described above.
We will use this latter property to define ♮-phantom extensions with respect to
♮-closure.
Definition 2.2. Let R be a complete local domain possessing a closure operation
satisfying Axioms (1)–(5). LetM be a finitely generated R-module and α : R→M
an injective R-linear map. With Q = M/α(R), we have an induced short exact
sequence
0→ R
α
→M → Q→ 0.
Let ǫ ∈ Ext1R(Q,R) be the element corresponding to this short exact sequence via
the Yoneda correspondence. Use (−)∨ to denote the operation HomR(−, R). If P•
is a projective resolution of Q consisting of finitely generated projective modules
Pi, then we will say that ǫ is ♮-phantom if a cocycle representing ǫ in P
∨
1 is in
Im(P∨0 → P
∨
1 )
♮
P∨
1
. We will call α a ♮-phantom extension of R if ǫ is ♮-phantom.
Discussion 2.3. Since the choice of projective resolution above is not canonical, we
must demonstrate that whether ǫ ∈ Ext1R(Q,R) is phantom or not is independent of
the choice of P•. Let Q• be another projective resolution of Q consisting of finitely
generated projective modules. Continue using (−)∨ to denote HomR(−, R).
Given ǫ in Ext1R(Q,R) representing the short exact sequence
0→ R
α
→M → Q→ 0,
let φ ∈ P∨1 and φ
′ ∈ Q∨1 be corresponding cocycles. Given φ ∈ Im(P
∨
0 → P
∨
1 )
♮
P∨
1
,
we will show that φ′ ∈ Im(Q∨0 → Q
∨
1 )
♮
Q∨
1
as well.
We can lift the identity map Q
id
→ Q to a map of complexes as follows:
(#) · · · // P1 // P0 // Q // 0
· · · // Q1 //
f
OO
Q0 //
OO
Q //
id
OO
0
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Applying (−)∨ to (#) yields the commutative diagram
(#∨) · · · P∨1
oo
f∨

P∨0
oo

Q∨oo
id

0oo
· · · Q∨1
oo Q∨0oo Q
∨oo 0oo
Via the Yoneda correspondence, φ 7→ φ′ under the map f∨. Since the element φ is
in Im(P∨0 → P
∨
1 )
♮
P∨
1
, applying Axiom (4) to f∨ gives us
φ′ = f∨(φ) ∈ Im(P∨0 → Q
∨
1 )
♮
Q∨
1
.
Since Im(P∨0 → Q
∨
1 ) ⊆ Im(Q
∨
0 → Q
∨
1 ), Axiom (3) shows that φ
′ is in Im(Q∨0 →
Q∨1 )
♮
Q∨
1
, as claimed.
Discussion 2.4. Now that we have a well-defined notion of ♮-phantom extensions,
we demonstrate more explicitly what it means for a module to be ♮-phantom. Let
(R,m) be a complete local domain with a closure operation satisfying the axioms.
For a finitely generated R-module M and an injection R
α
→ M , if we set Q =
M/α(R), we have the short exact sequence
(2.5) 0→ R
α
→M → Q→ 0.
Let w1 = α(1), and let w2, . . . , wn be elements ofM such that the images w2, . . . , wn
in Q form a minimal generating set for Q. Then w1, . . . , wn generate M . Let
(2.6) Rm
ν
→ Rn−1
µ
→ Q→ 0
be a minimal free presentation of Q, where Rn−1 has basis f2, . . . , fn such that µ
is given by fi 7→ wi. We can also choose a basis for R
m such that ν is given by the
(n− 1)×m matrix
ν :=


b21 · · · b2m
...
. . .
...
bn1 · · · bnm


where the entries bij are in m. We can then construct the diagram
(2.7) Rm
ν1 //
id

Rn
µ1 //
π

M //

0
Rm
ν // Rn−1
µ // Q // 0
where Rn has basis ǫ1, . . . , ǫn, π(ǫi) = fi for i > 1, and π(ǫ1) = 0. The map µ1 is
given by ǫi 7→ wi, and ν1 is given by the n×m matrix
ν1 :=


b11 · · · b1m
b21 · · · b2m
...
. . .
...
bn1 · · · bnm

 =
(
b11 · · · b1m
ν
)
,
where b1jw1+b2jw2+ · · ·+bnjwn = 0 in M , for 1 ≤ j ≤ m. (Such b1j exist because
b2jw2 + · · ·+ bnjwn = 0 in Q =M/Rw1.)
From the construction, it is clear that (2.7) commutes and that µ1 ◦ ν1 is the
zero map. The choice of the wi implies that (2.7) is exact at M . To see that
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kerµ1 ⊆ Im ν1, suppose that r1w1+ · · · rnwn = 0 inM . Then r2w2+ · · ·+rnwn = 0
in Q, and so there exist s1, . . . , sm in R such that
ν[(s1, . . . , sm)
tr] = (r2, . . . , rn)
tr,
where (−)tr denotes the transpose of a matrix. Then
ν1[(s1, . . . , sm)
tr] = (r, r2, . . . , rn)
tr ∈ Rn.
Since µ1 ◦ ν1 = 0, we see that rw1 + r2w2 + · · · + rnwn = 0 in M . Therefore
rw1 = r1w1, and so
α(r − r1) = (r − r1)α(1) = (r − r1)w1 = 0.
Since α is injective, r = r1 so that the vector (r1, . . . , rn)
tr is in Im ν1.
We can now conclude that the top row of (2.7) is a finite free presentation of M .
(Since we do not know a priori whether w1, . . . , wn form a minimal basis for M ,
we cannot say whether our presentation of M is minimal.)
We also obtain a commutative diagram with exact rows:
(2.8) 0 // R
α //M // Q // 0
F //
OO
Rm
ν //
φ
OO
Rn−1
µ //
ψ
OO
Q //
id
OO
0
where F is free, ψ(f2) = w2, . . . , ψ(fn) = wn, and φ is given by the 1 ×m matrix
(−b11, . . . ,−b1m). Because α is injective and b1jw1 + · · · + bnjwn = 0 in M for
1 ≤ j ≤ m, it is clear that (2.8) commutes as claimed. We can then take the dual
into R of (2.8):
(2.9) 0

Roo
φtr

HomR(M,R)oo

HomR(Q,R)oo
id

0oo
F Rmoo Rn−1
νtroo HomR(Q,R)oo 0oo
Let Z be the kernel of Rm ∼= HomR(R
m, R)→ HomR(F,R) ∼= F , and let B be the
image of νtr. Then an element of Ext1R(Q,R) is an element of Z/B. As described in
[HH3, Discussion 5.5], the element of Ext1R(Q,R) corresponding to the short exact
sequence (2.5) is represented by the map φ : Rm → R in (2.8). Equivalently, it is
represented by the image of φtr in (2.9).
We can now state an equivalent condition for a finitely generated R-module M
to be ♮-phantom.
Lemma 2.10. Let (R,m) be a complete local domain possessing a closure operation
satisfying Axioms (1)–(5). Let M be a finitely generated module, and let α : R →
M be an injective map. Using the notation of Discussion 2.4, α is a ♮-phantom
extension of R if and only if the vector (b11, . . . , b1m)
tr is in B♮Rm , where B is the
R-span in Rm of the vectors (bi1, . . . , bim)
tr for 2 ≤ i ≤ n, the bij are in m for
2 ≤ i ≤ n and all j, and (−)tr denotes transpose.
Proof. By our definition and the constructions above, α is ♮-phantom if and only if
the cocycle representing the corresponding element ǫ in Ext1R(Q,R) is in (Im ν
tr)♮Rm .
Recall that ǫ is represented by the image of φtr, which is (−b11, . . . ,−b1m)
tr. More-
over, the image of νtr is the R-span of the row vectors of ν, which is the R-span of
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(bi1, . . . , bim)
tr for 2 ≤ i ≤ n. The claim concerning the bij also follows from the
preceding discussion. 
We can now prove the following fact, an analogue of [HH3, Proposition 5.14], by
including Axiom (6).
Lemma 2.11. Let (R,m) be a complete local domain possessing a closure operation
satisfying Axioms (1)–(6). Let M be a finitely generated R-module. If α : R →M
is a ♮-phantom extension, then α(1) 6∈ mM .
Proof. Suppose that α(1) ∈ mM . Using the notation from Discussion 2.4, we have
α(1) = w1. So, α(1) ∈ mM if and only if w1 = r2w2+· · ·+rnwn such that the ri are
in m. This occurs if and only if the vector (1,−r2, . . . ,−rn)
tr is in Im ν1. In order
for a vector with first component a unit to be in Im ν1, the first row of ν1 must
generate the unit ideal, i.e., (b11, . . . , b1m)R = R. Therefore, there exists j0 such
that b1j0 ∈ R\m. By Lemma 2.10, since α is ♮-phantom, the vector (b11, . . . , b1m)
tr
is in B♮Rm , where B is the R-span in R
m of the vectors (bi1, . . . , bim)
tr for 2 ≤ i ≤ n.
Since bij ∈ m for 2 ≤ i ≤ n and 1 ≤ j ≤ m, Axiom (3) implies that (b11, . . . , b1m)
tr
is in (mRm)♮Rm . Using Axiom (4), for the projection R
m → R mapping onto the
jth0 -coordinate, we see that b1j0 ∈ (mR)
♮
R, but (mR)
♮
R = m by Axiom (6). This
implies that b1j0 cannot be a unit, and so α(1) 6∈ mM . 
3. The Axioms Induce Balanced Big Cohen-Macaulay Modules
In order to use ♮-phantom extensions and our axioms to produce balanced big
Cohen-Macaulay modules, we will use module modifications as found in [Ho1] and
[HH3]. We will leave it to the reader to review the details of the construction in
[HH3, Discussion 5.15], but we will outline the idea and its connection to ♮-phantom
extensions.
Discussion 3.1. We can produce a balanced big Cohen-Macaulay module by
starting with R and successively modifying it to trivialize any relations on sys-
tems of parameters. Starting with M0 = R and w0 = 1, construct a sequence
of modules Mt containing elements wt and homomorphisms Mt → Mt+1 such
that wt 7→ wt+1. Given a module Mt, we construct Mt+1 by selecting a rela-
tion xk+1u = x1u1 + · · · + xkuk in Mt, where x1, . . . , xk+1 forms a partial system
of parameters in R. Then define
Mt+1 :=
Mt ⊕Rf1 ⊕ · · · ⊕ Rfk
R(−u⊕ x1f1 ⊕ · · · ⊕ xkfk)
in order to trivialize the relation in Mt+1. The construction yields a natural map
Mt → Mt+1, where we define wt+1 to be the image of wt. Since we started the
chain with R and 1, we also have maps R→Mt with 1 7→ wt for all t.
Continuing in this manner, we will define the module B to be the direct limit of
all such Mt. The module B has the property that all relations on parameters in B
are trivial, but it is a priori unclear whether or not we have trivialized too much
and caused mB = B. To avoid this possibility, we will show that the image of 1
from R in B is not in mB by showing that wt 6∈ mMt for all t.
In order to accomplish this goal, we will demonstrate that each module mod-
ification R → Mt is a ♮-phantom extension. By Lemma 2.11, we then see that
wt 6∈ mMt for all t, proving that B is a balanced big Cohen-Macaulay module.
8 GEOFFREY D. DIETZ
Discussion 3.2. Let R be a complete local domain. Let α : R→M be an injective
map to a finitely generated R-module M with a relation
(3.3) x1u1 + · · ·+ xk+1uk+1,
where x1, . . . , xk+1 is part of a system of parameters for R. (We will show in
Lemma 3.8 that R injects into all module modifications and use the identity map
on R as a base case.)
Without loss of generality, denote the (not necessarily minimal) generators of M
by
m1 =: α(1),m2, . . . ,mn−k−1,mn−k := u1, . . . ,mn := uk+1.
We then have a short exact sequence as in (2.5):
0→ R
α
→M → Q→ 0,
where Q := M/α(R) = M/Rm1. Using the matrices worked out for the diagram
(2.7), we obtain
(3.4) 0 0
0 // R
α // M //
OO
Q //
OO
0
Rn
µ1
OO
// Rn−1
µ
OO
Rm
ν1
OO
// Rm
ν
OO
where µ and µ1 are as given in Discussion 2.4,
ν :=


b21 · · · b2,m−1 0
...
. . .
...
...
bn−k−1,1 · · · bn−k−1,m−1 0
bn−k,1 · · · bn−k,m−1 x1
...
. . .
...
...
bn1 · · · bn,m−1 xk+1


(as we can include the relation (3.3) without loss of generality), and
ν1 :=
(
b11 · · · b1,m−1 0
ν
)
.
Then (3.4) gives a commutative diagram with exact rows and columns and free
presentations of M and Q.
Notation 3.5. Using the construction in Discussion 3.2, we define the following:
x := (b11, . . . , b1,m−1, 0)
tr, the transpose of the first row of ν1.
y := (bn1, . . . , bn,m−1, xk+1)
tr, the transpose of the last row of ν.
H := R-module generated by all the rows of ν except the last row.
I := (x1, . . . , xk).
Adapting the characterization of ♮-phantom extensions using free presentations
from Lemma 2.10, we have
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Lemma 3.6. Let R be a complete local domain possessing a closure operation
satisfying Axioms (1)–(5). Use the notation from Discussion 3.2 and Notation 3.5.
The map α is ♮-phantom if and only if
x ∈ (Ry +H)♮Rm .
Discussion 3.7. We now investigate module modifications. Using the notation
developed in Discussion 3.2, use free generators f1, . . . fk to define the modification
M ′ :=
M ⊕Rf1 ⊕ · · · ⊕Rfk
R(mn ⊕ x1f1 ⊕ · · · ⊕ xkfk)
of M with respect to the relation (3.3) on the parameters x1, . . . , xk+1. Define
α′ : R→M ′
as the composition α′ = β ◦α, where β(u) is the image of u⊕ 0 · · ·⊕ 0 in M ′ for all
u ∈M .
As stated in Discussion 3.1, in order to show that our sequence of modifications
leads to a balanced big Cohen-Macaulay module B, it suffices to show that α′ is
♮-phantom when α is ♮-phantom.
Lemma 3.8. Using the constructions given in Discussions 3.2 and 3.7, the map
α′ is injective.
Proof. Since α′ = β ◦α and α is injective, it suffices to show that β is also injective.
If β(u) = 0 in M ′, then
u⊕ 0⊕ · · · ⊕ 0 = r(mn ⊕ x1f1 ⊕ · · · ⊕ xkfk)
so that rx1 = 0. As R is a domain, r = 0 and thus u = rmn = 0. 
One can construct free presentations for M ′ and Q′ := M ′/α′(1) similarly to
how we constructed free presentations for M and Q in (3.4) because we added k
new generators and one new relation.
Lemma 3.9. The following diagram is commutative and gives free presentations
for M ′ and Q′:
(3.10) 0 0
0 // R
α′ // M ′ //
OO
Q′ //
OO
0
Rn+k
µ′1
OO
// Rn−1+k
µ′
OO
Rm+1
ν′1
OO
// Rm+1
ν′
OO
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where the matrices µ′ and µ′1 are extensions of µ and µ1 that account for the k new
generators w1, . . . , wk, ν
′ is the (n− 1 + k)× (m+ 1) matrix
ν′ :=


0
...
ν 0
1
x1
0
...
xk


,
and ν′1 is the (n+ k)× (m+ 1) matrix
ν′1 :=
(
b11 · · · b1,m−1 0 0
ν′
)
.
Proof. All of the claims are straightforward to verify. We will describe the exactness
at Rn+k though. Indeed, µ′1 ◦ν
′
1 = 0 as µ1 ◦ν1 = 0 and mn+x1w1+ · · ·+xkwk = 0
in M ′. To see why the kernel of µ′1 is contained in the image of ν
′
1, suppose that
µ′1(r1, . . . , rn+k)
tr = 0. Then
r1m1 + · · · rnmn + rn+1w1 + · · ·+ rn+kwk = r(mn + x1w1 + · · ·+ xkwk)
in M ⊕Rk. Thus,
r1m1 + · · ·+ rn−1mn−1 + (rn − r)mn = 0
in M and rn+i = rxi for all 1 ≤ i ≤ k. Thus, (r1, . . . , rn+k)
tr is an R-linear
combination of the columns of ν′1. 
We now characterize when α′ is ♮-phantom. The proof follows directly from
Lemma 2.10 and our computations of ν′1 and ν
′.
Lemma 3.11. Let R be a complete local domain possessing a closure operation
satisfying Axioms (1)–(5). Use Notation 3.5. The map α′ is ♮-phantom if and only
if
x⊕ 0 ∈ (R(y ⊕ 1) + (H ⊕ 0) + I(0⊕ 1))♮Rm+1 .
We now apply Axiom (6) to connect the conditions characterizing when α and
α′ are ♮-phantom.
Lemma 3.12. Let R be a complete local domain possessing a closure operation
satisfying Axioms (1)–(6). Use Notation 3.5. Let v be in Rm. If v ∈ (Iy+H)♮Rm ,
then v ⊕ 0 ∈ (R(y ⊕ 1) + (H ⊕ 0) + I(0⊕ 1))♮Rm+1 .
Proof. By Axiom (6), 0♮R = 0. By Lemma 1.2(b),
(I(y ⊕ 0) + (H ⊕ 0))♮Rm+1 = (Iy +H)
♮
Rm ⊕ 0
♮
R = (Iy +H)
♮
Rm ⊕ 0.
Since I(y ⊕ 0) ⊆ R(y ⊕ 1) + I(0⊕ 1), Axiom (3) finishes the proof. 
Proposition 3.13. Let R be as in the previous lemma. Use Notation 3.5. If
x ∈ (Iy +H)♮Rm , then α
′ is ♮-phantom.
Before we apply Axiom (7) (the generalized colon-capturing property), we look
again at the closure conditions found in Lemma 3.6 and Proposition 3.13.
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Lemma 3.14. Let R be a complete local domain possessing a closure operation
satisfying Axioms (1)–(5). Use Notation 3.5, let Q := Rm/H, let v := y+H, and
let a ∈ Rm.
(a) a ∈ (Ry +H)♮Rm if and only if a+H ∈ (Rv)
♮
Q.
(b) a ∈ (Iy +H)♮Rm if and only if a+H ∈ (Iv)
♮
Q.
We can now achieve the goal we set at the end of Discussion 3.7.
Proposition 3.15. Let R be a complete local domain possessing a closure operation
satisfying Axioms (1)–(7). Use Notation 3.5. Let Q := Rm/H, and let v := y+H.
If α is ♮-phantom, then α′ is ♮-phantom.
Proof. By Lemma 3.6 and the last lemma, α is ♮-phantom if and only if x +H ∈
(Rv)♮Q. Let π : R
m → R/I be the surjection that projects an element of Rm
onto its last coordinate modulo I. Since the last entries of the generators of H
exactly generate I = (x1, . . . , xk), we see that π(H) = I, and so π factors through
Q. Let f : Q → R/I be the resulting surjection. As the last entry of x is 0, we
have that x +H is also in the kernel of f . By Axiom (7), x +H ∈ (Iv)♮Q and so
x ∈ (Iy +H)♮Rm , which implies that α
′ is ♮-phantom by Proposition 3.13. 
Since α : R → M being ♮-phantom implies that the map α′ : R → M ′ is ♮-
phantom, where M ′ is a module modification of M , we can conclude the following
theorem by using Lemma 2.11 and Discussions 3.1 and 3.7.
Theorem 3.16. Let R be a complete local domain possessing a closure operation
that satisfies Axioms (1)–(7). Then there exists a balanced big Cohen-Macaulay
R-module B.
4. Big Cohen-Macaulay Modules Imply the Axioms
In this section, assume that (R,m) is a complete local domain and that B is
a balanced big Cohen-Macaulay R-module. We will define a closure operation for
R-modules, based on B, that will satisfy Axioms 1.1.
Definition 4.1. Given R and B as above and finitely generatedR-modulesN ⊆M ,
define N ♮M to be the set of all u ∈ M such that for all b ∈ B we have b ⊗ u ∈
Im(B ⊗N → B ⊗M).
Theorem 4.2. The closure operation N ♮M defined above in terms of the balanced
big Cohen-Macaulay R-module B satisfies Axioms 1.1.
Proof.
(1) The claim that N ⊆ N ♮M is clear and basic tensor product properties imply
that N ♮M is a submodule of M .
(2) By Axiom (1), N ♮M ⊆ (N
♮
M )
♮
M . Suppose that u ∈ (N
♮
M )
♮
M , and let b ∈ B.
Then b⊗u ∈ Im(B⊗N ♮M → B⊗M), which implies that b⊗u =
∑
j bj⊗vj in
B⊗M , where bj ∈ B and vj ∈ N
♮
M . Since each bj⊗vj ∈ Im(B⊗N → B⊗M),
we have b ⊗ u ∈ Im(B ⊗N → B ⊗M). Thus, u ∈ N ♮M .
(3) Given N ⊆ M ⊆ W , the inclusion N ♮W ⊆ M
♮
W follows from the fact that
Im(B ⊗N → B ⊗W ) ⊆ Im(B ⊗M → B ⊗W ).
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(4) Given N ⊆M and f :M →W , the inclusion f(N ♮M ) ⊆ f(N)
♮
W follows from
the fact that the map B⊗ f maps Im(B ⊗N → B⊗M) to Im(B⊗ f(N)→
B ⊗W ).
(5) Suppose that N ♮M = N and that u ∈ 0
♮
M/N . Then for all b ∈ B, we have
b ⊗ u = 0 in B ⊗M/N ∼= (B ⊗M)/Im(B ⊗ N → B ⊗M). Thus, b ⊗ u ∈
Im(B ⊗N → B ⊗M) so that u ∈ N ♮M = N . Therefore, u = 0 in M/N .
(6) Suppose that x ∈ m♮R \m. Then x is a unit in R, and for all b ∈ B we have
xb ∈ mB. Therefore, x annihilates B/mB, but since x is a unit, B = mB,
contradicting the fact that B is a balanced big Cohen-Macaulay R-module.
Now, suppose that x ∈ 0♮R. Then xb = 0 in B for all b ∈ B. Since R
is a domain and B is a balanced big Cohen-Macaulay R-module, x cannot
annihilate nonzero elements of B unless x = 0.
(7) Suppose f : M → R/I (we do not need to assume it is surjective), where
x1, . . . , xk+1 is a partial system of parameters for R, I = (x1, . . . , xk), and
f(v) = xk+1 + I. Let u ∈ (Rv)
♮
M ∩ ker f , and let b ∈ B. Then f(u) = 0, and
b⊗ u = cb⊗ v in B⊗M . Therefore, cb⊗ f(v) = 0 in B⊗R/I, which implies
that cbxk+1 + IB = IB in B/IB. Hence, cbxk+1 ∈ IB. Since B is balanced
big Cohen-Macaulay, cb ∈ IB. Thus,
b⊗ u ∈ Im(IB ⊗Rv → B ⊗M) = Im(B ⊗ Iv → B ⊗M),
and so u ∈ (Iv)♮M .

5. Common Closure Operations and the Axioms
In the final section we compare tight closure, plus closure, Frobenius closure, and
solid closure with the axioms. We refer the reader to [HH1], especially Section 8,
for the definitions and notation involved in tight closure of modules. See [HH2]
and [Sm] for the details on plus closure and its properties. See [HH3, Section 7] for
information on Frobenius closure, and see [Ho2] for details on solid closure.
It is easy to see that any closure operation that can be defined in terms of tensor
products with R-modules or R-algebras, e.g., plus closure, Frobenius closure, or
solid closure, will satisfy Axioms (1)–(5). These three closure operations also satisfy
Axiom (6) as each is contained in the integral closure. The crucial axiom to verify
is thus Axiom (7).
Example 5.1. Plus closure in prime characteristic p satisfies Axiom (7) as it is
defined in terms of the balanced big Cohen-Macaulay R-algebra R+, the absolute
integral closure of R.
Example 5.2. Frobenius closure does not satisfy Axiom (7) in general as it does not
even satisfy colon-capturing. For example, let K be a field of prime characteristic
p ≡ 1 (mod 3). Set R = K[X,Y, Z]/(X3+ Y 3 +Z3) = K[x, y, z], the cubical cone,
and set S = K[s, t]. Then let T = K[xs, ys, zs, xt, yt, zt] be the Segre product of R
and S. After localization at the maximal ideal and completion, T̂ is a complete local
domain that is not Cohen-Macaulay. It can be checked that ys, xt, and xs−yt form
a system of parameters, but the relation (zs)(zt)(xs − yt) = (zs)2(xt) − (zt)2(ys)
shows that we do not have a regular sequence. (See [Ho3, pp. 15–16] for the details.)
On the other hand, R is F -pure (see [Ho3, pp. 162, 269]) and so is R[s, t]. Since T
is a direct summand of R[s, t] as a T -module, T and T̂ are also F -pure. Therefore,
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IF = I for all ideals in T̂ and so colon-capturing cannot hold in T̂ since it is not
Cohen-Macaulay.
Example 5.3. In positive characteristic, solid closure and tight closure coincide for
complete local domains [Ho2, Theorem 8.6]. Proposition 5.6 below will then show
that solid closure satisfies Axiom (7) in this case. In equal characteristic 0, solid
closure contains the various notions of tight closure in equal characteristic 0 [Ho2,
Theorem 11.4]. Since those tight closure operations capture colons, solid closure
does as well. Whether or not solid closure obeys Axiom (7) in characteristic 0 is
unknown. In mixed characteristic, the situation is more mysterious. It is not even
known whether a complete local domain having all parameter ideals solidly closed
must be Cohen-Macaulay for dimension greater than two, and so colon-capturing
may not hold.
Example 5.4. In positive characteristic, tight closure satisfies all of Axioms 1.1
for a complete local domain R. Axioms (1), (2), and (3) are given in [HH1, Propo-
sition 8.5(a), (e), (b)]. Axiom (5) is found in [HH1, Remark 8.4]. Axiom (6) is a
consequence of [HH1, Theorem 5.2] since 0 and m are integrally closed in R.
For lack of a convenient reference, we will outline the proof for Axiom (4) before
proving Axiom (7), the generalized colon-capturing property.
Lemma 5.5. Let R be any ring of prime characteristic p > 0. Then Axiom (4)
holds, i.e., given f :M →W with N ⊆M , we have f(N∗M ) ⊆ f(N)
∗
W .
Proof. If u ∈ N∗M , then there exists a c ∈ R not in any minimal prime such that
c ⊗ u ∈ Im(Fe(N) → Fe(M)). Thus, c ⊗ f(u) ∈ Im(Fe(f(N)) → Fe(W )), so
f(u) ∈ f(N)∗W . 
Proposition 5.6. Let R be a complete local domain of prime characteristic p > 0.
Axiom (7), the generalized colon-capturing property, holds for tight closure.
Proof. Let f : M → R/I be a homomorphism, where x1, . . . , xk+1 is a partial
system of parameters for R, I = (x1, . . . , xk), and f(v) = xk+1. Suppose that
u ∈ (Rv)∗M ∩ ker f . We need to show that u ∈ (Iv)
∗
M . Let c be a test element
for R, which exists by [HH1, Corollary 6.24]. Then for all q = pe, we have cuq ∈
(Rv)
[q]
M . Applying f , we have cf(u)
q = rqx
q
k+1 in R/I
[q]. Since f(u) = 0, rqx
q
k+1 ∈
I [q] so that rq ∈ I
[q] : xqk+1. By regular colon-capturing for tight closure [HH1,
Theorem 4.7], rq ∈ (I
[q])∗ and so crq ∈ I
[q] since c is a test element. Therefore,
c2uq = crqx
q
k+1 ∈ (Iv)
[q]
M and so u ∈ (Iv)
∗
M . 
Example 5.7. Using the usual reduction to characteristic p arguments (see [HH4],
specifically Theorem 4.1.7 on colon-capturing), one can deduce that equal charac-
teristic 0 tight closure notions also obey Axioms (1)–(7).
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