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ABSTRACT 
Estimation of Field Alfalfa Evapotranspiration 
in a Windy, Arid Environment 
by 
J. Burdette Barker, Master of Science 
Utah State University, 2011 
Major Professor: Dr. Robert W. Hill 
Department: Civil and Environmental Engineering 
Evapotranspiration (ET) of center pivot irrigated alfalfa was studied in the windy, 
arid, Curlew Valley, Northern Box Elder County, Utah, during the summers of 2009 and 
2010. ET was estimated using eddy covariance (EC) and surface renewal (SR) 
techniques. ET estimates from the EC and SR analyses were compared with estimates 
using ASCE Standardized Reference ET Equation, with both dual and mean crop 
coefficients. 
EC energy balance closure was 0.80, on average, in 2009 and 0.76 in 2010. The 
SR weighting parameter (α) was calculated through linear regression of EC and SR 
sensible heat flux estimates. Alpha was found to be 0.70 if EC energy balance closure 
was forced and 0.55 if closure was not forced. ET from SR analysis with α = 0.70 
(ETSRα=0.70) was 409 mm in 2009 and 331 mm in 2010. ET from EC analysis with forced 
closure (ETECforced) was 390 mm in 2009 and 326 mm in 2010. In contrast, ETSRα=0.55 was 
408 and 333 mm in 2009 and 2010, respectively, while ETECunforced was 315 and 251 mm 
in 2009 and 2010, respectively. 
    
iv 
Combined ETECforced and ETSRforced were compared with estimated crop ET from 
the ASCE Std. Eq. with both dual and mean crop coefficients (ETcDual and ETcm, 
respectively). ETcDual was 689 mm in 2009, as compared to ETcm and ETEC-SRforced, which 
were 677 and 617 mm, respectively. In 2010 ETcDual was 674 mm, with ETcm and ETEC-
SRforced being 629 and 576 mm, respectively. The Kcm approach more closely 
approximated the estimated wet soil evaporation determined from the ETEC-SRforced for the 
measurement conditions and stated assumptions. 
ETEC-SR estimates were compared with irrigation application information to 
approximate field scale water balances. Effective precipitation plus net irrigation 
application (less wind drift and evaporation) were nearly equal to ETEC-SRforced for 2
nd
 and 
3
rd
 crops of alfalfa in 2009 and 2010. No deep percolation was calculated using ETEC-
SRforced; however, soil moisture measurements were not sufficient to verify that this was 
true. The water balances suggested that the fields were being underirrigated which may 
have caused salt accumulation in the soil, as evidenced by the low reported yields. 
 (175 pages)  
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CHAPTER I 
INTRODUCTION 
Agricultural water consumption has been estimated by some to represent 87% of 
the demand for fresh water in The United States (Pimentel et al. 1997). In Utah it is 
estimated that 80% of all developed water goes to agriculture (UDWR 2001). Much of 
this water is used for irrigation. The appropriate and responsible use of irrigation water 
will continue to be an important issue in the years to come, particularly as demand 
increases. The primary purpose of irrigation is to provide water for crop production. 
Responsible use of irrigation water relies on accurate estimation of crop water use. 
Crop water use can be defined as the amount of water that is removed from the 
crop root zone of the soil due to plant transpiration and evaporation from the soil surface. 
This combined process is called evapotranspiration (ET). There are many methods for 
estimating ET. Many methods are intensive and limited to a relatively small number of 
research facilities. The difficulty of obtaining accurate ET estimates has led to a relative 
lack of reliable ET estimates for certain crops and environmental conditions, particularly 
in commercial farm settings. 
A practical way to estimate ET in commercial farm settings is to estimate the 
amount of energy used in evaporative processes. This is done by measuring and/or 
estimating the energy fluxes at the crop and soil surfaces using micrometeorology. 
Perhaps the two most common methods for estimating the surface energy balance are 
eddy covariance (EC) and Bowen ratio energy balance (BREB) techniques. A third less 
well known method is the surface renewal method (SR) (Paw U and Brunet 1991; Paw U 
et al. 1995; Snyder et al. 1996). These techniques vary in how they estimate the portion 
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of available energy that is used in evaporative processes and heating the air (latent and 
sensible heat fluxes, respectively). EC, BREB, and SR methods all involve the collection 
of large amounts of data, which require significant effort in processing to obtain accurate 
estimates of ET. The intensity of data collection and processing, coupled with the 
expense of the sensors, make these methods impractical for determining long term and/or 
real time irrigation requirements. 
A common method for estimating ET for broad application is the use of empirical 
or semi-empirical models to estimate ET. Typically ET is estimated for a reference crop, 
such as alfalfa or clipped grass, based on available weather data. This reference 
evapotranspiration (ETr) can then be multiplied by a coefficient to estimate the ET for 
different crop types and growth conditions. Although such models are applied widely, 
they are empirical or semi-empirical in nature and should thus be compared with local 
measurements of crop water use. EC, BREB, and SR techniques are useful to provide 
such comparisons. 
A commonly used equation for estimating ETr is the American Society of Civil 
Engineers Standardized Reference Evapotranspiration Equation, ASCE Std. Eq., (ASCE-
EWRI 2005). This equation is a version of the Penman-Monteith Equation (Monteith 
1965; Monteith 1981). Although the ASCE Std. Eq. was developed to be applicable in 
many locations, it is, as are all reference ET equations, not perfect, as the authors admit 
(ASCE-EWRI 2005). It was observed from estimates of ETr that the ASCE Std. Eq. 
appeared to over estimate ET in high wind areas of Utah. It was hypothesized that the 
equation‟s response to high wind speeds was the primary cause of this discrepancy. The 
response of the full ASCE Penman Monteith Equation (Jensen et al. 1990), from which 
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the ASCE Std. Eq. was derived, to high wind speeds in comparison with the 1982 
Kimberly Penman Equation (Wright 1982) was acknowledged in ASCE-EWRI (2005). 
In windy arid environments, advection, or the horizontal transport of energy into 
the crop canopy from the arid surroundings can be a major contributor to ET. The full 
ASCE Penman Monteith Eq. was found to underestimate ETr at Bushland, TX, a location 
known for its windy conditions and large amounts of advection. The mixed response of 
reference ET equations to windy arid conditions led to the concern that the ASCE Std. 
Eq. was not performing as desired in windy locations in Utah. 
Many of the windy locations in Utah are located in the western portion of the 
state, where large expanses of desert and range surround irrigated valleys. In these 
valleys water is often supplied by deep wells, requiring large amounts of energy for 
pumping. Additionally, the demand on limited ground water resources is of great concern 
in many areas in Utah (UDWR 2006). Accurate knowledge of crop water use and the 
performance of the ASCE Std. Eq. in the windy arid areas of western Utah could be of 
great worth to managers of water resources and farms. 
The primary objective of this study was to estimate ET for center pivot irrigated 
alfalfa in a windy, arid environment in Utah. The Snowville Flat in Curlew Valley, in 
northwestern Utah was chosen as a study area because of the windy conditions present 
during daytime hours and the arid environment surrounding the irrigated flat. Alfalfa was 
chosen because it is the single most prominent crop in Utah (USDA-NASS 2009). Alfalfa 
is also a good crop because at full cover it is similar to the tall reference crop used in 
many reference ET equations. A secondary objective was to assess the performance of 
empirical calculations of ET using the ASCE Standardized Reference Evapotranspiration 
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Equation (ASCE-EWRI 2005) with published crop coefficients under windy, arid 
conditions in Utah. These objectives were accomplished by completing the following 
tasks. 
1. ET was estimated using EC and SR methods during the 2009 and 2010 
growing seasons (two SR systems were used in 2009). 
2. ET estimations from the EC and SR energy balance methods were compared. 
3. Reference ET was calculated and compared for four locations in Curlew 
Valley for the 2007 to 2009 growing seasons and only two locations in 2010. 
4. ET estimates were compared with crop yield and published water use 
efficiencies. 
5. Estimated ET values were compared with estimated irrigation application and 
rain measurements. 
The results of this study should be useful for water resource planning in windy, 
arid areas of Utah. It should also be useful for farm managers in Curlew Valley, Utah, to 
determine needed adjustments to irrigation scheduling and pivot operation, for maximum 
economic benefit. The results of this study may be of interest to law makers in Utah and 
Idaho as they consider the implications of ground water pumping in the Curlew Valley. 
This study may also inspire further research in areas such as wet soil evaporation and the 
effect of alfalfa stand age on crop water consumption.  
    
5 
CHAPTER II 
LITERATURE REVIEW 
Eddy Covariance and Surface Renewal 
Evapotranspiration (ET) from a vegetated surface is a result of multiple 
biophysical processes, which are dependent on crop and meteorological conditions. A 
common method of estimating ET is to estimate the amount of energy that is involved in 
evaporative processes, or latent energy (LE). ET can be found as: 
 
LE
ET  (1) 
where λ is the latent heat of vaporization for water (Allen et al. 1998). ET for a crop can 
be estimated directly by measuring the components of the surface energy balance to find 
LE. A simplified surface energy balance (Tanner 1960) is: 
 nR G H LE  (2) 
where Rn is the sum of net long wave and short wave radiation (positive downward, 
towards the ground surface), G is the energy flux into the soil (positive downward, away 
from the surface), H is the sensible heat flux or energy used to heat the air (positive 
upward, heating the air), LE is also positive upward. Other terms, such as energy storage 
by the surface and energy used in photosynthetic processes, are small and have been 
neglected in Equation 2. 
The Rn term in Equation 2 can be measured with a net radiometer which measures 
the incoming global radiation along with outgoing long wave and reflected short wave 
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radiation. The difference between the incoming and outgoing radiation is the net 
radiation. Soil heat flux can be measured by using one or more soil heat flux plates. The 
plates are inserted below the soil surface, typically at depths of 0.08 or 0.1 m. The 
measured energy flux values, then, represent the flux at the depth of the sensor. Soil heat 
flux measurements must be corrected for energy stored in the soil above the plate, to 
estimate G at the soil surface (Sauer and Horton 2005). The G correction requires soil 
moisture and temperature data for the soil above the sensor plate. A number of methods 
exist for estimating H and LE. Two of these methods used currently are: Eddy covariance 
and surface renewal. These two methods are discussed below. 
Eddy Covariance  
The eddy covariance method estimates LE and H directly by measuring 
covariances of vertical wind speed, air temperature, and water vapor density data. Eddy 
covariance systems use fast response sensors to measure the previously mentioned 
parameters at a high frequency, typically 10 or 20 Hz. Vertical wind velocity, Uz, air 
temperature, Ta, and water vapor density, ρv, are measured over a period of time, often 30 
minutes (Burba and Anderson 2007). The latent heat flux during the averaging period can 
be calculated by analyzing the covariance between the instantaneous vapor densities and 
vertical wind speeds as follows: 
  
N
v zi zi 1 vi
( )(U U )
LE
N
  (3) 
The subscript “i” represents the instantaneous value of the respective parameter, and the 
values with bars represent averages during the averaging period. N is the number of 
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samples during the averaging period and ρa is the air density. Note: the summations 
divided by N are the covariance calculations (Van Dijk et al. 2004). Sensible heat flux is 
obtained in a similar manner as LE, by taking the covariance of the air temperature and 
vertical wind velocity during the averaging period as: 
 
N
a zi zi 1 ai
a pa
(T T )(U U )
H c
N
 (4) 
An eddy covariance system, when combined with Rn and G measurements, 
measures all of the components of the energy balance (Equation 2). This means that 
Equation 2 can be used to test for “closure” of the balance. A closed energy balance 
would be the case when Rn - G - H - LE = 0. Twine et al. (2002) discussed the importance 
of ensuring the conservation of energy in estimates by adjusting H and LE to force 
closure. Twine et al. (2002) concluded that the method used to force closure was not as 
important as the need to make sure that energy is conserved in the analysis. However, 
they suggested that incrementing H and LE proportionately, while keeping the ratio of H 
to LE constant, so that H + LE = Rn + G was a preferred method of forcing closure. 
Forcing closure does, however, assume that Rn and G are measured with greater accuracy 
then H and LE, which may not be true. 
Surface Renewal Method  
The surface renewal method estimates sensible heat flux (Paw U and Brunet 
1991; and Paw U et al. 1995). By combining Rn, G, and H measurements the residual 
energy is assumed to all be LE: 
 nLE R G H  (5) 
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Rn and G are measured directly for the surface renewal method and H is estimated as 
(Spano et al. 1997). 
 
a pa
T
H c z '
t
 (6) 
where ρa is the density of the air, cpa is the specific heat of the air, ∂T/∂t is the change of 
air temperature with respect to time, and z‟ is the height of the air parcel passing by the 
measurement point. Since z‟ is not necessarily known it is replaced with the measurement 
height, z, which results in an estimated sensible heat flux, H‟, as follows: 
 
a pa
T
H' c z
t
 (7) 
H measurements from an Eddy Covariance system can be used to calibrate the H‟ 
measurements through linear regression. As a result, H is calculated from the surface 
renewal measurements as (Snyder et al. 1996): 
 H H' (8) 
where α is a unit-less weighting or correction factor. 
The Surface Renewal method uses the theory of temperature ramps described by 
Van Atta (1977) to find the ∂T/∂t term in Equation 7. Van Atta suggested that under 
unstable atmospheric conditions a temperature ramp is formed by a slow increase in 
temperature followed by a sudden drop. A similar occurrence happens in stable 
conditions where a slow temperature decrease is followed by a sudden temperature 
increase, forming an inverse ramp (Snyder et al. 1996). 
    
9 
The measurement of sensible heat flux with Surface Renewal techniques uses the 
relationship between the amplitude of the temperature ramps ( a), the time duration of the 
ramp (d), and the rest time between ramps (s) to find ∂T/∂t as follows (Snyder et al. 
1996): 
 
T a
t d s
 (9) 
The values of a, d, and s are calculated from air temperature data using a turbulence 
structure function. Air temperature measurements are made using a fine wire 
thermocouple (typical sampling rates are 4 or 8 Hz). The air temperature for each sample 
time is compared to temperatures from two previous times using a turbulence structure 
function (Snyder et al. 1996; Van Atta 1977): 
 
m j n
i jn i 1 i
(T T )
S (r)
m
 (10) 
where S
n
(r) is the n
th
 order turbulence structure function for the lag time (r), Ti is the 
temperature at time i and Ti-j is the temperature r seconds earlier, j is the number of 
samples in r seconds.  
Typical lag times are 0.25 and 0.5 seconds. For a sampling rate of 4 Hz this would 
be the previous one and two samples. A typical averaging period for surface renewal 
analysis is 30 minutes. Van Atta (1977) showed that the 2
nd
, 3
rd
, and 5
th
 order structure 
functions (Equation10) could be combined to provide an good estimation of amplitude, 
which is presented following the convention of Snyder et al. (1996): 
 
3a pa q 0  (11) 
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where 
 
5
2
3
S r
p 10S r
S r
 (12) 
and 
 3q 10S r  (13) 
Equation 11 is solved for real roots to determine the ramp amplitude. Van Atta (1977) 
showed further that the ramp duration, d + s, could be found by: 
 
3
3
a r
d s
S r
 (14) 
Once a and d + s are found H can be calculated by combining Equations 7 through 9 
(Snyder et al. 1996) as follows: 
 
a pa
a
H c z
d s
 (15) 
Comparisons of SR and EC. 
Eddy covariance measurements have commonly been used to evaluate the 
accuracy of the surface renewal method. Snyder et al. (1996) suggested that the sensible 
heat flux estimated by surface renewal systems can be corrected by using a correction 
coefficient, α, such that HEC = αHSR., where HEC is the H obtained by eddy covariance 
measurements and HSR is the H found by the SR method. The parameter α can be 
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determined through linear regression between eddy covariance and surface renewal H 
values (Snyder et al. 1996).  
Hanson et al. (2008) placed EC and SR instrumentation on deficit irrigated alfalfa 
fields at three locations in California. The results of this study showed a good linear 
relation between ET values derived from EC and SR measurements, with α values near 
0.4 (Hanson et al. 2007, 2008). Snyder et al. (2008) suggested that the SR technique was 
a good alternative to EC and BREB methods. They found α to be 1.12 over pasture grass 
on Twitchell Island, CA when comparing EC and SR H values. The difference in α 
values found in these two studies may be attributed to the difference in crop types and 
perhaps the measurement height, Hanson et al. (2007, 2008) used 1.5 m above the ground 
and Snyder et al. (2008) used 0.6 m. Spano et al. (1997) found that α changed with 
measurement height over short grass, but this was assumed to be a result of wind shear 
over the short canopy. 
In another study, Castellvi et al. (2006) compared both sensible and latent heat 
fluxes measured by EC and SR techniques over irrigated rice in Spain. They reported that 
the SR method accurately determines H, and suggested that an estimated Bowen ratio 
value could be used to determine LE under unstable atmospheric conditions. Their results 
were inconclusive under stable conditions. 
Zapata and Martínez-Cob (2002) showed that SR calculated LE over wheat was 
similar to LE values obtained from a weighing lysimeter in Spain. The study showed a 
relative difference of about 10% between LE values obtained from the SR analysis and 
the weighing lysimeter. They did not use a calibration from an EC station, but instead 
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They measured the changing crop height and subtracted crop height from the 
measurement height, z, to get an approximation of z‟ (Equation 6). 
It is seen from the literature that the SR method shows much promise as an 
alternative method for estimating sensible heat flux and subsequently ET. Further 
research is needed, however, to determine the transferability of α for a given crop from 
location to location. For the present the use of the SR method requires comparison with 
EC data. 
Estimating Crop Water Use with Reference Evapotranspiration 
ASCE Standardized Reference  
Evapotranspiration 
One method of empirically estimating ET is to estimate ET for a simplified, 
defined or reference condition (Allen et al. 1998; ASCE-EWRI 2005). Typical reference 
surfaces include short reference crop, similar to clipped grass, and a tall reference crop, 
similar to full cover alfalfa. Reference ET for short and tall references are denoted as ET0 
and ETr, respectively.  
Estimated crop evapotranspiration (ETc) is found by adjusting ETr or ET0 to 
represent specific crop, climate, and site conditions by multiplying ETr (or ET0) by a crop 
coefficient (Kc), as follows (Allen et al. 1998): 
 c c rET K ET  (16) 
In an effort to “…bring commonality to the calculation of reference ET and to provide a 
standardized basis for determining or transferring crop coefficients for agricultural and 
landscape use…” a report was published by the Task Committee on Standardization of 
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Reference Evapotranspiration of the Environmental and Water Resources Institute of the 
American Society of Civil Engineers (ASCE-EWRI 2005). 
The ASCE-EWRI report presented a Standardized Reference Evapotranspiration 
Equation (ASCE Std. Eq.), which is similar to the equation proposed in the Food and 
Agriculture Organization of the United Nations Irrigation and Drainage Paper No. 56 
(Allen et al. 1998), with the primary difference being that the former is only for short 
reference, ET0, calculations. Crop coefficients can be determined for specific sites and 
crops. When site specific Kc values are not available, published values may be used, e.g. 
Allen and Wright (2002). 
Crop Coefficients 
ETc is estimated by multiplying ETr by Kc, a dimensionless crop coefficient, as 
described by Equation 16. Kc values change with crop conditions and growth stage and 
are most accurate when applied in conditions similar to those in which they were 
developed. ET is a combination of both plant transpiration and evaporation (primarily 
from the soil surface), and therefore the Kc must account for both. Two common methods 
are implemented for applying Kc values. These two methods are the single, or mean, and 
the dual crop coefficient approaches. 
Mean crop coefficient approach. The mean Kc (Kcm), represents the transpiration 
from the crop with wetted soil evaporation distributed smoothly over the season (Jensen 
et al. 1990). Jensen et al. (1990) suggested that the Kcm could be adjusted for crop water 
stress by multiplying Kcm by a scaling factor, Ka. Ka = 1 when soil moisture is adequate 
enough to not restrict transpiration, if this is not the case Ka < 1. 
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Perhaps the greatest advantage of applying the Kcm approach is that it does not 
require knowledge of irrigation or rain events. However, since spikes in ET relating to 
soil evaporation have been smoothed over in the development, Kcm curves are particularly 
representative of irrigation or precipitation patterns at the development site. Allen and 
Wright (2002) propose Kcm curves for use with ETr estimated using the ASCE Std. Eq. 
These curves were developed from curves published previously by Wright (1982) and 
Jensen et al. (1990). 
Dual crop coefficient approach. An alternative method that may more correctly 
model an actual system day-to-day, is the dual crop coefficient approach (Jensen et al. 
1990; Wright 1982). The dual crop coefficient approach accounts for transpiration and 
wetted soil evaporation separately as: 
 c cb a eK K K K  (17) 
where Kcb is a basal crop coefficient (primarily representing the transpiration 
component), Ka is a scaling factor accounting for crop water stress as described for mean 
crop coefficients above, and Ke represents evaporation from the wetted soil surface 
(Jensen et al. 1990). Ke = 0 when the soil surface is dry. 
 Jensen et al. (1990) suggest an equation for determining Kc following the dual 
crop coefficient approach: 
 
1
2
c cb a 1 cb a w d
d
t
K K K K K K 1 f , for t t
t
 (18) 
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where K1 represents the maximum Kc normally occurring after soil wetting, t and td are 
time after wetting and normal time required for soil surface to appear dry, respectively, 
(both in days), and fw is the fraction of soil wetted. Allen et al. (1998) give a definition of 
fw along with an alternative method to determining soil evaporation to that described by 
Equation 18. For sprinkler irrigation fw = 1, because the entire soil surface is wetted. This 
is true also for rain events with adequate depth to wet the entire surface.  
Jensen et al. (1990) suggest the following inequality to determine if a rain event is 
sufficient to wet the entire surface: 
 d 1 cb a rP 0.35(t 1.5) K K K ET  (19) 
where P is precipitation and all other variables have previously been defined. In situations 
when the inequality in Equation 19 is not satisfied, Jensen et al. (1990) suggest that: 
 w
d 1 cb a r
P
f
0.35(t 1.5) K K K ET
 (20) 
be used. 
Comparison of Energy Balance and  
Reference ET Techniques 
Energy balance and reference ET methods both have strengths and weaknesses 
(Rana and Katerji 2000). Energy balance techniques estimate ET directly. However, their 
data is site specific, expensive, and time consuming to obtain. Reference ET methods are 
convenient because they tend to be more representative of a larger area and only require 
the weather station data. Comparing energy balance ET and calculated ETr can allow for 
improved long term estimates of ET (Rana and Katerji 2000). 
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Fillmore (2007) showed that ET estimated by the BREB method over alfalfa was 
about 77% of ET estimated by the ASCE Std. Eq. and crop coefficients from Allen and 
Wright (2002) in the Curlew Valley of Northern Utah. This difference may be due to the 
high wind velocities frequent in that area. Irmak et al. (2005) found that the ASCE Std. 
Eq. tends to over estimate ETr, if a daily calculation time step is used, in areas with 
fluctuating diurnal wind. Irmak et al. (2005) further suggested that hourly time steps may 
be more accurate in high wind environments.  
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CHAPTER III 
METHODOLOGY 
General Study Area 
 Curlew Valley is located in northwest Box Elder County, Utah, along the Utah-
Idaho border (85 km WSW of Logan, UT, see Figure. 1). The valley is relatively flat with 
measurement site elevations varying from about 1350 m to about 1360 m above mean sea 
level. The normal average daily temperature during the summer (June through August) is 
16.7 °C with a normal summer total precipitation of 61.5 mm (NOAA 2001). During the 
summers of 2008 through 2010 the average daily wind run in the valley was about 220 
km d
-1
, with nearly 13% of the hourly average wind speed measurements exceeding 5 m 
s
-1
. The prevailing daytime wind in the region is out of the south, however, north winds 
are frequent during the afternoon. 
The persistence of relatively high daytime wind speeds make Curlew Valley of 
interest in studying the effects of high wind speeds on ET estimates. The dominant crop 
in the area is alfalfa, with small grain frequently grown in rotation. This is beneficial to 
ET estimation because measurements over an actively growing crop are possible 
throughout the entire growing season. Most fields in the valley are irrigated with center 
pivots, although a few wheel move (side roll) sprinkle irrigated fields remain in the 
valley. 
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Measurement Sites and Instrumentation 
Site Description 
Crop water use research in this area began in 2005 when two BREB systems were 
used to measure ET on a center pivot irrigated alfalfa field at the northeast end of the 
valley (Fillmore 2007). The eastern end of the valley was chosen because the ranch there 
“…seemed to be particularly well managed…” (Fillmore 2007). This particular field was 
selected because it had a well established alfalfa stand planted in 2001, and most of the 
adjacent fields were also producing alfalfa in 2005 and 2006 (Fillmore 2007). This site 
was maintained for the flux measurements made from 2007 through 2010, to allow 
results to be comparable and shall be referred to as the Pivot 10 (P10), following the 
convention of the ranch management. 
P10 is located such that an adjacent center pivot irrigated alfalfa field (P7) lies 
immediately to the north. This offered a good location for measuring fluxes because the 
crops in each field were managed similarly. It also provided more than 250 m (100 times 
the measurement height) of fetch from a majority of wind directions. A satellite image of 
the valley, including the NE study area is presented in Figure 1. Locations of the EC, SR, 
and BREB systems, as well as electronic weather stations used from 2007 through 2010 
are shown by markers in Figure 1. 
The primary challenge of measuring fluxes with contributions from the two fields 
was that the irrigation events did not necessarily occur at the same intervals. This caused 
inconsistencies, particularly during the development stage of the crop, when soil 
evaporation was a major component of ET. The soils in both P10 and P7 are classified as 
Thiokol Silt Loam (USDA-NRCS 2009). Although the alfalfa stand in P10 was well  
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Figure 1. Curlew Valley study area with weather station locations for each year 
of the study (Satellite images from Google Earth, October 25, 2010). 
 
 
developed for most of the study, by 2009 the stand had begun to show signs of age. This 
was particularly noticeable in 2010 when yields dropped and the alfalfa was visibly more 
sparse, in places, than neighboring fields including P7. 
EC, BREB and SR Instrumentation 
On May 27, 2009, an EC system and SR system were installed between P10 and 
P7 (N 41° 58.924‟ W 112°), see Figure 1, Marker 2, and Figure 2. A BREB system was 
installed adjacent to the EC and SR systems, but it‟s data was not included in analyses  
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Figure 2. Photograph of three co-located flux stations in 2009, looking north 
(toward P7). Left to right: BREB, SR(NE), and EC. 
 
because of the problems with the chilled mirror hygrometer. The EC and SR systems 
were each equipped with a Q-7.1 net radiometer, originally mounted about 1 m above the 
soil surface near each station, On August 18, the net radiometers were raised to a height 
of 1.5 m above the soil surface and moved out into the field 8 to 9 m from the stations. 
The net radiometers were positioned to fit between pivot nozzle drop tubes. 
Soil heat flux was measured by each system using two HFT3 soil heat flux plates 
(REBS, Seattle, WA) installed at a depth of 8 cm below the soils surface. Energy storage 
in the soil above the plates was estimated using TCAV soil averaging thermocouples 
(Campbell Sci., Inc., Logan, UT) installed with probes at 2 and 6 cm below the surface. A 
CS615 water content reflectometer (Campbell Sci., Inc., Logan, UT) TDR probe, was 
installed near the EC soil heat flux plates between 4 and 6 cm below the soil surface to 
measure the volumetric soil water content. The water content was used for estimating the 
specific head capacity of the soil when correcting soil heat flux measurements for heat 
storage above the plates. 
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The EC was equipped with a CSAT3 3-D sonic anemometer (Campbell Sci., Inc., 
Logan, UT) for measuring high frequency 3-D wind velocities and a KH20 krypton 
hygrometer (Campbell Sci., Inc., Logan, UT) for measuring water vapor fluctuations. The 
sonic anemometer and hygrometer were mounted at 2.5 m above the soil surface and 
pointed due east. The hygrometer was positioned on the north side of the anemometer, 8 
cm behind the center of the anemometer‟s transducer paths. 
The krypton hygrometer was factory calibrated on July 17, 2008. A plot of the 
calibration points is presented in Figure 3. A second order polynomial function was fit to 
the calibration data (R
2
 = 0.9998) for use in the flux calculations. The EC was also 
equipped with an HMP45C air temperature and relative humidity probe for absolute 
vapor pressure determination. The humidity probe was positioned at 2.5 m above the 
ground and about 70 cm behind the anemometer‟s transducer paths. The EC and SR 
systems were each equipped with a CR1000 measurement and control datalogger 
(Campbell Sci., Inc., Logan, UT) for sensor control and measurement. EC sensors were 
sampled at 10 Hz. 
The SR had two FW3 fine wire thermocouples (Campbell Sci., Inc., Logan, UT), 
mounted at 2.1 m above the soil for measuring air temperature ramps. The 2.1 m height 
corresponded to between five and seven times the average canopy height (30 – 40 cm). 
This height range, suggested by Paw U et al. (2005), resulted in α weighting factors near 
unity over grass. The junction on the FW3 thermocouples was 76.2 μm in diameter, 
which is small enough to avoid solar loading, but large enough to be relatively durable. 
Paw U et al. (2005) suggest that 76.2-μm diameter thermocouples may give better 
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estimates of H, after correction (Equation 8), than do smaller thermocouples. SR 
thermocouple readings were sampled at 4 Hz. 
A second SR system (N 41° 58.924‟ W 112° 49.170‟) was installed on August 3, 
2009, between the north and south borders of two adjacent pivots, P38 and P32, 3.6 km to 
the south of the other three flux systems (Marker 6 in Figure 1, and Figure 4). This SR 
system was instrumented similar to the first. The sensor installation heights and depths 
were the same for both SR systems, with the exception that the second SR‟s net 
radiometer was mounted at 1.6 m above the soil surface. The co-located EC, SR, and 
BREB systems were operated in the field until October 5, 2009. The second SR system 
was retrieved from the field on October 7, 2009. 
 
 
Figure 3. Plot of the KH20 krypton hygrometer calibration points. The hygrometer 
was calibrated on July 16, 2008. A second order polynomial has been fit to 
the data. Two points have been excluded from this plot at ln(mV) = 4.96 and 
5.86. The result was a much better fit. 
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Figure 4. Photograph looking west at second, SE, SR system, October 
2009. P38 is in the back ground. 
 
 
On June 3, 2010 the EC and one SR system were placed between P10 and P7 
(Figure 5). The EC‟s sonic anemometer was installed 2.5 m above the soil surface 
pointing due south. The krypton hygrometer was placed on the east side of the 
anemometer, 9 cm back from the center of the transducer paths (11 cm, center of path to 
center of path). The relative humidity probe was mounted at the same height as the 
hygrometer, 65 cm directly behind the anemometer‟s transducer paths. The SR 
thermocouples were positioned at 2 m above the soil surface. All other sensors, including 
net radiometers, were mounted as described for the latter part of 2009. The flux systems 
remained in the field until September 23, 2010. At this time, the alfalfa was cut for the 
final time that season and the pivots were shut off for the season. 
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Figure 5. Photograph looking west EC and SR(NE) systems (left to right), August 
2010. P10 on left and P7 on right. 
 
Reference ET Instrumentation 
Weather data for ETr calculations (ASCE-EWRI 2005) were measured by 
electronic weather stations at four locations on the flat in Curlew Valley (Figure 1) from 
2007 to 2009, including between P7 and P10 near the EC and SR systems. A Utah State 
University Cooperative Extension Agweather network weather station (USU 2010) was 
located 7.7 km north of the NE (between P7 and P10) flux systems (N 41° 59.030‟ W 
112° 54.722‟), in the north central (NC) part of the valley. This system reported complete 
annual datasets for the entirety of the study. Two additional electronic weather stations 
were installed on the south east, SE (N 41° 56.695‟ W 112° 49.520‟), and south west, SW 
(N 41° 56.887‟ W 112° 58.204‟), edges of the flat during the 2007 to 2010 growing 
seasons. 
The NE, NC, SE, and SW stations were similarly equipped. Each had two 
Campbell Sci. Inc. 107 temperature sensors (Logan, UT) for air and soil temperature 
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measurements. The stations were equipped with Vaisala air temperature and humidity 
probes, an HMP35C for humidity measurements on the NC station and HMP45C‟s on the 
other three stations. All four stations had a LiCor LI200S pyranometer (Lincoln, NE), and 
an R. M. Young 05103 Wind Monitor (Traverse City, MI). Previous to May 6, 2009 the 
permanent station was equipped with a Met One Instruments (Grants Pass, OR) 014A 
wind speed sensor and a Met One Instruments 024A wind direction sensor. 
The anemometer and wind vane on the permanent station were replaced with an 
R. M. Young 05103 Wind Monitor on May 6, 2009, to provide more comparable wind 
speed measurements between stations. Appendix A contains additional information on 
wind sensor differences. All four stations were monitored by CR10X dataloggers 
(Campbell Sci., Logan, UT), except in 2007 through 2009 the station at the NE location 
had a Campbell Sci. 21X micrologger as part of a BREB system. Sensor heights for all 
four stations were approximately the same. Air temperature and relative humidity were 
measured at about 2 m, above the soil surface, wind speed and direction at 3 m, and solar 
radiation at about 2 m. The soil temperature probes were buried horizontally at 10 cm 
below the surface. 
Time periods for data collection from the ETr stations are shown in Table 1. The 
NC station collected data year round and, with only a few, minor, discontinuities. The SE 
and SW stations were typically deployed one to four weeks before the EC, SR, and 
BREB systems and retrieved around the same time. The SE station did not record data in 
late June and early July, 2009 because of a datalogger malfunction. 
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Table 1. Data Periods for Weather Stations Used in the ETr Calculations. 
Year NE
a
 SE SW NC 
2007 27 May - 23 Oct 24 May - 23 Oct 24 May - 23 Oct 1 Jan - 31 Dec 
2008 6 May - 8 Oct 30 Apr - 10 Oct 30 Apr - 10 Oct 1 Jan - 31 Dec 
2009 15 May - 5 Oct 7 May - 21Jun; 15Jul - 7 Oct 12 May - 7 Oct 1 Jan - 31 Dec 
2010 
b
3 Jun - 23 Sep ----- ----- 1 Jan - 31 Dec 
NE = Northeast, SE = Southeast, SW = Southwest, NC = North-Central. 
a 
Sensors were located on a BREB system tripod from 2007 to 2009 and the SR system tripod in 2010. 
 
Data Processing 
Net Radiation 
The energy available for sensible heat flux and evaporation processes is equal to 
Rn minus G (Equation 2). It follows, then, that accurate measurement of Rn is 
fundamental for obtaining accurate estimations of H and LE. The Q-7.1 net radiometers 
used for the flux measurements have thin polyethylene domes on the top and the bottom 
of the radiometer to protect the sensor. For accurate measurements, it was important to 
keep these domes clean. 
Measurements from the Q7.1 net radiometers used in 2009 and 2010 require an 
adjustment for wind cooling (REBS 1995). For the co-located systems in 2009 and 2010 
a dynamic wind adjustment was used, unless wind speed measurements were not 
available. In such cases the static (or constant) wind adjustment was applied (REBS 
1995). The EC system was programed to make these corrections online, for the co-
located SR system the wind corrections had to be implemented in post processing. The 
static correction was applied to all Rn measurements from SR(SE) systems. 
In both 2009 and 2010, two or more flux systems, and subsequently net 
radiometers, were located in between P10 and P7. This allowed for comparison between 
sensor readings. The manufacturer‟s calibrations were assumed to be correct for all 
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measurements. Therefore, the in-field comparisons were primarily used to detect poor 
measurements. 
Linear regression was used to compare Rn measurements from different net 
radiometers. A 95% confidence interval was constructed using the estimate from the 
linear regression ± 2 Standard Errors of the Estimate (SEE), similar to the suggestion of 
Payero et al. (2003). Outlying measurements in the EC vs. SR(NE) Rn plots were 
examined further by viewing graphs of Rn vs. time and by comparing the Rn data in 
question to estimated Rn (Rn-est) following Payero et al. (2003). If a measurement 
appeared as an outlier on both the sensor-to-sensor plot and the plot vs. Rn-est, then the 
data point was considered poor and was excluded from further analysis. 
The equation modified by Payero et al. (2003) for estimating Rn, in W m
-2
, for 
hourly or shorter periods is: 
 
1
4 s2
nest s K 1 a
so
R
R 1 R T a 0.14e a b
R
 (21) 
where α is the albedo (equal to 0.23 for reference crops), σ is the Stefan-Boltzmann 
constant (5.67 × 10
-8
 W m
-2
 K
-4
), Rs is incident solar radiation (W m
-2
), TK is the mean air 
temperature (K), ea is the mean vapor pressure (kPa), a1, a, and b are empirical 
coefficients determined to be 0.34, 1.35, and 0.35, respectively, for reference crops, and 
Rso is theoretical clear day incident solar radiation (W m
-2
). 
Payero et al. (2003) explain that while estimated Rn as calculated using Equation 
21 is not appropriate for testing net radiometer calibrations or replacing measured Rn, it is 
a good tool for assessing the quality of Rn data. They state that “under clear-sky 
conditions plotting calculated Rn against measured Rn should result in a linear 
    
28 
relationship with little scatter.” They mention further that “This relationship, however, 
should not necessarily be expected to follow the 1:1 line.…” 
Soil Heat Flux 
The soil heat flux values were more difficult to verify than Rn values because of 
soil and crop heterogeneity. Therefore, exact plate-to-plate similarity was not sought. 
However, the G measurements from the plates on the EC and SR(NE) systems for 2009 
and 2010 were plotted against each other, along with a unity line, to detect any large 
differences. The G measurements were plotted after they were adjusted for soil energy 
storage above the plates. This adjustment is described below. 
The soil heat flux measurements were taken at a depth of 8 cm below the soil 
surface, to avoid solar loading and provide more accurate measurements. Therefore, the 
G measurements had to be adjusted to account for soil heat storage in the soil above the 
plates. The measured soil flux values (G‟) were adjusted as follows: 
 G G' S  (22) 
where G is the soil heat flux at the soil surface as previously defined and ΔS is the heat 
storage in the soil above the flux measurement (Sauer and Horton 2005). 
ΔS was estimated by:  
 soilv g
T
S C d
t
 (23) 
where Cv is the specific heat of the soil above the flux plate in J m
-3
 K
-1, ΔTsoil is the 
change in temperature, in °C, of the soil above the flux plates as measured by averaging 
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thermocouples, Δt is the length of the averaging period, 1800 sec in this case, and dg is 
the depth of the plate, 0.08 m (Sauer and Horton 2005). Cv was defined as: 
 v vsoil b vwater v wC C C  (24) 
where Cvsoil and Cvwater are the specific heat capacities of the soil and water, respectively, 
in J kg
-1
 K
-1, ρb is the bulk density of the soil in kg m
-3, and θv is the volumetric water 
content of the soil (m
3
 m
-3) and ρw is the density of water (1000 kg m
-3
) (Snyder et al. n. 
d.). 
Measurement and estimation of θv for the NE locations are discussed later. No 
soil moisture measurements were made near the SR(SE) flux plates. A typical θv for 
regularly irrigated, silt loam soils of 0.2 m
3
 m
-3
 (Snyder et al. n. d.) was used for ΔS 
estimates at SR(SE). This estimate corresponded closely to the mean θv estimated for the 
NE systems of 0.22 m
3
 m
-3
. Cvsoil was assumed to be 837 J kg
-1
 K
-1
for all systems, as 
suggested by Snyder et al. (n. d.). Cvwater is 4190 J kg
-1
 K
-1
 and ρb was assumed to be 
1400 kg m
-3
, also a suggestion by Snyder et al. (n. d.). 
Eddy Covariance Time Series Data 
The 10 Hz EC time series data were evaluated to eliminate periods with poor or 
excessive amounts of missing data. Poor measurements most often resulted from rain 
droplets accumulating on the fast response sensors and brief periods when the krypton 
hygrometer windows were being cleaned. Error warnings from the fast response sensors 
were reported in the 30 minute flux output from the datalogger. This output was helpful 
in identifying 30 minute periods when large portions of the time series data included bad 
wind or water vapor data. 
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Additional poor data points were identified by parsing each daily time series file 
with a simple program that calculated maximum, minimum and average values for any 
chosen column of the time series file. This was useful in identifying very small or 
negative readings by the krypton hygrometer, a sign that water had accumulated on the 
windows. It was also useful in identifying data spikes which were removed if they were 
unique (CCP 2003). Time series files were parsed by another program that deleted rows 
of data if the datalogger recorded a warning flag from the sonic anemometer. Note the 
anemometer was factory calibrated previous to deployment in 2010. The sonic 
anemometer subsequently reported fewer warning flags in 2010 than in 2009. 
As a general rule if more than 600 lines (or 1 minute) of data were rejected from 
the time series for a given 60 minute averaging period, then the entire period was 
eliminated from calculation. Some periods with more than 600 lines of rejected data were 
kept on a case-by-case basis. A detailed list of data that were rejected can be found in 
Appendix C. 
Surface Renewal Temperature Ramp Data 
The surface renewal data required little quality control because of the simplicity 
of the measurements (only air temperature measurements were made). The SR systems 
were each equipped with two fine wire thermocouples. The thermocouples were mounted 
about 4 cm apart. This served two purposes. The first was to provide a backup 
thermocouple if one were to break. The second was to provide a duplicate temperature 
record. This duplicate record allowed for a greater percentage of usable data. 
The dataloggers were programmed to process the 2
nd
, 3
rd
, and 5
th
 moments of the 
structure functions and save the average values every 30 minutes. These moments were 
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calculated using 0.25 and 0.5 second lag, r, intervals. Sometimes the 30 minute average 
values of the structure function moments were reported as zero, because the values were 
often smaller than the resolution of the datalogger and/or the thermocouples. The double 
thermocouples decreased the number of time periods that could not be processed because 
of zero values for structure functions. If only one thermocouple had a zero value the other 
was used, therefore data was only lost if both thermocouples recorded zero values for 
both lag intervals. 
Eddy Covariance H and LE Calculations 
and Corrections 
H and LE fluxes were calculated from the EC data using a 60 minute averaging 
period using the program of L. E. Hipps (Utah State University Department of Plant, 
Soils, and Climate, Logan, UT, 2010). Several corrections and adjustments were 
performed by the program during the processing of the EC time series data. These 
corrections are briefly discussed here. More complete explanations of many of these 
corrections are provided by Massman and Lee (2002) and Van Dijk et al. (2004). 
Sonic anemometer and krypton hygrometer longitudinal path separation. The EC 
sensors were situated so that the krypton hygrometer was positioned with its path about 
10 cm behind the center of the paths of the sonic anemometer transducers. This was done 
so that the hygrometer would not interfere with measurements taken by the sonic 
anemometer, except in conditions when the wind originated from behind the anemometer 
mounts, in which case the transducers were obstructed by their own mount anyway. This 
separation caused data from the hygrometer and anemometer to be out of sync in time, as 
wind passing along this axis of separation would bring an air parcel into contact with one 
before the other. 
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To correct for sensor separation, the time series data were shifted back and forth 
in relation to each other. With each shift covariances were calculated. The data were 
shifted until the maximum covariance was achieved. The principle being that any errors 
in the data can only decrease covariance (CCP 2003). In processing, the data was shifted 
a maximum of 10 data scans, or 1 second, in search for the maximum covariances. 
Coordinate rotation. Errors were also induced because of the inevitable tilt of the 
anemometer and small errors in vertical velocity measurement. In practice it is 
impossible to install a sonic anemometer such that its path is perfectly plumb. This being 
the case, the sensor was installed so that a bubble level showed that it was close to plumb. 
The data were corrected later for errors in vertical velocity components by forcing the 
vertical wind velocity to be zero. Such errors, if left uncorrected, would have induced 
errors in H and LE calculations. A traditional coordinate rotation was used to correct for 
any out-of-plumb effects. In the coordinate rotation, it was assumed that the mean 
vertical velocity should be zero (Tanner and Thurtell 1969). The wind velocity coordinate 
system was rotated such that this assumption was met for each 60 minute calculation 
period. 
Conversion of sonic sensible heat flux to actual sensible heat flux. Temperature 
measurements were taken using the sonic anemometer. Sonic anemometers are able to 
estimate the speed of sound and subsequently estimate air temperature. The recorded air 
temperature estimate is called the sonic temperature. This is not the true temperature, 
because the sonic anemometer does not account for humidity. Sonic temperatures (and 
sensible heat fluxes calculated using the sonic temperature) were converted to equivalent 
actual temperatures and actual sensible heat flux (see Kaimal and Gaynor 1991; Van Djik 
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et al. 2004). This correction required specific humidity measurements, which in turn 
required air temperature. A form of the Newton Method was used to determine specific 
humidity and actual air temperature. 
Corrections for sonic anemometer and krypton hygrometer frequency response 
limitations. Use of the EC method relies on high frequency data to estimate fluxes. The 
fast response sensors themselves have limitations including response time and path 
length. These limitations result in decreased estimated flux values. Corrections for the 
sensors‟ frequency response were applied following the procedures of Massman (2000, 
2001). Massman‟s corrections involve simplified, high-pass filtering of the EC time 
series wind, temperature, and water vapor density data. 
Additional corrections to krypton hygrometer corrections. Additional corrections 
were needed for the krypton hygrometer readings. The first involved applying the sensor 
calibration. Covariance calculations were initially calculated using the natural log of the 
mV signal from the krypton hygrometer. These covariances were converted into the 
proper units by applying the calibration presented in Figure 3. The second correction was 
to correct for the hygrometer‟s sensitivity to the oxygen in the air. This sensitivity causes 
LE fluxes measured by the krypton hygrometer to have a dependency on H (Van Dijk et 
al. 2003). A correction was applied to account for subsequent errors as described by Van 
Dijk et al. (2004). 
H and LE corrections to account for density fluctuations. A final correction made 
to the calculated H and LE fluxes relates to the conservation of mass as described by 
Webb et al. (1980). EC mean vertical wind velocity is assumed to be zero in the 
coordinate rotation described earlier. But turbulent exchanges of water vapor and 
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temperature require a small net vertical wind speed. For example, if higher density air 
moves down and lower density air moves up, there must be a non-zero net vertical wind 
speed in order to conserve mass. Webb et al. (1980) and Van Dijk et al. (2004) describe a 
method to estimate the small net vertical velocity resulting from the density effects. The 
correction is then applied to correct H and LE estimates. 
Visual Inspection of H and LE Flux Data 
The 60 minute EC H and LE flux calculations were visually inspected to identify 
poor data, which had not been detected previously. Such data were often identified 
because of large, inconsistent changes in H or LE, without large changes in the Rn or G. 
The closure ratio (H + LE) / (Rn + G) was usually abnormally large or small or even 
negative at these occurrences. This method identified 18 poor 60 minute estimates of H 
or LE in 2009 and 10 in 2010. 
Statistical Analysis 
Linear regression was used to compare EC H and SR H‟ to determine α weighting 
factors for the HSR. These α values were compared further with those found in literature 
(Hanson et al. 2008). ET estimated by different methods was compared using Root Mean 
Squared Error (RMSE) to quantify the model fit of the ASCE Standardized Reference ET 
method with both single and dual crop coefficients. The RMSE is defined as: 
 
n
2
est obsi i
i 1
1
RMSE X X
n
 (25) 
where n is the number of sample pairs, i is the index, Xest and Xobs are the estimated and 
observed values, respectively. In this case, the observed values were the ET estimates 
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from the EC and SR analyses and the estimate was ETc calculated using ETr and a crop 
coefficient. 
Comparison of ET and Applied Irrigation and Rain 
ET was compared with estimates of applied irrigation and rain. Soil moisture was 
not monitored at the appropriate resolution to perform a true water balance. However, full 
field water balances were approximated using EC and/or SR estimated ET and applied 
irrigation water and rain as follows: 
 eff netSW P I ET DP  (26) 
where ΔSW is the change in the SW content, Peff is the effective precipitation, Inet is the 
applied irrigation depth less wind drift and evaporation, and DP is deep percolation. Peff 
was assumed to be 80% of measured rainfall. Wind drift and evaporation were estimated 
from catch can tests, which are detailed in Appendix B. DP was estimated if calculated 
soil water content exceeded field capacity. 
Additional Measurements and Observations 
Various crop and management observations were made along with the 
environmental monitoring. These observations included measurement of crop height in 
fields near the flux systems and recording pivot operation settings during each visit. 
Harvest dates and additional information of interest were recorded as they occurred. 
Pivot Operation 
Pivot operation was monitored by recording hour meter readings, pressure gage 
readings at the pivot center, speed setting, pivot orientation, and direction of travel at 
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each visit. Additional information about pivot operating conditions was found by 
performing on-site uniformity analyses, including flow measurements, on the pivots near 
the flux systems following the procedures outlined by Merriam and Keller (1978). The 
procedure and results of the uniformity evaluations are presented in Appendix B. 
Alfalfa Yield 
Alfalfa yields were acquired for comparison with estimated ET. Annual crop 
yields for P10 and P7 for 2009 and 2010 were obtained from ranch management (David 
Smith, Personal Communications October, 19, 2010 and February 1, 2011). These yields 
were compared to ET measurements from the EC and SR analyses to estimate the water 
use efficiency (WUE), or yield / ET. WUE results were compared with published WUE‟s 
for alfalfa. The yields were also used as an independent check to aid in explaining the ET 
measurements. 
Lindenmayer et al. (2011) reviewed multiple studies of WUE of alfalfa in the 
Intermountain West and Great Plains regions of the United States. They found from the 
papers they reviewed, that WUE was 0.19 Mg ha
-1
 cm
-1
 on average for irrigated alfalfa 
and 0.17 Mg ha
-1
 cm
-1
 on average for deficit irrigated alfalfa. The maximum WUE from 
the studies reviewed by Lindnmayer et al. was 0.23 Mg ha
-1
 cm
-1
 in Minnesota, with the 
minimum being 0.07 Mg ha
-1
 cm
-1
 in New Mexico. 
Keller (1982) studied season total alfalfa yield in relation to season total crop 
water use in Millard and Iron Counties, Utah. This study found that, on average, alfalfa 
ET in relation to yield over a growing season was about 0.18 Mg ha
-1
 cm
-1
 (0.2 ton ac
-1
 
in
-1
). Keller (1982) obtained ET from irrigation system efficiency evaluations and neutron 
probe readings. 
    
37 
Irrigation Water Salinity 
Irrigation water quality can have great impact on crop yields, as described by 
Ayers and Westcot (1994). The salinity of irrigation water in Curlew Valley is of 
particular interest in relation to crop yields. Fillmore (2007) measured salinity (electrical 
conductivity) on four pivot irrigated fields in Curlew Valley during 2005 and 2006, 
including P10. He found no relationship between irrigation water electrical conductivity 
(ECw) and crop yield from those measurements. Additional samples were taken in 2010 
to compare to Fillmore‟s data. Note that no soil salinity samples were taken by Fillmore 
(2007) or in the current study 
Water samples were collected on August 23 and September 8, 2010 from both 
P10 and P7. All four samples were taken from the outer nozzles of the pivots. Complete 
irrigation water analyses were performed on the samples by the Utah State University 
Analytical Labs, Logan, UT (USUAL). The analysis results included ECw, sodium 
adsorption ratio, ion concentrations, and irrigation water classifications. 
ECw was used to estimate possible leaching requirements (LR) for P10 and P7 as 
recommended by Ayers and Westcot (1994) in FAO Irrigation and Drainage Paper No. 
29 as: 
 w
e w
EC
LR
5EC EC
 (27) 
where ECe is the electrical conductivity of the soil extract resulting in a 10% yield 
reduction. ECw and ECe are both given in dS m
-1
. Ayers and Westcot (1994) reported an 
ECe tolerance for alfalfa resulting in no yield reduction to be 2.0 dS m
-1
and for 10% 
reduction in yield they suggest an ECe tolerance of 3.4 dS m
-1
. ECw data was also used in 
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determining the proper calibration to apply to soil moisture measurements made by the 
EC system‟s TDR probe. 
Soil Moisture Monitoring 
TDR probe measurements. Soil moisture was monitored near the flux systems on 
P10 using a TDR probe as previously mentioned. Measurements from the TDR probe 
were used to estimate the volumetric water content of the top 8 cm of soil, for correcting 
soil heat flux estimates. Volumetric soil water content (θv), is needed to adjust G 
estimates. θv was determined for the NE systems using the output from the TDR probe 
installed on the EC system. The TDR output was signal reflectance time (msec) . This 
output was converted to θv estimates using a second order polynomial calibration, 
described by the manufacturer (Campbell Sci., Inc. 1996): 
 
2
v 1 2 3c c c  (28) 
where c1, c2, and c3 are calibration constants and τ is the TDR reflectance time in 
msec. 
The θv estimates obtained using Equation 28 are temperature dependent 
Therefore, a correction was applied to the θv estimates following the manufacturer‟s 
suggestion (Campbell Sci., Inc. 1996): 
 
4 2
vcorr vuncorr soil vuncorr vuncorrT 20 3.46 10 0.019 0.045  (29) 
where θvcorr and θvuncorr are the temperature corrected and uncorrected θv values and Tsoil is 
the average soil temperature (°C) during the measurement period, limited to 10 °C ≤ Tsoil 
≥ 30 °C. 
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The manufacturer states that “Application of this [temperature] correction yields a 
maximum difference between corrected and uncorrected water content of approximately 
1.6% (Campbell Sci., Inc., 1996).” This error is comparatively small and the 
manufacturer further states “Considering the accuracy of the measurement and the 
potential spatial variability of soil temperature along the length of the probe rods, the 
correction is not necessary in most cases (Campbell Sci., Inc., 1996).” Considering the 
manufacturer‟s statements, it was determined that if Tsoil fell out of the 10 to 30 °C range 
that no adjustment would be made to θv. 
Watermark sensor estimates. Additional soil moisture monitoring on pivots near 
each of the weather stations was done using Watermark sensors (Irrometer Company, 
Inc., Riverside, CA). The Watermark sensors were placed at 30 cm (1 ft.), 61 cm (2 ft.), 
and 122 cm (4 ft.) depths, a fourth probe, at 91 cm (3 ft.) was installed in 2010. 
The Watermark sensors at each site were monitored by a Model 900M Watermark 
monitor datalogger (Irrometer Company, Inc., Riverside, CA). These soil moisture 
measurements were taken in cooperation with the Utah State University Extension, Box 
Elder County Office, with the aid of Lyle Holmgren, County Agent. 
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CHAPTER IV 
RESULTS AND DISCUSSION 
Eddy Covariance and Surface Renewal Data Integrity Assessment 
Net Radiation 
Poor Rn data resulted from a number of causes. For example, occasionally the net 
radiometer domes were dirtied with water deposits, bug eggs, and bird droppings. On one 
occasion in 2009, it was discovered that an antelope had brushed against the bottom of a 
net radiometer dirtying the lower dome and moving the sensor off level. These factors 
and many more led to unusable data that was eliminated from the analysis. Further error 
in measurements in 2009 when a multiplier for converting the net radiometer mV signal 
into W m
-2
 was incorrectly entered into the datalogger, this mistake was corrected in post 
processing. The necessary adjustment resulted in multiplying positive Rn measurements 
by 0.985 and negative estimates by 0.982. 
Additional poor Rn measurements were identified by plotting Rn from the EC 
system versus Rn from the SR(NE) system as described previously. Rn from the EC 
versus Rn from the SR(NE) for 2009 with outliers removed are shown, along with the 
95% confidence interval, in Figure 6. A similar graph for 2010 is shown in Figure 7. Both 
Figures 6 and 7 show tight relations (R
2
 > 0.99) with trends close to unity. 
In 2010 some of the Rn measurements from the SR(NE) system were 
unexplainably high. A comparison of estimated maximum allowable Rn (Rn-max) and 
measured Rn was performed. Rn-max was estimated by multiplying theoretical clear day 
incident solar radiation (Rso) by 1- albedo. An Albedo of 0.23 was assumed. The Rn-max  
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Figure 6. Rn-SR(NE) vs. Rn-EC for 2009 with questionable data 
removed. Includes regression line (solid line) and 95% 
confidence interval (dashed lines) to aid in identifying 
questionable data points.  
 
 
Figure 7. Rn-SR(NE) vs. Rn-EC for 2010 with questionable data 
removed. Includes regression line (solid line) and 95% 
confidence interval (dashed lines) to aid in identifying 
questionable data points. 
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comparison was helpful in eliminating 30 Rn measurements from the SR(NE) system in 
2010. 
In 2009,72 of 6284 recorded Rn-EC values were excluded while 147 of the 6280 
recorded Rn-SR(NE) were rejected. The only time period in 2009 for which both Rn-EC and 
Rn-SR(NE) were excluded was August 18 18:00. The “best” Rn for this time period was 
taken as average of the “best” Rn values for 17:30 and 18:30. 6 time periods were rejected 
from SR(SE) for these times no flux calculations were performed. In 2010 there were 
only two 30 minute time periods when both Rn-EC and Rn-SR(NE) were excluded from the 
study. These periods were June 7 13:00 and 13:30. For both of these periods the average 
of 12:30 and 14:00 from the 2010 “best” Rn dataset was used. Rn measurements were 
rejected for six 30 minute time periods from the SRSE data. H and LE were not calculated 
for these periods. 
“Best” Rn datasets were constructed using the 30 minute Rn measurements at P10 
in 2009 and 2010. Rn data from the EC and SR(NE) systems were examined as described. 
If Rn data from one sensor had been rejected, then only the measurement from the other 
sensor was used in the “best” data set. Otherwise, the average of the two was used. If the 
Rn data from both systems was rejected, then the “best” dataset was filled in by taking the 
mean of the previous and following time periods. Lists of rejected Rn data can be found 
in Appendix C. 
Although the measurements from the net radiometers were compared with each 
other, they were not compared with measurements from a more accurate net radiometer. 
A comparison with a higher quality net radiometer, such as a model that measures 
incoming and out going short and long wave radiations separately could have resulted in 
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better Rn estimates. The manufacturer‟s calibration was assumed to be accurate for the 
measurement conditions. This assumption may have resulted in errors in the Rn 
measurements. 
Soil Heat Flux 
Soil heat storage corrected G measurements from SR(NE) Plate-2 vs. EC Plate-1 
for 2009 are shown in Figure 8. Similar plots were constructed to compare G 
measurements from each of the four plates on the EC and SR(NE) systems (two on each 
system) paired with each other plate. The measurements from the two SR(SE) plates were 
similarly compared in 2009. Figure 8 is typical of the G comparison plots, with a loose 
cluster, without too much scatter and a trend close to, but not exactly at unity. The G 
comparison graphs (see Figure 8) showed that there was some heterogeneity in the soil 
and crop surfaces, but G measurements appeared to have similar values. 
The comparison graphs of the soil heat flux showed indications that some of the 
multipliers for converting mV signals from the plates into W m
-2
 output may have been 
incorrectly entered into the dataloggers in 2009. The multipliers in the datalogger 
programs were checked against the multipliers obtained from the manufacturer‟s 
calibrations (the sensors were calibrated in May of 2009). It was discovered that the 
multiplier for EC soil heat flux plate-2 was incorrectly input in 2009. The program 
showed a multiplier of 34.8, when it should have been 34.2. An adjustment was made to 
the data prior to further analysis. 
Some problems involving gophers chewing on wires or burrowing under sensors 
were observed for BREB systems in 2007 and 2009. Such problems were not observed 
for the EC or SR systems in 2009 or 2010. The plots of G for 2009 revealed that G 
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Figure 8. Storage corrected G from EC Plate-1 and SR(NE) Plate-2 
for 2009. The solid line is unity. RMSE = 25.2 W m
-2
. 
 
 
measurements from SR(NE) were typically greater than the data from the EC. The cause 
of this difference is unknown, although it appeared to be related to cover or soil 
heterogeneity. “Best” G datasets were developed for 2009 and 2010 by including the 
measurements from all four plates on the EC and SR(NE) systems. 
Sensible and Latent Heat Flux Calculations 
Eddy Covariance H And LE 
Calculations and Corrections 
As mentioned previously EC H and LE fluxes were calculated using the program 
of L. E. Hipps (Utah State University Department of Plant, Soils, and Climate, Logan, 
UT, 2010). Only daytime fluxes were analyzed for ET estimates. Daytime was 
considered to be any hour when the average Rn  10 W m-2. There were a total of 1578 
daytime hours in the 2009 period of record. Data quality filtering left 1296 hours, 82% of 
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the total, for which H and LE were calculated. There were 1265 daytime hours, 71% of 
the total, in the 2010 dataset with 1117 for which H and LE were calculated. 
Wind directions with adequate fetch. The calculated fluxes from the EC system 
represented different areas of the study site depending on what the wind direction was. 
The upwind fetch was considered adequate if the data originated from a direction where 
irrigated alfalfa was growing (i.e. P10 or P7), excluding anything 22.5 degrees of either 
side of the back of the sonic anemometer (see Figure 9 for acceptable wind directions in 
2009 and 2010 ). Areas of adequate fetch were defined as having irrigated alfalfa over 
distances greater than 250 m upwind of the EC and SR systems. This fetch distance is 
100 times the sensor height and exceeds the suggestion of Payero et al. (2003) citing 
Brutsaert (1982) for crop heights greater than 10 cm. 
 
 
Figure 9. Wind sectors providing adequate fetch from P10 and P7 in 2009 (left) and 
2010 (right). The difference in 2010 is the orientation of the sonic 
anemometer (E in 2009 and S in 2010). Data originating from behind the 
anemometer was rejected. (Satellite image from Google Earth, November 17, 
2010). 
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The acceptable wind directions (Dir) were classified as originating from P10: 
106° ≤ Dir ≤ 248°, in 2009 and 2010, and from P7: 293° ≤ Dir ≤ 49°, in 2009 and 279° ≤ 
Dir ≤ 337.5°; 22.5° ≤ Dir ≤49° in 2010. All directions are reported as degrees east 
ofnorth. The difference in acceptable wind directions between the two years is a result of 
sonic anemometer orientation, pointing E in 2009 and S in 2010. A list of the number of 
daytime hours by wind sector can be found in Table 2. 
On the Snowville Flat in Curlew Valley a gentle southerly wind predominates for 
most of the early portions of the day into early after noon. In mid to late afternoon, 
however, a stiff northerly wind often predominates. The north winds caused a significant 
portion of the ET estimates to be attributed to P7. In 2009 25.2% of the H and LE 
estimates with good fetch were attributed to P7, because of wind direction. The LE 
attributed to P7 was equivalent to about 25% of the estimated ET. In 2010 29.1% of the 
flux estimates, or 28.6% of estimated ET, with adequate fetch were attributed to P7 if EC 
closure was forced, 28.4% if it was not. The fluxes calculated from each pivot were 
separated during analysis, but were combined in final comparisons of flux estimated ET 
and calculated ETc. 
Closure of the EC energy balance. The principle of energy balance closure from 
EC calculations was discussed earlier. Although Rn measurements were not verified by 
cross calibration with a high quality sensor EC energy balance closure was forced 
 
Table 2. Number of Daytime Hours Included in the Final EC and SR(NE) Analyses 
Sorted by Upwind Conditions, 2009 and 2010. 
Year 
P10   P7   Both Total Daytime 
Hours
a
 EC SR(NE) Both   EC SR(NE) Both   EC SR(NE) Both 
2009 872 749 669 
 
262 262 204 
 
1134 1011 873 1578 
2010 603 542 478   257 216 201   860 758 679 1265 
a
Total number of daytime hours that occurred during the data collection period each year. Daytime was 
defined as any hour where Rn ≥ 10 W m
-2
. 
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because the SR method forces closure regardless of the Rn and G measurement accuracy. 
Because the accuracy of the available energy measurements, and the fact that these 
measurements were taken over P10 only, and not P7, all subsequent analyses were 
performed using both forced and unforced results. EC energy balance closure was forced 
by incrementing H and LE proportionately, thus maintaining β. ET and SR α estimates 
were calculated using both forced and unforced EC H and LE fluxes. 
Closure was forced for all times when (H + LE) / (Rn - G) < 1.5 or (H + LE) / (Rn 
- G) > 0.5. At times, especially during the early and late hours of the day, the closure was 
very poor because all fluxes were small. In such cases, judgment was used to either 
adjusted to force closure, leave the data unadjusted, or rejected the data from further 
analysis. Any hours rejected from the analysis for poor closure were rejected in both 
forced and unforced ET estimates. 
In 2009 there were 131 hours, during the daytime and from wind directions 
representing adequate fetch, with excessive closure as defined above. Closure was forced 
for 61 of these occurrences. The unforced fluxes were kept for 57 of these hours, 
typically because they occurred early or late in the day when all fluxes are small. Only 13 
of the hours with excessive closure problems were rejected from further analysis in 2009. 
In 2010, 151 of the 60 minute H and LE estimates resulted in excessive closure. 
Of the hours with excessive closure, 91 corresponded to wind directions with adequate 
fetch. Of these 91, closure was forced on 16 of them. The unforced fluxes were kept for 
71 of the excessive closure occurrences and four of the occurrences were rejected from 
further analysis. 
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Daily energy balance closure was calculated by summing all daytime fluxes for 
each day and then calculating closure for the entire day. Daily closure was only 
calculated for days with more than half of the daytime hours having H or LE estimates 
corresponding to wind directions of adequate fetch. Rn and G summations only included 
hours with H and LE estimates. The daily closure of the energy balance for each day with 
adequate record for 2009 and 2010 is shown in Figures 10 and 11. Figures 10 and 11 both 
show closures in an acceptable range, i.e. most are greater than 0.7. 
The season total closure was 0.81 in 2009 and 0.76 in 2010. The minimum 
closure in 2009 was 0.61 and 0.59 in 2010. The maximum daily closure in 2009 was 
1.05, it occurred on July 20 and was likely a result of poor available energy 
measurements. This is the only time in either year that the EC closure was greater than 
one. The day was kept in the record because the wind directions seemed adequate, 
coming from P7, and the H values agreed with those from SR(NE). The maximum daily 
closure in 2010 was 0.95. 
 
 
 
Figure 10. Daily closure of the EC energy balance P10, 2009. Only days with more than 
half of the daytime hours having H and LE fluxes corresponding to wind 
directions of adequate flux are presented. Fluxes were summed only for 
hours where all four fluxes had estimates. 
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Figure 11. Daily closure of the EC energy balance P10, 2010. Only days with more than 
half of the daytime hours having H and LE fluxes corresponding to wind 
directions of adequate flux are presented. Fluxes were summed only for 
hours where all four fluxes had estimates. 
 
Surface Renewal H‟ 
SR H‟ fluxes were calculated using the 30 minute temperature ramp output from 
the datalogger. Sixty minute average H‟ fluxes were then found by taking the average of 
two 30 minute values. In calculating the hourly SR H‟ fluxes, an hour was only accepted 
if both 30 minute periods comprising that hour had non-zero SR ramp values. SR H‟ 
fluxes were only analyzed for daytime hours (hourly average Rn  10 W m
-2
). There were 
1135 daytime hours with nonzero H‟ fluxes for SR(NE) in 2009, of which 1025 
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fluxes seemed incorrect. In 2010 there were 942 daytime hours with nonzero H‟ fluxes, 
of which 758 originated from wind directions with adequate fetch. No H‟ fluxes were 
rejected from analysis based on visual inspection in 2010. 
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data from SR(NE), corresponding to P10 and P7, that were included in the final analyses. 
The SR(SE) system in 2009 was handled differently because of its position and because 
wind direction data was not collected at that site. The wind direction measured by the EC 
system was used as a guide for selecting SR(SE) data corresponding to adequate fetch. 
The wind directions with adequate fetch for SR(SE) were 114° ≤ Dir ≤ 258° and 
283° ≤ Dir ≤65°, all directions are east of north. In 2009, 93% of the daytime wind at P10 
from August 4 until September 12, corresponding to the complete cycle on the pivot 
south of SR(SE), originated from directions of adequate fetch for the SR(SE) system. 
72% of the wind between P7 and P10 was from directions corresponding to the pivot to 
the south of SR(SE) (P38) and 21% from the pivot to the north (P32). The high 
percentage of data that most likely originated from an area of adequate fetch was used as 
justification to include all daytime H‟ fluxes in the 2009 SR(SE) analysis. There were 
608 daytime hours in the SR(SE) record with 503 having nonzero H‟ fluxes. 
The parameter α. The SR H‟ intermediate fluxes had to be multiplied by the 
parameter  to convert them to equivalent H values (Equation 8). Values of  were found 
by regression analysis of H‟ and EC H calculations (HEC). H‟ was compared to both 
forced and unforced HEC fluxes, denoted with subscripts. Originally H‟ was plotted 
against HEC separately for positive and negative H‟ fluxes. Similar results were found 
with better R
2
 values if all H‟ and HEC fluxes were included. The linear regression line of 
H‟ plotted against HECforced for 2010 is shown in Figure 12. 
A fairly uniform trend is observed from Figure 12. Some outliers were removed 
from H‟ and HEC datasets. The removed points have already been attributed to various 
data quality filtering processes. Regression analyses to determine α were performed 
    
51 
 
Figure 12. H‟SR(NE) vs. HEC with energy balance closure forced for 
wind directions representing both P7 and P10, 2010. 
The parameter α is the slope of the regression line that 
passes through the origin. 
 
separately for H‟ and HEC corresponding to P10 and P7 and also for both pivots together 
(see Table 3). The α calculated by the linear regression shown in Figure 12 is 0.685.  
The difference in α values between H‟ with HECforced comparisons was similar to that 
observed between H‟ with HECunforced comparisons. The comparisons with HECunforced, 
however, yielded greater R
2
 values (0.85 on average compared to 0.80 for HECforced). The 
values of the parameter α were similar in 2009 and 2010 for P7. The values of α were 
nearly 9% lower in 2010 than in 2009 for P10. The α from P10 in 2010 using HECunforced 
was 0.03 greater than the α from P7, but only 0.01 greater when HECforced was used. In 
2009 there was greater variability in α, with the P10 α being 0.09 (or about 12%) greater 
for the HECforced results and 0.12, or nearly 20% greater than P7 for the HECunforced 
comparisons. 
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Table 3. Calculated α Values, with Corresponding R2 Values, from 
Regression Analyses by Downwind Environment, 2009 and 2010. 
Regression Analyses Performed for SR(NE) H' Fluxes Plotted Against 
EC H Fluxes with EC Energy Balance Closure Forced and Unforced. 
Year 
P7   P10   Both P7 and P10 
α R2   α R2   α R2 
Forced
a
 
       2009 0.60 0.840 
 
0.76 0.820 
 
0.69 0.822 
2010 0.68 0.904 
 
0.69 0.808 
 
0.69 0.848 
 Average of All Forced  0.69 0.800 
Unforced
b
 
       2009 0.49 0.860 
 
0.61 0.812 
 
0.55 0.824 
2010 0.52 0.915 
 
0.55 0.832 
 
0.54 0.865 
 Average of All Unforced  0.54 0.851 
a
The parameter α was determined by comparing SR(NE) H' fluxes with HEC after closure 
was forced for the EC energy balance. 
b
The parameter α was determined by comparing SR(NE) H' fluxes with HEC without forcing 
closure for the EC energy balance. 
 
Hanson et al. (2008) found the parameter  from measurements over deficit 
irrigated alfalfa to be between 0.32 and 0.34 in Davis, CA, in 2005 and 2006, and 
Imperial Valley, CA, in 2007. The same studies found α to be 0.49 in Scott Valley, CA, 
in 2007. The range of Hanson et al.‟s  values suggest that the difference between values 
in Snowville are quite reasonable. The value of α was determined to be 0.70, for the study 
conditions, if EC energy balance closure was forced, and 0.55 if closure was left unforced 
(Table 3). These two values were used for α in all SR H estimates. 
One explanation for the difference observed between Hanson et al.‟s α‟s and those 
obtained from the P10 data may be the difference in measurement height. Hanson et al. 
used a measurement height of 1.5 m above the ground surface, while the current study 
used 2.1 and 2.0 m above the ground surface in 2009 and 2010, respectively. Studies 
have found that α may be measurement height dependent, however, many of these studies 
were near or below the surface of the canopy (Paw U et al. 2005). 
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Another explanation may be that Hanson et al. used eddy covariance sensible heat 
fluxes as calculated on-line by the datalogger. In the current study eddy covariance fluxes 
were corrected and calculated through extensive post processing. The crop condition may 
be a source of difference as well, the current study was performed over alfalfa that was 
up to nine years old. It may be that the environmental conditions were sufficiently 
different between the two studies to result in different values of α. It is observed, 
therefore, that care must be taken when applying surface renewal weighting parameters 
and that α may not be completely transferable between study locations. 
Comparison of EC and SR(NE) ET Estimates 
There were 873 daytime hours in 2009 with both HSR(NE) and HEC estimates from 
wind directions with adequate fetch (Table 2), 699 hours were attributed to P10 and 204 
to P7. Similarly, there were 670 hours in 2010 with 473 from P10 and 197 from P7. ET 
was summed for all hours when both SR(NE) and the EC had acceptable estimates. These 
ET sums, sorted by field, are found in Table 4. In every case presented in Table 4, ET 
from the surface renewal (ETSR(NE)) is greater than ET from eddy covariance (ETEC). 
In 2009 ETSR(NE) was 5.4% greater than ETECforced for the combined data from 
both P10 and P7. In 2010 this difference was only 1.7%. The differences were much 
greater for ETSR(NE) compared with ETECunforced. ETSR(NE) was 29.7% greater than 
ETECunforced in 2009 and 32.8% in 2010. The difference between ETECforced and ETECunforced 
for the combined data from P10 and P7 was 23.8% in 2009 and 29.7% in 2010 for the 
period with both SR(NE) and EC results. The comparisons of EC and SR(NE) ET when  
EC closure was forced typically had smaller RMSE then the unforced comparisons. This  
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Table 4. Total ET from Hours with Both EC and SR(NE) Calculations Corresponding 
to P10 and P7, 2009 and 2010. 
Year 
P10 ET   P7 ET   Both Pivots ET 
EC SR(NE) RMSE
a
 
 
EC SR(NE) RMSE
a
 
 
EC SR(NE) RMSE
a
 
(mm) (mm) (mm h
-1
)   (mm) (mm) (mm h
-1
)   (mm) (mm) (mm h
-1
) 
Forced
b
 
2009 292 304 0.063 
 
97 105 0.119 
 
388 409 0.080 
2010 230 234 0.078   95 96 0.069   324 330 0.076 
Unforced
c
 
2009 236 307 0.129 
 
79 102 0.153 
 
315 408 0.135 
2010 176 237 0.157   74 95 0.134   250 332 0.151 
a
Root mean squared error. 
b
ET and SR α were determined using EC fluxes after closure was forced for the EC energy balance. 
c
ET and SR α were determined using EC fluxes without forcing closure on the EC energy balance. 
 
 
is reasonable because the SR method always forces closure (Equation 5) and therefore 
would better approach the EC fluxes when EC closure was forced. 
ETSR(NE) and ETEC were compared further by graphing LESR(NE) vs. LEEC for all 
hours when both fluxes were calculated. Figures 13 through 16 are graphs of LESR(NE) vs. 
LEEC. The graphs of ETSR(NE) and ETEC with EC energy balance closure forced have 
trends close to unity, and smaller RMSE‟s then the graphs without forcing closure. The 
cause of this difference, the SR method forcing closure, was discussed earlier. 
Combined EC and SR(NE) ET Estimates 
H and LE fluxes were similar between P10 and P7, therefore a combined flux 
dataset using data originating from both fields was used to calculate ET for as much of 
the period of record as possible. As previously mentioned, 25% of the ET corresponding 
to wind directions with adequate fetch, were from measurements where P7 was in the 
upwind direction in 2009. About 28% of the estimated ET represented P7 in 2010. “Best” 
ET datasets (ETEC-SR(NE)) were constructed using ETEC and ETSR(NE) with EC energy 
balance closure forced and unforced. 
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Figure 13. LESR(NE) vs. LEEC with energy balance closure forced 
for wind directions representing both P7 and P10, 2009. 
The solid line is unity. RMSE = 48.6 W m
-2
. 
 
 
Figure 14. LESR(NE) vs. LEEC without forcing energy balance 
closure for wind directions representing both P7 and 
P10, 2009. The solid line is unity. RMSE = 92.1 W m
-2
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Figure 15. LESR(NE) vs. LEEC with energy balance closure forced 
for wind directions representing both P7 and P10, 2010. 
The solid line is unity. RMSE = 52.5 W m
-2
. 
 
 
Figure 16. LESR(NE) vs. LEEC without forcing energy balance closure 
for wind directions representing both P7 and P10, 2010. 
The solid line is unity. RMSE = 102.8 W m
-2
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Combined EC and SR(NE) ET Estimates 
H and LE fluxes were similar between P10 and P7, therefore a combined flux 
dataset using data originating from both fields was used to calculate ET for as much of 
the period of record as possible. As previously mentioned, 25% of the ET corresponding 
to wind directions with adequate fetch, were from measurements where P7 was in the 
upwind direction in 2009. About 28% of the estimated ET represented P7 in 2010. “Best” 
ET datasets (ETEC-SR(NE)) were constructed using ETEC and ETSR(NE) with EC energy 
balance closure forced and unforced. 
ETEC was given priority when ETEC-SR(NE) datasets were assembled. Therefore 
ETEC-SR(NE) = ETEC, for hours with ETEC estimates. ETSR(NE) was used, when available, for 
hours without ETEC estimates. For hours without ETEC or ETSR(NE), the hour was left 
blank for further processing. Between May 28 and October 4, 2009, there were 1272 
daytime records with either ETEC or ETSR(NE) estimates, of which 1134 had EC data and 
138 only had SR. From June 6 to September 14, 2010, there were 948 daytime hours with 
ETEC or ETSR(NE) estimates, 860 had EC data and 88 had only SR(NE) data. 
Gaps of only one hour in the ETEC-SR(NE) datasets were filled by taking the average 
of the ETEC-SR(NE) of the previous and following hours. If two or more consecutive hours 
were missing the hourly reference ET calculations (discussed in the next section) were 
used to estimate the missing data. For example, if two hours were missing from the ETEC-
SR(NE) dataset, then the typical ratio of ETEC-SR(NE) to ETr for the surrounding hours, where 
ETEC-SR(NE) was available, was multiplied by ETr for the missing hours to fill in the gap. If 
more than half of the daytime hours were missing in a day, then the whole day, was 
considered missing in further analysis. 
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In 2009, 306 out of the 1578 daytime hours had ET estimates that were either 
missing or rejected from the NE (P10 – P7) systems (Table 5). This amounts to about 
19% of the daytime hours. For the SE location (P32 – P38), which only had an SR 
system, 111 out of the 443, daytime hours, or 25%, had ET estimates that were either 
missing or rejected. 317 of the 1265 daytime hours, or 25%, in 2010 were missing or had 
rejected ET estimates for the NE location. 
When the ETEC-SR(NE) dataset was missing entire days, the ratio of ETEC-SR(NE) to 
ETr was used to fill in all gaps. Linear interpolation was used to estimate the ratio of ET 
to ETr for all missing days based on the ratios for the last day previous to the gap and the 
first day following the gap. A summary of the days without EC and SR ET estimates is 
found in Table 6. In 2009 there was one three day long gap, June 9 – 11, and four single 
day gaps. ETEC-SR(NE) for October 4, 2009 was estimated by multiplying ETr by the 
average ratio, ETEC-SR(NE) / ETr for October 3, and 2. In 2010 ET estimates were missing 
for two consecutive days only once, June 11 and 12, there were an additional nine single 
day gaps. 
 
Table 5. Summary of Daytime Hours with Missing or Rejected EC and SR 
Estimated ET, Curlew Valley UT, 2009 and 2010. 
Year Analysis Period 
No. 
Daytime 
Hrs. 
No. Hrs. 
w/out ETEC-
SR(NE)
a 
No. of Hours Filled in by Each Method No. Rjct'd 
w/ ETEC-
SR(NE)
e Avg.b ETEC-SR(NE)/ETr
c Rejectedd 
EC -SR(NE) Combined ET Estimates 
2009 28 May - 4 Oct 1578 306 121 116 73 32 
2010 6 Jun - 14 Sep 1265 317 105 119 93 47 
SR(SE) ET Estimates 
2009 4 Aug - 12 Sep 443 111 43 50 18 15 
aNumber of daytime hours with missing or eliminated LE fluxes or with wind from unacceptable directions. 
bNumber of hours with missing ET filled in by taking the average of the previous and following hours. 
cNumber of hours with missing ET filled in by using the average ratio of ET/ETr from surrounding hours.  
dNumber of hours with missing ET that were not filled in. 
eNumber of hours with ET that were rejected because less than half of the hours in the day had ET estimates. 
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A summary of ET from similar time periods for the NE location in 2009 and 2010 
and the SE location in 2009 is presented in Table 7. ETSR(NE)α=0.70 was similar to 
ETSR(SE)α=0.70 in 2009 (Table 7). However, ETSR(NE)α=0.55 was smaller than ETSR(SE)α=0.55, 
because the SR method did not change much whether EC closure was forced or not. 
ETSR(NE) was greater in 2010 then in 2009 from June 6 to September 14. 
Contribution of Advection to ET 
The EC and SR fluxes were analyzed to determine the contribution of advection 
to the ET estimates. Advection is the horizontal transport of heat by wind. In this case the 
import of warm air into the irrigated fields from the surrounding environment was of 
interest. As previously mentioned, one reason that reference ET equations may not 
 
Table 6. Summary of Days with Missing or Rejected EC and 
SR Estimated ET, Curlew Valley UT, 2009 and 2010. 
Year Analysis Period 
No. Days in 
Period 
No. Days w/out 
ET
a
 
EC -SR(NE) Combined ET Estimates   
2009 28 May - 4 Oct 130 8 
2010 6 Jun - 14 Sep 101 11 
SR(SE) ET Estimates 
  2009 4 Aug - 12 Sep 40 5 
a
Number of days with missing or eliminated LE fluxes or with wind from 
unacceptable directions.  
 
Table 7 Total ET from the Combined EC and SR Analyses at the NE 
Location and from SR Analysis at the SE Location, 2009 and 2010. 
Time Period 
NE (P7-P10) ET (mm)   SE (P32-P38) ET (mm) 
Forced
a
 Unforced
b
   Forced
a
 Unforced
b c
 
28 May - 4 Oct 2009 617 512 
 
---- ---- 
4 Aug - 12 Sep 2009 185 148 
 
188 188 
6 Jun - 14 Sep 2009 511 425 
 
---- ---- 
6 Jun - 14 Sep 2010 576 456   ---- ---- 
a
ET and SR α were determined using EC fluxes after closure was forced for the EC energy 
balance. 
b
ET and SR α were determined using EC fluxes without forcing closure on the EC energy 
balance. 
c
The unforced ET for the SE location was 0.5 mm less than the forced. 
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accurately estimate ET in windy, arid environments is because of advection (ASCE-
EWRI 2005). The contribution of advection was determined by identifying daytime 
periods when H < 0. In such cases there was a net flux of heat from the air to the soil and 
crop surfaces. There was also typically an increased vapor pressure deficit as the warm 
dry air moved into the cooler irrigated environment. Advection was examined on an 
hourly basis using only EC and SR fluxes (i.e. no hours when ET was filled in using ETr). 
Advection was observed from all accepted wind directions, or wind directions 
defined above as having adequate fetch. However, advection was more common, and 
resulted in a larger contribution to ET, when wind directions were northerly (P7 
directions). The progression of EC measured energy fluxes throughout the daytime hours 
of July 19, 2009, a day with no observed advection, is shown in Figures 17 and 18. The 
resultant wind directions for all hours presented in Figure 17 and 18 were southerly (from 
P10). 
 
Figure 17. Daytime EC energy fluxes under non-advective 
conditions with EC energy balance closure forced. July 
15, 2009, wind during all hours shown was from 
southerly wind direction (P10). 
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Figure 18. Daytime EC energy fluxes under non-advective 
conditions without forcing closure on the EC energy 
balance. July 15, 2009, wind during all hours shown was 
from southerly wind direction (P10). 
 
Figures 17 and 18 may be contrasted with the EC energy flux progression for July 
31, 2009, a day with advection, shown in Figures 19 and 20. The resultant wind 
directions for hours to the left of the vertical line in Figures 19 and 20 were southerly 
similar to Figures 17 and 18. However, in the early afternoon through the evening of July 
31, 2009, a northerly wind dominated introducing advection from the arid environment 
upwind of P7 (see hours to the right of the vertical line in Figures 19 and 20). Note that 
when EC energy balance closure was forced LE exceeded Rn during the hours with 
advection. 
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Figure 19. Daytime EC energy fluxes under advective conditions 
with EC energy balance closure forced. July 31, 2009, 
wind during hours to the left of the vertical line were 
northerly (P7) and wind directions for hours to the left of 
the vertical line were southerly (P10). 
 
 
 
Figure 20. Daytime EC energy fluxes under advective conditions 
without forcing closure on the EC energy balance. July 
31, 2009, wind during hours to the left of the vertical line 
were northerly (P7) and wind directions for hours to the 
left of the vertical line were southerly (P10). 
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A summary of the contribution of advection to ET from northerly (P7) and 
southerly (P10) wind directions is presented in Table 8. Advection occurred during nearly 
40% of the hours with EC or SR flux estimates corresponding to P10 in 2009. The 
resulting contribution to ET was 29 mm or 7.3% of ET from P10, if energy balance 
closure was forced (or α = 0.70 for SR). If energy balance was not forced, the 
contribution of advection to ET for hours with southerly winds was 6.5% of ET from 
southerly directions in 2009. Conversely, advection occurred during 57.8% of the hours 
with resultant wind directions corresponding to P7. When energy balance closure was 
forced, 19.6% of ET from hours with northerly (P7) wind directions was attributed to 
advection, 18.1% ET was attributed if closure was not forced. 
 
Table 8. Summary of Advective Contribution to ET. 
Period 
EC Closure Forced
a  EC Closure Unforced
a 
P10 P7 Both Pivots   P10 P7 Both Pivots 
28 May - 4 Oct 2009 
      ETtot (mm)
b
 403 132 535 
 
333 111 444 
ETH<0 (mm)
c
 29 26 55 
 
22 20 42 
% of Total
d
 7.3 19.6 10.3 
 
6.5 18.1 9.4 
Count ETtot
e
 952 320 1272 
 
952 320 1272 
Count ETH<0
e
 380 185 565 
 
380 185 565 
% of Total
d
 39.9 57.8 44.4 
 
39.9 57.8 44.4 
6 Jun - 14 Sep 2010 
      ETtot (mm)
b
 320 128 448 
 
253 100 353 
ETH<0 (mm)
c
 26 21 47 
 
20 15 35 
% of Total
d
 8.3 16.1 10.5 
 
7.8 15.2 9.9 
Count ETtot
e
 672 276 948 
 
672 276 948 
Count ETH<0
e
 322 146 468 
 
322 146 468 
% of Total
d
 47.9 52.9 49.4   47.9 52.9 49.4 
a
When EC closure forced SR α =0.70, when unforced α =0.55. 
b
Total ET during the period, from either EC or SR estimates, without filling gaps. 
e
Total ET attributed to advection (H<0) during the period. 
d
(ETH<0 / ETtot)(100%), or (CountH<0 / Counttot)(100%). 
e
Number of hours included in each total and H<0 ET summations. 
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In 2010 the contribution of advection to ET was similar as observed in 2009. 
47.9% of the hours with EC or SR flux estimates that had southerly resultant wind 
directions had advection. This is about 8% higher than in 2009. The portion of hours with 
northerly wind directions that had advection in 2010 was 52.9%, nearly 5% lower than in 
2009. The contribution of advection to ET when wind directions were southerly was 
about 8% in 2010, as compared to about 7% in 2009. The contribution to ET when winds 
were from the north was 15.2% if energy balance closure was not forced and 16.1% if it 
was. This is a difference of about 3% from 2009. 
Table 9 is a summary of wind speed and vapor pressure deficit (VPD) under 
advective conditions in contrast with those under non-advective conditions. It is clear 
from Table 9 that wind speeds under advective conditions were greater than the wind 
speeds under non-advective conditions. Likewise, the VPD was greater under advective 
conditions. This is intuitive when considering that advective conditions occurred when 
heat was imported into the study area from the arid surroundings in the form of warm, 
dry wind. This was particularly the case with northerly (P7) winds, since P7 was bordered 
on the north by natural surroundings, while P10 was surrounded by adjacent pivots. 
 
Reference ET Analysis 
Data Corrections and Adjustments 
No major gaps existed in the datasets from 2007. A handful of missing hourly 
output records, resulting from station maintenance, were found. All such gaps affected no 
more than one output record. No station had more than three missing hours (only the NE 
dataset had three). All gaps in 2007 were filled by taking the average of the values from 
the previous and following hourly output records. 
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Table 9. Summary of Wind Speed and Vapor Pressure Deficit Under 
Advective and Non-Advective Conditions. 
Period 
H < 0   H > 0 
P10 P7 Both Pivots   P10 P7 Both Pivots 
28 May - 4 Oct 2009             
Avg. WS (m s
-1
)
a
 1.97 3.11 2.35 
 
1.71 2.75 1.91 
Std. Dev.
b
 1.21 1.54 1.43 
 
1.17 2.29 1.51 
Avg. VPD (kPa)
c
 2.10 1.93 2.04 
 
1.66 1.51 1.63 
Std. Dev.
b
 0.91 0.91 0.91 
 
1.06 0.83 1.02 
6 Jun - 14 Sep 2010 
      Avg. WS (m s
-1
)
a
 2.32 4.18 2.90 
 
2.08 3.31 2.41 
Std. Dev.
b
 1.36 2.38 1.94 
 
1.63 2.45 1.97 
Avg. VPD (kPa)
c
 2.14 1.96 2.09 
 
1.86 1.53 1.77 
Std. Dev.
b
 0.93 0.78 0.89  1.15 0.78 1.07 
a
Average horizontal wind speed. 
b
Standard Deviation of WS or VPD.      
c
Average vapor pressure deficit. 
 
On June 12, 2008 the pyranometer multiplier on the NE weather station was 
corrected, based on comparisons with the pyranometers from the other two BREB 
systems located near it. The ratio of the new multiplier to the old was 0.880. Data 
previous to the correction were adjusted accordingly in post processing. A few additional 
missing hourly output records were filled in as was done in 2007. 
On May 6, 2009 the 014A Wind Sensor (Met One Instruments, Inc., Grants Pass, 
OR) on the NC permanent weather station was replaced with an R. M. Young 05103 
Wind Monitor (Traverse City, MI). The wind speed data prior to this time were adjusted 
as if they had been measured by the R. M. Young sensor. This adjustment is described in 
further detail later, see also Appendix A. 
In 2009 the pyranometers at all four locations were field calibrated as part of a 
routine maintenance and inventory check-up. The field calibration was performed by 
placing two standard pyranometers near the field pyranometer for several minutes. The 
average measurement from the standard sensors was divided by that from the field 
pyranometer. The resulting ratio was used to adjust programming multipliers at each 
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station. The Rs data from each station taken prior to the calibration date was adjusted 
accordingly. Adjustment ratios and field calibration dates are reported in Table 10. The 
largest change was at the NE location, which had been calibrated by comparison to two 
non-standard pyranometers, in the field, in 2008. Note, the NC was the only location with 
an adjustment ratio greater than one.  
On July 13, 2009, the bearings in the anemometer on the BREB system were 
replaced. No adjustment was made to data collected previous to this change. On August 
17, 2009 the cross arm on the BREB system was found tipped off of plumb. This affected 
the pyranometer levelness and may have affected Rs measurements. Comparison with 
data from other systems in the area showed no noticeable deviation in Rs measurements 
from the BREB and those at the NC and SE locations. The possibly effected Rs 
measurements were kept for analysis, but held at close scrutiny. 
No major data corrections were necessary in 2010. Only a few hours were missing 
or required filling in. Data filling was done by taking the average of the previous and 
following records. Data up to June 21 at the NE location was recorded in daylight savings 
time. The records were shifted to Mountain Standard Time, to correspond to the 
remainder of the record and the flux data. 
 
Table 10. Pyranometer Calibration Dates and Data 
Adjustment Ratios (New/Old) from 2009 Field Calibrations 
for Locations in Curlew Valley, UT. 
Station Calibration Date Adjustment Ratio 
NC 6 Jul 1.0346 
NE 29 Jun 0.9618 
SE 13 Jul 0.9977 
SW 14 Jul 0.9945 
 
 
 
    
67 
Incident solar radiation data adjustment. Rs was measured with silicon 
pyranometers from LiCor, Inc. (Lincoln, NE). These pyranometers required a unique 
calibration multiplier to convert mV signal into Rs units. Pyranometer calibration was 
done by comparing readings from the pyranometers with those from two standards, 
which were calibrated at the National Renewable Energy Laboratory in Golden, CO. 
Errors in, or drift from the calibration can cause errors in measured Rs. A good 
way to assess the quality of measured Rs data is to compare it with theoretical clear day 
incident solar radiation (Rso). On clear days Rs should be close to Rso. ASCE-EWRI 
(2005) states that Rs measurements on clear days typically should not deviate from 
theoretical clear sky incident solar radiation (Rso) by more than a few percent. 
An adjustment was made to Rs data following the comparison with Rso. The ratio 
Rs / Rso was calculated for each day. The greatest 20 of these ratios between the April 10 
(day of year 100)
 
and September 17 (day of year 260) each year were further evaluated. 
The mean and standard deviation of these 20 ratios was found. Any ratios that fell outside 
of ± 2 St. Dev. of the mean were rejected from further analysis. The reciprocal of the 
mean of the remaining ratios was used as a correction factor to adjust the entire Rs 
dataset. A list of Rs correction multipliers for each location and year is found in Table 11. 
The in-field pyranometer calibrations in 2009 improved measurements at the NE and SE 
locations, as compared to previous years. However, the measurements at the NC and SW 
locations were adversely effected, as the correction factors are further from unity at these 
locations in 2009 and 2010. 
NC wind speed adjustment. Before May 6, 2009 the NC weather station was 
equipped with a Met One 014A, cup-type anemometer. The other three locations had R. 
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M. Young 05103 Wind Monitor, helicoid propeller anemometers. Previous studies had 
found that the Met One measured higher than the R. M. Young under similar conditions 
(see Appendix A). As a result, the wind speed measurements from the Met One 
anemometer were adjusted by subtracting 0.45 m s
-1
 (1 mph) from the Met One 
measurements. 
Reference ET at the NE Site in 2009 
and 2010 and SE in 2009 
Weather data used in ETr calculations for the site between P10 and P7 were 
collected from 2007 through 2010. ETr was calculated using the ASCE Std. Eq. with an 
hourly time step, then summed by day. ETr was only calculated for days with a complete 
dataset. In 2009, ETr was calculated from May 21 to October 4. The calculation period 
 
Table 11. Incident Solar Radiation Data Correction Factor for 
Locations in Curlew Valley, UT, 2007 - 2010. 
Year 
Rs Correction Factors 
NC NE SE SW 
2007 0.976 1.072 1.020 0.991 
2008 0.967 0.978 1.013 0.994 
2009 0.939 1.024 1.000 1.120 
2010 0.905 1.021
a
 ---- ---- 
a
The weather station sensors located at the NE location in 2010 had been at the SW 
location in previous years. 
was June 4 through September 22 in 2010. There was an eight day gap in the data from 
June 22 to June 29, 2010. ETr, used for comparison with the ETEC-SR(NE), during this 
period was calculated using data from the NC weather station (7.8 km west of P7 and 
P10). 
ETr was calculated using data from SE location in 2009, and compared to ET 
estimates from the SR(SE) data from August 4 to September 12, 2009. The SE weather 
station was located about 0.6 km away from the SR(SE) system and had dry range in both 
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easterly upwind quadrants (Figure 1). This may have caused ETr to be greater than if it 
had been measured at the SR(SE) location. 
Final ETr calculations for the NE location resulted in 865 mm from May 28 to 
October 4, 2009, the period for which ET was also estimated using the EC and SR(NE) 
data. ETr during this period was 40% greater than ETEC-SR(NE)forced and 69% greater than 
ETEC-SR(NE)unforced. Calculated ETr from August 4 to September 12, 2009 for the SE 
location was 296 mm, or 53% greater than ETSR(SE)α=0.70, and 24% greater than 
ETSR(SE)α=0.55. ETEC-SR(NE) was estimated from June 6 to September 14, 2010. ETr during 
this time was estimated to be 819 mm, 42% greater than ETEC-SR(NE)forced and 80% greater 
than ETEC-SR(NE)unforced. 
Crop Coefficients 
Crop coefficients were applied to estimate ET using the single and dual crop 
coefficient methods described earlier. Mean and basal crop coefficients (Kcm and Kcb) 
were derived from curves presented by Allen and Wright (2002) for use with the ASCE 
Std. ETr. The Kcm and Kcb curves reported by Allen and Wright (2002) represent a variety 
of alfalfa and harvesting intervals based on observations by Wright (1982) in Kimberly, 
ID. The Kcm and Kcb curves reported by Allen and Wright (2002) are tabular values 
corresponding to the percent of the time from beginning growth, after cutting, until the 
next cutting. This method forces the length of the development period to change based on 
the length of the growing cycle. If a crop were cut at different intervals than the research 
plot used to develop the curves, the development period might be misrepresented. 
The Kcm and Kcb curves reported by Allen and Wright (2002) were adjusted based 
on observed crop heights. The curves were applied until effective full cover, which was 
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assumed to be 50 cm. After effective cover, both Kcm and Kcb were kept equal to 1, until 
harvest. This was done because the crop was typically not allowed to reach a level of 
maturity that would reduce Kcb (Wright 1982). In 2009, however, the first cutting was 
delayed because of excessive rain. The crop was about 90 cm tall in P10 at harvest. The 
frequent rain during this period made it difficult to determine the contribution of crop 
transpiration and evaporation, so the Kcm and Kcb curves were kept equal to 1 until 
harvest. 
The dual crop coefficient was calculated using the method described in Equations 
18 through 20. Ka was assumed to be 1 for both mean and dual crop coefficients. K1 for 
the dual crop coefficient was also assumed to be 1, and td was assumed to be three days. 
These assumptions seemed reasonable for sprinkler irrigated alfalfa and the observed 
field conditions. Soil wetting events were determined from soil moisture data. The 
Watermark sensor data from the 30 cm depth was used to estimate pivot passes, as the 
irrigation events were clear in the data from both 2009 and 2010. Rain events were 
accounted for using precipitation data from the NC weather station, 7.7 km to the west of 
P10. 
Kcm, Kcb, and dual Kc curves for P10 in 2009 and 2010 are presented in Figures 21 
and 22. These curves were assumed to be adequate for P7, since no soil moisture data 
was available for determining irrigation applications. The dual Kc curve in 2010 has more 
frequent spikes than in 2009. This is because of the increased irrigation frequency in 
2010. In 2009, P10 was operated at about 75 hours per revolution much of the season, in 
2010 the revolution speed was increased to 60 hours per revolution. The increased 
irrigation frequency resulted in an increase in the area under the dual crop coefficient 
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curve. For the SE location, only the Kcm was applied. The third crop cycle Kcm curve for 
the SE location in 2009 is presented in Figure 23. 
 
Estimated crop ET at the NE site in 2009 
and 2010 and SE site in 2009 
The crop coefficient curves presented in Figures 21 and 22 were applied with ETr 
calculations to estimate crop ET (Equations 16 and 17). ETcDual for the NE site was 689 
mm from May 28 to October 4, 2009, approximately 80% of ETr at that location. ETcm 
for the same period was 677 mm, 98% of ETcDual and 78% of ETr. ETcDual from June 6 to  
 
 
Figure 21. Alfalfa Kcb, dual Kc, and Kcm curves for P10 in 2009, following Jensen et al. 
(1990). Kcb and Kcm derived from Allen and Wright (2002). 
 
 
Figure 22. Alfalfa Kcb, dual Kc, and Kcm curves for P10 in 2010, following Jensen et al. 
(1990). Kcb and Kcm derived from Allen and Wright (2002). 
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Figure 23. Third crop cycle alfalfa Kcm and Kcb curves for the 
SE location in 2009. Derived from Allen and 
Wright (2002). 
 
 
September 14, 2010 was estimated to be 674 mm, or 82% of ETr. ETcm for the same 
period was 629 mm, which was 93% of ETcDual and 77% of ETr. 
The difference in the ratio ETcm / ETcDual in 2010, as compared to 2009, is most 
likely due to the increased irrigation frequency in 2010 as mentioned earlier. The total 
ETcm estimated for the third crop (August 4 to September 12) at SE location in 2009 was 
219 mm, or 74% of ETr. 
Comparison of ET from Reference ET 
and Measurements 
Estimated ETc, using both dual and mean crop coefficients (ETcDual and ETcm, 
respectively), along with ET from the SR and EC systems for the NE location in 2009 
and 2010 and the SE location in 2009 are found in Table 12. Calculated ETcDual and ETcm 
were always greater than ETEC-SR(NE) and ETSR(SE) (Table 12). ETcDual, for the full 
calculation period at the NE location in 2009, was 11.7% greater than ETEC-SR(NE)forced and 
34.6% greater than ETEC-SR(NE)unforced. ETcm was 9.7% greater than ETEC-SR(NE)forced and 
32.3% greater than ETEC-SR(NE)unforced for the same period. ETcDual for the third crop of  
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Table 12. Total ET from EC, SR, and Reference Approaches, Curlew Valley, Utah, 
2009 and 2010. Reference ET Calculated Using the ASCE Std. Eq. (ASCE-EWRI 
2005). Crop Coefficients Modified from Allen and Wright (2002). 
Year Location 
Crop 
Cycle 
Calculation 
Period 
ETEC-
SRforced 
(mm)a 
ETEC-
SRunforced 
(mm)b 
ETr 
(mm) 
ETcDual 
(mm)c 
ETcm 
(mm)d 
2009 NE Multiplee 28 May - 4 Oct 617 512 865 689 677 
 
NE 2nd Crop 9 Jul - 10 Aug 193 163 268 230 230 
 
NE 3rd Crop 18 Aug - 21 Sep 159 124 202 182 170 
 
SE 3rd Crop 4 Aug - 12 Sep 193 192 296 ----- 219 
2010 NE Multiplee 6 Jun - 14 Sep 576 456 819 674 629 
 
NE 2nd Crop 1 Jul - 2 Aug 227 171 299 275 258 
 
NE 3rd Crop 11 Aug - 14 Sep 179 147 242 215 189 
aET from EC and/or SR analyses with closure forced on the EC energy balance. 
bET from EC and/or SR analyses without forcing closure on the EC energy balance. 
cETr multiplied by a dual crop coefficient (Jensen et al. 1990; Allen and Wright 2002). 
dETr multiplied by a mean crop coefficient (Allen and Wright 2002). 
eIncludes parts of the 1st crop and both 2nd and 3rd crops as well as dry periods between crops. 
 
 
alfalfa in 2009 at the SE location was 14.5% greater than ETSR(SE)α=0.70 and 46.8% greater 
than ETSR(SE)α=0.55. 
ETcDual estimates were greater in 2010, in relation to ETEC-SR(NE) estimates, than in 
2009, being 17.0% greater than ETEC-SR(NE)forced and 47.8% greater than ETEC-SR(NE)unforced. 
This was due to the increased area under the KcDual curve in 2010 as result of the increase 
in  irrigation frequency discussed earlier (see Figures 21 and 22). ETcm estimates 
compared similarly with ETEC-SR(NE) estimates in 2009 and 2010. In 2010 for the entire 
calculation period, ETcm was 9.2% greater than ETEC-SR(NE)forced and 37.9% greater than 
ETEC-SR(NE)unforced. 
The ETcDual and ETcm estimates were compared to ETEC-SR(NE) to determine the 
model fit of ASCE Std. ETr with both dual and mean crop coefficients. RMSE was used 
to quantify the model fit. ETc and ETEC-SR comparisons only included days when ETr was 
not used to fill in gaps in either the hourly or daily data. This was done to insure that 
there was no artificial correlation induced by having ETr calculations in both the model 
and observed data. ETcDual and ETcm estimates were plotted against ETEC-SR(NE) to show 
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the relationship between the two. Figures 24 and 25 are plots of ETcDual vs. ETEC-
SR(NE)forced and ETcm vs. ETEC-SR(NE)forced in 2010, respectively. Graphs of ETcDual and ETcm 
vs. ETEC-SR(NE)forced can be found in Figures 26 and 27, respectively. Similar graphs for 
2009 and are in Appendix D. 
The ETc estimates were greater than the ETEC-SR estimates (Table 12), but the 
slope of ETc vs. ETEC-SRforced lies near unity. This was not the case for ETc vs. ETEC-
SRunforced. RMSE results from the ETc and ETEC-SR(NE) comparisons are found in Table 13. 
The dual and mean crop coefficient methods appear to perform similarly, when 
comparing RMSE values, for the measurement conditions experienced between P10 and 
P7 in 2009 and 2010. Table 13 also contains the total ET from the mean and dual crop 
coefficient methods and EC and SR(NE) measurements. 
 
 
 
Figure 24. ETcDual vs. ETEC-SR(NE)forced, 2010. ETr calculated using the 
ASCE Std. Eq. RMSE = 1.74 mm. The solid line is unity. 
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Figure 25. ETcm vs. ETEC-SR(NE)forced, 2010. ETr calculated using the 
ASCE Std. Eq. RMSE = 1.17 mm. The solid line is unity. 
 
 
 
Figure 26. ETcDual vs. ETEC-SR(NE)unforced, 2010. ETr calculated using 
the ASCE Std. Eq. RMSE = 2.57 mm. The solid line is 
unity. 
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Figure 27. ETcm vs. ETEC-SR(NE)unforced, 2010. ETr calculated using the 
ASCE Std. Eq. RMSE = 2.04 mm. The solid line is unity. 
 
The difference between ET values presented in Table 13 and those presented 
previously in Table 12 is that those in Table 12 include the full period of record, with 
gaps in the ETEC-SR(NE) filled using the ratio of ETEC-SR(NE) / ETr for surrounding time 
periods. The ETEC-SR(NE) values presented in Table 13 do not include any days when ETr 
was used to fill in any gaps in the ETEC-SR(NE) data, so that a comparison of the ASCE Std. 
Eq. with the afore mentioned crop coefficients could be evaluated as a model. 
The mean crop coefficient method resulted in ET estimates that were closer to the 
EC and SR estimates. However, both crop coefficient methods overestimated ET by 6 to 
15% as compared to ETEC-SR, with closure forced, and 16 to 42%, without forcing 
closure. The mean crop coefficient method appears to represent the field conditions in 
Curlew Valley in 2009 and 2010 better. This could be a result of poor assumptions 
pertaining to the dual crop coefficient parameters or that the soil evaporation term did not 
accurately represent what occurred in P10. This is discussed in further detail later. 
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Table 13. Summary of Model Performance for ASCE Std. Eq. ETr with 
both Mean and Dual Crop Coefficients Compared with ET Estimates 
from EC and SR Analyses, Curlew Valley, Utah, 2009 and 2010. 
Year Location 
No. 
Days
a
 
ET (mm)   RMSE (mm) 
EC-SR
b
 KcDual
c
 Kcm
d
   KcDual
c
 Kcm
d
 
EC Closure Forced
e
 
2009 NE 83 408 467 461 
 
1.21 1.32 
2009 NE-EFC
g
 33 205 226 226 
 
0.78 0.78 
2009 SE 17 82 ---- 94 
 
---- 1.52 
2010 NE 56 318 359 338 
 
1.74 1.17 
2010 NE-EFC
g
 15 105 115 115 
 
0.88 0.88 
EC Closure Unforced
f
 
2009 NE 83 332 467 461 
 
2.02 2.01 
2009 NE-EFC
g
 33 161 226 226 
 
2.14 2.14 
2009 SE 17 81 ---- 94 
 
---- 1.65 
2010 NE 56 253 359 338 
 
2.57 2.04 
2010 NE-EFCg 15 82 115 115 
 
2.36 2.36 
a
Number of days in comparison. Only days when ETr was not used to fill in gaps in the EC 
and SR ET datasets were included. 
b
ET from the EC-SR(NE) or SR(SE) results. 
c
ETc using the ASCE Std. Method to calculate ETr with a dual crop coefficient following 
Jensen et al. (1990), basal crop coefficients were modified from Allen and Wright (2002). 
d
ETc using the ASCE Std. Method to calculate ETr with a mean crop coefficient that was 
modified from Allen and Wright (2002). 
e
Comparison using EC and SR ET where the EC energy balance closure was forced. 
f
Comparison using EC and SR ET where the EC energy balance closure was not forced. 
g
CET compared for times when the crop was at full cover, representing reference conditions, 
both KcDual and Kcm =1. 
 
 
ETr was compared with ETEC-SR(NE) during times of full cover (crop height ≥ 50 
cm), in both 2009 and 2010 (Table 13). The comparison of ETr (Kc = 1) with ETEC-
SR(NE)forced gave an RMSE of 0.78 mm, and an RMSE of 2.14 mm when compared to 
ETEC-SR(NE)unforced (Table 13). The comparisons for 2010 had only 15 days of ETEC-SR(NE) 
without ETr used to fill in gaps. The 2010 comparisons had RMSE‟s of 0.88 mm and 2.36 
mm, as compared to ETEC-SR(NE)forced and ETEC-SR(NE)unforced, respectively. It is possible that 
the cause of discrepancy between ETr and ETEC-SR(NE) estimates may be the ASCE Std. 
Eq.‟s ability to respond to advection. 
The purpose of the ETr – ETEC-SR(NE) comparisons was not to assess the accuracy 
of the ASCE Std. Eq. as a model for reference ET. Rather, it was done to determine if the 
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crop coefficients maintain a similar model fit as the ETr at full cover. The RMSE values 
for the comparisons with ETEC-SR(NE)forced are smaller than the RMSE‟s from the ETcDual  
and ETcm comparisons. ETr vs. ETEC-SR(NE)forced (Figures D1 and D9) also show less 
scatter. Note that the datasets were smaller for the ETr comparisons than for the ETc 
comparisons. These differences are not present in the ETr vs. ETEC-SR(NE)unforced 
comparisons. 
Comparison of reference ET from the 
different sites in Curlew Valley 
Calculated ETr was compared for the entire overlapping, or concurrent, period of 
record for all four locations in Curlew Valley from 2007 through 2009 and for the NE 
and NC locations in 2010. The total calculated ETr using the ASCE Std. Eq. for periods 
when all the stations had recorded data is given in Table 14. Corresponding parameters 
from each site are given in Tables 15 through 18, for comparison with ETr results.  
 
Table 14. Total ETr, Calculated Using the ASCE Std. Eq., for Locations in Curlew 
Valley, UT, 2007 - 2010. 
Year 
NC Ann. 
Tot. ETr 
(mm) 
Concurrent Period
a
 
Concurrent Period Tot. ETr (mm) 
NC NE SE SW 
2007 1608 31 May - 24 Oct 973 909 1030 1115 
2008 1656 7 May - 3 Sep; 6 Sep - 7 Oct 1144 1087 1173 1210 
2009 1487 21 May - 21 Jun; 15 Jul - 29 Sep 728 718 740 756 
2010 1553 4 Jun - 21 Jun; 30 Jun - 22 Sep 806 806 ---- ---- 
a
The concurrent period was defined as periods when all stations had recorded data. 
 
Table 15. Mean Air Temperature for Locations in Curlew Valley, UT, 2007 - 2010. 
Year 
NC Ann. 
Avg Tair 
(°C) 
Concurrent Period
a
 
Concurrent Period Avg. Daily Tair (°C) 
NC NE SE SW 
2007 8.2 31 May - 24 Oct 18.6 18.4 19.4 19.5 
2008 6.9 7 May - 3 Sep; 6 Sep - 7 Oct 17.2 17 17.7 17.7 
2009 6.8 21 May - 21 Jun; 15 Jul - 29 Sep 17.3 17.2 17.7 17.7 
2010 7.3 4 Jun - 21 Jun; 30 Jun - 22 Sep 18 18.4 ---- ---- 
a
The concurrent period was defined as periods when all stations had recorded data. 
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Table 16. Mean Dew Point Temperature for Locations in Curlew Valley, UT, 2007 - 
2010. 
Year 
NC Ann. 
Avg Tdew 
(°C) 
Concurrent Period
a
 
Concurrent Period Avg. Daily Tdew (°C) 
NC NE SE SW 
2007 -2.2 31 May - 24 Oct 4.2 6.6 3.9 3.3 
2008 -3.6 7 May - 3 Sep; 6 Sep - 7 Oct 2.3 5.3 2.3 2.5 
2009 -2 21 May - 21 Jun; 15 Jul - 29 Sep 5.3 6.6 5.8 5.5 
2010 -1.7 4 Jun - 21 Jun; 30 Jun 22 - Sep 3.8 5.1 ---- ---- 
a
The concurrent period was defined as periods when all stations had recorded data. 
 
Table 17. Mean Daily Incident Solar Radiation for Locations in Curlew Valley, 
UT, 2007 - 2010. 
Year 
NC Ann. 
Avg Rs (MJ 
m
-2
 d
-1
) 
Concurrent Period
a
 
Concurrent Period Avg. Daily Rs (MJ m
-2
 d
-1
) 
NC NE SE SW 
2007 17.2 31 May - 24 Oct 23.1 23.4 23.7 23 
2008 17.5 7 May - 3 Sep; 6 Sep - 7 
Oct 
24.3 24.4 24.6 24 
2009 17.2 21 May - 21 Jun; 15 Jul - 
29 Sep 
22.8 22.8 22.5 21.8 
2010 16.5 4 Jun - 21 Jun; 30 Jun 22 
- Sep 
24 23.9 ---- ---- 
a
The concurrent period was defined as periods when all stations had recorded data. 
 
Table 18. Mean Daily Wind Run for Locations in Curlew Valley, UT, 2007 - 2010. 
Year 
NC Ann. 
Avg WR 
(km d
-1
) 
Concurrent Period
a
 
Concurrent Period Avg. Daily WR (km d
-1
) 
NC NE SE SW 
2007 188.5 31 May - 24 Oct 229 211.5 221.6 246.1 
2008 227 7 May - 3 Sep; 6 Sep - 7 Oct 229.9 213.5 221.1 245.4 
2009 210.5 21 May - 21 Jun; 15 Jul - 29 
Sep 
185.4 180.1 182.2 198.8 
2010 227.1 4 Jun - 21 Jun; 30 Jun 22 - Sep 255.8 237.9 ---- ---- 
a
The concurrent period was defined as periods when all stations had recorded data. 
 
 
ETr was greatest at the SW location every year. ETr was smallest at the NE 
location every year, although it was only 0.4 mm less than ETr at the NC location in 
2010. The ETr at the NC and SE locations fell in between the ETr at the NE and SW 
locations every year, with the SE being the greater of the two. Most of the difference in 
ETr may be attributed to humidity and wind speed differences (Tables 15 through 18). 
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Daily average air temperature was about 0.5 to 1.0 °C greater at the SE and SW 
locations than at the NC and NE locations. This was expected since the SE and SW 
stations were on the outskirts of the upwind edge of the flat, nearby dry range 
surroundings. The dew point temperature was as much as 2.4 °C greater at the NE 
location than at any of the other locations in 2007, and at least 1 to 2 °C higher every 
other year. This may be due, in part, to sensor calibration. However, humidity probes 
were calibrated in 2009 and the difference persisted in 2009 and 2010. 
Incident solar radiation (after correction) agreed well between all stations, which 
was expected as the stations are all within 12 km of each other. The mean daily wind run 
varied from location to location, with the NE location having the lowest, and the SW 
having the greatest every year. The difference between the two was more than 30 km d
-1
 
in 2007 and 2008. The wind run from the other two locations fell centrally between the 
wind run from the NE and SW stations, with the wind run decreasing from south to north 
and from west to east. This suggests that the wind travel is greater at the leading edge of 
the irrigated flat (the southwest corner, the prevailing wind is out of the southwest) 
The differences in weather parameters presented in Tables 15 through 18 suggest 
that although the irrigated flat in Curlew Valley appears uniform, there are important 
differences in key weather parameters. These differences, in turn, resulted in notable 
differences in ETr calculations from location to location across the flat. ETr calculated for 
the SW location was between 10 and 16% greater than ETr calculated for the NE location 
for 2007 through 2009. This difference is notable as ETr calculations may often be 
assumed to represent larger areas than is reasonable in isolated irrigated areas with arid 
surroundings. 
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Estimation of Wet Soil Evaporation 
The ratio of ETEC-SR / ETr was compared with KcDual curves for P10 in 2009 and 
2010 and with the Kcm curve for P38 in 2009 (Figures 28 and 29). The ratio of ETEC-SR / 
ETr typically had spikes, representing increased evaporation after an irrigation event, at 
the same intervals as the KcDual curves for P10. The magnitude of the spikes, however, 
was different between the ETEC-SR / ETr and KcDual. The spikes on the ETEC-SR / ETr 
curves were typically 0.05 to 0.1 greater than the basal trend of the curve. Conversely, the 
spikes in the KcDual curve always rose to 1, unless a rain event was small (Equation 19). 
The spikes in the ETEC-SR / ETr curves for 2009, however, exceeded 1 frequently in June. 
This was a result of using SR data because EC data collection was often impeded by 
frequent rain that month. The ETSR estimates have already been shown to be greater then 
ETEC estimates (see Table 4). Graphs of ETEC-SR / ETr with crop coefficients for the SE 
location in 2009 and the NE in 2010 are in Appendix D. 
 
 
Figure 28. ETEC-SR(NE)forced / ETr with KcDual and the estimated basal component of ETEC-
SR(NE)forced for P10, 2009. ETr calculated using the ASCE Std. Eq. 
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Figure 29. ETEC-SR(NE)unforced / ETr with KcDual and the estimated basal component of 
ETEC-SR(NE)unforced for P10, 2009. ETr calculated using the ASCE Std. Eq. 
 
 
An attempt was made to separate out the effect of evaporation from wet plant and 
soil surfaces from the ETEC-SR datasets. Assuming the ASCE Std. Eq. to be a good model, 
as explained above, basal ETEC-SR / ETr curves were subjectively estimated, similar to Kcb 
curves. This was done by visually applying a smoothed line below the major spikes in the 
ETEC-SR / ETr graphs. These basal ETEC-SR / ETr curves are shown in Figures 28 and 29, 
and Figures D11 through D44. When estimating the basal ETEC-SR / ETr curves, if the 
actual ETEC-SR / ETr curved dipped below the estimated basal curve, then the actual ratio 
values were used. This was done so that there would be no negative components in the 
wet soil and plant evaporation estimates. 
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where ETmeas is the measured ET, in this case ETEC-SR, and the subscript basal means that 
it is the visually estimated basal ratio of ETEC-SR / ETr described above. Similarly the 
contribution of Esoil was estimated for ETcm and ETcDual calcuations. This was done by 
subtracting ETr(Kcb) from both ETcm and ETcDual calcuations. A summary of the estimated 
Esoil from the ETEC-SR, ETcDual, and ETcm estimates is presented in Table 19. 
The portion of ET attributed to wet soil evaporation (Esoil) from the EC and SR 
analyses, with energy balance closure forced, was 5.8% of the total ET at P10 in 2009. In 
2010 Esoil was estimated to be only 4.8% of ETEC-SR(NE)forced. The difference was assumed 
to be a result of the large amount of rain in June, 2009. Esoil was 9.2% of ETEC-
SR(NE)unforced in 2009 and 4.8% in 2010. The difference between the ETEC-SR(NE)forced and 
ETEC-SR(NE)unforced results were caused by the larger spikes in the 2010 ETEC-SR(NE)unforced 
data throughout the 2010 season. These spikes accounted for more evaporation than the 
large spikes in June 2009. 
In 2009 and 2010, Esoil was estimated to be smaller for ETcm than for the ETcDual 
estimates. Both Esoil estimates were calcuated using the Kcb curves to estimate the basal 
 
Table 19. Wet Soil Evaporation Estimates from EC - SR and ETc Calculations, 
P10, 2009 and 2010, and P38, 2009. Reference ET Calculated Using the ASCE 
Std. Eq. (ASCE-EWRI 2005). 
Year Location 
EC - SR 
Forced
a
   
EC- SR 
Unforced
b
   Dual Kc
c
   Mean Kc
d
 
ET Esoil
e
   ET Esoil
e
   ET Esoil
e
   ET Esoil
e
 
2009 P10 617.4 35.8   512.3 47.1   689.3 41.6   677.2 29.6 
2009 P38 192.7 18.6 
 
192.2 17.6 
 
---- ---- 
 
219.3 17.2 
2010 P10 576.0 23.6   455.9 21.8   674.3 85.6   629.8 41.1 
a
Estimated from EC and/ or SR analyses with EC energy balance closure forced. 
b
Estimated from EC and/ or SR analyses without forcing closure on the EC energy balance. 
c
Estimated from ASCE Std. reference ET with a dual crop coefficient following Jensen et al. (1990), 
Kcb curves modified from Allen and Wright (2002). 
d
Estimated from ASCE Std. reference ET with a mean crop coefficient Kcm and Kcb curves modified 
from Allen and Wright (2002). 
e
Estimated evaporation from wet soil and plant surfaces. 
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component of ET. The Esoil for P10 were 4.4 and 6.5% of ETcm in 2009 and 2010, 
respectively. The Esoil for P10 was 6.0% of ETcDual in 2010 and 12.7% in 2009. Similar 
results were observed for the third crop cycle on P38 in 2009, where Esoil was estimated 
to be 9.7% of ETSR(SE)α=0.70 and Esoil was 7.8% of ETcm. The Esoil was 9.2% of 
ETSR(SE)α=0.55 in 2009. A comparison of the Esoil estimates suggests that, for the 
measurement conditions at P10 in 2009 and 2010, the mean crop coefficient performed as 
well as the dual crop coefficient method did, and better in 2010. In making this assertion 
it must be understood that the KcDual curves were subject to the assumptions stated above, 
which may be incorrect.  
Additional Observations and Analysis 
Irrigation Water Salinity and Estimated 
Leaching Requirements 
Irrigation water electrical conductivity, ECw, was monitored for P10 in 2005 and 
2006 by Fillmore (2007). Additional samples were taken in 2010 for comparison with 
Fillmore‟s data and for assessing the conditions over time. ECw as reported by Fillmore 
for 2006 along with results from the USUAL analysis on the 2010 samples are given in 
Table 20. 
The ECw values reported in Table 20 suggest that there is some restriction for the 
water use as defined by Ayers and Westcot (1994). The electrical conductivity 
measurements presented in Table 20 suggest that irrigation requirements may need to be 
adjusted to prevent salt accumulation in the soil. The ECw of samples from 2010 are 
greater than ECw in 2006. This could be due to changes in farm (and subsequently water) 
management. The ECw samples from 2010 were close enough to Fillmore‟s reported ECw  
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Table 20. Sampled Irrigation Water Electrical 
Conductivity in 2006 and 2010. 
Sample Date 
ECw (dS m
-1
) 
P10 P7 
10/12/2006
a
 1.41 --- 
8/23/2010 1.63 2.11 
9/8/2010 1.67 1.49 
2010 Avg. 1.65 1.80 
a
Source: Fillmore (2007). 
  
for 2006 to assume that Fillmore‟s calibration curve for the TDR probe would be 
applicable in 2009 and 2010. 
A suggested leaching requirement was determined from the 2010 average ECw for 
P10, 1.65 dS m
-1
 (Table 20). The maximum allowable ECe was assumed to be 3.4 dS m
-1
 
for 10% yield reduction in alfalfa (Ayers and Westcot 1994). An estimated leaching 
requirement was determined to be 0.107 (see Equation 27). If this LR is correct, then 
irrigation requirements should be increased by a factor of 1.12 (1.12 = 1 / [1 - 0.107]) to 
assure no more than 10% yield reduction, on average, because of soil salinity. No soil 
samples were taken to assess the salinity of the soil in any of the fields. Therefore, it is 
unknown if soil salinity affected yields. 
TDR Probe Soil Moisture Measurements 
θv used in G estimates, was determined for the NE systems using the output from 
the TDR probe installed on the EC system. The calibration coefficients suggested by the 
manufacturer for Equation 28 were 0.207, 0.097, and 0.288 for c1, c2, and c3 (Campbell 
Sci., Inc. 1996). Using the manufacturer‟s suggested coefficients, Equations 28 and 29 
gave θv estimates as high as 0.95m
3
 m
-3
 in 2009, and 1.29 m
3
 m
-3 
in 2010, with the lowest 
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θv estimate being 0.34 m
3
 m
-3 
in 2009 and 0.42 m
3
 m
-3 
in 2010. These values are 
unrealistic, especially considering that soils often have a θv of 0.4 at saturation (Snyder et 
al. n. d.). 
Fillmore (2007) measured water content of disturbed samples at P10 and 
determined site specific coefficients for Equation 28. Fillmore‟s coefficients were 0.045, 
0.023, and 0.064, for c1, c2, and c3, respectively. Using Fillmore‟s coefficients, Equations 
28 and 29 yield θv estimates between 0.30 and 0.16 m
3
 m
-3
 in 2009 and 0.35 and 0.19 m
3
 
m
-3
 in 2010. These estimates were much more reasonable and were therefore used to 
determine θv. Plots of θv estimated using Fillmore‟s (2007) and the manufacturer‟s 
calibration coefficients (Campbell Sci., Inc. 1996) are presented in Figures 30 and 31. 
Note the large difference in magnitude, and the frequency in which the θv estimates using 
the manufacturer‟s coefficients approaches or exceeds 1 m3 m-3. 
 
 
Figure 30. TDR estimated volumetric soil water content at P10 for 2009 using 
calibrations determined by Fillmore 2007 and by the TDR Probe manufacturer 
(Campbell Sci., Inc. 1996). 
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Figure 31. TDR estimated volumetric soil water content at P10 for 2010 using 
calibrations determined by Fillmore 2007 and by the TDR Probe manufacturer 
(Campbell Sci., Inc. 1996). 
 
Comparison of ET Estimates and Yield 
The ETSR(NE) from 2009 and 2010 and the ETSR(SE) estimates from 2009 were 
compared with yield estimates obtained from ranch management. This comparison was 
done, in part, to assess crop conditions and as an aid in explaining ET results. A 
comparison of ET and yield, including water use efficiency (WUE), for 2
nd
 and 3
rd
 crops 
is presented in Tables 21 and 22. Cutting dates for alfalfa on P10, P7, and P38 for 2009 
and 2010 are listed in Table 23. Alfalfa was typically cut on the same day on P10 and P7 
and about two weeks earlier on P38. A comparison of annual yields from P7 and P10 for 
2007 to 2010 is presented in Table 24. 
All WUE estimates in Tables 21 and 22 are less than the average value reported 
by Keller (1982) of about 0.18 Mg ha
-1
 cm
-1
, with the exception of the second crop in 
2009 using ETEC-SR(NE)forced. The WUE were all less than the values of 0.19 to 0.21 Mg ha
-
1
 cm
-1
, reported for fields in Utah by Retta and Hanks (1980) as cited by Lindenmayer et 
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al. (2011). The WUE estimates for P10 using ETEC-SR(NE)forced are 35% less on average 
than Retta and Hanks (1980) in 2009 and 75% less in 2010. The WUE‟s for third crop 
 
Table 21 Comparison of Second and Third Crop Alfalfa Yields from P10 
with ETEC-SR(NE)forced and from P38 with ETSR(SE)α=0.70, 2009 and 2010. 
Yields from David Smith (Personal Communications January 31, 2011 and 
February 9, 2011). 
Year Location Crop 
Yield (Mg 
ha-1) 
ET
a
 (cm) 
WUE
b
 (Mg 
ha¯¹cm¯¹) 
2009 P10 2nd Crop 3.0 19 0.15 
  
3rd Crop 1.8 16 0.11 
  
Both Crops 4.7 35 0.13 
 P38 3rd Crop 2.0 13 0.15 
2010 P10 2nd Crop 1.7 23 0.07 
  
3rd Crop 0.4 18 0.03 
  Both Crops 2.1 41 0.05 
a
ET estimates are from first irrigation after cutting until the next cutting. 
b
Water Use Efficiency: Yield / ET. 
 
 
Table 22. Comparison of Second and Third Crop Alfalfa Yields from P10 
with ETEC-SR(NE)unforced and from P38 with ETSR(SE)α=0.55, 2009 and 2010. 
Yields from David Smith (Personal Communications January 31, 2011 and 
February 9, 2011). 
Year Location Crop 
Yield (Mg 
ha-1) 
ET (mm) 
WUE
b
 (Mg 
ha¯¹cm¯¹) 
2009 P10 2nd Crop 3.0 16 0.18 
  
3rd Crop 1.8 12 0.14 
  
Both Crops 4.7 29 0.16 
 P38 3rd Crop 2.0 16 0.12 
2010 P10 2nd Crop 1.7 17 0.10 
  
3rd Crop 0.4 15 0.03 
  Both Crops 2.1 32 0.07 
a
ET estimates are from first irrigation after cutting until the next cutting. 
b
Water Use Efficiency: Yield / ET. 
 
 
Table 23. Observed and Estimated Alfalfa Cutting Dates, Curlew 
Valley, 2009 and 2010. 
Cutting No. 
2009
a
   2010
b
 
P10 P7 P38   P10 P7 
1 6-Jul 6-Jul ----   25-Jun 25-Jun 
2 10-Aug 10-Aug 1-Aug 
 
3-Aug 2-Aug 
3 21-Sep 21-Sep 12-Sep  18-Sep 19-Sep 
a
Estimated from field observations 
    bActual (David Smith Personal Communication October 19, 2010). 
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Table 24. Summary of Annual Alfalfa Yield, P10 and P7, 2007 - 2010 and P38, 
2009.
a 
Year 
P10   P7   P38 
Yield    
(Mg ha
-1
) 
No. 
Cuttings   
Yield     
(Mg ha
-1
) 
No. 
Cuttings   
Yield   
(Mg ha
-1
) 
No. 
Cuttings 
2007 8.1 3   14.8 4   ---- ---- 
2008 9.1 3 
 
13.3 3 
 
---- ---- 
2009 9.5 3 
 
12.2 3 
 
9.5 3 
2010 4.6 3   7.4 3   ---- ---- 
a
Source: David Smith Personal Communications (October 19, 2010, December 29, 2010, and 
February 9, 2011) 
 
alfalfa in 2010 for P10 were less than any reviewed by Lindenmayer et al. (2011). The 
yield for third crop in 2010 may have been reduced because of rain, directly after cutting. 
The WUE estimates for P10 using ETEC-SR(NE)unforced are only 20% less on average than 
Retta and Hanks (1980) in 2009 and 65% less in 2010. 
One cause of these differences could be the exclusion of the first crop alfalfa 
yields, which are typically greater than subsequent crops. In the literature reviewed by 
Lindenmayer et al. (2011) the first crop yield was the greatest in all cases (see Table 2 in 
their paper). The difference between the WUE estimates from P10 and P38 in 2009 and 
2010 and the values presented by Keller (1982) and Retta and Hanks (1980), may be an 
indication of yield reduction due to stand age or soil salinity. Lindenmayer et al. (2011) 
suggest that although WUE often increases with time up to the fifth and sixth years of 
stand age, older stands begin to thin and may experience decreased yields and possibly 
WUE‟s. 
One other cause of the differences between the observed WUE‟s and the WUE‟s 
from the literature may be the difference in vapor pressure deficit (VPD) between the 
studies. Tanner (1981) showed that transpiration efficiency (yield / transpiration) is 
inversely proportional to VPD for potatoes. The average VPD between P10 and P7 
during the second crop cycle in 2009 was 2.24 kPa. The average VPD during the third 
    
90 
cycle was 1.90 kPa. In 2010 the average VPD for second and third cycles was similar to 
2009, being 2.19 and 1.90 kPa, respectively. The VPD‟s were not presented in the 
literature cited and therefore a comparison was not possible, however, the VPD‟s 
observed at P10 and P7 were relatively large and suggest that the transpiration efficiency 
might be lower then in more humid areas (Tanner 1981). 
No soil samples were taken in 2009 or 2010 for P10, P7, or P38, however, ranch 
management is aware of soil salinity problems (David Smith Personal Communication 
February 9, 2011).The yields for P7 and P10 from 2007 to 2010. suggest that crop quality 
has been decreasing with time, particularly in 2009 and 2010. This may be a result of soil 
salinity, crop age, or under irrigation. The latter will be discussed later. In any case the 
yield and WUE‟s presented above suggest that the alfalfa in P10 and possibly P7 was not 
growing under optimum conditions. 
Comparison of ET and Applied Irrigation 
As mentioned above it was not possible to perform complete field-scale water 
balances for the study fields, because of the lack of soil moisture data. Soil water content 
in the root zone was estimated, however, from ET, irrigation, and rain estimates. Soil 
tension readings from the Watermark sensors were used to determine if the calculated 
soil water content was reasonable for P10. 
Distribution Uniformity Analysis 
Catch can tests were performed on P10 each summer from 2007 to 2010. Similar 
tests were also performed for P7 in 2009 and 2010 and the SE pivot in 2007 though 2009. 
Flow measurements were not taken in 2007. Results from the catch can tests were used to 
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estimate application uniformity, wind and evaporation losses, and potential application 
efficiencies for each of the pivots. The procedures and results of these evaluations are 
detailed in Appendix B. A summary of the results from the pivot evaluations that were 
used in the ET and irrigation comparisons is given in Table 25. 
The catch efficiencies presented in Table 25 represent the fraction of water 
supplied to the pivot that reached the catch cans (Appendix B). The application 
uniformity was determined using the Herman and Hein uniformity coefficient (CU) as 
defined in the American Society of Agricultural Engineers Standard S436.1 (ASAE 
2007). Additional uniformity estimates are found in Appendix B. 
The potential application efficiency (PELH) was found by multiplying the CU by 
the catch efficiency. This efficiency represents an estimate of the application efficiency, 
if the proper irrigation depth is applied to supply the field with the depth of water equal to 
the average soil moisture deficit. If this depth of water is applied using PELH as a 
estimate of application efficiency, about 20% of the field will be under irrigated. Further 
detail on potential application efficiencies is found in Appendix B. 
 
Table 25. Average Uniformity Evaluation Results for P10, P7, and 
P38, 2008 - 2010. Used in the Water Balance analysis for each pivot 
2009 - 2010. 
  P10 2008 - 10 P7 2009 - 10 P38 2008 - 09 
Irrigated Area (ha) 50.9 29.8 50.9 
Flow Rate (l s
-1
) 45 32 48 
Time per Revolution (hr) 93.4 67.6 36.7 
Applied Depth (mm) 29.9 1.0 0.5 
Weighted Average Catch (mm) 28.3 0.9 0.5 
Catch Efficiency (%) 92 86 90 
CU (%) 78 77 88 
PELH (%) 72 66 79 
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Watermark Sensor Soil Water Matric 
Potential Measurements 
Soil water matric potential measurements were taken using Watermark sensors at 
a location near the EC and SR(NE) stations on P10. Although the spatial resolution of the 
watermark sensors was not adequate to facilitate a complete soil water balance, the 
measurements were useful for comparison with estimated soil water deficit from the ET 
and irrigation comparisons. Figures 32 and 33 are graphs of the measured matric potential 
at multiple depths on P10 during the 2009 and 2010 growing seasons. 
Volumetric soil water content was estimated using the Van Genuchten (1980) 
equation as cited by USDA-ARS (1999). Parameters for the Van Genuchten equation 
were determined using the Rosetta software available from the USDA Agricultural  
 
 
Figure 32. Matric potential measurements from Watermark sensors on P10, 2009. 
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Figure 33. Matric potential measurements from Watermark sensors on P10, 2010. 
 
Research Service (USDA-ARS 1999). The volumetric soil water content was considered 
a rough estimate because it was based off of soil texture class and not specific soil 
properties. 
The matric potential at 122 cm ranged from 8 kPa to 148 kPa during 2009 (Figure 
32). This variation was similar to what was observed at 30 and 61 cm that year. The soil 
moisture at the 122 cm level was estimated to range between 0.41 and 0.16 m
3
m
-3
, which 
suggests that there was active changes in soil water content near the bottom of the root 
zone and possible deep percolation at times. 
In 2010 the matric potential at 122 cm (assumed to be near the bottom of the root 
zone) steadily increased from about 19 kPa (~ 0.35 m
3
 m
-3
), at the beginning of June to 
about 77 kPa (~ 0.21 m
3
 m
-3
) during the first week of August, when the crop was cut for 
the second time (see Figure 33). This trend at the 122 cm depth suggests that there was 
little or no deep percolation during that time. The matric potential at the 122 cm depth did 
fluctuate in mid to late August reaching tensions as small as 19 cb (~ 0.35 m
3
 m
-3
). This 
increase suggests that there was soil moisture movement near the bottom of the root zone 
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during the third crop cycle. There may have been some deep percolation at this time, 
however, since the matric potential remained above 19 kPa, it may be assumed that soil 
was still below field capacity at 122 cm and that deep percolation may have been small. 
Soil matric potential at 30 cm in 2010 fluctuated much more then at 122 cm. with 
matric potentials ranging between 19 kPa and nearly 200 kPa. The estimated volumetric 
soil moisture content was about 0.15 m
3
 m
-3
 to 0.25 m
3
 m
-3
, this is low compared with the 
TDR measurements which ranged from about 0.2 to 0.32 m
3
 m
-3
 (Figure 31), suggesting 
that the Watermark measurements at 30 cm may be suspect. 
ET and Applied Irrigation by Cutting 
Applied irrigation was determined from the average system flow rate 
measurement multiplied by the irrigated area (Table 25). Net irrigation application was 
determined by dividing the applied irrigation by the catch efficiency (Table 25). The soil 
available water holding capacity was assumed to be 230 mm (9 in.), based on a water 
holding capacity of 0.17 m m
-1
 (USDA-NRCS 2009) and a root depth of 1.4 m (4.5 ft.). 
Initial soil moisture content values for P10 and P7 in both 2009 were assumed to be 67% 
of the available soil water holding capacity based on Watermark tension measurements 
30 cm and 61 cm. The initial soil water content was assumed to be 50% of available 
water holding capacity for P38 in 2009, because the analysis began after a cutting. For 
2010 the initial available soil water content was assumed to be 0.75 of available water 
holding capacity for P10 and P7, based on 61 cm and 91 cm matric potential 
measurements on P10. 
The cumulative ET and applied irrigation plus rain, along with estimated soil 
moisture, for P10 in 2009 after May 27, using ETEC-SR(NE)forced, are shown in Figure 34. 
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The ET / PELH curve in Figure 34 represents a suggested application based on the 
potential application efficiency determined from CU and catch efficiency estimates. 
Figure 35 is similar to Figure 34 with ET being ETSR(NE)α=0.55. Additional graphs for P10 
and P7 in 2009 and 2010, and P38 in 2009 are found in Appendix D. It is clear from 
Figure 34, that if ETEC-SR(NE)forced is assumed to be an accurate measurement of ET for 
P10 and that the assumed soil water holding capacity is correct, then P10 was potentially 
under irrigated. 
This assertion assumes that the flow measurements and pivot hour meter were 
accurate. The flow measurements seem reasonable because of the catch efficiencies, 
which are all typically in the 85 to 95% range. This seems reasonable for sprinkle 
irrigation as Keller and Bliesner (2000) suggest that wind drift and evaporation losses  
 
 
Figure 34. Cumulative ETEC-SR(NE)forced and applied irrigation plus rain for P10, 2009. 
Effective precipitation is 80% of rain measured at the NC location. Soil water 
holding capacity in the root zone was estimated to be 230 mm. Net irrigation 
is the estimated irrigation supplied multiplied by the estimated catch 
efficiency from catch can tests. PELH represents a potential irrigation 
efficiency from uniformity analyses. 
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Figure 35. Cumulative ETEC-SR(NE)unforced and applied irrigation plus rain for P10, 2009. 
Effective precipitation is 80% of rain measured at the NC location. Soil water 
holding capacity in the root zone was estimated to be 230 mm. Net irrigation 
is the estimated irrigation supplied multiplied by the estimated catch 
efficiency from catch can tests. PELH represents a potential irrigation 
efficiency from uniformity analyses. 
 
 
typically “…range between 5 and 10%.” They state further that “…under very severe 
conditions, they can be considerably greater” (Keller and Bliesner 2000). The air 
temperatures and wind speeds during catch can evaluations, at times, exceeded 30 °C and 
4 m s
-1
 (Table B1). 
The hour meters on P7, P10, and P38 all appeared to be in good working order. A 
comparison of the total run time with elapsed real time showed that, within a few 
fractions of a percent, the pivots never operated more than 100% of the time. 
Additionally each pivot was found to be operated very near 100% of the time during the 
middle of 2
nd
 and 3
rd
 cropping cycles.  
The assertion of under irrigation is also based on the assumption that ETEC-
SR(NE)forced is more accurate then ETEC-SR(NE)unforced, which is subject to the accuracy of Rn 
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and G measurements as discussed earlier. An examination of Figure 35 shows that some 
deep percolation was estimated for P10 when applied irrigation was compared with ETEC-
SR(NE)unforced. The amount of deep percolation was small, however, being less then 6%, 
which suggests that the fields may still have been underirrigated, when considering 
uniformity and salt leaching. 
Summaries of the ET and applied irrigation comparisons for the 2
nd
 and 3
rd
 crop 
cycles for each pivot, with are found in Tables 26 through 29. There was no deep 
percolation calculated using ET estimates from the EC and SR analyses, with the EC 
energy balance closure forced. The lack of calculated deep percolation suggest that P10 
and P7 may have been underirrigated, this is dependent on assumptions of soil water 
holding capacity and initial soil water content. An examination of the cumulative ET and 
applied irrigation plus rain in Figures D15 through D22 suggest that if P10 and P7 were 
under irrigated, irrigation may have been near ET. 
Table 26. Comparison of ETEC-SR(NE)forced and ETSR(SE)α=0.70 with Applied Irrigation 
Plus Rain by Crop Cycle, Curlew Valley, 2009. 
Location Period
a
 No. Days 
Time Op.
b
 Grs. P + I
c
 Peff + Inet
d
 ET ΔSWe DPf 
(%) (mm) (mm) (mm) (mm) (mm) 
P10 Full Record 129 51 637 571 616 -44 0 
 
2nd Crop 32 70 194 176 193 -17 0 
 3rd Crop 34 71 195 179 159 20 0 
P7 Full Record 129 49 716 606 616 -10 0 
 
2nd Crop 32 59 197 167 193 -26 0 
 3rd Crop 34 85 274 234 159 75 0 
P38 3rd Crop 33 60 172 155 133 22 0 
aThe full record begins when EC and SR ET estimates begin and go until EC and SR estimates end. The Crop cycles 
begin with the first irrigation after harvest and continue until harvest. 
bTime operated is the % time the pivot was operated. 
cMeasured rain at the NC location + gross irrigation application. 
dEffective precipitation (80% of measured) + net irrigation (gross irrigation multiplied by catch efficiency). 
eChange in SW content between the end and the beginning of the period. 
fEstimated deep percolation. 
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Table 27 Comparison of ETEC-SR(NE)unforced and ET SR(SE)α=0.55 with Applied 
Irrigation Plus Rain by Crop Cycle, Curlew Valley, 2009. 
Location Period
a
 
No. 
Days 
Time Op.
b
 Grs. P + I
c
 Peff + Inet
d
 ET ΔSW
e
 DP
f
 
(%) (mm) (mm) (mm) (mm) (mm) 
P10 Full Record 129 51 637 571 511 29 31 
 
2nd Crop 32 70 194 176 163 13 0 
 3rd Crop 34 71 195 179 124 23 31 
P7 Full Record 129 49 716 606 511 58 37 
 
2nd Crop 32 59 197 167 163 0 0 
 3rd Crop 34 85 274 234 124 75 35 
P38 3rd Crop 33 60 172 155 162 -7 0 
aThe full record begins when EC and SR ET estimates begin and go until EC and SR estimates end. The Crop 
cycles begin with the first irrigation after harvest and continue until harvest. 
bTime operated is the % time the pivot was operated. 
cMeasured rain at the NC location + gross irrigation application. 
dEffective precipitation (80% of measured) + net irrigation (gross irrigation multiplied by catch efficiency). 
eChange in SW content between the end and the beginning of the period. 
fEstimated deep percolation. 
 
Table 28. Comparison of ETEC-SR(NE)forced and Applied Irrigation Plus Rain by 
Crop Cycle, Curlew Valley, 2010. 
Location Period
a
 
No. 
Days 
Time Op.
b
 Grs. P + I
c
 Peff + Inet
d
 ET ΔSWe DPf 
(%) (mm) (mm) (mm) (mm) (mm) 
P10 Full Record 104 68 556 514 576 -62 0 
 
2nd Crop 33 81 205 189 227 -38 0 
 3rd Crop 34 98 253 240 179 62 0 
P7 Full Record 104 67 656 560 576 -16 0 
 
2nd Crop 32 88 259 221 227 -6 0 
 3rd Crop 34 85 272 233 179 54 0 
aThe full record begins when EC and SR ET estimates begin and go until EC and SR estimates end. The Crop cycles 
begin with the first irrigation after harvest and continue until harvest. 
bTime operated is the % time the pivot was operated. 
cMeasured rain at the NC location + gross irrigation application. 
dEffective precipitation (80% of measured) + net irrigation (gross irrigation multiplied by catch efficiency). 
eChange in SW content between the end and the beginning of the period. 
fEstimated deep percolation. 
 
Estimates of irrigation requirements presented as ET / PELH, a measure of 
potential application efficiency from catch can tests, are shown in Figures 34, 35 and D15 
through D22. The PELH was 72% for P10 and 66% for P7, because of the low uniformity 
on these pivots. The ET / PELH can be considered as a suggested irrigation requirement 
to account for application efficiency. In addition to increasing irrigation to account for 
application efficiency, if the ranch has soil salinity problems, as the management has 
mentioned (David Smith Personal Communication February 9, 2011), then applied 
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irrigation should be increased to leach out salts as well (see the discussion about leaching 
above). 
 
Table 29. Comparison of ETEC-SR(NE)unforced and Applied Irrigation Plus Rain by 
Crop Cycle, Curlew Valley, 2010. 
Location Period
a
 
No. 
Days 
Time Op.
b
 Grs. P + I
c
 Peff + Inet
d
 ET ΔSWe DPf 
(%) (mm) (mm) (mm) (mm) (mm) 
P10 Full Record 104 68 556 514 456 58 0 
 
2nd Crop 33 81 205 189 171 18 0 
  3rd Crop 34 98 253 240 147 93 0 
P7 Full Record 104 67 656 560 456 58 47 
 
2nd Crop 32 88 259 221 171 50 0 
  3rd Crop 34 85 272 233 147 39 47 
aThe full record begins when EC and SR ET estimates begin and go until EC and SR estimates end. The Crop 
cycles begin with the first irrigation after harvest and continue until harvest. 
bTime operated is the % time the pivot was operated. 
cMeasured rain at the NC location + gross irrigation application. 
dEffective precipitation (80% of measured) + net irrigation (gross irrigation multiplied by catch efficiency). 
eChange in SW content between the end and the beginning of the period. 
fEstimated deep percolation. 
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CHAPTER V 
SUMMARY 
The primary objective of this project was to estimate ET for center pivot irrigated 
alfalfa in a windy, arid environment. This was accomplished by using eddy covariance 
and surface renewal techniques. The results from the EC and SR analyses were used to 
assess the accuracy of estimating ET using the ASCE Standardized Reference 
Evapotranspiration Equation (ASCE-EWRI 2005) with both dual and mean crop 
coefficients. Reference ET estimates from four locations in Curlew Valley, Utah were 
compared to evaluate the importance of measurement location. Alfalfa yields and ET 
from three center pivot irrigated fields were also compared with published yield vs. ET 
relationships. ET was compared with irrigation application as pseudo field-scale water 
balances for three pivots to aid in explaining the ET estimates. 
ET from Eddy Covariance and Surface Renewal 
ET was estimated using EC and SR methods in 2009 and 2010. The energy 
balance closure of the daily EC fluxes ranged from 0.61 to 1.05, with the season total 
closure being 0.81 in 2009. EC energy balance closure ranged from 0.59 to 0.76, with 
season total closure being 0.76 in 2010. Closure was forced on the EC energy balance by 
incrementing H and LE proportionately, thus keeping the Bowen ratio constant. All 
calculations involving the EC results were performed using both the forced and unforced 
ET fluxes. 
The SR H‟ fluxes were compared to HEC using linear regression to determine 
values of the parameter α. The results were similar in 2009 and 2010, with less variation 
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in α in 2010. SR α was determined to be 0.70 from comparison with HECforced and 0.55 
from comparison with HECunforced. 
ETECforced was compared to ETSR with α = 0.70, and ETECunforced was compared to 
ETSR with α = 0.55. ETSRforced was 4.9% greater than ETECforced in 2009 and 1.5% greater 
in 2010. In contrast, ETSRforced was 29.5% greater than ETECforced in 2009 and 32.7% 
greater in 2010. This was because the SR method always forces closure and thus LESR 
was greater for the unforced analyses. ET estimates for the SE SR system gave similar 
results using both α values, with ETSR(SE)α=0.70 being only 0.3% greater than ETSR(SE)α=0.55. 
This was because of the countering effect of positive and negative H fluxes on the LE 
estimate from the SR estimates. 
The effect of advection on LE was evaluated. About 10% of ET from SR and EC 
estimates was attributed to the import of energy through advection. Advection was 
greater (more negative H and greater LE) when wind directions were out of the north 
(P7). Advection, as identified by negative H fluxes existed for 44% of the daytime hours 
used in the EC and SR analyses in 2009 and 49% in 2010. 
Best ET estimates were found by combining ETEC and ETSR estimates at the NE 
location to minimize data gaps. ETEC was used, when present, and ETSR was used when 
ETEC was missing. Any remaining gaps were filled by averaging adjacent hours or using 
the ratio of ETEC-SR / ETr to fill in the gap using ETr estimates. The best ET estimates 
were used in water balance and wet soil evaporation estimates. In comparisons with ETr 
estimates, only days when ETr was not used to fill in gaps were included from the ETEC-
SR datasets. 
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Reference ET Estimates 
ETr was calculated using the ASCE Standardized Method. Total ETr at the NE 
location from May 28 to October 4, 2009 was 40% greater than ETEC-SR(NE)forced and 69% 
greater than ETEC-SR(NE)unforced. Similarly, the total ETr from June 4 to September 14, 2010 
at the NE location was 42% greater than ETEC-SR(NE)forced and 80% greater than ETEC-
SR(NE)unforced. ETr at the SE location was 53% greater than ETSR(SE)α=0.70 and 54% greater 
than ETSR(SE)α=0.55 for the same time period. Comparisons of ETr for locations across 
Curlew Valley showed differences as great as 200 mm between locations between May 
and September. 
ETc was determined from ETr estimates at the NE location using both mean and 
dual crop coefficients. Kcb and Kcm curves were modified from Allen and Wright (2002) 
to make the development period independent of the harvest date. ETcm was 98% of ETcDual 
from May 28 to October 4, 2009. ETcm was 93% of ETcDual from June 6 and September 14, 
2010. ETcDual was not estimated at the SE location. 
Comparisons of ETcDual and ETcm with ET from the EC and SR analyses found 
that both methods overestimated ET. ETcm was less than ETcDual, but ETcm was still about 
10% greater than the ETEC-SR(NE)forced and 30% greater than ETEC-SR(NE)unforced. Model fit of 
the ASCE Std. ETr with both dual and mean crop coefficients was evaluated. The RMSE 
was similar for both methods, both being between 1.2 and 1.7 mm in comparison with 
ETEC-SR(NE)forced and between 2.0 and 2.6 mm in comparison with ETEC-SR(NE)unforced. 
The performance of the mean and dual crop coefficients was further examined by 
comparing the portion of ET that was attributed to evaporation from wet soil following 
irrigation and rain events. Wet soil evaporation was estimated from the EC and SR ET 
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estimates by plotting ETEC-SR / ETr and identifying spikes that corresponded with 
irrigation or rain events. Evaporation from wet soil was similar for both Kcm and KcDual 
methods. The Kcm approach more closely approximated the wet soil evaporation 
determined from the EC and SR analyses. The measurement conditions and assumptions, 
particularly pertaining to the KcDual calculation, effected these results. 
Comparisons of Water Use Efficiency and Applied Irrigation 
ET from the EC and SR analyses was compared to yield results in 2009 and 2010. 
Using ETEC-SRforced, the WUE was 0.13 Mg ha
-1
 cm
-1
 for the combined 2
nd
 and 3
rd
 alfalfa 
crops in 2009 and 0.05 Mg ha
-1
 cm
-1
 for 2
nd
 and 3
rd
 crops in 2010. The WUE was better 
for the ETEC-SRunforced, being about 0.16 and 0.07 Mg ha
-1
 cm
-1
 in 2009 and 2010, 
respectively. WUE‟s were low compared to the literature which was a result of low 
yields, possibly caused by stand age and possible soil salinity problems. 
Comparisons of applied irrigation plus rain with EC and SR ET, after forcing 
energy balance closure, suggested that the fields were being under irrigated. Effective 
precipitation plus net irrigation application (less wind drift and evaporation) were nearly 
equal to ETEC-SRforced for 2
nd
 and 3
rd
 crops of alfalfa in 2009 and 2010. No deep 
percolation was calculated when ETEC-SRforced was compared with irrigation plus rain. 
When ETEC-SRunforced was used a small increase in soil available water content was 
calculated with little or no deep percolation in 2009 and 2010.  
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CHAPTER VI 
CONCLUSIONS AND RECOMMENDATIONS 
Conclusions 
The SR weighting parameters from comparisons with ETEC were not similar to 
those found in the literature, suggesting that α may not be transferable between locations 
for alfalfa. Although further research is needed to determine if there is a way to make SR 
α more transferable, the SR method was useful, in this study, to fill in data gaps in the EC 
estimates. SR temperature measurements could be taken alongside EC measurements, 
more often, for the purpose of data gap filling. 
ET calculated using the ASCE Std. Eq. with both mean and dual crop coefficients 
over estimated ET as compared to EC and SR estimates. The ability of the ASCE Std. Eq. 
to respond to wind and advection was assumed to be a major cause of the difference. 
Care must be taken when applying crop coefficients developed at research sites to 
different crop and environmental conditions. Estimated evaporation from wet soil and 
plant surfaces was similar for both crop coefficient methods for the study conditions in 
2009, but the dual crop coefficient method showed much more wet surface evaporation 
when the irrigation frequency was increased in 2010. Care should be taken when 
applying either crop coefficient. 
The alfalfa yields were low in relation to water consumption, as compared with 
the literature. Suggesting that the alfalfa may not have been growing under optimum 
conditions. Comparisons of ET from EC and SR analyses with irrigation and rain 
suggested that the study fields may have been under irrigated when uniformity and 
leaching were taken into account. This could have affected both yield and ET.  
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This study was insightful because the measurements were taken on an actual farm 
and managed by the ranch, not the researcher. This provided data representing actual 
conditions. The results of the research in Curlew Valley, in 2009 and 2010, suggest that 
actual conditions may not be accurately represented by models developed at research 
plots. Care should be taken when using empirical ET models obtained under different 
conditions, than those of interest. The need for crop and soil condition monitoring is clear 
for field specific water management. 
Recommendations 
Irrigation Management at the Study Site 
Comparisons of ET with applied irrigation suggested that irrigation application 
should be increased to account for uniformity. If potential application efficiencies 
calculated from catch can evaluations are considered, then the irrigation application may 
need to be increased by about 30% on P10 and P7 in the NE and 20% for P38 in the SE. 
The matric potential measurements suggest that at least the measurement location had 
adequate soil moisture for ET, but salt leaching and uniformity may be a concern. 
The nozzle packages in P10 and P7 appeared to be in poor condition, this was 
evident in the low coefficients of uniformity (CU = 73% for P10 in 2010) could be 
replaced or serviced to attain a reasonable design CU of 85% or better. If a CU of 87% 
was attained, then irrigation would need to be increased by only 15 - 20% on P10 and P7. 
It is possible that the flow rates on P10 and P7 may need to be increased to deliver 
adequate water (P10 had a flow rate near 45 l s
-1
 it may need to be as much as 60 l s
-1
 to 
meet the design specifications of the pivot). If the pivot flow rates need to be increased, 
the economic cost and benefit of running all the pivots on the ranch may need to be 
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evaluated. Such an evaluation could be used to determine the optimum number of pivots 
to run all season with alfalfa, and the number that should be planted in shorter season 
crops, like small grains. 
There may have been more evaporation from the wetted soil in 2010 due to the 
increased irrigation frequency. If the center pivots were slowed down, a larger portion of 
the water would infiltrate into the root zone. The increased infiltration might be small, but 
it could make a difference in the soil water. 
Soil moisture monitoring could also be of great benefit as well. If soil moisture 
was monitored at multiple depths, as was done on P10 during this study, for one or two 
locations on each field, the ranch management would be able to determine if adequate 
water was being applied. The ranch management has already begun to take soil samples 
for salinity evaluations, if continued at regular intervals, this could be useful to determine 
if adequate water is being applied to leach salts. 
Further Research 
One weaknesses of this study was that the EC and SR systems had to be located 
between two fields, instead of in the center of one. This created essentially two different 
conditions for which H and LE estimates were made. If, however, Rn and G 
measurements would have been made in P7, as well as P10, the available energy for data 
attributed to P7 would be a better estimate. 
This study could have been improved if soil salinity measurements had been made 
at regular intervals during the growing seasons. Precipitation measurements should have 
been taken near the EC and SR systems and not just at the NC location (7 km away). 
Alfalfa stand counts, in plants per unit area, could have been useful to quantify the stand 
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condition in the studied fields. If EC and/ or SR ET data had been collected for additional 
alfalfa fields in the area, a better evaluation of the ASCE Std. Eq. could be made. 
More research is needed to determine what factors could be used to transfer 
models, such as crop coefficients, more accurately to real farm conditions. Such research 
might include a study of sprinkler irrigation and rain interception by agricultural plant 
canopies. This research may also include determination of real farm wet soil evaporation 
estimates, as was attempted in this study. Additional estimates using catch cans and 
energy balance techniques could be useful in optimizing pivot operation speeds, and 
subsequent application depths. 
A more complete evaluation of alfalfa water consumption with stand age is 
needed. Jia et al. (2009) found that alfalfa water use efficiency, defined in terms of yield, 
decreased in rain fed alfalfa stands older than 11 years, in China. Lindenmayer et al. 
(2011) suggested that water use efficiency of irrigated alfalfa may decrease as the stand 
ages due to stand thinning. However, more research is needed in this area. 
Further research is also needed to determine if the parameter α is similar for 
different locations in an area, like the Curlew Valley, over the same crop. A lot of 
investigation is being done with the SR method and future improvements may cause the 
SR method to be more transferable than it is at present.  
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 The information in this appendix was taken from an unpublished internal 
document entitled “A Comparison of Wind Speeds Measured by Three Common 
Anemometers,” by J. Burdette Barker and Robert W. Hill, Department of Civil and 
Environmental Engineering, UT State University, Logan UT, 2010. 
Abstract 
 Wind speed measurements from three common mechanical anemometers and one 
3-D sonic anemometer were compared. The sonic anemometer, and two of each 
mechanical anemometer were positioned near each other at the mouth of Logan Canyon, 
near Logan, UT in the spring of 2007. During the nighttime and early morning hours, the 
prevailing wind originated from the canyon. Recorded nighttime wind velocities were 
compared from each sensor. Linear regression was used to determine coefficients for 
reconciling data measured by the different anemometer models. Improved coefficients 
converting sensor output signals into to wind speeds were also developed. 
Introduction 
Mechanical anemometers are widely used to measure horizontal wind speed for 
various applications. Three common anemometers used for meteorological and 
agricultural studies include: the Met One 014A (Grants Pass, OR), the R.M. Young 
05103 Wind Monitor (Traverse City, MI) and the R.M. Young 03101 Wind Sentry 
(Traverse City, MI). These anemometers utilize either a helicoid propeller (05103) or 
rotating cups (014A and 03101) to generate a small AC current or close a small circuit 
(switch closure) with each rotation. These currents and switch closures can be measured 
with many available dataloggers. Dataloggers can be programmed with multipliers and 
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offset values to convert the measured signals into wind velocities. Calibration multipliers 
and offsets can be obtained for mechanical anemometers from sensor manufacturers and 
dealers. 
 Comparisons of reference evapotranspiration (ETr) using the ASCE Standardized 
Reference Evapotranspiration Equation (ASCE-EWRI 2005) equations have shown 
inconsistencies between stations equipped with a 014A and nearby stations equipped with 
a 05103 (Fillmore 2007). Preliminary comparisons from such situations led the authors to 
question the published calibrations for these two sensors.  
Unnecessary error may be introduced into a study if calibrations for different 
sensors do not produce similar data. For example, an increase in recorded wind velocity 
caused by an erroneous calibration multiplier which is 10% higher than what it should be 
may result in errors on the order of 4% in annual reference evapotranspiration in St. 
George, UT. St. George has a low wind (56 km d
-1
) arid environment. Reference ET was 
calculated using the ASCE Standardized Reference Evapotranspiration Equation 
assuming a tall reference crop (ASCE-EWRI 2005). Identification and correction of such 
errors can result in better ETr estimation. 
 To provide a concise and reliable adjustment for reconciling wind speed 
measurements from different anemometers, a comparison study was performed for the 
three previously mentioned sensors in the spring of 2007. The horizontal wind velocities 
were compared with velocities from a CSAT3 3-D Sonic Anemometer (Campbell Sci., 
Inc., Logan, UT), which was used as a standard for the study. This paper suggests 
corrections which may be applied to data measured by each of the mentioned 
anemometers. These corrections will enable better reconciliation of wind speed 
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measurements from different anemometers. Suggested multiplier and offset values for 
use in datalogger programming are presented as well. 
Methodology 
Instrumentation 
 Two Met One 014A, two R.M. Young 05103 Wind Monitor and two R.M. Young 
03101 Wind Sentry anemometers were mounted on a single crossbar atop a tripod. New 
oil lubricated bearings were placed in each anemometer to insure a consistent test 
procedure. Published sensor threshold and accuracy values for each anemometer are 
presented in Table A1. The study was conducted in a narrow, flat field at the mouth of 
Logan Canyon, in Logan, UT (N 41° 44.375‟,W 111° 47.784‟). The elevation of the 
study site was about 1410 m above MSL. 
 The prevailing wind during the night at this location originated from the canyon, 
which was about 0.6 miles east-northeast of the study site. The crossbar was mounted 
running in a direction 150 degrees east of north to 330 degrees east of north. The center 
of the anemometer cups and propellers was positioned 3 m above the ground surface. 
 The anemometers were positioned on the cross arm in two sets, a southeasterly set 
and a northwesterly set. The anemometers in the SE set were positioned in order (NW to 
 
Table A1. Multiplier and Offset Values Needed to Convert the Signal from 
Each Sensor into Velocity Output m/s (mph). 
Sensor Multiplier Offset 
014A
a
 0.800 (1.789) 0.447 (1) 
05103
b
 0.2192 0 (0) 
03101
c
 0.750 (1.677) 0.2 (0.4) 
a
For signal output in Hz, Source: (Campbell Sci. Inc. 2007) 
b
Source: (Campbell Sci. Inc. 2008) 
b
Source: (Campbell Sci. Inc. 2009) 
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SE) 041A, 05103, and 03101. The order in the NW set was 03101, 014A, and 05103. The 
arrangement allowed for variation in sensor location with respect to adjacent sensors, as 
well as sufficient space for each sensor to function with minimal interference from its 
neighbors. 
 The CSAT3 was positioned approximately 30 cm northeast of the study cross 
arm, such that the path for its transducers was centered at 3 m above the ground and in 
line with the other sensors. The fetch for the study was approximately 50 m above level 
ground with short grass just emerging from dormancy. A low shed was located 50 m 
northeast of the study area. The shed was 40 m long, running in a northeast to southwest 
direction. The distance from the shed was determined to be sufficient enough that any 
interference would affect all sensors equally. 
 Measurements were taken with a Campbell Scientific CR23X datalogger. The 
datalogger was programmed to sample the CSAT3 using a 10 Hz scan interval (Swaitek 
2001). Average 3-D components of wind speed, the horizontal wind speed, and compass 
direction were stored every minute. The other anemometers were scanned by the 
datalogger every 10 seconds. Average wind speed and wind direction values were saved 
every minute. Wind direction was measured by the 05103 Wind Monitors. 
 The datalogger was programmed with multipliers and offset values published by 
the manufacturers. Table A2 shows the multipliers and offsets used for each sensor model 
used in the study. Wind speeds were measured in mph. No logic statements were used in 
the datalogger program to cause the wind speeds to be equal to zero when no signal was 
measured.  
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Table A2. Threshold and Accuracy of Each Sensor in m/s (mph). 
Sensor Threshold Accuracy 
014A
a
 0.45 (1) ± 0.11 (0.25) 
05103
b
 1 (2.2) ± 0.3 (0.6) 
03101
c
 0.5 (1.1)  ± 0.5 (1.1) 
CSAT3
d
 N/A ± 0.04 (0.09) 
a
Source: (Met One Inst. Inc. 1997) 
b
Source: (R.M. Young Co. 2008) 
c
Source: (Campbell Sci. Inc. 2009) 
d
Source: (Campbell Sci. Inc. 2006) 
 
Data Analysis 
 Data was collected between April 24 and May 21, 2007, excluding May 8. 
Preliminary analysis suggested that the prevailing wind originated from the canyon 
typically between the hours of 10:00 p.m. and 7:30 a.m. Only data from these hours were 
included in the analysis. After sorting out times between 7:30 a.m. and 10:00 p.m. the 
data was again sorted to include only data when the wind direction was between 10 and 
110 degrees east of north. This was done to exclude winds which ran in directions less 
than 40 degrees from parallel with the cross arm (Figure A1). This minimized 
interference between adjacent sensors. Data was filtered so that the analyzed data 
corresponded to records where wind directions for both 05103‟s, as well as the sonic 
anemometer, all met the directional constraints. 
 Data was further sorted to exclude records where any sensor had a reported wind 
speed of 0 mph or the sensor‟s respective offset value (wind speeds of 1 and 0.4 mph 
were excluded for the 014A and 03101 sensors, respectively). This served to eliminate 
“calm” data, which simplified the comparison. Additional lines of data were eliminated 
from the study to exclude several lines on May 3, 2007, corresponding to a period when 
the sonic anemometer recorded errors, possibly due to precipitation. The original time 
sorting resulted in 11721 lines of eligible data. This number was decreased to 8222 lines  
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Figure A1. Acceptable wind directions used in the 
anemometer study with respect to the station 
cross arm. Drawing is not to scale, depicted 
directions are approximate. 
 
 
after filtering for direction. The final elimination of lines with errors and “calm” data 
resulted in 7879 lines which were included in the final analysis.  
An average of recorded wind speed for each time period from each pair of 
anemometers of the same model was taken. These averages were compared to those from 
the other models, as well as to the average horizontal wind speed from the sonic 
anemometer. Two-tailed, paired t-tests were used, pairing the average of each 
anemometer model separately against each other model. Regression analyses were also 
performed for each anemometer model being paired successively with each other model. 
Linear regression analyses were used in the comparison to generate least square 
regression lines. The regression coefficients became correction coefficients to adjust 
measurements from any of the models to be comparable with the output from the other 
models. 
 
N 
150° 
Acceptable 
Wind Directions 
(10° to 110°) 
Cross-arm Holding 
Mechanical 
Anemometers 
3 – D Sonic 
Anemometer 
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Results and Discussion 
 The average wind speed, after filtering, measured by the two Met One 014A‟s 
was 4.71 m s
-1
, as compared to 4.20, 4.39 and 4.38 m s
-1
 as recorded by the 05103 Wind 
Monitors, 03101 Wind Sentries and the CSAT3, respectively. The average wind speed 
for the 014A‟ss was 8 % higher than the average from the CSAT3 3-D Sonic 
Anemometer and 12% higher than the average from the 05103‟s. These differences 
demonstrate the original concern which initiated this study. 
 Each of the two-tailed, paired t-tests resulted in a p-value less than 1 x 10
-8
. These 
small p-values suggest that there is sufficient evidence that no two sensors had a 
difference of zero between their respective readings. The small p-values were due in part 
to the large sample size (i.e. 7879 records for each sensor), yet they still lent sufficient 
evidence that performing the regression analyses was appropriate. Regression analyses 
were performed for each anemometer model, paired with each different model, to obtain 
linear coefficients for reconciling data from different sensors. Two sets of regression 
analyses were performed, the first was unconstrained, while the second forced the 
intercept to be zero (0). 
 R-squared values and regression coefficients are presented in Tables 3 through 7. 
Regression techniques were also used to determine a corrected set of multipliers and 
offset values which could be used in a datalogger to convert the signal from each sensor 
to a velocity reading. The measured wind speeds, in mph, from each sensor model were 
converted back into the respective signal values by subtracting the offset given in Table 
A2 then dividing by the multiplier shown in the same table. The signal values were 
compared with the horizontal wind speed measured by the CSAT3. 
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Table A3. R-Squared Values from Linear Regression Analysis for Each 
Model Paired with the Other Models.  
Y-Sensor 
  X-Sensor 
  CSAT 3 014A 05103 03101 
CSAT3  1.000 0.992 0.992 0.987 
014A  0.992 1.000 0.997 0.998 
05103  0.992 0.997 1.000 0.997 
03101   0.987 0.998 0.997 1.000 
 
Table A4. Intercept from Linear Regression Analysis for Each Model 
Paired with the Other Models, in m s
-1
 (mph).  
Y-Sensor 
  X-Sensor 
  CSAT 3 014A 05103 03101 
CSAT3  0 (0) -0.22 (-0.48) 0.25 (0.56) 0.42 (0.93) 
014A  0.26 (0.58) 0 (0) 0.49 (1.09) 0.64 (1.44) 
05103  -0.22 (-0.49) -0.47 (-1.04) 0 (0) 0.16 (0.36) 
03101   -0.39 (-0.88) -0.68 (-1.51) -0.16 (-0.36) 0 (0) 
 
Table A5. Slope (m) Values from Linear Regression Analysis for Each 
Model Paired with the Other Models (Same for m s
-1
 and mph). 
Y-Sensor 
  X-Sensor 
  CSAT 3 014A 05103 03101 
CSAT 3  1.00 0.97 0.99 0.91 
014A  1.02 1.00 1.01 0.93 
05103  1.01 0.98 1.00 0.92 
03101   1.09 1.07 1.08 1.00 
 
Table A6. R-Squared Values from Linear Regression Analysis of Each 
Model Paired with the Other Models with Intercept Set at Zero (0). 
Y-Sensor 
  X-Sensor 
  CSAT 3 014A 05103 03101 
CSAT 3  1.000 0.990 0.989 0.979 
014A  0.990 1.000 0.987 0.979 
05103  0.990 0.989 1.000 0.955 
03101   0.982 0.984 0.996 1.000 
 
Table A7. Slope (m) Values from Linear Regression Analysis of Each 
Model Paired with the Other Models with Intercept Set at Zero (0) (Same 
for m s
-1
 and mph). 
Y-Sensor 
  X-Sensor 
  CSAT 3 014A 05103 03101 
CSAT 3  1.00 0.93 1.03 0.98 
014A  1.07 1.00 1.11 1.05 
05103  0.97 0.90 1.00 0.95 
03101   1.01 0.95 1.05 1.00 
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Regression analyses were performed again on the signal values versus the CSAT3 
readings, with the offset, or y-intercept values, in mph, being adjusted to reasonable 
values. The intercept for the Met One 014A was fixed at 0.22 m s
-1
 (0.5 mph) instead of 
0.21 m s
-1
 (0.49 mph), which did not change the R
2
 up to the fourth decimal. The 
intercept for the R.M. Young 05103 was found to be 0.238 m s
-1
 (0.564 mph), this value 
was forced to be 0 (zero) as suggested by Baynton (1976). This changed the R
2
 from 
0.9921 to 0.9893, an acceptable amount. The intercept for the R.M. Young 03101 was 
fixed at 0.42 m s
-1
 (1 mph) instead of 0.546 m s
-1
 (1.294mph), which was a reasonable 
number close to the published threshold value of 0.5 m s
-1
 (1.1 mph) (see Table A1). This 
adjustment changed the R
2
 value from 0.9871 to 0.9862. Adjusted coefficients for 
converting the signals into wind velocities are shown in Table A8. These values can be 
compared to those in Table A2.  
The values in Tables A3 through A8 are valid for conditions similar to those used 
in this study, where the wind values were above 0 m s
-1
 (0 mph), but less than about 11m 
s
-1
 (25 mph). These conditions are typical of many agricultural environments, suggesting 
that the coefficients in Table A8 may be useful in many situations where wind data is 
used for agricultural purposes, such as calculation of ETr.  
 
Table A8. Suggested Adjusted Datalogger Multiplier and Offset Values for 
Converting Signal Output into Wind Velocities, in m s
-1
 (mph). 
Sensor Multiplier Offset 
014A
a
 0.777 (1.737) 0.22 (0.5) 
05103 0.101 (0.227) 0 (0) 
03101 0.698 (1.562) 0.45 (1) 
a
Multiplier values for the Met One 014A are given for situations where the signal is measured 
as a switch closure with output in Hz, if the output option is to measure all counts the 
multipliers must be divided by the number of seconds in the scan interval. 
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 It is noted that vertical wind velocities, due to the proximity of mountains and the 
afore mentioned shed, may have varying effects on each of the studied anemometers. The 
vertical wind component was therefore evaluated from the CSAT3 output. For the data 
included in this study the vertical wind component varied between 0.54 m s
-1
 (1.27 mph) 
and -0.55 m s
-1
 (-1.31 mph), with an average of -0.004 m s
-1
 (-0.01 mph) and a standard 
deviation of 0.14 m s
-1
 (0.32 mph). These values suggest that the vertical wind 
component was small enough to be neglected in this study. 
 Further comparisons in other locations with larger flat fetch would be useful in 
verifying the results herein. A comparison of the different models in the same calibrated 
wind tunnel may be useful in further development of coefficients to be used in datalogger 
programming etc. 
Conclusions  
 The study demonstrated the difference in measured wind speeds from three 
different anemometers. It was found that the Met One 014A tended to measure higher 
than the other sensors followed by the 03101 then the 05103. The 05103 was the only 
sensor which had an average wind speed lower than the sonic anemometer. For simple 
corrections of wind data it is suggested that for non-calm conditions, readings taken by a 
014A could be multiplied by 0.93 to make the data comparable to the values that would 
be measured by a sonic anemometer. Likewise, data from the R.M. Young sensors could 
be multiplied by 1.04 and 0.98 for the 05103 and 03101 models, respectively. 
It is suggested that regression coefficients (m and b) shown in the Tables 3 and 4 
above be used to reconcile wind data measured by any of the anemometer models in the 
study to any of the others. Simple comparisons may be done using the values presented in 
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Table A7. The authors have found good results in adjusting measurements from 014A 
anemometers by subtracting 0.447 m s
-1
 (1 mph) to make them more comparable with 
measurements from an 05103. This correction matches closely those found in Tables B4 
and B5 and essentially removes the published offset from the manufactures. 
It is suggested that the sonic anemometer be considered the standard for studies 
when it is not clear which sensor should be used as such. Revised multipliers and offset 
values, for use in datalogger were calculated. The revised multiplier and offset for the 
Met One 014A were found to be 1.738 and 0.49, respectively, for mph output. Changes 
for the R.M. Young sensors were also found, but due to the accuracy of the sensors, these 
changes may not be necessary. 
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Center Pivot Application Uniformity Evaluations 
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Irrigation system uniformity evaluations were performed for P10 summer from 
2007 to 2010. P7 was evaluated during the summers of 2009 and 2010 and P38 each 
summer from 2007 to 2009. A new nozzle package was installed on p38 before 
evaluations in 2008. Therefore the 2007 evaluations for P38 are not presented here, 
because the results are not representative of conditions in 2009. Uniformity evaluations 
included catch can tests, flow measurement (except in 2007), and measurement of system 
travel speed. System distribution uniformity, wind and evaporation loss, and potential 
application efficiency were calculated from catch can measurements. 
Flow Measurement 
Flow measurements were made using a Polysonics DCT7088 Transit Time Flow 
Meter (Thermo Fisher Sci., Inc., Waltham, MA). The Polysonics Transit Time Flow 
Meter is useful because it requires no intrusion into the pipe and therefore no alteration 
from normal operating conditions. The flow measurements were made on the system 
lateral 3 to 5 m downstream of the pivot center. The outside diameter was measured 
indirectly by measuring the circumference with a tape measure. A wall thickness of 2.77 
mm (0.109 in. or 12 ga.) for the Valley Pivots (Valmont Industries, Inc., Omaha, NE) on 
P10 and P7 was assumed. Flow measurements were found by recording flow readings 
every second or two and finding the mean. 
Catch Can Measurements 
Small, 2 quart (1.9 L) plastic yogurt containers were used to collect water applied 
by the pivots. Catch cans were positioned in a radial line from the pivot center to the 
outer edge of the field. Small wire stakes with a hook on the top (similar to a shepherd‟s 
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crook) were used to anchor the cans to the ground. The pivot was then allowed to pass 
over the radial line of cans. Cans were positioned in 6.9 m (22.5 ft.) increments in 2007, 
and 6 m (20 ft.) all other years. Catch volumes were measured with graduated cylinders 
and converted into equivalent depths using the area of the can openings. 
Cans were setup starting at the center, allowing the cans near the center to start 
collecting, while the outer cans were still being positioned. Cans were measured starting 
from the outer edge of the field, where the pivot completely passed first. This strategy 
minimized the amount of time that the cans were exposed to evaporation after the pivot 
had completely passed. Figures B1 through B6 are plots of the catch can depths for 2007 
through 2010 for P10 and 2009 to 2010 for P7.  
 
 
Figure B1. Measured depths from the catch can evaluation of P10 in 2007. The average 
catch was determined using ASAE Standard S436.1 (ASAE 2007). The 
vertical dashed lines represent the pivot towers. 
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Figure B2. Measured depths from the catch can evaluation of P10 in 2008. The average 
catch was determined using ASAE Standard S436.1 (ASAE 2007). The 
vertical dashed lines represent the pivot towers. 
 
 
Figure B3. Measured depths from the catch can evaluation of P10 in 2009. The average 
catch was determined using ASAE Standard S436.1 (ASAE 2007). The 
vertical dashed lines represent the pivot towers. 
 
 
Figure B4. Measured depths from the catch can evaluation of P10 in 2010. The average 
catch was determined using ASAE Standard S436.1 (ASAE 2007). The 
vertical dashed lines represent the pivot towers. 
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Figure B5. Measured depths from the catch can evaluation of P7 in 2009. The average 
catch was determined using ASAE Standard S436.1 (ASAE 2007). The 
vertical dashed lines represent the pivot towers. 
 
 
Figure B6. Measured depths from the catch can evaluation of P7 in 2010. The average 
catch was determined using ASAE Standard S436.1 (ASAE 2007). The 
vertical dashed lines represent the pivot towers. 
 
 
 
Figure B7. Measured depths from the catch can evaluation of P38 in 2008. The average 
catch was determined using ASAE Standard S436.1 (ASAE 2007). The 
vertical dashed lines represent the pivot towers. 
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Figure B8. Measured depths from the catch can evaluation of P38 in 2008. The average 
catch was determined using ASAE Standard S436.1 (ASAE 2007). The 
vertical dashed lines represent the pivot towers. 
 
Additional Measurements 
Pivot System Travel Speed 
System travel speed was measured by placing a stake inline with the outermost 
tower, or drop. The pivot was allowed to travel for an hour or two and the distance of 
travel was measured. The distance divided by the time of travel was used to determine a 
travel rate that was converted into a revolutionary speed (rev hr
-1
). This travel speed was 
necessary for estimating the application rate of the pivot. The ratio of the weighted 
average catch (ASAE 2007) and the application rate is termed the catch efficiency. This 
efficiency represents the portion of applied water that reaches the crop and soil surfaces 
(i.e. applied water less evaporation and wind drift). 
Measurement Conditions  
Measurement conditions, including weather and catch can setup, can greatly 
affect the results of a pivot uniformity evaluation. The radial direction of the catch can 
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line, as well as the average wind speed and temperature during the evaluations, are listed 
in Table B1. 
Distribution Uniformity and Potential Application Efficiency 
Two measures of uniformity were calculated from the catch can data. The first 
was the distribution uniformity of the low quarter (DU) as described by Merriam and 
Keller (1978). DU is found by weighting catch can measurements by their radial distance 
from the center of the pivot. This is done to account for the irrigated area each represents. 
The weighed catch measurements are then sorted and the mean catch of the lowest 
quarter of these weighted values is divided by the mean of all weighted catches.  
The second measure of uniformity used was the Herman and Hein uniformity 
coefficient (CU), as defined in the American Society of Agricultural Engineers Standard 
S436.1 (ASAE 2007). The calculation method is quite different for CU than it is for DU, 
however, it does approximate the uniformity of the low half, or the mean weighted catch 
of the lowest half of the measurement divided by the average of all the weighted catches.  
DU and CU calculations for each evaluation at P10 are presented in Table B2. 
Values for P7 in 2009 and 2010 and P38 in 2008 and 2009 are found in Tables B3 and 
Table B1. Setup and Weather Conditions During Catch Can Studies on P7, 
P10, and P38, 2007 - 2010. 
Date Pivot 
Start 
Time 
Finish 
Time 
Catch Line 
Dir
a
 
Avg Wnd 
Spd (m s
-1
) 
Wnd 
Dir
b
 
Avg Air 
Temp (°C) 
18-Jun-07 P10 12:00 21:00 W 2.7 SSW 21.1 
10-Jul-08 P10 11:45 16:00 WSW 2.9 SSE 29.6 
10-Jul-08 P38 13:00 17:30 NW 4.0 SSW 34.6 
14-Aug-09 P38 8:45 2:00 E 1.5 SSW 25.6 
18-Aug-09 P10 10:15 15:00 W 2.4 SSW 20.0 
18-Aug-09 P7 12:15 16:30 SW 2.9 SSW 25.7 
23-Aug-10 P10 10:00 13:45 E 2.6 NW 17.8 
23-Aug-10 P7 11:15 15:15 WSW 2.6 NW 19.2 
a
Radial direction of the catch can line. 
b
Prevailing wind direction. 
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B4, respectively. DU and CU values were similar between the two pivots in 2009 and 
2010, varying by only a few percent. There was a general decrease in both CU and DU 
over time on P10. This might be expected as the nozzle package was several years old in 
2007 and continued to age. This likely only decreased performance with time. 
Potential application efficiencies were determined by multiplying the catch 
efficiency by either DU or CU. If DU is used, the resulting efficiency is called the 
Potential Efficiency of the Low Quarter (PELQ). If CU is used, the efficiency is called 
the Potential Efficiency of the Low Half (PELH). Use of these efficiencies assumes that 
 
Table B2. Distribution Uniformity Evaluation Results for P10, 2007 - 2010. 
  2007 2008 2009 2010 2008-10 Avg. 
Irrigated Area (ha) ---- 50.9 50.9 50.9 50.9 
Pressure at Pivot Center (kPa) ---- 117 165 207 163 
Flow Rate (l s
-1
) ---- 46.1 44.2 44.2 44.8 
Time per Revolution (hr) 94.1 150.8 75.3 54.0 93.4 
Applied Depth (mm) ---- 49.2 23.6 16.9 29.9 
Weighted Average Catch (mm) 32.1 48.5 22.0 14.4 28.3 
Catch Efficiency (%) ---- 99 93 85 92 
DU (%) 60 70 68 58 65 
CU (%) 75 83 78 73 78 
PELQ (%) ---- 68.9 63.1 49.2 60 
PELH (%) ---- 81.8 73.2 62.3 72 
 
 
Table B3. Distribution Uniformity Evaluation Results 
for P7, 2009 and 2010. 
  2009 2010 2009-10 Avg. 
Irrigated Area (ha) 29.8 29.8 29.8 
Pressure at Pivot Center (kPa) 200 245 222 
Flow Rate (l s
-1
) 30.3 32.8 31.6 
Time per Revolution (hr) 71.6 63.6 67.6 
Applied Depth (mm) 1.0 1.0 1.0 
Weighted Average Catch (mm) 0.9 0.8 0.9 
Catch Efficiency (%) 90 81 86 
DU (%) 67 57 62 
CU (%) 80 75 77 
PELQ (%) 60.1 46.1 53 
PELH (%) 71.5 61.2 66 
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Table B4. Distribution Uniformity Evaluation Results for 
P38, 2008 and 2009. 
  2008 2009 2008-09 Avg. 
Irrigated Area (ha) 75.2 64.6 69.9 
Pressure at Pivot Center (kPa) 186 186 186 
Flow Rate (l s
-1
) 51.6 44.4 48.0 
Time per Revolution (hr) 46.5 26.9 36.7 
Applied Depth (mm) 0.7 0.3 0.5 
Weighted Average Catch (mm) 0.6 0.3 0.5 
Catch Efficiency (%) 91 90 90 
DU (%) 73 88 80 
CU (%) 82 93 88 
PELQ (%) 66.4 78.9 73 
PELH (%) 75.0 83.5 79 
 
irrigation water is applied to meet the average soil water deficit in the root zone over the 
whole field (i.e. some portions will be over watered and some under watered based on 
system distribution uniformity). If using PELQ or PELH as a measure of application 
efficiency, the required irrigation requirement is equal to the average soil water deficit in 
the soil divided by PELQ or PELH (as decimal percentages). 
If PELQ is chosen as a measure efficiency, the resulting irrigation requirement 
will be greater that if PELH is chosen. This is because PELH is always a bigger number 
than PELQ (because CU is always greater than DU, see Figures B2 through B4). If PELQ 
is chosen and the resulting average irrigation requirement is applied to the field, about 
10% of the field will most likely be under irrigated. However, if PELH is used and the 
average irrigation requirement is applied to the field, the under irrigated portion of the 
field will be about 20%. Therefore PELQ is a more conservative measure of potential 
efficiency with regard to adequate irrigation. Both PELH and PELQ were used in this 
study to estimate a reasonable application depth for the center pivot on P10, used in the 
water balance analysis.  
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Table C1. Dates and Times of Rejected Rn Data for the Eddy 
Covariance and Surface Renewal Systems in 2009. 
Dates and Times of Flagged Data 
No. of Rejected 
Records 
EC 
 
18 Jun to 19:30 to 20:00 2 
Every 20:00 from 22 Jun to 24 Jun 3 
27 Jun 20:00 1 
28 Jun 20:00 1 
13 Jul 15:30 1 
20 Jul 19:30 to 20:00 2 
22 Jul 20:00 1 
13 Aug 11:30 to 14 Aug 15:30 57 
18 Aug 17:00 to 18:00 3 
18 Sep 15:00 1 
SR(NE) 
 
Every 18:30 to 19:00 from 27 May to 3 Aug 137 
5 Aug 18:30 1 
Every 18:30 from 9 Aug to 12 Aug 4 
18 Aug 18:00 to 18:30 2 
9 Sep 15:30 1 
3 Oct 17:00 to 18:00 3 
SR(SE) 
 
10 Aug 17:30 to 18:00 2 
9 Sep 14:30 to 15:30 3 
23 Sep 16:30 1 
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Table C2. Dates and Times of Rejected Rn Data for the Eddy 
Covariance and Surface Renewal Systems in 2010. 
Dates and Times of Flagged Data No. of Rejected Records 
EC   
15 Jun 16:00 - 16:30 2 
1 Jul 10:00 1 
10 Jul 18:00 1 
14 Sep 10:30 1 
SR 
 7 Jun 13:00 - 14:00 3 
8 Jun 13:00 1 
8 Jun 16:00 - 17:00 3 
9 Jun 9:30 - 13:00 8 
9 Jun 17:00 - 18:00 3 
10 Jun 8:30 - 10:00 4 
10 Jun 14:30 1 
11 Jun 9:30 - 13:30 9 
12 Jun 9:30 1 
12 Jun 20:30 - 23:00 6 
13 Jun 1:00 1 
13 Jun 8:00 - 13 Jun 20:00 25 
14 Jun 6:00 - 11:30 12 
14 Jun 17:30 - 18:30 3 
15 Jun 6:00 - 7:30 4 
15 Jun 9:30 - 10:00 2 
16 Jun 6:30 - 7:00 2 
17 Jun 7:30 1 
17 Jun 11:00 - 12:00 3 
17 Jun 16:30 1 
17 Jun 18:00 - 20:00 5 
18 Jun 7:30 1 
11 Jul 8:30 1 
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Figure D1. ETr vs. ETEC-SR(NE)forced during full cover (crop height ≥ 50 
cm) for 2009. ETr calculated using the ASCE Std. Eq. 
RMSE = 0.77 mm. The solid line is unity. 
 
 
 
Figure D2. ETcDual vs. ETEC-SR(NE)forced, 2009. ETr calculated using the 
ASCE Std. Eq. RMSE = 1.20 mm. The solid line is unity. 
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Figure D3. ETcm vs. ETEC-SR(NE)forced, 2009. ETr calculated using the 
ASCE Std. Eq. RMSE = 1.32 mm. The solid line is unity. 
 
 
 
Figure D4. ETr vs. ETEC-SR(NE)unforced during full cover (crop height ≥ 
50 cm) for 2009. ETr calculated using the ASCE Std. Eq. 
RMSE = 2.14 mm. The solid line is unity. 
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Figure D5. ETcDual vs. ETEC-SR(NE)unforced, 2009. ETr calculated using the 
ASCE Std. Eq. RMSE = 2.02 mm. The solid line is unity. 
 
 
 
Figure D6. ETcm vs. ETEC-SR(NE)unforced, 2009. ETr calculated using the 
ASCE Std. Eq. RMSE = 2.01 mm. The solid line is unity. 
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Figure D7. ETcm vs. ETSR(SE)α=0.70, 2009. ETr calculated using the 
ASCE Std. Eq. RMSE = 1.52 mm. The solid line is unity. 
 
 
 
Figure D8. ETcm vs. ETSR(SE)α=0.55, 2009. ETr calculated using the 
ASCE Std. Eq. RMSE = 1.65 mm. The solid line is unity. 
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Figure D9. ETr vs. ETEC-SR(NE)forced during full cover (crop height ≥ 50 
cm) for 2010. ETr calculated using the ASCE Std. Eq. 
RMSE = 0.88 mm. The solid line is unity. 
 
 
 
Figure D10. ETr vs. ETEC-SR(NE)unforced during full cover (crop height ≥ 
50 cm) for 2010. ETr calculated using the ASCE Std. Eq. 
RMSE = 2.36 mm. The solid line is unity. 
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Figure D11. ETEC-SR(NE)forced / ETr with KcDual and the estimated basal component of 
ETEC-SR(NE)forced for P10, 2010. ETr calculated using the ASCE Std. Eq.  
needs irr + rain events 
 
 
Figure D12. ETEC-SR(NE)unforced / ETr with KcDual and the estimated basal component of 
ETEC-SR(NE)unforced for P10, 2010. ETr calculated using the ASCE Std. Eq. 
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Figure D13. ETSR(SE)α=0.70 / ETr with Kcm and the estimated basal 
component of ETSR(SE)α=0.70 for P38, 2009. ETr 
calculated using the ASCE Std. Eq. 
 
 
 
Figure D14. ETSR(SE)α=0.55 / ETr with Kcm and the estimated basal 
component of ETSR(SE)α=0.55 for P38, 2009. ETr 
calculated using the ASCE Std. Eq. 
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Figure D15. Cumulative ETEC-SR(NE)forced and applied irrigation plus rain for P7, 2009. 
Effective precipitation is 80% of rain measured at the NC location. Soil 
water holding capacity in the root zone was estimated to be 230 mm. Net 
irrigation is the estimated irrigation supplied multiplied by the estimated 
catch efficiency from catch can tests. PELH represents a potential irrigation 
efficiency from uniformity analyses. 
 
 
 
Figure D16. Cumulative ETEC-SR(NE)unforced and applied irrigation plus rain for P7, 2009. 
Effective precipitation is 80% of rain measured at the NC location. Soil 
water holding capacity in the root zone was estimated to be 230 mm. Net 
irrigation is the estimated irrigation supplied multiplied by the estimated 
catch efficiency from catch can tests. PELH represents a potential irrigation 
efficiency from uniformity analyses. 
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Figure D17. Cumulative ETSR(SE)α=0.70 and applied irrigation plus rain for P38, 2009. 
Effective precipitation is 80% of rain measured at the NC location. Soil 
water holding capacity in the root zone was estimated to be 230 mm. Net 
irrigation is the estimated irrigation supplied multiplied by the estimated 
catch efficiency from catch can tests. PELH represents a potential irrigation 
efficiency from uniformity analyses. 
 
 
 
Figure D18. Cumulative ETSR(SE)α=0.55 and applied irrigation plus rain for P38, 2009. 
Effective precipitation is 80% of rain measured at the NC location. Soil 
water holding capacity in the root zone was estimated to be 230 mm. Net 
irrigation is the estimated irrigation supplied multiplied by the estimated 
catch efficiency from catch can tests. PELH represents a potential irrigation 
efficiency from uniformity analyses. 
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Figure D19. Cumulative ETEC-SR(NE)forced and applied irrigation plus rain for P10, 2010. 
Effective precipitation is 80% of rain measured at the NC location. Soil 
water holding capacity in the root zone was estimated to be 230 mm. Net 
irrigation is the estimated irrigation supplied multiplied by the estimated 
catch efficiency from catch can tests. PELH represents a potential irrigation 
efficiency from uniformity analyses. 
 
 
 
Figure D20. Cumulative ETEC-SR(NE)unforced and applied irrigation plus rain for P10, 2010. 
Effective precipitation is 80% of rain measured at the NC location. Soil 
water holding capacity in the root zone was estimated to be 230 mm. Net 
irrigation is the estimated irrigation supplied multiplied by the estimated 
catch efficiency from catch can tests. PELH represents a potential irrigation 
efficiency from uniformity analyses. 
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Figure D21. Cumulative ETEC-SR(NE)forced and applied irrigation plus rain for P7, 2010. 
Effective precipitation is 80% of rain measured at the NC location. Soil 
water holding capacity in the root zone was estimated to be 230 mm. Net 
irrigation is the estimated irrigation supplied multiplied by the estimated 
catch efficiency from catch can tests. PELH represents a potential irrigation 
efficiency from uniformity analyses. 
 
 
 
Figure D22. Cumulative ETEC-SR(NE)unforced and applied irrigation plus rain for P7, 2010. 
Effective precipitation is 80% of rain measured at the NC location. Soil 
water holding capacity in the root zone was estimated to be 230 mm. Net 
irrigation is the estimated irrigation supplied multiplied by the estimated 
catch efficiency from catch can tests. PELH represents a potential irrigation 
efficiency from uniformity analyses. 
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