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Resumo
O algoritmo de Aubry e´ um procedimento que permite obter soluc¸o˜es inteiras das equac¸o˜es
de circunfereˆncias da forma x2 + y2 = n, para alguns n ∈ N, a partir de soluc¸o˜es racionais.
Este algoritmo permite estabelecer uma correspondeˆncia entre os pontos racionais dessas
circunfereˆncias com as decomposic¸o˜es de n em somas de dois quadrados.
Dois pontos da circunfereˆncia que correspondem a` mesma decomposic¸a˜o dizem-se pertencer
a` mesma classe Aubry. Formalizando a noc¸a˜o natural de medida dessas classes, foram
criados testes computacionais para tentar estimar as suas medidas.
Os testes foram aplicados em circunfereˆncias com exactamente duas classes de Aubry, tendo
os resultados mostrado que nenhum dos testes analisados e´ fidedigno para estimar as medidas
dessas classes, o que na˜o deixa de ser interessante, pois e´ um resultado em si mesmo bastante
misterioso.
Palavras Chave: Algoritmo de Aubry, Pontos Racionais em Circunfereˆncias, Somas de
Dois Quadrados, Classes de Aubry.
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Cap´ıtulo 1
Introduc¸a˜o
Este trabalho envolve um algoritmo desenvolvido em 1912 por M. Le´on Aubry [7, pp. 292–
295]. O algoritmo consiste em encontrar soluc¸o˜es inteiras da equac¸a˜o da circunfereˆncia
x2 + y2 = n, com n ∈ N fixo, a partir de soluc¸o˜es racionais. Mais precisamente, o algoritmo
parte de um dado ponto de coordenadas racionais e, considerando a recta que passa por
esse ponto e pelo ponto de coordenadas inteiras que lhe e´ mais pro´ximo, verifica-se que esta
recta intersecta a circunfereˆncia num outro ponto de coordenadas racionais. Acontece que
os denominadores das coordenadas do novo ponto da circunfereˆncia sa˜o menores que os das
coordenadas do ponto dado. Se o novo ponto na˜o tiver coordenadas inteiras, considerando
de novo a recta que passa por este ponto e pelo ponto de coordenadas inteiras que lhe e´
mais pro´ximo, obte´m-se um outro ponto de coordenadas racionais da circunfereˆncia com
denominadores ainda menores. Repetindo este processo, o algoritmo retorna mais tarde ou
mais cedo um ponto de coordenadas inteiras dessa mesma circunfereˆncia. Portanto, cada
ponto racional da circunfereˆncia da´ origem, por este processo, a um ponto de coordenadas
inteiras da mesma.
Um ponto de coordenadas inteiras da circunfereˆncia corresponde a uma decomposic¸a˜o de
n em soma de dois quadrados. Acontece que cada um destes pontos da´ origem a uma
famı´lia de oito pontos, substituindo os sinais das coordenadas ou alternando as abcissas
com as ordenadas, que esta˜o associados a` mesma decomposic¸a˜o em soma de dois quadrados.
Assim, cada ponto de coordenadas racionais da circunfereˆncia corresponde, pelo me´todo
de Aubry, a uma famı´lia de pontos de coordenadas inteiras, e consequentemente, a uma
decomposic¸a˜o em soma de dois quadrados. Portanto, podemos dividir os pontos racionais
da circunfereˆncia atrave´s de classes de equivaleˆncia. Acontece que dois pontos pertencem a`
mesma classe se corresponderem a` mesma decomposic¸a˜o de n em soma de dois quadrados.
Sabe-se ainda que se uma circunfereˆncia x2 + y2 = n tiver mais que uma classe, enta˜o n e´
composto e, em particular, e´ poss´ıvel explicitar uma factorizac¸a˜o. Portanto, havendo um
mecanismo que encontrasse todas as classes de pontos de coordenadas inteiras de qualquer
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circunfereˆncia, seria poss´ıvel encontrar factorizac¸o˜es de alguns nu´meros. Nesta dissertac¸a˜o
foram desenvolvidos algoritmos computacionais, usando a ideia de Aubry, para procurarem
essas classes e para verificarem as percentagens de pontos testados que pertenciam a cada
uma das classes.
No cap´ıtulo 2 descrevem-se quais sa˜o os nu´meros que sa˜o decompon´ıveis em soma de dois
quadrados. Ale´m disso, mostra-se que os nu´meros que teˆm, pelo menos, duas decomposic¸o˜es
distintas em soma de dois quadrados sa˜o compostos. Conhecendo essas decomposic¸o˜es de
um dado nu´mero, e´ poss´ıvel factorizar esse nu´mero.
No cap´ıtulo 3 aborda-se o algoritmo desenvolvido por Aubry, incluindo os resultados que
sustentam o seu funcionamento. Estuda-se ainda as classes de pontos que este algoritmo
origina.
No cap´ıtulo 4 apresentam-se testes para encontrar as classes em circunfereˆncias, bem como
para se perceber qual e´ a percentagem de pontos que pertence a cada classe. Mostram-se
alguns resultados em alguns exemplos de circunfereˆncias.
Cap´ıtulo 2
Somas de Dois Quadrados
Um dos primeiros registos sobre a decomposic¸a˜o de um nu´mero natural como soma de
quadrados remonta ao se´culo II e deve-se a Diofanto de Alexandria, que na sua Aritme´tica
trata do problema de expressar um nu´mero da forma A = 2a+ 1 como x2 + y2, satisfazendo
as condic¸o˜es x2 > a e y2 > a, com x, y, a ∈ Q. Ale´m de tratar de somas de dois quadrados,
Diofanto tambe´m investigou a possibilidade de um nu´mero ser escrito como soma de treˆs
quadrados, especificamente nos casos em que esse nu´mero e´ da forma A = 3a+ 1.
Se´culos depois, Pierre de Fermat, analisou os resultados de Diofanto acima referidos e rapi-
damente observou algumas restric¸o˜es mo´dulo 4 e 8, para que um nu´mero seja decompon´ıvel
em soma de dois ou treˆs quadrados. Em particular observou que nu´meros da forma 4n+ 3
na˜o podem ser escritos como soma de dois quadrados e que os nu´meros da forma 8n + 7
na˜o podem ser escritos como soma de treˆs quadrados [7, p. 30]. Este ainda estudou sobre a
soma de quatro quadrados, e afirmou que qualquer nu´mero pode ser escrito como soma de
quatro quadrados inteiros [7, pp. 177–178].
No dia de Natal de 1640, Fermat enviou uma carta a Mersenne onde afirmava que qualquer
primo da forma 4n + 1 tem uma e so´ uma decomposic¸a˜o em soma de dois quadrados [7,
p. 67].
Interessado nos resultados do matema´tico franceˆs, Leonhard Euler demonstra todos os
resultados de Fermat sobre soma de dois quadrados entre 1742 e 1749, que careciam de prova.
Por fim, numa carta enviada a Christian Goldbach em 1749, Euler enuncia o resultado que
descreve exactamente os nu´meros que podem ser descritos como soma de dois quadrados.
Nas sua correspondeˆncia com Goldbach, Euler refere tambe´m os nu´meros decompon´ıveis
em somas de treˆs e quatro quadrados, e numa carta demonstra que qualquer inteiro pode
ser escrito como soma de quatro quadrados racionais. Apesar de ter provado esta u´ltima
afirmac¸a˜o, Euler tinha a intenc¸a˜o de provar a de Fermat sobre a soma de quatro quadrados
inteiro, mas foi so´ em 1770 que Lagrange consegue prova´-la [7, p. 177-178].
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2.1 Inteiros Gaussianos
Para estudar somas de dois quadrados, e´ conveniente usar uma extensa˜o de Z na qual todas
as soma de dois quadrados sa˜o um produto de dois elementos dessa extensa˜o.
Definic¸a˜o 2.1. Um inteiro Gaussiano e´ um nu´mero complexo a + bi, onde a, b ∈ Z. A
norma de a + bi e´ N(a + bi) = a2 + b2. Denota-se por Z[i] o conjunto de todos os inteiros
Gaussianos.
Em Z[i], a soma de dois quadrados a2 + b2 e´ igual ao produto (a+ bi)(a− bi), o que permite
fazer um estudo aritme´tico das decomposic¸o˜es em somas de dois quadrados. Antes de ver
como, e´ necessa´rio recordar alguns conceitos aritme´ticos ba´sicos comuns a todos os ane´is
comutativos unita´rios.
Definic¸a˜o 2.2. Seja R um anel comutativo unita´rio e sejam a, b ∈ R. Se existir c ∈ R tal
que b = ac, enta˜o diz-se que a divide b ou que b e´ um mu´ltiplo de a, em cujo caso se escreve
a | b.
Portanto (a+ bi) | (a2 + b2).
Definic¸a˜o 2.3. Um elemento u de um anel comutativo unita´rio R e´ uma unidade de R se
u divide 1, isto e´, se u tem um inverso multiplicativo em R. Dois elementos a, b ∈ R sa˜o
associados em R se existe uma unidade u de R tal que a = bu.
Por exemplo, as unidades de Z[i] sa˜o −1, 1, i e i.
Lema 2.4. A norma N de Z[i] tem as seguintes propriedades:
• N(α) ≥ 0,
• N(α) = 0 sse α = 0,
• N(αβ) = N(α) N(β);
para quaisquer α, β ∈ Z[i].
Demonstrac¸a˜o. Como a norma de qualquer elemento e´ uma soma de dois quadrados, enta˜o
N e´ uma func¸a˜o na˜o-negativa. E´ imediato que N(α) = 0 sse α = 0.
Como N(α) = αα, vem que
N(αβ) = αβαβ = ααββ = N(α) N(β).
Lema 2.5. Z[i] e´ um domı´nio de integridade.
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Demonstrac¸a˜o. Resulta imediatamente de Z[i] ⊆ C.
Definic¸a˜o 2.6. Dado um domı´nio de integridade D, um elemento p ∈ D\{0} que na˜o e´
uma unidade diz-se irredut´ıvel em D se, em cada factorizac¸a˜o p = ab, a ou b e´ unidade.
Definic¸a˜o 2.7. Um elemento na˜o nulo p de um anel comutativo unita´rio R diz-se primo
se na˜o for uma unidade e se, para todos a, b ∈ R, p | ab⇒ p | a ∨ p | b.
Definic¸a˜o 2.8. Uma norma Euclideana num domı´nio de integridade D e´ uma func¸a˜o τ :
D\{0} → N0 que satisfaz as seguintes condic¸o˜es, para quaisquer a, b ∈ D:
• Se b 6= 0, existem q, r ∈ D tais que a = bq + r, onde r = 0 ou τ(r) < τ(b), ou seja,
aplica-se o Algoritmo da Divisa˜o;
• Se a, b 6= 0, enta˜o τ(a) ≤ τ(ab). Se b na˜o for uma unidade de D, enta˜o τ(a) < τ(ab).
Um domı´nio de integridade D e´ domı´nio Euclideano se existir uma norma Euclideana em
D.
Se b for uma unidade, a igualdade na inequac¸a˜o no segundo ponto acontece, pois substituindo
a por abb−1, tem-se a inequac¸a˜o τ((ab)b−1) ≤ τ(ab). Logo τ(a) = τ(ab).
Teorema 2.9. Z[i] e´ um domı´nio Euclideano.
Demonstrac¸a˜o. Vejamos agora que N de Z[i] e´ uma norma Euclideana. Sejam α, β ∈ Z[i]
na˜o-nulos, enta˜o N(β) ≥ 1. Daqui resulta que N(α) ≤ N(α) N(β) = N(αβ). Prova-se assim
a segunda condic¸a˜o para a norma Euclideana.
Falta provar a primeira condic¸a˜o, isto e´, o algoritmo de divisa˜o para N. E´ preciso encontrar
η, µ ∈ Z[i] tais que α = βη + µ, em que µ = 0 ou N(µ) < N(β).
Seja α/β = r + si, com r, s ∈ Q, e sejam q1 e q2 os inteiros mais pro´ximos dos nu´meros
racionais r e s, respectivamente. Seja η = q1 + q2i e µ = α − βη. Se µ = 0, enta˜o fica
provado. Caso contra´rio, pela construc¸a˜o de η, sabemos que |r− q1| ≤ 12 e |s− q2| ≤ 12 . Por
conseguinte
N
(
α
β
− η
)
= N((r + si)− (q1 + q2i))
= N((r − q1) + (s− q2)i) ≤
(
1
2
)2
+
(
1
2
)2
=
1
2
e assim obte´m-se
N(µ) = N(α− βη) = N
(
β
(
α
β
− µ
))
= N(β) N
(
α
β
− µ
)
≤ 1
2
N(β).
Portanto tem-se que N(µ) < N(β), como desejado. Conclui-se assim que N e´ uma norma
Euclideana.
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Definic¸a˜o 2.10. Seja (R,+, ·) um anel e I um subconjunto na˜o vazio de R. Diz-se que I
e´ um ideal de R se:
• ∀x, y ∈ I, x− y ∈ I;
• ∀x ∈ I,∀r ∈ R, xr, rx ∈ I.
Definic¸a˜o 2.11. Dado um qualquer elemento a de um anel comutativo R, o conjunto dos
mu´ltiplos de a, (a) = {ka : k ∈ R}, e´ o ideal principal gerado por a de R.
Definic¸a˜o 2.12. Um domı´nio de integridade D e´ um domı´nio de ideais principais (ou DIP)
se todo o ideal em D e´ ideal principal.
Teorema 2.13. Qualquer domı´nio Euclideano e´ um DIP.
Demonstrac¸a˜o. [3, p. 368] Seja D um domı´nio Euclideano com norma Euclideana τ , e seja
I um ideal de D. Se I = {0}, enta˜o I = (0), logo e´ principal. Supondo que I 6= {0}, existe
b 6= 0 em I. Escolhemos b tal que τ(b) e´ mı´nima, pois N e´ bem ordenado. Para qualquer
a ∈ I, pela primeira condic¸a˜o da definic¸a˜o de norma Euclideana, existem q, r ∈ D tais que
a = bq + r
onde r = 0 ou τ(r) < τ(b). Agora tem-se que r = a − bq e a, b ∈ I, logo r ∈ I, pois I e´
ideal. Mas τ(r) < τ(b), o que e´ imposs´ıvel pela minimalidade de τ(b). Daqui resulta que
r = 0, logo a = bq. Como a era qualquer elemento de I, tem-se que I = (b).
Teorema 2.14. Z[i] e´ um DIP.
Demonstrac¸a˜o. Como Z[i] e´ um domı´nio Euclideano, enta˜o e´ um DIP pelo teorema anterior.
Todos os elementos de Z[i] teˆm uma factorizac¸a˜o em irredut´ıveis, e veremos que essa
factorizac¸a˜o e´ u´nica.
Definic¸a˜o 2.15. Um domı´nio de integridade D e´ um domı´nio de factorizac¸a˜o u´nica (ou
DFU) se satisfazer as seguintes condic¸o˜es:
• Para todo o elemento de D na˜o nulo que na˜o seja unidade pode ser factorizado num
produto finito de irredut´ıveis;
• Se p1 · · · pr e q1 · · · qs sa˜o duas factorizac¸o˜es do mesmo elemento de D em irredut´ıveis,
enta˜o r = s e os elementos qi podem ser renumerados de maneira a que pi e qi sejam
associados.
Falta provar que Z[i] e´ DFU. Mas antes sa˜o necessa´rios os seguintes resultados:
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Teorema 2.16. Se D e´ um domı´nio Euclideano, enta˜o todo o elemento na˜o nulo de D ou
e´ uma unidade ou pode ser representado como produto finito de irredut´ıveis.
Demonstrac¸a˜o. Se o teorema fosse falso, enta˜o existiriam elementos na˜o-unidade que na˜o
teriam uma decomposic¸a˜o finita como produto de (um ou mais) irredut´ıveis. Seja a ∈ D um
elemento nessa condic¸a˜o tal que τ(a) seja minimal. Enta˜o a na˜o e´ irredut´ıvel, e portanto,
por definic¸a˜o, tem uma factorizac¸a˜o na˜o trivial a = bc, em que b e c na˜o sa˜o unidades.
Mas enta˜o τ(b) < τ(a) e τ(c) < τ(a) e b e c na˜o podem ter ambos factorizac¸a˜o finita de
irredut´ıveis, caso contra´rio a tambe´m teria. Isto contradiz a minimalidade de τ(a).
Proposic¸a˜o 2.17. Num DIP todos os irredut´ıveis sa˜o primos.
Demonstrac¸a˜o. Seja A um DIP e p ∈ A irredut´ıvel. Sejam a, b ∈ A tais que p | ab. Como A
e´ um DIP, enta˜o existe d ∈ A tal que (d) = pA + aA, que e´ o ideal gerado pelos mu´ltiplos
de a e pelos mu´ltiplos de p. Como p e´ irredut´ıvel, os seus divisores sa˜o apenas as unidades
e os seus associados, e consequentemente d e´ unidade ou associado de p. No segundo caso,
temos que d = pu, em que u e´ unidade de A. Sabemos que pA+ aA = dA = puA, portanto
existe x ∈ A tal que a = pux, concluindo-se que p | a. No primeiro caso, como d e´ invert´ıvel,
enta˜o dA = A, e assim pA+ aA = (1). Ou seja, existem x, y ∈ A tais que 1 = px+ ay. Mas
enta˜o b = pbx + aby e usando o facto de que p | ab tem-se que ab = pc para algum c ∈ A.
Logo b = p(bx+ cy), concluindo-se que p | b.
Corola´rio 2.18. Se p, p1, ..., pr sa˜o irredut´ıveis num DIP D, e p | p1 · · · pr, enta˜o p = upi
para algum i ∈ {1, ..., r}, onde u e´ uma unidade de D.
Demonstrac¸a˜o. Pela proposic¸a˜o anterior, p e´ primo, logo p divide um dos factores de p1 ···pr.
Seja pi tal que p | pi. Como sabemos que pi e´ irredut´ıvel, resulta que e´ um associado de
p.
Com estes u´ltimos resultados, podemos enta˜o provar um resultado que mostra, em particu-
lar, que o conjunto dos inteiros Gaussianos e´ um domı´nio de factorizac¸a˜o u´nica.
Teorema 2.19. Todo o domı´nio Euclideano e´ DFU.
Demonstrac¸a˜o. [4, p. 38] Seja D um domı´nio Euclideano. Pelo teoremas 2.16 e 2.17,
qualquer elemento a 6= 0 que na˜o e´ uma unidade tem pelo menos uma factorizac¸a˜o finita de
primos. Supondo que existem elementos de D com duas factorizac¸o˜es distintas, seja a um
desses elementos com a τ(a) minimal. Enta˜o
a = p1p2 · · · pr = p′1p′2 · · · p′s,
para alguns p1, ..., pr, p
′
1, ..., p
′
s primos em D.
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Como D e´ tambe´m um DIP, resulta pelo corola´rio 2.18 que p′1 = upi para algum i.
Renomeando os pi, se necessa´rio, podemos assumir que i = 1, ou seja, p
′
1 = up1.
a
pi
= p2 · · · pr = up′2 · · · p′s.
Como τ
(
a
pi
)
< τ(a), resulta que r = s e os p′j podem ser renomeados de modo a que pj e
p′j sejam associados, o que mostra o que se pretendia.
Teorema 2.20. Z[i] e´ DFU.
Demonstrac¸a˜o. Como Z[i] e´ um domı´nio Euclideano, enta˜o e´ DFU pelo teorema anterior.
2.2 Somas de Dois Quadrados
Vejamos agora quais sa˜o os nu´meros naturais que podem ser decompostos como soma de
dois quadrados. Usando congrueˆncias mo´dulo 4, obte´m-se facilmente uma restric¸a˜o para
que um nu´mero na˜o seja soma de dois quadrados.
Proposic¸a˜o 2.21. Seja n ∈ N tal que n ≡ 3 (mod 4), enta˜o n na˜o e´ uma soma de dois
quadrados.
Demonstrac¸a˜o. Se n fosse uma soma de dois quadrados, n = a2 + b2, para alguns a, b ∈ N,
enta˜o ter-se-ia, reduzindo mo´dulo 4, que n ≡ a2 + b2 (mod 4). Mas so´ ha´ dois quadrados
mo´dulo 4, pois 02 ≡ 22 ≡ 0 (mod 4) e 12 ≡ 32 ≡ 1 (mod 4). Assim a2 + b2 ≡ 0, 1, 2 (mod 4)
e portanto a2 + b2 6≡ 3 (mod 4).
Em particular, nenhum primo congruente com 3 mo´dulo 4 e´ soma de dois quadrados. Pierre
de Fermat descobriu que, por outro lado, todos os primos congruentes com 1 mo´dulo 4 sa˜o
somas de dois quadrados.
Definic¸a˜o 2.22. Sejam a, bZ, diz-se que c ∈ Z e´ o ma´ximo divisor comum de a e b se for
o maior nu´mero inteiro tal que c | a e c | b. Denota-se por mdc(a, b) = c.
Teorema 2.23. (Fermat) Qualquer p ∈ N primo pode ser expresso de forma u´nica como
x2 + y2 (a menos de ordem das parcelas), para alguns x, y ∈ N, sse p ≡ 1 (mod 4) ou p = 2.
Demonstrac¸a˜o. [2, pp. 253–254], [3, pp. 377–378] No caso de p = 2, tem-se p = 12 + 12 que
e´ a sua u´nica decomposic¸a˜o como soma de dois quadrados.
No caso de p ser ı´mpar, pela proposic¸a˜o 2.21, se p e´ decompon´ıvel em soma de dois quadrados,
enta˜o p = 4k + 1 (k ∈ N).
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Para demonstrar a implicac¸a˜o rec´ıproca, assumimos que p ≡ 1 (mod 4). O grupo multipli-
cativo dos elementos na˜o nulos do corpo finito Zp e´ c´ıclico, e tem ordem p − 1. Como 4 e´
um divisor de p− 1, vemos que Zp conte´m um elemento n de ordem 4. Segue assim que n2
tem ordem 2, logo n2 = −1 em Zp. Assim, em Z, temos que n2 ≡ −1 (mod p), logo p divide
n2 + 1.
Em Z[i], p divide n2+1 = (n+ i)(n− i). Supondo que p e´ irredut´ıvel em Z[i], enta˜o tambe´m
e´ primo por Z[i] ser um DIP, logo p deveria dividir n+ i ou n− i. Se p divide n+ i, enta˜o
n + i = p(a + bi) para alguns a, b ∈ Z, o que implicaria que 1 = pb, que e´ imposs´ıvel.
Analogamente se veˆ que p - n− i. Logo p na˜o e´ irredut´ıvel em Z[i].
Enta˜o temos que p = (a+ bi)(c+ di), para alguns a+ bi e c+ di que na˜o sa˜o unidades, com
a, b, c, d ∈ Z. Aplicando a norma, obte´m-se p2 = (a2 + b2)(c2 + d2). Como
a2 + b2 = (a+ bi)(a− bi) 6= 1 e c2 + d2 = (c+ di)(c− di) 6= 1
e p e´ irredut´ıvel em Z, tem-se que a2 + b2 = c2 + d2. Logo p = a2 + b2.
Falta provar que essa representac¸a˜o e´ u´nica.
Sejam a, b, c, d ∈ N para a decomposic¸a˜o de p em soma de dois quadrados. Suponha-se por
reduc¸a˜o ao absurdo, que p = a2 + b2 = c2 + d2, com a+ bi 6= c+ di e b+ ai 6= c+ di. Segue
que
a2d2 − b2c2 = (p− b2)d2 − (p− d2)b2 = p(d2 − b2),
logo ad ≡ bc (mod p) ou ad ≡ −bc (mod p), e como a, b, c, d sa˜o todos menores que √p,
estas congrueˆncias implicam, respectivamente que
ad− bc = 0 ou ad+ bc = p. (2.1)
Supondo que a segunda hipo´tese e´ verdadeira, e como
p2 = (a2 + b2)(c2 + d2) = (ad+ bc)2 + (ac− bd)2 = p2 + (ac− bd)2
enta˜o resulta que ac− bd = 0.
Portanto as hipo´teses (2.1) implicam que
ad = bc ou ac = bd.
Supondo que a primeira hipo´tese e´ verdadeira, resulta que a | bc. Como mdc(a, b) = 1, enta˜o
a | c ou seja c = ka, com k ∈ N. Portanto a condic¸a˜o ad = bc reduz-se a d = bk. Assim,
p = c2 + d2 = k2(a2 + b2),
o que implica que k = 1 e conclui-se que a = c e b = d. De forma ana´loga, a condic¸a˜o
ac = bd leva a que a = d e b = c. Logo a decomposic¸a˜o e´ de facto u´nica.
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Na˜o sa˜o, pore´m, somente os primos da forma 4k + 1, com k ∈ N, e o nu´mero 2 que
podem ser escritos como soma de dois quadrados. Para identificar todos os nu´meros que sa˜o
decompon´ıveis em soma de dois quadrados usaremos um resultado que na˜o demonstramos
aqui (ver [2, p. 252]).
Definic¸a˜o 2.24. Seja n um inteiro positivo. Um elemento x ∈ Zn diz-se res´ıduo quadra´tico
de n, se existir y ∈ Zp tal que x ≡ y2 (mod n).
Teorema 2.25. (Crite´rio de Euler) Seja p um primo ı´mpar e a um inteiro na˜o divis´ıvel
por p. Enta˜o a
p−1
2 ≡ 1 (mod p) se a e´ res´ıduo quadra´tico de p. E a p−12 ≡ −1 (mod p) se a
na˜o for res´ıduo quadra´tico de p.
A descric¸a˜o de todos os nu´meros que sa˜o somas de dois quadrados e´ feita no resultado
seguinte.
Teorema 2.26. Seja n um nu´mero positivo tal que n = q2m, com q,m ∈ N e m livre de
quadrados. Enta˜o n pode ser representado como soma de dois quadrados sse m na˜o conte´m
nenhum factor primo da forma 4k+ 3. Ou seja, um inteiro positivo n pode ser representado
como soma de dois quadrados sse cada um dos seus factores primos da forma 4k + 3 for
uma poteˆncia de expoente par.
Demonstrac¸a˜o. [2, pp. 255–256] Supondo que m = 1, e portanto na˜o tem nenhum factor
primo da forma 4k + 3, enta˜o n = q2 + 02.
No caso m > 1, supondo que n e´ decompon´ıvel em soma de dois quadrados tem-se que
n = q2m = (a2 + b2), para alguns a, b ∈ N. Seja mdc(a, b) = d, enta˜o a = rd e b = sd, para
alguns d, r, s ∈ N, logo mdc(r, s) = 1. Segue que
q2m = d2(r2 + s2).
Visto que m e´ livre de quadrados, enta˜o d2 | q2.
Seja p um primo ı´mpar que divide m. Tem-se que
r2 + s2 =
q2
d2
m = tp,
para algum inteiro t, logo
r2 + s2 ≡ 0 (mod p).
Pela condic¸a˜o mdc(r, s) = 1, sabe-se que r ou s e´ primo com p. Supondo que e´ r, enta˜o
existe r′ ∈ N tal que
rr′ ≡ 1 (mod p).
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Ao multiplicar a equac¸a˜o r2 + s2 ≡ 0 (mod p) por (r′)2, obte´m-se
(sr′)2 + 1 ≡ 0 (mod p),
ou seja,
(sr′)2 ≡ −1 (mod p).
Portanto −1 e´ res´ıduo quadra´tico de p. Pelo crite´rio de Euler, tem-se que
(−1) p−12 ≡ 1 (mod p),
logo p ≡ 1 (mod 4). Conclui-se assim que na˜o existe nenhum primo da forma 4k + 3 que
divida m.
Para provar a implicac¸a˜o rec´ıproca, supo˜e-se que m na˜o tem nenhum factor primo da forma
4k+3. Seja m = p1p2 · · · pl a factorizac¸a˜o de m como um produto de primos distintos. Cada
um dos primos pi e´ da forma 4k + 1, podendo p1 ser igual a 2.
A equac¸a˜o
(a2 + b2)(c2 + d2) = (ac+ bd)2 + (ad− bc)2 (a, b, c, d ∈ Z) (2.2)
mostra que o produto de dois inteiros que podem ser representados como soma de dois
quadrados tambe´m e´ decompon´ıvel como soma de quadrados. Como todos os primos que
dividem p podem ser representados como soma de dois quadrados, existem x e y tal que
m = x2 + y2.
Mas enta˜o
n = r2m = r2(x2 + y2) = (rx)2 + (ry)2.
2.3 Decomposic¸o˜es em Duas Somas de Quadrados
Concentremo-nos agora nos nu´meros que teˆm exactamente duas decomposic¸o˜es como soma
de dois quadrados. Na prova do teorema anterior, observa-se que a igualdade (2.2) prova o
seguinte:
Proposic¸a˜o 2.27. Sejam a, b ∈ Z decompon´ıveis como soma de dois quadrados, enta˜o ab
tambe´m e´ decompon´ıvel como soma de dois quadrados.
Ao contra´rio dos nu´meros primos da forma 4k + 1, os nu´meros compostos podem ter
eventualmente mais que uma decomposic¸a˜o como soma de dois quadrados. Por exemplo,
65 = 12 + 82 = 42 + 72. Reciprocamente, um nu´mero que admita mais do que uma
decomposic¸a˜o como soma de dois quadrados e´ necessariamente composto.
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Teorema 2.28. Seja n ∈ N tal que n = a2 + b2 = c2 + d2, com (a, b), (c, d) ∈ N2 e
(a, b) 6= (c, d) 6= (b, a). Enta˜o n = xy para alguns x, y ∈ N, com x > 1 e y > 1 e ambos
decompon´ıveis em soma de dois quadrados.
Demonstrac¸a˜o. [5, pp. 60–62] Pela proposic¸a˜o 2.21 resulta que n 6≡ 3 (mod 4).
Se n e´ par, enta˜o a ≡ b (mod 2) e c ≡ d (mod 2). Observe-se que na˜o se pode ter
a ≡ b ≡ 0 (mod 2) e c ≡ d ≡ 1 (mod 2) (nem o rec´ıproco), pois isto implicaria que
0 ≡ a2 + b2 ≡ c2 + d2 ≡ 2 (mod 4). Portanto a ≡ b ≡ c ≡ d (mod 2).
Se n for ı´mpar, enta˜o em qualquer das suas representac¸o˜es como soma de dois quadrados,
um dos quadrados e´ par e o outro e´ impar. Assim, em ambos os casos, pode ser assumido
que a ≡ c (mod 2) e b ≡ d (mod 2).
Agora,
a2 + b2 = c2 + d2 ⇔ a2 − c2 = d2 − b2 ⇔ (a− c)(a+ c) = (d− b)(d+ b).
Seja mdc(a− c, d− b) = k, com k ∈ N. Enta˜o a− c = kl e d− b = km, onde l,m ∈ N sa˜o
tais que mdc(l,m) = 1. Como a− c e d− b sa˜o pares, enta˜o k tambe´m e´ par.
Agora
(a− c)(a+ c) = (d− b)(d+ b)⇔ kl(a+ c) = km(d+ b)⇔ l(a+ c) = m(d+ b).
Como mdc(l,m) = 1 enta˜o a+ c = mr e d+ b = lr, para algum r ∈ N, e verifica-se que r e´
par pois a+ c e b+ d tambe´m o sa˜o.
Assim,
n =
a2 + b2 + c2 + d2
2
=
1
4
((a− c)2 + (a+ c)2 + (d− b)2 + (d+ b)2)
=
1
4
((kl)2 + (km)2 + (mr)2 + (lr)2)
=
1
4
(k2 + r2)(l2 +m2) =
[(
k
2
)2
+
(r
2
)2]
(l2 +m2).
Como k e r sa˜o pares, enta˜o conclui-se que n e´ produto de dois inteiros, em que cada um e´
decompon´ıvel em soma de dois quadrados.
A implicac¸a˜o rec´ıproca na˜o e´ verdadeira, ou seja, se n for um produto de dois nu´meros
decompon´ıveis em soma de dois quadrados, enta˜o n pode na˜o ter duas decomposic¸o˜es
distintas em soma de dois quadrados.
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Uma maneira de encontrar contra-exemplos e´ a seguinte. Suponha-se que n = ab, para
alguns a, b ∈ N tais que a = x2 + y2 e b = z2 + w2, com x, y, z, w ∈ N. Tem-se que
n = ab = (x2 + y2)(z2 + w2)
e como
(x2 + y2)(z2 + w2) = (x+ yi)(x− yi)(z + wi)(z − wi)
segue que
n = [(x+ yi)(z + wi)] [(x− yi)(z − wi)]
= [(xz − yw) + (yz + xw)i] [(xz − yw)− (yz + xw)i] (2.3)
= (xz − yw)2 + (yz + xw)2
e
n = [(x+ yi)(z − wi)] [(x− yi)(z + wi)]
= [(xz + yw)− (xw − yz)i] [(xz + yw) + (xw − yz)i] (2.4)
= (xz + yw)2 + (xw − yz)2.
Procuraremos agora x, y, z, w ∈ N tais que estas decomposic¸o˜es sejam as mesmas, ou seja,
tais que
|xz − yw| = |xz + yw| ou |xz − yw| = |xw − yz|. (2.5)
Supondo por exemplo que x = 0, tem-se |−yw| = |yw| na primeira igualdade. Por exemplo,
sejam a = 22 + 02 e b = 12 + 22, enta˜o ab = 20 = 22 + 42 so´ tem uma representac¸a˜o em soma
de dois quadrados.
Outros contra-exemplos sa˜o obtidos quado um dos factores for uma soma de dois quadrados
iguais, isto e´, se por exemplo, a = 2x2. Ou seja, supondo que x = y, as duas igualdades
(2.5) sa˜o verdadeiras e assim |x(z − w)| = |x(w − z)|. Como exemplo tem-se a = 22 + 22
e b = 12 + 22, em que ab = 40 = 22 + 62 so´ tem uma representac¸a˜o como soma de dois
quadrados.
Conclui-se assim que o produto de dois nu´meros decompon´ıveis como soma de dois quadrados
nem sempre tem mais que uma decomposic¸a˜o.
Neste trabalho daremos, mais a` frente, particular atenc¸a˜o aos nu´meros da forma n = pq
com p, q primos distintos tais que p ≡ q ≡ 1 (mod 4), nu´meros estes que teˆm exactamente
duas decomposic¸o˜es distintas como somas de dois quadrados.
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Proposic¸a˜o 2.29. Seja n = pq tal que p, q sa˜o primos distintos e da forma 4k + 1, enta˜o
n tem exactamente duas decomposic¸o˜es distintas em soma de dois quadrados.
Demonstrac¸a˜o. Sejam p = p21 + p
2
2 e q = q
2
1 + q
2
2, com p1, p2, q1, q2 ∈ N. Sabe-se que estas
decomposic¸o˜es sa˜o u´nicas, pelo teorema 2.23. Ale´m disso, como p e q sa˜o ı´mpares, enta˜o
p1 e p2 teˆm paridades diferentes, bem como q1 e q2. Para que pq tenha somente uma
decomposic¸a˜o em soma de dois quadrados e´ necessa´rio que |p1q1 + p2q2| = |p1q1 − p2q2| ou
|p1q1 + p2q2| = |p1q2 − p2q1|.
Na primeira hipo´tese, se p1q1 + p2q2 = p1q1 − p2q2 enta˜o
2p2q2 = 0⇔ p2 = 0 ∨ q2 = 0,
o que e´ imposs´ıvel, pois isso implicaria que p ou q fosse um nu´mero composto.
Ainda na primeira hipo´tese, se p1q1 + p2q2 = −p1q1 + p2q2 enta˜o
2p1q1 = 0⇔ p1 = 0 ∨ q1 = 0
que tambe´m e´ imposs´ıvel.
Em relac¸a˜o a` segunda hipo´tese, se p1q1 + p2q2 = p1q2 − p2q1 enta˜o
p1(q1 − q2) = −p2(q1 + q2).
Reduzindo mo´dulo 2, tem-se
p1(q1 − q2) ≡ p1(q1 + q2) ≡ p2(q1 + q2) ≡ −p2(q1 + q2) (mod 2),
e como q e´ ı´mpar enta˜o q1 + q2 ≡ 1 (mod 2), e assim segue que
p1 ≡ p2 (mod 2),
o que e´ absurdo, pois p e´ ı´mpar e assim ambos os quadrados que o decompo˜em teˆm paridades
diferentes.
De maneira ana´loga, na segunda hipo´tese, se p1q1 + p2q2 = −p1q2 + p2q1 tem-se que
p1(q1 + q2) ≡ p2(q1 + q2) ≡ p2(q1 − q2) (mod 2),
e agora
p1 ≡ p2 (mod 2),
que tambe´m e´ imposs´ıvel.
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Portanto as duas decomposic¸o˜es
(p1q1 − p2q2)2 + (p2q1 + p1q2)2 e (p1q1 + p2q2)2 + (p2q1 − p1q2)2 (2.6)
sa˜o sempre distintas. Logo n = pq tem sempre, no mı´nimo, duas decomposic¸o˜es distintas
como soma de dois quadrados.
Trabalhando em Z[i], tem-se que
n = pq = (p1 + p2i)(p1 − p2i)(q1 + q2i)(q1 − q2i). (2.7)
Como Z[i] e´ DFU, enta˜o os seus elementos teˆm uma factorizac¸a˜o u´nica, a menos de factores
associados. Como p e q sa˜o irredut´ıveis em N, enta˜o os seus factores sa˜o irredut´ıveis em
Z[i]. Suponhamos que existe uma terceira decomposic¸a˜o em soma de dois quadrados
n = r21 + r
2
2 = (r1 + r2i)(r1 − r2i), (2.8)
com r1 e r2 na˜o nulos. Enta˜o como os elementos irredut´ıveis em Z[i] sa˜o primos, os factores
de p e q dividem um dos dois factores desta decomposic¸a˜o.
Se r1 + r2i tiver exactamente dois dos factores irredut´ıveis de n (assim r1 − r2i tem os dois
restantes), enta˜o caso o produto desses factores seja um produto de conjugados, tem-se que
r2 = 0, o que e´ absurdo. Caso contra´rio, a decomposic¸a˜o r
2
1 + r
2
2 sera´ igual a uma das ja´
conhecidas (2.6).
Por outro lado, se r1+r2i tem apenas um factor irredut´ıvel de n e r1−r2i tem os outros treˆs,
ou vice-versa, um dos factores de (2.8) e´ igual ou associado a um dos factores irredut´ıveis
de n. Isto implicaria que n = p ou n = q, o que e´ imposs´ıvel.
Logo na˜o existe uma terceira decomposic¸a˜o distinta das duas mencionadas acima.
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Cap´ıtulo 3
Algoritmo de Aubry
3.1 Dos racionais para os inteiros
Ao lidar com nu´meros cada vez maiores, torna-se cada vez mais moroso identificar quais
sa˜o decompon´ıveis como soma de dois quadrados. Devido a` dificuldade em factorizar
esses nu´meros num produto de primos, determinar uma sua decomposic¸a˜o em soma de
dois quadrados tambe´m se torna complicado. No entanto, o matema´tico M. Le´on Aubry
descobriu um algoritmo que determina uma decomposic¸a˜o em soma de dois quadrados
inteiros de um nu´mero se se conhecer uma sua decomposic¸a˜o como soma de dois quadrados
racionais [7, pp. 292–295].
O me´todo de Aubry consiste em obter um ponto de coordenadas inteiras numa circunfereˆncia
centrada em zero de raio
√
n, com n ∈ N, a partir de um ponto com coordenadas racionais
dessa mesma circunfereˆncia. Este algoritmo e´ baseado no facto de que a recta que passa
num ponto P de coordenadas racionais dessa circunfereˆncia e no ponto de coordenadas
inteiras que lhe e´ mais pro´ximo intersecta essa mesma circunfereˆncia num segundo ponto
P ′. Este ponto tambe´m tem coordenadas racionais, mas com denominadores inferiores
aos do ponto P . Aplicando este procedimento a P ′, obte´m-se um terceiro ponto P ′′ que
tem denominadores menores que P ′. Iterando este processo sucessivamente com os pontos
obtidos, atinge-se mais tarde ou mais cedo um ponto de coordenadas inteiras. A figura 3.1
ilustra este procedimento, onde Ri e´ o ponto de coordenadas inteiras mais pro´ximo de Si,
com i ∈ {0, ..., 3}. Note-se que S3 = R3.
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S0
R0
S1
R1
S2
R2
S3
Figura 3.1: Representac¸a˜o Geome´trica do Algoritmo de Aubry
Seja n um qualquer nu´mero que e´ soma de dois quadrados inteiros e seja
Cn = {(x, y) ∈ R2 : x2 + y2 = n},
onde n ∈ N, o conjunto dos pontos da circunfereˆncia de raio √n centrada na origem. O
algoritmo de Aubry aplica-se no subconjunto
Qn = {(x, y) ∈ Q2 : x2 + y2 = n} = Cn ∩Q2.
Comecemos por observar que os pontos de Qn teˆm coordenadas que, quando expressas por
fracc¸o˜es irredut´ıveis, teˆm igual denominador.
Proposic¸a˜o 3.1. Sejam n ∈ N e (a
b
, c
d
) ∈ Qn, com a, c ∈ Z e b, d ∈ N tais que mdc(a, b) =
mdc(c, d) = 1. Enta˜o b = d.
Demonstrac¸a˜o. Como
(
a
b
, c
d
) ∈ Qn, tem-se que
n =
a2
b2
+
c2
d2
=
a2d2 + b2c2
b2d2
e portanto
a2d2 + b2c2 = b2d2n.
Daqui resulta que b2 | a2d2. Dado que mdc(a, b) = 1, vem que b2 | d2, concluindo-se que
b | d. Analogamente, de d2 | b2c2 e mdc(c, d) = 1, conclui-se que d | b. Como b, d ∈ N resulta
que b = d.
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Como os denominadores sa˜o iguais em ambas as coordenadas, o respectivo nu´mero sera´
enta˜o referido como o denominador do ponto dado.
Definic¸a˜o 3.2. Se S =
(
a
b
, c
b
) ∈ Qn, com a, c ∈ Z, b ∈ N e mdc(a, b) = mdc(a, c) = 1,
diremos que b e´ o denominador de S.
Ale´m dos pontos de Qn terem o mesmo denominador, existem algumas restric¸o˜es quanto
aos possiveis denominadores desses pontos. Em particular, 2 na˜o ocorre como denominador.
Proposic¸a˜o 3.3. Nenhum ponto de Qn tem denominador 2.
Demonstrac¸a˜o. Supondo que Qn tem um ponto da forma
(
a
2
, b
2
)
com a, b ∈ Z ı´mpares (e
portanto a2 ≡ b2 ≡ 1 (mod 4)), vem que
n =
(a
2
)2
+
(
b
2
)2
=
a2 + b2
4
⇔ 4n = a2 + b2.
Reduzindo esta igualdade mo´dulo 4 obte´m-se
0 ≡ 4n ≡ a2 + b2 ≡ 2 (mod 4),
o que e´ absurdo. Conclui-se assim que na˜o existem pontos em Qn com coordenadas na
forma irredut´ıvel cujo denominador e´ 2.
Alia´s, substituindo o denominador na prova anterior por 2kl, em que k, l ∈ N e l e´ ı´mpar,
verifica-se que Qn na˜o tem pontos com denominador par.
Vejamos agora que se a recta que passa pelo ponto P de Qn e o ponto de coordenadas
inteiras que lhe e´ mais pro´ximo na˜o for tangente a` circunfereˆncia e tiver declive racional,
enta˜o intersecta Qn.
Proposic¸a˜o 3.4. Seja P ∈ Qn e seja r uma recta de declive racional que passa em P . Se
r intersecta Cn num outro ponto P ′, enta˜o P ′ tambe´m tem coordenadas racionais.
Demonstrac¸a˜o. Seja v ∈ Z2 o vector director da recta r. A intersec¸a˜o de Cn com a recta r
e´ o ponto P ′ que satisfaz {
P ′ = λv + P
||P ′||2 = ||P ||2, (3.1)
para algum λ ∈ R.
Substituindo P ′ da segunda equac¸a˜o por λv + P obte´m-se
||P ||2 = (λv + P ) · (λv + P ) = λ2||v||2 + ||P ||2 + 2λ(v · P ),
20 CAPI´TULO 3. ALGORITMO DE AUBRY
onde · denota aqui o produto interno.
Ou seja, para que a recta intersecte Cn num outro ponto P ′, tem que existir λ tal que:
λ (λ||v||2 + 2(v · P )) = 0.
Se λ = 0, enta˜o o resultado da intersec¸a˜o e´ obviamente P . A outra ra´ız
λ = −2v · P||v||2 (3.2)
e´ ainda nula se v · P = 0. Portanto para que haja uma segunda intersec¸a˜o, a recta r na˜o
pode ser tangente a` circunfereˆncia.
Neste caso r intersecta Cn no ponto
P ′ = −2v · P||v||2v + P. (3.3)
Como v ∈ Z2 resulta que P ′ tem coordenadas racionais.
No que se segue, utilizaremos [q] para denotar o nu´mero inteiro mais pro´ximo de q ∈ Q,
sendo irrelevante o arredondamento que se toma para os nu´meros da forma k+ 1
2
, com k ∈ Z,
pois na˜o existem pontos de Qn com denominador 2.
Os nu´meros considerados neste trabalho sa˜o da forma N = pq tais que p, q sa˜o primos distin-
tos decompon´ıveis em soma de dois quadrados, representando assim os nu´meros compostos
com o menor nu´mero de produtos de factores primos.
Mostremos que, para estes nu´meros, a recta definida por um ponto P de coordenadas
racionais e pelo ponto de coordenadas inteiras que lhe e´ mais pro´ximo na˜o e´ tangente a
Qn.
Lema 3.5. Seja S ∈ Qn, com n = pq onde p, q sa˜o primos distintos. Se S 6∈ Z2, enta˜o a
recta que passa por S e pelo ponto de coordenadas inteiras que lhe e´ mais pro´ximo na˜o e´
tangente a Qn.
Demonstrac¸a˜o. Pela proposic¸a˜o anterior, se a recta que passa por S e pelo ponto de coor-
denadas inteiras que lhe e´ mais pro´ximo intersecta Cn num segundo ponto, enta˜o esse ponto
tem coordenadas racionais, ou seja, se a recta na˜o for tangente a Cn, enta˜o na˜o e´ tangente
a Qn.
Suponha-se que S = (x, y) ∈ Qn\Z2 e´ tal que a recta definida por (x, y) e ([x], [y]) e´ tangente
a Cn. Segue assim que:
(x, y) · (([x], [y])− (x, y)) = 0⇔ [x]x+ [y] y − x2 − y2 = 0⇔ [x]x+ [y] y = n.
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Por isso, a intersec¸a˜o dessa recta com a circunfereˆncia Cn satisfaz o seguinte sistema de
equac¸o˜es: {
[x]x+ [y] y = n
x2 + y2 = n.
Multiplicando todos os elementos na segunda equac¸a˜o por [y]2 tem-se
([y]x)2 + ([y] y)2 = [y]2n⇔ ([y]x)2 + (n− [x]x)2 = [y]2n
e por fim segue que (
[x]2 + [y]2
)
x2 − 2[x]nx+ (n2 − [y]2n) = 0.
Uma vez que esta e´ uma equac¸a˜o de segundo grau, para que x seja racional, o bino´mio
discriminante deve ser um nu´mero quadrado. Como
∆ = 4[x]2n2 + 4
(
[x]2 + [y]2
) (
[y]2n− n2) = 4[y]2n ([x]2 + [y]2 − n) ,
para que ∆ seja um quadrado, o nu´mero n ([x]2 + [y]2 − n) tambe´m o tem de ser. Como n
e´ livre de quadrados, enta˜o devera´ ter-se que
[x]2 + [y]2 − n = k2n ≥ n,
para algum k ∈ N.
Como [x] = x+  e [y] = y + σ, com ||, |σ| < 1
2
, resulta que
[x]2 + [y]2 − n = 2(x+ yσ) + 2 + σ2.
Relembre-se que na˜o existem pontos de Qn com denominador 2, e da´ı ||, |σ| 6= 12 .
Como n e´ livre de quadrados, enta˜o x2, y2 < n, logo |x|, |y| < √n. E assim:
∣∣[x]2 + [y]2 − n∣∣ ≤ 2(|x|||+ |y||σ|) + 2 + σ2 < 2√n+ 1
2
.
Ou seja,
n ≤ ∣∣[x]2 + [y]2 − n∣∣ < 2√n+ 1
2
,
o que e´ falso para n > 5. Como na˜o existe nenhum nu´mero inferior a 6 que seja um produto
de dois primos distintos, enta˜o na˜o existem rectas tangentes nas condic¸o˜es impostas.
Portanto, se tomarmos um ponto de coordenadas racionais mas na˜o inteiras em Cn, para
n = pq como acima, enta˜o a recta que passa por esse ponto e o ponto de coordenadas inteiras
mais pro´ximo na˜o e´ tangente e intersecta Cn num ponto de coordenadas racionais. Vejamos
agora que esse segundo ponto tem um denominador menor que o primeiro.
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Proposic¸a˜o 3.6. Sejam n = pq como acima e S = (s1, s2) ∈ Qn tal que s1, s2 ∈ Q\Z e
seja ainda R = ([s1], [s2]). Enta˜o a recta definida por S e R intersecta Qn num outro ponto
S ′ cujo denominador e´ inferior a metade do denominador de S.
Demonstrac¸a˜o. Como S,R ∈ Q2, enta˜o a recta que intersecta S e R tem declive racional, e
assim pela proposic¸a˜o 3.4, S ′ tem coordenadas racionais, ou seja, pertence a Qn.
A intersec¸a˜o de Qn com a recta definida por S e R satisfaz o seguinte sistema de equac¸o˜es:{
S ′ = R + λ(S −R) = λS + (1− λ)R
||S ′||2 = n. (3.4)
Se λ = 0, enta˜o R ∈ Qn, isto e´, o ponto de coordenadas inteiras mais pro´ximo de S
corresponde a` segunda intersecc¸a˜o da recta com Cn. Como o denominador de R e´ 1 e o
denominador de S e´, no mı´nimo, 3 pela proposic¸a˜o 3.3, a proposic¸a˜o fica provada para esta
situac¸a˜o.
Caso λ 6= 0, substituindo S ′ por S ′ = R + λ(S − R) = λS + (1− λ)R na segunda equac¸a˜o,
tem-se que
n = ||λS + (1− λ)R||2,
de onde resulta, com · denotando o produto interno,
n = λ2||S||2 + (1− λ)2||R||2 + 2λ(1− λ)S ·R
⇔ (1− λ2)n = (1− λ)2||R||2 + 2λ(1− λ)R · S.
Com λ 6= 1, segue que
(1 + λ)n = (1− λ)||R||2 + 2λR · S
⇔ λ(n+ ||R||2 − 2R · S) = ||R||2 − n
⇔ λ||S −R||2 = ||R||2 − n.
E por fim
λ =
||R||2 − n
||S −R||2 .
Substituindo λ na equac¸a˜o da recta vem finalmente que
S ′ = R +
||R||2 − n
||S −R||2 (S −R).
Sendo b ∈ N o denominador de S, e S∗ ∈ Z2 tal que S = 1
b
S∗, enta˜o tem-se que
S ′ = R +
b(||R||2 − n)
b||S −R||2 (S −R) = R +
||R||2 − n
b||S −R||2 (S
∗ − bR).
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Observemos que b||S−R||2 = b(||S||2 + ||R||2)−2b(S ·R) = b(||S||2 + ||R||2)−2(S∗ ·R) ∈ N.
Dado que ||R||2 − N ∈ Z e que (S∗ − bR) ∈ Z2, enta˜o b||S − R||2 e´ um mu´ltiplo do
denominador de S ′. Para finalizar falta comparar os denominadores de S e S ′.
Acontece que ||S −R||2 e´ ma´ximo quando as coordenadas de S sa˜o da forma k + 1
2
, pore´m
pela proposic¸a˜o 3.3, esse ma´ximo nunca e´ atingido. Logo
||S −R||2 <
(
1
2
)2
+
(
1
2
)2
=
1
4
+
1
4
=
1
2
. (3.5)
Sendo b′ ∈ N o denominador de S ′, conclui-se que
b′ ≤ b||S −R||2 < 1
2
b < b.
Portanto, o denominador de S ′ e´ menor que metade do denominador de S.
Pela demonstrac¸a˜o da proposic¸a˜o anterior e´ poss´ıvel explicitar as coordenadas do ponto S ′,
e assim tem-se uma expressa˜o para a func¸a˜o f : Qn → Qn que retorna a intersec¸a˜o da recta
definida por S = (x, y) e por R = ([x], [y]) com Qn:
f(S) =
S ′ = R +
||R||2−n
||S−R||2 (S −R) se S 6∈ Z2
S se S ∈ Z2.
Dado que o denominador de S ′ e´ menor que S, enta˜o se aplicarmos va´rias vezes a func¸a˜o f ,
a certa altura obte´m-se um ponto de coordendas inteiras.
Portanto, o algoritmo de Aubry e´ dado pela func¸a˜o:
A(P ) = fm(P ), onde m = min{k ∈ N : fk(P ) ∈ Z2}
com P ∈ Qn.
O algoritmo de Aubry faz assim corresponder, a cada ponto deQn, um ponto de coordenadas
inteiras dessa mesma circunfereˆncia. Como cada ponto de coordenadas inteiras corresponde
a uma decomposic¸a˜o de n em soma de dois quadrados, enta˜o e´ poss´ıvel obter-se uma
decomposic¸a˜o de n em soma de dois quadrados a partir de qualquer ponto de Qn.
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A figura 3.2 ilustra o procedimento do Algoritmo de Aubry aplicado num ponto de Q65:
o ponto inicial e´ S0 = (−7231/929,−1952/929), S1 = f(S0) = (179/53,−388/53), S2 =
f(S1) = (−101/13, 28/13) e o ponto final S3 = A(S0) = (1, 8). Os pontos azuis pro´ximos
dos pontos assinalados correspondem aos pontos de coordenadas inteiras mais pro´ximos que
a func¸a˜o f considera.
S0
S1
S2
S3
Figura 3.2: Exemplo de uma aplicac¸a˜o do Algoritmo de Aubry em Q65
3.2 Classes de Aubry
Existem pontos distintos de coordenadas inteiras de Qn que correspondem a` mesma decom-
posic¸a˜o de n em soma de dois quadrados. Em particular, trocando as coordenadas ou os
sinais de um ponto de coordenadas inteiras (a, b), os pontos que se obteˆm correspondem a`
mesma soma de dois quadrados. Se a 6= b, o que necessariamente acontece no caso de se
ter n = pq, com p e q primos ı´mpares distintos, teˆm-se oito pontos que, em certo sentido,
correspondem a` mesma decomposic¸a˜o como soma de dois quadrados.
Definic¸a˜o 3.7. Seja (a, b) ∈ Qn. Designaremos por pontos associados a (a, b) os pontos
pertencentes ao conjunto
S((a, b)) = {(x, y) ∈ Qn : (|x|, |y|) = (|a|, |b|) ∨ (|x|, |y|) = (|b|, |a|)}}.
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Se (a, b) ∈ Qn ∩ Z2, os seus pontos associados correspondem a` mesma decomposic¸a˜o em
soma de dois quadrados.
E´ claro que o conjunto Qn ∩ Z2 e´ finito, sendo uma reunia˜o disjunta de um nu´mero finito
de conjuntos de associados, ou seja,
Qn ∩ Z2 =
k∐
i=1
S(Pi), (3.6)
para alguns Pi ∈ Qn.
Se S1, S2 ∈ Qn forem distintos e tais que A(S1) 6= A(S2) e S(A(S1)) = S(A(S2)), enta˜o S1
e S2 conduzem a` mesma decomposic¸a˜o em soma de dois quadrados inteiros. Como estamos
interessado em procurar decomposic¸o˜es essencialmente distintas, introduzimos a seguinte
relac¸a˜o de equivaleˆncia:
S1 ∼ S2 ⇐⇒ S(A(S1)) = S(A(S2)).
Definic¸a˜o 3.8. As classes de equivaleˆncia geradas pela relac¸a˜o ∼ designam-se por classes
de Aubry. As classes em Qn sera˜o denominadas classes de Aubry de n.
E´ fa´cil ver que os primos da forma 4k+ 1 teˆm somente uma classe de Aubry e o produto de
dois primos dessa forma teˆm exactamente duas classes de Aubry. Pelo teorema 2.28, se um
nu´mero tiver (pelo menos) duas classes de Aubry distintas, enta˜o esse nu´mero e´ composto.
Observemos agora que para quaisquer P,Q ∈ Qn tais que Q ∼ P , se tem A(Q) ∼ A(P ).
Para ver isto basta mostrar que Q ∼ P ⇒ f(Q) ∼ f(P ).
De facto, sejam P = (p1, p2) e R = ([p1], [p2]) = (r1, r2). As coordenadas de f(P ) = P
′ =
(p′1, p
′
2) sa˜o as seguintes:
p′i = ri +
||(r1, r2)||2 − n
||(p1 − r1, p2 − r2)||2 (pi − ri) = [pi] +
||R||2 − n
||P −R||2 (pi − [pi]), (3.7)
com i ∈ {1, 2}.
Portanto podemos reescrever a func¸a˜o f como f(P ) = f(p1, p2) = (p
′
1, p
′
2) = (σ1(p1), σ2(p2)),
onde σi : Q→ Q e´ tal que σi(pi) = p′i. Da equac¸a˜o (3.7), resulta que σ1 = σ2. Denotaremos
esta func¸a˜o por σ.
Primeiro vejamos qual o valor de f(Q) se Q corresponder a` mudanc¸a de um ou dos dois
sinais de P .
Se qi = −pi, segue que [−pi] = −[pi] = −ri, pois pi na˜o e´ da forma k+ 12 . Como (−ri)2 = (ri)2
e (−pi − (−ri))2 = (pi − ri)2, enta˜o na˜o existem alterac¸o˜es nas normas de R e de P − R.
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Agora tem-se
σ(−pi) = −ri + ||R||
2 − n
||P −R||2 (−pi + ri)
= −
[
ri +
||R||2 − n
||P −R||2 (pi − ri)
]
= −σ(pi).
Portanto σ2(−pi) = σ(σ(−pi)) = σ(−σ(pi)) = −σ2(pi). Logo para todo k ∈ N, tem-se que
σk(−pi) = −σk(pi).
Assim sendo, ao mudar o sinal da i-e´sima coordenada de P ∈ Qn, o sinal da i-e´sima
coordenada de A(P ) tambe´m se altera, e assim pertence a S(A(P )).
No caso de se trocarem as coordenadas de P , isto e´, Q = (p2, p1) ∈ Qn, segue que:
f(Q) = (σ(p2), σ(p1)),
por isso tem-se:
A(Q) = fn(Q) = (σn(p2), σn(p1))
e assim as coordenadas em A(P ) tambe´m va˜o trocar de posic¸a˜o.
E´ agora claro que a composic¸a˜o de mudanc¸a de sinal com a mudanc¸a da posic¸a˜o das
coordenadas de P afeta de igual modo as coordenadas A(P ).
Portanto conclui-se que aplicando o algorimo de Aubry a qualquer associado de P , obte´m-se
um associado de A(P ). Ou seja, os elementos de S(P ) pertencem a` mesma classe de Aubry.
Portanto, conhecendo a classe de Aubry de todos os pontos racionais do maior arco em Cn
que na˜o conte´m pontos associados entre si, sabem-se as classes de todos os pontos de Qn.
Por exemplo, conhecendo as classes de Aubry dos pontos de Qn no primeiro octante, tem-se
conhecimento das classes de todos os pontos racionais da circunfereˆncia.
Sera´ poss´ıvel medir o comprimento de cada classe de Aubry? Na˜o conseguimos responder a
esta pergunta, mas vamos mostrar que as classes sa˜o mensura´veis.
Para o provar, considere-se P0 ∈ Qn tal que A(P0) = fm(P0) = Pm ∈ Qn ∩ Z2 com m > 0
e sejam Pi = (xi, yi) = f
i(P0), com i ∈ {1, ...,m − 1}. Seja Qi = ([xi], [yi]) o ponto de
coordenadas inteiras mais pro´ximo de Pi. Em particular, Pm = Qm.
Observe-se que o conjunto B
(
Qi;
1
2
)
=
{
P ∈ Qn : ||P −Qi||∞ < 12
}
, onde || · ||∞ e´ a norma
do supremo em R2, corresponde a` regia˜o de pontos racionais que teˆm Qi como o ponto de
coordenadas inteiras mais pro´ximo. Note-se que na˜o se incluem os pontos com pelo menos
uma coordenada da forma k + 1
2
para algum k ∈ Z, pois pela proposic¸a˜o 3.3, esse tipo de
3.2. CLASSES DE AUBRY 27
pontos na˜o pertence a Qn. O conjunto B
(
Qi;
1
2
)
e´ um aberto e se P ∈ B (Pm; 12), enta˜o
f(P ) = Pm.
Relembre-se que f : Cn −→ Cn e´ dado por:
f(S) =
S ′ = R +
||R||2−n
||S−R||2 (S −R) = g(S) + ||g(S)||
2−N
||S−g(S)||2 (S − g(S)) se S 6∈ Z2
S se S ∈ Z2,
em que g : Cn −→ Qn ∩ Z2, e´ dado por g((x, y)) = ([x], [y]), para qualquer (x, y) ∈ Cn,
onde aqui se toma
[
k + 1
2
]
= k + 1, para todo k ∈ Z (esta escolha na˜o afecta o valor de
f em nenhum ponto de Qn, pela proposic¸a˜o 3.3). Isto e´, g aplica a func¸a˜o [−] : R −→ Z
coordenada a coordenada, que e´ uma func¸a˜o em escada.
Assim o conjunto dos nu´meros da forma k+ 1
2
sa˜o exactamente os pontos de descontinuidade
de [−], pontos esses que na˜o existem em Qn, e por conseguinte g e´ cont´ınua em Qn.
Com esta observac¸a˜o, verifica-se que o primeiro ramo de f e´ dado por uma composic¸a˜o de
va´rias func¸o˜es cont´ınuas e, por isso, e´ tambe´m uma func¸a˜o cont´ınua.
Dado S ∈ Qn ∩ Z2, e´ imediato que ∀T ∈ B
(
S, 1
2
)
, f(T ) = S, ou seja, f e´ constante nos
pontos de uma vizinhanc¸a de S.
Conclui-se assim que f e´ uma func¸a˜o cont´ınua.
Seja Lm−1 = B
(
Qm−1; 12
) ∩ f−1 (B (Qm; 12)) o conjunto de pontos da vizinhanc¸a de Pm−1
que teˆm Qm−1 como o ponto de coordenadas inteiras mais pro´ximo e tais que f 2(P ) = Qm,
com P ∈ Lm−1. Como f e´ cont´ınua, enta˜o f−1
(
B
(
Qm;
1
2
))
e´ tambe´m um aberto. E dado
que a intersec¸a˜o de dois abertos e´ tambe´m um aberto, enta˜o Lm−1 e´ um aberto.
Sejam agora Lj = B
(
Qj;
1
2
)∩ f−1(Lj+1), com j ∈ {0, ...,m− 2}, que sa˜o todos abertos, por
induc¸a˜o.
Em particular, L0 e´ um aberto e portanto existe uma vizinhanc¸a de P0 tal que todos os
pontos dessa vizinhanc¸a que esta˜o em Cn pertencem todos a` mesma classe de P0. Conclui-se
enta˜o que para qualquer ponto de Qn, existe uma vizinhanc¸a desse ponto que pertence a`
mesma classe de Aubry. Logo as componentes conexas das classes de Aubry sa˜o abertas.
Veˆ-se assim que, para cada classe de Aubry X , existe um aberto UX de Cn tal que X =
UX ∩Qn e que, sendo aberto e estando contido em Cn, e´ mensura´vel [1, Chap. 2, Sections 10–
12], tendo obviamente medida finita. Faz assim sentido falar da medida de X , que sera´ a
de UX , e da proporc¸a˜o de pontos em X que sera´ m(UX )2pi√n .
Isto coloca, naturalmente, as questo˜es seguintes. Havendo mais que uma classe de Aubry,
estas tera˜o medidas iguais? Se na˜o tiverem, qual e´ a proporc¸a˜o que cada uma delas tem
com o per´ımetro de Cn? No cap´ıtulo 4 estas questo˜es sa˜o investigadas de um ponto de vista
computacional.
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3.3 Generalizac¸a˜o de Davenport e Cassels
O algoritmo de Aubry fornece pontos de coordenadas inteiras da circunfereˆncia de raio
√
n
centrada na origem, com n ∈ N, a partir de pontos de coordenadas racionais dessa mesma
circunfereˆncia. Acontece que se pode usar o mesmo me´todo para superf´ıcies esfe´ricas, em
R3, centradas na origem e de raio
√
n. Assim, a partir de uma decomposic¸a˜o de n como
soma de treˆs quadrados racionais e´ sempre poss´ıvel obter uma decomposic¸a˜o como soma de
treˆs quadrados inteiros. Ja´ em R4 isso na˜o acontece (ver p. 31).
Os matema´ticos John Cassels e Harold Davenport descobriram que se podia aplicar um
me´todo ideˆntico ao algoritmo de Aubry noutros ane´is, desde que estes satisfizessem umas
certas condic¸o˜es.
Em primeiro lugar, o anel escolhido deve admitir uma norma multiplicativa.
Definic¸a˜o 3.9. Seja R um anel comutativo com unidade 1 6= 0.
Uma norma discreta multiplicativa em R e´ uma func¸a˜o |−| : R→ N que satisfaz as seguintes
duas condic¸o˜es:
• para todo x ∈ R, |x| = 0 sse x = 0;
• para quaisquer x, y ∈ R, |xy| = |x||y|.
Como |1| · |1| = |1 · 1| = |1| 6= 0, tem-se que |1| = 1, e assim | − | e´ um homomorfismo de
mono´ides multiplicativos.
Seja | − | uma norma discreta multiplicativa em R. Se x e y sa˜o elementos na˜o-nulos de R,
enta˜o |xy| = |x| · |y| 6= 0, portanto xy 6= 0 e por isso o anel R e´ um domı´nio de integridade.
Seja K o corpo de frac¸o˜es de R. E´ poss´ıvel extender de uma u´nica maneira a func¸a˜o | − |
a | − | : K → Q≥0, satisfazendo as mesmas condic¸o˜es, pondo-se |x| = |a|/|b|, para x = a/b
com a, b ∈ R e b 6= 0.
O que Cassels e Davenport fizeram foi extender o me´todo de Aubry para outras formas
mais gerais que x2 + y2 e a outros ane´is ale´m de Z. Comecemos por relembrar a noc¸a˜o de
“forma”.
Definic¸a˜o 3.10. Uma forma sobre um anel R e´ um polino´mio homoge´neo de R[x1, ..., xd]
(d > 0), em que xi sa˜o varia´veis formais. Se o grau de todos os mono´mios for 2 a forma
diz-se uma forma quadra´tica.
Para simplificar a notac¸a˜o, pomos X = [x1, ..., xd] e Y = [y1, ..., yd]. Seja q ∈ R[x1, ..., xd]
uma forma quadra´tica. O polino´mio
〈X, Y 〉q := q(X + Y )− q(X)− q(Y ) ∈ R[x1, ..., xd, y1, ..., yd]
3.3. GENERALIZAC¸A˜O ADC 29
e´ uma forma bilinear, ou seja, linear em cada uma das duas varia´veis X e Y . Se t e´ uma
varia´vel formal diferente de todas as varia´veis formais xi e yi, tem-se que
q(X + tY ) = q(X) + 〈X, tY 〉q + q(tY ),
e fazendo q(X) =
d∑
i,j=1
ci,jxjxi, vem que 〈X, Y 〉q =
d∑
i,j=1
ci,j(xiyj + xjyi) e assim
〈X, tY 〉q =
d∑
i,j=1
ci,j[(xi + tyi)(xj + tyj)− xixj − t2yiyj] =
d∑
i,j=1
ci,jt(xiyj + xjyi).
Portanto 〈X, tY 〉q = 〈X, Y 〉qt.
Ale´m disso, como q e´ uma forma quadra´tica, enta˜o q(tY ) = t2q(Y ) e segue que
q(X + tY ) = q(X) + 〈X, Y 〉qt+ q(Y )t2.
O facto do coeficiente de t2 ser q(Y ), sera´ u´til na prova do teorema abaixo.
Seja R um domı´nio de integridade com o corpo de frac¸o˜es K.
Definic¸a˜o 3.11. Uma forma ADC e´ uma forma g sobre R, em d varia´veis, que satisfaz a
seguinte condic¸a˜o, para todo X ∈ Kd:
g(X) ∈ R⇒ ∃Y ∈ Rd : g(Y ) = g(X).
Ou seja, uma forma diz-se ADC se sempre que a equac¸a˜o g(X) = c, com c ∈ R, tiver
soluc¸a˜o em Kd, enta˜o tambe´m tem soluc¸a˜o em Rd.
Seja | − | uma norma discreta multiplicativa em R extendida (de forma u´nica) para uma
norma multiplicativa em K (escrevendo-se ainda | − |).
Definic¸a˜o 3.12. Uma forma g sobre R, de qualquer grau, diz-se Euclideana com respeito
a | − | se, para todo X ∈ Kd\Rd, existe Y ∈ Rd tal que 0 < |g(X − Y )| < 1.
Teorema 3.13. Seja R um domı´nio de integridade, com corpo de frac¸o˜es K, e seja | − |
uma norma discreta multiplicativa em R. Seja f = f2 + f1 + f0 ∈ R[x1, ..., xd], onde fi e´
homoge´neo de grau i, e f2 e´ Euclidiano com respeito a |−|. Se f tem um zero em Kd, enta˜o
tem um zero em Rd.
Demonstrac¸a˜o. Seja X ∈ Kd um zero de f . Se X ∈ Rd na˜o ha´ nada a provar. Suponhamos
pois que X 6∈ Rd.
Tem-se que X = A/d para algum A ∈ Rd e d ∈ R\{0}. Como f2 e´ Euclidiano com respeito a
|−|, existe Y ∈ Rd tal que 0 < |f2(X−Y )| < 1. Fac¸a-se X−Y = V/d com V = A−dY ∈ Rd.
Seja agora F (t) := f(Y + tV ) = at2 + bt+ c, para t ∈ K.
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O coeficiente c determina-se facilmente: c = F (0) = f(Y ).
O coeficiente a adve´m apenas de f2. Tem-se que as parcelas de f2(Y + tV ) sa˜o da forma
(yi+ tvi)(yj + tvj) = yiyj + (viyj +vjyi)t+vivjt
2 com i, j ∈ {1, ..., d}. Portanto, o coeficiente
de t2 em f2(Y + tV ) e´ f2(V ), ou seja, a = f2(V ).
Segue que a = f2(V ) = f2(d(X − Y )) = d2f2(X − Y ) 6= 0, pois |f2(X − Y )| > 0 e d 6= 0.
Por fim, b = f(Y + V )− a− c. Veˆ-se assim que todos os coeficientes pertencem a R.
Sabe-se que τ := 1/d e´ um zero de F porque X = Y + V/d. Denote-se por τ ′ o outro zero
de F. Como ττ ′ = c/a, tem-se que τ ′ = c/(τa) = c/(a/d), e
dF (τ) = a/d+ b+ cd⇔ a/d = −b− cd
que pertence a R. Segue que a/d = f2(X − Y )d, em que |a/d| = |f2(X − Y )||d| < |d|.
O ponto X ′ := Y + τ ′V e´ um zero de f , e X ′ = A′/d′, em que d′ = a/d ∈ R\{0},
A′ = d′Y + cV ∈ Rd e |d′| < |d|.
Se o zero X ′ de f ainda na˜o pertence a R, repete-se o procedimento e obte´m-se um outro
zero X ′′ = A′′/d′′ de f , com A′′ ∈ Rd, d′′ ∈ R\{0}, e |d′′| < |d′|. Iterando este processo,
obte´m-se uma sequeˆncia X, X ′, X ′′, ... de zeros de f que tem de terminar com um zero
X∗ ∈ Rd de f , pois |d| > |d′| > |d′′| > ... .
Em particular, tem-se o seguinte corola´rio.
Corola´rio 3.14. Seja R um domı´nio de integridade com uma norma discreta multiplicativa
|− |. Se a forma quadra´tica q sobre R e´ Euclideana com respeito a |− |, enta˜o e´ uma forma
ADC.
Demonstrac¸a˜o. Dado um r ∈ R, aplica-se o teorema acima para q − r.
3.4 Exemplos
A forma x2 + y2 pertence a Z[x, y] e e´ Euclideana com respeito a | − |, pois para qualquer
ponto (x, y) ∈ Q2, o ponto de coordenadas inteiras que lhe e´ mais pro´ximo esta´ a uma
distaˆncia inferior a 1
2
, como se viu em (3.5). Portanto, x2 + y2 e´ uma forma ADC. Veˆ-se
assim, novamente, que qualquer circunfereˆncia centrada na origem representada pela curva
de n´ıvel x2 + y2 = n, com n ∈ N, tem pontos de coordenadas inteiras se tiver, pelo menos,
um ponto de coordenadas racionais. Isto e´, se Qn 6= ∅, enta˜o Qn ∩ Z2 6= ∅.
Em relac¸a˜o a` forma g(x, y, z) = x2 + y2 + z2, que pertence a Z[x, y, z], sejam P ∈ Q3 e
Q ∈ Z3 o ponto de coordenadas inteiras mais pro´ximo de P . Enta˜o tem-se que:
|g(P −Q)|2 ≤
(
1
2
)2
+
(
1
2
)2
+
(
1
2
)2
=
3
4
,
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logo a forma g(x, y, z) e´ Euclideana com respeito a |− |, e por isso tambe´m e´ ADC. Ou seja,
se a circunfereˆncia em R3, centrada na origem e de raio
√
n, tiver um ponto de coordenadas
racionais, enta˜o tem um ponto de coordenadas inteiras. De facto, o me´todo de Aubry neste
caso pode ser tambe´m usado.
Ja´ a forma h(x, y, z, w) = x2 + y2 + z2 + w2 ∈ Z[x, y, z, w] na˜o e´ Euclideana para | − |, pois
para qualquer ponto P cujas coordenadas sa˜o todas da forma k + 1
2
, para algum k ∈ Z, e
para qualquer ponto de coordenadas inteiras Q, tem-se
|h(P −Q)| ≥
(
1
2
)2
+
(
1
2
)2
+
(
1
2
)2
+
(
1
2
)2
= 1.
Pode-se mostrar que h e´ Euclideana quando considerada sobre o anel dos inteiros de Hurwitz:
H =
{
(x, y, z, w) ∈ R4 : x, y, z, w ∈ Z ∨ x, y, z, w ∈ Z+ 1
2
}
.
Vejamos agora como determinar alguns valores de d ∈ Z, d livre de quadrados, para os quais
a forma x2 − dy2 e´ ADC.
Para tal, seja R = Z[
√
d], sendo K = Q[
√
d] o seu corpo de frac¸o˜es. Considere-se a aplicac¸a˜o
N : Q[
√
d] −→ N0 dada por N(x+ y
√
d) = |x2−dy2| = |(x+ y√d)(x− y√d)|, com x, y ∈ Q.
Verifiquemos que as condic¸o˜es da definic¸a˜o de norma discreta multiplicativa sa˜o cumpridas
pela aplicac¸a˜o N. Tem-se
N(x+ y
√
d) = |x2 − dy2| = 0⇔ x2 = dy2
como d e´ livre de quadrados, N (z) = 0 sse z = 0.
Para α = x+ y
√
d, ponha-se α = x− y√d. Observe-se que N(α) = |αα| e αβ = αβ.
Agora, sendo α, β ∈ Q[√d] tem-se
N(αβ) = αβαβ = ααββ = N(α) N(β).
Conclui-se assim que o operador N e´ uma norma discreta multiplicativa.
Seja Sn =
{
α ∈ Q[√d] : N(α) = n
}
o conjunto de todos os pontos do anel referido com
norma igual a n, ou seja, a “circunfereˆncia” em Q[
√
d] centrada na origem e com raio
√
n
(de facto, no plano Euclideano esta “circunfereˆncia” e´ ou uma elipse, se d > 0, ou uma
hipe´rbole se d < 0 e d 6= 1).
Dado α ∈ Q[√d], pode-se sempre escrever α = (a + ) + (b + φ)√d ∈ Q[√d], onde a, b ∈ Z
e , φ ∈ Q sa˜o tais que ||, |φ| ≤ 1
2
.
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O elemento de Z[
√
d] mais pro´ximo de α e´ pois δ = a+ b
√
d.
Portanto, para que a forma x2−dy2 seja Euclideana com respeito a N(·), basta que N(α−δ) <
1. Mas
N(α− δ) = |2 − dφ2| ≤ 1
4
+
|d|
4
=
|d|+ 1
4
< 1⇔ |d| < 3.
Por conseguinte, para d = −2,−1, 1, 2, vem que x2−dy2 e´ Euclidiana com respeito a` norma
N.
Vejamos agora que o me´todo de Aubry tambe´m pode ser usado nestes ane´is, procedendo
de um modo ana´logo ao que foi feito na secc¸a˜o 3.1. Tal como em Qn, verifiquemos que as
coordenadas dos pontos da “circunfereˆncia” Sn teˆm o mesmo denominador.
Se α = u
w
+ r
s
√
d ∈ Sn, com mdc(u,w) = mdc(r, s) = 1, enta˜o
N(α) =
( u
w
)2
− d
(r
s
)2
= n,
e portanto u2s2 − dr2w2 = nw2s2. Daqui resulta que s2 | dr2w2 e que w2 | u2s2. Como
mdc(r, s) = 1 e mdc(u,w) = 1, tem-se enta˜o que s2 | dw2 e que w2 | s2. Uma vez que d e´
livre de quadrados, segue que s | w e w | s, e portanto s = w.
Vejamos agora que se α ∈ Sn e v ∈ Q[
√
d]\{0}, enta˜o existe no ma´ximo outro ponto α′ de
Sn tal que α
′ = α+ tv, para algum t ∈ Q. Isto e´, observemos que se a recta α+ tv, que tem
declive racional, intersecta o conjunto de pontos de norma n num ponto α′ 6= α, enta˜o este
tambe´m tem coordenadas racionais. De
n = N(α + tv) = (α + tv)(α + tv) = N(α) + t(αv + αv) + t
2
N(v)
obte´m-se (se t 6= 0)
0 = tN(v) + (αv + αv). (3.8)
Pondo tr(z) = z + z, para z ∈ Q[√d], segue enta˜o que
t = −αv + αv
N(v)
= −tr(αv)
N(v)
∈ Q.
Como α ∈ Sn enta˜o α′ = α− tr(αv)N(v) v ∈ Sn. E assim se tr(αv) 6= 0, enta˜o α 6= α′.
Tal como no me´todo de Aubry, o vector v sera´ definido pelo ponto α e pelo ponto δ de
Z[
√
d] que lhe e´ mais pro´ximo. Assim vem que v = α− δ e´ o vector director da recta α+ tv
que intersecta a “circunfereˆncia” num segundo ponto α′.
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Tem-se enta˜o
α′ = α− tr(α(α− δ))
N(α− δ) (α− δ) = α
(
1− tr(n− αδ)
N(α− δ)
)
+
tr(n− αδ)
N(α− δ) δ
=
1
N(α− δ)
[(
N(α− δ)− tr(n− αδ)
)
α + tr(n− αδ) δ]
Sabe-se que
N(α− δ) = (α− δ)(α− δ) = n+ δδ − (αδ + αδ)
e
tr(n− αδ) = n− αδ + n− αδ = 2n− (αδ + αδ) = 2n− tr(αδ).
Pondo α = 1
s
λ, com λ ∈ Z[√d] e s ∈ N, vem que
tr(n− αδ)
N(α− δ) =
s tr(n− αδ)
sN(α− δ) =
2sn− tr(λδ)
sN(α− δ) ,
tendo-se que
sN(α− δ) = sn− tr(λδ) + sN(δ) ∈ N.
Disto tudo resulta que sN(α− δ) e´ um mu´ltiplo do denominador de α′. Tem-se que
α′ =
1
sN(α− δ)
[(
sN(α− δ)− (2sn− tr(λδ))
)
α + (2sn− tr(λδ)) δ]
=
1
sN(α− δ)
[(
sn− tr(λδ) + sN(δ)− (2sn− tr(λδ))
)
α + (2sn− tr(λδ)) δ]
=
1
sN(α− δ)
[
(−n+ N(δ))λ+ (2sn− tr(λδ)) δ
]
,
onde (−n+ N(δ))λ+ (2sn− tr(λδ)) δ ∈ Z[
√
d].
O denominador de α′ e´ menor que s, pois N(α− δ) < 1. Por conseguinte, a repetic¸a˜o deste
processo leva a um elemento de Z[
√
d].
Tome-se d = 2, e seja, por exemplo, α = 7
17
+ 13
17
√
2, de norma N(α) = 1. O elemento mais
pro´ximo de coordenadas inteiras e´ δ = 0 + 1
√
2, e assim segue que
N(α− δ) = N
(
7
17
− 4
17
√
2
)
=
72 − 2 · 42
172
=
1
17
≈ 0.059
e
tr(n− αδ) = tr
(
−1−
(
−26
17
− 7
17
√
2
))
= tr
(
9
17
+
7
17
√
2
)
=
18
17
.
Portanto
α′ =
7
17
+
13
17
√
2− 18
(
7
17
− 4
17
√
2
)
= −7 + 5
√
2
e´ tal que N(α′) = 1.
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Por outro lado, existem formas quadra´ticas que na˜o sa˜o ADC. Por exemplo, usando a forma
g(x, y) = x2 + dy2. Para que g na˜o seja ADC tem de existir pelo menos um w ∈ Z tal que
g(x, y) = w tenha soluc¸a˜o em Q2, mas na˜o em Z2. Uma ideia para encontrar uma tal forma
e´ procurar d, w ∈ Z tais que a equac¸a˜o x2 +dy2 = w na˜o tenha soluc¸a˜o inteira, mas tais que
exista n ∈ N de modo a que x2 + dy2 = n2w tenha soluc¸a˜o inteira.
Observe-se que, como
x2 + dy2 ≡ w (mod 4),
tem de se ter w ≡ 0, 1, d, d+ 1 (mod 4).
Caso d ≡ 1 (mod 4), os nu´meros w com w 6≡ 3 (mod 4) na˜o sa˜o pois representados pela
forma x2 + dy2.
Se d ≡ 2 (mod 4), enta˜o a congrueˆncia na˜o forma qualquer restric¸a˜o.
Se d ≡ 3 (mod 4), tem-se que w 6≡ 2 (mod 4) para que a forma acima tenha soluc¸a˜o em Z2.
Por fim, se d ≡ 0 (mod 4), enta˜o w 6≡ 2, 3 (mod 4).
Suponhamos agora que w ∈ Z e´ tal que g(x, y) = w na˜o tem soluc¸a˜o em Z2. Para que
g(x, y) = w tenha uma soluc¸a˜o em Q2, tem de existir n ∈ N tal que x2 + dy2 = n2w tenha
soluc¸a˜o em Z2. Ora para isso acontecer, n tem que ser par, pois caso contra´rio teriamos que
w ≡ n2w (mod 4), e assim x2 + dy2 6≡ n2w (mod 4).
Assim, por exemplo, observando que 52− 17 · 12 = 8 = 2 · 22 e que −17 ≡ 3 (mod 4), resulta
que a forma x2 − 17y2 = 2 tem como soluc¸a˜o (5
2
, 1
2
)
, e que na˜o tem soluc¸o˜es em Z2. Logo g
na˜o e´ uma forma ADC.
Outro exemplo de uma forma que na˜o e´ ADC e´ g(x, y) = x2 + 15y2 = 6, em que
(
3
2
, 1
2
)
e´
uma soluc¸a˜o em (Q \ Z)2.
Cap´ıtulo 4
Testes Computacionais
Desenvolvemos alguns algoritmos computacionais para estimar o tamanho das classes de
Aubry de alguns Qn. Para tal queremos arranjar uma amostra equidistribuida ou “perfeita-
mente” aleato´ria de pontos em Qn, e verificar a que classes de Aubry cada um desses pontos
pertence, estimando assim a medida das classes de Aubry em termos percentuais.
Vamos usar nu´meros para os quais conhecemos as suas decomposic¸o˜es como soma de dois
quadrados, e usamos o caso mais simples: nu´meros que teˆm so´ duas decomposic¸o˜es. Temos
enta˜o que n = pq, com p, q primos distintos e p ≡ q ≡ 1 (mod 4), e por isso p e q teˆm ambos
decomposic¸o˜es u´nicas em soma de dois quadrados: sejam p = p21 + p
2
2 e q = q
2
1 + q
2
2. Sabe-se
pelas equac¸o˜es (2.3) e (2.4) que
(p1q1 − p2q2, p2q1 + p1q2) e (p1q1 + p2q2, p2q1 − p1q2)
pertencem a Qn ∩ Z2, correspondendo a`s duas decomposic¸o˜es distintas de n em somas de
dois quadrados. Portanto, a partir destas decomposic¸o˜es temos oito pontos associados entre
si de cada classe de Aubry de Qn.
Os pontos racionais sa˜o gerados a` custa de um ponto de partida P de coordenadas inteiras
de Qn, e de um conjunto de rectas de declive racional. Atrave´s da proposic¸a˜o 3.4, sa˜o
consideradas va´rias rectas de declive racional que passem por P , e que na˜o sejam tangentes
a Cn, e registam-se as segundas intersecc¸o˜es de cada recta com a circunfereˆncia. De seguida,
aplica-se o algoritmo de Aubry a esses pontos racionais para determinar a que classe de
Aubry pertencem.
O primeiro algoritmo criado consiste em procurar algum ponto que na˜o pertenc¸a a` classe
de Aubry do ponto de partida P . Considera-se uma recta com um certo declive que passa
pelo ponto de partida, e verifica-se se a segunda intersecc¸a˜o na˜o pertence a` classe de P .
Caso pertenc¸a, considera-se outra recta com um declive superior. Repete-se o processo
ate´ encontrar algum ponto que pertenc¸a a` segunda classe de Aubry ou ate´ se iterar o
procedimento um nu´mero pre´-definido de vezes.
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Os restantes algoritmos obteˆm uma amostra de ponto de Qn e retornam a percentagem
desses pontos que pertencem a` classe de Aubry do ponto de partida. Como os nu´meros
estudados teˆm exactamente duas classes de Aubry, os testes contam apenas o nu´mero de
pontos da amostra que pertencem a` classe do ponto de partida, pois os restantes pertencem
a` outra classe.
O que distingue estes u´ltimos programas e´ a forma como cada um adquire a amostra de
pontos da circunfereˆncia. O primeiro algoritmo corresponde a trac¸ar va´rias rectas de maneira
a que a amostra esteja o melhor equidistribu´ıda poss´ıvel num oitavo de circunfereˆncia. Os
u´ltimos dois obteˆm os pontos da amostra com declives pseudo-aleato´rios, em que num e´
aplicado o algoritmo em R2 e o outro em C.
Acontece que, para certos nu´meros, nenhum algoritmo conseguiu encontrar algum ponto
que na˜o pertencesse a` classe de Aubry do ponto de partida, independentemente de qual
fosse essa classe. Por causa disto, foram utilizados dois pontos de classes de Aubry distintas
como pontos iniciais em todos os testes, comparando assim os resultados obtidos.
Portanto, para cada Qn registaram-se duas percentagens, cada uma correspondente a` classe
de Aubry de cada um dos pontos testados. Como qualquer n testado tem exactamente
duas classes, a soma dessas percentagens deveria ser aproximadamente 100%. Pore´m, em
alguns casos a soma das percentagens superou largamente esse valor, e em certos casos
chegou a atingir os 200%. Alia´s, verificou-se que quanto maior fosse n, maior seria a soma
das percentagens (ate´ atingir o ma´ximo de 200%). Portanto nenhum destes algoritmos
consegue estimar convenientemente as classes de Aubry para qualquer Qn. Por outro lado,
como os algoritmos quase so´ encontravam pontos da classe de Aubry de n do ponto de
partida para os casos em que n tem pelo menos oito algarismos, os resultados obtidos da˜o a
ideia de que as classes dos pontos obtidos dependem da escolha do ponto de partida utilizado
nos algoritmos.
Ale´m de estimar as medidas das classes de Aubry, estes algoritmos teˆm a possibilidade, ainda
que remota, de determinar se certos nu´meros sa˜o compostos e encontrar uma factorizac¸a˜o.
Se se conhecer uma decomposic¸a˜o de um nu´mero qualquer em soma de dois quadrados, e
se algum dos algoritmos desenvolvidos encontrar, pelo menos, um ponto que na˜o pertenc¸a
a` classe de Aubry do ponto correspondente a essa decomposic¸a˜o, enta˜o pelo teorema 2.28
esse nu´mero e´ composto e pode-se determinar explicitamente uma sua factorizac¸a˜o.
4.1 Func¸o˜es em comum nos algoritmos
O programa utilizado no desenvolvimento dos algoritmos foi o Pari/GP [6].
A primeira func¸a˜o desenvolvida foi myRatP, que corresponde a trac¸ar uma reta com declive
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q
p
∈ Q e que passa pelo ponto (a, b) ∈ Qa2+b2 , retornando a segunda intersecc¸a˜o dessa recta
com a circunfereˆncia Qa2+b2 , se existir. Caso na˜o exista essa segunda intersec¸a˜o, a func¸a˜o
retorna o ponto de partida. Portanto, os inputs sa˜o a e b, que correspondem a`s coordenadas
de um ponto de Qa2+b2 , e p e q, que correspondem a`s coordenadas racionais de um vector.
1 myRatP (a, b, p, q) ={
2 l o c a l (r, s) ;
3 r = a− 2 ∗ p ∗ (a ∗ p + b ∗ q)/(p2 + q2) ;
4 // pr ime i ra coordenada
5 s = b− 2 ∗ q ∗ (a ∗ p + b ∗ q)/(p2 + q2) ;
6 // segunda coordenada
7 re turn([r, s]) ;
8 // re to rna o ponto de coordenadas ( r , s )
9 }
Listing 4.1: Func¸a˜o myRatP
Este algoritmo permite obter va´rios pontos de Qn a partir de um ponto de partida que lhe
pertence, variando o declive da recta. Isto e´ importante para obter uma amostra de pontos
da circunfereˆncia.
Sera´ tambe´m usada uma func¸a˜o ana´loga, mas usando a estrutura complexa do plano. A
partir de um ponto z da circunfereˆncia, considera-se uma recta cujo vector director e´ p+ qi.
A func¸a˜o devolve a segunda intersec¸a˜o da recta com a circunfereˆncia, ou caso esta na˜o
exista, a func¸a˜o devolve o ponto z. Acontece que essa segunda intersecc¸a˜o corresponde a
uma rotac¸a˜o aplicada a z. O ponto obtido por essa rotac¸a˜o e´ dado pela equac¸a˜o
z · −z
2(q + pi)2
|z|2(p2 + q2) =
−z(q + pi)2
p2 + q2
.
Assim as entradas da func¸a˜o sa˜o o elemento z e o vector director p + qi. Note-se que na
linha de co´digo, I representa o elemento imagina´rio i.
1 myRatCP(z, p, q) ={
2 re turn(−conj(z) ∗ (q + p ∗ I)2/(p2 + q2))
3 }
Listing 4.2: Func¸a˜o myRatCP
A pro´xima func¸a˜o aubry1 implementa o algoritmo de Aubry, ou seja, para cada v ∈ Q||v||2 ,
devolve A(v). Isto e´, tem como input um ponto v de Q||v||2 , retornando um representante
de coordenadas inteiras da sua classe de Aubry.
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1 aubry1(v)={
2 l o c a l (a, b, P ) ;
3 a = v[1] ; b = v[2] ;
4 // v = ( a , b)
5 whi le (a! =round(a) | | b! =round(b) ,
6 // enquanto ( a , b ) na˜o t i v e r coordenadas i n t e i r a s , o programa co r r e
7 P = myRatP (a, b, a−round(a), b−round(b)) ;
8 // segunda i n t e r s e c c¸ a˜o da r e c t a gerada por
9 // ( a , b) e ( [ a ] , [ b ] ) com a c i r c u n f e r eˆ nc ia
10 a = P [1] ; b = P [2] ;
11 // renomeia ( a , b ) para i t e r a r o comando myRatP
12 ) ;
13 re turn([a, b]) ;
14 // re to rna um repr e s en tan t e da c l a s s e de Aubry de v
15 }
Listing 4.3: Algoritmo de Aubry em Qn
A func¸a˜o aubryc1 implementa o algoritmo de Aubry em Q[i], com o elemento de partida z
pertencente a Qzz, e que retorna um representante de Z[i] da sua classe de Aubry A(z).
1 aubryc1(z) ={
2 l o c a l (a, b, P, i) ;
3 a =round( r e a l (z)) ; b =round(imag(z)) ; P = z ;
4 // de f ine−se o ponto de coordenadas i n t e i r a s mais perto de z
5 whi le ( r e a l (P )! =round( r e a l (P )) || imag(P )! =round(imag(P )) ,
6 // enquanto a + bi na˜o t i v e r coordenadas i n t e i r a s ,
7 // o programa co r r e
8 P = (conj(P ) ∗ (a + b ∗ I − P ))/(conj(P )− a + b ∗ I) ;
9 // ap l i ca−se a fun c¸ a˜o f
10 a =round( r e a l (P )) ; b =round(imag(P )) ;
11 // renomeia a e b para i t e r a r f
12 ) ;
13 re turn(a + b ∗ I) ;
14 }
Listing 4.4: Algoritmo de Aubry usando C
A pro´xima func¸a˜o e´ o nu´cleo dos testes desenvolvidos, consistindo numa composic¸a˜o do
myRatP com aubry1. Este algoritmo retorna o resultado de considerar uma recta de declive
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racional que passe por um ponto escolhido de partida de Qn (um ponto conhecido de
coordenadas inteiras), e por fim, caso essa recta intersecte a circunfereˆncia num segundo
ponto, aplica o algoritmo de Aubry a esse mesmo ponto.
A func¸a˜o rat1 tem como inputs o ponto (a, b) ∈ Qn, com n = a2 + b2, e as coordenadas
de um vector director (p, q). O algoritmo comec¸a por usar a func¸a˜o myRatP para obter
um ponto de coordenadas racionais de Qn para depois aplicar o algoritmo de Aubry a esse
ponto, obtendo-se assim um “novo”ponto de coordenadas inteiras.
1 rat1(a, b, p, q) ={
2 l o c a l (z) ;
3 z = myRatP (a, b, p, q) ;
4 // o novo ponto
5 re turn(aubry1(z)) ;
6 //o a lgor i tmo de Aubry ap l i cado a z
7 }
Listing 4.5: Func¸a˜o rat1
A func¸a˜o ratc1 e´ ana´loga a` func¸a˜o anterior. Neste caso, o ponto de partida e´ z = a + bi,
em vez de (a, b), e o vector inicial e´ p + qi. O algoritmo obte´m um ponto de coordenadas
racionais de Qn atrave´s da func¸a˜o myRatCP, e no final aplica o algoritmo de Aubry a esse
ponto.
1 ra tc1 (z, p, q) ={
2 l o c a l (w) ;
3 w = myRatCP (z, p, q) ;
4 // o novo ponto
5 re turn(aubryc1(w)) ;
6 //o a lgor i tmo de Aubry ap l i cado a w
7 }
Listing 4.6: Func¸a˜o ratc1
4.2 Testes com Escolha Pre´-Definida de Pontos de Qn
O primeiro teste foi denominado por alg1 e e´ um algoritmo que consiste em, a partir de um
ponto de partida de Qn, encontrar algum ponto que na˜o pertenc¸a a` sua classe de Aubry.
Este teste aplica a func¸a˜o rat1 num ponto de partida (a, b) ∈ Qn com o vector director
(p, 0) e verifica se o novo ponto obtido pertence a` classe de (a, b). Caso este pertenc¸a, enta˜o
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vai-se aumentando o declive do vector director ate´ se encontrar um ponto que na˜o pertenc¸a
a` classe de (a, b) ou chegar ao limite de iterac¸o˜es q pre´-definido. Em particular, o algoritmo
corresponde a considerar inicialmente uma recta que passa por (a, b) com o vector director
(p, t) ∈ Q2, com t = 0. Se intersectar Qn num segundo ponto u, verifica se esse ponto
pertence a` mesma classe que (a, b). Se u pertencer a` classe de (a, b), retorna o seu resultado
aplicando o algoritmo de Aubry; caso contra´rio, o algoritmo incrementa 1 ao valor de t, e
repete este processo. Ou seja, para cada valor de t, o teste considera uma recta distinta que
passa por (a, b) e cujo vector diretor e´ (p, t). O algoritmo realiza incrementos sucessivos ate´
encontrar algum ponto da classe diferente a` de (a, b) ou ate´ t igualar um valor pre´-definido
q ∈ Q. O teste retorna um ponto que na˜o pertenc¸a a` classe de Aubry do ponto de partida,
bem como o nu´mero de iterac¸o˜es necessa´rias para este ser encontrado, ou devolve o ponto
de partida caso t atinja q. Em todo o teste, p e´ fixo.
Assim, a func¸a˜o alg1 tem as mesmas entradas que o algoritmo base rat1, isto e´, o ponto
(a, b) e o vector director (p, q); e tem como objetivo procurar algum ponto de Qn que na˜o
pertenc¸a a` classe de Aubry de (a, b).
A figura 4.1 da´ uma ideia geome´trica do procedimento alg1: P e´ o ponto de partida e P ′t e´
a intersec¸a˜o da recta que passa em P e tem vector director (p, t). Ou seja, os pontos azuis
correspondem aos pontos da amostra, e os pontos vermelhos correspondem a` aplicac¸a˜o do
algoritmo de Aubry a P ′t .
P P ′0
P ′1
P ′t
A(P ′t)
Figura 4.1: Representac¸a˜o Geome´trica da Func¸a˜o alg1
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1 a lg1 ( a , b , p , q)={
2 l o c a l (t, u) ;
3 t = 0 ;
4 whi le (t < q ,
5 u = rat1(a, b, p, t)[1] ;
6 // guarda a a b c i s s a do ponto encontrado
7 // por rat1 para usar como compara c¸ a˜o
8 i f (
9 (u−round(u) == 0)
10 // se u f o r i n t e i r o
11 && (abs(u)! =abs(a)
12 // se u ou −u d i f e r e de a
13 && abs(u)! =abs(b)) ,
14 // se u ou −u d i f e r e de b
15 re turn([rat1(a, b, p, t), t])) ;
16 // re to rna um repr e s en tan t e da c l a s s e de u
17 // e re to rna t
18 t = t + 1
19 // caso contr a´ r i o , i t e r a−se t
20 ) ;
21 re turn(rat1(a, b, p, q)) ;
22 }
Listing 4.7: Func¸a˜o alg1
Fixou-se q = 106 e testaram-se neste algoritmo os seguintes nu´meros:
Exemplo 1:
n1 = 21 253 = 142
2 + 332 = 1382 + 472 = 401 · 53 = (202 + 12)(72 + 22).
Repare-se que
(20 · 7 + 1 · 2, 20 · 2− 1 · 7) = (142, 33)
e que
(20 · 7− 1 · 2, 20 · 2 + 1 · 7) = (138, 47)
pertencem a Qn1 .
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Ponto de Partida (a, b) Ponto Final p Iterac¸o˜es
(142, 33) (47, 138) 106 1 763
(142, 33) (138,−47) 1 20
(138, 47) (−142,−33) 106 1 814
(138, 47) (−33,−142) 1 23
Tabela 4.1: Resultados – Exemplo 1, alg1
Exemplo 2:
n2 = 22 601 = 85
2 + 1242 = 202 + 1492 = 97 · 233 = (42 + 92)(82 + 132).
(149,−20), (−85, 124) ∈ Qn2 .
Ponto de Partida (a, b) Ponto Final p Iterac¸o˜es
(149,−20) (124,−85) 106 1 681
(149,−20) (85,−124) 1 22
(−85, 124) (−20, 149) 106 2 021
(−85, 124) (20,−149) 1 54
Tabela 4.2: Resultados – Exemplo 2, alg1
Exemplo 3:
n3 = 241 001 = 124
2 + 4752 = 762 + 4852 = 401 · 601 = (202 + 12)(242 + 52).
(485, 76), (475, 124) ∈ Qn3 .
Ponto de Partida (a, b) Ponto Final p Iterac¸o˜es
(485, 76) (−124, 475) 106 526
(485, 76) (475,−124) 1 20
(475, 124) (−485,−76) 106 545
(475, 124) (−485, 76) 1 381
Tabela 4.3: Resultados – Exemplo 3, alg1
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Exemplo 4:
n4 = 88 555 513 = 9133
2 + 22682 = 59972 + 72522
= 8009 · 11 057 = (852 + 282)(892 + 562).
(9133, 2268), (5997, 7252) ∈ Qn4 .
Ponto de Partida (a, b) Ponto Final p Iterac¸o˜es
(9 133, 2 268) (7 252,−5 997) 106 1 632
(9 133, 2 268) (−5 997, 7 252) 1 3 355
(5 997, 7 252) (−9 133, 2 268) 106 1 985
(5 997, 7 252) (2 268,−9 133) 1 283
Tabela 4.4: Resultados – Exemplo 4, alg1
Exemplo 5:
n5 = 1 656 747 613 = 40 562
2 + 3 3872 = 3 7182 + 40 5332
= 30 013 · 55 201 = (1232 + 1222)(1802 + 1512).
(40 562,−3 387), (3 718, 40 533) ∈ Qn5 .
Ponto de Partida (a, b) Ponto Final p Iterac¸o˜es
(40 562,−3 387) (−40 533,−3 718) 106 4 076
(40 562,−3 387) (−3 718,−40 533) 1 22 674
(3 718, 40 533) (40 562, 3387) 106 3 881
(3 718, 40 533) (3 387,−40 562) 1 245
Tabela 4.5: Resultados – Exemplo 5, alg1
Exemplo 6:
n6 = 25 926 311 852 773
= 4 915 2632 + 1 329 0982 = 4 704 8972 + 1 946 8582
= 7 777 801 · 3 333 373 = (2 6402 + 8992)(1 8222 + 1172).
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(4 915 263,−1 329 098), (4 704 897, 1 946 858) ∈ Qn6 .
Ponto de Partida (a, b) Ponto Final p Iterac¸o˜es
(4 915 263,−1 329 098) (−4 704 897,−1 946 858) 106 570 405
(4 915 263,−1 329 098) (1 946 858,−4 704 897) 1 199 417
(4 704 897, 1 946 858) (1 329 098,−4 915 263) 106 42 144
(4 704 897, 1 946 858) (−1 329 098, 4 915 263) 1 50 461
Tabela 4.6: Resultados – Exemplo 6, alg1
Exemplo 7:
n7 = 56 311 388 274 131 521
= 237 120 1612 + 9 242 1602 = 223 243 9112 + 80 458 3402
= 123 456 461 · 456 123 461 = (10 9062 + 2 1252)(21 1062 + 3 2652).
(237 120 161,−9 242 160), (223 243 911, 80 458 340) ∈ Qn7 .
Ponto de Partida (a, b) Ponto Final p Iterac¸o˜es
(237 120 161,−9 242 160) (9 242 160,−237 120 161) 106 106
(237 120 161,−9 242 160 (−237 120 161,−9 242 160 1 106
(223 243 911, 80 458 340) (−80 458 340,−223 243 911) 106 106
(223 243 911, 80 458 340) (−223 243 911,−80 458 340) 1 106
Tabela 4.7: Resultados – Exemplo 7, alg1
Pelos resultados obtidos, e observando o nu´mero de iterac¸o˜es que a func¸a˜o alg1 necessitou
ate´ terminar, veˆ-se que existem classes mais fa´ceis de encontrar que outras. Alia´s, no
u´ltimo exemplo e´ imposs´ıvel descobrir a outra classe distinta a` qual o ponto de partida na˜o
pertence. Como a partir de certos nu´meros era imposs´ıvel encontrar qualquer ponto que
na˜o pertencesse a` classe de Aubry de qualquer ponto de partida, a motivac¸a˜o nos algoritmos
seguintes foi estimar a medida dessas classes de Aubry.
No pro´ximo teste, a escolha de pontos para a amostra de Qn baseia-se em considerar n rectas
definidas por um ponto de partida fixo e que passam por pontos de coordenadas racionais
pro´ximos da circunfereˆncia, tais que essas rectas dividam o oitavo de circunfereˆnca Qn/∼
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(ver secc¸a˜o 3.2), em n − 1 arcos aproximadamente ideˆnticos. Desta maneira consegue-se
uma amostra distribu´ıda espalhada pelo oitavo de circunfereˆncia. Esses pontos pro´ximos da
circunfereˆncia obteˆm-se truncando as coordenadas de pontos de Qn a partir de uma certa
casa decimal.
Observe-se que essas rectas na˜o dividem perfeitamente Qn/∼, pois para esse efeito deveriam
ter declive irracional e assim na˜o era garantido que essas rectas intersectassem Qn.
Por fim, aplica-se o algoritmo de Aubry aos pontos obtidos de Qn atrave´s dessas rectas,
contam-se os que pertencem a` classe do ponto do input da func¸a˜o, e o teste retorna a
percentagem de pontos que pertence a` classe de Aubry do ponto de partida. Esperava-se
que este algoritmo desse uma estimativa da medida das classes de Aubry da circunfereˆncia.
O teste e´ designado por prob2, e tem como entradas o ponto de partida v = (v1, v2) ∈ Qn,
o nu´mero de rectas m e o nu´mero de casas decimais pr escolhidas para truncar os valores
das coordenadas dos pontos racionais pro´ximos da circunfereˆncia.
Inicialmente tem-se w = (−|v1|, |v2|), um associado de v que pertenc¸a ao 2o quadrante. As
coordenadas dos pontos da circunfereˆncia sa˜o da forma (
√
n cos θ,
√
n sin θ), com θ ∈ [0, 2pi[,
e como existe um grande risco destas serem irracionais, trunca-se o valor na casa decimal
pr. Isto tambe´m evita que as rectas sejam tangentes a Qn, ja´ que estes pontos encontram-se
dentro da circunfereˆncia. De seguida, rep e´ um representante de coordenadas inteiras da
classe de Aubry de v, e e´ utilizado para verificar se os pontos da amostra pertencem a` sua
classe.
Depois teˆm-se as iterac¸o˜es da func¸a˜o, que correspondem a trac¸ar m rectas que passam por
w e pelos pontos pontos racionais pro´ximos da circunfereˆncia. Os aˆngulos formados por
estes u´ltimos com o semi-eixo positivo das abcissas sa˜o aproximadamente da forma kpi
4m
, com
k ∈ {0, ...,m − 1}. Assim as rectas va˜o intersectando Qn/∼ desde um ponto pro´ximo dos
zero radianos ate´ um ponto pro´ximo dos pi/4 radianos, de modo a que os arcos formados
por intersec¸o˜es sucessivas tenham medidas mais ou menos ideˆnticas.
Por fim, o programa retorna a percentagem de pontos da amostra obtida que pertence a`
classe do ponto de partida.
A figura 4.2 ilustra a ideia subjacente a` func¸a˜o prob2: V e´ o ponto de partida, W e´ um
associado de V no 2o quadrante e W ′i , com i ∈ {0, ...,m − 1}, sa˜o as segundas intersec¸o˜es
obtidas pelas rectas, ou seja, os pontos da amostra.
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V
W
W ′3
W ′2
W ′1
W ′0
Figura 4.2: Representac¸a˜o Geome´trica da Func¸a˜o prob2
1 prob2(v,m, pr) ={
2 gett ime() ;
3 l o c a l (w, p, rep, i, j, u,N) ;
4 i = 0 ; j = 0 ;
5 w = [−abs(v[1]),abs(v[2])] ;
6 // w pertence ao segundo quadrante
7 p = aubry1(v) ;
8 rep = [abs(p[1]),abs(p[2])] ;
9 // r ep r e s en tan t e da c l a s s e de v
10 N = v[1]ˆ2 + v[2]ˆ2 ;
11 whi le (i < m ,
12 u = rat1(
13 w[1], w[2] ,
14 f l o o r ((10ˆpr)∗ s q r t (N)∗cos((i ∗ Pi)/(4 ∗m))) ∗ 10ˆ(−pr)− w[1] ,
15 f l o o r ((10ˆpr)∗ s q r t (N)∗ s i n ((i ∗ Pi)/(4 ∗m))) ∗ 10ˆ(−pr)− w[2]
16 ) ;
17 i f ((abs(u[1]) == rep[1] || abs(u[2]) == rep[1]), j = j + 1) ;
18 // j aumenta 1 va l o r se u per tence a c l a s s e de v
19 i = i + 1
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20 // i t e r a−se na r e c t a que i n t e r s e c t a a c i r c u n f e r eˆ nc ia
21 ) ;
22 t =gett ime() ;
23 // t mede o tempo de execu c¸ a˜o
24 pr in t (t) ;
25 re turn(j/m) ;
26 }
Listing 4.8: Func¸a˜o prob2
Para os nu´meros utilizados no algoritmo anterior, obteve-se os seguintes resultados com
m = 105 iterac¸o˜es e pr = 50.
Exemplo 1:
n1 = 21 253
Ponto de Partida % aproximada Tempo (s)
(142, 33) 49,1 268, 685
(138, 47) 49,0 255, 074
Tabela 4.8: Resultados – Exemplo 1, prob2
Exemplo 2:
n2 = 22 601
Ponto de Partida % aproximada Tempo (s)
(149,−20) 46,0 362, 029
(−85, 124) 56,4 363, 562
Tabela 4.9: Resultados – Exemplo 2, prob2
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Exemplo 3:
n3 = 241 001
Ponto de Partida % aproximada Tempo (s)
(485, 76) 82,9 340, 179
(475, 124) 83,2 342, 199
Tabela 4.10: Resultados – Exemplo 3, prob2
Exemplo 4:
n4 = 88 555 513
Ponto de Partida % aproximada Tempo (s)
(9 133, 2 268) 98,5 399, 593
(5 997, 7 252) 98,7 392, 111
Tabela 4.11: Resultados – Exemplo 4, prob2
Exemplo 5:
n5 = 1 656 747 613
Ponto de Partida % aproximada Tempo (s)
(40 562,−3 387) 99,8 402, 618
(3 718, 40 533) 99,8 398, 843
Tabela 4.12: Resultados – Exemplo 5, prob2
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Exemplo 6:
n6 = 25 926 311 852 773
Ponto de Partida % aproximada Tempo (s)
(4 915 263,−1 329 098) 99,9 433, 157
(4 704 897, 1 946 858) 99,9 430, 832
Tabela 4.13: Resultados – Exemplo 6, prob2
Exemplo 7:
n7 = 56 311 388 274 131 521
Ponto de Partida % aproximada Tempo (s)
(237 120 161,−9 242 160) 100 465, 664
(223 243 911, 80 458 340) 100 481, 813
Tabela 4.14: Resultados – Exemplo 7, prob2
Verifica-se que, em geral, a soma das percentagens obtidas para cada exemplo na˜o esta´
sequer pro´ximo de 100%, e por isso o algoritmo na˜o e´ fia´vel para estimar as medidas das
classes de Aubry. Observa-se ainda que quanto maior o nu´mero, maior e´ a tendeˆncia da
func¸a˜o na˜o encontrar qualquer ponto que na˜o pertenc¸a a` classe do ponto de partida.
4.3 Escolha Aleato´ria de Pontos da Circunfereˆncia
Para os restantes algoritmos, mudou-se o me´todo de se obter as amostras de pontos de Qn.
Pelo facto dos pontos no teste anterior serem escolhidos de uma maneira pre´-definida poderia
causar alguma influeˆncia na aplicac¸a˜o do algoritmo de Aubry nos pontos da amostra, e por
isso utilizou-se um me´todo aleato´rio para se obter amostras de pontos de Qn.
Uma distribuic¸a˜o uniforme de pontos na circunfereˆncia unita´ria pode ser obtida escolhendo
um nu´mero real aleato´rio entre 0 e 2pi, correspondendo ao aˆngulo que o ponto faz com
o semi-eixo positivo das abcissas. Nos seguintes testes utiliza-se outro me´todo que no´s
denominaremos por Escolha Aleato´ria de Pontos da Circunfereˆncia. Neste me´todo, como e´
mostrado em [8], os pontos escolhidos aleatoriamente na circunfereˆncia sa˜o obtidos tomando
dois nu´meros x1 e x2 de uma distribuic¸a˜o uniforme em [−1, 1], rejeitando os pares com
x21 + x
2
2 ≥ 1.
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Aplicando as fo´rmulas do dobro do aˆngulo da trigonometria nos pares de valores (x1, x2)
gerados, em que x1 e x2 correspondem a cos(2α) e sin(2α) respectivamente, para algum
α ∈ [0, 2pi], obteˆm-se pontos da circunfereˆncia unita´ria da forma
x =
2x1x2
x21 + x
2
2
(4.1)
e
y =
x21 − x22
x21 + x
2
2
. (4.2)
Desta maneira tem-se uma escolha aleato´ria de pontos da circunfereˆncia unita´ria a partir de
uma distribuic¸a˜o uniforme. A partir dos pontos desta circunfereˆncia, e´ poss´ıvel obter pontos
pro´ximos de Qn, multiplicando as coordenadas por um valor racional pro´ximo de
√
n. Se
a circunfereˆncia pertencer a C, basta multiplicar os valores x1 + x2i gerados por quaisquer
pontos de Qn para se obter amostras.
4.4 Testes com Escolha Aleato´ria de Pontos de Qn
No algoritmo seguinte, a obtenc¸a˜o da amostra corresponde a trac¸ar rectas, a partir de
um ponto de partida fixo, que intersectem pontos de Qn, de forma pseudo-aleato´ria e
uniformemente distribu´ıda, e que estejam pro´ximos de Qn. Estes u´ltimos sa˜o obtidos pela
Escolha Aleato´ria de Pontos da Circunfereˆncia (acima descrito), e multiplica-se cada um
destes por um nu´mero que corresponde a` truncatura de
√
n. Assim, cada uma das rectas vai
intersectar a circunfereˆncia num segundo ponto, obtendo-se assim a amostra desejada. Por
fim, aplica-se o algoritmo de Aubry nos pontos da amostra e o teste retorna a percentagem
desses pontos que pertence a` classe de Aubry do ponto de partida.
O teste e´ designado por prob4, e tem como inputs o ponto de partida v ∈ Qn, o nu´mero
de rectas m, o limite superior r da func¸a˜o random(), utilizado para obter os valores da
distribuic¸a˜o uniforme na Escolha Aleato´ria de Pontos da Circunfereˆncia, e o tamanho tr da
truncatura de
√
n, garantido que o nu´mero obtido e´ racional.
Tal como o teste anterior, define-se w como um associado de v pertencente ao 2o quadrante
e toma-se rep como um representante de coordenadas inteiras da classe de Aubry de v.
Tem-se que N e´ o quadrado do raio da circunfereˆncia e que M e´ uma aproximac¸a˜o de N ,
com tr a ser a casa decimal em que o valor e´ truncado, precavendo o caso de N ser irracional.
Utiliza-se a Escolha Aleato´ria de Pontos da Circunfereˆncia para se obter pontos da circun-
fereˆncia unita´ria. Primeiro tomam-se pares de valores, neste caso da distribuic¸a˜o uniforme
[0, 1], que va˜o gerar no fim pontos cujas coordenadas se obteˆm das equac¸o˜es (4.1) e (4.2).
Note-se que os pontos obtidos encontram-se na semicircunfereˆncia em que as abcissas sa˜o
sempre positivas.
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A existeˆncia do associado de v e o facto de apenas se obterem pontos da semicircunfereˆncia
com a primeira coordenada positiva teˆm como objetivo evitar que as rectas obtidas sejam
tangentes ao ponto de partida devido aos arredondamentos do computador.
Multiplicam-se estes u´ltimos por M , dando origem a pontos racionais pro´ximos de Qn.
Consideram-se as rectas que passam pelo ponto de partida e pelos pontos pro´ximos da
circunfereˆncia obtidos. Estas rectas va˜o intersectar novos pontos na circunfereˆncia de raio√
n, obtendo-se assim a amostra, e de seguida aplica-se o algoritmo de Aubry nesses pontos.
No fim, o algoritmo retorna a percentagens de pontos da amostra que pertencem a` classe
de Aubry do ponto de partida v.
A figura 4.3 ilustra a ideia subjacente a` func¸a˜o prob4: V e´ o ponto de partida, W e´ um
associado de V no 2o quadrante e W ′i , com i ∈ {0, ..., 3}, sa˜o os pontos da amostra obtida.
V
W
W ′0
W ′1
W ′2
W ′3
Figura 4.3: Representac¸a˜o Geome´trica da Func¸a˜o prob4
1 prob4(v,m, r, tr) ={
2 gett ime() ;
3 l o c a l (w, p, rep, i, j, a, b, a1, b1, u,N,M, t) ;
4 i = 0 ; j = 0 ; a = 1 ; b = 1 ;
5 w = [−abs(v[1]),abs(v[2])] ;
6 p = aubry1(v) ;
7 rep = [abs(p[1]),abs(p[2])] ;
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8 // r ep r e s en tan t e da c l a s s e de v
9 N = v[1]ˆ2 + v[2]ˆ2 ;
10 M = f l o o r ((10ˆtr)∗ s q r t (N))/(10ˆtr) ;
11 // r a i o aproximado da c i r c u n f e r eˆ nc ia
12 whi le (i < m ,
13 whi le (aˆ2 + bˆ2 >= 1 ,
14 a = (random(r) + 1)/r ; b = (random(r) + 1)/r) ;
15 a1 = (2 ∗ a ∗ b)/(aˆ2 + bˆ2); b1 = (aˆ2− bˆ2)/(aˆ2 + bˆ2) ;
16 // Escolha Aleat o´ r i a de Pontos da Ci r cun f e r eˆ nc ia
17 u = rat1(w[1], w[2],M ∗ a1− w[1],M ∗ b1− w[2]) ;
18 // vec to r d i r e c t o r (M∗( a1 , a2 ) − w)
19 i f ((abs(u[1]) == rep[1] || abs(u[2]) == rep[1]), j = j + 1) ;
20 // V e r i f i c a r a c l a s s e de u
21 i = i + 1 ; a = 1 ; b = 1 ;
22 ) ;
23 t=gett ime() ;
24 // t mede o tempo de execu c¸ a˜o
25 pr in t (t) ;
26 re turn(j/m) ;
27 }
Listing 4.9: prob4
Para os nu´meros utilizados no algoritmo anterior, obteve-se os seguintes resultados com
m = 105 iterac¸o˜es, tr = 50 e r = 100.
Exemplo 1:
n1 = 21 253
Ponto de Partida % aproximada Tempo (s)
(142, 33) 49,3 243, 800
(138, 47) 54,3 245, 659
Tabela 4.15: Resultados – Exemplo 1, prob4
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Exemplo 2:
n2 = 22 601
Ponto de Partida % aproximada Tempo (s)
(149,−20) 43,2 245, 790
(−85, 124) 58,6 246, 118
Tabela 4.16: Resultados – Exemplo 2, prob4
Exemplo 3:
n3 = 241 001
Ponto de Partida % aproximada Tempo (s)
(485, 76) 82,6 344, 153
(475, 124) 84,4 344, 539
Tabela 4.17: Resultados – Exemplo 3, prob4
Exemplo 4:
n4 = 88 555 513
Ponto de Partida % aproximada Tempo (s)
(9 133, 2 268) 98,6 395, 821
(5 997, 7 252) 99,0 393, 788
Tabela 4.18: Resultados – Exemplo 4, prob4
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Exemplo 5:
n5 = 1 656 747 613
Ponto de Partida % aproximada Tempo (s)
(40 562,−3 387) 99,8 413, 714
(3 718, 40 533) 99,8 415, 499
Tabela 4.19: Resultados – Exemplo 5, prob4
Exemplo 6:
n6 = 25 926 311 852 773
Ponto de Partida % aproximada Tempo (s)
(4 915 263,−1 329 098) 100 448, 503
(4 704 897, 1 946 858) 99,9 458, 048
Tabela 4.20: Resultados – Exemplo 6, prob4
Exemplo 7:
n7 = 56 311 388 274 131 521
Ponto de Partida % aproximada Tempo (s)
(237 120 161,−9 242 160) 100 451, 567
(223 243 911, 80 458 340) 100 447, 301
Tabela 4.21: Resultados – Exemplo 7, prob4
Os resultados gerais obtidos com este programa na˜o variaram muito em relac¸a˜o ao algoritmo
computacional anterior, e portanto na˜o e´ um teste fia´vel para estimar as medidas das classes
de Aubry. Apesar disso, este algoritmo tem um tempo de execuc¸a˜o ligeiramente menor na
maioria dos nu´meros testados.
O pro´ximo teste foi realizado em C e tambe´m utilizou a Escolha Aleato´ria de Pontos da
Circunfereˆncia para obter uma amostra de pontos. A ideia desta abordagem era diminuir
o tempo de execuc¸a˜o dos algoritmos anteriores, substituindo o processo de obter rectas e
registar as segundas intersecc¸o˜es por rotac¸o˜es em C. Em particular, ao inve´s de se gerarem
pontos pseudo-aleato´rios pro´ximos da circunfereˆncia, multiplicam-se directamente os pontos
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da circunfereˆncia unita´ria pelo ponto de partida, aplicando-lhe assim uma rotac¸a˜o centrada
na origem.
O algoritmo tem o ponto de partida, e realiza produtos sucessivos com pontos da circun-
fereˆncia unita´ria, verificando sempre se os pontos obtidos pertencem a` classe de Aubry do
ponto de partida. No final, retorna a percentagem de pontos que esta˜o nessa classe.
O teste designa-se por probc2 e os seus inputs sa˜o o ponto de partida z, o nu´mero m de
rotac¸o˜es realizadas e o limite superior r da func¸a˜o random(), utilizado para obter os valores
da distribuic¸a˜o uniforme na Escolha Aleato´ria de Pontos da Circunfereˆncia. Neste teste, a
distribuic¸a˜o uniforme utilizada e´ [−1, 1].
O algoritmo obte´m os pontos ui, com i ∈ {0,m−1}, da circunfereˆncia unita´ria pela Escolha
Aleato´ria de Pontos da Circunfereˆncia, aplica-se o algoritmo de Aubry nos pontos
zi = z
m−1∏
i=0
ui
e por fim retorna a percentagem desses pontos que pertencem a` classe de Aubry do ponto
de partida z.
A figura 4.4 ilustra a ideia subjacente a` func¸a˜o probc2: z e´ o ponto de partida, ui sa˜o os pon-
tos da circunfereˆncia unita´ria gerados pela Escolha Aleato´ria de Pontos da Circunfereˆncia,
com i ∈ {1, 2, 3}, e zi = z
3∏
i=1
ui sa˜o os pontos da amostra.
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z
u1
z1
u2
z2
u3
z3
Figura 4.4: Representac¸a˜o Geome´trica da Func¸a˜o probc2
1 probc2(z,m, r) ={
2 gett ime ( ) ;
3 l o c a l (p, rep, l, j, u, a, b, a1, b1) ;
4 l = 0 ; j = 0 ; a = 1 ; b = 1 ;
5 p = aubryc1(z) ;
6 rep =abs( r e a l (p))+abs(imag(p)) ∗ I ;
7 // r ep r e s en tan t e da c l a s s e
8 whi le (l < m ,
9 whi le (a2 + b2 >= 1 || a2 + b2 == 0 ,
10 a = (random(2 ∗ r − 1) + 1− r)/r ;
11 b = (random(2 ∗ r − 1) + 1− r)/r) ;
12 a1 = (a2 − b2)/(a2 + b2) ; b1 = (2 ∗ a ∗ b)/(a2 + b2) ;
13 // elemento obt ido pe la EAPC
14 u = z ∗ (a1 + b1 ∗ I) ;
15 // u e´ o novo ponto da amostra
16 i f (
17 abs( r e a l (aubryc1(u))) == r e a l (rep)
18 || abs(imag(aubryc1(u))) == r e a l (rep) ,
19 j = j + 1) ;
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20 // comparam−se as c l a s s e s de z e u
21 z = u ;
22 l = l + 1 ; a = 1 ; b = 1 ;
23 ) ;
24 t=gett ime ( ) ;
25 // t mede o tempo de execu c¸ a˜o
26 pr in t ( t ) ;
27 re turn(j/m) ;
28 }
Listing 4.10: Teste de Aubry em C
Para os nu´meros utilizados no algoritmo anterior, obteve-se os seguintes resultados com
m = 103 iterac¸o˜es e com o limite superior r = 50.
Exemplo 1:
n1 = 21 253
Ponto de Partida % aproximada Tempo (s)
142 + 33i 49,0 43, 340
138 + 47i 52,1 38, 484
Tabela 4.22: Resultados – Exemplo 1, probc2
Exemplo 2:
n2 = 22601
Ponto de Partida % aproximada Tempo (s)
149− 20i 42,8 44, 574
−85 + 124i 58,0 45, 280
Tabela 4.23: Resultados – Exemplo 2, probc2
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Exemplo 3:
n3 = 241 001
Ponto de Partida % aproximada Tempo (s)
485 + 76i 52,5 90, 971
475 + 124i 50,5 124, 510
Tabela 4.24: Resultados – Exemplo 3, probc2
Exemplo 4:
n4 = 88 555 513
Ponto de Partida % aproximada Tempo (s)
9 133 + 2 268i 94,7 157, 279
5 997 + 7 252i 96,8 98, 254
Tabela 4.25: Resultados – Exemplo 4, probc2
Exemplo 5:
n5 = 1 656 747 613
Ponto de Partida % aproximada Tempo (s)
40 562− 3 387i 99,1 117, 740
3 718 + 40 533i 99,4 150, 894
Tabela 4.26: Resultados – Exemplo 5, probc2
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Exemplo 6:
n6 = 25 926 311 852 773
Ponto de Partida % aproximada Tempo (s)
4 915 263− 1 329 098i 99,9 18, 271
4 915 263− 1 329 098i 100 126, 984
4 704 897 + 1 946 858i 100 149, 695
Tabela 4.27: Resultados – Exemplo 6, probc2
Exemplo 7:
n7 = 56 311 388 274 131 521
Ponto de Partida % aproximada Tempo (s)
237 120 161− 9 242 160i 100 159, 672
223 243 911 + 80 458 340i 100 153, 576
Tabela 4.28: Resultados – Exemplo 7, probc2
Neste algoritmo apenas se verificou uma mudanc¸a significativa no exemplo 3, no qual se
aproximou de percentagens mais aceita´veis, enquanto que nos restantes casos os valores
alteraram pouco em comparac¸a˜o com os testes anteriores. Ao contra´rio do que se esperava,
o tempo de execuc¸a˜o foi bem superior aos algoritmos anteriores, da´ı o nu´mero de iterac¸o˜es
utlizados nos exemplos ter sido menor.
O exemplo 6 tem dois resultados para o ponto de partida 4 915 263 − 1 329 098i, pois o
teste so´ encontrou pontos que na˜o pertenciam a` classe de Aubry do ponto de partida uma
vez. O teste na˜o encontrou algum desses pontos noutras tentativas.
Observando os resultados obtidos pelos u´ltimos treˆs algoritmos, conclui-se que nenhum e´
fia´vel para estimar a medida das classes de Aubry. Especialmente por existirem nu´meros em
que nenhum dos testes consegue detectar a classe a` qual o ponto de partida na˜o pertence.
Aparentemente, quanto maior for n, maior e´ a tendeˆncia dos resultados nos treˆs testes serem
100%, independentemente da escolha do ponto de partida.
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Cap´ıtulo 5
Conclusa˜o
Os nu´meros da forma n = pq, tais que p e q sa˜o primos distintos da forma 4k + 1, com
k ∈ Z, teˆm exactamente duas decomposic¸o˜es distintas como soma de dois quadrados.
Dois pontos racionais da circunfereˆncia Qn pertencem a` mesma classe de Aubry se estes
retornarem elementos associados entre si (no sentido da definic¸a˜o da pa´gina 24), ao lhes
aplicar o algoritmo de Aubry. Portanto, as circunfereˆncias consideradas teˆm exactamente
duas classes de Aubry.
Foram criados algoritmos para obter amostras de pontos racionais de circunfereˆncias a
partir de um ponto de partida. Posteriormente, verificou-se se existia algum ponto que na˜o
pertencesse a` classe de Aubry do ponto que gerou a amostra ou mostraram-se as percentagens
de pontos das amostras que pertenciam a` classe de Aubry do ponto de partida. Acontece
que quanto maior for n, mais dificuldade os algoritmos tiveram em encontrar pontos que
na˜o pertencessem a` classe de Aubry do ponto de partida. Alia´s, a certa altura, nenhum
algoritmo encontrou a segunda classe.
Apesar das classes de Aubry serem mensura´veis, com os algoritmos desenvolvidos neste
trabalho foi imposs´ıvel estimar as suas medidas em geral. Por outro lado, os resultados
obtidos sa˜o misteriosos, e podem ser fonte de estudo no futuro.
A u´nica garantia e´ que se algum destes testes encontrar duas classes de algum Qn, enta˜o n
e´ seguramente composto, e pode-se explicitar uma factorizac¸a˜o sua.
Para trabalhos futuros, seria interessante encontrar uma maneira diferente de se obter uma
amostra de pontos de Qn para verificar se existiriam alterac¸o˜es nos resultados aplicando o
algoritmo de Aubry.
Outro trabalho poss´ıvel seria utilizar outras formas quadra´ticas, que na˜o a equac¸a˜o da
circunfereˆncia, e relacionar eventuais resultados com a possibilidade de se fatorizarem certos
nu´meros. Por exemplo, se existirem duas soluc¸o˜es naturais distintas em x2 + 2y2 = n,
verificar se e´ poss´ıvel obter decomposic¸o˜es de alguns nu´meros compostos da forma 4k + 3.
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