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Fixed-Parameter Complexity of Minimum Profile Problems
Gregory Gutin∗ Stefan Szeider† Anders Yeo‡
Abstract
Let G = (V,E) be a graph. An ordering of G is a bijection α : V→{1, 2, . . . , |V |}. For
a vertex v in G, its closed neighborhood is N [v] = {u ∈ V : uv ∈ E} ∪ {v}. The profile of
an ordering α of G is prf
α
(G) =
∑
v∈V
(α(v) −min{α(u) : u ∈ N [v]}). The profile prf(G) of
G is the minimum of prf
α
(G) over all orderings α of G. It is well-known that prf(G) is the
minimum number of edges in an interval graph H that contains G is a subgraph. Since |V |−1
is a tight lower bound for the profile of connected graphs G = (V,E), the parametrization
above the guaranteed value |V | − 1 is of particular interest. We show that deciding whether
the profile of a connected graph G = (V,E) is at most |V | − 1+ k is fixed-parameter tractable
with respect to the parameter k. We achieve this result by reduction to a problem kernel of
linear size.
1 Introduction
A parameterized problem Π can be considered as a set of pairs (I, k) where I is the problem
instance and k (usually an integer) is the parameter. Π is called fixed-parameter tractable (FPT)
if membership of (I, k) in Π can be decided in time O(f(k)|I|c), where |I| is the size of I, f(k) is
a computable function, and c is a constant independent from k and I.
LetG = (V,E) be a graph. An ordering of G is a bijection α : V→{1, 2, . . . , |V |}.We denote the
set of orderings of G by OR(G). For a vertex v in G, its neighborhood is N(v) = {u ∈ V : uv ∈ E}
and its closed neighborhood is N [v] = N(v) ∪ {v}. The profile of a vertex z of G in an ordering α
of G is prfα(G, z) = α(z) −min{α(w) : w ∈ N [z]}). The profile of a set Z ⊆ V in an ordering α
of G is prfα(G,Z) =
∑
z∈Z prfα(G, z). The profile of an ordering α of G is prfα(G) = prfα(G, V ).
An ordering α of G is optimal if prfα(G) = min{prfβ(G) : β ∈ OR(G)}. If α is optimal, then
prf(G) = prfα(G) is called the profile of G.
In [4] Fomin and Golovach established equivalence of prf(G) to other parameters including one
important in graph searching. Further areas of application of the profile and equivalent parameters
include computational biology [2, 6], archaeology [9] and clone fingerprinting [8]. The following is
a well-known NP-complete problem [3, 10].
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Minimum Profile Problem (MPP)
Instance: A graph G = (V,E) and a positive integer k.
Question: Does G have an ordering of profile ≤ k?
In fact this problem is equivalent to the following problem that have been proved to be NP-complete
even earlier (see [5]). A graph G = (V,E) is interval if we can associate each vertex v ∈ V with a
closed interval Iv in the real line such that two distinct vertices x and y are adjacent in G if and
only if Ix ∩ Iy 6= ∅.
Interval Graph Completion (IGC)
Instance: A graph G = (V,E) and a positive integer k ≥ |E|.
Question: Is there a supergraph G′ of G such that G′ is an interval graph and it
contains at most k edges?
The equivalence between MPP and IGC follows from the next result:
Theorem 1.1 [1] For any graph G prf(G) equals the smallest number of edges in an interval
supergraph of G.
Thus, for every graph G, prf(E(G)) ≥ |E|. Hence, the following parameterized problem is FPT.
Profile Problem (PP)
Instance: A graph G = (V,E). Parameter: A positive integer k.
Question: Does G have an ordering of profile ≤ k?
Several authors consider the following much more interesting and problem; in fact, it is unknown
whether the problem is FPT (private communications with L. Cai, F. Fomin and H. Kaplan).
Profile Above Guaranteed Value (PAGV)
Instance: A graph G = (V,E). Parameter: A positive integer k.
Question: Does G have an ordering of profile ≤ |E|+ k?
Unfortunately, we are not able to determine the complexity of this problem. In this paper, we
consider a somewhat weaker version of MPAGV. We restrict ourselves to connected graphs (the
case of general graphs can be reduced to connected graphs). Since |E| ≥ |V | − 1 for a connected
graph G = (V,E), consider the following:
Profile Above Vertex Guaranteed Value (PAVGV)
Instance: A connected graph G = (V,E). Parameter: A positive integer k.
Question: Does G have an ordering of profile ≤ |V | − 1 + k?
This problem is of interest also because of Problem VAP by Serna and Thilikos [11] (see Section
5). We will prove by means of a kernelization scheme that the problem PAVGV is fixed-parameter
tractable.
2 Preliminary Results
Let G = (V,E) be a graph. If X ⊆ V and α is an ordering of G, then let αX denote the ordering
of G−X in which αX(u) < αX(v) if and only if α(u) < α(v) for all u, v ∈ V (G)−X . If X = {x},
then we simply write αx instead of α{x}.
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Lemma 2.1 Let G = (V,E) be a graph of order n and let X be a set of vertices such that G−X
is connected. If an optimal ordering α has {α−1(1), α−1(n)} ⊆ V (G−X) then prfα(G, V −X) ≥
prfαX (G−X) + |X |.
Proof: Let X = {x1, x2, . . . , xr} and define Xi = {x1, x2, . . . , xi} for all 0 ≤ i ≤ r. We will by
induction show the following: (*) prfαXi (G−Xi, V −X) ≥ prfαX (G−X) + |X | − i. The above is
clearly true when i = r as Xr = X and |X | = r. If we can show that (*) is true for i = 0, then we
are done. We will assume that (*) is true for some i > 0.
Since G−X is connected and {α−1(1), α−1(n)} ⊆ V (G−X), there is an edge uv ∈ E(G−X)
such that αXi−1 (u) > αXi−1 (xi) > αXi−1(v). This implies that the profile of u is one larger in
αXi−1 than it is in αXi . This implies the following:
prfαXi−1 (G−Xi−1, G−X) ≥ prfαXi (G−Xi, G−X) + 1 ≥ prfαX (G−X) + |X | − i+ 1.
We are now done by induction. ✷
Lemma 2.2 [10] (i) If G is a connected graph with n vertices, then prf(G) ≥ n− 1.
(ii) Let Cn denote a cycle with n vertices. Then prf(Cn) = 2n− 3.
For a vertex x, d(x) denotes its degree, i.e., d(x) = |N(x)|. A slightly weaker version of the
following lemma is stated in [10] without a proof.
Lemma 2.3 If G is an arbitrary graph of order n, x ∈ V (G) and α is an optimal ordering of G,
then prfα(G) ≥ prfαx(G− x) + d(x).
Proof: Let α be an optimal ordering of G and let X = {α−1(1), α−1(2), . . . , α−1(α(x)−1)}. Note
that for all a ∈ N(x) − X we have prfα(G, a) ≥ prfαx(G − x, a) + 1. Furthermore, prfα(G, x) ≥
|N(x) ∩X |. Thus,
prfα(G) − prfαx(G− x) ≥ prfα(G, x) +
∑
a∈N(x)−X
(prfα(G, a)− prfαx(G− x, a))
≥ |N(x) ∩X |+ |N(x) −X | = d(x)
Hence, prfα(G) ≥ prfαx(G− x) + d(x). ✷
Theorem 2.5 gives a lower bound of the profile of a 2-edge-connected graph, which is important
for our FPT algorithm. Lin and Yuan [10] used a concise and elegant argument to show that
prf(G) ≥ k(2n−k− 1)/2 for every k-connected graph G of order n. Their argument uses Menger’s
Theorem in a clever way, yet the argument cannot be used to prove our bound. Instead of Menger’s
Theorem we will apply the following well-known decomposition of 2-edge-connected graphs (see,
e.g., Theorem 4.2.10 in [12]) called a closed-ear decomposition.
Theorem 2.4 Any 2-edge-connected graph G has a partition of its edges E1, E2, . . . , Er, such that
Gi = G[E1 ∪ E2 ∪ . . . ∪ Ei] is 2-edge-connected for all i = 1, 2, 3, . . . , r. Furthermore, Ej induces
either a path with its endpoints in V (Gj−1) but all other vertices in V (Gj) − V (Gj−1) or a cycle
with one vertex in V (Gj−1) but all other vertices in V (Gj) − V (Gj−1) for every j = 2, 3, . . . , r.
Moreover, G1 is a cycle and every cycle of G can be G1.
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Theorem 2.5 If G is a 2-edge-connected graph of order n, then prf(G) ≥ 3n−32 .
Proof: Let α be an optimal ordering of V (G) and let y be the vertex with α(y) = n. Since
G is 2-edge-connected, y is contained in a cycle C. By Theorem 2.4, G has an ear-decomposition
E1, E2, . . . , Er such that G[E1] = C. Let Gi = G[E1 ∪ E2 ∪ . . . ∪ Ei], which by Theorem 2.4 are
2-edge-connected for all i = 1, 2, . . . , r. We will prove this theorem by induction. If r = 1 then
the Theorem holds by Lemma 2.2 (ii), as n ≥ 3. So assume that r ≥ 2. Let ni = |V (Gi)| for all
i = 1, 2, . . . , r and note that by induction we know that prf(Gr−1) ≥
3nr−1−3
2 . If nr = nr−1 then
Er is just one edge and we are done as prf(Gr) ≥ prf(Gr−1). So assume that a = nr − nr−1 > 0.
If a = 1 and V (Gr)− V (Gr−1) = {x}, then by Lemma 2.3 we obtain the following:
prf(G) ≥ prf(Gr−1) + d(x) ≥
3nr−1 − 3
2
+ 2 >
3n− 3
2
.
So we may assume that a ≥ 2. Let P be the path Gr−V (Gr−1), let x and z be the endpoints of P
such that α(x) < α(z), and let u be the neighbor of x in Gr−1. Let j = min{α(q) : q ∈ V (Gr−1)},
and let Q = {p ∈ V (P ) : α(p) > j} and M = {p ∈ V (P ) : α(p) < j}, which is a partition of
V (P ). (Note that α−1(j) ∈ V (Gr−1) and recall that α−1(n) = y ∈ V (Gr−1).) Furthermore let β
denote the ordering α restricted to P (i.e., β = αV (Gr−1)) and let H = G −M . By Lemma 2.1
(with X = Q) we obtain the following:
prfαM (H,V (H)−Q) ≥ prfα(M∪Q)(H −Q) + |Q| = prfαV (P )(Gr−1) + |Q|.
Now assume that α(x) < j and note that prfα(G, u) ≥ prfαM (H,u) + j − α(x), as prfαM (H,u) ≤
α(u)− j and prfα(G, u) = α(u)− α(x). As |Q| = |V (P )| − j + 1 and prfα(G, V (P )) ≥ prfβ(P ) we
obtain the following:
prfα(G) = prfα(G, V (H)−Q) + prfα(G, V (P ))
≥ prfαM (H,V (H)−Q) + j − α(x) + prfβ(P )
≥ prfαV (P )(Gr−1) + |Q|+ j − α(x) + prfβ(P )
= prfαV (P )(Gr−1) + |V (P )| − α(x) + 1 + prfβ(P )
Now assume that α(x) > j. Analogously to the above we get the following:
prfα(G) = prfα(G, V (H)−Q) + prfα(G, V (P ))
≥ prfαM (H,V (H)−Q) + prfβ(P )
≥ prfαV (P )(Gr−1) + |Q|+ prfβ(P )
≥ prfαV (P )(Gr−1) + |V (P )| − α(x) + 1 + prfβ(P )
So, we always have prfα(G) ≥ prfαV (P )(Gr−1) + |V (P )| − α(x) + 1 + prfβ(P ).
Add an artificial vertex u′ to the end of the ordering β and add the edges u′x and u′z. This
results in an ordering β′ of V (P ) ∪ {u′} where β′(u′) = |V (P )|+ 1. Since we have created a cycle
we note that prfβ′(P ∪ u
′) ≥ 2(|V (P )|+ 1)− 3, by Lemma 2.2 (ii). Since the profile of u′ in β′ is
|V (P )|+1−α(x) we note that prfβ(P ) ≥ 2(|V (P )|+1)− 3− (|V (P )|+1−α(x)). We now obtain
the following:
prfα(G) ≥ prfαV (P )(Gr−1) + |V (P )| − α(x) + 1 + 2(|V (P )|+ 1)− 3− (|V (P )|+ 1− α(x)).
By reducing this formula and using the fact that prfαV (P )(Gr−1) ≥
3nr−1−3
2 , we get the following:
prf(G) = prfα(G) ≥
3nr−1 − 3
2
+ 2|V (P )| − 1.
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Since |V (P )| = a ≥ 2 we note that 2|V (P )| − 1 ≥ 3a2 , which implies the desired result. ✷
Theorem 2.6 Let G = (V,E) be a connected graph of order n, let prf(G) ≤ n− 1 + k and let α
be an optimal ordering of G. Let V1, V2, . . . Vt be a partition of V such that |V1|, |Vt| ≥ k + 2 and
there is only one edge xiyi between G[V1 ∪ V2 ∪ · · · ∪ Vi] and G[Vi+1 ∪ Vi+2 ∪ · · · ∪ Vt] for each
i = 1, 2, . . . t − 1. Let xi ∈ Vi and yi ∈ Vi+1 for each i = 1, 2, . . . t − 1 and let α−1(1) ∈ V1 or
α−1(n) ∈ Vt. Let an ordering α′ of G be defined as follows: α′V−Vi = αV−Vi for each i = 1, 2, . . . t,
and α′(vi) < α
′(vi+1) for each i = 1, 2, . . . , t− 1. Then α′ is optimal.
Proof: Consider first the case of t = 2. Let xy = x1y1, X = V1, Y = V2. Let α be an optimal
ordering of G and let α−1(n) = y′ ∈ Y (the case α−1(1) ∈ X is treated similarly). Let x′ be the
vertex with α(x′) = 1. If x′ ∈ Y , then Lemma 2.1 implies that prfα(G, Y ) ≥ prfαX (G−X,Y )+|X |.
Since prfα(G,X) ≥ prfαY (G[X ]) ≥ |X | − 1 and prfαX (G[Y ]) ≥ |Y | − 1 (both by Lemma 2.2 (i))
and |X | ≥ k + 2, we conclude that prfα(G) ≥ |X |+ |Y |+ k, a contradiction. Therefore, x
′ ∈ X .
Let i = min{α(y′′) : y′′ ∈ Y } and let j = max{α(x′′) : x′′ ∈ X}. Assume for the sake
of contradiction that i < j. Let I = α−1({i, i + 1, . . . , j}). Recall that α′ is defined as follows:
α′X = αX and α
′
Y = αY but α
′(x′′) < α′(y′′) for all x′′ ∈ X and y′′ ∈ Y . We will prove that α′ is
optimal.
Let L = G[X ∪ (Y ∩ I)] and let G′ = L if xy 6∈ E(L) and G′ = L − xy, otherwise. Let β =
αV (G)−V (G′) (so β is equal to α, except we have deleted the last n−j vertices in the ordering). Note
that by Lemma 2.1 (used with the set Y ∩I) we get that prfβ(G
′, V (G′)−(Y ∩I)) ≥ prfβY∩I (V (G
′)−
(Y ∩ I)) + |Y ∩ I|. This implies the following: prfα(G− xy,X) ≥ prfαY (G[X ]) + |Y ∩ I|.
Analogously we obtain that prfα(G−xy, Y ) ≥ prfαX (Y )+ |X ∩ I|, which implies the following:
prfα(G− xy) ≥ prfαY (X) + prfαX (Y ) + |I| = prfα′(G− xy) + (j − i+ 1) (1)
If α(x) > α(y), then the above implies the following contradiction, as α′(y)− α′(x) < j − i+ 1.
prfα(G) ≥ prfα(G− xy) ≥ prfα′(G− xy) + (j − i+ 1) > prfα′(G).
Therefore we may assume that α(x) < α(y). Let l = min{α(z) : z ∈ N [y] − {x}} and let
L = α−1({α(x), α(x) + 1, α(x) + 2, . . . , l − 1}). Note that L = ∅ if l < α(x). By the definition of
L and the inequality in (1), we get the following:
prfα(G) = prfα(G− xy) + |L| ≥ prfα′(G− xy) + |I|+ |L|
When we add the edge xy to G − xy, we observe that, in the ordering α′, the profile of y will
increase by one for every vertex from Y with an α-value less then l and every vertex in X with an
α-value larger than α(x). This is exactly the set R1 ∪R2 ∪R3 ∪R4, where
R1 = {y′′ ∈ Y : α(y′′) < l and α(x) < α(y′′)}
R2 = {x′′ ∈ X : α(x) < α(x′′) and α(x′′) < l}
R3 = {y′′ ∈ Y : α(y′′) < l and α(y′′) < α(x)}
R4 = {x′′ ∈ X : α(x) < α(x′′) and l < α(x′′)}
Since R1 ∪R2 ⊆ L and R3 ∪R4 ⊆ I (as α−1(l) ∈ Y ) we conclude that
prfα(G) ≥ prfα′(G) + |I|+ |L| − |R1| − |R2| − |R3| − |R4| ≥ prfα′(G).
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Now let t ≥ 3. Let X = ∪t−1i=1Vi and Y = Vt. By the case t = 2, the following ordering
β is optimal: βX = αX , βY = αY , and β(x) < β(y) for each x ∈ X, y ∈ Y. Now let X ′ =
∪t−2i=1Vi, Y
′ = Vt−1 ∪ Vt. By the case t = 2, the following ordering β′ is optimal: β′X′ = βX′ ,
β′Y ′ = βY ′ , and β
′(x′) < β′(y′) for each x′ ∈ X ′, y ∈ Y ′. Combining the properties of β and β′, we
obtain that β′Y ′ = αY ′ , β
′
V−Vt−1
= αV−Vt−1 , β
′
V−Vt
= αV−Vt , and β
′(x′) < β′(vt−1) < β
′(vt) for
each x′ ∈ X ′, vt−1 ∈ Vt−1, vt ∈ Vt. Continuation of this argument allows us to show that α′ is an
optimal ordering. ✷
A bridgeless component of a graph G is a maximal induced subgraph of G with no bridges. We
call a connected graph G a chain of length t if the following holds: (a) G has bridgeless components
Ci, 1 ≤ i ≤ t such that V (G) =
⋃t
i=1 V (G), and (b) Ci is linked to Ci+1 by a bridge, 1 ≤ i ≤ t− 1.
A component Ci is nontrivial if |V (Ci)| > 1, and trivial, otherwise. An ordering α of G is special
if for any two vertices x, y ∈ V (G) and x ∈ V (Ci), y ∈ V (Cj), i < j implies α(x) < α(y).
Lemma 2.7 Let G be a chain of order n and let η be the total number of vertices in the nontrivial
bridgeless components of G. Let α be a special ordering of G with prfα(G) ≤ n − 1 + k. Then
η ≤ 3k.
Proof: We show η ≤ 3k by induction on n. Suppose that G has a trivial component. If C1
is trivial, then G − C1 is a chain with prfαV (C1)
(G − C1) ≤ n′ − 1 + k, where n′ = n − 1. Thus,
by induction hypothesis, η ≤ 3k. Similarly, we prove η ≤ 3k when Ct is trivial. Assume that
Ci, 1 < i < t, is trivial. Let Ci be adjacent to x ∈ V (Ci−1) and y ∈ V (Ci+1). Consider
G′ obtained from G by deleting Ci and appending edge xy. Observe that G
′ is a chain and
prfαV (Ci)
(G′) ≤ n′ − 1 + k, where n′ = n− 1. Thus, by induction hypothesis, η ≤ 3k. So, now we
may assume that η = n.
Let C1, . . . , Ct denote the bridgeless components of G as in the definition above. Let ni =
|V (Ci)|. If t = 1, then by Lemma 2.5 we have n ≤ 2k + 1 and we are done as k ≥ 1. Now assume
t ≥ 2. Let G′ = G − V (Ct) and n′ = n − nt. Observe that G′ is a chain and αV (Ct) is a special
ordering of G′. Let kt = prfα(G, V (Ct)) − nt + 1 and let k
′ = prfα(G, V (G
′)) − n′ + 1. We have
kt + k
′ − 1 ≤ k. Lemma 2.5 implies that
nt − 1 + kt = prfα(G, V (Ct)) ≥ prf(Ct) + 1 ≥
3nt − 3
2
+ 1 =
3nt − 1
2
,
and thus kt ≥
nt+1
2 and nt ≤ 2kt − 1. Since nt ≥ 3, we have kt ≥ 2. By induction hypothesis,
n′ ≤ 3k′. Thus n = n′ + nt ≤ 3(k − kt + 1) + 2kt − 1 ≤ 3k − kt + 2 ≤ 3k. ✷
A connected component of a graph G is called nontrivial if it has more than one vertex.
Lemma 2.8 Let G = (V,E) be a connected graph of order n, let X ⊆ V such that G[X ] is
connected. Let G1, . . . , Gr denote the nontrivial connected components of G − X. Assume that
|V (Gi)| ≤ |V (Gi+1)| for 1 ≤ i ≤ r−1. If k+n−1 ≥ prf(G), then k+2 ≥ r and 2k ≥
∑r−2
i=1 |V (Gi)|.
Proof: The result holds vacuously true if r < 3, hence assume r ≥ 3. Let α be an optimal
ordering of G. Let I = { 1 ≤ i ≤ r : V (Gi) ∩ {α−1(1), α−1(n)} = ∅ }. Clearly |I| ≥ r − 2. Let
Y = X ∪
⋃
i/∈I V (Gi) and Z = V \ Y . Observe that G[Y ] = G− Z is connected and Gi, i ∈ I, are
exactly the nontrivial components of G−Y . Since also {α−1(1), α−1(n)} ⊆ Y , Lemma 2.1 applies.
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Thus we get
prf(G) = prfα(G) ≥ prfα(G, V − Z) +
∑
i∈I
prfα(G, V (Gi)) ≥ prf(G− Z) + |Z|+
∑
i∈I
prf(Gi).
Furthermore, by Lemma 2.2 (i),
k ≥ prf(G) − n+ 1 ≥ prf(G− Z) + |Z| − |Y |+ (
∑
i∈I
prf(Gi)− |V (Gi)|) + 1
≥ (prf(G[Y ])− |Y |) + |Z| − |I|+ 1 ≥ −1 + |Z| − |I|+ 1.
Hence k ≥ |Z| − |I|. However, since the components Gi are nontrivial, |Z| ≥ 2|I|. Thus, |I| ≤ k
and |Z| ≤ k + |I| ≤ 2k. ✷
3 Vertices of degree 1
In this section, G denotes a connected graph of order n. For an ordering α of G let Eα(G) denote
the set of edges uv of G such that α(u) = minw∈N [v] α(w) and u 6= v. The length ℓα(uv) of an
edge uv ∈ E(G) relative to α is |α(u) − α(v)| if uv ∈ Eα(G), and 0 if uv /∈ Eα(G). Observe that
prfα(G) =
∑
e∈E(G) ℓα(e).
Let X,Y be two disjoint sets of vertices of G and let α be an ordering of G. We say that
(X,Y ) is an α-consecutive pair if there exist integers a, b, c with 1 ≤ a < b < c ≤ n so that
X = { x ∈ V (G) : a ≤ α(x) ≤ b − 1 } and Y = { y ∈ V (G) : b ≤ α(y) ≤ c }. By swapY,X(α)
we denote the ordering obtained from α by swapping the α-consecutive pair (X,Y ). For a set
X ⊆ V (G) let Erα(X) (respectively, E
l
α(X)) denote the set of edges uv ∈ Eα with u ∈ X ,
v ∈ V (G) \X , and α(u) < α(v) (respectively, α(u) > α(v)).
Lemma 3.1 Let α be an ordering of G and (X,Y ) an α-consecutive pair such that there are no
edges between X and Y . If |Elα(X)| ≤ |E
r
α(X)| and |E
l
α(Y )| ≥ |E
r
α(Y )|, then for β = swapY,X(α)
we have prfβ(G) ≤ prfα(G).
Proof: Observe that Eα(G) = Eβ(G). Moreover, the only edges of Eα(G) that have different
length in α and in β are the edges in Elα(Y )∪E
r
α(Y )∪E
l
α(X)∪E
r
α(X). Observe that ℓβ(e) = ℓα(e)+
|Y |, ℓβ(e′) = ℓα(e′)−|Y |, ℓβ(f) = ℓα(f)−|X |, ℓβ(f) = ℓα(f)+|X | for each e ∈ Elα(X), e
′ ∈ Erα(X),
f ∈ Elα(Y ) and f
′ ∈ Erα(Y ). Using these relations and the inequalities |E
l
α(X)| ≤ |E
r
α(X)| and
|Elα(Y )| ≥ |E
r
α(Y )|, we obtain prfβ(G) ≤ prfα(G). ✷
Lemma 3.2 Let α be an ordering of G and ({x}, Y ) an α-consecutive pair such that x has a
neighbor z of degree 1 with α(z) > α(y) for all y ∈ Y . If |Elα(Y )| ≥ |E
r
α(Y )|, then for β = swapY,{x}
we have prfβ(G) ≤ prfα(G).
Proof: If there are no edges between x and vertices in Y then the result follows from Lemma 3.1
since |Elα({x})| ≤ 1 ≤ |E
r
α({x})|.
Now consider the case where Elα({x}) = {wx} for a vertex w. It follows that Eβ(G) ⊆ Eα(G).
Moreover, we have
∑
e∈El
β
(Y )∪Er
β
(Y ) ℓβ(e) ≤
∑
e∈Elα(Y )∪E
r
α(Y )
ℓα(e) and ℓβ(wx)+ℓβ(xz) ≤ ℓα(wx)+
ℓα(xz). Hence the result also holds true in that case.
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It remains to consider the case where x has neighbors in Y and Elα({x}) = ∅. Let y, y
′ be
the neighbors of x in Y with largest α(y) and smallest α(y′). Now Eβ(G) \ Eα(G) = {xy′}, and
ℓβ(xy
′) + ℓβ(xz) ≤ ℓα(xz). Thus, prfβ(G) ≤ prfα(G). ✷
Lemma 3.3 Let α be an ordering of G and let ({x}, Y ) be an α-consecutive pair. Let all vertices
in Y be of degree 1 and adjacent with x. Then for β = swapY,{x}(α) we have prfβ(G) ≤ prfα(G).
Proof: Let y, y′ denote the vertex in Y with largest α(y) and smallest α(y′). Observe ℓα(yx) =
|Y |. First assume that Elα({x}) contains an edge zx. We have Eβ(G) ⊆ Eα(G) \ {xy}, and
ℓβ(e) ≤ ℓα(e) holds for all e ∈ Eβ(G) \ {xz}. Since ℓβ(zx) = ℓα(zx) + ℓα(xy), the result follows.
Next assume that Elα({x}) = ∅. We have Eβ(G) ⊆ (Eα(G) \ {xy}) ∪ {xy
′}, and ℓβ(e) ≤ ℓα(e)
holds for all e ∈ Eβ(G) \ {xy′}. Since ℓβ(xy′) = ℓα(xy), the result follows. ✷
For x ∈ V (G) let N1(X) denote the set of neighbors of x that have degree 1. We say that an
ordering α of G is conformal for a vertex x of G if {α(w) : w ∈ N1(x) } forms a (possibly empty)
interval and α(w) < α(x) holds for all w ∈ N1(x). We say that α is conformal for a graph G if it
is conformal for all vertices of G.
Theorem 3.4 For every connected graph G there exists an optimal ordering which is conformal.
Proof: Let α be an optimal ordering of G. Let x be a vertex of G for which α is not conformal.
We apply the following steps to α, until we end up with an optimal ordering which is conformal
for x. In each step we transform α into an optimal ordering β in such a way that whenever α is
conformal for a vertex x′, so is β. Hence, we can repeat the procedure for all the vertices one after
the other, and we are finally left with an optimal ordering which is conformal.
Let w1, w2 ∈ N1(x) ∪ {x} with minimal α(w1) and maximal α(w2). We call a set B ⊆ N1(x) a
block if {α(b) : b ∈ B } is a nonempty interval of integers. A block is maximal if it is not properly
contained in another block.
Step 1. Assume that there exist α-consecutive pairs ({x}, Y ), (Y, Z) with the following prop-
erties: (a) Y and Z are nonempty; (b) Y ∩N1(x) = ∅; (c) Z is a maximal block. By assumption,
there is a z ∈ Z such that xz ∈ E(G) and α(z) > α(y) holds for all y ∈ Y . Moreover, there are
no edges between Y and Z and Erα(Z) = ∅. If |E
l
α(Y )| ≥ |E
r
α(Y )|, then we put β = swapY,{x}(α),
otherwise we put β = swapZ,Y (α). It follows from Lemmas 3.2 and 3.1, respectively, that β is
optimal.
Step 2. Assume that there exists an α-consecutive pair ({x}, Y ) such that Y is a maximal
block. We put β = swapY,{x}(α). If follows by Lemma 3.3 that β is optimal.
Remark. If neither Step 1 nor Step 2 can be applied, then α(w2) < α(x).
Step 3. Assume that there exist α-consecutive pairs (X,Y ), (Y, Z) with the following properties:
(a) X and Z are maximal blocks; (b) Y ⊆ V (G)\N1(X); (c) w1 ∈ X . Note that there are no edges
betweenX and Y and no edges between Y and Z. Furthermore, we haveElα(X) = ∅ andE
r
α(Z) = ∅
(the latter follows from Property (c)). If |Elα(Y )| ≥ |E
r
α(Y )|, then we put β = swapY,X(α),
otherwise we put β = swapZ,Y (α). In both cases it follows from Lemma 3.1 that β is optimal.
Remark. If none of the above Steps 1, 2, or 3, applies, then α is conformal for x. ✷
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Note that when applying the procedure of the above proof, it is possible that we end up with
exactly one maximal block X such that for a nonempty set Y the pairs (X,Y ) and (Y, {x}) are
α-consecutive. If |Elα(Y )| < |E
r
α(Y )| < |E
r
α({x})|, then we can neither swap X and Y nor Y and
{x} without increasing the cost of the profile.
4 Kernelization
For technical reasons, in this section we will deal with a special kind of weighted graphs, but they
will be nothing else but compact representations of (unweighted) graphs.
We consider a weighted graph G = (V,E, ρ) whose vertices v of degree 1 have an arbitrary
positive integral weight ρ(v), vertices u of degree greater than one have weight ρ(u) = 1. The
weight ρ(G) of G = (V,E, ρ) is the sum of weights of all vertices of G. An ordering of a weighted
graph G = (V,E, ρ) is an injective mapping α : V → {1, . . . , ρ(G)} such that for every vertex v ∈ V
of degree 1 we have α(v) 6= ρ(G) and for all u ∈ V we have α(u) /∈ {α(v) + 1, . . . , α(v) + ρ(v)− 1}.
The profile prf(G) of a weighted graph is defined exactly as the profile of an unweighted graph.
A weighted graph G = (V,E, ρ) corresponds to an unweighted graphGu, which is obtained from
G by replacing each vertex v of degree 1 (v is adjacent to a vertex w) with ρ(v) vertices adjacent
to w. By Theorem 3.4 and the definitions above, prf(G) = prf(Gu) and an optimal ordering of
G can be effectively transformed into an optimal ordering of Gu. Also, ρ(G) = |V (Gu)|. The
correspondence between G and Gu allows us to use the results given in the previous sections.
Kernelization Rule 4.1 Let G be a weighted graph and x a vertex of G with N1(x) = {v1, . . . , vr},
r ≥ 2. We obtain the weighted graph G0 = (V0, E0, ρ0), where G0 = G − {v2, . . . , vr} and
ρ0(u) = ρ(u) for u ∈ V0 \ {v1} and ρ0(v1) =
∑r
i=1 ν(vi).
The next lemma follows from Theorem 3.4.
Lemma 4.2 Let G be a weighted connected graph and G0 the weighted graph obtained from G
by Kernelization Rule 4.1. Then prf(G) = prf(G0), and an optimal ordering α0 of G0 can be
effectively transformed into an optimal ordering α of G.
Let e be a bridge of a weighted connected graph G and let G1, G2 denote the connected
components of G− e. We define the order of e as min{ρ(G1), ρ(G2)}.
Let v be a vertex of a (weighted) graph G. We say that v is k-suppressible if the following
conditions hold: (a) v forms a trivial bridgeless component of G; (b) v is of degree 2 or 3; (c) there
are exactly two bridges e1, e2 of order at least k + 2 incident with v; (d) if there is a third edge
e3 = vw incident with v, then w is a vertex of degree 1.
Kernelization Rule 4.3 (w.r.t. parameter k) Let v be a k-suppressible vertex of a weighted
graph G = (V,E, ρ) and let xv, yv be the bridges of order at least k + 2. From G we obtain a
weighted graph by removing {v} ∪N1(v) and adding the edge xy.
Lemma 4.4 Let G = (V,E, ρ) be a weighted connected graph with prf(G) ≤ ρ(G) − 1 + k and G′
the weighted graph obtained from G by means of Kernelization Rule 4.3 with respect to parameter
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k. Then prf(G) − ρ(G) = prf(G′) − ρ(G′), and an optimal ordering α′ of G′ can be effectively
transformed into an optimal ordering α of G.
Proof: Let v be a k-suppressible vertex of Gu and let xv, yv be the bridges of order at least k+2.
We consider the case when N1(v) = {w1, . . . , wr} 6= ∅; the proof for the case when N1(v) = ∅ is
similar. Let Gu[X ] and Gu[Y ] denote the components of Gu−v that contain x and y, respectively.
Consider an optimal ordering α of Gu and assume that α−1(n) ∈ Y . By Theorem 3.4, we may
assume that α(wi) < α(v) for every 1 ≤ i ≤ r. Now by Theorem 2.6, we can find an optimal
ordering α′ of Gu such that α′(x′) < α′(wi) < α
′(v) < α′(y′) for each x′ ∈ X, y′ ∈ Y and
i = 1, 2, . . . , r.
Now it will be more convenient to argue using the weighted graphs G and G′. Using Kerneliza-
tion Rule 4.1, we transform α′ into the corresponding optimal ordering of G. For simplicity we de-
note the new ordering α′ as well. Observe that prfα′
{v,w}
(G′, y) = prfα′(G, y)+prfα′(G, v)−1−ρ(w).
Hence, prf(G′)− ρ(G′) ≤ prfα′
{v,w}
(G′)− ρ(G′) = prf(G)− ρ(G).
Conversely, let α′ be an optimal ordering of G′. Since the bridge xy of G′ is of order at
least k + 2, we may assume by Theorem 2.6 that either for all x′ ∈ X and y′ ∈ Y we have
α′(x′) < α′(y′). It is straightforward to extend α′ into an ordering α of G such that α{v,w} = α
′
and prfα(G) = prfα′(G
′) + 1 + ρ(w). Hence prf(G) − ρ(G) ≤ prfα(G) − ρ(G) = prfα′(G
′)− ρ(G′).
Thus, prf(G′)− ρ(G′) = prf(G)− ρ(G). ✷
Theorem 4.5 Let G = (V,E, ρ) be a weighted connected graph with n = |V | and m = |E|. Let k
be a positive integer such that prf(G) ≤ ρ(G) − 1 + k. Either one of the Kernelization Rules 4.1
and 4.3 can be applied with respect to parameter k, or n ≤ 12k + 6 and m ≤ 13k + 5.
Proof: For a weighted graph G = (V,E, ρ) let G∗ be an unweighted graph with V (G∗) = V and
E(G∗) = E. Observe that prf(G∗) ≤ prf(G). Thus, in the rest of the proof we consider G∗ rather
than G, but for the simplicity of notation we use G instead of G∗.
Assume that none of the Kernelization Rules 4.1 and 4.3 can be applied with respect to pa-
rameter k. We will show that the claimed bounds on n and m hold. By Theorem 1.1 we have
m ≤ prf(G) ≤ n − 1 + k. Thus, n ≤ 12k + 6 implies m ≤ 13k + 5. Therefore, it suffices to prove
that n ≤ 12k + 6. If G is bridgeless, then by Lemma 2.5, we have n − 1 + k ≥ prf(G) ≥ 3n−32
and, thus, n ≤ 2k+ 1. Hence, we may assume that G has bridges. Let Ci, i = 1, . . . , t, denote the
bridgeless components of G such that at least one vertex in Ci is incident with a bridge of order
at least k + 2. We put X =
⋃t
i=1 V (Ci).
Suppose that there is a component Ci incident with three or more bridges of order at least k+2.
Then, we may assume that there are three bridges e2, e3, e4 of order at least k + 2 that connect a
subgraph F1 of G with subgraphs F2, F3, F4, respectively, and V = ∪4i=1V (Fi). Let α be an optimal
ordering of G. Assume without loss of generality that α−1(1) 6∈ V (F2) and α−1(n) 6∈ V (F2). Let
X = V (F2) and note that G − X is connected. Therefore Lemmas 2.1 and 2.2 (i) imply the
following:
prf(G) = prfα(G,X) + prfα(G, V −X) ≥ |X | − 1 + (|V | − |X | − 1) + |X | ≥ n+ k,
which is a contradiction.
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Since G is connected, it follows that G[X ] is connected. Thus, G[X ] is a chain and we may
assume that Ci and Ci+1 are linked by a bridge bi of for each i = 1, 2, . . . , t− 1. Notice that each
bi is of order at least k + 2 in G.
Let G1, . . . , Gr be the connected components of G − X . Observe that each Gi (1 ≤ i ≤ r) is
linked with exactly one Cj (1 ≤ j ≤ t) with a bridge eij . The bridge eij must be of order less than
k + 2, since otherwise V (Gi) ∩ X 6= ∅. Hence (**) |V (Gi)| ≤ k + 1 follows for all i ∈ {1, . . . , r}.
For each j, let IG(j) be the set of indices i such that Gi is linked to Cj .
Let N = { 1 ≤ i ≤ t : |V (Ci)| > 1 } and T = { 1 ≤ i ≤ t : |V (Ci)| = 1 }, i.e., Ci is
nontrivial for i ∈ N and trivial for i ∈ T . For i ∈ Ti let xi denote the single vertex in Ci.
Similarly, let N ′ = { 1 ≤ i ≤ r : |V (Gi)| > 1 } and T
′ = { 1 ≤ i ≤ r : |V (Gi)| = 1 }. Let
Hj = G[∪i∈IG(j)V (Gi) ∪ V (Cj)] for each j = 1, 2, . . . , t. By Theorem 2.6, we may assume that
there exists an optimal ordering β such that β(hi) < β(hj) for all i < j, hi ∈ V (Hi), hj ∈ V (Hj).
Let γ = βV (G)−X . Clearly, γ is a special ordering of the chain G[X ], i.e., γ(ci) < γ(cj) for all i < j,
ci ∈ V (Ci), cj ∈ V (Cj).
If Gi is nontrivial, then it has a vertex z such that Gi − z is connected and z is not incident
to the bridge between Gi and G[X ]. If Gi is trivial, let z = V (Gi). In both cases, by Lemma 2.3,
prfβz(G−z) ≤ (n−1)−1+k. Repeating this argument, we conclude that prfγ(G[X ]) ≤ |X |−1+k.
Now by Lemma 2.7,
∑
i∈N |V (Ci)| ≤ 3k. Lemma 2.8 yields that |N
′| ≤ k + 2. Observe that for
each i ∈ T , xi is linked by a bridge xiypi(i) to at least one nontrivial Gpi(i), where π(i) 6= π(i
′)
whenever i 6= i′. Hence, |T | ≤ k + 2. Thus, |X | =
∑
i∈N |V (Ci)| + |T | ≤ 3k + (k + 2) = 4k + 2.
Using (**) and Lemma 2.8, we have that
∑
i∈N ′ |V (Gi)| ≤ 2(k + 1) + 2k = 4k + 2.
Let Y = ∪ri=1V (Gi). Since Kernelization Rule 4.1 cannot be applied, every vertex in X is
adjacent with at most one Gi with i ∈ T ′. Hence |T ′| ≤ |X | ≤ 4k + 2. Consequently |Y | ≤
2(4k + 2) = 8k + 4. Hence n = |X |+ |Y | ≤ 4k + 2 + 8k + 4 = 12k + 6 follows. ✷
Corollary 4.6 The problem PAVGV is fixed-parameter tractable.
Remark 4.7 We see that PAVGV can be solved in time O(|V |2 + f(k)), where f(k) = (12 + 6)!.
It would be interesting to significantly decrease f(k), but even as it is now our algorithm is of
practical interest because the kernel produced by the two kernelization rules can be solved using fast
heuristics.
5 NP-completeness
Serna and Thilikos [11] asked whether the following problem is FPT.
Vertex Average Profile (VAP)
Instance: A graph G = (V,E). Parameter: A positive integer k.
Question: Does G have an ordering of profile ≤ k|V |?
The following result was announced in [7] without a proof. It implies that VAP is not FPT unless
P=NP.
Theorem 5.1 Let k ≥ 2 be a fixed integer. Then it is NP-complete to decide whether prf(H) ≤
k|V (H)| for a graph H.
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Proof: Let G be a graph and let r be an integer. We know that it is NP-complete to decide
whether prf(G) ≤ r. Let n = |V (G)|. Let k be a fixed integer, k ≥ 2. Define G′ as follows: G′
contains k copies of G, j isolated vertices and a clique with i vertices (all of these subgraphs of
G′ are vertex disjoint). We have n′ = |V (G′)| = kn + i + j. Observe that prf(Ki) =
(
i
2
)
. By the
definition of G′, k · prf(G) = prf(G′) − prf(Ki) = prf(G′) −
(
i
2
)
. Therefore, prf(G) ≤ r if and only
if prf(G′) ≤ kr +
(
i
2
)
. If there is a positive integer i such that kr +
(
i
2
)
= kn′ and the number of
vertices in G′ is bounded from above by a polynomial in n, then G′ provides a reduction from to
VAP with the fixed k. Observe that kr +
(
i
2
)
≥ k(kn + i) for i = 2kn. Thus, by setting i = 2kn
and j = r + 1k
(
i
2
)
− kn− i, we ensure that G′ exists and the number of vertices in G′ is bounded
from above by a polynomial in n. ✷
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