The stochastic logistic model has been studied in various contexts, including epidemiology, population biology, chemistry and sociology. Among the model predictions, the quasistationary distribution and the mean time to extinction are of major interest for most applications, and a number of approximation formulae for these quantities have been derived. In this paper, previous approximation formulae are improved for two mathematically tractable cases: at the limit of the number of individuals N → ∞ (with relative error of the approximations of the order O(1/N)), and at the limit of the basic reproduction ratio R 0 → ∞ (with relative error of the approximations of the order O(1/R 0 )). The mathematically rigorous formulae are then extended heuristically for other values of N and R 0 > 1.
Introduction
In the epidemiological context, the stochastic logistic model is defined as a Markov process for the number of infected individuals I (t) in a constant population of N individuals, N − I (t) representing the number of susceptible individuals. The process is described by
Here λ i and µ i are the infection rate of susceptibles and the recovery rate of infectives, respectively, defined by
where λ and µ are the infection and recovery rate parameters. The convention in the epidemiological literature has been to scale λ as λ i = (λ/N )i(N − i) . This convention will not be followed here because, as will be discussed below, it is actually more natural to scale by N − 1 instead of N (see also Jacquez and Simon (1993) ). The nonscaled convention (1.1) is consistent with the interpretation that the rate at which a susceptible individual becomes infected is proportional (by the factor λ) to the number of infected individuals in the population. Scaling λ by N leads to the interpretation that λ is the rate of possibly disease-transmitting contacts per
The stochastic logistic model 899 person. Thus, the nonscaled λ takes into account that there are more contacts per person in a large population than in a small one, whereas the scaled λ assumes that the number of contacts per person is independent of the size of the population. We denote by p(t) the row vector with component p i (t) giving the probability that the system is in state I (t) = i, with i = 0, . . . , N. The probability distribution evolves according to the Kolmogorov forward equations as
where P is the (N + 1) × (N + 1) matrix defined by
The state 0 is an absorbing state, which the process will eventually reach with probability one. Thus the stationary distribution of the process is concentrated at 0. However, if the mean time to extinction is long, the process will first converge to a quasistationary distribution q = {q i } N i=1 , defined as the limiting distribution conditioned on nonextinction. It is well known that the quasistationary distribution q is given by the left leading eigenvector of the N × N matrix P 0 , which is obtained by deleting the first row and the first column of P . Furthermore, drawing the initial condition from the quasistationary distribution, the time to extinction is exponentially distributed, the mean given by
where ρ is the leading eigenvalue of P 0 (Darroch and Seneta (1967) ). It is convenient to combine the infection and recovery rate parameters into the basic reproduction ratio R 0 , defined by
Scaling by N − 1 is natural in the sense that with this scaling the threshold condition for disease persistence is given by R 0 > 1 in the corresponding deterministic model. To see this, denote by P i (t) the probability that individual i (i = 1, . . . , n) is infected. In the mean field approximation, the rate of change in P i (t) is given by
Denoting now by p = j P j /N the fraction of infected individuals, this equation becomes
demonstrating that the threshold condition for persistence is given by R 0 > 1. We will denote the equilibrium state of (1.3) by p * = 1 − 1/R 0 .
In the rest of this paper, we scale µ = 1, so that the remaining model has only two parameters, N and R 0 . The scaling µ = 1 has no effect on the quasistationary distribution, but scales the mean time to extinction so that time is now measured using the mean recovery time of an individual as the time unit.
In the epidemiological context, the stochastic logistic model is called the endemic SIS model, and was first discussed by Weiss and Dishon (1971) . The very same model has been extensively used in a number of other applications, including sociology (Bartholomew (1976) ), chemistry (Oppenheim et al. (1977) ), population biology (Norden (1982) ) and metapopulation ecology (Levins (1969) ). The mathematical theory is most developed in the epidemiological context, the most up-to-date results being given in two key papers. First, Andersson and Djehiche (1998) have derived the asymptotic distribution for the extinction time under different initial conditions and, second, Nåsell (1999) has derived heuristic approximation formulae for the quasistationary distribution. Earlier work on the stochastic logistic model has been summarised well by Kryscio and Lefèvre (1989) , Jacquez and Simon (1993) and Nåsell (1996) .
The main contribution of the present paper is to provide a mathematically rigorous approximation formula for the quasistationary distribution q as N → ∞. A mathematically rigorous approximation formula is also provided for the case in which N is fixed to a value N ≥ 2 and R 0 → ∞. The two limiting approximation formulae for other values N ≥ 2 and R 0 > 1 are then extended heuristically, and it is demonstrated by numerical examples that the heuristic approximation formula is very accurate for a wide range of parameter values. The results of the paper are given in Section 2, the proofs in Section 3.
The quasistationary distribution
We start by approximating q at two limits. The first limiting case occurs when the number of individuals N is fixed, but the basic reproduction ratio R 0 → ∞. Theorem 2.1. Let N ≥ 2 be fixed and let R 0 → ∞. Then the quasistationary distribution q is approximated by the distribution q R 0 given by
It should be clear that, in the above theorem, the constant C may depend on N , but not on i or R 0 . The second and more important limiting case occurs when the basic reproduction ratio R 0 > 1 is fixed, but the number of individuals N → ∞. 
In this case, the constant C may, of course, depend on R 0 , but not on i or N . Unfortunately, the estimate is not uniform for R 0 > 1, as R 0 → 1 leads to C → ∞. The case in which R 0 → 1 simultaneously with N → ∞ is mathematically the most challenging one, and has been so far addressed only heuristically (Nåsell (1999) ). Although the case in which R 0 > 1 is fixed is probably the most important case for most applications, the doubly limiting case is relevant for analysing the threshold behaviour of the stochastic model (Nåsell (1995) ).
Kryscio and Lefèvre (1989) studied a modified process from which extinction was excluded by setting µ 1 = 0. Comparison of their formula for the stationary distribution of the modified process with (2.1) shows that the two formulae differ by the factor 1 − 1/R i 0 . Thus, in the process conditioned on nonextinction, states with a very low occupancy level are visited less frequently than in the modified process with µ 1 = 0. This agrees with intuition by the following reasoning. If the modified process reaches a state in which only a single individual is infected, the process will continue from this state, and consequently it is likely that the process will still stay for some time at a low occupancy level. In contrast, if the conditioned process reaches a state in which only a single individual is infected, it is possible that the process would become extinct, which corresponds to starting the process again from the quasistationary distribution, which is concentrated at a higher occupancy level.
Let us denote by p i = i/N the fraction of infected individuals and by f the function f (p i ) = q i . Through this definition, f is originally defined in the discrete domain p i ∈ {1/N, 2/N, . . . , 1}, but we extend the domain to [0, 1] by linear interpolation and by setting f (p) = 0 for p ∈ [0, 1/N ). Theorem 2.2 leads to the following corollary, which states that f converges in distribution to the normal distribution. (0, 1) .
Corollary 2.1. Let ϕ(p) be a test function in
where φ(µ, σ ; p) denotes the probability density function of the normal distribution with mean µ and standard deviation σ .
This result has been derived previously in several papers (e.g. Nåsell (1996 Nåsell ( ), (1999 ), but it is repeated here for two reasons. First, the current analysis is mathematically rigorous, and second, Theorem 2.2 allows for the assessment of the rate of convergence.
By Corollary 2.1, the expected value and variance of the fraction of infected individuals are given by
Consider next T , the mean time to extinction. Assuming that R 0 > 1 is fixed to a constant value, (1.2), Theorem 2.2 and (3.7), below, yield
If N ≥ 2 is constant, (1.2) and Theorem 2.1 give
Number of infected individuals
Number of infected individuals Thus the mean time to extinction grows exponentially with the number of individuals, as expected. The rate of the exponential growth is given by log R 0 − 1 + 1/R 0 , which is an increasing function of R 0 . For a fixed number of individuals, the basic reproduction ratio R 0 affects the mean time to extinction in a polynomial manner as T ∼ R N−1 0 . Equation (2.2) has been derived earlier by Andersson and Djehiche (1998) , but without specifying the rate of convergence. Note that the constant in the Andersson and Djehiche formula is different because of the (N − 1)/N discrepancy in the definition of R 0 .
We will next extend the above approximation formulae heuristically for finite values of R 0 > 1 and N ≥ 2. We chose (2.1) as a starting point, and attempted to adjust it in such a manner that it would approximate q for a wide range of the parameters N and R 0 , yet retaining the asymptotically correct behaviour at both limits. Numerical experiments led to the approximation formula
Number of individuals where
A heuristic approximationT for the mean time to extinction is then given byT = 1/q 1 , which is given by (2.2) for p * ≥ (2/N ) 1/2 , and bỹ
suggesting that in this case the mean time to extinction grows as the square root of N . The heuristic approximation formula (2.3) is compared numerically with the exact result in Figures 1  and 2 , showing that the approximation works very well for cases in which the mean time to disease extinction is much longer than the mean recovery time of a single infected individual, but becomes worse if this is not the case. Even in the latter case, the approximation is reasonably accurate for the mean time to disease extinction.
Proofs of the theorems

Proof of Theorem 2.1
The leading eigenvalue ρ of P 0 may be approximated as follows. By definition, the determinant of an N × N matrix A is given by 1) where S N denotes the set of permutations in {1, 2, . . . , N} and sgn(σ ) = ±1 is the signum of the permutation σ ∈ S N . Utilizing (3.1) for P 0 , we obtain
for small ρ and large R 0 . This shows that the leading eigenvalue ρ (which in this case is the eigenvalue with the smallest absolute value) satisfies ρ = ρ R 0 (1 + O(1/R 0 )), where
It is straightforward to approximate the remaining components of q inductively from the equation qP 0 = ρq. The last step of the induction gives q N = 1 + O(1/R 0 ), which may be improved to q N = 1 − N/R 0 + O(1/R 2 0 ) by noting that i q i = 1.
Proof of Theorem 2.2 and Corollary 2.1
i r i , where k is a scaling factor and r = {r i } N i=1 is an unknown vector. We will first show that there is a scaling factor k for which r = 1 + O(1/N ), after which we will compute the value of k from the condition
We start by noting that the equation (qP 0 ) i = ρq i may be written as
where
As s
is valid for i = 1, . . . , N with, for example, r 0 = r N+1 = 1. We define
and let i c = p * N , where x denotes the integer part of x. We will analyse the cases i ≤ i c and i ≥ i c separately, and proceed in steps for both cases. Denote by C l (l = 1, . . . , 12) positive constants that are independent of the values of N and i, but may depend on the value of R 0 > 1, which is assumed to be constant. As the theorem considers the situation N → ∞, we will often assume that N is sufficiently large.
The following estimates follow easily from (3.3) and (3.4): where i = 2, . . . , N − 1.
(iii) By Andersson and Djehiche (1998) ,
Thus there is an s < 1 such that |ρ| ≤ s N . Let (iv) The analysis below will justify inductively that |ε i | ≤ 1. Thus, by (3.6),
Let 0 < p 0 < p ≤ 1, where p 0 is fixed. If pm is an integer, it follows from (3.7) that
It is easy to see that there is a C 4 such that |a 2 | ≤ C 4 b 1 and
It follows by induction that for i ≥ 3, |a i | ≤ t i , where
where u > 0. As
(vii) By the above analysis, it is possible to choose ans such that s ≤s < 1 and that
Thus ε i ≤ C 9 /N for i = 1, . . . , i c . 
(ii) Let ε i and a i be again defined by r i = 1 + ε i and a i = ε i − ε i−1 . Scale r N to r N = 1 and thus ε N = 0. By (3.2) and the above estimates, there is anŝ < 1 such that a N ≤ŝ N . Furthermore,
where i = i c , . . . , N − 1.
(iii) The analysis below will justify inductively that |ε i | ≤ 1. Thus, it follows that
For i = i c , . . . , N,
showing that the |ε i | are exponentially small. 
