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Abstract
We study a heat kernel e−βH defined by a self-adjoint Hamiltonian H acting on a Hilbert
space H, and a unitary representation U(g) of a symmetry group G of H, normalized so that
the ground vector of H is invariant under U(g). The triple {H,U(g),H} defines a twisted
partition function Zg and a twisted Gibbs expectation 〈 · 〉g,
Zg = TrH
(
U(g−1)e−βH
)
, and 〈 · 〉g =
TrH
(
U(g−1) · e−βH
)
TrH (U(g
−1)e−βH)
.
We say that {H,U(g),H} is twist positive if Zg > 0. We say that {H,U(g),H} has a Feynman-
Kac representation with a twist U(g), if one can construct a function space and a probability
measure dµg on that space yielding (in the usual sense on products of coordinates)
〈 · 〉g =
∫
· dµg .
Bosonic quantum mechanics provides a class of specific examples that we discuss. We also
consider a complex bosonic quantum field ϕ(x) defined on a spatial s-torus Ts and with a
translation-invariant Hamiltonian. This system has an (s + 1)-parameter abelian twist group
Ts ×R, that is twist positive and that has a Feynman-Kac representation. Given τ ∈ Ts and
θ ∈ R, the corresponding paths are random fields Φ(x, t) that satisfy the twist relation
Φ(x, t+ β) = eiΩθΦ(x− τ, t) .
We also utilize the twist symmetry to understand some properties of “zero-mass” limits, when
the twist τ, θ lies in the complement of a set Υsing of singular twists.
∗Work supported in part by the Department of Energy under Grant DE-FG02-94ER-25228 and by the National
Science Foundation under Grant DMS-94-24344.
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I Introduction
We study a bosonic quantum mechanical system defined on a Hilbert space H. We assume that H
is a self-adjoint Hamiltonian with a unique ground state Ωvacuum, and that the heat kernel e
−βH is
trace class. Let G denote a symmetry group of H , and U(g) a continuous unitary representation of
G on H, so U(g)H = HU(g). Thus Ωvacuum is an eigenvector of U(g); normalize the phase of U(g)
so that
U(g)Ωvacuum = Ωvacuum . (I.1)
This triple defines a twisted partition function Zg and a twisted Gibbs expectation 〈 · 〉g,
Zg = TrH
(
U(g−1)e−βH
)
, and 〈 · 〉g =
TrH
(
U(g−1) · e−βH
)
TrH (U(g
−1)e−βH)
. (I.2)
Define {H,U(g),H} to be twist positive if for all g ∈ G and for all β > 0,
Zg > 0 . (I.3)
Clearly ZId > 0. Note that limβ→∞ (Zg/ZId) = 〈Ωvacuum, U(g)Ωvacuum〉, showing (I.1) to be necessary.
A Feynman-Kac measure is a countably-additive, Borel probability measure dµg. We say that
{H,U(g),H} has a Feynman-Kac representation with a twist U(g), if one can construct a function
space and a Feynman-Kac measure dµg on that space yielding
〈 · 〉g =
∫
· dµg (I.4)
in the sense that Gibbs expectations of time-ordered products of coordinates equal the integral
of the same product of paths. We give examples in Propositions III.3 and V.(V.34) for quantum
mechanics and in Propositions VI.6 and VI.8 for quantum fields.
Once we establish the existence of a measure, we can use classical inequalities and harmonic
analysis to study particular integrals, and therefore to gain quantitative insights concerning Zg or
〈 · 〉g. Hence if we have a measure, then we may benefit from these basic tools of mathematical
physics. Such inequalities are especially useful in understanding non-Gaussian expectations that
cannot be evaluated in closed form.1
Twist positivity is necessary for Zg to have a Feynman-Kac representation, but it is neither a
necessary nor sufficient for 〈 · 〉g to have a representation.2 The fact remains that in the examples
1In problems with fermions, it is common to define a functional on a Grassmann algebra, either using Berezin
integration or using expectations on a Fock space. In specific examples of interest, these methods often do not
yield positive functionals. Then the resulting theory is restricted to the Gaussian case, where the functionals yield
Pfaffians and determinants. In the case of boson-fermion systems the purely bosonic part of the system may have a
Feynman-Kac measure. This measure, multiplied by a Pfaffian or a determinant, can be studied using the positivity
properties of the bosonic measure. This method to study boson-fermion systems is common in constructive quantum
field theory. Of course one can combine the measures we discuss in this paper with Pfaffians or determinants arising
from fermionic degrees of freedom.
2A corresponding necessary condition for 〈 · 〉g to have a Feynman-Kac representation exists: the pair correlation
operator Cg, defined in (II.63) and in (VI.34), should be a linear transformation with positive spectrum. In the case
that 〈 · 〉g is a Gaussian functional, this condition is also sufficient.
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that we study, twist positivity holds. Twist positivity also appears in our proof of the existence of
the Feynman-Kac measure for 〈 · 〉g. Thus twist positivity appears to be an excellent condition on
which to focus, and we make it our title.
Our results apply to expectations that occur various branches of physics and of mathematics,
including quantum mechanics, quantum field theory, and related problems in probability theory.
We illustrate them with examples, starting in the simplest cases, and bosonic quantum mechanics
provides specific ones. Then we discuss other examples from quantum field theory.3 Consider a
quantum theory with a complex coordinate z acting as a multiplication operator on the Hilbert
space H = L2(C). Given a positive constant Ω > 0, define the elementary U(1) twist group with
period 2π/Ω by
z → eiΩθz . (I.5)
Assume that the unitary operators U(θ) acting on H implement this twist, so U(θ)z = eiΩθzU(θ).
Furthermore, assume that the Hamiltonian H of the system is twist-invariant, and has a trace-class
heat kernel. We consider the Gibbs functional 〈 · 〉θ with θ replacing g.
In the quantum mechanics case, the measure dµθ is concentrated on continuous paths. Høegh-
Krohn discovered that for θ = 0, notably when 〈 · 〉0 is a Gibbs state, that a Feynman-Kac repre-
sentation arises from paths ω0(t) that are periodic in time [3],
ω0(t+ β) = ω0(t) . (I.6)
Our present results generalize this picture. In the simplest case of quantum theory with the twist
(I.5), the twisted Feynman-Kac representation (I.4) arises from paths that are twisted periodic,
namely they satisfy the twist relation
ωθ(t+ β) = e
iΩθωθ(t) . (I.7)
In the case of a vector-valued coordinate z ∈ Cn, we may use a different rate of twisting in each
coordinate direction. Thus we replace (I.5) by the relation
zj → U(θ)zjU(θ)∗ = eiΩjθzj , (I.8)
with individual periods of twisting 2π/Ωj > 0, for each 1 ≤ j ≤ n. We call the Ω = {Ωj} weights.
In place of (I.7), our vector-valued paths satisfy the twist relation
ωj,θ(t+ β) = e
iΩjθωj,θ(t) , for 1 ≤ j ≤ n . (I.9)
The existence of a minimal, strictly-positive constant h such hΩj ∈ Z for all 1 ≤ j ≤ n, is equivalent
to the ratios of weights being rational. In that case, we say that the weights {Ωj} are rationally
commensurate. The group U(θ) then has a period 2πh.
In §II–IV we study a twist-invariant oscillator with Hamiltonian H = H0 and frequency m > 0.
We work out this example in great detail, because our quantum mechanics results for other potentials
3Surprisingly, we have not found these observations in the literature, though some of them are “folk theorems”
in physics, where their mathematical status is not clarified.
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rely on a detailed understanding of the oscillator. We give an elementary argument that the twisted
Gibbs functional for the oscillator is Gaussian, and we give the Feynman-Kac measure dµm,β,θ. This
measure is Gaussian and it is twist-invariant. The covariance of the measure is the pair correlation
function of the oscillator. In Theorem III.1 we identify the covariance as a the resolvent (i.e.
Green’s function) of a twisted Laplacian. Also we show that this pair correlation function extends
as a function of the time difference t − s into the complex plane, to be complex periodic. The
imaginary part of the period determines the twist angle θ.
Once we have derived properties of the twist-invariant oscillator, we study perturbed Hamilto-
nians H of the form
H = H0 + V . (I.10)
Here V is a suitable real, twist-invariant function that is bounded from below. We detail our
assumptions on V in Definition V.1. In order to make this situation more concrete, let us illustrate
some sorts of acceptable potential functions V .
V-i The absolute square V (z, z) = |W (z)|2, of a holomorphic, homogeneous polynomial W (z) is
acceptable.
V-ii A sum of acceptable potentials V ’s is an acceptable potential.
One acceptable such sum is the square of the gradient of a holomorphic, homogeneous polynomial
W ,
V (z, z) =
n∑
j=1
∣∣∣∣∣∂W (z)∂zj
∣∣∣∣∣
2
. (I.11)
Such V ’s arise as the bosonic potential in quantum theory with N = 2 supersymmetry, where W (z)
is called the superpotential. (The polynomialW may be quasihomogeneous in place of homogeneous,
see §V.)
The twisted Gibbs expectations that arise from the Hamiltonians H = H0+V are non-Gaussian.
They possess Feynman-Kac representations, and the measures defining these representations are
non-Gaussian. The measures leading to (I.4) have the form
dµVm,β,θ =
e−
∫ β
0
V (ωθ(s), ωθ(s))dsdµm,β,θ∫
e−
∫ β
0
V (ωθ(s), ωθ(s))dsdµm,β,θ
. (I.12)
The normalizing factor for these measures is in fact the ratio of two traces, and we define this ratio
to be the relative twisted partition function of H = H0 + V relative to H0,
ZVm,β,θ =
TrH
(
U(θ)∗e−β(H0+V )
)
TrH (U(θ)
∗e−βH0)
=
∫
e−
∫ β
0
V (ωθ(s), ωθ(s))dsdµm,β,θ . (I.13)
We find that these partition functions are positive for all θ, and for all β > 0, namely
0 < TrH
(
U(θ)∗e−βH
)
, and so 0 < ZVm,β,θ . (I.14)
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Furthermore, inspecting these representations shows that if V grows at least quadratically in |z| as
|z| → ∞, then
0 < TrH
(
U(θ)∗e−β(H0+λ
2V )
)
≤
(
M
β(m+ λ)
)2n
, for 0 ≤ λ ≤ 1 , (I.15)
where M is a constant depending only on V .
Functional integration is a central tool for quantum field theory, for string theory, and for
statistical mechanics. The study of zero-mass measures poses special difficulties; they occur both
in the Hilbert space the Hilbert space formulation of field theory and also in the formulation by
functional integration. We clarify certain aspects of zero-mass limits by using twisted expectations
in the complex case. A paper of Witten [9] suggests some properties of this sort, the understanding
of which led us to this investigation. We plan to use this framework in another paper that provides
quantum mechanics and field theory examples to illustrate the phenomena in [6].
Define the singular set of twisting angles
Υsing = {θ : eiΩjθ = 1 , for any 1 ≤ j ≤ n} . (I.16)
If the weights are rationally commensurate, the set Υsing contains a finite number of points for θ in
a period interval. We prove that for fixed β and for fixed θ 6∈ Υsing the twisted zero-mass measure
exists as a weak limit. As m→ 0,
dµVm,β,θ
w−→ dµV0,β,θ . (I.17)
For each β, θ, the limiting measure dµV0,β,θ is a countably-additive, Borel probability mea-
sure. These results improve on the canonical bounds (I.15), and in this case the twisted trace
TrH
(
U(θ)e−β(H0+λ
2V )
)
converges for θ 6∈ Υsing when m+ λ→ 0 with β, θ fixed.
In addition our method applies to quantum fields ϕ(x), that may also have vector components,
ϕ(x) = {ϕj(x)}. We take the spatial variable x in an s-torus Ts. We take the spatial periods
equal to ℓi > 0, where 1 ≤ i ≤ s, and let the spatial volume be Vol = ∏si=1 ℓi. Then the Fourier
decomposition of the field has the form
ϕj(x) =
1√
Vol

zj +∑
k 6=0
ϕˆj(k)e
−ikx

 , (I.18)
where k = {ki} ranges over the lattice ki ∈ 2πℓi Z dual to Ts. In the case that ϕ(x) is a complex field,
the constant Fourier modes zj are just the complex coordinates in quantum theory considered above.
Let H denote a twist-invariant, translation-invariant Hamiltonian for the field. We assume that the
Hamiltonian operator H , the momentum operator P , and the symmetry operator U(θ) = eiθJ
mutually commute. We also assume that H has a unique ground state Ωvacuum, so Ωvacuum is an
eigenstate of U(θ) and of the momentum. We take
U(θ)Ωvacuum = Ωvacuum , and PΩvacuum = 0 . (I.19)
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We consider U(θ) implementing a twist similar to before,
ϕj(x)→ U(θ)ϕj(x)U(θ)∗ = eiΩjθϕj(x) . (I.20)
With these assumptions, we can interpret the translation group as an additional twist, yielding the
(s+ 1)-parameter twist group
U(τ, θ) = eiτP+iθJ = eiτPU(θ) = U(θ)eiτP . (I.21)
Here U(τ, 0) = eiτP , with τ ∈ Ts. In terms of components, τP = ∑si=1 τiPi. Then
U(τ, θ)ϕj(x)U(τ, θ)
∗ = eiΩjθϕj(x− τ) . (I.22)
Twist positivity is the statement
Zm,β,τ,θ = TrH
(
U(τ, θ)∗e−βH
)
= TrH
(
U(θ)∗e−iτP−βH
)
> 0 . (I.23)
The limit β →∞ shows (I.19) is necessary. Define the twisted Gibbs functional
〈 · 〉m,β,τ,θ =
TrH(U(θ)
∗ · e−iτP−βH)
TrH(U(θ)
∗e−iτP−βH)
. (I.24)
We first establish this condition for the massive free field, withH = H0, that twisted positivity holds.
This allows us to prove that the massive free-field pair correlation operator has strictly positive
spectrum. Furthermore, we show that the twisted free-field Gibbs functional is Gaussian. These
two properties lead to a Feynman-Kac representation for the corresponding free-field functional
given by a measure dµm,β,τ,θ.
The probability interpretation for the quantum field case arises from paths called random fields,
and defined on a space-time C = Ts × [0, β]. Since the random fields satisfy a twist relation
depending on both τ and on θ, we denote them Φτ,θ(x, t) with components Φτ,θ,j(x, t), for 1 ≤ j ≤ n.
After averaging with a smooth function of the coordinate x, the random fields give paths that are
continuous functions of the time. Furthermore, the translation group acts continuously on C∞
functions on C, also in the Freˆchet topology, so translations also act continuously on random fields.
We find in §VI that the appropriate twist relation for random fields is
Φτ,θ,j(x, t+ β) = e
iΩjθΦτ,θ,j(x− τ, t) . (I.25)
There is a Gaussian Feynman-Kac representation for the massive free-field Hamiltonian H0 with the
above twist. We denote the Gaussian measure by dµm,β,τ,θ(Φτ,θ(·)). We show that the covariance
of this measure Cτ,θ equals the resolvent of a twisted Laplace operator ∆τ,θ,
Cτ,θ = (−∆τ,θ +m2)−1 . (I.26)
We also construct non-Gaussian measures dµVm,β,τ,θ(Φτ,θ(·)) for interacting fields with certain Hamil-
tonians H = H0 + V . These measures provide Feynman-Kac representations for twisted Gibbs
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functionals (I.24). We regularize these theories to avoid discussing renormalization at this time.
The measures have the form
dµVm,β,τ,θ(Φτ,θ(·)) =
e−
∫
C
V (Φτ,θ,χ(y,s),Φτ,θ,χ(y,s))dsdydµm,β,τ,θ∫
e−
∫
C
V (Φτ,θ,χ(y,s),Φτ,θ,χ(y,s))dsdydµm,β,τ,θ
. (I.27)
Here χ denotes that the random field Φτ,θ,χ has a regularization, as is the potential in H = H0+V .
In §VI, we establish a result concerning the m → 0 limit for non-sinular twisting for the complex
quantum field.
In §VI we also study real fields ϕ(x). These fields still have the s-parameter group arising from
translations that is twist positive. The corresponding random fields depend on the parameters τ ,
but not on θ and we denote them Φτ (x, t). Given τ ∈ Ts, these random fields satisfy
Φτ (x, t+ β) = Φτ (x− τ, t) . (I.28)
They also lead to a twist-positive partition function and a Feynman-Kac representation.
II The Twist-Invariant Oscillator
We define a twist-invariant harmonic oscillator as a harmonic oscillator with a complex coordinate
and a rotationally symmetric potential, equal to m2|z|2. We now study the complex oscillator in
detail.
II.1 Canonical Field Coordinates
We assume that the frequency (mass) of the oscillator is strictly positive, m > 0, use the normal-
ization suggested by field theory, in which the coordinate z is proportional to m−1/2, and linear in
dimension-less creation and annihilation operators.
Assume z take values in C, and let H = L2(C, dz) denote the Hilbert space of L2 functions
with respect to Lebesque measure on C. Let ∂ = ∂
∂z
and let ∂ = ∂
∂z
, so ∂ = −∂∗. We introduce
independent annihilation operators a+ and a−, and write
a+ =
1√
2
(
√
mz +
1√
m
∂) , and a− =
1√
2
(
√
mz +
1√
m
∂) . (II.1)
Let a# denote either a or a∗. As a consequence of II.1, we find the canonical commutation relations
(CCR) for the operators a± and their adjoints.
[a±, a
∗
±] = I, and [a±, a
#
∓ ] = 0 (II.2)
Also (II.1) inverts to yield
z =
1√
2m
(a∗+ + a−) , ∂ =
√
m
2
(a+ − a∗−) . (II.3)
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The Hamiltonian H = H0 has the form
H0 = ∂
∗∂ +m2|z|2 −mI = −∂∂ +m2|z|2 −mI
= m
(
a∗+a+ + a
∗
−a−
)
, (II.4)
where we subtract the constant m to ensure that the minimum eigenvalue of H0 equals 0. Let
N± = a
∗
±a± , (II.5)
denote two commuting number operators. They have non-negative, integer spectrum, and we denote
the eigenvalues by n+, n− respectively. We may also write
H0 = m(N+ +N−) (II.6)
The generator J of the symmetry U(θ) = eiJθ has a simple form, either in terms of the coordi-
nates, or in terms of N±, namely
J = Ω(z∂ − z∂) = Ω(N+ −N−) . (II.7)
Then
U(θ)zU(θ)∗ = eiΩθz , and U(θ)∂U(θ)∗ = e−iΩθ∂ . (II.8)
These representations of H and J in terms of N± show that they commute as self-adjoint operators.
Consider their joint spectrum Σ; we represent a point in Σ as
h = m(n+ + n−), n = Ω(n+ − n−) . (II.9)
Each point is specified by a unique pair of non-negative integers {n+, n−} that are eigenvalues of
N±, and each point in the joint spectrum has multiplicity one. Let |n+, n−〉 label an orthonormal
basis of simultaneous eigenvectors.
Let us introduce the complex constant γ, lying in the interior of the unit disc. This parameter
encodes most of the dependence on m, β, θ and Ω. Let
γ = e−mβ+iΩθ . (II.10)
Then we denote our twisted partition function by Zγ and our twisted expectation by 〈 · 〉γ , where
Zγ = TrH
(
U(θ)∗e−βH0
)
, and 〈 · 〉γ =
TrH(U(θ)
∗ · e−βH)
TrH(U(θ)
∗e−βH)
. (II.11)
II.2 The Oscillator Twisted Partition Function
We now compute the oscillator partition function.
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Proposition II.1. Let H = H0 and suppose that |γ| < 1. Then
Zγ =
1
|1− γ|2 =
emβ
4| sin(Ωθ+imβ
2
)|2 > 0 . (II.12)
Proof. We evaluate Zγ by taking the trace in the basis |n+, n−〉 of simultaneous eigenstates of N±,
introduced in §II.1. The result is that
Zγ = TrH
(
U(θ)∗e−βH0
)
=
∞∑
n+,n−=0
γn+γn− = |1− γ|−2 . (II.13)
II.3 The Pair Correlation Function and Time-Ordered Products
Let T denote an operator with domain D(T ). Define the imaginary time propagation T (t) of T by
the general Hamiltonian H to be
T (t) = e−tHTetH . (II.14)
For t > 0, we obtain an operator with domain e−tHD(T ). In general T (t)∗ and (T ∗)(t) are equal
only for t = 0. Denote the time-ordered product of T1(t1), . . . , Tn(tn) by (T1(t1) · · ·Tn(tn))+, with
the definition
(T1(t1) · · ·Tn(tn))+ = Ti1(ti1)Ti2(ti2) · · ·Tin(tin) , where ti1 ≤ ti2 ≤ · · · ≤ tin . (II.15)
Define the pair correlation function by
Cγ(t, s) = 〈(z(t)z(s))+〉γ . (II.16)
We now make a side technical assumption that 0 ≤ H and that z(H + I)−1 is bounded. This is a
fact in case H = H0. We require this to use cyclicity of the trace in order to establish the following
twist condition.
Proposition II.2. Suppose that 0 ≤ H, that e−βH has a trace, and that z(H + I)−1 is bounded.
Then the pair correlation function Cγ(t, s) of (II.16) is a function of the difference coordinate
ξ = t− s ∈ [−β, β], and Cγ(ξ) satisfies the twist relations
Cγ(ξ + β) = e
−iΩθCγ(ξ) , if ξ ≤ 0 , and Cγ(ξ − β) = eiΩθCγ(ξ) , if ξ ≥ 0 . (II.17)
Proof. We use the definition of the pair correlation function and cyclicity of the trace. As z(H+I)−1
is bounded, we can also cyclically permute factors of z and of z in the heat-kernel regularized trace.
Note that z(t+ t′) = e−t
′Hz(t)et
′H . Then for 0 ≤ t ≤ s ≤ β and 0 ≤ t + a ≤ s+ a ≤ β, we have
Cγ(t+ a, s+ a) = 〈z(t + a)z(s + a)〉γ =
〈
e−aHz(t)z(s)eaH
〉
γ
= 〈z(t)z(s)〉γ = Cγ(t, s) . (II.18)
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For 0 ≤ s ≤ t ≤ β and 0 ≤ s + a ≤ t + a ≤ β the same result holds. Hence Cγ(t, s) = Cγ(ξ) is a
function of the time difference.
We extablish the twist property in a similar fashion. For 0 ≤ t ≤ s ≤ β, we have
Cγ(t− s+ β) = 〈(z(t− s+ β)z(0))+〉γ = 〈z(0)z(t− s + β)〉γ
= e−iΩθ 〈z(t− s+ β)z(β)〉γ = e−iΩθCγ(t− s) . (II.19)
For the case 0 ≤ s ≤ t ≤ β, write
Cγ(t− s− β) = 〈(z(t− s)z(β))+〉γ = 〈z(t− s)z(β)〉γ
= eiΩθ 〈z(0)z(t− s)〉γ = eiΩθ 〈(z(t− s)z(0))+〉γ
= eiΩθCγ(t− s) . (II.20)
II.4 Holonomy Moves
In this brief section we explain the idea of holonomy moves, namely the elementary steps in the
holonomy expansion that we introduced in [7]. We explore here an elementary special case of a
holonomy move. This case arises if we assume that there exists a complex-valued function s =
s(m, β, θ) such that S satisfies the commutation relation,
Se−βHU(θ)∗ = se−βHU(θ)∗S . (II.21)
Let 〈ST 〉γ denote the twisted expectation of the product of S and T .
An S-holonomy move is an identity that involves moving S through the trace, and cyclically
back to its original position. In particular, we may move S in a clockwise fashion and exploit the
relation (II.21) to permute S cyclically in the trace. We find that
〈ST 〉γ = 〈TS〉γ + 〈[S, T ]〉γ = s〈ST 〉γ + 〈[S, T ]〉γ . (II.22)
As long as s 6= 1, this S-holonomy move generates the identity between expectations,
〈ST 〉γ =
1
(1− s)〈[S, T ]〉γ . (II.23)
The same identity can be written as
〈ST 〉γ =
−s−1
(1− s−1)〈[S, T ]〉γ . (II.24)
We might also interpret this latter identity as coming from counter-clockwise movement of S through
the expectation, which generates the relation
〈ST 〉γ = s−1〈TS〉γ = s−1〈ST 〉γ + s−1〈[T, S]〉γ . (II.25)
We use the S-holonomy identity (II.23), (II.24) below.
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II.5 The Twisted Oscillator Gibbs Functional is Gaussian
In this section we show that the twisted Gibbs expectation is Gaussian. Our proof is an elementary
application of two holonomy moves. Let {(t1, si1), (t2, si2), . . . , (tn, sin)} denote one of the n! pairing
of {t1, . . . , tn} with {s1, . . . , sn}.
Proposition II.3. Let H = H0 and |γ| < 1. Then the pair correlation function Cγ(t, s) = Cγ(ξ)
equals
Cγ(ξ) =
1
2m
γ
(1− γ)e
−mξ +
1
2m
γ
(1− γ)e
mξ +
1
2m
e−m|ξ| , (II.26)
and
0 < Cγ(0) =
1
2m
(
1− |γ|2
|1− γ|2
)
. (II.27)
Furthermore, the general expectation (II.11) of time-ordered products of coordinates satisfies the
Gaussian relation
〈
(z(t1) · · · z(tn)z(s1) · · · z(sr))+
〉
γ
= δnr
∑
pairings
Cγ(t1 − si1) · · ·Cγ(tn − sin) . (II.28)
Remark. In particular, if t1 = t2 = · · · = tn = s1 = · · · = sn, then
〈
(zz)n
〉
γ
= n!Cγ(0)
n.
Proof. Let us begin by verifying (II.28). In the course of this we also show (II.26). Hence (II.27)
results from the evaluation
Cγ(0) =
1
2m
(
γ
1− γ +
γ
1− γ + 1
)
=
1
2m
(
1− |γ|2
|1− γ|2
)
. (II.29)
We argue that (II.28) vanishes except for n = r. As U(θ) commutes with H , the expectation 〈 · 〉γ
is invariant under U(θ) in the sense that
〈T 〉γ = 〈U(θ)TU(θ)∗〉γ . (II.30)
We take for T the time-ordered product, T = (z(t1) · · · z(tn)z(s1) · · · z(sr))+. Then we have
U(θ)TU(θ)∗ = eiΩθ(r−n)T , (II.31)
and
〈T 〉γ = eiΩθ(r−n) 〈T 〉γ (II.32)
for all θ. In case n 6= r, this can only be the case for 〈T 〉γ = 0. Thus we restrict attention to the
case n = r.
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It is no loss of generality to relabel the times so that the smallest time is either s1 or t1. Let us
first consider the case that 0 ≤ s1 ≤ t1 ≤ β. Define
T = es1H (z(t1) · · · z(tn)z(s2) · · · z(sn))+ e−s1H . (II.33)
Furthermore, let Ti, for 1 ≤ i ≤ n, denote T with the factor z(ti) omitted. We rewrite the
expectation (II.28) in terms of the operators T and Tj. Since H and U(θ) commute, by cyclicity of
the trace we can write 〈
(z(t1) · · · z(tn)z(s1) · · · z(sn))+
〉
γ
= 〈zT 〉γ . (II.34)
We claim that this expectation satisfies the Gaussian recursion relation
〈
(z(t1) · · · z(tn)z(s1) · · · z(sr))+
〉
γ
= 〈zT 〉γ =
n∑
j=1
Cγ(tj − s1) 〈Tj〉γ . (II.35)
The second case, on the other hand, is 0 ≤ t1 ≤ s1 ≤ β. In this case we define
S = et1H (z(t2) · · · z(tn)z(s1) · · · z(sn))+ e−t1H , (II.36)
and we have 〈
(z(t1) · · · z(tn)z(s1) · · · z(sn))+
〉
γ
= 〈zS〉γ (II.37)
Define Si, for 1 ≤ i ≤ n, as the operator S with the factor z(si) omitted. In this case, we claim
that this expectation satisfies the conjugate Gaussian recursion relation
〈
(z(t1) · · · z(tn)z(s1) · · · z(sn))+
〉
γ
= 〈zS〉γ =
n∑
j=1
Cγ(t1 − sj) 〈Sj〉γ . (II.38)
The identity (II.28) then follows by iteration of the recursion relations (II.35) and (II.38).
We now prove (II.35) and (II.38), and thereby complete the proof of the proposition. Begin the
proof of (II.35) by rewriting (II.34) in a form where we can apply a holonomy move (II.23), with S
equal to an annihilation operator or a creation operator. Using (II.3),
〈
(z(t1) · · · z(tn)z(s1) · · · z(sn))+
〉
γ
=
1√
2m
〈
(a∗+ + a−)T
〉
γ
. (II.39)
Let us consider the two terms separately.
In performing a holonomy move, we need to evaluate the commutators between a− and T or
between a∗+ and T . One can commute a± with z or z using
[a−, z] = (2m)
−1/2 = −[a∗+, z] and [a∗+, z] = [a−, z] = 0 . (II.40)
These identities follow from (II.3) and the canonical commutation relations (II.2). In order to
commute a± with e
−tH or U(θ), use the basic identities that are a consequence of (II.4),
a±e
−tH = e−tme−tHa± , and a±U(θ)
∗ = e∓iΩθU(θ)∗a± . (II.41)
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Thus
a−e
−βHU(θ)∗ = γe−βHU(θ)∗a− , and a+e
−βHU(θ)∗ = γe−βHU(θ)∗a+ , (II.42)
The relation (II.42) shows that a− and a+ satisfy the hypothesis (II.21) with s = e
−mβ+iΩθ = γ and
s = γ respectively. Furthermore, by substituting U(−θ) for U(θ) and taking adjoints, we obtain
similar relations for a∗±,
a∗+e
−βHU(θ)∗ = γ−1e−βHU(θ)∗a∗+ , and a
∗
−e
−βHU(θ)∗ = γ−1e−βHU(θ)∗a∗− . (II.43)
Hence a± and their adjoints may be used to define holonomy moves of the form (II.23) or (II.24).
Let us begin by expanding the second term in (II.39). We perform an a−-holonomy move and
substitute the identity (II.23). Using (II.40) and (II.41) we have
[a−, T ] =
n∑
j=1
1√
2m
e−m(tj−s1)Tj . (II.44)
Therefore
1√
2m
〈a−T 〉γ =
1
2m
1
(1− γ)
n∑
j=1
e−m(tj−s1) 〈Tj〉γ . (II.45)
On the other hand, for the first term in (II.39), we choose perform an a∗+-holonomy move. In this
case, we refer to (II.43) that gives the representation (II.21) with s−1 = γ. Use (II.40) to obtain
[a∗+, T ] = −
n∑
j=1
1√
2m
em(tj−s1)Tj . (II.46)
Then we write the alternative form (II.24) of the a+-holonomy move as
1√
2m
〈
a∗+T
〉
γ
=
1
2m
γ
(1− γ)
n∑
j=1
em(tj−s1) 〈Tj〉γ . (II.47)
Add (II.45) and (II.47), so that (II.34)—(II.39) become
〈zT 〉γ =
n∑
j=1
1
2m
(
γ
(1− γ)e
m(tj−s1) +
1
(1− γ)e
−m(tj−s1)
)
〈Tj〉γ . (II.48)
Note that in the case n = 1, then T1 = I and 〈zT 〉γ = Cγ(t1 − s1). Thus we have also proved that
(in the case that 0 ≤ s1 ≤ t1 ≤ β)
Cγ(t1 − s1) = 1
2m
(
γ
(1− γ)e
m(t1−s1) +
1
(1− γ)e
−m(t1−s1)
)
, (II.49)
as claimed in (II.26). Insert the identity (II.49) into (II.48), to yield the desired recursion relation
(II.35).
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Next, let us treat the case 0 ≤ t1 ≤ s1 ≤ β and establish (II.38). In place of (II.39), we use
〈
(z(t1) · · · z(tn)z(s1) · · · z(sn))+
〉
γ
=
1√
2m
〈
(a+ + a
∗
−)S
〉
γ
, (II.50)
with S given by (II.36). Consider first the a+-term, and perform an a+-holonony; observe that
(II.43) ensures s = γ. Furthermore, in place of (II.44), we use
[a+, S] =
n∑
j=1
1√
2m
e−m(sj−t1)Sj . (II.51)
Thus
1√
2m
〈a+S〉γ =
1
2m
1
(1− γ)
n∑
j=1
e−m(sj−t1)〈Sj〉γ . (II.52)
Similarly, we obtain
1√
2m
〈
a∗−S
〉
γ
=
1
2m
γ
(1− γ)
n∑
j=1
em(sj−t1)〈Sj〉γ . (II.53)
Adding (II.52) and (II.53) we infer,
〈zS〉γ =
n∑
j=1
1
2m
(
1
(1− γ)e
−m(sj−t1) +
γ
(1− γ)e
m(sj−t1)
)
〈Sj〉γ . (II.54)
In the case n = 1, note that S1 = I, so that (II.54) reduces to
Cγ(t1 − s1) = 1
2m
(
1
(1− γ)e
−m(s1−t1) +
γ
(1− γ)e
m(s1−t1)
)
, (II.55)
thus establishing (II.26) in the case 0 ≤ t1 ≤ s1 ≤ β. Inserting this identity into (II.54) completes
the proof of (II.38) and of the proposition.
II.6 Fourier Expansions
We encouter functions f(t) on the interval [0, β] that are continuous and satisfy the twisted peri-
odicity condition
f(β) = e−iΩθf(0) . (II.56)
According to Proposition II.2, the kernels Cγ(t) and Cγ(t− β) have this property. We expand such
functions in Fourier representation of the form
f(t) =
∑
E∈ 2pi
β
Z
fˆ(E)eiEte−iΩθt/β . (II.57)
In fact, on the interval [0, β], linear combinations of the Fourier basis functions
{
eiEt
}
with βE ∈
2πZ are a dense subset of L2([0, β], dt). Furthermore the smooth function of t, e−iΩθt/β , defines a
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multiplication operator on L2([0, β]). The modulus of this function is one, so the multiplication
operator is unitary. Thus the functions
{
eiEte−iΩθt/β
}
also span L2. Functions f(t) on [0, β],
that have pointwise convergent Fourier representations (II.57), both satisfy the boundary condition
(II.56) also extend (using this representation) to functions on the line R that satisfy the twist
relation
f(t+ β) = e−iΩθf(t) . (II.58)
We may also rewrite this relation as follows. Define the set
Kγ = {E : βE = 2πZ− Ωθ} . (II.59)
Then
f(t) =
∑
E∈Kγ
fˆ(E)eiEt , (II.60)
with
βfˆ(E) =
∫ β
0
f(t)e−iEtdt , (II.61)
and ∫ β
0
|f(t)|2dt = β ∑
E∈Kγ
|fˆ(E)|2 . (II.62)
II.7 The Oscillator Pair Correlation Operator
Regard the pair correlation function Cγ(t, s) as the integral kernel of an operator Cγ on L
2([0, β], dt),
so
(Cγf)(t) =
∫ β
0
Cγ(t, s)f(s)ds . (II.63)
Denote Cγ the pair correlation operator.
Proposition II.4 The operator Cγ is self-adjoint, strictly positive, and bounded. In fact,
0 < Cγ = C
∗
γ ≤ M , (II.64)
where the upper bound M equals
M = max



(Ωθ
β
)2
+m2


−1
,

(2π − Ωθ
β
)2
+m2


−1

 . (II.65)
In particular, M is singular only if θ ∈ {0, 2π/Ω} = Υsing and also m→ 0.
Proof. The function (II.26) satisfies
Cγ(s, t) = Cγ(t, s) = Cγ(t, s) . (II.66)
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Thus Cγ is a hermitian operator. Furthermore, Cγ(t, s) is a bounded function on the compact set
[0, β]× [0, β], so the operator Cγ is Hilbert–Schmidt. In particular Cγ is bounded and self-adjoint.
In order to show that Cγ is strictly positive and to compute the upper bound M , we compute the
spectrum of Cγ.
We compute the Fourier series for Cγ(ξ). The variable ξ lies in the interval [−β, β] and the
Cγ(ξ) satisfies the twist relation (II.17). Thus
Cγ(ξ) =
∑
E∈Kγ
Cˆγ(E)e
iEξ (II.67)
with the consequence that
〈f, Cγg〉 =
∫ β
0
dt
∫ β
0
dsf(t)Cγ(t− s)g(s)
= β2
∑
E∈Kγ
Cˆγ(E)fˆ(E)gˆ(E) . (II.68)
This identity gives a diagonalization of Cγ, so the spectrum of Cγ is the set of values of
βCˆγ(E) =
∫ β
0
Cγ(ξ)e
−iEξdξ , (II.69)
as E ranges over Kγ, and for such E we have
1
1− γ
∫ β
0
e−(m+iE)ξdξ =
1
m+ iE
, and
γ
1− γ
∫ β
0
e(m−iE)ξdξ =
1
m− iE . (II.70)
Hence we infer from (II.26) that
βCˆγ(E) =
1
2m
(
1
m+ iE
+
1
m− iE
)
=
1
E2 +m2
. (II.71)
The positivity of Cγ follows, as well as the value of M = ‖Cγ‖ in (II.65), namely
M = sup
E∈Kγ
(
E2 +m2
)−1
. (II.72)
Hence the proof of the proposition is complete.
We summarize the last calculation by the statement,
Proposition II.5 The pair correlation function Cγ(t, s) has a Fourier series
Cγ(t, s) =
1
β
∑
E∈Kγ
1
E2 +m2
eiE(t−s) , (II.73)
where Kγ is defined in (II.59).
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II.8 The Oscillator Pair Correlation Function Has a Complex Period
The pair correlation function Cγ(t, s) = Cγ(t− s) is a function of the difference variable ξ = t− s.
We now see that Cγ(ξ) has a natural extension to all complex ξ, and this function has a complex
period. Let ℜ(ξ) and ℑ(ξ) denote the real and imaginary parts of ξ respectively. This extension is
neither holomorphic nor antiholomorphic, but in each strip nβ < ℜ(ξ) < (n + 1)β, it is the sum
of a holomorphic and an antiholomorphic part. Furthermore, it is continuous, single-valued, and
periodic, with a complex period η. The extension also obeys the reflection principle
Cγ(ξ) = Cγ(−ξ) . (II.74)
For ξ real, the limiting case γ = 0 (obtained from Cγ(ξ) as β → ∞) equals 12me−m|ξ|. Let us
define the extension of C0(ξ) to all ξ ∈ C by
C0(ξ) =
{
1
2m
emξ if ℜ(ξ) ≤ 0
1
2m
e−mξ if 0 ≤ ℜ(ξ) . (II.75)
Clearly, (II.75) satisfies (II.74). Introduce the complex periodic function
Cγ(ξ) =
∑
k∈Z
C0(ξ + kη) , (II.76)
defined for all complex ξ. We choose the period η of Cγ(ξ) to equal
η = β + i
Ωθ
m
, so γ = e−mη . (II.77)
We now show that the sum (II.76) agrees with the function (II.26) in the domain of definition of
the latter, and thereby defines a natural extension of (II.26) to the entire complex ξ plane.
Proposition II.6. Let Cγ(ξ) and η be given by (II.76) and (II.77) respectively, with |γ| < 1. Then
a. Given n ∈ Z, let ξ lie in the strip nβ ≤ ℜ(ξ) ≤ (n+ 1)β. We also write ξ = nβ + ξ1. Then
Cγ(ξ) =
e−inΩθ
2m
[
e−mξ1
(
1
1− γ
)
+ emξ1
(
γ
1− γ
)]
. (II.78)
b. For real ξ in the interval −β ≤ ξ ≤ β, the function Cγ(ξ) in (II.78) agrees with (II.26).
c. The function Cγ(ξ) in (II.78) obeys reflection symmetry (II.74), and also satisfies the period-
icity relations
Cγ(ξ + η) = Cγ(ξ) , and Cγ(ξ + β) = e
−iΩθCγ(ξ) , (II.79)
for all ξ ∈ C.
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Proof. The representation (II.78) follows from (II.75) and the definition (II.76). We evaluate the
sum over translations kη, k ∈ Z, by splitting the sum into the two ranges −∞ < k ≤ −n − 1 and
−n ≤ k <∞. Note that the expression (II.78) is single valued. In fact, it is the convergent sum of
translations of the single-valued function (II.75). The value of (II.78) with ℜ(ξ) = nβ is
e−inΩθ
2m
eimℑ(ξ1)
(
γ
1− γ +
1
1− γ
)
=
e−inΩθ
2m
eimℑ(ξ1)
(
1− |γ|2
|1− γ|2
)
. (II.80)
This could be obtained either from the formula (II.78) applied with ξ1 purely imaginary, or with
ℜ(ξ1) = β. Thus we have verified part (a) of the proposition.
The proof of statement (b) of the proposition merely involves the inspection of the function
defined by (II.26). Compare it with (II.78) in the case that −β ≤ ξ ≤ β (namely for n = −1
yielding −β ≤ ξ ≤ 0 and for n = 0 yielding 0 ≤ ξ ≤ β). We easily conclude that the two functions
agree.
In order to verify the reflection symmetry (II.74), we use this symmetry for C0. Then
Cγ(−ξ) =
∑
n∈Z
C0(−ξ + nη) =
∑
n∈Z
C0(−ξ − nη) =
∑
n∈Z
C0(ξ + nη) = Cγ(ξ) , (II.81)
establishing the desired identity. Also the fact that Cγ(ξ) is periodic with period η is a consequence
of the definition (II.76). Then, for all ξ,
Cγ(ξ + β) = Cγ(ξ + β − η) = Cγ
(
ξ − iΩθ
m
)
. (II.82)
But ξ and ξ − iΩθ
m
have the same real part. Hence using (II.78) to evaluate (II.82), we find that
translation by −iΩθ/m does not affect n. In only affects the exponential factors in (II.78), and each
is multiplied by e−iΩθ. This ensures that Cγ(ξ + β) = e
−iΩθCγ(ξ). This verifies statement (c). We
have now checked all parts of Proposition II.6.
III The Gaussian Path-Space Measure dµγ
III.1 The Twisted Laplacian and its Green’s Operator
Let Sθ([0, β]) denote the space of C∞ functions on [0, β] that have Fourier representations of the
form
f(t) =
∑
E∈Kγ
fˆ(E)ei(E−Ωθ/β)t , (III.1)
where the coefficients fˆ(E) are rapidly decreasing in E. Such functions are C∞ and satisfy the
twist relation
f(t+ β) = e−iΩθf(t) . (III.2)
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Endow Sθ([0, β]) with the usual Freˆchet topology, given by the countable set of norms
||f ||n = sup
E∈ 2pi
β
Z
(1 + E2)n|fˆ(E)| , (III.3)
and as such Sθ([0, β]) is a nuclear space. The operator ddt acting on L2([0, β]) with domain Sθ([0, β])
is skew-symmetric. Let Dθ denote its closure. The operator −iDθ is self-adjoint.4 Also the twisted
Laplace operator D2θ is the self-adjoint closure of
d2
dt2
on the domain Sθ([0, β]). The resolvent of the
twisted Laplace operator is called the twisted Green’s operator. We designate it
Gθ = (−D2θ +m2)−1 , (III.4)
and call m > 0 the mass using the usual name from physics. As an operator on Sθ([0, β]), or as
an operator on L2([0, β]), the twisted Green’s operator Gθ has an integral kernel Gθ(t, s) that we
denote the twisted Green’s function. The twisted Laplace operator is translation invariant, and
hence so is the twisted Green’s operator. In terms of the Green’s function, Gθ(t, s) = Gθ(t− s).
Theorem III.1. The Green’s operator Gθ equals the pair correlation operator Cγ defined in (II.63),
Gθ = Cγ =
(
−D2θ +m2
)−1
. (III.5)
Proof. Identifying the operators Cγ and Gθ is equivalent to identifying their integral kernels, or the
Fourier series of these kernels. We computed the Fourier series for the kernel of Cγ in Proposition
II.5, and clearly this agrees with the Fourier series for the kernel of Gθ. Thus the operators agree.
In addition, the orthonormal basis of functions
eE(t) = β
−1/2eiEt ∈ Sθ([0, β]) , E ∈ Kγ , (III.6)
are eigenfunctions of the operator Cγ, corresponding to eigenvalues are (E
2 +m2)−1.
III.2 The Measure
Consider the Schwartz space Sθ with the topology given by the countable set of norms (III.3). Let
ωθ ∈ S ′θ denote a path in the space of distributions dual to Sθ. Continuous functions ωθ(t) pair with
elements of Sθ through the bilinear relation
ωθ(f) =
∫ β
0
ωθ(t)f(t)dt , (III.7)
4Note that d
dt
defined on the domain C∞
0
([0, β]) of smooth, compactly supported functions, has deficiency indices
(1, 1), so d
dt
has a one-parameter family of skew-adjoint extensions. Here θ parameterizes this family, as Wightman
discussed in his 1964 Carge`se lectures [8].
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and this pairing extends by continuity to S ′θ. The pair correlation operator Cγ maps S ′θ continuously
into itself. Therefore there is an adjoint map C+γ that is a continuous linear transformation of S ′θ
into itself, defined by
(C+γ ωθ)(f) = ωθ(Cγf) (III.8)
The kernel C+γ (t, s) = C
+
γ (t − s) of C+γ is the complex conjugate of the kernel of Cγ, so using the
twist relation of Proposition II.2, we infer
C+γ (t− s+ β) = eiΩθC+γ (t− s) . (III.9)
As a consequence, continuous elements ωθ satisfy a twist relation dual to the twist relation (II.58)
for functions, namely
ωθ(t+ β) = e
iΩθωθ(t) . (III.10)
The identification of Cγ in Theorem III.1 ensures that if
|γ| ≤ 1 , γ 6= 1 , (III.11)
then Cγ is a continuous map of Sθ to Sθ in the Schwartz space topology. Furthermore, acting
on L2([0, β]), the operator Cγ is strictly positive and has a bounded operator norm. Such a Cγ
is an appropriate covariance operator for a Gaussian probability measure on the dual space S ′θ of
generalized functions. See for example Chapter IV of [1], §A.3–A.6 of [2].
Definition III.2. Let |γ| ≤ 1 and γ 6= 1. Let dµγ = dµγ(ωθ(·)) denote the Gaussian probability
measure on S ′θ with vanishing first moments∫
ωθ(f)dµγ = 0 =
∫
ωθ(f)dµγ , (III.12)
and with second moments∫
ωθ(f)ωθ(g)dµγ = 0 , and
∫
ωθ(f)ωθ(g)dµγ = 〈f, Cγf〉L2 . (III.13)
The Gaussian recursion relation for moments of dµγ, along with (III.13) ensure that the moments∫
S′
θ
ωθ(t1)ωθ(t2) · · ·ωθ(tn)ωθ(s1)ωθ(s2) · · ·ωθ(sr)dµγ (III.14)
vanish unless n = r. As usual, the measure dµγ is concentrated on the set of Ho¨lder-continuous
functions on [0, β] with exponent less than 1
2
. We now identity that the twisted Gibbs functional
〈 · 〉γ of (II.11), applied to coordinates, equals the moments of the measure dµγ.
Proposition III.3. (Gaussian Feynman-Kac Identity) Let H = H0 and |γ| < 1. Consider
the expectation
〈 · 〉γ =
TrH(U(θ)
∗ · e−βH0)
TrH(U(θ)
∗e−βH0)
. (III.15)
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Then expectations of time-ordered products of coordinates, defined in (II.15), are moments of dµγ.
〈
(z(t1)z(t2) · · · z(tn)z(s1)z(s2) · · · z(sr))+
〉
γ
=
∫
S′
θ
ωθ(t1)ωθ(t2) · · ·ωθ(tn)ωθ(s1)ωθ(s2) · · ·ωθ(sr)dµγ .
(III.16)
Proof. According to Proposition II.3, the left side of (III.16) is a Gaussian functional, and it
vanishes unless n = r. The right side of (III.16) is Gaussian by definition. Likewise in Definition
III.2 the first moments of the measure dµγ(ωθ(·)) are defined to vanish. Hence it is sufficient to
identify the n = r = 1 expectation on the left side of (III.16) with the corresponding second moment
on the right side of (III.16). But the n = 1 expectations agree by definition, so the proof is complete.
Remark 1. The twisted expectation (III.16) of time-ordered products of coordinates agrees with
the moments of the measure dµγ. So it is natural to use the same notation 〈 · 〉γ for an integral
in S ′θ and also for the twisted Gibbs functional on the Hilbert space L2(C). This notation should
cause no confusion, so we write
〈F 〉γ =
∫
S′
θ
F (ωθ, ωθ)dµγ . (III.17)
Remark 2. The measures dµ are associated with distinct notions of positivity. The first notion is
ordinary positivity as a measure stating that the integral of a positive function is positive,
∫
|A|2dµβ,θ ≥ 0 . (III.18)
A second notion of positivity expresses the fact that the Gibbs state at zero twist must be positive
when evaluated on a positive operator,
〈
Aˆ∗Aˆ
〉
β,0
≥ 0 . (III.19)
This condition is called reflection positivity when it is expressed in terms of the measure. Suppose
that the operator Aˆ denotes a time-ordered product of the coordinates z(tj) and the z(tj)’s, where
β/2 ≤ tj ≤ β. Let A denote the same product of ωθ(tj)’s and ωθ(tj)’s. Define a linear time
reflection operator Θ on paths so that it reflects the time of a path about the midpoint of the time
interval [0, β]. In particular, let (Θωθ)(t) = ωθ(β − t). Extend this definition to functions of paths
as (ΘA)(ωθ) = A(Θωθ). Then (III.19) is equivalent to the statement that
〈
Aˆ∗Aˆ
〉
β,0
=
∫
(ΘA)(ωθ)A(ωθ)dµβ,0 ≥ 0 , (III.20)
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where A(ωθ) denotes complex conjugation of the function A(ωθ). For θ = 0, the measure dµβ,0(ωθ0)
satisfies reflection positivity. The reflection positivity of a Gaussian measure is equivalent to reflec-
tion positivity of its covariance.5
III.3 Gaussian Integration by Parts and Mass Renormalization
The measure dµγ with covariance Cγ(t, s) satisfies an integration by parts formula. Let us consider
the path ωθ and the complex conjugate path ωθ as varying independently, and let F (ωθ, ωθ) denote
a functional on on S ′θ. We say that F is differentiable if for 0 < t < β the limits
∂F
∂ωθ(t)
= lim
ǫ→0
F (ωθ + ǫδt, ωθ)− F (ωθ, ωθ)
ǫ
and
∂F
∂ωθ(t)
= lim
ǫ→0
F (ωθ, ωθ + ǫδt)− F (ωθ, ωθ)
ǫ
(III.21)
exist, where δt denotes the Dirac measure translated by t. We may assume that the limit defines
an element of S ′θ. Since Cγ acts on Sθ, it also acts on S ′θ, and we denote this action by
ωθ(·)→ (Cγωθ)(·) =
∫ β
0
Cγ(·, t)ωθ(t)dt . (III.22)
Proposition III.4. (Integration by Parts) Let F denote a differentiable, polynomially bounded
function, and let |γ| < 1. Then
〈ωθ(s)F 〉γ =
∫ β
0
Cγ(s, t)
〈
∂F
∂ωθ(t)
〉
γ
dt , and 〈ωθ(t)F 〉γ =
∫ β
0
Cγ(s, t)
〈
∂F
∂ωθ(s)
〉
γ
ds . (III.23)
Remark. These identities follow immediately from the properties of Gaussian integrals. The
two relations (III.23) are related to each other by complex conjugation. The continuity of the
expectations
〈
∂F
∂ωθ(t)
〉
γ
, etc., at the endpoints of the interval s ∈ [0, β] ensures that the integration
can be extended to the endpoint. This is the case if ωθ is averaged with smooth test functions.
In terms of the Feynman-Kac expectations, a special case integration by parts corresponds to the
recursion relation (II.35) for the trace functional. In this case we require Dirac measures as test
functions. Take, F (ωθ, ωθ) = ωθ(δs2−s1) · · ·ωθ(δsn−s1)ωθ(δt1−s1)ωθ(δtn−s1). Then
〈zT 〉γ = 〈ωθ(0)F 〉γ =
∫ β
0
Cγ(0, t)
〈
∂F
∂ωθ(t)
〉
γ
dt (III.24)
generates the relation (II.35).
Given ǫ ≥ 0, introduce the measure
dµγ,ǫ =
1
Z(γ, ǫ)
e−ǫ
2
∫ β
0
|ωθ(s)|
2dsdµγ , (III.25)
5For a discussion of reflection positivity in more detail, see [2].
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where the partition function is
Z(γ, ǫ) =
〈
e−ǫ
2
∫ β
0
|ωθ(s)|
2ds
〉
γ
=
∫
S′
θ
e−ǫ
2
∫ β
0
|ωθ(s)|
2dsdµγ . (III.26)
Also define the expectation
〈F 〉γ,ǫ =
∫
S′
θ
Fdµγ,ǫ . (III.27)
Proposition III.5. (Mass Renormalization) Let γ = e−mβ+iΩθ, where |γ| < 1, and let ǫ > 0.
Also let m′ =
√
m2 + ǫ2 and γ′ = e−m
′β+iΩθ. Then
dµγ,ǫ = dµγ′ . (III.28)
Furthermore,
Z(γ, ǫ) =
|1− γ |2
|1− γ′|2 e
β(m−m′) . (III.29)
Proof. The measures dµγ,ǫ and dµγ′ are both Gaussian probability measures with mean zero. There-
fore the measures agree if and only if they have the same covariance matrix. We use the integration
by parts identity (III.23) to prove this fact. Start from this identity applied to
〈
ωθ(t)ωθ(s)
〉
γ,ǫ
,
yielding 〈
ωθ(t)ωθ(s)
〉
γ,ǫ
= Cγ(t, s)− ǫ2
∫ β
0
Cγ(t, u)
〈
ωθ(u)ωθ(s)
〉
γ,ǫ
du . (III.30)
This can also be written
(I + ǫ2Cγ)
〈
ωθ(·)ωθ(s)
〉
γ,ǫ
= Cγ(·, s) , (III.31)
with Cγ = (−D2θ +m2)−1. The solution to this linear equation is the covariance Cγ,ǫ of dµγ,ǫ with
the kernel Cγ,ǫ(t, s) =
∫
S′
θ
ωθ(t)ωθ(s)dµγ,ǫ =
〈
ωθ(t)ωθ(s)
〉
γ,ǫ
. Then
Cγ,ǫ = (I + ǫ
2Cγ)
−1Cγ = (C
−1
γ + ǫ
2)−1 = (−D2θ +m2 + ǫ2)−1 = Cγ′ , (III.32)
as claimed.
As a consequence of the mass renormalization formula, and with H given in (II.4), we have the
identity
Z(γ, ǫ) =
TrH
(
U(θ)∗e−β(H+ǫ
2|z|2)
)
TrH (U(θ)
∗e−βH)
. (III.33)
Furthermore by Proposition II.1,
TrH
(
U(θ)∗e−β(−∂∂+m
′2|z|2−m′)
)
=
1
|1− γ′|2 , (III.34)
so (III.29) follows.
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III.4 Gaussian Normal Ordering of Operator Products
Each Gaussian functional 〈 · 〉γ on coordinates z(t) and z(s) defines a “normal-ordering” of polyno-
mials in the coordinates. In the case that this functional is the expectation on the zero-particle state
in H, namely for the case that q = 0, the normal-ordered product coincides with the Wick-ordered
product. We denote the normal-ordering of z(t)r z(t)s by
...z(t)r z(t)s
...γ. Define
cγ = Cγ(0) > 0 , (III.35)
where the positivity is a consequence of (II.27). Let
...z(t)r z(t)s
...γ =
min{r,s}∑
j=0
(−1)j
(
r
j
)(
s
j
)
j! cjγ z(t)
r−j z(t)s−j . (III.36)
In particular, a few of these normal-ordered monomials are
...z(t)n
...γ = z(t)
n ,
...z(t)n
...γ = z(t)
n , (III.37)
...|z(t)|2...γ = |z(t)|2 − cγ , (III.38)
...|z(t)|4...γ = |z(t)|4 − 4cγ|z(t)|2 + 2c2γ , (III.39)
...|z(t)|6...γ = |z(t)|6 − 9cγ|z(t)|4 + 18c2γ|z(t)|2 − 6c3γ . (III.40)
Note that
(
r
j
)2
j! = (
(
r
j
)
j!)2 1
j!
, so another expression for the normal-ordered monomial is
...zr zs
...γ = e
−cγ∂∂zr zs . (III.41)
This latter definition preserves its form when extended linearly to a general class of functions of z
and z at equal time. For γ 6= 0, the constant cγ has a limit as m→ 0 with θ fixed (see below); on
the other hand, the no-particle expectation of |z|2 diverges. For this reason, we conclude that the
qualitative behavior of normal-ordered monomials depends on whether γ = 0. We are interested in
certain aspects of the infra-red (γ → 0) limit.
A principle property of these normal-ordered monomials is their orthogonality in the sense that〈
...z(t)rz(t)s
...γ
...z(t′)r
′
z(t′)s
′...γ
〉
γ
= δrs′δsr′ r! s!Cγ(t− t′)rCγ(t′ − t)s , (III.42)
and in particular 〈
...z(t)rz(t)s
...γ
〉
γ
= 0 . (III.43)
Also for r = s and r′ = s′,〈
...|z(t)|2r...γ ...|z(t′)|2r′ ...γ
〉
γ
= δrr′r!
2|Cγ(t− t′)|2r . (III.44)
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III.5 Gaussian Normal Ordering on Path Space
There is an equivalent notion of Gaussian normal-ordering of functions of paths ωθ(t) on S ′θ. In this
case, normal ordering of a monomial with respect to the measure dµγ arises as the orthogonalization
of the monomial to polynomials of lower degree in ωθ or ωθ. This leads to polynomials in ωθ and
ωθ. In particular, with the definition
∆ωθ =
∫
0≤t,s≤β
Cγ(t− s) ∂
∂ωθ(t)
∂
∂ωθ(s)
dtds , (III.45)
we can define
...F (ωθ, ωθ)
...γ = e
−∆ωθF (ωθ, ωθ) . (III.46)
Then some normal-ordered (Hermite) polynomials are In particular, a few of these normal-ordered
monomials are
...ωθ(t)
n...γ = ωθ(t)
n ,
...ωθ(t)
n...γ = ωθ(t)
n , (III.47)
...|ωθ(t)|2...γ = |ωθ(t)|2 − cγ , (III.48)
...|ωθ(t)|4...γ = |ωθ(t)|4 − 4cγ|ωθ(t)|2 + 2c2γ , (III.49)
...|ωθ(t)|6...γ = |ωθ(t)|6 − 9cγ|ωθ(t)|4 + 18c2γ|ωθ(t)|2 − 6c3γ , (III.50)
etc. The integrals of these polynomials satisfy〈
...ωθ(t)
r ωθ(t)
s ...γ
...ωθ(t
′)r
′
ωθ(t
′)s
′...γ
〉
γ
= δrs′δsr′ r! s!Cγ(t− t′)rCγ(t′ − t)s . (III.51)
III.6 The Zero-Mass Limit (m→ 0)
We consider here the m→ 0 limit with the inverse temperature β fixed. In terms of γ this entails
the radial limit |γ| → 1. Neither the expectation (II.11), nor the coordinates (II.3) are defined
in this limit. However, the measure dµγ is well-defined. The following result, combined with the
identity of Proposition III.3, allows us to extend the functional (II.11) to the case m = 0. Recall
the definition of Υsing in (I.16), as well as the normalizing factor Zγ given in (II.11).
Proposition III.6. Let γ = e−mβ+iΩθ, and |γ| < 1.
a. There is a constant M , independent of m, β, θ such that the partition function Zγ satisfies
0 < Zγ ≤ M
β2m2
. (III.52)
b. If θ 6∈ Υsing, then the measures dµγ(ωθ(·)) converge weakly as measures on S ′θ as m→ 0 with
β, θ fixed.
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c. The expectations
〈
(z(t1)z(t2) · · · z(tn)z(s1)z(s2) · · · z(sm))+
〉
γ
converge as m → 0 with β, θ
fixed.
Remark 1. For a particular phase eiΩθ the nuclear space Sθ is independent of m. Thus we
can formulate continuity and convergence of the measures dµγ(ωθ(·)) on a fixed space S ′θ. If we
allow the phase eiΩθ of γ to vary, then we must formulate a more general notion of continuity
and convergence involving a family of measures on a family of spaces. In this broader context
convergence of moments, satisfying some uniform bound, provides a natural framework. We have
investigated such convergence in a related problem some time ago [5], but we do not discuss these
questions further here.
Remark 2. Let m = 0, and let γ = eiΩθ 6= 1. By comparing Proposition II.3, Proposition II.5 and
(II.29), we evaluate the kernel of Cγ as
Cγ(t, s) =
β
4 sin2(Ωθ
2
)
(III.53)
In fact, (III.53) is independent of t and s, so
〈f, Cγg〉L2 =
β3
4 sin2(Ωθ
2
)
fˆ(0)gˆ(0) . (III.54)
Proof. The bound (III.52) follows from the explicit form of Zγ established in Proposition II.1, as
well as the bound |1− γ| > const. βm. The bound of part (a) follows.
For fixed Ωθ the space S ′θ remains fixed. Gelfand and Vilenkin [1] show in §IV.4.2 that weak
convergence of Gaussian probability measures on a fixed nuclear space is equivalent to convergence
of the first and second moments as operators on the nuclear space. In the m → 0 limit that we
consider here, the eigenfunctions of Cγ remain fixed, while the eigenvalues converge as m→ 0,
βCˆ(E) =
1
E2 +m2
→ 1
E2
. (III.55)
For θ ∈ (0, 2π
Ω
) and bounded away from the endpoints of the interval, E is bounded away from zero.
Hence the operator Cγ is norm convergent as m→ 0.
III.7 The Zero-Temperature Limit (γ → 0)
The massive zero-temperature limit is β →∞ with m > 0 fixed, as β denotes the inverse tempera-
ture. In terms of γ, this is the limit γ → 0. The limiting covariance is just the vacuum expectation
value
lim
γ→0
Cγ(ξ) = C0(ξ) =
1
2m
e−m|ξ| , (III.56)
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and it does not depend on the twist angle θ. Interestingly, the vacuum expectation covariance
(III.56) has no zero-mass limit, and this is one aspect of the “infra-red” problem alluded to in §I.
There is a different normalization of the coordinate that corresponds to the standard normal-
ization used in the discussion of the zero-momentum mode of a quantized string. Let
zbare = m
1/2z =
1√
2
(a∗+ + a−) (III.57)
denoting the coordinate similar to (II.3) but without the scaling by m−1/2. Then the twisted
expectation of the time-ordered product of coordinates zbare and their conjugates do have a zero-
mass limit, determined by
lim
γ→0
Cbareγ (ξ) = limγ→0
〈(zbare(t)zbare(s))+〉 = Cbare0 (ξ) =
1
2
e−m|ξ| , (III.58)
Finally we remark that the m → 0 and the γ → 0 limits cannot be interchanged. The m → 0
limit of the pair correlation function (III.53) has no β →∞ limit. Likewise, the γ → 0 (or β →∞)
limit (III.56) has no m→ 0 limit.
IV The n-Component Oscillator
The oscillator treated above has a straight-forward generalization to an n-component oscillator with
the coordinate taking values in Cn. Likewise, there is an probability measure on vector valued paths,
whose integrals give rise to twisted Gibbs expectations with respect to the n-component oscillator.
We a brief outline of these properties here.
IV.1 Complex Operator Coordinates
Let z = {z1, z2, . . . , zn} ∈ Cn denote this coordinate. We may express z in terms of 2n independent
annihilation operators aj±, j = 1, . . . , n, and their adjoints,
zj =
1√
2m
(a∗j+ + aj−) , and ∂j =
√
m
2
(aj+ − a∗j−) . (IV.1)
Introduce the mutually commuting number operators N+ =
∑n
j=1 a
∗
j+aj+ and N− =
∑n
j=1 a
∗
j−aj−.
We express the Hamiltonian H = H0 and the twist generator J as
H0 =
n∑
j=1
m(Nj+ +Nj−) , and J =
n∑
j=1
Ωj(Nj+ −Nj−) . (IV.2)
We only consider equal masses here, but we allow for different twist weights Ωj for the twist in each
coordinate direction. Then U(θ) = eiJθ generates the transformation
zj → U(θ)zjU(θ)∗ = eiΩjθzj , that we also write as U(θ)zU(θ)∗ = eiΩθz . (IV.3)
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Likewise
∂j → U(θ)∂jU(θ)∗ = e−iΩjθ∂j . (IV.4)
The corresponding expectations 〈 · 〉γ on L2(Cn, dnz) depend on an n-component parameter γ =
{γ1, . . . , γn}, with γj = e−mβ+iΩjθ. On account of Proposition III.6.a, the partition function satisfies
0 < Zγ ≤ M
n
m2n
, (IV.5)
where M is a constant independent of m,n, β, θ. The expectation of one coordinate vanishes, and
the expectation of two coordinates equals
Cγ(t, s) = 〈z(t)z(s)〉γ , (IV.6)
with Cγ(t, s) = Cγ(ξ) a diagonal matrix, depending on the difference variable ξ = t−s. The entries
of this matrix are {Cγ(ξ)ij}, where 1 ≤ i, j ≤ n, and they equal
Cγ(ξ)ij = 〈zi(t)zj(s)〉γ = δijCγj (ξ) . (IV.7)
Furthermore,
Cγ(ξ + β)ij = δije
−iΩjθCγj (ξ) . (IV.8)
Define the constant cj as the j
th-component of the covariance on the diagonal, namely
cj = Cγj(0) , (IV.9)
and let
c =
n∑
j=1
cj . (IV.10)
More generally, let
c(p) =
n∑
j=1
cpj . (IV.11)
IV.2 Normal Ordering
We revisit the combinatorics of normal ordering in the case of the multi-component oscillator. Let
the number of components be fixed at n. Introduce the Laplacian on L2(Cn) as
∆c =
n∑
j=1
cj∂j∂j , (IV.12)
Then define normal ordering of a function P (z, z) on L2(Cn) by the Laplacian ∆γ acting on P as
...P (z, z)
...γ = e
−∆cP (z, z) . (IV.13)
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As some particular examples, the following polynomials in |z|2 = ∑nj=1 |zj|2 are normal ordered:
...1
...γ = 1 , (IV.14)
...|z|2...γ = |z|2 − c , (IV.15)
...|z|4...γ = (|z|2)2 − 2c|z|2 + c2 − 2
n∑
j=1
cj |zj|2 + c(2) . (IV.16)
If all the γj are equal, then cj = c and these expressions simplify to
...|z|2...γ = |z|2 − nc , (IV.17)
and
...|z|4...γ = |z|4 − 2(n + 1)c|z|2 + n(n+ 1)c2 . (IV.18)
These normal-ordered monomials have the orthogonality property
〈
...|z(t)|2k...γ ...|z(s)|2k′...γ
〉
γ
= δk,k′(k!)
2
∑
k1+k2+···kn=k
n∏
j=1
|Cγj(t− s)|2kj , (IV.19)
where kj ∈ Z+ ranges over non-negative integers. In particular (IV.17) and (IV.18) reduce in the
case n = 1 and k = 1, 2 to (III.38)–(III.39), and (IV.19) reduces in the case of equal γj’s to (III.44).
The path space for the n-component oscillator consists of vector-valued paths ωθ(t) = {ωj,θ},
that are parameterized by the set of numbers γj = e
−mβ+iΩjθ. Thus ωθ : R→ S ′θ⊕S ′θ⊕· · ·⊕S ′θ, with
the implicit notation that the jth component ωj,θ(t) of the path satisfies the periodicity condition
ωj,θ(t+ β) = e
iΩjθωj,θ(t) . (IV.20)
The measure on S ′θ ⊕ S ′θ ⊕ · · · ⊕ S ′θ is the product measure
dµγ(ωγ(·)) =
n∏
j=1
dµγj(ωj,θ(·)) , (IV.21)
and integrals with respect to this measure are related to the expectations in the twisted Gibbs
functional 〈 · 〉γ by a Feynman-Kac formula similar to (I.4) and (III.16).
V Non-Gaussian Functionals and Non-Gaussian Measures
The twisted Gibbs expectations in §II–IV are Gaussian. They arise from harmonic oscillators,
and are they are characterized by a linear equation of motion. In this section we construct non-
Gaussian Feynman-Kac probability measures providing Feynman-Kac representations for various
twisted, non-Gaussian functionals. These examples arise from non-linear, twist-positive quantum-
mechanical systems {H,U(θ),H}. The twist-invariant Hamiltonians H = H0+V are perturbations
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of the HamiltonianH0, the Hamiltonian of a massive, n-component harmonic oscillator. We take the
perturbation V = V (z, z) to be a twist-invariant, multiplication operator on Cn. In the subsections
that follow, we detail our assumptions on V , establish twist positivity, and establish the Feynman-
Kac representation. For simplicity, we study polynomial potentials. We also investigate some
aspects of the m→ 0 limit.
V.1 Allowed Potentials
Definition V.1 a. The potential function V (z, z) is allowed if it is a real polynomial in z and z
that is bounded from below and twist-invariant, namely
U(θ)V (z, z)U(θ)∗ = V (eiΩjθzj , e
−iΩjθzj) = V (z, z) . (V.1)
b. The potential V is elliptic, if there are positive constants M1,M2 <∞ such that
|z|2 ≤M1(V (z, z) +M2) , (V.2)
where |z|2 denotes ∑nj=1 |zj|2.
c. A potential V is infrared regular if there are positive constants M1,M2 < ∞ such that the
Laplacian of V satisfies ∣∣∣∣∣∣
n∑
j=1
∂2V (z, z)
∂zj∂zj
∣∣∣∣∣∣ ≤M1(V (z, z) +M2) . (V.3)
In the introduction, we mentioned some examples of acceptable potential functions. Clearly
|z|2 is twist invariant, so any polynomial function of |z|2 that is bounded from below is acceptable.
Another example mentioned in the introduction arose from the absolute square of a holomorphic,
quasihomogeneous polynomial W . A holomorphic polynomial W (z) is quasihomogeneous with
positive weights {Ωj} for the coordinates {zj} if
W (z) =
n∑
j=1
Ωjzj
∂W (z)
∂zj
. (V.4)
The identity (V.4) is the infinitesimal form of the relation,
W ({eiΩjθzj}) = eiθW ({zj}) . (V.5)
In other words, quasihomogenity with weights {Ωj} means that under twisting by U(θ) (defined
with weights {Ωj}),
U(θ)WU(θ)∗ = eiθW . (V.6)
A homogeneous, holomorphic polynomial has equal weights Ωj , equal to the inverse of the degree
of the polynomial. The absolute square |W (z)|2 of a holomorphic, quasihomogeneous polynomial
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W (z) is twist-invariant. Furthermore, if W (z) is holomorphic and quasihomogeneous, then the
kth-component of its gradient ∂W/∂zk is also quasihomogeneous with weights {Ωj(1 − Ωk)−1}. In
fact
U(θ)
∂W (z)
∂zk
U(θ)∗ = ei(1−Ωk)θ
∂W (z)
∂zk
, (V.7)
yielding the claimed quasihomogeneity. Thus the absolute square of the gradient of a holomorphic,
quasihomogeneous polynomial
V (z, z) =
n∑
j=1
|∂W (z)
∂zj
|2 (V.8)
is twist invariant.
Let us give some examples of holomorphic, quasihomogeneous polynomials W (z) and some
potentials V (z, z). For instance, choose for W (z) to be a sum of monomials in the individual
coordinates,
W (z) =
n∑
j=1
cj
z
nj
j
nj
, where 1 ≤ nj ∈ Z . (V.9)
In this case, W is holomorphic and quasihomogeneous with weights Ωj = 1/nj. The squared
gradient V =
∑n
j=1 |∂W (z)∂zj |2 has the form
V (z, z) =
n∑
j=1
|cjznj−1j |2 . (V.10)
A second example is
W (z1, z2) = z
k
1 + z1z
l
2 , (V.11)
that is quasihomogeneous with weights Ω1 = 1/k and Ω2 = (k − 1)/kl. In this case the gradient
squared has the form
V (z, z) = |kzk−11 + zl2|2 + l2|z1|2|z2|2(l−1) . (V.12)
V.2 Hamiltonians and the Trotter Product Formula
Let D ∈ H denote the domain of C∞ functions of z and z. We say that the Hamiltonian H = H0+V ,
with V an allowed potential, is an allowed Hamiltonian, and it has the form
H = −∂∂ + V1(z, z) , where V1(z, z) = m2|z|2 + V (z, z)− nm . (V.13)
Since V is bounded below, it follows that V1 is elliptic. Such Hamiltonians H are known to be
essentially self adjoint, and to have trace-class heat kernels e−βH , for all β > 0.
The Trotter product representation is a form of the Lie formula for semigroups such as e−βH
with unbounded generators,
e−βH = st. lim
N→∞
(
e−βH0/2Ne−βV/Ne−βH0/2N
)N
. (V.14)
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For operators H0 and V that are self adjoint and bounded from below, and such that H = H0 + V
is essentially self adjoint, convergence of the Lie-Trotter product formula (V.14) is standard; see for
example, Theorem A.5.1 of [2]. We require a variation.
Proposition V.2 Let H be an allowed Hamiltonian. Then the Trotter product representation holds
in the form
lim
N→∞
TrH
(
U(θ)∗
(
e−βH0/2Ne−βV/Ne−βH0/2N
)N)
= TrH
(
U(θ)∗e−βH
)
. (V.15)
Remark. The important point is that we can interchange the order of the limit over N and the
trace as claimed in (V.15). Let us define TN = e
−βH0/2Ne−βV/Ne−βH0/2N . Clearly TN is self adjoint
and positive. It is no loss of generality to add a constant to V so that 0 ≤ V , and we make this
assumption in proving the proposition. Therefore
0 ≤ TN ≤ e−βH0/N , (V.16)
so TN is bounded from above by the contraction semigroup generated by H0. Rewrite (V.14) as
e−βH = st. lim
N→∞
TNN . (V.17)
and (V.15) as
TrH
(
U(θ)∗e−βH
)
= lim
N→∞
TrH
(
U(θ)∗TNN
)
. (V.18)
Proof. Let us denote the jth-eigenvalue of TN by e
−λN,j/N , where we order the eigenvalues so that
λN,j is an increasing function of j. Then the eigenvalues of T
N
N are then e
−λN,j . Likewise, denote
the eigenvalues of e−βH0 by e−λj , with λj increasing. From the inequality (V.16) and the minimax
principle, we infer that λj ≤ λN,j. Furthermore, from the explicit form of the eigenvalues of H0 with
mass m and for z ∈ Cn, there is a constant M > 0 such that λj ≥ Mmj1/2n. Hence we conclude
that there is a minimum rate of decay for the jth-eigenvalue of TNN , namely
e−λN,j ≤ e−λj ≤ eMmj1/2n . (V.19)
As a consequence, given ǫ > 0, there exists J = J(ǫ) < ∞, independent of N , such that for every
N ,
∞∑
j=J
e−λN,j <
1
3
ǫ . (V.20)
Observe that U(θ)∗TN = TNU(θ)
∗, so U(θ)∗ can be diagonalized simultaneously with each TNN .
Let eiδN,j−λN,j denote the spectrum of U(θ)TNN in the corresponding orthonormal basis |N, j〉. We
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compute the trace of U(θ)∗TNN in this basis, and the trace of U(θ)
∗e−βH in its basis |j〉 corresponding
to eigenvalues eiδj−λj . Thus using (V.20), we have∣∣∣∣TrH (U(θ)∗e−βH)− TrH
(
U(θ)∗
(
e−βH0/2Ne−βV/Ne−βH0/2N
)N)∣∣∣∣
=
∣∣∣TrH (U(θ)∗TNN )− TrH (U(θ)∗e−βH)∣∣∣
≤ 2
3
ǫ+
∣∣∣∣∣∣
J∑
j=0
(
eiδN,j−λN,j − eiδj−λj
)∣∣∣∣∣∣ . (V.21)
Since TNN converges strongly to e
−βH as N → ∞, we can use standard contour integral methods
to establish that each eigenvector |N, j〉 converges strongly to the eigenvector |j〉 for the limiting
operator. It follows that each eigenvalue eiδN,j−λN,j converges to eiδj−λj . Hence the finite number of
eigenvalues in the sum on the right of (V.21) converge as N → ∞, uniformly for 0 ≤ j ≤ J . We
therefore may choose N0(ǫ) so that for N > N0(ǫ),∣∣∣∣∣∣
J∑
j=0
(
eiδN,j−λN,j − eiδj−λj
)∣∣∣∣∣∣ ≤
1
3
ǫ . (V.22)
We conclude that we have shown that given ǫ > 0, there exists N0 such that for N > N0(ǫ),∣∣∣∣TrH (U(θ)∗e−βH)− TrH
(
U(θ)∗
(
e−βH0/2Ne−βV/Ne−βH0/2N
)N)∣∣∣∣ < ǫ . (V.23)
This completes the proof of the proposition.
Note that in the notation (II.15) of products that are time-ordered with respect to the action
of the semigroup e−βH0 , we could also write
TrH
(
U(θ)∗TNN
)
= TrH

U(θ)∗

 N∏
j=1
e−
β
N
V (z((j− 1
2
)β/N),z((j− 1
2
)β/N))


+
e−βH0

 . (V.24)
Thus we can interpret the convergence (V.13) as a convergence of expectations of time-ordered
products. We need a more general form of convergence of time-ordered products.
Proposition V.3 Let H be an allowed Hamiltonian. Then
TrH
(
U(θ)∗ (z(t1) · · · z(tr)z(s1) · · · z(sr′))+ e−βH
)
= lim
N→∞
TrH
(
U(θ)∗
(
z(t1) · · · z(tr)z(s1) · · · z(sr′)TNN
)
+
)
= lim
N→∞
TrH

U(θ)∗

z(t1) · · · z(tr)z(s1) · · · z(sr′)

 N∏
j=1
e−
β
N
V (z((j− 1
2
)β/N),z((j− 1
2
)β/N))




+
e−βH0

 ,
(V.25)
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where time ordering in the first term of (V.25) is defined by e−βH , while in the other two terms it
is defined by e−βH0.
The proof of this proposition is a variation on the proof of Proposition V.2, so we omit the
details.
V.3 Non-Gaussian Feynman-Kac Representations
With V equal to one of our allowed potentials, consider H = H0+ V . In general the corresponding
twisted Gibbs functional (I.2) is non-Gaussian. Recall our definitions of the twisted partition
function and the twisted relative partition function,
Zγ = TrH
(
U(θ)∗e−βH0
)
, and ZVγ =
TrH
(
U(θ)∗e−βH
)
TrH (U(θ)
∗e−βH0)
. (V.26)
From Proposition II.1, generalized to the case z ∈ Cn,
Zγ =
n∏
j=1
|1− γj|−2 . (V.27)
Proposition V.4. Let H = H0 + V . Then
a. The twisted trace of e−βH has the representation
TrH
(
U(θ)∗e−βH
)
= ZVγ Zγ , (V.28)
where the twisted relative partition function has the representation
ZVγ =
∫
e−
∫ β
0
V (ωθ(s), ωθ(s))dsdµγ > 0 . (V.29)
b. The twisted Gibbs functional 〈 · 〉Vγ defined by
〈 · 〉Vγ =
TrH
(
U(θ)∗ · e−βH
)
TrH (U(θ)
∗e−βH)
(V.30)
has a Feynman-Kac representation given by the measure
dµVγ =
e−
∫ β
0
V (ωθ(s), ωθ(s))dsdµγ∫
e−
∫ β
0
V (ωθ(s), ωθ(s))dsdµγ
. (V.31)
Thus for the time-ordered product coordinates T defined by
T = (zj1(t1) · · · zjr(tr)zj′1(s1) · · · zj′r′ (sr′))+ , (V.32)
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and for the corresponding function of paths X defined by
X(ωθ, ωθ) = ωθ(t1)ωθ(t2) · · ·ωθ(tn)ωθ(s1)ωθ(s2) · · ·ωθ(sr) , (V.33)
the expectations satisfy
〈 T 〉Vγ =
∫
X(ωθ, ωθ) dµ
V
γ . (V.34)
Proof. Use Propositions V.2 and V.3 to write the twisted Gibbs functional in the form
TrH
(
U(θ)∗ T e−βH
)
TrH (U(θ)
∗e−βH)
= lim
N→∞
TrH
(
U(θ)∗ T
(
e−βH0/2Ne−βV/Ne−βH0/2N
)N)
TrH
(
U(θ)∗ (e−βH0/2Ne−βV/Ne−βH0/2N )
N
) . (V.35)
We can now rewrite the expressions in the numerator and the denominator using Proposition III.3
(in the n-dimensional case). In order to apply the Gaussian Feynman-Kac formula, we not only
need expectations of time-ordered products of coordinates provided by the proposition as such,
but we also need the Gaussian representation of bounded exponential functions e−V (z(t)) by the
corresponding function of paths, e−V (ωθ(t)). We obtain this extension from the general functional
analysis of measues.
Let us consider first the denominator of (V.35). Using Proposition III.3 we obtain, for the
normalized twisted expectation
TrH
(
U(θ)∗
(
e−βH0/2Ne−βV/Ne−βH0/2N
)N)
TrH (U(θ)
∗e−βH0)
=
∫
e
− β
N
∑N
j=1
V (ωθ((j+
1
2
)β/N), ωθ((j+
1
2
)β/N))
dµγ . (V.36)
The factor TrH
(
U(θ)e−βH0
)
is the partition function Zγ, and normalizes the expectation (V.36).
The same factor arises in the numerator of (V.35), and the two partition functions exactly cancel.
Using Proposition V.2, and also using cyclicity of the trace to replace
(
e−βH0/2Ne−βV/Ne−βH0/2N
)N
by
(
e−βH0/Ne−βV/N
)N
, we have shown that
TrH(U(θ)
∗e−βH) = lim
N→∞
TrH
(
U(θ)∗
(
e−βH0/Ne−βV/N
)N)
= Zγ lim
N→∞
∫
e−
β
N
∑N
j=1
V (ωθ(jβ/N), ωθ(jβ/N))dµγ
= Zγ
∫
e−
∫ β
0
V (ωθ(s), ωθ(s))dsdµm,β,θ > 0 . (V.37)
In the last equality we use that fact that V is bounded from below, so the exponential on the right
side of (V.37) is bounded uniformly in N . It also converges pointwise as N →∞. Thus the integral
converges by the dominated convergence theorem.
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Note that twisted positivity for {H,U(θ),H} is a consequence of this Feynman-Kac representa-
tion, along with twist positivity for {H0, U(θ),H}. We have now proved part a. of the proposition.
In order to establish part b. of the proposition, we apply Proposition V.3 to expand the numerator
of (V.35). By a similar argument to the above, we obtain
TrH
(
U(θ)∗Te−βH
)
= Zγ lim
N→∞
∫
X(ωθ, ωθ)e
− β
N
∑N
j=1
V (ωθ((j+
1
2
)β/N), ωθ((j+
1
2
)β/N))dµγ
= Zγ
∫
X(ωθ, ωθ)e
−
∫ β
0
V (ωθ(s), ωθ(s))dsdµm,β,θ . (V.38)
Taking the ratio of (V.38) and (V.37), we complete the proof of Proposition V.4.
V.4 The Zero-Mass Limit, Revisited
It is here that we make distinctions between the general allowed potentials in Definition V.1, and
those that are also elliptic or infrared regular. Naturally, we obtain stronger results with more
assumptions on V . Recall the definition of Υsing in (I.16).
Proposition V.5. Let V be an allowed potential. Consider the limit as m→ 0 with β and θ fixed.
a. If θ 6∈ Υsing, then dµVγ converges weakly.
b. If θ ∈ Υsing, there exists a constant M =M(β, V ) <∞ such that
TrH
(
U(θ)∗e−β(H0+V )
)
= ZVγ Zγ ≤
M
m2n
. (V.39)
Proof. A general potential V is bounded from below, so e−
∫ β
0
V ds is bounded from above and is
independent ofm. In Proposition III.6 we showed that in the case n = 1, the measure dµγ converges
as m → 0 with fixed β and θ 6∈ Υsing. For vector-valued paths that we consider here, a similar
argument shows that the product measure dµγ defined in (IV.21) converges. Thus dµ
V
γ converges
by the dominated convergence theorem. Furthermore for any θ, we have the elementary bound
e−
∫ β
0
V (ωθ(s),ωθ(s))dsdµγ ≤
(
sup
z
{e−βV (z,z)}
)
dµm,β,θ , (V.40)
so using Proposition II.1, we have
ZVγ ≤ (sup
z
e−βV (z,z))Zγ = (sup
z
e−βV (z,z))
n∏
j=1
|1− γj|−2 . (V.41)
As m→ 0 with β and θ fixed, |1− γj| > const. mβ. The stated bound (V.39) then follows.
Proposition V.6. Let V be an allowed, elliptic potential.
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a. Let 0 < λ ≤ 1 and H(λ) = H0 + λ2V . Then there exists a constant M = M(V ) < ∞,
independent of m, λ, β, θ, such that
TrH
(
U(θ)∗e−βH(λ)
)
= Zλ
2V
γ Zγ ≤
(
M
β (m+ λ)
)2n
. (V.42)
b. Suppose in addition that the polynomial V is infrared regular. Consider the limit m→ 0, with
β, θ, (and λ = 1) fixed. Then the heat kernel e−βH converges in trace norm, and consequently
ZVγ Zγ converges as m→ 0. Furthermore the measure dµVγ converges weakly as m→ 0.
Remark. Let ||| · |||p denote the Schatten p-norm,
|||T |||p = TrH
(
(T ∗T )p/2
)1/p
, (V.43)
with p = 1 the trace norm, p = 2 the Hilbert-Schmidt norm, and p =∞ the operator norm.
Proof. From Proposition V.1.a we infer the identity of Tr
(
U(θ)∗e−βH(la)
)
with Zλ
2V
γ Zγ . Let us
establish the bound (V.42). For an elliptic potential,
n∑
j=1
|ωj,θ(s)|2 ≤M1(V (ωθ(s), ωθ(s))ds+M2) . (V.44)
Thus writing |ωθ(s)|2 = ∑nj=1 |ωj,θ(s)|2, we infer
Zλ
2V
γ Zγ =
∫
S′
e−
∫ β
0
λ2V (ωθ(s),ωθ(s))dsdµγ Zγ ≤
∫
S′
eλ
2M2βeλ
2M−11
∫ β
0
|ωθ(s)|
2dsdµγ Zγ . (V.45)
Use the mass renormalization identity of Proposition III.5, with ǫ2 = λ2M−11 , and the identity
(V.27) to obtain as
Zλ
2V
γ Zγ ≤
(
eλ
2M2βZ(γ, λM
−1/2
1 )
)
Zγ
= eλ
2M2βenβ(m−m
′)

 n∏
j=1
|1− γj|2
|1− γ′j|2

 Zγ
= eλ
2M2βenβ(m−m
′)

 n∏
j=1
1
|1− γ′j|2

 , (V.46)
where m′ = (m2 + λ2/M1)
1/2 and γ′j = e
−m′β+iΩjθ. Then |1 − γ′| > const. m′β > const.β (m + λ).
Hence we have established the desired bound (V.42).
In order to deal with convergence as m → 0, we use the Feynman-Kac representation to work
with Hamiltonian estimates. We establish the second-order estimate that follows from our assumed
infrared regularity bound on the Laplacian of V .
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Lemma V.7 Let V be an allowed, elliptic, and infrared regular potential. Let 0 ≤M3 be sufficiently
large that 1 ≤ V + M3, and M3 > M2, where M2,M1 are the constants in (V.3). Then with
M4 = 2nm+M1 +M3, and for any f in the domain of H,
||∆f ||2 + ||(V +M3)f ||2 +m4|| |z|2f ||2 ≤ 2||(H0 + V +M4)f ||2 , (V.47)
where ∆ =
∑n
j=1 ∂j∂j.
Remark. We work on the domain D ×D and expand. We use the double commutator method, to
write cross terms as a sum of positive terms and lower order terms, see [4] or [7]. The identity
D∗DX +XDD∗ = D∗XD +DXD∗ + [D∗, [D,X ]] (V.48)
gives the following double commutator identity for the Laplacian,
−∆X −X∆ =
n∑
j=1
(
∂∗jX∂j + ∂jX∂
∗
j
)
−
n∑
j=1
[∂j, [∂j , X ]] . (V.49)
Proof. Computing the square of H +M3 + nm we have
(H +M3 + nm)
2 = (−∆+m2|z|2 + V +M3)2
= (∆)2 + (V +M3 +m
2|z|2)2
−∆(V +M3 +m2|z|2)− (V +M3 +m2|z|2)∆
= (∆)2 + (V +M3)
2 + (m2|z|2)2 + 2(V +M3)(m2|z|2)
+
n∑
j=1
(∂∗j (V +M3 +m
2|z|2)∂j + ∂j(V +M3 +m2|z|2)∂∗j )
+
n∑
j=1
[∂∗j , [∂j , V +M3 +m
2|z|2]]
≥ (∆)2 + (V +M3)2 +m4|z|4 − nm2 −
n∑
j=1
[∂j, [∂j , V ]] .
(V.50)
The double commutator term is just the Laplacian of V , that obeys the infrared regularity bound
(V.3).
(H +M3 + nm)
2 ≥ (∆)2 + (V +M3)2 +m4|z|4 − nm2 −M1(V +M2)
≥ (∆)2 + 1
2
(V +M3)
2 +m4|z|4 − nm2 − 1
2
M21
(V.51)
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Thus with M4 = 2nm+M1 +M3, we have
2(H +M4)
2 ≥ (∆)2 + (V +M3)2 +m4|z|4 , (V.52)
Since H is essentially self adjoint on D, the inequality (V.47) follows.
Proof of Proposition V.6.b Denote the m-dependence of H by H(m), and add a constant to both
Hamiltonians so that they are positive. Write
e−βH
(m) − e−βH(m′) =
∫ β
0
e−(β−s)H
(m)
(H(m
′) −H(m))e−sβH(m′)ds
=
∫ β
0
e−(β−s)H
(m)
(
(m′ −m)(m′ +m)|z|2 + n(m−m′)
)
e−sβH
(m′)
ds .(V.53)
Then using Ho¨lder’s inequality for Schatten norms,
|||e−(β−s)H(m)(H(m′) −H(m))e−sβH(m
′)|||1
≤ |||e−(β−s)/2H(m) |||2 |||e−(β−s)/2H(m)(H(m) + I)1/2|||∞
×|||(H(m) + I)−1/2
(
(m′ −m)(m′ +m)|z|2 + n(m−m′)
)
(H(m
′) + I)−1/2|||∞
×|||(H(m′) + I)1/2e−s/2H(m′)|||∞ |||e−s/2H(m
′)|||2 . (V.54)
We bound this using Lemma V.7 in the form ||(V +M3)1/2(H(m) + I)−1/2|| ≤ 21/4, along with the
elliptic bound in the form |z|(M1(V + M2))−1/2, resulting in |||z|(H(m) + I)−1/2|| ≤ const., and
similarly with m′ replacing m. Thus assuming that m,m′ remain bounded, there is a constant
independent of the parameters such that for 0 < s < β,
|||e−(β−s)H(m)(H(m′) −H(m))e−sβH(m
′)|||1 ≤ const.(β − s)−1/2 s−1/2 |m−m′| . (V.55)
Integrating this bound over s, we obtain the desired trace-norm convergence of the heat kernel as
m→ 0, namely the estimate
|||e−βH(m) − e−βH(m′)|||1 ≤ const.|m−m′| . (V.56)
Using the Feynman-Kac representation of Proposition V.4.a,
TrH
(
U(θ)∗e−βH
(m)
)
= Z(m) Vγ Z
(m)
γ , (V.57)
we infer the convergence the product Z(m) Vγ Z
(m)
γ as m → 0. This is the denominator in the repre-
sentation (V.30) of the twisted Gibbs functional, and it is the normalizing factor for the measure
Z(m)γ e
−
∫ β
0
V (ωθ(s),ωθ(s))dsdµγ . (V.58)
After normalization , this measure is dµ(m)Vγ . The proof of convergence of the integral of the
measure (V.58) on products X of coordinates (V.33) proceeds similarly, and establishes the weak
convergence of the perturbed measures dµ(m)V as m→ 0 as m→ 0. We omit the details.
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VI Quantum Fields and Random Fields
In this section we generalize the construction in §II–V to the case of an n-component, complex
quantum field ϕ(x) = {ϕj(x)}. This time-zero field has a spatial coordinate x lying in an s-torus
Ts, so our space-time is Ts ×R. Assume that the periods of the torus are ℓi, where 1 ≤ i ≤ s. The
spatial volume is Vol =
∏s
i=1 ℓl Let us denote the lattice of momenta k dual to T
s as
Tˆ
s =
{
k : k = {k1, k2, . . . , ks} , where each ki = 2π
ℓi
Z
}
, (VI.1)
and let kx =
∑s
i=1 kixi.
VI.1 Complex Free Fields
The quantum mechanical Hilbert space on which the field acts is the on the Fock Hilbert space H
over the torus Ts. This Hilbert space is the tensor product of the Hilbert spaces for individual,
non-interacting oscillators. Each oscillator has a frequency µ(k) = (k2+m2)1/2. Thus for k 6= 0 the
frequency does not vanish even in the limit that m→ 0. Each component of the field has a Fourier
expansion
ϕj(x) =
1√
Vol

zj + ∑
06=k∈Tˆs
ϕˆj(k)e
−ikx

 . (VI.2)
The constant Fourier modes zj are the coordinates considered in §II–V. The non-constant Fourier
modes have the form
ϕˆj(k) =
1√
2µ(k)
(a+,j(k)
∗ + a−,j(−k)) , (VI.3)
where we express them in terms of canonical annihilation and creation operators a#± that satisfy,
[a±,j(k), a±,j′(k
′)∗] = δj,j′δk,k′I , (VI.4)
and where all other commutators between pairs of a#±,j’s vanish.
Define the mutually-commuting number operators N±,j(k) by
N±,j(k) = a±,j(k)
∗a±,j(k) . (VI.5)
Then express three fundamental operators in terms of the time zero Fourier components:
H0 =
n∑
j=1
∑
k∈Tˆs
µ(k) (N+,j(k) +N−,j(k)) , J =
n∑
j=1
∑
k∈Tˆs
Ωj (N+,j(k)−N−,j(k)) ,
and Pi =
n∑
j=1
∑
k∈Tˆs
ki (N+,j(k) +N−,j(k)) . (VI.6)
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These operators are the free-field Hamiltonian, the twist generator, and the components of the
momentum operator respectively. With x ∈ Ts, and xP = ∑si=1 xiPi, let
ϕ(x+ y) = e−ixPϕ(y)eixP , (VI.7)
As we observed in the introduction, in the field case we introduce the (s+1)-parameter symmetry
group U(τ, θ) = eiτP+iθJ . This group acts on the components of the field as
U(τ, θ)ϕj(x)U(τ, θ)
∗ = eiΩjθϕj(x− τ) , (VI.8)
and it implements a twist on Fourier components,
U(τ, θ)ϕˆj(k)U(τ, θ)
∗ = eikτ+iΩjθϕˆj(k) . (VI.9)
In keeping with the notation in §II–IV, we define ϕj(x) = ϕj(x)∗, with the adjoint taken in the
sense of a densely-defined sesquilinear form on H. Also for t > 0, we define the imaginary time field
ϕj(x, t) as an operator with domain equal to the range of e
−sH , where s > t, namely
ϕj(x, t) = e
−tHϕj(x)e
tH . (VI.10)
Let
ϕj(x, t) = e
−tHϕj(x)e
tH = e−tHϕj(x)
∗etH . (VI.11)
In order to simplify our notation, we replace the parameter γ used in previous sections by a
family of parameters γ = {γj(k)} that contain information on the dependence of γ on j, k, β, τ , and
θ. Set
γ = {γj(k)} , where γj(k) = e−µ(k)β+ikτ+iΩjθ , (VI.12)
where k ∈ Tˆs and 1 ≤ j ≤ n. Then we designate partition functions and expectations as before by
Zγ or 〈 · 〉γ , and thereby we designate the dependence on all relevant variables. For example, we
write the free-field twisted partition function as
Zγ = TrH
(
U(τ, θ)∗e−βH0
)
=
n∏
j=1
∏
k
TrH{k,j,+}
(
γj(k)
N+,j(k)
)
TrH{k,j,−}
(
γj(−k)N−,j(k)
)
. (VI.13)
Here H{k,j,±} is the Hilbert space for the {k, j,±}-degrees of freedom, and H = ⊗{k,j,±}H{k,j,±}. In
the case of paths we retain the notation Φτ,θ, and we also use Cτ,θ for the pair correlation operator,
in order to emphasize the dependence on these variables.
Proposition VI.1 With the above assumptions, the free field partition function is twist positive,
Zγ = TrH
(
e−iθJ−iτP−βH
)
=
n∏
j=1
∏
k∈Tˆs
1
|1− γj(k)|2 > 0 . (VI.14)
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Proof. The trace factorizes, as indicated in (VI.13). For a particular term in the product, perform
the sum as in the proof of Proposition II.1. We obtain for a given k and j, the contribution to the
product equal to
(1− γj(k))−1(1− γj(−k))−1 . (VI.15)
Thus
Zγ =
∏
k,j
(1− γj(k))−1(1− γj(−k))−1 . (VI.16)
This product converges as |γj(k)| < e−β|k|. Combining the result for modes k and −k yields the
product (VI.14), and the proof is complete.
VI.2 Twisted Expectations and The Pair Correlation Function
Introduce the twisted expectation
〈 · 〉γ =
TrH
(
· e−iθJ−iτP−βH
)
TrH (e
−iθJ−iτP−βH)
. (VI.17)
Note that the expectation of one field vanishes,
〈ϕi(x, t)〉γ = 〈ϕi(x, t)〉γ = 0 . (VI.18)
Furthermore,
〈ϕi(x, t)ϕj(y, s)〉γ = 〈ϕi(x, t)ϕj(y, s)〉γ = 0 . (VI.19)
Define the pair correlation function Cτ,θ(x−y, t−s) as the expectation of the time-ordered product
of a field and a conjugate field. In particular, let
Cτ,θ(x− y, t− s)ij = 〈(ϕi(x, t)ϕj(y, s))+〉γ . (VI.20)
This function vanishes unless i = j. Furthermore the fields ϕj(x) are periodic with x ∈ Ts, so the
pair correlation function has a partial Fourier representation
Cτ,θ(x− y, t− s)ij = 1
Vol
∑
k∈Tˆs
Cˆτ,θ(k; t− s)ijeik(x−y) , (VI.21)
where k ranges over the lattice (VI.1).
Proposition VI.2. The twisted Gibbs functional (VI.17) for the complex, massive, free scalar
field on the space-time Ts × [0, β] is a Gaussian functional. The pair correlation has the Fourier
representation (VI.21), where
Cˆτ,θ(k; t−s)ij = 1
2µ(k)
((
γj(k)
1− γj(k)
)
e−µ(k)(t−s) +
(
γj(k)
1− γj(k)
)
eµ(k)(t−s) + e−µ(k)|t−s|
)
δij . (VI.22)
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Proof. In order establish (VI.22), carry out the argument for each degree of freedom in exactly
the same fashion as for the analysis in §II for the oscillator. This result generalizes (II.26). In the
mode labelled by k we replace m by µ(k). Secondly, we need to perform the twist arising from the
e−iτP group. But for each k, this just modifies the angle Ωjθ, replacing it by the angle Ωjθ + kτ .
With our definition (VI.12) of γ to include the proper parameter dependence, we obtain the Fourier
coefficients (VI.22) in a straightforward way. The effect of complex conjugating γj(k) in one term
gives the correct relation between the sign of the terms Ωjθ and kτ . Once we have obtained t he
formula for the pair correlation function, the proof of the Gaussian character of the functional (I.24)
follows the proof of Proposition II.3. We omit the details.
Proposition VI.3 a. The pair correlation function and its Fourier coefficients satisfy twist rela-
tions. If 0 ≤ t ≤ s ≤ β then
Cτ,θ(x− y, t− s+ β)jj = e−iΩjθCτ,θ(x− y − τ, t− s)jj , (VI.23)
while if 0 ≤ s ≤ t ≤ β, then
Cτ,θ(x− y, t− s− β)jj = eiΩjθCτ,θ(x− y + τ, t− s)jj . (VI.24)
b. The kernel Cτ,θ(x− y, t− s)ij is hermitian in the sense that
Cτ,θ(x− y, t− s)ij = Cτ,θ(y − x, s− t)ji . (VI.25)
c. For 0 ≤ t ≤ s ≤ β, the coefficients in the Fourier representation of the pair correlation
function satisfy
Cˆτ,θ(k; t− s+ β)jj = e−iΩjθ−ikτCτ,θ(k; t− s)jj . (VI.26)
On the other hand, for 0 ≤ s ≤ t ≤ β,
Cˆτ,θ(k; t− s− β)jj = e−iΩjθ−ikτCτ,θ(k; t− s)jj . (VI.27)
d. As a consequence, each Cˆτ,θ(k; t− s)jj has the representation
Cˆτ,θ(k; t− s)jj =
∑
E∈Kτ,θ,j
1
E2 + k2 +m2
eiE(t−s) , (VI.28)
where
Kτ,θ,j =
1
β
{2πZ+ Ωjθ + kτ} . (VI.29)
Twist Positivity 45
Remark. The original definition of the pair correlation function Cτ,θ(x − y, t− s) is restricted to
the domain x− y ∈ Ts and t − s ∈ [−β, β]. The twist relation (I.25) provides a natural extension
of Cτ,θ(x− y, t− s) to Ts × R, with (VI.23), (VI.24), and (VI.25) holding throughout.
Proof. The boundary condition for the pair correlation function can be established by using the
above definitions and cyclicity of the trace. Consider the case 0 ≤ t ≤ s ≤ β. Then
Cτ,θ(x− y, t− s+ β)jj = 〈(ϕj(x, β − s+ t)ϕj(y, 0))+〉γ
= 〈ϕj(y, 0)ϕj(x, β − s+ t)〉γ
= e−iΩjθ 〈ϕj(x, β − s + t)ϕj(y + τ, β)〉γ
= e−iΩjθCτ,θ(x− y − τ, t− s)jj . (VI.30)
For the case 0 ≤ s ≤ t ≤ β, write
Cτ,θ(x− y, t− s− β)jj = 〈(ϕj(x, t− s)ϕj(y, β))+〉γ
= 〈ϕj(x, t− s)ϕj(y, β)〉γ
= eiΩjθ 〈ϕj(y − τ, 0)ϕj(x, t− s)〉γ
= eiΩjθ 〈(ϕj(x, t− s)ϕj(y − τ, 0))+〉γ
= eiΩjθCτ,θ(x− y + τ, t− s)jj . (VI.31)
Thus we have established (VI.23) and (VI.24).
The hermiticity condition (VI.25) follows directly from inspecting the representation (VI.21)–
(VI.22). In fact, (VI.22) shows that Cτ,θ(x − y, t − s)ij is diagonal in the matrix index ij, so we
write the representation (VI.21) as
Cτ,θ(y − x, s− t)jj = 1
Vol
∑
k∈Tˆs
Cˆτ,θ(k; s− t)jjeik(x−y)
=
1
Vol
∑
k∈Tˆs
Cˆτ,θ(k; t− s)jjeik(x−y) = Cτ,θ(x− y, t− s)jj . (VI.32)
We translate this boundary condition into a condition on the Fourier coefficients Cˆτ,θ(k; t− s)jj
by taking the Fourier series in the variable x− y. This gives (VI.26) and (VI.27). Thus
Cˆτ,θ(k; t− s)jj =
∑
E∈Kτ,θ,j
f(k;E)eiE(t−s) . (VI.33)
Finally, as in §II.6, we calculate the coefficients in the Fourier representation similarly to the
proof of Proposition II.4. The spectrum of Cτ,θ then follows as claimed, namely (VI.47) is a union of
the contributions from the different components of the covariance operator on the matrix diagonal,
and the individual spectra resulting from (VI.39).
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VI.3 The Free Field Pair Correlation Operator
The pair correlation operator Cτ,θ is the integral operator with the pair correlation function as its
integral kernel.
(Cτ,θf)i(x, t) =
n∑
j=1
∫
Ts×[0,β]
Cτ,θ(x− y, t− s)ijfj(y, s)dyds . (VI.34)
We identify the pair correlation operator as the resolvent of a twisted Laplace operator ∆τ,θ. In-
troduce the Hilbert space K = L2(C) ⊗ Cn on which the pair correlation operator acts. Here C
denotes the compactified space-time Ts× [0, β]. Let S(j)τ,θ (C) denote functions on C that have Fourier
representations of the form
f(x, t) =
∑
E∈ 2pi
β
Z
k∈
ˆ
Ts
fˆ(k, E)eikx+iEte−i(Ωjθ+kτ)t/β . (VI.35)
Here the set Tˆs denotes the lattice
∏s
j=1
2π
ℓj
Z dual to the torus Ts. We assume that the coefficients
fˆ(k, E) decrease faster than the inverse of any polynomial function of k2+E2. The functions (VI.35)
satisfy the boundary condition
f(x, β) = e−iΩjθf(x− τ, 0) , (VI.36)
relating the two ends of the cylinder. The space of C∞ functions S(j)τ,θ(C) is dense in L2(C). Endowed
with the topology given by the countable set of norms
||f ||n = sup
k,E
(1 + |k|2 + E2)n|fˆ(k, E)| , for n ∈ Z+ , (VI.37)
the space S(j)τ,θ(C) is a Schwartz space of C∞ functions. Furthermore, the representation (VI.35)
shows that functions f ∈ S(j)τ,θ(C) extend from C = Ts× [0, β] to C∞ function on Ts×R, that satisfy
the twist relation
f(x, t+ β) = eiΩjθf(x+ τ, t) . (VI.38)
The functions eikx+iEte−i(kτ)t/βe−iΩjθt/β ∈ S(j)τ,θ(C) are all simultaneous eigenfunctions of −i ∂∂t and
of −i ∂
∂xi
. The joint spectrum of these two operators on these eigenvectors is the set
Kτ,θ,j × Tˆs , (VI.39)
where Kτ,θ,j is defined in (VI.29). As a consequence, the domain S(j)τ,θ (C) is a domain of essential
self-adjointness for the twisted Laplace operator
∆
(j)
τ,θ =
∂2
∂t2
+
∑
1≤i≤s
∂2
∂x2i
. (VI.40)
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The dense domain of definition
Sτ,θ = S(1)τ,θ (C)⊕ S(2)τ,θ (C)⊕ · · · ⊕ S(n)τ,θ (C) ⊂ K (VI.41)
provides a dense domain for the Laplace operator ∆τ,θ. This is an n× n matrix with each entry an
operator on L2(C). The entries are
{(∆τ,θ)jj′} = {∆(j)τ,θδjj′} . (VI.42)
Denote the corresponding resolvent by
(−∆τ,θ +m2)−1 . (VI.43)
It has matrix elements
{(−∆(j)τ,θ +m2)−1δjj′} , (VI.44)
so that for fj ∈ L2(C) and f = {fj} ∈ K,
((−∆τ,θ +m2)−1f)j(x, t) =
n∑
j′=1
∫
C
(−∆τ,θ +m2)−1(x− y, t− s)jj′fj′(y, s)dyds . (VI.45)
We say for short that (−∆τ,θ +m2)−1(x− y, t− s) denotes the integral kernel for (−∆τ,θ +m2)−1.
Theorem VI.4. Consider the resolvent of the twisted Laplace operator ∆τ,θ defined as the closure of
the Laplace operator with the domain Sτ,θ(C) and acting as (VI.45). This equals the pair correlation
operator Cτ,θ by the integral kernel (VI.22). Namely
Cτ,θ = (−∆τ,θ +m2)−1 . (VI.46)
Furthermore, the spectrum of Cτ,θ is the set
(E2 + k2 +m2)−1 , where E ∈ ∪1≤j≤nKτ,θ,j , and k ∈ Tˆs , (VI.47)
with Kτ,θ,j defined in (VI.29).
Proof. The proof of the theorem follows the proof of Theorem III.1. The spectrum is given in
Proposition VI.3.c.
Define the singular set Υsing = Υsing(Ωj , ℓj) appropriate for complex quantum fields by
Υsing = {τ, θ : 0 ∈ ∪1≤j≤n ∪k∈Tˆs {2πZ− Ωjθ − kτ}} . (VI.48)
For τ, θ 6∈ Υsing, let
M = sup
1≤j≤n
sup
E∈Kτ,θ,j ,k∈Tˆs
1
E2 + k2
(VI.49)
Corollary VI.5. Let m > 0. The operator Cτ,θ on K with integral kernel (VI.22) is positive, and
compact. Assume also that M <∞ and τ, θ 6∈ Υsing. Then the operator Cτ,θ is norm convergent as
m→ 0.
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VI.4 Random Fields
In this section we discuss the appropriate path space for random fields satisfying a twist relation
(I.25) leading to a Feynman-Kac formula for quantum fields with the twist operator U(τ, θ). These
random fields are just elements of S ′τ,θ, the dual space to Sτ,θ. We let Φτ,θ(x, t) denote an element
of S ′τ,θ. The space S ′τ,θ has a dense subspace of C∞ functions,
Sτ,−θ ⊂ S ′τ,θ . (VI.50)
We infer from Proposition VI.2 that the pair correlation operator Cτ,θ maps an Sτ,θ into itself, and
in fact this map is continuous. Define the adjoint operator
C+τ,θ : S ′τ,θ → S ′τ,θ by the relation (C+τ,θΦτ,θ)(f) = Φτ,θ(Cτ,θf) . (VI.51)
It then follows that the kernel of C+τ,θ satisfies the boundary condition
C+τ,θ(x− y, t− s+ β)jj = eiΩjθC+τ,θ(x− y − τ, t− s)jj . (VI.52)
We write for the corresponding paths the relation (I.25).
VI.5 The Gaussian Feynman-Kac Measure
The twisted Gibbs state of a free field ϕ(x) = {ϕj(x)} has a Feynman-Kac representation with
a Gaussian measure on S ′τ,θ. Define dµγ(Φτ,θ) as the Gaussian, probability measure on S ′τ,θ(C)
with mean zero and covariance Cτ,θ. Since we have established that the twisted, free-field Gibbs
functional is Gaussian, we have as a consequence of the properties established in Proposition VI.4,
Proposition VI.6. a. The twisted Gibbs functional for a free field ϕ(x) with mass m > 0, has a
Feynman-Kac representation〈(
ϕj1(x1, t1)ϕj2(x2, t2) · · ·ϕjr(xr, tr)ϕj′1(x′1, t′1)ϕj′2(x′2, t′2) · · ·ϕj′r′ (x
′
r′ , t
′
r′)
)
+
〉
γ
=
∫
S′
τ,θ
(C)
Φτ,θ,j1(x1, t1)Φτ,θ,j2(x2, t2) · · ·Φτ,θ,jr(xr, tr)
Φτ,θ,j′1(x
′
1, t
′
1)Φτ,θ,j′2(x
′
2, t
′
2) · · ·Φτ,θ,j′r′ (x
′
r′, t
′
r′)dµγ(Φτ,θ) .
(VI.53)
b. Let τ, θ 6∈ Υsing and let M < ∞. As m → 0, with β, τ, θ be fixed, the measures dµγ(Φτ,θ)
converge weakly as measures on S ′τ,θ(C), and the expectations〈(
ϕj1(x1, t1)ϕj2(x2, t2) · · ·ϕjr(xr, tr)ϕj′1(x′1, t′1)ϕj′2(x′2, t′2) · · ·ϕj′r′ (x
′
r′ , t
′
r′)
)
+
〉
γ
(VI.54)
converge as distributions in ⊗r+r′S ′τ,θ(C).
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VI.6 Non-Linear Quantum Fields and Non-Gaussian Measures
Finally we remark on the construction of non-Gaussian, twist-invariant Gibbs functionals for fields.
These measures give Feynman-Kac representations for twisted Gibbs functionals constructed from
certain non-linear quantum fields. In this paper we do not with to consider ultraviolet questions,
so we use a regularized interaction potential V . We follow the (standard) procedure introduced
in §V to construct Feynman-Kac representations for non-linear oscillators. First we introduce a
regularized field ϕj,χ(x) from which we construct the non-linear interaction. Let
ϕj,χ(x) =
1√
Vol

zj +∑
k 6=0
ϕˆj(k)χ(k)e
−ikx

 , (VI.55)
where 0 ≤ χ(k) ≤ 1, where χ(0) = 1 and where χ(k) is rapidly decreasing as |k| → ∞. Likewise,
let Φτ,θ,χ(x, t) denote the random field Φτ,θ(x, t) after convolution in the spatial variable x with
the function whose Fourier coefficients are χ(k). Given a holomorphic, quasihomogeneous potential
function W as in §V, we form the perturbed Hamiltonian
H = H0 +
∫
Ts
V ({ϕj,χ(x)}, {ϕj,χ(x)})dx . (VI.56)
This Hamiltonian then defines a twisted Gibbs expectation. It has a Feynman-Kac representation
given by the measure
dµVγ (Φτ,θ(·)) =
e−
∫
C
V (Φτ,θ,χ(y,s),Φτ,θ,χ(y,s))dsdydµγ∫
e−
∫
C
V (Φτ,θ,χ(y,s),Φτ,θ,χ(y,s))dsdydµγ
. (VI.57)
Since this measure is regularized, we can construct it by methods similar to those in §V. We do not
give the details, as we will return elsewhere to analyze such problems as well as to establish their
dependence on the regularization. As previously, we obtain
Proposition VI.7. a. The U(τ, θ)-twisted Gibbs functional for a field Hamiltonian H = H0 + V
has a Feynman-Kac representation given by the measure (VI.57). Let θ 6∈ Υsing and let β, τ, θ be
fixed. As m → 0, The measures dµVγ (Φτ,θ) converge weakly in S ′τ,θ(C), as do the expectations of
products of fields.
VI.7 Real Fields
In order to treat real scalar fields ϕ(x) it is sufficient to make minor modifications of our preceding
analysis. In particular, there is only one set of creation and annihilation operators for each {k, j}.
Thus in place of (VI.3) we have
ϕˆj(k) =
1√
2µ(k)
(aj(k)
∗ + aj(−k)) . (VI.58)
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As a consequence the translation group acts as a symmetry of H0 as before, but there is no θ-twist
symmetry. We define the parameters
γ = {γ(k)} , where γ(k) = e−µ(k)β+ikτ . (VI.59)
Then the modified results for the real case are
Proposition VI.8 a. The twisted partition function for the real, free scalar field is
Zγ = TrH
(
eiτP−βH
)
=
∏
k∈Tˆs
1
|1− γ(k)|n . (VI.60)
b. The real free-field pair correlation function is a multiple of the identity in the matrix index,
Cγ(x− y, t− s)ij = 〈(ϕi(x, t)ϕj(y, s))+〉γ = Cγ(x− y, t− s)δij , (VI.61)
and satisfies the twist relation
Cγ(x− y + τ, t− s+ β) = Cγ(x− y, t− s) . (VI.62)
c. The diagonal elements of the real, free-field pair correlation function have Fourier represen-
tation of the form (VI.21) with coefficients
Cˆτ(k; t− s) = 1
2µ(k)
((
γ(k)
1− γ(k)
)
e−µ(k)(t−s) +
(
γ(k)
1− γ(k)
)
eµ(k)(t−s) + e−µ(k)|t−s|
)
. (VI.63)
d. The real, free-field pair correlation operator is the resolvent of the twisted Laplace operator
∆τ defined on the real functions in Sτ,0(C),
Cτ = (−∆τ +m2)−1 . (VI.64)
e. The real random paths Φτ (x, t) satisfy
Φτ (x+ τ, t+ β) = Φτ (x, t) . (VI.65)
As a consequence, a class of interacting Hamiltonians
H = H0 + V (VI.66)
exist, are twist positive, and have a Feynman-Kac representation with a twist U(τ). These interac-
tions arise from real, translation-invariant, cutoff interactions with a potential V that is bounded
from below. The corresponding Feynman-Kac measure has the form,
dµVγ (Φτ,θ(·)) =
e−
∫
C
V (Φτ,χ(y,s))dsdydµγ∫
e−
∫
C
V (Φτ,χ(y,s))dsdydµγ
. (VI.67)
We intend to return to these properties in another work in more detail.
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