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Аннотация
В работе предлагается модель введения дублирующих серверов 
в информационную систему с индивидуальными функциями оценки 
качества обслуживания запросов. Приводятся ключевые параметры 
функционирования данной сети и повышения качества ее работы.
Введение. При проектировании крупных информационных 
систем часто возникает задача рационального расположения серверов. 
Эта задача связана с учетом с одной стороны требований пользовате­
лей на скорость обработки их запросов, и минимизацией цены всей 
системы в целом с другой стороны [1].
Постановка задачи. Рассмотрим фрагмент информационной 
системы, содержащий множество клиентов / у  = \9 n t, где т - число
клиентов в данном фрагменте системы. Данный фрагмент представля­
ется замкнутой сетью массового обслуживания (рис. 1а). Каждый из 
клиентов характеризуется своей интенсивностью запросов к серверу 
д /5у = \,т • Сервер р  обрабатывает заявки, которые поступают к нему
с общей интенсивностью А ^ ,  через очередь в  с дисциплиной об­
служивания FIFO.
Задача заключается в определении оценки качества функцио­
нировании данной сети и при необходимости ее разъединения на не­
сколько подсетей с добавлением новых серверов. Для решения введем 
в рассмотрение некоторую штрафную функцию ГДЯ,) оценки време­
ни отклика на запрос клиента. Эта функция может быть дискретной 
или непрерывной. Так, например, время ответа от 0 до 2 секунд -  оп­
тимальное время, от 2 до 5 секунд -  нейтральное время, от 5 до 10 се­
кунд -  удовлетворительное время при 10 балах штрафа, свыше 10 се­
кунд недопустимое время при 100 балах штрафа.
Моделирование системы. Будем считать, что интенсивности 
заявок находятся на постоянном интервале между собой, а их обслу­
живание имеет экспоненциально распределенную длительность. Тогда
исходную сеть массового обслуживания в рамках классификации Кен­
далла [3,4] можно отнести к классу D\M\1, а конечную к классу D\M\2.
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Рис.1 Переход системы к дублированию сервера 
Для расчета общей интенсивности д и совместной функции 
штрафов f {/ln„) рассмотрим процесс прихода заявок на некотором 
интервале времени Т . За это время от источника I . поступит т • Яу 
заявок. Всего таких заявок от всех клиентов поступит jT r-A , • Сред-
7=1
нее время их поступления составит -  _ 1 . Совместная
у = і  7=1
усредненная функция штрафов примет значение 
.. ) = —^ F  (Лj ) '  Интегральная интенсивность составит
ю  7=1
э = 1  = Ѵ д  .В  зависимости от целей и задач проектировщика сис-о « -  Lu j* 7=|
темы могут быть введены критерии двух видов.
Вариант 1. Рассматривается аддитивный критерий, как алгеб­
раическая сумма штрафов от всех клиентов q = £ /г (д у  Момент
h I
превышения суммы штрафов по всем клиентам некоторого предела q , 
т е V4 г у 5 ^  > будет признаком необходимости установки дополни-
тельного сервера. При этом в общем случае таких серверов может 
быть несколько. Данный критерий целесообразно использовать в сис­
темах с однородными запросами и отсутствием привилегированных 
пользователей.
Вариант 2. Рассматривается дифференцированный критерий, 
учитывающий субъективные штрафные функции клиентов. Этот пока­
затель учитывает неоднородность заявок от различных типов пользо­
вателей и подразделяется в зависимости от степени критичности за­
просов на следующие виды критериев:
а) Приоритетный критерий. п _ ѵ  г  м \ > рДе а ■ вес КРИ*ѵі - Z* > J/«I
терия в общем множестве. Для данного типа критерия целесообразно 
проводить предварительную нормировку весов в виде
а =  а ' / шах (а ) •' і '
б) Персональный критерий -  для каждого пользователя вво­
дится свой предел накопления штрафов, достижение которого является 
критическим признаком.
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Данный критерий целесообразно использовать при сильном 
разбросе требований к характеру времени обслуживания между раз­
личными клиентами.
в) Смешанный критерий -  образуется за счет совместного рас­
смотрения критериев а) и б), рассмотренных выше. Его целесообразно 
использовать, когда системному аналитику необходимо комплексный 
учет мнений пользователей по отдельности и всей группы в целом.
Далее необходимо установить принадлежность клиентов но­
вым подмножествам G, = ( / , , /2,...,/я) ,  где iJ9j  = \9n - индексы клиен­
тов подключаемых к серверу РІ9 и подмножеству G2 = (/„+,,/й+2,— )> 
где i .J  = п + \,т - индексы клиентов подключаемых к серверу р2
(рис. 16). Новые сервера />, и Р2 будут обрабатывать запросы от кли­
ентов, поступающие соответственно в очереди Вх, и В2. Эти очереди 
могут реализовывать дисциплины обслуживания FIFO, а в случае вве­
дения более дифференцированной оценки, учитывающей только инди­
видуальные штрафные функции F{Xj ) всех клиентов, очереди В{, и
В2 будут реализовывать приоритетные принципы обслуживания.
Решение задачи разбиения исходного множества клиентов 
G = (il,i2,...,im) на подмножества G, =( / , , і 2, и
G2 = (іи і ,іи !  i j  сводится к решению многомерной задачи о ран-
це. Эта задача [4] может быть решена стандартными методами ветвей 
и границ или итерационными методами, или с помощью модифициро­
ванного генетического алгоритма.
Для решения задачи на основе генетического алгоритма тре­
буется представление структуру корпоративной информационной сис­
темы как сложной иерархической структуры множества блоков. Под 
блоками необходимо понимать логически идентичные фрагменты ин­
формационной системы. К таким фрагментам могут относится клиент- 
серверная связь множества клиентов к одному серверу (со следующи­
ми ключевыми элементами: тип входного потока, размер очереди 
тип дисциплины обслуживания в очереди, множество интенсивностей 
запросов от клиентов Н = р - интенсивность обслужи­
вания заявок на сервере р .), сервер уровня обслуживания с индивиду­
альными характеристиками обслуживания заявок, блоки связей уров­
ней иерархии и другие. Структура хромосом для данной задачи долж­
на отражать верхний, наиболее жестко заданный, уровень иерархии 
информационной системы. Целевая функция будет являться ком­
плексной, зависящей от минимизации общей цены приборов, при под­
держке приемлемой скорости обработки заявок.
В результате введения дублирующего сервера индивидуальное 
и среднее время обслуживания заявок изменится. Далее необходимо 
провести повторный расчет приемлемости обслуживания заявок и рас­
считать штрафы дпя него.
Заключение. Моделирование расположения серверов на осно­
вании информации об индивидуальных характеристиках потоков дан­
ных и предпочтениях пользователей о желаемом распределении вре­
мени обработки запросов на основе позволит повысить качество функ­
ционирования проектируемой системы.
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Аннотация
Обозначены проблемы формирования информационного про­
странства и информационного общества университета, рассмотрен 
вариант структуры информационной системы университета.
Проблемы формирования информационного пространства 
университета рассмотрим на примере Магнитогорского государствен­
ного технического университета (МГТУ). Функционирующая в на­
стоящее время АСУ имеет ряд недостатков, среди которых в первую 
очередь можно указать:
• использование большого числа устаревших программ;
• плохо проработанные информационные связи между под­
системами;
• невыполнение принципа одноразового ввода данных.
Указанные недостатки являются неизбежным результатом
длительного и во многом «стихийного» процесса создания и функцио­
нирования этой системы. Длительное время сетевые решения строи­
лись как корпоративные решения на основе локальных вычислитель­
ных сетей. Для создания таких распределенных информационных сис­
тем наработан мощный инструментарий в виде CASE-технологий,
