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Abstract 
We present elementary necessary and sufficient conditions for the 
solvability of the Diophantine equation x 2 - Dy 2 = n for any n E Z 
and any nonsquare integer D > 0, using only simple continued fraction 
expansions. This includes a simple device for finding fundamenta l  
solutions of such equations. 
1 Introduction 
A recent article by Matthews in this journal [1] depicts an algorithm 
due to Lagrange for solving quadratic Diophantine equations. He presents a
simplified version of one of Lagrange's algorithms and states that this author 
rediscovered the algorithm in [3], wherein semi-simple continued fractions 
and ideal theory are used. However, in a recent correspondence with this 
author, Matthews admits that the "rediscovery" comment is applicable to 
only a portion of the algorithm presented in [3]. Upon reexamination of
all the solutions, it became clear that within the results presented in [3] 
is an algorithm the presentation of which is the principle reason for the 
writing of this article. What we describe herein is an algorithm for solving 
x 2 - Dy  2 = n in relatively prime integers x and y for any natural number 
D that is not a perfect square and any n E Z - -  a method that is simpler 
than that of Lagrange, Matthews, and this author's technique contained in 
[3]. We use only the theory of simple continued fractions in the description 
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of the algorithm and show how one may find fundamental solutions of these 
equations including a heretofore unknown alternative (see Theorem 4.3) to 
the well-known solutions of Pell equation, in the case where Inl = 1, using 
continued fractions (see Theorem 4.1). 
2 Notat ion  and  Pre l iminar ies  
This section is devoted to setting the stage by discussing the interrela- 
tionships among continued fractions, ideals and certain irrational numbers 
that we now define. 
Suppose that D E 1~1 is not a perfect square. Then a quadratic irrational 
is a number of the form 
p+vr5 
Q , (P, QeZ)  
where Q ~ 0 and p2 - D (mod Q). Also, the algebraic conjugate of a is 
P- -5 
Cg ! Q 
Continued fraction expansions will be denoted by 
(qo; q l ,  q2, . . . ,  q l , .  . .) , 
where qj E R are called the partial quotients of the continued fraction expan- 
sion. If q~ E Z, and a¢ > 0 for all j > 0, then the continued fraction is called 
an infinite simple continued .fraction (which is equivalent to being an irra- 
tional number), whereas if the expression terminates, then it is called a finite 
simple continued fraction (which is equivalent to being a rational number). 
See [3, Theorem 5.1.1, p. 223; Theorems 5.2.1-5.2.2, pp. 228-229]. 
To establish the link with continued fractions, we first note that it is 
well-known that a real number has a periodic continued fraction expansion 
if and only if it is a quadratic irrational (see [3, Theorem 5.3.1, p. 240]). 
Furthermore a quadratic irrational may have a purely periodic continued 
fraction expansion which we denote by 
= (qo; ql, q2,..., q -l) 
meaning that q~ = qn+t for all n _> O, where g = g(a) is the period length 
of the simple continued fraction expansion. It is known that a quadratic 
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irrational a has such a purely periodic expansion if and only if a > 1 and 
-1  < o? < 0. Any quadratic irrational which satisfies these two conditions 
is called reduced (see [3, Theorem 5.3.2, p. 241]). 
Now we are in a position to bring in the theory of ideals and link the 
three together. 
Let Do > 1 be a square-free positive integer and set: 
and 
Define 
2 if Do --- 1 (rood 4), (2.1) ao= 1 otherwise. 
Wo = (ao - 1 + v/-Doo)/ao, (2.2) 
Ao = (To - w~) 2 = 4Do/a2o • (2.3) 
The value Ao is called a fundamental discriminant or field discriminant with 
associated radicand Do, and w0 is called the principal fundamental surd as- 
sociated with Ao. Let 
A = f~A o (2.4) 
for some fa e N. If we set 
9 = gcd(f~, ao), a = ao/9, (2.5) 
and 
D = (f~x/g)2Do, (2.6) 
then 
A = 4D/a 2, (2.7) 
and A is called a discriminant with associated radicand D. Furthermore, if 
we let 
wA = (a -  1 + V~) /a  = fawo + h 
for some h E Z, then wa is called the principal surd associated with the 
discriminant A = (wa -w~x) 2. 
If [a,f~] = c~Z + ~Z, then 0a = [1, fawo]= [1,wa]. This is an orderin 
K = Q(v/~o) = Q(V~) having conductor fa and discriminant A. If fa = 1, 
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then 04 is called the maximal order or ring of integers of K. The units of 
04 form a group which we denote by U4. The positive units in UA have a 
generator which is the smallest unit that exceeds 1. This selection is unique 
and is called the fundamental unit of K, denoted by e4. 
It may be shown that any Z-module I ~ (0) of 04 has a representation 
of the form [a, b + az4], where a, c E 51 with 0 < b < a. We will only be 
concerned with primitive ones, namely those for which c = 1. In other words, 
I is a primitive Z-submodule of 0A if whenever I = (z)J for some z E Z and 
some Z-submodule J of 04, then Izl = 1. Thus, a canonical representation 
of a primitive Z-submodule of 04 is obtained by setting aa = Q and b = 
(P - 1)/2 if a = 2, while b = P if a = 1 for P, Q E Z, namely 
I=  [Q/a,(P + v/-D)/a]. (2.8) 
Now we set the stage for linking ideal theory with continued fractions 
by giving a criterion for a primitive Z-module to be a primitive ideal in 
04. A nonzero Z-module I as given in (2.8) is called a primitive 04-ideal if 
and only if p2 ~_ D (mod Q) (see [3, Theorem 3.5.1, p. 173]). Henceforth, 
when we refer to an 04-ideal it will be understood that we mean a primitive 
04-ideal Also, the value Q/a is called the norm of I, denoted by N(I). 
Hence, we see that I is an 0zi-ideal if and only if ce = (P + vt-D)/Q is 
a quadratic irrational. Given the notion of a reduced quadratic irrational 
discussed earlier, it is not surprising that we define a reduced ideal I to be 
one which contains an element ~ = (P + vC-D)/a such that I = [g(I),/~], 
where ~ > N(I)  and -N( I )  </~' < 0, since this corresponds exactly to the 
reduced quadratic irrational ce = ~/N( I )  > 1 with -1 < ce ~ < 0. In fact, the 
following holds. 
Theorem 2.1 Let A be a discriminant with associated radicand D. Then 
s = [Q/a, (P + is a  uced O4-ideal if QIo < v 12. Conversety, 
ff I is reduced, then Q/a < v~.  Furthermore, if 0 <_ P - a + 1 < Q < 2v~ 
and Q > v~,  then I is reduced if and only if Q - ~ < P < V~.  
Proof. See [2, Corollaries 1.4.2-1.4.4, p. 19]. [] 
Also, it is not surprising, given the definition of conjugate quadratic irra- 
tionals, that we define the conjugate ideal of I to be 
x' = [QI , (P  - 
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Now we link continued fractions to the ideals defined above. Let I be an 
0z~-ideal given by (2.8). Define 
/9o = P, Qo = Q, and recursively for j > 0, 
P~+I = qjQ~ - P~, (2.10) 
and 
D=p.  2 j+l + Q~Q~+I. (2.11) 
It follows that we have the simple continued fraction expansion of the 
quadratic irrational: 
P + .v/D Po + v/D 
a = Q Q0 (q0; ql,. . . ,  qj,...)- 
Now the stage is set for the appearance ofthe result hat formally merges 
ideals and continued fractions. We only need the notion of the equivalence 
of two Oa-ideals I and J, denoted by I ,,~ J to proceed. We write I ,-~ J to 
denote the fact that there exist nonzero integers a, f~E (ga such that (a)I = 
(]~)J, where (x) denotes the principal 0a-ideal generated by x E 04. For a 
given discriminant A, the class group of {ga determined by these equivalence 
classes, denoted by Ez~, is of finite order, denoted by ha, called the class 
number of 0zx. 
Now we may present he Continued bi'action Algorithm. 
Theorem 2.2 Suppose that A E N is a discriminant, P~, Q~ are given by 
(2.9)-(2.11), and 
= (Pj-1 + J-5)/ l 
for nonnegative j E Z. Then I1 ,~ I~ for all j E N. Furthermore, there exists 
a least natural number n such that I,,+j is reduced for all j > O, and these 
I,+~ are all of the reduced ideals equivalent to 11. If g E N is the least value 
such that I,, = It+,,, then for j > n - 1, aj = (Pj + v~) /Q~ all have the 
same period length e = g(a~) = g(a,,_~) 
Proof. See [3, Theorem 5.5.2, pp. 261-266] and [3, Definition 5.5.3, p. 
267]. Alternatively, see [2, Theorem 2.1.2, p. 44-47]. [] 
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Remark  2.1 From the continued fraction algorithm, we see that if 
I=  [Q/a,(P + v~)/a] 
is a reduced Oa-ideal, then the set 
{Q,la, Q21a,... ,Qdo} 
represents the norms of all reduced ideals equivalent to I. This is achieved 
via the simple continued fraction expansion of a = (P + v/'D) /Q. 
In the next section we require results on the following well-known se- 
quences. For a quadratic irrational a = (qo; ql,...), define two sequences of 
integers {At} and {B~} inductively by: 
A_2=O,A_a=I,A~=qjA~_I+A~_2 (for j > 0), (2.12) 
B-z = 1, B_I = O,B~ = qjBj-1 + B~-2 (for j _ 0). (2.13) 
By [3, Theorem 5.1.3, p. 225], we have the following identity for any j E N: 
A~B~_x- A~_,B~ = (-1) ~-1. (2.14) 
Also, if a = (P0 + vf-D)/Q0, and if we set 
Gj_I=QoA~_~-PoBj_~ (for j > -1), 
then by [3, Theorem 5.3.4, p. 246], 
G~_,- B~_,D = (-1)JQjO0 (for j _> 1), (2.15) 
It is also known that the above sequences are related to continued fraction 
expansions in the following manner. 
Let n E l~l and let a have a continued fraction expansion 
(qo; ql , - . . ,  q, , . . . )  
with q~ E R + when j > 0. Then 
C~ = (qo;ql,...,qk)= A~/Bj = 
q~A~_x +AI-z 
qjBj_I + Bj_ ' 
(2.16) 
is the jth convergent of a for any nonnegative integer j <_ n. 
There is also a pretty relationship, which may be traced back to Lagrange, 
between these sequences and the fundamental unit given as follows. 
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Theorem 2.3 Let A > 0 be a discriminant, 
I = [Q/a, (P + v~) /a]  
a reduced ideal in (9/,, and ol -- (P + v~) /Q .  If P~ and QI for j = 
1,2,... ,g(a) = g are defined by Equations (2.9)-(2.11) in the simple con- 
tinued fraction expansion of a, then 
t 
= 1-I(P, + ¢-5)/Q, 
i=l 
and 
Also, either 
N(ea) = (-1) ~. 
e~ = A~-I + Bl - lV~,  
or 
eaA ~- At-1 + Bt- lV/O.  
Proof See [2, Theorems 2.1.3-2.1.4, pp. 51-53]. [] 
3 Solutions of Quadratic Equations 
In this section, we explore what is known about the solutions of quadratic 
diophantine equations in terms of the theory of continued fractions that will 
be used in the next section. 
Let D E N, not a perfect square and let Q0 E Z. Then solutions of the 
Diophantine quation 
x 2 - Dy ~ = Qo (3.17) 
may be categorized as follows. First, i f  a = xo + y0v/-D is a solution of 
(3.17), with gcd(x0,y0) = 1, then call (xo, yo) a primitive solution. (Note 
that we use the notations (Xo, yo) and xo + yov~ interchangeably to denote 
solutions of Equation (3.17) in this discourse.) Also, (x0, Yo) is called positive 
if xo,yo E N. 
Consider the Pell equation 
x 2 - Dy 2 = 1. (3.18) 
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Then we may break down solutions of Equation (3.17) into classes as follows. 
Definit ion 3.1 If Tj = xj + y¢v/D for j = 1,2 are primitive solutions of 
Equation (3.17), then they are said to be in the same class provided that their 
ratio is a solution of Pell's equation (3.18). In other words, T 1 and ~'2 are 
in the same class of solutions of Equation (3.17) if there exists a solution 
t3 = u + vv/-D of (3.18) such that rl]~ = T2. 
If "r and --T t are solutions in the same class, then that class is called 
ambiguous. A solution xo +yov~ of Equation (3.17) for which yo is the least 
positive value in its class is uniquely determined and called the fundamental 
solution in its class. If xo + yo v~ is ambiguous, then we require, in addition, 
that xo > O. 
An arithmetic property for determining when solutions of Equation (3.17) 
are in the same class is given as follows. 
Proposit ion 3.1 Two primitive solutions xj +y¢ ~ for j = 1, 2 of Equation 
(3.17) are in the same class if and only if both 
(xlx2 - yly2D)/Qo c Z and (ylx2 - xly2)/Qo e Z. 
Consequently, there are only finitely many classes of primitive solutions of 
Equation (3.17). 
Proof. See [3, Proposition 6.2.1, p. 299]. [] 
Moreover, bounds on the coefficients of fundamental solutions are given 
in the next two results. 
Theorem 3.1 Let Xo + yov/-D be the fundamental solution in its class of 
Equation (3.17), and let uo + Vo v/-D be the fundamental solution of Equation 
(3.18). Then 
(a) / f  Q0 > 1: 
and 
0 < Ixol < + 1)0o/2, (3.19) 
0 _< yo _< v/2(Uo + 1)' (3.20) 
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(b)/fQo < -1:  
and 
o < Ixol <__ v / (uo-  1)1Qol/2, (3.21) 
0 < U0 < Vo I~/V~ol (3.22) 
V/2(Uo- 1)" 
Proof. See [3, Theorems 6.2.5-6.2.6, pp. 299-300]. [] 
A well-known fact relating solutions of Equation (3.17) to convergents in 
simple continued fraction expansions i  given as the next result. 
Theorem 3.2 If (x,y) is a positive solution of Equation (3.17) with [Qo[ < 
v/-D, then x /y  is a convergent in the simple continued fraction expansion of 
,/-5. 
Proof. See [3, Theorem 5.2.5, p. 232]. [ ]  
Perhaps not so well known is the closing result of this section, which 
includes the case where [Qo[ > v~.  
Theorem 3.3 If "r = Xo + yov/-D is a primitive solution of Equation (3.17), 
then each of the following hold. 
1. There exists a unique element 13 = Xl + ylv/-D such that 
~ ' /=  (x, + y, v/-D)(xo -Yo~)  = Po + Y~,  
~here 
- IQo l /2  < Po < IQol/2. 
2. IflQol > V-B, then IN(fi')l < IN('r)l. 
3. The solution (xo, Yo) may determined from/3 by: 
Xo = (xlPo - ylD)/N(3),  
and 
yo = (y, Po - x,)lN(~). 
4. Po is unique in the sense that any solution % in the same class as % 
has a unique element 5 such that 5.)/= Po + v/-~. 
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5. There is a unique ideal 
I,- = [N(r), (P0 + v/A)/2] "~ 1. 
We call I,. the unique ideal associated with v. 
Proof. See [3, Theorem 6.2.7, pp. 302-303]. !"1 
4 Applications of Continued Fractions 
Perhaps one of the most striking applications of continued fractions is the 
criterion for solvability of Pell's equation: 
x 2 - Dy  2 = +1, 
for integers x,y .  The solution is given as follows. 
Theorem 4.1 Suppose that D E 1~ is not a perfect square and 
x /D = (qo; qx, q2, . . . , qi) 
with g = g( V~) .  I f  t is even, then all positive solutions of 
x 2 - y2D = 1 
are given by 
x = A~a-1 and y = Bkt-x 
for  k E N, whereas there are no solutions to 
x 2 - y2D = -1 .  
I f  g is odd, then all positive solutions of Equation (4.23) are given by 
x = A2kt-a and y = B2~a-1 
for  k E N, whereas all positive solutions of Equation (4.24) are given by 
x = A(2k-1)e-1 and y = B(2k-1)e-1 
fo rkeN.  
(4.23) 
(4.24) 
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Proof. See [3, Corollary 5.3.3, p. 249]. [] 
We now show how this can be generalized to any Qo e Z using only 
simple continued fraction expansions. 
Theorem 4.2 Let D e 51, not a perfect square, and Qo e. Z.  Then 
Xo + yo v/-D 
is a primitive solution of 
z a - By 2 = Qo (4.25) 
if and only if 
(a) There exists an integer Po defined by 
Po 4- V~--  (Xo + y0v/D)(Xl Jr- y lV~) ,  
for some unique element Xl + yl~/-D with -IQol/2 < Po < 1001/2. 
(b) In the simple continued fraction expansion of c~ = (Po + v~) /Qo  (re- 
spectively -a ' ) ,  there is a nonnegative integer t (respectively t ~) such 
that Qt = 1 (respectively Qe = 1). 
(c) There exists a nonnegative integer m (respectively mO such that £m + t -1  
(respectively tin' + t' - 1) is odd (where l = £(~) = £(-a ' ) )  xo = 
Gt~+t-1, and !1o = Be,,,+t-1 (respectively xo = G~,+¢_1, and Yo = 
Bt,n,+t,-1), in the simple continued fmction expansion of a (respectively 
-ol) .  
Proof. If (a)-(c) hold, then by Equation (2.15), using the fact that £w+x 
is even, where w = m or w = m ~, x = t or x = t~; and Qao+~ = Qx = I for 
anym > o, 
G~+x-1 - B~+x-ID = (-1)~+~Q~o+~Qo = Qo, 
so (xo, y0) -- (Gtw+x-1, Btw+~_l) is a solution of (4.25). Note that by Theorem 
2.2, if there exist integers t and t ~ such that Qt = 1 = Qe, then 
= 
Conversely, if (Xo, yo) is a solution of Equation (4.25) where gcd(xo, Yo) = 
1, then by Theorem 3.3 (a)-(b) hold. By [3, Theorem 6.5.4, pp. 338--339], 
(e) holds. [] 
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Corollary 4.1 Suppose that a solution to Equation (4.25) exists, and t (re- 
spectively t') /s the least nonnegative integer such that Qt = 1 (respectively 
Qe = 1). Let m (respectively m') be the least nonnegative integer such that 
g in+t-  1 (respectively gm' + t ' -  1) is odd. Then one of Gtm+t_l + Bem+t--1v/-D 
or Gt,n,+e-1 + Be,,~,+t,-1vt-D is the fundamental solution in its class. 
The following gives an algorithmic interpretation of Theorem 4.2, which 
includes a method for explicitly calculating fundamental solutions of Equa- 
tion (4.25). 
Algorithm 4.1 Theorem 4.2 tells us that if we wish to determine all primi- 
tive solutions of Equation (4.25), including an explicit means of finding fun- 
damental solutions, we proceed as follows. 
(1) We first determine if Equation (4.25) has any solutions by looking at all 
the integers Po such that 
Po 2 - D (mod IQ01) where - IQol/2 < Po <_ IQol/2. (4.26) 
and testing the simple continued fraction expansion of each 
= (Po + v/-D)lQo 
to see if there is an integer t with Qt = 1. The reason is that if such 
a primitive solution Xo + yov/-D exists, then Theorem 4.2 (a) tells us 
that there is a unique integer P0 satisfying xo = -Poyo (mod [Q0]) with 
(4.26) holding. (To see this we invoke Theorem 3.3 part (3) which tells 
us that xo + Poyo = yiQo.) Therefore, P2 o - x2oyo u - n (rood [Qo[) 
since x 2 - ygn = Qo. Thus, if g = g(a) is even and t (respectively ~) 
is odd, then there is no primitive solution arising from Po by Theorem 
4.2 (b)-(c). Hence, no primitive solutions to Equation (4.25) will exist 
if g is even and t (respectively t') are odd for all a (respectively -o/) .  
However, if one finds a Po satisfying (4.26) where either g is odd or t 
(respectively t') is even, then there is a primitive solution to Equation 
(4.25) which is found as follows. 
(2) The least nonnegative integer m (respectively m') such that gm + t -1  (re- 
spectively grn' + t ' -1 )  is odd ensures that one of G~,~+t-i + Be+t-Ivf'D 
(determined from the simple continued fraction expansion of or), or 
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Gtm,+e-1 + Be,,,'+v-l"¢ t'~ (determined from the simple continued frac- 
tion expansion of -ot)  is the fundamental solution in its class. Deter- 
mination of all such solutions as Po ranges over values in (4.26) yields 
all fundamental solutions of Equation (4.25). 
(3) All primitive solutions of Equation (4.25) are achieved by ranging over 
j ~ Z for each fundamental solution Xo + yovt'D in: 
+ yo,/5), 
where j is assumed to be even if N(ea) = -1,  and ea is the fundamental 
unit of 04 = [1, V~] .  
Example  4.1 Suppose that we wish to find all solutions of the Diophantine 
equation 
x 2 - 27y 2 = - 13. (4.27) 
Here Qo = -13  and D = 27. From Remark 4.1, we need to look at solutions 
of P2 o - 27 (rood 13) where -27 /2  < Po <- 27/2. The only such solutions are 
easily seen to be Po = 4-1 and Po = 4-12. First let's look at Po = 1. Then 
= (1 + V~) / ( -13) ,  and we calculate that Qa = 1 in the simple continued 
fraction expansion of or, so t = 3 and g = 2 = g(ot). Thus, by Algorithm 4.1 
part (1), there will be no solutions of Equation (4.27) arising from Po = 1. 
In fact, a similar analysis shows that for -a /= ( -1  + Qe = 
Qa = 1, so t ~ = 3 and again no solutions are associated with -~ .  A similar 
analysis holds for Po = 4-12, so Equation (4.27) has no solutions x, y E Z. 
Example  4.2 Consider the Diophantine quation 
x 2 - 27y 2 = 13. (4.28) 
Then Po = 4.1 and Po = -4-12 as in Example 4.1 since IQol = 13 in either 
case. For Po = 1, we calculate that g = 2 = t sore  -- 0 is the least 
nonnegative value such that lm+ t - 1 = 2m -4- 1 is odd. Since GI = 11 and 
BI = 2 in the simple continued fraction expansion of a = (1 + v /~) /13 ,  then 
xo +yoJ-5= 11+2v  
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is the fundamental solution (in its class) of Equation (4.28). Looking at 
-a /= ( -1  + .¢~)/13,  we calculate that t ~ = 2, so the least nonnegative m ~ 
such that gm ~ + t - 1 = 2m ~ + 1 is odd is m ~ = 0. Here G1 = 16 and Bz = 3. 
Thus, 16 + 3v/~ is a solution of Equation (4.28). However, it is not the 
fundamental solution in its class by Theorem 3.1. 
I f  Po = 12, then we calculate that t = 2 = e for # = (12+v~) /13 .  Again, 
the least ra is m = O, and we get G1 = 16 and B1 = 3, yielding the same 
solution as for -a ' .  For Po = - 12, we get t = 2 = g for 3' = ( -  12 + V/~)/13 
and this yields, G1 = 11 and B1 = 2, which is the same solution as for a. 
Hence, the only solutions are 11 + 2v /~ and 16 + 3v '~.  We see that, via 
Proposition 3.1, -11 + 2v/'~ and 16 + 3v '~ are in the same class given 
that (-11 • 16 - 2 .3 .27) /13  = -26 E Z and ( (2.16 + 11.3) /13 = 5 E 
Z. Hence, 11 + 2v~ and -11 + 2v/~ are fundamental solutions in their 
respective classes, and they are not in the same class by Proposition 3.1, 
so these represent all fundamental solutions. Since eA = 26 + 5v~ is the 
fundamental unit of Z[v'~],  where A = 4.27,  fA = 3, ao = 1 = g = a, 
Do = 3 and D = 27, in formulas (2.1)-(2.7), then the following represent all 
primitive solutions of Equation (4.28) where j ~ Z: 
4-(-11 + 2v~)(26  + 5v/~)  j, 
and 
For instance, 
4-(11 + 2V~)  (26 + 5V~)  j. 
- ( -11  + 2V~)(26 + 5V~)  = (-11 + 2V~)( -26  - 5V~)  = 16 + 3v~,  
and 
(11 + 2v~)(26  + 5vf~) -2 = 821 - 158v~.  
Remark  4.1 Examples 4.1-4.2 illustrate the fact, from Theorem 4.2, that if 
Q8 = 1 .for some some nonnegative integer s, in the simple continued fraction 
expansion of oL, then at least one of x 2 - Dy 2 = Qo or x 2 - Dy 2 = -Qo  is 
solvable. In [4, Corollary 4, p. 282], it is incorrectly claimed that if g is even, 
then there cannot be a solution to both equations. A counterexample is the 
case where D = 34 and Q0 = 33 for which (1,1) is a primitive solution of 
x 2 - 34y ~ = -33  and (13,2) is a primitive solution o fx  2 - 34y 2 = 33. Note 
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that g(v/"~) = 4. In [7], we prove that indeed the parity of e (v~)  is necessary 
and sufficient when IQol is 1 or a prime. However, our counterezample, where 
Qo is a product of two primes, shows that this is the most for which we can 
hope. Nevertheless, in current work, we have discovered a general criterion, 
related to continued fractions, for the solution of both equations, which we 
will publish at a later date. In the next example, we illustrate the solution of 
both equations when g( V~)  is odd. 
Example  4.3 Consider the Diophantine quation 
x 2 - 13y 2 = 3. (4.29) 
The only values for Po are Po = 5=1. For Po = 1 and ot = (1 + v/~) /3 ,  we 
get g = g(vt) = 5 and Qt = Q~ = 1. In this case the smallest nonnegative m
making gm + t - 1 = 5m + 2 odd is m = 1. Also, we calculate that Gv = 256 
and/37 = 71. Thus, t3 = 256 + 71vri3 is a solution of Equation (4.29), albeit 
not a fundamental one by Theorem 3.1, since 649+180V~ is the fundamental 
solution of Equation (3.18). For Po = -1,  and a = ( -1 + v~) /3 ,  we get 
Qt = Q2 = 2 and the least m in this case is ra = O. We calculate that G1 = 4 
and Bl = 1, yielding the fundamental solution 7 = 4 + Vr~ in its class for 
Equation (4.29). Also, we have that ea = 18 + 5vri3 is the fundamental unit 
ofZ[v/~] = Va, and 
-e2 f l=  - (18 -  5v/~)2(256 + 71v~'3) = -4  + v /~= -7 ' ,  
which is the fundamental solution in the class of fl for Equation (4.29). 
Now consider 
x 2 - 13y 2 = -3 ,  (4.30) 
for which, Po = +1 are (again) the only possibilities. For Po = 1 and a = 
( l+v~) / ( -3 ) ,  we calculate that Qt = Q2 = 1. Since g = 5, then g in+t-1  is 
odd for m = 0 and G1 = 7, B1 = 2. Thus, 5 = 7 + 2v/-~ is the fundamental 
solution in its class for Equation (4.30). A similar analysis for Po = -1 ,  
o~ = ( -1 + v /~) / ( -3 )  yields Qt = Q, = 1, m = 1, G5 = 137 and B5 = 38. 
Therefore, p = 137 + 38v/~ is a solution of Equation (4.30), but not a 
fundamental one by Theorem 3.1. Notice however that, 
eT~2p = ( -18 + 5v~)2(137 + 38V~)  = -7  + 2v~= -5' ,  
which is the fundamental solution in the class of p. 
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To see that Theorem 4.2 is a direct generalization of Theorem 4.1, we 
B (-) indicates establish the next result wherein a superscript (-),  such as t L, 
Equations (2.12)-(2.15) applied to the simple continued fraction expansion 
o f -v fD ,  whereas the a superscript (+), such as A~+~ indicates Equations 
(2.12)-(2.15) applied to the simple continued fraction expansion of v~.  
Theorem 4.3 Let D > 1 be a nonsquare integer. I f  Equation 
x 2 - Dy 2 = -1 (4.31) 
4(+) has a solution, then the fundamental solution is given by xo = ,,~_1 
~(+) = B~-)~ where g = g(v/D) and t E N is the least integer such and yo = t-1 
that Qt = 1 in the simple continued fraction expansion o f -  x/D. 
Proof. First, we observe that t must be even by Theorem 2.2 (see Claim 
2 in the proof of Theorem 2.1.2 in [2, p. 45] for an explicit verification). 
Alternatively, one can verify that t is even by assuming that it is odd, from 
which it may be deduced that G~+~_ 1 +B~+~_xv~ is the fundamental solution 
in its class using Algorithm 4.1. Given that there is only one (ambiguous) 
(-) (-) = 4(+) class when Q0 = -1  by Proposition 3.1, then Ge+t_ 1 + B~+t_lV/-D "~-1 + 
B~+~ by Theorem 2.3. This leads to a contradiction i  view of the fact 
that, by Equation (2.15), Gt_ 1(-) + B(-)v/-Dt-a v ,-  is a unit, while both 0 < G (-)t_x < 
(-) B(-) (-) G~+~_ 1 and 0 < t 1 < B~+t-t. 
Given that t is even, then by Algorithm 4.1, G~-~ + B~- Iv/D is the fun- 
damental solution in its class. As argued above, we must therefore have 
that 
A(+) ~(+),/'-~_ (-) B (-)v/~ e-a + "-'t-I - ~ - Gt-1 + ,-1 * ~. 
By equating coefficients, we have the result. [] 
Example 4.4 Suppose that we want to determine the solutions of 
x 2 - 13y 2 = -1. 
We calculate that g = g(v/-D) = 5, and in the simple continued fraction 
= r~(+) = 13(4+) = 5. expansion of ~/~, we get that 4(+) A(+) 18 and "-'e-1 
Thus, 
(A(4+)) 2 (B ( )2 -13  +) =-1=18 2 -13-5  2 
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is the fundamental solution of Pell's Equation (4.24), and all solutions of 
R (+) fo k N This is the it are given by x = A~t)k_x)_ 1 and y = ~5(2k-1)-1 #' r E . 
interpretation via Theorem 4.1. Now we give the interpretation via Theorem 
4.2. I f  P{o -) = O, Q(o -) =-1 ,  and e = -V~,  then t =4,  ~= 5, G~-)~ = 
G(~ -) = 18, and B (-)t_l = B~ -) = 5. Hence, the same result as above follows. 
Example  4.5 To get the solutions of x 2 - 29y 2 = -1 ,  we may employ The- 
orem 4.1 where A~+~ = A(¢+) = 70 and B~+~ = 13. Using Theorem 4.2, we 
(-) = al-) (-) Bi-) get Gt 1 = 70 and Bt_ 1 = = 13. 
The concluding example illustrates the use of Theorem 4.2 to obtain all 
primitive solutions, if they exist, in the case where IQo[ is a perfect square. 
Example  4.6 Suppose that we seek all primitive solutions of 
x2 -Dy2=x2-221y2=- lOO=Qo.  (4.32) 
First, we calculate that 
Po 2 - 221 (mod 100) 
for [Qo[/2 = -50  < Po _< 50 = IQo[/2 has only the solutions Po = =t:39,:t:11. 
Then we calculate that 
a = ( -39 + 2v/~T)/(-100) = {0; 4,6, 1,28,1,6,2}, 
so ~.(a) = 6. Also, we have that Qa = 1, so t = 4 and the least nonnegative 
integer m that makes gm+ t - 1 --- 6m + 3 odd is m = O. Since Ga = 431 and 
Ba = 29, then/~ = 431 + 29 2V~] is a primitive solution of Equation (4.32). 
However, this not a fundamental one by Theorem 3.1 since 
e,x = ess4 = 1665 + 112~/221 
is the .fundamental unit in z[vf2~], and therefore is also the fundamental 
solution of Equation (3.18). 
Next, we calculate that 
7= ( -11+ 2v~) / ( - lO0)= (-1;1,24,1,6,2,6,1,28),  
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so g(7) = 6. Also, Q2 = 1, so t = 2 and the least nonnegative integer m 
making gm + t -  l = 6m + l odd is m = O. Since Gl = l l  and Bx = l in 
this case, then -r = 11 + 2v/2~ is a primitive solution of Equation (4.32) and 
it is fundamental in its class. A look at (11 + ~/221)/(-100) yields the same 
solution as for 7, so we go on to the final calculation for 
6= (39+ 2vf~) / ( -100)= (-1;2,5,1,28,1,6,2,6),  
so £(6) = 6. Also, Q4 = 1 and the least nonnegative integer m making 
£m + t - 1 = 6rn + 3 odd is m = O. Since G3 = 193 and Ba = 13, then 11 = 
193 + 13 2v/~-~ is a primitive solution of Equation (4.32) and it is fundamenal 
in its class. In fact, since 
e~x/3 = (1665 - 112x/221)(431 + 29 2v/2"~) = -193 + 13~ = - r / ,  
then ~ is in the class o f - r / .  Hence, the only classes of primitive solutions 
for Equation (4.32) are those whose fundamental representatives are T, --7", 
rh and - r / .  Thus, all primitive solutions of Equation (4.32) are given by: 
±4. ,  and ± for any j e z. +e~ T, 
For instance, 
and 
e,,,,r = 43067 + 2897~2~, 
ezxr/= 643121 + 43261 2v~.  
On the other hand, the equation 
x 2 - 221y 2 = 100 (4.33) 
has no primitive solutions. To see this using Theorem 4.2, we look again 
at the solutions Po = ±11,5=39, which are valid for both Qo = +100. For 
instance, 
a= ( -11+ 2~/~)/100= (0;25,1,6,2,6,1,28), 
so g(a) = 6. Also, Qx = t = 1, so there does not exist any m >_ 0 such that 
em+ t - 1 = 6m is odd. The other cases are handled similarly. Although 
Equation (4.33) has no primitive solutions, it does have imprimitive ones 
such as 75 + 5 2v/2"~. This is, of course, due to the fact that 
N(ez21) = N((15 + 2v /~) /2 )= 1. 
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