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ON HIGHER FITTING IDEALS OF IWASAWA MODULES OF
IDEAL CLASS GROUPS OVER IMAGINARY QUADRATIC FIELDS
AND EULER SYSTEMS OF ELLIPTIC UNITS
TATSUYA OHSHITA
Abstract. Kurihara described all higher Fitting ideals of the minus part of Iwa-
sawa modules of ideal class groups over totally real elds by using Stickelberger
elements and Euler systems of \Gauss sums". In this paper, we obtain some par-
tial results for elliptic units which are analogues of his result. By using Kolyvagin
derivative classes of Euler systems of elliptic units, we construct some ideals Celli;
of Iwasawa algebras, and prove that they give \upper bounds" of higher Fitting
ideals of one and two-variable Iwasawa modules of ideal class groups over imaginary
quadratic elds.
1. Introduction
Let K be an imaginary quadratic eld. We x an algebraic closure Q = K of K. In
this paper, an algebraic number eld is a nite extension of Q in this xed algebraic
closure Q. For each algebraic number eld F , we denote the ring of integers of F by
OF . If F2=F1 is a nite extension of elds, we write F1 f F2.
We x an abelian extension K0 of K, and put  := Gal(K0=K). Let p be a prime
number which does not divide #(OK0)tors#. We consider an abelian extension
K1=K which contains K0. We assume that   := Gal(K1=K0) is isomorphic to Zp or
Z2p as a topological group. We put G := Gal(K1=K) =  . We dene  := Zp[[G]].
Put b := Hom(;Qp ). For any character  2 b, we denote by O the Zp[]-
algebra, which is a Zp-algebra isomorphic to Zp[Im] with action of  via . The
-algebra  is dened by O[[ ]]. Note that for any  2 b, the algebra  is at
over  since we assume that p does not divide #. The ring  is decomposed into
 =
Q
2b  as -algebra. For any -module M , we put M :=M 
 .
Let X be a projective limit of the systems
NF 0=F : A
0
F  ! AF
 K0 f F 0 f F 0  K1	;
where AF is the p-Sylow subgroup of the ideal class group of F and NF 0=F is the
norm map. Note that X is a nitely generated torsion -module. Let Xn be the
largest pseudo-null -submodule of X, and X 0 := X=Xn. In our paper, we study the
higher Fitting ideals fFitt;i(X 0)gi2Z0 for each  2 b by using the Euler systems of
elliptic units. In x4, we will dene ideals Celli; of  for all i 2 Z0, which are analogues
of Kurihara's higher Stickelberger ideals in [Ku] for elliptic units, and we will prove
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that they give \upper bounds" (admitting some \error factors") of Fitt;i(X
0
) (cf.
Theorem 1.1 and Theorem 5.1).
To state our main theorem, we dene some ideals, which appear in \error factors"
of our main theorem. For each place v of K, we denote the decomposition group of
v in  (resp. G) by D;v (resp. Dv). For any subgroup H of G, let I(H) be the ideal
in  generated by f   1 j  2 Hg. Let T be the set of places of K above p which
ramify in K1=K. We dene IT :=
Q
p2T I(Dp).
Let n be a positive integer. For each ring R, we denote the group of all n-th roots
of unity by n(R). For simplicity, we write n := n(K) and p1 :=
S
m1pm(K).
We put I = ann(p1(K1)).
The following is a rough form of the main theorem of our paper. (For precise
version, see Theorem 5.1.)
Theorem 1.1. Let  2 b be a non-trivial character. If K0 contains p, we assume
 6= ! and  6=  1!, where
! :   ! Gal(K(p)=K)  ! Zp
is the Teichmuller character. Assume one of the following:
 p splits completely in K=Q;
 p does not split (i.e. p ramies or inerts) in K=Q, and for the element p 2
T , the character  is non-trivial on D;p. (Note that in this case, T is a
singleton.)
Then, the following holds:
(1) If the character  is non-trivial on D;p for any p 2 T , then we have
Cell0;  Fitt;0(X 0):
(2) For any i 2 Z0, there exists a height-two ideal Ji; of  satisfying
Ji;I3T; Fitt;i(X 0)  Celli;:




for any i 2 Z0.
Remark 1.2. Here, we remark briey on the structure of X in the case of  = 1. For
the two-variable cases, the generalized Greenberg conjecture predicts that the Iwasawa
module X of the Z2p-extension of any imaginary quadratic eld K0 = K is pseudo-
null. (For details, see [Gr] Conjecture 3.5.) In [Mi], Minardi proved the generalized
Greenberg conjecture for imaginary quadratic elds when p does not divide the class
number of K. So, the assertion of our main theorem holds trivially in this case.
For the one-variable cases, the following results are known.
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(1) Assume that p does not split in K=Q. Then, we have X = X 0 = 0 for any
Zp-extensions K1 of K0 = K (a special case of Iwasawa's result in [Iw]).
(2) Assume that p splits in K=Q and the class number of K is prime to p. Then
for all but nitely many Zp-extensions K1 of K0 = K, the -module X 0 = X 01
associated to K1=K is free of rank 1 as a Zp-module ([Oz] Theorem 1).
Assume p splits in K=Q, and p does not divide the class number of K. Then, the




char(E1=C1) if i = 0
 if i > 0
for all but nitely many Zp-extensions K1 of K0 = K, where E1 (resp. C1) is the
-module of global units (resp. the -module of elliptic units) dened in x2.1 (resp.
x2.2) of this paper.
In this paper, we prove Theorem 1.1 by using Kurihara's Euler system argument in
[Ku] for elliptic units. Kurihara's methods are not \usual" Euler system arguments
which appear in the proof of Iwasawa main conjectures in [Ru1] or [Ru3]. Note
that \usual" Euler system arguments work well for Iwasawa modules with a diagonal
relation matrix, but Kurihara's arguments work for Iwasawa modules with a square
relation matrix. (Recall that when we prove the Iwasawa main conjecture for X,
instead of X, we study an Iwasawa module with a diagonal relation matrix which
is pseudo-isomorphic to X.) Though we also treat non-cyclotomic extensions in our
paper, our Euler system arguments work completely parallel to those of [Ku] and
[Oh], which treat only cyclotomic Zp-extensions.
Remark 1.3. In one-variable case, we can give some bounds of \error factors" Ji;I3T;
of Theorem 1.1 (cf. Theorem 5.1, which is the precise form of our main theorem for
one-variable case). Kurihara's Euler system arguments work well only for Iwasawa
modules whose relation matrices can be written by square matrices. Under the as-
sumption   ' Zp, the relation of an Iwasawa moduleM is written by a square matrix
if (and only if)M has no non-trivial submodule whose order is nite (cf. Lemma 2.11).
So, in one-variable case, we can apply Kurihara's argument directly to X 0, and we
obtain some bounds of \error factors" Ji;I3T; when we observe Kurihara's Euler sys-
tem argument carefully. In two-variable case, we cannot bound \error factors" since
we have no \canonical" modication of X to Iwasawa modules with square relation
matrix. (In two-variable case, X 0 may not have a relation matrix written by square
matrix.) Indeed, as we will see later in x6, our result for two-variable case follows
from the standard Euler system argument for the proof of Iwasawa main conjecture
without using Kurihara's methods, and it is not so new or strong.
In particular, when   ' Zp and X has no non-trivial pseudo-null submodule, then
our theorem give upper bounds of higher Fitting ideals directly.
Corollary 1.4. Let  2 b be a non-trivial character. If K0 contains p, we assume
 6= ! and  6=  1!. Assume one of the following:
 p splits completely in K=Q;
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 p does not split in K=Q, and for the element p 2 T , the character  is non-
trivial on D;p.
Further, we assume   ' Zp, IT; = I; = , and Xn; = 0. Then, we have the
following:




(2) Fitt;i(X)  Celli; for any i 2 Z0.
Remark 1.5. Here, we give an example satisfying X = X
0
. (Note that we usually
have X 6= X 0 for many cases.) When X is the Iwasawa module associated to the
anti-cyclotomic Zp-extensionK1 of a imaginary quadratic eldK0 = K, Theorem 4.2
in [Fu] gives a sucient condition which makeX a cyclic -module satisfyingX = X 0.
For instance, let K1 be the anti-cyclotomic Z3-extension of K = Q(
p 461), and 
a topological generator of   = Gal(K1=K), then we have





(3   1) if i = 0
 if i > 0:
For details of this example, see the examples below Theorem 2 and Theorem 4.2 in
[Fu]. Note that we cannot apply Corollary 1.4 in this case since the corollary requires
that  is a non-trivial character.
Remark 1.6. Recall the fact that the Iwasawa main conjecture for Iwasawa modules
X of ideal class groups implies the Iwasawa main conjecture for Iwasawa modules
of Selmer groups of elliptic curves over Q with complex multiplication. (See x12 in
[Ru1].) But this fact follows from multiplicativity of characteristic ideals for exact
sequences of Iwasawa modules. Since higher Fitting ideals do not have multiplicativ-
ity, our main theorem does not imply any bounds of higher Fitting ideals of Iwasawa
modules of Selmer groups of elliptic curves with complex multiplication.
Notation. In this paper, we use the following notation.
Let L=K be a nite Galois extension of algebraic number elds. Let  be a prime
ideal of K, and 0 a prime ideal of L above . We denote the completion of K at  by
K, and the completion of L at 
0 by L0 . If  is unramied in L=K, the arithmetic
Frobenius at 0 is denoted by (0; L=K) 2 Gal(L=K).
We x a family of embeddings flK : K ,! K lgl:prime satisfying a technical condition
(A) as follows.
(A) For any subeld L  K which is a nite Galois extension of K and any
element  2 Gal(L=K), there exist innitely many prime ideals l of OK such
that l is unramied in L=K and (lL; L=K) = , where lL is the prime ideal
corresponding to the embedding lK jL.
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The existence of a family satisfying the condition (A) is easily proved by using the
Chebotarev density theorem.
Let l be a prime ideal l of OK . For an algebraic number eld L, let lL be the prime
ideal of OL corresponding to the embedding lK jL. Then, if L2  L1 is an extension
of algebraic number elds containing K, we have lL2 j lL1 .
For an abelian group M and a positive integer n, we write M=n in place of M=nM
for simplicity. In particular, for the multiplicative group K of a eld K, we write
K=pN in place of K=(K)p
N
.
Let F be a nite extension eld ofK0 contained inK1. We put  F := Gal(K1=F ).
For a -moduleM , we denote the  F -invariants (resp.  F -coinvariants) ofM byM
 F
(resp. M F or MF ).
Let R be a commutative ring. For an R-module M , we dene annR(M) to be the
annihilator of M . Namely,
annR(M) := fa 2 R j am = 0 for any m 2Mg:
The maximal torsion submodule of M is denoted by Mtors.
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2. Preliminaries
In this section, we review some preliminary results. We use the same notation as
in x1. This section consists of three subsections. In the rst subsection, we recall
some Iwasawa theoretical results on unit groups and ideal class groups. In the second
section, we recall the denition and some properties of elliptic units. In the last
subsection, we recall the notion of higher Fitting ideals.
2.1. In this subsection, we recall some preliminary results on Iwasawa theory which
is used in our paper. For each nite extension eld F of K0 contained in K1, we put
EF := OF 
 Zp;
and we dene a -module E1 to be the projective limit of the system
NF 0=F : EF 0  ! EF
 K0 f F 0 f F 0  K1	
where NF 0=F are the norm maps.
6 TATSUYA OHSHITA
Let F be a number eld satisfying K0 f F  K1. Recall that we put  F :=
Gal(K1=F ), and for a -module M , we denote the  F -coinvariants of M by MF . We
consider the natural homomorphisms
E;F : (E1)F  ! EF ;
A;F : (X1)F  ! AF :















where F runs all intermediate elds of K1=K satisfying K0 f F .
Recall that we denote the set of places of K above p which ramify in K1=K by T ,
and we dene IT :=
Q
p2T I(Dp), where we denote the decomposition group of p in
G by Dv, and let I(Dv) be the ideal in  generated by f   1 j  2 Dvg.
Proposition 2.1. (1) There exist a height two ideal A satisfying
ITA  IE and I2TA  JE :
Further, if we assume that   ' Zp, and let  2  be a character satisfying
IT; = , then we have
IE; =  and ann(Xn;)  JE;:
([Ru1] Theorem 7.6.)
(2) We have
ITI0  IA and I(G)  JA;
where I(G) is the augmentation ideal, which is an ideal of  generated by
f   1 j  2 Gg, and
I0 :=
(
 if   ' Zp,
I(G) if   ' Z2p.
In particular, if we assume that   ' Zp, then the natural homomorphism
A;F : (X1)F  ! AF
is an isomorphism for any number eld F satisfying K0 f F  K1, and any
character  2  satisfying IT; = . So, if   ' Zp, and if IT; = , then
we have
IA; = JA; = :
([Ru1] Theorem 5.4.)
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2.2. Here, we briey recall the denition and some properties of elliptic units. We x
an embedding 1K : K  ! C, and regard K as a subeld of C by 1K . Let F be an
intermediate eld of C=K, and E an elliptic curve over F with complex multiplication
by OK . In this paper, we always identify OK with End(E) by unique isomorphism
OK ' ! End(E) such that the composite map
OK  ! End(E)  ! EndF (Lie(E)) = F
coincides with the inclusion map. For each ideal a of OK , we denote the a-torsion
subgroup scheme of E by aE.
Proposition 2.2. Let a be an ideal of OK which is prime to 6. Then, there exists a
unique element aE of O(E n aE) satisfying the following conditions (i), (ii).
(i) The divisor of aE is N(a)  (0)  aE.
(ii) For any integer b prime to a, we have
N[b](aEjEnbaE) = aE;
where N[b] : O(E nba E)  ! O(E n aE) is the norm map associated to the
multiplication map
[b] : E n baE  ! E n aE:
We use the notion of \CM-pair" in [Ka] x15. Let F be an intermediate eld of C=K,
and f be an ideal of OF which makes the natural homomorphism OK  ! (OK=f) be
injective. (For instance, if f is a proper ideal of OK prime to 6, then this injectivity
holds.) We call a pair (E;) a CM-pair of modulus f over F if E is an elliptic curve
over F with complex multiplication by OK , and  is a torsion point of E(F ) satisfying
annOK () = f. A CM-pair (E;) over F is isomorphic to a CM-pair (E
0; 0) if and
only if there exists an isomorphism  : E
' ! E 0 satisfying () = (0). Note that
since we assume the natural homomorphism OK  ! (OK=f) is injective, if a CM-
pair (E;) over F is isomorphic to a CM-pair (E 0; 0), then there exists only one
isomorphism from (E;) to (E 0; 0).
Let n be a non-zero ideal of OK . Then, we denote the ray class eld of K of the
modulus n by K(n). In particular, K(OK) is the Hilbert class eld HK of K. The
following facts are well-known.
 There exists a CM-pair of modulus f over K(f) which is isomorphic to (C=f; 1
mod f) over C. This CM-pair of modulus f over K(f) is unique up to unique
isomorphism. We call this CM-pair of modulus f over K(f) the canonical
CM-pair over K(f), and denote it by (Efcan; 
f
can).
 Let F be an intermediate eld of C=K, and (E;) a CM-pair of modulus f
over F . Then, there exists a unique embedding  : K(f)  ! F such that the
base change (Efcan; 
fcan) of the canonical CM-pair is isomorphic to (E;).
Denition 2.3. Let a and f be ideals of OK satisfying the following condition(I).
(I) The ideal a is prime to 6f, and the ideal f makes the natural homomorphism






The following properties of azf's are well-know.
Proposition 2.4 ([dS] Chapter II, Proposition 2.5, norm compatibility). Let a and
f be ideals of OK satisfying the condition (I).
(1) If f is a power of one prime ideal of OK, we have azf 2 OK(f)[1=f]. Otherwise,
we have azf 2 OK(f).





f if l is prime to f
azf if l divides f,
where Frl 2 Gal(K(f)=K) is the arithmetic Frobenius element at l.
Here, we dene elliptic units.
Denition 2.5. Let F be a nite abelian extension eld of K which contains HK .
We denote the conductor of F=K by Cond(F ).
(1) Let n be an ideal of OK prime to a. We dene
azf(F; n) := NF (f)=F (azfn):
For simplicity, we put azf(F ) := azf(F;OK).
(2) We denote by DF the Z[Gal(F=K)]-submodule of F generated by
azf(F )
 a and f are ideals of OK satisfyingthe condition (I) and f j Cond(F )

[ (OF )tors:
We denote the intersection DF \ OF by CF , and we call CF the group of
elliptic units of F .
(3) We denote by CF the Zp[Gal(F=K)]-submodule of EF generated by the image
of CF , and we dene a -module C1 to be the projective limit of the system
NF 0=F : CF 0  ! CF
 K0 f F f F 0  K1	
where NF 0=F are the norm maps.
Here, we recall the statement of the Iwasawa main conjecture proved in [Ru1]
and [Ru2] briey. Let  2  be an arbitrary character. It is well-known fact that
E1;=C1; is a torsion -module. Assume one of the following:
 p splits completely in K=Q;




(See [Ru1] Theorem 4.1 and [Ru2] Theorem 2.)
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Here, we recall some results on the -modules E1 and C1.
Proposition 2.6 ([Ru1] Proposition 7.7 and Corollary 7.8). Recall we put I =
ann(p1(K1)).
(1) Let (E1)tors (resp. (C1)tors) be the maximal torsion -submodule of E1 (resp.
C1). Then, we have
(E1)tors = (C1)tors =
(





I if   ' Zp, K1 6= K0(p1)
 lim  pn if K1 = K0(p1)
I(G)I if   ' Z2p:
In this paper, we x a generator  2  of the ideal char(E1;=C1;). For each
homomorphism ' : E1;  !  of -modules, we write
I(C1;;') :=  1 '(C1;):
Note that it follows from Proposition 2.6 (1) that I(C1;;') is an integral ideal of
.
Denition 2.7. We dene IC; to be the ideal of  generated by
S
' I(C1;;'),
where ' runs through all homomorphism ' : E1;  !  of -modules.
Note that IC; is an ideal of  of height at least two. The following corollary
follows from Proposition 2.6.
Corollary 2.8. Assume   ' Zp. Let  2  be a character satisfying I; = .
Then, there exists a -homomorphism ' : E1;  !  satisfying
'(C1;) = char(E1;=C1;):
In particular, IC; =  if I; = .
2.3. Here, we recall the notion of higher Fitting ideals.
Denition 2.9 (Higher Fitting ideals, see [No] x3.1). Let R be a commutative ring,
and M be a nitely presented R-module. Let
Rm
f ! Rn  !M  ! 0
be an exact sequence of R-modules. For each i  0, we dene the i-th Fitting ideal
FittR;i(M) to be the ideal of R generated by all (n  i) (n  i) minors of the matrix
corresponding to f . Note that when 0  i < n and m < n  i (resp. i  n), we dene
FittR;i(M) := 0 (resp. FittR;i(M) := R). Denition of these ideals depends only on
M , and does not depend on the choice of the above exact sequence. We have the
ascending ltration
FittR;0(M)  FittR;1(M)      FittR;n(M) = FittR;n+1(M) =    = R:
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We denote the smallest number of generators of an R-module M by nR(M). If
FittR;n(M) 6= R, then nR(M)  n+1. Note that when R is a local ring or a PID, we
have nR(M) = i+ 1 if and only if FittR;i(M) 6= R and FittR;i+1(M) = R.
Example 2.10. Let O be the valuation ring of some nite extension eld of Qp.
Suppose R is a ring isomorphic to O[[T ]] or O[[S; T ]], and M is a nitely generated





and fi divides fi+1 for 1  i  n   1. Then, for each i with i  0, there exists an







Ii if i < n
Ii if i  n
(cf. [Ku] Lemma 9.2). This implies that the family fFittR;i(M)gi0 of Fitting ideals
of M determines the pseudo-isomorphism class of M . Note that for two pseudo-
isomorphic R-modules which have no non-trivial pseudo-null submodules, their higher
Fitting ideals may be dierent. For example, we consider the following. Let f; g 2 R
be distinguished polynomial which are prime to each other, and put M1 := R=(fg)
and M2 := R=(f)R=(g). Then, R-modules M1 and M2 have no non-trivial pseudo-
null submodules, and they are pseudo-isomorphic, but their rst Fitting ideals are
dierent: FittR;1(M1) = R and FittR;1(M2) = (f; g) 6= R. Note that higher Fitting
ideals do not determine the isomorphism classes of R-modules. See [Ku] Remark 9.4.
We need the following lemma in the proof of Theorem 1.1.
Lemma 2.11 (for example, see [Ku] Theorem 9.1). Let O be the valuation ring of
some nite extension eld of Qp, R := O[[T ]] and M a nitely generated torsion
R-module. Suppose M contains no non-trivial pseudo-null R-submodule. Then, there
exists an exact sequence
0  ! Rn  ! Rn  !M  ! 0
for some integer n > 0, and we have
FittR;0(M) = charR(M):
3. Euler systems of elliptic units and Kurihara's element
In this section, we set up some notions related to Euler systems of elliptic units,
and prove some preliminary propositions to prove our main theorem. This section
contains four subsections. In the rst section, we recall the notion of Kolyvagin
derivative classes. In the second subsection, we dene two homomorphisms which
play key roles in Euler system arguments. In the third subsection, we dene elements
xn;q(; a) 2 (F=pN), which are analogues of Kurihara's elements dened in [Ku]
x7 for elliptic units. We dene them by using the Kolyvagin derivative classes of
the Euler system of elliptic units. In the nal subsection, we prove an important
proposition for induction arguments in the proof of our main result.
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3.1. Here, we recall the denition of the Kolyvagin derivative classes f;a(F;N ; n) of
the Euler system of elliptic units (cf. for example, [Ru1]).





of ClK into a direct sum of cyclic subgroups, where ai is the ideal class of a prime
ideal ai of OK for each i. We denote the order of ai in ClK by ni, and x a generator
ai of the principal ideal a
ni
i .
Let F be a nite extension eld of K0. For an integer N  1, let SprimeN (F ) be the
set of all prime ideals l of OK satisfying the following conditions:
(1) l does not divide #OK ;
(2) l splits completely in F (pN ; a
1=pN
1 ; : : : ; a
1=pN
k )=K.
We denote the set of all square-free integral ideals n of OK such that all prime divisors
of n belong to SprimeN (F ) by SN(F ). For simplicity, we put SprimeN := SprimeN (K0) and
SN := SN(K0). Recall the following lemma in [Ru2].
Lemma 3.1 ([Ru2] Lemma 3). Let N be a positive integer. For any l 2 SprimeN , there
exists a cyclic extension K0(l;N) of F of degree p
N contained in the composite eld
K0 K(l), which is totally ramied at all primes above l, and unramied at all primes
not dividing l.
Denition 3.2. Let F be a nite extension eld of K0 contained in K1, and N
a positive integer. Let n 2 SN(F ) be any element, and assume n is decomposed
as n =
Qr
i=1 li, where l1; : : : ; lr are distinct prime ideals of OK . For each li, let
K0(li) = K0(li;N) be as in Lemma 3.1.
 We denote the composite eld F  K0(l1;N)   K0(lr;N) by F (n;N), or by
F (n) for simplicity. In particular, we put F (OK) := F .
 We put










 ' Hn ' Hl1      Hlr ;
and we identify them by this natural isomorphism.
As in x2.2, we regard K as a subeld of C by the xed embedding 1K : K  ! C.
We put n := e
2i=n 2 K for any positive integer n. Let F be a nite extension eld
of K0 contained in K1, and l 2 SprimeN (F ). Recall Hl = Hl;N is a cyclic group of order
pN . We take a generator l of Hl as follows:
Note that since the prime ideal l splits completely in K0(pN )=K, we have
(K0)lK0 = Kl and pN 2 Kl. We put L := K0(l)lK0(l). We identify Gal(L=Kl)
12 TATSUYA OHSHITA
with Hl by the isomorphism induced by the embedding
lK0(l) : K0(l) ,! L
xed in x1 Notation. Let  be a uniformizer of OL. We x a generator l of
Hl such that
l 1  pN (mod mL);
where mL is the maximal ideal of OL. Note that the denition of l does not
depend on the choice of .
Let n 2 SN(F ). We dene the element Dn of the group ring Z[Hn] as follows.
Denition 3.3. Let n =
Qr





kkli 2 Z[Hli ]  Z[Hn]





The following lemma is well-known.
Lemma 3.4. Let a and f be ideals of OK satisfying the condition (I) in Denition




for each prime divisor l of
n2. We put n = n1n2. Then, the image of azf(F; n)






The Kolyvagin derivative class
n1f;a(F;N ; n) 2 F (n1)=pN
is an element of F (n1)
=pN such that its image in F (n)=pN by the natural homo-
morphism
 : F (n1)
=pN  !  F (n)=pNHn2
coincides with the class of azf(F; n)
Dn2 . Note that the natural homomorphism  is not
injective or surjective in general, so the inverse image  1(azf(F; n)Dn2 ) may not be
a singleton. In order to construct Kolyvagin derivative classes, we recall the notion
of universal Euler systems. Let F;N; f; a and n = n1n2 be as in Lemma 3.4. Let
YF (n1)(n2) be the free Z[Hn2 ]-module whose basis is symbols
y(d)
 d is an ideal of OK dividing n2	:
We write the group law multiplicatively. Let ZF (n1)(n2) be the Z[Hn2 ]-submodule of
YF (n1)(n2) generated by
y(d) 1






 d is an ideal of OK dividing n2;and l is a prime ideal of OK dividing d

;
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where Nl :=
P
2Hl  2 Z[Hl], and Frl is the arithmetic Frobenius at l in Hn2=l. (Note
that we regard Hn2=l as a subgroup of Hn2 .) Then, we dene the module XF (n1)(n2)
of \universal Euler systems at F (n1)" by
XF (n1)(n2) := YF (n1)(n2)=ZF (n1)(n2):
In order to dene Kolyvagin derivatives, we use the following lemma.
Lemma 3.5 ([Ru1] Lemma 2.1). (i) The Z[Hn2 ]-module XF (n1)(n2) is torsion free.
(ii) For any ideal d of OK dividing n and any  2 Hn2, we have
y(d)Dd( 1) 2 XF (n1)(n2)p
N
:
By Lemma 2.4, we dene a homomorphism
 : XF (n1)(n2)  ! F (n)
of Z[Hn2 ]-modules by (y(d)) := azf(F (n1); n1d) for each ideal d of O dividing n2.






By Hilbert's Theorem 90, there exists an element  2 F (n) such that  1 = c()
for any  2 Hn2 .
Now, we dene the Kolyvagin derivative class n1f;a(F;N ; n).
Denition 3.6. Let F;N; f; a; n = n1n2 be as in Lemma 3.4. We dene
n1f;a(F;N ; n) := azf(F; n)
Dn2=p
N 2 F (n1)=pN :
Note that the denition of n1f;a(F;N ; n) is independent of the choice of . When
n1 = OK , the element OKf;a (F;N ; n) is denoted by f;a(F;N ; n).
3.2. Let F be a nite extension eld of K0 contained in K1. We put RF;N :=
Z=pN [Gal(F=K)] and RF;N; := RF;N 
Zp[]O for any character  2 b. Let n be an
element of SN(F ). Here, for each l 2 SprimeN (F (n)), we dene of two homomorphisms
[]lF;N; : (F=pN)  ! RF;N; (cf. Denition 3.7)
and
lF (n);N; : (F (n)
=pN)  ! RF;N;[Hn] (cf. Denition 3.8);
which play important roles in Euler system arguments.





to be the divisor group, and we write its group law additively. We dene the homo-






where  runs through all prime ideals of OF , and ord : F // // Z is the normalized
valuation of . For any prime ideal l of OK , we dene I lF to be the subgroup of IF





Recall that we x a family of embeddings flK : K ,! K lgl:prime satisfying the con-
dition (A) (cf. x1 Notation). For each prime number l and algebraic number eld F ,
we denote the ideal of OF corresponding to the embedding lK jK by lF . Note that l
splits completely in F=K. Then, I lF is a free Z[Gal(F=K)]-module generated by lF ,
and we identify I lF with Z[Gal(F=K)] by the isomorphism  : Z[Gal(F=K)] ' ! I lF
dened by x 7 ! x  lF for x 2 Z[Gal(F=K)]. We also denote the composite map
F  ! I lF 
 1 ! Z[Gal(F=K)] by ()lF .
Denition 3.7. We dene the RF;N;-homomorphism
[]F;N; : (F=pN)  ! (IF=pN)
to be the homomorphism induced by ()lF : F  ! IF . For each l 2 SprimeN (F ), we
dene the RF;N;-homomorphism
[]lF;N; : (F=pN)  ! RF;N;
to be the homomorphism induced by ()lF : F  ! Z[Gal(F=K)].
Second, we will dene lF (n);N;. Let l 2 SN(F (n)). Note l splits completely in





jlHl are regarded as Z[Gal(F (n)=K)]-modules by the identica-
tion M
jl




Hl = I lF (n) 
Hl;
respectively. (Here, we regard Kl as a Z[Gal(F (n)=K)]-modules on which the group



















of local class eld theory. (Let  be a uniformizer of Kl and k(l) := O=l. Then recKl ()
induces the N(l)-power map on k(l).) The homomorphism
lF (n) : F (n)
  ! Z[Gal(F (n)=K)]
Hl
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is dened to be the composite of the three homomorphisms of Z[Gal(F (n)=K)]-
modules:














Hl ' ! Z[Gal(F (n)=K)]
Hl;
which are dened as follows:
(1) the rst homomorphism diag is the diagonal inclusion;
(2) the second homomorphism Kl is the direct sum of the reciprocity maps;
(3) the third isomorphism  1H is the inverse of the isomorphism




Hl = I lF (n) 
Hl;
which is induced by the isomorphism
 : Z[Gal(F (n)=K)] ' ! I lF (n)
given by x 7 ! x  lF (n).
Denition 3.8. Let l 2 SN(F (n)). We dene
lF (n);N; : (F (n)
=pN)  ! Z=pN [Gal(F (n)=K)] 
Hl
to be the homomorphism of RF;N;[Hn]-modules induced by lF (n). The choice of a
generator l of Hl induces the RF;N;[Hn]-homomorphism
lF (n);N; : (F (n)
=pN)  ! Z[Gal(F (n)=K)] = RF;N;[Hn]:
The following formulas on Kolyvagin derivative classes are well-known. (For ex-
ample, see [Ru1] Proposition 2.4 for the proof. Note that our lF;N; is the map 'l in
[Ru1].)
Proposition 3.9. Let a and f be ideals of OK satisfying the condition (I) in Denition




for each prime divisor l of n2.
We put n = n1n2.
(1) If  is a nite place of K not dividing n2, the -component of [
n1
f;a(F;N ; n)]F;N;










To prove our main theorem, we need not only Proposition 3.9 but another relations
of Kolyvagin derivative classes (cf. Proposition 3.11). As in [Ku] x6.2, we need the
notion well-ordered.
16 TATSUYA OHSHITA
Denition 3.10. Let n 2 SN(F ). We call n well-ordered if and only if n has a factor-
ization n =
Qr
i=1 li with li 2 SprimeN (F ) for each i such that li+1 splits in F (
Qi
j=1 lj)=K
for i = 1; : : : ; r   1.
Proposition 3.11. Let a and f be ideals of OK satisfying the condition (I) in De-
nition 2.3. Let n 2 SN(F ) be prime to af. If n is well-ordered, then
lF;N;(f;a(F;N ; n)) = 0
for each prime ideal l of OK dividing n.
Proof. In the theory of Kolyvagin systems, this proposition is proved in more general
situation. (For example, see [MR] Theorem A.4 for the case of Euler systems over Q.)
But in our case, we can give a more elementary proof by using the similar method to
[Ku] Lemma 6.3.
We may assume n 6= OK . Since n is well-ordered, we put n =
Qr
i=1 li, where li's
are elements of SprimeN (F ) satisfying li+1 splits in F (
Qi
j=1 lj)=K for i = 1; : : : ; r   1.
Assume l = li, and put n1 :=
Qi 1
j=1 lj. (If l = l1, then we put l1 = OK .) Note that the
image of f;a(F;N ; n) in F (n1)
=pN coincides with n1f;a(F;N ; n)




=pN = I lF (n1) 
Z (Kl =pN)
0Kl // I lF (n1) 
Z (Hl=pN)
(F 















Let  be a place of F (n1) above l, and 
0 a place of F (n1l) above . We x a
uniformizer 0 of F (n1l)0 , and put  = NF (n1l)0=F (n1)0 (
0). We denote the residue
eld of F (n1) by k(), and x a generator  of a cyclic group k
=pN . Then, we have
a decomposition F (n1)

 =p
N = hi  hi, where  is the image of  in F (n1) =pN .
Let




be the local reciprocity map. To prove (1), it is sucient to prove that the image of
n1f;a(F;N ; n) is contained in Ker(F (n)) for all  above l. By local class eld theory,
we have Ker(F (n)) = hi since the image of norm map
NF (n1l)0=F (n1)0 : F (n1l)

0=p
N  ! F (n1)0=pN
coincides with hi. Note that we can check easily that the kernel of the natural
homomorphism
 : F (n1)

 =p
N = Kl =p
N  ! F (n1l)0=pN
is also hi. So, it is sucient to prove that the image of (n1f;a(F;N ; n)) = 1. The
image of n1f;a(F;N ; n) in F (n1l)

0=p
N coincides with n1lf;a (F;N ; n)
Dl , so let us prove
n1lf;a (F;N ; n)
Dl = 1 in F (n1l)

0=p
N . By proposition 3.9 (1), we have
n1lf;a (F;N ; n) 2 (OF (n1l) 
OK;l);
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trivially on  OF (n1l)=lK(l)OF (n1l) = I lF (n1) 
Z  OK=l
since all prime ideals above l ramies completely in F (n1l)=F (n1). Therefore, we have
n1f;a(F;N ; n) = 
n1l
f;a (F;N ; n)
Dl





= n1lf;a (F;N ; n)
pN (pN 1)=2
= 1
in F (n1l)=F (n1). This implies the image of 
n1
f;a(F;N ; n) belongs to Ker() = Ker(F (n))
for all places  of F (n1) above l, and completes the proof. 
3.3. In this subsection, we will dene some elements xn;q(; a) 2 (F=pN), which
are analogues of Kurihara's elements dened in [Ku] x7 for elliptic units. Elements
xn;q(; a) become a key of the proof of our main theorem for the one-variable cases.
Let F be a nite extension eld of K0 contained in K1, Cond(F ) the conductor
ideal of F=K, and N a positive integer. We consider an elliptic unit  2 CF . Let a
be a map
(IK)2 = fnon-zero ideals of OKg2  ! RF;N;; (f; a) 7 ! af;a
satisfying the following condition (R):
(R) We have af;a = 0 for all but nitely many (a; f), and there exists an element






Further, if af;a 6= 0, then the pair (f; a) satises f j Cond(F ) and the condition
(I) in Denition 2.3.
By the denition of elliptic units, there exists such a map a. We dene the ideal
a(; a) of OK by the product of the all ideals a satisfying af;a 6= 0 for some f. We put





 2 F=pN :
Note that for any character  2 b satisfying  6= !, we have
 = (; a;OK) 2 (F=pN):
Denition 3.12. Let qn = q
Qr
i=1 li 2 SN , where q; l1; : : : ; lr are distinct prime













Fix a character  2 b. Let qn 2 SN be an ideal of OK satisfying (n; a(; a)) = 1
and assume qn is well-ordered. Assume that for each prime number l dividing n, an
element wl 2 RF;N; 
Hl is given. Then, we have an element wl 2 RF;N; such that
wl = wl
l. Note that we will take fwlgljn explicitly later, but here, we take arbitrary























































The following formulas follows from Proposition 3.9 straightforward.
Proposition 3.14 (cf. [Ku] Proposition 5.2). Let  2 F be an elliptic unit as above,
and nq 2 SN(F ). Fix a map a : (IK)2  ! RF;N; satisfying the condition (R) for .
We assume that nq is well-ordered.
(1) If  is a prime ideal of K not dividing n, the -component of [xn;q]F;N; is 0.









(3) Let l be a prime ideal of OK not dividing n. Then, we have
lF;N;(xn=l;q(; a)) = wl
lF;N;(xn=l;q(; a)):
3.4. Recall that we x a family of embeddings flK : K ,! K lgl:prime satisfying the
condition (A) for families of embeddings as follows.
(A) For any subeld L  K which is a nite Galois extension eld of K and any
element  2 Gal(L=K), there exist innitely many prime numbers l such that
l is unramied in L=K and (lL; L=K) = , where lL is the prime ideal of L
corresponding to the embedding lLjL.
Note that the existence of such a family of embeddings follows from the Chebotarev
density theorem. Here, we prove the following proposition, which plays key roles in
induction arguments in the proof of our main theorem.
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Proposition 3.15. Let F be an intermediate eld of K1=K satisfying K f F , and
 2 b a non-trivial character. If K0 contains p, we assume  6= ! and  6=  1!.
Let q be a non-zero prime ideal of OK, and n 2 SN(F ) an ideal of OK prime to q.
Assume n has a factorization n =
Qr
i=1 li into the product of prime ideals. Suppose
the following are given:
 a nite RF;N;-submodule W of (F=pN);
 an RF;N;-homomorphism  : W  ! RF;N;.
Then, there exist innitely many q0 2 SN(F (n)) which have the following properties:
(1) the class of q0F in AF; coincides with that of qF ;
(2) there exists an element z 2 (F 
 Zp) such that
(z)F; = (q
0





for each i = 1; : : : ; r;




for any x 2 W .
Proof. Let F be an intermediate eld of K1=K satisfying K f F . For a nite
place v of F , we denote the valuation ring of the completion Fv of F at v by OFv ,
and put
O1Fv := fx j x  1 mod mvg;
where mv is the maximal ideal of OFv . We denote the residue eld of F at v by k(v).
In the rst step of the proof, by using global class eld theory, we construct a
nite Galois extension L1 and an element  2 Gal(L1=F ), which are related to the
condition (1) and (2) in the assertion of Proposition 3.15. Let Ffng be the maximal
abelian p-extension of F unramied outside n. Note that Ffng is Galois over K. By










the image of F

 Zp ' ! Gal
 
Ffng=F;
where u runs all nite places outside n. We naturally regard Gal(Ffng=F ) as a












of ClK into a direct sum of cyclic subgroups. We denote the order of ai in ClK by ni,
and x a generator ai of the principal ideal a
ni
i . We put
F 0 := F (pN ; a
1=pN
1 ; : : : ; a
1=pN
k ):
Let L1 := Ffng  F 0  F (n) be the composite eld.




. By the natural surjection 0 // //  , we regard 










F 0=F (pN )

) via  (resp. trivial character and
!). Since we assume that  is non-trivial and  6= !, we have
Ffng \ F 0  F (n) = F:
Then, we take the element  2 Gal  L1=F 0  F (n) such that
jFfng = (qFfng ; Ffng=F ):
In the second step, by using Kummer theory, we construct a nite Galois extension
L2=F
0 and an element 0 2 Gal(L2=F 0), which are related to the condition (3) in the
assertion of Proposition 3.15. We dene a projection pr : RF;N  ! Z=pNZ byX
g2Gal(F=K)
agg 7 ! a1;
where ag 2 Z=pNZ for all g 2 Gal(F=K), and 1 2 Gal(F=K) is the identity element.
We dene 0 2 Hom(W;pN ) by
x 7 ! (pN )pr(x)
for all x 2 W . (Recall pN is a primitive pN -th root of unity dened in x3.1.) We use
the following well-known lemma.
Lemma 3.16. Let P : HomRF;N;(W;RF;N;)  ! Hom(W;Z=pNZ) be the map given
by f 7 ! pr  f . Then, P is bijective.









for h 2 Hom(W;Z=pNZ). The group 0 acts on W via , so we have
HomRF;N (W;RF;N) = HomRF;N;(W;RF;N;):
Note that 0 acts on H1(F (pN )=F; pN ) and H0(F 0=F (pN ); H1(F 0; pN )

via the







So, the natural homomorphism
W  (F=pN)  ! (F 0=pN)
HIGHER FITTING IDEALS AND ELLIPTIC UNITS 21
is injective. Then, we regard W as a subgroup of (F 0=pN). Let L2 be the extension
eld of F 0 generated by all pN -th roots of elements of F whose image in F=pN is
contained in W . We consider the Kummer pairing
Gal(L2=F
0)W  ! pN :
This pairing induces a Gal(F (pN )=K)-equivariant isomorphism
Hom(W;pN ) ' Gal(L2=F 0):
(Note that L2 is Galois over K since W is stable by the action of Gal(F
0=K).) We
regard 0 as an element of Gal(L2=F 0) by this isomorphism.
In the nal step, we complete the proof. By the isomorphism Hom(W;pN ) '
Gal(L2=F





via  1!. Comparing the action of
, we obtain
L1 \ L2 = F 0:
We put the composite eld ~L := L1L2. By the condition (A), there exists innitely
many prime numbers q0 such that(
(q0L1 ; L1=K) =  2 Gal(L1=F 0)
(q0L2 ; L2=K) = 
0 1 2 Gal(L1=F 0):
Let us prove that each of such q0 unramied in ~L=K satises conditions (1)-(3) of
Proposition 3.15.
First, we show q0 satises conditions (1) and (2). Let  = (v)v 2 AF be an idele
whose q0F -component is a prime element of Fq0F , and other components are 1. Let
 = (v)v 2 AF be an element whose qF -component is a uniformizer of FqF , and
















This implies there exist z 2 (F 
 Zp) such that













Hence, we have (z)F = (q
0
F  qF ); and liF;N;(z) = 0 for any i = 1; : : : ; r. The prime
ideal q0 of OK satises conditions (1) and (2).
Next, we shall prove q0 satises condition (3). Since q0 is unramied in ~L=K, the
group W is contained in the kernel of []q0F;N;. Since (q0L2 ; L2=K) = 0 1, for any
x 2 W , we have
(pN )
pr(x) = 0(x) = (x1=p
N
)1 Frq0 ;
where Frq0 2 Gal(~L=K) is the arithmetic Frobenius at q0, and x1=pN 2 L2 is a pN -th
root of x. Then, we obtain
(pN )
pr(x)  x(1 N(q0))=pN (mod q0L2):
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Let  be a uniformizer of M := F (q0)q0F (q0) . By the denition of q0 , we have
q0 1  pN (mod mM);
where mM is the maximal ideal of M . Recall that W is contained in the kernel of
[]q0F;N;. By [Se] Chapter XIV Proposition 6, we have
(pN )
prq0F;N;(x)  (x) 1  x(1 N(q0))=pN (mod mM)






pr(x) = (pN )
prq0F;N;(x)
for all x 2 W . By Lemma 3.16, we have  = q0F;N;jW . Therefore q0 satises condition
(3) of Proposition 3.15, and the proof is complete. 
4. Analogue of Kurihara's ideals for elliptic units
Let  2 b be an arbitrary character. In this section, we dene ideals Celli; of  for
each i 2 Z0 by using elliptic units, and prove Theorem 1.1 for i = 0.
4.1. Let F be a nite extension eld ofK0 contained inK1, and N a positive integer.
Let n 2 SN(F ) with a decomposition n =
Qr
i=1 li, where li 2 SprimeN (F ) for each i.
We put (n) := r. Namely, (n) is the number of prime divisors of n. We denote by
Sw:o:N (F ) the set of all elements in n 2 SN(F ) which are well-ordered. We dene the
RF;N;-submodule WF;N;(n) of (F=pN) to be the RF;N;-submodule generated by
the image of
(; a; n)




Denition 4.1. We dene Celli;F;N; to be the ideal of RF;N; generated by the union
of the images of all f 2 HWF;N;(n), where n runs through all elements of Sw:o:N (F )
satisfying (n)  r.
Remark 4.2. Note that RF;N; is injective as an RF;N;-module, since the RF1;N;-
module HomZ(RFi;N;;Q=Z) is injective and free of rank 1. In particular, for any
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where n runs through all elements of Sw:o:N (F ) satisfying (n)  r, and f runs through






In order to dene the ideal Celli; of , we need the following lemma.
Lemma 4.3. Let N1; N2 be integers satisfying N1  N2, and F1  F2 nite extension
elds of K0 contained in K1. Then, the image of Celli;F2;N2; by the natural projection
RF2;N2;  ! RF1;N1; is contained in Celli;F1;N1;.
Proof. It is sucient to show our lemma in the following two cases: (1) F2 = F1;
(2) N1 = N2. The rst case is clear, so let us prove our lemma in the second case.
Assume N1 = N2 = N . We put the natural surjection pr : RF2;N;  ! RF1;N;. By
Lemma 2.4, we have
NF2=F1(WF2;N;(n))  WF1;N;(n)
for any n 2 SN(F2). So, it is sucient to show the following claim:































 a 2 Z=pN;





We dene the isomorphism ' : (RF2;N;)






Let  : (F1 =p
N)  ! (F2 =pN) be the natural homomorphism. We have
pr  f2 = '  f2   NF2=F1 :







f1jNF2=F1 (F1 =pN ) = '  f2  :












as desired. This completes the proof of the claim, and our lemma follows from the
claim immediately. 
Now, we can dene the ideals Celli; of , which are analogues of Kurihara's higher
Stickelberger ideals 
();
i;K1 in [Ku] for elliptic units.
Denition 4.5. We dene the i-th elliptic ideal Celli; to be the ideal of  by C
ell
i; :=
lim  Celli;F;N;; where the projective limit is taken with respect to the system of the
natural homomorphisms Ci;F2;N2;  ! Celli;F1;N1; for integersN1; N2 satisfyingN2  N1
and intermediate elds F1; F2 of K1=K satisfying K0 f F1 f F2  K1.
4.2. Recall that the Iwasawa main conjecture says
char(X1;) = char(E1;=C1;):
In order to obtain the \i = 0"-part of our main theorem (Theorem 1.1), we compare
Cell0; with char(E1;=C1;).
Proposition 4.6. Let  2  be an arbitrary character. Then, we have the following:
(1) IE;JE;IC; char
 E1;=C1;  Cell0;;
(2) If the character  is non-trivial on D;p for any p 2 T , we have
Cell0;  char
 E1;=C1;:
Proof. We x a generator  2  with char
 E1;=C1;. First, let us prove Cell0;
contains IE;JE;IC; char
 E1;=C1;. It is sucient to show that
IE; JE;IC;  Cell0;F;N;
for any intermediate eld F of K1=K satisfying K f F and for any positive integer
N , where  (resp. IE;, JE; and IC;) is the image of  (resp. IE;, JE; and IC;)
in RF;N;.
Fix a homomorphism ' : E1;  !  with pseudo-null cokernel, and let
C 2 I(C1;;')  IC;
be an arbitrary element. Note that by the denition of I(C1;;'), we have C 2
'(C1;). We x elements I 2 IE and J 2 JE . Let F be an intermediate eld of
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K1=K satisfying K f F and N a positive integer. Then, there exists a homomor-







WF;N;(OK)   // (EF=pN)
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commute, where 'F;N : (E1;)F=pN  ! RF;N; is a homomorphism of RF;N;-modules
induced by '. This implies






Vary a homomorphism ', elements I 2 IE and J 2 JE , and we have
IE; JE;IC;  Cell0;F;N;:
Therefore, taking projective limit, we obtain
Cell0;F;N;  IE;JE;IC; char
 E1;=C1;:
Next, Let us prove that Cell0; is contained in char(E1;=C1;). Here, we assume
that the character  is non-trivial on D;p for any p 2 T . Under this assumption,
Lemma 2.4 implies that the natural homomorhism C1;  ! CF; is surjective. (Recall
that CF is the Zp[F=K]-submodule of EF generated by the image of the group CF of
elliptic units.)
Fix a homomorphism ' : E1;  !  of pseudo-null cokernel. Let  2 Ker' and
0 2 Coker'. Let F be an intermediate eld of K1=K satisfying K f F and N
a positive integer. Let 'F;N : (E1;)F=pN  ! RF;N; be a homomorphism induced
by '. Let f : WF;N;(OK)  ! RF;N; be an arbitrary RF;N;- homomorphism. Since
RF;N; is an injective RF;N;-module, there exists a homomorphism ~f : (EF=pN)  !
RF;N; whose restriction to WF;N;(OK) coincides with f . Then, we have an element
























commute, where a is the homomorphism multiplying a. This diagram implies that






)  a0IC RF;N;  RF;N;
Then, we have Cell0;F;N;  RF;N;. Taking projective limit, we obtain
C0;   = char(E1;=C1;):
This completes the proof. 
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Theorem 1.1 for i = 0 follows from Proposition 4.6 and the Iwasawa main conjec-
ture.
Corollary 4.7 (Theorem 1.1 for i = 0, precise form). Let  2 b be any character.
Assume one of the following:
 p splits completely in K=Q;
 p does not split in K=Q, and for the element p 2 T , the character  is non-
trivial on D;p.
Then, the following holds:
(1) IE;JE;IC; Fitt;0(X)  Cell0;;
(2) If the character  is non-trivial on D;p for any p 2 T , we have
Cell0;  Fitt;0(X):
Remark 4.8. By Proposition 2.1, there exists a height-two ideal J0; of  satisfying
IE;JE;IC; = J0;I3T;:
So, Corollary 4.7 implies Theorem 1.1 for i = 0.
5. Proof of the main theorem for one-variable case
Here, we prove our main theorem for   ' Zp. First, we recall the notation and
state the precise assertion of our main theorem. In this section, we assume   :=
Gal(K1=K0) ' Zp. The -module X is dened by the projective limit X := lim  AF
with respect to norm maps, where F runs through all nite extension eld of K
contained in K1, and AF is the p-Sylow subgroup of the ideal class group of F .
The -module X 0 is dened by X 0 := X=Xn, where Xn is the maximal pseudo-null
-submodule of X.
We denote the ideal of  generated by i-th power of elements of IA (resp. JA)
by IA;i (resp. JA;i) for each i 2 Zi0. The precise assertion of our main theorem for
one-variable case is as follows.
Theorem 5.1. Let  2 b be a non-trivial character. If K0 contains p, we assume
 6= ! and  6=  1!. Assume one of the following:
 p splits completely in K=Q;
 p does not split in K=Q, and for the element p 2 T , the character  is non-
trivial on Dp.
Further, we assume that   ' Zp. Then, the following holds:
(1) If the character  is non-trivial on D;p for any p 2 T , we have
Cell0;  Fitt;0(X 0):
(2) IE;JE;IC;IA;iJA;i Fitt;i(X 0)  Celli; for any i 2 Z0.
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We have already proved Theorem 1.1 for i = 0 in the last section. Here, we prove
the second assertion for i  1.
5.1. We spend this subsection on the setting of notations. Fix a non-trivial character
 2 b. we assume that  6=  1! and  6= ! if K0 contains p. Since X 0 has no
non-trivial pseudo-null submodules, we have an exact sequence
0  ! h f ! h g ! X 0  ! 0;(2)





. Let fm1; : : : ;mhg and fn1; : : : ; nhg be permutations of f1; : : : ; hg.
For any integer i satisfying 1  i  h  1, consider the matrix Mi which is obtained
from M by eliminating the nj-th rows (j = 1; : : : ; i) and the mk-th columns (k =
1; : : : ; i). If detMi = 0, it is trivial that detMi 2 Celli;. So we assume that detMi 6= 0.
If necessary, we permute fm1; : : : ;mig, and assume detMr 6= 0 for all integers r
satisfying 0  r  i.
We x a nite extension eld F of K0 contained in K1 and we put the group
 F := Gal(K1=F ) and the integer NF := maxf#AF ;#(X 0)Fg. (Recall we denote
the  F -coinvariants of a -module M by MF .) We x positive integer N > NF , and
we put, for simplicity, R := Zp[Gal(F=K)] and RN := RF;N; = Z=pN [Gal(F=K)].
Let AF;n; be the image of Xn; in AF; by the natural homomorphism.
Let "I 2 IA; and "J 2 JA; be any non-zero elements. Then, we can consider a
homomorphism
"I ;"J : AF;=AF;n;  ! (X 0)F ; [a] 7 ! "Ib
of R-modules, where b 2 (X 0)F is an element whose image by the natural homomor-
phism (X 0)F  ! AF;=AF;n; is "J [a]. Note the cokernel of "I ;"J is annihilated by
IA;JA;. From the exact sequence (2), we obtain the exact sequence
0  ! Rh f ! Rh g ! (X 0)F  ! 0;
by taking the  F -coinvariants. Note the injectivity of the homomorphism f follows
from the niteness of (X 0)F . This injectivity become a key of our argument.
The image of er in R
h is denoted by e
(F )
i . We dene c1 := g(e1); : : : ; ch := g(eh),
and c
(F )
r to be the image of cr in (X
0




r ). We take suciently
large F , and we may assume c
(F )




l 2 SprimeN (F )
 "I ;"J ([lF ]) = ~c(F )r ;





and PF to be the set of all the prime ideals of F above P . Let J be the subgroup
of IF generated by PF , and the R-submodule F of (F 
 Zp) the inverse image
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of (J 
 Zp) by the homomorphism ()F : (F 
 Zp)  ! (IF 
 Zp). We dene a
surjective homomorphism
 : (J 
 Zp)  ! Rh
by lF 7! er for each l 2 Pr and r with 1  r  h. We dene
r := prr   : (J 
 Zp)  ! Rh
prr   ! R
to be the composite of  and the r-th projection prr.

















commute, where can: is induced by the canonical homomorphism
(4) J  ! A0F; = AF;=AF;n;:
Note that since the second row of the diagram is exact,  is well-dened. We dene
r := prr   : F  ! Rh
prr   ! R
to be the composite of  and the r-th projection prr.
We consider the diagram (3) by taking ( 
Z=pNZ). We use the following lemmas.
Lemma 5.2. The canonical homomorphism
F=pN  ! (F=pN)
is injective.
Proof. Let x be an element in the kernel of the homomorphism F=pN  ! (F=pN)
and ~x a lift of x in F . Then, there exists y 2 (F 
 Zp) such that ~x = ypN .
Since (~x)F; 2 (J 
 Zp) and (IF 
 Zp)=(J 
 Zp) is torsion free Zp-module, we have
(y)F; 2 (J 
 Zp). Hence, y 2 F , and we obtain x = 1. 
The RN -module F=pN is regarded as a submodule of (F=pN) by Lemma 5.2.
We regard (F=pN) as a -module. For an element x 2 (F=pN) and  2 ,
we write x for the scalar multiple of x by .
Lemma 5.3. Let []F;N; be the homomorphism
(F=pN)  ! (IF=pN)
induced by ()F : F  ! IF . Let x be an element of (F=pN) satisfying [x]F;N; 2
(J=pN). Then, x
 is contained in F=pN  (F=pN) for any  2 ann(Xn;).
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Proof. We consider the natural exact sequence:
0  ! P  ! IK  ! AF  ! 0;
where P is dened by P = F=OF . By the snake lemma for the commutative diagram










0 // P // IF // AF // 0;
we obtain the exact sequence
0  ! AF  ! P=pN []N   ! IF=pN  ! AF  ! 0:
(Recall that we assume pN > #AF .) Let BF be the image of J in AF , and P0 =
F=OF . Then, we have the exact sequence
0  ! P0  ! J  ! BF  ! 0;
and by a similar argument as above, we obtain the exact sequence
0  ! BF  ! P0=pN []N;0    ! J=pN  ! BF  ! 0:
Now, we obtain two commutative diagrams












0 // AF // P=pN
[]N // Im[]N // 0
(5)











0 // Im[]N // IF=pN // AF // 0
(6)
whose all rows are exact, and all vertical arrows are injective.
Let x be an element of P=pN satisfying [x]N 2 Im f4 = J=pN , and  an arbitrary
element of ann(Xn;). Let us show that x
 belongs to Im f2 = P0=pN . By the
snake lemma for the diagram (6), we have an exact sequence
0 = Ker f1  ! Coker f3  ! Coker f4;
so we obtain [x]N 2 Im f3. The exact sequence
Coker f1  ! Coker f2  ! Coker f3  ! 0
follows from the diagram (5). Then, we obtain x 2 Im f2 = P0=pN since the surjec-
tion (4) implies that  annihilates Coker f1. 
The following corollary follows as a byproduct of the proof of Lemma 5.3.
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Corollary 5.4. The kernel of the homomorphism
[]F; : F=pN  ! J=pN
is nite.
Let n be an element of SN(F ) whose prime divisors are in P . We dene P nF to be
the set of all elements of P dividing n. We dene Jn to be the subgroup of J generated
by P nF , and the submodule Fn;N of F=pN the inverse image of Jn by the restriction of
[]F;N; to F=pN . Note that Fn;N is a nite RN -submodule of (F=pN) by Corollary









f // RhN :
5.2. First, we take a prime ideal q of OK by the following way. For each integer r
with 1  r  h, we x a prime number qr 2 Pnr . We put Q :=
Qh
r=1 qr 2 SN(F ).
We x a homomorphism ' : E1;  !  with pseudo-null cokernel. By the Iwasawa
main conjecture, we have
'(C1;) = (detM0)  I(C1;;'):
Then, we x elements C 2 I(C1;;') and  := (F 0)F 0 2 C1 satisfying '() =
C detM0. Let a be a map
(IK)2  ! RF;N;; (f; a) 7 ! af;a
satisfying the condition (R) in x3.3 for the elliptic unit  := F 2 CF . We assume
 6= !, so we have






We x non-zero elements I 2 IE and J 2 JE . Then, as in the proof of Proposition







WF;N;(OK)   // (EF=pN)
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commute, where 'F;N : (E1;)F=pN  ! RN is a homomorphism of RN -modules in-
duced by '. By Proposition 3.15, we can take a prime ideal q 2 SprimeN (F ) prime to
a(; a) satisfying the following two conditions:
(q1) the class of qF in AF; coincides with the class of q1F ;
(q2) For all x 2 (EF=pN), we have
q(x) =  (x):
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(Note that the natural homomorphism (EF=pN)  ! (F=pN) is injective, and
we regard (EF=pN) as an RN -submodule of (F=pN) by this homomorphism.) In
particular, we have
q() =  () = IJ 'F;N()
= IJ C detM0:
Next, we shall take n and fwlgljn. We x an element n 2 ann(Xn). First, we
consider the homomorphism
m1 : FQq;N  ! RN :
Applying Proposition 3.15, we can take l2 2 SprimeN (F (Qq)) prime to a(F ; a) such
that l2 2 Pn2 , l 6= q2, and
l2(x) = m1(x)
for all x 2 FQq;N . We put n1 := OK .
In the case i = 1, we put n := n1 = OK , and
xn;q = xOK ;q := (; a):
It follows from Proposition 3.14 (1) and Lemma 5.3 that xnOK ;q is an element of FQq;N .
Suppose i  2. To take n and fwlgljn, we choose prime ideals lr for each r with
2  r  i+1 by induction on r as follows. Let r be an integer satisfying 2 < r  i+1,
and suppose that we have chosen distinct prime ideals ls 2 SprimeN (F (Qqns 1)) for
each s with 2  s  r   1. We put nr 1 :=
Qr 1
s=2 ls. We consider the homomorphism
m1 : FQqnr 1;N  ! RN . Applying Proposition 3.15, we can take lr 2 S 0N(F (Qqnr 1))
prime to a(; a) satisfying the following conditions:
(x1) lr 2 Pnr , and lr 6= qr;
(x2) there exists br 2 (F 
 Zp) such that (br)F; = (lr;F   qr;F ) and ls(br) = 0
for any s with 2  s < r;
(x3) lr(x) = mr 1(x) for any x 2 FQqnr 1;N .
Thus, we have taken l2; : : : ; li+1, and we put n := ni =
Qi
r=2 lr 2 SN(F ). Note that
the ideal n of OK satises (n; a(; a)) = 1. For each r with 2  r  i, we put
wlr :=  lr(br) 2 RN 
Hlr ; and we obtain
xn;q := xn;q(; a) 2 (F=pN):
(See Denition x3.13.) It follows from Proposition 3.14 (1) and Lemma 5.3 that xnn;q
is an element of FQn;N . Note that qn is well-ordered.
Lemma 5.5 (cf. [Ku] Lemma 10.2). Suppose i  2. Then,
(1) mr 1(x
n
n;q ) = 0 for all r with 2  r  i;
(2) j([xn;q]F;) = 0 for any j 6= n1; : : : ; ni:
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Proof. The assertion (2) of this lemma follows straightforward from Proposition
3.14 (1). Let us prove the assertion (1). We have ([br]F;) = 0 for any r satisfying







then we have (xnn;q ) = (y
n
r ). So, let us show mr 1(y

r) = 0 for any r satisfying
2  r  i. Note that by Proposition 3.14 (2), we have [yr]F;N; 2 JQnr 1 . Then, we





by the condition (x3). Since lr(bs) = 0 for all integers s satisfying r + 1  s  i by





By Proposition 3.14 (3), we have
lr(xn;qb
lr (xn=lr;q)









=  lr(br)lr(xn=lr;q) + lr(xn=lr;q)lr(br)
= 0:
Hence, we obtain mr 1(x
n
n;q ) = n
lr(yr) = 0, and this completes the proof. 
As in the fourth step of the proof of Theorem 2.1 of [Ku] in x10.2, we obtain the
following proposition from Lemma 5.5.
Proposition 5.6. We have the following equalities on elements of RN;:
(1) n(detM)  l2(xOK ;q) = nIJ "I"J  (detM1)  'F;N();
(2) For any integer r satisfying 2  r  i, we have
n(detMr 1)  lr+1(xnr;q) = n"I"J  (detMr)  lr(xnr 1;q):
The signs  in (1) and (2) do not depend on F .
Proof. For simplicity, we put
x(r) := (xnnr;q) 2 RhN and y(r) := "I"J(xnnr;q) 2 RhN ;
for each integer r satisfying 1  r  i, and regard them as column vectors. Then, we
have y(r) =Mx(r) in RhN .
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First, we prove the assertion (1) of this proposition. Note that xn1;q is an element
of Fq;N . By Proposition 3.9 (2) and condition (q2), we have
y(1) = n"I"J  [OK ;q()]qF;N;e(F )n1
= n"I"J  q()e(F )n1
= n"I"J  IJ  'F;N()e(F )n1
Let fM be the matrix of cofactors of M . Multiplying the both sides of y(1) = Mx(1)
by fM , and comparing the m1-st components, we obtain
( 1)n1+m1nIJ "I"J (detM1)  'F;N(F;) = (detM)m1(xnOK ;q):
By condition (x3) for l2, we have m1(x
n
OK ;q) = mrm
l2(xOK ;q). Then, the assertion
(1) follows.
Next, we assume i  2, and let us show the second assertion. This can be proved
similarly to the proof of assertion (1). It is sucient to prove the assertion when
r = i. We write x = x(i) and y = y(i). Let x0 2 Rh i+1N be the vector obtained from
x by eliminating the mj-th rows for j = 1; : : : ; i  1, and y0 the vector obtained from
y by eliminating the nk-th rows for k = 1; : : : ; i   1. Since the mr-th rows of x are
0 for all r with 1  r  i   1 by Lemma 5.5 (1), we have y0 = Mi 1x0. We assume
the m0i-th component of x
0 corresponds to the mi-th component of x, and the n0i-th
component of y0 corresponds to the ni-th component of y. By Lemma 5.5 (2) and
Proposition 3.14 (2), we have
y0 = n"I"J  li(xni 1;q)e0(F )n0i ;
where (e0(F )i )
h i+1
i=1 denotes the standard basis of R
h i+1
N . Let
fMi 1 be the matrix of
cofactors ofMi 1. Multiplying the both sides of y0 =Mi 1x0 by fMi 1, and comparing
the m0i-th components, we obtain
( 1)n0i+m0i(detMi)n"I"J  li(xni 1;q) = (detMi 1)  mi(xnn;q ):
By condition (x3) for li+1, and since x
n
n;q is an element of FQqn;N , we have
mi(x
n
n;q ) = n
li+1(xn;q):
This completes the proof. 
5.3. Now let us prove the main theorem.
Proof of Theorem 5.1 . Here, we vary F and N . So, the element
lr+1(xnr;q) 2 RN = RF;N; = (Z=pN)[Gal(F=K)]
dened in x5.2 is denoted by lr+1(xnr;q)F;N .
Let D be a set of pairs (F;N) of an intermediate eld F of K1=K0 nite over K0
and a positive integer N satisfying the following property:
(D) For any intermediate eld F of K1=K0 satisfying K0 f F , there exists a
positive integer NF such that (F;N) 2 D for any integer N satisfying N  NF .
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Let b be an element of  and bF;N the image of b for any intermediate eld F ofK1=K
satisfying K f F and any positive integer N . We say a sequence (aF;N)(F;N)2D
converge to b = (bF;N) 2  if and only if there exists a subset D0 of D satisfying the
condition (D) such that aF;N = bF;N for any (F;N) 2 D0. If a sequence (aF;N)(F;N)2D
converge to b, we write lim(aF;N) := b.






= IJ C("I"J )r detMr 2 :
First, we consider the equality
n detM  l2(xOK ;q) = nIJ "I"J detM1  'F;N():
Since the right hand side converges to
nIJ C"I"J detM1  detM






= IJ C"I"J detM1:







= IJ C("I"J )r 1 detMr 1:
Then, the right hand side of
n detMr 1  lr+1(xnr;q) = n"I"J detMr  lr(xnr 1;q)
converges to
nIJ C("I"J )r detMr  detMr 1:






= IJ C("I"J )r detMr:





IJ C("I"J )i detMi:




with (qn) = i, we have li+1(xn;q)F;N 2 Ci;F;N for any nite extension eld F of K
contained in K1 and any positive integer N . Hence we have
IJ C("I"J )i detMi 2 Ci;;
and this complete the proof of Theorem 5.1. 
HIGHER FITTING IDEALS AND ELLIPTIC UNITS 35
6. Higher Fitting ideals for two-variable cases
Here, let us consider the two-variable case. We assume   ' Z2p. Note that for any
prime ideal p of OK above p, the decomposition subgroup Dp in G has nite index
by the global class eld theory. So, the height of the ideal IT; of  is at least two
if   ' Z2p. In the two-variable cases, our main theorem is stated only in the following
form, which is weaker than the results in the one-variable cases, Theorem 5.1.
Theorem 6.1. Let  2 b be a non-trivial character. If K0 contains p, we assume
 6= ! and  6=  1!. Assume   ' Z2p and one of the following:
 p splits completely in K=Q;
 p does not split in K=Q, and for the element p 2 T , the character  is non-
trivial on D;p.
Then, the following holds:
(1) If the character  is non-trivial on D;p for any p 2 T , we have
Cell0;  Fitt;0(X 0):




Note that in the two-variable cases, we cannot give bounds for error factors Ji;I3T;.
Indeed, as we will see later, our result for the two-variable cases follow from the
standard Euler system arguments for the proof of Iwasawa main conjecture, so it is
not so new or strong.
Proof of Theorem 6.1. The rst assertion is proved in Corollary 4.7, so it is sucient
to prove the second assertion. Note that X is a nitely generated torsion -module,





where r is a positive integer, and fi's are non-zero elements of  satisfying fi j fi+1
for all i. By Example 2.10, it is sucient to show that for any integer i satisfying




fj)  Ii  Celli;:
First, we set up the notation. Let ei 2
Lr
i=1 =fi be the element 1 in the i-th
summand =fi. For an intermediate eld F of K1=K0 which is nite over K0 and
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by ci;F 2 AF;.
Fix a homomorphism ' : E1;  !  of -modules with pseudo-null cokernel.
Let  2  be a generator of char(E1;=C1;). We put
B :=  I0;  Coker X \  A  I(C1;;');
where I0 and A are as in Proposition 2.1.
We denote the set of all continuous homomorphisms from   to the discrete group
p1 by X. Note that any element  2 X uniquely extends to a continuous ring
homomorphism  :   ! O[1p ]. For any f 2 , we dene a subset X(f)  X
and an ideal I(f) by
X(f) = f 2 X j (f) = 0g;
I(f) = fg 2  j (g) = 0 for any  2 X(f)g:
If I   is a principal ideal generated by f , we dene I(I) := I(f). Note that if
  ' Z2p, then the ideal
I(char(X)) = I()
is height-two ideal of . (See [Ru1] Proposition 7.11.) We dene a height-two ideal
B0 of  by





and x an element  2 B0. Note that B0  I(C1;;'), so there exists an element
 = fFgF 2 C1; satisfying '() = .
Let F be an intermediate eld of K1=K0 satisfying K0 f F . We put RF; :=
Zp[Gal(F=K)]. Let N be any positive integer satisfying
pNRF;  ([F : K0]#AF;4r)RF;:
Let a be a map
(IK)2 = fnon-zero ideals of OKg2  ! RF;N;
satisfying the condition (R) in x3.3 for the elliptic unit  := F 2 CF .
By the argument in the proof of [Ru1] Theorem 8.3, let us construct a sequence
fligr+1i=1 of distinct prime ideals OK prime to a(; a) satisfying the following properties:




for any i with 1  i  r+1, where we put n0 := OK and
ni :=
Qi
j=1 lj for i  1;
(S2) the image of the ideal class of li in AF; coincides with ci;F for any i with
1  i  r;
(S3) l1F;N;((; a;OK)) = 4;
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First, we choose l1. By Proposition 2.1, we have  2 IE and 2 2 JE . So, as in the








WF;N;(OK)   // (EF=pN)
 
33hhhhhhhhhhhhh
commute. By Proposition 3.15, we can take the prime ideal l1 of OK prime to a(F ; a)
satisfying the following:
 the prime l1 satises (S1) and (S2);
 l1F;N;j(EF =pN ) =  .
Note that the second condition on l1 implies the condition (S3).
Next we choose li for i  2 inductively on i. Let i be an integer satisfying 1 <
i  r + 1, and suppose that we have chosen distinct prime ideals fljgi 1j=1 satisfying
the condition (S1)-(S4). Now let us nd a prime ideal li. Let Wi 1 be the RF;N;-
submodule of (F=pN) generated by (; a; ni 1). By [Ru1] Lemma 8.2, there exists
a homomorphism  i 1 : Wi 1  ! RF;N; satisfying
fr i+2 i 1 = 4[]lF;N; : Wi 1  ! RF;N;:
(For details, see Lemma 8.2 and the arguments in the proof of Theorem 8.3 in [Ru1].)
By Proposition 3.15, we can nd the prime ideal li of OK prime to a(; a)  ni 1
satisfying the following:
 the prime li satises (S1);
 the prime li satises (S2) if i  r;
 l1F;N;jWi 1 =  i 1.























So, the sequence fljgi 1j=1 satises the condition (S4). By induction on i, we obtain the
sequence fljgr+1j=1 satisfying the conditions (S1)-(S4).
Now, we shall vary F and N , and prove Theorem 6.1 by using the arguments in
x5.3. For any intermediate eld F of K1=K0 satisfying K0 f F , for any positive
















in the sense of x5.3.






















Then, the condition (S4) implies
lim
 







Since fi 2  is non-zero element, we obtain




























fj)  B00  Celli;:
for any i 2 Z0, where B00 is the ideal of  generated by f4 j  2 B0g. Note that B00
is a height-two ideal of , so this completes the proof. 
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