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подальшому при плануванні роботи ВАТ «АТП 16365» 
потрібно враховувати отримані оптимальні значення 
технологічних параметрів. Для врахування більшої 
кількості факторів необхідне розширення моделі.
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Знайдено вирази для спектра функції роз-
поділу через спектральні моменти функції 
розподілу, отримані трьома різними спосо-
бами. Використання цих виразів при підсу-
мовуванні випадкових похибок з квантиль-
ною оцінкою дасть можливість підвищити 
точність розрахунків
Ключові слова: функція розподілу; спектр 
функції розподілу; квантильна оцінка випад-
кової похибки
Найдены выражения для спектра 
функции распределения через спектраль-
ные моменты функции распределения, 
полученные тремя разными способами. 
Использование этих выражений при сум-
мировании случайных погрешностей с кван-
тильной оценкой даст возможность повы-
сить точность расчетов
Ключевые слова: функция распределе-
ния; спектр функции распределения; кван-
тильная оценка случайной погрешности
It is found expression for the spectrum of 
function of distributing through the spectral 
moments of function distributing, got three in 
number of different ways. Using of this express-
ions for adding up of random error terms with a 
quantile estimation will enable to promote exa-
ctness of calculations
Key words: distributing function; the spectr-
um of function of distributing; quantile estimat-
ion of random error
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1. Вступ
Для визначення похибки навіть окремого засобу 
вимірювальної техніки необхідно підсумовувати всі 
складові його похибки, тобто основну та додаткові, 
наприклад від зміни температури навколишнього се-
редовища, від коливання напруги живлення тощо. 
Часто задача ускладнюється, наприклад коли потріб-
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но визначити похибку при непрямих вимірюваннях. 
При цьому потрібно підсумовувати не тільки складові 
похибки засобу вимірювальної техніки, а і похибки 
різних засобів вимірювальної техніки. Таким чином 
задача розрахункового підсумовування похибок є од-
нією з основних задач як при створенні засобів вимі-
рювальної техніки, так і при оцінці похибок результа-
тів вимірювань.
При проведенні такого підсумовування всі скла-
дові похибки повинні розглядатися як випадкові 
величини, котрі приймають в кожній окремій реалі-
зації різні значення, що ускладнює підсумовування. 
Задача ще більше ускладнюється коли використо-
вується квантильна оцінка випадкової похибки. В 
[1] запропонована методика розрахунку похибки з 
заданою довірчою ймовірністю. Але введення в [2] 
спектру функції розподілу (СФР) і в [3] — поняття 
спектральних моментів функції розподілу дає мож-
ливість спростити розрахунки при підвищенні їх 
точності. Це обумовлене тим, що використовуючи 
СФР, можна спростити вирази при підсумовуванні 
похибок, а використання спектральних моментів за-
мість моментів функції розподілу при квантильній 
оцінці випадкових похибок дає можливість отри-
мати зручні для розрахунків вирази для СФР при 
їх розкладенні в ряд Тейлора. Методика підсумову-
вання випадкових похибок за допомогою СФР при-
ведена в [4].
2. СФР випадкових похибок з заданою довірчою 
ймовірністю
Використаємо вирази для моментів функції розпо-
ділу через спектральні моменти, отримані в [3].
Довірча ймовірність:
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де X  - похибка при довірчій ймовірності PД , m1 ξ{ }  
- початковий момент першого порядку µ ξ1 { } , µ ξ2 { } , 
µ ξ3 { } , µ ξ4 { }  - спектральні моменти функції розподілу.
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Початковий момент другого порядку:
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Початковий момент третього порядку:
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Початковий момент четвертого порядку:
Вирази (1-5) можна записати в наступному вигляді:
P X m X
K K K
= { } + { } +
+ { } + { } + { }
2 2
3 12
0 1 1
2 1
3
2
4
3
µ ξ µ ξ
µ ξ
µ ξ µ ξ
;
 (6)
m m m X K
K K K
1 1 0 1 1 1
2 2
3
3
4
4
2 2
3 12
ξ µ ξ µ ξ
µ ξ
µ ξ µ ξ
{ } = = { } + { } +
+ { } + { } + { } ;
 (7)
m K K
K K K
2 0 1 1 2
2 3
3
4
4
5
2 2
3 12
ξ µ ξ µ ξ
µ ξ
µ ξ µ ξ
{ } = { } + { } +
+ { } + { } + { } ;
 (8)
m K K
K K K
3 0 2 1 3
2 4
3
5
4
6
2 2
3 12
ξ µ ξ µ ξ
µ ξ
µ ξ µ ξ
{ } = { } + { } +
+ { } + { } + { } ;
 (9)
m K K
K K K
4 0 3 1 4
2 5
3
6
4
7
2 2
3 12
ξ µ ξ µ ξ
µ ξ
µ ξ µ ξ
{ } = { } + { } +
+ { } + { } + { } ,
 (10)
            
      
m X m m X
X
4 0 1
4
1
2 2
4
2 2
5
ξ µ ξ ξ ξ{ } = { } { } + { } +



+
     
         
+ { } { } { } + { } +


+
+
2
10
31 1 1
4
1
2 2 4µ ξ ξ ξ ξ
µ
m X m m X X
2 1
6
1
4 2
1
2 4
6
5 3
7
ξ ξ ξ ξ{ } { } + { } + { } +



+X m m X m X
X
          (5)              
     + { } { } { } + { } + { } +µ ξ ξ ξ ξ ξ3 1 16 14 2 12 43 7 7m X m m X m X X
X m m X m X m X
X
6
4
1
8
1
6 2
1
4 4
1
2 6
8
12
28
3
14 4
9
( )+
+ { } { } + { } + { } + { } +µ ξ ξ ξ ξ ξ



.
22
Восточно-Европейский журнал передовых технологий 3/6 ( 45 ) 2010
при наступних значеннях коефіцієнтів Kn , де мате-
матичне сподівання m m1 1= { }ξ :
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Підставляючи (6-10) в вираз для СФР [2]
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отримаємо вираз для СФР через спектральні мо-
менти функції розподілу:
і при m1 0=
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СФР через спектральні моменти функції розподі-
лу можна визначити іншим способом. Для цього роз-
кладемо функцію розподілу в ряд Тейлора:
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і за допомогою прямого перетворення Фур’є пере-
йдемо до СФР:
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В результаті отримаємо:
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або вводячи коефіцієнти
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спростимо цей вираз:
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S k k
j
k
X
p = { } − { } + { }( ) −
− { } − { }( )

+
2 0 2 1 4 3
1 3 1
µ ξ µ ξ µ ξ
ω
µ ξ µ ξ
ω
ω
sin
+ { } − { }( ) + { } − { }( )



2
1
2 4 4 1 3 5X k j k
X
ω
µ ξ µ ξ µ ξ µ ξ
ω
ω
cos
.
Розглянемо ще один варіант виразу для СФР, в 
якому прямо не використовуються похибка X  при 
довірчій ймовірності PД , але вона враховується в 
виразі СФР. Знайдемо початкові спектральні момен-
ти виходячи з наступного виразу для початкового 
спектрального моменту [3] з урахуванням виразу 
для СФР (11):
µ ξ
π
ω ω ωn
n
n
x m
n
n
p
d p x
dx
j
S d{ } = ( )



= ( )
= −∞
∞
∫
1
2
.
Тоді, інтегруючи в діапазоні частот від - W  до Ω , де 
точність апроксимації буде ще досить високою
аналогічно
µ ξ
π
ω ω ω
ξ
π
ξ
π1
1 3 3 5
2 3 30
{ } = ( ) ≈ { } − { }
−∞
∞
∫
j
S d
m m
p Ω Ω ;
µ ξ
π
ω ω ω
π
ξ
π
ξ
π
2
2 3
2 5 4 7
1
2 3
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{ } = − ( ) ≈ − +
+ { } − { }
−∞
∞
∫ S d
P
m m
p
Д Ω
Ω Ω
;
µ ξ
π
ω ω ω
ξ
π
ξ
π3
3 7 1 5
2 42 5
{ } = − ( ) ≈ { } − { }
−∞
∞
∫
j
S d
m m
p Ω Ω ;
µ ξ
π
ω ω ω
π
ξ
π
ξ
π4
4 5 2 7 4 91
2 5 14 216
{ } = ( ) ≈ − { } + { }
−∞
∞
∫ S d
P m m
p
Д Ω Ω Ω .
З отриманих виразів знайдемо моменти функції 
розподілу:
PД =
{ } + { } + { }( )15
64
15 70 630 2 4
5
π µ ξ µ ξ µ ξ
Ω
;
m1
1
2
3
5
15
4
5 7
ξ
µ ξ µ ξ
{ } = { }
+ { }( )Ω
Ω
;
m2
0
4
2
2
4
7
105
16
5 42 45
ξ
π µ ξ µ ξ µ ξ
{ } = { }
+ { } + { }( )Ω Ω
Ω
;
m3
1
2
3
7
105
2
3 5
ξ
π µ ξ µ ξ
{ } = { }
+ { }( )Ω
Ω
;
m4
0
4
2
2
4
9
945
8
3 30 35
ξ
π µ ξ µ ξ µ ξ
{ } = { }
+ { } + { }( )Ω Ω
Ω
.
Підставивши ці вирази в вираз для СФР (11), от-
римаємо
Sp ω
π
µ ξ ω ω
µ ξ ω
( ) = { } − +( ) +
+ { } − +
15
64
15 70 63
14
5 42
5 0
2 2 4
2 2
2 2 2
Ω
Ω
Ω
Ω Ω 45
7
9 2 105
5
4
3 5 7
4
4 4
4 2 2 4
7 1
2 2
ω
µ ξ ω ω
ω
µ ξ
( ) +
+ { } − +( )
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−
− { } −
Ω
Ω Ω
Ω
Ω Ωj ω µ ξ ω2 3
2 221 35( ) + { } −( ) Ω .
При µ ξ µ ξ1 3 0{ } = { } =  вираз спрощується:
Sp ω
π
µ ξ ω ω
µ ξ ω
( ) = { } − +( ) +
+ { } − +
15
64
15 70 63
14
5 42
5 0
2 2 4
2 2
2 2 2
Ω
Ω
Ω
Ω Ω 45
7
9 2 105
4
4 4
4 2 2 4
ω
µ ξ ω ω
( ) +
+ { } − +( )
Ω
Ω Ω .
Звернемо увагу, що для багатьох функцій розподі-
лу непарні спектральні моменти функції розподі-
лу дорівнюють нулю. Це пояснюється наступним. 
Якщо спектральний момент першого порядку не 
дорівнює нулю, то, як відомо з теорії сигналів [5], 
спектр сигналу повинен бути зміщеним віднос-
но нуля, що відповідає складним сигналам, на-
приклад модульованим. Функції розподілу такого 
вигляду є малоймовірними. Якщо спектральний 
момент третього порядку відрізняється від нуля, 
то СФР буде несиметричним. Цей випадок також 
є малоймовірним. Отже вирази для СФР, отримані 
вище, практично будуть більш простими, тому що 
в більшості випадків µ ξ µ ξ1 3 0{ } = { } = .
В таблиці приведені значення спектральних мо-
ментів деяких функцій розподілу, котрі часто мають 
місце в реальних випадкових процесах. Як видно з 
таблиці, непарні спектральні моменти дійсно частіше 
за все дорівнюють нулю.
Як показано в [4] підсумовування випадкових 
похибок зручно здійснювати за допомогою СФР, але 
при квантовій оцінці випадкових похибок ці вирази 
ускладнюються. Тому використання отриманих в цій 
роботі виразів для СФР значно спростить задачу.
При спрощеній оцінці випадкових похибок, як 
відомо [6], підсумовують дисперсії. Але дисперсія 
при квантильній оцінці випадкових похибок зміню-
ється в залежності від довірчої похибки при заданій 
довірчій ймовірності. Тому це ускладнює задачу. З 
µ ξ
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(8) можна отримати вираз для дисперсії, прирівню-
ючи математичне сподівання m1  нулю. Нагадаємо, 
що дисперсія — це центральний момент другого по-
рядку.
Тому
D M X
X X
= { } = { } + { } + { }2 0 3 2
5
4
72
3 5 84
ξ µ ξ µ ξ µ ξ .
При підсумовуванні двох випадкових похибок су-
марна дисперсія
D D D
X X
X X
ξ η ξ η
µ ξ µ η
µ ξ µ η
ξ η
ξ
,{ } = { } + { } =
= { } + { }( )+
+ { } + { }
2
3
1
5
0
3
0
3
2
5
2 η
ξ ηµ ξ µ η
5
4
7
4
71
84
( )+
+ { } + { }( )X X ,
 (12)
де ξ  та η  позначають різні випадкові процеси (в 
нашому випадку випадкові похибки), дисперсії котрих 
потрібно підсумувати.
Аналогічний вираз буде при підсумовуванні трьох і 
більше похибок. В цих випадках буде підсумовуватися 
відповідна кількість спектральних моментів кожного 
порядку.
В [4] показано, що для підвищення точності роз-
рахунку сумарної похибки потрібно підсумовувати не 
тільки дисперсії, а також центральні моменти функції 
розподілу третього та четвертого порядків і приведені 
відповідні формули розрахунку цих моментів. Під-
ставляючи в них відповідно (9) та (10) при m1 0ξ{ } =
, по аналогії з (12) можна отримати вирази для су-
марних центральних моментів третього та четвертого 
порядків.
Висновки
Використання спектральних моментів функції роз-
поділу в виразах для СФР дозволяє отримати новий 
зручний інструмент для підсумовування випадкових 
Закон (щільність) розподілу p x( )
Спектральні моменти функції розподілу
µ0 µ1 µ2 µ3 µ4
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процесів з квантильною їх оцінкою, наприклад для 
підсумовування випадкових похибок.
Отримано три варіанти виразів СФР через спек-
тральні моменти функції розподілу різними шля-
хами.
В перших двох варіантах в виразах використову-
ється значення похибки при заданій довірчій ймовір-
ності, а в третьому — діапазон частот СФР, де точність 
апроксимації буде ще досить високою.
Варіант виразу СФР для розрахунку може бути 
вибраний в залежності від його особливостей. Вираз 
першого варіанту структури виразу СФР має чисто 
алгебраїчну форму. В другому варіанті використо-
вуються тригонометричні функції, третій варіант не 
зв’язує СФР з довірчою похибкою, але має більш про-
сту структуру.
При підсумовуванні двох випадкових похибок су-
марна дисперсія визначається як сума сум парних спек-
тральних моментів функції розподілу, кожний з яких 
помножений на довірчу похибку, що відповідає цьому 
випадковому процесу, при заданій довірчій ймовірності, 
в степенях три, п’ять і сім відповідно порядку спектраль-
ного моменту з ваговими коефіцієнтами 2 3 , 1 5  та 
1 84  також відповідно порядку спектрального моменту.
Аналогічно можна розрахувати також центральні 
моменти функції розподілу третього та четвертого по-
рядків.
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