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Abstract
Several constructions exist for the free inverse semigroup FIX with a set X of free generators.
We offer a new construction that describes elements of FIX as shortest words in the classes of
equivalent words over the alphabet X∪X−1 and produce an algorithm that transforms any word into
its shortest equivalent form. Both known and new properties of FIX follow.
 2004 Elsevier Inc. All rights reserved.
Introduction
We start with some definitions that make the paper reasonably self-contained. A semi-
group is a nonempty set with associative multiplication. If S is a semigroup and sts = s,
tst = t for s, t ∈ S, then t is called an inverse for s. A semigroup is regular if each of its
elements has an inverse. A semigroup is inverse if each of its elements has a uniquely de-
termined inverse. If S is inverse and s ∈ S, then s−1 denotes the inverse of s. Alternatively,
inverse semigroups are precisely regular semigroups with commuting idempotents. There
exist other definitions of inverse semigroups (see [19] for many others).
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groups: one cannot appreciate group theory and see its beauty knowing just a couple of de-
finitions. Many aspects of inverse semigroup theory are covered in the monographs [6,13].
In more senses than one, group theory can be viewed as the theory of symmetries of vari-
ous structures. Sometimes a “space” or another object may have more subtle symmetries,
which are symmetries between two parts of the entire structure rather than a symmetry of
the structure onto itself. These “partial symmetries” need not form a group, but they al-
ways form an inverse semigroup. Inverse semigroup theory is the theory of these subtler
symmetries.
In 1972–1973 Scheiblich [17,18] found a construction for free inverse semigroups. He
represented each element of a free inverse semigroup FIX with a set X of free generators
as a pair (A,u), where A is a certain nonempty finite set of elements of a free group
generated by X and u an element of the free group. The product of two elements (A,u)
and (B, v) is defined according to an intricate rule.
There exist alternative constructions of free inverse semigroups due to Munn [11,12],
Preston [14], and Schein [23], all of them found after their authors learned of Scheiblich’s
construction. Here is a very brief description of them.
In Munn’s construction each element of FIX is represented as a “birooted tree.” A bi-
rooted tree is a labeled graph. As a graph, it is a finite tree (that is, it is finite and has no
cycles) with oriented edges. Each edge is labeled with an element of X (there are certain
restrictions as to possible labelings), and also two roots (an ordered pair of two vertices)
are fixed. A product of two birooted trees is a new birooted tree constructed according to
an intricate rule.
In [23] the elements of FIX are represented as special words over the alphabet Y =
X∪X−1, where X−1 = {x−1: x ∈ X} is “another copy” of X disjoint from X. Each special
word has the form iw, where i is an idempotent prefix word and w a reduced word from
FGX , the free group on X. The prefix i obeys certain rules and has to “fit” the w. The
product of two special words i1w1 and i2w2 is defined as their concatenation (that is, the
word i1w1i2w2) followed by reducing the new word to a special word. A simple algorithm
is given. It transforms every word to the special form iw.
Preston’s construction in [14] is close to that used in [23]; it is, in our opinion, midway
between the constructions used in [17,18] and [11,12].
Which of the existing descriptions of FIX is the best? The answer depends on how
we want to use that description. In [21] one of us raised the problem: describe inverse
semigroups embeddable in free inverse semigroups, and, in particular, determine which
inverse subsemigroups of free inverse semigroups are free. A partial answer to this ques-
tion (a description of free inverse subsemigroups of FIX) was offered by Reilly in [15],
who used the description of FIX from [17,18]. However, using an alternative descrip-
tion of FIX from [23], Vazhenin found a considerably shorter proof of the same result
(see [24]).
Do we need a new construction? In other words, is this paper really needed? We think
that the answer is “yes” for the following reason.
Each of the already existing descriptions of FIX can be easily obtained from our
new description. For example, Munn’s birooted trees can be trivially constructed from the
canonical words as described in this paper (see Section 4.1). However, given an element
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is not automatic. We are aware of only one attempt of reducing the structure of birooted
trees to certain simpler canonical components (see [1]). However, it falls short of our de-
scription. Thus our new approach may be superior to the already existing descriptions. This
does not mean the already existing descriptions become worthless. Every new method and
approach is important.
To minimize our readers’ efforts, we explain now why free inverse semigroups exist,
discuss a possible approach to them, and describe the contents of this paper.
The existence of free inverse semigroups is fairly obvious, while their construction is
not. Let C be the class of all inverse semigroups. A free inverse semigroup S with a set X of
free generators is a mapping f : X → S such that, given any mapping g : X → T of X into
any inverse semigroup T , there exists a uniquely determined homomorphism h : S → T
with a commutative diagram
X
f
g
S
h
T
(∗)
(that is, h ◦ f = g). It is easy to see that in this case f must be injective (that is, one-
to-one) and, as an inverse semigroup, S must be generated by its subset f (X) that we
can identify with X. If f is required to be injective, we can skip the requirement that the
homomorphism h is uniquely determined.
If (S; · ) is an inverse semigroup (here · is the binary multiplication on the set S of
elements), we can turn it into an algebra (S; · ,−1) with two operations because −1 is a
well-defined unary operation on S. Let Ci denote the class of all inverse semigroups con-
sidered as algebras with these two operations. Then Ci is a variety of algebras, i.e., a class
of algebras defined by a set of identities. For example, the following identities define Ci :
(xy)z = x(yz), (xy)−1 = y−1x−1, (x−1)−1 = x, xx−1x = x, and xx−1x−1x = x−1xxx−1
(see [20]). A well-known theorem of G. Birkhoff asserts that, in a variety, there is a free
algebra for any set of free generators. Thus, given any set X, there exists a free inverse
semigroup f : X → FIX where X is its set of free generators and f an appropriate in-
jection. This mapping f satisfies (∗), in which S = FIX and T are inverse semigroups
with two operations, i.e., they belong to Ci . However, it is well known that, no matter how
inverse semigroups are considered (in C, that is, as algebras with a single binary operation,
or in Ci as algebras with two operations), they have the same homomorphisms. Thus, if
FIX and T are considered as algebras in C, (∗) still holds, i.e., f : X → FIX is a free
inverse semigroup in the class C. Existence of free inverse semigroups also follows from a
result of McAlister [10].
Here is a possible approach to FIX (the reader should keep in mind an analogous,
although much simpler, construction of a free group FGX with a set X of free generators).
For simplicity, assume that X ⊂FIX . Then X generates FIX in Ci , that is, each element
of FIX is a product of elements xi ∈ X and of x−1i . Thus each element of FIX can be
written as a product of the form y1y2 · · ·yn for some yi ∈ Y and n = 1,2, . . . , where Y =
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of FIX can have different representations in this form. For example, if x ∈ X, then x and
xx−1x represent the same element of FIX . Also, xx−1yy−1 and yy−1xx−1, for x, y ∈ X,
represent the same element of FIX because xx−1 and yy−1 represent idempotents and
idempotents of an inverse semigroup commute. Thus each element of FIX is represented
by a class of equivalent words in the alphabet Y . We denote that equivalence as ∼, and
so u ∼ v means that words u and v over Y are equivalent, that is, they represent the same
element of FIX .
Suppose that we can choose a special representative (a “canonical word”) from each
class of equivalent words. Then each element of FIX can be identified with such a word,
and FIX can be identified with a set of special words. For example, in the case of a free
group FGX freely generated by X we can choose the words that contain no occurrences
either of xx−1 or of x−1x for any x ∈ X. The resulting canonical words (which are usually
called reduced), including the empty word 1, are in a one-to-one correspondence with the
elements of FGX , and thus FGX can be identified with the set of these words. The multi-
plication in FGX works as follows: if u and v are reduced words, take their concatenation
uv and reduce it by removing from it all occurrences of subwords xx−1 and x−1x for all
x ∈ X. The resulting reduced word u · v is the product of u and v in FGX .
An analogous construction for FIX was suggested in [23]. However, the canonical
words used there (we have just called them “special words”) did not have to be the shortest
words in their respective equivalence classes. For example, if x, y ∈ Y , then xyy−1x−1x is
a canonical word in the sense of [23], while this word is obviously equivalent to a shorter
word xyy−1, which is not canonical. The length of the shortest word in an equivalence
class may be very different from the length of a canonical word belonging to that class. For
example, x1 . . . xn−1xnx−1n x−1n−1 . . . x
−1
1 x1 . . . xn−1 is a canonical word (in the sense of [23])
of length 3n− 1. It is equivalent to a noncanonical word x1 . . . xn−1xnx−1n of length n+ 1,
about three times shorter.
These particular canonical words are long because the idempotents are placed at the
beginning of the words. In the shorter equivalent words the idempotents are placed at the
end of the word. For example, in the word v the only idempotent subword is xnx−1n , which
appears at the end of v. However, there is no particular reason to place idempotent sub-
words at some fixed location; the end of a canonical word is “as good” as the beginning or
the middle part of that word.
Here we introduce a new form of canonical words (in Definition 4). These new canonical
words can be briefly described as follows. Let u be a reduced word over the alphabet
Y = X ∪ X−1. Cut it into pieces by vertical markers |. These markers can appear at the
beginning or the end of the word, but no two markers can immediately follow each other
(that is, there is a nonempty part of v between any two occurrences of |). We just split u
into a concatenation u = u0|u1| · · · |un of its subwords and assume that all these subwords,
except possibly u0 and un, are nonempty. Each marker | appears between two adjacent
words ui−1 and ui . For example, if u = xxy−1xyx−1x−1, we can introduce the vertical
markers in different ways. One of these ways is |xx|y−1|xyx−1x−1. This means that we
split u as u = u0u1u2u3, where u0 = 1 is the empty word and u1 = xx, u2 = y−1, u3 =
xyx−1x−1.
24 O. Poliakova, B.M. Schein / Journal of Algebra 288 (2005) 20–58Next we replace the markers | in u by nonempty idempotents e1, . . . , en, thus obtaining
the word w = u0e1u1e2 · · · enun. Here we follow two rules:
(i) each ei is a canonical idempotent word (see Definition 1) and
(ii) a particular canonical idempotent ei may or may not be inserted between ui−1 and ui
depending on the last letter of ui−1 and the first letter of ui (see Definition 4).
The resulting word w is canonical and each canonical word can be obtained in this way.
The decomposition of a canonical word w into these particular factors u0e1u1e2 · · · enun
is called the canonical decomposition of w. Lemma 8 shows that this decomposition is
uniquely determined by w.
Our Main Theorem (in Section 1.3) says that each of these canonical words w is a
shortest word in its class of equivalent words and, conversely, each shortest word in the
equivalence class is canonical. Thus the shortest words in each class of equivalent words
over the alphabet Y are precisely the canonical words in this class. There may be sev-
eral different canonical words in a same equivalence class. The Main Theorem says that
canonical words u0e1u1 · · · enun and v0f1v1 · · ·fmvm are equivalent if and only if m = n,
u0u1 · · ·un and v0v1 · · ·vn are the same reduced words partitioned in the same way (that
is, u0 = v0, u1 = v1, . . . , un = vm), and ei ∼ fi for every i (that is, the canonical idem-
potents ei and fi are equivalent). The Main Lemma (in Section 1.4) determines when
canonical idempotents are equivalent in much more precise terms. The only difference be-
tween equivalent canonical idempotents is the order in which some of their idempotent
factors are written.
For example, xx−1yy−1 is an idempotent canonical word over the alphabet {x, y, x−1,
y−1}. It follows from the Main Lemma that the only canonical words in its equiva-
lence class are xx−1yy−1 and yy−1xx−1. Also, u = xyxx−1yy−1x−1y is a (nonidem-
potent) canonical word. It follows from the Main Theorem that the only other canoni-
cal word in the equivalence class of u is v = xyyy−1xx−1x−1y. This is clearer if we
emphasize the structure of u and v with parentheses: u = xy(xx−1)(yy−1)x−1y and
v = xy(yy−1)(xx−1)x−1y. The only difference between u and v is the order in which
canonical idempotent words (xx−1) and (yy−1) occur in them. Other equivalent canonical
words differ in the same way.
Thus, for every word over the alphabet Y there exists a canonical word equivalent to it.
We produce an easy algorithm (in Section 1.2); it transforms every word u over Y into an
equivalent canonical word uˆ and shows the “structure” of uˆ by inserting certain parentheses
that identify the initial reduced word, the markers introduced in it, the inserted idempotent
words, and their internal structure too. For example, the parentheses in the canonical word
xy(xx−1)(yy−1)x−1y show that we started with the reduced word xyx−1y and used one
vertical marker xy|x−1y. The canonical idempotent xx−1yy−1 that replaced the marker
was obtained concatenating canonical idempotents xx−1 and yy−1. Our algorithm pro-
duces all canonical words marked in the same way. The product of canonical words u
and v is the canonical form ûv of their concatenation uv (that is, form uv and apply our
algorithm to it).That gives a very satisfactory description of FIX .
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in Example 1, and state the Main Theorem and the Main Lemma in Sections 1.3 and 1.4,
respectively, before certain rigorous definitions are given. Formal definitions used in the
Main Theorem and the Main Lemma are given in Section 2. Examples follow. Section 3
consists of proofs. Section 4 is devoted to corollaries.
1. Main results
1.1. Rules used in the algorithm
Our algorithm transforms every input word over Y into an equivalent output word that
is canonical. While the algorithm is working, the input word is possibly being changed.
We refer to this possibly changing word as the current word and usually denote it by w.
Pairs of parentheses may be inserted in the current word by our algorithm to show
the structure of the word. Thus the current word is a word over Y with possibly inserted
parentheses that play the role of markers. We call the elements of Y letters. Right and left
parentheses are not in Y , and thus they are not letters. The length |w| of a word w with
inserted parentheses is the number of letters in w not counting the parentheses.
Equivalence of words with possibly inserted parentheses is defined straightforwardly.
Consider two words w1 and w2 over Y with possibly some inserted parentheses. Delete
these parentheses to obtain the words w′1 and w′2, respectively. If w′1 ∼ w′2, then we say
that w1 is equivalent to w2 and write w1 ∼ w2.
The algorithm applies two rules to the current word. The first rule just inserts pairs of
parentheses around canonical idempotents in the current word (one pair at a time), thus not
taking the word out of its original equivalence class. The second rule changes the current
word, making it shorter, but still keeping it in the same equivalence class. All changes that
can occur in the current word in the process of the work of the algorithm do not take it out
of its equivalence class. The parentheses are inserted correctly in the usual sense of logic
and algebra. The output word is a canonical word with some pairs of parentheses inserted
in it. These parentheses show the canonical decomposition of the output word and the fine
structure of all canonical idempotent subwords.
Here are the two rules, in which x ∈ Y , and each of the words e and f is either empty
or a product of expressions in paired parentheses.
Rule 1. x−1ex → (x−1ex).
Rule 2. (x−1ex)f x−1 → f x−1e.
Remark 1. We can run into a problem with Rule 1. For example, let X = {a, b, . . .}. Con-
sider the word b(a−1a)b. Applying Rule 1, we obtain b((a−1a))b. To avoid having such
double pairs of parentheses, we agree that double pairs of parentheses are forbidden. Then
Rule 1 is not applicable to b(a−1a)b.
As it follows from Lemma 16, the subwords of the current word that are in paired paren-
theses are canonical idempotents. Therefore, the left-hand side of Rule 2 is equivalent to
its right-hand side. Notice that Rule 1 does not change the length of the word (we disregard
parentheses) and Rule 2 makes the current word shorter.
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The algorithm applies Steps 1 and 2 to the current word and stops, producing the output
word, when neither step is applicable.
Step 1. If Rule 1 is not applicable, then stop. Otherwise, apply Rule 1 to the leftmost
possible subword and then go to Step 2.
Step 2. Apply Rule 2 to the leftmost possible subword. Then apply Rule 2 again (as many
times as possible, each time to the leftmost possible subword). When Rule 2 is no longer
applicable, go to Step 1.
In each step the algorithm scans a current word from its beginning to the place at which
a change is made. The new word is scanned from the beginning again. Obviously, the
algorithm would run faster if we do not rescan each word from its beginning over and
over again. However, our goal is not the speed but minimizing our readers’ efforts and
presenting the algorithm in the simplest possible terms. Those readers who like speeding
can easily replace Steps 1 and 2 with somewhat more complicated steps in an obvious
way.
See Example 1 in Section 1.5 (right after the main results are stated), where the algo-
rithm is applied to an input word.
1.3.
The Main Theorem.
(i) If w1 = u0e1u1 · · · emum and w2 = v0f1v1 · · ·fnvn are canonical decompositions of
canonical words w1 and w2, then w1 ∼ w2 if and only if m = n, ui = vi for i =
0,1, . . . ,m, and ej ∼ fj for j = 1, . . . ,m.
(ii) Every word over the alphabet Y = X∪X−1 is equivalent to a canonical word. In each
equivalence class of words, the canonical and the shortest words are the same.
This reduces the decision problem of equivalence of canonical words to the same prob-
lem for canonical idempotents, which is solved in the Main Lemma.
1.4.
The Main Lemma. The following three statements are equivalent for canonical idempo-
tents e and f :
(1) e and f are equivalent, that is, e ∼ f ;
(2) e and f have the same components, that is, Ce = Cf ;
(3) e and f are the same up to the order of factors in canonical idempotents within eand f .
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tion 2.2 in Definitions 1 and 3, respectively.
1.5.
Example 1. Let X = {a, b, c, . . .} and apply the algorithm to the word
w = babb−1a−1c−1cacb−1abbb−1cc−1b−1aa−1cc−1bbb−1b−1a
over the alphabet Y .
Step 1. The leftmost subword of w to which Rule 1 can be applied is bb−1. Indeed, bb−1
has the form b1b−1, where 1 is the empty word.
Applying Rule 1 obtain
ba
(
bb−1
)
a−1c−1cacb−1abbb−1cc−1b−1aa−1cc−1bbb−1b−1a.
The algorithm puts parentheses around bb−1. Go to Step 2.
Step 2. Rule 2 is not applicable. Go to Step 1.
Step 1. Applying Rule 1 obtain
b
(
a
(
bb−1
)
a−1
)
c−1cacb−1abbb−1cc−1b−1aa−1cc−1bbb−1b−1a.
Go to Step 2.
Step 2. Rule 2 is not applicable. Go to Step 1.
Step 1. Applying Rule 1 obtain
b
(
a
(
bb−1
)
a−1
)(
c−1c
)
acb−1abbb−1cc−1b−1aa−1cc−1bbb−1b−1a.
Go to Step 2.
Step 2. Rule 2 is applicable to the underlined subword:
b
(
a
(
bb−1
)
a−1
)(
c−1c
)
acb−1abbb−1cc−1b−1aa−1cc−1bbb−1b−1a.
Applying Rule 2 obtain
b
(
c−1c
)
a
(
bb−1
)
cb−1abbb−1cc−1b−1aa−1cc−1bbb−1b−1a.
Rule 2 is no longer applicable. Go to Step 1.
Step 1. Applying Rule 1 obtain
b
(
c−1c
)
a
(
bb−1
)
cb−1ab
(
bb−1
)
cc−1b−1aa−1cc−1bbb−1b−1a.
Go to Step 2.
Step 2. Rule 2 is not applicable. Go to Step 1.
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b
(
c−1c
)
a
(
bb−1
)
cb−1ab
(
bb−1
)(
cc−1
)
b−1aa−1cc−1bbb−1b−1a.
Go to Step 2.
Step 2. Rule 2 is not applicable. Go to Step 1.
Step 1. Applying Rule 1 obtain
b
(
c−1c
)
a
(
bb−1
)
cb−1a
(
b
(
bb−1
)(
cc−1
)
b−1
)
aa−1cc−1bbb−1b−1a.
Go to Step 2.
Step 2. Rule 2 is not applicable. Go to Step 1.
Step 1. Applying Rule 1 obtain
b
(
c−1c
)
a
(
bb−1
)
cb−1a
(
b
(
bb−1
)(
cc−1
)
b−1
)(
aa−1
)
cc−1bbb−1b−1a.
Go to Step 2.
Step 2. Rule 2 is not applicable. Go to Step 1.
Step 1. Applying Rule 1 obtain
b
(
c−1c
)
a
(
bb−1
)
cb−1a
(
b
(
bb−1
)(
cc−1
)
b−1
)(
aa−1
)(
cc−1
)
bbb−1b−1a.
Go to Step 2.
Step 2. Rule 2 is applicable to the underlined subword:
b
(
c−1c
)
a
(
bb−1
)
cb−1a
(
b
(
bb−1
)(
cc−1
)
b−1
)(
aa−1
)(
cc−1
)
bbb−1b−1a.
Applying Rule 2 obtain
b
(
c−1c
)
a
(
bb−1
)
cb−1a
(
aa−1
)(
cc−1
)
b
(
bb−1
)(
cc−1
)
bb−1b−1a.
Now Rule 2 is applicable to the underlined subword:
b
(
c−1c
)
a
(
bb−1
)
cb−1a
(
aa−1
)(
cc−1
)
b
(
bb−1
)(
cc−1
)
bb−1b−1a.
Applying Rule 2 obtain
b
(
c−1c
)
a
(
bb−1
)
cb−1a
(
aa−1
)(
cc−1
)
b
(
cc−1
)
bb−1b−1a.
Rule 2 is no longer applicable. Go to Step 1.
Step 1. Applying Rule 1 obtain
b
(
c−1c
)
a
(
bb−1
)
cb−1a
(
aa−1
)(
cc−1
)
b
(
cc−1
)(
bb−1
)
b−1a.
Go to Step 2.
Step 2. Rule 2 is not applicable. Go to Step 1.
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b
(
c−1c
)
a
(
bb−1
)
cb−1a
(
aa−1
)(
cc−1
)(
b
(
cc−1
)(
bb−1
)
b−1
)
a.
Go to Step 2.
Step 2. Now Rule 2 is applicable to the underlined subword:
b
(
c−1c
)
a
(
bb−1
)
cb−1a
(
aa−1
)(
cc−1
)(
b
(
cc−1
)(
bb−1
)
b−1
)
a.
Applying Rule 2 obtain
b
(
c−1c
)
a
(
bb−1
)
cb−1a
(
cc−1
)(
b
(
cc−1
)(
bb−1
)
b−1
)
a.
Rule 2 is not applicable. Go to Step 1.
Step 1. Rule 1 is not applicable. Stop.
The output word is canonical with canonical decomposition u0e1u1e2u2e3u3. It has four
root pieces u0 = b, u1 = a, u2 = cb−1a, and u3 = a, and three idempotent pieces e1 =
(c−1c), e2 = (bb−1), and e3 = (cc−1)(b(cc−1)(bb−1)b−1). Root and idempotent pieces
of a canonical word are defined in Section 2.2 in Definition 4. Parentheses in idempotent
pieces show their fine structure. Subwords not in parentheses are the root pieces.
2. Definitions
2.1. General definitions
Let X be a set of symbols that contains neither the right parenthesis ) nor the left paren-
thesis (. We need a “disjoint duplicate” of X. For example, define X−1 = {x−1: x ∈ X} and
suppose that X and X−1 are disjoint sets. The elements of X and X−1 are in an obvious
bijective correspondence x 	→ x−1. We call the elements of the set Y = X ∪X−1 letters.
Let F1 denote the free monoid over Y . We consider free monoids and free inverse
monoids rather than free semigroups and free inverse semigroups to make our exposi-
tion more uniform and to simplify matters. The elements of F1 can be identified with all
possible words over Y , including the empty word 1. Multiplication in F1 is defined as con-
catenation of words. If w ∈ F1, then w1 = 1w = w. Also, let |w| denote the length of w.
In particular, |1| = 0. If X is empty, then F1 = {1}, a trivial monoid. In what follows we
assume that X is not empty.
For every word w = x1x2 · · ·xn ∈F1 with xi ∈ Y , define w−1 = x−1n · · ·x−12 x−11 , where
x−1i = x−1 if xi = x ∈ X and x−1i = x if xi = x−1 ∈ X−1. Also, 1−1 = 1. If we consider
the involution w 	→ w−1 as an additional unary operation, the free monoid F1 becomes
the free involuted monoid. Since we will be working with the free involuted monoid on
X rather than with the free monoid on X or Y , we will use the notation F1 for the free
involuted monoid on X.
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of F1. Define a relation ρ ⊂ F1 × F1 as follows: ρ consists of pairs (yy−1y, y) for all
y ∈ F1 and of pairs (yy−1zz−1, zz−1yy−1) for all y, z ∈ F1. Let ∼ denote the congru-
ence on F1 generated by ρ. Then FI1X = F1/ ∼. We say that w1 ∈ F1 and w2 ∈ F1 are
equivalent if w1 ∼ w2. Observe that FIX was considered in [26], where it was called
the free inverse semigroup generated by X. The existence of free inverse semigroups was
not proved in [26], but, as we have already mentioned, their existence is not difficult to
ascertain.
Let w¯ denote the ∼-class containing w ∈F1. We call it the equivalence class of w. We
also say that w represents the class w¯.
A word w over Y is called reduced if it does not contain subwords of the form xx−1 for
any x ∈ Y . The empty word 1 is reduced. A word e in F1 is called an idempotent word if it
represents an idempotent in FI1X . In each equivalence class we choose certain words that
are called canonical. An equivalence class may have several canonical words. Canonical
words are described in Section 2.2; each of them is a reduced word with special idempotent
words inserted in it in a special way.
We proceed with defining these special idempotent words.
2.2. Canonical idempotents and canonical words
We give recursive definitions of a canonical idempotent, prime canonical idempotent,
and factors of a canonical idempotent. Then we find certain properties of canonical idem-
potents. In the end of this section we define canonical words.
Definition 1.
(i) The empty word 1 is a canonical idempotent. This canonical idempotent has no fac-
tors.
(ii) If h is a canonical idempotent, x ∈ Y , and the first letters of factors of h are different
from x, then x−1hx is both a canonical idempotent and a prime canonical idempotent.
This canonical idempotent is its own factor.
(iii) If e1, e2, . . . , em for m 1 are prime canonical idempotents and their first letters are
pairwise distinct, then e = e1e2 · · · em is a canonical idempotent and e1, e2, . . . , em are
factors of e.
The order, in which the clauses (ii) and (iii) appear, is not important. Definition 1 shows
that every canonical idempotent is a product of its factors, and the factors are prime canon-
ical idempotents. A nonempty prime canonical idempotent is its own factor. A factor of a
canonical idempotent has the form x−1hx, where h is a canonical idempotent and x ∈ Y .
Here h may be empty or have one or more factors.
To emphasize the structure of a nonempty canonical idempotent e, we insert pairs of
parentheses in it, thus obtaining an idempotent e˜ defined recursively.
Definition 2. If e is a canonical idempotent, define e˜, called a canonical idempotent with
correctly inserted parentheses:
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(ii) If x ∈ Y and e = x−1hx is a prime canonical idempotent, then e˜ = (x−1h˜x).
(iii) If e = e1e2 · · · em with m  1 is a canonical idempotent with factors e1, e2, . . . , em,
then e˜ = e˜1 · · · e˜m.
By Lemma 8, the word e˜ is uniquely determined for e.
In part (iii) of the definition e˜1, . . . , e˜m are called the factors of e˜.
There is a one-to-one correspondence between parentheses and letters of e˜. Every let-
ter x in e has either a right parenthesis directly to the right of x, or a left parenthesis directly
to the left of x.
The parentheses are inserted correctly also in the usual sense of logic and algebra.
Example 2. Let X = {a, b, c, . . .}. The word w = abb−1a−1 is a canonical idempo-
tent, a prime canonical idempotent, and its own factor. This follows from part (iii) of
Definition 1 because bb−1 = b1b−1 and abb−1a−1 = aha−1, where h = bb−1. Here
w˜ = (a(bb−1)a−1).
The word
e˜ = (a(bb−1)a−1)(a−1a)(c(c(cc−1)(bb−1)c−1)c−1)
is another example of a canonical idempotent with correctly inserted parentheses. It has
three factors e˜1 = (a(bb−1)a−1), e˜2 = (a−1a), and e˜3 = (c(c(cc−1)(bb−1)c−1)c−1).
Strictly speaking, e˜ is not a word in Y because the symbols ) and ( are not in Y and
the parentheses are inserted to show how e (and e˜) is built up inductively from simpler
canonical idempotents and also to show the factors of e.
Throughout the paper the word “factor” will be used only in the sense of Definition 1.
So the beginning cc of e3 is not a factor of e in Example 2, although it is a subword of e.
Likewise, (cc−1)(bb−1) is not a factor of e˜, although it is a canonical idempotent with
correctly inserted parentheses and a subword of e˜.
In Lemma 8 we prove that a canonical idempotent is presented as a product of its factors
in a unique way.
The product of a word w ∈F1 and a subset B ⊆F1 is defined in the usual way: wB =
{wb: b ∈ B}.
Definition 3. Let e be a canonical idempotent. We give a recursive definition of the set Ce
of components of e.
(1) If e = 1, then Ce = {1}.
(2) If e = x−1hx, then Ce = x−1Ch.
(3) If e = e1 · · · em, with factors e1, . . . , em, then Ce =⋃mi=1 Cei .
Example 3. For e = (abb−1a−1)(ca(bb−1)(dd−1)a−1c−1) the set of components Ce is
{ab, cab, cad}.
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Definition 4 (Canonical words). A word w over Y is called a canonical word if w has the
form u0e1u1 · · · emum, where m 0 and
(1) u0, . . . , um are words over Y , u1, . . . , um−1 are not empty, and u0 · · ·um is a reduced
word;
(2) e1, . . . , em are nonempty canonical idempotents;
(3) for every fixed i (1 i m) the last letters of the factors of ei are different from the
last letter of ui−1;
(4) for every fixed i (1 i m) the first letters of the factors of ei are different from the
first letter of ui .
The decomposition w = u0e1u1 · · · emum is called the canonical decomposition of w. The
word u0u1 · · ·um is called the root of w and denoted as R(w), while u0, u1, . . . , um are the
root pieces, and e1, . . . , em the idempotent pieces of w.
We prove in Lemma 8 that the root pieces and the idempotent pieces of a canonical
word (and hence also the number m) are uniquely determined.
Remark 2. Nonempty canonical idempotents are canonical words with m = 1 and u0 =
u1 = 1. The empty word 1 is the canonical word u0 with m = 0 and u0 = 1.
Definition 5. For every canonical word w = u0e1u1 · · · emum with root pieces u0, . . . , um
and idempotent pieces e1, . . . , em define w˜ = u0e˜1u1 · · · e˜mum. We call w˜ a canonical word
with correctly inserted parentheses (with root pieces u0, . . . , um and idempotent pieces
e˜1, . . . , e˜m).
It will follow from Lemma 8 that w˜ is uniquely determined for w.
Let e be a proper subword included in parentheses in a canonical word w˜ with correctly
inserted parentheses. Delete e from w˜ (parentheses around e and within e are also deleted),
then it follows from the definitions that the resulting word w˜′ is also a canonical word with
correctly inserted parentheses.
Remark 3. Recall that symbols from Y are called letters, and parentheses are not letters.
For example, the first letter of w˜ = (y(x−1x)y−1)x is y and not the left parenthesis. Also,
|w˜| = 5 (and not 9).
Example 4.
w = abbbc−1cb−1b−1d−1da−1babb−1a−1babca−1dd−1acc−1c−1c−1cab
is a canonical word with four root pieces u0 = ab, u1 = a−1b, u2 = bab, and u3 =
ab and three idempotent pieces e1 = bbc−1cb−1b−1d−1d , e2 = abb−1a−1, and e3 =
ca−1dd−1acc−1c−1c−1c. Thus
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(
c
(
a−1
(
dd−1
)
a
)(
cc−1
)
c−1
)(
c−1c
)
ab,
where the second line continues the first.
3. Proofs
3.1. Structure of canonical idempotents
We prove several lemmas. Lemmas 6 and 7 are technical and used in the proof of
Lemma 8. Lemma 8 shows that each canonical idempotent can be decomposed into fac-
tors in only one way. Lemmas 9, 11, and 12 describe the canonical words that represent
idempotents of FI1X . Corollary 10 is a technical result.
Lemma 6. Every canonical idempotent has even length.
Proof. This follows from Definition 1 of canonical idempotents. 
To prove the uniqueness of presenting a canonical idempotent as a product of its factors
we need the following two lemmas.
Lemma 7. Let e = e1e2 · · · en (n  1) be a canonical idempotent with factors e1, . . . , en
and let et = uv for some t with 1  t  n and u and v not empty (that is, u is a proper
beginning of et and v a proper end of et ). Then
(a) e1 · · · et−1u is not a canonical idempotent;
(b) vet+1 · · · en is not a canonical idempotent.
Proof. (a) Let |e| = 2k. We use induction on k.
Base of induction. If k = 1 and |e| = 2, then e = xx−1, x ∈ Y , and (a) holds.
Induction step. Suppose that our statement holds for all e with |e| 2l. Consider e with
|e| = 2l + 2.
Case 1. t = 1, e1 = x−1hx = x−1h1 · · ·hjx = uv, where h is not empty, j  1, and
h1, . . . , hj are factors of h. By the definition of canonical idempotents, h1, . . . , hj do not
begin with x.
We need to show that u is not a canonical idempotent. If u = u1 · · ·us with s  1 is a
canonical idempotent with factors u1, . . . , us , then u has even length. The first factor u1 of
u has the form x−1bx, where b is a canonical idempotent. If b = 1, then h1 begins with x,
which is impossible. Since v is not empty and |v| = |e1| − |u| is even, then |v| 2, and so
b is a proper beginning of h1 · · ·hj . If b = h1 · · ·hi for some i = 1, . . . , j − 1, then hi+1
34 O. Poliakova, B.M. Schein / Journal of Algebra 288 (2005) 20–58begins with x, which is impossible. Thus b = h1 · · ·hip, 1 i  j − 1, hi+1 = pq , and p
is a proper beginning of hi+1. Since |h1 · · ·hj | |e|−2, then, by the induction hypothesis,
b is not a canonical idempotent. This is a contradiction that proves Case 1.
Case 2. t  2 (and so n 2).
We need to show that e1 · · · et−1u is not a canonical idempotent. Assume that
e1 · · · et−1u = g1 · · ·gs , where s  1, and g1 · · ·gs is a canonical idempotent with fac-
tors g1, . . . , gs . By the induction hypothesis, e2 · · · et−1u is not a canonical idempotent. It
follows that e1 = g1. Then either g1 is a proper beginning of e1 or vice versa. Neither is
possible by Case 1. This proves Case 2.
Part (b) can be proved in the same way. 
Lemma 8. If e = e1 · · · em = f1 · · ·fn is a canonical idempotent with two sets of factors
e1, . . . , em and f1, . . . , fn, respectively, then m = n, e1 = f1, e2 = f2, . . . , em = fn.
Proof. Let i (1 i m) be the least number such that ei = fi . Then either ei is a proper
beginning of fi or vice versa, neither of which is possible by Lemma 7. 
Lemma 9. A canonical idempotent e represents an idempotent in FI1X .
Proof. We use induction on k, where |e| = 2k.
Base of induction. k = 0, |e| = 0.
Then e = 1 represents an idempotent (the identity element) in FI1X .
Induction step. Let the claim hold for each e with |e| 2l. Consider e with |e| = 2l + 2.
Case 1. If e is prime, then e = x−1hx, where x ∈ Y and h is a canonical idempotent
that, by the induction hypothesis, represents an idempotent. Then xx−1h ∼ hxx−1 and
hh ∼ h. Therefore, ee = x−1hxx−1hx ∼ x−1hhxx−1x ∼ x−1hxx−1x ∼ x−1hx = e, and
e represents an idempotent.
Case 2. If e = e1 · · · em with m  2 and factors e1, . . . , em, then, by the induction
hypothesis, e1, . . . , em represent idempotents in FI1X . We can commute them without
changing the equivalence class of e, and also eiei ∼ ei for all 1  i  m. Therefore,
ee = e1 · · · eme1 · · · em ∼ e1e1 · · · emem ∼ e1 · · · em = e and e represents an idempotent. 
Corollary 10. For any two canonical idempotents e and f , ef ∼ f e.
Proof. Obvious. 
Let ∆X be the identity mapping of X onto the set X of generators of FGX , the free
group on X. Extend ∆X to a homomorphism g :F1 →FGX . Since each element of FGX
can be represented by a unique reduced word, we can think of FGX as the collection of
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of a word w. The reduced form of w is a word obtained from w by repeatedly deleting
occurrences of xx−1, x ∈ Y , until none is left. This form is uniquely determined for w
regardless of the order, in which we delete occurrences of xx−1, x ∈ Y (see [7]).
Consider a canonical word w = u0e1u1 · · · emum. Clearly, R(w) = u0u1 · · ·um = g(w)
is the reduced form g(w) of w. Thus the root R(w) is uniquely determined for a canonical
word w.
Lemma 11. A canonical word represents an idempotent of FI1X if and only if it has an
empty root, i.e., it is a canonical idempotent.
Proof. The “if” part follows from Lemma 9. If t is an idempotent word in F1, then g(t)
is an idempotent of FGX , i.e., R(t) = 1. 
Lemma 12. If w is a canonical word, then wR(w)−1 and R(w)−1w are canonical idem-
potents.
Proof. Let w = u0e1u1 · · · emum be a canonical decomposition of w into a product of its
root and idempotent pieces. Then z = wR(w)−1 = wu−1m · · ·u−10 . Inserting parentheses,
we obtain
z = (u0(e1(u1 · · · (em(umu−1m )) · · ·u−11
))
u−10
)
.
Here, if um is empty, then umu−1m is empty and we delete (umu−1m ) from z. If u0 is empty,
we remove double parentheses (( and )) at the beginning and at the end. It follows from
Definitions 1 and 4 of canonical idempotents and canonical words that z is a canonical
idempotent. The second claim of Lemma 12 is proved analogously. 
3.2. Structure of canonical words
Lemma 13 proves that each canonical word has a unique canonical decomposition.
Lemma 14 and Corollary 15 are technical. Lemma 16 describes those subwords of a canon-
ical word with correctly inserted parentheses that are canonical idempotents. Lemma 17
proves that the algorithm turns words to canonical words.
Lemma 13. If w = u0e1u1 · · · emum = v0f1v1 · · ·fnvn are two canonical decompositions
of the same canonical word w into products of its root and idempotent pieces, then m = n,
u0 = v0, u1 = v1, . . . , um = vn and e1 = f1, . . . , em = fn.
Proof. By the uniqueness of the reduced form, u0 · · ·um = R(w) = v0 · · ·vn. By Lem-
ma 12, z = wR(w)−1 = wu−1m · · ·u−10 is a canonical idempotent. We can write z in a
different form as z = wv−1n · · ·v−10 = v0f1v1 · · ·fnvnv−1n · · ·v−10 , which is also a canon-
ical idempotent.We use induction on m to prove the statement of the lemma.
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idempotent piece f1, whence R(w) = w. Thus n = 0 and u0 = v0 = w.
Induction step. Let Lemma 13 hold for m l. Consider w with m = l + 1.
Case 1. Let u0 be empty, so that z = e1(u1 · · · (em(umu−1m )) · · ·u−11 ). The factors of z con-
sist of the factors of e1 and also the final factor (u1 · · · (em(umu−1m )) · · ·u−11 ), if this word
is not empty.
If v0 = 1, then z = (v0(f1(v1 · · · (fn(vnv−1n )) · · ·))v−10 ) has only one factor. By
Lemma 8, this is possible only if z = e1, in which case m = 1, u1 = 1, and R(w) = 1,
contradicting v0 = 1. Thus v0 = 1. Using two representations of z by words and apply-
ing Lemma 8 to them, we conclude that the last factors (u1 · · · (em(umu−1m )) · · ·u−11 ) and
(v1 · · · (fn(vnv−1n )) · · ·v−11 ) of z coincide, and hence e1 = f1. The last factors of z end
with the words u−1m · · ·u−11 and v−1n · · ·v−11 , respectively, and each of these words is equal
to R(w)−1. Thus the beginnings of z are equal, i.e., u1 · · · emum = v1 · · ·fnvn. By the in-
duction hypothesis, this equality implies m − 1 = n − 1 and also u1 = v1, . . . , um = vn,
e2 = f2, . . . , em = fn.
Case 2. Suppose that u0 is not empty. If v0 = 1, then, arguing as in Case 1, we see that z
is a canonical idempotent with a single factor and also with two factors, which contradicts
Lemma 8. Thus v0 = 1.
We can write z in two ways:
z = (u0(e1(u1 · · · (em(umu−1m )) · · ·u−11
))
u−10
)
and
z = (v0(f1(v1 · · · (fn(vnv−1n )) · · ·v−11
))
v−10
);
each of them has a single factor. Let u0 = v0. Without loss of generality, assume that
u0 = v0c, where c is a nonempty word over Y . Delete v0 on the left and v−10 on the right
in both forms of z. Then
z′ = (c(e1(u1 · · · (em(umu−1m )) · · ·u−11
))
c−1
)= f1(v1 · · · (fn(vnv−1n )) · · ·v−11
)
is a canonical idempotent. Its first representation (in terms of c, ei, ui ) has a single factor,
while, if v1 = 1, the representation of z′ in terms of fj and vj has more than one factor.
This contradicts Lemma 8. Therefore, v1 = 1. Then w = v0f1 = u0e1u1 · · · emum, and
hence f1 = ce1u1 · · · emum. Thus R(f1) = cu1 · · ·um = 1, which is impossible because f1
is a canonical idempotent and R(f1) = 1.
We conclude that u0 = v0. It follows that
z′ = e1
(
u1 · · ·
(
em
(
umu
−1
m
)) · · ·u−11
)= f1(v1 · · · (fn(vnv−1n )) · · ·v−11
)
.
By Lemma 8, the last factors of the two forms of z′ are equal, and therefore e1 = f1. It
follows from w = u0e1u1 · · · emum = v0f1v1 · · ·fnvn that u1 · · · emum = v1 · · ·fnvn. By
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f2, . . . , em = fm. 
Lemma 14. Let x−1x for x ∈ Y be a subword of a canonical idempotent e. Then the
corresponding subword of e˜ appears in a pair of parentheses.
Proof. Let e have a subword x−1x not in a pair of parentheses in e˜. As mentioned above,
every letter in e has a corresponding parenthesis in e˜. Then, for appropriate words f and g,
we have one of the following: e˜ = f x−1)(xg, or e˜ = f (x−1(xg, or e˜ = f x−1)x)g, each of
which contradict Definition 1 of canonical idempotents. 
The following statements present properties of canonical words with correctly inserted
parentheses.
Corollary 15. Let x−1x for x ∈ Y be a subword of a canonical word w. Then the corre-
sponding subword in w˜ appears in a pair of parentheses.
Proof. Assume that, for some x ∈ Y , there is a subword v = x−1x of w not in a pair of
parentheses in w˜. By Lemma 14, v is not a subword of any of the idempotent pieces of w.
The root pieces of w are reduced, and hence v is not a subword of any of them either. Thus
one letter of the subword x−1x is a beginning or an ending of a root piece and the other is
an ending or a beginning, respectively, of an adjacent idempotent piece. That is impossible
by Definition 4 of canonical words. 
Lemma 16. A subword e of a canonical word w is a prime canonical idempotent if and
only if the corresponding subword in w˜ appears in a pair of parentheses.
Proof. The “if” part follows from the definition of a canonical word with correctly inserted
parentheses. We prove the “only if” part. Assume that there is a prime canonical idempotent
e = x−1hx with x ∈ Y such that e is a subword of w. Use induction on k, where |h| = 2k,
to prove that the subword f of w˜ corresponding to the subword e of w is in parentheses.
Base of induction. If k = 0, then h = 1 and e = x−1x. We use Corollary 15.
Induction step. Let the statement hold for all e with |h| 2l. Consider e with |h| = 2l+2.
By the induction hypothesis, the subwords of w˜ corresponding to the factors of h are in
parentheses. Actually, those subwords are h˜1, . . . , h˜j , where j  1, and h1, . . . , hj are the
factors of h. Delete those subwords h˜1, . . . , h˜j from w˜ (parentheses around those subwords
and within the subwords are also deleted) and obtain w˜′. Since w˜′ is a canonical word with
correctly inserted parentheses, we use Corollary 15 to see that the remaining x−1x is in a
pair of parentheses in w˜′. Therefore, x−1h˜x had to be in a pair of parentheses in w˜. 
Lemma 17 (Work of the algorithm). The algorithm turns each word over Y into an equiv-
alent canonical word with correctly inserted parentheses.
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the number of letters in it. Also, the length of the current word does not increase if we
apply Rule 1 to it, and it decreases if we apply Rule 2. Thus the algorithm applies Rule 2
to a current word a finite number of times. At Step 2 the algorithm either applies Rule 2
at least once or does not apply Rule 2 at all. Therefore, it is possible that the algorithm
applies Rule 1 several times in a row without applying Rule 2. Let ni be the number of
times Rule 1 is applied by the algorithm between the ith time the algorithm starts applying
Rule 2 and the (i + 1)th time the algorithm starts applying Rule 2. Then 0  i  m for
some finite number m. Also, ni  l/2 for 0  i  m, where l is the length of the input
word. In fact, ni  ni+1, for 1 i m, since Rule 2 makes the length of the current word
shorter, and then there can be only a smaller number of pairs of parentheses inserted by
Rule 1. So the total number of times the algorithm applies Rule 1 to the current word is
finite. We conclude that the algorithm stops at some point.
To complete the proof, we use the following concept. A word w over Y with possi-
bly some inserted parentheses is called “almost canonical with correctly inserted paren-
theses” (or, to use a shorter term, “almost canonical”) if w = ps, where the suffix
s of w is a word over Y with no parentheses and the prefix p of w is a canon-
ical word v0f1v1 · · ·fm−1vm−1fm with correctly inserted parentheses, the root pieces
v0, v1, . . . , vm−1, nonempty idempotent pieces f1, f2, . . . , fm, and m  0. We restate the
requirement on p as the following set of conditions (compare them with conditions (1)–(4)
in Definition 4):
(1) v0, . . . , vm−1 are words over Y with no parentheses, v1, . . . , vm−1 are not empty, and
the word v0 · · ·vm−1 is reduced;
(2) f1, . . . , fm are canonical idempotents with correctly inserted parentheses;
(3) for every fixed i (1 i m), the last letters of the factors of fi (recall that parentheses
are not letters!) are different from the last letter of vi−1;
(4) for every fixed i (1 i m− 1), the first letters of the factors of fi are different from
the first letter of vi ;
The input word is almost canonical because it has no parentheses. It consists of a suffix s
only. Now we prove that when Rule 1 or Rule 2 is applied to an almost canonical word w
by our algorithm, the resulting word is also almost canonical. We start with proving that
for Rule 1.
The algorithm uses Rule 1 at Step 1 when it either applies Rule 1 and proceeds with
Step 2 or stops (if Rule 1 cannot be applied). So all we have to prove is that if the algorithm
enters Step 1 and applies Rule 1 once to an almost canonical current word w, then the
resulting word w′ is also almost canonical.
Rule 2 cannot be applied to the current word when the algorithm enters Step 1. Indeed,
Rule 2 cannot be applied to the input word because it has no parentheses. After that the
algorithm enters Step 1 only when Rule 2 cannot be applied.
Let w = ps with prefix p = v0f1v1 · · ·fm and suffix s. We prove now that w′ = zv is
an almost canonical word with prefix z and suffix v.
Since Rule 1 is applicable to w = v0f1v1 · · ·fms, there exists a subword of w of the
form x−1ex (as on the left-hand side of Rule 1) not yet in parentheses. Consider the left-
O. Poliakova, B.M. Schein / Journal of Algebra 288 (2005) 20–58 39most such subword. Since v0f1v1 · · ·fms is almost canonical, this occurrence of x−1ex is
not a subword of v0f1v1 · · ·vm−1fm. There are four possibilities.
Case 1. x−1ex = x−1fmx, w = v0f1v1 · · ·fm−1ux−1fmxv, vm−1 = ux−1, s = xv, and u
is not empty.
Applying Rule 1 to w, we obtain the word w′ = v0f1v1 · · ·fm−1u(x−1fmx)v =
zv, where z = v0f1v1 · · ·fm−1u(x−1fmx) is a canonical word with correctly inserted
parentheses and with the root pieces v0, v1, . . . , vm−2, and u, and idempotent pieces
f1, f2, . . . , fm−1, and (x−1fmx).
Indeed, u is not empty. Also, since v0 · · ·vm−1 is reduced, then v0 · · ·vm−2u is reduced.
Therefore, condition (1) holds for z.
By condition (3) for w, we have vm−1 = ux−1, and hence the factors of fm do not end in
x−1. Therefore, (x−1fmx) is a canonical idempotent. Since fm is a canonical idempotent
with correctly inserted parentheses, (x−1fmx) has correctly inserted parentheses as well.
Thus condition (2) holds for z.
Since vm−1 = ux−1 is reduced, the last letter x of (x−1fmx) is not the last letter of u.
So condition (3) holds for z.
Since condition (4) holds for p, condition (4) holds for z.
Case 2. Now suppose that u is empty in Case 1, that is, x−1ex is x−1fmx, w =
v0f1v1 · · ·fm−1x−1fmxv, vm−1 = x−1, and s = xv. In other words,
w′ = v0f1v1 · · ·fm−1
(
x−1fmx
)
v = zv,
where z is a canonical word with correctly inserted parentheses, the root pieces v0, v1, . . . ,
and vm−2, and idempotent pieces f1, . . . , fm−2, and fm−1(x−1fmx).
Condition (1) holds for z since it holds for p.
By conditions (2) and (3) for p, fm is a canonical idempotent with correctly inserted
parentheses such that the last letters of the factors of fm are different from the last letter
x−1 of vm−1 = x−1, therefore, (x−1fmx) is a canonical idempotent with correctly inserted
parentheses. Also, by condition (4) for p, the first letters of factors of fm−1 are different
from x−1. Thus fm−1(x−1fmx) is a canonical idempotent with correctly inserted paren-
theses and condition (2) holds for z.
The last letter of (x−1fmx) is x, which is different from the last letter of vm−2, since
vm−2vm−1 = vm−2x−1 is reduced. So condition (3) holds for z.
Condition (4) holds for z since it holds for p.
Case 3. x−1ex = x−1x (e is empty) is a subword of s, s = ux−1xv, u is not empty,
and w = v0f1v1 · · ·fmux−1xv. Then v0f1v1 · · ·fmu(x−1x)v = zv, where z is a canoni-
cal word with correctly inserted parentheses with the root pieces v0, v1, . . . , vm−1, and u,
and idempotent pieces f1, f2, . . . , fm, and (x−1x).
Observe that u is not empty. The root v0v1 · · ·vm−1u of z is reduced since v0v1 · · ·vm−1
is reduced and Rule 1 cannot be applied to any subword of v0f1v1 · · ·fmux−1. Thus con-
dition (1) holds for z.
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parentheses.
Since Rule 1 is not applicable to v0f1v1 · · ·vm−1fmux−1, the last letter of u is not x.
That and condition (3) for p imply condition (3) for z.
Since Rule 2 is not applicable to w, the factors of fm do not begin with the first letter
of u. That and condition (4) for p imply condition (4) for z.
Case 4. Let x−1ex = x−1x (e is empty) be a subword of s, with s = x−1xv and w =
v0f1v1 · · ·fmx−1xv. Then w′ = v0f1v1 · · ·fm(x−1x)v = zv, where z is a canonical word
with correctly inserted parentheses, the root pieces v0, v1, . . . , vm−1, and idempotent pieces
f1, . . . , fm−1, and fm(x−1x).
Indeed, condition (1) holds for z since it holds for p.
Since Rule 2 cannot be applied to w, x−1 is not the first letter of any factors of fm, and
hence fm(x−1x) is a canonical idempotent. Since fm is a canonical idempotent with cor-
rectly inserted parentheses, fm(x−1x) has correctly inserted parentheses. So condition (2)
holds for z.
Since Rule 1 cannot be applied to v0f1v1 · · ·fmx−1, x is not the last letter of vm−1. That
and condition (3) for p imply condition (3) for z.
Finally, condition (4) holds for z since it holds for p.
That concludes the proof of the fact that if in the process of the work of the algorithm
Rule 1 is applied to the current almost canonical word, then the resulting word is also
almost canonical. Therefore, if the algorithm enters Step 2, then the current word is also
almost canonical.
Now we prove that every time the algorithm applies Rule 2 to the current word, the
resulting word is also almost canonical. Assume that w = ps is an almost canonical
word with prefix p = v0f1v1 · · ·fm and suffix s and Rule 2 can be applied to w pro-
ducing the resulting word w′. Since Rule 2 is applicable to w, then w has a subword
of the form (x−1ex)f x−1 as on the left-hand side of Rule 2. Rule 2 replaces it by the
corresponding subword f x−1e as on the right-hand side of Rule 2. The part (x−1ex)f
of that subword is a subword of some fi (1  i  m). At the same time (x−1ex)f x−1
itself cannot be a subword of any of the fi ’s. Indeed, assume that it is a subword of
some fi (1  i  m). Since fi is a canonical idempotent with correctly inserted paren-
theses, then every letter of fi has the corresponding parenthesis that is either a left
parenthesis directly to the left of that letter or a right parenthesis directly to the right of
that letter. It follows that the last letter of (x−1ex)f x−1 should have a right parenthe-
sis to the right of it. Thus fi has a subword (x−1ex)f x−1. Then fi also has a subword
(xh(x−1ex)f x−1), where h is a canonical idempotent with correctly inserted parentheses
and (xh(x−1ex)f x−1) itself is a canonical idempotent with correctly inserted parenthe-
ses. The latter is impossible, since one of the factors of h(x−1ex)f , namely (x−1ex),
begins with x−1. So the subword (x−1ex)f x−1 of w indicated above is not a subword
of any of the fi ’s. Also this subword (x−1ex)f x−1 of w cannot be a subword of any of
fivi (1  i  m). Assume that it is, then x−1 is the first letter of vi and (x−1ex) begins
with x−1, which contradicts the fact that w is an almost canonical word with prefix p.
The only option left is that (x−1ex)f x−1 itself is a subword of fms. Then s begins with
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serted parentheses. So w = f0v1f1 · · ·fm−1vm−1g(x−1ex)f x−1v, where s = x−1v. Then
w′ = f0v1f1 · · ·fm−1vm−1gf x−1ev. Let us prove that w′ is an almost canonical word with
prefix z = f0v1f1 · · ·fm−1vm−1gf x−1e and suffix v. We check conditions (1)–(4) for z.
Assume that gf = 1. The word vm−1 does not end with x because x is the last letter of
one of the factors of fm = g(x−1ex)f in w.
That together with condition (1) for p imply that v1 · · ·vm−1x−1 is reduced, and condi-
tion (1) holds for z.
The words f0, f1, . . . , fm−1, gf , and e, are canonical idempotents with correctly in-
serted parentheses. So condition (2) holds for z.
To check condition (3) we just have to check it with respect to e. Since (x−1ex) is
a canonical idempotent with correctly inserted parentheses, e does not end with x−1. So
condition (3) holds.
We have to check condition (4) with respect to gf . Neither g nor f have factors starting
with x−1 because they and (x−1ex) are factors of fm. So condition (4) holds for z.
Since w′ is almost canonical when gf = 1, it is almost canonical when gf = 1.
We have considered all cases of the algorithm applying Rules 1 or 2 to the current word
and proved that the word stays almost canonical in all of those cases. Recall that the input
word is almost canonical. We conclude that the output word is almost canonical (with
correctly inserted parentheses).
Each time the algorithm enters Step 1, Rule 2 cannot be applied to the current word.
Thus when the algorithm stops, neither Rule 1 nor Rule 2 can be applied to the current
word.
Assume that Rules 1 and 2 cannot be applied to an almost canonical word w = ps with
prefix p = v0f1v1 · · ·fm and suffix s. Then w is a canonical word (with correctly inserted
parentheses). Indeed, conditions (1)–(4) imply that p is a canonical word with correctly
inserted parentheses. If s is empty, then w is clearly a canonical word. Let s be nonempty.
If m = 0, then the current word w = v0s has no parentheses, and since Rule 1 cannot
be applied to w, it is a reduced word, and, therefore, a canonical word. Let m 1. Since
Rule 1 cannot be applied to w, then v0 · · ·vm−1s is reduced. Since Rule 2 cannot be applied
to w, the first letters of the factors of fm are different from the first letter of s. Thus w is a
canonical word with correctly inserted parentheses.
Now we prove that the output word is equivalent to the input word. Indeed, if Rule 1 is
applied, then it inserts pairs of parentheses in the current word not changing the equivalence
class of the current word. We have to prove that Rule 2 does not change the equivalence
class. We have already proved that the current word is almost canonical throughout the
work of the algorithm. By Lemma 16, any subword of the current word that is a product
of expressions with pairwise different first letters and in paired parentheses is a canonical
idempotent (if we disregard parentheses). By Corollary 10, we can commute canonical
idempotents without changing the equivalence class of a word. Consider the left-hand side
(x−1ex)f x−1 of Rule 2. Then
( ) ( ) ( ) ( )
x−1ex f x−1 ∼ f x−1ex x−1 ∼ f x−1e xx−1 ∼ f x−1 xx−1 e ∼ f x−1e.
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it does not change the equivalence class of the current word. Thus the output word is
equivalent to the input word. 
3.3. Properties of the set of components
These properties follow from Definitions 1 and 3:
(1) Ce consists of reduced words.
(2) In particular, for e = x−1hx, the words in Ch do not begin with x.
(3) No word in Ce is a beginning of another word in Ce.
(4) In particular, if e = e1 · · · em with factors e1, . . . , em, then Cei ∩ Cej = ∅ for i = j .
Therefore, Ce =⊎mi=1 Cei (where⊎ denotes disjoint union) in part (3) of Definition 3.
3.4. Further definitions and lemmas
Let R be the set of all reduced words in the free involuted monoid F1 over Y . A non-
empty finite subset A ⊂ R is called closed if w ∈ A implies v ∈ A for every (possibly
empty) beginning v of w. Notice that every closed set contains 1.
Let the closure Aˆ of a set A ⊆ F1 be defined as {b: b ∈ R, b is a beginning of some
a ∈ A}. Let E be the set of all closed subsets of R. Then Aˆ ∈ E for any set A ⊆F1. Since
the union of two closed subsets is closed, E is a semilattice with multiplication ∪.
Let B = {b1, . . . , bm} be a set of reduced words. Notice that B does not have to be in E,
but B̂ is always in E. Consider (B̂), the principal ideal of E generated by B̂ . For the sake
of simpler notation denote it 〈B〉, or 〈b1, . . . , bm〉. In particular, 〈1〉 = E. For any sets A
and B of reduced words, A ⊆ B implies 〈B〉 ⊆ 〈A〉.
Let T 1E be the inverse monoid of all isomorphisms between the principal ideals of E.
The identity of T 1E is the identity automorphism f1 of the principal ideal 〈1〉 = E.
Recall that the reduced form of w ∈F1 is denoted by g(w). For x ∈ Y , define a mapping
gx ofF1 into R in the following way: let gx(w) = g(x−1w), for w ∈F1. For a set B ⊆F1,
define gx(B) = {gx(b): b ∈ B}.
Now define a mapping fx of 〈x〉 onto 〈x−1〉 by: Afx = gx(A) = {g(x−1w): w ∈ A} for
all A ∈ 〈x〉, i.e., Afx is the range of gx when gx is restricted to A. Sometimes we will write
(A)fx instead of Afx .
The following statement was used in [23] without proof. We prove it here.
Lemma 18. fx is an isomorphism of 〈x〉 onto 〈x−1〉.
Proof. If A,B ∈ 〈x〉 then
(A∪B)fx = gx(A∪B) = gx(A)∪ gx(B) = Afx ∪Bfx,and so fx is a homomorphism.
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g(x−1x) = gx(x) ∈ Afx . Since 1 ∈ A, we obtain x−1 = g(x−11) = gx(1) ∈ Afx . To show
that Afx is a closed set, it suffices to prove that if w = us ∈ Afx , with u = 1, then u ∈ Afx .
Let w = us ∈ Afx , with u = 1, then w = gx(v) = g(x−1v), for some v ∈ A.
Case 1. Let v = xt for some t ∈ F1. Since A is a set of reduced words, then v is reduced
and, therefore, t is reduced. Then w = g(x−1xt) = t and us = t .
Since v = xt = xus ∈ A, then xu ∈ A and so u = g(x−1xu) = gx(xu) ∈ Afx .
Case 2. Let v = xt . Since v is reduced, w = g(x−1v) = x−1v and us = x−1v.
Since u = 1, then u = x−1v1, s = v2, v = v1v2. Since v ∈ A, then v1 ∈ A, and u =
x−1v1 = g(x−1v1) = gx(v1) ∈ Afx . We conclude that Range(fx) ⊆ 〈x−1〉.
Consider w ∈ R, then gx−1(gx(w)) = g(xg(x−1w)) = {by the uniqueness of the re-
duced form} g(xx−1w) = w. Consider A ∈ 〈x〉, then fxfx−1 is defined on A. Indeed,
Range(fx) ⊆ 〈x−1〉 = Domain(fx−1). Thus Afxfx−1 = gx−1gx(A) = A. It follows that
fx is one-to-one. Just by interchanging x and x−1, we obtain that, for every A ∈ 〈x−1〉,
Afx−1fx = A. Therefore, fx is onto. So fx is an isomorphism of 〈x〉 onto 〈x−1〉. 
Let f¯ denote the mapping of X into T 1E such that f¯ (x) = fx . Then f¯ may be ex-
tended in a unique way to a homomorphism f¯ : FI1X → T 1E (we use the same symbol f¯
for this homomorphism as for the mapping X → T 1E). Recall that, for u ∈ F1, u¯ denotes
the equivalence class of u. So f¯ (u¯) is an element of T 1E . Since f¯ is a homomorphism,
f¯ (u¯1 u¯2) = f¯ (u¯1)f¯ (u¯2), f¯ ( u¯−1 ) = (f¯ (u¯))−1, and f¯ (1¯) = f1 (f1 is the identity automor-
phism of E).
For example, f¯ (x¯x−1) = f¯ (x¯)f¯ (x−1) = fxfx−1 .
The set Ce of components of a canonical idempotent e was defined in Section 2.2. Let u
be a canonical idempotent and Iu the set of all A ∈ E with Cu ⊆ A. Then Iu is the principal
ideal of E generated by Ĉu, i.e., Iu = 〈Cu〉. Thus I1 = 〈C1〉 = 〈1〉 = E. Let ∆Iu denote the
identity automorphism of Iu. Then ∆Iu ∈ T 1E .
Lemma 19. Let B be a set of reduced words in F1 with x, a ∈ B , x ∈ Y , and a not begin-
ning with x. Then 〈gx(B)〉 = 〈B〉fx , where 〈B〉fx denotes {Afx : A ∈ 〈B〉}.
Proof. Since a ∈ B and a does not begin with x, then gx(a) = x−1a ∈ gx(B), 〈gx(B)〉 ⊆
〈x−1〉, and so fx−1 is defined on 〈gx(B)〉. Since x ∈ B , then fx is defined on 〈B〉 and fx−1
is defined on 〈B〉fx . Now we prove that 〈gx(B)〉 = 〈gx(B̂)〉. Since gx(B) ⊆ gx(B̂), then
〈gx(B̂)〉 ⊆ 〈gx(B)〉. To show 〈gx(B)〉 ⊆ 〈gx(B̂)〉, suppose that u, s,us ∈ R, A ∈ E, and
gx(us) ∈ A. It follows that gx(u) ∈ A. Indeed, consider two cases.
Case 1. The first letter of us is not x (in particular, u may be empty). Then gx(us) = x−1us
and gx(u) = x−1u. Since x−1us ∈ A, then x−1u ∈ A.
Case 2. u = xu1 for some u1 ∈ R, gx(us) = gx(xu1s) = g(x−1xu1s) = u1s, and gx(u) =
gx(xu1) = g(x−1xu1) = u1. Since gx(us) = u1s ∈ A, then gx(u) = u1 ∈ A.
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only if A ∈ 〈B〉fx for all A ∈ E. Observe that either of A ∈ 〈gx(B)〉 and A ∈ 〈B〉fx implies
Afx−1 = gx−1(A).
Using what we have proved above,
A ∈ 〈gx(B)〉 ⇐⇒ A ∈ 〈gx(B̂)〉 ⇐⇒ gx(B̂) ⊆ A.
Next we show that gx(B̂) ⊆ A ⇐⇒ B̂ ⊆ gx−1(A). Indeed, if gx(B̂) ⊆ A, then B̂ =
gx−1(gx(B̂)) ⊆ gx−1(A). If B̂ ⊆ gx−1(A), then gx(B̂) ⊆ gx(gx−1(A)) = A. As observed
earlier, Afx−1 = gx−1(A).
Continue the chain of equivalent statements:
gx(B̂) ⊆ A ⇐⇒ B̂ ⊆ gx−1(A) = Afx−1
⇐⇒ Afx−1 ∈ 〈B〉 ⇐⇒ A = Afx−1fx ∈ 〈B〉fx.
This completes the proof. 
Lemma 20. If u is a canonical idempotent, then f¯ (u¯) = ∆Iu .
Proof. Use induction on k, where |u| = 2k.
Base of induction. If k = 0, then u = 1. Thus f¯ (1¯) = f1, the identity automorphism of E.
But E = I1, and so f1 = ∆I1 .
Induction step. Let our claim hold for |u| 2l. We prove it for |u| = 2l + 2.
Case 1. If u = xhx−1 for x ∈ Y , then f¯ (u¯) = fxf¯ (h¯)fx−1 and 〈Cu〉 = 〈xCh〉. Recall that
〈Cu〉 = Iu and so Iu = 〈xCh〉. Also, Domain(fx) = 〈x〉 and Range(fx) = 〈x−1〉. By the
induction hypothesis, f¯ (h¯) = ∆Ih . Now, Domain(fx−1) = 〈x−1〉 and Range(fx−1) = 〈x〉
and so Domain(f¯ (u¯)) = fx−1(〈x−1〉 ∩ Ih). Let Ch = {a1, . . . , am}. For all i (1  i m),
gx−1(ai) = g(xai) = xai , since, by property (2) of the set of the components, ai does not
begin with x−1. The ideal 〈x−1〉 is the set of all closed sets of reduced words that contain
x−1, and Ih is the set of all closed sets of reduced words that contain a1, . . . , am. Then
〈x−1〉 ∩ Ih = 〈x−1, a1, . . . , am〉 and
(〈
x−1
〉∩ Ih)fx−1 = (〈x−1, a1, . . . , am〉)fx−1
= {by Lemma19} 〈gx−1(x−1), gx−1(a1), . . . , gx−1(am)〉
= 〈1, xa1, . . . , xam〉 = 〈xCh〉 = Iu.
So Domain(f¯ (u¯)) = Iu and thus
Af¯ (u¯) = Afxf¯ (h¯)fx−1 = (Afx)f¯ (h¯)fx−1 = (Afx)fx−1 = A.It follows that f¯ (u¯) = ∆Iu .
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f¯ (u¯) = f¯ (e1 · · · em) = f¯ (e¯1) · · · f¯ (e¯m)
= {by the induction hypothesis} ∆Ie1 · · ·∆Iem = ∆Ie1∩···∩Iem
with the domain Ie1 ∩ · · · ∩ Iem = 〈
⊎m
i=1 Cei 〉 = 〈Cu〉 = Iu. Here
⊎
denotes the disjoint
union. So f¯ (u¯) = ∆Iu . 
Lemma 21. If e and h are equivalent canonical idempotents, then Ce = Ch.
Proof. If e ∼ h, then f¯ (e¯) = f¯ (h¯). By Lemma 20, ∆Ie = ∆Ih . Thus Ie = Ih and 〈Ce〉 =
〈Ch〉. By property (3) of the set of the components, Ce = Ch. 
Lemma 22. Let e and f be two canonical idempotents with Ce = Cf . Then f can be
obtained from e by applying the operation of commuting adjacent canonical idempotent
subwords within e finitely many times.
Proof. We use induction on |Ĉe|.
Base of induction. If |Ĉe| = 1, then Ce = Cf = {1}, e = f = 1, and we apply the above-
mentioned operation zero times.
Induction step. Let the claim hold for |Ĉe| k. We prove it for |Ĉe| = k + 1.
Case 1. If Ce = Cf = xB for x ∈ X and B ⊂ R, then e = xhx−1 and f = xgx−1 with
Ch = Cg = B . Also, Ĉe = xĈh unionmulti {1} and Ĉf = xĈg unionmulti {1}. Then |Ĉh| = |Ĉg| k. By the
induction hypothesis, h and g may differ only by the order of factors in their canonical
idempotent subwords. If p is a prime canonical idempotent subword of e (respectively,
of f ), then, by Lemma 8, p is either a subword of h (respectively, of g) or coincides
with e (respectively, with f ). Then e and f differ only by the order of factors in canonical
idempotents within them.
Case 2. Let Ce = Cf = ⊎mi=1 xiBi with xi = xj for i = j , and let f = f1 · · ·fm, with
Cfi = xiBi . Permute the factors in e to obtain e′ = e1 · · · em, such that Cei = xiBi . By
Case 1, fi can be obtained from ei by permuting factors in canonical idempotents within fi ,
which concludes the proof. 
3.5. Proof of the Main Lemma
(1) → (2) → (3) → (1) by Lemmas 21, 22 and Corollary 10, respectively.
3.6. Properties of the reduced form of a wordThe following properties are used in the proof of the Main Theorem in Section 3.7.
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Proof. The relation ∼ on F1 is the congruence generated by ρ. Recall that ρ consists of
pairs (yy−1y, y) and (yy−1zz−1, zz−1yy−1), for all words y, z ∈ F1. Since w1 ∼ w2, we
can obtain w2 from w1 by a finite sequence of elementary ρ-transitions. Let changing of a
to b be a ρ-transition in that sequence. Then
(1) a = cyy−1yd , b = cyd , or
(2) a = cyd , b = cyy−1yd , or
(3) a = cyy−1zz−1d, b = czz−1yy−1d , for some c, y, z, d ∈F1.
In each of these three cases, the uniqueness of the reduced form implies g(a) = g(b). It
follows that g(w1) = g(w2). 
Corollary 24. If w1 ∼ w2 for canonical w1 and w2, then R(w1) = R(w2).
Lemma 25. If w ∈F1 and R(w) = r , then wr−1r ∼ w (and rr−1w ∼ w).
Proof. Let z = v0f1v1 · · ·fmvm be a canonical word, z ∼ w. Such a word z exists by
Lemma 17. Then wr−1r ∼ zr−1r and, by Lemma 23, r = v0v1 · · ·vm. Use induction on m
to prove zr−1r ∼ z (rr−1z ∼ z can be proved analogously).
Base of induction. If m = 0, then z = v0, zr−1r = v0v−10 v0 ∼ v0 = z.
Induction step. Let the claim hold for m = k − 1. Consider z with m = k. Then
zr−1r = (v0f1v1 · · ·fk−1vk−1fkvk)
(
v−1k v
−1
k−1 · · ·v−10
)
(v0 · · ·vk−1vk)
= v0f1v1 · · ·fk−1vk−1
(
fkvkv
−1
k
)(
v−1k−1 · · ·v−10 v0 · · ·vk−1
)
vk
∼ v0f1v1 · · ·fk−1vk−1
(
v−1k−1 · · ·v−10 v0 · · ·vk−1
)(
fkvkv
−1
k
)
vk
∼ v0f1v1 · · ·fk−1vk−1v−1k−1 · · ·v−10 v0 · · ·vk−1fkvk
= (v0f1v1 · · ·fk−1vk−1)
(
v−1k−1 · · ·v−10
)
(v0 · · ·vk−1)fkvk
∼ {by the induction hypothesis} (v0f1v1 · · ·fk−1vk−1)fkvk = z. 
Corollary 26. Let R(w1) = R(w2) = r for w1,w2 ∈ F1. Then w1 ∼ w2 if and only if
w1r−1 ∼ w2r−1 (or r−1w1 ∼ r−1w2).
Proof. If w1 ∼ w2 then w1r−1 ∼ w2r−1 (∼ is a congruence). Conversely, if w1r−1 ∼
w2r−1, then w1r−1r ∼ w2r−1r and, by Lemma 25, w1 ∼ w2. 
Lemma 27. Let w1 = u0e1u1 · · · emum and w2 = v0f1v1 · · ·fnvn be canonical decompo-
sitions of canonical words w1 and w2. Then R(w1) = R(w2) = r and w1r−1 ∼ w2r−1 if
and only if m = n, ui = vi for i = 0,1, . . . ,m, and ej ∼ fj for j = 1, . . . ,m.
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and w1r−1 ∼ w2r−1. Then r = u0u1 · · ·um = v0v1 · · ·vn. If r = 1, then w1 = e1, w2 = f1,
and the claim is trivial. So let r = 1 and use induction on n.
Base of induction. Let n = 0. Then w2 = v0, z1 = w1r−1 and z2 = w2r−1 = v0v−10 are
equivalent canonical idempotents, and Cz1 = u0(Ce1 unionmultiu1(Ce2 unionmulti· · ·unionmultium−1(Cem unionmultium) · · ·))
and Cz2 = {v0} are their sets of components. By each of Lemma 21 and the Main Lemma,
Cz1 = Cz2 . Thus Cz1 is a single word. This is possible only if u1 = 1. Then u0 = r = v0,
Cz1 = {u0} and m = 0.
Analogously, our claim holds for m = 0. So we assume that m 1 and n 1.
Induction step. Suppose that the claim holds for n = k − 1 and let n = k  1. So
z1 = u0e1u1 · · · emumu−1m · · ·u−11 u−10 and z2 = v0f1v1 · · ·fkvkv−1k · · ·v−11 v−10 are equiv-
alent canonical idempotents with
Cz1 = u0
(
Ce1 unionmulti u1
(
Ce2 unionmulti · · · unionmulti um−1(Cem unionmulti um) · · ·
))
and
Cz2 = v0
(
Cf1 unionmulti v1
(
Cf2 unionmulti · · · unionmulti vk−1(Cfk unionmulti vk) · · ·
))
their sets of components. By each of Lemma 21 and the Main Lemma, Cz1 = Cz2 .
Since u0u1 · · ·um = v0v1 · · ·vn, one of the words u0 and v0 is a proper beginning of
the other. Let u0 = v0. If u0 = v0c for some c = 1, then, cancelling u0 on the left in
the equality Cz1 = Cz2 , we obtain c(Ce1 unionmulti u1(Ce2 unionmulti · · ·)) = Cf1 unionmulti v1(Cf2 unionmulti · · ·). Both
sides of this equality are the sets of components of the canonical idempotents i1 =
ce1u1 · · · emumu−1m · · ·u−11 c−1 and i2 = f1v1 · · ·fnvnv−1n · · ·v−11 . By the Main Lemma,
i1 ∼ i2. Here i1 is prime, and, by the Main Lemma, i2 is prime too. This is possible only if
either f1 = 1 or else v1 = 1 and f1 is prime. If f1 = 1, then w1 = u0, and hence n = 0. If
v1 = 1, then R(w2) = v0, contradicting R(w1) = R(w2). Thus u0 = v0c is impossible.
Analogously, if v0 = u0c for c = 1, we can cancel v0 on the left in the equality
Cz1 = Cz2 obtaining Ce1 unionmulti u1(Ce2 unionmulti · · ·) = c(Cf1 unionmulti v1(Cf2 unionmulti · · ·)). Both sides of this
equality are the sets of components of canonical idempotents, say j1 and j2, respectively,
and j2 is prime. Then j1 is prime too, and hence either e1 = 1 or u1 = 1. If e1 = 1 then
m = 0, contrary to our assumption m  1, and if u1 = 1 then R(w1) = u0, contradicting
R(w1) = R(w2). So v0 = u0c is impossible.
It follows that u0 = v0. Therefore, Ce1 unionmulti u1(Ce2 unionmulti · · ·) = Cf1 unionmulti v1(Cf2 unionmulti · · ·) and also
u1 · · ·um = v1 · · ·vn. Then either u1 = v1 = 1, or else both u1 and v1 begin with the same
letter, say y.
In the former case, w1 = u0e1, w2 = v0f1, u0 = v0, m = n = 1, and Ce1 = Cf1 . By
the Main Lemma, e1 ∼ f1. In the latter case, the expression for i1 given above is valid for
c = 1. All components of i1, except those belonging either to Ce1 or Cf1 , begin with y. It
follows from Ci1 = Ci2 that Ce1 = Cf1 . By the Main Lemma, e1 ∼ f1 and
( ) ( )
u1 Ce2 unionmulti · · · unionmulti um−1(Cem unionmulti um) · · · = v1 Cf2 unionmulti · · · unionmulti vn−1(Cfn unionmulti vn) · · · .
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3.7. Proof of the Main Theorem
(i) follows from Corollary 26 and Lemma 27.
(ii) Let w be a shortest word in its equivalence class. Applying the algorithm to w, obtain
an equivalent canonical word w′. It cannot be shorter than w for, otherwise, w′ w. Rule 2
is never applied and the algorithm applies Rule 1 only, inserting parentheses in w. Thus w
is a canonical word and w′ = w˜.
If u is canonical and w an equivalent shortest word, then, as we have seen, w is a
canonical word too. By part (i) of the Main Theorem and by the Main Lemma, |u| = |w|.
Therefore, u is a shortest word in its equivalence class. 
4. Corollaries
4.1. Canonical words and Munn’s birooted trees
Munn (see [11,12]) represented elements of FI1X by special labeled graphs, which he
called birooted trees. We assume that the reader is familiar with their definition. For every
word w it is easy to draw a birooted tree corresponding to it. The procedure for that is
outlined in [11,12], and now we give a formal description (algorithm) that draws a birooted
tree for an arbitrary canonical word w = v0e1v1 · · · emvm.
First we draw the graph of the reduced group word R(w) = v0v1 · · ·vm and graphs
of canonical idempotents e1, . . . , em. Then we “paste” graphs of the idempotents into the
graph of R(w).
4.1.1. Graphing R(w)
We do this in the usual way. Scan R(w) in a certain order (say, from left to right)
and replace each of its letters by a labeled arrow. The arrows come in the same order
as the letters of R(w). Each letter y ∈ Y of R(w) has either the form x ∈ X or the form
x−1 ∈ X−1. In the former case, we replace x by the right labeled arrow x→. The entire word
R(w) is replaced by a chain of consecutive arrows. Then we insert vertices ◦ between every
two consecutive arrows and special vertices  and  before the first arrow and after the
last arrow, respectively. These special vertices are called the initial root and the final root,
respectively. The graph of R(w) = 1 is  (it has no arrows and a single vertex that is both and ).
Example 5. If R(w) = x1x1x−12 x1x3x−12 x−13 x−12 x1, the chain of arrows is
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4.1.2. Graphs of canonical idempotents
We define labeled graphs of canonical idempotents inductively. The graph of each
canonical idempotent always has one special vertex • called its pivot. All other vertices
(if any) are denoted by ◦.
Base of induction. The labeled graph of the empty canonical idempotent 1 is the pivot
vertex • without any arrows (and hence without any labels).
Induction step. (i) If h is a canonical idempotent, y ∈ Y , and the first letters of factors
of h are different from y, then the labeled graph of the canonical idempotent y−1hy is
obtained by adding to the labeled graph of h a new arrow as follows:
– If y = x ∈ X, add the arrow that ends at the pivot • of the graph of h. Then
replace • with an ordinary vertex ◦ and move • to the beginning of the new arrow:
.
– If y = x−1 ∈ X−1, add the arrow that begins at the pivot • of the graph of h.
Then replace • with an ordinary vertex ◦ and move • to the end of the new arrow:
.
(ii) If e1, e2, . . . , em with m  1 are prime canonical idempotents with different first
letters, then the labeled graph of e = e1e2 · · · em is obtained by identifying the pivots of the
labeled graphs of all ei ’s, otherwise leaving these graphs of ei ’s disjoint.
Example 6. Let e = (abb−1a−1)(a−1a)(cc(cc−1)(bb−1)c−1c−1) be the canonical idem-
potent over the alphabet X = {a, b, c, . . .} from Example 2. To construct its labeled
graph begin with labeled graphs of its three factors e1, e2 and e3 (see Example 2). The
graph of 1 is •. The graph of bb−1 is . Thus the graph of e1 = abb−1a−1 is
. The graph of e2 = a−1a is . Observe that the graphs of cc−1 and bb−1
are and , and hence the graph of cc−1bb−1 is obtained from the
graphs of cc−1 and bb−1 by identifying • in these graphs. Thus the labeled graph of
e3 = cccc−1bb−1c−1c−1 is
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4.1.3. Graphs of canonical words
To assemble a labeled graph of a canonical word w, take the graph of R(w) and attach
pivots of the graphs of idempotent pieces of w to proper vertices of R(w). After that
remove the pivots.
Example 7. Let
w = x1x−12 x1x−11 x−11 x−12 x2x2x−12 x1x−12 x1x−12 x2x2x−11 x1x−12 .
Inserting the structural parentheses, obtain
w = x1x−12
((
x1x
−1
1
)(
x−11
(
x−12 x2
)(
x2x
−1
2
)
x1
))
x−12 x1
((
x−12 x2
)(
x2
(
x−11 x1
)
x−12
))
.
Clearly, w is a canonical word. Its labeled graph (birooted tree) is
Thus, given a canonical word, it is easy to construct a corresponding birooted tree. The
converse is not so easy because a birooted tree corresponds to many words (the so-called
spanning walks in the nomenclature of [11,12]). Finding a canonical word corresponding
to a birooted tree is similar to finding a shortest spanning walk over this tree. When the
birooted tree is “small,” finding a shortest spanning walk is not difficult. In general, finding
a shortest spanning walk is equivalent to applying our algorithm. In fact, our algorithm can
be restated as the algorithm that, given a birooted tree, produces a shortest spanning walk
for that tree. As the first step of this modified algorithm, we have to explain how, given a
birooted tree, we can find a shortest path P leading from its initial root to its final root.
Then we have to explain how the “boughs” and “twigs” bypassed by P can be walked over
“canonically.” We leave that as an exercise for the reader.
For a canonical word w = u0e1u1 · · · emum, define its root length r = |u0|+ |u1|+ · · ·+
|um| and its idempotent length i = |e1|+ · · ·+ |em|. Then r is the length |R(w)| of the root
R(w) of w. By Lemma 1, i is an even number, and hence i/2 is an integer.
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Proof. Each edge of the birooted tree T representing w either belongs to the subgraph of T
that represents the root R(w) of w or to a subgraph that represents one of the idempotent
pieces ei of w. There are r former edges and i/2 latter edges. 
Going in the opposite direction, we can easily count the length of a canonical word
corresponding to a birooted tree T . Let e be the total number of edges of T and g the
length of the “geodesic” (that is, the shortest path) leading from the initial root  to the
final root  of T .
Proposition 29 (Margolis’s conjecture [8]). The minimal length of words corresponding to
spanning walks over a birooted tree is 2e − g.
Proof. Let w be a canonical word corresponding to T . The number of edges of T belong-
ing to the graph representations of the idempotent pieces e1, . . . , em of w is e − g. Thus
|e1| + · · · + |em| = 2(e − g), and hence |w| = g + 2(e − g) = 2e − g. 
4.2. Miscellaneous
Corollary 30. A canonical word is uniquely determined in its equivalence class up to the
order of factors in canonical idempotents within its idempotent pieces.
This is a restatement of part (i) of the Main Theorem and of part (1) ⇔ (3) of the Main
Lemma.
Example 8. Let X = {a, b, c, d, . . .}, then a canonical word
w = a−1a−1b(abb−1a−1)bbab(c(a−1a)(cc−1)c−1)(c−1c)(dd−1)abaa
is unique for its equivalence class up to permuting (c(a−1a)(cc−1)c−1), (c−1c), and
(dd−1), and commuting (a−1a) and (cc−1) within (a−1a)(cc−1). Thus the equivalence
class w¯ of w contains exactly 12 different canonical words.
Example 9 (Free monogenic inverse semigroup). The free monogenic inverse monoid
(with a single free generator, say, x) is FI11. By Definition 1, the only prime canonical
idempotents ofFI11 are in = xnx−n for nonzero integers n (here x0 = 1, and hence i0 = 1).
An arbitrary canonical idempotent of FI11 has the form jm,n = i−min = x−mxm+nx−n for
nonnegative m and n (or, equivalently, the form ini−m = xnx−(m+n)xm). The only reduced
group words are xk for k an integer. By Definition 4, canonical idempotents cannot be
inserted in the reduced word xp|xq (here | is a marker in the place where a canonical
idempotent is inserted) if p = 0 and q = 0. Canonical idempotents can be inserted only at
the beginning or at the end of a reduced word. Therefore, canonical words of FI11 are
52 O. Poliakova, B.M. Schein / Journal of Algebra 288 (2005) 20–58i−kxmin = x−kxk · xm · xnx−n = x−kxk+m+nx−n and
ikx
−mi−n = xkx−kx−mx−nxn = xkx−(k+m+n)xn
for nonnegative k, m, and n. Thus canonical words of FI11 have the form x−kxmx−n and
xkx−mxn for nonnegative k, m, and n such that m k + n. We have recovered Gluskin’s
results (see [4,5], and also [2,3]).
Example 10 (Free Clifford inverse semigroups). An inverse semigroup S is Clifford if
ss−1 = s−1s for all s ∈ S. Equivalently, S is Clifford if and only if the idempotents of S
are central, that is, se = es for every s ∈ S and e ∈ E, where E is the set of idempotents
of S. Clifford inverse semigroups are unions of subgroups.
With respect to two operations (multiplication and inversion) Clifford inverse semi-
groups form a variety, and hence free Clifford inverse semigroups exist.
Let FCI1X be the free Clifford inverse semigroup with the set X = {x1, . . . , xn} of free
generators. We can define it as an inverse semigroup generated by Y = X ∪ X−1 subject
to certain defining relations. There are infinitely many equalities expressing the fact that
each element commutes with its inverse (or that each idempotent commutes with every
element). However, we may consider finitely many defining relations. One possibility is
to take the defining relations xixj x−1j = xjx−1j xi and xix−1i = x−1i xi for all xi, xj ∈ X.
Every Clifford inverse semigroup satisfies these equalities. Conversely, if they hold, then
every x ∈ Y commutes with every yy−1 for all y ∈ Y , and, by Definition 1, all idempotents
of our inverse semigroup are central, that is, the semigroup is Clifford. We skip the easy
proofs. If e is a canonical idempotent of FI1X , then, using our defining relations, we can
present it in the form
(
xi1x
−1
i1
)(
xi2x
−1
i2
) · · · (xikx−1ik
)= ∏
xi∈I
(
xix
−1
i
)= eI ,
where I = {x1, . . . , xk}. Here k is an arbitrary nonnegative integer. For example, e∅ = 1.
Clearly, eI eJ = eI∪J for any finite subsets I and J of X.
Using our defining relations, we can reduce every canonical word w over Y to the form
eJ r , where eJ is an idempotent and r is a reduced word from the free group GJ ′ , where J ′
is the complement of J in X. This will be the shortest word representing a typical element
of FCI1X , but multiplication of such words is simpler if we represent each element of
FCI1X in the form eIu, where c(u) ⊆ I . Here c(u) is the content of u, that is, c(u) is the
set of all letters x ∈ X such that x or x−1 occurs in u. Thus, we may replace eJ u with
c(u) ⊆ J ′ by eJ∪c(u)u, which is clearly equivalent to eJ u. This representation of elements
of FCI1X is unique up to the order of factors xix−1i in eJ∪c(u). Therefore, there is a natural
bijection between the elements of FCI1X and pairs (I, u), where I is a finite subset of X
and u ∈ GX , and so c(u) ⊆ I . Recall that GX is the free group on X. Each element eJ∪c(u)u
corresponds to the pair (J ∪ c(u),u). Different pairs correspond to different elements of
FCI1X .
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with the set of all finite subsets of X with the operation of set-theoretical union. The empty
subset ∅ of X is the identity element of FSL1X (thus, our semilattice is a monoid. All finite
nonempty subsets of X form FSLX , which is a free object in the category of semilattices
that are not necessarily monoids).
We omit an easy proof of Proposition 31. Numerous properties of FCI1X can be easily
obtained from it.
Proposition 31. Free Clifford inverse monoid FCI1X is a subdirect product of a free semi-
lattice monoid FSLX and a free group GX . It consists of all elements (I, u) ∈FSLX ×GX
such that c(u) ⊆ I . The product of these elements is (I, u) · (J, v) = (I ∪ J,u · v), where
u · v is the product of reduced words u and v in GX .
Corollary 32. The word problem for FI1X is solvable.
Proof. If one of the words is empty, the problem is trivial. To determine whether two
nonempty words w1 and w2 in F1 represent the same element in FI1X , apply the algorithm
to w1 and w2 and compare the resulting canonical words. 
Of course, Corollary 32 becomes fairly obvious if we look at any of the existing de-
scriptions of free inverse semigroups. This and other properties of free inverse semigroups
can be found in Reilly’s survey [16].
Let LX denote the set of all canonical words in F1. For two words w1 and w2 in LX ,
define w1 = w2 if w1 ∼ w2 in F1, which for nonempty w1 and w2 means that they are the
same up to the order of factors in canonical idempotents within their idempotent pieces.
Thus LX really is a set of classes of equivalent canonical words.
Consider a nonempty word w in F1. Rewrite w in the reverse order and replace every
letter by its inverse, then the resulting word is w−1. It is easy to show by induction that if
we rewrite a canonical word in the reverse order, then the resulting word is also canonical.
Also, if every letter of a canonical word is substituted by its inverse, then the resulting word
is also canonical. The inverse of the empty word 1 is 1 itself. If two canonical words are
equivalent, then their inverses are equivalent canonical words. Thus we can define inverses
in LX .
Let w be an arbitrary word in F1. Apply the algorithm to w. Delete parentheses in the
word obtained. Denote the resulting canonical word w′. In particular, 1′ = 1.
Corollary 33. For w1,w2 ∈ LX define w1 · w2 = (w1w2)′. Then LX is a free inverse
monoid isomorphic to FI1X .
Now consider Green’s equivalence relations and the natural order relation on free in-
verse semigroups.
Definition 34. Elements s and t of an inverse semigroup S are called R-equivalent if
ss−1 = t t−1, L-equivalent if s−1s = t−1t , H-equivalent if they are both R- and L-equiv-
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t are L-equivalent.
These equivalence relations are usually defined on an arbitrary semigroup in another
way (without recourse to inverses s−1 and t−1), but for inverse semigroups usual defini-
tions are equivalent to the definitions we gave.
Every inverse semigroup is naturally (or canonically) ordered: if s, t ∈ S, then s  t
exactly when s = ss−1t (this is one of many equivalent definitions of the natural order ).
We say that t is greater than s (or is above s).
Another important relation is the compatibility relation: elements s, t ∈ S are compati-
ble if ss−1t = t t−1s and st−1t = ts−1s.
As observed by Reilly (see [16, p. 482]) who used the description of FI1X from [17,
18], the number of idempotents above any given idempotent in FI1X is finite. Using our
construction, we can give a more precise statement.
Recall that if u and v are canonical words, then, by Lemma 12, uR(u)−1, vR(v)−1,
R(u)−1u, and R(v)−1v are canonical idempotents.
Proposition 35. Canonical words u and v represent R-equivalent elements of FI1X if
and only if uR(u)−1 ∼ vR(v)−1. They represent L-equivalent elements if and only if
R(u)−1u ∼ R(v)−1v. All R-equivalence classes and all L-equivalence classes are finite.
Proof. Obviously, uR(u) because R(u) is obtained by removing idempotent subwords
of u. Therefore, u−1 R(u)−1, and hence
uu−1 ∼ u(u−1uR(u)−1)∼ uR(u)−1.
Thus uu−1 ∼ vv−1 is equivalent to uR(u)−1 ∼ vR(v)−1. This proves our claim for the R-
equivalence. Obviously, each R-equivalence class contains a canonical idempotent, say, e.
Let Z be the set of all letters occurring in e. Clearly, Z is finite. Thus, u ∈ Re , where
Re denotes our R-equivalence class, if and only if uR(u)−1 ∼ e. It follows that |u| |e|.
There exist only finitely many words of limited length over a finite alphabet, and thus Re
is finite. The claim for L-equivalence follows analogously. 
Corollary 36. If u and v are canonical words such that (u, v) ∈H, where H =R ∩ L,
then u ∼ v. In other words, H is the identity relation on FI1X .
Proof. If a canonical word u represents a subgroup element of FI1X , then uu−1 ∼ u−1u
and uR(u)−1 ∼ R(u)−1u. By the Main Lemma, u represents an idempotent, and hence
FI1X has only trivial subgroups. Thus H is the identity relation. 
Remark 4. To determine whether two canonical words u and v are R-equivalent, we have
to decide whether the canonical idempotents uR(u)−1 and vR(v)−1 are equivalent, that is,
whether they differ only by the order of certain embedded factors (see part (3) of the Main
Lemma). In this special case deciding whether uR(u)−1 ∼ vR(v)−1 is particularly easy,
and it is possible to count the number of elements in each R- and each L-class.
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e = uR(u)−1 = aa−1baa−1b−1 ∼ baa−1b−1aa−1.
It follows that the canonical words v = aa−1baa−1, w = baa−1b−1a and e belong to the
same R-class. It is easy to see that Re = {e,u, v,w}.
Also, f = R(u)−1u = a−1(b−1(aa−1)b)a is a prime canonical idempotent. Canonical
words s = a−1ba, u, t = b−1aa−1ba and f are all L-equivalent and form an L-class
{f, s, t, u}.
It is easy to see that the congruence relation γ on FI1X corresponding to the homomor-
phism FI1X → GIX onto a free group is the smallest group congruence on FI1X . Clearly,
(w1,w2) ∈ γ exactly when R(w1) = R(w2) for any w1,w2 ∈FI1X .
Corollary 37. R∩ γ and L∩ γ are identity equivalence relations on FI1X .
Proof. The first part follows from Lemma 22 and Corollary 29. The second part follows
from the first part and the fact (u¯, v¯) ∈R⇔ (u¯−1, v¯−1) ∈ L. 
Corollary 38 and Proposition 39 describe the structure of the natural order relation 
on FI1X .
Corollary 38. Let u and v be canonical words representing elements u¯ and v¯ ofFI1X . Then
u¯ v¯ if and only if v is equivalent to a canonical word obtained from u by consecutively
removing subwords of the form xx−1, where x ∈ Y . There are only finitely many elements
greater than u¯ for each u¯ ∈FI1X .
Proof. Remove from u a subword of the form xx−1, where x ∈ Y , obtaining a word v.
By the definitions of canonical words and canonical idempotents, v is a canonical word.
Clearly, u  v. However, |v| = |u| − 2 = |v|, and hence u = v. Thus u < v. Removing
from v another subword of the form xx−1 with x ∈ Y , we obtain an even larger word. It
follows from the definition of canonical idempotents that we can proceed until all idempo-
tent pieces are removed from u and a reduced group word R(u) is obtained. By the Main
Theorem, all words between u¯ and R(u) represent different elements of FI1X with R(u)
being a maximal element.
It remains to prove that all canonical words above u can be obtained in this way. Indeed,
let u  v for a canonical word v. Then u ∼ uu−1v. Here uu−1 represents an idempotent
of FI1X . Looking at how our algorithm works, we see that the canonical form of any word
ev, where e is an idempotent word, is obtained from v by consecutively inserting subwords
of the form xx−1 with x ∈ Y . 
The meet u¯∧ v¯ and join u¯∨ v¯ of u¯, v¯ ∈FI1X may or may not exist.
Proposition 39. These three statements are equivalent for u¯, v¯ ∈FI1X:(i) u¯∧ v¯ exists;
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(iii) (u¯, v¯) ∈ γ .
As an ordered set, FI1X is a disjoint union of its γ -classes, each of which is a distributive
lattice. Elements from distinct γ -classes are never -comparable. Multiplication · and
inversion −1 distribute over both lattice operations, that is,
(u¯∨ v¯) · w¯ = u¯ · w¯ ∨ v¯ · w¯, w¯ · (u¯∨ v¯) = w¯ · u¯∨ w¯ · v¯,
(u¯∧ v¯) · w¯ = u¯ · w¯ ∧ v¯ · w¯, w¯ · (u¯∧ v¯) = w¯ · u¯∧ w¯ · v¯,
(u¯∨ v¯)−1 = u¯−1 ∨ v¯−1, and (u¯∧ v¯)−1 = u¯−1 ∧ v¯−1.
Proof. If S is an inverse semigroup and s, t ∈ S, then (s, t) ∈ γ if and only if u  s and
u t for some u ∈ S (see [25]). If s  u and t  u, then s ∧ t exists and, in fact, s ∧ t co-
incides with any of the following (equal in this case) elements: ss−1t, t t−1s, st−1t, ts−1s
(compare with [25]).
If w¯ = u¯∧ v¯ exists in FI1X , then w¯  u¯ and w¯  v¯, and hence (u¯, v¯) ∈ γ .
If (u¯, v¯) ∈ γ , then, by Corollary 38, R(u) = R(v), and hence u¯  r¯ and v¯  r¯ , where
r = R(u). Therefore, the set Mu¯,v¯ = {w¯ ∈ FI1X: u¯  w¯ and v¯  w¯} is not empty. By
Corollary 38, this set is finite. For every two elements s¯ and t¯ of Mu¯,v¯ , their meet s¯ ∧ t¯
exists and belongs to Mu¯,v¯ . It follows that Mu¯,v¯ contains the least element (the meet of all
elements of Mu¯,v¯). Obviously, this least element is u¯∨ v¯.
If u¯ ∨ v¯ exists, then the set {u¯, v¯} is bounded from above by u¯ ∨ v¯, and hence u¯ ∧ v¯
exists. Thus (i) → (iii) → (ii) → (i).
It follows that FI1X is a disjoint union of its γ -classes, each of which is a lattice, while
elements from distinct γ -classes are not comparable with respect to .
By [22, Lemma 1.13], multiplication · of an inverse semigroup S distributes over ∨ if the
semilattice of idempotents of S is distributive. The distributivity of the lattice EX of idem-
potents of FI1X is both known (see [11] or [23]) and follows from the Main Lemma. By
[22, Proposition 1.22], multiplication · distributes over all existing greatest lower bounds
in every inverse semigroup.
The mapping u¯ 	→ u¯−1 is an order-automorphism of FI1X considered as an ordered set.
Therefore, (u¯∨ v¯)−1 = u¯−1 ∨ v¯−1, and (u¯∧ v¯)−1 = u¯−1 ∧ v¯−1. 
Remark 5. Each γ -class is a retract of the distributive lattice EX , where EX is the set of
all idempotents of FI1X . Indeed, if g is a reduced word then, by Proposition 33, e¯ 	→ e¯ · g¯
is a homomorphism of the lattice EX onto the γ -class γg that contains g¯. The mapping
w¯ 	→ w¯ · g¯−1 is a one-to-one homomorphism of the lattice γg into EX . The composition of
these homomorphisms e¯ 	→ e¯ · g¯ · g¯−1 is a retraction (that is, an idempotent endomorphism
of EX).
In conclusion, an old but yet unsolved problem (mentioned in the introduction) first
raised in 1971 in [21].
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In other words, which semigroups and inverse semigroups can be isomorphically embed-
ded in free inverse semigroups? It is not difficult to see that if X is a countable set (finite or
infinite) and Y a two-element set, then FI1X is isomorphically embeddable in FI1Y . Thus
all subsemigroups of FI1X are subsemigroups of FI1Y . Margolis and Meakin (see [9]) de-
scribed closed inverse subsemigroups of FI1Y (that is, those inverse subsemigroups S that,
with each element s ∈ S, contain all elements t ∈ FI1Y such that s  t). As we have men-
tioned earlier, Reilly [15] (see also [24]) described free inverse subsemigroups of FI1Y .
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