Abstract-Nowadays we can see a new era of mobile computing springing up. Mobile devices more often than not provide incomparably more relevant information and context about their users than was ever available on desktops or within classic web browsing. With this a new branch of research for autonomous software is forming. The aim is to recognize usage situations to let an application decide on performing a specific action autonomously. In this paper we describe our novel method for learning users' situation preferences to suggest the right moments for performing specific actions independently. Such action can be for example autonomous news push in a news application, but it can be just as easily applied to songs or microblog recommenders. User preferences are described with situations the users encounter throughout the time and rules that are based on either implicit or explicit feedback from the users. The focus of this paper is on the action suggestion method for the right moment for performing an action alongside which we also introduce a few usage scenarios, discuss on characteristics and limits of our method and present experiments that evaluate on our method's performance in various scenarios.
INTRODUCTION AND RELATED WORK
We live in a world where the pervasive computing is already present in many different areas of our lives. Recommendations can be also considered one such area. Today however in most cases the user has to initiate the interaction by stating her intentions. This is by explicitly stating her query or even by opening a site of an internet shop. Other approach employs the concept of notifications, i.e. the interaction is initiated by the application. However, most of the time these notifications are not presented to the users in a sophisticated way, especially in the right moment, but rather naively, only considering the content and not the user's situation and preferences that can be estimated based on her activity in a particular context.
In this paper we propose a novel approach to action recommendation based on situation rules. We refer to an action as to anything an end-user service or application can perform on its own. In autonomous news recommendation for example pushing news to the user's device can be considered a typical action. Our method is designed to support autonomous decision making in context-aware services and applications that need to make decisions on actions without a user initiation. For example, a news service that decides on the type of presented content like the one presented [16] can be extended to identify whether it is the right time to push some news content to the user. This would even further maximize the chances that the user responds positively and that an overall satisfaction is achieved. A trivial example of such news service that attempts to identify suitable moments is presented in [17] . An example from a different domain is an entertainment service that can decide when it is the right time to open the store and propose some music albums, games or movies. Of course the situation suitability often depends also on the content recommended and our method is perfectly capable of handling these cases. In [18] the authors for example present an adaptive event notifier that can decide when it is the best moment to alert the user so that she does not miss anything.
The reason we need a rather sophisticated method is that clues for the decisions are often indirect and almost always user dependent. A simple example would be that of a travelling user. We do not know directly if we should or should not push some news right now, because we do not know right away if she is driving or taking a bus in a particular situation. That is why there are usually no simple decisions and why such end-user services and applications have to personalize their approach to every user.
There are a couple of methods already exploiting rules for automated decision making [1] . The main problem with existing approaches is that they require their rule base to be set up beforehand by an expert, often being the user herself. Moreover, these rules serve as explicit definitions of actions for specific situations making them useful only for simplistic and straightforward scenarios. Such example service is presented in [2] and [3] . In [2] the authors present a method that automatically switches sound profiles on the user's mobile device according to the sensed situation. In [3] the authors present a method for recommending leisure time activities based on what time of week it is and what venues are close to the reported GPS position by combining different recommendation models using pre-built rules.
This kind of straightforward approach is mainly suitable for context-aware applications that need no personalization and the actions performed by them depend purely on the contextual information. Classic examples of such applications may be adaptive mobile guides presented in [4] or vehicle interfaces that decide how and when to present information based on the driving situation at hand [5] .
The novelty of our method is in providing means to automatically create rule base using contextual information and user's feedback and suggest actions based on it. The sophisticated combination of certainty factors, context information and rules makes our model well suited for discovering relationship among situations and actions even in scenarios where a human-defined rule base is impossible due to its potential complexity.
Our method is based on symbols which makes it applicable in various scenarios and usable within a range of domains and applications. The only requirement for an enduser service or application is to identify situation classes that might be important for autonomous decision making on actions in the particular domain and our method is then capable of identifying the particular situations that are suitable for individual users.
The paper is structured as follows. In Section II the situation model which represents the user's environment through a set of symbols is described. The action model that consists of a set of automatically generated rules is described in Section III. We present our novel method for action suggestion in Section IV. Section V is devoted to the evaluation. We describe here simulations that demonstrate basic and some advanced characteristics of our rule-based action recommendation method. The paper is concluded with discussion and conclusions.
II. SITUATION MODEL Symbolic situation representation allows for situation models that consist of relatively simple strings (symbols), but allow for representation of a variety of situation classes, from the most simple to complex ones. Because of its flexibility we opted to represent the user's environment through a set of symbols that also serve as a basis for creating rules.
Each symbol represents a particular atomic situation. Every symbol also consists of two parts, where the first part represents the situation class and the second part represents a particular situation within that class. An example may be situation class Weather with value Clear that would go as Weather:Clear.
Every user-situation instance (situation observation) has a certainty value associated with it that represents how certain are we that the user is in such situation at a particular time. The values are in (0.0, 1.0> range, where 0.0 would mean that we are absolutely uncertain about the observation while 1.0 means that we are absolutely certain about it. This gives us more flexibility by allowing us to have more than one situation from any class at the same time, each with its own assigned certainty. This kind of fuzzyfication is very handy for symbol-based models, because it allows us to represent uncertainty as well as position in a segmented continuous interval. For example at 6 AM we can say that it is morning, but at 10 AM it is starting to be lunch time as well. The concept of parallel situations with assigned certainty allows us to represent this proximity more correctly.
Situations are fed into our method for action suggestion at arbitrary times that is dependent mostly on the target client service or application and the conditions, like internet connectivity, service availability or battery state. The situations that are fed represent the user's environment state at a particular time and the certainty attached to them at that time should not be the same sometime later (considering another situation update of the same class has not been delivered yet). That is why we embedded a concept of time sensitivity that decreases situations' certainty values as the time passes and it does it using the following formula:
where ‫ܨܥ‬ ௧ is the resulting certainty factor at a time ‫,ݐ‬ ‫ܨܥ‬ is the base certainty initially assigned to a situation, ‫ݎ‬ is the rate of cease that controls how fast is the situation update losing its certainty and ‫ݐ‬ is the time in hours that has elapsed since the observation was made.
One intrinsic advantage of such representation of user's situation is that the symbols bear no meaning with them thus eliminating privacy concerns that we might otherwise experience with some users. This allows for the recommendation engine to be easily deployed within any web service to allow for possible future collaborative models, where rules can be transferred among users based on their similarity to further speed-up the training process.
III. ACTION MODEL
The action model consists of a set of rules that are automatically generated based on the user's performance. This includes her implicit and explicit feedback. The first part of any particular rule is a set of antecedents that define in which situation the particular rule applies.
Every antecedent has a certainty value that represents the certainty of an observation at the time the rule was defined. Second part of every rule is its consequence (or action) that is a symbol similar to the situation symbols (section II). The only difference is that conclusion symbols are not defined in classes.
Every rule is also assigned a certainty value that defines what weight a rule holds. For example, considering a news recommendation service, a user opening a news application is a strong clue that this is the right situation for presenting news in future, while a user not responding to a notification is only a weak clue of the opposite. In such case for the positive feedback we define a rule with conclusion like ShowArticles and with certainty closer to 1.0 while in case of the weak negative feedback we define a rule with conclusion like DontShowArticles, but with certainty closer to 0.0.
The rules, similarly to the situations, employ a time sensitivity principle where the rules lose their certainty over time. In this case we however have to adjust the formula (1) so that we keep a steady rule base and not lose all rules due to sparse updates. Hence the parameter ‫ݎ‬ is not constant but rather computed as follows:
where ‫ݎ‬ is the base cease rate associated with the rule (this is similar to situations), ‫ܨܥ‬ is certainty of the n-th antecedent in the particular rule, ݉ is the base antecedent certainty cease multiplier that roughly defines how many situation updates it takes to completely cease the rule's certainty and σ ‫ܨܥ‬ ௦ ೌ is the sum of certainties of situation updates that match the situation of the n-th antecedent. The parameters that control the resulting cease rate are ‫ݎ‬ and ݉. Their best values may differ by domain, specifically depend on how often a feedback is registered and are best to be found empirically.
IV. METHOD FOR ACTION SUGGESTION
Our method is based on a set of automatically generated rules that are based on feedback received from a particular user. All rules contain an antecedent part that describes the situation in which the rule was defined and a conclusion part that describes what action the rule suggests when the situation corresponds. All the rules are used within the computation model that aggregates them and calculates the final recommendations.
A. Rule Generation
We define rules upon a client service or application notifies of an action suggestion. In such case the most recent situation update of all situation classes is taken to form antecedents for the newly created rules and the suggested action will be their conclusion. As we already mentioned there can be more than one valid situation from any situation class. In such case more than one rule is created in a way that every rule has exactly one antecedent from every situation class and there are rules for any possible combination of situations among classes. The base suggestion certainty provided by the target service is distributed among the new rules based on certainty of their antecedents compared to the certainty of antecedents from all newly defined rules:
where ‫ܨܥ‬ is the final rule certainty, ‫ܨܥ‬ is base certainty assigned by the client service or application, σ ‫ܨܥ‬ is the sum of antecedent certainties from the particular rule and σ ‫ܨܥ‬ is the sum of antecedent certainties from all newly created rules.
After all new potential rules are created, it has to be decided which ones will be included in the user's rule base. All rules that have no existing match (both their antecedent set and conclusion match one of the rules) are included in the rule base. If a rule has a match in the user's rule base it is only factored in if it has greater final calculated certainty than the rule that is already present in the model and. In such case the old rule is retired from the rule base. The calculation for the final rule certainty goes as follows:
where ‫ܨܥ‬ is the final computed certainty, ‫ܨܥ‬ is certainty of the n-th rule antecedent and ‫ܨܥ‬ is the certainty initially assigned to the rule.
B. Recommendation Calculation
The recommendations for action suggestions are calculated from the rules of a particular user. These are however first adjusted using the user's situation model to decide on their final weight.
The recommendation calculation is a three-step process: (1) compute the importance of situation classes for a particular user situation, (2) modify the rule certainties based on their antecedent certainties, current user's situation and importance of the situation classes, (3) compute the final recommendations based on the present rules with their modified certainties.
1) Computing the importance of situation classes
Not all of the situation classes are important for a particular user and therefore their full inclusion in the computation process degrades recommendation results. To avoid this we have to identify how important a situation class is for a particular user, therefore finding its importance. To achieve this we compare how much is situation distribution from any particular class similar to a possible uniform distribution.
The first part is calculating ratio for any situation in a situation class in possible uniform distribution of situations (situation class ratio):
where ‫ݎ‬ ௦ is the situation class ratio and ȁܵ‫ܥ‬ȁ is cardinality of the situation class.
Second part is calculating the real individual situation ratios by comparing the presence of a particular situation in the rule base to the presence of all situations from the situation class:
where ‫ݎ‬ ௦ is the computed situation ratio for situation m, σ ‫ܨܥ‬ ௦ is the sum of certainties of rule antecedents with situation m and σ ‫ܨܥ‬ ௦ భ σ ‫ܨܥ‬ ௦ మ ‫ڮ‬ σ ‫ܨܥ‬ ௦ is the sum of certainties of rule antecedents with any situation from the situation class that is being processed (class of situation m). Calculation of the ratio and thus all subsequent calculations are performed only with situations that have presence in the user's rule base. Situations that do not are after computing the situation class ratio left out.
The last part is computing the final importance of a situation class by comparing the average distance of situations computed in the previous step to the maximum possible average distance:
where ‫ܫ‬ ୗେ is the final computed situation class importance, ݀ ௦ ൌ ห‫ݎ‬ ௌ െ ‫ݎ‬ ௦ ห is the distance of each situation ratio from its situation class ratio, ቀ ௗ ೞ భ ାௗ ೞ మ ା‫ڮ‬ାௗ ೞ ቁ is the average distance of situations ratios from their class ratio and ቀ ሺଵି ೞ ሻାሺିଵሻή ೞ ቁ is the maximum possible average distance.
The final computed values range from 0.0 to 1.0, where exact 0.0 is achieved when all the situations are present in the user's rule base equally (exact uniform distribution) and exact 1.0 is achieved when only one situation from a class is present in the whole rule base.
2) Modifying rule certainties
In this step the rule certainties are modified based on the match between certainties of their antecedents and corresponding current situation certainties with the situation class ratio ‫ܫ‬ ୗେ also being factored in. The first part is modifying the base rule certainty with regards to the time sensitivity principle presented in Section III.
The second part is computing how much each rule antecedent influences the final rule certainty:
where is the final influence factor of an antecedent a, ‫ܫ‬ ୗେ is the computed situation class importance for the situation of antecedent a, ‫ܨܥ‬ is the antecedent a certainty and ‫ܨܥ‬ ௌ is the certainty of the current situation corresponding to the situation of antecedent a. The resulting factor ranges from 0.0 to 1.0 with 0.0 being achieved when the importance of a situation class is 1.0 (most important) and the situation from antecedent a is not present in the current situation. Factor of value 1.0 is achieved whenever a situation class has 0.0 importance or there is an exact or higher match between the antecedent's certainty and certainty of the corresponding situation in the user's current situation. The minimum function is employed for cases when the certainty of antecedent is lower than the corresponding situation certainty.
The third part is factoring the rule antecedent factors into the final rule certainty:
where is the final rule certainty, ‫ܨ‬ భ , ‫ܨ‬ మ , ‫ܨ‬ are factors of antecedents 1 to n and ‫ܨܥ‬ is the original rule certainty.
This model ensures that the more important are the situations that are present in the rule antecedent set, but missing from the current situation the more is the rule certainty decreased. On the other hand if a situation with low importance is missing, the rule certainty is decreased just slightly.
3) Computing the final recommendations
Computing the final recommendations groups rules from the user's rule base with a matching conclusion (action) and sums their final certainties according to the summation formula proposed by David McAllister's model of working with certainties:
where CF a and CF b are two positive certainty factors that range from 0.0 to 1.0. If the conditions are held, the formula ensures that the final computed value is also within the range from 0.0 to 1.0 by adding the second certainty factor reduced by the remaining certainty. The parameters in the equation are interchangeable. Also if there are more than two certainties to sum together the order in which they are processed is not important, thus any order gives the same result.
C. Discussion
We designed our method in a way that it can be used in any domain as both situation and action models are domain independent. One important concept in our method is the time aspect which allows for a change of the user's action model once her preferences change. The rate at which our method is able change the model depends on the value of the base antecedent certainty cease multiplier introduced in Section III. The lower the parameter is, the faster the model can change. However too low values can cause an adverse loss of rules even when there is no need for the model to change. Thus the most suitable value for this parameter needs to be found and set experimentally.
One important problem when working with loads of situation data or context is selection of the important context. Generally when automated methods work with much more information (be it context or anything else) than necessary, they tend to work incorrectly, because there are too many variables that do not matter and thus obscure what is important and invalidate the results. Thanks to the aggregative model our method performs well in this case and an experiment for such case is presented in section V.
An important note to point out is that our recommendation method and models described in this paper are not sensitive to the level at which the rule certainties are set, but the end-user service or application just needs to be consistent and assign comparably higher certainties to feedback that is a stronger clue of an action suitability and lower certainties when observing weaker clues. Because of this there is also no specific certainty at which the end-user service or application should perform a specific action, but the best time is when the certainty reaches for a significant local maximum in its development through time or is in a significant incline.
V. EVALUATION For evaluation of our method's performance we have implemented a simulation framework and a mobile news recommendation application. The purpose of simulations is to demonstrate basic and some advanced characteristics of our rule-based action recommendation method. The simulation framework works in two stages. The first stage is responsible for generating an environment (situations) of an imaginary user for a set period of time (i.e. one month). The second stage is then responsible for simulating feedback based on the type of chosen user. This can be a user that prefers to read news during mornings, a user who only reads The use of abstract symbols makes it domain-independent and simple to use while our time sensitivity model makes it possible to recognize and accommodate to the user behavior or preference changes. An example of this is a user who travels during the spring and summer season with public transport making it an ideal situation for reading some news but during autumn and winter commutes by driving her car making it impossible to read any news during that time.
To evaluate our method's performance we have created a simulation framework that we used to run both simple and more complex simulations to ensure the correctness of our method's underlying mathematical models. Besides that, we implemented our method within a mobile news application and, using the work in [6] and [7] for news content recommendation, plan a long term live experiment.
There are a couple of possible enhancements to our method as well. The first one is including a support for collaborative models, where rules could be transferred and shared among similar users just as content is recommended in this collaborative way [8] . This may significantly counter the known cold-start problem for new users, after a sufficient user-base is already active in the target service.
Another extension is to include a base importance factor for situation classes that would help us identify important times for different actions faster and more reliably even with a plenty of situation classes that are not generally important in a particular domain, but may be for some users and thus have to be present.
A possible extension is inclusion of a lightweight ontologies or similar linking schemes as presented in [9] , [10] and [12] . This would allow for rule derivation using similarity or parental links among concepts, in this case situations and actions which could also lead to quicker learning and more reliable results. On the other hand such extension would significantly complicate the overall simple method concepts and thus make it less accessible in development of context-aware end-user services or applications. A trade-off can be achieved by only exploiting hierarchical dependencies as presented in [14] as such hierarchy among classes and their situations can be easily employed using just our symbolic representation of situations.
We have designed our method to work in a variety of domains and scenarios. Our method can be used for identification of suitable times for content presentation in mobile device, for automatic sound profile switching, for webpage pre-loading or in any other scenario when there is a need for automated actions performed by an end-user service or application. We believe that our method and frameworks based on it have potential due to their simplicity encourage more services and applications to become context-aware and more intelligent.
