These lemmas follow easily from 1.2, using the fact that if { £/,•} and { F,} are partitions of X, then so is { Uif\ V¡}.
We will denote the non-negative greatest common divisor of / and g by (/, g).
1.4. Let ^ be a continuous mapping of X into Y. Let <f>* be the mapping of C(Y, Z) into C(X, Z) defined by (p*f)(x) = f(<px).
It is evident that <p* is a ring homomorphism. We will call <p* the adjoint of the mapping <j>. Note that <p* maps C*(Y, Z) into C*(X, Z). then it is called a Czembedding (respectively C|-embedding).
Evidently, a one-to-one continuous mapping <p of X into F is a Czembedding (Cf-embedding) if and only if every fE C(<pX, Z) (respectively, C*(pX, Z)) can be extended to a continuous, integer-valued function on Y. 1.5. Let 5 be a subset of C(X, Z). Define Ps to be the topological product of the discrete spaces f(X), fE S. Let (bs be the mapping from X into Ps defined by mapping x into the point ( • • • f(x) • • ■ )/es. Obviously, cps is continuous. For each fE S, let/o be the function mapping Ps into Z defined by fo( ■ ■ • x/ ■ • ■ )=x/. That is, /o is the projection of Ps onto the/-coordinate.
Hence,/o is continuous.
By definition, fo(<t>s(x)) =f(x) for all xEX. In other words, the adjoint of (¡>s maps/o onto/. These observations yield the following results in the special cases 5= C(X, Z) and S=C*(X, Z). Theorem 1.5.1. Any space X admits a Cz-injection into a topological product of countable discrete spaces. Theorem 1.5.2. If X is any space, there is a continuous mapping of X into a compact, totally disconnected (Hausdorff) space 8X such that the adjoint mapping is an isomorphism of C*(8X, Z) onto C*(X, Z).
Proof. Let S=C*(X, Z) and define 8X to be the closure of <j>sX in Ps.
Since/(X) is finite for each f ES, the Tychonoff theorem implies that Ps is compact.
1.6. We will show that the space 8X and the mapping of X into 8X (obtained in 1.5.2) are unique. First note that the isomorphism of C*(8X, Z) onto C*iX, Z) carries idempotents onto idempotents. Therefore, the Boolean algebras 58(ÔX) and 58(A) are isomorphic. Since SX is compact and totally disconnected, it is homeomorphic to the Boolean space of 58(5X) (see [8] ). Theorem 1.6.1. Up to homeomorphism, there is one and only one compact, totally disconnected space SX such that C*(X, Z)=C*(5X, Z), namely, the Boolean space of 58(A). Theorem 1.6.2. Suppose that Fi and Y2 are compact, totally disconnected spaces and that pi and <p2 are continuous mappings of X into Yi and Y2 such that <j>* is an isomorphism of C*( Fi, Z) onto C*(A, Z) and <¡>* is an isomorphism of C*iYi, Z) onto C*iX, Z). Then there is a homeomorphism p of Yi onto Yi such that <pi=p<p2.
Proof. Since <p*~x<bi is an isomorphism of the Boolean algebra of idempotents in C*(Fi, Z) on the Boolean algebra of idempotents in C*iY2, Z), there is a homeomorphism p of Y2 onto Yi such that yp* = <p*~l<pi, at least on the idempotents (see [8] ). Then (pp2)* = (p* (on idempotents). Suppose p<p2ix)9ipiix). Choose an open-and-closed set U in Fi containing <pi(x) but not ^</>2 (x). Then 0i*x £/(*:) =Xu(<pi(x)) = l¿¿0 = xuip<pi(x)) = ip<p2)*xv(x), a contradiction. Thus, yp<i>i = <bi.
Because of these theorems, we are justified in introducing the special symbols SX for the space having the properties described in 1.5.2. Moreover, the injection of X into SX is sufficiently unique to be given a name. Let 0 designate this mapping.
It follows easily from the definition of the adjoint homomorphism that if U is an open-and-closed set in SX, then 0*\u = xrlv.
This identity, together with the fact that 0* maps the idempotents of C*(X, Z) onto idempotents, yields Lemma 1.7.1. If V is an open-and-closed set in X, there is an open-andclosed set U in SX such that V = 6~1iU). Hence, 0 (7) is open-and-closed in 0(A).
Moreover, B(X-V) =0(X) -0(F). Two sets 5 and T in a space X are said to be completely separated if there is a real-valued, continuous function on X which takes the value zero on 5 and the value one on T. Proof. By 1.6.2, ßX is homeomorphic to SX il and only if ßX is totally disconnected. Moreover, for a compact Hausdorff space, total disconnectivity is equivalent to the condition that completely separated subsets are separated by an open-and-closed set. Finally, since every bounded, real valued, continuous function on X has a unique extension to ßX, the condition that completely separated sets are separated by open-and-closed sets is satisfied in ßX if and only if it is satisfied in X.
Remark. An example of a metric space in which the open-and-closed sets separate points, but do not form a basis can be found in [2, 16L] . This same reference (see 16M) contains an example of a space X such that X is not totally disconnected, but X does have a basis of open-and-closed sets. 1.8. As in the case of C(X), the structure of C(X, Z) is relatively simple if X has the property that all of its integral-valued, continuous functions are bounded.
The notion of Z-pseudocompactness is an obvious analogue of pseudocompactness introduced in [3] . Any pseudocompact space is ZPC. So is any connected space. since if fEC(X, Z)-C*(X, Z), the set of all F"= [xEX\f(x)=n] is an infinite partition of X. 1.9. We now examine the relation between ZPC spaces and pseudocompact spaces. Let 6: X-+8X be the canonical mapping defined in 1.6. Lemma 1.9.1. 6* maps C(8(X), Z) isomorphically onto C(X, Z).
Proof. By 1.4.1, 8* is one-to-one. LetfEC(X, Z). Uf(x)^f(y), then there exists an open-and-closed set U containing x but not y. Therefore 8x9i6y by 1.7.1. Thus, there is a function g: d(X)-^Z such that g(0x) =/(x) for all xEX. If nEZ, then g~1({n}) = {dx\g(6x)=n} = \0x\f(x)=n} =6({x\f(x)=n}) is open in 9(X) by 1.7.1. Therefore g is continuous and f=d*g. Since / was arbitrary, 6* is onto. It is clear that if 8X is identified with the Boolean space of all ultrafilters of $}(X), then d(X) is the subspace consisting of all ultrafilters with â nonempty intersection. Thus, the topological structure of 6(X) is easily determined from X. Note that 0(A) is a Hausdorff space in which the openand-closed sets form a neighborhood basis. Such spaces play the same role in the theory of C(X, Z) as the completely regular spaces play in the theory of C(X). 
is open. Thus, X admits an infinite partition, so that it is not a ZPC space by 1.8.2. 2. Ideals in C(A, Z). In the theory of C(A), an important part is played by the correspondence between the ideals in C(A) and the filters in the lattice of zero sets of continuous functions. The purpose of this section is to develop an analogous correspondence for C(A, Z). Throughout this section, X is assumed to be a fixed topological space.
2.1. Let II be the set of all rational primes. We will consider II to be a TVtopological space with the closed sets $> being precisely the finite (or empty) subsets, or all of II. This is the standard topology for II considered as the structure space of the ring Z (see [4, p. 204] ). We will be concerned with the product space (or set) X XII. It is convenient to introduce standard symbols £ and t for the projection mappings of XXII onto X and II respectively: £(x, p) = x, w(x, p) = p. However, for each k, pk is not divisible by/in C(A, Z). Thus, pG/1'2.
3. The structure space of C(X, Z). Throughout this section A is a fixed topological space. 3.1. The structure space of C(A, Z) is defined as for any commutative ring with identity to be the set © = ©(X) of all maximal ideals topologized by the hull-kernel closure operation: for 21Ç© 2f = {mg©| m72 na}.
This closure operation makes © into a compact Ti space (see [4, pp. 204 and 208]). The importance of the structure space © resides in an elementary consequence of 2.5.1. Thus, D is a homeomorphism. 3.2. We wish now to determine the structure space of C(A, Z) in case X is a ZPC space. By 3.1.1, it is sufficient to consider ©i. Lemma 3.2.1. Suppose X is compact and totally disconnected. Then the mapping <j>: (x, P)-*{DE 2D) (x, p)ED] is a homeomorphism of Axil onto ©i.
Proof. The proof is based on three easily verified observations, (a) The sets of 2D are closed; (b) XXII is compact; (c) the sets of 2D separate points.
Note that |DG2D|(x, p)ED] =D({fEC(X, Z)|/(x)=0 mod p}). Since Proof. Since C(X, Z)=C(8X, Z), we may suppose that X is compact and totally disconnected. Then, as we noted in the proof of 3.2.1, every maximal ideal of C(X, Z) is the kernel of a homomorphism of C(X, Z) on Zp. 3.3. If X is not a ZPC space, then the structure space of C(X, Z) is more complicated.
We devote the remainder of this section to the study of this situation. First it is convenient to introduce some notation. Since P is prime, f-kEP for some k, 1 Sk^p. That is, the constant functions modulo p form a complete system of residues of C(X, Z) modulo P.
A similar argument shows that if P is any prime ideal of CiX, Z) then each bounded function of CiX, Z) is congruent modulo P to a constant function on X. shows that <j> is a one-to-one mapping of ^5 onto the structure space of C*(X, Z). Let 31* be a closed subset of the structure space of C*(X, Z). We wish to show that 21= {ME$\ Mf\C*(X, Z)G2I*} is closed in <$, that is, 2I-n^C2I. Let ME%-r\y. Then 173(121. Since 7YG2Í implies NC\C*(X, Z) G?I*, it follows that MC\C*(X, Z) 3(121*. Hence, since 21* is closed, MC\C*(X, Z)G2I* and therefore MG2I.
If X is not a ZPC space, then the mapping <j> of 3.5.1 is not bicontinuous.
I n fact if/ is an unbounded function of C(X, Z), then the set 21 = {ME ty \ fE M} is clearly closed in Iß, but 0(21) is not closed in the structure space of C*(X, Z). 
Proof. If fEC(X, Z), then í(D(f))={xEX\f(x)^l). Thus, k(D(M)) <Z$i(X). We show that for VE%(X) to be in 'U(M) it is necessary and sufficient that VXUED(M). The sufficiency is clear. If VXUED(M), then FCXIIGI>(M). Hence, no ÖG3D such that £(D) = V can be in D(M) since Dr\(VcXLl) = 0. This shows that VE^(M). It is now evident that <U(M)
is an ultrafilter.
If X is a ZPC space, then G>(M) is the fixed ideal of all subsets of II con- 4.2. We wish to show that every ultrafilter (P in the Boolean algebra of all subsets of II and every ultrafilter 11 in 58(A) can be realized as (?iM) and 11(1//) respectively.
In order to do this, we introduce two methods of constructing maximal ideals in C(A, Z). 5. Cardinality of residue class fields. The object of this section is to prove two results concerning the cardinality of the residue class fields C(X, Z)/M, where M is a maximal ideal of C(X, Z). In view of 3.2.3, we may as well assume that X is not a ZPC space and that ME&(X).
5.1. We first establish a general result.
Theorem 5.1.1. If ME3>(X), then C(X, Z)/M is uncountable.
Proof. By 4.5.4, we may assume that M contains a function / such that for all x, either/(x) = 1 or/(x) is a prime. Let pi, p2, ■ • • be an enumeration in order of magnitude of those distinct primes p such that f(x) = p lor some xEX. Since ME£>(X), this sequence is infinite (see 3. We wish to prove that the cardinality of CiX, Z)/M exceeds a. Suppose EECiX, Z) has cardinality at most a. Index E by X, allowing repetition: £= {gv\y£X}. We will define ÂGC(A, Z) so that h-gyEM for all yEX.
This will complete the proof. For xEX, let h(x) be any integer which is distinct modulo px from all of the numbers {gyix)\yEFx]. That is, if yEFx, then px does not divide ä(x) -g¡/(x). This is possible since Fx contains fewer than px elements. It follows from this choice that for a fixed y, fix) does not divide h(x) -gvix) ii xE Vv. That is,
Consequently, h -gyEM.
6. Arithmetic properties of residue class fields. is an arithmetical sentence. Since we will only be concerned with arithmetical sentences as statements about commutative rings with identity, it can be assumed that the formal polynomials involved satisfy the laws of commutative rings. Thus, for instance, the sentences (VXi) ( 3X2) ( -Xi +X2XiX2+Xi -1 = 0) and (VXi) ( 3X2) (X2X2Xi -1 = 0) will be considered as equivalent. Moreover, it is convenient to introduce exponents as abbreviations for repeated products and numerical constant coeificients as abbreviations for repeated summands. Thus, instead of X1X1X1, X1+X1+X1+X1, 1 + 1, we write X?, 4Xi, 2 respectively. 6.2. We will be concerned with the interpretation of arithmetical sentences in commutative rings, particularly fields. With such an interpretation, formal polynomials take on their usual meaning as operations defined on the ring. Arithmetical sentences become statements of arithmetical properties of the ring which may either be true or false in any particular model. It is possible to give a formal definition of the interpretation of arithmetical sentences and in particular of the validity of arithmetical sentences in a given ring (see [9] for example). We prefer however to proceed informally.
Definition. Let R he a commutative ring with an identity. Then the arithmetical sentence It is not hard to show (using the axiom of choice) that this definition of validity agrees with the usual formal concept of validity.
6.3. The notion of an arithmetical sentence is very general. In fact, any first order statement about a field can be expressed as an arithmetical sentence. That is, given any first order sentence 5 in the formalism of ring theory, there is an arithmetical sentence A such that for any field F, S is valid in F if and only if A is valid in F. This assertion is an easy consequence of the following observation.
Lemma. It is possible to deduce from the axioms of field theory The proof of this result uses several simple lemmas, the first two of which are well known (see [6] and the references given there). equality must hold. However every element of P2 is in a finite normal subfield of 0. Thus p\p is onto and consequently so is <p-Let ® be the group of all automorphisms of ß. Then, as is well known, ® is a compact topological group with the topology defined by taking for a neighborhood basis of the identity those subgroups We consisting of all automorphisms which leave fixed all the elements of a finite extension E of Q. If £ is a finite subfield of Fi, let ®b= {pE®\<t>iE)QFi}. First note that ÊE is closed in ®. In fact, e')Ie = ^e so that the complement of Me is a union of cosets of the open subgroup 9Îe. Also, Me is not empty. Indeed, E = Q(a) for some aEFi. Let P be the field polynomial of a over Q. Then by the hypothesis of the lemma, there is an a'EF2 such that P(a') =0. Consequently, there is an isomorphism <p of E into P2 and this can be extended to an automorphism of fi which, by its definition, belongs to Me-Since the finite subfields of Pi are directed by inclusion, it follows that the closed sets Me have the finite intersection property. The compactness of ® implies that there is an automorphism cp of fi such that (piE)Ç7-Fi for all subfields E of Pi which are finite over Q. Thus, PiFi)QF2. This completes the proof of 6.6.3 and 6.6.2.
6.7. The fields Ct(M) cannot be entirely arbitrary. This is shown, for example, by the following result. Theorem 6.7.1. 7/ ME&iX), then the field a(M) has infinite degree over its prime field.
Proof. If p is any prime, and if m and n are integers, then at least one of the quantities m, n or mn is a quadratic residue modulo p. That is, the sentence ( 3X)((X2 -w)(X2 -m)(X2 -mn) =0) is valid in Zp for every p. Consequently, by 6.4.5 it is valid in C(A, Z)/M for every M. Thus, for any two elements m, ñ oí the prime field of CiX, Z)/M, at least one of m, ñ or mñ has a square root in a(M). If MESiX), various choices of m, ñ will give an infinite linearly independent set over the prime field of Ct(M).
The question of which fields can be realized in the form Ct(M) seems to be difficult. One might hope that all such fields are normal. However this is not the case.
Example 6.7.2. If X is not a ZPC space, then there is a maximal ideal MESiX) such that Ct(M) is not normal over its prime field.
Proof. It is well known (see, for example, [7, p. 116] ) that the congruence X3 + 2 (mod p) has exactly one solution if p is a prime of the form 6m -1, m^l.
Let Proof of 6.7.4. Let K be the subfield of the complex numbers which is generated by the roots of Pi, • • • , P". Then K is a finite, normal extension of the rational field Q. Let 6 be an algebraic integer such that K = Q(6). Let P be the field polynomial of 6 over Q. Then P is a monic, irreducible polynomial with coefficients in Z. Let d be the discriminant of P. Since P has roots modulo an infinity of primes, it is sufficient to show that if P has a root modulo p and p does not divide d, then each of the polynomials Pi, ■ ■ • , Pn has a root modulo p. If p does not divide d, the roots of P modulo p are distinct. If also P has a root modulo p, Hensel's Lemma implies that there is a p-adic integer a such that P(a)=0.
Consequently, the field Q(a) is isomorphic to Q(6). Therefore Pi, P2, • • • , P" split in Q(a). In particular, there exist p-adic integers p\, • • • , ßn such that Pi(ßi) = ■ • ■ =Pn((3")=0.
It follows that each
Pi has a root modulo p.
Proof of 6.7.5. If Ai, Ai, • • ■ are all valid in F, then clearly every poly-
