Abstract. The Lead-Based Multiple Video Transmission (LMVT) problem is motivated by applications in managing the quality of experience (QoE) of video streaming for mobile clients. In an earlier work, the LMVT problem has been shown to be NP-hard for a specific bit-to-lead conversion function φ. In this work, we show the problem to be NP-hard even if the function φ is linear. We then design a fully polynomial time approximation scheme (FPTAS) for the problem. This problem is exactly equivalent to the Santa Clause Problem on which there has been a lot of work done off-late.
Introduction
The LMVT problem deals with multiplexing videos simultaneously slot by slot over a wireless channel. Each slot could be allocated to at most one video. The number of bits that can be transmitted to a particular video in a given slot is known. Hence the videos receive variable number of bits over the various slots. The time of transmission is divided over a number of epochs. Each such epoch has a fixed number of slots (say B) known beforehand. The goal is to allocate all the slots in an epoch to the n videos in a manner which maximizes the minimum number of bits received by any video in that epoch. The lead of a video is defined as the amount of time it can be played without interruption. An interruption in the playing of a video occurs when there are no more frames left in the buffer to be played. The lead of any video is calculated at the end of an epoch using a function φ on the number of bits b received by that video in that epoch. The motivation behind studying this problem is to develop a slot allocation algorithm to ensure the uninterrupted play of each video in the network. This problem has been well studied, and a number of papers have been published on it recently [2] , [3] , [4] , [5] .
Preliminaries
In this section we present a theoretical formulation of the problem. For video v i and slot j we define the bit rate r ij to be the maximum number of bits that can ⋆ Research supported in part by NSF grant CCF-0844796.
be transmitted to v i in j. The decision version of the LMVT problem can be presented as follows.
LMVT Problem
Input: n videos in the channel, B slots in the epoch, the bit rates r ij ∈ Z + for the n videos and B slots, a function φ(b) for calculating the lead for b bits, and k ∈ Z + . Question: Is there an allocation of the B slots to the n videos so each video has a lead of at least k?
In [1] , the LMVT problem has been shown to be NP-Hard for a specific function φ to calculate the lead based on the number of bits received. A natural greedy algorithm has been designed and has been shown to perform well in practice with experimental results. In this work, we show the problem to remain NPHard even for the case in which φ is linear. Next we design an FPTAS for the problem.
LMVT problem remains NP-Hard even for a linear φ
We assume a linear function φ to calculate the lead based on the number of received b. Let us consider a monotonic linear φ, such that φ(b) = b. Then the problem becomes of finding a slot allocation to maximize the minimum number of bits received by any video. We show the problem to remain N P -Hard even then. We reduce the Partition Problem, a known NP-Hard problem to LMVT. The Partition Problem can be presented as:
For the reduction, consider any instance of the Partition Problem with S = {x 1 , x 2 , · · · , x B }, x∈S x = U , and |S| = B. Now consider an instance of LMVT where we have 2 videos v 1 and v 2 , B slots, and the bit rates r 1j = r 2j = x j ∈ S, for each slot j. Note that |S| = B = # of slots for the LMVT instance. Set k = U/2.
Lemma 1. The above instance of the Partition Problem has a solution iff the instance of LMVT has a solution.
Proof. We show that the instance of the Partition Problem has a solution iff we can find a slot allocation for the 2 videos of the LMVT instance, such that the number of bits received by each video is exactly U/2. Suppose the Partition Problem has a solution. That is we have
We find a slot allocation of the B slots which allocates slot i to video v 1 if x i ∈ S ′ . Else i is allocated to v 2 . We note that all the B slots get allocated this way, since |S| = B. Now since
, it is easy to see that the number of bits received by v 1 and v 2 is exactly equal to U/2. For the other way, suppose we have a slot allocation such that number of bits received v 1 and v 2 = U/2. We partition S in the following way:
, and hence a solution to the instance of Partition Problem. ⊓ ⊔ Corollary 1.
[1] The LMVT Problem is easy for a constant bit rate for all the n videos and B slots.
Proof. The Partition Problem has been reduced to LMVT. It is easy to see that an instance of Partition Problem where all the integers in S are constant (equal) is easy to solve. Analogously, the instance of LMVT with constant (equal) bit rates is also easy to solve. ⊓ ⊔
An FPTAS for LMVT
In [1] , an exact dynamic programming algorithm has been designed for LMVT.
The runtime of the exact algorithm is pseudo-polynomial in terms of the inputs.
Here we describe the exact algorithm and then discretize the algorithm to design an FPTAS.
The Exact Dynamic Programming Algorithm
Define b i max to be the maximum number of bits that video v i . In other words,
r ij , is the number of bits v i would receive, if all the B slots are allocated to it. Given m slots n videos, a T x (transmission) vector is an n-tuple < b 1 , · · · , b n > which tells us whether a slot allocation is possible such that video v i receives at least b i bits in the allocation. The length of the T x vector is the number of videos n. We define the predicate F (m, T ) for m slots and T x vector T . F (m, T ) is true iff an allocation is possible to achieve T x. For two T x vectors T 1 , and T 2 , we define
then F (m, T 1 ). In the dynamic programming, we generate . Each cell in the true value vector corresponds to the value of F (m, T ) for m slots, and T x vector T . We initialize the truth value of < 0, · · · , 0 > to true and the rest to f alse. This signifies that we can always achieve vector < 0, · · · , 0 >, even without any slot allocation. We then start from m = 1 to the total number of slots B, and evaluate the truth values. The truth values (F (B, T ) ) at the end tell us whether that vector T was achievable by a slot allocation with the B slots. We then choose the vector with the maximum minimum b i value as our solution, and have the corresponding slot allocation as the optimal answer. The way to evaluate F (m, T ) is as follows:
Else let W i be the vector where all the positions of
We present the whole algorithm in Algorithm 1.
Input: n, the number of videos, B, the number of slots, r ij , the rate of video v i for slot j Output: An allocation of the B slots over n videos where the minimum number of bits received by a video is maximized Initialize the truth value of < 0, · · · , 0 > to true and the rest to f alse; 
. We present the FPTAS in Algorithm 2.
Input: n, the number of videos, B, the number of slots, r ij , the rate of video v i for slot j Output: An allocation of the B slots over n videos where the minimum number of bits received by a video is maximized Generate the Initialize the truth value of < 0, · · · , 0 > to true and the rest to f alse; 
