ABSTRACT This research proposes a method for optimizing extracted candidate proposals based on the action temporal semantic continuity rule to accurately detect the category and start and end time in the temporal action detection of long untrimmed videos. First, sliding windows of the same scale and different scales are integrated according to the rule of action temporal semantic continuity. Subsequently, we reacquire the classification confidence score and relocate the integration results. Finally, inaccurate detections are eliminated by non-maximum value suppression. In contrast to the specified scale of the detection results obtained by sliding window, this method can produce the action temporal segments of any length and suppress the redundant detection. Therefore, the detection results are more consistent with the expectation of an individual. Experimental results show that the mean average precision increases from 19.0% to 20.6% when the intersection-over-union threshold is set to 0.5 on THUMOS 2014 data set.
I. INTRODUCTION
As an important and challenging research topic, temporal action detection has been widely used in many fields, such as service robots, human computer interaction, video retrieval, video surveillance, and motion analysis [1] - [5] .
Unlike the human action recognition in video clips, temporal action detection aims to detect what the action is and when the action begins and ends in long untrimmed videos. In practical applications, the large number of videos we acquired are usually either arbitrarily long in time and space or inclusive of multiple action instances and unrelated background information. Therefore, it is important to study temporal action detection.
Hand-crafted features and deep features, two kinds of mainstream methods, have been proposed to detect actions. For example, the hand-crafted features achieved the best performance in THUMOS 2014 [6] , [7] , and 2015 [8] challenges. They usually used features include improved Dense Trajectory (iDT) and Fisher Vector (FV) [9] - [11] . Recent efforts have been made to automatically extract features [7] - [11] through single-frame-based deep neural networks, relying on 2D Convolutional Neural Networks (CNNs), without considering motion information. However, acquiring motion information is important for motion modeling and determination of temporal boundary. To model the temporal evolution of the actions, lots of works generated candidate temporal segments through sliding windows or binary classifications, and then categorized and recognized them [4] , [5] , [28] - [31] . Nevertheless, the shortcoming of these sliding window based mainstream frameworks is that there are lots of redundant detections, which not only reduces detection accuracy, but also affects its application.
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semantic continuity rule to process incomplete detections and decrease the inaccurate and fragmented temporal segments in temporal action detection of untrimmed videos. Firstly, the action temporal semantic continuity rule is presented to model the temporal correlation of the actions. Based on this rule, a preliminary combination of detection results is performed to integrate incomplete temporal segments. As a result, the detection results which have strong temporal correlation will be merged, simultaneously, this will destroy the original sequence structure. Therefore, the integrated results should be reclassified. Finally, Non-Maximum value Suppression (NMS) is used for post-processing to complete the relocation of optimized action temporal segments. Experimental results show that the proposed method achieves better detection performance than those of other methods on commonly used test dataset.
The main contributions of this research are as follows:
(1) To the best of our knowledge, this is the first time to exploit action temporal semantic continuity rule to optimize the candidate action temporal segments.
(2) We propose an action temporal semantic continuity rule to model the temporal correlation of the action.
(3) The proposed method can produce action temporal fragments of any length and improve the detection accuracy by effectively removing the redundant detection results.
In Section II, the related work is reviewed. In Section III, the temporal semantic continuity rule is proposed to model the temporal correlation of the action. The relocation of the action temporal segments is described in Section IV. The experimental results and analysis are illustrated in Section V. We conclude our paper in Section VI.
II. RELATED WORK
As the mainstream framework of temporal action detection in recent years has followed the ''candidate proposals'' + ''recognition'' method [3] - [5] , [28] - [30] , the representation and classification of action features are focused to complete the classification and localization of temporal actions. We also follow this pipeline to review the related work. We first investigate the researches of action recognition, and then we review the works of temporal action detection.
A. ACTION RECOGNITION
Early methods are mainly based on the hand-crafted features [9] - [13] , as represented by methods including Histogram of Oriented Gradient (HOG), Histograms of Oriented Optical Flow (HOF), and Motion Boundary Histograms (MBH), which were proposed by Wang and Schmid [9] . These methods rely on grid partition to realize dense sampling of feature points on multiple scales of images and use dense trajectories to capture complex action patterns rapidly and accurately. Considering the influence of camera motion on action, the method in [11] extracted speeded-up robust features and employed a random sampling consistency algorithm to correct images to obtain robust feature descriptors.
In recent years, the increasing interest in deep learning has led to the substantial progress in this field, such as AlexNet [22] , VGG [23] , ResNet [24] , and C3D [25] . Karpathy et al. [14] , for the first time, evaluated singleframe CNNs to complete large-scale video classification, and proposed a multi-resolution CNNs structure that reduced the network parameters and accelerated training. Simonyna and Zisserman [15] proposed two-stream CNNs to process spatial and temporal information separately by using two independent CNNs and integrated learning static images into motional optical streams. Xu et al. [16] proposed a concept descriptor of convolutional feature maps. They utilized vector of locally aggregated descriptor encoding, extracted spatial and temporal characteristics, and achieved good results in action detection. Ji et al. [17] recently extracted time-space features by using 3D CNNs (C3D) to simultaneously process temporal and spatial information and achieved remarkable results.
Most of the aforementioned action recognition methods classify actions using clipped videos without identifying the time when action happen.
B. TEMPORAL ACTION DETECTION
To identify the time when actions start and end, temporal action detection in untrimmed videos has received extensive attention from researchers and great progress has been made.
Early works mainly use sliding windows to obtain candidate proposals and focus on designing handcrafted features for classification [6] - [8] , [18] - [19] , [25] . Gaidon et al. [18] , [19] paired a complete sequence of actions through action unit demonstration modeling and dealt with video clips, but their work only studied some specified actions, such as ''Water and Smoking'' [20] and ''Opening and Sitting Down'' [21] . Therefore, it may not be optimal for different video domains.
Incorporating deep learning into temporal action detection, recent works have demonstrated superior performance. Yeung et al. [26] proposed Recurrent Neural Network (RNN) that used a single frame feature as input to predict the start and end times of an action in a video. However, this method needed a long time to process a long video and did not support union training of features extracted through CNNs. Escorcia et al. [27] established action temporal candidate segmentation system based on Long Short-Term Memory (LSTM). Gao et al. [28] proposed a temporal unit regression network for long unclipped videos to generate temporal candidates for motion and classify them. Zhao et al. [4] and Xiong et al. [30] utilized the effective two-stream feature representation in [15] to judge the possibility that the moment on every few frames on a sequence video belongs to an action. A method of Temporal Actionness Grouping (TAG) based on the graph of the probability was proposed, and a category judgment was performed. Shou et al. [31] designed an inverse convolutional network based on C3D, which inputs a small video clip and outputs the action probability of each frame.
The network mainly fine-tuned the temporal motion boundary and made the action border more accurate.
To sum up, significant research results have been achieved in the study of temporal action detection in untrimmed videos in recent years, but a large room for improvement and a series of problems that need to be solved remain. Among these problems, the redundant detections and incomplete trivial detections exist in most of the abovementioned algorithms.
III. TEMPORAL SEMANTIC CONTINUITY OF ACTION
There are lots of redundant and incomplete detections for action detection, for example, according to the method in [5] , on the THUMOS 2014 test set, up to over 23,000 detection temporal segments were detected when the NMS threshold is set to 0.4 and tIoU (temporal Intersection over Union, tIoU) threshold is set to 0.5, however, the ground truth was only 3,311 detection temporal segments. These extensive redundancies include misdetection, multiple inspections, and incomplete clips, which would affect the detection performance and applications.
To deal with the redundant and incomplete trivial detection results, the temporal correlation is modeled by proposing a temporal semantic continuity rule.
Considering the evolutionary characteristics of actions during the course of temporal evolution, this research proposes to integrate redundant temporal fragments according to the action temporal semantic continuity rule to solve the abovementioned problems. The occurrence of actions can generally be divided into three stages, namely, starting, processing, and ending. Each stage has its own unique appearance and motion pattern. Fig. 1 shows the ground truth and the relationship among detection results A, B, and C. The action in process stage is often the key part to the occurrence of an action. In theory, a relatively high classification confidence score, such as detection results B and C, can be achieved through classifying the corresponding action temporal segments. Corresponding segments with large deviations or numerous irrelevant actions have corresponding low classification confidence scores, such as detection result A. A represents an overly complete temporal detection, and B and C represent incomplete detection. The differences of the three detection results represent the temporal semantic differences in the action. Our goal is to achieve complete integration of B and C through temporal semantic modeling, and A is suppressed. The detection results are automatically optimized according to the time semantic similarity differences of different temporal segments.
To achieve the aforementioned optimization goal, this research used the method in [5] (1) and (2).
where i ∈ {1, . . . , C}, k ∈ {1, . . . , K }.
where C represents the number of classification categories, K represents the number of sliding windows scales, N i,k is the number of action temporal segments of the same category c i and same scale w k detected, s n , e n indicates the start and end times of a detection temporal segment of which the category of the action and the sliding window scale are c i and w k , g n is the corresponding classification score. Temporal semantic differences of action are calculated for the detection results of the same scale and different scales respectively.
For the same scale w k and the same class c i in X , a series of detection results is represented by P, P = seg(c i , w k ). Each action temporal segment expressed as p l in set P, p l = (s l , e l , g l ). For any two different detection temporal segments p l and p s , we calculate their classification score difference |g l − g s | and temporal overlap IoU(p l , p s ) of p l and p s , where l, s ∈ {1, . . . , N i,k }, and l = s.
When any two temporal segments, as mentioned p l and p s , satisfy the thresholds θ and U in Equations (3) and (4) at the same time, they are merged, where T l = e l − s l , and T s = e s −s s are the action durations of two different temporal segments traversed, θ and U indicate score diversity threshold and overlap thresholds respectively between different detection results of the same category and scale, and IoU indicates the temporal overlap of different temporal segments. The detection results of the same category and scale in X are integrated through the abovementioned method until all detection results are processed.
For the different scales of the same category in X , the integration process is similar to the preceding process. The only difference is the value of the threshold. VOLUME 6, 2018 FIGURE 2. 2D and 3D convolution operation [23] .
For the same scale segments, the overlap threshold U in (4) is set to U = 1/3 according to the three phases of action and action temporal semantic continuity. Due to large differences in the sliding windows of different scales, we select the overlap threshold U = 2/3 to determine the integration rules to reduce the impacts of large-scale temporal segments rules.
The detection results are preliminarily processed through the preceding methods to integrate the incomplete fragments between the same scale and different scales of temporal sliding windows and remove redundant detections. Therefore, the detection results are more complete, and the detection accuracy is improved.
IV. RELOCATION AND POST-PROCESSING
After the process of temporal semantic continuity rule as mentioned above, we obtain the initial optimized detection results. Because they are integrated through multiple incomplete segments, the original sequence structure has been destroyed. Reclassification is needed. To reclassify the action in the temporal segments, we choose the action models which can model the space-time information. 3D CNNs can perform 3D convolutional pooling operations on space and time simultaneously, which can better model spatiotemporal information, as shown in Fig. 2 [23] . The operations based on 3D CNNs present significant performances in classification task. Therefore, 3D CNNs are chosen to reclassify the action, and one-to-all classification of action classes and background training is performed on the basis of the network framework in [23] . tIoU (temporal Intersection over Union, tIoU) of detection result with ground truth is an important measure for temporal action detection. A large tIoU threshold implies a high corresponding score. However, in view of the fact that the different stages of an action have certain influences on the discriminating capability of the action. The detection results, which have low overlap with the ground truth, may be obtained high classification scores, as shown in Fig. 3 . Therefore, increasing the scores of the action temporal segments, which have large overlap with the ground truth, and reducing the low overlap scores are necessary in the training process to ensure that inaccurate detection temporal segments can be suppressed in the post-processing. The traditional softmax loss for classification and the training of the localization model based on the overlap loss function in [5] are used in this research.
The weighting scores of different sliding windows for different categories are calculated statistically for different sliding windows and the classification confidence scores are adjusted by the weights to reduce the effects of different sliding windows to action categories.
After the integration of the abovementioned steps and reacquisition of classification score, some redundant detection results remain among different sliding windows. Hence, further post-processing operations are required. This research uses Non-Maximum value Suppression (NMS) to remove redundant detection results. The final detection results are the maximum extent close to the beginning and ending times of the action in the video.
V. EXPERIMENTS A. EXPERIMENTAL DATA AND SETTINGS
The experiment is conducted to validate our method on THUMOS 2014 dataset, including 20 sports categories in temporal action detection task. The dataset does not provide the training set by itself. Instead, 2755 clipped videos of the same 20 classes in UCF101 are used for training. The validation set contains 1,010 untrimmed videos of 3007 temporal annotation instances. We used the training models in [5] , which are trained with official settings. We evaluate them on the testing set, including 1574 untrimmed test videos. Only 212 videos have temporal annotations in 20 classes. We exclude 2 falsely annotated videos (''270'', ''1496'') in the test set. The remaining 210 videos are used in evaluation [4] .
B. EVALUATION CRITERIA
This research uses the traditional assessment method in the THUMOS 2014 challenge to view temporal action detection as a retrieval problem and evaluate mean Average Precision (mAP). Only when the prediction has the correct category and the tIoU with ground truth instance is greater than the tIoU threshold, it will be marked as correct. The tIoU threshold value is in the range of {0.1, 0.2, 0.3, 0.4, 0.5}.
C. DIFFERENT THRESHOLD SELECTION
According to formula (3) the choice of score diversity threshold θ affects the speed of integration between our detection windows on the same scale and different scales. If the integration rule is too loose, successive actions will be synthesized into one detection temporal segment, thereby resulting in excessive integration. If the integration rule is too strict, these action temporal segments which need to be integrated cannot reach the condition of consolidation. Many incomplete temporal segments will still remain.
To obtain good integration results, we analyze different score diversity threshold θ to solve the abovementioned problem, In Fig. 4a and Fig.4b are the mAP in THUMOS 2014 test set, when overlap threshold α equals 0.1, 0.2 and 0.3, 0.4, respectively. Experiment results show that the mean average precision first increases and then decreases with the change of different score diversity threshold θ in different tIoU threshold α. In order to achieve higher detection accuracy θ = 0.5e −3 is selected as the final optimization threshold.
D. RESULT ANALYSIS
Using the THUMOS 2014 dataset, the training model in [5] is used to get the initial detection results, and optimization is realized on the basis of the action temporal semantic continuity rule. Experimental results on different overlap thresholds α and different methods are compared in Table 1 .
α refers to the overlap tIoU threshold. The comparison of 20 classes' mAPs when thresholds are different is shown in Table 1 . Yeung et al. [26] used FV to encode the weighted significance of pooling iDT features and then merged the CNNs features of a single frame. Escorcia et al. [27] through post-processing. Gao et al. [28] used sliding window as a basis to position the motion of iDT coded by FV and then performed post-processing [29] to refine the detection results. Weighted fusion of the positioning scores and video scores generated by the sliding window was conducted.
Unlike the above method, the method in [5] showed a significantly improved detection performance. This research used S-CNN as basis to obtain preliminary detection data by using action temporal semantic continuity rule to relocate the detection results according to the optimization method. Experimental results show the improvement on different thresholds α, as illustrated in Table 1 . When the overlap threshold is set to 0.5, the average performance increases from 19.0% to 20.6 %. The detection results AP and mAP of 20 categories are shown in Fig. 5 . It shows that this method is effective. Fig. 6 shows the detection results of two activity instances in the THUMOS 2014 test set. For an instance of a real activity, the S-CNN [5] is initial detection results of this class, and the TSCR (temporal semantic continuity rule) is the optimized detection results. As illustrated in Fig. 6 , the detection results with strong temporal correlation will be merged, and the results with large deviations or numerous irrelevant with ground truth are suppressed at the same time.
VI. CONCLUSIONS
The main purpose of this research is to optimize a large number of incomplete and redundant detection results in temporal action detection. For simulating the cognitive processes in different stages, temporal semantic continuity rule is proposed to optimize the detection results through the evolutionary characteristics of actions over time and the unique appearance and movement patterns. This method overcomes the inherent limitations of sliding window and can produce action temporal fragments of any length. Moreover, incomplete detection segments are integrated into a nearly complete direction by the strong temporal correlation of action, and a large number of redundant detections are suppressed to optimize the detection results and improve the detection accuracy.
Although the proposed method achieved a good detection effect, the results indicate that the effects of some video actions that have a long duration or slow motion are slightly reduced due to the discontinuity of the preliminary test results. In addition, for error detection, the proposed method can reduce the classification confidence score and the number of error detections through integration, but it cannot remove wrong inspection. The above issues will be the direction of our further study. 
