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Abstract
A modular or distributive lattice is “diamond-colored” if its order diagram edges are colored
in such a way that, within any diamond of edges, parallel edges have the same color. Such
lattices arise naturally in combinatorial representation theory, particularly in the study of poset
models for semisimple Lie algebra representations and their companion Weyl group symmetric
functions. Our goal is to gather in one place some elementary but foundational results concern-
ing these lattice structures. Our presentation includes some new results as well as some new
interpretations of classical results.
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The purpose of this paper is to establish within the literature some foundational results con-
cerning “diamond-colored” modular and distributive lattices, to provide a browsable tutorial on
the rudiments of this topic, to present some apparently new results (see Proposition 3, Theorem
11, Proposition 13, and Theorem 14) as well as new interpretations of classical results (see e.g.
Proposition 1, Theorem 6), and to serve as a convenient reference for readers who are mainly in-
terested in the contexts in which these lattice structures arise. For us, these contexts are algebraic
and include specifically the theory of semisimple Lie algebra representations and their companion
Weyl group symmetric functions. A central goal in our programmatic combinatorial study of this
latter context is to find interesting poset models for families of such representations / symmetric
functions. For a tabular summary of case-wise results, see Table 1.1 of [Don3]; those results are
evidence that diamond-colored modular and distributive lattices occur naturally within the context
of Lie algebra representations and Weyl group symmetric functions. Most of the diamond-colored
lattices featured in that table are distributive, but we know that not all such representations /
symmetric functions can be modelled using distributive lattices. Based on our investigations so far,
it seems that modular lattices will suffice for that eventual purpose. Thus, many results here are
stated in terms of modular lattices.
Before we present the details, we make the following overall comments. We will mainly work with
partially ordered sets, thought of as graphs when identified with their order diagrams. Generally
speaking, any graph we work with will be finite and directed, with no loops and at most one edge
between any two vertices, i.e. simple directed graphs. Most often, such a graph will either have its
edges or its vertices colored by elements from some index set (usually a set of positive integers).
Such coloring can provide crucial information when we view these structures within the algebraic
contexts that primarily motivate our interest. The conventions and notation we use here largely
borrow from [Don2], [ADLP], [ADLMPPW], and [Stan]. Some concepts are illustrated in Figures
1 through 5.
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Suppose R is a simple directed graph with vertex set Vertices(R) and directed edge set Edges(R).
If R is accompanied by a function edge colorR : Edges(R) −→ I, then we say R is edge-colored by the
set I. For any i ∈ I, let Edgesi(R) := edge color
−1
R (i). If J is a subset of I, remove all edges from R
whose colors are not in J ; connected components of the resulting edge-colored directed graph are
called J-components of R. For any t in R and any J ⊂ I, we let compJ(t) denote the J-component of
R containing t. The dual R∗ is the edge-colored directed graph whose vertex set Vertices(R∗) is the
set of symbols {t∗}t∈R together with colored edges Edgesi(R
∗) := {t∗
i
→ s∗ | s
i
→ t ∈ Edgesi(R)} for
each i ∈ I. Let Q be another edge-colored directed graph with edge colors from I. If R and Q have
disjoint vertex sets, then the disjoint sum R⊕Q is the edge-colored directed graph whose vertex set
is the disjoint union Vertices(R) ∪ Vertices(Q) and whose colored edges are Edgesi(R) ∪ Edgesi(Q)
for each i ∈ I. If Vertices(Q) ⊆ Vertices(R) and Edgesi(Q) ⊆ Edgesi(R) for each i ∈ I, then Q
is an edge-colored subgraph of R. Let R ×Q denote the edge-colored directed graph whose vertex
set is the Cartesian product {(s, t)|s ∈ R, t ∈ Q} and with colored edges (s1, t1)
i
→ (s2, t2) if and
only if s1 = s2 in R with t1
i
→ t2 in Q or s1
i
→ s2 in R with t1 = t2 in Q. Two edge-colored
directed graphs are isomorphic if there is a bijection between their vertex sets that preserves edges
and edge colors. If R is an edge-colored directed graph with edges colored by the set I, and
if σ : I −→ I ′ is a mapping of sets, then we let Rσ be the edge-colored directed graph with
Vertices(Rσ) := Vertices(R), Edges(Rσ) := Edges(R), and edge colorRσ := σ ◦ edge colorR. We call
Rσ a recoloring of R. Observe that (R∗)σ ∼= (Rσ)∗. We similarly define a vertex-colored directed
graph with a function vertex colorR : Vertices(R) −→ I that assigns colors to the vertices of R. In
this context, we speak of the dual vertex-colored directed graph R∗, the disjoint sum of two vertex-
colored directed graphs with disjoint vertex sets, isomorphism of vertex-colored directed graphs,
recoloring, etc.
If “≤” is a partial ordering on the vertex set Vertices(R) and if R is the order diagram for this
poset, then we identify this partially ordered set with the graph R and call R an edge-colored (resp.
vertex-colored) poset. In such an edge-colored poset R, by definition we have x
i
→ y for vertices x
and y and some color i ∈ I only if y covers x, i.e. x < y with respect to the partial ordering on
V(R) and for any other vertex z we have x = z or z = y whenever x ≤ z ≤ y. In this case, we say
that x is below y and is a descendant of y and that y is above x and is an ancestor of x. In figures,
when such an edge is depicted without an arrowhead, the implied direction is “up.”
For the next three paragraphs, regard R to be a poset that is edge-colored by a set I. A
path from s to t in R is a sequence P = (s = x0,x1, . . . ,xk = t) such that for 1 ≤ j ≤ k we
have either xj−1
ij
→ xj or xj
ij
→ xj−1, where (ij)
k
j=1 is a sequence of colors from I. This path
has length k, written path length(P), and we allow paths to have length 0. For any i ∈ I, we let
ai(P) := |{j ∈ {1, 2, . . . , k} |xj−1
ij
→ xj in P and ij = i}| (a count of “ascending” edges of color i in
the path) and di(P) := |{j ∈ {1, 2, . . . , k} |xj
ij
→ xj−1 in P and ij = i}| (a count of “descending”
edges of color i). Of course, path length(P) =
∑
i∈I(ai(P) + di(P)). Say P is simple if each vertex
appearing in the path appears exactly once. If s and t are within the same connected component
of R, then the distance dist(s, t) between s and t is the minimum length achieved when all paths
from s to t in R are considered; any minimum-length-achieving path is shortest. Our poset R has
2
Figure 1: A vertex-colored poset P and an edge-colored distributive lattice L.
(The set of vertex colors for P and the set of edge colors for L are {1,2}.)
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is an edge-colored subgraph of the order diagram
for R, then i = l and j = k.
A simple path P in R is a mountain path from s to t if for some j ∈ {0, 1, . . . , k} and u := xj
we have s = x0 → x1 → · · · → u← · · · ← xk = t (with edge colors suppressed), in which case we
call u the apex of the mountain path. Similarly, the simple path P is a valley path from s to t if
for some j ∈ {0, 1, . . . , k} and v := xj we have s = x0 ← x1 ← · · · ← v → · · · → xk = t (with
edge colors suppressed), in which case we call v the nadir of the mountain path. Our poset R is
topographically balanced if (1) whenever v → s and v → t for distinct s and t in R, then there
exists a unique u in R such that s→ u and t→ u, and (2) whenever s→ u and t→ u for distinct
s and t in R, then there exists a unique v in R such that v → s and v → t. Informally, this just
says that any length two mountain path that is not a chain is uniquely balanced by a length two
valley path that is not a chain, and vice-versa.
A rank function on R is a surjective function ρ : R −→ {0, . . . , l} (where l ≥ 0) with the property
that if s→ t in R, then ρ(s) + 1 = ρ(t). If such a rank function ρ exists, then R is a ranked poset
and l is the length of R with respect to ρ. A ranked poset that is connected has a unique rank
function. In this setting, for any path P from s to t, we have
ρ(t)− ρ(s) =
∑
i∈I
(ai(P)− di(P)),
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Figure 2: L∗ and (L∗)σ for the lattice L from Figure 1.
(Here σ(1) = α and σ(2) = β.)
L∗
s
s s
s s s
s s s
s s s
s s
s❅
❅
❅
❅
2
 
 
 
 
1
❅
❅
❅
❅
2
 
 
 
 
1
❅
❅
❅
❅
2
 
 
 
 
2
 
 
 
 
1
❅
❅
❅
❅
2 1
 
 
 
 
2
❅
❅
❅
❅
2
1
 
 
 
 2
❅
❅
❅
❅
2
 
 
 
 
2
1
❅
❅
❅
❅2
❅
❅
❅
❅
1
 
 
 
 
2 1
❅
❅
❅
❅
2
 
 
 
 
2
❅
❅
❅
❅
1
(L∗)σ
s
s s
s s s
s s s
s s s
s s
s❅
❅
❅
❅
β
 
 
 
 
α
❅
❅
❅
❅
β
 
 
 
 
α
❅
❅
❅
❅
β
 
 
 
 
β
 
 
 
 
α
❅
❅
❅
❅
β α
 
 
 
 
β
❅
❅
❅
❅
β
α
 
 
 
 β
❅
❅
❅
❅
β
 
 
 
 
β
α
❅
❅
❅
❅β
❅
❅
❅
❅
α
 
 
 
 
β α
❅
❅
❅
❅
β
 
 
 
 
β
❅
❅
❅
❅
α
which serves as an expression for the rank of t whenever ρ(s) = 0.
A lattice is a poset for which any two elements s and t have a unique least upper bound s ∨ t
(the join of s and t) and a unique greatest lower bound s ∧ t (the meet of s and t). A lattice L
is necessarily connected, and finiteness implies that there is a unique maximal element max(L)
and a unique minimal element min(L). Associativity of the meet and join operations follow easily
from transitivity and antisymmetry of the partial order on L. That is, for any r, s, t ∈ L, we have
r∧ (s ∧ t) = (r ∧ s) ∧ t and r∨ (s ∨ t) = (r ∨ s) ∨ t. Thus, for a nonempty subset S of L, the meet
∧s ∈ S(s) and the join ∨s ∈ S(s) are well-defined. We take ∧s ∈ S(s) =max(L) and ∨s ∈ S(s) =min(L)
if S is empty. A lattice L is modular if it satisfies either of the equivalent conditions from the first
Figure 3: The disjoint sum of the 2-components
of the edge-colored lattice L from Figure 1.
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sentence of the following theorem, a result which has precursors in Section 3 of [HG] and Section
3.3 of [Stan].
Proposition 1 A lattice L (possibly edge-colored) is topographically balanced if and only if L is
ranked with unique rank function ρ satisfying
2ρ(s ∨ t)− ρ(s)− ρ(t) = ρ(s) + ρ(t)− 2ρ(s ∧ t)
for all s, t ∈ L. Assume now that these equivalent conditions hold. Let l be the length of L with
respect to ρ, and let P be a shortest path in L from an element s to an element t. Then
dist(s, t) = length(P) = 2ρ(s ∨ t)− ρ(s)− ρ(t) = ρ(s) + ρ(t)− 2ρ(s ∧ t).
In particular, any mountain path from s to t whose apex is s ∨ t is a shortest path from s to
t, as is any valley path from s to t whose nadir is s ∧ t. Moreover, we have dist(s, t) ≤ l and
dist(min(L),max(L)) = l.
Proof. The equivalence asserted in the first sentence of the proposition follows from Section
3.3 of [Stan] (see Proposition 3.3.2 of that text and the subsequent paragraphs). Assuming L
is modular, we now establish the second claim of the proposition statement. Suppose a path
P = (x0 = s,x1, . . . ,xk−1,xk = t) from s to t is shortest. Clearly P is simple, else P could not be
shortest. Using the following algorithm, we modify P to create a mountain path Pmountain from s
to t:
1. If there is no j ∈ {1, 2, . . . , k − 1} such that xj−1 ← xj → xj+1, then return P as Pmountain.
2. Otherwise, let j ∈ {1, 2, . . . , k−1} be least such that xj−1 ← xj → xj+1. (a) If x = xj−2 is the
unique element of R such that xj−1 → x← xj+1, then form a new path P
′ by deleting xj−1
and xj from P; re-label indices so that the index for each vertex in P
′ is from {0, 1, . . . , k′}
with k′ := k − 2. (b) If x = xj+2 is the unique element of R such that xj−1 → x ← xj+1,
then form a new path P ′ by deleting xj and xj+1 from P; re-label indices so that the index
for each vertex in P ′ is from {0, 1, . . . , k′} with k′ := k − 2. (c) Else, form a new path P ′ by
replacing xj with the unique x
′
j for which xj−1 → x
′
j ← xj+1, and set k
′ := k.
3. Return to the first step of the process, using P ′ as P and k′ as k.
The “mountain-ization” Pmountain has the obvious properties that it is a simple mountain path from
s to t and that path length(P) ≥ path length(Pmountain). But since P was assumed to be shortest,
we must have path length(P) = path length(Pmountain). Now, any mountain path from s to t that
ascends from s to s ∨ t and then descends to t will have length
[ρ(s ∨ t)− ρ(s)] + [ρ(s ∨ t)− ρ(t)] = 2ρ(s ∨ t)− ρ(s)− ρ(t),
hence path length(P) ≤ 2ρ(s ∨ t) − ρ(s) − ρ(t). Let u be the apex of Pmountain. Of course,
s ≤ u and t ≤ u, so therefore s ∨ t ≤ u, and hence ρ(s ∨ t) ≤ ρ(u). Since path length(P) =
path length(Pmountain) = 2ρ(u)−ρ(s)−ρ(t), then we must have ρ(u) ≤ ρ(s∨t). From ρ(u) ≤ ρ(s∨t)
and ρ(u) ≥ ρ(s ∨ t) it follows that ρ(u) = ρ(s ∨ t). Thus path length(P) = 2ρ(s ∨ t) − ρ(s) −
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ρ(t). Via an entirely similar process, we can use the “valley-ization” Pvalley of P to establish
that path length(P) = ρ(s) + ρ(t) − 2ρ(s ∧ t); of course this also follows from the fact that in the
modular lattice L, we have 2ρ(s∨ t)− ρ(s)− ρ(t) = ρ(s)+ ρ(t)− 2ρ(s∧ t). That is, we have shown
dist(s, t) = path length(P) = 2ρ(s ∨ t)− ρ(s)− ρ(t) = ρ(s) + ρ(t)− 2ρ(s ∧ t).
In the previous paragraph, we observed that for any mountain path Q from s to t with apex
s ∨ t, we have path length(Q) = 2ρ(s ∨ t) − ρ(s) − ρ(t). Thus Q is a shortest path from s to t.
Argue similarly that if R is any valley path from s to t with nadir s∧ t, then R is shortest as well.
To prove that dist(s, t) ≤ l, it suffices to consider the following cases: (a) l − ρ(s) − ρ(t) ≤ 0
and (b) l − ρ(s) − ρ(t) > 0. In case (a), we have dist(s, t) = 2ρ(s ∨ t) − ρ(s) − ρ(t) = [ρ(s ∨ t) −
ρ(s)] + [ρ(s ∨ t) − ρ(t)] ≤ [l − ρ(s)] + [l − ρ(t)] = l + [l − ρ(s) − ρ(t)] ≤ l. In case (b), we have
dist(s, t) = ρ(s)+ρ(t)−2ρ(s∧t) = [ρ(s)−ρ(s∧t)]+[ρ(t)−ρ(s∧t)] ≤ ρ(s)+ρ(t) < l. This completes
our case analysis proof that dist(s, t) ≤ l. To close the proof, we note that dist(min(L),max(L)) =
2ρ(min(L) ∨max(L))− ρ(max(L))− ρ(min(L)) = 2l − l − 0 = l.
A lattice L is distributive if for any r, s, and t in L it is the case that r∨(s∧t) = (r∨s)∧(r∨t) and
r∧(s∨t) = (r∧s)∨(r∧t). Given the easy observation that a distributive lattice is topographically
balanced, the following standard result can be viewed as a corollary of Proposition 1.
Corollary 2 Any distributive lattice is modular.
Proof. Let L be a distributive lattice. By Proposition 1, it suffices to show that L has no
open vees. Suppose r → s and r → t for r, s, t ∈ L with s 6= t. Then clearly r = s ∧ t. We
will show that s → (s ∨ t) and t → (s ∨ t). So suppose s ≤ x ≤ (s ∨ t). Now (x ∧ t) ≤ t.
Since (s ∧ t) ≤ s ≤ x and (s ∧ t) ≤ t, then (s ∧ t) ≤ (x ∧ t). So, (s ∧ t) ≤ (x ∧ t) ≤ t. Then
(s ∧ t) = (x ∧ t) or (x ∧ t) = t. If (x ∧ t) = t, then t ≤ x; together with s ≤ x, we get
(s ∨ t) ≤ x. But x ≤ (s ∨ t), so we have x = (s ∨ t). On the other hand, if (s ∧ t) = (x ∧ t), then
x = x∨ (s∧ t) = (x∨ s)∧ (x∨ t) = x∧ (s∨ t) = (x∧ s)∨ (x∧ t) = s∨ (s∧ t) = s. So, s→ (s∨ t).
Similarly, t → (s ∨ t). If s → u and t → u for some u ∈ L, then we must have (s ∨ t) ≤ u. But
now the facts that s < (s ∨ t) ≤ u and s → u require that (s ∨ t) = u. So, s ∨ t is the unique
element u of L for which s → u and t → u. One similarly sees that if s→ u and t → u for some
s, t,u ∈ L with s 6= t, then there exists a unique r ∈ L for which r→ s and r→ t.
The next proposition shows how the modular lattice and diamond-coloring properties can in-
teract. It is a utility that aids in proofs of other results (e.g. Theorem 11 and Proposition 13) and
helps in analyzing movement between vertices in diamond-colored modular lattices (e.g. computing
the rank of an element).
Proposition 3 Let L be a modular lattice that is diamond-colored by a set I. Suppose s ≤ t.
Suppose P = (s = r0
i1→ r1
i2→ r2
i3→ · · ·
ip−1
→ rp−1
ip
→ rp = t) and Q = (s = r
′
0
j1
→ r′1
j2
→ r′2
j3
→
· · ·
jq−1
→ r′q−1
jq
→ r′q = t) are two paths from s up to t. Then, p = q and ai(P) = ai(Q) for all i ∈ I.
Moreover, if r1 and r
′
p−1 are incomparable, then i1 = jp.
Proof. Since L is ranked, then p = q. We use induction on the length p of the given paths to prove
both claims of the lemma statement. If p = 0, then there is nothing to prove. For our induction
hypothesis, we assume the theorem statement holds whenever p ≤ m for some nonnegative integer
m. Suppose now that p = m+ 1. We consider two cases: (1) rp−1 = r
′
p−1 and (2) rp−1 6= r
′
p−1. In
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case (1), the induction hypothesis applies to the paths s = r0
i1→ r1
i2→ r2
i3→ · · ·
ip−1
→ rp−1 = r
′
p−1
and s = r′0
j1
→ r′1
j2
→ r′2
j3
→ · · ·
jp−1
→ r′p−1 = rp−1. It follows that {i1, i2, . . . , ip−1} = {j1, j2, . . . , jp−1}.
Since in this case we have ip = jp, we conclude that {i1, i2, . . . , ip−1, ip} = {j1, j2, . . . , jp−1, jp}.
Also in this case, r1 ≤ rp−1 = r
′
p−1. So r1 and r
′
p−1 are comparable.
In case (2), rp−1 6= r
′
p−1. Let x := rp−1∧r
′
p−1. Since s ≤ rp−1 and s ≤ r
′
p−1, it follows that s ≤ x.
Consider a path s = r′′0
k1→ r′′1
k2→ r′′2
k3→ · · ·
kp−3
→ r′′p−3
kp−2
→ r′′p−2 = x. Since L is a diamond-colored
modular lattice, we have x
jp
→ rp−1 and x
ip
→ r′p−1. Then by the induction hypothesis, we have
{k1, k2, . . . , kp−2, jp} = {i1, i2, . . . , ip−2, ip−1} and {k1, k2, . . . , kp−2, ip} = {j1, j2, . . . , jp−2, jp−1}.
Then, {i1, i2, . . . , ip−2, ip−1, ip} = {k1, k2, . . . , kp−2, ip, jp} = {j1, j2, . . . , jp−2, jp−1, jp}, as desired.
Now suppose that r1 and r
′
p−1 are incomparable. Suppose r1 and x are comparable. Then it must
be the case that x < r1. (Else, r1 ≤ x and x ≤ r
′
p−1 means r1 and r
′
p−1 are comparable.) Since
rp−1 6= r
′
p−1, then p ≥ 2. If p ≥ 3, then ρ(r1) ≤ ρ(t) − 2, while ρ(x) = ρ(t) − 2. This contradicts
the fact that x < r1, so when r1 and x are comparable, it must be the case that p = 2. If p = 2,
then x = s and we have the diamond
r
r
r
r 
❅
❅
 i1 j1
ip jp
s
r
′
p−1
t
rp−1 in L. From the diamond coloring property,
we conclude that i1 = jp. Suppose now that r1 and x are incomparable. Then we can apply the
induction hypothesis to the paths s = r′′0
k1→ r′′1
k2→ r′′2
k3→ · · ·
kp−3
→ r′′p−3
kp−2
→ r′′p−2 = x
jp
→ rp−1 and
s = r0
i1→ r1
i2→ r2
i3→ · · ·
ip−1
→ rp−1. From this, we see that i1 = jp. This completes the induction
step, and the proof.
The following discussion of diamond-colored distributive lattices and certain related vertex-
colored posets encompasses the classical uncolored situation (see for example §3.4 of [Stan]). These
concepts have antecedents in the literature in work of Proctor, Stembridge, and Green, among
others (see e.g. [Pr1], [Pr2], [Stem2], [Stem1], [Gr], [Don2], [ADLP], [ADLMPPW]), although there
seems to be no standard treatment of these ideas.
A diamond-colored distributive lattice can be constructed as follows. Let P be a poset with
vertices colored by a set I. An order ideal x from P is a vertex subset of P with the property that
u ∈ x whenever v ∈ x and u ≤ v in P . Let L be the set of order ideals from P . For x,y ∈ L,
write x ≤ y if and only if x ⊆ y (subset containment). With respect to this partial ordering, L is a
distributive lattice: x∨y = x∪y (set union) and x∧y = x∩y (set intersection) for all x,y ∈ L. One
can easily see that x→ y in L if and only if x ⊂ y (proper containment) and y \ x = {v} for some
maximal element v of y (with y thought of as a subposet of P in the induced order). In this case,
we declare that edge colorL(x→ y) := vertex colorP (v), thus making L an edge-colored distributive
lattice. One can easily check that L has the diamond-coloring property. The diamond-colored
distributive lattice just constructed is given special notation: we write L := Jcolor(P ). Note that if
P ∼= Q as vertex-colored posets, then Jcolor(P ) ∼= Jcolor(Q) as edge-colored posets. Moreover, L is
ranked with rank function given by ρ(t) = |t|, the number of elements in the subset t from P . In
particular, the length of L is |P |.
The process described in the previous paragraph can be reversed. Given a diamond-colored
distributive lattice L, an element x is join irreducible if x 6= min(L) and whenever x = y ∨ z
7
Figure 4: The lattice L from Figure 1 recognized as Jcolor(P ).
(In this figure, each order ideal from P is identified by the indices of its maximal vertices.
For example, 〈2, 3〉 in L denotes the order ideal {v2, v3, v4, v5, v6} from P .
A join irreducible in L is an order ideal 〈k〉 from P whose only maximal element is vk.)
P ∼= jcolor(L)
sv6 2
sv5 1
sv4 1
sv3 1
sv2 2
sv1 2
 
 
 
 
 
 
 
 
 
❅
❅
❅
❅
❅
❅ ❅
❅
❅
L ∼= Jcolor(P )
❅
❅
❅
❅
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
 
 
 
 
 
 
 
 
 
❅
❅
❅
❅
 
 
 
 
 
 
 
 
 
❅
❅
❅
❅
❅
❅
❅
❅
❅
 
 
 
 
 
 
 
 
 
❅
❅
❅
❅
❅
❅
❅
❅
❅
s〈1, 3〉
s〈2, 3〉 s 〈1, 6〉
s〈3〉 s 〈2, 4, 6〉 s 〈1〉
s〈4, 6〉 s 〈2, 6〉 s 〈2, 4〉
s〈5, 6〉 s 〈4〉 s 〈2〉
s〈6〉 s 〈5〉
s ∅
2 1
2 1 2 2
21 1 2 2
1
2
2 2
1
2
1 12 2
2 1
then x = y or x = z. One can see that x is join irreducible if and only if x covers precisely
one other vertex in L, i.e. |{x′ |x′ → x}| = 1. Let P be the set of all join irreducible elements
of L together with the induced partial ordering. Color the vertices of the poset P by the rule:
vertex colorP (x) := edge colorL(x
′ → x). We call P the vertex-colored poset of join irreducibles
and denote it by P := jcolor(L). If K ∼= L is an isomorphism of diamond-colored lattices, then
jcolor(K) ∼= jcolor(L) is an isomorphism of vertex-colored posets.
What follows is a dual to the above constructions of diamond-colored distributive lattices. A
filter from a vertex-colored poset P is a subset x with the property that if u ∈ x and u ≤ v in P
then v ∈ x. Note that for x ⊆ P , x is a filter if and only if the set complement P \ x is an order
ideal. Now partially order all filters from P by reverse containment: x ≤ y if and only if x ⊇ y for
filters x,y from P . The resulting partially ordered set L is a distributive lattice. Color the edges
of L as in the case of order ideals. The result is a diamond-colored distributive lattice which we
denote by L = Mcolor(P ). In the other direction, given a diamond-colored distributive lattice L,
we say x ∈ L is meet irreducible if and only if x 6=max(L) and whenever x = y ∧ z then x = y or
x = z. One can see that x is meet irreducible if and only if x is covered by exactly one other vertex
in L. Now consider the set P of meet irreducible elements in L with the order induced from L.
Color the vertices of P in the same way we colored the vertices of the poset of join irreducibles. The
vertex-colored poset P is the poset of meet irreducibles for L. In this case, we write P =mcolor(L).
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We have Mcolor(P ) ∼= Mcolor(Q) if P and Q are isomorphic vertex-colored posets. We also have
mcolor(L) ∼=mcolor(K) if L and K are isomorphic diamond-colored distributive lattices.
We encapsulate and modestly extend the discussion of the preceding paragraphs in the following
proposition.
Proposition 4 (1) Let L be a distributive lattice diamond-colored by a set I. By definition,
jcolor(L) (respectively, mcolor(L)) is the poset of join (resp. meet) irreducible elements of L with
the induced order from L; if x is join (respectively, meet) irreducible in L and x′ is the unique
element in L which is covered by (resp. covers) x, then by definition vertex color(x) = i in jcolor(L)
(respectivelymcolor(L)) if and only if x
′ i→ x (resp. x
i
→ x′) in L. So, each of jcolor(L) andmcolor(L)
are vertex-colored by the set I. If L has length l with respect to its rank function, then each of
these posets has l elements.
(2) If a poset P is vertex-colored by a set I, then Jcolor(P ) and Mcolor(P ) are distributive lat-
tices that are diamond-colored by the set I. In particular, for x and y in Jcolor(P ) (respectively,
Mcolor(P )), by definition we have x ≤ y if and only if x ⊆ y (resp. x ⊇ y) when each of x and y
is viewed as an order ideal (resp. filter) taken from P , and moreover, the join and meet of these
two elements of Jcolor(P ) (resp. Mcolor(P )) is given by x ∨ y = x ∪ y and x ∧ y = x ∩ y (resp.
x ∨ y = x ∩ y and x ∧ y = x ∪ y). If P has l elements, then each of Jcolor(P ) and Mcolor(P ) has
length l with respect to its rank function. We have by definition x
i
→ y in Jcolor(P ) if and only
if x ⊂ y (proper containment) and y \ x = {u} where vertex colorP (u) = i; similarly x
i
→ y in
Mcolor(P ) if and only if x ⊃ y (proper containment) and x \ y = {v} where vertex colorP (v) = i.
Moreover, for any order ideal x from P , the rank of x in Jcolor(P ) is |x|, that is, the size of x as
a subset of P ; similarly, for any filter x′ from P , the rank of x′ in Mcolor(P ) is l − |x
′|. Viewed
as an element of Jcolor(P ) (respectively, Mcolor(P )), an order ideal (resp. filter) x from P is above
(resp. below) an edge of color i if and only if x has a maximal (resp. minimal) element of color i.
Finally, the unique maximal element of Jcolor(P ) (respectively Mcolor(P )) is P (resp. ∅) and the
unique minimal element is ∅ (resp. P ).
Proof. The only claim in the proposition statements that does not follow directly from the set-
up preceding the proposition is the last sentence of part (1). This is a straightforward consequence
of the fundamental theorem of finite distributive lattices (e.g. Theorem 3.4.1 of [Stan]).
Alternatively, this can be deduced directly from our set-up. Here we outline how one can show
by induction on l that |jcolor(L)| = l when L is any length l diamond-colored distributive lattice
and l ≥ 1. If l = 1, then any diamond-colored distributive lattice L is a two-element chain and
max(L) is its only join irreducible element (i.e. |jcolor(L)| = 1), thus establishing the basis step of
the induction argument. Now suppose for some integer l ≥ 1 and any integer k with 1 ≤ k ≤ l, we
have |jcolor(K)| = k whenever K is a diamond-colored distributive lattice whose length is k. Let L
be a diamond-colored distributive lattice with length l+1. Let J := jcolor(L) = {x1,x2, . . . ,xp} be
the set of all join irreducible elements in L indexed in such a way that xp is maximal in comparison
to the other join irreducibles. By induction on the rank of elements of L, it can be seen that for any
t ∈ L, there is a subset T of J such that t = ∨y ∈ T y. Then, m := max(L) = ∨y ∈ Jy. Next, we
make an observation about join irreducible elements of a distributive lattice: If x ∈ J and if x 6≤ s
and x 6≤ t for some given elements s and t in L, then x 6≤ x∨ t. (To see this, note contrapositively
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that if x ≤ s∨t, then the facts that x is a join irreducible and that (x∧s)∨ (x∧t) = x∧ (s∨t) = x
imply that x ∧ s = x or x ∧ t = x, i.e. x ≤ s or x ≤ t.) Let J ′ := J \ {xp} and set m
′ := ∨y ∈ J ′y.
Based on the preceding observation, it is easy to argue that xp 6≤ m
′, so m′ < m. Suppose now
that m′ < t ≤ m, where t = ∨y ∈ T y for some subset T of J . We must have xp ∈ T , else t ≤ m
′;
but the fact that xq ≤m
′ < t for each q ∈ {1, . . . , p− 1} implies that m = ∨y ∈ Jy ≤ t, so t = m.
That is, m′ → m. Now note that K := {y ∈ L |y ≤ m′} can be viewed as a diamond-colored
distributive lattice of length l whose join irreducible elements are precisely those of the set J ′.
Then p − 1 = l by our inductive hypothesis. So |jcolor(L)| = p = l + 1, completing the induction
argument.
Example 5 Let P be an antichain whose elements all have the same color. Then the elements of
L := Jcolor(P ) are just the subsets of P . In particular, |L| = 2
|P |. Moreover, the rank ρL(t) of a
subset t from P is just |t|. The join irreducible elements of L are just the singleton subsets of P .
Covering relations in L are easy to describe: s→ t if and only if t is formed from s by adding to s
exactly one element from P \ s. Any such lattice L is called a Boolean lattice.
The following theorem shows that the operations Jcolor (respectively, Mcolor) and jcolor (re-
spectively, mcolor) are inverses in a certain sense. This is a straightforward generalization of the
fundamental theorem of finite distributive lattices (e.g. Theorem 3.4.1 of [Stan]).
Theorem 6 (Fundamental Theorem of Finite Diamond-colored Distributive Lattices)
(1) Let L be a diamond-colored distributive lattice. Then
L ∼= Jcolor(jcolor(L)) ∼=Mcolor(mcolor(L)).
(2) Let P be a vertex-colored poset. Then
P ∼= jcolor(Jcolor(P )) ∼=mcolor(Mcolor(P )).
Proof. For (1), let P := jcolor(L). Let min = min(L) be the unique minimal element of L.
For any x ∈ L set Ix := {y ∈ P |y ≤L x}. Observe that Ix is an order ideal from P . Clearly
∨y∈Ix(y) ≤L x. We claim that x = ∨y∈Ix(y). To see this we induct on the rank of x. (That L
is ranked is a consequence of Corollary 2.) If x = min, then Ix = ∅, so the desired result follows.
For our induction hypothesis, we suppose that z = ∨y∈Iz(y) for all z with ρ(z) ≤ k for some
integer k ≥ 0. Suppose now that x ∈ L with ρ(x) = k + 1. First, consider the case that x is join
irreducible. Then x ∈ Ix, so the result x = ∨y∈Ix(y) follows immediately. Now suppose x is not
join irreducible. Then we may write x = s∨t for some s 6= x 6= t. Since s ≤L (s∨t) and t ≤L (s∨t),
then s <L x and t <L x. In particular, ρ(s) ≤ k and ρ(t) ≤ k. So the induction hypothesis applies
to s and t. That is, s = ∨y∈Is(y) and t = ∨y∈It(y). Note also that (Is ∪ It) ⊆ Ix. Then,
x = s ∨ t = ∨y∈(Is∪It)(y) ≤L ∨y∈Ix(y) ≤L x,
so we have equality all the way through. That is, ∨y∈Ix(y) = x.
We also claim that for any x ∈ L, if x = ∨y∈I(y) for some order ideal I from P , then I = Ix
and |Ix| = ρ(x). To see this, we use induction on the rank of x. When ρ(x) = 0, then x =min. In
this case, if x = ∨y∈I(y) for some order ideal I from P , then it must be the case that I = ∅, hence
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I = Ix and |Ix| = ρ(x). For our induction hypothesis, suppose the claim holds for all elements
of L with rank no more than k for some positive integer k. Next suppose that for some x ∈ L we
have ρ(x) = k + 1 and x = ∨y∈I(y) for some order ideal I from P . Choose a maximal element
z in I. Then let J := I \ {z}. Clearly J is an order ideal from P . Let x′ := ∨y∈J (y). Clearly
x′ ≤L x. In order to apply the induction hypothesis to x
′, we need x′ <L x. Suppose otherwise,
so x′ = x. Then x′ 6= min, and hence J 6= ∅. Further, x′ = x = z ∨ (∨y∈J (y)) = z ∨ x
′ implies
that z ≤L x
′. So z ∧ x′ = z. But then z = z ∧ x′ = z ∧ (∨y∈J (y)) = ∨y∈J (z ∧ y). Since z is
join irreducible, then z ∧ y = z for some y ∈ J . Then we have z ≤L y. But z was chosen to be
maximal in I, and hence z 6≤L w for all w ∈ J = I \ {z}. This is a contradiction, so we conclude
that x′ <L x. Then ρ(x
′) < ρ(x), so the induction hypothesis applies to x′. We get J = Ix′ . In
particular, |I| = |Ix′ | + 1. Applying this reasoning to the particular order ideal Ix we conclude
that |Ix| = |Ix′ |+ 1. Of course if t ∈ I, then by definition t ≤L x. Hence t ∈ Ix. This shows that
I ⊆ Ix. Since |I| = |Ix|, we conclude that I = Ix. Next suppose x
′ <L x
′′ <L x for some x
′′ ∈ L.
Then Ix′ ⊂ Ix′′ ⊂ Ix, both proper containments. (Otherwise, x
′ = ∨y∈Ix′ (y) = ∨y∈Ix′′ (y) = x
′′,
etc.) So |Ix′ | < |Ix′′ | < |Ix|. But |Ix′ |+ 1 = |Ix|, so both of the preceding inequalities cannot be
strict. We conclude that there is no x′′ ∈ L for which x′ <L x
′′ <L x. That is, x covers x
′. By the
inductive hypothesis we have ρ(x′) = |Ix′ |. So ρ(x) = ρ(x
′) + 1 = |Ix′ |+ 1 = |Ix|. This completes
the proof of our claim.
Now consider the function φ : L → Jcolor(P ) defined by φ(x) := Ix. We show that φ is a
bijection. If Is = It, then s = ∨y∈Is(y) = ∨y∈It(y) = t. In particular, φ is injective. Now suppose
I is an order ideal from P . Let x := ∨y∈I(y). By the preceding paragraph, I = Ix. So, φ is
surjective.
We wish to show that s
i
→ t in L if and only if Is
i
→ It in Jcolor(P ). First, suppose s
i
→ t in L.
It follows from the definitions that Is ⊆ It. Now s 6= t since t covers s in L. Since Is = φ(s) and
It = φ(t) and φ is injective, then Is 6= It. So Is ⊂ It is a proper containment. Suppose Is ⊆ I ⊆ It.
Since φ is surjective, then I = Ix for some x ∈ L. But then ∨y∈Is(y) ≤L ∨y∈Ix(y) ≤L ∨y∈It(y),
and hence s ≤L x ≤L t. Since t covers s, then s = x or x = t. Hence Is → It in Jcolor(P ).
In particular, there is some z ∈ P such that Is = It \ {z}. Moreover, by the definition of Jcolor,
Is
j
→ It in Jcolor(P ) where j = vertex colorP (z). Now j is just the color of the edge z
′ j→ z for the
unique descendant z′ of z in L. If z = t, then necessarily z′ = s, and so j = i.
So now suppose that z 6= t. So we have z <L t, and hence Iz ⊂ It. We claim that z
′ ≤L s. To see
this, apply the reasoning of the preceding paragraph to conclude that Iz′ ⊂ Iz with Iz = Iz′ ∪{z}.
It follows that Iz′ ⊂ It. Since z 6∈ Iz′ , Iz ⊂ It, and Is = It \ {z}, we get Iz′ ⊆ Is. Then
z′ = ∨y∈Iz′ (y) ≤L ∨y∈Is(y) = s. Since z
′ ≤L s, there is a path z
′ = z′0
i1→ z′1
i2→ · · ·
ip
→ z′p = s in L
from z′ up to s. Since z′
j
→ z and z′
i1→ z′1 and since L has no open vees, then there is a unique z1
such that z → z1 and z
′
1 → z1. Since L is diamond-colored, then z
i1→ z1 and z
′
1
j
→ z1. Continue
in this way, eventually obtaining a path z = z0
i1→ z1
i2→ · · ·
ip
→ zp with z
′
q
j
→ zq for 0 ≤ q ≤ p.
In particular, s ≤L zp and z ≤L zp, so s ∨ z ≤L zp. We claim that z and s are not comparable.
Otherwise, s ≤L z or z ≤L s. In the latter case, we would have z ∈ Is, which is not true. In the
former case, s ≤L z <L t. Since t covers s, then we must have s = z. But then z ∈ Is, which is not
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true. Since s and z are not comparable, then s < s ∨ z. Since s ∨ z ≤L zp and s
j
→ zp, it follows
that zp = s ∨ z. But s ∨ z = (∨y∈Is(y)) ∨ z = t, and hence t ≤ zp. Since s is covered by both zp
and t, this can only mean that zp = t. Hence j = i. So Is
i
→ It in Jcolor(P ).
On the other hand, suppose Is
i
→ It in Jcolor(P ). Then Is = Is \ {z} for some z ∈ P , where
i = vertex color(z). That is, z′
i
→ z in L, where z′ is the unique descendant of z in L. Then s <L t.
Since ρ(s) = |Is| and ρ(t) = |It|, the s→ t. Let j be the color of this edge, so s
j
→ t. The preceding
two paragraphs showed that we must have Is
j
→ It. Then i = j.
We conclude that φ is an edge and edge-color preserving bijection from L to Jcolor(jcolor(P )).
The argument that L ∼=Mcolor(mcolor(P )) is entirely similar. This completes the proof of (1).
For (2), we only show P ∼= jcolor(Jcolor(P )) since the argument that P ∼= mcolor(Mcolor(P )) is
entirely similar. Let L := Jcolor(P ), and let Q := jcolor(L). For any v ∈ P , let 〈v〉 := {u ∈ P |u ≤P
v}. Observe that 〈v〉 is an order ideal with v as its unique maximal element. It follows that for an
order ideal I from P we have I → 〈v〉 in L if and only if I = 〈v〉\{v}. Hence, 〈v〉 is join irreducible
in L. So we define a mapping ψ : P → Q by ψ(v) := 〈v〉.
We claim that ψ is a bijection. Indeed, if ψ(u) = ψ(v) for u, v ∈ P , then 〈u〉 = 〈v〉. But then
u ≤P v and v ≤P u. Therefore u = v, and hence ψ is injective. On the other hand, if I is an order
ideal from P that is join irreducible in L, then I must have a unique maximal element, say v. But
then I = 〈v〉 = ψ(v), so ψ is injective.
Finally we show ψ preserves edges and vertex colors. If u → v in P , then 〈u〉 <Q 〈v〉. Now if
〈u〉 ≤Q 〈z〉 ≤Q 〈v〉, it follows that u ≤P z ≤P v. Since v covers u in P , then u = z or z = v, and
hence 〈u〉 = 〈z〉 or 〈z〉 = 〈v〉. That is, u → v in P implies that ψ(u) → ψ(v) in Q. Conversely, if
〈u〉 → 〈v〉 in Q, then we must have u <P v in P . Suppose u ≤P z ≤P v. Then one easily sees that
〈u〉 ≤Q 〈z〉 ≤P 〈v〉, and hence 〈u〉 = 〈z〉 or 〈z〉 = 〈v〉. Then u = z or z = v. That is, ψ(u) → ψ(v)
in Q implies that u→ v in P . As for vertex colors, observe that vertex colorP (v) = i if and only if
〈v〉 \ {v}
i
→ 〈v〉 in L if and only if vertex colorQ(ψ(v)) = i. This completes the proof.
Corollary 7 An edge-colored distributive lattice L is isomorphic to Jcolor(P ) or Mcolor(P ) for
some vertex-colored poset P if and only if L is diamond-colored.
Proof. The “only if” direction was observed in the paragraphs preceding Proposition 4. For
the “if” direction, we get L ∼= Jcolor(P ) ∼= Mcolor(Q) from Theorem 6, where P := jcolor(L) and
Q :=mcolor(L).
The next corollary states for the record how Jcolor, jcolor, Mcolor, and mcolor interact with the
vertex- and edge-colored poset operations ∗ (dual), σ (recoloring of vertices or edges), ⊕ (disjoint
union), and × (Cartesian product).
Corollary 8 Let P and Q be posets with vertices colored by a set I, and let K and L be
diamond-colored distributive lattices with edges colored by I. In what follows, ∗, σ, ⊕, ×, and ∼=
account for colors on vertices/edges as appropriate. (1) If K ∼= L, then jcolor(K) ∼= mcolor(K) ∼=
mcolor(L) ∼= jcolor(L). If P ∼= Q, then Jcolor(P ) ∼= Mcolor(P ) ∼= Mcolor(Q) ∼= Jcolor(Q). (2) Also,
Jcolor(P
∗) ∼= (Jcolor(P ))
∗, Jcolor(P
σ) ∼= (Jcolor(P ))
σ (recoloring), and Jcolor(P ⊕ Q) ∼= Jcolor(P ) ×
Jcolor(Q). Moreover, Mcolor(P
∗) ∼= (Mcolor(P ))
∗, Mcolor(P
σ) ∼= (Mcolor(P ))
σ , and Mcolor(P ⊕
Q) ∼= Mcolor(P ) ×Mcolor(Q). (3) Similarly, jcolor(L
∗) ∼= (jcolor(L))
∗, jcolor(L
σ) ∼= (jcolor(L))
σ ,
12
Figure 5: An illustration of the principles that Jcolor(P1 ⊕ P2) ∼= Jcolor(P1)× Jcolor(P2)
and jcolor(L1 × L2) ∼= jcolor(L1)⊕ jcolor(L2), cf. Corollary 8.
(As in Figure 4, here each order ideal from Q is identified by the indices of its maximal vertices.
A join irreducible in K is an order ideal 〈k〉 from Q whose only maximal element is vk.)
Q ∼= jcolor(K)
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and jcolor(L × K) ∼= jcolor(L) ⊕ jcolor(K). Moreover, mcolor(L
∗) ∼= (mcolor(L))
∗, mcolor(L
σ) ∼=
(mcolor(L))
σ , and mcolor(L×K) ∼=mcolor(L)⊕mcolor(K).
Proof. Proofs of the claims in part (2) are routine and therefore omitted. Apply Theorem 6 to
deduce (3) from (2). For (1), when P ∼= Q, the fact that Jcolor(P ) ∼= Mcolor(Q) follows from the
definitions. Suppose K ∼= L. From part (3), it follows that jcolor(K) ∼= (jcolor(K
∗))∗. From the
definitions, we get (jcolor(K
∗))∗ ∼=mcolor(K). Then jcolor(K) ∼=mcolor(L).
The results that close this section require certain notions of substructures. Given a subset Q
of a poset R, let Q inherit the partial ordering of R; call Q a subposet in the induced order. For
posets (R,≤R) and (Q,≤Q), suppose Q ⊆ R and s ≤Q t ⇒ s ≤R t for all s, t ∈ Q. Then Q is a
weak subposet of R. If, in addition, Q and R are vertex-colored (respectively, edge-colored) by a
set I and vertex color−1Q (i) ⊆ vertex color
−1
R (i) (resp. edge color
−1
Q (i) ⊆ edge color
−1
R (i)) for all i ∈ I,
then Q is a vertex-colored (resp. edge-colored) weak subposet.
Let L be a lattice with partial ordering ≤L and meet and join operations ∧L and ∨L respectively.
Let K be a vertex subset of L. Suppose that K has a lattice partial ordering ≤K of its own with
meet and join operations ∧K and ∨K respectively. We say K is a sublattice of L if for all x and y
in K we have x ∧K y = x ∧L y and x ∨K y = x ∨L y. It is easy to see that if K is a sublattice of
L then for all x and y in K we have x ≤K y if and only if x ≤L y. That is, K is a weak subposet
of L and a subposet in the induced order. If, in addition, K and L are edge-colored and K is an
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edge-colored weak subposet of L, then call K an edge-colored sublattice of L. Whether or not K
and L are edge-colored, if K is a sublattice of L, if both K and L are ranked, and if both have the
same length, then say K is a full-length sublattice of L.
Lemma 9 Let K be a full-length sublattice of L. Let ρ(K) and ρ(L) denote the rank functions of
K and L respectively. Then ρ(K)(x) = ρ(L)(x) for all x in K, and moreover for all x and y in K
we have x→ y in K if and only if x→ y in L.
Proof. Let l denote the common length of the ranked posets K and L. Take a chain in K
min(K) = x0 → x1 → · · · → xl = max(K) of longest length. Then, x0 <L x1 <L · · · <L xl, so
ρ(L)(xl) ≥ l + ρ
(L)(x0). Since L has length l, this must mean that ρ
(L)(xl) = l and ρ
(L)(x0) = 0.
So x =min(L) and xl =max(L).
Now take any x in K. Then x = xr in some longest chain x0 → x1 → · · · → xl in K. Now
(ρ(K)(x0), ρ
(K)(x1), . . . , ρ
(K)(xl) = (0, 1, . . . , l). Since (ρ
(L)(x0), ρ
(L)(x1), . . . , ρ
(L)(xl) is an increas-
ing sequence of integers with ρ(L)(x0) and ρ
(L)(xl) = l, then (ρ
(L)(x0), ρ
(L)(x1), . . . , ρ
(L)(xl) =
(0, 1, . . . , l) also. Hence ρ(K)(x) = ρ(K)(xr) = ρ
(L)(xr) = ρ
(L)(x).
Finally, let x and y be elements of K. Assume x→ y in K. Then x <K y and ρ
(K)(x) + 1 =
ρ(K)(y). So x <L y in L and ρ
(L)(x) + 1 = ρ(L)(y). Hence x → y is a covering relation in L as
well. Clearly this argument reverses to show that if x→ y in L then x→ y in K.
The previous lemma gives us one way to know whether the edges of a sublattice are also edges
of the ‘parent’ lattice. Here is a situation in which a full-length sublattice can easily be discerned.
Proposition 10 Suppose L1, L2, . . . , Lp are all modular (respectively, distributive) lattices that
are diamond-colored by a set I, with respective rank functions ρ(1), ρ(2), . . . , ρ(p) and lengths
l(1), l(2), . . . , l(p). Let L := L1×L2 × · · · ×Lp, the Cartesian product poset (in the component-wise
order on p-tuples) that is edge-colored by I and with rank function ρ.
(1) Then L is also a modular (resp. distributive) lattice, is diamond-colored by I, and has length
given by
∑p
q=1 l
(q). Moreover, max(L) is the p-tuple (max(L1), . . . ,max(Lp)) while min(L) is
just (min(L1), . . . ,min(Lp)). For any s = (s1, s2, . . . , sp) ∈ L we have ρ(s) =
∑p
q=1 ρ
(q)(sq). For
any other t = (t1, t2, . . . , tp), we have s∨L t = (s1 ∨ t1, . . . , sp ∨ tp) – a component-wise join – while
s ∧L t = (s1 ∧ t1, . . . , sp ∧ tp) – a component-wise meet.
(2) Suppose K is some vertex subset of L which is closed under component-wise joins and meets,
i.e. for any s, t ∈ K we have s ∨L t and s ∧L t in K. Further, suppose that min(L) and max(L)
are in K and there is a path from min(L) to max(L) whose vertices are all from K. Then K is a
full-length sublattice of L, is modular (resp. distributive), and is diamond-colored by the set I.
Proof. For (1), assume for the moment that each Li is a diamond-colored modular lattice.
The facts that L is diamond-colored; max(L) is the p-tuple (max(L1), . . . ,max(Lp)); min(L) =
(min(L1), . . . ,min(Lp)); ρ(s) =
∑p
q=1 ρ
(q)(sq) when s = (s1, s2, . . . , sp) ∈ L; and length(L) =∑p
q=1 l
(q) are trivial consequences of definitions. Moreover, for any s = (s1, s2, . . . , sp) ∈ L and t =
(t1, t2, . . . , tp) in L, it follows easily from definitions that the component-wise join (s1∨t1, . . . , sp∨tp)
is the unique least upper bound in L of s and t and that the component-wise meet (s1∧t1, . . . , sp∧tp)
is their unique greatest lower bound. So L is a lattice. Observe that:
2ρ(s1 ∨ t1, . . . , sp ∨ tp)− ρ(s1, s2, . . . , sp)− ρ(t1, t2, . . . , tp)
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=(
2ρ(i)(si ∨ ti)− ρ
(i)(si)− ρ
(i)(ti)
)
i=1,...,p
=
(
ρ(i)(si) + ρ
(i)(ti)− 2ρ
(i)(si ∧ ti)
)
i=1,...,p
= ρ(s1, s2, . . . , sp) + ρ(t1, t2, . . . , tp)− 2ρ(s1 ∧ t1, . . . , sp ∧ tp),
so L is modular. In a like manner, distributivity of L follows from distributivity of each component,
if each Li is distributive. For (2), it suffices to show that for any s and t in K, the element
(s1 ∨ t1, . . . , sp ∨ tp) is the unique least upper bound of s and t in K and that (s1 ∧ t1, . . . , sp ∧ tp)
is their unique greatest lower bound in K, where the partial order ≤K is the induced order. But
again this is a trivial consequence of definitions.
The following result, which is a diamond-colored version of Remark 2.1 of [Don1], can be applied
to help find nice presentations of posets of join irreducibles for distributive lattices which arise as
full-length sublattices of larger and more easily described distributive lattices (see e.g. [Don1], [Gil]).
Theorem 11 (1) Let P and Q be vertex-colored posets with vertices colored by a set I. Suppose
that for each i ∈ I, the vertices of color i in Q coincide with the vertices of color i in P (so
in particular P = Q as vertex sets). Further suppose that Q is a weak subposet of P . Let
K := Jcolor(P ) and L := Jcolor(Q). Then K is a full-length edge-colored sublattice of L.
(2) Conversely, suppose L is a diamond-colored distributive lattice with edges colored by a set
I. Suppose K is a full-length edge-colored sublattice of L (so K is necessarily a diamond-colored
distributive lattice). Let Q := jcolor(L) and P := jcolor(K). For any join irreducible x in L (i.e.
for any x ∈ Q), the set {y ∈ K |x ≤L y} has a unique minimal element wx, and wx is a join
irreducible in K (so wx ∈ P ). Moreover, the function φ : Q −→ P given by φ(x) := wx is a
vertex-color-preserving bijection, and if u ≤Q v then φ(u) ≤P φ(v). Now let Q
′ be the set P and
declare that φ(u) ≤Q′ φ(v) if and only if u ≤Q v. Then Q
′ is a weak subposet of P and Q′ ∼= Q as
vertex-colored posets.
Proof. The proof of (1) is easy. Let x be an order ideal from Q. It follows from the definitions
that x is also an order ideal from P . So we get an inclusion K = Jcolor(Q) ⊆ Jcolor(P ) = L. The
length of K (resp. L) is the cardinality of Q (resp. P ), and since Q = P as vertex sets then K and
L have the same length. Finally, note that for order ideals x and y from Q, x∨K y = x∪y = x∨Ly
and x ∧K y = x ∩ y = x ∧L y.
For the proof of (2), we begin by choosing a join irreducible x in L. Let Fx := {y ∈ K |x ≤L y}.
We claim that Fx is a filter in K with a unique minimal element. First, if y ∈ Fx and y ≤K y
′ for
some y′ ∈ K, then y ≤L y
′, and by transitivity of the partial order on L it follows that x ≤L y
′.
Hence y′ ∈ Fx. This shows that Fx is a filter in K. Second, if y and y
′ are both minimal elements
of Fx, then whenever x ≤L y and x ≤L y
′ we will have x ≤L (y ∧L y
′) and so x ≤L (y ∧K y
′).
Hence (y ∧K y
′) ∈ Fx. Now (y ∧K y
′) ≤K y and (y ∧K y
′) ≤K y
′. But y and y′ are minimal
elements of Fx. So (y ∧K y
′) = y and (y ∧K y
′) = y′, i.e. y = y′. So Fx has a unique minimal
element.
Let z be the unique minimal element of Fx, let DK(z) ⊂ K be the set of descendants of z in
K, and let y be the unique descendant of x in L. We claim that for any z′ ∈ DK(z) we have
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x ∨L z
′ = z and x ∧L z
′ = y. To see this, note that when z′ → z in K, we cannot have x ≤L z
′ or
else z will not be minimal in Fx. So we cannot have z
′ = x ∨L z
′. Therefore, z′ <L x ∨L z
′. Then
ρ(L)(x ∨L z
′) ≥ ρ(L)(z). But since x ≤L z and z
′ <L z, we have ρ
(L)(x ∨L z
′) ≤ ρ(L)(z). Hence
ρ(L)(x∨Lz
′) = ρ(L)(z). It now follows that z = x∨Lz
′. Next, since x 6≤L z
′, then x∧L z
′ <L x. But
ρ(L)(x∧L z
′) = ρ(L)(x)+ρ(L)(z′)−ρ(L)(x∧L z
′) = ρ(L)(x)+ρ(L)(z)−1−ρ(L)(x∧L z
′) = ρ(L)(x)−1.
Thus x ∧L z
′ → x. But since y is the only element of L covered by x, then x ∧L z
′ = y.
Next we claim that z has exactly one descendant in K, i.e. |DK(z)| = 1. Let z1, z2 ∈ DK(z).
Let z′ := z1 ∧K z2. We will show that z
′ ∨L x = z and z
′ ∧L x = y. Since y ≤L zi (i = 1, 2) by
the previous paragraph, then y ≤L z1 ∧L z2 = z1 ∧K z2 = z
′. Since we also have y ≤L x, then
y ≤L z
′ ∧L x. Since z
′ ∧L x ≤L x and y→ x, the only way to have y <L z
′ ∧L x is if x = z
′ ∧L x.
But then we would have x ≤L z
′, which would mean z′ ∈ Fx. Then z ≤K z
′ by the minimality of z.
This contradicts the fact that z′ ≤K z1 <K z. So y = z
′∧Lx. Next, using a result from the previous
paragraph we see that z′∨Lx = (z1∧Kz2)∨Lx = (z1∧Lz2)∨Lx = (z1∨Lx)∧L(z2∨Lx) = z∧Lz = z.
Now, ρ(L)(z′)+ρ(L)(x) = ρ(L)(z)+ρ(L)(y). Since ρ(L)(y) = ρ(L)(x)−1, we have ρ(z′) = ρ(L)(z)−1.
Hence ρ(L)(z′) = ρ(L)(zi) for i = 1, 2. This can only happen if z1 = z
′ = z1 ∧K z2 = z2. Hence
z1 = z2. Next we argue that DK(z) is nonempty. We have that x ≤L z and (since x is join
irreducible) ρ(L)(x) > 0. Therefore ρ(K)(z) > 0, so z is not the unique minimal element of K. In
particular, DK(z) is nonempty. So z is join irreducible in K.
With P and Q as in the theorem statement, we define a function φ : P → Q by φ(x) = z,
where x and z are as in the preceding paragraphs. Next we show that φ is surjective. Let z ∈ L
be any join irreducible in K. Suppose z is also join irreducible in L. It follows that z is the unique
minimal element of Fz. That is, z = φ(z).
So now suppose z is not join irreducible in L. Let z′ be the unique element of K such that
z′ → z. Define a set Sz := {y ∈ L \K |y ∨L z
′ = z}. Since z is not join irreducible in L, it follows
that Sz is nonempty. We claim Sz has a unique minimal element. Indeed, suppose y and y
′ are
minimal elements in Sz. Then (y ∧L y
′)∨L z
′ = (y ∨L z
′) ∧L (y
′ ∨L z
′) = z ∧L z = z. Since y <L z
and y′ <L z, then y ∧L y
′ <L z. If (y ∧L y
′) ∈ K, then (y ∧L y
′) <K z. Then it must be the case
that (y ∧L y
′) ≤K z
′ since any path from y ∧L y
′ up to z and that stays in K must pass through
z′. But then we would have (y ∧L y
′) ∨L z
′ = z′ instead of (y ∧L y
′) ∨L z
′ = z. Then (y ∧L y
′) is
in L \K and hence in Sz. Minimality of y and y
′ in Sz then forces us to have y = (y ∧L y
′) = y′.
Let x denote the unique minimal element of Sz.
We have two claims: x is join irreducible in L, and z is the unique minimal element of Fx. Let
x′ := x ∧L z
′. Since ρ(x′) = ρ(x) + ρ(z′) − ρ(z) = ρ(x) − 1, then x′ → x. Suppose x′′ → x for
some x′′ 6= x′. It cannot be the case that x′′ ≤L z
′, because otherwise x′ ≤L z
′ and x′′ ≤L z
′ means
that x = (x′ ∨L x
′′) ≤L z
′, a contradiction. Further, we have that x′′ ∈ K. Otherwise we would
have x′′ ∈ L \K, and since x′′ 6≤L z
′ then (x′′ ∨L z
′) = z. But then x′′ would be in Sz, violating
minimality of x. So x′′ ∈ K and x′′ 6≤L z
′. Then there is a path from x′′ up to z that stays in
K. But since z is join irreducible in K, then such a path must pass through z′, implying that
x′′ ≤K z
′. But then x′′ ≤L z
′, a contradiction. Therefore x′ can be the only descendant of x, hence
x is join irreducible in L. Now if w ∈ Fx, then from the facts that x <L w and x <L z we get
x ≤L (w ∧L z). Since (w ∧L z) = (w ∧K z), then (w ∧L z) ∈ K, so we cannot have x = (w ∧L z).
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Then x <L (w ∧L z). If (w ∧L z) <L z, then we would have x ≤L z
′, which is not the case. So
(w ∧L z) = z, and hence z ≤L w. So z is the unique minimal element of Fx. That is, z = φ(x).
Our work in the preceding paragraphs shows that any join irreducible in K is the image under φ
of a join irreducible in L. That is, φ is surjective. Since |P | = |Q| (K and L have the same length),
then φ is therefore a bijection. Suppose that z = φ(x) 6= x for some x ∈ P and z ∈ Q. Let x′ be the
unique descendant of x in L, with x′
i
→ x for some color i. Let z′ be the unique descendant of z in
K, with z′
j
→ z for some color j. Choose paths x′ = r0
i=i1−→ x = r1
i2→ r2
i3→ · · ·
ip−1
→ rp−1
ip
→ rp = z
and x = r′0
j1
→ r′1
j2
→ r′2
j3
→ · · ·
jp−1
→ z′ = r′p−1
j=jp
−→ r′p = z from x
′ up to z. One path goes through
x and the other through z′. In particular, Proposition 3 applies, so i = i1 = jp = j. Since
vertex colorP (x) = i = j and vertex colorQ(z) = j = i, it follows that φ preserves vertex colors.
To complete the proof of (2), we show that for u and v in P , u ≤P v implies that φ(u) ≤Q φ(v).
To see this, first note that u and v are join irreducible elements of L with u ≤L v. Consider Fu
and Fv. If w ∈ Fv, then w ∈ K and v ≤L w. Then u ≤L w as well, so w ∈ Fu. So Fu ⊇ Fv.
Therefore φ(u) ≤L φ(v). Since φ(u) and φ(v) are both in K, then we have φ(u) ≤K φ(v). Viewing
φ(u) and φ(v) as elements of Q, we then have φ(u) ≤Q φ(v).
To set up our next result we require some further notation. For elements s, t in any poset R,
the interval [s, t] is the set {x ∈ R | s ≤R x ≤R t} with partial order induced by R. One can check
that the Hasse diagram for [s, t] is just the induced subgraph of R on the vertices of [s, t]. Then
we can regard [s, t] as an edge-colored subposet of R in the induced order, if R is edge-colored. In
a diamond-colored modular lattice L, it is not hard to see that any interval [s, t] is naturally an
edge-colored sublattice of L. Our next result concerns the distributive lattice structure of certain
intervals in diamond-colored distributive lattices.
Proposition 12 Let L be a diamond-colored distributive lattice. Let t ∈ L. Let D be a subset of
the descendants of t. For any s ∈ D, let vertex colorD(s) := edge colorL(s→ t). Let r := ∧s ∈ D(s).
Then [x, t] ∼= Mcolor(D) and D ⊆ [x, t] if and only if x = r, in which case [r, t] is a Boolean
lattice. Similarly let A be a subset of the ancestors of t. For any s ∈ A, let vertex colorA(s) :=
edge colorL(t→ s). Let u := ∨s ∈ A(s). Then [t,x] ∼= Jcolor(A) and A ⊆ [t,x] if and only if x = u,
in which case [t,u] is a Boolean lattice.
Proof. In this proof we only address the claim concerning the set D since the proof for the
claim concerning A is entirely similar. In the notation of the proposition statement, suppose
[x, t] ∼=Mcolor(D) and D ⊆ [x, t]. Let φ :Mcolor(D)→ [x, t] be the edge and edge-color preserving
bijection. Since the unique maximal (resp. minimal) elements must correspond under the bijection
φ, then φ(∅) = t (resp. φ(D) = x). For any s ∈ D we have {s} → ∅ in Mcolor(D). Then φ({s})
must be covered by t. So φ(D) ⊆ D, and since φ is a bijection we have that φ(D) = D. Then
φ(D) = φ(∪s∈D(s)) = ∧s∈D(φ({s})), where the meet is computed in L. But since φ(D) = D, then
∧s∈D(φ({s})) = ∧s∈D(s), which is just r. That is, φ(D) = r. Then x = r.
For the converse, suppose that x = r. Now each s ∈ D is a descendant of t, so s ≤L t. By
the definition of r we have r ≤L s. So s ∈ [r, t]. That is, D ⊆ [r,x]. Note that since all elements
of D are pairwise incomparable, then the filters from D are just the subsets of D. For a subset
S of D, it follows from the definitions that r ≤L ∧s∈S(s) ≤L t, so ∧s∈S(s) ∈ [r, t]. Now define
17
ψ : Mcolor(D) → [r, t] by the rule ψ(S) := ∧s∈S(s) for each subset S ⊆ D. Note that ψ(∅) = t
and ψ(D) = r. We claim that if S
i
→ T in Mcolor(D) then ψ(S)
i
→ ψ(T ) in [r, t]. Now S
i
→ T in
Mcolor(D) if and only if |S| = |T | + 1, S = T ∪ {s} for some s ∈ D, and vertex colorD(s) = i. To
establish our claim we induct on the size of |S|. If |S| = 1 then S = {s} for some s ∈ D and T = ∅.
Then ψ(S) = s and ψ(T ) = t. Clearly s
i
→ t in this case. For our induction hypothesis we assume
that X
i
→ Y in Mcolor(D) implies ψ(X)
i
→ ψ(Y ) whenever X has no more than k elements, for
some positive integer k. Now suppose S
i
→ T with |S| = k + 1. So |S| = |T |+ 1, S = T ∪ {s} for
some s ∈ D, and vertex colorD(s) = i. Let Y := T \ {u} for some u ∈ T with vertex colorD(u) = j,
and let X = S \{u}. Then Y = X \{s}. Then T
j
→ Y , X
i
→ Y , and S
j
→ X. Now by the induction
hypothesis, ψ(T )
j
→ ψ(Y ) and ψ(X)
i
→ ψ(Y ). Then ψ(Y ) = (ψ(X) ∨ ψ(T )). We claim that
ψ(S) = (ψ(X) ∧ ψ(T )). Let z = ψ(Y ). Then ψ(X) = z ∧ s, ψ(T ) = z ∧ u, and ψ(S) = z ∧ (s ∧ u).
So ψ(S) = z∧ (s∧u) = (z∧ z)∧ (s∧u) = (z∧ s)∧ (z∧u) = (ψ(X)∧ψ(T )). Our diamond-colored
distributive lattice L can have no open vees, and since ψ(T )
j
→ ψ(Y ) and ψ(X)
i
→ ψ(Y ) we must
therefore have ψ(S)
j
→ ψ(X) and ψ(S)
i
→ ψ(T ). This completes the induction step, and the proof
of our claim.
Let d = |D|. Let D = S(0) → S(1) → S(2) → · · · → S(d−1) → S(d) = ∅ be a chain of maximal
length in Mcolor(D). Then r = ψ(D) → ψ(S
(1)) → · · · → ψ(S(d−1)) → ψ(S(d)) = t, a chain
of maximal length in [r, t]. In particular, the length of [r, t] is d. In the paragraph preceding
the proposition it was noted that intervals in diamond-colored modular lattices are edge-colored
sublattices. We now invoke the distributivity hypothesis for L: in this setting we have that [r, t]
is a diamond-colored distributive lattice. Since [r, t] has length d as a ranked poset, it follows that
[r, t] must have precisely d meet irreducibles. But each s ∈ D is meet irreducible in [r, t], so the
set D must account for all meet irreducibles in [r, t]. Therefore, [r, t] ∼=Mcolor(D) by Theorem 6.
Any two descendants of a given element of a poset are incomparable, as are any two ancestors.
It follows that the intervals [r, t] and [t,u] of Proposition 12 are Boolean lattices, cf. Example 5.
The next result concerns the structure of J-components of a diamond-colored modular lattice
and is needed to set up the final definitions and results of this section.
Proposition 13 Let L be a diamond-colored modular lattice with edge colors from a set I. If
t ∈ L and J ⊆ I, then compJ(t) is the Hasse diagram for a diamond-colored modular lattice.
Moreover, compJ(t) is an edge-colored sublattice of L. If L is distributive, then so is compJ(t).
Proof. Let K := compJ(t). Then K is a poset with partial order ≤K given as follows: For x
and y in K, x ≤K y if and only if there is a set {sq ∈ K | 0 ≤ q ≤ p} for which x = s0
i1→ s1
i2→
s2
i3→ · · ·
ip−1
→ sp−1
ip
→ sp = y is a sequence of edges in L with each iq ∈ J . It is easy to see that this
is a partial order on K and that the edges p
j
→ q in K are precisely the covering relations for this
partial order.
To complete the proof, it suffices to show the following: x ∨L y and x ∧L y are in K whenever
x,y ∈ K. We actually make the stronger claim that any shortest path from x to y in K is also
a shortest path in L and moreover x ∨L y ∈ K and x ∧L y ∈ K. Suppose distK(x,y) = p. By
exchanging a ‘valley’ for a ‘peak,’ then any shortest path in K from x to y can be modified to
be ‘single-peaked’ path in L and to use the same multiset of edge colors as used in the original
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shortest path. In particular, the resulting single-peaked path will be in K. So we may assume
we have a shortest path x = r0
i1→ r1
i2→ · · ·
iq
→ rq
iq+1
← rq+1
iq+2
← · · ·
ip
← rp = y from x to y
in K. Clearly, then, we have x ∨L y ≤L rq. So we can find a path from x up to rq that goes
through x ∨L y. By Proposition 3, it follows that this path will only use edges with colors from
the set J . In other words, we get a path from x up to x ∨L y that stays in K. Similarly argue
that there is a path from y up to x ∨L y that stays in K. Putting these two together we have
a path from x to y that has length no more than p. If x ∨L y <L rq, then we will have a path
in K shorter than our given shortest path, a contradiction. Therefore x ∨L y = rq ∈ K. It
follows that the shortest path in K from x to y given originally is also shortest in L, since we have
distL(x,y) = [ρ(x∨L y)− ρ(x)] + [ρ(x ∨L y)− ρ(y)] = distK(x,y). A similar argument shows that
x ∧L y is also in K, thus completing the proof.
The closing result of this paper (Theorem 14) provides a way to identify the posets of join
irreducibles of the J-components of L as certain induced-order subposets of P .
For the remainder of this section, P is a poset with vertices colored by a set I, L = Jcolor(P ),
and J ⊆ I. It follows from Proposition 13 that for any t ∈ L, compJ(t) is an edge-colored
distributive sublattice of L. So let DJ (t) be the subset of t such that t \ DJ (t) is the minimal
element of compJ(t). Notice that vertex color(DJ(t)) ⊆ J . (“D” is short for “delete.”) Similarly
let AJ(t) be the subset of P \ t such that t ∪ AJ(t) is the maximal element of compJ(t). Then
vertex color(AJ(t)) ⊆ J . (“A” is short for “add.”) The set DJ(t) is “largest” in the following sense:
If D is any set of vertices in P with colors from J such that D ⊆ t and t \D is an order ideal from
P , then D ⊆ DJ(t). Similarly, AJ(t) is “largest”: If A is any set of vertices in P with colors from J
such that A∩t = ∅ and t∪A is an order ideal from P , then A ⊆ AJ (t). Let QJ(t) := AJ(t)∪DJ(t).
View QJ(t) as a subposet in the induced order and with the inherited vertex coloring.
Let Q be a subposet of P in the induced order and with the inherited vertex coloring. Call Q
a J-subordinate of P if (i) vertex color(Q) ⊆ J , and (ii) there is an order ideal r from P such that
r ∩ Q = ∅, r ∪ Q is an order ideal from P , and vertex color(v) ∈ I \ J whenever v is a maximal
(respectively, minimal) element of r (resp. P \ (r ∪Q)).
Theorem 14 Given I, J , P , and L as above. (1) For any t ∈ L, QJ(t) is a J-subordinate of
P . Each J-subordinate of P is precisely QJ(t) for some t ∈ L. (2) Moreover, for each t ∈ L,
compJ(t)
∼= Jcolor(QJ(t)) and equivalently jcolor(compJ(t))
∼= QJ(t).
Proof. For (1), let Q = QJ(t). With r := t \ DJ (t) = min(compJ(t)) and r ∪ Q =
max(compJ(t)), it is easy to see that Q meets the criteria for a J-subordinate of P . On the
other hand, given some J-subordinate Q of P , let t be the order ideal r of part (ii) of the definition
of J-subordinate. Then it is easy to see that Q = QJ(t). For (2), let φ : Jcolor(QJ(t)) −→ compJ(t)
be given by φ(x) = x∪t. It is routine to check that φ is an edge and edge-color preserving mapping
between diamond-colored distributive lattices.
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