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Abstract
Stability and safety are two important aspects in safety-critical control of dynamical systems. It has been a well established
fact in control theory that stability properties can be characterized by Lyapunov functions. Reachability properties can also
be naturally captured by Lyapunov functions for finite-time stability. Motivated by safety-critical control applications, such
as in autonomous systems and robotics, there has been a recent surge of interests in characterizing safety properties using
barrier functions. Lyapunov and barrier functions conditions, however, are sometimes viewed as competing objectives. In this
paper, we provide a unified theoretical treatment of Lyapunov and barrier functions in terms of converse theorems for stability
properties with safety guarantees and reach-avoid-stay type specifications. We show that if a system (modeled as a perturbed
dynamical system) possesses a stability with safety property, then there exists a smooth Lyapunov function to certify such a
property. This Lyapunov function is shown to be defined on the entire set of initial conditions from which solutions satisfy this
property. A similar but slightly weaker statement is made for reach-avoid-stay specifications. We show by a simple example
that the latter statement cannot be strengthened without additional assumptions.
Key words: Lyapunov functions; Barrier functions; Reachability; Stability; Safety; Reach-avoid-stay specifications;
Stabilization with safety guarantees; Converse theorems.
1 Introduction
Lyapunov stability theory [17] has been a cornerstone of
automatic control. It is well known that stability proper-
ties for various models of nonlinear systems can be char-
acterized by Lyapunov functions in the form of converse
Lyapunov theorems [18,30,13,15,8,28] (see also [28, Sec-
tion 1.1] for a nice historical account). Such Lyapunov
functions can be shown to possess additional nice prop-
erties such as smoothness that can be used to infer ro-
bust stability properties.
In recent years, safety properties for dynamical sys-
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tems received considerable attention, primarily moti-
vated by safety-critical control applications, such as
in autonomous cyber-physical systems and robotics
[1,7,11,20,2,34]. In these applications, barrier functions
[22] are used to certify that solutions of a given sys-
tem can stay within a prescribed safe set, along with
their control variants, called control barrier functions
[29,3], to provide feedback controls that render the sys-
tem safe. The barrier function approach can be further
combined with Lyapunov method to satisfy stability
and safety requirements at the same [27,3,32,24,12,21].
Such formulations are amenable to optimization-based
solutions enabled by quadratic programming [3,33] or
model predictive control [32], provided that the control
system is in a control-affine form.
Another important characteristic of a dynamical system
is whether or not its solutions can reach a certain target
set from a given initial set. This is defined as reachabil-
ity, which plays a key role in analysis and control of dy-
namical systems [4]. Reachability analysis and control
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can also be viewed as an important special case of verifi-
cation and control of dynamical systems with respect to
more general formal specifications [14]. Since asymptotic
stability entails asymptotic attraction, reachability can
be naturally captured by asymptotic stability and Lya-
punov conditions. The stability/reachability and safety
objectives, however, are sometimes conflicting. For ex-
ample, while a system can reach a target set from a given
initial set, it may have to traverse an unsafe region to
do so. For this reason, when formulating the problem as
an optimization problem, some authors defined safety
as a hard constraint, and reachability/stability as a soft
(performance) requirements [3].
The main objective of this paper is to provide a theoret-
ical perspective on uniting Lyapunov and barrier func-
tions. The level sets of Lyapunov functions naturally
define invariant sets that can be used to certify safety.
The work in [27] used the notion of “barrier Lyapunov
function” to ensure stability under state constraints is
achieved. As pointed out by [3], such conditions some-
times are overly strong and conservative. The more re-
cent work [24] proposed the notion of “Lyapunov-barrier
function” and derived sufficient conditions for stability
and stabilization with guaranteed safety. As noted in
[5], the type of Lyapunov-barrier functions considered in
[24] (defined on Rn and radially unbounded) implicitly
imposes strong conditions on the unsafe set (it has to
be unbounded [5, Theorem 11]). The authors of [5] then
proposed sufficient conditions for safe stabilization using
non-smooth control Lyapunov functions (see also [6]).
In this paper, we approach this question of uniting Lya-
punov and barrier functions from the converse direc-
tion. Different from the aforementioned work, we aim
to formulate necessary (and sufficient) Lyapunov con-
ditions for asymptotic stability under state constraints.
We show that if we restrict the domain of the Lyapunov
function to the set of initial conditions from which solu-
tions can simultaneously satisfy the conditions of asymp-
totic stability and safety, then a smooth Lyapunov func-
tion can be found, building upon earlier results on con-
verse Lyapunov functions [13,28]. In particular, the re-
sults from [28] play a key role in inspiring us to formu-
late a Lyapunov function that is defined on the entire set
of initial conditions from which the stability with safety
specification is achievable. We further extend the con-
verse theorems to reach-avoid-stay type specifications,
for which solutions of a system are required to reach a
target set within a finite time and remain there after,
while avoiding an unsafe set. Since reachability (similar
to asymptotic attraction) does not impose any stabil-
ity conditions (see Vinograd’s example [19, p. 120]), we
in general cannot expect to find a Lyapunov function
that is defined a neighborhood of the target set. We use
a robustness argument [16] to obtain a slightly weaker
statement in the sense that if a reach-avoid-stay speci-
fication is satisfied robustly, then there exists a robust
Lyapunov-barrier function that is robust under pertur-
bations arbitrarily close to that of the original system.
The main contributions of the paper are summarized as
follows.
• We formulate the problems of stability with safety and
reach-avoid-stay specifications and establish connec-
tions between them.
• We prove a smooth converse Lyapunov-barrier func-
tion theorem that is defined on the entire set of initial
conditions from which the stability with safety prop-
erty is satisfied.
• We extend the converse Lyapunov-barrier function
theorem to reach-avoid-stay type specifications using
a robustness argument. We show by example that such
statements are the strongest one can obtain.
The rest of this paper is organized as follows. In Sec-
tion 2, we present the problem formulation. In Section 3,
we prove a smooth converse Lyapunov-barrier function
theorem for stability with safety guarantees. In Section
4, we extend the converse Lyapunov-barrier theorem to
reach-avoid-stay type specifications. The paper is con-
cluded in Section 5.
We list some notation used in this paper. We use Rn to
denote the Euclidean space of dimension n > 1, R the
set of real number numbers, R>0 the set of positive real
numbers, and R≥0 the set of nonnegative real numbers.
For x ∈ Rn and r ≥ 0, we denote the ball of radius
r centered at x by x + rB = {y ∈ Rn : |y − x| ≤ r},
where |·| is the Euclidean norm. For a closed set A ⊆
Rn and x ∈ Rn, we denote the distance from x to A
by ‖x‖A = infy∈A ‖x− y‖ and r-neighborhood of A by
A + rB = ∪x∈A(x + rB) = {x ∈ Rn : ‖x‖A ≤ r}. For a
set A ⊆ Rn, A denotes its closure. For two sets A,B ∈
Rn, we use A \ B to denote the set difference defined
by A \ B = {x : x ∈ A, x 6∈ B}. We say a function α :
R≥0 → R≥0 belongs to class K if it is continuous, zero at
zero, and strictly increasing. It is said to belong to K∞
if it belongs to class K and is unbounded. A function
β : R≥0×R≥0 → R≥0 is said to belong to classKL if, for
each t ≥ 0, β(·, t) belongs to class K and, for each s ≥ 0,
β(s, ·) is decreasing and satisfies lims→∞ β(s, t) = 0.
2 Preliminaries
Consider a continuous-time dynamical system
x′ = f(x), (1)
where x ∈ Rn and f : Rn → Rn is assumed to be lo-
cally Lipschitz. For each x0 ∈ Rn, we denote the unique
solution starting from x0 and defined on the maximal
interval of existence by φ(t;x0). For simplicity of nota-
tion, we may also write the solution as φ(t) if x0 is not
emphasized or as φ if the argument t is not emphasized.
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Given a scalar δ ≥ 0, a δ-perturbation of the dynamical
system (1) is described by the differential inclusion
x′ ∈ Fδ(x), (2)
where Fδ(x) = f(x) + δB. An equivalent description of
the δ-perturbation of system (1) can be given by
x′(t) = f(x(t)) + d(t), (3)
where d : R → δB is any measurable signal. We denote
system (1) by S and its δ-perturbation by Sδ. Note that
Sδ reduces to S when δ = 0. A solution of Sδ starting
from x0 can be denoted by φ(t;x0, d), where d is a given
disturbance signal. We may also write the solution sim-
ply as φ(t) or φ.
We introduce some notation for reachable sets of Sδ.
Denote the set of all solutions for Sδ starting from x0 by
Φδ(x0). Let Rtδ(x0) denote the set reached by solutions
of Sδ at time t starting from x0, i.e.,
Rtδ(x0) = {φ(t) : φ ∈ Φδ(x0))} .
For T ≥ 0, we define
Rt≥Tδ (x0) =
⋃
t≥T
Rtδ(x0), R0≤t≤Tδ (x0) =
⋃
0≤t≤T
Rtδ(x0),
and write
Rδ(x0) = Rt≥0δ (x0).
For a set W ⊆ Rn,
Rtδ(W ) =
⋃
x0∈W
Rtδ(x0),
Rt≥Tδ (W ) =
⋃
x0∈W
Rt≥Tδ (x0),
R0≤t≤Tδ (W ) =
⋃
x0∈W
R0≤t≤Tδ (x0),
Rδ(W ) =
⋃
x0∈W
Rδ(x0).
Definition 1 (Forward invariance) A set Ω ⊆ Rn is
said to be forward invariant for Sδ (or δ-robustly forward
invariant for S), if solutions of Sδ starting in Ω are de-
fined and remain in Ω for all positive time.
Using the reachable set notation, Ω is forward invariant
for Sδ if solutions from Ω are forward complete (i.e.,
defined for all positive time) and Rδ(Ω) ⊆ Ω.
2.1 Reach-avoid-stay and stability with safety guaran-
tees
In this subsection, we formally define two common types
of properties for solutions of Sδ and highlight the con-
nections between them.
The first one is on reaching a target set in finite time and
remaining there after, while avoiding an unsafe set. This
is often called a reach-avoid-stay type specification.
Definition 2 (Reach-avoid-stay specification) We
say that Sδ satisfies a reach-avoid-stay specification
(W,U,Ω), where W,U,Ω ⊆ Rn, if the following condi-
tions hold:
(1) (reach and stay w.r.t. Ω) Solutions of Sδ starting
from W are defined for all positive time (i.e., for-
ward complete) and there exists some T ≥ 0 such
that Rt≥Tδ (W ) ⊆ Ω.
(2) (safe w.r.t. U) Rδ(W ) ∩ U = ∅.
If these conditions hold, we also say that S δ-robustly
satisfies the reach-avoid-stay specification (W,U,Ω).
A closely related property for solutions of Sδ is stabil-
ity with safety guarantees. We first define stability for
solutions of Sδ w.r.t. a closed set.
Definition 3 (Set stability) A closed set A ⊆ Rn is
said to be uniformly asymptotically stable (UAS) for Sδ
if the following two conditions are met:
(1) (uniform stability) For every ε > 0, there exists a
δε > 0 such that ‖φ(0)‖A < δε implies that φ(t) is
defined for t ≥ 0 and ‖φ(t)‖A < ε for any solution
φ of Sδ; and
(2) (uniform attractivity) There exists some ρ > 0 such
that, for every ε > 0, there exists some T > 0 such
that φ(t) is defined for t ≥ 0 and ‖φ(t)‖A < ε for any
solution φ of Sδ whenever ‖φ(0)‖A < ρ and t ≥ T .
If these conditions hold, we also say that A is δ-robustly
UAS (or δ-RUAS) for S.
Definition 4 (Domain of attraction) If a closed set
A ⊆ Rn is δ-RUAS for S, we further define the domain
of attraction of A for Sδ, denoted by Gδ(A), as the set of
all initial states x ∈ Rn such that any solution φ ∈ Φδ(x)
is defined for all positive time and converges to the set A,
i.e.,
Gδ(A) =
{
x ∈ Rn : ∀φ ∈ Φδ(x), lim
t→∞ ‖φ(t)‖A = 0
}
.
Definition 5 (Stability with safety guarantee)
We say that Sδ satisfies a stability with safety guaran-
tee specification (W,U,A), where W,U,A ⊆ Rn, if the
following conditions hold:
(1) (asymptotic stability w.r.t. A) The set A is closed
and UAS for Sδ and the domain of attraction of A
contains W , i.e. W ⊆ Gδ(A).
(2) (safe w.r.t. U) Rδ(W ) ∩ U = ∅.
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If these conditions hold, we also say that S δ-robustly
satisfies the stability with safety guarantee specification
(W,U,A).
3 Converse Lyapunov-Barrier Function for Sta-
bility with Safety Guarantees
In this section, we derive a converse Lyapunov-barrier
function theorem for Sδ satisfying a stability with safety
guarantee specification (W,U,A).
Definition 6 [28] Let A ⊆ Rn be a compact set con-
tained in an open set D ⊆ Rn. A continuous function
ω : D → R≥0 is said to be a proper indicator for A on D
if the following two conditions hold: (1) ω(x) = 0 if and
only if x ∈ A; (2) limm→∞ ω(xm) =∞ for any sequence
{xm} in D such that either xm → p ∈ ∂D or |xm| → ∞
as m→∞.
Intuitively, a proper indicator for a compact set A ⊆ D,
where D ⊆ Rn is open, is a continuous function whose
value equals zero if and only if on A and approaches
infinity at the boundary ofD or at infinity. It generalizes
the idea of a radially unbounded function.
Remark 7 Let A ⊆ Rn be a compact set contained in
an open set D ⊆ Rn. There is always a proper indicator
for A on D defined by [28, Remark 2]
ω(x) = max
{
‖x‖A ,
1
‖x‖Rn\D
− 2
dist(A,Rn \D)
}
,
where dist(A,Rn \ D) = infx∈A ‖x‖Rn\D. Indeed, ω is
clearly continuous. If x ∈ A, we have ω(x) = ‖x‖A = 0.
If x ∈ D \ A, we have ω(x) ≥ ‖x‖A > 0. For any {xm}
in D such that either xm → p ∈ ∂D or |xm| → ∞ as
n→∞, we either have ‖xm‖A →∞ or 1‖xm‖Rn\D →∞.
Theorem 8 Suppose thatA is compact, U is closed, and
A∩U = ∅. Then the following two statements are equiv-
alent:
(1) Sδ satisfies the stability with safety guarantee spec-
ification (W,U,A).
(2) Let ω be any proper indicator for A on D. There
exists an open set D such that (A ∪W ) ⊆ D and
D ∩ U = ∅, a smooth function V : D → R≥0 and
class K∞ functions α1 and α2 such that, for all x ∈
D and d ∈ δB,
α1(ω(x)) ≤ V (x) ≤ α2(ω(x)), (4)
and
∇V (x) · (f(x) + d) ≤ −V (x). (5)
Moreover, the set D can be taken as the following set
Wδ =
{
x ∈ Rn : ∀φ ∈ Φδ(x), lim
t→∞ ‖φ(t)‖A = 0 and
φ(t) 6∈ U,∀t ≥ 0}. (6)
Clearly, the set Wδ defined above includes all initial
states from which solutions of Sδ will approach A and
avoid the unsafe set U . The following lemma establishes
some basic properties of the set Wδ. The proof can be
found in the Appendix.
Lemma 9 Suppose that A is compact, U is closed, and
A∩U = ∅. If Sδ satisfies a stability with safety guarantee
specification (W,U,A), then the setWδ is open, forward
invariant, and satisfies W ⊆ Wδ ⊆ Gδ(A).
The proof of Theorem 8 relies on the following result,
which states that, on any forward invariant open subset
D of Gδ(A), we can find a “global” Lyapunov function
relative to D.
Proposition 10 Let A ⊆ Rn be a compact set that is
UAS for Sδ. Let D ⊆ Rn be an open set such that A ⊆
D ⊆ Gδ(A) and D is forward invariant for Sδ, where
Gδ(A) is the domain of attraction of A for Sδ. Let ω be
any proper indicator for A on D. Then there exists a
smooth function V : D → R≥0 and class K∞ functions
α1 and α2 such that conditions (4) and (5) hold for all
x ∈ D and d ∈ δB.
This proposition can be proved by combining the proof
for Proposition 3 and the statements of Theorem 2 and
Theorem 1 in [28]. The main difference being that the
results in [28] are stated for more general differential in-
clusions and Proposition 3 in [28] is proved on the whole
domain of attraction of A, whereas the above results are
for specific δ-perturbations of a Lipschitz ordinary dif-
ferential equation and for any open forward invariant
set containing the set A. For completeness, we provide
a more direct proof of this result in Appendix B.
Proof of Theorem 8
We first prove (2) =⇒ (1). The fact that V is a smooth
Lyapunov function, i.e., satisfying conditions (4) and (5),
on an open neighborhood D containing A shows that
A is UAS for Sδ. We show that the set D is forward
invariant. Let x0 ∈ D. Then for any φ ∈ Φδ(x0), we have
dV (φ(t))
dt
= ∇V (φ(t)) · (f(φ(t)) + d(t)) ≤ 0, t ≥ 0.
It follows that V (φ(t)) ≤ V (x0) < ∞. Hence φ(t) is
bounded, defined, and satisfies φ(t) ∈ D for all t ≥ 0. By
forward invariance of D and W ⊆ D, we have Rδ(W ) ⊆
D and Rδ(W ) ∩ U = ∅. It remains to show that W ⊆
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Gδ(A). For any x0 ∈ W and any φ ∈ Φδ(x0), we have
φ(t) ∈ D for all t ≥ 0. Hence
dV (φ(t))
dt
= ∇V (φ(t)) · (f(φ(t)) +d(t)) ≤ −V (φ(t)) < 0
as long as φ(t) 6∈ A. A standard Lyapunov argument
shows that ‖φ(t)‖A → 0 as t → ∞. Hence x0 ∈ Gδ(A)
and W ⊆ Gδ(A). We have verified that Sδ satisfies a
stability with safety guarantee specification (W,U,A).
We then prove (1) =⇒ (2). By Lemma 9, we can let
D = Wδ. Then (A ∪W ) ⊆ D ⊆ Gδ(A). Furthermore,
D is open and forward invariant. The conclusion follows
from that of Proposition 10.
Remark 11 Compared with related results on sufficient
Lyapunov conditions for stability with safety guarantees
(e.g., [24,5,6]), to the best knowledge of the authors, The-
orem 8 provides the first converse Lyapunov-barrier the-
orem and we show that the converse Lyapunov function
is defined on whole set of initial conditions from which
asymptotic stability with safety guarantees is achievable.
In other words, we provide a Lyapunov characterization
of the problem of asymptotic stability with safety guar-
antees. We also note that several converse barrier func-
tions have been reported in the literature [31,23,16]. In
particular, the recent work [16] makes a connection be-
tween converse Lyapunov function and converse barrier
function via a robustness argument, which, to some ex-
tent, inspired our work in this paper to unify converse
Lyapunov and barrier functions.
While Theorem 8 gives a single smooth Lyapunov func-
tion satisfying the strong set of conditions (4) and (5),
we propose the following set of sufficient conditions for
two reasons. First, they appear to be weaker (although
in fact theoretically equivalent in view of Theorem 8)
and perhaps easier to verify in practice. Second, they
agree with the notions of Lyapunov and barrier func-
tions commonly seen in the literature.
Proposition 12 Suppose thatA is compact, U is closed,
and A ∩ U = ∅. If there exists an open set D such that
(A ∪W ) ⊆ D and smooth functions V : D → R≥0 and
B : D → R such that
(1) V is positive definite on D w.r.t. A, i.e., V (x) = 0
if and only if x ∈ A;
(2) ∇V (x) ·(f(x)+d) < 0 for all x ∈ D\A and d ∈ δB;
(3) W ⊆ C = {x ∈ D : B(x) ≥ 0} and B(x) < 0 for
all x ∈ U ;
(4) ∇B(x) · (f(x) + d) ≥ 0 for all x ∈ D and d ∈ δB,
then Sδ satisfies the stability with safety guarantee spec-
ification (W,U,A). Furthermore, if W is compact, then
conditions (1)–(4) are also necessary for Sδ to satisfy the
stability with safety guarantee specification (W,U,A).
Proof We first prove the sufficiency part. Conditions
(1)–(2) state that V is a local Lyapunov function for Sδ
w.r.t.A. HenceA is UAS for Sδ. Conditions (3)–(4) state
that B is a barrier function for Sδ w.r.t. (W,U).
We can easily show that the setC = {x ∈ D : B(x) ≥ 0}
is forward invariant. Indeed, ifC is not forward invariant,
then there exists some x0 ∈ C, a solution φ ∈ Φδ(x0),
and some τ > 0 such that B(φ(τ)) < 0. Define
t = sup{t ≥ 0 : φ(t) ∈ C}.
Then t is well defined and finite. By continuity of
B(φ(t)), we have B(φ(t)) = 0. Since φ(t) ∈ D and D is
open, for ε > 0 sufficiently small, we have φ(t) ∈ D for
t ∈ [t, t+ ε]. This implies that
dB(φ(t))
dt
= ∇B(φ(t))·(f(φ(t))+d(t)) ≥ 0,∀t ∈ [t, t+ε].
Hence we have B(φ(t)) ≥ B(φ(t)) = 0 for t ∈ [t, t + ε].
This contradicts the definition of t. Hence C must be
forward invariant. Since W ⊆ C and C∩U = ∅, we have
Rδ(W ) ⊆ C and Rδ(W ) ∩ U = ∅.
It remains to show that W ⊆ Gδ(A). For any x0 ∈ W
and any φ ∈ Φδ(x0), we have φ(t) ∈ C ⊆ D for all t ≥ 0.
Hence
dV (φ(t))
dt
= ∇V (φ(t)) · (f(φ(t)) + d(t)) < 0
as long as φ(t) 6∈ A. A standard Lyapunov argument
shows that ‖φ(t)‖A → 0 as t→∞.
We then prove the necessity part. Since A is compact,
there exists a compact neighborhood K of A such that
A ⊆ K ⊆ D. Let c = supx∈K∪W V (x). Then c > 0.
Define B(x) = c− V (x) for x ∈ D. We can easily verify
that V (x) and B(x) satisfy conditions (1)–(4).
Remark 13 In [24], a set of sufficient conditions for a
smooth function V : Rn → R to be called a Lyapunov-
barrier function for the autonomous system (1) with re-
spect to the origin and an unsafe set U were formulated
as follows:
(i) V is lower-bounded and radially unbounded;
(ii) V (x) > 0 for all x ∈ U ;
(iii) ∇V (x) · f(x) < 0 for all x ∈ Rn \ (U ∪ {0}); and
(iv) Rn \ (U ∪ C) ∩ U = ∅, where the set C is given by
C = {x ∈ Rn : V (x) ≤ 0}.
Note that, to help the readers, we have changed the notion
slightly to be consistent with the notation used in this
paper. In [5], it is shown that the above conditions imply
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the set U is necessarily unbounded. Here we show another
property that indicates the restrictive nature of condition
(iv); that is,
x ∈ ∂U implies V (x) = 0. (7)
In fact, suppose that this is not the case, then V (x) >
0. There exists a sequence {xn} → x ∈ ∂D such that
V (xn) > 0 (and hence {xn} ∩C = ∅) and {xn} ∩U = ∅
(this is possibly because x ∈ ∂U). Hence {xn} ⊆ Rn\(U∪
C). It follows that x ∈ Rn \ (U ∪ C). By condition (iv)
above, x 6∈ U , which contradicts x ∈ ∂U . In view of (7),
condition (iv) above is somewhat restrictive, because it
implies that the boundary of the unsafe set U lies entirely
on a level curve of V .
Remark 14 Figure 1 provides an illustration of the sets
defined for proving Theorem 8.
A
U
D=Wδ 
Gδ (A)
W
Fig. 1. An illustration of the sets involved in Theorem 8,
Lemma 9, and Proposition 10. While the domain of attrac-
tion Gδ(A) can potentially intersect with the unsafe setU , the
winning set Wδ defined in (6) characterizes the set of initial
conditions from which the stability with safety constraints
is satisfied. Clearly, the system Sδ satisfies a stability with
safety specification (W,U,A) if and only if W ⊆ Wδ. The-
orem 8 (together with Lemma 9 and Proposition 10) states
that a smooth Lyapunov function can be found on the set
D =Wδ to verify the specification (W,U,A).
4 Converse Lyapunov-Barrier Function for
Reach-Avoid-Stay Specifications
The converse results proved in the previous section can
be extended to reach-avoid-stay specifications under
some mild modifications.
Suppose that Sδ satisfies a reach-avoid-stay specification
(W,U,Ω).
Lemma 15 Suppose that Ω is compact and W is
nonempty. If Sδ satisfies a reach-avoid-stay specification
(W,U,Ω), then the set
A = {x ∈ Ω : ∀φ ∈ Φδ(x), φ(t) ∈ Ω,∀t ≥ 0} . (8)
is a nonempty compact invariant set for Sδ.
Proof We first show that A is nonempty. By the def-
inition of reach-avoid-stay specification (W,U,Ω), solu-
tions of Sδ starting from W are forward complete and
there exists some T ≥ 0 such that Rt≥Tδ (W ) ⊆ Ω. It is
easy to verify that the setRt≥Tδ (W ) is forward invariant
for Sδ. Clearly, Rt≥Tδ (W ) ⊆ A and A is nonempty.
We next show that A is compact. Since A ⊆ Ω and
Ω is compact, we only need to show that A is closed.
Note that A is forward invariant by definition. Let
{xm} be a sequence in A that converges to x. Since Ω
is compact, we have x ∈ Ω. Suppose that x 6∈ A. Then
there exists some φ ∈ Φδ(x) and some τ > 0 such that
φ(τ) 6∈ Ω. By continuous dependence of solutions of Sδ
on initial conditions, there exists a sequence of solu-
tions φm ∈ Φδ(xm) that converges to φ uniformly on
[0, τ ]. We have φm(τ) → φ(τ) 6∈ Ω as m → ∞. Since
Rn \Ω is open, this implies that for m sufficiently large,
φm(τ) 6∈ Ω. This contradicts the definition of A (recall
that xm ∈ A and φm ∈ Φδ(xm)). Hence x ∈ A and A is
compact.
The following proposition states that any compact ro-
bustly invariant set of Sδ is USA for Sδ′ , where δ′ can
be taken to be arbitrarily close to δ. This fact was essen-
tially proved in [16] in a slightly different context. The
conclusion does not hold for δ′ = δ (see Example 20).
Proposition 16 Any nonempty compact invariant set
A for Sδ is UAS for Sδ′ whenever δ′ ∈ [0, δ).
The proof relies on the following technical lemma from
[16].
Lemma 17 [16] Fix any δ′ ∈ (0, δ) and τ > 0. Let
K ⊆ Rn be a compact set. Then there exists some r =
r(K, τ, δ′, δ) > 0 such that the following holds: if there is
a solution φ of Sδ′ such that φ(s) ∈ K for all s ∈ [0, T ],
where T ≥ τ , then for any y0 ∈ φ(0) + rB and any
y1 ∈ φ(T )+rB, we have y1 ∈ RTδ (y0), i.e., y1 is reachable
at T from y0 by a solution of Sδ.
We present the proof of Proposition 16 as follows.
Proof We verify conditions (1) uniform stability and
(2) uniform attractivity as required by Definition 3.
(1) For any ε > 0, let τ > 0 be the minimal time that
is required for solutions of Sδ′ to escape from A + ε2B
to A + εB. The existence of such a τ follows from that
f is locally Lipschitz and an argument using Gronwall’s
inequality. Pick δε < min(r,
ε
2 ), where r is from Lemma
17, applied to the setA+εB and scalars τ , δ′, and δ. Let φ
be any solution of Sδ′ such that ‖φ(0)‖A < δε. We show
that ‖φ(t)‖A < ε for all t ≥ 0. Suppose that this is not
the case. Then ‖φ(t1)‖A ≥ ε for some t1 ≥ τ > 0. Since
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δε < r and A is compact, we can always pick y0 ∈ A
such that y0 ∈ φ(0) + rB. By Lemma 17, there exists
a solution of Sδ from y0 ∈ A to y1 = φ(t1) 6∈ A. This
contradicts that A is forward invariant for Sδ.
(2) Fix any ε0 > 0. Following part (1), choose δε0 such
that ‖φ(0)‖A < δε0 implies ‖φ(t)‖A < ε0 for any solu-
tion φ(t) of Sδ′ . Let r be chosen according to Lemma 17
with the set A+ε0B and scalars τ = 1, δ′, and δ. Choose
ρ ∈ (0, r). Let φ be any solution of Sδ′ . We show that
‖φ(0)‖A < ρ implies that φ(t) ∈ A for all t ≥ 1. Suppose
that this is not the case. Then there exists some t1 ≥ 1
such that φ(t1) 6∈ A. Since ρ < r, we can pick y0 such
that y0 ∈ φ(0) + rB and y0 ∈ A. By Lemma 17, there
exists a solution of Sδ from y0 ∈ A to y1 = φ(t1) 6∈ A.
This contradicts that A is forward invariant for Sδ.
Hence φ(t) ∈ A for all t ≥ 1. This clearly implies (2).
Proposition 16 establishes a link between robust invari-
ance and asymptotic stability. By combining Lemma 15,
Proposition 16, and Theorem 8, we can obtain the fol-
lowing converse theorem for a reach-avoid-stay specifi-
cation.
Theorem 18 Suppose that Ω is compact, U is closed,
and Ω ∩ U = ∅, and Sδ satisfies the reach-avoid-stay
specification (W,U,Ω). Then there exists a compact set
A ⊆ Ω such that, for any δ′ ∈ [0, δ) and any proper
indicator ω for A on D, there exists an open set D such
that (A ∪W ) ⊆ D and D ∩ U = ∅, a smooth function
V : D → R≥0 and class K∞ functions α1 and α2 such
that conditions (4) and (5) hold for all x ∈ D and d ∈ δ′B.
Proof By Lemma 15, there exists a compact set
A ⊆ Ω that is δ′-UAS for any δ′ ∈ [0, δ) by Proposition
16. Furthermore, as shown in the proof of Lemma 15,
Rt≥Tδ (W ) ⊆ A. This implies that, for any δ′ ∈ [0, δ), the
domain of attraction of A for Sδ′ includes W . Hence Sδ′
satisfy the stability with safety guarantee specification
(W,U,A). The conclusion follows from that of Theorem
8.
Remark 19 Figure 2 provides an illustration of the sets
defined for proving Theorem 18.
It would be tempting to draw a stronger conclusion than
the one in Theorem 18 by allowing δ′ = δ. The following
example shows that the conclusion of Theorem 18 can-
not be strengthened in this regard: Under the current as-
sumptions of Theorem 18, there may not exist a converse
Lyapunov-barrier function satisfying conditions (4) and
(5) for Sδ, even if Sδ satisfies a reach-avoid-stay specifi-
cation (W,U,Ω).
Example 20 Consider S defined by x′ = −x + x2. Let
W = [−1,−0.9], U = [0.6,∞), Ω = [−0.25, 0.5], and
A
U
D=Wδ’ 
Gδ’ (A)
W
Ω
Fig. 2. An illustration of the sets involved in Theorem 18.
If a reach-avoid-stay specification (W,U,Ω) is satisfied, then
for each δ′ ∈ [0, δ), we can find a set A such that Sδ′ satisfies
the stability with safety guarantee specification (W,U,A).
Consequently, a set D and a Lyapunov function V defined
on D can be found such that the Lyapunov conditions (4)
and (5) hold for Sδ′ . The conclusion of Theorem 18 follows
from that of Theorem 8.
δ = 0.25. It is easy to verify that Sδ satisfies the reach-
avoid-stay specification (W,U,Ω). However, solutions of
Sδ starting from x0 = 0.5 + ε, where ε > 0, with d(t) = δ
will tend to infinity. Furthermore, for any x0 ∈ Ω, there
exists a solution of Sδ that approaches 0.5. Hence, there
does not exist an open set D as in Theorem 18 and a
converse Lyapunov-barrier function defined on D that
satisfies conditions (4) and (5) for all x ∈ D and d ∈ δB.
The reason for this is that the conclusion of Proposition
16 does not hold for Sδ, i.e., the set A defined by (8)
may not be UAS for Sδ, even though it is UAS for Sδ′
whenever δ′ ∈ [0, δ). Indeed, it is not difficult to verify
that the set A = [ 12 −
√
2
2 , 0.5] and, by the observation
above, the set A is not UAS for Sδ.
Similarly, Proposition 12 can be adapted to give the fol-
lowing version of converse theorem for reach-avoid-stay
specifications.
Proposition 21 Suppose that Ω and W are compact, U
is closed, and Ω∩U = ∅, and Sδ satisfies the reach-avoid-
stay specification (W,U,Ω). Then for any δ′ ∈ [0, δ),
there exists a compact A ⊆ Ω, an open set D such that
(A ∪W ) ⊆ D, and smooth functions V : D → R≥0 and
B : D → R such that
(1) V is positive definite on D w.r.t. A, i.e., V (x) = 0
if and only if x ∈ A;
(2) ∇V · (f(x) + d) < 0 for all x ∈ D \A and d ∈ δ′B;
(3) W ⊆ C = {x ∈ D : B(x) ≥ 0} and B(x) < 0 for
all x ∈ U ;
(4) ∇B · (f(x) + d) ≥ 0 for all x ∈ D and d ∈ δ′B.
Proof Similar to that of Proposition 12.
The above converse results (Theorem 18 and Proposi-
tion 21) reveal that the verification and design for reach-
avoid-stay specifications can indeed be centered around
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the problem of stability/stabilization with safety guar-
antees. This is without loss of generality at least from a
robustness point of view. In this regard, Lemma 15 and
Proposition 16 connect robust reach-avoid-stay specifi-
cation with stability with safety guarantees. We can also
prove a result in the converse direction. These state-
ments are summarized in the following proposition.
Proposition 22 (1) If Sδ satisfies a stability with
safety guarantee specification (W,U,A) and W is
compact, then for every ε > 0, Sδ satisfies the
reach-avoid-stay specification (W,U,A+ εB).
(2) If Sδ satisfies a reach-avoid-stay specification
(W,U,Ω), then there exists a compact set A ⊆ Ω
such that, for any δ′ ∈ [0, δ), Sδ′ satisfies the sta-
bility with safety guarantee specification (W,U,A).
Proof (1) The conclusion follows from the uniform
attractivity property for solutions for Sδ under the sta-
bility assumption (Proposition 25 in the Appendix).
(2) It follows from Lemma 15, Proposition 16, and the
definitions of the specifications.
5 Conclusions
In this paper, we proved two converse Lyapunov-barrier
function theorems for nonlinear systems satisfying ei-
ther asymptotic stability with a safety constraints or a
reach-avoid-stay type specification. In the former case,
we show that a smooth Lyapunov-barrier function can
be defined on the entire set of initial conditions from
which asymptotic stability with a safety constraint can
be achieved. For the latter, we establish a converse the-
orem via a robustness argument. It is shown by exam-
ple that the statement cannot be strengthened without
additional assumptions.
The focus of the current paper is on converse Lyapunov-
barrier functions. For this reason, we focus on au-
tonomous systems. We expect that the converse theorem
can be extended to control Lyapunov-barrier function
as in converse Lyapunov functions for stability (see, e.g.,
[10, Section 3.5]). Another interesting future direction
is to explore computational techniques for constructing
Lyapunov-barrier function that is defined on the whole
set of initial conditions (or as large a subset as possible
of this set) from which a stability with safety guarantee
or reach-avoid-stay specification is achievable. In this
regard, the results of this paper (especially Theorems 8
and 18) can hopefully shed some light into the develop-
ment of such computational techniques with complete-
ness (or approximate completeness) guarantees.
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A Proof of Lemma 9
We first state two lemmas on the properties of the solu-
tions of Sδ.
The first one is well known from the basic theory of ODEs
(see, e.g, [26, Theorem 55, Appendix C]).
Lemma 23 (Continuous dependence) Suppose that
for some x0 ∈ Rn there exists some T > 0 such that
solutions for Sδ starting from x0 are defined on [0, T ].
Then there exists some δ > 0 such that solutions starting
from x0 + δB are also defined on [0, T ] and there exists a
constant C (depending on T and x0) such that
|φ(t;x, d)− φ(t;x0, d)| ≤ C |x− x0|
for all x ∈ x0 + δB and d : [0, T ]→ δB.
The next result is on topological properties of solutions
of differential inclusions satisfying some basic conditions.
It can be found, e.g., in [9, Theorem 3, Section 7]. Note
that the differential inclusion we consider Sδ : x′ ∈
Fδ(x) := f(x) + δB straightforwardly satisfies the basic
conditions there (i.e., Fδ is upper semicontinuous and
takes nonempty, compact, and convex values).
Lemma 24 (Compactness of reachable sets) Let
K ⊆ Rn be a compact set. Suppose that there exists
some τ > 0 such that solutions of Sδ starting from K
are always defined on [0, τ). Then, for any T ∈ [0, τ),
R0≤t≤Tδ (K) is a compact set. Furthermore, solutions
of Sδ on [0, T ] form a compact set under the uniform
convergence topology.
The following result shows that under the uniform sta-
bility assumption (i.e., condition (1) in Definition 3),
attraction of solutions starting from any compact set
within the domain of attraction is always uniform. The
proof of the following result is modeled after the proof
for Proposition 3 in [28, cf. Claim 4].
Proposition 25 (Uniformity of attraction) Suppose
that a closed set A ⊆ Rn is uniformly stable for Sδ, i.e.,
condition (1) of Definition 3 holds. Let K be a compact
set. Then the following two statements are equivalent:
(1) For any x0 ∈ K and any φ ∈ Φδ(x0), φ is defined
for all t ≥ 0 and
lim
t→∞ ‖φ(t)‖A = 0.
(2) For every ε > 0, there exists T = T (ε) > 0 such that
‖φ(t)‖A < ε
holds for any x0 ∈ K, φ ∈ Φδ(x0), and t ≥ T .
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Proof Clearly, (2) implies (1). We prove that (1) also
implies (2) under the uniform stability assumption. Sup-
pose that (2) does not hold. Then there exists some
ε0 > 0 such that for all n > 0 there exists xn ∈ K,
φn ∈ Φδ(xn), and tn ≥ n such that
‖φn(tn)‖A ≥ ε0. (A.1)
Let δ0 = δε0 be given by condition (1) of Definition 3.
For every n > 0, we must have
‖φn(t)‖A ≥ δ0, ∀t ∈ [0, n]. (A.2)
Claim 26 There exist subsequences {xn} and φn ∈
Φδ(xn) such that xn converges to x and φn converges to
a solution φ ∈ Φδ(x). The latter convergence is uniform
on every compact interval of R≥0.
Proof of Claim 26 From (1), we know that solutions
starting fromK are always forward complete. SinceK is
compact, we can assume without loss of generality that
{xn} converges to x ∈ K (otherwise we can pick a sub-
sequence). By Lemma 24, there exists a subsequence of
{φn}, denoted by {φ1m}, that converges uniformly on
[0, 1] to a solution φ1 ∈ Φδ(x). By the same argument,
{φ1m} has a subsequence, denoted by {φ2m}, that con-
verges uniformly on [0, 2] to a solution φ2 ∈ Φδ(x). Re-
peat this argument and pick the diagonal {φmm}. Then
{φmm} has the claimed property. 2
Let φ ∈ Φδ(x) be given by the claim. By statement (1),
there exists T > 0 such that
‖φ(t)‖A <
δ0
2
, ∀t ≥ T. (A.3)
However, since {φmm} converges to φ uniformly on
[0, T ], there exists some n ≥ T such that
|φn(t)− φ(t)| < δ0
2
, ∀t ∈ [0, T ]. (A.4)
The equations (A.3) and (A.4) give ‖φn(T )‖A < δ0,
which contradicts (A.1).
Proof of Lemma 9 We can easily verify thatWδ is for-
ward invariant and W ⊆ Wδ ⊆ Gδ(A) by its definition.
We show that Wδ is open.
Let x0 ∈ Wδ. Let ρ > 0 be given by condition (2) from
Definition 3 for UAS of A. Choose ε0 < ρ such that (A+
ε0B) ∩ U = ∅. Choose δ0 = δε0 according to condition
(1) in Definition 3 for UAS of A. Clearly, δ0 ≤ ε0 < ρ.
Then, by Proposition 25 in the Appendix, there exists
some T = T (δ0) > 0 such that
‖φ(t)‖A <
δ0
2
for any solution φ ∈ Φδ(x0) and all t ≥ T . By Lemma 24
in the Appendix, the set K = R0≤t≤Tδ (x0) is compact.
Let ε1 <
ε0
2 be chosen such that (K + ε1B) ∩ U = ∅.
By continuous dependence of solutions of Sδ with respect
to initial conditions, there exists some r > 0 such that,
for all x ∈ x0 + rB and any ψ ∈ Φδ(x), there exists a
solution φ ∈ Φδ(x0) such that
|φ(t)− ψ(t)| < ε1, ∀t ∈ [0, T ].
It follows that
R≤Tδ (x0 + δB) ⊆ K + ε1B. (A.5)
Furthermore, at t = T , we have ‖ψ(T )‖A ≤ ‖φ(T )‖A +
ε1 <
δ0
2 +
δ0
2 = δ0. It follows from condition (1) in
Definition 3 that
ψ(t) ∈ A+ ε0B ⊆ A+ ρB (A.6)
for all ψ ∈ Φδ(x), x ∈ x0 + rB, and t ≥ T . By condition
(2) in Definition 3, limt→∞ ‖ψ(t)‖A = 0. In view of (A.5)
and (A.6), ψ(t) 6∈ U for all t ≥ 0. We have shown that
x ∈ Wδ for all x ∈ Br(x0). Hence Wδ is open.
B Proof of Proposition 10
The existence of a Lyapunov function can be proved
based on the KL-stability (i.e. given in Definition 27),
following the techniques developed in [28] on converse
Lyapunov functions for KL-stability. The KL-stability
considered here is in fact a special case of that in [28],
because we do not need to consider stability with re-
spect to two different measures as in [28]. We provide
a definition of KL-stability below, adapted for a proper
indicator of a compact set.
Definition 27 Let A ⊆ Rn be a compact set contained
in an open set D ⊆ Rn. Let ω be any proper indicator
for A on D. The system Sδ is said to be KL-stable on D
w.r.t. ω if any solution φ ∈ Sδ(x) with x ∈ D is defined
and remain in D for all t ≥ 0 and there exists a KL-
function β such that
ω(φ(t;x)) ≤ β(ω(x), t), ∀t ≥ 0, (B.1)
for all x ∈ D and φ ∈ Φδ(x).
The key step in proving Proposition 10 is the following
lemma.
Lemma 28 Assume that the assumptions of Proposi-
tion 10 hold. Then the system Sδ isKL-stable onD w.r.t.
ω.
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Proof of Lemma 28 Let Cr := {x ∈ D : ω(x) ≤ r}.
Then by the assumptions, since ω is a proper indicator
ω for A on D, Cr is compact subset of D for each r ≥ 0.
Fix ρ > 0 such that A+ρB ⊆ D. We can find aK∞-class
function satisfying α(s) ≥ supx∈D,‖x‖A≤min(ρ,s) ω(x).
Therefore, for all ‖x‖A ≤ ρ, we have ω(x) ≤ α(‖x‖A).
Claim 29 There exists a K∞ function γ such that, for
each x ∈ D, ω(φ(t;x)) ≤ γ(ω(x)) for all t ≥ 0 and
φ ∈ Φδ(x).
Proof of Claim 29 Indeed, for each x ∈ D, we can
find an r ≥ 0 such that x ∈ Cr. By Proposition 25,
for any ρ > 0 chosen above, we can find a T such
that ‖φ(t;x)‖A ≤ ρ for all x ∈ Cr and φ ∈ Φδ(x).
By forward invariance of D, it follows that Rδ(Cr) ⊆
R0≤t≤Tδ (Cr) ∪ (A + ρB) ⊆ D. Since Cr is compact, by
Lemma 24, for any finite T , R0≤t≤Tδ (Cr) is also com-
pact. The boundedness of Rδ(Cr) implies that Rδ(Cr) is
a compact subset of D. Let M(r) = max
x∈Rδ(Cr) ω(x).
Then ω(φ(t;x)) ≤ M(ω(x)) for all x ∈ D, φ ∈ Φδ(x),
and t ≥ 0. Clearly,M(r) is nondecreasing (due to the in-
clusion relation of reachable sets from Cr with different
r) and limr→0M(r) = 0 (due to the uniform stability
property). The γ ∈ K∞ in the claim can be chosen such
that M(r) ≤ γ(r) for all r ≥ 0. 2
Claim 30 For each r > 0, there exists a strictly decreas-
ing function ψr : R>0 → R>0 with limt→∞ ψ−1r (t) = 0
such that ω(φ(t;x)) ≤ ψ−1r (t) for all t > 0 whenever
ω(x) ≤ r and φ ∈ Φδ(x).
Proof of Claim 30 For each 0 < ε ≤ γ(r), by Propo-
sition 25, we can find a Tr(ε) = T (min(α
−1(ε), ρ)) > 0
such that for all x ∈ Cr, φ ∈ Φδ(x), and t ≥ Tr(ε), we
have
‖φ(t;x)‖A < min(α−1(ε), ρ) ≤ ρ. (B.2)
Equation (B.2) also implies
ω(φ(t;x)) ≤ α(α−1(ε)) = ε, (B.3)
for all x ∈ Cr, φ ∈ Φδ(x), and t ≥ Tr(ε). For ε > γ(r), we
set Tr(ε) = 0 and (B.3) still holds because ω(φ(t;x)) ≤
γ(r) < ε for all t ≥ 0 by Claim 29. Note that for each
fixed r, the function Tr(ε) can be chosen to be nonin-
creasing in ε and by definition limε→+∞ Tr(ε) = 0; for
each fixed ε > 0, Tr(ε) can be chosen to be nondecreas-
ing in r. Based on Tr(ε), we can find ψr : R>0 → R>0
such that ψr(ε) ≥ Tr(ε) for all ε > 0. The function ψr
can be constructed as strictly decreasing to zero (hence
its inverse is defined on R>0 and also strictly decreasing)
and satisfying limt→∞ ψ−1r (t) = 0. For each t > 0, let
ε = ψ−1r (t). We have t = ψr(ε) ≥ Tr(ε). Hence x ∈ Cr
implies that ω(φ(t;x)) ≤ ε = ψ−1r (t). 2
Now we force ψ−1r (0) = ∞ defined in Claim 30 and let
β(s, t) := min{γ(s), infr∈(s,∞) ψ−1r (t)} with γ defined in
Claim 29. Then β ∈ KL 1 and (B.1) holds.
Once Lemma 28 is proved, the proof of Proposition 10
follows from a standard converse Lyapunov argument
(see [28, proof of Theorem 1]). We provide an outline of
the proof as follows.
Lemma 31 (Sontag [25]) For each β ∈ KL and each
λ > 0, there exist functions α1, α2 ∈ K∞ such that α1 is
locally Lipschitz and
α1(β(s, t)) ≤ α2(s)e−λt, ∀(s, t) ∈ R≥0 × R≥0. (B.4)
Proof of Proposition 10 Based on the Lemma 28 and
by Sontag’s lemma (Lemma 31) on KL-estimates, we
can find α1 and α2 such that
α1(ω(φ(t;x))) ≤ α1(β(ω(x), t)) ≤ α2(ω(x))e−2t (B.5)
for any x ∈ D, φ ∈ Φδ(x), and t ≥ 0. Now define
V (x) := sup
t≥0,x∈D,φ∈Φδ(x)
α1(ω(φ(t;x)))e
t. (B.6)
Then V (x) ≥ supφ∈Φδ(x) α1(ω(φ(t;x))) = α1(ω(x)) for
all x ∈ D, and it is straightforward from (B.5) that
V (x) ≤ supt≥0 α2(ω(x))e−t ≤ α2(ω(x)). Therefore con-
dition (4) in Theorem 8 is satisfied.
To show the satisfaction of condition (5) in Theorem 8,
we can show that
V (φ(t;x)) ≤ V (x)e−t, ∀φ ∈ Φδ(x),∀t ≥ 0, (B.7)
with a similar reasoning as the Claim 1 in [28]. The local
Lipschitz continuity of V follows from the Claim 3 in
[28]. Then we have
∇V (x) · (f(x) + d) ≤ lim inf
t→0+
V (φ(t;x, d))− V (x)
t
≤ lim inf
t→0+
V (x)
e−t − 1
t
= −V (x).
(B.8)
The smoothness of V can also be extended from the
locally Lipschitz region D \ A to the whole set D (by
following the proof of Theorem 1 (step 3) in [28]).
1 This construction ofKL function does not impose continu-
ity. Nonetheless, as pointed out in [28, Remark 3], any (po-
tentially noncontinuous) KL function can be upper bounded
by a continuous KL function.
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