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not  an  easy  task  because  the  vertical  deflection  of  a  railway  bridge  generally  involves  several 15 
sources  of  uncertainty.  This  paper  proposes  a  probabilistic  method  that  employs  a  Gaussian 16 
process to construct a model to predict the vertical deflection of a railway bridge based on actual 17 














large  amount  of  freight  and  many  passengers.  Various  research  efforts  have  been  devoted  to 32 
develop faster and safer train systems, and as a result, high‐speed trains, such as the Shinkansen in 33 
Japan,  Inter City Express  (ICE)  in Germany, Train à Grande Vitesse  (TGV)  in France, and Korea 34 
Train  eXpress  (KTX)  in  Korea  are  in  operation worldwide.  In  addition  to  the  development  of 35 
high‐speed  trains,  the  importance  of  building  and  managing  railway  structures  that  allow 36 
high‐speed trains to operate safely has been recognized. Especially, managing the long‐term vertical 37 
deflection of a bridge is essential for the traffic safety and passenger comfort of the high‐speed trains. 38 
In  the  case  of  a  railway  bridge,  vertical  deflection  is  one  of  the  important  indicators  for 39 
inspecting its overall safety and for reporting abnormalities [1]. Moreover, it significantly influences 40 
the  running  stability of  a  train vehicle, particularly when  traveling  at high  speed  [2]. Therefore, 41 





regulate  guides  to  check  the  safety  and  comfort  of  rail  traffic  in  terms  of  an  acceptable  vertical 45 
deflection at mid‐span [3−5]. 46 
Thus, many researchers have been trying to develop efficient sensors and methods to measure 47 
the vertical deflection of  railway bridges. A  conventional  contact  type  sensor  is a  linear variable 48 
differential transformer (LVDT), which uses electric signals and has been used widely for structural 49 
health monitoring [6]. However, it requires installing a device at a measurement point on a robust 50 
platform  of  a  bridge,  which  is  often  infeasible  or  impractical  [7].  The  accelerometer,  which  is 51 
another widely used  contact  type  sensor, does not  require  such  installation. However, deflection 52 
results  based  on  accelerometers  may  have  numerical  errors,  because  the  deflection  calculation 53 
requires the double integral of the measured acceleration [7]. To overcome the limitations of contact 54 
type  sensors,  various  non‐contact  type  sensors,  such  as  global  positioning  systems  (GPS),  laser 55 
Doppler  vibrometers  (LDV), Radio Detection  and Ranging  (RADAR),  and  vision‐based  systems, 56 
have also been developed. Although GPS, LDV, and RADAR can measure the vertical deflection of 57 
a bridge accurately, they are relatively expensive [8−11].   58 
On  the  other  hand,  vision‐based  systems, which  use  video  images  to measure  the  bridge 59 
deflection,  are  widely  used  [7,  12,  13]  because  these  systems  are  (1)  relatively  affordable;  (2) 60 
sufficiently precise for measuring the vertical deflection of bridges; (3) easy to install; (4) equipped 61 





For  example,  Lee  et  al.  (2017)  developed  a  target‐based  system  [12],  and  Fukuda  et  al.  (2013) 67 
suggested a system without the installation of a target panel [7]. A more comprehensive review on 68 
vision‐based  systems  is provided  by Lee  et  al.  [12]. Despite  the  recent  advances  in  vision‐based 69 
systems,  the  measurement  results  are  also  known  to  be  affected  by  several  factors  such  as 70 
wind‐shaking and camera location, which may produce measurement errors. 71 
Meanwhile, research efforts have attempted to predict the vertical deflection of railway bridges, 72 
and many  of  the previous  studies  focused  on  the derivation  of physics‐based models  about  the 73 
vertical deflection [18−20]. Especially, prestressed concrete girders, which are often used for railway 74 
bridges,  are  known  to  be deflected  for  various  reasons  including  temperature  changes,  concrete 75 
creep,  shrinkage,  and  train  loads. Thus, Guo  et  al.  (2010)  attempted  to  construct  an  equation  to 76 
mathematically represent  the vertical deflection of a railway bridge by considering  these physical 77 
phenomena, and  the actual measurement  results were mainly used  to validate  the equation  [18]. 78 
Similarly,  Khan  and  Kim  (2012)  presented  finite  element model‐based  prediction  on  long‐term 79 
beam deflection which fitted to the experimental measurement [21]. Although the prediction on the 80 
vertical deflection in these studies showed decent agreement with the actual measurement data, the 81 
physics‐based models  need  to  be  sophisticated when  factors which were  not  considered  in  the 82 
models  need  to  be  addressed  [22].  In  addition, most  of  the  previous  studies  did  not  take  into 83 
account  the uncertainty  factors  associated with  railway  bridges  and  could not  give probabilistic 84 
prediction on their vertical deflection [23]. 85 
Therefore,  this study proposes a probabilistic method employing a Gaussian process  (GP)  to 86 
predict the vertical deflection of a railway bridge based on actual vision‐based measurement data 87 











This  research  aims  to  construct  a  probabilistic model  to  predict  the  vertical  deflection  of  a 97 
railway bridge, based on actual measurement data on vertical deflection and temperature. When a 98 
prediction model  is developed,  in general,  there are  several  sources of uncertainty  related  to  the 99 
model such as model misspecification, limited data size, and inherent variability, which are known 100 
to  introduce errors of bias, model variance, and noise  into  the model [28, 29]. Using  the prediction 101 
error decomposition proposed by Geman  et al.  (1992),  the expectation of a squared prediction error 102 
can  be  decomposed  into  these  errors  [30].  As  model  variance  and  bias  occur  because  of 103 
misspecification  of  the model  or  limited data  size,  these  values  are  reducible. Meanwhile,  noise 104 
cannot be reduced because it occurs owing to inherent variability, and it is an irreducible error [31]. 105 
When  constructing  a  prediction  model,  it  is  thus  important  to  introduce  an  appropriate 106 
mathematical model capable of addressing these three types of errors.   107 
  In  this  respect, many  researchers  have  constructed  probabilistic  prediction models  for  their 108 
engineering problems and tested these models by setting a confidence interval (CI) or a prediction 109 
interval (PI) [32]. The term CI refers to an interval concerning only the reducible error (i.e., bias and 110 
model variance). Meanwhile,  the PI  considers  the  irreducible  error  (i.e., noise)  in addition  to  the 111 
reducible error. This study aims  to develop a probabilistic prediction model which can deal with 112 
both  of  the  reducible  and  irreducible  errors  and  provide  prediction  results with  a  PI  about  the 113 
vertical deflection of high‐speed railway bridges. 114 




GPs  are  based  on  the Gaussian  (i.e.,  normal)  distribution,  and  a GP  can  be modeled  by  a 119 
regression mean and a covariance matrix, which often requires high computational costs. Despite 120 
their  high  costs, GPs  have  been widely  utilized  in many  applications  owing  to  their  theoretical 121 
simplicity and great performance to build a probabilistic model [34]. 122 
GPs are based on the following assumptions: 1) every data point is associated with a normally 123 
distributed random variable; and 2)  the  finite collection of  these random variables  is multivariate 124 
normally  distributed,  also  explained  as  jointly  normal.  The  multivariate  normality  is  often 125 





   ( , ) ( , ) 1,..., ; 1,...,ij i D xx y i N j N   D X y     (1)




For  a  prediction  purpose,  when  a  test  input  matrix  X*  is  introduced  to  estimate  the 135 
corresponding unknown test output vector  መ݂∗ሺ൉ሻ, the combined vector of the known training output 136 
y and the unknown test output  መ݂∗ሺ൉ሻ  is expressed as the multivariate Gaussian variables: 137 
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where  N  denotes  the  multivariate  Gaussian  distribution,  O  is  the  zero  matrix,  which  is  often 138 
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kernel in the covariance matrix ∑,  ߩܠೌܠ್  is the correlation between xa and xb, and  ߪܠೌଶ   is the variance 149 
of xa. 150 
In  Equation  (3),  the  covariance  is  often  modeled  by  a  kernel  function  associated  with  the 151 
Euclidian  distance  between  two  inputs  [34],  and  one  popular  choice  of  the  kernel  considering 152 
correlation is the squared exponential (SE) kernel shown below: 153 
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 x x
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where  ߪ௙ଶ  is the variance hyperparameter of inputs which controls the vertical scale of the function 154 
change  and  l  is  a  length‐scale hyperparameter  that  is  associated with  the horizontal  scale of  the 155 
function change [29]. 156 
However, as shown in Equation (3), the covariance matrix ∑ requires additional variance terms 157 
for its diagonal terms (i.e.,  ߪ௡௢௜௦௘ଶ ۷). This study introduces the Kronecker delta function [34]: 158 
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where  ߠ෠଴  and  ߠ෠ଵ  are hyperparameters  for non‐diagonal  terms,  ߠ෠ଶ	is a hyperparameter  to control 164 
the variance in diagonal terms, and  ߠ෠ଷ  is a hyperparameter to control the level of the overall values 165 
in the covariance matrix. The kernel in Equation (6) was applied to several previous studies [36−38], 166 
and it is introduced to this study for building the covariance matrix in Equation (3). 167 
A  GP  is  sensitive  to  these  hyperparameters;  thus,  for  the  purpose  of  prediction,  the 168 
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Xp( ) =   (7)
For numerical convenience,  the natural  logarithm  is  introduced  for conditional probability and  is 175 
multiplied by minus one: 176 
   12 21 1ln ln ln 22 2 2T Dnoise noise NL        y y K I y K IXp( ) =   (8)
where L  is  the  log‐likelihood  function. The  three  terms on  the  right  in Equation  (8)  represent  the 177 
three  errors  in  the prediction model described  in  Section  2.1  (i.e.,  the  bias, model  variance,  and 178 
noise). 179 





θbest L     (9)
Since  the  conditional  probability was multiplied  by minus  one  as  shown  in  Equation  (8),  ી෡௕௘௦௧ 182 
obtained from the minimization problem  in Equation (9) become the parameters which maximize 183 
the likelihood of observing the training output vector y given the training input X. 184 
Once  the  hyperparameters  are  identified  using  Equation  (9),  the  kernel  in  Equation  (6)  is 185 
constructed. Then, the optimal covariance matrix in Equation (3) is composed and the mean and the 186 
variance vectors of  the  test  inputs can be calculated by  the property of  the multivariate Gaussian 187 
distribution.  Based  on  the  derivation  by  Muirhead  (2009),  given  test  input  X*,  the  conditional 188 
multivariate Gaussian distributions of the test outputs  መ݂∗ሺ൉ሻ  are estimated as follows [39]: 189 





First,  for  the  performance  assessment  of  the  predictive  mean,  a  prediction  error  index  is 192 





 x x 2i i
i=1
(f( ) ‐ y( ))
RMSE =     (11)
where  መ݂ሺܠ௜ሻ  is  the  predictive  mean  at  the  test  input  xi  and  y(xi)  is  the  actual  measurement. 195 
Although  the  RMSE  is  a  great  test  indicator  of  the  predictive mean,  it  is  also  known  to  have 196 
limitations for a fluctuating dataset, which can be easily found in the dataset of vertical deflection of 197 
a railway bridge. A  fluctuating dataset and  the associated prediction, which  is not overfitted and 198 
follows the fluctuating trend, could have a  large RMSE due to the  inherent variability underlying 199 
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where yi  is  the  ith measurement data, Li  is  the  lower bound, and Ui  is  the upper bound of  the PI. 206 
When all the measurement values are located in the PI, PICP becomes 1. In practice, the PI is built 207 
with the nominal confidence of (1‐α) %, which is known as the PI nominal confidence (PINC), and a 208 
good PI  should have a  similar PICP with  the given  confidence  level.  In  this  respect,  the average 209 
coverage error (ACE) was defined with PICP and PINC as a performance measure of the PI [44]:   210 
-ACE PINC PICP     (15)













Eonyang Arch Bridge was  constructed  in 2009 as a  steel‐concrete  composite arch bridge  for 221 
high‐speed  trains,  the Korea Train Express  (KTX), and Figure 2 shows  its design drawings  in  the 222 
plan and front views. The bridge has a total length of 231.8 m, a center span of 70.4 m, a height of 10 223 
m.  Its  substructure consists of  three main arches  rigidly connected  to  the  foundation and several 224 
small arches over the main arch ribs. This unique structure consisting of main and small arches is 225 
designed  to  reduce  the  additional  axial  force  of  continuously welded  rail  on  the  bridge,  and  to 226 
provide  a uniform  level of  stiffness over  the  entire bridge  to  enhance  the  comfort of passengers 227 
traveling  in  high‐speed  trains.  Since  the  arch  ribs  are  rigidly  connected  to  the  foundation,  they 228 
deform  vertically  because  of  temperature  change.  The  effect  of  this  vertical  deformation  was 229 










The  vertical  deflection  of  Eonyang  Arch  Bridge  and  temperature  were  measured  by  the 234 
vision‐based  system  and  the  Resistance  Temperature  Detector  (RTD),  respectively.  First,  the 235 
deflection at the center of the mid‐span was measured as shown in Figure 3(a). Two HDTV video 236 
cameras were  installed at a slope at  the end of  the bridge. The cameras have  image sensors with 237 






A preliminary measurement showed  that  the concrete wall at  the slope showed some movement 244 
along  with  temperature  change,  which  generated  a  large  amount  of  noise  during  the  vision 245 






building  sign  moves  and  the  deflection  from  the  first  camera  can  be  corrected  by  using  this 252 































2016.7.15, 6:00  0.2500  21.45  1.195 
2016.7.15, 6:30  0.2708  23.59  2.455 
2016.7.15, 7:00  0.2917  25.73  3.565 
...  ...  ...  ... 
2016.11.27, 16:00  135.6875  9.55  ‐6.127 
2016.11.27, 16:30  135.7083  9.26  ‐6.638 
2016.11.27, 17:00  135.7292  8.69  ‐7.300 
 271 
The measurements that were recorded for 4.5 months produced a total of 2,292 datasets of the 272 
vertical deflection and bridge  temperature, and  they are plotted  in Figure 4(a) and  (b). Although 273 
there  are  some  ranges without  any  data  because  the measurement  devices malfunctioned,  it  is 274 
clearly observed that both of the vertical deflection and bridge temperature fluctuate with the same 275 
cycle within one day, which means  the vertical deflection and bridge  temperature are correlated. 276 
For  this reason,  in  this example, a GP model  is constructed with  introducing temperature data as 277 
input. 278 
Indeed, other factors than temperature such as creep, shrinkage, and train loads may also have 279 
an  effect  on  the  vertical deflection  of  a  bridge. According  to Nilson  (2003),  creep  proceeds  at  a 280 
decreasing  rate  and  ceases  after  two  to  five  years  at  a  final  value  and  shrinkage  continues  at  a 281 




bridge.  In addition,  train  load was not  introduced as an  important  input  in  the example because 286 
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trains only remain on the bridge for a few seconds while passing one to two times per hour and it is 287 
thus difficult to expect that a train would be passing at the moment when the bridge deflection is 288 




R‐squared  value  is  estimated  to  be  0.466, which means  the  temperature  is  an  important  factor 293 
relating  to vertical deflection. However,  it also means  there can be other  influential factors which 294 




















vertical  deflection  is  used  as  output  data  in  the  same  equation  to  construct  the  training  output 308 
vector y. To predict the deflection based on the training data, the test input matrix X* in Equation (2) 309 










































































To  test  the  performance  of  the  proposed  method,  predictions  were  made  using  different 330 
durations of the measurement time as training data. In addition, actual measurement data that were 331 
not  included  in  the  training data were used  to validate  the prediction  results obtained  from  the 332 
proposed method. 333 
Figure 6 shows how  the predictive mean and 95% PI are updated sequentially by additional 334 
measurement  data.  For  example,  the  black  solid  and  dotted  lines  plotted  in  Figure  6(a)  are 335 
respectively  the predictive mean and 95% PI obtained  from  the black measurement data  in  July, 336 
2016  only. However, when  blue  additional  data  of  the  next month  (i.e., August  2016)  are  also 337 








given  datasets.  Table  2  presents  these  results,  and  the  RMSE  values  are  estimated  to  be 344 
approximately  5 mm  overall, with minimum  and maximum  values  of  4.01 mm  and  6.20 mm, 345 
respectively. As discussed in Section 2.2, the RMSE is calculated by comparing the predictive mean 346 
and  the actual measurement results every 30 minutes  in  this example, which means  the overall 5 347 
mm  represents  the  inherent  variability  of  the  vertical  deflection  which  cannot  be  reduced.  In 348 
addition,  the RMSE values of 5 mm overall also mean  the constructed models based on different 349 
durations of measurement time have a similar level of inherent variability. 350 
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Jul. 2016  4.01  4.09  4.60  4.28  4.71 
Aug. 2016  ‐  5.43  5.58  5.39  5.66 
Sep. 2016  ‐  ‐  4.78  4.24  4.21 
Oct. 2016  ‐  ‐  ‐  5.89  6.2 


























Jul. 2016  −0.84  −1.00  −1.04  −1.09  −0.81 
Aug. 2016  ‐  0.29  −0.67  0.56  −0.93 
Sep. 2016  ‐  ‐  −0.82  0.59  −0.26 
Oct. 2016  ‐  ‐  ‐  −1.40  −1.49 
Nov. 2016  ‐  ‐  ‐  ‐  −1.41 
 359 
Meanwhile, Figure  7  compares  the prediction  results  and  the  actual measurement data. For 360 
example, Figure 7(a) shows the predictive mean and 95% PI (in black) based on the measurement 361 
data  in  July  only  and  compares  them with  the  actual measurement data  obtained  from August 362 
through  November.  It  is  clearly  seen  that  the  prediction  accuracy  gradually  decreases  as  the 363 
moment of prediction moves farther away. However, as the duration of the measurement time for 364 
training data becomes  longer, more  accurate prediction models  are obtained,  and  the prediction 365 
results become quite similar to the actual measurement data. 366 
(a)    (b) 
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These  points  can  be  observed more  clearly  using  performance  assessment  indices.  Table  4 369 
shows the RMSE values with respect to different sets of test data. From the table, it is first seen that 370 
the  RMSE  values  are  relatively  small  when  the  prediction  results  are  compared  with  the 371 
measurement  data  of  the  subsequent months  and  the  RMSE  values  increase  as  the moment  of 372 




















Jul. 2016  ‐  ‐  ‐  ‐  ‐ 
Aug. 2016  6.82  ‐  ‐  ‐  ‐ 
Sep. 2016  7.55  3.98  ‐  ‐  ‐ 
Oct. 2016  7.97  5.27  4.29  ‐  ‐ 
Nov. 2016  12.28  7.06  3.35  3.42  ‐ 
 376 
These  findings are more evident with ME, where  the  inherent variabilities are  canceled out. 377 
Table 5 provides the results of ME with respect to different sets of test data. As shown in the table, 378 
although  the model  that was constructed based only on  the measurement data  in  July may seem 379 
























Jul. 2016  ‐  ‐  ‐  ‐  ‐ 
Aug. 2016  2.36 mm  ‐  ‐  ‐  ‐ 
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Sep. 2016  6.76 mm  1.73 mm  ‐  ‐  ‐ 
Oct. 2016  5.94 mm  0.37 mm  −1.47 mm  ‐  ‐ 

























Jul. 2016  −0.0411  0.0170  −0.0165  0.0125  −0.0188 
Aug. 2016  ‐  −0.0045  0.0285  −0.0293  0.0120 
Sep. 2016  ‐  ‐  0.0104  −0.0379  −0.0065 
Oct. 2016  ‐  ‐  ‐  0.0474  0.0460 




values  are  relatively  small  when  the  PIs  are  compared  with  the  measurement  data  of  the 396 





















Jul. 2016  ‐  ‐  ‐  ‐  ‐ 
Aug. 2016  −0.0335  ‐  ‐  ‐  ‐ 
Sep. 2016  0.0273  −0.0258  ‐  ‐  ‐ 
Oct. 2016  0.2248  −0.0397  0.0460  ‐  ‐ 




model  to predict  the vertical deflection of a railway arch bridge based on actual computer vision 404 
measured data. To deal with  the  sources  of uncertainty which may  cause  errors  in  a prediction 405 
model,  a  Gaussian  process  is  modeled  with  multiple  kernels  and  hyperparameters.  Once  the 406 
hyperparameters  are  identified  through  the Gaussian process  regression using  training data,  the 407 
proposed  method  provides  the  predictive  mean  and  95%  prediction  interval  of  the  vertical 408 
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