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Model output statisticsThe snow cover model SNOWPACK simulates snow cover formation and evolution based on meteorological
data. In the past, these data were measured by automated weather stations. Recently, SNOWPACK was also
forced with data from numerical weather prediction models (NWP). In this study we assess the capability
of such a model chain to simulate two types of critical layers, i.e. surface hoar and melt–freeze crusts, for vir-
tual north and south-facing slopes as well as a ﬂat study plot. Meteorological key parameters for snow cover
formation and evolution, e.g. precipitation, radiation, air temperature and relative humidity, were measured
and compared to the forecasted data to evaluate the performance of the NWP model. Systematic errors of the
NWPmodel were corrected and the adjusted data were used to force SNOWPACK. The formation of 80 critical
layers – 35 surface hoar layers and 45 melt–freeze crusts – from seven winters between 2005 and 2012 ob-
served in the Columbia Mountains of British Columbia, Canada were investigated. To assess the performance
of SNOWPACK at simulating the presence and absence of critical layers on different aspects, monthly manual
snow proﬁles systematically observed on north, south and ﬂat terrains between January and March during
the winter of 2010–2011 were compared to the corresponding snow cover simulations. The overall accuracy
to predict the formation of melt–freeze crusts was found to be between 65% and 77% depending on the as-
pect. Surface hoar layers were modeled with accuracy between 89% and 100%. The presence and absence
of critical layers within the snow cover – surface hoar and melt–freeze crusts – were investigated during
the winter of 2010–2011. Ten out of eleven observed critical layers within the snow cover were simulated,
resulting in an accuracy of 91%. However, some surface hoar layers and melt–freeze crusts were simulated
but not observed resulting in a low accuracy for the absence of critical layers. The simulated snow height
tended to be under-estimated during the early winter season and over-estimated during the late winter sea-
son for both slopes and the ﬂat site, especially in March on the south-facing aspect. Nevertheless, the model
chain is promising considering the source of the input data. This study showed that such a model chain could
become a useful tool for avalanche warning services in the future, especially for data sparse areas.
© 2013 The Authors. Published by Elsevier B.V. Open access under CC BY-NC-ND license.1. Introduction
Changing meteorological conditions force the formation and evo-
lution of the seasonal mountain snow cover. The determining funda-
mental processes of snow cover formation and evolution are mostly
understood and parameterizations are available (e.g. Armstrong and
Brun, 2008). Hence, snow cover models were developed to simulate
the formation and evolution of the seasonal mountain snow cover
based on meteorological input parameters.
Advanced snow covermodels such as the Swiss model SNOWPACK
(Bartelt and Lehning, 2002; Lehning et al., 2002a, 2002b) or the Frenchre).
.V. Open access under CC BY-NC-ND lmodel CROCUS (Brun et al., 1989, 1992) have been used in recent
years for various applications including avalanche forecasting (e.g.
Durand et al., 1999; Schirmer et al., 2010). However, all models including
snow cover models strongly rely on the quality of the input data, which
can be poor considering instrumentation challenges especially during
winter conditions, e.g. riming or limited power supply for ventilation.
Furthermore, weather stations with high-quality sensors including radia-
tion sensors are expensive and therefore the number of availableweather
stations per avalanche forecasting region is often limited, especially in
North America where forecasting regions are large.
Numerical weather prediction models (NWP) are operationally
used by weather forecasting services. The horizontal resolution, i.e.
the grid spacing, of NWP models has signiﬁcantly decreased in recent
years. These high-resolution models are capable of providing all re-
quired input parameters for snow cover models, such as air tempera-
ture, relative humidity, wind, radiation and precipitation. Gridded
data from a NWP model are usually available several times per day.
This makes snow cover simulations with a model chain consisting oficense.
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time and space compared to snow cover simulations forced by data
from an automated weather station.
Recently, Bellaire et al. (2011, 2013) coupled a snow cover model
(SNOWPACK) with a NWP model (GEM15, Environment Canada).
Their initial qualitative study, which focused on snow depth and
new snow amounts, showed that the snow cover simulation is in fair
agreement with the observations after a bias correction was applied to
the forecasted precipitation amounts. However, a quantitative analysis
in terms of stratigraphy or critical layer formation was not performed.
Critical layers within the snow cover contribute to dry slab ava-
lanche release. For example, surface hoar can be considered a critical
layer, because it is a common failure layer for dry slab avalanches (e.g.
Hägeli and McClung, 2007). Melt–freeze crusts also play a critical role
for slab avalanche release. They can either act as the bed surface or
favor the formation of facets above or below, which can become the
failure layer for dry snow slab avalanches (e.g. Jamieson, 2006).
Iwamoto et al. (2008) also coupled SNOWPACK with a NWP
model for an area in Japan. They found the predicted and measured
snow depth in good agreement, but pointed out that the snow stratig-
raphy was not consistent with the observations.
The ﬁrst attempt to simulate the snow cover on slopes with the
snow cover model SNOWPACK was made by Fierz and Gauer
(1998). They simulated the snow cover on a ridge with a north and
south-east facing slope. Fierz and Gauer (1998) found no satisfactory
agreement between the observed manual snow proﬁles and the sim-
ulation. The mismatch was partly explained by the fact that the meta-
morphism module was not fully implemented at this point.
The goal of the present study is to assess the capability of
SNOWPACK forced by forecasted data from a NWP model (GEM15)
to simulate surface hoar and melt–freeze crusts at a ﬂat study site as
well as on a north and a south-facing slope. Such a model chain could
provide additional information on the seasonal mountain snow cover
for avalanche warning services, especially in data sparse areas.
2. Data
The NWPmodel GEM15 (Mailhot et al., 2005) has been used opera-
tionally since 2004 by the Canadian Meteorological Center (CMC).
GEM15 (GEM — Global Environmental Multiscale); it has a horizontal
grid spacing of 15 km and 58 vertical levels. Four times daily at
00 UTC, 06 UTC, 12 UTC and 18 UTC (UTC, Coordinated Universal
Time) GEM15 provides forecasted data for a single deterministic run
up to 48 h (3-hour intervals), i.e. no ensembles. For this study, forecast-
ed weather data for seven winters (October–April) between 2005 and
2012 were used to force the snow cover model SNOWPACK as well as
for comparison with measured weather data.
Meteorological parameters were measured by an automated
weather station (AWS) located at Mt. Fidelity (1905 m a.s.l.), Glacier
National Park, British Columbia, Canada. Measured parameters in-
clude hourly values of air temperature, relative humidity and precip-
itation as well as half hour values of wind speed, wind direction,
incoming long wave and incoming short wave radiation.
In order to assess the performance of the model chain to simulate a)
the formation of critical layers and b) the presence and absence of critical
layers within the snow cover, manual snow proﬁles recorded in the vi-
cinity of theMt. Fidelity study plotwere analyzed. For this studywe focus
on surface hoar as well as rain- and sun-crusts (i.e. melt–freeze crusts).
In North America it is common practice to assign a date ID to a
critical layer once buried (Greene et al., 2009, p. 34). This date ID cor-
responds typically to the burial date for surface hoar layers and the
formation date for melt–freeze crusts. However, the date ID for
melt–freeze crusts can vary depending on the formation type. A
rain-crust is sometimes named after the date when the heaviest
rain occurred. On the other hand a sun-crust is sometimes associated
with the burial date. However, this is rather a rule-of-thumb than arecording standard. Therefore the date ID for melt–freeze crusts can
differ between observers and be different from the actual formation
date by several days.
For this study a data set of 104 manual snow proﬁles recorded
during seven winters between 2005 and 2012 was used to assess
a) whether the model chain is capable of simulating the formation
of critical layers and b) to verify if the presence and absence of buried
critical layers on different aspects can be simulated. The recorded
date ID (as discussed above) for each critical layer, derived from
these 104 manual snow proﬁles, was used to identify the formation
dates of surface hoar as well as sun- and rain-crusts, which we refer
to as melt–freeze crusts.
Snow proﬁles were recorded by experienced observers (Avalanche
Control Section Rogers Pass and University of Calgary staff) in the
vicinity (b5 km) of the Mt. Fidelity study plot located within Glacier
National Park, B.C., Canada. Manual snow proﬁles recorded at north
and south aspects as well as a ﬂat site between 1580 m and
2220 m a.s.l. (median 1930 m) were used. North and south proﬁles
were performed on slopes between 10° and 45° (median 33°).
During the winter season of 2010–2011 monthly manual snow
proﬁles – January to March – were systematically recorded at a ﬂat
site, a 10° north-facing and a 30° south-facing slope on Mt. Fidelity.
In total 9 proﬁles were performed at each of three sites at approxi-
mately 1900 m a.s.l. Full depth proﬁles were only recorded at each
site in January (3 proﬁles). The remaining 6 proﬁles include at least
the layering of the uppermost meter of the snow cover. In these
cases the total snow depth was measured. These 9 manual snow pro-
ﬁles were used to assess the presence and absence of buried surface
hoar layers and melt–freeze crusts, i.e. part b of this study. Note that
the 9 proﬁles are a subset of the 104 proﬁles.3. Methods
For this study the Swiss snow cover model SNOWPACK (release
SNOWPACK_20110801) was forced with forecasted weather data
(GEM15) for each winter (October to May) between 2005 and 2012
as suggested by Bellaire et al. (2011, 2013), i.e. to use forecasted
values of hours 3, 6, 9 and 12 after initiation at 00 UTC and 12 UTC.
These forecasted values were used to create a daily time series with
3-hour intervals. The 12-hour forecasts were assigned to noon and
midnight (UTC), respectively. Snow cover simulations were performed
using UTC-Time and the simulations transferred to Paciﬁc Standard
Time (PST) afterwards. Snow cover simulations were carried out for a
ﬂat site (0° incline, 0° azimuth) as well as a virtual north-facing (30° in-
cline, 0° azimuth) and south-facing (30° incline, 180° azimuth) slope.
SNOWPACK can be driven using various combinations of input
parameters. For this study SNOWPACK was forced using GEM15's
forecasted incoming short and long-wave radiation (surface), the
amount of precipitation (surface), air temperature and relative hu-
midity (2 m above ground), wind speed and wind direction (10 m
above ground).
For the winter season of 2010–2011, SNOWPACK was initialized
using two manual snow proﬁles both recorded on 7 December, 2010
for the north and south and a manual snow proﬁle from 18 December,
2010 for the ﬂat ﬁeld simulation. For these dates the manual observed
snow proﬁles, i.e. grain type, size, density etc., were transformed into
SNOWPACK parameters according to Lehning et al. (2002b).
For the slope simulation (north and south) the amount of incom-
ing short wave radiation was adjusted depending on the slope angle
(30°), the azimuth (0° north, 180° south) as well as the zenith of
the sun depending on geographical location and date of the year
(Iqbal, 1993; Oke, 1987; Spencer, 1971).
We used forecasted data from the closest (~7 km, W) GEM15
grid-point (ni = 142; nj = 122) located at latitude 51.2189° and longi-
tude 117.7938°. Note that the elevation of the grid-point (1815 m a.s.l.)
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AWS is located.
To assess the performance of GEM15, measured values were com-
pared to the forecasted values. Therefore, we calculated the 3-hour av-
erage of the measured air temperature, relative humidity as well as
incoming long and short wave radiation. In addition, the 3-hour sum
of the measured precipitation amounts was calculated and in addition
the maximum incoming short wave radiation of the corresponding
3-hour period was determined. Since radiation measurements were
only available between January and March, the analysis was carried
out for these three months only.
The performance of themodel chain to simulate critical layers (CL) –
surface hoar and melt–freeze crusts –was validated using contingency
tables (Wilks, 1995) and resulting performance measures (Doswell
and Hawkins, 1990). A schematic contingency table is shown in
Table 1. For this study we focus on the probability of detection (POD)
deﬁned as:
POD ¼ a
aþ c : ð1Þ
A probability of detection of 1 indicates that all observed critical
layers were modeled correctly. To estimate the accuracy of the
model chain to predict critical layer formation, only the probability
of detection (POD) can be used since snow proﬁles were not recorded
systematically on all three aspects. That means it is often uncertain if
a critical layer was present or absent on a speciﬁc aspect.
As described above, the date ID is a subjective measure and can
differ from the actual formation date of the critical layer. Therefore,
all simulated snow proﬁles three days prior to the observed formation
or burial date (date ID) of surface hoar were considered. For the melt–
freeze crusts a window of up to ±7 days was chosen. Window sizes
were chosen empirically and are therefore subjective. Experience
showed that date IDs associated with the formation of surface hoar
can vary up to three days. The window size for the melt–freeze crusts
was chosen based on an analysis of sun crust formation periods. This
analysis (unpublished) showed a maximum duration of 11 days be-
tween storms, i.e. the length of the potential formation period. There-
fore a longer period of ±7 days was chosen. To take into account
crusts formed due to subsurface melting the ﬁrst top 10 elements
(~10 cm) of each simulated snow proﬁle were considered.
Due to connectivity problems with the server of the Canadian Me-
teorological Center (CMC) during the winter season of 2010–2011,
gaps in the forecasted data occurred. Missing data for this season:
air temperature 0.5% (percentage of missing data); relative humidity
12%; incoming short wave radiation 2%, incoming long wave radiation
12%, wind speed 7%, wind direction 7%; and precipitation 4%, were re-
placed with measured data from the nearby automatic weather sta-
tion. This was done in order to derive continuous input data for the
simulation. Without continuous input data, SNOWPACK would re-
place the missing data using a linear interpolation, which can result
in unrealistic snow cover simulations. Note that none of the periods
with missing data coincided with the formation of critical layers.
Furthermore, missing forecasted data were supplemented with mea-
surements after the comparison with the measured meteorological
parameters was performed.Table 1
Schematic of a contingency table.
Observation
Yes No
Model Yes a b
No c d4. Results
In this section, key forecasted meteorological parameters for criti-
cal layer formation are compared with the corresponding observa-
tions. Methods for bias correction are presented where applicable
(Section 4.1). A quantitative analysis of critical layer formation, i.e.
melt–freeze crusts (Section 4.2) and surface hoar (Section 4.3), will
be shown as well as comparison of observed and simulated snow pro-
ﬁles to investigate the presence and absence of critical layers within
the snow cover (Section 4.4).
4.1. Comparison of forecasted and observed meteorological parameters
Bellaire et al. (2011, 2013) compared forecasted and observed me-
teorological parameters and provided methods for bias correction
with an emphasis on the forecasted precipitation amounts to improve
the simulation of new snow amounts and hence snow depth. This
section identiﬁes additional improved bias corrections for different
parameters to increase the performance of the model chain to predict
the formation of critical layers. Without the following bias corrections
the performance of the model chain would have been unsatisfactory.
GEM15 forecasted meteorological data, i.e. key parameters for
critical layer formation, were compared to measured values for six
winters between 2005 and 2012. These key parameters are air tem-
perature, relative humidity, incoming short wave radiation as well
as precipitation amounts measured between January and March
(Fig. 1).
The comparison between forecasted and measured air tempera-
ture by month is shown in Fig. 1a. The difference of the median values
of the measurement and the forecasted air temperature was −1.7 K
in January, −1.6 K in February and −0.8 K in March, i.e. a negative
or cold bias. The root-mean-square error was 3.6 K for January and
February and 2.9 K for March. The elevation of the GEM15 grid
point is about 100 m lower than the weather station and the ﬂat
study plot. An elevation correction of the forecasted air temperature
based on a dry or wet adiabatic lapse rate would result in an even
stronger deviation from the observation. Furthermore, a correction
of the general cold bias of GEM15 (Mailhot et al., 2005, ~1.5 K)
would nearly equalize the elevation correction depending on the
atmospheric conditions. Therefore, no bias correction was applied to
the forecasted air temperature.
The forecasted relative humidity (in percent) tends to be
underestimated by GEM15 for each month. The difference of the me-
dian values over six winters was 8.1% in January, 7.5% in February and
2.9% in March with and overall difference of 7.2% (Fig. 1b). Increasing
the forecasted relative humidity by 7.2% for each time step and limit-
ing the forecasted relative humidity to 100% results into decreasing
root-mean-square errors for each month, i.e. January from 11.9%
to 10.2%, February from 12.8% to 11.4%, and March from 14.1% to
13.8%.
The incoming short wave radiation is one of the most important
factors for sun crust formation. A comparison of forecasted and ob-
served short wave radiation is shown in Fig. 1c. Since Bakermans
and Jamieson (2009) found that the daily maximum short wave radi-
ation correlated best with warming 10 to 15 cm below the surface,
this parameter promised to be relevant for sun crust formation. The
forecasted value was compared with the maximummeasured incom-
ing short wave radiation within the corresponding 3-hour GEM15
time interval. Only values larger than 50 W m−2 were used. Themax-
imum incoming short wave radiation seems to be systematically
under-estimated by GEM15 for all winter months. Therefore, a bias
correction method was developed, which increases the maximum
forecasted incoming short wave radiation without signiﬁcantly
changing the general distribution or median values. The bias correc-
tion method was derived by comparing the forecasted values (min.,
max. and median) of each month (Fig. 1c) with the corresponding
Fig. 1. Comparison of observed (Obs., clear boxes) and forecasted (GEM, light gray boxes) meteorological parameters a) air temperature (dashed line indicates 0 °C), b) relative
humidity, c) incoming short wave radiation and d) precipitation. In addition bias corrected data are shown in each plot where applicable (dark gray boxes). Boxes span the
interquartile range. Whiskers correspond to 1.5 times the interquartile range. Open circles indicate outliers.
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(Fig. 2, R2 = 0.98) was obtained by the 2nd-order polynomial:
α ¼ 7:86 10−4  β2−1:85 10−2  β−0:37 ð2Þ
with α the amount of incoming short wave radiation in W m−2 to be
added to the forecasted incoming short wave radiation and β the
forecasted incoming short wave radiation of the corresponding time
interval. The root-mean-square errors do not signiﬁcantly change
after applying the bias correction. However, the deviation betweenFig. 2. Illustration of deriving the suggested bias correction method for the incoming
short wave radiation. Summary statistics of the forecasted values for each month
(max., min., median; Fig. 1c) were plotted against the corresponding difference of
max., min, median for each month between measured and forecasted incoming short-
wave radiation (n = 9). Dashed line shows the best ﬁt obtained by a 2nd-order
polynomial.observed and forecasted maximum short wave radiation decreased
signiﬁcantly as shown in Fig. 1c.
A comparison of the observed and forecasted precipitation amounts
per month is shown in Fig. 1d. Only precipitation amounts larger than
1 mmare shown,which corresponds to the accuracy of theprecipitation
gauge. Although the general distributions look comparable for each
month GEM15 tends to under-estimate the cumulative precipitation
amounts in January (observed: 1306 mm; forecasted 850 mm) and
February (observed: 848 mm; forecasted 643 mm) and over-estimate
the precipitation mounts in March (observed: 864 mm; forecasted
969 mm).
Forecasted precipitation amounts, i.e. 3-hour values, were ﬁltered
using the ratio method as suggested by Bellaire et al. (2011, 2013).
Although this method results in a shift of the distribution (Fig. 1d,
Bias — R) the cumulative precipitation per month is in good agree-
ment (January: observed 1306 mm, corrected forecasted 1266 mm;
February: observed 848 mm; corrected forecasted 833 mm; March:
observed 864 mm; corrected forecasted 915 mm).
Applying the same method as described above for the incoming
short wave radiation to the forecasted precipitation amounts results
in a better alignment of the distributions (Fig. 1d, Bias— B). However,
the cumulative precipitation amounts were underestimated signiﬁ-
cantly, which in turn results in an underestimation of the simulated
snow height.
The forecasted incoming long wave radiation (root-mean-square
errors; January 28 W m−2, February 32 W m−2, March 28 W m−2)
was found to be in fair agreement with the measurements and not
corrected.
4.2. Critical layer formation — melt–freeze crusts
To assess the capability of the model chain to predict the forma-
tion of melt–freeze crusts, i.e. rain crusts or sun crusts on different
Fig. 4. Effect of window size on the probability of detection (POD) of sun-crusts only
(n = 32) for the north (dashed), south (dotted) and ﬂat ﬁeld (solid) simulations. Win-
dow size corresponds to days plus/minus the approximate formation date as estimated
by the ﬁeld observer. A rain threshold of +1.2 °C was used to avoid an overestimation
of the POD by false simulations of rain crusts.
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from 104 manual observed snow proﬁles were compared to the sim-
ulations. The snow cover model SNOWPACK distinguishes between
precipitation falling as rain or snow based on air temperature using
a static empirical threshold of +1.2 °C. This means precipitation
associated with air temperatures equal to and larger than +1.2 °C is
classiﬁed as rain, and at air temperatures below +1.2 °C as snow.
However, it is not uncommon during a winter season for rain to fall
while the air temperature is below the freezing level, e.g. due to a
strong inversion aloft and vice versa.
To investigate the inﬂuence of the temperature threshold for rain
on rain crust formation the threshold was increased in four steps be-
tween −1.2 °C and +1.2 °C (Fig. 3). The probability of detection
(POD, Eq. (1)) for all observed rain crusts (n = 13) separated by
aspect (north and south) as well as the ﬂat ﬁeld is shown in Fig. 3.
Variations of the interquartile range of individual boxplots stem
from varying the window size between ±0 days and ±7 days
(1 day increment).
As shown in Fig. 3 the median POD is low for rain thresholds
+0.5 °C and +1.2 °C at all sites and becomes larger for thresholds
smaller and equal to −0.5 °C. Median values of the POD are 64% for
the north and 67% or 71% for the south and ﬂat sites, respectively.
Outliers correspond to a window size of ±0 days.
The effect of the different window sizes on the probability of
detection for sun crusts (n = 32) is shown in Fig. 4. Note that the sim-
ulation using the original implemented rain threshold of +1.2 °C was
chosen to avoid an over-estimation of the POD related to the formation
of falsely simulated rain crusts. The north site showed no variation of
the POD (33%). For the ﬂat site the POD increased after ±4 days from
57% to 71%. The POD increased with increasing window size up to 78%
(±7 days) for the south site.
The distribution of the overall probability of detection – sun/
warming and rain crusts combined – for all three sites with changing
the rain threshold (−1.2 °C to +1.2 °C) is shown in Fig. 5. For the
north site the median POD decreased from 65% to 30%, from 77% to
66% for the south site and from 76% to 52% for the ﬂat site. The medi-
an corresponds to the values between ±3 days and ±4 days, respec-
tively. The probability of detection tends to increase with increasing
window size.
4.3. Critical layer formation — surface hoar
The probability of detection for surface hoar for all three aspects is
shown in Table 2. For the surface hoar, windows up to three days
prior to the burial date were chosen and the probability of detectionFig. 3. Distribution of the probability of detection (POD) of rain crusts (n = 13) for the
simulated aspects north (blue) and south (orange) as well as the ﬂat ﬁeld (yellow)
with changing rain threshold (temperature threshold for rain in °C). Boxes span the
interquartile range (some of which are collapsed). Lines connect the median values.
Whiskers correspond to 1.5 times the interquartile range. Open circles indicate
outliers.was calculated. The POD increased with increasing window size
from 85% to 100% for the north site, from 68% to 89% for the south
site and from 86% to 100% for the ﬂat ﬁeld simulation. The low POD
for the ±0 day window is related to the fact that for observed surface
hoar layers the date ID is typically associated with the burial date.
That means, on that speciﬁc day it is already snowing and conse-
quently the simulated surface grain type is precipitation particles
and not surface hoar.4.4. Buried critical layers — surface hoar and melt–freeze crusts
During the 2010–2011 winter monthly manual snow proﬁles
(January, February, March) were performed systematically at the
north, south and ﬂat sites around tree line, i.e. nine manual proﬁles
total. In ﬁve out of this nine proﬁles a total of 11 buried critical layers
(2 surface hoar layers and 9 melt–freeze crusts) were found. In the
remaining four proﬁles neither a surface hoar layer nor a melt–freeze
crust was found.
All critical layers but one melt–freeze crust (south site in March)
were simulated resulting in a probability of detection of 91%. Only
one simulated proﬁle (south site in January), i.e. one out of four,
showed neither a surface hoar layer nor a melt–freeze crust. For the
remaining three proﬁles where no critical layers were observed
(north and ﬂat sites in January and north site in March), the model
chain simulated one additional surface hoar layer at the north and
ﬂat sites in January as well as one melt–freeze crust at the north
site in March.Fig. 5. Distribution of the probability of detection (POD) for all crusts (n = 45) simu-
lated on north (blue), south (orange) and ﬂat ﬁeld (yellow) for ﬁve different rain
thresholds between −1.2 °C and +1.2 °C. Lines connect the median values. Boxes,
whiskers and open circles as in Fig. 3.
Table 2
Probability of detection (POD) for surface hoar formation by aspect: north (n = 26),
south (n = 19) and ﬂat aspects (n = 25). Shown are PODs for different window
sizes starting from 0 days, i.e. the formation or burial date as gathered from the manual
observed snow proﬁles, up to 3 days prior.
Window Aspect
Days North
%
South
%
Flat
%
0 85 68 80
−1 92 79 88
−2 100 89 96
−3 100 89 100
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are shown in Fig. 6. Shown are snow cover proﬁles from 25 January
2011 (ﬂat), 28 February 2011 (north) and 22 March 2011 (south).
The stratigraphy, i.e. primary grain types (Fierz et al., 2009) are in
general agreement with the observations. The snow depth tends to
be underestimated for the early winter and overestimated for the
late winter and is largest for the south site (compare Fig. 6c). All ratios
of measured to simulated snow depth for the north, south and ﬂat
sites are shown in Table 3.Fig. 6. Manual (left) and modeled snow proﬁles (right) for a) the ﬂat ﬁeld on 25 Janu-
ary, 2011, b) the north site on 28 February, 2011 and c) the south site on 21 March,
2011. Layers were merged by primary grain type. Hand hardness index from Fist (F)
to Knife (K). Note that for better visualization c) shows only layers down to 1 m
above ground. All surface hoar and melt–freeze crusts of the top ﬁrst meter were
taken into account for comparison with the manual proﬁles.5. Discussion
Weather forecasting ofﬁces worldwide use numerical weather
prediction models for their operational forecasts. Although the hori-
zontal grid spacing of these models has decreased signiﬁcantly in
recent years the underlying physical models are still not sufﬁcient
for complex alpine terrain, making mountain weather forecasting
challenging.
The comparison of forecasted and measured meteorological pa-
rameters showed that bias correction methods for relative humidity,
precipitation as well as incoming short wave radiation became neces-
sary. Precipitation is one of the most difﬁcult parameters to forecast,
especially in complex alpine terrain. Orographic effects can cause
over-estimation of precipitation on the up-wind side and even higher
resolution models show considerable biases (e.g. Weusthoff et al.,
2010). Therefore, a local correction of the forecasted precipitation
amounts is needed with current models if new snow amounts, snow
depth or rain crusts, are to be modeled with a reasonable accuracy.
The presented method corrects the precipitation; however, precipita-
tion amounts especially in March are still overestimated resulting in a
general over-estimation of the simulated new snow amounts and con-
sequently snow depth. More advanced bias correction methods such
as Kalman ﬁltering can be used in areas where precipitation gauges
are available. However, this study was performed with the aim of sim-
ulating the snow cover in data sparse areas where no weather stations
or precipitation gauges are available. Therefore, simple bias corrections
as suggested in this study become necessary.
Bellaire et al. (2011, 2013) compared simulated and observed mean
values of the incoming short wave radiation. They found the median
forecasted incoming short wave radiation to be overestimated by
about 40 W m−2, but found the maximum forecasted and observed
values to be similar.
This present study compared the maximum observed incoming
short wave radiation with the forecasted incoming short wave radia-
tion of the same period. The comparison showed that GEM15 3-hour
averages tended to be less than the maximum measured incoming
short wave radiation, which might be related to the 3-hour time in-
terval of the model or an over-estimation of cloud cover and therefore
a reduction of the incoming short wave radiation. The suggested
method increased the maximum forecasted short wave radiation.
Keeping in mind that these two values are technically not compara-
ble, it nevertheless shows that the forecasted incoming short wave
Table 3
Ratio of simulated to measured snow depth for monthly snow proﬁles performed at
the north, south and ﬂat sites. A value larger than 1 corresponds to an overestimation
and a value smaller than 1 corresponds to an underestimation of snow depth.
Month Aspect
– North South Flat
Jan 0.71 1.02 0.82
Feb 1.07 0.98 0.99
Mar 0.91 1.42 1.23
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crease the simulation of sun crusts.
The primary goal of this study was to assess the capability of the
model chain to predict critical layers, speciﬁcally surface hoar as
well as sun- and rain-crusts. Critical layers form under certain atmo-
spheric conditions. Surface hoar will form during moist, calm, clear
nights and melt–freeze crusts can form during periods of rain, warm
air advection or high solar radiation. In complex terrain these critical
layers can also be spatially variable, e.g. by aspect or elevation band,
making the prediction of these layers challenging.
Our full data set consisted of 80 critical layers (35 surface hoar
layers and 45 melt–freeze crusts). Due to the subjective nature of
the given date ID a range of formation dates needed to be considered.
The model chain output is in very good agreement for the surface
hoar formation if a window of 3 days prior to the date deﬁned by
the date ID is considered. However, this high accuracy could only be
reached by increasing the forecasted relative humidity (Fig. 1),
which might indicate an insufﬁcient modeling of the mass ﬂux to-
wards the surface.
Sun or warming crusts were simulated with an accuracy of 71% for
the ﬂat site and up to 78% for the south site. The simulation on the
north showed a low probability of detection (33%). This might be re-
lated to the fact that the surface snow temperatures for the simula-
tion at the north aspect were modeled too cold to initiate melting
due to warming by either warm air advection or diffuse radiation
(Fierz et al., 2003). Furthermore, the simulations were carried out
for virtual open slopes with an incline of 30°, but manual snow pro-
ﬁles were carried out around tree line. Local terrain effects such as
valley clouds, trees or rock faces could have inﬂuenced and promote
the formation of crusts on north-facing aspects. The model chain for
virtual aspects cannot include these local effects.
For the rain crust formation it became necessary to decrease the
default threshold for rain from +1.2 °C to approximately −0.5 °C.
This threshold seemed to be more appropriate for this mountain
range, a transitional snow climate (Hägeli and McClung, 2003). It re-
mains unknown if this threshold is suitable for other snow climates,
e.g. maritime or continental. As suggested by Bellaire et al. (2011,
2013) an analysis of the vertical temperature proﬁles could help to
improve the formation of rain crusts induced by strong inversions
aloft. A preliminary analysis of the vertical proﬁles for two
freezing-rain events (inversion aloft) during the winter season of
2011–2012 showed an inversion between the 700 and 800 mbar
level. A new threshold for freezing-rain events could not be derived
due to the small number of such events in our data set. However, an-
alyzing the vertical temperature proﬁle is promising in capturing
these events.
To assess the performance of the model chain to simulate the
presence and absence of critical layers at the north, south and ﬂat
sites, systematically recorded monthly manual snow proﬁles from
2010 to 2011 were compared with the simulation. Although the prob-
ability of detection (POD) is high the model chain is producing some
additional critical layers, i.e. false alarms. However, this is almost ex-
clusively related to the formation and burial of two surface hoar
layers. SNOWPACK uses a crystal size threshold of 0.5 mm to decide
whether a surface hoar layer is buried (surface hoar crystals largerthan 0.5 mm are buried). Increasing this threshold would prevent
the burial of some simulated surface hoar layers and therefore reduce
the false alarm ratio. However, it is not clear if the simulated surface
hoar layers were modeled incorrectly or if they were present but
not observed.
A NWP model with higher horizontal grid spacing (b15 km, e.g.
GEM-LAM 2.5 km) might improve the model chain performance in
terms of a better localization of precipitation amounts due to a better
representation of the underlying topography. Furthermore, the com-
plete energy balance, i.e. radiation, turbulent ﬂuxes and advection,
in complex alpine terrain is not understood yet and can therefore
not be modeled with high accuracy, only parameterized. However,
high accuracy is needed to capture the formation and to model the
evolution of critical layers. Nevertheless, the model chain consisting
of the snow cover model SNOWPACK and the numerical weather pre-
diction model GEM15 provides promising results considering the two
complex systems — the atmosphere and the seasonal mountain snow
cover as well as their interaction.6. Conclusions
We analyzed six winters of weather data as well as manual snow
proﬁles to assess the performance of a model chain consisting of a
snow cover model (SNOWPACK) and a numerical weather prediction
model (GEM15) to predict the formation as well as presence and ab-
sence of critical layers within the snow cover on aspects (north and
south) and a ﬂat site.
Bias corrections of forecasted weather data – relative humidity, in-
coming short wave radiation and precipitation – became necessary
and potential bias correction methods were presented. Bias corrected
weather data were used to force the snow cover model SNOWPACK
and simulations were performed for virtual north- and south-facing
slopes as well as for a ﬂat study site.
The aim of this study was to a) assess the capability of the model
chain to predict the formation of critical layers, i.e. surface hoar and
melt–freeze crusts, at the three sites. By default the snow cover
model SNOWPACK is using a static air temperature threshold for
rain of +1.2 °C to distinguish between snow and rain. Using this em-
pirical threshold resulted in a low probability of detection for all three
sites. A threshold of equal to or lower than−0.5 °C proved better re-
sults for both aspects and the ﬂat site, although this threshold may
not work well in other mountainous areas, e.g. a coastal or maritime
climate.
Sun crusts were modeled with fair agreement for the south and
the ﬂat site. The overall prediction accuracy for melt–freeze crusts,
i.e. sun- and rain-crusts was found to be between 65% and 77%,
depending on the temperature threshold for rain and the window
size. The best results were found for a temperature threshold for
rain of equal to or lower than −0.5 °C and a window size between
±3 and ±4 days, respectively. Surface hoar was predicted with
high accuracy for all three sites (89% south, 100% north and ﬂat site).
The presence and absence of critical layers were assessed by com-
paring monthly (January, February, March) observed snow proﬁles
(north, south, ﬂat) during the winter season of 2010–2011 to the cor-
responding simulations. All critical layers, except for one melt–freeze
crust, were modeled leading to a high probability of detection (91%).
The snow depth tended to be underestimated during the early winter
season and overestimated during the late winter season, especially on
the south aspect in March. This could be related to the overestimation
of the precipitation amounts in March as well as to the general cold
bias of the NWP model, which has an effect on the simulated settling
rates as well as new snow density.
In conclusion the model chain showed promising potential as a
forecasting tool for avalanche warning services, especially in areas
where snow cover information is sparse.
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