In Constraint Programming, constraint propagation is a basic component of constraint satisfaction solvers. Here we study constraint propagation as a basic form of inference in the context of first-order logic (FO) and extensions with inductive definitions (FO(ID)) and aggregates (FO(AGG)). In a first, semantic approach, a theory of propagators and constraint propagation is developed for theories in the context of three-valued interpretations. We present an algorithm with polynomial-time data complexity. We show that constraint propagation in this manner can be represented by a datalog program. In a second, symbolic approach, the semantic algorithm is lifted to a constraint propagation algorithm in symbolic structures, symbolic representations of classes of structures. The third part of the article is an overview of existing and potential applications of constraint propagation for model generation, grounding, interactive search problems, approximate methods for ∃∀SO problems, and approximate query answering in incomplete databases. 
INTRODUCTION
In the context of Constraint Satisfaction Problems (CSP), constraint propagation is the process of reducing domains of variables in a solution preserving way, where solutions are assigments of values to variables that satisfy constraints [Apt 2003 ]. In this article, we develop a theory of constraint propagation in the context of classical first order logic FO and extensions of FO.
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The work on constraint propagation presented here fits into a trend of increasing convergence in computational logic areas such as constraint programming (CP), propositional satisfiability (SAT), and certain subareas of knowledge representation and reasoning (KRR) including Answer Set Programming (ASP) and model generation and expansion for FO extensions. In CP, we witness the evolution towards more expressive languages with logic features such as OPL [Van Hentenryck 1999] , ESSENCE [Frisch et al. 2008] and Zinc [Marriott et al. 2008] ). In these languages, constraint "variables" range over complex objects -sets, arrays. In SAT, the need for more expressive languages led to the FO-based field of SAT modulo theories (SMT) [Nieuwenhuis et al. 2006] .
Coming from a different direction, languages that had been designed as expressive knowledge representation languages, gave rise to new paradigms for solving search problems. In particular, the development of effective finite model generators for the Answer Set Programming language (ASP) [Gelfond and Lifschitz 1991] such as Smodels [Niemelä et al. 2000] , DLV [Leone et al. 2002] and (later) Clasp [Gebser et al. 2007 ] led to propose model generation for ASP as a constraint programming paradigm [Marek and Truszczyński 1999; Niemelä 1999] . As already noted in Marek and Truszczyński [1999] , model generation for solving constraint problems is applicable in all logics with a model semantics. Not long after, Herbrand model generators aspps/psgrnd [East and Truszczynski 2001] and MiDl [Mariën et al. 2005] were built for (fragments of) FO extended with inductive definitions. Later Mitchell and Ternovska [2005] proposed to generalize Herbrand model generation into model expansion (MX): the generation of a -model M of a theory T over that expands a given σ -structure, for σ ⊆ . Their framework aims, among others, to classify logics according to the complexity of the search problems that can be expressed in them. Model expansion, as we define it here in this article, will be the problem of finding a model M of a given theory T over that completes a partial -structureĨ. This extends the initial setting, in the sense that a two-valued σ -structure can always be viewed as a partial -structure but not vice versa. Recently MX solvers for (extensions of) FO were built such as IDP [Wittocx et al. 2008c ] and the Enfragmo system [Aavani et al. 2012 ] that compete with the best solvers of ASP as shown in the ASP system competition [Calimeri et al. 2011] . Independently, this particular form of inference was also developed in the KodKod system [Torlak and Jackson 2007] , a model expander for a variant of FO and used as the main inference tool for system verification using Alloy [Jackson 2002] .
Given the tight connection between model expansion and constraint solving observed in the first paragraph of this introduction, what we witness here is a surprising convergence in applications, solver techniques and languages 1 . Model expansion is not just another way of solving search problems, it is the logical view on constraint solving. In a deep sense, CP languages are logics and CP systems are model expanders for them.
In this article, by studying constraint propagation for extensions of classical firstorder logic (FO) we push the convergence between these areas a step further. The primary goal of constraint propagation in CSP is as a component of constraint solvers.
While constraint propagation in FO as defined here could be used in model expansion systems, at present it is certainly not its primary use. As we shall see, current applications of our framework can serve very different purposes. Let us illustrate this in the context of an interactive search problem presented in Vlaeminck et al. [2009] . Consider a software system supporting university students to compose their curriculum by selecting certain didactic modules and courses. Such a selection needs to satisfy certain rules that can be collected in a background theory T. Assume that amongst others, the following integrity constraints are imposed on the selections: 
The first constraint states that mutually exclusive components cannot be selected both, the second one expresses that at least one module should be taken and the third one ensures that all courses of a selected module are selected. Basically, a student running this system is manually solving a constraint problem, a model expansion problem with respect to this theory. At each intermediate stage, the courses that he may have selected or deselected, form a partial, three-valued structure. For instance, he may have selected the module m 1 , two mutually exclusive courses c 1 and c 2 , where c 1 belongs to the module m 1 . One can check that in every total selection that completes this partial structure and satisfies the constraints, c 1 will be selected, c 2 will not be selected, and no module containing c 2 will be selected. Constraint propagation for FO can be used to derive these facts. By interleaving the choices by the user with constraint propagation on the background theory and returning the results as feedback to the user, the system supports the user by preventing him to avoid choices that will lead to inconsistency. As such, constraint propagation is as useful in such interactive constraint problems as it is in full constraint solving systems. From this and other applications demonstrated further on, constraint propagation emerges as a valuable form of inference for FO in its own right. The contributions of the article are the following. In Section 3 we present a theoretical framework for propagation and propagators in the context of theories T and three-valued structuresĨ. In Section 4, we develop an algorithm that computes constraint propagation for finite theories T and structuresĨ in time polynomial in the size ofĨ and exponential in the size of T. This algorithm is based on a transformation of T to what will be called INF form. It is shown how to represent this algorithm as a datalog program. Many logic-based formalisms offer computational support for computing sets defined by such rule sets. Examples are (tabled) Prolog, Datalog, Answer Set Programming , FO extended with inductive definitions (FO(ID)), and production rule systems [Forgy 1979 ]. As a consequence, many of the theoretical and practical results obtained for these formalisms can be applied to study properties of our method, as well as to implement it efficiently.
The aforementioned algorithm requires a concrete finite partial structureĨ as input. In a second part of the article, Section 5, we lift the method to obtain a symbolic constraint propagation method that operates on symbolic structures, which are symbolic descriptions of classes of three-valued structures.
Both propagation on structures and the symbolic method are first developed in the context of FO theories. However, experience in Knowledge Representation and Constraint Programming shows that (inductive) definitions and aggregates are language constructs that are often crucial to model many real-life applications. Yet in general, these concepts cannot be effectively expressed in FO. To broaden the applicability of the propagation algorithm, we extend it to FO(ID), the extension of FO with inductive definitions [Denecker and Ternovska 2008] in Section 6 and to FO(AGG), FO extended with aggregates (Appendix A).
In the final part of this article, Section 7, we sketch several existing and potential applications of our propagation algorithms, namely for model generation, preprocessing for grounding, interactive configuration, approximate solving of ∀SO search problems and approximate query answering in incomplete databases.
This article is an extended and improved presentation of Wittocx et al. [2008a] . It describes (part of) the theoretical foundation for applications presented in earlier works [Vlaeminck et al. , 2010 Wittocx et al. 2009 Wittocx et al. , 2010 . A less densely written version of this article is part of the PhD thesis of the first author [Wittocx 2010 ].
PRELIMINARIES
We assume the reader is familiar with classical first-order logic (FO) . In this section, we introduce the notations and conventions used throughout this article and we recall definitions and results about three-and four-valued structures and constraint satisfaction problems.
First-Order Logic
A vocabulary is a set of predicate and function symbols, each with an associated arity. We often denote a symbol S with arity n by S/n. A -structure I consists of a domain D, an assignment of a relation P I ⊆ D n to each predicate symbol P/n ∈ , and an assignment of a function F I : D n → D to each function symbol F/n ∈ . The domain of I is denoted dom I . The symbols true and false are logical propositional symbols that are true, respectively false in each structure. The equality symbol = is a logical binary predicate symbol; in each structure, its interpretation is the identity relation of the domain of I. We use t = s as a shorthand for ¬(t = s). If I is a -structure and ⊆ , we denote by I| the restriction of I to the symbols of . Vice versa, we call I an expansion of I| . If 1 and 2 are two disjoint vocabularies, I a 1 -structure with domain D, and J a 2 -structure with the same domain, then I + J denotes the unique
For a vocabulary , #( ) is its cardinality and MaxAr( ) the maximal arity of a predicate in . The size |Ĩ| of a structureĨ is defined as the cardinality of the domain ofĨ. This definition is precise enough for the complexity results in this article.
Variables are denoted by lowercase letters. We use x, y, . . . , to denote both sets and tuples of variables. A variable assignment with domain D is a function mapping variables to domain elements in D. If θ is a variable assignment, x a variable and d a domain element, θ [ x/d] denotes the variable assignment that maps x to d and corresponds to θ on all other variables. This notation is extended to tuples of variables and domain elements of the same length.
Terms and formulas over a vocabulary are defined as usual. We use (ϕ ⇒ ψ) and (ϕ ⇔ ψ) as shorthands for, respectively, the formulas (¬ϕ ∨ψ) and ((ϕ ⇒ ψ)∧(ψ ⇒ ϕ)). If x and y are, respectively, the tuples of variables (x 1 , . . . , x n ) and (y 1 , . . . , y n ), then x = y is a shorthand for the formula (x 1 = y 1 ) ∨ . . . ∨ (x n = y n ). Often, we denote a formula ϕ by ϕ [ x] to indicate that x is precisely the set of free variables of ϕ. That is, if y ∈ x, then y has at least one occurrence in ϕ outside the scope of quantifiers ∀y and ∃y. A formula without free variables is called a sentence. A theory is a set of sentences. If ϕ is a formula, x a variable and t a term, then ϕ[ x/t] denotes the result of replacing all free occurrences of x in ϕ by t. This notation is extended to tuples of variables and terms of the same length.
For a theory T, its size |T| is the number of symbol occurrences in T; #(T) is the number of formulas in T; width(T) is the maximal number of free variables of subformulas of T; MaxFSize(T) is the size of the largest formula of T. Size and width are defined also for formulas.
The evaluation t Iθ of a term t in the structure I under variable assignment θ , and the satisfaction Iθ |= ϕ of a formula ϕ in I under θ is defined by the usual induction. Since = denotes identity, we have Iθ |= t = s iff t Iθ = s Iθ . If x are the free variables of a formula ϕ, the evaluation of ϕ under assignment
A query is an expression {x | ϕ[ y] }, where ϕ is a formula and y ⊆ x. Such a query corresponds to the Boolean lambda expression λx.ϕ [ y] .
Definition 2.1 ( -equivalent). Let 1 and 2 be two vocabularies that share a common subvocabulary and let ϕ 1 and ϕ 2 be sentences over, respectively, 1 and 2 . Then ϕ 1 and ϕ 2 are -equivalent if for any -structure I, there exists an expansion M 1 of I to 1 such that M 1 |= ϕ 1 iff there exists an expansion M 2 of I to 2 such that M 2 |= ϕ 2 . They are one-to-one -equivalent if in addition each I has at most one expansion M 1 satisfying ϕ 1 and at most one expansion M 2 satisfying ϕ 2 .
The following proposition presents a method to rewrite sentences to -equivalent sentences. This rewriting method is called predicate introduction, and is applied in, for instance, the well-known Tseitin [1968] 
PROOF. Denote the vocabulary ∪ {P} by and let I be a -structure. Any expansion of I to that satisfies the sentence
Hence, such an expansion satisfies ϕ iff I |= ϕ.
In the following, we will often facilitate the presentation by assuming that vocabularies do not contain function symbols. The following proposition sketches a method to remove function symbols from a theory. For a given vocabulary , we define its graph vocabulary G as consisting of all predicate symbols of and a graph predicate symbol P F /n + 1 for each function symbol F/n. For each -interpretation I, we define Graph(I) as the G -interpretation which coincides with I on the domain and the interpretation of all predicate symbols and such that (P F ) Graph(I) = F I for each function symbol F (recall that an n-ary function is an n + 1-ary relation). A standard result is the following. PROPOSITION 2.3. [Ebbinghaus et al. 1984] Let T be a theory over a vocabulary .
Then there exists a theory T over G such that Graph(·) is a one-to-one correspondence between models of T and models of T . Moreover, if T is finite, T can be constructed in linear time in the size of T.
Theory T is obtained from T by adding the sentences
for each of graph symbol P F , by removing every nested function symbol in terms, in atoms and in the righthandside of equality atoms through iterated application of the following rewrite rule: Fig. 1 . The truth order < t and the precision order < p . According to the truth axis, we have, for instance, f < t u; according to the precision axis, we have, for instance, u < p f.
where x is a fresh variable, and finally, by replacing all atoms of the form F(x) = y by P F (x, y).
Example 2.4. Applying the sketched transformation on a theory containing the sentence Selected (C ) (with C a constant), produces a theory containing the sentences
Three-and Four-Valued Structures
In this section we present three-and four-valued structures. In these structures it is possible to express partial and inconsistent information. For the rest of the article, we assume that vocabularies are function free. Belnap [1977] introduced a four-valued logic with truth values true, false, unknown, and inconsistent which we denote by, respectively, t, f, u and i. For a truth value v, the inverse value v −1 is defined by t −1 = f, f −1 = t, u −1 = u and i −1 = i. Belnap distinguished two orders, the truth order < t and the precision order < p , also called the knowledge order. They are defined in Figure 1 . The reflexive closure of these orders is denoted by ≤ t , respectively ≤ p .
Four-Valued Structures.
Let be a (function-free) vocabulary. A four-valued -structureĨ consists of a domain D and a function P˜I : D n → {t, f, u, i} for every P/n ∈ . We say that a fourvalued structureĨ is three-valued when P˜I(d) = i for any P ∈ and tuple of domain elements d. A structureĨ is two-valued when it is three-valued and P˜I(d) = u for every P and d. We call a four-valued structureĨ strictly three-valued if it is three-valued but not two-valued. Likewise, a structure is strictly four-valued if it is four-valued but not three-valued. A four-valued structureĨ that is two-valued can be identified with the standard FO structure I for which for every predicate symbol P and tuple of domain elements d, d ∈ P I iff P˜I(d) = t. In the rest of the article, when we refer to a structure I (without tilde) we mean a two-valued structure, whileĨ means a four-valued structure (which possibly is three-or two-valued). In our examples, we will specify a four-valued function P˜I by writing t : P˜I = {set of tuples} and f : P˜I = {set of tuples}. Tuples only in t : P˜I are true, tuples only in f : P˜I are false, tuples in both are inconsistent, and tuples in none are unknown. When P is two-valued inĨ, we write P˜I = {set of tuples}. The value of a formula ϕ in a four-valued structureĨ with domain D under variable assignment θ is defined by structural induction:
WhenĨ is a three-valued structure, this corresponds to the standard Kleene [1952] semantics.
IfĨ is three-valued, thenĨθ(ϕ) = i for every formula ϕ and variable assignment θ . If I is two-valued, thenĨθ(ϕ) ∈ {t, f}. Also, ifĨ is two-valued, thenĨθ(ϕ) = t ifĨθ |= ϕ and f otherwise. We omit θ and/or [ x/d] If ϕ is a formula andĨ andJ are two structures such thatĨ ≤ pJ , then alsoĨθ(ϕ) ≤ p Jθ(ϕ) for every θ . If ϕ is a formula that does not contain negations andĨ ≤ tJ , then alsoĨθ(ϕ) ≤ tJ θ(ϕ) for every θ .
By Proposition 2.3, the restriction to a function free vocabulary is without loss of generality. The reader interested in more details about functions can consult Wittocx [2010] . Two-Valued Structures. A standard way to encode a four-valued structureĨ over a vocabulary is by a two-valued structure tf(Ĩ) over a vocabulary tf( ) containing two symbols P ct and P cf for each symbol P ∈ . The interpretation of P ct , respectively P cf , in tf(Ĩ) represents what is certainly true, respectively certainly false, in P˜I. Formally, for a vocabulary and -structureĨ, tf( ) denotes the vocabulary {P ct /n | P/n ∈ } ∪ {P cf /n | P/n ∈ } and the tf( )-structure tf(Ĩ) is defined
Encoding Four-Valued Structures by
Observe thatĨ is three-valued iff (P ct ) tf(Ĩ) and (P cf ) tf(Ĩ) are disjoint for any P ∈ ;Ĩ is two-valued iff for every P/n ∈ , (P ct ) tf(Ĩ) and (P cf ) tf(Ĩ) are each other's complement in
The value of a formula ϕ in a structureĨ can be obtained by computing the value of two formulas over tf( ) in tf(Ĩ). Define for a formula ϕ over the formulas ϕ ct and ϕ cf over tf( ) by simultaneous induction:
The intuition is that ϕ ct denotes a formula that is true iff ϕ is certainly true while ϕ cf is a formula that is true iff ϕ is certainly false. This explains, for instance, the definition (¬ϕ) ct = ϕ cf : ¬ϕ is certainly true iff ϕ is certainly false. As another example,
For a pair of formulas (ϕ 1 , ϕ 2 ), a structure I and variable assignment θ , we denote the pair of truth values (Iθ(ϕ 1 ), Iθ(ϕ 2 )) by Iθ(ϕ 1 , ϕ 2 ). We identify the pairs (t, f), (f, t), (f, f) and (t, t) with, respectively, the truth values t, f, u and i. Intuitively, the first value in the pairs states whether something is certainly true, the second value whether it is certainly false. It follows that, for instance, (t, f) corresponds to saying that something is certainly true and not certainly false and therefore identifies with t. Using these equalities, the next proposition expresses that the value of a formula in a four-valued structureĨ can be computed by evaluating ϕ ct and ϕ cf in the two-valued structure tf(Ĩ). PROPOSITION 2.5 ([FEFERMAN 1984]) . For every formula ϕ, structureĨ, and variable assignment θ ,Ĩθ(ϕ) = tf(Ĩ)θ (ϕ ct , ϕ cf ).
It follows from Proposition 2.5 that model checking and query answering algorithms for FO can be lifted to four-valued logic and that complexity results carry over. Evaluating a formula ϕ in a 2-valued finite structure I takes time O(|I| |ϕ| ) [Grädel et al. 2007 ]. For finite four-valued structuresĨ, computingĨθ(ϕ) has the same complexity and takes time polynomial in |Ĩ| and exponential in |ϕ|.
Another interesting property of the formulas ϕ ct and ϕ cf is stated in the following proposition. PROPOSITION 2.6. For every formula ϕ, ϕ ct and ϕ cf are positive formulas (i.e., do not contain ¬).
PROOF. Follows directly from the definition of ϕ ct and ϕ cf .
We now recall some definitions from Constraint Programming (CP). Our terminology is based on the book by Apt [2003] , to which we refer for a comprehensive introduction to CP.
Let S be a sequence (v 1 , . . . , v n ) of variables. A constraint on S is a set of n-tuples. A constraint satisfaction problem (CSP) is a tuple C, V, DOM of a set V of variables, a mapping DOM of variables in V to domains, and a set C of constraints on finite sequences of variables from V. v) . In this article, we only consider domain reducing propagators.
One straightforward way to state a constraint satisfaction problem using logic is as follows. Given a constraint satisfaction problem C, V, DOM , we introduce a logic vocabulary consisting of constants c v and unary predicates P v for every constraint variable v, and predicate symbol P C /n for every n-ary constraint C.
Solutions of the constraint satisfaction problem correspond one-to-one to models of T expanding I.
Note that "variables" in CSP naturally correspond to constants in logic. To avoid confusion between variables in the context of FO and variables of a CSP, we call the latter constraint variables in the rest of this article.
CONSTRAINT PROPAGATION FOR LOGIC THEORIES
This section starts with introducing the notion of propagation in the context of FO; it then makes the connection with CSP's, discusses refinement sequences and finishes with an analysis of complete propagators.
Model Expansion and Constraint Propagation Inference for FO
As explained in the introduction, the following definition of model expansion slightly extends that of [Mitchell and Ternovska 2005] .
Definition 3.1 (Model expansion). For a theory T over , and a (four-valued) structureĨ, a model expansion ofĨ in T is a (two-valued) 
The topic of this article is not model expansion but constraint propagation. The aim of constraint propagation is improve the precision of three-valued structures while preserving the approximated models. Propagators meet the following two conditions.
These conditions are the translation to our setting of the requirements for a "domain reduction function" in Apt [1999a] . The first condition states that by applying an operator no information is lost. The second condition states that no models of T approximated byĨ are lost. Note that for a propagator O it follows from the given definition. ThatĨ and O(Ĩ) 
It is easy to check that the composition of two monotone propagators is a monotone propagator. Also, if O 1 is inducing for T 1 and O 2 is inducing for
From the definition of propagator, it follows that two logically equivalent theories have the same propagators. Let and be two vocabularies such that ⊆ and let T and T be -equivalent theories over , respectively . Recall that a -structureĨ can be seen as a -structureĨ + ⊥ 
Relationship to CSP
We already showed that CSP's have a natural expression as model expansion problems in logic. The inverse holds as well: model expansion problems for finite structuresĨ correspond to CSP's.
Let T be a logic theory over vocabulary andĨ a four-valued -structure with domain D. IfĨ is finite, then the pair T,Ĩ has a corresponding CSP which is denoted by C T , V˜I, DOM˜I and defined as follows. The set of constraint variables V˜I is defined as the set of all domain atoms over and D. We assume a fixed total order on V˜I and call the ith element in that order the ith domain atom. The domain DOM˜I(P(d)) associated to domain atom P(d) is defined by
Given a tuple v ∈ {t, f} |VĨ| , I v denotes the -structure with domain D such that for
is the ith domain atom and the ith truth value in v is t. Finally, C T is the singleton set containing the constraint that consists of the set of tuples v ∈ {t, f} |VĨ| such that I v |= T. It follows immediately that v is a solution to
The following proposition relates the definition of a propagator for T to the definition of propagator in the context of CP. 
Function f is a propagator iff C T , V˜I, DOM˜I and C T , V˜I, DOM O(Ĩ) have the same solutions. Because of the correspondence between models of T approximated byĨ, respectively O(Ĩ), and solutions of C T , V˜I, DOM˜I , respectively C T , V˜I, DOM O(Ĩ) , it follows that f is a propagator iff the models of T approximated byĨ are precisely the models of T approximated by O(Ĩ). We conclude that O is a propagator for T iff f is a domain reducing propagator for CSPs of the form C T , V˜I, DOM˜I .
Refinement Sequences
If V is a set of propagators for a theory T, Lemma 3.4 ensures that constraint propagation for T can be performed by starting fromĨ and successively applying propagators from V. We then get a sequence of increasingly precise four-valued structures. If such a sequence is strictly increasing in precision, we call it a V-refinement sequence fromĨ. Definition 3.7 (Refinement sequence). Let V be a set of propagators for T. With α an ordinal, we call a (possibly transfinite) sequence J ξ 0≤ξ ≤α of four-valued structures a V-refinement sequence fromĨ if
-for every successor ordinal ξ + 1 ≤ α:J ξ < pJξ +1 , and, -for every limit ordinal 0 < λ ≤ α:
In the CP literature, refinement sequences are sometimes called derivations, and constructing a derivation is called constraint propagation. Since refinement sequences are strictly increasing in precision, it follows that every refinement sequence from a finite structureĨ is finite. Moreover, the maximum length is a function of the number of predicate symbols (#( )), the maximum arity of a predicate symbol (MaxAr( )) and the number of elements in the domain of the structure (|Ĩ|).
PROPOSITION 3.8. For any set of propagators V, the length of a V-refinement sequence from a finite structureĨ is less than
PROOF. Recall that we defined |Ĩ| as the cardinality of the domain ofĨ. In any strictly increasing sequence of partial interpretations, at least one domain atom changes value with each next element. Each domain atom P(d) can change value at most two times (from u to t to i, or from u to f to i). There are less than |Ĩ| MaxAr( ) ·#( ) domain atoms. Thus, the maximal length is 2
A refinement sequence is stabilizing if it cannot be extended anymore. The last structure in a stabilizing refinement sequence is called the limit of the sequence. A well-known result (see, e.g., Lemma 7.8 in Apt [2003] ) states: PROPOSITION 3.9. Let V be a set of monotone propagators for T and letĨ be a structure. Then every stabilizing V-refinement sequence fromĨ has the same limit.
PROOF. Let J ξ 0≤ξ ≤α and K ξ 0≤ξ ≤β be two stabilizing V-refinement sequences fromĨ. Let L ξ 0≤ξ ≤β be the sequence of structures defined by
Because J ξ 0≤ξ ≤α is stabilizing, it follows thatL β =J α . SinceĨ ≤ pJα , we have that K β ≤ pLβ . Hence, we obtain thatK β ≤ pJα . Similarly, we can derive thatJ α ≤ pKβ . HenceJ α =K β . It follows that every stabilizing V-refinement sequence fromĨ has the same limit, namelyJ α .
If V only contains monotone propagators, we denote by lim V the operator that maps every structureĨ to the unique limit of any stabilizing V-refinement sequence fromĨ. From Lemma 3.4 it follows that lim V is a propagator.
Besides monotonicity, other properties of propagators, for instance, idempotence, may be taken into account by algorithms to efficiently construct refinement sequences. Apt [1999a] provides a general overview of such properties and algorithms.
Complete Propagators
The complete propagator for a theory T is the propagator that yields the most precise structures. This propagator is denoted by O T and defined by
Observe that if T has no models approximated byĨ, then 
of T: O(Ĩ) ≤ p O T (Ĩ). That is, O T is the most precise propagator.
PROOF. To prove the proposition, we show that
follows from the fact that O is a propagator that there is no model of T approximated byĨ. From the definition of O T , we conclude that also
Example 3.12. Let = {Module /1, Course /1, Selected /1, In /2, MutExcl /2} and letĨ 0 be the -structure with domain {m 1 , m 2 , c 1 , c 2 , c 3 , c 4 } that is two-valued on all symbols except Selected , and that is given by (remind, we only show the true tuples for two-valued predicates):
This structure expresses that course c 1 is certainly selected, while it is unknown whether other modules or courses are selected. Let T 1 be the theory that consists of the sentences (1)- (3) from the introduction. LetJ be the structure O T 1 (Ĩ 0 ). We have t : SelectedJ = {m 1 , c 1 , c 3 } and f : SelectedJ = {m 2 , c 2 }. Indeed, because c 1 is selected according toĨ 0 , we can derive from (1) that c 2 cannot be selected. Next, (3) implies that module m 2 cannot be selected. It then follows from (2) that m 1 must be selected. This implies in turn that c 3 must be selected. No information about c 4 can be derived since
It is unlikely that tractable methods for computing O T (Ĩ) exist. That can be seen from the fact that the problem of deciding whether a given domain atom is inconsistent in O T (Ĩ) is at least as hard as deciding whether T has a model approximated byĨ. For some FO theories T, the latter problem is NP-complete [Fagin 1974; Mitchell and Ternovska 2005] . The naive way of computing O T (Ĩ) for finite T andĨ by constructing all models M ≥ pĨ and taking their glb ≤ p is exponential in the size ofĨ. Alternatively, the truth value of each domain atom
the truth value is i if none has a solution, t if the first has a solution and the second has not, etc. For fixed theory T, this method relies on solving a polynomial number of problems in NP and that is NP-hard for some theories T.
Similarly as for theories, we associate to each sentence ϕ the monotone propaga-
Observe that for any sentence ϕ implied by
As such, we obtain the following proposition.
In particular, if ϕ ∈ T, then O ϕ is a monotone propagator for T. From Proposition 3.9 and Proposition 3.13 it follows that every stabilizing {O ϕ | ϕ ∈ T}-refinement sequence from finite structureĨ has the same limit. We denote the propagator lim {O ϕ |ϕ∈T} by L T . We call a {O ϕ | ϕ ∈ T}-refinement sequence also a T-refinement sequence.
Example 3.14. LetĨ 0 and T 1 be as in Example 3.12. Let Ĩ i 0≤i≤4 be the T 1 -refinement sequence fromĨ 0 obtained by applying (in this order) the propagators O (1) , O (3) , O (2) and O (3) . A reasoning similar to the one we made in Example 3.12 shows that
Hence,Ĩ 4 = O T 1 (Ĩ 0 ), the refinement sequence is stabilizing and
As Example 3.15 shows, it is not necessarily the case that
FEASIBLE PROPAGATION FOR FIRST-ORDER LOGIC
In this section, we introduce a constraint propagation method that, for finite FO theories T and in finite partial structures, has polynomial-time data complexity and hence, is computationally less expensive than O T or L T . The method we propose is based on implicational normal form propagators (INF propagators). These propagators have several interesting properties. First, they are monotone, ensuring that stabilizing refinement sequences constructed using only INF propagators have a unique limit. Secondly, for finite theories and partial structures INF propagators have polynomial-time data complexity and therefore stabilizing refinement sequences using only INF propagators can be computed in polynomial time. Thirdly, such a refinement sequence can be represented by a set of positive, that is, negation-free, rules, which makes it possible to use, for instance, logic programming systems to compute the result of propagation. Finally, INF propagators can be applied on symbolic structures, that is, independent of a four-valued input structure, in which case its propagations hold in all finite or infinite structures that are represented by the symbolic structure.
Our method is inspired by standard rules for Boolean constraint propagation as studied, for instance, by McAllester [1990] and Apt [1999b] . The intuition is as follows. Consider the parse trees of all formulas of T. With each node, we may associate a set of propagators. For example, with ϕ = ψ ∧ φ, we associate the following propagators: to derive the falsity of ϕ if ψ or φ is false, to derive the truth of ϕ if both ψ, φ are true, to derive that ψ, φ are true if ϕ is true, and finally, to derive that a conjunct (one of ψ and φ) is false if ϕ is false and the other conjunct is true. All these propagators correspond to INF formulas. These are obtained by introducing for each nonleaf node ϕ a separate predicate A ϕ of arity equal to the number of free variables of ϕ. In case of the given conjunction (assuming ψ and φ are nonleafs), these formulas are:
Each propagator implements "forward reasoning" on such an implication: it derives the consequent if the condition holds. Each implements a propagation either upward in the parse tree (truth or falsity of ϕ) or downward (truth or falsity of either ψ or φ).
The set of all these propagators give us the new propagation method for FO theories.
Implicational Normal Form Propagators
INF propagators are associated to FO sentences in implicational normal form.
Definition 4.1 (INF). An FO sentence is in implicational normal form (INF) if it is of the form ∀x (ψ ⇒ L[x]
), where ψ is an arbitrary formula with free variables among x and L a literal with free variables x.
), the associated INF propagator computes the value of ψ in the given structure. If this value is t or i, the literal L[x] is made true (or inconsistent if it was false or inconsistent in the given structure). This is formalized in the following definition.
Definition 4.2 (I ϕ ).
The operator I ϕ associated to the sentence ϕ := ∀x (ψ ⇒ P(x)) is defined by
The operator I ϕ associated to the sentence ϕ := ∀x (ψ ⇒ ¬P(x)) is defined by 
is either the positive literal P(x) or the negative literal ¬P(x).
It follows directly from the definition of I ϕ thatĨ ≤ p I ϕ (Ĩ) for every structureĨ. Now let J be a structure such thatĨ ≤ p J and J |= ϕ. To show that I ϕ is a propagator, we have to prove that
The monotonicity of I ϕ follows from the fact thatĨ ≤ pJ impliesĨθ(ψ) ≤ pJ θ(ψ) for any two structuresĨ andJ and variable assignment θ .
As mentioned in Section 2.2.2, evaluating a formula in a finite four-valued structurẽ I takes time polynomial in |Ĩ|, the cardinality of the domain. It follows that for a fixed INF sentence ϕ and finite structureĨ, computing I ϕ (Ĩ) takes time polynomial in |Ĩ|. If we combine this result with Proposition 3.8, we obtain the following theorem. PROOF. Let ϕ 1 , . . . , ϕ n be all sentences in V, with n = #(V). Let J i 0≤i≤m be the longest sequence of structures such thatJ 0 =Ĩ andJ i+1 = I ϕ k (J i ), where k is the lowest number between 1 and n such thatJ i = I ϕ k (J i ). Clearly, J i 0≤i≤m is a stabilizing {I ϕ | ϕ ∈ V}-refinement sequence fromĨ. Proposition 3.8 implies that the length m of this sequence is bound by 2 · |Ĩ| MaxAr( ) · #( ). To perform one step, we search amongst the #(V) operators for one that infers at least one domain literal. Applying one operator involves querying the body of the corresponding rule for at most |I| MaxAr( ) instances. Let MaxBod(V) be the size of the largest body of a rule of V. Each query can be solved in O (|Ĩ| MaxBod(V) ) [Grädel et al. 2007] .
Combining all costs, we obtain that an algorithm exists that runs in time:
Given that MaxAr( ) ≤ |V| and MaxBod(V) ≤ |V|, the theorem follows.
Representing INF Refinement Sequences by a Positive Rule Set
For the rest of this section, let V be a set of INF sentences over and denote by I (V) the set {I ϕ | ϕ ∈ V}. We now show how to represent the propagator lim I (V) by a rule set consisting of material implications of the form:
where P(x) is an atom and ϕ a positive formula over tf( ), and y ⊆ x. In particular, for every structureĨ, lim I (V) (Ĩ) corresponds to a model of satisfying an appropriate minimality condition. The benefit of this is that such models can be computed using a range of technologies developed in many logic-and rule-based formalisms. A well-known property of rule sets of this form is that for an arbitrary structure I, the set {M|M |= ∧ M ≥ t I} contains a least element that can be computed by iterating the inflationary consequence operator of from I [Abiteboul and Vianu 1991] .
To each finite set of INF sentences over , we associate the following positive rule set over tf( ). Definition 4.6 (Rule set). Let V be a set of INF sentences andĨ a structure. The rule set associated to V is denoted by V and defined by
Observe that because of Proposition 2.6, bodies in V are positive. The following proposition explains that V can be seen as a description of lim I (V) .
PROPOSITION 4.7. For every set V of INF sentences over
and -structureĨ,
PROOF. In the rest of this proof, letJ be the structure lim I (V) (Ĩ) . SinceĨ ≤ pJ , it holds that tf(Ĩ) ≤ t tf(J). It now suffices to show that tf(J) |= V and that tf(J)
Second, assume that M |= V and M ≥ t tf(Ĩ). To show that tf(J) ≤ t M, let K ξ 0≤ξ ≤α be a stabilizing I (V)-refinement sequence fromĨ. ThenK α =J. We prove
The induction hypothesis is trivially satisfied for ξ = 0. If it holds for all ξ less than limit ordinal λ, it is clearly satisfied for λ as well. So, suppose it holds for ordinal ξ . Assume
In such a case, the body ψ ct of the rule in V for ϕ holds in tf(K ξ )θ . Since tf(K ξ ) ≤ t M and ψ ct is a positive formula, we have Mθ |= ψ ct . Given that M |= V , it follows that Mθ |= P ct (x). Consequently, we have tf(K) ξ +1 ≤ t M. The case for formulas of the form
The least model M of V for which I ≤ t M holds, corresponds to the least Herbrand model of the positive rule set derived from V by introducing a fresh constant symbol C d for every domain element d inĨ and adding to V the atomic formulas
that is true, respectively false, inĨ.
There are several benefits of using V as a description of lim I (V) . From a practical point of view, Proposition 4.7 states that we can use any existing algorithm that computes the least Herbrand model of positive rule sets to implement lim I (V) . Several such algorithms have been developed. For example, in the area of production rule systems, RETE [Forgy 1982] and LEAPS [Miranker et al. 1990 ] are two well-known algorithms. Other examples are the algorithms implemented in Prolog systems with tabling such as XSB [Swift 2009 ] and YAP [Faustino da Silva and Santos Costa 2006] . In the context of databases, a frequently used algorithm is semi-naive evaluation [Ullman 1988 ]. Rule sets are also supported by the model generator IDP for the logic FO(ID) [Wittocx et al. 2008c] and by ASP systems such as clasp [Gebser et al. 2007] and DLV [Perri et al. 2007] . A recent comparision of various algorithms for evaluating rule sets is in [Van Weert 2010] . It follows that the large amount of research on optimization techniques and execution strategies for these algorithms can be used to obtain efficient implementations of lim I (V) for a set V of INF propagators.
Most of the algorithms and systems mentioned before expect that all rules are of the
, that is, each body is the existential quantification of a conjunction of atoms. Some of the algorithms, for instance, semi-naive evaluation, can easily be extended to more general rule sets. Instead of extending the algorithms, one can as well rewrite rule sets into the desired format by applying predicate introduction , provided that only structures with finite domains are considered.
Other potential benefits of representing lim I (V) by V stem from the area of logic program analysis. For instance, abstract interpretation of logic programs [Bruynooghe 1991 ] could be used to derive interesting properties of lim I (V) , program specialization [Leuschel 1997 ] to tailor V to a specific class of structuresĨ, folding [Pettorossi and Proietti 1998 ] to combine the application of several propagators, etc.
From FO to INF
Having introduced INF propagators, we now describe a conversion from FO theories to INF sentences which is the basis of our propagation method. The method consists of transforming a theory T into an equivalent set of INF sentences. It does this in linear time in the total size of the parse trees of the sentences in T and hence, in linear time in |T|, the number of symbol occurrences in T. Then propagation on T can be performed by applying the INF propagators on the obtained INF sentences. We will show that this method has polynomial-time data complexity. The price for this improved efficiency is loss in precision.
The next section describes the transformation. Note that the algorithm is nonoptimal and that often a much more compact set of INF sentences can be generated (our implementation does). However, as we have no claims of optimality and our sole aim is to state polynomial-time data complexity, we present the most straightforward transformation. 4.3.1. From FO to Equivalence Normal Form. The transformation of finite theories to INF sentences works in two steps. First, a theory T is transformed into a -equivalent set of sentences in equivalence normal form (ENF). Next, each ENF sentence is replaced by a set of INF sentences. We show that both steps can be executed in linear time. Also, we prove a theorem stating that under mild conditions, no precision is lost in the second step. That is, for each ENF sentence ϕ that satisfies these conditions, there exists a set of INF sentences
. . , L n are literals. An FO theory is in ENF if all its sentences are.
Recall that we denote by ψ[x] that x are precisely the free variables of ψ. Thus, the definition of ENF implicitly states that in every ENF sentence ∀x (P(x) ⇔ ψ [x] ), the free variables of ψ are the free variables of P(x).
We now show that every FO theory T over a vocabulary can be transformed into a -equivalent ENF theory T . The transformation is akin to the Tseitin transformation for propositional logic [Tseitin 1968 ].
Definition 4.9 (Transformation to ENF). Let NNF(T) be the negation normal form of T that is obtained by eliminating implication, pushing negation inside (eliminating double negation) and bringing nested conjunctions and disjunctions in rightassociative form, for instance,
with L a literal, and of formulas true ⇔ ϕ for all remaining formulas ϕ ∈ T.
ENF(T) is obtained by iteratively rewriting T using the following rewrite rule: for some nonliteral subformula ψ[x] that occurs inside a conjunction, disjunction or quantified formula ϕ on the righthandside of an equivalence, introduce a new predicate A ψ of the same arity as ψ [x] , substitute A ψ (x) for ψ [x] in ϕ, and add the equivalence
This rule is applied till all formulas are in ENF, that is, all formulas are equivalences with conjunctions, disjunctions, or quantified formulas of literals at the righthand side.
Note that the auxiliary predicate symbols correspond to nodes in the parse tree of formulas, as explained in the introduction of this section.
Clearly, ENF(T) is a well-defined theory in ENF. If T is finite, ENF(T) can be constructed in time linear in |T| and its size is linear in |T|. The arity of the auxiliary predicates is bound by width(T), the maximal number of free variables in a subformula of T.
Example 4.10. The result of applying the ENF transformation on the theory T 1 from Example 3.12 is the theory
As the transformations to NNF and of formulas ϕ to true ⇔ ϕ in Definition 4.9 trivially preserve logical equivalence and the rewrite rule preserves -equivalence according to Proposition 2.2, the following proposition holds:
PROPOSITION 4.11. For each theory T over , T and ENF(T) are -equivalent.
The combination of Proposition 3.5 and Proposition 4.11 ensures propagators for T can be used to implement propagators for T. 4.3.2. From ENF to INF. As shown in the previous section, every theory over can be transformed into a -equivalent ENF theory. Now we show that any ENF theory T can be transformed into a logically equivalent theory INF(T) containing only INF sentences. As a result, we obtain a propagator for T with polynomial-time data complexity. The set of all INF sentences associated to an ENF sentence ϕ contains for each predicate P that occurs in ϕ a sentence of the form ∀x (ψ ⇒ P(x)) and a sentence of the form ∀x (ψ ⇒ ¬P(x)). As such, the corresponding propagators are, in principle, able to derive that a domain atom P(d) is true, respectively false, if this is implied by ϕ.
Note that, from a logical perspective, the transformation from ENF to INF creates a lot of redundancy.
). Yet, dropping a logically redundant sentence deletes a propagator and may decrease precision.
It is straightforward to verify the following proposition.
PROPOSITION 4.13. For every ENF sentence ϕ, INF(ϕ) is logically equivalent to ϕ. For every ENF theory T, INF(T) is logically equivalent to T.
It follows that if T is an ENF theory, any propagator for INF(T) is a propagator for T. In particular, for every ϕ ∈ INF(T), I ϕ is a polynomial-time propagator for T. As a corollary of Theorem 4.5, we have: PROPOSITION 4.14.
If T is an ENF theory, then the operator lim I (INF(T)) is a propagator for T. For finite ENF theories T and finite structuresĨ, lim I (INF(T)) (Ĩ) can be computed in time polynomial in |Ĩ| and exponential in |T|.

PROOF. Let V be INF(T).
Consider the bound on computing a stabilizing refinement sequence for V from the proof of Theorem 4.5.
The maximal size MaxBod(V) of the bodies of V is linear in the maximal size of a righthand formula in the equivalences of T which we denote similarly as MaxBod(T). The transformation from ENF to INF preserves and translates one sentence of T in a set of n sentences with n at most linear in MaxBod(T). MaxBod(T) ). Thus, we can compute the sequence in times as follows.
Summary
Combining Proposition 3.5, Proposition 4.11 and Proposition 4.13 yields the following result.
THEOREM 4.15. Let T be a theory over vocabulary andĨ be a four-valued -structure. For any I (INF(ENF(T)) ))-refinement sequence fromĨ with limitJ, (INCO(J) )| is a propagation of T fromĨ.
In the context of finite theories and structures, the theorem suggests the following nondeterministic propagation algorithm.
Algorithm 4.16. Input: a finite theory T over and a finite -structureĨ.
(1) Construct T = I (INF(ENF(T)))) using Definition 4.9 and Definition 4.12.
(2) Construct a T -refinement sequence fromĨ. 2 Denote the last element byJ.
The refinement sequence in the algorithm is arbitrary and does not need to be stabilizing. Hence, this is a nondeterministic any-time algorithm for computing propagation of FO theories in structures. Obviously, a good implementation should stop the refinement sequence and apply INCO as soon as an inconsistency is discovered.
By Proposition 3.9, the refined algorithm that computes stabilizing refinement sequences is deterministic and defines a propagator. From Proposition 4.14, it follows that this algorithm has polynomial-time data complexity. 
PROOF. Let T be theory ENF(T)
. By Proposition 4.14, we have an algorithm that computes stabilizing refinement sequences for T inĨ in time:
where is augmented with all auxiliary symbols A ϕ . The transformation from T to T takes time O(|T|) and can be ignored. We have #(
MaxAr( ) = width(T) and MaxBody(T ) ≤ MaxFSize(T).
Combining all these cost factors we obtain that the following bound for the algorithm.
The exponential complexity of the algorithm is a worst case complexity. If we assume that the size of formulas in T is bounded-a reasonable assumption for theories developed by human experts-then the algorithm becomes polynomial in the size of T. The complexity could be further refined by improving the factor O(|Ĩ| O(MaxFSize(T)) ) which is the cost of evaluating bodies of INF formulas. These are conjunctive or disjunctive queries or universal and existential projections for which better complexity results are available.
Since only INF propagators are used, the second step of Algorithm 4.16 can be executed by representing lim I (V) as a positive rule set and computing the least model of that set. In the following, we call Algorithm 4.16 the propagation algorithm.
In what follows, we use INF(T) as a shorthand for INF(ENF(T)).
Algorithm 4.16 can be seen as an algorithm that propagates information up and down the parse tree of the input theory T. Indeed, let A be a predicate and ∀x (A(x) ⇔ ϕ) a sentence, introduced while transforming T to ENF. As mentioned, A represents the subformula ϕ of T. Hence, INF sentences in INF(∀x (A(x) ⇔ ϕ) ) of the form ∀x (ψ ⇒ A(x)) or ∀x (ψ ⇒ ¬A(x)) propagate information derived about subformulas of ϕ to ϕ itself. That is, they propagate information upwards in the parse tree of T. The other INF sentences in INF(∀x (A(x) ⇔ ϕ) ) propagate information about ϕ downwards.
As an illustration, we apply the propagation algorithm on the theory and structure from Example 3.12.
Example 4.18. Let T 1 andĨ 0 be the theory and structure from Example 3.12.
Transforming T 1 to ENF produces the theory shown in Example 4.10. According to Definition 4.12, the set of INF sentences associated with this theory contains, amongst others, the sentences
If one applies the associated INF propagators onĨ 0 in the order of these sentences, the following information is derived. First, propagator I (5) • I (4) derives that A 1 (c 1 , c 2 ) is certainly true and that c 2 is certainly not selected. Next, I (6) derives that A 3 (c) is certainly true for all courses c. The propagator I (7) combines the derived information and concludes that A 4 (c 2 ) is certainly true. This in turn implies, by I (8) , that A 5 (m, c) is certainly true for m = m 2 and c = c 2 . The propagator I (9) derives from the fact that c 2 belongs to m 2 , that m 2 cannot be selected. Next, it is derived that m 1 is certainly selected by applying I (13) • · · · • I (10) , and finally, applying I (16) • I (15) • I (14) yields that c 3 is certainly selected. As such, exactly the same information as in
The following example gives another illustration of what the propagation algorithm can achieve.
Example 4.19. Assume that in a planning context, a precedence relationship Prec(a 1 , a 2 ) is given between actions which states that if action a 2 is performed (Do(a 2 , t) ) then a 1 needs to be performed before. This is expressed by the following theory T 2 :
LetĨ 2 be a structure such that
I 2 indicates that there is a chain of n actions that need to be performed before d n can be performed. The propagation algorithm can derive for input T 2 andĨ 2 that d n can certainly not be performed before the (n + 1)th time point. More in general, actions have fluent preconditions and fluents are caused by actions. When some fluents are caused by only one action, propagation may trace back a chain of necessary actions to obtain a goal fluent. The propagation algorithm can derive this.
As mentioned before, many INF sentences are logically equivalent to each other, but the associated propagators are not. As a consequence, by dropping equivalent INF sentences, propagation may be lost. Still, the resulting theory often can be greatly simplified and many auxiliary predicates eliminated without losing propagation. In particular, if follows from Proposition 4.7 that any transformation of INF theories V that preserves tf( )-equivalence of the associated rule set V of Definition 4.6 preserves all propagation. Techniques inspired by logic programming can be used. For instance, in Example 4.18, we can apply unfolding for predicate A 1 , replacing sentence (5) by the shorter sentence ∀x∀y (MutExcl (x, y) ∧ Selected (x) ⇒ ¬Selected (y)), and (4) can be omitted. Similarly, unfolding can be applied to omit (6)- (8) 1 (x, y) ) can be omitted because they are subsumed by (4). Sentences of the form ϕ ⇒ true can be omitted because they are tautologies, and so on. It depends on the practical implementation of the propagation algorithm whether optimizing the set of INF sentences in this manner leads to a significant speed-up.
and replace (9) by ∀m (Module (m) ∧ ∃c (¬Selected (c) ∧ In (c, m)) ⇒ ¬Selected (m)). Sentences in INF(T 1 ) of the form ∀x∀y (ϕ ⇒ A
For sentences ϕ of some specific form, it is easy to directly associate sets of INF sentences that are smaller than INF(ϕ) but produce the same propagation. For instance, clauses ∀x (L 1 ∨ . . . ∨ L n ) can be translated as in the Prolog-based theorem prover of [Stickel 1986 ] to obtain the set {∀x (¬L 1 ∧. .
For sentence (1) of Example 3.12, this is the set
instead of the fourteen sentences in INF( (1)). By extensively applying simplification techniques as described in the previous paragraph, the set INF((1)) reduces to the three sentences (17)-(19).
Notes on Precision
By Proposition 3.11, the resultJ of applying Algorithm 4.16 on input theory T and structureĨ cannot be more precise than O T (Ĩ). As we will show in Example 4.21, there are cases whereJ is strictly less precise than O T (Ĩ). For applications like, for instance, configuration systems and approximate query answering (see Section 7), it is an important question for which T andĨ precision is lost.
The loss of precision in Algorithm 4.16 on an input theory T compared to O T is in principle due to the following three factors.
(1) Instead of propagating the theory T as a whole, Algorithm 4.16 considers propagators for individual sentences, and combines them in a refinement sequence. As Example 3.15 shows, this may lead to a loss in precision. (2) The theory is translated to ENF. (3) Instead of applying the complete propagator O ϕ for an ENF sentence ϕ, the incomplete propagators I ψ for INF sentences ψ ∈ INF(ϕ) are applied.
The following theorem states that under some easy-to-verify conditions, the third factor does not contribute to the loss in precision.
THEOREM 4.20. If ϕ is an ENF sentence such that no predicate occurs more than once in it,
The inconsistency propagator INCO is applied here to cope with the fact that the only strictly four-valued structure computed by the complete propagator is the most precise inconsistent structure ≤ p while in such case the propagator lim I (INF(ϕ)) computes a nonmaximal but strictly four-valued structure. The proof of this theorem is technical and relies on concepts and techniques that stand ortogonal to the topics of this article. We refer to [Wittocx 2010 ], Theorem 4.12 for details.
Concerning the loss in precision due to the first two factors mentioned before, it is worth noting that predicate introduction may actually lead to more precise propagation. We illustrate this on an example.
Example 4.21. Consider the propositional theory T consisting of the two sentences (P ∨ Q) and ((P ∨ Q) ⇒ R). Clearly, R is true in every model of T and therefore
Intuitively, this loss in precision is due to the fact that a three-valued structure cannot "store" the information that (P ∨ Q) is true in every model of T if neither P nor Q is true in every model. However, if we apply predicate introduction to translate T to the theory T consisting of the sentences
there is no loss in precision:
The fact that (P ∨ Q) must be true is "stored" in the interpretation of the introduced predicate A.
It remains a topic for future research to investigate the precision of our algorithm in a more general context. Such a study may be inspired by precision results obtained for the approximate query answering method in incomplete databases presented in Denecker et al. [2010] which in many aspects is a special case of our algorithm (see Section 7.5).
SYMBOLIC PROPAGATION
In the previous section, we constructed propagators that operate on concrete fourvalued structures and map them to a refinement with respect to the given theory. In this section, we lift this operator to a symbolic propagator that operates on symbolic four-valued structures.
A symbolic structure of is a special case of an interpretation between theories [Enderton 2001 ]. It assigns to each predicate symbol P/n a formula, or more precisely an n-ary query over some auxiliary vocabulary ϒ. This way, a symbolic structure defines the meaning of symbols of in terms of those of ϒ. This is reminiscent of deductive databases, with symbolic structures corresponding to FO definitions of intensional predicates in in terms of extensional predicates in ϒ. As such, a symbolic interpretation induces a mapping from ϒ-structures to -structures (∼ view materialization).
Symbolic four-valued structures˜ of in terms of ϒ are just symbolic structures of tf( ) in terms of ϒ. Concrete two-valued tf( )-structures correspond one to one to four-valued -structures. Thus, a four-valued structure˜ induces a mapping from ϒ-structures to four-valued structures of . In this article, ϒ can be an arbitrary vocabulary. In some applications, ϒ will be a set of symbols with a known interpretation. In other applications, it will be tf( ) itself, and˜ will be a symbolic representation of a refinement of a given four-valued -structure.
We will define a class of propagators on such symbolic four-valued structures that lift the INF propagators on concrete four-valued structures. The lifting property is that if is obtained by symbolic INF propagation from a four-valued symbolic structure , then for arbitrary ϒ-structure E, ifĨ,J are induced by E using respectively the symbolic structures and , thenJ is the result of an INF propagator applied onĨ.
As will become clear, symbolic propagation is beneficial when precision is less important than efficiency, when only parts of the result of propagation are of interest, or when propagation for a fixed theory needs to be performed for arbitrary and/or potentially infinite structures.
Symbolic Structures
Definition 5.1 (Symbolic structure ). A symbolic two-valued -structure over ϒ consists of a query P for each predicate P ∈ . The query P for a predicate P/n is of the form {(x 1 , . . . , x n ) | ϕ} with ϕ a formula over ϒ.
For the rest of this section, when we use the term symbolic structure, we mean a symbolic -structure over ϒ.
A symbolic two-valued structure induces an obvious mapping from two-valued ϒ-structures E with domain D to two-valued -structures, denoted (E), over the same domain D and interpreting predicates P ∈ by the answer to the corresponding query P in E.
Definition 5.2 ( (E))
. Let E be a ϒ-structure. Then (E) denotes a -structure which, for each predicate in P ∈ , is defined as (P) (E) 
Example 5.3. Let = {Rhombus /1} and ϒ = {Quadrilateral /1, EqualSides /1}. An example of a symbolic -structure over ϒ is the symbolic structure that assigns Rhombus = {x | Quadrilateral (x) ∧ EqualSides (x)}. If E is the ϒ-structure with domain D = {a, b, c} that assigns Quadrilateral E = {a, b} and EqualSides E = {b, c}, then (E) is the -structure with domain D that assigns
Definition 5.4 ( (ϕ)). Let ϕ be a formula over and a symbolic structure. Then (ϕ) denotes the formula over ϒ obtained by replacing each occurrence of an atom P(t) in ϕ by ψ [ x/t] , where P = {x | ψ}.
The following proposition relates models of ϕ with models of (ϕ).
PROPOSITION 5.5. For every formula ϕ over , symbolic structure , ϒ-structure E and variable assignment θ , ( (E))θ |= ϕ iff Eθ |= (ϕ). (P(y) ). The cases were ϕ is not atomic easily follow by induction.
PROOF. If ϕ is the atomic formula P(y) and P
Example 5.6. Let , ϒ, , and E be as in Example 5.3, and let ϕ be the sentence ∃y Rhombus (y). Then (ϕ) is the sentence ∃y (Quadrilateral (y) ∧ EqualSides (y)).
Clearly, E |= (ϕ) and (E) |= ϕ.
Recall that tf( ) is the vocabulary of the two-valued encoding of a four-valued structure over and that four-valued -structuresĨ correspond in a one-to-one way with two-valued tf( )-structures tf(Ĩ).
Definition 5.7 (Symbolic four-valued structure˜ ) . A symbolic four-valued -structure˜ (in terms of ϒ) is a symbolic structure of tf( ) (in terms of ϒ).
Such a structure˜ can be used to map a two-valued ϒ-structure E to a four-valued -structureĨ, namely the structure such that tf(Ĩ) =˜ (E). Abusing notation, we will identify˜ (E) with the four-valued -structure that it encodes.
Given a formula ϕ over , the pair (ϕ ct , ϕ cf ) consists of formulas over tf( ). Applying a four-valued symbolic -structure˜ in terms of ϒ to this pair maps it to a pair of formulas over ϒ, namely to (˜ (ϕ ct ),˜ (ϕ cf )). In the sequel, we denote this pair as˜ (ϕ). By evaluating this˜ (ϕ) in a ϒ-structure E and variable assignment θ , we obtain a pair of thruth-values which encodes for a four-valued truth value. Alternatively, evaluating ϕ directly in the four-valued -structure˜ (E) and θ also yields a four-valued truth value. Combining Proposition 5.5 and Proposition 2.5 one can observe that these truth values are identical. That is, for every ϒ-structure E and variable assignment θ ,˜ (E)θ (ϕ) = Eθ(˜ (ϕ)). In other words, to evaluate ϕ in structure˜ (E) and variable assignment θ , one can first evaluate ϕ symbolically in˜ and then in Eθ .
Example 5.8. Let be {Module /1, Course/1, Selected /1, In /2, MutExcl /2} (the vocabulary from Example 3.12) and let ϒ be {Module /1, In /2, MutExcl /2, Selected ct /1}. LetĨ 0 be the -structure from Example 3.12 and let E be the two-valued ϒ-structure that assigns {c 1 } to Selected ct and corresponds toĨ 0 on the symbols of ∩ ϒ. Define the four-valued symbolic -structure˜ over ϒ by
It can be checked that˜ (E) corresponds toĨ 0 . Let ϕ be the sentence
Then ϕ ct and ϕ cf are given by, respectively,
The evaluation of ϕ ct and ϕ cf in˜ are, respectively, the sentences ∀c∀m (false ∨ ¬In (c, m) ∨ Selected ct (c)) and ∃c∃m (Selected ct (m) ∧ In (c, m) ∧ false). These two sentences are false in E, and therefore ϕ is unknown inĨ 0 .
Symbolic Propagators
To construct the desired four-valued symbolic structures, we now lift propagators to the symbolic level.
Definition 5.9 (Symbolic propagator S).
A symbolic propagator S for a theory T is an operator on the set of four-valued symbolic structures over ϒ such that, for each ϒ-structure E and symbolic structure˜ , the following conditions are satisfied:
Note that these two conditions on symbolic propagators are similar to the conditions on nonsymbolic propagators. As is the case for nonsymbolic propagators, the composition S 2 • S 1 of two symbolic propagators for theory T is again a symbolic propagator for T.
We say that a symbolic propagator S describes a nonsymbolic propagator O if for every symbolic four-valued structure˜ over ϒ and every 
. (S 0 (˜ )) . . .)(E)
where S i denotes the symbolic propagator that describes O i for 0 ≤ i < n. As such, S n−1 (. . . (S 0 (˜ ) ) . . .) can be seen as a symbolic representation of the refinement sequence J i 0≤i≤n . To describe transfinite refinement sequences with symbolic propagators, we would in general need symbolic -structures that assign queries over an infinitary logic to the symbols of .
We now introduce symbolic INF propagators. For the rest of this section, let˜ be a four-valued symbolic -structure over ϒ and E a ϒ-structure. If two queries {x | ψ} and {y | χ } have the same arity, that is, |x| = |y|, we denote by {x | ψ} ∪ {y | χ } the query 
That is, the queries for predicates different from P ct are copied from˜ and the query for P ct is extended with the mapping upon vocabulary ϒ of ψ ct . If ϕ is the INF sentence ∀x (ψ ⇒ ¬P(x)), then I ϕ s is defined by
The following result states the desired property that symbolic INF propagators are the symbolic counterpart of nonsymbolic INF propagators. Let E be a ϒ-structure and˜ a four-valued symbolic -structure over ϒ. Let ϕ be the INF sentence ∀x (ψ ⇒ P(x)). We have to show that I ϕ s (˜ )(E) = I ϕ (˜ (E)). Therefore, we must prove that Q tf(I ϕ s (˜ )(E)) = Q tf(I ϕ (˜ (E))) for every predicate Q ∈ tf( ). First assume Q = P ct . Then the following is a correct chain of equations.
The first and third equality follow from the definitions of I ϕ , respectively I ϕ s , and the assumption that Q = P ct . The second and the fourth equality apply the definition of (E).
The following chain shows that also
The first equality follows from the definition of˜ (E), the second one from the definition of I ϕ s , the third one from the definition of union of queries, the fourth one from the definition of˜ (E) and of query evaluation, the fifth one from Proposition 2.5, and the final one from the definition of I ϕ .
Proposition 5.11 implies that one can execute the propagation algorithm (Algorithm 4.16) using symbolic INF propagators in step 2 instead of nonsymbolic ones. We refer to this symbolic version of the algorithm as the symbolic propagation algorithm.
Example 5.12. Consider the INF formulas.
These are (simplifications of) INF formulas derived from respectively Formula (1) and (3). Let˜ 0 be the symbolic structure˜ of Example 5.8. When applying I (21)
). The result of the symbolic propagation is a symbolic structure˜ 1 that equals˜ 0 except for Selected cf that is assigned {x|false ∨ ∃z(MutExcl (z, x) ∧ Selected ct (z))}. The course c 2 is an answer for this query inĨ 0 , the structure from Example 3.12 in which the certainly selected course c 1 is exclusive with c 2 . Applying the same propagator adds an already existing disjunct to the symbolic interpretation of Selected cf :
So repeated application of this symbolic propagator stabilizes.
Next, symbolic propagation of (22) 
The module m 2 is an answer to this query in structureĨ 0 . New propagation steps with the same formula yields more and more complex formulas and does not stabilize. The reason is that the derived predicate Selected cf occurs in the condition ψ ct of this rule.
Symbolic INF propagation takes a theory T and symbolic structure as input, and its answer yields sound propagations from all concrete structuresĨ that are represented by˜ , including infinite ones. Hence, this method can be used to solve tasks where nonsymbolic INF propagation does not apply, for instance, when no structurẽ I is given or whenĨ is infinite. Wittocx et al. [2010] gives a detailed description of an implementation of the symbolic propagation algorithm that uses first-order binary decision diagrams for the representation of formulas and queries [Goubault 1995] .
For finite theories, computing I ϕ s (˜ ) takes time O(|ϕ| · |˜ |) while computing I ϕ (Ĩ) for finiteĨ takes time O(|Ĩ| |ϕ| ) since evaluating a formula ϕ in a structure I takes time O(|I| |ϕ| ) [Grädel et al. 2007 ]. This shows that, if formulas ϕ and are not too large, applying a symbolic INF propagator can be done much more efficiently than applying a nonsymbolic one. However, it also shows that iterating symbolic propagation steps blows up the symbolic structures at an exponential rate. In practice, it is important to simplify symbolic structures, by replacing the queries assigned by a structure by equivalent, but smaller queries. For example, (23) could be replaced by the shorter, equivalent query {x|∃z(MutExcl (z, x) ∧ Selected ct (z))}. First order binary decision diagrams turn out to be quite useful for simplifying FO formulas . However, no simplication algorithm can prevent in general the exponential growth of the symbolic structures. Moreover, testing whether a sequence of symbolic structures is stabilizing is undecidable, because it boils down to testing logical equivalence of FO formulas. In contrast, the size of the result of a nonsymbolic refinement sequence from I is always polynomial in the size ofĨ and stability is polynomially decidable.
Fortunately, even a small number of applications of symbolic propagations may often yield valuable information. For example, consider a problem where, for a given graph Edge, some subgraph P must be computed as expressed by:
Let ϒ include Edge, P cf . One step of one of the symbolic INF propagators of this clause infers (P cf ) = {(x, y) | ¬Edge(x, y)}. In the context of a concreteĨ, this may reduce the number of unknown domain atoms
where D is the domain, to #(Edge˜I). This may be a large reduction, even infinite if D is infinite and Edge˜I finite.
Symbolic propagation may be interesting in applications where a relatively small number of steps yield valuable information about predicates, where precision is less important than efficiency, and where the evaluation˜ (Ĩ) of the computed symbolic structure˜ need not be computed completely. Grounding (Section 7.2) and approximate query answering (Section 7.5) are two examples of such applications.
PROPAGATION FOR FO(ID)
Inductive definitions appear in many real-life computational problems such as automated planning or problems involving dynamic systems Ternovska 2007, 2008] . A famous example of a concept that is inductively definable but not expressible in FO is the concept of reachability in a graph. In fact many inductively (i.e., recursively) definable concepts cannot be expressed in FO. In this section, we extend the propagation algorithm to the logic FO(ID) [Denecker 2000; Denecker and Ternovska 2008] , an extension of FO with inductive, that is, recursive, definitions.
The logic FO(ID) extends FO with a language construct to represent the most common forms of inductive definitions in mathematics: monotone inductive definitions and (potentially nonmonotone) definitions by induction over a well-founded order (e.g., the standard definitions of the satisfaction relation |= of FO). Conform the conventions of informal mathematical language, definitions in FO(ID) are represented as sets of formal rules. Starting with Denecker [1998] and refined later in Denecker et al. [2001] and Denecker and Ternovska [2008] , Denecker et al. argued that the well-founded semantics uniformally formalizes the previous two types of definitions. The key argument is that the construction of the well-founded model correctly formalizes monotone inductions as well as (potentially nonmonotone) inductions over a well-founded order.
Inductive Definitions
A definition is a finite set of rules of the form ∀x ( 
Informally, this definition expresses that y can be reached from x in the graph represented by Edge , if either there is an edge between x and y, that is, Edge (x, y) is true, or if there is some intermediate node z such that z can be reached from x and y can be reached from z.
The well-founded semantics [Van Gelder et al. 1991] formalizes the informal semantics of rule sets as inductive definitions. We borrow the presentation of this semantics from Denecker and Vennekens [2007] . Definition 6.2. Let be a definition andĨ a finite three-valued structure. A wellfounded induction for extendingĨ is a (possibly transfinite) sequence J ξ 0≤ξ ≤α of three-valued structures such that
(2) For every successor ordinal ξ + 1 ≤ α,J ξ +1 relates toJ ξ in one of the following ways:
where V is a set of domain atoms such that for each
where U is a set of domain atoms, such that for each
Intuitively, (2a) says that domain atoms P(d) can be made true if there is a rule with P(x) in the head and body ϕ such that ϕ is already true, given a variable assignment that interprets x by d. On the other hand (2b) explains that P(d) can be made false if there is no possibility of making a corresponding body true, except by circular reasoning. The set U, called an unfounded set, is a witness to this: making all atoms in U false also makes all corresponding bodies false.
A well-founded induction is called terminal if it cannot be extended anymore. The limit of a terminal well-founded induction is its last element. Denecker and Vennekens [2007] show that each terminal well-founded induction for extendingĨ has the same limit, which corresponds to the well-founded model of extendingĨ| Open( ) . The wellfounded model is denoted by wfm (Ĩ). In general, wfm (Ĩ) is three-valued.
A two-valued structure I satisfies definition , denoted I |= , if I = wfm (I). The extension of FO with inductive definition is called FO(ID). An FO(ID) theory is a set of FO sentences and definitions. A two-valued structure satisfies an FO(ID) theory T if it satisfies every sentence and every definition of T.
The completion of a definition is an FO(ID) theory that is weaker than :
Definition 6.3. The completion of a definition is the FO theory that contains for every P ∈ Def( ) the sentence
where ∀y 1 (P(y 1 ) ← ϕ 1 ), . . . , ∀y n (P(y n ) ← ϕ n ) are the rules in with P in the head.
We denote the completion of by Comp( ). If T is an FO(ID) theory then we denote by Comp(T) the result of replacing in T all definitions by their completion. The following result states that the completion of T is weaker than T.
THEOREM 6.4 ([DENECKER AND TERNOVSKA 2008]).
|= Comp( ) and T |= Comp(T) for every definition and FO(ID) theory T.
Propagation for Definitions
In this section, we consider two approaches to extend the propagation method to FO(ID). First, we discuss the application of our propagation method for FO on the completion of FO(ID) theories. Secondly, we define an INF propagator for definitions. This definition has only one model, in which P is false. Hence, (O (⊥ ≤ p ))(P) = f. The completion of is the sentence (P ⇔ P), which has a model making P true and one making P false. Therefore
inducing for , that is, it may not recognize that a given two-valued structure is not a model of .
IfĨ is a finite structure and T an FO(ID) theory, then there exists an FO theory T such that the models of T approximated byĨ are precisely the models of T approximated byĨ. Such a theory can be constructed by applying propositionalization (see, e.g., ), followed by the transformations described by Janhunen [2004] or by Pelov and Ternovska [2005] . Propagation on T andĨ can then be obtained by applying propagation on T andĨ. The benefit of this approach is a gain in precision. In particular, the resulting propagator is inducing. On the other hand, T is considerably larger than T, which has repercussions on the efficiency of (symbolic) propagation.
Propagators for Definitions.
A second way to extend our propagation method to FO(ID) is to introduce special purpose propagators involving definitions.
Definition 6.5. The propagator I for a definition is defined by
It follows from the definition of well-founded induction that I is a monotone propagator for every definition . Moreover, for finite structuresĨ, wfm (Ĩ) can be computed in polynomial time in |Ĩ|. As such, I is a propagator with polynomial-time data complexity. Note that this propagator only propagates information from the body of the definition to the head; to propagate from head to body, one needs propagators derived from the completion.
It is an open question whether the propagator lim I (V) can be represented by a (positive or monotone) rule set if V may contain both INF sentences and definitions. Results from fixpoint logics (see, e.g., [Grädel et al. 2007 ]) suggest that this will be possible when only finite structures are considered, but impossible in general. We expect that even if it is possible to represent lim I (V) by a rule set V , this result will not be of practical importance, since V will be rather complicated. The same remark applies for symbolic propagators simulating lim I (V) .
Recently, Vlaeminck et al. [2010] showed how to represent the propagator lim I (V) by a nested fixpoint definition [Hou et al. 2010 ], a rule-based logic of the family of nested least fixpoint logic [Libkin 2004] . The extent to which theoretical and practical results about monotone rule sets can be adapted to nested fixpoint definitions will determine the usefulness of representing lim I (V) by such definitions.
APPLICATIONS
The constraint propagation framework has a broad potential. We report on several applications and systems that were built using it for finite model generation, improved grounding, approximate solving of universal second-order logic (∀SO) model generation problems, declarative programming of configuration systems, and approximate query answering in incomplete databases. For details we refer to the appropriate publications.
Model Expansion for Solving Constraint Satisfaction Problems
In the context of CSP, the obvious role for constraint propagation is as a component of a backtracking procedure to solve CSPs. In the context of logic, the corresponding role is as a component of a model expansion solver. Many real-life computational problems are naturally cast as CSPs. Well-known examples are scheduling, planning, diagnosis, and lightweight dynamic system verification. Using expressive logics to express constraints in such problems often leads to natural and more compact specifications.
At this moment, several MX solvers for extensions of FO have been built: psgrnd/aspps [East and Truszczynski 2001] , the IDP system [Wittocx et al. 2008c ] and the Enfragmo system [Aavani et al. 2012] . They all include some support for inductive definitions, aggregates, arithmetic, as well as other language extensions. The IDP system is the first and, at present, only system that supports full FO(ID) and, in the 2011 ASP system competition, scored as good as the best ASP solver for NP search problems [Calimeri et al. 2011] .
Similarly as for solving CSPs, a model expansion solver for FO or FO(ID) could be built by integrating an implementation of our propagation method and branching heuristics in a backtracking algorithm. In fact, our constraint propagation method is used in two state-of-the-art MX solvers (see next section) but not for propagation. Current MX(FO(ID)) solvers are built following an approach similar to current ASP systems. First, they ground the input theory and input structureĨ to an equivalent propositional theory T g . Next, an (extended) SAT solver is applied to efficiently find a model for T g . If found, this model then corresponds to a solution of the original problem. Thus, constraint propagation is implemented at the propositional level, by unit propagation. The benefit is that highly optimized SAT technology can be exploited.
Still, in some special contexts our constraint propagation method can be useful for MX solving. One such use is illustrated in Wittocx et al. [2009] , in the context of debugging FO(ID) theories. Discovering why a solver unexpectedly answers "unsatisfiable" is often hard for the programmer. In that paper, a debugging method is developed which extracts from a failed run of the solvers a proof of inconsistency. The core inference rules of this proof correspond to the propagators of INF formulas associated to the theory T. In this context, where efficiency is often not so important, a prototype MX solver was built along the lines sketched here. It is a backtracking solver including INF propagators that operate on BDD's representing lower-and upperapproximations of formulas of T.
A potential future application of FO constraint propagation is to alleviate a problem of all grounding MX solvers in large problems: that the grounding explodes. The idea is to extend a SAT solver with FO constraint propagation for subsets of T in a way similar to DPLL(T) in SMT solvers [Nieuwenhuis et al. 2006] . In this combined approach, some sentences of the theory are grounded to propositional theory T g , while the others-those with a large grounding-are transformed to a set of INF sentences V. Next, SAT solving is applied on T g . Whenever the solver derives that a certain propositional literal L is true, and L unifies with a literal in the condition of an INF ϕ sentence in V, I ϕ can be applied to derive the truth of other literals. In turn, these literals can be communicated back to the SAT solver.
Improved Grounding
While FO(ID) propagation is not used for propagation in current MX(FO(ID)) solvers, it is used already in two grounders to reduce grounding size and time . In the context of a model expansion problem with input theory T and structurẽ I, one obviously needs to ground only those instances of subformulas of T that are unknown inĨ. Exploiting this may substantially reduce the size of the grounding T g . Obviously, the more preciseĨ is, the less subformulas need to be grounded and the smaller T g can be. Thus, applying FO(ID) constraint propagation to refineĨ intoJ and grounding inJ may lead to reduced grounding size and time.
Both symbolic and nonsymbolic propagation have been used for this. The first application of this idea was in the context of the grounder GIDL , the grounder of IDP. There, we opted for the symbolic propagation algorithm. Experiments with GIDL show that the time taken by symbolic propagation is negligible compared to the overall grounding time, while on average, it reduces grounding size and time by 30%, respectively 40%. In some cases, symbolic propagation makes the difference between being able to ground a theory in less than 20 seconds, compared to not being able to ground it at all.
Recently also nonsymbolic propagation was used for the same purpose, in the context of Enfragmo [Vaezipoor et al. 2011] . This method applies semi-naive bottom up evaluaton on the rule set V associated to INF(T). Since this method computes a fixpoint whereas the symbolic method does not, a more preciseĨ is obtained, which for some benchmarks may lead to substantially smaller groundings and more efficient model expansion. The explanation is interesting: grounding with more precise structures often avoid the construction of autarkies, irrelevant subtheories whose solution is independent of the rest of the theory.
The strength of the symbolic propagation is that it is capable of computing bounds on (tuples of) variables in quantified formulas. For example, if it holds that ∀x∀y(p(x, y) ⇒ edge (x, y) ), where edge is given, the symbolic method derives that p (u, v) is false for all tuples outside edge˜I, and this may yield a huge, even infinite reduction of the grounding. To improve this even further, work is underway in the context of IDP system to integrate decision techniques for Presburger arithmetic in symbolic propagation. Thus, also the symbolic method has its merits.
The strenghts of both methods can be easily combined. First, we perform symbolic propagation, producing a symbolic refinementJ, then computing the concrete threevalued structureK represented byJ in the context of the input structureĨ, and finally applying nonsymbolic propagation fromK to obtain the more refined fixpointL to be used for grounding.
Interactive Search Systems
The application presented in the introduction is an example of an interactive configuration problem. An interactive configuration problem is a constraint solving problem solved by the user in interaction with a software system that monitors a set of constraints. A broad range of problems in many areas are of this nature: configuring course programs, computers in an on-line shop, computer software, schedules, etc. As noted by Vlaeminck et al. [2009] , knowledge in such problems is often complex and tends to evolve fast, making the construction and maintenance of such systems using procedural programming methods often very tedious. A considerable gain can be made by expressing the background knowledge-the constraints-in a logic knowledge base T and applying suitable automated reasoning methods to support the user in his search process. In particular, the user makes the choices and may decide to backtrack while the role of constraint propagation is the same as in constraint solving: feasible computation of implied facts and early discovery of inconsistencies. During the process, a three-valued structureĨ is constructed, facts are chosen to be true or false by the user, and constraint propagation derives entailed facts from T to refineĨ.
The prototype presented in Vlaeminck et al. [2009] and available as "KB-system demo" at http://dtai.cs.kuleuven.be/krr/software is the first system that we know of that implements interactive configuration using an FO(AGG) knowledge base. The system has a GUI that allows students to select courses and modules. The checkboxes correspond to atoms of the underlying theory. The state of these checkboxes in the GUI corresponds to a three-valued structure. Constraint propagation on this structure is implemented using a combination of symbolic and nonsymbolic propagation. The role of the GUI is mostly to communicate user choices to the IDP system and the computed propagations back to the user window. Also this can be automated to some extend. A GUI builder for configuration systems was built as a Java TM library [Calus and Vennekens 2011] . It takes as input a theory, a set of atoms to be visualized as check-or dropboxes, graphical information where to put these on the screen, and it generates the GUI. The library is available from http://dtai.cs.kuleuven.be/krr/software/configid.
The underlying reasoner in this application is the IDP system. In this application its role is as a (finite domain) knowledge base system (KBS) in the sense described in Denecker and Vennekens [2008] . The system is not only used for propagation, but applies several other forms of inference on the background theory T for supporting the user: model checking to check if the theory is satisfied in the selection obtained by disselecting all not explicitly selected courses, model expansion to automatically complete the current partial selection, model expansion with optimisation to compute an optimal completion according to some optimisation function, and generation of explanations when inconsistent choices are made. For more details we refer to Vlaeminck et al. [2009] . This application shows that knowledge base systems for rich extensions of FO are feasible and can greatly reduce programming effort in knowledge intense applications where the complexity is more due to the underlying knowledge and the variety of the computational tasks than to the computational complexity of the latter. It is also a demonstration of the feasibility of a principle that is unique to declarative languages: the possibility of reusing the same logic theory to implement different functionalities by applying different forms of inference to it.
With respect to constraint propagation, there are two main, albeit somewhat contradictory requirements in such applications. First, since a configuration system is interactive, the propagation should be efficient in order to respond sufficiently fast. Secondly, when an ideal system offers the user a choice on an atom (i.e., the atom is unknown), whatever value the user chooses, is a valid choice in the sense that the expanded partial structure can be completed to a model. To obtain this, the propagation has to be the complete propagator O T . Indeed, ifJ = O T (Ĩ) and a choice P(d) is unknown inJ, then there exists a model of T, that is, a valid configuration, where P(d) is true, and one where P(d) is false. As such, neither selecting nor deselecting P(d) is an invalid choice since in both cases a valid configuration remains reachable. The combination of both requirements shows the importance of investigating the precision of efficient propagators.
Approximate Solving of ∀SO Model Expansion Problems
Inspired by the approximate solution method of Morales et al. [2007] for conformant planning in Answer Set Programming, Vlaeminck et al. [2010 Vlaeminck et al. [ , 2012 developed a general approximate method for solving model expansion problems for ∀SO theories. Whereas MX(FO(ID)) problems with a fixed FO(ID) input theory and variable finite input structures are NP search problems, MX(∀SO) problems are P 2 problems, and some of these problems contain P 2 -hard subproblems. The approximate method consists of translating a model expansion problem for a ∀SO theory into a stronger MX(FO(ID)) problem, in the sense that solutions of the latter are solutions of the former (but not necessarily vice versa). In this method, the use of the inductive propagation definition INF(T) is crucial. To give a hint of this method, consider a simplified conformant planning method with theory T describing effects of drinking from dirty glasses.
A goal is to find a plan in terms of actions drink and wipe that guarantees that I am not sick and not thirsty, whether the glass is dirty or not. Formally, this is the model expansion problem of the ∀SO sentence ∀dirty∀thirsty∀sick(T ⇒ ¬thirsty ∧ ¬sick ). A solution assigns values to drink and wipe so that this formula holds. Consider the following rule set, obtained as a subset of the rule set associated to INF(T) in which the "action" predicates are unmodified.
It is easy to see that in models of this rule set that satisfy the planning goal thirsty cf ∧ sick cf , the interpretation of action predicates specifies a correct solution. Here there is only one model and drink and wipe are true in it. Vlaeminck et al. [2010 Vlaeminck et al. [ , 2012 extend this method to MX(∀SO) problems and show that this method is quite succesful for conformant planning problems [Vlaeminck et al. 2010 [Vlaeminck et al. , 2012 .
Approximate Query Answering
Incomplete databases may arise from the use of null values, or from integrating a collection of local databases each based on its own local schema into one virtual database over a global schema [Grahne and Mendelzon 1999] , or it arises from using a restricted form of closed world assumption [Cortés Calabuig et al. 2007] , etc. In all these cases, the data complexity of certain and possible query answering is computationally hard (coNP, respectively NP). For this reason more efficient (and often very precise) polynomial approximate query answering methods have been developed, which compute an underestimation of the certain, and an overestimation of the possible answers.
The tables of an incomplete database are naturally represented as a three-valued structureĨ. The integrity constraints, local closed world assumption or mediator scheme corresponds to a logic theory T. If a constraint propagation method with polynomial-time data complexity is used to computeJ, computing the approximate query answers also requires polynomial time in the size of the database. Of course, the more preciseJ is, the more precise the obtained answers to the query are.
Our results suggest three different ways in which approximate query answering in such a general context could be implemented. A first, naive way is to apply the nonsymbolic method to computeJ and evaluate ϕ in it. Although polynomial, this method seems unfeasible. First of all, the size of real-life databases makes the application of nonsymbolic propagation often too slow in practice, since it requires the storage of large intermediate tables. More importantly, each time the data is changed,J needs to be recomputed. Also, the computation ofJ is not goal directed towards the query and may compute three-valued relations that are irrelevant for it. A second way is to run the symbolic propagation algorithm. Symbolic propagation can be used for query rewriting. Indeed, given a symbolic structure˜ , computed by propagation, an evaluation structure E and a query {x|ϕ}, the approximation to the certain answers for ϕ are given by the set {d |˜ (E) [ x/d] (ϕ) = t}. This set is equal to {x | (˜ (ϕ)) ct } E . Hence the query {x | ϕ} can be rewritten to a new query {x | (˜ (ϕ)) ct }, which is then evaluated in the database E. Next, one can use the various optimization strategies in current database management systems to efficiently compute the answers to the new query. Possible answers to ϕ are obtained in a similar way. Difficulties to be overcome here are that stabilization cannot be determined and queries in the symbolic structures may get very large after a number of iterations. The third and perhaps most promising method for approximate query answering is to use the rule set INF(T) representing the propagation process. We can view this rule set as an intensional database in terms of the given, extensional incomplete database, and use deductive database techniques for solving queries {x | ϕ ct } with respect to it. This method is goal directed and its results are more precise than the symbolic method because it computes the answer of the query in the fixpoint of the propagation process.
Applying the nonsymbolic version of Algorithm 4.16 generalizes the algorithm of Cortés Calabuig et al. [2006] for approximate query answering in the context of incomplete databases with local closed world assumptions. Applying the symbolic version and rewriting the query generalizes the query rewriting technique presented by Cortés Calabuig et al. [2007] . Our third method generalizes the rule-based method for this type of databases that was presented in Denecker et al. [2010] .
One important issue in the context of query answering is the incompleteness of the approximate query answering methods. Unless one can prove for the given theory T that the approximate method is optimally precise, its use is limited to applications where completeness is not strictly necessary (although in practice there may be many such applications). This stresses again the importance of analysing conditions that ensure the completeness of the propagation methods. In the context of incomplete, locally closed databases, such conditions were investigated by Denecker et al. [2010] .
CONCLUSIONS
In this article we presented constraint propagation as a basic form of inference for FO theories. We introduced a general notion of constraint propagators and briefly discussed the complete propagator for a theory. Due to its high computational complexity, the complete propagator cannot be applied in most real-life applications. Therefore we investigated incomplete propagators, called INF propagators. These propagators generalize the propagators for propositional logic presented by McAllester [1990] and Apt [1999b] . Similar propagators were proposed in the context of locally closed databases, where approximative query answering in polynomial time was studied in a series of papers [Cortés Calabuig et al. 2006 Denecker et al. 2010] . A first version of INF propagators for full FO was presented in the context of grounding [Wittocx et al. 2008b ]. Later we improved the propagators and presented them in a more general context [Wittocx et al. 2008a ]. The link with constraint programming is new in the current article. Besides their lower computational complexity, INF propagators for FO have other interesting properties: propagation using INF propagators can be represented by a monotone rule set and can be executed in a symbolic manner. The former property allows us to use existing systems and extensively studied methods to make efficient implementations of propagation. The latter property is important in contexts where data changes regularly or where only part of the results obtained by propagation is needed.
We extended the results about propagation using INF propagators to the logic FO(ID) that extends FO with inductive definitions. Whether the results about representation by a monotone definition or symbolic propagation carry over to inductive definitions, is an open question. Further transfer of techniques developed in the constraint programming community to improve propagation for FO, is also an interesting direction for future work.
FO and FO(ID) can also be extended with aggregates [Pelov et al. 2007] . In many cases, the use of aggregates yields more succinct theories [Simons et al. 2002] , and often faster reasoning [Faber et al. 2008] . Aggregates appear in many real-life applications. The extension of our propagation method to aggregates is described in Appendix A.
Finally, we discussed applications of the constraint propagation methods in state-ofthe-art systems, prototypes and applications and showed that constraint propagation has a broad range of applications.
APPENDIXES
A. AGGREGATES
Aggregates are (partial) functions that have a set as argument. An example is the function CARD returning the cardinality of a set. Aggregates are very useful in many real-life applications. In many cases, the use of aggregates yields more succinct theories [Simons et al. 2002] , and often faster reasoning [Faber et al. 2008] . Adding aggregates to FO is straightforward; however, aggregates are nonmonotonic and, just like negation, allowing them in inductive definitions poses a semantic problem that has been studied extensively in the context of Logic Programming and Answer Set Programming [Faber et al. 2011; Pelov et al. 2007 ]. In Pelov et al. [2007] , well-founded and stable semantics were extended to rule sets with aggregates and the logic FO(ID) was extended to FO(ID,AGG) allowing for recursion over (possibly nested) aggregates. In this appendix, we study propagation for FO(AGG).
In this section, we assume that theories contain two types of variables: the standard ones and numerical variables that range only over real numbers in the domain of the structure. For the sake of the complexity analysis, we assume that the domains of structures are finite and contain a finite set of positive real numbers, and that assignments θ(x) to numerical variables range over these numbers. Furthermore, we assume that formulas and structures are well-typed, in the sense that terms occurring at a position where only a number can sensibly occur, evaluate in every structure to a number. For instance, in a term x + 1, x should be a numerical variable. Ternovska and Mitchell [2009] and Wittocx [2010] provide more detailed descriptions about including arithmetics in FO.
A.1. FO with Aggregates
We denote the extension of FO with aggregates by FO(AGG). The syntax of FO(AGG) is defined using the standard induction of terms and formulas in FO augmented with some new cases. A set expression is an expression of the form {x | ϕ}, where x is a tuple of variables and ϕ a formula (that may contain free variables not in x). In this article, we consider the aggregate function symbols CARD, SUM, PROD, MIN and MAX. Terms are defined as usual. An aggregate term is an expression of the form CARD(V), SUM(V), PROD(V), MIN(V) or MAX(V), where V is a set expression. Formulas are defined as usual with one new case: an aggregate atom is a formula of the form x ≤ F(V) or x ≥ F(V), where x is a numerical variable and F(V) an aggregate term. Note that this syntax allows nested aggregates. Formulas of the form t ≤ F(V) and t < F(V), where t is a term and F(V) an aggregate term are seen as shorthands for the formulas ∃x (t = x ∧ x ≤ F(V)), respectively ∃x∃y (t = x ∧ x < y ∧ y ≤ F(V)). Similarly for formulas of the form t ≥ F(V) and t > F(V).
Next we define the value of terms, set expressions, aggregate terms and formulas in a structureĨ under variable assignment θ . StructuresĨ are finite and contain a finite set of positive real numbers. Assignments θ(x) to numerical variables belong to this set. The following definitions extend the standard induction with some new cases.
The value of set expression {x | ϕ} in structure I under variable assignment θ is denoted by Iθ({x | ϕ}) and defined by {d | Iθ [ x/d] |= ϕ}.
An n-ary relation V on some domain is numeric if for each (d 1 , . . . ) ∈ V, d 1 is a positive real number.
For an n-ary relation V, we define CARD(V) to be the cardinality of V. If V is numeric, we define: -SUM(V) = 0 if V = ∅ and SUM(V) = (a 1 ,...,a n )∈V (a 1 ) otherwise; -PROD(V) = 1 if V = ∅ and PROD(V) = (a 1 ,...,a n )∈V (a 1 ) otherwise.
Essentially, the n-ary relation V is viewed here as a multi-set of the first arguments of its tuples containing each a as many times as V contains tuples (a, . . . ) . Thus, we add and multiply only the first argument.
Furthermore, if V is a (finite) set of numbers, we define: Let I be a structure with domain D. The satisfaction relation for FO(AGG) is defined by adding the following base cases to the satisfaction relation for FO:
To define the value of an aggregate atom in a three-valued structure, we first introduce three-valued sets. A three-valued setṼ in domain D is a function from D to {t, f, u}. A three-valued setṼ approximates a class of sets V, namely all sets consisting of all d such thatṼ(d) = t and a subset of elements d such thatṼ(d) = u. For example, {a t , b f , c u } denotes a three-valued set, approximating the sets {a} and {a, c}.
In a three-valued structureĨ, a set expression {x | ϕ} evaluates under variable assignment θ to the three-valued setĨθ({x Example A.1. Let P˜I = {a t , b f , c u }. ThenĨ(CARD({x | P(x)}) inf = 1 andĨ(CARD({x | P(x)}) sup = 2. It follows thatĨ(2 ≥ CARD({x | P(x)}) = u whileĨ(1 > CARD({x | P(x)}) = f.
In Pelov et al. [2007] , it is shown that the value of an FO(AGG) formula in a threevalued structureĨ can be computed in time polynomial in |Ĩ|.
A.2. Propagation for FO(AGG)
To extend the propagation method to theories containing aggregates, the definition of INF sentences is extended to include aggregates. As in the case of FO, a propagator with polynomial-time data complexity is associated to each of these sentences. In the next section, it is shown that every FO(AGG) theory over a vocabulary can be converted to a -equivalent theory of INF sentences. The proof of this proposition is analogous to the proof of Proposition 4.4.
We now show that every FO(AGG) theory T over vocabulary can be converted to a -equivalent theory containing only INF sentences. Similarly as in the case of FO theories, we present a conversion in several steps. None of the steps preserves complete propagation. The following example indicates that even for very simple theories, complete polynomial-time propagation is impossible (unless P = NP).
Example A.4. Let T be the theory consisting of the sentence SUM{x | P(x)} = n, where n is a natural number. LetĨ be the structure ⊥ Definition 4.9 can be easily extended to define for every FO(AGG) theory T over a -equivalent theory in ENF. The intuition is still to represent nodes in the parse tree by new Tseitin predicates, and to express the logical relationship between such nodes and its children through an ENF formula.
Similarly as for FO sentences in ENF, a set INF(ϕ) of INF sentences is associated to each ENF sentence ϕ containing an aggregate. Our definition of this set is inspired by the propagation algorithms for propositional aggregates in the model generator MINISAT(ID) [Mariën 2009 ]. These algorithms aim to restore bounds consistency. The following definition extends the definition of INF(ϕ) to the case where ϕ is an ENF sentences containing an aggregate expression. 
∀x∀z∀y ( 
For an ENF sentence ϕ of the form ∀x∀z (H[x, z] ⇔ z ≤ F(V)), INF(ϕ) is defined similarly (it suffices to replace '<' by '>' and '≥' by '≤' in sentences (26)- (31)).
The INF sentences 28 and 30 evaluate the aggregate on the set of tuples selected by the set expression but y and express conditions for which the original ENF sentence ϕ cannot be true unless y is selected by the set expression. Similarly, the INF sentences 29 and 31 evaluate the aggregate on the set of the tuples selected by the set expression extended with y and expresses conditions for which the original ENF sentence ϕ cannot be true unless y is not selected by the set expression.
Each of the sentences in INF(ϕ) is implied by ϕ. Vice versa, INF(ϕ) clearly implies ϕ for every ENF sentence ϕ. Hence, we obtain the following proposition. PROPOSITION A.7. INF(ϕ) is equivalent to ϕ for every ENF sentence ϕ.
PROOF. We prove the case where ϕ is of the form ∀x∀z (H(x, z) ⇔ z ≥ F({y | L[x, y]})).
Clearly, ϕ is equivalent to the conjunction of (26) and (27). Hence we only have to show that (28)-(31) are implied by ϕ.
We show that (28) 
A.3. Rule Sets and Symbolic Propagation
To represent propagation for FO as a rule set and to define symbolic propagation for FO theories, we relied on the fact that the value of an FO formula ϕ in a three-valued structure can be found by computing the value of the negation-free formulas ϕ ct and ϕ cf . Under certain conditions, it is possible to extend the definition of ϕ ct and ϕ cf to FO(AGG) formulas ϕ. This immediately lifts the results of Section 4.2 and Section 5 to FO(AGG).
It is beyond the scope of this article to properly state the definition of ϕ ct and ϕ cf for an FO(AGG) formula ϕ, and the conditions under which this definition is the correct one. We refer the reader to Wittocx [2010, pages 90-91 and 181-184] for these results. Relatively simple formulas ϕ ct and ϕ cf are obtained under the extra condition that all numbers that occur in structures are strictly positive and larger than 1. If arbitrary real numbers are allowed, the formulas ϕ ct and ϕ cf become so complicated that they seem not useful in practice.
