Abstract. We prove, by a shooting method, the existence of infinitely many solutions of the form ψ(x 0 , x) = e −iΩx 0 χ(x) of the nonlinear Dirac equation
Introduction
We study, in this paper, a relativistic model proposed by Mathieu and Saly [7, 6] that accounts for the internal structure of hadrons, that is how strong interaction forces bind quarks together. Their model and the M.I.T. bag one (see [5] and the references therein) have been introduced to approximate the quantum chromodynamics model and to get the confinement of the quarks.
We will look for localized solutions of the nonlinear Dirac equation:
The notations are the followings: m > 0, ψ : R 4 → C 4 , ∂ µ ψ = ∂ ∂x µ , 0 ≤ µ ≤ 3, where we used Einstein's convention for summation over µ. We write ψψ = (γ 0 ψ, ψ) where (., .) is the usual scalar product and γ µ are the 4 × 4 Pauli-Dirac matrices [8] : where x = (x 1 , x 2 , x 3 ) ∈ R 3 , Ω > m and χ is solution of:
Following [7, 6] , we will search the solutions among functions of the form: Following Mathieu and Saly [7, 6] , we assume that u is zero at zero and we consider the following Cauchy problem for x ∈ R + :
(1.6) (1.5) (u(0), v(0)) = (0, x).
We can choose x nonnegative without loss of generality thanks to the symmetry of the equations. For the sake of notation simplicity, we will not write the p dependence unless it is necessary. For instance, we write F , (u, v), (1.6),. . . instead of F p , (u p , v p ), (1.6) p , . . . Equation (1.1) has been introduced by Mathieu and Saly [7, 6] to model the confinement of the relativistic quarks. Their model is called the fractional bag model. They observed numerically that the solutions are compactly supported.
Balabane, Cazenave and Vazquez [2] proved rigorously the existence of a ground state for a more general class of nonlinearities F by a shooting method. Moreover, they obtained a necessary and sufficient condition on F for the ground state solution to be compactly supported. The shooting method has already been used to get infinitely many solutions of a nonlinear Dirac equation in a regular setting by Balabane, Cazenave, Douady and Merle [1] (see also the references therein).
The main problems we have to face here occur on the set {|u| = |v|} because the nonlinearity F is singular at 0. Since, Balabane, Cazenave and Vazquez [2] studied the ground state problem, the trajectories of the solutions they found do not cross this set. Nevertheless, in this paper, we have to consider solutions of this type to get infinitely many solutions.
Thus, we have to weaken the notion of solution since the Cauchy problem (1.7)
(1.5) u(R) = v(R) = x has no regular solution defined in a neighborhood of R for R > 0 and x = 0. Definition 1.1. Let 0 ≤ R < R . A function w ∈ C 0 (R, R ) is a solution of a system of ordinary differential equations (E) in the extended sense if there exist at most a finite number n of real number R < R 1 < · · · < R n < R such that w is of class C 1 on (R, R )\{R 1 , . . . , R n } and satisfies the equations of system (E) on (R, R )\{R 1 , . . . , R n }.
From now on, we will consider solution of this type (see also [4] ). Notice that the nonlinearity F allows the zero function to be solution of (1.1). Thanks to definition 1.1, we can thus extend by zero all the solutions which hit zero.
Since we want to use a shooting method, local existence and uniqueness are very important points. But, the main O.D.E. theorems [4] fail to show local uniqueness for problem (1.7) and existence is not a trivial point. To overcome this, we have to introduce a regularized problem whose solutions satisfy some key qualitative properties similar to the ones of the solutions of the original system of equations (1.5). The idea consists in introducing an approach system which is hamiltonian near the set {|u| = |v|} so that we get local existence and uniqueness. Nevertheless, the solutions of the regularized problem are singular and they are only solutions in the extended sense of definition 1.1.
Once this regularization is done, we can adapt to our framework the shooting method of Balabane, Dolbeault and Ounaies [3] which established the existence of infinitely many compactly supported solutions for a sub-linear elliptic equation with any given number of nodes. The problems given by the lack of regularity of the nonlinearity in zero occur when the solutions of their system of equations hit zero. Here, these difficulties arise on the bigger set {|u| = |v|}. Indeed, our main contribution is to deal with the shooting method of [3] in this singular framework.
Mathieu [6] has already found numerical excited state solutions. But, in this paper, we provide the first rigorous proof of their existence under some restrictions on p and Ω. Mathieu and Saly [7] have also derived relations between these solutions and the M.I.T. bag model ones. Here, we prove rigorously that the ground state solutions of the fractional models converge to the ground state solution of the M.I.T. bag model as p tends to 0. Nevertheless, we also show that the limits of the sequence of the excited state solutions are not solutions of the M.I.T. bag model equations.
Let us now state our results:
There are p ∈ (0, 1) and for every p ∈ (0, p), a constant Ω p > m such that if Ω > Ω p , there exists an unbounded increasing sequence (x k ) k∈N of initial data such that for any k ∈ N, the Cauchy problem (1.6) has a compactly supported solution which crosses the set {(u, 0)|u = 0} exactly k times.
The following theorem establishes the close link between the fractional model and the M.I.T bag one. Theorem 1.3. There is Ω > m and for Ω > Ω, for k ∈ N, a finite number of points
and a decreasing sequence (p n ) converging to zero such that :
where (u p , v p ) is the solution of (1.6) p found by theorem 1.2 with k nodes.
Let us notice that (u 0 , v 0 ) is discontinuous at each bound of the k intervals of point (i). In the case k = 0, the solution (u 0 , v 0 ) is the ground state of the M.I.T. bag model as Mathieu and Saly derived in [7] . Nevertheless, the other nodal solutions that we get, are different from those derived by Mathieu in [6] by lack of continuity.
In section 2, we define the hamiltonian regularization. We will prove that the qualitative properties we need do not depend on the regularization parameter and that the solutions of the regularized system of equations locally exist and are unique. In section 3, we prove the existence of compactly supported solutions to the regularized problem by the shooting method. We finish the proof of theorem 1.2 in section 4. Finally, we study the relation between the fractional model and the M.I.T. bag one in section 5.
Notations and preliminary results
In this section, we fix p ∈ (0, 1/2) and Ω > m. Following [2] , we define the continuous functions:
. These functions will be of constant use in this paper. In the following lemma, we study some of their properties.
Lemma 2.1. Let ∈ [0, m), we have that:
(i) there exist two positive constants A and B such that:
is a connected unbounded set in {|u| < |v|} ∪ {0}, such that
for every > 0, 
γ → C γ is nonincreasing and lim γ→0 C γ = ∞, (vi) there are θ ∈ (0, π/4) and v > 0 such that for every (u, v) which satisfy H(u, v) ≥ 0 and |u| ≤ tan(θ)|v|, then we have |v| ≥ v. For any θ ∈ (0, π/4), there are P ∈ (0, 1/2) and v > 0 such that this point remains true for all p ∈ (0, P ).
We define E 0 = (Ω − m)
The proof is a straightforward calculation and is postponed in the appendix.
2.1. The regularized problem. F is so singular at zero that the main O.D.E. theorems [4] fail to show existence and local uniqueness for problem (1.7). To overcome this, we introduce a regularized problem.
Let E 1 be a positive constant that will be fixed later. We define for ∈ (0, m) the sets (figure 2):
Let us remark that by lemma 2.1, we have
and
We will then study the following system of equations:
Let us remark that there is no regular solution of the Cauchy problem:
where R > 0 and x ∈ R * . Nevertheless, near the set {|u| = |v|} the system of equations is autonomous and hamiltonian. This will allow us to get existence and local uniqueness while keeping the qualitative properties of the solutions to problem (1.6) that we need for the shooting method.
Qualitative results.
We assume in this part, that (u, v) is a solution in the extended sense of equations (2.1) defined on an interval I and > 0. As in [2] , we show, in the next lemma, that the function H(u, v) is nonincreasing. Lemma 2.2. We have for r ∈ I:
Proof. We have for r ∈ I:
In the next lemma, we study the speed of rotation of the trajectory of (u, v) around zero.
We have for r ∈ I:
If H(u, v)(r) ≥ 0, we get moreover
If we assume moreover that H(u, v)(r) ≥ 0, we get
2.3.
Existence and local uniqueness results. Let ∈ (0, m). We show, in the next lemma, that problem (2.2) has a unique local solution.
Lemma 2.4. Consider the initial value problem for r 1 ≥ 0, (u 1 , v 1 ) ∈ R 2 \{0}:
such that u 1 = 0 if r 1 = 0. Then, there exists a unique local solution.
Proof. The Cauchy-Lipschitz theorem shows this result provided that r 1 = 0 and |u 1 | = |v 1 |. The contraction mapping argument sketched in [2] ensures the result for r 1 = 0. So the point is when |u 1 | = |v 1 |. In this case, the system (2.1) reduces itself into the autonomous hamiltonian system of equations:
We assume:
Then, the solution (u, v) to problem
is well-defined, C 1 on a maximal interval [0, r 2 ), locally unique and
for each r ∈ [0, r 2 ) by lemma 2.2. Since the set
is compact and
We define then (ũ,ṽ) by
for any r ∈ [r 1 − r 2 , r 1 ], it solves problem (2.3) on the interval [r 1 − r 2 , r 1 ]. We proved the existence and the local uniqueness on one side. The same argument works as well for the remaining cases.
We will now show the existence and the uniqueness of the maximal solution in the extended sense of the regularized problem.
and R x is maximal for this property. There is a positive constant C such that (u, v) satisfies
Moreover, if R x < ∞, then we have 
The shooting method
In this section, we fix p ∈ (0, 1/2). Once the existence and the local uniqueness are shown for the regularized problem, we can adapt the shooting method of Balabane, Dolbeault and Ounaies [3] to our problem. In this section, we will denote by (u x , v x ) the maximal solution of problem (2.5) where x > 0, to insist on the dependence on x.
We define
for 0 ≤ a < b ≤ +∞ and for every γ ≥ 0,
We will write N x (b) instead of N x (0, b). The core of the shooting method will be the study of the following sets which are introduced in [3] :
We define Remark 3.2. If there is R > 0 such that H(u x , v x )(R) < 0 then by lemmas 2.2 and 2.5, we get that R x = +∞. So, the sets A k are well defined for any k. The key idea is that (u x , v x ) winds around the connected set {H = 0} and cross it at finite radius ρ x (0). We can have
and x belongs to ∪ k∈N I k . The goal is to show that I k is not an empty set for any k.
Main results.
In the next lemma, we give uniform estimations far enough from r = 0 and from the radius
Lemma 3.3. There exist p ∈ (0, 1/2) and for all 0 < q < p, a constant Ω q > m such that if Ω > Ω q , then there are r 0 > 0, α > 0 and Θ > 0 which satisfy:
for any 0 < p ≤ q and 0 < x where (u, v) is the solution of problem (1.6) with initial condition (0, x) (p 0.0173622).
Remark 3.4. r 0 , Θ, α and Ω q may be chosen independent on p and x.
This result is slightly finer than a result of Balabane, Cazenave and Vazquez [2] but the proof is straightforward and based on their ideas. It is postponed in the appendix.
From now on, we fix p < p, Ω p < Ω and E 1 = E 2 0 α where E 1 is the constant in the regularization sets of subsection 2.1, E 0 comes from lemma 2.1 and α from lemma 3.3.
Remark 3.5. Lemma 3.3 remains true for the solutions of problem (2.5) thanks to these choices for E 1 and for the regularization.
We study now the winding number N x (a, b). Lemma 3.6. Let us assume that r 0 < ρ x (0) and let r 0 ≤ a < b ≤ ρ x (0), then:
where . is the floor function.
Proof. By lemma 3.3, we get
Let γ > 0 be such that q := 2(1 − p)(Ω + m)C γ − 1 > 0. Such a γ exists by lemma 2.1. The following lemma gives estimations on the decay of H(u x , v x ).
Lemma 3.7. Let us assume that ρ x (γ) > 0, then we have for r ∈ (0, ρ x (γ)):
Proof. For the sake of notation simplicity, we remove here the x subscripts. By lemma 2.2, we have for r ∈ (0, ρ(γ)):
Finally, we get
The following proposition ensures that the number of times the solutions circle around the set {H = 0} tends to infinity when x tends to infinity. 
Then, there exists x 0 > 0 such that
for any x ≥ x 0 . By lemma 3.7, we get
Lemma 3.3 gives then that:
Since p ∈ (0, 1), the integral
We have already shown that We have now to construct the trapping zone as in proposition 3 of [3] . Nevertheless, the zone we construct is more complicated (see figure 4) . 
Proof. For the sake of clarity, we remove here the x subscripts. The decay of the energy in lemma 2.2 makes the result obvious if H(u, v)(R) ≤ 0. By symmetry, we can assume without loss of generality that (u, v)(R) ∈ {u > 0} ∪ {H > 0} and x > E 0 where E 0 is defined in lemma 2.1. Let (M 1 , M 2 ) be the unique point of
It exists since (
0 (see figure 4) . Let v 1 > 0 such that (M 1 /2, v 1 ) is the unique point of ∂R 1 ∩ {v > u > 0}. We define
The parameter σ is chosen such that: We have H(u, v)(R ) > 0 by assumption. Since x > E 0 , lemma 3.3 ensures that
for any r ∈ [0, r 0 ]. By inequality (3.1), we get that R > r 0 and the third point of lemma 3.3 ensures that R < +∞. We have moreover
We define now R := sup{r ∈ (R, R )| |u| < M 1 /2}. It is well-defined and R ∈ (R, R ) because |u(R)| ≤ u 2 (R) + v 2 (R) < σ < M 1 /2 and u(R ) = M 1 .
By lemma 2.2, we have that 0 < H(u, v)(r) ≤ H(u, v)(R) < K
and by lemma 3.3 that
for any r ∈ [R , R ]. By the construction of D, we have that
thanks to our choices of v 1 , K and the symmetries of ϕ . Thus, we get
for any r ∈ [R , R ]. By lemma 2.2, inequality (3.2) and the definitions of R and R , we obtain
2(
Then, we have
This contradicts H(u, v)(R ) > 0.
We show in the next lemma that the solution can be controlled uniformly in some Sobolev norm. 1−p ), there exists C > 0 such that for all r 0 < r 1 < r 2 < R :
C does not depend on and x.
Proof. For the sake of clarity, we remove here the x subscripts. We have:
so, for r 0 < r 1 < r 2 < R,
by lemma 3. The same proof works as well for v 2 and uv.
We study in the following lemma, the dependance of the solutions on the initial conditions. This is a very important point in the shooting method and that is the reason why we introduced a regularized problem. for all r ∈ [r 1 , r 2 ]. For all η > 0, there exists δ > 0, such that if (u, v) is also a solution of (2.1)
where . is the euclidian norm of R 2 .
The proof is the same as in [3] and follows from lemmas 2.4 and 3.10.
We will now study the behaviors at infinity.
Lemma 3.12. For all x > 0, we have:
Proof. For the sake of notation simplicity, we remove here the x subscripts. We recall that R is the largest radius before the solution hits 0. We study now the different cases.
(a) We assume that R < ∞. By lemma 2.5, we have
for all r ∈ (0, R). We have by lemmas 2.1 and 2.3 that for any R ≥ r ≥ r 0 such that |u|(r) ≤ tan(θ)|v|(r) :
Let us assume by contradiction that N (R) = +∞. We define the sequences (r 
Let the sequences (r ini n ) and (r f in k ) be such that:
Then, we get that:
We get the wanted contradiction. (d) The remaining case is the one of the second point of the lemma.
Topological results.
We are now able to give some topological properties of the A k and I k sets as in [3] .
The proof is slightly different from the one of [3] but follows essentially their ideas. We give it here for the sake of completeness.
Proof. Let k ∈ N. Lemma 3.11 ensures that A k is open. By proposition 3.8, I k and A k are bounded. Since ∪
n∈N
A n is open, we easily get that sup A k / ∈ ∪ n∈N A n whenever sup A k is well-defined. Let us prove now that x := sup A k belongs to ∪ n∈N I n . We assume that x / ∈ ∪I n , then setting R > Θ(2+k) π + r 0 , we have H(u x , v x )(R) > 0 because of lemma 3.12. Nevertheless, there exists y ∈ A k as close to x as we want such that H(u y , v y )(R) < 0 by lemma 3.6. This contradicts the continuity of the flow of lemma 3.11. So, x belongs to ∪ n∈N I n . Proposition 3.9 ensures then point (iv).
The same arguments give point (v). Thanks to Proposition 3.9, we immediately get point (vi).
We proved the key lemmas of [3] , thus, we get the following result: Proposition 3.14. For all ∈ (0, m), all k ∈ N, there exists a solution (u x , v x ) of (2.5) such that:
The proof of this proposition can be found in [3] . We give it here for the sake of completeness.
Proof. The goal of the proof is to show that I k = ∅ for any k. We will show this by induction on k. Let us remark first that (0, E 0 ] ⊂ A 0 . Then, sup A 0 exists and belongs to I 0 by lemma 3.13. Thus, sup I 0 exists and belongs to I 0 by point (v) of lemma 3.13 and sup A 0 ≤ sup I 0 . Point (vi) ensures that there exists δ > 0 such that
Thus, we obtain that
We assume now that there is k ∈ N\{0} and δ k−1 > 0 such that
Then, by lemma 3.13, sup A k exists and belongs to I k since sup
Then, point (vi) ensures that there exists δ k > 0 such that
We proved by induction that A k and I k are not empty.
Proof of the existence of localized solutions to problem (1.3)
We give here the proof of theorem 1.2.
Proof. Let us fix k ∈ N. We write here the superscripts to emphasize the dependence of the solutions on . Let (u x , v x ) be a solution of (2.5) such that N x (R x ) = k with ϕ defined in section 2.1. From now on, we will not write the subscript x anymore for the sake of notation simplicity. We have :
In that latter case, we have because of lemma 3.7:
This and inequality 4.1 give us an uniform bound on H(u , v )(r 0 ) which does not depends on . We extend now the functions u and v by zero on [R , R]. By lemmas 2.1 and 2.2, we obtain a uniform bound on (u , v ) in C 0 ([r 0 , R]). We get then that (u ) 2 , (v ) 2 and u v are bounded sequences of W 1,s ([r 0 , R]) by lemma 3.10. Up to the extraction, there exist a decreasing subsequence ( n ) which tends to 0, U, V, W ∈ W 1,s ([r 0 , R]) such that:
We can then construct a function (u, v) defined on [r 0 , R] which is a solution of the system of equations (1.5) taking care of the sign of W such that
. It remains to study the problem on [0, r 0 ]. We define F (x) = (u x , v x )(r 0 ), where (u x , v x ) is a solution of (1.6). F is a one-to-one continuous function from [E 0 , ∞) into F ([E 0 , ∞)) where E 0 comes from lemma 2.1. Let us remark that we have constructed the regularized systems so that ϕ (u , v )(r) = 1 for all r ∈ [0, r 0 ]. We have that ((u , v )(r 0 )) is a bounded sequence and
by lemma 3.3, so (x ) is bounded. Up to another extraction, we can assume that (x n ) converges to x > 0. Since F is continuous, we get that (u x , v x )(r 0 ) = (u, v)(r 0 ). We have constructed a solution (u, v) of problem (1.6).
It just remains us to show that the function obtained still have his winding number N satisfying
We write c − = −c + . For every ≥ 0, we join (u , v )(r 0 ) and 0 to define the closed curve γ . We define also γ 0 from (u, v). Setting:
Lebesgue theorem shows that N (γ ) = k converge to N (γ 0 ). We extend now (u, v) by zero and we get the result of the theorem.
The M.I.T. bag model limit
Let k ∈ N. We denote by (u p , v p ) the solution of problem (1.6) given by theorem 1.2 which crosses k times the set {v = 0}\{(0, 0)} and R p is the radius at which it hits 0. We give here the proof of theorem 1.3.
Proof. We fix η ∈ (0, p), Ω > Ω p−η and p ∈ (0, p − η). We have by lemma 3.6:
Lemma 3.3 ensures that R does not depend on p. We extend (u p , v p ) by zero on [R p , R]. We denote by H p the functions introduced in section 2 to insist on the dependence on p.
) and a decreasing sequence (p n ) which converges to zero such that:
is a solution of the free Dirac equation 
n is then nonnegative for n big enough and v
This is the wanted contradiction. Moreover, we have 
We also have H pn (u pn , u pn )(r + ) ≥ 0 so that by Point (vi) of Lemma 2.1,
for some positive content C. We have by lemma 5.1 that (u pn , v pn ) is a bounded sequence of C 0 ([r 0 , R]), and
Assume by the contradiction that g(r + ) = 0, then, up to extraction, we have
but, this is in contradiction with inequalities (5.1) and (5.2). Thus, we get that 
where (u p,x , v p,x ) is the solution of the problem (1.6) p with x as initial condition. Γ is an injective continuous map. We denote by (x n ) the sequence of initial conditions related with (u pn , v pn ). We get by lemma 3.3 that
so that, the sequence (x n ) is bounded by lemma 5.1. Up to extraction, we have
The continuity of Γ ensures, 
We get
We define now C
It is straightforward to see that γ → C 0 γ is a non-decreasing function whereas γ → C we can choose smaller constants for θ and v that do not depend on p.
We prove now lemma 3.3.
Proof. We denote by (u x , v x ) the solution of (1.6) p . We begin as in [2] . Let r 0 > 1 Ω , R x = sup{r > 0|v x > |u x |} ∈ (0, +∞]
and S x = min(R x , r 0 ). For r ∈ (0, S x ), we have: This ensures that S x = r 0 and that the first two points of lemma 3.3 are true. The latter one is an easy consequence of lemma 2.3.
