Abstract: In this paper, shrinkage testimators for the inverse dispersion for inverse Gaussian distribution when its prior information is available in the form of a guess value have been considered. The proposed testimators have been compared with the minimum risk estimator in the class of unbiased estimators under the LINEX loss function.
Introduction
The inverse Gaussian distribution is used as an important mathematical model for the analysis of positively skewed data. The review article by Folks and Chhikara (1978) and Seshadri (1998) have proposed many interesting properties and applications of this distribution. The probability density function f (x|µ, λ) of the inverse Gaussian distribution IG (µ, λ) , is given by
Here µ stands for the mean and λ for the inverse measure of dispersion. Let x 1 , . . . , x n be a random sample of size n drawn from IG(µ, λ). The maximum likelihood estimates of µ and λ areμ
It is well known thatx andλ = (n − 3)/v are unbiased estimates of µ and λ, respectively. Also,x ∼ IG(µ, nλ) and λv ∼ χ 2 n−1 , withx and v being stochastically independent (see Tweedie, 1957a Tweedie, , 1957b Folks and Chhikara, 1978) . Varian (1975) and Zellner (1986) proposed an asymmetric loss function known as the LINEX loss function for any parameter λ as
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with the new scale parameter b = 2b /a 2 > 0 and ∆ = (λ − λ)/λ. The sign and magnitude of a represents the direction and degree of asymmetry, respectively. A positive (negative) value of a is used when overestimation is more (less) serious than underestimation. For a near to zero, L(∆) is approximately square error and therefore it is almost symmetric.
One may have a guess value λ 0 of λ, which one may like to use to construct a parameter estimate. If this guess value is close to the true value the shrinkage technique is useful to get improved estimators. Following Thompson (1968) , shrinkage estimators for the inverse dispersion λ are given by
where the constant k, 0 ≤ k ≤ 1, is a shrinkage factor specified by the experimenter according to his belief in the guess value. To resolve the uncertainty that λ 0 is approximately λ or not, a preliminary test of H 0 : λ = λ 0 against the alternative H 1 : λ = λ 0 at some preassigned level of significance may be considered. The idea of such a preliminary test of significance is given in Bancroft (1944) . Pandey and Malik (1988) have obtained some estimators for the inverse dispersion and have found that they perform better in the sense of a smaller mean squared error if the guess value λ 0 is in the vicinity of the true value. The use of the LINEX loss function in estimation procedures has been considered in different contexts by Pandey (1997) , Pandey and Srivastava (2001) , and Pandey et al. (2004) .
In this paper, we propose shrinkage testimators for λ when a prior guess λ 0 is available and study it under the LINEX loss function. In Section 2, we propose a class of estimators S = cλ and find the value c 1 for which the risk under the LINEX loss is minimum. An estimateT of T is obtained in Section 3 by minimizing the risk of T under the LINEX loss. The risk ofT is compared withŜ = c 1λ . Shrinkage testimators of λ are proposed in Section 4 and their risks are compared withŜ.
A Class of Estimator and its Properties
The proposed class of estimators for λ in the inverse Gaussian distribution (1) is
The LINEX loss function of S, using a Maclaurin expansion of (2), is
Hence, the risk under the LINEX loss for S, ignoring the terms O(a
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The value of c for which R(S) is minimum, is
Hence, the estimatorŜ = c 1λ = c 1 n − 3 v is the estimator of λ with minimum risk in the class S = cλ. The value of c obtained by minimizing the mean squared error of S = cλ is
Thus, the usual estimator S * = (n − 5)/v is inadmissible under the LINEX loss and c 1 → c as a → 0. The risk of the estimatorŜ under the LINEX loss is given by
The Shrinkage Estimator and its Properties
The risk of the shrinkage estimator T under the LINEX loss as obtained for S is
where
The value k 1 depends on the unknown parameter λ r , r = 1, 2, 3. An estimate k 2 of k 1 can be obtained by replacing λ r by its unbiased estimatê
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The risk of the estimatorT under the LINEX loss is
i = 1, 2, and
The relative efficiency ofT compared toŜ is defined as
which is a function in n, a, and β. Table 1 . This table shows that the shrinkage estimatorT has smaller risk thanŜ if λ 0 is in the vicinity of λ. More specifically, if n is small and 0.25 ≤ β ≤ 1.75, the proposed shrinkage estimator is preferable to the class of unbiased estimators under the LINEX loss. 
Shrinkage Testimators and their Properties
In Section 3 we have seen thatT has smaller risk than the usual estimatorŜ when λ 0 is in the vicinity of λ. This suggests that on the basis of a given set of data, we should first test H 0 : λ = λ 0 . If H 0 is accepted,T is taken as the estimator of λ, otherwise we useŜ instead of. Thus, we propose a shrinkage testimator for the inverse dispersion as
Muniruzzaman (1957) obtained a test statistic for testing H 0 : λ = λ 0 against the alternative
where t 1 = r 1 /λ 0 , t 2 = r 2 /λ 0 with r 1 and r 2 being the values of the lower and upper 100α/2% points of the chi-squared distribution with n − 1 degrees of freedom. Thus
The risk under the LINEX loss of T
where I(·) and G(·) are defined in (6) and (7), respectively. Also, z 1 = r 1 /2β and z 2 = r 2 /2β. The relative risk efficiency is RE(T *
,Ŝ) = R(Ŝ)/R(T *
). On the other hand, if H 0 is accepted then
Thus, one choice of the shrinkage factor based on the test statistic is
With this shrinkage factor, the proposed testimator is
The risk of the testimator T * * can be obtained similarly as for T * by simply replacing k 2 with k 3 .
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,Ŝ) = R(Ŝ)/R(T * *

). The relative efficiencies RE(T *
,
Summary
A minimum risk estimator under the LINEX loss for the inverse dispersion λ of the inverse Gaussian distribution in the class of unbiased estimator has been proposed. As a shrinkage estimator performs better, if the guess value λ 0 is in the vicinity of true value λ, the class of shrinkage estimators have also been proposed and compared with the minimum risk estimator under the LINEX loss. By choosing the shrinkage factor, two testimators T * and T * * have been obtained. On the basis of numerical finding, we observed that T * performs better if 0.25 ≤ λ 0 /λ ≤ 1.50 and the estimator T * * performs better if 0.75 ≤ λ 0 /λ ≤ 1.50. Both these testimators have maximum relative efficiency when λ is equal to λ 0 .
