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ния, и то, что АКФ часто является симметричной функцией, не все вейвлеты одинаково 
хорошо подходят для этих целей. Основным критерием при выборе вейвлета являются 
его дискриминирующие свойства. В идеале, дискриминирующий вейвлет должен давать 
равномерное распределение для своего первого компонента. Вейвлет Уолша, выбран-
ный для получения свёрток, не дает равномерного распределения, однако его дискри-
минирующих свойств первого компонента достаточно для уменьшения пространства по-
иска шаблонов в три-четыре раза. 
Если степень различия свёрток ниже заданного пользователем порога, можно пере-
ходить ко второму этапу сравнению самих АКФ. На этом этапе отсеиваются те вектор-
контуры, которые имеют подобные свертки, но при этом различные АКФ.  
При сравнении АКФ контур считаем распознанным, если различия АКФ не превосхо-
дят заданного пользователем порога (стоит отметить, что данный порог не связан с по-
рогом на первом этапе). Повышая порог, можно увеличить количество успешных распо-
знаваний за счет увеличения шанса ложного распознавания, понижая наоборот, умень-
шаем вероятность нахождения нужного элемента с помехами и понижаем шанс на рас-
познавание шума. 
Реализация предлагаемого подхода выполнена на языке C#. Для получения изобра-
жения и его предварительной обработки была использована библиотека EmguCV. Рабо-
та алгоритма проверялась при распознавании изображений печатных символов, полу-
чаемых в реальном времени с веб-камеры. Тестирование выявило невозможность рас-
познавания символов при повороте относительно вертикальной оси, так как при этом 
появляются геометрические искажения, что ведет к изменению контура. 
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Введение 
При изготовлении интегральных микросхем важным является контроль технологиче-
ских процессов, который заключается в измерении характеристик и проверке результа-
тов основных операций на соответствие установленным требованиям [1]. Основной за-
дачей при этом является идентификация объекта по изображениям, полученным с ис-
пользованием систем технического зрения, т.е. обнаружение (определение границ) и ло-
кализация (определение местоположения) объектов с анализом их свойств и контролем 
параметров. При этом требуется по некоторым признакам выделять однородные облас-
ти изображения, причем, как правило, это подобие нечеткое и часто нарушается. Наи-
более подходят для ее решения нейросетевые технологии. Применение нейронных се-
тей в задачах обработки визуальной информации обосновывается также свойством обу-









18   Интеллектуальные технологии обработки данных. Современные проблемы робототехники 
 
архитектура сети и алгоритм ее функционирования [2]. Для повышения точности иден-
тификации топологических объектов на изображениях топологических слоев интеграль-
ных схем предлагается использовать нечеткую нейронную сеть, построенную на основе 
многослойного неокогнитрона [3]. В данной работе предложен алгоритм определения 
параметров функций принадлежности для определения нечеткого различия двух изо-
бражений объектов топологических слоев интегральных схем или их фотошаблонов. 
Определение параметров функций принадлежности можно разбить на следующие 
этапы: 
а) Определяется область определения функции следующим образом: находятся мак-
симальное и минимальное значения среди обучающих данных: )max(),min( iiii xxxх == +− , 
где x  – значение обучающей выборки i-го входа сети, т.е. область определения функ-
ции принадлежности это интервал ],[ +− ii xх . 
б) Определяются параметры функций принадлежности с помощью методов опреде-
ленных для каждой функции.  
 
Функция нечеткого различия 









































,    (1) 
где W – матрица пикселей эталонного изображения;  
  A – образ матрицы W, который содержит искажения типа смещения.  
Поскольку в матрице A предполагается смещение (изменение) как значений соответ-
ствующих пикселей, так и его геометрических координат, то матрица A имеет больший 
размер, определяемый максимальными величинами смещения по горизонтали и верти-
кали. 
Для определения функции fd(A,W) нечеткого различия двух матриц A и W введем два 
параметра B и R, которые задают диапазоны нечеткости различия. Параметр В – это 
диаметр яркостных искажений изображения, определяющий максимально допустимое 
расстояние между двумя пикселями изображения, которые считаются эквивалентными. 
Параметр R – радиус геометрических искажений, определяющий максимально допусти-
мое смещение пикселей эталона на изображении (образе). 





 справедливо 1, 1 2, 2 θ| |x y x yν ν− ≤r r , где 1, 1 2, 2θ max(| |,| |)x y x yν ν≤ r r . Данное свойство 
указывает на однородность геометрических искажений, т. е. на почти одинаковое сме-
щение пикселей. 






































































Если на каждой итерации обучения t поступает обучающий образ At, тогда в результа-
те обучения получим последовательность модификаций матрицы пикселей эталонного 
















где t – порядковый номер итерации усреднения. 
Аналогичным образом строятся правила для задания яркостных различий. 
 
Структура нечеткого нейрона 
 
Структура нейрона, реализующего описанное выше правило активации, приведена на 
рис. 1, где значения [mink, maxk] определяются в (2): Ria ikik 2...,,0),(minmin == + ; 

































Рисунок 1 − Общая структура нечеткого нейрона 
 
Заключение 
В данной работе предложены правила для определения параметров функций при-
надлежности и общая структура нечеткого нейрона, которые могут быть использованы 
для разработки нечеткой нейронной сети на основе неокогнитрона [3] для идентифика-
ции топологических объектов на изображениях топологических слоев интегральных схем 
или их фотошаблонов. 
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