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We study the nonequilibrium properties of the 1-D Lieb-Liniger model in the thermodynamic
limit for finite repulsive coupling. For this purpose we introduce a new version of the Yudson
representation applicable to finite size systems and obtain the thermodynamic limit by appropriately
taking the infinite volume - at constant density - limit. We provide a formalism to compute various
correlation functions for highly non-equilibrium initial states. In the strong coupling limit we are
able to find explicit analytic expressions for the expectation of the density, density density and
related correlation functions at arbitrary times. We present our result as a power series expansion
in inverse coupling strength. We show that the gas equilibrates to a steady state from arbitrary
initial states with “smooth” correlation functions. For nearly translationally invariant states the gas
equilibrates to a diagonal ensemble which we show is equivalent to a generalized version of the GGE
for sufficiently simple correlation functions, which in particular include density density correlations.
Introduction. Non-equilibrium processes can be found
in many diverse fields ranging from biology to metallurgy
to quantum chemistry. In all these instances it is of
interest to study the evolution of a system away from
thermodynamic equilibrium. In theoretical physics non-
equilibrium processes play an important role, underlying
statistical mechanics, transport theory, linear and non-
linear response theory. One of the key questions under
study is the equilibration of a macroscopic system initi-
ated far from thermal equilibrium, see e.g. [1, 2]. The
study of equilibration phenomena has recently received a
boost from the field of cold atoms, where quench experi-
ments can be carried out in a highly controlled manner:
by a judicious use of external lasers one creates a system
in well defined state |Φ (t = 0)〉. Then through a rapid
change in the parameters of the system, in the cold atom
setup this would typically correspond to an adjustment
of the external lasers and magnetic fields, the experi-
menter is able to modify the dynamics of the system,
create a new effective Hamiltonian H and induce time
evolution: |Φ (t = 0)〉 → e−iHt |Φ (t = 0)〉. This way one
may study interesting correlation effects and equilibra-
tion properties. Furthermore the final state of the sys-
tem, say its density density correlation function, can be
effectively measured through time of flight experiments
and absorption imaging [3, 4].
Many of the systems currently under such study may
be well described by integrable models, ones with an in-
finite number of conserved quantities [5, 6]. The eigen-
states |k〉 of such models are exactly known and are pa-
rameterized by a a set of quantum variables, rapidities,
{ki}. The equilibration or lack thereof of some local ob-
servable Θ is captured by the time evolved expectation
value [7–21]:
〈Θ (t)〉 ≡ 〈Φ (t = 0)| eitHΘe−itH |Φ (t = 0)〉 =
=
∑
q
∑
k 〈Φ (t = 0) | k〉 〈k|Θ |q〉×
× 〈q | Φ (t = 0)〉 ei(Ek−Eq)t
(1)
Here |k〉 and |q〉 are complete sets of states and Ek and
Eq are their respective energies [22].
For translationally invariant systems, be they inte-
grable or not, it has been conjectured [23–26] that at
large times, t → ∞, the expectation value in Eq. (1)
equilibrates to a diagonal ensemble, where only entries
with |k〉 = |q〉 contribute. For non-integrable systems
it has been further conjectured, the ETH conjecture
[24, 25], that the expectation value depends smoothly
on the energy of the state {k} and on no other parame-
ters, 〈k|Θ |k〉 = F (Ek). This conjecture leads directly to
the fact that the long time limit of 〈Θ〉 may be computed
in the microcanonical ensemble. For integrable systems
there is a different conjecture, the GGE hypothesis [13],
that the correlation function may be computed using the
GGE density matrix: ρGGE = Z−1 exp [−
∑
m αmIm].
Here Im is the full set of commuting integrals of mo-
tion with |k〉 being their common eigenstates, Im|k〉 =∑
i k
m
i |k〉, Z = Tr [exp (−
∑
αmIm)] is the partition
function and {αm} are Lagrange multipliers fixed by the
initial conditions Tr [ImρGGE ] = 〈Im〉 (t = 0). The ex-
pectation value of any local observable at large times is
conjectured to be given by 〈Θ (t→∞)〉 = Tr [ρGGEΘ].
In this paper we examine these issues in the context
of the Lieb-Liniger model and provide explicit results for
finite strong coupling as an expansion in 1/c, where c is
the lieb-liniger coupling constant, see Eq. (3). We shall
study the system in the thermodynamic limit - where
the system size L→∞, the number of particles N scales
with the system size N/L = const, and for times much
less then the system size, t < L/vtyp (vtyp is a typical
velocity). We show explicitly (1) that the system equi-
librates at long times, (2) that it is then described by a
diagonal ensemble and (3) that this ensemble is a gen-
eralized GGE, defined as:
ρ̂GGGE = Z˜
−1 exp
[
−
∑
m1m2...
αm1m2...Im1Im2 ....
]
(2)
Here Z˜ = Tr [exp (−∑αm1m2...Im1Im2 ...)] with the La-
grange multipliers {αm1m2...} fixed by the initial con-
ditions Tr [Im1Im2 ...ρGGGE ] = 〈Im1Im2 ...〉 (t = 0). We
note that products of the Im as used in Eq. (2) are also
conserved albeit nonlocal quantities. We show below that
when the initial state contains only short range correla-
tions the generalized GGE reduces to the usual GGE.
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2Figure 1: Scattering. (A) For a non-integrable system scat-
tering leads to multi-particle production and decay so its im-
possible to label the states by rapidities. (B) For an integrable
system the particle momenta do not change while scattering.
The nonlocality of the generalized GGE thus reflects the
long range correlation of the initial state when present.
As we show below the generalized GGE appears when
the long time limit of ensemble is diagonal and the ex-
pectation value of a generic operator Θ may be Taylor
expanded in the rapidities:
〈k|Θ |k〉 = c0 + c1
∑
ki + c1,1
∑
kikj + c2
∑
k2i + ..
We establish the validity of this Taylor expansion for spe-
cific operators below. We note that no such expansion
may be made for non-integrable models as there is no
convenient set of rapidities to parameterize them, see
Fig. (1). For example for an electron gas with coulomb
interactions the eigenstates are complex combinations of
products of single particle states whose only constraint is
to have the same total momentum and energy. We finally
note that for strongly non-translationally invariant sys-
tems, such as those with domain walls, the system never
equilibrates in the thermodynamic limit and in particu-
lar it does not attain the diagonal ensemble. Such a state
will be studied below as an example.
The simplest model that describes the dynamics of
strongly correlated 1-d bosons, and which can also be
realized in the lab is the Lieb-Liniger Hamiltonian,
HLL =
L/2ˆ
−L/2
dx
{
∂xb
† (x) ∂xb (x) + c
(
b† (x) b (x)
)2}
(3)
Here b† (x) is the bosonic creation operator at the point
x. The model is integrable [27] and has infinitely many
conserved quantities. For the purposes of this work we
shall assume repulsive interactions, c > 0. This parame-
ter may be experimentally tuned in real time via a Fesh-
bach resonance. The equilibration of this system starting
from a highly excited state is one of the most interesting
properties of interacting bosonic many body systems and
it has been extensively studied [8–21].
There are varied techniques to study analytically the
quench dynamics and equilibration of such models. Most
of these are based on the fact that it is possible to find
exact eigenstates of the many body Hamiltonian, decom-
pose initial states in terms of these eigenstates and then
time evolve, see Eq. (1). As such, from the theory side,
the study of the evolution and the equilibration, of cor-
relation functions for an initial state may be decomposed
into four steps. (1) The computation of the eigenstates
|k〉 of an exactly integrable system; which may be done
using co-ordinate Bethe Ansatz techniques [5, 28]. (2)
The computation of various overlaps 〈Φ (t = 0) | k〉; the
Yudson representation, which we shall extend to finite
size systems, is an efficient technique for accomplishing
almost that. (3) The computation of various matrix el-
ements for local operators 〈k|Θ |q〉, (4) Summation (or
integration, in the thermodynamic limit) over various in-
termediate states which for the strong coupling limit, as
we shall show, may be converted into a computation of
an appropriate correlation function with respect to the
initial state.
In this paper we describe how to accomplish these four
steps for generic initial states, be they translationally in-
variant or not, with short or long range correlations. We
present generic formulas for the correlation functions for
these states at arbitrary times in terms of correlation
functions of the initial state. We show that in the long
time thermodynamic limit the correlation functions equi-
librate and for translationally invariant initial states they
equilibrate to a diagonal ensemble, that is |k〉 = |q〉 in Eq.
(1) above. We shall also show the validity of the GGGE
hypothesis. As far as the authors are aware this is the
first analytic proof of equilibration, diagonal ensemble or
GGGE for the interacting case see however [29].
Yudson decomposition provides an efficient way to
compute overlaps. We extend previous studies [30–32] to
finite size systems, an extension that is necessary to reach
the thermodynamic limit. The Yudson decomposition for
aN -particles state on a ring of length Lmay be described
as follows: supposing that our initial state may be written
as an integral over a wave function localized in the first
quadrant of our co-ordinate space x1 < x2 < .... < xN
(from Bose symmetry it follows that every function may
be written like that):
|ΦN (t = 0)〉 =
´ L/2
−L/2 dxN
´ xN
−L/2 dxN−1....
´ x2
−L/2 dx1×
Φ (x1, x2...xN ) b
† (xN ) ....b† (x1) |0〉 ,
then we claim this can be written as a sum of Bethe
ansatz eigenstates of the form:
|ΦN (t = 0)〉 =
∑∞
n1=−∞ ...
∑∞
nN=−∞N (kn1 ....knN )
−1×
× |kn1 ....knN 〉 (kn1 ...knN | |ΦN (t = 0)〉 .
(4)
Here |kn1 ...knN 〉 is a Bethe ansatz eigenstate:´ L/2
−L/2 dyN ...
´ L/2
−L/2 dy1×
×∏i<j Zyi−yj (ki − kj) ·∏ eikiyi ·∏ b† (yi) |0〉
(5)
where the scattering factor ZY (K) ≡ K+ic(1−2θ(Y ))K+ic
incorporates the S-matrix, Sij =
ki−kj+ic
ki−kj+ic . With
3periodic boundary conditions the momenta {kni}
must satisfy the Bethe ansatz equations: kni =
2pi
L ni−2
∑N
l=1 arctan
(
2pi
L · ki−klc
)
,∀i, with ni (half) inte-
gers. We denote: |kn1 ...knN ) =
´
x
∏
eiknixi
∏
b† (yi) |0〉.
The inner product is taken over one quadrant only
(| |〉 = ´ L/2−L/2 dxN
´ xN
−L/2 dxN−1...
´ x2
−L/2 dx1. The normal-
ization of the wave function isN (kn1 ....knN ) = det (Mjk)
with Mjk = δjk
(
L+
∑N
l=1
2c
c2+(kj−kl)2
)
− 2c
c2+(kj−kk)2 ,
see [6]. In the limit L → ∞ for a finite num-
ber of particles this simplifies to Mjk = Lδjk and
N (kn1 ....knN ) = LN . The density of states becomes(
L
2pi
)N . The proof of the Yudson resolution of the identity
IN =
∑
n1,n2,...nN
1
N(kn1 ....knN )
|kn1 , ...knN 〉 (kn1 , ....knN |
follows from the standard resolution: IN =∑
n1<n2<...nN
1
N(kn1 ....knN )
|kn1 , ...knN 〉 〈kn1 , ....knN |
and the identity: 〈k1, ...kN | =∑
P⊂SN (kP1, ...kPN |
∏
i,j∈P S
? (ki, kj) valid in the
first quadrant [33]. It is also useful to express the
Yudson resolution in terms of Algebraic Bethe Ansatz
(ABA) states B (k1) ...B (kN ) |0〉 (they are proportional
to |kn1 , ...knN 〉 see [34]) with the resolution taking the
form:
IN =
∑
n1,n2,...nN
1
N(kn1 ....knN )
×
∏
i<j(knj−kni)
(−i√c)N ∏i<j(knj−kni−ic)B (kn1) ..B (knN ) |0〉 (kn1 , ...knN |
Greens Functions. In order to calculate the expecta-
tion values of 〈Θ (t)〉, see Eq. (1), we wish to calculate
the value of operator Greens functions in the basis states:
G (Θ, t;x1, x2, ....xN ; y1, ...yN ) =
〈0| b (y1) b (y2) ...b (yN ) Θ (t) b† (x1) ...b† (xN ) |0〉 (6)
This allows a basis for calculating the expectation 〈Θ (t)〉
with any initial and final states Ψ, Φ since:
〈Ψ|Θ (t) |Ψ〉 = ´ ... ´ dx1....dxNdy1...dyN×
×G (Θ, t;x1...xN ; y1....yN ) Ψ (x1, ....xN ) Φ∗ (y1...yN )
(7)
Using the Yudson representation we may rewrite the
Green’s functions in the form:
GLL (Θ, t;x1, x2, ....xN ; y1, ...yN ) =∑
n1,n2,...nN
1
N(kn1 ....knN )
×
∏
i<j(knj−kni)
(i
√
c)
N ∏
i<j(knj−kni+ic)
×
×〈0| b (y1) b (y2) ...b (yN ) |kn1 ...knN )×
×〈B (kn1) ....B (knN )|Θ |B (qn1) , ...B (qnN )〉×
×∑n1,n2,...nN 1N(qn1 ....qnN ) ×
∏
i<j(qnj−qni)
(−i√c)N ∏i<j(qnj−qni−ic)
(qn1 , ....qnN | b† (x1) ...b† (xN ) |0〉
∏
i e
i(kni−qni)t
(8)
We note that 〈0| b (y1) b (y2) ...b (yN ) |kn1 ...knN ) =∏
exp (ikniyi) with x1...xN and y1...yN in the first quad-
rant. We will consider the operator Θ = exp (αQxy) ≡
exp
(
α
´ y
x
b† (z) b (z) dz
)
, from which all local density
ρ(x) = b†(x)b(x) correlation functions can be obtained,
e.g. ρ (x) ρ (y) = − 12 ∂
2
∂x∂y
∂2
∂α2 expαQxy (α = 0). As
〈B (kn1) ....B (knN )|Θ |B (qn1) , ...B (qnN )〉 may be effi-
ciently calculated see [6] it is possible to know the ex-
act correlators using only a finite Taylor expansion with
respect to α. Expanding the expectation value we find,
after a considerable amount of algebra, in the thermody-
namic limit the generating function is given by:
〈exp (αQxy (t))〉 = 1 +
´
dXdY Fα,xy (X,Y, t)×
×
〈
b† (Y ) exp
[
i
´ Y
X
dzpib† (z) b (z)
]
b (X)
〉
+
+
´
dX1dX2dY1dY2 × Fα,xy (X1, Y1, t)Fα,xy (X2, Y2, t)×
×
〈
sgn (Y2 − Y1) b† (Y1) b† (Y2) ei
´ Y1
X1
dzpib†(z)b(z)×
× sgn (X2 −X1) ei
´ Y2
X2
dzpib†(z)b(z)b (X1) b (X2)
〉
−
− iαpi2c
´
dX1dY1dX2dY2 {Fα,x (X1, Y1, t)Gα,x (X2, Y2, t)−
−Fα,y (X1, Y1, t)Gα,y (X2, Y2, t)} 〈sgn (y2 − y1)
·sgn (x2 − x1) · b† (y1) b† (y2) ei
´ Y1
X1
dzpib†(z)b(z)·
·ei
´ Y2
X2
dzpib†(z)b(z)b (X1) b (X2)
〉
−
− iα2pi2c
´
dXdY Gα,X (X,Y, t)
〈
b† (Y ) ei
´ Y
X
dzpib†(z)b(z)·
· ´∞−∞ dvsgn (x− v) ρ (v) sgn (v − Y ) sgn (v −X)
〉
+
+ iα2pi2c
´
dXdY Gα,y (X,Y, t)
〈
b† (Y ) ei
´ Y
X
dzpib†(z)b(z)·
· ´∞−∞ dvsgn (y − v) ρ (v) sgn (v − Y ) sgn (v −X)
〉
+ ....
(9)
Here we have introduced
Fα,xy (X,Y, t) ≡ i eα−12pi
exp(− i4t (Y 2−X2))
Y−X ×[
exp
(
i(Y−X)·x
2t
)
− exp
(
i(Y−X)·y
2t
)]
, Gα,x (X,Y, t) ≡
exp
(
i (Y−X)x2t
)
exp(−i(Y 2−X2)/2t)
t , Gα,y (X,Y, t) ≡
exp
(
i (Y−X)y2t
)
exp(−i(Y 2−X2)/2t)
t , Fα,x (X,Y, t) ≡
exp(− i4t (Y 2−X2))
Y−X exp
(
i(Y−X)·x
2t
)
, and Fα,y (X,Y, t) ≡
exp(− i4t (Y 2−X2))
Y−X exp
(
i(Y−X)·y
2t
)
. This expression yields
the density and density density correlation functions to
leading order for arbitrary times and positions, valid for
an arbitrary initial state.
Long time thermodynamic limit of G (exp (αQx,y) , t).
We would like to show that for any initial state, for
which various field correlation functions have conver-
gent smooth Fourier transforms, the expectation value
of 〈expαQxy〉 converges to a constant value in the ther-
modynamic limit. For this we will consider Eq. (9),
and note that the Fourier transform of all the functions
F/Gα,xy/x/y (X,Y, t) with respect to X,Y are propor-
tional to ei(q
2−k2)t [35]. These terms are multiplied by
the expectation values of the Fourier transforms of some
correlations functions, e.g. the Fourier transform of the
terms in the correlation functions 〈〉 in Eq. (9). Call these
Fourier transforms On ({ki} , {qi}). If On ({ki} , {qi}) is
smooth then from the method of stationary phase we
know that any integral containing this term is dominated
by the point ki = qi = 0 and is proportional ∝ 1tn [36], so
4it disappears in the long time limit. Therefore to get a
non-zero result at long times we need to assume that the
Fourier transform On ({ki} , {qi}) has singularities pro-
portional to delta functions with the support of these sin-
gularities being the set where
∑
k2i−
∑
q2i = const. How-
ever when this condition is satisfied the expression for
〈exp (αQxy (t))〉 explicitly has no time dependance and
therefore equilibrates. Singularities in Fourier space are
determined by the initial state and correspond to some
order in it. For most initial states. e.g. translationally in-
variant states, lattices, superconducting order etc., these
ordering are localized to q-vectors that lie in hyperplanes
- not curved manifolds. For hyperplanes the condition∑
k2i −
∑
q2i = const simplifies to ki = ±qj . Further-
more for states that have no ordering at non-zero total
momentum, such as translationally invariant states, this
constraint simplifies to ki = qj . In this case the long time
thermodynamic limit is given by the diagonal ensemble.
Indeed the condition ki = qj implies that {ki} = {qj} or
the rapidities of the states used in the Yudson decompo-
sition in Eq. (8) are the same. Our derivation applies
also to states with crystal order, these do have order-
ing at non-zero momentum but the extra singularities in
the Green’s functions are hyperplanes that do not pass
through the origin. This result also applies to states with
a finite number of defects as the Fourier transform of a
defect is a smooth function so it contribution is ∝ 1tn . We
note that the leading term correction to the steady state
is given when two of the rapidities ki 6= qj and the rest are
the same. In this case by the method of stationary phase
we see that the corrections to the stationary results are
given by ∼ Constt + Constt2 + ... We note that this time de-
pendance scaling derivation works only for systems with
some disorder, non-zero On ({ki} , {qi}) near ki = qj = 0.
In particular for initial states with perfect crystal oder
the decay can be exponential see the discussion above
Eq. (11). A nearly identical proof of equilibration ap-
plies to : limt→∞
〈
eα1Qx1y1 (t+t1)....eαnQxnyn (t+tn)
〉
, i.e.
any correlation function of density operators equilibrates
[37].
The GGGE ensemble. We now show that the equili-
brated system is described by a generalized GGE. This
follows from from the fact that we can Taylor expand ob-
servables, 〈{ki}|Θ |{ki}〉 = c0 + c1
∑
ki + c1,1
∑
kikj +
c2
∑
k2i + .., and that the ensemble turn out to be diag-
onal in the thermodynamic limit. The Taylor expansion
follows by inspection to any order in 1/c from its expres-
sion see [6]. To derive the GGGE consider an arbitrary
diagonal density matrix ρD =
∑
p{k} |{ki}〉 〈{ki}|, (in
our case, ρD =
∑
λ tr [ρ (t = 0) |k〉 〈k|] |{ki}〉 〈{ki}|), then
introducing 〈I1〉 =
∑
p{k}
∑
ki,
〈
I21
〉
=
∑
p{k}
∑
kikj ,
〈I2〉 =
∑
p{k}
∑
k2i , we see that 〈Θ〉 = TrρDΘ =
c0+c1 〈I1〉+c1,1
〈
I21
〉
+c2 〈I2〉+... From this expression we
see that the expectation value of any operator with a Tay-
lor expansion is determined by the values 〈I1〉,
〈
I21
〉
, 〈I2〉
and so forth. However the GGGE ensemble has exactly
the same expectation value for these operators as the di-
agonal ensemble, see the discussion following Eq. (2) so
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Figure 2: For initial state a Mott insulator on the half line:
correlation functions: (A) For a the Tonks Gas (c→∞) exact
correlations near the edge of the insulator (B) leading order
1/c corrections for the edge of the insulator, the entire graph
(B) should be multiplied by 16
pic
. The initial state is chosen to
have parameters l = 1 σ = 0.01 and the times are 0.001, 0.01,
0.02 and 0.05 for the Tonks Girardeau gas and 0.1, 0.2, 0.4
and 1 for the 1/c corrections.
the expectation value of any Taylor expandable operator
- which includes all correlation functions of densities [37]
- may be computed in GGGE. It is clear that the GGGE
density operator takes the form ρˆ =
´
dkf(k)|k〉〈k| while
the GGE density matrix corresponds to a single eigen-
value of the Lieb-Liniger gas [38]. Thus for the GGE
〈Im1Im2 ....〉 = 〈Im1〉 〈Im2〉 ... and in particular
〈Θ (t→∞)〉 − tr [ΘρGGE ] =
= c1,1
(〈
I21
〉− 〈I1〉2)+ c1,2 (〈I1I2〉 − 〈I1〉 〈I2〉) + ....
(10)
implying that long range correlations are not captured by
GGE. An example of an initial state that does not have〈
I22
〉 6= 〈I2〉2 is ρT = 1T ´ T0 e−HLL/tZt and it is also possible
to construct examples involving pure states[37]. How-
ever for many initial states lim|x−y|→∞ 〈Ji (y) Jj (x)〉 =
〈Ji (x)〉 〈Jj (y)〉, etc. in which case the GGGE reduces to
the GGE. Here Ji (x) are the local densities correspond-
ing to Ii, Ii =
´
Ji (x). As such we have shown that for
translationally invariant systems correlations of densities
equilibrate to the diagonal ensemble so they automati-
cally equilibrate to the GGGE.
Examples of initial states. We would like to apply our
formalism to some interesting initial states. We shall
study a quench from from an initial state whose average
density is of the form of a domain wall, see Fig. (2), and
study the density evolution as a function of time ρ (x, t).
Choosing an initial state that is a Mott insulator on
the half line: |Ψ (t = 0)〉 = ∏∞j=0 ´∞−∞ ϕ (x+ jl) b† (x) |0〉,
with ϕ (x) = e
−x2/σ
(piσ/2)1/4
, will allow us to demonstrate
both equilibration by considering x→ −∞ and nonequi-
5librium ballistic transport physics for |x| ∼ t. For
x → −∞ in the Tonks Girardeau regime it is possible
to compute the density exactly. It is given by ρ (x, t) =
1
l
(
1 +
∑∞
s=1 e
−pi2(8t2/σ+σ/2)s2/l2 cos (2pisx/l)
)
. At large
times this corresponds to a constant density plus ex-
ponentially decaying small oscillations, see Fig. (2).
The 1/c correction corresponds to exponentially decay-
ing small oscillations. For x ∼ t, ignoring exponentially
decaying small oscillating terms, we have that the density
is given by:
ρ (x, t) = 1l
(
1
2Erfc
(
x√
A
)
+
+ 16picle
−x2/A
(
1
2
√
pi x√
A
Erfc
(
x√
A
)
− 12e−x
2/A
)
+ 16picl
pi
2
(
1− 12Erfc
(
x√
A
))
Erfc
(
x√
A
)) (11)
with A ≡ 8t2/σ+σ/2. We notice that for x −√8t2/σ
the density becomes 1/l or its equilibrium value while
for x  √8t2/σ the density becomes zero correspond-
ing to no particles having reached our observation point
and for |x|  t the density becomes 1l
(
1
2 +
4pi
cl
)
. From
this we see ballistic transport with signal velocity ∼ 1√
σ
.
We note that technically this system never equilibrates,
for large enough x there is always time dependance,
so in particular it does not attain the GGE. A trans-
lationally invariant initial state, e. g. |Ψ (t = 0)〉 =∏∞
j=−∞
´∞
−∞ ϕ (x+ jl) b
† (x) |0〉 equilibriates to a GGE,
since 〈IiIj ...〉 = 〈Ii〉 〈Ij〉 ...
Conclusions. By studying the relation between differ-
ently ordered Bethe eigenstates and decomposing a Bethe
eigenstate appropriately in terms of plane waves we have
introduced a new type of Yudson representation, valid for
finite sized systems. We have shown how it can be used to
study the quench dynamics, in particular equilibration,
of macroscopic systems in the thermodynamic limit. We
have introduced some techniques for writing time depen-
dent observables in terms of Green’s functions and initial
correlation functions and we have demonstrated how to
take the long time thermodynamic limit of these func-
tions. We have used this technique to study the dynamics
of the Lieb Liniger gas and showed that for translation-
ally invariant systems the gas equilibrates to GGGE. We
are currently applying our approach to the XXZ model,
the Gaudin-Yang model and to the Hubbard models.
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information
We now wish to extend the Yudson decomposition for
repulsive bosons to systems of a finite size. That is we
would like to prove that for a finite sized system with
periodic boundary conditions there is an alternative res-
olution of unity:
IN =
∑
n1,n2,...nN
1
N (kn1 ....knN )
|kn1 , ...knN 〉 (kn1 , ....knN | |
(15)
Here the normalization factor N (kn1 ....knN ) =
〈kn1 ...knN | kn1 ...knN 〉, the rapidities ki are assumed to
satisfy the Bethe ansatz equation, the ket |kn1 ...knN 〉
is an exact eigenstate of the Lieb Liniger hamil-
tonian, the bra (kn1 ....knN | is a plane wave state
with (kn1 ...knN | (x1, ..xN ) =
∏
e−ikixi and the inner
product is over the first quadrant e.g. 〈Φ || Ψ〉 =´ L/2
−L/2
´ xN
−L/2 ...
´ x2
−L/2 Φ
? (x1...xN ) Ψ (x1...xN ). The rep-
resentation will be based on the following resolution of
identity:
IN =
∑
n1<n2<...nN
1
N (kn1 ....knN )
|kn1 , ...knN 〉 〈kn1 , ....knN | ,
(16)
which comes from the completeness of the bethe ansatz
eigenstates. To show that the two resolutions Eqs. (15)
and (16) are equal we will need to recall some facts about
the eigenstates given in Eq. (5). First in the quadrant
x1 < x2 < .... < xN they have a simple form:
|kn1 ....knN 〉 =
∑
P∈SN
∏
(i,j)∈P
S (ki, kj) |kP1 ...kPN ) (17)
The second observation we need to make is that
|kP1, ...kPN 〉
|k1, ...kN 〉 =
∏
i,j∈P
S−1 (ki, kj) =
∏
i,j∈P
S∗ (ki, kj)
(18)
which may be derived by considering the ratio of the
components of |kP1 ...kPN ) of the two states |k1...kN 〉 and
|kP1 ...kPN 〉. Now in order to prove that the two resolu-
tions of unity in Eqs. (15) and (16) are equal we need to
show that:
|kn1 , ...knN 〉 〈kn1 , ....knN | =
∑
P⊂SN
|kP1 ...kPN 〉 (kP1 ...kPN |
(19)
in the quadrant x1 < .... < xN . However this follows
directly from Eqs. (17) and (18) and the resolution of
unity follows.
