INTRODUCTION
In recent times structures that have self sensing action and reaction capabilities known as smart structures play a vital role in active control of vibration. There have been significant advances in modern control theory with robust controllers gaining widespread recognition in field of aerospace and robotics. The goal of robust analysis is to find a Multivariable Stability Margin (MSM) seen by the uncertainties using a proper non conservative and analytical tool. Umapathy et al [10] have developed the periodic output feedback controllers for disturbance rejection for piezoelectric bonded structures. Brief discussion on ∞ H control problems have been discussed by various authors. They have not discussed about weighting function selection for controller design [11] [12] [13] [14] [15] .The present work aims at identification of model using ARMAX technique and design of ∞ H controller that provides robust stability to structural uncertainties for the smart structure to suppress the fundamental vibration mode of a smart cantilever beam using MATLAB software.
II EXPERIMENTAL SETUP
The experimental set-up for smart structure control is shown in Figure 1 . This consists of a cantilever beam made of aluminum bonded with one pair of collocated piezoelectric patches as sensor/actuator at the fixed end. To apply disturbance a piezoelectric patch is bonded at the free end of the beam. The conditioned piezo sensor output was given as analog input to dSPACE controller board. The control algorithm was developed using SIMULINK and implemented in real time on dSPACE system using RTW and dSPACE Real Time Interface tools. The controller output was directed to piezoelectric actuator through driving amplifier. The dimensions and properties of the beam and piezoelectric patches are given in Tables 1 and 2 . 
IV KALMAN FILTER BASED LQG CONTROLLER DESIGN
The main criterion that accounts in the design of the estimator is the filter design and covariance matrices. If the covariance matrix is too low, the gain will also be low. Since the gain is the factor that determines the change in error of state estimates it has to be correctly calculated. The kalman filter is an estimator that produces three types of outputs given a noisy measurement sequence and the associated models. It estimates the state x (t) from noisy measurements z (t).It is almost like an implicit solution of equations, since state is not measured directly. The models can be thought of means to implicitly extract x(t) from z(t).Also the Kalman estimator can be thought of as a measurement filter that accepts the noisy sequence {z(t)} and produces the output {z ^(t/t)}.Finally the estimator can be thought of as a whitening filter, that accepts noisy correlated measurements {z(t)} and produces uncorrelated or white equivalent measurements {e(t)}, the innovation sequence. The operation of a Kalman filter algorithm can be viewed as a predictor-corrector algorithm.
First, at time t , before receiving the measurement {z(t)}, with the previous filtered estimate x  (t-1/t-1) and covariance P(t-1/t-1) it finds the best estimate of the state, based on (t-1) data samples. This is the "prediction phase" of algorithm. The state space model is used to predict the state estimate x  (t-1/t-1) and associated error covariance P(t/t-1). Once the prediction based on the model is completed it calculates the innovation covariance and Kalman gain G.
As soon as the measurement at time t, that is z(t), becomes available, the innovation e(t) is determined. Now this the correction phase of the innovation. The old or predicted, state estimate x  (t/t-1) is used to form the filtered ,or corrected, state estimate x  (t/t) and P(t/t).Here the error, or innovation, is the difference between the actual measurement and the predicted measurement Z  (t/t-1).The innovation is weighted by the gain G(t) to correct the old state estimate(predicted) x  (t/t-1).The associated error covariance is corrected as well. The algorithm then awaits the next measurement at time (t+1). In the absence of measurement the state space model is used to perform the prediction, since it provides the best estimate of the state .The first term of the predicted covariance P (t/t-1) relates to uncertainty in predicting the state using the model. The second term indicates the increase in error covariance, due to the contribution of the process noise. The corrected covariance equation indicates the predicted error covariance equation or the uncertainty due to prediction, which is decreased by the update, there by producing the corrected error covariance P (t/t).The controller gain is designed through the selection of controller poles through root locus analysis for the smart structure model
A discrete measurement is given by:
Where n j ..... The algorithm is as follows:
One step Estimate Prediction:
Measurement update:
Estimate error covariance prediction:
Innovations Measurement Residual Variance:
Kalman's gain:
Estimate Error Measurement Update:
Filter output:
Predictor:
Estimator output:
The one cycle representation of state estimation using kalman filter is as follows.
The for synthesizing a controller which optimally satisfies singular value loop shaping specifications.
F(s) transfer function, then Sensitivity function S(s) is
The complementary sensitivity function T(s) is
R(S) is represented as
The effect of additive and multiplicative uncertainties on sensitivity and complementary Sensitivity function are shown below
Perturbation, then greater the stability margin. Similarly,
The stability margins of the control system via singular value are
Where 2 w and 3 w are weightages on the control and output signal respectively.
The representation of the plant with the weighting functions is shown in Figure 4 .
.
Figure 4Augmented plant
The shape of uncertainty regions defined by the amplitude ratio and phase shift bounds does not have a simple geometry and therefore cause difficulties during analysis. This problem is overcome by specifying a disk, large enough to encapsulate the original uncertainty region. The disk has only one parameter, its radius, ) 
Alternately, the plant uncertainties can be modeled using multiplicative uncertainty description as below : control system, these functions are defined as follows: If there is process noise N(s) ≠ 0, then 
