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In this paper it is shown that, as y  runs through the odd primes in an arith- 
metic progression, the sum 
gia,: 
has considerable variation in size. The proof uses the uniform prime-number 
theorem and a recent version of the large sieve. 
INTRODUCTION 
The purpose of this paper is to consider the size of the Dirichlet L(s, x) 
functions at s = 1, where x is a nonprincipal real residue character with 
prime modulus, L(s, x) being defined as 
[Re(s) > 01. 
The only such characters are of the form x(n) = (“1, where (2) is the 
Legendre symbol, 4 being an odd prime. Hence, “,e will intr$uce the 
notation: 
where q is an odd prime. 
It is well known that L(1; q) f 0. Dirichlet proved this fact by showing 
that L(1; q) is a factor in the class number of the quadratic field with 
* Author’s current address: Department of Mathematics, Ball State University, 
Muncie, Indiana 47306. 
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discriminant (-l)(*-1)/2q. In fact, if q = 3 (mod 4), the imaginary 
quadratic field generated by d(-q) has class number 
h(-q) = 22 L(l* q) i? ‘) (2) 
while if q = 1 (mod 4), the real quadratic field generated by 2/- has 
class number 
where E is the fundamental unit of the field. 
Specifically, our object is to prove the following theorems: 
THEOREM I. If q runs through the primes congruent to 1 module 4, then 
j& L(l ’ ‘) 3 eY, 
g-tm log log q 
s (log log 4) Lo; 4) < &, . 
Zf q runs through the primes congruent to 3 module 4, then (4) and (5) still 
hold. Here y is the Euler constant. 
THEOREM 2. If c and d are relatively prime positive integers and 8 1 d, 
then as q runs through the primes congruent to c module d, we have 
lim ‘(lig) > eYn 
1-j 
@+a log log q Pld 1 - E 1 ’ 
0 cP 
lim (log log s> W; 4) < & n 
1+; 
-- *-m Pld 1 - E 1 ’ 
0 cP 
(4 
03 
where .p is prime, $ ( 1 is the Jacobi symbol, and y is the Euler constant. 
Theorem 2 is a generalization of Theorem 1 to more general arithmetic 
progressions. The various parts of Theorem 1 are obtained from Theorem 
2 by making the choices {d = 8, c = l}, {d = 8, c = 5}, {d = 8, c = 7}, 
and {d = 8, c = 3), respectively, for d and c. 
A weaker version of Theorem 1 with the results poorer by a numerical 
factor of 18 was proved by P. T. Bateman, S. Chowla, and P. ErdGs [l] in 
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1950. The elimination of this undesirable factor 18 in the results was made 
possible by the appearance of the recent versions of Linnik’s large sieve. 
An essential feature of these theorems is that q is a prime number. 
If we allow q to run through the odd squarefree integers instead of just 
the odd primes, the assertions of Theorem 1 were obtained still earlier 
by S. Chowla in [2] and [3]. 
We may mention that the result of Theorem 2 was used by N. J. Fine 
in one of his recent papers [5]. 
1. PRELIMINARY LEMMAS 
In this section we shall mention Gallagher’s version of the large sieve 
(Lemma l), the uniform prime number theorem of Page-Rodosskii 
(Lemma 2), and a consequence of the latter (Lemma 3). These results will 
be used in the proof of Theorem 2. The letters p and q will always run over 
the prime numbers with limitations as specified. 
LEMMA 1. Let S be a set of Z integers in an interval of length N. If 
Z(a, p) denotes the number qf integers in the set S which are congruent to a 
module p, then 
(6) 
Also, if h is a positive, decreasing, and continuous function on [Y, X], 
where X > Y > 0, then 
c d-G) i [Z(a,p) - $I2 
Y<P<X a=1 
< Z jh(Y)(Y’+ TN) + 2 j%h(x)dx(. 
Y 
(7) 
Proof. For Gallagher’s very simple proof of (6) see [6]. A result such 
as (6) was first obtained by Bombieri in 1965. A proof of such a result, 
along with some historical remarks, may also be found in Chapter 23 of [4]. 
As in Gallagher’s paper, (7) can be readily derived from (6) by writing 
the left side of (7) as the Stieltjes integral 
j: h(x) dG(.x) = h(X) G(X) - h(Y) G(Y) - j”, G(X) dh(xj, 
where 
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LEMMA 2. [Page-Rodosskii]. There exist absolute positive constants B 
and b with the following property: if u is a positive integer, there is at most 
one real primitive character with modulus <u for which the associated 
L-function has a real zero greater than 1 - (B/log u). When such an 
exceptional character exists with respect CO u, let kI be its modulus. If 
k < u and kI 7 k when k, exists, then for m 3 exp(log ~)(l+)-~ and 
(1, k) = 1 we have 
c l=Lp- b(lOgm)~ 
dk) n=2 log n 
+O(*e- , ) (8) 
the constant implied by the O-symbol depending only on E. Here E is any 
fixed positive number <&. 
Proqf This follows from Prachar [8] by using A < (log m)l-E in 
Satz 2.2, page 319. 
LEMMA 3. In Lemma 2, a given real primitive character can be 
exceptional with respect to at most finitely many positive integers u. Also, 
if (as in Lemma 2), k < u, k, { k, (I, k) = 1 and m > exp(log u)(l+)-‘, 
then 
where Cl,k; is a number depending only on I and k and the constant implied 
by the O-symbol depends only on E. 
ProoJ The first part is obvious. For the second part, assume m is 
integral and put 
and 
h(m) = C 
~<m,s=Umodk)P 
Then 
hcrn) = f &> - f’” - ‘1 . 
?I=2 
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Hence, by partial summation, 
since 
iv; u-l exp{ --b(log 24)‘) du 
by l’H6pital’s rule. Thus, 
= ZL n(n”‘;’ 1) + 0 [& (log nz)l-c exp{-@log WI)~]] 
z G.k + 0 [ 
1 
__ 
d4 exp I- ;mP4q 
Hence the lemma follows. 
2. OUTLINE OF PROOF 
In this section and the next, a detailed proof of part (A) of Theorem 2 
will be given and changes required to prove part (B) of that theorem will 
be indicated. 
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To prove part (A) of Theorem 2, it is enough to show that, if E is any 
given number in the interval (0, l/2), then for every large positive integer X, 
there exists a prime q < x, q = c (mod d) such that 
log L(1; q) > log log log x + y + log(1 - 2E) 
+y+;)-xJl-($]+41,. (10) 
(In the proof of the theorem, the notation “0” is with respect to x tending 
to infinity, statements made shall be understood to be accompanied by 
the phrase “for large x,” and the constants implied by the O-symbol 
shall depend only on 6.) We prove (10) by showing that 
c log L(1; q) > S(log log log x + y + log(1 - 26)) 
WC 
where S is the number of elements in a certain set Z = C(x) of primes q 
such that q < x and q = c (mod d). 
To define the set Z, we proceed as follows. Let p1 ,pz ,...,pm be the 
primes not dividing d and not exceeding y, where 
y = (log x)l--2E. (12) 
Put M = dp, p2 . . . pm . Then each of the moduli 
is less than 
M < deW = e~+O(r) < e(lOW)‘-~~ 
Here l9 has its usual meaning in prime number theory, viz. 
e(Y) = c b-5 
l%Y 
and we have used the ordinary prime number theorem. Further 
g.c.d. ($, $ ,..., f) = d. 
(13) 
Now apply Lemma 2 with u = [e(l”gs)‘-‘], and I?Z replaced by x. By 
Lemma 3, the corresponding exceptional modulus k, of Lemma 2, if it 
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exists, tends to infinity with x and hence, if it exists, is greater than d for 
large x. Hence by (14) k, f M/p, for at least one i, i = 1, 2,..., ~2. Let 
k = M/p, be the smallest such modulus. (If k, does not exist, we put 
Pr = Pm *> By the choice of k, if k, exists, then 
k, E ,..., k, z . 
Pr+1 
Therefore, 
we have 
k, I(dp, . ..p.), and so pr tends to infinity with x. Further 
A4 
k = pr = 4, . . . ~r-Ipr+l . . . pm , 
where we have again used the ordinary 
(4 k) = 1, then Lemma 2 implies that 
k = e~+O(~) 
, (15) 
prime number theorem. If 
c l=LfL dk) n=z log n + * [ ,#) ,“,,k%W~ 1’ (16) ~<z,~=Z(modk) 
Let gi be a particular quadratic residue modulo pi(l < i < m, i f r). 
(For example, we could take gi = 4 for each i.) We define I as the unique 
positive integer less than k such that 
I = c (mod d), I = X gi (modp,) (1 < i 6 m, i f r), (17) 
where h = (- l)(c-1)/2. By Lemma 2, if q is a prime not exceeding x and 
q = I (mod k), then (with u = x), there is at most one prime q. such 
that the corresponding L-function 
has a real zero > 1 - (B/log x). We now define the set .Z of primes as 
consisting of those primes q for which 
q = I (mod k), G<q<x, 9 f 40 * (18) 
As d / k, q = I (mod d). Since also I = c (mod d), we have q = c (mod d). 
Also, by (16), for the number S of primes in Z, we have 
(19 
and hence 
S = (1 + o(l))[x/q@) log xl. (20) 
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Now by Landau [7, QlO9], we have 
logL(l;q) = --clog 11 - tj;/. 
P 
Our choice of Z was made so that for q in Z there would be a large number 
of negative terms in this sum. In fact, if q is in 2, we assert that 
( 1 pi =’ 9 (1 < i < m, i f r). 
To see this, note that since q = c (mod d) and 4 / d, we have 
(-'p-l)/2 = (-p-1)/2 = A* 
Also, since q E I (mod k), we have 
q E I E Ag, (mod& (1 6 i < m, i f r). 
Hence, if 1 < i < m, i f r, and q is in 2, we have 
pj = [ (--‘~~~‘zq] = (2, = ($cj = (XL, = 1. 
The discussion of the preceding paragraph shows that, if q is in 2, 
we have 
log L(1; q) = - 
l,il$ ~fr log I’ - $1 - log I’ - ($3 $1 9’ 
- peg 1’ - gj$/ -2 log 1’ - ej;/ 
= - c 
P<U,P#P, 
log(1 -;j + ;I,,(1 -;j 
-log/l-($-j+/ 
-p;l -($I -px+ -(gj 
= -p+;j+~($-j+~v gjj++j/ 
+~‘og(‘-~j-~‘~~~‘-~j~~. (21) 
641/2/1-s 
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But by a theorem of Mertens (cf Landau [7, 0361) 
-p;u 1% (1 - d, = log logy + y + 0 (&, 
z 1% ace% x)1-2c + y + 0 ( log 8, x ) 
= log log log x + log(l - 2E) + y f 0 
( K--J. 
(22) 
Hence, from (21) and (22), we get 
log L(1; q) = log log log x + y + log(1 - 29 
Noting that pr + cg as x --f CO, we get 
c log L(1; q) = S(log log log x + y + log(1 - 26)) 
QEZ 
.qpog(l -t, -pg[1- (gf]i 
where 
+ R + o(S), (24) 
To prove (11) from (24), we split the double sum R into five parts 
R, , R, , R, , R, , R, according as the summation over p is extended over 
the following intervals, respectively: 
Zl : y <P < e2y, 
I, : e2y < p < xe-2y, 
z, : xe-2y < p < xe2Y, 
z, : xe2y < p < exp(log x)l+@, 
z5 : exp(log x)l+r-’ < p. 
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Section 3 will be devoted to estimating these five sums. First, we will 
show, by appealing to the Uniform Prime Number Theorem of Page- 
Rodosskii (Lemma 2) that R, = o(S). An application of Schwarz’s 
inequality and Lemma 1 gives R, = o(S) and R, = o(S). Mertens’ 
asymptotic formula for the sum of the reciprocals of the primes yields 
R, = o(S). Lemma 3 is used to show that R, = o(S). These estimates 
give R = o(S). (24) then yields (ll), and part (A) of Theorem 2 is thus 
proved. 
To prove part (B) of Theorem 2, the condition that gi be a quadratic 
residue module pi is replaced by the condition that it be a nonresidue and 
(21) is replaced by 
=- c 
P<:y.P#P7 
lob+ +;j + ;dlog(l +;j 
- log 11 - (5) f/ 
7 
=-~~~10,(1.$,.0(~)+ 1 /(‘)‘+o(‘)l 
P>Y q p P2 
+ r&log (1 +;j - p 11 - (g;/, (25) 
and from (22), we get 
-c log(1 +j) = 1 log(1 -;)-~~log(l -+j 
PGY P<Y 
= c log (1 - ;j 
P<ll 
+1og$+ ~~~log(l-$) 
(26) 
68 JOSH1 
Combining (25) and (26) and using the estimates of Section 3, we get part 
(B) of Theorem 2. 
3. THE CRUCIAL ESTIMATIONS 
a. We proceed now to estimate R, . For this purpose, with k as in 
Section 2, we consider the moduli pk for the primes p in the interval Z, . 
BY (15) 
pk < e4r/ < exp(log x)l--E 
for large X. Now k is not a multiple of the basic exceptional modulus k, 
with respect to u = [exp(log x)l+]. Hence pk can be a multiple of k, 
for at most one pl, say pa , in the interval II. Put 
Then, for awpEZl,pfpa, and for any integer a relatively prime to 
p, we have, by (18), Lemma 2, (19) (20) (15), and (12) 
W, PI = c 1 + O(G) 
q~x,~-l(mod~),g~a(rnodP) 
1 “1 
(P - 1) v(k) n:z log n - + O i (p - 1) ~(k)xexp@(log x)‘> 1 
= s + O [ (p - 1) &k)xexp{b(log X)‘} P--l 1 
Hence, for such a and p, we have for large x, 
Therefore, since 
y  (“) = 0, 
a=1 p 
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we have, 
b. To estimate R, , we note that 
Therefore, by Schwarz’s inequality, 
By an asymptotic formula of Mertens (cf Landau [7, $361) and by 
Schwarz’s inequality, we get 
Let w1 == e2y and w2 = xe-2Y. Taking h(x) = I/x, Y = W, , and X = w2 
in the second part of Lemma 1, we have 
I R, I2 < loglogx -&WI' + m) + 2(w2 - WI)! S 
I 
< log log x 2w, + -ZE s. 
I Wl t 
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Since (log log X) Xe-3r = o(x/k log x) = o(S), we have 
j R, I2 = o(P). 
Hence 
1 R, / = o(S). (28) 
c. To estimate R, , we use the asymptotic formula of Mertens 
mentioned earlier (cf Landau [7, $361) and get 
- O [ (loglx)Z’ 1 . 
Hence 
(29) 
d. For the estimation of R, , we subdivide the interval I4 into intervals 
Jt of the form 
where 
J, : t < p < t exp(log x)-B, 
Then the number of intervals Jt required to fill out I4 is less than 
(log x)@+l+C 
If Zt is the number of primes p in Jt, then 
zt G (lo; x)0 . 
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Hence 
= O I&d = O r&d* (30) 
If &(a, q) denotes the number of p in Jt which are congruent to a 
modulo q, then, by Schwarz’s inequality and the first part of Lemma 1. 
lS,&g@ I2 
zzz (sx++d)+ 
< (Sxe-2Y + 7fS) F 
< s2 zt < s2 zt ( s2 
eY12 t ‘(log@T’ (logfl’ 
72 JOSH1 
Hence, from this and (30). 
Since there are less than (log ~)b+l+~-’ intervals J1 in Z, , we get 
R4 = c c i”-) 1 = O [joggle] 
9E.E PEI, q  p 
-Oh&) 
= o(S). (31) 
e. To estimate R, , suppose v and w  are integers such that 
exp(log x)l+c-’ < u < w. 
Let q E Z. Then, by (18). q < x and q f q. . Hence, by Lemma 3, with 
u = x and m = ~7, w, we have 
= i (f) j* if& & + O [y&y e-(“iL)(logq 1 
- O [Aexp I- I(log @/I. 
Hence, taking v = exp(log x)l+c-* and !etting w  tend to infinity, we get 
= O[exp(-log x)] 
= 0 p,. 
Therefore 
= o(S). (32) 
f. From (27), (28), (29), (31), and (32), we now get R = o(S), and thus 
both parts of Theorem 2. 
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Note added in proof. It has come to the author’s attention that Theorem 1 was obtained 
by M. B. Barban in his paper, “On a theorem of P. Bateman, S. Chowla, and P. Erdos,” 
Magyar Tud. Akad. Mat. Kutatd Int. K&l. vol. 9 (1964), pp. 429-435. However, the 
general result for arithmetic progressions given in Theorem 2 appears to be new. 
Barban’s result is also discussed in his survey article, “On the large sieve method and 
its applications in the theory of numbers,” Uspehi Mat. Nauk vol. 21 (1966), no. 1 (127), 
pp. 51-102, or Russian Mathematical Surveys, vol. 21 (1966), pp. 49-103. A result in 
the opposite direction, namely that L(1; 9) usually lies between c,/loglog 9 and c2 
loglog 9 is dealt with in P. T. D. A. Elliot’s paper, “On the size of L(1, x),” J. Reine 
Angew. ,‘Math. vol. 236 (1969), pp. 26-36. 
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