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Abstract Today’s Internet is prominently used for content
distribution. Various platforms such as content delivery net-
works (CDNs) have become an integral part of the digital
content ecosystem. Most recently, the information-centric
networking (ICN) paradigm proposes the adoption of native
content naming for secure and efficient content delivery.
This further enhances the flexibility of content access where
a content request can be served by any source within the
Internet. In this paper, we propose and evaluate a multi-
criteria decision algorithm for efficient content delivery
applicable for content networks in general (among others,
CDN and ICN). Our algorithm computes the best available
source and path for serving content requests taking into
account information about content transfer requirements,
location of the consumer, location of available content serv-
ers, content server load and content delivery paths between
content servers and consumer. The proposed algorithm
exploits two closely related processes. The first level dis-
covers multiple content delivery paths and gathers their
respective transfer characteristics. This discovery process
is based on long-term network measurements and performed
offline. The second process is invoked for each content
request to find the best combined content server and deliv-
ery path. The cooperation between both levels allows our
algorithm to increase the number of satisfied content
requests thanks to efficient utilisation of network and server
resources. The proposed decision algorithm was evaluated
by simulation using Internet scale network model. The
results confirm the effectiveness gain of content network
architectures that introduce network awareness. Moreover,
the simulation process allows for a comparison between
different routing algorithms and, especially, between single
and multipath routing algorithms.
Keywords Multi-criteria decision algorithms .
Content networks . Future internet
1 Introduction
With massive volume of content being accessed over the
Internet every day, content networks such as content deliv-
ery networks (CDNs) have flourished. Recently, the
information-centric networking (ICN) paradigm has re-
ceived widespread attention with various initiatives target-
ing the area (e.g., DONA [1], CCN/NDN [2, 3], 4WARD/
SAIL [4, 5], PSIRP/PURSUIT [6, 7], and COMET [8, 9]). It
has been advocated as the cure for many ills of today’s host-
centric content distribution Internet (e.g., CDNs [10]). The
proposition is that, nowadays, the Internet is no longer used
for simple resource sharing but rather for sophisticated
content access and dissemination. The current simplistic
unicast end-to-end communication model is neither compat-
ible nor efficient for the new generation of Internet applica-
tions and services which often requires one-to-many or
many-to-many communication mode (e.g., dissemination
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of popular content, spreading of information in online social
networks etc.). Among various research areas of content
networks (e.g., naming, in-path caching [11], security, mo-
bility etc.), we focus, in this paper, on the general problem
of content selection which relates to the content resolution
process and the increased flexibility in the communication
models. In the broader context, our work is applicable to
general content distribution problem where multiple copies
of the same content are hosted in different (geographical)
sites (e.g., via surrogate servers). Following the proliferation
of various content, including user-generated content, con-
tent (or sometimes server) replication has already been
included in the repertoire of network services in recent
content dissemination architectures such as ICN, CDNs
and even peer-to-peer (P2P) networks for scalable and fault
tolerant content access and diffusion.
A central question with multiple available content sour-
ces across the Internet that has various and possibly dynam-
ic traffic conditions and network capabilities is how to find
and select the best available content source to satisfy a
content request and guarantee efficient resource use. The
current literature in content network seems to use the sim-
plest of metric to decide on the best available server. For
instance, [1] uses its anycast primitive which implicitly
selects the content source with the lowest domain-level
hop count. In [2], the first content found by the content
request (i.e., the interest packet) is treated as the best option
and being retrieved following the reverse direction. Such
approaches hardly guarantee or even reflect the true quality
of the content delivery path.
In this paper, we study the problem of multi-source
content resolution within a content distribution platform.
We argue that (1) hop count alone is not an adequate
performance metric for deciding a content source and (2)
for Internet-wide server selection, it is not scalable to both
resolve content requests and construct the delivery paths on-
the-fly (i.e., per request computation). Thus, we investigate
a two-phase approach where, in the first phase, a foundation
is built on the available delivery paths with their
corresponding capabilities and quality of service (QoS)
dimensioning parameters to facilitate the server selection
decision when the actual request is sent. In the second
phase, we develop advanced multi-criteria decision algo-
rithms that use both the information-base already built
in phase-1 and dynamic information about the state of
the network and the server in order to efficiently find
the best content source and/or path to satisfy a content
request. Note that our methodology is extensible to
accommodate new performance metrics.
Besides contributions on the decision algorithm design,
our results offer to the reader a clearer comprehension of the
efficiency gain of content network compared to systems
without network awareness as the current Internet. Even
when the conclusions are obtained on a comparison basis,
the obtained results offer comprehensible information about,
among others, the convenience of introducing multipath
routing, the importance of using short-term scale informa-
tion and the influence of different network parameters on the
efficiency gain of the system.
The organisation of the paper is the following. In Sec-
tion 2, we present related works focusing on server selection
methods used by content networks. Moreover, we introduce
the multi-criteria optimization methods which constitute a
base for our algorithm. In Section 3, we present details of
our two-phase decision approach. The results of perfor-
mance evaluation are included in Sections 4 and 5. These
sections describe simulation model proposed for evaluation
of content networks as well as the description of the experi-
ments, which evaluate the effectiveness of our approach
comparing to others. Finally, Section 6 summarises the
paper and give outlines on further works.
2 Related works and background
In general, server selection decisions can be made on the
client-side (e.g., probing, statistical estimator), server-side
(e.g., server push) or by the network infrastructure (e.g.,
DNS, anycast-enabled routers). An empirical evaluation on
client-side server selection algorithms in [12] has found that
simple dynamic probing outperforms other common client-
side approaches. However, it is worth to say that individual
client probing does not scale in an Internet-wide
information-centric setting. Server selection in the light of
anycast has also appeared as a formidable engineering prob-
lem mainly due to susceptible scalability. Most work in this
area can be categorized into application and network-layer
solutions and majority of them are restricted to specific
context such as web service [13] or wireless ad hoc net-
works [14]. Most relevant to our work is [15] where a global
IP-anycast framework is proposed and claimed to be scal-
able for several millions of global anycast groups. However,
in the context of content networks, we are dealing with
much finer granularity (measured in terms of number of
content rather than groups of servers). The scalability
requirements in such scenario indicated the need for some
offline pre-computation as a preparation to serve content
requests in real time.
By using network and server information in the server
and path selection process, the system gains in effectiveness,
which is reflected in better quality of experience, improves
system resource utilisation and improves the load balancing
within the network and between servers. Nevertheless, the
selection of server and path on the basis of different infor-
mation is a complex multi-criteria optimization problem [16,
17]. The basic model of multi-criteria optimization defines
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the decision space ℜi which consists of the decision vectors
x0(x1, x2, …, xi). Each decision vector contains i decision
variables. Any decision variable may have bounded amount
of feasible solutions by given constraints. Therefore, the
space of decision vectors may also be bounded. Multi-
criteria optimization focuses of optimizing a set of k objec-
tive functions Π1(x), Π2(x), …, Πk(x) which can either be
minimized or maximized.1 The aggregate objective function








[18]. For each decision vector
x∈X, exists one unique objective vector y∈Y, where Π:
X→Y with, y ¼ y1; y2; :::; ykð Þ ¼
QðxÞ ¼ Q1ðxÞ; Q2ðxÞ; :
::;
Q
kðxÞÞ. In multi-criteria optimization, a solution x′’ dom-
inates the solution x′ if and only if 8k* 2 1; :::; kf g : Qk*
x00ð Þ Qk* x0ð Þ and 9k 2 1; :::; kf g :Qk x00ð Þ < Qk x0ð Þ
and a solution x′ is called efficient if and only if there is not
another solution x″, which dominates x′. The set of efficient
solutions is the Pareto optimal set and the set of all outcome
vectors y resulting from y0Π(x) where x is an efficient
solution, is the Pareto Frontier.
Multi-criteria optimization problems generally are NP-
complete. Therefore, one commonly investigated approach
is to apply heuristics methods. The simplest heuristic meth-
od converts the k-dimensional vector of weights into a
single scalar value w by using an appropriate cost function
f(.). In this way, the multi-criteria problem is reduced to a
single criterion problem, which simplifies the solution com-
putation. On the other hand, this simple heuristic does not
guarantee that selected server and path will be the most
effective ones since the scalar value w losses information
about particular constraints. The recently investigated multi-
criteria decision algorithms, presented in [19] and [20],
introduce a reference point to rank the Pareto optimal set.
By using this method, the aggregate objective function finds
the effective solutions of the Pareto optimal set, which are
nearest from the given reference solution (generally the
reference solution may not be in the Pareto optimal set).
As an example, we can think of an algorithm, which prefers
balanced solutions (medium server load and medium path
load) over solutions with extreme values (low server load
and high path load, or high server load and low path load).
3 Proposed multi-criteria decision algorithm
In order to ensure effective content delivery in multi-source
environment, we maximize the information used in the
server/path selection process by introducing the decision
algorithm at two levels. The first level corresponds to rout-
ing process in the network which discovers content delivery
paths between domains. For the rest of the paper, we treat a
domain as equivalent to an Autonomous System (AS). The
routing process is performed offline using long-term infor-
mation about network topology, Classes of Service offered
by individual domain and the corresponding provisioned
resources. The outcome of this process is a set of end-to-
end content delivery paths between servers’ and customers’
domains, which are established to meet content transfer
requirements of different types of content. The second level
of decision process is invoked for each content consumption
request. This process selects the content server and content
delivery path that are actually used for the delivery of the
requested content. Note that decision algorithms operate at
different time scales and use different information.
3.1 Decision algorithm at routing level
Current Internet relies on BGP-4 shortest path routing pro-
tocol, which establish a single routing path between any two
domains. Such approach limits the effectiveness of content
delivery because: (1) the network transfers the content re-
gardless of its transfer requirements, what generally leads to
degradation of the quality experienced by consumers, and
(2) downloading of popular content may provoke network
congestion, since single routing path going from content
server’s to customers’ domains may become congested.
Exploiting the fact that content network aims to create a
new network architecture, one may go beyond the above
limitations and use multi-constraints and multipath routing.
Multi-constraints routing selects paths that satisfy a given
set of constraints [21, 22]. Let us consider the network as a
directed graph G(N, E), where N represents the set of
domains, while E is the set of links. Each link u→v, u,v∈
N, u→v∈ E, is characterised by m-dimensional vector of
non-negative link weights w(u→v)0[w1, w2, …., wm]. Any






ed as a concatenation of the link weights wi of each link
belonging to path p. The multi-constraints routing finds a set
of feasible paths, f∈ F, going from server domain to con-
sumer domain. The path is feasible if its path weights satisfy
the assumed constraints: wi
(f)< li, i01, …, m, where L is
given vector of constraints L0[l1, l2, …, lm].
Figure 1 presents an example on how the proposed pro-
tocol establishes paths. Domain N1 has two alternative paths
(i.e., p1 and p2) going towards domain N5. Each path is
characterised by two-dimensional vector of weights. The
path weights are calculated as concatenation of links
weights.
The multi-constraints routing belongs to the class of
multi-criteria optimization problems that are in principle
1 The problem does not lose generality by the fact that we consider
uniquely minimization.
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NP-complete. Although different methods for multi-criteria
optimization have been proposed, they cannot be directly
used in routing protocols because most of them assume
independent decision makers operating on its own decision
space. On the other hand, routing protocols create paths in
distributed manner where decision space of a given domain
is determined by information propagated by neighbouring
domains. As a consequence, the end-to-end path is a result
of the sequence of decisions taken by the involved domains
based on their knowledge about paths, local preferences and
assumed constraints (local decisions in-path vector routing
protocol).
The proposed multi-constraints and multipath routing
protocol creates a set of content delivery paths between
server and consumer domains with respect to content QoS
requirements. Our protocol follows path vector principle,
where each domain advertises its preferred paths to its
neighbours. Each path is described by a list of ASes and
the corresponding vector of path weights w(p) calculated as
concatenation of links weights w(u→v). These character-
istics allow routing entity to eliminate routing loops and
remove unfeasible paths. Furthermore, routing entity
removes dominated paths, i.e., paths for which exists anoth-
er path with all weights wi
(p) lower than weights of paths in
question. Remaining paths form a set of preferred paths. In
order to achieve optimum solution, all preferred path should
be advertised to neighbouring domains. However, for scal-
ability reasons, the number of advertised paths must be
limited to some reasonable value. Based on performed
experiments, we recommend limiting the number of adver-
tised paths to 3÷5 paths. The smaller value limits the gain
achieved by multipath routing. On the other hand, dissem-
ination of more than five paths only slightly improve effec-
tiveness but significantly increases the size of routing tables.
The key problem in proposed heuristics is to choose the
right paths. We believe that selection algorithms should
prefer paths with larger distance between weight w(f) and
constraint L. In this way, adjacent domains receiving those
paths will have a greater chance of finding feasible paths.
Therefore, we rank preferred paths using a cost function,
cost_f (.), which takes as arguments the vectors of path
weight w(f) and constraint L. Following this ranking, the
routing protocol advertises k paths of the lowest cost. Al-
though different functions could be applied, the studies
presented in [21, 23–25] point out that the most effective
are nonlinear, strict monotonic and convex functions. In our
routing protocol, we use Minkowski norm of order r, de-
fined as (1).






; wi  li
1 ; wi > li
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: ð1Þ
This function ranks preferred paths based on the distance
of normalized weights wi
(p) from the point zero in m-dimen-
sional decision space. Appropriate tuning of parameter r
allows us to influence the shape of cost function.
For r equal to 1, the path cost is linear combination of
normalized path weights. Although this function can be
easily interpreted, it is insensitive to unbalanced solutions,
with extreme weights close to the constraint. Let us consider
two exemplary feasible paths f1 and f2, with normalized
weights w(f1)0[0.4,0.4] and w(f2)0[0.7, 0.1]. The costs of
both paths equal 0.8, while the probability of exceeding
constraints is much higher for path f2, because its first
component is close to the constraint.
For r→∞, the cost is determined by the maximum com-
ponent of the path’s weight wi
(f), while the rest of the
components are ignored. So, the cost of two exemplary
paths f3 and f4, with normalized weights w(f3)0[0.8,0.1]
and w(f4)0[0.8, 0.7] equals 0.8, while the probability of
exceeding constraints is higher for path f4.
In our algorithm, we assumed cost functions with r equal
to 4, which is large enough to guarantee sensitiveness to
unbalanced solution and it is still low enough to consider
impact of all weights.
3.2 Decision algorithm at content consumption level
The second level of decision process selects the best server
and path from the available candidates computed in the
previous phase. This process is performed, independently
Fig. 1 The illustration of
multipath routing with two
paths between domains N1 and
N5
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in each consumer domain, upon receiving consumption
request in an entity called decision maker. The decision
maker is responsible for the selection of the best content
server and path based on collected information about can-
didate servers and paths. Basically, the location of decision
maker depends on the architecture of the specific content
network. For example, the decision maker can be served by
Resolution Handlers defined in DONA [1], Content Medi-
ation Entity designed in COMET [8] or Request Routing
Entities used in CDNs [10].
In our algorithm, we consider: (1) the list of content
servers that may stream the content and their load, and (2)
the list of content delivery paths between particular server
and consumer. Each path is characterised by path length,
load on the path and QoS parameters. The complex set of
parameters used for decision algorithm requires a multi-
criteria decision algorithm. However, in contrast to the
routing level process, there is no direct influence of one
decision maker on another because decision spaces are
independent. As a consequence, we may directly apply
one of algorithms studied in the Multiple Criteria Decision
Analysis [17, 19, 26]. We leverage the multi-criteria deci-
sion algorithm presented in [20], which uses some a priori
knowledge about the problem in order to select the effective
solution. Without loss of generality, our decision algorithm
uses three decision variables related to server load, path
length and bandwidth. It could be easily extended to accom-
modate more decision variables. Our algorithm evaluates
the impact of particular decision variable using two refer-
ence parameters, called reservation level and aspiration lev-
el. The reservation level is the hard upper limit for decision
variable which should not be crossed by preferred solution.
On the other hand, the aspiration level defines the lower
bound for decision variable, beyond which preference of
evaluated solutions is similar. The decision algorithm con-
sists of three main steps:
Step 1: decision maker creates a decision space, which
consists of the list of candidate solutions based on the
information about servers and paths. Each candidate
solution is a vector of decision variables, which has
the following form:
Candidate solution [i]:
serverLoad—this is numerical representation of server
status,
pathLength—the path length denotes the number of
domains on the path. It is calculated based on the AS
path parameter,
bandwidth—maximum supported bandwidth on the
path.
Step 2: decision maker calculates the rank value Ri
for each candidate using objective function with








where: i is the number of candidate, k is the num-
ber of decision variable, qk is current value of
decision variable, rk is a reservation level for deci-
sion variable k, while ak is an aspiration level for
decision variable k, which is determined as a mul-
tiplication of reservation level by aspiration coeffi-
cient αk, ak0αk×rk.
Step 3: decision maker selects the candidate with max-
imum rank as the best solution. Note that considered
aggregate objective functions may have more than one
effective solution into the Pareto optimal set. Thus,
some tie-breaking rules (e.g., lower server load is pre-
ferred or just random selection) are required to ensure
only one solution is selected.
The network operator may tune the behaviour of the
decision algorithm by setting reservation and aspiration
levels. In particular, he may reduce the importance of
given decision variable by setting the aspiration level
close to the reservation or even completely exclude
given decision variable by setting the aspiration level
equal to the reservation level. In this way, each domain
may define its own decision strategy based on its own
preferences. Below, we discuss exemplary decision
strategies which can be enforced by our proposed
algorithm.
Strategy 1: random server. This strategy assumes that
content server is selected randomly. It reflects situation
in the current Internet, where no information about
paths and servers is available.
Strategy 2: closest server. This algorithm selects the
server which is closest to the user. This approach
reflects one of the strategies in the current CDNs [45],
when information about server status is not available. In
this case, decision algorithm should consider only path
length (aspiration and reservation levels for server load
and bandwidth are set to 1). In fact, in content network-
related literature, this simplistic approach is used in [1]
and [2].
Strategy 3: the least loaded server (called best server
strategy hereafter). This algorithm considers only the
server load. It selects the least loaded server without
considering information about paths. This strategy is used
by most of P2P content delivery systems as well as some
CDNs [45]. In this case, decision algorithm should con-
sider only server load (aspiration and reservation levels
for path length and bandwidth are set to 1).
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Strategy 4: the best server and path. This algorithm
considers both the server load and available bandwidth
in the bottleneck link. It selects the least loaded server
with the path of the best characteristics.
The presented above strategies will be evaluated in Sec-
tion 5. Note, that proposed decision algorithm allows defin-
ing also other decision strategies based on the subset of the
available parameters.
4 Validation of decision algorithms in dynamic
environment
The combination of both the decision algorithms at routing
and at content consumption levels makes feasible, among
others, load balancing in servers and network. Let us con-
sider a simple scenario as presented in Fig. 2a. Consumers
in domain D1 generate requests of the content C1, which
can be found in both domain D3 and D4. The request arrival
process is Poisson with mean rate01.0 req/s. At time
t0500.0 s, consumers in domain D2 start requesting
(Poisson) for content C2 (located uniquely in a server in
D4) with the same mean rate01.0 req/s. The parameters of
the simulation are given in Fig. 2b. The selected parameters
are simplistic in order to understand the routing reaction of
the algorithms to non-stationary congestion phenomena.
More sophisticated simulations are presented in Section 5
for evaluating the performance in realistic scenario.
We consider multipath routing decision algorithm for two
paths. So, the consumers in D1 can get the content C1
situated at D3 by: p1 or p2 paths, whereas the content C1
situated at D4 can be transferred by p3 or p4 paths, as
indicated in Fig. 2a. When the simulator allots a new re-
quest, the streaming server and path for serving the request
are selected by considering both strategies: (1) random
server and random path and (2) server load (reservation
and aspiration levels are rserver01.0 and aserver00, respec-
tively) and current available bandwidth in bottleneck link
(rbottleneck0100 Mbps; abottleneck00 Mbps), where the
bottleneck links are L1, L2 or L3, see Fig. 2a. The server
load is the relation between current served connections and
CPU capacity of the server (100 connections served in
parallel). The appropriate server is loaded by one more
connect ion and the occupied bandwidth in the
corresponding bottleneck link is increased by the streaming
bandwidth of the content (100 kbps for both the contents),
during the streaming duration of the content (100 s for both
the contents).
Figure 3 shows the occupied bandwidth in the bottle-
necks L1, L2 and L3 (left Y-axis of the figure) as well as
the load of the two servers at D3 and D4 (right Y-axis) over
the simulated period. Figure 3a considers the random server
and random path strategy. We observe that bottleneck L1
and server at D3 do not depend on the requested service in
domain D2. So, the selected strategy does not adapt to the
request process and no load balancing is achieved neither in
bottlenecks nor in servers.
The second strategy, presented in Fig. 3b, shows load
balancing in network and servers thanks to our proposed
decision algorithm. Note that the load in all links is the same
regardless of content request calls. The same occurs for the
server load in both the servers (in D3 and D4). When
customers in D2 begin requesting content, the links L2
and L3 as well as server in D4 start over-loading. So the
new requests from D1 “prefer” the link L1 and the server in
D3 achieving, in this way, balancing of bottlenecks and
servers.
We can conclude that the decision algorithm positively
reacts to the non-stationary congestion phenomena of the
system, i.e., it may adapt to changing conditions.
5 Performance evaluation
In this section, we focus on the performance evaluation of
our proposed multi-criteria decision algorithm, which
selects the best content source. We compare our algorithm
with other methods used in content networks in the current
Internet. This evaluation is performed in an exhaustive
a b
Fig. 2 Scenario and parameters of the simulations for validation of decision algorithms. a Simulation scenario b simulation parameters
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model of the Internet from the point of view of video content
consumption. In this environment, we simulate the content
request arrivals and analyse content delivery performance
for each content request. The merit of our studies lies in the
comparison of the different server and path selections algo-
rithms presented in the above sections. However, in order to
get results that are close to the reality, we performed an
exhaustive immersion in the state of the art of video content
delivery systems, taking input from the currently available
CDN setup.
5.1 A model of video content consumption in the internet
The proposed model for video content consumption
covers: (1) large-scale model of Internet topology, (2)
content server location and characteristics, and (3) rules
for distribution of content replicas. Below, we present
details of our model.
5.1.1 Network topology
The Internet topology is based on AS-level data provided by
Caida [27] from January 2011. We consider three-level
hierarchical Internet topology (Tier-1, 2 and 3) according
to the business relationship between domains (provider–
customer and peering relationships). The resulting topology
has 36,000 domains with 103,000 inter-domain links, where
approximately half of them are stub domains. We assume
that consumer population in a given domain is proportional
to the length of network prefixes advertised by this domain.
Using data provided by [28] and RIPE [29], we created a
histogram presented in Fig. 4. Moreover, this data con-
firmed that Tier 3 domains advertise majority of prefixes,
while Tier-1 and Tier-2 domains advertised less than dozens
of prefixes.
Finally, regarding link capacities, we observe that oper-
ators such as China Telecom and others currently connect to
consumers with 1 Gbps links [30]. Therefore, we assume
uniformly distributed probability density function U[0.5,
1.5]Gbps for links connecting Tier-3 domains. Furthermore,
we assume the links connecting Tier-2 to its providers or
peers to be ten times greater (i.e., U[5.0, 15.0]Gbps) and,
finally, U[50.0, 150.0]Gbps links for connecting Tier-1
peering domains. Note that in our model these capacities
are dedicated only to video traffic.
5.1.2 Content server location
For the analysis of the distribution of content servers within
the network, we refer to the 50 largest video content pro-
viders and CDNs, which are, among others: Level(3), Glob-
al Crossing, LimeLight, Akamai, AT&T, Comcast and





































Fig. 3 Results of validation tests in dynamic scenario. a Random path and random server strategy. b Server load and available bandwidth strategy
Fig. 4 Histogram of advertised prefixes
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domains corresponds to the information provided in public
statements and white papers. For the remaining domains, we
assume uniformly distributed probability density function
U[50,150] for assigning the number of content servers to the
domains due to the fact that Akamai serves 1,000 domains
(as Youtube, QuickTime TV, etc.) with 84,000 servers [32]
that mostly are multimedia servers. The total number of
servers in the modeled network is approximately 200,000
servers.
The characteristics of the content server of interest are the
maximum number of concurrent connections that may be
served (limited by server disk I/O and network bandwidth
[34–36]) and the maximum number of contents stored.
Current commercial servers may serve from 50 up to
1,000 concurrent connections [33, 36, 37]. For simplicity,
we assume that all servers in the network have the same
number of maximum concurrent connections but this num-
ber varies from one simulation to another. On the other
hand, commercial servers differ much in storage capacity.
A medium server may have 600 GBytes content storage
capacity [37], which approximately translates to 100 titles
since one High Definition 2-h movie may have a size of 5–
8 GBytes [38]. Consequently, our model assumes that serv-
ers store around 20 million copies of content.
5.1.3 Content characteristic and distribution
The features of the video contents are based on data from
[39]. We analysed the duration of the movies for 5,000 most
popular titles. The results indicate that mean duration of the
movie is around 4,100 s. For each content, we attached a
random value of streaming bandwidth comprised between
2,600 and 3,400 kbps, imitating the range of bandwidth the
videos in Netflix Canadian network are streamed [40].
There are two possible techniques for assuring load bal-
ancing in content networks, which are striping and
replication. Striping consists of partitioning the content be-
tween different servers, whereas replication consists of
copying the content. In most content replication approaches,
the number of copies of given content depends on its pop-
ularity and it is widely accepted for video distribution in the
Internet follows the Zipf’s law [30, 35, 41]. In our model,
the skew parameter of the Zipf’s formula equals 0.2 as
suggested in [30]. As explained above, the total number of
copies stored in the servers is around 20 million. In order to
have these copies (exactly 19,332,562 copies), the most
popular content is copied 17,000 times and the rest follows
the Zipf’s formula. The distribution of copies in the servers
is another key point in content networks [42], since a good
distribution strategy may definitely increase the efficiency
of the system. For simplicity, we assumed a random strategy
subject to the condition that no more than one copy of given
content may be in any server.
5.1.4 Model summary
Table 1 presents the summary of the model parameters
presented above. Although the range of parameters to be
modeled in video content Internet is broad, we believe our
model reflects closely the reality.
5.2 Content delivery simulations
The simulation process runs as follows: within the video
content consumption model described above, consumers
request for content following specific request arrival
process (detailed Section 5.2.1). The decision maker is
the responsible of selecting the server and path for
serving the request depending on the evaluated strategy
(detailed in Section 5.2.3). The load of the selected
server is increased by the requested bandwidth for
whole duration of the content. In the same fashion, all
Table 1 Parameters of the model for content distribution in the Internet
Network topology
Number of domains ~36,000 domains Sources: [28, 29]. About the half are stub domains
Number of links ~103,000 links Sources: [28, 29]
Server characteristics
Number of servers ~200,000 servers Source: Akamai [32] and CDN
Capacity of servers 100 titles Sources: [37] and [38]
Content characteristics
Number of content files 5,000 titles Source: Film Web Inc. [39]
Number of copies 20,000,000 copies
Mean duration of content 4,100 s Source: Film Web Inc. [39]
Streaming bandwidth U [2,600,3,400]kbps Source: NetFlix [40]
Content popularity Zipf’s law (skew parameter00.2) Source: [30]
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the links of the selected path are loaded by a value
equal to the bandwidth of the content during a time
equal to the content duration. We assume that the con-
nection bandwidth is independent of the state of the
network during the content delivery, which is feasible
for delivery of streaming content.
Whenever any link or server went beyond the capac-
ity threshold, we consider that all the connections car-
ried by the over-loaded link and/or all the connections
currently served by the over-loaded server as unsuccess-
ful (i.e., QoS was not guaranteed). Regardless of the
state of the path and server, the request is served and
the content is delivered by the selected path. When a
connection is terminated, all relevant loads are taken off
its respective link(s) and server. Finally, we measure the
ratio of successful connections defined as the ratio of
the number of successfully completed requests to the
total number of content requests.
5.2.1 Request arrival process
The number of content request generated from each
domain is proportional to the advertised prefixes of the
domain. The arrival process for content requests is
amply dealt in the literature; it depends on the type of
content and type of application with most models sug-
gesting a Poisson arrival process for short time scale
(e.g., for IPTV applications in [43] and for Video on
Demand applications in [44]). Some authors point out a
modified Poisson process [30] for arrival rate. In our
simulations, we applied the Poisson arrival model with-
out considering non-stationary effects such as diurnal/
night traffic. Each request is attached to a specific
content following the Zipf’s law for content popularity.
5.2.2 Routing protocols
The routing algorithms considered in the simulations are:
1. Single shortest path,
2. Multi shortest path,
3. Single bandwidth-based path,
4. Multi bandwidth-based path.
In all experiments, we use the routing protocol defined in
Section 3.1. However, we adapt its behaviour by setting
appropriate decision variable, i.e. path length or bandwidth,
as well as by tuning the number of advertised paths, i.e. one
or five paths. In order to evaluate how many preferred paths
should be advertised, we assess the effectiveness of pro-
posed protocol in the reference scenario where entire list of
feasible paths was propagated. In this case, the protocol is
more effective since there is no loss of information in the
intermediate domains. Anyway, the results confirmed that
effectiveness of routing protocol only slightly increases
when protocol advertises more than five paths. Therefore,
in our experiments we use five alternative paths.
Single shortest path protocol offers one shortest path
between server and consumer domains. Therefore, in our
routing model we randomly select one of the shortest paths.
Multi shortest path protocol offers five of the shortest paths
between server and consumer domains and for each request
one of them is selected following the rules of the decision
algorithm. Single bandwidth-based path routing protocol
offers the best path between server and client domains,
where “best path” refers to the path with highest capacity
in the bottleneck link. Multi bandwidth-based path routing
protocol offers five best paths between server and client
domains.
5.2.3 Decision strategies
In our experiments we consider the following decision
algorithms:
1. Random server and random path, which combined with
shortest single path routing protocol, reflects the current
Internet;
2. Closest server and random path, which combined with
shortest single path routing protocol, reflects the strategy of
some current CDNs [45];
3. The least loaded server (called best server) and random
path, where the least loaded server is the one that currently
serves fewer requests;
4. The best server and the path with more available band-
width in the bottleneck link (called best path).
Table 2 shows the values of reservation and aspira-
tion levels for the parameters used in the simulations.
The only strategy with two parameters is “best server/
best path” where we believe that server load parameter
is more crucial than bottleneck BW, i.e., between low
loaded server and low loaded path, we select the former.
Because of this, the reservation and aspiration level
follows the formula (3), since the relation between as-
piration and reservation level indicates the “a priori”







In order to simplify the decision process when a new
request arrives to the system, the group of the feasible
solutions (Pareto optimal solution set) is reduced to 100
random servers (wherever they are) and one or five paths
depending on the assumed routing.
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5.3 Simulation results
As aforementioned, a content delivery is considered as
unsuccessful if one or both of the following is involved:
over-loaded path or over-loaded server. Depending on the
system state, one cause or the other becomes significant. In
order to obtain the most complete results, we first investi-
gate limit cases where both the causes appear simultaneous-
ly, and then we focus on deep analysis of working point.
5.3.1 Analysis of system under limit cases
For analysing the limit cases, we first performed tests for
very high capacity threshold of the servers (108 concurrent
connections) and capacity threshold in the link as assumed
in the model of video content consumption. Figure 5a
presents the success ratio (relation between successful re-
quest and all attempts) for the four investigated decision
strategies with single shortest path routing protocol. It can
be observed that the request arrival rate for which the
overload starts is in the range of 500 request/s.
In the following tests, we set to find the value of server
capacity threshold for which the servers began to be over-
loaded in the range of 500 request/s. The link capacity
threshold was infinite in all links in order to avoid over-
loaded links. Afterwards, we increased the server capacity
threshold (the same value in all the servers) until we ob-
served unsuccessful connections in the expected range,
which occurred for a threshold of 200 concurrent
connections. The results of these tests for single shortest
path routing are presented in Fig. 5b.
All the presented tests were repeated 5 times and all the
results have confidence intervals fewer than 3 % of the mean
values at the 95 % confidence level. For clarity purposes, we
do not present the confidence intervals in the figures.
As we may observe in Fig. 5b, the two latter strategies
(i.e., best server/random path and best server/best path)
offered the same results since there were no bottleneck links
in these simulations. In Fig. 5a, one could think that the
strategies “closest server/random path” and “best server/
random path” should offer the same results since the server
is not the bottleneck in these simulations; nonetheless,
“closest server” strategy makes sure that links are less used
since the selected server is often in the consumer domain
and no inter-domain link is loaded by the connection. Be-
cause of this, the results for this strategy are slightly better.
For other routing algorithms, the server load threshold
value for which server and link overload appear simulta-
neously is also in the range of 200 concurrent connections.
Therefore, in the next simulations, we set the threshold
value of server load equal to 200 concurrent connections.
Note that this value depends on the assumed scenario and
thus, only valid for the presented results.
5.3.2 Analysis of system under working point
The next results compare the four decision algorithms and
the four routing algorithms under working conditions de-
fined from analysis of limit cases. Figure 6 presents the
Table 2 Reservation and aspi-
ration levels in the simulations Strategy Parameter Reservation level (r) Aspiration level (a)
Random server/random path Not applicable
Closest server/random path Path_length r10100 a100
Best server/random path Server_load r101.0 a100.0




























































Fig. 5 Success ratio for shortest single path routing algorithm and four decision algorithms. a Server threshold0108 concurrent connections and
link threshold01 Gbps; b server threshold0200 concurrent connections and link threshold0108Gbps
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results for shortest (a) single and (b) multi path routing
algorithms, whereas Fig. 7 presents the results for best (a)
single and (b) multi path routing algorithms.
As we may observe, the shape of the curves are different
compared to those in Fig. 5. The reason is the overlap of
both overload effects: in servers and in links. The low
confidence interval of the tests (fewer than 3 % of the mean
values at the 95 % confidence level) validates the results.
The general conclusion of the results is that the increased
knowledge about links and servers improves the efficiency
of the system. Specifically, the combination of appropriate
routing algorithm together with appropriate decision algo-
rithm increases the effectiveness of the system. So, for
example, for the assumed model and scenario, best multi
path routing and best server/best path strategy ensure 90 %
of successfully delivered contents for arrival request up to
8.3×103 request/s, whereas in current Internet strategies
(shortest single path routing and random server/random path
strategy) this same percentile is obtained only for arrival
request fewer than 1.0×103 request/s.
We also observe that current CDNs strategies (single
shortest path routing and closest server/random path strate-
gy) reaches 90 % success ratio for 2×103 request/s, whereas
current Internet strategy reaches only 40 % for the same
arrival rate. Strategies which use more information about
network (as best server/best path) obtain 100 % successful
content delivery for this case.
The strategies which use dynamic (online) information of
the network and/or servers offer better results than static
information, which suggests the need of monitoring systems
in order to improve efficiency of the decision process.
However, best single path results are not much better than
shortest single path results because, in single path routing,
the decision process cannot use this information since it
cannot select the path. The efficiency for best multi path
routing is much higher, which shows the importance of
providing multi path routing protocol in networks delivering
content.
By comparing results for the random server/random path
strategy with shortest single path and shortest multi path
routing algorithms, we conclude that, in the current Internet,
multi path protocol does not introduce significant effective-
ness gain.
In general, we can say that multi path routing protocol
introduces the load balancing feature, which improves effi-




























































Fig. 6 Success ratio for the four decision algorithms and shortest path routing algorithm. Server threshold0200 concurrent connections; link


























































Fig. 7 Success ratio for the four decision algorithms and best path routing algorithm. Server threshold0200 concurrent connections; link
threshold01 Gbps. a Best SINGLE path routing algorithm; b best MULTI path routing algorithm
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link/server occurs. The same direction is followed by deci-
sion algorithms, such as best server/best path, which intro-
duce repartition of the requests between servers and paths.
Let us remark that in best server/best path algorithm, we
could tune reservation and aspiration levels obtaining a
certain gain in efficiency, but this tuning depends on the
assumed scenario and it is out of the scope of this paper.
5.3.3 Notes about the trustworthiness and reliability
of the results
The complexity of the simulations prompts the question on
the trustworthiness of the simulation process itself. We
devoted much effort to understand the behaviour of the
simulation process. After validating the correctness of our
simulations in small scenarios, we concentrated on the pos-
sible reasons which could distort the results.
The high confidence of the results (lower than 3 % of the
mean values at the 95 % confidence level) may be explained
by the wide extension of the assumed model (video content
Internet) as well as the fact that all the simulation tests
counted at least 1011 served content requests. This should
be sufficient to ensure dynamism in the states of servers and
links (empty, loaded, overloaded) are accounted for, i.e.,
both servers and links have changed state many times during
each simulation test. In order to confirm this point, we
performed tests for checking time range dependence.
For this, we analysed the behaviour of one randomly
selected server and one randomly selected link. The number
of served connections by the server through time as well as
the capacity used in the link can be considered as stochastic
processes, which are characterised by two dimensions:
space and time. With regard to the space dimension, we
assume that simulations behave as real content delivery in
the network (for simplicity purposes) and we focus on
verifying whether simulations and real networks behave
similarly over time. In real networks, there appear many
effects such as multiplexing with other traffic streams, which
substantially reduce the time dimension dependence. By “time
dimension dependence” we understand how much the state of
given server, or link, in time t influences the state in time t
+Δt. Therefore, we should check short-range dependence also
in our simulations. For this, we investigated and confirmed
that the autocorrelation function for different lags of time in
both server (number of served connections) and link (used
capacity) decays slower than exponential function.
In conclusion, we verified that the simulation process
does not enter in “loop stance” and the simulation process
is trustworthy. However, the trustworthiness of the simula-
tion process does not indicate that the results are reliable.
The reliability of the results depends on the made assump-
tions, which are numerous in the presented simulations.
Anyway, the comparison-based simulations credibly show
the importance of network level information in increasing
the efficiency of the systems. Our scope was checking
whether more information ensures efficiency gain. By the
term “ensure”, we mean that in any case fewer information
provides better results and on the other hand, more infor-
mation provides significant improvement in efficiency. The
results confirmed these two aspects.
6 Summary
The proliferation of commercial and user-generated con-
tent has fostered the establishment of various CDNs and
P2P networks and most recently, motivated research on
information-centric networking paradigm. In this paper,
we focused on designing efficient content source selec-
tion algorithm which decides the best available source
and path for serving content requests for these content
access and distribution platforms. We proposed and
evaluated the multi-criteria decision algorithm, which
exploits two closely related processes. The first process,
which operates offline in a long term, discovers multiple
content delivery paths and gathers their respective trans-
fer characteristics. The second process, which is invoked
for each content request, combines available information
about network and server condition for selecting the
best content server and delivery path.
The simulation results confirmed that the two-level algo-
rithm provides more information to the selection of server
and path. This results in a higher percentile of satisfied
content requests by improving utilisation of network and
server resources. When the number of content requests
increases, then the two-level algorithm makes feasible load
balancing in both network and servers, avoiding or slowing
down overload conditions. Load balancing is achieved also
in situations of normal load which might be an interesting
feature for network and content service operators.
Further work will focus on the effect of the parameter
setting in the efficiency gain in order to provide the best
decision algorithm in content networks. Moreover, we started
to analyse the optimization ofmulti-criteria decision algorithm
by tuning the values of reference and aspiration levels for
given set of parameters. In [46], the first results are presented.
At last, when both the set of parameters and the tuning of
reference levels are optimized, then it will be possible to study
the difference between optimum and heuristic methods.
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