ABSTRACT
INTRODUCTION
Regression is a statistical technique widely applied by researchers in many fields to describe the nature of the relationship between variables. The relationship between the variables can be positive or negative, linear or non-linear [1] . In regression, the variables are categorised into independent variable and dependent variable. The dependent variable is a response variable that can be predicted by the independent variable. Hence, the independent variable is also called predictor variable.
In various field of applications, regression models are developed to help researchers to predict certain variables based on other predictor variables [2] . Regression models are developed using many techniques such as simple linear regression, multiple linear regression, non-linear regression, non-parametric regression and multivariate regression. Regression is widely used in all branches of engineering. In construction of capital projects, accuracy in estimation of the cost during the early stages is very important. Trost & Oberlender [3] applied factor analysis and multivariate regression in predicting the accuracy of early cost estimates in construction projects. Clark [4] used multivariate non-parametric regression to predict the future state of traffic on a motorway. Goyal & Goyal [5] applied artificial neural engineering and regression in forecasting shelf life of instant coffee drink. Moreover, regression is also applied in the field of management and economics. Regression is widely used to forecast variables such as prices of raw materials, sales, interest rates, inflation rates, product demand and labour cost [6] [7] [8] [9] [10] .
A hypothesis testing procedure in the regression analysis called model utility test is conducted to verify if there is a useful relationship between the dependent variable and the predictor variable. The null hypothesis of the model utility test refers to no useful relationship between the dependent variable and the predictor variable. If null hypothesis is rejected, the predictor variable is considered to be useful in the regression model. Devore [11] stated that the regression model should not be used for further inferences such as predictions of future value or estimates of mean value unless the model utility test results in rejection of null hypothesis for a suitably small significance level of the test, α.
Therefore, model utility test is an important hypothesis testing procedure to verify if the regression model is significantly useful for further inferences. A rejection of null hypothesis in the test indicates that the regression model is significant.
The importance and usefulness of model utility test in regression analysis is well-known. Many studies related to regression included model utility test in their analysis. However, Woolston [12] reported that a prestigious international scientific journal has no longer accepted paper containing hypothesis significance testing procedure in their studies. The editorial of the journal emphasised that null hypothesis significance testing procedure is invalid. In hypothesis testing, p-value is a probability value that is used as a common index for strength of evidence. When the p-value is less than 0.05, the result is declared 'statistically significant'. When the p-value is less than 0.01, the result is declared 'very significant' [14] . The widely use of p-value eventually became the most powerful arbiter of credibility for many scientific researches such as testing the effect of genes on behaviour, the curative powers of new drugs or the health effects of pollutants [15] . Siegfried [15] emphasised that using a p-value from a study to make any conclusion has no logical basis. Siegfried [16] doubted if p-value can really help scientists to decide whether an experimental result is meaningful. However, some researchers commented that the decision of disapproving in the usage of p-value may have its own negative consequences and thus the proper use of inferential methods needs to be analysed [18] .
In view of the importance of hypothesis testing procedure in regression analysis, the model utility test in the regression analysis is further investigated in this paper. In this paper, a new technique that involves R SS(Total)=∑(y i -y ̅ ) is defined as the total sum of squares where it is the total variation.
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ESULTS AND DISCUSSION
we reject null hypothesis'. With the establishment of Theorem 1, researchers are provided with an alternative way to conduct model utility test for the regression model.
Many researchers applied regression analysis as one of the statistical techniques in their data analysis. The regression model obtained from the regression analysis can be used to make prediction of the dependent variable from the independent variables. Before the regression model can be used for forecast purpose, a test of significance is needed to validate the significance of the model. As described in Definition 2, if null hypothesis is rejected, it is concluded that the regression model is significant. In order for the null hypothesis to be rejected, researchers often use the condition 'if p-value < α, we reject null hypothesis'.
In regression analysis, coefficient of determination, usually denoted by R 2 , is also a useful statistic obtained from the regression model. The value of coefficient of determination ranges from 0 to 1. A high value of R 2 that is close to 1 shows that the independent variables included in the regression model explained well on the variation of dependent variable. Hence, a regression model with high value of R 2 is always desired by the researchers.
The Effectiveness of the Model Utility Test with p-Value Approach
It is known that model utility test is used to evaluate the significance of the regression model. Apart from the usual p-value approach in model utility test, an alternative method by using R 2 in the hypothesis testing procedure is developed in the previous section, i.e. Theorem 1. In this section, the effectiveness of the usual p-value approach in model utility test was evaluated. To perform the evaluation, Theorem 1 was applied in the case of simple linear regression model.
When a regression
model contains one dependent variable and one independent variable, the model is called simple linear regression model. A simple linear regression model can be written as y = β 0 + β 1 x 1 + ε. In the case where only one independent variable involves, k is assigned to the value of 1 in Definition 1. When simple linear regression model is applied in Theorem 1, Corollary 1 is obtained.
Corollary 1.
In model utility test of a simple linear regression model, the condition for the null hypothesis to be rejected is as follow:
where
A researcher who is working on a simple linear regression model may evaluate the significance of the model by using the model utility test. From Corollary 1, the researcher may use the usual condition 'if p-value < α, we reject null hypothesis' or the condition 'if R 2 > R 2 min , we reject null hypothesis'. It is noticed that the condition related to p-value involves the value of α while the condition related to R 2 involves the values of α and n in R were evaluated.
Results of Case Study 1.
The results are presented in Table 1 . Table  1 shows the equivalent conditions for the null hypothesis in model utility test to be rejected as stated in Corollary 1. When α = 0.01, it is noticed that a regression model is concluded to be significant when the model has a p-value that is smaller than 0.01. As stated in Corollary 1, when the condition inVolves R 2 is applied, a regression model with R 2 that is more than R 2 min can be concluded to be significant.
From Table 1 = 0.13 corresponding to n = 50 implies that a regression model that consists of 50 pairs of observed values of dependent variable and independent variable can be concluded to be a significant model if its R 2 is more than 0.13. Through this Case Study, it is found that, assuming α= 0.01 and considering n= 20 to n= 50, the values of R is affected by different values of α, that are α= 0.05 and α= 0.025. It is known that a p-value that is less than 0.05 is conventionally deemed 'statistically significant' while a p-value that is less than 0.01 is considered 'very significant' [15] . Therefore, the results for α= 0.05, 0.025, 0.01 are summarised in Figure 1 .
From Figure 1 , it is noticed that R_min^2 decreases with respect to n regardless the values of α. Through this Case Study, it is found that, by considering n= 20 to n= 50 in Corollary 1, the values of R 
DISCUSSION
When null hypothesis in the model utility test is rejected, it is concluded that the regression model is significant. Thus, there is a useful relationship between the dependent variable and the predictor variable. Most of the time, when the condition involves p-value is used, it may be decided to reject the null hypothesis when 'p-value < α'. Thus, the regression model is significant.
In Theorem 1, a condition involves R 2 for the null hypothesis to be rejected was developed. The condition involves R 2 is equivalent to the condition involves p-value.
Corollary 1 was obtained when Theorem 1 was applied in the case of simple linear regression model. Corollary 1 stated that for the null hypothesis to be rejected in model utility test, the condition 'p-value < α' is equivalent to the condition 'R 2 > R 2 min
'. This implies that a regression model that is considered to be significant should have R 2 that is more than R 2 min
. Thus, R 2 min is the minimum value of R 2 for a significant model. 
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Corollary 1 was obtained when Theorem 1 was applied in the case of simple linear regression model. Corollary 1 stated that for the null hypothesis to be rejected in model utility test, the condition 'p-value < α' is equivalent to the condition 'R 2 > 2 '. This implies that a regression model that is considered to be significant should have R 2 that is more than 2 . Thus, 2 is the minimum value of R 2 for a significant model. 
Corollary 1 was obtained when Theorem 1 was applied in the case of simple linear regression model. Corollary 1 stated that for the null hypothesis to be rejected in model utility test, the condition 'p-value < α' is equivalent to the condition 'R 2 > 2 '. This implies that a regression model that is considered to be significant should have R 2 that is more than 2 . Thus, 2 is the minimum value of R 2 for a significant model. It is known that R 2 measures the variation of the dependent variable that is explained by the regression model and the independent variable. For instant, a regression model with a value of 0.1 in R 2 shows that 10% of the variation in the dependent variable was explained by the regression model and the independent variable. The rest of the 90% of the variation in the dependent variable is unexplained. When the regression model and the independent variable explain only a small percentage of the variation in the dependent variable, the significance of the regression model is questionable. A small value of R 2 in the regression model shows that the existing model need to be improved. For example, an addition of other independent variables in the model or a nonlinear model could be considered.
A useful and significant regression model should be able to explain a large proportion of the variation in the dependent variable. A high value of R
2 in the regression model shows that the model successfully explain a large portion of the variation of the dependent variable. Thus, a significant regression model should have a high value of R 2 .
In simple linear regression model, the strength of a linear relationship between the dependent variable and the independent variable is measured by correlation coefficient, r. A reasonable rule of thumb to say a correlation is weak if the magnitude of correlation coefficient, |r|, is the range of 0-0.5, the correlation is strong if the magnitude of r is the range of 0.8-1, and moderate otherwise [11] . The square of the correlation coefficient gives the value of R 2 in simple linear regression model. Thus, for a given value of R 2 min , the corresponding |r| can be obtained. is concluded to be a significant model in model utility test. However, it was found that when a regression model that is concluded to be a significant model from the model utility test, the linear relationship between the dependent variable and the independent variable is weak (for α = 0.05 and α = 0.025) or weak to moderate (for α = 0.01) ( Table 2 ). This shows that even if the regression model is significant at α = 0.05, α = 0.025 or α = 0.01, the variables might not have a strong linear relationship.
CONCLUSION
The study in this paper shows that a regression model that is declared to be a significant model by using model utility test could not guarantee a strong linear relationship between the independent and dependent variable. This could inevitably affect the accuracy of prediction using such regression model. Therefore, it is shown that model utility test in regression is not a good technique in evaluating the significance of a regression model.
In view of the weakness in model utility test, other measures should be explored as alternatives to model utility test. With the reference to the strength of correlation in [11] , an alternative measure is recommended as follow:
•If the R 2 of a regression model is in the range of 0-0.25, the regression model is not significant. The regression model should not be used for further inferences.
•If the R 2 of a regression model is in the range of 0.64-1, the regression model is strongly significant.
•If the R 2 of a regression model is in between 0.25 and 0.64, the inferences such as predictions made from the regression model should be interpreted with caution.
In this study, a measure is recommended as an alternative to the model utility test. In future, other measures could also be explored in evaluating a regression model.
