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On Sequential Locally Repairable Codes
Wentu Song, Kai Cai and Chau Yuen
Abstract
We consider the locally repairable codes (LRC), aiming at sequential recovering multiple erasures. We define the (n, k, r, t)-
SLRC (Sequential Locally Repairable Codes) as an [n, k] linear code where any t′(≤ t) erasures can be sequentially recovered,
each one by r (2 ≤ r < k) other code symbols. Sequential recovering means that the erased symbols are recovered one by one,
and an already recovered symbol can be used to recover the remaining erased symbols. This important recovering method, in
contrast with the vastly studied parallel recovering, is currently far from understanding, say, lacking codes constructed for arbitrary
t ≥ 3 erasures and bounds to evaluate the performance of such codes.
We first derive a tight upper bound on the code rate of (n, k, r, t)-SLRC for t = 3 and r ≥ 2. We then propose two constructions
of binary (n, k, r, t)-SLRCs for general r, t ≥ 2 (Existing constructions are dealing with t ≤ 7 erasures). The first construction
generalizes the method of direct product construction. The second construction is based on the resolvable configurations and yields
SLRCs for any r ≥ 2 and odd t ≥ 3. For both constructions, the rates are optimal for t ∈ {2, 3} and are higher than most of the
existing LRC families for arbitrary t ≥ 4.
Index Terms
Distributed storage, locally repairable codes, parallel recovery, sequential recovery.
I. INTRODUCTION
To avoid the inefficiency of straightforward replication of data, various coding techniques are introduced to the distributed
storage system (DSS), among which the linear locally repairable codes, also known as locally recoverable codes (LRC) [3],
[4], attracted much attention recently. Roughly speaking, a linear LRC with locality r is an [n, k] linear code such that the
value of each coordinate (code symbol) can be computed from the values of at most r other coordinates.
In a DSS system where a LRC C is used, the information stored in each storage node corresponds to one coordinate of C.
Hence, each single node failure (erasure) can be recovered by a set of at most r other nodes. However, it is very common
that two or more storage nodes fail in the system. This problem, which has become a central focus for the LRC society, are
recently investigated by many authors (e.g. [6]−[21]). Basically, when multiple erasures occur, the recovering performance
can be heavily depends on the recovering strategy in use, say, recovering the erasures simultaneously or one by one. The
two strategies were first distinguished as parallel approach and sequential approach in [17]. Comparing with the parallel
approach, the sequential approach recovery erasures one by one and hence the already fixed erasure nodes can be used in the
next round of recovering. Potentially, for the same LRC, using the sequential approach can fix more erasures than using the
parallel approach, and hence the sequential approach is a better candidate than the parallel approach in practice. However, due
to technique difficulties, this more important approach remains far from understood, say, lacking of both code constructions
and bounds to evaluate the code performance. In contrast with the vastly studied parallel approach [6]−[16], existing work on
the sequential approach up to date are limited to dealing with t ≤ 7 erasures. For example, the case of t = 2 are considered
in [17], where the authors derived upper bounds on the code rate as well as minimum distance and also constructed a family
of distance-optimal codes based on Tura´n graphs. For the code rate, they proved that:
k
n
≤
r
r + 2
. (1)
The original version of this work [18], firstly considered the case of t = 3 and gave both constructions and code rate bounds
for t ∈ {2, 3} (in a more generalized manner of functional recovering). Of great relevance to the present work are the results
recently obtained in [20] and [21], where the authors derived a lower bound on code length n of binary code for t = 3 and
an upper bound on code rate of binary code for t = 4. A couple of optimal or high rate constructions were provided in these
two papers, say, rate-optimal codes for t ∈ {2, 3, 4}, and high rate codes for r = 2 and t ∈ {5, 6, 7}. Here, we note that, by
using orthogonal Latin squares, the authors in [20] gave an interesting construction of sequential locally recoverable codes for
any odd t ≥ 3 with rate k/n = 1/
(
1 + t−1
r
+ 1
r2
)
. Obviously, the SLRCs can deal with any t erasures and having high code
rate and are highly desired in both theory and practices.
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2A. Our Contribution
In practice, high rate LRCs are desired since they mean low storage overhead. In this work, we are interested in the high
rate LRCs for sequential recovering any t ≥ 3 erasures, by defining the (n, k, r, t)-SLRC (Sequential Locally Repairable Code)
as an [n, k] linear code in which any t′ (t′ ≤ t) erased code symbols can be sequentially recovered, each one by at most
r (2 ≤ r < k) other symbols. Our first contribution is an upper bound on the code rate for (n, k, r, t)-SLRC with t = 3 and
any k > r ≥ 2. The bound is derived by using a graph theoretical method, say, we associate each (n, k, r, t)-SLRC with a set
of directed acyclic graphs, called repair graphs, and then obtain the bound by studying the structural properties of the so-called
minimal repair graph. The sprit of this method lies in [23], [24]. For general t ≥ 5, deriving an achievable, explicit upper
bound of the rate of (n, k, r, t)-SLRC seems very challenging, and we give some discussions and conjectures on this issue.
Then we construct two families of binary (n, k, r, t)-SLRC. The first family, which contains the product of m copies of the
binary [r + 1, r] single-parity code [10] as a special case, is for any positive integers r (≥ 2) and t, and has rate
k
n
=
1∑t
s=0
1
r|suppm(s)|
,
where m is any given positive integer satisfying t ≤ 2m− 1 and suppm(s) is the support of the m-digit binary representation1
of s. The second family is constructed for any r ≥ 2 and any odd integer t ≥ 3 and is based on resolvable configurations.
This family has code rate
k
n
=
(
1 +
t− 1
r
+
⌈
1
r2
⌉)−1
,
which is the same with the Latin square-based code constructed in [20]. For t ∈ {2, 3}, the code rates of these two constructions
are optimal.
A basic and important fact revealed by our study is: the sequential approach can have much better performance than parallel
approach, e.g, for the direct product of m copies of the binary [r + 1, r] single-parity code, it can recover m erasures with
locality r by the parallel approach [10], but 2m − 1 erasures with the same locality by the sequential approach.
B. Related Work
Except that mentioned previously, most existing work focus on [n, k] linear LRCs with parallel approach. In [7], the authors
defined and constructed the (r, t+1)a code, for which each code symbol i is contained in a punctured code (local code) with
length ≤ r+ t and minimum distance ≥ t+1. Clearly, for such codes, any t erased code symbols can be recovered in parallel
by at most tr other code symbols, among which, each erased symbol can be recovered by at most r symbols. The code rate
of this family satisfies [14]
k
n
≤
r
r + t
. (2)
Another family is the codes with locality r and availability t [8], [9], for which, each code symbol has t disjoint recovering
sets of size at most r. An upper bound on the code rate of such codes is proved in [10]:
k
n
≤
1∏t
j=1(1 +
1
jr
)
. (3)
Unfortunately, for t ≥ 3, the tightness of bound (3) is not known and most of existing construction have rate ≤ r
r+t (e.g.,
see [12], [15], [16]). Constructions with rate > r
r+t are proposed only for some very special values, e.g., (n, k, r, t) =
(2r+1− 1, 2r− 1, r, r+1) [16]. The third family of parallel recovery LRC is proposed in [6], in which, for any set E ⊆ [n] of
erasures of size at most t and any i ∈ E, the ith code symbol has a recovering set of size at most r contained in [n]\E. The
fourth family, called codes with cooperative local repair, is proposed in [13] and defined by a stronger condition: each subset
of t code symbols can be cooperatively recovered from at most r other code symbols. For this family, an upper bound of the
code rate with exactly the same form as (2) is derived [13]. By far, constructing LRCs with high code rate (e.g., k
n
> r
r+t ) is
still an interesting open problem, both for parallel recovery and for sequential recovery.
C. Organization
The rest of this paper is organized as follows. In Section II, we define the (n, k, r, t)-SLRC and then present some basic
and useful facts. In section III, we first investigate the (minimal) repair graphs of the SLRC and then prove the upper bound
on the code rate of (n, k, r, t)-SLRC for t ∈ {2, 3}. Before constructing the first family of SLRC in Section V, we first study
an example in Section IV. Then, the second family of SLRC is constructed in Section VI. Finally, the paper is concluded in
Section VII.
1The m-digit binary representation of any positive integer s ≤ 2m − 1 is the binary vector (λm, λm−1, · · · , λ1) ∈ Zm2 such that s =
∑m
j=1 λj2
j−1
.
3D. Notations
For any positive integer n, [n] := {1, 2, · · · , n}. For any set A, |A| is the size (the number of elements) of A. If B ⊆ A
and |B| = t, then B is called a t-subset of A. For any real number x, ⌈x⌉ is the smallest integer greater than or equal to x.
If C is an [n, k] linear code and A ⊆ [n], then C|A denotes the punctured code by puncturing coordinates in A := [n]\A. For
any codeword x = (x1, x2, · · · , xn) ∈ C, supp(x) := {i ∈ [n];xi 6= 0} is the support of x.
II. PRELIMINARY
A. Sequential Locally repairable code (SLRC)
Let C be an [n, k] linear code over the finite field F and i ∈ [n]. A subset R ⊆ [n]\{i} is called a recovering set of i if
there exists an aj ∈ F\{0} for each j ∈ R such that xi =
∑
j∈R ajxj for all x = (x1, x2, · · · , xn) ∈ C. Equivalently, there
exists a codeword y in the dual code C⊥ such that supp(y) = R ∪ {i}.
Definition 1 (Sequential Locally Repairable Code): For any E ⊆ [n], C is said to be (E, r)-recoverable if E can be
sequentially indexed, say E = {i1, i2, · · · , i|E|}, such that each iℓ ∈ E has a recovering set Rℓ ⊆ E ∪ {i1, · · · , iℓ−1} of
size |Rℓ| ≤ r, where E := [n]\E; C is called an (n, k, r, t)-sequential locally repairable code (SLRC) (or simply (r, t)-SLRC)
if C is (E, r)-recoverable for each E ⊆ [n] of size |E| ≤ t, where r is called the locality of C.
As a special case of Definition 1, if for each E ⊆ [n] of size |E| ≤ t and each i ∈ E, i has a recovering set R ⊆ E of size
|R| ≤ r, then C is called an (n, k, r, t)-parallel locally repairable code (PLRC). This special case is first considered in [6].
By the definition, we can have r ≤ k for any (n, k, r, t)-SLRC. Throughout this paper, we assume that a recovering set R
has size 2 ≤ |R| ≤ r < k. The following equivalent form of Definition 1 will be frequently used in our paper.
Lemma 2: C is an (n, k, r, t)-SLRC if and only if for any nonempty E ⊆ [n] of size |E| ≤ t, there exists an i ∈ E such
that i has a recovering set R ⊆ [n]\E.
Proof: Let C be an (n, k, r, t)-SLRC and ∅ 6= E ⊆ [n] of size |E| ≤ t. Then by Definition 1, E can be sequentially
indexed as E = {i1, i2, · · · , i|E|} such that i1 has a recovering set R1 ⊆ [n]\E.
Conversely, for any E ⊆ [n] of size |E| ≤ t, by assumption, one can find an i1 ∈ E such that i1 has a recovering
set R1 ⊆ [n]\E. Further, since |E\{i1}| < |E| ≤ t, then by assumption, there exists an i2 ∈ E\{i1} such that i2 has a
recovering set R2 ⊆ [n]\ (E\{i1}) = E ∪ {i1}. Similarly, we can find an i3 ∈ E\{i1, i2} such that i3 has a recovering set
R3 ⊆ E ∪ {i1, i2}, and so on. Then E can be sequentially indexed as E = {i1, i2, · · · , i|E|} such that each iℓ ∈ E has a
recovering set Rℓ ⊆ E ∪ {i1, · · · , iℓ−1}. So by definition 1, C is an (n, k, r, t)-SLRC.
The following lemma gives a sufficient condition of (r, t)-SLRC, which reflects the difference between the sequential recovery
and the parallel recovery.
Lemma 3: Suppose [n] = A ∪B and A ∩B = ∅. Suppose t1, t2 ≥ 0 and C is an [n, k] linear code such that
(1) For any nonempty E ⊆ A of size |E| ≤ t1, there exists an i ∈ E such that i has a recovering set R ⊆ A\E;
(2) For any nonempty E ⊆ A of size |E| ≤ t1 + t2 + 1, there exists an i ∈ E such that i has a recovering set R ⊆ [n]\E;
(3) For any nonempty E ⊆ B of size |E| ≤ t2, there exists an i ∈ E such that i has a recovering set R ⊆ B\E;
(4) For any nonempty E ⊆ B of size |E| ≤ t1 + t2 + 1, there exists an i ∈ E such that i has a recovering set R ⊆ [n]\E.
Then C is an (r, t)-SLRC with t = t1 + t2 + 1.
Proof: We prove, by Lemma 2, that for any nonempty E ⊆ [n] of size |E| ≤ t1 + t2 + 1, there exists an i ∈ E such
that i has a recovering set R ⊆ [n]\E. Obviously, it holds when E ⊆ A or E ⊆ B (by condition (2) or (4)). So we assume
E ∩A 6= ∅ and E ∩B 6= ∅. Consider the following two cases.
Case 1: 0 < |E ∩ A| ≤ t1. By condition (1), there exists an i ∈ E such that i has a recovering set R ⊆ A\E ⊆ [n]\E.
Case 2: |E ∩ A| > t1. Since |E| ≤ t1 + t2 + 1 and A ∩ B = ∅, then 0 < |E ∩ B| ≤ t2. By condition (3), there exists an
i ∈ E such that i has a recovering set R ⊆ B\E ⊆ [n]\E.
The proof is completed by combining the above cases.
B. Repair Graph and Minimal Repair Graph
Let G = (V , E) be a directed, acyclic graph, where V is the vertex set and E is the (directed) edge set. A directed edge e
from vertex u to v is denoted by an ordered pair e = (u, v), where u is called the tail of e and v the head of e. Moreover, u
is called an in-neighbor of v and v an out-neighbor of u. For each v ∈ V , let In(v) and Out(v) denote the set of in-neighbors
and out-neighbors of v respectively. If In(v) = ∅, we call v a source; otherwise, v is called an inner vertex. Denote by S(G)
the set of all sources of G. For any E ⊆ V , let
Out(E) =
⋃
v∈E
Out(v)\E. (4)
By (4), we have E ∩ Out(E) = ∅. For any v ∈ V , denote
Out2(v) =
⋃
u∈Out(v)
Out(u)\Out(v) (5)
4i.e., Out2(v) is the set of all w ∈ V such that w is an out-neighbor of some u ∈ Out(v) but not an out-neighbor of v.
As an example, consider the graph depicted in Fig. 1, where vertices are indexed by {1, 2, · · · , 16}. Then Out(3) = {9, 10},
Out(4) = {10, 11} and Out2(3) = {13, 15, 16}. Let E = {3, 4}. Then Out(E) = {9, 10, 11}.
1 2 3 4 5 6 7 8
9 10 11 12
13 14
15 16
Fig 1. An example repair graph with n = 16, r = 2 and |S(G)| = 8.
Definition 4 (Repair Graph): Let C be an (n, k, r, t)-SLRC and G = (V , E) be a directed, acyclic graph such that V = [n].
G is called a repair graph of C if for all inner vertex i ∈ V , In(i) is a recovering set of i.
Obviously, an (n, k, r, t)-SLRC may have many repair graphs. If C is an (n, k, r, t)-SLRC, we usually use {Gλ;λ ∈ Λ} to
denote the set of all repair graphs of C, where Λ is some proper index set. It should be noted that the repair graph defined
here has subtle differences with the recovering graph defined in [10], e.g., it must be acyclic and an (n, k, r, t)-SLRC may
have many repair graphs such that for each i ∈ [n], at most one recovery set of i is considered in each repair graph. The key
ingredient of our technique is the so-called minimal repair graph as defined follows.
Let C be an (n, k, r, t)-SLRC and {Gλ;λ ∈ Λ} be the set of all repair graphs of C. Recall that for each λ ∈ Λ, S(Gλ) is
the set of all sources of Gλ. Denote
δ∗ , min{|S(Gλ)|;λ ∈ Λ}. (6)
Definition 5 (Minimal Repair Graph): A repair graph Gλ0 , λ0 ∈ Λ, is called a minimal repair graph of C if |S(Gλ0 )| = δ∗.
Remark 6: It is easy to see that any (n, k, r, t)-SLRC has at least one minimal repair graph by noticing that the set
{|S(Gλ)|;λ ∈ Λ} ⊆ [n] is finite.
III. AN UPPER BOUND ON THE CODE RATE
Before proposing the main result of this section, we need first investigate properties of the minimal repair graphs of
(n, k, r, t)-SLRC.
A. Properties of the Minimal Repair Graph
In this subsection, we always assume that C is an (n, k, r, t)-SLRC and Gλ0 = (V , E) is a minimal repair graph of C. The
following two results are of fundamental.
Lemma 7:
(n− δ∗)r ≥ |E|. (7)
Proof: By the definition, Gλ0 has n− δ∗ inner vertices and each of them has at most r in-neighbors, and hence the result
follows.
Lemma 8:
k ≤ δ∗. (8)
Proof: According to Definition 4, for each j ∈ [n], the jth code symbol of C is a linear combination of the code symbols
in In(j). In other words, the code symbols of In(j) spans the code symbols of {j} ∪ In(j). Moreover, since Gλ0 is acyclic,
then inductively, the code symbols of S(Gλ0 ) spans C, which proves k ≤ |S(Gλ0)| = δ∗.
The following is a key lemma to investigate the structure of Gλ0 .
Lemma 9: For any E ⊆ [n] of size |E| ≤ t,
|Out(E)| ≥ |E ∩ S(Gλ0)|. (9)
Proof: Suppose, on the contrary, there exists an E = {i1, i2, · · · , it′} ⊆ [n] such that |E| = t′ ≤ t and |Out(E)| <
|E∩S(Gλ0)|. By definition of (n, k, r, t)-SLRC, we can let Rℓ ⊆ E∪{i1, · · · , iℓ−1} be a recovering set of iℓ for each ℓ ∈ [t′].
We can construct a graph Gλ1 from Gλ0 by deleting and adding edges as follows: First, for each i ∈ E ∪ Out(E) and
j ∈ In(i), delete (j, i) if it is an edge of Gλ0 , and denote the resulted graph as Gλ′1 ; Second, for each iℓ ∈ E and each j ∈ Rℓ,
5add a directed edge from j to iℓ, and let the resulted graph be Gλ1 . Clearly, Gλ′1 is acyclic because Gλ0 is acyclic. Moreover,
since Rℓ ⊆ E ∪ {i1, · · · , iℓ−1} for each ℓ ∈ [t′], then by construction, Gλ1 is also acyclic.
We declare that Gλ1 is a repair graph of C and |S(Gλ1 )| < |S(Gλ0 )|, which contradicts to the minimality of Gλ0 .
In fact, by construction, S(Gλ1 ) = (S(Gλ0)\E) ∪ Out(E). Then for each inner node i of Gλ1 , we have the following two
cases:
Case 1: i ∈ E. Then i = iℓ for some ℓ ∈ [t′] and by the construction of Gλ1 , In(i) = Rℓ is a recovering set of i.
Case 2: i is an inner vertex of Gλ0 and i /∈ Out(E). Then considering Gλ0 , In(i) ⊆ E = [n]\E is a recovering set of i.
So In(i) is always a recovering set of i. Hence, Gλ1 is a repair graph of C.
On the other hand, note that by definition, S(Gλ0 ) ∩ Out(E) = ∅ and E ∩ Out(E) = ∅. So if we assume that |Out(E)| <
|E ∩ S(Gλ0)|, then we have
|S(Gλ1 )| = |(S(Gλ0 )\E) ∪ Out(E)|
= |(S(Gλ0 )\E)|+ |Out(E)|
= |(S(Gλ0 )| − |E ∩ S(Gλ0 )|+ |Out(E)|
< |S(Gλ0 )|, (10)
which completes the proof.
The following example illustrates the construction of Gλ1 in the proof of Lemma 9.
Example 10: Consider the graph in Fig. 1, which we denote as Gλ0 here. Suppose it is a repair graph of a (r = 2, t = 3)-
SLRC. We can see that {2, 3} is a recovering set of 9, {3, 4} is a recovering set of 10, and etc.
Let E = {2, 3, 9} and assume the recovering sets of 2, 3 and 9 are {1, 10}, {12, 13} and {11, 14}, respectively. Then we
can construct a graph Gλ1 as follows. Since Out(E) = {10}, thus, in the first step, we delete edges (2, 9), (3, 9), (3, 10) and
(4, 10); and in the second step, we add edges (1, 2), (10, 2), (12, 3), (13, 3), (11, 9) and (14, 9). The resulted graph Gλ1 is
shown in Fig. 2. We can see that |S(Gλ1)| = |(S(Gλ0 )\E) ∪ Out(E)| = |{1, 4, 5, 6, 7, 8, 10}| = 7 < 8 = |S(Gλ0)|. So the
graph in Fig. 1 is not a minimal repair graph.
1 2 3 4 5 6 7 8
9 10 11 12
13 14
15 162 3 9
× ×
×
Fig 2. Construction of Gλ1 from the graph in Fig. 1.
The following two corollaries give some explicit structural properties of the minimal repair graphs of (n, k, r, t)-SLRC.
Corollary 11: If t ≥ 3, for any v ∈ S(Gλ0), the following hold:
1) |Out(v)| ≥ 1.
2) If Out(v) = {v′}, then Out2(v) = Out(v′) 6= ∅.
3) If Out(v) = {v1} and Out(v1) = {v2}, then Out(v2) 6= ∅.
4) If Out(v) = {v1} and Out(v1) = {v2}, then |Out(u)| ≥ 2 for any source u ∈ In(v2).
5) If v, w are two distinct sources and |Out(v)| = |Out(w)| = 1, then Out(v) 6= Out(w).
Proof: We can prove all claims by contradiction.
1) Suppose otherwise |Out(v)| = 0. Let E = {v}. Then, |Out(E)| = |Out(v)| = 0 < 1 = |{v}| = |E ∩ S(Gλ0 )|, which
contradicts to Lemma 9.
2) Since Gλ0 is acyclic and Out(v) = {v′}, then from (5), Out2(v) = Out(v′). If Out(v′) = ∅, then by letting E = {v, v′},
we have |Out(E)| = |∅| = 0 < 1 = |{v}| = |E ∩ S(Gλ0 )|, which contradicts to Lemma 9.
3) If Out(v2) = ∅, then by letting E = {v, v1, v2}, we have |Out(E)| = |∅| = 0 < 1 = |{v}| = |E ∩ S(Gλ0 )|, which
contradicts to Lemma 9.
4) By assumption, we can see that u 6= v. Suppose otherwise |Out(u)| = 1. Then Out(u) = {v2} since u ∈ In(v2). Let
E = {v, v1, u}. We have |Out(E)| = |{v2}| = 1 < 2 = |{v, u}| = |E ∩ S(Gλ0)|, which contradicts to Lemma 9.
5) Suppose otherwise Out(v) = Out(w) = {v1}. Let E = {v, w}. Then we have |Out(E)| = |{v1}| = 1 < 2 = |{v, w}| =
|E ∩ S(Gλ0)|, which contradicts to Lemma 9.
We give in the below an example and a counterexample of minimal repair graph that can be verified by Corollary 11.
Example 12: Consider the repair graph Gλ0 in Fig. 3, where the vertex set is V = {1, 2, · · · , 15}. We can check that
|Out(E)| ≥ |E ∩ S(Gλ0)| for each E ⊆ [n] of size |E| ≤ t. Corresponding to items 1)−5) of Corollary 11, we can check:
61) For every v ∈ S(Gλ0), |Out(v)| ≥ 1.
2) For v = 5 and v′ = 10, we have Out(v) = {v′} and Out2(v) = Out(v′) = {12, 13}.
3) For v = 1, v1 = 8 and v2 = 11, we have Out(v) = {v1}, Out(v1) = {v2} and Out(v2) = {14}.
4) For v = 1, v1 = 8 and v2 = 11, we have u = 6 ∈ In(v2) is a source and |Out(u)| = |{10, 11}| ≥ 2.
5) For v = 1 and w = 5, we have |Out(v)| = |Out(w)| = 1 and Out(v) = {8} 6= Out(w) = {10}.
1 2 3 4 5 6 7
8 9
10
11
12
13
14 15
Fig 3. An example repair graph Gλ0 = (V , E), where V = {1, 2, · · · , 15}.
Example 13: Any one of the following five observations, which violates the corresponding five cases of Lemma 11, can
show that the graph in Fig. 1 is not a minimal repair graph.
1) For the source v = 1, we have Out(1) = ∅.
2) For the source v = 2, we have Out(2) = {9} and Out(9) = ∅.
3) For the source v = 5, we have Out(5) = {11}, Out(11) = {13} and Out(13) = ∅.
4) For the source v = 6, we have Out(6) = {12}, Out(12) = {14} and there is another source u = 8 ∈ In(14) such that
Out(8) = {14}.
5) For the two sources v = 6 and w = 7, we have Out(6) = Out(7) = {12}.
Remark 14: In Corollary 11, claim 1) holds for all t ≥ 1, since the contradiction is derived from a subset E of size 1. And
claims 2), 5) hold for all t ≥ 2 since the contradictions are derived from subsets of size 2.
Corollary 15: Suppose t ≥ 3 and v ∈ S(Gλ0 ) such that Out(v) = {v1, v2}. Then the following hold:
1) Out(v1) 6= ∅ or Out(v2) 6= ∅.
2) If {v1} = Out(u) for some source u, then Out(v2) 6= ∅.
3) If {v1} = Out(u) for some source u, then |Out(w)| ≥ 2 for any source w ∈ In(v2).
Proof: All the claims can be proved by assuming the converse and choosing a proper E as in the proof of Lemma 11
and then derive a contradiction.
1) Suppose otherwise Out(v1) = Out(v2) = ∅. We let E = {v, v1, v2} and have |Out(E)| = |∅| = 0 < 1 = |{v}| =
|E ∩ S(Gλ0)|, which contradicts to Lemma 9.
2) Suppose otherwise Out(v2) = ∅. Similarly, we can get a contradiction by letting E = {u, v, v2}.
3) Suppose otherwise there exist a source w such that Out(w) = {v2}. A contradiction can be obtained by letting E =
{u, v, w}.
We give in the below an example and a counterexample of minimal repair graph that can be verified by Corollary 15.
Example 16: Again consider the repair graph Gλ0 in Fig. 3. Let v = 3, v1 = 8 and v2 = 9. Then v ∈ S(Gλ0 ) and
Out(v) = {v1, v2}. Corresponding to items 1)−3) of Corollary 15, we can check:
1) Out(v1) = Out(v2) = {11} 6= ∅.
2) For u = 1, we have {v1} = Out(u) and Out(v2) = {11} 6= ∅.
3) For w = 4, we can see that w ∈ In(v2) is a source and |Out(w)| = {9, 10, 12}| ≥ 2.
Example 17: Let G be a repair graph as shown in Fig. 4. Then any one of the following three observations, which violates
the corresponding three cases of Corollary 15, can show that G is not a minimal repair graph.
1) There exists a source v = 5 such that Out(v) = {9, 10} and Out(9) = Out(10) = ∅.
2) There exists a source v = 2 such that Out(2) = {7, 8}, and a source u = 1 such that Out(1) = {7} and Out(8) = ∅.
3) There exist three sources v = 2, u = 1 and w = 3 such that Out(2) = {7, 8}, Out(1) = {7} and Out(3) = {8}.
B. Upper Bound on the Code Rate for (n, k, r, 3)-SLRC
In this subsection, we assume C is an (n, k, r, 3)-SLRC and Gλ0 = (V , E) is a minimal repair graph of C. Recall that S(Gλ0 )
is the set of all sources of Gλ0 . We divide S(Gλ0 ) into four subsets as follows.
A = {v ∈ S(Gλ0); |Out(v)| ≥ 3}, (11)
B = {v ∈ S(Gλ0 ); |Out(v)| = 2}, (12)
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Fig 4. An example repair graph with n = 12 and r = 2.
C1 = {v ∈ S(Gλ0 ); |Out(v)| = 1 and |Out2(v)| = 1} (13)
and
C2 = {v ∈ S(Gλ0); |Out(v)| = 1 and |Out2(v)| ≥ 2}. (14)
Clearly, A,B,C1 and C2 are mutually disjoint. Moreover, by 1), 2) of Corollary 11, S(Gλ0 ) = A ∪B ∪C1 ∪ C2. Hence,
δ∗ = |S(Gλ0)| = |A|+ |B|+ |C1|+ |C2|. (15)
We define three types of edges of Gλ0 , denoted by red edge, green edge and blue edge respectively, as follows.
Firstly, an edge is called a red edge if its tail is a source. For each v ∈ S(Gλ0), let Ered(v) be the set of all red edges whose
tail is v and denote
Ered =
⋃
v∈S(Gλ0)
Ered(v).
Then Ered is the set of all red edges. Clearly, |Ered(v)| = |Out(v)| and Ered(w) ∩ Ered(v) = ∅ for any source w 6= v. So by
(11)−(14), we have
|Ered| =
∑
v∈S(Gλ0)
|Out(v)| ≥ 3|A|+ 2|B|+ |C1|+ |C2|. (16)
Secondly, an edge is called a green edge if its tail is the unique out-neighbor of some source in C1∪C2. For each v ∈ C1∪C2,
let Egreen(v) be the set of all green edges whose tail is the unique out-neighbor of v. Clearly, |Egreen(v)| = |Out2(v)|. Let
Egreen =
⋃
v∈C1∪C2
Egreen(v)
be the set of all green edges. Note that if v 6= w ∈ C1 ∪ C2, then by 5) of Corollary 11, v′ 6= w′, where v′(resp. w′) is the
unique out-neighbor of v(resp. w). So Egreen(v) ∩ Egreen(w) = ∅. Hence, by (13) and (14),
|Egreen| =
∑
v∈C1∪C2
|Out2(v)| ≥ |C1|+ 2|C2|. (17)
Thirdly, suppose e ∈ E is not a green edge and v ∈ B ∪ C1. e is called a blue edge belonging to v if one of the following
two conditions hold:
(a) v ∈ B and the tail of e belongs to Out(v).
(b) v ∈ C1 and the tail of e belongs to Out2(v).
Let Eblue(v) be the set of all blue edges belonging to v and let
Eblue =
⋃
v∈B∪C1
Eblue(v)
be the set of all blue edges. Then we have the following lemma.
Lemma 18: The number of blue edges is lower bounded by
|Eblue| ≥
|B|+ |C1|
r
. (18)
Proof: It is sufficient to prove : i) For each v ∈ B ∪C1, there exists at least one blue edge belonging to v; and ii) Each
blue edge belongs to at most r different v ∈ B ∪ C1. To prove these two statements, we will use the definition of red edge,
green edge and blue edge repeatedly.
We first prove i) by considering the cases of v ∈ B and v ∈ C1.
Let v ∈ B, and we look for a blue edge belonging to v. In this case, by (12), we can assume Out(v) = {v1, v2} (see
Fig. 5(a)). Then, by 1) of Corollary 15, Out(v1) 6= ∅ or Out(v2) 6= ∅. Without loss of generality, assume Out(v1) 6= ∅ and
v3 ∈ Out(v1). Consider (v1, v3). If it is not a green edge, then by definition, it is a blue edge belonging to v. So we assume
8that (v1, v3) is a green edge. Then by definition, {v1} = Out(u) for some u ∈ C1 ∪ C2. By 2) of Corollary 15, Out(v2) 6= ∅
and we can let v4 ∈ Out(v2), as illustrated in Fig. 5(a). Consider (v2, v4). By 3) of Corollary 15, |Out(w)| ≥ 2 for any source
w ∈ In(v2), which implies (v2, v4) is not a green edge. So (v2, v4) is a blue edge belonging to v. Hence, for each v ∈ B, we
can always find a blue edge belonging to v.
u v w
v1 v2
v3 v4
(a)
v u
v1
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Fig 5. Two local graphs.
Now, let v ∈ C1 and we look for a blue edge belonging to v. By (13), we can assume Out(v) = {v1} and Out2(v) = {v2} (see
Fig.5(b)). By 3) of Corollary 11, we have Out(v2) 6= ∅. Let v3 ∈ Out(v2). Note that by 4) of Corollary 11, |Out(u)| ≥ 2 for
any source u ∈ In(v2) (see Fig. 5(b) as illustration), which implies (v2, v3) is not a green edge. So (v2, v3) is a blue edge
belonging to v. Hence, for each v ∈ C1, we can always find a blue edge belonging to v.
By the above discussion, statement i) holds.
Let (u′, u′′) be a blue edge and S be the set of all v ∈ B ∪ C1 such that (u′, u′′) belongs to v. To prove statement ii), we
prove that there is an injection, namely ϕ, from S to In(u′). Then ii) follows from the fact that In(u′) has size at most r. The
injection of ϕ(v) can be constructed as follows: If v ∈ B, simply let ϕ(v) = v. If v ∈ C1, let ϕ(v) = v′, where {v′} = Out(v).
It is easy to see that ϕ(v) is an injection (noticing 5) of Corollary 11), which completes the proof of statement ii).
Example 19: Consider the repair graph in Fig. 3. We have A = {2, 4, 7}, B = {3, 6}, C1 = {1} and C2 = {5}, and the
edges with tails from 1 to 7 are red edges, as illustrated in Fig. 6.
Moreover, one can check that Egreen(1) = {(8, 11)} and Egreen(5) = {(10, 12), (10, 13)}. As for blue edges, since 1 ∈ C1 and
11 ∈ Out2(1), then (11, 14) ∈ Eblue(1); Since 11 ∈ Out(6) and 6 ∈ B, then (11, 14) ∈ Eblue(6); Since 3 ∈ B and 9 ∈ Out(3),
then (9, 11) ∈ Eblue(3). One can check that Eblue(1) = Eblue(6) = {(11, 14)} and Eblue(3) = {(9, 11)}. The green edges and
blue edges are also illustrated in Fig. 6.
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Fig 6. Illustration of red edge, green edge and blue edge of minimal repair graph.
Now, we can propose our main theorem of this section.
Theorem 20: For (n, k, r, 3)-SLRC, we have 2
k
n
≤
(
r
r + 1
)2
. (19)
2In the original version [18] of this paper, bound (19) was presented equivalently in terms of the code length as n ≥ k +
⌈
2k+⌈k
r
⌉
r
⌉
.
9Proof: By definition, we can easily see that Ered, Egreen and Eblue are mutually disjoint. Then by (15)-(18), we have
|E| ≥ |Ered|+ |Egreen|+ |Eblue|
≥ (3|A|+ 2|B|+ |C1|+ |C2|)
+ (|C1|+ 2|C2|) +
|B|+ |C1|
r
= 2(|A|+ |B|+ |C1|+ |C2|)
+ (|A|+ |C2|+
|B|+ |C1|
r
)
= 2δ∗ +
r|A| + r|C2|+ |B|+ |C1|
r
≥ 2δ∗ +
|A|+ |C2|+ |B|+ |C1|
r
= 2δ∗ +
δ∗
r
.
That is, |E| ≥ 2δ∗ + δ
∗
r
. Combining this with Lemma 7, we have
(n− δ∗)r ≥ |E| ≥ 2δ∗ +
δ∗
r
.
So
(n− δ∗)r ≥ 2δ∗ +
δ∗
r
.
Solving n from the above equation, we have
n ≥ δ∗ +
2δ∗ + δ
∗
r
r
. (20)
By Lemma 8, δ∗ ≥ k. So (20) implies that
n ≥ k +
2k + k
r
r
= k
(
1 +
2
r
+
1
r2
)
= k
(
r + 1
r
)2
.
Hence,
k
n
≤
(
r
r + 1
)2
,
which proves the theorem.
We will later construct two families of (n, k, r, 3)-SLRCs achieving (19) and hence show the tightness of this bound.
C. Code Rate for (n, k, r, 2)-SLRC
In this subsection, we give a new proof of the bound (1) for the (n, k, r, 2)-SLRC using the similar techniques as in
Subsection B. Assume that C is an (n, k, r, 2)-SLRC and Gλ0 = (V , E) is a minimal repair graph of C.
Proof of Bound (1): By Remark 14 and 1) of Corollary 11, each source of Gλ0 has at least one out-neighbor. Let A be
the set of sources that has only one out-neighbor and let Ered be the set of all edges e, called red edges, such that the tail of
e is a source. Then the number of red edges is
|Ered| ≥ |A|+ 2|S(Gλ0)\A| = 2δ∗ − |A|. (21)
For each v ∈ A, let v′ be the unique out-neighbor of v and Egreen(v) be the set of all edges whose tail is v′. By Remark 14
and 2) of Corollary 11, Out2(v) = Out(v′) 6= ∅. So |Egreen(v)| = |Out(v′)| ≥ 1. Let Egreen be the set of all green edges. For
any two different v1, v2 ∈ A, let v′1, v′2 be the unique out-neighbor of v1, v2, respectively. By Remark 14 and 5) of Corollary
11, v′1 6= v′2. So Egreen(v1) ∩ Egreen(v2) = ∅. Hence,
|Egreen| =
∣∣∣∣∣
⋃
v∈A
Egreen(v)
∣∣∣∣∣ =
∑
v∈A
|Egreen(v)| ≥ |A|. (22)
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Clearly, Ered ∩ Egreen = ∅. Then by (21) and (22),
|E| ≥ |Ered|+ |Egreen| ≥ 2δ
∗.
On the other hand, by Lemma 7,
(n− δ∗)r ≥ |E|.
So (n− δ∗)r ≥ 2δ∗, which implies n ≥ δ∗ + 2δ
∗
r
≥ k + 2k
r
(Lemma 8). Hence, k
n
≤ r
r+2 , which completes the proof.
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Fig 7. (a) The index set of Z33, where (i3, i2, i1) is simply written as i3i2i1; (b) The recovering sets R1,· · ·, R7 of α1,· · ·, α7, where R1={(000), (002)},
R2={(010), (011)}, R3={(020), (021)}, R4={(011), (211)}, R5={α2, (212)}, R6={(021), (221)} and R7={α3, (222)} drawn in heavy lines.
IV. AN EXAMPLE OF SLRC
In order to have a better understanding of the binary (r, t)-SLRC constructed in the next section, we give an example in
this section. Let r = 2, m = 3 and C be the product code of m copies of the binary [r + 1, r] single parity check code. Then
C has length n = (r + 1)3 = 27 and dimension k = r3 = 8. It is convenient to use Z33 = {(i3, i2, i1); i1, i2, i3 ∈ Z3} instead
of [n] as the index set of the coordinates of C, and let Z32 = {(i3, i2, i1); i1, i2, i3 ∈ Z2} be the information set of C. Here,
Z3 = {0, 1, 2} and Z2 = {0, 1} are simply viewed as two sets and Z2 ⊆ Z3 (no algebraic meaning is considered here).
The index set Z33 is depicted in Fig. 7(a). By definition, each code symbol (coordinate) of C can be recovered by all the
other symbols on the same (red, green or blue) line. Hence, each code symbol of C has m = 3 disjoint recovering sets (red,
green and blue) of size r = 2, and C can recover any 3 erasures by parallel recovery. However, we can prove (see details in
the next section) that it can recover any t = 2m− 1 = 7 erasures by sequential recovery. For example, consider an erasure of 7
code symbols, say, E = {α1, · · · , α7}, where α1 = (001), α2 = (012), α3 = (022), α4 = (111), α5 = (112), α6 = (121) and
α7 = (122), as illustrated in Fig. 7(b). We can select a sequence of recovering sets R1 = {(000), (002)}, R2 = {(010), (011)},
R3 = {(020), (021)}, R4 = {(011), (211)}, R5 = {α2, (212)}, R6 = {(021), (221)} and R7 = {α3, (222)} (see Fig. 7(b)). It
is easy to check that R1, · · · , R7 sequentially repair {α1, · · · , α7}.
In general, by puncturing C properly, we can obtain (r, t)-SLRC for any t ∈ {1, 2, · · · , 6}. As an example, we construct an
(r, 5)-SLRC as follows. For each j ∈ Z2 = {0, 1}, let
Aj = {(j, i2, i1); i2, i1 ∈ Z3}
and let
A = A0 ∪ A1,
B = {(2, i2, i1); i2 ∈ Z2 and i1 ∈ Z3}
= {(200), (201), (202), (210), (211), (212)}.
Let Ω = A ∪B, as depicted in Fig. 8. Then, the punctured code C|Ω is an (n′, k, r, 5)-SLRC, with n′ = |Ω| = 24.
In fact, one can see that the following items hold.
i) For any nonempty E ⊆ A of size |E| ≤ t1 = 3, there exists an α ∈ E such that α has a recovering set R ⊆ A\E.
ii) For any nonempty E ⊆ A of size |E| ≤ t = 5, there exists an α ∈ E such that α has a recovering set R ⊆ Ω\E.
iii) For any nonempty E ⊆ B of size |E| ≤ t2 = 1, there exists an α ∈ E such that α has a recovering set R ⊆ B\E.
iv) For any nonempty E ⊆ B of size |E| ≤ t = 5, there exists an α ∈ E such that α has a recovering set R ⊆ Ω\E.
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In the above, items i), iii), iv) can be easily verified. For example, one can see that the punctured codes C|A0 and C|A1 are
both (r, 3)-SLRC and C|B is a (r, 1)-SLRC, hence i) and iii) hold. From Fig. 8, one can see that each (2, i2, i1) ∈ B has a
recovery set (red line) R = {(0, i2, i1), (1, i2, i1)} ⊆ A, hence iv) holds. To prove ii), we consider the following two cases:
1) E ⊆ A0 or E ⊆ A1. Without loss of generality, assume E ⊆ A1. If E ⊆ {(120), (121), (122)}, then each (1, 2, i) ∈
E has a recovery set (green line) R = {(1, 0, i), (1, 1, i)} ⊆ Ω\E; Otherwise, there exists a (1, i2, i1) ∈ E ∩
{(100), (101), (102), (110), (111), (112)} which has a recovery set (red line) R = {(0, i2, i1), (2, i2, i1)} ⊆ Ω\E.
2) E∩A0 6= ∅ and E∩A1 6= ∅. Since |E| ≤ 5, then |E∩A0| ≤ 3 or |E∩A1| ≤ 3. Note that both C|A0 and C|A1 are (r, 3)-
SLRCs, by Lemma 2, there exists an α ∈ E and j ∈ {0, 1} such that α has a recovering set R ⊆ Aj\E ⊆ A\E ⊆ Ω\E.
Then, by Lemma 3, C|Ω is an (n′, k, r, 5)-SLRC. The generalization of this example as well as the formal proof will be given
in the next section.
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Fig 8. Graphical illustration of a subset of Z33.
V. CONSTRUCTION OF (n, k, r, t)-SLRC
In this section, we construct a family of binary (n, k, r, t)-SLRC for any positive integers r (≥ 2) and t. It will be shown
that the code rate of this family is greater than r
r+t , and in particular, for t ∈ {2, 3}, it achieves the bounds (1) and (19),
respectively.
We first need introduce some notations. For any positive integers r and m, where r ≥ 2, let Zr = {0, 1, · · ·, r − 1} and
Zmr = {(im, im−1, · · ·, i1); im, im−1, · · ·, i1 ∈ Zr}. Here, Zr is simply viewed as a set (without any algebraic meaning). So
Zr ⊆ Zr+1 = {0, 1, · · · , r − 1, r}. We will use α, β, γ, etc, to denote elements (points) of Zmr+1. Note that by the notation,
for each α = (im, im−1, · · ·, i1) ∈ Zr and ℓ ∈ [m], iℓ is the ℓth coordinate of α from the right.
For each α = (im, im−1, · · ·, i1) ∈ Zmr+1, we let
U(m)(α) = {ℓ ∈ [m]; iℓ = r}, (23)
and
T(m)(α) = {ℓ ∈ [m]; iℓ ∈ Zr}. (24)
Further, we let
L(m)(α)={(jm, jm−1, · · ·, j1)∈Z
m
r ; jℓ= iℓ, ∀ℓ∈T(m)(α)}. (25)
Clearly, U(m)(α) ∩ T(m)(α) = ∅ and U(m)(α) ∪ T(m)(α) = [m]. Moreover, for each α ∈ Zmr+1\Zmr , U(m)(α) 6= ∅ and
L(m)(α) 6= ∅. In particular, if α = (r, r, · · · , r), then U(m)(α) = [m] and L(m)(α) = Zmr .
As an example, let r = 2, m = 6 and α = (1, 0, 2, 1, 1, 2) ∈ Z63. Then U(m)(α) = {4, 1}, T(m)(α) = {6, 5, 3, 2} and
L(m)(α) = {(1, 0, i4, 1, 1, i1); i4, i1 ∈ Z2} = {(1, 0, 0, 1, 1, 0), (1, 0, 0, 1, 1, 1), (1, 0, 1, 1, 1, 0), (1, 0, 1, 1, 1, 1)}.
Note that for any integer s such that 0 ≤ s ≤ 2m − 1, s has a unique m-digit binary representation, say (λmλm−1 · · ·λ1).
That is, (λm, λm−1, · · ·, λ1)∈{0, 1}m and s =
∑m
ℓ=1 λℓ2
ℓ−1
. Denote by suppm(s) the support of (λm, λm−1, · · ·, λ1). Let
Γ(m)s ={α∈Z
m
r+1;U(m)(α)=suppm(s)} (26)
and
Ω(m)s =
s⋃
ℓ=0
Γ
(m)
ℓ . (27)
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For example, suppose r = 2, m = 6 and s = 22. Then (010110) is the unique 6-digit binary representation of s and
suppm(s) = {5, 3, 2}. From (26), we have Γ(6)22 = {(i6, 2, i4, 2, 2, i1); i6, i4, i1 ∈ Z2}.
Clearly, Γ(m)0 ,Γ
(m)
1 , · · · ,Γ
(m)
2m−1 are mutually disjoint and |Γ(m)s | = rm−|suppm(s)|, for s = 0, 1, · · · , 2m − 1. In particular,
|Γ
(m)
0 | = r
m and |Γ(m)2m−1| = 1. Moreover, by definition, we have Ω
(m)
0 = Γ
(m)
0 = Z
m
r and Ω
(m)
2m−1 = Z
m
r+1.
For any positive integers r (≥ 2) and t, we can always pick an integer m such that t ≤ 2m − 1 and, using the above
notations, define a matrix H(m)t = (hα,β) satisfying the following two properties.
(1) The rows of H(m)t are indexed by Ω(m)t \Ω(m)0 and the columns of H(m)t are indexed by Ω(m)t ;
(2) For each α ∈ Ω(m)t \Ω(m)0 and β ∈ Ω(m)t ,
hα,β =
{
1, if β ∈ L(m)(α) ∪ {α};
0, Otherwise.
(28)
It should be noted that, H(m)t = (hα,β) is an h× n binary matrix, where h =
∣∣∣Ω(m)t \Ω(m)0 ∣∣∣, n = ∣∣∣Ω(m)t ∣∣∣. The sub-matrix
of H(m)t , formed by the columns indexed by Ω
(m)
t \Ω
(m)
0 , is a permutation matrix. Hence, rank
(
H
(m)
t
)
= h.
Theorem 21: Let C(m)t be the binary code that has a parity check matrix H
(m)
t . Then C
(m)
t is an (n, k, r, t)-SLRC with
n = rm
t∑
s=0
1
r|suppm(s)|
(29)
and
k = rm. (30)
Hence, the code rate of C(m)t is
k
n
=
1∑t
s=0
1
r|suppm(s)|
, (31)
where r (≥ 2) and t are any positive integers and m is any integer satisfying t ≤ 2m − 1.
Remark 22: We have some remarks about the construction.
1) The example codes given in the last section are just C(m)t for r = 2, m = 3 and t = 7, 5 respectively. In general, for
t = 2m − 1, it is easy to check that Ω(m)2m−1 = Zmr+1 and C
(m)
2m−1 is the product of m copies of the [r + 1, r] binary code.
If t < 2m − 1, then C(m)t is the punctured code of C
(m)
2m−1 with respect to Ω
(m)
t .
2) For t ∈ {2, 3}, we can let m = 2 and from (31), the code rates of our construction are r
r+2 and
(
r
r+1
)2
respectively,
which are optimal according to (1) and (19). For t ≥ 4, by (31), the code rate of C(m)t is higher than rr+t for all r ≥ 2.
3) It was shown in [10] that C(m)2m−1 has locality r and availability m, which implies that it can recover m erasures with
locality r using the parallel approach. In contrast, by Theorem 21, it can recover t = 2m−1 erasures with the same locality
when using the sequential approach, which is a significant advantage of the product code for the sequential recovery. In
particular, the product of two copies of the [r+1, r] binary code is not optimal (in rate) among codes with locality r and
availability t = 2 [12], but optimal among (r, t = 3)-SLRCs.
In the rest of this section, we will prove Theorem 21. To prove that C(m)t is an (r, t)-SLRC, we will prove a more general
claim, say, for any binary linear code C, if C has a parity check matrix H which contains all rows of H(m)t (not necessarily
H = H
(m)
t ), then C is an (r, t)-SLRC. We first make some clarifications on the construction by two simple remarks.
Remark 23: Let C be a binary linear code. If the code symbols of C are indexed by Ω(m)t , then, by construction of H
(m)
t ,
C has a parity check matrix which contains all rows of H(m)t if and only if for each α ∈ Ω
(m)
t \Ω
(m)
0 ,
xα =
∑
β∈L(m)(α)
xβ . (32)
If the code symbols of C are indexed by S, where S 6= Ω(m)t , then C has a parity check matrix which contains all rows of
H
(m)
t if and only if there is a bijection ψ : Ω(m)t → S such that for each α ∈ Ω(m)t \Ω(m)0 ,
xψ(α) =
∑
β∈L(m)(α)
xψ(β). (33)
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Remark 24: Since 1 ≤ t ≤ 2m − 1, we can find a m0 ∈ [m] such that 2m0−1 − 1 < t ≤ 2m0 − 1. Let t1 = 2m0−1 − 1 and
t2 = t− t1 − 1. Then 0 ≤ t2 ≤ t1 ≤ 2m−1 − 1 and Ω(m)t can be partitioned into two disjoint nonempty subsets
A = Ω
(m)
t1
=
t1⋃
s=0
Γ(m)s
and
B = Ω
(m)
t \A =
t⋃
s=t1+1
Γ(m)s .
Moreover, noticing that suppm(s) ⊆ {1, 2, · · ·,m0 − 1} for 0 ≤ s ≤ t1, then A can be partitioned into r mutually disjoint
nonempty subsets, according to the values of the m0th coordinate (from the right) of its elements, as follows.
Aj = {(im, im−1, · · · , i1) ∈ A; im0 = j}, ∀j ∈ Zr.
In the following, if there is no other specification, we always assume that C is a binary linear code and has a parity check
matrix which contains all rows of H(m)t . Without loss of generality, we assume that the code symbols of C are indexed by
Ω
(m)
t . To prove Theorem 21, we need the following three lemmas.
Lemma 25: Suppose m > 1. With notations in Remark 24, the following hold.
1) For each j∈Zr , the punctured code C|Aj has a parity check matrix which contains all rows of H(m−1)t1 .
2) If t2 ≥ 1, the punctured code C|B has a parity check matrix which contains all rows of H(m−1)t2 .
Proof: For each j ∈ Zr+1 = {0, 1, · · · , r}, let
ψj : Z
m−1
r+1 → Z
m
r+1
be such that ψj(α) = (im−1,· · ·, im0 , j, im0−1,· · ·, i1) for each α ∈ (im−1,· · ·, im0 , im0−1,· · ·, i1) ∈ Zm−1r+1 . That is, ψj(α) is
obtained by inserting j as a coordinate between the (m0−1)th and m0th coordinate (from the right) of α.
1) For each j ∈ Zr , it is a mechanical work to check that ψj induces a bijection between Ω(m−1)t1 and Aj such that for
each α ∈ Ω(m−1)t1 \Ω
(m−1)
0 ,
L(m)(ψj(α)) = {ψj(β);β ∈ L
(m−1)(α)}.
Since C has a parity check matrix containing all rows of H(m)t , then by (32), we have
xψj(α) =
∑
β′∈L(m)(ψj(α))
xβ′
=
∑
β∈L(m−1)(α)
xψj(β).
Hence, by Remark 23, C|Aj has a parity check matrix which contains all rows of H
(m−1)
t1
.
2) Recall that t1 = 2m0−1 − 1. Then for each s ∈ {t1 + 1, t1 + 2, · · · , t}, we have
suppm(s) = suppm−1(s′) ∪ {m0},
where s′ = s − 2m0−1 ∈ {0, 1, · · · , t2}. So similar to 1), we can check that ψr induces a bijection between Ω(m−1)t2 and
B = Ω
(m)
t \Ω
(m)
t1
such that for each α ∈ Ω(m−1)t2 \Ω
(m−1)
0 ,
xψr(α) =
∑
β∈L(m−1)(α)
xψr(β).
Hence, by Remark 23, C|B has a parity check matrix which contains all rows of H(m−1)t2 .
For each α=(im, im−1, · · ·, i1)∈Zmr+1 and ℓ∈ [m], let
L(ℓ)α ={(im, · · ·, iℓ+1, i
′
ℓ, iℓ−1, · · ·, i1); i
′
ℓ∈Zr+1}. (34)
That is, L(ℓ)α consists of α as well as the points in Zmr+1 which differs from α only at the ℓth coordinate (from the right).
Lemma 26: For each α ∈ Ω(m)t and ℓ ∈ [m], if L
(ℓ)
α ⊆ Ω
(m)
t , then R = L
(ℓ)
α \{α} is a recovering set of α.
Proof: Let
α = (im, · · · , iℓ+1, iℓ, iℓ−1, · · · , i1).
Then by (34),
L(ℓ)α = {α0, α1, · · · , αr},
14
where αj = (im, · · · , iℓ+1, j, iℓ−1, · · · , i1) for each j ∈ Zr+1 and α = αiℓ .
From (25), it is easy to see that
L(m)(αr) =
r−1⋃
j=0
L(m)(αj) (35)
and for distinct j1, j2 ∈ Zr,
L(m)(αj1 ) ∩ L
(m)(αj1) = ∅. (36)
So combining (32), (35) and (36), we have
xαr =
∑
β∈L(m)(αr)
xβ
=
r−1∑
j=0

 ∑
β∈L(m)(αj)
xβ


=
r−1∑
j=0
xαj
which is equivalent to (noticing that C is a binary code)
xα =
∑
β∈L
(ℓ)
α \{α}
xβ .
Note that from (34), L(ℓ)α has size r + 1. So R = L(ℓ)α \{α} has size r, hence is a recovering set of α.
Lemma 27: For any nonempty E ⊆ Ω(m)t \Ω
(m)
0 , there exists an α ∈ E which has a recovering set R ⊆ Ω
(m)
t \E.
Proof: Let s be the smallest number such that E ∩ Γ(m)s 6= ∅. Since E ⊆ Ω(m)t \Ω(m)0 , then s ≥ 1 and suppm(s) 6= ∅.
Hence, we can always find a ℓ ∈ suppm(s) and a s′ < s such that
suppm(s) = suppm(s′) ∪ {ℓ}. (37)
Pick α ∈ E ∩ Γ(m)s . Then by (26), U(m)(α) = suppm(s). Further, by (34) and (37), U(m)(β) = suppm(s′) for each
β ∈ L
(ℓ)
α \{α}. Then again by (26), we have
L(ℓ)α \{α} ⊆ Γ
(m)
s′ . (38)
Since s′ < s and s is the smallest number such that E ∩ Γ(m)s 6= ∅, then E ∩ Γ(m)s′ = ∅. Hence,
L(ℓ)α \{α} ⊆ Γ
(m)
s′ \E ⊆ Ω
(m)
s′ \E ⊆ Ω
(m)
t \E,
and by Lemma 26, R = L(ℓ)α \{α} is a recovering set of α.
Now, we can prove Theorem 21.
Proof of Theorem 21: By the construction, it is easy to see that the code length of C(m)t is
n =
∣∣∣Ω(m)t ∣∣∣
=
t∑
s=0
∣∣∣Γ(m)s ∣∣∣
=
t∑
s=0
rm−|suppm(s)|
= rm
t∑
s=0
1
r|suppm(s)|
,
and the dimension of C(m)t is
k =
∣∣∣Ω(m)0 ∣∣∣ = rm.
So the code rate is
k
n
=
1∑t
s=0
1
r|suppm(s)|
.
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We then need to prove that C(m)t is a (r, t)-SLRC. It is sufficient to prove that for any binary linear code C, if C has a parity
check matrix containing all rows of H(m)t , then C is an (r, t)-SLRC. We will prove this by induction on m.
First, for m = 1, since 1 ≤ t ≤ 2m − 1, we have t = 1. By (26) and (27), Γ(1)0 = Zr, Γ(1)1 = {r} and Ω(1)1 = Zr+1. So
H
(1)
1 = (1, 1, · · · , 1)1×(r+1).
Clearly, the binary linear code C with parity check matrix containing H(1)1 is a (r, 1)-SLRC.
Now, suppose m > 1 and the induction assumption holds for all m′ < m and t′ ≤ 2m′ − 1. We consider m and t ≤ 2m− 1.
Using the same notations as in Remark 24, we have the following four claims.
i) For any nonempty E ⊆ A of size |E| ≤ t1, there exists an α ∈ E such that α has a recovering set R ⊆ A\E.
ii) For any nonempty E ⊆ A of size |E| ≤ t, there exists an α ∈ E such that α has a recovering set R ⊆ Ω(m)t \E.
iii) For any nonempty E ⊆ B of size |E| ≤ t2, there exists an α ∈ E such that α has a recovering set R ⊆ B\E.
iv) For any nonempty E ⊆ B of size |E| ≤ t, there exists an α ∈ E such that α has a recovering set R ⊆ Ω(m)t \E.
We will prove them one by one as follows.
i): Since E ⊆A and, by Remark 24, A=⋃r−1j=0 Aj , then E∩Aj0 6= ∅ for some j0 ∈Zr . By 1) of Lemma 25, C|Aj0 has a
parity check matrix containing all rows of H(m−1)t1 . So by induction assumption, C|Aj0 is an (r, t1)-SLRC. Moreover, since
|E∩Aj0 |≤|E|≤ t1, hence, by Lemma 2, there exists an α∈E∩Aj0 such that α has a recovering set R⊆Aj0\E⊆A\E.
ii): According to Remark 24, {Aj ; j ∈ Zr} is a partition of A. We can consider the following two cases.
Case 1: There are j1, j2 ∈ Zr, j1 6= j2, such that E ∩ Aj1 6= ∅ and E ∩Aj2 6= ∅. According to Remark 24, t ≤ 2m0 − 1 =
2t1+1. Then either |E ∩Aj1 | ≤ t1 or |E ∩Aj2 | ≤ t1. Without loss of generality, assume |E ∩Aj1 | ≤ t1. Similar to the proof
of 1), C|Aj1 is an (r, t1)-SLRC and there exists an α ∈ E ∩Aj1 such that α has a recovering set R ⊆ Aj1\E ⊆ A\E.
Case 2: E ⊆ Aj1 for some j1 ∈ Zr. In this case, if E ∩Ω
(m)
0 = ∅. Then the expected α exists by Lemma 27. So we assume
E ∩ Ω
(m)
0 6= ∅. Pick an α ∈ E ∩ Ω
(m)
0 . Recall that t1 = 2m0−1 − 1. By (34), we can check that L(m0)α ⊆ Ω(m)0
⋃
Γ
(m)
t1+1
and
L
(m0)
α ∩Aj1 = {α}. Since E ⊆ Aj1 , then R = L
(m0)
α \{α} ⊆ Ω
(m)
t1+1
\E ⊆ Ω
(m)
t \E. By Lemma 26, R is a recovering set of α.
iii): If t2 = 0, the claim is naturally true. Assume t2 ≥ 1. By 2) of Lemma 25, C|B has a parity check matrix containing all
rows of H(m−1)t2 . So by induction assumption, C|B is an (r, t2)-SLRC. Hence, by Lemma 2, there exists an α ∈ E such that
α has a recovering set R ⊆ B\E.
iv): In this case, by the definition of B, we have E ∩ Ω(m)0 = ∅. Hence, by Lemma 27, there exists an α ∈ E such that α
has a recovering set R ⊆ Ω(m)t \E.
Combining i)-iv) and by Lemma 3, the result follows.
VI. CONSTRUCTION FROM RESOLVABLE CONFIGURATIONS
In [20], by using t−3 mutually orthogonal latin squares (MOLS) of order r, the authors construct a family of binary
(r, t)-SLRC with k = r2 and code rate k
n
= 1/
(
1 + t−1
r
+ 1
r2
)
for odd t. A limitation of this construction is t ≤ r + 2,
since, a necessary condition of existing ℓ MOLS of order r (r > 1) is ℓ≤ r−1 [25]. In this section, by using the resolvable
configurations, we give a new family of binary (r, t)-SLRC achieving the same rate k
n
=1/
(
1 + t−1
r
+ 1
r2
)
for any r and any
odd t ≥ 3 (not limited by t ≤ r + 2). First, we introduce a definition [25], [26].
Definition 28: Let X be a set of k elements, called points, and A be a collection of subsets of X , called lines. The pair
(X,A) is called a (kt−1, br) configuration if the following three conditions hold.
(1) Each line contains r points;
(2) Each point belongs to t−1 lines;
(3) Every pair of distinct points belong to at most one line;
Clearly, condition (3) is equivalent to the following condition.
(3′) Every pair of distinct lines have at most one point in common;
The configuration (X,A) is called resolvable, if further
(4) All lines in A can be partitioned into t−1 parallel classes, where a parallel class is a set of lines that partition X .
For any (kt−1, br) resolvable configuration (X,A), one can see that r|k and each parallel class contains s = kr lines.
So, b = k
r
(t − 1) = s(t − 1) in such a case. As usual, the incidence matrix of a (kt−1, br) configuration (X,A), where
X = {x1, · · · , xk} and A = {A1, · · ·, Ab}, is defined as a b× k binary matrix M = (mi,j) such that
mi,j =
{
1, if xj ∈ Ai;
0, otherwise.
Clearly, any configuration is uniquely determined by its incidence matrix.
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Example 29: We can check that the following matrix determines a (kt−1, br) resolvable configuration (X,A) with k = 9,
t−1 = 4, b = 12 and r = 3. Clearly, {A1, A2, A3}, {A4, A5, A6}, {A7, A8, A9} and {A10, A11, A12} are four parallel classes
of (X,A) and any pair of lines in different parallel classes have one point in common.
M =


1 1 1 0 0 0 0 0 0
0 0 0 1 1 1 0 0 0
0 0 0 0 0 0 1 1 1
1 0 0 1 0 0 1 0 0
0 1 0 0 1 0 0 1 0
0 0 1 0 0 1 0 0 1
1 0 0 0 0 1 0 1 0
0 1 0 1 0 0 0 0 1
0 0 1 0 1 0 1 0 0
1 0 0 0 1 0 0 0 1
0 1 0 0 0 1 1 0 0
0 0 1 1 0 0 0 1 0


Resolvable configurations was recently used for constructing codes whose information symbols have locality r and availability
t by Su [27]. The author also constructed some resolvable configurations in the paper, for example, the (kt−1, br) resolvable
configurations with k = rm and t− 1 ≤ r
m−1
r−1 , where m ≥ 2 and r is a prime power. The following construction, using the
free Zr-module [28], not only generalize the result of [27], but also enable us to construct (kt−1, br) resolvable configuration
for any r, t ≥ 2 (r need not be a prime power), and further (r, t)-SLRCs for any r ≥ 2 and odd integer t ≥ 3.
Lemma 30: For any r, t ≥ 2, there exists a (kt−1, br) resolvable configuration with k = rm, where m is an arbitrary integer
such that m ≥ log2 t.
Proof: Consider the free Zr-module X = Zmr , where Zr is the ring of integers modulo r. For any α ∈ Zmr , we use α(j)
to denote the jth coordinate of α. For example, if α = (i1, i2, · · · , im), then α(j) = ij .
For each nonempty S ⊆ [m], let αS ∈ Zmr be such that αS(j) = 1 for j ∈ S and αS(j) = 0 otherwise. Let
AS,0 , {i · αS ; i ∈ Zr}.
Clearly, AS,0 is a submodule of Zmr with r elements and AS,0 ∩ AS′,0 = (0, 0, · · · , 0) for any two distinct nonempty subsets
S and S′ of [m]. Let
AS = {AS,ℓ, ℓ = 0, 1, · · · , r
m−1 − 1}
be the collection of all cosets of AS,0. Then α1 − α2 ∈ AS,0 for any ℓ ∈ {0, 1, · · · , rm−1 − 1} and any α1, α2 ∈ AS,ℓ.
Note that m ≥ log2 t (i.e., t − 1 ≤ 2m − 1) and [m] has 2m − 1 nonempty subsets. We can always pick t − 1 nonempty
subsets of [m], say S1, S2, · · · , St−1. Let
A =
t−1⋃
i=1
ASi .
We claim that (X = Zmr ,A) is a (kt−1, br) resolvable configuration, which can be seen as follows.
Firstly, noticing that for each nonempty S ⊆ [m], AS is a partition of X , then Conditions (1), (2), (4) of Definition 28 hold.
Secondly, if S, S′ are two distinct nonempty subsets of [m] and ℓ, ℓ′ ∈ {0, 1, · · · , 2m − 1}, then we have |AS,ℓ ∩AS′,ℓ′ | ≤ 1.
Since, if otherwise, suppose α1, α2 ∈ AS,ℓ ∩ AS′,ℓ′ , then α1 − α2 ∈ AS,0 ∩ AS′,0 = (0, 0, · · · , 0). Hence, we have α1 = α2,
i.e. |AS,ℓ ∩ AS′,ℓ′ | ≤ 1. Moreover, since for each nonempty S ⊆ [m], AS is a partition of X , so Condition (3) of Definition
28 holds, which completes the proof.
In the rest of this section, we always assume that (X,A) is a (kt−1, br) resolvable configuration and A= {A1, · · ·, Ab}.
Firstly, we need a lemma for the property of the resolvable configuration (X,A) with odd t.
Lemma 31: Let E be a t-subset of X and t be an odd integer. Then there exists an Aj ∈ A such that |E ∩ Aj | = 1.
Proof: Consider a parallel class of (X,A). Since it is a partition of X and |E| = t is odd, there exists some Aj1 in the
class such that |E ∩Aj1 | is odd. If |E ∩ Aj1 |=1, then we have done. So suppose E={i1, · · ·, it} and {i1, i2, i3}⊆E ∩ Aj1 .
Since each point belongs to t − 1 lines, we can assume i1 belongs to lines Aj1 , Aj2 , · · · , Ajt−1 , where Aj1 , Aj2 , · · · , Ajt−1
belong to different parallel classes. Moreover, since every pair of distinct points belong to at most one line, then i2, i3 /∈
Ajℓ , ∀ℓ∈{2, · · · , t− 1} and each point iℓ, ℓ∈{4, · · ·, t}, belongs to at most one line in {Aj2 , · · ·, Ajt−1}. Hence, there exists a
line Aj ∈ {Aj2 , · · ·, Ajt−1} that contains no point in {i2, · · ·, it}. That is to say, E ∩Aj={i1}, which completes the proof.
From now on, we let X=[k] and A1= {A1, · · ·, As}, A2= {As+1, · · ·, A2s}, · · ·, At−1= {A(t−2)s+1, · · ·, Ab} be the t−1
parallel classes of (X,A). We further partition [s] into ⌈ s
r
⌉ nonempty subsets, say B1, · · ·, B⌈ s
r
⌉, such that |Bi| ≤ r for all
i ∈ {1, · · ·, ⌈ s
r
⌉}. Such a partition plays a subtle role in our construction, as will become clear later. Now, let W = (wi,j) be
a ⌈ s
r
⌉ × b matrix defined by
wi,j =
{
1, if j ∈ Bi
0, otherwise.
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Let M be the incidence matrix of (X,A) and
H =
(
M Ib Ob×⌈ s
r
⌉
O⌈ s
r
⌉×k W I⌈ s
r
⌉
)
(39)
where Iℓ denotes the ℓ × ℓ identity matrix and Oℓ×ℓ′ denotes the ℓ × ℓ′ all-zero matrix for any positive integers ℓ and ℓ′.
Clearly, H has b+ ⌈ s
r
⌉ rows, n = k + b+ ⌈ s
r
⌉ columns and rank b+ ⌈ s
r
⌉.
As an example, consider the resolvable configuration (X,A) in Example 29. We have s = k
r
= 3 and ⌈ s
r
⌉ = 1. So we can
construct W = (1, 1, 1, 0, · · · , 0)1×12 and I⌈ s
r
⌉ = (1)1×1, and according to (39), further construct a matrix H as in (40).
M =


1 1 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 1 1 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 1 1 0 0 1 0 0 0 0 0 0 0 0 0 0
1 0 0 1 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0
0 1 0 0 1 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 1 0 0 1 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0
1 0 0 0 0 1 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0
0 1 0 1 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 1 0 1 0 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
1 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0
0 1 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 1 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 0 0 0 1


(40)
Let C be a binary linear code with parity check matrix H as (40). Then from the first 12 rows of H , we can see that the
coordinate 1 has 4 disjoint recovering sets, i.e., {2, 3, 10}, {4, 7, 13}, {6, 8, 16} and {5, 9, 19}, and the coordinate 10 has a
recovering set {1, 2, 3} ⊆ {1, · · · , 9}. Moreover, from the last row of H , we can see that {11, 12, 22} is a recovering set of
10 and {10, 11, 12} is a recovering set of 22. In general, we have the following lemma.
Lemma 32: Let C be an [n, k] binary linear code with parity check matrix H as in (40). Then, the following hold.
1) Each i∈ [k] has t−1 disjoint recovering sets, i.e., Ajℓ∪{k+jℓ}\{i}, where Ajℓ , ℓ= 1,· · ·, t−1, are lines containing i.
2) Each i∈{k+1, · · ·, k+b} has a recovering set R⊆ [k].
3) Each i∈{k+1, · · ·, k+s} has a recovering set R⊆{k+1, · · · , k+s}∪{k+b+1, · · ·, n}\{i}.
4) Each i∈{k+b+1, · · ·, n} has a recovering set R⊆{k+1, · · · , k+s}.
Proof: 1) and 2) are obtained by considering the first b rows of H ; 3) and 4) are obtained by considering the last ⌈ s
r
⌉
rows of H .
Theorem 33: If t is odd, then the binary linear code C with parity check matrix H as in (39) is an (n, k, r, t)-SLRC with
rate
k
n
=
(
1 +
t− 1
r
+
⌈
1
r2
⌉)−1
.
Proof: By the construction, C has block length
n = k + b+
⌈s
r
⌉
= k
(
1 +
t− 1
r
+
⌈
1
r2
⌉)
.
and dimension n−
(
b+
⌈
s
r
⌉)
= k. So the code rate is
k
n
=
(
1 +
t− 1
r
+
⌈
1
r2
⌉)−1
.
We now prove, according to Lemma 2, that for any E ⊆ [n] with |E| ≤ t, there exists an i ∈ E such that i has a recovering
set R ⊆ [n]\E. Consider the following cases.
Case 1: E ∩ [k] = ∅. Then we have E ⊆ {k + 1, · · ·, n}. If E ∩ {k + 1, · · ·, k + b} 6= ∅, then by 2) of Lemma 32, each
i ∈ E ∩ {k + 1, · · ·, k + b} has a recovering set R ⊆ [k] ⊆ [n]\E; Otherwise, E ⊆ {k + b+ 1, · · ·, n}, then by 4) of Lemma
32, each i ∈ E has a recovering set R ⊆ {k + 1, · · ·, k + s} ⊆ {k + 1, · · ·, k + b} ⊆ [n]\E.
Case 2: E ∩ [k] 6= ∅. Pick an i1 ∈ E ∩ [k]. Let
Rℓ=Ajℓ ∪ {k + jℓ}\{i1}, ℓ=1, · · ·, t−1, (41)
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where Aj1 · · ·, Ajt−1 are the t−1 lines containing i1. By 1) of Lemma 32, R1, · · · , Rt−1 are t−1 disjoint recovering sets of i1.
If Rℓ ⊆ [n]\E for some ℓ∈{1, · · ·, t−1}, then we are done. So we assume E ∩Rℓ 6= ∅ for all ℓ∈{1, · · ·, t−1}. Since all Rℓs
are disjoint, so |E| = t, |E ∩Rℓ| = 1, ℓ = 1, · · ·, t−1, and E ⊆ {i1}⋃(⋃t−1ℓ=1Rℓ). We have the following three subcases:
Case 2.1: E ∩ Rℓ ⊆ [k], ∀ℓ∈ {1, · · ·, t−1}. Then E ⊆ [k]. Since |E| = t is odd, by Lemma 31, |E ∩ Ai| = 1 for some
Ai ∈ A. Let E ∩ Ai = {i2}. By 1) of Lemma 32, R = Ai ∪ {k + i}\{i2} ⊆ [n]\E is a recovering set of i2.
Case 2.2: E ∩ Rℓ1 ⊆ [k] and E ∩ Rℓ2 * [k] for some {ℓ1, ℓ2} ⊆ {1, · · ·, t− 1}. Without loss of generality, assume
i2 ∈ E ∩ R1 ⊆ [k] and E ∩ R2 * [k]. Then according to (41), we have E ∩ R2 = {k + j2}. By 1) of Lemma 32, we can
let R′1, · · ·, R′t−1 are t−1 disjoint recovering sets of i2, where R′1 = Aj1 ∪ {k + j1}\{i2} and R′ℓ = Aj′ℓ ∪ {k + j′ℓ}\{i2},
ℓ = 2, · · ·, t−1, such that Aj1 together with Aj′2 , · · ·, Aj′t−1 are the t− 1 lines containing i2 (see Fig. 9). Note that Aj1 is the
only line containing both i1 and i2, one can see that {i1, i2, k + j2} ∩ R′ℓ = ∅, ∀ℓ ∈ {2, · · ·, t− 1}. Since |E| = t, then there
exists an ℓ0 ∈ {2, · · ·, t− 1} such that E ∩R′ℓ0 = ∅. Hence, R
′
ℓ0
⊆ [n]\E is a recovering sets of i2.
Case 2.3: E ∩Rℓ * [k] for all ℓ ∈ {1, · · ·, t−1}. Then we have E∩Rℓ={k+jℓ}. Note that Aj1 , · · ·, Ajt−1 belong to distinct
parallel classes (since all of them contain i1). Without loss of generality, we assume Ajℓ ∈Aℓ, ℓ∈{1, · · ·, t−1}. Then j1 ≤ s and
s < jℓ ≤ b, ℓ = 2, · · · , t−1. By 3) of Lemma 32, k+j1 has a recovering set R⊆{k+1, · · · , k+s}∪{k+b+1, · · ·, n}\{j1}⊆ [n]\E.
By the above discussion, for any E ⊆ [n] of size |E| ≤ t, there exists an i ∈ E such that i has a recovering set R ⊆ [n]\E.
So by Lemma 2, C is an (n, k, r, t)-SLRC.
[k]
i1
i2
k + j1 k + j2 k + jt−1
k + j′2
k + j′t−1
Aj1 Aj2 Ajt−1
Aj′
2
Aj′t−1
Fig 9. Illustration of points and recovering sets: Rℓ = Ajℓ∪{k+jℓ}\{i1}, ℓ = 1, · · · , t−1, are t−1 recovering sets of i1; R1 and R′ℓ = Aj′ℓ∪{k+j
′
ℓ
}\{i2},
ℓ = 2, · · · , t− 1, are t− 1 recovering sets of i2.
VII. CONCLUSIONS AND FUTURE WORK
In this paper, we investigated sequential locally repairable codes (SLRC) by proposing an upper bound on the code rate of
(n, k, r, t)-SLRC for t = 3, and constructed two families of (n, k, r, t)-SLRC for r, t ≥ 2 (for the second family, t is odd).
Both of our constructions have code rate > r
r+t and are optimal for t ∈ {2, 3} with respect to the proposed bound.
It is still an open problem to determine the optimal code rate of (n, k, r, t)-SLRCs for general t, i.e., t ≥ 5. Here, we
conjecture that an achievable upper bound of the code rate of (n, k, r, t)-SLRCs has the following form:
k
n
≤
(
1 +
m∑
i=1
ai
ri
)−1
, (42)
where m = ⌈logr k⌉, all ai ≥ 0 are integers such that
∑m
i=1 ai = t. This conjecture can be verified for t ∈ {1, 2, 3, 4}, for
which the values of the m-tuple (a1, · · · , am), denoted by αt for each t, are listed in the following table, where, the cases of
t = 2, 3 are due to [17] and this work, respectively. The case of t = 4 (for binary code) is recently due to Balaji et al [21].
t a1 a2 a3 · · · am
1 1 0 0 · · · 0
2 2 0 0 · · · 0
3 2 1 0 · · · 0
4 2 2 0 · · · 0
Table 1. The known values of αt = (a1, a2, · · · , am).
It is very hard to give the explicit values of αt for general t ≥ 5, even a LP-based or recursive formulation of αt seems
difficult. Further, we conjecture that α5 = (2, 2, 1, 0, · · · , 0) and α6 = (2, 3, 1, 0, · · · , 0). We would like to take the above
problems our future work.
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