Introduction {#Sec1}
============

Network structures are present in different fields of research. Multilayer networks represent a widely used tool for representing financial interconnections, both in industry and academia \[[@CR1]\] and has been shown that the complex structure of the financial system plays a crucial role in the risk assessment \[[@CR2], [@CR3]\]. A complex network is a collection of connected objects. These objects, such as stocks, banks or institutions, are called nodes and the connections between the nodes are called edges, which represent their dependency structure. Multilayer networks extend the standard networks by assembling multiple networks 'layers' that are connected to each other via interlayer edges \[[@CR4]\] and can be naturally represented by tensors \[[@CR5]\]. The interlayer edges form the dependency structure between different layers and in the context of this paper, across different risk factors. However, two issues arise: The construction of such networks is usually based on correlation matrices (or other symmetric dependence measures) calculated on financial asset returns. Unfortunately, such matrices being symmetric, hide possible asymmetries between stocks.Multilayer networks are usually constructed via contemporaneous interconnections, neglecting the possible delayed cause-effect relationship between and within layers.

In this paper, we propose a method that relies on tensor autoregression which avoids these two issues. In particular, we use the tensor learning approach establish in \[[@CR6]\] to estimate the tensor coefficients, which are the building blocks of the multilayer network of the intra and inter dependencies in the analyzed financial data. In particular, we tackle three different aspects of financial risk, i.e. market risk, liquidity risk, and future volatility risk. These three risk factors are represented by prices, volumes and two measures of expected future uncertainty, i.e. implied volatility at 10 days (IV10) and implied volatility at 30 days (IV30) of each stock. In order to have stationary data but retain the maximum amount of memory, we computed the fractional difference for each time series \[[@CR7]\]. To improve visualization and to extract relevant information, the resulting multilayer is then filtered independently in each dimension with the recently proposed Polya filter \[[@CR8]\]. The analysis shows a strong interconnection between the volumes and prices layers across all the stocks considered while a lower number of interconnection between the volatility at different maturity is identified. Furthermore, a clear financial connection between risk factors can be recognized from the multilayer visualization and can be a useful tool for risk assessment. The paper is structured as follows. Section [2](#Sec2){ref-type="sec"} is devoted to the tensor autoregression. Section [3](#Sec4){ref-type="sec"} shows the empirical application while Sect. [4](#Sec8){ref-type="sec"} concludes.

Tensor Regression {#Sec2}
=================

Tensor regression can be formulated in different ways: the tensor structure is only in the response or the regression variable or it can be on both. The literature related to the first specification is ample \[[@CR9], [@CR10]\] whilst the fully tensor variate regression received attention only recently from the statistics and machine learning communities employing different approaches \[[@CR6], [@CR11]\]. The tensor regression we are going to use is the Tucker tensor regression proposed in \[[@CR6]\]. The model is formulated making use of the contracted product, the higher order counterpart of matrix product \[[@CR6]\] and can be expressed as:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\varvec{\mathcal {\MakeUppercase {J_B}}}$$\end{document}$ are the modes over winch the product is carried out. In the context of this paper, $\documentclass[12pt]{minimal}
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                \begin{document}$$\varvec{\mathcal {\MakeUppercase {B}}}$$\end{document}$ represents the multilinear interactions that the variables in $\documentclass[12pt]{minimal}
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                \begin{document}$$\varvec{\mathcal {\MakeUppercase {Y}}}$$\end{document}$. These interactions are generally asymmetric and take into account lagged dependencies being $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\varvec{\mathcal {\MakeUppercase {B}}}$$\end{document}$ the mediator between two separate in time tensor datasets. Therefore, $\documentclass[12pt]{minimal}
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                \begin{document}$$\varvec{\mathcal {\MakeUppercase {B}}}$$\end{document}$ represents a perfect candidate to use for building a multilayer network. However, the $\documentclass[12pt]{minimal}
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                \begin{document}$$\varvec{\mathcal {\MakeUppercase {B}}}$$\end{document}$ with smaller objects.[1](#Fn1){ref-type="fn"} One of the advantages of the Tucker structure is, contrarily to other tensor decompositions such as the PARAFAC, that it can handle dimension asymmetric tensors since each factor matrix does not need to have the same number of components.

Penalized Tensor Regression {#Sec3}
---------------------------

Tensor regression is prone to over-fitting when intra-mode collinearity is present. In this case, a shrinkage estimator is necessary for a stable solution. In fact, the presence of collinearity between the variables of the dataset degrades the forecasting capabilities of the regression model. In this work, we use the Tikhonov regularization \[[@CR12]\]. Known also as Ridge regularization, it rewrites the standard Least Squares problem as$$\documentclass[12pt]{minimal}
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                \begin{document}$$\lambda >0$$\end{document}$ is the regularization parameter and $\documentclass[12pt]{minimal}
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                \begin{document}$$\Vert \Vert ^2_F$$\end{document}$ is the squared Frobenius norm. The greater the $\documentclass[12pt]{minimal}
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                \begin{document}$$\lambda $$\end{document}$ the stronger is the shrinkage effect on the parameters. However, high values of $\documentclass[12pt]{minimal}
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                \begin{document}$$\lambda $$\end{document}$ increase the bias of the tensor coefficient $\documentclass[12pt]{minimal}
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                \begin{document}$$\varvec{\mathcal {\MakeUppercase {B}}}$$\end{document}$. Indeed, the shrinkage parameter is usually set via data driven procedures rather than input by the user. The Tikhonov regularization can be computationally very expensive for big data problem. To solve this issue, \[[@CR13]\] proposed a decomposition of the Tikhonov regularization. The learning of the model parameters is a nonlinear optimization problem that can be solved by iterative algorithms such as the Alternating Least Squares (ALS) introduced by \[[@CR14]\] for the Tucker decomposition. This methodology solves the optimization problem by dividing it into small least squares problems. Recently, \[[@CR6]\] developed an ALS algorithm for the estimation of the tensor regression parameters with Tucker structure in both the penalized and unpenalized settings. For the technical derivation refer to \[[@CR6]\].

Empirical Application: Multilayer Network Estimation {#Sec4}
====================================================

In this section, we show the results of the construction of the multilayer network via the tensor regression proposed in Eq. [1](#Equ1){ref-type=""}.

Data and Fractional Differentiation {#Sec5}
-----------------------------------

The dataset used in this paper is composed of stocks listed in the *Dow Jones* (DJ). These stocks time series are recorded on a daily basis from 01/03/1994 up to 20/11/2019, i.e. 6712 trading days. We use 26 over the 30 listed stocks as they are the ones for which the entire time series is available. For the purpose of our analysis, we use log-differenciated prices, volumes, implied volatility at 10 days (IV10) and implied volatility at 30 days (IV30). In particular, we use the fractional difference algorithm of \[[@CR7]\] to balance stationarity and residual memory in the data. In fact, the original time series have the full amount of memory but they are non-stationary while integer log-differentiated data are stationary but have small residual memory due to the process of differentiation. In order to preserve the maximum amount of memory in the data, we use the fractional differentiation algorithm with different levels of fractional differentiation and then test for stationarity using the Augmented Dickey-Fuller test \[[@CR15]\]. We find that all the data are stationary when the order of differentiation is $\documentclass[12pt]{minimal}
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                \begin{document}$$\alpha =0.2$$\end{document}$. This means that only a small amount of memory is lost in the process of differentiation.

Model Selection {#Sec6}
---------------

The tensor regression presented in Eq. [1](#Equ1){ref-type=""} has some parameters to be set, i.e. the Tucker rank and the shrinkage parameter $\documentclass[12pt]{minimal}
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                \begin{document}$$\lambda $$\end{document}$ for the penalized estimation of Eq. [2](#Equ2){ref-type=""} as discussed in \[[@CR6]\]. Regarding the Tucker rank, we used the full rank specification since we do not want to reduce the number of independent links. In fact, using a reduced rank would imply common factors to be mapped together, an undesirable feature for this application. Regarding the shrinkage parameter $\documentclass[12pt]{minimal}
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Results {#Sec7}
-------

In this section, we show the results of the analysis carried out with the data presented in Sect. [3.1](#Sec5){ref-type="sec"}. The multilayer network built via the estimated tensor autoregression coefficient $\documentclass[12pt]{minimal}
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                \begin{document}$$\varvec{\mathcal {\MakeUppercase {B}}}$$\end{document}$ represents the interconnections between and within each layer. In particular $\documentclass[12pt]{minimal}
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                \begin{document}$$\varvec{\mathcal {\MakeUppercase {B}}}_{i,j,k,l}$$\end{document}$ is the connection between stock *i* in layer *j* and stock *k* in layer *l*. It is important to notice that the estimated dependencies are in general not symmetric, i.e. $\documentclass[12pt]{minimal}
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                \begin{document}$$\varvec{\mathcal {\MakeUppercase {B}}}$$\end{document}$ is fully connected. For this reason, a method for filtering those networks is necessary. Different methodologies are available for filtering information from complex networks \[[@CR8], [@CR16]\]. In this paper, we use the Polya filter of \[[@CR8]\] as it can handle directed weighted networks and it is both flexible and statistically driven. In fact, it employs a tuning parameter *a* that drives the strength of the filter and returns the p-values for the null hypotheses of random interactions. We filter every network independently (both intra and inter connections) using a parametrization such that $\documentclass[12pt]{minimal}
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                \begin{document}$$90\%$$\end{document}$ of the total links are removed.[2](#Fn2){ref-type="fn"} In order to asses the dependency across the layers, we analyze two standard multilayer network measures, i.e. inter-layer assortativity and edge overlapping. A standard way to quantify inter-layer assortativity is to calculate Pearson's correlation coefficient over degree sequences of two layers and it represents a measure of association between layers. High positive (negative) values of such measure mean that the two risk factors act in the same (opposite) direction. Instead, overlapping edges are the links between pair of stocks present contemporaneously in two layers. High values of such measure mean that the stocks have common connections behaviour. As it can be possible to see from Fig. [1](#Fig1){ref-type="fig"}, prices and volatility have a huge portion of overlapping edges, still, these layers are disassortative as the correlation between the nodes sequence across the two layer is negative. This was an expected result since the negative relationship between prices and volatility is a stylized fact in finance. Not surprisingly, the two measures of volatility are highly assortative and have a huge fraction of overlapping edges.Fig. 1.Multilayer network assortativity matrix and edge overlapping matrix. Linear scale. Darker colour represents higher values.

Finally, we show in Fig. [2](#Fig2){ref-type="fig"} the filtered multilayer network constructed via the tensor coefficient $\documentclass[12pt]{minimal}
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                \begin{document}$$\varvec{\mathcal {\MakeUppercase {B}}}$$\end{document}$ estimated via the tensor autoregression of Eq. [1](#Equ1){ref-type=""}. As it can be possible to notice, the volumes layer has more interlayer connections rather than intralayer connections. Since each link represents the effect that one variable has on itself and other variables in the future, this means that stocks' liquidity risk mostly influences future prices and expected uncertainty. The two volatility networks have a relatively small number of interlayer connections despite being assortative. This could be due to the fact that volatility risk tends to increase or decrease through a specific maturity rather than across maturities. It is also possible to notice that more central stocks, depicted as bigger nodes in Fig. [2](#Fig2){ref-type="fig"}, have more connections but that this feature does not directly translate in a higher strength (depicted as darker colour of the nodes). This is a feature already emphasized in \[[@CR3]\] for financial networks.Fig. 2.Estimated multilayer network. Node colours: loglog scale; darker colour is associated to higher strength of the node. Node size: loglog scale; darker colour is associated to higher k-coreness score. Edge colour: uniform.

From a financial point of view, such graphical representation put together three different aspects of financial risk: market risk, liquidity risk (in terms of volumes exchanged) and forward looking uncertainty measures, which account for expected volatility risk. In fact, the stocks in the volumes layer are not strongly interconnected but produce a huge amount of risk propagation through prices and volatility. Understanding the dynamics of such multilayer network representation would be a useful tool for risk managers in order to understand risk balances and propose risk mitigation techniques.

Conclusions {#Sec8}
===========

In this paper, we proposed a methodology to build a multilayer network via the estimated coefficient of the Tucker tensor autoregression of \[[@CR6]\]. This methodology, in combination with a filtering technique, has proven able to reproduce interconnections between different financial risk factors. These interconnections can be easily mapped to real financial mechanisms and can be a useful tool for monitoring risk as the topology within and between layers can be strongly affected in distressed periods. In order to preserve the maximum memory information in the data but requiring stationarity, we made use of fractional differentiation and found out that the variables analyzed are stationary with differentiation of order $\documentclass[12pt]{minimal}
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                \begin{document}$$\alpha =0.2$$\end{document}$. The model can be extended to a dynamic framework in order to analyze the dependency structures under different market conditions.

If the imposed Tucker rank is lower than the dimension of the tensor dataset, we have dimensionality reduction.

Using hard thresholding the results are qualitatively equivalent.
