In regular architectures of identical processing elements, a widely used technique to improve the reconfigurability of the system consists of providing redundant processing elements and connections together with mechanisms of reconfiguration.
Introduction
Systolic systems have been widely used as parallel models of computation. These systems consist of a large number of identical and elementary processing elements locally connected in a regular fashion, Each element receives data from its neighbors, computes and then sends the results again to its neighbors. Few particular elements located at the extremes of the systems (these extremes depend on the particular system) are allowed to communicate with the external world. The processing elements operate in parallel and are synchronized by a global clock. Systolic models allow to perform computations concurrently and several instances of the same problem can be pipelined into the system [15, 171. The simplest systolic model is the linear array. In such a system the processing elements are connected in a linear fashion: processing elements are arranged in linear order and each element is connected to the previous and the following element. Despite their simplicity, systolic linear arrays have been used to solve several problems.
It is well-known how to use a systolic linear array for the matrix-vector multiplication; several other numerical problems (e.g. convolutions, triangular linear systems) have been solved using systolic linear arrays (see, e.g., [15] ). The use of systolic linear arrays is not limited to numerical problems. For example, various algorithms that solve the longest common subsequence problem on a systolic array have been devised [ 14,281.
Fault-tolerant techniques are very important to systolic systems. Indeed, since the number of processing elements is very large, the probability that a set of processing elements becomes faulty is not small. Thus, fault-tolerant mechanisms must be provided in order to avoid that faulty processing elements take part in the computation. Faulttolerant techniques for several architectures have been widely studied (we refer the reader to the bibliography).
A widely used technique to achieve reconfigurability consists of providing redundancy to the desired architecture (e.g., [2, 5, 9, 10, 19, 13, 301) . In systolic linear arrays the redundancy consists of additional processing elements, called spares, and additional connections, called bypass links. Bypass links are links that connect each processor with another processor at a fixed distance greater than 1. A reconfiguration algorithm has to avoid faulty processing elements using spares and additional connections. Once a systolic linear arrays has been constructed, when faults occur, it is possible to correct the array using a laser beam to change connections in order to bypass defective processing elements. However, there are sets of faulty processing elements for which no reconfiguration strategy is possible. Such sets are called catastrophic. If we have to reconfigure a system when a faulty set occurs, it is necessary to know if the set is catastrophic or not. Therefore, it is important to study the properties of catastrophic sets. Nayak et al. [23] proved that a catastrophic set must contain a number of faulty processing elements which is greater than or equal to the length of the longest bypass link. They analyze catastrophic sets having the minimal number of faults and describe algorithms for constructing a catastrophic set. Nayak et al. [21] describe algorithms for testing whether a set of faults is catastrophic or not.
Given a linear array with a set of bypass links, an important problem is to count the number of catastrophic sets. The knowledge of the number of catastrophic sets enables us to estimate the probability that the system operates correctly: assuming that all fault sets are equally likely to appear, dividing the number of catastrophic sets by the total number of fault sets, we obtain the probability that a given fault set is catastrophic. Pagli and Pucci [25] proved tight upper and lower bounds to the number FB(g) of catastrophic sets of size g for a linear array with one bidirectional bypass link of length g. In particular, they proved that FB(g) = 0(3g/g3j2). They also proved that F'(g) = 0(10g/g3'2), where R"(g) is the number of catastrophic sets of size g for a linear array with one unidirectional bypass link of length g.
In this paper we consider linear arrays with bypass unidirectional links of length y.
We compute the exact number of catastrophic sets of size g. We prove that F"(g) is equal to the (g -1 )th Catalan number. This enables us to prove that F"(g) = O(4"/g312). In order to characterize these catastrophic sets, we also give a classification of all the catastrophic sets: we rank and unrank all catastrophic sets and we provide an efficient algorithm that generates such sets. The ranking of catastrophic sets is useful, for example, to generate catastrophic fault patterns at random to test the behavior of reconfiguration strategies (that should be able to recognize the impossibility of reconfiguring the array).
This paper is organized as follows. Section 2 provides definitions and some known results. In Section 3 we count the number of particular fault sets. As a special case we obtain that the number of catastrophic sets for a linear array with unidirectional bypass link of length g is the (g -1)th Catalan number. In Section 4 we rank and unrank all such catastrophic sets. In Section 5 we describe and analyze a linear-time (in the number of catastrophic sets) algorithm that generates all the catastrophic sets.
Preliminaries
In this section we give preliminaries, definitions and some known results. We refer the reader to [20, 21, 23, 25] , for a justification of the definitions and for proofs of the results.
Let A = {PO,PI , . . . ,A_, } be a linear array of processing elements, which are connected by regular links (pi,pi+i) and by bypass links (~~,p~+~) of fixed length g > 2, both unidirectional.
We refer to this structure as a linear array with link redundancy g or simply as a linear array, when g is clear from the context or immaterial. Fig. 1 shows a linear array of 15 processing elements.
We assume the presence of an external input processor, which we call I, connected to PO,Pl,..., ~~-1, and an external output processor, which we call 0, connected to PNL,) A-,+,2.. . > pN_, . These special connections of I and 0 give the same degree of reconfigurability to all processing elements, and enable us to focus our attention on that part of A beginning at the first faulty processor and ending at the last faulty processor, assuming that there are more than g processors before the first fault and after the last fault. I and 0 always operate correctly. In other words, we can assume that A is an infinite array, no matter how many processors are there before the first fault and after the last fault. The connections with I and 0, except the regular ones, are not drawn in the previous picture. The width wF of a fault pattern F is defined to be the number of processors between and including the first and the last fault processor in F, i.e. WF = f,_l -fo + 1.
A necessary condition for a fault pattern F to be catastrophic is g 6 WF d (g -1 )2 + 1 v31.
A convenient way to represent a fault pattern F, starting at the fixed processor PO, is the matrix representation [21] . The fault pattern F is represented as a boolean matrix W of size (g -1) x g, defined, for 0 < i,j < g -1, by
Example 1. Consider the case g = 6 and F = {0,5,10,14,15,19} .
The matrix representation of F is shown in Fig. 2 .
Observe that in matrix W each regular link corresponds either to two consecutive elements in the same row or to the last element in a row with the first element in the following row, whereas each bypass link corresponds to two consecutive elements in the same column. For a CFP F, the matrix W contains only one entry filled by 1 for each column. Indeed, if there were a column of W with two 1, then there would be a column of W with only 0 entries, as F has cardinality g. Using the bypass links of this column we can pass over the fault zone, contradicting the hypothesis that F is catastrophic. Therefore, a CFP can be represented by the set of row indices corresponding to the entry 1 in columns. Formally, the row representation of a CFP F is the g-upla (~0, rl,. . . , rs-l) , where each ri is the unique integer such that W[ri, i] = 1. Another convenient way to represent a CFP is the catastrophic sequence [25] . A catastrophic fault pattern is represented as a sequence of g -1 integer moves (ml, m2,. . . , mq_l ) ,
where mi represents the distance from the row index of the element set to 1 in column i -1, to the one in column i. Formally, we have that mi = Yi-1 -yi.
Example 2. Let g=6 and F= (O,5,10,14,15,19) . Its catastrophic sequence is (-3, l,O, 1,1) and its row representation is (0,3,2,2,1,0).
Counting catastrophic faults
In this section we count the number of sets of faulty processors, starting at the fixed processor PO, that satisfy particular conditions. We will use this counting in order to rank and unrank all the CFPs (Section 4) and to design an algorithm that generates all the CFPs (Section 5). The counting gives us the number of catastrophic fault patterns, of size g, which turns out to be the (g -1)th Catalan number. An alternative and more simple proof of this fact is also provided.
To prove our results we need the following theorem.
Theorem 1 (Nayak et al. [23] ). Necessary and su$icient conditions for a fault pattern F of cardinality g to be catastrophic for a unidirectional array with link redundancy g are:
Observe that Theorem 1 is equivalent to the following proposition.
Proposition 1. Necessary and suficient conditions for a fault pattern F of cardinality g to be catastrophic for a unidirectional array with link redundancy g are:
Making use of the concepts of sequence of moves and of row representation, Proposition 1 can be rewritten as follows.
Proposition 2 (Pagli and Pucci [25] ). Necessary and suficient conditions to have that (T,..., ms_,) is the catastrophic sequence of a CFP for a unidirectional linear array with link redundancy g are:
1. mi < lfor i= l,..., g-1, 2. cf=,mi 6 0 fork= l,...,g-2, 3. CfLI1 Wli = 0. Proposition 3. Necessary and sufJicient conditions to have that (ro, rl, . . . , r,_l ) is the row representation of a CFP for a unidirectional linear array with link redundancy g are:
1. r() = ?-,_I = 0, 2. for 0 < c < g -2, r, d r-,+1 + 1. Now, we introduce the notion of (i, j)-fault pattern. Definition 1. An (i, j)-fault pattern, for i 3 0 and j > 1 such that i + j G g -1, is a fault pattern of cardinality j + 1, whose matrix representation satisfies
Roughly speaking, an (i, j)-fault pattern, (i, j)-FP for short, is a piece of a CFP, characterized by a matrix representation equal to that of the CFP up to the jth column, and filled by zeroes from column j + 1 to column g -1 (remember that for an (i, j)-fault pattern i + j < g -1). Notice that the definition of (i, j)-FP is independent of g. Example 3. Consider the fault pattern F = {0,14,19}, with link redundancy g = 6. The matrix representing F is shown in Fig. 3 . F is a (2,2)-FP. If we add to F the set {5,10,15}, F becomes catastrophic, for a linear array with link redundancy g. Other (2,2)-FPs are {0,7,14}, (0, 1,14}, {0,13,14}, {0,14,25}.
Define Ni,i, for i > 0, j > 0, as the number of (i, j)-FPs. Next, we derive and solve a recurrence relation for Ni,j. (2) is
fori>Oandj>l.
Proof. We prove the formula by induction. Let j = 1; we get from (3) that N,,i = 1.
Fix a row r 2 0 and a column c > 2, and suppose that (3) is true for every Ni,j in the previous column, i.e., for i > 0 and j < c, and for all previous elements on the column c, i.e., for i < r and j = c. For the induction step we distinguish between two cases:r=Oandr>O.Ifr=O,from(l),wehave Recall that a well-formed expression of length 2k is a sequence of k "(" and k "),'
that satisfies the following property: for each i, 1 < i < 2k, the number of "(" among the first i letters of the sequence is greater than or equal to the number of ")". In order to prove the theorem it is sufficient to show the existence of a bijective mapping between the set of CFPs and the set of well-formed expressions of length 2g -2. Let F be a CFP and (ml,..., rng_l ) its catastrophic sequence. To each integer mi we associate the string s(mi) = ((. . . (0, consisting of 1 -rni "(" followed by a single ")". To the
CFP F we associate the string s(F) obtained by concatenating s(mi)s(mz). . .s(q_l).
As an example, the CFP F considered in Example 2, whose catastrophic sequence is (-3,1,(X 1, l), has s(F) = (((0)O)). F rom Proposition 2 we have that s(F) is a well-formed expression. On the other hand, s(F) contains exactly g -1 ")", so it is a well-formed expression of length 2g -2. Conversely, every well-formed expression of length 2g -2 can be viewed as a concatenation of g -1 strings s(mf ), i = 1,. . . , g -1.
From the definition of well-formed expression we have that integers ml, i = 1,. . . , g-1, satisfy Proposition 2. IJ Using the well-known Stirling approximation [ 161 we obtain the following asymptotic estimate of the number of CFPs as function of g:
F"(s) = ;;l,z -(1+0(g).
A concept which will turn out to be useful in Sections 4 and 5 is the complement of an (i,j)-FP. Informally, a complement of an (i,j)-FP is a piece of a CFP, characterized by a matrix representation filled by zeros from the first column up to the column j -1 and equal to that of a CFP from the jth column to column g -1. Notice that the definition of a complement of an (i,j)-FP depends on g.
Example 4. Consider the fault pattern F = {5,10,14,15},
with bypass links of length g = 6. The matrix representing F is shown in Fig. 4 . F is a complement of a (2,2)-FP. If we add to F the set {0,19}, F becomes catastrophic.
We denote a complement of an (i,j)-FP by (i,j)'-FP. Let Mi,j be the number of (i,j)'-FPs. Next we evaluate A4i,j. Proof. The proof is similar to the proof of Lemma 1. 0
The next corollary follows immediately from Lemma 3. Table 2 Values of the Mi,,'s for g = 8 
Observe that A40,j = A41,j for j = 0, 1,. . . , g -2, since the number of (0, j)'-FPs is equal to the number of (1, j)'-FPs.
Lemma 4. The number of (i, j)'-FPs and the number of (i, j)-FPs, for 0 G i Q j
are related by Mi,j = Ni-l,q_i_j. Proof. Define Di,j, for i 2 0 and j > 0, as follows:
Then one gets Mi,j = Di_i,q_(i+j). Using this fact, (5), and (6) one can easily show that the Di,j satisfy the same recurrence relation satisfied by the Ni,j in Lemma 1.
Hence, we have that Di,j = 1vi.j. 0
From Lemmas 2 and 4 it follows that, for 0 d i d j d g -1,
Ml,,, = Ni-l,q--I-j
Notice that fixing an entry (i, j) of the matrix IV, the number of CFPs which contain the processor represented by (i, j), i.e., the processor piq+j, is Ni,jMi,j. Since any CFP must contain one and only one of the processors represented by the elements of a fixed column c of W, with 1 d c < g -2, we have that
i=O Tables 1 and 2 show the Ni,j's and A4i,j's for g = 8, respectively.
Ranking and unranking catastrophic faults
In this section we provide an invertible mapping defined over the set of CFPs for a linear array with unidirectional link redundancy g, which assumes values in the set of integers 0, 1, . . . ,F'(g) -1. This function enables us to rank all CFPs. The inverse of the ranking function is given as an algorithm. In the following we consider the row representation of a CFP. The rank of a CFP F whose row representation is (~0, ~1,. , r,_,) is the integer given by the sum of the Ni,j's that satisfy i < r,, for j = 0,. . , g -1. Formally, the rank of F is The maximum value of %? is reached when each r,, c = 1,. . . ,g -2, assumes its maximum value. From Proposition 3 we have that r, < g-c. Therefore, the maximum value of 6% is reached for the CFP whose row representation is (0, g-2, g-3,. . . ,2,1,0).
From (4) and (8) one gets
g-2 g-c-2
From (7) and (9) and from the fact that No,0 = 1 it follows that the maximum value of 9 is F"(g) -1. The function &? is clearly non-negative.
It is easy to see that it assumes the value 0 for the CFP whose row representation is (0, 0, . . . , 0). The following lemma shows that different CFPs have different rank.
Lemma 6. Let (ro,rl,. . . ,rg_-l) and (SO,SI,. . 
. , +I) be two row representations of CFPs Fl and F2, respectively. If Fl # F2 then B(fi) # W(5).
Proof. Let k be the greatest index for which rk # Sk. Without loss of generality, we can assume that rk <Sk. We have that JBj(Fl) = @j(F2) forj = k+ l,k+2,...,g-
1, and
Bk(fi)-gk(fi) aNrk,k.
By Proposition 3 we have that r, < rk + k -c, for 0 < c < k. Proof. By Lemma 6 we have that B is an injective function between the set of row representations of CFPs for a unidirectional linear array with link redundancy g and the set (0, 1, . . , F"(g) -l}. On the other hand, these two sets have the same cardinality. Hence the theorem. 0 Fig. 5 shows algorithm UNRANK which takes in input an integer n, 0 < n d F'(g)-1, and gives as output the row representation of the CFP whose rank is n. The next lemmas prove the correctness of the algorithm.
Lemma 7. uNMNK(n) is the row representation of a CFP.
Proof. Let (rg, ~1, . . . ,rg_-l) be the list returned by UNRANK. Since we never change the initial value of ro and r,_l, we have that ro = rs_l = 0. Fix s, 0 < s < g -1. Consider the iteration of the second for with c = s + 1. Let q be the value assigned to r,+l at the end of the while. Clearly, at this point we have that v < Nq,s+r. Consider the iteration of the second for with c = s. By contradiction suppose that at the end of the while the value assigned to r, is greater than q + 1. During the while v has been decreased by a value greater than c;L: Nj,, = Nq,$+r. Since before the execution of the while v was less than Nq,s+r, then, at the end of the while v will be less than zero. This is a contradiction because in the algorithm v is always non-negative. Hence, ui%ANk(n) satisfies the conditions of Proposition 3. [7 Lemma 8. Let F be the CFP whose row representation is uNmNK(n). Then 9(F) = n.
Proof. Let (~0, ~1,. . . ,r,_~) be the list returned by UNRANK, which by Lemma 7 is a row representation of a CFP. Consider the last iteration of the second for, that is the iteration for which c = 1. Since Ni, 1 = 1 for i 2 0, the algorithm decreases v by one until v is 0. Therefore, at the end of the algorithm v is equal to zero. Since the rank of the CFP represented by this list, is equal to the sum of the Ni,j's used to decrease v in the while, the lemma follows. 0
Generation of the catastrophic faults
In this section we describe and analyze an algorithm for the generation of all the catastrophic fault patterns for a linear array with link redundancy g. The problem of the generation of the objects of a given set has been widely studied [27] . Our algorithm, as in many algorithms for the systematic generation of a set of objects, has three components: the initialization, the transformation from an object of the set to the next one, and the end condition telling when to stop. In our case, the set of objects is the set of all the catastrophic fault patterns. We want generate the CFPs according to the order established by the rank, i.e., we want to start with the CFP whose rank is 0, and then proceed by generating the CFPs in order of increasing rank. The initialization is the generation of the CFP which has the smallest rank. The transformation from a catastrophic fault pattern F, whose rank is B(F), yields the CFP G whose rank is R(G) = S?(F) + 1. Let (~0, ~1,. . . , t-,-l) be the row representation of a catastrophic fault pattern F. We remark that rs must be 0. The CFP with rank 9(F) + 1 is obtained by increasing the row index r,, 1 d c d g -2, such that r, d r,+i and rj > rj+l, for 1 d j < c, and by setting to 0 the row indexes rl,r2,. . ,r,_l.
Observe that if such index r, does not exist, then the CFP has row representation (0, g -2, g -3,. . . ,2,1,0) and it has the biggest rank. Procedure NEXT uses the dummy row index rs = 0 to detect this situation which constitute the end condition. Procedure GENERATE uses procedure INIT to perform the initialization, and calls procedure NEXT until the end condition is reached, to obtain all the CFPs. Fig. 6 shows the algorithm. Notice that the procedure NEXT, in order to obtain the next CFP, modifies only a subset of the row indexes rl, r2 , . . . , rg_2, without rewriting those that remain unchanged. The correctness of procedures INIT and GENERATE is straightforward. Next lemma proves the correctness of NEXT.
Lemma 9. Given as input a catastrophic fault pattern F, with R(F) <F"(g), a call to NEXT returns the catastrophic fault pattern G whose rank is B?(G) = W(F) + 1.
Proof. Let (0, r l, ..., r, rc, rc+l, ..., O) be the row representation of F. First, observe that the procedure yields always a CFP. Indeed, let c be the value of j at the end of the while. Then c is the smallest index for which r, < r,+l. Procedure NEXT increases the row index r, and, if c > 1, it sets to zero the row indexes r1, r2, . . . , r,_l. From (4), since F"(k) = @(4k/k3'2), the above expression is clearly 0(4g/g3").
Therefore, the algorithm generates all the CFPs in linear time in the number of CFPs (actually the running time is equal to the number of CFPs).
Conclusion
In this paper we have analyzed catastrophic (i.e. that prevent reconfiguration) fault patterns for systolic linear arrays with unidirectional bypass links. We proved that the number of such catastrophic sets of faults is equal to the (g -1)th Catalan number (l/s)(:ZF), where g is the length of the bypass link. The knowledge of the exact number of catastrophic fault patterns is useful to derive reliability measures for linear arrays (e.g. [25] ). We also provided algorithms to rank, unrank and generate all the catastrophic fault patterns. This may be useful to generate catastrophic fault patterns at random to test the behavior of reconfiguration strategies, that should be able to recognize the impossibility of reconfiguring the array.
