Two-stage Method for Millimeter Wave Channel Estimation by Zhang, Wei et al.
1Two-stage Method for Millimeter Wave Channel
Estimation
Wei Zhang, Shu-Hung Leung, and Taejoon Kim
Abstract—The millimeter wave is a promising technique
for the next generation of mobile communication. The large
antenna array is able to provide sufficient precoding gain to
overcome the high pathloss at millimeter wave band. However,
the accurate channel state information is the key for the
precoding design. Unfortunately, the channel use overhead
and complexity are two major challenges when estimating
the channel with high-dimensional array. In this paper, we
propose a two-stage approach which reduces the channel use
overhead and the computational complexity. Specifically, in the
first stage, we estimate the column subspace of the channel
matrix. Based on the estimated column subspace, we design the
training sounders to acquire the remaining coefficient matrix
of the column subspace. By dividing the estimation task into
two stages, the training sounders for the second stages are only
targeted for the column subspace, which will save the channel
uses and the computational complexity as well.
I. INTRODUCTION
The millimeter wave band (30GHz ∼ 300GHz) is able
to provide large bandwidth for the mobile communication,
which make the millimeter wave communication a potential
candidate for the 5G cellular networks. Compared with the
current 4G cellular networks, due to the high frequency of
millimeter wave band, the signal will experience pathloss.
Fortunately, the short wavelength enables the transmitter
and receiver to be equipped with large antenna array, which
will provide sufficient precoding gain to overcome the high
pathloss.
Due to short wavelength, the millimeter wave channel
experiences sparse property, which means the number of
paths between transmitter and receiver is quite limited.
Therefore, one possible method is to search the paths of the
channel. Intuitively, one can try all the possible precoders
and combiners for the transmitter and receiver respectively,
then select the pair of precoder and combiner which provides
the highest channel gain. The drawback of this exhaustive
search method is that the extremely high searching overhead
when the dimension of antenna array is large. In order to
reduce the search overhead, the hierarchical codebook is
proposed where the searching task is divided into several
layers, and each layer will seek the required resolution of
angles of arrival (AoAs) and angles of departure (AoDs).
To further enhance the estimation accuracy, the generalized
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detection probability [1] is proposed as metric to guide the
design of codebook.
Due to the fact that the millimeter wave channel expe-
rience sparse scattering, the sparse signal recovery method
can be adopted to obtain the estimation of channel, which
will save the number of required observations to estimate
the channel. In [2], the orthogonal matching pursuit (OMP)
is utilized to recover the sparse vector associated with the
position of AoAs and AoDs in the angle grids. Due to the
low-rank characteristic of channel matrix, [3] proposed a
sparse subspace decomposition method to recover the low-
rank matrix. In [4], the joint sparse and low-rank structure
is utilized to model the millimeter wave channel, where the
first step is to use the low-rank structure and the second
step will utilize the sparse structure of the channel matrix.
However, considering the degrees of freedom of the rank-
L matrix H ∈ CNr×Nt is dDoF = L(Nr + Nt − L), the
number of observations for the existing methods is quite
larger than dDoF . In other words, the channel use overhead
is too large compared to the value of dDoF . Moreover,
when the sparse signal recover methods are adopted for
channel estimation, these algorithms will experience high
computational complexity.
In this paper, we propose a two-stage channel estimation
method which require much lower channel use overhead and
complexity as well. Specifically, in the first stage, we will
sample the channel matrix to obtain the column subspace
of the channel. Then, we can express the channel matrix by
using the estimated column subspace. Then in the second
stage, we only need to estimate the coefficient matrix on the
column subspace instead of the full space. By doing so, we
will not waste our observations for the orthogonal subspace
of the column subspace. Moreover, the coefficient matrix can
be obtained by designing the corresponding receiver sounder
effectively, which requires small computational complexity.
This paper is organized as follows, in section II, we intro-
duce the signal and channel model in millimeter wave sys-
tems. Then,the column subspace sampling strategy is given
by section III. By using the estimated column subspace, the
estimation of the remaining channel matrix is discussed in
section IV. Finally, we evaluate the estimate accuracy of
the proposed two-stage channel estimation method with the
benchmarks.
Notations: A bold lower case letter a is a vector, a bold
capital letter A is a matrix. AT ,A−1, tr(A), |A|, ‖A‖F ,
‖A‖∗, and ‖a‖2 are, respectively, the transpose, inverse,
trace, determinant, Frobenius norm, nuclear norm (i.e., the
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2sum of the singular values of A) of A, and l2-norm of a.
[A]:,i, [A]i,:, [A]i,j , [a]i are, respectively, the ith column,
ith row, ith row and jth column entry of A, and ith entry
of vector a. vec(A) stacks the columns of A and form a
long column vector. diag(A) extracts the diagonal entries
of A to form a column vector. IM ∈RM×M is the identity
matrix.
II. SIGNAL MODEL
In this section, we will introduce the millimeter wave
system, channel model, and training signal structures.
We assume the transmitter and receiver to be equipped
with Nt and Nr antennas, respectively. Suppose the number
of paths between transmitter and receiver be L, i.e., L 
min{Nr, Nt}. The channel expression with the uniform
linear array is given by
H =
√
NrNt
L
L∑
l=1
hla(θr,l)a(θt,l), (1)
where a(θr,l) and a(θt,l) are the array response vectors
of transmit and receive antenna array. The transmitter and
receiver usually utilize the uniform linear array, where a(θ)
is given by
a(θ) =
1√
N
[
1, e−j
2pi
λ d sin θ, . . . , e−j
2pi
λ d(N−1) sin θ
]T
(2)
where N is the number of antenna array at the transmitter
or the receiver, λ is the wavelength, d = 12λ is the antenna
distance. Here, we assume θr,l and θt,l are both uniform
distributed in (0, 2pi), and the gain of paths has the following
distribution hl ∼ CN (0, 1). Here, the channel model (1) in
can be written as a matrix form,
H = Ar diag(h)A
T
t , (3)
where Ar = [a(θr,1), . . . ,a(θr,L)] ∈ CNr×L and At =
[a(θt,1), . . . ,a(θt,L)] ∈ CNt×L. The ith column of H can
be written as
Hi = h1a(θr,1)e
−jpi(i−1) sin θt,1 · · ·hLa(θr,L)ejpi(i−1) sin θt,L .
Suppose the sub-matrix HS = HS ∈ CNr×m which
selects the first m columns of H. In the following, we
will show that when m ≥ L, HS shares the same column
subspace with H.
Lemma 1: When m ≥ L, then ATt S is a full row
rank matrix. Moreover, the column subspace of HS =
Ardiag(h)A
T
t S is equal to the one of H.
Proof: From the expression (3), we can know that At
and Ar are full rank when the angle {θt,l}Ll=1 are distinct.
Due to the fact that HS = Ardiag(h)ATt S, in order to
show the equivalence of the column subspace between H
and HS , it is sufficient to show that ATt S is full row rank.
According to [5], when m ≥ L, ATt S will be a full row
rank matrix. This concludes the proof.
Suppose there are NRF RF chains at the transmitter and
receiver side, the sampling observation at the kth channel
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columns
Nt
Nt
NrNt-m
Column 
subspace 
Sample remaining 
Nt-m columns
m
Nr
Fig. 1: The illustration of Algorithm
use is given by
yk = W
∗
kHfk + W
∗
knk, (4)
where Wk = WA,kWD,k ∈ CNr×NRF . WA,k ∈
CNr×NRF and WD,k ∈ CNRF×NRF are the receiver analog
and digital sounder, respectively. The fk = FA,kFD,ksk ∈
CNt×1 is the transmitter sounder. Considering that NRF ≥
2, the entries in fk can be arbitrary value at each channel
use. Note that we have the power constraint for the sounding
in each channel use‖fk‖2F ≤ 1, and noise nk ∼ N (0, σ2I).
Thus, the signal to noise ratio is 1/σ2.
III. SAMPLE THE COLUMN SUBSPACE
In this section, we will show how to obtain the column
subspace of the channel matrix.
Provided that the first m (m ≥ L) columns of H has
the same column subspace with H. To obtain the column
subspace of H, we can just sample the first m columns of
H. To illustrate how to get one single column of H under
the millimeter wave system, we take the first column of H
for example, i.e., h1. At the transmitter, we let f1 = e1,
where e1 denotes the zero vector except the first entry is
one. At the receiver side, we need Nr/NRF channel uses to
form the full-rank matrix M ∈ CNr×Nr ,
M = [W1,W2, · · · ,WNr/N ], (5)
where Wi, i = 1, 2, · · · , Nr/NRF denotes the combiner
at the receiver side. Then we stack the observations of
Nr/NRF channel uses as b1 = [y1,y2, . . . ,yNr/N ],
y1
y2
...
y Nr
NRF
 =

W∗1
W∗2
...
W∗Nr
NRF
He1 +

W∗1
W∗2
...
W∗Nr
NRF
n1 = M∗h1 + M∗n1 (6)
Proposition 1: Suppose that we obtain the estimation of
h1 by solving least square problem as follows,
min
h1
‖b1 −Mh1‖2F .
If the M in (6) is a full-rank matrix, then the estimation
error of h1 will only depend on n1 in (6). In other words,
any full-rank matrix M shares the same the estimation error.
3Proof: From equation (6), if we want to recover h1 by
solving the following problem
min
h1
‖b1 −Mh1‖2F , (7)
then the solution is
ĥ1 = (M
∗M)−1M∗b1
= (M∗M)−1M∗(Mh1 + Mn1)
= h1 + n1. (8)
The mean square error of h1 is
E
(∥∥∥h1 − ĥ1∥∥∥2
F
)
= E
(
‖n1‖2F
)
, (9)
which means that the MSE does not depend on M, which
concludes the proof.
Considering the analog constraint for WA, such that
|[WA]i,j | = 1√Nr , we let M be the DFT matrix, which
is obviously full-rank. After collecting all the observations,
we have YS ∈ CNr×m
YS = M
∗HS + M∗N, (10)
where HS = [H]1:m is the sub-matrix which selects the
first m columns of H, and N ∈ CNr×m denotes the noise
matrix with [N]i,j ∼ CN (0, σ2). Our next step is to obtain
the column subspace of HS from the noisy observation YS .
Since M is full-rank, we rewrite the expression in (10) as
Y˜S = (M
∗)−1YS = HS + N. (11)
Due to the low-rank property of HS , we estimate HS by
solving the following standard principle analysis problem,
ĤS = argmin
HS
∥∥∥Y˜S −HS∥∥∥2
F
subject to rank(HS) = L. (12)
Then the column subspace of the channel matrix is given
by the dominate L left singular vectors of ĤS , i.e., col(Û).
Note that the number of channel uses in the first step is
K1 = (mNr)/NRF .
Due to the noisy component, i.e., N in (10), we will ana-
lyze the subspace estimation accuracy of col(Û) compared
to the true column subspace col(U) of HS . According to
[6], the perturbed SVD will have the following bounds∥∥∥UU∗ − ÛÛ∗∥∥∥2
2
≤ CNr
(
σ2L(HS)σ
2 +mσ4
)
σ4L(HS)
∧ 1, (13)
where C is a constant, σL(HS) is the Lth largest singular
value of HS , and σ2 is the noise level of entries in N. We
expand the right hand,
CNr
(
σ2L(HS)σ
2 +mσ4
)
σ4L(HS)
= C
(
σ2Nr
σ2L(HS)
+
Nrmσ
4
σ4L(HS)
)
(14)
Since HS ∈ CNr×m, when the value of m increases, the
value of σL(HS) will change accordingly. In the following,
we will show the values of two parts on the right hand side
of (14) will decrease with m.
Lemma 2: Suppose HS selects first m columns of H, and
H˜S = [HS ,h], which add one more column with respect to
HS . Then, we have the following
0 ≤ σ2L(H˜S)− σ2L(HS) ≤ |aL|2, (15)
where a = U∗h. Let the SVD of HS is given by HS =
UΣV∗, where U ∈ CNr×L, V ∈ CNr×L, and Σ ∈ RL×L
is in decreasing order.
Proof: Since we want to derive the relationship between
the least singular value of HS and H˜S , we can turn to the
least eigenvalue of H˜SH˜∗S and HSH
∗
S .
H˜SH˜
∗
S = UΣU
∗ + hh∗
= UΣU∗ + Uaa∗U∗
= U(Σ + aa∗)U∗. (16)
Assume the eigenvalue decomposition of (Σ + aa∗) is
U˜LΣ˜LU˜
∗
L. Thus, (16) can be written as
U(Σ + aa∗)U∗ = UU˜LΣ˜LU˜∗LU
∗. (17)
Then, the Lth largest eigenvalue of H˜SH˜∗S can be obtained
from Σ˜L,
σ2L(HS) = λL(HSH
∗
S) = λL(ΣL) (18)
σ2L(H˜S) = λL(H˜SH˜
∗
S) = λL(Σ + aa
∗) = λL(Σ˜L). (19)
Let v be the least eigenvector of Σ, and v˜ is for (Σ+aa∗).
We can have the following inequality
v˜∗(Σ + aa∗)v˜ ≥ v˜∗Σv˜ ≥ v∗Σv. (20)
Therefore,
σ2L(H˜S)− σ2L(HS) ≥ 0. (21)
Meanwhile, due to the inequality v∗(Σ+ aa∗)v ≥ v˜∗(Σ+
aa∗)v˜, combining the equation (21) gives
v˜∗(Σ + aa∗)v˜ − v∗Σv ≤ v∗(Σ + aa∗)v − v∗Σv
= v∗(Σ + aa∗)v − v∗Σv
= v∗aa∗v
= |aL|2, (22)
where a = U∗h, and aL is the Lth element of a. This
concludes the proof.
The Lemma 2 shows that the least singular value of HS ,
i.e., σL(HS), will increase with m. Thus the value of first
part in (14) will decrease with m. For the second part,
from the upper bound in Lemma 2, σ4L(HS) will increase
approximately 2-order with m, i.e., O(m2). Therefore, the
value of second part will have Nrmσ4/σ4L(HS) ∼ O(1/m),
which means it also experiences decreasing with m. To
sum up, if we sample more columns in the first stage,
we can acquire more accurate column subspace of the
channel matrix. In the simulation part, we will validate this
proposition.
4Algorithm 1 Two-stage millimeter wave channel estimation
1: Input: channel dimension: Nr, Nt; number of RF chains:
NRF ; channel paths: L.
2: Initialization: Generate the column selecting matrix S ∈
RNt×m.
3: Column subspace learning:
(1). Sample ith column of H in i1, i2, · · · , iNr/NRF
channel use. The receiver sounder is M =
[W1,W2, · · · ,WNr/NRF ], the transmitter sounder is
fi = ei, i = 1, 2, · · · ,m.
(2). The column subspace is obtained by solving (12),
which is given by the dominate L left singular vector
of ĤS , i.e., Û.
4: Sample the remaining matrix:
(1). Let the transmit sounder as ei, and design the
receiver sounder according to (24).
(2).The observation is yi = Ŵ∗Hfi+ Ŵ∗ni. The esti-
mation of ith column is given by ĥi = ŴŴ∗hi, i =
1, 2, · · · , Nt −m.
(3). Stack the Nt −m columns and denote it as ĤR.
5: Output: Estimate result Ĥ = [ĤS , ĤR].
IV. LEARN THE REMAINING MATRIX
In this section, we will show how to learn the coefficient
matrix associated with the estimated column subspace Ĥ,
i.e., Û.
Since we have already sample the first m columns of H
in the first step, thus we only need to sample the remaining
Nt − m columns. For the ith column, we also let the
transmitter sounder fi = ei at the transmitter side. At the
receiver side, since the estimated column subspace is Û, we
design the analog sounder and digital sounder by solve the
following(
ŴA,ŴD
)
= min
WA,WD
∥∥∥Û−WAWD∥∥∥2
F
, (23)
subject to |[WA]i,j | = 1√
Nr
(24)
The problem above can be solved by using the OMP
algorithm [5]. We let the receiver sounder at the second step
be Ŵ = ŴAŴD.
First of all, we analyze how many channel uses are needed
in the second step. In each channel use, we can sample one
column of H by letting the transmitter sounder and receiver
sounder as fi and Ŵ, respectively. For each column, the
number of channel uses is 1. Therefore, in order to obtain the
remaining Nt−m columns, the required number of channel
uses for the second stage is
K2 = Nt −m. (25)
Now, for the ith column, the observation at the receiver
side is in the following expression
yi = Ŵ
∗Hfi + Ŵ∗ni = Ŵ∗hi + Ŵ∗ni, (26)
where ni ∼ CN (0, σ2INRF ) is the noise vector. Similarly,
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Fig. 2: Performance evaluation
the estimation of hi can be obtained by solving the following
problem
ĥi = min
hi
∥∥∥yi − Ŵ∗hi∥∥∥2
F
. (27)
The problem (27) has more than one solution. It is because
that ĥi and ĥi + d with d ∈ Null(Ŵ∗) share the same
objective value. Among all the solutions, the solution which
has the smallest 2-norm is given by
ĥi = Ŵyi. (28)
After (Nt − m) channel uses, the columns estimation
HR = Ĥm+1:Nt=[hm+1,hm+2, · · · ,hNt ] will be obtained.
Combining the estimation result ĤS from the first stage, the
estimation of the channel matrix is given by Ĥ = [ĤS , ĤR].
The whole algorithm is given in Algorithm 1.
In the following, we will analyze the complexity of the
proposed two-stage method. We divide the complexity into
two parts: channel use overhead and computational complex-
ity. For the computational complexity, the main complexity
comes from the first stage, where we compute the column
subspace through SVD. Specifically, the computational com-
plexity for the first stage is O(m2Nr). Note that for the total
channel uses, after combining the necessary channel uses for
the two stages, we can have
K =
mNr
NRF
+ (Nt −m). (29)
Therefore, the number of channel uses is quite low. Specif-
ically, when we let m = L, the number of channel uses
will be LNr/NRF +(Nt−L). Thus, if more RF chains are
adopted, the required channel uses can be further reduced.
V. SIMULATION RESULTS
In this section, we numerically evaluate the NMSE of
the proposed two-stage channel estimation algorithm. The
numerical simulation setting is first discussed.
(1) Channel model: We assume the prevalent physical
channel representation that models sparse millimeter wave
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MIMO channels [7], [8]. We assume the dimension of the
channel is Nr = 32, and Nt = 128. We further assume
L = 4 paths, and NRF = 6 RF chains.
(2) Performance Evaluation: The NMSE statistics across
different noise levels and channel uses are evaluated. Each
curve is obtained after averaging over 200 channel realiza-
tions.
First of all, we illustrate the effect of m on the estimation
accuracy in Fig. 2. Here, according to (29), different values
of m mean different channel uses. With the increasing of m
in the first step, which means that more columns are selected
in the first step to estimate the column subspace. As a result,
more accurate estimation of the column subspace will be
obtained. As we can see from Fig. 2, when the value of
m increases, the MSE will experience a reduction to some
extent. The red dot line denotes the scenario that we observe
each entry of the channel matrix, and the estimation is given
by solving the following problem
min
H
‖H−Y‖2F subject to rank(H) = L, (30)
where Y = H + N is the noisy observation of the channel
matrix, and the elements in N are i.i.d. Gaussian. As it
is shown, there is a gap between the two-stage method
with the result of full observations. This is because that the
error exists in the estimation of the column subspace in the
first stage, which will further affect the estimation accuracy
of remaining channel matrix in the second stage. For the
scenario of full observation, there does not exist this effect.
Then, we simulate the accuracy of column subspace with
different values of m in Fig. 3. The subspace distance is
defined as
∥∥∥UU∗ − ÛÛ∗∥∥∥2
2
. As we can see in Fig. 3, when
m = 2L, we can acquire an accurate column subspace from
the first stage. Also, with the increasing of m, the subspace
estimation accuracy will be improved.
VI. CONCLUSION
We divide the channel estimation task into two stages,
where the first stage is to obtain the column subspace of
the channel matrix, and the second stage will rely on the
acquired subspace information to get the remaining channel
matrix. As we analyzed, when more columns are sampled
in the first stage, the column subspace information will be
more accurate, which will bring a more accurate channel
estimation result. Specifically, considering the DoFs of the
rank-L matrix is (Nr+Nt−L)L, the number of channel uses
is only K = mNr/N+(Nt−m). Therefore, the channel use
overhead and computational complexity will benefit from the
proposed method.
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