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GENERIC PLANAR ALGEBRAIC VECTOR FIELDS ARE DISINTEGRATED
RÉMI JAOUI
Abstract. In this article, we study model-theoretic properties of algebraic differential equations of
order 2, defined over constant differential fields. In particular, we show that the existentially closed
theory associated to a “general” differential equation of order 2 and of degree d ≥ 3 is almost strongly
minimal and disintegrated. We also formulate — in the language of algebraic varieties endowed with
vector fields — a geometric counterpart of this model-theoretic result.
These results provide a positive answer, concerning planar vector fields, to a conjecture of Poizat
in [Poi82], slightly strengthened in [Poi95], asserting that (the generic type of) a “general” differential
equation of order n ≥ 2 is always disintegrated.
The study of disintegrated differential equations originated from questions of Shelah concerning
properties of the models of the (complete) theory DCF0 of existentially closed differential fields of
characteristic 0 such as the existence of minimal models.
These differential fields, called differentially closed fields of characteristic 0, play a similar role
in differential algebra as algebraically closed fields do in commutative algebra. However, it is now
well-known that the former bear many more elaborate properties than their algebraic analogues. For
example, while an algebraically closed field of characteristic 0 is determined up to isomorphism by its
cardinality, Shelah proved in [She73] — by studying large families of pairwise orthogonal disintegrated
differential equations of order one — that for every uncountable cardinal λ, there are 2λ non-isomorphic
models of the theory DCF0 with cardinality λ.
More recently, the disintegration property has been studied for its own sake in specific families
of differential equations in order to classify the possible algebraic relations shared by their solutions :
Painlevé equations have been extensively studied from this point of view in [NP14], [NP17]; Schwarzian
differential equations in [FS18], [CFN18], as well as, geodesics of two dimensional pseudo-Riemanian
manifolds with negative curvature in [Jao19],[Jao18].
In all the cases mentioned above, the proof of the disintegration property relies on some additional
geometric structure, carried by the differential equation under study. In this article, we prove that in
fact, in various senses, the disintegration property is a typical property for a differential equation of
order two with constant coefficients.
A question of Poizat and planar vector fields. Motivated by the results of Shelah concerning
the number of non-isomorphic models of the ω-stable theory DCF0 mentionned above, Poizat raised
the following question in [Poi82]:
Question A (Poizat). Is it true that the generic type of a “general” differential equation of order n
is minimal and disintegrated?
Here, the word “general” is understood in an algebraic fashion: namely, a differential equation
is general if its coefficients — when viewed in a sufficiently large family of differential equations —
bear no particular differential algebraic relations. Moreover, all the results of this article concern
more specifically the case of autonomous algebraic differential equations or, in other words, algebraic
differential equations defined over constant differential fields.
The first version of this question appearing in [Poi82] only involves the minimality property, while
the stronger version above is formulated in [Poi95, pp560]. In fact, it follows from the results of [HS96]
that, for autonomous algebraic differential equations, a positive answer to the weaker question also
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implies a positive answer to the stronger one; so Question A (in the autonomous case) can accurately
be traced back to [Poi82].
For algebraic differential equations of order one with constant coefficients, a positive answer to
Question A already follows from results of Rosenlicht in [Ros74] (see [HI03, Example 2.20] for a
model-theoretic formulation). For algebraic differential equations of higher order, Poizat conjectures
a positive answer to Question A although, at that time, the equation y′′y = y′ was the only differential
equation of order > 1 known to define a minimal type.
The following theorem describes the structure of the solutions of the differential equation associated
to a general algebraic planar vector field of degree d ≥ 3:
Theorem A (Model-theoretic version). Let d ≥ 3. If v is a planar algebraic vector field of degree d
with Q-algebraically independent coefficients then the theory Th(A2, v) is almost strongly minimal and
disintegrated.
Here, Th(A2, v) stands for the first-order theory of the set of solutions of the differential equation
(A2, v) in an existentially closed differential field (U , δU ) — either viewed as a definable subset of U2
endowed with the full structure induced by (U , δU ) or viewed as a structure in a geometric language
L(X,v) with one n-ary predicate for each irreducible invariant subvariety of (X, v)n (see Section 2.1
for more details).
Intuitively, a complete theory T is almost strongly minimal if it is completely controlled by a
strongly minimal theory. More precisely, the complete theory T is almost strongly minimal if, in some
ω-saturated model M of T , there exists a strongly minimal definable set D of M eq (possibly with
additional parameters A from M) such that any element of M belongs to the algebraic closure (over
A) of elements of D.
With this terminology in place, Theorem A asserts that the theory Th(A2, v) of the set of solutions
of a “general” planar algebraic vector field v of degree d ≥ 3 is controlled by a unique strongly minimal
set and that this strongly minimal set is disintegrated.
By describing the structure of all solutions of the differential equation (A2, v), Theorem A is, in that
sense, more precise than an affirmative answer to Question A which only concerns properties of the
generic solutions of (A2, v) — or in other words, solutions of (A2, v) which do not satisfy any “simpler”
differential equations over the field of complex numbers. On the other hand, its conclusion does not
answer entirely the question raised by Poizat, which also involves a stronger minimality property for
the theory Th(A2, v). Instead of this simple refinement, the results of this article suggest in fact to
study directly a more ambitious question than Question A for general planar algebraic vector fields
of sufficiently large degree:
Question B. Is it true that the structure of the solutions of a “general” planar algebraic vector field
of degree d ≫ 0 is an expansion of a strictly disintegrated set by d2 constant symbols to name the
complex singularities of the vector field v?
A positive answer to Question B would achieve a complete classification of the algebraic relations
shared by the solutions of the differential equation associated to a general planar algebraic vector
field. It is the subject of ongoing work.
A geometric formulation. The study of algebraic solutions of differential equations is also an
active theme of the theory of complex dynamical systems and the disintegration property arises from
this point of view as an efficient tool to describe all the possible algebraic relations shared by the
analytic solutions of the differential equation under study.
For an algebraic differential equation (X, v), presented as a smooth complex algebraic variety X
endowed with a vector field v, the algebraic solutions of (X, v) are represented by certain closed
subvarieties of X called complex closed invariant subvarieties of (X, v). Formally, a complex closed
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subvariety Z of X is called invariant if the associated sheaf of ideals IZ of OX is invariant under the
derivation δv induced by v on OX .
Algebraic solutions of “general” vector fields on algebraic varieties have been extensively studied by
geometers: the case of planar polynomial vector fields is first studied in [LP57] (see [IY08, Appendix,
Chapter 5] for a presentation in a modern language), while higher dimensional cases are studied in
[LR03] and [CP06] in the language of foliations.
Ultimately, our proof of Theorem A relies on such an analysis of algebraic solutions. However, a
fundamental and characteristic feature of the notions studied in this article (and more generally of
numerous notions of geometric stability theory) is to involve properties of the differential equation
(X, v)n := (Xn, v ⊞ · · ·⊞ v),
defined by taking the product of n copies of the differential equation (X, v) when n grows to infinity,
while existing geometric literature on differential equations focuses on the case where n = 1. For
example, this feature appears explicitly in the following formulation of the disintegration property:
Defintion. We say that the vector field v is disintegrated if any irreducible closed invariant subvariety
of (X, v)n for some n ≥ 3 can be written as an irreducible component of⋂
i6=j
π−1i,j (Zi,j)
where, for all i 6= j, πi,j denotes the projection on the coordinates i and j and Zi,j is an irreducible
closed invariant subvariety of (X, v)× (X, v).
The following theorem, which is a direct corollary of Theorem A, shows that disintegration is a
typical property for vector fields of degree d ≥ 3, in the sense of measure theory. It is phrased entirely
in the language of algebraic varieties endowed with vector fields:
Theorem B (Geometric version). Let d ≥ 3. The set of complex planar algebraic vector fields of
degree ≤ d which satisfy the disintegration property has full Lebesgue measure in the parameter space
of complex algebraic vector fields of degree ≤ d.
Here, we identify the parameter space of algebraic vector fields of degree ≤ d — by sending a
polynomial vector field v = f(x, y) ddx + g(x, y)
d
dy to the list of coefficients of f(x, y) and g(x, y) —
with the affine space S(C) = C(d+1)(d+2).
The methods of this article are also flexible enough to obtain variants of Theorem B for other
“ample enough” parameter spaces of planar algebraic vector fields. For example, the proof of Theorem
B can be copied mutatis mutandis to prove a variant of Theorem B where the degree of the vector
field is replaced by the degree of the associated foliation (see [IY08, Chapter V, Section 25] for an
extensive discussion concerning the differences between these two cases).
Note that, on the parameter space S(C), there is a competition between three different notions
for a property to be typical: the measure theoretic notion associated to the Lebesgue measure (as
formulated in Theorem B), the topological notion (in the sense of Baire for the usual analytic topology
on S(C)) and the algebraic notion (as formulated in Theorem A).
Using standard model-theoretic techniques around the Compactness Theorem, we prove in Section
2.3 that this distinction is irrelevant to the study of the disintegration property: for every k-algebraic
family of vector fields (defined over some subfield k of the complex numbers) parametrized by an
irreducible k-algebraic variety S, the following are equivalent:
(i) The disintegration property holds for almost all complex vector fields v ∈ S(C) in the sense
of Lebesgue measure.
(ii) The disintegration property holds on a Gδ-set of complex vector fields v ∈ S(C), in the sense
of Baire for the usual analytic topology on S(C)an.
(iii) The disintegration property holds for all complex vector fields v ∈ S(C), outside a countable
union of proper closed subvarieties defined over k.
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It is worth mentioning that certain analytic techniques employed in the proof of Theorem B, such
as the analytic linearization procedure used there, are more sensible to this distinction: as many other
analytic normalization procedures for differential equations, this procedure can only be carried out
(outside of the Poincaré domain) under certain diophantine conditions, which are well-known to hold
on Fσ-sets in the sense of Baire of full Lebesgue measure (see, for example [Ghy07]).
Trichotomy in DCF0. The strategy for the proof of Theorem A and its geometric formu-
lation(Theorem B) follows the strategy of [Jao19] and [Jao18] to study geodesic flows of pseudo-
Riemmanian varieties with negative curvature in dimension two.
This strategy focuses on the study of the generic type of the differential equation (X, v) and,
more importantly, relies on the Trichotomy theorem of Hrushovski and Sokolovic and on the full
classification of non-disintegrated locally modular types of [HS96] (more precisely, on the fact that all
non-disintegrated locally modular types are orthogonal to ∅, which is itself a consequence of the full
classification). Using this powerful result, the proof of Theorem A reduces to the two following steps:
(a) Establish that the generic type of (X, v) is orthogonal to the constants for the generic type of
the differential equation under study.
(b) Establish that the generic type of (X, v) is semi-minimal.
The property of orthogonality to the constants have been extensively studied for differential equa-
tions defined over constant parameters in [Jao16]. In particular, (a) was settled in [Jao16] for affine
“very generic” algebraic vector fields of degree d ≥ 3 in any dimension (see [Jao16, Théorème D]).
One of the main additional results of this article is the following geometric criterion for semi-
minimality, from which we can deduce (b) for “general” planar algebraic vector fields of d ≥ 2:
Theorem C. Let (X, v) be a smooth and irreducible complex D-variety of dimension 2. Assume there
exists a zero p ∈ X(C) of v such that:
• (hyperbolicity and non-resonance) The eigenvalues (λ, µ) ∈ C2 of the linear part of v at p are
non-zero and satisfy λ/µ /∈ R≤0 ∪Q≥0.
• (no algebraic separatrix) the vector field v does not admit any complex algebraic invariant
curve through p.
Then the D-variety (X, v) does not have any rational factor of dimension 1. In particular, the generic
type of (X, v) is semi-minimal.
Recall that a rational factor of a differential equation (X, v) is a dominant rational morphism
φ : (X, v) 99K (Y,w) in the category of algebraic varieties endowed with vector fields, namely a dom-
inant rational morphism φ : X 99K Y satisfying dφ(v) = w. It was already noticed in [MP14] that
semi-minimality is guaranteed by the absence of proper non-trivial rational factors.
Let’s conclude by a few words about the proof of Theorem C, which uses the technology developed
in [Jao18] to study rational factors of a differential equation (X, v) from information on the invariant
foliations of (X, v).
First, it is easy to see that the second hypothesis of Theorem C alone prevents the existence of
any rational factor which is well-defined at the zero p of v, since the fibre of such a factor through p
would be a complex invariant algebraic curve. To study a rational factor φ which is not defined at p,
we extend the fibration of X defined by the fibres of φ into a global foliation F on X — i.e. a coherent
saturated subsheaf of the coherent sheaf ΘX/C of complex vector fields on X .
The fact that φ is a rational factor (rather than a simple dominant rational morphism of algebraic
varieties) implies that the foliation F is an invariant foliation of (X, v), namely that the foliation
F is invariant under the Lie-derivative Lv of the vector field v acting on the sheaf ΘX/C of complex
algebraic vector fields on X .
The heart of the proof of Theorem C is a local analysis of the analytic invariant foliations in a
neighborhood of a zero of the vector field v. This analysis relies on Poincaré’s linearization theorem
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and on an explicit analytic (or, more precisely, formal) computation for linear vector fields (see Corol-
lary 1.4.5).
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1. Semi-minimality
1.1. A criterion for semi-minimality. We work in the category of (smooth) irreducible D-varieties
over the differential field (C, 0). The objects of this category can be seen as pairs (X, v) where X is a
(smooth) complex algebraic variety endowed with a complex algebraic vector field v.
Definition 1.1.1. Let (X, v) be a smooth and irreducible complex D-variety. A rational factor of
(X, v), denoted φ : (X, v) 99K (Y,w), is a dominant rational morphism φ : X 99K Y which satisfies
dφ(v) = w at the generic point of Y (or, equivalently, everywhere where φ is defined).
Theorem 1.1.2. Let (X, v) be a smooth and irreducible complex D-variety of dimension 2. Assume
there exists a zero p ∈ X(C) of v such that:
• (hyperbolicity and non-resonance) The eigenvalues (λ, µ) ∈ C2 of the linear part of v at p
satisfy λ/µ /∈ R≤0 ∪Q≥0.
• (no algebraic separatrix) the vector field v does not admit any complex algebraic invariant
curve through p.
Then the D-variety (X, v) does not have any rational factor of dimension 1. In particular, the generic
type of (X, v) is semi-minimal.
Remark 1.1.3. Let (X, v) be a smooth complex D-variety of dimension 2 admitting a rational factor
f : (X, v) 99K (C,w) of dimension 1. It is easy to see that all the zeros of v for which f is well-defined
and smooth, admit at least one algebraic separatrix.
Indeed, if p is a zero of v such that f is defined and smooth at p then, since f is a regular morphism
of D-varieties at p, the point q = f(p) ∈ C(C) is also a zero of (C,w). Since f is smooth at p, it
follows that the fibre f−1(q) of f over q is a complex invariant curve of (X, v) through p.
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Example 1.1.4. More concretely, this phenomenon can be observed directly for algebraic planar
vector fields which admit rational factors which are everywhere smooth and regular. Consider the
algebraic vector field
v = xy
∂
∂x
+ f(y)
∂
∂y
where f ∈ C[y] is a polynomial. Note that (A2, v) always admits (A1, f(y) ddy ) as a rational factor of
dimension one. It is easy to see that all its singularities are contained in complex invariant algebraic
curves:
• If f(0) 6= 0 then all the singularities of f lies on the line x = 0, which is an invariant curve.
• If f(0) = 0, then any point of the line y = 0 is a singularity. In that case, the line y = 0 is
also an invariant curve.
To handle the case of rational factors f : (X, v) 99K (C,w) which are not smooth at the zero p of
v, we extend the foliation tangent to the fibres of f , defined on the biggest open set U on which f is
regular and smooth, to a foliation (possibly with singularities outisde of U) of X by curves.
1.2. Extension of a rational factor into an invariant foliation. We refer to [Har80] for the
theory of saturation of coherent algebraic sheaves on a smooth algebraic variety and to [Jao18] for an
exposition of the theory of (possibly singular) algebraic foliations in this language.
Definition 1.2.1. Let f : X 99K Y be a rational dominant map over some field k of characteristic 0
between smooth irreducible k-algebraic varieties X and Y .
Since the field k has characteristic 0, the morphism f is smooth at the generic point η of X and
there is a unique extension of the generic fibre ΘX/Y,η into a coherent saturated subsheaf ΘX/Y of
ΘX/k. It is an algebraic foliation on X of dimension dim(X)− dim(Y ) called the foliation tangent to
the fibres of f (see, for example, [Jao16, Section 2.3]).
Lemma 1.2.2 ([Jao18, Proposition 3.1.5]). Assume that f : (X, v) 99K (Y,w) is a rational factor of
D-varieties over some field k of characteristic 0 between smooth irreducible k-algebraic varieties X
and Y . The foliation ΘX/Y is a D-coherent subsheaf of (ΘX/k,Lv). In other words:
Lv(ΘX/Y ) ⊂ ΘX/Y .
Recall that the action of the Lie-derivative Lv onΘX/k is defined by the Lie bracket: if w ∈ ΘX/k(U)
is a local section, then Lv(w) = [v|U , w] ∈ ΘX/k(U).
Definition 1.2.3. Let (X, v) be a smooth and irreducible complex D-variety of dimension 2 and
F ⊂ ΘX/k a foliation. We say that F is an invariant foliation of (X, v) if it is invariant under the
Lie-derivative of the vector field v, i.e., if Lv(F) ⊂ F .
With this terminology, Lemma 1.2.2 guarantees that a rational factor f : (X, v) 99K (Y,w) can be
extended into the invariant foliation ΘX/Y . This foliation has very particular algebraicity properties
expressed by the following lemma:
Lemma 1.2.4. Let (X, v) be a smooth complex D-variety of dimension 2 and let f : (X, v) 99K (C,w)
be a rational factor of dimension 1. All the analytic leaves of the foliation ΘX/C are complex algebraic
curves inside X(C)an.
Proof. Indeed, the foliation ΘX/C coincides on the dense open set U where f is smooth with the
tangent foliation of f . It follows that all the leaves of ΘX/C that encounter U are complex algebraic
curves. The remaining leaves are contained in a (possibly non-irreducible) curve of X and hence are
also algebraic. 
Remark 1.2.5. In fact, it follows from the results of [CP06] that for an algebraic foliation F on a
smooth complex algebraic variety X (of dimension possibly higher than 2), the set of points p ∈ X(C)
which are contained in an algebraic leaf is either X(C) or a countable union of proper Zariski-closed
subsets of X (indexed by the possible Hilbert polynomials of curves on X).
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Hence, the set of points p ∈ X(C) which are not contained in an algebraic leaf is either empty or
Zariski-dense in X . It follows easily that Lemma 1.2.4 in fact holds for rational factors of algebraic
variety of any dimension.
1.3. Analytic linearization in a neighborhood of a singularity. In the next section, we will
localize our analysis of invariant foliations in an analytic neighbourhood of the zero p. We first
argue using Poincaré’s linearization Theorem that the vector field v can be linearized in an analytic
neighbourhood of p.
Definition 1.3.1. Let v be a vector field on a smooth k-algebraic variety X and p ∈ X(kalg) a zero
of v. The maximal ideal mp of the local ring OX,p is invariant by the derivation δv, induced by the
vector field v. Hence, the derivation δv induces a k-linear map
L : mp/(mp)
2 −→ mp/(mp)
2.
Using the identification TX/k,p ≃ (mp/(mp)2)∗, its transpose L∗ : TX/k,p −→ TX/k,p is called the
linear part of v at p.
Example 1.3.2. Let v(x, y) = f(x, y) ddx + g(x, y)
d
dy be a complex planar vector field which vanishes
at 0 ∈ C2 (in other words, f(0, 0) = 0 and g(0, 0) = 0).
Writing f(x, y) =
∑d
k=1 fk(x, y) and g(x, y) =
∑n
k=1 gk(x, y) as sum of homogeneous polynomials
of degree k, one can write the vector field v(x, y) as
v(x, y) =
(
f1(x, y)
d
dx
+ g1(x, y)
d
dy
)
+
d∑
k=2
(fk(x, y)
d
dx
+ gk(x, y)
d
dy
) = L(x, y) +
d∑
m=1
vm(x, y)
where vk(x, y) is a homogeneous vector field of degree k and L(x, y) = f1(x, y) ddx + g1(x, y)
d
dy is the
linear vector field given by the linear part of v(x, y) at (0, 0).
Definition 1.3.3. Let v be a vector field on a k-algebraic variety X of dimension 2 and p ∈ X a zero
of v. We denote by λ and µ the eigenvalues of the linear part of v at p. We say that:
• the eigenvalues λ, µ lie in the Poincaré domain if λ/µ /∈ R≤0 ∪ {∞}.
• the linear part at p is called non-resonant if λ/µ /∈ N ∪ 1/N.
The following theorem shows that these two conditions guarantee linearization for the vector field
in analytic coordinates in a neighborhood of the zero (see, for example, [CCD13, Theorem 3.12] in
dimension 2 and [IY08, Sections 4 and 5] in higher dimensions).
Theorem 1.3.4 (Poincaré’s linearization Theorem). Let v be a complex analytic vector field defined
on an open analytic neighborhood U ⊂ C2 of 0 vanishing at 0.
If the linear part of v at 0 is non-resonant and its eigenvalues lie in the Poincaré domain, then
there exist analytic coordinates (x, y) in a neighborhood V of 0 such that:
v(x, y) = λx
∂
∂x
+ µy
∂
∂y
where λ and µ are the eigenvalues of the linear part of v at 0.
Remark 1.3.5. If one drops the assumption that the eigenvalues lie in the Poincaré domain in The-
orem 1.3.4, then one still gets linearization at the level of formal geometry. However, this assumption
is necessary to ensure that the corresponding power series are converging. This theorem also admits
generalizations in higher dimensions (see Sections 4 and 5 in [IY08] for an extensive discussion).
1.4. Local analysis of invariant foliations. We now study invariant algebraic foliations of the
vector field v in an analytic neighborhood of the singularity using the analytic coordinates given by
Poincaré Theorem.
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Definition 1.4.1. Let v be an analytic vector field on an open set U ⊂ C2 and ω an analytic 1-form
on U . We say that ω generates an invariant foliation for the vector field v if there exists an analytic
function h on U such that:
Lv(ω) = h · ω.
Lemma 1.4.2. Let U ⊂ C2 be an analytic polydisk, v be an analytic vector field on U and ω an
analytic 1-form on U with isolated zeros. The following are equivalent:
(i) The 1-form ω generates an invariant foliation for the vector field v.
(ii) Lv(ω) ∧ ω = 0.
Consider moreover any non-empty open set V ⊂ U and ǫ > 0 such that the analytic flow φt of v is
defined for all |t| ≤ ǫ, as an analytic map φt : V → U . Then the two conditions above are equivalent
to the third one:
(iii) For all t ∈ C with |t| ≤ ǫ,
φ∗t (ω) ∧ ω = 0 as sections on V.
Note that one can always write Lv(ω) ∧ ω = f · dx ∧ dy for some analytic function f on U . The
function f vanishes on U if and only if it vanishes on a non-empty open set V ⊂ U . Hence, the second
property can be localized to any non-empty open subset of U .
Proof. The equivalence between (i) and (ii) follows from Hartog’s extension lemma: Assume that
Lv(ω) ∧ ω = 0 and restrict this equality to the open set U ′ where ω does not vanish. By assumption,
there exists an analytic function h′ on U ′ such that Lv(ω) = h′ · ω as section on U ′.
Since the zeros of ω are isolated, by Hartog’s extension lemma, the analytic function h′ extends
uniquely to an analytic function h on U . Since an analytic 1-form on U ′ admits at most one extension
to U , the equality Lv(ω) = h · ω extends automatically from U ′ on U .
(iii)⇒ (ii) directly follows from the formula
d
dt |t=0
(φ∗tω ∧ ω) = Lv(ω) ∧ ω.
For the converse, we use (as in [Jao18, Section 1.6]) Cauchy formulas:
φ∗tω =
∞∑
n=0
Lnv (ω)
n!
tn.
Since Lv(ω) ∧ ω = 0, it follows that Lnv (ω) ∧ ω = 0 for all n ∈ N and (using Cauchy formulas) that
φ∗tω ∧ ω = 0. 
Proposition 1.4.3. Let λ, µ ∈ C be two Q-linearly independent complex numbers and let
v = λx
∂
∂x
+ µy
∂
∂y
.
Consider ω = f(x, y)dx + g(x, y)dy a non-zero analytic 1-form defined on some open analytic
polydisk U centered at 0. If ω is v-invariant then there exist two complex numbers α, β ∈ C, not both
equal to zero, such that:
βx · f(x, y) = αy · g(x, y).
Proof. The flow of the linear vector field v is the complete flow on C2 given by:
φt : (x, y) 7→ (xe
λt, yeµt).
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By Lemma 1.4.2, the invariance of the analytic 1-form ω can be expressed as φ∗tω ∧ ω = 0 for all
t ∈ C with sufficiently small norm. Using the explicit formulation of the flow (φt)t∈R, this identity
can be written as:
f(xeλt, yeµt)g(x, y)eλt − f(x, y)g(xeλt, yeµt)eµt = 0(1)
for all (x, y) ∈ C2 in a neighbourhood of 0 and all t ∈ C with sufficiently small norm.
We now study the previous identity on an analytic polydisk V centered 0 where f and g can be
expressed as power series:
f =
∑
i,j
fi,jx
iyj and g =
∑
i,j
gi,jx
iyj with fi,j , gi,j ∈ C.
(∑
i,j
fi,je
(λ(i+1)+µj)txiyj
)
· g(x, y) =
(∑
i,j
gi,je
(λi+µ(j+1))txiyj
)
· f(x, y)(2)
Using the Cauchy product formula for power series and that the equality between two power series
translates into an equality between their coefficients, the previous equation leads to:
∀(a, b) ∈ N2,
∑
i+k=a
j+l=b
fi,j · gk,l · e
(λ(i+1)+µj)t =
∑
i+k=a
j+l=b
gi,j · fk,l · e
(λi+µ(j+1))t(3)
where we extended the sequences fi,j and gk,l by 0 outside of N2. Note that the assumptions on λ
and µ precisely asserts that the function (i, j) 7→ λi+ µj is injective. Using that, the family of germs
at 0 of functions (eαt | α ∈ C) is linearly independent, the previous identity leads to:
∀(a, b, i, j) ∈ Z4, fi−1,j · ga−i+1,b−j = gi,j−1 · fa−i,b−j+1.(4)
By setting k = a− i and l = b − j, we obtain:
∀(i, j, k, l) ∈ Z4, fi−1,j · gk+1,l = gi,j−1 · fk,l+1.(5)
Since ω 6= 0, for some k, l ∈ Z, we have that β = gk+1,l 6= 0 or α = fk+1,l 6= 0. It follows from the
previous equality that:
∀(i, j) ∈ Z2, β · fi−1,j = α · gi,j−1.
This can be expressed as the relation βx · f(x, y) = αy · g(x, y). 
Remark 1.4.4. The conclusion of Proposition 1.4.3 can be reformulated as follows: Under the as-
sumptions of Proposition 1.4.3, there exists a non zero linear 1-form ω′ = αy · dx+ βx · dy such that
ω ∧ ω′ = 0.
Corollary 1.4.5. Let λ, µ ∈ C be two Q-linearly independent complex numbers and let
v = λx
∂
∂x
+ µy
∂
∂y
.
Consider an analytic foliation F defined on some polydisk centered at 0 and invariant by the vector
field v. One of the following two cases holds:
(i) If the foliation F is not singular at 0, then foliation F is either the horizontal foliation or the
vertical foliation.
(ii) If the foliation F is singular at 0, then there exist α, β ∈ C, not both zero, such that F is the
foliation tangent to the linear vector field
w = βx ·
∂
∂x
+ αy ·
∂
∂y
.
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Proof. Since U is a polydisk, there exists an analytic 1-form ω which generates the foliation F i.e.
such that F = Ker(ω). By Proposition 1.4.3, we have that ω ∧ ω′ = 0 for some analytic 1-form ω′ of
the form ω′ = αy · dx+ βx · dy with α or β 6= 0.
We have two cases:
• Either α = 0 (resp. β = 0). The previous equality implies that:
ω ∧ dy = 0 (resp. ω ∧ dx = 0).
Since ω has isolated zeros, by De Rham-Saito Division Theorem (see, for example, [CCD13,
Proposition 1.14]) , there exists an analytic function h such that dy = h ·ω (resp. dx = h ·ω).
Hence, the vertical foliation Fvert (resp. the horizontal foliation Fhor) is included in F . Since
the vertical foliation does not have any singularity, it follows that F = Fvert (resp. F = Fhor).
• Or α and β are both not zero. Since ω has isolated zeros, by De Rham-Saito Division Theorem,
there exists an analytic function h such that ω′ = h · ω.
This implies that the foliation F ′ = Ker(ω′) is included in F . But, since α, β 6= 0, the
foliation F ′ is already a saturated coherent subsheaf and, we have that F = F ′. This means
that F is the foliation tangent to the linear vector field w = βx · ∂∂x + αy ·
∂
∂y .

1.5. Proof of Theorem 1.1.2. Let (X, v) be a complex D-variety of dimension two satisfying the
hypotheses of Theorem 1.1.2. We first show that (X, v) does not admit any rational factor of dimension
one and then that this property implies semi-minimality (in the sense of geometric stability theory).
1.5.1. No rational factor of dimension 1. For the sake of a contradiction, assume that f : (X, v) 99K
(C,w) is a rational factor of dimension 1. Denote by F the foliation tangent to the fibre of f .
By Lemma 1.2.2, the foliation is v-invariant while, by Lemma 1.2.4, all the leaves of F are complex
algebraic curves. Hence the vector field v admits an invariant foliation F with only algebraic leaves.
Since the singularity at p is hyperbolic and non-resonant, Poincaré’s linearization theorem (Theorem
1.3.4) ensures the existence of an analytic polydisk U around p and analytic coordinates (x, y) on U
such that:
v = λx
∂
∂x
+ µy
∂
∂y
.
By Corollary 1.4.5, we distinguish two cases depending whether the foliation F admits a singularity
at p or not:
• If the foliation F does not have a singularity at p, then (in the analytic coordinates (x, y)),
F|U is either the vertical or the horizontal foliations. By symmetry, we may assume that F|U
is the vertical foliation.
Consider the analytic subset A = V (x) ⊂ U . On the one hand, the analytic set A is contained in
a unique leaf of F|U and hence in a unique leaf of F , which is an algebraic curve. It follows that its
Zariski-closure A is an algebraic curve. On the other hand, since v = λx ∂∂x + µy
∂
∂y , the subset A is
invariant under the vector field v. It follows that its Zariski-closure A is an invariant algebraic curve
(see [Jao16, Proposition 3.1.23]) through p.
• If the foliation F has a singularity at p, then (in the analytic coordinates (x, y)), the foliation
F|U is the foliation tangent to a linear vector field w = βx ·
∂
∂x + αy ·
∂
∂y .
Consider the analytic subsets A = V (x) ⊂ U and B = V (y) ⊂ U . On the one hand, the analytic
sets A and B are each contained in a unique leaf of F|U and hence in a unique leaf of F , which is
an algebraic curve. It follows that their Zariski-closures A and B are algebraic curves. On the other
hand, since v = λx ∂∂x + µy
∂
∂y , the subsets A and B are both invariant under the vector field v. It
follows that their Zariski-closure A and B are two transversal invariant algebraic curves (see [Jao16,
Proposition 3.1.23]) through p.
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In both cases, the conclusion implies that the zero p does lie in at least one complex algebraic
invariant curve of (X, v), which contradicts the hypotheses of Theorem 1.1.2. We have therefore
proved that (X, v) does not admit any rational factor of dimension 1.
1.5.2. Semi-minimality. To finish the proof of Theorem 1.1.2, it remains to show that the generic type
of (X, v) is semi-minimal:
Let p denote the generic type (over k) of (X, v). Since (X, v) does not admit rational factors
of dimension 1 and X is absolutely irreducible, the type p is a stationnary type which admits no
proper fibration in the sense of [MP14]. It follows from Proposition 2.3 in [MP14] that this property
guarantees semi-minimality. 
2. Disintegration of planar algebraic vector fields
2.1. Model-theoretic version. To an autonomous algebraic differential equation (X, v) defined over
some field k of characteristic 0, we can associate a language L(X,v) and an associated structure (in
the sense of model-theory) in this language.
Definition 2.1.1. Let X be an algebraic variety over some field k of characteristic 0, endowed with
a vector field v. The language associated to (X, v) denoted L(X,v) is simply the relational language
with one n-ary predicate for each closed irreducible invariant subvariety of (X, v)n.
Note that, for any differential field extension (k, 0) ⊂ (L, δL), the set of solutions of the differential
equation (X, v) in the differential field (L, δL) naturally interprets an L(X,v)-structure.
Definition 2.1.2. Let X be an algebraic variety over some field k of characteristic 0, endowed with
a vector field v. We call theory of (X, v) denoted Th(X, v) the theory of the set of solutions of (X, v)
(viewed as an L(X,v)-structure) in an existentially closed differential field.
Remark 2.1.3. It is a remarkable model-theoretic discovery that the theory DCF0 of existentially
closed differential field is a complete theory and therefore that the previous construction does not
depend on the chosen existentially closed differential extension of (k, 0).
In fact, when X is an affine variety (otherwise after choosing a finite affine presentation of the
variety X) presented as Spec(k[X1, . . .Xn]/(f1, . . . fp)) and the vector field v = v1 ddx1 + . . . vn
d
dxn
is
presented as a vector field on An, the set of solutions of (X, v) can be identified with the solutions of
the system of differential equations{
f1(x1, . . . , xn) = 0 ∧ · · · ∧ fp(x1, . . . , xn) = 0
δ(x1) = v1(x1, . . . , xn) ∧ · · · δ(xn) = v1(x1, . . . , xn)
and hence with a k-definable subset of Un. Under that identification, the L(X,v)-structure and the full
structure induced by the differentially closed field (U , δU ) are bi-interpretable1 (see [Jao16] for more
details).
We will use Theorem 1.1.2 together with structural results of the theory DCF0 and its definable
sets from the 90s (see, for instance, [HS96]) to prove the following:
Theorem 2.1.4 (Model-theoretic version). Let d ≥ 3. If v is a planar algebraic vector field of degree
d with Q-algebraically independent coefficients then the theory Th(A2, v) is almost strongly minimal
and disintegrated.
Recall that a complete theory T is almost strongly minimal if, in some ω-saturated model M of T ,
there exists a set A ⊂ M of parameters and an A-definable strongly minimal set D of T eq such that
M ⊂ aclA(D) (see [TZ12, pp. 170]). We say moreover that the theory T is almost strongly minimal
and disintegrated (resp. locally modular, non-locally modular) if the strongly minimal set D in T eq
has the corresponding property.
1Here, for two structures (M,L1) and (M,L2) with different languages but the same universe, we simply mean that
the notion of ∅-definable subsets of Mn for the languages L1 and L2 agree.
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2.2. Geometric version. Although the conclusion Theorem 2.1.4 is phrased in the language of
model-theory, it is possible to recover some interesting (although slightly weaker) geometric statements
(say, in the language of algebraic varieties endowed with vector fields).
Definition 2.2.1. Let X be an algebraic variety over some field k of characteristic 0, endowed with
a vector field v. We say that the vector field v is disintegrated if any irreducible closed invariant
subvariety of (X, v)n for some n ≥ 3 can be written as an irreducible component of
⋂
i6=j π
−1
i,j (Zi,j)
where, for all i 6= j, πi,j denotes the projection on the coordinates i and j and Zi,j is an irreducible
closed invariant subvariety of (X, v)× (X, v).
We refer to [Jao16] and section 2.5 for a more detailed study of this notion in the language of
algebraic varieties with vector fields. The following corollary states that the disintegration property
is a typical property for vector fields of degree d ≥ 3:
Corollary 2.2.2 (Geometric version). Let d ≥ 3. The set of planar algebraic vector fields of degree
≤ d which satisfy the disintegration property has full Lebesgue measure in the parameter space of
algebraic vector fields of degree ≤ d.
Here, the parameter space of algebraic vector fields of degree ≤ d is identified — by sending a
polynomial vector field v = f(x, y) ddx + g(x, y)
d
dy to the list of coefficients of f(x, y) and g(x, y) —
with the affine space C(d+1)(d+2), which naturally carries the product Lebesgue measure.
2.3. Families of D-varieties with constant coefficients. We first show that a property of the
theory Th(A2, v) holds on a set of full Lebesgue measure in the parameter space of complex vector fields
of degree ≤ d if and only if it holds for one algebraic vector field v with Q-algebraically independent
coefficients.
Definition 2.3.1. Let k be a field of characteristic 0. We call a k-algebraic family of varieties
endowed with vector fields with constant coefficients, any surjective morphism π : (X , v) −→ (S, 0) in
the category of algebraic varieties endowed with vector fields over k.
Lemma 2.3.2. Let k be a subfield of C and let π : (X , v) −→ (S, 0) be a k-algebraic family of varieties
endowed with vector fields with constant coefficients.
Consider s, t two elements of S(C). If s and t realize the same type (in the sense of ACF) over k
then the complete theories Th((X, v)s) and Th((X, v)t) are bi-interpretable.
Proof. Fix a saturated differentially closed field (U , δU ) with field of constants equal to C and consider
two elements s, t ∈ S(C) which realize the same type (in the sense of ACF) over k.
Since the field of constants of (U , δU ) is a pure algebraically closed fields, the elements s, t ∈ S(C)
also satisfy the same type over k in the differentially closed field U .
By saturation of (U , δU ), it follows that there exists an automorphism σ of (U , δU ) which is induces
a bijection
(X , v)(U ,δU )s ≃ (X , v)
(U ,δU )
t .
Since σ is an automorphism, it sends definable subsets of (X , v)(U ,δU )s (and its powers) to definable
subsets of (X , v)(U ,δU )t (and its powers). It follows that the structures (X , v)
(U ,δU )
s and (X , v)
(U ,δU )
t (as
definable sets endowed with the full substructure induced by (U , δU )) are bi-interpretable. 
Proposition 2.3.3. Let k be a countable subfield of C and π : (X , v) −→ (S, 0) be a k-algebraic family
of varieties endowed with vector fields with constant coefficients.
Assume that S is irreducible, then the following are equivalent:
(i) The property “Th(X , v)s is almost strongly minimal and disintegrated” is a typical property of
an element s ∈ S(C) relatively to the Lebesgue measure.
(ii) The property “Th(X , v)s is almost strongly minimal and disintegrated” holds for a Gδ-set (in
the sense of Baire) of elements s ∈ S(C)an.
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(iii) If s ∈ S(C) is any complex realization of the generic type of S over k then Th((X , v)s) is
almost strongly minimal and disintegrated.
Proof. The equivalence between (i) and (iii) follows from Lemma 2.3.2 and from the fact that, since S
is irreducible, any type (in ACF) over k living on S distinct from the generic type of S has Lebesgue
measure zero.
The equivalence between (ii) and (iii) follows from Lemma 2.3.2 using that the set of complex
realisations of the generic type of S form a Gδ-set and that two Gδ-set always intersect non-trivially
(since the intersection is itself a Gδ-set). 
Definition 2.3.4. We say that a complex vector field v = f(x, y) ∂∂x + g(x, y)
∂
∂y has Q-algebraically
independent coefficients if the list of the coefficients of f(x, y) and of g(x, y) form a Q-algebraically
independent set.
Corollary 2.3.5. Theorem 2.1.4 holds if and only if it holds for a specific planar algebraic vector
field of degree d with Q-algebraically independent coefficients.
Proof. Denote by Sd ≃ A
(d+1)(d+2)
Q the parameter space for vector fields of degree ≤ d and consider
the Q-algebraic family of varieties endowed with vector fields with constant coefficient given by all
vector fields of degree ≤ d:
π : (X = A2 × Sd, vd) −→ (Sd, 0).
In other words, vd is is an algebraic vector field on X , tangent to the fibres of π such that for
every complex point s ∈ Sd(C), the fibre (X , vd)s is isomorphic (via the second projection on A2) to
(A2, vs).
Proposition 2.3.3 applied to this family shows that Theorem 2.1.4 holds if and only if it holds for
a realisation of the generic type of Sd over Q, namely for a planar algebraic vector field of degree d
with Q-algebraically independent coefficients. 
Lemma 2.3.6. Let λ, µ /∈ Qalg be two Q-algebraically independent complex numbers and d ≥ 1. There
exists a planar algebraic vector field v of degree d with Q-algebraically independent coefficients that
admits λ and µ as the eigenvalues of the linear part of v at a zero p.
Proof. It is easy to construct a matrix A ∈ M2(C) whose coefficients form a Q-algebraically set and
with λ, µ as eigenvalues. By choosing the coefficients of order > 1 independently, one constructs a
vector field w whose positive coefficients form a Q-algebraically independent set and with a zero at 0
with eigenvalues λ and µ.
Now, choose (a, b) Q-independently of the coefficients of w and set v(x, y) = w(x − a, y − b). The
vector field v has Q-algebraically independent coefficients. 
2.4. Complex invariant curves. The behavior of complex invariant curves for an algebraic planar
vector field with Q-algebraically independent curves is described by the work of Ilyashenko in the 70’s:
Theorem 2.4.1 ([IY08, Theorem 25.56]). Let d ≥ 2. A complex planar vector field of degree d
with Q-algebraically independent coefficients admits no invariant algebraic curve (excepted the line at
infinity which is invariant by the foliation generated by v).
Corollary 2.4.2. Let d ≥ 2 and v be a planar algebraic vector field with Q-algebraically independent
coefficients. Then, the generic type of (A2, v) is semi-minimal.
Proof. Similarly as Lemma 2.3.5, Corollary 2.4.2 holds if and only if it holds for one algebraic vector
field with Q-algebraically independent coefficients. By Lemma 2.3.6, one can therefore assume that
the vector field v has a hyperbolic and non-resonant zero.
Theorem 2.4.1 also ensures that the vector field does not admit any complex invariant algebraic
curve. It follows that no zeros (so in particular p) of the vector field v admit an invariant seperatrix.
It follows that the assumptions of Theorem 1.1.2 apply and therefore that the generic type of (X, v)
is semi-minimal. 
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2.5. Disintegration of semi-minimal types with constant parameters. The results of this
section are consequences, in geometric terms, of Hrushovski-Sokolovic Theorem (cf [HS96]).
Notation 2.5.1. Let v be a vector field on an algebraic variety X over some field k of characteristic
0. For every n ≥ 2, we denote by In(X, v) the set of invariant irreducible subvarieties of the product
D-variety (X, v)× · · · × (X, v)︸ ︷︷ ︸
n times
, which project dominantly on each factor.
Lemma 2.5.2 ([Jao16, Appendix A]). Let v be a vector field on an algebraic variety X over some
field k of characteristic 0 and π : Xm → Xn any projection on coordinates with m ≥ n.
(i) If Z,Z ′ are two elements of In(X, v), then the irreducible components of the intersection Z∩Z ′
are elements of In(X, v).
(ii) If Z is an element of Im(X, v), then the Zariski-closure π(Z) of π(Z) is an element of In(X, v).
(iii) If Z is an element of In(X, v) then the irreducible components of π−1(Z) are elements of
In(X, v).
The following definition makes sense for any collection of algebraic subvarieties of Xn (for some
algebraic variety X) satisfying the conclusion of Lemma 2.5.2:
Definition 2.5.3. Let v be a vector field on an algebraic variety X over some field k of characteristic
0. We say that the sequence (In(X, v))n∈N is eventually constant if there exists r ≥ 2 such that any
element of Z can be written as an irreducible component of an intersection:⋂
E∈Pr(n)
π−1E (ZE).
where E runs over the subsets of r elements of {1, · · · , n}, πE denotes the projections on the
coordinates in E and ZE is an element of Ir(X, v).
Definition 2.5.4. Let v be a vector field on an algebraic variety X over some field k of characteristic
0. We say that (X, v) is generically disintegrated if the sequence (In(X, v))n∈N is eventually constant
starting at r = 2.
Theorem 2.5.5. Let v be a vector field on an algebraic variety X over some field k of characteristic
0. Assume that the generic type of (X, v) is semi-minimal. The following are equivalent:
(i) The differential equation (X, v) is generically disintegrated.
(ii) The sequence (In(X, v))n∈N is eventually constant.
(iii) For all n ∈ N, (X, v)n does not admit any non-constant rational integral.
Proof. Clearly, (i)⇒ (ii)⇒ (iii). The implication (iii) =⇒ (i) is proved using Hrushovski-Sokolovic
in the first section of [Jao16]. 
2.6. Orthogonality to the constants.
Definition 2.6.1. Let v be a vector field on an algebraic variety X over some field k of characteristic
0. We say that (X, v) is orthogonal to the constants if the condition (iii) of Theorem 2.5.5 is fulfilled.
Theorem 2.6.2 ([Jao16]). Let d ≥ 3. A complex planar vector field of degree d with Q-algebraically
independent coefficients is orthogonal to the constants.
Proof. Let d ≥ 3 and consider the smooth family of algebraic vector fields of degree d.
It follows from [HI03] that the vector field v = x2(x − 1) ∂∂x is an algebraic vector field on A
1 of
degree 3, which is orthogonal to the constants. It follows that the vector field v × v is an algebraic
vector field on A2 of degree 3 and orthogonal to the constants.
Hence, the (smooth) family of algebraic vector fields on A2 of degree d admits one element which
is orthogonal to the constants. It follows from the specialization theorem of [Jao16] that the generic
member of this family is also orthogonal to the constants. In other words, a complex planar vector
field of degree d with Q-algebraically independent coefficients is orthogonal to the constants. 
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2.7. Proof of Theorem 2.1.4. Let v be a planar algebraic vector field with Q-algebraically inde-
pendent coefficients.
Denote by F ⊂ C the finitely generated subfield of the complex numbers generated by the coeffi-
cients of v and by p the generic type of (A2, v) over F .
2.7.1. Setting of the proof. Consider (U , δU ) a countably saturated differentially closed field with field
of constants equal to C. We set
Σ(v) = (A2, v)(U ,δU)
for the set of solutions of (A2, v) in (U , δU ), which can be identified with an F -definable set of the
differentially closed field (U , δU ).
To show that the theory Th(Σ(v)) is almost strongly minimal and disintegrated, we are going to
construct a strongly minimal F -definable set D in Σ(v)eq , with a disintegrated pregeometry such that
(⋆) : Σ(v) ⊂ aclF (D).
2.7.2. Non-generic behavior. We first deal with the elements of Σ(v) that do not realize the generic
type p.
Claim 1. With the notation above, denote by P the set of realisations of p in U . Then Σ(v) \ P is a
finite subset of aclF (∅).
Proof. Indeed, we know, by Theorem 2.4.1, that the vector field v does not have any complex algebraic
invariant curve. It follows that any non generic element satisfies an algebraic type and hence is
contained in aclF (∅).
Since the restriction of the derivation to F is trivial, it also follows that any non-generic element is
contained in the field C of constants of U and therefore that Σ(v) \ P may be identified with the set
of complex zeros of v (hence, finite). 
2.7.3. Lascar and Morley rank. We now distinguish two cases according to the Lascar rank of p. Since
p is a non-algebraic type of order 2 (meaning supported by a D-variety of dimension 2), we have that:
U(p) = 1 or U(p) = 2.
Claim 2 ([FM17, Theorem 6.1]). Let p ∈ S(A) be a type of order ≤ 2 in a differentially closed field.
Then the Lascar rank and the Morley rank of p agree.
Claim 2 follows from the finiteness of the number of invariant hypersurfaces for a vector field without
non constant rational integral (Jouanolou Theorem, see [Jou78]). It was noticed first by Marker and
Pillay in the case of type of order ≤ 2 over constant differential field and later generalized by Freitag
and Moosa to arbitrary types of order ≤ 2.
2.7.4. Minimal case: Assume now that U(p) = 1. Hence, by Claim 2, RM(p) = 1 too. Since p is
a stationary type, this implies that Σ(v) is strongly minimal and hence that the theory Th(Σ(v)) is
strongly minimal. Moreover, by Theorem 2.5.5, the strongly minimal set Σ(v) is disintegrated.
2.7.5. Non-minimal case. Assume now that U(p) = 2. By Theorem 2.5.5, the type p is semi-minimal
and disintegrated. It follows that there exists a stationary type r ∈ S(F ) of order 1 such that the
types r(2) and p are interalgebraic over F .
By Claim 2, we see that RM(r) = 1 too. Hence, there exists an F -definable strongly minimal set
D with r as a generic type. Moreover, since p is disintegrated, the type r and hence the strongly
minimal set D are also disintegrated.
To conclude the proof, it remains to prove that (⋆) is satisfied for the strongly minimal set D we
just constructed: Indeed, since r(2) and p are interalgebraic over F , any realisation of p is algebraic
over two realisations of r (together with F ) and therefore over two realisations of D (together with
F ). 
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