ABSTRACT The Hankel matrix of harmonic signals has the important low-rank property, based on which the principal components (or the eigenvectors) extracted from the matrix by singular value decomposition (SVD) could be applied for harmonic signal denoising. However, SVD is time-consuming, and may even fail to converge when the data matrix is too large. To overcome the computational difficulties of SVD for the big dataset, dimension reduction of the matrix is necessary, but it results in a significant reduction on signal intensities. In this paper, we proposed an efficient and robust denoising method for harmonic signals with large data. First, the Hankel matrix of the harmonic signal is constructed and randomly projected onto a lower dimensional subspace with a Gaussian matrix. Second, SVD on the matrix with reduced dimension is performed to extract essential eigenvectors, applying which a smooth signal with simplified compositions is reconstructed from the original noisy signal. Third, the threshold of signal to noise is analyzed on the smooth signal, then a soft thresholding algorithm is performed to obtain a denoised result from the original noisy signal. The simulation and experimental results have proved the robustness and effectiveness of this method.
I. INTRODUCTION
Noise contamination is always inevitable during signal acquisition or transmission. Effective denoising of the acquired signal is important for the subsequent data analysis or interpretation. Thus, denoising is one of the most general and extensively-studied problems in signal processing area. Despite a large amount of research on this problem, it still is a hot issue, which includes discussions on types of signal and noise, mathematical modeling and solution, and different applications in various research or engineering areas.
In early days, many researches focused on smoothing filters, i.e. suppressing high frequency components in frequency domain with an average in time or spatial domain (for example, Gaussian smoothing in [1] ). Since random noise is distributed in the whole frequency range, whereas the signal of interest is normally distributed in low or medium frequency range, low-pass filtering of the contaminated signal could remove high frequency noise, and results in a smooth output
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without original spikes or sharp edges in time or spatial domain. Obviously, these filtering methods have a serious drawback, due to the overlapping of signal and noise in the frequency domain. When removing high frequency components in order to suppress noise, some details of the signal are corrupted. In the meantime, with the reservation of medium and low frequency components, noise is not completely canceled and would still interfere subsequent signal analysis or parameter retrieval task.
Since 1990s, Wavelet shrinkage methods [2] , [3] have been widely applied for signal denoising. Comparing to the frequency domain (or Fourier transform domain), the Wavelet domain could have a better separation of signal and noise. In other words, overlapping of signal and noise in the Wavelet domain is less than that in the frequency domain. Consequently, if the Wavelet basis is properly chosen, the signal would concentrate in a relative small number of Wavelet dimensions with large Wavelet coefficients, while noise would spread in a wide Wavelet dimensions but with very small coefficients. One can thus perform a hard or soft thresholding on Wavelet coefficients and reconstruct a denoised signal.
The most important idea of above mentioned classical denoising methods is to make a distinguishment between signal and noise in a transform domain. The performance of denoising methods depends on how well we can distinguish the feature of noise from that of signal in the transform domain. Since signals in different applications have different features, a general denoising method for all the applications is hard to design. For this reason, we need to know the distinct feature of signals to be denoised, and then design a specific transform to extract the feature of signal for removing noise.
In this paper, we focus on the harmonic signal, which is composed of complex or real sinusoids with or without damping. This is a common signal model in a wide range of engineering or research areas, e.g. audio processing [4] , [5] , Nuclear Magnetic Resonance (NMR) [6] , biomedical applications [7] , and vibration analysis [8] - [10] . These harmonic signals have an essential property, that the Hankel matrix of the noise-free signal has a rank equal to the number of the harmonics [11] - [13] . Based on this property, denoising can be realized with a low rank approximation of the Hankel matrix of the signal [14] , [15] . Rank reduction has been proved to be one of the most effective denoising methods for signals arranged in 2D matrix or higher dimensional tensor [16] , and has the ability to extract signal components under extremely low SNR conditions [17] .
To obtain a low rank matrix approximation of the Hankel matrix, singular value decomposition (SVD) is required. This process is also named SVD filtering. However, SVD is time consuming, especially when the matrix is with large dimension. For example, if we use Matlab as a platform and use the build-in SVD function, then a non-sparse matrix with tens of thousands of rows and columns (i.e. in the order of 10 4 ×10 4 ) would cost tens of minutes to hours to analyze. To be more specifically, on platform with Matlab 2019a/64 bits/i7/16 GB, the runtime of SVD is about 3 minutes for a 10 4 ×10 4 matrix, and 25 minutes for a 20000 × 20000 matrix; while on another platform with Matlab 2016a/64 bits/i5/16 GB, SVD takes about 6 minutes for a 10 4 × 10 4 matrix, and 50 minutes for a 20000 × 20000 matrix. For large data, more efficient method is required to achieve the low rank matrix approximation.
How to extract features from a large dataset efficiently and effectively becomes gradually important for signal denoising and data analysis. In recent years, with the development of random projection method in linear algebra [18] , [19] , random sampling and probabilistic methods were applied for signal denoising [20] , [21] . In 2014, rQRd (random QR denoising) algorithm [20] was proposed to solve low rank approximation problem for very large matrix. The original large matrix is randomly projected onto a reduced-size matrix, on which QR decomposition is executed to obtain eigenvectors as an approximation of signal subspace of the original signal. The computation is largely reduced by dimension reduction, which makes the method applicable for large dataset. However, dimension reduction with random projection would also result in a loss on signal intensity, in other words, the information within the data could not be fully extracted by this random projection operation.
To address the problem, in this paper we apply random SVD (rSVD) to extract a reasonable threshold vector, which is then combined with the soft thresholding method to reconstruct the denoised signal. Through this process we can deal with very large data and efficiently suppress noise with the least influence on signal components.
The rest of the paper is organized as follows: the formulation of the problem and preliminary method are given in Section 2. In Section 3, rSVD with a following soft thresholding method for signal denoising is introduced. In section 4, details on parameter setting is discussed. Section 5 demonstrates the simulation and experimental results. Finally, a summary is given in Section 6.
II. PRELIMINARY A. THE PROPERTY OF HARMONIC SIGNALS
A general model of the damped sinusoidal signal which is uniformly sampled can be expressed as:
where x(n) is the observed signal, s(n) and w(n) are the noise-free signal and noise, respectively. The noise-free signal s(n) is composed of K exponentially damped sinusoids. a k , σ k , f k , and φ k are the intensity, damping rate, frequency and initial phase of the k-th harmonic component, respectively. L is the total number of samplings. Rearrange the noise-free signal s(n) into a M × N Hankel matrix H(s), with the guarantee that L ≥ M + N − 1 and M , N > K :
where s is the vectorized form of s(n), and H( ) denotes an operator which turns a vector into a Hankel matrix. Hankel matrix H(s) in (2) has a Vandemonde decomposition form:
where 'T' is the transpose operator, A is a diagonal matrix:
and n is a n×K (n = MorN ) Vandemonde matrix composed of K harmonic components:
It is obvious that as long as all the σ i +  ω i (1 ≤ i ≤ K ) are different, n is full column rank, i.e. columns in n are linearly independent. As a result, the rank of H(s) is equal to the number of harmonics K . As a contrast, Hankel matrix H(s) containing the noise-contaminated signal x(n) is full rank, i.e. rank(H(s)) = min(M , N ). It should be noticed that the above conclusion is for complex sinusoidal signals, if signal s 1 is composed of real sinusoids, then the rank of H(s 1 ) is equal to 2K 1 , where K 1 is the number of the real sinusoids. The reason is that a real sinusoid can be decomposed into two independent complex sinusoids: 2 cos(ωn) = e  ωn + e − ωn .
B. HANKEL SVD (HSVD) DENOISING
Supposing that the rank of H(s), or the number of harmonics, is known as K , we can model the denoised problem into a low rank approximation of the original Hankel matrix.
Now the optimization objective is to find a low rank (which is not larger than K ) matrix as an approximation of H(x), while the energy of the residual matrixĤ s − H(x) is minimized. The resultĤ s is then a reasonable estimation of the noise-free Hankel matrix H(s). The low rank approximation problem (3) has an explicit solution composed of the first K eigenvectors of H(x). The SVD of H(x) is:
where U ∈ C M ×M and V ∈ C N ×N are unitary matrices containing the left eigenvectors u k and right eigenvectors v k of H(x), respectively. D ∈ R M ×N is diagonal with the singular values of H(x) along the diagonal, marked as d k , with
can be decomposed into a set of rank-1 sub-matrices u k v H k , and the value of d k represents the significance or contribution of the k-th sub-matrix. A large singular value d k corresponds to an important feature or signal subspace vector u k and v k of the signal, and an ignorable d k corresponds to a small perturbation or noise subspace vector u k and v k .
If we set K 1 as the number of harmonics to be reconstructed (K 1 = K in ideal situation), we can extract the first K 1 sub-matrices corresponding to the first K 1 singular values and reconstruct the Hankel matrix of the signal:
where U s ∈ C M ×K 1 and V s ∈ C N ×K 1 contain the first K 1 eigenvectors of U and V, respectively, and thus can be considered as the signal subspace. D s ∈ R K 1 ×K 1 is diagonal and is the sub-matrix on the left upper of D. The truncated SVD algorithm (5) is equivalent to a projection of H(x) on the signal subspace U s [?] :
It is easy to prove the equivalence between (5) and (6), using the conjugate orthogonal property of U.
It is worth mentioning that the above solution (with (5) or (6)) is equivalent to a hard-thresholding on singular values of H(x). Another popular method of rank reduction is to replace rank(Ĥ s ) in (3) with the nuclear norm ofĤ s (i.e. Ĥ s * ), this related nuclear norm minimization problem has an analytical solution as a soft-thresholding on singular values of H(x) [16] .
The output result of (5) or (6) is normally not a Hankel matrix, since we have not made any restriction on the Hankel structure forĤ s in (3). For this reason, the next step is to modifyĤ s into a Hankel matrix, or to extract the signalŝ(n) fromĤ s with an average on the n-th anti-diagonal elements:
The whole SVD denoising method, denoted by HSVD (Hankel SVD), is organized in Algorithm 1.
Algorithm 1 Denoising by Hankel SVD (HSVD)

Require:
Original noisy signal
The estimated number of harmonics K 1 . Ensure: the deonised signalŝ(n) 1: Construct the Hankel matrix H(x) by (2). 2: Perform SVD on H(x) and obtain the eigenvector matrices U. Extract the first K 1 rows of U and form the signal subspace basis U s . 3: Use (5) or (6) to obtain the denoised matrixĤ s . 4: Perform an average on the anti-diagonal elements ofĤ s by (7) and obtain the denoised signalŝ(n).
Although this method is simple and effective, the application is seriously restricted due to the complicated computation of SVD for the whole data matrix. For a M × N matrix, the computation complexity of SVD is O(
When sampling points are more than 10 4 , the HSVD algorithm will take over tens of minutes or even without convergence. More efficient denoising method is required for large data.
III. PROPOSED METHOD A. RANDOM SVD (RSVD) DENOISING
To reduce the computational cost of SVD on large matrix, random projection is applied to reduce the matrix dimension before performing SVD:
where ∈ R N ×P is a random matrix with the elements following a Gaussian distribution N(0, 1), and the reduced dimension number P is chosen in the range: K 1 ≤ P N . As previous, K 1 is the estimated number of harmonics. With (8), the M × N matrix H(x) is changed into M × P matrix H x . The first K 1 eigenvectors U s (i.e. the signal subspace) of H x is an approximation of the signal subspace U s of the original H(x).
Then matrix H(x) is denoised with a projection onto the estimated signal subspace U s , by using (6) but with a replacement of U s to U s . The whole procedure is illustrated in Algorithm 2:
Algorithm 2 Denoising by Random SVD (rSVD)
Require:
The estimated number of harmonics K 1 ; the reduced column number P(K 1 ≤ P N ). Ensure: the deonised signalŝ(n) 1: Construct the Hankel matrix H(x) by (2). 2: Generate a random matrix with dimension of N × P, and then use (8) to obtain matrix H x with reduced dimension. 3: Perform SVD on H x and obtain the eigenvector matrices U. Extract the first K 1 rows of U and form the signal subspace basis U s . 4: Use (6) with U s ≈ U s to obtain the denoised matrixĤ s . 5: Perform an average on the anti-diagonal elements ofĤ s by (7) and obtain the denoised signalŝ(n).
When extracting signal subspace vectors U s from the reduced-dimension matrix, eigenvalue decomposition methods other than SVD could also be used. In [20] , QR decomposition and random projection for dimension reduction are applied to extract U s . In this paper we use SVD rather than QR, since if only K 1 eigenvectors of a M × P matrix (with K 1 < P M ) are required then SVD has better energy compaction capability than QR. And with K 1 = P, SVD and QR give the same results.
Assuming that the number of the harmonics (i.e. K 1 ) is correctly estimated, which is, by the way, another important topic in this area [23] - [25] , noise can be significantly suppressed, but at the cost of loss of signal intensities, which is due to the error in the estimated signal subspace. An example is shown in Fig. 1, where (a) illustrates the noise-free signal with 20 complex sinusoids with no damping and (b) is the signal with noise (SNR = −0.14 dB), the number of samplings L = 2000. The HSVD denoised result (by Algorithm 1) is shown in (c) for comparison, and the rSVD denoised result (by Algorithm 2) is in (d). For both HSVD and rSVD, the number of estimated harmonic components K 1 is set to be equal to the true value, i.e. K 1 = K = 20, and for rSVD, the reduced dimension P is set to be equal to K 1 . From results of (c) and (d), we can see that HSVD has the advantage of greatly retaining signal intensity but with some artifacts left on the reconstruction, while rSVD can remove artifacts better but with a loss of signal intensity.
Therefore, we can see that dimension reduction for SVD (which is necessary for dealing with large data) would result in a loss of signal intensities. The objectives of suppressing noise and retaining signal intensity might be contradictory. To solve the problem and obtain a more robust denoised result, we then introduce a soft thresholding denoising method.
B. DENOISING BY RSVD-ST (RSVD WITH SOFT THRESHOLDING)
Although rSVD could not achieve a satisfactory denoised result, it can largely simplify (or sparsify) the spectrum and give a good estimate on the position of signal peaks on the spectrum. Therefore, the spectrum of rSVD result can be applied to estimate the probability of signals at a certain location of the spectrum. The spectral point of rSVD result at frequency f k is denoted by F s (f k ):
A logistic function is then designed to estimate the probability of ''being signal'' for a frequency point f k :
Probability {f k is signal frequency}
where is a threshold value to separate signal and noise, β can be chosen to be a large value (e.g. 2000). This probability vector is denoted as S w and named ''spectral weight'', since it can be considered as weighting factors for spectral points. A demonstration is presented in Fig. 2 , where the spectrum F s is the rSVD result in Fig. 1 . It can be seen that the weight S w (f k ) is close to 1 when the peak are shown at f k , and is negligible when there is no signal at f k .
FIGURE 2.
A demonstration of the spectral weight S w (f k ) on the spectrum.
It should be mentioned that the application of ''spectral weight'' is inspired by the NASR (Noise and Artifact Suppression using Resampling) method proposed in [21] , where multiple results of random sampling were obtained for the estimation of a ''weighting array'', which is then used as a mask on the original Fourier spectrum to obtain a denoised result. For our method, the spectral weight is similar to the weighting array in NASR, except that the former is estimated from a single rSVD denoised result rather than multiple resampling results. And both of the spectral weight and the weighting array are used to describe the probability of one spectral point to be signal or not. Now consider a classic denoising optimization problem:
where F s = W s and F x = Wx are the spectra of s (denoised signal) and x (original signal), respectively; and W is the Fourier transform matrix. This optimization function is composed of two terms: the 2 data fidelity term and the 1 sparsity constraint. The 1 sparsity constraint on the estimated denoised spectrum F s suggests that the denoised result should have as less peaks in the spectrum as possible. Assuming that we already obtain a good estimation on the peak positions in the spectrum (i.e. the spectral weight vector S w ), we merely need to constraint the sparsity of the ''noise region'' in the spectrum and modify (10) into:
where ''·'' denotes a dot product, and (1 − S w ) F s is non-zero only in the noise region. With this modification, the algorithm is concentrated on sparsifying the noise region and keep the signal region approximate to that in the original spectrum F x . The optimization problem (11) has a closed form solution, which involves a soft-thresholding or shrinkage of F x by λ(1 − S w ):
To be more specifically, for the k-th spectral point f k , the denoised result is:
If 0 sparsity constraint is applied instead of 1 sparsity, then the solution of (11) would be changed to a hard-thresholding of F x by √ 2λ(1 − S w ) correspondingly. In this paper, we only show the soft thresholding results, but it should be mentioned that sometimes the hard thresholding results are better.
With a properly setting of parameters λ on (13), we can obtain a denoised spectrum with the noise region cutting off from original spectrum. An example is shown in Fig. 3 , where the HSVD and rSVD results are also presented for comparison. For the rSVD-ST method, λ is proportional to the variance of noise in the frequency domain. Since the maximum value of |F x (f k )(1 − S w (f k ))| is the highest ''noise level'' of the spectrum, λ can be estimated by :
where a is a parameter chosen within the range [0. 5, 1] . The result shown in Fig. 3(c) is obtained with a = 0.6. From the result, it is clear that this rSVD-ST method can recover the signal intensity better than rSVD, and introduce less artifacts than HSVD. Since the soft thresholding operation is performed in the frequency domain, the resulting spectrum might have a steep slope on the edge of signal and noise regions, which might damage the peak shape and make the spectrum more complicate. This situation is especially worse when the damping factors are not negligible. To address this issue, a second rSVD could be done on the estimated time-domain denoised signal to simplify its harmonic compositions and give a smoothed spectrum. This second rSVD is optional, and not necessary when the harmonic signals are without damping. In our experiments, rSVD with soft thresholding is performed by default; smoothing by the second rSVD is executed only when significant damping is observed in the time-domain signal. The whole procedure of this rSVD-ST method is listed in Algorithm 3.
IV. PARAMETERS SETTING
For quantitative evaluation, SNR (Signal-to-Noise Ratio) gain [20] of the denoised result s, denoted as G SNR ( s), is defined as:
where s and x are the ideal noise-free signal and the original noisy input, respectively. Since rSVD-ST is based on a pre-denoised result from rSVD, the performance of rSVD-ST denoising depends on that of the rSVD. Considering the rSVD algorithm, there are two important parameters: the reduced column number P, and the estimated number of harmonics K 1 . The settings of these parameters are discussed first in this section, with The estimated number of harmonics K 1 ; the reduced column number P(K 1 ≤ P N ). Ensure: the deonised signal s(n) or s 1 (n) 1: Perform the rSVD denoised method described in Algorithm 2 to obtain a denoised signalŝ(n). 2: Obtain a denoised spectrum F s fromŝ by Fourier Transform: F s = Wŝ, where W is the Fourier Transform matrix. 3: Estimate the spectral weight vector S w by (9) . 4 : Choose a parameter λ according to (14) , and perform a soft thresholding of F x , which is the spectrum of the original signal (i.e. F x = Wx), according to (12) comparisons to the closely related HSVD (Algorithm 1) and rQRd methods [20] . For these analysis, we use two simulated signals, both of which contains 2000 sampling points. One contains 20 harmonic components without damping (the noise-free signal is shown in Fig. 1(a) and the noisy signal in (b)), and the other contains 9 harmonic components with damping, which is shown in Fig. 4(a) and the corresponding noisy signal in (b) . 
A. THE REDUCED COLUMN NUMBER P
To study the influence of the reduced dimension number P on the denoising performance of rSVD, we fix K 1 (estimated harmonic number) as K , 2K and 4K (K is the real harmonic number), and change P from K 1 to 1000, which is the column number of the Hankel matrix. For comparison, we present rQRd results with P = K 1 , which is the default setting for rQRd algorithm in [20] , and HSVD results with K 1 equals to K , 2K and 4K . Each experiment is repeated 100 times (i.e. 100 Monte-Carlo runs), whose results are collected and SNR gains are averaged. The results are shown in Fig. 5 .
It is clear that rSVD results are better than rQRd results, and could be superior to HSVD when P is large enough. When P is around 200-400, i.e. the condition P K is satisfied, rSVD can achieve optimum performance. But in this case the performance of rSVD also depends on the choice of K 1 . It could also be seen that when P is relatively small (e.g. P < 10K ), K 1 does not have significant influence on rSVD results, in other words, the algorithm is not sensitive to K 1 under this situation. As a contrast, HSVD is sensitive to the value of K 1 . If K 1 is not close to the true harmonic number K , then HSVD would give a poor result with low SNR.
It then suggests that the reduced dimension number P should be much larger than K (e.g. P > 10K ) to ensure the rSVD to obtain a high SNR result.
B. THE ESTIMATED NUMBER OF HARMONICS K 1
When discussing the estimated number of harmonics K 1 , we fix P as 400 (> 10K ), which is a reasonable value to ensure a good performance of rSVD. The value of K 1 changes from a number smaller than K to 400. The same range of K 1 is used for HSVD and rQRd. For rQRd, P = K 1 is applied to achieve the best performance. Each experiment is repeated 100 times (i.e. 100 Monte-Carlo runs), whose results are collected and SNR gains are averaged. The results are shown in Fig. 6 .
It can be seen that both HSVD and rSVD could achieve optimum performance when K 1 is close to K giving that P K , but rSVD is less sensitive to K 1 than HSVD. If we can obtain a reasonable estimate on the number of harmonic components, and guarantee that K 1 is at least not less than K , then rSVD could achieve a satisfying result.
V. EXPERIMENTAL RESULTS
The above mentioned two simulated data and one practical large data are used to compare the performances of our algorithms (rSVD and rSVD-ST) and two state-of-the-art methods (NASR and rQRd). Since the above analyses on P and K 1 give us a guidance for parameter setting, in the following experiments we set P K and K 1 ≈ K for rSVD and rSVD-ST; K 1 ≈ K for HSVD.
All computations are performed on a desktop PC (Intel Core i7 @ 4.20 GHz CPU and 16 G RAM). Programs are implemented in Matlab. We also rebuilt the codes for rQRd and NASR in Matlab.
A. PERFORMANCES ON SIMULATED DATA
For NASR algorithm, the number of subdata sets is chosen to be 100, and other parameters have been tuned for the best performance. The results of rQRd on these two cases are not presented here since the superiority of rSVD over rQRd have already been proved in Sections 4.1 and 4.2.
The two simulated data are with 20 harmonics and 9 harmonics, respectively. The input noisy signal of the first example is shown in Fig.1(b) , and the reference clean signal in Fig.1(a) . The denoised results of HSVD, rSVD, rSVD-ST, and NASR are shown in Fig.7 intensity of signal components while removing noise to a large extent. HSVD can also retain most of the signal intensity but leave some artifacts in the spectrum, and NASR lose more peaks than the others. The final SNR gain of HSVD, rSVD, rSVD-ST, and NASR are 13.26 dB, 14.00 dB, 17.62 dB, and 15.05 dB, respectively. It should be emphasized that comparing to the clean spectrum ( Fig.1(a) ), some of the weak peaks (i.e. those that are with the same or less intensity as noise) are eliminated with noise in the rSVD-ST result, which suggests that rSVD-ST algorithm might not fully recover the signal seriously corrupted by noise.
The second simulated signal has 9 harmonics with exponential damping. The clean signal and the noisy input are shown in Fig. 4(a) and (b) , respectively. Since the signal is with significant damping, which can be observed from the broad peaks in the spectrum, a second rSVD is performed for spectrum smoothing. The denoised results of HSVD, rSVD, rSVD-ST, and NASR are shown in Fig.8(a), (b) , (c) and (d), respectively. HSVD miss one important peak at 0.5 kHz in the spectrum, which is marked by an alignment line in Fig. 8 , and leave an artifact indicated by an asterisk in Fig. 8 (a) . The rSVD result could not fully distinguish noise and signal at 0.5 kHz and also leave an artifact marked with asterisk in Fig. 8(b) . Only rSVD-ST and NASR could give the positions of the peaks accurately. But for this case, the most serious limitation of NASR is revealed that the spectral lineshape could not be recovered well, as shown in the zoomed-in region of Fig. 8(d) , suggesting NASR is not suitable for signals with significant damping. As a comparison, the proposed rSVD-ST can not only eliminate noise in the spectrum, but also satisfactorily recover the intensity and shape of the peaks.
The final SNR gain of HSVD, rSVD, rSVD-ST, and NASR are 15.53 dB, 14.29 dB, 17.84 dB, and 5.32 dB, respectively.
B. PERFORMANCES ON EXPERIMENTAL DATA
The FT-ICR mass spectrum data from [20] is applied to test the performances of the methods on practical big data, as shown in Fig. 9 (a) . This experimental dataset consists of 262k complex points, which forms a Hankel matrix with a dimension of 131k×131k. Such a large matrix could not be directly computed with SVD or other operations, since it would take over 100 GB memory only to build this matrix. As a result, HSVD could not be applied for this case. For rQRd, we applied the same parameter setting as [20] , i.e. P = K 1 = 1000. And for rSVD-ST, P = 1000 and K 1 = 500. For NASR algorithm, the number of subdata sets is chosen to be 200, and other parameters have been tuned for the best performance.
The denoised results of rSVD-ST, NASR and rQRd are shown in Fig. 9 (b) , (c) and (d), respectively. Two regions are zoomed in to show details. The method rQRd seems to over simplify the spectrum and clearly miss some weak peaks, due to the same reason of the worse performance of rSVD. NASR perform well on this case, since this signal does not exhibit significant damping and the spectral peaks are sharp. The proposed rSVD-ST presents a spectrum that is as good as the NASR results.
It is also worth mentioning that rSVD and rSVD-ST cost about 15 minutes to run in our system for this large data. The computational cost of soft thresholding operation within rSVD-ST is negligible comparing to that of rSVD. NASR is more efficient than rSVD-ST, since it doesn't involve complicate operations on large matrix. It only takes less than one minute to give the result. The computational cost of rQRd is even more than rSVD-ST or rSVD, and is about 22 minutes for this case.
VI. SUMMARY
In this paper, we propose a novel method for denoising of harmonic signals with very large data, which is named rSVD-ST, as a combination of the rSVD algorithm and soft thresholding. The rSVD includes a dimension reduction on the Hankel matrix before SVD, which makes it possible to deal with large data. The resultant pre-denoised signal by rSVD is then applied to obtain the spectral weight vector, which denotes the probability of the spectral points being signal or not. Based on the spectral weights and the original noisy spectrum, a soft thresholding is performed and a denoised result is given. This soft thresholding operation retains the intensity of the spectral peaks considered as signals and suppresses the noise region. This rSVD-ST algorithm outperforms the HSVD, rSVD and other state-of-the-art methods, such as NASR and rQRd.
Through a thorough investigation on HSVD and rSVD, we prove that the rank reduction of the Hankel matrix results in a simplification of harmonic components, and rSVD could suppress noise better than HSVD, since with dimension reduction of the Hankel matrix the extracted signal subspace is less influenced by the noise. A further study on parameters suggests that the reduced dimension of the Hankel matrix P should be much larger than the number of harmonic components K , i.e. P K , and the estimated number of harmonics K 1 should be close to or at least larger than the real harmonic number K , i.e. K 1 ≈ K under the requirement that K 1 > K .
Based on our tests of rSVD, rSVD-ST, NASR and rQRd on several different cases, the advantages and limitations of these methods could be concluded. The shortcoming of both rSVD and rQRd is that the intensity of the harmonic components (especially those are relatively weak) would be diminished, due to the error in the estimated signal subspace. NASR could not work well on recovering the lineshape of the spectral peaks, as a result, it is only suitable for signals with no damping. The proposed rSVD-ST method works well for harmonic signals with or without damping, and can achieve superior noise reduction results for large data. The limitation of rSVD-ST is that the computational and memory costs are still much larger than other SVD-free denoising methods, such as NASR. 
