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Real photon-photon scattering is a long-predicted phenomenon that is being searched for in ex-
periment in the form of a birefringent vacuum at optical and X-ray frequencies. We present results
of calculations and numerical simulations for a scenario to measure this effect using multi-MeV
photons generated in the collision of electrons with a laser pulse. We find that the birefringence of
the vacuum should be measurable using experimental parameters attainable in the near future.
Shortly after the discovery of the positron [1], several
authors suggested the possibility that real photons could
scatter off one another through interaction with virtual
electron-positron pairs [2]. First calculated for low- [3–5]
and high-energy [6, 7] photons propagating in a constant
electromagnetic background and later in plane-wave
backgrounds [8, 9], recent advances in laser technology
have generated much interest in discovering this effect
in experiment [10–13]. That photons polarised parallel
and perpendicular to the background polarisation have
a different probability to scatter, is often referred to as
vacuum birefringence. When the source of photons is
a laser pulse, a signal of birefringence is predicted to
be observable from the induced ellipticity in the pulse’s
field [14–19], the scattered photons’ angular distribution
[20–24] and parametric frequency shift [23, 25–29] (for a
review, the reader is referred to [30–32]).
Experimental probes of vacuum birefringence have
focussed exclusively on colliding photons with lab
energies much less than the electron rest mass [10–13].
As the ellipticity scales linearly with photon flux, the
high photon flux available for these parameters is
beneficial for measurement. However, the cross-section
for photon-photon scattering also scales with the sixth
power of the centre-of-mass energy [33].
In the current letter we show that a different approach
to measuring vacuum birefringence using multi-MeV
rather than X-ray or optical photons yields a stronger
signal of this long sought-after effect, at parameters that
are achievable with today’s experimental facilities. We
substantiate our claim with analytical calculation and
numerical simulation.
Birefringence of optical materials can be expressed by
photons experiencing two different refractive indices, de-
pending on how the photon’s polarisation is aligned to
∗ b.king@plymouth.ac.uk
† nina.elkina@physik.uni-muenchen.de
the symmetry of the material’s structure. When a real
photon with wavevector k and phase φ = k ·x propagates
in a linearly-polarised plane wave background of vanish-
ing frequency with wavevector κ, phase ϕ = κ · x and
gauge potential A = a1g1(ϕ) + a2g2(ϕ) where κ · a1,2 =
a1 ·a2 = 0, the two vacuum refractive indices experienced
by a photon are for polarisation directions [9]:
eµ1,2 =
k · κ aµ1,2 − k · a1,2 κµ
k · κ
√
−a21,2
. (1)
(~ = c = 1 unless occurring explicitly.) The locally-
constant-field approximation (LCFA) of integrating the
rate of constant-crossed-field (CCF) processes over the
spacetime structure of a non-constant laser background
is believed to be valid [34–36] when the classical inten-
sity parameter ξ =
√
α |p · F |/(m p · κ) [37] (α ≈ 1/137
is the fine-structure constant) fulfills ξ ≫ 1. Choos-
ing g2(ϕ) = 0, for a photon counterpropagating with
the background, e1 (e2) is parallel (perpendicular) to
the background electric field. The refractive index ex-
perienced by photons in these polarisation eigenstates is
n1,2 = 1 + δn1,2 where [9]:
δn1,2(ϕ) =
−αm2
3(k0)2
∫ ∞
4
dv
z(ϕ)(2v + 1∓ 3)
v
√
v(v − 4)
f(z−1(ϕ)),
(2)
z = (χk/v)
2/3, χk =
√
α |k · F |/m3 is the quantum
non-linearity parameter [34], F is the external-field
Faraday tensor [38], m is the electron mass and
f(·) = iAi(·) + Gi(·) (Ai and Gi are Airy and Scorer
functions of the first kind [39]). When χk ≪ 1, one finds
from Eq. (2) that δn1,2(ϕ) ≈ α(11 ∓ 3)χ2k/180π(k0)2,
agreeing with well-known literature values [40].
The polarisation e of a real photon propagating
through the birefringent vacuum can be expressed in
terms of a superposition of two linear polarisation eigen-
states [33]:
e =
1√
2V k0
[
eiφ1 cosϑ0 e1 + e
iφ2 sinϑ0 e2
]
, (3)
2
where V is volume, ϑ0 is the initial polarisation angle
of the photon with respect to e1 and φ1,2 is the phase
acquired by each polarisation component:
φ1,2 = φ(k
2 = 0)− (k
0)2
k · κ
∫ ϕf
ϕi
dy δn1,2(y), (4)
when the photon travels between external-field phases ϕi
and ϕf . As the photon propagates, a phase difference
develops between the polarisation components, implying
that an initially linearly-polarised photon becomes in-
creasingly elliptically-polarised. However, as this change
is just a pure phase, the mod-square and hence the proba-
bility that the photon polarisation is measured in a given
eigenstate, remains constant as it must for an eigenstate.
Nevertheless, if the circular polarisation of a photon,
which was initially linearly polarised at an angle ϑ0 is
measured after propagation in the birefringent vacuum,
the probability P± of it being in a helicity eigenstate
e± = (e1 ± ie2)/
√
2 is:
P± =
1
2
[1± U(ϑ0,∆φ)] , (5)
where U(ϑ0,∆φ) = sin 2ϑ0 sin∆φ is the second Stokes
parameter [33] and ∆φ = φ2−φ1 is the phase lag induced
by vacuum birefringence. Hence in a linearly-polarised
background “helicity flipping” does occur [17, 18],
unless the photon is prepared in a linear polarisation
eigenstate. Measurement of a helicity flip in single
photons should be contrasted with ongoing [11, 12] and
planned [13] measurements of the ellipticity induced
in the electromagnetic field of a laser wave, which is
instead a collective effect on many photons.
No helicity flip occurs for photons generated in a
polarisation eigenstate. Therefore the polarisation of the
background used to generate photons must be different
to the polarisation of the background in which the
photons helicity-flip. To measure helicity-flipping in
experiment, one could envisage a two-stage set-up in
which the generation of high-energy photons and process
of helicity-flipping are separated, such as depicted in
Fig. 1. Stage I generates high-energy photons via
FIG. 1. A schematic of the envisaged two-stage set-up to
measure vacuum birefringence in high-energy photons. a1 =
(0, ε) and a2 = (0,β) are the polarisation directions of the
external field in each stage.
nonlinear Compton scattering of electrons in an intense
linearly-polarised counterpropagating laser pulse, and
stage II collides the generated photons with a long
counterpropagating laser pulse of linear polarisation
rotated by ̟ in the plane of the first stage’s polari-
sation. To demonstrate this set-up, we simulate both
stages using the ANTARES particle-in-cell code that
includes stochastic quantum effects using Monte Carlo
methods, further details of which can be found in [41, 42].
By way of example for stage I, we simulate 2GeV seed
electrons counterpropagating with a laser pulse of fre-
quency 1.55 eV (800 nm) and intensity parameter ξ1(ϕ) =
ξ1 exp[−(ϕ/σ1)2] |cosϕ| for ξ1 = 100 where σ1 = 8π
(10.7 fs), with ε1 = (1, 0, 0) and κ1 = κ
0(1, 0, 0, 1). The
corresponding spectra and simulation dynamics are plot-
ted in Fig. 2. 2000 unpolarised seed electrons generated
a total of around 40000 photons with polarisations paral-
lel to the eigenstates e1 (12130 photons in the simulated
spectrum in the plot, compared to 15740 from theory) or
e2 (3250 photons in the simulated spectrum in the plot,
compared to 4740 from theory) via polarised nonlinear
Compton scattering. The unpolarised photon spectrum
FIG. 2. Left: electrons (black) and photons (blue) pro-
duced in stage I of the simulation with κ0y/π as the vertical
scale. Right: photon angular distribution (the left axis, with
units ky/π) and energy spectrum (the right axis, with units
~ω/mc2) of photons with polarisation e1 (upper two curves)
and e2 (lower two curves).
expected from theory after stage I is:
∂Pγ(χp, χk)
∂χk
=
∫ ∞
−∞
dϕ
∂RCCFγ [χp(ϕ), χk]
∂χk
, (6)
where here χp = χp(0) and R
CCF
γ is the unpolarised rate
per unit external-field phase for nonlinear Compton scat-
tering in a constant crossed field. This is given by
R
CCF
γ (χp, χk) = (R
CCF
γ (χp, χk, e1) + R
CCF
γ (χp, χk, e2))/2 for
[43]:
∂RCCFγ (χp, χk, e1,2)
∂χk
=
−α
χ2p
{[
2± 1
zγ
+ χkz
1
2
γ
]
Ai′(zγ)
+Ai1(zγ)} (7)
where Ai1(x) =
∫∞
0
Ai(t + x)dt and ∂RCCFγ (χp, χk)/∂χk
refers to the polarisation average of the rate. The nor-
malised cumulative distribution after stage I:
Cγ(χp, χk) =
∫ χk
0
∂
∂χ′k
Pγ(χp, χ
′
k)
Pγ(χp)
dχk′ (8)
3
is plotted with the normalised cumulative distribution
for a CCF in Fig. 3. This highlights the much broader
spectrum of frequencies produced in the oscillating pulse
of stage I when the CCF is integrated over.
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FIG. 3. The normalised cumulative distribution of photons
at the end of stage I (solid lines) and the corresponding dis-
tribution in a CCF (dashed line).
The proportion of photons in polarisation eigenstates
e1,2 was determined by the ratio of the rates for non-
linear Compton scattering into those polarisations. The
agreement with the spectrum produced in simulation
is demonstrated by the dashed line in Fig. 2. In the
theoretical estimate, electrons are assumed to coun-
terpropagate with the laser pulse. If the transverse
excursion, which is included in simulation and shown
in the figure, is included in the estimate, the electron
quantum nonlinearity parameter χp should on average
be reduced, leading to a lower estimate of the spectrum
of photons produced.
In order to describe the basic functionality of the sim-
ulation we follow the evolution of one event. In the event
generator, we use three random numbers 0 < r1, r2, r3.
At the beginning of each time step we first calculate the
total unpolarised probability ∆t ∂PCCFγ (γp)/∂t for an elec-
tron with gamma factor γp to produce an unpolarised
photon over time interval ∆t. A new photon is created if
this probability is greater than r1. Numbers r2 and r3 are
then used to sample polarisation states and the energy of
the secondary photon respectively. Which of the discrete
polarisation states {e1, e2} that is assigned to a photon
is decided according to the relative expected abundance
of each state: PCCFγ (γp; e1)/2P
CCF
γ (γp) ≷ r2. The energy
of a polarised photon k0, is sampled from the normalised
cumulative distribution by solving the following equation
C
CCF
γ (γp, γk; e) = r3. (9)
Unlike our previous work [42] we do not apply any
FIG. 4. Spectra obtained with the new event generator
compared with stage I run for 100 initial electrons of energy
500MeV, with ξ1 = 100, σ1 = 8π and an initial electron offset
of z0 = σ1. Nγ,1 (Nγ,2) refer to photons created in the e1 (e2)
eigenstate. Bars (lines) plot values using the new (old) event
generator. Nγ,1 = 2510 (2020) and Nγ,2 = 687 (513) for the
new (old) event generator.
soft photon cutoff energy in calculations of singular
integrals in corresponding probabilities. A new ver-
sion of the event generator allows one to consider
also soft photons by treating the weak singularity
∂Pγ(γp, γk; e)/∂γk ∼ γ−2/3k for γk ≪ γp, by splitting the
integration interval into soft and hard parts. The soft
part is evaluated using a change of integration variable
from γk to γ
1/3
k , which removes the apparent singularity.
Further improvements implemented in accurate event
generation routines will be described in [44]. Substantial
improvement of the accuracy in QED simulation is a
prerequisite for accurate predictions for proposals of
future laser experiments. To illustrate this point we
apply our new event generator for a collection of photon
data from stage I. In Fig. 4 we compare new results
with ones obtained using the event generator of [42].
It can be seen that although qualitatively the results
are similar, the quantitative difference in photon yield
approaches 25%.
Following stage I, the electrons are filtered out and
only the high-energy photons remain, which then col-
lide with a long laser pulse. To illustrate the phenom-
ena involved, we consider a laser frequency of 1.55 eV
(800 nm) and classical nonlinearity parameter ξ2(ϕ) =
ξ2 sech
2(ϕ/σ2) |cosϕ| for ξ2 = 50, σ2 = 8000π (10.7 ps)
and wavevector κ2 = κ
0(1, 0, 0, 1). Crucially, this laser
pulse is now polarised with electric-field vector ε2 =
(sin̟, cos̟, 0) and we choose ̟ = −π/4 to maximise
helicity flipping. To simplify the analysis, we make the
approximation that photons collide head-on with the
laser background in stage II, which will turn out to be
a good approximation for the parameters we are con-
sidering. We consider the asymmetry P+ − P− to be
the relevant experimental observable, which turns out to
be exactly the second Stokes parameter U(∆φ) (since
sin 2ϑ0 = −1 for each photon in our discussion, from
now on, we will suppress the ϑ0 argument in U). From
4
Eq. (5) it is seen that this oscillates with propagation
distance. Although photons in the e1 (e2) polarisation
eigenstate will oscillate towards the negative (positive)
helicity eigenstate e− (e+) by equal amounts, since more
e1 polarised photons are produced by stage I, the av-
erage ratio of each helicity eigenstate does not remain
at 1/2 and so U does not remain at 0. The evolution
of the Stokes parameter through stage II, is plotted in
Fig. 5. As the photons begin to propagate through the
background, the Stokes parameter increases monotoni-
cally for all frequencies. However, U oscillates over a
shorter distance for higher frequency photons. This can
be seen in by the more pronounced oscillation for higher
photon frequencies in Fig. 5. When the Stokes param-
eter of the highest-frequency photons changes sign, the
spectrum average 〈U〉 is no longer over terms of the same
sign, the summation becomes incoherent and the effect
saturates. No further increase in 〈U〉 is expected beyond
this point. The average Stokes parameter measured after
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FIG. 5. Simulation and theory results for stage II of Fig.
1. At the end of stage II, simulation predicts 〈U〉 = 0.125,
theory predicts 〈U〉 = 0.128. The vertical axis represents
evolution in units of ϕ/π. The background colour signifies
U for photon frequency given by the lower horizontal axis in
units of the electron mass. The line along the left vertical
axis is the shape of the laser background envelope. Dashed
lines represent the calculations from theory, which assumes
photons counter-propagate with the background, solid lines
are results from simulation.
stage II is calculated from theory using:
〈U〉(χp) = Ae(χp)
∫
dχk U [∆φ(χk)]
∂
∂χk
Pγ(χp, χk)
Pγ(χp)
,
(10)
for post stage II values, where Ae(χp) =
(Pγ(χp, e1) − Pγ(χp, e2))/2Pγ(χp) is the asymmetry in
the photon polarisation. The agreement with simulation
and the effect of saturation is shown in Fig. 6. For the
relevant case of χk ≪ 1, the phase difference has the sim-
ple form ∆φ = α〈χkξ2〉ϕ/30π, where 〈f〉ϕ =
∫
dϕ f(ϕ).
For the many-cycle pulse form of stage II, this becomes
∆φ = αχkξ2σ2/45π. This implies in the lab system, the
wavelength of oscillation of the Stokes’ parameter λU
is related to the wavelength of the individual photon λ
by λ/λU = (α/30π)(E/Ecr)
2(1 − cos θ). It can be seen
that several parameters of stage II can be combined into
the single invariant parameter ∆φmax = α〈χpξ2〉ϕ/30π,
as plotted in Fig. 6. As 〈U〉 is a ratio of probabilities
generated by integration over the spectrum and the
pulse, this is independent of ξ1 in the CCF. For the
LCFA to be applicable, the pulse used in stage I must
be many-cycle and hence 〈U〉 is also independent of
σ1 in the parameter range of interest. Remarkably,
the single parameter ∆φmax is sufficient for quantifying
helicity-flipping for a large range of possible variables in
the considered scenario. This allows one to be able to
predict for what parameters 〈U〉 saturates and for what
value, depicted in Fig. 6.
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FIG. 6. Average Stokes parameter after stage II. Theory pre-
dicts saturation of the effect to begin in the shaded region.
One way of increasing the signal and the maximum
value of the Stokes parameter is to use a much narrower-
bandwidth source of high-energy photons. An example
of this is to take a synchrotron as a source of high-energy
photons, which has recently been analysed in [45]. An-
other possibility is to consider the stage I electrons to be
produced at higher energies in a particle accelerator. By
way of example we briefly consider this accelerator-based
set-up, taking values of the order of those achieved at the
Stanford Linear Accelerator E-144 experiment [46, 47]
of 47GeV electrons colliding with a 1.6 ps laser pulse
of maximum intensity parameter ξ1 = 0.36 at 527 nm
wavelength. Since ξ1 6≫ 1 and the LCFA used in sim-
ulations is no longer valid [48], we estimate the photon
spectrum using Eq. (6) with the unpolarised rate for
nonlinear Compton scattering in a monochromatic back-
ground. The leading-order term in the perturbative ex-
5
pansion in ξ is [34]:
∂RMONOγ (χp, χk, ξ, e1,2)
∂χk
≈ αξ
2
16πχ2p
[
2± 1 + χ
2
k
χp(χp − χk)
]
,
(11)
where the polarisation dependency is simi-
lar to the CCF case, χk ∈ [0, χmaxk ] and
χmaxk = χp[1 + ξ(1 + ξ
2/2)/2χp]
−1, which is inte-
grated over the pulse envelope in stage I. For stage
I, we consider a short pulse with ξ1 = 0.36 and 15 fs
duration and the same frequency as the E-144 exper-
iment of 2.35 eV (527 nm wavelength). Apart from
being considerably suppressed, the produced spectrum
differs from the LCFA case (ξ ≫ 1) in that the mean
frequency and variance are both lower. As the spectrum
is narrower, the value the Stokes parameter can reach
before saturation is increased, as illustrated in Fig.
7. For example, if the laser employed in stage II was
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FIG. 7. Average Stokes parameter after stage II for the ac-
celerator set-up with ξ1 = 0.36, and σ1 = 17π (15 fs). The
shaded region corresponds to where theory predicts the onset
of saturation.
slightly longer than in E-144 at 10 ps (σ2 = 11350π),
and slightly stronger at ξ2 = 1 then ∆φmax = 0.57 and
〈U〉 = 0.15. This is comparable with the laser-based
set-up considered previously, if the same χp value is
taken and 700MeV seed electrons collide with a ξ1 = 50,
σ1 = 8π, 1.55 eV pulse in stage I, followed by photons
propagating through a ξ2 = 20, 5.4 ps (σ2 = 4000π)
pulse in stage II then 〈U〉 = 0.10. Although these values
for the Stokes parameters are of similar magnitude,
the accelerator-based set-up considerably relaxes the
requirement on the stage II laser.
The helicity of photons with energies 1 − 10MeV can
be measured using Compton scattering on polarised
atomic electrons in transmission polarimetry [49]. Fur-
thermore, the creation of electron-positron pairs in an
intense laser-pulse is also polarisation-dependent [50]
and this form of polarimetry in a similar type of set-up
for parameters at the ELI facility has been considered
recently in more detail in [19].
When high-energy photons propagate through an
intense electromagnetic background, they can un-
dergo decay into electron-positron pairs [8]. These
pairs would emit high energy photons and hence
act as a background for the signal of photon-photon
scattering. The expected number of pairs gen-
erated per electron in stage I via electron-seeded
pair creation can be approximated for ξ ≫ 1 using
〈Ne〉 = σ1Rγe(χp) with the approximate rate Rγe(χp) =
3α2 ln(1 + χp/12) exp(−16/3χp)(1 + 0.56χp + 0.13χ2p)1/6
(adapted from [51]), giving 〈Ne〉 ≈ 10−9 for the param-
eters considered in the laser-based set-up and is even
lower for the accelerator-based set-up. For stage II, the
probability per unit phase of pair creation for e1 and
e2 polarised photons is Re ∼ [α
√
3(2 ∓ 1)/8]e−8/3χk
respectively [50], which is also heavily suppressed for
χk ≪ 1.
A further source of background is the nonlinear
Compton scattering of any residual electrons in the
synthetic vacuum of stage II. Although initially these
electrons are effectively at rest and nonlinear Compton
scattering is negligible since χp ≪ 0.1, they will be
accelerated in the large field volume and could poten-
tially mask the photon-photon scattering signal. For
χp ≪ 1, the probability per unit phase of generating
e1 and e2 polarised photons via nonlinear Compton
scattering is [50] Re = α(5± 3)/2
√
3. For the long phase
lengths considered in stage II, the expected number of
photons generated per residual electron will be larger
than one. However, since χp is in general lower than
in stage I, these background photons will have a much
lower frequency. Using an IR frequency cutoff on the
photon-polarisation measured would remove this source
of background. An example density of residual electrons
is that in the LHC beamline, which is of the order of
106 cm−3 [52].
To conclude, the use of high-energy photons, such as
produced in the collision of electron beams and laser
pulses, offers a method significantly more sensitive to vac-
uum polarisation than current optical and forthcoming
X-ray probes. As a consequence, such experiments can
be used to place more stringent limits on the mass and in-
teraction strength of axion-like particles, WISPs (Weakly
Interactive Sub-eV Particles) and other dark-matter can-
didates [53, 54]. With the ANTARES code, we have
demonstrated how real photon-photon scattering can be
included in QED-plasma simulations and displayed good
agreement with theory. Furthermore, we have showcased
a new event generator for nonlinear Compton scattering
that is capable of including arbitrarily low energies of
photons.
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