INTRODUCTION:
One of the fundamental questions in clinical neuroscience is why some individuals can cope with traumatic events, while others remain traumatized by a haunting past they cannot get rid of. The expression and persistence of vivid and distressing intrusive memories is a central feature of posttraumatic stress disorder (PTSD). Current understanding of PTSD links this persistence to a failure to reduce the fear associated with the trauma, a deficit rooted in the dysfunction of memory. In this study, we investigated whether this deficit may additionally be rooted in the disruption of the brain system that normally allows control over memory. RATIONALE: To test this hypothesis in a laboratory setting, we implemented neutral and inoffensive intrusive memories paired with a reminder cue in a group of 102 individuals exposed to the 2015 Paris terrorist attacks and in a group of 73 nonexposed individuals (i.e., individuals who did not experience the attacks). The exposed group was composed of 55 individuals suffering from PTSD symptoms (denoted PTSD+) and 47 individuals showing no noticeable impairment after the trauma (denoted PTSD−). We used functional magnetic resonance imaging to measure how the dorsolateral prefrontal cortex (DLPFC), a core hub of the brain control system, regulated and suppressed memory activity during the reexperiencing of these intrusive memories. We focused our analyses on both the functional and causal dependency between control and memory neural circuits during attempts to suppress the reemergence of these intrusive memories. RESULTS: In healthy individuals (PTSD− and nonexposed), attempts to prevent the unwanted emergence of intrusive memory into consciousness was associated with a significant reduction of the functional coupling between control and memory systems, compared with situations where the reminder did not trigger such intrusion. In contrast, there was a near-absence of such a decrease in connectivity in PTSD+. Additional analyses focusing on the directionality of the underlying neural flow communications revealed that the suppression of intrusive memories in healthy individuals arose from the regulation of the right anterior DLPFC, which tuned the response of memory processes to reduce their responses. Notably, this regulation was directed at two key regions previously associated with the reexperiencing of traumatic memories: the hippocampus and the precuneus. CONCLUSION: We observed a generalized disruption in PTSD of the regulation signal that controls the reactivation of unwanted memories. This disruption could constitute a central factor in the persistence of traumatic memories, undercutting the ability to deploy the necessary coping resources that maintain healthy memory. Such a deficit may explain maladaptive and unsuccessful suppression attempts often seen in PTSD. Our study suggests that the general mental operations typically engaged to banish and suppress the intrusive expression of unwanted memories might contribute to positive adaptation in the aftermath of a traumatic event, paving the way for new treatments. Reminder cue T he expression and persistence of vivid, uncontrollable, and distressing intrusive memories is a central feature of posttraumatic stress disorder (PTSD) (1) (2) (3) (4) (5) . After a traumatic event, attempts to suppress or avoid traumatic memories sometimes paradoxically increase the expression of intrusive memories (6) (7) (8) . Successful treatments of intrusive memories involve overcoming such avoidance and suppression, as well as bringing back elements of the traumatic memory to promote its extinction or updating by the integration of a safe context (2, 5, 9, 10) . These treatments are in line with current neurobiological models that link PTSD to a learning impairment together with a deficit in processing contextual reminders in the fear circuit (11) (12) (13) (14) (15) .
Theories of PTSD implicate experiential avoidance of traumatic memories via thought suppression as detrimental and central to the maintenance of intrusion symptoms (2, (16) (17) (18) (19) . Experiential avoidance is mediated by the tonic maintenance of the to-be-avoided mental image in mind and by the engagement of a reactive inhibitory control process suppressing the momentary awareness of that unwanted thought (20, 21) . The former explains the paradoxical and maladaptive persistence of suppressed thoughts in memory and is exacerbated in PTSD (22, 23) . The latter, however, ultimately leads to forgetting of the suppressed event in healthy individuals (24) (25) (26) (27) (28) (29) (30) (31) .
Asking people to suppress awareness of a memory triggered by a reminder cue, without appealing to that memory, can impair its later conscious recall (30, 31) , unconscious expression (27, 32, 33) , or emotional response (34, 35) . Memory suppression engages control mechanisms implemented by the frontoparietal network (25) (26) (27) (28) (29) (30) . Suppressing memory retrieval reduces activity over an extended network (25-29, 34, 36-38) . Neurobiological models of motivated forgetting (31, (39) (40) (41) assume that inhibitory control of memory awareness adaptively suppresses memory processing once retrieval cues have triggered interfering activity associated with unexpected intrusions. Suppression of hippocampal activity increases when unwanted memories intrude into awareness and need to be purged reactively (34, 36, 37) . The central mechanisms associated with memory suppression are manifested as a negative influence of the right dorsolateral prefrontal cortex (DLPFC), especially the anterior middle frontal gyrus (MFG), over brain areas supporting the reactivation of memories (26, 27) . Such top-down suppression increases to adaptively counteract and regulate intrusion involuntarily emerging into a person's awareness (34, 36) .
Alteration of these inhibitory control mechanisms could represent a potentially critical mechanism underlying intrusive symptoms in PTSD that contributes to adverse outcomes. Thus, the perseveration of intrusive memories in PTSD after suppression attempts may arise from the existence of a compromised and ineffective memory control system. Disruption of the system controlling memories undercuts the ability to deploy the otherwise necessary coping skill of suppression. Any attempt to regulate and suppress intrusive memories is therefore doomed to failure and reflects futile efforts to slam on a faulty brake. This hypothesis receives support from behavioral and neural evidence for inhibitory control deficits in PTSD (42) (43) (44) (45) (46) (47) .
In this study, we measured the connectivity between the control system and memory circuits using functional magnetic resonance imaging (fMRI) in 102 exposed and 73 nonexposed individuals of the 13 November 2015 Paris terrorist attacks (see materials and methods for type of traumatic exposure, "nonexposed" meaning not present in Paris), while they attempted to suppress neutral and inoffensive intrusive memories implemented in the laboratory (Fig. 1B) . Trauma-exposed participants (see table S1 for demographic and clinical characteristics) were divided into two groups: one group with full or partial symptomology of PTSD (48) according to current Diagnostic and Statistical Manual of Mental Disorders (DSM-5) criteria (n = 55 individuals), and one group without PTSD (n = 47 individuals; see Fig. 1A and the materials and methods section). After learning word-object pairs, participants tried to stop the memory of the object from entering their awareness ("no-think") during the think/nothink (TNT) phase ( Fig. 1B) , which also included trials for which they had to recall the associated object ("think"). If the object came to mind anyway during suppression attempts, they were asked to push it out of mind and to report after the end of the trial that the reminder elicited awareness of its paired object (37) , allowing us to isolate when no-think trials triggered intrusions.
Behavioral performances
In healthy individuals, intrusion decreases with repeated suppression of unwanted memory retrieval (34, 36, 37) . Participants' control over intrusions improved across suppression repetitions in all three groups (Fig. 1C) . A group times repetition analysis of variance (ANOVA) on participants' intrusion reports for no-think trials revealed a robust reduction in intrusion proportion with repetition [F 7,1204 = 30.3, P < 0.001]. Repeated suppressions reduced intrusions comparably for all three groups (group times repetition interaction was not significant) [F 14,1204 = 0.46, P = 0.95], and the overall proportion of intrusion did not differ between groups [F 2,172 = 2.1, P = 0.125].
After the TNT phase, we tested how easily participants could identify the objects amid visual noise. The amount of priming was reduced for no-think objects that were identified more slowly than objects from the baseline condition in nonexposed [t 72 = 1.96, P = 0.027] and exposed non-PTSD [t 46 = 1.73, P = 0.045] participants (see table S2 for mean reaction times and standard deviations). When objects reappeared in their visual world, participants found it harder to perceive suppressed objects than other recently encountered objects. This reduction of priming effect after memory suppression was not found in the PTSD group [t 54 = −0.84, P = 0.4], and the magnitude of this effect was significantly larger for the non-PTSD [t 100 = 1.85, P = 0.033] and nonexposed [t 126 = 1.95, P = 0.027] groups compared with the PTSD group, as shown by two-sample t tests. This difference could not be explained by a difference in training. Our procedure carefully matched learning of word-object associations, and no group differences emerged in the final criterion test before TNT procedure (correct recall: nonexposed, 93%; non-PTSD, 90%; and PTSD, 92%). Suppression-induced forgetting of explicit memories is impaired in PTSD (44) . Our findings extend this deficit to perceptual implicit memory.
Brain activity
We first contrasted whole-brain activity of nothink and think trials. For all three groups, we observed the engagement of the right frontoparietal control network (FPCN) and the disengagement of visual and medial temporal lobe (MTL) areas during retrieval suppression (fig. S1 and table S3). No noticeable differences were seen between non-PTSD and PTSD groups. We observed, however, a significant interaction when the trauma-exposed group with PTSD was compared to the nonexposed group. This interaction was observed using family-wise error (FWE) rate correction when the search volume was restricted to the FPCN (no-think greater than think contrast) and was driven by a greater engagement of the right superior frontal gyrus in the nonexposed group [Montreal Neurological Institute (MNI) coordinates: x = 16, y = 36, z = 56; Z = 4.34, P FWE-FPCN = 0.002]. It is unclear whether the ability to modulate and engage this region is disrupted by the existence of PTSD, or by trauma exposure rather than PTSD (49) . This interaction might also reflect the daily engagement of trauma-exposed individuals in memory control processes and some form of habituation. Cortical thickness increases in a similar region after exposure to trauma, an effect that could potentially be related to experience-induced plasticity and habituation (50) .
We next sought to examine whether people's ability to suppress intrusive memories depends on the engagement of the FPCN (34) . The overall proportion of intrusions was entered into a regression model predicting the up-regulation of the control network during intrusion versus nonintrusion. The up-regulation of the frontoparietal network was associated with a reduced intrusion frequency in both the nonexposed and non-PTSD groups ( fig. S2 ). This relationship, however, was not observed in the exposed group of participants with PTSD.
Previous studies have observed more pronounced down-regulation of hippocampal Participants with a similar degree of exposure were diagnosed as non-PTSD or PTSD. (B) After learning word-object pairs, participants underwent fMRI scanning as they performed the think/no-think (TNT) task. For think items (in green), participants recalled a detailed visual memory of the associated picture. For no-think items (in red), they were asked to prevent the picture from entering awareness. After no-think trial cues ended, participants reported the presence or absence of intrusive memories that further trigger reactive inhibitory process. At the behavioral level, the effect of suppression was measured using a perceptual identification task including novel unprimed objects. (C) Intrusion proportions (i.e., the proportion of trials in which the associated memory entered into awareness on no-think trials) as measured by our trial-by-trial intrusion report measure (see materials and methods) over the eight suppression attempts of the TNT phase. Shaded error bands represent 95% bootstrapped confidence intervals. activity during retrieval suppression when memories involuntarily intrude into consciousness compared with when they do not (34, 36, 37) . Although we observed a suppression-induced reduction of bilateral hippocampal activity in all three groups (nonexposed: [t 72 = 4.78, P < 0.001]; non-PTSD: [t 46 = 6.8, P < 0.001]; PTSD: [t 54 = 5.67, P < 0.001]), no additional modulation was caused by the elevated control demand associated with intrusions (all P > 0.25) ( fig. S3A ). We did find more pronounced suppression of hippocampal activity in response to intrusion in all three groups ( fig. S3B ), but only when an adaptive volume restricted to the most significant contiguous voxels associated with the main effect of suppression was used (34) . Outside the hippocampus, the suppression of intrusion in the two exposed groups, but not in the nonexposed group, was associated with a decrease over the lateral and posterior regions of the visual system (tables S5 to S7). However, no interaction between groups was observed. No noticeable differences in suppression strategy were observed between groups ( fig. S4 ) (see materials and methods).
Functional connectivity
Next, we investigated the pattern of functional connectivity between the inhibitory control network and memory areas for the three groups (see materials and methods) ( Fig. 2A and table S8). For the control network, we focused on the right-lateralized DLPFC (25) (26) (27) (28) (29) (30) , as well as the anterior cingulate cortex for its presumed role of relay in the DLPFChippocampal pathway (41) . For the memory network, we included bilateral regions known to be modulated by inhibitory control mechanism and reflecting different memory domains (25-30, 34, 36, 37) .
We used a general linear regression model (GLM) and generalized psychophysiological interaction (gPPI) (51) to estimate taskdependent functional connectivity (between each pair of control-memory regions) across this broad network, while controlling for taskbased activation and task-independent (i.e., physiological) functional connectivity. PPI was conducted with the inhibitory control network as seeds (i.e., independent variable of the regression model) and memory-related sites as target regions (i.e., dependent variable). We first characterized TNT-dependent functional connectivity changes for each group separately, focusing on significant changes between intrusion and nonintrusion. Inhibitory control models predict that intrusions will generate more negative coupling between frontally mediated control processes and memory regions (31, 40, 41) . In the context of the current PPI analysis, this process would manifest as decreased connectivity during intrusion relative to nonintrusion. For both nonexposed and exposed non-PTSD groups, attempts to prevent the unwanted emergence of intrusive memory into consciousness were associated with a significant reduction in functional connectivity compared with nonintrusion in a broad network ( Fig. 2B ). These changes were characterized by a decrease in connectivity during intrusion (compared with nonintrusion) between an extensive frontal network and the parahippocampal gyrus, hippocampus, fusiform gyrus, and precuneus. When memories intruded awareness and needed to be purged, there was a near-absence of such a decrease in the connectivity in the exposed PTSD group (Fig. 2B ).
However, these analyses did not formally establish that healthy and PTSD participants rely on different processes to suppress memory, which requires demonstrating the presence of a significant pattern of interaction between memory awareness (i.e., intrusive versus nonintrusive memories) and the groups. We thus focused on the connectivity changes between the right anterior MFG and memory regions (see materials and methods and Fig. 2A ). The right anterior MFG region is critical for inhibitory control in a variety of cognitive task contexts (28) and inhibitory regulation of conscious awareness for unwanted memories (25-30, 34, 36) . After computing the difference in connectivity between intrusion and nonintrusion, we looked at the connectivity separately for each target region and hemisphere to identify which memory processing was preferentially targeted by inhibitory control, controlling for the expected proportion of type I error across multiple regions of interest (ROIs) using the false discovery rate (FDR) correction. Two-sample t tests showed that the reduction in connectivity for intrusion compared with nonintrusion was significantly greater for exposed participants without PTSD than for the PTSD group in the right rostral hippocampus [t 100 = −1.9, P FDR = 0.043]; the left [t 100 = −4.09, P FDR = 0.0004] and right [t 100 = −2.24, P FDR = 0.023] parahippocampal gyrus; the left [t 100 = −2.3, P FDR = 0.02] and right [t 100 = −3.27, P FDR = 0.004] fusiform gyrus; and the left [t 100 = −2.71, P FDR = 0.011] and right [t 100 = −2.69, P FDR = 0.011] precuneus. These differences were driven by significant decreases in connectivity for intrusive relative to nonintrusive memories in the non-PTSD group, as revealed by one-sample t tests ( Fig. 3 and tables S9 and S10). These decreases were absent in the PTSD group (all P FDR > 0.2) or reversed with an up-regulation in the left parahippocampal gyrus [t 54 = 2.91, P = 0.026] and the right fusiform gyrus [t 54 = 2.44, P = 0.045]. These latter effects in the PTSD group became marginal after FDR corrections (P FDR = 0.053 and 0.09, respectively). The differences in connectivity seen for the non-PTSD group compared with the PTSD group were inde-pendent of type or duration of traumatic exposure, age, sex, education, or medication (table S11).
The pattern of results was less clear-cut for the nonexposed control group. We observed significant reduction in connectivity during intrusions compared with nonintrusion in the left [t 72 = −2.37, P = 0.01] and right [t 72 = −2.64, P = 0.005] precuneus that became a trend after FDR correction for multiple comparisons (P FDR = 0.051). We also observed in the nonexposed control group a trend in the right rostral hippocampus [t 72 = −1.496, P = 0.07] that did not survive FDR correction for multiple comparisons. When compared with the PTSD group, nonexposed control participants had a significantly greater reduction in connectivity for intrusion versus nonintrusion in the left parahippocampal gyrus [t 126 = −1.76, P = 0.04]; the left [t 126 = −1.76, P = 0.04] and right [t 126 = −2.07, P = 0.02] fusiform gyrus; the left [t 126 = −2.71, P = 0.003] and right [t 126 = −2.31, P = 0.01] precuneus; and showed a trend in the right rostral hippocampus [t 126 = −1.5, P = 0.068]. After FDR corrections, only the difference for the left precuneus was significant (P FDR = 0.038), the difference for the right rostral hippocampus did not survive to correction (P FDR = 0.1), and the differences in the other regions became marginal (P FDR > 0.056) (table S10). After an additional analysis controlling for age, sex, education, and medication, using FDR correction for multiple comparisons, the difference between the nonexposed and PTSD groups remained significant in the left precuneus (table S11) . It is often observed that a healthy population is composed of a mixture of people with good and poor control abilities, as reflected in distinct connectivity profiles (27, 34, 36) . Furthermore, it is possible that nonexposed individuals continuously engaged the anterior MFG to suppress memory activity regardless of whether an intrusion was present.
Active versus resting-state connectivity
Inhibitory control models predict that memory suppression will generate more negative coupling between frontally mediated control processes and memory regions. Although this would manifest as decreased connectivity during intrusion relative to nonintrusion in PPI analysis, our design does not allow us to estimate absolute change in connectivity for isolated conditions (see materials and methods).
We therefore compared isolated indexes of task-dependent connectivity for each condition to a resting-state session collected after the TNT task. This approach relied on blind deconvolution to detect spontaneous eventrelated changes in the resting-state signal (52) . From these pseudo-events, a gPPI regression model was recreated with parameter estimates quantitatively comparable to TNT-dependent connectivity estimates (see materials and methods). Using these estimates of resting-state connectivity as a baseline, we found an active reduction in coupling between an extended right DLPFC network and memory areas in reaction to intrusions for both nonexposed and non-PTSD groups ( fig. S5 ). The PTSD group exhibited a similar decrease in the DLPFC-tomemory system connectivity but mostly during nonintrusion trials. Notably, the nonexposed group also exhibited a reduction in connectivity during nonintrusion trials, in line with the idea that this group suppressed memory activity regardless of the presence or absence of intrusion. Focusing this analysis on the right anterior MFG revealed that the connectivity with memory sites, including the hippocampus, was reduced actively during intrusion in both non-PTSD and nonexposed groups ( Fig. 4 ; see tables S12 and S13 for details on statistics). Such active reduction in connectivity was also found during nonintrusion trials in the left and right fusiform gyrus and right caudal hippocampus for the nonexposed group, as well as in the left parahippocampal gyrus and right fusiform gyrus for the exposed PTSD group (although these effects did not survive correction for multiple comparisons across tested memory areas). In the non-PTSD group, the decreased connectivity induced by memory suppression between control and memory systems reflected an active process that increased when intrusive memories arose into consciousness and needed to be purged. Also, no active differences in connectivity were found when reminder cues did not trigger intrusion in this group. These findings fit well with current neurobiological models of motivated forgetting (39-41), which propose that inhibitory control of memory adaptively increases to suppress memory processing once retrieval cues unexpectedly trigger interfering intrusive activity.
Top-down versus bottom-up connectivity
We used dynamic causal modeling (DCM) to analyze top-down and bottom-up influences separately during attempts to down-regulate intrusive memory. Because DCM is limited to a restricted number of nodes, we designed simple four-node DCM models to study the change in connectivity between the right anterior MFG on one hand, and the right rostral hippocampus, parahippocampal cortex, and precuneus on the other hand. We estimated seven models, reflecting possible differences in coupling between intrusion and nonintrusion trials ( Fig. 5A ), as well as an additional model without modulation (see materials and methods). All three groups showed strong evidence for the presence of suppression-induced modulation of the connectivity between the right MFG and memory systems (see materials and methods). We used Bayesian model averaging (BMA) to weight the change in coupling parameters according to posterior model evidence across all seven possible combinations of modulation between MFG and memory targets ( (table S14) .
A general deficit in the inhibitory control of intrusive memories in PTSD Current models of PTSD link the persistence of intrusive memories to a failure of the extinction or updating of the original traumatic memory traces while in a safe environment, together with an abnormal and exaggerated processing of contextual reminder of the trauma in the fear circuit (11) (12) (13) (14) (15) . These disruptions involve the dysfunction of the hippocampusamygdala complex and its interaction with the medial prefrontal cortex. Our findings suggest that PTSD is also characterized by a deficit in the top-down suppression of momentary awareness associated with intrusive memories. This deficit could constitute a central factor in the persistence of traumatic memories, undercutting the ability to deploy the necessary coping resources that maintain a healthy memory.
In trauma-exposed individuals without PTSD, the functional connectivity between prefrontal areas involved in control and memory sites, including the hippocampus and precuneus, decreased during the regulation of intrusive memory compared with nonintrusion. This decrease in connectivity was also seen in comparison to a resting-state baseline, suggesting that changes in connectivity induced by the suppression of intrusion relied on an active modulation. Analysis of effective connectivity showed that a top-down process mediated these modulations in non-PTSD, and that this effect was accentuated compared with PTSD. The current findings are consistent with the existence of an inhibitory signal that interrupts the reactivation of unwanted memory traces in memory systems (29, 34) . Such inhibitory control was preserved in resilient individuals but disrupted in people who developed PTSD.
The intrusive memories created in the current experiment are completely different from the distressing, fragmented, and decontextualized traumatic intrusions seen in PTSD (1-5). However, common features that are central to PTSD symptomatology also exist and can be modeled and isolated using the TNT paradigm. Both types of intrusions are involuntary, unintended, composed of sensory impressions, and triggered by unrelated contextual cues weakly related to the memory content (2) . Neutral memories completely unrelated to the traumatic event also put exposed and nonexposed individuals on equal footing regarding the control demand associated with memory intrusion. Moreover, the regulation of neutral and emotional memories is probably achieved by the same core control system (25, 28, 34) . Our findings thus highlight the presence of a central and general disruption of the downregulation function of the anterior DLPFC in PTSD, disrupting the control and suppression of involuntarily intruding memories, even when those memories are neutral, artificially created, equated in strength during learning, and completely unrelated to the traumatic event.
Suppressing memories is often assumed to be unwise because the undesired remnants will backfire (2, (6) (7) (8) (16) (17) (18) (19) . Rather than being the root of intrusive symptoms, our findings suggest that maladaptive and unsuccessful suppression attempts are a consequence of a compromised control system. Such disruption may prevent adaptive forgetting processes (31) that normally alter memory stabilization in the hippocampus (38) and might therefore prevent the impairment of the traumatic engram. Furthermore, alteration of control capacity can further cascade into an exaggerated avoidance of reminders of the trauma. Unlike memory suppression, avoidance of reminders prevents modulation of traumatic representations via inhibitory control (53), extinction, or updating (13) (14) (15) . Disrupted inhibitory control processes could accentuate the imbalance between memory suppression and avoidance strategies, which reflect the same goal of keeping the trauma memory out of awareness but have opposite consequences on mental health.
Inhibitory control: Resilience or vulnerability to PTSD?
Do such inhibitory control mechanisms engaged during memory suppression reflect a preexisting resilience factor, some form of positive and dynamic adaptation after exposure to a traumatic event, a preexisting vulnerability factor, or sequelae exacerbated by chronic stress (54)? Previous studies on memory suppression in healthy individuals provide some arguments in favor of the existence of a preexisting factor to combat or adequately resist the stress induced by traumatic reviviscence. Individuals with better engagement of the control system experience fewer memory intrusions (34, 36) , greater disruption of perceptual memory (27) , and greater forgetting (25, 26, 28-30, 36, 37) . Lower attentional control capacities (55) or deficient retrieval suppression (56) are potential risk factors for the development of intrusive memories after emotional films.
Memory control mechanisms may also adapt after exposure to stressful events to overcome traumatic experiences (53) , illustrating a form of acquired resilience. The stronger topdown suppression of the ventral precuneus observed in trauma-exposed individuals without PTSD compared not only with individuals with PTSD but also nonexposed individuals is interesting in that respect. The precuneus seems central to the representation of sensory and mental images of the trauma (57-59), disconnected from contextual representations in the hippocampus (1) . Suppression of the precuneus is compatible with recent findings suggesting that new memory engrams can be rapidly encoded (60) and updated (61) into this region. The coordinate suppression of intrusive memories across the precuneus and hippocampus, which we observed specifically in resilient individuals, might therefore be crucial to cope with traumatic events.
The disruption of memory control mechanisms seen in PTSD might also reflect a form of acquired vulnerability in PTSD or a preexisting vulnerability of inhibitory mechanisms. Stress can impair executive functioning (62), including cognitive control (63) . Animal models propose that excessive and repeated stress damages GABAergic interneurons in the hippocampus (64), a neurotransmitter which potentially mediates the inhibitory effect associated with memory suppression (29, 41) and whose receptor population is disrupted after trauma (65) . Similarly, an alteration of the white-matter tracts that propagate the inhibitory command (66) could also prevent this effect from taking place in individuals with PTSD.
Treating mechanisms of suppression?
The cross-sectional study described here does not provide insight into the origin of the observed memory suppression deficit seen in PTSD. However, it provides important information concerning the role of memory suppression mechanisms for understanding and treating the development of PTSD. Most of the current recommended psychotherapeutic treatments for PTSD focus on the traumatic experience and involve, to some degree, a reexposure to the traumatic content, which can sometimes be problematic in clinical settings (10) . Treat-ments focused on the memory control system, using neutral material unrelated to the trauma, might also be a viable option to complement standard psychological interventions and help patients to gain a better control over their memories during therapy. The capacity to benefit from exposure therapy in PTSD depends on prefrontal control resources (67, 68) and on the propagation of neural flows originating from the right anterior DLPFC (69) .
However, the effectiveness of a treatment may be limited if applied in the context of compromised capacity and impaired functional brain connectivity. Nonetheless, individuals with PTSD have shown some residual capacities. Analysis of local activity revealed that these individuals could still engage the memory control network during attempts to suppress memories, although this did not translate into a reduction of intrusion frequency. Analysis of connectivity also revealed preserved suppression processes in PTSD when memory cues failed to trigger intrusion. In fact, PTSD might excessively rely on proactive control (70), an anticipatory process attempting to gate memory retrieval before intrusion arises to conscious awareness. Excessive proactive control could reduce the opportunities to modulate intrusive memory traces and lead to the same paradoxical and harmful avoidance effect on traumatic memory. Suppression can also induce forgetting of contextual information associated with the reminder cue (38) . In the context of PTSD, exaggerated anticipatory suppression could therefore prevent the learning of safe contextual cues and promote overgeneralization of fear. Interventions focused on training the memory control system should aim for better allocation of the preserved resources of the control system and proactive engagement.
It remains unknown whether the mechanisms identified here can disrupt the traumatic memory itself, as trauma-focused exposure treatments can. Suppression can be ineffective after consolidation (71) or when memory reactivation is too strong (72) . Suppression can also be detrimental to emotional response if individuals show poor inhibitory capacities or when forgetting is impossible (34, 35) . Suppressing traumatic memory should thus not be attempted in individuals while they lack the necessary coping skills of inhibition and intrusive memories remain vivid and salient. Once these coping skills are strengthened, and traumatic traces have been reprocessed by the hippocampus together with contextual representations during standard exposure therapy sessions (15) , remediation of control capacity might also promote the disruption and updating of the traumatic engram.
Our findings suggest that the general mental operations usually engaged to banish and suppress the intrusive expression of unwanted memories might contribute to positive adaptation in the aftermath of a traumatic event, paving the way for new treatments unrelated to the trauma and promoting resilience (54) .
Materials and methods Participants
Eighty nonexposed and 120 exposed subjects participated in this study. Exposed participants were recruited through a transdisciplinary and longitudinal research "Programme 13-Novembre" (www.memoire13novembre.fr/), a nationwide funded program supported by victims' associations. Data from seven nonexposed participants were excluded from further analyses for the following reasons: absence of intrusion rating owing to technical or behavioral issues (n = 4), artifacts in the MRI images (n = 2), and inability to pursue the experiment (n = 1). Data from 18 exposed participants were excluded from further analyses for the following reasons: absence of intrusion rating owing to technical or behavioral issues (n = 8), interruption of participation during the MRI acquisition (n = 3), and nonrespect of inclusion criteria (n = 7). Among these seven participants who did not respect the inclusion criteria in the exposed group, six met the criteria for the reexperiencing symptoms but without the presence of other symptom categories (including functional significance, i.e., criterion G), and one was not actually exposed to the attacks (criterion A). The final sample consists of 102 participants exposed to the 13 November 2015 terrorist attacks in Paris and 73 nonexposed healthy control participants. Nonexposed participants were not present in Paris on 13 November 2015 and were recruited from a local panel of volunteers. All participants were between 18 and 60 years old, right-handed, French speaking, and had a body mass index <35 kg/m 2 . A clinical interview with a medical doctor was conducted to ensure that participants had no reported history of neurological, medical, visual, memory, or psychiatric disorders. Exclusion criteria also included history of alcohol or substance abuse (other than nicotine), mental or physical conditions that preclude MRI scanning (e.g., claustrophobia or metal implants), and medical treatment that may affect the central nervous system or cognitive functions. Fourteen exposed participants were taking antidepressant, anxiolytic, and/or hypnotic medication at the time of the study (see table S15 for a detailed description of psychoactive medication). We decided to include medicated and unmedicated exposed participants to reflect the general PTSD population. However, additional analyses of covariance were carried out to ensure that the main findings did not depend on these participants. Exposed participants were diagnosed using the structured clinical interview for DSM-5 (SCID) (73) conducted by a trained psychol-ogist and supervised by a psychiatrist. All exposed participants met DSM-5 criterion A, indicating that they experienced a traumatic event. Different types of exposure to the Paris attacks were observed in our sample (see table S1). DSM-5 exposure types include: (i) individuals directly targeted by the terrorist attacks (criterion A1) or (ii) witnessing the attacks (criterion A2); (iii) close relatives of a deceased victim of the attacks (criterion A3); (iv) individuals who were exposed to aversive scenes and the attacks as first responders and police officers. Exposed participants were diagnosed with PTSD in its full form if all the additional diagnostic criteria defined by DSM-5 were met (n = 29). Participants were diagnosed with PTSD in its partial form (n = 26) if they had reexperiencing symptoms (criterion B), with symptoms persisting for more than one month (criterion F) that caused significant distress and functional impairment (criterion G). For this partial form of PTSD, >80% of the individuals also suffered from two other symptom criteria [i.e., avoidance (C), negative alterations in cognition and mood (D), or hyperarousal (E)]. Subthreshold (also referred to as partial or subsyndromal) PTSD has been associated with clinically significant psychological, social, and functional impairments (48) . Although participants with a partial PTSD profile did not meet the full clinical symptoms of PTSD, the intrusive symptoms identified in each participant caused important distress that may be associated with significant levels of social and functional impairments comparable to full PTSD (74) . The concept of subthreshold (partial or subsyndromal) PTSD suggests that an individual may still display noticeable clinical impairment (75) , especially in relation to reexperiencing and intrusive symptoms, while not meeting full criteria for either avoidance or hyperarousal symptoms (76, 77) . Therefore, trauma-exposed participants with full and partial PTSD profiles were grouped together for the purpose of statistical analyses in one clinical group referred to as the PTSD group. The study includes 55 trauma-exposed participants with PTSD (PTSD+), 47 trauma-exposed participants without PTSD (PTSD−), and 73 nonexposed control participants (Control).
PTSD symptom severity was assessed with the Post-traumatic Stress Disorder Checklist for DSM-5 (PCL-5) (78). To assess for anxiety and depression, State-Trait Anxiety Inventory (STAI) (79) and Beck Depression Inventory (BDI) (80) were also administered. Participants' sleep habits during the month preceding their inclusion in the study were assessed with the Pittsburgh Sleep Quality Index (81) , and the presence of sleep insomnia was measured with the Insomnia Severity Index. To compare the participants' usual sleep duration with their sleep duration the night before MRI acquisition, we computed an ANOVA with as within-factor the sleep duration (usual and night-before acquisition) and as betweenfactor the four groups of subjects. We found an effect of sleep duration [F 1,158 = 13.43, P < 0.001] with no interaction with the group [F 3,158 = 0.02, P = 0.996] that indicated a decreased sleep duration the night before the acquisition in all participants. Tukey post-hoc comparisons for the group effect showed that the nonexposed group reported longer sleep duration than the participants with complete (P = 0.03) and incomplete (P = 0.013) PTSD. However, no differences were observed among the groups of exposed participants (P > 0.3). The demographic and clinical characteristics of participants are summarized in table S1.
All participants completed the study between 13 June 2016 and 7 June 2017. The exposed groups did not significantly differ in the delay between the date of the Paris attacks and the date of inclusion in the study (F 2,99 = 2.06, P = 0.13; PTSD absent = 1.14 ± 0.18 years, partial PTSD = 1.23 ± 0.21 years, full PTSD = 1.14 ± 0.23 years). Participants were financially compensated for their participation in the study. The study was approved by the regional research ethics committee (Comité de Protection des Personnes Nord-Ouest III, sponsor ID: C16-13, RCB ID: 2016-A00661-50, clinicaltrials.gov registration number: NCT02810197). All participants gave written informed consent before participation, in agreement with French ethical guidelines. Participants were asked not to consume psychostimulants, drugs, or alcohol before or during the experimental period.
Materials
The stimuli were three series of lists of 72 wordobject pairs composed of neutral abstract French words (82) and objects selected from the Bank Of Standardized Stimuli (BOSS) (83) . Three series of four lists of 18 pairs assigned to four conditions (think, no-think, baseline, and unprimed) were created, plus eight fillers used for practice. The lists of pairs were presented in counterbalanced order across the three series, the four conditions and the three groups of participants and matched on different properties that may influence performance to the task. The lists of words were matched on average naming latency, number of letters, and lexical frequency (82) . The lists of objects were matched relative to the naming latency, familiarity and visual complexity levels, viewpoint, name and object agreement, and manipulability (83) . Stimuli were presented using the Psychophysics Toolbox implemented in MATLAB (MathWorks). We used neutral material completely disconnected from the traumatic experience, which enabled the investigation of general memory control mechanisms and incidentally avoided ethical issues for the trauma-exposed group.
Procedure
Before MRI acquisition, participants learned 72 French neutral word-object pairs that were presented for 5 s each. After the presentation of all pairs, the word cue for a given pair was presented on the screen for up to 4 s, and participants were asked whether they could recall and fully visualize the paired object (see Fig. 1B for details of the procedure). If so, three objects then appeared on the screen (one correct and two foils), and participants had up to 4 s to select which object was associated with the word cue. After each recognition test, the object correctly associated with the word appeared for 2500 ms on the screen, and participants were asked to use this feedback to increase their knowledge of the pair. Pairs were learned through this test-feedback cycle procedure until either the learning criterion (at least 90% correct responses) was reached or a maximum of six presentations was achieved. Once participants had reached the learning criterion, their memory was assessed one last time using a final criterion test on all of the pairs but without giving any feedback on the response. Note that no differences were found between groups on this final criterion test (all P > 0.18), suggesting that our procedure carefully matched the learning of wordobject associations between groups. After this learning phase, pairs were divided into three lists of 18 pairs assigned to think, no-think, and baseline conditions for the think/no-think task (TNT). Participants were given the think/ no-think phase instructions and a short TNT practice session before MRI acquisition to familiarize them to the task.
After this TNT practice session, participants entered the MRI scanner. During the T1 structural image acquisition, the complete list of learned pairs was presented once again to reinforce the learning of the pairs (5 s for each pair). This overtraining procedure was intended to ensure that the word cue would automatically bring back the associated object, allowing us to isolate brain regions engaged to control the intrusion of the paired object during the TNT phase. After this reminder of the pairs, participants performed the TNT task, which was divided into four sessions of~8 min each. In each session, the 18 think and 18 no-think items were presented twice. Word cues appeared for 3 s on the screen and were written either in green for think trials or in red for no-think trials. During the TNT practice session, participants were trained to use a direct suppression strategy. During the think trials, participants were told to imagine the associated object in as much detail as possible. During the no-think trials, participants were instructed to imperatively prevent the object from coming to mind and to fixate and concentrate on the word cue without looking away. Participants were asked to block thoughts of the object by blanking their mind and not by replacing the object with any other thoughts or mental images. If the object image came to mind anyway, they were asked to push it out of mind. After the end of each of the think or no-think trial cues, participants reported whether the associated object had entered awareness by pressing one of two buttons corresponding to "yes" (i.e., even if the associated object pops very briefly into their mind) or "no." Although participants had up to 3600 ms to make this intrusion rating, they were instructed to make it quickly without thinking and dwelling too much on the associated object. The rating instruction was presented for up to 1 s on the screen and followed by a jittered fixation cross (1400, 1800, 2000, 2200, or 2600 ms). The Genetic Algorithm toolbox (84) was used to optimize the efficiency of the think versus no-think contrast. Twenty percent additional null events with no duration and followed by the jittered fixation cross only were added.
The perceptual identification task followed the TNT phase and tested whether previous attempts at suppression affected repetition priming. It comprised a single session of about 8 min. Each think, no-think, baseline, and unprimed item was presented on one trial in a 500 pixel by 500 pixel frame centered on a gray background, and trials were separated by a fixation cross. During each trial, a single item was gradually presented using a phaseunscrambling procedure that lasted for 3.15 s. Participants' instruction was to watch carefully as the object was progressively unscrambled and to press the button as fast as possible when they were able to see and name the object in the picture. Unscrambling continued until a complete image appeared, irrespective of when and whether participants pressed a button. The scrambling was achieved by decomposing the picture into phase and amplitude spectra using a Fourier transform. Random noise was added to the phase spectrum starting from 100% and was decreased by 5% steps until 0% (i.e., intact picture) was reached. The picture was presented at each level of noise for 150 ms, yielding a total stimulus duration of 3.15 s. Between trials, there was a 2.4-s average interstimuli interval, and there were also 20% additional null events added. Brain activity was also recorded during this perceptual identification task but data are not reported here. After this task, a resting-state recording was also proposed to the participants. During this session, participants were instructed to keep their eyes closed, to let their thoughts flow freely without focusing on any particular idea, and to remain still and awake.
Finally, during a debriefing questionnaire, participants were asked about the strategies used during the TNT phase. Participants rated on a five-point scale [never (0) to all the time (4)] the degree to which they used different kind of strategies to prevent the object from coming to mind during the no-think condition (i.e., direct suppression, thought substitution, or another strategy). This questionnaire was administered to determine whether participants complied with the direct suppression instructions. Debriefing confirmed that the participants remained attentive to the word displayed on the screen and predominantly controlled the unwanted memories by directly suppressing the associated object. Participants engaged significantly less in other strategies than in direct suppression to control awareness of the no-think items (Wilcoxon signed-rank test: z > 140, P < 0.001). Moreover, Kruskal-Wallis tests did not evidence any difference between the groups for any kind of strategies used [H(2) < 2.73, P > 0.26]. The mean rating score for each strategy is displayed in fig. S4 for each group.
MRI acquisition parameters
MRI data were acquired on a 3T Achieva scanner (Philips). All participants first underwent a high-resolution T1-weighted anatomical volume imaging using a 3D fast field echo (FFE) sequence (3D-T1-FFE sagittal; TR = 20 ms, TE = 4.6 ms, flip angle = 10°, SENSE factor = 2, 180 slices, 1 mm by 1 mm by 1 mm voxels, no gap, FoV = 256 mm by 256 mm by 180 mm, matrix = 256 by 130 by 180). This acquisition was followed by the TNT functional sessions and an eyes-closed resting-state fMRI sequence, which were acquired using an ascending T2-star EPI sequence (MS-T2-star-FFE-EPI axial; TR = 2050 ms, TE = 30 ms, flip angle = 78°, 32 slices, slice thickness = 3 mm, 0.75-mm gap, matrix 64 by 64 by 32, FoV = 192 mm by 192 mm by 119 mm, 235 volumes per run). Each of the TNT and resting-state functional sequence lasted about 8 min.
fMRI preprocessing
Image preprocessing was first conducted with the Statistical Parametric Mapping software (SPM 12, University College London, London, UK). Functional images were (i) spatially realigned to correct for motion (using a sixparameter rigid body transformation); (ii) corrected for slice acquisition temporal delay; and (iii) co-registered with the skull-stripped structural T1 image. The T1 image was biascorrected and segmented using tissue probability maps for gray matter, white matter, and cerebrospinal fluid. The forward deformation field (y_*.nii) was derived from the nonlinear normalization of individual gray matter T1 images to the T1 template of the Montreal Neurological Institute (MNI). Each point in this deformation field is a mapping between MNI standard space to native-space coordinates in millimeters. Thus, this mapping was used to project the coordinates of the MNI standard space ROIs to the native space functional images. All subsequent analyses were conducted using these projected native space ROIs without any spatial warping nor smoothing of the functional images.
Think/no-think univariate analyses
The preprocessed fMRI time series at each voxel were high-pass filtered using a cutoff period of 128 s. Task-related regressors within a GLM for each ROI were created by convolving a boxcar function at stimulus onset for each condition of interest (i.e., think, intrusion, and nonintrusion) with the canonical hemodynamic response function (HRF). Additional regressors of no interest were the six realignment parameters to account for linear residual motion artifacts and session dummy regressors. Filler items, along with the few items with no button press or not correctly recalled during think condition, were also entered into a single regressor of no interest. Autocorrelation between fMRI time series was corrected using a first-order autoregressive AR(1) model of noise temporal autocorrelation and the GLM parameters were estimated using restricted maximum likelihood (ReML). Voxel-based analyses were performed by entering first-level activation maps for each condition of interest into flexible ANOVAs implemented in SPM, which used pooled error and correction for nonsphericity to create t-statistics. The SPMs were thresholded for voxels whose statistic exceeded a peak threshold corresponding to P FWE < 0.05 family-wise error (FWE) correction using random field theory across the whole brain (for the no-think versus think contrasts), or within the appropriate search volumes of interest to perform within-and between-group comparisons for the intrusion versus nonintrusion contrasts (using an initial threshold of P uncorr < 0.005). Additional exploratory analyses were performed to examine the relation between brain activation (intrusion > nonintrusion) and intrusion frequency using a separate regression model for each group of participants (P uncorr < 0.005).
Regions of interest (ROIs)
We focused on prefrontal and memory systems previously identified in the TNT literature as up-regulated and down-regulated, respectively, during the attempts to suppress unwanted memories. We selected ROIs from the Brainnetome atlas (85; http://atlas.brainnetome.org/) that overlap with these control and memory networks. The Brainnetome atlas is a fine-grained connectivity-based and cross-validated parcellation atlas of the brain into 210 cortical and 36 subcortical regions and is therefore ideally suited to study the change in taskbased connectivity across the control and memory networks. Given the strong right lateralization of the prefrontal control network during memory inhibition, we selected brain regions of the right hemisphere consistently activated during memory retrieval suppression (25-30, 34, 36, 37) , including: (i) the right superior frontal gyrus (SFG); (ii) the core of the right middle frontal gyrus (MFG), excluding the posterior sensory-motor inferior frontal junction (center coordinates: x = 42, y = 11, z = 39), as well as the anterior lateral area corresponding to Brodmann area (BA) 10 (center coordinates: x = 25, y = 61, z = −4); (iii) the right inferior frontal gyrus (IFG); and (iv) the right anterior cingulate gyrus (CG). For the memory network, we selected bilateral brain regions consistently reported as suppressed during memory suppression (25-30, 34, 36, 37) , including: (i) the hippocampus (divided into rostral and caudal parts); (ii) the parahippocampal gyrus; (iii) the fusiform gyrus; and (iv) the ventral part of the precuneus alongside the parietal sulcus. The ventral part of the precuneus is associated with visual imagery (86) , episodic (60), autobiographical (87), and trauma-related memories (57, 58) . Note that the dorsal portion of the precuneus, as well as the transitional zone (BA 31) are activated rather than suppressed during no-think trials, and therefore cannot be included in the down-regulated target memory network. The individual connectivity matrices were estimated on the basis of the prefrontal control network ROIs that comprised 20 regions and the memory networks that included 18 potential sites of suppression (see table S8 for a list of the Brainnetome regions with their labels and center coordinates). For betweengroup comparisons during connectivity analyses (PPI and DCM), we used the anterior portion of the right MFG (area 46 and ventral area 9/46 of the Brainnetome atlas; see table S8 ).
Functional connectivity analysis
The regional BOLD signal that was filtered, whitened, and adjusted for confounds was used to perform psychophysiological interaction (PPI) analyses (51) . We adapted the generalized form of context-dependent PPI (51) to investigate task-induced functional connectivity between ROIs of the prefrontal control (i.e., seed) and memory (i.e., target) networks (see table S8), focusing on the contrast involving the suppression of intrusive and nonintrusive memories. Our design optimize the detection of signal change between conditions by imposing short interstimuli intervals and slow changes between main conditions (88) (89) (90) . In an attempt to reduce the duration of the task for the sake of the participants, periods of recording without stimulation were scarce and short. This approach, however, prevents the estimation of absolute change in task-induced changes re-lative to implicit rest baseline (the intercept of the GLM which captures the mean of the signal left unexplained). Moreover, rest baseline in such design are likely contaminated by taskbased cognitive processes, which presumably do not abruptly terminate at the onset of resting periods. As such, quantification of absolute change in task-based connectivity is problematic and a contrast approach is usually recommended. To circumvent this problem, we additionally used a blind-deconvolution approach to detect spontaneous event-related changes (52) in the resting-state signal of a sequence collected after the TNT task. Onsets of pseudo-events during resting state were obtained for each ROI from BOLD activation using a threshold between 1 and 4 standard deviations from the mean. Once identified, a GLM was estimated for each ROI over all possible micro-time onsets of the neural stick function that could have generated these pseudo-events. We allowed a 3-to 9-s shift to find the best explaining onset of BOLD activation peaks based on the residuals of the GLM.
BOLD time-courses in each seed ROI for both TNT and resting-state sequences were deconvolved to estimate the neural activity. A full-rank cosine basis set convolved with the HRF, as well as the filtered and whitened matrix of confounds, was used as the design matrix of a hierarchical linear model to estimate the underlying neuronal activity under a parametric empirical Bayes scheme (91) . PPI regressors were created by multiplying estimated neural activity with a boxcar function (modeled as a 3-s short-epoch) encoding TNT or resting-state events. This interaction term was subsequently reconvolved with the canonical HRF and resample to scan resolution. PPI regressors were detrended and normalized to unit length using their norm to facilitate comparisons between TNT and resting-state estimates of connectivity. For each TNT and resting-state sequence, a first-level GLM was created to estimate the connectivity between seed and target preprocessed time-series (data filtered, whitened, and adjusted for confounds). This GLM included in the design matrix the PPI regressors of the seed, the psychological regressors obtained from the convolution of stimulus boxcar function with HRF to control for task-evoked univariate changes, the physiological BOLD signal of the seed region, and a constant term.
Effective connectivity analyses
DCM explains changes in regional activity in terms of experimentally defined modulations ("modulatory input") of the connectivity between regions. Here, we used DCM and Bayesian Model Averaging (BMA; 92) to assess, in each of our group, whether the modulation in connectivity between the right anterior MFG and memory systems arising from the elevated control demand during the suppression of intrusive memories (compared with nonintrusions) was mediated by a top-down process.
DCM entails defining a network of a few ROIs and the forward and backward connections between them. The neural dynamics within this network are based on a set of simple differential equations (the bilinear state equation was used here) relating the activity in each region to (i) the activity of other regions via intrinsic connections relative to implicit unmodelled baseline, (ii) experimentally defined extrinsic input (or "driving input") to one or more of the regions, and, most importantly, (iii) experimentally defined modulations (or "modulatory input") in the connectivity between regions. Changes in the network dynamics are caused by these driving (enteringregions) or modulatory (between-regions) inputs. These neural dynamics are then mapped to the fMRI time series using a biophysical model of the BOLD response. The neural (and hemodynamic) parameters of this DCM are estimated using approximate variational Bayesian techniques to maximize the free-energy bound on the Bayesian model evidence. Here, we defined different models defining potential pathways of both top-down and bottom-up modulation between the right MFG and memory systems, and we used BMA to marginalize over these models to derive posterior densities on model parameters that account for model uncertainty.
Retrieval inhibition was assumed to originate from the anterior portion of the right MFG (see ROIs section). Therefore, we focused on the influence of this region over memory regions within the same hemisphere as done in previous studies analyzing effective connectivity using the TNT paradigm (26, 27, 34, 36) . Note that DCM requires a restricted number of nodes so we focused this analysis on the MTL (including rostral hippocampus and parahippocampal gyrus), as done previously (26, 34, 36) , and on the precuneus for both its functional role in traumatic memories and its strong down-regulation during PPI analyses in healthy participants compared to PTSD group. The caudal hippocampus was not included in this analysis given the absence of significant modulation in this region during PPI analyses. This DCM analysis was conducted on the exact same filtered, whitened, and adjusted for confounds time-series than the ones used for PPI analyses.
Seven DCM models were created (for an illustration of the model space, see Fig. 5A ), plus an additional null model. This null model did not include any modulatory input modelling the effect of suppression on connections. This null model was compared to other modulatory models to ensure that suppression induced some modulation of the connections. All models were fully connected and included a com-mon driving input source entering the right MFG and reflecting cue-onset of all trials. The modulatory input acting on intrinsic connections was modeled as a 3-s short-epochs function reflecting the contrast between intrusion and non-intrusion. After estimating all 8 models for each participant (version DCM12.5 revision 7479), we first performed Bayesian model selection (BMS) to compare models including a modulatory input to null model. BMS overwhelmingly favored models including a modulatory input, with an exceedance probability (EP) and expected posterior probability (EPP), of EP = [100% 100% 100%] and EPP = [91% 88% 78%] for nonexposed, non-PTSD, and PTSD groups, respectively.
We then performed BMA including all modulatory models for each group separately. This produces a maximal a posteriori estimate of coupling parameters weighted by the subject specific posterior and by the posterior probability that subject n uses model m, treating the optimal model across participants in each group as a random effect.
Statistical analyses
All a priori hypotheses test of memory suppression-induced changes in functional connectivity were performed using one-sided paired sample t tests for within-group comparisons, and one-sided two-sample t tests for between group comparisons. The expected proportion of type I error across multiple testing was controlled for using the false discovery rate (FDR) correction, with a desired FDR q = 0.05 and assuming a positive dependency between conditions (93) . In addition, we used a Bayesian approach (94) using Markov chain Monte Carlo (MCMC) method. Bayes factors (BF) were estimated for visualization purpose to represent the likelihood of suppression effects for each within-group comparison. Based on this hypothesis, we defined a region of practical equivalence (ROPE) set as a Cohen's d effect size greater than −0.1. The MCMC method generated 50,000 credible parameter combinations that are representative of the posterior distribution. Then, the BF was estimated as the ratio of the proportion of the posterior within the ROPE relative to the proportion of the prior within the ROPE. The conventional interpretation of the magnitude of the BF is that there is substantial evidence for the alternative hypothesis when the BF ranges from 3 to 10, a strong evidence between 10 and 30, a very strong evidence between 30 and 100, and a decisive evidence above 100 (95) . For ROI analyses, group-level inferences were also conducted using nonparametric random effects statistics to test for within-group differences by bootstrapping the subject set with 5000 iterations and compute 95% confidence intervals. Moreover, group comparisons were also conducted using an ANCOVA model con-trolling for age, sex, education, medication, duration, and type of exposure to the attacks (table S11) . For DCM, BMA gives for each group the mean and standard deviation of the coupling parameters posterior distribution. In line with the DCM Bayesian framework, we estimated the posterior probability and the 95% confidence interval of the within-and between-group differences. In this Bayesian framework, the posterior probability indicates the probability that a random sample from this estimated distribution will be different than zero, and is usually considered as significant when equal to or greater than 0.95 (see also table S14 for an ANCOVA model on individual coupling parameters extracted during BMA).
