Statistical inference on neuroimaging data is often conducted using a mass-univariate model, equivalent to fitting a linear model at every voxel with a known set of covariates. Due to the large number of linear models, it is challenging to check if the selection of covariates is appropriate and to modify this selection adequately. The use of standard diagnostics, such as residual plotting, is clearly not practical for neuroimaging data. However, the selection of covariates is crucial for linear regression to ensure valid statistical inference. In particular, the mean model of regression needs to be reasonably well specified. Unfortunately, this issue is often overlooked in the field of neuroimaging. This study aims to adopt the existing Confounder Adjusted Testing and Estimation (CATE) approach and to extend it for use with neuroimaging data. We propose a modification of CATE that can yield valid statistical inferences using Principal Component Analysis (PCA) estimators instead of Maximum Likelihood (ML) estimators. We then propose a non-parametric hypothesis testing procedure that can improve upon parametric testing. Monte Carlo simulations show that the modification of CATE allows for more accurate modelling of neuroimaging data and can in turn yield a better control of False Positive Rate (FPR) and Family-Wise Error Rate (FWER). We demonstrate its application to an Epigenome-Wide Association Study (EWAS) on neonatal brain imaging and umbilical cord DNA methylation data obtained as part of a longitudinal cohort study. Software for this CATE study is freely available at http://www.bioeng.nus.edu.sg/cfa/Imaging_Genetics2.html.
Introduction
A large body of association studies in the field of neuroimaging apply univariate Ordinary Least Squares (OLS) regression at each voxel that typically includes a known set of covariates, such as covariates of interest (e.g., disease status or medical scores) and covariates of no interest (e.g., gender, ethnicity or age). The number of univariate OLS regression models is equal to the number of voxels in brain images, which is in general large. This is a relatively common practice that is widely used to make statistical inference in neuroimaging studies. However, this procedure relies on several assumptions, including 1) the mean function of regression is well specified; 2) noise is independent and identically distributed normal. Statistical inference on covariates of interest may not be valid if these assumptions are not guaranteed. A number of diagnostic tools on these assumptions have been proposed for mass-univariate neuroimaging analyses (Luo and Nichols, 2003) . Nevertheless, none of these diagnostic tools seems to be widely considered in the neuroimaging community. Some methods that are robust against violations of the noise assumption have been already discussed in Zhu et al. (2007) in the context of neuroimaging data. However, similar considerations about the violation of the mean function assumption seem to be lacking.
In this study, we focused on one of the aforementioned assumption violations, that is, the invalid mean function. This is mainly as a result of missing important covariates in univariate regression. This particular type of model misspecification is often overlooked in neuroimaging and beyond. However, missing important covariates has the tendency to inflate residuals and variance estimates, which may yield the deflation of statistics and make hypothesis tests conservative. This particular effect can penalise statistical power, which is rather critical for some neuroimaging association studies, such as Genome-Wide Association Study (GWAS) and Epigenome-Wide Association Study (EWAS). On the other hand, when missing (or unknown) covariates are correlated with dependent variables and covariates of interest, positive or negative bias may occur for the association between covariates of interest and dependent variables, which is dependent on the correlation direction of missing covariates with dependent variables and covariates of interest. These two antagonistic biases could cause hypothesis tests to be liberal or less powerful, which is not desirable in practice. Several existing methods, including EIGENSTRAT (Price et al., 2006) , Surrogate Variable Analysis (SVA; Storey, 2007, 2008) , Latent Effect Adjustment after Primary Projection (LEAPP; Sun et al., 2012) , Remove Unwanted Variation (RUV; Gagnon-Bartsch et al., 2013) , and Confounder Adjusted Testing and Estimation (CATE; Wang et al., 2016) were previously proposed to estimate unknown covariates based on the assumption that massive univariate regression models share a common set of unknown covariates. Among these existing methods, CATE has recently received great attention partly because it unifies several methods, in particular RUV and LEAPP, in a unique framework. CATE 1) takes into account the correlation between unknown covariates and covariates of interest, 2) takes into account the assumed sparsity of the association parameters of interest, and 3) proposes a better rotation model than the one proposed in LEAPP that is able to remove the effects of all the known covariates, making the computation quite appealing compared to the other aforementioned methods. CATE also uses several estimators that are relatively easy to study analytically, facilitating the derivation of the asymptotic distribution of test statistics. This is also not the case for the other aforementioned methods (Sun et al., 2012; Wang et al., 2016) .
In this study, we aimed to adopt the existing CATE approach and to extend the method to make it suitable for neuroimaging data by accommodating features such as spatial correlation in noise. Even though CATE has shown very promising results in analyses with uncorrelated noise compared to the aforementioned alternative methods (Sun et al., 2012; Wang et al., 2016) , we show that the standard version of CATE cannot be used for neuroimaging data due to strong spatial correlation in noise. We proposed a modification of CATE that can yield valid statistical inferences based on Principal Component Analysis (PCA) estimators instead of Maximum Likelihood (ML) estimators (the default approach in CATE). We then proposed a non-parametric hypothesis testing procedure that can improve upon parametric tests initially proposed in Wang et al. (2016) . We finally validated the modifications of CATE using Monte Carlo simulations, an association analysis between real neuroimaging data and random noise, and an EWAS between real neonatal neuroimaging data and real umbilical cord DNA methylation data.
Methods
In this section, we first introduce how CATE models data using a set of known and unknown covariates. Then, we describe how CATE estimates the model parameters, before detailing how hypothesis testing can be conducted. Finally, we describe the setup of the evaluations used to validate CATE as well as the setup of a real data analysis.
Model specification CATE models the data using linear regression
where Y is an n subj Â n vox matrix containing, in the context of this paper, neuroimaging data from n subj subjects and n vox voxels. X is an n subj Â n X design matrix of known covariates that are not of direct interest (e.g., global intercept, gender or age) and is linked to Y by the matrix of fixedeffect parameters β X . M is an n subj Â n M matrix of known covariates of interest (e.g., disease status or medical scores) and is linked to Y by the matrix of fixed-effect parameters β M . Z is an n subj Â n Z matrix of unknown covariates, linked to Y by the matrix of fixed-effect parameters β Z . E is an n subj Â n vox matrix of random errors that are assumed to follow, for each subject, a normal distribution with mean zero and spatial-covariance Σ, and to be independent and identically distributed across subjects. We also assume that the horizontally concatenated design matrix ½XM has full column rank. Unknown covariates may often be correlated with the known covariates of interest and thus have a confounding effect. For example, an unmeasured genetic factor may affect both brain imaging data and covariates of interest. As suggested by Wang et al. (2016) , one can model it via a linear relationship of Z with the known covariates X and M, such that
where α X is an n X Â n Z matrix representing the degree of correlation between Z and X, α M is an n M Â n Z matrix representing the degree of correlation between Z and M. W is an n subj Â n Z matrix of random noise independent of M, X and E. It is assumed to be multivariate normal with zero mean and identity covariance matrix along the rows and columns. Solving Equation (1) is not straightforward in its current form because the estimation of each unknown variables appears to be dependent on the estimation of all the other variables. In order to disentangle the estimation of Z and β Z from the estimation of β X and β M , Wang et al. (2016) proposed to rotate Equation (1) using a rotation matrix, Q > , derived from the complete QR decomposition of the horizontally concatenated design matrix ½XM ¼ QR, where Q is an n subj Â n subj orthogonal matrix and R is an n subj Â ðn X þ n M Þ upper triangular matrix. The rotation version of Equation (1) is in the form of
where the rotated errors Q > E follows the same distribution as the unrotated errors E in Equation (1) due to the orthogonality of Q. This is important as the spatio-covariance of E, Σ, can be estimated under this rotated model instead of the unrotated model. Note that the distribution of Q > E may be different from that of the unrotated errors and may also be heteroskedastic (i.e. with varying variances) across subjects if the above assumption on E does not hold (e.g., non-normality). This might be a potential issue that was not discussed in Wang et al. (2016) . In this study, we discuss this further in Subsection Non-parametric hypothesis testing and study it via simulations. In order to understand how the estimation of Z and β Z is now disentangled from the estimation of β X and β M , let us define the matrices Q X , Q M and Q Z , respectively corresponding to the first n X columns, the following n M columns, and the last n subj À n X À n M columns of Q. Since Q > ½XM ¼ R is an upper triangular matrix, the three terms Q and β M . In this way, the simultaneous estimation of all the unknown variables can be greatly reduced by solving the above three equations separately, starting with Equation (6) to estimate Z, β Z and Σ, and then solving Equation (5) to estimate β M for statistical testing on β M . Equation (4) could also be solved to estimate β X ; however, they are nuisance parameters and can hence be ignored.
Model estimation
Estimating n Z , Z, β Z and Σ Z, β Z and Σ can be estimated from Equation (6) via a factor analysis model that is generally solved using either PCA or ML estimation. While Wang et al. (2016) specifically recommended the use of ML for CATE, to the best of our knowledge, there is no evidence that it would be more appropriate than PCA for neuroimaging data. Therefore, in this work we consider both approaches with the goal to compare them via simulations.
For large dimensional data, PCA is typically performed through sin-
, where S Z , U Z and V Z are the submatrixes of S, U and V, respectively, corresponding to the n Z largest singular values. The diagonal elements of covariance Σ can be estimated by taking the mean square of each column of Q
The off-diagonal elements of Σ are generally not of interest and are therefore not estimated.
On the other hand, the most common ML procedure assumes that CovðZÞ ¼ I and CovðQ
, and is usually solved using a standard Expectation Maximisation (EM) procedure (Rubin and Thayer, 1982) . Due to the high dimensionality of the data, we however recommend the use of the Parameter Expanded EM (PX-EM) algorithm proposed by Liu et al. (1998) , which has been shown to require much less iterations than the standard EM. As an example of this, for the first methylation locus in our real data analysis, PX-EM needed 25 iterations to converge while the standard EM still had not converged after 10,000 iterations.
It is worth noting that PCA and ML often estimate diagðΣÞ without accounting for the degrees of freedom used in the estimation of β Z and Z as it was done in Wang et al. (2016) . While this is asymptotically valid, this is likely to yield a negative bias in the estimation of diagðΣÞ in small samples. Therefore, in this work, we propose to partially adjust for this by multiplying the obtained variance estimates by ðn subj À n X À n M Þ=ðn subj À n X À n M À n Z Þ, which would correspond to the usual small sample bias correction if Z would be known a priori.
Finally, it is important to note that both methods assume that the number of unknown covariates n Z is known. This means that n Z needs to be estimated prior using PCA or ML. Here, we consider the Eigenvalue Ratio (ER) estimator as it outperforms many alternative estimators in scenarios with correlated noise (Ahn and Horenstein, 2013) . This estimator relies on the key concept stating that the eigenvalues mainly related to factors that are globally spread in the data tend to grow indefinitely as the number of data points (here voxels) increases while those mainly related to the intrinsic spatial covariance of the noise stay bounded (Onatski, 2010) . More precisely, ER looks at the ratio between two adjacent eigenvalues and estimates n Z as
where λ k is the k th largest eigenvalues of CovðQ > Z YÞ=n vox , k max is the maximum number of unknown covariates allowed to be estimated and λ 0 is a mock eigenvalue equal to P m k¼1 λ k =lnðmÞ with m ¼ minðn subj À n X À n M ; n vox Þ, allowing n Z to be estimated as zero. It is worth noting that ER tends to work better when the number of data points is large (see, Ahn and Horenstein, 2013) and hence, in this work, we only consider the application of CATE on a large portion of the brain (e.g., all the voxels within a white matter mask), not on small regions of interest (e.g., only the voxels in the right amygdala).
Estimating β M
Once β Z and diagðΣÞ have been estimated, their estimates can be used to solve Equation (5) and estimate the parameters of main interest β M . To solve this equation, Wang et al. (2016) first rewrote Equation (5) by replacing Z by Equation (2) yielding
Further, they considered the estimation of Equation (8) by treating W and b β Z as fixed and rewrote the equation as
where α
W is treated as a matrix of parameters to be estimated alongside β M . The issue with Equation (9) is that β M and α Ã M
are not identifiable as their total number of elements amounts to n M n vox þ n M n Z while Q > M Y has only n M n vox elements. Hence, it is necessary to impose some restriction on the parameter space to make the parameters identifiable. There are two common strategies for this: restricting the parameter space by either the use of "negative controls" (defined as a set of data points which are known a priori to be unassociated with the covariates of interest) or by assuming that β M is sparse (Wang et al., 2016) . As the selection of "negative controls" may not be straightforward in practice, we only consider sparsity in this work. In order to take advantage of this sparsity assumption, we could use a method that specifically enforces some of the elements of β M to be estimated as zero. Nevertheless, such a method would yield estimates that are not asymptotically normally distributed and thus it would be very difficult to derive hypothesis tests on them. As an alternative method that yields asymptotically normally distributed estimates, Wang et al. (2016) proposed to use a robust regression where the non-zero entries in β M are treated as outliers. This can be translated by using a robust regression on Equation (9) without the term Q > M Mβ M as its elements are either assumed to be zero or outliers, and estimating α Ã M using the robust estimator
where ρ is a robust loss function such as Huber's loss function (Huber, 1964) , b σ v is the variance estimate at voxel v and the subscript v for Y and β Z denotes the selection of the column related to voxel v. Wang et al. (2016) showed that this estimator converges in probability towards α M under certain assumptions (see A).
Once α Ã M is estimated through the robust regression, β M is simply estimated using the estimator
Hypothesis testing
Parametric hypothesis testing Let us define X i and M i as the i th rows of X and M, respectively, and assume that they are independent and identically distributed with hypothesis test can then be conducted at each voxel v to test Cβ Mv ¼ 0, where C is a contrast matrix of rank q, using the Wald score
which asymptotically follows a χ 2 -distribution with q degrees of freedom under the null hypothesis (Wald, 1943 ).
An issue with the test above is that it is expected to hold only asymptotically and may not be valid for finite sample sizes. Here, to partially account for the finite sample size of the data, we approximate the null distribution using an F-distribution with q and n subj À n X À n M À n Z degrees of freedom, distribution that would match the theoretical null distribution of an "oracle" OLS model where Z would be known a priori. While this approximation may not hold in practice due to the fact that Z is unknown and due to the complexity of the estimators used in CATE, it seems to acknowledge in part the variability of the covariance estimator diag( b Σ) and thus should improve upon the asymptotic distribution.
Non-parametric hypothesis testing As described in the previous section, in finite samples, making an accurate approximation of the null distribution of the Wald scores given at Equation (12) is quite challenging and may be error prone. To alleviate this problem, we propose to use non-parametric procedures instead to conduct hypothesis testing on the observed scores. More precisely, we propose the use of either a Permutation test (Fisher, 1935; Pitman, 1937a Pitman, , b, 1938 or a test based on the Wild Bootstrap (Wu, 1986; Liu et al., 1988) , both of which focus on resampling the residuals under the null hypothesis.
For simplicity, let us assume that the contrast matrix is the identity matrix C ¼ I. In such a case, Equation (6) is unchanged under the null hypothesis, meaning that Z, β Z and diagðΣÞ are already estimated under the null hypothesis. Under the null hypothesis that β M ¼ 0, Equation (9) is a ðn subj À n X Þ Â ðn subj À n X Þ resampling matrix being either a Permutation matrix, defining a Permutation resampling scheme, or a diagonal matrix with diagonal elements obtained from a distribution f with at least mean zero and variance one, defining a Wild Bootstrap resampling scheme. The Permutation resampling scheme mainly requires that the rotated residuals are exchangeable, which is approximately true if the unrotated errors are independent and identically distributed normal. The Wild Bootstrap does not require this exchangeability assumption, but, in theory, requires a large sample size. In practice, however, particularly with the use of the Rademacher distribution (two-point distribution yielding À1 or 1 with probability 1/2) for f, the Wild Bootstrap has been shown to be accurate in several moderate and small sample size scenarios (see, e.g., Zhu et al., 2007; Guillaume, 2015) .
While the resampling scheme proposed in Equation (14) seems appealing at first glance as we just need to resample the rotated residuals which are easy to obtain from the original data analysis, it suffers from several issues that can be problematic in practice. First, if the unrotated errors are not normally distributed, it is likely that the rotated errors will not be exchangeable due to the effect of the model rotation which can make the rotated errors heteroskedastic. Second, the Wild Bootstrap using the recommended Rademacher distribution is only able to produce 2 nM different resamples for Q > M Y b , which is unlikely to be enough to produce satisfactory results. Thus, to alleviate these two issues, we propose the use of a second resampling scheme which resamples the unrotated residuals instead and is given by Q
where F U b is either a Permutation or a Wild Bootstrap resampling matrix of size n subj Â n subj . It is worth noting that b
, for the latter, due to the fact that Q
can be easily obtained through the rotated residuals. This resampling scheme seems to solve the two issues noted with the resampling scheme on the rotated residuals. First, the assumption of exchangeability of the Permutation test will be on the unrotated residuals which are unaffected by the model rotation. Second, when the Wild Bootstrap is used, the
being a linear combination of all the resampled unrotated residuals will have a greater range of resampled values, allowing a better spectrum of resampled data than with the direct resampling of the rotated residuals.
In the two resampling schemes proposed above, we consider the possibility to adjust the residuals using the adjustment proposed by Horn et al. (1975) before resampling them. This type of residual adjustments is typically used in the Wild Bootstrap literature (see, e.g., Zhu et al., 2007; Guillaume, 2015) , but not in the Permutation literature (see, e.g., Winkler et al., 2014) . Nevertheless, here, we consider its use for both types of resampling approaches.
Using any of the proposed resampling schemes, the data is resampled n B times and, for each resampled data, CATE is used to produce a resampled score T vb at every voxel v. An uncorrected p-value can then be obtained at every voxel as
where T v0 is the original score at voxel v and I is the indicator function. Conveniently, a Family-Wise Error Rate (FWER) corrected p-value can also be obtained at every voxel as
where T max b
is the maximum score observed for the b th resampled data.
Monte Carlo simulations
Intensive Monte Carlo simulations were used to assess CATE in many scenarios relevant for neuroimaging data analysis. All simulations considered the same number of subjects as in our real data analysis (i.e. n subj ¼ 114). For computation time reasons, we limited the number of voxels to be n vox ¼ 100 or 500. Equation (1) was used to generate the synthetic data with X set as the design matrix of known covariates of no direct interest used in our real data analysis. We considered n M ¼ 1 known covariate of interest and n Z ¼ 2 unknown covariates, which were generated as Z ¼ Z Ã þ Mα M , where Z Ã and M were generated once such that Covð½Z Ã MÞ ¼ I allowing to control exactly the strength of confounding between Z and M. The degree of confounding was controlled by setting α M ¼ ð0; 0Þ, ð0:1; 0:1Þ or ð0:3; 0:3Þ, simulating no confounding effect, relatively weak confounding effects and relatively strong confounding effects, respectively. The elements of β X and β Z were generated once using a multivariate normal distribution with zero mean and identity covariances. The elements of β M were set to zero in order to study the control of the False Positive Rate (FPR) and FWER. Sixteen different distributions (see Table 2 .4) were used to generate the errors with 10,000 realisations. To distinguish between each of these distributions, we used the labels "noCorr" for a normal distribution without spatial correlation, "lowCorr" for a normal distribution with low spatial correlation, "highCorr" for a normal distribution with high spatial correlation, "mixCorr" for a normal distribution with a mixture of low and high spatial correlation, "het1" and "het2" for two different normal distributions with no spatial correlation and subject heteroskedasticity, "exp" for an exponential distribution with no spatial correlation and "unif" for a uniform distribution with no spatial correlation. When needed, we also appended "_hom" or "_het" to these labels to denote spatial homoskedasticity or heteroskedasticity, respectively. Eighteen versions of CATE, differing by the use of PCA or ML to solve Equation (6) and by the use of nine different hypothesis testing procedures, were used in turn to analyse each generated dataset. The nine considered hypothesis testing procedures consisted of a parametric F-test with one and n subj À n X À n M À n Z degrees of freedom and eight nonparametric tests differing by the use of a Permutation or a Wild Bootstrap resampling scheme that were based on resampling either the unrotated or the rotated residuals which were either adjusted using Horn et al. (1975) 's adjustment or not. For the non-parametric procedures, the number of resampling considered was n B ¼ 999. In addition to these versions of CATE that were all assuming two unknown covariates, we also used nine naïve OLS regression procedures that were all assuming no unknown covariates and differing by the use of the nine different hypothesis testing procedures described above. As main criteria of performance, we used the observed FPR and the observed FWER at a 5% level of significance, obtained as the proportion of significant tests among the 10,000 realisations.
Association analysis between real neuroimaging data and random noise
The Monte Carlo simulations introduced above are extremely useful to study the behaviour of CATE in very specific scenarios as we can precisely control the generative process of the data. While this is very informative, it might be hard to know which scenarios are the most relevant for a particular dataset at hand. To partially alleviate this issue, we conducted an association analysis between real neuroimaging data and random noise as covariate of interest M (10,000 realisations from N ð0;IÞ). In such a scenario, the random noise is not associated with either the real data or the unknown covariates and, due to the randomness of M, we expect that any valid procedure would yield observed FPRs and FWERs (calculated for each voxel as the proportion of significant tests over the 10,000 realisations of M) below or equal to the significance level used. We therefore used these observed values as criteria of performance to compare several versions of CATE. Except for M, the setup of the analysis was identical to the one used for the EWAS between real neuroimaging data and real DNA methylation data described in the next subsection.
EWAS between real neuroimaging data and real methylation data
To demonstrate the use of CATE in the context of a real neuroimaging data analysis, we considered an EWAS between Fractional Anisotropy (FA) of neonatal brain images and umbilical cord DNA methylation data obtained as part of the Growing Up in Singapore Towards healthy Outcomes (GUSTO) study (Soh et al., 2013) .
The FA images were acquired and preprocessed as described in Broekman et al. (2014) . For our data analysis, we also used an inclusive mask that considered only the voxels with FA values greater than or equal to 0.1 in the common FA template, yielding a total of 120,117 in-mask voxels.
The methylation data from the umbilical cord tissue DNA of 977 fullterm individuals was acquired and preprocessed as previously described in Pan et al. (2012) , Teh et al. (2014) and Chen et al. (2015) . In brief, the methylation data was adjusted for batch effects using COMBAT (Johnson et al., 2007) as well as for cell-type and gender effects using a regression model where the cell-type proportions were estimated using the procedure proposed in Houseman et al. (2012) to obtain adjusted methylation levels. Then, a data reduction procedure was used to reduce the number of methylation loci as described in Ong and Holbrook (2014) . In brief, each methylation probe was assigned Median Absolute Deviation (MAD) scores based on the adjusted methylation levels across the 977 individuals. Next, we removed any methylation probes whose interquartile range was less than 5% and defined a candidate Variably Methylated Region (VMR) if it contained at least two methylated loci lying within 1 kb of each other. Within each VMR, we selected a candidate methylation probe to be representative of the region if it had the highest MAD scores for any further downstream analysis. After this data reduction procedure and further quality checks, the methylation dataset was composed of 42,372 loci for 977 subjects.
Only 115 subjects had both FA and methylation data available, and thus only those were considered for our analysis. Unfortunately, 390 values were missing in the methylation dataset of 14 of these subjects. In order to ease the analysis, we then removed one subject which had 182 missing values and the data from 199 methylation loci, yielding a final methylation dataset of 114 subjects and 42,173 methylation loci without any missing values.
As is typically done in a standard EWAS (see, e.g., Baselmans et al., 2015; Dai et al., 2017) where we have more covariates than subjects, we considered a separate model for each methylation locus. More precisely, for each model, the matrix of covariates of direct interest M was set to be the adjusted methylation levels at the corresponding methylation locus. For all models, the matrix of covariates of no direct interest X was composed of a global intercept, two ethnicity binary covariates indicating Malay and Indian subjects (the third group was composed of Chinese subjects and already modelled by the global intercept), a gender indicator covariate and the adjusted gestational age at MRI. For each model, we used the estimator ER to estimate the number of missing covariates and selected the most frequent value that was estimated as the number of important unknown covariates to be accounted for by CATE for all methylation loci. We then ran a naïve EWAS (assuming no unknown covariates) and the best version of CATE isolated from the simulations and the experiment described in the previous subsection (i.e. CATE using PCA estimators).
For the statistical hypothesis testing, we used the parametric hypothesis test discussed in Subsection Parametric hypothesis testing and one of the best non-parametric test proposed in Subsection Non-parametric hypothesis testing (i.e. the test based on the Wild Bootstrap on the unrotated, adjusted residuals) to compute uncorrected and FWER-corrected pvalues. The FWER-corrected p-values were computed globally across voxels and DNA loci by, for the parametric test, using a global Bonferroni correction (i.e. by dividing the uncorrected p-values by 120; 117 Â 42; 173 ¼ 5; 089; 597; 524, the total number of tests) and, for the nonparametric test, using Algorithm 1, which set T 
Results

Monte Carlo simulations
In this subsection, we summarise our Monte Carlo simulation results by selecting those which convey the most relevant trends. In particular, results for the resampling methods using adjusted residuals are shown in this subsection. Results based on unadjusted residuals are presented in the Supplementary Material since they were either identical to those presented in this subsection when the number of unknown covariates was set to 0, or very similar when the number of unknown covariates was set to two.
Effect of not modelling unknown covariates Fig. 1 shows the influence of not modelling the effects of the unknown covariates on the control of the FPR in the scenarios with 100 voxels and spatially heteroskedastic noise. When there was no confounding effect (first row), the FPR control tended to be very conservative. When confounding effects were present (second and third rows), the observed FPRs tended to be higher, increasing with the strength of confounding. This tended to make the FPR control less and less conservative or more and more liberal when the strength of confounding was increased. We also observed a widespread distribution of the observed FPRs that indicated a spatially varying control of the FPR. This phenomenon could be explained by the spatially varying effect size of the unknown covariates. It is also worth noting that non-parametric tests based on either a Wild Bootstrap (second column) or a Permutation (third column) resampling did not appear to improve the FPR control as compared with the parametric test (first column). The results in the scenarios with 500 voxels or with spatially homoskedastic noise (Figs. S1-S3 in the Supplementary Material) and show the same trends as those in the scenarios with 100 voxels and spatially heteroskedastic noise (Fig. 1) .
Comparison between ML and PCA Fig. 2 shows the observed FPRs obtained using two versions of CATE (using either ML or PCA) that modelled the effects of two unknown covariates using a parametric test. The observed FPRs were summarised through boxplots over voxels and the three scenarios with varying strength of confounding. The same results, that were summarised over voxels and split by the three strengths of confounding, are given in Figs. S4-S6 in the Supplementary Material. In general, the observed FPRs obtained with both versions of CATE were closer to the nominal level of 5% than those obtained with a naïve regression which did not model the unknown covariate effects (see Fig. 1 for comparison) . In the scenarios with spatially uncorrelated and homoskedastic noise, both versions of CATE performed extremely well. However, under spatially correlated noise, the performance of both methods degraded; the FPR control tended to be liberal and spatially widespread. This effect was more pronounced when ML was used instead of PCA and when the number of considered voxels was low. The presence of spatially heteroskedastic noise seemed to mainly affect CATE using ML but not so much CATE using PCA. Overall, using PCA seemed to yield better results than using ML. Also, having more voxels seemed to improve the FPR control in all scenarios. Finally, under subject heteroskedasticity, the tests appeared to be either slightly conservative or slightly liberal, depending on the scenarios (see Fig. 3 for a clearer view of this effect). Fig. 3 compares the non-parametric tests (all based on resampling adjusted residuals) to the parametric test for CATE using PCA in terms of the FPR control. The observed FPRs were summarised over voxels and the three scenarios with varying strength of confounding. The full set of results, including those obtained with CATE using ML and those obtained using non-parametric tests based on resampling unadjusted residuals, is given in Figs. S7-S18 in the Supplementary Material. The Wild Bootstrap on the rotated residuals exhibited a very poor performance yielding an observed FPR of zero almost all the time. Nevertheless, the Wild Bootstrap on the unrotated residuals seemed to be the best testing procedure improving upon the parametric test, particularly in the scenarios with spatially correlated noise or with subject heteroskedasticity. The Permutation on the unrotated residuals performed as well as the Wild Bootstrap on the unrotated residuals in all scenarios except those with subject heteroskedasticity. The Permutation on the rotated residuals performed as well as the Permutation on the unrotated residuals in the scenarios with normal noise and subject homoskedasticity. In the other scenarios, it behaved even worse than the parametric test. Finally, no compelling differences could be observed between the use of adjusted or unadjusted residuals for the non-parametric procedures. Table 2 shows the observed FWER at 5% level of significance in the scenarios with spatially heteroskedastic noise and 500 voxels for a selected combination of procedures. The full set of results in all the scenarios and the procedures is given in the Supplementary Material in Tables S3-S14. The naïve regression systematically failed to control the FWER, either being highly conservative or highly liberal depending on the confounding strength. CATE using ML did not perform well, particularly when a parametric test was used in which case the inferences tended to be severely liberal in many scenarios. When a non-parametric test was used, the FWER control of CATE using ML seemed better but rather conservative, particularly in the scenarios with spatially correlated noise. CATE using PCA generally yielded the best FWER control. Likewise for the FPR control, the non-parametric tests based on resampling the unrotated residuals improved upon the parametric tests, with the Wild Bootstrap version being the best when subject heteroskedasticity was present. The only scenarios which seemed to be challenging for this procedure were the scenarios with 100 voxels, spatially correlated noise and a strong confounding effect, for which the tests seemed slightly Naïve regression in the scenarios with 100 voxels Fig. 1 . Boxplots showing the observed Monte Carlo FPR at 5% level of significance over voxels of the naïve regression method which does not model the effects of the unknown covariates as a function of the noise distribution (see Table 1 ). The results are split in terms of the confounding effect strength in the rows and in terms of the type of statistical tests in the columns. Only the results for the scenarios with 100 voxels and spatially heteroskedastic noise are shown as those with 500 voxels or with spatially homoskedastic noise were similar (see Figs. S1-S3 in the Supplementary Material). In brief, the results indicated a very poor FPR control when the effects of the unknown covariates were not modelled.
Comparison between hypothesis testing procedures
n i f _ h e t h e t 1 _ h e t h e t 2 _ h e t n o C o r r _ h e t l o w C o r r _ h e t h i g h C o r r _ h e t m i x C o r r _ h e t e x p _ h e t u n i f _ h e t h e t 1 _ h e t h e t 2 _ h e t n o C o r r _ h e t l o w C o r r _ h e t h i g h C o r r _ h e t m i x C o r r _ h e t e x p _ h e t u n i f _ h e t h e t 1 _ h e t h e t 2 _ h e
liberal (see Tables S7 and S8 in the Supplementary Material). Nevertheless, this adverse behaviour was not present in the corresponding scenarios with 500 voxels (see Table 3 .1.3, S13 and S14). Finally, no compelling differences could be observed between the use of adjusted or unadjusted residuals for the non-parametric procedures.
Association analysis between real neuroimaging data and random noise Fig. 4 shows the histograms (over voxels) of the observed FPR at 5% significance level obtained using several versions of CATE. They were compared to the theoretical binomial count distribution of an accurate test (curves in red). For a parametric test, CATE using ML was unable to control the FPR, yielding observed FPRs that were widely widespread spatially. In particular, we observed a small distribution mode with a peak around 2.5% and another distribution mode with a peak around 5.5%, indicating a spatial dependency of the FPR. For a parametric test, CATE using PCA clearly outperformed CATE using ML as it yielded an observed distribution close to the theoretical ideal distribution with no apparent spatial dependencies. The observed FPRs however seemed larger than expected, indicating a liberal control of the FPR. For both versions of CATE (i.e. with ML or PCA), the non-parametric approaches seemed to improve upon the parametric procedures yielding the histograms closer to the theoretical ideal distribution. The improvement was particularly obvious for CATE using ML. The Wild Bootstrap seemed to have the tendency to yield slightly conservative inferences as compared to the Permutation. Fig. 5 shows a PP-plot (in -log10 scale) of the FWER-corrected pvalues obtained using CATE with PCA and three different inference procedures. The parametric test, while shown to have a liberal behaviour for the FPR control, appeared to be very conservative, the latter being induced by the conservative behaviour of the Bonferroni correction. Globally, both the Wild Bootstrap and the Permutation hypothesis tests seemed to be reasonably accurate with the Permutation being slightly liberal or conservative depending on the p-value threshold and the Wild Bootstrap tending to be slightly conservative.
EWAS between real neuroimaging data and real methylation data
For the real EWAS, the estimator ER yielded an estimate of two unknown covariates for 100% of the methylation loci. This estimation could be checked by visualising the scree plots obtained for several methylation loci. Fig. 6 shows the scree plot for the first methylation locus (the scree plots for other randomly selected methylation locus appeared to be very similar), where we can clearly see that the mock eigenvalue is smaller than the largest real eigenvalue and the two largest real eigenvalues are well separated from the other real eigenvalues, validating the estimation of two unknown covariates. Two unknown covariates were therefore systematically used for each methylation locus in CATE.
In terms of computation time, based on the first 100 methylation loci on a 2.7 GHz quad-core Intel Core i7 MacBook Pro with 16 GB of memory, CATE using PCA took 0.3-0.4 s and 5-7 min per methylation locus when the parametric test and the Wild Bootstrap were used, respectively. It is worth noting that an additional experiment reported in Section 2 of the Supplementary Material indicates that the computation time of CATE with PCA increases linearly with the number of voxels (see Fig. S19 ) and quadratically with the number of subjects (see Fig. S20 ). Fig. 7 shows the histograms of all uncorrected p-values obtained through a naïve regression model (i.e. not modelling any unknown covariates) and CATE using PCA, both using either the parametric test or the Wild Bootstrap on the unrotated, adjusted residuals. The naïve Table 2 .4). The results are split in terms of the number of voxels in the rows and in terms of the type of procedure used to solve Equation (6) in the columns. The same results but also split by the three strengths for the confounding effects are given in the Supplementary Material in Figs. S4-S6. In brief, the results indicated a better control of the FPR with CATE than the naïve regression method (see Fig. 1 ), particularly when PCA was used to solve Equation (6).
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regression exhibited p-value histograms characteristic of those obtained in the Monte Carlo simulations for the scenarios with unknown covariates that were not strongly confounding the associations, indicating a non-negligible conservative control of the FPR that could be caused by the non-modelling of mildly confounding covariates. CATE using PCA seemed to yield better behaved histograms that are close to the uniform distribution, indicating a better control of the FPR than with the naïve regression. The histogram obtained with the parametric test exhibited a small overshoot near zero, indicating the presence of true associations and/or a slightly liberal control of the FPR. The latter was likely to be the case as this behaviour was observed in the association analysis with random M, indicating that the parametric p-values could not be trusted. The histogram obtained with the Wild Bootstrap procedure exhibited a small undershoot near zero, indicating a valid but slightly conservative control of the FPR, a behaviour which was also observed in the association analysis with random M. In terms of statistical inferences, only CATE combined with the Wild Bootstrap yielded significant associations at a 5% FWER level of significance. This could be explained by the apparent conservative behaviour of the naïve regression as well as the overly conservative Bonferroni correction used for the parametric tests. The significant associations appeared for a single methylation locus, referred to as "cg19641625", located in the gene SMOC2 which encodes the SPARC-related modular calcium-binding protein 2. Brain-wise, the significant associations were located in the left ventrolateral thalamus as shown in Fig. 8 . This brain region has been reported as one of the first brain region to get myelinated (Welker and Patton, 2012) and is known to be affected by hypoxic or ischemic events in the neonate (Ghei et al., 2014) , which are also linked to an accumulation of calcium in the thalamus as described in several studies on animals (Kato et al., 1995; M€ akinen et al., 2008) and humans (Fatemi et al., 2009; Rocha-Ferreira and Hristova, 2016) . There is also evidence that calcium plays an important and complex role in the thalamus as described in Pape et al. (2004) . All of this evidence seems to link calcium to the thalamus, indicating that the level of methylation in SMOC2 may indeed be associated with brain measures in the thalamus as observed here. To investigate further if SMOC2 could indeed be linked to the thalamus, we extracted its gene expression levels measured in brain samples obtained as part of BrainSpan (2011) to look for evidence of its involvement in the thalamus. Interestingly, the highest level of gene expression was observed in the mediodorsal thalamus of the subject with (6) as a function of the noise distribution (see Table 2 .4). The results are split in terms of the number of voxels in the columns and in terms of the type of hypothesis tests (all the non-parametric tests used adjusted residuals) in the columns. The full set of results is given in the Supplementary Material in Figs. S7-S18 under the form of boxplots taken only over voxels and split by the three strengths of confounding. In brief, the non-parametric tests based on resampling the unrotated residuals improved upon the parametric tests to control the FPR, particularly the one based on the Wild Bootstrap resampling scheme.
37 post-conception weeks as can be observed in Fig. 9 . This data point was actually the closest match possible in terms of brain area and subject age between our neonatal data and the BrainSpan dataset, giving further evidence that the associations found in our analysis are real. In order to validate further the use of CATE and the specific modelling of two unknown covariates, we ran six separate regression analyses between six available subject measures as outcome and the two unknown covariates estimated at "cg19641625" as fixed effect covariates. For each regression model, we used an overall F-test to test if at least one of the estimated covariates was associated with the corresponding subject measure. As can be observed in Table 3 .3, significant associations appeared for the baby's length (at birth and MRI) and, in particular, for the total brain volume. Post-hoc tests for each of the regression coefficients seemed to indicate that both unknown covariates were likely to be associated with these measures. This gave evidence that the two estimated covariates were indeed real and not just overfitted noise. Nonetheless, it is worth pointing out that this does not mean that these two unknown covariates could be replaced by the baby's length and the total brain volume. Indeed those measured covariates only explained a part of the variance of the two estimated unknown covariates and thus, even if we had added them to the model as known covariates of no direct interest, it would not mean that there would not be a need to model unknown covariates. In order to demonstrate this, we rerun the analysis at the significant methylation locus with the baby's length, weight and total brain volume at MRI as additional covariates in X. The estimator ER still estimated two unknown covariates though their corresponding real eigenvalues were 15% smaller than the ones obtained without the three additional covariates, indicating that, while these additional covariates were indeed useful to explain the data, there were still important covariates missing. In terms of hypothesis testing with this new model, the uncorrected p-values in the left ventrolateral thalamus obtained from CATE with PCA and the parametric test increased but remained very small (e.g., 1:37 10 À9 instead of 2:10 10 À11 at the peak). This increase of p-values may be attributed to the decrease of statistical efficiency that may occurred when adding covariates to a model.
Discussion
In this paper, we proposed to improve mass-univariate regression analyses of neuroimaging data by modelling the effects of important unknown covariates using CATE (Wang et al., 2016) . Using Monte Carlo simulations, we showed that CATE could indeed improve the control of the FPR and of the FWER compared to a naïve OLS regression. The Monte Carlo simulations and the association analysis between real neuroimaging data and random noise suggested the version of CATE based on PCA estimators instead of the version based on ML estimators for analyses on neuroimaging data. Moreover, the non-parametric hypothesis testing procedure for CATE appeared to improve the control of the FPR and of the FWER as compared to the parametric testing procedure. Finally, the modified CATE could be used in a real EWAS between neuroimaging data and DNA methylation data, which is, to the best of our knowledge, the first analysis of this type reported in the literature.
In our simulations, we observed that the FPR control could be either highly conservative or highly liberal when important covariates were not modelled and this behaviour depended on their degree of confounding. To mathematically explain this effect, we can note that, for a naïve OLS regression, the effect that was estimated for M was not
Thus, the estimation of the parameters of interest was biased provided that α M 6 ¼ 0. The larger α M , the greater the bias, explaining the increase of FPR when α M was increasing. The reason why the tests tended to be conservative when α M was small or equal to zero was simply due to a positive bias appearing at the level of the variance estimates. Indeed, due to the fact that the effect of Z was not modelled under a naïve OLS regression, the residuals did not have zero mean, one of the condition that is required for the unbiasedness of the OLS variance estimates. Also, using one of the proposed non-parametric procedures did not seem to help the naïve OLS regression. This is likely because they also rely on the assumption that the residuals have mean zero, which was not the case. For example, because the mean of the residuals could vary from subject to subject, they were not exchangeable, meaning that the exchangeability assumption of the permutation test did not hold. het is a diagonal matrix with diagonal elements D het vv obtained once from an exponential distribution with rate λ ¼ 1 to create spatial heteroskedaticity. C low is a Toeplitz correlation matrix with elements given by maxð0; 1 À 0:02jv À v 0 jÞ, simulating a relatively low degree of spatial correlation in the noise; C high is a Toeplitz correlation matrix with elements given by maxð0; 1 À 0:004jv À v 0 jÞ, simulating a relatively high degree of spatial correlation in the noise; C mix is a mixture between C low , C high and the identity matrix that makes a first set of voxels (half of the voxel) lowly correlated within the set, a second set (the other half) highly correlated within the set and the two sets uncorrelated between them, allowing the simulation of a non-stationary spatial correlation in the noise. See also text for a brief description of the labels.
Label Spatial correlation Spatial heteroskedasticity Subject heteroskedasticity Distribution for Ei 
One of the main results of this paper was that PCA seems to be a more robust approach to solve Equation (6) than ML. This seems to be contradictory to the claim in existing literature (Bai and Li, 2016; Wang et al., 2016) that recommended the use of ML instead of PCA for factor analysis. This contradiction may be explained by the type of data or data analysis that was considered. Indeed, Wang et al. (2016) investigated the performance of CATE using ML (not the version using PCA) and only focused on scenarios with uncorrelated noise. However, neuroimaging data show strong spatial correlation in the noise, which may result in the misbehaviour of ML as shown in this study. Bai and Li (2016) did compare ML and PCA to solve factor analysis models with correlated noise, but only focused on performance criteria such as the estimation errors of the factors and their parameters without focusing on hypothesis testing. Using these performance criteria, ML generally outperformed PCA, suggesting that ML might be more appropriate in other contexts (e.g., prediction models) than hypothesis testing. The better behaviour of PCA compared to ML might be explained by noting that, when estimating β Z , PCA could be seen as a degenerated version of ML assuming that diagðΣÞ ¼ 0. Therefore, PCA is modelling the data variances and covariances using only the term β > Z β Z while ML does it using both the term Table 2 Observed FWER (in %) at 5% level of significance for the scenarios with 500 voxels and spatially heteroskedastic noise (See Table 1 ). The parametric tests used a Bonferroni correction and all the non-parametric approaches used adjusted residuals. The full set of results is given in the Supplementary Material in Tables S3-S14 . Overall, the best procedure is CATE using PCA and a Wild Bootstrap (on the unrotated residuals) test. . This means that ML has more flexibility than PCA to model the data variances and tends to estimate β Z mainly based on the modelling of the data covariances and not the data variances. On the contrary, PCA, which has less flexibility to model the data variances, estimates β Z based on both the data variances and the data covariances without overemphasising on modelling the data covariances like ML does. As the noise covariances are confounding the data covariances, the estimation of β Z is more likely to be biased with ML than with PCA, as it was observed in our evaluations. Finally, it seems worth noting that, in the scenarios with heteroskedastic noise and no spatially correlated noise, ML appeared to struggle to control the FPR at some voxels while this was not the case for PCA. At the first glance, this may be surprising as ML does not appear to be misspecified in such scenarios. A potential explanation for this is that ML is solved using an Expectation Maximisation procedure that may not converge to a global maximum solution but rather to a local maximum solution, which might cause bias at some voxels. This work also proposed several non-parametric procedures that differed in terms of the use of a Wild Bootstrap or a Permutation resampling scheme applied on the rotated or unrotated, and potentially adjusted residuals. The Monte Carlo simulations suggested that the Association analysis between real data and random noise Fig. 4 . Histograms showing the observed FPR at 5% level of significance over voxels for the association analysis between real neuroimaging data and random noise using six versions of CATE (all assuming two unknown covariates). The results are split in terms of the procedure used to solve Equation (6) in the rows and in terms of the type of hypothesis tests in the columns. In red is plotted the theoretical binomial count distribution of an accurate test. For clarity, the histograms were truncated at 7%, which affected only the top left histogram. In brief, for a parametric test, CATE using PCA outperformed CATE using ML, but unfortunately exhibited a liberal FPR control. The non-parametric procedures improved upon the parametric procedures with the Wild Bootstrap appearing to have a slightly conservative behaviour and the Permutation a slightly liberal behaviour. ation analysis between real neuroimaging data and random noise by CATE assuming two unknown covariates and using PCA for different testing procedures. In brief, the parametric test which was using a Bonferroni correction was conservative while the non-parametric procedures exhibited a reasonably accurate control of the FWER with the Wild Bootstrap being slightly conservative and the Permutation being slightly liberal or conservative depending on the pvalue threshold considered. Scree plot for cg00000029 Fig. 6 . Scree plot for the first methylation locus "cg00000029". The mock eigenvalue is smaller than the largest real eigenvalue, indicating the presence of unknown covariates. In addition, the two largest real eigenvalues are clearly away from the other real eigenvalues, validating the estimation of two unknown covariates as obtained using ER.
resampling must be done on the unrotated residuals. Overall, there was no large difference between the Wild Bootstrap and the Permutation resampling schemes in hypothesis testing. Nevertheless, the Wild Bootstrap performed better than the Permutation when there was subject heteroskedasticity. In the association study between real neuroimaging data and random noise, a slightly conservative behaviour was observed for the Wild Bootstrap while a slightly liberal behaviour was noticeable for the Permutation. However, this tendency appeared to be rather weak since the evaluations were limited to a finite number of scenarios that did not cover all the settings in real practice. Additional evaluations might be needed to compare both approaches in more details.
The use of non-parametric procedures with CATE can also offer the possibility to make inference on other statistics than the voxel-wise Wald scores given in Equation (12). For example, Threshold-Free Cluster Enhancement scores (Smith and Nichols, 2009) or cluster sizes (Poline and Mazoyer, 1993) could also be considered as alternative statistics of interest. Nevertheless, while there is no particular reason to believe that using these statistics with CATE would be invalid, formal evaluations might be needed for future investigation.
An interesting detail regarding the Wild Bootstrap is that it is usually combined with the so-called Sandwich Estimator (Eicker et al., 1963; Eicker, 1967; Huber, 1967) to analyse heteroskedastic (over subjects) cross-sectional data (see, e.g., Zhu et al., 2007) as well as repeated-measures or longitudinal data (see, e.g., Guillaume, 2015) . In this paper, we did not consider this estimator, but its use might allow us to extend CATE to the analysis of repeated-measures or longitudinal neuroimaging data, which could be very useful.
Furthermore, this study conducted, to the best of our knowledge, the first EWAS between neuroimaging data and DNA methylation data. A naïve regression approach, that assumed that all the important covariates had been modelled, did not yield any significant associations. Nevertheless, the use of simple model diagnostics has helped us to detect a probable model mean misspecification. First, the distribution of all uncorrected p-values was skewed towards one. Second, the estimator ER estimated two important unknown covariates that were not initially modelled. To adjust for these unknown covariates, we used CATE with PCA and a Wild Bootstrap on the unrotated residuals which yielded a distribution of the uncorrected p-values close to the uniform distribution, indicating a better modelling of the data. Importantly, this procedure yielded some significant associations between FA values in the left ventrolateral thalamus and the methylation data at a locus located in the SMOC2 gene. While there was no repeated sample for proving such associations, this brain area is strongly linked to calcium, which itself can be related to the protein expressed by SMOC2. The BrainSpan gene expression data also showed evidence that SMOC2 is highly expressed in the thalamus at 37 post-conception weeks, the most closest time point as our MRI data, further indicating the validity of this association.
While our real data analysis was an EWAS, it is clear that CATE can be used in simpler study with only a single or a few covariates of interest. For example, in the context of our real data analysis example, if we had prior knowledge about the involvement of a particular gene, we could have used CATE with M being all the available methylation loci of this gene. Also, while we focused on structural images, CATE can also be used for the second level fMRI data analyses. An interesting application of CATE would be for the first level fMRI data analyses. Nevertheless, CATE as described in this manuscript is specifically assuming that the noise is not correlated between image samples, which is not the case for fMRI time series as the noise is autocorrelated between image samples. Further work would therefore be needed to extend CATE to time series data, before considering its use for first level fMRI data analyses.
Another interesting note about CATE is that the term Zβ Z in Equation For an accurate method, either a uniform distribution (represented by the red lines) or a distribution skewed towards zero should be observed if there were either not a single true association or some true associations, respectively. A distribution skewed towards one, as observed for the naïve regression, indicates that the method was conservative. CATE with PCA and the parametric test had a distribution slightly skewed towards zero, indicating that there were some true associations, the method was slightly liberal or a combination of both. CATE with PCA and the Wild Bootstrap procedure yielded a distribution very close to the uniform distribution with a small undershoot around zero, indicating a much less conservative behaviour than those observed with the naïve regression. These distributions were very similar to those observed in our simulations with spatially correlated noise and unknown covariates that were weakly confounding the covariate of interest as well as those observed in the association analysis with random M, indicating that CATE with PCA and the Wild Bootstrap procedure was probably the most appropriate method for our real data analysis. Fig. 8 . Log10(FWER-corrected p-value) image obtained for the methylation locus "cg19641625" using CATE with PCA and a Wild Bootstrap on the unrotated residuals on all the methylation loci. Only the values strictly greater than zero are shown and superposed onto the T2 atlas image of the GUSTO study. In brief, significant associations can be observed in the left ventrolateral thalamus, a brain area that is easily recognisable in a T2 image of a newborn baby (see the dark area in the right part of the brain to locate the right ventrolateral thalamus).
(1) appears to be, at first glance, very similar to one of the term existing in the models proposed in Zhu et al. (2014) and Huang et al. (2017) . However, in these existing works, this term is assumed to be a random effect (i.e. β Z is random with zero mean and a non-zero covariance matrix) while it is assumed to be a fixed effect (i.e. β Z is fixed with mean equals to β Z and a zero covariance matrix) in CATE. Therefore, it seems that this term in these models Zhu et al. (2014) ; Huang et al. (2017) does not attempt, at least explicitly, to improve the modelling of the mean function as CATE does, but rather attempts to model a part of the noise. Both type of models are methodically different. Nevertheless, the models in Zhu et al. (2014) ; Huang et al. (2017) tend to improve statistical power, while our method presented in this paper tends to control Type I error. One limitation of this work is that, due to the computation time of the Monte Carlo simulations, we have not investigated additional scenarios that could be very informative. For example, our simulations only focused on a particular subject sample size (i.e. 114 subjects). While this can be considered small for many studies, such as an EWAS or a GWAS, this may be considered large for some neuroimaging studies that are limited to a smaller number of subjects. As such, it would be interesting to also investigate the behaviour of CATE in smaller sample size scenarios (e.g., 20 subjects). Also, we have not conducted any power analysis, which could be interesting to compare further the Wild Bootstrap and the Permutation resampling procedures. Finally, we have not investigated the effects of a misspecification of the true number of unknown covariates or scenarios with unknown covariates having different degrees of signal-to-noise ratios. These simulations may lead to future work. Furthermore, we did not compare CATE to alternative methods such as EIGENSTRATS (Price et al., 2006) or SVA Storey, 2007, 2008) that can also account for unknown covariates. This type of comparison has previously been conducted in Sun et al. (2012) and Wang et al. (2016) in the context of data with uncorrelated noise, suggesting that CATE appeared to be the best method. In particular, Sun et al. (2012) showed that EIGENSTRATS and SVA were less performant than LEAPP, the main method that CATE is built upon, when the strength of the effect of the covariate of interest was increasing and when the strength of the confounding effect of the unknown covariates was increasing, respectively. The poor performance of SVA when the unknown covariates were confounding the covariate of interest was also confirmed in the evaluations made by Wang et al. (2016) . Despite these results, it is worth noting that a potential advantage to using EIGENSTRATS instead of CATE would be fast computation in practice. Hence, if computation time is an important factor, it may be considered as a potential alternative to CATE for the analysis of neuroimaging data. Therefore, future work dedicated to the comparison between several methods in the context of neuroimaging data may actually be of interest. SMOC2 expression levels Fig. 9 . Barplots showing the gene expression levels of SMOC2 in the mediodorsal thalamus (MD) as a function of the subjects (left; thinner bars represent the values of different subjects with the same age) and in the subject with 37 post-conception weeks (37 pcw) as a function of the brain regions (right) available in the BrainSpan data. In brief, SMOC2 appears to be the most expressed in the mediodorsal thalamus of the subject with 37 post-conception weeks, which is the closest match possible with the brain area discovered in our real EWAS as well as in terms of the age of the subjects.
