ABSTRACT
INTRODUCTION
Software reliability is defined as the probability of failure-free software operation in a specified environment for a specified period of time [Lyu(1996) ]. A software failure is defined as the disparity between the behavior of the software and its specifications. During the testing phase and according to a specific input, a latent software fault may cause a software failure. One of the approaches to describe the single system software failure behavior and quantify software reliability is software reliability growth models (SRGMs) that based on data collected duringtesting phase.Enormousnumber of SRGMs have been proposed during the past 45 years, two general classification of software reliability models (SRMs) are: white box and black box models; the first take into account the internal structure of a software while the second donot.In (1972) one of the earliest black box SRMs, Jelinski-Moranda (J-M) model,was proposed. This continuous time-independently distributed inter failure timesSRGM which also assumes independent and identical error behavior forms the basis for many other SRGMs, large number of research studies have used and considered this model. This earliest SRGM supposes that failures occur according to the Poisson process with ahazard rate decreasing as more faults are detected and successfully removed.One of the earliest studies that modified this model is the study by Schick and Wolverton in (1978) , his modification based on suggesting increasing failure ratebetween successive failures instead of the previously suggested constant failure rate by Jelinski and Moranda (1972) . The purpose of this work is divided into two parts: firstly,providing areview of literatureon studies of thewell-knownJ-M SRGM and secondly, generalizing the hazard rate function of the Schick and Wolverton (S-W) SRGM by considering a new shape parameter into its formulation. Through our review of literature, which shows the importance of J-MSRGM and being thefoundation of many others research studiesthe importance of our new modification isdemonstrated. Great contribution in the field of reliability will be gained by reapplying those previous studies on the new suggested general formula. According to changing the values of the suggested shape parameter several SRGMs will be generatedwith different hazard rate behaviour.This ultimately increases the possibility of finding the best fit model for a particular situation with less effort and time and help with the problem of not having a standard reliability model for all data sets. The J-M and S-W SRGMs are considered as two sub-models of our suggested general formula.
REVIEWS on The Jelinski-Moranda (J-M)Model
In (1972) Jelinski and Moranda developed SRGM which based on several assumptions among them that the hazard rate of each fault does not change over time, but remains constant. In the following the assumptions of this model will be mentioned in more details, the model's measures of reliability will be summarized, a review of several research studies in different areas of this very common model will be provided.
2.1.Assumptions of Jelinski-Moranda Model
J-M Model assumes the following:
• At the beginning of testing the software code contains unknown but fixed N faults.
• During a testing phase, each fault in the code is independent and equally likely to cause a software failure • Time intervals between software failures are independent and are exponentially distributed.
• Removing detected faults occurs with certainty whenever a failure happens, and no new faults are introduced during the removal process.
• The software failure rate during a failure interval is constant and proportional to the number of faults remaining in the software.
Because of its unrealistic assumptions (iii, iv and v), this model loose the flexibility of suiting various data cases but even with that this model remained to be the best known SRGM and its simplicity attracted lots of researchers over the past 45 years. The model was developed for use on a Navy software development program as well as a number of modules of the Apollo program. In this work assumptions (iii and v will be modified to produce a generalized SRGM with more flexibility at describing the time dependent behaviour of testing phase.
2.2.Characteristicsof Jelinski-Moranda Model
The constantsoftware failure rate of the J-M model at the ݅ ௧ failure interval is given by:
where φ: theconstant failure intensity contributed by each failure.
N: the number of latent software faults before the testing starts. ‫ݐ‬ : the time between two consecutive failure ሺ݅ − 1ሻ ௦௧ and ݅ ௧ failures.
The mean value and the failure intensity functions for this model which belongs to the binominal typecan be obtained by multiplying the inherent number of faults by the cumulative failure and probability density functions (pdf) respectively:
and
Those characteristics plus four other characteristics of the J-M model are summarized in Table 1 . 
Measures of reliability name Measures of reliability formula
The probability density function fሺt ୧ ሻ = φሾN − ሺi − 1ሻሿe
ିሾିሺ୧ିଵሻሿ୲
The software reliability function
The failure rate function λሺt ୧ ሻ = φሾN − ሺi − 1ሻሿ
The mean time to failure function 
.The scale parameter of the gamma is the focus of the reliability growth in the model. The parameter is allowed to vary with time, which implicitly accounts for the effectiveness of corrective actions that are implemented. Estimation of the gamma scale parameter were also discussed, and numerical procedures were provided along with a Kolmogorov-Smirnov goodness of fit approach that eliminates the need for numerical integration procedures. According to their model, the times till failure of the N faults were found to be independent random variables with N unknown, having a common Pareto distribution of the second kind.
Jewell (1985a) presented a Bayesian software reliability model of the J-M model, the prior distribution of N is suggested to be the negative binomial distribution and the unit failure rate has gamma distribution. Langberg and Singpurwalla (1985) proposed a Bayesian model that interpreting the failure process by assuminga prior distributions on the parameters N and φ of the J-M model, they showed thatGoel and Okumoto(G&O) (1979) and Littlewood and Verall (L-V) (1973) SRGMs arise as special cases of their proposed model. Jewell (1985b) extended the Bayesian model by Langberg and Singpurwalla (1985) , the main assumption is that the distribution of the unknown number of faults is assumed to be Poisson whose parameter has a Beta prior distribution.
Littlewood and Sofer (1987) investigated the J-M model and implied that the poor predictive capability obtained by this model because of using the maximum likelihood estimation (MLE) method. They proposed new Bayesian-Jelinski-Moranda model (BJM) and its mathematical tractability was approved,In addition several metrics of BJM were given. Based on several data sets they compared between the J-M and BJM reliability models and shown that the BJM has better performance for allthe studied situations.
Another modification to the J-M model, by Moranda (1975) , his modification allows unequal change in software failure intensity after debugging. His suggested model is called the geometric de-eutrophication model and the original assumption that the failure intensity is proportional to the current fault content is replaced by a more realistic one. On this basis the Moranda model would seem to be more realistic and useful.
In (1978) Schick and Wolvertonproposed a model which assumed that the hazard rate function is proportional to the product of the number of faults remaining and the testing time:
This model gives the best prediction for the remaining errors for data that obtained from projects with large testing phase, and it is considered as a modification of the J-M model that overcomes the problem of constant hazard rate.
Joe and Reid (1985b) gave new alternative formulas of the J-M and L-V SRMs, their idea depends on replacing the inter-failure time by the failure time. Basically, Their models based on observing the first n order statistics from a random sample of N exponential and Pareto distributions respectively. They discussed the maximum likelihood estimateand an improved estimate of the initial number of faults in the software of the J-M model which was previously introduced by Joe and Reid (1985a) . Their study gave a way to help in deciding about the suitability of the J-M model or the software reliability model with decreasing failure rate.
Ho et al. (1991) modified the J-M model by replacing the assumption of all faults contribute the same in the failure rate by another more realistic one. They assumed that different types of faults may have different effects on the failure rate of the software, for accomplishing that they presented a method of determining the size of the failure-quantum of a fault based on the internal structure of software. Their application that based on set of real data showed that the predictive capability of their model is better than the J-M model. Wang et al. (2002) proposed formulation to estimate the total number of faults in a system. The L-V and J-M models are two special cases of their proposed formulation. Simulation studied were given and also two real data sets were used in an illustrative example. According to the results, their proposed two-stage estimating procedure, a conditional likelihood and a Horvitz-Thompson estimator, were found to be efficient. estimation is also different due to different statistics. In the cloud model which is a new cognitive model for uncertain transformation between linguistic concepts and quantitative values, they employed the expectation, the entropy, and the hyper-entropy to represent the concept as a whole. Especially, the normal cloud model can avoid the flaw of fuzzy sets to quantify the membership degree of an element as an accurate value between 0 and 1, Therefore, may be more adaptive for the uncertainty description of linguistic concepts. Then cloud model can be utilized to represent software reliability so as to deal with the universal uncertainty in the concept, which contains many kinds of uncertainties, and in particular randomness, fuzziness and the correlation between them.Their approach was demonstrated with a real software reliability data set.
During the imperfect debugging process, two types of imperfect removal can be occurred: (i) the fault is not removed successfully while no new faults are introduced and (ii) the fault is not removed successfully while new faults are created due to incorrect diagnoses. Mahapatra and Roy ( 2012) modified the J-M model by considering the imperfect debugging process in fault removal activity instead of the assumptions of perfect debugging process. They considered the second type of imperfect removal which is the most practical situation in fault removing activity. They allowed the imperfect debugging process to introduce new faults into the software due to incorrect modifications or diagnoses. The parameters of their modified J-M model were estimated by using the maximum-likelihood estimation method. An illustration example was given based on real data set, According to their experimental results they concluded that the difference between the probability of perfect debugging and the probability of raising new faults should be decreased to get better predictions results. Also they showed that their developed model has better predictive capability than the J-M model.
Many researchers have used the J-M model to demonstrate the goodness of their suggested ideas, methods, or to make a comparative studies to show the superiority of their suggested models, the following are some:
Michael (2000) compared and discussed the basic differences and commonalities between the two popular software reliability models: J-M and Musa-Okumoto models. He focused on specific attributes and qualities of the two models, such as the form of their respective failure rate functions, the data inputs required to exercise the models, and the assumptions that must be true for the models to produce reliable and useful data. Finally and according to his obtained reliability predictions, he gave a short analysis of the differences between the two models. For analyzing and studying the accuracy of their obtained prediction results they used different techniques which are Brawn statistic, prequential likelihood function, U-plot and Y-plot and the Kolmogorov-Smirnov distance. They also generated optimized simulation trajectory based on evolutionary algorithm for predicted mean time to failure (MTTF). According to their study they found that the MTTF values is much closer for predictions which are less noisy and they concluded that their experiments will be useful for better reliability monitoring of software.
Kim et al. (2007)
demonstrated that there are some possibilities that software reliability growth models to be applied for the sake of proving the high reliability of safety-critical software at the point where all the inherent software faults are identified and correctly repaired, to illustrate their idea they used the J-M model. However, they also described the limitations of these possibilities caused by either the high sensitivity of the estimated total number of inherent software failure time data which is obtained by the SRGMs or the uncertainty of the availability of sufficient software failure data sets for the safety-critical software.
Srivastava and Sharma (2014) discussed using the neural network approach instead of the parametric SRGMs to predict the reliability, their opinion is to produce a model with no assumptions about the behavior of software failure. In their study they compared between the neural network model and two parametric, J-M and Musa-Okumoto,SRGMs.Through a simulation study, they found that the neural network has the best performance among the selected parametric SRGMs.
In practice, the unknown parameters of the time-dependent J-M model is estimated from data astimes taken between successive failures. Several different estimation methods have been proposed in the literature. Many authors have used the maximum likelihood estimation (MLE) and least squares estimation (LSE) methods to estimate the model parameters. In the following some literature in this regards will be mentioned:
The maximum likelihood (MLE) method is a widely used method to estimate the unknownparameters in reliability models, it provides a consistent approach to parameter estimation problems. The J-M model suffers from difficulties associated with parameter estimation (giving decreasing reliability), this model has poor predictive capabilities in many cases. As for software reliability growth models, Littlewood and Verrall (1981) presented a simple necessary and sufficient condition for the maximum likelihood estimates of J-M model to be finite and suggested that this condition be tested prior to using the model. Spreij (1985) studied the problem of maximum likelihood estimation in J-M model. He obtained the distribution of the stochastic variable that completely determines the maximum likelihood estimate, and then by using the same stochastic variable the s-confidence intervals for the initial error content of the program was formed. An illustrative study was conducted using an interfailure time real data set.
Van Pul (1992) investigated how well the maximum likelihood estimation procedure and the parametric bootstrap behave in the case of the software reliability J-M model. He discussed the results of computations, estimations and statistical methods based on simulated data using the J-M model.
The least squares estimation (LSE) method are also employed to estimate the J-M model parameters, Schafer et al. (1979) proposed the traditional LSE technique to estimate the parameters of J-M model.Qureshi and Jeske (1997) introduced the concept of proxy failure times for situations where system test data only consists of the fraction of test cases that fail for a set of execution scenarios. They showed how proxy failure times can be simulated if external information about the user-frequency of the test cases is available. Also, they developed statistical inference procedures for fitting the J-M model. In particular, they presented a graphical diagnostic for testing goodness-of-fit and showed how it suggests appropriate transformations of the failure times that would improve the fit. Influential observations were also identified by the diagnostic, and moreover, it provides regression estimators of the model parameters as a quick alternative to the maximum likelihood estimators. Formulas for Iikelihood-based confidence intervals for the model parameters were provided. The simulation of proxy failure times and the statistical inference procedures for the J-M model were illustrated with an example. The use of profile likelihood functions and graphical goodness-of-fit was shown to be new suggestions to the analysis procedures associated with fitting this model.
Cai (1998) discussed two LSE methods, least squares method type I and least squares method type II. Since J-M model is an exponential class model. Liu et al. (2008) derived the logarithm nonlinear least squares estimation (LogLSE) of the J-M model, they evaluated its performance based on three real failure data sets. Liu and Xu (2011) focused on the time-independent modeling of J-M model with LSE. As an extension to the logarithm nonlinear least squares estimation LogLSE method, they developed a general function based nonlinear least squares estimation (FNLSE) method by merging the compression merits of transformation function in statistics with the weighted nonlinear least squares estimation (WNLSE), their aim was to overcome the statistical modeling problem produced by heteroscedasticity. Theyshownthat FNLSE is a WNLSE method, and proposed a power function based LSE (powLSE) to estimate the parameter of J-M model. They conducted an application using six bench-mark failuretime databases to examine the LSE, MLE, LogLSE and powLSE methods, their prediction results of MTBF prediction shown the effectiveness of their novel powLSE method.
Jukiܿ́ (2011) considered the Lp-norm(1 ≤ p < ∞) estimation problem thatthe best Lp-norm estimate does not necessarily exist for the J-M model. First, he briefly reviewed the J-M software reliability model. Then, he described Lp-norm fitting problem and gave a necessary and sufficient condition which guarantees the existence of the best Lp-norm estimate. He presented two theorems on the existence of the LS estimate. The first theorem gives a necessary and sufficient condition for the existence of the LS estimate. For practical purposes, the second theorem is extremely important, as it gives a very simple and natural sufficient condition for the existence of the LS estimate. His paper concluded with some examples illustrating the problems arising with the nonlinear normal equation approach for solving the LS problem for the J-M model.
3.GENERLIZEDJELINSKI-MORANDA (GJ-M) MODEL
Our modificationbased on addingadditionalparameterߟto the hazard rate function of the S-W model in Equation (4) . This shape parameter makes the model more flexible andincreases the possibility of giving the best prediction for the remaining errors for data that obtained from projects with various situations. The hazard rate function of our suggested general formula is of the form:
Where, as in the J-M model,φ is a proportionality constant, N is the number of initial faults present in system and ‫ݐ‬ is the݅ ௧ time interval between detection of ሺ݅ − 1ሻ ௦௧ and ݅ ௧ faults. The basic assumption of the GJ-M model are:
• The amount of debugging time between fault occurrences has a Weibull distribution.
• The faults rate is proportional to the number of faults remaining and the term ηt ୧ ିଵ .
• Each fault discovered is immediatelyremoved thus reducing the number of faults by one.
The reliability of this model could be obtained as follows:
The failure probability density function(pdf) is used to determine the probability of at least one failure in the time period t ୧ିଵ to t ୧ and can beobtained as follows:
More measures of reliability of the GJ-M are summarized in Table 2 . Notice that the J-M model can be obtained when η = 1 while theS-W modelis a special case when η = 2 and2φ ୋି = φ ௌିௐ .
Also some of the GJ-M model's characteristics are represented graphically in Figure 1 , this figure shows the curves of some measures of reliability for three special cases of the GJ-M SRGM with respect to operating time. The hazard function measures the probability of experiencing the failure in a given time period conditional on not having experienced the failure up to that period,in Fig. 1 .a and Fig. 1 .b two graphical representation of the hazard function of the GJ-M are shown: monotone decreasing, constant, and increasing failure rate can be provided by our suggested GJ-M SRGM as seen in those plots. The improvement at each fixing is illustrated in Fig. 1 .b, as seen we have decreasing hazard function betweensuccessive failureswhen ߟ = 0.5, constant when ߟ = 1 and increasing when ߟ = 2 but in the three cases it decreases by a factor φ ୋି in steps of following the removal of each fault. Therefore, as each fault is removed, the time between failures is expected to be longer.The failure density function is shown in Fig. 1 .c, at ߟ = 0.5 and 1 the pdf decrease exponentially with time, while at ߟ = 2 it shows an initial raise before decreasing as operating time increases. The intensity function plays the same role as the hazard function and gives the rate of failure occurring. As seen in Fig. 1 .d, the behavior of the intensity function for the GJ-M model is similar to the GJ-M model's hazard function: atߟ = 1 it decreases linearly with failure time, also at ߟ = 0.5 it decreases exponentially on time interval, but at ߟ = 2 it increases on time interval. 
Measures of reliability name
Measures of reliability formula The probability density function (pdf) fሺt ୧ ሻ = φ ୋି ሾN − ሺi − 1ሻሿη‫ݐ‬ 
CONCLUSION
Our survey of the commonly cited J-Mmodel that was suggested at the early seventies gives insight at its significant impact in the field of reliability modeling, asit forms the basis for many useful studies in this field. Schick and Wolverton (1978) modified this model by a more realistic assumption, our idea is generalizing his suggested hazard rate formula through adding new shape parameter. The new hazard rate general formula has a great flexibility in accommodating all formsof time-dependent behavior and can introduce a variety of SRGMs that could be used with less effort and time in any model selection study, and will increase the chance of finding the best fit model for a variety of problems for modeling software failure data. Another important characteristic of the GJ-M is that it contains special sub-models, the common J-M and SWSRGMs. Plus all the previous studies that haven been done based on J-M model can be reapplied on our general formula with wider expected findings.
