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THE FRIEDRICHS EXTENSION FOR ELLIPTIC WEDGE
OPERATORS OF SECOND ORDER
THOMAS KRAINER AND GERARDO A. MENDOZA
Abstract. Let M be a smooth compact manifold whose boundary is the
total space of a fibration N → Y with compact fibers, let E →M be a vector
bundle. Let
A : C∞c (
◦
M;E) ⊂ x−νL2b(M;E)→ x
−νL2b(M;E) (†)
be a second order elliptic semibounded wedge operator. Under certain mild
natural conditions on the indicial and normal families of A, the trace bun-
dle of A relative to ν splits as a direct sum T = TF ⊕ TaF and there
is a natural map P : C∞(Y ;TF ) → C∞(
◦
M;E) such that C∞
TF
(M;E) =
P(C∞(Y ;TF )) + C˙∞(M;E) ⊂ Dmax(A). It is shown that the closure of
A when given the domain C∞
TF
(M;E) is the Friedrichs extension of (†) and
that this extension is a Fredholm operator with compact resolvent. Also given
are theorems pertaining the structure of the domain of the extension which
completely characterize the regularity of its elements at the boundary.
1. Introduction
The purpose of this paper is to give an explicit description of the domain of
the Friedrichs extension of a second order semibounded elliptic wedge operator
initially defined on smooth functions or sections with compact support away from
the boundary.
Generally, the issue of characterizing the domain of the Friedrichs extension
only arises in the presence of singularities, either in the form of singular coefficients
of a partial differential operator, for instance Schro¨dinger operators with singular
(magnetic) potentials, or, for geometric operators, due to the incompleteness of the
underlying Riemannian geometry. Indeed, in a seminal paper Gaffney [9] proved
the essential selfadjointness of the Laplacian on complete Riemannian manifolds,
a result extended by Shubin [26] and Kordyukov [13] to wide classes of uniformly
elliptic operators in L2 on complete manifolds with bounded geometry. Shubin
and Kordyukov showed that uniformly elliptic operators are essentially closed, i.e.,
Dmin = Dmax, where that domain is independent of the operator and in fact is a
Sobolev space determined by the geometric data of the manifold.
Since Cheeger’s papers [5, 6] it has been understood that a relevant category
of singular partial differential equation problems consists of those that give rise to
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iterated wedge (or iterated incomplete edge [1]) operators on stratified spaces. The
simplest instances are wedge operators on manifolds with smooth singular strata
(singularities of edge type); these specialize further to cone operators if the singular
strata consist only of points (conical singularities). The analysis of operators on a
general stratified space is in principle amenable to inductive arguments once the
principles in the case of conical and edge singularities are understood.
In the case of manifolds with conical singularities, the domain of the Friedrichs
extension of semibounded elliptic cone operators was characterized in full generality
in [10]; previous investigations include [3, 5, 18]. These works go further in that
they also provide a structural understanding of the maximal domain of an elliptic
cone operator, initially given as
A : C∞c ⊂ x
−νL2b → x
−νL2b,
in terms of an explicit description of the minimal domain and a complementary
space. We paraphrase this in the form that there exists an exact sequence
0→ Dmin
ι
−→ Dmax
γ
−→ S → 0,
where S is a specific finite-dimensional space of singular functions associated to the
indicial roots of A encoding the asymptotic behavior of the elements in the maximal
domain at the boundary modulo remainders in the minimal domain. Dmin is de-
scribed in terms of weighted b-Sobolev spaces ([23]), for instance Dmin = x−ν+2H2b
if A is of second order and the line {σ : ℑ(σ) = ν − 2} is free of indicial roots. The
map γ provides a concrete realization of the abstract Cauchy data map Dmax →
Dmax/Dmin in terms of the space S . For semibounded operators A, it is made
precise in [10] that S = SF ⊕SaF canonically, where SaF consists of the ‘most
singular half’ of S , and the domain of the Friedrichs extension, DF , is given by
DF = {u ∈ Dmax : γ(u) ∈ SF }.
Equivalently, we find that u is in DF if and only if u satisfies the boundary condition
that the component of γ(u) in SaF vanishes, and we get an exact sequence
0→ Dmin
ι
−→ DF
γ
−→ SF → 0. (1.1)
This explicit formulation provides a complete structural understanding of DF .
The boundary condition that is entailed by membership in the Friedrichs domain
can be phrased in several different ways without explicit reference to the space S ,
for example as a condition on the blow-up rate of u at the boundary (as is done in
[3, Theorem 6.1]). However, without (1.1), the boundary condition and asymptotic
behavior that is imposed on u by membership in DF remain elusive.
The case of edge singularities considered in the present paper is significantly
more complicated for reasons that pertain to regularity. The abstract Cauchy data
space Dmax/Dmin of an elliptic wedge operator A is in general infinite dimensional,
and comprehending its structure is made complicated first and foremost by the
fact that the indicial roots of A, parametrized by the edge Y, generally vary with
arbitrary branchings. This imposes the need to measure variable and anisotropic
Sobolev smoothness of functions with respect to the edge variables in the analysis
of regularity at the boundary.
One of the central results of this paper is a full structural resolution of the
Friedrichs domain of a semibounded elliptic wedge operator A of second order,
under some mild assumptions on the symbols, generalizing (1.1) to the situation
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at hand. The space SF is shown to be a Sobolev space of sections of varying
regularity of a certain subbundle TF of the trace bundle T → Y that is associated
to A ([14, 15]), while Dmin = x−ν+2H2e (cf. [11, 20]).
Previous work on describing the structure of the Friedrichs domain for wedge
operators includes [4, 21, 25] and has centered on the boundary condition that is
imposed on a function by membership in DF for certain special operators of sec-
ond order. In [4, Theorem 5.1] the condition is phrased in terms of a control of
the blow-up rate at the boundary along with conditions pertaining to the deriva-
tives. [25, Section 5] considers the Friedrichs form domain for the scalar Laplacian
and describes it in terms of edge Sobolev spaces. [21, Proposition 2.5] treats the
full Hodge Laplacian under the additional assumption that the indicial roots are
constant, and identifies the Friedrichs boundary condition in terms of vanishing of
certain terms in a weak asymptotic expansion at the boundary which has previously
been shown to exist in [20]. The argument in both [25] and [21] is aided by the fact
that the operator is of the form A = B⋆B for a first order operator B. A structural
resolution (1.1) of the Friedrichs domain is not addressed in these papers.
Other related work pertaining to the analysis of regularity at the boundary for
solutions to elliptic equations on manifolds with edges and more general stratified
manifolds includes [2, 7, 16, 19, 20, 22, 23, 27, 29, 30].
2. Overview
We work on a smooth compact manifoldM with boundaryN , where the latter is
the total space of a fibration ℘ : N → Y over some other manifold Y with compact
fibers. This configuration results from blowing up a stratified manifold with a single
singular stratum Y, along the singularity. The manifold Y need not be connected,
but we will assume it is for the sake of notational simplicity. Associated with this
configuration and a vector bundle E →M is the ring of edge differential operators,
Diff∗e(M;E); these are linear differential operators with smooth coefficients up to
the boundary, which along the latter differentiate only in directions tangent to the
fibers. For all of the above and more see Mazzeo [20].
The elements of x−mDiffme (M;E) are wedge operators; x is a defining function
for N , positive in
◦
M, which we fix from now on. Associated to such a wedge
operator A = x−mP there are three symbols: the wedge-principal symbol wσ (A),
the indicial family bP̂ , and the normal family A∧. The first is essentially the
standard principal symbol of A over the interior, the other two are objects over
the boundary. For an in-depth description of the differential topological setup in
relation with wedge operators, including invariant definitions of the various symbols
in the w context, see [11]. Some details will be given in the next section.
Recall ([12]) that the Friedrichs extension of a symmetric, densely defined oper-
ator A : D ⊂ H → H acting in a Hilbert space H that is semibounded from below,
where without loss of generality A ≥ 1, is the selfadjoint operator AF : DF ⊂
H → H given by AF = A⋆ with domain DF = D(A⋆) ∩H , where H ⊂ H is the
completion of D with respect to the inner product [u, v] = 〈Au, v〉.
Let m be a smooth positive density on M and mb = x−1m. Suppose E is given
a Hermitian metric, so the spaces x−νL2b(M;E) of L
2 sections of E with respect
to x2νmb are defined.
Let A ∈ x−2Diff2e(M;E) be given. The basic assumptions we make on A are
ellipticity (invertibility of wσ (A)), symmetry, and semiboundedness, the latter two
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being properties of A as an operator
A : C∞c (
◦
M;E) ⊂ x−νL2b(M;E)→ x
−νL2b(M;E). (†)
Additionally we place conditions on the boundary symbols, briefly described in the
next paragraph (see Section 3 for details). The task is to give a description of the
domain of the Friedrichs extension of (†) as explicitly as possible. For symmetry
reasons it is more convenient to work with x−ν+1Axν−1, so we replace A by the
latter and consider
A : C∞c (
◦
M;E) ⊂ x−1L2b(M;E)→ x
−1L2b(M;E) (2.1)
instead of (†); this does not affect the hypotheses originally made on A.
The indicial family of A is the indicial family of P = x2A. This is a family
bP̂ (y, σ) ∈ Diff2(Zy ;EZy ) of elliptic operators parametrized by (y, σ) ∈ Y × C,
depending polynomially on σ, of order 2; here Zy = ℘−1(y). Because of the w-
ellipticity of A, for each y ∈ Y the differential operator bP̂ (y, σ) fails to be invertible
for σ in a set specb,y(A) whose intersection with every strip |ℑσ| < r is finite. The
condition we place on bP̂ is that
spece(A) =
{
(y, σ) ∈ Y × C : σ ∈ specb,y(A)
}
shall not contain points (y, σ) with σ on one of the three lines ℑσ = 1, 0, −1 (the
pertinent lines for (†) are ℑσ = ν, ν − 1, ν − 2). Let now πN : N∧ → N be the
inward pointing normal bundle of N ⊂ M. Then ℘∧ = ℘ ◦ πN is also a fibration.
Let Z∧y = ℘
−1
∧ (Zy). So Z
∧
y ≈ Zy × [0,∞), and quantizing we get the operators
bA(y,Dx) = x
−2 bP̂ (y, xDx) acting on sections of EZ∧y . The consequence pertaining
the outermost lines ℑσ = ±1 is that the vector spaces Ty whose elements are the
sections of EZ∧y → Z
∧
y in ker
bA(y,Dx) of the form
∑
σ∈specb,y(A)∩Σ
mσ∑
k=0
cσ,k log
k(x)xiσ , Σ = {σ : −1 < ℑσ < 1} (2.2)
have constant dimension as y ranges throughout Y, and are the fibers of a smooth
vector bundle T → Y, the trace bundle of A. The coefficients cσ,k are smooth
sections of EZy . For details on vector bundles associated in this fashion with holo-
morphic Fredholm families we direct the reader to [14]. The condition pertaining
the line ℑσ = 0 determines a splitting T = TF ⊕TaF in which the elements of TF,y
are those of the form (2.2) over y with Σ replaced by ΣF = {σ : −1 < ℑσ < 0},
while those in TaF are defined using ΣaF = {σ : 0 < ℑσ < 1} instead.
The normal family is a family parametrized by the elements of T ∗Y, with A∧(η) ∈
x−2Diff2b(Z
∧
y ;EZ∧y ) for every η ∈ T
∗
yY. On this family we place the requirement
that 0 is not an eigenvalue of the Friedrichs extension of
A∧(η) : C
∞
c (
◦
Z∧y ;EZ∧y ) ⊂ x
−1L2b(Z
∧
y ;EZ∧y )→ x
−1L2b(Z
∧
y ;EZ∧y )
when η 6= 0. This condition implies in particular that the minimal domain of A (the
domain of the closure of (2.1)) is x1H2e (M;E) by [11, Theorem 4.2], and is used
in an essential manner in Section 5 to ensure the existence of certain inverses. The
weighted edge Sobolev spaces xkHse (M;E) were defined in [20]. Consistent with
our previous works [11, 16] we follow here a slightly different convention pertaining
to the use of weights in that we base the definition on L2b instead, i.e., we have
H0e (M;E) = L
2
b(M;E).
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Let ω ∈ C∞(R) be smooth, equal to 1 near 0, with small support. A smooth
section φ of C∞(Y;TF ) is by definition (of smoothness, see [14]) a smooth section
of
◦
π∗NE →
◦
N∧ (
◦
πN being the restriction of πN to
◦
N ). The section ωφ can be
transferred to a section of E onM supported near N . Write P(φ) for the resulting
section. Theorem 4.3 asserts that the domain of the Friedrichs extension of (2.1),
denoted DF , is the closure in the A-graph norm (based on x−1L2b) of the space
C∞TF (M;E) = P
(
C∞(Y;TF )
)
+ C˙∞(M;E). (2.3)
Theorem 4.14 asserts that A : DF (A) → x−1L2(M;E) is Fredholm with compact
resolvent.
The sum in (2.3) is in fact direct, therefore gives rise to an exact sequence
0→ C˙∞(M;E)
ι
−→ C∞TF (M;E)
γ
−→ C∞(Y;TF )→ 0. (2.4)
The operator γ is a generalization of part of the classical Cauchy data (or trace) map
for the standard theory of boundary value problems for regular elliptic operators
on manifolds with smooth boundary. Classically, for second order operators the
Cauchy data are the pair consisting of the restrictions to the boundary of the
function (or section) u, γ0(u), and its normal derivative, γ1(u). These are the
coefficients of the linear part of the Taylor series at the boundary with respect to
the defining function x of a putative solution on which boundary conditions are to
be placed. Assembled into the first order polynomial γ0(u)x
0 + γ1(u)x
1, they are
generalized by expressions of the form (2.2), here with σ ∈ {0,−i}. Classically, the
Friedrichs domain corresponds to the condition γ0(u) = 0, that is, the only possible
nonzero coefficient, γ1(u), is the one associated to the lower half of {0,−i}.
The operators in (2.4) extend to continuous operators on the closure of the
various spaces appearing in the sequence, each within its appropriate Hilbert space,
and yield the short exact sequence,
0→ x1H2e (M;E)
ι
−→ DF (A)
γ
−→ H2−g(Y;TF )→ 0 (2.5)
alluded to in the introduction (see Theorem 4.13). The space H2−g(Y;TF ) is a
Sobolev space of varying anisotropic regularity to be described in some detail in a
moment. The space x1H2e (M;E) is Dmin(A), as pointed out above.
The exactness of the sequence (2.5) is a regularity statement for the problem
Au = f ∈ x−1L2b(M;E), u ∈ DF
since a solution u a fortiori satisfies γ(u) ∈ H2−g(Y;TF ); this characterizes the be-
havior of u modulo Dmin(A). In the classical L2-theory of regular elliptic operators
of second order on compact manifolds with smooth boundary, the sequence (2.5)
specializes to
0→ H20 (M;E)
ι
−→ DF (A)
γ1
−→ H1/2(∂M;E)→ 0,
which resembles the classical regularity result that DF (A) ⊂ H2(M;E), i.e.,
DF (A) =
{
u ∈ H2(M;E) : u|∂M = 0
}
;
note that TF ∼= E|∂M canonically via γ1(u)x1 ↔ γ1(u), and the base Hilbert space
is L2 = x−1/2L2b as opposed to x
−1L2b in this case.
We now describe H2−g(Y;TF ). The vector bundle T → Y comes equipped with
a natural endomorphism, namely x∂x: since x∂x commutes with x
2 bA, it preserves
the kernel of the latter and evidently it preserves the structure of the elements of
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the form (2.2). For vector bundles G→ Y with endomorphism a we defined in [15]
Sobolev spaces of variable (anisotropic) order a, denoted by Ha(Y;G). The idea
is that the local regularity of a generalized eigensection of a is roughly measured
by the real part of the eigenvalue. In the present situation the relevant space is
H2−g(Y;TF ) with
g = 1 + x∂x ∈ End(TF ). (2.6)
The reason for the shift by 1 in g comes from working with x−1L2b as base Hilbert
space: it has the effect of making the action ̺g (see (3.2)) unitary. For general ν
as in (†) we would use ν + x∂x.
The analytic machinery needed to prove our theorems in Section 4 is developed
in Section 5. The proof utilizes the basic functional analytic principle that if the
densely defined operator A : D ⊂ H → H is symmetric, and if A + µ : D → H
is invertible for some value of the real parameter µ, then A with domain D is
selfadjoint.
The principal objective in Section 5 is the construction and analysis of a family
of extension operators
Eλ : C
−∞(Y;TF )→ C
∞(
◦
M;E), λ ∈ R,
closely related to P with a number of desirable properties; for instance, (Eλ −
P)|C∞(Y;TF ) maps into C˙
∞(M;E),
there exists δ0 > 0 such that Eλ : H
2−g(Y;TF )→ x
δ0H∞e (M;E), (2.7)
Eλ − Eλ′ : H
2−g(Y;TF )→ x
1H∞e (M;E) for λ, λ
′ ∈ R (2.8)
by Lemma 5.1, and Lemma 5.8 states that
(A+ λ2) ◦ Eλ : H
2−g(Y;TF )→ x
−1H∞e (M;E) for all λ ∈ R. (2.9)
By (2.8) the domain
D = Eλ
(
H2−g(Y;TF )
)
+ x1H2e (M;E)
is independent of λ ∈ R, (2.7) implies that it is contained in the Friedrichs form
domain H by means of a duality argument (see the proof of Theorem 4.5), and
(2.9) shows that it is contained in the maximal domain
Dmax(A) =
{
u ∈ x−1L2b(M;E) : Au ∈ x
−1L2b(M;E)
}
.
As pointed out earlier, DF = H ∩ Dmax(A), and consequently D ⊂ DF . We then
proceed to show that A + λ2 : D → x−1L2b(M;E) is invertible whenever |λ| is
large enough, see Proposition 5.22, which implies that D = DF . The proof of the
invertibility utilizes a parameter-dependent parametrix and the specific structure of
the extension operators Eλ, in particular their dependence on the parameter λ ∈ R.
3. Standing assumptions
Henceforth we fix a second order wedge operator A ∈ x−2Diff2e(M;E) on a
compact manifold with fibered boundary as described previously. The operator
shall be viewed as an unbounded operator
A : C∞c (
◦
M;E) ⊂ x−1L2b(M;E)→ x
−1L2b(M;E). (3.1)
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In applications one may instead view A as acting on x−νL2b(M;E) for some ν ∈ R.
For instance, in geometric situations involving the Laplacian with respect to a w-
metric wg, a natural choice is ν = (dimZ + 1)/2 in view of
L2wg(M;E) = x
−(dimZ+1)/2L2b(M;E).
However, we will assume ν = 1 in the sequel by replacing A with x−ν+1Axν−1 as
explained in the previous section. The definition of inner product on the spaces
x−νL2b(M;E) is such that conjugation by powers of the boundary defining function
is a unitary equivalence, so conditions such as symmetry or semiboundedness are
preserved.
The standing assumptions on A in Sections 4 and 5 will be
(i) A in (3.1) is symmetric and semibounded from below by 1;
(ii) A is w-elliptic, i.e., the w-principal symbol wσ (A) is invertible on wT ∗M\0;
(iii) spece(A) ∩ [Y × {σ ∈ C : ℑ(σ) ∈ {−1, 0, 1}}] = ∅;
(iv) for each η ∈ T ∗Y\0, zero is not an eigenvalue of the Friedrichs extension of
A∧(η).
We elaborate on these conditions. The first condition of course means that
〈Au, v〉x−1L2
b
= 〈u,Av〉x−1L2
b
and
〈Au, u〉x−1L2
b
≥ 〈u, u〉x−1L2
b
for all u, v ∈ C∞c (
◦
M;E). Note that if initially A ≥ c for some c ∈ R then replacing
A by A+ (1− c)Id allows us to assume c = 1 — neither the symbolic assumptions
(ii)-(iv) nor the conclusions are affected by this change.
In [11, Section 2] we defined the wedge-cotangent bundle, wπ : wT ∗M → M
as the bundle whose smooth sections are the sections of T ∗M which along the
boundary are conormal to each fiber of ℘. There is a bundle map wev∗ : wT ∗M→
T ∗M over the identity which is an isomorphism over
◦
M. The relevancy of this
bundle lies in the fact that the principal symbol of A is naturally a section of
End(wπ∗E). We elaborate. The differentials of functions in the ring
R = {f ∈ C∞(M) : f
∣∣
N
= ℘∗g for some g ∈ C∞(Y)}
generate the space of sections of wT ∗M as a module overC∞(M), see [16]. Suppose
f ∈ R and φ ∈ C∞(M; wT ∗M) corresponds to df via wev∗φ = df . Let ψ ∈
C∞c (
◦
M;E). Then, over
◦
M,
wσ (A)(φ)ψ = lim
̺→∞
̺−2e−i̺fA(ei̺fψ).
Consequently, the natural notion of ellipticity for A is w-ellipticity, i.e., invertibility
of wσ (A).
Let P = x2A, so P ∈ Diff2e(M;E). The latter is a subset of Diff
2
b(M;E), so P
restricts to an operator bP : C∞(N ;EN )→ C∞(N ;EN ) which differentiates only
in the direction of the fibers of P . (Here and elsewhere the notation EW means
the part of the vector bundle E over the set or the point W .) The same is true
for Pσ = x
−iσPxiσ ∈ Diff2b(M;E), and the indicial families of P and of A are
defined to be both bPσ. This is a family
bP̂ (y, σ) : C∞(Zy ;EZy ) → C
∞(Zy;EZy )
depending on (y, σ) ∈ Y × C, and assumption (iii) means that we require it to be
invertible for all (y, σ) ∈ Y × {σ : ℑ(σ) ∈ {−1, 0, 1}}.
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Let πN : N∧ → N be the inward pointing normal bundle ofN (including the zero
section which we identify with N ) and let ℘∧ : N∧ → Y be the obvious map. N∧ is
trivialized using dx|N∧ . We also write x for this function and Z∧y for ℘
−1
∧ (y). The
vector bundle E lifts to E∧ via πN . Let Φ∗ be a push-forward map from sections
of E∧ over N∧ near N to sections of E overM near N determined by trivializing
geometric data as described in [11, Sections 2 and 3]. It is an isometry between the
corresponding x−1L2b-spaces on these neighborhoods, with adjoint given by pull-
back Φ∗. Let
κ̺u(z, x) = ̺u(z, ̺x), ̺ > 0, (3.2)
where ̺x refers to the radial action on the fibers of N∧ and translation in E∧ along
fibers is the canonical one; κ is a unitary map in x−1L2b(Z
∧
y ;EZ∧y ).
The normal family of A is defined by the formula
A∧(dg)u = lim
̺→∞
̺−2κ−1̺ e
−i̺℘∗∧gΦ∗AΦ∗e
i̺℘∗∧gκ̺u,
(see [11, Proposition 2.2]) where g ∈ C∞(Y), u ∈ C∞c (
◦
N∧;E∧). It satisfies
A∧(̺η) = ̺
2κ̺A∧(η)κ
−1
̺ (3.3)
for ̺ > 0 and η ∈ T ∗Y\0. For each η, A∧(η) is an element of x−2Diff
2
b(Z
∧
y ;EZ∧y ).
Its indicial family is canonically identifiable with that of A at y = πY(η), and the
operators bA(y,Dx) = x
−2 bP̂ (y, xDx) are identifiable with A∧(0y).
Lemma 3.4. Let A ∈ x−2Diff2e(M;E) act as an unbounded operator in x
−1L2b ,
and suppose that A = A⋆ ≥ 1 on C∞c (
◦
M;E). Then the following holds.
(a) wσ (A) = wσ (A)⋆, and spec(wσ (A)) ⊂ R+ everywhere on wT ∗M.
(b) The indicial family bP̂ (y, σ) satisfies
bP̂ (y, σ) = [ bP̂ (y, σ)]⋆ : C∞(Zy ;EZy )→ C
∞(Zy;EZy )
for all y ∈ Y and σ ∈ C.
(c) The normal family
A∧(η) : C
∞
c (
◦
Z∧y ;EZ∧y ) ⊂ x
−1L2b(Z
∧
y ;EZ∧y )→ x
−1L2b(Z
∧
y ;EZ∧y ),
where y = πYη, πY : T
∗Y → Y, satisfies A∧(η) = A⋆∧(η) ≥ 0 on T
∗Y in the
sense that
〈A∧(η)u, v〉x−1L2
b
(Z∧y ;EZ∧y
) = 〈u,A∧(η)v〉x−1L2
b
(Z∧y ;EZ∧y
),
〈A∧(η)u, u〉x−1L2
b
(Z∧y ;EZ∧y
) ≥ 0
for all u, v ∈ C∞c (
◦
Z∧y ;EZ∧y ).
Proof. Claim (b) follows directly from the symmetry of A in x−1L2b and does not
make use of the semiboundedness. Claims (a) and (c) are consequences of the
oscillatory tests used to define the w-principal symbol and the normal family from
the action of the operator, in a fashion similar to the standard case, as follows.
To prove (a), let f ∈ R and let φ ∈ C∞(M; wT ∗M) be such that wev∗φ = df .
Let ψ, ψ˜ ∈ C∞c (
◦
M;E). Then∫
M
〈wσ (A)(φ)ψ, ψ˜〉x2dmb = lim
̺→∞
∫
M
〈̺−2e−i̺fA(ei̺fψ), ψ˜〉x2dmb
= lim
̺→∞
∫
M
〈ψ, ̺−2e−i̺fA(ei̺f ψ˜)〉x2dmb =
∫
M
〈ψ, wσ (A)(φ)ψ˜〉x2dmb.
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Since ψ, ψ˜, and φ are arbitrary, we conclude that wσ (A) = wσ (A)⋆ over
◦
M, and
by continuity then necessarily everywhere on wT ∗M. Next,∫
M
〈wσ (A)(φ)ψ, ψ〉x2dmb = lim
̺→∞
∫
M
〈̺−2e−i̺fA(ei̺fψ), ψ〉x2dmb
= lim
̺→∞
̺−2〈A(ei̺fψ), ei̺fψ〉x−1L2
b
≥ lim
̺→∞
̺−2〈ψ, ψ〉x−1L2
b
= 0.
Since φ and ψ are arbitrary this shows that wσ (A) ≥ 0 over
◦
M and again by
continuity on all of M.
To show (c), let g ∈ C∞(Y) and u, v ∈ C∞c (
◦
N∧;E∧). Then∫
◦
N∧
〈A∧(dg)u, v〉x
2dmb
= lim
̺→∞
∫
◦
N∧
〈̺−2κ−1̺ e
−i̺℘∗∧gΦ∗AΦ∗e
i̺℘∗∧gκ̺u, v〉x
2dmb
= lim
̺→∞
∫
M
̺−2〈AΦ∗e
i̺℘∗∧gκ̺u,Φ∗e
i̺℘∗∧gκ̺v〉x
2dmb
= lim
̺→∞
∫
◦
N∧
〈u, ̺−2κ−1̺ e
−i̺℘∗∧gΦ∗AΦ∗e
i̺℘∗∧gκ̺v〉x
2dmb
=
∫
◦
N∧
〈u,A∧(dg)v〉x
2dmb.
Because g, u, and v are arbitrary, this shows that the normal family A∧(η) is
symmetric on C∞c (Z
∧
y ;EZ∧y ). An argument analogous to the one used above for
wσ (A) shows that A∧(η) ≥ 0 on C
∞
c (Z
∧
y ;EZ∧y ). 
Condition (ii), the invertibility of wσ (A) on wT ∗M\0, implies in view of (a)
of Lemma 3.4 that wσ (A) = wσ (A)⋆ > 0 on wT ∗M\0. By homogeneity of the
w-principal symbol and compactness of M, there exists a constant c0 > 0 such
that
wσ (A)(ξ) ≥ c0|ξ |
2 (3.5)
for ξ ∈ wT ∗M, where | · | corresponds to a metric on wT ∗M and c0 > 0. In
particular,
wσ (A)(ξ) + λ2 : wπ∗Eξ →
wπ∗Eξ ,
wπ : wT ∗M→M, (3.6)
is invertible for all (ξ, λ) ∈
(
wT ∗M×R
)
\0. This means that the operator A+λ2 ∈
x−2Diff2e(M;E) is w-elliptic with parameter λ ∈ R. This is an important property
that will be used later in Section 5.
The w-ellipticity of A also implies that the indicial family bP̂ consists of elliptic
operators. The family
bP̂ (y, σ) : H2(Zy;EZy )→ L
2(Zy ;EZy ) (3.7)
is a Fredholm family for each y ∈ Y that depends holomorphically on σ ∈ C and
has a meromorphic inverse. As pointed out in Section 2, the indicial roots of A, the
poles of bP̂ (y, σ)−1, form a discrete subset in C for each y ∈ Y with only finitely
many of these poles located in any given strip |ℑ(σ)| < r.
The indicial roots in general change with y ∈ Y, and in principle they can
vary all over the complex plane. By [14], (iii) guarantees first the existence of
the vector bundle T → Y associated with the Fredholm family (3.7) restricted
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to Σ = {σ : −1 < ℑσ < 1} that was described in the previous section, next the
existence of the splitting
T = TF ⊕TaF .
The normal family A∧(η) is for each η ∈ T ∗Y an elliptic cone operator that is
semibounded from below by Lemma 3.4, and consequently has a Friedrichs exten-
sion. The Friedrichs extension for cone operators was systematically investigated
in [10], and the main result there applied to A∧(η) gives that the Friedrichs domain
is
D∧,F = D∧,min ⊕ ωTF,y,
where ω ∈ C∞c (R+) is a cut-off function near zero (i.e. ω ≡ 1 near zero) that we
consider as a function on Z∧y as usual (D∧,F is independent of the choice of cut-off
function in view of ellipticity). We leave implicit a reference to η but point out that
the minimal domain D∧,min of A∧(η) depends on η ∈ T ∗Y only through y = πYη
by (ii) and (iii). These domains form a Hilbert space bundle over Y where the
typical fiber is a cone Sobolev space, see [11, Proposition 4.1]. This implies that
the Friedrichs domain D∧,F of A∧(η) only depends on y = πYη, and these domains
also form a Hilbert space bundle over Y.
Assumptions (ii) and (iii) further imply that all closed extensions of A∧(η) are
Fredholm for η ∈ T ∗Y\0. In particular, the Friedrichs extension
A∧,F (η) : D∧,F → x
−1L2b
is Fredholm for η ∈ T ∗Y\0 and selfadjoint in x−1L2b with A∧,F (η) ≥ 0 by Part (c)
of Lemma 3.4. Assumption (iv) now guarantees that A∧,F (η) is in fact invertible,
and using (3.3) it is easy to see that this is equivalent to the existence of a constant
c1 > 0 such that
A∧(η) ≥ c1|η|
2 on C∞c (Z
∧
y ;EZ∧y ),
where y = πYη, for all η ∈ T ∗Y. Here | · | is a metric on T ∗Y (and the constant c1
depends of course on the metric). In particular,
A∧(η) + λ
2 : D∧,F → x
−1L2b(Z
∧
y ;EZ∧y ) (3.8)
is invertible for all (η, λ) ∈
(
T ∗Y × R
)
\0. This parameter-dependent ellipticity
condition is the counterpart for the normal family to what (3.6) is for the w-
principal symbol. The invertibility of (3.8) on
(
T ∗Y × R
)
\0 is another important
property that we will use later in Section 5.
We remark that, as an operator on Z∧y ,
A∧(η) : C
∞
c (
◦
Z∧y ;EZ∧y ) ⊂ x
−1L2b(Z
∧
y ;EZ∧y )→ x
−1L2b(Z
∧
y ;EZ∧y )
decomposes as
A∧(η) = A∧(0y) +B(η) + C(η)
where C(η) acts as a bundle endomorphism on EZ∧y as follows. Given ν ∈ Z
∧
y , let
p = πN (ν) and let ξη,ν ∈ wT ∗pM be the unique element ξ such that ι
∗
N
wev∗ξ = ℘∗η
at p and ι∗Z∧y Φ
∗ wev∗ξ = 0 with Φ the tubular neighborhood map used in the
definition of A∧(η); ιN and ιZ∧y denote inclusion maps. Then
C(η) = wσ (A)(ξη,ν).
We have
A∧(0y) + C(η) ≥ c0|η|
2 on C∞c (Z
∧
y ;EZ∧y )
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by (ii) and (iii) (through (3.5) and Part (c) of Lemma 3.4) for some c0 > 0. Con-
sequently, assumption (iv) on the normal family really only concerns the behavior
of the first order term B(η). In particular, in cases where B(η) = 0 (“product type
operators”), assumption (iv) follows from (ii).
4. The main result
Let A ∈ x−2Diff2e(M;E) be such that the standing assumptions (i)-(iv) in Sec-
tion 3 hold.
Define
P : C∞(Y;TF )→ C
∞(
◦
M;E) (4.1)
via P(τ) = Φ∗(ωτ). Here ω ∈ C∞c (R+) is a fixed cut-off function supported near
the origin with ω ≡ 1 near x = 0, which we view as function on N∧ via the map
N∧ → R determined by x, and Φ∗ a push-forward map constructed using a tubular
neighborhood map and parallel transport in E along fibers as described in [11]; it
identifies sections of E∧ on N∧ near the zero section of N∧ with sections of E on
M near the boundary N . The map
 : C∞(Y;TF )→ C
∞(N∧;E∧)
is defined fiberwise as the map that takes an element τ ∈ TF,y and regards it as a
section yτ of E
∧ along Z∧y (which is what τ really is, see (2.2)).
Let
C∞TF (M;E) = C˙
∞(M;E) +P(C∞(Y;TF )), (4.2)
where C˙∞(M;E) denotes the C∞-sections of E onM that vanish to infinite order
on the boundary.
Theorem 4.3. The closure of
A : C∞TF (M;E) ⊂ x
−1L2b(M;E)→ x
−1L2b(M;E)
is the Friedrichs extension of A, i.e., the space C∞
TF
(M;E) is dense in DF (A) with
respect to the graph norm of A.
The proof is given below.
The operatorP can also be defined by the same formula on more general sections
of TF . However, this simple definition of an extension operator will not give that
the image lies in C∞(
◦
M;E). In Section 5 we will construct a family of extension
operators
Eλ : C
−∞(Y;TF )→ C
∞(
◦
M;E), λ ∈ R,
having the following properties:
(a) Eλ −P : C∞(Y;TF )→ C˙∞(M;E);
(b) there exists a δ0 > 0 such that Eλ : H
2−g(Y;TF )→ xδ0H∞e (M;E);
(c) for each λ, λ′ ∈ R, Eλ − Eλ′ : H2−g(Y;TF )→ x1H∞e (M;E);
(d) (A+ λ2) ◦ Eλ : H2−g(Y;TF )→ x−1H∞e (M;E) for all λ ∈ R.
Properties (a)-(c) constitute Lemma 5.1 and the last property is the content of
Lemma 5.8. The Sobolev space H2−g(Y;TF ) in (b) consists of sections of TF on
Y of variable smoothness measured by the vector bundle endomorphism 2 − g ∈
End(TF ), where g = 1 + x∂x as in (2.6). We refer to [15] for the definition and
discussion of such spaces.
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Utilizing the Mellin transform it is immediate that (4.2) is a direct sum, and
thus [
ι P
]
:
C˙∞(M;E)
⊕
C∞(Y;TF )
→ C∞TF (M;E) (4.4)
is bijective. Let
ΠY :
C˙∞(M;E)
⊕
C∞(Y;TF )
→ C∞(Y;TF )
be the projection. The trace map,
γ : C∞TF (M;E)→ C
∞(Y;TF ),
is defined to be γ = ΠY ◦
[
ι P
]−1
. In other words, γ(u) = τ if u = u0 +P(τ) ∈
C∞
TF
(M;E) with u0 ∈ C˙
∞(M;E) and τ ∈ C∞(Y;TF ).
Theorem 4.5. The operator Eλ restricts to a map
Eλ : H
2−g(Y;TF )→ DF (A)
and the map γ : C∞
TF
(M;E) → C∞(Y;TF ) extends by continuity to a bounded
surjection
γ : DF (A)→ H
2−g(Y;TF ).
Let ι : x1H2e (M;E)→ DF (A) be the inclusion map.
1 Then
[
ι Eλ
]
:
x1H2e (M;E)
⊕
H2−g(Y;TF )
→ DF (A) (4.6)
is a topological isomorphism with inverse[
I − (Eλ ◦ γ)
γ
]
: DF (A)→
x1H2e (M;E)
⊕
H2−g(Y;TF )
. (4.7)
Proof of Theorem 4.3. Property (a) above and the bijectivity of the operator (4.4)
give that
[
ι Eλ
]
=
[
ι P
]
◦
[
I Eλ −P
0 I
]
:
C˙∞(M;E)
⊕
C∞(Y;TF )
→ C∞TF (M;E) (4.8)
is also bijective. On the other hand, the map (4.6) is a topological isomorphism
which restricts to (4.8). Because the space of smooth functions C˙∞(M;E) ⊕
C∞(Y;TF ) is dense in x1H2e (M;E) ⊕ H
2−g(Y;TF ), we obtain that its image
C∞
TF
(M;E) under the isomorphism (4.6) is dense in DF (A). 
Proof of Theorem 4.5. Let H →֒ x−1L2b(M;E) denote the Hilbert space obtained
by completion of C∞c (
◦
M;E) with respect to the inner product
[u, v]H = 〈Au, u〉x−1L2
b
, u, v ∈ C∞c (
◦
M;E).
We shall take advantage of the characterization of the Friedrichs domain asDF (A) =
H ∩ Dmax(A).
1Recall that x1H2e (M;E) = Dmin(A) by [11, Theorem 4.2].
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We show first that H1e (M;E) ⊂ H with continuous embedding. Indeed, the
operator A : H1e (M;E) → x
−2H−1e (M;E) is continuous, and the x
−1L2b-inner
product satisfies ∣∣〈f, g〉x−1L2
b
∣∣ ≤ C‖f‖x−2H−1e ‖g‖H1e
for all f, g ∈ C∞c (
◦
M;E) and some C. Thus, for u ∈ C∞c (
◦
M;E), we have∣∣〈Au, u〉x−1L2
b
∣∣ ≤ C‖Au‖x−2H−1e ‖u‖H1e ≤ C′‖u‖2H1e ,
for some C′ > 0, and of course H1e (M;E) →֒ x
−1L2b(M;E). Consequently,
H1e (M;E) →֒ H as claimed.
It follows that also x1H2e (M E) is continuously embedded in H . In view of (b)
above we obtain [
ι Eλ
]
:
x1H2e (M;E)
⊕
H2−g(Y;TF )
→ H . (4.9)
We now claim that the image of this map is also contained in Dmax(A), therefore
is a subspace of DF (A). Note that (A+λ2) maps x1H2e (M;E) into x
−1L2b(M;E),
while on the other hand (d) above (see Lemma 5.8) asserts that (A+λ2)◦Eλ maps
H2−g(Y;TF ) into x−1H∞e (M;E). Thus
[
A+ λ2 (A+ λ2) ◦ Eλ
]
:
x1H2e (M;E)
⊕
H2−g(Y;TF )
→ x−1L2b(M;E) (4.10)
for every λ ∈ R. Since
[
A+ λ2 (A+ λ2) ◦ Eλ
]
= (A+ λ2) ◦
[
ι Eλ
]
, the image of
(4.9) is contained in Dmax(A). Continuity of the map (4.6) (with the graph norm
on DF (A)) follows from that of (4.10). We thus have that (4.6) maps into DF as
claimed and we proceed to show that this map is an isomorphism.
By Proposition 5.22 the operator family (4.10) is invertible for all λ ∈ R with
sufficiently large |λ|. Fix one such λ0 for which invertibility holds. Then
[
ι Eλ0
]
:
x1H2e (M;E)
⊕
H2−g(Y;TF )
→ DF (A) (4.11)
is invertible: Injectivity follows because (A + λ20) ◦
[
ι Eλ0
]
is injective in view of
the invertibility of (4.10). Let Rλ0 be the range of (4.11). By construction of the
Friedrichs extension,
A+ λ20 : DF (A)→ x
−1L2b(M;E)
is invertible, and at the same time A + λ20 : Rλ0 → x
−1L2b(M;E) is invertible
because (4.10) is invertible. But Rλ0 is a subspace of DF (A), and therefore we
necessarily have Rλ0 = DF (A), which shows that (4.11) is also surjective, hence
invertible.
The invertibility of (4.11) now implies the invertibility of (4.6) for arbitrary λ,
because [
ι Eλ
]
=
[
ι Eλ0
]
◦
[
I Eλ − Eλ0
0 I
]
and [
I Eλ − Eλ0
0 I
]
:
x1H2e (M;E)
⊕
H2−g(Y;TF )
→
x1H2e (M;E)
⊕
H2−g(Y;TF )
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is trivially invertible. Note that Eλ − Eλ0 : H
2−g(Y;TF ) → x1H2e (M;E) by (c)
above (or see Lemma 5.1).
The factorization of
[
ι Eλ
]
in (4.8) yields ΠY ◦
[
ι Eλ
]−1
= ΠY ◦
[
ι P
]−1
,
which is γ by definition. By the invertibility of (4.6),
[
ι Eλ
]−1
: DF (A)→
x1H2e (M;E)
⊕
H2−g(Y;TF )
(4.12)
is continuous, and trivially ΠY extends continuously to the projection onto the
space H2−g(Y;TF ). Consequently ΠY ◦
[
ι Eλ
]−1
, now as a map
DF (A)→ H
2−g(Y;TF ),
is the stated continuous extension of γ. 
The bijectivity of (4.4) gives that
0→ C˙∞(M;E)
ι
−→ C∞TF (M;E)
γ
−→ C∞(Y;TF )→ 0
is an exact sequence. Extending this we have
Theorem 4.13. The short sequence
0→ x1H2e (M;E)
ι
−→ DF (A)
γ
−→ H2−g(Y;TF )→ 0
is exact.
In the following we take λ = 0 and write E for E0.
Proof. Writing
[
α
γ
]
for the map (4.12) we obtain from
[
ι E
]
◦
[
α
γ
]
= α+ E ◦ γ = I : DF (A)→ DF (A),
that α = I − E ◦ γ maps into x1H2e (M;E) and also that the inverse of (4.6) is
indeed (4.7). In particular, u ∈ DF (A) and γ(u) = 0 implies u ∈ x1H2e (M;E).
From[
α
γ
]
◦
[
ι E
]
=
[
α ◦ ι α ◦ E
γ ◦ ι γ ◦ E
]
=
[
I 0
0 I
]
:
x1H2e (M;E)
⊕
H2−g(Y;TF )
→
x1H2e (M;E)
⊕
H2−g(Y;TF )
we get γ ◦ ι = 0, which gives exactness at DF (A). This shows that ker(γ) =
x1H2e (M;E) as stated, and, moreover, it implies that γ ◦ E = I on H
2−g(Y;TF )
which shows that γ : DF (A)→ H2−g(Y;TF ) is surjective with right inverse E. 
Theorem 4.14. There is δ0 > 0 such that DF (A) →֒ xδ0H2e (M;E). Consequently,
the Friedrichs extension A : DF (A) → x−1L2(M;E) is Fredholm with compact
resolvent.
Proof. By (b) above we have
E : H2−g(Y;TF )→ x
δ0H∞e (M;E)
for some 0 < δ0 < 1, and therefore
[
ι E
]
:
x1H2e (M;E)
⊕
H2−g(Y;TF )
→ x1H2e (M;E) + x
δ0H∞e (M;E) →֒ x
δ0H2e (M;E).
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This shows thatDF (A) →֒ xδ0H2e (M;E), and because the latter edge Sobolev space
embeds compactly into x−1L2b(M;E) we obtain that A : DF (A) → x
−1L2b(M;E)
is Fredholm with compact resolvent as claimed. 
5. The extension operator
We continue to work with an operator A ∈ x−2Diff2e(M;E) under the standing
assumptions (i)-(iv) stated in Section 3.
Fix an arbitrary Riemannian metric gY on Y and a positive number δ ≪ 1. Fix
also a C∞ function [·] : R → R such that [r] ≥ 1 for all r ∈ R and [r] = |r| for all
|r| ≥ r0 for some sufficiently large r0 > 0, and a cut-off function ω ∈ C∞c (R+) with
support contained in [0, c0) for some 0 < c0 ≪ 1 such that ω ≡ 1 near x = 0.
Let U ⊂ Y be an open set, small enough so that TF |U allows for a δ-admissible
trivialization over U with respect to the endomorphism g ∈ End(TF ) in (2.6).
This means (see [15]) that the restriction TF |U splits into a direct sum of trivial g-
invariant subbundles TF |U ∼=
⊕
k T
k
F,U such that there exist closed pairwise disjoint
disks Dk in the complex plane, of diameter < δ, such that, for each k, the spectrum
of the restriction of g to each fiber of T kF,U over U is contained in Dk. We refer to
such a trivialization as a δ-admissible trivialization.
A section τ of TU is of course an element τ(y) ∈ TF,y for each y ∈ U , that is,
a singular function on Z∧y of the form in (2.2). Smoothness of τ means that it,
regarded as a function on
◦
℘−1∧ (U) ⊂
◦
N∧, is a C∞ section of ℘∗∧E. By
◦
℘∧ we mean
℘∧ restricted to the interior of N∧. We refer to [14] for further information about
vector bundles like TF .
Pick a smooth local frame τµ : U → TF , µ = 1, . . . , N , respecting the δ-
admissible trivialization described above. We refer to such a local frame as a δ-
admissible frame. Assuming that U is small enough, we have that
◦
℘−1∧ (U) ∼= U×
◦
Z∧
with the typical fiber Z of the boundary fibration ℘ : N → Y, and so each τµ can
equally be considered as defined and smooth on U × Z × (0,∞). Let Z∧ be the
typical fiber of ℘∧ : N∧ → Y.
Suppose further that U is the domain of local coordinates y1, . . . , yq for Y. Sup-
pose that the metric on T ∗Y takes the form
|η|2y =
∑
k,ℓ
gkℓ(y)ηkηℓ
in these coordinates. Define [η, λ]y =
[
|η|2y + λ
2
]
.
For arbitrary ϕ, ψ ∈ C∞c (U) and each λ ∈ R define ψ(eλ)ϕ : C
−∞(U)→ C∞(U×
◦
Z∧) by
[ψ(eλ)ϕ(f)](y, z, x) =
ψ(y)
(2π)q
∫
Rq
eiyηω(x[η, λ]y)(ϕf)̂ (η) dη,
where (ϕf)̂ is the Fourier transform of ϕf . Observe that [ψ(eλ)ϕ(f)](y, z, x) is
independent of z ∈ Z, but we consider it a smooth function on U ×
◦
Z∧, or
◦
℘−1∧ (U).
Next, using the δ-admissible frame introduced above, define
ψ(Eλ)ϕ : C
−∞(U ;TF )→ C
∞(U ×
◦
Z∧;E∧)
by
ψ(Eλ)ϕ(τ) =
N∑
µ=1
ψ(eλ)ϕ(u
µ)τµ if τ =
N∑
µ=1
uµτµ.
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For every τ ∈ C−∞(U ;TF ), the function ψ(Eλ)ϕ(τ) is a C∞ function on
◦
℘−1∧ (U).
Its support is contained in a compact subset of ℘−1∧ (U) near the boundary ℘
−1(U),
and thus can be considered a smooth section of E∧ on
◦
N∧ that is supported near
N .
Now let Us, s = 1, . . . , S, be a finite open covering of Y with open sets Us of the
kind used above, and let {ϕs}Ss=1 be a subordinate partition of unity. Moreover,
let ψs ∈ C∞c (Us) be such that ψs ≡ 1 in a neighborhood of suppϕs. On each of the
sets Us we have an operator ψs(Eλ)ϕs as just defined.
Define
Eλ = Φ∗
S∑
s=1
ψs(Eλ)ϕs : C
−∞(Y;TF )→ C
∞(
◦
M;E).
We shall refer to E = E0 simply as the extension operator.
Recall that Φ∗ is the push-forward map that identifies sections of E
∧ on N∧ with
sections of E on M near the boundary N . We utilized a similar construction of
an extension operator acting from sections of the full trace bundle associated with
a first order elliptic wedge operator into the maximal domain of that operator in
[16, Section 7]. We will follow the ideas there to establish the mapping properties
of the family of extension operators, thereby taking advantage of certain technical
improvements obtained in [17].
Lemma 5.1. The family of extension operators Eλ : C
−∞(Y;TF ) → C∞(
◦
M;E)
has the following mapping properties:
(a) With the map P : C∞(Y;TF )→ C∞(
◦
M;E) in (4.1) we have
Eλ −P : C
∞(Y;TF )→ C˙
∞(M;E).
(b) There exists δ0 > 0 such that
Eλ : H
2−g(Y;TF )→ x
δ0H∞e (M;E).
(c) We have
Eλ − Eλ′ : H
2−g(Y;TF )→ x
1H∞e (M;E).
Proof. We prove these claims by a careful analysis of the operators
ψ(Eλ)ϕ : C
−∞(U ;TF )→ C
∞(U ×
◦
Z∧;E∧)
that appear in the definition of Eλ.
The first claim follows from a direct analysis of the Fourier integrals that are
involved in the definition of the operators ψ(eλ)ϕ that act on the coefficients of the
section τ ∈ C∞(U ;TF ) with respect to the chosen δ-admissible frame {τµ}Nµ=1 of
TF . We have
ψ(eλ)ϕ(f)− ψϕf ∈ C˙
∞
for every f ∈ C∞(U) (see [16, Lemma 7.6] for a proof). This implies that
[ψ(Eλ)ϕ](τ)− ψ(y)ϕ(y)ω(x)yτ(y, z, x) ∈ C˙
∞(U ×Z∧;E∧)
for τ ∈ C∞(U ;TF ), from which (a) follows immediately. Recall that y is the
map that takes an element τ ∈ TF,y and regards it as a section yτ of E∧ along
Z∧ ≈ Z∧y .
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Before proceeding with the remainder of the proof we remind the reader of the
(weighted) cone Sobolev spaces2
Ks,νt (Z
∧;E∧) = ωxνHsb (Z
∧;E∧) + (1 − ω)x−tHscone(Z
∧;E∧)
introduced by Schulze and discussed in his monographs on pseudodifferential oper-
ators on singular manifolds such as [27, 28]. We will often just write Ks,νt instead
of using the full notation.
To prove (b) and (c) we shall take the point of view that
ψ(Eλ)ϕ : C
∞(U ;TF )→ C
∞(U ;C∞(
◦
Z∧;E∧))
is a pseudodifferential operator acting from sections of the (finite-rank) bundle TF
over U to sections of an infinite-dimensional bundle over U whose fiber is a function
space on Z∧.
Disregarding the multiplication by ϕ for the moment, define the symbol
σ (y, η, λ) : TF,y → C
∞(
◦
Z∧;E∧)
by
σ (y, η, λ) = ψ(y)ω(x[η, λ]y)y.
If τ ∈ C∞(U ;TF ) is a section, then
σ (y, η, λ)[τ(y)] =
[
(z, x) 7→ ψ(y)ω(x[η, λ]y)y τ(y, z, x)
]
(5.2)
and we have, for some sufficiently small δ0 > 0,
σ (y, η, λ)[τ(y)] ∈ C∞(U × Rq+1,K∞,δ0∞ (Z
∧;E∧))
for y ∈ U and (η, λ) ∈ Rq+1 on account of the nature of the elements of TF and
the concept of smoothness for this bundle (see [14]). For the number δ0, recall the
absence of boundary spectrum on the line ℑσ = 0 (assumption (iii) in Section 3);
any 0 < δ0 < 1 that satisfies
0 < δ0 < inf {|ℑ(σ)| : ℑ(σ) < 0 and ∃y ∈ Y, (y, σ) ∈ spece(A)}
will work.
For any ̺ > 0, pull-back with respect to the diffeomorphism
◦
Z∧ →
◦
Z∧, (z, x) 7→
(z, ̺x), and normalization induces the action
κ̺u(z, x) = ̺u(z, ̺x), ̺ > 0,
on C−∞(
◦
Z∧;E∧), see (3.2). The action κ̺ restricts to the spaces K
s,ν
t (Z
∧;E∧)
for all s, ν, t ∈ R, and it is a group of isometries on the reference Hilbert space
x−1L2b(Z
∧;E∧). It also restricts to the fibers TF,y where we have κ̺ = ̺
g ∈
End(TF ), see (2.6). Directly from (5.2) we see that
σ (y, ̺η, ̺λ) = κ̺ σ (y, η, λ)κ
−1
̺ : TF,y → C
∞(
◦
Z∧;E∧) (5.3)
for all sufficiently large |η|2y + λ
2 and all ̺ ≥ 1. This twisted homogeneity relation
is analogous to (3.3) for the normal family of A.
2For readers familiar with Melrose’s scattering pseudodifferential calculus [24], we note that
the change of variables x′ = 1/x yields an isomorphism between distributions in the space Hscone
supported away from x = 0, as they occur in the definition of Ks,νt , and distributions in the
scattering Sobolev space Hssc(Z × [0, 1)) supported near x
′ = 0.
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With the fixed δ-admissible frame {τµ}Nµ=1 of TF over U we quantize the symbol
σ (y, η, λ) and get an operator family
σ (y,Dy, λ) : C
∞
c (U ;TF )→ C
∞(U ;C∞(
◦
Z∧;E∧))
[σ (y,Dy, λ)τ ](y) =
1
(2π)q
∫
Rq
eiyη
N∑
µ=1
σ (y, η, λ)[τµ(y)] ûµ(η) dη
(5.4)
for τ =
N∑
µ=1
uµτµ ∈ C∞c (U ;TF ); observe that [ψ(Eλ)ϕ](τ) = σ (y,Dy, λ)(ϕτ) for
such τ . The local symbol
σ(y, η, λ) : CN → C∞(
◦
Z∧;E∧)
σ(y, η, λ)


c1
...
cN

 = N∑
µ=1
σ (y, η, λ)[τµ(y)]c
µ
(5.5)
that is associated to σ (y, η, λ) and the frame {τµ}
N
µ=1 is C
∞ in all variables taking
values in L (CN ,Ks,δ0t ) for all s, t ∈ R. It satisfies, for all α ∈ N
q
0 and β ∈ N
q+1
0 , an
estimate
‖κ−1〈η,λ〉
(
Dαy ∂
β
(η,λ)σ(y, η, λ)
)
〈η, λ〉g(y)‖
L (CN ,K
s,δ0
t )
. 〈η, λ〉−|β|+δ|α| (5.6)
for all (η, λ) ∈ Rq+1, locally uniformly in y ∈ U . Here g(y) ∈ C∞(U,L (CN )) is
the local representation of the endomorphism g ∈ End(TF ) over U with respect to
the frame {τµ}Nµ=1, so 〈η, λ〉
g(y) ∈ L (CN ) is the local representation of κ〈η,λ〉 ∈
L (TF,y) with respect to that frame (at y).
It is at this juncture where δ-admissibility of the frame {τµ}Nµ=1 comes into play.
It guarantees that we locally work with symbols of Ho¨rmander type 1, δ for some
0 < δ ≪ 1 (which we fixed at the very beginning). The symbol estimates (5.6)
follow from (5.3) by differentiation as in [15, Proposition 3.11]. The argument
involves estimates on the y-derivatives of the local representation ̺−g(y) of κ−1̺
that appears on the right in (5.3) which rely on δ-admissibility in a crucial manner.
Pseudodifferential operators with symbols that satisfy estimates of the kind (5.6)
are continuous in
Hs
′−g
comp(U ;C
N )→Ws
′
loc(U,K
s,δ0
t )
for all s′, s, t ∈ R. This follows from untwisting the group action on the finite-rank
part utilizing the calculus in [15], combined with a boundedness result for abstract
edge pseudodifferential operators with operator-valued symbols of Ho¨rmander type
1, δ in abstract wedge Sobolev spaces3 proved in [17, Theorem 4]. Now choose
specifically s′ = δ0 + 1, s arbitrarily, and t = s − δ0 −
dimZ∧
2 . Then, as discussed
in [16, Appendix A], the space Ws
′
loc(U,K
s,δ0
t ) is a local model space for the edge
3For a Hilbert space E equipped with a strongly continuous group action {κ̺}̺>0 the abstract
edge Sobolev space Ws
′
(Rq , E) is the completion of S (Rq , E) with respect to
‖u‖2
Ws
′ =
∫
Rq
〈η〉2s
′
‖κ−1
〈η〉
û(η)‖2E dη.
This is a subspace of S ′(Rq, E). These spaces were introduced by Schulze, see [27, 28] for further
information.
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Sobolev space xδ0Hse (M;E) near the boundary. The group action in [16, Appen-
dix A] was normalized differently, so our choice of s′ = δ0 + 1 here corresponds to
the choice δ0 + 1/2 there. Putting things together gives
Φ∗
[
ψ(Eλ)ϕ
]
: H1+δ0−g(Y;TF )→ x
δ0H∞e (M;E).
Because δ0 < 1 we have H
2−g(Y;TF ) →֒ H1+δ0−g(Y;TF ), and (b) is proved.
To prove (c) we may assume λ′ = 0 without loss of generality. With fixed λ let
c(y, η) = σ(y, η, λ)− σ(y, η, 0). Note that
c(y, η) = λ
∫ 1
0
(∂λσ)(y, η, θλ) dθ, (5.7)
and that
(∂λσ)(y, η, λ) : C
N → C∞(
◦
Z∧;E∧)
is given by
(∂λσ)(y, η, λ)


c1
...
cN

 = [(z, x) 7→ ∂λ[η, λ]y
[η, λ]y
N∑
µ=1
ψ(y)(x∂xω)(x[η, λ]y)yτµ(y, z, x)c
µ
]
.
Observe that x∂xω ∈ C∞c (R+) is supported away from x = 0. Consequently, the
symbol estimates (5.6) are better for ∂λσ than what is stated there in the sense
that the L (CN ,Ks,δ0t )-norms can be replaced by any L (C
N ,Ks,νt )-norm for the
full range of regularity parameters s, ν, t ∈ R. This implies that the symbol c(y, η)
satisfies the estimate
‖κ−1〈η〉
(
Dαy ∂
β
η c(y, η)
)
〈η〉g(y)‖L (CN ,Ks,νt ) . 〈η〉
−1−|β|+δ|α|
for all α, β ∈ Nq0 and all η ∈ R
q, locally uniformly in y ∈ U , which yields as before
that
c(y,Dy) : H
s′−g
comp(U ;C
N )→Ws
′+1
loc (U,K
s,ν
t )
is continuous. For s′ = ν = 1, s arbitrary, and t = s − ν − dimZ
∧
2 we have that
Ws
′+1
loc (U,K
s,ν
t ) is a local model space for x
1Hse (M;E) near the boundary. In view
of (5.7) this implies that
Φ∗
[
ψ(Eλ)ϕ − ψEϕ
]
: H1−g(Y;TF )→ x
1H∞e (M;E)
which completes the proof of (c). 
Lemma 5.8. We have
(A+ λ2) ◦ Eλ : H
2−g(Y;TF )→ x
−1H∞e (M;E)
for all λ ∈ R.
Proof. We prove the lemma by carefully investigating the structure of the compo-
sition
(A+ λ2) ◦ ψ(Eλ)ϕ : C
−∞(U ;TF )→ C
∞(U ×
◦
Z∧;E∧). (5.9)
This composition is to be interpreted as follows. The functions in the range of the
operator σ (y,Dy, λ) in (5.4) all have support contained in a fixed set K×Z× [0, c0]
with some compact set K ⋐ U (depending on the support of ψ) and some small
c0 > 0 (depending on the support of the cut-off function ω). We identify sections of
E onM that are supported near the boundary N with sections of E∧ on N∧ using
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pull-back and push-forward with respect to Φ, and in this sense the composition
(5.9) is to be understood.
The proof relies on elaborating further on the point of view taken in the proof
of Lemma 5.1 that the operator
ψ(Eλ)ϕ : C
∞(U ;TF )→ C
∞(U ;C∞(
◦
Z∧;E∧))
is a pseudodifferential operator with an operator-valued symbol acting from sections
of the (finite-rank) bundle TF over U to sections of an infinite-dimensional bundle
over U whose fiber is a function space on Z∧. Recall that
[ψ(Eλ)ϕ](τ) = σ (y,Dy, λ)(ϕτ)
for τ ∈ C∞(U ;TF ) with the operator σ (y,Dy, λ) in (5.4). Its local symbol with
respect to the fixed δ-admissible frame {τµ}Nµ=1 is σ(y, η, λ) given by (5.5), and it
satisfies the symbol estimates (5.6).
Making use of locality we can disregard the dependence of the coefficients of
A + λ2 in (5.9) outside of the set K × Z × [0, c0] and consider without loss of
generality
A+ λ2 : C∞c (U ;C
∞(
◦
Z∧;E∧))→ C∞c (U ;C
∞(
◦
Z∧;E∧)),
A+ λ2 = x−2
∑
k+|β|≤2
ak,β(y, x)(xDy)
β(xDx)
k + λ2,
where ak,β(y, x) ∈ C∞(U ×R+,Diff
2−|β|−k(Z;EZ)) with ak,β(y, x) = 0 for (y, x) /∈
K × [0, c0]. We have
A+ λ2 =
∑
|β|≤2
aβ(y)D
β
y + λ
2,
where
aβ(y) = x
−2+|β|
2−|β|∑
k=0
ak,β(y, x)(xDx)
k ∈ x−2+|β|Diff
2−|β|
b (Z
∧;E∧). (5.10)
Let
a(y, η, λ) =
∑
|β|≤2
aβ(y)η
β + λ2 : C∞(
◦
Z∧;E∧)→ C∞(
◦
Z∧;E∧) (5.11)
be the boundary symbol associated with A+ λ2. The composition
(A+ λ2) ◦ σ (y,Dy, λ) : C
∞
c (U ;TF )→ C
∞(U ;C∞(
◦
Z∧;E∧))
is a pseudodifferential operator whose local symbol with respect to the chosen frame
{τµ}Nµ=1 of TF is
(a#σ)(y, η, λ) = c0(y, η, λ) + c1(y, η, λ) + c2(y, η, λ) : C
N → C∞(
◦
Z∧;E∧)
cj =
∑
|α|=j
1
α!
(
∂αη a
)(
Dαy σ
)
, j = 0, 1, 2.
(5.12)
We will proceed to show below that each cj(y, η, λ) satisfies for all s, t ∈ R and all
α ∈ Nq0 and β ∈ N
q+1
0 the estimate
‖κ−1〈η,λ〉
(
Dαy ∂
β
(η,λ)cj(y, η, λ)
)
〈η, λ〉g(y)‖
L (CN ,Ks,−1t )
. 〈η, λ〉2−j(1−δ)−|β|+δ|α| (5.13)
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for all (η, λ) ∈ Rq+1, locally uniformly in y ∈ U . Consequently,
‖κ−1〈η,λ〉
(
Dαy ∂
β
(η,λ)(a#σ)(y, η, λ)
)
〈η, λ〉g(y)‖
L (CN ,Ks,−1t )
. 〈η, λ〉2−|β|+δ|α|,
which implies that
(a#σ)(y,Dy, λ) : H
s′−g
comp(U ;C
N )→Ws
′−2
loc (U ;K
s,−1
t )
for all s′, s, t ∈ R. Specifically for s′ = 2, s arbitrary, and t = s− (−1)− dimZ
∧
2 the
spaceWs
′−2
loc (U ;K
s,−1
t ) is a local model space for x
−1Hse (M;E) near the boundary,
and consequently
(A+ λ2) ◦ ψ(Eλ)ϕ : H
2−g(Y;TF )→ x
−1H∞e (M;E)
as desired.
It remains to prove the estimates (5.13). To this end, note that each aβ(y) in
(5.10) belongs to
C∞(U,L (Ks,νt ,K
s−(2−|β|),ν−(2−|β|)
t ))
for all s, ν, t ∈ R, and for all α ∈ Nq0 we have
‖κ−1〈η,λ〉
(
Dαy aβ(y)
)
κ〈η,λ〉‖L (Ks,νt ,K
s−(2−|β|),ν−(2−|β|)
t )
. 〈η, λ〉2−|β| (5.14)
for all (η, λ) ∈ Rq+1, locally uniformly in y ∈ U . These estimates show that for all
α ∈ Nq0 and all β ∈ N
q+1
0 we have
‖κ−1〈η,λ〉
(
Dαy ∂
β
(η,λ)a(y, η, λ)
)
κ〈η,λ〉‖L (Ks,0t ,K
s−2+|β|,−2+|β|
t )
. 〈η, λ〉2−|β|.
Combining the latter estimate with the symbol estimates (5.6) for σ(y, η, λ) then
yields
‖κ−1〈η,λ〉
(
Dαy ∂
β
(η,λ)cj(y, η, λ)
)
〈η, λ〉g(y)‖
L (CN ,Ks,−1t )
. 〈η, λ〉2−j(1−δ)−|β|+δ|α|
for j = 1, 2. Observe that the target space can be chosen to be Ks,−1t for j = 1, 2
because the symbol a(y, η, λ) is differentiated at least once with respect to η ∈ Rq
in each occurrence in the formula (5.12) for c1 and c2.
To prove (5.13) for c0(y, η, λ) = a(y, η, λ)σ(y, η, λ) we expand a(y, η, λ) as in
(5.11) and write
c0(y, η, λ) = a0(y)σ(y, η, λ) + a1(y, η, λ)σ(y, η, λ),
a1(y, η, λ) =
∑
1≤|β|≤2
aβ(y)η
β + λ2. (5.15)
The estimates (5.14) imply that a1(y, η, λ) satisfies the symbol estimates
‖κ−1〈η,λ〉
(
Dαy ∂
β
(η,λ)a1(y, η, λ)
)
κ〈η,λ〉‖L (Ks,0t ,K
s−2,−1
t )
. 〈η, λ〉2−|β|,
and consequently
‖κ−1〈η,λ〉
(
(Dαy ∂
β
(η,λ)a1σ)(y, η, λ)
)
〈η, λ〉g(y)‖
L (CN ,Ks,−1t )
. 〈η, λ〉2−|β|+δ|α|. (5.16)
Next consider a0(y) ∈ x−2Diff
2
b(Z
∧;E∧) as given by (5.10). Taylor expansion of
the coefficients ak,0(y, x) with respect to x at x = 0 gives
a0(y) =
bAy + a˜0(y), (5.17)
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where a˜0(y) ∈ x−1Diff
2
b(Z
∧;E∧), and bAy = A∧(0) is the indicial operator, i.e.,
the normal operator A∧(0) at 0 ∈ T ∗yY. The operator a˜0(y) satisfies the estimates
‖κ−1〈η,λ〉
(
Dαy a˜0(y)
)
κ〈η,λ〉‖L (Ks,0t+1,K
s−2,−1
t )
. 〈η, λ〉1.
Combined with (5.6) we get
‖κ−1〈η,λ〉
(
(Dαy ∂
β
(η,λ)a˜0σ)(y, η, λ)
)
〈η, λ〉g(y)‖
L (CN ,Ks,−1t )
. 〈η, λ〉1−|β|+δ|α|. (5.18)
It remains to analyze bAyσ(y, η, λ). By (5.2) we have
σ (y, η, λ)[τ(y)] = [(z, x) 7→ ψ(y)ω(x[η, λ]y)yτ(y, z, x)]
for τ ∈ C∞(U ;TF ). By definition of the bundle TF we have bAyyτ ≡ 0 for all
τ ∈ C∞(U ;TF ). Consequently,
bAy σ (y, η, λ)[τ(y)] = [(z, x) 7→ ψ(y)[
bAy, ω(x[η, λ]y)]ω˜(x[η, λ]y)yτ(y, z, x)]
= [ bAy , ω(x[η, λ]y)]
(
[(z, x) 7→ ψ(y)ω˜(x[η, λ]y)yτ(y, z, x)]
)
,
where ω˜ ∈ C∞c (R+) with ω˜ ≡ 1 in a neighborhood of the support of ω. The
commutator
q(y, η, λ) = [ bAy, ω(x[η, λ]y)] ∈ C
∞(U × Rq+1,L (Ks,νt ,K
s−2,ν′
t′ ))
for all s, ν, ν′, t, t′ ∈ R, and the symbol estimates
‖κ−1〈η,λ〉
(
Dαy ∂
β
(η,λ)q(y, η, λ)
)
κ〈η,λ〉‖L (Ks,νt ,K
s−2,ν′
t′
)
. 〈η, λ〉2−|β|
hold. We have bAyσ(y, η, λ) = q(y, η, λ)σ˜(y, η, λ), where σ˜(y, η, λ) is defined based
on the cut-off function ω˜ just like σ(y, η, λ) is defined based on the cut-off function
ω. In particular, the estimates (5.6) also hold for σ˜(y, η, λ) en lieu of σ(y, η, λ).
Combining these with the estimates on q(y, η, λ) gives
‖κ−1〈η,λ〉
(
Dαy ∂
β
(η,λ)
bAyσ(y, η, λ)
)
〈η, λ〉g(y)‖
L (CN ,Ks,−1t )
. 〈η, λ〉2−|β|+δ|α|. (5.19)
In conclusion, starting with the representation (5.15) for c0(y, η, λ), further broken
up according to (5.17), we have obtained symbol estimates (5.16), (5.18), and (5.19)
which together give the desired estimates (5.13) for c0(y, η, λ). This completes the
proof of the lemma. 
Let Sm1,δ(U × R
q+1, (CN ,−g), (Ks,−1t , κ̺)), or merely S
m
1,δ for short, denote the
symbol space of all smooth L (CN ,Ks,−1t )-valued functions b(y, η, λ) on U × R
q+1
that satisfy for all α ∈ Nq0 and all β ∈ N
q+1
0 the estimate
‖κ−1〈η,λ〉
(
Dαy ∂
β
(η,λ)b(y, η, λ)
)
〈η, λ〉g(y)‖
L (CN ,Ks,−1t )
. 〈η, λ〉m−|β|+δ|α| (5.20)
for all (η, λ) ∈ Rq+1, locally uniformly in y ∈ U . Using the notation of the previous
proofs we have shown in Lemma 5.8 that
(a#σ)(y, η, λ) ∈ S21,δ(U × R
q+1, (CN ,−g), (Ks,−1t , κ̺)).
More precisely, we have (a#σ)(y, η, λ) = c0(y, η, λ) mod S
1+δ
1,δ by (5.12) and the
estimates (5.13). We further analyzed c0(y, η, λ) by breaking it up as in (5.15) as
c0(y, η, λ) = a0(y)σ(y, η, λ) + a1(y, η, λ)σ(y, η, λ),
and have shown that a0(y)σ(y, η, λ) =
bAyσ(y, η, λ) modulo S
1+δ
1,δ , see the estimates
(5.18) and (5.19). We accomplished the latter by using a Taylor expansion with
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respect to x at x = 0 of the coefficients ak,0(y, x) in a0(y) given by (5.10). Using
a Taylor expansion on the coefficients in (5.10) also for β 6= 0 and arguing as as
we did in the proof of Lemma 5.8 for a0(y)σ(y, η, λ), but for a1(y, η, λ)σ(y, η, λ)
instead, then reveals that
c0(y, η, λ) =
(
A∧(η) + λ
2
)
σ(y, η, λ)
modulo S1+δ1,δ , and thus
(a#σ)(y, η, λ) =
(
A∧(η) + λ
2
)
σ(y, η, λ)
modulo S1+δ1,δ . The twisted homogeneity relations (3.3) for A∧(η) and (5.3) for
σ (y, η, λ) show that(
A∧(̺η) + (̺λ)
2
)
σ (y, ̺η, ̺λ) = ̺2κ̺
(
A∧(η) + λ
2
)
σ (y, η, λ)κ−1̺
: TF,y → C
∞(
◦
Z∧;E∧)
for all sufficiently large |η|2y + λ
2 and all ̺ ≥ 1. Setting
σ∧(y, η, λ)[τ ] =
[
(z, x) 7→ ψ(y)ω
(
x
√
|η|2y + λ
2
)
y τ(y, z, x)
]
for y ∈ U , (0, 0) 6= (η, λ) ∈ Rq+1, and τ ∈ C∞(U ;TF ) in analogy with the definition
of the full symbol σ (y, η, λ) in (5.2), we obtain the twisted homogeneous principal
symbol σ∧(y, η, λ) associated with σ (y, η, λ). This principal symbol satisfies
σ∧(y, ̺η, ̺λ) = κ̺ σ∧(y, η, λ)κ
−1
̺
for all y ∈ U , (η, λ) ∈ Rq+1\{(0, 0)}. Thus also (a#σ)(y, η, λ) has a twisted homo-
geneous principal symbol (a#σ)∧(y, η, λ) given by
(a#σ)∧(y, η, λ)


c1
...
cN

 = (A∧(η) + λ2)σ∧(y, η, λ)[ N∑
µ=1
cµτµ(y)
]
for
[
c1 · · · cN
]†
∈ CN , and the principal symbol (a#σ)∧(y, η, λ) determines
(a#σ)(y, η, λ) modulo S1+δ1,δ .
Definition 5.21. The normal family of the parameter-dependent family of exten-
sion operators Eλ : C
−∞(Y;TF )→ H∞e (M;E) is the family
E∧(η, λ) = ω(x
√
gY(η) + λ2) y : TF,y → C
∞(Z∧y ;EZ∧y ), (η, λ) ∈
(
T ∗yY × R
)
\0.
By the previous lemmas and remarks, the composition
(A+ λ2) ◦ Eλ : H
2−g(Y;TF )→ x
−1H∞e (M;E)
is, after appropriate trivialization of the bundles locally near the boundary, given
by pseudodifferential operators with parameter-dependent operator valued symbols
of class S21,δ(U × R
q+1, (CN ,−g), (Ks,−1t , κ̺)), and the normal family
(A∧(η) + λ
2) ◦ E∧(η, λ) : TF,y → C
∞(Z∧y ;EZ∧y )
determines these boundary symbols modulo S1+δ1,δ (U×R
q+1, (CN ,−g), (Ks,−1t , κ̺)).
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Proposition 5.22. Under the assumptions (i)-(iv) in Section 3 on the operator
A ∈ x−2Diff2e(M;E), the operator family
[
A+ λ2 (A+ λ2) ◦ Eλ
]
:
x1H2e (M;E)
⊕
H2−g(Y;TF )
→ x−1L2b(M;E) (5.23)
is invertible for all sufficiently large |λ| ≫ 0.
Proof. By the conditions (i)-(iv), the parameter-dependent homogenous w-principal
symbol wσ (A)(ξ)+λ2 of the operator family A+λ2 is invertible on
(
wT ∗M×R
)
\0,
see (3.6). Moreover, the parameter-dependent normal family
[
A∧(η) + λ
2 (A∧(η) + λ
2) ◦ E∧(η, λ)
]
:
D∧,min
⊕
TF,y
→ x−1L2b(Z
∧
y , EZ∧y )
is invertible on
(
T ∗Y × R
)
\0. The latter follows because the normal family of
Friedrichs extensions
A∧(η) + λ
2 : D∧,F → x
−1L2b(Z
∧
y , EZ∧y )
is invertible on
(
T ∗Y × R
)
\0 by (3.8), and because we have[
A∧(η) + λ
2 (A∧(η) + λ
2) ◦ E∧(η, λ)
]
=
(
A∧(η) + λ
2
)
◦
[
ι E∧(η, λ)
]
,
where [
ι E∧(η, λ)
]
:
D∧,min
⊕
TF,y
→ D∧,F
is bijective on
(
T ∗Y × R
)
\0. The latter isomorphism, as was discussed in Sec-
tion 3, is a consequence of the main result of [10] characterizing the domain of
the Friedrichs extension for elliptic cone operators. These observations, combined
with the assumption on the indicial roots of A in (iii) of Section 3 and the careful
structural analysis of the operator family (A+ λ2) ◦Eλ carried out in the proofs of
Lemmas 5.1 and 5.8, enable us to construct a parameter-dependent parametrix[
P (λ)
T (λ)
]
: x−1L2b(M;E)→
x1H2e (M;E)
⊕
H2−g(Y;TF )
(5.24)
to the operator family (5.23), utilizing (local) symbolic inversion, quantization,
patching, and a formal Neumann series argument along the lines of the methods
developed in Schulze’s parameter-dependent edge calculus (see [8, Chapters 2 and
3], [27, Chapter 3], or [28, Chapter 3]; the reader may also consult [11, Section 6]).
There are some minor differences of a merely technical nature in our situation
when compared to those references pertaining to the boundary symbolic and oper-
ator calculus. Namely, in said references only standard Sobolev spaces of sections
appear on Y. If the reader desires to reduce to that situation, the operator fam-
ily (5.23) must be composed from the right (over Y) with an invertible family of
parameter-dependent operatorsR(λ) belonging to the parameter-dependent version
of the calculus of [15]. This yields an operator family
[
A+ λ2 K(λ)
]
:
x1H2e (M;E)
⊕
H2(Y;TF )
→ x−1L2b(M;E), (5.25)
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where K(λ) = (A+ λ2) ◦ Eλ ◦R(λ). The operator family K(λ), and along with it
the full operator matrix (5.25), then almost belongs to the class discussed in the
referenced literature, but is locally near the boundary based on operator-valued
symbols of class 1, δ for some δ > 0, whereas in Schulze’s calculus only type 1, 0
symbols are considered. That this modification does not cause any changes to the
results follows from [17].
Alternatively, the reader may from the very beginning consider a generalized
parameter-dependent boundary symbolic and operator calculus by allowing group
actions generated by bundle endomorphisms on the bundles over Y, and incorpo-
rate those actions into symbol estimates of type 1, δ in the form stated in (5.20).
All results of Schulze’s calculus generalize to this wider class. That this is indeed
the case only requires the pseudodifferential calculi introduced in [15, 17]. In par-
ticular, the wider class of parameter-dependent edge pseudodifferential operators
then contains the operator family (5.23) and its parametrix (5.24) directly.
The parametrix (5.24) now yields an inverse of (5.23) modulo operator families
that are rapidly decreasing in the parameter λ ∈ R, i.e.,[
A+ λ2 (A+ λ2) ◦ Eλ
]
◦
[
P (λ)
T (λ)
]
− I ∈ S (R,L (x−1L2b(M;E))),
[
P (λ)
T (λ)
]
◦
[
A+ λ2 (A+ λ2) ◦ Eλ
]
−
[
I 0
0 I
]
∈ S

R,L

 x1H2e (M;E)⊕
H2−g(Y;TF )



 .
Consequently, the invertibility of (5.23) for large |λ| follows, and the proposition is
proved. 
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