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a  difundir  y  utilizar  solo  con  fines  académicos,  no  comerciales, mencionando 
expresamente  a  sus  autores,  tanto  la  propia  memoria,  como  el  código,  los 





























































ProsymbABS  es  una  aplicación  desarrollada  para  computar  el  consumo  de  recursos 






árbol para  calcular  los distintos  recursos  consumidos por  la ejecución del programa, 














































It  is  symbolic  because  it  provides  a  symbolic  representation  of  the  resource 
consumption, by counting  the number of objects created  (including  their  types),  the 
number of method calls and the number of instructions executed. 
The application receives the ABS syntax tree, from the compiled code, and executes it 
to  calculate  the  different  resources  consumed  by  the  program  execution,  as  the 
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1. Introducción 
 
Durante  los  primeros  años  del  desarrollo  de  los  ordenadores,  el  hardware 
representaba  el  coste  dominante  de  los  sistemas  y  debido  a  ello  los  estudios  de 
rendimiento  se  concentraban  en  el  hardware.  Actualmente,  según  la  tendencia 
apreciable, el  software  representa una porción  cada  vez mayor de  los presupuestos 
informáticos,  incluye  el  sistema  operativo  de  multiprogramación/multiproceso, 
sistemas de comunicaciones de datos, sistemas de administración de bases de datos, 
sistemas de apoyo a varias aplicaciones. Por lo tanto, la necesidad de evaluación de las 
prestaciones  es  una  consecuencia  natural  del  aumento  de  la  potencia  y  de  la 
complejidad de los sistemas.  
En  los primeros tiempos  los ordenadores eran concebidos para que  fuesen utilizados 
en  su  totalidad  por  el  programador  (prácticamente  no  existía  el  software),  y  los 
elementos  fundamentales  para  la  medición  eran  la  longitud  de  la  palabra  del 
ordenador, el  conjunto de  instrucciones y  su  implementación, el  ciclo de base de  la 
CPU,  el  tiempo  de  ejecución  de  una  instrucción  característica  (Por  ejemplo  la 
instrucción sumar).  
La  aparición  del  software,  de  los  periféricos  cada  vez  más  sofisticados,  y  de  las 
unidades  centrales  más  complejas  (multiprocesadores,  pipelines,  memorias  cache, 
etc.) con sistemas de interrupciones muy sofisticados, el aumento de la dimensión de 
las  memorias,  todo  ello  ha  hecho  que  la  evaluación  del  comportamiento  se  haya 
convertido  en  un  cuerpo  de  doctrina  en  el  que  no  sólo  se  ha  de  considerar  el 
hardware,  sino  también  las  facilidades  proporcionadas  por  el  software  al  acercar  la 
máquina a los usuarios, provocando entonces la aparición del “overhead” (es decir, de 
los  gastos  generales  de  la  máquina  para  repartir  los  recursos  entre  los  distintos 
usuarios) que lleva asociado todo software.  
Todas estas consideraciones hacen comprender que la evaluación del comportamiento 
no  es  tarea  sencilla,  ya que ha de  tener en  cuenta muchos  y  variados  aspectos del 
hardware, del software y de las aplicaciones que se han de llevar a cabo en el sistema 
informático.  En  consecuencia,  evaluamos  un  sistema  para  comprobar  que  su 
funcionamiento es el correcto, es decir, el esperado.  
El  análisis  de  software es  el  proceso  automatizado  de  analizar  el  comportamiento 
del software. Existen dos tipos principales de análisis, el análisis estático de software y 




casos  se  realiza en el  código objeto. El  término  se  aplica generalmente  a  los 
análisis realizados por una herramienta automática, el análisis realizado por un 
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 Análisis  dinámico  de  software:  supone  la  ejecución  del  programa  y 
observación  de  su  comportamiento.  Para  que  el  análisis  dinámico  resulte 
efectivo el programa a ser analizado se debe ejecutar con los suficientes casos 
de prueba como para producir un comportamiento interesante, se pueden usar 
varias  estrategias  de pruebas  de  software para  lograr  esto  tales  como 
cobertura de código o  simplemente programas conocidos como “fuzzers” que 
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El  análisis  de  rendimiento,  comúnmente  llamado profiling,  es  la  investigación  del 
comportamiento de un programa de computadora usando  información reunida desde 
el análisis  dinámico del  mismo.  El  objetivo  es  averiguar  el  consumo  de  recursos 
obtenidos tras la ejecución de diferentes partes del programa para detectar los puntos 
problemáticos  y  las  áreas  donde  sea  posible  llevar  a  cabo  una optimización  del 





es  buena,  pero  es  vista  más  como  una  actividad  interna  que  suele  carecer  de 
información  cuando  no  es  evaluado  por  personal  realmente  especializado  y  en  el 
entorno adecuado para ello. 




en  su  propio  profiler.  Es  decir,  en tiempo  de  compilación,  inserta  el  código  en  el 
programa a ser analizado. Ese código introducido produce salidas de datos de análisis. 
“Las  herramientas  de  análisis  de  programas  son  extremadamente 
importantes  para  entender  el  comportamiento  de  los  programas.  Los 
arquitectos  informáticos necesitan esas herramientas para evaluar cómo 
rendirán  los programas en nuevas arquitecturas.  Los desarrolladores de 
software  necesitan  herramientas  para  analizar  sus  programas  e 
identificar  secciones  críticas  de  código.  Los  desarrolladores  de 
compiladores  a  menudo  utilizan  herramientas  para  saber  cómo 
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 Velocidad  de  ejecución: Cuando  la  ejecución  de  un  programa  conlleva  la 
creación  de  varios  procesos  y  el  sistema  consta  de  más  de  un  procesador, 
existe la posibilidad de asignar un proceso a cada procesador de tal forma que 
el programa se ejecuta de una forma más rápida. 




los  que  hay  una  captura  de  datos.  La  recolección  de  datos  se  puede 
estar  haciendo  de  diversas  entidades  físicas  como  por  ejemplo  en 
edificios  o  en  estancias  dentro  de  un  edificio.  No  sería  tolerable  un 




captura  de  los  datos  como  su  tratamiento  y  posterior  actuación  son 
candidatos a ser procesos distintos y de naturaleza concurrente. 
o 2.  Tecnologías Web: La mayoría de  los programas  relacionados  con  la 







o 3.  Aplicaciones  basadas  en  interfaces  de  usuarios: La  concurrencia  en 
este  tipo  de  aplicaciones  va  a  permitir  que  el  usuario  pueda 
interaccionar con la aplicación aunque ésta esté realizando alguna tarea 









o 4.  Simulación: Los  programas  secuenciales  encuentran  problemas  al 
simular  sistemas  en  los  que  existen  objetos  físicos  que  tienen  un 
comportamiento  autónomo  independiente.  La  programación 




un  papel  muy  importante  cuando  se  va  a  permitir  a  varios  usuarios 
interactuar  con  el  sistema.  Cada  usuario  puede  ser  visto  como  un 
proceso. Obviamente  hay  que  implementar  la  política  adecuada  para 
evitar situaciones en las que dos usuarios modifican al mismo tiempo un 









mismo  tiempo  a  una  variable  compartida  entre  los  dos  para  actualizarla.  Nos 
interesa que todas las líneas de código de un proceso se ejecuten en un solo paso 
sin ningún tipo de intercalado con las otras líneas del otro proceso. A la porción de 
código que queremos que se ejecute de  forma  indivisible se  le denomina sección 
crítica. Nos interesa asegurarnos que las secciones críticas se ejecuten en exclusión 





nivel. Una  instrucción de alto nivel  se  convierte en un  conjunto de  instrucciones 
máquina.  Estas  instrucciones  máquina  son  las  que  realmente  se  ejecutan 
concurrentemente. En el paradigma secuencial este hecho carece de  importancia 

















más  rápido que  la  tecnología  necesaria  para  su  producción.  La  complejidad  y  el 
tamaño de  los programas actuales exigen el uso de herramientas  formales ágiles 
que aseguren  la construcción de software correcto. Asimismo, con el crecimiento 
explosivo  de  la  “tecnología  de  la  información”,  cobran  enorme  relevancia  los 
análisis  y  demostraciones  de  propiedades  de  seguridad,  que  puedan  ayudar  a 
evitar, por ejemplo, graves errores en protocolos de comunicación y servicios web. 
Los  lenguajes  utilizados  en  este  ámbito  (XML,  HTML,  etc.)  plantean  el  reto  de 













último punto. Es  interesante observar el comportamiento de  los programas a  la hora 
de  repartir  el  consumo  de  recursos  entre  los  distintos  procesadores  ya  que  puede 
haber  procesadores  que  reciban  una  alta  carga  de  trabajo  y  otros  que  no  estén 
trabajando. Se puede conseguir una gran optimización en el código de  los programas 
concurrentes conociendo su consumo de recursos. 
ProsymbABS  es  un  perfilador  dedicado  al  estudio  del  consumo  de  recursos  de 
aplicaciones concurrentes, basados en el lenguaje ABS. 
2.3. Lenguaje ABS 
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de control concurrente abstrayendo varios detalles de  implementación que resultaría 
ser  ignorado  a  nivel  de  modelado,  tales  como  la  representación  concreta  de 
estructuras  de  datos  internas,  la  planificación  de  las  activaciones  de  método  y  las 
propiedades de los entornos de comunicación. 





objetos sin transferir el control de  la  llamada, usando para ello  los tipos futuros. Una 







objetos.  Ejemplos  de  lenguajes  orientados  al  diseño  son  UML/OCL,  FDL  y 
lenguajes de descripción arquitectural. 
 Lenguajes declarativos: se basan es aspectos funcionales como concurrencia e 
interacción,  identificando un pequeño  conjunto de primitivas  y  su  semántica 
formal. Ejemplos de lenguajes declarativos son los modelos de autómatas. 
 Lenguajes orientados a  la  implementación: se centran en  las propiedades del 
comportamiento  de  sistemas  implementados.  Ejemplos  de  lenguajes 
orientados a la implementación son JML y Spec#. 
ABS  se  sitúa  en  esas  tres  categorías.  Comparte  con  los  lenguajes  orientados  a  la 
implementación que está diseñado para que se acerque a la manera de pensar de los 
programadores, es decir, es un  lenguaje de alto nivel, ya que mantiene una  sintaxis 









de  Creol  [2]  sobre  los  grupos  de  objetos  concurrentes  llamados  cogs.  Los  cogs  se 
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propios  heaps.  El  comportamiento  del  cog  se basa  en  una multitarea  de  peticiones 
externas  y  activaciones  de  métodos  internos.  Únicamente  las  llamadas  asíncronas 
pueden ocurrir entre diferentes cogs, los cuales no comparten el mismo heap. 




Conceptualmente,  cada  cog  tiene  un  procesador  dedicado  y  está  ubicado  en  un 
entorno distribuido con comunicación asíncrona y desordenada.  
El conjunto de objetos está ubicado dentro del cog. En el nivel superior del modelo de 




pueden  ver  como  disparadores  de  actividad  concurrente,  creando  nuevas  tareas 
(también llamados procesos) en el objeto llamado. 
ABS mezcla un comportamiento activo, caracterizado por un método principal, con un 









La  sintaxis  del  nivel  de  objetos  concurrentes  del  núcleo  ABS  se  puede  observar  a 
continuación: 
Syntactic categories  Definitions 
C, I, m in Names  P ::= Dd F IF CL  {T  x ; s} 
g in Guard   IF ::= interface I { Sg } 
s in Statement  CL ::= class C [(T  x )] [implements I ] {T  x ; M } 
    Sg ::= T m (T  x ) 
    M ::= Sg {T  x ; s} 
      g ::= b | e? | g   g 
      s ::= s; s | x = rhs | suspend | await g | skip 
     | if b {s} [else {s}] | while b {s} | return e 
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En  la expresión “await g”  la guarda g controla  la  liberación del proceso. Consiste en 
una  condición  booleana  que  cuando  se  evalúa  a  falso,  el  procesador  se  libera  y  el 
proceso  activo  se  suspende.    Cuando  el  procesador  se  encuentra  libre,  un  proceso 
disponible en el conjunto de procesos suspendidos se ejecutará. 
2.3.4.3. Llamadas síncronas y asíncronas 
La comunicación de ABS se basa en  llamadas asíncronas, denotadas por  la expresión 
“o!m(e)”  y  en  llamadas  síncronas,  denotadas  por  la  expresión  “o.m(e)”,  donde  “o” 
corresponde al objeto  llamante, el signo “!” denota una  llamada asíncrona y el signo 
“.”  denota  una  llamada  asíncrona,  “m”  corresponde  al  nombre  del método  que  se 
quiere  llamar y “e” corresponde a  los parámetros de entrada del método. Cualquier 
método se puede llamar tanto síncrona como asíncronamente. 
Tras realizar  la  llamada asíncrona “x = o!m(e)”, el procesador  llamante seguirá con su 
ejecución  sin  parar  para  realizar  la  llamada.  Aquí  “x”  corresponde  a  una  variable 
futura, es decir, una variable que corresponde al retorno de un valor el cual aún no se 
ha calculado. 
2.3.4.4. Operaciones para variables futuras 
Existen dos  tipos de operaciones que  se  realizan en  variables  futuras que  controlan 
explícitamente la sincronización externa de ABS.  
La primera operación  corresponde  a un  test de  retorno que  se ejecuta mediante el 
comando “?”. Siendo “e” una expresión que denota una variable  futura,  la expresión 
“e?”  se  evaluará  a  falso  hasta  que  se  responda  a  la  llamada  que  devuelva  el  valor 
calculado  de  “e”  (estos  test  de  retorno  se  utilizan  principalmente  en  las  guardas 
(comando await)). 
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Figura 1.1: Sintaxis del nivel de ABS para objetos concurrentes 
2.4. Motivación 
El  hardware  ha  seguido  durante  años  la Ley  de Moore.  Las  velocidades  de  reloj  se 
incrementaron y el software se escribía para explotar este crecimiento incesante en el 
rendimiento,  a menudo  por  delante  de  la  curva  de  los  equipos  físicos.  Esa  relación 
simbiótica entre hardware y software continuó sin cesar hasta hace muy poco. La Ley 






Los  ingenieros  de  hardware  han  mejorado  el  rendimiento  del  software  secuencial 
haciendo que las instrucciones se ejecuten antes de que se conozcan los resultados de 




Hemos  llegado,  pues,  a  un punto  de  inflexión.  El  ecosistema  de  software  debe 
evolucionar  para  apoyar mejor  y  adaptarse  correctamente  a  los  sistemas  de  varios 
núcleos, y esta evolución  llevará  tiempo. Para beneficiarse de  la  rápida mejora en el 
rendimiento  de  los  equipos  deberá  ejecutarse  cada  vez más  rápido  en  cada  nuevo 
hardware.  La  comunidad  de  desarrolladores debe  aprender  a  construir  aplicaciones 
simultáneas  multi‐hilo.  La  importancia  de la  arquitectura  y  el  diseño  limpio es 
fundamental para la reducción de la complejidad del software, y mejora la capacidad y 
facilidad  de  mantenerlo.  Hay  que  poner  énfasis  en  la  comprensión,  no  sólo  de  las 
capacidades de la plataforma, sino también de las mejores prácticas emergentes. 
Para  el  desarrollo  de  ProsymbABS  se  ha  tenido  en  cuenta  todos  los  aspectos 
relacionados  con el profiling en  sistemas  concurrentes. Puesto que el desarrollo del 
hardware está  llegando a su  límite  físico, se postula como necesidad  la optimización 
del software para mejorar el rendimiento de los programas. En concreto hay que tener 
en cuenta la importancia de la concurrencia en el desarrollo software debido a que una 
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En  Java existen perfiladores  como  JProfiler  [3] o el  JBoss  [4], pero el  análisis de  los 






para  observar  el  comportamiento  de  su  ejecución  para  calcular  los  recursos 
consumidos.  Como  el  proyecto  consiste  en  un  perfilador  simbólico,  guardaremos  la 
información  que  recojamos  como  información  simbólica,  como  el  número  de  los 






























 Detalle de  las  Interfaces,  clases  y métodos: A  partir  de  esta  información  se 













ello  se  crea  un  Objeto  Concurrente  que  reúne  todas  las  instrucciones  y  las 
variables  que  se  declaren  en  este  método  (incluidos  los  nuevos  Objetos 
Concurrentes que se declaren). 
 Los  errores  Sintácticos  y  Semánticos  del  programa:  Se  obtienen  los  errores 
que  el  parser  de  ABS  encuentra  en  el  código.  Devuelve  la  línea  donde  se 
produce el error y un comentario de error. 




3.1. Organización de ProsymbABS 
La primera tarea de la aplicación es interpretar la información obtenida del parser por 
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3.1.1. Main	
En  este  paquete  se  encuentran  las  clases  principales  de  la  aplicación.  La  clase 
MainClass realiza  la  interpretación del parser ABS, obteniendo  los errores, si hay, del 
programa  ABS,  las  diferentes  clases  con  sus  métodos,  los  objetos  y  objetos 




Figura 2.1: Ejemplo código MainClass 
Los Objetos Concurrentes son las piezas en torno a las que gira la aplicación. Cada uno 
de estos objetos guarda  la  información de  la clase a  la que pertenecen y una cola de 
los  métodos  que  van  a  ejecutar  en  el  programa  ABS.  Estos  métodos  los  hemos 
identificado  como  la  clase  Tarea,  donde  se  guarda  el  método  a  ejecutar  y  sus 
parámetros  de  entrada.  El método  a  ejecutar  es  una  clase  de  tipo Metodo  el  cual 
guarda la información sobre la clase a la que pertenece, los parámetros de entrada del 
método  y  la  cola  de  comandos  de  la  que  se  compone  dicho  método.  Las  Tareas 










Figura 2.2: Ejemplo código ObjetoConcurrente 
Clase guarda  la  información de  las clases declaradas en el programa ABS. Cada clase 
define sus propios métodos, por  lo que nuestra estructura de datos guarda en Clase 
una  tabla  con  los métodos y  los atributos de  las  clases que el usuario declara en el 
programa ABS. 
Por  último,  este  paquete  se  compone  de  la  clase  Contexto,  el  cual  es  la  principal 
característica del perfilador. Contexto es una estructura de datos que guarda toda  la 
información  que  la  clase  MainClass  va  interpretando  del  parser  ABS.  Contexto  se 
desarrollo  para  guardar  esta  información  de  forma  que  después  del  compilado  del 
código ABS fuera relativamente sencilla  la ejecución del programa y  la recolección de 
los  datos  del  consumo  de  recursos  de  ABS  por  parte  del  perfilador.  En  esta  clase 
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Figura 2.3: Ejemplo código Contexto 
 
Figura 2.4: Diagrama de clases del paquete Main 
3.1.2. Interfaz	
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Las  clases  LinePainter  y  LinePainterError  son  básicamente  el  mismo  código,  la 
diferencia  es  que  el    primero  se  encarga  en  colorear  la  línea  donde  está  el  cursor 
apuntando,  y  el  segundo  se  encarga  de  colorear  las  líneas  donde  el  parser  ABS  ha 
encontrado errores. 
La  clase  Interfaz  tiene  como  atributo  un  objeto  de  tipo  MainClass,  el  cuál  es  el 
intérprete que estará compilando el código con cada cambio que se haga en el panel 
central, donde aparece el código ABS. El usuario podrá ejecutar el código compilado en 
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definirán  todas  las  clases  que  hereden  de  la  misma.  De  entre  todos  los  tipos  de 
comandos  que  se  han  diseñado  para  el  proyecto  (Asignación,  ComandoAsyncCall, 
ComandoAwait,  ComandoIf,  ComandoSyncCall,  ComandoWhile,  Return)  cabe 
destacar los siguientes: 
 ComandoAsyncCall:  se encarga de hacer  las  llamadas asíncronas que  realizan 
los objetos concurrentes. Para ello crea una nueva tarea en la cola de tareas del 
objeto concurrente que realice la llamada. 
 ComandoAwait:  realiza  las mismas  funciones  que  la  primitiva  await  de ABS. 
Consta de una expresión booleana que para la ejecución del objeto concurrente 
que lance este comando hasta que la expresión se evalúe a cierto. 
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Figura 2.7: Ejemplo de código ComandoAwait 
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 Booleano,  Cadena,  Entero:  son  los  tipos más  comunes  que  aparecen  en  los 





atributos, el valor y un booleano de acabado, de  forma que  cuando  valor  se 
rellene, el booleano pasará a  ser cierto por  lo que  se podrá obtener  su valor 
con la instrucción get. 
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Figura 2.10: Ejemplo código Futuro 
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3.1.5. Expresiones	
El último paquete de  la  implementación corresponde al de Expresiones. Al  igual que 
en Comandos y TipoValue existe una clase padre Expr de  la que heredan el resto de 
clases. Las expresiones  implementan el método eval en vez del ejecutar   de  los otros 
paquetes ya que se evalúa la expresión y se devuelve un objeto de tipo TipoValue tras 
la  evaluación.  De  todas  ellas  (AsyncCall,  BinOp,  ConstBool,  ConstInt, 





 BinOp:  se  encarga  de  evaluar  las  expresiones  de  operaciones  binarias  para 
devolver una expresión que se asignará a una variable. 
 ConstBool,  ConstInt,  ConstString:  evalúan  las  expresiones  de  tipo  Booleano, 
Entero y Cadena. 
 ConstObjConcurrente:  evalúa  la  expresión  “new  cog”  para  asignar  a  una 
variable un objeto de tipo ObjetoConcurrente. 
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Figura 2.13: Ejemplo código ConstObjConcurrente 
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Figura 2.15: Ejemplo código ExprGet 
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4. Resultados obtenidos 
 
Para  probar  el  funcionamiento  de  ProsymbABS  realizamos  una  prueba  para  el 
algoritmo  de  Fibonacci  en  el  que  realizamos  llamadas  asíncronas  por  cada  llamada 




















Figura 3.1: Programa de fibonacci ABS 
Como  ABS  no  tiene  ningún  perfilador  desarrollado  por  el  momento,  probamos  la 
ejecución del programa en ABS puro que nos proporciona el plugin de ABS Tools. Este 
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El  programa  ABS  realiza  una  ejecución  del  algoritmo  de  Fibonacci  para  el  número 
cuatro. Debido a  la  recurrencia y a que, como hemos explicado antes, cada  llamada 




devolverá  el  árbol  sintáctico  resultante.  Una  vez  compilado  el  código  se  realiza  el 
parseado  del  árbol  sintáctico  para  guardar  toda  la  información  en  la  variable  de 
Contexto de la aplicación como las diferentes clases definidas, la lista de comandos de 
cada método, preparar la lista de ejecución de los objetos concurrentes (en este caso 
al  principio  sólo  contamos  con  el objeto  concurrente  “Main”). Con  ello  ya  tenemos 
todo  listo para  iniciar  la ejecución del programa y  realizar el análisis de consumo de 
recursos sobre el mismo. 
La  ejecución  del  código  se  puede  realizar  de  dos  maneras.  La  primera  consiste  en 
realizar  la  ejecución  completa  del  programa,  es  decir,  partiremos  desde  el  bloque 
principal del programa ABS y obtendremos la siguiente salida por consola: 
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ProsymbABS muestra  la  información simbólica recogida de  la ejecución del programa 
ABS. Debido a que ejecutamos el programa ABS desde el método principal, creamos 
una  clase  “Main”  donde  empezará  a  ejecutarse  el  código  del  programa ABS. Desde 
esta  clase  se  realiza  una  llamada  asíncrona  al  algoritmo  de  fibonacci  mediante  la 
creación de un cog nuevo “a” previamente. Al tratarse de una  llamada asíncrona, se 
crea una variable futura para reservar el valor del resultado que devolverá la llamada a 
fibonacci.  Dentro  de  su  cog  el  objeto  “a”  ejecutará  el  código  del  algoritmo  de 
fibonacci. Como el parámetro que recibe es mayor que uno (cuatro), toma el camino 
por  la  parte  recursiva  del  algoritmo  y  realiza  dos  llamadas  asíncronas  para  que 
continúen la ejecución.  
Por lo tanto se seguirán creando nuevos cogs hasta que el valor del parámetro sea 0 o 
1, por  lo que habremos  llegado al caso base del algoritmo y  la  llamada retornará un 
valor  de  resultado.  En  el  algoritmo  de  fibonacci  crea  ocho  cogs  nuevos  para  esta 
ejecución, más  la  llamada del bloque principal  se  crean un  total de nueve  cogs que 
coincide  con  el  número  de  cogs  creados  en  la  ejecución  realizada  anteriormente 
únicamente del código ABS. 
Cada cog que se crea se le asigna un identificador para diferenciar los distintos cogs, ya 
que  se puede dar el  caso de que  se  creen  cogs  con el mismo nombre. Mostramos, 
además, las diferentes llamadas a métodos provenientes de los cogs creados. De cada 
llamada  a  método  se  muestra  información  referente  al  número  de  instrucciones 
ejecutadas en cada método y el número de llamadas asíncronas que se realizan. 
Aparte  de  mostrar  los  datos  correspondientes  a  cada  método  ejecutado  en  el 
programa, se muestra, además, la cuenta total del número de instrucciones que se han 
ejecutado  en  el  programa  ABS  (asignaciones,  creación  de  objetos,  operaciones 
binarias,  llamadas  asíncronas,  operaciones  de  retorno).  En  total,  como  se  puede 
observar  en  la  imagen  anterior,  se  ejecutan  74  instrucciones  (comandos)  en  la 
aplicación. 
Por  último  calculamos  el  tiempo  que  ha  tardado  ProsymbABS  en  realizar  esta 
ejecución,  para  ello marcamos  con  una  variable  el  punto  de  inicio  y  el  punto  final, 
dentro del código de nuestra aplicación, con la que se calculará el tiempo transcurrido 
entre  ambos  puntos.  Comenzamos  a  contar  justo  antes  de  lanzar  la  ejecución  del 
programa ABS  y  paramos  de  contar  cuando  termina  de  ejecutarse  el  último  objeto 
concurrente que queda en la lista de objetos concurrentes. 
El  segundo  tipo de ejecución  con el que  se puede  trabajar en ProsymbABS es el de 
ejecutar  únicamente  el  método  deseado,  para  ello  se  selecciona  el  método  en  el 
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Figura 3.4: Ejecución parcial en ProsymbABS 
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Figura 3.5: Resultado ejecución parcial en ProsymbABS 
Se observan unos pequeños cambios con respecto a la ejecución anterior. En este caso 
la ejecución no comienza desde el bloque principal por lo que no hay creado un objeto 
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5. Manual del usuario 
A  continuación  presentamos  el manual  de  la  aplicación.  Como  requisito  previo  a  la 
ejecución es necesario tener  instalado  la última versión de Java en el ordenador para 
que  la  aplicación  funcione  correctamente  con  todos  los  plugins  con  los  que  se  ha 
implementado. 
5.1. Inicio 
Tras  iniciar  la  aplicación  nos  aparecerá  la  siguiente  pantalla,  correspondiente  a  la 
interfaz de la aplicación: 
 
Figura 4.1: Interfaz de la aplicación 





entrada. Por último, el panel  inferior corresponde a  la consola de  la aplicación donde 
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5.2. Edición 
Podemos empezar a editar nuestro código directamente en el área de texto del panel 
central,  o  bien,  podemos  abrir  un  archivo  en  formato  ABS.  Para  elloo  le  damos  a 
Archivo (barra superior) y luego a Abrir. 
 
Figura 4.2: Pestaña Archivo 
Una  vez  le  hayamos  dado  a  abrir  aparecerá  un  explorador  de  archivos  de  nuestro 
ordenador desde donde podemos seleccionar uno para abrir. 
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Figura 4.4: Interfaz con código compilado 
5.3. Errores 
El  código  del  panel  central  se  podrá  ir  editando  y,  al  igual  que  Java,  el  compilador 
seguirá funcionando con cada cambio que registre el código. Podremos ver los errores 
que  aparecerán marcados  con  una  línea  roja  facilitándonos  su  depuración. Una  vez 
corregido el error la línea roja desaparecerá. 
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5.4. Planificación 
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Figura 4.8: Botón play 
 
5.5.2. Ejecución	parcial	del	código	ABS	
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Figura 4.9: Panel de clases 
Una  vez  seleccionado  el método  se  refrescará  el  panel  que  tenemos  a  la  derecha, 
desde donde podemos inicializar los parámetros de entrada. Si no recordamos el tipo 
de los atributo, podemos saberlo poniendo el cursor encima del nombre del atributo, 
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Figura 4.10: Panel de método 
5.6. Resultados 
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6.  Conclusiones 
 
Hemos  conseguido  ejecutar  el  ABS  de  forma  secuencial,  de  modo  que  siempre  se 
ejecuta un  solo Objeto Concurrente o proceso  a  la  vez,  lo que nos hecho más  fácil 
contabilizar  los  datos  del  perfilador,  ya  que  no  tenemos  que  tener  en  cuenta  la 
concurrencia. 
Cuando un objeto  concurrente ejecuta  todas  las  tareas que  tiene pendiente, pasa a 
ejecutar  otro Objeto  Concurrente,  la  selección  del  siguiente Objeto  Concurrente  en 
nuestro caso es al azar. El objeto concurrente que finaliza sus tareas pasa a la lista de 
Objetos Concurrente  inactivos, a  la espera de que otro objeto  concurrente  le añada 
una nueva tarea con una llamada asíncrona. 










una  ayuda  para  la  depuración  de  programas  ABS  ya  que  vimos  como  prioritario  la 
comparación  de  la  ejecución  de  un mismo  código  con  distintas  planificaciones  para 
entender de mejor manera su comportamiento. 
El  método  get  en  ABS  puro  hace  una  espera  activa  en  el  Proceso  del  Objeto 
Concurrente mientras  la variable futura no tenga su valor, pero en nuestra aplicación 
no  podemos  hacer  una  espera  ya  que  sólo  utilizamos  un  proceso  (las  instrucciones 
get). Por eso nuestro intérprete puede contabilizar más de una vez esta instrucción ya 
que,  al  volver  a  ejecutar  el  Objeto  Concurrente  donde  está  declarado,  tendrá  que 
volver a comprobar si el método get ya devuelve el valor de la variable futura. 
El método await, al igual que el método get, puede ser contabilizado más de una vez, 
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asíncronas  de  cada  uno,  ya  que  será  imposible  su  visualización  en  el  panel  de  la 
Consola, por lo que limitamos el número de objetos concurrentes que se visualizarán. 
No obstante, estos objetos seguirán contando para los datos generales de la ejecución 
(número  de  instrucciones,  número  de  objetos  concurrentes,  número  de  llamadas 
asíncronas). 
 











Otra  cosa pendiente es  la  implementación de  la parte  funcional de ABS. Para dicha 
implementación se podría empezar diseñando las clases que se necesitarán, ya que no 
debería  de  interferir  con  el  diseño  de  las  clases  que  usamos  actualmente. Ademas, 
habría que  añadir métodos  en  clase MainClass para que  reciban  la  información del 
parser  de  ABS  y  la  interpreten  a  estas  nuevas  clases.  Al  igual  que  con  la  parte 
secuencial, se puede calcular el consumo de recursos de la parte funcional de ABS. 
Otra  opción  que  se  podría  añadir  sería  opción  gráfica  donde  se  podría  explicar  con 
gráficos  la  recopilación  de  datos  que  realiza  el  perfilador,  para  facilitar  la 
interpretación de los mismos. 
Como  la  ejecución  de  los  Objetos  concurrentes  se  hace  de  manera  secuencial,  se 
podría  añadir  que  cada  Objeto  Concurrente  sea  un  thread  distinto,  con  esto 
ahorraríamos bastante tiempo en la ejecución, sobre todo cuando hay muchos objetos 
concurrentes creados. La concurrencia entre los objetos implicaría que la recopilación 
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8 ELVIRA ALBERT et al.
2.3 Operational Semantics
An object is of the form ob(o, C, h, 〈tv , s〉,Q), where o is the object identier, C
is its class name, h is its local heap, 〈tv , s〉 is the execution context of the current
task, being tv the table of local variables and s the sequence of instructions to
be executed by the current task, and Q is the set of pending tasks, being each
of them an execution context. In the following we use  to denote either an
empty sequence of instructions or an empty execution context. A heap h maps
eld names (declared in C) to V = Z∪{null}∪Objects, where Objects denotes
the set of object identiers. A table of variables tv maps local variables to V. It
contains the special entry r to associate the return variable of a method to the
corresponding future variable. Future events have the form fut(fn, v) where
v ∈ V ∪ ⊥. The symbol ⊥ indicates that fn does not have a value yet. For
simplicity, we assume that all methods return a value. An execution state (or
conguration S) has the form {|a1, . . . , an|}, where ai can be either an object or
a future event. Execution states are in fact represented as multisets of objects
and future events. In the following, we use the notation {|a|S|} to stand for the
new multiset {|a|} ∪ S.
The operational semantics is given in a rewriting-based style, where, at each
step, a subset of the state is rewritten according to the rules in Fig. 3. Let
us intuitively explain the semantics. Function evale evaluates an expression e
with respect to a heap h and a table of variables in the standard way. Note that
the heap is required to evaluate expressions of the form this .f , what returns
(rule 1) h(f) as result. Function evalguard(guard , tv) in rule 4 returns true
i guard ≡ true or guard ≡ x1 opR x2 and tv(x1) opR tv(x2). Finally the
evaluations of conditions in await instructions is done by function eval g. In
particular, for the case of future variables x? in rules 9 and 10, this function
behaves as follows: evalg(x?, tv , h,S) = true i tv(x) = fn and fut(fn, v) ∈ S,
v 6= ⊥. The notation tv [x 7→ v] (resp. h[f 7→ v]) stands for storing v in the
local variable x (resp. eld f).
Rules 1 and 2 operate in the expected way. In rule 3, it can be observed
that the table of variables tv maps x to o1. Function newRef () is in charge of
generating fresh object identiers.
In rule 4, a call to a block is resolved by nding a matching rule and
adding its body to the sequence of instructions to be executed. The notation
r ≡ p(this ′, x¯′, y′) ← b1, . . . , bn  P stands for a fresh renaming of a rule in
P . newenv(r) creates a new mapping for variables in r, where each variable
is initialized to either 0 or null. When the execution of a block nishes (rule
6) the state is prepared to later apply rule 11 to select a new task from the
queue.
Rule 5 deals with asynchronous method invocations. When an object o1
calls to a method p(x¯), the information required to execute the call is stored
in the queue of the object represented by o1. Observe that tv2 has the special
entry r to store the relation between the future variable fn where storing the
result and the output parameter y′. This future variable is initially undened,
thus fut(fn,⊥) is added to the state. When the method returns a value (rule




v = evale(e, h, tv), x ∈ dom(tv)
{|ob(o, C, h, 〈tv , x := e · s〉,Q)|S|}; {|ob(o, C, h, 〈tv [x 7→ v], s〉,Q)|S|}
(2)
v = tv(y)
{|ob(o, C, h, 〈tv , this.f := y · s〉,Q)|S|}; {|ob(o, C, h[f 7→ v], 〈tv , s〉,Q)|S|}
(3)
o1 = newRef (), h1 and tv1 are empty mappings
{|ob(o, C, h, 〈tv , x := new D · s〉,Q)|S|};
{|ob(o,C, h, 〈tv [x 7→ o1], s〉,Q), ob(o1, D, h1, 〈tv1, 〉, ∅)|S|}
(4)
r ≡ p(o′, x¯′, y¯′) ← guard ′, b′1 , . . . , b
′
n  P ,newenv(r) = tv1
tv1(o′) = tv(o), tv1(x¯′) = tv(x¯), tv1(y¯′) = tv(y¯), evalguard (guard , tv) = true




r ≡ p(this′, x¯′, y′) ← b′
1
, . . . , b′n  P, tv(o1) = o2, fn is a fresh future name
newenv(r) = tv1, tv2 = tv1[this
′ 7→ o2, x¯′ 7→ tv(x¯), r 7→ (y′, fn)]
{|ob(o, C, h, 〈tv , call(m, p(o1, x¯, y)) · s〉,Q), ob(o2,D, h1, 〈tv3, s1〉,Q′)|S|} ;






{|ob(o, C, h, 〈tv , 〉,Q)|S|} ; {|ob(o,C, h, ,Q)|S|}
(7)
r ∈ dom(tv), (y, fn) = tv(r), v = tv(y)
{|ob(o, C, h, 〈tv , 〉,Q), fut(fn,⊥)|S|} ; {|ob(o, C, h, ,Q), fut(fn, v)|S|}
(8)
fn = tv(y), v 6= ⊥
{|ob(o, C, h, 〈tv , x := y.get · s〉,Q), fut(fn, v)|S|};{|ob(o, C, h, 〈tv [x 7→ v], s〉,Q), fut(fn, v)|S|}
(9)
evalg(g, h, tv ,S) = true
{|ob(o,C, h, 〈tv , await g · s〉,Q)|S|}; {|ob(o, C, h, 〈tv , s〉,Q)|S|}
(10)
evalg(g, h, tv ,S) = false
{|ob(o, C, h, 〈tv , await g · s〉, q)|S|} ; {|ob(o, C, h, , {〈tv , await g · s〉} ∪ Q)|S|}
(11)
s ∈ Q
{|ob(o, C, h, ,Q)|S|}; {|ob(o, C, h, s,Q− {s})|S|}
Fig. 3 Operational Semantics
7), the entry r is used to look for the corresponding future variable in order to
update the ⊥ value with the one which is returned. Note that rule 9 checks if
a future variable is ready. In such case the computation proceeds. Otherwise,
in rule 10, the await task in introduced is the corresponding queue, and the
processor is released.
The instruction get blocks the execution until the future variable has a
value in 8. If the evaluation of the guard in an await instruction succeeds,
the execution continues in rule 9. Otherwise, in rule 10, the await task in
introduced is the corresponding queue, and the processor is released. In rule 11
another task is dequeued (because the current one terminated or released the
processor). Note that this rule is applicable thanks to rules 6 (resp. 7) which
corresponds to the complete execution of a block (resp. a method).
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We assume that executions start from a main method. Thus, the initial
conguration is of the form {|ob(main,⊥,⊥, 〈tv , s〉, ∅)|}, where local variables
in tv are initialized to their default values. The execution then proceeds non-
deterministically by applying the execution steps in Fig. 3. The execution
nishes in a nal conguration in which all events are either future events
or objects of the forms ob(o, C, h, , ∅) or ob(o, C, h, 〈tv , 〉, ∅). Executions can
be regarded as traces of the form S0 ; S1 ; · · · ; Sn where Sn is a nal
conguration.
Example 3 Consider the main method of the running example (Figure 1).
After executing the constructors we reach a conguration with three objects:
{|ob(main,⊥,⊥, 〈tvmain, bc〉, ∅), ob(o1,FileIS , ho1 , , ), ob(o2 ,FileIS , ho2 , , )|}
where bc corresponds to the sequence of instructions from (*) on. After pro-
cessing both asynchronous calls (rule 5) consecutively, the new state takes the
form:
{| ob(o1,FileIS , ho1 , , {〈tvo1 , bodyo1 〉}), fut(fn1 ,⊥),
ob(o2,FileIS , ho2 , , {〈tvo2 , bodyo2 〉}), fut(fn2 ,⊥),
ob(main,⊥,⊥, 〈tvmain[f1 7→ fn1, f2 7→ fn2], bc′〉, ∅) |}
where bodyo1 (resp. bodyo2 ) is the renamed body of method readOnce (resp.
readBlock). Furthermore, tvo1 (resp. tvo2 ) stores the assignment tvo1(r) =
(f1, fn1) (resp. tvo2(r) = (f2, fn2)). When the event 〈tvo1 , bodyo1 〉 is extracted
from the queue of o1 (rule 11), its complete processing will replace fut(fn1,⊥)
by fut(fn1, v) (rule 7), where v is the value returned by the method readOnce.
Note then that rule 9 can be used to process the instruction await f1? of the
object main. At this point the new state will take this form:
{| ob(o1,FileIS , ho1 , , ∅), fut(fn1 , v),
ob(o2,FileIS , ho2 , , {〈tvo2 , bodyo2 〉}), fut(fn2 ,⊥),
ob(main,⊥,⊥, 〈tvmain[f1 7→ fn1, f2 7→ fn2], bc′′〉, ∅) |}
3 Cost and Cost Models for Concurrent Programs
We now dene the notion of cost we aim at approximating by static analysis.
An execution step is annotated as S ;bo S
′
, which denotes that we move from
a state S to a state S ′ by executing instruction b in object o. Note that from
a given state there may be several possible execution steps that can be taken
since we have no assumptions on task scheduling. In order to quantify the cost
of an execution step, we use a generic cost model M : Ins 7→ R which maps
instructions built using the grammar in Section 2.2 to real numbers. The cost
of an execution step is dened as M(S ;bo S
′) =M(b).
In the execution of sequential programs, the cumulative cost of a trace is
obtained by applying a given cost model to each step of the trace. In our set-
ting, this has to be extended because, rather than considering a single machine
in which all steps are performed, we have a potentially distributed setting, with
