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Abstract
The implementation of autonomous vehicles has huge potential for revolutionizing
transportation as we currently know it. All use cases of autonomous vehicles require the vehicle
to travel on a pre-specified path. Accurate tracking of this defined trajectory is a crucial aspect of
the implementation of autonomous vehicles; a controller system is required to translate this predefined trajectory in the form of the throttle, brake, and steering inputs. This project covers the
application of a Proportional-Integral-Derivative (PID) controller to achieve longitudinal
trajectory tracking of autonomous electric vehicles with stability and accuracy in the CARLA
autonomous driving simulation platform. The implemented controller's performance is analyzed
using a three-level iterative testing approach, which actively changes the controller's error
definition and proportional gain. The controller's performance is assessed using a bundle of 10
increasingly oscillating trajectories that are designed to disrupt the control process. The results
strongly favor the error term's definition to include both location deviation and speed differences
in the controller's error term definition. An analysis is presented on the effects of different error
ratio definitions, and a final specification is introduced. This study serves as a starting point for
the implementation of more advanced trajectory control methods.
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Chapter 1: Introduction
1.1 Overview of the History of Autonomous Vehicles
Interest in automating the process of driving has existed since the emergence of cars as
primary methods of transportation, with the first efforts in the advancement of autonomy in the
driving process dating to as early as the 1920s.
In 1925, for example, the Houdina Radio Control Co. equipped a Chandler sedan with a
transmitting antenna and operated a second vehicle controlling the remote-controlled Chandler
with a radio transmitter. The transmitter used two sets of waves and an array of small electric
motors operated the steering wheel, clutch, brake, gas, and horn. Houdina publicly demonstrated
the abilities of “American Wonder” on August 10, 1925. Unfortunately, the experiment ended with
the car colliding with another vehicle full of passengers [1].
Another attempt in showcasing the hope for achieving autonomy in driving was the
Futurama exhibit at the New York World's Fair in 1935, sponsored by the General Motors
Corporation. Norman Bel Geddes imagined the future of transportation using a model city he had
built for the Shell company; the exhibit showcased radio-controlled electric cars propelled by
electromagnetic fields [2].
Experimentation with the construction of roadways took off in the 1950s. Various attempts
at incorporating detection equipment, circuitry, and guiding cables on or inside a constructed lane
were made, such as the effort by RCA Labs in creating a full-size system of its earlier miniature
model that used a series of experimental detector circuit boards buried in the pavement. The
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circuitry was able to send impulses to guide vehicles driving on the pavement and determine
vehicle presence on its surface [3].
With the rise of computers and their use in academia, electric controlling methods were no
longer the only vehicle control solution. Early attempts at incorporating electronic control methods
of autonomous vehicles occurred in the 1980s and through the decade became increasingly
advanced. Funding for the Autonomous Land Driven Vehicle (ALV) project through the Defense
Advanced Research Projects Agency (DARPA) lead to various attempts using contemporary
control strategies.
The ALV project was successful in pioneering the implementation of the first roadfollowing autonomous car. The demonstration used computer vision and a lidar sensor in
conjunction with an autonomous robotic control system that directed the vehicles and was designed
to speed up to 19 miles per hour.
Carnegie Mellon University first implemented the use of neural networks, then in their
implementation infancy, to achieve steering and speed control of the autonomous vehicle, the first
step towards advanced control of Automated Vehicles (AVs) [4].
The intensity of funding for AV research increased in the 1990s after passage of the ISTEA
Transportation Authorization bill by the US Congress. The $90M budget spent as the project's
overall funding was cost-shared between the Federal Highway Administration (FHWA) and
various additional partners. Although these efforts paved the way for further advancement of
vehicle control and were notable as the first implementation of platooning strategies in actual
testing, the program, aiming for commercialization, was eventually canceled [5].
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1.2 The Modern Autonomous Vehicle
Private industry has also joined the effort in creating, implementing, and pioneering all
aspects of driving autonomy and the technologies associated with it. With intense funding
allocated towards these projects and global stakeholders in charge of development, the past decade
had witnessed the successful development of various prototype and prototype fleets of vehicles
with higher levels of autonomy.
Various companies have successfully developed a functional autonomous vehicle to
achieve up to Level 4 of automation on the SAE scale. In terms of the number of autonomous
miles driven, companies such as Waymo, GM Cruise, Argo AI, Tesla, and myriad other technology
companies, car manufacturers, and ride-sharing services have invested heavily in the technology,
with Google's Waymo far ahead of the competition, having driven over 20 million miles on public
roads and billions of miles in simulation. Moreover, GM Cruise and Waymo's prototype accounted
for more than 70 percent of the total autonomous driven miles in 2020 [6] [7].
1.2.1 Autonomous Vehicle Taxology
In an attempt to establish a universal taxology to refer to degrees of autonomy in
autonomous vehicle development and research, the SAE International association has created a
universal standard for degrees of autonomy, which is widely accepted both in private industry and
academia. The six levels of autonomy in autonomous vehicles are defined as levels 0 through 5,
ranging from the least autonomous to completely automated. Figure 1.1 is an overview of Standard
J3016B, which contains the most recently revised taxology [8].
1.2.2 Autonomous Vehicle Computation and Decision-Making Process
Autonomous vehicles need to successfully complete several steps and processes in order
to operate a vehicle autonomously. The operation of an autonomous vehicle can be classified by

3

differentiation of the nature of the process the vehicle is using in order to achieve autonomy. The
overview of these processes is showcased in figure 1.2.

Figure 1.1 Levels of Autonomy According to SAE's J3016B

Figure 1.2 Computation and Decision-Making Environment of an Autonomous Vehicle
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1.2.2.1 Sensing and Data Collection
The hardware used to achieve autonomous driving has drastically changed throughout the
effort for achieving autonomy. Most autonomous vehicle prototypes able to reach Level 4
autonomy use a range of sensory equipment in order to perceive the environment in which they
are required to drive. Different manufacturers may use various sensory tools in conjunction with
each other to create a more reliable environmental perception. Modules such as LIDAR, RADAR,
GNSS sensors, and cameras, and infrared sensory bundles provide real-time data of the
environment. This localized data and their collection are crucial in assembling a high-definition
perception of the vehicle's domain. This perception is a result of the process of data fusion. Data
from all sensory equipment is collected during this process, and their corresponding data are
assembled into a single high-definition map of the environment. This high-definition map is used
by the perception algorithms, which enable the car to understand the environment in which it is
operating. Perception algorithms process the information in real-time and provide crucial
information such as traffic information, weather conditions, pedestrian presence, and myriad other
data that are actively used in the vehicle's decision-making process.
1.3 Implementation Benefits
A report from the US Department of Transportation states that in a survey conducted by
collecting information on crash-sites from 2005 to 2007 found that around 94 percent of the total
roadway crashes were attributable to human error [9]. Assigning the task of driving to autonomous
systems might be able to reduce this number of crashes and roadway fatalities. According to the
Fatal Traffic Crash Data released by the USDOT in 2016, 37,461 lives were lost due to fatal traffic
crashes. The report also states that distraction-related deaths, drunk-driving deaths, and speedingrelated deaths were among the highest [10].
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On the other hand, research has been conducted in predicting the effect of autonomous
vehicles' implementation on safety. A report was published on a study using a Surrogate Safety
Assessment Model to investigate the effect of higher autonomous vehicle penetration rates on
safety that concluded that the AVs improve safety significantly with high enough penetration rates
[11].
Although safety concerns are a priority in transportation, the benefits of AVs are not limited
to improved safety. Autonomous vehicles and their implementation are predicted to increase lane
capacity, decrease travel delays and overall travel time, create fewer emissions and offer better
fuel and energy economy [12].
1.4 Need for Trajectory Tracking
Autonomous vehicle technology has advanced in taking advantage of the developing
interest in autonomous vehicles and their implementation. Extensive research has been conducted
aiming to make use of automated driving for a variety of use cases such as platooning, signalized
intersection control, and other cooperation-based AV applications [13] [14]. On the other hand,
many automakers are making an effort to create increasingly advanced autonomous vehicles or
vehicle prototypes that offer an automated driving experience.
No matter the use case of autonomous vehicles, the need for trajectory tracking is always
present in research related to autonomous vehicles. All use cases of AVs involve some form of
route planning and assigning the vehicle to follow a defined trajectory that could be locally created
by the vehicle or communicated and assigned to the vehicle via an external party.
1.4.1 Local and Central Control
Many use cases such as platooning or signalized intersection control applications for
autonomous vehicles require path creation by a centralized controller able to communicate with
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the vehicles under its control. Other use cases, such as autonomous taxis and individual
autonomous vehicles engaging in autonomous driving on roadways, do not specifically require a
central controller. However, no matter the type of control or the use case, autonomous vehicles
need to govern their movement according to a defined trajectory. This process is an omnipresent
and crucial aspect of autonomous driving shared by all autonomous vehicles, no matter the type.

Figure 1.3 Autonomous Vehicle Control Process
1.4.2 Control Architecture
Trajectories could be regarded as a detailed set of instructions on the movement of the
autonomous vehicle. The trajectory, whether assigned or created, is a path that needs to be followed
with precision by the autonomous vehicle. Control over the movement and behavior of AVs is a
crucial aspect of their development. Robust control structures and algorithms are required to ensure
that the vehicle will behave as expected while executing a particular trajectory.
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1.4.2.1 Controller
The planned trajectories requiring tracking include information such as the heading,
location, and the desired speed of the AV. This information needs to be converted to the
corresponding input parameters of the AV system. As the vehicles cannot comprehend the
commands included in a trajectory, a controller module is required to systematically convert these
values into appropriate input parameters understandable by the AV.
The controller module ensures that the vehicle will follow the pre-planned path by
generating the appropriate control commands, mainly throttle, brake, and steering. The controller
is also responsible for ensuring that the vehicle is able to follow the pre-planned path with stability
and applies corrections to the input commands to accommodate this need.
An error generation mechanism is thus required that targets the desired values of the
trajectory in each control time frame and receives information about the current state of the vehicle.
The controller then uses this information to apply corrections in a fashion that mitigates the defined
error-term.
1.4.2.2 Longitudinal and Lateral Tracking
The autonomous vehicle control process can be divided into two sections, longitudinal and
lateral trajectory tracking. The longitudinal controller is in charge of the longitudinal dynamics of
the vehicle and can apply the throttle and brake inputs accordingly. It governs the vehicle's velocity
and acceleration alongside other minor derivatives. The lateral controller will control the lateral
motion of the vehicle. It adjusts the steering to change the AV's direction and heading accordingly.
The lateral controller provides control over the heading, orientation of vehicle wheels, and
direction of the car.
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Figure 1.4 Overview of AV Control Process
1.4.3 Need for Testing
Autonomous Vehicles are advanced robotic systems that require extensive testing before
any deployment on public roads. It is challenging to ensure that the AV will perform as desired in
critical scenarios, especially while interacting with pedestrians or high traffic volume
environments.
All systems incorporated in an autonomous vehicle need to be extensively tested during
and after the development process and further validated during test drivings and interactions with
potentially problematic and critical testing scenarios.
Additionally, whereas humans are responsible for most fatal and incapacitating roadway
crashes, roadway fatalities are still considered rare events. This would require an autonomous
vehicle prototype to complete Millions or potentially Billions of miles of travel to assure safer
driving compared to humans statistically [15].
1.4.3.1 Real World vs. Simulation Testing
AV developers and researchers worldwide conduct extensive testing of their algorithms,
development, and implementations of AV technology. A testing environment needs to be used to
carry out the testing essential to the development process of autonomous vehicle technology.
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Researchers and developers have the option of choosing real-world testing or conducting
simulation tests virtually. The two often go hand in hand during the development process of AVs.
Real-world testing is often desired because the collected information from the testing is
highly reliable and accurate. Without any dependencies on virtual simulations, the testing process's
data do not require further verification. This eliminates the need to conduct future tests to verify
simulation test results. However, real-world testing is not without limitation. Real-world testing
often requires a large team and large budget allocations. Safety assessment of autonomous vehicles
can also be a potential safety risk.
Simulation testing, on the other hand, is inexpensive and does not require a large crew, and
results and scenarios are easily reproduced. Some simulators offer advanced control of the
simulation environment and its underlying physics. Simulators are widely used in earlier
developmental stages or when a particular testing scenario in the real-world would be potentially
dangerous. The main downside of simulation testing is increased reliance on the simulated
environment to recreate physical world effects. Although AV simulation platforms are becoming
increasingly advanced, concerns related to collecting unreliable data that needs further verification
is why simulation testing is regarded as a complementary testing method and will not replace realworld testing process.
1.5 Project Definition
Trajectory tracking has maintained its presence in related AV literature due to its
importance and the fact that trajectory tracking is an essential part of all operations related to
autonomous vehicles. This thesis project is aimed to dive deeper into the specifics of trajectory
control and assess the concerns in defining a controller module capable of reliable and robust
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trajectory tracking. Given the challenges of real-world testing, this thesis used a simulation
platform to conduct all the necessary testing in the definition of its trajectory tracking system.
1.5.1 Focus on Longitudinal Control
Research articles are published every year covering multiple aspects of longitudinal and
lateral trajectory tracking. Researchers use advanced controllers, controller architectures, and
tuning methods to achieve robust and reliable control in various applications. This project aimed
to focus on longitudinal control as a first step towards implementing increasingly advanced
trajectory tracking systems.
To that end, the work included in this study focused heavily on longitudinal control and
performance assessment of longitudinal controllers using a unified testing methodology.
1.5.2 Simulation Environment
The CARLA simulator [16] is an open-source autonomous driving simulator created from
the ground up to address the simulation needs of the growing community of developers interested
in autonomous driving. CARLA was created to be easily accessible and customizable by users and
is a rapidly-growing development. To achieve this, the simulator was designed to meet a variety
of use cases and is capable of faithfully recreating sensory information and environmental
conditions and offers control over all simulation actors, whether static or dynamic.
The simulation offers configurable sensor suite implementation capabilities, including
LIDAR, multiple cameras, depth sensors, and GPS modules. The simulators' powerful API
provides customized control over all simulation aspects and the logic governing the vehicles and
pedestrians in the simulation world. CARLA also provides open digital assets such as buildings,
vehicles, and urban layouts. These digital assets are available to be used freely.
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Another key feature of the CARLA simulation platform is its ability to ingest and simulate
customized simulation maps. This feature was crucial, given the need to create a customized
roadway to conduct longitudinal control testing.
The CARLA simulation platform's capabilities address the particular needs of this project,
and the simulation platform was selected to conduct the testing used in this analysis.
1.5.3 Controller Choice
PID Controllers are widely used in a myriad of applications, from autonomous vehicle
control and robotics to much simpler applications in industrial settings, due to their effectiveness
and simplicity. PID controllers work on the basis of constantly calculating a specified error term
and assigning input parameters accordingly to mitigate the calculated error term. A PID controller
is a control loop mechanism that considers a measurement as the desired setpoint and the current
state of the operation. The difference between the setpoint and the current state creates the error
term of the controller. The controller aims to minimize this error term by adjusting the input
parameters of the operation accordingly.
1.6 Overview of the Related Literature
Trajectory tracking, controllers, and tuning approaches are an active area of research in AV
implementation. Many scholarly articles are published every year that use an extensive array of
controller specifications and architectures, such as PID [17] [18] [19], Model Predictive Controller
(MPC) [20] and fuzzy logic optimization approaches [21] [22], hierarchical controller
architectures [23] [24], and a variety of tuning methods [25] [26].
The work published in [27] makes use of different controller types to achieve longitudinal
and lateral tracking of autonomous vehicles. This research approach implements an MPC
framework to track the desired trajectory and speed. To achieve lateral control, the MPC creates

12

the appropriate steering angle. This research focused on both longitudinal and lateral control of the
autonomous vehicle and considered the coupling effect of longitudinal and lateral control. This
research used the CarSim application to model the vehicle.
Research in [28] implements a two-layer controller architecture to achieve accurate lateral
path tracking control of AVs. The steering angle of the front wheel is generated by the upper-level
controller. The upper-level controller uses a Linear Time-Varying MPC approach. The lower-level
controller is a radial basis function neural network PID controller in charge of generating an
electric current manipulating the steering angle of the vehicle. This research used the CarSim
application to model the vehicle.
1.7 Thesis Objectives
1.7.1 Longitudinal Trajectory Tracking with PID control
This project aimed to create a robust PID controller capable of advanced longitudinal
tracking using the CARLA simulation platform's Application Programming Interface (API). As
this project is focused primarily on longitudinal tracking, another objective of this project was to
determine if the defined controller is capable of imitating a set of increasingly oscillating
trajectories.
1.7.2 Longitudinal Control Assessment
The effectiveness of the defined longitudinal PID controller needs to be assessed in each
specific scenario. Another objective of this thesis was the creation of an iterative approach to
longitudinal trajectory assessment with increasingly oscillated trajectories that challenge the
dynamism and stability of the longitudinal controller. This thesis also proposes a data collection
and analysis segment dedicated to the definition of the PID controller used in the project and
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assessment of the performance of said controller as affected by different parameter gains, error
ratio mixture settings, and trajectory oscillation.
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Chapter 2: Testing Methodology
2.1 Simulation Specifications
The merits and capabilities of simulation testing and the CARLA simulation platform were
discussed in the previous chapter. The specifications of the simulation are further discussed in this
sub-chapter.
2.1.1 Overview and Architecture
The CARLA simulator makes use of a scalable client-server architecture. The server-side
of the simulation is built upon Unreal Engine 4. The server-side is responsible for everything that
goes on in the simulation world, including all calculations of the simulation environment, sensor
renderings, computation of physics, updates on the world-state and its actors, and much more.
The simulation client-side is a sum of client modules controlling actor logic on the scene
and setting the world conditions. The client-side also retrieves information from the server and
requests changes to occur in the simulation. The simulation's API acts as an intermediate module
between the client and server-side of the simulation and grants the user access to specify settings
and customize the simulation for their particular needs. This project made use of the available
Python API as the main toolbox to define and run the longitudinal testing of trajectory tracking
(Figure 2.1).
The simulation uses the Nvidia PhysX engine to model the vehicles and their corresponding
underlying physics calculations. The Nvidia PhysX engine was used to reproduce the simulated
physics of the vehicles in simulation.
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Figure 2.1 CARLA Simulator Architecture
Each vehicle's performance in simulation is calculated using the pre-defined physical
attributions of each vehicle made available for use. These values include but are not limited to a
torque curve that indicated the torque measured in Newton-meters for a specific engine RPM of
the vehicle, the maximum RPM of a specific vehicle, the moment of inertia of the vehicle's engine,
various damping ratios, automated and manual gearboxes and their corresponding gear-shift time,
drag coefficient, the center of mass and steering curve, alongside more specific instance variables
for wheels and gear physics.
This project aimed to work with autonomous electric vehicles; as such, the Tesla Model3
vehicle from the vehicle dataset was used in all simulation instances. The most recent CARLA
developments can also take advantage of more sophisticated physical modeling with integration
with CarSim. A future research direction of this project is focusing on assessment of the data
resulting from the simulation testing with CARLA and assessing the reliability of simulation data
with real-world testing.
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2.1.2 Definition of Key Simulation Aspects
The simulation world operates on its own clock and handles time, based on this clock
conducted by the server. Some computational time is required for the server to calculate two
consecutive simulation frames. This period is dependent on the computational power of the host
computer running the simulation. The time that goes by between two simulation frames, on the
other hand, is referred to as the time-step. The simulation time-step is a modifiable aspect of the
simulation environment. To clarify, the computation of two consecutive simulation frames could
take, for example, 200ms, but the time-step of the simulation could be specified to take 0.5s
consistently. The simulation could also be set to run with a variable time-step. In this case, the
time-step is equal to the time the server requires for each simulated frame's calculations.
Another key time-related aspect of the simulation is synchrony. Since CARLA utilizes a
client and server architecture, the simulation runs in an asynchronous mode by default. This means
that the server will be set to run the simulation as fast as it possibly can without waiting for updates
from the client-side. If the simulation is set to be synchronous, the server will cease all operations
until the client module requests a simulation tick. This feature allows users to tick the simulation
from customized scripts manually.
In this implementation, the simulator was operating in the default asynchronous mode, and
the time-step of the simulation was specified to be 0.1 seconds. Since this project required data
retrieval from the simulation in each frame, the fixed time-step ensured that each recorded
simulation run would contain the same amount of information. Running the simulation with a fixed
time-step is essential when comparing simulation results from multiple simulation runs, as all of
the retrieved simulation data will correspond to the same time-step. As an example, with a set of
10 frames per second simulation time-step, data retrieved from the simulation in 20 seconds of
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simulation time will contain 200 calculated frames of the simulation, and the corresponding
exported data of the simulation will also reflect this.
2.1.3 Creation of the Testing Environment
To compare distinct types of trajectory control and their corresponding precision and
accuracy, a controlled simulation environment is needed. Since the lateral performance of
controllers was not under consideration in this project, there was a need to create a simulation
environment specific to the needs of longitudinal control testing.
Since the algorithms in this section do not return a value for steering during the simulation,
the corresponding steering value for the vehicle in control will hold a value of zero in all simulation
frames.
As the vehicle in control of the algorithm is only longitudinally-controlled and thus unable
to change direction, the simulation environment consisted of a straight two-lane roadway. Travel
was allowed only in one unique direction for both lanes. The total length of the roadway was 700
meters.
Map creation and ingestion are supported in the CARLA platform and were some of the
most important aspects of choosing this simulator for testing in this work. A map consists of both
the 3-dimensional model of the simulation environment and the road definitions corresponding to
the 3D model. Road definitions follow the OpenDRIVE standard 1.4. Through these definitions,
the simulation is able to grant control over the environment through the available API.
To achieve this, the RoadRunner software package was used to create the simulation
environment, as it is one of the only software packages that enable the export of a roadway design
with the correctly formatted exports of the roadway suitable for use in CARLA simulations. The
exported design will consist of an FBX file representing the 3-dimensional simulation world and
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an OpenDRIVE file that includes the roadway geometry. It is essential to provide the correctly
formatted map specifications to create a working customized simulation environment.

Figure 2.2 Overview of Testing Environment

Figure 2.3 3D Environment Creation with RoadRunner
2.1.4 Vehicle in Testing and Trajectory Representative Vehicle
Two vehicles were spawned in the two lanes of the simulation roadway on the left side.
These two vehicles operated fundamentally differently. The vehicle-in-testing (also referred to as
the ego vehicle) was obedient to all the environmental factors in the simulation world that might
affect performance. This vehicle spawned in red took the input parameters throttle and braked
every frame of the simulation, and the server-side handled all calculations and dynamically
modeled the performance of this vehicle. Data from this vehicle could be retrieved in each
simulation time-step and was accessible through the API. The PID controller specified for this
project was in charge of providing this vehicle with control commands for every simulation frame.
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Given the focus on longitudinal testing, this vehicle would consistently receive a value of 0 as
steering input, ensuring that the vehicle would not steer and change direction. The throttle and
brake inputs were calculated and provided as two distinct values ranging from 0 to 1 with 100
increments. These values would determine the vehicle's longitudinal performance and govern the
movement of the vehicle in simulation.
With the aim of visualizing the difference of the pre-defined trajectories used for testing in
this analysis, a second car was spawned in blue. This vehicle strictly followed the speed profile of
the pre-defined testing trajectories. According to the created trajectories, speed values were
enforced on the vehicle bypassing the simulator's internal physics engine and were applied directly
in each simulation frame. As such, the vehicle represented an ideal controller implementation, and
a substantially capable trajectory controller would aim to imitate the location and speed of this
vehicle accurately.
It is worth mentioning that the location and speed difference of these two vehicles in each
simulation frame corresponded to the location and speed difference between the planned trajectory
and the ego vehicle. Moreover, the information regarding the position and velocity of this vehicle
would be accessible throughout the simulation at each time frame. The applied controller module
would target these values and try to dynamically recreate them. A better controller would be able
to recreate these trajectories with minimal error terms.
2.2 PID Controller
The applied PID controller in this project received two values as the desired target set
points of the controller, the desired speed and location of the pre-defined trajectory, every frame.
The PID controller then calculated the throttle and brake values of the ego vehicle and directly
assigned them to the vehicle in the form of a single command ranging from -1 to 1, with the positive

20

values representing input throttle and the negative values representing input brake. The ego
vehicle’s current state was accessible through the simulation API and were directly used in the
PID controller every frame, completing the closed control loop. Figure 2.4 shows an overview of
this process.

Figure 2.4 PID Control Overview
2.2.1 Definition and Formulation
Denoting 𝑢(𝑡) as the controller input, the proportional gain as 𝐾! and the integral and
derivative gains as 𝐾" and 𝐾# respectively, and defining the error term as 𝑒(𝑡) and 𝜏 as the variable
of integration, the controller formulation is
%

𝑢(𝑡) = 𝐾$ 𝑒(𝑡) + 𝐾" 3 𝑒(𝜏)𝑑 (𝜏) + 𝐾#
&

𝑑𝑒(𝑡)
𝑑𝑡

Or alternatively
𝑢(𝑡) = 𝐾$ 5𝑒(𝑡) +

1 %
𝑑𝑒(𝑡)
3 𝑒(𝑡′)𝑑 (𝑡′) + 𝑇#
8
𝑇" &
𝑑𝑡

The proportional term of the equation produces an output value proportional to the defined
error term. The proportional term targets the input parameter to mitigate the error term [18].
However, if the proportional gain is too high, the controller might become unstable as changes in
the error term would receive large correction values that might not be correctly dampened to
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achieve stable control. Lower proportional gains can also introduce issues in the controller, such
as very slow adjustments to the input parameters that might not be enough to overcome system
disturbances.
𝑃'(% = 𝐾$ 𝑒(𝑡)
The integral term’s response enables the controller to accelerate the process movement
towards the specified setpoint. The response from the integral term relies on both the error value
and the duration of error existence. The integral provides the summation of the previous time-step
error frames and helps eliminate any residual errors.
%

𝐼'(% = 𝐾" 3 𝑒(𝜏)𝑑 (𝜏)
&

The derivative term, on the other hand, calculates the slope of the error term in two
consecutive frames and multiplies this value by the derivate gain. The derivative term takes into
account the behavior of the system and helps the controller to settle into steady control.
𝐷'(% = 𝐾#

𝑑𝑒(𝑡)
𝑑𝑡

2.2.2 Error Specification
An often overlooked aspect of longitudinal tracking analysis is the specification of the PID
controller error term. This project considered multiple definitions of the PID controller error term.
Different trajectory control goals would need the definition of error term to address the need for
their particular use-case. For example, an application requiring faithful recreation of the speed
values without considerations of location deviation from a planned trajectory might be better suited
to define the error term of the PID controller simply as the difference between the controlled
vehicle's speed and the desired speed value in each time increment of testing.
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This project's results posit that the creation of the controller error term based on location
deviation from the desired trajectory location will result in unstable control. Nevertheless, these
definitions are also included in this analysis. However, since one of the main objectives of this
project was the implementation of a robust PID controller that can track challenging pre-defined
trajectories with stability and precision in both recreation of the speed profile and minimal
deviation from the planned position, an extensive analysis of the definition of various error ratios
was conducted as part of the iterative approach of this work.
The definition of the error term in this work is considered as:
𝐸𝑟𝑟𝑜𝑟 𝑇𝑒𝑟𝑚 𝑒(𝑡) = 𝑅∆* (∆𝑥) + 𝑅∆+ (∆𝑣)
Where,
∆𝑥: 𝐿𝑜𝑐𝑎𝑡𝑖𝑜𝑛 𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 𝑓𝑟𝑜𝑚 𝑡ℎ𝑒 𝑝𝑟𝑒𝑑𝑒𝑓𝑖𝑛𝑒𝑑 𝑡𝑟𝑎𝑗𝑒𝑐𝑡𝑜𝑟𝑦
∆𝑣: 𝑆𝑝𝑒𝑒𝑑 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑡ℎ𝑒 𝑒𝑔𝑜 𝑣𝑒ℎ𝑖𝑐𝑙𝑒 𝑎𝑛𝑑 𝑠𝑝𝑒𝑒𝑑 𝑝𝑟𝑜𝑓𝑖𝑙𝑒
𝑅∆* : 𝑀𝑖𝑥𝑡𝑢𝑟𝑒 𝑟𝑎𝑡𝑖𝑜 𝑜𝑓 ∆𝑥
𝑅∆+ : 𝑀𝑖𝑥𝑡𝑢𝑟𝑒 𝑅𝑎𝑡𝑖𝑜 𝑜𝑓 ∆𝑣
Additionally, in order to allow the control algorithm to iterate over different values of the
error term, the summation of 𝑅∆* and 𝑅∆+ are set to be 1.
𝑅∆+ = 1 − 𝑅∆*
𝑅∆* : 𝑅𝑎𝑛𝑔𝑒𝑠 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 [0 − 1]
The nature of the error term definition and its different implementations can severely
impact the controller and its performance. In this section's testing, three iterative dimensions were
defined, and the effect of these iterated parameters was observed during testing runs. One of the
iterative dimensions of this work revolved around the definition of different error ratio weights
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(𝑅∆* , 𝑅∆+ ). To this end, the error ratio terms were set to iterate from values in the range of 0 to 1,
with increments of 0.2. The complete structure of this approach is discussed later.
One concern when defining the error term as different ratios of ∆𝑥 and ∆𝑣 is the
cancellation of the error terms. For example, an ego vehicle running behind the pre-defined
trajectory location, which has a higher velocity at the current time-step, is closing the created
location gap by intentionally increasing its velocity to catch up with the desired location in the
coming time-steps. In this situation, the location difference ∆𝑥 will hold a positive value, and the
velocity difference ∆𝑣 will hold a negative value.
Suppose the summation of these two terms is considered the PID controller's error input.
In that case, the controller will choose to apply a minor correction given that the desired set point
and the simulation state are accessible to the controller only as an error term. This analysis aimed
to mitigate both location and speed differences between the ego vehicle and the predefined
trajectory, meaning this effect is desired.
In the example above, once the ego vehicle approaches the desired location, the positive
error will decrease, resulting in a negative error term with velocity values higher than intended.
The controller then applies the brakes based on the error state of the current frame. If the said error
is diminishing, the controller would be able to adjust the ego vehicle's speed to achieve optimal
trajectory tracking performance. In the example above, after the location difference is sufficiently
diminished, a robust controller implementation would adjust the input parameters to cruise
alongside the directly controlled blue vehicle in the simulation world.
2.2.3 Tuning and Optimization
PID controllers need to be optimally tuned to offer stable and reliable control. The
proportional, integral, and derivative terms denoted as 𝐾$ , 𝐾" and 𝐾# in the definitions section
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need to be tuned to serve this project's particular needs. These parameters have distinct effects on
the controller response.
Individually increasing 𝐾$ will decrease the rise time to reach the desired control value.
However, this increases the probability of overshooting and receiving a response so that the
process under control reaches a value higher than the desired setpoint. In this situation, with
inappropriately high proportional gains, the controller applies corrections in a way that creates an
oscillating pattern with responses constantly under/overshooting the desired setpoint. Increasing
𝐾$ degrades stability in the controller.
Individual increase of the integral gain 𝐾" decreases the rise time as well. The integral term
can create a heightened control response with an increase of the integral gain, eliminating the
steady-state error. Increasing 𝐾" degrades stability in the controller as well. Individual increase of
the derivative gain 𝐾# has a minor effect on the rise time of the system; it decreases the
overshooting probability and may cause improved stability.
It is worth mentioning that since the trajectories discussed in this chapter aimed to
challenge the controller to provide some insight on the behavior of the controller during speed
profile oscillations, the controller gains needed to be tuned accordingly to accommodate the
particularly short rise-time desired to target these values quickly and without deviation from the
pre-planned trajectory.
The initial tuning parameters of the defined system were established by making use of the
traditional Zeigler-Nichols tuning method in conjunction with trial-and-error tuning based on the
effect of each gain term on control. Once this set of parameters was established, it was observed
that, given the dynamism of the pre-defined trajectories, the controller would need to be able to
quickly change its output parameter and would often need to pass out a full throttle or brake
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command. This resulted in the controller primarily relying on more aggressive tunings of the
proportional gain. It was also observed that the specified integral gain 𝐾" , and derivative gain 𝐾#
of the controller were able to robustly control the vehicle on a set cruising speed without
acceleration or deceleration. As such, this study also introduced an iterative dimension to test each
error term specification with increasing values of the proportional gain while making use of the
integral and derivative gains from the initial parameter specification. 𝐾! values were set to take
values ranging from 1 to 101 with increments of 10.
2.3 Trajectory Creation Method
To methodologically assess the specified PID controller's longitudinal performance with
challenging pre-defined trajectories, a series of increasingly challenging tracking scenarios needed
to be created. This project aimed to create a unified testing procedure to assess each specified error
term definition's performance. Noting that the testing environment was 700 meters long, various
longitudinal trajectories needed to be created that incorporated both real-world driving scenarios
and more dynamic and challenging longitudinal trajectories that would be set to occur in distances
shorter than 700 meters.
2.3.1 Initial Acceleration and Deceleration Phase
Given that the vehicles were spawned in the simulation with initial velocities of 0, all
vehicles underwent an initial acceleration phase of 5 seconds, with a constant acceleration value
of 3 𝑚/𝑠 , . The cars reached a velocity of 15 𝑚/𝑠 or 54 K𝑚/ℎ This section of the trajectory design
was shared in all of the testing scenarios.
The following 30 seconds of the created trajectories are referred to as the oscillation
window; this is discussed at length later.
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The oscillation window was designed such that the vehicles would reach the same targeted
velocity of 15 𝑚/𝑠 after the 30-second oscillation window had occurred. All trajectories then
shared a common deceleration phase of 5 seconds with a 3 𝑚/𝑠 , deceleration rate and would reach
the end of their testing trajectory in 40 seconds.
2.3.2 Oscillation Window
A 30 second period of time ranging from 𝑡 = 5𝑠 to 𝑡 = 35𝑠 was designated as the time
frame to create an increasing number of oscillations in trajectories. After the initial 5-second
acceleration phase occurred, the algorithm retrieved the number of oscillations planned to occur
during the simulation run and planned the trajectory to accommodate the desired oscillation
number. The algorithm will achieve this by dividing the oscillation window into smaller segments,
referred to as the oscillation segment time. The algorithm divides the total oscillation time by four
times the number of desired oscillations. The algorithm will then designate the trajectory to
accelerate or decelerate with the constant value of 2𝑚/𝑠 , . All oscillation phases start and end with
a positive acceleration time segment. Figures 2.5 and 2.6 demonstrate the speed profile and the
pre-defined trajectory set to have two oscillations as an example.
2.3.2.1 Smooth Trajectories
In the case of the designated trajectory oscillations being set to be zero, the trajectory will
not accelerate or decelerate during the oscillation window. The trajectory was created to consist of
the same initial and final acceleration and deceleration period. The vehicle simply cruises with
constant speed in the oscillation window, creating a smooth trajectory. The cruising speed of the
trajectory was set to be the speed at 𝑡 = 5𝑠.
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Figure 2.5 Speed Profile of Two Oscillation Periods

Figure 2.6 Pre-defined Trajectory Consisting of Two Oscillation Periods
2.3.2.2 Oscillated Trajectories
In this study’s testing, the oscillation numbers were set to start from 0 and iteratively
increase to 10 oscillation sections. Figures 2.7 and 2.8 show an overview of the speed profile and
trajectories of all the simulation oscillations.
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Figure 2.7 Overview of Speed Profile of All Simulation Oscillations

Figure 2.8 Overview of Trajectory of All Simulation Oscillations
2.4 Proposed Testing Method
As noted, this project aimed to create a testing platform on which longitudinal controller
performance could be methodologically assessed. This subsection provides a summary of the
created testing procedure.
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With the simulation world specified and ready for use, the creation of the testing algorithm
was started. The algorithm first spawned the red and blue vehicles in the simulation world. The
algorithm then proceeded to define the control type used for each vehicle.
To conduct each testing run of the simulation, the algorithm has to provide the ego vehicle
with a trajectory to follow, enforce the same trajectory to the pre-defined blue car, assign the PID
controller gains, and define the error ratios 𝑅∆𝑥 and 𝑅∆𝑣. These parameters are then used to form
one testing simulation run, also referred to in this work as a simulation episode. The desired
number of oscillations also need to be specified by the algorithm, as the number of oscillations is
used to create the trajectories on the fly.
The algorithm is also responsible for collecting simulation data through CARLA’s API.
Data collected from the simulation includes the pre-defined trajectory created for each simulation
episode according to the number of desired oscillations, the location and speed of the ego vehicle
in each simulation frame, the location and speed of the pre-defined vehicle representative of ideal
control, the generated control command of each simulation time-step, and the PID controller’s
error term value.
All of the values mentioned above were collected for every simulation run or episode as
part of the lower-level data collection. These values were used in this analysis and stored in
spreadsheets to use on further projects requiring extensive data, such as machine learning
applications.
2.4.1 Methodology Summary
The PID controller was specified as part of the testing algorithm. As the trajectory was
created and applied to the blue vehicle, the red vehicle under PID control receives control
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parameters throttle and brake and the testing episode began. Trajectories were specified to occur
in less than 700 meters and take less than 40 seconds to complete.

Figure 2.9 Testing Environment Overview, Lower-Level
The algorithm created a list of values for the number of oscillations, tuning parameters,
and error ratios 𝑅∆𝑥 and 𝑅∆𝑣, before the simulation was started, and the vehicles were spawned.
Error ratio definitions ranged from 0 to 1 with increments of 0.2, 𝐾$ values were set to be in the 1
to 101 range with increments of 10 and oscillation numbers in the range of 1 to 10.
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2.4.2 Data Collection
The algorithm runs the simulation through all oscillation numbers of trajectories for each
specified error term definition 𝑅∆𝑥, 𝑅∆𝑣 and 𝐾$ . The results from each of these slightly bigger
portions of the testing are referred to as a series.
Upon completion of all consecutive runs of the simulation, lower-level data were stored
separately alongside another data collection format that stored the summation of the vehicle's
absolute location and speed difference and the assigned trajectory and the summation of the
calculated error values for each frame (figure 2.10). In this data storage format, each simulation
episode was included as one row of data alongside the aforementioned values, which were then
utilized for performance assessment.

Figure 2.10 Higher Level Architecture and Data Collection
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2.4.3 Measures of Performance
One of the aims of this thesis project was to serve as a starting ground for creating more
sophisticated control methods, algorithms, and tuning approaches. Assessing the performance of
the defined controller is an important aspect of achieving reliable control. The end goal in this
analysis was to create a robust PID controller able to achieve acceptable performance in critical
longitudinal trajectory tracking scenarios. A control system that can yield lower location and speed
deviations from the pre-planned scenario is considered to have better performance.
Absolute values of location deviation and speed difference were thus collected in each
simulation frame and summed over the simulation period to represent the overall performance of
the simulation episode and its specified controller.
%

Z(|∆𝑣| + |∆𝑥|) = 𝑇𝑜𝑡𝑎𝑙 𝐸𝑝𝑖𝑠𝑜𝑑𝑒 𝐸𝑟𝑟𝑜𝑟
&

The simulation episodes with lower total episode error values correspond to better
controller performance, as the specified control parameters resulted in the lowest accumulated
error in each simulation time-step. It is noteworthy that while the values reported in the results and
findings section are larger numbers, it is important to keep in mind that the calculated total episode
error was calculated in 0.1-second fragments. For example, a simulation run with a total episode
error of 1200 deviated only by an average of 3 𝑚 + 𝑚/𝑠 from the pre-defined trajectory for a 40s
second simulation period.
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Chapter 3: Results and Findings
3.1 Effect of Error Ratio Definition on Controller Performance
The simulation results support the original idea that the definition of the PID controller's
error term is, in fact, one of the most important aspects of the testing that affects longitudinal
trajectory tracking performance.
3.1.1 Speed Difference Mitigation
An observed problem with creating error terms that rely heavily on the speed difference of
the ego vehicle and its trajectory desired speed is problematic location accuracy. Although the
controller can reproduce the desired speed values with good accuracy while properly tuned; if the
trajectory demands a sharp acceleration while in the first time-steps after the change has been
applied, since the error term of the controller is a rather small value and time is needed for the
error term to yield a higher proportional term to aim for the higher speed values, a location gap
originates between the vehicle and its trajectory.
Since the control system receives no information (error term) related to the vehicle's desired
location and its current location in these cases, the location gap between the vehicle and its
trajectory tends to grow over time and with each added phase of acceleration (Figures 3.1and 3.2).
For some applications that require precision in recreating a set speed profile, this might be a
desirable effect. However, as it was aimed to implement a robust controller able to mitigate both
location and speed differences between the vehicles, these error term definitions were not found
to be suitable for implementation.
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Figure 3.1 Speed Profiles for Simulation Episode with 𝑅∆𝑣 = 1 and 𝑅∆𝑥 = 0,
Final Tuning Parameters, and 2 Oscillations

Figure 3.2 Trajectories for Simulation Episode with 𝑅∆𝑣 = 1 and 𝑅∆𝑥 = 0,
Final Tuning Parameters, and 2 Oscillations
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Figures 3.1 and 3.2 demonstrate the trajectory and speed profile of the ego vehicle and the
pre-defined testing scenario. Final tuning parameters of the PID controller were selected by
comparing the total episode errors across the available data and selecting the tuning parameters
that minimized the total episode error.
3.1.2 Location Difference Mitigation
The controller was also specified with an error term ratio of 𝑅∆𝑣 = 0 and 𝑅∆𝑥 = 1 to
represent an error term considering only location difference. It was observed during testing that
this error term definition always had sub-par performance when compared to error definition
considering an error ratio inclusive of both ∆𝑣 and ∆𝑥 and is not recommended. This error term
also required more scenario-specific tuning given the need for both a short rise-time and a
dampened response when approaching the desired set-point.

Figure 3.3 Speed Profiles for Simulation Episode with 𝑅∆𝑣 = 0 and 𝑅∆𝑥 = 1,
Final Tuning Parameters, and 2 Oscillations

36

Figure 3.4 Trajectories for Simulation Episode with 𝑅∆𝑣 = 0 and 𝑅∆𝑥 = 1,
Final Tuning Parameters, and 2 Oscillations
3.1.3 Error Term Definitions Containing Location and Speed differences
Using the same control tuning as the two PID controller definitions in the previous subsection, this simulation episode representing the incorporation of both location and speed
difference had defined error ratios of 𝑅∆𝑥 = 0.4 and 𝑅∆𝑣 = 0.6. This simulation episode shows
a more robust controller implementation. The trajectory was faithfully imitated by the ego vehicle,
and the vehicle’s velocity did not deviate from the desired values during the two oscillations. This
strongly supports the idea that a PID controller using an error term of both location and speed
difference is more capable of stable and reliable control (Figures 3.5 and 3.6).
3.2 Error Term Definitions, Proportional Gain and Total Episode Error
Different error term definitions have a direct impact on the behavior of the controller itself;
to observe the effect of the different of different 𝑅∆𝑥 and 𝑅∆𝑣 values and different proportional
gains 𝐾! on total episode error, Figures 3.7 and 3.8 are showcased. Figure 3.7 represents a scenario
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that oscillated once during the oscillation window, and Figure 3.8 represents the maximum
oscillation numbers considered in the testing, which is 10.

Figure 3.5 Speed Profiles for Simulation Episode with 𝑅∆𝑣 = 0.6 and 𝑅∆𝑥 = 0.4,
Final Tuning Parameters, and 2 Oscillations

Figure 3.6 Trajectories for a Simulation Episode with 𝑅∆𝑣 = 0.6 and 𝑅∆𝑥 = 0.4,
Final Tuning Parameters, and 2 Oscillations
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Figure 3.7 Effect of Defined Parameter Specifications 𝑅∆𝑥 and 𝐾! Values on
Total Episode Error, 1 Oscillation
The figures clearly demonstrate that the changes in the total episode error correspond
strongly with the definition of the error term. Moreover, the combination of error term defined as
𝑅∆𝑥 =0.4 and 𝐾! =21 cause the lowest total episode error. Comparing figures 3.7 and 3.8, the
number of oscillations seems to affect a well-defined PID controller's overall performance only
marginally. Given the different nature of these two trajectories it could be posited that the
controller is able to achieve stable control even in the most challenging longitudinal trajectories
defined in testing.
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Figure 3.8 Effect of Defined Parameter Specifications 𝑅∆𝑥 and 𝐾! Values on
Total Episode Error, 10 Oscillations
3.3 Comparison of Performance Within the Same Error Ratio Definition
Error ratio 𝑅∆𝑥 =0.4 was determined to be the optimal error ratio defined for longitudinal
tracking in this project. The error ratio was set to 0.4 and the relation of total episode error, number
of oscillations, and the different proportional controller gains are showcased in Figure 3.9. It is
observed that 𝐾! values in the range of 21 to 31 can minimize the total episode error.
With 𝐾! =21 and 𝑅∆𝑥 =0.4 considered to be the optimal controller specifications, a
simulation series was run using these parameters and iterating over the number of oscillations.
Figure 3.10 shows the result of this test and provides some insight into the performance of the final
implementation of the PID controller in this project. The final tuning of the PID controller gains
was defined as 𝐾! =21, 𝐾" =12 and 𝐾# =75. Additional testing has been conducted with iterations
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over the value of 𝐾" and 𝐾# ; however, changes in 𝐾" and 𝐾# seem to affect only the total episode
error marginally and are not included in this analysis.

Figure 3.9 𝐾! Values and Number of Oscillations on Total Episode Error, 𝑅∆𝑥 =0.4
A closer look at Figure 3.10 allows us to understand that the pre-defined trajectory and the
ego vehicle’s completed trajectory during testing deviate from each other by an average of 1052
𝑚 + 𝑚/𝑠. Since the simulation episode was 400 fragments of 0.1 of a second each, the average
error per second of the specified controller was 2.63 𝑚 + 𝑚/𝑠, which is acceptable given that the
pre-defined trajectory’s oscillations are particularly aggressive in their definition.
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Figure 3.10 Final Controller Implementation Total Episode Error
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Chapter 4: Conclusions, Limitations and Future Research
4.1 Conclusions
The testing discussed in the previous section further indicates the importance of error term
definition and its impact on the PID controller’s longitudinal trajectory tracking performance. The
results directly favor incorporating both location and speed differences to be considered in the PID
controller’s error term. To this end, the location difference error ratio 𝑅∆𝑥 =0.4 appears to offer
better stability and precision in the control of the ego vehicle.
Moreover, it is observed that the controller can better mitigate the specified error term if
tuned with sufficiently high 𝐾! values, as the dynamic nature of the pre-defined trajectory demands
a shorter rise-time to accommodate the rapid changes in its velocity profile.
With the selection of final tuning parameters in the previous chapter, the controller was
able to robustly and stably control the ego vehicle to complete the pre-defined speed and trajectory
profile with acceptable precision. The average total episode error per second of the final controller
implementation deviated from the pre-planned trajectory and speed profile by 2.63𝑚 + 𝑚/𝑠.
4.2 Limitations
Simulation environments often are limited in their ability to take into account all the
intricacies of the real world. The data collected during the testing simulations served as preliminary
results to be further evaluated during real-world testing. In addition, the ego vehicle's dynamic
response depended on the model specification of the Nvidia PhysX engine. Although the engine
was sophisticated enough to conduct initial testing and to test control algorithms reliably in
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simulation, utilizing more advanced vehicle models would help shed some light on the precision
of the simulation's underlying physics.
The trajectory testing scenario in this application defined a trajectory and assigned
longitudinal control to one vehicle only. As one of the prevalent use cases of detailed longitudinal
control is during platooning, the effect of incorporating multiple vehicles in longitudinal command
of the algorithm might introduce additional concerns while implementing, such as the effect of
multiple AVs and their corresponding control and deviation from their planned trajectory, which
might affect other vehicles in the platoon.
4.1 Future Research Directions
Implementation of other controller systems such as MPC controllers and fuzzy logic
controllers and incorporation of machine learning online tuning approaches might further enhance
longitudinal tracking performance. Other tuning methods, such as tuning with the utilization of the
genetic algorithm, could lead to interesting insights when compared with other tuning approaches
in the testing platform.
Decreased iteration intervals in the analysis could yield enhanced results, enabling the
definition of a more accurate controller specification. Additionally, incorporating alternative
dynamic vehicle modeling approaches might help assess the accuracy of the simulation dynamic
model used in the CARLA simulation platform alongside real-world testing conduction to evaluate
this research project's findings further.

44

References
[1]

"Science: Radio Auto,"
http://content.time.com/time/magazine/article/0,9171,720720,00.html.
[Accessed 2/1/21].

[2]

N. Bel Geddes, Magic motorways, 1940.
https://archive.org/details/magicmotorways00geddrich. [Accessed 2/5/21].

[3]

J. M. Wetmore, Driving the dream. Automotive History Review, 2003.

[4]

D. Pomerleau, ALVINN: An autonomous land vehicle in a neural network.
Advances in Neural Information Processing Systems.

[5]

R. Bert, Book review: Intelligent vehicle technology and trends, Civil
Engineering, vol. 75, no. 8, pp. 64-64, 2005.

[6]

General Motors, Cruise, self-driving safety report, 2018.

[7]

Waymo LLC, Waymo safety report, September 2020.

[8]

" Automated driving levels of driving automation are defined in new SAE
International Standard J3016.
http://www.sae.org/misc/pdfs/automated_driving.pdf. [Accessed 2/5/21]

[9]

US Department of Transportation, 2016 fatal motor vehicle crashes:
Overview. Washington: National Highway Traffic Safety Administration,
2017.

[10]

US Department of Transportation, 2016 Fatal Motor Vehicle Crashes:
Overview, Washington: National Highway Traffic Safety Administration,
2017.

[11]

M. M. Morando, Studying the safety impact of autonomous vehicles using
simulation-based surrogate safety measures. Journal of Advanced
Transportation, 2018.

45

[12]

T. Litman, Autonomous vehicle implementation predictions: Implications
for transport planning, 2015. https://trid.trb.org/view/1338043. [Accessed
2/10/21].

[13]

P. Fernandes, Platooning of autonomous vehicles with intervehicle
communications in SUMO traffic simulator,
2010.http://home.isr.uc.pt/~pedro/0552.pdf. [Accessed 2/12/21].

[14]

M. . Kamali, Formal Verification of Autonomous Vehicle Platooning,
Science of Computer Programming, vol. 148, pp. 88-106, 2017.

[15]

. Kalra and S. Paddock, Driving to safety: How many miles of driving would
it take to demonstrate autonomous vehicle reliability?, Transportation
Research Part A, Policy & Practice, 2016

[16]

A. Dosovitskiy, G. Ros, F. Codevilla, A. M. López, and V. Koltun, CARLA:
An open urban driving simulator. arXiv: Learning, 2017.

[17]

W. Farag, Track maneuvering using PID control for self-driving cars. Recent
Advancements in Electrical and Electornic Engineering, 2019.

[18]

P. Zhao, Design of a control system for an autonomous vehicle based on
adaptive-PID. International Journal of Advanced Robotic Systems, vol. 9,
no. 1, 2012.

[19]

L. Alonso, Self-tuning PID controller for autonomous car tracking in urban
traffic. IEEE, Sinaia, Romania, 2013.

[20]

Y. Gao, Model Predictive Control for Autonomous and Semiautonomous
Vehicles. UC Berkeley, 2014.

[21]

T. S. Dang, A combined backstepping and adaptive fuzzy PID approach for
trajectory tracking of autonomous mobile robots. Journal of the Brazilian
Society of Mechanical Sciences and Engineering, vol. 156, 2021.

[22]

S. Allou, Fuzzy logic controller for autonomous vehicle path tracking. 18th
International Conference on Sciences and Techniques of Automatic Control
and Computer Engineering, Monastir, Tunisia, 2017.

[23]

O. E. Pérez, Cascade architecture for lateral control in autonomous vehicles.
IEEE, 2011.

46

[24]

G. V. Raffo, A predictive controller for autonomous vehicle path tracking.
IEEE Transactions on Intelligent Transportation Systems, vol. 10, no. 1, pp.
92-102, 2009.

[25]

D. C. Meena, Genetic algorithm tuned PID controller for process control.
IEEE, Coimbatore, India, 2017.

[26]

R. P. Borase, D. K. Maghade, S. Y. Sondkar & S. N. Pawar, A review of
PID control, tuning methods and applications. International Journal of
Dynamics and Control, vol. 10.1007/s40435-020-00665-4, 2020.

[27]

S. Chen, MPC-based path tracking with PID speed control for autonomous
vehicles. IOP Conference Series, vol. 982, Hangzhou, China, 2020.

[28]

Z. He, A two-layer controller for lateral path tracking control of autonomous
vehicle sensors. Sensors, 2020.

[29]

J. G. Ziegler and N. B. Nichols, Optimum settings for automatic controllers.
Journal of Dynamic Systems Measurement and Control-transactions of
ASME, vol. 115, pp. 220-222, 1993.

[30]

H. Khodadadi, Self-tuning PID controller design using fuzzy logic for half
car active suspension system. International Journal of Dynamics and
Control, vol. 224-232, 2018.

47

Appendix A: Copyright Permissions
Figure 1.1 partially uses “Self Driving Car” by Manuel Nilsson from the Noun Project and
“Information” by Cassandra Cappello from the Noun Project. Both figures are available for
academic use with the mention of the creator (Creative Commons licensure).

Figure 1.2 uses “GPS” by Smalllike from the Noun Project.
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