Abstract: This paper presents a nonlinear process control approach that may potentially be used for large-scale (plantwide) chemical process systems. The proposed nonlinear control law is designed to shape the dissipativity of each closed-loop subsystem. Thereafter, the dissipative subsystems are interconnected according to the network topology and the control law may be tuned to satisfy the plantwide stability. The proposed approach is illustrated by an example of dual nonlinear level control problem.
INTRODUCTION
Many modern plantwide systems are complex networks of process units physically interconnected via mass and energy flows. The control of such large-scale interconnections of systems has always been a challenging problem, especially due to the interactions between different units. Among the classic solutions to large-scale control design and analysis are those based on the extended concept of Lyapunov stability (see, e.g., the work by Bellman (1962) and Grujic and Siljak (1973) or Nersesov and Haddad (2006) for a more current overview). A contrasting outlook on large-scale systems may be derived from the input-output perspective of systems and the network theories (e.g., in Vidyasagar (1981) ). In the latter case, the concept of dissipative systems is extensively involved.
The notion of dissipative systems in control theory was first introduced in Willems (1972) . The dissipativity condition restricts that the change of the energy of a system is less than what is supplied or extracted. As an input output property, the dissipativity of a system captures the key features of its dynamics such as gain and phase. An excellent survey of control designs based on dissipativity is provided in Sepulchre et al. (1997) . More process control oriented studies can be found in Bao and Lee (2007) . A link between dissipative systems and thermodynamics was identified in, e.g., Ydstie and Alonso (1997) , Hangos et al. (1999) , and Ydstie (2002) .
In the context of plantwide systems analysis, a sufficient stability condition can be derived based on the dissipativity of each subsystem and the network topology (e.g., Moylan and Hill (1978) ). In this paper, we aim to design a nonlinear control law that shapes the dissipativity of each process system. This is analogous to the concept of feedback equivalence to passive systems as in Byrnes et al. (1991) . The approach presented in this paper is similar to Sira-Ramirez and Angulo-Nunez (1997) , with a different basis for vector fields decomposition. To simplify the 1 Corresponding author. Fax: +61 2 9385 5966. presentation of this paper, it is assumed that the systems are fully actuated. This paper is organized as follows. In Section 2, the basic fundamentals of dissipative systems are provided. Section 3 elaborates the platform used for the proposed network analysis. In Section 4, the main control design methodology is presented. Some remarks about the proposed results are made in Section 5. In particular, different approaches to build a physical representation of process system networks are briefly reviewed. The competing methodologies are discussed from the point of view of physics and control theories. Some important notes about the dissipativity property of systems (especially, the forms of the supply rate) in a network are also stated. Finally, potential extensions to plantwide applications are presented -a few issues and possible solutions are identified. In Section 6, the results of the paper are illustrated via an academic example of a level control of interconnected two liquid tanks.
A brief note about notations: we denote by R ≥0 the closed set of positive real numbers. A real symmetric matrix M of dimension n, i.e., M = M T ∈ R m×n , is said to be positive (negative) definite if all of its eigenvalues are greater (less) than zero. We denote by M > 0 (M < 0) if M is positive (negative) definite. The matrix M is said said be positive (negative) semi-definite if all of its eigenvalues are at least (most) zero. We denote by M ≥ 0 (M ≤ 0) if M is positive (negative) semi-definite. Finally, the diagonal and column stacking operators are loosely denoted as diag k (·) and col k (·) respectively, where the stacking is carried out in an ascending order of k.
DISSIPATIVE SYSTEMS
The basic concepts of dissipative systems from the classical input-output perspective are introduced in this section. Of special interest are the properties of quadratic dissipative systems. A more thorough treatment of this subject can be found in Brogliato et al. (2007) .
Throughout this paper, the systems are assumed to have an input-affine structure. A general input-affine nonlinear system can be represented as follows: 
In the sequel, the storage function is assumed to be at least C 1 such that (2) can be written as:
Depending on the forms of the supply rates, different input-output properties can be determined. The most commonly studied supply rates in the literature are in quadratic forms, mainly because of their easy links to many dynamic properties. The most basic quadratic structure is as follows:
A system which is dissipative with respect to the above supply rate is called a (Q, S, R)-dissipative system. More recently, an extension to the above structure has been introduced by including the higher derivatives of the input and output, leading to quadratic differential forms (QDFs) of supply and storage functions (see Willems and Trentelman (1998) ). For the purpose of this paper, however, we limit ourselves to the classical concept of (Q, S, R)-dissipative systems.
Sufficient and necessary conditions for system (1) to be (Q, S, R)-dissipative are presented in Hill and Moylan (1976) . These become the basis for the results of dynamic operability studies in Rojas et al. (2009) . The link between (Q, S, R)-dissipative systems and the notion of stability was developed in Hill and Moylan (1976) . It is formalized in the following statements.
Lemma 1. Consider a (Q, S, R)-dissipative system which is also zero-state detectable, i.e. such that y = y * implies lim t→∞ x = x * . Suppose that x * = arg min (Ψ(x)). Then the system is stable in the sense of Lyapunov if Q ≤ 0. It is asymptotically stable if Q < 0.
The problem of obtaining a quadratic dissipativity property (with respect to the desired interconnecting inputoutput pairs) is not trivial even for affine nonlinear systems. The aim of this paper is therefore to propose an alternative, constructive nonlinear feedback control for each process system in the network such that each is quadratically dissipative, i.e., feedback equivalence to quadratic dissipative systems.ũ 
NETWORK AND SYSTEM REPRESENTATION
In this section, the network representation which is a modification to that proposed in Moylan and Hill (1978) is presented.
Consider an input-output representation such that each subsystem Σ i in the network Σ can be described by the following model:
for all j ∈ Ω i , the set of all subsystems connected to subsystem i. The matrix H ij is the interconnection operator, while u i = col(ũ i , d i ) and y i are the input and the output of system i respectively. The interconnecting inputs and the external input (or disturbance) are denoted byũ i and d i respectively. The operator H ij is a linear operator defined as follows:
and 0 otherwise. By signal augmentation, the large-scale dynamic system can be compiled as Σ :
where u and y is composed of augmented signals of each
The network configuration is illustrated in Figure 1 .
The following control affine representation are targeted for each open-loop subsystem Σ i :
whereû denotes the manipulated input and w(x, 0) = 0. In many process control applications, the states commonly refer to the thermodynamic intensive variables, e.g., temperatures, pressures, or concentrations, and in some cases, the extensive inventory variables, e.g., total mass or volume. In Magyar et al. (2008) , it was shown that process control systems possess the above affine structure if the manipulated variables are selected as either the inlet material flows (or component flows) or the intensive variables at the inlet. They act through the convection terms of the conservation balances which are transformed into state equations. Assume now that the manipulated variable originates from an external controlled environment. Then, the convective flow can be be represented as a bilinear function of flow and an intensive variable. In such a case, the vector field g(x) satisfies the following forms:
(1) g(x) = α·x if the flows are the manipulated variables, or (2) g(x) = α if the intensive variables at the inlet are the manipulated variables where α is a constant.
FEEDBACK EQUIVALENCE TO DISSIPATIVE SYSTEMS
This section presents our main results on feedback equivalence to dissipative systems. The basis for the current developments is the work by Sira-Ramirez and AnguloNunez (1997). Observe that the by taking y i = x i , the following is equivalent to (7):
. Similar to Sira-Ramirez and Angulo-Nunez (1997), we consider the natural decomposition of vector fields with respect to a storage function
The first term on the right hand side of (9) can be further decomposed into the dissipative and non-dissipative components with respect to a storage function Ψ as per below:
where L X Y denotes the usual directional (Lie) derivative of a function Y with respect to a vector field X. Assume for now that d i = 0 and, without loss of generality,û i ∈ R. Consider the storage function (14) at least within the operating region of interest. Then it is straightforward to see that 
is the desired supply rate. Suppose that it is possible to find pairs of functions ρ N D,i (y i ) and ρ S,i such that
Then, if the dynamics of the auxiliary output is designed asẏ
In particular, for the stabilization problems of a fully actuated system with rank
By defining
where γ i is a positive constant, the stability of the overall network system is guaranteed iḟ
Quadratic supply rates are special examples of desired supply rates (see Section 2). In particular in this paper, we are interested in a supply rate form that corresponds to a property similar to strict passivity. In such a case,
(24) Hence, we can obtaiṅ
Consider the dissipation inequality (25). Observe that if u = u d , the dissipativity of the system becomeṡ
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Tank 2 Tank 1 whereλ(Q i ) denotes the maximum eigenvalue of Q i . The second inequality is obtained from Rayleigh quotient. Equation (26) essentially describes the decay rate of the storage function Ψ i which corresponds to the convergence rate of the output y i to y d,i (which in turn can be linked to the desired point or trajectory y * i by the previous discussion).
Furthermore, if the desired supply rate for each subsystem is chosen to be quadratic, the following result derived from Moylan and Hill (1978) can be used to study the stability of large-scale systems described by (5)-(6). Proposition 2. Consider a network system which can be represented by (5)-(6). Suppose that each subsystem Σ i is (Q i , S i , R i )-dissipative, i.e. such that each satisfies the dissipation inequalitẏ
Denote M = diag i (M i ) for any matrices M i . Then the overall network satisfies the dissipation inequalitẏ
Suppose that R i = 0 for all i. Then, using Propositions 2 and Lemma 1, the overall network stability condition reduces to
(30) with strict inequality for asymptotic stability.
DISCUSSION

Physical Process Networks
There are two competing methodologies of building the interconnections of physical network systems: the currentbased and the potential-based interconnections. It is shown in Gilles (1998) that the latter leads to a more physically accurate representation of network systems. In fact, it is not difficult to show that flows are merely the consequences of (differential) potentials. The following academic example shows exactly how this is the case. Example 1. Consider the level balance of two tanks in series as depicted in Figure 3 . From the first principles, the system can be modeled as:
where A, h, and F denote the area, the liquid level, and the flowrate respectively. Further, it can be shown that the interconnecting flow between the two tanks F 12 = sgn(P 1 − P 2 )α √ |P 1 − P 2 |, where α is the coefficient related to the properties of the interconnecting unit (e.g. pipe, valve, etc) and P is the hydrostatic pressure at the base of the tank. It is therefore clear that the interconnected systems interact with their potentials, which in this case is the pressure.
Observe that the potential-based interconnections allow bidirectional signal transfers. This is not facilitated by current-based interconnections. Consider the balance of the first tank in the above example. With current-based interconnections, the inlet and outlet flows are naturally defined as the interconnecting input and output variables respectively. However, as exhibited by the above example, F 12 is in reality a function of the potential P 2 , which in this configuration does not belong to the input space (or any signal space for that matter) of the first tank. Furthermore, there is an ambiguity about the flow F 12 . It may be either the input or the output depending on the relative magnitude of the potentials P 1 and P 2 .
From the point of view of control design, however, potential-based interconnections are more difficult to deal with. This is due to the possible strong nonlinearities in the interconnection vector fields f S,i . The effect of the nonlinearities in the interconnection vector fields on the desired supply rate and the control law is clarified later. Despite the lack of generality, current-based interconnections generally lead to simpler interconnection vector fields f S,i . In many industries, current-based networks are usually acceptable when there are power utilities (such as pumps, heat exchangers, etc.) available between each unit to manipulate the magnitude and the direction of flows. In this paper, the results are demonstrated for potentialbased network. Similar results on current-based network can be viewed in Rojas et al. (2009) .
Forms of Supply Rates
In general, for the purpose of plantwide stabilization, the desired supply rates Φ d,i may be arbitrarily designed under constraint (23). A constructive method to accomplish this is, however, still an open problem in control theory. Note that from (16)-(17), the design of supply rates can be further generalized by considering more general forms of storage functions. In this case, however, the decompositions of vector fields (such as (10)) may be more involved.
The control law (21) in general requires the information from the local and neighboring subsystems, hence leading to a distributed control structure. The compatibility of ρ S,i and ϕ i determines how much cancelation of the interconnections is required. In the case where ρ S,i = ϕ i , the interconnection term in the control law vanishes, allowing 8th IFAC Symposium on Advanced Control of Chemical Processes Furama Riverfront, Singapore, July 10-13, 2012 total decentralized control law. As previously mentioned, potential-based interconnections commonly lead to strong nonlinearities in f S,i . In many of these cases, finding ρ S,i which is compatible with ϕ i can be challenging. Such task is relatively easier for current-based network due to the simpler interconnection terms. For example, with certain assumptions, it may be possible to find ρ S,i = S iũi . In this case, a quadratic dissipativity may be shaped using decentralized control law.
In the context of feedback equivalence to quadratic dissipativity, a possible candidate of S i is the Jacobian of the vector field f S,i (y i ,ũ i ) at the desired operating point. This approximately eliminates the first derivative components of the vector field to be canceled by the control action, reducing its aggressiveness.
We shall briefly remark that the assumption of controlaffine structure is not a fundamental limitation for the proposed results. Consider the case where the input vector field is modeled as g i (y i ,û i ). If it is possible to findû i such that
then feedback equivalence to dissipative systems can still be achieved. It should however be noted that the search forû i may not be trivial in this case.
Plantwide Control
The main assumption of the results presented in the paper is that the system is fully actuated. Many plantwide systems are, however, under-actuated. In the latter, more general case, it should have been obvious from the above formulations that the approach is only applicable when the relative degree of each subsystem is one -note that this is also a requirement for feedback equivalence to passive systems in Byrnes et al. (1991) . A possible solution to this issue is to consider a hierarchical control strategy to assign the appropriate manipulated variables such that the relative degree requirement is fulfilled. It is also very important to ensure that the internal dynamics in each subsystem (and their possible interconnections) are stable. Otherwise, as noted in Sira-Ramirez and Angulo-Nunez (1997) , the control effort may diverge to infinity.
As earlier remarked, the stability of the plantwide system is dependent on the dissipativity of each subsystem and the topology of the network. While not thoroughly addressed in this paper, a potential analysis of the effect of interconnection topology can be performed by studying the structure of the H interconnection matrix and its effects towards the stability / instability of the overall network systems.
ILLUSTRATIVE EXAMPLE
In this section, we illustrate the application of the methodology proposed in this paper with an academic example of the level control of interconnected two tanks (as previously presented) viewed as a network system. Despite its apparent simplicity, this example shows how systems physically interact with their potentials and how a potential network representation may be built and handled with the proposed approach.
Consider the two-tanks system as illustrated in Figure 3 . Recall that A, α, h, and F are the area, the flow coefficients, the liquid level, and the flowrate respectively. The behavior of the two tanks can be modeled as follows:
Consider the first tank. Using the above definitions, the state space model of the first tank is:
Observe that (∂f Q,1 /∂y 1 ) < 0. Therefore, according to the
To stabilize y 1 to y * 1 , the following control law can therefore be used:
Similarly with tank 2, froṁ 
and hence the control laŵ u 2 = sgn(y 2 −ũ 2 )α 12
stabilizes h 2 to h * 2 . Let A 1 = A 2 = 1, k 1 = k 2 = 1, and k 12 = 0.7. The control is designed to stabilize the liquid level to h 1 = 8 and h 2 = 7. Then based on the Jacobian of the vector field f S , we have: S 1 = S 2 = 0.35 (41) Using (30), the network system can be stabilized by selecting for example: Q 1 = Q 2 = −0.5 (42) The digital computer simulation results are provided in Figure 4 . The system is controlled from initial states h 10 = 4 m and h 20 = 6 m.
CONCLUDING REMARKS
In this paper, a large-scale control design based on the concept of feedback equivalence to dissipative systems is presented. The ultimate goal of this contribution is to develop a constructive method for nonlinear plantwide process control. It was established that, due to the interactions between process systems, stabilization of each process system is not sufficient to guarantee the stability of the overall large-scale network system. In this light, attempts to shape the dissipativity of each sub-system have been shown via energy modifications and supply rate injections. If each subsystem can be rendered dissipative with a desired supply rate, then input-output theories for large-scale systems may be applied to guarantee the overall desired dynamic performance.
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