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Abstract
The existence of multiple solutions to elliptic hemivariational inequality problems in bounded domains
is investigated via a suitable nonsmooth version of a classical technique due to Struwe and a recent saddle
point theorem for locally Lipschitz continuous functionals.
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1. Introduction
The structure of the critical set in the famous Mountain Pass Theorem by Ambrosetti–
Rabinowitz has been widely investigated; for a recent account of the theory we refer the reader
to [14, Chapter 12]. As was brought out in [19], this interest stems from both the natural question
of whether such a set contains saddle points (which is suggested by its construction) and the
emergence of meaningful applications depending on the type of critical points rather than their
mere existence. A classical situation, treated by Struwe in [22, pp. 147–150], deals with multiple
solutions to coercive elliptic problems where a real parameter appears. Roughly speaking, the
result reads as follows. Let Ω be a bounded domain in RN , N  3, having a smooth boundary
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86 S.A. Marano et al. / J. Math. Anal. Appl. 337 (2008) 85–97∂Ω , let 0 < λ1 < λ2  · · · be the eigenvalues of the operator − in H 10 (Ω), and let g :R → R
be a Lipschitz continuous function. If
lim
t→0
g(t)
t
= 0, lim|t |→+∞
g(t)
t
= +∞, (1)
while g(t)t−1 is increasing in |t |, then the problem{−u = λu− g(u) in Ω,
u = 0 on ∂Ω (2)
possesses at least three nontrivial weak solutions provided λ > λ2. Remark that due to (1) the
function u ≡ 0 solves (2) for any λ ∈ R.
Struwe’s theorem is essentially already contained in [2]. Moreover, the existence of multiple
solutions to (2) has been investigated in a number of other works under various assumptions; see
for instance [1,12,20,21] and references therein.
The main purpose of this paper is to establish a nonsmooth version of the above-mentioned
result [22, Theorem 10.5]. We thus consider the elliptic hemivariational inequality problem, say
(Pλ,g):
Find u ∈ H 10 (Ω) such that
−
∫
Ω
∇u(x) · ∇v(x) dx + λ
∫
Ω
u(x)v(x) dx 
∫
Ω
G0
(
u(x);v(x))dx
for all v ∈ H 10 (Ω),
where
G(ξ) :=
ξ∫
0
g(t) dt, ξ ∈ R,
with g :R → R locally essentially bounded instead of Lipschitz continuous, and G0(u(x);v(x))
denotes the generalized directional derivative of G at the point u(x) along the direction v(x).
Obviously, when g is continuous, every solution to (Pλ,g) also solves (2) in the weak sense.
By chiefly adapting the technical approach developed in [21], we first prove that (Pλ,g) has two
solutions u1, u2 ∈ H 10 (Ω) such that u2 < 0 < u1 in Ω provided λ > λ1. If λ > λ2 then a third
nontrivial solution is obtained through the same arguments exploited to show Proposition 2 of
[21] (see also [20, Theorem 2.42]) and a recent saddle point result [15, Theorem 4.3] for locally
Lipschitz continuous functionals.
Hemivariational inequalities were introduced by Panagiotopoulos [18] in the mathematical
modeling of several complicated mechanical and engineering problems, whose relevant energy
functionals are neither convex nor smooth (the so-called super-potentials). For instance, this
is the case of nonmonotone multi-valued interface laws or constitutive relations that occur in
certain contact and friction processes, as well as of phenomena related to large displacements
and deformations expressed by nonlinear strain-displacement laws. The theoretical formulation
of such concrete questions basically relies on the notions of generalized directional derivative and
Clarke’s generalized gradient, which replaces the sub-differential in the sense of convex analysis.
Hemivariational inequalities have by now been widely investigated. Besides [16,18] we cite
the very recent monographs [11,17] as general references on this subject.
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has been developed, together with meaningful applications, by Degiovanni and his co-authors.
The papers [5,10] (see also [14, Chapter 16]) represent excellent overviews of the theory.
2. Preliminaries
Let (X,‖ · ‖) be a real Banach space. Given a set V ⊆ X, write V for the closure of V .
When V is nonempty, x ∈ X, and δ > 0, we define d(x,V ) := infz∈V ‖x − z‖, Bδ(V ) := {z ∈
X: d(z,V ) < δ}, as well as Bδ(x) := Bδ({x}). The symbol X∗ denotes the dual space of X, while
〈·, ·〉 indicates the duality pairing between X and X∗. A function Φ :X → R is called coercive
when
lim‖x‖→+∞Φ(x) = +∞.
If to every x ∈ X there correspond a neighborhood Vx of x and a constant Lx  0 such that∣∣Φ(z)−Φ(w)∣∣ Lx‖z −w‖ ∀z,w ∈ Vx
then we say that Φ is locally Lipschitz continuous. In this case, Φ0(x; z), x, z ∈ X, denotes the
generalized directional derivative of Φ at the point x along the direction z, i.e.,
Φ0(x; z) := lim sup
w→x,t→0+
Φ(w + tz)−Φ(w)
t
.
It is known [8, Proposition 2.1.1] that Φ0 turns out to be upper semicontinuous on X × X. The
generalized gradient of the function Φ in x, denoted by ∂Φ(x), is the set
∂Φ(x) := {x∗ ∈ X∗: 〈x∗, z〉Φ0(x; z) ∀z ∈ X}.
Proposition 2.1.2 of [8] ensures that ∂Φ(x) turns out to be nonempty, convex, in addition to
weak* compact, and that
Φ0(x; z) = max{〈x∗, z〉: x∗ ∈ ∂Φ(x)}, z ∈ X.
Hence, it makes sense to write
mΦ(x) := min
{‖x∗‖X∗ : x∗ ∈ ∂Φ(x)}.
The classical Palais–Smale condition for C1 functions becomes here (cf. [7, Definition 2]):
(PS) Every sequence {xn} ⊆ X such that {Φ(xn)} is bounded and mΦ(xn) → 0 as n → +∞
possesses a convergent subsequence.
We say that x ∈ X is a critical point of Φ when 0 ∈ ∂Φ(x), namely Φ0(x; z) 0 for all z ∈ X.
A critical point x ∈ X is called a saddle point of Φ provided to every δ > 0 there correspond
x′, x′′ ∈ Bδ(x) such that Φ(x′) < Φ(x) < Φ(x′′). Given a real number c, write
Kc(Φ) :=
{
x ∈ X: Φ(x) = c, 0 ∈ ∂Φ(x)}.
The following result is a special case of [15, Theorem 4.3]; see also [3, Theorem 3.3].
Theorem 2.1. Let X be infinite dimensional and let Φ satisfy condition (PS). If there exist
x0, x1 ∈ X such that max{Φ(x0),Φ(x1)} < c, where, as usual,
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γ∈Γ supt∈[0,1]
Φ
(
γ (t)
)
,
with
Γ := {γ ∈ C0([0,1],X): γ (0) = x0, γ (1) = x1},
then Kc(Φ) possesses a saddle point.
3. Existence results
Throughout the paper, Ω denotes a bounded domain of the real Euclidean N -space (RN, | · |),
N  3, with a smooth boundary ∂Ω . The symbol H 10 (Ω) indicates the closure of C∞0 (Ω) in
W 1,2(Ω). On H 10 (Ω) we introduce the norm
‖u‖ :=
(∫
Ω
∣∣∇u(x)∣∣2 dx
)1/2
.
Denote by 2∗ the critical exponent for the Sobolev embedding H 10 (Ω) ↪→ Lp(Ω). Recall that
2∗ = 2N/(N − 2), if p ∈ [1,2∗] then there exists a positive constant cp such that
‖u‖Lp(Ω)  cp‖u‖, u ∈ H 10 (Ω) (3)
and, in particular, the embedding is compact whenever p < 2∗; see, e.g., [20, Proposition B.7].
Finally, to shorten notation, we define, if u :Ω →R and M ∈ R,
Ω
(
u(x) <M
) := {x ∈ Ω: u(x) <M}.
The meaning of Ω(u(x)M), Ω(u(x) > M), Ω(u(x)M), and Ω(u(x) = M) is analogous.
From now on, ‘measurable’ always means Lebesgue measurable while m(E) indicates the mea-
sure of E.
If g :R →R satisfies the conditions
(g1) g is measurable,
(g2) there exist a1 > 0, p ∈ [2,2∗[ such that∣∣g(t)∣∣ a1(1 + |t |p−1)
for every t ∈ R,
then the functions G :R → R and G :H 10 (Ω) → R given by
G(ξ) :=
ξ∫
0
g(t) dt ∀ξ ∈ R,
G(u) :=
∫
Ω
G
(
u(x)
)
dx ∀u ∈ H 10 (Ω), (4)
respectively, are well defined and locally Lipschitz continuous. So, it makes sense to consider
their generalized directional derivatives G0 and G0. On account of formula (9) on p. 84 in [8]
one has
G0(u;v)
∫
G0
(
u(x);v(x))dx, u, v ∈ H 10 (Ω). (5)Ω
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(g3) limt→0 g(t)t−1 = 0,
(g4) lim|t |→+∞ g(t)t−1 = +∞.
Now, given λ > 0, define
αλ := sup
{
t < 0: g(t)t−1  λ
}
, (6)
βλ := inf
{
t > 0: g(t)t−1  λ
}
. (7)
By (g3)–(g4) one clearly has αλ < 0 < βλ. Moreover,
λt − g(t) < 0 ∀t ∈]αλ,0[, λt − g(t) > 0 ∀t ∈]0, βλ[. (8)
We shall also suppose that
(g5) limt→αλ g(t) = g(αλ) = λαλ, limt→βλ g(t) = g(βλ) = λβλ,
(g6) tg(t) > 0 for t = 0, and
(g7) g(t)t−1 is increasing in |t |.
Finally, denote by (P′λ,g) the elliptic hemivariational inequality problem:
Find u ∈ H 10 (Ω) such that
−
∫
Ω
∇u(x) · ∇v(x) dx + λ
∫
Ω
u(x)v(x) dx  G0(u;v)
for all v ∈ H 10 (Ω).
Due to (5), any solution u of (P′λ,g) also fulfills the inequality, say (Pλ,g),
−
∫
Ω
∇u(x) · ∇v(x) dx + λ
∫
Ω
u(x)v(x) dx 
∫
Ω
G0
(
u(x);v(x))dx
for all v ∈ H 10 (Ω). When g is continuous, the function u ∈ H 10 (Ω) turns out to be a weak solution
to the Dirichlet problem
−u = λu− g(u) in Ω, u = 0 on ∂Ω,
which has been previously investigated by many authors under more restrictive conditions; see,
for instance, [1,21], [20, Theorem 2.42], and [22, Theorem 10.5].
Let λ > 0 and let g :R→ R satisfy (g1)–(g2). Write
Eλ,g(u) := 12‖u‖
2 − λ
2
‖u‖2
L2(Ω) + G(u), u ∈ H 10 (Ω),
where G is defined in (4). Evidently, the functional Eλ,g :H 10 (Ω) → R is locally Lipschitz con-
tinuous. Moreover, each critical point of Eλ,g turns out to be a solution to (P′λ,g) and so, a fortiori,
of (Pλ,g).
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(gˆ1) gˆ is measurable,
(gˆ2) |λt − gˆ(t)| a2 in R for some a2 > 0,
(gˆ3) limt→0 gˆ(t)t−1 = 0,
(gˆ4) t (λt − gˆ(t)) 0 for all t ∈ R, and
(gˆ5) any solution of (P′λ,gˆ) also solves (Pλ,g).
Proof. We define, for every t ∈ R,
gˆ(t) :=
{
g(t) if t ∈ [αλ,βλ],
λt otherwise,
with αλ, βλ given by (6) and (7). Due to (g1) the function gˆ :R → R turns out to be measur-
able. Assertions (gˆ2) and (gˆ3) directly come from (g2) and (g3), respectively. Since (gˆ4) is an
immediate consequence of (8), besides (g5), we are reduced to verify (gˆ5). Let u ∈ H 10 (Ω) be a
solution of (P′
λ,gˆ
). Then
u+ λu ∈ ∂Gˆ(u).
By [7, Theorem 2.1] one has Gˆ(u) = [gˆ∗(u), gˆ∗(u)], where
gˆ∗(t) := lim
δ→0+
ess inf|τ−t |<δ gˆ(τ ), gˆ
∗(t) := lim
δ→0+
ess sup
|τ−t |<δ
gˆ(τ ), t ∈ R.
Consequently,
λu(x)− gˆ∗(u(x))−u(x) λu(x)− gˆ∗(u(x)) (9)
for almost all x ∈ Ω . Put Ω+ := Ω(u(x) > βλ). Exploiting (9) easily yields (u − βλ)  0 in
Ω+. Since u − βλ = 0 on ∂Ω+, the Maximum Principle (see, e.g., [13, Theorem 8.1]) forces
u βλ in Ω+. Therefore, m(Ω+) = 0. Likewise, if Ω− := Ω(u(x) < αλ) then through (9) we
always get m(Ω−) = 0. This implies
αλ  u(x) βλ for almost every x ∈ Ω,
which leads to
Gˆ0
(
u(x);v(x))= G0(u(x);v(x)) (10)
almost everywhere in Ω and for any v ∈ H 10 (Ω). Indeed, (10) is obvious when αλ < u(x) < βλ,
because ξ, ξ + tv(x) ∈ [αλ,βλ] as ξ → u(x), t → 0+ and thus
Gˆ(ξ + tv(x))− Gˆ(ξ)
t
= G(ξ + tv(x))−G(ξ)
t
.
Suppose u(x) = αλ. By (g5) both g and gˆ are continuous at the point αλ. Hence, thanks to the
Mean Value Theorem [6, Proposition 1.7] one has
Gˆ0
(
αλ;v(x)
)= gˆ(αλ)v(x), G0(αλ;v(x))= g(αλ)v(x),
and (10) follows. A similar argument holds when u(x) = βλ. Finally, gathering (5) and (10)
together provides
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∫
Ω
∇u(x) · ∇v(x) dx + λ
∫
Ω
u(x)v(x) dx  Gˆ0(u;v)

∫
Ω
Gˆ0
(
u(x);v(x))dx =
∫
Ω
G0
(
u(x);v(x))dx
for every v ∈ H 10 (Ω), namely the function u also solves (Pλ,g). 
Denote by λ1 the first eigenvalue of the operator − in H 10 (Ω).
Theorem 3.1. Let λ > λ1 and let gˆ :R → R be a function satisfying (gˆ1)–(gˆ4) of Lemma 3.1.
Then (P′
λ,gˆ
) possesses at least two solutions u1, u2 ∈ H 10 (Ω) such that u2 < 0 < u1 in Ω .
Proof. Through (gˆ2) we get
∣∣∣∣λ2 ξ2 − Gˆ(ξ)
∣∣∣∣=
∣∣∣∣∣
ξ∫
0
(
λt − gˆ(t))dt
∣∣∣∣∣ a2|ξ |, ξ ∈ R,
which implies, on account of (3),
Eλ,gˆ(u)
1
2
‖u‖2 − a2‖u‖L1(Ω) 
1
2
‖u‖2 − a2c1‖u‖ ∀u ∈ H 10 (Ω).
Consequently, the functional Eλ,gˆ :H 10 (Ω) → R is bounded below and coercive. Observe next
that Eλ,gˆ turns out to be weakly sequentially lower semicontinuous. Indeed, if un ⇀ u in H 10 (Ω)
then, passing to a subsequence when necessary, we may suppose that
lim
n→+∞un = u in L
2(Ω),
lim
n→+∞un(x) = u(x) for almost every x ∈ Ω.
Since (gˆ2) holds, it leads to
lim inf
n→+∞Eλ,gˆ(un)
1
2
‖u‖2 − λ
2
‖u‖L2(Ω) + lim
n→+∞
∫
Ω
Gˆ
(
un(x)
)
dx
= 1
2
‖u‖2 − λ
2
‖u‖L2(Ω) +
∫
Ω
Gˆ
(
u(x)
)
dx = Eλ,gˆ(u),
and the assertion follows.
Now, put
H+ := {u ∈ H 10 (Ω): u(x) 0 a.e. in Ω},
κ1 := inf
{
Eλ,gˆ(u): u ∈ H+
}
.
By the above properties of Eλ,gˆ one has κ1 > −∞ as well as
κ1 = Eλ,gˆ(u1) for some u1 ∈ H+. (11)
Assumption (gˆ3) forces
lim
Gˆ(ξ)
2 = 0. (12)ξ→0 ξ
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that Ωc := Ω(u1(x)  c) has a positive measure and let v1 ∈ H 10 (Ω) be the unique capacitary
potential defined by Ωc. Proposition 12 on p. 453 of [9] ensures that v1 is lower semicontinuous,
0  v1  1 and −v1  0 in Ω , v1 = 0 outside Ωc, v1 = 1 on Ωc. The Strong Maximum
Principle then yields v1 > 0 in Ω ; cf. [21, p. 110]. Write wτ := max{u1, τv1}, τ > 0. Obviously,
wτ ∈ H+ and
‖u1‖2 − ‖wτ‖2 =
∫
Ω\Ωc
(|∇u1|2 − |∇wτ |2)dx +
∫
Ωc
(|∇u1|2 − |∇wτ |2)dx
=
∫
Ω\Ωc
(|∇u1|2 − |∇wτ |2)dx  0 (13)
whenever τ < c. Due to (gˆ4) we get
λ
2
(
w2τ − u21
)− [Gˆ(wτ )− Gˆ(u1)]=
wτ∫
u1
(
λt − gˆ(t))dt  0 (14)
in Ω . If u1 = 0 on a set Ω1 ⊆ Ω with m(Ω1) > 0 then, exploiting (13), (14), and (12),
Eλ,gˆ(u1)−Eλ,gˆ(wτ )
∫
Ω
{
λ
2
(
w2τ − u21
)− [Gˆ(wτ )− Gˆ(u1)]
}
dx

∫
Ω1
[
λ
2
(τv1)
2 − Gˆ(τv1)
]
dx > 0
provided τ is sufficiently small. However, this contradicts (11). Therefore, u1 > 0 in Ω .
Now, to show that u1 solves (P′λ,gˆ), pick any v ∈ C∞0 (Ω). By the above, u1 + τv ∈ H+ for
small |τ |; see [21, p. 110]. We clearly have E0
λ,gˆ
(u1;v) 0 because τ = 0 is a local minimum
of the function E : τ → Eλ,gˆ(u1 + τv) and
E0(0; τ)E0
λ,gˆ
(u1; τv) ∀τ ∈ R,
thanks to inequality (1.10) in [17]. Bearing in mind that E0
λ,gˆ
(u1; ·) is continuous, while
C∞0 (Ω) = H 10 (Ω), it results in
E0
λ,gˆ
(u1;v) 0, v ∈ H 10 (Ω).
Consequently,∫
Ω
∇u1(x) · ∇v(x) dx − λ
∫
Ω
u1(x)v(x) dx + G0(u1;v) 0 ∀v ∈ H 10 (Ω),
and the assertion follows.
A similar reasoning gives a negative solution u2 ∈ H 10 (Ω) to Problem (P′λ,gˆ). 
Remark 3.1. The above proof, patterned after that of [21, Proposition 1], also ensures that
max
{
Eλ,gˆ(u1),Eλ,gˆ(u2)
}
< 0.
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nonsmooth version of [21, Proposition 1].
Corollary 3.1. If λ > λ1 and the function g :R → R fulfills (g1)–(g5) then (Pλ,g) has at least
two solutions u1, u2 ∈ H 10 (Ω) such that u2 < 0 < u1 in Ω .
Now, define
Γ := {γ ∈ C0([0,1],H 10 (Ω)): γ (0) = u1, γ (1) = u2},
where u1, u2 are as in Theorem 3.1,
cλ,gˆ := inf
γ∈Γ supt∈[0,1]
Eλ,gˆ
(
γ (t)
)
,
and denote by λ2 the second eigenvalue of the operator − in H 10 (Ω).
Lemma 3.2. Let the assumptions of Theorem 3.1 be satisfied. Suppose also that
(gˆ6) t gˆ(t) > 0 for t = 0.
Then max{Eλ,gˆ(u1),Eλ,gˆ(u2)} < cλ,gˆ . If, moreover, λ > λ2 and
(gˆ7) gˆ(t)t−1 is increasing in |t |,
then max{Eλ,gˆ(u1),Eλ,gˆ(u2)} < cλ,gˆ < 0.
Proof. Pick γ ∈ Γ , t ∈ [0,1], and write w := γ (t), w− := min{w,0}, w+ := max{w,0}. One
evidently has w = w− +w+ as well as
Eλ,gˆ(w)−Eλ,gˆ(u1) = Eλ,gˆ(w+)−Eλ,gˆ(u1)+Eλ,gˆ(w−). (15)
We claim that to every ε > 0 there corresponds a δε > 0 fulfilling
Eλ,gˆ(w+)Eλ,gˆ(u1)+ δεm
(
Ωε
(
w+(x) = 0
))
, (16)
with Ωε := Ω \Bε(∂Ω). Fix ε > 0. Inequality (16) is evidently true when w+ = 0 in Ω , because
Eλ,gˆ(u1) < 0. So, let c > 0 be such that Ωc := Ω(w+(x)  c) has a positive measure and let
v+ ∈ H 10 (Ω) be the unique capacitary potential defined by Ωc. Put wτ := max{w+, τv+}, τ > 0.
As in the proof of Theorem 3.1 we get wτ ∈ H+,
‖w+‖2 − ‖wτ‖2  0
provided τ < c, and
λ
2
(
w2τ −w2+
)− [Gˆ(wτ )− Gˆ(w+)]=
wτ∫
w+
(
λt − gˆ(t))dt  0
in Ω , which implies
Eλ,gˆ(w+)−Eλ,gˆ(wτ )
∫
Ωε(w+=0)
{
λ
2
(
w2τ −w2+
)− [Gˆ(wτ )− Gˆ(w+)]
}
dx
=
∫
Ω (w =0)
[
λ
2
(τv+)2 − Gˆ(τv+)
]
dx. (17)ε +
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constant a > 0 such that a  v+  1 in Ωε . Thanks to (12) one has
−Gˆ(τv+)−λ4a
2(τv+)2 −λ4 (aτ)
2
for any sufficiently small τ . From (17) it follows
Eλ,gˆ(w+)−Eλ,gˆ(wτ ) λ4 (aτ)
2m
(
Ωε
(
w+(x) = 0
))
.
At this point, (16) is an immediate consequence of (11).
Define Ω− := Ω(w(x) < 0). Exploiting (gˆ6) yields
Eλ,gˆ(w−) = 12
∫
Ω−
|∇w−|2 dx − λ2
∫
Ω−
(w−)2 dx +
∫
Ω−
Gˆ(w−) dx
 1
2
(∫
Ω−
|∇w−|2 dx − λ
∫
Ω−
(w−)2 dx
)
.
Through Hölder’s inequality and (3) we achieve
∫
Ω−
(w−)2 dx 
[
m(Ω−)
]2/n(∫
Ω−
|w−|2n/(n−2) dx
)(n−2)/n
 c22∗
[
m(Ω−)
]2/n ∫
Ω−
|∇w−|2 dx.
Hence,
Eλ,gˆ(w−)
1
2
{
1
c22∗ [m(Ω−)]2/n
− λ
} ∫
Ω−
(w−)2 dx. (18)
Observe now that
m
(
Ω− ∩ (Ω \Ωε)
)
 1
2
(
1
c22∗λ
)n/2
(19)
for ε > 0 small enough, because
Ω− ∩ (Ω \Ωε) ⊆ Bε(∂Ω) and lim
ε→0+
m
(
Bε(∂Ω)
)= 0.
Let σ > 0 satisfy
σ < min
{
m(Ωε),
1
2
(
1
c22∗λ
)n/2}
. (20)
Bearing in mind that γ (0) = u1 > 0 while γ (1) = u2 < 0, we can find a t ∈]0,1[ such that for
w := γ (t) one has (cf. [21, p. 112])
m
(
Ωε
(
w(x) < 0
))
 σ m
(
Ωε
(
w(x) 0
))
,
namely
m(Ω− ∩Ωε) σ m
(
Ωε
(
w+(x) = 0
))
. (21)
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ing this inequality, (16), and (21) leads to
sup
t∈[0,1]
Eλ,gˆ
(
γ (t)
)
Eλ,gˆ(w) = Eλ,gˆ(w+)+Eλ,gˆ(w−)Eλ,gˆ(w+)
Eλ,gˆ(u1)+ δεm
(
Ωε
(
w+(x) = 0))Eλ,gˆ(u1)+ δεσ.
As γ ∈ Γ was arbitrary, we actually have cλ,gˆ > Eλ,gˆ(u1). A similar reasoning shows that cλ,gˆ >
Eλ,gˆ(u2).
Finally, suppose λ > λ2 and (gˆ7) holds true. Arguing exactly as in [20, pp. 17–18] yields
cλ,gˆ < 0, which completes the proof. 
Remark 3.2. A large part of the above proof is taken from those of [21, Lemma 2] and [20,
Theorem 2.42].
Theorem 3.2. Let λ > λ2 and let gˆ :R → R fulfill (gˆ6)–(gˆ7) of Lemma 3.2, besides (gˆ1)–(gˆ4)
of Lemma 3.1. Then Problem (P′
λ,gˆ
) possesses at least three nontrivial solutions u1, u2, u3 ∈
H 10 (Ω) such that u2 < 0 < u1 in Ω .
Proof. The functional Eλ,gˆ satisfies condition (PS). To see this, pick a sequence {un} ⊆ H 10 (Ω)
such that {Eλ,gˆ(un)} is bounded and
lim
n→+∞mEλ,gˆ (un) = 0.
For any n ∈ N, let wn ∈ H 10 (Ω) comply with ‖wn‖ < n−1 and
〈wn,v〉E0λ,gˆ(un;v) ∀v ∈ H 10 (Ω). (22)
As pointed out in the proof of Theorem 3.1, Eλ,gˆ is coercive. So, passing to a subsequence when
necessary, we may suppose that un ⇀ u in H 10 (Ω), un → u in L2(Ω). Inequality (22) yields
〈wn,u− un〉
∫
Ω
∇un(x) · ∇(u− un)(x) dx
− λ
∫
Ω
un(x)(u− un)(x) dx + Gˆ0(un;u− un),
namely,∫
Ω
∣∣∇un(x)∣∣2 dx  〈wn,un − u〉 +
∫
Ω
∇un(x) · ∇u(x)dx
+ λ
∫
Ω
un(x)(un − u)(x) dx + Gˆ0(un;u− un) (23)
for all n ∈ N. Since un → u in L2(Ω), we have
lim
n→+∞
∫
un(x)(un − u)(x) dx = 0. (24)Ω
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lim sup
n→+∞
Gˆ0(un;u− un) Gˆ0(u;0) = 0. (25)
Exploiting (24), (25), besides the weak convergence of {un} to u, and letting n → +∞ in (23)
leads to
lim sup
n→+∞
∫
Ω
∣∣∇un(x)∣∣2 dx 
∫
Ω
∣∣∇u(x)∣∣2 dx.
Therefore, by [4, Proposition III.30], un → u in H 10 (Ω), and the assertion follows.
Through Theorem 2.1 we thus obtain an u3 ∈ H 10 (Ω) such that
Eλ,gˆ(u3) = cλ,gˆ, 0 ∈ ∂Eλ,gˆ(u3).
So, in particular, the function u3 solves (P′λ,gˆ). Due to Lemma 3.2 it is nontrivial, as cλ,gˆ < 0,
and different from u1, u2, because
max
{
Eλ,gˆ(u1),Eλ,gˆ(u2)
}
< cλ,gˆ.
This completes the proof. 
Remark 3.3. From Theorem 2.1 we also know that u3 turns out to be a saddle point of Eλ,gˆ .
Combining Lemma 3.1 with Theorem 3.2 directly yields the next result, which represents
a nonsmooth version of [22, Theorem 10.5]; see also both [21, Proposition 2] and [20, Theo-
rem 2.42].
Corollary 3.2. If λ > λ2, while g :R → R satisfies (g1)–(g7), then (Pλ,g) has at least three
nontrivial solutions u1, u2, u3 ∈ H 10 (Ω) such that u2 < 0 < u1 in Ω .
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