Abstract: Three computing models, based on the multilayer perceptron and capable of fuzzy classification of patterns, are presented. The first type of fuzzy neural network uses the membership values of the linguistic properties of the past load and weather parameters and the output of the network is defined as fuzzy-class-membership values of the forecast load. The backpropagation algorithm is used to train the network. The second and third types of fuzzy neural network are developed based on the fact that any fuzzy expert system can be represented in the form of a feedforward neural network. These two types of fuzzy-neural-network model can be trained to develop fuzzy-logic rules and find optimal input/output membership values. A hybrid learning algorithm consisting of unsupervised and supervised learning phases is used to train the two models. Extensive tests have been performed on two-years of utility data for generation of peak and average load profiles 24 hours and 168 hours ahead, and results for typical winter and summer months are given to confirm the effectiveness of the three models.
Introduction
The application of artificial-neural-network-(ANN) and fuzzy-logic-based decision-support systems to time-series forecasting has gained attention recently . ANNbased load forecasts give large errors when the weather profile changes very fast. Also, extremely slow training or even training failure occurs in many cases owing to dificulties in selecting proper structures of the neuralnetwork paradigm being used, and owing to the errors in associated parameters such as learning rates, activation functions etc. which are fundamental to any backpropagation neural network. On the other hand, the development of a fuzzy decision system (fuzzy expert system) for load forecasting requires detailed analysis of data and the fuzzy-rule base has to be developed output parameters fuzzified. This is very important for load forecasting since there are so many fuzzy factors which are difficult to characterise by a number. An instance of this could be weather conditions such as temperature, humidity, cloud cover etc. The FNN, clusters the input parameters such as load of ith day, maximum and minimum temperatures and humidities of the ith day and (i + n)th day into fuzzy spaces for forecasting load on the (i + n)th day (n is the lead time for the load forecast, i.e. n = 24 for 24 h ahead forecast, n = 168 for 168 h ahead forecast etc.). The load, temperature and humidity are classified into three categories, i.e. small, medium and large. The output nodes of FNN, represents the classmembership function of the forecast load. The classification of input and output linguistic variables into fuzzy spaces involves an increase in the amount of computation required compared with the ANN. This is suitably offset by the fact that the conventional crisp backpropagation algorithm may not necessarily converge when the training patterns are nonseparable with overlapping fuzzy classes. Further, in the proposed FNN, the error backpropagated has more weight for nodes with higher membership values and hence induces greater weight corrections for that class. Thus the ambiguity in modelling the uncertain vectors is automatically reduced. In many cases it is convenient to express the membership function of a fuzzy subset in terms of a standard nonlinear function. The Gaussian membership function is used for the input and output linguistic parameters of the FNNs in this study:
Here, a and b are the centre and width of the Gaussian function, respectively. Fig. 2 shows the membership functions for peak load, maximum temperature and maximum humidity in winter. The backpropagated error is computed with respect to the desired class-membership values for the output and each weight is updated using the gradientdescent backpropagation algorithm [SI. The input layer 536 consists of nodes equal to the product of the input linguistic-pattern points and the fuzzy-term sets (i.e. three term sets for each pattern point). The output layer con- sists of three terms sets for the forecast load. The number of hidden nodes is fixed empirically during training.
After the training phase is over, the input consists of load, temperature and humidities of the ith and the forecast temperature and humidity values of the (i + n)th day. The output of FNN, gives the class-membership values of forecast load of the (i + n)th day. The final forecast load is obtained by using the centre-of-gravity defuzzification technique [13-151.
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An alternative to the neural-network-based load forecast is the expert-system approach. A fuzzy expert system for load forecasting consists of a collection of fuzzy IF-THEN rules showing the relationship between load and weather variables. One of the difficulties with the fuzy expert system is the rule matching and composition time,, apart from the time-consuming process of adapting the rules. The neural network eliminates the rulematching process and stores the knowledge in the link weights. The decision signals can be output immediately after the input data are fed in. Fig. 3 shows the proposed 
where n is the lead time for the forecast.
FNN, has a total of five layers. Nodes at layer one are the input linguistic nodes. Layer five is the output layer and consists of two nodes [one is for the actual load correction (ZLJ and the other is the desired load correction (eLc)]. Nodes at layers two and four are term nodes which act as membership functions to represent the term sets of the respective linguistic variables. Each node at layer three represents the preconditions of the rule nodes, and layer-four links define the consequences of the rules. The functions of each layer is described as follows: where R, = 1, 2, . . . , n. R , corresponds to the rule node and n is the maximum number of rule nodes. However, if the fuzzy AND operation is used P R p = n& where p corresponds to the links terminating at the node. In the backward-transmission mode, the links function exactly the same as the layer-two nodes.
(e) layer 5: there are two nodes in this layer for obtaining the actual and desired output-load correction, respectively. The desired output-load correction (eLc) is fed into the FNN, during learning whereas the actual load correction (ZLc) is obtained by using the centroid defuzzification method.
Hybrid learning algorithm for FNN,
The hybrid learning scheme consists of unsupervised-and supervised-learning phases. In the unsupervised phase, the initial membership functions of the input and output linguistic variables are fixed and an initial form of the network is constructed. Then, during the learning process, some nodes and links of this initial network are deleted or combined to form the final structure of the network. In the supervised-learning phase, the input and output membership functions are optimally adjusted to obtain the desired outputs.
.I Unsupervised-learning phase
Given the training input data x,(t), i = 1, 2, the desired output-load correction eLJt) and the fuzzy partitions I p i i 1 , we wish to locate the membership functions (i.e. aij and bij) and find the fuzzy-logic rules.
Kohonen's feature-maps algorithm [I31 is used to find the values for aij and b,:
(8) where q(t) is the monotonically decreasing learning rate and t is the number of term sets for the linguistic variable x i .
This adaptive formulation runs independently for each input linguistic variable x i .
The width bij is determined heuristically at this stage [13] as follows:
where r is an overlap parameter. After the parameters of the membership functions have been found, the weights in layer four are obtained by using the competitivelearning algorithm [6] as follows:
where LIj serves as the win-loss index of the rule node at layer three and LI4 serves as the win-loss index of the jth term node at layer four, respectively.
After the competitive learning through the whole training data set, the link weights at layer four represent the strength of the existence of the corresponding rule consequences. If a link weight between a rule node and the term node of the output linguistic node is very small, all the corresponding links are deleted, meaning that this rule node has little or no relation to the output.
Once the consequences of rule nodes have been determined, the rule combination is performed to reduce the number of rules in the following manner. The criterion for the choice of rule nodes is (i) they have the same consequences; (ii) some preconditions are common to all the rule nodes in this set; and (iii) the union of other preconditions of these rule nodes composes the whole term set of some input linguistic variables.
The rule nodes which satisfy these criteria are replaced by a new rule node with common preconditions.
Supervised-learning phase
Once the fuzzy-logic rules have been found, supervised learning is used to find the optimum weights and the input and output membership functions by using the gradient-descent backpropagation algorithm. The detailed steps are given in Appendix 9. l.
The hybrid learning procedure is summarised in Fig Flowchart ofproposed hybrid learning algorithm for F N N , scheme for FNN, is found to be superior to that of the supervisory-learning scheme for FNN,, since the unsupervised-learning process for FNN, had carried out much of the learning process in advance. The convergence speed of the supervised-learning process can be further improved by solving the weight-update equations at layer three and the input-and output-membership functions at layers one and two by linear Kalman-filter equations [16]. Unlike the backpropagation technique, this algorithm assumes that the estimated weight matrix is nonstationary and hence will allow the tracking of timevarying data such as those of load forecasting. This algorithm defines locally a gradient based on present and past data at each node, and updates the 538 weights of each node using the linear Kalman-filter equations so as to bring this gradient identically to zero whenever an update is made. Performing the update thus, and defining the gradient in this manner, ensures that maximum use is made of available information.
The gradient for the linear combiner at each node is defined as
G = R W -C (11)
Here R is the autocorrelation matrix for each layer and is calculated as N P R = 1 JffNP-"Px "P x r "P (12) n p = 1 and C i s the crosscorrelation matrix and is given by N P c = 1 J q . N P -" P d "P x r "P (13)
where N P denotes the total number of patterns and ff denotes the forgetting factor. d,, and xnp are the summation output and the output of the nonlinearity (Gaussian membership function) for the layer-two and layer-five nodes, respectively. As the layer-four nodes contain no nonlinearity term, therefore d,, = xnp .
The weight vector which makes C = RW -C zero is the solution to the equations. The detailed weight-update algorithm using the linear Kalman filter is given in Appendix 9.2.
Implementation results
To evaluate the performance of the FNN models, load forecasting is performed on typical utility data. The models ANN, FNN,, FNN, and FNN, are tested on two years of utility data for generating peak and average load profiles and some of the results are given in the subsequent subsections. In References 7-9 it has been shown that ANN gives the best prediction and accuracy compared with conventional approaches. Therefore in this paper the results of FNN,, FNN, and FNN, are compared with those of the ANN approach.
The training sets are formed separately for each of the seven day types (i.e. Tuesdays through Thursdays, Mondays, Fridays, Saturdays, Sundays, holidays). The selection of training patterns is given in Reference 9.
Peak-load forecasting
For peak-load forecasting, the following training data are used for ANN and FNN, : 5 gives the membership functions learned for FNN, after the first (unsupervised-learning) and second (supervised-learning) phases. Fig. 6 gives the plot of mean absolute percentage errors (MAPEs) against the number of iterations for the ANN, FNN,, FNN, and FNN , models, respectively. The results in Figs. 5 and 6 were obtained for 24 h-ahead peak-load forecasting in winter.
From Fig. 6 we see that FNN, gives a extremely fast rate of convergence followed by FNN,, ANN and FNN,, respectively. The linear Kalman-filter equations and the variable-forgetting factor used for the training of FNN, are instrumental in driving the MAPE low during the first few hundred iterations until the bias caused by the initial parameters, arbitrarily chosen, is eliminated. Also the convergence speed of FNN, is found to be slower than that of ANN, even though it is trained with the same backpropagation algorithm, because of the increased amount of computation involved in classifying the input and output of FNN, into fuzzy-term sets, hence requiring a greater number of weight updates. However, FNN, converged to a lower MAPE compared with ANN. Tables 2 and 3 give the 24 h-and 168 h-ahead peakload-forecastig results, the number of iterations for convergence and the MAPEs for the month of January (winter) using the ANN and three hybrid models.
From Tables 2 and 3 , we see that FNN, gives a very accurate prediction, followed in accuracy by FNN,, FNN, and ANN, respectively. Also we find that the 168 h-ahead-prediction results are comparable with the results obtained for 24 h-ahead predictions as the load forecasting is performed as one-step process and hence the forecast error for past days do not add up to the final where n is the lead time for the forecast as given in Section 5.1. The forecast load from FNN, is obtained in a manner similar to that in Section 5.1. forecast. However, as the lead time is increased to 168, the forecast errors for four days in the month of January using FNN, exceeded 4%. As the main purpose of this paper is to make a comparative assessment between FNNs and ANN, no attempt is made to reduce the forecast errors further.
Average -load forecasting
For average-load forecasting, the following training data are used for ANN and FNN, : The P0Ji + 1) for FNN, and FNN, is obtained using eqn. 2. For the average-load forecast also, the forecast temperature and humidity values are used for the day of the forecast. Table 4 presents the average-load-forecasting results, number of iterations for convergence, PES and MAPEs for the ANN, FNN,, FNN, and FNN , models, respectively, for the month of June using 24 h-ahead predictions. From these results we note the improved performance of the FNN, model in terms of faster convergence and improved overall accuracy, followed by the F'", , FNN, and ANN models, respectively. The one-week-ahead average-load forecast is also obtained for the month of June using the above forecasting models, and Table 5 presents these results. The KaLman-filter-based load-forecasting model takes fewer iterations and produces an accurate forecast compared with the other models. It is further observed that the errors in the average-load forecast are comparatively much smaller than for the peak-load forecast.
Discussion
The proposed hybrid fuzzy-neural-network models are found to be very powerful in providing an accurate load forecasting. Although the results for two seasons of the year are presented in this paper for validating the effectiveness of this approach, extensive tests have been conducted for other seasons, Sundays, holidays and special days of the year. From the results presented in this paper, it can be observed that significant accuracy can be achieved for 24 h-ahead hourly load forecasts and the PES can be less than 1. However, the PES increase for peak-load forecasts and will remain less than 2. If the lead time increases to one week, the Kalman-filter-based hybrid model yields a PE of around 2 for the averageload forecast and around 3 for the peak-load forecast. Further, the results presented in the Table also reveal the superiority of the Kalman-filter-based hybrid-forecasting model over the ANN and other fuzzy-neural-network forecasting models in terms of speed of convergence, MAPE and maximum percentage error. The accuracy of the hybrid models can be further enhanced by choosing a greater number of fuzzy overlapping sets for fmification of input variables instead of the three used for this application. Also, the choice of membershp function is flexible to take into account different seasonal load and weather variables. This increases the Table 5 : Average-load forecasting in June (summer) using 168 h-ahead forecast Day Actual Average PEnumber of rules and consequently the rule nodes in the hybrid model. The database used for this study comprises a 14-day period prior to the day of forecast; thus by using a larger database (say four weeks) and an increased number of load and weather parameters as input variables, it is possible to obtain a more accurate and robust forecast for periods between one day and one week ahead.
The authors have also performed extremely short-term predictions from 1 h to 6 h ahead over the next 24-h period using the hybrid models, and the results reveal a significant improvement in accuracy compared with those from 24 h-ahead forecasts. The main features and advantages of the hybrid model are:
(i) it provides us with a general method of combining available numerical information and human linguistic information into a common framework;
(ii) it requires much less construction time than a comparable neural network;
(iii) significant accuracy in predicting chaotic timeseries models.
Conclusions
This paper presents three fuzzy-neural-network (FNN) models for time-series forecasting of electric load. The first model, FNN,, uses the fuzzy-membership values of the past load and weather parameters, and the output of the FNN, gives the class-membership values of the forecast load. The second and third models, FNN, and FNN, , introduce the low-level learning power of an artificial neural network into a fuzzy expert system and provide high-level human-understandable meaning to the normal neural network. A hybrid learning scheme consisting of a self-organised-learning phase and a supervised-learning phase is used for training FNN, and FNN, . Also the Kalman-filter update equations in the supervised-learning phase of FNN, . give better convergence and accuracy than the gradient-descent backpropagation algorithm in the supervised-learning phase of FNN, . where (aij, bij) correspond to the output-term set.
The error signal at layer three is found by performing the summation over the consequences of a rule node (i.e. layer four). Therefore 
