In this paper, the robust fault detection filter design problem for linear time invariant (LTI) systems with unknown inputs and modeling uncertainties is studied. The basic idea of our study is to formulate the robust fault detection filter design as a H ∞ model-matching problem. A solution of the optimal problem is then presented via a linear matrix inequality (LMI) formulation. The main results include the formulation of robust fault detection filter design problems, the derivation of a sufficient condition for the existence of a robust fault detection filter and construction of a robust fault detection filter based on the iterative of LMI algorithm.
Introduction
A great deal of attention has been devoted to the design of observer-based robust fault detection systems in the last two decades [1, 2, [4] [5] [6] [10] [11] [12] . Different from robust control, robustness of an FDI system involves of two aspects: robustness to disturbances and sensitivity to the faults to be detected. It is often the nature of industrial systems that the effects of the possible faults and disturbances are coupled [3] . The performance of an FDI system should therefore be measured by a suitable trade-off between robustness and sensitivity [5] . Looking back at the development of the theories and techniques for different robust FDI system designs, one can discover a close relationship between robust control theory and robust FDI theory. The main objective of this work is the development of a method to tackle the fault detection problem in dynamic systems with unknown inputs. The present development is based upon the idea of reducing the robust fault detection problem to a standard H ∞ model matching problem and the robustness concepts in recent studies on the optimal trade-off between the robustness to unknown inputs and the sensitivity to faults [12] . Because H ∞ performance is adhere to Bounded Real Lemma (BRL) [7] and can be calculated efficiently by Linear Matrix Inequality (LMI) solvers. It has been well applied in developing the design of fault detection observer [9] . Recently, the minimum non-zero singular value of a transfer function matrix from fault to residual over the evaluated frequency range has been attracted quite some attention for measuring the worst-case fault sensitivity, since it can be also calculated efficiently by LMI and this performance index is written as H − in this paper.
The synthesis of a fault detection filter (FDF) as residual generator uses LMI formulations of the minimization of the H ∞ norm and the maximum of the H − norm to obtain the optimal matrix H and V . The theory behind this design procedure can be simply described as finding a robust fault detection filter (RFDF) which has the best robustness to disturbance and sensitivity to fault. This paper is organized as follows. In Section 2, the problems to be studied are formulated. Section 3 represent the core of the present development, in which the basic idea and the formulation of LMI are presented. To illustrate the derived results, an example is given in Section 4, which is followed by a conclusion in Section 5.
Preliminaries and problem formulation
In this paper, we study the RFDF design problem for linear time invariant dynamic systems in the fault case described by state space model: The following assumptions are also used throughout:
has full row rank for all ω;
Residual generation
Generally speaking, a fault detection system consists of two parts: a residual generator and a residual evaluator including a threshold and a decision logic unit. For the purpose of residual generation, we will use the so-called fault detection filter in the following form [8] :
p represent the state and output estimation vectors, respectively, r is the so-called residual signal. The design parameters of an RFDF are the observer gain matrix H and residual weighting matrix V . In order to describe the dynamics of RFDF (2.3)-(2.5), we consider e = x −x and r. It can be shown as:
Note that the dynamics of the residual signal depends not only on f but also on d. Thus, the problem of designing an observerbased RFDF, which is one of the main objectives of this work, can be described as designing matrices H, V such that: A-HC is asymptotically stable. The generated residual r is as sensitive as possible to fault f and as robust as possible to unknown input d.
The dynamics of the residual generator can be formatted as:
where
In this paper, the performance indexes H ∞ and H − are used, respectively. The performance H ∞ is used to denote the effect of residual generator on disturbances as well as unknown signals:
While H − index is used as measurement of the worst case fault sensitivity of residual generator on fault:
whereσ (•) and σ (•) denote the maximum and minimum singular value of matrix VT rd and VT rf , respectively.
In summary, assuming that condition A1 and A2 are satisfied. For given system (2.1) and (2.2) with fault detection observer, finding an observer gain matrix H and post filter matrix V , such that the error system is asymptotically stable and for two given scalars β > 0 , γ > 0, the following two conditions hold:
where γ denotes the worst-case criterion for the effect of disturbances on the residual r(t), the smaller γ is, the more robust the generator becomes and the more unknown input is restrained. β is a measurement of the fault sensitivity in the worst case from fault f (t) to residual r(t). The larger β is, the more sensitive the generator becomes and the more detectable fault information residual generator can capture.
Fault evaluation
On fault evaluation, one of the widely adopted approaches is to choose a so-called threshold J th > 0 and, based on this threshold, use the following logical relationship for fault detection: 
Synthesis of robust fault detection filter
In this section, with the bounded real lemma, we formulate the RFDF design problem as a model-match problem and solve it via LMI formulation iteration.
Lemma 1.
Consider the LTI system (2.1) and (2.2) with observer (2.3)-(2.5), system (2.6) and (2.7) is asymptotically stable and satisfies (2.11) if the following condition holds:
If there exists matrix P > 0 andH, V such that the LMI holds 
Proof. According to (2.6)-(2.8), the following relation yields:
Hence, if
Due toÂ = A − HC andB f = B f − HD f , the upper inequality can be written: 
According to Lemma 2, using schur complement theorem, we can get Theorem 1 easily, so it's proof is omitted. 
Numerical example
To illustrate the effectiveness of the proposed fault detection scheme, a numerical example is given in this section. Consider LTI system governed by (2.1) and (2. 
According to the Corollary, we design the fault detection observer based on a repeated application of Theorem 2. When γ is reduced to 0.76 and β is 2.67, we get the optimal observer gain matrix. The corresponding observer gain matrix V and To demonstrate the effectiveness of the design, an unknown input d is assumed to be band-limited white noise with power 0.0005 (sampling time 0:1 s). The fault signal f is simulated as a pulse of unit amplitude occurred from 5 s to 10 s (and is zero otherwise). The component r1(t) of generated residual r(t) is illustrated in Fig. 1. r2(t) is similar to r1(t), so we don't give out picture about r2(t). The threshold can be determined as J th = J th,d = sup d∈L 2 r d (t) 2,T for T = 15 s. Fig. 2 shows the evolution of residual evaluation function r 2,T and J th corresponding to fault free. 
Conclusion
In this paper, the model matched robust fault detection problem is studied for LTI systems with both unknown inputs and modeling errors. The main contributions of our study are the formulation of the RFDF design as an H ∞ problem and find an LMI solution to realize the optimal design of the desired observer. A numerical example is illustrated to demonstrate the effectiveness of the proposed approach.
