We formulate schemes for the numerical solution to a hierarchically size-structured population model. The schemes are analysed and optimal rates of convergence are derived. Some numerical experiments are also reported to demonstrate the predicted accuracy of the schemes and to show their behaviour to approaching stable steady states.
First subgrid subindex greater than j Y n , Z n Related to residuals in grid approach l h Local discretization error P n , L n Related to residuals in solution approachẽ h Global discretization error
, is nonnegative, g(x m , z, t) ≥ C > 0, g(x M , z, t) = 0, and g z (x, z, t) ≤ 0, x ∈ I 0 j = Q j (X 0 , γ(X 0 ) U 0 ),
(2.11) 24 is defined as the discrete version of (1.4) at x = X 0 j , j = 0, 1, . . . , J, by using approximations to the integral term. In (2.11) 25 and henceforth, the product of the vectors γ(X) U must be interpreted componentwise. In this case, we propose the following 26 second-order composite quadrature rules throughout the paper; for (p + 1)-dimensional vectors X = {X 0 , X 1 , . . . , X P } and 27 V = {V 0 , V 1 , . . . , V P }, representing the vector of nodes of the spatial grid and the vector of values of the function at the 28 spatial grid, respectively,
(2.13) 31 Expressions γ(X) and α(X, U) denote the vectors obtained from the evaluation of function γ and α at the corresponding 32 values. 33 We obtain the numerical approximations at time level t 1 as follows. First, we compute the following auxiliary values 34 X 1, * 0 = x m ;
, 0 ≤ j ≤ J − 1; U 1, * J+1 = 0; 36 and I 1, * j = Q j (X 1, * , γ(X 1, * ) U 1, * ), 1 ≤ j ≤ J + 1. These formulae are valid approximations for the solution to the problem, 37 but they only contribute with the first convergence order and we want to build a second-order convergence scheme.
Then, we obtain the grid nodes X 1 = 
, by the numerical integration of (2.7) with the 1 improved Euler method,
, the corresponding approximations to the theoretical 4 solution. For the approximation to the corresponding interior grid points, we use the following discretization of (2.10), based 5 on the trapezoidal quadrature rule,
(2.15) 7 0 ≤ j ≤ J − 1. Then, we compute I 1 j = Q j (X 1 , γ(X 1 ) U 1 ), 0 ≤ j ≤ J + 1. Finally, we derive the approximation U 1 0 to u(x m , t 1 ) 8 from a discrete version of the boundary condition (1.2)
.
(2.16) 10 As in (2.11), we denote the componentwise product of the vectors α(X, U) and U by α(X, U) U. Note that the method 11 introduces a new grid node which fluxes from the boundary. Thus, we set J 0 = J and introduce the number of grid nodes at
where J n is the number of grid nodes at t n . We recall that X n j and X n+1
(numerically) in the same characteristic curve. First, we compute the auxiliary values,
and I n+1, * j = Q j (X n+1, * , γ(X n+1, * ) U n+1, * ), 1 ≤ j ≤ J n + 1. We correct these values to obtain second-order approximations.
22
The grid values at the time level t n+1 ,
by means of the numerical integration of (2.7),
(2.17) 26 0 ≤ j ≤ J n − 1, and the approximations to the theoretical solution in these nodes at such a time level,
using the discretization of (2.10) for the approximation at the interior grid points,
, using a discretization of the boundary condition (1.2),
34
We define J n+1 = J n + 1. We observe that, at consecutive time levels, we work with a different number of nodes because 35 we have introduced a new node which fluxes through the boundary. So, at time level t n , we have (J n + 1) grid nodes and 36 at time level t n+1 we have (J n + 2). This fact increases the memory requirements and computational cost. We could think 37 of another kind of method which, at each time step, selects the nodes used in the numerical integration with different 38 efficiency motivations. For example, we could propose a method which keeps the number of nodes constant at every time step. Another possibility consists of selecting the grid nodes to obtain a suitable dynamic of the grid points in large time 1 integration. These kind of schemes need a selection procedure after each time step.
2
Next, we describe the general setting when we introduce such a selection. The first time step integration is given by 3 the Eqs. (2.14)-(2.16) and J 1 = J + 1. The equations of the general time integration t n+1 , 0 ≤ n ≤ N − 1 are given by 4 (2.17)-(2.19). At this moment, the treatment of the number of nodes in the subsequent levels of time has to be decided. As 5 we pointed out, we could think of several strategies for the number of grid nodes. Therefore, we take the choice in the grid 6 nodes which would continue the numerical integration and we consider J n+1 related to the number of grid nodes we set at 7 time level t n+1 . For example, we could select some characteristic curves and we do not compute the approximations at such 8 curves. We define λ n as the first l ∈ N which satisfies
(2.20) 10 with β a fixed value. We eliminate the grid nodes X n+1 J n −l , l = 0, . . . , λ n −1. Also, we do not consider the corresponding values 11 in the vectors U n+1 and I n+1 . Then, we define the value J n+1 as J n − λ n + 1, where λ n = 0 means that we do not eliminate 12 any node. Another possible choice involves eliminating the computation of the characteristic curve which begins at X n+1 l , 13 so that
and the corresponding value in the vectors U n+1 and I n+1 . Then, we define the value J n+1 as J n . Again, we should point out 16 that the scheme is explicit.
17

Convergence analysis: preliminaries 18
In this section, we begin the analysis of a general class of numerical methods. More precisely, we consider a formulation 19 in which, for each time level, all the nodes are considered, as were done in the method described by (2.14)-(2.19). However, 20 at each time level, we have a quadrature rule which could be based on a subgrid. In this way, the numerical schemes with a 21 selection procedure could be viewed as methods which employ quadrature rules based on the position of the nodes selected 22 at each time step. When a node is eliminated, the quadrature rules considered for the following time steps do not take into 23 account the position of this node as moving along the characteristic curve. Actually, the numerical methods as presented 24 in the previous section do not compute the ∧ characteristic curves relative to those nodes to improve their efficiency, but to 25 carry out our convergence analysis it is necessary to take into account all of them.
26
The convergence result will be obtained by means of consistency and nonlinear stability. In order to carry out this analysis, 27 we have to rewrite it into the discretization framework developed by López-Marcos et al. [26] . 28 We assume that the spatial discretization parameter, h, takes values in the set
Now, we suppose that the time step, k, satisfies k = r h, where r is an arbitrary and positive constant fixed throughout the 30 analysis. In addition, we set N = [T /k]. For each h ∈ H, we define the space
where, for each time level n, 0 ≤ n ≤ N, R J+n−1 is used for the approximations to the interior grid nodes, and R J+n for those 33 to the theoretical solution on them and on the left boundary node. We also consider the space
is employed to compare with the initial approximations; R N considers the residuals which take place in 36 the approximation to the solution at the boundary node for every time step; and
, is used for the 37 residuals which arise in the formulae which define the grid nodes and the solution values. We note that in spaces A h and 38 B h , we do not consider the first and last grid nodes and the value of the solution at the last grid node because they are fixed 39 values. Thus, both spaces have the same dimension.
40
In order to measure the size of the errors, we define
represents the corresponding open ball with centre η and radius ρ > 0), and
Now, we endow spaces A h and B h with the following norms. If
On the other hand, if
For each h ∈ H, we define
(3.1) 9 and we denote x n 0 = x m and x n J+n = x M , n ≥ 0. Recall that x(t; t * , x * ) represents the theoretical solution to problem (1.5),
In addition, if u represents the theoretical solution to (1.1)-(1.4) we define
and we denote u n
Next, we define the discretization operator. Let R be a positive constant and we denote by
defined by the following equations,
Vectors X 0 and U 0 represent approximations at t = 0, respectively, to the initial grid nodes and to the theoretical solution 23 at them. Also, 
On the other hand, we denote by
the general quadrature rules employed at each time level. These quadrature rules use fixed values for nodes y n
x m , y n J+n = x n J+n = x M , and for the solution V n J+n = V n J+n = 0, 0 ≤ n ≤ N. 5 Note that, h takes into account all the possible nodes and their corresponding solution values at each time level, and it 6 employs quadrature rules possibly based on a subgrid. Henceforth, C will denote a positive constant, independent of h, k (k = r h), j (0 ≤ j ≤ J + n) and n (0 ≤ n ≤ N); C 12 possibly has different values in different places. Now, we introduce the following properties that we suppose the quadrature 13 rules satisfy. These are the sufficient properties the quadrature rules have to satisfy to carry out our convergence analysis.
The following result shows that operator (3.3) is well defined. 
where R is a fixed positive constant and 1 < p < 2, then, for h sufficiently small,
Proof. The definition of Q n j , the hypotheses (H1)-(H6), the properties (P1)-(P6) and that V n is bounded, allow us to obtain On the other hand, the quadrature rules employed in the numerical methods presented in Section 2 could be written into 1 this notation as
corresponds to the first subindex in the subgrid with j ≤ λ l(j) . If we consider this choice of 5 quadrature rules, it is shown that they satisfy the properties (P1)-(P6). 
contained in x n , 0 ≤ n ≤ N. 10 Thus, the quadrature rules (3.15)-(3.16) satisfy properties (P1)-(P6).
11
Proof. We note that properties (P1)-(P4) can be easily derived under our assumptions by means of property (SG) and the 12 properties of the composite trapezoidal quadrature rule and the rectangular quadrature rule. On the other hand, proof of 13 (P5) and (P6) is very similar. Therefore, we will establish (P5) and omit the proof of (P6).
14 We will rewrite the formula in this way
Now, the hypotheses (H1)-(H6), ∥V n ∥ ∞ < ∞, and the property (SG), allow us to obtain
as desired. 
Consistency
28
We define the local discretization error as
and we say that the discretization (3.3) is consistent if, as h → 0,
The following theorem establishes the consistency of the numerical scheme defined by Eqs. (3.4)-(3.8).
33
Theorem 2. Let us assume that hypotheses (H1)-(H6) about problem (1.1)-(1.4), and properties (P1)-(P6) of the quadrature 34 rule hold. Then, as h → 0, the local discretization error satisfies,
First, we set bounds for the auxiliary values. Then, by means of the definitions (3.9)-(3.10), the regularity hypothe-2 ses (H1)-(H6), the property (P1) and the error bound for the explicit Euler method and the rectangular quadrature rule,
Now, we set the bounds for Z n , 1 ≤ n ≤ N. By means of (2.7) and (3.7), the regularity hypotheses (H1)-(H6), the property 16 (P1), inequalities (4.2)-(4.3), and the error bound of R-K schemes employed, we have
Next, analogous arguments to those used to derive (4.4) lead us to establish the bound for the 23 truncation errors produced by the solution to the PDE. By means of (2.10) and (3.8), the regularity hypotheses (H1)-(H6), the 24 property (P1) of the quadrature rule, inequalities (4.2)-(4.3), and the error bound of the trapezoidal quadrature rule, we have
Finally, in order to find an estimate for the boundary terms, the hypotheses (H1)-(H6) and the properties (P1)-(P2) allow 1 us to obtain
Then, by means of (3.6), hypothesis (H6), property (P1) and inequality (4.6), we have 
18
We begin with the following auxiliary results. 
Proof. The triangle inequality, hypotheses (H2), properties (P3), (P5) and that ∥W n 
3)
31
|Q n j (y n, * , γ(y n, * ) V n, * ) − Q n j (z n, * , γ(z n, * ) W n, * )| ≤ C
4)
Proof. From (3.9), by means of hypothesis (H6) and inequality (5.1), we obtain the first inequality,
Next, by means of hypotheses (H1)-(H6), we have 
which proves the second inequality.
16
The triangle inequality, hypotheses (H2), inequalities (5.2)-(5.3) and that ∥W n, *
Next, we introduce the theorem that establishes the stability of the discretization defined by the Eqs. Proof. We denote
By means of (3.7), hypotheses (H1)-(H6), and inequalities (5.1)-(5.2), (5.4) yield
Thus, when N ≥ n > j ≥ 1, from (5.9), we have
Therefore, when N ≥ n > j ≥ 1, by means of (5.10), we establish
On the other hand, when J + n − 1 ≥ j ≥ n ≥ 1, due to (5.9) it follows
Thus, when J + n − 1 ≥ j ≥ n ≥ 1, (5.12) yields
Then, by means of (5.11) and (5.13), we can conclude that
On the other hand, from (3.8) we arrive at 
by means of hypotheses (H4) and (H6), we have
j , Q n j (y n, * , γ(y n, * ) V n, * ), V n, * j 1 ≤ j ≤ J + n − 1, 1 ≤ n ≤ N. Now, from (3.6) and hypothesis (H6) it follows
Next, with hypotheses (H5) and ∥W n ∥ ∞ ≤ C , we arrive at
Furthermore, the definition of α j , hypotheses (H5) and Proposition 2 yield
Next, by means of (5.20), hypotheses (H5), property (P6) and ∥W n ∥ ∞ ≤ C , we arrive at 
Thus, when N ≥ n > j ≥ 1, from (5.17), we obtain
Therefore, we establish
On the other hand, when J + n − 1 ≥ j ≥ n ≥ 1, due to (5.17) it follows
Thus, we can conclude
Now, multiplying |E n j | by h and summing in j, 0 ≤ j ≤ J + n − 1, 1 ≤ n ≤ N, from (5.22), (5.24) and (5.26) and that k = r h, 29 we have
Thus, by means of the discrete Gronwall Lemma,
Next, we substitute (5.28) in (5.14) to have
Again, by means of the discrete Gronwall Lemma, it follows
Next, we substitute (5.30) in (5.28) to obtain 
Convergence
18
The global discretization error is defined as
We say that the discretization (3.3) is convergent if there exists h 0 > 0 such that, for each h ∈ H with h ≤ h 0 , (3.11) has a 21 solutionŨ h for which, as h → 0,
In our analysis, we shall use the following result of the general discretization framework introduced by 
The proof of Theorem 5 is derived by means of consistency (Theorem 2), stability (Theorem 3) and Theorem 4. 
Numerical results
27
We have carried out numerical experiments with the scheme defined in Section 2. We have considered a theoretical test 28 problem that presents meaningful nonlinearities (both from a mathematical and biological point of view). The numerical 29 integration for the numerical experiment was carried out on the time interval [0, 10]. The size interval was taken as [0, 1].
30
The size-specific growth, fertility and mortality moduli are chosen as g(x, z, t)
The weight function is taken as γ (x) = 1 (we consider the total population) and the external inflow function as 33
 .
34
Finally, we consider as the initial size-specific density the function
With the functions chosen, the problem (1.1)-(1.4) has the following solution 37 u(x, t) = e −2 t
 .
38
Since we know the exact solution to each problem, we can show numerically that our methods are second-order accurate 39 by means of error tables. In Tables 2-4 , we present the results obtained for the test problem with the three different selection 40 procedures. 
and the lower number is the experimental order s of the method as computed from . 4 Each column and each row of the table correspond to different values of the spatial and time discretization parameter, 5 respectively. The results in the ∧ table clearly confirm the expected second-order of convergence with every selection 6 procedure.
7
In Fig. 1, we different values of parameters k and h. Then, we discover the most efficient value of r (for each selection procedure) and, finally, we compare all the procedures in Fig. 1 . We can observe that the selection procedure in which a node is eliminated 1 at every time step shows the best behaviour. 
The weight function is taken as γ (x) = 1 and the external inflow function as Γ (t) = R, suitable chosen in order to satisfy 6 the first compatibility condition. In this context, there is a constant inflow of newborns. Finally, we consider as the initial 7 size-specific density the function
x > 6. 9 In this case, we do not know the exact solution to the problem (1.1)-(1.4) but we know that the problem has a stable singular biological framework, these kind of methods need several compatibility relationships between the initial and boundary 1 conditions and, in reality, biological data barely satisfies the first compatibility relationship. In [5] we showed that they 2 produce oscillations. However, characteristics methods follow perfectly the possible discontinuities in the function or in 3 some of its derivatives. 
