Identifying change at the individual level is an important goal for researchers, educators, and clinicians. We present a set of statistical procedures for identifying individuals who depart from a normative change. Using Latent Change Scores models (LCS), we illustrate how the Individual Likelihood computed from a statistical model for change (IL) and from an alternative unrestricted model (ILsat) can be used to identify atypical trajectories in situations with several measurement occasions. Using LCS and linear regression, we also show how the observed and latent change residuals can be used to identify atypical individual change between 2 measurement occasions. We apply these methods to a measure of general verbal ability (from WISC-R), from a large sample of individuals assessed every 2 years from Grade 1 to 9. We demonstrate the efficiency of these techniques, illustrate their use to identify individual change in longitudinal data, and discuss potential applications in developmental research.
Identifying individuals who do not change at the expected pace is an important goal for researchers, educators, and clinicians. A physician, for example, would want to identify patients who are not responding to a given treatment. Similarly, a teacher would be interested in determining whether the increase in reading proficiency displayed by a particular student from 1 year to the next is adequate for his age, or is falling behind a reference group. Both these questions imply identifying each individual as following a typical or an atypical change. To determine the magnitude of change that can be considered atypical, individual change can be compared to the change observed in a normative group. By doing this, the researcher can establish criteria for atypical change that either does not reach or exceeds the expected norm.
In developmental and educational settings, the processes of interest are often examined as they unfold over time (Lonigan, Burgess, & Anthony, 2000) . For example, cognitive abilities such as reading, verbal skills, or mathematical reasoning are processes that change over time. In some scenarios, the goal is to detect individuals who change above a normative group (e.g., detecting individuals with high capacities, Crain- Thoreson & Dale, 1992 ). Yet, other situations focus on detecting individuals who change below typical thresholds-for example, not improving as much as they should (Pennington & Lefly, 2001; Torppa, Poikkeus, Laakso, Eklund, & Lyytinen, 2006; Tressoldi, Stella, & Faggella, 2001) .
In education, federal and state laws mandate accountability and demand that schools demonstrate that they are teaching children effectively. But just how is one to determine if a child is improving enough from year to year? More specifically, how can educators know which children are not changing according to the group norm and should receive an intervention? Different authors have pointed out the importance of studying change at the individual level (Hamaker, 2012; Molenaar, 2004; Nesselroade, Gerstorf, Hardy, & Ram, 2007; Voelkle, Brose, Schmiedek, & Lindenberger, 2014) . However, most research in developmental psychology is still conducted to address questions at the group level. In this paper we propose several statistical procedures that allow using information from the entire group to identify individuals whose developmental trajectories depart from that of the group. We apply these procedures to a large and representative sample of individuals who were assessed on verbal ability at five occasions (every 2 years, from Grade 1 to Grade 9).
Our goal in this paper is twofold. First, we capitalize on this large sample to investigate the efficacy of a set of statistical procedures for correctly identifying individuals as following atypical change. Second, we illustrate how these procedures can be implemented in empirical research.
Identifying Individual Change: Trajectories Versus Pre-Post Changes
When investigating individual change in developmental phenomena, at least two different approaches can be implemented. The first approach involves studying individuals' trajectories over time and identifying the characteristics of normative development.
The second approach involves measuring the change between two time-points and identifying individuals who deviate from the typical magnitude of change, either above or below the expected normative range.
The following example illustrates the difference between these two perspectives. Suppose reading ability was measured in a sample of individuals every 2 years from Grade 1 to Grade 11. The scores were scaled so the mean and standard deviation at Grade 1 were 100 and 15, respectively. The scores were not age-normed, so are expected to show yearly improvements. The means at each grade (1, 3, 5, 7, 9 and 11) are 100, 135, 161, 181, 169 and 207 points, respectively . This mean trajectory is represented in line a of Figure 1 . Suppose one child had a medical leave during Grades 1 and 2, and could not attend school or receive compensatory instruction. As a consequence, her reading ability is atypically low at Grade 3. However, from that moment on, she is able to receive instruction and catch up with the group in subsequent years. In other words, although she experienced an atypical change from Grade 1 to 3, her overall trajectory can be considered typical. This illustrative example is represented by line b in Figure 1 . Now suppose another child (line c in Figure 1 ) showed a low rate of improvement, consistently from Grade 1 to 11. In this case, the change from Grade 1 to 3 might not be low enough to be considered atypical, but the entire trajectory certainly is.
A standard statistical approach intended to capture the characteristics of the full trajectory is not adequate for detecting the atypical change from Grade 1 to 3 shown in line b. That particular trajectory might or might not be identified as atypical depending on the number of time points and the extent to which the change from Grade 1 to 3 is atypical and affects the estimates for the whole trajectory. On the other hand, focusing only on change from Grade 1 to 3 may lead to considering line c as typical, if the amount of change between Grades 1 and 3 does not depart enough from the reference group. In other words, the two approaches-trajectories versus two-occasion changes-provide different information and do not necessarily lead to similar conclusions regarding who is identified as typical, especially if the trajectory comprises many time points and atypical change occurs between two of such points only. Next, we describe statistical tools that can be applied to study individual change from both perspectives.
Identifying Atypical Trajectories in Repeated Measures Data
When data involve multiple measurement occasions, a reasonable data analytic approach is to examine the trajectory using a longitudinal model of change-for example, a latent growth curve, or a latent change score model. This approach is useful because it allows modeling the information from the repeated measures using a single mathematical representation. It also permits testing complex hypotheses about change, modeling systems with more than one process-for example, development of reading ability and abstract reasoning, and comparing alternative models of change, each one representing a different theory (E. Ferrer & McArdle, 2003; McArdle, 2009 ).
One flexible model for characterizing developmental change is the latent change score model (LCS; McArdle, 2001; McArdle & Hamagami, 2001) . A path diagram of this model for five measurement occasions is depicted in Figure 2 . 1 A LCS model represents the process of interest as a dynamical system in which the changes, instead of the levels, are the focus. At each repeated occasion, a latent variable representing changes (⌬y t ) in a latent process (y t ) is specified. Thus, at each occasion, the latent process is a function of the initial unobserved level, y 0 , plus the accumulation of changes up to that occasion. In Figure 2 , such changes are a function of: (a) an additive linear effect captured by the latent variable y s , and (b) a proportional effect from the latent level of the process at the previous occasion-captured by the parameter ␤. The means of the latent intercept and slope capture, respectively, the mean level in the process at the first occasion, and the average additive component at every repeated occasion. The variances of these latent variables denote individual differences in such initial level and additive change.
When modeling development in cognitive abilities and achievement during school years, the linear effect is typically positive. This entails an overall positive trend-that is, growth-in the scores over time. In turn, the parameter ␤ is negative, representing a dampening effect. Because this negative effect is proportional to the level at the previous occasion, it becomes increasingly stronger over time. The combined effect of the linear and proportional components of change leads to a nonlinear trajectory with less overall gains over time. This joint effect is illustrated in the model implied trajectories of Figure 3 . For more information on LCS models and their application to developmental change, see McArdle (2001) ; McArdle and Hamagami (2001) , E. Ferrer and McArdle (2004 ), E. Ferrer et al. (2007 ), E. Ferrer, Shaywitz, Holahan, Marchione, and Shaywitz (2010 ), E. Ferrer and McArdle (2010 , and Kievit et al. (2017) .
Although LCS models have been widely used to study various aspects of psychological development (Ahmed, Wagner, & Figure 1 . Three examples of reading ability trajectories (Grades 1 to 11). Line a represents a typical trajectory. Line b represents a typical trajectory with an atypical change from Grade 1 to 3. Line c represents an atypical trajectory (change below the reference group). See the online article for the color version of this figure. This document is copyrighted by the American Psychological Association or one of its allied publishers.
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Lopez, 2014; E. Ferrer & McArdle, 2003; Quinn, Wagner, Petscher, & Lopez, 2015) , they are seldom used as a tool to extract information at the individual level. Similarly, although many indices exist to evaluate model fit in structural equation modeling (SEM), those designed to examine such fit at the individual level are few and far between in the literature. One of such individual indices is the maximum likelihood estimation for the scores of a case given a structural model fitted to a sample (Arbuckle, 1996; Coffman & Millsap, 2006; Lange, Westlake, & Spence, 1976; Mehta & Neale, 2005; Sterba & This article is intended solely for the personal use of the individual user and is not to be disseminated broadly. Pek, 2012 (Arbuckle, 1996) , Person Specific Likelihood (Mehta & Neale, 2005) , or Individual Likelihood (McArdle, 1998; Mehta & Neale, 2005) , and it was suggested early on as a measure of person misfit to identify atypicality (McArdle, 1998) . However, it is rarely used in empirical research and, to the best of our knowledge, this is its first application to study the development of cognitive abilities. We refer to this index as the Individual Likelihood (IL). The concept of Individual Likelihood can be applied to our research problem in a different way: The IL of a case can be computed based on the observed statistics in the sample, instead of the model-implied expectations. This version of the IL is conceptually and mathematically equivalent to the IL of a saturated-that is, unrestricted-SEM model fitted to the sample data. We will also compute this index, and will refer to it as ILsat. By computing ILsat, one can quantify the extent to which the scores of each case are likely to happen in the context of the sample from which the observed statistics were computed. Importantly, unlike the IL, the computation of ILsat does not require to fit any statistical model to the data. We describe both procedures in detail in the Method section.
Identifying Atypical Change Between Two Occasions
Although desirable, collecting data at multiple occasions is not always possible. Often, individuals are measured at two time points only and information about changes in the scores is used to make decisions-for example, teachers may want to detect whether children are "falling behind" in say reading proficiency from first to second grade and need a reading intervention. In principle, the LCS models described in the previous section can also be used to detect atypical change between two measurement occasions. (McArdle, 2001 (McArdle, , 2009 McArdle & Hamagami, 2001; McArdle & Prindle, 2008) . Specifically, if the variance of the latent change ⌬y is estimated, individual differences are allowed in the change between occasions. A diagram of this model is represented in Figure 4 .
In the model depicted in Figure 4 , three latent variables are relevant: the latent trait at the first and second occasions (y 1 and y 2 ), and the latent change between them (⌬y). The mean, intercept, and variances of y1 and change ( y1 , ⌬y , 2 y1 and ⌬y 2 ) capture the expected value and the individual differences in the level at the first occasion and in the pre-post change. The regression parameter ␤ provides an estimation of the relation between the initial level and the change (a covariance between them would be an alternative specification of the model, McArdle, 2009) .
The fact that the model incorporates a measurement error at both occasions makes it possible to separate error variance from variance in the latent process. However, in order to do this, one additional piece of information is required. In the two-occasion LCS from Figure 4 , there are six parameters to be estimated. However, only 5 degrees of freedom are available in the data: two means, two variances and one covariance. Hence, the model is not identified. Different solutions exist to this problem. One option is to use the observed variance at the first occasion and the reliability estimate from the test manual (r ic , based on internal consistency) to fix the error variance in the model to e 2 ϭ Y1 2 (1 -r ic 2 ). This is a reasonable approach when no other information is available, and it was recommended in the original definition of the LCS model (McArdle, 2001; McArdle & Woodcock, 1997) . In the present study, where we had information from the full-trajectory LCS model in Figure 2 , we used the estimate of the intercept variance from the full trajectory model. Specifically, because the first time point is the same for both models (two-and multiple-occasion models), we could use the estimate of the intercept variance from the full trajectory model ( y0 2 ) to estimate the error variance in the two-occasion model as e 2 ϭ Y1 2 Ϫ y0 2 , where Y1 2 is the observed variance in the first occasion. By doing this, the two-occasion LCS is exactly identified, and the latent variable ⌬y becomes an estimation of the actual pre-post change, after the error variance has been accounted for.
Using this two-occasion LCS, latent changes ⌬y can be obtained. Such latent changes capture the estimated change in the process between the two occasions. If the intercept is subtracted from such scores, the latent residual change for each individual This document is copyrighted by the American Psychological Association or one of its allied publishers.
(r i ϭ ⌬y i -⌬y ) is obtained. This is a measure of the departure of each case from the expected group change. r i ϭ 0 represents the expected average change. Cases changing above and below this average will have positive and negative r i values, respectively. Another approach to assess change between two occasions is a simple linear regression model,
where Y2i is an individual's observed score at Time 2, b 0 and b 1 are the coefficients representing the intercept and slope in the linear function, and ε is the random error or discrepancy, assumed to be NID (0, 2 ), and uncorrelated with Y 1 . After the coefficients for the b 0 and b 1 are estimated for the sample, the point estimate at Time 2 for each person (Ŷ 2i ) is computed as a function of the value at Time 1 (Y 1i ). The difference between the predicted and observed value is the observed residual R i ϭ Ŷ 2i Ϫ Y 2i . Again, this can be interpreted as a measure of individual departure from the expected group change.
The observed residuals Ri have been proposed for the identification of atypical change, particularly in the context of neuropsychological evaluation. For example, Crawford and collaborators have shown how to compute standard errors for R i and how to use them for statistical inference at the individual level (Crawford & Garthwaite, 2006 Crawford, Garthwaite, & Ryan, 2011; Crawford & Howell, 1998) . Recent research (R. Ferrer & Pardo, 2014) showed that these inferential techniques lead to adequate rates of false positives even with highly non-normal pre and post scores: values of ␣ ϭ .05 led to false positive rates around or below 5% under the null hypothesis in the simulated conditions.
Despite its benefits, the R i method has one important shortcoming: it assumes no error of measurement. Unlike in the LCS approach, the discrepancy between predicted and observed scores is entirely attributed to prediction error; that is, all the observed variance in the residuals is considered "true" variance in change. This is an unrealistic assumption (Cronbach & Furby, 1970; Rogosa, Brandt, & Zimowski, 1982; Rogosa & Willett, 1983) .
In the rest of this paper, we implement the two proposed approaches to identify deviations from typical trajectories in multioccasion and two-occasion data. For this, we use empirical data on verbal abilities. For each research question-trajectories over multiple occasions and pre-post changes-we apply the proposed methods, describe the results in our sample, and discuss both the methods and the findings in the context of developmental research.
Method
The data for our study are part of a large longitudinal sample, the Connecticut Longitudinal Study (CLS; S. E. Shaywitz, Escobar, Shaywitz, Fletcher, & Makuch, 1992; S. E. Shaywitz, Shaywitz, Fletcher, & Escobar, 1990) . This study involves a cohort of Connecticut children and focuses on learning, attention, and reading (Shaywitz et al., 1990 (Shaywitz et al., , 1992 E. Ferrer et al., , 2015 . In this article we present analyses using data from the original sample of individuals who were first assessed in first grade and followed up annually (mean age at first grade ϭ 6.98 years; SD ϭ .38). The sample consists of 55.2% of females and 44.8% males, and the ethnic composition is: Caucasians (84.3%), African Americans (11.2%), Asians (0.9%), Hispanics (2.0%), and other children with unknown ethnicity (1.6%). This sample from Connecticut was similar to the racial and ethnic composition of the nation at the time of the study.
Parents or caretakers provided written consent for their children to participate in the study, and children also provided assent. The study protocol was approved by each site's ethics review board (Institution: Yale Center for Dyslexia & Creativity, protocol number: 0104012404, Project name: "Connecticut Longitudinal Study: Outcome of Learning Disabilities in Adulthood"). This study was conducted in accordance with the ethical principles that have their origin in the Declaration of Helsinki and are consistent with good clinical practices and applicable laws and regulations.
Criteria for Identification of Atypical Cases
Dyslexia was evaluated using a composite of the word reading subtests from the Woodcock-Johnson battery (Woodcock, Johnson, & Mather, 1989 ; reading cluster, a composite of passage comprehension, word identification, and word attack) and the full-scale IQ score from the Wechsler Intelligence Scale for Children-Revised (WISC-R; Wechsler, 1999) . All the information about the psychometric properties of the tests can be found in their manuals. Dyslexia was determined if a participant's score was below 90 on the reading cluster score or if there were a difference of 1.5 SDs between the IQ and the reading cluster score, a difference that refers to the standardized residuals calculated from the regression of IQ on the reading scores. If participants met criteria for dyslexia in either Grade 2 or Grade 4, they were considered dyslexic or atypical (for more details, see Ferrer et al., 2015) . Sixty-two cases were considered atypical (mean age at Grade 1 ϭ 7.07 years, SD ϭ .45 years, 48.4% females), and 142 were considered typical (mean age ϭ 6.92 years, SD ϭ .33 years, 58.5% females).
Measures
To study individual trajectories in the present study, we chose the scores from the verbal scale of the WISC-R (Wechsler, 1999) as a measure of general verbal ability. We used the scores at Grades 1, 3, 5, 7, and 9. Note that these measurement occasions were different than the occasions used for dyslexia identification. Because we were interested in characterizing the growth in verbal ability, we rescaled the raw scores so they were not age-normed. Specifically, at first grade we fixed the mean to 100 and the SD to 15, and the rest of occasions were scaled to this metric. This is equivalent to an IQ metric, and we refer to the scores as verbal IQ or VIQ, but such scores are expected to have mean ϭ 100 and SD ϭ 15 at Grade 1 only. Table 1 shows the descriptive statistics for both groups at all occasions. Figure 3 depicts the individual growth trajectories.
Statistical Analysis
Calibration and test samples. We randomly divided our sample in three different groups. The first group was the typical calibration sample (CSt), which included 75% of all the typical cases, randomly selected (n ϭ 106). The second group was the atypical calibration sample (CSa), comprising 75% of the atypical cases, also randomly selected (n ϭ 46). The third group was the test sample (TS), including all remaining cases (n ϭ 52; 36 typical and 16 atypical). This document is copyrighted by the American Psychological Association or one of its allied publishers.
This random sampling was repeated k ϭ 1,000 times in a bootstrap analysis. For each bootstrap sample, we fitted the LCS model depicted in Figure 2 separately to the CSt and CSa samples, using all five measurement occasions. From each pair of calibration samples, we then obtained two separate sets of model implied and observed statistics (described in more detail below). We used these statistics to compute the individual level statistics described below for all cases of the corresponding TS.
Computation of individual likelihood (IL).
When a longitudinal model is fitted to data from a particular sample, a modelimplied vector of means y and variance-covariances matrix ͚ yy is obtained. The IL, or fit function for each individual within a sample, is computed as
where t is the number of repeated measures, ln is the natural logarithm y i is the vector of observed scores for case i. Given the observed scores of one case, IL is a direct estimation of how likely those scores are in the context of a particular statistical model, and a particular set of model-implied means and covariances. Values of IL farther away from zero imply lower likelihood for those scores-note that, as Ϫ2Log of the likelihood is not taken, Equation [2] will always yield negative values. When a SEM model is fitted to a sample, the Maximum Likelihood value or fit function for the tested model equals the sum of the IL for all cases within the sample (Coffman & Millsap, 2006) . This procedure provides direct likelihood estimation, for each new trajectory, of being observed in each of the two model-implied set of parameters. Although the ML fit function does not have an invariant metric, the two values of IL can be directly compared because the same LCS model is estimated for the same set of variables in both calibration samples. After we have an IL under both models, we can simply classify the case in the category for which a higher-closer to zero-IL value is found.
Individual likelihood from the saturated model (ILsat). The last part of Equation 2, ͑y i Ϫ y ͒Ј͚ yy Ϫ1 ͑y i Ϫ y ͒ , is the Mahalanobis distance (Mahalanobis, 1936) for the case i in the model-implied multivariate space (Coffman & Millsap, 2006; Pek & MacCallum, 2011) . In Equation 2, this term, as well as the determinant of the covariance matrix, are computed from the model-implied statistics. However, it can also be computed based on the sample observed means, variances and covariances:
By computing ILsat for each case under the two different sets of sample statistics, one can quantify to what extent a given row of observed individual scores are likely in the context of the typical and atypical calibration samples. By comparing the two ILsat (from the typical and atypical groups) the case can be assigned to a group for which a higher-closer to zero-ILsat value is obtained. Unlike IL, ILsat is not based on any statistical model. Thus, it is not informed by any theory about change. On the other hand, it has the advantage of not requiring fitting a model to the data for its computation.
Trajectory analyses of the test sample. The procedures described below were repeated for each of the k ϭ 1,000 bootstrap samples. For each case in the TS, we computed the IL under each of the two models, CSt and CSa. We then compared the ILs and assigned each case to the group for which the IL was closer to zero-that is, the model under which that particular observed vector was more likely. For each case in the TS, we also computed two values of ILsat using the observed vector of means y and variance-covariances matrix ͚ yy , in the CSt and CSa, respectively. We assigned each case to the group for which the ILsat was closer to zero. Finally, we compared the categories assigned by the IL and ILsat methods with the actual group. To evaluate this procedure, we computed the balanced accuracy in the TS. This index is equivalent to the mean of the specificity and sensitivity, and denotes the percentage of correctly identified cases, corrected for uneven group sizes. It is computed as (Brodersen, Ong, Stephan, & Buhmann, 2010) :
ϩ nTrue atp / (nTrue atp ϩ nFalse typ)] Two-occasion change. To study individual changes in twooccasion data, we implemented the two described methods to the typical conditional stimulus (CS) only. The goal here was not to identify typical and atypical cases-because this distinction was made based on the full trajectories-but to make decisions at the individual level about change between the first two time points. We fitted the LCS described in Figure 4 and also implemented the pre-post linear regression from Equation 1 using scores at Grades 1 and 3. We then used the obtained information to evaluate atypical change for each case in the TS between Grades 1 and 3.
We fitted this model to the CSt data and extracted the estimates for the intercept of latent change ( ⌬ ), the error variance ( e 2 ) and the self-feedback ␤. Then, we fitted the model to the TS data, constraining these three parameters but freeing y1 2 . The purpose of Note. Scores rescaled to have Mean ϭ 100 and SD ϭ 15 at Grade 1 for the full sample. Typical and atypical group correlations are shown in the lower and upper half of the matrix, respectively. The differences in n are due to missing data.
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these constraints was to compute the factor scores 2 for the TS cases in the latent change variable. Last, we computed the latent residuals as r i ϭ ⌬y i Ϫ ⌬y .
On a final step, we fitted the linear regression model from Equation 1 to the CSt data. We then applied the regression formula, with the CSt estimate for b 1 , to predict Grade 3 scores for every case in the TS. We computed the observed residual as R i ϭ Ŷ 3i Ϫ Y 3i . Last, we studied the distribution of r i and R i , and computed effect size measures to quantify the extent to which the typical and atypical cases differed in their residuals.
All the analyses were implemented using the R programming language (R Core Team, 2017). Latent variable analyses were performed with the lavaan package v0.5-23 (Rosseel, 2012) using Full Information Maximum Likelihood estimation. Linear regression analyses were performed with the lm function from the stats package v3.4.1. The R code for all the analysis can be accessed at https://github.com/EduardoEstradaRs/individualChange. Table 1 shows descriptive statistics for the full typical and atypical samples at all occasions. Figure 3 depicts the individual growth curves for all cases in this study. The mean for the dyslexic group was 16.3 points lower at Grade 1. This difference increased over time up to 33.2 points at Grade 9. Interestingly, the atypical group had higher values for all standard deviations and correlations-that is, this group was more heterogeneous, and had stronger relations among measurement occasions. Figure 3 illustrates differences between groups in the overall shape of change: the typical group has less variability at all occasions and shows higher levels as well as rate of change. However, because dyslexia was diagnosed based on other scales beyond VIQ, many of the trajectories displayed in Figure 3 could be assigned to either group, if there were no additional information. Table 2 reports the parameters and fit indices from the full trajectory LCS models (five time points, from Grade 1 to 9) in the complete typical and atypical groups. The model fit was considerably better for the atypical group. This is expected, as this group had larger variances and correlations-that is, there was more variability, and such variability was associated across occasions.
Results

Description of the Sample
After accounting for measurement error, the mean of the latent initial level y0 was 15.32 points higher in the typical group than in the atypical group. The former group also had a higher component of additive change, captured by ys (59.89 points every 2 years vs. 45.7 points in the atypical group). The self-feedback (␤) was negative in both groups-that is, individuals with higher level showed less increase at the following assessment-and this effect was stronger in the typical sample. This effect was stronger in the typical group (␤ ϭ Ϫ.245 vs. ␤ ϭ Ϫ.216 in the atypical group). In both groups, the initial level y 0 and the additive change component y s were positively correlated, with similar values. This indicates that individuals with higher initial level also experienced faster growth in verbal ability. The model-implied mean trajectories for both groups are depicted in Figure 3 .
Identifying Individuals With Atypical Trajectories in One Sample
For each of the bootstrap replications, we computed IL values for every case in the test sample based on the model-implied means, variances and covariances from both calibration samples. We also computed two values of ILsat based on the two sets of CSs observed statistics. To illustrate how these two statistics can be used, we report the results for one of the random bootstrap replications in Table 3 , Figure 5 and Figure 6 . Table 3 includes the means and standard deviations of ILsat and IL for the new cases in the TS. Each case in the TS was assigned to the group for which ILsat and IL were closer to zero. Then, this group was compared with the group predetermined using previous research criteria. The confusion matrix for the ILsat and IL categorization in this bootstrap sample is included in Table 3 .
Values in Table 3 indicate that means were always closer to zero-that is, more likely-and the standard deviations were lower in the cells with correct combinations (typical-typical and atyp-atyp). 
Performance of IL and ILsat for Identifying Typical and Atypical Cases
From the k ϭ 1,000 bootstrap samples, the model converged 877 times for the CSt (n ϭ 106) and 791 times for the CSa (n ϭ 46). These rates of convergence are adequate considering the sample sizes-especially in CSa-and the FIML estimation procedure. Here we report the results for the 736 samples for which the model converged in both groups. The empirical distributions of the balanced accuracy for the classification based on IL and ILsat are depicted in Figure 7 (panel a) .
Random identification of the cases would lead to balance accuracy ϭ .5, whereas perfect identification would lead to balanced accuracy ϭ 1. Panel a of Figure 7 shows that both IL and ILsat performed very well. The mean balanced accuracy across all samples were .82 for ILsat and .83 for IL. (SD ϭ .05 for both methods). The central 95% interval of the empirical values were .73-.90 for ILsat and .74 -.90 for IL. These values imply that, for these data, the Individual Likelihood is an excellent method for identifying cases from the typical and atypical populations. Interestingly, using a restricted statistical model for change-in which the sample means, variances and covariances are explained only by seven parameters-leads to a marginal increase in accuracy. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly. Table 4 includes parameters from the two-occasion LCS model fitted to VIQ data from Grades 1 and 3. This model was fitted to the full typical group. The model was exactly identified (df ϭ 0) and therefore it had perfect fit (McArdle, 2001; McArdle & Woodcock, 1997 ; see our Introduction).
Identifying Individuals With Atypical Change in Two-Occasion Data
The LCS model was fitted to the CSt in each of the bootstrap replications. From each model, we retained the intercept of latent change ⌬y , the regression coefficient ␤, and the error variance e 2 . Then, we estimated the model again using the corresponding test samples, constraining these three parameters to the values obtained with the CSt. We computed the scores in the latent change for all individuals, and computed their latent residuals as r i ϭ ⌬y i -⌬y .
The linear regression (Eq. 1, scores in Grade 3 regressed on Grade 1) for the full typical group yielded the regression parameters b 0 ϭ 42.84 (SE ϭ 8.15) and b 1 ϭ .88 (SE ϭ .08), both of them significant with p Ͻ .001. The adjusted R 2 value was .484. This model was fitted to the CSt in each of the bootstrap replications. From each model, we retained the b 1 parameter and used it to predict the Grade 3 VIQ score for all cases in the corresponding TS. We computed the observed residuals as R i ϭ Ŷ 3i -Y 3i . To illustrate these two approaches, we report the results for one of the random bootstrap replications in Table 5 and Figure 8 . The means and standard deviations for R and r for the two groups in the TS are reported in Table 5 .
In this bootstrap sample, the mean difference in residuals between the groups is larger for observed R than for latent r residuals. This document is copyrighted by the American Psychological Association or one of its allied publishers.
However, because the standard deviations were also higher in R, the actual difference between the groups is larger in r than in R. This is reflected by the higher values in the two measures of effect size computed. The first is Cohen's d for independent samples (Cohen, 1988) ; the second is the Probability of Superiority (PS, Delaney & Vargha, 2002; Vargha & Delaney, 2000) . The former is a standardization of the mean difference (typical minus atypical), using the pooled standard deviation as denominator. The latter quantifies the probability of taking one individual at random from each group and finding a higher residual in the typical individual.
The rank order of the residuals was very similar using a LCS and a linear regression (r ϭ .952). This similarity could lead to the conclusion that both methods yield similar results in the detection of atypical change. However, differences in Cohen's d and the probability of superiority indicate that the typical and atypical cases were better distinguished when using the latent residuals (r) from the LCS model. d R ϭ .54 versus d r ϭ .84, PS R ϭ .64 versus PS r ϭ .74, both differences in favor of the typical group. The PS values indicate that, if one case from each group is selected at random, the probability of finding a higher residual in the typical case is .64 for observed residuals, and .74 for latent residuals. Figure 8 displays the residuals distributions for both groups. Even if the Pearson's correlation coefficient is very high, the density plots show a higher degree of overlap of the distributions of the observed residuals R. This is consistent with the higher Probability of Superiority for the latent residuals r. Figure 7 depicts the empirical distributions of the Probability of Superiority (panel b), and Cohen's d (panel c) computed for the observed and latent residuals across all the bootstrap samples. Based on the observed residuals, the mean of PS distribution is .696. Based on the latent residuals the mean PS is .762 (SD ϭ .07 in both distributions). Regarding Cohen's d, the distribution means are .722 and .984 for the observed and latent residuals, respectively (SD ϭ .27 and SD ϭ .30, respectively). Overall, these results indicate that the typical and atypical cases are more different using the latent than the observed residuals, and provide evidence for the idea that the LCS model is useful for discriminating variance due to measurement error from variance in prepost change.
Differences Between the Latent and Observed Residuals in Two Occasions Across All the Bootstrap Samples
Discussion
Summary of Results
In this study we used two methods for: (a) analyzing longitudinal trajectories in multi-occasion data and identifying individuals who depart from a typical trajectory; and (b) examining change between two time points and identifying individuals in a sample This document is copyrighted by the American Psychological Association or one of its allied publishers. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
whose change departs from the expected, given the sample. We applied these methods to a measure of general verbal ability from a large sample assessed every 2 years from Grade 1 to 9. We demonstrated the efficiency of these techniques and their use to identify individuals in longitudinal data, either with two time points or with multiple measurement occasions.
Theoretical and Methodological Considerations
Our results show that the Individual Likelihood is a very effective statistic for identifying typical and atypical cases when data from multiple occasions are available. In this study, we computed it from the expectations from a LCS model for growth-that is, the model-implied means, variances and covariances (IL), and the observed statistics in the sample, equivalent to the saturated model implied statistics (ILsat). Our results across the random bootstrap samples show that both methods lead to excellent rates of correct identification. Although IL appears to perform the best, ILsat is almost as good. This implies that: (a) at least with these data and model, the individuals are almost equally well identified with or without a statistical model of growth, (b) although the difference between IL and ILsat is very small, having a model-and thus constraining the means, variances and covariances in the data to be explained by just few parameters-does lead to better identification of typical and atypical cases.
An interesting and convenient feature of these two procedures is the fact that they do not require fitting a statistical model for the evaluation of new cases, as long as they come from the same population as the calibration samples. The only required information are the mean vector and the variance-covariance matrix computed in a typical and atypical calibration sample. In the case of IL, this information is obtained from a statistical model of change fitted to a calibration sample. In the case of ILsat, it is directly observed in the calibration sample; therefore, ILsat has the advantage of not requiring any statistical model. The individual fit function or IL has been proposed as a method for evaluating model fit at the group level (Coffman & Millsap, 2006) , and for identifying outliers within a sample (Sterba & Pek, 2012) . However, to the best of our knowledge, it has not been used to identify individuals with atypical trajectories in a sample.
In principle, IL and ILsat can be also used to identify atypical cases in processes that are not expected to grow over time. However, both measures are based on a comparison of the individual vectors with the mean vector between the typical and atypical groups. Hence, they require that the two groups have a different mean in at least one of the occasions-the more occasions with different group means, and the more different the means, the better for these purposes. On the other hand, other change models such as latent growth curves or autoregressive models may be more appropriate in situations with different trajectories or no systematic change.
The Individual Likelihood from the saturated model (ILsat), used as a tool for classifying cases into groups, is mathematically related to Fisher's Linear Discriminant Analysis (LDA; Fisher, 1936; Flury & Riedwyl, 1985) . In both methods, the observed means, variances and covariances are used to compute the Mahalanobis Distance (MD) for each case. Then, both approaches use MD as a measure of the likelihood of belonging to each group, and for computing a linear discrimination function. However, there are several differences between the two approaches: (a) ILsat also considers the determinant of the variance-covariance matrix, (b) ILsat does not assume homoscedasticity-that is, the variance-covariance matrix is allowed to differ across groups. In this regard, ILsat is more similar to Fisher's Quadratic Discriminant function; and, (c) LDA applications typically consider the sample sizes of the different groups as prior probabilities. This information was not used for ILsat in our study, although the method could be extended to include it. Given the similarities between This document is copyrighted by the American Psychological Association or one of its allied publishers.
the two methods, it would possible to conduct Linear or Quadratic Discriminant Analysis using the IL index (computed from the restricted multi-occasion LCS model), instead of ILsat. This is an interesting application to Discriminant Analysis that deserves investigation. Growth Mixture Models (GMM, Muthén et al., 2002; Muthén & Muthén, 2000; Nagin, 1999) have been proposed as a technique for identifying unobserved heterogeneity in populations. The goal of GMM is to find subpopulations "in a post-hoc manner," trying to describe group differences in longitudinal change between and within those unobserved groups (e.g., Ram & Grimm, 2009 ). GMM could be applied to our research question as well. For example, it would be possible to fit the LCS multi-occasion model separately to the typical and atypical calibration samples, and then fit a LCS Mixture Model with two classes, constraining the parameters from the calibration samples to those of the classes. Then, the probability of each case of belonging to each group could be computed and this information could be used to classify each case. This potential application of GMM is an interesting line of research to be explored in the future.
Regarding the two-occasion data, the results from the fulltrajectory LCS model showed that typical cases have a higher rate of change. Hence, we expected to find higher residuals in the typical group. This was indeed the case with both the observed and latent approaches. Furthermore, our results show that the twooccasion LCS and the linear regression are not equivalent methods. We found that, although the residuals from each method are highly correlated: (a) individuals were not ranked in the exact same order under both approaches, and (b) the typical and atypical groups were more different regarding their latent than their observed residuals, as the bootstrap results in Figure 7 show. Both the probability of superiority as well as Cohen's d differed between the LCS and the linear regression: the values were always larger when using the latent model. These higher effect sizes for the latent residuals provide evidence for the idea that the LCS was more accurate than the pre-post linear regression in detecting atypical change. In other words, partitioning the observed variance into measurement error and variance of change led to cleaner estimates of individual change.
Limitations and Future Directions
Because both IL and ILsat were designed for continuous variables-and multivariate normality is assumed in maximum likelihood estimation-we do not recommend these methods when the variables are categorical or have nonignorable skewness or kurtosis. Future research should evaluate the performance of these procedures in those scenarios, and clarify what types of differences in the trajectories can be detected with IL and ILsat.
As explained previously, in the framework of simple linear regression and observed residuals R, inferential methods are available for making decisions at the individual level (Crawford & Garthwaite, 2006 Crawford et al., 2011; Crawford & Howell, 1998; R. Ferrer & Pardo, 2014) . These methods are based on using the data from a normative sample to computing the standard error of the predicted value for a new case. This information allows constructing a confidence interval for the individual Time 2 score, and consider as "significant" any case with a Time 2 score beyond those confidence limits. In principle, these procedures can be applied to the latent residuals r obtained from our two-occasion LCS. However, developing these methods is beyond the scope of this article. Also, it must be noted that the latent residuals r are a transformation of the factor scores in the latent change variable. Because factor scores are indeterminate by definition (Grice, 2001) , evaluating the degree of determinacy of latent residuals is a topic that deserves further exploration.
It is important to note that some statistical properties of the two-occasion LCS approach (such as bias or model fit) are not fully known in the context of detecting atypical development in cognitive abilities. A full investigation of this important issue would require a comprehensive simulation under varying conditions and is, thus, beyond the scope of the present paper. However, we believe this is a promising line for future research.
The methods proposed in this article can be applied to evaluate the effectiveness of an intervention. Suppose a new sample of children with dyslexia receives an intervention. It would be possible to fit the LCS and the linear regression models to a dyslexic calibration sample-instead of the typical CS used in this study. Then, the parameters from those models could be used to evaluate the extent to which the change in the individuals from the intervention is atypical (too large) in reference to the dyslexic CS, not undergoing any intervention. An effective intervention would hopefully lead to few or no cases with negative residuals. And positive high residuals would identify those individuals for whom the intervention is being more effective.
Conclusion
Identifying change at the individual level is an important goal for psychological research. However, most statistical tools available focus on assessing change at the group level. In this article, we proposed a set of procedures that allow the identification of atypical individual change in situations with two or multiple measurement occasions. The application of these procedures can help researchers identify individuals who are not changing as much as they should, in the light of their group norm. We hope that our work will help researchers expand their statistical toolbox and conduct further individual-based research.
