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Available online 23 March 2012AbstractHere we have conducted an integral study using site observations and a model with detailed snow dynamics, to examine the
capability of the model for deriving a simple relationship between the density and thermal conductivity of the snowpack within
different climatic zones used in large-scale climate modeling. Snow and meteorological observations were conducted at multiple
sites in different climatic regions (two in Interior Alaska, two in Japan). A series of thermal conductivity measurements in snow pit
observations done in Alaska provided useful information for constructing the relationship. The one-dimensional snow dynamics
model, SNOWPACK, simulated the evolution of the snowpack and compared observations between all sites. Overall, model
simulations tended to underestimate the density and overestimate the thermal conductivity, and failed to foster the relationship
evident in the observations from the current and previous research. The causes for the deficiency were analyzed and discussed,
regarding a low density of the new snow layer and a slow compaction rate. Our working relationships were compared to the
equations derived by previous investigators. Discrepancy from the regression for the melting season observations in Alaska was
found in common.
 2012 Elsevier B.V. and NIPR. All rights reserved.
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Seasonal snowcover is a cryospheric phenomenon
that exerts extensive and significant eco-climatic
impacts in high-latitude/high-altitude regions and in* Corresponding author. Japan Agency for Marine-Earth Science
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1873-9652/$ - see front matter  2012 Elsevier B.V. and NIPR. All rights
doi:10.1016/j.polar.2012.02.003mid-latitudes (Armstrong and Brun, 2008; Jones et al.,
2001). Large-scale changes in snowcover influence
energy and water exchange between the atmosphere
and the ground in winter, amount and timing of spring
peak stream flow of rivers, and water storage (soil
moisture content) within these regions. Snow condi-
tions and variability are physically, ecologically, and
economically important issues relating to natural
vegetation and agriculture, wildfires, infrastructurereserved.
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Seasonal snow shows different characteristics under
different ambient conditions (such as temperature,
precipitation amount, wind, and radiation) in different
climatic regions (such as Arctic, or tundra; continental
interior, or taiga; mountainous; coastal; and mid-
latitudinal, or ephemeral). Many classification
systems and distribution maps have been presented (cf.
Table 1 of Sturm et al., 1995), e.g., Benson (1982) for
Alaska, and Ishizaka (2008) for Japan. In this study,
climatic difference or gradient refers to abrupt or
gradual changes in the characteristics of snowpack
(e.g., snow depth or water equivalent, snow type,
wetness, density, thermal property, viscosity, and
microstructure) spanning the different climate regions.
Large-scale climate models, such as global climate
models (GCMs), Earth System Models (ESMs), or
regional climate models (RCMs), are useful tools for
large-scale snow studies, including interactions
between snowcover and climate over different climate
regions (Essery, 2003; Liston, 1999, 2004; Pomeroy
et al., 2002; Marshall et al., 1994). Global or
regional climate models (G/RCMs) provide quantita-
tive information on snow water equivalent and snow-
cover percentage at a grid scale (ranging from 100 to
300 km in current major integrations, depending on the
choice of horizontal resolution of the model’s dis-
cretization). One of the advantages of these modeled
values is their physical consistency in time and space,
in comparison to the compiled data from different
climatic regions, which entail different observation
practices and standards. The simulated results are
physically constrained to the conditions of current,
future, or hypothetical climate over the entire integra-
tion period and area.
However, terrestrial snow models (numerical
modeling of the physics and dynamics of a snowpack)
implemented in the current G/RCMs vary considerably
with respect to the complexity of the resolved
processes, and are in general not good at reproducing
the sub-grid scale heterogeneity (e.g., Randall et al.,
2007). The Snow Model Intercomparison Project
phase 2 (SnowMIP2) (Rutter et al., 2009) demonstrated
that both the complex snow-physics models and those
models designed for large-scale climate simulations
produced offline simulations that varied greatly in
terms of depth, stratigraphy, amount, and duration of
a snowpack. In general, snow parameterizations used
in G/RCMs can be very coarse. For example,
a constant value is often used for snow density and/or
thermal property (conductivity or diffusivity), impor-
tant snow physical properties at all points and throughseasons (e.g., Takata et al., 2003). Heat transfer is one
of the essential physical processes of the snowpack,
controlling heat balance between the atmosphere and
the subsurface ground. Vertical heat conduction of ice
and air through the snowpack is implemented largely
in the physically-resolved snow model in the current
G/RCMs, whereby other possibly important processes,
such as convection by air and transport of water vapor
and associated latent heat, may be neglected. An
effective relationship between thermal conductivity
and other physical variables that can be easily deter-
mined or quantified has been sought (Yen, 1981; Sturm
et al., 1997; Kaempfer et al., 2005; Calonne et al.,
2011). The thermal conductivity of snow is deter-
mined through different processes and by complex
factors that involve ambient meteorological conditions,
metamorphism, and microstructure of the snowpack.
Sturm et al. (1997) argue that a temper-
atureeconductivity relationship is not simple. One of
the practical choices proposed by previous investiga-
tors is to study snow density. This research follows
those works and seeks to derive a simple but effective
relationship between snow density and vertical snow
thermal conductivity, applicable to the different
climatic regions used in large-scale climate modeling
and studies.
When developing a numerical model, it is
a common, and occasionally essential, strategy while
targeting processes to presume the lowest-order
approximations for relevant physical properties. This
is especially true when the basic variability of the
value, such as spatial distribution or the nature of
temporal changes, is only poorly known or lacks
observational evidence. Besides, it is not always
a successful strategy for G/RCMs to implement the
physical model of the same complexity as the detailed
process models used for localized studies, from the
viewpoints of numerical stability, computational
economy and efficiency, and practicality. Therefore,
there should be an optimized range of complexity
levels in the implemented processes that suits the G/
RCMs (although levels might be different for different
horizontal or temporal resolutions). Sturm et al. (1995)
conducted a pioneering observation-based investiga-
tion, aimed at large-scale climate study applications, to
classify snow characteristics over different climatic
regions (i.e., tundra, taiga, alpine, maritime, prairie,
and ephemeral). The proposed classification is simple
but extracts essential information on the snow’s
textural and stratigraphic characteristics from climate
variables such as wind, precipitation, and air temper-
ature. Sturm et al. (2010) further attempted to draw
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between snow water equivalents and snow depth in
different climatic zones.
Large-scale climate models and satellite snow
products have similar strengths and weaknesses in
climate research. When validated and/or calibrated
properly, these tools have the potential to fill scale gaps
between plot-scale observations and hemispheric-scale
retrieval or simulations, e.g., distribution of snow
density characteristics in time and space (Foster et al.,
1996). Well calibrated, continuous data on snow-
covered areas with spatially and temporally coherent
quality have been available from the early 1970s
(Nolin, 2010; Armstrong and Brodzik, 2002). Despite
steady improvement of the algorithms, the snow water
equivalent (SWE) retrieval from the passive microwave
observations still displays difficulties and uncertainties
in some regions, such as areas of shallow snow, areas
of deep snow due to saturation, or areas showing
effects of vegetation or snow metamorphism (Nolin,
2010), thus requiring further validations using field
observations. If the R/GCMs skillfully simulate the
large-scale distribution and the evolution of snowpacks
in these regions, the modeled distribution can provide
supportive references to compare with satellite prod-
ucts. The implemented physical mechanism may also
suggest hints to improve the satellite retrieval algo-
rithms for snow variables (e.g., snow water equivalent
or snow depth).
In this study, we present a case using observational
results from different climatic regions and simulations
of the snow dynamics model called SNOWPACK
(Bartelt and Lehning, 2002; Lehning et al., 2002a,b).
In-situ snow observations and meteorological
measurements were conducted at multiple sites in the
Arctic (Alaska) and the mid-latitudinal (Japan) regions.
The seasonal evolution of a snowpack and the physical
properties for the sites was simulated by SNOWPACK
and driven by observed meteorological data. The
model calculations were compared with the in-situ
snow observations to examine the extent of validity
and limitations of the snow property simulations, and
to derive any simple relationship that might be appli-
cable to different climatic conditions.
If successful, this may lead to an extrapolation of
the derived relationship between regions without direct
snow measurement (although the meteorological data
will still be required), or implementation into R/GCMs
for large-scale studies. In fact, SNOWPACK has
already been combined with a regional meteorological
model to predict snow avalanches (Iwamoto et al.,
2008). As will be analyzed and discussed in thefollowing sections, however, the modeled snowpack by
SNOWPACK did not always reveal a densi-
tyeconductivity relationship at this stage. Possible
improvements were substantiated in this study, but
their examinations and applications to other climate
regions are left for future research.
2. Methods
2.1. Site description
To examine the relationship between snow density
and snow thermal conductivity over different climatic
regions, we applied four different observation sites’
data for model verification. These sites are located in
two regions of Japan and Alaska, where snow prop-
erties and climate conditions differ greatly. The two
sites in Alaska are the UAF site (64520 N, 147510 W,
155 m a.s.l., at the forest behind the campus of the
University of Alaska Fairbanks) and the PF site (65080
N, 147260 W, 491 m a.s.l., at the Poker Flat Research
Range), both of which are operated by the International
Arctic Research Center (IARC), University of Alaska
Fairbanks (UAF). The two sites in Japan are the
Nagaoka (NG) site (N 37250, E 138530, 97 m a.s.l.)
and the Shinjo (SH) site (N 38470, E 140190, 127 m
a.s.l.), both of which are located in the observation
fields operated by the National Institute for Earth
Science and Disaster Prevention (NIED).
The locations and representative snow conditions
are shown in Fig. 1. The local climates of the obser-
vation sites are listed in Table 1. The site, duration and
frequency of the observations and the collected vari-
ables are summarized in Table 2. The mean monthly
air temperature in January in Fairbanks between 1971
and 2000 was 23.2 C (Shulski and Wendler, 2007).
Snowcover in Alaska can be classified into three
distinct types, with some other transitional states
between them (Benson, 1982): hard, dry, wind-packed
tundra snow (primarily above timberlines and on the
Arctic slopes); dry, low-density taiga snow (primarily
in the interior, between the Brooks Range and the
Alaska Range); and wet, heavy maritime snow
(primarily in the coastal mountains of Southeastern and
Southcentral Alaska).
The UAF site is a mature back spruce forest with an
approximate mean canopy height of 3 m (Vogel et al.,
2005) within a gentle basin. The ground is almost
completely covered with mosses on permafrost, with
understory plants of Labrador tea, bog cranberry, tea-
leaf willow, dwarf birch, and sedges. The soil is silt-
loam overlain by an organic layer of 25e45 cm
Fig. 1. Distribution of snow types in Japan (left; after Ishizaka, 2008, 1995), elevation and schematic snow type distribution in Alaska (right), and
locations of snow temperature measurements. Nagaoka has heavy wet snow. Shinjo has both wet and dry snow. Both the UAF and PF sites are in
Interior Alaska.
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presence of permafrost. The peak depth of the active
layer is 40e50 cm in early autumn, and the snow depth
varies 45e85 cm during 2003e2010.
The PF site is a scarred black spruce forest on
a hilltop, where a wildfire started in the middle of June
2004 and continued until early August 2004. The
observation area was severely burned and the surviving
soil organic layer was 2 cm deep (Table 1), underlain by
sandy silt with gravel. Almost none of the black spruce
survived after the fire, but most of the dead trees
remained standing. The understory vegetation recovered
to span 85% of the ground by August 2008 (Tsuyuzaki
et al., 2009). This vegetation consisted of white birch,
trembling aspen, Labrador tea, bog blueberry, sedge,
fireweed, andmosses. The hilltop sitewas windy and the
snow depth varied from 30 to 50 cm during 2008e2010.Table 1
Climate of the observation sites.
UAF site PF si
Annual mean 2008e2010 2009e
Temperature (C) 4.0 0.8
Total precipitation (mm) 282a 295a
Solar radiation (MJ m2 day1) 9.63 8.90
Winter mean NoveApr Nove
Temperature (C) 16.6 11.5
Total precipitation (mm) 67a 81a
Solar radiation (MJ m2 day1) 4.65 4.43
Maximum snow depth (cm) 58 35
a Airport measurements were used for winter precipitation.
b Values taken from the Automated Meteorological Data Acquisition Sys
Shinjo station, which locates 3.5 km south of the SH site. No solar radiatio
c Data for the 2008e2009 winter is missing.Note that the observations at this site were used only for
analysis (not for model forcing).
The SH and NG sites, located on the Japan Sea side
of Honshu Island (the Main Island of Japan), show
different snow characteristics within the temperate
maritime climate. SH is in the mixed snow region,
according to the snow type classification compiled by
Ishizaka (2008, 1995), as shown in Fig. 1. January
mean air temperature is colder than 0.3 C in the
region, and most of the snow stays in a dry condition in
the middle of winter but is wet in the early and late
winter. Therefore, according to the International
Classification for Seasonal Snow on the Ground (Fierz
et al., 2009), layers of rounded grains and melt forms
mingle during the winter. On the other hand, NG,
located south of SH, is in the wet snow region, where
January mean air temperature is higher than 0.3 C,te SH NG
2010 2001e2010 2001e2010
11.0b 12.9
1956b 2765
eb 12.4
Apr DeceMar DeceMar
0.2 2.8
844c 1136
7.80 6.97
122 125
tem (AMeDAS) of the Japan Meteorological Agency measured at the
n measurement was done by the System.
Table 2
Summary of site information used in the simulation.
Site Location Duration Observed variables used in the study
Fairbanks (UAF) Smith Lake/Forest site at UAF
(N 64520, W 147510, 155 m a.s.l.)
10/2008e4/2011 Snow (quasi-weekly: stratification,
temperature, density, thermal conductivity),
Meteorological variables (continuous:
surface air temperature and humidity at
1 m, surface pressure, liquid precipitation,
wind at 2 m, downward short- and longwave
radiation)
Poker Flat (PF) Poker Flat Research Range (N 65080,
W 147260, 491 m a.s.l)
12/2009e3/2010 Snow (quasi-monthly: stratification,
temperature, density, thermal conductivity)
Shinjo (SH) Observation field at NIED Shinjo
Branch (N 38470, E 140190, 127 m a.s.l.)
12/2007e4/2010 Snow (continuous and quasi-pentad:
density, total weight, daily new snow weight),
Meteorological variables (continuous:
surface air temperature and humidity,
wind, downward short- and longwave radiation)
Nagaoka (NG) Observation field at NIED Nagaoka
Center (N 37250, E 138530, 97 m a.s.l.)
12/2007e3/2010 Snow (continuous and quasi-pentad:
density, total weight, daily new snow weight),
Meteorological variables (continuous:
surface air temperature and humidity,
wind, surface pressure, downward short-
and longwave radiation)
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entire winter.
2.2. Observations
To examine snow properties, occasional snow pit
observations were carried out at all three sites.
Although the frequency and the measured elements
varied from site to site, the snow type, density, and
snow temperatures of the snowpacks were recorded at
all sites (Table 2.). Difference in snow type was visu-
ally identified, and snow density and snow temperature
were measured for each layer of snow type. In addi-
tion, thermal conductivity and heat capacity of snow
layers were directly measured at the UAF and PF sites
with a KD2 Pro (Decagon Inc.) hand-held thermal
property analyzer with a dual-needle sensor SH-1,
1.3 mm diameter, and 30 mm length with 6 mm
spacing. The accuracy for the conductivity is
0.01 W m1 K1 for the range between 0.02 and
0.2 W m1 K1. Heat is applied to one needle (heated
needle) for 60 s, and temperature is measured using the
other needle (monitoring needle) both during the
heating and cooling period (60 s) after heating. The
dual-needle algorithm (Kluitenberg et al., 1993) esti-
mates the thermal conductivity and diffusivity sepa-
rately using a non-linear least square fit. The heat
capacity is then computed using the two variables.
Most of the meteorological data (air temperature, soil
temperature, wind speed, humidity, atmosphericpressure at the surface and downward, and the reflection
of short- and longwave radiation) were taken at obser-
vational fields at all sites. In Japan, snow weight (snow
water equivalent, SWE) and snow height were measured
automatically at hourly intervals at the two NIED sites
by snow pillow (Kimura, 1983) and optical laser,
respectively. At the NG site, weight and height of daily
new snow accumulation was measured at 9 a.m. (local
time) each day. For Alaska sites, the daily snow depth
datameasured at the Fairbanks International Airportwas
used. Further details of the observations at the UAF site
are provided by Ueyama et al. (2006, 2009) and Iwata
et al. (2010), and those for the PF site by Iwata et al.
(2011). The observed values were quality controlled at
each site before use in further analyses and simulations.
Moreover, for climatological examination of the
climatic differences in the simulated snow properties,
the meteorological observation dataset (DS3503),
collected and complied by the National Oceanic and
Atmospheric Administration (NOAA), was used to
compute the climatology for Barrow (BR, Alaska), and
Fairbanks (FB) for the period from January 1980 to
May 2009. This climatology data was used to force the
snow dynamics model to simulate the snowpack
evolution as described in 3.1.
2.3. Models
Snow dynamics and accumulation were calculated
using the one-dimensional snow metamorphism model
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for Snow and Avalanche Research. This model has
been used operationally in the Swiss Alps to predict
snowpack settlement, layering, and the exchange and
balance of mass and surface energy. It estimates snow
profile (e.g., snow type, snow temperature and density,
water content, and thermal conductivity) by using
meteorological forcing data (e.g., surface air temper-
ature and humidity, surface pressure, wind, and
downward short- and longwave radiation). Recently,
NIED has been revising SNOWPACK for application
to Japanese snow conditions (Yamaguchi et al., 2004;
Hirashima et al., 2004, 2008, 2010), in which the
density of new snow rns is calculated by the following
equation, derived from observations in northern Japan
(Kajikawa, 1989).
rns ¼ 3:6nw 0:2TAþ 62; ð1Þ
in which vw is surface wind (m s
1) and TA is surface air
temperature (C) at the time of calculation. This equa-
tion was used commonly for all sites examined in this
study.
The model can be forced by either precipitation
(snowfall) or snow depth. We selected the latter
because the observed solid precipitation is prone to
underestimation, especially in high-latitude regions
(Tian et al., 2007; Sugiura et al., 2006; Yang et al.,
2005). Instead, new snow is added on top to account
for the difference of the modeled and observed snow
depth at each calculation step (i.e., hourly) so that it
makes sense to compare the variables at the same
height in the observed and modeled snowpack.
Two groups of numerical simulations were con-
ducted: one comprised climatological simulations for
BR, FB, and NG, to delineate the robust differences
under the different climatic conditions; the other
comprised simulations for individual years for FB
(UAF site), SH, and NG, with direct in-situ meteoro-
logical measurements for evaluating climatic as well as
interannual variations. For all simulations, the soil
condition was initialized to 15% for soil moisture, 20%
for porosity, 0% for ice content, 2400 kg m3 for
density, 1.0 W m1 K1 for thermal conductivity, and
900 J K1 m1 for heat capacity.
Climatological hourly data for Alaska was prepared
in the following manner. The temperature, wind, and
humidity data at each hour were taken from the DS3503
dataset, averaged over years to produce hourly clima-
tology after applying a 12-h running mean filterd this
temporal length was required for filtering to remove
irregular variations contained in the original data. This
may have dampened the diurnal signals in original seriesto some extent, but interannual variability of the diurnal
rangewas larger. The snow depth value for each day was
set to the observed daily snow depth at 9 a.m. (local
time), and corrected at each hourly time step to the value
linearly interpolated between the depth of the day and
the next day. Downward longwave radiation and atmo-
spheric emissivity in the model were calculated from the
meteorological data (temperature and relative humidity)
using Stefan’s law and an empirical relationship
(Lehning et al., 2002b). Solar radiation was adopted
from the idealized value for the latitude of the site (clear
sky condition), due to unavailability of quantified cloud
cover data spanning the period. This may have intro-
duced some overestimation of the incoming shortwave
radiation at the surface, leading to a higher snow surface
temperature (TSS), which remains below the freezing
point for most of the snow accumulation period in
Alaska. The upward longwave radiation from the snow
surface, which also increases with higher TSS, tends to
cancel the bias. A conservative evaluation of the impacts
of the overestimated shortwave radiation on snow
viscosity (through snow temperature increase and
viscosity change) showed about 5% of density change
when a warming of 4 C is applied to a 200 kg m3
snowpack near the freezing point.
The climatology simulation was run from August 1
for one year until July 31. The individual-year simu-
lations were run for the winters of 2007e2008,
2008e2009, and 2009e2010 for SH and NG, and for
the winters of 2008e2009 and 2009e2010 for FB
(UAF site).
3. Results
3.1. Climatology simulations
The simulated climatological snowpacks for Barrow
and Fairbanks are shown in Fig. 2. The results illustrate
the different characteristics of snowpack in the tundra
and taiga regions. The tundra’s continuous snowcover
duration calculated with the climatological meteo-
rology is longer (September 14eApril 7, although the
climatological snow melt at Barrow usually occurs in
June) with shallower snow depth (the maximum is
about 26 cm). In Fairbanks, snowcover duration was
from October 8 to April 16 with a maximum depth of
56 cm. The bulk snow density (average over the total
depth of a snowpack) varies from 50 kg m3 in the
early season to 290 kg m3 at the melting time in
Barrow, and from 50 kg m3 to 340 kg m3 in Fair-
banks. In both regions, a layer of depth hoar developed
during the middle of the winter. Fig. 2e and f also
Fig. 2. Evolution of snow accumulation as calculated by SNOWPACK for Barrow (left column) and Fairbanks (right column), shown by thermal
conductivity (upper column), snow density (middle column), and snow type (lower column) for the climatology run. Solid line in (e) and (f)
represent snow depth (cm), derived from the AMSR-E snow depth data (Kelly et al., 2003). Symbols for grain types follow the International
Classification for Seasonal Snow on the Ground (“þ” for new snow, “/” for decomposing and fragmented precipitations particles, “C” for
rounded grains, “o” for melt forms, “,” for faceted crystals, “^” for depth hoar, “-“ for ice layer, and “v” for surface hoar).
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include Barrow and Fairbanks, respectively, retrieved
from the AMSR-E sensor (Kelly et al., 2003) for
2002e2010.
A similar attempt at climatological simulations for
Nagaoka was not successful. In general, snowfalls in the
area occur because of cold air mass influxes that stay for
a few days, occurring multiple times in a winter (Nakai,
2004). A snowpack requires compression of the accu-
mulated snow layers in order to resist rapid melting. The
snowpack exhibits several peaks in depth during one
season. However, the timing and intensity of those
events differ significantly from year to year, and there-
fore meteorological conditions that bring cold air mass
influxes are smoothed out when averaged. The averaged
climatological meteorological forcing for Nagaoka
could produce only results that showed a large amount of
snowfall and complete melting occurring repeatedly for
each day during the winter, allowing no time for the
snowpack to be compressed. This failure provided us
with an interesting lesson: averaged winter conditions
are not good for simulations of climatological snow
properties in temperate maritime regions such as the
middle of Honshu Island of Japan.
3.2. Individual-year simulations
The snowpack evolution for individual years was
simulated and compared directly with the observedFig. 3. Evolution of snow accumulation as calculated by SNOWPACK
column), snow density (middle column), and snow type (right column) for
(lower panels). The dots show the values from direct measurements in the s
snow depth (cm) derived from the AMSR-E snow water equivalent data wvalues (snow density and thermal conductivity) for
Fairbanks (winters of 2008e2009 and 2009e2010;
Fig. 3), Shinjo (similarly, 2007e2008, 2008e2009,
2009e2010; Fig. 4) and Nagaoka (similar to Shinjo;
Fig. 5). The modeled physical property of the snow-
pack showed some range of interannual variability
within each site, but the differences between sites were
much larger.
The simulated snow metamorphism (changes and
evolutions of the snow types) showed marked differ-
ences between the Arctic region (FB) and the
temperate maritime region (SH and NG), which
reflects the real differences observed through the snow
surveys. In Fairbanks, the new snow layer was always
thin (up to 15 cm or less), and a thick layer of depth
hoar developed during the accumulation period.
Development of rounded crystals was found after
warming events (not shown), and the melt forms
appeared only in the melting period. In Shinjo and
Nagaoka, to the contrary, the new snow layer was so
thick that it occasionally accounted for more than half
of the snow depth. Under the top new layer, the melt
forms layer persisted for most of the accumulation
period.
The seasonal change of the depth and weight of the
modeled and observed snowpacks are shown by the
circulation diagrams of snowpacks in Fig. 6. A circu-
lation diagram of a snowpack is a continuous line
drawn by connecting series of snow depth and snowfor Fairbanks (FB: UAF), and shown by thermal conductivity (left
the individual winter of 2008e2009 (upper panels) and 2009e2010
ame color gradation as the simulations. Solid line in (c) and (f) is the
ith assumed constant density of 100 kg m3.
Fig. 4. Similar to Fig. 3, calculated for Shinjo during the winters of 2007e2008 (upper), 2008e2009 (middle), and 2009e2010 (lower).
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horizontal axis, while snow weight is along the vertical
axis. Snowpack life cycle is represented by a closed
line. An accumulation episode is shown by an upward
and rightward slant, and a melting or ablation event by
a downward and leftward slant. A horizontal line
(toward the left) means compaction of the snowpack.
Slant straight lines drawn in the background refer to
bulk snow density at 50, 100, 200, 300, 400, and
500 kg m3 (from bottom). If a point lies on the slant
straight line of 100 kg m3, the averaged density of the
snowpack at the time is 100 kg m3. The diagram
shows an anticlockwise move, since a snowpack
generally has a smaller density in the early season and
a greater density at melting.
The comparison of the bulk density between the
simulated and observed values for the winter days is
summarized in Table 3. The simulated bulk snow
density, i.e., the density of a total snowpack, varied for
winter days between 70 and 180 kg m3 for Fairbanks,
between 150 and 360 kg m3 for Shinjo, and between100 and 420 kg m3 for Nagaoka. The figure and the
table clearly show that the simulated bulk density was
underestimated at all sites for most of the accumulation
period.
This discrepancy may have resulted partly from the
calculation strategy that the modeled snow depth,
compared with the observed one at each time step,
adds a new snow layer on the top of the modeled
snowpack equal to the observed when the former is
smaller than the latter. Note, however, that the modeled
snow depth tended to be overestimated when a simu-
lation was forced by the observed snowfall (not
shown), implying an underestimation of snow density.
These suggest that the choice of strategy has less to do
with the discrepancy than the calculation of the
snowpack evolution by SNOWPACK.
The modeled snow depth decreases due to subli-
mation, melting, and/or compaction. If the modeled
decrease supersedes the observed change, a layer of
new snow with lower density is added. Over-
compaction, however, is not a likely cause in this
Fig. 5. Similar to Fig. 3, calculated for Nagaoka.
88 K. Saito et al. / Polar Science 6 (2012) 79e95case because compaction tends to increase the density,
and the density underestimation occurred not only at
the top layer but also in the inside layers as well (Figs.
3 and 5b, 3 and 5e, 4 and 5h). A slower compaction
rate in the model can contribute to a lower snow
density by retaining the snow depth. Either melting or
sublimation, or both, could have caused overestimation
of snow mass loss to counteract the slower compaction,
and could even have driven the greater decrease of the
snowpack in the model. Another possible cause, which
is consistent with both the lower density in the snow
depth forcing case and the higher snow depth in the
snowfall forcing case, is underestimation of the density
of newly accumulated snow. It is the initial value for
the following metamorphosis and compaction of the
snow layer. This issue is further discussed in the next
section.
Measurement of thermal conductivity of the snow-
pack is not a common practice in routine snow surveys
or observations, although it is one of the importantphysical properties needed for thermodynamic and
metamorphism calculation of snowpacks. In general, it
is not easy to validate thermal conductivity calculation
for snowpacks as shown in Figs. 3e5. Occasional
measurements of the thermal conductivity of snow-
packs were conducted at the UAF and PF sites during
the three winters of 2008e2009, 2009e2010 and
2010e2011 (Figs. 3a and d and 7; Table 3). The
average bulk thermal conductivity is 0.06 W m1 K1
(2008e2009), 0.13 W m1 K1 (2009e2010) and
0.14 W m1 K1 (2010e2011) for the observed
snowpack at the UAF site, and 0.14 W m1 K1 (both
2008e2009 and 2009e2010) for the simulated one.
4. Discussion
4.1. Densityethermal conductivity relationship
One of the objectives of this research is to examine
the applicability of the SNOWPACK model for
Fig. 6. Circulation diagrams of measured and calculated snowpack in the winters of 2007e08 (right column), 2008e09 (middle column) and
2009e10 (right column). Black lines are for calculated snowpack. Thin colored lines (or symbols) show the continuous (or occasional) obser-
vations for Nagaoka (upper panels, red), Shinjo (middle panel, orange), and Fairbanks (lower panels, green). Slanted straight lines drawn in the
background refer to bulk snow density at 50, 100, 200, 300, 400, and 500 kg m3 (from bottom). See text for an explanation on circulation
diagrams of snowpack. [For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.]
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density and thermal conductivity over different climate
regions for large-scale climate studies. We pooled the
observations from the UAF and PF sites together withthe past literature to derive the relationship shown in
Fig. 8. The values taken from Sturm et al. (1995),
shown by square symbols, demonstrate a gradual shift
of the densityeconductivity relationship from lower-
Table 3
Summary (average, and the standard deviation in parentheses) of the observed and calculated density (r: kg m3) and thermal conductivity (l:
W m1 K1) for the winter. The observations at snow pits are denoted by (O), the continuous observations by (C), and the modeled results by (M).
Values not measured or computed are shown by ‘e‘.
UAF PF Shinjo Nagaoka
08e09 09e10 10e11 09e10 07e08 08e09 09e10 07e08 08e09 09e10
r (O) 191 (41) 156 (20) 156 (52) 220 () 252 (72) 265 (69) 340 (59) 245 (32) 277 (68) 297 (43)
r (C) e e e e 264 (80) 182 (78) 305 (45) 266 (28) 333 (44) 372 (46)
r (M) 156 (26) 143 (19) e e 193 (54) 118 (63) 289 (65) 192 (34) 198 (38) 227 (41)
l (O) 0.05 (0.001) 0.13 (0.04) 0.14 (0.07) 0.35 () e e e e e e
l (M) 0.14 (0.04) 0.14 (0.05) e e 0.31 (0.13) 0.33 (0.12) 0.42 (0.15) 0.28 (0.12) 0.15 (0.09) 0.63 (0.22)
90 K. Saito et al. / Polar Science 6 (2012) 79e95density, lower-conductivity taiga to higher-density,
higher-conductivity alpine and maritime. The tundra
results showed even higher density and wider range of
thermal conductivity. The high conductivity may partly
owe to high ice content in the wind slab layers.
The green symbols (triangles, diamonds, and
pluses) are the layer-wise observations at the UAF site,
and the black symbols are the bulk values for the total
snowpack. The modeled bulk thermal conductivity was
directly produced by SNOWPACK, while the bulk
conductivity for an observed snowpack profile was
calculated in analogy to an electric series of conduc-
tance (a reciprocal of the thermal resistivity), assuming
that the conductivity and density are constant at each
snow layer of the same snow type. Most of the points
are confined between 70 and 200 kg m3, and between
0.05 and 0.5 W m1 K1.
The discrepancy of the UAF site values for the
winter of 2008e2009 from those for 2009e2010 and
2010e2011 partly resulted from our inexperience inBulk Thermal Conductivity (2008-09)
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Fig. 7. Temporal evolution of the bulk property of accumulated snow for t
SNOWPACK run for the three sites: Fairbanks (thick black), Shinjo (thin g
for a snowpack aggregated from the individual measurement at snow layers
figure legend, the reader is referred to the web version of this article.]measuring the thermal conductivity of the depth hoar
layers. A depth hoar layer, developed by movement of
water molecules along the vertical thermal gradient,
constructs a pillar-like structure of ice with a distinct
structural difference in the vertical and horizontal
planes. This layer has a higher thermal conductivity in
the vertical direction than in the horizontal direction,
where the spaces between the pillar-like structures are
filled by air of much smaller conductivity. Therefore,
the measurement of thermal conductivity of the depth
hoar layer should have been done in the vertical
direction, so that the portion contributing most to the
heat conduction between the atmosphere and the
ground, which is our primary interest, is covered. The
measurement of thermal conductivity provided rare
and useful information and, therefore, should be
continued and/or extended to other sites. However,
practical difficulties were also found during the
investigation. There is a technical limitation in appli-
cability to the snowpack that is close to the meltingBulk Thermal Conductivity (2009-10)
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hermal during the seasonal snowcover. Solid lines show the result of
ray), and Nagaoka (thin black). Green diamonds show the bulk value
for the UAF site. [For interpretation of the references to colour in this
Fig. 8. Relationship between density and thermal conductivity of the
snowpack. The observed values at different layers of a snowpack at
the UAF site are shown by green diamonds (2008e2009), green
triangles (2009e2010), and green pluses (2010e2011). Similarly, the
observations at the PF site are shown by a blue asterisk. The black
symbols denote the bulk entity. Plotted by square symbols are the
winter average values from different snowcover classes defined by
Sturm et al. (1995; taken from their Table 4) for tundra (dark blue),
taiga (pale blue), alpine (green), and maritime (yellow). The thick
solid line shows a working curve for the relationship to be tested in
land-process models (see texts for detail). Thin gray lines show
empirical curves compiled by various researchers (taken from
Fig. 6.3 of Maeno and Kuroda, 1986), together with a dotted line
from Sturm et al. (1997) and a dashed line from Calonne et al.
(2011). The colored crosses (X) are the calculated daily bulk
values for FB, SH and NG (in their respective colors in Fig. 6) for the
simulation periods. [For interpretation of the references to colour in
this figure legend, the reader is referred to the web version of this
article.]
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for melting snow (i.e., for latent heat) instead of for
increasing the temperature. Hence, the measurements
at NG and SH were attempted but not successful using
this method.
The thermal conductivity at the PF site (dark blue
asterisk) was observed only once d on March 31,
2010, measuring 0.345 W m1 K1. Strong winds at
the hilltop created the wind slab layer at the top, in
which ice content contributed to a higher conductivity
and a higher density (220 kg m3) of the snowpack.
The other three observed values of higher conductivity
in Fig. 8 were also taken at the end of the snow season,
during which snow had undergone a series of melting
and re-freezing.Riche and Schneebeli (2010) argue that a single-
needle probe can underestimate the snow thermal
conductivity by 50% relative to a calibrated heat flux
plate measurement. Although we used a double-needle
probe with a longer reading time (2 min), this still
remains a relevant issue. Recently, we installed a hot-
plate apparatus at the UAF site for qualitative and
quantitative comparison.
One hypothetical quadratic curve was fitted to
construct a working relationship between bulk snow-
pack density r (kg m3) and the value of bulk thermal
conductivity l (W m1 K1), based on the observa-
tions and the simulations under early to mid winter
conditions, which gives
l¼ 0:058þ 2:0  106  r2: ð2Þ
This relationship (shown by a thick solid line) was
also compared to the equations by Sturm et al. (1997; by
dotted line) and Calonne et al. (2011; by dashed line).
The thin lines show the results of fitting curves of
previous investigations summarized in Fig. 6.13 of
Maeno andKuroda (1986). Our curve fits well to most of
our measurements at UAF (especially for winters after
2009) and values taken from Sturm et al. (1995). For
snowpack heavier than 300kgm3, regressions proposed
by Calonne et al. (2011) and in this study are close, while
our curve is higher for the light-snow range than are the
other two curves. Clusters of the observed values below
and above our fitting curve possibly show the scattering
nature of the densityeconductivity relationship due to
difference in other snowpack attributes, such as micro-
structure, morphology, and temperature. As discussed
above, the observations with small conductivity for the
winter of 2008e2009 found under the curve may partly
reflect depth hoar layers, while the scatter with larger
conductivity shown around 200 kg m3 was taken either
from an ice-rich layer or at the end of snow season. Of
these two, the latter case should be more relevant and
need more careful attention because occurrence of depth
hoar is likely geographically limited, while melting
occurs in almost all the regions and possibly adversely
affects simulated heat balance, and thence may lead to
unrealistic behavior in snowpack melting. Sensitivity
experimentswith aGCMwill be conducted to investigate
how simulated snowpack behaves differently, with
special attention to the seasons when multiple layers of
dry and wet snow consists. At the current stage, forma-
tion and changes in ice layers (ice formations,wind slabs)
in snowpacks are not fully resolved yet.
The simulated results of the SNOWPACK model
are shown by cross (X) symbols in the figure with the
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Fig. 9. Density of daily new snow as a function of daily minimum air
temperature derived from observations at Nagaoka for the winters of
2007e2008 (triangles), 2008e2009 (diamonds), and 2009e2010
(squares). The thick solid curve is a fitted logistic curve (see text for
detail). Equations proposed in previous studies are shown by a thin
dashed line (Hedstrom and Pomeroy, 1998), thin dotted line (original
SNOWPACK; Lehning et al., 2002b), and thin solid line (modified
SNOWPACK; Eq. (1)), where value for meteorological variables
other than temperature was assumed the average in the used data set.
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SH, and red for NG. Dark blue symbols are for PF).
The simulated results are in-line with the observations
and the fitting curves, in the sense that they imply the
presence of a simple relationship between density and
conductivity over different climate conditions, despite
apparent systematic discrepancies (i.e., underestima-
tion of the density and overestimation of the conduc-
tivity) as discussed in the previous section. This also
suggests that the conductivity overestimation may be
correlated with the density underestimation. This
figure clearly demonstrates issues to be solved for use
of SNOWPACK for our purpose, but also shows
a potential of our method d that the SNOWPACK
model be used for deriving a simple relationship
applicable over climate regions, and for computing
typical snow physical property values in the areas
without direct snow observations.
4.2. Density of new snow
As shown in Figs. 4 and 5 (Figs. 4b, e, h and 5b, e
and h) and summarized in Fig. 8 and Table 3, the
simulation results tended to underestimate snow
density. We argued in the previous section that the
density of newly accumulated snow may be under-
valued. SNOWPACK calculates the characteristics and
metamorphism of snowpack by a layer that is formed
at each event of continuous snow accumulation. A new
snow density gives the initial value for each layer. The
aim of this study is not to improve the SNOWPACK
program, but rather to examine the performance in
order to derive a climatic relationship of snowpack
physical properties applicable to large-scale climate
studies. In this regard, we attempted to test daily new
snow density with (a combination of) related meteo-
rological variables that are easily constructed and/or
applicable in large-scale climate models (cf. Kajikawa,
1989; Kajikawa et al., 2004, 2006; Lehning et al.,
2002b). We examined the relationship in question by
calculating the correlation coefficients between the
measured new snow density and the following
measured variables (both in Pearson’s and Spearman’s
methodology) and inspected the scatter plots visually
(not shown) with the mean, maximum, and minimum
of daily air temperature, the average, maximum, and
minimum of daily wind speed, mean relative humidity,
total daily precipitation amount (or mean precipitation
intensity), and total snow depth at the beginning of
accumulation. The examination was done only for the
NG site because that site showed the widest range of
simulated density and its daily new snow observationsfor three winters from 2007 to 2010 were available.
Mean air temperature, maximum wind speed, relative
humidity, and mean precipitation intensity accounted
for the distribution of daily new snow density in some
parts, but were highly dispersive in others. The daily
minimum temperature showed the most simplistic
relationship and was fitted to a logistic curve of daily
minimum temperature shown here (Fig. 9):
rns ¼ 80þ 238=

0:7þ 0:02T min ð3Þ
with r2 ¼ 0.430. This equation (shown by a thick solid
line) was compared with Eq. (1) (modified SNOW-
PACK; thin solid line), together with those proposed by
Hedstrom and Pomeroy (1998) (dashed line) and
Lehning et al. (2002b) (original SNOWPACK; dotted
line). Note that the mean air temperature during the
interval, instead of minimum temperature, was used for
the latter three curves. The value for the meteorological
variables other than temperature was assumed the
average in the analyzed data (83.8% for relative
humidity, 2.90 m s1for wind speed, and surface
temperature 2.0 C higher than air temperature). The
four curves are not different from each other and close
93K. Saito et al. / Polar Science 6 (2012) 79e95to the main cluster of the observed values in the range
between 4 and 0.8 C. Below 4 C, these curves
are still close to each other except for the original
SNOWPACK regression. However, the observed values
scatter widely between the range of 0.5 and 0.5, and
none of the previous curves are sufficient to represent
this scatter. In our next study, we will extend our
examination of the applicability of this new snow
density evaluation for different climatic regions and/or
snow types in large-scale climate models.
5. Conclusions
An integral study of the in-situ observations and the
one-dimensional snow dynamics model SNOWPACK
was conducted to examine capability of the model to
deduce a simple relationship between the density and
thermal conductivity of the snowpack applicable to
large-scale climate modeling. The snow and meteoro-
logical observations were conducted at multiple sites in
different climatic regions (UAF and PF sites in Alaska,
and NG and SH sites at NIED in Japan). The snow
dynamics model SNOWPACK was used to simulate
the detailed evolution of the snowpacks forced by
observed meteorological data, and to provide typical
physical property values for the regions. Major find-
ings of the study are:
 Simulation by SNOWPACK showed an underesti-
mation of snowpack density at all sites. The causes
of underestimation were either underestimation of
new snow density or slow compaction rate, or both.
The overestimation of thermal conductivity was
also apparent, although it may also be related to
density underestimation.
 Two working relationships were derived and
compared to the equations derived by previous
investigators: one is for density and thermal
conductivity of a snowpack (Eq. (2)), and the other
is for the new snow density calculation (Eq. (3)).
The former derivation depends mainly on cold-
region observations, while the latter was based on
a mid-latitude condition
 Examination of the equations showed a need to
expand the snow thermal conductivity measure-
ments to both the Arctic and extra-Arctic regions,
and to clarify causes of the discrepancies in density
and thermal conductivity, especially in the melting
season, before we go to the next step for extrapo-
lation to the regions without direct snow observa-
tions, or for a full implementation of the snow
models (or land surface models) in GCMs. A series of thermal conductivity measurements in
snow pit observations in Alaska proved to be very
handy and informative. Measurement of snow in
this manner on a more regular basis would be
a worthy practice. However, technical difficulties
of the probe method, both in cold and warm
regions, need to be solved for common and routine
applications.
Although not explicitly discussed in this study,
consideration of the subsurface (soil) thermal regimes
will be an important part of further investigations of
frozen ground areas.
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