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in the sense of Z.I. Szab6. 
Keywords: Semi-symmetric spaces, curvature homogeneous manifolds. 
MS classification: 53B20, 53C12, 53620, 53C21, 53C35. 
1. Introduction 
Let (M, g) be a Riemannian manifold and let R denote its Riemann curvature tensor 
and T,M the tangent space at a point p of M. (M,g) is said to be curvature homoge- 
neous [ll] if for every pair of points p, q of M, R, and R, are algebraically the same, 
that is, there exists a linear isometry F from T,M to T&t that preserves the curva- 
ture tensor: F*(R,) = R,. Ob viously, every homogeneous Riemannian manifold (I%, 3) 
(i.e. such that the full group of isometries acts transitively on (h,a)) is curvature 
homogeneous. Further, a homogeneous Riemannian manifold (h,#) is called a model 
space of a Riemannian manifold (M,g) if, for a fixed point o E h and for each point 
p E M, there is a linear isometry F from T,M to T,ik such that F*(&,) = R,. The 
Riemannian manifolds with a homogeneous model space constitute a proper subclass 
of the class of all curvature homogeneous spaces (see [7,4]). 
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Finally, (M,g) is said to be semi-symmetric [lo, 121 if R satisfies Rxu . R = 0 for 
all vector fields X,Y on M. (Here the linear endomorphism Rx* acts as a derivation 
on R.) This means that, at each point p of M, R, is the same as the curvature tensor 
of a symmetric space (see e.g. [l]). Th’ is s y mmetric space can change with the point. 
The study of curvature homogeneous manifolds was started by I.M.Singer in [ll]. 
He asked whether such spaces are necessarily (locally) homogeneous. K. Sekigawa [S, 91 
and H. Takagi [14] g ave a negative answer to this question by constructing three- and 
four-dimensional counterexamples. Moreover, these examples have the same curvature 
tensor as the symmetric spaces H2 x II2 and H2 x Iw2 and, hence, are in particular 
semi-symmetric. ( H2 denotes the two-dimensional hyperbolic plane.) 
Semi-symmetric curvature homogeneous spaces are those which have at each point 
the same curvature tensor as a fixed symmetric space, i.e., those with a symmetric model 
space. This class of manifolds has been studied intensively by the last two authors and 
F. Tricerri [15,16,5,6]. In [15] it is proved that a curvature homogeneous space with 
irreducible symmetric model is itself locally symmetric and hence locally isometric to 
that model. Further, in [16], this result is extended to the class where the model is 
symmetric but without Euclidean factor. Finally, the most general result is obtained 
in [6] by specializing the local classification theorem for semi-symmetric spaces given 
by Z.I. Szabo in [la] to the curvature homogeneous case. There the following local 
structure theorem is proved [6, Theorem 10.1 and Corollary 10.11: 
Let (M,g) be a curvature homogeneous Riemannian manifold with a symmetric 
model. Then (M,g) is locally isometric to a Riemannian product 
(M,,gs) x (Fl,hl) x ... x (Fr,hr), 
where (M,, gs) is a symmetric space and (F;, h;), i = 1, . . . , r, are locally irreducible 
Riemannian spaces which are foliated by totally geodesic Euclidean leaves of codimen- 
sion two and have constant scalar curvature. Each (F;, h;) has a symmetric model of 
the form S2 x 114”s or H2 x Iw”t, k; 2 1. 
Moreover, the same authors also generalized Sekigawa’s three-dimensional example 
and extended it to arbitrary higher dimensions, thus providing examples of the foliated 
spaces mentioned in the above theorem. 
In [3] the second author proves that all three-dimensional locally non-homogeneous 
spaces with a symmetric model are given by the generalized examples of Sekigawa. 
He obtains this as a side result of his explicit local classification of non-symmetric 
three-dimensional semi-symmetric spaces (i.e., of all Riemannian 3-manifolds whose 
curvature tensor has constant index of nullity equal to 1). 
In this paper we will prove the higher-dimensional analogue. We consider the class 
of non-symmetric, locally irreducible semi-symmetric spaces ( Mn+2, g) which are also 
curvature homogeneous. Each of these spaces is foliated by n-dimensional Euclidean 
leaves and has the symmetric model space S2(X2) x IWn or H2(-X2) x II&%, according 
to whether the scalar curvature is positive or negative. (S2(X2) and H2(-X2) denote 
the standard 2-sphere and the hyperbolic plane with constant Gaussian curvature X2 
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or -x2, respectively.) Our main result is that, generically, the only possible spaces 
are exactly those given by the authors of [6]. M oreover, we will extend this result to 
the case where we suppose only that the scalar curvature is constant along the leaves 
instead of being a global constant. The classification we obtain in this way yields a 
complete classification of all parabolically foliated semi-symmetric spaces in the sense 
of Z.I. Szabo [13]. 
The paper is organized as follows. In Section 2 we give a special local form for the 
metrics and determine the basic system of partial differential equations for our problem. 
Then, in Section 3, we determine some first integrals of the partial differential equations 
and distinguish two algebraic cases. We treat these two cases separately in Section 4 
and we solve the basic system of partial differential equations to get explicit formulas 
for the germs of the metrics. This leads to the result mentioned above. Finally, the 
extension is treated in Section 5. 
2. A canonical form for the metrics and the basic system of partial differential 
equations 
Throughout the paper all manifolds, maps, vector fields and differential forms are 
assumed to be C”. We will denote by (AP+“,g) an (n + 2)-dimensional Riemannian 
manifold with metric g, by D its Levi Civita connection and by R its Riemann curvature 
tensor. 
In the introduction we mentioned the classification of semi-symmetric spaces by 
Z. I. Szabo [12]. The most general family of (locally irreducible) semi-symmetric spaces 
is given by (n+2)-d imensional Riemannian manifolds foliated by n-dimensional totally 
geodesic Euclidean leaves. These are Riemannian spaces (&V2, g) whose index of 
nullity v(p) is constant along A4 and equal to n. This means that every tangent space 
T,M can be decomposed in the form 
T,M = Vj”) + V(l) P 7 
where dim I’,(‘) = n, dim Vi” = 2 for all p E M, and V,(O) is the null-space of the 
Riemannian curvature tensor R,, i.e., 
V(‘) = {X E T A4 1 R P P (X Y) = 0 P 7 for all Y E T M} P * 
Hence the curvature tensor R, at each point p E M is the same as that of the space 
A4’ = 9(X2) x IWn, or M’ = H2(-X2) x IWn, where the sectional curvature &X2 depends 
on the point p, in general. Further, Z. I. Szabo shows that the n-dimensional distribution 
V(O) on h4 is completely integrable, and that the integral manifolds of V(O) are totally 
geodesic and locally Euclidean. This is why M is said to be foliated by n-dimensional 
Euclidean leaves. 
The family of foliated spaces is not described explicitly in Szabo’s work. In [3], the 
second author treated the three-dimensional case and gave the explicit expressions for 
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the germs of metrics by solving a complicated system of partial differential equations. 
For this purpose he used a special system of local coordinates. 
Now, we shall generalize this for arbitrary n and we start by introducing the cor- 
responding local coordinate system. Then we determine the corresponding system of 
partial differential equations expressing the semi-symmetricity and the curvature ho- 
mogeneity. 
Proposition 2.1. Let (M”+2 , g) be un (n + 2)-dimensional smooth fokted semi- 
symmetric space. Then, in a neighbourhood U of each point p E M, there are local 
coordinates x,w,yl,. . . ,yn such that g = C~::(W”)~, where 
w1 = f (x, w, y’, . . . , y”) dw, 
w2 = A(x, w, y’, . . . ,yn)dzt C(x,w,yl ,... 7 Y”) dw, 
w”+~ = dy” + H”(x, w, y’, . . . , y”) dw + GOI(x, w, y', . . . , y”) dx, 
cr = l,...,n. 
(2.1) 
Here fA # 0 and the equations w1 = w2 = 0 (or equivalently, x = constant and 
w = constant) determine the Euclidean leaves of dimension n. (yl, . . . , yn) gives a 
local coordinate system on each leaf. 
Proof. Choose a point p of M and a neighbourhood U’ of p. Let S : D2 + U’ be 
a surface through p which is transversal to the Euclidean leaves at all cross-points. 
Then there exists a normal neighbourhood U of p, U c U’, with the property that each 
point q of U is projected to exactly one point,n(q), of S via some Euclidean leaf. We 
take any local coordinates (x, w) on 5’. We can then take a local coordinate system 
(V4Y1,*** ,yy”) on U such that w(q) and x(q) are defined by w(n(q)) and x(r(q)) for 
each q in U and such that on every leaf of the foliation the coordinates (Yl, . . . , y”) are 
Euclidean coordinates. This last condition means that E&+2 = d/dY”, (Y = 1,. . . , n, 
are orthonormal vector fields on U. We extend these to an orthonormal frame field 
(~%,~2,~3,*--,&+2) on a neighbourhood of p (cf. [12]). Let (w~,w~,w~, . . . ,wnS2) be 
its dual coframe. In terms of the coordinates (x, w, y',. . . , yn) we must have 
w1 = P&,w,yi,... ,Y~)~~+&&,w,Y’,.. .,Y?dz, 
w2 = Pz(x, w, yr,. . . ,~")dwt Q~(vJ, Y? ..,Y'W, 
w"+~ = dy” + HOI(x, w, yl, . . . , y”) dw + Ga(x, w, yl, . . . , y”) dx, 
a = l,...,n. 
Taking suitable orthogonal linear combinations of W1 and W2 we can find orthonormal 
one-forms w1 and w2 of the form 
w1 = f(x,w,y’,..., yn)dw, 
w2 = A(x, w, yl,. . . , y”) dx t C(x, w, y’, . . . , y”) dw, 
such that (wl, w2, w3,. . . ,LP+~) is an orthonormal coframe, that is, the metric g is given 
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bY 
n+2 
g = CW”@W”. 
i=l 
Because (wr , . . . , LP+~) is a coframe, we see that Af f 0. This proves the proposition. 
From now on we assume, in addition, that the foliated space (M”+2,g) is curvature 
homogeneous. So, its curvature is of the type H2 x IRn or S2 x IRn, where the constant 
Gaussian curvature of H2, or that of S2, will now be denoted by k. 
Consider the components wl, w:+~, w:+~, c$i of the connection form with respect 
to the coframe (wl,. ..,w~+~). (H ere and in the sequel the Greek indices refer to the 
y-coordinates and range from 1 to n.) The components satisfy the standard equations 
(see PI) 
dw’ + w; A w2 + CW;+~ A wat2 = 0, 
a 
dw2 + wf A w1 + xw:,, A w”+~ = 0, 
a 
dw”+2 + ~;1+~ IY w1 + w;+~ A w2 f cwp”++; A w~+~ = 0, 
P 
(2.2) 
0; + wf = 0, w;+2 + wp+” = o,wi+, + w;+2 = 0, w;++; + w,p,‘; = 0. 
Because the curvature tensor of A4 is the 
components S& Ok+,, Ri+,, and 0;:; of 
coframe (WI, w2, w”+~)) must satisfy 
al, = 42; = kwl A w2, 
Ri+, = Ri+, = 0;++2” = 0, 
same as that of H2 x Rn or S2 x JP, the 
the curvature form (with respect to the 
where k is a non-zero constant. By the standard formulas, this is equivalent to the 
following system of equations for the components of the connection form: 
d4 +):4+2 Aw;+~ = kw’ Aw2, (2.3) 
ix 
d&+2 t w; A w&2 t~@$+pAwf~~=O, a=1 ,..., n, (2.4) 
P 
dw:+2 t wf A w;+~ + Cw&-2 AW,P,+,2 = 0, (Y = 1,. . . , 72, (2.5) 
0 
dw;fiz + ,;+” A W;+2 t WFt2 A w& + cwy”+:” A w;,‘; = 0, (2.6) 
Y 
cx,jCl= l,..., n. 
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Taking the exterior derivatives of (2.3)-(2.6) and then substituting properly from 
(2.3)-(2.6) into the derived equations, we obtain 
d(w’ A w2) = 0, 
w1Aw2Aw~+2=o, (Y = 1,...,7L, 
w~/Iw~Aw;+~=O, a = l,...,n. 
The condition (2.7) is easily reduced (using (2.1)) to 
(2.7) 
(2.8) 
(2.9) 
&(Af)=O, a= l,...,n 
or 
Af = M(z,w) # 0. (2.10) 
(This is in fact equivalent to the condition that the sectional curvature k from (2.3) 
does not depend on y”.) 
Next we write 
wi = a?jlw' + ai2w2 + C atawa+2, 
a 
1 
WC42 = bklwl + bi2w2 + ~b$wp+2, a = 1,. . . ,n, 
P 
2 
ua+2 = cilwl + cz2w2 + CC&W@+~, a = 1,. . . ,n, 
P 
(2.11) 
Wpaz$ = d&w1 t d&W2 t Cd&wYt2, a,/3 = 1,. . . , n, 
Y 
and we calculate the a;,, bik, c$,, and dilc from the equations (2.2). First, (2.8) and 
(2.9) imply that 
b& = c& = 0, a,p= l,..., n. (2.12) 
After a routine calculation we obtain the following expressions for the connection forms: 
w; = +(f; - xf&G") w1 - Bw2 + ~&AJ~+~, 
cl Q 
w;+~ = $Af; w1 t Ba w2, (2.13) 
w;+~ = @(AC:, - CA’,) - B,) w1 t $O’,w2, 
w;+‘; = +(A(H”)& - C(G”)&) w1 t $f(G”);w2, 
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where 
+ = (Af)-’ = M-l, (2.14) 
B, = a;, = ;+((B”): - (G”)k + (AC:, - CA’,) (2.15) 
+ c (@(G”)& - GBP”)b)), 
B = & =;;A; - C; + c (C;G” - A&P)). (2.16) 
0 
Moreover, (2.12) implies 
(Ha); = 0, (2.17) 
(G*)& = 0. (2.18) 
In terms of dw, dx and dya the connection forms are expressed as follows: 
w; = (-AB + c B&G”) dx + Rdw + c B, dy”, 
a a 
w;+~ = AB, dx + S, dw, (2.19) 
w& = A:, dx + T, dw, 
w;,+; = (G”)& dx + (H”); dw, 
where 
R = $ff: - CB t ~&xH” - f$xf;G*, (2.20) 
Q a 
S, = f; t C&i, (2.21) 
T,=C:,-fB,. (2.22) 
In this notation the curvature conditions (2.3)-(2.6) have the following form (where 
a,@,y = l)... ,71): 
WB) ~- c W,@) + dB, = o dya p dye' ax ’ (Al) 
dB, dR o - - -= 
dw ayff 7 
ww -_ 
8W c 
a(~~a) + 2 - ~(AB~T~ - A;s,) = -kAf, 
0 Q 
d(ABcJ 
8Y" 
t A/,B, = 0, 
C-42) 
(-43) 
(Bl) 
as, 
dy,+T,B~=O, w 
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2 - (ABT, + RA’,) - ‘(i:) + T, c BpGP 
P 
+ c (ABp( HP); - Sp(GP);) = o, 
P#a 
A$ - AB,B@ = 0, 
aTCY 
- - S,B, = 0, 
dY@ 
-AL + 2 + A(BS, + RB,) - S, C BpGP 
P 
+ c (Ah@); - Tp(GP);) = 0, 
P#a 
(G*);J, = 0, 
(Ha)& = 0, 
(Ha)& - (G*);, t A(B&x - Bc&) t (A&T, - A&) 
+ ~((W;W)b - (GY)&(Wy) = 0, Q # P. 
Y 
P3) 
(Cl) 
w 
W) 
W) 
Pa> 
w 
3. First integrals of the basic PDE and generic points 
In this section we will determine how the functions II*, G*, AS,, ATa, AC, f2 -I- C2 
and A2 depend on the variables yl, . .,. , yn. We will see that they are polynomials in 
these variables of degree not greater than two. Moreover, we will find a coordinate 
transformation such that A2 will depend on at most four variables, namely w, CC, y’ 
and y2. 
u) The functions H* and G” 
From (Dl) and (D2) it is immediate that H* and G* are linear functions in the y@. 
So we can write 
H” = c h;(x, w) yp t @(q w), 
P 
G” = cg;( x9) Y%$(W+ 
P 
We have also 
(3.1) 
(3.2) 
h; + ht = 0 , g; + gt = 0 7 (3.3) 
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due to the last formula in (2.19) and the fact that wi$i + WE:: = 0. 
b) The functions AS, and AT, 
Using (Bl), (B2), (Cl) and (C2) we easily find 
(AS,& = 0 and (ATa)& = 0. 
So, we have 
ATa = c t,&, w) yp + tao(q w). 
P 
(3.4) 
(3.5) 
c) The function AC 
Using first (C2) and then the definitions (2.21) and (2.22) of T, and S, together 
with (Cl), we derive 
(AT,); = (AbC)‘, - A&f& + Af&. 
On the other hand, using first the definition of T, and then (Bl), we get 
(AT,); = (AC:,); - Af;B, + A’,fQ. 
Combining (3.6) and (3.7) we obtain 
(3.6) 
(3.7) 
(ATa)& + (AT& = (AC&. (3.8) 
This implies in particular that (AC)‘& = 0. So, we get the following expression for 
AC: 
AC = c bcud~, w> !f?!f + c b-&w) yY + b(s, w), 
a,P Y 
where b - b cyp - pa* Moreover, we find from (3.8) 
(3.9) 
tmp + toa = 2bap. 
In a similar way we derive 
(AS& + (AS& = (Af&. 
As Af is independent of the variables y’,. . . ,y”, we get 
(3.10) 
(3.11) 
Sap + Spa = 0. (3.12) 
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d) The function f2 + C2 
Using (2.21), (2.22), (B2) and (C2) we obtain 
(f2 + C2)& = 2(fS, + CT& 
= 2(S,Spt TaT& = 0. 
Hence we have the following expression for f2 + C2: 
f2 -I- C2 = c %X/3( x7 w) Y”YP + c Fr(“, w) YY t &, W)? 
ff,P Y 
where ‘polo = qpa. 
(3.13) 
e) The function A2 
Using (Cl) and (Bl) we easily calculate 
(A”)& = 0 
and so we have 
A2 = c a&, w) Y”Y~ + c a,(~, w) yy t a(~, 4, 
a,P Y 
where a,p = apa. 
(3.14) 
Now we will show that it is always possible to find a local coordinate system (2, w, 
Ul ,‘“, un) and an orthonormal coframe (w1,w2,r3,. . . ,T~+~) of the form (2.1) such 
that A2 is expressed in the form 
A2 = X1(uf)2 + X2(u2)2 •t 7ilu1 + ti2u2 + a, (3.15) 
where X1, X2, al, ii2 and ti are functions of x and w only. To do this, sup- 
pose that we have local coordinates (x, w,y*, . . .,y”) and an orthonormal coframe 
( w1,w2,w3 )...) wn+2 ) of the form (2.1). Then A2 has the form (3.14). Using (Cl) we 
can see easily that 2A2B,Bp = (AZ):@ - 2AI,A&, and hence the rank of the matrix 
[(AZ& - 2A’,A&] is not greater than one, i.e., 
a,,app - (a&” - a&4$)2 - ~~~(4;)~ t 2a,&A& = 0 
for all (Y and p. Multiplying with A2 we get 
(o aaapp - (u~$)A~ - gas [(A~);]~ - +pp[(~2);]2 t ;a,p(~2);(A2)b = 0. 
Substituting from (3.14) and taking the coefficient of any (Y’)~, y # cr,y # p, we get 
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Taking the coefficient of yy, we obtain 
Hence, 
aola apa ayff 
a4 app a,p = 0. 
a, ap av 
all . . . an1 
rank (3.16) 
al . . . a, 
Using a well-known theorem of linear algebra we can find an orthogonal matrix Q 
whose entries are functions of z and 20 only and such that, in the new coordinates 
(~l~***~~n~ ;, [;;, ) 
A2 takes on the form 
A2 = X1(G’)2 + X2(fi2)2 + 2 ii-, iiv + 6. (3.17) 
y=l 
Now, introducing the column matrices 
y = b*>, 0 = (iq, 
H = (Ha), G = (G*), 
w = (wa+2), a = 1,...,72, 
we have 
Qw=QdY+QHdw+QGdx 
= d(QY) - (dQ)Y + QH dw + QGdx 
= dU + (QH - P,Q-lU)dw t (QG- PIQ-‘U)dx, 
where Pr and P2 are matrix functions depending on x and w only and satisfying dQ = 
PI dx + P2 dw. If we put r = Qw, then (r3,. . . , T“+~) is an orthonormal set of one- 
forms and the coframe (w1,w2, r3,. . . , T~+~) is of the form (2.1) with respect to the 
coordinates (CC, w, G1,. . . , ii”). Moreover, A2 has the form (3.17). In this new coordinate 
system the conditions (Al)-(D3) still hold. In particular we must have (just as in 
(3.16)) 
xi 0 0 . . . 0 
0 x2 0 . . . 0 
(3.18) 
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We consider the three different possibilities. 
1) XrXz # 0. In this case (3.18) implies that i& = . . . = zi, = 0 and A2 is of the form 
(3.15). 
2) Xr # 0, X2 = 0 (or Xi = 0, X2 # 0). If 63 = ... = tin = 0, A2 is of the form (3.15). 
If not, we make another orthogonal coordinate transformation of the form 
where the first two relations read u1 = Gil, u2 = ~(w,z)(&G2 + ... + ?i,GLn), p # 
0. By repeating the procedure above (see the text between the formulas (3.17) and 
(3.18)) we can find easily an orthonormal coframe of the form (2.1) with respect to 
( 2, w, Ul,. . . , un), where A2 is of the form (3.15) (with A2 = 0). 
3) xr = x2 = 0. If 6s = . . = 6, = 0, A2 is of the form (3.15). If not, we make again 
an orthogonal coordinate transformation 
which makes u1 = 0 equivalent to iirGr + . . . + 2i,P = 0. Again we can find an or- 
thonormal coframe of the form (2.1) with respect to the coordinates (5, w,ul,. . . , un), 
where A2 is of the form (3.15) (with Xr = X2 = 0). 
In the sequel we will always work in a local coordinate system (5, w, or,. . . , tP) such 
that A2 has the simple form (3.15). W e d erive an additional formula for Xr, X2, al, z12 
and a to be used later. For this purpose, we write down the expressions for the B,. 
Starting from (Cl) and using (3.15) we obtain 
B, = 0 for cr 3 3, 
(B1)2 = (&I~(u~)~ + X1E2u2 + (X,ti - (ti1)“/4))/A4, 
(B2)2 = (&&(u~)~ + x&u1 + (&si - (a2)2/4))/A4, 
(3.19) 
B1 B2 = -(&!2u1u2 - (X&/2) 2~~ - (x,&/2) u2 - &a2/4)/A4. 
Expressing the obvious equality (BI)~(B~)~ = (B1 Bz)~ by means of (3.19), we find the 
wanted condition 
4ii,X2ii - X1(ti2)2 - &(ii1)2 = 0. (3.20) 
Proposition 3.1. At any basic point p E M of the local coordinates we have X1X2 = 0. 
Proof. Suppose that, to the contrary, XrX2 # 0 at p. We write (3.15) in the form 
A2 = Xl(u1+al/(2X1))2tX2(~2+a2/(2X2))2t(a-(~1)2/(4X1)-(a2)2/(4X2)). Because 
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of (3.20) the last term vanishes. If we define new coordinates 
D1 = ?L1 + a,/(aX,), 
o2 = u2 + &/(2x2), 
v -uUa Q- (o b 3), 
we get the following form for A2 in a neighbourhood of p: 
A2 = X&+)2 + X2(v2)2. (3.21) 
Now, we get the following analogues of the formulas (3.9) and (3.13): 
AC = c b&z, w) v”vP t c b,(z, w) v-’ t b(z, w), 
a,P Y 
f2+C2=&p( 2, w) vavD t c ‘P&, w> vy t cp(G w). 
@,P Y 
If we express the equality A2(f2 + C2) = (Af)2 + (AC)2 using (2.10), (3.21) and the 
above formulas and compare the terms which are independent of the vcy, we find 
M2$b2=0 
and hence Af = M = 0, which is a contradiction. 
In the sequel we can always assume that X2 = 0 at p. (The case Xr = 0 is reduced 
to the first one by a renumeration of the coordinates.) We shall call p E M a generic 
point if either I) Xr = X2 = 0 in a neighbourhood of p, or II) Xr # 0 at p, i.e., X2 = 0 
in a neighbourhood of p. We can see easily that the generic points of M form a dense 
open subset (under the convention made about the numeration of Xr and X2). The 
non-generic points are those for which X,(p) = X,(p) = 0 but X2 is not identically zero 
in a neighbourhood of p. 
Next we have 
Proposition 3.2. In a neighbourhood of any generic point p E M, the function A2 is 
a polynomial of the form 
A2 = &(TL’)~ + zilul + a (3.22) 
with respect to a local coordinate system (x, w, ul, . . . , un) and to an orthonormal 
cofrume (WI,. . . , cdn+2) as in (2.1). 
Proof. If X,(p) # 0 then (3.20) implies a2 = 0 and from (3.15) we get (3.22). If 
Xr = X2 = 0 in a neighbourhood of p, then we have, according to (3.19), a1 = Br = 0 
and a2 = B2 = 0. Hence A2 = 6. This concludes the proof. 
Further, we also have the following expressions for the functions B,: 
A2B1 = ao, B, = 0 (a 2 a), (3.23) 
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where 
4(ao)2 - 4aXr + (a# = 0. (3.24) 
4. The germs of metrics solving the basic PDE system 
In this section we consider the two above types of the generic points and we are 
going to prove first that the function A depends only on x and w in a neighbourhood of 
any “regular” point (to be defined later). Then we are going to find an explicit formula 
for our Riemannian metrics in the neighbourhoods of all regular points. 
I. First case: X1 = X2 = 0 in a neighbourhood ofp. From the proof of Proposition 3.2. 
we see that A has the simple form A = c(z, w) on a neighbourhood of p. 
II. Second case: A2 = X~(U~)~ + tilzll + 6, X1 # 0, on a neighbourhood of p. Again 
we express the equality A2(f2 + C2) = (Af)2 + (AC)2, this time using (2.10), 
(3.9), (3.13) and (3.22). Comparing the coefficients of the corresponding polynomi- 
als in 7_~r, 
(1) 
(2) 
(3) 
(4) 
(5) 
(6) 
(7) 
(8) 
(9) 
(10) 
(11) 
(12) 
(13) 
(14) 
(15) 
(16) 
*, un, we get the following list of relations: 
k+=O, o,Pa2, 
Xr~rr = M2, 
k~r,3 = 2Wrp, P > 2, 
&cppp = 4(b,p)2, P 2 2, 
JWJ~ + al~rr = 2brlbr, 
x 1’~~~ = 4brpbr,, P # 1 # Y # P, 
Xlyp + 2~71~ = 2bllbp+4hpbl, P 2 2, 
~~~~~ = %pbp, P 22, 
hppy = 2b,,$, + %,bp, P # 1 # Y # P, 
wpp= (Q2, P 2 2, 
bp+&pl twll = 2hdt(h)2, 
fqp,= b&-y, P # 1 #-/#PP, 
ap.ppt2a~~p =4b1,+t2Wp, P 2 2, 
alcptapl = 2blb, 
licpp = 2bpb, /I > 2, 
acp= M2+b2. 
. . 
(44 
Because M # 0, (4.1)(16) implies that 
si # 0. 
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We shall now distinguish two subcases which do not necessarily cover all the generic 
points. 
A) First subcase: ppp # 0 for some p 2 2 at the point p. Using (4.1)(4), (8) and (IO), 
we easily calculate 
((a# - 4X*a)(vpp)2 = 0. 
From (3.23) and (3.24) we see that Br = 0. (Cl) then says that A is a linear function 
of the variable 2~~ and (B2), together with (2.21), implies that the same holds for f. 
We know, however, from (2.10) that Af does not depend on ur. So, both A and f 
are independent of u1 and hence X r = tir = 0. Consequently, A has the simple form 
A = ~(2, w) on a neighbourhood of p. 
B) Second subcase: 9~0 = 0 for all ,0 > 2 on a neighbourhood of p. In this case, it 
follows immediately from the equations (4.1) that we also have 
b,, = bp = up = ~rp = ~0~ = 0, 
for all /3,r 2 2. Hence, we obtain 
A2 = X+1)2 + a& + a, 
Af = M, 
AC = b11(u’)2 + blu’ + b, 
f2 + c2 = $w(q2 + w’ t p. 
Essentially, we have a three-dimensional situation here. We now refer to [3], where it 
is shown, using the notion of an asymptotic foliation, that, with the expressions for the 
functions A2, Af, AC and f2 + C2 given above, there exists a coordinate transformation 
for the variables 2 and w annihilating the function au given by (3.23). As in the previous 
case, we can first conclude that Br = 0. Then in the new coordinates, A and f are 
linear functions of u1 and hence again A = ~(2, w) on a neighbourhood of p. 
Now, a generic point p E M is said to be regular if either the case I, or one of the 
subcases A) or B) of case II occurs. Obviously, the regular points form an open dense 
subset of the set of all generic points and hence an open dense subset of M. 
In the sequel we suppose that p E M is a regular point, i.e., 
A = c(z, w) (4.3) 
holds in a neighbourhood of p. We again express the equality A2(f2 + C2) = (Af)2 + 
(AC)2, using now (2.10), (3.9), (3.13) and (4.3). We find 
b,p=O, (~,,0= l,..., n, 
c2va0 = b,bp, cy,,D = l,..., 72, 
c2qcu = 2b,b, (Y = l,...,n, 
(4-4 
c2ip = M2 + b2. 
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So, we have 
A = c, 
(4.5) 
Further we recall that B, = 0 for all cr. From (4.5) and the defining formulas (2.21) 
and (2.22) we can calculate also S, and T,. We obtain 
B, =O, a = l,...,n, 
s, = 0, Q = l,...,n, (4.6) 
T, =b,/c, a= l,..., n. 
We will now find a coordinate transformation after which the functions G* disappear 
and the form of A, f and C will not change. We use the matrix notation in the sequel. 
Put 
G = (s;), H = (h;), Go = (g,a), Ho = (h,“), 
g= (21”), w = (LJ”+~), o = l,... ,n, 
where wcy+2 = du” + G” dz + Ha dw. Go, Ho, g and w are column vectors. Consider 
the following differential equation for a matrix function +(z, w) with n x n entries: 
2 = g5G. ( 4.7) 
Because G is skew-symmetric, we see easily that for every solution 4 of (4.7), 4(“$) is 
independent of 2. If we choose the initial value 4(0, w) as an orthogonal matrix function, 
then the corresponding solution 4(x, w) of (4.7) is an orthogonal matrix function, too. 
Further put 
J 
x A= dGo dx. (4.8) 
Z‘O 
Then X is a column matrix function depending only on 2 and w. Introduce new variables 
VI , . . . , v” instead of ul,. . . , un by the formula 
v= &-t-X. (4.9) 
Then 
dv = (Q)u t 4(dzl) t dA, (4.10) 
with 
d4 = d(Gdxtpdw), dX=4(Godztp,dw), (4.11) 
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where p, p are new matrix functions depending only on x and w. (p is skew-symmetric 
and s-is: column matrix function.) From (4.10) and (4.11) - we get 
du = +((Gg+ Go) dx + (p+ 5) dw) + 4& (4.12) 
On the other hand, the relations for w” (with G” and H” given by (4.5)) have the 
matrix form 
w=dg+(Gg+Go)dx+(Hg+Ho)dw. 
So, we obtain 
& = dvt {4(fi -pM-‘(v-8 t 4(& -p,))dw. (4.13) 
Putting E = &J, we have obtained a new orthonormal coframe w1,w2, r3,. . . , T~+~, 
such that 
++2 = dva + h;v@ + 6; dw, 
> 
(4.14) 
P 
where 6;; and & depend only on x and w. With respect to the local coordinates (x, W, 
VI,... , vn) we get 
wr = fdw 7 
w2=Adx+Cdw 7 (4.15) 
rm+2 = dv” + I?i” dw, 
where 
A = c, 
f = M/c, 
C = C(b,/F)va -I- (b/c), (4.16) 
a 
HCY = shivs + h,*, $ + ht = 0, and G, = 0. 
P 
(Here, obviously, ?I, f, C, fi and C are the same as A, f, c, M and C, respectively.) 
Next we will determine the functions fi, C, &,, b, 6; and & such that the partial 
differential equations (Al)-(D3) are satisfied. Substituting in (Al)-(D3) from (4.6) 
and (4.16), we obtain 
(B)b, = 0, o = l)...) 78, where B is given by the analogue of (2.16), 
(R):, = 0, a = 1,. . .,n, where R is given by the analogue of (2.20), 
(AI?):, + (R):, = -IcAf, 
AX’-‘, = 0, a = 1,. . . , TZ, 
(4.17) 
(T& = 0, Q = l,...) n, 
(h,*):, = 0, a,0 = l)...) 12. 
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We get additional conditions if we express the equalities B, = 0 (see (2.15)): 
(&a”); = A,, Q = 1,. . . ,n. (4.18) 
Now we shall prove 
Proposition 4.1. If B # 0 at a regular point p, then the metric g is a product metric 
in a neighbourhood of p. 
Proof. From the fourth equation of (4.17) we see that i’, = 0 for all CY, and hence,by 
(4.6), b, = 0. F rom (4.16) we then derive that c depends only on z and w. The other 
conditions now mean 
pi;):, = pi,*); = 0, 
(AB):, + (R)k = -kAf. 
(4.19) 
The second equation ensures the curvature homogeneity. By changing the s-coordinate 
we can transform A to be 1. (In fact, we can take a new coordinate z = 2(x, w) as any 
function satisfying the partial differential equation $$ = A.) Then we get, in the new 
local coordinates, 
A= 1, 
f = f(x, w), 
C = C(z, w), (4.20) 
H* = c hpu(W)“P + Q(w). 
0 
Next we will annihilate the functions H” by an appropriate coordinate transforma- 
tion. To do this, consider the differential equation for a (n x n)-matrix function $ 
(4.21) 
where B = (6;). Because H is skew-symmetric, we see easily that @+ is constant. By 
a proper choice of initial conditions we can assume that ?,P?l, = I, i.e., $ is an orthogonal 
matrix function depending only on w. We also put 
P= 
/ 
w y!&,dw, - 
WO 
where au = (hoa), a column matrix. I_L also depends only on w. 
We now introduce new variables (Q1, . . . , qn) as follows: 
where Q is the column vector (Q”). We have then - 
dq = (dti)v+ $@v) t @, - 
(4.22) 
(4.23) 
(4.24) 
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where 
d+ = $,ii dw, dp = $rl‘, dw. - 
From (4.24) and (4.25) we get 
d2= +(dv+ (HE+ &)dw). 
Comparing this last formula with (4.14), we get 
(4.25) 
(4.26) 
dq = $r, (4.27) - 
where z = (9). Putting a = ?,!JE we obtain a new orthonormal coframe (w’ ,w2, cra+2) 
such that in the coordinates (x,20, q”) we have the following expressions: 
wr = f(z, w) dw, 
w2 = dz + c?‘(z, w) dw, (4.28) 
oa+2 = d a 9 - 
From these formulas we see at once that we have a product metric in this case. This 
proves the proposition. 
Consequently, if ( Mn+2, g) is locally irreducible, the function B must vanish at each 
(regular) point p E M. We assume B = 0 in the sequel. 
The conditions (4.17) then reduce to 
(r-l); = -kAf, 
(4.29) 
(h,*); = -b,. 
Moreover, we get additional conditions coming from B = 0, namely (2.16) implies 
(A)L - (C)k = 0 
and hence, 
(c)k - (b/c); = 0, (b&); = 0. (4.30) 
By changing the z-coordinate we obtain, once again, 2 = c = 1. In the new local 
coordinates we get (changing a bit the notation of (4.16)) 
(4.31) 
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Here the conditions (4.29)-(4.30) show that the functions ca, CO and ?L; depend only 
on w, and that h,” is of the form 
h,” = -c&B) 2 + d”(w), (4.32) 
where d* is an arbitrary function of one variable. Moreover, the conditions (2.14) and 
(2.20) show that R = 7:. 
The first condition of (4.29) can now be rewritten in the form 
gz + kf = 0. (4.33) 
(This condition ensures the curvature homogeneity.) So f is given by 
f(z,w) = fz(w)exp(JZz) + b(w)exp(-&Zs), if Ic < 0 (4.34) 
or 
f(z, w) = U(W) cos(&2) + b(w) sin(As), if k > 0, 
where U(W) and b( ) w are differentiable functions such that f(z, w) # 0. 
We now introduce new variables x1,. . . , xn+l by 
(4.35) 
x1=x 
9 
22 = 21-1, i=2,...,?2+1 (4.36) 
and we also put 
wo = @1 
7 
w’ = L&l2 
7 
Gi=llJi+l, i=2 )...) n+1, 
WJ) = co(w), 
F(w) = di-l(w), i = 2,. ..,n + 1, 
(4.37) 
We see that D is a skew-symmetric matrix function of w only. Then we can write the 
following expressions for the coframe (w’, . . . ,~+l): 
i;i” = f(x’, w) dw, 
n+l 
L? = dxi + c Djxj dw + Zi dw, i = 1,. . . , n + 1. 
j=l 
(4.38) 
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We want to annihilate the functions l;(w) by a coordinate transformation of the form 
&si+L$LJ), i=l,..., n+1. (4.39) 
Taking the differential of (4.39) and substituting in (4.38), we see that the functions 
ki must satisfy the system of ordinary differential equations (in matrix notation) 
K’=--DKfL, (4.40) 
where K = (Ici(w)),K’ = (k”‘(w)) and L = (li). A n solution of (4.40) determines a y 
new system of local coordinates (4.39) such that (4.38) is transformed to the form 
w” = f(w, 2’) dw, 
n+l 
oi = &+ + c Djij dw, 
j=l 
(4.41) 
where D = (D;(w)) is a skew-symmetric matrix function of the variable w. Moreover, 
f satisfies (4.34) or (4.35). 
In [6] the authors have proved that the metrics given by (4.41) and (4.34), or (4.35), 
respectively, are curvature homogeneous. Hence we have described all locally irre- 
ducible curvature homogeneous metrics around regular points with the curvature tensor 
of the type HZ x En, or S2 x IRn, respectively. 
We can summarize (using also the structure theorem from the Introduction): 
Theorem 4.2. Let (M”+2 ,g) be a locally non-homogeneous, locally irreducible, cur- 
vature homogeneous manifold with a symmetric model space. Then the model space 
is either H2(-X2) x IV or S2(X2) x IRP. Further, there exists a dense open subset U 
of M such that in a neighbourhood of every point p E U there exist local coordinates 
( w,xl,...,xn+l) around p and an orthonormal coframe of the form 
w” = f(xl,w)dw, 
n+l 
wi=dxi+xDf(w)xjdw, i=l,..., ntl. 
j=l 
Here D = (D;(w)) is a skewsymmetric matrix function of the variable w and the 
function f # 0 is given either by 
f(x,w) = a(w)exp(Xs)+ b(w)exp(-kc), 
or by 
f(x, w) = a(w) cos(Xx) + b(w) sin(Xz) 
respectively. 
Remark 4.3. Conversely, any local metric g of the form given above is curvature 
homogeneous, with the symmetric model H2(-A2) x IF or S2(X2) x IKn. “Generically”, 
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these metrics are also non-homogeneous and locally irreducible (but not always, see 
[6] for more details). 
Remark 4.4. The authors do not know any geometrical construction of the dense sub- 
set U c h4 (of regular points). Anyway, such a dense subset can always be constructed, 
starting from a fixed coordinate atlas on M. 
5. An extension: spaces with constant scalar curvature along the leaves and 
parabolically foliated spaces 
Up to now, we have only considered curvature homogeneous spaces (M”+“,g) with 
a symmetric model space (which are foliated by n-dimensional Euclidean leaves). For 
this case, the scalar curvature is constant. In this section, we will first extend the 
result obtained in Theorem 4.2 to the case where the scalar curvature is constant only 
along each fixed Euclidean leaf. Then we will show that this result leads to the explicit 
description of the semi-symmetric spaces which are parabolically foliated in the sense 
of Z. I. Szabo. 
So, let (M”+2,g) b e a smooth (n + 2)-dimensional foliated semi-symmetric space 
with constant scalar curvature along the Euclidean leaves. At every point the curvature 
tensor is then of the type H2 x Rn or S2 x R”. We know from Section 2 that we can 
find local coordinates (20, z, y’, . . . , yn) in a neighbourhood of each point p of M such 
that the metric is given in the standard form (2.1). 
Let 2L(z,w) denote the scalar curvature. (It is independent of the variables y” 
because we suppose it to be constant along the leaves.) Then we still have the formulas 
(2.3)-(2.6) for th e connection forms, where now k is no longer a constant, but a function 
of w and 2. (2.7) is then equivalent to 
&(kAf) = 0. (5-l) 
As k depends only on x and w, we have that the same holds for the function Af. 
So, (2.10) continues to hold. We can now follow exactly the same procedure as in 
the curvature homogeneous case. The only difference is, that the condition (A3) (or, 
equivalently, the first condition of (4.29)), which in the curvature homogeneous case 
provided the differential equation (4.33) for f, is now only a formula for expressing the 
scalar curvature, namely 
SC(g) = 2k = -2f-1j-$zI. 
We can therefore state the following theorem which modifies slightly Theorem 4.2: 
Theorem 5.1. Let (Mn+2, g) be a locally irreducible semi-symmetric space foliated by 
n-dimensional Euclidean leaves and such that its scalar curvature is constant along 
each leaf. Then there exists a dense open subset U of M such that in a neighbourhood 
of every point p E U there exist local coordinates (w, x1,. . . , xn+l) and an orthonormal 
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coframe of the form 
lJ” = f(w, x1) dw, 
n+l 
&=dzi+~D;(w)r~dw, i=l,..., n-l-l, 
j=l 
where D;(w) + D!(w) = 0. Th e scalar curvature of this metric is given by 
S(g) = -2f-lf$& 
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It was proved in [6] that the local metrics above are semi-symmetric. 
[6] it is also shown that using an additional change of variables, one can 
the metrics g from above in the form 
Moreover, in 
write each of 
n+l n+l 
g = CdU”@dUif f2(W,xbj(W)Uj)dW@dW. 
i=l j=l 
This shows that the spaces considered in Theorem 5.1 are generalized warped products 
(in the sense of K. Sekigawa [9]) an d are foliated by totally geodesic Euclidean leaves of 
codimension one. (In the general situation of Proposition 2.1 the minimal codimension 
of the Euclidean leaves is two.) 
Finally, we shall recall the notion of a parabolically foliated semi-symmetric space in 
the sense of 2. I. Szabo [13]. For this purpose, let (AW2, g) be an (n + 2)-dimensional 
semi-symmetric space foliated by n-dimensional Euclidean leaves and with a metric 
of the form (2.1). Let (El,. . . , En+2) be the orthonormal frame which is dual to the 
coframe (WI,. . . ,LP+~). Then Es,. . . , En+2 span the tangent spaces to the Euclidean 
leaves and El, E2 span their orthogonal complements. In [la, p. 5481, Szabo defines the 
linear endomorphisms B,, cr = 1,. . . , n of span{ El, E2) by 
Dx Ea+2 = 93,(X) + linear combination of Es,. . . , En+2. 
In [13], he then defines a particular class of foliated semi-symmetric manifolds by 
requiring that (23,)2 = 0 f or all Q and, at each point, at least one of the operators !B~ 
is non-zero. He calls such spaces parabolically foliated. 
Using the standard formulas DE, E; = C,w:(Ej) Ek, we derive easily, using (2.13), 
that in our coordinate system the endomorphisms %a have the following matrix form 
(with respect to El, E2): 
aa b* 
( > c” ea ’ 
(5.2) 
where 
aa = $AfL, b* = B,, 
O1 = +(ACI, - CAL) - B,, ea = +fA’,. 
(54 
c 
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The assumption (B23a)2 = 0 is equivalent to the conditions 
ucu + ecy = 0, and (aa)2 + b”ca = 0. 
The first condition is equivalent to (Af); = 0. This implies, together with (5.1), 
kl, = 0, 
that is, the scalar curvature SC(g) = 2k, is independent of the variables y”, and hence 
constant along each Euclidean leaf. 
Conversely, suppose we have an irreducible foliated semi-symmetric space with con- 
stant scalar curvature along each Euclidean leaf. Then we have seen in the previous 
chapter that we can find local coordinates in a neighbourhood of each regular point 
such that the metric has the form (2.1), where the functions A, f, C and H” are given 
by (4.31). According to (5.2) and using (5.3), we see that the operators 93, have, at 
any regular point, the matrix form 
Hence (!B,)2 = 0 for all Q. Further, suppose that all !& are zero on an open set. Then 
ecu = 0 for all Q and so C depends only on 2 and w on this set. Just as in Proposition 
4.1, it is easy to see that the metric is a direct product on an open neighbourhood. 
So we have proved the following 
Theorem 5.2. If a locally irreducible semi-symmetric manifold (M”+“,g) which is 
foliated by n-dimensional Euclidean leaves, is parabolically foliated in the sense of 
Szabd, then it has constant scalar curvature along the Euclidean leaves. Conversely, if 
(M n+2,g) has constant scalar curvature along the Euclidean leaves, it is parabolically 
foliated on a dense open subset. 
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