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I. INTRODUCTION
There has been considerable interest in understanding the transient behavior of an ultrafast laser pulse that interacts with a nonlinear dispersive material. In the last several years many experimentalists have made use of newly developed Kerr lens mode-locked titanium-sapphire lasers to perform well-controlled experiments to obtain accurate measurements of the transient behavior of .ultrafast laser pulses in simple molecular liquids and solids which are known to exhibit nonlinear optical behavior [1] . To better understand the details of nonlinear processes that are observed in the experiments, numerical simulations have been used extensively to reproduce observed nonlinear effects. Until recently most computer simulation has been performed by solving an approximation to Maxwell's equations, known as the generalized nonlinear Schrödinger (GNLS) equation [2] , to get information about the time evolution of the envelope of the propagating oscillating wave packet so that one can obtain the overall shape of the propagating optical pulse. Because a GNLS equation-based computer simulation does not provide any information about the details of the oscillating waves inside the envelope of the optical pulse, there is a renewed interest in solving Maxwell's equations directly without having to rely on any approximations.
With the advent of present day computers which provide very fast execution times and great quantities of computer memory, we are at the point where we have enough computational power to solve Maxwell's equations directly for nonlinear dispersive materials. Among recently investigated numerical techniques that show great promise in achieving this goal is the well-known finite-difference time-domain (FDTD) method [3] . It is based on using a simple differencing scheme in both time and space to calculate the transient behavior of electromagnetic field quantities. Because of the simplicity of the FDTD method, recent researchers have focused their attention on the numerical evaluation of the linear and nonlinear convolution integral terms which appear in one of Maxwell's equations (Ampere's Law). By properly evaluating these terms, many people have successfully modeled the response of linear and nonlinear dispersive effects [4] [5] [6] [7] [8] [9] [10] .
In this paper we consider the isotropic materials that exhibit both linear and nonlinear polarization properties, specifically through the first-order (linear) and third-order (nonlinear) electric susceptibility functions, Xj°(t-T) and 
We also consider in this paper the case where the current vector, J(t;x), which appears in Ampere's Law, is represented by two contributions: the first term is directly proportional to the electric field vector, E(t,x), with the constant conductivity coefficient, cf 0) , and the second term is expressed in the linear convolution integral of E(t;x) and the first-order time dependent conductivity function, 6%). Hence, we express the current vector in the form as shown below.
Based on the above expressions, we provide a general FDTD formulation for evaluating the linear and nonlinear convolution integrals that appear in Ampere's Law. We investigate, in particular, the case in which the first-order electric susceptibility function, the third-order electric susceptibility function, and the first-order time dependent conductivity function are all expressed in the following complex exponential forms that contain complex constant coefficients:
. . (17) where . To obtain second-order accuracy in time in evaluating the convolution integrals, E(t;x) is approximated by a piecewise continuous function over the entire temporal integration range so that E(t;x) changes linearly with respect to time over a given discrete time interval [mAt, (m+l)At], where m=0,I,...,n, with nAt being the current time step [12, 13] . Thus, the mathematical expression for E(t;x) takes the following form which can be expressed in terms of the electric field values, Ej jk m and Ejj k m * 1 , respectively, evaluated at discrete time steps t=mAt and t=(m+l)At where these two successive times are obtained at the same,discrete spatial location x=(iAx,jAy,kAz) with Ax, Ay and Az being the spatial grid sizes in the x, y and z directions, respectively (we use a superscript to designate the discrete time step and a subscript for the discrete spatial location): .2) by finite differencing in both time and space using the usual Yee algorithm [3] : 
L (t;x) + e 0 E(t;x)[ E(t;x)*E(t;x)]^0
where
The (l L ) iJk n expression, which appears in Eq. (2.31), can be obtained in the recursive form when we solve Eq. (2.29) exactly for L L (t;x) using integrating factor exp(6 L t) and then performing the time integration from t=(n-l)At to t=nAt while making use of the piecewise linear approximation for E(t;x) to evaluate the integral, which arises from the right-hand side of Eq. (2.29). The result is that we obtain the following recursive relationship for (/% k n which is expressed in terms of the previous time step values of(J L ) Uk "'', E ljk~' and E ijk : 0x , ao> ,aoz,a/, a 2x , a 2v , a 2z and a 3 are given by 3 , as well as some terms appearing in a 0x , a*, a 0z and a, turn out to be zero. In this case we can solve for E ijk n+I directly without having to rely on the numerical root finding technique as discussed in greater detail in the published literature [15] [16] [17] [18] [19] [20] .
III. CONCLUSIONS
Based on the FDTD approach we presented here, we can solve Maxwell's equations directly for the propagation of electromagnetic waves in linear and nonlinear dispersive media that exhibit the frequency-dependent electric conductivity and polarization. Because of the piecewise linear approximation we used for the time dependent part of the electric field vector, our approach provides second order accuracy in time. In addition, our approach retains all the advantages of the usual first-order discrete recursive convolution approach, such as fast computational speed and efficient use of the computer memory.
We have shown that it is critical to express the first-order (linear) conductivity, the first-order (linear) susceptibility, and the third-order (nonlinear) susceptibility functions in the exponential forms in the time domain in order toobtain the recursive feature in our FDTD algorithm. The most important result we have shown in this paper is that FDTD formulation for nonlinear dispersive materials results in having to solve three coupled nonlinear cubic equations for the three components of the electric field vector at each time step as compared to just solving the linear equations in the case of linear dispersive materials. 
