Many environmental and socioeconomic time-series data can be adequately modeled using Auto-Regressive 
Introduction
Data-retrieval and data-mining applications in timeseries databases have been gaining growing interest lately. Time-series form an important class of data objects that arise from various sources such as environmental and socioeconomic systems [4] . Typical applications on timeseries deal with tasks like classification, clustering, similarity search, prediction, forecasting, outlier detection and noise removal. These applications rely heavily on the ability to measure the similarity or dissimilarity between timeseries [ I , 121 . The notion of similarity of complex objects such as time-series is specific to the application domain Agrawal et al [ l ] use the Euclidean distance between time-series of equal length as the measure of their similarity. They reduce sequences into points in low-dimensional space by using Discrete Fourier Transform (DFT). ParseVal's theorem ensures that there are no false-dismissals in doing so. In addition, this approach improves upon the measurement of similarity between time-series since the effects of high frequency components in the DFT, which usually correspond to noise, are discarded. The idea has been generalized in [8J for subsequence matching. In a similar manner Struzit et al [ However there are many similarity queries where Euclidean distances between raw data elements fail to capture the notion of similarity (see [ 1.51 for examples). Agrawal et a1 [2] present a more intuitive idea that two series should be considered similar if they have enough nonoverlapping time-ordered pairs of subsequences that are similar. The model allows translation and amplitude scaling. It also allows non-matching gaps in the matching subsequences. Rafiei et al [ 161 use moving window average for smoothening time-series and time-scaling (global stretching or shrinking of time axis). Yi et al [21] use timewarping distance as the similarity measure and look at the problem of indexing time-series when local time-warping transformations are allowed. Das et al [7] present a similarity model as follows: for a fixed set 3 of transformations (eg. the set of all linear transformations), two time-series X and E' are F-similar if there exists a transformation f in .F such that a long subsequence S' of S can be approximately mapped to a long subsequence I-' of I' using f .
Gavrilov et al [ 101 raise the question "Which (similarity) measure is the best?" for mining stock market time-series. They observed that normalizing the time-series in any form always improved the quality of clustering. They conclude that piece-wise normalization and normalized derivatives results in highest quality clustering for stock-market data. But when they get the best clustering results, the time-series do not seem to be prone to dimensionality reduction. Most existing approaches for mining time-series data do not appropriately take into account the stochastic properties of the time-series. A (l-dimensional) time-series is a sequence of observations of a particular variable. It consists of four components: a trend, a cycle, a stochastic persistence component, and a random element [4] . The stochastic component is present in almost all environmental and socioeconomic time-series. Therefore, to accurately represent time-series and to define similarity between them, it is important to consider all four components of the time-series. These four components can be captured by modeling it by a Box-Jenkins seasonal model [20] (see Section 2 ) . This model is also called an Auto-Regressive Integrated Moving Average (ARIMA) model. This model has been found very useful for describing a variety of seasonal environmental and socioeconomic time-series. It is further described in section 3. We call time-series that can be described or generated by ARIMA models ARIMA time-series.
Suppose we have a collection of time-series generated by different ARIMA models. In this paper, we attempt to answer the question "Which (similarity) measure is the best?" for such time-series. We propose to use the Euclidean distance between the LPC cepstra of time-series as a measure of their distance (dissimilarity). The most striking characteristics of this measure we propose are that it gives more accurate clusterings and achieves large dimensionality reduction. Since we use the estimated model of the time-series for clustering, we overcome problems that arise due to time-series of different lengths and time-series that are growing (as long as the model does not change).
Our Approach. Our notion of similarity is that two timeseries are similar if the underlying physical models that generate them are the same or close. The intuition behind this notion of similarity is that, if the parameters of models fitted to the time-series are close, then the timeseries behave in a similar manner (probabilistically). Two models are similar when one model can be fitted to a sequence generated by another model. Such a similarity measure can be used to more accurately cluster time-series. It enables us to draw inferences (extract knowledge) about a time-series from others belonging to the same cluster and improves our knowledge about the dynamics of the system being studied. For eg.(pg. 15 and bo for the model fitted to their national income time series(Yt). In such a case, we can make meaningful inferences about the economy of one country from the spending, savings, and investment characteristics of another country.
In using fitted ARIMA models for clustering time-series data, it is necessary to define an appropriate distance measure between ARIMA models and hence time-series. We define such a distance measure by using the Euclidean distance between the Linear Predictive Coding (LPC) cepstrum of two time-series (models). Our results show that the LPC cepstrum provides higher discriminatory power between time-series and superior clusterings than other widely used methods such as Euclidean distance between the DFT, DWT (with the S8 wavelet We conclude the paper in Section 5.
Preliminaries
We start with a brief description of various concepts and definitions used in this paper. Interested reader is referred to [4, 20, 22] is the seasonality (periodicity) of the time series, p and q are the orders of the autoregressive and moving average components respectively, P and Q are the orders of the seasonal autoregressive and moving average components respectively, d is the order of differencing and D is the
order of seasonal differencing,(d=O for a stationary time 
We measure the dissimilarity between time-series using the Euclidean distance between their LPC cepstral coefficients. Cepstral analysis is a non-linear signal processing technique with a variety of applications in areas such as speech and image processing [9] . The cepstrum is defined as the inverse Fourier transform of the short-time logarithmic amplitude spectrum. One characteristic feature of the cepstrum is that it allows for the separate representation of the spectral envelope and fine structure. The real cepstrum is defined as the inverse Fourier transform of the real logarithm of the Fourier transform of the time-series. The complex cepstrum is defined as the inverse Fourier transform of the complex logarithm of the Fourier transform of the time-series. The cepstrum of an ARIMA time-series can be estimated using the parameters of an ARIMA model for that time-series. The cepstrum defined using the autoregression coefficients is referred to as the LPC cepstrum, since it is derived through Linear Predictive Coding models (e.g. ARIMA) for the time-series. Hereafter, unless otherwise specified, we refer to the LPC cepstrum of a timeseries simply as its cepstrum.
Consider a time-series X t defined by an AR@) model
. , a p are the auto-regression coefficients and ct is white noise with mean 0 and certain non-zero variance. Note that for every ARIMA model there exists an equivalent AR model, that can be obtained from the ARIMA model by polynomial division. Hence, without loss of generality, for the remainder of this paper we focus on AR time-series.
The cepstral coefficients for an AR@) time-series can be derived from the auto-regression coefficients [9] :
We use cepstral coefficients to extract the significant features of time-series and define distance between two time series as the Euclidean distance between their cepstra.
Given two clusterings G = G 1 , . . . , Gk(say the "ground truth") and A = A I , . . . ,Ak (obtained using any feature extraction method, distance measure, or clustering method), the cluster similarity metric is de-
Sim(G,A) can be used to evaluate the clustering results [lo] . Silhouette width [ 141 is another measure for the quality of clustering. It lies between -1 and 1. For each object that is clustered, the silhouette width for that object can be interpreted as follows: if it is close to 1 then the object is well clustered (classified); if it is close to 0 then the object lies between two clusters; and if it is close to -1 then the object is badly clustered. The average silhouette width of all the clustered objects is another measure of quality of the clustering achieved. To evaluate our clustering experiments, we use both Sim(G,A) and silhouette width.
Properties of Cepstral coefficients
In this section we present some of our findings on the properties of cepstral coefficients of stationary time-series generated by different models. These observations justify our use of cepstral distance as an effective similarity measure and also as a good dimensionality reduction method for clustering purposes. A detailed discussion and experimental results can be found in [ 131.
Effective at distinguishing models.
There can be various ways of distinguishing different AR models. Suppose we have 3 in it's correlation with the lSt coefficient. According to our notion of similarity, MI is more similar to M2 than it is to M3. In essence, it means that for an AR@) model, lower the order of the AR coefficient lower its importance.
In the above example it can be seen that simple Euclidean or Manhattan distances between the model parameters will not be of use. One might think of using some other distance measures such as the maximum distance between the model parameters or the distance between the principal components of the model parameters. Our experiments reveal that these too do not serve our purpose (see [ 131) . One could use weighted Euclidean distance, cy='=, wi(ai -a:)'.
Here, ai and a: are the i f h AR coefficients of models 1 and 2 respectively, p is the order of the AR model. wi is the weight for the ith AR coefficient set to wi = d / K , where K = Er='=, c', for some constant 0 < c < 1. The results of the weighted Euclidean method depend on the combination of the weights and the model parameters. We observe that when cepstral distance is used as the similarity measure, the distance between M1 and is always lower than the distance between M1 and M3, The cepstral distance can be considered as a special case of the weighted Euclidean distance. Cepstral coefficients are effective as a similarity measure between models because they are sensitive to the position of the AR coefficients.
Decay rapidly to zero.
The cepstral coefficients decay rapidly to zero and thus, we need to retain only the first few coefficients to capture most of the information in the time-series. This property is important to overcome the curse of dimensionality. For an AR(1) model given as X ' t = a1Xt-1 + E L it is easy prove this property from equation 1. Since we are considering stationary time-series, we have (a11 < 1, and thus limn+= cn = limn+--c l / n = 0, where C , is the nth cepstral coefficient. We can prove this property for an AR(p) model using the 2-transform approach described in [ 19, pg. 212-2131. Also, the smaller the value of the AR parameters, the faster the cepstral coefficients will decay.
We performed experiments to find the effect of retaining only first few coefficients on the distances between two time-series. We generated AR( 1) time-series of length 256. By fitting a model to the generated time-series the AR coefficients were estimated. 
I
In this table, ~C E P , ~D F T , ~D F T ( A C F ) , dDwT, and dpCAare the Euclidean distances between their Cepstral coefficients, their DFT coefficients, the DFT coefficients of their ACFs, their DWT coefficients, and their PCA coefficients respectively; dMsEis the mean squared error between the time-series; k is the number of coefficients retained, and dl is the estimated auto-regression coefficient. In calculating &CA, we used only the first two principal components of the PCA since they are found to contain over 98% of the information in the time-series. cepstral coefficients are always computed using the estimated AR parameters.
From Table I , we observe that when methods such as DFT or DWT are used, the distance between the two timeseries reduces significantly as the number of coefficients retained is reduced. This could result in a lot of false positives when only a few coefficients are retained. Hence, a large overhead is required to remove the false positives. On the other hand, retaining as few as only 10 cepstral coefficients are sufficient for distinguishing two time-series results with virtually no loss of information. Hence, only a few cepstral coefficients should be sufficient. This property of cepstral coefficients results in effectively reducing the dimensionality and is useful in indexing time-series data efficiently. An added benefit is that the number of cepstral coefficients to be retained does not depend on the length of the time-series.
High discriminatory power.
Discriminatory power of a feature is its ability to separate time-series generated by different models. Cepstral coefficients provide more discriminatory power than the other feature extraction methods.
We performed experiments to study the change in the distance obtained when the auto-regression parameter changes. We generate AR( 1) time-series TS1 and TS2 with al=0. 3 and 0.31 respectively. We then keep changing TS2 time-series by generating AR( 1) time-series with increasing values of a1 and report the percentage increase in the distance between TS1 and TS2 w.r.t the first pair of timeseries in table 2. We use the first 10 coefficients of the feature extraction methods to compute the distance. For MSE, all coefficients were used. From Table 2 , we observe that than any other method. Therefore, the cepstral coefficients can distinguish between the two time-series much more accurately than the other feature extraction methods.
Invariant under basic transformations.
Amplitude Translation. By normalizing a time-series to have mean zero, and then computing the cepstrum we can achieve invariance of the cepstral distance to amplitudetranslation. This property is useful to identify series that have similar patterns but fluctuate around different means. Amplitude Scaling. Multiplying a time-series by a constant does not affect its cepstral coefficients. Consider two stocks which have the same price fluctuations, however one stock sells at twice the price of the other. This property is useful for identifying such patterns. Time-Shifting. Translating (shifting) a time-series in time does not affect its cepstrum. Consider a time series monitoring the growth pattern of different bacteria. A particular bacteria could be triggered out of dormancy at a later time compared to another bacteria, however its growth pattern might follow that of the bacteria that got stimulated earlier.
Seasonal time-series.
For seasonal time-series, the cepstral coefficients have high values at the period of seasonality. The seasonal peaks show a decreasing trend and rapidly drop to zero in a manner similar to that of the cepstral coefficients in the case of AR time-series. We can think of the cepstrum of a seasonal time-series to be a superposition of two independent cepstra: the seasonal part which is formed using the coefficients at the peaks, and the non-seasonal part formed from the remaining Coefficients. When comparing two seasonal models we find the distance between their seasonal parts and their non-seasonal parts.
Consider a seasonal ARIMA (1,0,0) x (1,0,0) model
(~--( Y~B ) (~-@~B~) . Y~
= e t , where a1 is the auto-regression parameter, is the seasonal auto-regression parameter, and s is the period of seasonality. We conducted experiments by varying each one of these parameters while keeping the other two constant. We made the following observations: (a) when s is varied, the distance between the cepstra of the two time-series does not change. (b) when a1 is varied, the distance between the non-seasonal cepstra is the most significant component of the distance between the cepstra of the two time-series. (c) when is varied, the distance between the seasonal cepstra is the most significant component. Due to observation (a), we can group timeseries which differ only in the seasonality together. Observations (b) and (c) enable us to identify time-series which differ only in one of the two parameters -auto-regression parameter or seasonal auto-regression parameter.
Relationships between time-series.
Consider a filter with impulse response ht applied to a time-series X't to give a new time-series Yt: Yt = ht * X t . The relationship between the cepstra of Xt and 1; can be shown to be Cepstrum(Yt) = Cepstrum(lrit) + Cepstrum(hl), (see also [9, eqs. 4.18-4.201 ). Therefore, given two time-series Yt and X't which are related to each other, the difference in the cepstra of the two time-series is equal to the cepstrum of ht. Suppose we want to find all the series X t which are related to Yt through the filter function ht. Considering the cepstra of time-series as a multidimensional point, this problem reduces to that of finding those "points" (cepstra of time series) that are within a small distance from the "point" Cepstrum(Yt) -Cepstrum(ht).
Clustering time-series.
We performed experiments to analyze the ability of cepstral coefficients to distinguish between ARIMA time series. We compared the clustering results obtained using cepstral coefficients with those obtained using other similarity measures such as DFT, DWT, PCA, DFT(ACF) and MSE. Experiments were conducted both on simulated as well as real datasets(col1ections). We used the Partitioning Around Medoids (PAM) clustering method [ 141 to cluster the time-series in each collection. To measure the accuracy and quality of clustering we use the similarity metric and silhouette width that are described in Section 2.
Clustering simulated datasets.
We perform clustering on a database of AR( 1) time series and analyzed the results. We generate four groups ( E , Table 3 shows the cluster similarity metric and silhouette width obtained when each of the collections was clustered using the different similarity measures. We get a perfect 1 .O for the cluster similarity metric when the cepstrum was used. Thus cepstral coefficients provide an accurate clustering for each of the collections. Also, the silhouette width obtained using the cepstrum is the highest and is always above 0.80. This indicates that the objects are clustered with a high confidence level.
The cluster plot * obtained using cepstral coefficients has a very low average dissimilarity within a cluster and a high dissimilarity between clusters. Hence the two clusters formed are well separated and it is a good clustering. The cluster plots obtained using the DFT and DWT coefficients have a high average dissimilarity within a cluster. Their dissimilarity within a cluster is higher than the dissimilarity between clusters and the two clusters overlap. Also, for some time-series, the individual silhouette width is close to zero and even negative. This indicates that the time-series were not clustered properly. The above results affirm that *Omitted due to space limitation. See fig. 1 for an eg. cluster plot.
Euclidean distance between the cepstra is better than the other distance measures.
Clustering Real Data
We further performed experiments with four different real datasets: per capita personal income dataset; ECG recordings dataset; temperature dataset; and population dataset. The general methodology followed with each dataset consisted of identifying the different groups of time-series in the dataset, identifying the ARIMA model to be fitted, computing coefficients for each one of the methods, performing clustering using these coefficients and finally analyzing the clustering results obtained. The datasets were found to have non-stationarities in mean and/or variance, so there was a need for some preprocessing. Each step involved in the preprocessing and model identification for each of the datasets is explained in detail in [ 131. Each of the datasets used had two groups of time-series. We performed the experiments on the normalized as well as the un-normalized time-series. Normalization is necessary to allow for differences in level and scale. In the experiments with DFT, DFT(ACF), PCA, DWT and CEP, we used the first IO coefficients for clustering the time-series. For MSE, all the raw data values of the time-series were used. Due to space limitations we present only a few of the data and result plots. Interested readers are encouraged to see [ 131.
Personal Income Dataset
The personal income dataset [ 181 is a collection of timeseries representing the per capita personal income from 1929-1999 in 25 states of the USA3. We define group 1 as the group of the east coast states, CA, and IL in which the personal income grows at a high rate. The mid-west states form a group in which the personal income grows at a low rate is called group 2.
The per capita income time-series are non-stationary in mean as well variance. To remove this non-stationarity, we do the following: (a) smoothen the original series by taking a window average over a window of size 2. This reduces the frequent variations and enables us to fit a lower-order model. (b) The non-stationarity in variance is dealt with by taking a logarithmic transform over the smoothened series. (c) after studying the ACF and PACF4 of the resulting series, we decide the order of the ARIMA model to be fitted. We fitted ARIMA(1, 1 , O ) models to each of the series in the dataset after the preprocessing. We compute the cepstral coefficients using these ARIMA models (by converting the ARIMA model to an AR model through polynomial division). We performed the clustering experiments on the normalized as well as the un-normalized per capita personal income time-series. The results are summarized in Table 4 . CEP gives the highest similarity metric and is 3The 25 states included were: CT, DC, DE, FL, MA, ME, MD, NC, 4Partial Autc-Correlation function. See [20] houette width sometimes even negative (see Fig. ](a) ). This could be because the time-series lie between two clusters. DFT DFI'(ACF) DWT FCA MSE Table 5 . Clustering normalized ECG collection 1. Method 
DFT(ACF) and CEP
The cepstral coefficients give the second best clustering for collection 1. Fig. l(b) shows the results of clustering the ECG time-series using the cepstral coefficients. We observe from the silhouette plot in Fig. l(b) that some of the "malignant" time-series have been clustered in the same group as "normal" time-series. Upon further inspection we observed that these series indeed looked more similar to the normal time-series than to the malignant arrhythmia time-series. This could be because the corresponding subjects are in the initial stages of arrhythmia and hence their ECG recordings are more close to "normal". In order to verify that the wrongly clustered time-series were indeed separable, we formed a collection consisting of the wrongly clustered time-series along with the normal sinus rhythm time-series. and clustered it using CEP. The results of this clustering are shown in Fig. 2 . Sim(G,A) value of 0.87 was obtained and we observe that the malignant arrhythmia time-series have been well separated from the normal time-series. This is very interesting because it shows that CEP can distinguish efficiently between series which could be difficult to separate. As can be seen in table 5, the remaining methods perform poorly. Table 6 shows the results of clustering ECG collection 2 (both normalized and un-normalized). We observe that CEP gives the most accurate clustering for this collection. To fit a model, we first smoothen each of the time-series by taking a window average over a window size of 4, and then fit an ARIMA(2,1,0) to the resulting time-series. We performed clustering experiments on both normalized and unnormalized time-series. Table 7 summarizes the results. MSE gives Sim(G,A) value of 0.933 with 366 data values. However, CEP gives the same accuracy with 10 coefficients. Thus, CEP gives the most accurate clustering on the normalized temperature time-series using very few coefficients. From Table 7 , we observe that DFT, DWT, PCA and MSE give accurate clustering for the unnormalized temperature data. This is not surprising because the temperature ranges of the two groups are distinctively different. Hence, MSE can clearly distinguish on the basis of these raw data values. This is also the reason for the success of DFT, DWT, and PCA in the un-normalized case. However, when we normalize the temperature time-series, the data values do not fall into a clearly defined separate range and therefore, DFT, DWT and PCA fail to give accurate clustering.
Population Dataset
The population dataset was a collection of time-series representing the population estimates from 1900-1999 in 20 states of the US [ 5 ] . Some of these time-series had an exponentially increasing trend while others had a stabilizing trend. The 20 states were partitioned into two groups based on their trends: group 1 consisted of CA, CO, FL, CA, MD, NC, SC, TN, TX, VA, and WA had the exponentially increasing trend while group 2 consisted of IL, MA, MI, NJ, NY, OK, PA, ND, and SD had a stabilizing trend. We followed the same steps of preprocessing as we did for the Personal Income Dataset and fitted an ARIMA(1, 1 , O ) model to each time-series in the dataset. Table 8 summarizes the results of clustering the normalized and unnormalized time-series in this dataset. We observe that the MSE, D I T and PCA give the most accurate clustering for the normalized population dataset. MSE is based on the raw data values. The growth rate of the population time-series can be clearly distinguished from the normalized raw data values. This is because the group 1 time-series increase rapidly with time, hence at any instant the population estimate is only a small percentage of the total population in the year 1999. On the other hand, the group 2 time-series increase slowly with time, hence at any instant the population estimate is a large percentage of the total population in the year 1999. Thus, when we look at the normalized population time-series values, we observe that it is easy to separate the two groups based on the raw data values. This is the reason for the success of MSE, DFT and PCA on the normalized time-series.
We also observe that CEP gives the best results for the unnormalized population time-series. Comparing the results for the normalized and un-normalized datasets, we observe that normalization proves very beneficial for MSE, DFT, PCA and DWT on the population time-series. When the series are not normalized, the growth rates of the population time-series are difficult to separate by simply looking at the raw data values. Hence, MSE, DFT, PCA do not erform very well on the un-normalized time-series. 
Conclusion
We consider the problem of defining an appropriate similarity measure for time-series that is crucial for data-mining applications in time-series databases (eg. similarity search and clustering).
We form a succinct representation of time-series using ARIMA models and then define a highly effective similarity measure for this representation. Representing a time-series as an ARIMA model captures the various important components of the rime-series. We call two time-series similar when the same model fits the time-series. We propose a new distance measure using the LPC cepstral coefficients of the time-series for finding similarity between time-series models. We have demonstrated that the use of LPC cepstral coefficients for feature extraction helps in obtaining accurate clustering and also results in high dimensionality reduction both in the case of simulated as well as real data. Computing the feature vector from the model implies several desired features. The length of the time-series or differences in their lengths are no more a concern.
We compare the clustering results obtained using LPC cepstral coefficients with those obtained using other widely used methods such as DFT, DWT, PCA, and DFT of auto-correlation of the timeseries. LPC cepstral coefficients clearly perform much better than the other methods for clustering synthetic ARIMA time-series. Our method is competitive with the other approaches for clustering various real datasets and in many cases significantly better than the other methods.
Our approach is limited to time-series that can be modeled by ARIMA models. Future work includes: (a) extending this approach to non-ARIMA time-series, such as chaotic and other non-linear time-series, and (b) extending this approach to multivariate ARIMA time-series.
