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Abstract
Analyzing graphs by representing them in a low dimensional
space using Graph Neural Networks (GNNs) is a promising
research problem, with a lot of ongoing research. In this pa-
per, we propose GraphReach, a position-aware GNN frame-
work that captures the global positioning of nodes with re-
spect to a set of fixed nodes, referred to as anchors. The model
incorporates the reachability of nodes from anchors and vice
versa, captured through multiple random walks. We use ran-
dom walk since it captures the locality better. An extensive
experimental evaluation comparing different variants of the
model provides an insight into its ability to perform well on
the downstream prediction tasks. GraphReach significantly
outperforms the current state-of-the-art models and achieves
an improvement of up to 31 and 11 percentage points, mea-
sured in ROC AUC, for the standard pairwise node classifica-
tion and link prediction tasks, respectively.
1 Introduction
A lot of information available in the real world can be
represented in the form of graph structures such as pro-
tein interaction networks (Gates 1986), social communi-
ties (Silva et al. 2010), recommendation systems (Zhang,
Zhang, and Tang 2009), etc. These graphs can be very
large and complex and traditional approaches for graph anal-
ysis may become infeasible. Many research efforts have
been put towards representing graphs in a lower dimen-
sion, while still preserving its properties, for efficient graph
analysis (Roweis and Saul 2000; Belkin and Niyogi 2002;
Ahmed et al. 2013). Learning vector representation of nodes
aims to reduce the dimensionality of data while still re-
taining the properties and relationship among graph nodes.
The vector representations of nodes, also known as node
embeddings, have been quite successful in solving many
graph problems including node classification, link predic-
tion, clustering, and outlier detection. With the upsurge
in the ability to collect data and success of neural nets,
graphs were fed to them to learn the node embeddings. The
pioneering works (Gori, Monfardini, and Scarselli 2005;
Scarselli et al. 2008) introduce the graph neural networks
(GNNs).
Most machine learning algorithms proposed for learn-
ing node embeddings, aim to preserve the graph structure
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and embed neighboring nodes nearby in the lower dimen-
sional space. For instance, DeepWalk (Perozzi, Al-Rfou, and
Skiena 2014) and Node2Vec (Grover and Leskovec 2016)
create context for nodes through random walks, and nodes
with a similar context or neighborhood are embedded close
to each other. In (Wang, Cui, and Zhu 2016), SDNE attempts
to capture the global structure of the network through the
second order proximity while the same is achieved in DNGR
(Cao, Lu, and Xu 2016) through PPMI matrix. For non-
attributed graphs, to distinguish between two nodes with
similar neighborhoods, P-GNN (You, Ying, and Leskovec
2019) proposes to capture their position with respect to some
randomly selected anchor nodes in the graph using short-
est distance paths. In a more recent work (Liu et al. 2019),
A-GNN uses fixed anchor nodes, suggesting that random an-
chor selection can make the model unstable. The model fixes
the anchor nodes through a greedy minimum point covering
algorithm.
GNNs have also been shown to have inductive capabil-
ities (Hamilton, Ying, and Leskovec 2017), which makes
them more feasible in real applications. However, there are
not many inductive GNN frameworks that capture the global
positioning of node in the graph structure. Though multiple
GNN layers can be stacked to capture the broader structure,
this will make the GNNs more complex and harder to train.
We propose a novel GNN framework GraphReach. It uses
reachability estimation to capture the locality of a node in
the global context while retaining the inductive capability.
We show that the proposed algorithm works much better
in terms of accuracy in comparison to some notable exist-
ing works, like, GraphSAGE (Hamilton, Ying, and Leskovec
2017), GAT (Velickovic et al. 2018) and P-GNN (You, Ying,
and Leskovec 2019).
Formally, we aim to learn a mapping function that maps
the nodes of a graph to a low dimensional space such that the
placement of the node with respect to the complete graph
structure is preserved. The node embeddings thus learned
will be used for standard downstream tasks such as pairwise
node classification and link prediction tasks.
In summary, the contributions of the paper are:
• A Graph Neural Network (GNN) framework to learn node
embeddings such that the global structure information is
incorporated in the learned embeddings.
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• A novel approach GraphReach, using random-walk
counts to and from a heuristically computed fixed set of
nodes such that the locality of node in respect to the com-
plete graph is fixed.
• An extensive experimental evaluation on topologically
different datasets which shows the performance boost of
the proposed algorithm on link prediction and node clas-
sification tasks.
• An ablation study over message computing functions and
message aggregators that reveals the usefulness of the
chosen functions in the proposed method.
2 Related Work
Graph neural networks (GNNs) can learn the node rep-
resentations in an unsupervised manner. One of the first
researches in this area is presented in (Scarselli et al.
2008). In GraRep (Cao, Lu, and Xu 2015), embeddings are
learned by optimizing losses in k-hop neighborhood; GCN
based approaches are explored in (Kipf and Welling 2017).
The GraphSAGE algorithm (Hamilton, Ying, and Leskovec
2017) proposes to use neighborhood feature aggregation
mechanisms for learning in an unsupervised inductive set-
ting through GCN framework. The neighborhood aggrega-
tion based GNN is also employed in (Xu et al. 2019). By rep-
resenting neighborhoods as deep multisets, the model learns
vector representations for the neighborhood. The framework
further aggregates these embeddings to learn a graph repre-
sentation.
Another family of GNNs that has been explored is based
on the use of autoencoders. A simple inner product decoder
with a GCN encoder is shown to work well for link pre-
diction tasks on benchmark datasets in (Kipf and Welling
2016). In (Wang, Cui, and Zhu 2016), a deep autoencoder
is employed in a semi supervised framework to preserve
first and second order proximities. The LINE algorithm pre-
sented in (Tang et al. 2015) learns node embeddings by
utilizing KL-divergence to preserve the two proximities.
The edge connectivity and one-hop neighborhood are at-
tempted to preserve separately and are concatenated later for
the complete node representation. Graph attention networks
(GAT) are used for node classification task in (Velickovic et
al. 2018). (Deng et al. 2020) presents a way to improve run-
ning time and accuracy in node classification problem for
any unsupervised embedding method by reducing the graph
through spectral coarsening.
A multi-level GNN based framework with an injective
aggregated scheme is explored in (Wang et al. 2019) to
learn a hierarchical representation of nodes. The importance
of learning hierarchical representation of graph is also em-
phasized in (Ying et al. 2018) whereby it presents a deep
multi-layer GNN with differentiable graph pooling mod-
ule. A GNN using feature-wise linear modulation (FiLM) is
presented in (Brockschmidt 2019). To tackle few-shot node
classification, Meta-GNN is proposed in (Zhou et al. 2019)
which is a graph meta-learning framework.
These frameworks, however, process local neighborhoods
and can be improved upon if the positioning of nodes can
be taken into account for better classification. The P-GNN
framework (You, Ying, and Leskovec 2019) makes use of
randomly sampled anchor vertex sets and incorporates the
distance of nodes from these anchor sets into the learn-
ing mechanism for learning better node representations. In-
spired from this, A-GNN (Liu et al. 2019) attempts to cap-
ture positional information by selecting anchor nodes based
on its connectivity. In our work, we attempt to improve the
efficiency of the paradigm by utilizing random walk to cap-
ture the graph structure as well as to compute the set of an-
chors.
3 GraphReach
In §3.1, we formally describe the problem. We then give
an outline of the GraphReach framework in §3.2. In §3.3 to
§3.5, different steps of the framework are described in detail.
Finally, §3.6 analyzes the time complexity of the proposed
model.
3.1 Problem Definition
We represent a graph as G(V,E,X), where V is the set of
nodes vi, with 1 ≤ i ≤ n and E is the set of edges. The
attribute set X = {xv1 , xv2 , . . . , xvn} has a one-to-one cor-
respondence with the vertex set. We assume a simple undi-
rected graph; the model can be extended to directed graphs
as well. We aim to learn the node embedding set Z, i.e., zvi
for the node vi, such that the global position of the node is
preserved.
In the next subsection, we formally describe the model
proposed to learn such embeddings.
3.2 The Model
The GraphReach model is a supervised GNN framework
which aims to learn the vector representation of the nodes
while maintaining its global structural information. The
framework proposes to capture the global position of a node
through a fixed set of nodes called anchors. Figure 1(a)
shows an example graph with the anchors indicated in red.
The placement of each node is captured with respect to the
set of anchors in a two-fold manner. We use the reachabil-
ity information of a node from each anchor and that of the
anchors from the node to capture the global position. To ac-
complish this, the random walk count is considered between
the nodes. The selection of anchors based on the said count
is described in detail in §3.3.
An overview of the GraphReach framework is presented
in Figure 1(b). The model takes feature vectors of the nodes
as input. In the hidden layer, a set of messages, M, is
computed using the message computing function F (details
in §3.4) for all the nodes. For every node, a message for
each anchor is computed by incorporating the random walk
counts from the node to the anchor and vice versa. These
messages are then aggregated using an aggregation function
AGGa, as described in §3.5. The aggregated message thus
obtained, is propagated to the next layer after applying non-
linearity. For the final output, set of messages for each an-
chor node is linearly transformed such that each dimension
of the embedding corresponds to an anchor. Algorithm 1
provides the pseudocode of the GraphReach framework.
v2
v7
v4
v6
v5
v1 v3
(a) Graph: Red nodes (v2, v3, v5) indicate anchors.
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(b) Model
Figure 1: GraphReach architecture.
3.3 Random Walk Counts and Anchors
In this section, we illustrate the random walk count variants
demonstrated in the model and how they are used to decide
the anchors.
Random Walk Counts. A simple fixed length random
walk is initiated from every node v ∈ V . The number of oc-
currences of a node and /or the order in which it appears in
the walk, originated at source node v, determines the count/
weight of the node with respect to v. We simulate multiple
such random walks from each node to ensure that the model
is not stuck in one neighborhood and is more robust. The
length of the random walk, wl and number of random walks
to be done, nw, are hyper parameters to the model.
The count or weight of a node t with respect to a node v,
geenrally, is denoted by C[v, t]. We obtain an n × n matrix
by computing counts. Various techniques for calculating the
counts have been experimented with, and are enumerated as
follows.
1. Random Walk (RW): The random walk count of node
t from v, denoted by CRW [v, t], is defined as the total
number of times the node t is visited in the random walks
which originated at node v. Formally,
CRW [v, t] =
nw∑
i=1
countiv(t) (1)
where, countiv is the number of times the node t occurred
in the i-th random walk that started from the node v.
Algorithm 1 GraphReach Algorithm
Input: Graph G(V,E,X); Anchors {ai}ki=1; Message
Computation Function F ; Message Aggregation function
AGGa; Trainable weight vector w ∈ Rr; Number of lay-
ers L; Non-linear function σ
Output: Node embedding zv,∀v ∈ V
1: hlv ← xv,∀v ∈ V
2: for l = 1, . . . , L do
3: for i = 1, . . . , k do
4: Mv[i]← F(v, u, hlv, hlai)
5: end for
6: zv ← σ(Mv.w)
7: hl+1v ← AGGa({Mv[i],∀i ∈ [1, k])
8: end for
9: return zv ∈ Rk,∀v ∈ V
2. Weighted Random Walk (WRW): Previously, the or-
der in which the nodes occurred did not matter. How-
ever, the nodes visited earlier in the walk are nearer to the
source node and thus should be given more weight. This
can be achieved using harmonic weighting. Formally, if cjv
denotes the node visited at the j-th step in a random walk
originating at node v, the weighted random walk count of
node t from node v is
CWRW [v, t] =
nw∑
i=1
wl∑
j=1;civ=t
1
j
(2)
3. Normalized Random Walk (NRW): In this technique
the random walk count described earlier is normalized.
CNRW [v, t] =
CRW [v, t]
max{CRW [v, u] | ∀u ∈ V } (3)
4. Normalized Weighted Random Walk (NWRW): We
also experiment with normalized values of the weighted
random walk counts.
CNWRW [v, t] =
CWRW [v, t]
max{CWRW [v, u] | ∀u ∈ V } (4)
All the proposed random walk counting strategies are
asymmetrical, i.e., C[v, t] 6= C[t, v]. More significantly, a
larger count between two nodes implies that they are very
closely connected.
Anchors. We posit that the nodes that have a larger aver-
age count have more influence and a broader reach. Follow-
ing this, top-k such nodes are fixed as anchors of the graph.
The set of all the anchor nodes is denoted by Ar. The aver-
age count of each node from all the other nodes is computed
as
C mean[vj ] =
n∑
i=1
C[vi, vj ]
n
(5)
3.4 Message Computation
The message computation function F takes as input a vertex
v, an anchor a and their respective layer attributes, hlv and
hla, and returns a message vector which captures both the
weight and the reachability of a with respect to v and that
of v with respect to a. Formally,
F(v, a, hlv, hla) = (C[v, a]× hlv) ‖ (C[a, v]× hla) (6)
Here, ‖ denotes the row-wise concatenation operation. We
also experiment with a simple variant of the message com-
puting function, Fp, which shows the usefulness of incorpo-
rating the reachabilities during the message computation.
Fp = hlv ‖ hla (7)
The complete global structure information for a vertex v
is encompassed in the message matrix,Mv . It is a k × 2f
matrix, where f is the feature length. The model computes
multiple message vectors for the vertex v, corresponding to
each anchor a, which together constitute the message matrix.
Formally,
Mv = ⊕
a∈Ar
F(v, a, hlv, hla) (8)
where, ⊕ denotes column-wise concatenation of the mes-
sage vectors.
The messages, thus, possess the global context of the ver-
tex v. This enables the model to inject the global structure
information of the graph in the embedded space.
3.5 Message Aggregation
To compute the hidden representation of nodes, messages
corresponding to anchors are aggregated for each vertex. We
propose the three aggregation schemes.
1. Mean Pooling, M : In this a simple mean of the message
vectors is taken across anchors.
AGGMa (v) =
1
k
k∑
i=0
Mv[i] (9)
2. Attention Aggregator, A: In the mean pooling, all the
anchors are given equal weight. Theorizing that the infor-
mation being preserved can be enhanced by capturing the
significance of an anchor for a vertex, we propose to cal-
culate the weight distribution among anchors for each ver-
tex. Following the GAT architecture presented by (Velick-
ovic et al. 2018), the model computes the attention coef-
ficients of the anchors for an anchor-based aggregation.
The attention coefficient of the i-th anchor ai for vertex
v is computed with trainable weight vector a and weight
matrix W , as follows.
αv[i] = softmax
(
LeakyReLU
(
aT (W ·hlv ‖W ·Mv[i])
))
(10)
Here, aT represents transposition of weight vector a. Fi-
nally, the messages are aggregated across anchors using
these coefficients.
AGGAa (v) =
k∑
i=0
αv[i]×W · Mv[i] (11)
3. Attention Aggregation with Node feature, A+: In the
attention aggregator described previously, the feature vec-
tor of the node v itself has not been aggregated. We also
conduct experiments with the following variant of the at-
tention aggregator integrating the node feature to check
for a performance boost.
AGGA
+
a (v) =
k∑
i=0
αv[i]×W · Mv[i] +Wv · hlv (12)
where Wv is a trainable parameter to linearly transform
the size of node feature vector hlv from f to 2f .
After aggregating messages, the hidden layer represen-
tation for the next layer input is computed using another
weight matrix Wa. It transforms the aggregated messages
to the original feature length f .
hl+1v = σ (Wa ·AGGa(v)) (13)
It is worth mentioning that the effect of aggregation is
seen second layer onwards only, as the output node embed-
ding is computed directly from the message matrix.
3.6 Complexity Analysis
First, we discuss the complexity of conducting random
walks during training. Let the graph consist of n nodes and e
edges. Let the number of walks be denoted by nw and walk-
length be denoted by wl. We do random walks from all the
n nodes. Hence, the time complexity for computing random
walk count values is O(nw · wl · n).
We next discuss the complexity of anchor computation
step. We select k anchors by top-k anchor selection scheme.
O(n2) time is required for computing the n length array
C mean which is then sorted in O(n · log n) time. Hence,
we compute anchors in O(n2 + n · log n) = O(n2) time.
Finally, each node communicates with k anchors in a
graph. Hence, the time complexity for communication of n
nodes is O(n · k).
4 Experiments
In this section, we compare the proposed model and its vari-
ants with the baselines for two tasks, (a) link prediction and
(b) pairwise node classification.
4.1 Experimental Setup
The model was implemented in Python3.7.6. All the exper-
iments have been performed on an Intel(R) Xeon(R) Silver
4114 CPU with a clock speed of 2.20GHz. The GPU used
was NVIDIA GeForce RTX 2080 Ti (12GB of FB memory).
We use PyTorch 1.4.0 and NetworkX 2.3 on CUDA 10.0.1
4.2 Datasets
We perform experiments for the following datasets2:
The datasets for link prediction are:
1The source code will be made available upon request.
2All the datasets have been taken from https://github.com/
JiaxuanYou/P-GNN
• Grid is a synthetic 2D grid network with 20 × 20 = 400
nodes and no features.
• Communities is the connected caveman graph, (Watts
1999). It has 20 communities of 20 nodes each. 1% of
the edges in the graph have been randomly modified.
• PPI is a protein-protein interaction real graph containing
24 graphs, (Zitnik and Leskovec 2017). The length of the
node features is 50.
The datasets for pairwise node classification are:
• Communities. This is the same graph as the one defined
previously. The nodes are annotated with the community
they belong to.
• Email-Complete is a real-world communication graph
from SNAP (Leskovec, Kleinberg, and Faloutsos 2007).
• Email dataset is a set of 7 graphs obtained by divid-
ing Email-Complete and has 6 communities. The label of
each node denotes which community it belongs to.
• Protein is a real graph from (Borgwardt et al. 2005). It
contains 1113. Each node has 29 features and is labeled
with the functional role of the protein.
Table 1 shows the number of vertices, edges and unique
labels present in each dataset. Additionally, it also lists the
strong diameter value for various datasets.
Datasets # Vertices # Edges # Labels Diameter
Grid 400 760 - 38
Communities 400 3800 20 9
PPI 56.6K 818K - 8
Email-Complete 986 16.6K 42 7
Email 920 7.8K 6 7
Protein 43.4K 81K 3 64
Table 1: Characteristics of datasets used.
4.3 Competing Methods
We measure and compare the performance of our model
with five baselines using ROC AUC. Each baseline model
is a different variant of GNN and is considered as state-of-
the-art. The variants considered are:
• GCN (Kipf and Welling 2017). GNN variant based using
a convolutional layer.
• GraphSAGE (Hamilton, Ying, and Leskovec 2017).
Neighbourhood aggregation based GNN.
• GAT (Velickovic et al. 2018). GNN using attention mech-
anism for neighborhood aggregation.
• GIN (Xu et al. 2019) learns deep-multiset based neigh-
borhood representations.
• P-GNN (You, Ying, and Leskovec 2019) learns position-
aware node embeddings through sets of anchor nodes.
The method has two 2-layer variants, which are denoted
by P-GNN-F (uses truncated 2-hop shortest path distance)
and P-GNN-E (uses exact shortest path distance).
We also compare different variants of the proposed model.
The variants are distinguished as follows.
• Counts: Different random walk based counts have been
experimented with (a) Random Walk (RW) (b) Weighted
Random Walk (WRW), (c) Normalized Random Walk
(NRW) and (d) Normalized Weighted Random Walk
(NWRW).
• Message Computation Function: Two message compu-
tation functions were empirically evaluated: (a) Simple
Concatenation of node attributes,Fp (Eq. 7), and (b) Con-
catenation incorporating reachabilities, F (Eq. 6).
• Message Aggregation: Three message aggregation
schemes have been compared, (a) Mean Pooling, M, (b)
Attention aggregation, A and (c) Attention aggregation
with Self Node feature,A+.
• Number of Layers: As stated previously, the effect of ag-
gregator can be seen only after the second layer output, we
report results for both (a) single layer model (1L) and (b)
2-layer model (2L).
4.4 Loss Function, Hyper Parameters and Model
Settings
To learn the node embeddings meaningfully for the down-
stream prediction tasks, we used the Binary Cross Entropy
(BCE) loss with Logistic activation. Depending upon the
end application other loss functions can be incorporated in
its place, e.g., Categorical Cross-Entropy loss for multi-class
classification, etc. As both the tasks, Link Prediction and
Pairwise Node Classification, have only two classes, BCE
was our choice of loss function for the experiments. The
neural network parameters were tuned using the Adam opti-
mizer (Kingma and Ba 2015).
In our experiments, we set the default values of the length
of a random walk,wl as 20 and the number of random walks,
nw, as 50. The hyper parameter k, number of anchors, is
modeled as a function of the number of vertices, n, as k =
log2 n.
For the task of link prediction, the random walks are un-
biased and all the edges have equal probability of being tra-
versed at any time step t. For pairwise node classification,
we propose that better node representations can be learned
by biasing the random walk. We set the weight of edges con-
necting the nodes of the same class as 1 while others are set
to 0.01. During testing, the weight of all the edges is set to
0.5 for pairwise node classification.
Further, for the attention aggregators, the negative in-
put slope α, is set as 0.2 for the non-linearity function,
LeakyReLU .
We conduct experiments for Pairwise Node Classification
for inductive setting and for link predictions experiments are
conducted for both, inductive and transductive learning set-
tings. In transductive learning setting, the node ordering is
fixed and the model needs to be re-trained when the order-
ing is changed. For transductive setting, one-hot vectors are
taken as node attributes.
The datasets are individually split in the ratio 80 : 10 : 10
for training, validation and testing, respectively. The re-
sults are averaged over 10 iterations of the experiment for a
Models Grid-T Communities-T Grid Communities PPI
GCN 0.698± 0.051 0.981± 0.004 0.456± 0.037 0.512± 0.008 0.769± 0.002
GraphSAGE 0.682± 0.050 0.978± 0.003 0.532± 0.050 0.516± 0.010 0.803± 0.005
GAT 0.704± 0.050 0.980± 0.005 0.566± 0.052 0.618± 0.025 0.783± 0.004
GIN 0.732± 0.050 0.984± 0.005 0.499± 0.054 0.692± 0.049 0.782± 0.010
P-GNN-F 0.637± 0.078 0.989± 0.003 0.694± 0.066 0.991± 0.003 0.805± 0.003
P-GNN-E 0.834± 0.099 0.988± 0.003 0.940± 0.027 0.985± 0.008 0.808± 0.003
RW-F-1L 0.895± 0.026 0.989± 0.005 0.934± 0.023 0.995± 0.003 0.822± 0.014
RW-F-2LM 0.940± 0.018 0.994± 0.003 0.931± 0.020 0.993± 0.003 0.830± 0.004
RW-F-2LA 0.945± 0.021 0.990± 0.005 0.956± 0.014 0.991± 0.003 0.810± 0.002
RW-F-2LA+ 0.951± 0.020 0.992± 0.003 0.944± 0.014 0.993± 0.004 0.814± 0.006
WRW-F-1L 0.882± 0.012 0.992± 0.005 0.910± 0.031 0.994± 0.003 0.770± 0.040
WRW-F-2LM 0.940± 0.025 0.993± 0.003 0.951± 0.017 0.993± 0.004 0.825± 0.003
WRW-F-2LA 0.937± 0.016 0.990± 0.005 0.943± 0.024 0.991± 0.003 0.816± 0.006
WRW-F-2LA+ 0.935± 0.025 0.990± 0.005 0.956± 0.014 0.992± 0.004 0.822± 0.007
NRW-F-1L 0.729± 0.189 0.900± 0.187 0.913± 0.036 0.994± 0.002 0.847± 0.006
NRW-F-2LM 0.933± 0.020 0.992± 0.004 0.946± 0.019 0.992± 0.002 0.542± 0.096
NRW-F-2LA 0.940± 0.023 0.993± 0.004 0.951± 0.016 0.992± 0.004 0.567± 0.129
NRW-F-2LA+ 0.919± 0.027 0.993± 0.003 0.955± 0.017 0.992± 0.003 0.829± 0.004
NWRW-F-1L 0.551± 0.138 0.605± 0.193 0.884± 0.054 0.994± 0.003 0.796± 0.037
NWRW-F-2LM 0.906± 0.079 0.982± 0.028 0.952± 0.020 0.992± 0.004 0.515± 0.017
NWRW-F-2LA 0.946± 0.022 0.993± 0.004 0.945± 0.019 0.994± 0.003 0.571± 0.127
NWRW-F-2LA+ 0.899± 0.095 0.992± 0.002 0.954± 0.023 0.993± 0.003 0.648± 0.185
RW-Fp-1L 0.536± 0.027 0.809± 0.017 0.500± 0.000 0.500± 0.000 0.638± 0.012
RW-Fp-2LM 0.542± 0.071 0.888± 0.046 0.500± 0.000 0.500± 0.000 0.519± 0.026
RW-Fp-2LA 0.608± 0.059 0.599± 0.053 0.522± 0.061 0.506± 0.028 0.602± 0.044
RW-Fp-2LA+ 0.560± 0.039 0.793± 0.047 0.497± 0.075 0.498± 0.024 0.614± 0.055
WRW-Fp-1L 0.500± 0.038 0.789± 0.023 0.500± 0.000 0.500± 0.000 0.640± 0.008
WRW-Fp-2LM 0.536± 0.033 0.896± 0.010 0.500± 0.000 0.500± 0.000 0.528± 0.015
WRW-Fp-2LA 0.622± 0.078 0.576± 0.067 0.514± 0.034 0.518± 0.025 0.607± 0.037
WRW-Fp-2LA+ 0.540± 0.045 0.827± 0.051 0.487± 0.048 0.495± 0.014 0.611± 0.056
Table 2: Link Prediction.
dataset and are reported for the test set when the best perfor-
mance on the validation set is achieved. The model is trained
for 2000 epochs which is same as that of the baseline ap-
proaches.
4.5 Results
In this section, we compare the performance of the variants
of GraphReach, which follow the proposed message com-
puting function, i.e., incorporating to-and-from reachabili-
ties, F , with state-of-the-art GNN models.
Link Prediction. We use random walk approach to cap-
ture the global structure of a node in the graph. Two nodes
are more likely to form a link if they have a high reacha-
bility and share similar neighborhood structure. In general,
GraphReach performs well in both inductive and transduc-
tive settings. It distinguishes between nodes with similar lo-
cal neighborhood structure through the difference in their
reachabilities to-and-from the anchors. The results are sum-
marized in Table 2. The variants of GraphReach noticeably
outperforms the state-of-the-art methods. For the transduc-
tive setting, GraphReach improves the AUC score on aver-
age by 6.1 percentage points over the best state-of-the-art
model. While for the inductive it achieves an average im-
provement of almost 2 percentage points.
Pairwise Node Classification. Table 3 summarizes the
performances across various state-of-the-art GNNs and vari-
ants of GraphReach for Pairwise Node Classification. The
proposed model outperforms significantly better than the
state-of-the-art methods. For Communities, GraphReach
and P-GNN have similar performance, however, across other
datasets the proposed model achieves an average improve-
ment of approximately 27 percentage points in AUC score.
4.6 Ablation Study
In §4.5, we discussed the performance of GraphReach for
the message computation function F . In this section, we ex-
amine the usefulness of using the counts by means of using a
simple variant of the proposed message computing function,
Fp, (Eq. 7).
The results show that there is none or very slight learn-
ing across all variants for both the tasks. For the inductive
setting, especially, with mean aggregator, the model was un-
able to learn meaningful embedding. However, for the atten-
tion aggregator, slightly better results are observed, for both
Models Communities Email Email-Complete Protein
GCN 0.520± 0.025 0.515± 0.019 0.536± 0.006 0.515± 0.002
GraphSAGE 0.514± 0.028 0.511± 0.016 0.508± 0.004 0.520± 0.003
GAT 0.620± 0.022 0.502± 0.015 0.511± 0.008 0.528± 0.011
GIN 0.620± 0.102 0.545± 0.012 0.544± 0.010 0.523± 0.002
P-GNN-F 0.997± 0.006 0.640± 0.037 0.630± 0.031 0.729± 0.176
P-GNN-E 1.000± 0.001 0.640± 0.029 0.637± 0.037 0.631± 0.175
RW-F-1L 1.000± 0.000 0.903± 0.036 0.938± 0.004 0.918± 0.002
RW-F-2LM 1.000± 0.000 0.938± 0.017 0.945± 0.004 0.916± 0.008
RW-F-2LA 1.000± 0.000 0.949± 0.012 0.934± 0.006 0.669± 0.148
RW-F-2LA+ 1.000± 0.000 0.949± 0.009 0.935± 0.006 0.904± 0.003
WRW-F-1L 1.000± 0.000 0.937± 0.020 0.941± 0.006 0.919± 0.003
WRW-F-2LM 1.000± 0.000 0.949± 0.014 0.934± 0.004 0.909± 0.006
WRW-F-2LA 1.000± 0.000 0.931± 0.015 0.938± 0.005 0.601± 0.099
WRW-F-2LA+ 1.000± 0.000 0.937± 0.009 0.936± 0.004 0.906± 0.004
NRW-F-1L 1.000± 0.000 0.931± 0.013 0.929± 0.004 0.637± 0.139
NRW-F-2LM 1.000± 0.000 0.945± 0.007 0.920± 0.009 0.908± 0.004
NRW-F-2LA 1.000± 0.000 0.920± 0.025 0.922± 0.008 0.567± 0.006
NRW-F-2LA+ 1.000± 0.000 0.920± 0.024 0.913± 0.008 0.903± 0.004
NWRW-F-1L 1.000± 0.000 0.938± 0.014 0.930± 0.004 0.774± 0.179
NWRW-F-2LM 1.000± 0.000 0.954± 0.009 0.924± 0.005 0.704± 0.166
NWRW-F-2LA 1.000± 0.000 0.935± 0.010 0.945± 0.003 0.567± 0.006
NWRW-F-2LA+ 1.000± 0.000 0.948± 0.010 0.938± 0.004 0.698± 0.170
RW-Fp-1L 0.500± 0.000 0.500± 0.000 0.500± 0.000 0.717± 0.150
RW-Fp-2LM 0.500± 0.000 0.500± 0.000 0.500± 0.000 0.559± 0.007
RW-Fp-2LA 0.530± 0.031 0.567± 0.033 0.512± 0.013 0.559± 0.007
RW-Fp-2LA+ 0.500± 0.015 0.496± 0.028 0.506± 0.006 0.508± 0.005
WRW-Fp-1L 0.500± 0.000 0.500± 0.000 0.500± 0.000 0.798± 0.156
WRW-Fp-2LM 0.500± 0.000 0.500± 0.000 0.500± 0.000 0.519± 0.007
WRW-Fp-2LA 0.537± 0.047 0.556± 0.040 0.514± 0.013 0.546± 0.003
WRW-Fp-2LA+ 0.510± 0.022 0.482± 0.029 0.503± 0.010 0.503± 0.003
Table 3: Pairwise Node Classification.
Grid and Communities. The attention aggregation improves
the learning through attention coefficients of the anchors.
For the transductive setting in Link Prediction and for PPI
and Protein datasets, the learning can be attributed to the
presence of node features. The model learns to capture the
feature similarity of the nodes with respect to the anchors
and predicts on solely based on node feature similarity.
On comparing the variants of the model across datasets,
for Link Prediction task, we observe that simple frequency
based random walk count performs reasonably well. At-
tention layers do not improve the results much better than
the mean aggregator. Moreover, just attending over the an-
chor nodes without using the random walk aggregation per-
formed poorly. This suggests that incorporating the reacha-
bilities in the message computing function itself works to-
wards determining the importance of anchors. For Pairwise
Node Classification as well, the performance of RW-F-2L
M is comparable to other variants. If we consider the trade-
off in the complexity of the model, it proves to be a promis-
ing model variant.
5 Conclusion
The paper proposes a random walk based global placement
capturing GNN framework, GraphReach, through a fixed set
of nodes, referred to as anchors. The extensive experimen-
tal work done on various datasets show that incorporating
both to-and-from reachabilities to-and-from anchors helps
the model learn node embeddings that successfully capture
a larger network structure. The model significantly outper-
forms different state-of-the-art models on downstream tasks
of pairwise node classification link prediction, and achieves
a maximum of 31 and 11 percentage points improvement in
ROC AUC on the respective tasks.
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