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The quantum spin Hall (QSH) effect in the DC regime, which has been intensively researched,
relies on the existence of symmetry-protected edge states. Here, we demonstrate that a QSH system
behaves quite differently in response to an applied AC electric field, and put forward the idea of AC
QSH effect. The AC QSH effect can occur in the bulk without involving the fragile edge states, hence
being robust against time-reversal symmetry breaking and disorder. It lays a more solid foundation
for practical applications of the two-dimensional topological insulators, in the emerging field of AC
spintronics.
PACS numbers: 72.25.-b, 73.43.-f, 73.20.At, 73.50.-h
In recent years, there has been a great surge of research
interest in topological insulators (TIs) [1–11]. Two-
dimensional TIs, also called quantum spin Hall (QSH)
systems [1–3], are featured with a bulk band gap around
the Fermi level and gapless helical edge states traversing
the band gap. The topological distinction between the
QSH materials and ordinary insulators can be described
by an unconventional topological invariant, i.e., the Z2
index [12] or spin Chern number [13–15]. While the ex-
istence of edge states in the QSH systems is attributable
to the nontrivial bulk band topology, the gapless nature
of the edge states is protected by the time-reversal (TR)
symmetry [1–3]. The QSH effect provides a purely elec-
trical means to generate dissipationless and noiseless spin
current and spin accumulations, and so is promising for
applications in high-precision low-power spintronic de-
vices.
Most existing research works about the QSH effect fo-
cus on the steady states in the DC regime. In a steady
state in the DC regime, only electrons at the Fermi level
can contribute to the electronic transport, as indicated
clearly by the Landauer-Bu¨ttiker formalism, so that
the DC QSH effect must be carried by the symmetry-
protected gapless edge states that pass through the Fermi
level. In the presence of TR-symmetry-breaking per-
turbations, the edge states become gapped [1–3] and
can be localized by any weak disorder due to their one-
dimensional nature, according to the textbook theory
of Anderson localization. As a consequence, the DC
QSH effect is fragile in realistic environments, where such
symmetry-breaking perturbations are often unavoidable.
So far, conductance near the predicted quantized value
through edge channels has been realized only in small
samples of HgTe quantum wells [16] and InAs/GaSb bi-
layers [17], with sizes of the order of 1µm×1µm, and the
conductance is strongly suppressed for larger samples.
This is in contrast to the conventional quantum Hall ef-
fect, for which precisely integer-quantized Hall conduc-
FIG. 1: Proposed experimental setup, and illustration of the
AC QSH effect discovered in this Letter. Two metal bars are
deposited on the surface of a QSH sample, keeping enough dis-
tances from the sample edges. By applying an AC bias volt-
age to the metal bars, an AC electric field Ey(t) = E0 cosωt
is created along the y direction in the region between the bars
(biased region). In response, an AC spin current is generated
in the x direction within the biased region, which in turn re-
sults in opposite measurable spin accumulations, oscillating
with time, near the right and left edges of the biased region.
The whole transport process does not involve the edge states.
tivity has been observed in a large variety of materials
on the macroscopic scale. The instability of the DC QSH
effect remains to be a serious technical barrier to its prac-
tical applications.
Recently, AC spin current in the G-Hz frequency range
generated through spin pumping has been detected ex-
perimentally, which stimulates the emerging field of AC
spintronics [18]. In an AC electric field, a QSH system
will always be in a transient state, which may display
quite different characteristics from the steady state in
the DC regime. In this Letter, we demonstrate that the
AC QSH effect is much more stable than its DC counter-
part. It can occur in the bulk of a QSH material without
involving the fragile edge states, if the driving AC elec-
tric field is applied only to an inner region of the sample
(as illustrated in Fig. 1). We perform exact finite-size
numerical calculations, adopting the BHZ model [19] for
the QSH effect, based on the Kubo linear-response the-
ory. We show that when electron spin is conserved, a
quantized transverse AC spin current is generated within
2FIG. 2: (a) Profile of spin current density Jsx(x, y) in the whole sample. (b) Density of spin accumulation Sz(x, y) in the whole
sample. (c) Spin current density and density of spin accumulation along the mirror line y = Na
2
as functions of x/a. (d) Spin
accumulation rate ωStotz,R(y) and spin current density J
s
x(
Na
2
, y) as functions of y. The sizes of the sample and biased region are
set to N = 50 and L = 30, respectively. The other parameters are taken to be ~ω = 0.05, and the Fermi energy EF = 0, in the
middle of the band gap.
the region of the electric field (biased region), and mea-
surable spin accumulations, oscillating with time, occur
near the transverse edges of the biased region, as required
by the spin conservation law. Moreover, even when mag-
netic disorder is present, breaking both spin conservation
and TR symmetry, the spin accumulations remain ro-
bust, although the spin current becomes ill-defined. The
AC QSH effect lays a more solid foundation for practical
applications of the two-dimensional TIs in spintronics,
immune to symmetry breaking and disorder.
To study the AC QSH effect numerically, we adopt
the lattice version of the BHZ model [19], which
can be constructed on a square lattice from the con-
tinuum Hamiltonian [19] through the replacements
kx → a
−1 sin (kxa), ky → a
−1 sin (kya) and k
2 →
2a−2 [2− cos (kxa)− cos (kya)] with a as the lattice con-
stant. After a reverse Fourier transformation, the Hamil-
tonian in real space is obtained as
H0 =
∑
r
c†
r
ε0cr +
∑
r
(
c†
r
txcr+axˆ + h.c.
)
+
∑
r
(
c†
r
tycr+ayˆ + h.c.
)
, (1)
where r = (x, y) are the coordinates of a lattice site,
and cr = (crs↑, crp↑, crs↓, crp↓) are the electron anni-
hilation operators on site r with ↑ and ↓ as spin in-
dices and s and p representing two orbits. Here,
ε0 = −4 (D −Bσz) a
−2 −M0σz, tx = (D −Bσz) a
−2 −
i(2a)
−1
Aσxsz, and ty = (D −Bσz) a
−2 + i(2a)
−1
Aσy .
σ = (σx, σy, σz) and s = (sx, sy, sz) are the Pauli matri-
ces for orbit and spin, respectively, and A, B, D and
M0 are the parameters of the BHZ model [19]. The
topological properties of the model can be described by
the topological invariant, spin Chern number, given by
Cs = sgn (B) + sgn (M0) [20]. Since Cs is independent
of D, without loss of generality, we set D = 0 in the fol-
lowing calculations. The Dirac mass M0 (assumed to be
positive) is taken as the unit of energy. The other model
parameters are set to A/a = 3, and B/a2 = 1.5. For this
set of parameters, the BHZ model is in the QSH phase
with Cs = 2.
We consider a square sample of size Na with open
boundary. To demonstrate the independence of the AC
QSH effect on the edge states, it is assumed that an AC
electric field Ey (t) = E0 cos (ωt) is applied along the y di-
rection in a smaller concentric square region of size La, as
illustrated in Fig. 1. We study first the ideal case, where
electron spin is conserved. The Kubo linear-response the-
ory [21] is employed to calculate the spin current density
jsx(x, y; t) and density of spin accumulation ρs(x, y; t) in-
duced by the applied electric field. We find that the
spin current and spin accumulations are always polar-
3ized in the z direction. Besides, for sufficiently large La,
the longitudinal component of the spin current along the
y direction is negligible, essentially because the system
has an insulating gap around the Fermi level. The spin
current response to the driving AC electric field is im-
mediate, and so synchronized with the electric field, i.e.,
jsx (x, y; t) = J
s
x(x, y) cos (ωt), where J
s
x(x, y) is obtained
from the Kubo formula [21] as
Jsx(x, y) =
~
2eE0
a2
∑
m 6=n
Im [〈m |vy |n〉 〈n |v
s
x|m〉]
(Em − En)
2
− (~ω)
2 f (Em) .
(2)
Here, the eigenstates |m〉 with eigenenergies Em are ob-
tained through exact diagonalization of the Hamiltonian
H0 of the sample, f(E) is the Fermi distribution func-
tion, vy =
i
~
[H0, y] is the velocity operator in the biased
region, and vsx =
1
2 {vx, sz} represents the spin velocity
operator at (x, y).
In Fig. 2(a), we show the profile of the calculated spin
current density Jsx(x, y) for a small frequency in the whole
sample. We can see that inside the biased region, the ra-
tio Jsx(x, y)/E0 ≡ j
s
x(x, y; t)/Ey(t), being equivalent to
the frequency-dependent spin Hall conductivity, takes an
integer-quantized value 2 in units of the spin conductiv-
ity quantum e4pi , which is well consistent with the spin
Chern number Cs = 2. The spin current density J
s
x(x, y)
vanishes quickly crossing the right and left edges of the
biased region. The discontinuities in Jsx(x, y) imply that
electron spins are accumulating or depleting near the
edges.
The density of spin accumulation is related to the spin
current density through the spin conservation law
∂ρs
∂t
+
djsx
dx
= 0 . (3)
It follows that the density of spin accumulation is an in-
tegral over time of the gradient of the spin current den-
sity, and thus lags the spin current by pi/2. As a result,
ρs(x, y; t) = Sz(x, y) sin (ωt), where Sz(x, y) can be ob-
tained from the Kubo formula [21] as
Sz(x, y) =
~eE0
ωa2
∑
m 6=n
(Em − En)
×
Re [〈m |vy|n〉 〈n |sz|m〉]
(Em − En)
2 − (~ω)2
f (Em) . (4)
Here, sz stands for the Pauli matrix for electron spin
at (x, y). In Fig. 2(b), we plot the calculated profile of
the density of spin accumulation in the whole sample.
Indeed, there are spin accumulations sharply peaked at
the right and left edges of the biased region. In Fig. 2(c),
the spin current density and density of spin accumulation
along the mirror line y = Na2 as functions of x/a are
plotted. One can see more clearly that the peaks of the
spin accumulations correspond to the discontinuities in
the spin current density.
FIG. 3: (a) Spin accumulation rate ωStotz,R(y) and spin cur-
rent density Jsx(
Na
2
, y) at y = Na
2
as functions of frequency.
(b) Spin accumulation rate ωStotz,R(y) as a function of y/a for
some different magnetic disorder strengths with nonmagnetic
disorder strength set to W0 = 0. Each data point is averaged
over 300 disorder configurations. The other parameters are
the same as in Fig. 2.
We wish to point out that the value ~ω = 0.05 of the
frequency set in the above calculations is already very
small compared with the band gap 2. We have also
studied the cases for even much smaller frequencies, e.g.,
~ω = 0.001, 0.0001, and the transverse profile of the spin
current is almost unchanged. This means that the discon-
tinuities in the spin current near the edges of the biased
region will persist in the limit ω → 0, which is essentially
different from the DC regime. In the DC regime, ∂ρs
∂t
= 0
in a steady state, so the spin current must be continu-
ous throughout the sample. In fact, the DC regime has
been known to be singular for a long time [21]. The vec-
tor potential of an exactly static electric field E0yˆ may
be chosen to be −E0tyˆ, which is unbounded and can
not be treated within the Kubo linear-response theory.
To overcome this difficulty, the DC regime is usually re-
garded as being equivalent to the ω → 0 limit of the AC
regime [21]. This assumption is however not necessarily
valid always. The characteristics of the transient-state
spin current and spin accumulations at small frequencies
revealed in this work is not extensible to the steady state
in the DC regime at ω = 0.
To further show quantitatively that the calculated re-
sults conform the spin conservation law, we readily derive
from Eq. (3) for the following relations between the spin
4FIG. 4: Spin accumulation rate ωStotz,R(
Na
2
) as a function
of magnetic disorder strength, for size of the biased region
ranging from L = 18 to 42. The size of sample is set to
N = L+2×10. The nonmagnetic disorder strength is chosen
to be (a)W0 = 0 and (b)W0 = 5. Each data point is averaged
over 200-500 disorder configurations.
current density and density of spin accumulation
ωStotz,R(y) ≡ ω
∫ Na
Na
2
Sz(x, y)dx = J
s
x(
Na
2
, y) , (5)
ωStotz,L(y) ≡ ω
∫ Na
2
0
Sz(x, y)dx = −J
s
x(
Na
2
, y) . (6)
Here, we have taken into account the fact that the spin
current density essentially vanishes at the sample edges,
i.e., Jsx(0, y) = J
s
x(Na, y) = 0, as can be seen from Fig.
2(a). Apparently, Stotz,R(y) and S
tot
z,L(y) are the total spin
accumulations per unit width (in the y direction) around
the right and left edges of the biased region, respectively.
The quantities ωStotz,R(y) and ωS
tot
z,L(y) essentially mea-
sure the changing rates of the total spin accumulations.
Since Stotz,L(y) = −S
tot
z,R(y), we will consider S
tot
z,R(y) only.
In Fig. 2(d), both ωStotz,R(y) and J
s
x(
Na
2 , y) are plotted
as functions of y. The two curves coincide with each
other. In Fig. 3(a), the spin accumulation rate ωStotz,R(y)
and spin current density Jsx(
Na
2 , y) at y =
Na
2 are dis-
played as functions of frequency, which again coincide
with each other. These results are in good agreement
with Eq. (5). From Fig. 3(a), we also see that at low
frequencies, Jsx(
Na
2 ,
Na
2 ) as well as ωS
tot
z,R(
Na
2 ), divided
by E0, are quantized to 2(
e
4pi ), but obvious deviations
from the quantized value are observed at large frequen-
cies. Oscillations occur when the frequency ~ω exceeds
the band gap 2.
In order to demonstrate the robustness of the AC QSH
effect, we introduce a generalized version of the Anderson
disorder into the system. The total Hamiltonian of the
system is then given by H = H0 + U with
U =
∑
r
c†
r
(
w(0)
r
+ w(1)
r
s ·mr
)
cr , (7)
where w
(0)
r represents on-site nonmagnetic disorder, uni-
formly distributed in the interval w
(0)
r ∈
[
−W02 ,
W0
2
]
, w
(1)
r
stands for on-site magnetic disorder, distributed between
w
(1)
r ∈
[
−W12 ,
W1
2
]
, and mr is a randomly oriented unit
vector. Apparently, the presence of the magnetic disor-
der destroys both the spin conservation and TR symme-
try of the system. It is well-known that the spin current
density is ill-defined in the absence of spin conservation.
Nonetheless, from the above discussions, we know that
the spin accumulation rate ωStotz,R(y) is equivalent to the
spin current density, which remains well-defined. The
Kubo formula Eq. (4) is general and still valid in the
presence of disorder. In Fig. 3(b), the spin accumula-
tion rate calculated from Eq. (4) is plotted as a function
of y/a for several different strengths of magnetic disorder
with nonmagnetic disorder strength set toW0 = 0, where
each data point is averaged over 300 disorder configura-
tions. We see that even intermediately strong magnetic
disorder only suppresses the spin accumulations slightly.
We also carry out scaling analysis to study if the AC
QSH effect remains stable for large samples. The calcu-
lated ωStotz,R(
Na
2 ) for size La of the biased region ranging
from 18a to 42a is displayed as a function of magnetic dis-
order strengthW1. The nonmagnetic disorder strength is
set to W0 = 0 and 5 in Figs. 4(a) and 4(b), respectively.
In all calculations, the distance from the biased region to
sample edges is fixed at 10a. From the figures, we observe
that while intermediately strong disorder suppresses the
spin accumulations slightly, the spin accumulations do
not decrease with increasing the sample size. Thus, we
can expect that the AC QSH effect will stay stable for
very large samples.
In summary, we have shown that while both the DC
and AC QSH effects originate from the nontrivial bulk
band topology of the two-dimensional TIs, they exhibit
quite different characteristics. The DC QSH effect must
be carried by the symmetry-protected edge states. The
AC QSH effect can occur in the bulk without involving
the fragile edge states, hence being robust against sym-
metry breaking and disorder. Based upon the AC QSH
effect, an array of asynchronized electrical spin polar-
ization generators can be built on a single film of QSH
material, which is very beneficial for designing and fabri-
cating spintronic integrated circuits. Moreover, the low-
frequency AC QSH effect provides a relatively easy way
to experimentally investigate the unconventional topo-
logical invariant underlying the QSH systems directly,
compared with previous theoretical proposals, including
topological magnetoelectric effect [22, 23] and topological
spin pumping [24].
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