Human mobility has been studied from dierent perspectives. One approach addresses predictability, deriving theoretical limits on the accuracy that any prediction model can achieve in a given dataset. This approach focuses on the inherent nature and fundamental patterns of human behavior captured in the dataset, ltering out factors that depend on the specicities of the prediction method adopted. In this paper, we revisit the state-of-the-art method for estimating the predictability of a person's mobility, which, despite being widely adopted, suers from low interpretability and disregards external factors that have been suggested to improve predictability estimation, notably the use of contextual information (e.g., weather, day of the week, and time of the day). We also conduct a thorough analysis of how this widely used method works, by looking into two dierent measures (one proposed by us) which are easier to understand and, as shown, capture reasonably well the eects of the original technique. Additionally, we investigate strategies to incorporate dierent types of contextual information into predictability estimates, and show that the benets vary depending on the underlying prediction task. Finally, we propose and evaluate alternative estimates of predictability which, while being much easier to interpret, provide comparable results to the state-of-the-art.
INTRODUCTION
Measuring the predictability of any phenomenon is a very useful, but hard task, and especially so in the case of human behavior. Such complexity is due to the uncertain and heterogeneous behavior of humans, as well as to the variability of parameters inuencing such behavior. Predictability is concerned with the maximum theoretical accuracy that an ideal prediction model could achieve in a scenario expressed by a given dataset. As such, unlike particular comparisons of alternative prediction models on dierent datasets, it does not depend on a specic prediction strategy but rather on human behavior, as captured by the available data. Besides, it does not rely on the tuning of a multitude of sensible parameters, providing instead a parameter-free view of how predictable human mobility can be (as expressed in the data).
Studying predictability has thus the advantage of laying out a common ground (i.e., an upper-bound) to which particular prediction techniques can be compared. It is also useful in other practical scenarios. For instance, for a particular dataset, users who exhibit levels of predictability very dierent from the rest are likely to be outliers and may deserve special attention. In a recommendation scenario, for example, users with low predictability are possibly those who are more open to novelty, diversity and serendipity. We emphasize that by studying predictability, as opposed to particular prediction techniques, we focus on the inherent nature and fundamental patterns of human behavior, ltering out factors that depend on the particular prediction method adopted.
In this paper, we focus on predictability of a particular type of individual human behavior, namely human mobility. In such domain, studying human predictability can, for instance, uncover relevant insights for driving the design of more cost-eective trac management policies as well as content distribution and recommendation techniques [28, 30] , among others.
The state-of-the-art technique to measure predictability in human mobility was proposed by Song et al. [24] and has been used by several research communities [1, 7, 18, 28, 30] . In a nutshell, it exploits the concept of entropy to estimate how complex (or, inversely, how predictable) a person's mobility patterns are.
Despite its wide use and applicability, this technique has two shortcomings, which we wish to address in this paper. First, it has low interpretability, which can be attributed to its inner-workings: it is based on a sophisticated compression algorithm, which makes it hard for people to understand what aects the predictability of an individual's mobility trajectories. Previous work [5, 13] show that predictability of mobility, as captured by Song et al.'s technique, is strongly related to stationary patterns. Yet, as we show later, stationarity alone does not explain predictability. We here propose another measure, called regularity that, together with stationarity, helps us understand when and how the predictability of a person's mobility patterns varies. 1 Second, Song et al. 's technique uses only the person's history of visited locations to compute their predictability, but it does not capture other aspects that can inuence human mobility. For instance, previous work [5, 23] has suggested that contextual information (e.g., weather, time of the day, etc) might be useful for estimating predictability in human mobility. These prior studies did not mention, however, how to use such types of information to improve predictability. As we argue in Section 5.1, this may be quite hard, especially for Song et al. 's method. Furthermore, to the best of our knowledge, no previous work has quantied the impact of such information on predictability estimation. Our work aims at lling this gap by showing how to use contextual information to compute the limits of predictability, and how to quantify the impact of this kind of information on predictability.
Moreover, as we will show later, the predictability of one's mobility depends on the underlying prediction task. Dierent tasks can be dened depending on the particular goal, and the importance of introducing contextual information to estimating predictability may vary depending on the specic task. We here consider two prediction tasks, namely next-cell prediction and next-place prediction, previously dened by Cuttone et al. [5] .
In both of these tasks, the spatial area is divided into cells and time is discretized into bins of a given duration. In the next-cell prediction problem the goal is to correctly guess the cell identier (location) of a person in the next time bin, given the person's previously visited cells [5, 24] , which could be the same cell the person is currently in. In the next place prediction problem, the goal is to guess the next distinct place the person will visit [5] . Notice that this prediction task is concerned only with transitions between dierent places, which eliminates stationarity (i.e., self-transitions), making the prediction considerably harder. To our knowledge, although prior studies have analyzed predictability under these two prediction tasks [5, 13, 18, 24] , none has investigated the eectiveness of introducing contextual information to the predictability estimates.
Our study covers the aforementioned two prediction tasks and relies on the analysis of two datasets of dierent spatial and temporal granularities, as these properties may inuence predictability. In sum, we make the following contributions:
• Detailed investigation of the state-of-the-art estimator of mobility predictability in next-cell prediction problem. use them as proxies of that technique to analyze how one's mobility predictability varies. • Evaluation of the benets of contextual information on predictability for both next-cell and next place prediction. We are the rst to quantify the impact of dierent types of contextual information on predictability in human mobility, for dierent prediction tasks and datasets. Our results show that, for the next place prediction problem, the use of contextual information plays a larger role than one's history of visited locations in estimating their predictability. • Proposal of alternative estimates of mobility predictability for both next-cell and next place prediction. Given the diculties in using Song et al. 's technique with contextual information and because of its low interpretability, we propose the use of dierent entropy estimators that are simpler and easily allow for the use of contextual information. We show that these estimators, while being more interpretable, provide comparable results in terms of predictability.
The rest of this paper is organized as follows. Section 2 discusses related work, while Section 3 formally denes our target problem and the scope of our study. We revisit the state-of-the-art method proposed by Song et al. in Section 4, oering a thorough analysis and insights on how it works and its robustness to dierent scenarios. We then examine the importance of introducing contextual information in predictability estimation, considering dierent estimates of predictability, in Section 5. A recap of our results and our nal remarks are presented in Section 6.
RELATED WORK
The study of human mobility has received considerable attention in the literature [8, 12, 13, 18, 18, 20, 22, 23, 26, 29] . Many previous studies have proposed prediction strategies by employing a plethora of dierent techniques (e.g., Markov chains [18] , logistic regression [5] , neural networks [19] , and so on) and using diverse types of data sources (Call detail records (CDRs) [18, 24] , GPS traces [5, 11] , and social media data [2, 10] , among others). These studies often evaluate the proposed techniques on specic datasets, comparing them with alternative baseline methods. A dierent body of work has focused on analyzing the predictability of human mobility, as captured by dierent datasets [13, 18, 23] . As such, these studies focus on the information contained in the data only. By decoupling the analysis from the intricacies of a given prediction technique, these studies oer upper limits on the accuracy of any prediction technique on the given dataset, based solely on the inherent nature of human mobility behavior expressed in it. This is the approach taken by Song et al. in their seminal paper [24] , and it is the focus of our present study.
Song et al. [24] , proposed a technique, which will be explained in detail in Section 4.3, that leverages the concept of entropy to estimate the predictability of a sequence of locations visited by a given person. This technique has been extensively used to assess predictability in scenarios such as human mobility [5, 18, 23, 25] , taxi demand prediction [28] , cellular network trac [30] , radio spectrum state dynamics [7] , among others. Previous work also evaluated the robustness of this technique with respect to its assumptions [15] and to its mathematical details [27] . Other studies computed the limits of predictability for several temporal and spatial resolutions [23] , but they did not try to explain what (besides temporal and spatial granularity) may impact predictability. Previous work has also computed the limits of predictability for the two tasks that we study here [5, 13] , but they did not not show how context aects predictability in the proposed tasks.
Despite such great attention, the method proposed by Song et al. has low interpretability, as it is based on a compression algorithm whose output bears little resemblance to its input, most of the time. Thus, it is hard to keep track of what the algorithms is really capturing in terms of mobility patterns. Moreover, as we will argue in Section 5, it is quite challenging to extend it to incorporate contextual information (e.g., weather, time of the day), which is a desirable feature to improve predictability estimates, as suggested by previous studies [5, 23] . Indeed, we are aware of only one very recent attempt to do so, though in a dierent domain.
In it, Bagrow et al. [1] estimated how much knowing the contents of the tweets of a person's friends helps in predicting the contents of this person's tweets. In the mobility scenario, this problem would be the equivalent to measuring how much knowing the location history of a person's friends helps in predicting that person's next location. While well suited to their domain, Bagrow et al.'s technique does not generalize to our situation. In their case, both the supporting data sequences (the tweets of a person's friends) and the target sequence (the person's tweets) are taken from the same alphabet. In our case, the supporting data sequences (contextual information) have a dierent alphabet than the target sequence (a person's visited locations), therefore making it hard to use their technique in our scenario. We are investigating ways of changing such technique to suite our needs, but that remains as future work.
Subsequent papers [5, 18, 23, 28] , apply Song's technique to the next-cell prediction problem, reporting high values for the maximum predictability. Recently, other studies analyzed the predictability of the next place prediction problem [5, 13] . Cuttone et al. [5] point out that the removal of stationary patterns correspond to lower predictability. They also suggest that other types of information could be used to enhance predictability, but they do not mention how to do so.
Our work is complementary to and greatly contributes over all previous studies in several aspects. First, we show that stationarity patterns alone do not explain predictability. We propose another measure, called regularity that, together with stationarity, helps us understand when and how the predictability of a person's mobility patterns varies. Second, we show that it is possible, under certain circumstances, to add contextual information to predictability estimates. Third, we show that, depending on the prediction task, contextual information may play an even more important role than the history of visited locations in determining a person's predictability. Fourth, we propose the use of simpler entropy estimators that allow for the use of contextual information in a natural manner, unlike Song's technique.
PROBLEM DEFINITION
In this section, we formally dene our target problem-predictability in human mobility-and present the particular scenarios dening the scope of our study.
Predictability in Human Mobility
We start with an alphabet S, which in our case consists of locations in a target area, and a time-ordered input sequence of symbols X = (x 1 , x 2 , . . . , x n 1 ) where x i 2 S is the i-th location visited the user. We also assume there exists a prediction algorithm A to estimate a probability distribution given by P(x n = s | x 1 , x 2 , . . . , x n 1 ) for each s 2 S. Our task, then, is to derive the predictability max (maximum possible accuracy) that any algorithm A could achieve in X when trying to guess X n , i.e., P(x n = s | x 1 , x 2 , . . . , x n 1 ).
Note that the formulation of max depends on a particular prediction task under study (e.g., specic properties of the next symbol in the sequence). Moreover, max is computed based solely on the data from which the input sequence X is extracted. As such, max is a fundamental expression of human behavior, as captured by that data. Thus, properties of the data, notably its spatial and temporal resolution, are of key concern to understanding max values. In other words, both the underlying prediction task and the datasets are factors delimiting the scope of the predictability study. Next, we present how we capture these factors in our investigation.
Prediction Tasks
We here study predictability in human mobility considering two underlying prediction tasks: next-cell and next place predictions. In both tasks, the goal is to predict the next location in X . The nextcell prediction task aims at determining the value of x n , whereas the next-place problem is to determine the rst distinct location to appear in the sequence after x n 1 .
The original prediction task is to guess the next item in a sequence of symbols, but mobility data usually consists of latitude and longitude pairs, so it is necessary to preprocess the data to make it t the expected format. For our purposes, it is also necessary to record location measurements at xed time intervals. In order to do that, we discretized the time into bins of a given duration, and divided the geographical area into a grid of non-overlapping, uniformly spaced squares of equal sizes. We then distribute the activity records into the cells of the grid according to the location in which they were registered. Thus, the sequence of locations that a person visited becomes a sequence of integers containing the identiers of the cells that correspond to those locations at each time bin.
Datasets
Our study is composed and driven by a series of analyses performed on two dierent mobility datasets, of distinct temporal and spatial resolutions, which allow us to study the impact of spatiotemporal factors on Song et al. 's technique. These datasets are representatives of two categories of datasets often used in mobility studies: GPS datasets and call detail record (CDR) datasets.
GPS Dataset:
The rst dataset is a high temporal and spatial resolution dataset consisting of GPS traces. This dataset was obtained through an Android mobile phone application, called MACA-COApp 2 . Users who volunteered to install the app allowed it to collect data such as uplink/downlink trac, available network connectivity, and visited GPS locations from their mobile devices. These activities are logged with a xed periodicity of ve minutes, making it a high temporal resolution dataset, and the precision in the acquisition of GPS coordinates from mobile devices makes it a high spatial resolution dataset as well. The regular sampling in this data provides a more comprehensive overview of a user's movement patterns. The dataset contains a total 45 users, spanning a period of 18 months, from July 10, 2014 to February 4, 2016.
CDR dataset: The second dataset spans a period of two weeks in 2015 and contains call detail records (CDRs) at the rate of one location per hour during that period. Each location in the trace represents the user's recorded location for the hour with the precision of 200 meters and was registered at the nearest phone tower. Notice that, unlike other CDR datasets, this one does not contain the area covered by each tower, but the data provider guarantees that the recorded position is the centroid of the positions of the user during the associated time period, within a 200 meter radius. As some users do not have data for the whole period, we focused on the ones who have at least one location registered each two hours, on average. This ltering criterion is the same adopted by Song et al. After this ltering process, we ended up with 2,780 users. The data was provided by a major cellular operator in China.
Unless otherwise noted, we will use a temporal resolution of one observation every ve minutes for the GPS dataset and a spatial resolution of squared cells of side length of 300 meters. For the CDR dataset, there is at least one observation per user every two hours and the size of the side of each square grid is 200 meters.
ESTIMATING PREDICTABILITY: BACKGROUND AND ANALYSES
In this section, we oer a broad discussion of how to estimate predictability in human mobility. We review the literature trying to connect Song's technique to more fundamental theoretical concepts and well-established measures of complexity. To the best of our knowledge, no previous work summarized the roots of predictability going back to Kolmogorov Complexity, tracing the equivalences between entropy and compressibility and showing why entropy is a good approximation to the complexity of a sequence of symbols, as we do here. We also present two measures that capture key aspects of mobility patterns and show that they can eectively be used as proxies to understand the predictability estimate. Finally, using these two measures, we analyze when and how the predictability estimate proposed by Song et al. change with respect to the spatial and temporal granularity of the dataset.
Estimating Complexity
The predictability of a sequence of symbols is intimately related to its complexity (randomness). In this sense, more complex sequences are harder to predict. The complexity of a sequence is also related to how compressible it is [9] . Random sequences are less compressible, and highly predictable sequences are highly compressible. The rationale is that if we are able to compress a sequence, then there exists a decompressor that uses the same algorithm and is able to reconstruct (predict) the original sequence.
Kolmogorov Complexity [17] is a general measure of the complexity of a sequence, and it is dened as the size of the smallest program, which runs on a universal computer such as a Turing Machine, that generates the sequence and terminates. Notice that the use of dierent programming languages will result in dierent values of the Kolmogorov Complexity, but it has been shown [4] that these dierences are bound by a xed, additive constant.
Intuitively, the Kolmogorov Complexity of a sequence X , denoted by K(X ), is the minimum amount of information required by a program to produce X . Consider, for instance, the sequence of digits of the constant that, although innite, can be generated by a small program. Thus, because has an innite number of digits but can be generated by a small program, the sequence of digits of is highly compressible (has constant Kolmogorov Complexity). If a sequence is completely predictable (deterministic), there exists a program that generates it and terminates, such as in the case of the constant . If, however, the input sequence is produced by a non-deterministic process, there may not be a program that completely generates it. For instance, a program that is able to generate the sequence of locations that a given person visits would have to take into account all of the complexities involved in the person choosing (or not) to visit a given place. In cases such as this, it is common to make a simplication to the problem and assume that the symbols of the sequence are generated by a stochastic process. For sequences generated by this type of process, the entropy is a good approximation of the sequence's complexity because the entropy of a sequence is a lower bound on its compressibility [4] .
It is important to note, however, that predictability limits obtained via entropy estimation are not hard bounds, as entropy estimation techniques, including the one used by Song et al. are approximations of the true entropy of the sequence. Computing the true predictability would require the true Kolmogorov Complexity of the sequence, which is not computable.
Entropy as a Measure of Complexity
Song et al. [24] proposed a technique to estimate the predictability of a sequence of locations based on the entropy of the sequence. Their work established limits on the predictability of a sequence of locations that a person visited based on three estimates of the entropy of the sequence. The rst estimate is the Shannon entropy [21] of a uniform distribution on possible locations (which is known to yield the highest possible entropy value), establishing a lower bound on predictability. The second variation computes the entropy of a rened distribution of locations reecting the frequency with which users visit places. The third, more precise variation, estimates the entropy using a distribution that accounts for both the frequency of visitations as well as temporal patterns. The third estimator, described by Kontoyiannis et al. [14] , is related to the Lempel-Ziv compression algorithm [16] and to the Lempel-Ziv measure of the complexity of a sequence [16] . According to this estimator, the entropy H of an input sequence of locations L can be approximated by:
where i is the length of the shortest time-ordered subsequence starting at position i which does not appear from 1 to i 1 in the sequence L, and n is the size of the sequence.
For ergodic, stationary processes, this estimator is said to converge to the entropy rate of the source as the size of the input goes to innity [4] . This estimator does not require the underlying probability distribution of the symbols of the source. As such, it is suitable for computing the entropy of mobility traces, for which we may never know the true underlying probability distribution.
Note that dierent values of entropy yield dierent limits of predictability: while the rst two variations work by changing the underlying probability distribution of the locations, the third one leverages the relation between entropy and compressibility to estimate the entropy of the input sequence. Unless otherwise noted, all of our references to the Song et al's technique refer to the third, more precise, entropy estimator.
The basic formula to compute the maximum predictability takes as input an entropy value S and the number N of unique locations, and uses Fano's Inequality [4] to get an upper bound on predictability, as follows:
where H ( max ) is given by
A proof that these equations estimate the correct limits of predictability can be found in related work [23, 24, 28] . In particular, Smith et al. [23] provide a detailed, thorough derivation of the formula above.
The limits of predictability are thus directly related to a good estimate of the entropy. For that reason, throughout the rest of this study, we will focus on entropy estimates and not on the limits of predictability per se.
Understanding Predictability
As we mentioned before, Song et al. 's technique has been extensively used to assess the predictability of mobility datasets. However, to our knowledge, no previous work has analyzed how it works in terms of why and how the predictability varies across dierent users and datasets. This is our goal in this section and in the next one. To that end, we focus on the same underlying prediction task as Song et al. [24] , i.e., next-cell prediction, investigating the entropy estimate across dierent users on both GPS and CDR datasets.
We start by arguing that analyzing the entropy estimate itself, particularly the more precise one based on compressibility, is quite challenging as the result of the method is hard to interpret. Thus, we look for simpler and easier to understand proxy measures, which can be used in its place to understand predictability in human mobility. Specically, we employ two simple measures that help explain what aects predictability in a sequence of locations visited by a user, as captured by Song et al. 's estimate.
The rst measure, called the stationarity of a sequence of locations, is the mean number of observations for which the person stays continuously in the same location. For instance, the stationarity of sequence L = (1, 2, 3, 4, 1, 2, 3, 4) is given by st(L) = (1⇥8)/8 = 1, meaning that, on average, the person stays in the same location for one observation.
Yet, stationarity alone does not explain predictability. Consider, for instance, two input sequences L 1 = (1, 2, 3, 4, 1, 2, 3, 4 ) and L 2 = (1, 2, 1, 2, 1, 2, 1, 2). Both have the same size and the same stationarity, but L 2 has lower entropy than L 1 . Thus, we introduce another measure, called regularity, that helps explain the entropy of a person's observed location history. The regularity of a sequence is the ratio between the length of the sequence and the number of unique symbols in it. For instance, the regularity of input sequence L = (1, 1, 1, 1, 2, 2, 3, 3, 4, 4) is given by re (L) = 10/4. If we compute the regularity of the two aforementioned example sequences (L 1 and L 2 ), we obtain re (L 1 ) = 8/4 = 2 and re (L 2 ) = 8/2 = 4, which helps explain why L 2 has lower entropy than L 1 (L 2 is more regular than L 1 ).
We note that the choice of regularity and stationarity was based on experimental observations of how Song et al. 's technique works. Intuitively, they capture two key and complementary components in a person's mobility patterns: the ratio between previously visited places and new places, and the amount of time spent in each place. Although the importance of stationarity to predictability has been noted before [5] , using regularity to help understand predictability and thoroughly evaluating both measures is a contribution of our work. As discussed next, both measures complement each other.
We further illustrate the relationship between entropy and regularity/stationarity, by showing in Figure 1 scatter plots of these measures computed for all users in the GPS dataset (each dot is a user). The measures shown on each plot were computed considering each user's complete history of visited locations in the dataset. Similar results were also obtained for the CDR dataset (omitted). As the gure shows, entropy drops as either regularity or stationarity increases, although the relationships are not linear. Indeed we found a Spearman correlation between entropy and regularity equal to -0.84 on both datasets, and a Spearman correlation between entropy and stationarity equal to -0.79 and -0.83 in the GPS and CDR datasets, respectively. Thus, both measures are strongly correlated with entropy.
Moreover, though these two measures are themselves reasonably well correlated (0.63 and 0.48 in the GPS and CDR datasets, respectively), such relationship is far from perfect. Indeed, in both charts of Figure 1 , there are several users who, despite having similar regularity (or stationarity) have very dierent entropy values, indicating that each variable, in isolation, cannot explain entropy. We did look into several such cases and found that large dierences in entropy for users with similar regularity could often be explained by great dierences in stationarity, and vice versa. These observations suggest the two measures are, to some extent, complementary.
Next, we analyzed the extent to which only these two measures, when used jointly, can reasonably explain the predictability of a sequence of locations. To that end, we employed a regression analysis by tting the entropy H (L) of a sequence L as a function of regularity re (L) and stationarity st(L). We experimented with dierent regression functions and the one that led to the best tted model is:
where , , and are the coecients of regression and is the regression error.
This function was chosen to illustrate that the two proposed metrics can by themselves explain most of the variation observed in the entropy values and, as such, can be used as proxies for understanding the entropy of a person's location history. Among all regression models we tested with the two variables, it was the one that produced the best tting. Given the non-linear relationship between H and each measure, shown in Figure 1 , we made a transformation in the data, taking the logarithm of re and st. Furthermore, it was necessary to consider the interaction between the metrics because there is a confounding eect between them. This model, albeit simple, is able to explain a large fraction of the total variation in the entropy values (R 2 = 0.76 for the GPS dataset and R 2 = 0.94 for the CDR dataset). The model also performed well for other spatial resolutions. For instance, for the GPS dataset, the R 2 varied from 0.76 (higest spatial resolution, smaller cells) to 0.83 (lowest spatial resolution, larger cells).
Such good ttings become clear in Figure 2 , which shows predicted versus actual entropy values for both datasets. Note that most dots (users) lie close to the diagonal, especially in the larger CDR dataset. Therefore, regularity and stationarity can indeed be used as proxies for the purpose of studying predictability in human mobility.
Spatiotemporal interplay
Previous studies [3, 5, 23] have shown that the estimate of predictability in mobility is inuenced by the temporal and spatial resolutions of the data. Specically, greater predictability is expected as temporal resolution increases (more observations per time period) or spatial resolution decreases (larger cells). We now revisit this analysis by looking into how both factors aect regularity and stationarity. Table 1 shows how average regularity and average stationarity vary as temporal resolution varies in our GPS dataset. We can only perform this analysis in this dataset, as its higher temporal resolution (compared to the CDR dataset), allows for time bins with various durations. For each given time bin, we randomly pick one observation in the interval for analysis.
As shown in the table, a decrease in temporal resolution makes the average stationarity decrease as well (third column). This occurs because the longer time intervals between measurements make it more likely for those measurements to occur at dierent locationsthere is a higher chance that the user moved in a longer time interval. The red, dashed line shows the regression model and the gray area shows the condence interval. As there are many more data points in the CDR dataset, the condence interval area is narrower and almost invisible in the plot.
The decrease in stationarity leads to an increase in entropy and thus lower predictability (on average). A less obvious observation is that a decrease in temporal resolution reduces average regularity. This is due to the fact that lower temporal resolution means fewer observations being made overall, which leads to shorter sequences. Recall that the regularity is the ratio between the size of the sequence and the number of unique symbols. Therefore, a reduction in the numerator (size of the sequence) will cause a decrease in regularity. In general, less regular sequences will have larger entropy, as shown in the last column of Table 1 . We now turn our attention to the relation among spatial resolution, regularity, and stationarity. As with the temporal resolution, it is only possible to perform this analysis on the GPS dataset: as it has high spatial resolution, we can tesselate grids of arbitrary size on the target geographical area. A decrease in spatial resolution means that the cells in the spatial grid are larger, which means that more measurements are going to me made inside the same cell, thus increasing average stationarity, as shown in Table 2 . The entropy will decrease as stationarity decreases.
A decrease in spatial resolution, in turn, also causes an increase in regularity, as it will be less likely that a person moves outside a larger cell. In Table 2 Table 2 : Average regularity, stationarity and entropy (in bits per symbol) as functions of the spatial resolution of the data (GPS dataset).
The reduction in entropy (and corresponding increase in predictability) seen as the spatial resolution increases comes at a cost. If the dataset is broken into a grid of larger cells, most of the user's activity tends to be conned within fewer cells, with two opposing eects. On one hand, predictability, or prediction accuracy, increases, since it becomes relatively easier to correctly infer the user's next location. On the other hand, prediction utility degrades, since the bigger the region the user is predicted to visit, the less informative the corresponding prediction is. In the extreme case of a grid with a single region, prediction is always trivially correct but it is also of little use. Hence, by adopting grids with higher resolution (i.e., smaller cells), it is possible to increase prediction utility, but at the possible cost of hurting accuracy.
As discussed above, users with high regularity and stationarity also exhibit high predictability. We now argue that these two metrics could be exploited not only for understanding predictability but also for practical applications. For instance, they could be used to decide whether or not include a user's data in a data sample to be released to the public, with some care as to whether users with high regularity or stationarity should be included in the sample. For a given temporal and spatial resolution, and assuming a uniform temporal sampling, if a user is highly stationary, revealing her location in a given moment in time may also reveal her location for the next hours, which is privacy compromising. Furthermore, depending on the dataset, it should be possible to release only a few metrics related to the mobility of each user, instead of releasing their whole mobility trace. We argue that regularity and stationarity are examples of such metrics. Open remark: Stationarity and regularity explain most of the variability in the entropy of a sequence of locations, but there seems to be something else at play here. Intuitively, one expects that external factors such as day of the week, hour of the day, weather conditions, and even socio-economic factors play a role in a person's mobility patterns. While these types of information aect people's mobility patterns, the state-of-the-art technique for computing the limits of predictability in human mobility does not take them into account. In the next section, we investigate how to add such types of (contextual) information into the computation of the limits of predictability.
CONTEXT AND PREDICTABILITY
In this section, we investigate the role of contextual information in the predictability of human mobility. We do that in two ways. First, we show that context helps in predictability, in the sense that lower entropy values are obtained when context is used. Second, we explain how to use context with other entropy estimators, showing that it could be incorporated into predictability measures.
Recall from Section 4.3 that the maximum predictability is a function of the entropy of the sequence. Thus, we experiment with dierent entropy estimators and show that by using contextual information we are able to obtain higher values for the maximum predictability of a dataset. What we would like to do is, given X = (x 1 , x 2 , . . . , x n 1 ), a sequence of locations visited by a person, and Y = ( 1 , 2 , . . . , n 1 ), a sequence of contextual information associated with each of the visits ( i could be the weather when the person visited location i , for instance), we wish to measure how much knowing Y helps in estimating the entropy of X , which can be computed as follows:
where I (X , Y ) is the Mutual Information [4] between X and Y , that is, I (X , Y ) tells us how much information Y carries about X , and is given by:
Context and the Lempel-Ziv Estimator
The diculty in using contextual information with Song's technique stems from the inner-workings of the algorithm it uses to estimate the entropy of the sequence. Recall that, in order to estimate the conditional entropy H (X | Y ) between two sequences X and Y , we have to know the underlying conditional probabilities of the symbols in the two sequences. The algorithm used by Song et al. works by compressing the input sequence of symbols to estimate its entropy, therefore leveraging the relation between entropy and compressibility. However, in doing so the algorithm becomes oblivious to the underlying probability distribution of the symbols of the sequence, which poses a barrier to computing the conditional entropy, as it depends on the probability distribution of the symbols. As this is the state-of-the-art entropy estimator for computing the entropy in mobility studies and, as shown in Table 3 , performs well when no context is used, we decided to work with its limitations and include it in the comparison with other estimators. One approach to try to compute the conditional entropy of two sequences X = (x 1 , x 2 , . . . , x n 1 ) and Y = ( 1 , 2 , . . . , n 1 ) using a compression algorithm would be to create a sequence XY of the form XY = ((x 1 , 1 ), (x 2 , 2 ), . . . , (x n 1 , n 1 )) and compress this sequence. However, by doing so we would be estimating the (joint) entropy of both X and Y , and not the entropy of X given Y . The other entropy estimators, described in Section 5.2 work with the probability distributions of the symbols in the sequences and therefore do not suer from this limitation.
In order to circumvent this limitation, we have to create a procedure to hard-code contextual information into our estimates of the entropy when using the Lempel-Ziv estimator. We will illustrate this procedure with an example. Suppose we want to use the hour of the day as contextual information. To do that, we create 24 time series, one for each hour of the day, each of which containing all of the locations visited in that hour in the past. We then run the entropy estimation algorithm in each of the 24 time series, averaging the results accordingly. All of our results for the Lempel-Ziv estimator were obtained using this procedure.
Context and Other Entropy Estimators
Given the theoretical framework presented in the last section, we evaluated several entropy estimators to measure the impact of three types of contextual information (day of the week, hour of the day, and weather) in their entropy estimates. The rst estimator used is called Maximum Likelihood (ML), which estimates the entropy using the empirical frequencies of observations, and therefore is equivalent to Shannon entropy. The second estimator, called Miller-Madow (MM), estimates the entropy by applying the Miller-Madow bias correction to Shannon entropy. The third, called SG, estimates the entropy using the Dirichlet multinomial pseudo-count model with parameter a = 1/len th(X ). The latter gives the best results among three other estimators that also use a Dirichlet process.
As explained in the previous sections, we compute the entropy of each estimator by considering X and Y , the sequence of visited locations, and contexts associated to each visit, respectively. Then, we compute the mutual information using the same estimator used to compute the entropy, and nally we use Equation 3 to compute the entropy given the mutual information between the variables. Each piece of contextual information was discretized so as to obtain an identier for each type of information (rain, snow, clouds, etc., in the case of weather), which was then used in the computation of the mutual information.
The basis for entropy computation is an underlying probability distribution. Thus, if one has the full probability distribution of a sequence of symbols, the entropy is given by Shannon's formula: H = Õ p(j) log 2 p(j). In real world situations, however, one usually has access to only a sample of the true underlying probability distribution. Therefore, entropy estimates have to deal with the fact that there may be uctuations in the probabilities due to the sampling process. With the exception of the Maximum Likelihood and the Lempel-Ziv estimator, the other two estimators that we used try to compensate for these uctuations by adding a bias term to the entropy computation. Because of this bias term, their entropy estimates are more conservative.
Context and Next-Cell Prediction
In this section, we show that contextual information is useful for predictability and evaluate the entropy estimators previously discussed. To illustrate the usefulness of contextual information, Figure 3 shows that by using temporal information (hour of the day) with the Maximum Likelihood estimator, we are able to reduce the entropy by 45% in the next-cell prediction problem. These results conrm previous claims [5, 23] that external information is helpful to assess the predictability of a dataset. We also evaluated the other entropy estimators previously mentioned with dierent types of contextual information in the next-cell prediction problem. As shown in Table 3 , the use of contextual information reduces the entropy of all estimators, showing that this type of information is indeed useful for predictability.
As we show in Table 3 , the Lempel-Ziv estimator performs better (yields lower entropy values) than the other estimators in almost all scenarios. But, why does it perform worse than the other estimators with temporal information? As mentioned before, we split the history of locations of each user into 24 time series, one for each hour. This division makes each of the new sequences considerably smaller, which makes it hard for the Lempel-Ziv estimator to converge to the real entropy of the sequence. If we look at the results for the GPS dataset using the hour of day as contextual information, we see that the Lempel-Ziv estimator performed better than the other estimators. This is precisely the scenario (among the ones that use the hour of the day as contextual information) in which we have longer time series.
From Table 3 , we see that, except for the case of weekday information, the Lempel-Ziv entropy estimate (without any contextual information) performs better than all of the other entropy estimates. And even in the case of weekday information, the Lempel-Ziv estimate without context gave comparable results. Thus, even though contextual information is useful to reduce the entropy estimates in the next cell problem, our results suggest that history plays a more important role in this prediction task. In other words, even though context aects people's decisions to visit (or not) a given place, in the long term, routine (sequences of places often visited) seems to play a bigger role. For instance, people usually go to work and go home at a certain time, regardless of the weather. Thus, using weather information to try to predict a home/work situation would probably add noise to the prediction.
Context and Next Place Prediction
In this section, we measure the impact of contextual information on the entropy estimators discussed in Section 5.2 in the next place Table 3 : Evaluation of four entropy estimators in both datasets and for two prediction tasks (next-cell and next place). The reported entropy values are given in bits per symbol (each location is a symbol in the input sequence).
prediction problem. First, as shown in Figure 4 , the use of contextual information is useful for predictability in this prediction task. This gure shows entropy values for the Maximum Likelihood estimator with and without contextual information. It also shows that by using contextual information we were able to obtain lower entropy values, which indicates the such information brings up mobility patterns that were hidden when no context was used. Another important result shown in Table 3 regards the gap between the entropy value with and without contextual information. This gap is wider for the next place prediction problem, which suggests that contextual information plays a larger role in the next place prediction problem. This problem, as mentioned before, is a harder task than next-cell prediction, given that in the next place problem there is no stationarity involved (the next location has to be dierent than the current one).
We have argued that highly stationary sequences tend to have lower entropy, and we have also argued that context tends to reduce entropy. But what would happen if we removed the stationarity of our input sequences but kept contextual information? This is precisely what we do in the next place prediction problem. As we show in Table 3 , the Lempel-Ziv estimator also tends to produce lower entropy in this situation, except in the case of temporal information, for which the ML estimator yields lower entropy values than the Lempel-Ziv estimator. In this case, as argued before, the time series are too short for the Lempel-Ziv estimator to converge.
Another way to interpret these results is that, for small sequences, it is better to use other entropy estimators. This is useful, for instance, in computing the predictability for short-term mobility. It also suggests that a combination of estimators may work well in certain situations, e.g., when a new user enters the dataset. As there is not enough history for the Lempel-Ziv to nd long-term correlations in the data, it might be better to estimate the predictability using the Maximum Likelihood estimator. Later on, when the user's history reaches a certain size, Lempel-Ziv estimator could be used. The size for which the Lempel-Ziv starts to converge varies according to the dataset.
CONCLUSIONS AND FUTURE WORK
In this paper, we have analyzed the state-of-the-art technique to compute the limits of predictability in human mobility. We have claimed that, despite its extensive use in the literature, this technique has two shortcomings that were addressed in this study.
First, because it is based on a sophisticated compression algorithm, it has low interpretability. We have used two measures (regularity and stationarity) that help explain most of the variability in the entropy of mobility traces. We have built a regression model that uses these two measures as a proxy to explain the entropy values. Our simple model was able to explain 76% of the variability in the entropy for the GPS dataset and 94% for the CDR dataset.
Second, we showed that the technique to estimate the predictability in human mobility does not allow for the use of contextual information in a natural manner. However, this type of information is used by prediction models, which leads to a mismatch between the predictability estimates and the prediction strategies in human mobility. We proposed to address this issue by using dierent entropy estimators that can use contextual information. We showed that, in most scenarios, when we hard code contextual information into the Lempel-Ziv estimator we still get lower entropy values than the other estimators. The only cases in which the other estimators resulted in lower entropy was in the case of small sequences. We argued that these estimators could be useful for predictability in short-term mobility. Finally, given the widespread use of the limits of predictability and the diversity of interpretations it has received, we found it appropriate to discuss its theoretical foundations and practical aspects.
As future work, we would like to evaluate the benets of contextual information using the measures proposed in the rst part of the paper, namely regularity and stationarity, as well as the eect of other metrics such as semantic regularity [6] on predictability. We would also like to investigate the predictability of specic algorithms to determine possible cases in which certain methods could or could not reach the predictability estimates of mobility datasets.
