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Summary in Swedish
Energisnåla trådlösa nätverk har en stor mängd användningsområden,
däribland miljö- och industriövervakning, smarta hem och städer, hälsa och
sjukvård. Energisnåla trådlösa nätverk består av många resursbegränsade
små datorer som kommunicerar via radio. Dessa datorer har lite minne,
svag processorkraft, kort radioräckvidd och ett väldigt begränsat
användargränssnitt. Det är svårt att utveckla mjukvara till energisnåla
trådlösa nätverk, vilket leder till långa utvecklingstider, dålig prestanda,
mjukvarubuggar och i värsta fall nätverk som inte fungerar.
Nätverkssimulatorer används ofta för att underlätta utveckling av energis-
nåla trådlösa nätverk. Simulatorer tillhandahåller en miljö där utvecklaren kan
inspektera och kontrollera nätverket till fullo. Men simulationer baseras på
modeller och skillnader mellan simulationsmodeller och verkliga nätverk kan
begränsa eller försvåra simulationsbaserad utveckling.
I denna avhandling argumenterar jag för detaljerad modellering av tid då
simulationsmiljöer används för att utveckla energisnåla trådlösa kommunika-
tionsprotokoll. Detaljerad modellering av tid är viktigt då dessa energisnåla
kommunikationsprotokoll ofta bygger på extremt tidskänsliga tekniker för att
nå hög prestanda. En vanlig sådan energibesparande teknik är att driftcykla
radion, så att radion är avstängd när den inte behövs. Då resurserna är knappa
kan väldigt små implementations- och konfigurationsändringar påverka ett
driftcyklingsprotokolls prestanda avsevärt. Under avhandlingsarbetet har jag
utvecklat simulationsmiljön Cooja. Cooja kan simulera nätverk med hög de-
taljnivå gällande tid när Cooja kopplas ihop med emulatorn MSPsim.
Med hjälp av tidsdetaljerad simulation i Cooja utvecklar jag nya energisnåla
trådlösa kommunikationsprotokoll som har hög överföringshastighet och låg
latens. De två huvudsakliga insikterna som motiverar dessa protokoll gjordes i
simulationsbaserade experiment. Dessa insikter är att datapaketskopiering på
resurssnåla datorer utgör en flaskhals i höghastighetsprotokoll, samt att drift-
cykling av radion ökar risken för radiokollisioner i nätverk där alla radiosän-
dare inte når varandra.
Jag föreslår ett nytt kommunikationsprimitiv, Conditional Immediate
Transmission, med vilket flaskhalsen datapaketskopiering kan undvikas.
Jag har med Conditional Immediate Transmission byggt kommunikation-
sprotokoll med avsevärt högre överföringshastighet än tidigare protokoll.
Andra forskare har även använt tekniken för att förbättra prestandan i deras
protokoll.
För att undvika problemen med radiokollisioner i driftcyklade nätverk
föreslår jag kommunikationsprotokollet Strawman. Strawman hanterar
radiokollisioner i driftcyklade nätverk effektivt. Istället för att undvika
radiokollisioner så fördelar Strawman bandbredden mellan de kolliderande
radiosändarna direkt när den upptäcker en radiokollision. Till skillnad från
tidigare protokoll så kan Strawman effektivt schemalägga radiosändare som
inte hör varandra, och löser därmed det så kallade hidden terminal-problemet.
Cooja är fritt tillgänglig för forskare och utvecklare sedan år 2006 och är
standardsimulatorn i operativsystemet Contiki.
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Part I:
Thesis Summary

1. Introduction
Low-power wireless technology is envisioned to have a greater impact on
society than the Internet. Low-power wireless is an enabling technology for
machine-to-machine networks, sensor and actuator networks, and the Internet
of Things (IoT). The telecommunications company Ericsson estimates that
more than 50 billion low-power wireless devices will be deployed and con-
nected to Internet by year 2020 [37] with applications ranging from smart
cities and the smart grid, to healthcare, recycling, and food traceability [39,
122].
Low-power wireless networks consist of extremely resource-constrained
devices. A low-power device typically has a few tens of kilobytes of mem-
ory, a processor running at a few megahertz, a limited power budget, and less
than 100 meters radio communication range. Furthermore, the devices are em-
bedded and low-cost as each device must operate autonomously for years, and
cost no more than a few Euros.
The resource constraints of low-power devices make development of low-
power wireless systems tedious and error-prone. Since the devices are often
battery-powered, they must preserve energy to maximize network lifetime. To
meet these resource limitations, specialized operating systems and communi-
cation protocols have been developed. But the resource constraints limit vis-
ibility into the network execution, which hampers understanding and makes
software bugs difficult to track down.
Simulation is frequently used to develop low-power wireless systems. Sim-
ulation offers full visibility and control of an entire network and allows a
developer to quickly test, debug, and improve applications and protocols.
However, simulators do not always adequately represent real environments,
which limits their use as development tools. For example, simulators may
be unable to simulate real-hardware applications, i.e., applications that can
be programmed to real-hardware devices. The developers must consequently
translate simulated applications before programming their devices, potentially
changing their behavior or causing software bugs.
This thesis undertakes three research challenges. First, I consider how sim-
ulation can be used to facilitate development of low-power wireless applica-
tions, and what properties are needed in the simulation environment. Second,
I address what network primitives and abstractions are needed to enable high-
performance networking protocols. Third, I look into the relationship between
radio duty-cycling protocols and bursty traffic patterns.
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My main contribution in this thesis is demonstrating that timing-accurate
simulation [Paper A, Paper D] is important when developing low-power wire-
less protocols with high performance. More specifically, I use the timing-
accurate simulation environment Cooja to develop extremely timing-sensitive
protocols, building upon already existing radio duty-cycling techniques that
are central to low-power wireless networks [Paper B, Paper C, Paper E, Pa-
per F].
I have built and experimented with numerous low-power wireless networks
over the last few years. As a researcher my purpose has been to gain un-
derstanding of how these networks behave, learn their limitations, and push
state-of-the-art performance.
Limited by the functionality offered by the simulators at hand, I started
developing the simulation environment Cooja in 2005. Cooja can, when com-
bined with the device emulator MSPsim [38], simulate low-power wireless
networks with high timing accuracy. Furthermore, the simulated applications
can without modifications be uploaded to real-hardware devices. Cooja is now
an integral part of the Contiki operating system development environment,
and has also been used by others to perform experiments [9, 60, 75, 89, 90,
97, 108, 110, 115, 117] .
To simplify and accelerate development, I have strived to minimize the gap
between simulation and real-hardware networks. Consequently, Cooja can be
configured to simulate networks using different amounts of detail [Paper A],
that span over both real-hardware and simulated devices [66], and that co-exist
entirely in both simulation and on real hardware [Paper D].
I have found that high timing accuracy and simulating real code are two
imperative properties of a simulation environment used for developing low-
power wireless networks. The need for high timing accuracy stems from the
extremely timing-sensitive radio duty-cycling techniques that are used to re-
duce power consumption in low-power wireless networks. By contrast, wire-
less simulation environments that do not target low-power development have
less stringent requirements on timing accuracy [54]. Simulating deployable
code allows a developer to quickly iterate between simulation and hardware-
based experiments.
1.1 Low-Power Wireless Networks
Low-power wireless technology is a basic building block in machine-to-
machine networks, wireless sensor and actuator networks, and the Internet of
Things. A typical low-power wireless network consists of battery-powered
devices, each equipped with a microcontroller, a short-ranged radio, and
sensors and actuators. These devices collaborate to gather information about
the physical environment and to securely transfer it to a user, possibly over
the Internet. The network must use scalable and robust communication
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protocols, where neighboring devices help each other to extend radio
communication range, and to overcome fluctuating and bad communication
links. Finally, the network must be energy-efficient as batteries should
provide several years of network lifetime.
1.1.1 Applications
Low-power wireless technology can be used to implement numerous different
applications [39]. The smart grid is the next generation intelligent electricity
network. Smart meters are an important part of the smart grid. Smart me-
ters collect fine-grained per-house electrical usage data in real-time for use by
both energy suppliers and end-users, and are already being deployed in large
numbers. For example, Smart Meter Texas (SMT) is a collaboration between
electricity suppliers in Texas, USA [106]. The SMT website currently pro-
vides millions of Smart Meter-equipped end-users with their electrical usage
updated every 15 minutes. The smart grid enables energy suppliers to adjust
prices depending on the current load.
In the medical domain, low-power wireless networks can enable longer in-
dependent living for the aging population. Wearable or implantable sensor
nodes monitor and report patient vitals to the hospital regularly and upon
emergencies. This technology enables rehabilitating patients to leave hospitals
earlier and cuts healthcare costs [39]. The CodeBlue research project led by
the Harvard Sensor Networks Lab develops low-power applications for medi-
cal care [52]. CodeBlue has developed a small wearable device that monitors
a patient’s heart rate, blood oxygen saturation, and EKG. The device automat-
ically raises an alarm if monitored values fall outside a normal range.
Another example which demonstrates how low-power wireless technol-
ogy will be used in future smart cities is the San Francisco-based SFPark
company [80]. SFPark monitors parking spaces in San Francisco and allows
drivers to see available parking spaces in their vicinity via an iPhone app. SF-
Park not only demonstrates how this technology can reduce pollution and save
times for drivers, but also how new market opportunities arise; parking space
prices can now be adjusted depending on availability in the area.
1.1.2 Power
Wide-spread development and deployment of low-power wireless networks
face a number of challenges, one of the most prominent being how to preserve
power and thus prolong network lifetime. These networks are equipped with
radios so a wired communication infrastructure is no longer needed. This may
reduce installation costs and enable temporary deployments. To fully avoid
the need for cables the networks are often battery-powered. Coupling battery-
powered networks with the additional requirements of small physical device
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sizes and low-cost hardware components imposes severe restrictions on the
hardware and software.
Power limitations have guided low-power wireless research for the last
decade and have motivated the use of low-power hardware. For example,
low-power microcontrollers support deep-sleep modes that consume only a
tiny fraction of the power spent when awake. In addition, microcontrollers
have very limited memory and processing abilities [79]. Low-power radio
transceivers operate with low bit rates and have shorter transmission ranges
than what is available by other devices, for example laptops [58].
The use of low-power hardware must be complemented by software tech-
niques to further reduce power consumption. For example, hardware compo-
nents must be turned off when not needed; the components are duty cycled
by the on-board software. For some components, such as the microcontroller,
duty cycling is easy to implement. When the operating system has no imme-
diate tasks to execute, it schedules a microcontroller wake up timer and en-
ters a sleep-mode. Duty cycling other hardware components can be extremely
difficult and has been thoroughly researched. For example, a sensor device
that monitors the physical environment cannot detect sounds or vibrations if
its sensor components are turned off. Duty cycling therefore requires careful
consideration if not to negatively affect the running application.
Duty cycling the radio transceiver to reduce power consumption is particu-
larly challenging. Low-power devices in a multi-hop network collaboratively
forward each other’s radio messages. But the radio transceiver must be awake
to detect, receive, and forward a radio message. Since low-power short-ranged
radios consume roughly the same power when listening for incoming mes-
sages as when transmitting messages [20], listening for incoming messages is
a major power consumer. Radio duty-cycling protocols therefore offer signifi-
cant power consumption savings by reducing the amount of idle listening. Nu-
merous different techniques have been proposed as discussed in Section 1.2.
Low-power wireless communication protocols must cope with the inherent
challenges of radio environments, such as unstable and bursty links [109],
asymmetric links [46], and hidden terminals. The potato field sensor network
deployment by TU Delft [71] demonstrates how unstable radio links can lead
to data collection losses. In particular, the 100-node agriculture deployment
experienced data losses due to fluctuating radio links that were affected by
differences in day and night-time humidity [116].
Asymmetric links are characterized by one-way communication; a node is
able to receive from but not send to a neighbor. Asymmetric links are com-
monly found in short-ranged wireless networks [46]. The hidden terminal
problem occurs when two devices that are out of radio range send to a com-
mon neighbor at the same time. Since they cannot detect each other’s trans-
missions, they may both transmit at the same time causing radio collisions
and data loss at the common neighbor. Low-power wireless protocols should
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Figure 1.1: The Tmote Sky is a popular low-power wireless device in research
projects. It is equipped with an MSP430 microcontroller and a short-ranged low-
power CC2420 radio transceiver.
be designed to cope with challenges like unstable and asymmetric links and
hidden terminals.
1.1.3 Hardware
A low-power wireless device consists of a microcontroller unit (MCU), a wire-
less radio transceiver, a set of sensors or actuators, and a power source such as
a battery. The resources are typically very scarce, both concerning processing,
memory, and communication bandwidth. A typical MCU has an 8 or 16-bit
memory architecture, with 20-50 kB programmable ROM, 2-10 kB RAM, and
is running at a few megahertz—several orders of magnitude less than an ordi-
nary laptop. Even though there are more powerful MCUs, they have not seen
widespread use due to their higher power consumption and cost.
A popular device used in many research projects and in this thesis is the
Tmote Sky developed by MoteIV [79, 94]. The Tmote Sky, shown in Fig-
ure 1.1, employs a TI MSP430F1611 microcontroller with 48 kB ROM, 10
kB RAM, and a processor clock frequency of up to 8 MHz. The Tmote Sky is
equipped with an IEEE 802.15.4-compliant TI CC2420 radio transceiver [20].
The CC2420 is a short-ranged low-power radio with a communication range
of less than 100 meters and a bitrate of 250kbit/s.
The Tmote Sky has on-board sensors to measure temperature, humidity, and
light. Other low-power devices provide different sensors and research projects
have collected temperature, humidity, power consumption, air or noise pollu-
tion, volcano eruptions, heart rates, and workout efficiency.
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1.1.4 The Contiki Operating System
To meet the resource constraints of low-power devices, operating systems
such as Contiki [27], TinyOS [55], SOS [50], and Mantis [11] have been
developed. Contiki is an open-source operating system specifically targeting
networked embedded systems and the Internet of Things [27]. The Contiki
development has been lead by Adam Dunkels since its first release in year
2003. Contiki has received significant development contributions from indus-
try including Cisco, Atmel, and SAP. Contiki runs on many of the available
low-power MCUs, radios, and low-power platforms.
Contiki provides three network stacks: µIP [28], µIPv6 [21], and
Rime [30]. µIP is an IPv4 stack for memory-constrained devices [28]. The
IPv6 stack µIPv6 was developed by Cisco as an add-on to µIP, and was
contributed back to the open-source community via Contiki [21]. Contiki has
an implementation of the IPv6 routing protocol RPL, to support low-power
multi-hop routing over lossy networks [65].
The Rime networking stack, like µIPv6, enables low-power and
low-resource multi-hop networking. In contrast to IPv6, Rime is tailored
specifically for low-power wireless networks and can be used as a
performance baseline in comparisons. Rime consists of a set of thin network
layers and a few transformation modules that allow Rime-generated network
traffic to simulate other network stacks [30]. Both µIP, µIPv6, and Rime can
run on top of Contiki’s radio duty-cycling protocols.
Contiki provides a software-based energy estimation module that measures
the individual power consumption of the different on-board components. The
energy estimation module attributes power consumption to activities such as
microcontroller sleep mode, radio listen, and radio transmit [31].
Contiki also comes with the Cooja/MSPsim simulation environment that
enables deployable Contiki code to be simulated and tested before deploy-
ment. I am the main developer of Cooja and much of the work put into devel-
oping Contiki’s simulation environment has been done as a part of this thesis.
Cooja/MSPsim consists of the two simulators Cooja and MSPsim. Cooja is a
modular network simulator that allows for networks to be simulated in differ-
ent radio environments. Cooja supports cross-level simulation that simulates
different network nodes at different detail levels. MSPsim is an emulator for
the Texas Instruments’ MSP430 microcontroller family and has been inte-
grated with Cooja to allow for network emulation of Tmote Sky devices.
1.2 Achieving Low-Power Operation
Preserving energy to prolong network lifetime is one of the main research
challenges in low-power wireless technology. This affects the design of the
entire system, ranging from applications and networking protocols, to the indi-
vidual hardware components. To avoid spending unnecessary energy, power-
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consuming hardware components are regularly turned off when not needed;
the microcontroller, radio, and sensors are duty cycled.
1.2.1 Radio Duty-Cycling Challenges
The radio is one of the most important and difficult hardware components to
duty cycle. Radio communication requires the radio to be turned on, but the
radio is one of the most power-expensive hardware components in low-power
wireless devices. Short-ranged low-power radios, such as the IEEE 802.15.4
CC2420 radio transceiver [20], consume roughly the same power when lis-
tening for incoming radio transmissions as when transmitting. For example,
the Tmote Sky consumes 21.8 mA in radio listen mode and 19.5 mA in radio
transmission mode [79]. This is an artifact of the low transmission power that
low-power radios use. As a comparison, WiFi radios typically transmit at 15-
20 dBm (32-100 mW), whereas the CC2420’s maximum transmission power
is 0 dBm (1 mW) [20]. By contrast, WiFi radios offer a significantly higher
transmission bitrate than low-power radios. For example, IEEE 802.11g runs
at 54 Mbits/s compared to the IEEE 802.15.4 bitrate at 250 kbit/s.
Radio duty-cycling protocols strive to reduce power consumption by turn-
ing the radio off when not needed. Idle listening—keeping the radio on when
no data is being transmitted or received—often consumes the majority of the
energy spent in a network. Several duty-cycling techniques and protocols have
been proposed to reduce the amount of idle listening, and experimental de-
ployments have reported duty cycles of 1-2% [120]
Radio duty-cycling protocols are commonly classified as synchronized [43,
92] or contention-based [15]. Synchronized protocols maintain a time sched-
ule of when to receive from and transmit to neighboring devices, and keep the
radio off elsewhere. Contention-based protocols do not rely on time synchro-
nization, but instead wake up regularly and scan for incoming transmissions
from neighbors.
Modern radio duty-cycling protocols often combine both synchronized and
contention-based techniques. Synchronized protocols rely on accurately keep-
ing track of neighbors’ wake up schedules, but low-power devices suffer from
clock drifts, which require schedules to be resynchronized [33]. Duty-cycling
protocols must also cope with unstable and varying radio links, limited mem-
ory for storing neighbor schedules, and sudden devices failures or reboots.
Therefore a mixed approach is often employed where synchronization is used
to improve power savings, but the protocol falls back on contention-based
techniques if synchronization fails [36].
A major challenge in duty-cycled networks is matching the wake up rate
to the anticipated network traffic. Duty-cycling preserves energy by turning
the radio off at the cost of reducing the effective network throughput and in-
creasing the network latency. But the amount of traffic in a network is very
difficult to predict pre-deployment and may furthermore vary during the net-
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Figure 1.2: In sender-initiated LPL-based protocols, all devices wake up periodically
and listen for ongoing transmissions. A sender first transmits an elongated preamble
to ensure that the intended receiver has time to wake up and detect the transmission.
work lifetime, especially in event-driven networks that monitor the physical
environment and only generate data upon detecting an event [6].
Radio duty-cycling techniques aggravate the risk of radio collisions and
network congestion. For instance, with a contention-based protocol a single
network-layer transmission may result in tens or hundreds of physical-layer
transmissions. Multiple simultaneous network-layer transmissions among
neighboring devices therefore have a higher risk of colliding in duty-cycled
networks than in non-duty-cycled ones. Upper-layer protocols should be able
to distinguish between data loss due to packet storms, unstable radio links,
and malfunctioning neighbor devices.
A sender in a radio duty-cycled network must wait for neighbor’s radio to
wake up before data can be sent to that neighbor. An alternative approach is to
use a separate ultra-low-power wake-up radio by which the sender informs the
destination to immediately turn on its ordinary radio [49]. Adding a separate
wake-up radio may render duty-cycling protocols unnecessary, but increases
the hardware cost of each device. How to best use wake-up radios is still an
active research topic and is not addressed in this thesis.
1.2.2 Sender-Initiated Duty-Cycling
Many radio duty-cycling protocols are based on a technique called low-power
listening (LPL) [15, 36, 93]. In LPL-based protocols, all devices keep their
radios off the majority of the time, but wake up regularly to scan for ongo-
ing transmissions. The devices may for example be configured to wake up
once per second. Since they are unsynchronized, a device about to send to one
of its neighbors does not know when that neighbor will wake up—only that
the neighbor will wake up briefly within the next second. Senders therefore
use long transmission preambles prior to transmitting the actual data payload.
When the neighbor wakes up and detects the preamble, it stays awake until
the data has been received, see Figure 1.2.
Several optimizations have been proposed on top of the basic
LPL-technique. Buettner et al. [15] proposed to include the destination
address in the preamble, thereby avoiding the need to always send a
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Figure 1.3: Receiver-initiated radio duty-cycling with Low-Power Probing. The re-
ceiver initiates a data transfer by sending a small data probe packet that the sender
immediately responds to with the data packet transmission.
full-period preamble; when the destination node wakes up and detects the
preamble, it immediately informs the sender that it is now awake. The
sender can now send the data immediately, without the rest of the preamble.
Surrounding non-destination neighbors, on the other hand, learn that the
ongoing transmission is for someone else and turn off the radio again.
Another optimization was proposed in the WiseMAC protocol [36].
WiseMAC assumes a periodic wake up schedule and maintains a schedule
of all past neighbor wake up times. This wake up optimization enables
WiseMAC to delay the preamble until just before the destination neighbor
wakes up, resulting in both significantly less network congestion as well as
reduced power consumption.
1.2.3 Receiver-Initiated Duty-Cycling
Like in sender-initiated duty-cycling, receiver-initiated duty-cycling [35, 81,
112] allows network devices to keep their radios turned off most of the time.
Low-Power Probing (LPP) is a receiver-initiated radio duty-cycling technique.
In LPP-based networks the receiver initiates a data transmission. All devices
regularly transmit data probes—tiny radio packets with a source address. A
node that wants to send a packet just turns on its radio and waits for a data
probe from the respective destination neighbor, see Figure 1.3. LPP exploits
the fact that transmitting data costs roughly the same as receiving data in terms
of power consumption. However, LPP improves on network congestion as it
avoids transmitting the long preambles of LPL and X-MAC.
1.2.4 Implications of Radio Duty-Cycling
Radio duty-cycling can reduce the power consumption of a network signifi-
cantly, but has implications that fundamentally change how the network be-
haves. It is therefore important to evaluate upper-layer protocols, e.g., rout-
ing and neighbor discovery together with duty-cycling protocols, or else risk
drawing wrong conclusions from the experiments.
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An implication of contention-based radio duty-cycling protocols is that
broadcast transmissions become significantly more expensive than unicast
transmissions in terms of energy and latency. Modern radio duty-cycling pro-
tocols make use of both the unicast-optimization by Buettner et al. [15] and
the wakeup-optimization by El-Hoiydi et al. [36]. These optimizations reduce
the overhead of unicast transmissions. But they do not reduce the overhead
of broadcast transmissions since a broadcast transmission must wake up all
neighbors. Consequently, broadcast transmissions become more power expen-
sive unicast transmissions [77].
Another implication of contention-based duty-cycling protocols is
that broadcast transmissions are no longer atomic operations. A single
network-layer broadcast will be received by neighbors at different times,
since they are unsynchronized and receive the different physical-layer
transmissions at different times.
Finally, radio duty-cycling also removes the possibility of over-hearing
packets for other neighbors. Since radios are mostly turned off, a device
no longer overhears packets intended for its neighbor. Yet, overhearing is
sometimes assumed by low-power network protocols [64].
Implications of radio duty-cycling, such as expensive and non-atomic
broadcasts, and lack of overhearing, may affect the performance of
upper-layer protocols. These upper-layer protocols, if they are to be used in
radio duty-cycled networks, should therefore be evaluated together with radio
duty-cycling protocols.
1.3 Developing Low-Power Protocols
Low-power wireless protocols provide connectivity to resource-scarce devices
over volatile radio links while minimizing power-consumption. Low-power
protocols use techniques such as radio duty-cycling to reduce power consump-
tion, header compression and data aggregation to reduce transmissions, and
energy-aware routing to balance network resources.
Development of low-power protocols includes design, prototyping,
implementation, testing, experimentation, and debugging. In the design
phase, the developer gathers information about the environment in which
the protocol should be used. Prototyping and implementation require access
to low-power devices, either simplified simulation models or real-hardware
devices, for which the developer implements the protocol. In testing and
experimentation phases, the developer verifies protocol correctness and
measures performance. Debugging often involves iterating between different
phases; a problem discovered during testing may require the developer to
redesign the protocol.
Development of low-power wireless applications can be done directly
against hardware devices, i.e. the program is compiled and uploaded to
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low-power devices where it is then tested. Developing directly against
hardware is, however, difficult. The devices are resource-constrained, which
limits the visibility into the software execution. For example, the user
interfaces of research prototype devices are typically limited to a few LEDs
and a user button. Similarly, controlling the execution of a real-hardware
network is difficult, such as injecting controlled packet loss to trigger a
certain behavior. The experiments may furthermore involve a large amount
of devices, which requires reprogramming and monitoring an entire network
of devices. Finally, many applications should operate for a long time, so
thorough testing on real hardware can be very time-consuming.
Low-power wireless protocols must cope with device clock drifts, yet the
protocol mechanisms are often extremely timing-sensitive. Low-power proto-
cols must be robust against unstable radio links, microcontroller clock drifts,
and device failures. But techniques such as radio duty-cycling are timing-
sensitive and must be calibrated for the low-power devices to achieve high
performance. For example, a radio duty-cycling protocol may wake up the ra-
dio less than a millisecond before it anticipates an incoming transmission, and
immediately turn the radio off again if no transmission is detected.
1.4 Simulation-Assisted Development
Simulation is a widely used tool for developing low-power wireless networks.
Simulation offers an environment with full control and non-intrusive visibil-
ity into the network execution. It is used to perform controlled experiments
and comparisons, as well as to support development phases such as design,
implementation, testing, and debugging.
In this thesis, I argue that timing-accurate simulation is important when de-
veloping low-power wireless protocols, as it simplifies developing protocols
with high-performance. Hardware emulators can be used to provide this high
level of timing accuracy [38, 119]. An additional benefit of emulators is that
they simulate the same code as is uploaded to real-hardware devices. Simula-
tion of real-hardware code simplifies migrating from simulation to hardware,
and allows the developer to rapidly iterate between simulation-based and real-
hardware experiments.
Accurate simulation models reduce the risk of drawing wrong
conclusions from simulation-based experiments, and many other factors
besides timing-accuracy are important. Simulation models for, e.g., radio
environments [136], execution timing [38, 119], power consumption [104],
lifetime estimation [40], and sensed environments [53] have been developed.
Simulation-based studies of network power consumption require an ac-
curate device-level power consumption model. Radio duty-cycling protocols
may significantly reduce the power consumption, but are sensitive to timing.
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Studying the power consumption in a duty-cycled network therefore requires
timing-accurate simulation.
Radio environments are notoriously difficult to model, as low-power
wireless networks often are deployed indoors and in the vicinity of
interference from WiFi networks [74]. In particular, both IEEE 802.15.4 and
WiFi (IEEE 802.11) operate on 2.4 GHz. In addition, low-power networks are
affected by attenuating building materials such as concrete walls, multi-path
self-interference, and even home appliances such as microwave ovens [12].
These aspects make radio environment modeling very challenging; even with
an extremely detailed simulation model, that model does not necessarily
represent the intended deployment location. The same reasoning is also true
for hardware testbeds since the radio behavior in a hardware testbed does not
necessarily represent that of a deployment.
For some studies, the sensed environment is also important to model accu-
rately. Event-driven low-power networks that monitor the physical environ-
ment and react to physical events need accurate models of the sensed environ-
ment, for example how temperature changes spread through a building. These
networks are idle until an event occurs, and then generate large amounts of
network traffic [6]. Similarly, networks that compress and aggregate sensed
data require the simulated sensed data to resemble real sensed data.
The above discussion exemplifies how simulation-based experiments rely
on accurate models, but the required accuracy depends on the type of sim-
ulated application. For example, consider an experiment that measures the
network congestion in a temperature-monitoring application. Unless the ap-
plication acts upon the observed temperature, this network will be equally
congested in both cold and warm environments. As such, a simulation-based
experiment does not require a detailed temperature model. Rather, unneces-
sarily accurate models hamper understanding and result in slower simulation
execution [54]. In addition, better accuracy does not always foster easier un-
derstanding of the network behavior, and a developer may prefer trading ac-
curacy for easier understanding in early development phases.
Simulation scalability is important as many networks are envisioned to
contain thousands of devices. Simulation scalability has therefore been thor-
oughly addressed by the research community [73, 119, 121]. Simulation accu-
racy is often traded for scalability, so the developer should be able to choose
the level of details with which the network is simulated. Another benefit of
such flexibility is that a developer can trade accuracy for easier understanding
of the network behavior. For example, an extremely simple radio environment
may be preferred over an accurate environment when debugging complex in-
teractions among neighboring nodes.
Simulation-assisted development also benefits from visualization and con-
trol tools. Visualization tools may provide the developer with a graphical rep-
resentation of the current network behavior; see Figure 1.4. Simulation control
tools enable the developer to pause, slow down, or restart simulations.
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Figure 1.4: Cooja’s Timeline visualizes network radio traffic and makes it possible to
see the behavior of low-power radio duty-cycling protocols [86].
In conclusion, no single simulation environment fits all, and the required
simulation accuracy depends heavily of what conclusions to draw from the
experiments. In this thesis, I argue that high timing accuracy is important for
developing high-performance low-power wireless protocols and present the
timing-accurate simulation environment Cooja.
1.5 Research Methodology
The research method used throughout this thesis is to formulate a hypothe-
sis from a research idea, and then develop a computer system that embodies
the idea. The computer system is used to support experiments that test the
hypothesis.
For example, the research idea in Paper A was cross-level simulation that
proposes mixing low-power devices modeled at different detail levels in the
same simulated network. Our hypothesis was that cross-level simulation im-
proves simulation scalability. To test this hypothesis, I built the Cooja simu-
lator as well as a set of specialized programs used during the experiments. A
single idea may generate multiple hypotheses, and similarly, a single hypoth-
esis may require building multiple computer systems.
My time spent on implementing and building systems has provided impor-
tant insights and triggered new research ideas. As an additional bonus, the
systems built may prove useful also after the idea has been evaluated. For
example, the Cooja simulator was originally built to evaluate the cross-level
simulation approach, but has been maintained and further developed as an
environment to support development of new low-power wireless networks.
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The tools I have used to build computer systems are most notably the Con-
tiki operating system and the Cooja simulator. In addition, I have also used
publicly available sensor network testbeds to perform experiments [51].
If the experiments falsify the hypothesis, I can change the hypothesis, re-
build the system, refine the experiments, or drop the idea altogether; there is
always a plethora of new research ideas to pursue.
1.6 Thesis Structure
This dissertation consists of two parts. The first part is the thesis summary,
and the second part contains the included publications.
Chapter 2 motivates and discusses the research challenges addressed in the
thesis. Chapter 3 summarizes the research contributions of the included publi-
cations, as well as other contributions that emerged from the thesis work. The
included publications are individually summarized and discussed in Chap-
ter 4, and related work is given in Chapter 5. Finally, the first part of the thesis
is concluded in Chapter 6.
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2. Research Challenges
2.1 Simulation-Assisted Development
Simulation is often employed for experiments on low-power wireless
networks, but the research community is skeptical towards simulation-based
experimental results. Deployment experiences have reported application
failures due to bugs overseen by extensive simulation-based tests [71]. A
survey in the related research field Mobile Ad-hoc Networking discusses
the wide use of and the many problems associated with simulation in
research [69]. Consequently, simulation-based experimental results are often
not well-received by the community, and are instead replaced by hardware
testbed experiments [68].
Misleading simulation-based experimental results may be due to incorrect
or oversimplified simulation models. For example, a radio duty-cycling proto-
col may render network broadcast transmissions significantly more expensive
than unicast transmissions [29]. A simulation-based experiment on the perfor-
mance of upper-layer protocols that use both unicasts and broadcasts therefore
requires simulation models of the duty-cycling protocol, but many simulation
environments do not model the radio duty-cycling layer.
The benefits of simulation go beyond evaluation: simulators are also used
for application development, debugging, and understanding. During these
phases, realistic simulation models may not be required, or preferred. Rather,
simple models remove unnecessary execution details, and help the developer
to focus on the protocol under study. As the development phase progresses,
more complex models that better reflect real environments can be introduced.
A typical development process goes from design, via simulation and im-
plementation, to testbeds experiments and evaluation[68]. Several iterations
between the different phases are often needed. Simulations expose flaws that
demand application re-design, and testbed experiments expose bugs not de-
tected earlier due to over-simplified simulation models.
A main insight in this thesis is that, to promote efficient development, a de-
veloper should be able to configure the level of simulation details. Simple sim-
ulation models are used early on in the development phase. Later, as the appli-
cation matures, more detailed and complex models are introduced. Traditional
simulators, however, perform simulation at a single fixed detail level. Simu-
lators with fixed detail levels include the network simulator ns/2 [121], the
operating system simulator TOSSIM [73], and the hardware emulator Avro-
raZ [4].
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This thesis presents cross-level simulation and its implementation in the
Cooja simulator [Paper A]. Cooja supports simulation at both the network
level, the operating system level, and the hardware level. Cooja’s cross-level
simulation allows the developer to configure networks with nodes simulated
at different detail levels, and to gradually increase the amount of details in a
simulated network. Cross-level simulation therefore simplifies migrating be-
tween design, simulation, and hardware testbed. Cross-level simulation also
improves scalability, as devices simulated with fewer details require less mem-
ory and execution time.
To further simplify the migration from simulation to testbed, this thesis
proposes sensornet checkpointing [Paper D]. Sensornet checkpointing allows
transferring network-wide checkpoints between simulation and testbeds. A
technique that is conceptually similar to sensornet checkpointing is hybrid
simulation [76, 88, 124, 125]. Hybrid simulation mixes simulated devices with
real-hardware devices, to form a network that spans over both simulation and
hardware. In contrast to hybrid simulation, sensornet checkpointing keeps the
entire network in either simulation or testbed. When the network execution is
simulated, the developer enjoys simulation benefits such as repeatability and
visibility. When the network is executed in the testbed, the application is tested
in a realistic environment.
Cross-level simulation and sensornet checkpointing improve scalability
and realism of simulation-based experiments. My experience from using
these techniques, however, is that timing-accurate simulation as provided
by hardware-level simulation reduces the need for cross-level simulation
and sensornet checkpointing. More specifically, timing-accurate simulation
allows a developer to carefully tune the implementation of a low-power
wireless protocol prior to real-hardware experiments, to improve its
performance. Without timing-accurate simulation, such as when simulating
at the operating system-level, protocol tuning is not feasible as experimental
results differ too much between simulation-based and real-hardware
experiments. The level of timing-accuracy that Cooja’s hardware level
provides is on individual microcontroller instructions and transmitted
radio bytes. MSPsim emulates software execution on the microcontroller
instruction-level. Cooja simulates communication timing using individually
transmitted radio bytes. I have not observed need for more detailed timing
when developing and tuning low-power wireless protocols.
2.2 Enabling High-Performance Low-Power Protocols
Upper-layer communication protocols such as routing and data collection are
built upon a set of lower-layer communication primitives, e.g., transmit, re-
ceive, and listen. The lower-layer communication primitives and application
programming interfaces (APIs) that are available determine both the design
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and performance of the upper-layer protocols. Communication primitives and
APIs have been thoroughly addressed in general purpose operating systems.
In particular, no-copy socket APIs have been proposed that offer increased
system throughput [2, 26].
Low-power wireless protocol research has led us to revisit the communi-
cation primitives. In batch-and-send networks, as opposed to in traditional
sense-and-send networks, sensor data is sampled for extended periods of time
before transported out of the network. By transmitting a large batch of data
instead of several small, power-saving optimizations are enabled that rely on
high data throughput [33, 64]. When we worked on Paper B, however, there
was a large discrepancy between the achieved throughput of state-of-the-art
bulk transfer protocols [64] (10 Kbit/s), and the raw radio bitrate (250 Kbit/s).
TMDA-based convergecast protocols [43] rely on time slot schedules and
time slot sizes to achieve low-latency data collection. Convergecast refers to
the process of collecting data from a large set of nodes. With smaller time
slots, the convergecast latency and power-consumption can be reduced. But
reducing time slot lengths puts a higher burden on the devices, since they
have less time to receive or send data in each slot.
Armed with our simulation framework, we study the critical path of bulk
transfer and convergecast protocols and present the Conditional Immediate
Transmission (CIT) technique. In Paper B we identify that single-channel op-
eration and packet copying are two major performance bottlenecks. CIT uses
pipelining to remove packet copying off the critical path. We show that CIT
can both increase throughput in bulk transfer protocols [Paper B], and lower
latency in convergecast applications [Paper C]. The CIT technique has in ad-
dition been used by others to increase performance in a pipelined bulk trans-
fer protocol [95], and we have used it to achieve high throughput over lossy
links [32].
2.3 Radio Duty-Cycling with Bursty Traffic
In radio duty cycled networks, the radio wake up rate is configured against
the anticipated network traffic; idle listening is traded for elongated pream-
bles [15]. Neighbor wake up synchronization lessens the need for transmitting
full preambles [36, 132], and enables further lowering the wake up rate while
maintaining the same network data. Dutta et al. discuss the lower bounds of
achievable duty cycles, and argue that with typical microcontroller clock drifts
the lower bound in synchronized networks is 0.01% [33], significantly lower
than state-of-the-art deployments.
This thesis considers the relationship between radio duty-cycled networks
and bursty traffic patterns. A simple example demonstrates this relationship.
Consider a network with a fixed traffic flow, in which a given device is sent
on average 1 packet every 10 seconds from its neighbors. If the device wakes
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up once every second the data-per-wakeup ratio is 1/10 = 0.1. If the wakeup
rate is decreased and the node instead wakes up once every 5 seconds, the
data-per-wakeup ratio becomes 10/5 = 0.5. A higher data-per-wakeup ratio
rapidly increases the risk of data collisions, since the sending neighbors are
potentially hidden from each other. In this example we assume a fixed traffic
flow, and with our global view we can easily adapt the wake up configuration
to match the network’s optimal data-per-wakeup ratio. But what if the amount
of traffic is not fixed?
Event-driven networks can lie dormant for extended periods of time, and
then suddenly generate a burst of traffic. If we configure the network to wake
up often enough to cope with a traffic burst, we waste energy in between
events. Conversely, if we configure the network for the low amount of traffic
in between events, we risk network congestion and data losses when an event
occurs. Several different solutions to the wake up configuration problem have
been proposed, such as adapting wake up rates according to the detected traf-
fic [3, 113]. A fundamental problem with adaptive protocols is that collisions
must occur before the protocol can start adapting, and bursts are often short.
We address the problem of data collisions differently from adaptive proto-
cols. Instead of adapting the wake up rate to reduce collisions, we make the
network robust against collisions. Each device should be able to efficiently
receive multiple data packets in a single wake up. Furthermore, the hidden
terminal problem must be avoided as the sender nodes may be hidden to each
other. Traditional Request-To-Send/Clear-To-Send [10] (RTS/CTS) protocols
do not avoid the hidden terminal problem in these scenarios as the RTS pack-
ets collide.
We present Strawman in Paper E. Strawman is a contention resolution
mechanism designed for receiver-initiated low-power protocols. Strawman is
designed for networks that have a steady traffic flow but that may experience
sudden traffic bursts. The mechanism efficiently handles the hidden terminal
problem. We further implement and evaluate Strawman in a large-scale
testbed in Paper F. We have also studied Strawman from a theoretical
perspective in a paper that is not included in this thesis [47].
36
3. Contributions
This thesis makes three main scientific contributions. In addition, the thesis
work has produced software that is available via the Contiki operating system
and is used in both industry and the research community.
3.1 Scientific Contributions
The thesis makes three scientific contributions in the area of low-power wire-
less networking.
3.1.1 Timing-Accurate Simulation
I show that timing accuracy in simulation is important to achieve high
performance when developing low-power wireless protocols. I present the
Cooja simulation environment that allows for timing-accurate simulation.
Using Cooja I have developed low-power wireless protocols that improve
bulk transfer throughput [Paper B], convergecast latency [Paper C], and radio
duty-cycling efficiency [Paper E, Paper F].
Timing-accurate simulation of both software execution and communication
is important. Timing-accurate software execution revealed that packet copying
was a major throughput bottleneck in bulk transfer protocols [Paper B]. This
observation led to the development of the Conditional Immediate Transmis-
sion technique. Timing-accurate communication exposed that bursty traffic
aggravates the hidden terminal problem in duty-cycled networks [Paper E].
This led us to develop Strawman that efficiently copes with hidden terminals.
3.1.2 Conditional Immediate Transmission
I present the Conditional Immediate Transmission (CIT) technique that can
move packet copying off the critical path in low-power wireless protocols,
thereby increasing throughput and lowering latency. With CIT, we reach 97%
of the theoretical maximum throughput in a bulk transfer scenario in Paper B,
and implement low-latency convergecast in Paper C.
We have further used insights from CIT to increase throughput over lossy
links [32] and others have used CIT to build the pipelined TDMA-based bulk
transfer protocol PIP [95]. For example, the Flush bulk transfer protocol de-
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veloped without CIT achieves a throughput of 10kbit/s [64], whereas the more
recent PIP protocol that uses CIT achieves 58kbit/s.
3.1.3 Duty Cycling with Bursty Traffic
I show that bursty traffic in duty-cycled low-power wireless networks aggra-
vates the hidden terminal problem. I present the Strawman contention resolu-
tion mechanism [Paper E, Paper F] that is designed for networks that experi-
ence sudden traffic bursts. Strawman mitigates the hidden terminal problem by
an efficient Request-To-Send/Clear-To-Send mechanism. We experimentally
show that Strawman can increase the goodput with 77% in a traffic-saturated
network when compared with a scalable random backoff-based mechanism
that does not cope with hidden terminals.
Strawman makes networks robust against varying traffic levels and may in
future work reduce the need for specialized traffic-adaptive protocols as well
as for duty-cycling protocols that are tailored specifically for bursty traffic.
Moreover, the Strawman technique may also be applicable in other types of
networks, such as WiFi [107].
3.2 Software
I have developed the Cooja simulation environment and made it available for
use via the Contiki operating system. Cooja has been the default simulation
environment for Contiki since version 2.0 year 2006. Cooja has as a result
been used by others to increase development efficiency [9, 24, 32], conduct
node-level software experiments [97, 108, 110, 115], and conduct network-
level experiments [60, 75, 89, 90, 117].
I am a member of the Contiki core team, where I developed and administer
Contiki’s nightly tests suite based on Cooja. I have ported Contiki function-
ality to new hardware platforms, and have fed back code into Contiki from
many of my projects: checkpointing, Conditional Immediate Transmission,
and Strawman.
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4. Included Papers
4.1 Paper A
F. Österlind, A. Dunkels, J. Eriksson, N. Finne, and T. Voigt. Cross-Level
Sensor Network Simulation with COOJA. In Proceedings of the First IEEE
International Workshop on Practical Issues in Building Sensor Network Ap-
plications (SenseApp), Tampa, Florida, USA, November 2006
Summary
This paper leverages my preceding master’s thesis on a sensor network simu-
lator for the Contiki operating system. There already existed a number of pub-
lished sensor network simulators at the time, which were either not available
to the public, or too tightly targeted a specific purpose such as a particular
network protocol, or a particular radio environment. In contrast to previous
work, we wanted a simulator primarily for understanding and developing sen-
sor network applications, not only for experimenting with them. One of the
main design goals was flexibility: the simulator was designed to allow adding
new simulated radio mediums, plugins (simulator programs), and node pe-
ripherals.
We eventually developed what would become the main topic of Paper A:
the cross-level simulation concept. Cross-level simulation allows different net-
work nodes to be simulated with different levels of detail. Our main insight
was that during development and debugging phases, developers require a very
high level of detail, but typically only regarding a small subset of the sim-
ulated network. With cross-level simulation we could now simulate network
routers and data sinks in high detail, whereas the often less error-prone data
generators were simulated at a higher level of abstraction. The primary pur-
pose of cross-level simulation was simulation performance: higher abstraction
levels require less memory and less processing resources.
Reflections
The cross-level simulation concept is still central to Cooja, and has proven
useful not only regarding simulation performance. Paper A presents three dif-
ferent detail levels: application, operating system, and emulation. The appli-
cation level allows the developer to quickly prototype and test network pro-
tocols and applications, but has also extensively been used to simulate other
types of entities that affect or observe the network execution but that are not
necessarily themselves network members. Application nodes have for exam-
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ple represented radio interference from nearby WiFi base stations [13], robots
in remotely connected robot testbeds [23], and sheep that move according to
real-world traces [89].
Cross-level simulation also fits nicely with the traditional develop-
simulate-deploy development phases, which in Cooja becomes
develop-simulate-emulate-deploy.
My Contributions
I implemented the Cooja simulator and its cross-level support. Joakim Eriks-
son provided an early version of MSPsim as backend for the emulated level.
I carried out the experiments. I wrote the paper, with help and improvements
from the co-authors.
4.2 Paper B
F. Österlind and A. Dunkels. Approaching the Maximum 802.15.4 Multi-hop
Throughput. In Proceedings of the Workshop on Hot Topics in Embedded
Networked Sensor Systems (HotEmnets), Charlottesville, Virginia, USA, June
2008
Summary
This paper was motivated by the batch-and-send paradigm [33] and advances
in sensor network bulk transfer protocols [64]. In batch-and-send networks,
individual sensors gather large amounts of sensor data before the data is sent
to the network sink. This has two benefits: 1) the data-per-packet ratio is in-
creased, and 2) the overall energy consumption is reduced by temporarily dis-
abling the radio duty-cycling protocols, enabling high throughput bulk trans-
fers. Since all network nodes that participate in a bulk transfer keep their
radios turned on, the energy consumption is hence directly related to what
throughput the bulk transfer protocol can achieve.
We observed a large discrepancy between the raw radio bitrate (250kbit/s)
and state-of-the-art bulk transfer protocol throughput (10kbit/s) [64]. This
paper sets out to determine the maximum achievable throughput in IEEE
802.15.4, and what factors affect and limit the throughput.
We found that packet copying was a significant throughput bottleneck, and
introduced a novel technique called Conditional Immediate Transmission.
With Conditional Immediate Transmission, we remove packet copying from
the critical path, which—on our hardware platform—nearly doubled the bulk
transfer throughput.
Reflections
The impact of packet copying largely depends on the hardware platform con-
figuration. Our experiments were performed on the Tmote Sky device, on
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which communication between the microcontroller and the radio chip is via
an SPI bus. The SPI bitrate depends on the microcontroller’s clock frequency,
which can be increased, thus lessening the impact of packet copying on bulk
transfer throughput.
The main advantage of Conditional Immediate Transmission, however,
does not depend on the packet copying bitrate. The main advantage of
Conditional Immediate Transmission is its deterministic behavior: protocols
can now rely on deterministic low-latency responses, irrespectively of remote
packet copying bitrates or packet sizes. We use the deterministic properties
of Conditional Immediate Transmission in both Paper C and Paper E.
Our technique for removing packet copying off the critical path was adopted
by others to implement a full-scale bulk transfer protocol [95], to decrease
the slot lengths in a TDMA protocol [45], and was later also used by us to
implement high-throughput transfer in lossy environments [32].
My Contributions
I invented Conditional Immediate Transmission, and implemented it for low-
power wireless networks. I structured and wrote the initial draft of the paper.
The final text had significant contributions from Adam Dunkels. I performed
the experiments.
4.3 Paper C
H. Zhang, F. Österlind, P. Soldati, T. Voigt, and M. Johansson. Rapid Con-
vergecast on Commodity Hardware: Performance Limits and Optimal Poli-
cies. In The IEEE Communications Society Conference on Sensor, Mesh
and Ad Hoc Communications and Networks (IEEE SECON), Boston, Mas-
sachusetts, USA, June 2010
Summary
This paper leverages insights from Paper B that moved packet-copying off the
critical path in a bulk transfer scenario. In contrast to Paper B, we now con-
sider a convergecast scenario. Our intended application is industrial with con-
trol loops over low-power wireless networks. The network response latency is
hence of major importance.
The main insight in this work is that packet-copying should be performed in
a separate time slot, resulting in three different time slot types: transmission,
reception, and packet-copying.
Our proposed convergecast protocol is synchronized and uses both
frequency-hopping and separated packet-copying time slots. We present
both a centralized and a distributed algorithm, and prove that the algorithms
produce time-optimal schedules.
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Reflections
We used Cooja both during the development of this protocol, and for setting up
the experiments. For experiments, we first configured a simulated network that
matched our hardware testbed, verified the protocol behavior in simulation,
and then deployed the code to the testbed and measured the performance.
The development and debugging of low-level, high-performance protocols
like in this work can be very time-consuming and difficult. To assist me in
understanding the behavior, I developed a Timeline extension to Cooja. The
Timeline was later made available to the public and is now one of the most
appreciated features in Cooja [86].
My Contributions
I developed the separated copying slots technique together with the other au-
thors. I implemented the protocol in Contiki, and carried out the performance
experiments in both simulation and on real hardware. The algorithm for de-
riving an optimal schedule was developed by Haibo Zhang and the other co-
authors.
4.4 Paper D
F. Österlind, A. Dunkels, T. Voigt, N. Tsiftes, J. Eriksson, and N. Finne.
Sensornet Checkpointing: Enabling Repeatability in Testbeds and Realism in
Simulations. In Proceedings of the European Conference on Wireless Sensor
Networks (EWSN), Cork, Ireland, February 2009
Summary
This work was motivated by an ongoing debate on how simulators should be
used to perform research experiments, or whether the simplistic radio mod-
els found in low-power wireless simulation disqualify them altogether. My
opinion is that the experiment alone determines whether a simulation-based
experiment is appropriate or not; in some experiments extremely simple ideal
models are preferred over complex and realistic models—an opinion which is
reflected by Cooja’s flexible design.
A number of papers proposed mixing simulation with testbeds to introduce
realism in (partially) simulated experiments [76, 88, 124, 125]. The simulation
environment is connected to a hardware testbed, and the network is partly
simulated and partly run on real hardware. This technique is called hybrid
simulation. A problem with hybrid simulation, as further discussed in this
paper, is that many of the beneficial properties of simulation alone disappear
including repeatability and non-intrusive visibility.
In this paper, in contrast to hybrid simulation, we instead propose mixing
testbeds and simulation over the temporal axis. The entire network is hence
both represented in the simulation and in the testbed. The network state and
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execution, however, moves between the two domains. This approach provides
repeatability and non-intrusive visibility while the network is in simulation,
and realism while in testbed. This paper proposes and evaluates the basic
mechanism.
Reflections
Sensornet checkpointing is an extremely powerful technique, but requires
sophisticated infrastructure support. The dependencies include a testbed
of Tmote Sky devices, testbed checkpointing software support, the Cooja
simulator that can emulate the Tmote Sky device, a Contiki checkpointing
library, and a middleware for transferring network checkpoints between
testbed and simulation. These prerequisites make sensornet checkpointing
difficult to adopt for new users, as sensornet checkpointing has a relatively
large setup time compared to for instance timing-accurate simulation.
My Contributions
I implemented the checkpointing server-side software, and the Contiki library
and its port to the Tmote Sky device. I wrote the paper, and carried out the
experiments. Joakim Eriksson provided bug fixes and feature requests for the
MSPsim emulator. Nicolas Tsiftes provided the run-length encoding experi-
ment results.
4.5 Paper E
F. Österlind, N. Wirström, N. Tsiftes, N. Finne, T. Voigt, and A. Dunkels.
StrawMAN: Making Sudden Traffic Surges Graceful in Low-Power Wireless
Networks. In Proceedings of the Workshop on Hot Topics in Embedded Net-
worked Sensor Systems (HotEmnets), Killarney, Ireland, June 2010
Summary
This paper presents Strawman, a contention resolution mechanism for low-
power wireless networks. Strawman makes networks robust to sudden in-
creases of traffic, thus allowing a network to be configured for the steady-state
network traffic instead of the anticipated traffic peaks.
One of the major energy consumers in radio duty-cycled networks is idle
listening: waking the radio up to check for new incoming data when there is
no new data generated in the network. If the network is configured to use very
low duty cycles, however, it becomes sensitive to traffic bursts and hidden
terminals. Moreover, the traditional technique to handle the hidden terminal
problem, Request-To-Send/Clear-To-Send (RTS/CTS), has been shown to in-
duce a prohibitively high overhead in these networks [93].
Strawman builds upon Low-Power Probing (LPP) [81, 112], and was in-
spired by the Pollcast [25] and the Backcast [34] communication primitives.
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LPP makes receivers probe for incoming data by a radio transmission; com-
munication is receiver-initiated. Pollcast and Backcast both make explicit use
of radio packet collisions.
Strawman is conceptually similar to both random backoff and to
bit-dominance protocols [100]. In contrast to random backoff where
contenders back off for a random duration, Strawman contenders transmit a
random-length request packet which length determines whether they win
channel access or not. In contrast to bit-dominance protocols, Strawman uses
dynamic priorities and does not require on-off-keying radio modulation.
Reflections
Strawman is a technique that can significantly affect how low-power wireless
networks applications are designed, as it makes the network robust against
traffic bursts. This paper proposes the basic technique, but only provides ini-
tial experimental results. Before the technique can be adopted by the gen-
eral public, we need to evaluate it in real deployments. By contrast, the de
facto standard technique random backoff has been well-tested in the Internet
for decades. Another important factor is code availability; we plan to release
Contiki’s Strawman implementation with the next release of Contiki. Paper F
further develops Strawman.
My Contributions
I invented the Strawman mechanism, and implemented it in Contiki. I wrote
the paper with help from Adam Dunkels and Niklas Wirström. The name
Strawman was suggested by Adam Dunkels. I carried out the experiments.
Niclas Finne helped carry out the carrier detect sensitivity experiments in the
background section. Niklas Wirström helped implement the software needed
for the request resolution experiment.
4.6 Paper F
F. Österlind, L. Mottola, T. Voigt, N. Tsiftes, and A. Dunkels. Strawman:
Resolving Collisions Through Collisions. In submission
Summary
This paper further develops the Strawman contention resolution mechanism
proposed in Paper E. We reimplement the Strawman mechanism for Contiki,
and perform thorough experiments in a large-scale testbed, including packet-
length estimation robustness, and how Strawman copes with saturated traffic
and hidden terminals.
We show that packet-length estimation is robust to both the number of con-
tenders and to external radio interference. We integrate Strawman with the
Low-Power Probing protocol RI-MAC, and compare its performance with
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backoff-based approaches. Our experiments further show that backoff-based
approaches relies heavily on capture effect, which allows a radio to correctly
receive a radio packet even when other colliding radio packets are transmitted
simultaneously [72].
Reflections
In contrast to the previous Strawman workshop paper, this paper develops and
evaluates a complete Strawman implementation in a large-scale testbed. Dur-
ing this process we saw the need for, and developed, many features that are
now central to the Strawman protocol. For instance, both the use of a non-
uniform distribution and Strawman’s multi-channel operation were motivated
by early experimental results from the TWIST testbed. For me, these discover-
ies stress the importance of actually implementing and evaluating applications
and protocols on real hardware and in large-scale testbeds.
My Contributions
I wrote the paper with help from the co-authors, and especially from Luca
Mottola who helped structure and write about the experiments and the related
work. I implemented Strawman and conducted all experiments.
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5. Related Work
This thesis argues for timing-accurate simulation when developing low-power
wireless protocols. Related work includes simulation tools as well as alterna-
tive development methods that may be combined with, or altogether replace,
simulation. Related work further includes low-power wireless protocols and
mechanisms for achieving high throughput and low power consumption.
5.1 Low-Power Wireless Simulation
A simulation contains a model of a system, where the model is typically
too complex to theoretically analyze. The amount of details in the simulated
model varies between different simulation environments and affects both the
simulation performance and applicability. A simulation with few details re-
quires less memory and executes faster than a simulation with a high level
of details, whereas the detailed simulation may better represent a real-world
system. In the context of low-power wireless networks, a simulation contains
models of the radio environment, the sensor data environment, and the device
applications. The devices are typically modeled at either of three detail lev-
els: the network, the operating system, or the hardware. By contrast, Cooja
supports simulation at all three levels, as described next in Section 5.1.4. A
few well-known simulators that simulate networks at a single detail level are
reviewed below.
5.1.1 Network-Level
Network-level simulations enable study of how network protocols behave
given different stimuli and over different network topologies. The network-
level is well suited for early prototyping.
The perhaps most well-known network-level simulator is ns-2 [121]. ns-
2 contains a large set of pre-installed network and Medium Access Control
(MAC) protocols and radio environment models to choose from, and allows a
user to quickly configure a new network simulation.
Several extensions have been added to ns-2 to add or improve support for
simulation of low-power wireless networks [88, 128]. Wittenburg and Schiller
added support for simulating real deployable sensor network application code
in ns-2 [128]. SensorSim extends ns-2 with battery and sensor models [88].
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Other sensor network simulators at the network-level include SENSE [19],
SENS [114], Castalia [14] and MiXiM [67] that build upon OMNeT++ [22],
and QualNet [1] that builds upon GloMoSim [133].
Network-level simulators typically do not simulate deployable application
code. Even simulators that support deployable code, such as the ScatterWeb
simulator [128], only model the application and not the complete operating
system. This limits the applicability of network-level simulators.
5.1.2 Operating System-Level
Simulation at the operating system-level is more detailed than the network-
level. An OS-level simulation exercises the complete operating system, in-
cluding the network protocols, memory management libraries, and the process
scheduler.
OS-level simulation typically employs glue drivers to replace the hardware
peripheral drivers, such as the radio driver. The operating system together with
the simulated application is then compiled and executed during the simula-
tion. OS-level simulation offers a good tradeoff between simulation execution
speed and accuracy.
Two examples of OS-level simulation environments are TOSSIM [73] that
simulates TinyOS, and EmSim [48] that simulates the EmStar environment.
5.1.3 Hardware-Level
The hardware detail level models the entire low-power wireless device, in-
cluding real code application, operating system, and all hardware peripherals
on the device. The simulation environment can load pre-compiled binaries for
the modeled hardware platform, and thus supports simulating the exact same
binary as is uploaded to real hardware. Simulation at the hardware level offers
high details and accurate execution timing at the price of higher execution and
memory overhead.
Sensor device hardware emulators include Avrora [119] that emulates AVR-
based sensor node hardware, ATEMU [63] that emulates the MICA2 sensor
platform, and MSPsim [38] that emulates the TI MSP430 microcontroller and
the Tmote Sky device [79]. AvroraZ [4] is an extension to Avrora that adds
emulation of the CC2420 radio and the MicaZ platform.
The Worldsens development environment [44] is structurally similar to
Cooja/MSPsim. The network simulator WSNet in Worldsens interconnects
several WSim instances, similarly to how Cooja connects several MSPsim
instances. WSim, like MSPsim, emulates instances of MSP430-based
low-power devices.
48
5.1.4 Mixing Levels
The amount of details modeled in a simulation environment greatly affects
both the simulator applicability and performance. The three detail levels dis-
cussed above all have individual strengths and weaknesses. For example, sim-
ulations with fewer details have less restrictions and run faster compared to
more detailed simulations. In addition, a high-level simulation is not restricted
by hardware limitations or low-level implementation details. By contrast, de-
tailed hardware-level simulations have the exact same memory and processing
restrictions as the real hardware devices, which simplifies migrating from sim-
ulation to real hardware.
The concept of cross-level simulation is introduced in Paper A. Cross-level
simulation allows for simulating different devices with different amounts of
detail. The main insight behind cross-level simulation is that a developer is
often interested in only a subset of nodes in a simulated network, such as the
nodes that are closest to the data sink in a collection network. For example,
a cross-level simulation may contain a few tens of emulated devices that are
positioned close to the data sink, and a few hundred OS-level devices further
from the sink.
Hybrid simulation, also called co-simulation, connects real hardware de-
vices with simulated ones [76, 88, 111, 124, 125]. By mixing simulated and
real hardware, hybrid simulation is conceptually similar to Hardware-in-the-
loop (HIL) simulation. Simulators that make use of hybrid simulation environ-
ments strive to either provide higher scalability by the introduction of simu-
lated nodes [125], higher realism by the introduction real hardware nodes [76,
88], or for improved debugging and testing support [124]. The connection
between simulated and real nodes is typically a serial port. Another type of
hybrid simulation gathers information from real networks to enhance realism
in simulated networks. For instance, the Cooja extension RealSim by Strube
et al. updates the simulated radio environment in real-time according to mea-
surements in a real-hardware testbed [111].
We propose sensornet checkpointing in Paper D, a technique that is similar
to hybrid simulation as it involves both real hardware and simulated nodes.
Sensornet checkpointing allows transferring a complete network state between
simulation and real hardware—the network execution is either in simulation
or on hardware, not in both as with hybrid simulation.
5.1.5 Modeling Time
How simulation environments model time affects both performance and accu-
racy of experiments, and several different approaches have been proposed [18,
44, 70, 105, 119]. TrueTime is a simulator for networked real-time control sys-
tems, and simulates how device constraints like microcontroller CPU speed
affect an application [18]. TrueTime is an application-level simulator, where
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application tasks are implemented in MATLAB. TrueTime cannot simulate
real deployable microcontroller code, and targets early development phases.
PowerTOSSIM [105] and TimeTOSSIM [70] are extensions to the TinyOS
simulator TOSSIM. Like TOSSIM they are OS-level simulators but they add
additional timing accuracy by code analysis and instrumentation. Both Pow-
erTOSSIM and TimeTOSSIM instrument the simulated TinyOS system with
estimates of code execution durations. They are less detailed than device em-
ulators and offer a trade-off between timing accuracy and simulation perfor-
mance. The lack of details limits their applicability for development of low-
power wireless protocols. For example, PowerTOSSIM and TimeTOSSIM do
not model peripherals with high timing such as the communication bus be-
tween the microcontroller and the radio transceiver. But such detailed models
were needed to gain the insights behind the Conditional Immediate Transmis-
sion technique in Paper B.
Avrora [119] and Worldsense [44] are hardware-level simulators and, like
MSPsim, offer cycle-accurate timing details. In this thesis I demonstrate that
this high level of timing-accuracy is important to develop low-power wireless
protocols with high performance.
5.2 Development Methods
Development of low-power wireless networks is difficult due to the distributed
applications and severe resource-limitations. Simulation is often used as it of-
fers full visibility, repeatability, and control of the simulated network. To sim-
plify development on real hardware, techniques and tools that provide similar
functionality as available in simulation have been proposed.
5.2.1 Repeatability in Testbeds
Hardware testbeds allow for uploading and running low-power wireless ap-
plications on real hardware in controlled environments. Well-known research
testbeds include the publicly available 200-node TWIST testbed [51] and
Harvard’s 190-nodes MoteLab testbed [126]. Simulated network mobility is
achieved with tools such as BonnMotion [7, 8], whereas real-hardware mobil-
ity can be implemented using robot-equipped testbeds [62, 98].
Repeatability of hardware experiments was addressed by Luo et al. that
present EnviroLog [78]. EnviroLog records and later replays all asynchronous
events on a sensor device, to enable performance evaluations on real-hardware
networks.
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5.2.2 Non-Intrusive Visibility
A number of approaches have been proposed to increase the visibility into
low-power networks, both simulated and hardware-based. Wachs et al. argue
for building in visibility directly into the network protocols, and introduce a
new energy cost-based visibility metric [123].
Römer presents passive distributed assertions (PDAs) [102]. PDAs allows
for non-intrusively exposing internal application state in the network by in-
strumenting the application pre-deployment to periodically transmit applica-
tion state. A temporary sniffer network is then deployed next to the mon-
itored network. PDAs are non-intrusive in the sense that the application is
not affected by the addition or removal of the sniffer network. Sympathy by
Ramanathan et al. combines both passively collected information with active
periodic beacons to detect network faults [96].
Software-based [31, 42] and hardware-based [61] power consumption mon-
itors measure the power performance of deployed applications, and thus pro-
vide visibility into a deployed application’s power profile.
The Aveksha system by Tancreti et al. uses the debug module of the on-
board microcontroller to non-intrusively observe the execution of a deployed
application [115]. Using Aveksha, a watchpoint-based user interface similar
to the simulated Cooja Timeline [86] can be provided, but Aveksha provides
visibility into real-hardware devices which Cooja cannot.
5.2.3 Source-level Debugging
Source-level debuggers are popular tools to debug and inspect both simulated
and real-hardware networks. Huber et al. integrate YETI [16] with Cooja to
simplify development of TinyOS-based applications [56]. YETI allows for
debugging and monitoring of a simulated Cooja network via GDB interfaces.
Similarly, the Clairvoyant source-level debugger allows for remote access into
deployed hardware networks [130].
Marionette provides basic remote procedure calls (RPC) that enables a de-
veloper to login to devices in a deployed network [127]. The developer can in-
teractively and remotely execute functions, and read and write variable states
on the deployed devices.
5.3 Low-Power Wireless Protocols
We propose the Conditional Immediate Transmission (CIT) pipelining tech-
nique in Paper B, and the Strawman contention resolution mechanism for
traffic-bursty radio duty-cycled networks in Paper E.
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5.3.1 High-Throughput Protocols
The throughput in a low-power wireless network may directly affect the
overall network power consumption. Power-saving mechanisms such as radio
duty-cycling are often disabled during bulk transfers, so increased throughput
allows the network to reactivate duty-cycling earlier [41].
We propose the Conditional Immediate Transmission (CIT) technique
in Paper B. CIT removes packet copying off the critical path and is
conceptually similar to no-copy APIs. No-copy APIs have been shown to
increase performance in general purpose systems [2, 26]. CIT is a pipelining
technique for building upper-layer protocols with high throughput, for
example bulk transfer protocols. We demonstrate that CIT can significantly
increase multi-hop bulk transfer throughput in Paper B and decrease
convergecast latency in Paper C.
Bulk transfer protocols such as Flush [64], PIP [95], and Burst Forward-
ing [32] provide complete high-throughput data transport protocols. Flush is a
bulk transfer protocol that provides end-to-end reliability and hop-by-hop rate
control [64]. By contrast, the bulk transfer protocol we built in Paper B is best-
effort, so their achieved throughputs should hence not be compared directly.
Rather, CIT may be used by upper-layer protocols such as Flush to increase
throughput.
PIP by Raman et al. use CIT to increase bulk transfer throughput in a re-
liable multi-channel TDMA protocol [95]. In addition, we have used insights
from CIT in the Burst Forwarding protocol to provide high throughput over
lossy links [32]. We have also built a convergecast protocol that separates
packet copying from packet transmissions, to increase convergecast through-
put and decrease latency in Paper C.
5.3.2 Coping with Traffic Bursts
Event-driven networks monitor the physical environment and only occasion-
ally and suddenly generate large amounts of data in the network [59]. Straw-
man is a contention resolution mechanism that sits inside a receiver-initiated
protocol, and is designed for networks that have a steady flow of data but that
may experience sudden traffic bursts. For example, such a network may col-
lect temperature measurements regularly, but would generate a large burst of
alarm traffic from several network nodes upon detecting fire.
Coping with traffic bursts can be implemented at different levels of a sys-
tem. ESRT [103] interacts between the application layer and the MAC layer
to adapt to varying traffic levels. Similarly, Chi by Finne et al. reconfigures
the entire network stack according to changes in network traffic by leveraging
a separate system-wide configuration [41].
The Reliable Bursty Convergecast (RBC) protocol operates at the network
and MAC layer and reliably collects bursts of data from an entire network to
a single collection point [134].
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Several MAC protocols that are specifically designed to cope with bursty
traffic have been proposed [5, 57, 99, 101]. Z-MAC alternates between
synchronized and contention-based operation depending on the amount of
network traffic [99]. BurstMAC calculates and distributes ad-hoc per-round
neighbor schedules to efficiently and quickly collect data transmission per
neighbor [101].
Strawman is a contention resolution mechanism that sits inside a receiver-
initiated radio duty-cycling protocol, and may be combined with many of the
proposed upper-layer techniques for handling traffic bursts. Moreover, Straw-
man is activated only when needed, upon detecting data collisions, and has
otherwise zero overhead.
5.3.3 Contention Resolution
Research on radio duty-cycling protocols has largely focused on the
duty-cycling mechanism itself, and has assumed a random backoff-based
contention resolution mechanism, such as exponential backoff [93, 129]. In
networks with stable traffic patterns, contention and data collisions can be
avoided by configuring or dynamically adapting the sleep cycles. In networks
with bursty traffic, however, the overhead of configuring for worst-case
traffic rates becomes prohibitively high. Jamieson et al. propose sampling
random backoffs from a geometric distribution, for improved scalability and
a bounded maximum backoff delay [59]. Strawman similarly relies on a
non-uniform distribution [47].
5.3.4 Bit-Dominance Protocols and Radio Collisions
At the core of Strawman lies the ability to schedule channel access by mea-
suring the longest of several colliding transmissions. Several other types of
protocols rely on explicit radio collisions, such as bit-dominance protocols
and protocols that exploit constructive interference.
Bit-dominance protocols schedule channel access by identifying a single
highest prioritized sender among multiple colliding transmissions, and have
been proposed for both the wired [118] and wireless domain [91, 100]. To
be able to extract the dominant sender, bit-dominance protocols such as
WiDom [91] and BitMAC [100] rely on On-Off-Keying (OOK).
The Black Burst protocol, like Strawman, does not rely on OOK modulation
but instead measures the contention packets’ lengths to determine a single
channel winner [107]. In contrast to Strawman, Black Burst targets sender-
initiated CSMA protocols, does not cope with hidden terminals, and is not
designed for duty-cycled low-power networks.
Another set of protocols also rely on synchronized radio collisions, but do
not extract information from the actual collisions, but rather from the existence
of the collisions [17, 25, 34]. The MAC protocol FlipMAC [17] and the net-
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work primitive Countcast [25] are both receiver-initiated and work by letting
neighbors collide for several consecutive rounds, while counting the number
collision rounds. Each neighbor randomly and locally decides whether to par-
ticipate in the following round. Although the two protocols work similarly,
they are used for different purposes. Countcast is used to estimate the number
of neighbors, whereas FlipMAC is used to elect a single channel winner. The
Backcast primitive [34] synchronizes several identical radio transmissions to
achieve non-destructive interference at the receiver. Backcast is used in the
radio duty-cycling protocol A-MAC to distinguish radio transmissions from
background noise [35].
5.3.5 The Hidden Terminal Problem
The hidden terminal problem occurs when two or more network nodes trans-
mit to a common destination, but fail to detect each other’s transmissions
and therefore cause data collisions [10]. Request-To-Send/Clear-To-Send (RT-
S/CTS) protocols are commonly used to mitigate the hidden terminal problem,
and have been evaluated also in low-power wireless networks [131]. Tradi-
tional RTS/CTS protocols, however, have been shown to exhibit a high over-
head in low-power networks [93].
Strawman shares many properties with RTS/CTS protocols, as is solves
the hidden terminal problem via its receiver-originated decision transmission.
In contrast to RTS/CTS protocols, Strawman allows for several simultaneous
channel contenders, by first synchronizing all contenders with a probe trans-
mission and then electing the winner by measuring who sent the longest RTS
packet.
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6. Conclusions
In this thesis I show that timing-accurate simulation is important to improve
performance in low-power wireless protocols. High timing accuracy becomes
important due to the extremely timing-sensitive radio duty-cycling techniques
that are employed to preserve power coupled with the low resources available
on low-power devices.
I develop the simulation environment Cooja that when combined with the
MSPsim device emulator simulates low-power wireless networks with high
timing accuracy. Using Cooja, I demonstrate how timing-accurate simulation
is used to facilitate development of low-power wireless protocols. I present the
Conditional Immediate Transmission technique that removes packet copying
off the critical path and the contention resolution mechanism Strawman that
handles sudden traffic bursts and copes with hidden terminals.
I present the cross-level simulation and the sensornet checkpointing tech-
niques. These techniques improve scalability and realism of low-power wire-
less network experiments, but my experience is that the availability of timing-
accurate simulation reduces the need for techniques such as cross-level simu-
lation and sensornet checkpointing when developing low-power wireless pro-
tocols.
The development of Cooja is still active. Current projects add support for
new types of emulated low-power devices, make the simulation engine more
efficient, and enable high-coverage testing using sensornet checkpointing. The
Cooja simulation environment is used by both academia and industry and is
the default simulator in the Contiki operating system since year 2006.
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