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Abstract
In this paper we discuss the isomorphism types of parabolic subgroups in Kac-Moody groups.
The results have applications in the study of topology of Kac-Moody groups and their classifying
spaces.
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1 Introduction
Let A = (aij) be an n× n integer matrix which satisfies
(1) aii = 2, for 1 ≤ i ≤ n;
(2) aij ≤ 0, for 1 ≤ i 6= j ≤ n;;
(3) aij = 0 if and only if aji = 0,
then A is called a Cartan matrix.
For a Cartan matrix A, let h be the complex vector space with basis Π∨ = {α∨1 , α∨2 , · · · , α∨n}.
We denote the dual basis of Π∨ in the dual vector space h∗ by {ω1, ω2, · · · , ωn}, i.e. ωi(α∨j ) = δij for
1 ≤ i, j ≤ n. Let Π = {α1, · · · , αn} ⊂ h∗ be given by 〈α∨i , αj〉 = aij for all i, j, then αi =
n∑
j=1
ajiωj.
When the Cartan matrix A is singular, then {αi, 1 ≤ i ≤ n} is not a basis of h∗. αi, α∨i , ωi, 1 ≤ i ≤ n
are called respectively the simple roots, simple coroots and fundamental dominant weights.
By the work of Kac[2] and Moody[8], it is well known that for each Cartan matrix A, there
exists a complex Lie algebra g(A) which is called Kac-Moody Lie algebra.
The Kac-Moody Lie algebra g(A) is generated by α∨i , ei, fi, 1 ≤ i ≤ n over the complex field
C, with the defining relations:
(1) [α∨i , α
∨
j ] = 0 for all i, j;
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(2) [ei, fj] = δijα
∨
i for all i, j;
(3) [α∨i , ej ] = aijej , [α
∨
i , fj ] = −aijfj for all i, j;
(4) ad(ei)
−aij+1(ej) = 0, for all 1 ≤ i 6= j ≤ n;
(5) ad(fi)
−aij+1(fj) = 0, for all 1 ≤ i 6= j ≤ n.
Kac and Peterson[4][5][6] constructed the simply connected Kac-Moody group G(A) with Lie
algebra g(A).
Cartan matrices and their associated Kac-Moody Lie algebras, Kac-Moody groups are divided
into three types.
(1) Finite type, if A is positive definite. In this case, G(A) is just the simply connected complex
semisimple Lie group with Cartan matrix A.
(2) Affine type, if A is positive semi-definite and has rank n− 1.
(3) Indefinite type otherwise.
Let S be the set {1, 2, · · · , n}. For each proper subset I ( S, the matrix AI = (aij)i,j∈I is
also a Cartan matrix. And there is a Kac-Moody subalgebra g(AI) of g(A) which is generated
by α∨i , ei, fi, i ∈ I, and a parabolic subalgebra gI(A) generated by ei, i ∈ I and α∨i , fi, 1 ≤ i ≤ n.
Corresponding to g(AI) and gI(A), there is a connected subgroup G(AI) and a parabolic subgroup
GI(A) in G(A).
There is a canonical anti-linear involution on the Lie algebra g(A) which is defined by σ(ei) =
fi, σ(fi) = ei and σ(α
∨
i ) = −α∨i . The fixed real subalgebra k(A) is spanned by
√−1α∨i , 1 ≤ i ≤
n; eα + fα,
√−1(eα − fα), α ∈ ∆+(the positive root system of G(A)). k(A) has a real Cartan
subalgebra t which is generated by
√−1α∨i , 1 ≤ i ≤ n. And σ induces an automorphism w on
G(A). The unitary form K(A) of G(A) is defined as the fixed subgroup G(A)w and k(A) is its
Lie algebra. The unitary form of the Kac-Moody subgroup G(AI) is K(AI) = K(A)∩G(AI) with
Lie algebras k(AI) = k(A) ∩ g(AI). And the unitary form of the parabolic subgroup GI(A) is
KI(A) = K(A)∩GI(A) with Lie algebras kI(A) = k(A)∩ gI(A). For I = ∅, K∅(A) is the maximal
torus subgroup T of K(A) and t is its Lie algebra. The groups K(AI) and KI(A) have the same
simple root system ΠI = {αi|i ∈ I} and Dynkin diagram. The readers may refer to [4][5][6][7] for
details.
Let tI = k(AI) ∩ t be the Cartan subalgebra of K(AI) and t′I be the central subalgebra of
kI(A). Let TI and T
′
I be the torus subgroups of K(A) corresponding to tI and t
′
I . Since K(AI)
commutes with T ′I , we have a homomorphism piI : K(AI) × T ′I → KI(A), (a, b) 7→ ab. And piI
induces a Lie algebra homomorphism dpiI : k(AI)× t′I → kI(A), (X,Y ) 7→ X + Y .
Generally, dpiI is neither injective nor surjective. However, we will prove that dpiI is an isomor-
phism if and only if the Cartan matrix AI is non-singular. In this case dpiI is surjective and the
kernel of piI is a discrete subgroup ΓI in the center of K(AI)× T ′I , thus KI(A) ∼= K(AI)× T ′I/ΓI .
Then a natural problem is
Problem: For the pair (A, I) with detAI 6= 0, how to determine the discrete subgroup ΓI .
If detAI = 0, KI(A) can’t be written as a quotient of K(AI)×T ′I , but as a semi-direct product
of K(AI) and TS−I .
For Kac-Moody groups of finite type, Duan and Liu[1] determine the isomorphism types of
centralizer of an element in a simply connected compact Lie group. Their results contain the
computation of the isomorphism type of parabolic subgroups of Kac-Moody group of finite type.
In this paper, we will generalize their methods to general cases.
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The methods to determine the isomorphism type of KI(A) is as follows. First we observe that
the kernel of piI equals to the kernel of its restricted homomorphism on maximal torus. Then by
identifying the Cartan subalgebra tI ⊕ t′I of k(AI)× t′I with the Cartan subalgebra t of kI(A), and
comparing the unit lattice L(A) ⊂ tI ⊕ t′I with the unit lattice LI(A) ⊂ t, we determine the group
ΓI . We have
Theorem 1: Let L(A) and LI(A) be the unit lattices of T and TI ×T ′I respectively. If detA 6= 0,
ΓI is isomorphic to L(A)/LI(A).
Theorem 2: Let EI(A) be the subgroup of Z
|I| generated by the row vectors e1, e2, · · · , en of
matrix A˜I = (aij)i∈S,j∈I and E(AI) be the subgroup generated by the row vectors ei1 , ei2 , · · · , ei|I|
of matrix AI = (aij)i,j∈I , then we have ΓI ∼= EI(A)/E(AI ).
The contents of this paper are as follows. In section 2, we discuss the computation of the center
of a Kac-Moody group. In section 3, we determine the group ΓI .
2 The center of the Kac-Moody group K(A)
In this section we compute the center Z(K(A)) of the Kac-Moody group K(A).
By definition
Z(K(A)) = {a ∈ K(A)|aba−1 = b,∀b ∈ K(A)}.
By the general theory of Kac-Moody groups, the center of K(A) is contained in the maximal torus
subgroup T . Hence an element a ∈ Z(K(A)) can be written as a = exp(Λ) with Λ ∈ t. And
Z(K(A)) = {a|Ad(a)Y = Y,∀Y ∈ k(A)}.
Therefore a ∈ Z(K(A)) if and only if Ad(a)ei = ei and Ad(a)fi = fi for all i. And we have
Ad(a)ei = Ad(exp(Λ))ei = exp(ad(Λ))ei = e
αi(Λ)ei. Similarly Ad(a)fi = e
−αi(Λ)fi. Hence a ∈
Z(K(A)) if and only if αi(Λ) ∈ 2pi
√−1Z.
From now on we may omit the constant 2pi
√−1 temporarily for convenience and we can recover
it at any time. An element Λ =
n∑
i=1
λiα
∨
i ∈ t can be regarded as a row vector (λ1, λ2, · · · , λn)
under the basis Π∨. Similarly the root αi =
n∑
j=1
ajiwj can be regarded as a column vector
(a1i, a2i, · · · , ani)T , which is exact the i-th column vector of A.
Definition 2.1. For a Cartan matrix A, we define Z(A) = {Λ ∈ t|αi(Λ) ∈ Z, 1 ≤ i ≤ n} and
L(A) = {Λ ∈ t| exp(Λ) = e}. L(A) is the kernel of the exponential map exp : t → T and is called
the unit lattice of T .
It is easy to see that L(A) ⊂ Z(A). And for the simply connected Kac-Moody group K(A),
L(A) is spanned by α∨1 , α
∨
2 , · · · , α∨n .
Proposition 2.1. The center of Kac-Moody group K(A) is isomorphic to Z(A)/L(A).
Proof: We consider the surjective homomorphism φ : Z(A) → Z(G(A)),Λ 7→ exp(Λ). It is easy
to see that the kernel of φ is L(A). This proves the proposition.
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The condition αi(Λ) ∈ Z, 1 ≤ i ≤ n is equivalent to equation (λ1, λ2, · · · , λn)A = (k1, k2, · · · , kn)
with k1, k2, · · · , kn ∈ Z. Let K = (k1, k2, · · · , kn), the equation can be written as
ΛA = K (1)
If detA 6= 0, then the solution of Equation 1 is Λ = KA−1. It can be written as Λ =
n∑
i=1
kivi with
vi being the i-th row vector of matrix A
−1. Hence vi, 1 ≤ i ≤ n generates Z(A). Let v¯i be the
image of vi under the homomorphism φ, then v¯i, 1 ≤ i ≤ n generates the group Z(K(A)).
Let tQ be the Q-vector space L(A) ⊗ Q. We define a linear map R : tQ → Qn,Λ 7→ ΛA. Let
e1, e2, · · · , en be the row vectors of A. They span a lattice subgroup E in Zn. we have
Corollary 2.1. If detA 6= 0, then Z(K(A)) ∼= Zn/E and it is a finite group with order |detA|.
Proof: If detA 6= 0, then R is an isomorphism. Hence Z(A)/L(A) ∼= R(Z(A))/R(L(A)) =
Zn/E.
If detA = 0, Let F be the intersection of Zn ⊂ Qn with the Q-vector space spanned by
e1, e2, · · · , en, we have
Corollary 2.2. If detA = 0, then Z(K(A)) is isomorphic to the product of a finite group Z ′(K(A))
and a torus subgroup T n−k ⊂ T , where Z ′(K(A)) ∼= F/E and k = rank(AI).
Proof: We have two exact sequences.
0→ kerR→ Z(A)→ imR ∩ Zn → 0, 0→ kerR ∩ L(A)→ L(A)→ imL(A)→ 0,
The quotient of these two sequences gives an exact sequence
0→ T n−k → Z(K(A))→ F/E → 0
Since T n−k is divisible, the exact sequence is split. This proves the corollary.
Example 2.1. Let A = (aij)2×2 be a Cartan matrix of rank 2, we compute the center of K(A).
Λ = (λ1, λ2) ∈ Z(K(A)) if and only if{
2λ1 + a21λ2 = k1
a12λ1 + 2λ2 = k2
If ∆ = 4− a12a21 6= 0, then {
λ1 =
2
∆k1 +
−a21
∆ k2
λ2 =
−a12
∆ k1 +
2
∆k2
Hence we have (λ1, λ2) = k1(
2
∆
,
−a12
∆
) + k2(
−a21
∆
,
2
∆
).
We set v1 = (
2
∆
,
−a12
∆
) and v2 = (
−a21
∆
,
2
∆
), then v¯1 and v¯2 are the generators of group
Z(K(A)). Explicit computation shows
If a12 is odd, then v¯1 is the generator of Z(K(A)) with order |∆|. And Z(K(A)) is isomorphic
to Z|∆|.
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If a21 is odd, then v¯2 is the generator of Z(K(A)) with order |∆|. And Z(K(A)) is isomorphic
to Z|∆|.
If both a12 and a21 are even, then v¯1 and v¯2 +
a21
2 v¯1 are the generators of Z(K(A)) with order
|∆|
2 and order 2. And Z(K(A)) is isomorphic to Z |∆|
2
× Z2.
If ∆ = 0, then a12a21 = 4 and we must have A =
(
2 −2
−2 2
)
or
(
2 −1
−4 2
)
For A =
(
2 −2
−2 2
)
, e1 = (2,−2), e2 = (−2, 2) and E = Z(2,−2), F = Z(1,−1), hence
Z ′(K(A)) = Z2.
For A =
(
2 −1
−4 2
)
, e1 = (2,−1), e2 = (−4, 2) and E = Z(2,−1), F = Z(2,−1), hence
Z ′(K(A)) = {1}.
In both cases k = 1.
An n× n integer matrix A has a decomposition A = PA˜Q, where P, A˜,Q are integer matrices
with detP,detQ ∈ {1,−1} and A˜ = diag[q1, q2, · · · , qn] with q1 | q2 | · · · | qn. If detA = 0 and
rank(A) = k, then qk+1 = qk+2 = · · · = qn = 0. If A is a Cartan matrix, then Equation 1 becomes
ΛPA˜Q = K. Denoting ΛP and KQ−1 by Λ˜ and K˜ respectively, then we have Λ˜A˜ = K˜. An easy
check shows that
Proposition 2.2. Z(K(A)) ∼= Zq1 × Zq2 × · · · × Zqk × T n−k.
This provides an alternative proof for Corollary 2.2
3 The kernel ΓI of the homomorphism piI
First we compute the center ZI(A) of the parabolic subgroup KI(A). For I ( S, let ZI(A) = {Λ ∈
t|αi(Λ) ∈ Z,∀i ∈ I}.
Lemma 3.1. The center ZI(A) of KI(A) is exp(ZI(A)).
Proof: Since ZI(A) ⊂ T , an element a ∈ ZI(A) can be written as a = exp(Λ). A similar argument
as previous section shows that a ∈ ZI(A) if and only if Λ ∈ ZI(A). This gives a surjective
homomorphism φ : ZI(A)→ ZI(A),Λ 7→ exp(Λ) and proves the lemma.
Let A be a Cartan matrix and I ( S be a proper subset with detAI 6= 0. We have de-
fined the group homomorphism piI : K(AI) × T ′I → KI(A), (a, b) 7→ ab. It induces a Lie algebra
homomorphism dpiI : k(AI)⊕ t′I → kI(A), (X,Y ) 7→ X + Y . By checking the definition we have
Lemma 3.2. 1. The Lie algebra t′I = {Λ ∈ t|αi(Λ) = 0,∀i ∈ I}, or equivalently Λ = (λ1, λ2, · · · , λn)
∈ t′I if and only if ΛA˜I = 0, where A˜I = (aij)i∈S,j∈I .
2. The kernel of dpiI is {(X,−X)|X ∈ tI ∩ t′I} and it is isomorphic to tI ∩ t′I .
3. The kernel of piI is {(a, a−1)|a ∈ TI ∩ T ′I} and it is isomorphic to TI ∩ T ′I = K(AI) ∩ T ′I .
Lemma 3.3. dpiI is an isomorphism if and only if detAI 6= 0
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Proof: Since kI(A) and k(AI) have the same Dynkin diagram, by the previous lemma, it is
sufficient to prove that tI ∩ t′I = {0} and tI + t′I = t.
We set l = rank(AI),m = rank(A˜I), then l ≤ m ≤ |I|. By 1 and 2 of Lemma 3.2, the
dimensions of t′I and tI ∩ t′I are n−m and |I| − l. Therefore
dim(tI + t
′
I) = dim tI + dim t
′
I − dim tI ∩ t′I = |I|+ n−m− (|I| − l) = n− (m− l).
Hence dpiI is an isomorphism if and only if |I| − l = 0 and n − (m − l) = n. So we have
rank(AI) = l = m = |I|. This means that detAI 6= 0.
In the following we need only consider the case when detAI 6= 0.
Let I = {i1, i2, · · · , i|I|}, i1 < i2 < · · · < i|I| and J = S − I = {j1, j2, · · · , jn−|I|}, j1 < j2 <
· · · < jn−|I|, then the column vectors αi1 , αi2 , · · ·αi|I| form the n × |I| matrix A˜I . The matrix A˜I
can be decomposed into two sub-matrices. The i1, i2, · · · , i|I|-th rows of A˜I form the matrix AI ,
and the j1, j2, · · · , jn−|I|-th rows form another matrix A¯I . By the decomposition t = tI ⊕ tJ , each
Λ ∈ t can be written as (Λ1,Λ2) with Λ1 ∈ tI and Λ2 ∈ tJ . By definition if Λ ∈ ZI(A), then
ΛA˜I = (ki1 , ki2 , · · · , ki|I|), ki1 , ki2 , · · · , ki|I| ∈ Z. Let KI be the row vector (ki1 , ki2 , · · · , ki|I|), then
we can write the equation ΛA˜I = KI as
Λ1AI + Λ2A¯I = KI . (2)
The vector Λ can also be decomposed as Λ = ΛI1 + Λ
I
2 with Λ
I
1 ∈ tI and ΛI2 ∈ t′I . The relation
for the two decompositions are described in the following lemma.
Lemma 3.4. For Λ = (Λ1,Λ2), Let KI = ΛA˜I = Λ1AI + Λ2A¯I . If detAI 6= 0, then ΛI1 =
(KIA
−1
I , 0) and Λ
I
2 = (−Λ2A¯IA−1I ,Λ2).
Proof: We need to show that ΛI1 ∈ tI , ΛI2 ∈ t′I and Λ = ΛI1 + ΛI2. ΛI1 = (KIA−1I , 0) ∈ tI is
obvious. ΛI2 ∈ t′I is given by ΛI2A˜I = −Λ2A¯IA−1I AI + Λ2A¯I = 0. By Λ1AI + Λ2A¯I = KI we have
Λ1 + Λ2A¯IA
−1
I = KIA
−1
I . Hence Λ = (Λ1,Λ2) = (KIA
−1
I − Λ2A¯IA−1I ,Λ2) = ΛI1 + ΛI2. This proves
the lemma.
We have the following commutative diagram
tI ⊕ t′I
id

expI
// TI × T ′I
p¯iI

⊂
// K(AI)× T ′I
piI

t
exp
// T
⊂
// KI(A)
where expI = (exp, exp) : tI⊕t′I → TI×T ′I . The homomorphism piI is restricted to a homomorphism
p¯iI : TI × T ′I → T between maximal tori.
It is obvious that kerpiI = ker p¯iI . The element a = expI(Λ) lies in ker p¯iI if and only if
exp(Λ) = e, i.e. Λ lies in L(A).
Definition 3.1. For I ⊂ S, we define LI(A) = {Λ = ΛI1+ΛI2 ∈ tI × t′I | exp(ΛI1) = e, exp(ΛI2) = e},
which is called the unit lattice of TI × T ′I .
The lattice LI(A) is isomorphic to the lattice (L(A) ∩ tI) ⊕ (L(A) ∩ t′I). By Lemma 3.4 and
the definition of LI(A), we have a simple but useful result
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Corollary 3.1. For an element Λ = (λ1, λ2, · · · , λn) ∈ L(A), KI = ΛA˜I , then Λ ∈ LI(A) if and
only if KIA
−1
I ∈ Z|I| or Λ2A¯IA−1I ∈ Zn−|I|.
Now we have
Theorem 1: Let L(A) and LI(A) be the unit lattices of T and TI × T ′I . If detAI 6= 0, then
ΓI = expI(L(A))
∼= L(A)/LI(A).
Proof: Since the exponential map expI is surjective, each element a ∈ ΓI can be written as
a = expI(Λ). By considering the left square of the previous commutative diagram we have exp(Λ) =
p¯iI(expI(Λ)) = p¯iI(a) = {e}. So Λ ∈ L(A). As a result, we can define a surjective homomorphism
f : L(A) → ΓI ,Λ 7→ expI(Λ). It is obvious that the kernel of f is LI(A). This proves the
theorem.
Theorem 2: Let EI(A) be the subgroup of Z
|I| generated by the row vectors e1, e2, · · · , en of the
matrix A˜I = (aij)i∈S,j∈I and E(AI) be the subgroup generated by the row vectors ei1 , ei2 , · · · , ei|I|
of the matrix AI = (aij)i,j∈I , then we have ΓI ∼= EI(A)/E(AI ).
Proof: Let φ : Zn → Z|I| be the Z-linear map given by Λ 7→ ΛA˜I , then φ(L(A)) is a subgroup of
Z|I| generated by (1, 0, · · · , 0)A˜I , (0, 1, · · · , 0)A˜I , · · · , (0, 0, · · · , 1)A˜I , which are just the n vectors
e1, e2, · · · , en. For an element Λ ∈ Zn, let KI = ΛA˜I . Then by Corollary 3.1, Λ ∈ LI(A) if and
only if KIA
−1
I ∈ Z |I|. This shows that KI is in the image of map Zn → Z |I|,Λ 7→ Λ
(
AI
O
)
. So
φ(LI(A)) is EI(A).
For Λ ∈ kerφ, we have ΛA˜I = 0, that is Λ1AI + Λ2A¯I = 0. This shows that (Λ2A¯IA−1I , 0) =
(−Λ1, 0) ∈ L(A). Therefore Λ ∈ LI(A). So ker φ ⊂ LI(A). Hence we have L(A)/LI(A) ∼=
L(A)/ ker φ
/
LI(A)/ ker φ ∼= EI(A)/E(AI ).
Let V be an n-dimensional real vector space with a lattice subgroup L. We assume V has a
direct sum decomposition V = V1⊕V2, then we can define an abelian group Γ(V,L;V1, V2) which is
given by L/(V1 ∩L⊕V2∩L). The group Γ(V,L;V1, V2) is trivial if and only if L = V1 ∩L⊕V2∩L,
i.e. the direct sum decomposition of V induces a direct sum decomposition of L. By this definition
we have ΓI = Γ(t, L(A), tI , t
′
I).
Example 3.1. Let V = Rn, and L be a lattice generated by standard basis e1, e2, · · · , en of V .
If V1 is spanned by e1 − e2, e2 − e3, · · · , en−1 − en and V2 is spanned by e1 + e2 + · · · + en, then
Γ(V,L, V1, V2) ∼= Zn. And the natural homomorphism pi : V1/(L ∩ V1)× V2/(L ∩ V2) → V/L is an
n-fold cyclic covering.
This example corresponds to the fact that U(n) ∼= SU(n)× S1/Zn.
In the following we compute ΓI for 3× 3 Cartan matrix.
Example 3.2. Let A = (aij) be a 3 × 3 Cartan matrix, we compute the isomorphism type of the
parabolic subgroup KI(A). By the symmetry of indices 1, 2, 3, we only need to compute the cases
I = {1} and {1, 2}.
For I = {1}, the groups ZI(A) = {Λ = (λ1, λ2, λ3)|a11λ1 + a21λ2 + a31λ3 = k1 ∈ Z}. tI is
generated by α∨1 (or (1, 0, 0)) and t
′
I = {Λ = (λ1, λ2, λ3)|a11λ1 + a21λ2 + a31λ3 = 0}.
By Corollary 3.1 the element Λ = (λ1, λ2, λ3) ∈ LI(A) if and only if λ1, λ2, λ3 ∈ Z and
a21λ2 + a31λ3 ∈ 2Z, if and only if
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

λ1, λ2, λ3 ∈ Z if both a21 and a31 are even;
λ1, λ2 ∈ Z, λ3 ∈ 2Z, if a21 is even and a31 is odd;
λ1, λ3 ∈ Z, λ2 ∈ 2Z, if a21 is odd and a31 is even;
λ1, λ2, λ3 ∈ Z, λ2 + λ3 ∈ 2Z, if both a21 and a31 are odd.
By a11λ1 + a21λ2 + a31λ3 = k1, we get λ1 =
k1
2 +
−a21
2 λ2 +
−a31
2 λ3.
Hence (λ1, λ2, λ3) = k1(
1
2 , 0, 0)+λ2(−a212 , 1, 0)+λ3(−a312 , 0, 1) = k1(12 , 0, 0)+(−λ2a21+λ3a312 , 1, 0).
This shows that t′I is spanned by (−a212 , 1, 0) and (−a312 , 0, 1).
If both a21 and a31 are even, then KI(A) is isomorphic to SU(2) × T 2. Otherwise KI(A) is
isomorphic to SU(2)× T 2/Z2.
For I = {1, 2}, (λ1, λ2, λ3) ∈ ZI(A) satisfies{
a11λ1 + a21λ2 + a31λ3 = k1 ∈ Z
a12λ1 + a22λ2 + a32λ3 = k2 ∈ Z
We set ∆ =
∣∣∣∣ a11 a12a21 a22
∣∣∣∣ 6= 0, ∆1 =
∣∣∣∣ a11 a12a31 a32
∣∣∣∣ ,∆2 =
∣∣∣∣ a21 a22a31 a32
∣∣∣∣ ,then
{
λ1 =
a22
∆ (k1 − a31λ3) + −a21∆ (k2 − a32λ3)
λ2 =
−a12
∆ (k1 − a31λ3) + a11∆ (k2 − a32λ3)
Hence we have
(λ1, λ2, λ3)
= k1(
a22
∆ ,
−a12
∆ , 0) + k2(
−a21
∆ ,
a11
∆ , 0) + λ3(
a22
∆ (−a31) + −a21∆ (−a32), −a12∆ (−a31) + a11∆ (−a32), 1)
= k1(
a22
∆ ,
−a12
∆ , 0) + k2(
−a21
∆ ,
a11
∆ , 0) + λ3(
∆2
∆ ,−∆1∆ , 1)
By Corollary 3.1 the condition for (λ1, λ2, λ3) ∈ LI(A) is λ3(a31, a32)
(
a22
∆
−a12
∆
−a21
∆
a11
∆
)
=
λ3(
−∆2
∆ ,
∆1
∆ ) ∈ Z2, i.e. λ3∆1 ∈ Z∆ and λ3∆2 ∈ Z∆. Hence λ3 is divided by
∆
lcm(∆,∆1)
and
∆
lcm(∆,∆2)
. As a result
ΓI ∼= Z ∆
gcd(lcm(∆,∆1),lcm(∆,∆2))
.
Example 3.3. For the (n+ 1)× (n + 1) affine Cartan matrix
A˜n =


2 −1 0 · · · 0 −1
−1 2 −1 · · · 0 0
0 −1 2 . . . 0 0
...
...
. . .
. . .
...
...
0 0 0 · · · 2 −1
−1 0 0 · · · −1 2


Let S˜ = {0, 1, 2, · · · , , n − 1, n}. Since the Dynkin diagrams are invariant under the cyclic
permutation (012 · · · (n − 1)n), we can assume 0 6∈ I and 1 ∈ I for a subset ∅ 6= I ( S. Let k be
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the number of connected components of the Dynkin diagram of KI(A). Then I = [i1, j1] ⊔ [i2, j2] ⊔
· · · ⊔ [ik, jk], where 1 = i1 ≤ j1 < i2 ≤ j2 < · · · < ik ≤ jk ≤ n.
i) If k = 1 and |I| = n, then ΓI = {e}.
ii) If k = 1 and |I| < n, then ΓI = Z|I|+1.
iii) The case ii) can be generalized to the other case for k > 1 and we have
ΓI ∼= Zj1−i1+2 × Zj2−i2+2 × · · · × Zjk−ik+2.
The following corollary is a direct result of Theorem 2.
Example 3.4. Let A be a (n+1)×(n+1) Cartan matrix of affine type and A∨ be its transposition.
For each i ∈ S˜, the isomorphism type of the maximal parabolic subgroup K
S˜−{i}
(A) is K(AS−{i})×
S1/Zmi , where mi is the integer below the i-th vertex of the Dynkin diagram of A
∨ in the table of
Kac[3], page 54-55.
For i ∈ S˜, by deleting the i-th column of A gives the matrix A˜
S˜−{i}. Let α0, α1, · · · , αn be the
n+ 1 columns of A∨, then
n∑
j=0
mjαj = 0. It is easy to see the n+ 1 row vectors of AS˜−{i} are the
transpositions of α0, α1, · · · , αn with their i-th components deleted. Hence we have
n∑
j=0
mjej = 0.
And miei = −
∑
j 6=i
mjej . By Theorem 2, we obtain that Γi ∼= EI(A)/E(AI ) ∼= Zmi .
For affine Kac-Moody group of types A˜, B˜, C˜ and D˜(non-twisted or twisted cases), we always
have detAI 6= 0 for a subset ∅ 6= I ( S. In these cases the third author designs an algorithm to
compute explicitly the group ΓI .
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