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AN ABRAMOV FORMULA FOR STATIONARY SPACES OF
DISCRETE GROUPS
YAIR HARTMAN, YURI LIMA, AND OMER TAMUZ
Abstract. Let (G, µ) be a discrete group equipped with a generating proba-
bility measure, and let Γ be a finite index subgroup of G. A µ-random walk
on G, starting from the identity, returns to Γ with probability one. Let θ be
the hitting measure, or the distribution of the position in which the random
walk first hits Γ.
We prove that the Furstenberg entropy of a (G, µ)-stationary space, with
respect to the induced action of (Γ, θ), is equal to the Furstenberg entropy
with respect to the action of (G, µ), times the index of Γ in G. The index is
shown to be equal to the expected return time to Γ.
As a corollary, when applied to the Furstenberg-Poisson boundary of (G, µ),
we prove that the random walk entropy of (Γ, θ) is equal to the random walk
entropy of (G, µ), times the index of Γ in G.
1. Introduction and statement of results
Let G be a countable, discrete group, equipped with a generating probability
measure µ, and consider the µ-random walk on G: at each step, the increments are
chosen independently according to the measure µ. We study recurrent subgroups:
Γ is a recurrent subgroup of the pair (G,µ) if the µ-random walk on G almost
surely visits Γ infinitely often.
A natural measure on a recurrent subgroup Γ is the hitting measure θ, which is
the distribution of the first element of Γ visited by a µ-random walk on G. Our
main result answers a question of Furstenberg regarding the relation between the
µ-random walk on G and the corresponding θ-random walk on Γ, from the point
of view of their stationary actions.
The main objects of study of this article are stationary spaces. A probability
space (X, ν) is (G,µ)-stationary if it is a measurable G-space, and the convolution
µ ∗ ν is equal to ν. Essentially, the action of G on X leaves ν invariant “on the
average”, when this average is taken over µ.
A G-space is in particular a Γ-space. Furthermore, it is known that if (X, ν) is
(G,µ)-stationary then it is also (Γ, θ)-stationary.
The Furstenberg entropy of a (G,µ)-stationary space (X, ν), denoted by hµ(X, ν),
measures the average deformation of ν under the action of G. We prove that the
entropies of (X, ν) with respect to the actions of G and of Γ are easily related.
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Theorem 1.1 (Abramov formula for stationary spaces). Let G be a countable,
discrete group with a generating probability measure µ with finite entropy. Let Γ be
a finite index subgroup of G, with hitting measure θ. Then, for any (G,µ)-stationary
space (X, ν),
hθ(X, ν) = [G : Γ] · hµ(X, ν). (1.1)
In classical ergodic theory, if T : (X, ν)→ (X, ν) is a measure-preserving trans-
formation and A ⊂ X has positive measure, one can define a measure-preserving
induced transformation on A as the first return of x ∈ A to A, under repeated
applications of T . Abramov related in [1] the entropy of T with the entropy of the
induced map. More specifically, he proved that the entropy of the induced map
is equal to 1/ν(A) times the entropy of the initial map, thus relating the ratio of
entropies to the fraction of X occupied by A. If one thinks of the index [G : Γ] as
the portion that Γ occupies in G, then Theorem 1.1 makes the analogous statement.
We therefore call Theorem 1.1 an Abramov formula.
An ingredient of the proof of Theorem 1.1 is the following result, which states
that the expected return time of a µ-random walk to Γ is equal to its index in G.
In particular, the expected return time is independent of the measure µ. This holds
in the more general setting of topological groups and open subgroups.
Theorem 1.2 (Kac formula for subgroups). Let G be a second countable topological
group with a generating probability measure µ, and let Γ be an open, recurrent
subgroup of (G,µ). Then the expected return time E [τ ] of the µ-random walk to Γ
is equal to the index of Γ in G:
E [τ ] = [G : Γ].
We call Theorem 1.2 a Kac formula in another analogy with classical ergodic
theory: there, Kac’s formula states that the expected return time of x ∈ A to A,
under repeated applications of T , is equal to 1/ν(A). We indeed use the classical
Kac formula to establish this theorem.
Finally, we apply Theorem 1.1 to the special case that (X, ν) is the Furstenberg-
Poisson boundary of (G,µ), which is naturally isomorphic to the Furstenberg-
Poisson boundary of (Γ, θ). Using the Kaimanovich-Vershik entropy characteri-
zation of the Furstenberg-Poisson boundary [7], we get that h(Γ, θ), the random
walk entropy of (Γ, θ), is equal to the index of Γ in G times h(G,µ), the random
walk entropy of (G,µ).
Corollary 1.3. Let G be a countable, discrete group with a generating probability
measure µ with finite entropy. Let Γ be a finite index subgroup of G, with hitting
measure θ. Then
h(Γ, θ) = [G : Γ] · h(G,µ). (1.2)
Note that by Theorem 1.2 we could write Eq. 1.2 as
h(Γ, θ) = E [τ ] · h(G,µ).
Likewise, Eq. 1.1 can be written as
hθ(X, ν) = E [τ ] · hµ(X, ν).
The paper is organized as follows. In Section 2 we introduce the basic notations
and definitions as well as the necessary background for the sequel. Section 3 is
devoted to the proof of Theorem 1.2, and Section 4 to the proof of Theorem 1.1.
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To this matter, Appendix A treats the required results of Markov chains, adapted
to our context.
2. Preliminaries
The following definitions are mostly standard. The notation is adapted from
Furman [4], who provides an excellent exposition to random walks on groups and
Furstenberg-Poisson boundary theory.
2.1. Random walks on groups and random walk entropy. Let G be a count-
able, discrete group with identity e, and let µ be a generating probability measure
on G, so that the semigroup generated by its support,
supp(µ) = {g ∈ G ; µ(g) > 0},
is equal to the whole of G. Let X1, X2, . . . be a sequence of G-valued independent
random variables each with law µ. The Markov chain {Zn}
∞
n=1 defined as
Zn = X1X2 · · ·Xn
is called the µ-random walk on G. Formally, if we let (Ω,P) = (G,µ)N, then
Xn : (Ω,P) −→ G
ω 7−→ Xn(ω) = ωn,
and
Zn : (Ω,P) −→ G
ω 7−→ Zn(ω) = X1(ω) · · ·Xn(ω).
We will occasionally consider random walks starting from some g ∈ G, in which
case Zn = gX1X2 · · ·Xn.
Let µ be a probability measure on G. The standard definition for the entropy of
µ is
H(µ) = −
∑
g∈G
µ(g) · logµ(g),
where 0 · log 0 = 0. Throughout this work, we only consider finite entropy proba-
bility measures, i.e., measures for which H is finite. As Kaimanovich and Vershik
point out, measures with infinite entropy are somewhat different in nature (see the
remark on page 465 in [7]).
Let µ1 and µ2 be probability measures on G. The convolution of µ1 and µ2 is
defined by
[µ1 ∗ µ2](g) =
∑
g′∈G
µ1(g
′)µ2(g
′−1g).
Equivalently, µ1 ∗µ2 is the push-forward of the product measure µ1×µ2, under the
product map (g1, g2) 7→ g1g2 from G×G to G. By standard information theoretical
inequalities it holds that
H(µ1 ∗ µ2) ≤ H(µ1) +H(µ2).
In particular, for a probability measure µ on G, if µn denotes the nth convolution of
µ with itself, the sequence H(µn)/n converges, and so we can consider the following
definition of random walk entropy [2].
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Definition 2.1. The random walk entropy, also known as Avez entropy or asymp-
totic entropy, of the pair (G,µ) is
h(G,µ) = lim
n→∞
1
n
H(µn).
The measure µn is the distribution of the position of a µ-random walk in its nth
step. In a sense, h(G,µ) measures the rate of escape to infinity of a µ-random walk
on G.
In this article, we are interested in the relation between the µ-random walk on
G and its induced random walk on a recurrent subgroup.
Definition 2.2. A subgroup Γ of G is µ-recurrent if, for P-almost every ω ∈ Ω,
there exists an n ≥ 1 (⇔ infinitely many values of n) such that Zn(ω) ∈ Γ.
The recurrence property is equivalent to the existence of a return time map
τ : Ω→ N defined P-almost everywhere by
τ(ω) = min{n ≥ 1 ; Zn(ω) ∈ Γ}
and thus of a hitting map
Φ : Ω −→ Γ
ω 7−→ Zτ(ω)(ω).
The random variable Φ is the first element of Γ hit by the random walk. A useful
related definition is that of avoiding sets An.
Definition 2.3. Let Γ be a subgroup of G. The nth avoiding set An is
An = {(g1, . . . , gn) ∈ G
n ; g1 · · · gk 6∈ Γ for k ≤ n} . (2.1)
Equivalently, An is the set of all length n walks onG that do not hit Γ. Evidently,
τ > n ⇔ (X1, . . . , Xn) ∈ An.
Let Γ be a µ-recurrent subgroup of G. The distribution of Φ defines a natural
probability measure on Γ, called the hitting measure.
Definition 2.4. Let Γ be a µ-recurrent subgroup of G. The hitting measure of Γ
is the probability measure θ on Γ defined by
θ(γ) = P [Φ = γ] , γ ∈ Γ.
Equivalently, θ is equal to the push-forward of P under Φ. Another description,
which will be useful for our purposes, is the following: for each n ≥ 1 define θ(n)(γ)
to be the probability that a µ-random walk on G will hit Γ first at step n, exactly
at γ ∈ Γ:
θ(n)(γ) = P [(X1, . . . , Xn−1) ∈ An−1 and Zn = γ] .
Note that θ(n) is not necessarily a probability measure, and that
θ =
∑
n∈N
θ(n).
With respect to the hitting time map τ , one can divide recurrent subgroups into
two classes.
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Definition 2.5. The expected return time to Γ is equal to
E [τ ] =
∫
Ω
τ(ω)dP(ω).
Γ is called positive recurrent if E [τ ] <∞ and null recurrent if E [τ ] =∞.
2.2. Stationary spaces and Furstenberg entropy. Let X be a measurable G-
space. By this we mean that G acts on X respecting the group operation of G, and
that the action map
G×X −→ X
(g, x) 7−→ gx
is measurable. Let ν be a probability measure on X . For g ∈ G we denote by gν
the probability measure on X defined by
gν(A) = ν(g−1A),
where A is a measurable subset of X .
The convolution of the measures µ on G and ν on X , denoted by µ ∗ ν, is the
probability measure on X defined as the image of the product measure µ× ν under
the above action map. Equivalently,
µ ∗ ν =
∑
g∈G
µ(g) · gν.
Definition 2.6. A probability measure ν on a G-space X is called µ-stationary if
µ ∗ ν = ν. In this case, (X, ν) is called a (G,µ)-stationary space.
This can be interpreted as saying that ν is invariant “on the average”. Every
such stationary action preserves the measure class of ν, that is, ν(A) = 0 if and
only if gν(A) = 0 for every g ∈ G and measurable A ⊂ X (see, e.g., Nevo and
Zimmer [9]). In this case, the Radon-Nikodym cocycle ρ : G×X → R is defined as
ρ(g, x) = − log
dg−1ν
dν
(x). (2.2)
Note that ρ indeed satisfies the additive cocycle relation:
ρ(gg1, x) = ρ(g, g1x) + ρ(g1, x). (2.3)
Define ϕ : G→ R by
ϕ(g) =
∫
X
ρ(g, x)dν(x) (2.4)
which, by Jensen’s inequality, is nonnegative and equal to zero if and only if g−1ν =
ν. Unlike the measure-preserving transformations of classical ergodic theory, here
each g ∈ G may deform ν, and this deformation is quantified by ϕ(g). In terms
of information theory, ϕ(g) is the Kullback-Leibler divergence DKL(gν||ν) between
the measures gν and ν. The average deformation is measured as follows.
Definition 2.7. The Furstenberg entropy of a (G,µ)-stationary space (X, ν) is
hµ(X, ν) =
∑
g∈G
µ(g) · ϕ(g) =
∑
g∈G
µ(g) ·
∫
X
− log
dg−1ν
dν
dν(x)dµ(g).
The Furstenberg entropy and the random walk entropy relate to each other in
the following way.
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Theorem 2.8 (Kaimanovich and Vershik [7]). If (X, ν) is a (G,µ)-stationary space,
then
hµ(X, ν) ≤ h(G,µ),
with equality if (X, ν) is the Furstenberg-Poisson boundary of (G,µ).
The Furstenberg-Poisson boundary of (G,µ) is introduced in the next section.
2.3. Furstenberg-Poisson boundary.
Definition 2.9. A function h : G → R is µ-harmonic if it satisfies the µ-mean
value property
h(g) =
∑
g1∈G
µ(g1) · h(gg1)
for all g ∈ G.
We will call a function harmonic, without explicit reference to the measure,
whenever the measure is obvious from the context.
LetH∞(G,µ) be the space of all bounded harmonic functions onG and L∞(X, ν)
be the space of bounded functions on X , with respect to the measure class of ν.
When (X, ν) is (G,µ)-stationary, to each f ∈ L∞(X, ν) we associate the bounded
harmonic function Fµ(f) ∈ H
∞(G,µ) given by
[Fµ(f)](g) = gν(f) =
∫
X
f(gx)dν(x) , g ∈ G. (2.5)
This defines a linear map Fµ from L
∞(X, ν) to H∞(G,µ), called the Furstenberg
transform. The next lemma shows that the image of Fµ is indeed in H
∞(G,µ), and
that this condition is equivalent to the (G,µ)-stationarity of (X, ν).
Lemma 2.10. Let (X, ν) be a G-space and the Furstenberg transform map Fµ :
L∞(X, ν) → L∞(G,µ) defined as in Eq. 2.5. Then Fµ(L
∞(X, ν)) ⊂ H∞(G,µ) if
and only if (X, ν) is (G,µ)-stationary.
Proof. First assume that Fµ(L
∞(X, ν)) ⊂ H∞(G,µ). Let f ∈ L∞(X, ν) and h =
Fµ(f). Then
[µ ∗ ν](f) =
∑
g∈G
µ(g) · gν(f) =
∑
g∈G
µ(g) · h(g) = h(e) = ν(f),
where in the third equality we used the µ-harmonicity of h at e. Because f is
arbitrary, it follows that µ ∗ ν = ν.
Conversely, if there exists an f0 such that h0 = Fµ(f0) is not harmonic at some
g0 ∈ G then, assuming without loss of generality that g0 = e,
[µ ∗ ν](f0) =
∑
g∈G
µ(g) · gν(f0) =
∑
g∈G
µ(g) · h0(g) 6= h0(e) = ν(f0),
and so µ ∗ ν 6= ν. 
Among the many characterizations of the Furstenberg-Poisson boundary, we
consider the following.
Definition 2.11. The Furstenberg-Poisson boundary of (G,µ) is the unique µ-
stationary G-space (X, ν) for which the Furstenberg transform Fµ is an isometric
bijection from L∞(X, ν) to H∞(G,µ).
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The aforementioned uniqueness is up to isomorphism of (G,µ)-stationary spaces.
For precise definitions and constructions, we refer the reader to Bader and Shalom [3]
or Furstenberg and Glasner [6].
2.4. Induced action. Let (X, ν) be a (G,µ)-stationary space and Γ a µ-recurrent
subgroup of G with hitting measure θ. In this section it is shown that the re-
stricted Γ-action on X is θ-stationary. This follows from the stronger fact that
there exists a one-to-one correspondence between µ-harmonic functions on G and
θ-harmonic functions on Γ, according to Theorem 2.13 below. In particular, (G,µ)
and (Γ, θ) have isomorphic Furstenberg-Poisson boundaries. These results are due
to Furstenberg [5]. We include the proof for completeness.
If Γ is recurrent then it is also recurrent for a random walk starting from an
arbitrary g ∈ G: since µ is generating, the random walk hits g with positive
probability, and conditioned on that returns to Γ with probability one. Hence
a random walk that starts at g will return to Γ with probability one.
Accordingly, let θg denote the hitting measure on Γ of the µ-randomwalk starting
at g ∈ G, and let θ
(n)
g (γ) be the probability that a µ-random walk starting at g will
hit Γ first at step n, exactly at γ.
Lemma 2.12. Let h ∈ H∞(G,µ). Then
h(g) = θg(h) , for all g ∈ G.
The intuition behind this lemma is the following: Γ is recurrent, and hence the
µ-random walk hits Γ almost surely. Γ can be therefore be viewed as a boundary
of the random walk, and so, as in the solution of the classical Dirichlet problem,
the value of a harmonic function h at some g ∈ G is equal to the average value of
h on this boundary, weighted according to the hitting measure of a random walk
starting at g. That is, h(g) = θg(h). In particular, h is determined by its values on
Γ.
Proof. Since h is a bounded harmonic function, the sequence of random variables
M1,M2, . . . defined by
Mn = h(Zn)
is a bounded martingale. Note that τ is a stopping time, and hence, by the optional
stopping theorem,
h(g) = Eg [h(Z1)] = Eg [h(Zτ )] = θg(h),
where Eg [·] denotes expectation for random walks starting at g. 
The next theorem shows that not only is h determined by its values on Γ, but
that the restriction of h to Γ is an isometric bijection between µ-harmonic functions
on G and θ-harmonic functions on Γ.
Theorem 2.13 (Furstenberg [5]). The restriction map
Ψ : H∞(G,µ) −→ H∞(Γ, θ)
h 7−→ h|Γ
(2.6)
is an isometric bijection between H∞(G,µ) and H∞(Γ, θ).
8 YAIR HARTMAN, YURI LIMA, AND OMER TAMUZ
Proof. First we show that the image of Ψ is in H∞(Γ, θ): for h ∈ H∞(G,µ), we
show that Ψ(h) is θ-harmonic. Let h′ = Ψ(h), so that h′(γ) = h(γ) for γ ∈ Γ. By
Lemma 2.12 above, we have that
h′(γ) = h(γ) = θγ(h) =
∑
λ∈Γ
θγ(λ) · h(λ).
Since in the last expression we evaluate h only on Γ then we can replace h with h′,
so that
h′(γ) =
∑
λ∈Γ
θγ(λ) · h
′(λ).
We claim that
θγ(λ) = θ(γ
−1λ). (2.7)
To see this, couple two µ-random walks to perform the same increments, where one
starts at γ and the other at the identity. Then the first walk visits λ exactly when
the second walk visits γ−1λ.
Hence
h′(γ) =
∑
λ∈Γ
θ(λ) · h′(γλ),
and so h′ = Ψ(h) is indeed θ-harmonic.
We next show that Ψ is a bijection. By Lemma 2.12 h is determined by its values
on Γ, and therefore Ψ is one-to-one. To show that Ψ is onto, given h′ ∈ H∞(Γ, θ),
define h ∈ H∞(G,µ) by h(g) = θg(h
′). Observe that Ψ(h) = h′: for γ ∈ Γ,
h(γ) = θγ(h
′) =
∑
λ∈Γ
θγ(λ) · h
′(λ) = h′(γ),
by Eq. 2.7 and the θ-harmonicity of γ. We now show that h is indeed µ-harmonic.
Express the probability to first hit Γ at γ when starting a µ-random walk at
g using the law of conditional probabilities, by conditioning on the first step, and
separating the sum to the events that the first step either hit or did not hit Γ:
θg(γ) =
∑
gg1∈Γ
µ(g1) · δgg1 (γ) +
∑
gg1 6∈Γ
µ(g1) · θgg1(γ),
where δg is the Dirac measure concentrated on g. Hence we can write this equality
as an equality of measures:
θg =
∑
gg1∈Γ
µ(g1) · δgg1 +
∑
gg1 6∈Γ
µ(g1) · θgg1 .
But for gg1 ∈ Γ it holds that δgg1(h
′) = h′(gg1) = θgg1(h
′). Hence
θg(h
′) =
∑
g1∈G
µ(g1) · θgg1(h
′).
The left hand side of the equation above is equal to h(g), and the right hand side
is the µ-mean value property of h at g, and so h is indeed µ-harmonic.
To conclude the proof we show that Ψ preserves the sup norms. Clearly, ‖h′‖ ≤
‖h‖. Now if ‖h′‖ < ‖h‖, then there exists some g0 ∈ G with |h(g0)| > |h(γ)| for all
γ ∈ Γ. But h(g0) = θg0(h), that is h(g0) is an average of values of the form h(γ),
in contradiction. 
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Corollary 2.14. Every (G,µ)-stationary space is also (Γ, θ)-stationary. Further-
more, (G,µ) and (Γ, θ) have the same Furstenberg-Poisson boundary.
Proof. If (X, ν) is (G,µ)-stationary, then Fθ = Ψ◦Fµ maps L
∞(X, ν) to H∞(Γ, θ).
By Lemma 2.10, this means that ν is θ-stationary.
If (X, ν) is the Furstenberg-Poisson boundary of (G,µ), then Fθ = Ψ ◦ Fµ is a
composition of isometric bijections and thus an isometric bijection as well. 
3. Expected hitting time and index: a Kac formula
The goal of this section is to prove Theorem 1.2, namely that the expected return
time to a recurrent subgroup is equal to its index, whether the subgroup is positive
or null recurrent. We do this by inducing a Markov chain on the quotient Γ\G.
Let Γ be a subgroup of G,
Γ\G = {Γg ; g ∈ G}
the set of right cosets and pi : G → Γ\G the projection map. G naturally acts on
Γ\G by right multiplication,
Γ\G×G −→ Γ\G
(Γg, g1) 7−→ Γgg1 .
Since ((Γh)g)g1 = (Γh)(gg1), each map
g : Γ\G −→ Γ\G
Γg1 7−→ (Γg1)g = Γg1g
is a bijection.
The Markov chain {Zn}
∞
n=1 projects under pi to a Markov chain {Yn}
∞
n=1 which
has special properties, according to the following lemma.
Lemma 3.1. Let G be a second countable topological group with a generating proba-
bility measure µ, and let Γ be an open, recurrent subgroup of (G,µ). Then {Yn}
∞
n=1
is a time-independent Markov chain on Γ\G. Furthermore, it is
(a) doubly stochastic,
(b) irreducible, and
(c) recurrent.
Proof. Assume first that G is discrete. For Γg1,Γg2 ∈ Γ\G, denote the transition
probabilities by
p(Γg1,Γg2) =
∑
g∈G
Γg1g=Γg2
µ(g).
This indeed defines a stochastic matrix P = (p(Γg1,Γg2))Γ\G×Γ\G for which
P [Yn = Γgn |Y1 = Γg1, . . . , Yn−1 = Γgn−1] = P [Yn = Γgn |Yn−1 = Γgn−1]
= p(Γgn−1,Γgn).
Hence {Yn}
∞
n=1 is a time-independent Markov chain on Γ\G with transition matrix
P. We now prove (a), (b) and (c).
(a) The sum of the column of P associated with Γg2 is∑
Γg1∈Γ\G
p(Γg1,Γg2) =
∑
Γg1∈Γ\G
∑
g∈G
Γg1g=Γg2
µ(g).
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Changing the order of summation and rearranging we get∑
Γg1∈Γ\G
p(Γg1,Γg2) =
∑
g∈G
µ(g) · |{Γg1 ∈ Γ\G ; Γg1g = Γg2}| =
∑
g∈G
µ(g) = 1,
where in the second equality we used that each g : Γ\G→ Γ\G is a bijection.
(b) The fact that µ is generating guarantees that {Zn}
∞
n=1 is an irreducible Markov
chain, and the irreducibility property descends to {Yn}
∞
n=1.
(c) Note that Zn belongs to Γ if and only if Yn = Γe, the trivial coset. Therefore,
since {Zn}
∞
n=1 is recurrent to Γ, {Yn}
∞
n=1 is recurrent to the trivial coset Γe.
Consider now the general case that Γ is an open, recurrent subgroup of a second
countable group G. Then the quotient space Γ\G is countable, and so we can define
the Markov chain {Yn}
∞
n=1 as above, substituting integrals of µ for sums of µ. The
assumption that µ is generating means in this context that the semigroup generated
by the support of µ,
supp(µ) = {g ∈ G ; µ(A) > 0 for any open subset A containing g},
is the whole of G. This implies that {Yn}
∞
n=1 is irreducible. The proof that it is
doubly stochastic and recurrent is identical to the proof above. 
Continuing the discussion of item (c) above, the return time τ of {Zn}
∞
n=1 to Γ
is equal to the return time
τ : Ω −→ N
ω 7−→ min{n ≥ 1 ; Yn(ω) = Γe}
of {Yn}
∞
n=1 to the trivial coset Γe. In particular, E [τ ] = E [τ ] and thus {Yn}
∞
n=1 is
a positive/null recurrent Markov chain if and only if Γ is a positive/null recurrent
subgroup.
We are now ready to prove Theorems 1.2. In this proof we use some classical
results on Markov chains, which the uninitiated reader may find in textbooks such
as [8].
Proof of Theorem 1.2. Consider the definition of {Yn}
∞
n=1 above. Since {Yn}
∞
n=1
is irreducible and recurrent, it has a unique (up to multiplication by constants)
stationary measure η. Since it is also doubly stochastic, this stationary measure is
constant.
If [G : Γ] < ∞ then we can normalize η to be a probability measure, in which
case, by Kac’s theorem, E [τ ], the expected return time to Γe, is equal to 1/η(Γe) =
[G : Γ]. If [G : Γ] = ∞ then η cannot be normalized to be a probability measure.
Hence {Yn}
∞
n=1 admits no stationary probability measure, and is therefore null
recurrent, so that E [τ ] =∞.

As a direct consequence of this Kac formula, the property of positive recurrence
of a subgroup Γ of G is independent of µ: for any generating measure, the positive
recurrent subgroups of G are those with finite index. On the other hand, the
properties of null recurrence and transience do depend on the chosen measure µ.
For example, let G = Z and Γ = {0} be the trivial subgroup. Then Γ is recurrent
for the simple random walk on Z, but transient for any random walk on Z with
drift. It may be interesting to characterize the subgroups that are transient for any
generating measure µ on G.
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4. An Abramov formula
In this section we prove Theorem 1.1. Let (X, ν) be a (G,µ)-stationary space.
For shortness of notation, let hµ and hθ denote hµ(X, ν) and hθ(X, ν), respectively.
Recall the definitions of the maps ρ and ϕ given by Eqs. 2.2 and 2.4:
ρ(g, x) = − log
dg−1ν
dν
(x), ϕ(g) =
∫
X
ρ(g, x)dν(x).
Lemma 4.1. For any g ∈ G,∑
g1∈G
µ(g1) · ϕ(gg1) = ϕ(g) + hµ . (4.1)
Hence ϕ is, in a sense, a “nearly harmonic” function, in which the mean value
property is corrected by a factor of hµ.
Proof. For a fixed g ∈ G, integrate the cocycle relation
ρ(gg1, x) = ρ(g, g1x) + ρ(g1, x)
with respect to g1 and x to get∑
g1∈G
µ(g1) · ϕ(gg1) =
∑
g1∈G
µ(g1) ·
∫
X
ρ(g, g1x)dν(x) + hµ .
Applying a change of coordinates and using the µ-stationarity of ν, the sum in the
right hand side of the above equality is
∑
g1∈G
µ(g1) ·
∫
X
ρ(g, x)dg1ν(x) =
∫
X
ρ(g, x)d

∑
g1∈G
µ(g1) · g1ν

 (x)
=
∫
X
ρ(g, x)dν(x)
= ϕ(g),
and the claim is proved. 
Proceeding as in the proof of Lemma 2.12, one may define the martingale
M1,M2, . . . by
Mn = ϕ(Zn)− n · hµ.
The expectation of each Mn is equal to E [M0] = ϕ(e) = 0. Note that, when this
martingale or its increments are uniformly bounded, Theorem 1.1 is a consequence
of the optional stopping theorem:
0 = E [M0] = E [Mτ ] = E [ϕ(Zτ )− τ · hµ] = hθ − E [τ ] · hµ.
However, this martingale is not bounded, and in general neither are its incre-
ments. For example, when µ has full support and hµ 6= 0, then |Mn −Mn+1| can
be arbitrarily large. Hence the optional stopping theorem cannot be used to prove
Theorem 1.1. Instead, we replicate below a proof of the optional stopping theo-
rem, keeping account of an error term Rn. To show that Rn vanishes, we prove in
Appendix A a lemma for the Markov chain {Yn}
∞
n=1 defined in Section 3.
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Let tn = P [τ = n] be the probability that the return time to Γ is equal to n.
Start by writing Eq. 4.1 at g = e. Since ϕ(e) = 0, this becomes
hµ =
∑
g1∈G
µ(g1) · ϕ(g1).
Separating the sum into values of g1 that are in Γ and values that are not, we get
hµ =
∑
g1∈Γ
µ(g1) · ϕ(g1) +
∑
g1 6∈Γ
µ(g1) · ϕ(g1)
= θ(1)(ϕ) +
∑
g1 6∈Γ
µ(g1) · ϕ(g1).
To each term ϕ(g1) with g1 6∈ Γ apply Eq. 4.1 again to obtain
hµ = θ
(1)(ϕ) +
∑
g1 6∈Γ
µ(g1)

∑
g2∈G
µ(g2) · ϕ(g1g2)− hµ


= θ(1)(ϕ) +
∑
g1 6∈Γ
g2∈G
µ(g1) · µ(g2) · ϕ(g1g2)− hµ ·
∑
g1 6∈Γ
µ(g1)
= θ(1)(ϕ) +
∑
g1 6∈Γ
g2∈G
µ(g1) · µ(g2) · ϕ(g1g2)− hµ · (1− t1)
= θ(1)(ϕ) + θ(2)(ϕ) +
∑
g1 6∈Γ
g1g2 6∈Γ
µ(g1) · µ(g2) · ϕ(g1g2)− hµ · (1− t1).
Then, using the fact that
∑
k≥1 tk = 1, we arrive at
hµ ·

∑
k≥1
tk +
∑
k≥2
tk

 = θ(1)(ϕ) + θ(2)(ϕ) + ∑
g1 6∈Γ
g1g2 6∈Γ
µ(g1) · µ(g2) · ϕ(g1g2)
Recalling Definition 2.3 of the avoiding sets An, we can repeat the above argument
to conclude that
hµ ·
n∑
j=1
∑
k≥j
tk =
n∑
k=1
θ(k)(ϕ) +
∑
(g1,...,gn)∈An
µ(g1) · · ·µ(gn) · ϕ(g1 · · · gn). (4.2)
Observe that
lim
n→∞
n∑
j=1
∑
k≥j
tk = lim
n→∞
n∑
k=1
k · tk = E [τ ] ,
which equals [G : Γ], by Theorem 1.2. Observe also that
lim
n→∞
n∑
k=1
θ(k)(ϕ) = θ(ϕ) = hθ.
Hence, if we take the limit of Eq. 4.2 as n goes to infinity, we get
hµ · [G : Γ] = hθ + lim
n→∞
∑
(g1,...,gn)∈An
µ(g1) · · ·µ(gn) · ϕ(g1 · · · gn).
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The theorem will be proved if we show that the error term
Rn =
∑
(g1,...,gn)∈An
µ(g1) · · ·µ(gn) · ϕ(g1 · · · gn)
= E
[
ϕ(Zn) · 1{τ>n}
]
converges to zero as n goes to infinity. To this purpose, we first bound ϕ(g1 · · · gn).
Lemma 4.2. For any g1, . . . , gn ∈ G,
ϕ(g1 · · · gn) ≤ −
n∑
k=1
logµ(gk). (4.3)
Proof. We first show that for any g ∈ G, x ∈ X and n ≥ 1 it holds that
ρ(g, x) ≤ − logµn(g). (4.4)
This is stated in [7]. Note that, since ν is µ-stationary, it is also µn-stationary, that
is,
∑
g∈G µ
n(g) · gν = ν. Therefore, for any x ∈ X ,
1 =
dν
dν
(x) =
d
(∑
g∈G µ
n(g) · gν
)
dν
(x) =
∑
g∈G
µn(g) ·
dgν
dν
(x)
and since all the addends in the above sum are nonnegative, for any g ∈ G
dg−1ν
dν
(x) ≤
1
µn(g−1)
=⇒ ρ(g, x) ≥ − log
1
µn(g−1)
·
Now, by the cocycle property (Eq. 2.3) we have
ρ(g, x) = −ρ(g−1, gx) ≤ − logµn(g),
thus establishing Eq. 4.4. Because this bound is independent of x, it implies
ϕ(g) =
∫
X
ρ(g, x)dν(x) ≤ − logµn(g).
To conclude the proof, observe that
µn(g1 · · · gn) ≥ µ(g1) · · ·µ(gn)
and so
ϕ(g1 · · · gn) ≤ − logµ
n(g1 · · · gn) ≤ −
n∑
k=1
logµ(gk).

Plugging this estimate in the error term Rn, we get
Rn = E
[
ϕ(Zn) · 1{τ>n}
]
≤ E
[
−
(
n∑
k=1
logµ(Xk)
)
· 1{τ>n}
]
= −
n∑
k=1
E
[
logµ(Xk) · 1{τ>n}
]
.
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Conditioning on Xk, we arrive at
Rn ≤ −
n∑
k=1
∑
g∈G
E
[
log µ(Xk) · 1{τ>n}|Xk = g
]
· P [Xk = g]
= −
n∑
k=1
∑
g∈G
µ(g) logµ(g) · P [τ > n|Xk = g] ,
since P [Xk = g] = µ(g). Note that we are conditioning on the step Xk and not the
position Zk. By Lemma A.2, each of these conditional probabilities P [τ > n|Xk = g]
is bounded by e−Cn, for some C > 0 independent of n and k. Hence
Rn ≤
n∑
k=1
∑
g∈G
−µ(g) · logµ(g) · e−Cn = n · e−Cn ·H(µ),
which converges to zero as n goes to infinity. This concludes the proof of Theorem
1.1.
We finish this section by proving Corollary 1.3. Let (X, ν) be the Furstenberg-
Poisson boundary of (G,µ). Corollary 2.14 guarantees that (X, ν) is also the
Furstenberg-Poisson boundary of (Γ, θ) and thus, by Theorem 2.8,
hµ(X, ν) = h(G,µ) and hθ(X, ν) = h(Γ, θ).
Corollary 1.3 thus follows by plugging the above equalities in Theorem 1.1.
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Appendix A. A lemma on the Markov chain {Yn}
∞
n=1
Let {Mn}
∞
n=1 be an irreducible time-independent Markov chain in the finite state
space S. For each x ∈ S, let
τx = min{n ≥ 1 ; Mn = x}
be the hitting time for x and let Probx [ · ] denote the probability in {Mn}
∞
n=1 given
that M0 = x. The result below is standard in the theory of Markov chains (see,
e.g., the chapter on finite Markov chains in [8]).
Lemma A.1. Under the above condition, there exists C > 0 such that
Probx [τy > n] ≤ e
−Cn
for all x, y ∈ S and n ≥ 1.
The lemma used to bound the error term Rn in the proof of Theorem 1.1 can now
be proved. We henceforth assume the conditions and use the notation of Sections 3
and 4.
Lemma A.2. There exists C > 0 such that
P [τ > n |Xk = g] ≤ e
−Cn
for all n, k ≥ 1 and g ∈ G.
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Proof. Apply the previous lemma to the irreducible time-independent Markov chain
{Yn}
∞
n=1 in the finite set Γ\G as in Section 3, defined by the projection of the Markov
chain {Zn}
∞
n=1 in G, to get C > 0 such that
Pg [τ > n] ≤ e
−2Cn
for n ≥ 1 and g ∈ G, where Pg denotes the measure of µ-random walks starting at
g. We divide the proof into two cases.
Case 1: k > n/2. Because the event {τ > n/2} is independent of Xk, we have
P [τ > n |Xk = g] ≤ P [τ > n/2 |Xk = g]
= P [τ > n/2]
≤ e−Cn.
Case 2: k ≤ n/2. By the law of conditional probabilities, P [τ > n |Xk = g] is
equal to ∑
Γg1∈Γ\G
P
[
τ > n |Yn/2 = Γg1, Xk = g
]
· P
[
Yn/2 = Γg1 |Xk = g
]
.
We condition the first term on τ > n/2, to get
P
[
τ > n |Yn/2 = Γg1, Xk = g
]
≤ P
[
τ > n | τ > n/2, Yn/2 = Γg1, Xk = g
]
= P
[
τ > n | τ > n/2, Yn/2 = Γg1
]
= Pg1 [τ > n/2] ,
where the first equality follows from the Markov property. Hence
P [τ > n |Xk = g] ≤
∑
Γg1∈Γ\G
Pg1 [τ > n/2] · P
[
Yn/2 = Γg1 |Xk = g
]
≤ e−Cn
∑
Γg1∈Γ\G
P
[
Yn/2 = Γg1 |Xk = g
]
= e−Cn,
thus completing the proof of the lemma. 
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