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RESUMEN
Las emociones constituyen una parte fundamental de los individuos, influyen-
do en su comunicacio´n diaria, la toma de decisiones y el foco de atencio´n. La
incorporacio´n de las emociones en la tecnolog´ıa ha avanzado en los u´ltimos an˜os,
desde estudios exploratorios en la respuesta a los est´ımulos, a aplicaciones comer-
ciales en interfaces hombre-ma´quina. Una de las fuentes para identificar estados
emocionales es la respuesta fisiolo´gica, registrada mediante sen˜ales biome´dicas. El
uso de estas sen˜ales permitir´ıa el desarrollo de dispositivos poco invasivos, como
por ejemplo una pulsera, que puedan registrar sen˜ales continuamente, en diferen-
tes condiciones, y manteniendo la privacidad de los usuarios. Existen numerosos
enfoques para el reconocimiento de afectos, con diferentes sen˜ales, te´cnicas de
procesamiento de la sen˜al y me´todos de aprendizaje automa´tico. Entre ellos, la
combinacio´n de mu´ltiples sen˜ales se utilizo´ ampliamente para mejorar las tasas
de reconocimiento, pero resulta inviable en la pra´ctica por su invasividad. Los
desaf´ıos actuales requieren clasificadores que puedan funcionar en tiempo real, en
aplicaciones interactivas, y con mayor comodidad para el usuario.
En esta tesis doctoral se aborda el desaf´ıo del reconocimiento de estados afec-
tivos en varios aspectos. Se revisan las propiedades de cada sen˜al fisiolo´gica en
te´rminos de su practicidad y potencial. Se propone un me´todo para adaptar un
clasificador a nuevos usuarios, estimando para´metros fisiolo´gicos basales. Luego
se presentan dos me´todos originales para mejorar las tasas de reconocimiento. El
primero es un me´todo supervisado basado en mapas auto-organizativos (sSOM).
Este me´todo permite representar los espacios de caracter´ısticas fisiolo´gicas y mo-
delos emocionales, para analizar las relaciones en los datos. El otro esta basado
en ma´quinas de aprendizaje extremo (ELM), una novedosa familia de redes neu-
ronales artificiales que tiene gran poder de generalizacio´n y puede entrenarse con
pocos datos. Los me´todos fueron evaluados y comparados con los del estado del
arte, en corpus realistas y de acceso libre.
Los resultados obtenidos muestran avances en relacio´n al estado del arte para
el problema. El me´todo de adaptacio´n permite, a partir de pocos segundos, me-
jorar las tasas de reconocimiento en tiempo real, aproximando los resultados del
reconocimiento que se podr´ıa hacer con posterioridad, sobre los registros com-
pletos. Utilizando una u´nica sen˜al de actividad cardiovascular, en particular la
variabilidad del ritmo card´ıaco (HRV), se lograron avances prometedores, con
diferencias significativas en relacio´n a los resultados obtenidos por los me´todos
del estado del arte. Las ELM obtuvieron excelentes resultados y con bajo costo
computacional, por lo que ser´ıan u´tiles para aplicaciones mo´viles. El sSOM logra
resultados similares, con la ventaja de proveer a la vez una herramienta para




Emotion is a fundamental part of individuals, it influences daily communi-
cation, decision making process and attention. The use of this information in
technology has advanced in recent years, from exploratory studies in emotional
response to stimuli, to commercial applications of human-computer interfaces.
One of the sources to detect emotions is the physiological responses, registered
with biomedical signals. These signals have the potential for the development of
minimally invasive devices, such as a wristband, that can record signals conti-
nuously, in different conditions, and maintaining the privacy of users. There are
numerous approaches to the recognition of affects, with different signals, signal
processing techniques and machine learning methods. Among them, the combi-
nation of multiple signals was widely used to improve recognition rates, but it is
unfeasible in practice. The current challenges require classifiers that can work in
real time, for interactive applications, and with greater comfort for the user.
In this doctoral thesis the challenge of affect recognition is addressed in diffe-
rent aspects. The properties of each physiological signal are reviewed in terms of
the potential and invasiveness. A method is proposed to adapt a classifier to new
users and estimate baseline physiological parameters. Then two original methods
are presented to improve recognition rates. The first is a supervised method ba-
sed on self-organizing maps (sSOM). This method allows to represent the spaces
of physiological features and emotional models, for further analysis of the rela-
tionships in the data. The other is based on extreme learning machines (ELM), a
novel family of artificial neural networks that use random projections of features.
The methods were evaluated and compared with those of the state-of-the-art, in
realistic and freely accessible corpus.
Results show significant progress in relation to the task state-of-the-art met-
hods. The adaptation method makes possible to improve the online recognition
rates by using a few seconds of each session, achieving performance rates closer to
offline recognition rates. Using the cardiovascular activity as unique signal, spe-
cially the heart rate variability (HRV), significant improvements were obtained in
emotion recognition. The ELM achieved excelent results, with a low computatio-
nal cost and good generalization capacity. The sSOM achieves similar results,
with the advantage of providing a tool to represent and analyze complex spaces




“Medir todo lo que se pueda medir, y hacer
medible lo que no lo es au´n”; e´ste ha sido
el principio de Galileo
Wilhelm Dilthey, 1894
El estudio de los estados afectivos en el contexto de la informa´tica ha surgido
recientemente como un a´rea de gran intere´s en la comunidad cient´ıfica. Es as´ı
como actualmente se reconoce una nueva disciplina denominada computacio´n
afectiva, que desarrolla herramientas computacionales para estudiar, interpretar
y replicar respuestas afectivas [1]. El afecto es un te´rmino gene´rico que incluye a
las emociones pero tambie´n a otros estados mentales, actitudes, estados an´ımicos,
sentimientos o temperamentos.
La informacio´n relacionada a los afectos resulta valiosa para toda interfaz
hombre-ma´quina. Un sistema que es capaz de interpretar que´ siente una persona
puede adaptar su comportamiento o transmitir esta informacio´n a otra persona,
en una amplia gama de aplicaciones pra´cticas. Estos sistemas han sido objeto de
estudio en a´reas como la terapia en deso´rdenes del espectro autista [2], manejo
de estre´s [3] y meditacio´n [4]. Se han propuesto tecnolog´ıas para el etiquetado
automa´tico de contenido multimedia, basa´ndose en la respuesta que incitan en el
pu´blico [5]. Ma´s recientemente, aparecen aplicaciones en donde se requiere iden-
tificar estados emocionales en tiempo real, por ejemplo el control automa´tico de
la dificultad en video-juegos [6, 7], la identificacio´n de estados de un alumno du-
rante el aprendizaje [8, 9] o la comunicacio´n de emociones en teleconferencia [10].
El reconocimiento de los afectos tambie´n es importante para lograr interacciones
ma´s realistas con robots [11] y agentes virtuales [12]. Sin dudas, los afectos juegan
un rol importante en la toma de decisiones, comunicacio´n, salud y condicionan
las capacidades de desarrollo y trabajo de las personas [13].
En esta tesis, la motivacio´n principal para la investigacio´n en el reconocimien-
to de los afectos es poder mejorar las capacidades actuales para hacer medible de
forma automa´tica lo que no lo es au´n, partiendo de variables que puedan regis-
trarse fa´cilmente e incorporarse a la tecnolog´ıa cotidiana. Los estados afectivos
se pueden manifestar de diferentes maneras y pueden inferirse a distintos niveles.
En particular la tesis se centra en el estudio de las emociones, que son respuestas
sicofisiolo´gicas de corta duracio´n (segundos o pocos minutos), y para las cuales
existen numerosos trabajos de reconocimiento basados en la voz [14], expresiones
faciales [15], posturas corporales [16] y tambie´n a partir de las sen˜ales fisiolo´gicas
[9]. Si bien todas son en definitiva respuestas fisiolo´gicas, las sen˜ales fisiolo´gicas,
capturadas usualmente por sen˜ales biome´dicas, son medidas directas del sistema
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nervioso auto´nomo (SNA) y del sistema nervioso central (SNC), y tienen diversas
ventajas. Pueden registrarse continuamente y bajo diferentes condiciones ambien-
tales, lo que actualmente es de gran intere´s para las aplicaciones pra´cticas. Las
expresiones faciales, la voz y el cuerpo pueden ser esponta´neas, pero tambie´n esta´n
relacionadas con lo que la persona deja ver en un contexto social. Las medidas
fisiolo´gicas pueden ser manipuladas (por ejemplo controlando el ritmo respirato-
rio), pero son ma´s dif´ıciles de enmascarar voluntariamente que las otras fuentes
mencionadas. En ciertas patolog´ıas, como el caso del trastorno autista, existen
comportamientos que afectan al lenguaje y la comunicacio´n, presentando obsta´cu-
los para la interpretacio´n regular del lenguaje oral y corporal, siendo las sen˜ales
fisiolo´gicas una alternativa viable para conocer que sienten las personas que las
padecen. Un punto no menor es que el usuario puede tener mayor privacidad en
comparacio´n al uso de ca´maras o micro´fonos, por lo que puede eventualmente
sentirse ma´s co´modo [17]. Por u´ltimo, la transicio´n de la tecnolog´ıa actual des-
de las computadoras porta´tiles a las capacidades de los tele´fonos inteligentes y
el uso de tecnolog´ıa corporal hace que estas nuevas fuentes de informacio´n, que
hace pocos an˜os podr´ıan resultar impracticables, sean una nueva tendencia en el
desarrollo tecnolo´gico [18].
1.1 Emociones y computacio´n fisiolo´gica
La computacio´n afectiva basada so´lo en respuestas fisiolo´gicas es ma´s reciente si
se la compara, por ejemplo, con el uso de la voz o expresiones faciales. Au´n as´ı,
existen numerosos aportes tanto en el estudio de las relaciones entre la fisiolog´ıa
y los estados mentales (a´rea denominada psicofisiolog´ıa) como en su implemen-
tacio´n en la tecnolog´ıa y sus interacciones. Diversos estudios han demostrado
que existen cambios fisiolo´gicos relacionados con las emociones, capturados con
diferentes sen˜ales biome´dicas [19]. Se puede diferenciar por un lado las sen˜ales
provenientes del sistema nervioso central, como las que se podr´ıan registrar con
un electroencefalograma (EEG) [20, 21]. La informacio´n sobre el estado mental de
una persona se encuentra enmascarada en los registros de la actividad cerebral,
y se han obtenido interesantes resultados analizando sen˜ales de EEG [23]. Por
otro lado, las sen˜ales fisiolo´gicas perife´ricas registran la influencia de las redes
simpa´ticas y parasimpa´ticas del SNA en diferentes sistemas, como la circulacio´n
sangu´ınea, la respiracio´n y la regulacio´n de las gla´ndulas de la piel [22]. Entre
e´stas se pueden citar diferentes estudios que utilizaron patrones de respiracio´n
[24], electrocardiograma (ECG) [25], fotopletismograf´ıa (PPG, del ingle´s photo-
plethysmography) [26], actividad electrode´rmica (EDA, del ingle´s electrotermal
activity) [27], temperatura de piel (TP) [28] y respuesta pupilar [29]. Adema´s,
la actividad del sistema nervioso soma´tico esta´ presente en movimientos y refle-
jos musculares involuntarios [19], o activaciones musculares caracter´ısticas como
las que suceden en situaciones de estre´s [17], medidas mediante electromiogra-
ma (EMG). Esta u´ltima se ha utilizado tambie´n para registrar la activacio´n de
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mu´sculos faciales [30], aunque esto estar´ıa relacionado en mayor medida con en
ana´lisis de la expresio´n facial y no la respuesta fisiolo´gica como tal.
Se han propuesto diferentes combinaciones multimodales para mejorar la ca-
pacidad discriminativa de los reconocedores [1]. En computacio´n afectiva el con-
cepto de invasividad es ma´s estricto del que se utiliza normalmente, que proviene
de la medicina. Algunos procedimientos, como medir la actividad cerebral usando
32 electrodos superficiales en el cuero cabelludo, son definidos como no invasivos
porque se colocan por fuera del cuerpo, pero pueden ser moderadamente invasivos
en experimentos con emociones en el laboratorio, considerando que el participante
deber´ıa sentirse co´modo durante el registro. Esta misma te´cnica probablemente
ser´ıa altamente invasiva en una aplicacio´n de campo, cuando el usuario tiene que
conectar todos los electrodos para realizar una actividad en su ambiente coti-
diano. El hecho de tener que instrumentarse con mu´ltiples sensores impone una
limitacio´n pra´ctica no menor. Esto hace que sea muy dif´ıcil conseguir condicio-
nes de prueba en las que el comportamiento del usuario no se vea afectado por
todos los sensores (y cables) que tiene conectados. Desde esta perspectiva es que
en el presente trabajo se busca minimizar la cantidad de sen˜ales necesarias para
el reconocedor, poniendo toda la complejidad del sistema en los algoritmos de
extraccio´n de caracter´ısticas y clasificacio´n.
Los resultados del reconocimiento de emociones a partir de sen˜ales fisiolo´gicas
en trabajos previos indican que es una tarea factible pero au´n deben mejorarse.
Si se comparan resultados recientes [110], puede verse que la tasa de reconoci-
miento a partir del ana´lisis audiovisual de los sujetos es cercana al doble que la
de las sen˜ales fisiolo´gicas utilizadas en conjunto. Ma´s au´n, es deseable reducir al
mı´nimo la cantidad de sensores requeridos y lograr tasas de reconocimiento acep-
tables para que, junto con el avance de las tecnolog´ıas en sensores corporales, el
registro de sen˜ales fisiolo´gicas de baja invasividad permita desarrollar aplicaciones
funcionales fuera del laboratorio [31]. Tambie´n es necesario desarrollar me´todos
que permitan analizar las relaciones entre las variables fisiolo´gicas y los modelos
afectivos. Un esquema t´ıpico de reconocimiento se encuentra ilustrado en la Fi-
gura 1.1. La medicio´n, lograda de la forma menos invasiva posible, podra´ obtener
informacio´n de un usuario en todo momento y reportar su estado afectivo en una
representacio´n conveniente. Los bloques de registro, extraccio´n de caracter´ısticas,
adaptacio´n a nuevas condiciones basales y clasificadores, as´ı como tambie´n el tipo
de representacio´n de las emociones, son el objeto de estudio de esta tesis.
A partir del marco descripto, se plantea la siguiente hipo´tesis general de in-
vestigacio´n: es posible desarrollar arquitecturas de aprendizaje y modelos guiados
por los datos que mejoren las tasas de reconocimiento actualmente alcanzadas pa-

















Figura 1.1: Diagrama de bloques de un sistema elemental de registro basado en sen-
sores corporales. A partir del registro, las etapas de extraccio´n de caracter´ısticas, adap-
tacio´n al usuario y clasificacio´n, el sistema hace una estimacio´n del estado afectivo, en
alguna representacio´n conveniente.
1.2 Objetivo general
Desarrollar nuevos algoritmos para el reconocimiento de estados emocionales a
partir de sen˜ales fisiolo´gicas y proveer una mejora significativa de las tasas de re-
conocimiento actualmente alcanzadas en situaciones realistas, con requerimientos
mı´nimos en cuanto a la instrumentacio´n, para alcanzar una baja invasividad al
usuario.
1.3 Objetivos espec´ıficos
• Analizar las caracter´ısticas de las sen˜ales fisiolo´gicas desde la perspectiva
de su capacidad discriminativa para el reconocimiento de emociones, con
independencia del usuario y robustez a los cambios en las condiciones del
registro.
• Identificar la menor cantidad posible de sen˜ales que permita discriminar los
estados afectivos, con el menor grado de instrumentacio´n para el usuario.
• Desarrollar sistemas de reconocimiento continuo de diferentes tipos de emo-
ciones en base a informacio´n de las sen˜ales fisiolo´gicas, que puedan utilizarse
cercano a tiempo real.
• Desarrollar nuevas te´cnicas dirigidas por datos que permitan encontrar re-
laciones subyacentes entre la fisiolog´ıa y los modelos de emociones, de forma
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tal de que puedan ser analizadas luego por un experto.
• Validar los sistemas de reconocimiento propuestos en condiciones realistas
de funcionamiento.
1.4 Organizacio´n de la tesis
Este documento se presenta bajo el formato de tesis por compilacio´n, estructura-
da de la siguiente manera. En la Seccio´n 2 se hace una revisio´n del estado del arte
en relacio´n a la hipo´tesis y los objetivos propuestos. En la Seccio´n 3 se presenta
la metodolog´ıa desarrollada para abordar los desaf´ıos mencionados, destacando
los aportes originales de esta tesis. En la Seccio´n 4 se presentan y discuten los
resultados obtenidos y en la Seccio´n 5 se destacan los principales aportes reali-
zados al estado del arte. Finalmente, en la seccio´n de Anexos se encuentran las
publicaciones que sustentan el aporte original de la tesis.
2 Estado del arte
En esta seccio´n se tratan los principales aportes en la bibliograf´ıa sobre el recono-
cimiento de estados afectivos a partir de sen˜ales biome´dicas. Es necesario hacer
una breve revisio´n de los modelos que se utilizan para representar los estados
afectivos; tanto el tipo de representacio´n como los me´todos experimentales que
se utilizan para el registro son importantes para el desarrollo del reconocedor.
Luego se detallan las sen˜ales y caracter´ısticas importantes de dos subsistemas
que son de intere´s para el reconocimiento de los afectos y tienen gran potencial
para su uso en la pra´ctica. Finalmente, se mencionan los diferentes me´todos de
aprendizaje maquinal que se ha investigado en la bibliograf´ıa.
2.1 Emociones y desaf´ıos actuales
En el enfoque tradicional de computacio´n afectiva se han utilizado modelos ca-
tego´ricos para describir las emociones, definidos como clases no ordenadas [17].
El conjunto ma´s conocido son las seis emociones ba´sicas (alegr´ıa, tristeza, miedo,
enojo, disgusto y sorpresa), que ser´ıan comunes a todas las personas sin importar
su cultura o idioma, tambie´n llamadas emociones universales [32]. Tambie´n se
han utilizado otras clases definidas para campos de aplicacio´n particulares. Por
ejemplo, en educacio´n y entretenimiento, es interesante modelar como se siente el
usuario respecto a la tarea que esta´ realizando. Una sobrecarga de esfuerzo puede
aumentar los sentimientos negativos como la ansiedad, mientras que una carga
baja (durante un trabajo muy fa´cil) podr´ıa convertirse en una tarea aburrida, y
as´ı en un condicionamiento negativo para desarrollar cualquier actividad [33]. Es
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Figura 2.1: El modelo de afectos centrales, definido por los ejes cartesianos de acti-
vacio´n y valencia, establece un plano basado en percepciones intuitivas. Se representan
algunas emociones catego´ricas segu´n se definieron para aplicaciones en educacio´n [38],
categorizacio´n de videos [29] y mu´sica [39].
por esto que las aplicaciones buscan que el usuario este´ en un estado de entu-
siasmo para poder afrontar los desaf´ıos [34]. En este caso, los estados negativos
de aburrimiento o frustracio´n, y los positivos como el entusiasmo, resultan ma´s
descriptivos para la aplicacio´n particular [7, 35].
Otras teor´ıas han planteado representaciones afectivas en forma de variables
continuas, definiendo de esta forma espacios n-dimensionales donde cada punto
representar´ıa un estado afectivo particular. Una de las ma´s utilizadas describe
toda la gama de emociones y estados de a´nimo utilizando estados neurofisiolo´gi-
cos principales llamados afectos centrales, cuya experiencia consciente puede ser
representada en un plano (Fig. 2.1) [36]. Las componentes de este espacio son
la valencia (nivel de placer) y la activacio´n (nivel de excitacio´n), definiendo un
modelo muy intuitivo ya que se basa en percepciones ba´sicas de las personas.
Tambie´n se han propuesto otras dimensiones para caracterizar los afectos en dife-
rentes circunstancias, como por ejemplo el grado de control que uno siente sobre
la situacio´n o la sensacio´n de novedad ante un evento [37].
Para definir la percepcio´n de una emocio´n se requiere calificarla en te´rminos
absolutos, ya sea encasilla´ndola en una clase o indicando un valor nume´rico.
Esto muchas veces no es sencillo en la pra´ctica, ya que los participantes tienen
internalizadas diferentes escalas a las que hara´n referencia. Por esta razo´n algunos
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autores [40, 41] prefieren describir los estados afectivos de una manera relativa
(etiquetado por ranking) en lugar de una escala nume´rica absoluta (etiquetado
por calificacio´n).
Los trabajos actuales parecen no acordar sobre cua´l es el modelo que re-
presenta ma´s fielmente de las emociones. Se ha argumentado que las etiquetas
catego´ricas no son convenientes porque las definiciones entre culturas e idiomas
pueden variar, siendo un desaf´ıo para la comunicacio´n e interpretacio´n [31]. Por
otro lado, muchas caracter´ısticas humanas var´ıan ma´s bien de forma continua,
y restringir los afectos a categor´ıas puede llevar a perder informacio´n del mode-
lo de fondo. Au´n as´ı, como sugirio´ Picard [42], ma´s alla´ de la exactitud de las
teor´ıas desarrolladas hasta ahora, e´stas podr´ıan no llegar a explicar todo el espa-
cio afectivo, o bien explicarlo de una forma poco pra´ctica, por lo que los modelos
deber´ıan seleccionarse para cada situacio´n particular [1, 17]. Se llevaron a cabo
estudios teo´ricos y emp´ıricos sobre las relaciones entre los modelos emocionales
mencionados, con el objetivo de validar teor´ıas o identificar cua´les ser´ıan las ma´s
u´tiles para definir afectos complejos [43, 44], y tambie´n se utilizaron modelos en
conjunto para mejorar las tasas de reconocimiento [45, 46]. Existen coincidencias
en los conceptos de los diferentes modelos, y usualmente las emociones catego´ri-
cas pueden ubicarse en regiones de los espacios dimensionales, como se representa
en la Figura 2.1. Au´n as´ı, no se han explorado en profundidad te´cnicas de inte-
ligencia computacional que modelen diferentes espacios emocionales (catego´ricos
y dimensionales) y permitan analizar la informacio´n subyacente en la fisiolog´ıa.
Para desarrollar un reconocedor en condiciones realistas, es necesario tener
en cuenta como se incitan y registran experimentalmente los afectos, ya que son
aspectos importantes para describir el alcance y limitaciones de la validacio´n ex-
perimental. En los inicios de la computacio´n afectiva, se realizaron registros sobre
emociones actuadas [17]. Este disen˜o experimental permitio´ realizar pruebas de
concepto en el reconocimiento de afectos a partir de sen˜ales fisiolo´gicas y sentar
bases sobre los modelos afectivos y el procesamiento de las sen˜ales. El siguiente
nivel de realismo se obtiene al exponer al participante con est´ımulos de diferentes
caracter´ısticas y de esta forma inducir estados afectivos, o generar una respuesta
empa´tica. Entre estos est´ımulos existen algunos esta´ndares, como el sistema in-
ternacional de ima´genes afectivas (IAPS, del ingle´s international affective images
system) [47], el sistema internacional de sonidos digitales (IADS, del ingle´s inter-
national affective digitalized sounds) [48], y otros ampliamente utilizados como
fragmentos de pel´ıculas [29] o videos musicales [37]. En estos casos, si bien los
estados inducidos no son esponta´neos, s´ı se pueden considerar realistas cuando
se busca, por ejemplo, clasificar automa´ticamente el contenido multimedia. Los
estudios ma´s recientes se basan en emociones esponta´neas, como aquellas que
surgen naturalmente en una discusio´n [10] o al interactuar con sistemas inteli-
gentes [49]. Esta nueva modalidad presenta ciertos desaf´ıos, ya que las respuestas
emocionales podr´ıan ser ma´s bien sutiles y cambiar en funcio´n de la dina´mica de
las interacciones, algo lejano a la distincio´n de emociones protot´ıpicas que se es-
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tudiaba anteriormente. E´ste es el estado actual de los desaf´ıos donde se registran
sen˜ales fisiolo´gicas.
2.2 Sen˜ales fisiolo´gicas y extraccio´n de carac-
ter´ısticas
Como se ha mencionado en la introduccio´n, existen numerosos trabajos que hacen
uso del EEG o las sen˜ales perife´ricas para el reconocimiento de afectos. Actual-
mente hay una importante tendencia al desarrollo de sistemas de reconocimiento
multimodales, que incorporan informacio´n de diferentes fuentes [50, 51, 52]. Esto
se debe a la robustez que brinda tener fuentes variadas de informacio´n, y adema´s
esta inspirado en la forma natural en la que las personas reconocen los afectos: a
trave´s de la integracio´n de pistas en la voz, expresiones corporales y actitudes. Sin
embargo, en el caso de las sen˜ales fisiolo´gicas existe un compromiso importante
entre las ventajas de utilizar mu´ltiples sen˜ales y el problema real de la invasivi-
dad. Es por esto que, sobre todo para el reconocimiento de afectos a partir de la
fisiolog´ıa, mejorar las tasas de reconocimiento sobre pocas fuentes, e incluso una
u´nica sen˜al, es relevante y no ha sido explorado profundamente en la bibliograf´ıa.
Las sen˜ales biome´dicas poseen en comu´n ciertas caracter´ısticas propias que
dificultan su procesamiento por medios artificiales. Entre ellas se pueden men-
cionar: su importante variabilidad intra o inter-individuo, el estar contaminadas
con ruido de naturaleza e intensidad muy diversa y el hecho de ser producidas o
percibidas por mecanismos intr´ınsecamente no lineales y variantes en el tiempo.
Desde la perspectiva del reconocimiento de patrones, estas caracter´ısticas resul-
tan en patrones con importantes dina´micas temporales, complejas fronteras de
decisio´n, alta dimensionalidad, redundancia de informacio´n y distribuciones no
Gaussianas en los datos y en sus clases. Todo esto hace que el reconocimiento de
emociones a partir de estas sen˜ales sea una tarea muy desafiante en la actualidad
[31].
Se han realizado diversos estudios sobre la incidencia de las emociones so-
bre diferentes sen˜ales, encontra´ndose numerosos indicios de estos efectos [19].
Adema´s, se han generado corpus de uso libre con gran variedad de desaf´ıos, para
que las nuevas contribuciones puedan evaluarse comparativamente en condiciones
similares [17, 37, 29, 10]. En esta seccio´n se detallara´ el estado del arte para dos
fuentes que son de mucho intere´s para la computacio´n afectiva fisiolo´gica (ver
Seccio´n 3.1), y sobre los que se ha basado esta tesis: la actividad electrode´rmica y
las respuestas del sistema circulatorio. Se mencionan las caracter´ısticas propues-
tas en la bibliograf´ıa para representar la sen˜al con la menor dimensionalidad y
redundancia, creando un conjunto de variables que sean representativas de los




La EDA es un te´rmino amplio para designar el efecto del SNA sobre las propie-
dades ele´ctricas de la piel, producto de la actividad glandular del sudor y otros
mecanismos [53]. El me´todo que actualmente se utiliza para medir estos cambios
consiste en aplicar una corriente de baja intensidad entre un par de electrodos
superficiales en la piel, por ejemplo en la mun˜eca o entre dos falanges [54]. La
transpiracio´n, asociada a reacciones de sorpresa o estre´s, produce un puente io´nico
entre los poros, aumentando la conductividad au´n sin producir cambios visibles.
Esta sen˜al se ha reconocido desde hace mucho tiempo como un para´metro impor-
tante que responde a la actividad de la rama simpa´tica [55] y fue considerada entre
las biosen˜ales ma´s evidentes para la deteccio´n de eventos emocionales [56, 10].
La sen˜al de EDA presenta una componente caracter´ıstica de cambio lento o
nivel de conductancia (SCL, del ingle´s skin conductance level) y una de cambio
ra´pido o respuesta de conductancia (SCR, del ingle´s skin conductance response).
La SCL, entendida como la variacio´n de la amplitud a baja frecuencia, se asocia
con el estado basal, que puede estar influenciado por estados de a´nimo, hume-
dad ambiente o cambios fisiolo´gicos diarios. Por otro lado, la SCR suele estar
relacionada con los eventos de excitacio´n instanta´neos, aunque se ha encontrado
que algunos componentes frecuenciales no corresponden a est´ımulos emocionales
[2]. En Figura 2.2 se ilustra el efecto de un est´ımulo mientras se registra la EDA
con diferentes pares de electrodos. Las particularidades del registro durante la
respuesta emocional se pueden observar en la amplitud, cambios repentinos y
regularidad de la sen˜al. El ana´lisis ba´sico de la EDA consiste en filtrar las altas
frecuencias (>10 Hz) y separar las componentes SCL y SCR, en general utilizando




10                 15                 20                  25
Figura 2.2: EDA registrada con diferentes sensores mientras se presenta un fragmento
de pel´ıcula (ge´nero de terror). Se pueden observar respuestas que marcan el inicio y fin
del est´ımulo, as´ı como una activacio´n inicial dada por la anticipacio´n del participante
al experimento [54].
Se han utilizado caracter´ısticas ba´sicas para medir los cambios en esta sen˜al
con buenos resultados. Por ejemplo, a partir de ventanas mo´viles sobre la SCL y
SCR se extraen valores medios, desv´ıos y momentos estad´ısticos de diferente or-
den (curtosis y asimetr´ıa), derivadas y amplitud de las envolventes [58, 59, 37, 27].
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El nu´mero de picos y cruces por cero se han utilizado para caracterizar las res-
puestas ra´pidas [60]. En el dominio de la frecuencia, se analizaron componentes
espectrales, dividiendo el espectro de la sen˜al en bandas arbitrarias [37, 3], des-
composiciones ondita [61] y otras medidas usuales en sen˜ales en el tiempo [62].
Tambie´n se combinaron caracter´ısticas simples (valores medios y derivadas) a
partir de ventanas de diferente taman˜o, para estimar cambios a corto y largo pla-
zo [63]. Por u´ltimo, se emplearon medidas derivadas de teor´ıa de la informacio´n,
como la entrop´ıa aproximada, con el fin de cuantificar la regularidad de la sen˜al
[64].
2.2.2 Sen˜ales del sistema circulatorio
La actividad cardiovascular, adema´s de su relevancia cl´ınica, refleja cambios fi-
siolo´gicos relacionados a los estados emocionales [19]. Estas respuestas presentan
dina´micas no lineales y var´ıan entre individuos, segu´n el estado de actividad o
momentos del d´ıa. Todo esto hace que el ana´lisis de estas sen˜ales sea complejo
para identificar eventos particulares, como las emociones.
El me´todo de registro de referencia es el ECG, una medida poco invasiva de
la actividad ele´ctrica del corazo´n. Al conectar un par de electrodos en dos puntos
entre los que medie el corazo´n, por ejemplo en las mun˜ecas o en el pecho, se puede
registrar la actividad ele´ctrica durante cada latido. En las aplicaciones de compu-
tacio´n afectiva suele ser suficiente utilizar un u´nico canal o derivacio´n, lo que
tambie´n resulta en menor invasividad. El ECG tiene una morfolog´ıa cuasic´ıcli-
ca, compuesta por el complejo PQRST (Fig. 2.3). Cada segmento del per´ıodo
corresponde a una etapa espec´ıfica del ciclo de contraccio´n y relajacio´n del co-
razo´n, relacionada con la despolarizacio´n progresiva y la repolarizacio´n de las
fibras musculares. Se ha encontrado que la morfolog´ıa de la sen˜al puede cambiar
con los estados mentales; por ejemplo en el estre´s, se encuentra incrementada la
distancia Q-T au´n manteniendo un ritmo card´ıaco constante [65]. Se han utili-
zado diferentes medidas entre los puntos caracter´ısticos del ECG [25] y medidas
cla´sicas como los momentos estad´ısticos.
Intervalo R-R
Figura 2.3: Etapas de despolarizacio´n y repolarizacio´n del mu´sculo card´ıaco reflejadas
en la sen˜al de ECG, definidas por los puntos caracter´ısticos PQRST [25].
Otro me´todo muy utilizado para registrar la respuesta del sistema circula-
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Figura 2.4: Segmentos de PPG en estados neutral y de enojo [17]. Las sen˜ales esta´n
compuestas por los picos de pulso sangu´ıneo frente al sensor, mostrando diferencias en
amplitud y regularidad para los dos estados.
torio es la PPG (Fig. 2.4). Esta sen˜al representa el flujo sangu´ıneo a trave´s de
pequen˜os vasos, y es medida utilizando un dispositivo con un led emisor y un
fotosensor. La medicio´n puede ser por transmisio´n o reflexio´n. La transmisio´n es
la utilizada por los ox´ımetros de pulso, detectando la absorcio´n de la luz a trave´s
de una falange. En cambio la reflexio´n es utilizada en las bandas deportivas o
las aplicaciones para celular [66]. Los avances en el procesamiento de sen˜ales han
permitido tambie´n aproximar esta sen˜al a partir de sutiles variaciones en el color
de la piel, utilizando una ca´mara web [67]. La sen˜al obtenida por cualquiera de
estos me´todos permite aproximar el ritmo card´ıaco (HR, del ingle´s heart rate) y
se espera que tenga una buena precisio´n cuando los sujetos esta´n en posiciones
de reposo [68, 69]. La amplitud del pulso es proporcional con el flujo sangu´ıneo y
refleja el nivel de vasoconstriccio´n, que se encontro´ incrementado en situaciones
de alta activacio´n [70]. En la Figura 2.4 se pueden comparar sen˜ales correspon-
dientes a un episodio de ira y un estado neutro, donde aparecen diferencias en la
amplitud y la regularidad de la sen˜al, que se han explotado para el reconocimiento
de afectos [17] y ansiedad [26].
Un ana´lisis derivado de estas sen˜ales que merece un tratamiento especial es
la variabilidad del ritmo card´ıaco (HRV, del ingle´s heart rate variability), basado
en la medicio´n de la distancia entre latidos en el tiempo. Actualmente la HRV
de referencia es la que se obtiene del ECG, ya sea con equipos de grado me´dico
o cintas pectorales deportivas. Los latidos esta´n marcados por los picos R, y se
detectan usualmente con el algoritmo de Pan-Tompkins [71], que es adaptativo
en el tiempo y tiene robustez al ruido, fluctuaciones de baja frecuencia y latidos
ecto´picos. Luego, se mide la distancia R-R en cada punto y se interpola la sen˜al
a una tasa de muestreo uniforme. Se encontro´ que se puede obtener una buena
aproximacio´n de la HRV a partir del PPG en reposo [72], mientras que los sensores
corporales ma´s recientes reportan una buena calidad de sen˜al en el uso diario [73].
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Comparando el uso de HRV y ECG para reconocimiento de emociones [74], se
encuentra que la HRV ha llevado a los mejores resultados, lo que podr´ıa explicarse
en que las caracter´ısticas del complejo PQRST estar´ıan ma´s bien relacionadas a
los estados anatomo-fisiolo´gicos basales.
En el dominio frecuencial se diferencian tres bandas de importancia de la HRV:
una componente de alta frecuencia (HF, del ingle´s high frequency) (0.15-0.40 Hz),
una regio´n de baja frecuencia (LF, del ingle´s low frequency) (0.04-0.15 Hz) y una
de frecuencia muy baja (<0.04 Hz ), aunque esta u´ltima se cree ma´s relacionada
con la termorregulacio´n o el ciclo circadiano [75]. Para estimar estas componentes,
que var´ıan a trave´s del tiempo, el me´todo ma´s utilizado es la transformada de
Fourier en tiempo corto (STFT, del ingle´s short-time Fourier transform) [57].
Tambie´n se propusieron modelos parame´tricos, como los modelos auto-regresivos,
con una mejor resolucio´n de frecuencia y robustez respecto al espectrograma
para el reconocimiento de emociones en registros muy cortos (<5 min) [76, 77,
78, 79]. En el control del ritmo card´ıaco influyen ambas ramas del SNA; la red
parasimpa´tica se asocia a la zona HF, mientras que la LF estar´ıa regulada por
ambas ramas [80]. De esto se desprende que la relacio´n de energ´ıas entre las bandas
LF y HF se use como ı´ndice de la regulacio´n simpatovagal [43, 37], pudiendo
reflejar cambios emocionales.
Se ha encontrado que la amplitud de la HRV y el HR ma´ximo se modifican
con est´ımulos placenteros [81]. Durante el esfuerzo mental y el estre´s, se obser-
van cambios en el HR [82] y las componentes frecuenciales de la HRV [77]. En
experimentos con meditacio´n se encontro´ que el HR no var´ıa significativamente
pero s´ı lo hacen las componentes LF y HF [83]. La influencia respiratoria tam-
bie´n aparece en la regio´n HF debido a la compresio´n del nervio vagal durante el
ciclo respiratorio, conocida como arritmia sinusal respiratoria. Esta componen-
te podr´ıa proveer informacio´n de los patrones respiratorios sin tener que medir
directamente estos movimientos. Se encuentra que las oscilaciones respiratorias
pueden ser ma´s o menos regulares, por lo que en el espectro del HRV se pueden
ver picos o sen˜ales de banda ancha [84]. Esta componente se ha utilizado, por
ejemplo, para identificar emociones en interacciones con agentes virtuales [85].
Se propusieron tambie´n caracter´ısticas disen˜adas ad hoc para aplicaciones
en medicina, como los me´todos basados en el histograma de la HRV [77]. Se
usaron diferentes me´tricas temporales para medir el estre´s, como el promedio
de intervalos R-R de ma´s de 50 ms (pNN-50), la ra´ız cuadra´tica media de las
diferencias de intervalos R-R sucesivos (RMSSD, del ingle´s Root mean square
of the successive differences), desv´ıo esta´ndar de latidos normales (SDNN, del
ingle´s standard deviation of NN intervals), entre otros ı´ndices [43, 25]. Entre
estos, el ana´lisis de Poincare´ relaciona la variabilidad de corto y largo plazo de
los intervalos R-R, describiendo su dina´mica [86]. Muchas de estas caracter´ısticas
fueron disen˜adas para registros relativamente largos (usualmente 5 minutos como
mı´nimo [77]), por lo que en muchos casos carece de fundamento utilizarlos para
identificar respuestas en el orden de los segundos.
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Por u´ltimo, se exploraron tambie´n las caracter´ısticas no-lineales de la HRV,
como el ana´lisis de ciclicidad [87] y diferentes te´cnicas para identificar el modelo
no-lineal de fondo [88]. Se propuso un ana´lisis basado en exponentes de Hurst, una
aproximacio´n no lineal que proporciona informacio´n sobre la auto-similitud, y se
capturaron cambios emocionales en seis categor´ıas emocionales [89]. El comporta-
miento recurrente, donde se alternan ciclos perio´dicos e irregulares, se exploro´ en
ECG y EDA, utilizando tres algoritmos de extraccio´n de caracter´ısticas diferentes
[59, 90]. Tambie´n se caracterizo´ el comportamiento cao´tico caracter´ıstico del HRV
mediante los exponentes de Lyapunov [91]. Tomando el exponente dominante, se
puede aproximar el modelo a partir de registros cortos.
2.2.3 Seleccio´n, transformacio´n y aprendizaje de carac-
ter´ısticas
La gran cantidad de caracter´ısticas obtenidas puede ser redundante (la informa-
cio´n contenida en varias de ellas se repite) o irrelevante (no son discriminativas
para el problema), debido a la falta de conocimiento sobre el modelo que gene-
ra los datos o la inespecificidad de los me´todos de extraccio´n de caracter´ısticas.
En algunos trabajos se utilizaron algoritmos para seleccionar subconjuntos de
caracter´ısticas, evaluando iterativamente el error de clasificacio´n [58, 9, 78, 86],
utilizando diferentes te´cnicas de optimizacio´n [92, 17, 93] o algoritmos gene´ticos
[94, 21]. Otra estrategia es transformar el espacio de caracter´ısticas para reducir
la dimensionalidad de datos, por ejemplo usando ana´lisis de componentes prin-
cipales (PCA, del ingle´s principal component analysis) [95, 59] y tomando las
componentes que representan la mayor variabilidad de los datos. Una desventaja
de las transformaciones de caracter´ısticas es que se pierden las relaciones entre
las caracter´ısticas originales y los resultados del clasificador.
Ma´s recientemente se han utilizado me´todos basados en redes convolucionales,
que permiten extraer informacio´n directamente de la sen˜al temporal, evitando
la definicio´n de caracter´ısticas y con alta flexibilidad para combinar sen˜ales de
diferente naturaleza [40, 96]. En estas redes se entrena la etapa de extraccio´n
de caracter´ısticas junto al clasificador, me´todo conocido como end-to-end. Estos
sistemas requieren cierto volumen de datos de entrenamiento o el uso de te´cnicas
de aprendizaje por transferencia de informacio´n de otros dominios.
2.3 Reconocimiento de emociones
En esta seccio´n se discutira´n las diferentes tareas de reconocimiento de emociones
que son de intere´s actual, y los principales enfoques de aprendizaje automa´tico
que se han empleado para tal fin.
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2.3.1 Tareas de reconocimiento
Los modelos y aplicaciones de la Seccio´n 2.1 definen diferentes tareas a resol-
ver en cuanto al reconocimiento de patrones. El primer desaf´ıo planteado fue el
reconocimiento de emociones catego´ricas en sen˜ales segmentadas, partiendo de
fragmentos de registros donde se conoce previamente que deben contener infor-
macio´n de una clase particular [17]. Los modelos dimensionales, aunque son de
naturaleza continua, se utilizaron originalmente en forma cuantizada, reduciendo
el problema al de clasificacio´n en cuadrantes de plano AV [37]. Sin embargo, al
reducir las etiquetas a clases catego´ricas se pierde informacio´n del modelo sub-
yacente [97]. Tambie´n se ha evaluado el reconocimiento conjunto (multitarea)
de modelos catego´ricos y dimensionales, aunque las anotaciones segu´n diversos
modelos afectivos para el mismo experimento no son comunes [46].
Una situacio´n ma´s desafiante consiste en partir de un registro continuo en el
tiempo, que no esta segmentado. Si el procesamiento de sen˜ales y clasificacio´n se
realizan una vez finalizada la etapa de registro de los datos, el proceso se puede
definir como reconocimiento en tiempo diferido (del ingle´s offline), y es utilizado
ampliamente en muchas aplicaciones, por ejemplo para investigar respuestas a
est´ımulos multimedia [5]. En aplicaciones interactivas, una situacio´n ma´s realista
supone que un nuevo usuario se conecta a un dispositivo, comienza el registro
y, luego de una breve etapa de adaptacio´n, el clasificador deber´ıa poder realizar
estimaciones con una demora y error razonables. Como contraposicio´n al caso
anterior, el reconocimiento en tiempo real (del ingle´s online) supone restricciones
sobre el sistema, tanto en el costo computacional como en los datos que se tienen
disponibles al momento del reconocimiento. Estos desaf´ıos se han explorado so´lo
superficialmente [17, 98], ya que en la mayor´ıa de los casos se utilizan sen˜ales
pre-segmentadas, o haciendo el ana´lisis de datos con posterioridad al registro.
En el avance del ana´lisis sobre sen˜ales continuas en tiempo real, una de las
primeras tareas fue la identificacio´n de eventos, en la cual se busca identificar el
instante en el que el participante pasa por algu´n cambio importante [99]. Ma´s
recientemente, el reconocimiento continuo de los afectos se ha vuelto de gran
intere´s en el a´rea [31, 100]. Aqu´ı el te´rmino continuo hace referencia por un lado
al uso de los registros en tiempo real, y por el otro a que la variable de referencia
es una variable continua en lugar de las emociones protot´ıpicas, definiendo un
problema de regresio´n (en lugar de clasificacio´n).
2.3.2 Me´todos de aprendizaje automa´tico
En gran parte de la bibliograf´ıa se realizan registros de datos particulares para
responder a las preguntas planteadas. En este sentido, si bien se han compara-
do nume´ricamente algunos me´todos ba´sicos de aprendizaje maquinal [101, 9], la
comparacio´n de algunos modelos avanzados es limitada ya que parten de me´todos
experimentales, modelos afectivos y sistemas de registro que son muy diferentes.
A continuacio´n se describe, en te´rminos generales, los me´todos utilizados para el
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reconocimiento de afectos a partir de las sen˜ales estudiadas, con algunas de sus
ventajas y limitaciones.
Para el reconocimiento catego´rico se han comparado diferentes me´todos cla´si-
cos de aprendizaje maquinal. K-vecinos ma´s cercanos (kNN, del ingle´s k-nearest
neighbours) es un me´todo simple y robusto, ya que no requiere definir un modelo
para los datos sino que se etiquetan por vecindad [17, 102, 60]. Los a´rboles de de-
cisio´n se utilizaron para clasificar cuadrantes del plano AV [86], estados de estre´s
[103] e identificar respuestas ra´pidas en juegos [104]. En este me´todo, las funcio-
nes de separacio´n de nodos esta´n basada en la informacio´n mutua [9] o el ı´ndice
de diversidad de Gini [89]. En numerosas publicaciones se utiliza el perceptro´n
multicapa (MLP, del ingle´s multi-layer perceptron), con varias arquitecturas y
algoritmos de entrenamiento [12, 105, 101, 106, 107]. Finalmente, se utilizaron
tambie´n ideas de lo´gica difusa para mapear datos multimodales al espacio AV.
Las funciones de pertenencia (de las muestras a los respectivos cuadrantes AV)
se generaron a partir del histograma de cada sen˜al, agregando reglas de expertos
del dominio [6].
Las ma´quinas de soporte vectorial (SVMs, del ingle´s support vector machi-
nes) son me´todos de aprendizaje supervisado que buscan minimizar el error de
clasificacio´n maximizando el margen geome´trico entre las clases en el espacio de
caracter´ısticas, reportando buenos niveles de generalizacio´n en conjuntos de ca-
racter´ısticas grandes y pocas muestras de entrenamiento. Las SVMs lineales se
utilizaron en aplicaciones de computacio´n afectiva en diversos conjuntos de carac-
ter´ısticas y modelos de emocio´n [43, 108, 109]. Tambie´n se exploraron funciones
de nu´cleos no lineales, como las de base radial [2, 107, 29] y polinomial [21]. El
objetivo en estos casos es transformar las caracter´ısticas fisiolo´gicas a un espacio
de mayor dimensio´n, en el que se presume que el problema se puede separar li-
nealmente. Para el reconocimiento de afectos continuos, las SVM para regresio´n
(SVR) fueron ampliamente utilizadas, con buenos resultados [110, 111, 112].
Los modelos gra´ficos probabil´ısticos permiten representar las interacciones en-
tre variables fisiolo´gicas y estados afectivos. Se utilizaron clasificadores basados
en na¨ıve Bayes sobre diferentes conjuntos de datos debido a su capacidad pa-
ra tratar con las clases desequilibradas en conjuntos de entrenamiento reducidos
[37, 59, 9, 56]. Para tratar la dina´mica de la fisiolog´ıa ante diferentes estados emo-
cionales se propusieron los modelos ocultos de Markov (HMM, del ingle´s hidden
Markov models) [113, 11, 114]. El registro continuo de sen˜ales biome´dicas permite
el modelado de esta dina´mica y las transiciones entre estados afectivos. Tambie´n
se exploraron te´cnicas de ensambles, utilizando numerosos clasificadores de baja
complejidad para conformar una frontera de decisio´n de gran complejidad [22].
Usando algoritmos como AdaBoost [95], sistemas de votacio´n [8] o integracio´n
de errores [93] con clasificadores esta´ndar (SVM, kNN, a´rboles de decisio´n, entre
otros), se obtuvieron buenos resultados en conjuntos reducidos de estados emo-
cionales. Los me´todos que reportan las mejores tasas de reconocimiento son los
ensambles basados en redes neuronales profundas (DNN, del ingle´s deep neural
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networks) [115] y el de bosque aleatorio (RF, del ingle´s random forest) [64].
En cuanto al reconocimiento de variables continuas, se han hecho numerosos
aportes recientes [100], con clasificadores tales como DNNs [116], redes con me-
moria a corto y largo plazo (LSTMs, del ingle´s long short-time memory neural
networks) [117] y ma´quinas de relevancia vectorial (RVMs, del ingle´s relevance
vector machines) [118]. Algunos me´todos se han adaptado al problema continuo
por regresio´n mediante clasificacio´n [96], una te´cnica que consiste en cuantizar
la etiqueta en N clases, lo que permite entrenar cualquier clasificador como si
fuese un problema catego´rico. Analizando los resultados de los diferentes aportes,
se encuentra que e´stos au´n deben mejorarse mucho para avanzar en aplicaciones
sobre interacciones naturales.
3 Metodolog´ıa
En esta seccio´n se propone un criterio para elegir las sen˜ales fisiolo´gicas, y
se menciona el procesamiento de las sen˜ales y la etapa de extraccio´n de carac-
ter´ısticas. Luego se presentan los me´todos de aprendizaje maquinal desarrollados
para esta tesis, seguido de la metodolog´ıa de validacio´n de las soluciones propues-
tas: materiales, medidas de desempen˜o y disen˜o de la validacio´n experimental.
Para facilitar la reproducibilidad de los resultados, se encuentra a disposicio´n el
co´digo fuente1 que genera los principales resultados de esta tesis. Para detalles
adicionales sobre la metodolog´ıa propuesta, ver la seccio´n de Anexos.
3.1 Seleccio´n de las sen˜ales fisiolo´gicas
Con el objetivo de lograr un sistema de reconocimiento afectivo que sea factible y
pra´ctico de usar, es deseable reducir las sen˜ales fisiolo´gicas necesarias al mı´nimo.
Para hacer esta seleccio´n, es necesario definir un criterio, contemplando las ven-
tajas y limitaciones de cada sen˜al. Adema´s del ana´lisis de los resultados previos,
en la Figura 3.1 se proponen diferentes propiedades de las sen˜ales y me´todos de
registro, basadas en el estudio de la bibliograf´ıa y las tecnolog´ıas actuales. En las
columnas se separan las sen˜ales biome´dicas usuales para los principales sistemas
fisiolo´gicos. En las filas se listan las propiedades de intere´s para la computacio´n
afectiva. El grado de invasividad de los sensores y su robustez al ruido y a cam-
bios en las condiciones de registro son factores importantes para lograr me´todos
pra´cticos, que puedan ser utilizados fuera del laboratorio. El tiempo que demo-
ra en aparecer un cambio significativo en la sen˜al ante un est´ımulo afectivo es
relevante para reconocer cambios instanta´neos, en aplicaciones interactivas. Fi-
nalmente, dos aspectos que no son centrales pero s´ı relevantes para la investigacio´n
son el grado de disponibilidad de las sen˜ales en los corpus pu´blicos y el grado de
novedad en cuanto a la cantidad de trabajos y profundidad que se ha alcanzado
1https://sourceforge.net/projects/sourcesinc/files/emoHR.
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en ellos. El puntaje cualitativos que se asigna a cada propiedad se indica con el
area sombreada de cada celda.
Menor Invasividad












Figura 3.1: Propiedades relevantes de las sen˜ales fisiolo´gicas para ser utilizadas en
contexto de una aplicacio´n de computacio´n afectiva. Para cada una de las propiedades
descritas, se asigna un puntaje a cada sen˜al fisiolo´gica, indicado con el area pintada en
cada celda.
Los registros menos invasivos son los basados en un u´nico sensor, como el
de temperatura, o en un par de electrodos puntuales como EDA, PPG y ECG,
mientras que en el extremo opuesto se encuentra el EEG. En particular, el ECG
requiere actualmente una cinta pectoral, al igual que para los patrones respirato-
rios, mientras que EDA y PPG se podr´ıan obtener de una pulsera. En cuanto a
la robustez al ruido, el ECG se encuentra en mejor posicio´n, siendo ampliamente
utilizado para aplicaciones me´dicas y deportivas en diversos contextos. El retraso
de las respuestas podr´ıa ser significativo para los patrones de respiracio´n y tempe-
ratura de la piel, que pueden demorar decenas de segundos en registrar cambios,
mientras que las otras fuentes registran cambios en pocos segundos (ECG y PPG)
o pra´cticamente instanta´neos (EEG). Para analizar la disponibilidad, se conta-
bilizaron la cantidad de apariciones en corpus de acceso libre, donde se puede
apreciar que la EDA y el ECG son las sen˜ales de preferencia. Finalmente, el
ana´lisis de la dina´mica compleja de los patrones respiratorios y la HRV [119], as´ı
como el ana´lisis necesario para identificar componentes relativas a las emociones
en el EEG [37] indican que existe informacio´n subyacente a los modelos que no
esta´ establecida en trabajos cla´sicos de sicofisiolog´ıa.
La bibliograf´ıa muestra que las sen˜ales listadas en la Figura 3.1, comparadas
en diversos experimentos de computacio´n afectiva, reportan en todos los casos
algu´n grado de capacidad para discriminar afectos [19, 57]. Como se resume en
la Seccio´n 2.2, las sen˜ales cardiovasculares y EDA han sido ampliamente usadas
en la investigacio´n sicofisiolo´gica y en diversas aplicaciones. A partir del ana´lisis
de la figura y los resultados ya mencionados del estado del arte, la sen˜al de
ECG (en particular la HRV) y la EDA constituyen buenos candidatos para un
sistema de reconocimiento de afectos en tiempo real, que posibilite el uso fuera
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del laboratorio, y por tanto se utilizara´n para los experimentos siguientes.
3.2 Procesamiento de las sen˜ales
A partir de los registros crudos se realiza un pre-procesamiento esta´ndar para
eliminar artefactos y componentes espectrales que no tienen informacio´n de los
sistemas fisiolo´gicos estudiados [57]. Para cada registro, se realizo´ un espejado de
la sen˜al en los extremos (10 s) para evitar el efecto de borde en el procesamiento
posterior y estimar las caracter´ısticas desde el instante inicial. Para la identifi-
cacio´n de los picos QRS en ECG se utilizo´ el algoritmo de Pan-Tompkins [71].
Luego el ritmo card´ıaco se obtiene a partir de la inversa del intervalo R-R y la
sen˜al se interpola a 25 Hz. En la sen˜al de PPG los ma´ximos de los picos de pulso
tienen una tasa de cambio mucho ma´s lenta que los QRS, por lo que la deteccio´n
del instante de cada pico es sensible al ruido y conlleva un error que no es des-
preciable cuando se analiza la variabilidad del ritmo card´ıaco. Un me´todo ma´s
preciso es identificar el ma´ximo de la pendiente ascendente de los pulsos, debido
a que tienen un cambio ma´s ra´pido [120]. A partir de estos puntos de ma´xima
pendiente, se puede estimar la posicio´n de los picos y valles evaluando la tasa de
cambio en la sen˜al, lo que luego se usa para determinar la envolvente de la sen˜al y
la amplitud. Para la EDA, se estimaron las componentes SCL (0– 0.5 Hz) y SCR
(0.5–1 Hz) con un filtro Butterworth de 3er orden [10].
3.2.1 Extraccio´n de caracter´ısticas
Se realizo´ la extraccio´n de caracter´ısticas con una ventana mo´vil, simulando re-
gistros en tiempo real. La ventana debe tener la longitud suficiente para calcular
caracter´ısticas significativas y a la vez poder capturar las variaciones ra´pidas y
lentas. Se utilizo´ una ventana Hamming de 20 s y un paso de 0.5 s. La longitud
utilizada permite obtener suficientes datos temporales y una adecuada resolu-
cio´n frecuencial para las bandas de intere´s sin perder resolucio´n temporal [121].
A partir de las caracter´ısticas descriptas a continuacio´n, se adicionaron carac-
ter´ısticas de las variaciones temporales a partir de las derivadas y concatenando
caracter´ısticas de ventanas adyacentes (informacio´n de contexto temporal).
Para cada sen˜al se calculo´ una serie de caracter´ısticas ba´sicas: valores me-
dios, desviacio´n, extremos, y momentos estad´ısticos de alto orden (curtosis y
asimetr´ıa). Adema´s, para el ECG se evaluaron caracter´ısticas propias como las
distancias entre puntos caracter´ısticos del complejo PQRS, pero fundamental-
mente se extrajeron caracter´ısticas de la HRV. Para el ana´lisis espectral se utilizo´
la transformada de Fourier sobre cada ventana. Se utilizo´ la energ´ıa de las bandas
LF y HF, su radio LF/HF y la energ´ıa total de la variabilidad (descontando el va-
lor del HR). La componente respiratoria se estimo´ identificando el punto ma´ximo
en la zona de frecuencia respiratoria (0.18-0.5 Hz). Tambie´n se considero´ la tasa
de decaimiento frecuencial, que se encuentra relacionada con el control auto´nomo
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[122]. Para esto, se modelo´ una tasa de decaimiento cuadra´tica y se utilizaron los
coeficientes como caracter´ısticas. De la sen˜al de PPG se obtuvo el valor medio
y desv´ıo de la amplitud de las envolventes, y los mismos me´todos de la HRV se
aplicaron a la variabilidad de los picos de pulso.
3.2.2 Adaptacio´n a nuevos registros
Para la mayor´ıa de los me´todos de aprendizaje maquinal es necesario normalizar
las caracter´ısticas a un rango similar, con el fin de que todas las variables tengan
el mismo peso en el clasificador. Como se menciono´ anteriormente, el enfoque
que da mejores resultados es normalizar cada sesio´n de registro por separado,
antes de pasar a la etapa de clasificacio´n (en diferido), para minimizar el efecto
de la variabilidad entre sesiones. El enfoque tradicional que permite el uso del
clasificador en tiempo real es estimar para´metros de los datos de entrenamiento
(como la media y la varianza) y luego utilizarlos para normalizar los datos nuevos
que llegan al clasificador. Este me´todo parte del supuesto que la distribucio´n
de los datos de prueba sera´ similar a la de los de entrenamiento. Sin embargo,
las diferencias entre participantes, condiciones fisiolo´gicas basales o sistemas de
registro llevan a que cada registro tenga distribuciones diferentes.
Para adaptar la etapa de normalizacio´n de caracter´ısticas a cada sesio´n de
registro en tiempo real, se propone un me´todo simple que consiste en estimar
el estado fisiolo´gico basal de cada individuo a partir de un segmento inicial del
registro [123]. Con una longitud suficiente T , se espera aproximar los para´metros
de la distribucio´n fisiolo´gica de base, en te´rminos de la media y amplitud de
cada caracter´ıstica, y de esta forma poder ajustar un clasificador ya entrenado a
nuevos usuarios o condiciones de registro. Si f(t) es el vector de caracter´ısticas
para el tiempo t de una sesio´n de registro particular, y C = [0, T ] es el intervalo
de tiempo definido para la calibracio´n, el vector de caracter´ısticas normalizado





siendo µ un estimador central y σ un estimador de dispersio´n. Se eligio´ la mediana
y la distancia intercuartil por la robustez a valores extremos. De esta forma, se
busca reducir la variabilidad entre sesiones respetando las restricciones que tienen
las aplicaciones en tiempo real.
3.3 Reconocimiento y modelado de emociones
Se evaluaron diferentes me´todos para el reconocimiento y modelado de estados
afectivos. Como estudio preliminar, se entrenaron clasificadores conocidos, como
el MLP, RF y SVM [123, 74]. Luego se propusieron dos me´todos novedosos, que
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se describen a continuacio´n: un modelo auto-organizativo, que permite modelar
la similaridad entre las caracter´ısticas fisiolo´gicas y las emociones, y otro basado
en ELMs, una familia emergente de redes neuronales artificiales.
3.3.1 Mapas auto-organizativos supervisados
Los mapas auto-organizativos supervisados (sSOM) son un nuevo me´todo mo-
tivado en la capacidad de los SOMs para encontrar relaciones en los datos y
representarlas en una forma compacta [124]. Para entrenar el modelo, las carac-
ter´ısticas fisiolo´gicas y las etiquetas emocionales se concatenan en un vector de
caracter´ısticas extendido. Los principios que organizan topolo´gicamente el mapa
permiten realizar el agrupamiento de los datos multidimensionales, considerando
en un mismo espacio tanto a las caracter´ısticas como las etiquetas. El entrena-
miento, que es no supervisado, es robusto a los valores extremos y datos faltantes,
y pueden combinarse tanto etiquetas de emociones catego´ricas como dimensio-
nales. Una vez entrenado, las predicciones se obtienen identificando la neurona
ganadora a partir de las caracter´ısticas fisiolo´gicas y luego devolviendo las eti-
quetas aprendidas por esta neurona.
Dado un conjunto de caracter´ısticas fisiolo´gicas X = [x1, . . . ,xN ]
T , con xn ∈
RF , n = 1, . . . , N y de etiquetas Y = [y1, . . . ,yN ]T , con yn ∈ RP , el conjunto
de entrenamiento es la matriz Xˇ = [xˇ1, . . . , xˇN ], que resulta de concatenar los
vectores de caracter´ısticas y etiquetas en xˇn = [xn, λyn] ∈ RF+P . El factor de
escala λ se incorpora para modificar la influencia de las etiquetas en la topolog´ıa
del mapa.
El sSOM esta´ compuesto por un arreglo rectangular de unidades sj. Cada
unidad genera una respuesta a las entradas xˇn dada por
hj = ||xˇn, wˇj||2, (3.2)




j ] ∈ RF+P es el vector de pesos sina´pticos, que tiene dos
componentes: una correspondiente a las caracter´ısticas wxj y otra a las etiquetas
wyj . Los pesos se inicializan con un me´todo basado en PCA, maximizando la
varianza inicial de los datos en el mapa, a lo largo de los ejes principales.
El entrenamiento del sSOM es iterativo. Para cada tiempo t, un ejemplo xˇ(t)
se presenta al mapa y se determina la neurona con mayor similaridad (neurona
ganadora), mediante
s∗(t) = arg mı´n
j
||xˇ(t)− wˇj||2. (3.3)
El me´todo de aprendizaje no supervisado premia a s∗ ajustando wˇs∗ para aumen-
tar la similitud al ejemplo, y derramando la recompensa a las unidades vecinas,




wˇj(t) + α[xˇ(t)− wˇj(t)], si sj ∈ Ns∗
wˇj(t), si sj /∈ Ns∗
, (3.4)
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donde 0 < α < 1 es el factor de aprendizaje y Ns∗ es la funcio´n de vecindad de
s∗. El radio de Ns∗ y el valor α toman valores grandes al inicio, para hacer un
ordenamiento topolo´gico grueso del mapa. Con el paso de las iteraciones estos
valores disminuyen, favoreciendo con la recompensa a una pequen˜a cantidad de
neuronas y de esta forma se hace un ajuste fino, conservando las zonas topolo´gicas
ya definidas en el mapa.
Una vez finalizado el entrenamiento, entradas similares llevaran a neuronas
ganadoras cercanas. Como la entrada al entrenamiento estaba compuesta por
caracter´ısticas fisiolo´gicas y etiquetas, las regiones del sSOM modelan ambos es-
pacios en conjunto. Usando so´lo la entrada fisiolo´gica, con los pesos wxj , la neurona
ganadora se obtiene con
s∗ = arg mı´n
j
||x−wxj ||2, (3.5)





Para mejorar las estimaciones, que pueden ser ruidosas dependiendo del ta-
man˜o del mapa y los datos, se propone un me´todo de suavizado en funcio´n de una
lista de neuronas ganadoras. Dado x, se determinan las K neuronas ma´s cercanas
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es la distancia normalizada inversa de s∗k en el espacio de las caracter´ısticas.
De esta forma, las neuronas ganadoras ma´s cercanas, segu´n las caracter´ısticas
fisiolo´gicas, reciben un peso mayor en el promedio.
En los experimentos se optimizaron los hiperpara´metros ma´s relevantes del
me´todo. La cantidad de neuronas y la relacio´n entre el alto y ancho de la red
definen la complejidad del modelo. El factor λ se evaluo´ en el intervalo [1, 5] para
dar mayor o menor peso a las etiquetas respecto a las caracter´ısticas. Finalmente,
se ajusta la cantidad de neuronas ganadoras que se consideran para definir la
salida (Ec. 3.7). Se pueden encontrar detalles adicionales en la Seccio´n B.4.1.
Una vez entrenado, el sSOM permite explorar relaciones subyacentes en los
datos, a diferencia de otros clasificadores de tipo caja negra. El descubrimiento




3.3.2 Ma´quinas de aprendizaje extremo
Las ELMs son una familia de clasificadores que ha demostrado tener buen ren-
dimiento en diferentes aplicaciones [125]. Se utilizara´n dos me´todos ELM, cada
uno motivado en diferentes ventajas. El primero, la ma´quina de aprendizaje ex-
tremo neuronal (nELM) se define como una red neuronal cuya capa oculta es
generada aleatoriamente. La capa oculta realiza una proyeccio´n del espacio de las
caracter´ısticas en un nuevo espacio, de mayor dimensio´n, donde se espera que el
problema sea linealmente separable. De esta forma, se evita la mayor complejidad
computacional del entrenamiento, ya que so´lo se entrena la capa de salida.
A partir de un conjunto de N vectores de caracter´ısticas, la proyeccio´n en
la capa oculta, definida por pesos aleatorios, se puede expresar con la matriz
H = [h1, . . . ,hN ]
T . E´sta sera´ la entrada a la capa de decisio´n, definida por los
pesos W. La salida de la red se puede escribir como
Y˜ = HW. (3.9)
Se ha demostrado que estas redes pueden aproximar cualquier funcio´n no lineal
si disponen de la suficiente cantidad de neuronas en la capa oculta y la funcio´n
no lineal de las neuronas cumplen ciertas condiciones [126]. Para encontrar W,




La solucio´n con norma mı´nima, ma´s robusta al ruido en las caracter´ısticas, esta´
dada por
Wˆ = H†Y, (3.11)
donde H† es la seudo-inversa de Moore-Penrose [127]. Esta solucio´n es extrema-
damente ra´pida cuando se la compara con otros algoritmos de entrenamiento de
redes neuronales artificiales y otros me´todos como las SVMs. En este me´todo, el
u´nico hiperpara´metro es la cantidad de neuronas en la capa oculta.
El segundo me´todo es una variante que utiliza una funcio´n de nu´cleo para
representar la proyeccio´n de caracter´ısticas (kELM), de una forma similar a las
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Reemplazando (3.13) en (3.9), se obtiene







donde H˘ y Y˘ son las matrices de proyeccio´n y etiquetas de los datos de entrena-
miento. Seleccionando una funcio´n de nu´cleo K : (RF ,RF ) → R, la matriz para
los dos conjuntos de caracter´ısticas (X,X′) esta dada por
Ω(X,X′) = HH′T : Ωi,j = hi · hj = K(xi,x′j). (3.15)
Luego, (3.14) se puede escribir como







donde Ω˘ es la matriz nu´cleo de entrenamiento. De (3.16), se puede ver que la
funcio´n de nu´cleo reemplaza a las matrices de proyeccio´n. Este me´todo es ma´s
costoso a nivel computacional que el nELM, pero se reporta con mejores capa-
cidades para modelar relaciones no lineales en los datos. Estos me´todos pueden
utilizarse tanto para clasificacio´n como para regresio´n, adapta´ndose a los diferen-
tes escenarios de reconocimiento de emociones. El desarrollo detallado de estos
me´todos se encuentra en la Seccio´n B.4.2. La funcio´n de nu´cleo utilizada es la




Los me´todos propuestos se evaluaron sobre diferentes corpus, con desaf´ıos y li-
mitaciones que permiten explorar diversos aspectos del reconocimiento de emo-
ciones. En una evaluacio´n preliminar de caracter´ısticas, clasificadores y me´todos
de normalizacio´n (Anexo A) se uso´ el conjunto de 8 emociones de Picard y col.
[17]. E´ste consta de 20 registros de un participante en diferentes d´ıas, lo que per-
mite estudiar la capacidad de adaptacio´n de los modelos a nuevos contextos. En
cada registro, el participante expresa una serie de 8 emociones, seguidas una de
la otra, por un lapso de 20 minutos. Se utilizo´ el registro continuo de PPG para
caracterizar emociones catego´ricas.
Para el reconocimiento de emociones catego´ricas tambie´n se utilizo´ el corpus
de Monkaresi y col. (Seccio´n B.5.1) [128]. Este corpus sigue los lineamientos de
los registros tradicionales en computacio´n afectiva. Consiste en 16 sesiones de
diferentes participantes, donde las emociones fueron inducidas utilizando el IAPS
y las anotaciones son registros de auto-percepcio´n. En cada sesio´n se presentaron
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aproximadamente 75 ima´genes, a intervalos de 10 s, mientras se registra la sen˜al
de ECG y el participante reporta sus emociones en la escala SAM. Luego, el
registro es segmentado para cada imagen y las anotaciones se binarizan en clases
negativa y positiva para valencia, y alta y baja para la activacio´n.
La seccio´n ma´s relevante los experimentos se realizo´ con el corpus RECO-
LA de Ringeval y col. [10], que consiste en registros de interacciones dia´dicas
entre participantes mientras discuten como resolver un problema en teleconfe-
rencia. Los primeros 5 minutos de interaccio´n fueron anotados por 6 evaluadores
externos, segu´n como ellos perciben los afectos expresados en el plano AV. Las
anotaciones para cada instante se promedian segu´n la concordancia media entre
los evaluadores [100], obtenie´ndose de esta forma una etiqueta cuadro a cuadro
para activacio´n y otra para valencia, lo que permite evaluar el reconocimiento de
afectos continuos (Seccio´n B.5.2). De los 27 participantes que tienen registros
fisiolo´gicos, 18 fueron liberados pu´blicamente y 9 se reservaron para tareas de
validacio´n ciega.
Finalmente, se utilizo´ el corpus MAHNOB de Soleymani y col. [5] para evaluar
cualitativamente las representaciones del sSOM sobre diferentes modelos emocio-
nales. Este corpus consta de registros multimodales para emociones esponta´neas
en respuesta a fragmentos de pel´ıculas. Se registraron 27 participantes, los cuales
etiquetaron cada est´ımulo en categor´ıas (9 clases) y en modelos dimensionales
(activacio´n, valencia, dominancia y predecibilidad). Adema´s, se dispone de las
etiquetas de referencia de los est´ımulos (7 clases) a partir de encuestas en un
conjunto diferente de participantes.
3.4.2 Validacio´n
Los me´todos fueron validados con sen˜ales reales, en interacciones naturales, y
utilizando los corpus de acceso libre mencionados anteriormente. Se utilizo´ un
esquema de validacio´n cruzada anidada, contemplando siempre tres particiones:
una para entrenamiento, otra para la optimizacio´n de hiperpara´metros del mode-
lo, y otra para validacio´n. De esta forma, se evita el sobreajuste en la seleccio´n de
hiperpara´metros y se reduce el sesgo del error reportado en validacio´n. Para que
el me´todo de validacio´n sea realista, las particiones se definieron por agrupacio´n
de participantes, de forma tal que los registros de los participantes que se utilizan
para el entrenamiento no se utilizan para la validacio´n. El nu´mero de particiones
fue seleccionado previamente, tomando entre 3 y 5 particiones segu´n la cantidad
de participantes y datos disponibles.
Para verificar si la diferencia de rendimiento de los clasificadores es estad´ısti-
camente significativa, se utilizaron test no parame´tricos, debido a que son rela-
tivamente pocas sesiones. Para comparar ma´s de dos clasificadores a la vez se
utilizo´ el test de Friedman, y de resultar diferencias significativas, se utilizo´ el
test de rangos con signo de Wilcoxon como me´todo post-hoc, para encontrar que
pares de clasificadores son los que reportan diferencias significativas.
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Para realizar comparaciones justas con otros me´todos del estado del arte que
no se hayan podido reprooducir (la mayor´ıa no presentan co´digo fuente ni para´me-
tros completamente detallados), los me´todos propuestos se evaluaron tambie´n con
los mismos datos y particiones que los me´todos del estado del arte. Esto es par-
ticularmente relevante sobre la particio´n de validacio´n de RECOLA, ya que esta
particio´n es ciega (no se disponen de las etiquetas) y por tanto no es posible
sobreajustarse a esta.
3.4.3 Medidas de desempen˜o
Se utilizaron medidas acordes a cada tarea para cuantificar el rendimiento. Para
los experimentos de clasificacio´n se utilizaron dos medidas. El coeficiente Kappa
de Cohen [129], definido como
κ =
A0 − Ac
1− Ac , (3.17)
donde A0 es la exactitud de clasificacio´n y Ac la probabilidad de acierto por azar
dada la distribucio´n de las clases. Esta medida considera un nivel de base para la
clasificacio´n, siendo κ = 0 cuando no hay evidencia de que el clasificador funcione
mejor que una prediccio´n aleatoria, y κ = 1 para una clasificacio´n perfecta. La






donde nc el nu´mero de clases y Si = VP/(VP + FN) es la sensibilidad definida
a partir de los verdaderos positivos (VP) y falsos negativos (FN) para la clase
i. Ambos coeficientes son ma´s robustos al desequilibrio de clase que la simple
exactitud, ya que consideran una ponderacio´n de la tasa de acierto observada
respecto a la distribucio´n de clases en los datos.
Para la estimacio´n de afectos dimensionales se utilizo´ el coeficiente de concor-





yˆ + (µy − µyˆ)2
, (3.19)
donde y es el vector de etiquetas de referencia para cada instante de un registro
completo, yˆ el vector de etiquetas estimado, ρ es el coeficiente de correlacio´n de
Pearson, µy es la media y σy es la desviacio´n esta´ndar. El rango de ρc es [-1,1],
tomando valores alrededor de 0 si no hay evidencia de concordancia entre las
etiquetas, y 1 para una concordancia perfecta. Este coeficiente es una mejora de





En esta seccio´n se presentan y discuten los principales resultados que soportan
la hipo´tesis y objetivos propuestos para esta tesis. Las tablas, figuras y discusiones
adicionales se encuentran en la seccio´n de Anexos.
4.1 Adaptacio´n al usuario en tiempo real
La variabilidad fisiolo´gica entre participantes y entre sesiones de registro es un
factor importante para el reconocimiento de emociones. Esto se evidencia clara-
mente cuando los resultados del reconocimiento con la normalizacio´n esta´ndar,
so´lo a partir de los datos de entrenamiento, es notablemente superada por los
resultados de normalizar cada sesio´n de forma independiente [74]. Sin embar-
go, esta normalizacio´n en tiempo diferido no podr´ıa emplearse en aplicaciones
interactivas.
El me´todo de adaptacio´n propuesto para este problema (Seccio´n 3.2.2) se
evaluo´ en dos corpus, con diferentes modelos de induccio´n y representacio´n de
emociones. En primer lugar se lo hizo sobre una sucesio´n continua de emociones
catego´ricas [17], donde la primera es siempre un estado neutral. De este estado
inicial se tomo´ una parte para estimar los para´metros de normalizacio´n, definien-
do un segmento de calibracio´n de hasta 30 s. Normalizando el registro restante
a partir de estos para´metros, se evaluaron las tasas de reconocimiento para di-
ferentes longitudes de registro: 3 min (2 clases de emociones), 6 min (3 clases),
15 min (5 clases) y 25 min (8 clases). En Figura 4.1 se presentan los resultados
comparando el efecto de la adaptacio´n a cada sesio´n de registro, donde se encuen-
tra que el me´todo propuesto mejora el funcionamiento de los clasificadores para
emociones protot´ıpicas, sobre todo para registros de corta duracio´n.
Una pregunta que surge de estos resultados es si el estado neutral durante el
per´ıodo de adaptacio´n es necesario, ya que en la mayor´ıa de los casos el usuario
podr´ıa comenzar con cualquier otro estado basal. Adema´s, no es claro que longi-
tud es la o´ptima para el segmento de adaptacio´n. Para superar las limitaciones
del estudio anterior, se evaluo´ el me´todo de adaptacio´n propuesto en el corpus
RECOLA, que contiene registros de afectos esponta´neos en interacciones realis-
tas, a diferencia de los resultados reportados en [123]. Los participantes adema´s
comienzan con diferentes estados basales, con anotaciones dispersas en el plano
AV [10].
Siguiendo la metodolog´ıa experimental de [74], con las caracter´ısticas de la
HRV y los clasificadores sSOM y nELM, se toman los primeros N segundos de
cada registro para estimar la media y varianza de cada caracter´ıstica. Para hacer
comparaciones justas entre los me´todos de normalizacio´n, este segmento se des-
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Figura 4.1: Resultados de la validacio´n cruzada (κ promedio) con el me´todo de adap-
tacio´n en reconocimiento de emociones catego´ricas. Se comparan registros de 2 a 25
minutos, conteniendo 2, 3, 5 y 8 emociones diferentes, con los clasificadores MLP y
SVM.
para los tres tipos de normalizacio´n (por sesio´n, por adaptacio´n y la normalizacio´n
esta´ndar) variando N ∈ {20, 40, 60, 120, 180} s.
Se puede observar en la Figura 4.2 que el me´todo propuesto arroja resultados
intermedios entre la normalizacio´n esta´ndar y la normalizacio´n por sesio´n. Para
segmentos muy cortos (20 s), las estimaciones no llegan a modelar la distribucio´n
correspondiente a cada registro y los resultados son en general inferiores a los
otros me´todos. Sin embargo, se obtienen mejoras significativas para per´ıodos de
adaptacio´n entre 40 y 60 s, lo que indicar´ıa que los para´metros generales del estado
basal fisiolo´gico pueden estimarse con so´lo un minuto de adaptacio´n de los mo-
delos en cada sesio´n de registro, y obtener resultados pra´cticamente equivalentes
a los del reconocimiento en tiempo diferido.
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Figura 4.2: Comparacio´n de me´todos de normalizacio´n de caracter´ısticas. Se muestran
los resultados del reconocimiento de activacio´n y valencia (ρc promedio ) con sSOM y
nELM. Los me´todos de normalizacio´n esta´ndar, por sesio´n y por adaptacio´n se evalu´an
para diferentes per´ıodos de adaptacio´n en cada registro. Las diferencias significativas
se indican con (∗).
4.2 Representacio´n de respuestas fisiolo´gicas y
modelos afectivos
La investigacio´n en me´todos guiados por los datos que llevo´ al desarrollo del sSOM
esta´ motivada en la bu´squeda y representacio´n de relaciones subyacentes entre
las caracter´ısticas fisiolo´gicas y los modelos afectivos. El ordenamiento topolo´gico
del mapa, una vez entrenado, permite visualizar el espacio n-dimensional de las
caracter´ısticas y etiquetas en ima´genes simples. En la Figura 4.3 se muestra un
subconjunto de dos caracter´ısticas de la HRV y las etiquetas de activacio´n y
valencia. Cada imagen es una representacio´n de los pesos del mapa para una
caracter´ıstica, aprendidos durante el entrenamiento. Esto permite ver por ejemplo
como el cambio de la relacio´n entre las componentes de baja y alta frecuencia de
la variabilidad card´ıaca (LF/HF ′) esta´ relacionado a los cambios de activacio´n,
mientras que el ritmo card´ıaco medio (µHR) var´ıa con los de valencia. Este tipo
de ana´lisis provee una herramienta para la bu´squeda de relaciones importantes
en los datos, que puede ser utilizado para encontrar nuevo conocimiento, y es una
ventaja del sSOM respecto otros clasificadores de tipo caja negra.
El sSOM se evaluo´ tambie´n como un me´todo novedoso para representar rela-
ciones entre diferentes espacios emocionales. El me´todo propuesto permite incor-
porar variables nume´ricas y catego´ricas en la misma representacio´n de manera
directa. Para evaluar este aspecto, se utilizaron las etiquetas disponibles en el
corpus MAHNOB, que se pueden separar en tres grupos: etiquetas dimensionales
y etiquetas catego´ricas, ambas reportadas por los participantes segu´n su percep-
cio´n, y las etiquetas catego´ricas de los est´ımulos, generadas a partir de un grupo
disjunto de participantes [5]. Entrenando el sSOM con estos datos, se obtuvieron





Figura 4.3: Representacio´n de caracter´ısticas fisiolo´gicas y etiquetas emocionales ba-
sada en sSOM. A la izquierda, dos caracter´ısticas de la HRV: la derivada de la relacio´n
entre energ´ıa de bandas de baja y alta frecuencia (LF/HF ′) y el valor medio del HR
(µHR). A la derecha, las componentes relacionadas a las etiquetas: activacio´n y valencia.
tres grupos de etiquetas. Del ana´lisis de los agrupamientos generados se pueden
inferir ra´pidamente algunas particularidades del corpus. Por ejemplo, el est´ımulo
de diversio´n se percibe en categor´ıas similares, como alegr´ıa/felicidad, pero tam-
bie´n refleja respuestas un tanto diferentes a lo esperado, donde se puede ver que
parte del agrupamiento se interpreta como disgusto y otra parte como algo neu-
tral. Tambie´n se observa que el conjunto de est´ımulos catalogados como miedo se
percibe en diferentes categor´ıas relacionadas: miedo, ansiedad y sorpresa. Com-
parando luego con los planos de activacio´n y valencia, se pueden referenciar las
clases catego´ricas al plano dimensional. Ma´s au´n, se pueden caracterizar diferen-
tes subgrupos dentro de las emociones catego´ricas, por ejemplo el agrupamiento
de entretenimiento se percibe con diferentes valores de activacio´n, tomando desde
valores medios a valores altos, indicando diferentes intensidades dentro de la mis-
ma categor´ıa. Como se ilustra para esta aplicacio´n, el sSOM podr´ıa dar nuevos
detalles sobre la efectividad de los est´ımulos en te´rminos de como se configuran
los grupos de emociones en los participantes respecto a las etiquetas que se espera
que manifiesten.
4.3 Reconocimiento de estados afectivos
Los me´todos se evaluaron para el reconocimiento de afectos en clasificacio´n y
regresio´n. En cuanto al reconocimiento de clases catego´ricas, se utilizaron los
datos registrados por Monkaresi y col. [128]. La Tabla 4.1 muestra los resultados
de clasificacio´n de sSOM, nELM y kELM para niveles binarios de activacio´n y
valencia, en comparacio´n con clasificadores de base (SVM y RF) y resultados
del estado del arte [128]. Como se puede ver en la tabla, se encontro´ que tanto
el sSOM como las ELMs dieron buenos resultados, superando los del estado del





















Figura 4.4: Representacio´n de modelos afectivos con sSOM a partir de un corpus de
pel´ıculas [5]. Las pel´ıculas utilizadas como est´ımulos esta´n definidas en un conjunto
de 7 clases (A). Los reportes de los participantes, segu´n su propia percepcio´n, esta´n
definidos en un conjunto de 9 clases (B) y en te´rminos de activacio´n y valencia (C).
Cada categor´ıa se representa en un color; la mayor´ıa de las clases aparece en ambos
conjuntos (est´ımulo y percepcio´n).
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Activacio´n Valencia
Clasificador κ UAR κ UAR
Ensamble [128] .071 - .191 -
SVM .143 .570 .213 .607
RF .109 .558 .163 .582
sSOM .137 .566 .202 .597
nELM .068 .541 .119 .559
kELM .148 .576 .208 .603
Tabla 4.1: Resultados de validacio´n cruzada (κ y UAR promedio) para clasificacio´n
binaria de afectos con el corpus de Monkaresi y col. [128]
En cuanto al reconocimiento de afectos dimensionales, se realizaron una serie
de experimentos con el corpus RECOLA. En la Tabla 4.2 se presentan los resul-
tados en validacio´n cruzada (ρc medio) para los me´todos propuestos, utilizando
los clasificadores SVR y RF como referencia. Se presentan primero los resultados
utilizando la normalizacio´n por sesio´n, donde el kELM resulto´ el mejor me´todo
para activacio´n y nELM para valencia. Es interesante destacar que kELM muestra
resultados altos con poca varianza, indicando estabilidad y capacidad de genera-
lizacio´n entre sesiones de prueba. Por otro lado, nELM es extremadamente ra´pido
para entrenar y la bu´squeda de hiperpara´metros es muy simple, requiriendo so´lo
definir el nu´mero de neuronas de la capa oculta.
Como se discutio´ en la Seccio´n 4.1, una tarea ma´s desafiante es el reconoci-
miento de afectos en tiempo real, en donde la normalizacio´n de caracter´ısticas no
es posible como en tiempo diferido. Usando la normalizacio´n esta´ndar, a partir
de los para´metros de normalizacio´n del conjunto de entrenamiento, se obtuvieron
los resultados de la segunda parte de la Tabla 4.2. En este caso, con kELM se
obtienen los mejores resultados, con diferencias significativas respecto a los dema´s
clasificadores. Esto sugiere que el me´todo es ma´s robusto a la variabilidad de las
caracter´ısticas entre registros. Estos resultados confirman un mejor desempen˜o
que otros modelos reportados con el mismo me´todo de normalizacio´n [131], sobre
todo para la prediccio´n de activacio´n.
Se realizaron pruebas para evaluar la relevancia de la sen˜al de EDA, que es
otra de las fuentes de respuesta fisiolo´gica interesantes para el reconocimiento con
los modelos propuestos. La Tabla 4.3 muestra comparativamente los resultados
con el mismo disen˜o experimental, para HRV y EDA. Los resultados muestran
que el reconocimiento de valencia en EDA es ma´s efectivo que el de activacio´n,
coincidiendo con otros reportes [110]. La comparacio´n respecto a HRV indica que
esta u´ltima resulta mucho ma´s descriptiva del nivel de activacio´n y valencia que
la sen˜al de EDA, segu´n las caracter´ısticas evaluadas. Esto tambie´n condice con la
bibliograf´ıa, donde esta diferencia de rendimiento es similar [132, 110, 111, 118],




SVR .378 (.030) .243 (.064)
RF .369 (.018) .282 (.028)
Normalizacio´n por sesio´n sSOM .362 (.032) .313 (.059)
nELM .366 (.039) .322 (.054)
kELM .388 (.009) .320 (.049)
SVR .155 (.019) .104 (.046)
RF .119 (.048) .126 (.018)
Normalizacio´n esta´ndar sSOM .165 (.051) .141 (.060)
nELM .217 (.025) .230 (.034)
kELM .260 (.002) .223 (.047)
Tabla 4.2: Resultados de validacio´n cruzada (ρc promedio y desv´ıo esta´ndar entre
pare´ntesis) utilizando normalizacio´n por sesio´n y normalizacio´n esta´ndar en el corpus
RECOLA. Se comparan los me´todos propuestos y clasificadores de base
Activacio´n Valencia
Clasificador EDA HRV EDA HRV
sSOM .123 .362 .187 .313
nELM .151 .366 .253 .322
kELM .166 .388 .257 .320
Tabla 4.3: Comparacio´n de EDA y HRV para el reconocimiento de afectos dimensio-
nales normalizando cada registro individualmente. Se muestra el ρc medio en validacio´n
cruzada y desv´ıo esta´ndar entre pare´ntesis.
de afectos.
En la Tabla 4.4 se presentan los resultados obtenidos sobre la particio´n de
optimizacio´n de RECOLA, donde se comparan los me´todos propuestos con una
gran lista del estado del arte, que usan so´lo la sen˜al de ECG o la HRV para el
reconocimiento. Para evitar sobreajustar el modelo a esta particio´n, se utilizo´ el
mejor conjunto de hiperpara´metros de experimentos anteriores. En la tabla se
listan me´todos como LSTM [133, 132, 134], SVR [112, 110, 111] y un modelo
DNN end-to-end [96].
Como evaluacio´n final, una vez determinados los mejores hiperpara´metros
por validacio´n cruzada, los modelos propuestos se utilizaron por u´nica vez en la
particio´n de validacio´n de RECOLA, que consiste en 9 sesiones de registro con
etiquetas ocultas. En la Tabla 4.5 se comparan los resultados de los me´todos pro-
puestos con los del estado del arte, reportados en la misma particio´n. En estos
resultados se puede ver que los me´todos propuestos superan las otras contribu-
ciones. Adema´s, la metodolog´ıa experimental empleada permitio´ que se preserve
la capacidad de generalizacio´n de los modelos, evitando el sobreajuste. Esto se
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Clasificador Referencia Activacio´n Valencia
Ensamble Ringeval y col. 2015 [100] .275 .183
LSTM Chao y col. 2015 [133] .222 .182
LSTM Chen y col. 2015 [132] .333 .314
DNN-LSTM He y col. 2015 [117] .297 .293
DNN Cardinal y col. 2015 [116] .262 .124
Ensamble Kachele y col. 2015 [64] .344 .256
RVM Manandhar y col. 2016 [118] .293 .274
SVR Weber y col. 2016 [112] .468 .413
PCA + LR Povolny y col. 2016 [135] .391 .388
SVR Valstar y col. 2016 [110] .379 .293
SVR Sun y col. 2016 [111] .392 .264
LSTM Brady y col. 2016 [134] .357 .364




Tabla 4.4: Resultados de los me´todos propuestos (ρc promedio) en comparacio´n a los
del estado del arte en la particio´n de optimizacio´n de RECOLA.
Clasificador Referencia Activacio´n Valencia
Ensamble Ringeval y col. 2015 [100] .192 .139
DNN Cardinal y col. 2015 [116] .161 .121
SVR Valstar y col. 2016 [110] .334 .198




Tabla 4.5: Resultados para los me´todos propuestos (ρc medio) en comparacio´n a los
me´todos del estado del arte en la particio´n de validacio´n de RECOLA.
puede observar al comparar los resultados de validacio´n cruzada (Tabla 4.2), y las
particiones de optimizacio´n (Tabla 4.4) y validacio´n (Tabla 4.5). Este aspecto, en
ocasiones ignorado, es muy importante y podr´ıa explicar por que´ otros trabajos




En esta tesis se ha enfrentado el desaf´ıo del reconocimiento de estados afec-
tivos u´nicamente a partir las respuestas fisiolo´gicas, medidas a trave´s de sen˜ales
biome´dicas. Estas sen˜ales tienen diversas ventajas, como la privacidad y la posibi-
lidad de registrarse continuamente, pero presentan desaf´ıos que deben resolverse
para llegar a desempen˜os aceptables para aplicaciones pra´cticas. En este sentido,
se hicieron aportes en diferentes etapas.
Por un lado, el uso de sen˜ales fisiolo´gicas esta´ generalmente restringido a la
combinacio´n multimodal de fuentes para obtener resultados aceptables, para lo
cual es necesario instrumentar gran nu´mero de sensores en el usuario. Para re-
ducir la invasividad requerida se hizo el estudio sistema´tico de diferentes sen˜ales
biome´dicas disponibles, considerando factores como la invasividad, la relacio´n
con respuestas afectivas y la tecnolog´ıa actual de los sensores. De este ana´lisis
se encontro´ que las sen˜ales del sistema cardiovascular, ECG y PPG, y la EDA
tienen un gran potencial para el reconocimiento de emociones en aplicaciones rea-
listas. Se evaluaron diferentes tipos de caracter´ısticas de estas sen˜ales, resultando
en un conjunto reducido de caracter´ısticas que reportaron una buena capacidad
discriminativa.
Para mejorar el funcionamiento de los clasificadores para aplicaciones en tiem-
po real, donde se presentan diferentes usuarios, condiciones de registro y estados
fisiolo´gicos basales, se desarrollo´ un me´todo de adaptacio´n para que un clasifi-
cador, una vez entrenado, realice mejores estimaciones en estos nuevos registros.
Este me´todo, a partir de 1 min de registro, estima los para´metros de normaliza-
cio´n de las caracter´ısticas que ingresan al clasificador. Los resultados obtenidos
en dos corpus de emociones son alentadores y permiten aproximar los resultados
a los de reconocimiento en tiempo diferido.
Se propuso un novedoso modelo auto-organizativo supervisado (sSOM) pa-
ra mejorar las tasas de reconocimiento y proveer una representacio´n gra´fica de
las complejas relaciones entre caracter´ısticas fisiolo´gicas y espacios emocionales.
A diferencia de otros me´todos de tipo caja negra, es posible visualizar las rela-
ciones aprendidas por el sSOM en ima´genes compactas, hacie´ndolo un me´todo
versa´til para diversas aplicaciones. Adema´s, se emplearon dos me´todos basados
en un nuevo paradigma en redes neuronales: las nELMs, que tienen un muy bajo
costo computacional, y las kELMs, que ha demostrado gran capacidad de gene-
ralizacio´n. Estos me´todos fueron evaluados en un corpus de interacciones afecti-
vas esponta´neas y realistas, en desaf´ıos que son de intere´s actualmente para la
computacio´n afectiva. En estos experimentos, se lograron superar los resultados
del estado del arte, mejorando considerablemente las tasas de reconocimiento al-
canzadas a partir de la HRV. Los aportes originales realizados en diferentes etapas
del proceso, desde el ana´lisis y visualizacio´n de caracter´ısticas fisiolo´gicas hasta
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el reconocimiento de estados afectivos, contribuyeron a avanzar con el estado del





El apartado de anexos se organiza de la siguiente manera. En el Anexo A se
presenta el art´ıculo publicado por Bugnon, L. A., Calvo, R. A., y Milone, D.
H, “A Method for Daily Normalization in Emotion Recognition”, 15vo Simposio
Argentino de Tecnolog´ıa, AST 2014, 43 JAIIO, pp. 48–59, 2014. En este trabajo
se propuso un me´todo para adaptar los clasificadores a la variabilidad fisiolo´gi-
ca independiente de las emociones, y se lo evaluo´ en un corpus de emociones
catego´ricas.
En el Anexo B se presenta el art´ıculo de Bugnon, L. A., Calvo, R. A., y
Milone, D. H., “Dimensional Affect Recognition from HRV: an Approach Based
on Supervised SOM and ELM”, IEEE Transactions on Affective Computing, doi:
10.1109/TAFFC.2017.2763943, enviado en Julio de 2016, revisado en febrero de
2017, en prensa el 17 de octubre de 2017. En este trabajo se desarrollaron me´todos
para el reconocimiento y representacio´n de afectos dimensionales a partir de la
sen˜al de HRV y se validaron en condiciones realistas. Los resultados muestran
que el estado del arte para el problema en cuestio´n fue superado con los me´todos
propuestos.
El autor de la tesis propuso los me´todos originales, los desarrollo´, realizo´ la
puesta a punto y la evaluacio´n en ambos trabajos. La discusio´n de las ideas, el
ana´lisis de resultados y redaccio´n de los documentos fueron realizados en colabo-
racio´n con los co-autores.
Aval de los Directores:
...................................... .......................................
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Abstract Affects carry important information in human communication and
decision making, and their use in technology have grown in the past years. Par-
ticularly, emotions have a strong effect on physiology, which can be assessed by
biomedical signals. This signals have the advantage that can be recorded contin-
uously, but also can become intrusive. The present work introduce an emotion
recognition scheme based only in photoplethysmography, aimed to lowerinvasive-
ness. The feature extraction method was developed for a realistic real-time con-
text. Furthermore, a feature normalization procedure was proposed to reduce the
daily variability. For classification, two well-known models were compared. The
proposed algorithms were tested on a public database, which consist of 8 emo-
tions expressed continuously by a single subject along different days. Recognition
tasks were performed for several number of emotional categories and groupings.
Preliminary results shows a promising performance with up to 3 emotion cate-
gories. Moreover, the recognition of arousal and emotional events was improved
for larger emotion sets.





Emotional states are relevant not only in a social context, but also influence
directly on cognitive process and take a role in decision making [1]. For this
reason, by including affect in human-computer interfaces, the communication
performance may be improved. In the early theoretical developments, several
discrete categorizations of emotions have been described, for instance the six
basic emotions of Ekman [136]: joy, anger, fear, boredom, sadness, disgust and
neutral. Later, particular affective states were proposed for certain research fields,
for example confusion, boredom and flow in educational applications [137]. Fur-
thermore, different continuous scales of emotions were described, such as the
core affect theory of Russell [36], which support a model of basic neurophysi-
ological reactions that one can feel like energized/not-energized (arousal) and
pleasant/unpleasant (valence).
The ground in psychophysiology have demonstrated that the affects experi-
enced by a subject have several implications in his physiology (or vice versa),
modifying its behaviour at different levels [55]. In the central nervous system,
the cortical and sub-cortical activity present electrical variations that can be mea-
sured [21]. More frequently, affect has been assessed through the influence of the
autonomous nervous system; the sympathetic and parasympathetic branches con-
trol different systems, as blood circulation, respiration patterns and skin glands
regulation. Additionally, the effects of emotions over the somatic nervous system
is present on voluntary muscle activity and involuntary reflex responses [19]. Even
though physiological recordings can be intrusive, those signals can be recorded
continuously (unlike voice and facial expressions), are more difficult to mask and
provides an alternative source in the case of communicational disorders. As more
portable and less invasive biosignals acquisition systems are developed, it become
more feasible to use them in real world applications.
Affective computing based on physiological variables have advanced over sev-
eral applications. For example autism-disorders research [2], learning technologies
[8], gamer experience [7], multimedia automatic tagging [5] and anti-stress ther-
apy [3] are recent developments. In addition, major efforts have been done to
collect representative data, as the experimental design to elicit and measure emo-
tions is complex. Singularly, the Eight Emotion Sentic Data1 was compiled to
study the physiological variations on a single subject, acquiring 4 biosignals: fa-
cial electromyogram, photoplethysmography (PPG), electrodermal activity and
respiration amplitude, over 20 daily sessions. For each one, the subject tried
to pass through 8 emotional states: neutral, anger, hate, grief, platonic love, ro-
mantic love, joy and reverence. This dataset make possible to test how biosignals
vary in short and long term for different emotions.
The first analysis on the mentioned dataset was performed with an offline
classification scheme [138]. In that approach, the signals were previously seg-
1Public access: http://affect.media.mit.edu/share-data.php
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mented, obtaining a recognition rate (RR) of 46% for the whole emotion set. In
their following research, the results were improved taking into account the heart
rate and other physiologically relevant features, rising the RR to 81% [139, 17].
In addition, a more recent publication report similar results employing different
classifiers [60]. Unfortunately, segmented signals are not readily available in real
applications. Furthermore, as segments length is about 3 minutes, an instanta-
neous emotion estimation cannot be obtained. As a first approach towards an
online classifier, a feature extraction method with moving average window was
employed on this data, achieving a RR of 48.98% for all the emotion set, using all
the 4 signals [138]. In another interesting application, it is required to detect an
emotional event (this is, a wake-up call) from a neutral state, using an online ap-
proach. This has been attempted employing an auto-associative neural network
[140, 99], training it with neutral patterns, and using the difference between new
samples and the model estimates for classification.
Previous works on affective computing supports the existence of correlation
between biosignals and emotions, but the obtained RR still need to be improved
significantly. Moreover, it is desirable to minimize the required sensors that allow
an acceptable RR. In this direction, the goal of this work is to evaluate the
PPG for affect estimation, extracting features related with psychophysiological
regulation, and developing a classification scheme oriented to practical online
applications.
In the next section, the proposed feature extraction and post-processing meth-
ods are discussed, along with the employed classifiers. In Section 3, the experi-
ment design to evaluate the models is presented, followed by relevant results and
discussion. Ultimately, interesting conclusions and future work are mentioned in
Section 4.
A.2 Feature extraction and classification
Cardiovascular measurements are highly available in public databases, presents
low invasiveness and seems to be highly related with several emotional dimensions
and categories [19]. Specifically, the heart rate reflect arousal by the influence of
sympathetic and parasympathetic branches, in response to approach/withdrawal
instincts [55]. One of the sources used to capture circulatory activity is the PPG,
which measure the blood flow between an infrared led and a sensor, in particular
on a finger (Fig. A.1). While the heart is pumping, the blood flow depicts peaks in
a quasi-periodical signal, and the distance between the peaks is found to be highly
correlated with the heart rate [68]. Additionally, the pulse amplitude is related
to vasoconstriction; when a subject is under stress, the vessels muscle is activated
by sympathetic control [141] and the blood flow is reduced (compare Fig.A.1.a
and Fig.A.1.b). Taking into account the low invasiveness of finger PPG, it results
in a well suited source to estimate emotional information from physiology.
To obtain a heart rate estimate, the signal peaks were detected using a low
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Figure A.1: Segments of PPG signal on a finger. In (a) a neutral state; and (b) an
anger episode, recorded in the same day. This difference is not so evident in a wider
scope of the signal. Data was extracted from Eight-Emotion Sentics Dataset [17].
pass filter and a windowed automatic threshold. The consequent distance between
peaks was interpolated to the signal sample rate (20 Hz) using a piecewise cubic
Hermite polynomial, which is less oscillating than spline polynomials for this
data. Moreover, the PPG amplitude was estimated using the signal envelope, by
interpolation of ascending and descending peaks. Over the obtained peak rate
and amplitude, a moving window of width W was displaced with a fixed step of
1 s. For each window step, 4 simple features were extracted: the local mean and
standard deviation of these two signals. The feature vector is associated with
the central point of the window and the emotion label on that point. On the
one hand, small values of W allow to detect short time events, but with a cost
of more variance. On the other hand, longer lengths tends to provide a better
estimate of mean values.
The regulation of the circulatory system is affected by humoral factors, circa-
dian cycle and subject mood during the data registration, resulting in a significant
data variance between days. Previous research accounted different normalization
techniques for segmented signals [17], but these approaches cannot be used in
online applications. Hereby, a new feature normalization is proposed, which only
uses statistical parameters of a neutral segment of length X. It is expected that
this neutral sample can approximate the daily baseline, and it can be used to
normalize the features in the same day. Furthermore, this approach can be seen
as a daily calibration that does not require to acquire many emotion examples
everyday. Thus, if f(t, d) is the feature vector for the time t of day d, and C is the
set of the time points used for calibration, the proposed normalization method is











{fi(t, d)} · (A.1)
For classification, two well-known models were tested. The MLP is an ar-
tificial neural network which structure is composed by forward full-connected
perceptrons. Feature inputs feeds a first layer of perceptrons, and their outputs
are connected with subsequent layers (hidden layers) until a final output layer,
which have as many neurons as classes. This structure can resolve non-linearly
separable problems, and were used with various architectures and training algo-
rithms in categorical emotion problems [12, 101, 107] and arousal-valence [105]
sets. In this work, the MLP was trained with the standard back-propagation
algorithm [142].
SVMs are supervised learning methods which minimize the empirical classi-
fication error and maximizes the geometrical margin between the classes in the
feature space. This margin maximization provides good generalization properties
on high-dimension feature sets and few training samples. Even though SVMs are
intrinsically binary classifiers, it can be extended to problems of several classes,
for example, by one-vs-all method. SVMs have been applied to non-linear classifi-
cation problems transforming the original feature space into a higher dimensional
one, where is presumed that the problem becomes linearly separable. Moreover,
it is possible to operate in the transformed feature space computing only the
inner products between the projected versions of features pairs by using kernel
functions. The Radial Basis Function (RBF) kernels are one of the most popular
among them [2, 107, 29] and therefore the Gaussian kernel, a particular RBF, is
used in the experiments.
In several datasets for emotion recognition, the classes are imbalanced. This
may produce a significant bias in the mentioned classifiers, that advantage the
majority class to minimize the overall fitting error. To reduce this effect, the
training instances were resampled to equalize the classes occurrences, but leaving
the test set as it was. Additionally, it is important to remark that the calibration
segments are not used further in the classification task.
A.3 Results and discussion
The experiments in this section were performed using signals from the Eight Emo-
tion Sentic Data, particularly the SetB, which comprises one subject in sessions
properly labeled, over 20 days. The 8 emotions elicited in each session are listed
in Table A.1, with the categorical, arousal and valence labels. Each emotional
record have a mean length of 3 minutes, composing a continuous signal of around
25 minutes per session.
For each of the following experiments, the performance of the models was








Platonic Love Low Positive
Romantic Love High Positive
Joy High Positive
Veneration Low Neutral
Table A.1: Dataset labels in categorical, arousal and valence dimensions. The order
of appearance is the same as the register.
the folds were arranged such as each day was contained in a separate fold. In fact,
this approach is the most likely in a practical sense, as the model is trained with
some days and tested in others. Additionally, in each cross-validation step the
parameters of the model were selected according to the best performance using
only the 16 training days.
There are several measurements for classifier performance. In this work was
used the Cohen’s Kappa statistic,
κ =
Pr(a)− Pr(e)
1− Pr(e) , (A.2)
which compare the observed accuracy Pr(a) in relation with the estimated prob-
ability of obtaining the same result by-chance Pr(e), based on the available data
in the confusion matrix [143]. The κ statistic takes the value 0 when the evi-
dence of classification accuracy is the same as the by-chance probability, and 1
for the perfect accuracy. This provide a useful measure to compare sets with dif-
ferent number of classes. The algorithms for signal processing, feature extraction
and result analysis were developed in Matlab, using the Weka library [144] to
implement the classifiers.
A.3.1 Categorical emotion discrimination
In the first place, the proposed methods were tested in the task of recognizing
individual emotions, using sets of 2, 3, 5 and 8 emotions. For each group, the
proposed feature normalization method was tested, comparing the performance
using MLP and SVM classifiers. The best model parameters were selected be-
tween two values of W (30 and 60 s), the length of the calibration segments
X ∈ {10, 20, 30} s, and basic classifier parameters: the number of hidden neu-
rons {2,4,8,12} for MLP, and the soft-margin coefficient C and kernel exponential
γ ∈ {2, 4} for SVM. In the case of W , it was found that smaller values than 30
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s worsen the results significantly for the current classification scheme, agreeing
with other research [138]. For MLP, the best performance was obtained for 2 to
4 neurons in all groups.
Results for categorical emotion recognition are summarized in Figure A.2. In
general, all models performed significantly better than the baseline (the by-chance
probability). It can be seen that the effect of feature normalization is positive for
2 and 3 emotions. Regarding the classifier model, it was found that MLP and
SVM had a similar performance. Comparing with previous research, the present
results does not overtake the ones accounted for 8 emotions in an online scheme
[138]. However, there is no report of results using only one signal (versus all the
four in the dataset), neither on sets smaller than the 8 emotions.
Going further in the evaluation of the normalization method, its effect on
several consecutive emotion groupings was tested. It was found that the impact
of normalization in RR seems to degrade in relation with the distance between
the calibration and the evaluated segments. This explain why normalization
does not improve the κ value for bigger set of emotions. Moreover, repeating the
experiment with the whole neutral state as calibration segment (and therefore
excluding it from the emotion groups) brings a better κ for those groups. This
suggest that the size of the calibration segment have a significant effect to estimate
a reference value for each day.
A.3.2 Arousal-valence discrimination
Emotions can be mapped in arousal (in this case discretized as low and high) and
valence (negative, neutral and positive), as shown in Table A.1. This mapping
allow to group emotions that shares a similar nature, which have a special meaning
for different applications. Thereby, it is interesting to evaluate the performance
of the PPG and the presented methods over arousal and valence dimensions.
Figure A.3 shows the results of testing again the proposed normalization
method and the classifiers for the same emotion sets, but grouped into arousal
and valence dimensions. In the first case (Fig. A.3.a), the normalization rise the
score for several number of emotions, significantly better than the baseline in all
cases. Moreover, the κ value for 3 and 5 emotions, using MLP and normalization,
is close to the 2 emotion group, suggesting that the emotions can be effectively
grouped in the arousal sets. In the case of valence (Fig. A.3.b), the first 3 emo-
tions have only two classes (neutral and negative), so this should be a similar
problem as for arousal. Nevertheless, there is an imbalance towards the nega-
tive class in 3 and 5 emotions sets, given by the elicitation ordering. However,
the proposed normalization method improves the results significantly for the set
of 3 emotions. Finally, the results obtained with the selected methods suggests
that arousal discrimination is more feasible than valence with the PPG signal,
probably explained by the strong effect of arousal in the circulatory system.
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Figure A.2: Mean κ score obtained from cross-validation for individual emotion recog-
nition. Results are shown for emotion sets of various sizes: 2 classes (Neutral-Anger),
3 classes (adding Hate), 5 classes (adding Grief and Platonic Love) and the whole 8
emotions set. The impact of the proposed feature normalization is depicted, along with
the comparison of MLP and SVM classifiers.
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Figure A.3: Mean κ score from cross-validation over different emotion sets. The
normalization method and classifiers are compared with the same sets as the categorical
emotions experiment, but labeled in: (a) Arousal and (b) Valence dimensions.
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A.3.3 Emotional event detection
The ability to detect an emotional event can be useful, for example, when users
have imperative requests. In particular, the dyad neutral-anger is one of the
simpler problems, because anger (or rage) has a very active effect in heart rate
and vasoconstriction. However, it is not evident if the emotions of different nature,
like anger-joy-reverence could be grouped in opposition to the neutral state. To
evaluate this, the binary problem of emotion/non-emotion was set by grouping
all states but neutral as an emotion, using a set of the first 5 emotions. Because
the dataset is imbalanced for this task (neutral samples are about 1/5 of total,
and even lower after removing the calibration segment), two considerations were
made. In the first place, the training examples were resampled to equate the
occurrences of the classes in training, as used in the valence case. Secondly, as
the RR and κ can be misleading in imbalanced data, results were analyzed using
the sensitivity (true positive rate) of neutral and emotion classes.
The comparison between the methods shown that, without normalization,
MLP achieved a mean sensitivity of 61.7% (σ = 8.2%) and SVM scored 58.0%
(σ = 7.4%). However, the feature normalization rose the mean sensitivity to
73.8% for MLP (σ = 5.8%) and 74.0% for SVM (σ = 6.8%). Besides the im-
portance of a sufficiently large calibration segment, this factor is trade-off in this
task, as higher values overly reduce the neutral instances.
A.4 Conclusions and future work
In this work was proposed a low invasive emotion recognition method using only
PPG. A simple method for online feature extraction and a classification scheme
were tested in different affective computing tasks, involving several categorical
and clustered emotion sets. By taking a small segment of the source signal for
calibration, a realistic feature normalization procedure was proposed, which re-
duce the effect of day variance for moderate periods of time.
It was shown that the employed methods performed significantly better than
the baseline in all cases. Moreover, the proposed feature normalization improved
the results by reducing daily variability. In particular, the categorical emotion
recognition have reached acceptable results for small set sizes. Besides the smaller
number of classes, the selected methods obtained a good result for arousal recog-
nition, which is interesting for several applications. The current methods also
had promising results in the emotional event detection task, despite the draw-
backs of the imbalanced dataset. Additionally, it was found that the length of the
calibration segment had an important role to reduce the high variability through
different day recordings.
In future research, better feature extraction methods will be addressed, aiming
to find more discriminant features. On the other hand, classifiers that properly
models the time dynamics of biological signals will be developed. Finally, different
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ways to combine the information of several labels, for example categorical and
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Abstract Dimensional affect recognition is a challenging topic and current
techniques do not yet provide the accuracy necessary for HCI applications. In
this work we propose two new methods. The first is a novel self-organizing model
that learns from similarity between features and affects. This method produces
a graphical representation of the multidimensional data which may assist the ex-
pert analysis. The second method uses extreme learning machines, an emerging
artificial neural network model. Aiming for minimum intrusiveness, we use only
the heart rate variability, which can be recorded using a small set of sensors. The
methods were validated with two datasets. The first is composed of 16 sessions
with different participants and was used to evaluate the models in a classifica-
tion task. The second one was the publicly available Remote Collaborative and
Affective Interaction (RECOLA) dataset, which was used for dimensional affect
estimation. The performance evaluation used the kappa score, unweighted aver-
age recall and the concordance correlation coefficient. The concordance coefficient
on the RECOLA test partition was 0.421 in arousal and 0.321 in valence. Results
shows that our models outperform state-of-the-art models on the same data and
provides new ways to analyze affective states.
Physiological measures, affect sensing and analysis, supervised self-organization,
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extreme learning machines, dimensional affect estimation.
B.1 Introduction
Affective states, including emotions, moods, and feelings have a key role in the
communication and decision-making process of a person. To improve human-
computer interactions (HCI) and human-human computer mediated interactions
(as in teleconferences), emotions, engagement and even psychological well-being
should be taken into account [13].
The first step to improve interactions is the affect recognition, which can be
of two types: categorical or continuous [1]. If the target labels are categories,
the recognition task is known as classification. For example, the classes can be
the basic emotions summarized by Ekman [145] or those more commonly used
in HCI [35]. On the other hand, when labels take continuous values, the task is
a regression or estimation of those values. In affective computing, this happens
when dimensional models with arousal and valence as continuous variables are
used [36]. The dimensional model of affect has also been frequently used in a
classification context [44, 31]. In those cases, the labels were the result of a
quantization over discrete values. For example, by defining the low, medium
and high labels for arousal. These approaches will be referred in this work as
classification tasks, leaving the term dimensional affect estimation only when the
target affects take the original continuous values.
Several works have shown that physiology is correlated with mental states [19],
thus it has been used for affect recognition [1]. One advantage of using physi-
ological signals in real world HCI is that signals can be recorded continuously
and may be more unconscious (due to the autonomic response) than traditional
sources like voice and facial expressions [146]. Moreover, as one feels less noticed
during the sensing of physiology, it may be less invasive in terms of privacy [17].
This is interesting in applications where the user does not want (or does not need)
to be recorded by a camera or a mic, such as when playing games [6] or selecting
a song playlist [3]. Another relevant case is when people have communicational
impairments that makes difficult to analyze other sources [2]. Still, the sensing in-
trusiveness, the recording noise and the natural variations unrelated to emotions
are challenging [31, 147]. The challenges have been addressed in studies using
multiple physiological signals: electroencephalography (EEG) [108, 148, 149]; res-
piration patterns (RP) [24]; skin derived signals such as superficial temperature
[28] or electrodermal activity (EDA) [54, 150, 151]; pupillary response [29]; and
heart related signals such as electrocardiography (ECG) [25, 89] or photoplethys-
mography (PPG) [26]. Multimodal combinations of different sources have been
addressed to improve recognition rates [1, 152, 153, 154]. Also, several efforts have
been made to develop multimodal datasets; for example the DEAP dataset [37]
combines EEG, PPG, EDA, RP, facial electromyography and skin temperature,
along with audiovisual channels to analyze the impact of multimedia content on
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users.
The search for a minimally intrusive method is important for real-world ap-
plications. In this work, we use Heart Rate Variability (HRV) that has received
attention for being related to the autonomic nervous system [147] and basic emo-
tional processes [19]. HRV is the evolution of changes in the beat-to-beat interval
over time, and can be acquired using only one ECG lead (for example a chest
strap) or it can be estimated from PPG using a specialized wristband. The ad-
vances of sensor engineering have lowered the costs and improved precision of
HRV wearable devices, enabling to obtain this signal in a natural environment
[155]. Studies have shown that the mean HR can be estimated from a smartphone
accelerometer [156] and remotely from video [67], widening the possibility of a
HCI system to include physiological analysis in their framework.
Current affective computing techniques can be improved in a number of ar-
eas. For example, most of the techniques require the use of multiple physiological
signals, which necessitates more sensors [157] and intrusiveness [31] to the user.
There is evidence that affect classification using a source with low intrusiveness
like HRV is feasible [110], yet it is not accurate enough for real-world applica-
tions. Furthermore, unlike classification approaches, the dimensional estimation
of affects has not been widely explored yet. Currently, improving the classifiers
performance with novel approaches is an important challenge that should be ad-
dressed. Nevertheless, methods usually focus on performance estimation, but
omit analyzing the hidden relations in the data. Novel methods for identification
and visualization of the subjacent models of affect and its relation with the inputs
should be evaluated.
In this work we approach physiological affect recognition with two different
methods. For the first method, we propose a novel algorithm based on supervised
self-organizing maps (sSOM) to improve recognition rates and also to provide a
graphical representation of the underlying model. This representation can relate
the features space with the target in a compact way. Opposed to a black-box,
this type of models might allow an expert to find, in the trained model, new
relations between physiology and affects. For the second method, we propose
the use of extreme learning machines (ELM) [158]. ELM are emergent methods
for pattern recognition which have shown improved recognition rates with low
computational cost in different applications [125]. They have shown to be faster
and more accurate than traditional multi-layer perceptrons and support vector
machines (SVM) in several benchmarks [159]. ELM have been selected because
of their theoretical capacity of dealing with the features non-linearity, the fast
training algorithm and a simplistic computational framework.
Models were evaluated in two different datasets: one for classification and
the other for dimensional affect estimation. The first dataset was recorded by
Monkaresi et al. [128] and consists of multiple-subject recordings of emotions
induced with pictures. The labels are binary self-reports in the four quadrants of
the arousal-valence (AV) space. The other is the RECOLA dataset [10], composed
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of multimodal recorded interactions between pairs of subjects during a problem
solving task. For each interaction, this dataset contains a dimensional rating in
the AV space, which was performed by six external annotators. These datasets
have different experimental protocols including: type of interactions, emotional
elicitation, spontaneity and labeling methods. In all cases, we use ECG features
as input, with special interest in the HRV component. This provides a rich
evaluation set for proposed methods. A web-demo [160] interface to rapidly test
the methods is available1. The source-code of proposed methods is also freely
available for academic purposes2.
In the next section, related works on affect recognition using HRV are re-
viewed. In Section B.3 the datasets used in this work, the feature extraction
stage and the experimental setup are presented. In Section B.4.1 a sSOM for
affect recognition is presented. In Section B.4.2 different ELM classifiers are in-
troduced. In Section B.5 the most relevant results are presented and discussed.
Finally, the conclusions of this work are presented in Section B.6.
B.2 Related works
Several works used the HRV for AV classification. Valenza et al. [59] proposed
a nonlinear method for feature extraction from HRV, along with EDA and RP,
followed by principal component analysis (PCA) and a quadratic discriminant
classifier. Authors obtained promising results using the standard International
Affective Picture System (IAPS) as stimuli. Following a similar methodology, rel-
evant improvements have been achieved with sound elicitation for classification
in five classes in arousal and valence, using only HRV features [90]. Monkaresi
et al. explored the binary classification in the AV space [161] and engagement
recognition during a writing-reviewing process [162]. In these works, the authors
combined remote HR sensing and facial expressions using a voting classifier com-
posed by SVM, k-nearest neighbor (KNN), decision trees and logistic regression.
These works have shown that affect classification using a source with low intru-
siveness like HRV is feasible. Currently, improving the classifiers performance is
an important challenge that can be addressed by research on novel methods.
Although the categorical approach to affect recognition has been employed
successfully in several applications, many human states or traits vary continu-
ously rather than in the rigid classes used in categorical approaches. In such
cases the quantization into a few categorical labels might lead to a loss in model
representativeness [31]. In comparison with the categorical problem, only a few
publications have addressed the dimensional recognition challenges, yet it has be-
come a trend in the affective computing community [163, 164, 31, 10, 165, 121].




tization scales on segmented data, as in [59]. Haag et al. [105] proposed an
assessment of IAPS ratings using a multi-layer perceptron as regressor with mul-
timodal inputs. Later, Bailenson et al. [166] used the same method to estimate
levels of sadness and amusement with external raters. However, true dimen-
sional affect estimation with physiological signals is quite recent. Ringeval et al.
[131] used HRV, along with other physiological and audio-visual sources, to esti-
mate arousal and valence levels during spontaneous interaction between humans.
Several multimodal recognition systems have been tested with the dataset of this
work, using for example PCA and linear regression (LR) [135], SVM for regression
(SVR) [110, 111, 112], deep neural networks (DNN) [116], variations of the long-
short-term memory recurrent neural network (LSTM) [117, 132, 133, 167, 134],
relevance vector machines (RVM) [118], ensembles of random forests (RF) and
neural networks [64], and more recently, an end-to-end approach using convo-
lutional and recurrent networks [96]. The accuracy with physiological signals,
particularly for HRV, is promising but should be improved to aim for naturalistic
interaction applications.
B.3 Materials and evaluation setup
Datasets, preprocessing and further postprocessing of the output of classifiers
are presented in this section. Then, the experimental setup is detailed for both
classification and dimensional estimation tasks.
B.3.1 Classification
The dataset used for classification consisted of 16 laboratory sessions recorded
by Monkaresi et al. [128]. Affects were elicited for different subjects using the
IAPS and emotions were recorded as self-reports. Each session consisted of ap-
proximately 75 images, while one-lead ECG signal was being registered. Images
were displayed sequentially in blocks with similar AV score. Each image was
shown for 10 s, after which the subjects reported their affective state from 1 to
9 in the Self-Assessment Manikin (SAM) scale. Valence label was binarized in
negative and positive classes. For arousal, low and high classes were defined.
Our experimental setup with this dataset followed the same procedure of the au-
thors. Sessions were segmented in chunks of one IAPS image. We used the same
features provided by the authors: 84 classical features from ECG, including the
distances between fiducial points of the PQRS complex, mean heart rate value
and first order statistics. The RELIEF-F method was used for feature selection
[168]. Each feature was normalized as xˇn,j = (xn,j−µj)/aj, where µj is the mean
feature value and aj one measure of deviation. The features of the validation
partition were normalized using the training partition parameters.
The classifiers were tested for the classes defined above, using one classifier for
each subject, one for arousal and another for valence (single-dimension approach)
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as in [128]. A nested cross-validation was used, including partitions for training,
parameter optimization and validation. The hyper-parameters optimization was
performed without using the validation partition to get an unbiased performance
estimation, including the model optimization. We used two performance mea-
sures. The first one is Cohen’s Kappa [129],
κ =
A0 − Ac
1− Ac , (B.1)
where A0 is the classification accuracy and Ac the by-chance probability observed
in the confusion matrix. It takes into account a baseline reference for classifica-
tion, being κ = 0 when there is no evidence that the classifier performs better
than a random guess, and κ = 1 for perfect classification. The second measure is






where Ai is the recall for class i data and nc the number of classes. These
coefficients are more robust to class imbalance than the simple accuracy.
B.3.2 Dimensional estimation
The RECOLA dataset [10] is a multimodal corpus that consists of recordings
from dyadic interactions of subjects through an online communication channel
(i.e. teleconference). Audio, video, ECG and EDA were registered while the
participants were discussing how to solve a survival task. During the interactions
affects were expressed spontaneously by the participants. Affects were tagged by
six external raters as they perceived them. Their rating was based in a dimen-
sional model of affects, using continuous values in arousal and valence. Also, the
rating was annotated frame by frame for the first 5 minutes, thus all the varia-
tions in the AV space (according to the raters) are represented. A gold standard
target was proposed by the dataset authors to convert the information of the six
raters into a unique frame-by-frame rating. To do so, the target was defined as
a weighted average of the raters based on their mutual agreement [100]. From
the total of 46 subjects, 27 have a complete record of physiological signals. This
set was divided by the authors into training, development and test partitions,
containing 9 subjects each. In this work we use the 18 subjects that are publicly
available (training and development partitions). Proposed methods with optimal
hyper-parameters were also evaluated in the test partition.
The HRV signal was estimated from the ECG recording. First the R peaks
were identified using the Pan-Tompkin method [71]. Then, the HR was esti-
mated by taking the inverse of R-R distance and interpolating at ECG sampling
frequency. Well-known HR features were obtained with a Hamming window of
20 s and a step of 0.5 s. This window length makes possible to have enough data
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for feature extraction without losing time resolution [121]. In time domain, the
HR mean and standard deviations were calculated. From spectral domain, low
frequency band (0.04-0.15 Hz), high frequency band (0.15-0.4 Hz) and their ra-
tio were used to estimate autonomous regulations. The spectral decay slope,
modeled with a quadratic regression, provided more information of these regula-
tions [122]. Additionally, the total spectral power, 5 fixed bands from 0.04-1 Hz
and high order statistics (skewness and kurtosis) were included. The window
length permits nearly continuous estimation with sufficient sample length for low
frequency features [77]. The first and second derivatives of the features were
computed to get information on how they changed in time. Contextual infor-
mation was also considered by using frame stacking. Given a features vector,
xn, a new set was constructed by adding the m frames before and after each
frame, xˇn = [xn−m, . . . ,xn, . . . ,xn+m]. The features were normalized with the
methods detailed above in a session-basis, as described in [100]. Two postpro-
cessing methods were applied to the models outputs. First, a filter was applied
to reduce the outputs noise. It was optimized from two common methods in time
series processing, the moving average and the exponential smoothing. Then, an
output correction factor was tested to adjust the output amplitude. This factor
was defined as the mean ratio between filtered outputs and target amplitudes in
the training set.
The set of sessions was divided in a 3-folds nested cross-validation scheme, so
each session was used either for training or testing at a time. To compare the
estimations with the targets, we used the Lin’s concordance correlation coefficient
ρc [130], which is the scoring metric used by other works on the RECOLA dataset
and it is the official metric of the Audio/Visual Emotion Challenge and Workshop





yˆ + (µy − µyˆ)2
, (B.3)
where ρ is the Pearson’s correlation coefficient, µy is the mean and σy is the
standard deviation. The range of ρc is [-1,1], taking values around 0 if there is
no concordance evidence, and 1 for a perfect concordance. This coefficient is an
improvement of ρ, as it considers the correlation of the signals in time along with
the mean square error.
The proposed methods were tested in different scenarios. In all cases, the gold
standard rating was used as the estimation target. In first place, the methods were
faced to the single-dimension estimation, training models for arousal and valence
independently. However, it has already been shown that arousal and valence
are dependent during emotional elicitation [47]. Thus, the two-dimensions AV
estimation was conducted for comparison. In this experiment, the two outputs
were estimated simultaneously by one model, whose parameters were optimized
to maximize the mean ρc of both targets. As a baseline, two standard classifiers
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were evaluated. One is a SVR with Gaussian kernel3, the regularization factor
(C) optimized in the range [2−5, 225] and the Gaussian exponential (γ) in the
range [2−30, 2−5]. The other classifier is a RF4, in which the number of trees
was optimized in the range [5, 150] and the size of the features subsets from 5 to
the whole feature set for each tree. To compare the results with previous works,
additional experiments were conducted. The best models were trained with the
training partition, and validated on the development partition. In this case, the
best hyperparameters were taken from cross-validation experiments as in [64],
thus minimizing model overfitting. A final evaluation was made using the test
partition. The optimal models from cross-validation experiments were trained
with the whole public set (training and development partition) and labels were
estimated on the test set of features. These estimations were made only once and
sent to the authors of the RECOLA dataset for evaluation.
B.4 Methods
B.4.1 Supervised self-organizing maps
A self-organizing map is a neural network generally composed by one bi-dimensional
layer of units. This model has been proposed for dimensionality reduction, clus-
tering and classification [124]. In this section, we propose a novel method to train
a sSOM for dimensional affect estimation. To this end, the inputs in the training
stage will be the features extended with the target affects. Rather than mini-
mizing an error function between the model output and the expected targets, an
unsupervised method creates a map based on the similarity between the extended
input vectors. Different regions are conformed on this map, associating the values
of features and targets. When new unlabeled data is presented, the features are
compared with the learned weights of all units in the map and the closest unit
is chosen as output unit. Then, the affect learned by this unit is the estimated
target, which was chosen based on the spatial structure of the map previously
defined by the training data. An important advantage of this method is that
the high-dimensional input space is mapped into a 2D representation. Therefore,
new relations between the features and the affective space can be discovered by
simple inspection.
Formally, given a set ofN samples with F -dimensional features and P -dimensional
continuous targets, lets define the input matrix X = [x1, . . . ,xN ]
T , with xn ∈
RF , n = 1, . . . , N , and the target matrix Y = [y1, . . . ,yN ]T , with yn ∈ RP . The
features and targets in the training set are concatenated as a single input matrix.
The new input matrix is given by Xˇ = [xˇ1, . . . , xˇN ], with xˇn = [xn, λyn] ∈ RF+P ,
3Implemented with the quadratic programming functions of Matlab. It is included in the
provided source code.
4Standard Matlab implementation: TreeBagger class.
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where the scaling factor λ must be set to balance the influence of the targets in
the map topology.
The sSOM have a rectangular array of units sj, with j = 1, . . . , J . For a given
input xˇn, the output of sj is given by
hj = ϕ(xˇn, wˇj), (B.4)




j ] ∈ RF+P is the synaptic weight vector, composed by the
feature weights wxj and the target weights w
y
j . The operator ϕ is a similarity
function, usually based in the euclidean distance. Weights are traditionally in-
stanced at random [124]. However, the data distribution can be used to avoid
local minima and speed up the training. Thus, an alternative to random initial-
ization is to use PCA in the input space. First, the method finds the two greater
eigenvalues and eigenvectors from the training set. Then, the weights of the map
are generated by linear spanning in the two dimensions. In this way, the main
data variability is initially arranged along the main axes of the map.
The sSOM training is an iterative procedure. At each time t = 1, . . . , T , a
sample xˇ(t) is presented to the map. The best matching unit is the one with
higher similarity with the input pattern. It is found by solving
s∗(t) = arg mı´n
j
||xˇ(t)− wˇj||2. (B.5)
The method rewards the neuron s∗ by adjusting wˇs∗ for a better matching with
the sample. To induce a topological ordering in the map, the rewarding effect is
scattered through the neighbouring units. The neighbours are defined in hexag-
onal shape, thus a 1-unit neighbourhood is a set of 6 units plus the central unit.
Then, the weights are updated using the steepest-descent gradient optimization
wˇj(t+ 1) =
{
wˇj(t) + α[xˇ(t)− wˇj(t)], if sj ∈ Ns∗
wˇj(t), if sj /∈ Ns∗
, (B.6)
where 0 < α < 1 is the learning factor, and Ns∗ is a neighbourhood function
around s∗. For the early iterations, the Ns∗ radius and α take large values. This
configuration leads to a rough ordering of the map, defining the main topographic
zones. In the later iterations, Ns∗ and α are reduced until only s∗ is affected by the
optimization algorithm. This results in a fine-tuning of the map while the main
topological structure is conserved. In addition to the traditional planar sSOM,
a toroidal form can be defined by linking opposed border units of the plane in
a same neighborhood, thus every unit will have the same amount of neighbours.
Preliminary evaluations of toroidal model have not provided better estimations
than the planar one, and graphical analysis of a toroid is more complicated. Thus,
only the planar map will be used.
Once the sSOM training is complete, similar inputs will lead to closer winner
units. As training inputs contains the features and targets, each region of the map
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will model the spatial relations of both spaces. Then, in the recognition stage
only the feature weights wxj are used. Thus, the best matching unit is obtained
with
s∗ = arg mı´n
j
||x−wxj ||2, (B.7)





The smoothness of the outputs may depend on both the input data and the
size of the map. Therefore, a spatial interpolation method is incorporated as last
step. Given the input x, the K closest units are determined, [s∗1, . . . , s
∗
K ], with s
∗
1















is the normalized inverse distance for each s∗k in the feature space. With this
expression, the closest s∗k in the feature space receives the higher weight.
B.4.2 Extreme learning machines
The theoretical context of ELM includes several related methods [126]. In this
section, two different ELM approaches are introduced: the original model as a
neural network, and a later derivation based in kernels.
In the first conception of ELM, the classifier can be seen as a neural network
with one hidden layer (nELM). The central paradigm is that the hidden units
are randomly generated, thus the tuning of their parameters is avoided. As
a direct consequence, the training time is dramatically reduced compared with
other training methods. For a formal derivation, consider J hidden units with F
inputs and P output units. The output of the hidden layer is given by
hj = Φ(v
T
j x + bj), (B.11)
where Φ is the activation function, vj the input weights and bj the bias for the j-th
hidden unit. This can be expressed in a matrix form by defining the hidden-layer
output matrix H = [h1, . . . ,hN ]
T , also called the feature projection matrix, and
W = [w1, . . . ,wP ] as the output layer weights, with wp ∈ RJ and p = 1, . . . , P .
Then, the nELM output can be written as
Y˜ = HW. (B.12)
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If Φ is an infinitely differentiable function, and (vj, bj) are randomly selected,
it can be demonstrated that for any pair (X,Y) there exist a number J < N such
||Y˜ −Y|| <  for any small  [126]. This means that the ELM can approximate
the target Y of a given input X by adjusting only the number of hidden units




which is a least square optimization problem. The smallest norm solution is given
by
Wˆ = H†Y, (B.14)
where H† is the Moore-Penrose pseudo-inverse [127].
A generalized ELM method based on kernels (kELM) can be derived from this
theory [159]. To improve the solution stability and generalization, a regularized










subject to hnW = y
T
n − Tn ,
(B.15)
where n is the training error vector for the sample xn and C a regularization








Let be H˘ the feature projection of the training set (X˘, Y˘), and H the projection
of any other set (X,Y). The estimation of Y is given by (B.12) and (B.16)







With the selection of a kernel function K : (RF ,RF ) → R, the kernel matrix for
the inputs (X,X′) is defined as
Ω(X,X′) = HH′T : Ωi,j = hi · hj = K(xi,x′j). (B.18)
Thus, (B.17) becomes







where Ω˘ is the training kernel matrix. From (B.19), it can be seen that the kernel
function replaces the projection matrices.
61
Anexo B
Several hyper-parameters detailed in Section B.3 and B.4 were optimized with
a grid search. The order of feature derivatives, frame stacking size and post
processing parameters were optimized for each case. The feature normalization
factor a was the standard deviation for sSOM and the maximum amplitude of
the data for ELM. For sSOM, we explored different map architectures (size and
shape), the scaling factor λ, the spatial interpolation method and training length.
For nELM, a hidden layer of variable size and standard activation functions were
used, including sigmoid, hard-limit, and sinusoidal functions. The kELM was
implemented with a radial basis function, with the exponential coefficient γ and
associated regularization factor C being tuned in a grid with logarithmic scale.
B.5 Results and discussion
In the first part of this section we show the classification performance of the
proposed methods in comparison with baseline classifiers and previous works. In
the second part we show experimental results for dimensional affect estimation
on the RECOLA database. We show the distinctive use of sSOM as a qualitative
model to explore affects and their relations with the physiological features. Then
we compare the proposed models and the baselines in a quantitative way with
cross-validation results. In the last part, we make a comparison with state-of-
the-art works by using the same dataset partitions.
B.5.1 Categorical affect classification
The results shown in Table B.1 are the average of 10 randomized cross-validation
repetitions on the categorical dataset. The columns are the single-dimension clas-
sification tasks, while in the rows are listed our models, baseline classifiers (SVM
with radial basis function kernel and RF) and the reference for comparison. In
[128], a vote classifier was used to combine the decision of four standard classi-
fiers: SVM, KNN, decision trees and logistic regression. From Table B.1 it can
be seen the most effective classifiers are kELM for arousal and SVM for valence.
Our methods outperformed previous results on the classification task. Al-
though that classes were balanced and selected to be contrasting (high versus
low, and positive versus negative), the score was considerably higher for valence.
This may suggest that the selected features from ECG had a better discriminabil-
ity or the elicitation process was more effective in valence. This was consistent
with the results reported by the authors of the database [128]. When comparing
arousal results with the reference, our methods show a higher difference in the
kappa score. By using a single classification model as proposed here, instead of
several classifiers, the number of tuning parameters has been reduced, making
a simpler model for the problem. As it was shown, by using the same features
and experimental setup, the classifiers proposed here can improve the results for
binary categorization of arousal and valence.
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Comparing now the models with higher scores, SVM and kELM show simi-
lar results. Both methods share the theoretical objective of projecting data to a
higher dimension where data may be easier to separate, in this case using the same
kernel function. However, kELM is faster and uses less memory during the op-
timization. Differences between kELM, nELM and RF are significant (p < 0.01,
one-way ANOVA) for arousal and valence in both performance measures. How-
ever, kELM required more resources as the algorithm uses the training data to
provide estimations. The trained sSOM is represented in a small set of parame-
ters, thus the memory usage for training is considerably low. The sSOM seems
to be effective as well, which may be explained by the unsupervised association
of features and affects, providing robustness to outliers. This model also shows
a significant difference with nELM and RF for valence and nELM for arousal
(p < 0.01). The better scores provided by kELM can probably be explained by
its capacity for non-linear modeling of the feature space.
Arousal Valence
Classifier κ UAR κ UAR
Vote classifier [128] .071 - .191 -
SVM .143 .570 .213 .607
RF .109 .558 .163 .582
sSOM .137 .566 .202 .597
nELM .068 .541 .119 .559
kELM .148 .576 .208 .603
Table B.1: Mean κ and UAR for binary affect classification on Monkaresi et al.
dataset.
Performance for the classification task is lower than the dimensional estima-
tion (as will be detailed in the next section). The general differences between our
framework in classification and dimensional estimation tasks could be explained
by the effect of several factors. In the first place, emotion expression is differ-
ent in the datasets. Emotions in both datasets are naturally expressed, this is
not acted. However, the dataset used for classification involves induced emotions
(using IAPS) and the dimensional estimation dataset involves spontaneous emo-
tions. The report is also different; the use of affect reports of several raters in
RECOLA may involve a better estimation. Last but not least, categories in the
classification case are binarized from a dimensional model. This may restrain
emotion expression, as extreme emotions are in the same category than near-
neutral values. In this way, continuous labels may be more difficult to register
but they have a richer expression that the classifiers can use.
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B.5.2 Dimensional affect estimation
We analyze first the interesting visual information obtained from sSOM trained
on the RECOLA dataset. The high-dimensional space of the features and targets
can be reduced to intuitive bi-dimensional representations. Some of them are
shown in Figure B.1. Each one represents the distribution of a coefficient of the
synaptic weights wˇj in the map. Let us take for instance the Arousal plane. As
explained in Section B.4.1, arousal is part of an extended input of the model
during training. The hexagonal cells represent the sSOM units, placed with
their neighbours as they are in the model. The value of the input, in this case
the arousal level, is modeled with the wˇj of each unit. This value is indicated
in the image with a color scale that ranges from blue at the minimum to red
at the maximum value. Upon visual inspection, one consequence of the training
algorithm is that similar values are arranged in neighbouring units. In the Arousal
plane it can be seen that the low-arousal zone was ordered in the upper-left of the
image, increasing approximately along with the vertical axis to the bottom, which
is the high-arousal zone. In the same way, looking now at the Valence plane, we
can see a smooth value progression in an almost perpendicular direction to the
Arousal plane.
Comparing now the targets (arousal and valence) with the other input planes
(the actual features), relations between them can be assessed in a qualitative
form. Although all features are considered in a multidimensional way to obtain
an accurate estimation, this analysis can contribute to finding relevant features.
From Figure B.1, it seems that P ′1 and LF/HF
′ are strongly related with arousal.
This can be seen by observing that the high P ′1 zone and the low LF/HF
′ zone
are overlaid with the high-arousal zone. In a similar way, LF/HF , HF and the
HR statistics (σHR and µHR) can be associated with the valence distribution. It
has been argued that the HRV is related with valence and well-being, specifically
HF being directly correlated with valence [169]. It can be seen in Figure B.1 that
low valence has a coincident area with low and medium HF , as well as with σHR
and µHR, thus adding empirical support to the argument. This type of analysis
provides a tool to visualize the relationship between affects and important features
from the data.
For a practical and compact representation of the emotion model learnt by
sSOM, we can merge the arousal and valence maps from Figure B.1 in a unique
map as in Figure B.2. The targets are shown in colors, red for arousal and blue
for valence. Now their values are coded in the size of the hexagons instead of a
color scale. This map provides an idea at a glance of the structure and relation
of arousal and valence in the model. The sSOM units are represented in the
same positions as in Figure B.1, so the topological relations between features
can be related with this new target map. Even more, if it is used to estimate
dimensional affects in real-time, the AV map could serve as a display to show









Figure B.1: Graphical representation of the inputs and targets in a trained sSOM. On
the top, six features layers are shown: the first derivative of P1 frequency band (P
′
1),
the low and high frequency bands ratio (LF/HF ) and its first derivative (LF/HF ′),
the high frequency band (HF ), the amplitude of HR (σHR) and its mean (µHR). On






Figure B.2: Graphical representation of the AV space using sSOM. Output compo-
nents of the trained map are superposed in the same plane. Arousal is represented in
red and valence in blue. The level of these variables in each sSOM unit is coded by the
size of each hexagon. Notice that this is the same information displayed by the trained
model, now summarized in one single image.
The relationship between the traditional AV plane and the new data-driven
representation is schematized in Figure B.3. The gray dots in the AV plane are
theoretical affects that may be reported by a subject during an affect elicitation
experiment. Some idealized cases (stressed, excited, relaxed and sad) are dis-
played in both representations. Thus, Figure B.3 illustrates how affects can be
mapped from the theoretical AV plane to the sSOM by looking to the arousal and
valence levels. Using this relationship, the sSOM graphical representation can be
discussed using the following example case. It has been reported that affective
stimuli (like audiovisual resources) are not equally effective to induce affects all
over the AV plane [37, 47, 48]. In fact, in those works it was found that with low
arousal levels there is very little possible variation in valence, which stays near
the neutral point. However, for high arousal it can be reached the full spectrum
of valence expression. That is, if the affects are plotted in a Cartesian AV space,
the dots are inscribed in a parabolic shape, as seen in Figure B.3. If we now
compare this results and the map of Figure B.2, we can see a similar behaviour
in the affect representation of our experiment. The complete range of valence is
only observable in high arousal zone (the bottom part of the map), while in low
arousal zones the valence is between neutral and negative. This way, the theoret-
ical relations between arousal and valence have been warped to the sSOM, using
only the training data. This mapping provides an alternative representation of
the AV space given the mutual closeness between the feature and target samples,
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as a direct property of the sSOM training algorithm. Moreover, this example
case of data-driven representation provides empirical evidence to support theo-
retical models described previously. This is indeed an advantage of the sSOM
over black-box models, in that it provides graphical representations of data isles











Figure B.3: Representation of the mapping between the theoretical AV space and the
sSOM graphical model. The pictured affects (stressed, excited, sad and relaxed) are
illustrated to exemplify the data-driven mapping.
The first cross-validation results on the RECOLA dataset are shown in Table
B.2. In the columns are the estimated targets, and in the rows are the proposed
methods along with standard models as SVR and RF for comparison. Methods
are detailed as single-dimension when trained with either arousal or valence, and
two-dimensions when trained with both outputs simultaneously. It can be seen
that ELM achieve the higher concordance rates. On the one hand, nELM has a
fast and low memory implementation. On the other, kELM provided the lowest
variances, denoting a more stable model across the tested sessions. However,
sSOM follows these results closely with the advantage of providing an explicit
model for visual analysis, as mentioned above. In agreement with [100], arousal
estimation was shown to be more accurate, with higher ρc and lesser variance. It
is also interesting to note that nELM works very well with the RECOLA dataset
but not so in the classification dataset (Section B.5.1). A possible explanation
is that the generalization capacity of nELM improve with the amount of data
available.
Estimating both targets with the same model seems to slightly improve sSOM
and nELM performance in arousal. However, the general performance is simi-
lar compared to the single-dimension approach and it did not yield significant




SVR .378 (.030) .243 (.064)
RF .369 (.018) .282 (.028)
sSOM .362 (.032) .313 (.059)
Single-dimension output nELM .366 (.039) .322 (.054)
kELM .388 (.009) .320 (.049)
sSOM .364 (.033) .312 (.059)
Two-dimensions output nELM .379 (.039) .313 (.060)
kELM .388 (.010) .321 (.044)
Table B.2: Mean ρc and standard deviation from 3-fold cross-validation on the
RECOLA dataset. Each session features were normalized independently. Proposed
models were trained using a single-dimension (one model for arousal and another for
valence) and using the two dimensions togheter.
the current models does not seem to provide better recognition capabilities than
individual target models. Measuring the concordance between arousal and va-
lence targets for all sessions, it yields a mean of 0.29. This suggests concordance
between the targets and may explain the lack of improvement, as the additional
information provided when estimating one target along the other is not leverag-
ing the results. However, the bi-dimensional outputs makes possible the analysis
presented with sSOM about Figure B.2.
Although the proposed models are able to perform the recognition in real-time,
an additional factor that should be considered with the recognition performance is
the computational cost of training the models. Both sSOM and nELM models are
compressed in low quantity of parameters and low training time. On the contrary,
the training data is needed to compute every estimation with kELM, as seen in
Section B.4.2. The training time for kELM was significantly higher than nELM
and sSOM models, but these are much lower than SVR. This difference may be
important for future applications in limited hardware, as wearable devices, or
when using bigger datasets.
As described in [100], the gold-standard rating is composed by six human
raters. Let us consider a rater as either one of these humans or one of the proposed
models. It is interesting to evaluate the behaviour of the models in comparison to
the humans. The agreement between a pair of raters can be measured with the
mean ρc across the sessions. The agreement of each rater with the other human
raters is shown in Table B.3. In the rows are listed the six human raters, the
mean inter-rater agreement and the proposed models. The columns are arousal
and valence as independent targets. These results show that the proposed models
have a mean agreement superior to some raters (the rater 6 in arousal and rater
5 in valence). In the case of arousal, the ELM models even approximate the
second least agreeing rater (the number 5). Although valence estimation is more
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Raters Arousal Valence
Rater 1 .305 .386
Rater 2 .296 .361
Rater 3 .349 .327
Rater 4 .231 .259
Rater 5 .223 .181
Rater 6 .113 .298




Table B.3: Mean ρc between a rating (either from a human rater using audio-visual
cues or a model using physiology) and all the human raters in the database.
challenging, consistent with the results discussed above, humans have a higher
inter-rater agreement for valence. This may be explained by the natural human
ability to identify valence states from face expressions [170]. Comparing the mean
inter-rater concordance from Table B.3 and results from Table B.2, it can be seen
that the models have competitive performance. Therefore, it can be said that the
proposed models could be playing the role of an external rater with a consistent
agreement with other raters and good rating towards the gold standard label.
An example of the estimated ratings for a validation session is shown in Fig-
ure B.4. The arousal and valence targets correspond to the session tagged as
dev-3 in RECOLA. These are compared with the sSOM, nELM and kELM out-
puts. The shaded area is the standard deviation of ratings given by the human
raters. It can be seen that models yield close estimations and follows the main
events in the target signal, like the peaks around 45 s and 150 s in arousal. Also,
the estimations mainly remain in the shaded zone. For this session, the percent-
age of the arousal estimations inside the human rater deviation is 83%, 80% and
81% for nELM, kELM and sSOM respectively, while for valence is 71%, 67% and
78%. These relations are similar for the whole database, with 73%, 75% and 76%
for arousal, 67%, 68% and 71% for valence. It can be seen that the sSOM out-
puts follow the reference more closely in general. However, Table B.2 shows that
ELM models achieve higher ρc, which may be explained by its higher sensibility
to small variations. This can be seen, for example, around the 260 s point in
Figure B.4. Another aspect that have been discussed in previous worksx is the
asynchrony between emotional expression and the emotional labels provided by
the external raters [131]. It was reported [110] that when using the HRV signal,
a delay on the training labels does not improve the performance of the classifier.
As HRV responses are slower than audio-visual cues, it is possible that the rater
delay may have been partially compensated with the physiological delay.
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goldLabel sSOM nELM kELM Rater standard deviation
Figure B.4: Comparing the outputs of the models with their targets. Gold-standard
for arousal and valence is in bold black line. Model estimations are represented with
color lines. The shaded area correspond to the standard deviation of human raters.
As detailed in the previous section, the experiments described here involve
features that were normalized for each session independently, as in [100]. How-
ever, a more challenging case is the task of estimating dimensional affects on
a totally new subject in real-time, without any prior sensing on this new sub-
ject. This case can be evaluated with a small change in the feature normalization
stage. Instead of normalizing the features in a session basis, the normalization
parameters (features mean and deviation) are obtained from the training ses-
sions only. Results for single and two-dimensions models are shown in Table B.4.
It can be observed that ELM models can provide a better estimation and also
seems more robust than sSOM to the feature normalization challenge. Differences
between ELM methods and baseline classifiers are significant in all experiments
(p < 0.05). Moreover, kELM achieved significant improvement against the other
methods as well (p < 0.05). This suggest that feature complexity of multiple
subject experiments is better handled with proposed methods.
B.5.3 Comparisons with state-of-the-art methods
Previous works on the RECOLA dataset reported their results on the partition
called development (detailed in [100]). State-of-the-art models that used only the
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Classifier Arousal Valence
SVR .155 (.019) .104 (.046)
RF .119 (.048) .126 (.018)
sSOM .165 (.051) .141 (.060)
Single-dimension output nELM .217 (.025) .230 (.034)
kELM .260 (.002) .223 (.047)
sSOM .181 (.038) .148 (.056)
Two-dimensions output nELM .262 (.008) .253 (.029)
kELM .263 (.007) .227 (.046)
Table B.4: Mean ρc and standard deviation from 3-fold cross-validation on the
RECOLA dataset. The normalization parameters (features mean and deviation) are
obtained from the average of training sessions.
Classifier Reference Arousal Valence
Using ECG features
Vote classifier Ringeval et al. 2015 [100] .275 .183
LSTM Chao et al. 2015 [133] .222 .182
LSTM Chen et al. 2015 [132] .333 .314
DNN-LSTM He et al. 2015 [117] .297 .293
DNN Cardinal et al. 2015 [116] .262 .124
NN ensemble Kachele et al. 2015 [64] .344 .256
oaRVM Manandhar et al. 2016 [118] .293 .274
S-fusion SVR Weber et al. 2016 [112] .468 .221
Using HRV features
PCA + LR Povolny et al. 2016 [135] .391 .388
SVR Valstar et al. 2016 [110] .379 .293
SVR Sun et al. 2016 [111] .392 .264
S-fusion SVR Weber et al. 2016 [112] .424 .413
LSTM Brady et al. 2016 [134] .357 .364




Table B.5: Mean ρc of the proposed models and other works on the RECOLA devel-
opment partition.
ECG recordings for the affect recognition are listed in Table B.5. We show these
results together with our results in the same partition for comparison. Our results
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Classifier Reference Arousal Valence
Vote classifier Ringeval et al. 2015 [100] .192 .139
DNN Cardinal et al. 2015 [116] .161 .121
Linear SVR Valstar et al. 2016 [110] .334 .198




Table B.6: Mean ρc of the proposed models and other works on the RECOLA test
partition.
were achieved with the proposed methods optimized by cross-validation, thus
minimizing the overfitting on development partition. As expected, our results
are near the cross-validation results from Table B.2, with the sSOM performing
better for arousal and nELM for valence.
The state-of-the-art methods were reported in two groups. The first group
of publications used general features of the ECG signal. The second group uses
only HR and HRV derived features, with an overall better performance, except for
[112], which provides a better score for arousal using ECG features. Many of the
revised works ([133, 132, 117, 134]) were based on the LSTM model, which was
introduced for this database in [131] and it is considered a state-of-the-art model
for dimensional affect estimation [117, 31]. In these models, interesting variations
have been proposed by defining different loss functions, like the -insensitive loss
in [133] and the concordance correlation in [132], instead of using square-error
based functions. These networks use memory inputs to learn from the evolution of
the features at different time scales, thus are suitable for estimating time series. In
our models, time context information was introduced using the feature derivatives
and frame stacking. This short time context provided enough information to
achieve competitive results. Moreover, our methods may be more robust when
long time recordings are not available. Other works use DNN models [116] and
combinations of DNN and LSTM [117]. The SVR with linear kernels is also
popular for this task, using L2 [110] and L1-regularized [111] loss functions. One
of the outstanding results for arousal is a subject-level fusion (S-fusion) strategy
using SVR, achieving a wide difference with other works [112]. However, authors
state that the model lack of generalization capabilities, not being able to reach
the baseline results of the test partition. This can be explained by the final stage
of the model training, which was adjusted using the same developing partition
(which was used to measure the performance), thus overfitting the model. On the
contrary, works like [64] uses a cross-validation stage to perform hyper-parameter
optimization and thus recognition rates for unseen test data are more predictable.
The most recent work, which is also better than the others in valence prediction, is
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an end-to-end approach [96]. In that work, convolutional and recurrent networks
are used to learn features and time dynamics directly from HRV signal, thus
avoiding hand-made features.
Related to the discussion on two-dimensions models (Section B.5.2), an output-
associative RVM (oaRVM) was proposed in [118]. This model is trained using a
feed-back of both arousal and valence estimations, as proposed in [171] for au-
diovisual features. They show that their two-dimensions approach achieved an
improvement compared to other single-dimension models. However, authors from
[132] could not find important differences in recognition performance between sin-
gle and two-dimensions approaches for the reported modalities. In our work, the
two-dimensions approach is of importance in two cases. First, using both target
variables in sSOM makes it possible to visualize relationships with the multidi-
mensional feature space. Secondly, we show that there is a small improvement in
the case of a new session to be estimated in real-time, without normalization in a
session basis. Moreover, there is practically no increase in the computational cost
of training the proposed models for simultaneous arousal and valence estimation
in contrast with the heavier computational cost of oaRVM.
The available results on the test partition are shown in Table B.6. It can be
seen that our methods improved the state-of-the-art on this partition. Among
them, nELM approach achieved the best estimations. This could be explained by
their random hidden layer generation, providing optimal solutions with good gen-
eralization. The sSOM method also achieved competitive results. The patterns
between features and targets were effectively modeled with the sSOM structure
and the unsupervised training. Summarizing the results of Table B.6, estima-
tion of both targets using only HRV was effectively improved with the proposed
methods.
B.6 Conclusions and future work
In this work two new methods for affect recognition have been presented, using
features extracted only from the HRV. A novel supervised self-organization model
(sSOM) was proposed to improve the recognition accuracy but also to provide a
graphical representation of relations between features and targets. Contrary to a
black-box model, the sSOM represents a graphical superposition between sensed
data and affects. Given the sSOM properties, numerical and categorical variables
can be represented, making it a very versatile model for HCI applications. Two
novel methods based on extreme learning machines (nELM and kELM), were
also applied to these tasks. These models were evaluated in classification and
dimensional affect estimation, providing competitive performance compared with
state-of-the-art works. In classification, the best results were achieved by kELM
in both arousal and valence. In the dimensional estimation task, proposed mod-
els outperformed state-of-the-art results in the RECOLA test partition. sSOM
obtained very good performance according to the quantitative measures and also
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provided an alternative way to represent multidimensional data. nELM achieved
the best performance with a very low computational cost.
We already shown general properties of the methods and results for classifi-
cation and regression tasks. Moreover, proposed methods can be used for several
applications. sSOM can directly combine features and labels of different nature
(categorical or numerical) making it a very versatile model. It could be trained
for example to model target affects as engagement or boringness in conjunction
with personal traits categories. The graphical representation provided by this
model could be exploited in real-time for the communication of affects and per-
sonal states, where one can manage to see a relation between the input space and
the labels. In addition, ELM proved to be as versatile as SVM with a simplistic
framework, as the ELM algorithm for both regression and classification is very
similar. It can also manage additional dimensions in the output just by adding
an output unit. Moreover, these models have shown that it is possible to face
affect recognition using only HRV. The possibility of using a physiological signal
like this is promising for out-of-the-lab applications. With better performance
on HRV signals and the advances of wearable technology, real-world HCI appli-
cations could be seen with such a simple equipment as a wrist-band or a distant
web-cam.
In future works we will investigate ways to combine multi-rater information.
The point-to-point agreement between raters may be an important clue to de-
termine automatically the confidence around an affect estimation and improve
training. Another topic for further research is to improve the dimensional esti-
mation of valence, for which new methods for capturing the temporal dynamics
should be explored.
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GLOSARIO
Para mantener la consistencia terminolo´gica de las publicaciones y facilitar la
tarea al lector, en esta tesis se utilizaron las siglas de uso comu´n en la bibliograf´ıa,
en su mayor´ıa proveniente del idioma ingle´s.
ASR arritmia sinusal respiratoria.
AV activacio´n-valencia.




ELM ma´quina de aprendizaje extremo.
EMG electromiograma.
HF alta frecuencia.
HMM modelos ocultos de Markov.
HR ritmo card´ıaco.
HRV variabilidad card´ıaca.
IADS sistema internacional de sonidos digitales.
IAPS sistema internacional de ima´genes afectivas.




LSTM redes con memoria a corto-largo plazo.
MLP perceptro´n multicapa.
nELM ma´quina de aprendizaje extremo neuronal.
PCA ana´lisis de componentes principales.
PPG fotopletismograf´ıa.
RF bosque aleatorio.
SAM maniqu´ı de auto-apreciacio´n.
SCL nivel de conductancia.
SCR respuesta de conductancia.
SNA sistema nervioso auto´nomo.
SOM mapa auto-organizativo.
sSOM mapa auto-organizativo supervisado.
STFT transformada de Fourier en tiempo corto.
SVM ma´quina de soporte vectorial.
SVR ma´quina de soporte vectorial para regresio´n.
TP temperatura de piel.
UAR sensibilidad media no ponderada.
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