Genomic selection and genome-wide association studies are two related problems that can be applied to the plant breeding industry. Genomic selection is a method to predict phenotypes (i.e., traits) such as yield and drought resistance in crops from high-density markers positioned throughout the genome of the varieties. In this paper, we employ employ sparse Bayesian learning as a technique for genomic selection and ranking markers based on their relevance to a trait, which can aid in genome-wide association studies. We define and explore two different forms of the sparse Bayesian learning for predicting phenotypes and identifying the most influential markers of a trait, respectively. In particular, we introduce a new framework based on sparse Bayesian and ensemble learning for ranking influential markers of a trait. Then, we apply our methods on a real-world Saccharomyces cerevisiae dataset, and analyse our results with respect to existing related works, trait heritability, as well as the accuracies obtained from the use of different kernel functions including linear, Gaussian, and string kernels. We find that sparse Bayesian methods are not only as good as other machine learning methods in predicting yeast growth in different environments, but are also capable of identifying the most important markers, including both positive and negative effects on the growth, from which biologists can get insight. This attribute can make our proposed ensemble of sparse Bayesian learners favourable in ranking markers based on their relevance to a trait.
loci for a wide range of traits, but these markers do not account for all of the observed 16 traits, implying the existence of the other undiscovered genetic factors [13] . An example 17 of this missing heritability is a complex disease in human (e.g., Alzheimer's disease [14] ), 18 and disease resistance in crops [12] . Devising new approaches and proper tools may help 19 to uncover this missing heritability. 20 Previous work on GS and GWAS has focused primarily on statistical models, 21 including Best Linear Unbiased Prediction (BLUP) and its variants [13, [15] [16] [17] [18] . 22 However, machine learning methods, such as random forests [19] and Support Vector 23 Machines (SVMs) [20] , have also seen an increasing interest in GS research on 24 plants [21] [22] [23] [24] [25] [26] and animals [27] [28] [29] . Also, random forests have been applied to GWAS 25 on human or simulated data to identify markers that influence disease [30] [31] [32] [33] . In this 26 research, we employ sparse Bayesian learning [34] for predicting phenotypes and 27 identifying influential markers on growth in the yeast Saccharomyces cerevisiae. This 28 learning method uses Bayesian inference to obtain sparse solutions for regression and 29 classification tasks. It is also called the Relevance Vector Machine (RVM), as it can be 30 viewed as a kernel-based model of identical form to the SVM, which is a theoretically 31 well-motivated classification algorithm in modern machine learning [35] . Although the 32 prediction performance of RVMs practically competes with SVMs, they have some 33 advantages that SVMs lack, such as having probabilistic outputs and the ability to work 34 with arbitrary kernel functions. More importantly, RVMs construct much sparser 35 models based on identifying more meaningful representatives of training data compared 36 to the SVMs [34] . We use these representatives to help link phenotype predictions and 37 identification of important markers in the yeast genome. 38 In this work, we consider the association problem as an embedded feature ranking 39 problem wherein features are biological markers (e.g., SNPs), and the feature selection 40 process is part of the predictive model construction. Then, the ranks of features based 41 on their relevance to the trait will give candidate markers which can be further 42 investigated in a GWAS. Motivated by the sparse solution property of sparse Bayesian 43 learning, we investigate a novel ensemble architecture for feature selection and ranking. 44 More precisely, we merge sparse Bayesian learning, ensemble and bagging techniques for 45 ranking influential SNP markers on a quantitative trait. Note that there are also limited 46 studies that used sparse Bayesian method for feature selection in bioinformatics [36] [37] [38] [39] . 47 However, this work, specifically on genes associated with disease, was only for 48 classification, and did not incorporate ensemble techniques. 49 Data and Methods 50 Dataset 51 Bloom et al. [13] developed 1,008 haploid strains of Saccharomyces cerevisiae as a result 52 of crosses between laboratory and wine strains of the yeast. The parent strains had 53 sequence level differences of 0.5%. The genotypes consist of SNP markers that 54 correspond to 11,623 sequence locations in the genome. The locations are coded as 1 if 55 the sequence variation came from the wine strain parent, or 0 if it came from the 56 laboratory strain parent. 57 Bloom et al. modified the environment of 1,008 yeast strains in 46 different ways 58 (first column in Table 1 ), and measured the population growth under those different 59 conditions. For example, they varied the basic chemicals used for growth (e.g. galactose, 60 maltose), or added minerals (e.g. copper, magnesium chloride), then they measured
where φ(x) = (φ 1 (x), ..., φ M (x)) T are basis functions, generally non-linear, and 69 w 1 , ..., w M are the adjustable parameters, called weights. Given a dataset of
, the objective of the sparse Bayesian method is 71 to estimate the target function y(x; w), while retaining as few basis functions as 72 possible. The sparse Bayesian algorithm often generates exceedingly sparse solutions 73 (i.e., few non-zero parameters w i ).
74
In a particular specialization of (1), such as the one that SVM uses, M = N and the 75 basis functions take the form of kernel functions, one for each data point x m in the 76 training set, so that φ m (x) = K(x, x m ), where K(., .) is the kernel function. This 77 exemplification of the sparse Bayesian modelling is called the Relevance Vector Machine 78 (RVM). Tipping [41] introduced the RVM method as an alternative to the SVM method 79 of Vapnik [42] . However unlike SVMs, where the kernel functions must be Positive
80
Definite Symmetric (PDS) [43] , we can use arbitrary basis sets in the RVM.
81
Assuming that the basis functions have the form of kernel functions, we illustrate the 82 sparse Bayesian algorithm for regression in the following. Corresponding algorithms for 83 arbitrary basis functions can be easily induced from them.
84

Relevance Vector Regression
85
We follow the framework developed by Tipping [34] . In the regression framework, the 86 targets t = (t 1 , ..., t N ) T are real-valued labels. Each target t i is representative of the 87 true model y i , but with the addition of noise i :
where w = (w 1 , ..., w N ) T , and the data is hidden in the design matrix (kernel matrix)
For clarity, we 91 omit the implicit conditioning on the set of input vectors {x i } in (2) and subsequent 92 expressions.
93
We infer weights using a fully probabilistic framework. Specifically, we define a 94 Gaussian prior distribution with zero mean and α i −1 variance over each w i :
The sparsity of the RVM is a result of the the independence of the hyperparameters 97 α = (α 1 , ..., α N ) T one per basis function (i.e., weight), which moderate the strength of 98 the prior information [44] .
99
Using Bayes' rule and having the prior distribution and likelihood function (3) and (2), the posterior distribution over the weights would be a multivariate Gaussian distribution:
where the covariance and the mean are:
and A = diag(α 1 , ..., α N ).
101
The likelihood distribution over the training target t, given by (2) , is marginalized 102 with respect to the weights to obtain the marginal likelihood for the hyperparameters: 103
where the covariance is given by C = σ 2 I + ΦA −1 Φ T . Values of α and σ 2 which 104 maximize (7) cannot be obtained in closed form, thus the solution is derived via an 105 iterative maximization of the marginal likelihood p(t | α, σ 2 ) with respect to α and σ 2 : 106
By iterating over (5), (6), (8) , and (9), the RVM algorithm reduces the 107 dimensionality of the problem when α i is larger than a threshold (note that α i has a where |RV s| denotes the cardinality of the set of relevance vectors.
115
The regression framework can be extended to the classification case using the 116 approximation procedure presented in [41] . SVMs to define non-linear decision boundaries [46] . For example, consider a binary 120 classification problem in which input patterns are not linearly separable in the input 121 space (i.e., inputs cannot be separated into two classes with passing a hyperplane 122 between them). In such a case, one solution is to use a non-linear mapping of the inputs 123 into some higher-dimensional feature space in which the patterns are linearly separable. 124 Then, we solve the problem (i.e., finding the optimal hyperplane) in the feature space, 125 and consequently, we will be able to identify the corresponding non-linear decision 126 boundary for the input vectors in the input space. To do this procedure, a kernel 127 November 11, 2018 4/21 method only requires a function K : X × X −→ R, which is called a kernel over the 128 input space X. For any two input patterns x i , x j ∈ X, K(x i , x j ) is the dot product of 129 vectors ϕ(x i ) and ϕ(x j ) for some mapping ϕ : X −→ H to a feature space H:
In this research, we define sparse Bayesian learning in such a way that we can 131 discriminate between kernel and basis functions, i.e., "kernel" RVM versus "basis" RVM. 132 The basis RVMs, which do not have counterparts in SVMs, will be mainly used to When we use linear kernels, in fact we have no mapping. In other word, there is no 137 feature space (as we use input vectors directly), so our estimator tries to pass a 138 hyperplane through input vectors in the input space (e.g., in the case of regression).
139
In our linear basis RVM, the basis functions are linear and equal to the features of 140 the input vectors, i.e.,
refers to the m-th feature in an input vector x with M dimensions. We can 142 view it as if we have no basis function in a linear basis RVM, as we use input vectors 143 directly in (1) instead:
Therefore, we can restate (2) with weights w = (w 0 , w 1 , ..., w M ) T , where M is the 145 number of features, and the design matrix is
where the first column handles the intercept w 0 , and N is the number of training 147 individuals.
148
Thus, this linear basis RVM will find the RVs which corresponds to the features; i.e., 149 the obtained sparsity will be in the feature set rather than the training individuals.
150
This is exactly what we expect from a feature selection method. Therefore, this RVM 151 can perform target prediction as well as feature selection. For example, in a GS in crop 152 breeding, the individuals are breeds of a crop, the features are the markers (SNPs), and 153 a phenotype is a target. Then, a linear basis RVM would identify a subset of relevant 154 markers to that phenotype, while it is trained for phenotype prediction.
155
Similar to linear RVMs, we can define any other non-linear RVMs (i.e., Gaussian 156 RVM as Gaussian kernel RVM or Gaussian basis RVM). In our experiments, we apply 157 kernel RVMs with different PDS kernel types to investigate how they perform in 158 predicting phenotypes. However, we only examine linear basis RVMs for phenotype 159 prediction and influential marker identification.
160
Compared to the SVM method, we should note that there is not an SVM 161 counterpart for a basis RVM, as the design matrix (10) resembles a non-PDS function 162 which specifically cannot be used in an SVM. In a kernel RVM, we can use PDS kernels, 163 such as polynomial and Gaussian kernels, or non-PDS kernels, such as sigmoid kernels 164 (neural network kernels [47] ). In the case of using PDS kernels, the kernel RVM
Kernel Types
167
In our experiments with kernel RVMs, we use both sequence and non-sequence kernel 168 functions. A non-sequence kernel refers to a kernel that can handle binary or numerical 169 data types (e.g., gene expression data). Gaussian kernel and polynomial kernel are 170 among non-sequence kernels: For any constant γ > 0, Gaussian kernel is the kernel
where x is the norm of the vector x. Also, a polynomial kernel of degree d such as K 173 is defined by:
for a fixed constant c ≥ 0. A linear kernel is a polynomial kernel with c = 0 and d = 1. 175 In contrast to a non-sequence kernel, a sequence kernel operates on strings, or finite 176 sequences of symbols. Intuitively speaking, we can say that the more similar the two 177 strings x and y are, the higher the value of a string kernel K(x, y) will be. The n-gram 178 kernel [48] is an example of a sequence kernel. The n-gram kernel of the two strings x 179 and y counts how often each contiguous string of length n is contained in the strings:
where ψ u (x) denotes the number of occurrences of the subsequence u in the string x, {AA,AC,CC,CT} and {GA,AC,CA}, respectively. Therefore, K 2 (x, y) = 1 × 2 = 2, as 185 only one subsequence AC is common in both sequences, which it has been repeated once 186 in x and twice in y. Higher kernel values mean two sequences are more similar.
187
The sequence kernels used in applications such as computational biology are rational 188 kernels [49] . Rational kernels [46, 50] , which are based on finite-state transducers [51] , 189 present an efficient general algorithm for manipulating variable-length sequence data.
190
For computing rational kernels, we use OpenFST (Open Finite-State Transducer) 191 library [52, 53] and OpenKernel library [54] .
192
RVM as a Phenotype Predictor 193
We consider the yeast dataset as 46 separate regression problems: we construct a 194 separate RVM model for predicting growth under each of 46 conditions. We train each 195 RVM with linear basis function, linear kernel, Gaussian kernel (with different values of 196 γ parameter), and a set of n-gram kernels. Using the coefficient of determination (R 2 ) 197 as measure, and running 10 times of 10-fold cross-validation (each time with random 198 different folds), we evaluate the results of RVM models. As the process for this dataset 199 along with repeating cross-validations is computationally heavy, the process is done in 200 parallel on the WestGrid (www.westgrid.ca) platform. In an ensemble, a set of classifiers is trained and for new predictions, the results of each 203 of the classifiers is combined to obtain a final result [55] . Ensembles are often produce 204 better predictive performance than a single model by decreasing variance (bagging), have the advantage of handling large data sets and high dimensionality because of their 207 divide-and-conquer strategy. Random Forests [19] and Gradient Boosting Machines 208 (GBMs) [57] are examples of ensemble methods.
209
In this research, we employ ensemble RVM with bagging approach. Bagging 210 (bootstrap aggregating [58] ) is based on bootstrapping, where sample subsets of a fixed 211 size are drawn with replacement from an initial set of samples. In bagging, a large 212 number of separate classifiers in an ensemble are trained on separate bootstrap samples 213 and their predictions are aggregated through majority voting or averaging. Bagging is 214 commonly used as a resolution for the instability problem in estimators. 215 We use ensembles of basis RVMs for feature selection and ranking. Each RVM model 216 in an ensemble finds a set of representatives (the RVs) which represent important 217 features. Then, aggregating RVs of the ensemble lets rank the features. The top ranked 218 markers are chosen based on a threshold. In other words, we define the most influential 219 markers as those who are chosen by a specific percentage of the RVMs in the ensemble 220 as RVs. Ranking mechanisms allow us to reduce dimensionality and enhance 221 generalization [59] . Furthermore, they enable us to recognize interpretable or insightful 222 features in the model. 223 We use SpareBayes software package for Matlab [60] to implement the RVMs in this 224 research.
225
Results and Discussion
226
Predicting Phenotypes
227
The prediction accuracies plus the standard deviation of cross-validation results in the 228 best RVM model are shown in Table 1 . The value reported for the γ parameter of 229 Gaussian function in the table is the best of a range of values we tried for model 230 selection. Note that Gaussian kernel RVMs mostly produce promising results. Even in 231 traits such as Cisplatin and Mannose, the linear kernel RVM shows a slightly better 232 accuracy than the Gaussian. The only exception is Cadmium Chloride in which linear 233 basis RVM presents a significantly better accuracy. The RVM models are stable, based 234 on the standard deviations. In following subsections, we analyse the results with more 235 details.
236
Linear Kernel RVM versus Linear Basis RVM 237 As explained before, a linear basis RVM can be viewed as an RVM with no basis 238 function, as we use input vectors directly in the data model instead. Similarly when we 239 use linear kernels, it means we do not map the inputs into a higher dimensional feature 240 space, so our estimator tries to pass a hyperplane through input vectors in the input 241 space. Here, we might expect that both linear kernel and linear basis RVMs produce 242 similar results or with subtle difference, as both are linear and in the same space.
243
However, that is not the case, i.e., linear kernel RVM and linear basis RVM produces 244 different hyperplanes as we see in the results in Table 1 . Consider Cadmium Chloride 245 and YPD:4C, as two extreme examples. In the former, the linear basis RVM has high 246 accuracy, while in the latter the linear kernel RVM shows higher accuracy. As a 247 corollary we can say that linear basis RVM produces results which classic linear SVM is 248 not able to. We know that the linear kernel cannot be more accurate than a properly 249 tuned Gaussian kernel [61] , but we cannot conclude the same for the linear basis 250 function. Therefore, even if we have conducted a complete model selection using the 251 Gaussian kernel RVM for a problem, it is still valuable to consider the linear basis RVM, 252 just as we saw linear basis superiority to Gaussian kernel in Cadmium Chloride. We have also investigated the n-gram kernel, a form of string kernel, with the RVM, for 255 n = 3, 5, 7, 10. All string kernels showed poor accuracies on our dataset. The issue 256 arises from the fact that a typical n-gram kernel on this dataset gives us a kernel matrix 257 with almost all elements close to one. It intuitively indicates that the sequences are so 258 similar to each other that the predictor cannot discriminate between any pairs. One 259 possible explanation for the poor performance of the n-gram kernels is genetic linkage. 260 Genetic linkage describes an inheritance tendency in which two markers located in close 261 proximity to each other on the same chromosome are more likely to be inherited 262 together during meiosis [62] ; i.e, the nearer two genes are on a chromosome, the lower 263 the chance of recombination between them, and the more likely they are to be inherited 264 together. N -gram kernels capture the short adjacent similarities in sequences.
265
Therefore, high similarity between sequences captured by n-gram kernels comes as no 266 surprise. That is, we expect the small 3-10 SNP sequences to be shared between 267 individuals because these sequences appear close to each other in the genome and are 268 similar due to genetic linkage. The genetic linkage phenomenon can also illustrate why 269 n-gram kernels previously helped for gene-scale problems such as metabolic network 270 prediction [63] , but do not work for this problem which has a genome-scale attribute.
271
Heritability versus Accuracies 272
Bloom et al. [13] provided estimates for narrow-sense and broad-sense heritability for 273 the yeast dataset. They considered broad-sense heritability as the contribution of 274 additive genetic factors (i.e., narrow-sense heritability) and gene-gene interactions.
275
Thus, the broad-sense heritability is always greater than the narrow sense heritability, 276 and their difference can be interpreted as a measurement of gene-gene interactions [13] . In other words, we will have better predictions when the 293 amount of heritability increases. In particular, a higher narrow-sense heritability yields 294 better prediction rates for the RVM predictor.
295
To determine if RVMs are less successful in predicting traits with larger non-additive 296 effects, we also calculated the correlation coefficient between RVM accuracies and 297 gene-gene interactions effects (green bars in the figure) . These values indicate that 298 gene-gene effects and accuracies, particularly in Gaussian and linear RVMs, have small 299 negative association, indicating that we cannot infer the RVM performance is 300 deteriorating when gene-gene interactions effects increases. This confirms previous 301 results where non-parametric and semi-parametric machine learning techniques, such as 302 SVMs, RKHS, and random forests, have been shown to have good prediction abilities for non-additive traits [64, 65] . However, if we have narrow-sense heritability estimates 304 before constructing an RVM model, we are able to anticipate behaviour of the predictor, 305 due to the higher weight of additive effects (as most genetic variance in populations is 306 additive [66] ). Table 2 , the columns "G: Best of Others" and "G: SVM" 314 refer to Grinberg et al.'s results. Also, the R 2 value in the RVM column belongs to the 315 best RVM given in Table 1 . cross-validation. In other words, they trained 10 SVMs (10 sets of Gaussian kernel and 320 SVM parameters) for a trait. In this way, not only the accuracies are overestimated, but 321 also the model selection process appears problematic (e.g., the set of parameters that 322 should be used to predict a trait for new yeast individuals is unclear).
323
The RVM is comparable to the best of the methods tested by Grinberg et al., except 324 in six traits including Cadmium Chloride, Indoleacetic Acid, Magnesium Sulfate, superiority. However, the mean broad sense heritability of these six traits is 0.88, and 327 the mean narrow sense heritability is 0.66. This confirms that nonlinear techniques, 328 including GBM and RVM, are competitive for predictions involving traits with high 329 broad sense heritability. Also, we should note that we do not know about the stability 330 of the methods experimented by Grinberg et al., as they ran only one 10-fold 331 cross-validation, while the RVM shows high stability, as its standard deviations in 10 runs of 10-fold cross-validation were small.
333
Identifying Influential Markers
334
For identifying the most influential markers (SNPs) on the traits, we used our RVM 335 ensemble architecture for ranking markers. An ensemble for a trait was composed of 400 336 linear basis RVMs, each with subsampling 50 to 60% of training data. As we are only 337 interested in a small set of top ranked markers, we observed that the size of subsampling 338 does not affect the results (data not shown). To demonstrate how well the ensemble 339 RVMs act in identifying influential markers, we present the top ranked markers in three 340 conditions (traits): Cadmium Chloride, Lithium Chloride, and Mannose. We chose 341 Cadmium Chloride and Mannose as samples which the linear basis RVM showed 342 excellent and poor phenotypic prediction accuracies (Table 1) , respectively, while we 343 chose Lithium Chloride for comparison to the work of Bloom et al. [13] . Also, these 344 conditions are across a wide range of broad sense heritability: the broad sense 345 heritability of Cadmium Chloride is 0.98, Mannose is 0.42 and Lithium Chloride is 0.87. 346 The ensemble RVMs for each of the three traits ranked around 90% of the markers 347 with rank values in the range [1, 400] . The unranked markers indicate the markers that 348 do not have any effect (even minor) on a trait. We define the most influential markers 349 as those that are chosen by half of the RVMs in the ensemble as RVs, so in this dataset 350 we will have less than ten influential markers in the three traits. The ranked markers 351 indicate those who may have positive or negative effects on a trait. In other words, we 352 not only find the markers which have additive effects on yeast growth in an 353 environment, but also we find those which have adverse effects on growth. Also, the RVM ensembles were relatively successful in finding the exact markers in the 368 traits (33% match rate in Cadmium Chloride, 36% in Lithium Chloride, and 40% in 369 Mannose). We note that the highest match rate among the three traits belongs to 370 Mannose in which the linear basis RVM had poor prediction accuracy. This could be an 371 advantage of the RVM being capable of recognizing true "representatives" of a 372 population, despite unacceptable predictions. Another advantage is in the ranking 373 system, where we can always recognize the effect of a marker on a trait with its weight, 374 even in the small set of top-ranked markers. However, we can also go further and 375 conclude that those top ranked markers that are close to each other (e.g, markers at loci 376 649 kb, 656 kb, and 677 kb on Chromosome 12 in Fig 3) suggest to a higher impact of a 377 locus near to those markers on a trait due to genetic linkage.
378
For comparison purposes, we only provided an equal number of top ranked markers 379 to Bloom et al.'s QTL. However, when we decrease the threshold, the number of In this research, we studied how RVMs perform on growth prediction of yeast in 46 388 different environments, comparing its performance with other learning methods such as 389 SVM and GBM. Our obtained phenotype prediction accuracies suggest that RVM shows 390 positive results, and can be used as an alternative method in genomic selection. It is 391 well-known that no machine learning technique performs best in all datasets [25, 67] . 392 We investigated different kernels in RVM. We illustrated how different linear RVMs, 393 i.e, linear kernel RVM and linear basis RVM, perform in phenotype prediction. We 394 observed that Gaussian RVMs had the best accuracies, while string kernel RVM, such as 395 n-gram, presented poor predictions. 396 We also investigated the relationship between different heritability measures and 397 RVM prediction accuracies. The results indicate an strong association between 398 narrow-sense heritability and prediction accuracy in RVMs. On the other hand, new 399 research points out that the most genetic variance in populations is additive [66] . 400 Therefore, if the heritability is known in advance, we can consequently anticipate the 401 performance of the model before constructing it.
402
The last part of the experiments was devoted to identifying most influential markers 403 on the traits, as well as non-relevant markers. We chose three traits with different 404 phenotype prediction accuracies as samples, and demonstrated how well our RVM 405 ensembles work to rank the markers in each trait, comparing the results with other 406 research which used a traditional linkage analysis to find additive QTL. The comparison 407 validates the results of RVM ensembles in finding markers with additive effects.
408
However, we can earn more from the RVM ensembles, as those are capable of identifying 409 both growth-increasing and growth-decreasing markers in yeast.
410
It may perhaps be observed that our ensemble linear basis RVM for feature selection 411 takes in to account only linear relationships. Although this linear separability is a 412 reasonable assumption for high dimensional data, it is desirable to investigate nonlinear 413 basis substitution, particularly Gaussian functions, to handle nonlinear relationships. 
