Abstract Ghosh and Ramamoorthi (1995) studied the posterior consistency for survival models and showed that the posterior was consistent, when the prior on the distribution of survival times was the Dirichlet process prior. In this paper, we study the posterior consistency of survival models with neutral to the right process priors which include Dirichlet process priors. A set of su cient conditions for the posterior consistency with neutral to the right process priors is given. Interestingly, not all the neutral to the right process priors have consistent posteriors, but most of the popular priors such as Dirichlet processes, beta processes and gamma processes have consistent posteriors. With a class of priors which includes beta processes, a necessary and su cient condition for the consistency is also established. An interesting counter intuitive phenomenon is found. Suppose there are two priors centered at the true parameter value with nite variances. Surprisingly, the posterior with smaller prior variance can be inconsistent, while that with larger prior variance is consistent.
Introduction
Let X 1 ; X 2 ; ; X n be independent and identically distributed (iid) with an unknown cumulative distribution function (cdf) F on 0; 1) and suppose the data are subject to right censoring. Bayesian analysis of the model requires an appropriate class of priors and ecient computation methods. Since Dirichlet processes (Freedman 1963 , Ferguson 1973 were introduced as priors for nonparametric models, many classes of priors have been constructed and applied to survival models such as Dirichlet processes (Susarla and Van Ryzin, 1976) , neutral to the right processes (Doksum 1974, Ferguson and Phadia 1979) , extended gamma processes (Dykstra and Laud 1981) , beta processes (Hjort 1990 ) and Beta-Stacy processes (Walker and Muliere 1997) . Recently, the semimartingale approach (Kim 1999 ) was employed to represent Levy process priors for the multiplicative counting process models. This approach gives a simple representation of the prior and posterior and covers all neutral to the right process priors (note Dirichlet processes, gamma processes, beta processes and BetaStacey processes are all neutral to the right processes). For the computational side, Markov chain Monte Carlo (MCMC) computation schemes for various priors were studied by many authors including Doss (1994) , Damien, Laud and Smith (1996) and Wolpert and Ickstadt (1998) .
In contrast to the construction of suitable priors and their computation, theoretical properties of the posteriors in survival models received relatively little attention (see, Ghosh and Ramamoorthi 1995, for an exception). In this paper, we study the issue of the posterior consistency in survival models with neutral to the right process priors. Recently, the issue of the posterior consistency in nonparametric Bayesian models has been studied intensively and now fairly general theory exists (see, Schwartz 1965 , Barron 1988 , Barron et al. 1997 , Ghoshal et al. 1997 , and Shen and Wasserman 1998 . The theory, however, assumes the existence of a -nite measure which dominates all the distributions under consideration.
This assumption is crucial for the general theory, because it allows the use of Bayes theorem by which the posterior can be expressed in very general settings. Unfortunately, most of popular priors of survival models put probability mass 1 to the set of all discrete distributions and the class of distributions under consideration includes all the discrete as well as continuous distributions. Thus, there does not exist a dominating -nite measure and Bayes theorem can not be used to represent the posteriors. For this reason, survival models naturally fall outside of the scope of the the theory developed in the papers mentioned above.
It is necessary to take another route to study the consistency of the posteriors for survival models. The route taken in this paper is to take a look at the limits of the rst and second moments of the posterior using the semimartingale approach studied in Kim (1999) .
It turns out that not all of neutral to the right processes have consistent posteriors.
A general theorem is given with su cient conditions for the posterior consistency. We introduce a class of priors called extended beta processes which admits a relatively simple parametrization. Despite its simplicity, the class is quite large, including Dirichlet processes and beta processes. Also, a necessary and su cient condition for the consistency can be characterized under very mild conditions.
In the course of investigation, a surprising phenomenon was found. Consider two priors, prior 1 and prior 2 which happen to be centered at the true parameter value and suppose prior 1 has smaller variance than prior 2. If the posterior with prior 2 is consistent, it is natural to expect that the posterior with prior 1 is also consistent, because prior 1 is expected to be more concentrated on the true value than prior 2. In survival models, however, this may not be the case. This example contradicts the usual belief that \the more mass around the true value a priori, the more mass around the true value posteriori." This counter intuitive phenomenon is dealt with in section 3 in more detail.
In section 2, we review basic facts of neutral to the right processes with semimartingale approach. In section 3, a necessary and su cient condition for the class of extended beta processes is given; with this class of prior, the interesting phenomenon is introduced in detail.
A general theorem for the consistency is given with su cient conditions in section 4 and its proof is given in section 5.
Neutral to the right processes
In this section, we review several features of processes neutral to right as prior distributions for F. Let F be the space of cdfs on 0; 1). A process F de ned on F is said to be a random distribution function neutral to right if it can be written in the form F(t) = 1 ? exp(?Y (t));
(1) where Y (t) is a nondecreasing L evy process with Y 0 = 0. As is well known, any nondecreasing L evy process Y (t) is a sum of a deterministic function and a jump process, and we assume that the deterministic function vanishes everywhere. Note that most of practically important processes such as the aforementioned ones in the introduction are pure jump processes. From what follows, we simply use the term \L evy process" for a nondecreasing pure jump L evy process.
The de nition (1) of processes neutral to right was originally introduced by Doksum (1974) . Hjort (1990) , however, showed that working with a cumulative hazard functions (chf) is much easier for censored observations. In this view, we can rede ne a process neutral to right by use of the chfs. Let A be a chf of F, that is A is de ned to be
Then, it can be shown that F is a process neutral to right if and only if A is a L evy process.
To characterize a L evy process for A, Kim (1999) for any Borel subset B of 0; 1] and for all t > 0. Since is a Poisson random measure (Jacod and Shiryaev, 1987, p. 70 (Jacod, 1979 ) and so we can construct a L evy process A through (2). Conclusively, we can use to characterize a L evy process A. We call simply the compensator of A.
From the compensator , we can easily calculate mean and variance of the L evy process by the following two equations (1 ? x) (7) where N n (t) =
For more details, see Kim (1999) .
Posterior Consistency of Extended Beta Processes
Let 0 , and be strictly positive functions de ned on 0; ] and A 0 (t) = Theorem 3.1 A priori, let A be an extended beta process with parameters (A 0 (t); (t); (t)) with 0 (t), (t) and (t) bounded on t 2 0; ]. Then, the posterior distribution of A given (T 1 ; 1 ); : : : ; (T n ; n ) is consistent in D 0; ] if and only if (t) = 1 -a.e.
Proof. Since A is continuous, N(t) 1, and hence by (7) (10) By the fact that Y n (s) ! 1 for s together with lemma 1 in Section 5 and the dominating convergence theorem, the rst term in (9) converges to 0; by lemma 2 in Section 5, the second term converges to R t 0 (s)dA (s). Similarly, the rst and the second term in (10) converge to 0. Combining these facts, we have that where the subscript i represents that the expectation and variance are with respect to the extended beta process i, for i = 1; 2. Thus, both processes have the same prior mean A , but process 1 has smaller prior variance. However, theorem 3.1 implies process 1 has an inconsistent posterior, while process 2 has a consistent posterior. This example contradicts the usual belief that \ the more mass around the true value a priori, the more mass around the true value posteriori."
Note that f t (x) in (6) governs the number as well as sizes of jumps of a L evy process.
Since A 0 (t) = R t 0 0 (s)ds, f t (x) = 0 (t) x b(x : (t); (t)); for the extended beta process with parameter (A 0 ; ; ). The condition that = 1 -a.e.
implies that the rate of f t (x) near 0 is crucial for the consistency of posterior and it has to be exactly f t (x) c(t) 1 x ; for x near 0;
for some positive function c(t). Since R 1 0 1=xdx = 1, the L evy process prior should have in nitely many in nitesimal jumps; however, too many in nitesimal jumps (e.g., f t (x) c(t)=x 3=2 , or (t) 1=2 for extended beta processes) leads to a inconsistent posterior.
It can be postulated from theorem 3.1 that (11) is necessary for the consistency of posterior with general L evy process priors. Indeed, in the next section, we use a similar condition to prove the consistency of posterior with general L evy process priors.
Main results
In this section, we give su cient conditions for the consistency of posterior of A when the prior is a general L evy process. It will be shown that our su cient conditions include most of practically used priors such as Dirichlet processes and gamma processes.
Assume that a priori A is a L evy process with a compensator as
Remark. Our prior (12) has no xed discontinuity point. However, this restriction is only for the notational simplicity and can be easily dropped. The following examples show that most of popular prior processes other than beta processes satisfy (C1) and (C2); hence, the posterior is consistent.
Example 1.(Dirichlet process)
It is shown in Hjort (1990) that when the prior of cdf is the Dirichlet process with base measure , the induced prior of chf is the beta process with the compensator given by jg t (x) ? h(t)j c(t)jc(t) ? 1j 0 (t) from which (C2) follows. The consistency of the posterior with the Dirichlet process prior was proved previously by Ghosh and Ramamoorthi (1995) . Note also that it is an immediate corollary of theorem 3.1.
Example 2. (Gamma process)
A priori, assume that Y (t) = ? log(1?F (t)) is a gamma process with parameters (c(t); A 0 (t)) with A 0 (t) = R t 0 0 (s)dx, where 0 < inf t2 0; ] 0 (t) sup t2 0; ] 0 (t) < 1. Furthermore, assume 0 < inf t2 0; ] c(t) sup t2 0; ] c(t) < 1. Here, the gamma process with parameters (c(t); A 0 (t)) is de ned to be a L evy process whose L evy measure is log E(exp(? Y (t))) = and h(t) = c(t) 0 (t). (C1) Since ?x= log(1 ? x) converges to 1 as x tends to 0, we get (C2). Hence, by Thereom 4.1 the posterior is consistent.
Proofs of the main results
In this section, we prove theorem 4.1 and lemmas necessary for the proofs of theorems 3.1 and 4.1. As was said in section 2, we assume (A1) and (A2) throughout this section.
Lemma 1 Suppose b > 0 and fa n g is a sequence of positive real numbers. If lim n!1 a n = 1, then lim n!1 ?(a n + b)
?(a n ) = 1:
Proof. Use Stirling's formular. 2
Lemma 2 Let f(s; !); f 1 (s; !); f 2 (s; !); be real valued functions de ned on 0; ] .
Suppose there is a null set N such that, for ! 6 2 N, the sequence of functions ff n (s; !)g 
and F( ) < 1, there is a null set N such that, for all ! 6 2 N, 
The rst term in (14) converges to 0, because of (13); by the bounded convergence theorem, the second term in (14) 
It su ces to show supremums of two terms in the right hand side of (16) 
By Lemma 5, the rst term of the right hand side of (20) converges to 0 with probability 1.
By adding and subtracting the same quantity, the second term of the right hand side of (20) is ]dN n (s):
The rst term of the righthand side of (21) converges to 0 with probability 1 by lemma 5.
Since the integrand of the second term of (21) By lemmas 2 and 7, it converges to 0 with probability 1. 2
A Appendix
In the appendix, we prove a result that was used in the proofs of theorems 3.1 and 4.1. Proof. First, we will show that the nite dimensional distributions of A n converge to those of A 0 . To do this, it su ces to show that, for any 0 t 1 < t 2 < < t k and for any Since A n has nonnegative nondecreasing sample paths, tightness follows from theorem 15.2 in Billingsley (1968) . This completes the proof. 2
