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Interactions in quantum systems may induce transitions to exotic correlated phases of matter
which can be vulnerable to coupling to an environment. Here, we study the stability of a Bose-
Hubbard chain coupled to a bosonic bath at zero and non-zero temperature. We show that only
above a critical interaction the chain loses bosons and its properties are significantly affected. The
transition is of a different nature than the superfluid-Mott insulator transition and occurs at a
different critical interaction. We explain such a stable-unstable transition by the opening of a charge
gap. The comparison of accurate matrix product state simulations to approximative approaches that
miss this transition reveals its many-body origin.
Interactions lead to emergent collective phenomena
and quantum phase transitions in soft and condensed
matter systems. However, real systems are often coupled
to an environment, and therefore we need to understand
how this affects the system properties. The environment
may destroy key properties of the isolated system e.g.
due to decoherence or to particle losses. Recent exper-
iments with ultracold atoms have started investigating
these phenomena [1–5]. The interplay between system
and environment can even be tailored to generate inter-
esting non-equilibrium phases of matter [6].
In this work, we focus on the robustness of a many-
body quantum system against the coupling to an exter-
nal bath: We consider a one-dimensional Bose-Hubbard
chain (BHC) which exhibits a quantum phase transition
between a superfluid phase and a Mott-insulating phase
driven by interaction strength and particle density [7–
9]. We study the dissipative dynamics of the BHC after
coupling its last site to a bosonic bath either at zero
or non-zero temperature. Dissipation is often modeled
by a Lindblad master equation [14, 15] which implies a
number of assumptions on the system, the bath(s) and
their coupling [16–18]. The Lindblad master equation
assumes weak coupling to and instantaneous recovery of
the environment (Markov approximation), which makes
the system-environment state separable (Born approxi-
mation). If separability is lost, one has to go beyond a
Lindblad master equation approach. For this reason, the
Hamiltonian dynamics of the system plus bath has been
studied recently in spin systems [19, 20]. In other cases,
the dynamics of two connected spin or bosonic chains
prepared in different states was investigated [21–24].
Convenient methods to study both equilibrium and
non-equilibrium properties of 1D systems are matrix
product states (MPS) based algorithms which can be
modified to include the dissipative effects of an envi-
ronment as described by the Lindblad formalism or the
equivalent Markovian quantum jump approach [10–13].
Here we use an MPS algorithm to study an interacting
bosonic system coupled to a bosonic bath at either zero
or finite temperature. Our analysis is, to the best of our
knowledge, the first to tackle this problem without as-
suming a Born-Markov approximation. To facilitate the
numerics we characterize the bath thermal state by per-
forming a thermofield transformation [25]. Moreover, we
consider a unitary transformation that maps the envi-
ronment into a chain structure containing only nearest-
neighbor tunnelling [26–28].
We show that for a zero-temperature bath the system
is stable against the dissipation only if the interaction is
below a certain threshold, while the system loses bosons
for a larger interaction. For non-zero temperatures the
evolution changes drastically depending, again, on the
strength of the interaction. In this case the system’s
number of bosons can increase on numerically accessi-
ble time scales for sufficiently weak interactions. These
effects are purely many-body and beyond weak-coupling:
we show that both a weak-coupling and a mean-field ap-
proach give qualitatively different results. We should also
stress that this stable-unstable transition produced by
the system-bath coupling, is of different nature than the
ground-state superfluid to Mott-insulator phase transi-
tion, and in fact occurs at a different critical interaction
strength.
The model: We consider a BHC coupled to an environ-
ment of free bosonic oscillators. The Hamiltonian of the
system plus environment can be written as
Hˆtot = HˆS + HˆE + HˆI , (1)
with HˆS being the Hamiltonian of a BHC of length L,
tunnelling amplitude J and onsite interaction strength U
HˆS =− J
L−1∑
j=1
(αˆ†jαˆj+1 + H.c.) +
U
2
L∑
j=1
αˆ†jαˆj(αˆ
†
jαˆj − 1).
(2)
To have lighter notations, henceforth we work in units
such that J = ~ = kB = 1. We are interested in the re-
laxation dynamics of the system starting from the ground
state of average filling n¯ = 1, which we denote as |E0N=L〉,
where N is the total number of bosons in the system. In
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21D the transition from superfluid to Mott-insulator oc-
curs at the critical value Uc ≈ 3.37 [29]. The L-th site
of the BHC is coupled to an environment of harmonic
oscillators, whose Hamiltonian can simply be written as
HˆE =
∫
dω ωbˆ†ω bˆω. We consider a coupling between the
system and the environment of the form
HˆI =
∫
dω
√
J (ω)
(
αˆ†Lbˆω + αˆLbˆ
†
ω
)
(3)
where J (ω) = gωη is the spectral density and it corre-
sponds to a sub-ohmic, ohmic, or super-ohmic bath re-
spectively for η < 1, η = 1 or η > 1 [18, 30]. We choose
a sharp cut-off of the spectral density ωmax such that
J (ω) = 0 for ω > ωmax. The environment is prepared in
a thermal state with temperature T , i.e. ρˆE ∝ e−HˆE/T .
Method: To apply MPS methods we need to dis-
cretize the environment. We use a linear discretization
of the bath [31] into Nmax oscillators evenly spaced by
∆ω = ωmax/Nmax, resulting in Hˆ
dis
E =
∑Nmax
j=1 ωj bˆ
†
j bˆj ,
with ωj = j∆ω. At the same time, HˆI becomes Hˆ
dis
I =∑Nmax
j=1
√Jj(αˆ†Lbˆj + αˆLbˆ†j), with Jj = ∫ ωj+1ωj dωJ (ω) ≈
J (ωj)∆ω and we have used bˆj ≡ bˆωj . We have tested the
convergence for different values of ∆ω choosing, hence-
forth, ∆ω = 0.01 and ωmax = 6.
For a bath at temperature T = 0, we map the bath to
a long linear non-interacting bosonic chain with nearest-
neighbor couplings [27, 28, 31, 32]. The full Hamiltonian
of the system is therefore represented as a long chain
in which the first L = 10 sites correspond to the BHC
and the next sites (200 in our simulations) correspond to
the transformed environment oscillators. The full system
wave function is then evolved accordingly from the initial
condition |ψ〉 = |E0N=L〉 ⊗ |0〉c where |0〉c is the vacuum
of the cˆj , the annihilation operators of free bosons on the
chain representing the discretized bath [32, 33]. We use a
second-order Suzuki-Trotter split-step method with time
step dt = 0.01, bond dimension 4000, and local basis
dimension 5 in the bath; in the system it is 7 for U = 1,
6 for 1 < U ≤ 4, 5 for U > 4.
For T > 0, we first perform a thermofield transfor-
mation [25], in which the finite temperature environ-
ment is exactly mapped to two virtual environments at
zero temperature. These two environments are then uni-
tarily transformed to two different chains of oscillators
having nearest-neighbor coupling and annihilation (cre-
ation) operators aˆ1,j and aˆ2,j (aˆ
†
1,j and aˆ
†
2,j) respectively.
The total state to be evolved can then be written as
|ψ〉 = |E0N=L〉 ⊗ |0〉a1 ⊗ |0〉a2 , where |0〉a1 , |0〉a2 are the
vacuum states of all the aˆ1,j and aˆ2,j corresponding to the
two thermofield environments (see [25, 32] for details).
The parameters used for the simulations are the same as
for T = 0 except that we use a non-number conserving al-
gorithm with a bond dimension 300, and swap gates [34]
to implement the 2nd order Suzuki-Trotter evolution.
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FIG. 1: (color online) (a,b) Total number of bosons in the
system as a function of time t for (a) T = 0 and (b) T =
0.1. The lines in the direction of the arrow correspond to
U = 0, 2, 2.8, 2.9, 4, 10. The inset of (a) shows a detail for
U = 2.8 and 2.9 for longer times. (c,d) Local fluctuations κj
as a function of site j, for U = 2 and U = 10, for different
times: in the direction of the arrow t = 0, 4, 10, 16, 20 (in (c)
the lines are on top of each other). In all panels, the other
bath parameters used in both cases are g = 0.01 and η = 0.5.
Stability analysis of the manybody system: We analyze
the stability of the ground state of the system by moni-
toring the number of bosons within the BHC
nS(t) =
L∑
j=1
〈ψ(t)|αˆ†jαˆj |ψ(t)〉. (4)
As shown in Fig.1(a,b), when the interaction strength
U varies the evolution of nS(t) changes substantially. To
understand this, we notice that the system Hamiltonian,
HˆS , conserves the total number of bosons. The environ-
ment couples different number sectors and thus breaks
the number conservation of the system. Since initially
N = L, and given the coupling (3), the environment will
first induce transitions to states with N = L± 1 bosons.
At T = 0, see Fig.1(a), the environment does not have
bosons to transfer to the system so that it will only be
able to couple the initial state to states with N = L− 1
bosons. The key is thus to study the energy difference
between the ground state energy of the system E0N=L,
and the ground state energy E0N=L−1 corresponding to
N = L − 1 atoms, i.e. ∆E = E0N=L − E0N=L−1. This
is the largest amount of energy that the system can lose
when the first boson is removed. For large values of U ,
∆E > 0. The transfer of a boson from the system to the
bath can occur because the system loses energy while
the bath gains energy and hence the overall energy of
the system plus bath is conserved. However at low in-
teraction strength U , ∆E < 0 and hence the dynamics
of the overall Hamiltonian system is almost completely
frozen [35].
The different response of the system to the bath is also
well evidenced by the system’s local fluctuations κj =
3〈(αˆ†jαˆj)2〉 − 〈αˆ†jαˆj〉2. For low interaction, Fig.1(c) with
U = 2, the fluctuations change minimally (the curves
for different times are superimposed), while for larger
interactions, Fig.1(d) with U = 10, there is a sizable
“fluctuation wave” starting from site j = 10, where the
bath is connected, and propagating through the system.
The transition from stable to unstable dynamics is
clearly highlighted in Fig.2(a,b) where we plotted the
decay slope θ from a linear fit of nS for 2 < t < 20
for various values of the interaction strength U . Each
line corresponds to a different type of bath, sub-ohmic
(η = 1/2), ohmic (η = 1) and super-ohmic (η = 2). In all
scenarios there is a clear transition between non-decaying
and decaying dynamics. Computing ∆E = 0 for systems
up to L = 120, we identify the transition to occur at
Us ≈ 2.82 [36]. This transition line is highlighted by a
black-dashed line in Fig.2. With the red-dotted line in-
stead we show Uc, the critical interaction strength for
the superfluid-Mott insulator transition, which is clearly
larger than the interaction strength at which the stable-
unstable transition occurs. In Fig.2(c), by plotting ∆E
vs U for L = 10, we clearly show that ∆E > 0 for large
U and it is negative for smaller interaction strength [37].
In Fig.2(b) we zoom into Fig.2(a) around the transition
point. Since the coupling to the environment produces
a shift in the energy levels, the transition point may be
shifted. Such shift is particularly significant for the sub-
ohmic bath, as it effectively produces a stronger coupling.
The dynamics ensuing the coupling to a T > 0 bath
presents important similarities and differences compared
to a T = 0 bath. For large interactions the num-
ber of bosons still decreases in a similar manner. For
small interactions it is still not possible for the system
to lose bosons. However, since the bosonic bath is pop-
ulated, there are energy conserving processes for which
the number of bosons in the system increases, as shown
in Fig.1(b), while the bath loses bosons.
Long time dynamics and comparison to weak-coupling
master equation: For smaller systems we can study the
dynamics for much longer times, e.g. up to t = 500.
The case for T = 0 and N = L = 2 is plotted with a
blue continuous line in Fig.3 for small (a) and large (b)
interactions.
For such a system we can readily study the time evo-
lution of the reduced density matrix of the system as
given by a second order weak coupling master equation
(hereby denoted as Redfield equation) which requires the
Born but not the Markov approximation. As shown in
Fig.3 (see also the inset), the Redfield equation is accu-
rate at short times but predicts the wrong steady state
both for weak and strong interactions U , even though
the coupling between the system and the environment is
relatively weak, g = 0.01. The disagreement is particu-
larly important for weak interactions for which the exact
dynamics predicts a stable dynamics while the Redfield
master equation predicts a decay. For stronger interac-
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FIG. 2: (color online) (a) θ, the slope of the evolution of
nS(t) as a function of U . Each line corresponds to a different
spectral density: blue crosses for η = 0.5 (sub-ohmic), red
circles for η = 1 (ohmic) and yellow stars for η = 2 (super-
ohmic) while g = 0.01, 0.01, and 0.01 respectively. The ver-
tical black-dashed line highlights the critical value of the in-
teraction U = Us while the red dot-dashed line shows Uc, the
location of the quantum phase transition between superfluid
and Mott-insulator. (b) Detail of (a) near the stable/unstable
critical interaction. (c) Groundstates energy difference ∆E
versus U .
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FIG. 3: (color online) Total number of bosons in the system as
a function of t for (a) weak interaction U = 1 (the inset focuses
on the short-time dynamics) and (b) strong interaction U = 5.
The environment has temperature T = 0, and we have used
g = 0.01 and η = 0.5. The blue continuous line, dashed red
line, and yellow dot-dashed line correspond respectively to the
MPS results, the effective model, and the Redfield equation.
tions, for which the system can lose bosons, the Redfield
equation is accurate up to much longer times.
In order to obtain qualitatively correct results, an ap-
proach which correctly accounts for the system-bath cor-
relations that are built up is needed. For the two-site
case, where only a few energy levels are relevant for the
dynamics, we can use an effective model based on the
ground states corresponding to N = 1 and N = 2 bosons
in the system (see [32]). The prediction of this effective
model is shown with red dashed lines in Fig. 3 and in-
deed matches qualitatively the exact numerical results of
MPS simulations. The coupling strength g, and the par-
ticular typology of the spectral density J , do not have a
qualitative effect on the stable-unstable transition, which
only becomes sharper for weaker coupling. In Fig.4(a)
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FIG. 4: (color online) (a) Total number of bosons in the
system as a function of t for T = 0, g = 0.001. The
lines in the direction of the arrow correspond to U =
3, 3.02, 3.04, 3.06, 3.1, 3.2, 3.5, 4, 5. (b) The relaxation time τ
as a function of U−Us. The dot-dashed line with blue crosses
corresponds to g = 0.01, while the dashed line with red circle
corresponds to g = 0.001.
we show the number of bosons for different interactions
strengths. We then fit these curves with an exponential
decay nS(t) − nS(∞) ∝ e−t/τ with nS(∞) = 1 to es-
timate the time scale τ . In Fig.4(b) we plot this time
scale versus the interaction U minus the critical interac-
tion Us, both for g = 0.01 (× on blue dot-dashed line)
and for g = 0.001 (circles on red dashed line). Clearly
the time scale changes dramatically as the interaction ap-
proaches Us, especially for g = 0.001, indicating that a
very different dynamics occurs for lower interactions.
It is important to stress that this stable-unstable tran-
sition cannot be predicted by simpler meanfield ap-
proaches. For instance, a Gutzwiller ansatz [9, 38, 39]
to study a Mott-insulator coupled to a T = 0 bath pre-
dicts a completely frozen dynamics with no decay, which
is qualitatively inaccurate [40].
Conclusions: To summarize, we have studied the sta-
bility of a Bose-Hubbard chain when coupled to a thermal
bosonic bath. We have shown that at T = 0, when vary-
ing the on-site interaction strength between the bosons
in the BHC across a critical value Us, there is a transition
between a stable and an unstable dynamics. This transi-
tion is due to a change in sign of the difference between
the ground state energies of a system with N = L (corre-
sponding to the initial state) and N = L−1 bosons. The
stable-unstable transition occurs at lower values of the
interaction compared to the equilibrium quantum-phase
transition between a superfluid and a Mott-insulator,
showing that the two transitions, while both due to the
on-site interaction U , are of distinct nature. We have
also shown that these effects go beyond a weak-coupling
master equation description, and also a simple meanfield
approach, because both methods predict qualitatively in-
correct results. We can therefore conclude that this is a
many-body and strong-coupling effect.
This system can be realized experimentally with
atoms in two hyperfine states, one which is trapped by
a lattice and one which is not and forms a reservoir as
described in [41]. In particular the reservoir atoms would
be confined to the end of the lattice as for example in
[42], although with bosons. Alternatively, the bosonic
bath could be excitations within a BEC while the system
is formed by impurities [43]. It would also be possible
to realize experimentally the description of our system
after the star-to-chain transformation. In this case the
bosons would be the local vibronic excitations of the
ions which can be made locally interacting thanks to
transverse laser beams [44, 45]. The system would be
the part of the ion chain with non-zero interactions while
the non-interacting portion, with suitable tunnelling
couplings, would emulate the bath.
The stable-unstable transition may also signal the pres-
ence of a non-equilibrium phase transition in the steady
state. In fact the properties of the steady state will be
markedly different in the two sides of the transition, as
it is highligted for instance by the different total number
of bosons in the system. However our current tools do
not allow us to reach the steady state for a large num-
ber of atoms and therefore show this. Future work may
consider systems with richer phase diagrams and more
exotic phases compared to a Bose-Hubbard chain.
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6SUPPLEMENTARY MATERIAL
Chain representation
Instead of simulating the dynamics due to the dis-
cretized version of Eq.(1-3), we map the bath to a
long linear chain with only nearest neighbor coupling
with what is known as the “star-to-chain” mapping [26–
28, 31].
The Hamiltonian then becomes
Hˆdis,′tot =HˆS +
N ′max∑
j=1
Ωj cˆ
†
j cˆj + β0(αˆ
†
Lcˆ1 + αˆLcˆ
†
1) (S1)
+
N ′max−1∑
j=1
βj(cˆ
†
j cˆj+1 + cˆ
†
j+1cˆj),
where β0 = J
√∑Nmax
j=1 Jj . In order to ensure that Hˆdis,′tot
dictates the same dynamics as Hˆdistot , we used different
N ′max < Nmax until the observables converged (we have
used N ′max = 200 except for the case of N = L = 2 for
which we have used N ′max = 400). To evaluate the other
coefficients αj and βj we have performed a Lanczos tridi-
agonalization which, via a unitary matrix U converts a
diagonal matrix M = diag(ω1, ω2, . . . , ωNmax) to a tridi-
agonal matrix T via MEU ≈ UT. The coefficients of T
are the Ωj and βj :
T =

Ω1 β1 0 . . .
β1 Ω2 β2 . . .
...
...
...
...
0 0 βN ′max−1 ΩN ′max
 . (S2)
For more details see [31]. Since the transformation is
unitary, the operators cˆj obey the same bosonic commu-
tation relations as the bˆj .
Thermofield transformation and chain
representation for environments at finite
temperatures
With the thermofield transformation [25], the environ-
ment oscillators bˆj are mapped to 2Nmax oscillators aˆ1,j
and aˆ2,j , with the new Hamiltonian Hˆ
tf
tot
Hˆtftot =HˆS +
Nmax∑
j=1
ωj(aˆ
†
1,j aˆ1,j − aˆ†2,j aˆ2,j) (S3)
+
Nmax∑
j=1
g1,j(αˆ
†
Laˆ1,j + αˆLaˆ
†
1,j)
+
Nmax∑
j=1
g2,j(αˆLaˆ2,j + αˆ
†
Laˆ
†
2,j),
where g1,j = J
√Jj cosh(θj) and g2,j = J√Jj sinh(θj),
with cosh(θj) =
√
1 + n(ωj), sinh(θj) =
√
n(ωj) and
n(ω) = 1/(e ω/T − 1). After star-to-chain mapping the
Hamiltonian we study is
Hˆtf,′tot =HˆS +
N ′max∑
j=1
Ω1,j aˆ
†
1,j aˆ1,j + β1,0(αˆ
†
Laˆ1,1 + αˆLaˆ
†
1,1)
+
N ′max−1∑
j=1
β1,j(aˆ
†
1,j aˆ1,j+1 + aˆ
†
1,j+1aˆ1,j)
+
N ′max∑
j=1
Ω2,j aˆ
†
2,j aˆ2,j + β2,0(αˆLaˆ2,1 + αˆ
†
Laˆ
†
2,1)
+
N ′max−1∑
j=1
β2,j(aˆ
†
2,j aˆ2,j+1 + aˆ
†
2,j+1aˆ2,j). (S4)
Redfield master equation
We use the following master equation
dρˆS(t)
dt
=− i[HS , ρˆS ] +
∫ t
0
dτ χ+(τ)[V−τ (αˆ
†
L) ρˆS(t), αˆL]
+
∫ t
0
dτχ−(τ)[V−τ (αˆL) ρˆS(t), αˆ
†
L] + H.c.,
(S5)
where χ−(t) =
∑
j Jj [n(ωj) + 1] e−iωjt, χ+(t) =∑
j Jj n(ωj)eiωjt and the ωj are the system eigenvalues.
We have also used Vτ (X) = Uˆ
−1
S (τ, 0)XUˆS(τ, 0), where
UˆS(τ, 0) = e
−iHˆSτ [30].
Two sites and two bosons case
In this case only a few energy levels are relevant for
the dynamics. As initial condition we take the ground-
state for N = L = 2, whose energy is E0N=2 = (U −√
16 + U2)/2. For L = 2 and N = 1 there are only
two eigenstates |E0,1N=1〉 with energies, E0,1N=1 = ∓1, hence
only |E0N=1〉 can have energy lower than E0N=2, but only
for U > 3 (because of finite size effects the critical value
is 3 and not ≈ 2.82). The dynamics between these two
states is described by the effective Hamiltonian
Hˆ =
∑
ω
γ
√
J (ω) (|E0N=2〉|0〉b〈E0N=1|〈ω|b + H.c.) (S6)
+ E0N=2|E0N=2〉〈E0N=2|+ E0N=1|E0N=1〉〈E0N=1|
+
∑
ω
ω|ω〉b〈ω|b.
Here |ω〉b is a state with a single oscillator mode ω
occupied, while γ is the coupling between the two
7states |E0N=2〉 and |E0N=1〉 due to αˆ†2 acting on the sec-
ond site. This can be computed by transforming αˆ†2
into the eigenbasis of these two number sectors giving
γ =
(
4− U +√16 + U2) /(2√16 + U2 − U√16 + U2).
Eq.(S6) describes a two-level system coupled with vac-
uum, which can be solved analytically [30].
