We show how to obtain the mixture connection in an infinite dimensional information manifold and prove that it is dual to the exponential connection with respect to the Fisher information. We also define the α-connections and prove that they are convex mixtures of the extremal (±1)-connections.
Introduction
The search for a fully-fledged infinite dimensional version of Information Geometry is an ongoing enterprise. The original ideas date back to the work of Amari [1] , Efron [6] and most notably Dawid [4, 5] , in which it was suggested using the natural exponential structure of the space of probability measures to obtain a manifold structure.
The first mathematically rigorous construction of such a manifold is, however, due to Pistone and Sempi [13] , using the theory of Orlicz spaces as their most important analytical tool. In their seminal paper, the notion of exponential convergence is presented and an atlas consisting of maps with values in Orlicz spaces is proposed to cover the set of all probability measures equivalent to a given one. They then prove that the induced topology obtained from this atlas is equivalent to the one with exponential convergence and use this fact to prove that the atlas satisfies the conditions necessary in order to give rise to a C ∞ Banach manifold. The Banach spaces used are the so called exponential Orlicz spaces, denoted by L Φ 1 . We review their construction in section 3, with the difference that we use the Banach space M Φ 1 , the completion of the bounded random variables in the norm of L Φ 1 . We also present a direct proof that the construction yields a C ∞ Banach manifold without using the concept of exponential convergence.
Having defined the information manifold, the next step in the programme is to define the analogues of a metric and dual connections, ideas that play a leading role in parametric information geometry. A proposal for exponential and mixture, as well as for the intermediate α-connection, has been advocated by Gibilisco and Pistone [8] . However, we argue that their elegant definition does not properly generalise the original ideas from the parametric case. Their connections each act on a different vector bundle instead of all acting on the tangent bundle as in the finite dimensional case. The duality observed between them does not involve any metric, while in parametric information geometry dual connections with respect to one metric can fail to be dual with respect to an arbitrarily different metric.
We present in section 4 our proposal for the infinite dimensional exponential and mixture connections, together with the appropriate concept of duality, as well as the generalised metric that makes them dual to each other. In section 5 we also show that these definitions reduce to the familiar ones for finite dimensional submanifolds and that exponential and mixture families are geodesic for the exponential and mixture connections respectively.
We then move to the subject of α-connections in section 6, where we again rearrange the definitions of [8] in order to have them all acting on the same bundle and with the desired relation between them, the exponential and the mixture connections still holding.
Orlicz Spaces
We present here the aspects of the theory of Orlicz spaces that will be relevant for the construction of the information manifold. Similarly oriented short introductions to the subject can be found in [13, 12, 8] . For more comprehensive accounts the reader is refered to the monographs [14] and [9] .
Recall first that a Young function is a convex function Φ :
Note that, in this generality, Φ can vanish on an interval around the origin (as opposed to vanishing iff x = 0) and it can also happen that Φ(x) = +∞, for 0 < x 1 ≤ x, although it must be continuous where it is finite (due to convexity). In the absence of these annoyances, most of the theorems have stronger conclusions. This will be the case for the following three Young functions used in information geometry:
(in the sequel, Φ 1 ,Φ 2 and Φ 3 will always refer to these particular functions, with other symbols being used to denote generic Young functions). Any Young function Φ (including those with a jump to infinity) admits an integral representation
where φ :
We define the complementary (conjugate) function to Φ as the Young function Ψ given by
where ψ is the generalised inverse of φ, that is
One can verify that Φ 2 and Φ 3 are a complementary pair.
Two Young functions Ψ 1 and Ψ 2 are said to be equivalent if there exist real numbers 0 < c 1 ≤ c 2 < ∞ and x 0 ≥ 0 such that
For example, the functions Φ 1 and Φ 2 are equivalent.
There are several classifications of Young functions according to their growth properties. The only one we are going to need for the construction of the information manifold is the so called ∆ 2 -class. A Young function Φ :
for some constant K > 0. Examples of functions in this class are Φ(x) = |x| p , p ≥ 1 and the function Φ 3 . Now let (Ω, Σ, µ) be a measure space. The theory of Orlicz spaces can be developed using a general measure µ. However, in several important theorems, to get necessary and sufficient conditions, instead of just sufficient ones, one needs to impose a couple of technical restrictions on the measure. In this paper, we are going to assume without further mention that all our measures have the finite subset property and are diffuse on a set of positive measure [14, p 46] . The reader must be aware that some of the results we are going to state do not hold if these conditions are not assumed and is refered to [14] for the full version of the theorems when unrestricted measures are considered. The finite subset condition only excludes pathological cases like µ(A) = 0 if A = ∅ and µ(A) = ∞ otherwise. It is satisfied, for instance, by all σ-finite measures. We also mention that the Lebesgue measure on the Borel σ-algebra of R n is diffuse on a set of positive measure, as are many other measures likely to appear in applications of information geometry.
The Orlicz class associated with a Young function Φ is defined as
It is a convex set. However, it is a vector space if and only if the function Φ satisfies the ∆ 2 -condition.
The Orlicz space associated with a Young function Φ is defined as
It is easy to prove that this is a vector space and that it coincides withL Φ iff Φ satisfies the ∆ 2 -condition. Moreover, if we identify functions which differ only on sets of measure zero, then L Φ is a Banach space when furnished with the Luxembourg norm
or with the equivalent Orlicz norm
where Ψ is the complementary Young function to Ψ. If two Young functions are equivalent, the Banach spaces associated with them coincide as sets and have equivalent norms. For example,
A key ingredient in the analysis of Orlicz spaces is the generalised Hölder inequality. If Φ and Ψ are complementary Young functions,
It follows that L Φ ⊂ L Ψ * for any pair of complementary Young functions, the inclusion being strict in general.
Suppose now that the measure space is finite. Then it is clear that
In general, we have that M Φ ⊂ E Φ . In the next lemma, we collect for later use the results for the case of a continuous Young function vanishing only at the origin. We need the following definition first. We say that f ∈ L Φ 1 (µ) has an absolutely continuous norm if N Φ (f χ An ) → 0 for each sequence of measurable sets A n ↓ ∅. In terms of the Orlicz norm, this is equivalent to the statement that for every ε > 0, there exists δ > 0 such that
provided A ∈ Σ and µ(A) < δ. 
iii. f ∈ M Φ iff f has an absolutely continuous norm.
As consequences of this lemma, we obtain
The Pistone-Sempi Information Manifold
Consider the set M of all the µ-almost everywhere strictly positive probability densities relative to the measure µ, that is,
and
For each point p ∈ M, let L Φ 1 (p) be the exponential Orlicz space over the measure space (Σ, Ω, pdµ). The measure pdµ inherits all the good properties assumed for µ (finite subset property and diffusiveness) in addition to being finite, so that all the statements from the last section hold for L Φ 1 (p). Instead of using the whole of L Φ 1 (p) as the model Banach space for the manifold to be constructed, we restrict ourselves to M Φ 1 (p) ⊂ L Φ 1 (p) and take its closed subspace of p-centred random variables
as the coordinate Banach space. For definiteness, we choose to work with the Orlicz norm · Φ 1 , although everything could be done with the equivalent Luxemburg norm N Φ 1 , and use the notation · Φ 1 ,p when it is necessary to specify the base point p.
In probabilistic terms, the set M Φ 1 (p) has the characterisation given in the following lemma, whose proof is a simple adaptation of the one given in [13] for the case of L Φ 1 (p).
Lemma 4 M Φ 1 (p) coincides with the set of random variables for which the moment generating function is finite for all t ∈ R.
Proof:
Conversely, if m u (t) < ∞ for all t ∈ R, then both Ω e tu pdµ and Ω e −tu pdµ are finite, so Ω Φ 1 (tu)pdµ < ∞ for all t > 0, which means that u ∈ M Φ 1 (p).
In particular, the moment generating functional Z p (u) = Ω e u pdµ (otherwise known as the partition function) is finite on the whole of M Φ 1 (p).
Let V p be the open unit ball of B p and consider the map
Denote by U p the image of V p under e p . We verify that e p is a bijection from
Then let e −1 p be the inverse of e p on U p . One can check that
and also that, for any p 1 , p 2 ∈ M,
Now suppose that q ∈ U p 1 ∩ U p 2 for some p 1 , p 2 ∈ M. Then we can write it as
for some u ∈ V p 1 . Using the formula just obtained, we find
Since e −1 p 2 (q) ∈ V p 2 , we have that
Consider an open ball of radius r around u = e −1
We claim thatq ∈ U p 1 ∩ U p 2 . Indeed, applying e −1 p 2 to it we find
where K = 1 Φ 1 ,p 2 and we use the notation · 1,p 2 for the L 1 (p 2 )-norm. It follows from the growth properties of Φ 1 that there exists c 1 > 0 such that
Moreover, it was found in [13, 12] 
, so there exists a constant c 2 > 0 such that f Φ 1 ,p 2 ≤ c 2 f Φ 1 ,p 1 . Therefore, the previous inequality becomes
Thus, is we choose
we will have that e −1
which proves the claim. What we just have proved is that e −1 p 1 (U p 1 ∩ U p 2 ) consists entirely of interior points in the topology of B p 1 , so e −1
is open in B p 1 . We then have that the collection {(U p , e −1 p ), p ∈ M} satisfies the three axioms for being a C ∞ -atlas for M (see [10, p 20] ). Moreover, since all the spaces B p are toplinear isomorphic, we can say that M is a C ∞ -manifold modelled on B p .
As usual, the tangent space at each point p ∈ M can be abstractly identified with B p . A concrete realisation has been given in [12, proposition 21], namely each curve through p ∈ M is tangent to a one-dimensional exponential model e tu Zp(tu) p, so we take u as the tangent vector representing the equivalence class of such a curve.
Since we are using M Φ 1 instead of L Φ 1 to construct the manifold, we need the following corresponding definition for the maximal exponential model at each p ∈ M:
One can verify that E(p) is the connected component of M containing p.
The Fisher Information and Dual Connections
In the parametric version of information geometry, Amari and Nagaoka have introduced the concept of dual connections with respect to a Riemannian metric. For finite dimensional manifolds, any continuous assignment of a positive definite symmetric bilinear form to each tangent space determines a Riemannian metric.
In infinite dimensions, we need to impose that the tangent space is self-dual and that the bilinear form is continuous. Since our tangent spaces B p are not even reflexive, let alone self-dual, we abandon the idea of having a Riemannian structure on M and propose a weaker version of duality, the duality with respect to a continuous scalar product. When restricted to finite dimensional submanifolds, the scalar product becomes a Riemannian metric and the original definition of duality is recovered. Let ·, · p be a continuous positive definite symmetric bilinear form assigned continuously to each B p ≃ T p M. A pair of connection (∇, ∇ * ) are said to be dual with respect to ·, · p if τ u, τ
for all u, v ∈ T p M and all smooth curves γ : [0, 1] → M such that γ(0) = p,γ(1) = q, where τ and τ * denote the parallel transports associated with ∇ and ∇ * , respectively. Equivalently, (∇, ∇ * ) are dual with respect to ·, · p if
for all v ∈ T p M and all smooth vector fields s 1 and s 2 . We stress that this is not the kind of duality obtained when a conection ∇ on a bundle F is used to construct another connection ∇ ′ on the dual bundle F * as defined, for instance, in [8, definiton 6] . The latter is a construction that does not involve any metric or scalar product and the two connections act on different bundles, while Amari's duality is a duality with respect to a specific scalar product (or metric, in the finite dimensional case) and the dual connections act on the same bundle, the tangent bundle.
The infinite dimensional generalisation of the Fisher information is given by
This is clearly bilinear, symmetric and positive definite. Also, since L Φ 1 ⊂ L Φ 3 , the generalised Hölder inequality gives
which implies the continuity of ·, · p . The use of exponential Orlicz space to model the manifold induces naturally a globally flat affine connection on the tangent bundle T M, called the exponential connection and denoted by ∇ (1) . It is defined on each connected component of the manifold M, which is equivalent to saying that its parallel transport is defined between points connected by an exponential model [13, theorem 4.1] . If p and q are two such points, then L Φ 1 (p) = L Φ 1 (q) and the exponential parallel transport is given by
It is well defined, since T p M = B p and T q M = B q are subsets of the same set M Φ 1 (p) = M Φ 1 (q), so the exponential parallel transport just subtracts a constant from u to make it centred around the right point.
We now want to define the dual connection to ∇ (1) with respect to the Fisher information. We begin by proving the following lemma. Proof: From the hypothesis, u has absolutely continuous norm in L Φ 1 (p), so for for every ε > 0, there exists δ > 0 such that A ∈ Σ and µ(A) < δ implies
But since M Φ 1 (p) = M Φ 1 (q), as they are the completion of the same set L ∞ under equivalent norms (recall that p and q are supposed to be connected by an exponential model), we have that
, in the sense that they are the same set furnished with equivalent norms. We then use (8) to conclude that
where we used the facts that
and that there exists a constant k such that N Φ 3 ,p (·) ≤ kN Φ 3 ,q (·). Since ε was arbitrary, this proves that p q u has absolutely continuous norm in L Φ 1 (q). The lemma then follows from lemma 3 and the fact that p q u is centred around q.
We can then define the mixture connection on T M, as
for p and q in the same connected component of M . We notice that it is also globally flat and prove the following result.
Theorem 9
The connections ∇ (1) and ∇ (−1) are dual with respect to the Fisher information.
Proof: We have that
where, to go from the second to the third line above, we used that v is centred around p.
Covariant Derivatives and Geodesics
We begin this section recalling that the covariant derivative for the exponential connection has been computed in [8, proposition 25 ] and found to be
where s ∈ S(T M) is a differentiable vector field, v ∈ T p M is a tangent vector at p, E p (·) denotes the expected value with respect to the measure pdµ and d v s denotes the directional derivative in M Φ 1 of s composed with some patch e p as a map between Banach spaces. We first notice that this gives the usual covariant derivative for the exponential connection in parametric information geometry [11, pp 117-118] . For if {θ 1 , . . . , θ n } is a coordinate system in a finite dimensional submanifold of M we can put v = 
which is the classical finite dimensional result. Accordingly, parametric exponential models are flat submanifolds of M.
We can also verify that one-dimensional exponential models of the form
is the vector field tangent to q(t) at each point t [12, proposition 21], then (10) gives
As we emphasised in the previous section, the definition given in [8, definition 22] for the mixture connection differs from ours (due to the different concepts of duality employed), so we have to compute its covariant derivative according to the definition given here, at least to have the notation right. 
where ℓ(t) = log(γ(t)).
Again this reduces to the parametric result for the case of submanifolds of M.
which is the classical finite dimensional result. The mixture connection owes its name to the fact that in the parametric version of information geometry a convex mixture of two densities describes a geodesic with respect to ∇ (−1) . To verify the same statement in the non-parametric case, we first need to check that a convex mixture of two points in a connected component of M remains in the same connected component.
Proposition 13
If q 1 and q 2 are two points in E(p) for some p ∈ M, then
belongs to E(p) for all t ∈ (0, 1).
Proof:
We begin by writing
To simplify the notation, let us definẽ
We want to show that, if we write
thenũ is an element of M Φ 1 (p), so that
All we need to prove is that both Ω e kũ pdµ and Ω e −kũ pdµ are finite for all k > 0. We have that
which implies
Thus
As for the other integral, observe that
Therefore Ω e −kũ pdµ ≤ t
−k
Ωe −kũ 1 pdµ < ∞,
We can now verify that a family of the form q(t) = tq 1 + (1 − t)q 2 , t ∈ (0, 1) is a geodesic for ∇ (−1) . Let s(t) = be the vector field tangent to q(t) at each point t, then (12) gives 6 α-connections
The next theorem shows that the relation between the exponential, the mixture and the α-connections just defined is the same as in the parametric case. Its proof resembles the calculation in the last pages of [8] , except that all our connections act on the same bundle, whereas in [8] each one is defined on its own bundle-connection pair.
Theorem 16
The exponential, mixture and α-connections on T M satisfy
Proof: Let ℓ(t) = log(γ(t)) with γ, s, p and v as in definition 14. Before explicitly computing the derivatives in (15), observe that since s(γ(t)) ∈ B γ(t) for each t ∈ (−ε, ε), we have At this point we make use of (18) in the integrand above to obtain (∇ A direct application of (6) gives the following.
Corollary 19
The connections ∇ α and ∇ −α are dual with respect to the Fisher information ·, · p .
