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Abstract
Least squares estimator of the stability parameter ̺ := |α|+ |β| for a spatial unilateral
autoregressive process Xk,ℓ = αXk−1,ℓ+βXk,ℓ−1 +εk,ℓ is investigated and asymptotic
normality with a scaling factor n5/4 is shown in the unstable case ̺ = 1. The result is
in contrast to the unit root case of the AR(p) model Xk = α1Xk−1+ · · ·+αpXk−p+εk,
where the limiting distribution of the least squares estimator of the unit root parameter
̺ := α1 + · · ·+ αp is not normal.
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1 Introduction
Consider a spatial unilateral autoregressive process {Xk,ℓ : k, ℓ ∈ Z, k + ℓ ≥ 0} defined by
Xk,ℓ =

αXk−1,ℓ + βXk,ℓ−1 + εk,ℓ, for k + ℓ ≥ 1,
0, for k + ℓ = 0,
(1.1)
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where {εk,ℓ : k, ℓ ∈ Z, k + ℓ ≥ 1} are independent random variables with E(εk,ℓ) = 0 and
Var(εk,ℓ) = 1. This model is stable (asymptotically stationary) in case of |α| + |β| < 1,
unstable if |α| + |β| = 1, and explosive if |α| + |β| > 1 [see Whittle, 1954, Besag, 1972,
Basu and Reinsel, 1993], hence ̺ := |α| + |β| can be considered as a stability parameter .
The above classification is based on the rate of growth of Var(Xk,ℓ) as k + ℓ → ∞ with
k/ℓ→ const > 0, namely
Var(Xk,ℓ) ≃

1 if |α|+ |β| < 1;
√
k + ℓ if |α|+ |β| = 1, |α| 6∈ {0, 1};
k + ℓ if |α|+ |β| = 1, |α| ∈ {0, 1};
(|α|+ |β|)2(k+ℓ)/√k + ℓ if |α|+ |β| > 1,
where an ≃ bn means lim infn→∞ anb−1n > 0 and lim supn→∞ anb−1n < ∞. We remark
that the last statement can be derived e.g. using normal approximation given in Baran et
al. [2007, Theorem 2.4]. A detailed investigation of the exact asymptotic behaviour of the
variances has been given by Paulauskas [2007].
For a finite set H ⊂ {(k, ℓ) ∈ Z2 : k + ℓ ≥ 1}, the least squares estimator (LSE)
(α̂∗H , β̂
∗
H) of the coefficients (α, β) based on the observations {Xk,ℓ : (k, ℓ) ∈ H} can be




Xk,ℓ − αXk−1,ℓ − βXk,ℓ−1
)2
with respect to α and β, and it has the formα̂∗H
β̂∗H












Model (1.1) has been studied in details by several authors. Baran et al. [2004] investigated
the special case α = β and verified the asymptotic normality of the LSE of the unknown
parameter in cases |α| < 1/2 and |α| = 1/2, corresponding to stable and unstable models,
respectively. Later Paulauskas [2007] determined the exact asymptotic behaviour of the
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variances of the process (1.1), while in Baran et al. [2007] the asymptotic normality of the
LSE of the coefficients (α, β) is proved both in stable and unstable cases. Finally, in Baran
and Pap [2012] the more general Pickard model is investigated [Tory and Pickard, 1992],
where a third parameter appears controlling the dependence of Xk,ℓ on Xk−1,ℓ−1. Pickard
processes, including also model (1.1), have important applications e.g. in agricultural trials
[Martin, 1990, Cullis and Gleeson, 1991, Basu and Reinsel, 1994] or in image processing
[Bustos et al., 2009, Vallejos and Ojeda, 2012].
The limiting behavior of the LSE of the stability parameter ̺ has not been treated
yet, this gives the novelty of the current work. This parameter has a great importance since
the asymptotic behaviour of the LSE of this quantity can be applied for testing stability of
model (1.1).
We remark that a similar unit root parameter is well investigated in case of unstable
AR(p) processes [see e.g. Hamilton, 1994, Section 17]. For example, in case of an AR(p)
process Yk = α1Yk−1 + · · ·+αpYk−p + ζk, k ∈ N, with Y0 := 0 and an i.i.d. sequence {ζk :
k ∈ N} having zero mean and positive variance, the LSE of the parameter ̺ := α1 + · · ·+αp



























 , n ∈ N,
and in the unit root case ̺ = 1 we have










(Wt)t≥0 is a standard Wiener process [it can be proved in the same way as (17.7.25)
in Hamilton, 1994].
For unstable spatial unilateral autoregressive processes the situation is different, since
the LSE of the stability parameter turns out to be asymptotically normal, see Corollary 1.3.
However, we should remark that this result cannot be derived from the asymptotic behaviour
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of the estimators of the original parameters α and β given in Baran et al. [2007, Theorem
1.1], since the corresponding limiting distribution is a degenerated two-dimensional normal
which is concentrated on a one-dimensional hyperplane. A similar problem arises when one
tries to apply the more general result of Baran and Pap [2012, Theorem 1.1].







+̺ sign(β)Xk,ℓ−1+εk,ℓ, for k + ℓ ≥ 1,
0, for k + ℓ = 0.
(1.2)
This reparametrization can be called the canonical form of Sims et al. [1990] [see also Hamil-
ton, 1994, 17.7.6]. Observe that (1.2) gives four different models according to the signs of
α and β. Hence, in order to derive estimators of the parameters (α, ̺) one should have
information about these signs. Moreover, case αβ = 0, when the limiting behaviour of the
LSE of (α, β) is different, should be excluded from investigations.
For a set H ⊂ {(k, ℓ) ∈ Z2 : k+ ℓ ≥ 1}, the least squares estimator (α̂H , ̺̂H) of (α, ̺)








with respect to α and ̺, and it has the formα̂Ĥ̺H
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Now, let us define an estimator of β by β̂H :=
(̺̂H−sign(α)α̂H) sign(β). Short calculation
shows that α̂H = α̂
∗
H and β̂H = β̂
∗
H .
For k, ℓ ∈ Z with k + ℓ ≥ 1, consider the triangle
Tk,ℓ := {(i, j) ∈ Z2 : i+ j ≥ 1, i ≤ k and j ≤ ℓ}.
For simplicity, we shall write Tn := Tn,n for n ∈ N. Concerning the asymptotic behaviour
of the LSE of parameters of model (1.2) in the unstable case one can formulate the following
theorem.
Theorem 1.1 Let {εk,ℓ : k, ℓ ∈ Z, k + ℓ ≥ 1} be independent random variables with
E(εk,ℓ) = 0, Var(εk,ℓ) = 1 and sup{E(ε4k,ℓ) : k, ℓ ∈ Z, k + ℓ ≥ 1} < ∞. If |α| + |β| = 1
and αβ 6= 0 then(nm)1/2(α̂Tn,m − α)
(nm)5/8(̺̂Tn,m − 1)













Remark 1.2 Observe that (1.3) implies (nm)1/2(̺̂Tn,m − 1) P−→ 0, hence by(nm)1/2(α̂Tn,m − α)
(nm)1/2(β̂Tn,m − β)
 =
 (nm)1/2(α̂Tn,m − α)
sign(β)
(















 1 − sign(αβ)
− sign(αβ) 1
 ,
as n,m → ∞ with m/n → const > 0, which has already been proved in Baran et al.
[2007], but with a far more complicated method than here.
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Now, the limiting distribution of the stability parameter in the unstable case can directly
be derived from Theorem 1.1.
Corollary 1.3 Let {εk,ℓ : k, ℓ ∈ Z, k + ℓ ≥ 1} be independent random variables with
E(εk,ℓ) = 0, Var(εk,ℓ) = 1 and sup{E(ε4k,ℓ) : k, ℓ ∈ Z, k + ℓ ≥ 1} < ∞. If |α| + |β| = 1
and αβ 6= 0 then
(nm)5/8(̺̂Tn,m − 1) D−→ N(0, 15√π|α|(1− |α|)/29)
as n,m→∞ with m/n→ const > 0.
Remark 1.4 In the stable case |α| + |β| < 1 and αβ 6= 0 the asymptotic behaviour of̺̂Tn is a direct consequence of the first statement of Theorem 1.1 of Baran et al. [2007],
namely we have
(nm)1/2
(̺̂Tn,m − |α| − |β|) D−→ N (0, (1 + κα,β sign(αβ))−1σ−2α,β) ,
as n,m→∞ with m/n→ const > 0, where
σ2α,β :=
(
(1 + α + β)(1 + α− β)(1− α + β)(1− α− β))−1/2,
κα,β :=
(1− α2 − β2)σ2α,β − 1
2αβσ2α,β
.
Remark 1.5 Instead of the triangular domain of observations Tn,m one can also consider
rectangles of form {(k, ℓ) ∈ Z2 : 0 ≤ k ≤ n, 0 ≤ ℓ ≤ m}. The corresponding results differ
only in the constants of the limiting distributions, the rates of convergence remain the same.
However, we prefer the use of triangular domains because it allows a direct application of
the results of Baran et al. [2007]. It is still an open question, whether one can get rid of
condition m/n→ const > 0 and consider e.g. min{m,n} → ∞ instead [see e.g. Davydov
and Paulauskas, 2008]. Unfortunately, the method presented here cannot be used under such
condition, because the Martingale Central Limit Theorem applied in the proof of Proposition
1.7 does not allow this generalization.
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For the sake of simplicity, we carry out the proof of Theorem 1.1 only for m = n. The
general case can be handled with slight modifications. Let us writeα̂Tn − α̺̂Tn − 1

























 and d˜ D= N (0, A˜).
Obviously, (1.4) can be verified by proving the following two propositions.
Proposition 1.6 Under the conditions of Theorem 1.1
A˜Tn
P−→ A˜ as n→∞. (1.5)
Proposition 1.7 Under the conditions of Theorem 1.1
d˜Tn
D−→ N (0, A˜) as n→∞.
The aim of the following discussion is to show that it suffices to prove Propositions 1.6

















Model equation (1.1) implies that random variable Xk,ℓ can be expressed as a linear com-
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n is a binomial random variable with parameters (n, α).
Let α < 0, β < 0 implying ̺ = −α − β and put ε∗k,ℓ := (−1)k+ℓεk,ℓ for k, ℓ ∈ Z
with k + ℓ ≥ 1. Then {ε∗k,ℓ : k, ℓ ∈ Z, k + ℓ ≥ 1} are independent random variables with
E (ε∗k,ℓ) = 0, and Var (ε
∗
k,ℓ) = 1. Consider the zero start triangular spatial AR process
{X∗k,ℓ : k, ℓ ∈ Z, k + ℓ ≥ 0} defined by
X∗k,ℓ =

−αX∗k−1,ℓ − βX∗k,ℓ−1 + ε∗k,ℓ, for k + ℓ ≥ 1,
0, for k + ℓ = 0.
In this case (1.2) takes the form
X∗k,ℓ =

−α(X∗k−1,ℓ −X∗k,ℓ−1)+ ̺X∗k,ℓ−1 + ε∗k,ℓ, for k + ℓ ≥ 1,
0, for k + ℓ = 0.


































where A˜Tn and d˜Tn have forms (1.6) and (1.7), respectively. Consequently, in order to
prove Propositions 1.6 and 1.7 for α < 0 and β < 0 it suffices to prove them for α > 0
and β > 0.
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Cases α < 0, β > 0 and α > 0, β < 0 implying ̺ = −α + β and ̺ = α − β,
respectively, can be handled in a similar way.
2 Results on the covariance structure
In order to prove Propositions 1.6 and 1.7 one has to know the asymptotic behaviour of the
covariances of the process Xk,ℓ. By representation (1.8) we obtain that for all k1, ℓ1, k2, ℓ2 ∈
















where k ∧ ℓ := min{k, ℓ} and an empty sum is defined to be equal to 0. Observe, if













k1+ℓ1−m,k2+ℓ2−m = k1 + ℓ2 −m
)
,
where for ν, µ ∈ (0, 1) real numbers S(µ,ν)k,ℓ := ξ(µ)k +η(ν)ℓ , and ξ(µ)k and η(ν)ℓ are independent
binomial random variables with parameters (k, µ) and (ℓ, ν), respectively. Now, Lemmas
2.4 and 2.6 of Baran and Pap [2012] directly imply that there exists a constant Dµ,ν > 0









∣∣∣P(S(µ,ν)k,ℓ = j + 1)− P(S(µ,ν)k,ℓ = j)∣∣∣ ≤ Dµ,νk + ℓ. (2.2)
Hence, one can determine the magnitudes of the covariances and prove the following
lemma.
Lemma 2.1 [Baran et al., 2007, Lemma 2.1] If |α|+ |β| = 1 and 0 < |α| < 1 then
∣∣Cov(Xk1,ℓ1 , Xk2,ℓ2)∣∣ ≤ Cα√k1 + ℓ1 + k2 + ℓ2
with some constant Cα > 0.
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Now, for n ∈ N, s, t ∈ R, s+ t ≥ 0, let us introduce piecewise constant random fields
Z
(n)
1,0 (s, t) := n
−1/4X[ns]+1,[nt] and Z
(n)
0,1 (s, t) := n
−1/4X[ns],[nt]+1.
Concerning the asymptotic behaviour of their covariances one can verify the following result.
Proposition 2.2 [Baran et al., 2007, Proposition 2.2] Let s1, t1, s2, t2 ∈ R with s1+t1 > 0,
s2 + t2 > 0. If 0 < α < 1 and β = 1− α thenCov(Z(n)1,0 (s1, t1), Z(n)1,0 (s2, t2)) Cov(Z(n)1,0 (s1, t1), Z(n)0,1 (s2, t2))
Cov(Z
(n)
1,0 (s2, t2), Z
(n)
0,1 (s1, t1)) Cov(Z
(n)
0,1 (s1, t1), Z
(n)
0,1 (s2, t2))













Moreover, if (1 − α)(s1 − s2) 6= α(t1 − t2) then the convergence to 0 has an exponential
rate.
Further, one can also estimate the difference of two neighbouring covariances.
Proposition 2.3 [Baran et al., 2007, Proposition 2.5] If 0 < α < 1 and β = 1−α then
there exists a constant Kα > 0 such that∣∣Cov(Z(n)i,j (s1, t1), Z(n)j,i (s2, t2))− Cov(Z(n)i,j (s1, t1), Z(n)i,j (s2, t2))∣∣ ≤ Kαn−1/2
for all n ∈ N, s1, t1, s2, t2 ∈ R, with s1 + t1 > 0, s2 + t2 > 0 and (i, j) ∈
{
(0, 1), (1, 0)
}
.
Finally, in order to estimate covariances we make use of he following lemma which is a
generalization of Baran et al. [2004, Lemma 11].
Lemma 2.4 [Baran et al., 2007, Lemma 2.8] Let ξ1, . . . , ξN be independent random vari-
ables with E(ξi) = 0, E(ξ
2
i ) = 1 for all i = 1, . . . , N , and M4 := max1≤i≤N E(ξ
4
i ) < ∞.






















aibicidi+Cov(X,Z)Cov(Y,W )+Cov(X,W )Cov(Y, Z).
Moreover, if ai, bi, ci, di ≥ 0 then
0 ≤ Cov(XY,ZW ) ≤M4Cov(X,Z)Cov(Y,W ) +M4Cov(X,W )Cov(Y, Z),
and
0 ≤ E(XY ZW ) ≤M4
(
E(XZ) E(YW ) + E(XW ) E(Y Z) + E(XY ) E(ZW )
)
.
3 Proof of Proposition 1.6





































The last two statements of (3.1) have already been proved, see Baran et al. [2007, Propo-








































)− 2Cov(Z(n)0,1 (s, t), Z(n)1,0 (s, t))) ds dt,
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)− Cov(Z(n)i,j (s, t), Z(n)j,i (s, t))) = 12α(1− α) ,
where (i, j) ∈ {(0, 1), (1, 0)}. The details can be found in Baran et al. [2007, Section 5,
pp. 36-37]. Hence, Proposition 2.3 and the dominated convergence theorem (DCT) imply
the first statement of (3.2).














































k1+ℓ1−1−i−j = k1 − i



























































0,1 (s1, t1)−Z(n)1,0 (s1, t1), Z(n)0,1 (s2, t2)−Z(n)1,0 (s2, t2)
))2
ds1 dt1 ds2 dt2,
where due to Propositions 2.2, 2.3 and DCT the right hand side converges to 0 as n→∞.
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[ns2]+[nt2]−1−i−j = [nt2]− 1− j
)2
≤√nCov(Z(n)1,0 (s1, t1), Z(n)1,0 (s2, t2)),
which by Proposition 2.2 converges to 0 as n → ∞ if (1 − α)(s1 − s2) 6= α(t1 − t2).
Similar results can be derived for the remaining three terms of the right hand side of (3.3),












which completes the proof. ¤
4 Proof of Proposition 1.7
Again, let α, β ∈ (0, 1) with α + β = 1 and denote by d(i)n , i = 1, 2, the components
of dTn . First we show that (dTn)n≥1 is a square integrable two dimensional martingale
with respect to filtration (Fn)n≥1, where Fn denotes the σ–algebra generated by random
variables {εk,ℓ : (k, ℓ) ∈ Tn}.
In order to do this we give a useful decomposition of dTn − dTn−1 , where dT0 := (0, 0)⊤.
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By representation (1.8),



































k+ℓ−1−i−j = k − i
)
εi,j.
Collecting first the terms containing only εi,j with (i, j) ∈ Tn \ Tn−1, and then the rest,
we obtain decomposition






























































k+ℓ−i−j = k − i
)
εi,j.
The components of dn,1 are quadratic forms of the variables {εi,j : (i, j) ∈ Tn \ Tn−1},
hence dn,1 is independent of Fn−1. Besides this the terms δn,2,k,ℓ are linear combinations
of the variables {εi,j : (i, j) ∈ Tn−1}, thus vectors dn,2,k,ℓ are measurable with respect to
Fn−1. Consequently,
E(dTn − dTn−1 | Fn−1) = E(dn,1) +
∑
(k,ℓ)∈Tn\Tn−1
dn,2,k,ℓ E(εk,ℓ | Fn−1) = 0.
Hence (dTn)n≥1 is a square integrable martingale with respect to the filtration (Fn)n≥1
and obviously the same is valid for (d˜Tn)n≥1.
By the Martingale Central Limit Theorem [Jacod and Shiryaev, 1987], in order to prove
the statement of Proposition 1.7, it suffices to show that the conditional variances of the
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martingale differences converge in probability and to verify the conditional Lindeberg condi-
tion. To be precise, the statement is a consequence of the following two propositions, where









)⊤ ∣∣∣Fm−1) P−→ A˜ as n→∞.




(∥∥d˜Tm − d˜Tm−1∥∥21{‖edTm−edTm−1‖≥δ} ∣∣∣Fm−1) P−→ 0 as n→∞.


































) ∣∣∣Fm−1) L2−→ 0 (4.4)
as n→∞. Limits (4.2) and (4.3) have already been proved, see Baran et al. [2007, Section
6, pp. 40-41 and Proposition 4.1]. A more detailed proof can be found in Baran et al. [2005,
Propositions 6.1 and 4.1].




m − d(1)m−1)(d(2)m − d(2)m−1)
∣∣Fm−1) and we have
d(1)m − d(1)m−1 =
∑
(k,ℓ)∈Tm\Tm−1
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E(Sn,2) → 0 as n→∞.






εk,ℓ, (k, ℓ) ∈ Tm \Tm−1
}



















































































(δm1,2,k1−1,ℓ1 − δm1,2,k1,ℓ1−1)δm1,2,k1,ℓ1−1, (δm2,2,k2−1,ℓ2 − δm2,2,k2,ℓ2−1)δm2,2,k2,ℓ2−1
)
.
By representation (1.8) of Xk,ℓ and definition of δm,2,k,ℓ we have
δm,2,k−1,m = Xk−1,m −
k−1∑
i=−m+2
αk−1−iεi,m,−m+ 2 ≤ k ≤ m,
δm,2,k,m−1 = Xk,m−1, −m+ 1 ≤ k ≤ m,
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δm,2,m,ℓ−1 = Xm,ℓ−1 −
ℓ−1∑
j=−m+2
(1− α)ℓ−1−jεm,j, −m+ 2 ≤ ℓ ≤ m− 1,
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= 0 if m2 > m1 and G
(3)
k1,m1,k2,m2






































1− α2 (n+ 1)
7/2,




































k1+m1−m2−1−i = k1 − i
)












k1+m1−m2−1−i = k1 − 1− i
)− P(S(α)k1+m1−m2−1−i = k1 − i))αk2−1−i
− αk2−k1−1(1− α)m1−m2−11{k1≤k2−1}
for k1 + m1 ≥ 3, otherwise the above quantities are equal to zero. Hence, using (2.2) one
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can easily show that for k1 ≤ k2 − 1
∣∣B(1)k1,m1,k2,m2∣∣ ≤ αk2−k1−1(1−α)m1−m2−1 + αk2−k1 k1−1∑
i=−m2+2
Dα,α
(k1 +m1 −m2 − 1− i)1/2
≤ Hααk2−k1(k1 +m1)1/2,∣∣B(2)k1,m1,k2,m2∣∣ ≤ αk2−k1−1(1− α)m1−m2−1 + αk2−k1 k1−1∑
i=−m2+2
Dα,α
k1 +m1 −m2 − 1− i
≤ Hααk2−k1 log(k1 +m1)
with some constant Hα > 0, while for k1 > k2 − 1 we have








k1 − k2 +m1 −m2 .

























































































Kα + 2Cα log(k +m)
)
≤ Qα(n+ 1)7/2 log(n+ 1)
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0,1 (s1, t1)− Z(n)1,0 (s1, t1), Z(n)0,1 (s2, t2)− Z(n)1,0 (s2, t2)
)
(4.11)
× Cov(Z(n)1,0 (s1, t1), Z(n)1,0 (s2, t2))+ Cov(Z(n)0,1 (s1, t1)− Z(n)1,0 (s1, t1), Z(n)1,0 (s2, t2))
×√nCov(Z(n)0,1 (s2, t2)− Z(n)1,0 (s2, t2), Z(n)1,0 (s1, t1)))ds1 dt1 ds2 dt2.
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With the help of Lemma 2.1 and Proposition 2.3 one can easily show that the integrand




s1 + t1 + s2 + t2 + 1 +Kα
)
,









which together with (4.9) and (4.10) implies (4.5). ¤
Proof of Proposition 4.2. We have
1{‖edTm−edTm−1‖≥δ} ≤ δ
−2‖d˜Tm − d˜Tm−1‖2,




(∥∥d˜Tm − d˜Tm−1∥∥4 ∣∣∣Fm−1) P−→ 0 as n→∞,





(∣∣d(1)m − d(1)m−1∣∣4 ∣∣∣Fm−1) P−→ 0 and n−5 n∑
m=1
E
(∣∣d(2)m − d(2)m−1∣∣4 ∣∣∣Fm−1) P−→ 0.
However, these statements have already been proved, see Baran et al. [2005, Section 6, pp.
47-48] and Baran et al. [2005, Section 4, pp. 31-32], respectively. ¤
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