The split-step Fourier method is used here to prestack migrate two synthetic borehole-to-surface shot gathers. Model structures in the zone of specular illumination beneath the shot are reconstructed by using the split-step Fourier method both to back-propagate the recorded wave-eld and to forward propagate the source wavelet. The overburden is vertically and laterally inhomogeneous. Each depth interval is treated as a homogeneous strip with the mean velocity plus an inhomogeneity correction term. The inhomogeneity correction term is split and spatially multiplied with each spectral component of the wave-eld on its entry to and upon its exit from each strip. Propagation through each strip is e ected by multiplication in the spatial frequency domain. The split-step Fourier method o ers a valuable alternative to nite-di erence migration for machines with limited memory. Three imaging methods are compared for two signal-to-noise ratios. They are: image extraction by travel time, cross-correlation with source wavelet, and deconvolution with source wavelet. At high signal-to-noise level, the image formed by deconvolution o ers better spatial resolution than images formed by cross-correlation with the source wavelet or by extraction using travel time. If the signal-to-noise level is low, travel time imaging deteriorates rapidly, while deconvolution images degrade towards those created by cross-correlation imaging.
INTRODUCTION
Shot-record migration requires back-propagation of the received wave-eld and forward propagation of the source wave-eld. If both wave-elds are propagated Department of Engineering Science, Oxford University, Oxford, OX1 3PJ, U.K.. through a heterogeneous macro-model according to ray theory, one arrives at a scheme similar to the Generalized Radon Transform (GRT) migration described by Miller et al. (1987) . If wave theory is employed for backpropagation only, one arrives at a scheme similar to that of Chang & McMechan (1986) . In their hybrid scheme, the received wave-eld is back-propagated by a nitedi erence method, while propagation from the source is modelled by ray tracing. Although ray tracing is adequate for many purposes, there are circumstances in which it is desirable to describe the e ects of di raction on the propagation of both source and receiver waveelds. Such circumstances will generally arise if known obstacles of wavelength dimension in the macro-model cause spectral coloration of either the transmitted shot signature or of the signal received from a scatterer embedded at any particular point in model space.
The seismic imaging procedure described in this paper uses the \split step Fourier" method to describe wave-eld di raction e ects within heterogeneous macro-models. Split-step Fourier propagation is based upon the Helmholtz form of the scalar wave equation. It does not rest upon ray theory assumptions. It is a broad but nite angular aperture, convolutional-type, one-way migration procedure, in which the convolutions are implemented by complex multiplications in the wavenumber domain to describe propagation through a thin homogeneous logical strip. Wave-front modulation by local inhomogeneities within the physical strip is accounted for by phase-shifting in the space domain. The splitstep method was described recently in the seismic literature by Sto a et al. (1990) , who used it for migrating zero-o set data. Our implementation di ers in detail from that of Sto a et al.. It is developed in the following section and then applied below to the problem of imaging through an inhomogeneous overburden with nite o set, prestack borehole-to-surface model seismic data. Thereafter, we con rm and extend Snyder's (1979) demonstration of the fact that if the signal-to-noise ratio is su ciently high, then Wiener deconvolution lters can compensate for the spectral discoloration which is introduced by di raction through lenses and aroundnite obstacles in a heterogeneous macro-model.
Although computer technology is advancing quickly in terms of speed and memory capacity, nite-di erence wave propagation still has a rather large memory requirement. A second-order nite-di erence method requires a grid spacing of less than min =10 (Alford et al., 1974) , while the split-step Fourier method only requires a spacing of less than min =2. The prospect of threedimensional migration schemes presents a formidable task to \medium-range" computers using a nitedi erence method. The split-step Fourier method is believed to alleviate this problem.
THE SPLIT-STEP FOURIER METHOD
The split-step Fourier method has been used for many years for propagating scalar wave-elds (Hardin & Tappert, 1973) . Tappert (1974) used it in underwater acoustics, while Feit & Fleck (1978) used the method to investigate the propagation of light in optical bers. Recent usage in seismic imaging can be found in work by Sto a et al. (1990) . Our variant of the split-step Fourier method is outlined below.
The propagation of a scalar pressure wave-eld, (x; z) in a two dimensional, isotropic, variable velocity medium is governed approximately by the Helmholtz equation 1 , r 2 (x; z) + k(x; z) 2 (x; z) = 0 ) @ zz (x; z) = ? @ xx + k(x; z) 2 ] (x; z)
(1)
,where k(x; z) = !=v(x; z) is the local wavenumber, ! is the angular frequency, v(x; z) is the local velocity, and @ aa is a second-order partial di erential operator (@ 2 =@a 2 ) with respect to variable a. Given that the wave-eld, (x; z), is known at z = z 0 the wave-eld at z = z 0 + z is given by, (x; z 0 + z) = exp( iA z) (x; z 0 )
where A 2 = @ xx + k 0 + k(x; z 0 )] 2 (3) k 0 = k(x; z 0 ) and k(x; z 0 ) = k(x; z 0 )?k 0 .] Feit & Fleck (1978) give two di erent approximations to the forward propagator A. 
Terms relating to (@ xx +k 2 0 ) 1 2 and k(x; z 0 ) shall be called here the homogeneous propagation term and the inhomogeneous correction phase term respectively. A 1 is a 1 The Helmholtz equation is valid provided that inhomogeneity in density, , can be neglected. The condition is jrln j k (Berkhout, 1980) . i.e. The variation in density is small within a wavelength.
good approximation to A if k(x; z 0 ) k 0 . A 2 is the paraxial or parabolic approximation, which requires an additional condition of sin 1, where is the angle of propagation of a plane wave relative to the z-axis. The propagator A 1 was used in our implementation. Note that only forward travelling (increasing z) waves are included in the solution. The positive sign in the exponent of equation (2) is dropped. The discrimination against backward travelling waves reduces the normal two boundary conditions of the Helmholtz equation to one. We assume that (x; z) is known at the plane z = z 0 .
It is necessary to split the inhomogeneity correction phase term in A 1 (see equations (2) and (4)) into two parts because of non-commutation of the operators (@ xx + k 2 0 ) 1 2 and k(x; z 0 ) in the series expansion of exp( iA 1 z) (appendix A). The symmetrized propagator relates wave-elds on either side of strip z as,
Splitting of the inhomogeneity correction phase term is shown in appendix A to be accurate to second order in z.
The Fourier transform of a wave-eld, (x; z), in the x direction is its angular plane wave spectrum, (s; z). Here s = sin and is the angle relative to the zaxis of the decomposed plane wave. For a homogeneous medium, the relationship between the angular plane wave spectra at two planes (assuming no variation in the y dimension), z = z 0 and z 0 + z is given by substituting equation (4) 
F denotes the Fourier transform operator with respect to x. Feit & Fleck (1978) and Tappert (1974) split the homogeneous propagation term in equation (4) symmetrically. In our implementation, splitting the inhomogeneity correction phase term requires only two Fourier transforms as opposed to four if the homogeneous propagation term is split. Sto a et al. (1990) used an asymmetric forward propagator. In appendix B, we show that a symmetric propagator satis es \reversibility" generally and that it is accurate to second-order in z, while an asymmetric propagator does not share these features. \Reversibility" is used here to mean the ability to backpropagate wave-elds by phase conjugation in the frequency domain. Back-propagation is essential to migration schemes. The symmetric propagator adopted here is e cient, stable and accurate.
For a laterally homogeneous medium, f-k migration is an e cient implementation of equation (7) (Booer et al., 1977; Stolt, 1978) . The phase-shift method of Gazdag (1978) handles vertical velocity variations. The approach of Gazdag was later modi ed to the phase shift plus interpolation method to handle lateral inhomogeneities (Gazdag and Sguazzero, 1984) . The splitstep Fourier method is generalized here for both vertical and lateral velocity variations.
SPLIT-STEP PROPAGATION
The wave-eld is propagated from one plane to another according to the equations in (8) by discretizing the variable velocity medium. A lateral grid spacing of x min =2, where min is the minimum wavelength anticipated, should handle all forward propagating waves (i.e with ray angles up to 90 degrees). Spacing smaller than =2 would include the e ects of evanescent waves. The grid spacings normal to the direction of propagation, z, are largely governed by the velocity model. The split-step Fourier method allows large grid steps, z to be employed when simulating propagation through homogeneous blocks.
The angular plane wave spectrum is obtained by Fast Fourier Transforming (FFT) the sampled wave-eld with respect to x. The application of a Discrete Fourier Transform (DFT) can be regarded as Fourier transforming an extended version of the original aperture i.e. the original aperture is periodically repeated in both positive and negative spatial directions. Ways of combating repetition problems introduced by DFT include (1) the use of a wide aperture (which raises the computational load), and (2) the use of spatial windows to limit crosstalk between neighbouring arti cial apertures. Both methods are implemented here.
The received wave-eld is phase-conjugated and then back-propagated frequency by frequency to all depth levels. Phase conjugation in the frequency domain is equivalent to time reversal in the time domain. For a shotpoint geometry such as that shown in Figure 1 one needs to forward propagate the source for imaging. Chang & McMechan (1986) forward propagated the source by a ray tracing technique and back-propagated the received wave-eld by a nite-di erence method. The method 
IMAGING
Two time traces, one due to the source wavelet and one due to the back-propagated recording, can be synthesized at all points in space from a range of frequency components. At each point, the two time traces are compared. If a scatterer is present, then a pulse coincides in time on both traces (Claerbout, 1971 (Claerbout, ,1976 . This imaging condition assumes that the source waveeld is unperturbed by other scatterers on its passage to the particular imaging point. Imaging can be e ected in many ways, for example by cross-correlating the forward and back propagated time traces | a step which is equivalent to matched ltering in the frequency domain if the source wavelet is known. If the source wavelet is known precisely and the signal-to-noise ratio is high, one can raise the resolution by deconvolution, using (say) a Wiener lter, which becomes an inverse lter 2 in the extreme of zero noise. Snyder (1979) compared various imaging methods, and showed that a Wiener lter was both stable and e ective.
Deconvolution of the back-propagated recorded traces by the forward propagated source wavelet is not simply a deconvolution with a source wavelet delayed by the travel time. It is a spatially varying time deconvolution because of nite aperture di raction e ects. The spectrum of the pulse is modi ed as it propagates in space, therefore the time trace at a particular point in space cannot be considered strictly as a convolution of a train of delta functions with a time-invariant source wavelet. However since only the deconvolved value at zero time is of interest at imaging, a time-invariant deconvolution is assumed to hold near zero time.
Deconvolution in the frequency domain by inverse ltering emphasizes noise when the frequency component of the signal diminishes. Wiener ltering minimizes error in the least-square sense if the noise is assumed to be additive and uncorrelated with the source signal. The optimal lter is then given by (Press et al., 1988 and Snyder, 1979) ,
,where R,S & H denote the received signal, source signal and transfer function respectively,
The noise spectrum N(!) has to be estimated from the data set. N(!) is a constant in the case of white noise. We assume in modelling that noise is uniformly distributed over all space | however this assumption may not always be valid. For high noise level, equation (9) takes the form of a matched lter,
i.e. a cross-correlation in the time domain.
RESULTS

Single-shot multi-receiver case
We have chosen to model the single-shot (source S1) multi-receiver geometry shown in Figure 1 . A multi-shot multi-receiver situation can be regarded a series of singleshot experiments. The shot record migrated images for the single-shot experiments can then be combined.
For the source S1 in Figure 1 a synthetic data set was generated by a fourth-order spatial and second-order temporal accurate nite-di erence method (Alford et al., 1974; Alterman & Karal, 1968; Kelly et al., 1976) . The second-order absorbing boundary condition of Clayton & Engquist (1977) was used. The two data sets shown in Figures 2a and b have signal-to-noise ratios at the dominant source frequency (10Hz) of 31dB and 11dB, respectively. These data sets with additive noise were then migrated with the above split-step Fourier scheme. The source wave-eld is only propagated downwards into the zone of specular re ections (beneath the line XX' in Figure 1) . Figures 3 and 4 show three di erent images of the region beneath the line XX' for the two noise levels. The three imaging methods are a) extraction from the back-propagated recorded traces of the time sample corresponding to a ray-derived travel time (similar to the excitation-time imaging condition of Chang & McMechan (1986) , where an assumption of a delta function source wavelet was made), b) cross-correlation with the forward propagated source wavelet, and c) Wiener inverse ltering with the forward propagated source wavelet. In all cases the back-propagation was done by the split-step Fourier method. Figure 3 shows the high signal-to-noise situation and Figure 4 shows the low signal-to-noise case.
The \smile" o the step in the re ector AA' is a consequence of the nite recording aperture. The deep at interface BB' is imaged correctly even though it lies beneath the step in AA'. Since deconvolution imaging attempts to account for variable source illumination, Figure 3c shows the continuity of interface BB' better than Figure 3b . The deconvolution migration in Figure 3c also resolves BB' well, because the temporal wavelet has been whitened. However for low signal-to-noise ratio, the Wiener inverse lter limits the amount of deconvolution and the result (Figure 4c ) is a pulse comparable in width to that in the cross-correlation image (Figure 4b ). This is because Wiener ltering approximates to matched ltering if the signal-to-noise is low.
Imaging by travel time migration (Figure 3a ) has comparable resolution to that given by Wiener ltering (Figure 3c ). However this method is sensitive to noise (Figure 4a ). Cross-correlation and deconvolution imaging methods (Figure 4b correlation with a spike and it is not robust in noise.
Multi-shot multi-receiver case
A multi-shot experiment can be regarded as a superposition of a series of single-shot record migrations, however the characters of single-shot migrated images should be similar for an e ective stack. The following example serves to show the desirability of deconvolution imaging (under high signal-to-noise ratio) to match migrated images prior to stack.
A second source (S2) is introduced in the shooting geometry of gure 1. A synthetic data set for S2 comparable to that shown in gure 2 is plotted in gure 5. Sources S1 and S2 have di erent wavelets to model the variability of source spectra in practice. Sources S1 and S2 have dominant frequencies of 10Hz and 6Hz respectively with the same spectral form.
The gather of gure 5 is migrated with crosscorrelation ( gure 6a) and deconvolution ( gure 6b) imaging. In the case of cross-correlation imaging, the shape of the \wavelets" in the spatial migrated maps differs from one map to another. However in deconvolution imaged maps, where all time wavelets are deconvolved to spike-like wavelets, there is consistency in character from one map to another.
The stacked image created by combining gures 3b and 6a for cross-correlation imaging is shown in gure 7a. Similarly, gure 7b shows the stack from gure 3c and 6b for deconvolution imaging. The vertical spatial extent of both re ectors AA' and BB'in gure 7a increases from left to right. This is not the case for the deconvolution imaged map in gure 7b. 
DISCUSSION
The split-step Fourier method is easier to implement than the nite di erence method on a machine with limited memory, because nite-di erencing has expensive memory requirements. Conventional second-order spatial accurate di erencing requires a grid spacing of x min =10, while fourth-order accurate di erencing requires x min =5 to limit \grid dispersion" (Alford et al., 1974) ; the split-step Fourier method has a spacing requirement of x min =2 . 3 Memory problems of a nite-di erence method multiply for three-dimensional migrations.
Ray tracing imaging methods involve an extreme high-frequency approximation, where di raction e ects are ignored. Ray coverage of the spatial map becomes a problem if complex structures introduce bright and shadow zones. Shadow zones often show a relative enhancement of the low frequencies within a propagating wave-eld. Under high signal-to-noise conditions, spatially varying deconvolution can compensate for these di raction e ects and allow partially shadowed scatterers to be reconstructed. The second experiment above ( gures 7a and b) illustrates the e ect of source variability on di erent imaging schemes, and deconvolution imaging is recommended. Similarly in cases of complex structures, where propagation is highly frequency dependent, re ectors or scatterers are illuminated di erently by each frequency, deconvolution imaging serves the purpose of achieving similar characters within a migrated image.
It has to be acknowledged that there is a trade-o between resolution and robustness to timing-error. The spiky-ness of deconvolution imaged maps will be less robust to timing errors when single-shot migrated maps are stacked to form a nal image for a multi-shot experiment. Timing errors can arise from many sources e.g. inaccuracy in velocity macro-model and shot misplacements.
Deconvolution improves the temporal resolution during imaging, which in turn improves the spatial resolution in the migrated image. We have chosen here to implement deconvolution by using a Wiener lter. Wiener lters require accurate estimates of both source wavelet and noise spectrum. The anticipated noise level limits the degree of deconvolution. There are many other deconvolution methods. All have the potential to enhance resolution in particular circumstances.
The split-step Fourier method is well suited to distributed/parallel processing. Each frequency component can be processed independently for both forward and back propagations. In our implementation, the forward and back propagations are processed concurrently on two machines with sequential processing of the frequency components. The work-horse of the split-step Fourier method is the FFT algorithm, which is e ciently handled by purpose-built hardware and parallel-architecture machines.
CONCLUSIONS
Split-step Fourier methods are computationally ecient on machines with limited memory. Deconvolution imaging does better in high signal-to-noise situations and does no worse than cross-correlation imaging at low signal-to-noise levels. Spatially varying time deconvolution by Wiener ltering is a robust method of enhancing resolution and compensating for spectral variations in source illumination pattern. Hardin, R.H. and Tappert, F.D., 1973 (14) They are not equivalent because of the presence of the operators @ xx and k. This can easily be shown by series expanding the exponentials on the right-hand side of equation (14) and multiplying the terms out.
However, consider the following symmetrical splitting of the k term in the exponent. The exponential in equation (12) (15) with (13) shows that symmetrical splitting of the correction phase term k is accurate to 2nd order in z, while asymmetrical splitting is not.
APPENDIX B REVERSIBILITY FOR BACK-PROPAGATION
The symmetric propagator in equation (15) ,where propagation is through an identical inhomogeneous thin strip z. It is shown in this appendix that the asymmetric propagator of equation (14) does not have such a property.
Mathematically the propagation through a laterally inhomogeneous strip z is given by, symmetric :
1 (x) = F ?1 F 0 (x)e i ( 
,where H 0 (x) = F ?1 e +if(?kx) z ] = H ?1 (x) is the deconvolution sequence of H(x), noting that f(?k x ) is an even function, and conjugation in a domain is equivalent to conjugation and reversal in the Fourier domain, and vice versa. Finally, back-substitution of 1 (x) for 0 (x) on the right-hand side of the equations (18) and (19) (propagation) shows that 2 (x) is equal to 0 (x) only in the symmetric case. This illustrates reversibility of the symmetric algorithm as opposed to irreversibility the asymmetric one. The essence of the irreversibility of the asymmetric propagator is the non-commutativity of convolution and multiplication.
An asymmetric method approaches a symmetric one under some conditions. Consider a cascade of laterally inhomogeneous strips that are propagated by an asymmetric propagator. The inhomogeneity phase correction term, e i (x;z1) , for a particular strip of an asymmetric propagator may be thought of as the combined e ect of inhomogeneity phase correction terms of two adjacent strips, e i (x;z1)=2 and e i (x;z2)=2 , of a symmetric propagator. This holds roughly if lateral velocity perturbations are similar between adjacent strips. Then, the only difference between an asymmetric and symmetric propagator would be the inhomogeneity phase correction terms in the front and back ends of the whole cascade. An asymmetric propagator can be regarded as an approximation of the symmetric propagator. A symmetric propagator is more general.
