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Abstract— Weed scouting is an important part of modern
integrated weed management but can be time consuming and
sparse when performed manually. Automated weed scouting
and weed destruction has typically been performed using
classification systems able to classify a set group of species
known a priori. This greatly limits deployability as classification
systems must be retrained for any field with a different set of
weed species present within them. In order to overcome this
limitation, this paper works towards developing a clustering
approach to weed scouting which can be utilized in any field
without the need for prior species knowledge. We demonstrate
our system using challenging data collected in the field from
an agricultural robotics platform. We show that considerable
improvements can be made by (i) learning low-dimensional
(bottleneck) features using a deep convolutional neural network
to represent plants in general and (ii) tying views of the same
area (plant) together. Deploying this algorithm on in-field data
collected by AgBotII, we are able to successfully cluster cotton
plants from grasses without prior knowledge or training for
the specific plants in the field.
I. INTRODUCTION
Integrated weed management is an increasingly crucial
element to modern farming practice [1]. Due to the notable
increase in herbicide resistance within many weed species
in recent years [2], it has become increasingly important
that weeds are dealt with in an appropriate manner which
reduces herbicide resistance in weed species populations and
maximizes the effectiveness of weed management. A key
element to effective integrated weed management is knowing
which weed species are present in the field and in what
quantities [1] [3] which we shall refer to as weed scouting.
Weed scouting is most commonly done through a manual
inspection of the field using sampling techniques to get
an impression of the weed species distributions. This is a
laborious process which seems ideal for automation where a
robot can instead scout the entire field, having humans dictate
weed management policy based upon the robot’s findings.
While there have been some efforts in recent years to create
robots for automated weed control and/or weed scouting,
there are still critical areas which require improvement before
widespread application of these systems is possible.
In this paper, we introduce a new unsupervised system for
weed scouting for agricultural robotics utilizing weed clus-
tering. Clustering, unlike current state-of-the-art autonomous
weed mapping systems, would be able to be applied in any
field without requiring specific weed species knowledge in
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Fig. 1: Simplified demonstration of weed scouting where the
AgBotII robotic platform traverses the field and marks out
weed locations. Each coloured box represents a different
weed group. Field traversal image has undergone some
image enhancement for visualization purposes. Best viewed
in colour.
advance in order to generate weed distribution maps. Weeds
are clustered into visually similar groups which can then be
identified by farmers without requiring manual inspection of
each plant or a prior knowledge about the field. We adapt
current clustering algorithms to improve them for our task
and demonstrate the first results of our clustering approach
to weed scouting utilizing data collected from the AgBotII
agricultural robotics platform (shown in Fig. 1) showing its
applicability to real world conditions.
The contributions supplied in this paper are as follows.
We introduce a set of deep convolutional neural network
(DCNN) bottleneck features trained on an unrelated plant
dataset to be used within our unsupervised system for weed
scouting, showing that these can improve upon results using
normal DCNN features. We introduce an image-locking sys-
tem for hierarchical-type clustering algorithms which takes
advantage of multiple tracked plant observations to improve
clustering accuracy. Finally, we introduce a new application-
oriented evaluation metric.
II. LITERATURE REVIEW
Commonly, weed scouting has been done through a man-
ual inspection of the field. However, and as shown in [4],
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autonomous weed scouting can reduce costs by 20 % over
manual weed inspection.
In previous attempts at automated weed scouting and
destruction, there have been two main approaches, either
through treating all weeds as being the same [5], or through
species classification [6]. The first approach, while effective
for choosing herbicide dosages and examining where the
highest infestations occur, is not particularly useful for
integrated weed management strategies where each weed
species must be treated in an appropriate manner. The second
approach uses supervised classification, which can achieve
high accuracy, but requires a priori knowledge of the weed
species present in the field so that it can be trained to recog-
nise them. These issues restrict the widespread deployment
of such approaches.
Another approach which can address this problem is weed
scouting based on unsupervised methods such as clustering.
Clustering is the procedure of forming meaningful groups
from samples [7]. In our case, the samples are images of
weed plants in the field and the groups are the species.
Clustering can be done with or without knowing the
number of clusters (K). Clustering methods which need a
known K like k-means [8] are unrealistic for a scouting
scenario where there can be no certainty about how many
groups will be required. Therefore in this work, we focus
on clustering algorithms which estimate K as a part of the
clustering process.
Of the techniques that do not require a known number of
clusters, one of the most popular is hierarchical clustering
which aims to iteratively merge or split clusters based on
a distance metric between clusters in order to form cluster
relationship trees [9]. This allows for a more adaptable clus-
tering system, with the number of clusters being calculated
after the full trees have been computed, often through some
stopping criterion being reached [10]. In [11], however, it
was pointed out that hierarchical clustering is a static system
where points once assigned to one cluster cannot be allocated
to a new cluster, allowing for errors to be propagated through
the system.
In order to overcome such problems, variations to hierar-
chical clustering have been developed. Competitive agglom-
erative clustering, demonstrated in [12] and [11], does not
merge clusters in the same sense as is done in hierarchical
clustering. Instead, clusters competes over the samples avail-
able and are slowly removed as their samples are taken by
larger clusters. This is similar to what is done within infinite
Gaussian mixture models (IGMMs) and Dirichlet process
mixture models (DPMMs) which iteratively go through a
process of reassigning points to existing clusters and removes
clusters through this process [13].
Another approach which is able to perform clustering
without knowing the number of clusters is affinity propaga-
tion [14], [15]. This powerful technique generates exemplars
by iteratively updating how likely the each sample can serve
as an exemplar and how likely each sample could belong to
each point as an exemplar. Through this process, eventually
a consensus occurs and clusters are assigned to all samples.
An approach which is more akin to traditional hierar-
chical clustering but which still takes measures to allow
for reassigning data points is the hierarchical approach
utilized in diarization [16]. Diarization systems are used
heavily in signal processing and attempt to answer the
question “who spoke when?” [17]. They comprise of two
elements, the segmentation of audio data into speaker and
non-speaker segments and clustering speaker segments into
specific speaker groups with each group corresponding to
one individual. The clustering used in diarization differs from
hierarchical clustering in that after merging two clusters, data
is resegmented and the clusters retrained .
Another important aspect of weed scouting based on clus-
tering is image features. In recent years the development of
features learnt using deep convolutional neural networks [18]
have proved beneficial in many recognition tasks. Deep
neural network architectures such as those demonstrated
in [19] and [20] can be fine-tuned as described in [18] in
order to obtain features more suited to the precise recognition
task to be performed.
As shown above, current automated weed scouting meth-
ods are based on supervised learning methods which need
a priori knowledge about the weeds that exist in the field.
This defies the purpose of the scouting process (i.e finding
what weed plants exist in the field). This shortcoming makes
unsupervised clustering methods an attractive solution and
more suitable approach for the task.
III. METHODOLOGY
The algorithm used in our weed scouting system for
agricultural robotics consists of four main stages. These are
plant detection and segmentation, feature extraction, species
clustering, and field mapping. The following sections explain
these stages in more detail.
A. Plant Detection and Segmentation
In our work, detection was performed using only colour
imagery without any extra multi-spectral imaging. Inspired
by [21], our segmentation method utilizes multiple colour
spaces for weed detection. The colour spaces utilized are
summarized below.
HSV is a cylindrical colour space consisting of hue (H),
saturation (S) and value (V), or brightness.
Luv is a perceptually uniform colour space where light-
ness is captured by the component L.
Lab is an opponent colour space where a and b are the
colour-opponent dimensions.
Our plant detector uses a multivariate Gaussian trained with
the following feature vector [H,S,u,v,a,b]. Model parameters
and the threshold probability for the Gaussian are learnt on
a training set of manually annotated images which are not
related to the dataset used in our clustering experiments. The
full detection pipeline is shown in Fig 2. When applied to a
new image, the Gaussian provides a per-pixel log-likelihood
map, or segmentation map, similar to that in Figure 2 (b).
As this is often noisy, to convert the segmentation map into
weed regions we first remove noise from the image and then
(a) (b) (c) (d)
Fig. 2: From left to right (a) the original image, (b) the result
of per-pixel segmentation after thresholding, (c) the filtered
image after erosions and dilations (final mask), and (d) the
detection regions, indicated by the bounding boxes.
search for connected regions. Contiguous regions are found
from this binary image by finding the contours [22] and
those which are close are merged to form a single weed
segmentation mask which can be utilized later on in our
clustering pipeline for feature extraction.
B. Feature Extraction
Effective plant species clustering is highly dependant
on the feature representation given for each plant. In our
experiments we use and evaluate two main categories of
feature, these being hand-crafted features (HCFs) typically
used in plant classification for agricultural robotics and learnt
deep convolutional neural network (DCNN) features.
We utilize the same HCFs as are used within [23] and [24],
consisting of the following shape features: plant perimeter,
plant area, length of plant mask skeleton, compactness,
convexity, length of plant mask skeleton/plant perimeter;
and the following statistical reflectance features: minimum,
maximum, range, mean, median, standard deviation, kurtosis,
and skewness of the plant pixel intensities. Further detail
of how each of these features are extracted can be found
within [24]. As in [23], we analyse the use of two sets
of HCFs, one containing all of the shape and reflectance
features described, and a scale-robust subset which discludes
the features which are affected by image scale (perimeter,
area, and length of skeleton). These two feature sets will be
referred to as hcf and hcf-scale-robust within this paper.
We also used deep DCNN features for our clustering ex-
periments. Namely, the powerful Inception architecture [20]
known as GoogLeNet which is a deep network with 22
layers. This is first pre-trained on ImageNet and fine-tuned
on a training subset of the leaf images from the PlantCLEF
dataset [25].
While learnt features are known to be highly descriptive,
they come a cost of high dimensionality. It is known that a
high dimension feature representation can cause a clustering
system to suffer due to the “curse of dimensionality”. In
order to alleviate this issue, we follow the procedure shown
in [26] to generate so called bottleneck features which are
both discriminative and low dimensional. This network is
fine-tuned on the same training images from PlantCLEF as
the original architecture. We shall refer to these as bottleneck
features throughout this paper.
Algorithm 1 Our diarization clustering algorithm consists of
an over segmented cluster initialization (line 2) followed by
a repeated loop of cluster resegmentation (line 5), cluster
retraining (line 6), finding the closest clusters (line 7),
determining if merging these clusters is beneficial (line 8)
and if so, cluster merging the two clusters (line 10). Below
Ω is the collection of all current individual clusters ω
1: procedure CLUSTER
2: Initialize n Clusters Ω = {ω1, ω2, ...ωn}
3: do
4: while not stable(Ω) do
5: segmentClusters(Ω)
6: retrainClusters(Ω)
7: ωa, ωb = closestPair(Ω)
8: validMerge = evaluateMerge(ωa, ωb)
9: if validMerge then
10: mergeClusters(ωa, ωb)
11: while validMerge
12: end
C. Clustering Algorithms
We analyse several potential clustering algorithms that can
be utilized within our weed scouting pipeline. The following
sections shall describe these algorithms and how they are
implemented.
1) Diarization Clustering: The clustering methods used
within diarization to group speakers together fall under
two main categories, these being bottom-up or top-down
diarization [17]. In this work we utilize the clustering tech-
nique used in bottom-up diarization which is a variation of
agglomerative hierarchical clustering [27] where clusters are
iteratively merged together based upon a relative distance
metric until an ending criterion is reached.
In this work, we model the diarization clustering system
heavily on the early diarization process described in [28].
This earlier process was used as, unlike in later methods [16],
it did not utilize a hidden Markov model which requires a
link between consecutive observations which is not possible
in our application. We modify this early algorithm slightly
however by, instead of using a single iteration of resegmen-
tation and retraining, using multiple iterations until cluster
stability is reached. Using this approach, clusters tend to be
more stable before merging which leads to more accurate
clusters being generated. Our modified diarization clustering
algorithm used within this work is shown in Algorithm 1.
In this bottom-up system, each cluster is modelled by a
multivariate Gaussian. We also add a further improvement
specific to our application which we call cluster locking
which will be explained further in Section III-C.2.
We use symmetric Kullback-Leibler (KL2) distance [28]
to measure the distance between clusters and the Bayesian
information criterion [29] as our stopping criterion.
2) Cluster Locking: In our task, we aim to cluster each
image of a plant into a group of similarly looking plants.
We can, however, utilize the fact that our robotic platform
will be able to take multiple images of the same plant to
enhance our clustering accuracy. For instance, a robot may
take several images of the same plant as it traverses over
it, allowing for more information to be available for that
one plant. Rather than treat each image as its own plant, we
can initialize plant images which are in approximately the
same real-world location as being the same plant. Using this
we can generate initial clusters which have a better model
representation of the single plant than each individual image
would have.
In order to keep the high accuracy and improved plant
models throughout clustering, we must also enforce that
these images of the same plant, must be locked together
throughout the optimization step of the diarization clustering
procedure. We do this by adding in an extra step checking
after segmentation if samples of the same plant have been
kept together or if they have been separated. If the latter
is true, then for each cluster containing the same plant
sample points, we calculate the combined log-probability that
each sample point belongs to that cluster. The cluster which
contains the highest log-probability is then given all samples
of that plant. This ensures that the samples of the plant are
kept together while still allowing diarization to optimize the
clusters after each iteration of cluster merging. This leads
to improved cluster models that better represent each of
the plants contained within. We refer to this new adapta-
tion of diarization clustering as diarization-locked clustering
throughout the remainder of this work.
3) Hierarchical Clustering: Agglomerative hierarchical
clustering is a technique of progressively merging small
clusters together based upon their relative distances to each
other [9]. It merges the closest clusters iteratively to form
a hierarchical clustering tree otherwise known as a dendro-
gram and chooses the number of clusters based on some
predetermined stopping criterion. Typically this begins with
treating each data point as a cluster but can be given an initial
over-segmentation for initialization.
In order to be consistent, in our work we utilize the same
initialization in tests as is done for diarization and utilize
the same distance metric and stopping criterion. The only
difference between the diarization clustering and hierarchical
clustering used within this work is that diarization has the
extra optimization step as explained in Section III-C.1.
We also improve hierarchical clustering through using
the same initialization as is done for the diarization-locked
clustering algorithm described in Section III-C.2 which we
refer to as hierarchical-locked in our experiments. While
there is no actual locking procedure required throughout
the clustering algorithm due to the lack of optimization
in hierarchical clustering, the improved initialization which
takes advantage of multiple observations of the same plant
improves clustering accuracy and so is considered its own
algorithm in our tests.
4) Dirichlet Process Gaussian Mixture Model (DPGMM):
In this work, one of the techniques we evaluate for use in
the clustering step of the diarization pipeline is Dirichlet
process Gaussian mixture model (DPGMM) clustering [30].
In our work this is defined as a form of infinite Gaussian
mixture model (IGMM) [31], which is a form of Gaussian
mixture model (GMM) which does not require the number
of Gaussian components to be known in advance, keeping
with the core principle of what a diarization system should
be capable of.
This system assumes an infinite number of clusters exist
but that only a few are present in the given dataset, where
each cluster is modelled using a Gaussian distribution. The
number of clusters chosen is dependant on an aggregation
parameter α. When α is large, the number of clusters chosen
is typically also large and the same applies for small values
of α. Once the DPGMM is generated, the Gaussians within
the model are used to formulate clusters with each data point
being assigned to the cluster with the Gaussian which best
represents them. Further details about DPGMMs and IGMMs
can be found within [30] and [31]. For our experiments, α
was chosen experimentally for each test.
5) Affinity Propagation (AP): The final technique used in
our clustering experiments is affinity propagation [14], [15].
As with the other techniques used here, affinity propagation
does not require a known number of clusters. This technique
generates exemplars by iteratively updating how likely each
point can serve as an exemplar and how likely each point
could belong to each point as an exemplar. Through this
process, eventually a consensus occurs and clusters are
assigned to all points. More details can be found within [14]
and [15].
D. Mapping
To visualise the performance of the species clustering in
the field a map was constructed from the image data set
collected of the field. Each of the images in the data set
were stitched together to form a large continuous mosaic of
the field. The images from the data set are initially placed
on to the mosaic using the position and rotation from the
GPS and INS. To compensate for the inaccuacies in the
GPS and INS values we match features extracted using [32]
between each pair of adjacent images. Based on the median
of the difference in poses of the features we apply an
affine transformation to align the overlapping portions of the
images. The output of the clustering was then overlayed on to
the map to display both the spatial accuracy and the clustered
plant species.
IV. EXPERIMENTAL SETUP
In order to test our unsupervised scouting for agricultural
robotics system and evaluate the effects of the locking
described in Section III-C.2 we collected evaluation data
using a robotics platform was required and developed a
new method for evaluating the effectiveness of the clustering
achieved which was appropriate for our application. The data
collection and evaluation metric used in our experiment are
explained in the following two subsections.
A. Evaluation Data Collection
Our tests for unsupervised weed scouting were performed
using data collected from the Agbot II agricultural robotics
(a) Wild Oats (b) Feathertop (c) Cotton (d) Sowthistle
Fig. 3: Example of each plant species within our dataset
TABLE I: Summary of test dataset
Wild Oats Feathertop Cotton Sowthistle
# Images 113 90 157 11
# Plants 33 27 49 3
platform. Data was collected from sections of a single field
which was seeded with four specific weed species, two
grasses and two broad-leaves. The species grown were wild
oats, feathertop, cotton and sowthistle as shown in 3. A
summary of the data collected can be seen in Table I. It
should be noted that evaluation is done on the image level
and the number of plants is given merely as reference.
Plant-level observations are used only for diarization-locked
and hierarchical-locked clustering methods as described in
Section III-C.2.
The process for dataset compilation was as follows. Image
frames were extracted at a rate of 5 Hz as the AgBotII
traversed the desired sections of the field. Plant regions were
extracted from the image frames into cropped individual
images with segmented backgrounds as shown in Fig. 3 using
the segmentation algorithm described in Section III-A. These
cropped images were manually labelled according to the four
species described above.
The shape HCFs used in this work as described in
Section III-B were extracted using the largest contour of
the segmentation mask for each image and as our images
only contained RGB information, the statistical features were
calculated using the normalized excessive green vegetative
index image as was done in [23]. As explained in Sec-
tion III-B, we also extract two forms of DCNN features.
GoogLeNet features are extracted from the output of the
average pooling layer of the fine-tuned GoogLeNet model.
To generate bottleneck features we added a 128 neuron
fully connected layer between the average pooling layer
and the softmax layer of the GoogLeNet architecture before
subjecting the network to the same fine-tuning as was done
for the GoogLeNet model. Features were then extracted from
this layer. We also generate a series of features where the
hand-crafted and DCNN features are concatenated together.
All features undergo L2 normalization before being fed into
any of the clustering algorithms. For concatenated features,
L2 normalization is performed on the separate feature types
before merging and no further normalization is performed
after this.
As the robot traversed the field, some plants were detected
multiple times and each instance is included in the final
dataset. In order to implement the improved initialization
and image locking mentioned in Section III-C.2, cropped
plant images were also manually grouped together if they
were all from the same plant. Clusters therefore could be
initialized with data from all images which are associated
with a single plant. While this was done manually for our
dataset generation, a similar result could be achieved for
an online robotic application using relative GPS position of
each extracted plant region such as is done on the BoniRob
platform [33]. In all other instances, initialization treated
each image as its own cluster, except for DPGMM which
was initialized with 300 clusters.
B. Evaluation Metric
In order to quantifiably evaluate and compare the dif-
ferent clustering techniques examined within this work, an
appropriate evaluation metric was required. Typically in
clustering analysis with a set goal in mind such as ours,
clustering analysis is performed using pairwise variations of
classic evaluation measures such as pairwise precision, recall,
accuracy, and F1 score which are described in more detail
in [34].
While effective, these metrics do not prioritize the goals
of this project. Our goal is to generate very few, pure clusters
which can be examined by a farmer and then manually
classified by them. This therefore requires a high priority
on having very pure clusters which are separated into as few
groups as possible so as to save the farmer time (i.e. 20
very pure clusters of the same species is not very desirable).
Here we define the purity of cluster k in terms of class c as
follows:
Purity(k|c) = n
c
k
nk
(1)
where nck is the number of samples held in cluster k of class
c, nk is the total number of samples within cluster k,
In order to better analyse our results in the terms which
are important to our application, a new metric was generated
which we shall refer to as the DScore. First, each cluster
is assigned to the class which dominates the cluster. For
example in Fig 4, the first cluster (K1) mostly contains
black dots which are data points from class 1 (C1) and
so K1 has been assigned to C1. In context this could
mean that the K1 has been assigned to the cotton class.
We calculate an individual score for each class which is a
weighted sum of cluster purities for all clusters divided by
the number of clusters which the class has been separated
into. This division penalizes oversegmentation while the
weighted purity prioritizes the importance of as many points
as possible being part of pure clusters. DScore is formulated
as follows:
Score(c) =
∑
kG Purity(k|c)× n
c
k
nc
N cK
(2)
where G is the set of clusters which have been assigned to
class c, nc is the total number of samples of class c, and N cK
is the number of clusters assigned to class c.
The final DScore is then calculated as the average of the
scores across all classes.
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Fig. 4: Simplistic scenario to describe the calculation of the
DScore. Each cluster is assigned to a class, as indicated by
the arrows, based on which class is dominant within the
cluster. The score for each class is the sum of its assigned
cluster’s purities, weighted by the proportion of the class’
points owned by said cluster, divided by the number of
clusters assigned to the class. For example, K1 has a purity
of 7/9 as there are 7 samples of the dominant class C1 (black
dots) out of the total of 9 samples within cluster K1. The
weighted importance of K1 towards the score for class C1 is
7/17 as it contains 7 of the total 17 C1 samples. Weighted
addition of K1 and K2s contributions is then divided by
the number of clusters assigned to C1 which is 2 to give
Score(C1) = ((7/9× 7/17) + (10/11× 10/17))/2 = 0.43.
The score for each class is shown in the class circle. The
final DScore for the clustering above is 0.28
DScore =
∑NC
i=1 score(i)
NC
(3)
where NC is the total number of classes. This averaging
ensures that each class is considered equally important to the
final score, avoiding issues with unbalanced data. If this was
not done, the metric may presume very good clustering has
been achieved despite one class being very poorly clustered
such as the red triangles of C2 in Fig 4.
The DScore has a maximum value of 1 associated with
perfect clustering and is a good measure for the effectiveness
of clustering within the task of unsupervised weed scouting
for agricultural robotics. A full example is shown in Fig 4.
V. RESULTS
To demonstrate the effectiveness of our features and
clustering techniques, we performed a thorough analysis
across all feature combinations and clustering techniques de-
scribed in Sections III-B and III-C respectively. This includes
eight different combinations of features and six clustering
algorithms including our diarization-locked and hierarchical-
locked clustering algorithms. Analysis was performed both
quantitatively and qualitatively as shall be demonstrated in
the following subsections.
The segmentation algorithm, described in Section III-A,
was derived using independent training and evalution data.
On this independent data, it achieved an F1 score of 0.97 on
TABLE II: Best Clustering Result Comparison
Clustering Algorithm DScore
AP 0.16
DPGMM 0.37
Diarization 0.37
Diarization-locked 0.40
Hierarchical 0.41
Hierarchical-locked 0.44
the evaluation data which demonstrates the effectiveness of
the approach.
A. Clustering Quantitative Analysis
All quantitative analysis of the various algorithms and fea-
tures was achieved using our new evaluation metric known
as the DScore, described in full in Section IV-B.
When examining the best results of each clustering algo-
rithm as shown in Table II it becomes clear that the best
performing clustering algorithm was our hierarchical-locked
algorithm. DPGMM and AP clustering were unable to ex-
ceed the hierarchical-based clustering algorithms, achieving
DScores of 0.37 and 0.16 respectively. Diarization-locked
and hierarchical-locked clustering exceeded the performance
of their original algorithms, achieving DScores of 0.40 and
0.44 respectively in comparison to their original algorithm
DScores of 0.37 and 0.41 respectively. This is reinforced
when we look at the locking comparison graph of Fig. 6.
In most cases, particularly when using bottleneck features
merging with hcf and when using only hcfs, we can see the
benefit gained in using the locking algorithm for diarization
and hierarchical clustering.
Also, it was shown that using bottleneck features provided
equivalent or improved results for all diarization, hierarchical
and DPGMM clustering experiments over that of GoogLeNet
features as shown in Fig. 5 with DScore improvements
of up to 0.34. Hand-crafted features, were never able to
outperform the best DCNN features for each experiment
achieving DScores of up to 0.21 and 0.22 for the original
and scale-robust HCFs respectively. No great increase was
achieved when concatenating DCNN features with hand-
crafted features and was, in fact, often detrimental to clus-
tering accuracy. Overall, the highest DScores were achieved
using our improved hierarchical-locked clustering algorithm
in combination with DCNN bottleneck features.
B. Clustering Qualitative Analysis
As well as evaluating how well each method works in a
quantitative manner, we also evaluated the final clustering
map generated in a qualitative manner. Here we looked at
the actual plant images in each cluster, particularly for our
most successful hierarchical-locked clustering system. When
we look at the three clusters generated by this technique as
summarized in Fig. 7 we can see that cotton plants appear
to have been grouped together in cluster B while the grasses
have been distributed into clusters A and C. Our algorithm
was found therefore to almost always group cotton plants
together in the same group without any prior knowledge
about the appearance of cotton plants.
Fig. 5: DScore comparison of all the feature types examined. Best viewed in colour
Fig. 6: DScore comparison of diarization and hierarchical clustering against their new locking algorithm versions.
A
B
C
Fig. 7: Summary of clustering results for best clustering
system (hierarchical-locked clustering using bottleneck fea-
tures).
Through this example we can also see the main source
of error in the clustering assignments. There is no clear
distinction made between the two types of grass. This is
to be expected as they are both very visually similar even
to human eyes and they could be grouped together by the
farmer if desirable when applied to real fields. As well as
this, the sowthistle plants have been grouped together with
the grasses as opposed to with the cotton or in its own cluster.
We have attributed this to the fact that the sowthistle plants
are particularly young here and have few distinguishing
characteristics combined with the fact that there are very
few samples of sowthistle, making it more difficult to build
a distinctive plant model.
Finally in our qualitative analysis, we review the final
map as it would be seen by a farmer shown in Fig. 8.
Here we only show a small region of the field, however an
example of a fully mapped field is shown in the supplemental
video supplied1. Here it is shown not only what is possible
1http://tinyurl.com/WS-AGR-QUT
Fig. 8: Comparisons of small sections of the final map.
Here, colours represent different groups for the clustering
algorithms. The main cotton cluster for each has been kept
as green. When two colours appear in the same region for
Hierarchical with bottleneck features, it is representative of
differing assignments being given to different images same
plant. Best viewed in colour.
at present (fairly accurate cotton vs grass clustering) but
also how much of an improvement can be gained through
our hierarchical-locked method using bottleneck features
over other techniques which sometimes give the same plant
a different clustering assignment when the robot is given
multiple images of the same plant.
VI. CONCLUSIONS
This paper demonstrates the first steps towards generating
a completely unsupervised weed scouting system for use in
agricultural robotics. Using data collected in the field from an
agricultural robotics platform, we cluster plants together into
groups using several state-of-the art clustering algorithms.
We utilized low dimensional DCNN bottleneck features,
which are proven to outperform both the high-dimensional
DCNN features from the GoogLeNet framework, and hand-
crafted plant classification features for the task of cluster-
ing. We showed how clustering accuracy could further be
improved for hierarchical-type clustering algorithms through
locking images identified as the being the same individual
plant together at initialization and through the clustering
procedures themselves. We have also identified some of the
key challenges to be overcome for future work to achieve
results closer to species-specific clustering such as high
interclass similarity and low numbers of species samples.
Despite these challenges, we were able to successfully cluster
the vast majority of cotton plants into a single, pure species
group, separating it from them from any grasses present in
the field without any prior training or knowledge about the
field.
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