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A bstract
We apply stochastic techniques towards the solution of the two-dimensional Laplace’s
equation in boundary value problems encountered in the calculation of electrostatic po
tentials in electron lenses and deflectors. The justification o f these techniques arises fiom
an astonishingly simple but fiur-reaching principle, which has been known for a long time
but has been rarely used: the potential at any point in the interior o f a charge-fiee region
can be calculated by performing random walks starting at this point and terminating at the
boundary o f the region - the potential is then the average o f the potential boundary values
(assumed known) over the random walks. By an optimal combination of the stochastic
Monte-Carlo and deterministic Relaxation methods, we show the advantages and com
petitiveness o f our hybrid Monte-Carlo-Relaxation ^ C R ) technique compared to the
conventional numerical techniques used in the previously mentioned problem. In order
to enhance the performance of our method, we investigate the conveigence, speed and
accuracy o f M C R versus traditional techniques. We also develop optimized computational
techniques that we believe increase M CR’s appeal to problems not previously considered
amenable to Monte-Carlo type simulations as well as demonstrate its applicability in prob
lems that are intractable by traditional relaxation or analytical techniques. We use M CR
to simulate electrostatic lenses and deflectors previously presented in the literature. Finally,
we demonstrate the application of M C R towards the numerical solution of general elliptic
problems in arbitrary domains and we present the generalization o f the stochastic method
to solve problems with space cha^e, namely Poisson s equation.

xm
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1

In trod uction and Survey

We begin with a briefsurvey o f electron optics, a major field ofapplication ofthe techniques
developed in this woric, potential theory, and the apparently unrelated area of Brownian
motion and random walks. Although we do not examine the underlying theory here in
great detail, a task relegated to chapter 2, we do provide the main motivation fbr the
particular approach we have chosen for our simulations.

1.1 Electron O ptics
Unlike many other fields o f applied science, electron optics has a rather precise moment of
birth: in 1926, H. Busch [4] demonstrated fbr the first time the use o f electron beams in
image formation. The main object of study of the field is the properties of beams fbrmed
by firee electrons which have been released fiom a source and which propagate in vacuum,
under the influence of external static or time varying electrom%netic fields.
Why the study of such beams is important comes as no surprise when one considers
some ofthe more common applications encountered today: cathode ray tubes, microwave
tubes, particle accelerators, energy and mass spectrometers, scanning analytical instruments,
high-eneigy beam technology, x-ray sources, scanning electron microscopes, and image
converters. This partial list should provide a glimpse o f the diverse areas where electron
optics principles and technologies apply.
Furthermore, the application o f electron beams to the fabrication o f microcircuits guar
antees a continued interest in the area that is expected to provide additional momentum
to the field throughout the next decade. Traditional optical methods fbr lithography are
hindered by dififiaction limitations while the promise of x-ray processes has not fully materi
alized due to technological difficulties. Focused electron beams provide paths for maskless,
computer controlled lithography processes, as well as conventional systems developed with
masks.
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For the types of applications we will study, an accurate description ofthe electron mo
tions through electrostatic optical systems is required. This description typically proceeds in
two stages: the value o f the static electric field through which the electron beam propagates
is first determined, and, subsequently, the trajectory o f the electrons through this field is
calculated. Usually, the beam is restricted to within a narrow range close to the optical
axis of the system in order to prevent performance degradation due to lens aberrations. It
is clear, therefore, that it is sufficient to calculate the field only near the optical axis (which
is typically a curve of high symmetry of the device). Due to the nature o f the problem,
however, it is impossible to isolate the solution domain on or near the axis using traditional
boundary value solution techniques: since the field on the axis is established by the im
position o f external voltages on boundaries 6 r firom the axis, a solution must be obtained
fbr the entire domain, regardless o f whether such information is necessary or not. In this
respect, as we will meticulously point out throughout this work, Monte Carlo simulations
are superior in situations where the geometry does not allow an analytical evaluation of
the Green’s function (see chapter 2) for the problem.
The essence o f the previous discussion is that the establishment o f the properties of an
electron optical device requires the knowledge o f electrostatic fields through at least parts
of the device, a task which generally 6Us in the field o f potential theory.

1.2

Potential Theory

The origin o f potential theory can be placed in the 18th century. Lagrange observed in
1773 that gravitational forces, as predicted by Newton’s theory, can be derived instead
in an elegant tnatmer firom a function which was named a “potential” by Gauss in 1840.
It soon became evident that potential theory may also be considered as the study o f the
solutions o f Laplace’s equation:

V^<l> = 0.
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(1.1)

Equadoa (1.1) belongs to the class of partial differential equations known as elliptic.
In a broad sense, it can be considered as describing the mathematics of equilibrium. As
mentioned in the previous section, the determination o f the fields along the optical axis
of an electrostatic optical device is o f paramount importance. Since this determination
is accomplished most easily when the electrostatic potential in the device, satisfying (1.1)
in the absence of space charge ef&cts, is known, the connection o f potential theory to
electron optics becomes apparent.
Mathematicians call the smdy o f solutions o f (1.1) harmonic analysis and an enormous
literature exists with potential theory and harmonic analysis as its subject. Surveys o f the
subject fiom the mathematician’s point of view are provided by Constantinescu and Cornea
[5] and Axler et al. [6], while K ello^’s classic [7] is unsurpassed in its clarity even today
and is more accessible to physicists and engineers. More modem treatments are given by
Morse and Feshbach [8], Moon and Spencer [9], Dautray and Lions [10] and, of course,
Jackson [11].
From a solution point of view, (1.1) alone is not sufficient to specify uniquely a
potential <f>. Additional boundary conditions are required. Depending on the form of
these conditions, the resulting problem is named as a Dirichlet, Neumann or mixed boundary
value problem. If the value of the potential is known on the boundary, the problem is
called a Dirichlet problem. If on the other hand, the value ofthe derivative o f the potential
along the normal to the boundary is given, the problem is called a Neumann problem.
Finally, if a combination o f these boundary conditions is given, we have a mixed problem.
Also depending on whether the solution is required in the interior or the exterior of a given
domain, the problem is further classified as an interior or exterior boundary value problem.
The traditional mathematical methods of solution can be very different for each type of
problem and a more detailed presentation will be given in chapter 2.
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1.3 Brownian M otion and R andom Walks
Brownian Modon connects phenomenological macroscopic quanddes to atomisdc micro
scopic ones and appears not only in physics but also plays a prominent role in the biological,
social and finandal sciences [12], The first report on the phenomenon was given in 1785
by the Dutch physician Jan Ingenhausz who was studying the random movement o f pow
dered charcoal on an alcohol surâce. It was not, however, until 1828 when Robert Brown
published his observadons on the highly irregular movement o f pollen on a water surface
that the phenomenon was provided with a solid experimental basis. Subsequendy, it was
named after Brown. Following his observadons, many scientists attempted to explain this
phenomenon. It was found that the modon o f the pardcles was affected by heat, that
it depends on the viscosity of the surrounding liquid medium and that lighter and finer
pardcles move more rapidly. Perhaps the most interesting observadon was that the modon
of the pardcles was “memoryless”, i.e. the past o f the modon did not appear to have a
bearing on its future. By the end o f the 19th century, it was concluded that the irregular
nature of Brownian Morion arises fiom the random collisions between the pardcles in the
suspension and the molecules of the liquid medium.
Brownian modon was provided with a solid physical theoredcal foundation with the
work of Einstein [13, 14], Smoluchowski [15] and Langevin [16] in the early 1900’s.
Although Einstein’s and Langevin’s analysis focuses on opposing properties o f the pardcles
(the position for the former, the velocity for the latter), their result was identical: the meansquare displacement o f the Brownian particle evolves linearly with time.
The rigorous mathematical theory of Brownian Modon was developed by P. Levy
[17, 18] and N. Wiener [19]. Wiener confirmed the results of Einstein and Langevin
and proved that the path o f the Brownian particle, although everywhere continuous, is
nowhere differentiable. Intuitively, this result is appealing: since the particle cannot appear
and disappear spontaneously, the path must be continuous; its direction changes erratically
all the time, so its path must be all comers, hence it is nowhere differentiable.
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Brownian Motion may be approximated by a Random Walk [20, 21, 22] or, as is
sometimes referred as, a “drunkard’s walk”. We will give a mathematical definition of
the random walk in chapter 2. For the present we will mention that random walks
appear in conjunction with many varied physical phenomena such as dififiision [23], the
configurations o f a polymer chain [24, 25, 26, 27], critical phenomena [28, 29], problems
arising in solid-state physics [30, 31], field theory [32, 33], electric networks [34, 35, 36],
fluctuation ofthe macroscopic state o f proteins [37], the dynamical properties of complex
systems [38] and the study o f vibrating membranes [39, 40], just to name a few. Last but
not least, random walks can be applied to solve potential problems (see section 1.4), a
subject whose study is the main object of this work.
Before concluding this section, we should mention that although we will mainly
concentrate on simple random walks (with one exception, in the solution o f the general
elliptic problem), in random media, other types of random walks [41, 22,42,43] are possible
but beyond the scope o f this work.

1.4 Random Walks and Potential Theory
In a 1928 paper Courant, Friedrichs and Lewy [3] made a cotmection between random
walks and potential theory for the first time. This connection at first appeared to be a
rather arbitrary consequence o f the similarity in fimctional ferm o f the discretized Laplace’s
equation on one hand and the mathematical formulation o f a random walk on the other,
and provides an algorithm for the solution of Laplace’s equation (more specifically the
interior Dirichlet problem): the potential at any point in the interior o f a chaige-fi’ee
region can be calculated by performing random walks starting at this point and terminating
at the boundary of the region —the potential is then the average o f the potential boundary
values (assumed known) over the random walks. This similarity, however, goes much
deeper than this, as potential theorists were to observe with, to use Doob’s expression [44],
“jaundiced eyes”. In a very real sense, the mathematics of potential theory and random
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walks, or more generally Brownian modon, are not only interrelated but manifbstadons o f
the same structure.
One only needs to consult Doob’s [44] massive treatise to appreciate the extent to which
the two disciplines complement each other. An interesting and important consequence is
that results which are extremely difficult to prove in one theory, are almost trivial in the
other and vise versa [45]. Even more importantly, however, probabilisdc fbrmuladons of
potendal problems are o f a nature that is easy to calculate via digital computer. It is this
aspect o f the theory, more fully presented in chapter 2, that we will make extensive use of.

1.5

The C urrent Status o f M onte-Carlo Sim ulations

Although, as noted, the idea o f using random walk techniques in connecdon with potendal
problems is well known, pracdcal applicadons o f the method are astonishingly scarce.
Certainly we are not aware of any use of these techniques to solve electrostadc field
problems arising in the analysis of electron opdcal devices. Even when applied, there has
not been, to the best o f our knowledge, any consistent effiirt to optimize the algorithms,
a principal result of the present work.
Algorithmically, random walks are well suited to the Monte Carlo method. Originally
proposed by Metropolis et al. in 1953 [46], the Monte Carlo method has been successfully
applied to a large variety of problems in physics and engineering [47, 48, 49, 50]. In
general, the method is applicable to the class o f problems where a formal equivalence
between the behavior o f the system under study and the expected behavior of a stochasdc
system, can be established. In our problem, the equivalence is established, as we will see,
via the correspondence o f a path integral formuladon o f Laplace’s equadon and the Monte
Carlo evaluadon o f this integral.
After the appearance o f [3], sporadic applicadons o f the method were presented in the
literature. Kac [51] examined its applicability to a wide range o f integral and differential
equations, while Curtiss [52] followed the same route as [3] towards the solution of
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difference equations. Explicit methods for the Dirichlet problem are given by Yowell [53],
Muller [54] and Wasow [55].
An examination of von Plato’s otherwise comprehensive history o f modem probability
theory [56] reveals a complete absence o f probabilistic potendal theory, much less any
mendon of any specific applicadons, a state o f afiairs indicadve of the overall situadon.
The same observadon applies to van Kampen’s classic reference [57]. A number of modem
textbooks on the numencal soludon of electrostadc problems [58, 59, 60, 61] do not even
mendon the Monte Carlo method. O n the other hand, the 1963 edidon of Binns’ and
Lawrenson’s text [62] devotes an entire chapter to the method, which, however, in the
1973 edidon [63] was relegated to an appendix. Finally, in the revised and expanded
1993 edidon [64], the subject was entirely dropped! More recendy, we note a hardwareonented paper by Sadeh and Franklin [65], and applicadons ofthe method to problems in
fluid dynamics [66] and heat conducdon [67, 68].
As feras the field o f electron opdcs is concerned, a literature search feiled to produce any
applications ofthe Monte Carlo method to the soludon o f Laplace’s equadon in electron
focusing devices. Furthermore, the standard textbooks on the field, [69] and [70, 71, 72]
do not mendon this technique.
It is clear, in our opinion, that the applicability o f the Monte Carlo method to these
problems should be evaluated and optimization techniques be developed for its application.
It is the main purpose of this work to do so.

1.6 O i^anization o f Ptesentation
A basic presentation ofthe theory, both deterministic and stochastic, required for enumer
ating and classifying the methods of soludon o f Laplace’s equadon, is given in Chapter 2.
We will also review the most common numerical methods of soludon. Additionally, we
will describe in detail the main theorem upon which this work is based. This theorem
provides the firamework on which our stochasdc algorithms rely. The necessary results
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from, classical electron optics theory will also be given. The general elliptic problem, of
which equation (1,1) is but one special case, is defrned and work on its stochastic solution
is reviewed.
Chapter 3 analyzes, in a detailed manner, the challenges presented by the implemen
tation via digital computer o f the stochastic algorithms on which this work rehes. These
algorithms present inherent problems, not the least of which is the reUable generation
of long sequences o f random numbers. We therefore present the results of our evalu
ation o f several commonly used random number generators. The other major obstacle
of stochastic simulations, long execution times, is then addressed. We present detailed,
intelligent algorithms that will allow us to signifrcandy reduce execution times by taking
advantage o f symmetry as well as particular features o f harmonic fonctions and which will
minimize the execution time required to obtain a given accuracy. We examine both oneand two-dimensional cases. Although the practical applications o f our work are expected
to be on two-dimensional geometries, we will show that a wealth of information can be
extracted from one-dimensional model calculations which have the added advantage of
quick execution time and ease o f interpretation. At this point, we will present our principal
algorithm and justify it theoretically.
Chapters 4 and 5 comprise the culmination o f our woric by presenting results of
numerical experiments in which our algorithms are tested. We present an exhaustive
analysis o f one-dimensional prototype simulations and use the results as guides for more
intensive (and more interesting) two-dimensional simulations. We demonstrate the viability
of our method by solving Laplace’s equation stochastically in non-trivial geometries and
compare our results and execution times with traditional approaches. Where applicable, we
compare with analytically known solutions. Finally, we synthesize our work by applying
it to the simulation o f actual electrostatic deflectors and lenses which have been presented
in the Hterature.
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Chapter 6 summaiizes our work, clearly indicates points o f departure from traditional
techniques as well as the novelty o f our approach and presents our estimation of the
advantages and disadvantages of our algorithms.
A straightforward proof ofthe Main Theorem is given in appendix A while the theorem
is extended to general linear elliptic problems in appendix B.
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2 Basic T heory
A basic preseatadoa o f the theory, both deterministic and stochastic, required for enu
merating and classifying the methods o f solution of Laplace’s equation, is given in this
chapter. Additionally, we will discuss the main theorem on which this work is based. This
theorem provides the feunework on which our stochastic algorithms rely. The general
elliptic problem, o f which equation (1.1) is but one special case, is defined and work on its
stochastic solution is reviewed.

2.1

The T heory o f Brownian M otion and R andom Walks

Deterministically, many physical systems o f interest are described by an evolution equation
of the form:

^

(2. 1)

=

where X (t) is a relevant physical quantity of the system and A is a smooth function
describing the dynamic behavior of the system. Equation (2.1) is also expressed in the
su^estive form:

X { t + dt) = X {t) + A {X{t), t)dt.

(2.2)

Evolution equations o f this type describe physical processes that are “deterministic”, due
to the unequivocal nature o f (2.2), "continuous”, due to the fact that X ( t + dt) -> X (t)
as d%

0 and “memoryless”, due to the &ct that values of X before t are not required to

calculate % at ( 4- dt. Hence X is a continuous memoryless deterministic process.
Consider now the case where X is not a deterministic process, but rather o f a stochastic
nature, implying that we cannot predict what the value X { t + dt) is, but, we can instead
assign definite probabilities for every admissible value o f X { t + dt). We still require X
to be continuous and memoryless, or, as commonly called, a continuous Markov process.
10
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The question is now, what is the appropriate evolution equation, corresponding to (2.2)
when X is stochastic rather than deterministic? It can be shown [73, 74] that the answer
is provided by the Langevin equation for X :

X { t + dt) = X (t) + A(X(f), t)dt + D ^ l\X { t), t)N{t){dtYf'^,

(2.3)

where X {t) is a continuous Markov process, A (X (t),t) and D {X (t),t) are smooth
functions o f their arguments and are called, respectively, drift and diffusion functions of the
process, and NÇt) is a temporally uncorrelated unit normal random variable. An equivalent
representation of (2.3) is:

= A (X (t), t) +

(2.4)

where r(f) is a Gaussian white noise process. Processes described by (2.4) are o f quite
general nature. One particular case occurs when the drift and diffiision functions are given
as A { X { t),t) — —(l/r ) X ( t) and D {X {t),t) =

^

with r and c positive constants:

= - i x ( t ) + c ‘/^r(«).

(2.5)

Equation (2.5) describes the continuous Markov process known as Brownian Motion.
The simplest mathematical model of linear (one-dimensional) Brownian motion is the
Simple Symmetric Random Walk[22, 20]: a particle starts at x = 0, at < = 0 and moves one
unit to the left with probability 1/2 or one unit to the right, again with probability 1/2
during one time unit. In the next time step it moves again one step to the left or to the
right with equal probabilities, independently of its previous position. The generalization to
more than one dimensions is straightforward: if the niunber of dimensions is d, the particle
has 2d points to which it can move at any time step. The probability of moving to any
particular point in this case is l/2d.
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2.2 R andom Walks and Potential Theory
In view o f the previous discussion, an interesting quantity that arises in the context of
random walks is P n (x , y), the probability that the particle starting at x will be at y after
exactly n steps. Going a step further, we inquire what is the probability P(x, y) that the
particle will pass y during the walk if it starts at x. Because o f the statistical independence
o f each step (Markovian property), we can write:
00

y) =Yl

y)'

n=0

(2 .6)

Quite often, P{x, y) is called the transitionJunction of the random walk and is sufficient
to completely specify the walk.
We now turn to potential theory. As mentioned in chapter 1, our goal is to determine
the potential distribution in certain areas of electron optical devices. This potential distri
bution, say 0(p ), where p is a position vector, in the cases that we will consider, is the
solution of the interior Dirichlet problem:

V^(f> = 0.

(2.7)

Here it is assumed that the solution is desired in an interior domain O, figure 2.1, bounded
by a continuous curve dCl, called the boundary of Q. O n the boundary, <j>takes specified,
known values, say ÿ(q), q € dÇl.
There are many ways in which the interior Dirichlet problem can be attacked [9, 11,
75, 7, 76]. The most appropriate, for our purposes, is the integral formula representation
given in terms o f the Green’s function:

<^(p) - - [
Jdn

' (fq,

(2.8)

»q

where G(p, q) is the Green’s function for the problem. G is independent o f the boundary
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Figure 2.1. The solution domain for the interior Dirichlet problem.
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condidoas and depends entirely upon the geometry o f the domain. G can be calculated
£rom first principles or can be foimd in tabulated form [77].
The main result upon which this woik relies may now be formulated:
Main Theorem . The solution to the interior Dirichlet problem V^^(p) = 0 for p 6 Q, with
<^(q) = g ( < i) f o r q ,e dQ , is given by:

0(P) = Ep [5(qr)],

(2.9)

where Ep [^(qr)] is the expectation valuefo r theJunction g o f a random walk that starts at p and
terminates when it reaches the boundary dQ at time T and at point q.

We provide a proof o f the Main Theorem in appendix A along with some important
extensions. An altemadve proof is also given by Durrett [78].
In pracdcal terms, this theorem provides us with a simple algonthm to determine the
potendal at any given point p 6 Q:
• Start a random walk firom p.
• When the random walk reaches the boundary dQ at point q, it terminates and a
new random walk is started firom p. Keep track o f the value g(q).
• After a large number o f random walks, the potendal at p is the average o f ÿ(q).
This algorithm forms the basis o f the Monte Carlo soludon of Laplace’s equadon, or,
more specifically, the interior Dirichlet problem. We also show in this work how to extend
the algorithm to solve a general class o f pardal diftbrendal equadons, including Poisson s
equadon.
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2.3

The General Linear £Uiptic Problem

The Laplacian (V^) that appears in Laplace’s and Poisson s equations is the simplest case of
a general linear elliptic operator of order 2, £[•], defined as:

m

= E
ij=0

(2 '0 )

where the coefficients Oij are functions of the coordinates {xi, Zg) = (z, y) and satisfy the
elliptidty condition:

x^Ax>0

for

with A being the matrix (oÿ) and x the vector [z,

X ^ 0,

(2.11)

, with the superscript T denoting

matrix transposition.
The corresponding general linear elliptic equation o f order 2 is given by:

I'W x , y)] = - / ( z , y ),

(2.12)

where, as usual, 0(z, y) is an unknown function defined in a domain Q, satisfying Dirichlet,
Neumann or mixed boundary conditions on the boundary d fl of the domain, and / ( z , y)
is a known function in ft = f2 U dQ .
Numerical solution methods of (2.12) include the traditional deterministic techniques
used in the solutionof Laplace’s equation (Piroimeau [79] providesthe necessary Finite
Difference, Finite Element and Boundary Element Annulations)as well as Monte Carlo
methods. Booth [80, 81] has considered Monte Carlo solutions o f the Dirichlet problem
with constant coefficients for the restricted equation o f the Arm:

ot^ = const.,
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while Vrbik [82] considered the same problem from the point o f view of a Fokker-Planck
equation [57] and obtained solutions of only linear or, at most, quadratic accuracy in the
domain step. Furthermore his method is not sufficiently generalizable to higher order
accuracy, both theoretically and numerically due to the awkward matrix approach used.
Booth’s work, on the other hand, is not directly applicable to discretized domains and
requires special ttansffirmadons in order to handle cases more general than (2.13). These
transformations are usually for from trivial and could destroy any symmetry that the domain
possesses, a property of which we make extensive use in this work. It is for more preferable,
from a computational point of view, to work on an original discretization grid o f the domain
than to transform the grid and move back and forth between the original and transformed
domain. N ot only does this avoid unwanted numerical errors, but it also

m ain tain s

the

Monte Carlo method’s inherent simplicity. Lastly, it is not clear how Vrbik’s work can be
extended to Neumaim or mixed problems.
We will show that it is possible to associate a non-simple random walk, where the
probabilities o f each outcome are no longer all equal, with the discrete approximation of
the linear differential operator (2.10), to any desired accuracy with respect to the domain
step. The transition frmction o f this non-simple random walk can be readily derived once
the discrete approximation has been obtained. Using this approach, it is then possible to
solve the Dirichlet, Neumann or mixed problem (2.12) via the M GR technique.

2.4 D eterm inistic Num erical M ethods
When solving Laplace’s equation numerically, via digital computer, several approximations
and therefore sources of error are introduced. Because o f the manner in which computers
operate, it is necessary to convert the physical problem to an equivalent discrete idealization.
Some of the errors are due to;
• The incorporation of approximations by the difibrential equations describing the
problem. We will not be concerned with this type of error in this work.
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• The conversion of the continuous difibrential equation to a discrete approximation
suitable for solution by computer. The error of this type is known as a discretization
error and is unavoidable. It is, however, possible to reduce this error to any desired
accuracy, provided sufficient terms in the discretization process are maintained.
• The discretization process converts the original problem to an algebraic one, where
iterative methods are typically used to obtain the final result. Since the iterations
must eventually be terminated, a truncation error is introduced.
In the Monte Carlo method, the discretization error is the same as in the deterministic
methods, arising firom the approximation o f the Laplacian with a finite-difibrences expres
sion, and the truncation error originates fiom the 6ct that only a finite number o f random
walks can be performed.
Perhaps the most fimdamental component of any type of numerical solution ofLaplace’s
equation is the grid which divides the problem domain into a finite number o f subdomains,
consisting of nodes, finite elements, control volumes etc.
Grids are broadly categorized as structured and unstrudured. In a structured grid, the
defining lines are curves on which one of the coordinates is constant. Therefore each grid
point is uniquely defined by a set o f grid indices. In an unstructured grid the layout o f the
nodes is essentially arbitrary and the grid lines, where identifiable, do not form coordinate
sur&ces. The choice of the grid points afibcts the speed and convergence o f the solution
very strongly. In this work we will use exclusively structured grids.
Once the grid has been identified, the Laplacian must be approximated on this grid via a
discretization process. Depending on this process and the resulting set o f algebraic equations
and their method o f solution, many diffirent techniques arise, such as the finite difibrence
method (FDM), the finite element method (FEM) [61, 83, 84, 60] and the boundary
element method (BEM)[85,58, 86]. The FDM was introduced by H. Liebmann as early as
1918 and its mathematical theory has been studied extensively, for instance by Forsythe and
Wasow [87], V a i^ [88], Ames [89], Jacobs [90] and Vesely [91]. This is the discretization
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method o f choice fbr direct methods of solution ofLaplace’s equation and is the method
that we will use exclusively in this work.

2.5

S im im aiy

The fimdamental connection between random walks and Brownian motion on one hand
and potential theory on the other, was established in this chapter via the main theorem.
This approach forms the fiamework on which the remainder of this work is based.
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C om putational and T heoretical Issues

In this chapter we analyze, in a systematic manner, the challenges presented by the im
plementation via digital computer o f the stochastic algorithms on which this work relies.
These algorithms present inherent problems, not the least o f which is the reliable gen
eration of long sequences of random numbers. We therefore evaluate several diôèrent
random number generators, using standard statistical methods. The other major obstacle
of stochastic simulations, long execution times, is then addressed. We develop detailed,
intelligent algorithms that will allow us to significantly reduce execution times by taking
advantage of symmetry, as well as particular features of harmonic functions. Although the
practical applications of our work are on two-dimensional geometries, we show that a
wealth of information can be extracted fiom one-dimensional model calculations which
have the added advantage of quick execution time and ease o f interpretation. The same
results also apply in three-dimensional geometries. At this point, we are ready to present
our proposed algorithms and justify them theoretically.

3.1 General Characteristics o f M onte-Carlo Sim ulations
As mentioned in chapter 1, the key feature of Monte Carlo methods is the identification of
the system under consideration with an equivalent, statistically sampled stochastic system.
It is of paramount importance to obtain a laiçe, statistically independent set of data points
that are free of undesirable correlations. The minimization of statistical fluctuations dictates
the need fbr very lai^e numbers o f samples. In the course of this work, it is not unusual to
execute as many as 10^ random walks per point. These considerations impose a heavy toll
on CPU time.
In order to reduce execution times, we implement our algorithms in an intelligent
manner so as to reduce, as much as possible, “house-keeping” type of computations. This
is in addition to problem-specific optimizations which we present later.

19
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In Monte Carlo simulations, an inordinate amount of time is spent on the generation of
random numbers via computer, a process which is as close as we can come to implementing
the stochastic nature o f the sample system. In general, the calls to Random Number
Generators (RNG’s) are very expensive from a computational point o f view. If we keep in
mind that all we really need is a random bit for the one-dimensional case, or, at most, two
random bits fbr a simple two-dimensional random walk, it is obvious that significant savings
can be achieved if we break down the returned number from a R N G to its constituent
bits, and use these instead. The savings are significant; in the CPU used in the course of
the simulations in this work (INTEL Pentium x86 at 166 MHz), a long integer, which is
what the RN G returns, is represented by 32 bits. Hence, with one call we obtain 32 or
16 (fbr the two-dimensional case) random steps. O f course this assumes that our RNG is
reliable, an issue addressed in the next section.
Furthermore, a significant cost is usually spent on conditional statement evaluations. An
example arises when a determination is made whether the random walk should proceed left
or right, up or down, fbr example. In our algorithms we replace this conditional procedure
with simple indexing: the current position of the random walk is increased or decreased,
via bitwise operations, using the value o f the random bit(s) directly. Since these operations
are executed much faster than conditional evaluations, non-trivial savings in time arise.

3.2

R andom N um ber Generators

From the preceding discussion it is apparent that the generation of random numbers that
are truly random is of paramount importance for the success of any Monte Carlo simulation.
Indeed, we obtained results (chapter 4) that were inconsistent with theoretical expectations
precisely because of the presence of imexpected correlations in the RN G that was used.
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3.2.1 lin ea r Congruence R N G ’s
The usual method preferred by most R N G ’s is the so-called “linear congruence method”
[92]. Unfortunately, this method su&rs from unwanted correlations in the low-order
bits o f the numbers produced [93, 94]. A random integer Ui+i is produced firom another
random integer U{ through the operation;

Ui^i = {aUi + c)

mod m,

(3.1)

wherethe multiplier a and increment c are positive integers,smaller than m which is also
an integer. Subsequendy, the integer U{+i is converted into a real random number i2,+i
in the interval [0,1] via:

^+1 = —
m

(3.2)

The random sequence is started by inputting a random integer Uq, known as the seed
and subsequent integers are obtained fi-om (3.1). Since there is nothing stochastic about
(3.1), it is clear that the same seed will produce the same sequence o f “random” numbers.
The most common variant o f (3.1) found on 32-bit CPU’s, such as the one used in
this work, is:
aUi + c
UiJri = — - —

mod m,

(3.3)

with

m = 32678

a = 1103515245

c = 12345

d = 65536.

(3.4)

One shortcoming of the linear congruence method is the sequendal nature o f the
random integers generated, a feet that introduces strong correlations between successive
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random numbers. A straightforward way o f alleviating this tendency is to simply shufHe the
random sequence, after generating a large number o f integers. The shuffling is achieved
by generating a second sequence o f discrete random integers which is used as the index
variable for the original sequence.
3.2.2

Subtractive or Fibonacci RNG %

An improvement to the method was given by Knuth [93], in which a random number
is generated from integers frr removed from it in the sequence, reminiscent of the way
Fibonacci sequences are generated;

C/f+i = (C/’i- 5 5 —C^-24)

mod m

for m > 55.

(3.5)

The large separation between the numbers used to generate successive terms removes
any correlations due to proximity of terms and provides random numbers different than
the linear congruence method, not just shuffled random numbers.
3.2.3

Tests o f Random ness

It is very difficult to design comprehensive tests for randomness that are universally ap
plicable. There are, however, standard statistical tests that can be used to isolate the most
efficient RN G for a given situation.
One such test is the frequency or

test. The interval [0,1] is divided in a number

of “bins”, Nbin- If the random sequence is distributed randomly, the number of random
samples in each bin should be approximately equal. The width o f every bin is then
w = 1/Nirin- If we then generate n random numbers, we expect nw samples per bin, on
the average. A standard x^-test [95] can then be applied; if the actual number o f samples in
the j-th bin is M j , the statistical

coefficient for this distribution is given by the following
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expression:

4 -f

nw

should be equal to the number of degrees o f fireedom, u =

The expected value fbr
Nfrin ~ 1-

Another test is to simply look fbr serial correlations in a sequence o f random integers
Ui, U2 , . . (In, i.e. the consistent succession oflai^e and small (or lai^e) random numbers
by defining a correlation coefficient [96]:

The value of c for an uncorrelated sequence is expected to be with a 95% probability in
the range

- 2<r„, fin 4- 2<r„], where:

- - ;r ^ ’

n(n-3)'

0-8)

In order to determine the most appropriate RNG fbr our Monte Carlo simulations,
we generated n = 5000 random numbers. We then applied the

with Nun = 50 bins,

and the serial correlation test for the linear congruence with and without shuffling and the
Fibonacci R N G ’s. The results are shown in table 1.
The performance o f the Fibonacci R N G is clearly superior to that o f the linear congru
ence methods. Although the shuffled linear congruence exhibits comparable correlation
to that of the Fibonacci, its

is much la%er than the expected value, indicating that there

are large numbers o f bins with a statistically significant number o f samples above or below
the expected value.
In the following discussion, unless otherwise stated, it is implied that the RNG used is
of the Fibonacci type.
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Table 1: Statistical tests ofdiâferenc RN G ’s.

Test
Expected value
1/ — 49
173
Linear Congruence
170
L.C. with shuffling
Fibonacci
54

3.3

Correlation c
[-0.028,0.028]
-0.023
0.005
-0.002

The Relaxation M ethod

In chapter 2 the relaxation method (RM) was bnefly mentioned. Because o f its ease
of implementation and strai^tforward physical interpretation, we have chosen RM as
the standard with which to compare Monte Carlo methods to deterministic approaches.
Convergence information for RM is obtained in this section as the most important criterion
of evaluation of RM .
RM is perhaps the first numerical method to be applied to electrostatic problems, even
before the advent o f high speed digital computers, and the relevant literature can be traced
back to Southwell’s definitive work [97, 98, 99]. More recent applications to electrostatic
problems are given by DiStasio and McHanis [2], Crow [100], Gash [1], MacDonald [101],
Henderson [102] and Nachman [103].
The basis for the method is the mean value theorem [11]: for chaige-free space the value
of the electrostatic potential at any point is equal to the average of the potential over the
sur6ce o f any sphere (or circle in the plane) centered on that point.
This fact provides the basis for an iterative solution: initial, often arbitrary, values for
the potential are assigned to every point in a given domain. Subsequently, the potential
at every point is readjusted to be the average of a selected set of neighboring points. This
process continues iteratively until subsequent adjustments produce a change that is below
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a prescribed threshold. In one dimension, this algorithm translates to;

where

is the potential at point m during the j-th iteration and

are the

potentials o f its immediate neighboring points during the previous, (j — l)-th iteration.
The two-dimensional analogue o f (3.9), in obvious notation, is:
+

^

V

h

+

p ,0)

W hat is of interest to us in this section, is the following question: given a specified
geometry, one- or two-dimensional, how &st do the algorithms described by (3.9) and
(3.10) conveige? The answer to this question is o f extreme practical interest for our
subsequent work. To answer it, consider (3.9) recast in the following form:

(hV2) ~

^

^

with h being the spacing of the spatial grid on which the solution to Laplace’s equation is
sought. We rewrite (3.11) in a more suggestive form:

(3.12)

(hV2)
Correspondingly, (3.10) is cast as:
e i ; „ +

(AV4)

-

-

*2

2^

‘> ,

..........

Â2

■

Unlike (3.9) and (3.10) which connect the potential at the point of interest with the
potential at neighboring points during the previous iteration, (3.12) and (3.13) connect the
potential at the point of interest during consecutive iterations, thus introducing an element
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of “time”. Indeed, examination of (3.12) and (3.13) reveals their similarity with the
discretized form o f the one- and two-dimensional heat equation, respectively:

l-S - g-S*#
with the stepping in time being equal to (h^/2) for the one-dimensional case and {h‘^/4)
for the two-dimensional. W ith equations (3.14) as starting point, Garabedian [104] has
shown that the error in the j- th iterative approximation satisfies an inequality o f the form:

and

- dn.,»l <

(3 .1 5 )

where 0„i (0m,n) is the true potential for the one- (two-) dimensional case and R i (R2 )
and Ai (A2 ) are fixed positive numbers. These equations show that the convergence o f the
relaxation method improves exponentially with the number of iterations.

3.4 O ptim izatioii o f the M onte Carlo M ethod
In order to obtain some estimates about the time requirements, accuracy and convergence
of the Monte Carlo method, we will consider the simplest possible solution of Laplace’s
equation, namely the solution to the one-dimensional problem:

= 0,

0(0) = 0,

0(1) = 1.

(3.16)

We selected particularly simple boundary conditions and limited the interval o f interest to
[0,1] so that the solution has a very simple form:

0e(x) = x ,

X 6 [0,1].
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The subscript e indicates that this is the exact solution. Although this particular case is
almost trivial, we will extract a large amount of very use&l information which will guide
the development o f our algorithms in two dimensions.
In this section we will mainly concentrate on trying to minimize the execution time
of a Monte Carlo solution o f (3.16).
3.4.1

Full M onte Carlo (FMC) Method

In order to obtain an estimate of the computational requirements of the Monte Carlo
method, we will calculate analytically the expected number of steps undertaken during the
execution of the random walk. In this section we consider the most straightforward type
of Monte Carlo simulation, namely the Full Monte Carlo (FMC) method, in which the
same number of random walks is started from eadi o f the domain points.
Consider the interval [0,1] with a mesh o f N p + 1 points superimposed on it, figure
3.1. The spacing is uniform and equal to h = 1/Np and each grid point is located at
Xi = i/Np, with the index i varying from 0 to Np.
As weprove in appendix A, the expected number of steps U(r) for a random walk
that starts at point x to reach either boundary point, in our case either r = 0 or % = 1, is
given by the solution to the equation (see equation A.28);

C^(0) = m

= 0.

(3.18)

The solution is:

U{x) = N p ( x ~ x^) .

(3.19)

We are now interested in calculating the expected total number of steps < Utot > if we
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x=0
•—

Figure 3.1: One-dimensional geometry for model simulations.

start one random walk 6om each of the Np —1 interior points. This is given by:
Np—l

tfp—\

>= E

E

p

- £Nj,_

(3.20)

Making use of the identities:

E
i=0

i=0

we find:
N l - Np

Nl

(3.22)

We note that the error in calculating < Utot > by direct integration of (3.19) is only N p/6,
which, for laige N p, is small compared to N^/ 6, hence (3.22) follows. The salient point
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of this argument is that the total expected number of steps per random walk is proportional
to Nj,. Hence, if we reduce N p by a factor of 2, the overall execution time is reduced by
a 6ctor of 8. The savings in computational time are impressive but there wfll be a penalty
in accuracy.
3.4.2

The Partitioned Monte Cario (PMC) Method

We now consider the question: is there a more efifbctive way to reduce the execution time
by manipulating iVp,without adversely a&cting the accuracy? The answer is affirmative
and relies on the 6ct that, fbr Laplaces’s equation, we need to know the value of the
potential at the boundaries only.
Consider figure 3.2 which displays the expected number o f steps as a function of
position fbr Np = 10. The total number of steps to execute a single random walk firom all
points is approximately 10^/6 ^ 167. This is the average that would be obtained if a lai^e
number of random walks were perfbrmed firom that point.
Now, suppose the value of the potential atrc == 0.5 was known. Then, eflfectively, the
problem has been decoupled into two independent problems: perform random walks in
the interval [0,1/2] using as boundary values the known potential at x = 0 and x = 0.5
and repeat the same in the interval [1/2, Ij. The advantage is obvious: it takes only a total
of 5^/6 ~ 21 steps per random walk in the reduced intervals. Since, from (3.19), it takes
10^ (1/2 — 1/4) = 25 steps to calculate the potential at x = 0.5, the overall cost of this
approach is 25 4- 2(21) = 67 steps per random walk, as opposed to 167, a state of afrairs
illustrated in figture 3.3. The gain is very significant, a reduction in execution time of the
order o f 60%. Furthermore, it should be recognized that what we calculate is, effectively,
the Green’s function for the problem, as we pointed out in chapter 2. Now, the Green’s
function does not depend on the boundary conditions perse, but, rather, on the underlying
geometry of the domain. If the domain possesses any kind o f symmetry, this fact can be
used to our advantage, unlike conventional techniques which can utilize symmetry only if
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Figure 3.2: Expected number of steps per random walk for Np = 10.
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ic is possessed by the domain and the boundary conditions. In the simple case studied, it is
obvious that the Green’s function is identical fbr each subdivision. Hence we need only
gather statistics fbr random walks executed in one subdivision and use the same statistics
for the other subdivision(s). So, in reality, we only require 25 + 21 = 46 steps, a reduction
of 73% in execution time.
Before formalizing this procedure, we should pause and address an important issue;
since now the boundary value at x = 0.5 is not given but calculated, it would appear that
we are introducing a systematic error and the overall result, for a given number of random
walks, would not be as accurate as if the domain was not subdivided. The Markovian
property (lack o f “memory”) o f the random walks, however, ensures that this is not the
case and the result in the subdivided procedure is at least as accurate as the original.
To prove this fact, consider a domain Q, with boundary d fl and a subdomain O' with
boundary 5 0 ', entirely contained within 0 (figure 3.4).
The potential of any point p inside O' can be calculated by starting random walks at p.
Assume that the random walk terminates at q 6 50. The calculated potential at p is then
given as an integral over all boundary points q:

M

p )=

f P(p,q)0(q)rfq,
Jan

(3.23)

where P (p , q) is the probability (Green’s function) that a random walk starting at p
terminates at q, and 0(q) is the known boundary condition. Note that, since O' is entirely
contained within 0 , any random walk starting at p and terminating at q, must, by necessity,
pass through some point on the boundary 5 0 '. What this means is that we can consider the
random walk to be a two-step process: first the random walk reaches 5 0 ' and terminates,
say at r', and then a new random walk starts fiom that point and terminates when it reaches
50. We now appeal to the Markovian (“memoryless”) property o f the random walk to
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Position

Figure 3.3: Expected number o f steps per random walk for Np = 10 and a two-fold
subdivision o f the original domain.
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Figure 3.4: A subdivision O' of f2.
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note that these two random walks are statistically independent and hence we can write:

f ( P , q ) = f P (p ,r ')P ( r',q ) d t'.
Jan'

(3.24)

Substituting (3.24) in (3.23), we have:

Mp ) = f

\f

Jan lJan<
Uanf

/ ’( p ,r ') P ( r ',q ) * '

(3.25)

and, upon rearrangement,

4 ( p ) = / P ( p , r ' ) \ f P (r',q )0 (q )d q ] d r'.
Jan'
Uan
J

(3.26)

But the term inside brackets is precisely ^ (r'). Hence:

M

p)=

f P ( p ,r V ( r') d r '.
Jan'

(3.27)

In other words, whether we start with (3.23) or (3.27), we obtain the same result, provided
(3.24) holds.
We now return to the original issue of Monte Carlo optimization. It is possible that
if we subdivide the interval [0, l] in even more partitions than 2, we might reduce the
computational time involved even more. However, it should be kept in mind that the more
partitions we make, the more boundary values we need to calculate. We will investigate
therefore if there is an optimal number o f partitions that can be performed, beyond which
the added overhead o f calculating boundary values overcomes the computational savings.
Consider again the linear segment shown in figure 3.1, with N p 4-1 mesh points. We
assume that we subdivide the segment into L partitions, each with N p [ L points (we are
not concerned whether L is a proper divisor of Np\ our results will be slighdy inaccurate
but still highly useful). The i-th botmdary is then located at Xi = i/L , where i runs
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6rotn 1 to £ — 1. The number of steps to calculate the value o f the potential at each
boundary is then U{xi), with U given by (3.19). The number o f steps per random walk
for each subdivision is given by (3.22), only now instead o f iVp, we use N p f L since each
subdivision contains a reduced number of points. The total cost is then:

< £ / , „ > = g U(z,) + ^
*=1

f
*=1

( i '

(3,28)
'

With the help o f the computer algebra system MATHEMATICA [105], this can be
cast as:

and di&rentiating with respect to L:
d<Utot>_fl
dL
V2

L - l
3£

(2£- ! ) ( £ - ! )
6£2

2 £ -l\
6L /

g
^

Nj,
2£<

(3.30)

Finally, solving the algebraic equation d < Utot > I ^ L = 0 for various values o f Np,
we obtain figure 3.5. Not only is there an optimal subdivision o f the linear segment, but
the number of subdivisions is comparatively small and increases slowly with Np. T his
result, as far as we can ascertain, is novel and it will allow us to reduce execution times of
the Monte Carlo method by a significant fictor.
3.4.3

Theoretical Error Estimates

Before we proceed to present more methods o f minimizing the computational time in
volved in various Monte Carlo schemes, it will be advantageous to develop certain error
estimates o f the method. This wiU 6cilitate the comparison of difièrent schemes.
Regardless o f the particular methodology used, the generation o f data is similar in all
Monte Carlo solutions of Laplace’s equation: after a number o f random walks, Nw-, has
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Figure 3.5: Optimal subdivision of a linear segment.
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been executed, the collected statistics for each point x are used to compute the potential at
that point, ^c(x). The subscript c indicates that this is the calculated potential, in contrast
to the exact potential <t>c{x).
In the Full Monte Cado method and for the model problem (3.16), at every node i,
(z

=

1 , . . . , Np

—1 ), corresponding to point x, N w random walks are started. O f them,

a

number no(x) terminate at the left boundary x = 0 and ni(x) at the right boundary x = 1,
with rio(x) + Tii(x) = Nw- According to the main theorem, the calculated potential at i
is:

(3.31)

Since in our case 0(0) = 0 and 0(1) = 1, this reduces to:

* ( ') =

(3-32)

We now define the error at point x as c(x) = 0«(x) —0c(x) and the absolute error as
|c(x)| = |0e(x) —0c(x)|. It is clear that e(0) = e(l) = 0 since the boundary values are
given. We now ask a very important question, what is the standard deviation, (r^(x), in
the value o f 0c(x) calculated ftom (3.32)? From basic probabilistic characteristics of the
Monte Carlo method [47], we expect this to vary as 1 /y/Nw- We give a more exact value
here.
From (3.32), we see that:

(3.33)

rtw
where

(x) is the uncertainty in the number o f random walks that start at point x and

terminate at x = 1. Since ni(x) is clearly binomiaUy distributed,

(x) = y /N w p ( l —p)

[106, 95], where p is the probability that a random walk starting at x terminates at x = 1.
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Fortunately, fbr this problem we know the answer beforehand: p = x and hence we have
the very important result:

(T^{x) = a^{x) = Y

•

P.34)

The expected 1 /y/N w behavior is seen but there is also a positional dependence on the
uncertainty, with the result at the midpoint (r = 0.5) being the most uncertain. Intuitively,
this result is expected since the midpoint is the most distant from both boundaries.
We also denote the mean value o f the error as

In terms of practical significance,

we expect the error e(x) to lie in the interval [^e(x) —<Te(x), Pfix) + <Te(x)] with a 68%
probability.
Finally, we present the statistical parameters o f the absolute error, |e(x)|. Since the
error itself c(x), is normally distributed, with mean Pe(x) and standard deviation (Zg(x),
the absolute error follows afolded normal distribution [107, 108] with mean:

P\e\{x) = OTe(x) y ïg -O 'W /2 _

[%- 2$(^(x))j ,

(3.35)

and variance:

<rf,l(x) = p\{x) + n^(x) - /if,|(x),

(3.36)

where 9{x) = pfx)/<Te{x) and

#(x) =

V27t

(3.37)

When Pe{x) ^ 0, i.e. |e(x)| follows a one-sided normal distribution, (3.35) becomes:

p\^fx) = < r f x ) ^ .
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3.4.4

Smg^e-Point Monte Carie (SPMC) M ethod

In another attempt to minimize execution time, we take advantage o f the Markovian
property o f random walks. Consider a random walk that originates at the midpoint of the
interval [0,1]. After a certain number o f steps and before the walk terminates, the walk
passes through some point, say

Subsequently, the random walk terminates by reaching

one o f the boundaries. Now, for all practical purposes and because o f the Markovian
property, we can consider this random walk as actually two walks: one that started at the
midpoint and one that started at Xg, due to the fact that the walk, when it passed

has

no “memory” o f its previous state and can be considered as independent o f its past history.
The implications are significant: instead of starting Niy walks fiom each point, we start 2V^r
walks fiom the midpoint only and keep track of which points this walk passes through and
where it terminates. Using this procedure we gather statistics for many points with one
walk.
One question we are able to answer with a combination of probabilistic and potential
theory arguments, is the following: consider the midpoint Xm and an arbitrary point Xa
(for convenience assume Xm < Zg); if N w random walks are started at Xm, how many
actually pass through Xg? Call this number iVg. There are three possibilities:
• A number o f random walks, Na^ that originate at

pass through x@ and terminate

at the left boundary, x = 0.
• A number o f random walks, Na,r that originate at Xm. pass through Xg and terminate
at the r i ^ t boundary, x = 1.
• A number o f random walks, Ni that originate at Xm, do not pass at all through Xg
and, by necessity, terminate at the left boundary, x = 0
It is clear that Na,i + N^,r +

= N w and iVg^j + Na,r = A/g. The potentials at the points
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Xa and Xm, <l>a and (f>m, respectively, are given by:

6 om which the following elegant result follows:

Na = N w ^
<Pa

for

ff>m < tf>a,

(3.40)

and, by symmetry a^uments,

Na = N w z

-

for

0m > 0O-

(3.41)

1 - 0a

Combining (3.34) with (3.40) and (3.41) we are able to compare theoretically the
standard deviation of the Full Monte Carlo (PMC) versus the Single-Point Monte Carlo
(SPMC) method. The result is shown in figure 3.6.
It is clear that the SPMC method is less accurate than PMC, as expected, but the loss
of accuracy is outweighed by the significant savings in execution time. By increasing the
number o f random walks at the single center point, the accuracy for all other points is also
improved to the point where the SPMC result is as accurate or better as the PMC result.
3.4.5

The M onte«Cado-Relaxatioii Method

Based on the previous discussion, we see that it is also possible, in principle, to combine
the relaxation method with the Monte Carlo method in what we call the Monte-CarloRelaxation (MCR) method. In this synthesis, we are combining the best features o f each
individual method and suppress their weakest points. As fer as we can ascertain, this is
the first time Monte Carlo and Relaxation methods have been combined into one unified
algorithm.
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Figure 3.6: Comparison of the standard deviation of the Full Monte Carlo (FMC) vs.
the Single-Point Monte Carlo (SPMC) methods. The standard deviation is normalized to
1 /y/Nw-
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There are several approaches that can be implemented:
• One could calculate the potential via Monte Carlo at a number o f points and then
use these values for relaxation in the in-between points.
• Alternatively, one could start with Monte Carlo for a certain number of random
walks and then switch to relaxation. In this manner, the fist initial conve^ence of
Monte Carlo is utilized and, subsequently, the switch to relaxation accelerates the
final conve^ence. We will show in chapter 4 that this is indeed how these two
methods behave.

3.5

Sum m ary

We addressed in this chapter several important issues that have a significant efiect on the
convergence and precision o f Monte-Carlo-type simulation methods. Based on a statistical
investigation o f commonly used R N G ’s we determined that the best available generator
for our simulations is of the Fibonacci type.
An initial theoretical investigation of error estimates for the results of the FMC method
on a prototype problem has allowed us to establish a number o f optimized, derivative
Monte Carlo methods, namely the SPMC, PMC and M CR methods. As &r as we can
ascertain these methods are presented here for the first time, at least within the context of
the solution o f elliptic problems. Although this discussion has focused entirely on onedimensional cases, the extension o f these alternative algorithms to two or more dimensions
should present no significant conceptual or implementation problems.
In the next chapter we wiU perform actual simulations based on these techniques and
compare their performance with the theoretical expectations, where applicable.
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N um erical E xperim ents, R esults an d A pplications

We present results o f numerical experiments in which our algorithms are tested. We
perform an exhaustive analysis o f one-dimensional prototype simulations and use the results
as guides fbr more intensive (and more interesting two-dimensional simulations. We also
demonstrate the viability o f our method by solving Laplace’s equation stochastically in non
trivial geometries and compare our results and execution times with traditional approaches.
Where applicable, we compare with analytically known solutions. Finally, we perform
practical evaluations o f our work by applying it to the simulation o f actual electrostatic
deflectors and lenses which have been presented in the literature.

4.1
4.1.1

O ne-D im ensional Simulations
Relaxation Solution o f a Prototype Problem

We consider equation (3.16):
dP<f>{x)
= 0,
dx^

0(0) = 0,

0(1) = 1,

(3.16)

with solution (3.17):

X e [0,1].

0eW = Z,

(3.17)

as our prototype one-dimensional problems. Apart horn all the other reasons for which
this particular problems is ideally suited to study the performance o f various Monte Carlo
schemes, as detailed in chapter 3, there is an added advantage intrinsic only to one
dimensional solutions o f Laplace’s equation, but, in general, not present in two or more
dimensions: the approximation o f the Laplacian via finite difl&rences:

(4.1)
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is exact. In other words, there is no discretization error but only a truncation error,
dependent on the method of solution used. This feature allows the exclusive concentration
o f the error analysis on the method used alone and not the discretization method, thus
allowing meaningful comparison and classification o f the results. Parenthetically, this also
eliminates any dependence of the resulting calculated potential on the number o f grid
points, Np, used in the simulations.
As a benchmark of the performance of the various methods we implemented, we
performed simulations of (3.16) on a grid with N p = 20 via the relaxation method. The
results are shown in figure 4.1, for several iterations o f the relaxation process. It is apparent
from this figure that the relaxation method convenes rather slowly initially, but as the
number of iterations increases, convergence improves significantly (see also figure 4.3).
We also plot the execution time fr>r the relaxation method as a function of the maximum
absolute percentage error,

fbr a grid with Np =20 points, figure 4.2. The almost perfect

exponential relationship predicted by (3.15) is immediately apparent.
Finally, in figure 4.3 we replot the execution time required fbr the relaxation method
to reach a given level of accuracy, on a logarithmic scale. The “saturation” of the method
is clearly visible.
4.1.2

Full M onte Cado Simulations

We implemented the Full Monte Carlo (FMC) method, as outlined in section 3.4.1. From
each o f the N p — 1 interior points, N w random walks were started. O f those Nw walks,
Tio{x) terminated at r = 0 and ni(x) terminated at x = 1. W ith the help of the known
boundary values ^(0) and <?i(l), the potential at each point was calculated via (3.31);

The simulation results are shown in the sequence o f figures 4.4-4.7, for numbers of
random walks ranging from N w = 10 to Nw = lO'*. The underlying grid has Np = 20

R ep ro d u ced with p erm ission o f the copyright ow ner. Further reproduction prohibited w ithout p erm ission.

45

0.8

0.6

1

Exact

0.4
N=100

, N=50
N=10

0.2

N=5

0

0.2

0.4

0.6

0.8

1

Position

Figure 4.1: Relaxation method solution of the prototype one dimensional problem. Re
sults after several iterations {N = 5,10,50 and 100) for a grid with N p ~ 20 points are
shown.

R ep ro d u ced with p erm ission o f th e copyright ow ner. Further reproduction prohibited w ithout perm ission.

46

10
9

8
7
I

<0

6
5
4

I

3

2
1
0

0.001

0.01

0.1

1

10

100

Maximum absolute % error

Figure 4.2; Execution time (in arbitrary units) of the Relaxation method, as a (unction of
the average absolute percentage error. Results are shown for a grid o f N p =20 points.

R ep ro d u ced with p erm ission o f the copyright ow ner. Further reproduction prohibited w ithout p erm ission.

47

100

10

I

I#3
c
■2

I

1

0.1

0.01
0.001

0.01

0.1

1

10

100

Maximum absolute % error
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scale, as a function o f the maximum absolute percentage error. Results are shown for a
grid of Np =20 points.
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points, a density that, without being overly coarse, limits the number of operations and
execution times to manageable levels. O f course, as mentioned previously, the results
presented in the one-dimensional simulations are entirely independent of grid spacing due
to the absence o f any discretization error. This situation, however, is not applicable to
two-dimensional simulations.
Before we present simulation results for the error, we should clarify how these results
were obtained. Examination o f the FMC method and (3.31) reveals that during a simulation
run, the potential at any given point x is calculated by averaging a number, no(x), of
“zeroes” and a number, % (x), of “ones”. As far as averages are concerned, this bimodal
distribution is quite adequate. For the calculation o f the standard deviation, however, this
approach is unsuitable. Instead, we performed a number, N b, o f “experiments”, where
each experiment consisted o f a FMC run at every point. We obtained thus Nb values
of the potential at each point and the average of these values is what is plotted in figures
4.4-4.7. This set o f N b potentials at every point has a standard deviation

o 'b

(x ) .

From

basic statistical theory [106], the standard deviation in the error o f a single experiment,
<Te(x) is related to (Tb(x) via:

Thus determining crg(x) experimentally, we can obtain <Te(x) from (4.2). The results
for the simulations corresponding to figures 4.4-4.7 are shown in the sequence of figures
4.8-4.9. Comparing with the theoretically expected results, (3.34), which are also plotted
on these figures, we see an excellent agreement. The \ / x { l — x) dependence is clear. It
is also seen that the maximum standard deviation occurs at the midpoint x = 0.5, again as
expected theoretically.
Although these graphs indicate clearly the spatial behavior o f the precision (standard
deviation o f the error), the dependence on the number of random walks, Nw, is not clear.
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Figure 4.4: Results of Monte Carlo simulations for a prototype potential. The dashed
line represents the exact solution while the solid line represents the calculated potential for
N w = 10 random walks per point. The underlying grid contains Np = 20 points.
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Figure 4.5: Results o f Monte Carlo simulations fbr a prototype potential. The dashed
line represents the exact solution while the solid line represents the calculated potential for
N w = 100 random walks per point. The underlying grid contains N p = 20 points.
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Figure 4.6: Results of Monte Carlo simulations for a prototype potential. The dashed
line represents the exact solution while the solid line represents the calculated potential for
N]y = 10^ random walks per point. The underlying grid contains Np = 20 points.
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Figure 4.7: Results of Monte Carlo simulations for a prototype potential. The dashed
line represents the exact solution while the solid line represents the calculated potential for
Nw = 10^ random walks per point. The underlying grid contains N p = 20 points.
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Figure 4.8: Results of Monte Carlo simulations for a prototype potential. The continuous
curve represents the theoretically expected value o f the standard deviation o f the error,
CTf{x), while the stepwise curve represents the calculated values, for
= 10 random
walks per point. The underlying grid contains Np = 20 points and the results were
obtained from N e = 50 experiments.
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Figure 4.9: Results of Monte Carlo simulations for a prototype potential. The continuous
curve represents the theoretically expected value o f the standard deviation of the error,
<Tc(x), whde the stepwise curve represents the calculated values, for N w = 10^ random
walks per point. The underlying grid contains N p = 20 points and the results were
obtained from Np = 50 experiments.
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Therefore we concentrated on the midpoint where

is the highest and evaluated it as a

fonction o f N w - The results are shown in figure 4.10 along with the theoretically expected
results, (3.34). These results do not depend on the coarseness of the grid, N p. Indeed,
we repeated the simulations for values of Np = 10,50 and 100 with identical results to
those shown in figure 4.10. We did, however, encounter some unexpected results when
we used the simple linear congruence random number generator instead of the Fibonacci
RNG. This situation is depicted in figure 4.11. It is clear from this figure that there is a
correlation among the walks for large numbers o f walks. This correlation arises from the
highly correlated nature of “random” numbers in the sequence generated by the linear
congruence R N G . This result is known [92] and arises because of the ^uost-randomness
of the sequence. Although, at first glance, it would appear that this correlation influences
the simulations favorably, by providing a standard deviation that is better than we could
theoretically expect, the accuracy itself is not improved. Furthermore, there are several
problems associated with such sequences of “random” numbers, the most severe o f which
are the unpredictability of the results and the difficulty of optimizing a Monte Carlo method
based on quasi-random generators [92]. In the remainder o f this work we will use the
Fibonacci R N G exclusively.
In figure 4.12 we show the mean absolute error,

for the midpoint along with the

maximum value attained by the error, Cmax- This plot provides an indication o f the extent
of the error. Since it is a logarithmic plot, the minimum value of the error,

which

can be negative, is not shown. For comparison, lines for 1-, 2-, and 3-cr predictions based
on (3.34) are also plotted. Only one data point lies outside the 3-n region.
The validity o f (3.38):

H ^{x)= (T^{x)yJ^,

is demonstrated in figure 4.13 where the mean absolute value of the error,
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Figure 4.10: Results of Monte Carlo simulations for a prototype potential. The standard
deviation o f the error at the midpoint, <Te, is shown as a fonction o f the number o f random
walks, iV^r. The points indicated by + correspond to simulations while the dotted line
represent a least squares fit. The theoretical prediction is indistinguishable fiom the least
squares line. The results were obtained fiom JVg = 50 experiments on a grid o f Np = 20
points.
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Figure 4.11: Results o f Monte Carlo simulations for a prototype potential. The standard
deviation of the error at the midpoint, (Xg, is shown as a function of the number of
“random walks”, iVw, for various grid spacings. The linear congruence R N G was used.
The straight line represents the theoretically expected result. The significant deviation
firom the expected behavior is due to the use o f quasi-random number sequences.
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Figure 4.12: Results o f Monte Carlo simulations for a prototype potential. The mean
absolute value o f the error at the midpoint, n\^\, is shown as a function of the number
of random walks, N w , fbr a grid spacing o f Np = 20. The straight lines indicate the
theoretically predicted 1-, 2- and 3-<7 regions and the top horizontal bar at each data point
corresponds to the maximum error. The results were obtained from N e = 50 experiments.
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along with the theoretical prediction of (3.38). We are also interested in the number of
steps required oa the average to reach either boundary. The theoretical solution was given
in (3.19). A plot o f this quantity is shown in figure 4.14, where the strong dependence on
the number o f grid points, Np, is evident.
In figures 4.15-4.17 we plot the actual number o f steps to reach a boundary, as deter
mined by numerical experiments, for various grid sizes. To obtain statistically meaningful
results, 10^ random walks fiom every point were executed in each case. These results
clearly verify the correcmess o f (3.19). The theoretical prediction and a parabolic fit based
on the data were indistinguishable.
O f prime interest is also the amount of CPU time required for these simulations. The
result is shown in figure 4.18.
We see fiom figure 4.18 that the execution time (Tg) depends on iVfy and N p as
Tg ~ N w N p. The simple linear dependence on N w is expected and the Np dependence
is predicted by (3.22).
Combining the information conveyed in figures 4.13 and 4.18, we obtain the very im
portant graph shown in figure 4.19 which indicates the CPU execution time requirements
of the FMC method fbr a given performance level.
Finally, a comparison between the relaxation and FMC methods is shown in figure 4.20
where the information fiom figures 4.2 and 4.19 has been superimposed. The initial fast
conveigence of the FMC method is clearly seen, as is also the superiority o f the relaxation
method when progressively higher precision is required. This observation forms the basis
of the Monte-Carlo-Relaxation (MCR) method.
4.1.3

The Partitioned Monte Cario M ethod

We implemented the Partitioned Monte Carlo (PMC) method following the procedure
outlined in section 3.4.2. From figure 3.5 we see that the optimal number of subdivisions
for Np = 20, is Xf = 2. The results, along with the timing for the FMC and relaxation
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Figure 4.13: Results o f Monte Carlo simulations for a prototype potential. The mean
absolute value o f the error at the midpoint, ^|f|, is shown as a function of the number
of random walks, Nwi for a grid spacing of Np = 20. The straight line indicates the
theoretically predicted value, //|e( = y/2f%a^. The results were obtained from N e — 50
experiments.
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Figure 4.14: Theoretical prediction for the average number of steps required for a random
walk to reach either boundary, as a fiinction of the position o f the starting point of the
random walk. Results are shown for grids o f Np —100, 50, 20 and 10 points. The
Np = 10 result corresponds to the dotted line very close to the horizontal axis.
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Figure 4.15: Theoretical prediction for the average number of steps required for a random
walk to reach either boundary, as a fonction o f the position o f the starting point o f the
random walk (continuous line). The solid steps represent numerical simulations. Results
are shown for a grid o f N p =20 points. There were N w = 10‘‘ random walks started per
point.
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Figure 4.16: Theoretical predictioa for the average number o f steps required for a random
walk to reach either boundary, as a function o f the position of the starting point o f the
random walk (continuous line). The solid steps represent numerical simulations. Results
are shown for a grid of Np =50 points. There were N w = 10^ random walks started per
point.
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Figure 4.17: Theoretical prediction for the average number o f steps required for a random
walk to reach either boundary, as a function of the position of the starting point o f the
random walk (continuous line). The solid steps represent numerical simulations. Results
are shown for a grid of JVp =100 points. There were N w = 10^ random walks started per
point.
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Figure 4.18: Execution time (in arbitrary units) of the Full Monte Carlo method, as a
function o f the number o f random walks per point for various grid spacings.
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Figure 4.19: Execution time (in arbitrary units) of the Full Monte Carlo method, as a
hinction o f the maximum absolute % error. The grid spacing is Np=20.
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Figure 4.20: Execution time (in arbitrary units) of the Full Monte Carlo and relaxation
methods, as a function of the maximum absolute % error. The grid spacing is N p-20.
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methods are shown, in figure 4.21. From. (3.29) we expect the number of operations to be
slightly more than 1/L^ = 1/8 that of the FMC. This is indeed verified fi-om figure 4.21.
4.1.4

The Sin^e-Point Monte Carlo Method

We implemented the SPMC method following the procedure outlined in section 3.4.4.
The results, along with the timing for the PMC, FMC and relaxation methods are shown
in figure 4.22. It is seen that SPMC is about two times 6ster than PMC. A more dramatic
improvement in speed might be expected; after all we perform random walks fiom only
one point in the SPMC method as opposed to many points in the PMC. The reason behind
the relatively small speed increase is twofold:
• As seen firom figure 3.6 the maximum error occurs no longer at the mid-point but
the quarter points (x = 1/4 and x = 3/4) and is l a ^ r than the error at midpoint.
Hence a larger number o f walks is needed in order to obtain the same level of
accuracy in SPMC as that of PMC.
• The grid we selected, Np = 20 is rather coarse. Finer grids, e.g. Np = 100 or
more, will result in a much larger speed improvement of SPMC versus PMC.
Before concluding our presentation o f the SPMC method, we address another issue:
since all the random walks originate from the same point, is there any correlation between
potentials calculated from the statistics of these random walks? To answer this question, we
plot in figure 4.23 the potential at the mid-point, <(>m, versus the potential of its neighbor,
(pm+it as calculated with SPMC simulations. It is clear from this plot that there exists a
very strong correlation between the two potentials. This fret can be used advantageously
when the calculation o f electric fields is needed. In figure 4.24 we plot the diflference in
the two potentials, (/>m+i —<f>mversus the mid-point potential <f>m- The standard deviation
in the difikrence is much smaller than the standard deviation in either potential, a statistical
consequence o f the very strong correlation displayed in figure 4.23. Since the electric field
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Figure 4.21: Execution time (in arbitrary units) o f the Partitioned Monte Carlo, Full
Monte Carlo and Relaxation methods, as a function o f the maximum absolute % error.
The grid spacing is iVp=20.

R ep ro d u ced with p erm ission o f the copyright ow ner. Further reproduction prohibited w ithout p erm ission.

70

10000

100

0.01

c
o
0.0001

V
FMC
PMC

SPMC

le-008

0.001

0.01

0.1

1

10

100

Maximum absolute % error
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is simply the gradient of the potential, this observation is of extreme importance and makes
SPMC a very strong candidate fbr simulations where electric fields are required in well
defined areas o f a device.
4.1.5 T he M onte Cario Relaxation Method
Finally, we implemented the hybrid MGR method, as outlined in section 3.4.5. We chose
to implement the Full Monte Carlo method fisr the stochastic part of the algorithm. This
allows us to concentrate on the issues of the probabilistic versus the deterministic part of
the algorithm and not be overly concerned with secondary optimizations. Furthermore
we chose the second approach outlined m section 3.4.5, i.e. we started with the Monte
Carlo method and when an appropriate level o f accuracy was obtained, we switched to
the relaxation method fi>r faster convergence. It is obvious hom the previous discussion
and the results o f relaxation conve^ence, (3.15), that the particular level o f accuracy at
which the transition occurs depends on the specific problem at hand. Thus, the results we
present, shown in figure 4.25, are specific to the one-dimensional case, but still they are
highly informative.
It is clear that M CR combines the best of both worlds —stochastic, during the early
part of the simulation fbr initial rapid convei^ence and deterministic, during the latter part
for improved accuracy. Further optimization is still, however possible. For example the
SPMC method is faster so a SPMC-Relaxation combination would produce further speed
improvements.

4.2

TVo-Dimensional Simulations

4.2.1 Rectangular Geometries
We consider now a two-dimensional electrostatic problem that has been presented previ
ously in the literature [109,1], namely the solution to Laplace’s equation in the rectangle
[0, a] X [0,6] subject to the boundary conditions ^(ar, b) = lOOGV and 0 = 0 everywhere

R ep ro d u ced with p erm ission o f the copyright ow ner. Further reproduction prohibited w ithout p erm ission.

72

0.64
0.63
0.62
0.61

<Pm*1 0.6
0.59
0.58
0.57
0.56
0.46

0.47

0.48

0.49

0.5

0.51

0.52

0.53

0.54

9m
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else. As in [109, 1], we selected a = 20 and b = 10. This problem has an analytic solution
[1]:

where k = (2n + I)7r/o and Vq = 1000. This exact solution is shown in figure 4.26.
We implemented a Full Monte Carlo (FMC) solution o f this problem. First, we will
concentrate on the average number o f steps to reach any boundary point fbr a random
walk that starts at (x, y). [t is shown in appendix A that this function, U(x, y), satisfies the
equation:

where 17 = 0 on the boundary and h is the grid spacing. Equation (4.4) can be readily
solved via the Green’s function technique [1] to yield:
oo

00

n=0 m=0

where k = (2n 4- l)7r/a and y = (2m + 1)^/6.
Now, this is a doubly infinite series which, however, converges rapidly. We show in
figure 4.27 the first few terms o f this series along the x-direction fbr a plane that passes
through the middle of the rectangle at y = 6/2 = 5. It is seen from this figure and
numerical calculations we perfermed that the series converges rapidly. We do not make a
significant error, therefbre, if we maintain only the first 4 terms in the summation, for n
and m ranging from 0 to 1.
In figure 4.28 we show the first 4 terms o f (4.5) taking into account both its x and y
dependence and in figure 4.29 we show the corresponding data from our FMC simulations.
The differences observed are clearly due to the statistical nature o f Monte Carlo simulations.
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10

Figure 4.26: Exact solution (equation 4.3) to prototype rectangular problem. The curves
at the bottom o f the figure are equipotential contours in steps o f lOOV.

R ep ro d u ced with p erm ission o f the copyright ow ner. Further reproduction prohibited w ithout p erm ission.

77

250

200

150

100

50

0

5

10

15

20

Position (x)

Figure 4.27: The first few terms of (4.5) along the line (x, 6/2). The series converges
rapidly close to the value obtained by m a in ta in in g only the first 4 terms.
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Our FMC simulation results are shown in the sequence o f figures 4.30-4.33 for numbers
of random walks varying firom N w = 10 to N w = 10^. The corresponding execution
times varied from 7* < 1 sec. to T = 311 sec. To maintain grid uniformity the spacing
used was h = 0.5 and the grid itself was 41 x 21.
Inspection o f figures 4.26 and 4.33, which represent the exact and FMC solution with
N w = 10'*, respectively, reveals the accuracy o f the method. More precise comparison is
shown in the sequence o f figures 4.34-4.37, where the potential along the y direction is
shown for a plane passing through x = a/2 . O n these figures we compare not only the
FMC solution versus the exact solution, but we also include relaxation data published by
Gash [1]. The superior performance of FMC versus relaxation alone is clearly evident. On
the other hand, when we duplicated the woric of Gash [1] by implementing the relaxation
method for this problem, it was found that it took T = 198 sec. for the method to
converge within a tolerance of 2 Volts, the same value used by Gash [1].
Finally, we show in figure 4.38 the fiaction of random walks that pass through point
(x, y), having started at the center of the rectangle (a /2 ,6/2). It is seen fi-om the figure
that near the center this fiaction is isotropic and approximately equal to 1/4 but as the
distance increases, this isotropy is destroyed and the fiaction is heavily influenced by the
geometry o f the domain. In addition, this value becomes very small, clearly indicating
the unsuitability o f Single-Point Monte Cado (SPMC) if the potential is sought in the
entire domain. If the potential is needed, however, only near the center of the domain,
SPMC is extremely efficient. Using the statistics obtained firom N w — 10® random walks,
we performed a SPMC simulation along the plane (o/2, y). Although the overall results
are not as good as those of the corresponding FMC with N w = 10® (see figure 4.36),
the agreement near y = 6/2 is excellent and the execution time was only T = 4 sec.,
compared to T = 31 sec. for the FMC and T = 198 sec. for the relaxation method.
These results are shown in figures 4.39 and 4.40 and a comparison of the Relaxation and
Monte Carlo methods for this case is shown in table 2.
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Figure 4.28: Two dimensional representation o f (4.5), maintaining only the first 4 terms.
The sur&ce at any point (x, y) denotes the average number o f steps fbr a random walk
starting at {x, y) to reach the boundary. The curves at the bottom o f the figure are constant
value contours.
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Figure4.29: FMCsimubdon resultsforthe numbero fstepsto reachanyboundary. These
results where obtained firom N w — 10^ random walks. The curves at the bottom ofthe
figure are constantvalue contours.
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Figure 4.30: FMC simulatioa results for the prototype rectangular problem. There were
N]v = 10 random walks started per point and the underlying grid was 41 x 21. Total
execution time was T < 1 sec. The curves at the bottom o f the figure are equipotential
contours in lOOV increments.
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Figure 4.31: FMC simulation results for the prototype rectangular problem. There were
N w = 100 random walks started per point and the underlying grid was 41 x 21. Total
execution time was T = 3 sec. The curves at the bottom o f the figure are equipotential
contours in lOOV increments.
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Figure 4.32: FMC simulation results for the prototype rectangular problem. There were
Nv/ = 10^ random walks started per point and the underlying grid was 41 x 21. Total
execution time was T = 31 sec. The curves at the bottom of the figure are equipotential
contours in lOOV increments.
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Figure 4.33: FMC simulation results for the prototype rectangular problem. There were
= 10^ random walks started per point and the underlying grid was 41 x 21. Total
execution time was T = 311 sec. The curves at the bottom o f the figure are equipotential
contours in lOOV increments.
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Figure 4.34: FMC simulation results for the prototype rectangular problem. There were
N w = 10 random walks started per point and the underlying grid was 41 x 21. The result
along the plane (a/2, y) is shown. Relaxation data from Gash [1] are also included.
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Figure 4.35: FMC simulation results for the prototype rectangular problem. There were
N w = 100 random walks started per point and the underlying grid was 41 x 21. The
result along the plane (o/2, y) is shown. Relaxation data from Gash [1] are also included.
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Figure 4.36: FMC simuladon results for the prototype rectangular problem. There were
Nw = IQG random walks started per point and the underlying grid was 41 x 21. The
result along the plane (a/2, y) is shown. Relaxation data 6om Gash [1] are also included.
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Figure 4.37; FMC simulatioa results for the prototype rectangular problem. There were
N\v = 10^ random walks started per point and the underlying grid was 41 x 21. The
result along the plane (a/2, y) is shown. Relaxation data from Gash [1] are also included.
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Figure 4.39: SPMC simulation results for the prototype rectangular problem. There were
N w = 10^ random walks started per point and the underlying grid was 41 x 21. The
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Table 2: Comparison o f Relaxation versus SPMC methods for a prototype rectangular
problem [1].

Method
Time (sec.)
Error (Volts)

4.2.2

Relaxation
198
30.2

SPMC
4
1

Circular G eom etries

As a further demonstration o f the FMC method’s applicability, we consider electrostatic
lenses and deflectors with circular cross-sections. If the length of the lens is lai^e compared
to the lateral dimensions o f the electron beam through the device, the geometry can be
considered as essentially two-dimensional. An example of a quadrupole lens [110] is shown
in figure 4.41. The circular circumference of the lens is divided in four segments, with
each segment held at a voltage V or ~ V and the radius o f the device has been normalized
to unity.
We implemented a Full Monte Carlo solution to determine the electrostatic potential in
the interior of the lens when the applied voltage was ±100 Volts. It should be emphasized
here that the problem was treated in cartesian coordinates, (x, y), even though the crosssection is circular and a more appropriate choice would be polar coordinates (p, 4>). In
polar form, however, the Laplacian is:
Id
= W

(
p

\%

d \
)

+

(4.6)

In this form the Laplacian forms a general linear elliptic operator o f order two, the study
of which we undertake in chapter 5.
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Figure 4.41 : Cross-section o f a quadrupole lens. The lens consists of four segments, each
held at a constant potential, as indicated.
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The FMC solution for the quadrupole lens, with h = 0.025, corresponding to an
81 X 81 grid, is shown in figure 4.42. The lens action o f the device is clear fiom the form
of the equipotential contours: any deviation fiom the center o f the lens results in a force,
due to the potential gradient, that focuses the electron beam.
This potential can be also found analytically. The solution is [11]:

where

and (ft = tan “ *^(y/a:). A plot o f the analytical solution is shown in

figure 4.43. Comparison o f figures 4.42 and 4.43 reveals the high precision of the FMC
method: the two plots are virtually indistinguishable.
4.2.3

Efiective Use o f FMC in Deflector Sim ulations

Finally, as a further demonstration o f the flexibility o f FMC, we consider an electrostatic
deflector described by Szila^yi [69, 111]. A cross-section of the deflector is shown in figure
4.44. The deflector consists of eight equal segments, each held at a potential determined by
a linear combination of two externally applied voltages,

and Vy. The variable p is used

to adjust the “mixing” of the two potentials to obtain the desired deflection characteristics.
In the subsequent discussion, Vi = lOOV and Vy — 50V, with p being variable.
We implemented an FMC solution of this octupole deflector. Instead of solving the
problem fiom the beginning, however, as would be necessary with any other deterministic
method commonly used, we reused the statistics obtained during the solution of the
quadrupole lens described earlier in this section. Although the initial solution for the
quadrupole required a CPU time o f 875 sec., due partially to the fine spacing of the grid
(81X 81) and the l a ^ number of random walks {Nw ~ 10^), every subsequent calculation
required less than 1 sec. of CPU time, the resolution o f the timer used. It should be also
noted that no use of symmetry was made in our calculations. In a computationally intensive
environment, the high degree of symmetry of a circle would be used to reduce the CPU
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Figure 4.42; FMC solution o f the quadrupole lens o f figure 4.41. The applied voltage is
V = lOOV, the grid spacing is h = 0.025 and there were 10^ random walks started per
point. The curved lines show equipotential contours.
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Figure 4.43; Analytical solution of the quadrupole lens o f figure 4.41.
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Figure 4.44: Cross-section o f an octupole deflector. The lens consists o f eight segments,
each held at a constant potential, as indicated.
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time by Actors o f 2, 4 or more. The advantageous use o f symmetry is unique to the
Monte Carlo method because it depends exclusively on the symmetry properties o f the
geometry o f the domain and a c t on the applied boundary conditions, as is necessary with
other, conventional techniques. For the circular geometries we examine in this section, for
example, it will be sufficient to perffirm random walks and collect statistics along a single
radius and use the same statistics for the other parts o f the device. Thus random walks
from only 41, instead of 81 x 81 = 6561 grid points will suffice, resulting in dramatic
decrease in computational time. For this approach to be viable, however, the grid must
be conformai to polar and not rectangular coordinates. How the Monte Carlo method is
extended in this case is shown in chapter 5.
FMC solutions for values o f p = 0, p = \/2 — 1 and p = 1 are shown in figures
4.45-4.47. The case for p = 1 corresponds to a quadrupole deflector, as seen from figure
4.47. The case for p = y/2 — 1 corresponds to a true octupole deflector and it can be
shown that it results in the most uniform deflection field [111] as is clearly seen from the
flat and uniform equipotential contours in figure 4.46. From this discussion the power of
FMC as a design tool is apparent.

4.3

Summary'

We presented results o f numerical experiments in which our algorithms were tested. We
performed an exhaustive analysis of one-dimensional prototype simulations and used the
results as guides for more intensive (and more interesting) two-dimensional simulations. We
also demonstrated the viability o f our method by solving Laplace’s equation stochastically
in non-trivial geometries and compared our results and execution times with traditional
approaches. Where applicable, we compared with analytically known solutions. Finally,
we demonstrated the practicality of our work by applying it to the simulation of actual
electrostatic deflectors and lenses which have been presented in the literature.
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Figure 4.45: FMC solution o f the octupole deflector o f figure 4.44. The applied voltages
were
= lOOV, Vy — SDK and p = 0, the grid spacing is = 0.025 and there were 10^
random walks started per point.
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Figure 4.46: FMC solution of the octupole deflector of figure 4.44. The applied voltages
were 14 = lOOV, Vy — 50K and p = >/2 — 1, the grid spacing \s h = 0.025 and there
were 10^ random walks started per point.
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Figure 4.47: FMC solution of the octupole deflector o f figure 4.44. The applied voltages
were Vx = lOOV, Vy = 50V and p = 1, the grid spacing is ft = 0.025 and there were 10“*
random walks started per point.
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T he G eneral lin e a r E lliptic P ro b lem

The functional form o f the Laplacian operator in various coordinate systems is rarely
as simple as in the case of rectangular systems. This involved funcdonal representation
forces us to consider more general cases o f second-order operators, particularly those that
correspond to the Laplacian, elliptic linear di&rential operators.

5.1

Ptelim m aries

It was pointed out in section 2.3 that the Laplacian operator in rectangular coordinates,
which has formed the focus o f our study so &r, is the simplest case of a General Linear
Elliptic (OLE) operator of order 2, L[-], which in two dimensions is o f the form:

m

where the coefficients

=

ij=0

■'

p 'o )

are fonctions o f the coordinates (xi, Xg) = (x, y) and satisfy the

elliptidty condition:

x^A x>0

for

x^O ,

(2.11)

with A being the matrix (ofy) and x ^ the vector [x, y].
It is customary to write (2.10) as:

m

= a(x, y ) 0 + 26(1, y ) ^

+ c (i, y ) 0 + </(i, y ) ^ + e (i, y ) ^ ,

(5.1)

where the coefficients a, 6, c, d and e are functions of the position x, y. The ellipricity
condition (2.11) can then be shown [112] to be equivalent to:

h ^ ~ a c < 0,

for all points (x, y) in the domain of the problem.
102
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The corresponding general linear elliptic Dirichlet problem o f order 2 is given by:

y)I =
where,

- f i x , y ),

(2.12)

y) is an unknown function defined in a domain 0 , satisfying Dirichlet boundary

conditions on the boundary d Q o f the domain, and /( x , y) is a known function in

ft = n U 9Q.
In the remainder o f this chapter we will provide the theoretical fiamework for a Monte
Carlo solution o f (2.12) and present simulation results for sample problems.

5.2

D iscretization o f the O perator

Before we are able to solve the general elliptic problem via digital computer, we must first
provide a discretized form o f the elliptic operator. In the case o f the Laplacian, in one
dimension, the discretized form was particularly simple, equation (4.1):

v v =

(4,1)

In two dimensions, assuming that we have a uniform grid o f spacing h and that we are
interested in the discrete approximation of L at point (i, j) , the situation is significandy
more involved: we must use the values of 0 at a total of 9 points: point (i, j ) itself, its 4
nearest neighbors (i - l , j ) , (i + l , j ) , ( i , j - 1) and {i,j + I) and the 4 diagonal points
{i — l , j — 1), (i + I, j — 1), (i + 1, j + 1) and (z —1,J + 1) thus resulting in a 9-point
approximation which is accurate to an order o£h^ {0{h^)).
Using the finite difikrences approximations for each of the second order partial deriva
tives in (5.1) [91]:

0

=

+

+ 0 (h %
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_

<^tj+i —2<^,j -f 01J-1

4- 0(A=),
dy^ ~
^^0 _ 0«-m+i ~ 0 t-n j-i —0 t-ij+ i 4- 0 t - i j - i
+ 0(6=),
dxdy
4&2

(5.4)
(5.5)

and likewise for the fiist order partial derivatives:

(5.6)
ËÉ. ~ 0«j+i ~ 0W-1 _L
2h

(5.7)

and substituting in (5.1), we obtain the discrete approximation of the general linear elliptic
operator L at point i,j, accurate to 0(h^):
m ,n= l '

0'i+ m j+ n

0 ij

(5.8)

m ,n=—1

where the prime in the summation indicates the fact that the term with m = n = 0 is not
included. The various coefEcients in (5.8) are:

(OiJ + Cij) ,

(5.9)
(5.10)
(5.11)

“ •« j = ^

+ ^

’

2h '

(5.12)
(5.13)

and.

O i+ lJ + l =

= - O f + ij - i = -0 !f_ ij+ i =

(5.14)

For reasons that will become apparent shortly, we wish to associate the previously defined
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ratios oti+rnj+n/<^j appearing in (5.8) with probabilities. Immediately it is seen from
(5.14) that regardless o f the sign of6(x, y), at least two o f these terms will be negative. It is,
however, possible [104] to eliminate the cross-term Sf^<f>/dxdy from (5.1) via the change
o f variables:

x' =7} —Q

and

= y 4- C>

(5.15)

where the auxiliary variables rj and Ç satisfy the fbUowing partial dihfrrential equations:
drifdx
—6 —
drf/dy
a
dÇfdx _ —6 + \/b^ —ac
dÇ/dy ~
a

(5.16)
(5.17)

Garabedian [104] shows that these equations are always solvable in principle. We will
assume therefore in the following discussion that 6 = 0. In this case, (5.8) becomes:

—(^ijj,

(5.18)

with the A’s given by:

Furthermore, because of the elliptidty condition —ac < 0 , a and c have always the same
sign and we can always manipulate (5.1) so that a, c > 0. It can be shown that, under
these conditions [112], values of h exist for which all the A’s are positive and < 1. Simple
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algebraic manipulation also shows that the sum o f all the A’s is 1. These facts, coupled
with the already known probabilistic interpretation of the discretization coefficients for the
Laplacian, point towards an assignment o f probability values to the A's. In appendix 6 we
provide full theoretical justification o f this assignment. The exact interpretation o f these
probability values will be given shortly.
We are now ready to present the extension to the main theorem, with the help of
which we will perform Monte Carlo simulations for the solution o f the general elliptic
problem.
E xtended Main T heorem . The solution to the interior Dirichlet problem L[0(x)] = —/( x )
f o r x € Q, with

= ^(x) fo rx G dQ, is given by:

+ E x [^ (x ,)].

(5.23)

where E% [^(Xr)] is the expectation valuefor theJunction g of a random walk that starts at x and
terminates when it reaches the boundary dÇÎ at time r, and Xn is the position of the random walk at
the n-th step.
We provide a proof of the Main Theorem in appendix B along with some important
extensions. To the best o f our knowledge, this proof and extensions are given for the first
time. In practical terms, this theorem provides us with a simple algorithm to determine
the unknown function <f>at any given point x € Î2:
• Start a random walk firom x This random walk is non-simple; the probability that,
starting from point x, the walk moves to point x*, where x ' is any of the 4 neighbors
o f X, is no longer equal to 1/4, but is given instead by the values of the A’s in
(5.19)-(5.22).
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• W hen the random walk reaches the boundary dQ at point q, it terminates and

a

new random walk is started from x. Keep track o f the value ÿ(q) and the values of
/( x ) during the entire walk.
• Afrer a l a i ^ number o f random walks, the value o f ^ at x is just the average o f ^(p),
with a correction term whose magnitude depends on the source / .

5.3

Applications

5.3.1 A lin ea r Elliptic Problem
As an application of the preceding theory, we consider the following linear elliptic partial
differential equation:

with the solution u(x, y) desired on the unit square [0,1] x [0,1], subject to the boundary
conditions u(0, y) = sin(Try) and u = 0 on the remaining sides of the square. It is also
assumed that a unifr>rm grid o f spacing h has been defined.
Equation (5.24) has a closed form solution [113]:

u{x, y) =

— — sin(Try),
smu O'

(5.25)

where o = \ / l +
Comparing (5.24) with the canonical form, (5.1), we have o = 1, 6 = 0, c = 1,
d = —2, e = 0 and / = 0. From (5.9), we have:

« tj =

4

(5.26)

while the transition probabilities for every step o f the random walk, i.e. the A’s, are given
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by (5-19)-(5.22):

A i-ij =

\j- l =

(5 .2 7 )
j,

(5 .2 8 )

l-h
\+ V = — ,

(5.29)

Xij+i = i

(5.30)

These equations reveal the destruction o f the synunetry o f the random walk due to the
presence o f the du/dx term in (5.24). It is interesting to note that only the propagation
of the random walk along the x direction has been affected, with the probabilities of
propagation along the y direction remaining constant at 1/4, their value unaffected by the
first-derivative term. Furthermore, (5.29) imposes the restriction h < 2, which is not a
concern here since the domain is only 1 unit long and wide. It could be an issue, however,
if the domain were extremely la^e. In that case, proper normalization of the coordinates
would be required. Typically, for a 20 x 20 mesh, h = 0.05 and the effect of the extra
derivative term on the propagation along the x direction is very small; 0.2438 vs. 0.2562
for steps to the right and left, respectively.
The exact solution of (5.24), equation (5.25) is plotted in figure 5.1.
We implemented a Full Monte Carlo solution of (5.24) via the algorithm presented
in the extended main theorem. The results, for various numbers of random walks, from
Nw = 10 to N w = 10^ are shown in the sequence of figures 5.2-5.5. The grid on which
the simulations were perft>rmed was 21 x 21 which corresponds to h ~ 0.05.
To obtain a better view of the convergence of the method, a comparison o f contour
plots of the true and FMC solution are plotted in figures S.6-5.9. The characteristic fast
initial convergence of FMC is apparent in this sequence o f plots.
We also plot the average number of steps to reach any boundary from point (x, y).
As proven in Appendix B, this number, U(x,y), is the solution to the boundary value
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Figure 5.4: FMC solutiott to (5.24). There were N w = 10® random walks started per
point, and the underlyinggrid was 21 x 21. The projections on the bottom ofthe figure
are constant value contours.
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Figure 5.6: FMC solution to (5.24). There were
= 10 random walks started per point,
and the underlying grid was 21 x 21. Contours o f the true (dashed line) vs. calculated
(solid line) solution are shown.
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Figure 5.7: FMC solution to (5.24). There were N w = 100 random walks started per
point, and the underlying grid was 21x21. Contours ofthe true (dashed line) vs. calculated
(solid line) solution are shown.
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Figure 5.8: FMC solution to (5.24). There were N w = 10® random walks started per
point, and the underlying grid was 21x21. Contours ofthe true (dashed line) vs. calculated
(solid line) solution are shown.
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Figure 5.9: FMC solution to (5.24). There were N w = 10^ random walks started per
point, and the undedying grid was 21 x 21. Contours o f the true (dashed line) vs. calculated
(solid line) solution are shown.
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problem:

subject to the condition U = 0 on the unit square. The numerical results, for N w = 10"*
although this is independent o€Nw, are shown in figure 5.10.
The same information is conveyed in figure 5.11 in the form o f a contour plot. In this
instance, however, the plot clearly indicates that the maximum number o f steps occurs not
in the middle o f the square, as it would for the Laplacian operator, but slighdy offiet to
the right o f the middle point. This is expected, since as we saw earlier, the walk is slightly
more likely to take a left step than a tight step.
Finally, as a demonstration o f the power o f the FMC method, we solved the same
problem as in (5.24) but with different boundary conditions: the sine wave along the left
boundary is "rotated" along the length o f the square so that u{0,y) = sin(7r(y — 0.5))
for 0.5 < y < 1, u (l, x) = cos(7rx) for 0 < z < 0.5 and u = 0 elsewhere on the unit
square. The behavior of the solution for this problem is quite different than the solution
presented earlier. W ith any other method, it is necessary to reformulate and solve the entire
problem fi'om the beginning. FMC, however, allows the use o f statistics obtained during
the solution o f the original problem to be used for the problem with modified boundary
conditions. W hat is o f importance is the geometry o f the problem alone. While the
initial solution at an accuracy level corresponding to 10^ random walks per point required
a computational time on a personal computer o f 731 secs., the additional time for the
solution with different boundary conditions was less than 1 sec. (the time measurement
precision). Thus, once the FMC method has been used to evaluate the geometrical factors
o f the problem, the effect o f individual boundary conditions can be evaluated in negligible
time. The solution is shown in figure (5.12).
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Figure 5.10: Average number o f steps to reach a boundary during the FMC solution to
(5.24). There were N w = 10^ random walks started per point, and the underlying grid
was 21 X 21. The projections on the bottom o f the figure are constant value contours.
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Figure 5.11: Average number of steps to reach a boundary during the FMC solution to
(5.24), shown as a contour plot. There were N w = 10'* random walks started per point,
and the undedying grid was 21 x 21.
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wiks started per point, and the underiyii^ grid was 21 x 21. The projections on the
bottom of the figure are constant value contours. The additional time to compute this
solution wasless than 1 second (see text).
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5.3.2

Electrostatic Lenses

As a further application of the Monte Carlo method, we present simulations o f two
electrostatic focusing systems penses) which have been presented in the literature and
which have actually been used in a recoil-mass time-of-flight spectrometer [2].
The geometry of the first lens is shown in figure 5.13. Because o f the axisymmetric
nature o f the problem, cylindrical coordinates, (p, z), are appropriate for the expression
o f the Laplacian. In this coordinate system, however, the Laplacian forms a general linear
elliptic operator and Laplace’s equation becomes:

This expression is similar to the canonical form (5.1) with x and y replaced by z and p
respectively, and a = 1, 6 = 0, c = 1, d = 0, e = 1/p and / = 0. From (5.9), we have:

O ij =

4

(5.33)

while the transition probabilities for every step o f the random walk, i.e. the A’s, are given
by (5.19)-(5.22):

\-ij =

(5.34)

Aw-i = —~g- " .

(5.35)
(5.36)

Aw+i = —

(5. 37)

The original Laplace’s equation (5.32) has an apparently singular term;
1 d<!>
~pTp'
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Figure 5.13: Electrostatic lens # 1 simulated in this work. A cross-section along the z —p
plane is shown. The lens is axially symmetric with respect to the z-axis and is in the form
of two concentric cylinders. The inner cylinder is maintained at lOOV while the outer
cylinder is grounded. After [2].
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along the z-axis (p = 0) and this singularity also appears in the transition probabilities of
the random walk, (5.35) and (5.37). The case p = 0 requires therefore special treatment.
Because o f the axisymmetry o f the problem.
d0
= 0,
dp p=0

(5.39)

and simple application of L’Hospital’s rule yields:

p dp

= ^
.
dfP^ f=o

(5.40)

Hence, along the z-axis Laplace’s equation (5.32) reduces to:

Comparison with the canonical form (5.1) indicates that along the z-axis only, a = 2,
6 = 0, 0 = 1, d = e = / = 0 and:
6

(5.42)

1
A.-1J = - ,

(5.43)

1
Afj_i = - ,

(5.44)
(5.45)

Afj+i = g

(5.46)

Knowledge ofthe transition probabilities allows us to perform Monte Carlo simulations
on the lens described previously. We used a 41 x 41 mesh, resulting in a spacing h = 0.50
and implemented the Monte-Carlo-Relaxation method. Initially we performed N w = 50
random walks, at a CPU time o f only 13 secs. The results are shown in figure 5.14.
Subsequently we performed relaxation using as starting value the potential obtained from
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the Monte Carlo simulations. It required only 15 iterations and an additional CPU time
of 59 secs, to obtain an accuracy better than 0.1%. Since the exact solution is not known,
the measure o f convergence was the change in potential between successive relaxations.
The result is shown in figures 5.15 and 5.16.
Finally, we show in figures 5.17 and 5.18 the average number of steps required to reach
a boundary.
Following the same procedure, we simulated using M C R the lens shown in figure 5.19
which has also been presented in [2].
The M CR solution, following N w = 50 random walks and 15 relaxations, is shown
in figures 5.20 and 5.21. To maintain the grid uniformity, a mesh of 41 x 81 was used,
resulting in a spacing h = 0.50. The MC part of the solution required 44 secs, and the
relaxation part required 108 secs, for a total o f 152 secs, o f C PU time.
Also, we show in figures 5.22 and 5.23 the average number of steps required to reach
a boundary.
O ur results match the published relaxation results by DiStasio et al. [2]

5.4

Suim nary

We demonstrated the extensions o f the simple theory presented in chapters 3 and 4 to
problems of considerable complexity, namely general linear elliptic operators ofthe second
order in arbitrary domains. The intimate connection between random walks (or, more
generally. Brownian motion) and the elliptic operator is clearly demonstrated when the
operator is discretized in the domain o f the problem. This connection allowed us to
extend the main theorem of chapter 2 to the general elliptic problem and provided us with
probabilistic algorithms for its solution. Since a general form o f the Laplacian appears in
non-rectangular geometries, we turned our attention first to rectangular domains where the
operator defined is o f a more complex nature than the simple Laplacian, and subsequently,
to domains that possess axisymmetry and which correspond to geometries encountered
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Figure 5.14: Monte Cario solution to the electrostatic lens of figure 5.13, There were
N w = 50 random walks started per point, and the underlying grid was 41 x 41. The
projections on the bottom of the figure are equipotential contours. Total CPU time was
13 secs.
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Figure 5.15: MCR. solution to the electrostatic lens of figure 5.13. There were 15 relax
ation iterations with starting value the potential calculated in figure 5.14. The projections
on the bottom o f the figure are equipotential contours. Total CPU time was 72 secs.
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Figure 5.16: Equipotential contours of the potential depicted in figure 5.15.
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Figure 5.17: Average number o f steps to reach a boundary during the M C R solution to
the electrostatic lens o f figure 5.13. There were N w = 50 random walks started per point,
and the underlying grid was 41 x 41.
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Figure 5.18: Average number o f steps to reach a boundary during the M CR solution to the
electrostatic lens o f figure 5.13, shown as a contour plot. There were N w = 50 random
walks started per point, and the underlying grid was 41 x 41.
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Figure 5.19: Electrostatic lens # 2 simulated in this work. A cross-section along the z — p
plane is shown. The lens is axially symmetric with respect to the z-axis and is in the form
of two concentric cylinders, one with constant radius and one with a step discontinuity in
the radius. The inner cylinder is maintained at lOOV while the outer cylinder is grounded.
After [2].
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Figure 5.20: M C R soludon to the electrostatic lens o f figure 5.19. There were N w =
random walks followed by 15 relaxations. The projections on the bottom ofthe figure
equipotential contours. The total CPU time required was 152 secs, (see text).
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Figure 5.21: Equipotential contours ofthe potential depicted in figure 5.20.
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Figure 5.22: Average number of steps to reach a boundary during the M C R solution to
the electrostatic lens o f figure 5.19. There were JViy = 50 random walks started per point,
and the underlying grid was 41 x 81.
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Figure 5.23: Average number of steps to reach a boundary during the M C R solution to the
electrostatic lens o f figure 5.19, shown as a contour plot. There were N w = 50 random
walks started per point, and the underlying grid was 41 x 81.
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in real-world situations. We found that our MCR. method provided results that match
the solutions and are very competitive in terms o f computational time required with the
theoretical expectations or solutions obtained via other, deterministic, methods.
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Sum m ary and C onclusions

As we proceed to summarize our presented work, we list the disadvantages and advantages
of the Monte Carlo and Monte Carlo Relaxation methods of solution ofLaplace’s equation
as compared to traditional techniques. Apart from identifying the areas we considered
strongly for optimization, this comparison puts our work in a proper perspective with
regard to what we feel are its stronger points.

6.1

Disadvantages o f M onte Carlo Methods

• The Monte Carlo method, as used up to now, is limited to certain types of partial
diâêrential equations of first or second order.
We showed how to alleviate part of the problem with the establishment of algorithms that
solve the general elliptic problem with any desired accuracy, via random walks. O f course
this approach does not address the question of how to solve parabolic or hyperbolic partial
difierential equations. Since some o f these equations are amenable, however, to Green’s
functions techniques, and since, as we have seen, there is an intimate connection between
the Green’s functions of potential theory and transition probabilities of random walks, the
author believes that there is a strong possibility o f extending the theory to cover these
equations as well. We consider this undertaking to be outside the scope of this work,
however.
• A lai^e number of random walks is required to obtain high accuracy, due to the
diminishing speed of convergence once moderate accuracy has been obtained.
We showed how to improve the conveigence and accuracy o f the method by utilizing
Monte Carlo simulations in the early part of the algorithm and subsequently switching
to the

6

ster converging relaxation-type simulation, when warranted. This procedure

forms the core of our algorithm and has been described in detail in section 3.4.5. Several
additional optimization techniques were also examined, as mentioned in section 3.4.
137
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• During each, random walk, a large number of steps is undertaken. At every step, it
is essential to check whether a boundary has been reached or not, a time consuming
process.
We showed how to significandy reduce the “housekeeping” type o f computations by
designing our algorithms to be not only efficient but intelligent as well, via the use
of indexing techniques, multiple use of random numbers and various optimizations, as
detailed in section 3.1.

6.2

Advantages o f M onte Carlo Methods

• The potential at any given point can be calculated independendy o f the solution at
any other point.
We consider this characterisdc o f Monte Carlo methods of paramount importance. It was
pointed out in chapters I and 2 that the solution ofLaplace’s equation is o f interest mainly
near the optical axis in many systems. No other technique allows the isolation o f sections
of the domain hom the boundary. The concentration o f computational power only to the
area of interest is a very important advantage o f Monte Carlo methods. Parenthetically,
we expect Monte Carlo methods to be applicable to field emission problems, where the
potential and electric field are required only on the sur6 ce o f the emitter. We have not
seen any applications o f stochastic methods in this area. Finally, we believe that this method
lends itself to the ultimate in parallel computation: a cluster of processors can calculate the
solution, one processor per point, independendy of the other processors. We believe this
to be an important and unique advantage of this method.
• The extension of the algorithm to higher dimensions is straightforward. Further
more, the increase in execution time is small [114].
Although we concentrate on one- and two-dimensional problems in this work, we point
out that the extension to three-dimensional geometries does not present any difficulty.
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• The M C R algorithm is very simple, only slightly more complex than simple re
laxation and easy to implement in a computer program with modest memory and
intermediate storage requirements.
We implemented both one- and two-dimensional Laplace solvers utilizing the M CR
method. Results o f these programs have been presented in chapters 4 and 5.
• It is possible to simulate structures with complex geometries, irregular boundaries
and discontinuities without any modifications to the algorithm.
The shapes o f the electrostatic deflectors and lenses we simulate are examples of such
geometries. In fact, we believe M CR is ideally suited to solve Laplace’s equation in
domains with fiactal boundaries, a situation that appears naturally in field emission problems
from semiconductor surfaces [115]. There is an extensive literature on how to construct
the Laplacian operator in such domains and on fractal harmonic analysis, in general (see,
for example, [116, 117, 118] and references therein).
• It is possible to solve the same problem with difièrent boundary conditions “once
and for all”, with only one run o f the program since what we really calculate is the
Green’s function and its derivative on the boundaries, which is independent of the
boundary conditions.
We studied the dependence of the solution for an electrostatic deflector on the externally
appUed voltages.

The circular geometry statistics were computed only once and the

mformation was used to provide the potential distribution for various boundary conditions
(volt^es). Finally,
• M CR permits the numerical computation of Green’s functions for arbitrary geome
tries.
Green’s functions exist in tabulated form for a laige number of partial differential equations
and solution domains [77]. If the geometry is even slightly complex, however, analytical
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expressions are not available. There are no unified approaches that allow the direct
calculation o f the Green’s function for a particular problem that we are aware of. Monte
Carlo methods on the other hand can be used for any geometry and domain, any number of
dimensions and can model widely difibting problems with the same algorithm. Results for
a particular geometry can be obtained to arbitrary accuracy, limited only by computational
time, and stored on memory or hard disk. Subsequent solution of boundary value problems
for this geometry can be achieved via the reuse of these saved statistics, with minimal
expenditure of CPU time.
• MC can be further optimized to reduce execution time.
In particular, the Single Point Monte Carlo method uses CPU time to perform “book
keeping” operations to automatically reduce the number o f computationally expensive
random walks. Furthermore it correlates errors o f adjacent grid points leading to reduced
error in the gradient of the potential, or electric field, which is what is generally wanted.
In concluding, we believe that MCR is a highly competitive and efficient method
for the numerical solution of Laplace’s equation and offers significant advantages in the
simulation o f electrostatic devices.
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A ppendix A: A Form al P ro o f o f th e M ain T h eo rem
In. this appendix we present a formal proof o f the Main Theorem. Ours is modeled along
[he lines o f the proof presented in reference [6 6 ] but we have modified it to account
for a non-zero boundary condition (non-homogeneous Dirichlet problem) and to solve a
general Poisson s equation rather than Laplace’s equation.
The proof proceeds in two parts: first the deterministic equation to be solved is cast as
a stochastic random walk problem and, subsequently, the derived problem is solved.
For generality, we will consider the case o f a d-dimensional space

The random

with spacing h > 0. Each grid point

walk takes place on a uniform grid of points in

has then 2d nearest neighbors. Each vector x = (xi, Xa, *• • , Xd) whose end rests on a grid
point, can then be expressed as:
d

(A.1)

x = '^ X iC i,

t=i
where e,- is the unit vector along the z-th axis and the coordinates x,- are all integral
multiples o f the spacing, x,- = kih, ki € Z . These relations completely specify the lattice
embedded in

We will call the set of all vectors with end points in the lattice ff**.

We now seek stochastic approximations to the solution o f the equation:

V^u(x) = - f i x ) ,
where x € À = (Q U dCl) C R^, /(x) is a known function in

(A.2)
and u takes known values

on the boundary ôfî:

u(x) = ÿ(x),

X

6 dÜ.
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We assume that a uniform lattice such as described previously has been defined. The
discrete approximation o f the Laplacian operator in

^ ±

is then:

^ „ (x ) = ±

* e

(A.4)

k = -d

t= l

fc# 0

The summation here runs over all the 2d nearest neighbors ofx, excluding x itself.
Consider now a simple, symmetric random walk that proceeds in

and starts at x

The probability that after one step the walk is at y, is:

1/(2d)

if y = x + hejb forsome A: = 1 • " d ,
(A.5)
otherwise.

0

Consider now any real function q{x) defined on

We define an operator Pi on

the set of such functions as:

Pi<z(x) = E x b ( x i) ] ,

(A.6 )

where Xi is the position o f the random walk after the first step and E% is the expectation
value along all possible ending points after the 1st step. Because of the Markovian property
of the random walk, (A.6 ) can be cast as:

A?(x) =

A(x,y)g(y),

(A.7)

y€H<i
and, with the help of (A.5):

Ag(x) =

^

ç(x + hek).
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With the help of (A.8 ), the discrete approximation of the Laplacian, (A.4), becomes:

V2u(x) =

(Pi - 1) w(x),

(A.9)

where I is the identity operator.
Finally, combining (A.9) and (A.2), the problem is reduced to finding u(x) such that
it satisfies:

(Pi - /) u(x) = -

/(x ),

X

€

(A.10)

We have thus reduced the deterministic equation (A.2) with solutions in P** to a
stochastic random walk problem (A.10) with solutions in H^. We now proceed to solve
this equation.
First, we will generalize the definition of the operator Pi, equation (A.6 ):

P

— Ex [?(^)1 ^

(A. 11)

where x^ is the position o f the walk after the n-th step, having started at x. P„ gives the
mathematical expectation value o f the fimction g(x) over all possible paths of the random
walk in n steps. Consider now the alternative ft)rm o f P„, equivalent to (A.7):

^n9(x) = Y i Pn{'x.,y)q{y),
yEff

(A.i2)

where now Pn(x, y) is the probability that the random walk starts at x and after n steps
arrives at y. The Markovian property of the random walk can now be expressed in terms
of the properties of P„:

Pn+i?(x) = P • P«q(x),
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(A. 13)
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In other words, the expectation value of g(x) along the random walk is the same whether
we perform the walk in n +

1

steps, or in n steps, stop and then perform a new walk of

only 1 step. The proof o f (A.13) follows 6 om the statistical independence o f the steps of
the random walk (the Markovian property, in other words);

in + i(x ,y ) =

Now, we consider a random walk in

(A-14)

P i(x ,z )P „ (z ,y ).

that starts at x Since the original domain of

the problem, Q, is finite by assumption, so is the lattice

embedded in 0 . Therefore

the random walk will reach the boundary dCl in a finite time, which we call r , and the
random walk will terminate.
Let now g be an arbitrary, bounded real valued fimction: u :
family of fimctions

for 0 < a <

1

R . We define the

by:

( / - aPi) q = (f>a.

(A.15)

Equation (A. 15) can be solved for q as:
OO

q(x) = ( / - a P i ) - ' 4>a =

(A.16)
n=0

But by virtue of (A.13), Pp = P„. Hence (A.16) becomes:
OO

00

?(*) =

= E;
n=0

52a’"0a(x„)

(A.17)

,n=0

Now, if r is the time (or step) at which the random walk reaches the boundary, we
can rewrite this as:
* OO

q(x) = Ex

‘t — I
—

.n=0

Ex

5 ^ « V a (X n )
.1 = 0

OO
+

(A. 18)

Ex
.1 = T
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B u t,
" OO

Ex

^

a >

OO
a ( x

„ )

(A.19)

Ex

=

.n = r

fc= o

and

Ex [0a(Xr+*)] —^ife+T0a(x) — PkPr<^a(x) — Ex [Ex,. [0a(Xfc)]] -

(A.20)

This is, once more, a statement of the Markovian property of the random walk: the
expectation value o f the function ^^(x) along the path of the walk at time r + k is the
same whether we consider the walk to proceed continuously &om time 0 to r + fc, or to
scop at time r , when the boundary is reached and, then a new walk of duration k is run.
Combining (A.18), (A.19) and (A.20), we write:
V -l

q(x) = E ,

' 00

J ^ a ”0 a (x „ )
.n=0

+ Ex

(A.21)

«"E x.
.fc=0

.

Using (A.17), this finally becomes:
r —I

q{x) = E , Y^a^(f>a{Xn)

+ Ex [a’'<z(Xr)]

(A.22)

n=0

Taking the limit ot

1 and using (A.15), we have:
T —1

g(x) = E ,

+ Ex[g(Xr)].

(A.23)

,n=0

This result is true for any discrete fimction in

provided that the random walk terminates

after a finite number o f steps, i.e. the exit time is finite.
Now, the solution to the original problem, equation (A.2), subject to the boundary
condition (A.3) is given as the sum of two terms: the homogeneous solution, Uk(x), which
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satisfies the equation;

Mft(x) = ÿ(x)

V^«fc(x) = 0 ,

X € dQ,

for

(A.24)

and a particular solution, tZp(x), satisfying:

V^Up(x) = - / ( x ) ,

ttp(x) = 0

for

X 6 dQ.

(A.25)

Applying equation (A.23) to the fimctions u^(x) and Up(x), we finally obtain:

u(x) = Ua(x) +Up(x) =

Ex | ^ / ( X n )
'
Ln=0

+ Ex[ff(Xr)]

(A.26)

We can obtain a useful result by setting / = 2d/k^ and g(x) = 0 for x € dQ:
V—1

u(x) = E ,

(A.27)

Ed)

,n=0

This remarkable result states that the expected number o f steps for a random walk
starting at x to reach the boundary is given by the solution to:

V^u(x) = —

u(x) = 0

for

X

€ dQ.

(A.28)

We will make extensive use of this &ct. Finally, comparing equation (A.26) with the
corresponding deterministic solution o f the interior Dirichlet problem [119]:

u(x) =

f

Jtt

GD{x\x!)f{x‘)dx' -

f

Jan

g(x)

dGo(xf\x!)
dn

(A.29)

where G o (x |x ') is the Green’s fimction for the Dirichlet problem (A.2) and d /d n denotes
the directional derivative along the boundary dQ, we see that we can immediately make
the following identifications:
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• The fiaction o f random walks that start at point x and end at point x ' on the boundary
is equal to —d G o {x!\x!)/dn .
• The faction o f random walks that start at point x and pass through point x^, where
x ' now is in the interior o f the domain, is simply (2 d/h^)Go(x|x^).
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A ppendix B: E xtension o f the M ain T h eo rem
We seek stochastic approximations to the solution o f the equation:

i:[«(x)] = - f i x ) ,

where x

6

Ô = (fi U dQ) C if*, /( x ) is a known function in

(B.i)

and u takes known values

on the boundary dQ:

u(x) = p(x),

X

€ dQ.

(B.2)

We assume that a uniform lattice such as described previously has been dehned The discrete
approximation o f the general elliptic operator in

is then (firom equation 5.18):

d
L[u(x)] ~ ûto(x)[ ^ Afc(x)u(x -t- hBk) - u(x)],
t= —d
fc?£0

x

6

H'^.

(B.3)

The summation here runs aver all the 2d nearest neighbors o f x , excluding x itself and
the dependence o f the coefficients in the discretization, oro(x) and Afc(x) on the starting
position,

X,

has been shown explicidy. In the two-dimensional case, equation 5.18, Qro(x)

corresponds to Oftj and A&(x) to Af_ij, Af+ij A,j_ i or A,j+ i, depending on the value of
k.

Consider now a non-simple, non-symmetric random walk that proceeds in

and

starts at x The probability that after one step the walk is at y, is:

A* if y =

X

+ hCfc for some k = 1

»d,

A ( x ,y ) = {

(B.4)
0

otherwise.
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Proceeding in an entirely analogous manner as in appendix A, we obtain the generalization
of (A.8 ):
d
Piq{y.) = ^

A&g(x4-he&).

(B.5)

k=—d

With the help of (B.5), the discrete approximation o f L, (B.3), becomes:

L[u(x)] ~ « 0 (x) (Pi - /)w (x),

(B.6 )

which is the generalization of (A.9).
Finally, combining (B.5) and (B.I), the problem is reduced to finding u(x) such that it
satisfies:

(Pi - 1) u(x) = -

/(x ),

XE

(B.7)

Again, by identical a^uments as those following (A.10), it is straightforward to write
the solution to the general elliptic problem:

+ Ex b(Xr)] .

(B.8 )

This is the generalization of (A.26) to the general elliptic problem.
Finally, fiom this it follows that the number of steps required for a random walk starting
at X to reach the boimdary is given by the solution to:

^[w(x)l = —Ofo(x),

u(x) = 0

for X €
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