Approximating Stochastic Evolution Equations with Additive White and
  Rough Noises by Cao, Yanzhao et al.
ar
X
iv
:1
60
1.
02
08
5v
3 
 [m
ath
.N
A]
  2
0 M
ar 
20
17
Approximating Stochastic Evolution
Equations with Additive White and
Rough Noises
Yanzhao Cao, Jialin Hong, and Zhihui Liu
Abstract. In this paper, we analyze Galerkin approximations
for stochastic evolution equations driven by an additive Gauss-
ian noise which is temporally white and spatially fractional with
Hurst index less than or equal to 1/2. First we regularize the noise
by the Wong-Zakai approximation and obtain its optimal order of
convergence. Then we apply the Galerkin method to discretize
the stochastic evolution equations with regularized noises. Opti-
mal error estimates are obtained for the Galerkin approximations.
In particular, our error estimates remove an infinitesimal factor
which appears in the error estimates of various numerical methods
for stochastic evolution equations in existing literatures.
1. Introduction
In this paper we consider the Galerkin approximation of the sto-
chastic evolution equation (SEE)
Lu(t, x) = b(u(t, x)) + ξ(t, x), (t, x) ∈ I ×O,(1.1)
with either homogenous Dirichlet boundary condition
u(t, 0) = u(t, 1) = 0, t ∈ I(1.2)
or Neumann boundary condition
∂xu(t, 0) = ∂xu(t, 1) = 0, t ∈ I,(1.3)
where I = [0, T ] and O = (0, 1). Here L is a second order partial
differential operator, the shift coefficient b is a real-valued Lipschitz
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continuous function, and ξ is a white-fractional noise, i.e., ξ = ∂
2W
∂t∂x
where W = {W (t, x), (t, x) ∈ I ×O} is a fractional Gaussian sheet on
a stochastic basis (Ω,F , (Ft)t∈I ,P) such that
E
[
W (s, x)W (t, y)
]
= (s ∧ t)x
2H + y2H − |x− y|2H
2
(1.4)
for all (s, x), (t, y) ∈ I ×O. Here the parameter H is called the Hurst
index. When H = 1/2, the white-fractional noise ξ becomes the stan-
dard space-time white noise.
There have been many studies on numerical approximations of SEEs
with space-time white noise or smoother noises (cf. [CP12, FLP14,
Hau03, JR15, KLM11, Kru14, WGT14, ZTRK14] and refer-
ences therein). In this paper we focus on the case when H < 1/2,
which makes the noise “rougher” than the white noise in the spatial
dimension. In some practical applications such as flows in porous me-
dia, such rough noises are more suitable to model physical properties
(cf. [CCC+13] and references therein).
Though the methodology developed in this paper is applicable to
a variety of partial differential operators, in this study, we focus on
the parabolic partial differential operator L = LI = ∂t − ∂xx, which
makes Eq. (1.1) a stochastic heat equation (SHE), and the hyperbolic
partial differential operator L = LII = ∂tt−∂xx, which makes Eq. (1.1)
a stochastic wave equation (SWE). For the SHE we impose the initial
condition u(0, x) = u0(x); for the SWE we the impose initial conditions
u(0, x) = u0(x) and ∂tu(0, x) = v0(x).
A key step of our Galerkin approximation for Eq. (1.1) is to apply
the approximation
ξ˜(t, x) =
m−1∑
i=0
n−1∑
j=0
[
1
kh
∫
Ii
∫
Oj
ξ(ds, dy)
]
χi,j(t, x), (t, x) ∈ I ×O,(1.5)
to regularize the white-factional noise ξ(t, x). Here {Ii}m−1i=0 and {Oj}n−1j=0
are uniform partitions of I and O, respectively, with grid sizes k = T/m
and h = 1/n, and χ is the usual indicator function on these partitions.
The spatial partition will also serve as the finite element mesh in the
Galerkin approximation of the SHE. We note that ξ˜ is a piecewise con-
stant process in each time-space grid Ii × Oj. In this sense (1.5) is a
Wong-Zakai type approximation for the stochastic process ξ(t, x) (see
[WZ65] for the origin of the Wong-Zakai approximation). For simplic-
ity, we call (1.5) the Wong-Zakai approximation of ξ. The Wong-Zakai
approximation is a commonly used method in the numerical study of
stochastic differential equations (cf. [MT04] and references therein).
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It has also been widely used in theoretical analysis as well as numerical
approximations of SPDEs. For instance, based on the Wong-Zakai ap-
proximation for the space-time white noise, the authors in [BMSS95]
obtained a support theorem for the law of the solution of SHEs. For
numerical solutions using the Wong-Zakai approximation, we refer to
[CYY07, CHL15, CHL17] for the finite element method for stochas-
tic elliptic equations and [ANZ98, CY07, DZ02] for SEEs.
To obtain error estimates for the Galerkin approximation of Eq.
(1.1), we first study the well-posedness and Sobolev regularity of its
mild solution (defined in Section 2). Specifically, we prove that if the
initial datum possesses finite p-th moment for p ≥ 2, then Eq. (1.1) has
a unique mild solution with uniformly bounded p-th moment. More-
over, this mild solution is in H˙β (whose definition is given in Section
2) provided u0 is in H˙
β and/or v0 is in H˙
β−1 for any β ∈ [0, H) (see
Theorem 2.2).
The main results of this study are the error estimates for both the
approximation to the exact solution of the SEE through the Wong-
Zakai approximation and the numerical solutions through Galerkin
finite element approximation for the SHE and the spectral Galerkin
approximation for the SWE. Let u be the mild solution of Eq. (1.1)
and u˜ be the mild solution of the SEE with the noise term replaced by
the Wong-Zakai approximation. Then (see Theorem 3.2) for SHE,
sup
t∈I
(
E
[
‖u(t)− u˜(t)‖p
L2
]) 1
p
≤ C
(
hH + k
1
4hH−
1
2
)
,(1.6)
and for SWE,
sup
t∈I
(
E
[
‖u(t)− u˜(t)‖p
L2
]) 1
p
≤ C
(
hH + k
1
2hH−
1
2
)
.(1.7)
Here and in the rest of the paper, C denotes a generic constant whose
value may be different at different appearances. A similar result for
the SHE driven by the space-time white noise (H = 1/2) was obtained
in [ANZ98]. There the error estimate is O(k
1
4 + hk−
1
4 ). Obviously
this error estimate coincides with ours, but only after an additional
condition on k and h is enforced. For the Galerkin finite element ap-
proximation u˜h for the SHE we have the following error estimate (see
Theorem 4.1)
sup
t∈I
(
E
[
‖u˜(t)− u˜h(t)‖pL2
]) 1
p
≤ C(hH + h 32−ǫk− 12 ),(1.8)
4 YANZHAO CAO, JIALIN HONG, AND ZHIHUI LIU
and for the spectral Galerkin approximation u˜N for the SWE we have
(see Theorem 4.2)
sup
t∈I
(
E
[
‖u˜(t)− u˜N(t)‖pL2
]) 1
p
≤ CN−1hH−1(1.9)
where N is the number of terms in the spectral approximation. We
notice that our error estimates remove a negative infinitesimal compo-
nent which appears in many error estimates for numerical solutions of
SPDES (see [ANZ98, CY07, DZ02, Yan05]).
The paper is organized as follows. In Section 2, we provide some
preliminaries about stochastic integrals with respect to white-fractional
noise with H ≤ 1/2, followed by establishing the existence and unique-
ness as well as the Sobolev regularity of the mild solution. In Section 3,
we study the regularization of the noise with Wong-Zakai approxima-
tion and derive the error estimates (1.6) and (1.7). Finally in Section
4, we apply the Galerkin approximation to spatially discretize the reg-
ularized SEEs and derive the error estimates (1.8) and (1.9).
2. Well-posedess and regularity of the SEEs
In this section, we first introduce the stochastic integral with re-
spect to the white-factional noise ξ with deterministic functions as
integrands. Then we use such integrals to define the mild solution and
establish the well-posedness and Sobolev regularity of Eq. (1.1).
2.1. Stochastic integrals with respect to the white-fractional
noise. We follow the approach of [CHL17] to define the stochastic in-
tegrals with respect to the white-fractional noise ξ. To this end, we
introduce a set E of all step functions in I ×O in the form of
f(t, x) =
M−1∑
i=0
N−1∑
j=0
fijχ(ai,ai+1]×(bj ,bj+1](t, x), (t, x) ∈ I ×O,
where 0 = a0 < a1 < · · · < aM = T and 0 = b0 < b1 < · · · < bN = 1 are
partitions of I and O, respectively, and fij ∈ R, i = 0, 1, · · · ,M − 1,
i = 0, 1, · · · , N − 1, M,N ∈ N+. For f ∈ E , we define its integral with
respect to W by the Riemann sum as∫
I
∫
O
f(s, y)ξ(ds, dy)
:=
M−1∑
i=0
N−1∑
j=0
fij
(
W (ai+1)−W (ai)
)(
W (bj+1)−W (bj)
)
,
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and for f, g ∈ E , we define their scalar product as
Ψ(f, g) := E
[(∫
I
∫
O
f(s, y)ξ(ds, dy)
)(∫
I
∫
O
g(s, y)ξ(ds, dy)
)]
.
Next we extend E through completion to a Hilbert space, denoted
by H, and define the stochastic integral for any function f ∈ H ac-
cordingly. By [BJQS15, Theorem 2.9], we have a characterization for
H:
H =
{
f is Lebesgue measurable :
∫
I
∫
O
∫
O
|f(s, x)− f(s, y)|2
|x− y|2−2H dxdyds
+
∫
I
∫
O
f 2(s, x)
(
x2H−1 + (1− x)2H−1
)
dxds <∞
}
and the following Itoˆ isometry (cf. [BJQS15, CHL17]).
Theorem 2.1. For all f, g ∈ H,
E
[(∫
I
∫
O
f(s, y)ξ(ds, dy)
)(∫
I
∫
O
g(s, y)ξ(ds, dy)
)](2.1)
=
H(1− 2H)
2
∫
I
∫
O
∫
O
(
f(s, x)− f(s, y))(g(s, x)− g(s, y))
|x− y|2−2H dxdyds
+H
∫
I
∫
O
f(s, x)g(s, x)
(
x2H−1 + (1− x)2H−1
)
dxds.
We remark that in the case of space-time white noise, i.e., H = 1/2,
(2.1) becomes the Itoˆ isometry for space-time white noise:
E
[(∫
I
∫
O
f(s, y)ξ(ds, dy)
)(∫
I
∫
O
g(s, y)ξ(ds, dy)
)]
=
∫
I
∫
O
f(s, y)g(s, y)dyds.
We will frequently use the following inequalities about the Lebesgue
integrals of the singular kernels associated with the fractional Brownian
motion (see [CHL17], Lemma 2.2 and Lemma 2.3):
n−1∑
j=0
∫
Oj
∫
Oj
|y − z|2H−1dydz ≤ Ch2H ,(2.2)
∑
j 6=l
∫
Oj
∫
Ol
|y − z|2H−2dydz ≤ Ch2H−1.(2.3)
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2.2. Well-posedness and Sobolev regularity. In this subsec-
tion, we study the existence and unique of the mild solution and its
regularity for Eq. (1.1). The mild solution is defined by the Green’s
function for the given partial differential operator L which we define
as follow. Let {(λα, ϕα)}α∈N+ , be the eigensystem of the negative
Laplacian −∆. Under Dirichlet condition (1.2), it is given by
λα := (απ)
2, ϕα(x) :=
√
2 sin(
√
λαx), x ∈ O, α ∈ N+.
In this paper, all discussions are concerned with the Dirichlet condi-
tion (1.2). However, the main results are also valid for the Neumann
condition (1.3) since the main estimates about λα in Lemma 2.1 also
hold for ψα(·) :=
√
2 cos(
√
λα·), α ∈ N+, which are eigenfunctions cor-
responding to the eigenvalues λα of −∆ with the Neumann boundary
condition.
With the above eigensystem, the Green’s function for L can be
represented as (cf. [Duf15])
Gt(x, y) =
∞∑
α=1
φα(t)ϕα(x)ϕα(y), t ∈ I, x, y ∈ O,(2.4)
where φα(t) = e
−λαt for SHE and φα(t) =
sin(
√
λαt)√
λα
for SWE, t ∈ I.
For convenence, we set φα(t− s) = 0, and thus Gt−s(x, y) = 0, for any
0 ≤ t < s ≤ T and x, y ∈ O.
Denote by S the stochastic convolution
S(t, x) :=
∫ t
0
∫
O
Gt−s(x, y)ξ(ds, dy), (t, x) ∈ I ×O.(2.5)
Then the mild solution u of Eq. (1.1) is defined as the solution of the
following stochastic integral equation (cf. [Dal09]):
u(t, x) = ω(t, x) +
∫ t
0
∫
O
Gt−s(x, y)b(u(s, y))dsdy+ S(t, x)(2.6)
for all (t, x) ∈ I ×O, where ω is the solution of the deterministic evo-
lution equation Lu = 0 with the same initial and boundary conditions,
i.e., for SHE,
ω(t, x) =
∫
O
Gt(x, y)u0(y)dy, (t, x) ∈ I ×O,
and for SWE,
ω(t, x) =
∫
O
Gt(x, y)v0(y)dy +
∫
O
∂Gt(x, y)
∂t
u0(y)dy, (t, x) ∈ I ×O.
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The following lemma will be frequently used in the derivation of
the regularity for the mild solution and in the error estimates of the
Wong-Zakai approximation.
Lemma 2.1. (i). For any y, z ∈ R, there exists a constant C
such that
∞∑
k=1
|ϕα(y)− ϕα(z)|2
λα
≤ C|y − z|,
∞∑
k=1
|ψα(y)− ψα(z)|2
λα
≤ C|y − z|.
(2.7)
Moreover, for any κ ∈ (1/2, 3/2), there exists a constant C =
C(κ) such that
∞∑
k=1
|ϕα(y)− ϕα(z)|2
λκα
≤ C|y − z|2κ−1,
∞∑
k=1
|ψα(y)− ψα(z)|2
λκα
≤ C|y − z|2κ−1.
(2.8)
(ii). For any H < 1/2 and any α ∈ N+, there exists a constant
C = C(H) such that∫
O
∫
O
|ϕα(y)− ϕα(z)|2
|y − z|2−2H dydz ≤ Cλ
1
2
−H
α .(2.9)
(iii). For any t > 0 and any y, z ∈ R, there exists a constant C =
C(T ) such that
∞∑
α=1
|ϕα(y)− ϕα(z)|2
(∫ t
0
φ2α(t− s)ds
)
≤ C|y − z|.(2.10)
(iv). For any y, z ∈ O, there exists a constant C = C(T ) such that∫
I
∫
O
|Gt−s(x, y)−Gt−s(x, z)|2dxds ≤ C|y − z|.(2.11)
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Proof. (i). For any x, y ∈ R,
∞∑
α=1
|ϕα(y)− ϕα(z)|2
λα
≤
∞∑
α=1
8 ∧ 2λα|y − z|2
λα
≤
∫ ∞
0
8
π2u2
∧ 2|y − z|2du
≤
∫ 2
π|y−z|
0
2|y − z|2du+
∫ ∞
2
π|y−z|
8
π2u2
du =
8|y − z|
π
.
This proves the first inequality of (2.7). The proof of the second in-
equality and (2.8) are analogous.
(ii). Let u = απy and v = απz. Then∫
O
∫
O
|ϕα(y)− ϕα(z)|2
|y − z|2−2H dydz
=
2
λHα
∫ √λα
0
∫ √λα
0
(sin u− sin v)2
|u− v|2−2H dudv.(2.12)
Set K1 = {(u, v) ∈ [0,
√
λα]
2 : |u − v| ≤ 1} and K2 = {(u, v) ∈
[0,
√
λα]
2 : |u− v| > 1}. It is easy to see that∫
K1
| sin u− sin v|2
|u− v|2−2H dudv ≤
∫
K1
|u− v|2Hdudv ≤ 2
√
λα − 1.
On the other hand, since (sin u− sin v)2 ≤ 4 when (u, v) ∈ K2, we have
that ∫
K2
| sinu− sin v|2
|u− v|2−2H dudv
≤ 4
∫ √λα
0
[ ∫ v−1
0
(v − u)2H−2du+
∫ √λα
v+1
(u− v)2H−2du
]
dv
=
4
H(1− 2H)λ
H
α .
From the the above two estimates and (2.12) we obtain∫
O
∫
O
|ϕα(y)− ϕα(z)|2
|y − z|2−2H dydz ≤ 4λ
1
2
−H
α +
8
H(1− 2H) ≤ Cλ
1
2
−H
α ,
which is (2.9).
(iii). Direct calculations yield∫ t
0
φ2α(t− s)ds =
{
1−e−2λαt
2λα
, for SHE,√
λαt−sin(2
√
λαt)
2λ
3/2
α
, for SWE.
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It follows from (2.7) that
∞∑
α=1
(∫ t
0
φ2α(t− s)ds
)
|ϕα(y)− ϕα(z)|2
≤ C
∞∑
α=1
|ϕα(y)− ϕα(z)|2
λα
≤ C|y − z|,
which proves (2.10).
(iv). By (2.4) and orthogonality of φα, we have∫
I
∫
O
|Gt−s(x, y)−Gt−s(x, z)|2dxds
=
∞∑
α=1
(∫
I
φ2α(t− s)ds
)
|ϕα(y)− ϕα(z)|2.
Then (2.11) follows immediately from (2.10). 
Denote by H˙β = H˙β(O) the usual intepolation space with its norm
defined by ‖ · ‖β := ‖(−∆)β2 · ‖L2 , β ∈ R. In particular, H˙0 = L2. We
have the following well-posedness and Sobolev regularity of Eq. (1.1).
Theorem 2.2. Let p ≥ 2 and β ∈ [0, H). Assume that u0 ∈
L
p(Ω; H˙β) and v0 ∈ Lp(Ω; H˙β−1). Then Eq. (1.1) associated with
Dirichlet condition (1.2) or Neumann condition (1.3) with initial data
u0 and/or v0 has a unique mild solution u defined by (2.6). Further-
more, there exists a constant C = C(p, T,H) such that for SHE,
E
[
sup
t∈I
‖u(t)‖pβ
]
≤ C
(
1 + E
[
‖u0‖pβ
])
.(2.13)
and for SWE,
E
[
sup
t∈I
‖u(t)‖pβ
]
≤ C
(
1 + E
[
‖u0‖pβ
]
+ E
[
‖v0‖pβ−1
])
.(2.14)
Proof. Substituting (2.4) for Gt−s(x, y), using the fact that S(t)
is a Gaussian random field, and applying the Itoˆ isometry (2.1), we
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obtain
E
[
‖S(t)‖p
L2
]
≤ C
[(∫
O
∫
O
∞∑
α=1
|ϕα(y)− ϕα(z)|2
( ∫ t
0
φ2α(t− s)ds
)
|y − z|2−2H dydz
+
(∫
O
(
y2H−1 + (1− y)2H−1
)
dy
)( ∞∑
α=1
(∫ t
0
φ2α(t− s)ds
))] p2
,
where C is a constant depending only on p and H . By the estimation
(2.10) and the facts that∫
O
∫
O
|y − z|2H−1dydz = 1
(H + 1)(2H + 1)
,∫
O
(
y2H−1 + (1− y)2H−1
)
dy =
1
H
,
we have
E
[
‖S(t)‖p
L2
]
≤ C
[
1 +
∞∑
α=1
(∫ t
0
φ2α(t− s)ds
)] p
2
For SHE, simple calculations yield that
∞∑
α=1
(∫ t
0
φ2α(t− s)ds
)
=
∞∑
α=1
1− e−2λαt
2λα
≤
√
t
2π
,
and for SWE we have
∞∑
α=1
(∫ t
0
φ2α(t− s)ds
)
=
∞∑
α=1
2
√
λαt− sin(2
√
λαt)
2λ
3/2
α
<∞.
This shows that E
[‖S(t)‖p
L2
]
< ∞, which in turn ensures the exis-
tence of the unique mild solution of Eq. (1.1) as well as moments’
uniform boundedness through the standard Picard iteration argument
(cf. [Dal09] or [HL16, Theorem 3.1]).
It remains to show (2.13) and (2.14). By the orthogonality and uni-
form boundedness of ϕα and Itoˆ isometry (2.1), there exists a constant
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C = C(p,H) such that
E
[
sup
t∈I
‖S(t)‖pβ
]
≤ C
( ∞∑
α=1
(
E
[
sup
t∈I
∣∣∣∣ ∫ t
0
∫
O
λ
β
2
αφα(t− s)ϕα(y)ξ(ds, dy)
∣∣∣∣2])
) p
2
≤ C sup
t∈I
[ ∞∑
α=1
λβα
(∫ t
0
φ2α(t− s)ds
)(∫
O
∫
O
|ϕα(y)− ϕα(z)|2
|y − z|2−2H dydz
)] p2
+ C sup
t∈I
[(∫
O
(
y2H−1 + (1− y)2H−1
)
dy
) ∞∑
α=1
λβα
(∫ t
0
φ2α(t− s)ds
)] p2
: = S1 + S2.
For S1, the inequality (2.9) yields
S1 ≤ C sup
t∈I
[ ∞∑
α=1
λ
β−H+ 1
2
α
(∫ t
0
φ2α(t− s)ds
)] p2
≤ C
( ∞∑
α=1
λ
β−H− 1
2
α
) p
2
,
which converges if and only if β < H . The second term S2 can be
estimated as
S2 ≤ C sup
t∈I
[ ∞∑
α=1
λβα
(∫ t
0
φ2α(t− s)ds
)] p2
≤ C
( ∞∑
α=1
λβ−1α
) p
2
,
which is finite if and only if β < 1/2. Therefore, for any β ∈ [0, H) we
have
E
[
sup
t∈I
‖S(t)‖pβ
]
<∞.
Since b is Lipschitz continuous, the standard arguments imply (2.13)
and (2.14). 
We remark that well-posedness results were recently established
for H > 1/4 in [BJQS15] for linear (b = 0) SEEs whose diffusion
coefficient is given by an affine function σ(u) = a1u+a2 with a1, a2 ∈ R,
and in [HHL+15] for linear SHE where σ(u) is differentiable with a
Lipschitz derivative and σ(0) = 0. We also note that the authors in
[HL16] proved the optimal Ho¨lder regularity for the solution of Eq.
(1.1) in real line, i.e., (t, x) ∈ I × R.
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3. Wong-Zakai approximations
In this section, we regularize the white-fractional noise ξ through
the Wong-Zakai approximation and establish the rate of convergence
of the approximate mild solution of the SEE with ξ replaced by its
Wong-Zakai approximation.
First we recall the Wong-Zakai approximation described in Section
1. For partitions {Ii = (ti, ti+1], ti = ik, i = 0, 1, · · · , m − 1} and
{Oj = (xj, xj+1], xj = jh, j = 0, 1, · · · , n − 1} of I and O, with
k = T/m and h = 1/n, the Wong-Zakai approximation to ξ(t, x) is
given by
ξ˜(t, x) =
m−1∑
i=0
n−1∑
j=0
[
1
kh
∫
Ii
∫
Oj
ξ(ds, dy)
]
χi,j(t, x), (t, x) ∈ I ×O.(3.1)
It is easy to see from Itoˆ isometry (2.1) that ξ˜(t) ∈ H a.s., for any
t ∈ I, moreover, for any p ≥ 2, there exists a constant C = C(p, T,H)
such that
sup
t∈I
(
E
[
‖ξ˜(t)‖p
L2
]) 1
p
≤ Ck− 12h− 12 .(3.2)
Now we consider the regularized SEE with ξ replaced by ξ˜ in Eq. (1.1):
Lu˜(t, x) = b(u˜(t, x)) + ξ˜(t, x), (t, x) ∈ I ×O,(3.3)
with same initial and boundary values. Similarly to (2.6), we define
the mild solution of (3.3) as u˜ such that
u˜(t, x) = ω(t, x) +
∫ t
0
∫
O
Gt−s(x, y)b(u˜(s, y))dsdy + S˜(t, x)(3.4)
for all (t, x) ∈ I ×O, where S˜ denotes the approximate convolution:
S˜(t, x) :=
∫ t
0
∫
O
Gt−s(x, y)ξ˜(s, y)dsdy, (t, x) ∈ I ×O.(3.5)
Using (3.1) we can rewrite S˜(t, x) as a stochastic integral:
S˜(t, x) =
∫
I
∫
O
Gm,nt,s (x, y)dW (s, y), (t, x) ∈ I ×O,
where
Gm,nt,s (x, y) =
m−1∑
i=0
n−1∑
j=0
χi,j(s, y)
kh
∫
Ii
∫
Oj
Gt−τ (x, z)dτdz
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for (t, x), (s, y) ∈ I ×O. As a result,
S(t, x)− S˜(t, x) =
∫
I
∫
O
(
Gt−s(x, y)−Gm,nt,s (x, y)
)
ξ(ds, dy),
where (t, x) ∈ I ×O.
In what follows, we derive an error estimate for the Wong-Zakai
approximation of ξ and then establish the convergence rate of the mild
solution u˜ of (3.3) to the mild solution u of (1.1) in terms of k and h.
For this purpose we define, for t ∈ I,
Ψα(t) : =
m−1∑
i=0
∫
Ii
[ ∫
Ii
(
φα(t− s)− φα(t− τ)
)
dτ
]2
ds,
Υα(t) : =
m−1∑
i=0
∫
Ii
∫
Ii
φα(t− s)
(
φα(t− s)− φα(t− τ)
)
dτds.
The following estimations are frequently used in our analysis.
Lemma 3.1. Let φα, α ∈ N+ be the basis functions related to SHE.
Then there exists a constant C = C(T,H) such that
sup
t∈I
∞∑
α=1
Ψα(t) ≤ Ck 52 , sup
t∈I
∞∑
α=1
Υα(t) ≤ Ck 32 .(3.6)
Proof. Let M be the integer such that t ∈ [tM−1, tM). Define for
i ∈ [0,M − 1],
Ψαi (t) :=
∫
Ii
[∫
Ii
(
φα(t− s)− φα(t− τ)
)
dτ
]2
ds.
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Then Ψαi (t) =
∫
Ii
[ ∫
Ii
∫ s
τ
λαe
−λα(t−u)dudτ
]2
ds. When i ∈ [0,M − 2],
Ψαi (t) ≤
∫
Ii
[ ∫
Ii
∫ s∨τ
ti
λαe
−λα(t−u)dudτ
]2
ds
≤ 2
∫
Ii
[ ∫
Ii
∫ s
ti
λαe
−λα(t−u)dudτ
]2
ds
+ 2
∫
Ii
[ ∫
Ii
∫ τ
ti
λαe
−λα(t−u)dudτ
]2
ds
≤ 4k2
∫
Ii
[ ∫ s
ti
λαe
−λα(t−u)du
]2
ds
≤ 2k2 (1− e
λαk)2(1− e2λαk)
λα
e−2λα(t−ti).
Summing up Ψαi (t) from 0 to M − 2, we obtain
M−2∑
i=0
Ψαi (t) ≤ 2k2
(1− eλαk)2
λα
.
On the other hand,
ΨαM−1(t) =
∫ t
tM−1
[ ∫ t
tM−1
∫ s
τ
λαe
−λα(t−u)dudτ +
∫ tM
t
e−λα(t−s)dτ
]2
ds
+
∫ tM
t
[ ∫ t
tM−1
e−λα(t−τ)dτ
]2
ds := ΨαM−1,1(t) + Ψ
α
M−1,2(t).
The first term ΨαM−1,1(t) has the estimation:
ΨαM−1,1(t) ≤ 2
∫ t
tM−1
[ ∫ t
tM−1
∫ s
τ
λαe
−λα(t−u)dudτ
]2
ds
+
1− e−2λα(t−tM−1)
λα
k2.
Similar to the analysis and calculations for Ψαi (t), i ∈ [0,M − 2], the
first term on the right hand side above can be controlled by
2
∫ t
tM−1
[ ∫ t
tM−1
∫ s
τ
λαe
−λα(t−u)dudτ
]2
ds
≤ 8k2
∫ t
tM−1
[ ∫ s
tM−1
λαe
−λα(t−τ)dτ
]2
ds
≤ 4k2 (1− e
2λαk)3
λα
.
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As a result,
ΨαM−1,1(t) ≤ 4k2
[1− e2λαk]3
λα
+
1− e−2λα(t−tM−1)
λα
k2 ≤ 5k2 1− e
2λαk
λα
.
Since 1− e−x ≤ x for any x ≤ 0,
ΨαM−1,2(t) =
∫ tM
t
[ ∫ t
tM−1
e−λα(t−τ)dτ
]2
ds =
(1− e−2λα(t−tM−1))2
λα
k
≤ 1− e
−2λα(t−tM−1)
λα
k2 ≤ 1− e
2λαk
λα
k2.
Therefore, ΨαM−1(t) ≤ 6k2 1−e
2λαk
λα
. As a consequence,
∞∑
α=1
Ψα(t) ≤ 8k2
∞∑
α=1
1− φα(2k)
λα
≤ Ck 52 .
Define for i ∈ [0,M − 1],
Υαi (t) :=
∫
Ii
∫
Ii
φα(t− s)
(
φα(t− s)− φα(t− τ)
)
dτds.
When i ∈ [0,M − 2], Similar to the arguments for Ψαi (t), we have
Υαi (t) =
∫
Ii
e−λα(t−s)
[ ∫
Ii
∫ τ
s
λαe
−λα(t−u)dudτ
]
ds
≤
∫
Ii
e−λα(t−s)
[ ∫
Ii
∫ s
ti
λαe
−λα(t−u)dudτ
]
ds
+
∫
Ii
e−λα(t−s)
[ ∫
Ii
∫ τ
ti
λαe
−λα(t−u)dudτ
]
ds
≤ 2k
(
1− e−λαk
)(∫
Ii
e−2λα(t−s)ds
)
.
Summing up Υαi (t) both for i from 0 to M − 2 and α ∈ N+, we obtain
∞∑
α=1
M−2∑
i=0
Υαi (t) ≤ k
∞∑
α=1
1− e−λαk
λα
≤ Ck 32 .
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On the other hand,
ΥαM−1(t) =
∫ t
tM−1
∫ t
tM−1
φα(t− s)
(
φα(t− s)− φα(t− τ)
)
dτds
+
∫ t
tM−1
∫ tM
t
φα(t− s)dτds
= (t− tM−1)
(∫ t
tM−1
φ2α(t− s)ds
)
−
(∫ t
tM−1
φα(t− s)ds
)2
+ (tM − t)
(∫ t
tM−1
φα(t− s)ds
)
≤ (t− tM−1)
(∫ t
tM−1
φ2α(t− s)ds
)
+ (tM − t)
(∫ t
tM−1
φα(t− s)ds
)
.
Thus
∞∑
α=1
ΥαM−1(t) ≤ k
∞∑
α=1
(
1− e−2λα(t−tM−1)
2λα
)
+ k
∞∑
α=1
(
1− e−λα(t−tM−1)
λα
)
≤ Ck 32 ,
which completes the proof of (3.6). 
Following the same arguments as in the above lemma, we have the
following estimations for SWE.
Lemma 3.2. Let φα, α ∈ N+ be the basis functions related to SWE.
Then there exists a constant C = C(T,H) such that
sup
t∈I
∞∑
α=1
Ψα(t) ≤ Ck3, sup
t∈I
∞∑
α=1
Υα(t) ≤ Ck2.(3.7)
Applying Itoˆ isometry (2.1) and the above two lemmas, we have
the following estimate for the error between the convolution S and S˜
given by (2.5) and (3.5), respectively.
Theorem 3.1. For p ≥ 2, there exists a constant C = C(p, T,H)
such that for SHE,
sup
t∈I
(
E
[
‖S(t)− S˜(t)‖p
L2
]) 1
p ≤ C(hH + k 14hH− 12 )(3.8)
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and for SWE,
sup
t∈I
(
E
[
‖S(t)− S˜(t)‖p
L2
]) 1
p ≤ C(hH + k 12hH− 12 ).(3.9)
Proof. We only prove (3.8) for p = 2, the other cases can be
handled by the fact that S − S˜ is a Gaussian field. By Itoˆ isometry
(2.1),
E
[
‖S(t)− S˜(t)‖2
L2
]
=
H(1− 2H)
2
I1(t) +HI2(t),
where
I1(t) =
∫
I
∫
O
∫
O
∫
O
|Gt−s(x, y)−Gm,nt−s (x, y)−Gt−s(x, z) +Gm,nt−s (x, z)|2
|y − z|2H−2dxdydzds,
I2(t) =
∫
I
∫
O
∫
O
|Gt−s(x, y)−Gm,nt−s (x, y)|2
(
y2H−1 + (1− y)2H−1
)
dxdyds.
For the first term, we have
I1(t) =
n−1∑
j=0
∫
Oj
∫
Oj
∫
I
∫
O |Gt−s(x, y)−Gt−s(x, z)|2dxds
|y − z|2−2H dydz
+
1
(kh)2
m−1∑
i=0
∑
j 6=l
∫
O
∫
Ii
∫
Oj
∫
Ol[(∫
Ii
∫
Oj
(
Gt−s(x, y)−Gt−τ (x, r)
)
drdτ
)
|y − z|2H−2
×
(∫
Ii
∫
Ol
(
Gt−s(x, z)−Gt−τ (x, r)
)
drdτ
)]
dydzdsdx
=: I11(t) + I12(t).
By (2.11) and (2.2), we have
I11(t) ≤ C
n−1∑
j=0
∫
Oj
∫
Oj
|y − z|2H−1dydz ≤ Ch2H .
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Applying Ho¨lder inequality repetitively and Fubini theorem, we obtain
I12(t) =
1
(kh)2
m−1∑
i=0
∑
j 6=l
∞∑
α=1
∫
Ii
∫
Oj
∫
Ol
[
|y − z|2H−2(∫
Ii
∫
Oj
[
φα(t− s)ϕα(y)− φα(t− τ1)ϕα(r1)
]
dτ1dr1
)
(∫
Ii
∫
Ol
[
φα(t− s)ϕα(z)− φα(t− τ2)ϕα(r2)
]
dτ2dr2
)]
dydzds
=: I121(t) + I122(t) + I123(t) + I124(t),
where
I121(t) =
1
h2
∑
j 6=l
∞∑
α=1
(∫ t
0
φ2α(t− s)ds
)(∫
Oj
∫
Ol
|y − z|2H−2dydz
)
(∫
Oj
[ϕα(y)− ϕα(r1)]dr1
)(∫
Ol
[ϕα(z)− ϕα(r2)]dr2
)
,
I122(t) =
1
(kh)2
∑
j 6=l
(∫
Oj
∫
Ol
|y − z|2H−2dydz
)
[ ∞∑
α=1
Ψα(t)
(∫
Oj
ϕα(r1)dr1
)(∫
Ol
ϕα(r2)dr2
)]
,
I123(t) =
1
kh2
∞∑
α=1
Υα(t)
(∫
Ol
ϕα(r2)dr2
)
(∑
j 6=l
∫
Oj
∫
Ol
∫
Oj
ϕα(y)− ϕα(r1)
|y − z|2−2H dr1dydz
)
,
I124(t) =
1
kh2
∞∑
α=1
Υα(t)
(∫
Oj
ϕα(r1)dr1
)
(∑
j 6=l
∫
Oj
∫
Ol
∫
Ol
ϕα(z)− ϕα(r2)
|y − z|2−2H dr2dydz
)
.
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By Young’s inequality, estimates (2.10) and (2.3), we have that
|I121(t)|
≤ C
h2
∑
j 6=l
∫
Oj
∫
Ol
∫
Oj
∞∑
α=1
|ϕα(y)− ϕα(r1)|2
( ∫ t
0
φ2α(t− s)ds
)
dr1
|y − z|2−2H dydz
≤ C
h2
∑
j 6=l
∫
Oj
∫
Ol
∫
Oj
∫
Ol
(|y − r1|+ |z − r2|)dr1dr2
|y − z|2−2H dydz
≤ Ch
∑
j 6=l
∫
Oj
∫
Ol
|y − z|2H−2dydz ≤ Ch2H .
From (3.6) and (2.3), we have, for the second term I122(t),
|I122(t)| ≤ C 1
k2
( ∞∑
α=1
Ψα(t)
)(∑
j 6=l
∫
Oj
∫
Ol
|y − z|2H−2dydz
)
≤ Ck−2h2H−1
( ∞∑
α=1
Ψα(t)
)
≤ C(h2H + k 12h2H−1).
By (3.6), we have, for the third term I123(t),
|I123(t)| ≤ C
kh
∑
j 6=l
∫
Oj
∫
Ol
∞∑
α=1
Υα(t)
( ∫
Oj
(
ϕα(y)− ϕα(r1)
)
dr1
)
|y − z|2−2H dydz
≤ C
k
( ∞∑
α=1
Υα(t)
)(∑
j 6=l
∫
Oj
∫
Ol
|y − z|2H−2dydz
)
≤ C(h2H + k 12h2H−1).
Analogously, the last term I124(t) satisfies
|I124(t)| ≤ C(h2H + k 12h2H−1).
The above four estimates yield
|I12(t)| ≤ C(h2H + k 12h2H−1).
Combining the estimations of I11 and I12, we get
|I1(t)| ≤ C(h2H + k 12h2H−1).(3.10)
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Next we estimate I2. Young’s inequality yields
I2(t) ≤ C
(kh)2
m−1∑
i=0
n−1∑
j=0
[∫
O
∫
Ii
∫
Oj
(
y2H−1 + (1− y)2H−1
)
∣∣∣∣ ∫
Ii
∫
Oj
(
Gt−s(x, y)−Gt−s(x, z)
)
dzdτ
∣∣∣∣2
]
dsdydx
+
C
(kh)2
m−1∑
i=0
n−1∑
j=0
[∫
O
∫
Ii
∫
Oj
(
y2H−1 + (1− y)2H−1
)
∣∣∣∣ ∫
Ii
∫
Oj
(
Gt−s(x, z)−Gt−τ (x, z)
)
dzdτ
∣∣∣∣2
]
dsdydx
=: I21(t) + I22(t).
By (2.4), orthogonality of φα, and (2.10), we have
I21(t) =
C
h2
n−1∑
j=0
∫
Oj
[ ∞∑
α=1
(∫ t
0
φ2α(t− s)ds
)
(∫
Oj
|ϕα(y)− ϕα(z)|dz
)2(
y2H−1 + (1− y)2H−1
)]
dy
≤ C
h
n−1∑
j=0
∫
Oj
∫
Oj
([ ∞∑
α=1
(∫ t
0
φ2α(t− s)ds
)
|ϕα(y)− ϕα(z)|2
]
(
y2H−1 + (1− y)2H−1
))
dydz
≤ C
h
n−1∑
j=0
∫
Oj
∫
Oj
|y − z|
(
y2H−1 + (1− y)2H−1
)
dydz ≤ Ch.
Similarly, for E22(t), by (3.6), we have
I22(t) =
C
(kh)2
n−1∑
j=0
∞∑
α=1
Ψα(t)
[ ∫
Oj
∣∣∣∣ ∫Oj ϕα(z)dz
∣∣∣∣2(
y2H−1 + (1− y)2H−1
)
dy
]
≤ C
k2
[∫
O
(
y2H−1 + (1− y)2H−1
)
dy
][ ∞∑
α=1
Ψα(t)
]
≤ Ck 12 .
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It follows from the above two estimates that
I2(t) ≤ C(h+ k 12 ).(3.11)
Combining (3.10) and (3.11), we obtain (3.8). 
Now we are ready to estimate the error between the exact solution
u of Eq. (1.1) and the approximate solution u˜ of Eq. (3.3).
Theorem 3.2. Let p ≥ 2. Assume that u0 ∈ Lp(Ω;L2) and v0 ∈
L
p(Ω; H˙−1). Let u and u˜ be the mild solutions of Eq. (1.1) and Eq.
(3.3), respectively. Then there exists a constant C = C(p, T,H, u0, v0)
such that for SHE,
sup
t∈I
(
E
[
‖u(t)− u˜(t)‖p
L2
]) 1
p
≤ C(hH + k 14hH− 12 )(3.12)
and for SWE,
sup
t∈I
(
E
[
‖u(t)− u˜(t)‖p
L2
]) 1
p
≤ C(hH + k 12hH− 12 ).(3.13)
Proof. By Theorem 3.1 and the Lipschitz continuity of the drift
coefficient function b, it suffices to prove that
E
[
‖u(t)− u˜(t)‖p
L2
]
≤ CE
[
‖S(t)− S˜(t)‖p
L2
]
.(3.14)
Subtracting (3.4) from (2.6), we get
u(t, x)− u˜(t, x) =
∫ t
0
∫
O
Gt−s(x, y)
(
b(u(s, y))− b(u˜(s, y))
)
dsdy
+ S(t, x)− S˜(t, x).
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Taking L2-norm and then the expectation in the above equation, we
have
E
[
‖u(t)− u˜(t)‖p
L2
]
≤ CE
[∥∥∥∥ ∫ t
0
∫
O
Gt−s(·, y)
(
b(u(s, y))− b(u˜(s, y))
)
dsdy
∥∥∥∥p
L2
]
+ CE
[
‖S(t)− S˜(t)‖p
L2
]
≤ CE
[(∫ t
0
∞∑
α=1
φ2α(t− s)(ϕα, u(s)− u˜(s))2ds
) p
2
]
+ CE
[
‖S(t)− S˜(t)‖p
L2
]
≤ C
∫ t
0
(
sup
α∈N+
φpα(t− s)
)
E
[
‖u(s)− u˜(s)‖p
L2
]
ds
+ CE
[
‖S(t)− S˜(t)‖p
L2
]
.
Since sup
t∈I
sup
α∈N+
|φα(t)| ≤ 1, we obtain (3.14) by Gronwall’s inequality.

Remark 3.1. (i) If ξ reduces to the space-time white noise, i.e.,
H = 1/2, then for SHE we have
sup
t∈I
(
E
[
‖u(t)− u˜(t)‖p
L2
]) 1
p
≤ C(h 12 + k 14 ),
and for SWE we have
sup
t∈I
(
E
[
‖u(t)− u˜(t)‖p
L2
]) 1
p
≤ C(h 12 + k 12 ),
which shows that u˜ converges to u as h, k → 0+ without any restric-
tion on h and k. This estimation for SHE improves related result in
[ANZ98, Theorem 2.3] where the authors proved the convergence of
-Zakai approximation under the assumption that h/k
1
4 → 0:
sup
t∈I
(
E
[
‖u(t)− u˜(t)‖2
L2
]) 1
2
≤ C(k 14 + hk− 14 ).
Similar result for SWE had also been established in [CY07, Theorem
2].
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(ii) When H < 1/2, the Wong-Zakai approximation converges only
if k/h2−4H → 0 for SHE and k/h1−2H → 0 for SWE. Moreover, the
convergence rate is optimal if we set k = h2 for SHE and k = h for
SWE:
sup
t∈I
(
E
[
‖u(t)− u˜(t)‖p
L2
]) 1
p
≤ ChH .
(iii) In many literatures (see [KLS10, Yan05] for examples), the
order of convergence of various numerical discretizations for SEEs in-
cludes a negative infinitesimal component ǫ. Our results remove this
factor.
4. Galerkin approximations for regularized equations
In this section, we apply the Galerkin methods to spatially dis-
cretize the regularized equation (3.3) and conduct the error estimates.
Specifically, we apply the Galerkin finite element method to discretize
the regularized SHE and the spectral Galerkin method to discretize the
regularized SWE.
4.1. Galerkin finite element method for regularized SHE.
Let Vh ⊂ H˙1 be a family of linear finite element spaces, i.e., Vh consists
of continuous piecewise affine polynomials with respect to the same
partition {Oj}n−1i=0 of O as in Section 3. To introduce the finite element
formulation for the regularized SHE (3.3), we use Ph : L
2 → Vh to
denote the orthogonal projection operator defined by (Phu, v) = (u, v)
for any u ∈ L2 and v ∈ Vh, and Rh : L2 → Vh to denote the Ritz
projection operator defined by (∇Rhu,∇v) = (∇u,∇v) for any u ∈ H˙1
and v ∈ Vh, where (·, ·) denotes the inner product in L2. Then the
semidiscrete Galerkin finite element approximation for Eq. (3.3) is to
find an u˜h ∈ Vh such that u˜h(0) = Phu0 and for any t > 0,
du˜h(t) = ∆hu˜h(t)dt+ Ph
(
b(u˜h(t)) + ξ˜(t)
)
dt,(4.1)
where ∆h is the discrete analogue of Dirichlet Laplacian defined by
(−∆hu, v) = (∇u,∇v) for any u, v ∈ Vh.
Define E(t) = et∆ and Eh(t) = e
t∆h for t ≥ 0. Then Eq. (3.3) and
Eq. (4.1) admit unique mild solutions
u(t) = E(t)u0 +
∫ t
0
E(t− s)
(
b(u˜(s)) + ξ˜(s)
)
ds, t ∈ I(4.2)
24 YANZHAO CAO, JIALIN HONG, AND ZHIHUI LIU
and respectively,
u˜h(t) = Eh(t)Phu0 +
∫ t
0
Eh(t− s)Ph
(
b(u˜h(s)) + ξ˜(s)
)
ds, t ∈ I.
(4.3)
We note that the solution of homogenous equation ∂tu = ∆u under
the Dirichlet boundary condition (1.2) with initial data v is smooth
for positive time due to the fact that the solution operator E(t) of the
initial value problem is an analytic semigroup satisfying (cf. [Tho06,
Lemma 3.2])
‖E(t)v‖β ≤ Ct−
β−α
2 ‖v‖α, t > 0, 0 ≤ α ≤ β.(4.4)
Define Fh(t) := E(t)−Eh(t)Ph. The following error estimate will play
an important role in our error analysis (cf. [Tho06], Theorem 3.5):
‖Fh(t)v‖L2 ≤ Chβt−
β−α
2 ‖v‖α, t > 0, 0 ≤ α ≤ β ≤ 2.(4.5)
Theorem 4.1. Let p ≥ 2. Assume that u0 ∈ Lp(Ω; H˙H). Then for
any ǫ > 0, there exists a constant C = C(p, T,H, u0) such that
sup
t∈I
(
E
[
‖u˜(t)− u˜h(t)‖pL2
]) 1
p
≤ C
(
hH + ǫ−1h
3
2
−ǫk−
1
2
)
.(4.6)
Proof. Denote by eh(t) := u˜(t) − u˜h(t). Subtracting (4.2) from
(4.3), we have
eh(t) = Fh(t)u0 +
∫ t
0
Fh(t− s)ξ˜(s)ds+
∫ t
0
Fh(t− s)b(u˜(s))ds
+
∫ t
0
Eh(t− s)Ph
(
b(u˜(s))− b(u˜h(s))
)
ds.(4.7)
The finite element estimate (4.5) with α = β = H yields
‖Fh(t)u0‖Lp(Ω;L2) ≤ ChH‖u0‖Lp(Ω;H˙H) ≤ ChH .
By Minkowski’s inequality, (4.5) with α = 0 and β = 2− ǫ, and (3.2),
we have ∥∥∥∥∫ t
0
Fh(t− s)ξ˜(s)ds
∥∥∥∥
Lp(Ω;L2)
≤ C
∫ t
0
∥∥∥Fh(t− s)ξ˜(s)∥∥∥
Lp(Ω;L2)
ds
≤ C sup
t∈I
‖ξ˜(t)‖Lp(Ω;L2) sup
t∈I
(∫ t
0
h2−ǫ(t− s)−(1− ǫ2 )ds
)
≤ Cǫ−1h 32−ǫk− 12 .
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Similarly, by the Lipschitz continuity of b and (2.13) we have∥∥∥∥∫ t
0
Fh(t− s)b(u˜(s))ds
∥∥∥∥
Lp(Ω;L2)
≤ Cǫ−1h2−ǫ.
To estimate the last term on the right hand side of (4.7), we note that,
from the smoothness property (4.4) and the finite element estimate
(4.5), ‖Eh(t)Phv‖ ≤ C‖v‖. As a consequence,∥∥∥∥∫ t
0
Eh(t− s)Ph
(
b(u˜(s))− b(u˜h(s))
)
ds
∥∥∥∥
Lp(Ω;L2)
≤ C
∫ t
0
‖eh(s)‖Lp(Ω;L2)ds.
Combining the above estimations, we obtain
sup
t∈I
‖eh(t)‖Lp(Ω;L2) ≤ C
(
hH + ǫ−1h
3
2
−ǫk−
1
2
)
+ C
∫ t
0
‖eh(s)‖Lp(Ω;L2)ds,
from which we conclude (4.6) by Gronwall’s inequality. 
Remark 4.1. (i) In the derivation of the convergence rate of Galerkin
finite element approximation for SHE, we do not need a priori regu-
larity information about u˜ such as the estimates of ‖∂tu˜(t)‖Lp(Ω;L2) and
‖u˜(t)‖
Lp(Ω;H˙2) needed in [ANZ98, DZ02].
(ii) Moreover, when H < 1/2 and k = h2, we take ǫ = 1/2−H and
then
sup
t∈I
(
E
[
‖u˜(t)− u˜h(t)‖pL2
]) 1
p
≤ ChH .
4.2. Spectral Galerkin method for regularized SWE. In this
subsection, we use the spectral Galerkin method to spatially discretize
the regularized SWE and derive its rate of convergence.
Let VN := span{ϕα}Nα=1 and PN : L2 → VN the correponding
orthogonal projection operator defined by (PNu, v) = (u, v) for any
v ∈ VN . Then the spectral Galerkin method for Eq. (3.3) is to find an
u˜N ∈ VN such that u˜N(0) = PNu0 and for any t > 0, v ∈ VN ,
(∂tu˜N(t), v) = (PNv0, v) +
∫ t
0
(u˜N(s),∆v)ds+
∫ t
0
(b(u˜N(s)) + ξ˜(s), v)ds.
(4.8)
It is well-known that ‖PN‖ = 1, ∆PNu = PN∆u for any u ∈ H˙2
and ‖u− PNu‖L2 ≤ N−1‖u‖1 for any u ∈ H˙1 (cf. [CY07, Lemma 4]).
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To estimate the error between u˜(t) and u˜N(t) we first split it into two
parts as follows.
u˜(t)− u˜N(t) =
(
u˜(t)− PN u˜(t)
)
+
(
PN u˜(t)− u˜N(t)
)
.(4.9)
The first part has the following estimation.
Proposition 4.1. Let p ≥ 2. Assume that u0 ∈ Lp(Ω; H˙1) and
v0 ∈ Lp(Ω;L2). Then the approximate solution u˜ of the regularized
SWE is in L∞([0, T ];Lp(Ω; H˙1)). Moreover, there exists a constant
C = C(p, T,H, u0, v0) such that
sup
t∈I
(
E
[
‖u˜(t)− PN u˜(t)‖pL2
]) 1
p
≤ CN−1hH−1.(4.10)
Proof. By the above property of PN , we get
‖u˜(t)− PN u˜(t)‖L2 ≤ N−1‖u˜(t)‖1
Thus to prove (4.10) it suffices to show that
sup
t∈I
(
E
[
‖u˜(t)‖p1
]) 1
p
≤ ChH−1.(4.11)
The definition of the H˙1-norm and Young’s inequality yield
E
[
‖u˜(t)‖p1
]
≤ CE
[( ∞∑
α=1
λα(ϕα, ω(t, ·))2
) p
2
]
+ CE
[( ∞∑
α=1
λα
(
ϕα,
∫ t
0
∫
O
Gt−s(·, y)b(u˜(s, y))dsdy
)2) p
2
]
+ CE
[( ∞∑
α=1
λα
(
ϕα,
∫ t
0
∫
O
Gt−s(·, y)ξ˜(ds, dy)
)2) p
2
]
=: F1(t) + F2(t) + F3(t).(4.12)
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For SWE, it is clear that sup
t∈I
|φα(t)| ≤ λ−
1
2
α and sup
t∈I
|φ′α(t)| ≤ 1 for
any α ∈ N+. Then
F1(t)
(4.13)
= CE
[( ∞∑
α=1
λα
(
ϕα,
∫
O
Gt(·, y)v0(y)dy +
∫
O
∂
∂t
Gt(·, y)u0(y)dy
)2) p
2
]
≤ CE
[( ∞∑
α=1
λαφ
2
α(t)(ϕα, v0)
2
) p
2
]
+ CE
[( ∞∑
α=1
λα|φ′α(t)|2(ϕα, u0)2
) p
2
]
≤ CE
[( ∞∑
α=1
(ϕα, v0)
2
) p
2
]
+ CE
[( ∞∑
α=1
λα(ϕα, u0)
2
) p
2
]
≤ C
(
E
[
‖u0‖p1
]
+ E
[
‖v0‖pL2
])
.
Following a similar argument and combining the Lipschitz continuity
of b and the estimation (2.14), we get
F2(t) = CE
[( ∞∑
α=1
λα
∫ t
0
φ2α(t− s)(ϕα, b(u˜(s)))2ds
) p
2
]
≤ E
[(∫ t
0
‖b(u˜(s))‖2
L2
ds
) p
2
]
≤ C
(
1 + E
[
‖u0‖pL2
]
+ E
[
‖v0‖p−1
])
.(4.14)
For the last term F3(t), since
∫ t
0
∫
OGt−s(x, y)ξ˜(ds, dy) is Gaussian, we
have
F3(t) ≤ C
(
1
(kh)2
∞∑
α=1
λαE
[∣∣∣∣m−1∑
i=0
n−1∑
j=0
∫
Ii
∫
Oj
ĝi,jt,x(τ, z)ξ(ds, dy)
∣∣∣∣2]
)p
2
,
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where ĝi,jt,x(s, y) =
(∫
Ii
φα(t− τ)dτ
)(∫
Oj ϕα(z)dz
)
. Similar to the es-
timate bwtween S and S˜ in Theorem 3.1, we have
F3(t)
≤ C
(kh)p
( ∞∑
α=1
λα
m−1∑
i=0
n−1∑
j=0
∫
Ii
∫
Oj
∫
Oj
|ĝi,jt,x(s, y)− ĝi,jt,x(s, z)|2
|y − z|2−2H dydzds
)p
2
+
C
(kh)p
( ∞∑
α=1
λα
m−1∑
i=0
n−1∑
j=0
∫
Ii
∫
Oj
|ĝi,jt,x(s, y)|2
(
y2H−1 + (1− y)2H−1
)
dsdy
)p
2
+
C
(kh)p
( ∞∑
α=1
λα
m−1∑
i=0
∑
j 6=l
∫
Ii
∫
Oj
∫
Ol
|ĝi,jt,x(s, y)| · |ĝi,kt,x(s, z)|
|y − z|2−2H dydzds
)p
2
=: F31(t) + F32(t) + F33(t).
The first term F31(t) vanishes:
F31(t) = 0.
It follows from the inequalities (2.10) and (2.7) that
F32(t) ≤ C
hp
[
n−1∑
j=0
∞∑
α=1
λα
(∫ t
0
φ2α(t− s)ds
)(∫
Oj
ϕα(z)dz
)2
(∫
Oj
(
y2H−1 + (1− y)2H−1
)
dy
)] p2
≤ C
hp
[
n−1∑
j=0
( ∞∑
α=1
[ψα(xj+1)− ψα(xj)]2
λα
)
(∫
Oj
(
y2H−1 + (1− y)2H−1
)
dy
)] p2
≤ Ch− p2 .
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By (2.7) in Lemma 2.1 and the estimate (2.3), we have
F33(t) ≤ C
hp
( ∞∑
α=1
λα
(∫ t
0
φ2α(t− s)ds
)
[∑
j 6=l
((∫
Oj
ϕα(r)dr
)2
+
(∫
Ol
ϕα(r)dr
)2)
(∫
Oj
∫
Ol
|y − z|2H−2dydz
)])p2
≤ C
hp
[∑
j 6=l
(∫
Oj
∫
Ol
|y − z|2H−2dydz
)
( ∞∑
α=1
|ψα(xj+1)− ψα(xj)|2
λα
+
∞∑
α=1
|ψα(xl+1)− ψα(xl)|2
λα
)] p2
≤ Ch(H−1)p.
Thus we obtain
F3(t) ≤ Ch(H−1)p.(4.15)
Combining the estimations (4.12)-(4.15), we conclude (4.11). 
Theorem 4.2. Let p ≥ 2. Assume that u0 ∈ Lp(Ω; H˙1) and v0 ∈
L
p(Ω;L2). Then there exists a constant C = C(p, T,H, u0, v0) such
that
sup
t∈I
(
E
[
‖u˜(t)− u˜N(t)‖pL2
]) 1
p
≤ CN−1hH−1.(4.16)
Proof. The weak formulation of (3.3) reads for any v ∈ Vn,
(∂tu˜(t), v) = (v0, v) +
∫ t
0
(u˜(s),∆v)ds+
∫ t
0
(b(u˜(s)) + ξ˜(s), v)ds.
Since ∆PNu = PN∆u for any u ∈ V , we get for any v ∈ VN ,
(PN∂tu˜(t), v) = (PNv0, v) +
∫ t
0
(PN u˜(s),∆v)ds
+
∫ t
0
(b(u˜(s)) + ξ˜(s), v)ds.(4.17)
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Set v(t) = ∂t(PN u˜(t) − u˜N(t)). Then v(t) is an element of VN for any
t > 0. Subtracting (4.17) from (4.8), we obtain
‖∂t(PN u˜(t)− u˜N(t))‖2L2
=
∫ t
0
(PN u˜(s)− u˜N(s),∆[∂t(PN u˜(s)− u˜N(s))])ds
+
∫ t
0
(b(u˜(s))− b(u˜N(s)), ∂t(PN u˜(s)− u˜N(s)))ds
= −‖∇(PN u˜(t)− u˜N(t))‖2L2
+
∫ t
0
(b(u˜(s))− b(u˜N(s)), ∂t(PN u˜(s)− u˜N(s)))ds.
By Cauchy-Schawarz inequality and the Lipschitz continuity of b, we
have
‖∂t(PN u˜(t)− u˜N(t))‖2L2 + ‖∇(PN u˜(t)− u˜N(t))‖2L2
≤ C
∫ t
0
‖∂t(PN u˜(s)− u˜N(s))‖2L2ds+
∫ t
0
‖u˜(s)− u˜N(s)‖2L2ds,
which in turn, by the classical Gronwall’s inequality, yields
‖∇(PN u˜(t)− u˜N(t))‖2L2 ≤ C
∫ t
0
‖u˜(s)− u˜N(s)‖2L2ds.
By Poincare´’s inequality we have that
‖PN u˜(t)− u˜N(t)‖2L2 ≤ C‖∇(PN u˜(t)− u˜N(t))‖2L2
≤ C
∫ t
0
‖u˜(s)− u˜N(s)‖2L2ds.(4.18)
Combining (4.9), (4.10) and (4.18), we conclude (4.16) by Gronwall’s
inequality. 
Remark 4.2. For the space-time white noise, i.e., H = 1/2, the
above convergence result improves slightly the corresponding result of
[CY07, Theorem 4], where the authors proved that
sup
t∈I
E
[
‖u˜(t)− u˜N(t)‖2L2
]
≤ Ch| lnh|
provided N = h−1 and u0 ∈ L2(Ω; H˙β+1) and v0 ∈ L2(Ω; H˙β) for some
β > 1/2.
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