study design and crowdsourcing model to reach community-wide consensus on the fit-for-purpose use of emerging technologies.
High-throughput sequencing technologies provide new methods for whole-transcriptome analyses of gene expression 7 . Recently published studies have compared data obtained from microarrays and RNA-seq in terms of technical reproducibility, variance structure, absolute expression, and detection of DEGs or gene isoforms [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] (Supplementary Table 1) . Some of these studies suggested that RNAseq is less precise for weakly expressed genes owing to the nature of sampling 21, 22 , whereas others found higher sensitivity of RNA-seq for gene detection 23, 24 . The varied conclusions can be attributed to the fact that the researchers used few treatment conditions, and hence they do not cover a wide range of biological complexity. Furthermore, the question has not been adequately addressed about whether predicting toxicity outcomes on the basis of gene-expression data could be enhanced using RNA-seq instead of microarray data.
Under the umbrella of the third phase of the MAQC Consortium [3] [4] [5] [6] , also known as the Sequencing Quality Control (SEQC) Consortium 25 , we conducted a comprehensive study to evaluate RNA-seq in its differences and similarities to microarrays in terms of identifying DEGs and developing predictive models. In contrast to data generated as part of the SEQC project using reference RNA samples 25 , our data and study design allowed us to compare transcriptional responses detected by each platform in terms of extensive chemical treatments, biologic replication and breadth of shared MOA of the chemicals, which complements the performance metrics monitored in other SEQC studies.
Specifically, we report the results of a comparative analysis of gene expression responses profiled by Affymetrix microarray and Illumina RNA-seq in liver tissue from rats exposed to diverse chemicals. We used either microarray or RNA-seq data to generate DEGs and predictive models of the MOA of each chemical. This allowed us to assess the influence of the chemical (referred to hereafter as the 'treatment effect') on the concordance between RNA-seq and microarrays and on the performance of predictive models generated using each technology. Treatment effect is characterized by the number of DEGs and the overexpressed pathways underlying the MOA of the chemical.
We found that (i) the concordance between microarray and sequencing platforms for detecting the number of DEGs was positively correlated with the degree of the perturbation elicited by the treatment, (ii) RNA-seq was better than microarrays at detecting weakly expressed genes, and (iii) gene expression-based predictive models generated from RNA-seq and microarray data were similar. The experimental design also allowed us to identify positive correlations in differentially expressed RNA elements (mRNA, splice variants, noncoding RNA and exon-exon junction) with the degree of the perturbation elicited by the treatment, and to examine treatment-induced alternative splicing and shortening of 3′ untranslated regions (UTRs).
RESULTS

Study design
We exposed male Sprague-Dawley rats to one of 27 chemicals (three rats per chemical with matched controls), isolated RNA from the livers and analyzed these samples using Affymetrix microarrays and Illumina RNA-seq ( Fig. 1a and Supplementary Table 2) . To examine the performance of RNA-seq in predicting toxicity with independent validation, we divided the 27 chemicals into a training set (15 chemicals were used to develop the predictive models) and a test set (12 chemicals were used to validate the models). The 15 chemicals in the training set elicited varying strengths of transcriptional responses in the rat liver, which allowed us to examine the concordance between microarray and RNA-seq in DEGs and pathways in response to such variations in treatment strength. Furthermore, sets of three chemicals share one of five MOAs. Three MOAs are associated with well-defined receptor-mediated processes-peroxisome proliferatoractivated receptor alpha (PPARA), orphan nuclear hormone receptors (CAR/PXR) and aryl hydrocarbon receptor (AhR). The other two are nonreceptor-mediated DNA damage (DNA damage) or cytotoxicity (cytotoxic). The MOAs serve as endpoints for investigation of the predictive models and cross-platform concordance.
RNA-seq data were processed with six bioinformatics pipelines (Supplementary Note 1) that used four gene models (Fig. 1b) . The mapping details, such as the total number of reads and the mapping rate for each sample, are summarized in Supplementary Table 3 . The effect of sequencing depth varied between the six pipelines ( Supplementary Fig. 1 ). 45 The study design included 15-60 million 100-bp paired-end reads for each sample. Increased sequencing depth did not markedly increase gene detection for most pipelines except pipeline P1 (AceView gene model 26 with the MAGIC aligner) (Supplementary Fig. 1 ).
Microarray data from the Affymetrix GeneChip Rat Genome 230 2.0 array were normalized with both robust multi-array average 27 (RMA) and Microarray Analysis Suite 5.0 (ref. 28; MAS5). We conducted a pairwise analysis of the number of DEGs for the 15 chemicals in the training set among all the data processing methods for both platforms (six pipelines for RNA-seq and two normalization methods for microarray data). The pairwise correlation (R 2 ) was 0.78-1.00 (Supplementary Fig. 2) . Thus, the bulk of the presentations in the main text are based on normalized microarray data from RMA.
We evaluated three methods (limma 29 , edgeR 30 and DESeq 31 ) for identifying DEGs from RNA-seq data. All three were highly consistent (linearly correlated with R 2 = 0.87-1.00) in determining the number of DEGs across the 15 chemicals (Supplementary Fig. 3) . Thus, the bulk of the presentations in the main text are based on limma, which was originally developed for microarray and has recently been found to be equally applicable to RNA-seq data analysis.
Treatment effect dictates concordance
We first investigated the concordance between RNA-seq and microarrays across 15 chemicals in the training set, which elicited a wide range of treatment effects in the rat livers. We sought to assess crossplatform concordance in terms of both DEGs and MOA. Concordance is the percentage of DEGs shared by the two platforms with agreement in the direction of fold change (Online Methods).
To eliminate the potential bias that could be introduced because the two platforms assayed different numbers of genes, we focused the analysis of DEGs on genes assayed by both platforms. This common set comprises 13,079 genes based on the AceView gene model (Online Methods). We observed a wide range of treatment effects for 15 chemicals; the number of DEGs exhibited at least a tenfold difference between the least and most perturbing chemical treatment (Fig. 2a) . The agreement in DEGs between the two platforms was linearly correlated to the treatment effect ( Fig. 2a; the concordance was adjusted against random chance). Agreement is higher for chemicals with a marked treatment effect size (nafenopin: NAF = 60%) than for those where the response is weak (beta-naphthoflavone: NAP = 25%).
We next mapped the DEGs found by each platform to pathways (Online Methods). This was done for the DEGs derived from either the common set or the whole gene set of each platform. We observed the linear relationship between treatment effect (i.e., number of DEGs) and cross-platform concordance in enriched pathways (Online Methods) (Fig. 2b) . These results suggest that a large discrepancy is expected between the two platforms when the treatment effect is small (that is, comparing two similar biological conditions), but their agreement will be improved significantly if the treatment effect is large (that is, comparing two distinct biological conditions such as cancer versus normal).
To assess common transcriptional responses elicited by chemicals with the same MOA, we analyzed the overlap in pathways differentially expressed in response to each set of three chemicals that share one of the five MOAs (Fig. 1a) . Statistically significant pathways were derived from the DEGs for each chemical using the whole gene set for both platforms. The number of enriched pathways shared by each of the MOA chemical groups was similar between two platforms across all the MOAs (Fig. 2c) . Some of the key pathways associated with xenobiotic activities in liver were observed for both platforms (Supplementary Table 4) . For three well-defined receptor-mediated MOAs (PPARA, AhR and CAR/PXR), the overlap between the two platforms in the MOA-based pathways was over 50% (Fig. 2d) . For the two MOAs involving general, nonspecific toxicity (cytotoxic and DNA damage), however, the overlap between the two platforms is much lower (30%). These results suggest that the concordance between the two platforms is higher for an endpoint involving specific mechanisms rather than complex ones.
Low abundance contributes to discrepancies Another feature of this study design is the sets of three animals treated by one chemical, which allows examination of the ability of both platforms to recognize the replicates exposed to the same chemical using the gene expression data. Both platforms performed equally well when genes with above-median expression were used for this assessment; a low variation measured by root mean squared distance (RMSD) among the replicates was observed (Fig. 3a) . However, a large variation for the genes with below-median expression was observed, and the RMSD values also varied significantly according to the choice of data processing methods (that is, the normalization methods for microarray and the pipelines for RNA-seq). This observation was consistent in the log ratio versus mean average plots for both platforms (Supplementary Fig. 4) .
For gene groups with expression both above and below median, we assessed the agreement between the two platforms in terms of npg the order of differential expression using the percentage of overlapping genes plot 4 . Specifically, genes detected as differentially expressed (P-value < 0.05) by a platform were first ranked by their fold changes to generate an ordered DEG list, one for RNA-seq and another for microarrays. We then calculated the overlap percentage between two ordered DEG lists for different numbers of DEGs taken from the top of both lists (half are upregulated genes and another half are downregulated genes). The plot of the percentage of overlapping genes provides a measure of the order preservation (concordance) between the two platforms in a cutoff-free fashion. We observed a much higher concordance (~75% for most chemicals) for the above-median expressed genes ( Fig. 3b ) than for the belowmedian expressed genes (20-40%) (Fig. 3c) . As a point of reference, in our previous investigation comparing two sets of DEGs from treated rats and generated from identical experimental conditions with microarrays, we observed that the maximum within-laboratory overlap in DEGs was ~70% when no abundance-based filtering was applied 4 . This suggested that a high degree of concordance between two platforms is expected only if the above-median expressed genes are considered. These results also suggested that the difference between the two platforms is largely determined by how accurately genes expressed at low levels are quantified. Therefore, we selected 18 cancer-related genes (Supplementary Table 5 ) and used quantitative polymerase chain reaction (qPCR) to verify their responses to a subset of eight chemicals (a total of 65 chemical-gene pairs were assayed). These chemicals were selected to ensure that the validation results reflect the objectives of the overall study design (Online Methods). Fold change and P-value of differential expression for each chemical-gene pair are listed in Supplementary Table 6 .
Both platforms exhibited a high concordance to qPCR in DEGs (94% for RNA-seq and 88% for microarray) for the above-median expressed genes (Fig. 4a) . However, for the below-median expressed genes, although the high concordance remained for RNA-seq (89%; 8 out of 9 DEGs verified), it was drastically lower for microarrays (17%; 1 out of 6 DEGs verified). We also compared the fold change of qPCR versus RNA-seq and qPCR versus microarray for the DEGs detected by qPCR. The RNA-seq data were correlated better with qPCR data (R 2 = 0.97) than were the microarray data (R 2 = 0.85) (Fig. 4b) . Furthermore, the regression slope for RNA-seq is close to 1, whereas the slope for microarray deviates from 1 and is tilted toward the x-axis, showing the classic ratio compression phenomenon 32 . The analysis for each chemical separately yielded similar results ( Supplementary Fig. 5 ). Table 2 ). For CAR/PXR or PPARA, prediction accuracy for a MOA was based on the correct classification of individual samples that were from the chemicals grouped by the MOA. Otherwise, the prediction was designated "UNKNOWN" (because ER or HMGCOA were not included in the training set.) Thus, we assessed the ability to correctly select chemicals that exert effects similar to what was used in the training set and exclude those that work through other mechanisms. Sixtyone classifiers were generated with most of the approaches equally applied to the data from both platforms (Supplementary Table 7 and Supplementary Note 2). The overall average accuracy was 61% for classifiers profiled by RNA-seq and 58% for those profiled by microarray ( Fig. 5a and Supplementary Table 8 ). For PPARA, both platforms had modest predictability with microarray performing slightly better (random chance = 33%). In contrast, both platforms performed poorly when using gene expression signatures to predict CAR/PXR. By comparing the prediction results at the level of individual chemicals (Fig. 5b) or per replicate sample (Fig. 5c) , both platforms exhibited similar prediction accuracies with excellent ability to identify samples from the two MOAs not seen previously.
We also performed rank-based scoring of the 15 training set chemical signatures derived from RNA-seq against 657 microarray liver chemical signatures deposited in the NextBio database 33 . This analysis takes into account rank-based weighting of genes derived from the amplitude of differential expression. In 9 out of 15 queries with the RNA-seq signatures, the corresponding microarray signature was the top-scoring signature (Supplementary Table 9 ). The remaining six RNA-seq signatures matched the corresponding microarray signatures within the top ten out of 657 profiles.
RNA-seq-specific features show the dependency of treatment effect We investigated how different RNA elements, including noncoding RNAs, splice variants and exon-exon junctions, were affected by different degrees of treatment effect. Changes in differential expression of these RNA elements were proportional to changes in mRNA (Fig. 6 ), suggesting that the overall level of perturbation of different RNA species is similar and is dictated by the nature of the perturbing chemicals.
To investigate features of transcripts that could be analyzed using RNA-seq but not microarray data, we selected two chemicals (phenobarbital (PHE) and pirinixic acid (PIR)) with low and high treatment effect sizes, respectively. We first used a Poisson hidden Markov model 34 to detect 345 and 381 transcripts with shortened 3′ UTRs (Fisher's exact test q-value ≤ 0.01) when compared to control (Supplementary Table 10 ). There are 278 transcripts in common, which enrich for spliceosome-and ubiquitin-mediated proteolysis KEGG pathways. 
Microarray RNA-seq Figure 5 Cross-platform comparisons of prediction results between two platforms. Sixty-one classifiers were generated using the training set and subsequently predicted the test set chemicals in a blind fashion. Number of differentially expressed genes npg polyadenylated isoforms were found in the control, PHE or PIR samples. We also used a mixture of isoforms probabilistic model 35 to identify 408 and 449 transcripts with isoforms that are significantly (Fisher's exact test q-value < 0.05) differentially spliced between control and PHE-or PIR-treated samples, respectively ( Supplementary  Fig. 6 and Supplementary Table 11) .
DISCUSSION
Using a comprehensive study design involving chemical treatments grouped within several MOAs, training and test sets, and biological replication, we pursued a collaborative effort, under the umbrella of the SEQC project, to evaluate Illumina RNA-seq and compare its performance with Affymetrix microarrays for determining DEGs and developing predictive models. Various bioinformatics approaches were applied to microarray processing, RNA-seq data analysis and DEG identification, and they had minimum impact on the results. One of the advantages of our study design is that the rat liver was perturbed to varying degrees by 15 chemicals. We observed a linear relationship between the cross-platform concordance and the degree of perturbation (Fig. 2a) . Similar results were obtained from comparisons of the two platforms using pathways (Fig. 2b) and MOAs (Fig. 2c,d) . These findings provide evidence that the treatment effect (which includes both the strength of the transcriptional response and the complexity of the underlying biology) is an important factor that determines the consistency between RNA-seq and microarrays. To date, most, if not all, studies have compared the two platforms using two distinct biological conditions (e.g., one organ versus another, or cancer versus normal tissue). Such a design reveals only one aspect of comparative characteristics of the two platforms. Our results demonstrated that when investigating two similar biological conditions, a lower concordance is expected between the two platforms, and the discrepancy is derived from the measurement of the genes expressed at low levels, for which RNA-seq performs better. However, if two distinct biological conditions are compared, the two platforms are in better agreement. These results are consistent with the MAQC-II finding that the prediction performance of classification models is dependent on the inherent nature of the endpoints, with some endpoints more predictive than others 5 .
We found that the two platforms perform equally well for genes with expression levels above the median of all the assayed genes. The agreement between the two platforms was around 75% when the above-median expressed genes were used for determining concordance (Fig. 3b) . We expect that the unknown degree of false discovery and other variations specific to each platform precludes the possibility of 100% cross-platform concordance. For instance, the MAQC-I study compared two sets of DEGs from treated animals profiled in identical experimental conditions in the same laboratory and observed that the maximum within-laboratory overlap in DEGs was ~70% 4 and can serve a point of reference to evaluate our findings of the crossplatform comparison. Thus, the cross-platform concordance reported here in our study is high, particularly when the highly expressed genes are used. The findings suggest that the above-median expressed genes have a good transferability between the two platforms. Consequently, in future studies to identify biomarkers transferrable between two gene-expression measurement platforms, an emphasis should be placed on the above-median expressed genes.
Clearly, the discrepancy between the two platforms rests largely on the genes with below-median expression. Using these genes, the concordance between two platforms was below 40% (Fig. 3c) . The qPCR results suggest that RNA-seq is better at detecting differential gene expression at low expression levels than is microarrays (Fig. 4a) . However, owing to the small number of DEGs expressed at low levels from both platforms (six for microarrays and nine for RNA-seq) that were tested by qPCR, this finding needs to be further validated with a large sample size.
Identifying genomic biomarkers to predict disease states or biological conditions is of high priority in research, regulatory and clinical settings. We compared the ability of microarray and RNA-seq to profile gene expression signatures as predictors of a biological response elicited from treatment with a chemical that falls into a known MOA or chemicals in MOAs unknown to those in the training data set. This was conducted in a unbiased fashion. (i) The sequencing data for the test set were generated independently from the training set. (ii) To minimize the impact of the choice of modeling methods, each modeler involved in the analysis had the freedom to choose any methodology, and this resulted in a broad range of classifier approaches, feature selection methods and RNA-seq pipelines applied (Supplementary Note 2) . (iii) Finally, the labels of the chemicals in the test set were not revealed to the modelers. The average prediction accuracy for all treated samples was ~60% but slightly higher for RNA-seq-derived classifiers than for those identified by microarray (Fig. 5a) . By closely examining the predictions for individual chemicals (Fig. 5b) and individual samples (Fig. 5c) , both platforms exhibited similar patterns. Of note, one classifier derived from RNA-seq data recognized all sample replicates and predicted all the test samples with 100% accuracy but its application to microarrays was not successful. Overall, both platforms exhibited similar prediction performance when all classifiers were considered.
We observed that the two platforms profile very similar gene expression changes when compared at the mechanistic level. For example, the correlation in the number of DEGs detected by the two platforms was relatively high (R 2 > 0.9), indicating that both platforms have similar capacity to rank different treated samples based on transcriptional response. In particular, evaluating RNA-seq and microarray in terms of signal transduction pathway gene correlations revealed that the two platforms performed similarly when profiling gene sets that share co-regulation by transcription regulators or regulatory networks. For example, both platforms had 12 significantly affected transcription regulators in common (Supplementary Table 12) . However, RNAseq detected signaling from the full-length version of NF-1 (T13803), whereas microarray detected the signaling from splice variants NF-1A and NF-1C. Conversely, RNA-seq uniquely detected several significant isoforms of HNF1 and HNF4. Moreover, on the basis of reconstructed gene regulator networks from each platform separately, we found several genes and interactions in common between the two platforms ( Supplementary Fig. 7) . These included Cyp4a10, Cyp4a22, Acot1, Dci (also known as Eci1) and Ech1, each of which has been shown to play some role in MOAs related to the exposure to one of the chemicals.
In addition, we also included ERCC 36 spike-ins in this study for the purpose of quality controls. Although ERCC spike-ins have been suggested as a means for data normalization across samples and conditions 37 , we observed a considerable variation in the fraction of reads aligning to ERCC spike-ins for a given sample between libraries (Supplementary Fig. 8 ). This observation is also confirmed in the SEQC main study 25 . This variation in ERCC controls across library batches led us to adopt data normalization approaches that did not involve external spike-in controls.
We also demonstrated that the increase of sequencing depth did not remarkably increase gene detection for most pipelines except the AceView-based pipeline P1 (Supplementary Fig. 1 ). As pipeline P1 was extensively studied in the comparative analysis of DEGs between the two platforms based on the common set of genes (Fig. 1b) , we evaluated whether the increase of sequencing depth had any significant effect on DEGs in the comparative analysis. An increase of almost npg four times more reads per sample (>90 million more reads per sample) resulted in an increase of only ~8% more DEGs detected by RNAseq (Supplementary Table 13) , which is very small compared to the observed range of about sixfold for the number of DEGs across 15 chemicals (Fig. 2a) where the comparative analysis was conducted. Notably, the number of DEGs in concordance between two platforms was virtually unchanged, indicating that ~25 million RNA-seq reads per sample is adequate for the comparative analysis of DEGs and a higher sequence depth would not likely alter our conclusions.
In summary, treatment effects and abundance of the genes affect many observations in RNA-seq and its comparison with microarrays. Many RNA-seq-specific features followed a systematic trend correlated with the strength of perturbation of the samples, which highlights the importance of having a comprehensive study design to systematically evaluate these features. We also observed that the major difference between RNA-seq and microarrays is their respective sensitivity for genes with low expression, where RNA-seq offers advantages over microarrays. Consequently, RNA-seq outperforms microarrays substantially when profiling two similar biological conditions (e.g., weakly treated samples versus control) compared to profiling two distinct biological conditions such as cancer versus the normal state. If one's goal is to develop a genomic biomarker with statistical performance as the sole consideration, presumably either platform is suitable.
METHODS
Methods and any associated references are available in the online version of the paper. 
ONLINE METHODS
Samples. All biological samples employed in the studies described here were derived from the DrugMatrix tissue/RNA bank that is now owned by the National Toxicology Program (NTP, https://ntp.niehs.nih.gov/drugmatrix/ index.html). Details on the design and in-life portion of these studies can be found elsewhere 38 . In short, male Sprague-Dawley rats (aged 6-8 weeks and weighing 200-260 g) were purchased from Charles River Laboratories (Portage, MI). Test chemicals were administered orally (10 ml/kg body weight in corn oil or water) or via intraperitoneal, intravenous or subcutaneous injection (5 ml/kg body weight in saline). In order to ensure a maximal transcriptional response, 5-d maximum tolerated doses (MTD) of test chemicals were administered to the study animals. The MTD was determined in a 5-d rangefinding study in which an MTD was determined as a 5 to 10% reduction in body weight relative to control. Animals were dosed once daily for 3, 5 or 7 d, depending on the chemical, and livers were harvested 24 h after the last dose. Animals were randomly assigned to test chemicals using a computerized body-weight stratification procedure. All toxicity studies described here were done in a contract laboratory and therefore investigators from the sponsor were blinded to group allocation during the study. Animals were handled in accordance with United States Department of Agriculture and Code of Federal Regulations Animal Welfare Act (9 CFR Parts 1, 2, and 3) and housing of animals is detailed in Supplementary Note 3.
Sample selection. RNA samples for RNA-seq were derived from the NTP DrugMatrix Frozen Tissue Library. The criteria to select samples are detailed in Supplementary Note 4. The samples were split into two sets, training and test, which were sequenced in two separate batches and run on different days, to allow for the evaluation of classifiers derived from the data. There were 63 samples in the training set and 42 in the test set. Of the 63 samples in the training set 45 were derived from rats treated with test chemicals and 18 were control samples (3 sets of 6). Thirty-six of the test set samples were derived from chemical treated animals and six were from vehicle-and route-matched controls. For each test chemical there were three rats treated, whereas for each MOA there were three representative test chemicals. Five MOAs were represented in the training set and four MOAs were in the test set. Two of the MOAs were duplicated from the training set with different test chemicals and two were without representation in the training set. (Fig. 1a and Supplementary Table 2 ).
Paired-end RNA-seq and analysis. RNA-seq of 63 training and 42 test set samples on Illumina HiScanSQ or HiSeq2000 systems was performed according to the manufacture's protocol using the Illumina TruSeq RNA Sample Preparation Kit and SBS Kit v3 (San Diego, CA). Samples were handled in a blinded fashion during the library preparation and sequencing process. Details of the method are in the Supplementary Note 5. Depths of ~23-25 million paired-end 100-bp reads were generated for each sample. Data were deposited in the Sequence Read Archive (NCBI) under accession number SRP039021. One sample supposedly treated by carbon tetrachloride (CAR) was excluded from analysis due to a mislabeling discovered through common QC procedures for RNA-seq. Six bioinformatics pipelines were used to analyze the RNA-seq data. The details of the analysis pipelines are in the Supplementary Note 1. The processed data from pipeline P1 were deposited in Gene Expression Omnibus (NCBI) under accession number GSE55347.
Microarray analysis.
Fragmented cRNA prepared from liver RNA was hybridized to the Affymetrix whole genome GeneChip Rat Genome 230 2.0 Array according to protocols outlined in the Affymetrix GeneChip Expression Analysis Technical Manual (subsection: Eukaryotic Target Hybridization) using the GeneChip Hybridization, Wash, and Stain Kit (P/N 900720). Details of the hybridization are in Supplementary Note 6. Scanning of arrays was performed on the GeneChip Scanner 3000 7G. CEL files were generated using the GCOS software. All arrays met the minimal recommended quality parameters as described in the Affymetrix Data Analysis Fundamentals Guide (P/N 701190). For purposes of data normalization, all 2,218 arrays run on the liver samples, collected as part of the data generation process for the DrugMatrix Database, were normalized with GeneSpring GX 11.5.1 (Agilent Technologies, Santa Clara, CA) by the MAS 5.0 (ref. 39) , PLIER16 (ref. 40) , RMA 27 , GCRMA 41 and Li-Wong 28 algorithms. All normalized data sets are available on the DrugMatrix ftp site (ftp://anonftp.niehs.nih.gov/drugmatrix/ Affymetrix_data/Normalized_data_by_organ/). Unless otherwise stated, the bulk of the analyses were done on the RMA normalized data in log 2 scale. Raw data and MAS5 normalized data were also deposited to Gene Expression Omnibus (NCBI) under the accession number GSE47875. All test data were initially gathered in a blinded fashion to allow for unbiased evaluation of MOA classifiers generated using the training data set. qPCR analysis. We selected 18 DEGs based on the aflatoxin b1 (training set, DNA damage MOA) treatment. These genes were identified as DEGs by either RNA-seq only, microarray only or the overlapping of both RNA-seq and microarray (i.e., six genes in each category) and all of them were randomly selected among those that were annotated in cancer-related pathways to ensure their biological relevance (Supplementary Table 5) . We further examined the expression of these 18 genes across the training and test sets and randomly selected five to eight genes for each of the following chemicals: ifosfamide and N-nitrosodimethylamine (DNA damage, training set); miconazole and fluconazole (CAR/PXR, test set); clofibric acid, rosiglitazone and gemfibrozil (PPARA, test set). These chemicals were selected to ensure that the validation results reflect the objectives of the overall study design: (i) they were taken from both training and test sets, which involved all three separated library preparation/sequencing batches for RNA-seq; (ii) they involved the most studied MOAs (PPARA, CAR/PXR and DNA damage) and elicited a wide range of transcriptional response (the number of DEGs ranging from 500 to 5,000 out of the common set;) and (iii) they also covered all three types of vehicle controls used in this study. A total of 65 chemical-gene pairs were assayed by qPCR using TaqMan Gene Expression Assays. cDNA was synthesized using High Capacity RNA-to-cDNA Kit according to the manufacturer's protocol. The qPCR was performed on a ViiA 7 Real-Time PCR System using TaqMan MGB probe and primers specific for each of the above gene, with cDNA synthesized from 25 ng RNA and TaqMan Universal Master Mix II (Life Technologies, Grand Island, NY). After enzyme activation at 95 °C for 5 min, PCR was carried out at 95 °C for 15 s and 60 °C for 30 s for 40 cycles. Comparative Ct method (delta delta Ct method) was used to calculate the fold differences between chemically treated and control groups with housekeeping gene GAPDH as endogenous control. To be consistent in comparison of qPCR against RNA-seq and microarray, both microarray and RNA-seq data were normalized by housekeeping gene GAPDH. For the qPCR data, a gene is called DEG when the P-value < 0.05 and the absolute fold change is greater than 1.5. For RNA-seq and microarray, their respective DEG validation rate by qPCR is calculated as the percentage of DEGs in agreement with the results of qPCR.
Mapping Affymetrix probe sets to RNA-seq genes. A master table was generated to facilitate the comparison across platforms, which contained the Affymetrix GeneChip Rat Genome 230 2.0 array probe sequences mapped to all six pipelines (Supplementary Table 14) . Probe sets with at least eight probes mapping unambiguously (maximum, 1 mismatch) to a gene or to a compact region of the genome were considered matched. The number of common genes between microarray and RNA-seq for all six RNA-seq pipelines was listed in Figure 1b. Statistical analysis. DEG analysis. DEGs were determined from a treated versus control comparison of log 2 -transformed expression measurements (RMA or MAS5 intensities for microarray, normalized expression values for RNA-seq) using the limma 29 package within Bioconductor (R statistical computing environment) with the absolute fold change cutoff at 1.5 and uncorrected P < 0.05 as determined by standards set forth by previous MAQC efforts 4 . Results from the Levene's Test 42 for homogeneity of variance across groups showed that the percentage of genes with unequal variance in the DEG lists is below 5% (for all but one chemical, which had one sequenced sample removed owing to mislabeling), which is less than the expected false-discovery rate (FDR), and thus supported the applicability of limma with the equal variance assumption to this data set.
Cross-platform concordance analysis. Concordance was computed as: The concordance is adjusted by random chance before the computation. Below is the description of the adjustment approach. By treating the relative area of a set to the whole set as a probability, the intersection of two independent sets is equal to the product of their individual probabilities. Letting N be the number of items in the whole set, n 1 and n 2 the number of items in two independent sets, then the number of items in the intersection between these two sets is n N n N N n n
This background intersection increases as the sets get enlarged. Using this property, the equation below was used to estimate the background-corrected intersection between two sets, which may not be independent. Root mean squared distance (RMSD) analysis. RMSD was used to measure the distance between pairs of samples. Genes were first ranked from high to low expression by the sample average per gene. A moving bin of 10% of all expressed genes, with a step size of 5%, was then selected along the expression rank as set x to calculate the RMSD between sample i and j as:
where g is a gene in set x, I g is the log 2 transformed expression level of gene g in the corresponding sample and N g is the number of genes in set x. For each chemical, there were three rats treated and the RMSD was averaged for each bin among all three pairs of samples. This mean RMSD could be viewed as a measure of the difference at a certain expression level (i.e., bin) among the three biological replicate rats treated by the chemical. To compare the two profiling platforms and their data analysis methods (i.e., six data analysis pipelines for RNA-seq and two data normalization methods for microarray data), the RMSD was finally averaged over all 15 chemicals in the training set and plotted for all bins.
Pathway analyses. Two pathway analysis strategies were applied in this study. First, Entrez gene IDs for DEGs were mapped to MetaCore canonical pathway maps (CPMs), a database of manually inferred and curated gene, protein and transcript regulator interactions from primary scientific literature. The CPMs are an ontology of experimentally confirmed signaling and metabolic multistep pathways in human, mouse and rat (http://thomsonreuters.com/ metacore/). For the purposes of this study, 693 pathway maps were selected that covered signaling and metabolic processes as well as mechanisms associated with toxic pathologies. The enrichment analysis was done using a hypergeometric test to find over-representation of CPMs. Only statistically significant pathways with P < 0.05 were considered. The Benjamini-Hochberg FDR method was used to adjust the P-values for multiple testing. In addition, Entrez gene IDs were mapped onto the canonical pathway collection of the Ingenuity Knowledge Base (http://www.ingenuity.com/), which is a constructed and manually curated database of information on genes, proteins, chemicals, drugs and their molecular interaction and regulation. Significance of the enrichment of the gene list for a particular pathway was calculated and reported as a right-tailed Fisher's exact test P-value. Only pathways with a P-value < 0.05 (by Ingenuity Pathway Analysis) are reported.
Second, to determine if there is systematic bias in pathway enrichment between the two platforms, we classified each enriched pathway for all test set treatments into 1 of 3 classes: enriched in RNA-seq only, enriched in microarray P-values associated with rank-based enrichment analysis were calculated using the Running Fisher algorithm as described elsewhere 33 .
Detecting genes, transcripts and exon-exon junctions. For gene detection, the threshold was four read pairs or eight reads mapped depending on whether or not reads are mapped in pairs by the RNA-seq data analysis pipeline. The counts data for genes and transcripts from pipeline P6 were then used for differential expression test by edgeR. Based on Ensembl gene annotation (Release r58) that was adopted by pipeline P6, RNAs were further separated into two categories (protein coding genes and noncoding RNAs). Detection of exon-exon junctions and coverage quantification were done through TopHat 46 with the subsequent differential expression test conducted through edgeR. For both count-based differential expression test methods (edgeR and DESeq), the absolute fold change cutoff at 1.5 and uncorrected P < 0.05 were also adopted as in the case for limma.
Based on spliced junctions mapped by TopHat within transcripts (pipeline P4), the quantification of the reads for each sample (PHE, PIR and matched control each had their replicate's mapped reads merged) and each RefSeq transcript was determined using the mixture of Isoforms (MISO) approach 35 with default settings but also with the 'paired-end' argument using mean insert size = 164 and s.d. (SD) = 40. The mean insert size and s.d. were determined using a set of long (≥ 1,000 bps) constitutive exons such that both read pairs map within the exon and not outside of it. The reads from a pair that were on the same strand or had no pair mate were discarded. In addition, insert lengths 2-SDs outside of the mean were discarded. MISO uses a Bayesian inference to compute the probability that a read originated from a particular isoform. To find differentially expressed isoforms, we compared treated (PHE or PIR) versus the control sample. A Bayes factor is computed for the exon, which represents the weight of the evidence in the data in favor of differential expression versus not. For example, a Bayes factor of 2 would mean that the isoform/exon is two times more likely to be differentially expressed than not. Statistical significance of a differentially expressed isoform between the treated sample and control was determined using a Fisher's exact test based on the inferred assignment of reads to each isoform and where the corresponding P-values of the Fisher's exact tests were computed from the hypergeometric distribution. We restrict the statistical analysis to only those isoforms of a gene where each isoform had at least five reads supporting it. An FDR q-value < 0.05 was used to account for multiple comparisons and as threshold for the significance of the differentially expressed isoforms.
Detection of shortened 3′ UTRs. RNA-seq read alignments by TopHat (pipeline P4) were analyzed by a Poisson hidden Markov model (PHMM) to detect 3′ UTR shortening 34 . Briefly, all the terminal exons located within the 3′ UTR region of the RefSeq genes were collected. Only exons with unique genomic coordinates and with length (l) > 600 bps were retained. Next, a sliding window of k base-pairs (bp) was applied to each terminal exon, where the number of reads mapped to each sliding window was recorded and where In order to identify the potential shortened 3′ UTR of a gene transcript, we applied the PHMM to the sequences of read counts obtained above. If the total read counts (from all windows) is less than 10, we do not perform the model fitting due to low coverage. We fit the sequence with a two-state PHMM, i.e., S x = 1,2, with parameters estimated by the Expectation and Maximization (EM) method using the depmixS4 R package. Transcripts with potential shortened 3′ UTRs (i.e., having two or more states) were selected based on the Bayesian information criterion (BIC) of the model fits as follows: where BIC 1 is the Bayesian information criterion from the 1-state model and BIC 2 is the Bayesian information criterion from the 2-state model. If a 2-state model is preferred, we only select transcripts with transitions from highexpression state to the low-expression state (as here we only focus on 3′ UTR shortening). Statistical significance of a shortened 3′ UTR for a transcript between control and treated samples is determined using a Fisher's exact test. The mean of the read counts as integers for the high expression state and the low expression state (padded by 5 to account for zero counts) are used for comparing the proportions between the two samples. For the genes with PHMM modeled, fitted parameters, the corresponding P-values of the Fisher's exact test are computed from the hypergeometric distribution. An FDR q-value ≤ 0.01 is used as a threshold for the significance of the difference of 3′ UTR shortening between the two samples.
Prediction methodology. A variety of modeling methods were used to fully explore the predictive potentials of both platforms. The modeling process usually consisted of the following four steps: (i) pre-processing and ratio data generation; (ii) discriminative feature selection; (iii) classifier training; and (iv) application to the test set. Several dimensions had been explored in each step. For
Step 1, there were two options (RMA and MAS5) tested for Affymetrix microarray data processing and six different pipelines for RNA-seq. When ratio data were generated, some models applied some filtering based on expression levels and variance across control samples. For some approaches, the feature selection step was embedded in the classifier training step. Cross-validation during the training step was not performed owing to the small sample size. These were the commonly used classifier approaches: K-nearest neighbors (KNN), Support Vector Machines (SVM), Principal Vector Algorithm (PVA), graph-based semi-supervised learning, and a novel method based on covariance. During the last step, each model assigned each sample in the test set to one of the following three MOAs: PPARA, CAR/PXR, or unknown. Details about each modeling method were included in the Supplementary Note 2.
