Abstract. Ordination techniques such as CCA (Canonical Correspondence Analysis) or RDA (Redundancy Analysis) are very popular in ecological research but almost completely unknown in, for example, socio-economic research.
INTRODUCTION
The simplest definition of the term "ordination" was given by Goodall (1954) and it means the arrangement of units in some order. According to Gower (1984) the term "ordination" was brought into general use by ecologists.
In ecology "ordination" refers to the representation of samples or sites as points along one or more gradients on the basis of their species composition or environmental attributes. The end result of ordination is (usually) twodimensional ordination plot "showing relations among samples and/or species. Samples that are near to one another in the ordination diagram are inferred to resemble one another in species composition and environmental attributes. There is a tacit assumption that samples with similar species have similar environments" (Calow [ed.] 1999: 91) .
In multivariate statistics, ordination is "the process of reducing the dimensionality (i.e. the number of variables) of multivariate data by deriving a small number of new variables that contain much of the information in the original data. The reduced data set is often more useful for investigating possible structure in the observations" (Everitt, Skrondal 2010: 312) .
Ordination techniques (called also gradient methods) are very popular in ecological research but little known in, for example, socio-economic analyses. 
TYPES OF ORDINATION TECHNIQUES
In ecological research rows of the matrix represent sites, the first block of m columns represents species and the second block of p columns represents environmental variables. Speaking more generally, rows of the matrix represent objects (cases), the first columns represent response (dependent) variables, and the next p columns represent explanatory (independent) variables (predictors).
There are two major approaches to ordination: 1) indirect (unconstrained) ordination -when only Y data are analyzed; if there is any information about the X data, it is used to interpret the results from indirect gradient analysis;
2) direct (constrained) ordination -when Y and X data are analyzed simultaneously.
Taking into account the relationship between response end explanatory variables the basic types of ordination techniques can be summarized as in Table 1 . Principal components analysis (PCA; Pearson 1901 , Hotelling 1933 is based on rotation of the original system of axes defined by the response variables, such that the successive new axes (so-called principal components which are linear functions of the original variables) are orthogonal to one another and account for decreasing proportions of the variance in the data.
Redundancy analysis (RDA; Rao 1964 , Wollenberg 1977 ) is canonical form of PCA and consists of two steps (Legendre, Legendre 1998 (Greenacre 2007: 185) . Additional information can be included in the map in the form of supplementary (passive) points with zero mass and zero inertia in order to interpret their positions relative to the active points.
By contrast, in canonical correspondence analysis (CCA; ter Braak 1986) the dimensions are assumed to be responses in a regression-like relationship with external variables i.e. dimensions are found with the same CA objective but with the restriction that the dimensions are linear combinations of a set of explanatory variables (Greenacre 2007: 192) .
Detrended correspondence analysis (DCA; Hill, Gauch 1980) has been developed as a modification of CA designed to eliminate the so-called "arch effect". The arch effect appears when the positions of the objects on the second (vertical) ordination axis are strongly and nor linearly dependent on their positions on the first (horizontal) axis (Lepš, Šmilauer 2003: 53) .
Detrended canonical correspondence analysis (DCCA) is a constrained version of DCA, although, according to Lepš & Šmilauer (2003: 53-54) , the detrending procedure is rarely needed for a constrained unimodal ordination because the arch effect in CCA is usually a sign of some redundant explanatory variables being present. Removing one variable from such a group usually turns out to be the best solution.
All the techniques mentioned above are described in detail in e.g. ter Braak & Prentice (1988) , Jongman et al. (1995) and Legendre & Legendre (1998) .
To decide which ordination method -linear or unimodal is appropriate, the gradient lengths are important. Since the axes in DCA are scaled in standard deviations units (Hill, Gauch 1980) it is helpful to do DCA first and establish the gradient lengths. If the longest gradient is larger than 4 unimodal methods (CA, DCA or CCA) should be used. If the longest gradient is shorter than 3, the linear methods (PCA or RDA) are better. In the range between 3 and 4 every method can be used with good result (see: Lepš, Šmilauer 2003: 51) .
Popular statistical packages such as SPSS or STATISTICA can be used for calculations needed for PCA and CA. Calculations of DCA, CCA and RDA models can be performed with the use of R-project (vegan and ade4 packages) or CANOCO for Windows.
As an illustration of the use of ordination methods the parliamentary election results will be analyzed. Table 2 . Votes for 9 regional committees are totalled in the last column (OTHERS). The set of explanatory variables consists of 16 subjectively selected characteristics of the voivodships that may affect the voters' decisions and is presented in Table 3 .
ANALYSIS OF THE PARLIAMENTARY ELECTION RESULTS

Material and methods
Parliamentary elections to the
To choose between linear and unimodal ordination, detrended correspondence analysis (DCA) was performed with the use of CANOCO 4.5 software. The longest gradient was 0.665. As it is shorter than 3, the linear methods (PCA or RDA) should be selected to analyze the data. Since we have a set of explanatory variables, redundancy analysis (RDA) seems to be the best choice.
Another important problem is the selection of explanatory variables. If the number of independent variables is greater than (the number of object -1) the analysis is unconstrained. The fewer the explanatory variables, the stronger the constraints are. The forward selection procedure implemented in CANOCO software is based on Monte Carlo permutation tests (see details in Lepš, Šmilauer 2003: 60-72) .
The assessment of the usefulness of each potential predictor variable for extending the subset of explanatory variables used in the ordination model starts with the first step when each variable is tested separately to estimate its independent, marginal effect i.e. the amount of variability in the response data that would be explained by a constrained ordination model using that variable as the only explanatory variable. The variable with the greatest marginal effect is selected into the model. In the next steps consecutive variables are entered into the model on the basis of their conditional effect i.e. the ability to increase the variance explained by the model. Source: own elaboration based on PKW data and Regiony Polski (2015) .
The results of the forward selection procedure with 499 random permutations are summarized in Table 4 and Table 5 . Four explanatory variables should be entered into the RDA model. Source: own calculations using CANOCO software. 
Redundancy analysis results
The basic results are presented in Table 6 . There are 4 canonical axes (because there are 4 explanatory variables) and 5 non-canonical ones. Four canonical axes explain 83.1% of the total variability. The first canonical axis (axis 1) explains 91% of variability in the canonical space and 75,6% of the total variability. RDA ordinations may be presented as a biplot or triplot. An RDA biplot presents objects as points and either response or explanatory variables as vectors. In a triplot, objects are ordinated as points while both response and explanatory variables are presented as vectors (arrows). Levels of nominal variables are plotted as points.
The interpretation of these plots depends on what scaling has been chosen. In general, type I scaling (focus on objects) should be considered if the distances between objects are of particular value, or if most explanatory variables are binary or nominal. Type II scaling (focus on response variables) should be considered if the correlative relationships between variables are of more interest (for more details see: ter Braak 1994; Legendre, Legendre 1998; Lepš, Šmilauer 2003) .
The RDA triplot (type II scaling) for parliamentary elections results is presented in Figure 1 . Objects (voivodships) are ordinated as black points, response and explanatory variables as arrows (solid black and dashed grey respectively). Since type II scaling was applied, distances between object points should not be considered to approximate Euclidean distances.
A lot of information can be deduced from ordination diagrams. Perpendicular projections of object points onto vectors representing response or explanatory variables approximate variable values for a given object. This gives the approximate ordering of the objects in order of increasing value of that response/explanatory variable.
Analyzing the results presented in Figure 1 it can be seen, among others, that PSL achieved the best election results in 3 voivodships: Lubelskie, Podlaskie and Świętokrzyskie. These are the voivodships with the highest percentages of persons employed in agriculture. The best election result was gained by PiS in Podkarpackie -the voivodship with the highest unemployment rate. It can be also observed that KORWiN achieved the biggest % of votes in Mazowieckie voivodship where the voter turnout was the highest. There is also one object point, representing Kujawsko-Pomorskie voivodship, projecting onto the beginning of the coordinate system -it means that this voivodship has an average value of the corresponding response or explanatory variables.
The angles between all vectors reflect their linear correlation. The approximated correlation between two variables is equal to the cosine of the angle between the corresponding vectors. Perpendicular vectors indicate the lack of correlation between the variables they represent. The angle less than 90° suggests positive correlation between variables and the angle approaching 180° -strong negative correlation between variables.
The following correlations can be observed, among others, on the RDA ordination triplot in Figure1: 1. Between response variables:  strong positive correlations between the election results of .Nowoczesna, Razem and PO and between Kukiz'15 and the Others;  strong negative correlation between the election results of PiS and Zjednoczona Lewica;  lack of correlation between the election results of KORWiN and PiS and KORWiN and Zjednoczona Lewica.
Between explanatory variables:
 strong negative correlation between the voter turnout and the number of beneficiaries of social welfare benefits;  moderate positive correlations between the unemployment rate and the percentage of persons employed in agriculture.
Between response and explanatory variables:
 strong positive correlation between the election results of PSL and the percentage of persons employed in agriculture;  strong negative correlations between the election results of Razem/ .Nowoczesna/PO and the percentage of persons employed in agriculture;  strong positive correlation between the election results of PiS and the unemployment rate;  strong positive correlations between the election results of Kukiz'15/Others and the number of beneficiaries of social welfare benefits;  strong positive correlation between the election results of KORWiN and the voter turnout. The angles between vectors representing response or explanatory variables and the canonical axes can be also used to assess the linear correlation coefficients. The first axis is strongly and positively correlated with the rate of unemployment and the percentage of persons employed in agriculture. The second axis is negatively correlated with the voter turnout and positively with the number of beneficiaries of social welfare benefits.
Let us leave any political conclusions to political scientists.
CONCLUDING REMARKS
The goal of ordination is to represent object and response variables relationships as faithfully as possible in a low-dimensional space (Gauch 1982) . But reduction of dimensionality is not the only reason to use ordination. Redundancy analysis as well as all other ordination methods is a technique of exploratory data analysis. Graphical presentation of the results of the ordination using the ordination biplots or triplots can facilitate the analysis of the relationship between the variation in the set of the response variables and the variation of the explanatory variables which can be measured on different measurement scales (interval, ordinal, nominal) with no need to satisfy any assumption (e.g. normality).
Ordination techniques should be popularized in socio-economic research.
