Abstract. This paper develops a mathematical characterisation of object-oriented concepts by defining an observation-oriented semantics for an object-oriented language (OOL) with a rich variety of features including subtypes, visibility, inheritance, dynamic binding and polymorphism. The language is expressive enough for the specification of object-oriented designs and programs. We also propose a calculus based on this model to support both structural and behavioural refinement of object-oriented designs. We take the approach of the development of the design calculus based on the standard predicate logic in Hoare and He's Unifying Theories of Programming (UTP). We also consider object reference in terms of object identity as values and mutually dependent methods.
Introduction
Software engineering is mainly concerned with using techniques to systematically develop large and complex program suites. However, it is well known that it is hard to obtain the level of assurance of correctness for safety critical software using old fashioned programming techniques. In the search for techniques for making software cheaper and more reliable, two important but largely independent approaches have been visibly influential in recent years. They are -object-oriented programming, and -formal methods.
First, it becomes evident that objects are and will remain an important concept in software development. Experimental languages of the 1970's introduced various concepts of package, cluster, module, etc, giving concrete expression to the importance of modularity and encapsulation, the construction of software components hiding their state representations and algorithmic mechanisms from users, exporting only those features which are needed in order to use the components. This gives the software components a level of abstraction, separating the view of what a module does for the system from textual information of classes and their links. Our framework allows local variables to be redefined in its scope. Consequently, their states will usually comprise sequences of values. A variable of a primitive type stores a data of the corresponding type whereas a variable of an object type holds the identity or reference of an object as its value. We define the traditional programming constructs, such as conditional, sequential composition, and recursion in the exactly same way as their counterparts in an imperative programming language without reference types. This makes our approach more accessible to users who are already familiar with the existing imperative languages. For simplicity, unlike [30] , we consider neither attribute domain redefinition nor attribute hiding. This assumption will be incorporated into the well-formedness condition of a declaration section in Section 3. With this assumption, the set
C¦ of attributes of C contains all the attributes declared in C and those inherited from its superclasses. We simplify the model this way because our focus is program requirement specification, design and verification, whilst attribute domain redefinition and attribute hiding are languages facilities for programming around defects in the requirement specification and design or for the reuse of some classes that were not originally designed for program being developed.
After this introduction, Section 2 introduces the syntax of the language. The semantics of the language is given in Section 3, with the discussion about behavioural refinement of OO designs. In Section 4, we present some initial work towards a (structural) refinement calculus for OO design and programming. We will draw some conclusions in Section 5.
Syntax
In our model, an object system (or program) § is of the form cdecls¨P, where cdecls is a declaration of a finite number of classes, and P is called the main method and is of the form declarations for the protected and public attributes. Types and initial values of attributes are also given in the declaration. x G is a command that will be defined later.
We will use Java convention to write a class specification, and assume an attribute . We have these different kinds of attributes to show how visibility issues can be dealt with. We can have different kind of methods too for a class.
Commands
Our language supports typical object-oriented programming constructs, but we also allow some commands for the purpose of specification and refinement: uses with type C to store the newly created object.
Expressions
Expressions, which can appear on the right hand sides of assignments, are constructed according to the rules below.
where null represents the special object of the special class NULL that is a subclass of all classes and has null as its unique object, self will be used to denote the active object in the current scope (some people use
is C is the type test.
Semantics
We now show how to use the basic model of the UTP to define the semantics of our language. We will adopt the convention that the semantics 
Programs are designs
In [18] , Hoare and He proposed a state-based model in which a program or a program command is identified as a design, represented by a pair C ¡ PV , where denotes the set of variables of the program, and P is a predicate of the form In what follows, we give formal definitions of sequential composition of designs and design refinement. 
We also define the composite design 
S
is an attribute of C that is type of C too.
The following notations will be employed in the semantics definitions.
-Given a non-empty sequence The semantic model will ensure that for any
We therefore can use identity of an object to refer to an object in Q . In the rest of the paper, an object 
Evaluation of expressions
The evaluation of an expression determines its type 
S U G
, and will be referred by
respectively. We also abuse the notation
and use it to denote
. Again, we do not allow attribute hiding (or redefinition) in a subclass. We also use an attribute name to represent its value and a type name to denote the set of its legal values.
and G as its value, result and value-result parameters respectively, that are denoted by
, and
, and the behaviour of G is defined by the design
. Sometimes we simply denote each element in
. We also sometimes abuse the notation
:the set of objects of class C that currently exist in the execution of the program.
2
: system state, also called current configuration [30] 1 ( visibleattr the set of attributes which are visible from inside the current class, i.e. all its declared attributes plus the protected attributes of its superclasses and all public attributes. Every time before a method of an object is executed, this set is set to the attributes of the class of the object, and it will be reset after the execution of the method. . However, an expression can only be evaluated when it is well-defined. Some well-definedness conditions are static that can be checked at compiling time, but some are dynamic. The evaluation results of expressions are given in Fig. 2 .
. Evaluation of Expressions

Semantics of commands
A typical aspect of an execution of an OO program is about how objects are to be attached to program variables (or entities [27] ). An attachment is made by an assignment, the object creation or parameter passing in a method invocation. With the approach of UTP, these different cases are unified as an assignment of a value to a program variable. We shall only present the semantic definitions for assignment, object creation and method calls, due to page limit. All other programming constructs will be defined in exactly the same way as their counter-parts in a procedural language, thus are omitted here. We also present some basic refinement laws for commands. , changing the dynamic type matching to the static matching will not lose expressive power either.
There are two cases of assignment. The first is to (re-)attach a value to a variable (i.e. change the current value of the variable), but this can be done only when the type of the object is consistent with the declared type of the variable. The attachment of values to other variables are not changed.
as protected attribute of integer type. This has made the theory much simpler than the Haore-logic based semantics for OO programming in [30] .
The second case is to modify the value of an attribute of an object attached to an expression. This is done by finding the attached object in the system state 2 and modifying its state accordingly. Thus, all variables that point to the identity of this object will be updated. . This semantic definition shows the side-effect of an assignment and does reflect the OO feature pointed out by Broy in [7] that an invocation to a method of an object which contains such an assignment or an instance creation defined later on, changes the state 2 of the system. 
The command (re-)declares variable , creates a new object, attaches the object to and attaches the initial values of the attributes to the attributes of too.
that creates an instance of C with the default initial values of its attributes. 
Law 4 If is not free in the Boolean expression
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Class declarations
A class declaration cdecl given in Section 2.1 is well-defined if the following conditions hold. 
where the logical variables pria, prota and puba are introduced to record the declared attributes of N, from which the state attr can later be constructed. Similarly, the dynamic behaviour of the methods cannot be defined before the dependency relation among classes is specified. At the moment, the logical variable
rather than its definition which will be calculated in the end of the declaration section.
Example Consider a simple bank system illustrated by the UML class diagram in Figure 3 . Account is an abstract class 1 and has two subclasses of current accounts CA and saving accounts SA. The declaration of class Account, denoted by declAccount, B a n k n a m e a d d r e s s w i t h d r a w ( a I D , a m o u n t ) g e t B a l a n c e ( a I D , r e s ) o p e n A c c ( n a m e , a m o u n t )
A c c o u n t a N o : I n t b a l a n c e : I n t w i t h d r a w ( a m o u n t ) g e t B a l a n c e ( )
C A w i t h d r a w ( a m o u n t )
S A
Fig. 3. A bank system
is written as follows. Note that we allow specification notations (designs) to appear in methods and commands.
withdraw( Int
The declaration declCA of CA is given as
We can write the declarations of SA (in which method withdraw is just inherited the from Account) and Bank (which has a set of accounts associated with it) in the same way.
It is easy to see that both declAccount and declCA are well-formed. The semantics of declAccount is defined by the following design. The semantics of declSA and declBank for classes SA and Bank can be defined in the same way. A class declaration section cdecls comprises a sequence of class declarations. Its semantics is defined from the semantics of a single class declaration given above, and the semantics of sequential composition. However, the following well-definedness conditions need to be enforced onto a declaration section:
1. All class names used must be declared in the declaration section; 2. Any superclass of a declared class is declared too; 3. The function superclass does not induce circularity; 4. No attributes of a class can be redefined in its subclasses; 5. No method is allowed to redefine its signature in its subclass.
The formal definitions for these conditions are omitted here due to page limitation. In what follows we denote them as ¦ , , £ , respectively.
The semantics of a program
Let cdecls be a class declaration section and P main method of the form 
The design init is formalised as:
where the family of designs 
is not defined in N, but in a superclass, i.e.
The defining equation for this case is simply
Reset where the design SetC NV finds out all attributes visible to class N in order for the invocation of method of N to be executed properly, whereas Reset resets the environment to be the set of variables that are accessible to the main program only:
The function N renames the attributes and methods of class N in the code
by adding object reference self that represents the active object that is executing its method. The definition of N is given in Fig. 4 . Note that Set and Reset are used to ensure data encapsulation that is controlled by
and the wellformedness condition of an expression. (2) is a method defined in class N. In this case, the behaviour of the method N is captured by its body
and the environment in which it is executed 
Refinement
We would like the refinement calculus to cover not only the early development stages of requirements analysis and specification but also the later stages of design and implementation. This section presents the initial results of our exploration on three kinds of refinement:
1. Refinement relation between object systems. 2. Refinement relation between declaration sections. 3. Refinement relation between commands.
From now on, we assume the main method of each program does not use direct field access, that is, expressions of the form le.a. This assumption actually does not reduce the expressiveness of the language, as we can always use getField and setField methods to replace direct field access where necessary. In what follows, we give formal definitions for the above-mentioned refinement relations. 
.e. ensures a stronger postcondition with a weaker precondition, under the same environment.
We have already given some refinement laws for refining program commands in Section 3.4, which are to ensure the correctness of the semantic model. In what follows, we first give a group of refinement laws that in fact formalize principles of refactoring [13] . After that, we will present three refinement laws which capture three key principles and patterns in object-oriented design, that are well known as the Expert Pattern, High Cohesion Pattern and Low Coupling Pattern [22, 24] .
We first introduce some notations. We use N & supc pri prot pub ops5 to denote a wellformed class declaration that declares the class N that has supc as its direct superclass; pri, prot and pub as its sets of private, protected and public attributes; and ops as its set of methods. supc is always of either a class name M, when M is the direct superclass of N, or when N has no superclass. We may also only refer to some, or even none of M, pri, prot, pub, ops when we talk about a class declaration. For example, N denotes a class declaration for N, and N & pri5 a class declaration that declares the class N that has pri as its private attributes. A law like this may look utterly trivial, but it is not so obvious for a semantic definition of a class declaration to guarantee this law. For example, if the the pre-condition of the class declaration requires that the direct superclass has been declared, this law would not hold. The next law says that more services may come from more classes.
Law 5 The order of the class declarations in a declaration section is not essential:
Law 6 If a class name N is not in cdecls, cdecls
Introducing a private attribute has no effect. Changing a private attribute into a protected one may support more services.
Law 7 If neither N nor any of its superclasses and subclasses in
Similarly, changing a protected attribute to a public attribute refines the declaration too. Adding a new method can refine a declaration. The expert patterns says that a class is allowed to delegate some tasks to its associated classes that contain the information for the tasks. To understand the above law, let us consider a simple example from the aforementioned bank system in Section 3.5.
Consider f V
The refinement delegates the task of balance lookup to the Account class.
It is important to note that method invocation, or in another term, object interaction takes time. Therefore, this object-oriented refinement (and the one described in Law 21 later) usually exchanges efficiency for "simplicity", ease of reuse and maintainability, and data encapsulation.
After functionalities are delegated to associated classes, data encapsulation can be applied to increase security and maintainability. The visibility of an attribute can be changed from public to protected, or from protected to private under certain circumstances. This is captured in the following law. Another principle of object-oriented design is to make classes simple and highly cohesive. This means that the responsibilities (or functionalities) of a class, i.e. its methods, should be strongly related and focused. We therefore often need to decompose a complex class into a number of associated classes, so that the system will be -easy to comprehend -easy to reuse -easy to maintain -less delicate and less effected by changes We capture the High Cohesion design pattern [22] by the following refinement rule.
Law 21
C¤ ¥ § ¦ are needed than in the first refinement. We believe that the above three laws, together with the other simple laws for incremental programming effectively support the use-case driven and iterative RUP development process [22] . The use of the patterns for responsibility assignment in object-oriented software development is clearly demonstrated in Larman's book [22] and in the lecture notes of Liu in [24] .
For each of the laws, except for Law 13 in the Appendix, let LHS and RHS denote the declarations on the left and right hand sides, respectively. For any main program P, each refinement law becomes an equational law:
We have shown how Hoare and He's design calculus [18] is used to define an OO language. A program is represented as a predicate called a design, and the refinement relation between programs is defined as implication between predicates.
In [7] , Broy gave an assessment of object-orientation. Our model reflects most of the features, no matter good or bad, of object-oriented designs. For example, the model does show that inheritance with attribute hiding and method overriding makes it difficult to analyse the system behaviour, and method invocation on an object may indeed change the system's global states.
Nevertheless, formal techniques for object-orientation have achieved significant advance in areas of both formal methods and object technology, e.g. [1, 2, 6, 4, 8, 29] . There are a number of recent articles on Hoare Logics for object-oriented programming (see, e.g. [30, 35, 20, 31, 23, 9] ). The normal form of a program in our paper is similarly to that of [9, 30] . However, one major difference of our work is that we also provide a formal characterisation and refinement of the contextual/structural features, i.e. the declaration section, of an object program. This is motivated by our work on the formalisation and combinations of UML models [25, 26] to deal with consistency problems of different UML models. This characterisation has been proven to be very useful in defining semantics for integrated specification languages in general. For example, [32] uses this characterisation in defining a semantics of TCOZ.
The notions of different kinds of refinements in our model are very close to those in [9] , though the semantics in [9] is defined in terms of the weakest precondition predicate transformer and does not deal with reference types. We take a weak semantic approach meaning that when the pre-condition of a contact is not satisfied in a state, the program will then behave as chaos, and any modification to the program, such as adding exceptional handling, will be a refinement to the program. We also describe static well-formedness conditions in the pre-condition so that any correction of any static inconsistency in a program, such as static type mismatching, missing variables, missing methods, etc. will be refinement too. This decision is required for structural refinement calculus of OO designs in order to treat refactoring [13] as refinement and properly combine it with functional/behavioural refinement. This combination is important for the application of the model to composing different UML models and to reasoning about their consistency [25, 26] and in giving semantics for integrated language [32] . Also our work on formal object-oriented design with UML [25, 26] has provided us with the insight of functional decomposition in the object-oriented setting and its relation with data encapsulation. The functional decomposition and data encapsulation are characterised by the refinement laws 19 -20. They reflect the essential principle of object-oriented design.
The power of UTP [18] for describing different features of computing, such as statebased properties, communication, timing, higher-order computing [18, 36, 34] , makes our approach ready for an extension to cope with these different aspects of objectoriented designs. Alternatively, one can also use temporal logic, such as [3] , for the specification and verification of multithreading Java-like programs. However, we would like to deal with concurrency at a higher level when we extend this model for componentbased software development [17, 16] .
In [7] , Broy also argued that the property of object identities is of too low level and implementation oriented. This is true to some extent and the use of references does cause some side-effects, making the semantics a bit more difficult. A preliminary version of the model without references can be found in [15] . However, that version is only slight simpler than this version. On the other hand, the complexity in fact mainly affects reasoning about low level design and implementation. At high level requirement analysis and design, we can simply use the identities as the objects they refer to or just talk about objects in an abstract way. In our approach for analysis of use cases [25] , we mainly describe the change of system states in terms of what objects are created or deleted, what modifications are made to an object and what links between objects are formed or broken. We think that features like method overriding and attribute hiding are only useful to program around the requirement and design defects detected at the coding stage or even after, or when one tries to reuse a class with a similar template in a program that the class was not originally designed. These features cause problems in program verification and the smooth application of the notion of program refinements.
Future work includes the study of the issue of completeness of the refinement calculus, applications to more realistic case studies, and formal treatment of patterns [14] .
