Abstract-Often recognition systems must be designed with a relatively small amount of training data. Plug-in test statistics suffer from large estimation errors, often causing the performance to degrade as the measurement vector dimension increases. Choosing a better test statistic or applying a method of dimensionality reduction are two possible solutions to this problem. In this paper, we consider a recognition problem where the data for each population are assumed to have the same parametric distribution but differ in their unknown parameters. The collected vectors of data as well as their components are assumed to be independent. The system is designed to implement a plug-in log-likelihood ratio test with maximum-likelihood (ML) estimates of the unknown parameters instead of the true parameters. Because a small amount of data is available to estimate the parameters, the performance of such a system is strongly degraded relative to the performance with known parameters. To improve the performance of the system we define a thresholding function that, when incorporated into the plug-in log-likelihood ratio, significantly decreases the probability of error for binary and multiple hypothesis testing problems for the exponential class of populations. We analyze the modified test statistic and present the results of Monte Carlo simulation. Special attention is paid to the complex Gaussian model with zero mean and unknown variances.
rule that minimizes the empirical error [11] or a plug-in classification rule with the minimum variational distance estimates of the parameters. These rules provide better recognition performance than other rules for the case when data are modeled to be realizations of a parametric distribution with unknown parameters. The major drawback of these rules is that they are computationally intensive and often do not have unique solutions. Contrary to the approach above, a simple plug-in classification rule (the most popular rule is the plug-in log-likelihood ratio test) with maximum-likelihood (ML) estimates of parameters substituted in place of the true parameters is often preferred by designers due to its simplicity. In [1] , for example, a classifier was designed using the Bayes predictive approach to estimate parameters from the training data; these estimates then were used in the plug-in rule. See also [22] , [39] , [14] , where the plug-in generalized likelihood ratio test is implemented to detect target presence from data collected by a sensor array. However, this approach is not optimal and often exhibits strongly degraded performance.
The performance of a recognition system is often characterized by the Bayes probability of error (error rate) or, in the case of binary hypothesis testing, by the receiver operating characteristic (ROC). Because of the finite (usually small) sample size and large size of measurement vectors (assume that the number of unknown parameters in the distribution of the measurement vector grows at least as fast as the length of the measurement vector), the performance of such a plug-in rule often degrades with increasing size of the measurement vector. In reality, the probability of error as a function of the number of variables in the observation vector often exhibits even more unusual behavior. Initially, performance improves as the number of variables in the observation vector increases, achieves a minimum, and then degrades. This phenomenon, known in literature as the "peaking phenomenon" [17] , [12] , [46] , [35] , [18] has been thoroughly studied over the past three decades. The peaking phenomenon results from nonoptimal use of the estimated parameters in the test statistic. The small sample size used to estimate the parameters of probability distribution functions results in a large estimation error and, hence, in loss of information for discriminating between different populations. Much work has been done to find the relationship between classification error, training sample size, dimensionality, and the complexity of the classification algorithm (see for example [35] , [21] ). Similar "peaking" phenomena can be observed in many adaptive systems with training sets of a small size. In [38] , for example, the signal-to-noise ratio (SNR) parameter, chosen as a measure of performance, exhibits a similar behavior with increasing the size of the training set.
A typical approach taken to improve the performance of a standard plug-in test statistic is to apply a method of dimensionality reduction to the testing vector. Most known dimensionality reduction methods pursue the goal of finding a subset of variables in the testing vector that minimizes some objective function related to the empirical probability of error (for example, distance measures, information measures, error bounds, or the empirical probability of error itself [3] , [41] ). Also, a variety of algorithms have been developed over the past three decades that describe efficient methods to search the variables that contain discriminating information [29] , [34] , [20] , [42] , [33] , [44] , [30] , [15] . In his work [7] , Cover proves that a global search over all possible subsets of features in all possible combinations is required to guarantee selection of the optimal features. In the case of a large number of features (which is typical in practice), a global search becomes computationally impossible. Therefore, most algorithms used in practice are suboptimal. Each of these algorithms is iterative. At every step, some objective function that measures information in selected variables is evaluated. Each of these algorithms evaluates either a growing feature set or a shrinking feature set (see, for example, [34] , [44] ). Feature selection algorithms based on selection of individual features are not likely to lead to an optimal subset of features (especially in the case of dependent features). Even when the features are independent, as shown in [6] , [45] , the best pair of features need not necessarily contain the best individual features. The advantage of the algorithms based on selection of individual features is that they are fast.
Among parametric families, the literature on statistical hypothesis testing has paid special attention to multivariate Gaussian densities. Most analytical results were obtained for a binary classification problem with the data modeled as multivariate Gaussian with common unknown covariance matrix and distinct unknown mean vectors (see, for example, [19] , [9] ). As was pointed out by Ben-Bassat [3] , this is one of the rare cases where the objective function for feature selection (a natural choice here is the Mahalanobis distance) is directly related to the probability of error. Calculation of the exact expected probability of error even for this rule is virtually intractable. To resolve this problem, various asymptotic expansions for the expected probability of error have been derived. A comparison of seven expansions for the sample linear discriminant function is given by Wyman et al. [48] . One of the first detailed studies of a plug-in log-likelihood test statistic with ML estimates of unknown and distinct covariance matrices was conducted by Okamoto [31] and later continued by many others, for example, [35] , [37] , [43] . Descriptions of several methods for dimensionality reduction in this specific case can be found in [28] . An efficient method is given in [49] .
In this paper, we consider the classification problem with , , populations. The multivariate and multiparameter populations are assumed to belong to the same parametric class of populations but with different values of their unknown parameters. Special attention is paid to the exponential class of populations with unknown parameters. Our analysis assumes that the variables in the vectors of observations are independent. We take a straightforward approach to designing the recognition system: we assume that the system is designed to implement the plug-in log-likelihood ratio test with the parameters estimated using the ML estimation procedure. If the amount of sample data available for parameter estimation is small and the length of the data vectors is large (the case of interest), system performance is strongly degraded compared with the optimal performance (when all parameters are known). To improve performance, the dimensionality of the data is reduced by applying a hard thresholding technique based upon an estimate of a measure of the information provided by the entries. For Gaussian distributions with zero mean, the thresholding function used in our analysis is a function of the ratio of an estimated parameter and a given and known power spectral density of the null hypothesis introduced for the purpose of analysis.
During the recognition procedure, each variable in the testing vector is tested on the amount of discriminating information it contains. This test involves the parameters estimated using the training data and the parameter of the null hypothesis. If the evaluated thresholding function exceeds the segmentation level, a positive quantity specified by the designer, then the variable is assumed to contain discriminating information and will be included in the test statistic. This procedure can be viewed as an ordering of the variables in the testing vector according to their discriminating power. Observe, however, that the number of variables chosen by following the procedure above is random. In Section IV-C and in Fig. 5 of Section IV-D, we compare and demonstrate improved performance of our selection rule over simple selection rules used in practice.
We analyze the modified log-likelihood ratio with reduced dimensionality and present results of Monte Carlo simulations. This paper is organized as follows. The general problem statement (for binary and multiclass cases) and a method of dimensionality reduction are described in Section II. In Section III, a theory of asymptotic approximations of integrals is applied to obtain an approximation for the average probability of error. Section IV considers several examples: the exponential class of populations with unknown parameters, gamma-distributed data with unknown parameters, a deterministic unknown signal in white Gaussian noise, Gaussian-distributed data with unknown variances, a multiple hypothesis case with Gaussian data and unknown variances, and Poisson-distributed data with unknown parameters. For each example, we present the results of Monte Carlo simulations. A discussion of the results and conclusions are given in Section V.
II. GENERAL PROBLEM STATEMENT
Consider a binary recognition problem. Suppose that two independent training sets and are available for designing a pattern recognition system. Each of the sets consists of independent and identically distributed (i.i.d.) vectors of data whose distributions are assumed to belong to the same specified parametric family of distributions with in but differing in their parameters. Assume that vectors of data have independent components and hence their probability densities (assumed to exist) have product forms and for sets and , respectively.
After the training is completed, the system is tested on the unknown and independent data that can be distributed the same as either of the two training sets. The two hypotheses for the testing data are: under , the testing vector has the same distribution as the data in the training set ; under , the testing vector has the same distribution as the data in the training set . We assume that the system is designed such that it implements the plug-in rule.
Definition 1:
The plug-in test statistic is the log-likelihood ratio test statistic with ML estimated parameters substituted in place of the true parameters.
The vectors of parameters are estimated from the training sets and using the ML estimation procedure. For equal a priori probabilities, the test is given by (1) where is the probability density function of the random variable under the hypothesis , , and are the -dimensional vectors of the ML estimates obtained using the training sets and , respectively, (2) and (3) and is the class of all tested populations, here . Studies of the test statistics with estimated parameters have shown that they are not optimal because of a large estimation error involved. As a result of the nonoptimality we often observe the "peaking phenomenon." This phenomenon is especially crucial when the size of the training sets is small and the dimensionality of the vectors is large. To improve performance we apply a dimensionality reduction method based on a thresholding technique. As will be shown in Section IV, the application of this method yields a considerable improvement in the performance of the recognition system described above when the multivariate populations are assumed to belong to the exponential class of populations.
A. Modified Binary Test Statistic
Let us first define a null hypothesis, a design parameter. We assume that under the null hypothesis, each entry , , is drawn from a parametric distribution , where is a -dimensional vector of design parameters. By the chain rule for probability density functions, the log-likelihood ratio can be written as (4) where is the probability density function of the data under the null hypothesis. In our simulations (Section IV), is selected to be a positive constant for all . The importance of introducing the null hypothesis will become evident below.
Next, we specify a dimensionality reduction rule. We define a thresholding function and a nonnegative real variable , the thresholding (or segmentation) level. Studies of dimensionality reduction rules show that many different functions can be used for ordering the variables according to their discriminating power. We select two functions to measure discriminating information: a) the relative entropy between the distribution of one of the original hypothesis and the distribution of the null hypothesis; and b) the sum of the relative entropies, a symmetric measure (Kullback calls this the divergence [23, p. 6] ). Since the true parameters of the two original distributions are assumed to be unknown, we use the estimates of relative entropies to specify the variable selection rules. This choice is motivated by the works of Kullback [23] and Kupperman [24] . The estimate of the relative entropy that we apply is known as the Kullback-Leibler information statistic. According to the selection rule, a variable in the testing vector will be selected if where (5) and will not be selected otherwise. The function in (5) is defined as either a) the estimate of the relative entropy (6) b) or the sum of the estimated relative entropies between one of two original distributions and the distribution of the null hypothesis and between the null and the same original distribution
Comment 1: The number of variables selected by applying the rule in (5) is random.
Comment 2:
Due to the introduction of the null hypothesis, the plug-in estimates of the information distances in (6) and (7) are more robust than the distances given by and Combining the test statistic and the selection rule results in the following modified binary test:
decide if decide otherwise (8) where the modified log-likelihood ratio is given by (9) where is the indicator function and is the index of the selection rule.
Note that the modified test can be viewed as a two-step decision-making procedure: in the first step, a decision is made about what variables will be included in the test statistic; in the second step, the hypotheses are tested using data with reduced dimensionality.
One advantage of this approach is that it can be easily extended to the multiclass recognition problem.
B. M-ary Test Statistic
Suppose now that , , populations are to be classified. The collected data for each population are assumed to belong to the same parametric class but differing in -dimensional vectors of parameters . As before, suppose that independent training sets , , one for each population are available to estimate the unknown parameters of populations. Each training set consists of i.i.d. vectors of observations drawn from the corresponding population. After training is completed, the independent data are applied to the system. We assume that the testing data can be distributed as the data in any of the training sets and, hence, the problem can be stated as a multiple hypothesis testing problem. The plug-in maximum log-likelihood test is given by (1), with . As before, we assume that training sets of small size and measurement vectors with many components are available, factors that often lead to a large estimation error. We reduce the impact of this error on performance of the system by applying a dimensionality reduction method similar to one developed for the binary case. For equal a priori probabilities, this results in (10) where the thresholding function is given by (6) or (7) and is the -dimensional vector of the ML estimates obtained using the training set , (11) where is the th component of the th vector in the training set .
In our analysis and simulations, we use the average probability of error as a performance measure, assuming equal a priori probabilities for the populations.
III. ASYMPTOTIC ANALYSIS
In this section, we derive an asymptotic approximation for the average performance of the binary recognition system which implements the test (8) with the test statistic in (9) . The results are presented in the form of a theorem. For analysis we assume that under , , each entry in is parameterized by a scalar parameter , . Similarly, under , each entry in is parameterized by a scalar parameter . Before beginning a discussion of the theorem, let us consider the expression for the moment-generating function of the modified test statistic. The conditional moment-generating function, given the testing vector, is defined as (12) where the expectation is taken over the distributions of the data in the sets and , given the data . After substituting the general expression for into (12) , we obtain where is a realization of the testing data and , , is the probability density function of the estimated parameter under hypothesis . Consider only one term of the factorized expression in (12), denoted as (13) Note that for large , the probability density function of the ML estimate of a parameter is highly concentrated about the true value and is asymptotically Gaussian [47, p. 71] , [26] . Then observe that the first integral in (13) depends on the value of the true parameter and the function evaluated at the true parameter. The dependence on the parameter is due to . It is easy to see that the following three cases have to be analyzed.
1) The true parameter satisfies the inequality Then applying the theory of asymptotic expansions of integrals, one can show that .
2) The true parameter is such that . Then one can show that and the asymptotic expansion of the first integral of (13) is of interest.
3) The true parameter satisfies the equality Then both integrals in (13) have to be approximated.
The notation indicates that is asymptotically equivalent to .
Note that the equation may have several roots. For the examples given in Section IV, this equation will have one or two roots. Depending on the number of roots, the intervals of integration in (13) Now we return to the discussion of the theorem. The theorem holds under the assumptions and conditions stated below. Assumption 1 is used to simplify the derivation of the asymptotic expression for the probability of error. This assumption can be relaxed, and the theory can be extended to the case of dependent random variables. Assumption 2 states that the conditional moment-generating function has to be in Laplace's form [40] . Conditions 1)-4) are the sufficient conditions for the moment-generating function, that satisfies Assumption 2, to be approximated by applying the theory of asymptotic approximations of integrals with exponential kernel.
Assumption 1:
The log-likelihood ratio has the form , with independent. Consider two intervals and on the real line.
Condition 1:
1) The functions and are locally integrable on .
2) The functions and are locally integrable on .
Condition 2:
1) The function has absolute minimum at , and , .
2) The function has absolute minimum at , and , .
Condition 3:
1) The function is differentiable on . 2) The function is differentiable on .
Condition 4:
1) The function and have series representations as and
2) The functions and have series representations as and The dependence of and on is suppressed in the following lemma.
Lemma 1:
i) Under Assumption 2 and Conditions 1 1), 2 1), 3 1), and 4 1), the conditional moment-generating function has the following asymptotic approximation as :
where (15) ii) Under Assumption 2 and Conditions 1 2), 2 2), 3 2), and 4 2), the moment-generating function is asymptotically approximated by where (16) iii) Suppose the function has the absolute minimum in at the interior point and is four times continuously differentiable at . Then under Assumption 2 and Conditions 1)-4), the asymptotic approximation for the conditional moment-generating function is given by (17) The symbol is used to denote
Theorem 1: Under Assumptions 1 and 2 and the set of Conditions 1-4, the average probability of error for the test (8) with the test statistic in (9) is asymptotically approximated by as (18) where the integrals in are asymptotically approximated as stated in Lemma 1 with set to .
The proof follows from combining the derivation of the expression for the average probability of error in [13] and the asymptotic results stated above.
Note that the asymptotic expression for the average probability of error derived in [13] cannot be applied to our problem since the Taylor series expansion used in [13] to approximate the conditional characteristic function of the log-likelihood ratio requires the function to be locally continuous around the true parameters. The conditional characteristic function of the modified log-likelihood ratio may not meet this condition.
IV. EXAMPLES

A. Exponential Populations
In this example, we apply the test statistic obtained in Section II to the exponential family. The probability density function of the exponential class is given by where is a row vector , is a row vector , and are nonnegative functions of and , respectively, and the parameter space is assumed to be an open convex set in a -dimensional Euclidean space. For the purpose of consistency with our general model introduced in Section II, consider an -dimensional random vector obtained by combining independent random subvectors , , each of size . The distribution of each subvector is parameterized by a -dimensional vector of parameters . Then the probability density function for the random vector can be written as (19) where is an -dimensional vector with independent subvectors each of dimension , is the vector of the unknown parameters related to the random vector . Consider a binary recognition problem with data modeled as belonging to the exponential class of populations defined above. Suppose that two training sets and , each of size , are available to estimate unknown parameters of the distribution functions using the ML estimation procedure.
After the parameters have been estimated, one easily obtains the plug-in log-likelihood ratio (20) where is the -dimensional testing vector and , , is the vector of the parameters related to the th testing subvector under the hypothesis . Recall that the testing vector can be distributed according to either of the training sets and is independent of them.
To obtain the modified test statistic in the form (9), we introduce a null hypothesis and obtain the expression for the thresholding function. Suppose that under the null hypothesis, each of subvectors in the testing data has the exponential family distribution with some known vector parameter . The thresholding function is given by where the expectation is taken with respect to the probability density function of the random subvector parameterized by . If parameters exists that achieves the equality then these are the unique ML estimates . Here is a random subvector in the training data. Then where the last expectation is taken with respect to the probability density function of the random subvector under the null hypothesis.
Combining the null hypothesis, the thresholding function, and the plug-in log-likelihood ratio, one obtains the modified test statistic (21) where .
B. Gamma-Distributed Data With Unknown Parameters
Now suppose that the observation vectors are gamma-distributed. We will follow the setting introduced in Section II and assume that two training sets, each composed of i.i.d. multivariate data, are available to estimate the unknown vector parameters and for two gamma-distributed populations with probability density functions where and is the notation for the unit step function. The ML estimates of the unknown parameters are and where is the size of the training sets, is the length of the observation vector, and the parameter is assumed to be given.
The estimated parameters are then substituted into the loglikelihood ratio to obtain its plug-in version (22) Let us introduce a null hypothesis and obtain the expression for the thresholding function. Suppose that under the null hypothesis, the testing data are gamma-distributed with known vector parameter . From Section II, the choices for the thresholding function are given by or In this example, we also define a third thresholding function as After incorporating the null hypothesis and the thresholding function into the log-likelihood ratio, one obtains (23) where , , is the index of the thresholding function.
C. Gaussian Distributed Data With Unknown Mean Vector
Suppose that sets and are composed of i.i.d. Gaussian vectors of data with unknown mean vectors and unity variances. The observed data can be, for example, obtained by transmitting two deterministic unknown signals over an additive white Gaussian noise channel with the power spectral density equal to unity. The sets and are used to estimate the unknown mean vectors and , respectively. We assume that the two training sets are independent. The estimated parameters are used to design the recognition system that implements the plug-in log-likelihood test (24) where is the two population set, is the testing data, and is the ML estimate of the parameter , and . To obtain the test statistic with reduced dimensionality, we introduce the null hypothesis and find the thresholding function. Suppose that under the null hypothesis, the testing data is Gaussian-distributed with a given mean vector and the variances equal to unity. Then the thresholding function (6) is given by (25) Combining the null hypothesis, the thresholding function (25) , and the log-likelihood functions yields the test (8) with the modified test statistic given by (26) We conducted Monte Carlo simulations for this example. The true parameters were selected to be equal to those given in the paper by Trunk [46] , that is the mean vector of one Gaussian population is selected to be the mean vector of the second population is selected to be , and the covariance of both populations is the identity matrix. The length of observation vectors was set to be and the size of the training sets to be . The unknown mean vectors were estimated using the simulated data. The results of the simulations are shown in Fig. 1 . The top panel in Fig. 1 shows the dependence of the average probability of error on the value of the thresholding level when the selection rule (25) is applied.
The bottom panel in Fig. 1 compares our method to a simple selection rule used in practice and to the result of Trunk's experiment. The dash-dotted line is the result of reproducing Trunk's experiment. The solid line is the plot of the average probability of error as a function of the number of selected variables when the thresholding function (25) with , is applied. The dashed line is the plot of the average probability of error as a function of the number of variables when the thresholding function is applied to select the variables. The peaking phenomenon is clearly observed under conditions of Trunk's experiment. In his (25) and (26) . On the bottom panel, the dash-dotted line is the reproduction of Trunk's experiment, the solid line is obtained when the variables are selected using the rule (25) , and the dashed line is obtained when the variables are selected using the thresholding
experiment, Trunk assumed that the ordering of the variables was known. However, this is not true in practice. In practical situations, selection of variables is usually based on an estimated measure of information. Observe that there is no peaking phenomenon for our selection rule or for this simple selection rule. The results are slightly better when applying the thresholding function that involves the null-hypothesis parameter. A discussion of the related results can be found in [35] , [37] , [13] .
D. Gaussian Example With Unknown Variances
Suppose that the vectors in two independent sets and are drawn from complex Gaussian populations with zero mean and unknown variances. Assume that the variances are different for the two populations. The vectors of data in sets and are modeled as a sum of a complex zero-mean Gaussian-distributed signature with unknown variances and white complex Gaussian noise with unknown spectral density . This model is well-motivated in target recognition using radar data and was studied by O'Sullivan et al. [16] , [32] , [10] . The returned radar signal (reflectivity function) as a function of the time for a given target orientation is often assumed to have a complex Gaussian distribution. The recognition system works in two modes: first it is trained using the sets and and then is tested on the unknown and independent data , assumed to be drawn from one of two populations. The hypotheses to be tested are as follows: under , the testing vector is complex Gaussian-distributed with zero mean and diagonal covariance matrix the same as the data in the training set ; under , the testing vector is complex Gaussian-distributed with zero mean and diagonal covariance matrix the same as the data in the training set . Then the plug-in log-likelihood ratio test statistic for this model is given by (27) where the estimated parameters (28) are real-valued random variables with probability density functions given by (29) where , are the true parameters under and , respectively. Note that if the true variances are known, the probability of false alarm and the probability of missed detection can be obtained analytically [27] . However, in the presence of estimated parameters, analysis becomes very difficult. This problem is usually approached by using asymptotic approximations, for example, in the case when the sample size is large. This method yields at least the first order in correction to the ideal probability of error in the expression for the average error [13] , [36] .
To obtain the modified test statistic, we define a null hypothesis and find the thresholding function for the selection rule in (5) . We assume that under the null hypothesis, the data have the complex Gaussian distribution with zero mean and some known constant power spectral density . Substituting the Gaussian statistics in (6) and (7), we obtain the following expressions for the thresholding functions and : a) the estimate of the relative entropy (30) b) or the sum of the estimated relative entropies (31) We also define the thresholding function as c) the ratio of the variances (32) The selection of is motivated by [31] and [15] .
Note that the thresholding functions (30)- (32) are functions of the ratio
. If the Gaussian model above is changed to assume that the vectors include additive white Gaussian noise . For this range, is monotonically increasing in the ratio . This proves the following proposition.
Proposition 1: The thresholding functions and are equivalent under the assumption of additive white Gaussian noise with power spectral density . Now we return to the previous model with unknown additive noise and combine the log-likelihood functions and the thresholding function to obtain (33) where is the selected thresholding function.
To analyze the performance of the test in (8) with in (33) we find the probability of error assuming that the hypotheses have equal a priori probabilities (34) where and stand for the probability of false alarm and the probability of missed detection parameterized by the segmentation level and the power spectral density of the null hypothesis . The precise analytic expression for the average probability of error is hard to evaluate. Here we obtain an asymptotic approximation to the Chernoff bound on the average probability of error (see the subsection below). We also use the Monte Carlo simulation method to evaluate the performance of the system with the test statistic in (33) .
In the conducted experiments, for each type of target we generated two sets of independent random vectors each of size . The first set of the data is used to estimate the parameters of a target (the sample size was chosen). The second set is used to test the designed system. The variances that we defined as "the truth" were estimated for each type of target by using the first 20 range profiles from the University Research Initiative Synthetic Dataset (URISD) with 10 elevation, UHF-band, and vv-polarization. More information about URISD may be found in [16] . The variance range profiles, the "truth," for four types of target, , , , and , are shown in Fig. 2 . The average probability of error was computed for each pair of targets. In Figs. 3 and 4 , we present the results of simulations for the pair of targets and . The top panel in Fig. 3 shows the dependence of the average error probability on the segmentation level when the power spectral density of the null hypothesis is chosen to be and the thresholding function (31) is applied. We can see that the average probability for this case decreases, achieves its minimum at a certain value , and then increases again. When the thresholding functions (30) and (32) are applied, the behavior of the error probability becomes more complex: it has several local minima.
The plots in Fig. 4 were generated for the pair of targets , by substituting the thresholding function (32) in the test statistic. On the top panel in Fig. 4 , we show a three-dimensional (3-D) plot of the error probability as a function of the two parameters and . The function is not convex. However, there exists a global minimum equal to at the point . To obtain the plot in the middle panel, for each given value of the power spectral density we compute the minimum of the error probability over the segmentation level and then plot this value versus the value of the spectral density . The ROC curves parameterized by three values of the segmentation level and the power spectral density are shown on the bottom panel. The ROC curve parameterized by can be obtained directly by using the test statistic in (27) . Note the considerable improvement in performance due to including the thresholding function in the test statistic. Table I presents a summary of pairwise performance comparison for four targets. There are four rows that describe each pair of targets. In the first row, we place the results of simulation with the segmentation level set to be zero (no reduction dimensionality method is applied). The entries of the second row are obtained by finding the minimum of the error probability over all values and . The third and the dourth rows contain the parameters that result in the smallest value of the error probability.
For comparison, we present results of using three simple selection rules, obtained by applying three modifications of the algorithm described in this subsection. These algorithms use the thresholding function of the same form as (31) to select individual components but differ either in the feature selection rule, or in how variables are plugged in the thresholding function. All simulation results presented in Fig. 5 were obtained for the pair of targets . On the top panel in Fig. 5 , the dependence of the average probability of error on the thresholding level is shown for the case when variables in the measurement vectors are selected using the following thresholding function:
The distribution of the null hypothesis is excluded from the test statistic. This results in a less robust estimate of the thresholding function and hence in degradation of performance. The middle panel shows the plot of the average probability of error as a function of the number of selected variables. The variables are selected using the same thresholding function , as above, but a different rule for selecting the best features. In this case, a fixed number of features corresponding to the largest values of the function are selected. On the bottom panel, we plot the average probability of error as a function of the number of selected variables. The variables are selected using the thresholding function in (31) with , but the selection rule selects a fixed number of features corresponding to the largest values of the function in (31) . Using (31), as well as (30) or (32) , to select a fixed number of variables yields a lowest achievable probability of error of , approximately a factor of better than using . Using (31) and a threshold results in a lowest probability of error , a factor of better than selecting a fixed number of variables.
E. Asymptotic Analysis
To verify the theory developed in the previous subsection, we find the asymptotic expression for the moment-generating function of the test statistic in (33) with the thresholding function in (32) . To simplify analysis, assume that neither of the true parameters equals the product , and that the sample size is large enough for the probability density function of the ML estimates to be approximately Gaussian. Consider the conditional moment-generating function of the test statistic in (33) , given the testing vector (35) where the first and the second expectations are taken with respect to the probability density functions of the estimated parameters with the true parameters and , respectively. Consider only one integral in (35) Suppose that and on the subinterval of the interval . Then, under Assumption 3, the correction term in (37) can be approximated by the integral Similar approximations can be obtained for and . Note that under the assumption above, the unconditional moment-generating function in (37) becomes the product of the ideal moment-generating function of the log-likelihood ratio with a reduced number of components and the term ( multiplied by terms not dependent on ).
Substituting (37) into (18) with parameter and integrating over , we can obtain the asymptotic expression for the average probability of error in closed form. To do so, we would need to apply the Residue Formula [25, Theorem 1.2, p. 174], [27, p. 137 ] which would produce a result that is cumbersome and difficult to interpret. Instead, we proceed with finding the rate function, the function in the exponent, for the Chernoff bounds on the probability of false alarm , and the probability of missed detection , and determining the Chernoff information, the exponent of the minimum error probability.
The rate function for the probability of false alarm is defined as Finding the value of the optimal parameter is usually hard, however, since there is a one-to-one correspondence between and , the problem can be solved numerically by plotting as a function of with (see Fig. 6 ). The rate function for the probability of missed detection can be defined and computed similarly. The plot of as a function of with is also shown in Fig. 6 . To obtain these plots we defined the truth as in the Gaussian example with unknown variances. The pair of variance range profiles was selected. In the simulations, we set the size of the training sets to , the power spectral density of the additive Gaussian noise to , and the parameters and to be and , respectively. Note that the length of the measurement vector (
) is large compared with the sample size . The point of intersection of the exponents and is the rate of the minimum probability of error (analog of the Chernoff information). In our experiment, the rate of the minimum probability of error is and occurs at . We compare this result with the case when no dimensionality reduction method is applied and with the ideal case. The plots of two exponential functions for the former case (dashed line) and for the latter case (dashed-dotted line) are shown in Fig. 6 . The value of Chernoff information is (no dimensionality reduction) and (ideal case with reduced number of dimensions). They occur at and , respectively. The results for the bounds on the minimum probability of error are in good correspondence with the results of our simulations. 
F. Gaussian Data With Unknown Variances: -ary Case
Consider a recognition problem with populations. The collected data for each population are modeled as complex Gaussian with zero mean vector and unknown and different variances for different populations. The data for each population are independent. As before, we consider the test based on the plug-in log-likelihood function for each target, where the ML estimates of the parameters are substituted in the expression for the log-likelihood function instead of the true parameters (38) where is the set of targets to be tested, is a testing vector that is distributed according to one of the hypotheses, and is the ML estimate of the parameter-vector for target . Defining the null hypothesis and applying the thresholding function to the test statistic results in the modified test (39) where the thresholding functions are given by (30)- (32) .
Similarly to the binary case, the average probability of error is computed via Monte Carlo methods. The results of the simulations are presented in Figs. 7 and 8 for training sets of size . In Fig. 7 the results are shown when three different thresholding functions in the test statistic are applied. The thresholding function (32) performs best. The results are obtained for the case when . Fig. 8 has two panels. The top panel shows a waterfall plot of the error probability as a function of the segmentation level and the power spectral density of the null hypothesis . The function achieves its minimum at the point . The bottom panel shows the dependence of the minimum error probability on the power spectral density of the null hypothesis. Applying the thresholding function (32) , one obtains approximately seven times improvement compared to the performance of the system in (27) .
G. Poisson Distributed Data With Unknown Parameters
Consider Poisson distributed data. Suppose that two independent training sets and each composed of i.i.d. multivariate data are collected to train the recognition system. The data in sets and are Poisson-distributed with unknown and different vectors of parameters and , respectively. After training is completed, the independent multivariate testing data is applied to the system. Under , is Poisson-distributed with the vector of parameters , under , is Poisson-distributed with the vector of parameters .
The plug-in test statistic is given by (40) where and , , are the ML estimates of the parameters obtained from the sets and (41) To obtain the modified test statistic in the form (9), we introduce the null hypothesis and find the thresholding function. Assume that under the null hypothesis, the testing vector is Poissondistributed with some known vector parameters (assume equal entries). For the Poisson model, the thresholding function in (9) is given by (42) (43) and . This yields the following modified test statistic: (44) where , is the selected thresholding function. Similarly to the binary Gaussian case with unknown variances, we can show that the thresholding function reduces to , given by under the assumption that the observed data are composed of the sum of two Poisson-distributed vectors: one vector is drawn from the Poisson distribution with unknown vector parameter and the other vector is drawn from Poisson distribution with vector parameter having known entries equal to . To prove the statement above, it is enough to show that the function is monotonic in the ratio , where is the estimate of the unknown parameter.
Similarly to the previous examples, the average probability of error for the test (8) Fig. 9 . The size of the training sets was set to be . The bottom panel in Fig. 9 shows the dependence of the average error probability on the value of the segmentation level when the thresholding function is applied. The parameter of the null hypothesis is selected to be equal to .
V. CONCLUSION
A method of dimensionality reduction for statistical recognition systems, designed to implement plug-in versions of the log-likelihood ratio test statistics and ML estimated parameters substituted in place of the true but unknown parameters, is developed. The method is based upon introducing a null hypothesis and measuring information for discrimination contained in each individual component of the observed vector. The measure of information used in this work is the relative entropy. While all previous methods of dimensionality reduction of a similar type used the relative entropy with parameters of both populations estimated from the training data, the method described here is based on the measure of information between the probability density function with estimated parameters and the one with known parameters of the null hypothesis. The parameters of the null hypothesis are design parameters. This results in the fact that the estimate of the information measure used to select individual features is more robust. Thresholding (segmentation) level is another design parameter. According to the selection rule, only the variables (features) whose thresholding function defined as the estimated relative entropy between one of the original hypotheses and the null hypothesis exceeds the segmentation level are selected. The number of variables selected using this rule is random. We found the method to be efficient for populations in the exponential family. Details are given for the case of gamma-distributed data, for Gaussian populations with additive Gaussian noise and unknown variances, and Poisson populations with unknown parameters. One advantage of this method is that it can be easily extended to the multiple class recognition problem.
Monte Carlo simulations are used to obtain results for the average error probability. In Sections IV-C and IV-D, improved performance of the thresholding method over simple selection rules used in practice is demonstrated. An asymptotic expression for the probability of error in the binary setting is obtained, and the results are applied to the complex Gaussian case with zero mean and unknown variances.
