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HIGHER ORDER DERIVATIVES OF ANALYTIC FAMILIES OF BANACH SPACES
FE´LIX CABELLO SA´NCHEZ, JESU´S M. F. CASTILLO, AND WILLIAN H. G. CORREˆA
Abstract. We show that the Rochberg spaces induced by complex interpolation form themselves complex
interpolation scales, obtain the interpolated spaces and associated derivations. We present our results in
the context of analytic families of Banach spaces and study the problem of determining the Rochberg
spaces induced by these new families.
1. Introduction
This paper studies analytic families of Banach spaces that spring naturally in the context of com-
plex interpolation of families, as described in [13]. The spaces forming those analytic families were
introduced by Rochberg [33] and thus we will call them Rochberg spaces. They arise as arrays of Tay-
lor coefficients of analytic functions belonging to a certain space that plays, in this context, the same
role as the Caldero´n space in complex interpolation for couples. One dimensional arrays (that is, con-
stants) correspond to classical interpolation spaces, while two dimensional arrays (that is, polynomials
of degree one) constitute the derived spaces, and so on.
We will work in the context of admissible spaces F of analytic functions (Definition 2.1) over a
complex domain U as formalized by Kalton and Montgomery-Smith [26]. In general, starting with
such an F one obtains the family of associated Rochberg spaces F
(n)
z for n ∈ N and z ∈ U. But
even this context is too narrow for our purposes and we need to introduce the more general notion of
acceptable space of analytic functions (Definition 2.2): indeed, one of the axis of the paper is to give
a precise formulation to the fact that an acceptable space F generates, for each n ∈ N and z ∈ U,
Rochberg families F
(m)
z which are in turn acceptable.
A second axis for the paper is the fact, implicit in Rochberg [33] and made explicit in [4], that
Rochberg spaces arrange into exact sequences
(1.1) 0 −−−−→ F (n)z −−−−→ F (n+k)z −−−−→ F (k)z −−−−→ 0
Rochberg [33] also observed that these sequences can be constructed by means of certain “unbounded
nonlinear operators Ω”. The middle space B in an exact sequence 0 → A → B → C → 0 is usually
called, in the context of Banach spaces, a twisted sum of A and C, so the existence of diagram (1.1)
connects the theory of analytic families with the theory of twisted sums of Banach spaces. Twisted
sums of Banach spaces were extensively studied by N. J. Kalton who, first in the paper [27] with N. T.
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Peck, and then in [24, 25] established that they correspond to a certain type of nonlinear maps called
quasi-linear maps and that the “unbounded nonlinear operator” of Rochberg is a quasi-linear map,
that we will call the associated differemtial. We are thus interested in the maps Ωk,nz that generate the
sequences (1.1) and in using these calculi to derive from them information about the Rochberg spaces.
A paradigmatic example can be seen in Section 4: The cornerstone example.
The third axis of the paper arises from the theory created above: Rochberg spaces form them-
selves “acceptable families” (in the sense that they can be generated from acceptable spaces of analytic
functions), so one can generate their own Rochberg spaces. Let us formulate this in classical terms:
Rochberg spaces form interpolation scales. This is interesting in itself since, according to Kalton and
Montgomery-Smith [26, p.1151]One of the drawbacks of the complex method is that in general it seems
relatively difficult to calculate complex interpolation spaces. There is one exception to this rule, which
is the case when one has a pair of Banach lattices. Rochberg spaces are not Banach lattices and yet we
will calculate the spaces obtained by complex interpolation between them. Back to the language of the
paper: we will identify the acceptable space that generates them and its associated differentials Ω. We
are able to describe the Rochberg spaces derived from iterated families in some cases (see Section 9),
but leave the general case open.
An acceptable space of analytic functions also depends on the complex domain U on which it is
based, and for technical reasons it is necessary to move betweenU andD to and fro. Thus, the difference
between working on the unit strip (classical interpolation with two spaces), on the unit disk (classical
interpolation for families) and on a general domain conformally equivalent to them has been considered
all throughout the paper and especially in Section 8, where general forms for the Chain and Leibnitz
rule have been obtained. Finally, Section 10 contains some additional applications and the solution of
several problems left open in the literature. We conclude this introduction by fixing the notation that
will be used throughout the paper and mentioning what the reader will find in the Appendix.
Special subsets of the complex plane are displayed in “blackboard” fonts: C,D,T,U,R... Spaces
of vector-valued analytic functions are displayed in “mathscript” fonts: F ,G and so on. Spaces and
algebras of complex valued analytic functions follow the standard notation: Hp,N
+, A, A∞,W+ etc. The
superscript (n) is always related to derivatives, perhaps in an indirect way, whileWn denotes the product
of n copies ofW. We use the following notation for lists of Taylor coefficients. If A is an ordered subset
of the nonnegative integers and f is analytic in a neighbourhood of z ∈ C, then
τA( f ) =
(
f (n)
n!
)
n∈A
and δzτA( f ) = τA( f )(z) =
(
f (n)(z)
n!
)
n∈A
.
In particular,
τn( f ) =
f (n)
n!
, τ[n,0]( f ) =
(
f (n)
n!
, . . . , f
)
, τ(n,0]( f ) =
(
f (n−1)
(n − 1)! , . . . , f
)
.
Given B a (commutative, unital) topological algebra and a Banach space X, we say that X is a B-
module if there is a jointly continuous outer product B × X −→ X satisfying the usual algebraical
requirements. Note that in this case, for each fixed a ∈ B, the map x 7→ ax is a bounded operator on X
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whose norm will be denoted by ‖a‖L(X) if necessary. Also note that B need not to be normed: actually
the Fre´chet algebras A∞
U
introduced in the Appendix play a role in this paper.
At several moments in this paper is important to distinguish between equal and isomorphic objects.
The notation we will use is: the symbol = is reserved for equality; used between spaces, ≃ means
isomorphism and ∼ means isometry. Located between two quantities, the symbol ≈ means they are
proportional; finally, the symbol ≡ between to quasi-linear maps means they are equivalent (see the
appropriate notion of equivalence for quasi-linear maps and differentials in Sections 3 and 9.
2. Spaces of analytic functions and analytic families
This Section introduces the spaces of analytic functions that we shall use along the paper. First,
we recall the standard notion of an admissible space of analytic functions taken from Kalton and
Montgomery-Smith [26]:
Definition 2.1. Let U be an open set of C conformally equivalent to the disc D = {z ∈ C : |z| < 1} and
let W be a complex Banach space. A Banach space F of analytic functions f : U → W is said to be
admissible provided:
(a) For each z ∈ U, the evaluation map δz : F → W is bounded.
(b) If ϕ : U → D is a conformal equivalence and f : U → W is analytic, then f ∈ F if and only if
ϕ · f ∈ F and ‖ϕ · f ‖F = ‖ f ‖F .
Condition (b) is basically a boundary condition and implies that F is isometric to the subspace of
functions vanishing at a given u ∈ U, the isometry being given by multiplication by a conformal map
ϕ : U→ D such that ϕ(u) = 0.
It turns out that admissibility is a too rigid notion for our present purposes and so we need to introduce
a weak version that we have called (for which we apologize in advance) acceptable spaces. This notion
requires using the algebras A∞
U
, whose definition and properties can be found in the Appendix.
Definition 2.2. Let U andW be as before. An acceptable space is a Banach space of analytic functions
f : U −→ W having the following properties:
(a) The evaluation maps δz : F → W are continuous.
(b) F is a module over the algebra A∞
U
under pointwisemultiplication, that is, the pointwise product
A∞
U
× F −→ F is jointly continuous.
(c) For each conformal mapping ϕ : U −→ D there is a constant K[ϕ] such that, if f : U → W is
analytic and ϕ f ∈ F , then f ∈ F and ‖ f ‖F ≤ K[ϕ]‖ϕ f ‖F .
Lemma 2.3. Every admissible space of analytic functions is acceptable.
Proof. It suffices to check (b). Assume F is admissible on U and let us fix a conformal map ψ : U −→
D. Then, for f ∈ F we have ψ · f ∈ F , with ‖ψ · f ‖F = ‖ f ‖F . Thus, if (cn)n≥0 is absolutely summable
and g(u) =
∑
n≥0 cnψ(u)
n, then g · f ∈ F , with ‖g f ‖F ≤ (∑n≥0 |cn|) ‖ f ‖F . This implies that F is
a “contractive” module over ψ∗[W+] under the pointwise multiplication. The definition of ψ∗[W+] is
given in the Appendix. But ψ∗[W+] contains A∞
U
with continuous inclusion (see Lemma 11.4); therefore
F is an A∞
U
-module as well. 
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2.1. Caldero´n spaces. The simplest examples of admissible spaces are the Caldero´n spaces associated
to Banach interpolation couples. Interpolation for couples is usually done in the unit strip S = {0 <
ℜ(z) < 1}. In this paper we need to be careful with the spatial variable which is used to derivate
functions and thus the size of the strip where the spaces are placed needs to be take in consideration;
see Section 8.1. So, given real numbers a < b we put Sa,b = {a < ℜ(z) < b}. Now suppose that Xa and
Xb is a Banach couple: this just means that Xa and Xb are linear and continuously embedded into a third
Banach space W.
The Caldero´n space with simplest definition is C = C (Xa, Xb), which consists of those bounded
analytic functions f : Sa,b −→ W that extend continuously to the closure of Sa,b and, denoting again by
f the extension, satisfy the boundary condition: For j = a, b the restriction t ∈ R 7−→ f ( j + it) ∈ X j is
continuous and bounded. The norm of the space C is defined by ‖ f ‖C = sup{‖ f ( j + it)‖X j : t ∈ R, j =
a, b}.
A useful variant is the space
C0 = { f ∈ C : ‖ f ( j + it)‖X j → 0 as |t| → ∞, j = a, b},
which is a closed subspace of C .
It is easy to prove that, if f ∈ C , then for every z ∈ Sa,b the function w 7−→ e(w−z)2 f (w) belongs to C0.
Moreover, if ∆ is any dense subset of Xa ∩ Xb, then the functions of the form
(2.1) f (z) = eδz
2
∑
1≤i≤k
eλkzxk (xk ∈ ∆, λk, δ ∈ R, δ > 0)
are dense in C0; see [29, Chapter IV, Theorem 1.1, p. 220] or [2, Lemma 4.2.3]. We shall denote the
space of such functions as C00.
2.2. Interpolation families. The basic source of admissible spaces is based on the complex interpola-
tion method for families. The method we present here, which is that of [14], is a slight modification of
the method from [13].
Let U be a domain of the complex plane conformally equivalent to the disc and let ϕ : D −→ U
be a fixed conformal map. Conformal maps ϕ belong to the Smirnov class N+ [19] and so they have
nontangencial limits for almost every z ∈ T. Let us assume from now on that ϕ extends to a surjective
continuous function D˜ −→ U (there is no need to relabel), where D˜ is a subset of the closed disc which
contains D together with almost every point of T. In particular ϕ maps T∩ D˜ onto ∂U (up to a null set).
Note that this property is independent on the choice of ϕ; it is really a property of the domain U. We
know of no example of a domain which does not satisfy this mild assumption. When U = S one can
use the conformal equivalence given by the formula
ϕ(z) =
1
2
+
2i
π
log
z + 1
1 − z
which extends to the closed disc, except z = ±1.
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Definition 2.4. A family X = {Xω : ω ∈ ∂U} of Banach spaces is an interpolation family of Banach
spaces with containing spaceW, intersection space ∆ and containing function k if:
• W is a Banach space for which there are linear continuous embeddings Xω → W. We will
identify Xω with its image in W from now on.
• ∆ is a subspace of ⋂ω∈∂U Xω such that for every x ∈ ∆ the function z ∈ T⋂ D˜ 7→ ‖x‖ϕ(z) is
measurable and ∫
T
log+ ‖x‖ϕ(z)d|z| < ∞,
where log+ t = max(0, log t).
• k : ∂U→ (0,∞) is a measurable function such that∫
T
log+ k(ϕ(z))d|z| < ∞,
and ‖x‖W ≤ k(u)‖x‖u for every u ∈ ∂U and every x ∈ ∆.
If no risk of confusion arises we will simply say that X is an interpolation family. Given an inter-
polation family X, we define G = G (X) as the space of all functions on U of the form g = ∑nj=1 g jx j,
where g j ◦ ϕ is in the Smirnov class N+, x j ∈ ∆, for all j, and
(2.2) ‖g‖ = ess sup
u∈∂U
‖g(u)‖u < ∞.
Here, ∂U carries the image of the measure d|z| under the map ϕ. Notice that this is well-defined because
functions in the Smirnov class N+ have a. e. nontangential limits on T and it does not depend of ϕ,
because if ψ : D −→ U is another conformal map, then ϕ ◦ ψ−1 is an automorphism of the disc.
Let us briefly explain how these spaces fit into the general framework described earlier. We just state
the basic facts and refer the reader to [13, 14, 15] for more details. First, the evaluations δu : G −→ W
are bounded. This fact depends on the hypotheses made on the containing function k. Indeed, by a
result of Szego˝ (see [13, Proposition 1.1]), (any measurable extension of) the function k ◦ ϕ : T −→
[0,∞) has an associated “outer” function in the Smirnov class, which means that there is K ∈ N+ such
that |K(z)|k(ϕ(z)) = 1 for almost everywhere z ∈ T, where the extension of K to T is defined taking
nontangential limits. It is now easy to check that for each u ∈ U one has ‖δu : G −→ W‖ ≤ |K(z)|,
where ϕ(z) = u; see [15, Proposition 2.3.52].
As a rule, the space G will fail to be complete; however it always fulfils conditions (a) and (b) in
Definition 2.1: Let F = F (X) be its completion and observe that the continuity of the evaluations
at points of U allows us to identify F as a Banach space of analytic functions U −→ W, on which
the point evaluations remain bounded with the same norm (see [13, Proposition 2.3]. About condition
(b), keeping an eye in Definitions 2.1 and 2.2 let us observe the trivial fact that G , and therefore F ,
are contractive modules over H∞(U), since every bounded analytic function on the disc belongs to the
Smirnov class N+. In particular, if h : U −→ D is a conformal map and f ∈ F , then h f ∈ F and
‖h f ‖F = ‖ f ‖F. It then remains to prove that f ∈ F whenever h f ∈ F . This is related to the coincidence
of the interpolation spaces associated to G and F . To explain this, and following [13], let us fix z ∈ U
and consider the following two spaces: the first one, often denoted by X{z}, is the completion of the
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intersection space ∆ equipped with the norm x ∈ ∆ 7−→ inf{‖g‖F : g ∈ G and x = g(z)}. The definition
makes sense because for every x ∈ ∆ there is g ∈ G such that x = g(z). The other space is
X[z] = {x ∈ W : x = f (z) for some f ∈ F },
equipped with the quotient norm. To see how these spaces are related, have a look at the diagram
(2.3) 0 // ker δz // F // F / ker δz // 0
0 // ker δz ∩ G
OO
// G = F // F /ker δz ∩ G
Q
OO
// 0
Here, Q
(
f + ker δz ∩ G
)
= f + ker δz is an isometric quotient map (it maps the open unit ball of
F /ker δz ∩ G onto that of F / ker δz). A moment’s reflection suffices to realize that each nonzero
element of kerQ corresponds to an element f ∈ ker δz which is not in ker δz ∩ G , and so kerQ =
ker δz/ker δz ∩ G . Now observe that X{z} = F /ker δz ∩ G and X[z] = F / ker δz; thus, Q induces an iso-
metric quotient map of X{z} −→ X[z] “extending” the inclusion ∆ −→ W. This map is injective (that is,
X{z} = X[z]) if and only if ker δz ∩ G is dense in ker δz. On the other hand, if h : U −→ D is a conformal
map vanishing at z, we have ker δz ∩ G = h · G in the sense that each function in G vanishing at z has
the form h · g, for some g ∈ G . Using this, the following lemma is not hard to prove and it concludes
the argumentation:
Lemma 2.5. The following statements are equivalent:
• X{z} = X[z].
• ker δz ∩ G is dense in ker δz.
• ker δz = h ·F . 
Definition 2.6. An interpolation family X = {Xω : ω ∈ ∂U} is said to be admissible at z ∈ U if it
satisfies the equivalent conditions recorded in the preceding Lemma, and it is said to be admissible if it
is admissible at every z ∈ U
Observe that an interpolation family X is admissible if and only if the space F obtained from it is
admissible in the sense of Definition 2.1.
3. Rochberg spaces and their entwining exact sequences
As in the admissible setting, the key observation is that if F is an acceptable space with domain U
and ambient spaceW and ϕ : U −→ D is a conformal map such that ϕ(u) = 0, then multiplication by ϕ
provides an isomorphism between F and ker δu with
K[ϕ]−1‖ f ‖ ≤ ‖ϕ f ‖ ≤ ‖ϕ‖‖ f ‖ ( f ∈ F ).
It quickly follows that each function of F having a zero of order k ≥ 1 at u can be written as ϕk f , and
K(ϕ)−k‖ f ‖ ≤ ‖ϕk f ‖ ≤ ‖ϕ‖k‖ f ‖ ( f ∈ F ).
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Thus, everything that is known for admissible spaces, as developed in [4], works fine within the broader
class of acceptable spaces, adding some constants here and there. So, we will state the basic facts to fix
the notations and refer the reader to [4] for further explanations.
If we fix z ∈ U, the map δz : F → W is continuous and F / ker δz is a Banach space which is
isometric to
Fz = {w ∈ W : w = f (z) for some f ∈ F },
endowed with the quotient norm ‖w‖Fz = infw= f (z) ‖ f ‖F . The family (Fz)z∈U will be called the analytic
family of Banach spaces associated to F , which is coherent with the traditional use when F is admis-
sible (cf. [26, § 10]) and, in particular, when F arises from an admissible interpolation family, as in
Section 2.2. In this case we have Fz = X[z] = X{x}.
The map δ
(n)
z : F → W, evaluation of the n-th derivative at z, is bounded for all z ∈ U and all n ∈ N
by an iterated use of (a), the definition of derivative and the Banach-Steinhaus theorem. Thus, it makes
sense to consider the Banach spaces
(3.1) F /
⋂
i<n
ker δ(i)z (n ∈ N).
As before these spaces are isometric to the Rochberg spaces
F
(n)
z = {w ∈ Wn : w = τ(n,0] f (z) for some f ∈ F }
=
{
(wn−1, . . . ,w0) ∈ Wn : wi = f
(i)(z)
i!
for some f ∈ F and all 0 ≤ i < n
}
,(3.2)
endowed tith the quotient norm: the norm of w = (wn−1, . . . ,w0) in F
(n)
z is the infimum of the norms of
the functions of F fitting in (3.2).
For fixed z, the spaces F
(n)
z can be arranged into exact sequences in a very natural way: this is
implicit in [33], even if the syntagma “exact sequence” does not appear, and a complete treatment can
be found in [4]. Indeed, if for 1 ≤ n, k < m we denote by ın,m : Wn → Wm the inclusion on the left
given by ın,m(xn, . . . , x1) = (xn, . . . , x1, 0 . . . , 0) and by πm,k : W
m → Wk the projection on the right given
by πm,k(xm, . . . , xk, . . . , x1) = (xk, . . . , x1), then πm,k restricts to an isometric quotient map of F
(m)
z onto
F
(k)
z (this is trivial) and ın,m is an isomorphic embedding of F
(n)
z into F
(m)
z (this can be proved as [4,
Proposition 2(a)]) and thus, see [4, Theorem 4], for each n, k ∈ N there is an exact sequence of Banach
spaces and operators
(3.3) 0 −−−−→ F (n)z
ın,n+k−−−−→ F (n+k)z
πn+k,k−−−−→ F (k)z −−−−→ 0
To describe the sequences (3.3) as twisted sums we will use the differential maps Ωk,n : F
(k)
z −→ Wn
as follows: we fix ε ∈ (0, 1), and, for each x = (xn−1, . . . , x0) in F (k)z , select fx ∈ F such that x =
τ(k,0] fx(z), with ‖ fx‖ ≤ (1 + ε)‖x‖, in such a way that fx depends homogeneously on x. Then define
Ωk,n(x) = τ(n+k,k] fx(z).
We could emphasize the fact that Ωk,n depends on z by adding the subscript z, if necessary. Any Ωk,n
defined in this way is a quasilinear map, in the sense of [27], from F
(k)
z to F
(n)
z , which means that there
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is a constant C such that, for every x, y ∈ F (k)z the difference Ωk,n(x + y) − Ωk,n(x) − Ωk,n(y), which
belongs a priori toWn, actually falls into F
(n)
z and obeys the estimate
‖Ωk,n(x + y) −Ωk,n(x) −Ωk,n(y)‖
F
(n)
z
≤ C
(
‖x‖
F
(k)
z
+ ‖y‖
F
(k)
z
)
.
Two differentials Ω,Ψ defined from Fz into W are said to be equivalent, something we will denote by
Ω ≡ Ψ, if they define equivalent exact sequences, in the standard sense of homological algebra (see e.g.,
[21] or else [9]). That occurs if and only if there is a linear map ℓ : Fz → W such that the difference
Ω −Ψ − ℓ does actually fall in Fz and is bounded as a map Fz → Fz.
With the differential Ωk,n one can define the twisted sum (or derived) space
F
(n)
z ⊕Ωk,n F (k)z =
{
(y, x) ∈ Wn+k : y − Ωk,n(x) ∈ F (n)z , x ∈ F (k)z
}
,
endowed with the quasinorm
(3.4) ‖(y, x)‖Ωk,n =
∥∥∥y − Ωk,n(x)∥∥∥
F
(n)
z
+ ‖x‖
F
(k)
z
.
It turns out that F
(n)
z ⊕Ωk,n F (k)z and F (n+k)z are the same space, and that (3.4) is a quasinorm equivalent
to the norm of F
(n+k)
z .
We conclude this rugged introduction emphasizing the compatibility of the sequences (3.3) passing
through a given F
(m)
z . Indeed, if m = k + n = i + j, with k < i say, then the following diagram is
commutative:
(3.5)
0 0y y
F
( j)
z F
( j)
zy y
0 −−−−→ F (n)z −−−−→ F (m)z −−−−→ F (k)z −−−−→ 0y y ∥∥∥∥
0 −−−−→ F (n− j)z −−−−→ F (i)z −−−−→ F (k)z −−−−→ 0y y
0 0
Notation has been lightened up by understanding that unlabelled arrows F
(n)
z −→ F (m)z are ın,m if
n ≤ m and πn,m if n ≥ m.
Sometimes it is convenient to replace the starting acceptable space F by another one with more
convenient properties. If properly done, this will affect very little the resulting sequences:
Lemma 3.1. Let F and G be acceptable spaces of functions U −→ W. Assume that G ⊂ F and that
the inclusion is continuous. Fix z ∈ U. If Fz = Gz, necessarily with equivalent norms, then F (n)z = G (n)z ,
with equivalent norms, for every n ≥ 1 and the sequences induced by G at z agree with those of F .
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The proof is an easy induction argument once one realizes that, under the hypothesis of the Lemma,
given n, k ≥ 1, there is a commutative diagram, of Banach spaces and operators
0 −−−−→ G (n)z −−−−→ G (n+k)z −−−−→ G (k)z −−−−→ 0y y y
0 −−−−→ F (n)z −−−−→ F (n+k)z −−−−→ F (k)z −−−−→ 0
where the descending arrows are the corresponding formal inclusions. This implies that the derived
spaces of admissible interpolation families and the corresponding exact sequences do not vary if one
uses a norm of Hardy type instead of (2.2); see Pisier’s comments in [32].
The most important application for us occurs in the context of couples, where one has C (X0, X1)
(n)
z =
C0(X0, X1)
(n)
z , up to equivalent norms, for every z in the corresponding strip and all n ≥ 1: indeed,
the case n = 1 follows from the fact that if x = f (z) for some f ∈ C (X0, X1), then the function
gδ(w) = e
δ(w−z)2 f (w) is in C0(X0, X1) and one has gδ(z) = f (z) and lim supδ ‖gδ‖C ≤ ‖ f ‖C as δ → 0+.
The general case follows from the preceding Lemma.
Actually it is easy to see that C (X0, X1)
(n)
z and C0(X0, X1)
(n)
z are the same space, with the same norm,
using functions of the form w 7→ exp (δ(w − z)2+4k), where δ > 0 is small and k ∈ N is large. We will
use this fact without further mention.
4. The cornerstone example
Let us investigate the particularly interesting case of the couple (ℓ∞, ℓ1), which in a sense motivated
the whole theory. We will denote by Z the Caldero´n space C (ℓ∞, ℓ1) on the unit strip, that is, Z is the
space of analytic functions f : S→ ℓ∞ having the following properties:
(1) f extends to a continuous function on S −→ ℓ∞ that we denote again by f .
(2) ‖ f ‖Z = sup{‖ f (it)‖∞, ‖ f (1 + it)‖1 : t ∈ R} < ∞.
Of course Z is admissible and rather elementary arguments show that Zz = [ℓ∞, ℓ1]θ = ℓp, where
θ = ℜz and p = 1/θ for θ ∈ (0, 1) and, in particular Zz = ℓ2 for z = 1/2. In the remainder of this
Section we fix z = 1/2 as the base point and we denote Z
(n)
1/2
by Zn for n = 1, 2, . . . If x is normalized
in ℓ2 and we set x = u|x| then fx(z) = u|x|2z is normalized in Z and one has fx(12) = x. Thus
fx(z) = u|x||x|2z−1 = x|x|2(z−1/2) = x
∞∑
n=0
2n logn |x|
n!
(
z − 1
2
)n
,
from where (τn fx)(
1
2
) =
2nx logn |x|
n!
. Thus, for arbitrary x ∈ ℓ2 we have, by homogeneity,
(τn fx)(
1
2
) =
2nx
n!
logn
( |x|
‖x‖2
)
.
Hence,
(4.1) Ω1,n(x) = τ[n,1]( fx)(
1
2
) = x
(
2n
n!
logn
( |x|
‖x‖2
)
, . . . ,
22
2!
log2
( |x|
‖x‖2
)
, 2 log
( |x|
‖x‖2
))
,
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which leads to a quite comfortable description of the spaces Zm. In particular, since Z1 = ℓ2 we can
use the map Ω1,1 to obtain that the functional
‖(y, x)‖Ω1,1 =
∥∥∥∥∥y − 2x log |x|‖x‖2
∥∥∥∥∥
2
+ ‖x‖2
is equivalent to the norm of Z2. This shows the classical fact Z2 is isomorphic, but not equal, to the
original Kalton-Peck space Z2, whose quasinorm was defined by its legitimate owners as ‖(y, x)‖ =∥∥∥∥y − x log ‖x‖2|x|
∥∥∥∥
2
+ ‖x‖2.
The paper [4] contains a proof that Zm is not a subspace of a twisted Hilbert space for m ≥ 3. We
show now a general result which requires the following inductive, ad hoc definition:
Definition 4.1. A twisted Hilbert space of order 1 is just a Banach space which is isomorphic to a
Hilbert space. For k ≥ 2, say that Z is a twisted Hilbert space of order k if for some (equivalently, for
every) choice i+ j = k with i, j ≥ 1 there is a short exact sequence 0 −→ A −→ Z −→ B −→ 0 in which
A (resp. B) is a twisted Hilbert space of order i (resp. j).
The equivalence between the “for some” and “for every” forms of the definition above is not entirely
straightforward and requires a judicious use of diagrams. The space Zm is a twisted Hilbert space of
order m and twisted Hilbert spaces are exactly the twisted Hilbert spaces of order 2.
Theorem 4.2. Zm cannot be embedded into a twisted Hilbert space of order k < m. In particular Zm
is not a subspace of Zk whenever k < m.
To proceed with the proof we recall the definition of n-th type 2 constant of X taken from [20]: Let
X be a Banach space. Let an(X) be the infimum of the constants a such that
Average
±
∥∥∥∥∥∥∥
n∑
i=1
±xi
∥∥∥∥∥∥∥
2
≤ a2
n∑
i=1
‖xi‖2
for all x1, ..., xn ∈ X. Theorem 4.2 will follow straightforwardly from the next two Lemmata. The first
one generalizes estimates in [20, Theorem 3], [27, Theorem 6.2], [23, Theorem 7.5] that deal with the
case m = 1.
Lemma 4.3. If Z is a twisted Hilbert space or order m + 1, with m ≥ 0, then an(Z) = O(logm2 n).
Proof. From [20, Theorem 1, Part (1)] we know that, given a subspace Y ⊂ Z, one has
ank(Z) ≤ an(Y)ak(Z) + an(Y)ak(Z/Y) + an(Z)ak(Z/Y)
We then proceed by induction. The result is trivial for m = 0, by the parallelogram law. Assume it is
true for twisted Hilbert spaces of order m. Now let Z be a twisted Hilbert space or order m + 1 and let
0 −→ H −→ Z −→ X −→ 0 be a witnessing sequence. There is no loss of generality if we assume
that Z contains H isometrically and the corresponding quotient is X. Since X is a twisted Hilbert space
of order m the induction hypothesis provides a constant C such that an(X) ≤ C logm−12 n for all n ∈ N.
Thus, for k ∈ N, one has
a2k(Z) ≤ a2(H)ak(Z)+a2(H)ak(X)+a2(Z)ak(X) = ak(Z)+(1+a2(Z))ak(X) ≤ ak(Z)+(1+a2(Z))C logm−12 k
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and so
a2n+1(Z) ≤ a2n(Z) + (1 + a2(Z))C logm−12 2n = a2n(Z) + (1 + a2(Z))Cnm−1.
Also,
a2n(Z) ≤ a2n−1(Z) + (1 + a2(Z))C(n − 1)m−1,
and, iterating n times, we obtain
a2n+1(Z) ≤ a2(Z) + (1 + a2(Z))C
∑
1≤i≤n
im−1.
From Faulhaber’s formula [1, p. 108] we get that the dominating term of
∑
1≤i≤n i
m−1 is nm. Using that
an is nondecreasing, there is some constant C
′ such that an(Z) ≤ C′ logm2 n for all n. 
It is clear that if Y is isomorphic to a subspace of X, then the sequence an(Y)/an(X) is bounded. The
following computation completes the proof of Theorem 4.2.
Lemma 4.4. For each m ≥ 0, logm2 n = O (an(Zm+1)).
Proof. The lower estimate for an(Zm+1) will immediately follow from the inequality
‖(0, . . . , 0, sN)‖Zm+1 ≥ cm
√
N logm2 N,
where sN =
∑
1≤i≤N ei and obvious symmetries of the norm of Z .
We need the following elementary identity: for each n ≥ 1 one has
(4.2)
1
n!
+
(−1)
(n − 1)! +
(−1)2
2!(n − 1)! + · · · +
(−1)n−1
(n − 1)! +
(−1)n
n!
=
∑
0≤i≤n
(−1)i
i!
1
(n − i)! = 0.
This can be seen writing 1 as the product e−tet and then using Leibniz rule to compute the n-th Taylor
coefficient of the product at the origin.
For the rest of the proof we will use the following notations: given x ∈ W and scalars (α1, . . . , αk)
we write (α1, . . . , αk)x = (α1x, . . . , αkx). Also, we set L = log(1/N). We also take advantage of the fact
that each Zn+1 can be written as a twisted sum of Zn and ℓ2, using the map defined by (4.1): taking
x = sN there, we have
Ω1,n(sN) =
(
2n
n!
logn
(
N−1/2
)
, . . . ,
22
2!
log2
(
N−1/2
)
, 2 log
(
N−1/2
))
sN =
(
Ln
n!
,
Ln−1
(n − 1)! , . . . ,
L2
2!
, L
)
sN .
For each n we fix a constant kn such that ‖(y, x)‖Zn+1 ≥ kn
(
‖(y − Ω1,n(x)‖Zn + ‖x‖2
)
. Actually one can
take kn =
1
3
for all n. After this preparation:
‖(0, . . . , 0, sN)‖Zm+1 ≥ km
∥∥∥Ω1,m(sN)∥∥∥Zm
= km
∥∥∥∥∥∥
(
Lm
m!
,
Lm−1
(m − 1)! , . . . ,
L2
2!
, L
)
sN
∥∥∥∥∥∥
Zm
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≥ kmkm−1
∥∥∥∥∥∥
(
Lm
m!
,
Lm−1
(m − 1)! , . . . ,
L2
2!
)
sN −Ω1,m−1(LsN)
∥∥∥∥∥∥
Zm−1︸                                                        ︷︷                                                        ︸
(⋆)
.
Now,
(⋆) =
∥∥∥∥∥∥
(
Lm
[
1
m!
− 1
(m−1)!
]
, Lm−1
[
1
(m−1)! − 1(m−2)!
]
, . . . , L3
[
1
3!
− 1
2!
]
, L2
−1/2!︷   ︸︸   ︷[
1
2!
− 1
1!
] )
sN
∥∥∥∥∥∥
Zm−1
≥ km−2
∥∥∥∥∥∥
(
Lm
[
1
m!
− 1
(m−1)! +
1
2!(m−2)!
]
, Lm−1
[
1
(m−1)! − 1(m−2)! + 12!(m−3)!
]
, . . . , L3
[
1
3!
− 1
2!
+ 1
2!1!
]
︸           ︷︷           ︸
1/3!
)
sN
∥∥∥∥∥∥
Zm−2
.
Continuing in this way, after ℓ iterations, we see that ‖(0, . . . , 0, sN)‖Zm+1/(km · · · km−ℓ) is at least∥∥∥∥∥∥
(
Lm
[
1
m!
− 1
(m−1)! +
1
2!(m−2)! + · · · + (−1)
ℓ
ℓ!(m−ℓ)!
]
, Lm−1
[
1
(m−1)! − 1(m−2)! + 12!(m−3)! + · · · + (−1)
ℓ
ℓ!(m−1−ℓ)!
]
,
. . . , Lℓ+2
[
1
(ℓ+2)!
− 1
(ℓ+1)!
+ 1
2!ℓ!
+ · · · + (−1)ℓ
ℓ!2!
]
, Lℓ+1
[
1
(ℓ+1)!
− 1
ℓ!
+ 1
2!(ℓ−1)! + · · · + (−1)
ℓ
ℓ!1!
]
︸                                    ︷︷                                    ︸
(−1)ℓ/(ℓ+1)!
)
sN
∥∥∥∥∥∥
Zm−ℓ
.
And letting ℓ = m − 1 we conclude that
‖(0, . . . , 0, sN)‖Zm+1
(km · · · k1) ≥
∥∥∥∥∥∥
(
Lm
[
1
m!
− 1
(m−1)! +
1
2!(m−2)! + · · · + (−1)
m−1
(m−1)!1!
]
︸                                          ︷︷                                          ︸
(−1)m−1/m!
sN
)∥∥∥∥∥∥
Z1
=
|L|m
m!
N1/2,
as required. 
A more general, less tortuous argument will be given in Section 5.
Corollary 4.5. Zn+k is not isomorphic to Zn ⊕ Zk.
Proof. Assuming n ≤ k,Zn ⊕ Zk is a subspace of Zk, while Zn+k is not. 
Corollary 4.6. Let 0 ≤ k, j ≤ n. Zn−k ⊕ Zn+k ≃ Zn− j ⊕ Zn+ j if and only if k = j.
Proof. Assume otherwise, and assume j < k. Then Zn+k would be a subspace of Zn− j ⊕Zn+ j, which is
in turn a subspace of Zn+ j, and that is impossible. 
It is likely that Zm does not contain complemented copies of Zn for n < m, which would imply that
Z j ⊕ Zk ≃ Zn ⊕ Zm if and only if j = n, k = m or j = m, k = n.
5. Duality issues
This Section studies the conjugate spaces of the derived spaces associated to an admissible space and
the corresponding (dual) exact sequences. The material presented here is closely related to [13, 33, 17,
4] and has loose connections with [3, 11, 27].
We deal exclusively with spaces of analytic functions arising from admissible interpolation families.
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LetX be such a family, with spaces (Xu)u∈∂U, containing spaceW, intersection space ∆ and containing
function k : ∂U −→ (0,∞). We also fix a conformal map ϕ : D −→ U, as in Section 2.2.
Now, let F = F (X) and G = G (X) be as in Section 2.2 and let us keep the traditional notation X(n)z
for F
(n)
z , where z ∈ U. When n = 1 we just write Xz.
It is an easy consequence from G being dense in F that ∆n is dense in X
(n)
z for all z ∈ U and all
n. Besides, it follows from Lemma 2.5 that for each x ∈ ∆n and every ε > 0 there is g ∈ G such that
x = τ(n,0]g(z) and ‖g‖F ≤ (1 + ε)‖x‖X(n)z . This simplification will play a role in the identification of the
dual of X
(n)
z .
5.1. Derivation of duals of interpolation spaces. Adapting the techniques from [13] we may find
the dual of the intermediate spaces Xz the following way: let W = W (X) be the space of functions
h : U→ ∆⋆ (the algebraic dual of ∆) such that
• z 7−→ 〈h(ϕ(z)), x〉 is a function in N+ for every x ∈ ∆;
• there is C > 0 such that, for each x ∈ ∆ one has limw→z |〈h(ϕ(w)), x〉| ≤ C‖x‖ϕ(z) for almost every
z ∈ T, where the limit is nontangential.
The space W will be normed taking ‖h‖W as the infimum of the numbers C satisfying the preceding
condition. The obvious question of whether W is complete has no consequences in the subsequent
discussion. For each z ∈ U there is an isometry between X∗z and the “intermediate” space
Wz = {ξ ∈ ∆⋆ : ξ = h(z) for some h ∈ W },
with the natural quotient norm. More precisely, ξ ∈ ∆⋆ belongs to Wz if and only if the functional
x ∈ ∆ 7−→ 〈ξ, x〉 ∈ C is bounded in the norm of Xz in which case the norm of the obvious extension in
X∗z agrees with the norm of ξ in Wz. We take this fact, proved in [13, Theorem 3.1] with ∆ maximal, as
the starting point of this Section.
From now on we identify X∗z with that subset of ∆
⋆, that is, we use ∆⋆ as a “containing space” for
the family X∗u, with u ∈ U. In this way the space W can be used to construct the derived spaces of the
family X∗z using the ideas of Section 3.
First, we need a substitute for the derivatives: given h ∈ W and n ≥ 0 we define h(n) : U −→ ∆⋆ by
the formula
〈h(n)(z), x〉 = d
n
dzn
〈h(z), x〉 (x ∈ ∆).
The meaning of the expressions such as τA(h), τA(h)(z), and the like should be obvious in this context.
Now, set
W
(n)
z =
{
(ξn−1, . . . , ξ0) ∈ (∆⋆)n : there is h ∈ W such that ξi = h
(i)(z)
i!
for 0 ≤ i < n
}
,
with the quotient norm. At this juncture many structural properties of the spaces W
(n)
z remain obscure:
for instance if they are complete, or Hausdorff, or if W
(n)
z contains W
(k)
z when k < n. All these thrilling
questions will we settled in the next Section.
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5.2. Duality of the twisted sums. The first part of the following result was proved by Rochberg for
finite dimensional spaces in [33, Theorem 4.1].
Proposition 5.1. For each z ∈ U and each n ≥ 1, let Tn : W (n)z −→ (X(n)z )∗ be given by
(5.1) Tn(ξn−1, ..., ξ0)(xn−1, ..., x0) =
n−1∑
j=0
〈ξ j, xn− j−1〉 ((ξn−1, ..., ξ0) ∈ W (n)z , x j ∈ ∆, 0 ≤ j < n).
Then Tn defines an isomorphism between W
(n)
z and the dual of X
(n)
z for all n. In particular, W
(n)
z is a
Banach space. Moreover,
(5.2)
∥∥∥Tn : W (n)z −→ (X(n)z )∗∥∥∥ ≤ 1dist(z, ∂U)n−1 .
As the reader may guess, the lion’s share of the proof is the boundedness of the pairing (5.1). We
shall need a number of intermediate steps, some new notations and a bit of function theory.
Given integers n and k, we consider the maps n,n+k : (∆
⋆)n −→ (∆⋆)n+k and̟n+k,k : (∆⋆)n+k −→ (∆⋆)k
defined by
n,n+k((ξn−1, ..., ξ0)) = (ξn−1, ..., ξ0, 0, . . . , 0︸  ︷︷  ︸
k times
) and ̟n+k,k(ξn+k−1, ..., ξk, ξk−1, ..., ξ0) = (ξk−1, ..., ξ0)
We label them this way to distinguish them from the maps ın,n+k : W
n −→ Wn+k and πn+k,k : Wn+k −→ Wk
appearing in (3.3), although they are formally the same maps.
Lemma 5.2. For every n, k ≥ 1 and every z ∈ U, the map n,n+k is bounded from W (n)z to W (n+k)z and
̟n+k,k is an isometric quotient map from W
(n+k)
z to W
(k)
z .
Proof. By [4, Lemma 1] there is a polynomial P of degree at most n+k−1 such that (P◦ϕ−1)(i)(z) = i!δik
(Kronecker delta) for 0 ≤ i < n + k. Pick ξ = (ξn−1, ..., ξ0) in W (n) and h ∈ W such that τ(n,0]h(z) = ξ.
Consider the function H = (P ◦ ϕ−1)h˙. Then H ∈ W ,
τ(n+k−1,0]H(z) = (ξn−1, ..., ξ0, 0, . . . , 0) = n,n+k(ξ),
and ‖H‖W ≤ (
∑
i |ai|) ‖h‖W , where ai are the coefficients of P, so that ‖ n,n+k : W (n)z −→ W (n+k)z ‖ ≤
∑ |ai|.
The second part is trivial. 
Lemma 5.3. Let h ∈ W and g ∈ G . Then the function f : U → C given by f (z) = 〈h(z), g(z)〉 is
bounded, analytic on U and one has
(5.3) f (n)(z) = n!
n∑
j=0
〈
h( j)(z)
j!
,
g(n− j)(z)
(n − j)!
〉
and
∣∣∣ f (n)(z)∣∣∣
n!
≤ ‖h‖W ‖g‖F
dist(z, ∂U)n
.
Proof. We begin by noticing that by our assumptions, and the very definition of G , the composition
f ◦ ϕ is in N+, and therefore has almost everywhere nontangential limits on T. If we denote by F the
boundary values of f ◦ ϕ, we have |F(z)| ≤ ‖h‖W ‖g‖F for almost every z ∈ T, so that z ∈ T 7→ F(z) is in
L∞(T). This implies that f ◦ ϕ ∈ H∞, and therefore f is bounded on U.
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We will stablish (5.3) by induction on n ≥ 0. The initial step (n = 0) is the definition of f . Suppose
(5.3) is valid for a given n ≥ 0, rewrite it as f (n)(z) = ∑nj=0 (nj)〈h( j)(z), g(n− j)(z)〉, and let us check the
induction step:
d
dz
f (n)(z) =
n∑
j=0
(
n
j
)
d
dz
〈h( j)(z), g(n− j)(z)〉
=
n∑
j=0
(
n
j
) (
〈h( j+1)(z), g(n− j)(z)〉 + 〈h( j+1)(z), g(n− j+1)(z)〉
)
=
n+1∑
j=1
(
n
j − 1
)
〈h( j)(z), g(n+1− j)(z)〉 +
n∑
j=0
(
n
j
)
〈h( j)(z), g(n+1− j)(z)〉
=
(
n
0
)
〈h(0)(z), g(n+1)(z)〉 +
n∑
j=1
(
n + 1
j
)
〈h( j)(z), g(n+1− j)(z)〉 +
(
n
n
)
〈h(n+1)(z), g(0)(z)〉
=
n+1∑
j=0
(
n + 1
j
)
〈h( j)(z), g(n+1− j)(z)〉
The “moreover” part follows from the bound | f (u)| ≤ ‖h‖W ‖g‖F for all u ∈ U and Cauchy’s estimates,
taking into account that for every r < dist(z, ∂U) the disc of radius r centered at z lies inside U. 
Proof of Proposition 5.1. We begin by showing that, for each z ∈ U the map Tn is bounded from W (n)z
to (X
(n)
z )
∗. Put x = (xn−1, ..., x0) and ξ = (ξn−1, ..., ξ0). Take g ∈ G such that τ(n,0]g(z) = x and a
corresponding h ∈ W for ξ. Let f (u) = 〈h(u), g(u)〉. By Lemma 5.3, f is bounded and analytic on U,
with | f (u)| ≤ ‖h‖W ‖g‖G for all u ∈ U and
∣∣∣T(n)(ξ)(x)∣∣∣ =
∣∣∣ f (n−1)(z)∣∣∣
(n − 1)! ≤
‖h‖W ‖g‖G
dist(z, ∂U)n−1
.
Since h and g were arbitrary, we obtain that T(n)(ξ) extends to a continuous functional on X
(n)
z that we
call again T(n)(ξ), and that T(n) is a bounded map, with ‖Tn : W (n)z −→ (X(n)z )∗‖ ≤ dist(z, ∂U)1−n.
The remainder of the proof is easier. First, for n, k ≥ 1 and z ∈ U, the following diagram is commu-
tative:
(5.4) 0 // W
(n)
z
n,n+k //
Tn

W
(n+k)
z
̟n+k,k //
Tn+k

W
(k)
z
//
Tk

0
0 // (X
(n)
z )
∗ πn+k,k
∗
// (X
(n+k)
z )
∗ ık,n+k
∗
// (X
(k)
z )
∗ // 0
At this stage of the proof we cannot guarantee the exactness of the upper row of the preceding
diagram: we have not proved that the image of n,n+k fills the kernel of ̟n+k,k. However, we know that
T1 is an isomorphism (it is in fact an isometry, by the result of Coifman, Cwikel, Rochberg, Sagher and
Weiss mentioned before) and then a quickly diagram chasing argument shows that Tm is an isomorphism
for allm ≥ 1. Indeed let us assume that Tn and Tk are isomorphisms and let us check that then so is Tn+k.
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It is clear that Tn+k is injective. We show that it is also onto and open. Pick an arbitrary x
∗ ∈ (X(n+k)z )∗
and let ξ ∈ W (n+k)z be such that̟n+k,k(ξ) = T−1k (ın,n+k∗(x∗)), with
‖ξ‖
W
(n+k)
z
≤ C‖T−1k (ın,n+k∗(x∗))‖W (k)z .
for a constant C independent of the choices. Now, x∗ − Tn+k(ξ) belongs to ker ın,n+k∗ and since the lower
row is exact there is y∗ ∈ X(n)z such that πn+k,k∗(y∗) = x∗ − Tn+k(ξ). Letting η = n,n+k(T−1n (y∗)) it is clear
that x∗ = Tn+k(ξ + η). Besides,
‖ξ‖ ≤ C‖T−1k ‖ ‖ık,n+k‖ ‖x∗‖,
‖η‖ ≤ ‖ n,n+k‖ ‖T−1n ‖ ‖(πn+k,k∗)−1‖ (1 + ‖Tn+k‖) ‖x∗‖,
and we are done. 
Once we know that all vertical maps in (5.4) are linear homeomorphisms we have:
Theorem 5.4. With the same notations as before, for every n, k ≥ 1 and each z ∈ U there is a commu-
tative diagram
0 // W
(n)
z
n,n+k //
Tn

W
(n+k)
z
̟n+k,k //
Tn+k

W
(k)
z
//
Tk

0
0 // (X
(n)
z )
∗ πn+k,k
∗
// (X
(n+k)
z )
∗ ık,n+k
∗
// (X
(k)
z )
∗ // 0
Here, the vertical arrows are linear homeomorphisms and the rows are exact.
5.3. A useful “norming” subspace to work with couples. In this Section we take advantage of a
result by Cwikel [17, Theorem 3.1] to obtain a quite useful subspace of the dual space of the derived
spaces of a couple.
Let (X0, X1) be a Banach couple with sum W and intersection ∆, which is equipped with the norm
x ∈ X0 ∩ X1 7−→ max (‖x‖0, ‖x‖1). We assume that (X0, X1) is regular according to Cwikel [17], i.e., ∆ is
dense in each Xi. Then each X
∗
i embeds into ∆
∗ (not ∆⋆) in such a way that X∗
0
∩ X∗
1
= W∗.
There is a natural bilinear pairing B : C0(X0, X1) × C (X∗0 , X∗1) −→ A(S) defined by
B(h, g)(z) = 〈h(z), g(z)〉 (g ∈ C00(X0, X1), h ∈ C (X∗0, X∗1))
(recall that such a g takes values in ∆ and that C00(X0, X1) is dense in C0(X0, X1)), where the brackets
refer to the duality between ∆∗ and ∆.
Now, mutatis mutandis the arguments of the preceding Section one obtains the following:
Proposition 5.5. For each z ∈ S and each n ≥ 1, let Tn : C (X∗0 , X∗1)(n)z −→
(
C0(X0, X1)
(n)
z
)∗
be given by
(5.5) Tn(ξn−1, ..., ξ0)(xn−1, ..., x0) =
n−1∑
j=0
〈ξ j, xn− j−1〉 ((ξn−1, ..., ξ0) ∈ C (X∗0, X∗1)(n)z , x j ∈ ∆, 0 ≤ j < n).
Then Tn is bounded, with
(5.6)
∥∥∥Tn : C (X∗0 , X∗1)(n)z −→ (C0(X0, X1)(n)z )∗∥∥∥ ≤ 1dist(z, ∂U)n−1 .
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Moreover, Tn “renorms” C0(X0, X1)
(n)
z in the following sense: there exist constants c,C > 0, depending
on z and n, but not on ξ nor on x, such that
(5.7) c · ‖x‖
C0(X0,X1)
(n)
z
≤ sup
{∣∣∣Tn(ξ)(x)∣∣∣ : ξ ∈ C (X∗0, X∗1)(n)z , ‖ξ‖C (X∗
0
,X∗
1
)
(n)
z
≤ 1
}
≤ C · ‖x‖
C0(X0,X1)
(n)
z
.
In particular, if Xζ is reflexive for some 0 < ℜ(ζ) < 1, which is always the case if one of the spaces of
the couple is reflexive, then Tn is an isomorphism for every n and z. The same happens if X0 or X1 is an
Asplund space (equivalently, the dual has the Radon-Nikody´m property).
Sketch of the Proof. The proof of the first part runs parallel to that of Proposition 5.1 and is left to the
reader. The “moreover” part follows from Cwikel’s result mentioned earlier (namely, that when n = 1
the inequalities in (5.7) are actually equalities with c = C = 1) by an easy induction argument. Indeed,
assuming that Tn and Tk are “renorming”, take a look to the following commutative diagram
0 // C (X∗
0
, X∗
1
)
(n)
z
//
Tn

C (X∗
0
, X∗
1
)
(n+k)
z
//
Tn+k

C (X∗
0
, X∗
1
)
(k)
z
//
Tk

0
0 // (C (X0, X1)
(n)
z )
∗ πn+k,n
∗
// (C (X0, X1)
(n+k)
z )
∗ ık,n+k
∗
// (C (X0, X1)
(k)
z )
∗ // 0
and recall our convention about unlabelled arrows. As the rows are exact, chasing the diagram one
quickly obtains that Tn+k renorms C (X0, X1)
(n+k)
z .
The third statement follows from the fact that, under the aforementioned hypotheses, the map T1 is
in fact a surjective isometry, by [26, Theorem 4.4]. 
Corollary 5.6. For every z ∈ S and every n ≥ 1 the dual of C (ℓ∞, ℓ1)(n)z is isomorphic to C (ℓ∞, ℓ1)(n)1−z.
In particular, the twisted Hilbert spaces Zn appearing in Section 4 are all isomorphic to their duals.
Thus, for instance, Theorem 4.2 can be dualized replacing “embeds in” by “is a quotient of”, and so on.
The continuity of the operators Tn of Proposition 5.5 provides lower bounds for the norm of an
element of the form (0, . . . , 0, x) in X
(n)
c = C (X0, X1)
(n)
c . Note that for 0 < c < 1 we have dist(c, ∂S) =
min(c, 1 − c). Now, if h ∈ C (X∗
0
, X∗
1
), and x ∈ ∆, then
(5.8)
∣∣∣〈τn−1h(c), x〉∣∣∣ = ∣∣∣(Tnτ(n,0]h(c))(0, . . . , 0, x)∣∣∣ ≤ ‖h‖C (X∗0 ,X∗1)‖(0, . . . , 0, x)‖X(n)c
min(c, 1 − c)n−1 .
Let us consider again the case where X0 = ℓ∞ and X1 = ℓ1 and estimate the norm of (0, . . . , 0, sN) in the
space Z
(n)
c = C (ℓ∞, ℓ1)
(n)
c , for 0 < c < 1. Note thatZ
(1)
c = ℓp with p = 1/c and so ‖sN‖Z (1)c = N1/p = Nc.
We need to compute the extremals in C (ℓ1, ℓ∞) that we regard as a subspace of C (ℓ∗∞, ℓ∞) in the
obvious way. Note that C (ℓ∗∞, ℓ∞)c = ℓq, where q is the conjugate exponent of p and that if x is positive
and normalized in ℓq, then the function z 7→ xq(1−z) is normalized in C (ℓ1, ℓ∞) and assumes the value x
at z = c. It follows that for any x ∈ ℓq the function
h(z) = x
( |x|
‖x‖q
)−q(z−c)
= x
∑
n≥0
(−q)n
n!
logn
( |x|
‖x‖q
)
(z − c)n
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is an extremal for x in C (ℓ1, ℓ∞), with
τnh(c) =
(−q)n
n!
logn
( |x|
‖x‖q
)
· x.
Letting x = sN in ℓp and taking h as the corresponding extremal for sN in C (ℓ1, ℓ∞) so that h(c) = sN,
with ‖h‖C (ℓ1,ℓ∞) = N1/q and applying (5.8) one obtains
N logn−1 N
(n − 1)! ≤
N1/q‖(0, . . . , 0, sN)‖X(n)c
min(c, 1 − c)n−1 ,
hence (compare to the proof of Lemma 4.4)
‖(0, . . . , 0, sN)‖X(n)c ≥
min(c, 1 − c)n−1
(n − 1)! N
1/p logn−1 N.
6. Interpolation of derived spaces
To motivate the problem that we address in this Section, let us consider again the couple (ℓ∞, ℓ1) and
focus on the 2-dimensional case. As we already mentioned, if Z is the Caldero´n space of this couple
(see Section 4), the spaces Z
(2)
ζ
are isomorphic to the Kalton-Peck spaces Zp, where p = 1/ℜ(ζ) and
0 < ℜ(ζ) < 1. The Kalton-Peck spaces Zp have a considerable pedigree and one may wonder if they
form a further analytic family and, if so, which are the associated Rochberg spaces.
6.1. The case of couples. The following result is so natural that we can hardly believe it has not been
noted before.
Theorem 6.1. Let (X0, X1) be a regular compatible couple of Banach spaces on the strip S, with sum
W, intersection ∆ and 0 < a < b < 1. For every n ≥ 1 the Rochberg spaces X(n)a and X(n)b form a
compatible couple on the strip Sa,b as subspaces of W
n and, for every a < c < b, the formal inclusion
X
(n)
c −→ [X(n)a , X(n)b ]c is an isomorphic embedding.
If, in addition, ∆n is dense in X
(n)
a ∩ X(n)b , which is always the case when X1 contains X0, then
[X
(n)
a , X
(n)
b
]c = X
(n)
c , with equivalent norms.
Proof. We first remark that in the case of couples we may assume that the norm of W is majorized by
those of X0 and X1. Thus, integrating on large rectangular contours and using Cauchy integral formulæ
(see [8]), one gets that for 0 < θ < 1 one has
‖δ(n)
θ
: C0(X0, X1) −→ W‖ ≤ n!
min(|θ|, |1 − θ|)n .
Thus, if x = (xn−1, . . . , x0) belongs to X
(n)
θ
, and f ∈ C (X0, X1) is such that x = τ(n,0] f (θ), then
max
0≤i<n
‖xi‖W ≤ ‖ f ‖C
min(|θ|, |1 − θ|)n ,
hence Wn contains both X
(n)
a and X
(n)
b
, the inclusions are continuous and
(
X
(n)
a , X
(n)
b
)
is a compatible
couple ready for interpolation on the strip Sa,b. From now on, we write Ya = X
(n)
a and Yb = X
(n)
b
. Notice
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that at the moment we do not know whether Yc = X
(n)
c , which is the conclusion of the Theorem. We end
this preparation noticing that, according to our general notations,
X(n)η = C (X0, X1)
(n)
η = C0(X0, X1)
(n)
η and Yc = [Ya, Yb]c = C (Ya, Yb)c = C0(Ya, Yb)c.
Let us see that X
(n)
c ⊂ Yc with contractive inclusion, which is the easy part. Given f ∈ C (X0, X1)
we define an analytic function R( f ) : Sa,b → Wn by R f (z) = τ(n,0] f (z). We claim that R defines a
bounded operator from C0(X0, X1) to C (Ya, Yb). Clearly, if f is a simple function with values in ∆ then
R f ∈ C (Ya, Yb) and ‖R f ‖C (Ya,Yb) ≤ ‖ f ‖C (X0,X1). For arbitrary f ∈ C0(X0, X1) the claim follows from an
obvious density argument. We therefore have a commutative square
C0(X0, X1)
δc◦τ(n,0]

R // C (Ya, Yb)
δc

X
(n)
c
identity
// Yc
witnessing that the formal identity is a bounded operator from X
(n)
c to Yc with norm at most 1. To
complete the proof of the first part we must show that there is a constant C such that ‖x‖
X
(n)
c
≤ C‖x‖Yc
for x ∈ ∆n. We need here the duality results of the preceding Section. Since Tn renorms X(n)c , it suffices
to show that there is a constant K such that
|Tnξ(x)| ≤ K‖ξ‖C (X∗
0
,X∗
1
)
(n)
c
‖x‖Yc
for x ∈ ∆n, ξ ∈ C (X∗
0
, X∗
1
)
(n)
c . Pick ε > 0 and a function g : Sa,b −→ Wn such that g(c) = x with
‖g‖ ≤ (1 + ε)‖x‖Yc . Now, pick h ∈ C (X∗0, X∗1) such that τ(n,0]h(c) = ξ, with ‖h‖ ≤ (1 + ε)‖ξ‖. Since
X∗
0
∩ X∗
1
= W∗, slightly perturbing ξ if necessary, we may assume that h has the form (2.1), with vectors
inW∗. Then the components of τ(n,0]h are W∗-bounded on Sa,b and since g isWn-bounded the function
f (z) = Tn(τ(n,0]h(z))(g(z))
is bounded analytic on Sa,b and f (c) = Tnξ(x). But, for z ∈ ∂Sa,b one has
| f (z)| ≤
∥∥∥Tn : C (X∗0, X∗1)(n)z −→ (X(n)z )∗∥∥∥ ∥∥∥τ(n,0]h(z)∥∥∥C (X∗
0
,X∗
1
)
(n)
z
∥∥∥g(z)∥∥∥
X
(n)
z
≤
(1 + ε)2
∥∥∥ξ∥∥∥
C (X∗
0
,X∗
1
)
(n)
c
‖x‖Yc
min(a, 1 − b)n−1
since for z ∈ ∂Sa,b the space X(n)z agrees with Ya whenℜ(z) = a and with Yb whenℜ(z) = b. The result
follows from the maximum principle.
The second part is clear: if ∆n is dense in X
(n)
a ∩ X(n)b , then it is dense in [X(n)a , X(n)b ]c too. 
If one is content with an admissible space that can be used to “twist” X
(n)
c , then a number of candidates
are available. The most obvious and artificial one is
D =
{
g ∈ C (X(n)a , X(n)b ) : g(z) ∈ X(n)z for a ≤ ℜ(z) ≤ b} .
One has:
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Corollary 6.2. With the same notations as above, D is an admissible space of analytic functions on
the strip Sa,b and for each z ∈ Sa,b, one has Dz = X(n)z , with equivalent norms. Besides, if x ∈ X(n)z and
f ∈ C (X0, X1) is such that x = τ(n,0] f (z) and ‖ f ‖C (X0,X1) ≈ ‖x‖X(n)c , then, if F is the restriction of τ(n,0] f to
Sa,b, one has F(z) = x, and ‖F‖D = ‖ f ‖C (X0,X1) ≤ C‖x‖Dz , where C is a constant depending on z, but not
on x.
Proof. To prove that D is admissible it suffices to check that if ϕ : Sa,b −→ D is a conformal equiva-
lence, g : Sa,b −→ Wn is analytic and ϕ · g ∈ D , then g ∈ D . Of course that g ∈ C (X(n)a , X(n)b ). Let us see
that g(z) ∈ X(n)z for all z ∈ Sa,b. This is obvious if ϕ(z) , 0. Put ζ = ϕ−1(0) and notice that the reasoning
about R contained in the proof of Theorem 6.1 shows that the restriction of g to the lineℜ(z) = ℜ(ζ)
is a continuous map with values in [X
(n)
a , X
(n)
b
]ℜζ . As g(z) belongs to X
(n)
z = X
(n)
ℜζ for every z , ζ in the
line ℜ(z) = ℜ(ζ) and this space is closed in [X(n)a , X(n)b ]ℜζ , we conclude that g(ζ) ∈ X(n)ℜζ and so D is
admissible. The “besides” part is clear after Theorem 6.1. 
Thus, starting with a Banach couple (X0, X1) sitting on S one obtains the family Xc = C (X0, X1)c and
the corresponding Rochberg spaces X
(n)
c for 0 < c < 1. These spaces can be twisted in two ways: one is
forming the space X
(2n)
c which leads to the self-extension
(6.1) 0 −−−−→ X(n)c −−−−→ X(2n)c −−−−→ X(n)c −−−−→ 0
described in Section 3. The preceding Corollary opens up the possibility of considering X
(n)
c as one of
the spaces of the analytic family induced by D which leads to the self-extension
(6.2) 0 −−−−→ X(n)c −−−−→ D (2)c −−−−→ X(n)c −−−−→ 0
These extensions are different. Indeed, the differential associated to (6.1) is obtained as follows: given
x = (xn−1, . . . , x0) in X
(n)
c we select f ∈ C (X0, X1) such that x = τ(n,0] f (c), with ‖ f ‖C (X0,X1) ≈ ‖x‖X(n)c and
set
Ωn,n(x) = τ(2n,n] f (c).
As for (6.2) we can use the restriction F of τ(n,0] f to Sa,b as an extremal for x in D , so that the corre-
sponding derivation is
Φ1,1(x) = F′(c) =
(
f (n)(c)
(n − 1)! ,
f (n)(c)
(n − 1)! , . . . , f
′(c)
)
=
(
n
f (n)(c)
n!︸   ︷︷   ︸
nonlinear
, (n − 1)xn−1, . . . , x1︸                 ︷︷                 ︸
linear part
)
.
Thus, in some sense, (6.1) “twists” X
(n)
c more than (6.2) does. This point will be discussed in depth in
Section 9, in the broader context of acceptable spaces.
6.2. The issue of families. We have encountered insurmountable difficulties to generalize Theorem 6.1
to admissible families. Let U be a domain and let V be a subdomain with compact closure contained
in U. We fix conformal equivalences ϕ : D −→ U and φ : D −→ V having the extension properties
required in Section 2.2 and we denote again by ϕ and φ their extensions to T. These are well-defined
up to a null set.
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Now, suppose we are given an admissible interpolation family on U, say X = (Xz)z∈∂U, with ambient
spaceW, intersection∆ and containing function k. Fixing n ≥ 1 we can consider the family of Rochberg
spaces X
(n)
z with z varying in U (note that there are no Rochberg spaces on the original boundary ∂U!)
and the restriction to ∂V. In this way we obtain another family, parametrized by ∂V, namely Y =
(Yn)v∈∂V, where Yv = X
(n)
v for v ∈ ∂V.
We want to make Y into an interpolation family. Of course we can choose Wn as the ambient space
and ∆n as the intersection space of Y. The compactness of V resolves the “containing function” issue:
Lemma 6.3. Under the above hypotheses there is a constant C such that if (xn−1, . . . , x0) belongs to X
(n)
v
for some v ∈ V, then ∑0≤i<n ‖xi‖W ≤ C‖(xn−1, . . . , x0)‖X(n)v .
Proof. Let k : ∂U −→ (0,∞) be the containing function of X and K : D −→ C be the outer function
associated to k ◦ ϕ. Then, for every u ∈ U, every n ≥ 0 and every R < dist(u, ∂U), one has
‖δ(n)u : F (X) −→ W‖ ≤
n!M(u,R)
Rn
, where M(u,R) = max
|u−z|≤R
|K(ϕ−1(z)|.
This is straightforward from Cauchy’s estimates. Let r = 1
2
dist(V, ∂U). Then Vr = V+Dr = {v+ z : v ∈
V, |z| ≤ r} is a compact subset of U containing V, where K ◦ ϕ−1 has to be bounded, say by M. Thus,
for every v ∈ V, in particular for v ∈ ∂V one has ‖δ(n)v : F (X) −→ W‖ ≤ n!M/rn.
Now, pick v ∈ ∂V and x = (xn−1, . . . , x0) in X(n)v . If f ∈ F (X) is such that τ(n,0] f (v) = x, we have
∑
0≤i<n
‖xi‖W ≤ M
∑
0≤i<n
r−i
 ‖ f ‖F ,
as required. 
This shows that Wn, with the sum norm, is a containing space for the family Y, with containing
function (actually constant) M
(∑
0≤i<n r
−i
)
. Up to here the good news. The bad news are that we have
been unable to establish the measurability of the function v ∈ ∂V 7−→ ‖x‖
X
(n)
v
for fixed x ∈ ∆n, that
is, we cannot guarantee that Y is an interpolation family. In the case of couples this was automatic as
these functions are constant on each vertical line! Worse yet, even if one could stablish measurability
in some cases (e.g., if the extremals are unique) or if one could dispose of this issue (replacing N+
V
by
AV, or something like that), it is unclear whether the hypothesized interpolation family would be ad-
missible. All we know is the following result, which obviates these difficulties adding to the hypothesis
a statement that we would have liked to put into the thesis, namely that the family of derived spaces is
admissible.
Proposition 6.4. With the above notations, if Y is an admissible interpolation family with intersection
space ∆n, then, for every z ∈ V, one has Yz = X(n)z with equivalence of norms.
Proof. Let us prove first that, for each v ∈ V, one has X(n)v ⊂ Yv, and the inclusion is contractive. Pick
x ∈ ∆n and then g ∈ G (X) such that x = τ(n,0]g(v). Let f : V −→ Wn be the restriction of τ(n,0]g
to V. Then f ∈ G (Y): indeed, if we write g = ∑ g ja j, with g j ∈ N+U and a j ∈ ∆, then the successive
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derivatives of each g j are all bounded onV and so they belong to N
+
V
. Besides, we have ‖ f (z)‖
X
(n)
z
≤ ‖g‖F
for every z ∈ ∂V, so we have f ∈ G (Y), with x = δv f , and
‖x‖Yv ≤ ‖ f ‖G (Y) ≤ ‖g‖F (X).
Since g is arbitrary and ∆n is dense in X
(n)
v we are done.
We now prove the reversed containment and obtain the corresponding bound. This part uses duality
in a critical way. First, since Tn : W (X)(n)v −→ (X(n)v )∗ is an isomorphism, it suffices to see that there is
a constant K such that, if x ∈ ∆n and ξ ∈ (∆⋆)n, ‖ξ‖
W (X)(n)v < 1, then
|Tnξ(x)| ≤ K‖x‖Yv .
So, take g ∈ G (Y) such that g(v) = x, with ‖g‖F (Y) ≤ (1 + ε)‖x‖Yv and h ∈ W (X) so that ξ = τ(n,0]h(v),
with ‖h‖W (X) ≤ 1.
By [13, Proposition 2.5] we can assume that the coefficient functions of g are bounded on V. There-
fore, using the conformal map φ : D→ V we may consider the function f : D −→ C defined by
f (z) = (Tn(τ(n,0]h(φ(z))))(g(φ(z))).
Then f is analytic, bounded on D and f (φ−1(v)) = Tnξ(x). Moreover, for almost every z ∈ T, one has
| f (z)| ≤
∥∥∥Tn : W (n)φ(z) −→ (X(n)φ(z))∗∥∥∥ ∥∥∥τ(n,0]h(φ(z))∥∥∥W (n)
φ(z)
∥∥∥g(φ(z))∥∥∥
X
(n)
φ(z)
≤ ‖g(φ(z))‖Yφ(z)
dist(∂V, ∂U)n−1
≤ (1 + ε)‖x‖Yv
dist(∂V, ∂U)n−1
,
and the result follows from the maximum principle. 
7. Analytic families of Rochberg spaces on the disc
This Section develops the idea looming through Corollary 6.2 in the general setting of acceptable
spaces. We will show that if F is an acceptable space of analytic functions on a domain U then the
family of Rochberg spaces F
(n)
z , for z varying in U and n ≥ 2 fixed, is the analytic family associated to
another acceptable space which is naturally attached to F . This result has no counterpart for admissible
spaces. It actually was our original motivation to introduce the notion of an acceptable space and what
fully justifies our approach. We will treat in this section the case where the domain is the disc, taking
advantage of the fact that the underlying algebra A∞ admits differentiation. The adjustments required
to work on general domains are carried out in Section 8.
Let F be an acceptable space on the disc and let H = H (D,W) be the space of all holomorphic
functions from D to W, the ambient space of F . We inductively define a sequence of Banach spaces
F (n), formally subspaces of the product H n as follows:
• F (1) = F .
• Once F (n) is defined we consider the linear map τ[n,1] : F −→ H n and set
F
(n+1) = F (n) ⊕τ[n,1] F =
{
( fn, . . . , f1, f ) ∈ H n+1 : f ∈ F and ( fn, . . . , f1) − τ[n,1]( f ) ∈ F (n)
}
,
endowed with the norm ‖( fn, . . . , f1, f )‖F (n+1) =
∥∥∥( fn, . . . , f1) − τ[n,1]( f )∥∥∥
F (n)
+ ‖ f ‖F .
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Let us check how much explicit this definition is. First of all, F (2) consist of those pairs of functions
(g, f ) such that both f and g − f ′ are in F , with norm ‖(g, f )‖ = ‖g − f ′‖ + ‖ f ‖. To compute F (3),
pick ( f2, f1, f0). Of course f0 has to be in F , while ( f2 − f ′′0 /2, f1 − f ′0) must be in F (2), that is,
both f1 − f ′0 and f2 − f ′′0 /2 − ( f1 − f ′0)′ must be in F , so in the end the norm of ( f2, f1, f0) in F (3) is
‖ f2 − f ′1 + f ′′0 − f ′′0 /2‖ + ‖ f1 − f ′0‖ + ‖ f0‖. Instead of spoiling all the fun presenting the 4D case, let us
see an explicit formula that works in general. The form of the coefficients that appear in the following
result can somehow be considered a lucky strike:
Lemma 7.1. Fix n ≥ 1 and let fi ∈ H for 0 ≤ i < n. Then ( fn−1, . . . , f0) belongs to F (n) if and only if
for each 0 ≤ i < n the sum
fi +
∑
1≤k≤i
(−1)k
k!
f
(k)
i−k
falls into F , where the sum over the empty set is treated as zero. Moreover, for such an array
( fn−1, . . . , f0) one has
‖( fn−1, . . . , f0)‖F (n) = ‖ f0‖F +
∑
0<i<n
∥∥∥∥∥∥∥ fi +
∑
1≤k≤i
(−1)k
k!
f
(k)
i−k
∥∥∥∥∥∥∥
F
.
Sketch of the Proof. The proof goes by induction on n. The initial step n = 1 is trivial, so let us assume
that the Lemma holds for n and let us check the corresponding statement for n+ 1. Pick n+ 1 functions
fi ∈ H for 0 ≤ i ≤ n. By the very definition, ( fn, . . . , f0) ∈ F (n+1) if and only if f0 ∈ F and
( fn, . . . , f1) − τ[n,1] f0 belongs to F (n). Write
( fn, . . . , f1) − τ[n,1] f0 =
 fn − f
(n)
0
n!
, . . . , f1 − f ′0
 = (gn−1, . . . , g0).
Then the induction hypothesis says that (gn−1, . . . , g0) ∈ F (n) if and only if for each 0 ≤ i ≤ n − 1 the
following sum belongs to F :
gi +
∑
0<k≤i
(−1)k
k!
g
(k)
i−k = fi+1 −
f
(i+1)
0
(i + 1)!
+
∑
0<k≤i
(−1)k
k!
 f (k)i+1−k − f
(i+1−k+k)
0
(i + 1)!
 = fi+1 + ∑
0<k≤i+1
(−1)k
k!
f
(k)
i+1−k
because
−1
(i + 1)!
+
∑
0<k≤i
(−1)k
k!
−1
(i + 1)!
=
(−1)i+1
(i + 1)!
;
(see Equation 4.2). Probably it is not necessary, or convenient, to say more. 
Note that the Lemma implies, among other things, that
F
(n+1) = F ⊕Φ F (n), with Φ( fn−1, . . . , f1, f0) = −
∑
1≤k≤n
(−1)k
k!
f
(k)
n−k = −
∑
0≤k≤n−1
(−1)n−k
(n − k)! f
(n−k)
k
.
Let us then prove what has brought us here:
Proposition 7.2. If F is an acceptable space of analytic functions on the disc, then so is F (n) for every
n ≥ 1. Moreover:
24 FE´LIX CABELLO SA´NCHEZ, JESU´S M. F. CASTILLO, AND WILLIAN H. G. CORREˆA
• If f ∈ F , then τ(n,0] f ∈ F (n) and ‖τ(n,0] f ‖F (n) = ‖ f ‖F .
• The analytic family associated to F (n) are the Rochberg spaces (F (n)z )z∈D, up to equivalence of
norms.
Proof. We first observe that each n-tuple (gn, . . . , g1) in
∏n
i=1 H (D,W) can be seen as an analytic func-
tion from D to Wn just letting (gn, . . . , g1)(z) = (gn(z), . . . , g1(z)), where W
n can be equipped with the
direct sum norm, so certainly F (n) is a space of analytic functions.
The result is trivial when n = 1 and will be established by induction on n. So, let us assume it true for
1, . . . , n and prove it for n + 1. To check completeness, just observe that F (n+1) is a twisted sum of F
by F (n) and that these spaces are complete by the induction hypothesis. A classical 3-space result [9]
then asserts it is complete. In order to prove that the evaluations δz : F
(n+1) −→ Wn are continuous we
can assume that δz : F
(n) −→ Wn are bounded. As explained in Section 3, the successive derivatives
δ
(k)
z : F −→ W are all continuous. Take ( fn, . . . , f1, f0) ∈ F (n+1) and consider the decomposition
( fn, . . . , f1, f0) = ( fn, . . . , f1, f0) − τ[n,0] f0 + τ[n,0] f0
We have
‖( fn, . . . , f0)‖F (n+1) = ‖( fn, . . . , f1) − τ[n,1] f0‖F (n) + ‖ f0‖F .
Also,
‖δz( fn, . . . , f0)‖Wn+1 ≤ ‖δz
(
( fn, . . . , f1) − τ[n,1] f0)‖Wn + ∑
0≤k≤n
∥∥∥∥∥∥∥
f
(k)
0
(z)
k!
∥∥∥∥∥∥∥
W
≤
∥∥∥δz : F (n) → Wn∥∥∥ ‖( fn, . . . , f1) − τ[n,1] f0‖F (n) + ∑
0≤k≤n
∥∥∥∥∥∥δ
(k)
k!
: F → W
∥∥∥∥∥∥ ‖ f ‖F ,
which is enough.
Let us check that F (n+1) is an A∞-module under pointwise multiplication assuming that so is F (n).
As a preparation we consider the following general situation. Suppose we have a (topological) algebra
A and that X and Y are left-modules over A. Let H be another A-module, not necessarily carrying a
topology, that contains Y as a submodule. Finally, suppose Φ : X → H is quasilinear from X to Y and
let
Y ⊕Φ X = {(h, x) ∈ H × X : h − Φ(x) ∈ Y}
be the corresponding extension quasinormed by
‖(h, x)‖ = ‖h −Φ(x)‖ + ‖x‖.
Then the “coordinatewise” product a(h, x) = (ah, ax) makes Y ⊕Φ X into a topological A-module if and
only if for every a ∈ A and x ∈ X one has Φ(ax) − aΦ(x) ∈ Y and
‖Φ(ax) − aΦ(x)‖ → 0 as (a, x) → 0 in A × X.
As the space F (n+1) is just the extension of F by F (n) induced by the quasilinear map (linear in fact)
given by τ[n,1] : F → H n what we need to prove is that if f ∈ F and a ∈ A∞, then the difference
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τ[n,1](a f ) − aτ[n,1]( f ) falls into F (n) and
(7.1) ‖τ[n,1](a f ) − aτ[n,1]( f )‖F (n) −→ 0 as (a, f ) −→ 0 in A∞ × F .
Note that if f ∈ F , then, for each k ≥ 1, the array τ[k,0]( f ) belongs to F (k+1), with ‖τ[k,0]( f )‖F (k+1) =
‖ f ‖F and so every array of the form (
f (k)
k!
, . . . , f ′, f , 0, . . . , 0
)
,
ending with ℓ zeroes, belongs to F (k+ℓ+1) and its norm there agrees with ‖ f ‖F . Fix now f ∈ F , a ∈ A∞
and let us compute the difference τ[n,1](a f ) − aτ[n,1]( f ). Note, that, by Leibniz formula
(a f )(k)
k!
=
∑
0≤i≤k
a(k−i)
(k − i)!
f (i)
i!
,
so
τ[n,1](a f ) =
(
(a f )(n)
n!
, . . . , (a f )′
)
= a
(
f (n)
n!
, . . . , f ′
)
︸            ︷︷            ︸
aτ[n,1] f
+a′
(
f (n−1)
(n − 1)! , . . . , f ,
)
+
a′′
2!
(
f (n−2)
(n − 2)! , . . . , 0
)
+ · · · + a
(n)
n!
( f , 0, . . . , 0)
Hence
τ[n,1](a f ) − aτ[n,1]( f ) = a′
(
f (n−1)
(n − 1)! , . . . , f
)
+
a′′
2!
(
f (n−2)
(n − 2)! , . . . , 0
)
+ · · · + a
(n)
n!
( f , 0, . . . , 0) ,
with each summand in F (n), and
‖τ[n,1](a f ) − aτ[n,1]( f )‖F (n) ≤
∑
1≤k≤n
∥∥∥∥∥∥a
(k)
k!
∥∥∥∥∥∥
L(F (n−k))
‖ f ‖F .
To complete the proof that F (n+1) is acceptable let us assume that ( fn, . . . , f0) ∈ H (D,Wn+1) and
φ ∈ Aut(D) are such that φ( fn, . . . , f0) falls into F (n+1). We must check that ( fn, . . . , f1, f0) belongs to
F (n+1) and that
‖( fn, . . . , f1, f0)‖F (n+1) ≤ K[φ, n + 1]‖φ( fn, . . . , f1, f0)‖F (n+1),
where K[φ, n + 1] is a constant depending on φ and the “dimension” only. The hypothesis means that
φ f0 ∈ F (hence f0 ∈ F ) and φ( fn, . . . , f1)− τ[n,1](φ f0) ∈ F (n). On the other hand, since φ ∈ A∞ (see the
Appendix), we know from the previous step that the difference τ[n,1](φ f0) − φτ[n,1]( f0) belongs to F (n).
Thus,
φ( fn, . . . , f1) − φτ[n,1]( f0) ∈ F (n)
and the induction step yields ( fn, . . . , f1) − τ[n,1]( f0) ∈ F (n), hence ( fn, . . . , f1, f0) ∈ F (n+1).
As for the norm, one has
‖( fn, . . . , f1, f0)‖F (n+1) = ‖( fn, . . . , f1) − τ[n,1]( f0)‖F (n) + ‖ f0‖F
≤ K[φ, n]‖φ( fn, . . . , f1) − φτ[n,1]( f0)‖F (n) + K[φ, 1]‖φ f0‖F
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≤ K[φ, n] (‖φ( fn, . . . , f1) − τ[n,1](φ f0)‖F (n) + ‖τ[n,1](φ f0) − φτ[n,1]( f0)‖F (n)) + K[φ, 1]‖φ f0‖F
≤ max(K[φ, n],K[φ, 1])‖φ( fn, . . . , f1, f0)‖F (n+1) + K[φ, n]
∑
1≤k≤n
∥∥∥∥∥∥φ
(k)
k!
∥∥∥∥∥∥
L(F (n−k))
‖ f0‖F ,
which is enough as it implies that
K[φ, n + 1] ≤ max
(
K[φ, n],K[φ, 1]
)
+ K[φ, n]K[φ, 1]
∑
1≤k≤n
∥∥∥∥∥∥φ
(k)
k!
∥∥∥∥∥∥
L(F (n−k))
.
Finally, we prove the “moreover” part. For each k ≥ 1 let (F (k))z denote the analytic family induced
by F (k), while we keep the notation F
(k)
z for the k-th Rochberg space induced by F at z. In particular:
(F (n+1))z = {x ∈ Wn+1 : x = F(z) for some F ∈ F (n+1)};
F
(n+1)
z = {x ∈ Wn+1 : x = τ[n,0] f (z) for some f ∈ F }.
Now, if f ∈ F , then the array F = τ[n,0]( f ) belongs to F (n+1) by the very definition, and evaluating
at z one obtains the Taylor coefficients of f . Besides, ‖τ[n,0]( f )‖F (n+1) = ‖ f ‖F , hence (F (n+1))z contains
F
(n+1)
z and the inclusion is contractive. To establish the other containment, one has to check that if
( fn, . . . , f0) belongs to F
(n+1) then, for each z ∈ U, there is f ∈ F such that
fk(z) =
f (k)(z)
k!
(0 ≤ k ≤ n)
with ‖ f ‖F ≤ M‖( fn, . . . , f0)‖F (n+1), where M = M[z, n + 1] depends only on the dimension and on z, but
not on the array. So, fix z ∈ D and pick ( fn, . . . , f0) in F (n+1). Then since the array ( fn, . . . , f1) − τ[n,1] f0
is in F (n) we can assume by the induction hypothesis that there is g ∈ F such that
(7.2) g(z) = f1(z) − f ′0(z), . . . ,
gn−1(z)
(n − 1)! = fn(z) −
f n
0
(z)
n!
,
with ‖g‖F ≤ M[z, n]
∥∥∥( fn, . . . , f1) − τ[n,1] f0∥∥∥F (n) . Take φ ∈ Aut(D) vanishing at z and use [4, Lemma 1]
to get a degree n polynomial P so that if a = P(φ), then a(k)(z) = δk1 (Kronecker delta) for 0 ≤ k ≤ n.
Obviously, a ∈ A∞ and so f = ag + f0 ∈ F . We have
‖ f ‖F ≤ ‖a‖L(F )‖g‖F + ‖ f0‖F
≤ ‖a‖L(F )M[z, n]
∥∥∥( fn, . . . , f1) − τ[n,1] f0∥∥∥F (n) + ‖ f0‖F
≤ max (‖a‖L(F )M[z, n], 1) ‖( fn, . . . , f0)‖F (n+1).
As for the Taylor coefficients, by Leibniz rule and (7.2),
f (k)(z)
k!
=
f
(k)
0
(z)
k!
+
∑
0≤i≤k
a(i)(z)
i!
g(k−i)(z)
(k − i)! =
f
(k)
0
(z)
k!
+
g(k−1)(z)
(k − 1)! = fk(z),
and we are done. 
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8. Analytic families of Rochberg spaces: general domains
We extend the main result of the preceding Section to general domains. The main obstruction to
proceed as we did in Proposition 7.2 is that the grafted algebras A∞
U
are not closed under differentiation,
even if U is a strip (see the Appendix). Therefore, most of the computations done along points 5 and 6
of that proof just do not make any sense for general domains. The idea is then to use a conformal map
between U and D to transfer the acceptable space F to D, then use Proposition 7.2 and then move back
to U. This involves the most basic operations in calculus:
8.1. Chain rule. Let F be an acceptable space on U and suppose ψ : V → U is a conformal equiva-
lence. Then we can consider the space
G = ψ∗[F ] = {g ∈ H (V,W) : g = f ◦ ψ, f ∈ F },
with norm ‖g‖G = ‖ f ‖F . It is clear that G is acceptable, or admissible if F is. In some sense, G and
F are “equivalent” objects. This is indeed the case for the “degree zero” theory as shown by the fact
that, for each z ∈ V, one has Gz = Fψ(z), with identical norms. We omit the obvious proof.
What about the corresponding Rochberg spaces? They are still isometric but, in general, different.
To see this, let us consider the 2D case. Fix z ∈ V and put u = ψ(z). Take (x1, x0) ∈ F (2)u and pick
f ∈ F so that x1 = f ′(u), x0 = f (u). Then take g = f ◦ ψ and evaluate τ[1,0]g at z:
(g′(z), g(z)) = ( f ′(u)ψ′(z), f (u)) = (ψ′(z)x1, x0).
This shows at once:
• The map (x1, x0) 7→ (ψ′(z)x1, x0) is a surjective isometry between F (2)u and G (2)z .
• If ψ′(z) , 1, then F (2)u = G (2)z as subspaces ofW2 if and only if F (2)u = Fu ×Fu.
• It λ = ψ′(z), then we have a commutative diagram (recall that Fu and Gz are the same space)
0 −−−−→ Fu −−−−→ F (2)u −−−−→ Fu −−−−→ 0
λ
y λ×1y ∥∥∥∥
0 −−−−→ Gz −−−−→ G (2)z −−−−→ Gz −−−−→ 0
in which the middle arrow is an isometry.
In general we can describe nice isometries between F
(n)
u and G
(n)
z as follows. Take x ∈ F (n)u and let
f ∈ F be a representative, that is, x = τ(n,0] f (u). Set g = f ◦ ψ and put y = τ(n,0]g(z). It is clear that
y depends only on x (if f has a zero of order k at u, then g has a zero of order k at z, and vice versa)
and that this correspondence defines a surjective isometry between F
(n)
u and G
(n)
z that we may denote
by L[n, u] thus emphasizing the fact that it depends on the base point. To understand the dependence
between the input x = (xn−1, . . . , x0) and the output y = (yn−1, . . . , y0) we can invoke Faa` di Bruno’s
formula (see [22] for an exposition). Write
f (v) =
∑
m≥0
xm(v − u)m and ψ(w) =
∑
m≥0
zm(w − z)m
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with positive radii of convergence. Then
g(w) = f (ψ(w)) =
∑
m≥0
ym(w − z)m, with ym =
∑
(b1,...,bm)
z
b1
1
b1!
· · · z
bm
m
bm!
k! xk,
where the sum is taken over all different solutions (b1, . . . , bm) of the equation b1+2b2+· · ·+mbm = m in
which each bi is a nonnegative integer and k = b1+b2+ · · ·+bm; in particular k ≤ m. Hence, each L[n, u]
is implemented by an upper triangular matrix with complex coefficients that we will denote FAB.
Take n, k ≥ 1 and let πn+k,n : Wn+k −→ Wn denote the projection onto the last n coordinates. Clearly,
L[n, u] ◦ πn+k,n = πn+k,n ◦ L[n + k, u], so L[n + k, u] maps the kernel of πn+k,n : F (n+k)u −→ F (n)u onto that
of πn+k,n : G
(n+k)
u −→ G (n)u and we have a commutative diagram
0 −−−−→ F (k)u −−−−→ F (n+k)u −−−−→ F (n)u −−−−→ 0
I
y L[n+k,u]y yL[n,u]
0 −−−−→ G (k)z −−−−→ G (n+k)z −−−−→ G (n)z −−−−→ 0
in which I is an isomorphism, depending on n, k and u, in general different from L[k, u].
Moral: If you are interested in twisted sums, Banach space properties of the derived spaces and the
like you can change variables without causing any harm to your conclusions. If you are rather interested
in interpolation spaces, interpolation of operators and the like, you should be careful.
8.2. Leibniz rule. The preceding considerations suggest the following formal procedure to correct the
distorsion introduced by a change of variable. Let F be an admissible/acceptable space of analytic
functions from U to W and suppose L : U −→ Aut(W) is analytic when Aut(W) carries the restriction
of the norm topology of L(W). We can define a weighted version of F , denoted L∗[F ] with a slight
abuse of notation, taking those functions g : U −→ W of the form g(z) = L(z)( f (z)), for some f :
U −→ W, with norm ‖g‖L∗[F ] = ‖ f ‖F . It is clear that L∗[F ] is admissible/acceptable if and only if F
is. Moreover, for each z ∈ U, one has L∗[F ]z = L(z)[Fz] and that L(z) : Fz −→ L∗[F ]z is a surjective
isometry.
The connection between the Rochberg spaces of F and those of L∗[F ] is as follows. Suppose
(xn−1, . . . , x0) ∈ Wn belongs to F (n)z and that it agrees with the evaluation of τ[n−1,0]( f ) at z. Then
g(ζ) = L(ζ)( f (ζ)) belongs to L∗[F ] and since by Leibniz’s rule
g(k)(z)
k!
=
∑
0≤i≤k
L(k−i)(z)
(k − i)!
(
f (i)(z)
i!
)
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we see that the isometry between F
(n)
z and L∗[F ]
(n)
z is implemented by the following operator valued
matrix evaluated at z 
L(n−1)
(n−1)!
L(n−2)
(n−2)! . . . L
′ L
0 L
(n−2)
(n−2)! . . . L
′ L
...
...
. . .
...
...
0 0 . . . L′ L
0 0 . . . 0 L

We are ready for the conclusion of all this.
Theorem 8.1. Let F be an acceptable space of analytic functions from U to W. Then, for every
n ≥ 2 there exists an acceptable space of analytic functions from U to Wn, say T , having the following
properties:
• For every f ∈ F , the array τ(n,0] f : U −→ Wn belongs to T , and ‖τ(n,0] f ‖T = ‖ f ‖F .
• For every u ∈ U one has Tu = F (n)u , with equivalent norms.
Proof. Fix a conformal map ψ : D −→ U and let G = ψ∗[F ]. Then G is acceptable on D and Fu = Gz,
where u = ψ(z). If G (n) is the space provided by Proposition 7.2, we have:
• G (n) is an acceptable space ofWn-valued functions on the disc.
• The analytic family induced to G (n) is G (n)z , up to equivalence of norms.
• If g ∈ G , then τ(n,0]g belongs to G (n), and ‖τ(n,0]g‖G (n) = ‖g‖G .
Moreover, we know from Section 8.1 that there is an analytic mapping L(n, ·) : U −→ M[n], the space
of n × n matrices with complex coefficients, such that, if u = ψ(z), f ∈ F , g = f ◦ ψ, then
τ(n,0]g(z) = L(n, u)
(
(τ(n,0] f )(u)
)
.
Each L(n, u) is upper triangular and invertible and restricts to a surjective isometry between F
(n)
u and
G
(n)
z and so to an isomorphism from F
(n)
u to (G
(n))z. Now, we continue with this n fixed, and define
M : D −→ M[n] by M(z) = L(n, ψ(z))−1. Consider the space
M∗[G
(n)] =
{
H ∈ H (D,Wn) : H(w) = M(w)(G(w)), with G ∈ G (n)
}
.
It should be obvious by now that M∗[G (n)] is an acceptable space on the disc and also that (M∗[G (n)])z =
F
(n)
u , with equivalent norms, where u = ψ(z). Finally, set T = (ψ
−1)[M∗[G (n)]] and check the details.

The maybe puzzling fact is that one is not actually interested in the spaces appearing in the preceding
result: only in the fact that their mere existence legitimates the manipulations we will present in the
next section.
9. Derivation of Rochberg families
Let F be an acceptable space on U. If one fixes m ≥ 2 and let T be the space provided by The-
orem 8.1 so that Tz = F
(m)
z , the fact that T depends on the choice of a conformal map does not
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affect the ensuing considerations. As T is acceptable, one can take another integer n ≥ 2 and con-
struct the corresponding Rochberg spaces T
(n)
z . In this section we study their structure and the exact
sequences (3.5) they naturally form. An important point is that of positions. Let W be the ambi-
ent space and let δ : Fz → W denote the position of the spaces Fz in W. This map should be
labeled δz,1 but, for the sake of clarity, at the cost of being imprecise, we omit all subscripts. Now,
if Ω1,1
1
is the differential then F
(2)
z = {(w, x) ∈ W × W : x ∈ δ(Fz) and w − Ω1,11 x ∈ δ(Fz)}.
This space has its own position δ : F
(2)
z → W2 –who should be labeled δz,2 but will not— The
process of construction of iterated Rochberg spaces and their associated differentials continues as
described in Section 3) –see above—although taking the successive positions δ into account: given
zF(n) with position δ : F (n) → Wn, the differential Ωk,n
1
: F
(k)
z −→ Wn generates the space
F
(n+k)
z = {(w, x) ∈ Wn × Wk : x ∈ δ(F (k)z ) and w − Ωk,n1 x ∈ δ(F (n)z )} with its own position
δ : F
(n+k)
z → Wn+k. The positions conform commutative diagrams
Wn+k
π−−−−→ Wk
δ
x
xδ
F
(n+k)
z −−−−→
πn+k,k
F
(k)
z
To describe the sequence of differentials, diagrams and positions that start with F
(m)
z in its position
δ one simply has to consider the family T in the form described at the beginning of the section and
proceed as above.
Definition 1.
• Two differentials Ω,Ψ : Fz → W are strongly equivalent if Ω −Ψ : Fz → Fz and is bounded.
• Two differentials Ω,Ψ : Fz → W are equivalent if there is a linear map L : Fz → W so that
Ω −Ψ − L : Fz → Fz and is bounded.
• Two differentials Ω,Ψ : Fz → W will be called isomorphically equivalent if there is an auto-
morphism σ : W → W so that σΩ and Ψ are equivalent.
Observe that the isomorphic equivalence notion is not necessarily symmetric: σΩ and Ψ are equiv-
alent if and only if there is a linear map L so that σΩ − Ψ − L : Fz → Fz and is bounded; which is
equivalent to asking Ω − σ−1Ψ − σ−1L : Fz → Fz only when the automorphism σ leaves Fz fixed,
which means that σδ = δ for the position δ : Fz → W, as we will assume from now on. In such case,
since Ω1,n twists Fz with F
(n)
z then σΩ
1,n twists Fz with σF
(n)
z as can be checked:
{(ξ, x) : ξ − σΩ1,n(x) ∈ σF (n)z } = {(ξ, x) : σ−1(ξ − σΩ1,nx) ∈ F (n)z } = {(σω, x) : ω − Ω1,nx ∈ F (n)z }
and thus the derived spaces induced by two isomorphically equivalent differentials are isomorphic:
0 // F
(n)
z
//
σ

F
(n+1)
z
//

Fz
//

0 ≡ Ω1,n
0 // σF (n) // {(σω, x) : (ω, x) ∈ F (n+1)z } // Fz // 0 ≡ σΩ1,n
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There is an intrinsic difficulty here as it was foreseen in the “Moral” paragraph before 8.2: replacing
Ω by σΩ requires a replacing Ω by σΩ requires a careful examination because making push-out with
two isomorphically equivalent maps could yield non-isomorphically maps or sequences. Recall that
two exact sequences are isomorphically equivalent if there is a commutative diagram
0 −−−−→ A −−−−→ B −−−−→ C −−−−→ 0
a
y yb yc
0 −−−−→ A′ −−−−→ B′ −−−−→ C′ −−−−→ 0
in which a, b, c are isomorphisms. We will say that
0 −−−−→ A −−−−→ B −−−−→ C −−−−→ 0y y ∥∥∥∥
0 −−−−→ A′ −−−−→ B′ −−−−→ C −−−−→ 0
is an isomorphic push-out diagram if the lower sequence is isomorphically equivalent to the correspond-
ing push-out sequence. It will help us to fix a unifying notation.
• Recall that given a starting space F and a fixed point z we denote by F (n)z the n-th Rochberg
space (3.2) and by Ωk,n : F
(k)
z −→ F (n)z the associated derivation Ωk,nz (x) = τ(n+k,k]( fx(z)) that
describes the exact sequence (3.3)
0 −−−−→ F (n)z
ın,n+k−−−−→ F (n+k)z
πn+k,k−−−−→ F (k)z −−−−→ 0
• For fixed m ≥ 1, if T is the space provided by Theorem 8.1 so that Tz = F (m)z , then we will
omit z from now on and use the notation F [m, n] = T
(n)
z , and Ω
k,n
m : F [m, k] −→ F [m, n] to
denote its associated differential Ωk,nm that describes the exact sequence (3.3), now renamed as
(9.1) 0 −−−−→ F [m, n]
ım
n,n+k−−−−→ F [m, n + k]
πm
n+k,k−−−−→ F [m, k] −−−−→ 0
With this notation F
(n)
z = F [1, n] (in particular, Fz = F [1, 1]), Ω
k,n = Ω
k,n
1
, ın,n+k = ı
1
n,n+k
, πn+k,k =
π1
n+k,k
and diagram (3.5) becomes (we have omitted the final 0’s)
(9.2)
F [m, j] F [m, j]y y
F [m, n] −−−−→ F [m, n + k] −−−−→ F [m, k]y y ∥∥∥∥
F [m, n − j] −−−−→ F [m, n + k − j] −−−−→ F [m, k]
Proposition 9.1. The natural exact sequence
0 −−−−→ F [2, 1]
ı2
1,2−−−−→ F [2, 2]
π2
2,1−−−−→ F [2, 1] −−−−→ 0
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is isomorphically equivalent to the diagonal push-out sequence in the diagram
(9.3) F ❴❴❴❴❴❴❴❴❴❴❴ ❴❴❴❴❴❴❴❴❴❴❴

F

F (2) //

ı2
1,2
$$❍
❍❍
❍
❍
❍❍
❍
❍
❍
F
(3)
z
//

F
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
F [2, 2]
$$■
■■
■■
■■
■■
F // F (2) // F
and consequently F [2, 2] ≃ F ⊕F (3).
Proof. The map that defines the diagonal push-out sequence is D = ı1,2Ω
2,1
1
, so one has the diagram
(9.4) F ❴❴❴❴❴❴❴❴❴❴❴ ❴❴❴❴❴❴❴❴❴❴❴

F

F (2) //

$$■
■■
■■
■■
■■
■
F (3) //

F
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
D[2, 2]
$$■
■
■
■
■
■
■
■
F // F (2) // F
in which we have set D[2, 2] = F (2) ⊕D F (2). Observe that, for a given extremal f , one has
ı1,2Ω
2,1
1
( f ′(z), f (z)) = (1
2
f ′′(z), 0) and Ω1,2
1
π2,1( f
′(z), f (z)) = (1
2
f ′′(z), f ′(z)). Thus, since ( f ′, f ) → f ′
is linear, one has ı1,2Ω
2,1
1
+ linear = Ω
1,2
1
π2,1+ linear. On the other hand, sinceΩ
1,1
2
(x) = τ(2,1]
(
τ(2,0] f
)
(z)
one gets Ω1,1
2
( f ′(z), f (z)) = ( f ′′(z), f ′(z)) and thus
Ω
1,1
2
= 2ı1,2Ω
2,1
1
+ linear = 2Ω1,2
1
π2,1 + linear = 2D + linear,
which immediately yields F [2, 2] ≃ D[2, 2] ≃ F ⊕ F (3), as it directly follows from the push-out
diagram. 
This example is important, not only for subsequent arguments, but also because we will use it in
Section 10.1 to provide a solution to the pain problem left open in [7]. The isomorphism can be made
explicit:
((u, v), (w, x))cd
((
(0,
v − w
2
), (
w − v
2
, 0)
)
,
(
(u,
v + w
2
), (
v + v
2
, x)
))
by simply checking that
•
∥∥∥∥((0, v−w2 ), (w−v2 , 0))
∥∥∥∥
F [2,2]
=
∥∥∥ v−w
2
∥∥∥
F
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•
∥∥∥∥((u, v+w2 ), ( v+v2 , x))
∥∥∥∥
F [2,2]
=
∥∥∥∥((u, v+w2 ), x))
∥∥∥∥
F (3)
Let us call P(u, v,w, z) =
(
(0, v−w
2
), (w−v
2
, 0)
)
the projection onto F and (I − P)(u, v,w, z) =(
(u, v+w
2
), ( v+v
2
, x)
)
the projection onto F (3). The spaces D[2, 2] and F [2, 2] are isomorphic via the
isomorphism L : D[2, 2] → F [2, 2] defined by
L =

2 0 0 0
0 2 1 0
0 0 1 0
0 0 0 1
 and L
−1 =

1
2
0 0 0
0 1
2
−1
2
0
0 0 1 0
0 0 0 1

namely L(u, v,w, z) = (2u, 2v + w,w, z). To stress the importance of the representation of the space
one chooses, observe that the projections on D[2, 2] adopt the form L−1PL(u, v,w, z) = (0, v,−v, 0) and
L−1(I − P)L(u, v,w, z) = (u, 0, v + w, z).
Proposition 9.2. There is an isomorphic push-out diagram (namely, the middle sequence is isomorphi-
cally equivalent to the right push-out sequence)
(9.5)
F (2) −−−−→ F (4) −−−−→ F (2)
ı2
1,2
y y ∥∥∥∥
F [2, 2] −−−−→ F [2, 3] −−−−→ F [2, 1]
P
y y ∥∥∥∥
F −−−−→ F (3) −−−−→ F (2)
Consequently F [2, 3] ≃ F (2) ⊕ F (4) .
Proof. If the diagram above is true, observe that the upper push-out diagram above when completed
yields
F (2)
ı1
2,4−−−−→ F (4) −−−−→ F (2)
ı2
1,2
y y ∥∥∥∥
F [2, 2] −−−−→ F [2, 3] −−−−→ F [2, 1]
π2
2,1
y y
F (2) F (2)
We already know from Proposition (9.1) that the left column is generated byΩ1,1
2
≡ 2ı11,2Ω2,11 . Therefore
ı12,4Ω
1,1
2
≡ 2ı12,4ı11,2Ω2,11 ≡ 2ı11,4Ω2,11 ≡ 0
which means that the middle vertical sequence splits, and consequently F [2, 3] ≃ F (2) ⊕ F (4). We
prove then the upper diagram in (9.5). To do that we just have to show that
Ω
1,2
2
≡ ı21,2Ω2,21
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Since we already know F [2, 2] ≃ F ⊕ F (3), with projections P and I − P onto, respectively, F and
F (3), we just check that
Ω
1,2
2
≡ PΩ1,2
2
⊕ (I − P)Ω1,2
2
≡ Pı21,2Ω2,21 ⊕ (I − P)ı21,2Ω2,21 ≡ ı21,2Ω2,21
Now since
Ω
1,2
2
( f ′(z), f (z)) =
(
(
1
2!
f ′′′(z),
1
2!
f ′′(z)), ( f ′′(z), f ′(z))
)
ı21,2Ω
2,2
1
( f ′(z), f (z)) =
(
(
1
3!
f ′′′(z),
1
2!
f ′′(z)), (0, 0)
)
we get PΩ1,2
2
= −Pı2
1,2
Ω
2,2
1
and 1
3
(I − P)Ω1,2
2
= (I − P)ı2
1,2
Ω
2,2
1
+ linear, which is enough to get the
isomorphic equivalence. Moreover, PΩ1,2
2
=
(
(0,−1
2
f ′′), (1
2
f ′′, 0)
)
immediately implies the lower push-
out diagram. 
Unexpected as it is, one has
Corollary 9.3. F [2, 3] ≃ F [3, 2]
This can be proved by direct (laborious) check or, in a much simpler way, by verifying that there is
an isomorphic commutative diagram
(9.6) F ❴❴❴❴❴❴❴❴❴❴❴ ❴❴❴❴❴❴❴❴❴❴❴

F

F (3) //

ı3
1,1
$$■
■■
■■
■■
■■
■
F (4) //

F
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
F [3, 2]
$$■
■■
■■
■■
■■
F (2) // F (3) // F
We have been unable to get a complete proof describing the general case. Namely:
• In the casem = 2 the authors believe that the whole situation can be described by the isomorphic
diagram
F (n) −−−−→ F (n+2) −−−−→ F (2)
ın
1,1
y y ∥∥∥∥
F [2, n] −−−−→ F [2, n + 1] −−−−→ F (2)
Pn
y y ∥∥∥∥
F (n−1) −−−−→ F (n) −−−−→ F (2)
which would give a complete explanation about how the natural and derived sequences are
interwined. To understand the meaning of the diagram, keep in mind that:
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(1) The middle horizontal sequence is the natural derived sequence
(2) The left vertical arrow is the embedding in the canonical sequence 0 → F [2,m] →
F [2,m + 1] → F (2) → 0
(3) That inductively implies that F [n, 2] ≃ F [2, n] ≃ F (n−1) ⊕F (n+1).
(4) The projection Pn : F [2, n] → F (n−1) is precisely the canonical one obtained from that
decomposition.
• We do not have however a reasonable conjecture for the description of arbitrary F [m, n] us-
ing only the original Rochberg spaces F (n). A generalized form of the (infinite) commutative
diagram
F (m+1) //

&&◆◆
◆◆
◆◆
◆◆
◆◆
◆
F (m+2)

F [m + 1, 2]
&&◆◆
◆◆
◆◆
◆◆
◆◆
F (m) //

&&◆◆
◆◆
◆◆
◆◆
◆◆
◆
F (m+1)

F [m, 2]
&&◆◆
◆◆
◆◆
◆◆
◆◆
◆
F (m−1) // F (m)
would show F [n,m] ≃ F [m, n].
The number 1 appearing in the description of the spaces F [n, 2] has its meaning. Replacing it by
any other k provides other natural twisted sums of F (n):
0 −−−−→ F (n) −−−−→ F (n+k) ⊕ F (n−k) −−−−→ F (n) −−−−→ 0
where so far only three (those corresponding to k = 0, 1, n) were known (see [4, Section 5.3]). These
sequences can produce even non-isomorphic twisted sum Banach spaces by virtue of Corollary 4.6.
10. The solution of some problems. Counter-examples
In this section we will solve some problems left unanswered in [4, 6, 13, 33].
10.1. A totally incomparable family with nonsingular derivation at any point. We solve [7, Prob-
lem 5.5]. Recall that two Banach spaces are said to be totally incomparable if they do not admit
isomorphic infinite dimensional subspaces. Recall also that an operator between Banach spaces is said
to be strictly singular if its restrictions to infinite dimensional subspaces are never an isomorphism.
Accordingly [10] a quasilinear map is said to be singular if the associated exact sequences have strictly
singular quotient map; equivalently, if its restrictions to infinite dimensional subspaces are never trivial.
In [7] it was shown that given an interpolation couple (X0, X1) of Banach spaces whose Calderon space
C (X0, X1) generates the analytic family (Cz) with differential Ω, if Ωθ is singular then, under a few rea-
sonable conditions, the spaces Ct are totally incomparable for real t in a neighborhood of θ. The final
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Problem in [7] asks: Assume that the spaces Ct are totally incomparable for real t in a neighborhood
of θ. Is then Ωθ singular? With the same notation of Section 4 one has:
Proposition 10.1. Consider the couple (ℓ∞, ℓ1) and the admissible space Z it generates with associ-
ated differential Ω. Consider the space T provided by Theorem 8.1 so that Tz = Z
(2)
z . The spaces
(Z
(2)
t )t∈(0,1) are pairwise totally incomparable. Their associated differentials are not singular at any t.
Proof. Since the space Z
(2)
z is a twisted sum of Zz and this is a twisted sum of ℓ1/t, by a simple 3-
space argument [9] it follows that each space Zt is ℓ1/t-saturated and therefore Zt and Zs are totally
incomparable for real t , s. On the other hand, as we have already shown Proposition 9.1 the space T
generates the exact sequences
0 −−−−→ Zz[2, 1] −−−−→ Zz[2, 2] −−−−→ Zz[2, 1] −−−−→ 0
namely
(10.1) 0 −−−−→ Z (2)z −−−−→ Zz ⊕ Z (3)z −−−−→ Z (2)z −−−−→ 0
with associated differential ı1,2Ω
2,1
F
, which is never singular as the diagram (9.3) shows: obviously
ı1,2Ω
2,1
F
ı1,2 ≡ 0,
which means that the quotient map in (10.1) an isomorphism on the natural copy of Zz inside Z
(2)
z . 
10.2. Answer to a question of Rochberg. In the seminal paper [33, p. 266, last paragraph of Section
6], Rochberg observes that, when F is the Caldero´n space associated to a couple of Banach lattices
with associated differential Ω then Ω1,k( f ) depends only on f and Ω1,1( f ). He asked if the same is true
for arbitrary families. The answer is strongly negative since one can build, for each n ≥ 2, an admissible
family such that {
Ω1,k = 0, if k = 1, 2, . . . , n − 1 ;
Ω1, n , 0, if k = n.
Let us proceed with the counter-example. Fix an analytic function ω : D → S , namely, a function
that extends to an analytic function on a neighborhood of the closed disc. We set p(z) = 1/ℜ(ω(z)).
Consider the function space Z [ω] which consists of those continuous functions F : D→ ℓ∞ which are
analytic on D and such that ‖F‖ = sup|z|≤1 ‖F(z)‖ℓp(z) < ∞. One has:
Lemma 10.2.
(a) Z [ω] is an admissible space.
(b) Z [ω]z = ℓp(z) for every z ∈ D.
(c) Given |ζ | < 1 and f ∈ ℓp(ζ) nonnegative and having norm one, the function F : D → ℓ∞ defined
by F(z) = f ω(z)/ω(ζ) is normalized in Z [ω] and F(ζ) = f .
Proof. (a) It is clear that for each z ∈ D the evaluation δz is bounded as a map Z [ω] → ℓ∞. Since
conformal automorphisms of the open unit disc extend continuously to the boundary (they are Mo¨bius
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transformations) in order to stablish that Z [ω] has the required invariance property, it suffices to check
that for each F ∈ Z [ω] one has
‖F‖ = sup
z∈T
‖F(z)‖ℓp(z),
which follows from the maximum modulus principle. The space Z [ω] is complete since the uniform
limit of analytic functions is analytic (something that seems to go as back as [30]). Part (b) follows
from the very definition of the norm of Z [ω] and (c), which we prove next: Fix z = ζ and set p0 = p(ζ)
and ω0 = ω(ζ). Pick then a nonnegative, normalized f ∈ ℓp0 and define F : D→ ℓ∞ by
F(z) = f ω(z)/ω0
with the convention that each power of zero is again zero. It is clear that F is continuous on the closed
disc and analytic on the interior. We are thus done because F ∈ Z [ω] since
‖F(z)‖ℓp(z) =
∥∥∥∥ f ω(z)ω0 ∥∥∥∥
ℓp(z)
=
∥∥∥∥∥ f ℜω(z)ω0
∥∥∥∥∥
ℓp(z)
=
∥∥∥ f 1/ω0∥∥∥1/p(z)
ℓ1
= ‖ f p0‖1/p(z)
ℓ1
= 1
for every z ∈ D. 
The answer to Rochberg’s question comes now. Let Ωz be the differential generated by Z [ω] at z
and recall that the base point has been fixed at z = ζ.
Proposition 10.3. If ω′ has a zero of order k ≥ 1 at ζ, then{
Ω
n,m
ζ
≡ 0 for n + m ≤ k + 1;
Ω
n,m
ζ
. 0 for n + m ≥ k + 2.
Proof. The hypothesis means that ω′(ζ) = · · · = ω(k(ζ) = 0 and ω(k+1(ζ) , 0 and for |z−ζ | small enough
we have
ω(z)
ω0
= 1 +
∞∑
n=k+1
an(z − ζ)n
with ak+1 , 0. Set a(z) = ω(z)/ω0 − 1, so that a(z) has a zero of order k + 1 at z = ζ, with a(k+1(ζ) =
ω(k+1(ζ)/ω0 = (k + 1)!ak+1. Take a positive, normalized f ∈ Z [ω]ζ = ℓω0 and let F be the extremal
provided above:
F(z) = f
ω(z)
ω0 = exp
(
ω(z) log f
ω0
)
= exp
(
(1 + a(z)) · log f ) = f · exp(a(z) log f ).
Differentiating F we obtain F′(ζ) = · · · = F(k(ζ) = 0 which immediately implies that Ωn,m
ζ
≡ 0 for
n + m ≤ k + 1; which, after induction on k implies
Z [ω]
(k+1)
ζ
=
k+1⊕
Z [ω]ζ ≃ ℓk+1ω0 .
On the other hand,
F(k+1(ζ) =
ω(k+1(ζ)
ω0
f log f
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and thus
Ω
1,k+1
ζ
( f ) =
(
c f log | f |, 0, . . . , 0) ,
for normalized f and some c , 0. This map cannot be trivial since projection onto the first factor yields
the genuine (nontrivial) Kalton-Peck map; and therefore Ωn,m
ζ
cannot be trivial when n+m ≥ k+2 since
Ω
1,k+1
ζ
= πk+2,k+1Ω
k+2,k+2
ζ
ı1,k+2. 
The most obvious examples where the preceding Proposition applies are obtained taking ω(z) =
1
2
+ rzk, with 0 < r < 1
2
and k ≥ 2. In this case ω′(z) = krzk−1 has a zero of order k − 1 at 0 and thus
Z [ω]
(k)
0
≃ (ℓ1/2)k = ℓ2, while Z [ω](k+1)0 ≃ Z2 ⊕ ℓk−12 ≃ Z2 ⊕ ℓ2 where Z2 is the Kalton-Peck Z2 space
according to the notation in Section 4. The distribution of the spaces on T induced by the configuration
ω consists of a “periodic” family of ℓp(θ) spaces where θ ∈ [0, 2π), and
p(θ) =
1
ℜ(1
2
+ reikθ)
=
2
1 + 2r cos(kθ)
.
10.3. Stability issues for higher order differentials. The paper [6] was addressed to study the stabil-
ity problem for differentials: namely, assume one has a family F with associated differential Ω such
that Ω1,1z0 has a given property. Does there exist a neighborhood V of z0 such that also Ω
1,1
z has the same
property for all z ∈ V? In this section we will complete the results of [6] showing stability results for
higher order differentials. This is, in a sense, a formal straightforward task after the theory developed in
this paper: after all, second order differentials are first order differentials of another family. This does
not mean however that the computations are equally straightforward.
The key result we need is the basic reiteration for families of Coifman, Cwikel, Rochberg, Sagher
and Weis [13, Thm. 5.1] as well as its first order differential form obtained in [6, Thm. 3.20]:
Proposition 10.4. Let α : T→ [0, 1] be a measurable function such that both its infimum and supremum
are attained. Let (X0, X1) be an arbitrary interpolation pair of Banach spaces and letΩ be its associated
differential. Then ((X0, X1)α(ω))ω∈T is an interpolation family so that ((X0, X1)α(ω))z = (X0, X1)α(z), with
equality of norms, where α(z) =
∫
∂T
α(ω)dPz(ω) is the harmonic extension to D provided by the Poisson
kernel Pz. Fix z0 ∈ D. If α˜ denotes its harmonic conjugate such that α˜(z0) = 0 and we set w = α + iα˜
then the associated differential to the new family is
Φz0 = w
′(z0)Ωα(z0)
It is not difficult to transplant this result to the ground of admissible/acceptable families: with the
same notation as before, let C (X0, X1) be the Cadero´n space associated to the couple (X0, X1) that
generates the family Cω = (X0, X1)ω. For the admissible space C [α] of continuous functions f : D →
X0 + X1 analytic at D and such that ‖ f ‖ = sup|ω|=1 ‖ f (ω)‖α(ω) < +∞. According to the proposition
C [α]z = (X0, X1)α(z) with associated differential Φz. What is important here is the fact that the proof
relies in showing that given x ∈ C [α]z0 and an extremal fx ∈ C for x ∈ Cα(z0) the function fx ◦w ∈ C [α]
is an extremal. This means that if we denote by FAB(n, k) the k×n part of FAB that explains the Taylor
coefficients of f ◦ w from n + 1 to n + k knowing the first n Taylor coefficients of f then, with the same
notation as in Proposition 10.4, one gets
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Proposition 10.5.
Φn,kz = FAB(n − 1, k) Ωn,kα(z).
10.4. Answer to a problem of Cabello, Castillo and Kalton. In [4], it was shown that given a space
F with associated derivation Ω, if Ω1,1 is nontrivial (resp. singular) then all Ωn,m are nontrivial (resp.
singular). Problem 6.1 in [4] asks “Is it true the reciprocal?” That is, suppose that Ω1,1 ≡ 0. Does it
follow that Ωn,m ≡ 0 for all values of n,m? The answer is negative since there are admissible spaces
F (see Section 10.2) with associated derivation Ω such that Ω1,1 is trivial but neither Ω1,2 or Ω2,1 are
trivial.
Let us remark here that the counter-examples to the questions of either Rochberg or Cabello-Castillo-
Kalton cannot be obtained from a family obtained by a configuration on the disk obtained in turn by
reiteration from a starting interpolation couple. Indeed, the formula in Proposition 10.5 yields
Φ2,2z =
(
(w′)3 3w′w′′
0 (w′)2
)
Ω
2,2
α(z)
+
(
w′′′
w′′
) (
f ′ ◦ w
f ′ ◦ w
)
(a formula entirely coherent with the order one results since it clearly implies j1,2q2,1Φ
2,2
z =
w′(z) j1,2q2,1Ω
2,2
α(z)
). From that one gets
{
Φ
1,2
z = (3w
′w′′, (w′)2) Ω1,2
α(z)
+ linear ;
Φ
2,1
z = (w
′)3 Ω2,1
α(z)
+ linear .
Assume Ω1,1 . 0, which necessarily implies Ω1,2 ≡ 0 ≡ Ω2,1. To get a nontrivial case Φ1,1 . 0
one needs to assume w′(z) , 0, which then makes Φ1,2 . 0 . Φ2,1. Observe that, on the other hand,
w′(z) = 0 implies that Φ2,2z is linear and if w′(z) = 0 = w′′(z) = w′′′(z) then Φ
2,2
z = 0.
11. Appendix: A Fre´chet algebra of analytic functions
This Appendix contains the definition and basic properties of the algebra that supports the notion of
an acceptable space. There are a number of reasons, most of them implicit in Section 7, suggesting that
one must start with an algebra of analytic functions on the disc which contains Aut(D), the conformal
automorphisms of the disc, and admits differentiation. The heuristic argumentation could be like this:
Pick an admissible space F . To generate F (2) one would itch to set the space of functions {( f ′, f ) :
f ∈ F }; since F is admissible the product ϕ f is in F for every f ∈ F and every conformal ϕ as
in Definition 2.1. Now the point is that ((ϕ f )′, ϕ f ) does not behave as expected; and this is because
(ϕ f )′ = ϕ′ f + ϕ f ′. The term ϕ f ′ is harmless since F is admissible, but ϕ′ f is not, unless we somehow
have a product A × F → F by an algebra containing all derivatives of conformal maps.
In the search for A, observe that Banach algebras tend to not admit differentiation. So, instead of
struggling to get an artificial one it is perhaps a better move to give up and look into the realm of
Fre´chet algebras, the natural habitat of derivatives. This is what we will do. A sequence of complex
numbers (cn) is said to be rapidly decreasing if, for every positive real α, one has |cn| = O(n−α). Let
us denote by (s) the Fre´chet space of rapidly decreasing sequences in its natural topology generated
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by the system of norms |(cn)|α = supn≥0 |cn| nα for 0 < α < ∞. Note that (s) contains every geometric
progression (an)n≥0 with a ∈ D.
Let A∞ denote the linear space of all analytic functions f : D → C whose Taylor coefficients at the
origin belong to (s), with the obvious Fre´chet topology. The following facts about A∞ are not hard to
check:
• A∞ is a unital Fre´chet algebra with the pointwise product (which does not correspond to the
coordinatewise product of sequences, but to “convolution”).
• Ordinary differentiation is a continuous, linear endomorphism on A∞.
• Aut(D) ⊂ A∞.
To prove the third point, recall that all conformal automorphisms of the disc are Mo¨bius transforma-
tions and so they have the form
(11.1) ϕ(z) = λ
z − a
az − 1 (|λ| = 1, |a| < 1).
Assuming λ = 1 we have
ϕ(z) =
a − z
1 − az = (a − z)
∑
n≥0
a
n
zn = a +
∑
n≥1
(
aa
n
+ a
n−1)
zn,
so ϕ ∈ A∞.
A minor drawback of the definition of A∞ is that everything seems to depend on the behaviour of
the functions at the origin. We now characterize those functions which are in A∞ by means of their
boundary values. First of all, note that since the Taylor coefficients of any f ∈ A∞ are absolutely
summable, f extends continuously to the closed disc and in particular, it belongs to the disc algebra A
and even to the positive Wiener algebra W+ (see definiton below). Let us denote this extension again
by f . If f is any function defined on the closed disc, then fT denotes the “boundary values”, that is, the
periodic function defined by
fT(t) = f (e
it) (t ∈ R)
for real t. We denote by Dg the ordinary derivative of g : R −→ C with respect to the real variable t:
Dg(t) = lim
h→0
g(t + h) − g(t)
h
provided that limit exists. Given a continuous 2π-periodic function g : R → C, the n-th Fourier
coefficient of g is
cn = cn(g) =
1
2π
∫ 2π
0
g(t)e−intdt (n ∈ Z).
Note that if g corresponds to the boundary values of some function of the disc algebra, then cn(g) = 0
for each n < 0. If, moreover, f ∈ A, then, by Cauchy formulæ,
f (n)(0) =
n!
2πi
∮
T
f (z)
zn+1
dz =
n!
2πi
∫ 2π
0
f (eit)
ei(n+1)t
deit =
n!
2π
∫ 2π
0
f (eit)
eint
dt,
so the the n-th Taylor coefficient of f at the origin agrees with the the n-th Fourier coefficient of fT.
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Differentiability properties of periodic functions are related to the decay of their Fourier coefficients;
indeed, a continuous 2π-periodic function g : R −→ C is smooth (that is, it has derivatives of all orders)
if and only if the (bilateral) sequence of Fourier coefficients of g belongs to (s); see, for instance, [28,
Lemma 3]. All this shows:
Lemma 11.1. An analytic function f : D→ C belongs to A∞ if and only if it has a continuous extension
to the boundary which is smooth on T. 
Corollary 11.2. If ψ ∈ Aut(D), then ψ∗ is a (continuous) automorphism of A∞.
Proof. Here, ψ∗(a) = a ◦ ψ. It suffices to prove that ψ∗ is correctly defined (that is, it maps A∞ to itself)
since the closed graph theorem implies continuity and the inverse is given by (ψ−1)∗. But the restriction
of ψ is a smooth diffeomorphism of T and so the boundary values of ψ∗(a) are smooth if and only if so
are those of a. 
We now graft our algebra A∞ into an arbitrary domainU, conformally equivalent to the disc. Suppose
ψ : U −→ C is a conformal equivalence. We define
ψ∗[A∞] = {g : U→ C such that g = f ◦ ψ for some f ∈ A∞},
with the obvious (Fre´chet) topology. One has.
Lemma 11.3. ψ∗[A∞] is independent of ψ.
Proof. Suppose ψi : U −→ C are conformal equivalences for i = 1, 2. Then ψ = ψ2 ◦ ψ−11 is an
automorphism of the disc and so ψ∗ is an automorphism of A∞. It is unnecessary to continue. 
From now on we write A∞
U
instead of ψ∗[A∞]. Of course A∞
D
is just A∞.
We will also need the positive Wiener algebra, denoted by W+, which is the algebra of all analytic
functions on the disc, extending continuously to the closed disk, whose Taylor coefficients at the origin
are absolutely summable. Moreover, if f (z) =
∑
n≥0 cnz
n, for z ∈ D, then we put ‖ f ‖W+ =
∑
n≥0 |cn|. As
before, if ψ : U −→ D is a conformal map, we define
ψ∗[W+] = {g : U→ C such that g = f ◦ ψ for some f ∈ W+}
and we transfer the norm ofW+ to ψ∗[W+] by stipulating that ‖g‖ψ∗[W+] = ‖ f ‖W+ provided g = f ◦ ψ.
Note that g : U −→ C belongs to ψ∗[W+] if and only if there is (cn)n≥0 in ℓ1 such that g(u) =∑
n≥0 cnψ(u)
n for all u ∈ U in which case ‖g‖ψ∗[W+] = ‖(cn)‖ℓ1 =
∑
n |cn|. One has:
Lemma 11.4. ψ∗[W+] contains A∞
U
, and the inclusion is continuous.
Proof. Since A∞
U
= ψ∗[A∞] it suffices to check that W+ contains A∞ and the inclusion is continuous.
Which is obvious: every rapidly decreasing sequence (cn)n≥1 is absolutely summable, with ‖(cn)‖ℓ1 ≤
π
6
|(cn)|2. 
In spite of our good intentions and rather unexpectedly, the grafted algebras A∞
U
are not closed under
differentiation, even for very natural choices of U. To convince the skeptical reader let us work out
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the following example: the function ϕ(z) = (ez − 1)/(ez + 1) maps conformally the (horizontal) strip
U = {z : ℑ(z) ∈ (−π
2
, π
2
)} onto D. Obviously ϕ ∈ A∞
U
. But if we write w = ez, then
ϕ′(z) =
2w
(w + 1)2
and we see that ϕ′(z) has poles at z = ±π
2
i. In particular ϕ′ is unbounded onU, and therefore it cannot be
in A∞
U
which contains bounded functions only. In the end, this is one of the reasons why the generation
of Rochberg families in general domains as in Section 8 requires to move back and forth from U to D
which, in turn, requires the Chain and Leibnitz’s rule.
12. Miscellaneous remarks and open problems
(1) One may wonder if the irritating hypothesis about the density of ∆n in X
(n)
a ∩ X(n)b is really
necessary to get the identity [X
(n)
a , X
(n)
b
]c = X
(n)
c in Theorem 6.1.
(2) Does Caldero´n “upper” method produce twisted sums? Note that this is actually a question
about the compatibility of certain “interpolators” and that most real methods of interpolation
lead to twisted sums; see [5].
(3) The formalism developed in this paper for acceptable spaces in Sections is rather satisfactory
in the sense that produces, under minimal hypotheses, both the Rochberg spaces and the mech-
anism to derive them in their “natural position” inside Wn. However, a reader interested in
interpolation theory could miss some concrete applications beyond Section 6. The main ob-
stacle to derive “classical” interpolation results from the material in Sections 7 and 8 is that,
while admissible interpolation families lead to admissible spaces of analytic functions in the
way explained in Section 2.2, we do not know how to travel the way back, if there is one.
(4) Let us mention a question that pervades the paper. Assume that F is an admissible space on the
disc and let us fix 0 < r < 1. Under which conditions one can guarantee that the spaces (Fz)|z|=r
form an interpolation family? And, if this were the case, do the new intermediate spaces (Xz)|z|<r
agree with the old ones Fz?
(5) Let (X0, X1) be a regular Banach couple with intersection ∆ and 0 < a < b < 1. Is ∆
2 always
dense in X
(2)
a ∩ X(2)b ?
(6) In a different direction we can raise the following question: does every conformal mapping
ϕ : D −→ U have a continuous extension to a subset of the closed disc containing almost every
point of T?
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