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$0. INTRODUCTION 
WE WORK in the category of pointed compactly generated topological spaces of the 
homotopy type of a CW-complex ([9]) or, equivalently in the category of pointed simplicial 
sets with an appropriate definition of homotopy equivalence (as in [2] and [3]). If A is a 
pointed space we write FA for the (reduced) free group on A. 
Then (in [6]) Milnor proved the following. 
THEOREM. Given spaces A and B with A connected, there is an inclusion homomorphism 
F 
( 
\;/ B A A(” 
1 
+ F(f3 A FA) 
i= I 
which is a homotopy equivalence. 
Here A(” denotes the i-fold smash product of A with itself. 
From this he obtained a generalization of the theorem of Hilton on the splitting of the 
space of loops on a one point union. Also, taking B to be the O-sphere, and applying the 
classifying space functor to this theorem, he obtained 
THEOREM. If A is a connected space, EXA and q TZA”’ are homotopy equivalent. 
i=l 
Here C denotes the reduced suspension and R the loop space. The result follows since 
FA and !XA are equivalent spaces. 
In this paper the analogous results for iT”Z”A = lim RT”A are given. The functor 
” 
used as a model for R”Z”, corresponding to the free group functor F above, is the functor 
I- of [2] and [3]. It will be recalled that TA is a free group and there is a natural inclusion 
of FA in TA. 
Corresponding to the first of the above results we shall prove 
THEOREM A. Given spaces A and B, there is a natural homomorphism 
r(BA r+A)+r \j BA 9i~ 
( i=l 
which is a homotopy equivalence. 
199 
200 M. G. BARRATT and PETER J. ECCLES 
Here Ti denotes the monoid functor corresponding to r ([2; $31) and GiA denotes the 
i-adic construction on A ([2; $61). 
In one way we reverse Milnor’s procedure. He uses his result to deduce a result about 
F(A, v A2) giving a generalization of Hilton’s theorem. The following result on I(A, v AJ 
allows US to deduce the above theorem from another. 
LEMMA (see [2; Lemma 7.31). Given spaces A, and A,, the homomorphism 
IYi, x l-i, : TA, x TA, -+ T(A, v AZ) 
is a homotopy equivalence, where the ij are the inclusion maps. 
Using this, Theorem A follows immediately from 
THEOREM B. Given spaces A and B there is a natural homomorphism 
T(BA r+A)-+ff T(B A QiA) 
i= 1 
which is a homotopy equivalence. 
Here n’ denotes the weak product or direct sum. It will appear that, once the map of 
Theorem B has been defined, its being an equivalence follows very easily from the crucial 
lemma of [2]. 
Finally, corresponding to the second of Milnor’s above results we shall prove 
THEOREM C. If A is a connected space, R”C”A and \;j Bi A are stably homotopy 
i=l 
equivalent. 
This result answers a question which has been posed by one of us and others in [5; 
Problem 931. 
D. S. Kahn (unpublished) has shown that, for connected spaces A, IY+T+A and 
iflr’ TfQi A are homotopy equivalent, which is equivalent to Theorem B (for connected 
A and B = So) since T+A and !FA are then homotopy equivalent ([2; Corollary 5.4.1). He 
has suggested that his method differs from ours in an essential way. 
Snaith (in [7]) has obtained the decomposition of Theorem C by essentially our method 
but expressed in the language of May ([4]). Nevertheless, this paper still seems worth writing 
as the results follow with so little effort from those of [2] and 131. The method is combina- 
torial and the language of I- provides just the right setting for it. 
The plan of this paper is as follows. Various natural transformations and their proper- 
ties are described in $1 although the combinatorial part of the definitions is left until $$4 
and 5. These lead to the map of Theorem B which is proved in $3 along with Theorem C. 
$2 contains a brief discussion of how the structure of the homology ring of I+A follows 
from the results of $1. 
[l] was an early draft of this paper. 
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51. CERTAIii NATURAL TIMNSFO~\MTIONS 
. 
Recall (from [2]) that. given a pointed space rl, there is a natural topological monoid 
I’,4 whose universal group Irl is homotopy equivalent to R”Z”A = lim R”E”A. Also, 
n 
there is a natural inclusion rA : A --t T+A and a natural homomorphism h, : T+T+A T’A 
such that 
11, I T+A= h,. I-+[, = I,+,: rfbr+A 
the identity map. 
Further ([2; $61) there is a natural filtration of I’A, 
{I)= r,+A c In =r:A C".C rz.4 c...cr+A, 
the filtration by word length, such that for each m 2 I the quotient space I’,fA/IY,i_ 1 A 
is the m-adic construction 9, A. We write 
s’, : 1-;A+9,A 
for the map identifying I;_ LA to the base point. 
In $5 the following is proved. 
PROPOSITION 1.1. For each M 2 1, 5, extends to a natural map 
hi : I-+A + T+Q,A, 
i.e. hzT,f A = I~,~ . 5,. 
The existence of this map immediately implies that, so far as the homology ring is 
concerned, T+A is equivalent to the wedge of 9, A’s (see $2). However to obtain the results 
of the introduction a further natural map, this time a homomorphism, is defined. 
Definition 1.2. Given pointed spaces A and B the natural homomorphism 
h;$: r(BA r+A)-+r(B A G,A) 
is given by 
r(lhh;) 
T(BA r+A) - T(Br\ I-+3,A) rg’ rr+(B A 9,&i) 
where ti’ : B A r+g, A -+ r+(B A 9!, A) is the map of [2; Definition 4.41 restricted to I+. 
The product of these maps for all 111 L I provides the map of theorem B. 
PROPOSLTIO~; 1.3. 
iZ;$l r(B A r,+A) = r(l A <,) : r(B A r,iA) --* r(B A 9,A). 
This follows from Proposition 1.1. and properties of $’ and h. 
§2. THE HOMOLOGY RLUG OF l?+A 
Before proceeding with the discussion of the stable structure of T+A it seems appro- 
priate at this point to prove the following weaker result since it follows so simply from 
Proposition 1.1, i.e. it follows “from the algebra” without recourse to the machinery 
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developed in [2] and [3], in particular without using [2; Corollary 7.41 the use of which is 
crucial in 93. 
THEOREM 2.1. For a pointed space A there is a natural isomorphism 
R,(I-+A) 2 5 fi,(9a,A) 
n=O 
taking coejicients in afield. 
In fact, there are natural maps 
9,,,A A 9,A+kd,+.A 
inducing a ring structure on c fl*(9, A) isomorphic to the Pontrjagin ring fi,(T+A). 
n 
To prove the first part of the theorem it is sufficient to show that the corresponding 
cohomology groups are isomorphic. This is done using the spectral sequence Et* con- 
verging to the cohomology of TCA which arises from the filtration of TfA by word length 
(see [S; Theorem 9.1.31). This has 
Efsq = HP+q(I-;A, l--i_ 1A) g fiP+q(9pA) for p > 0. 
Now there is a natural transformation 
wA : I-+A + B+A, 
where B+A denotes the free abelian group on A, defined in an obvious way (and giving the 
Hurewicz map on taking homotopy). Also, for any abelian group G, there is an evaluation 
homomorphism 
E~:Z+G+G. 
Taking G to be an Eilenberg-MacLane space we see that any cohomology class 
a : 9,,, A -+ G extends to a cohomology class a’ : l-+9,,, A + G by taking 
a’ = Ed. wG . T+a. 
Hence the pullback of a to Tf,A under 5, extends to 
a’ . hz : T+A -+ G 
using Proposition 1.1. Thus the spectral sequence collapses proving the first part of the 
theorem. 
For the second part, recall (from [2; Proposition 7.61) that there is a natural map 
given by 
9,A A 9”A-r9,,,+“(A v A) 
([w, al, [w’, 4) + [w . w’, a, a’1 
for WE WS,, W‘E WS,,, aEArn, a’ E A” and using the obvious product WS,,, x WS, --f 
WSnl.. and the obvious homomorphism A” x A” z A”+“. 
The map of the theorem is obtained by composing this map with g”+,V where 
V : A v A + A is the folding map. The commutativity of the following diagram proves the 
theorem. 
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I LXS” I a”.-,v 
g,,,AxQ,A -+ Qa,A~ 9,A -+ 9,,,+,(AvA) 
53. PROOF OF THE THEOREMS 
Returning to our main theme, we write n,,, for the restriction to T(B A TZA) of the 
product of the homomorphisms h!& for 1 _< i I m. Then Theorem B follows from 
LEMMA 3. I. n, : r(B A rm+ A) -+ fi r(B A gi A) is a homotopy equiralence. 
i=l 
For, since the homotopy group functors commute with direct limits, 
fit fly8 : r(B A r+A) + fir r(B A 9, A) 
i=l i= 1 
gives a weak homotopy equivalence and so a homotopy equivalence. 
Proof of Lemma 3.1. The proof is by induction on m. x1 is the identity map and so the 
induction starts. Let K,,, be the kernel of the homomorphism 
T(f A 5,): r(BA r;A)+r(BA gmA). 
Corollary 7.4 of [2] tells us that I- turns cofibrations into quasifibrations, i.e. in the present 
situation the natural inclusion 
f(B A r;_ IA) --* Km 
is a homotopy equivalence. 
Thus from the following commutative diagram, in which the horizontal rows are short 
exact sequences of groups and so quasifibrations by [2; Corollary 2.61, it follows by the 
five lemma and J. H. C. Whitehead’s theorem that rr,,, is a homotopy equivalence if n,_r is. 
This is the inductive step. 
! nm-1 I I 4 ! 
m-l 
n r(B A Qi A) - fi lI(B A ~21; A) --- r(BAg,A) 
i=l i= 1 
However we can strengthen the statement of Theorem A by observing that the map 
giving the homotopy equivalence is a map of infinite loop spaces, so that the following 
is true. 
COROLLARY 3.2. B A T+A and B A Bi A are stably homotopy equkalent. 
i= L 
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If A is a connected space I’,4 is homotopy equivalent o R”Z”A ([2; Corollaries 4.7, 
5.41) and thus (putting B = So in the corollary) we obtain Theorem C. 
Proof of Corollary 3.2. As in Definition 1.2, but using I-+ instead of IY, a homomor- 
phism of monoids 
h;<;i) : r+(B A I-+A) + r+p A 9,~) 
may be defined for each m 2 I such that CT/r+(“) = hfm), where U is the universal group 
functor. Each of these maps is a map of spaces with a I’-structure (provided by h-see 
[2; Example 3.81). Thus the product map 
is a map of spaces with If-structure. 
But the map 
(whereij:BA gjA+ q 3 A 9,A is the natural inclusion) is aIso a map of spaces with 
j= 1 
I-+-structure, Thus applying the universal group functor to their composition we obtain 
a map 
r(h r++-d- h 
i 
ij.i-2g , 
i= 1 J 
the map of Theorem A, which is a map of infinite loop spaces by 13; Theorem A]. 
$4. NOTATiON 
This section is a continuation of $1 of [2] and is concerned entirely with notation for 
maps of finite sets. Recall the notation of [2]: S, denotes the group of permutations of the 
set n = {I, 2,. . . , n) written on the Ieft, CG denotes the set of strictly monotonically increas- 
ing maps m -+ n, a E CG induces a homomorphism a+ : S,,, -+ S,, and a retraction a* : S, -+ Sm. 
Throughout this section and the next m denotes a fixed positive integer. 
De~nj~io~ 4.1. The order of Cz is the binomia1 coefficient ($) = N, say. Let 
fZ”:N+C; 
be some one-to-one correspondence. Suppose r~ E S, . This induces a one-to-one map 
fl* * * c;-+c; 
where, for a E C,$ cr,(a) is the element of CL determined by the image of cr. z in n (f2; 
Definition IS]). Corresponding to this there is a permutation Q;(a) ES, such that the 
following diagram commutes : 
N 
n* 
- c; 
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Thus we have defined a map 
depending on the choice of R”. It is clearly a homomorphism. 
Definition 4.2. Now let R” : N--f Cl be reverse lexicographic ordering. That is, if 
wewriteR”(i)(s)=i,~nfor~~m,i~N,theni<j~Nifandonlyif{i,,...,i,}<{j,,...,j,} 
in reverse lexicographic ordering, i.e. there is a k, , 1 I k, I m, such that i, = jL for k > k, 
and itO < jko. 
Thus, for example, 
w(l)(m) = { 1, 2, . . . , m}, 
P(N)(m)={n-m+l,...,n}. 
Definition 4.3. Suppose /3 E CL’. This induces a map 
p*: c:+c; 
by p*(z) = /I . r for CL E C;‘. We write N’ = (2). Then there is a unique map O,(p) : N’ + N 
such that the following diagram commutes: 
PROPOSITION 4.4. Under the orderings of Definition 4.2. C!,(J) is a strictly monotonically 
increasing map, i.e. we have defined 
R, : q + c$ 
This is a simple check. 
For our purpose we need to choose R” so that this proposition holds. The choice of 
Definition 4.2. is the natural one in the sense that if /I : II‘ -+ n (n’ _< n) is the inclusion map 
/?(i) = i for all i E II’, then Q,(p) : N’ -+ N is also the inclusion map. 
PROPOSITION 4.5. Suppose /I E C:,. Then 
n*(p)* . n; = cl: . p* : S” + s,. . 
Proof. Suppose c E S, . By [2; Definition I.51 the following diagram commutes. 
B 
n’ - n 
This induces a commutative diagram 
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This is not completely obvious (remember a,(,@ # 6. /? in general) but follows from the 
definitions on checking carefully. 
And so, using R” and R”’ we obtain 
N’ 
R.(8) 
-N 
I 
WWYa)) 
! 
n:(u) 
N’ 
n*(o.CB)) 
- N 
by Definitions4.1. and4.3. By Proposition4.4. Q,(p) and Q,(o,.p)) are strictly monotonically 
increasing maps and so by [2; Definition 1.5.1 the results follows. 
$5. THE CONSTRUCTION OF THE NATURAL TRAhSFOR,\lATIONS h” 
In this section we prove Proposition 1.1. 
Recall from [2; Definition 3.1.1 the definition of I+,4 as an identification space of the 
disjoint union 
“PO WS, x A”? 
where WS, denotes a certain acyclic space on which S, acts freely. 
Definition 5.1. Given a positive integer n, let IV = (k) and define 
“LAm : WS, x A” + WS, x (Q!, A)” 
by 
“RAm(w, a) = (R;(w), b,, . , b,y) 
for w E WS,, a E A”, where 
bi = [Q”(i)*(w), n”(i)*(a)] E Q,,, A 
and R” : Y + Cz is reverse lexicographic ordering. (For notation not in $4 see Definitions 
1.5. and 1.11. and Note 2.4. of 121.) 
Notice that, if n < m, “AAm 1s the constant map to a one point space (iv = 0), and if 
n = m it is the identification map which defines 9, A (IV = 1). 
LEMMA 5.2. “LAm is equicariant with respect to the action of S,, i.e. 
n/2Am(S’ . a) = “hArn(<) . n;(a) 
for 4 E WS” x A”, G E S, . 
Proof. Suppose g = (w, a), w E WS, , a E A”. Then 
“L,“(w . G, a . 0) = (Q;(w G), b,, . , bJy) 
where 
bi = [W(i)*(rv. G), Q”(i)*(a . G)] 
= [a,(Q”(i))*(w) . P(i)*(a) , c*(!T(i))*(a) . n”(i)*(G)] 
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(by Propositions 1.7 and 1.12 of [2]) 
= [W~(~)(~))*(~) , QYW4(9)*(41 
(by Definition 4.1 and the definition of 8,v A in [2; $61). 
Also, since n; is a homomorphism, W,(w . a) = fly P,(a) (using [2; Note 2.4.1). 
Hence 
where 
nJS’Am(< a) = (R;(w) . n;(a) ) (c,, . .) c,y) . n;(a)) 
= VArn(<) . i-q(g), 
ci = [W(~)*(W), n”(i)*(a)]. 
LEMMA 5.3. Suppose < = (w, a) E WS,, x A” and fl E C:, is entire for a. Then, if 
n4Am(<) = (w’, b) E WS, x (2, A)“-, Q,(P) E Ci, is entire for b and 
“‘RAm(B*(4, 8*(a) = (%(b)*(w’), %(D)*(b)). 
Proof. The entirity of I&(/?) (defined in [2; Definition 1.11.1) follows easily from the 
fact that 6, is the base point if any one of its A-coordinates is the base point. The formula 
follows in the manner of the previous lemma using Proposition 4.5. 
Together these two lemmata show that 
.FI,““F; Ws, x A” -.FI, Ws, x tQ,A)” 
induces natural map 
h’J : r+A + I-+(9, A) 
as required for Proposition I. 1. 
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