Abstract. This paper describes an information system, which classifies web pages in specific categories according to a proposed relevance feedback mechanism. The proposed relevance feedback mechanism is called Balanced Relevance Weighting Mechanism -BRWM and uses the proportion of the already relevant categorized information amount for feature classification. Experimental measurements over an e-commerce framework, which describes the fundamental phases of web commercial transactions verified the robustness of using the mechanism on real data. Except from revealing the accomplished sequences in a web commerce transaction, the system can be used as an assistant and consultation tool for classification purposes. In addition, BRWM was compared with a similar relevance feedback mechanism from the literature over the established corpus of Reuters-21578 text categorization test collection, presenting promising results.
Introduction
This paper presents an algorithm, which clusters web pages that offer commercial services, according to an e-commerce framework and under the basic concepts from the field of information retrieval. The paper is organized as follows. The next section presents an overview of several e-commerce/business frameworks, while it analyses the model is used for the purposes of this work. Section 3 describes some basic information retrieval procedures and mechanisms made in order to conceptually represent the web transactions and phases. The next section presents the main parts and procedures of an information system, which identifies commercial services on the web according to the followed e-commerce framework and a proposed relevance feedback mechanism. In parallel, the algorithm is evaluated over an established text categorization test collection from the information retrieval literature and is compared with a similar relevance feedback algorithm. Finally, the paper ends with the results derived over the followed ecommerce framework as well as with a discussion over the potential applications of the presented work. 
The web transactions framework
Numerous different frameworks for the analysis of web commerce/business models have already been proposed in the literature. These frameworks are generally using different approaches to identify, classify and analyse commercial activities [1], [2], [3] , [4] , [5] , [6] , [7] . Among the above-mentioned models, the Business Media Framework (BMF) was used for the purposes of our work [1] . This taxonomy relates and interprets the components of the general media model in the business context, thus providing a means for the design and management of business communities. The framework distinguishes four distinct views and four transaction phases of a web commercial transaction. The community view deals with the aspects relevant for modelling the community, such as its organisational structure and shared roles, the protocols, the interests and values behind it, as well as its languages. The implementation view describes the specified community design, such as the community view specifications, the data structures and the business processes on the services offered by the service layer. The transaction view provides the generic interaction or communication services such as the signalling intentions, the contracting and agreement on contracts and or the performance of the transaction in the settlement of contracts. Finally, the infrastructure view provides communication and coordination mechanisms for relating agents of the transaction view as well as the agents taking the roles modelled in the community view, as defined in the implementation view [1].
In parallel BMF also distinguishes four transaction phases. In the knowledge phase a common logical space between agents is being established and information about the transaction is gathered and processed. The intention phase includes services for analysing and activating information acquired in the knowledge phase. In the contracting phase a "contract" is being negotiated between agents while the settlement phase refers to the settlement of the "contract" aforementioned, which actually means the realisation of the web transaction. The distinction of these four phases identifies the structural changes that electronic commerce has brought to traditional commerce methods. Table 1 presents the four phases and the amount of the collected web pages, which were used as the training material. The total sample set consists of 3824 e-commerce pages of several extension formats. These web pages were collected and validated by experts according to BMF. As a result, each web page depicted in Table 1 corresponds to one e-commerce type and one transaction phase. However, a respective data sample that consist of 2134 web pages and do not describe commercial transactions (web pages irrelative to web commerce transactions), was collected automatically using a meta-search engine tool. This tool collects randomly web pages from specified search engine directories and its functions are described in [8] .
Feature selection
This section describes the feature extraction procedure for the training sample. The training sample consists of twelve classes from which, eleven of them correspond to the BMF transaction phases (knowledge, intention, contracting, settlement) and one class correspond to web pages that do not offer commercial services. Common information filtering techniques such as stop lists, character filters and suffixstripping methods were initially used for reducing the large amount of the indexed terms. The Information Gain (IG) technique was adopted for feature selection. This technique measures the statistical dependencies between a term and the categorised class based on the entropy. Thus, terms with small information gain are discarded [9] . Rather than evaluating the entropy of a term distribution among a set of documents as is done for the signal-to-noise ratio technique, in the specific technique the entropy of the class distribution is taken under consideration. More specifically, let C denote a random variable used for observing the k possible class labels for the training documents.
In IG, entropy measures the homogeneity of the training set D* with respect to the class distribution which governs C according to Equation 1, where
denotes the probability of observing a training document with category c, and OlogO is defined to be zero for all entropy evaluations. Based on this interpretation of entropy, the discriminative power of a particular index term can be measured as follows. Let t and t denote the presence and absence of term /, respectively, and T be a binary random variable taking on the values t and / . The conditional entropy of the random class variable C given T is defined according to Equation 2, where P(t) = (n(t)/n) and P(t) = (n(t)/n) denote the proportions of training documents in which term t is present and absent, respectively. The conditional probabilities are estimated by Equation 3^ as the expected reduction in entropy caused by partitioning the set of training examples D according to the presence or absence of term t. However, by using elementary probability calculus, Equation 3 can be transformed to Equation 4 , where the probabilities that a class c, and a term t do or do not co-occur can be derived from the probabilities introduced as P(Ci,t) = (n^,(t)/n) and P(c., 1) = (n^, (t)/n) respectively.
P(q\t) = (n^Xt)/n(t))and P(ci\J) = (n^(t)/Jj{t)). Finally, the Information Gain of term t is defined from

Entropy(C \ T) = P(t)Entropy(C \ t) + P(J)Entropy(C \ t) = -. _ _ (2) = -P(t)i:P(c, I t)logP(c, I t)-P(t)J^P(c, I t)logP(c, I / ;
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Using the IG technique, 1063 terms were finally selected in order to compose the vector that represents web pages (Web Page Vector -WPV). The WPV characterize a web page by assigning a unique profile of weight values that depend on the importance of each term in the tested web page. In other words, weights are assigned to terms as statistical importance indicators. If m distinct terms are assigned for content identification, a web page is conceptually represented as an m-dimensional vector, named WPV. Equation 5, highlights the Inc formula used for the weighting mechanism, which is based on the SMART system as described in [10] . Web Page Vector is defined as WPV. = {w.j, w.j,..., w.^} , while the weight of term k in the i^ web page is normalized using the cosine length of the vector, where / equals to 1063 and corresponds to the total amount of the used terms.
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4 System architecture Based on the above information filtering techniques, the proposed system relatively classifies web pages in twelve categories. It compares the content of the web pages with dynamic profiles, which are similarity indicators for the twelve categories (type of web pages). In order to relatively classify web pages, the proposed system uses similarity threshold values between the WPVs and the descriptor vectors. Each threshold is a minimum value dedicated to assign a category label to a tested web page. Thus, web pages with scores above these thresholds are considered to belong to the respective categories, while those with lower scoring values do not. In order to define the respecfive threshold values we used half of the validated web pages and the PCut thresholding strategy [11] , [12] . According to this method for each category cp the method sorts the tests documents by score assigning a positive decision to each of the kj top-ranking documents, where kj = P(cj Jxxxmis the number of documents assigned to Cj and P(Cj) is the prior probabiHty for an arbitrary document that is member of category c,. The PCut strategy is parameterized by x (Tme-tuning parameter^, which reflects the average number of documents where the system assigns to a category, m is the number of categories, n represents the number of documents in the validation set and assuming that one scoring value is produced by the classifier for each web pagecategory pair.
The proposed relevance feedback mechanism
The scoring mechanism is performed by calculating the scalar product according to Equation 6 , where the more this value increases, the more similar the vectors are. The denominator normalizes the similarity comparisons between WPVf and D where w^^^ is the weight of term k in WPVi, and Pjk corresponds to the Itc weighting scheme of term k in each descriptor vector Dj as defined in Equation 7 . This weighting scheme uses cosine normalization of logarithmic term frequency by the inverse document frequency.
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After web page classification, the system automatically re-weights the terms of each descriptor vector. The re-weighting is calculated according to a proposed modification of the Rocchio's type for relevance feedback, called Balanced Relevance Weighting Mechanism -BRWM and is defined from Equation 8. In the above equation, D"g^ and D^i^ are the re-calculated descriptor vector and the initial descriptor vector, n^ei and «;>^ stands for the amount of the already recognized relevant and irrelevant pages in respect to a specific category, WPV^ and WPV^ are the relevant and the irrelevant web page vectors, while c and c' are fine tuning constants. BRWM re-weights query terms by adding the weights from the actual occurrence of those query terms in the relevant web pages, and subtracting the weights of those terms occurring in the irrelevant web pages. The contribution of the web pages that are not related to a specific information area is to modify the weighting of the terms coming from relevant web pages.
Evaluation of BRWM
Before the evaluation of the system with real data, we measured the accuracy of BRWM over an established text collection and we compared the results with a similar relevance feedback algorithm (Findsim), which was tested over the same text collection [13] , [14] . In particular, we used the corpus of Distribution 1.0 of Reuters-21578 text categorization test collection. This collection consists of 21578 documents selected from Reuters newswire stories. The documents of this collection are divided into training and test sets. Each document has five category tags, namely, EXCHANGES, ORGS, PEOPLE, PLACES, and TOPICS Each category consists of a number of topics that are used for document assignment. This evaluation is restricted to the TOPICS category. In particular, we used the Modified Apte split of Reuters-21578 corpus that consist of 9603 training documents, 3299 test documents and 8676 unused documents. The training set was reduced to 7775 documents as a result of screening out training documents with empty value of TOPICS category. There are 135 topics in the TOPICS category, with 118 of these topics occurring at least once in the training and test documents. The experiment took place with all of these 118 topics despite the fact that three topic categories with no occurrence of training set automatically degrade the performance of the system. In contrast to information retrieval systems, in text categorization systems a retrieval output is not appeared. Instead, a number of topics occur and for each topic the document collection is partitioned into training and test cases. The training set contains only positive examples of a topic. In this sense, the training set is not a counterpart of the retrieval output due to the fact that there are not any negative examples. However, a training set for a topic that consists of positive and negative examples can be constructed, under the assumption that any document considered as positive example for the other topics and not in the set of positive examples of the topic at hand is a candidate for being a negative example of this topic. Table 2 presents the ten most frequent topics in the category TOPICS of the Reuters collection as well as the respective amounts of the training and testing sets. The maximum number of positive examples per topic in the corpus is 2877 and the average is 84. The size and especially the quality of the training set is an important issue in generating an induction rule set. In the experiment that took place the training set for each topic consist of all the positive samples, while the negative samples were selected from other topics. The size of the selected negative samples was fixed at the 50% of the positives examples. Finally, the Information Gain technique was used since this was the feature selection mechanism used in the compared studies of [13] , [14] , [15] . According to these papers it was concluded that that the precision or the accuracy of the rules with the Information Gain metric was 3% better than that of rules with CHI metric %^. Table 2 also depicts the experimental results deriving from the comparison between BRWM and Findsim over the Reuters-21578 corpus. The comparison is made over the first ten topics and over all the topics of the collection (in average values) and the results are measured in terms of the breakeven point in the precision-recall diagrams of each topic. Precision is defined as the fraction of retrieved web pages, which are relevant to a specific category, while recall is the fraction of relevant web pages, which have been retrieved in respect to the twelve categories. The break-even point is defined as the point where precision is equal to recall. Topics Earn and Acq were distinguished better among the rest ones on the tested corpus, especially for BRWM. In particular, the breakeven point for the topic Earn was measured above 90% for both algorithms, while for the rest first ten topics the breakeven points presented some fluctuations. However, these fluctuations were expected since the amounts of the training sets are not equal according the Modified Apte split of the collection.
Breakeven point values (in percent) are computed on top 10 topics and on overall 118 topics. In particular, the breakeven point values over the first ten topics were measured equal to 66.2% for BRWM and 63.7% for Findsim, while for the whole collection equal to 64.8%) and 61.7%) respectively, as presented in Table 2 . The results indicated that BRWM presented a better performance in relation to Findsim. Figure la presents the precision-recall diagrams of the two compared algorithms in topic "Money-fx" for the category TOPICS. In the precision-recall diagram, labels a and b highlight the breakeven point values that correspond to BRWM and Findsim. 
Results and discussion
This section presents the results derived from the BRWM algorithm over the rest half amount of the validated BMF data set of Table 1 . In particular, Table 3 presents the break-even point values for the eleven type of e-commerce web pages that correspond to the four transaction phases as well as for the web pages that do not offer commercial services (totally twelve categories). According to these values, Figure lb presents the average precision-recall diagrams for the web pages that correspond to the knowledge, intention, contracting and settlement BMF transaction phase as well as to the page that do not correspond to either of these phases.
The breakeven point for the not BMF related web pages was measured at 81.8%, while for the BMF web pages the average break-even points were measured at 74.6%, 79.6%), 65.7% and 58.8% (knowledge, settlement, intention and contracting phase respectively). Similarly with the tests made over the Reuters-21578 corpus, these variations were expected due to the fact that the amounts of the training sets are not equal among the respective transactions phases of the BMF.
Under the fact that each web page corresponds to one e-commerce type and one transaction phase of the Business Media Framework and this framework analyse an e-commerce model into a series of concurrent sequences, the proposed web information system algorithm can be used in order to identify and classify commercial services and transactions on the web. However, except for classification purposes, the system can be exploited for quantifying e-commerce ontologies and roles. In other words, the system can be either used locally in commercial servers for monitoring customer behaviour directly through local information, or it can be launched independently to a portal, in order to survey and measure commercial activities, services and transactions on the web.
