We extend approaches for skinning characters to the general setting of skinning deformable mesh animations. We provide an automatic algorithm for generating progressive skinning approximations, that is particularly efficient for pseudo-articulated motions. Our contributions include the use of nonparametric mean shift clustering of high-dimensional mesh rotation sequences to automatically identify statistically relevant bones, and robust least squares methods to determine bone transformations, bone-vertex influence sets, and vertex weight values. We use a low-rank data reduction model defined in the undeformed mesh configuration to provide progressive convergence with a fixed number of bones. We show that the resulting skinned animations enable efficient hardware rendering, rest pose editing, and deformable collision detection. Finally, we present numerous examples where skins were automatically generated using a single set of parameter values.
Introduction
Animating articulated characters such as virtual humans is a fundamental operation in computer graphics and interactive applications. Techniques for rigging character skins by weighting vertices to an associated skeleton, or by interpolating example deformations, are widely used in video games and the computer animation industry. There are numerous reasons for their popularity: most skinning approaches are conceptually easy to understand and apply; they are capable of approximating interesting character shapes; and skinning can be hardware-accelerated on almost every commodity graphics card. However, the application of character skinning approaches has been almost entirely limited to objects with userdefined skeletons and rigid bones.
In this paper, we show that skinning techniques can also be used to automatically skin deformable mesh animations, without any need for specifying skeletons or bones. By estimating proxy bone transformations and vertex weights for deformable shape sequences, we produce skinned animations that approximate the original deformable animation. Note that we do not estimate a hierarchical kinematic skeleton, nor are there reconfigurable joint angles. Skinned meshes provide an approximate articulated mapping from undeformed to deformed geometry at all animation frames, and we further encode displacement corrections to provide progressive convergence. The resulting skinned animations support hardware-accelerated rendering on commodity graphics hardware. We present several examples of mesh animations that can be compiled to run on existing graphics hardware, including interactive examples involving millions of animated mesh triangles (see Figure 1) . In addition to fast hardware rendering, skinned mesh animations provide a deformable shape parameterization that can aid subsequent processing: displacement mapping the skin's reference mesh results in modifications to the entire animation; the animation skin can be used for straight-forward level-of-detail (LOD) generation; and the skinned models define local reference frames that can be used to orient bounding volume hierarchies for reducedcoordinate collision detection algorithms [James and Pai 2004] . In summary, we show that a simple animation skinning technique can provide a familiar hardware-accelerated rendering format for mesh animations, as well as enable efficient animation processing.
Related Work
Character skinning has a long history in graphics, and related techniques have been used extensively to provide intuitive animation controls. We refer the reader to the related work section of [Lewis et al. 2000 ] for a nice summary. Most closely related to our work are several "skinning by example" approaches, that use input character poses to generate approximate and/or progressive skinning approximations. A key difference is that our input mesh examples are not required to have any skeletons, nor associated bone transforms.
Pose space deformation [Lewis et al. 2000 ] comprises one such family of approaches wherein character shapes (or local frame corrections) are interpolated as a function of character pose (see also [Allen et al. 2002] ). For hardware rendering, EigenSkin is an approach for generating a compact pose space deformation model for complex shapes, such as a hand [Kry et al. 2002] . In that work, the reduced basis is generated by employing sensitivity analysis to move each joint in the hand independently, about a number of key hand poses, in order to infer the spatial structure of the hand displacement fields as a function of hand pose. A displacement correction model was then compressed in the rest pose to exploit redundancy. The resulting articulated reduced model included displacements and normals, and exhibited significant rank-reduction (much better than PCA on articulated data sets), but required a priori knowledge of joints and skinning weights. In comparison, our approach applies to general mesh animations as opposed to poseable articulated characters (see Figure 2 ). In contrast to pose space methods, simpler kinematic models, such as common linear blend skinning (c.f. single-weight enveloping (SWE), skeletal subspace deformation (SSD), etc.), can be fit to mesh examples, and do not require runtime data interpolation. Mohr and Gleicher [2003] estimated single-weight skins with rigid character bones, with provisions made for adding additional bones, and they also estimated vertex weights, but without nonnegativity constraints. Multi-weight enveloping (MWE) [Wang and Phillips 2002] provides better approximations than SWE, but at the cost of 12 weights/vertex/bone, instead of 1 weight/vertex/bone in SWE. Although we only use 1 weight/bone/vertex, our nonrigid affine bone transformations allow bones to squash and stretch to better approximate the mesh sequence. Like other approaches, MWE requires manual intervention to paint on bone influences, whereas our skin estimation approach is automatic.
Animation compression approaches have been explored in the last half decade [Lengyel 1999; Briceño et al. 2003; Guskov and Khodakovsky 2004] , including PCA compression of shapes [Sloan et al. 2001] , animations [Alexa and Müller 2000; Karni and Gotsman 2004] , and parameterized animation compression [Hakura et al. 2000] . The goal of our approach is not animation compression per se, but rather hardware-accelerated rendering using a very simple and common vertex shader technique called matrix palette skinning [Lindholm et al. 2001] . Our skinned mesh animations are intended to produce skinned approximations with a large number of bone transforms (to support efficient hardware rendering). Nevertheless, our approximations can be quite good (even without using our articulated data reduction), so that our animation compression is quite competitive. Nevertheless, incremental coding approaches, such as [Gupta et al. 2002; Ibarria and Rossignac 2003] , can be better suited to compression, and could be combined with our approach. Multi-resolution methods [Guskov and Khodakovsky 2004] provide powerful decorrelation tools, but involve multi-resolution mesh reparameterization that can be difficult for models with complex base domains, e.g., our high-genus bridge example.
Finally, special data structures exist for representing and displaying mesh animations [Shamir et al. 2000] , however for real-time rendering, the bottleneck is often data transfer to the graphics card. Our approach avoids this bottleneck by having a single-weighted mesh resident in graphics hardware, and only sending a few hundred floats of bone transforms to hardware each frame.
Skinning Mesh Sequences
We seek to construct a vertex skinning transform, T = (T i ), that approximates a sequence of input meshes. A key point is that the mesh sequences we approximate do not have predefined bone transformations, and therefore we must first estimate proxy bone transforms before estimating vertex weights.
Let the sequence of S meshes have deformed vertex positions P = (p 1 , p 2 , . . . , p S ), where p t ∈ R 3N for N vertices. For convenience, we will refer to the index t as "time," even though the sequence may not have a time interpretation. Given these meshes, we seek a skinning transformation T t at each sequence step, t, that transforms the undeformed rest pose points,p, to approximate p t :
with similar equations possible for vertex normals. We use linear blend skinning, where the transform for vertex i is
but where the transformsT t b need not be rigid. In the following sections, we first show how to compute robust estimates of proxy bone transformations,T t b , for our otherwise skeleton-free meshes ( §4), and then (in §5) we estimate the skin's vertex-bone dependencies, B i , and corresponding vertex bone weights, w ib . Note that if T t b are already given, e.g., by a kinematic skeleton model, one may proceed directly to Section 5.
Identifying Near-Rigid Structures using Mean Shift on Rotation Sequences
Our first goal is to estimate proxy bone transformations {T t b } for the mesh sequence. Our insight is that clustering triangles with similar rotation sequences reveals the near-rigid structure of the mesh animation. For reasons discussed in detail in §4.2, we use a nonparametric clustering approach based on the mean shift algorithm (see [Cheng 1995; Comaniciu and Meer 2002] for details). Note that the goal of this bone estimation section is not to partition the mesh into near-rigid components, but rather to estimate bone transformations {T t b } for the mesh sequence.
Triangle Rotation Sequences
We estimate the near-rigid structure by identifying statistically significant rotation sequences of the mesh triangles. The rotation of triangle j at instant t relative to its rest configuration is computed using the Polar Decomposition [Shoemake and Duff 1992; Golub and Loan 1996] , which is also common in large deformation kinematics (see [Etzmuss et al. 2003; Müller and Gross 2004] Figure 3) . Here W t j ∈ R 3×3 is the symmetric right stretch matrix that stretches the triangle before it is rotated. Given the sequence of 3 × 3 relative rotation matrices for triangle j, we construct a point in d = 9S dimensions, z j ∈ R 9S , composed of concatenated rotation sequence vectors,
where vec(R) : R 3x3 → R 9 converts the row-ordered 3 × 3 rotation matrix, R, to a row-major 9-vector. We now estimate the statistically important near-rigid components by carefully clustering the triangle rotation sequence points, {z j }.
Mean Shift Clustering of Rotation Sequences
To estimate proxy bone transformations we seek to find (a) triangles that have similar rotation sequence points z, and also to discover (b) the number of different proxy bones required to resolve rotation sequence differences to some tolerance. Triangles can be partitioned using any number of clustering algorithms, but the quality of the resulting clusters for arbitrary skinning problems is unclear. Also, finding the right number of clusters for a certain skinning error can be cumbersome, e.g., using k-means clustering where "k" must be specified by the user. Given that we want to automatically skin a wide variety of input mesh sequences, we desire a robust clustering approach for estimating bone components.
Background on Mean Shift Clustering: Given a list of n points, z j ∈ R d , the fixed bandwidth mean shift algorithm constructs the sample point estimator (density function),
where h is the bandwidth of some spherically symmetric kernel function, k(·). The gradient of this density function f (z) is then efficiently computed and used in a hill climbing process to map each input point, z j , to the nearest stationary point,z j , of the density function (see Figure 4 ). For robust nonparametric clustering, these resulting modes,z j , can be used to select cluster shapes using basins of attraction, and can therefore have very nontrivial shapesunlike k-means clustering where points are simply assigned to the nearest cluster center. The single bandwidth parameter, h, allows the number of clusters to be chosen in terms of a length scale in the input point space. 
Why Choose Mean Shift for Bone Estimation?
The mean shift clustering algorithm (see [Cheng 1995; Comaniciu and Meer 2002] ) has many attractive features for bone estimation for skinning. First, mean shift clustering is robust to outliers, unlike kmeans clustering which can be corrupted by a few bad points when computing each cluster's mean position. Robust approaches to compute averages are common when handling noisy real-world data, e.g., [Jones et al. 2003 ]. For bone estimation, robustness is important because mesh sequences can have many triangles with independent and/or atypical motions, such that their rotation sequence z points are statistical outliers.
Second, mean shift allows the number of clusters to be specified indirectly in terms of a physical scaling parameter, h, related to how different triangle rotations must be in order to belong to different bones. Specifically, we define a single intuitive rotation tolerance parameter, ε, such that h ≡ 9Sε for an S-mesh sequence, and mean shift automatically determines the correct number of clusters. In fact, except where stated explicitly, we skinned all examples in this paper using a single parameter value: ε = 0.05. With this single parameter value, we found that mean shift identified characteristic clusters of various number, size and shape for all examples (see Figure 6 ), supporting our claim that the method automatically produces reasonable results without excessive parameter tuning. Furthermore, we found that values around ε = 0.05 tend to extract the most bones that would be useful, and decreasing ε does not tend to produce statistically significant clusters. In practice, fewer bones may be desired, e.g., for real-time rendering, and ε can be increased to reduce bones, at the cost of increasing skinning error. One practical complication for mean shift clustering of rotation sequences represented as points in d = 9S dimensions, is that efficient multidimensional range searching is required to find closest neighbors of a point to evaluate (4). Consequently, we recommend the approach taken by [Georgescu et al. 2003 ], wherein localitysensitive hashing (LSH) is used for fast approximate nearest neighbor searches, and we use their publicly available mean shift implementation (see reference for website).
Associating Triangles to Core Bones: Given the input points {z j }, and h, the output of the mean shift clustering algorithm is each triangle's mean-shifted point,z j , and B statistically significant modes, {z b } B b=1 associated with B discovered bones. Triangle j can then be associated with the bone whose modez b is closest to their mean-shifted point,z j , with filtering performed for outlier points that are very far from statistically significant modes. In our implementation, we only assign triangles to their closest bone if D j ≡ z b −z j 1 < h/4, and let T b denote the core bone triangles strongly associated with bone b. The total fraction of triangles associated with bones is denoted as the near-rigid fraction, η ∈ (0, 1] (ε = 0.05 assumed hereafter), and are displayed as colored (nonblack) triangles (see Figure 6 ). Finally, mesh sequences with higher η values tend to yield better skinning approximations.
Estimating Rigid Bones
Mean shift helps identify the number of bones, B, and the core triangles {T b } B b=1 most strongly associated with each of the B bones. It remains to estimate the average rotation of the core bone triangles, T b , at each mesh sequence, t. Unfortunately, the cluster mode centers, {z b } B b=1 , are just vectors in R 9S , and the extracted 3 × 3 matrix sequences are not even rotation matrices of SO (3), and are therefore unsuitable for direct use as proxy bone rotations.
To estimate bone rotations, we use a convenient result by Moakher [2002] , who proves that a meaningful average rotation can be computed as the arithmetic meanR of triangle rotations, followed by the unique projection onto SO(3) given by the unique polar factor in the polar decomposition ofR [Golub and Loan 1996] . This average rotation is meaningful provided that det(R) > 0. In practice, we observe that this latter condition is satisfied when ε 1 for h = ε9S. For very large ε choices, det(R) > 0 is not guaranteed, e.g., ifR is the average of all mesh triangle rotations when B = 1. We use the area-weighted average triangle rotation, which is also easy to compute [Moakher 2002 ]. Finally, we note that averages of spherical quantities, such as quaternions, have been discussed in the graphics community for some time (see [Buss and Fillmore 2001] ).
Lastly, given the rotation matrix for bone b at time, t, the translation component of the bone transformationT t b is estimated using an area-weighted least squares fit to the motion of the centroids of the core bone triangles, T b .
Estimating Flexible Bones
Unlike in character animation where bones are clearly rigid skeletal components, there is no reason that our bones can not flex at each frame. Since much greater accuracy can be achieved with flexible bones, and mesh sequences are free to define "bones" as they wish, we advocate flexible bones in our implementation. Mathematically, instead of representing each bone transformT by a rotation/translation pair, (R, v), we instead use (F, v) where F = RW is a 3 × 3 matrix involving a stretch in addition to a rotation, and v is a (different) translation. Given the core bone triangles, T b , we use least squares to estimate the flexible bone transform sequence (F t , v t ) that minimizes the distance from triangle centroids of the mesh sequence, and the reference model transformed using (F, v) . This minimization can be done independently for each frame, and each bone, and the details are provided in Appendix A.
Discussion: Given that we prefer flexible bones, one might wonder why we cluster R when F is ultimately required. Why not cluster F sequences? The answer is that when a triangle is used to estimate an F = RW matrix, the right stretch tensor, W , involves an incomplete observation of pre-stretch normal to the undeformed triangle. Consequently, triangles of different orientation will estimate different F matrices, even if they undergo the same spatial stretch and rotation. Therefore, rotations are a more suitable quantity to use to estimate near-rigid components with clustering.
Skin Estimation
Given a mesh sequence and matching proxy bone transformations, {T t b }, we now show how to estimate which bones can influence each vertex, and what the corresponding vertex weights are. We stress that the skin estimation procedure (in this section) accepts as input arbitrary bone transforms, such as those of a kinematic skeleton model, and is in no way restricted to mean shift bone estimation.
Estimating Bone Influences
Let B i be the vertex-bone influence set containing bone indices that influence vertex i. In our implementation the maximum number of per-vertex bones, β , is specified by the user, since it depends on the intended application. For example, in hardware rendering it is favorable to keep the number of bones per-vertex relatively small, e.g., β = 4. Specifying the bones that influence each vertex is traditionally a task often performed by 3D artists, e.g., by socalled painting bone weights on a mesh. Assigning bones to each B i influence set can be a difficult discrete model selection problem since it is often constrained by the maximum number of bones per vertex, β , or conditions on smoothness of the resulting mesh.
We use a simple but effective model selection approach that picks the best β bones for vertex i that have the smallest square errors when used to individually predict deformed positions. Specifically, bone b's sum of squared errors, when predicting vertex i's position sequence, is
Because γ is only dependent on spatial quantities, bone influence sets also tend to have coherent spatial variations.
Estimating Vertex Weights
Given vertex-bone influence sets, {B i }, the associated weights are computed using a least squares approach. Least squares is often used for vertex weight estimation in "skinning by example" approaches, e.g., [Wang and Phillips 2002; Mohr and Gleicher 2003 ].
Weights are constrained by the mesh sequence approximation equations, T tp = p t , which results in the over-constrained system of S equations with B = |B i | unknowns,
which is of the form
where for N vertices we have N different matrix problems. Additionally, we would like to enforce the affine constraint, which could be done using constrained least squares. However, for reasons that will become clear shortly, in our implementation we will just consider the augmented system,
where c = 1/ b (i) 2 is a scaling parameter, and the last row of ones has been added to account for (8).
Weight Over-Fitting: Direct solution of (7) (when A is nonsingular) can result in weights with potentially large positive and negative values. This is often referred to as over-fitting. Over-fitting can produce the best weights for the mesh sequence, and is adequate if only that mesh sequence is to be displayed. However, if the skinned model is to be able to approximate new poses (using new transforms), or support progressive corrections (as in §6), or allow rest pose editing (see Figure 15 ), or be simplified, then large (negative) weights should be avoided.
Computing Vertex Weights:
We solve (9) using two different types of least squares methods:
1. TSVD: For cases where over-fitting is allowed, we solve (9) using Truncated Singular Value Decomposition (TSVD), truncating singular values, e.g., at 10 −5 Ã (i) 2 , to avoid severe ill-conditioning. Higher thresholds can reduce overfitting, but negative weights still occur at practical thresholds.
NNLS:
To limit over-fitting and avoid regularization parameters entirely, we recommend positive vertex weights obtained by solving the nonnegative least squares (NNLS) problem,
We use the efficient NNLS iterative solution approach of [Lawson and Hanson 1974] . Because of the nonnegativity constraint, positive weights tend to be sparse. In general, we can bound negative weights, w (i) ≥ −δ ≤ 0 by substituting (9), and solving the modified problem Finally, we always normalize (w ib ) b∈B i by its sum to ensure (8), with the resulting correction being negligible in all of our examples. Note that by not using the affine constraint (8) to eliminate one weight variable from the matrix equation (7) (as in [Mohr and Gleicher 2003]), we avoid preferential treatment of individual bone weights during TSVD or NNLS solves. These weights are compared in Figures 7 and 8. 
Progressive Skin Corrections
Skinned animations may provide sufficient accuracy for many applications, however, they can always be improved by increasing the number of bones (same as decreasing ε). Another way of improving accuracy is by using data reduction to progressively add corrective displacements and normals. These two approaches, increasing bones or corrections, provide complementary improvements, with the latter being possible at runtime. We use an approach analogous to EigenSkin [Kry et al. 2002] where the displacement and normal corrections are added in the rest configuration of the mesh prior to applying the skin transformation (see Figure 9 ). Related approaches also appear in the literature (see [Lewis et al. 2000] ). Given the sequence of mesh points p t , and their skinned approximations, T tp , we obtain a sequence of S reference-frame displacement corrections, ((T t ) −1 p t −p), that we perform data reduction on to obtain the representation,
Although any data reduction can be used, we use TSVD to generate a progressive approximation that converges to the exact mesh sequence as the rank of the displacement basisŨ is increased (see Figure 10 ). This amounts to the articulated shape model,
where a tilde denotes pre-transform quantities defined in the undeformed configuration of the mesh (see Figure 9 ). Similar equations exist for normals (c.f. [Kry et al. 2002] ),
As an alternative to progressive normal approximations, we can also use progressive approximations to other deformable appearance models. For example, in our implementation, we generate diffuse Precomputed Radiance Transfer (PRT) [Sloan et al. 2002] for SMAs (and translating ground planes). This is done by computing PRT transfer vectors for each mesh, then either computing TSVD of transfer vectors (as in [James and Fatahalian 2003] ), or non-negative matrix factorization (NMF) [Lee and Seung 2000] of pre-lit vertex colors, to produce a low-rank, deformable, illumination approximation that can be efficiently computed in a vertex shader. Results are shown in Figure 1 for NMF-factorized, deformable, monochromatic PRT.
Results
Results for our examples are summarized in Table 1 . Preprocess timings for are unoptimized, and were generated on an Intel PenExact Rank 0 NNLS Rank 1 NNLS tium 4 (2.0 GHz) processor with 1 GB RAM. Mean shift clustering clearly dominates all preprocess times, but is still under an hour in the worst case (ironically, the elephant example). Although the computational complexity of the approach is O(nSB) for n triangles, S frames, and B bones, the memory complexity is O(nS) for naïve in-core implementations, and can be inconvenient for large animations.
Animation compression is not our ultimate goal, however SMAs can provide compact approximations for quasi-articulated models. Results are shown in Figures 12 and 13 , and Table 1 .
Hardware implementation of SMAs is trivial given that any existing vertex program for matrix palette skinning can be used. Interactive performance can be achieved for very large scenes on an NVIDIA GeForce 6800 GT (see Figure 1) . Mesh levels of detail are produced using mesh simplification with additional vertex attributes [Garland and Heckbert 1998 ] for skinning weights, displacement corrections, PRT coefficients, etc. (see Figure 14) .
Comparison to vertex buffer objects:
We compare the performance of our hardware-accelerated SMAs to an optimized OpenGL mesh sequence renderer based on Vertex Buffer Objects (VBO); each frame, the array of vertex positions and normals are transferred to static VBO memory, and then drawn as indexed geometry. Our test scene is composed of 1500 SMAs (499 camels, 483 elephants, and 518 horses) and involves 71.5 million triangles. The brute-force VBO approach (0.35 Hz) is more than six times slower than hardware-skinned SMAs with display lists (2.1 Hz). Also, SMAs can avoid excessive mesh storage, and the bottleneck of sending millions of triangles across our (8X) AGP bus. min(4, B) . We report approximation errors in terms of percent distortion, E = 100% * P − P approx F / P − P timeAverage F (as in [Karni and Gotsman 2004] Figure 11 ). For comparison, we plot (blue curve) the PCA approximation of Alexa and Müller [2000] (B=1 flexible bone) which requires much higher rank to achieve similar accuracy, e.g., rank 37 (B = 1) is comparable to the rank 7 (B = 22), NNLS, flexible bone approximation shown in Figure 11 . Note that the B = 1 approach can provide better overall compression for long low-rank animations than the frame-heavy B = 22 case, but it is inconvenient for hardware rendering. 
Rest pose editing:
SMAs allow displacement edits applied to the reference mesh to be automatically applied to all animation meshes. The displacement edits are defined in the local frame of reference so that they orient correctly as the mesh is animated. See Figure 15 and our video for an example. We use weights computed with NNLS solves to avoid over-fitting that would make rest pose editing less intuitive. 
Highly deformable models:
We observe that the near-rigid triangle fraction, η, (ε = 0.05) provided by mean shift reliably indicates models with sufficient near-rigid structure for skinning to be successful. Datasets with low η values tend to indicate highly deformable models for which skinned approximations tend to be inefficient. Examples include a collapsing cloth horse (η = 0.12; see Figure 16 ), or a flag flapping in the wind (η = 0.42; see Figure 16) . One characteristic problem, is that highly deformable regions, such as the flapping flag edge, lack sufficient near-rigid structure for skinning (see Figure 17) unless extremely many bones are used. It appears that datasets with η(ε = 0.05) values below 0.5 are non-robust candidates for skinning, and that progressive skin corrections can be expected to perform no better (and often much worse) than direct data reduction methods.
Deformable collision detection can also be accelerated for SMAs by exploiting the articulated mesh parameterization. By partitioning mesh triangles into regions most strongly associated with each rigid bone, we can build rigid local frames of reference for each bone's mesh region. By computing the displacement correction model U (b) q (b) for bone b's triangle's vertices, we can construct a Bounded Deformation Tree [James and Pai 2004] can reduce bounding volume hierarchy updating costs, e.g., in physical simulations (see Figure 18 ). 
Summary
We have presented an automatic method for constructing skinned mesh approximations to parametrically coherent mesh sequences.
Our experiments indicate that (a) mean shift clustering of triangle rotation sequences is a robust estimator of near-rigid mesh structure, and (b) nonrigid affine bone transformations combined with positive vertex weights (computed using nonnegative least squares (NNLS)) lead to accurate approximations for examples with sufficient near-rigid structure (e.g., η > 0.7). The resulting skinned models tend to avoid over-fitting, making their reconstructions stable under small displacement modifications introduced by progressive displacement corrections, SMA simplification, and rest pose editing. Finally, the method is well-suited to real-time hardware rendering of mesh animations of quasi-articulated phenomena, such as those shown in Figure 1 , and skinned animations can be used with output-sensitive collision detection methods for deformable models.
For completeness, we provide equations to estimate bone b's affine transform,T b = (F, v), for a given mesh sequence instance. We defineT as the transform that minimizes the triangle area-weighted sum over all core bone triangles, T b , of the squared position errors between transformed reference centroids,T bc , and the deformed centroids, c. Specifically, we minimize
where x, y = 1, 2, 3. Taking the derivatives of Φ w.r.t the 12 unknowns, F xy and v x , and setting each to zero, leads to 12 sparse equations in 12 unknowns, where z is summed over the three components. The (F, v) solution is the optimal flexible bone in an area-weighted least-squares sense.
