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Abstract
We have computed by a Monte Carlo method the fourth virial coefficient of free anyons,
as a function of the statistics angle θ. It can be fitted by a four term Fourier series,
in which two coefficients are fixed by the known perturbative results at the boson and
fermion points. We compute partition functions by means of path integrals, which we
represent diagrammatically in such a way that the connected diagrams give the cluster
coefficients. This provides a general proof that all cluster and virial coefficients are finite.
We give explicit polynomial approximations for all path integral contributions to all cluster
coefficients, implying that only the second virial coefficient is statistics dependent, as
is the case for two-dimensional exclusion statistics. The assumption leading to these
approximations is that the tree diagrams dominate and factorize.
1 Introduction
Anyons are identical particles in the plane characterized by a statistics phase angle θ [1–3].
They may be thought of e.g. as bosons with a “statistics interaction” between two particles
which is an angular vector potential proportional to θ/r at a relative distance r. Since this is
apparently a long range interaction, it is not immediately obvious that the cluster and virial
coefficients should be finite in the thermodynamic limit.
We work out here a path integral representation for the cluster coefficients of anyons,
which shows that they are finite. From this point of view the statistics interaction has short
range, thus the important property is not the 1/r dependence of the vector potential but
rather the pointlike nature of the flux. Its range is temperature dependent, however, because
it is effective when the particle paths wind around each other, and each path in the path
integral represents Brownian motion of a particle in the plane, covering an area inversely
proportional to the temperature.
The path integral representation for the cluster coefficients is in fact quite general, and can
be applied to anyons in two dimensions, as well as to bosons and fermions in any dimension,
interacting by general scalar and vector potentials. The same argument for finiteness holds
in general, when the interaction range is sufficiently short.
We have computed numerically the fourth virial coefficient of free anyons, by Monte Carlo
evaluation of the four-particle path integrals. We find that it is very nearly constant, i.e.
nearly equal to zero for all values of θ. Thus the anyon system is an approximate realization of
Haldane’s so-called exclusion statistics [4], characterized by a continuously variable parameter
g, for which only the second virial coefficient depends on g, in two dimensions [5]. The
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correspondence between the two kinds of fractional statistics is given by the relation
g = 1− (1− α)2 , (1)
where α is the periodic function of θ defined in eq. (2) below. This correspondence is only
approximate, in fact it is known from perturbation theory that the higher virial coefficients
of anyons all have a second order variation with θ at the boson and fermion points [6–12].
Our results are consistent with perturbation theory, within the precision obtained.
All observable properties of anyons must be periodic functions of θ with period 2pi. Energy
eigenvalues and eigenfunctions are analytic functions of θ, except that some are non-analytic
at θ = 0, varying like |θ| rather than θ. Hence the partition functions and all thermodynamic
quantities derivable from them will be analytic functions of θ, even at the fermion point θ = pi,
but generally not at the boson point θ = 0.
In the absence of an external magnetic field, the theory is both time reversal and parity
invariant if each of these transformations is defined so as to include a change in sign of θ.
It follows that energy eigenvalues and thermodynamic quantities, as functions of θ, must be
symmetric about θ = 0, hence they are functions of the quantity α(θ) defined by
α(θ) =
|θ|
pi
for |θ| ≤ pi , α(θ + 2pi) = α(θ) . (2)
Note that α is non-analytic in θ at the boson and fermion points, but any even polynomial in
α is analytic at the boson point, and any even polynomial in 1−α is analytic at the fermion
point. An example is the exact second virial coefficient [13, 14, 6],
A2 = λ
2
[
1
4
− 1
2
(1− α)2
]
= λ2
[
−1
4
+
g
2
]
, (3)
with g given as in eq. (1). Here λ = h¯
√
2piβ/m is the thermal wavelength, depending on the
mass m and the inverse temperature β. A polynomial in α which is analytic in θ both at the
boson and the fermion point, must be constant, because it is a periodic polynomial in θ.
The third virial coefficient is analytic at the boson as well as the fermion point, because it
is “supersymmetric”, i.e. symmetric under the substitution α→ 1−α [15, 16]. Being analytic
everywhere, and periodic in θ with period pi, it should be expandable as a rapidly converging
power series in sin2θ. In fact, very precise numerical calculations [17], see also [18–20], in
combination with first and second order perturbative calculations for the complete cluster
and virial expansions [6–12], give that
A3 = λ
4
[
1
36
+
sin2θ
12pi2
− (1.652 ± 0.012) 10−5 sin4θ + · · ·
]
. (4)
It may be conjectured that all virial coefficients, with the exception of A2, are analytic
functions of θ. If A4 is analytic, then it must have the form
A4 = λ
6
[
sin2θ
16pi2
(
1√
3
ln
(√
3 + 2
)
+ cos θ
)
+ sin4θ (c4 + d4 cos θ) + · · ·
]
, (5)
where the coefficients of the lowest order terms are fixed by perturbation theory at the boson
and fermion points. The Monte Carlo results presented here can be fitted to this form with
two parameters,
c4 = −0.0053 ± 0.0003 , d4 = −0.0048 ± 0.0009 . (6)
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We estimated the χ2 per degree of freedom (DOF) to be 3.35 for the two-parameter least
squares fit, and 30 for the no-parameter fit to the minimal Fourier series with c4 = d4 = . . . =
0. The error estimation is discussed in Section 6 below. We have assumed that the systematic
errors can be neglected.
In addition to our numerical results, we derive the following polynomial approximations
for the cluster coefficients bN , valid for any N ,
λ2b˜N =
(−1)N−1
N2
N−1∏
k=1
(
1− N(1− α)
2
k
)
=
1
N2
N−1∏
k=1
(
1− Ng
k
)
. (7)
One nice property of these polynomials is that they are analytic functions of θ at the fermion
point, as the exact cluster coefficients must be. However, they do not give the correct second
derivatives at the boson and fermion points, known from perturbation theory, although they
do give the correct first derivatives. An alternative way to introduce the same polynomials is to
postulate that the second virial coefficient is given by eq. (3), while all higher virial coefficients
are independent of α. That is, these are just cluster coefficients for two-dimensional exclusion
statistics [21], with the statistics parameter given by (1). The corresponding second order
diagrams were identified in ref. [11].
In Sections 2 and 3 below we will review some basic formulae. In Section 4 we describe the
Monte Carlo method, emphasizing the difference with respect to ref. [19], where an external
harmonic oscillator potential was introduced for regularization. In the method used here, we
regularize by introducing a finite area A. In Section 5 we give some analytical results, either
exact or approximate. The Monte Carlo results are presented in Section 6, mostly in the form
of figures. We conclude in Section 7 with a few comments.
2 The N-anyon partition function
We consider free particles in two dimensions, except that we need to confine them inside a
finite area A for purposes of normalization. We might use a square box, but it is simpler to use
periodic boundary conditions so that there are no reflecting walls. Note that the periodicity
is only used for normalization, and that when we speak about anyons, in the path integral
formalism, the only restriction is that the starting points of trajectories should be inside the
given area. Otherwise they propagate freely in the plane and not on the torus.
The N -particle partition function is denoted by ZN (β). In particular,
Z1(β) =
[
∞∑
n=−∞
exp
(
−pin2 λ
2
A
)]2
=
A
λ2
[
1 + 2
∞∑
n=1
exp
(
−pin2 A
λ2
)]2
, (8)
where we have used an identity from ref. [22]. Below we will use only the leading term in the
limit A→∞, that is, we take
Z1(β) =
A
λ2
. (9)
The correction terms for finite A are exponential in A. This formula implies the following
scaling relation, valid for one free particle in two dimensions,
Z1(Lβ) =
Z1(β)
L
. (10)
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By definition, a partition of N is a sequence of non-negative integers, P = (ν1, ν2, . . .),
such that N =
∑
∞
L=1 νLL. Let CN denote the set of all partitions of N , and let C =
⋃
∞
N=0 CN
and C′ = ⋃∞N=1 CN . In this notation we have that∑
P∈C
=
∞∑
N=0
∑
P∈CN
=
∞∑
ν1=0
∞∑
ν2=0
. . .
∞∑
νL=0
. . . . (11)
A partition P of N labels a conjugation class in the symmetric group SN of permutations
of N particles, in such a way that νL is the number of cycles of length L. Thus CN may be
identified with the set of conjugation classes in SN .
The partition function for N identical particles can in general be expanded as a sum over
partitions of N ,
ZN (β) =
∑
P∈CN
FP(β)BP (β) . (12)
HereBP is the contribution from the partition P to the free particle bosonic partition function,
BP(β) =
∞∏
L=1
1
νL!
(
Z1(Lβ)
L
)νL
, (13)
and the effect of any interaction of the particles, including the anyonic “statistics interaction”,
is described by a correction coefficient FP .
We consider here the case of free and non-interacting anyons, with an anyon phase angle
θ. In the path integral representation of the partition function, FP can be interpreted as the
generating function for the probability distribution of winding numbers [19, 23],
FP = FP (β, θ) =
∞∑
Q=−∞
PP(β,Q) exp(−iθQ) . (14)
PP(β,Q) is the probability of the total winding number Q, given the partition P and given
the distribution of paths valid for free bosons at the inverse temperature β.
Further on, we will label a partition by the set of its addends [so P = (2, 1, 0, . . .), which
is 4 = 2 + 1 + 1, will be labelled 211]. By eqs. (12)–(13) we have in particular that
Z2(β) =
1
2
F11 Z1(β)
2 +
1
2
F2 Z1(2β) ,
Z3(β) =
1
6
F111 Z1(β)
3 +
1
2
F21 Z1(2β)Z1(β) +
1
3
F3 Z1(3β) , (15)
Z4(β) =
1
24
F1111 Z1(β)
4 +
1
4
F211 Z1(2β)Z1(β)
2 +
1
8
F22 Z1(2β)
2
+
1
3
F31 Z1(3β)Z1(β) +
1
4
F4 Z1(4β) .
Using the scaling (10), and writing ZN for ZN (β), we get
Z2 =
1
2
F11 Z1
2 +
1
4
F2 Z1 ,
Z3 =
1
6
F111 Z1
3 +
1
4
F21 Z1
2 +
1
9
F3 Z1 , (16)
Z4 =
1
24
F1111 Z1
4 +
1
8
F211 Z1
3 +
1
32
F22 Z1
2 +
1
9
F31 Z1
2 +
1
16
F4 Z1 .
For each partition, Z1 is raised to a power which is the number of cycles.
4
3 The cluster expansion
The grand canonical partition function is
Ξ(β, µ) = 1 +
∞∑
N=1
zN ZN (β) , (17)
where z = exp(βµ) is the fugacity and µ is the chemical potential. The pressure P is given
by the relation
βP =
lnΞ
A
=
∞∑
N=1
bNz
N , (18)
where bN is the N -th cluster coefficient. An immediate consequence is that
Ξ =
∞∏
N=1
exp(AbNz
N ) =
∑
P∈C
∞∏
L=1
(
AbLz
L
)νL
νL!
, (19)
and hence,
ZN =
∑
P∈CN
∞∏
L=1
(AbL)
νL
νL!
. (20)
We are more interested in the inverse relation, which follows from the expansion
ln Ξ =
∞∑
ν=1
(−1)ν−1
ν
(
∞∑
L=1
zL ZL
)ν
=
∑
P∈C′
(−1)ν−1(ν − 1)!
∞∏
L=1
(
zL ZL
)νL
νL!
. (21)
Here ν ≡ ν(P) = ∑∞L=1 νL is the total number of cycles in the partition P. This gives the
cluster coefficients in terms of the N -particle partition functions,
AbN =
∑
P∈CN
(−1)ν−1(ν − 1)!
∞∏
L=1
ZL
νL
νL!
. (22)
In particular,
Ab1 = Z1 ,
Ab2 = Z2 − Z1
2
2
, (23)
Ab3 = Z3 − Z2Z1 + Z1
3
3
,
Ab4 = Z4 − Z3Z1 − Z2
2
2
+ Z2Z1
2 − Z1
4
4
.
In general we may write
AbN = ZN + · · · =
∑
P∈CN
FP BP + · · · = Z1
∑
P∈CN
GP
BP
Z1
ν , (24)
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where we have introduced new coefficients
GP = (FP + · · ·)Z1ν−1 . (25)
The “· · ·” in the last formula represents a sum of terms that are products of “F” coefficients.
One main point of introducing the “G” coefficients is that they tend to a finite limit in
the thermodynamic limit A→∞, as we will prove below. GP is the “connected part” of FP
for any partition P. The concept of connectedness will also be made more precise below.
With eqs. (9)–(10), we get that
λ2bN =
∑
P∈CN
GP
∞∏
L=1
1
νL!L2νL
, (26)
and all quantities occurring in this equation are finite in the A→∞ limit. In particular,
λ2b2 =
G11
2
+
G2
4
,
λ2b3 =
G111
6
+
G21
4
+
G3
9
, (27)
λ2b4 =
G1111
24
+
G211
8
+
G22
32
+
G31
9
+
G4
16
.
We have that G1 = F1 = 1, GN = FN for N = 2, 3, 4, . . ., and
G11 = (F11 − 1)Z1 ,
G111 = (F111 − 3F11 + 2)Z12 ,
G21 = (F21 − F2)Z1 ,
G1111 = (F1111 − 4F111 − 3F112 + 12F11 − 6)Z13 , (28)
G211 = (F211 − 2F21 − F2F11 + 2F2)Z12 ,
G22 = (F22 − F22)Z1 ,
G31 = (F31 − F3)Z1 .
For bosons and fermions the probability generating functions can be factorized as
FP =
∞∏
L=1
FL
νL , (29)
where FL = 1 for bosons and FL = (−1)L−1 for fermions. This factorization implies that
Ξ =
∑
P∈C
∞∏
L=1
1
νL!
(
zLFLZ1(Lβ)
L
)νL
=
∞∏
L=1
exp
(
zLFLZ1(Lβ)
L
)
, (30)
which gives the cluster coefficient
bN =
FNZ1(Nβ)
NA
=
(±1)N−1
N2λ2
. (31)
Thus, for bosons and fermions GN = FN = (±1)N−1, while GP = 0 for every partition P
containing two or more cycles.
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4 The Monte Carlo method
We may use the Monte Carlo method in order to compute numerically the coefficient GP for
a given partition P representing a conjugation class in the symmetric group SN . For that
purpose we represent GP as a path integral over all paths inducing one given permutation
represented by P,
GPZ1 = NP
∫
D(r1(τ), . . . , rN (τ)) exp
(
−S
h¯
)
gP . (32)
Here rj(τ) is the path of particle j, as a function of the imaginary time τ , and S is the free
particle action in imaginary time,
S =
N∑
j=1
∫ h¯β
0
dτ
m
2
∣∣∣∣drj(τ)dτ
∣∣∣∣2 . (33)
We include the Gaussian factor exp(−S/h¯) as part of the integration measure, so that it
is the integrand gP alone that represents the interaction of the particles, and we include a
normalization factor NP so that GP = Z1ν−1 if gP = 1 identically. Note that NP is then
finite (i.e. A independent), since the path integral is proportional to Z1
ν when gP = 1. Note
also that this path integral representation is actually very general, and can be applied to any
N -particle system with (short range) interactions in any dimension, not just to the N -anyon
system considered here.
To see what the integrand gP looks like in our case, let us take the partition 2+1+1 of 4 as
an example. A closed path in the four-particle configuration space interchanges the positions
of two particles, say particles 1 and 2, and takes the remaining two particles back to their
starting points. The total winding number Q is the sum of six pairwise winding numbers,
Q = Q12 + (Q13 +Q23) + (Q14 +Q24) +Q34 . (34)
Note that Q12 is an odd integer and Q34 an even integer (remember that the winding numbers
are defined such that a complete revolution corresponds to the winding number 2), whereas
Q13, Q23, Q14, Q24 are in general non-integer, because particles 1 and 2 do not return to their
starting positions. However, the sums Q(12)3 = Q13 + Q23 and Q(12)4 = Q14 + Q24 are even
integers. Hence Q is an odd integer. Let I be any subscript, and introduce the notation
eI = 1 + fI = exp(−iθQI) . (35)
In order to compute the coefficient G211Z1 = (F211 − 2F21 − F2F11 + 2F2)Z13 we take the
integrand to be
g211 = e12 e(12)3 e(12)4 e34 − e12 e(12)3 − e12 e(12)4 − e12 e34 + 2e12
= e12
(
f(12)3 f(12)4 f34 + f(12)3 f(12)4 + f(12)3 f34 + f(12)4 f34
)
. (36)
For example, we compute F211Z1
3 by integrating
exp(−iθQ) = e12 e(12)3 e(12)4 e34 , (37)
and we compute 2F21Z1
3 by integrating
exp(−iθ(Q12 +Q(12)3)) + exp(−iθ(Q12 +Q(12)4)) = e12 e(12)3 + e12 e(12)4 . (38)
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The second line of eq. (36) may be represented diagrammatically as
G211Z1 = t t❦
t t
❆
❆
✁
✁ + t t❦
t t
❆
❆
✁
✁ + 2 t t❦
t t
❆
❆ . (39)
The particles are represented as points (filled circles). The two-cycle is represented by e12 in
the integrand and by a circle connecting two particles in the corresponding diagram. Each
factor fI in the integrand is drawn as a single straight line in the diagram. Note that we
should draw labelled graphs to represent the four terms in eq. (36). But since the value of
a graph is independent of the labelling, it is more natural to draw unlabelled graphs and
include instead integer coefficients counting the number of ways each graph can be labelled.
Hence the factor 2 in front of the last graph.
In a similar way we find the diagrammatic representation
G1111Z1 = t
t
t
t
 
 ❅
❅ + 6 t
t
t
t
 
  + 12 t
t
t
t
 
  + 3 t
t
t
t
+ 4 t
t
t
t
 
  + 12 t
t
t
t
. (40)
The coefficient in front of each diagram is again the number of inequivalent ways of labelling
the nodes of the graph. We may also write
G22Z1 = t t❦
t t❦
, G31Z1 = t t
t♠
t
. (41)
We see that only connected diagrams contribute to the cluster coefficients. It follows that
the latter are finite in the limit A → ∞. Indeed, any path gives a non-zero contribution
to the path integral represented by some diagram only if for every line in the diagram, the
corresponding winding number is non-zero. The probability for this to happen for a connected
diagram goes to zero as (λ2/A)ν−1 when A → ∞, since every L-cycle path gives a Gaussian
distribution of points which essentially covers only a finite area, proportional to λ2. Here ν
is the number of cycles, and ν− 1 is the minimum number of links in a connected graph with
ν nodes. The factor A−ν+1 cancels exactly the divergence of the factor Z1
ν−1 included in the
definition of GP , eq. (28).
The general meaning of the relations between the F and G coefficients should now be
obvious. FP is a sum of both connected and disconnected diagrams, whereas GP is the part
of the sum including only the connected diagrams. For example, the relation
F211Z1
3 = G211Z1 + 2G21G1Z1
2 +G2G11Z1
2 +G2G1G1Z1
3 , (42)
which follows from (28), is represented as
F211Z1
3 = t t❦
t t
❆
❆
✁
✁ + t t❦
t t
❆
❆
✁
✁ + 2 t t❦
t t
❆
❆︸ ︷︷ ︸
G211Z1
+ 2 t t❦
t t
❆
❆︸ ︷︷ ︸
2G21G1Z1
2
+ t t❦
t t
︸ ︷︷ ︸
G2G11Z1
2
+ t t❦
t t
︸ ︷︷ ︸
G2G1G1Z1
3
. (43)
It is the last term that dominates in the thermodynamic limit, but it is G211 only that
contributes to the cluster coefficient. Thus, as usual, the grand partition function is a sum of
all diagrams but the thermodynamic potential is a sum of connected diagrams [24].
The Monte Carlo method consists in generating random paths according to the Gaussian
distribution of paths valid for bosons [19]. Each four-particle path is closed over the imaginary
8
time interval h¯β, in the sense that the final configuration is identical to the initial one, but
with the particle positions interchanged by a permutation belonging to the class P ⊂ SN .
Consider the partition 2+ 1+ 1 = 4, as in the example above. Then particles 1 and 2 should
interchange positions, while particles 3 and 4 should return to their starting points. We take,
arbitrarily, the starting point for the path of particle 1 to be at the origin, this is then also
the ending point for particle 2. Equivalently, it is the ending point for particle 1 over the
imaginary time interval 2h¯β. The starting point for particle 2, equal to the position of particle
1 after half the imaginary time interval 2h¯β, can then be generated according to a Gaussian
distribution around the origin. The starting and ending point for particle 3 is generated
according to a flat distribution inside a square area A centered on the origin. Similarly for
particle 4.
For each four-particle path generated we count the winding numbers Q12, Q(12)3, Q(12)4,
Q34 and increment a histogram n(Q) in the following way. We compute the total winding
number Q and add 1 to n(Q), this takes care of the integrand e12 e(12)3 e(12)4 e34. We subtract
1 from n(Q12 + Q(12)3), in order to take care of the integrand −e12 e(12)3. Similarly, we
subtract 1 from n(Q12 + Q(12)4) and from n(Q12 + Q34), and we add 2 to n(Q12). Finally,
G211 is the Fourier transform of the histogram n(Q), multiplied by the normalization factor
Z1
2/n, where n is the total number of four-particle paths generated. The net contribution to
the histogram vanishes if more than one of the three winding numbers Q(12)3, Q(12)4 and Q34
is zero, and this is what ensures a finite limit as A→∞ for the computed G211.
5 Exact and approximate polynomials
The first cluster coefficient, with our definition, is b1 = 1/λ
2. The exact result for the second
cluster coefficient of free anyons is
λ2b2 =
G11
2
+
G2
4
=
1
2
(1− α)2 − 1
4
. (44)
Since G11 is even and G2 is odd under the substitution α→ 1− α, this implies that
G11 = α(α− 1) , G2 = F2 = 1− 2α . (45)
It is further known that the third virial coefficient,
A3 = −2 b3
b1
3 + 4
b2
2
b1
4 , (46)
is even under α → 1 − α. The odd part of −2b3/b13, which is −λ4G21/2, therefore has to
cancel the odd part of 4b2
2/b1
4, which is λ4G11G2. This condition gives another exact result,
G21 = 2F2G11 . (47)
One further result [25], which is exact according to the perturbative calculation of ref. [26], is
FL =
L−1∏
k=1
(
1− Lα
k
)
. (48)
Our Monte Carlo results for single cycles of length L ≤ 4 are consistent with this formula,
which is a check of our Monte Carlo calculation as well as of the perturbative calculation.
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Another way to compute G2 = F2, G11 and G21 is to impose an external harmonic
oscillator potential to make the energy spectrum discrete, and then take the zero frequency
limit. Only energy levels depending linearly on α contribute to these three quantities. The
computation of GL = FL for L > 2 is much more non-trivial, and in fact the only known
method is perturbation theory, because also states with non-linear α dependence contribute.
This is about as far as one can get with exact results. However, in the diagrammatic
expansions shown above, one may argue quite generally that the tree graphs are expected to
dominate, because every additional line in a diagram represents another factor of the type
fI = exp(−iθQI) − 1 in the integrand, with QI an even integer. This factor vanishes when
QI = 0, which will happen with a certain probability which is definitely non-zero, and even
if it does not vanish it will often have an absolute value smaller than 1. Furthermore, one
may argue that the path integral represented by a tree graph should approximately factorize
in the same way as its integrand. These two assumptions, of tree diagram dominance and
factorization, lead in a not entirely trivial way to the following polynomial approximation for
the general coefficient GP ,
GP ≃ G˜P = Nν−2G11ν−1
∞∏
L=1
(LFL)
νL . (49)
There is a factor FL for every cycle of length L, a factor L1L2G11 for every single line
connecting two different cycles of lengths L1 and L2 (each L-factor counts the number of
ways the line can be connected to the cycle), and there is a sum over all νν−2 possible ways
to connect the cycles into a tree graph. It is perhaps not obvious how this leads to eq. (49);
a simple way to understand the connection is by looking at low order examples: Consider
the case of 3 cycles of lengths L1, L2, and L3. They can be connected to a tree graph in 3
possible ways. This gives a coefficient
FL1FL2FL3 (L1L2G11 L2L3G11 + L2L3G11 L3L1G11 + L3L1G11 L1L2G11)
= (L1 + L2 + L3)G11
2
3∏
i=1
LiFLi ,
which agrees with eq. (49) since L1 + L2 + L3 = N . We should point out that eq. (49) was
first derived empirically as an approximate representation of the Monte Carlo results.
Special cases where these polynomial formulae are exact, as already mentioned, are the
cyclic coefficients GL = FL, as well as G11 and G21 = 2F2G11. In the three-particle case
there is one approximate polynomial,
G˜111 = 3G11
2 . (50)
The four-particle approximate polynomials are:
G˜1111 = 16G11
3 , G˜211 = 8F2G11
2 , G˜22 = 4F2
2G11 , G˜31 = 3F3G11 . (51)
The polynomial approximations for the G coefficients imply the polynomial approxima-
tions for the cluster coefficients given in eq. (7), and those imply in turn that the virial
coefficients are independent of the statistics, except for the second coefficient (see Appendix).
These polynomials (7) are characteristic of two-dimensional exclusion statistics with statistics
parameter (1).
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6 Monte Carlo results
In the Monte Carlo integration one has to choose a suitable value for the dimensionless
parameter A/λ2, making a compromise between systematic and statistical errors. We want
the limit A/λ2 → ∞, but if we take A/λ2 too large, we get no statistics. As we have seen,
one randomly generated four-particle path contributes to the numerical path integral only if
the paths of all four particles wind around each other as one cluster. This necessary condition
implies that the systematic errors for large but finite A/λ2 are exponentially small, since the
maximum distance that one particle wanders away from its starting point, has a Gaussian
distribution. The exponential convergence for the G coefficients is similar to, although not
directly related to, the convergence for Z1.
Exponential convergence means that one should use one single value of A/λ2, as large as
practically useful, rather than use two or three values and extrapolate. We used the following
values,
partition 1+1+1+1:
1
2pi 0.05
= 3.183 , (52)
partition 2+1+1:
1
2pi 0.03
= 5.305 , (53)
partitions 2+2 and 3+1:
1
2pi 0.01
= 15.915 . (54)
Typically, two to five out of 1000 generated four-particle paths gave non-zero contributions
for these partitions. We have generated 1.7 106 paths for the partition 1 + 1 + 1+ 1, 16.4 106
for 2+ 1+ 1, 1.5 106 for 2+ 2, 17.6 106 for 3+ 1, and finally 397 000 paths for the partition 4.
The computed G coefficients are plotted in the Figures 1 to 5, as functions of α. In each
case the polynomial approximation, as discussed in the previous Section, is subtracted, and
the resulting curve is marked “Re(MC) − polynomial”. Because of the statistical errors, the
Monte Carlo generated curve has also a non-zero imaginary part, marked “Im(MC)”, which
is useful because it indicates the statistical errors in the real part. Since the real part is
even about α = 1/2 and the imaginary part is odd, or vice versa, depending on whether the
partition is even or odd, we always plot only the interval 0 ≤ α ≤ 1/2.
Fig. 1 shows the computed G1111 with the polynomial 16G11
3 = 16(α(α−1))3 subtracted.
The curve marked “fit” is mostly empirical, and is given by
fit = − 3
pi2
α(α− 1) sin2(αpi) . (55)
The figure shows that this is a perfect fit to the Monte Carlo curve, within the statistical
uncertainty as indicated by the imaginary part.
Fig. 2 shows the computed G211 with the polynomial 8F2G11
2 = 8(1 − 2α)(α(α − 1))2
subtracted. The curve marked “fit” is partly empirical, but with a coefficient which is chosen
so as to produce the correct second order derivative at α = 0 [26]. The formula is:
fit = − 2
3pi2
(1− 2α) sin2(αpi) . (56)
Fig. 3 shows the computed G22 with 4F2
2G11 = 4(1− 2α)2α(α− 1) subtracted. The “fit”
here is
fit =
2√
3pi2
ln(
√
3 + 2) sin2(αpi) cos2(αpi) . (57)
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Fig. 4 shows the computed G31 with 3F3G11 = 3(1− 3α)(1− (3/2)α)α(α− 1) subtracted.
Here we have chosen
fit =
√
3
4pi2
ln(
√
3 + 2) sin2(αpi) cos2(αpi) . (58)
Fig. 5 shows the computed G4 = F4 with the polynomial (1 − 4α)(1 − 2α)(1 − (4/3)α)
subtracted. The figure supports the claim that the polynomial is exact.
Fig. 6 shows the computed cluster coefficient, λ2b4 with the polynomial λ
2b˜4 of eq. (7)
subtracted. The parabolas given by the second order perturbation theory at α = 0 and α = 1
are shown.
Fig. 7 shows the computed virial coefficient, A4/λ
6. The parabolas given by the second
order perturbation theory at α = 0 and α = 1 are shown. Also plotted are two Fourier
series, as given in eq. (5). The curve marked “Fourier 1” has only the two terms required by
perturbation theory, i.e. c4 = d4 = . . . = 0, whereas the curve marked “Fourier 2” is a least
squares fit with the coefficients c4 = −0.0053 and d4 = −0.0048.
The error estimation for the least squares fit requires some comment. We neglected the
systematic errors, assuming that they are small. Since the imaginary part of A4 is zero,
by definition, we may estimate the χ2 per degree of freedom (DOF) for any fit to the real
part of the Monte Carlo data by scaling so that χ2/DOF = 1 for a comparable fit to the
imaginary part. For the no-parameter fit to A4 with c4 = d4 = . . . = 0, we get χ
2/DOF = 30
by comparison with the no-parameter fit of the exact value zero to the imaginary part. The
same scale factor would give χ2/DOF = 1.18 for the two-parameter fit to A4 with c4 and d4 as
free parameters. However, the two-parameter fit for the real part should rather be compared
to a two-parameter fit of the same two terms to the imaginary part, and when we do so,
we get instead χ2/DOF = 3.35. Comparing the no-parameter and two-parameter fits to the
imaginary part, we find a third scale factor such that these two degrees of freedom contribute
two to χ2. The errors of the two fitted parameters c4 and d4 for the real part are defined as
the changes corresponding to an increase in χ2 of one, when this third scale factor is included.
This gives c4 = −0.0053 ± 0.0003 and d4 = −0.0048 ± 0.0009, with uncorrelated errors. We
arrive at the clear conclusion that the minimal Fourier series, i.e. with c4 = d4 = . . . = 0, is
excluded by our Monte Carlo results.
We show Figures 8, 9 and 10 in order to justify partly the polynomial approximations to
the tree graphs. The quantity plotted is the contribution GlineL1L2 to a tree graph of one single
line, joining two cycles of lengths (L1, L2), in the approximation that the integral represented
by the graph factorizes. We claim that this contribution is L1L2G11, to lowest order. Fig. 8
has L1 = 2 and L2 = 1, and the “fit” which is subtracted from the Monte Carlo data is
fit = 2α(α − 1) + 1.07(α(α − 1))2 − 0.3(α(α − 1))3 . (59)
The important information is the coefficient L1L2 = 2 of the term G11 = α(α− 1). Fig. 9 has
L1 = L2 = 2, and the “fit”
fit = 4α(α − 1) + 5.77(α(α − 1))2 + 2.2(α(α − 1))3 (60)
has been subtracted. Fig. 10 has L1 = 3, L2 = 1, and we have subtracted
fit = 3α(α − 1) + 2.46(α(α − 1))2 . (61)
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The (unphysical) sharp peaks near α = 0 in these figures are due to a deficit of high winding
numbers in the Monte Carlo simulations.
The last two figures show the splitting of G111 into a tree graph and a triangle graph,
as the simplest possible example of the contributions of separate graphs. We Monte Carlo
generated 40.7 106 three-particle paths at A/λ2 = 1/(2pi 0.03) = 5.305. Fig. 11 shows the tree
graph contribution Gtree111 , after the following “fit” has been subtracted
fit = 3(α(α − 1))2 − (1/(4pi2)) sin2(αpi) − 1.41(α(α − 1))3 + 1.8(α(α − 1))4 . (62)
Fig. 12 shows the triangle contribution Gtriangle111 , after subtraction of
fit = 1.41(α(α − 1))3 − 1.8(α(α − 1))4 . (63)
This example should give some general idea of what errors we make by the two approximations
of neglecting loop diagrams and representing the tree graphs by the polynomials of eq. (49).
We find no apparent simple mathematical form for the correction terms. For the tree graph
alone the leading correction to the polynomial 3(α(α− 1))2 is of order α2 at the boson point,
and (α − 1)2 at the fermion point. The sin2 form of this correction, as given in eq. (62),
reproduces the well known third virial coefficient. In general, we would expect corrections
of order αn and (α − 1)n from graphs with n links, exactly as seen in the present example.
However, if we consider not the perturbative orders in α and α−1, but rather the magnitudes
of the maximal corrections from the tree and triangle graphs, we find that they are comparable.
These considerations suggest that the splitting into graphs does not simplify the problem
of calculating the cluster coefficients. One would like for example to develop a perturbation
theory for calculating the contributions from separate graphs, but at present we have no such
theory.
7 Conclusion
The main results of this paper are the following. The fourth virial coefficient of anyons as
computed by the Monte Carlo method is rather well described by a Fourier series consistent
with second-order perturbation theory and deviating very little from zero. Our diagram
analysis shows in general that all cluster and virial coefficients are finite, and gives, in a
certain approximation, a direct correspondence with exclusion statistics. In particular, in
this approximation all the virial coefficients starting from the third are constant.
The above approximation, as well as the fact that also the exact third and fourth virial
coefficients apparently exhibit quite a regular behavior with α, seem to hint that the inter-
polation between Bose and Fermi statistics is rather smooth. This is in strong contrast to
e.g. the anyon superconductivity phenomenon (non-analytic in θ) believed to take place at
low temperatures [28–31]. However, since the dimensionless expansion parameter of the virial
series is x ≡ λ2ρ, which goes to infinity at zero temperature, it is difficult to predict the low
temperature behavior from the first few terms of a virial expansion.
What we can test, on the other hand, is the average field approximation [32] on which
many of the low temperature predictions are based. In this approximation one replaces the
anyon statistical flux with an average magnetic field B¯ = νρΦ0 (with Φ0 = h/e the elementary
quantum of flux), and treats the anyons as a collection of non-interacting bosons (ν = θ/pi) or
fermions (ν = θ/pi−1) in the average magnetic field. This approximation should work equally
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well at high and low temperatures. Thus, we may compare the resulting virial expansion with
our results. Let f±(ρ,B) be the Helmholtz free energy of non-interacting bosons/fermions
in a magnetic field B. Then f±(ρ, νρΦ0) is the free energy of anyons in the average field
approximation. This leads to a virial expansion
βPλ2 = x∓ 1
4
x2 +
1 + 3ν2
36
x3 ± ν
2
16
x4 − 1− 100ν
2 + 5ν4
3600
x5 + · · · (64)
Not unexpectedly, eq. (64) does not reproduce fermions (bosons) correctly when expanded
about bosons (fermions). Implementation of such behavior requires corrections which have to
be put in by hand. If this is done (by e.g. a minimal Fourier series), it seems that the average
field virial coefficients have a magnitude, and variation with θ, which up to 4th order in x is
qualitatively rather similar to our results. Since the average field approximation predicts a
thermodynamics with very interesting low temperature behavior, our results do not rule out
that this will happen in the exact model as well.
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A Polynomials for cluster and virial coefficients
In this appendix we will prove the result that the polynomial approximation (7) for the cluster
coefficients is equivalent to a virial expansion which is the same as for the two-dimensional
free non-relativistic Bose gas, except that the second virial coefficient is given by eq. (3). We
will also prove that the polynomial approximation (49) for GP implies eq. (7).
For simplicity we fix the temperature and choose units such that β = λ = 1. Thus, e.g.,
the fugacity is z = eµ. We make use of the expansions
ρ =
dP
dµ
=
∞∑
N=1
NbN z
N ,
dµ
dρ
=
1
ρ
dP
dρ
=
∞∑
N=1
NAN ρ
N−2 . (65)
We also define
ρg(µ) =
∞∑
N=1
zN
N
N−1∏
k=1
(
1− Ng
k
)
=
∞∑
N=1
zN
(−1)N−1
Ng
(
Ng
N
)
, (66)
which is the density corresponding to the cluster coefficients b˜N of eq. (7). For the Bose gas,
with g = 0, we have ρ = − ln(1 − z). Shifting the second virial coefficient by an amount
∆A2 = g/2 then gives
µ = ln
(
1− e−ρ)+ gρ . (67)
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For every g > 0 and every µ, or for g = 0 and every µ < 0, this equation clearly has a unique
solution ρ > 0. We want to prove that the solution is ρ = ρg(µ).
For this purpose we rewrite eq. (67) as
ρ = − ln (1− ze−gρ) = ∞∑
n=1
zn
n
e−ngρ , (68)
and apply the following theorem due to Lagrange [27]: The equation ρ = f(ρ) has the solution
ρ =
∞∑
M=1
1
M !
(
d
dr
)M−1
f(r)M
∣∣∣∣∣
r=0
. (69)
This gives
ρ =
∞∑
M=1
1
M !
∞∑
n1=1
· · ·
∞∑
nM=1
zn1+···+nM
n1 · · ·nM
(
d
dr
)M−1
e−(n1+···+nM )gr
∣∣∣∣∣
r=0
=
∞∑
N=1
zN
N∑
M=1
(−Ng)M−1 CN,M , (70)
where
CN,M =
1
M !
∞∑
n1=1
· · ·
∞∑
nM=1
δn1+···+nM ,N
n1 · · · nM . (71)
What we need to show is that
N∑
M=1
(−Ng)M−1 CN,M = (−1)
N−1
Ng
(
Ng
N
)
. (72)
It is straightforward to show that
∞∑
N=1
zN
N∑
M=1
gMCN,M = e
−g ln(1−z) − 1 =
∞∑
N=1
(−z)N
(−g
N
)
, (73)
and hence,
N∑
M=1
gM−1 CN,M =
(−1)N
g
(−g
N
)
. (74)
Substituting g → −Ng we get eq. (72), completing the proof.
We next turn to the cluster coefficients
b′N =
∑
P∈CN
Nν−2G11
ν−1
∞∏
L=1
FL
νL
νL!LνL
, (75)
given by the polynomial approximation in eq. (49). We want to prove that b′N = b˜N .
We may rewrite the above formula as
b′N =
N∑
ν=1
Nν−2G11
ν−1
ν!
∞∑
n1=1
· · ·
∞∑
nν=1
δn1+···+nν ,N
ν∏
j=1
Fnj
nj
. (76)
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To evaluate ρ =
∑
∞
N=1Nb
′
N z
N we insert eq. (76), interchange the summation order of N and
ν and use the relations Nν−1zN = (d/dµ)ν−1zN and
∑
∞
n=1 z
nFn/n = ρα(µ). We find
ρ =
∞∑
ν=1
G11
ν−1
ν!
(
d
dµ
)ν−1
(ρα(µ))
ν =
∞∑
ν=1
1
ν!
(
d
dr
)ν−1
(ρα(µ +G11r))
ν
∣∣∣∣∣
r=0
. (77)
By the Lagrange theorem, eq. (77) is the solution to the equation ρ = ρα(µ +G11ρ), which,
as we saw above, is equivalent to
µ+G11ρ = ln
(
1− e−ρ)+ αρ . (78)
This is precisely eq. (67) with g = α−G11 = 1 − (1 − α)2, which means that b′N = b˜N with
b˜N as given in eq. (7).
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Figure 1: G1111−16(α(α−1))3 as a function of α. The imaginary part is plotted to indicate the
statistical uncertainty of the real part of the Monte Carlo data. Only the interval 0 ≤ α ≤ 1/2
is plotted, because of the (anti)symmetry about α = 1/2 The curve marked “fit” is given in
eq. (55).
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Figure 2: G211 − 8(1 − 2α)(α(α − 1))2 versus α. The curve marked “fit” is given in eq. (56).
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Figure 3: G22 − 4(1 − 2α)2α(α − 1) versus α. The “fit” here is given in eq. (57).
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Figure 4: G31 − 3(1 − 3α)(1 − (3/2)α)α(α − 1) versus α. The “fit” is given in eq. (58).
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Figure 5: F4 − (1− 4α)(1 − 2α)(1 − (4/3)α) versus α.
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Figure 6: The fourth cluster coefficient minus the polynomial of eq. (7), λ2(b4 − b˜4), as a
function of α. Also shown are the parabolas given by the second order perturbation theory
at α = 0 and α = 1.
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Figure 7: The fourth virial coefficient, A4/λ
6, as a function of α. Also plotted are the
parabolas given by the second order perturbation theory at α = 0 and α = 1, and two different
Fourier series, as given in eq. (5). The curve marked “Fourier 1” has c4 = d4 = . . . = 0,
whereas “Fourier 2” is the least squares fit with c4 = −0.0053, d4 = −0.0048.
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Figure 8: Gline21 − 2α(α − 1)− 1.07(α(α − 1))2 + 0.3(α(α − 1))3 versus α.
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Figure 9: Gline22 − 4α(α − 1)− 5.77(α(α − 1))2 − 2.2(α(α − 1))3 versus α.
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Figure 10: Gline31 − 3α(α − 1)− 2.46(α(α − 1))2 versus α.
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Figure 11: The tree graph contribution Gtree111 minus the “fit” given in eq. (62).
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Figure 12: The triangle graph contribution Gtriangle111 minus the “fit” given in eq. (63).
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