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Abstract—This paper focuses on the challenging task of learning 3D object surface reconstructions from RGB images. Existing
methods achieve varying degrees of success by using different surface representations. However, they all have their own drawbacks,
and cannot properly reconstruct the surface shapes of complex topologies, arguably due to a lack of constraints on the topological
structures in their learning frameworks. To this end, we propose to learn and use the topology-preserved, skeletal shape representation
to assist the downstream task of object surface reconstruction from RGB images. Technically, we propose the novel SkeletonNet
design that learns a volumetric representation of a skeleton via a bridged learning of a skeletal point set, where we use parallel
decoders each responsible for the learning of points on 1D skeletal curves and 2D skeletal sheets, as well as an efficient module of
globally guided subvolume synthesis for a refined, high-resolution skeletal volume; we present a differentiable Point2Voxel layer to
make SkeletonNet end-to-end and trainable. With the learned skeletal volumes, we propose two models, the Skeleton-Based Graph
Convolutional Neural Network (SkeGCNN) and the Skeleton-Regularized Deep Implicit Surface Network (SkeDISN), which respectively
build upon and improve over the existing frameworks of explicit mesh deformation and implicit field learning for the downstream surface
reconstruction task. We conduct thorough experiments that verify the efficacy of our proposed SkeletonNet. SkeGCNN and SkeDISN
outperform existing methods as well, and they have their own merits when measured by different metrics. Additional results in
generalized task settings further demonstrate the usefulness of our proposed methods. We have made both our implementation code
and the ShapeNet-Skeleton dataset publicly available at https://github.com/tangjiapeng/SkeletonNet.
Index Terms—Surface reconstruction learning from RGB images, skeleton, mesh deformation, implicit surface field
F
1 INTRODUCTION
R ECONSTRUCTING surface geometries of objects orscenes from RGB images is a constituent field of com-
puter vision research. Studies on this field of 3D vision date
at least back to David Marr [1]. Classical approaches of
multi-view geometry [2] have also been developed since
then, and they serve as the foundational technologies in
many applications, e.g., virtual or augmented reality, robotic
navigation, and autonomous driving. While 3D surface re-
construction from multi-view images is traditionally solved
by local correspondence matching [3], [4], [5], followed by a
global optimization [6], [7], [8], it has been recently shown
that, by leveraging the great modeling capacities of deep
networks, the 3D surface shapes of generic objects can be
learned and reconstructed from as few as a single image
[9], [10], [11], [12], [13], [14], [15], [16], [17], [18], [19], [20],
[21], [22], [23]. In spite of these preliminary successes, this
inverse problem is in fact quite difficult to learn due to
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Fig. 1: Given an input RGB image of an object instance, we
aim to recover a surface mesh of the object and expect its
topology to be correct. To tackle this challenging task, we
propose SkeletonNet, an end-to-end model that is able to
efficiently generate a high-quality skeletal shape represen-
tation whose topology is the same as that of the underlying
surface. We use the generated skeleton respectively in the
state-of-the-art frameworks of explicit and implicit mesh
recoveries from RGB images, and obtain improved results.
the arbitrary shapes of object instances and their possibly
complex topologies.
Existing methods of deep learning surface reconstruction
are based on different shape representations, and they range
from explicit ones using point set or mesh to implicit ones
using volume or continuous field. Volume-based methods
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2[9], [10], [24] exploit the establishment of Convolutional
Neural Networks (CNNs) [25], [26], [27], [28], and sim-
ply extend CNNs as 3D versions to generate volumetric
representations of surface shapes. These methods suffer
from high computation and memory costs, which prohibit
them from generating high-quality shapes represented by
high-resolution volumes. This limitation is to some extent
addressed by octree-based methods [11], [29], [30], [31], [32],
[33], by designing hierarchical models based on the efficient
data structures of the octree. The recent methods of deep
implicit field learning [20], [21], [22], [23] address this issue
more elegantly by learning Multi-Layer Perception (MLP)-
based field functions; since the learned functions represent
implicit but continuous fields of object surfaces, high-quality
surface meshes can be obtained simply by querying enough
points in the 3D space, followed by a final marching cubes
operation [34]. For an explicit surface reconstruction, a deep
point set regression is used in [14], [35], [36], [37] that di-
rectly regresses the coordinates of surface points. However,
the discrete surface representation of point set is of lower
efficiency and to improve this efficiency, point set regression
is replaced in [12], [13], [15] with the deformation of vertices
in the given and initial meshes; as such, more efficient, con-
tinuous surface meshes are thus obtained. However, these
explicit mesh reconstruction methods are limited by the
bypassed challenge of learning the true vertex connections
that determine the topological structures of the surface to
be reconstructed and that may not be consistent with those
given in the initial meshes.
Among the various challenges faced by deep learning
surface reconstruction from RGB images, common to ex-
isting methods is their less efficacy to reconstruct those
of complex topologies. Indeed, explicit methods have the
difficulty of learning the true vertex connections, while
implicit methods have no constraints on what topological
structures they would learn. To address this challenge, we
connect with the skeleton, an interior shape representation of
object surface (cf. Sec. 3 for the technical definition), which
has the nice properties of preserving the topology of an
object surface, while being of lower complexity to learn, and
we expect that such a representation would be beneficial to
both the implicit and explicit recoveries of surface meshes
in a topology-aware manner. Technically, we propose an
end-to-end, trainable system, termed SkeletonNet, to learn
skeletal shape representations from RGB images. Skeleton-
Net outputs skeletal volumes via the bridged learning of
skeletal point sets. The skeleton is originally represented as
a set of points sampled from 1D skeletal curves or 2D skeletal
sheets [38], [39]; we correspondingly present a parallel de-
sign of CurSkeDecoder and SurSkeDecoder in the SkeletonNet
module of skeletal point set learning. An efficient module of
globally guided subvolume synthesis is further stacked in
SkeletonNet in order to obtain a high-resolution skeletal vol-
ume. And this volumetric representation refines the skeleton
by establishing an improved connectivity among skeletal
points. Connecting the two modules above is a differentiable
Point2Voxel layer, which makes SkeletonNet an end-to-end
model, as illustrated in Fig. 2.
In this work, we are motivated to use this topology-
preserved, skeletal shape representation to assist the down-
stream task of object surface recovery from RGB images.
We study how to use the volumetric skeleton output of
SkeletonNet either as a bridge to explicitly recover a surface
mesh, or as a constraint to regularize the learning of an
implicit surface field. For the former setting, we present a
model of Skeleton-Based Graph CNN (SkeGCNN) that first
extracts an initial mesh from the obtained skeletal volume,
and then learns the weights of the GCNN to deform the
vertices of the initial mesh, such that the initial mesh is
inflated to fit the object surface. For the latter setting, we
extend the recent state-of-the-art method of Deep Implicit
Surface Network (DISN ) [23], and we present a Skeleton-
Regularized DISN (SkeDISN) model that extracts multi-
scale, local features from the skeletal volume to regularize
the learning of a binary 3D field of object occupancy. We
conduct thorough experiments that evaluate our proposed
SkeletonNet for both its efficacy at producing high-quality
skeletal representations and its usefulness in the down-
stream tasks of explicitly and implicitly learning mesh re-
coveries from RGB images. To enable empirical studies, we
contribute a ShapeNet-Skeleton dataset, which has prepared
ground-truth skeletal point sets and skeletal volumes for
object instances in ShapeNet [40]. Careful ablations and
comparisons with various alternatives verify the importance
of the components of our proposed SkeletonNet. Experi-
ments of explicit and implicit mesh recoveries show that
the use of a skeleton as a topology-preserved intermediate
feature improves mesh recoveries on most object instances.
It is also interesting to observe that SkeGCNN and SkeDISN
outperform the respective existing methods of explicit and
implicit mesh recoveries from RGB images, and they have
their own merits when measured by different quantitative
metrics or compared visually.
1.1 Contributions
Existing methods of deep learning mesh recovery from
RGB images are less effective for object instances that have
complex surface topologies. Our previous work [16] offers
a preliminary attempt at using skeletons to address this
limitation, where given an input RGB image, a separated,
three-stage approach is used to successively predict a skele-
tal point set, a skeletal volume, and a final surface mesh. In
the present paper, we aim for a systematic study on the
usefulness of skeletal shape representations on the mesh
recovery of object surfaces. To this end, we propose the
end-to-end, trainable model of SkeletonNet for learning to
produce skeletal shape representations. We further design
models that use skeletons in the state-of-the-art frameworks
of both explicit and implicit mesh recoveries from RGB
images. Results of these models confirm the usefulness
of skeletal representations produced by SkeletonNet. We
summarize our technical contributions as follows.
• We propose the novel design of SkeletonNet to learn
skeletal shape representations from RGB images.
SkeletonNet stacks two modules that can efficiently
produce high-quality skeletal volumes via a bridged
learning of skeletal point sets. We connect the two
modules by a differentiable Point2Voxel layer that
makes SkeletonNet end-to-end and trainable.
• To study the usefulness of the obtained skeletal
volumes, we propose two models, the Skeleton-
3Based Graph CNN (SkeGCNN) and the Skeleton-
Regularized Deep Implicit Surface Network
(SkeDISN), in the respective state-of-the-art
frameworks of explicit and implicit mesh recoveries
from RGB images. The former model learns to
recover a surface mesh by inflating an initial mesh
extracted from the skeletal volume, and the latter
model regularizes the learning of a binary occupancy
field using multi-scale, local features of the skeletal
volume.
• We conduct thorough experiments that confirm both
the efficacy of SkeletonNet at producing high-quality
skeletal representations, as well as its usefulness for
downstream surface recovery tasks. By comparing
SkeGCNN and SkeDISN with existing methods, the
respective advantages of explicit and implicit meth-
ods under different measures manifest themselves
as well. Experiments under generalized settings, in-
cluding deep learning mesh recovery from multi-
view images, further demonstrate the usefulness of
our proposed methods.
2 RELATED WORKS
In this section, we review existing methods of deep learning
surface reconstruction from RGB images. We focus on the
mesh representation of object surfaces, while other represen-
tations, e.g., point sets or volumes, are briefly discussed as
well. We organize this review into two lines of methods that
can either explicitly learn a deformation of mesh vertices
or learn an implicit surface representation from which the
surface mesh can be extracted. We finally discuss existing
research where the interior shape representation of the
skeleton is used for various downstream tasks.
Explicit Surface Learning Point set is a discrete and simple,
and arguably the most popular representation of object
surface. Deep learning surface reconstruction starts from
recovery of the surface point set. For example, Fan et al. [14]
propose learning a deep regression model for generating
coordinates of points residing on the surface of an object ob-
served in a single-view image, where the Chamfer distance
(CD) or the Earth Mover’s distance (EMD) between point
sets are used to build the training objective. To improve the
fidelity of the generated point sets, adversarial training is
adopted by Jiang et al. [41] and Achlioptas et al. [42] to
constrain the distribution of the learned latent space. Our
proposed SkeletonNet is also concerned with an intermedi-
ate prediction of skeletal point set, for which we build upon
existing works [12] but introduce novel designs as well, in
order to better generate skeletal points whose neighboring
relations form 1D skeletal curves and 2D skeletal sheets.
Meshes are efficient and continuous surface representations
that connect isolated points, i.e. mesh vertices, with mesh
edges and faces. Learning to reconstruct a surface mesh
directly is challenged by the learning of connecting rela-
tions among mesh vertices. To alleviate this issue, existing
methods [13], [15], [18] convert this challenge to learning the
vertex deformation of initial meshes. For example, AtlasNet
[13] proposes to learn deep networks to deform multiple,
initial meshes and expects the deformed ones to cover the
surface altogether; as such, it fails to produce a closed
surface mesh. Pix2Mesh [15] is able to obtain a closed mesh
by learning to deform vertices of a single, initial mesh;
however, given the fixed topology of the initial mesh, it
cannot learn to generate surface meshes whose topologies
are unknown. Although some methods [43], [44], [45] search
for initial mesh structures from a set of reference models,
they are still limited when it comes to reconstruct the surface
meshes of complex topologies. More recently, Pan et al.
[18] present the topology modification network (TMNet) to
learn and update mesh connectivity when deforming the
initial mesh, where topology modification is achieved by
a mechanism of face pruning based on estimated face-to-
surface distances. This is further improved by Nie et al. [46]
with an adaptive thresholding strategy. However, learning
the relations of vertex connections dynamically during the
deformation process is a rather challenging task, causing
these approaches to be less effective for the recovery of thin
structures (cf. the examples in Fig. 1).
The present work acknowledges these challenges faced by
existing methods. Instead of addressing these challenges
directly, we propose to decouple these learning difficulties
as challenges concerned with the recovery of topological
structures and challenges concerned with the recovery of
surface geometries. Technically, we propose SkeletonNet
and expect that the produced skeletal representations can
serve as topology-preserved, initial meshes to be subse-
quently inflated as surface meshes.
Implicit Surface Learning An object surface can also be
represented implicitly as a discrete volume or a continuous
field, from which a surface mesh can be extracted, e.g.,
via marching cubes [34]. Learning to reconstruct volumetric
shapes gains earlier popularity due to the regularity of the
data structures involved [9], [10], [24], [47]. These methods
simply extend the CNNs for 2D image modeling to their
3D counterparts. For example, the work of [9] combines
3D convolutions and long short-term memory (LSTM) units
to achieve volumetric grid reconstructions from single- or
multi-view RGB images. A 3D auto-encoder is trained in
[10] whose decoder is used to build the mapping from a
2D image to a 3D occupancy grid. Wu et al. [24] adopt
generative adversarial networks [48] to learn a better volu-
metric shape reconstruction. Due to the high computation
cost of 3D convolution, these methods are only able to
produce low-resolution volumes. The hierarchical structure
of an octree would alleviate this issue to some extent [11],
[29], [30], [31], [32], [33]; however, it seems that such an
octree-based data structure makes the training of compat-
ibly designed deep models less effective, resulting in shape
reconstructions that often have artifacts.
It has been recently discovered that various representations
of implicit surface fields are quite effective for object surface
modeling and reconstruction, with the signed distance func-
tion (SDF) [22], [49], [50] and the object occupancy field [20],
[21] as prominent examples. For example, the works of [19],
[20], [21], [51] learn a 3D field of object occupancy, where
an object’s surface is considered as a continuous decision
boundary that separates the 3D space as either inside or
outside the object. The methods of [22], [23] learn a function
of SDF that specifies not only whether 3D points are inside
or outside the object but also how far they are from the
4object surface. These methods typically use MLPs as the
models of the implicit field function, and learn latent shape
encodings of the input RGB images via CNNs. Owning to
the continuity of implicit fields, surface reconstructions from
these methods are often smooth and can ideally achieve
infinite resolution. However, due to the lack of explicit
constraints on what topological structure an implicit field
can learn, these methods are not guaranteed to correctly
recover the surface topology of an object in an input image.
Our proposed use of the topology-preserved skeleton as a
structural regularization is indeed intended to address this
limitation.
The Skeleton as an Interior Shape Representation The
medial axis transform (MAT) [52] is an intrinsic shape
representation that includes the medial axis together with
the associated radius function of the maximally inscribed
spheres, which can be used to reconstruct the original shape.
The MAT has direct access to both a shape’s boundary
and its interior, enabling various downstream applications
regarding shape abstraction, classification and segmenta-
tion. Here, we refer the reader to [53], which presents
a systematic discussion on the applications of MAT. To
drive these applications, many methods [54], [55], [56]
are designed to compute the MAT for downstream ap-
plications such as shape analysis, modeling, and editing.
For example, Q-MAT [57] and Q-MAT+ [58] define novel
quadratic errors to conduct MAT mesh simplification so
that they can compute geometrically accurate, structurally
simple, and compact meshes, which are employed either
as supervision to constrain the MAT learning from point
clouds [59] or as input to extract structural features for 3D
object recognition [60]. But in reality, clean 3D mesh models
from scanners are not always approachable, which leads
to great difficulties in computing accurate MAT meshes.
The skeletal shape representation, mostly as a compact
point cloud, is considered as an approximation for medial
axis transformation [52]. The works of [38], [61], [62], [63]
explore meso-skeleton extraction techniques from point sets.
A meso-skeleton consists of a mixture of curves and surface
sheets adapted to the local 3D geometry, so it is appropriate
for representing the topological structures of general 3D
shapes. Wu et al. [39] apply the meso-skeleton to surface
reconstruction from imperfect point clouds. They extract a
meso-skeleton to capture contextual geometric information,
which guides the completion of missing regions on the
surface. Recently, P2PNet [64] introduces a learning-based
approach to transform surfaces into meso-skeletons.
In our work, our motivation is to use the topology-
preserved, skeletal shape representation to assist the down-
stream task of object surface recovery from RGB images.
To the best of our knowledge, we are the first to explore
skeleton inference from RGB images. To achieve this, we first
extract meso-skeletons for supervision based on the method
of [39] and then design an end-to-end, trainable network
architecture for skeleton learning.
3 OVERVIEW
Given an RGB image I of an object as input, our goal is
to learn a deep model from training data, such that the
object surface can be recovered as a triangle mesh M =
{T , E , F}, where T denotes the set of mesh vertices, E
for the edges connecting adjacent vertices, and F for the
faces defined by three adjacent vertices and their connected
edges. The object surface to be recovered could have high
algebraic and/or topological complexities, which pose great
challenges to existing methods [9], [11], [12], [13], [14], [15],
[20], [21].
To address the challenges, our key idea in this work is
to leverage the meso-skeleton 1 of object surface either as a
bridge or as a constraint, such that a better surface recovery
could be subsequently achieved. Similar to object surface, a
skeleton is usually represented as a point set (cf. examples
in Fig. 7). Given a surface shape, skeletal points can be
obtained by sinking the sampled surface vertices along the
reverse directions of their normals. These points are consid-
ered as sampled ones from skeletal curves and skeletal sheets,
which together define the meso-skeleton of object surface
that has the nice properties of topology preservation and
lower learning complexity. Our motivation to use skeleton
to assist surface recovery is in fact based on these properties.
Learning Skeletons from RGB Images Our system of surface
recovery starts from learning a skeleton from the input
I . While the skeleton is originally represented as a point
set K = {pi ∈ R3}nKi=1, we propose a further learning
to refine K as a skeletal volume V ∈ Rr×r×r , as shown
in Fig. 2. Learning V via 3D CNNs is beneficial to estab-
lishing the connectivity among skeletal points, from which
a subsequent meshing can also be achieved directly via
marching cubes [34]. To learnK, we present a novel, parallel
design of CurSkeDecoder and SurSkeDecoder stacked on top
of a shared CNN based image encoder; the CurSkeDe-
coder and SurSkeDecoder are designed to be respectively
responsible for regression of points on skeletal curves and
skeletal sheets. Given K, we present an efficient scheme
of globally guided subvolume synthesis to learn V , which
is essential to produce a high-resolution skeletal volume
(e.g., |V | = 2563). Connecting the above two modules is a
differentiable Point2Voxel layer, which makes an end-to-end
model of our proposed SkeletonNet, as illustrated in Fig. 2.
We present specifics of SkeletonNet in Sec. 4.
Skeleton-guided Surface Learning As an interior representa-
tion of object surface, the skeleton V (and K) preserves the
surface topology, and is potentially helpful for learning to
recover M. In this work, we study how to learn M either
explicitly from the skeletal volume V , or implicitly by using
features of V to regularize the learning of a surface field. For
the intended explicit surface learning, we present a design
of graph convolutional network that producesM by learn-
ing vertex deformation of an initial mesh MV extracted
from V ; Fig. 3 gives the illustration. For learning of an
implicit surface field, we improve upon recent methods [23]
by augmenting their image-level features with multi-scale
features from the skeletal volume V , such that a probability
field of occupancy [20], [21] can be better learned, from
which M can be recovered via marching cubes [34]; Fig.
1. The skeletal shape representation is a kind of approximation for the
medial axis transform (MAT) [52]. While the MAT of a 2D shape is a 1D
skeleton, for a 3D model, the MAT is generally composed of 2D surface
sheets. The skeleton composed of skeletal curves and skeletal sheets
(i.e., medial axes) is generally called meso-skeleton [38], shortened as
skeleton.
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Fig. 2: The pipeline of our proposed SkeletonNet. The module in the red dotted box (left) stacks the parallel CurSkeDecoder
and SurSkeDecoder on top of a CNN based image encoder; given an input image I , the module is trained to regress a
skeletal point set K. The module in the blue dotted box (right) consists of two parallel streams of 3D CNNs; the top one
is for a global, low-resolution volume synthesis, which guides the synthesis of a high-resolution skeletal volume V via
a sliding subvolume fashion in the bottom stream. Connecting the two modules is a differentiable Point2Voxel layer that
converts K as the initial volume and makes the proposed SkeletonNet an end-to-end trainable network.
4 gives the illustration. We conduct thorough experiments
that confirm the efficacy of our proposed SkeletonNet for
learning surface recovery from RGB images.
4 THE PROPOSED SKELETONNET
We present in this section specifics of our proposed Skele-
tonNet. Given an input I , SkeletonNet is trained in an end-
to-end fashion to produce a high-resolution skeletal volume
V ∈ Rr×r×r via an intermediate representation of skeletal
point set K = {pi ∈ R3}nKi=1. While both K and V are
skeleton representations of the underlying surface for the
object contained in I , they have different properties: the
point set representation is original and compact, and the
volumetric representation is more regular and connected.
Our way of learning V via the intermediate K enjoys both
of their advantages by establishing the connectivity among
skeletal points in K to form skeletal curves and skeletal
sheets in V . We empirically find that the alternative ways
of either learning K alone or learning V directly from I are
less effective to have high-quality skeletons.
Image Encoder The SkeletonNet starts with a CNN based
image encoder, which produces a latent vector fI ∈ Rm
encoding surface shape of the object in I . fI will be used as
input of the module for learning K, as described shortly.
4.1 Learning of Skeletal Points
Learning K from the latent vector fI is a standard point set
regression problem. For example, one may choose the tech-
nique in PointSetGen [14] to directly regress the coordinates
of skeletal points inK. However, we note that skeletal points
are those sampled from their underlying skeletal curves and
skeletal sheets, and as such, distribution of these points
satisfies geometric constraints that present them from free
positioning in the 3D space. To implement such constraints,
we introduce a novel, parallel design of CurSkeDecoder and
SurSkeDecoder, which are respectively responsible for regres-
sion of skeletal points on 1D curves, denoted collectively as
KCur , and those on 2D sheets, denoted as KSur.
Specifically, we define a set of 2D primitives of unit
square [0, 1]2. Except for fI , SurSkeDecoder takes as input
regularly sampled points from each of the unit squares,
and learns to deform the sampled points such that they
form points on skeletal sheets in the 3D space; in other
words, SurSkeDecoder learns a function ψ : [0, 1]2 → R3.
Similarly,we define a set of 1D primitives of line segment
[0, 1]. CurSkeDecoder learns a function φ ∈ [0, 1] × R3
by sampling regular points from the segments, and then
learning to deform the sampled points such that they form
points on skeletal curves in the 3D space. This way of
using multiple 1D or 2D primitives respectively as inputs of
CurSkeDecoder or SurSkeDecoder is similar to the strategy
in AtlasNet [12]. In this work, both CurSkeDecoder φ(·) and
SurSkeDecoder ψ(·) are implemented as multilayer percep-
trons (MLPs), whose layer specifics are given in Sec. 7. Note
that neighboring relations are fixed for connected points
sampled from each 1D or 2D primitive. To maintain the
spatial relations among neighboring points during training,
we propose the following regularized loss function to learn
CurSkeDecoder φ(·).
Lφ = D(KCur,K∗Cur) + αRlaplacian(KCur), (1)
with
D(KCur,K∗Cur) =
∑
p∈KCur
min
p∗∈K∗Cur
‖p− p∗‖22 +∑
p∗∈K∗Cur
min
p∈KCur
‖p− p∗‖22, (2)
Rlaplacian(KCur) =
∑
p∈KCur
∥∥∥∥∥∥p− 1|N (p)|
∑
p′∈N (p)
p′
∥∥∥∥∥∥
2
2
, (3)
6where α is a penalty parameter, and K∗Cur denotes the
ground-truth point set consisting of those on skeletal curves.
We use Chamfer distance to define the loss term (2),
and laplacian smoothness [65] to define the regularizer
(3), where N (p) contains the neighboring points of any
p ∈ KCur whose pre-images are connected to that of p on
a 2D unit square. We similarly define the following loss to
learn SurSkeDecoder ψ(·)
Lψ = D(KSur,K∗Sur) + αRlaplacian(KSur), (4)
where D(KSur,K∗Sur) and Rlaplacian(KSur) are similarly
defined as (2) and (3). We note that K∗ = K∗Cur
⋃K∗Sur and
K∗Cur
⋂K∗Sur = ∅. To prepare K∗Cur and K∗Sur, we present
the ShapeNet-Skeleton dataset that contains the annotations
of K∗Cur and K∗Sur for each object instance in ShapeNet [40].
The ShapeNet-Skeleton Dataset To facilitate training of
CurSkeDecoder and SurSkeDecoder, we prepare training
data of skeletal points for object instances in ShapeNet [40]
as follows: 1) for each CAD model in ShapeNet, we convert
it into a point cloud; 2) we extract the point set K∗ of meso-
skeleton using the method [39]; 3) to have K∗Cur and K∗Sur,
we classify each p∗ ∈ K∗ as either belonging to skeletal
curves or belonging to skeletal sheets based on principal
component analysis of its neighboring points. Specifically, a
point that has only one dominating eigenvalue is classified
as that of skeletal curves, and as that of skeletal sheets
otherwise. We have made this dataset publicly available
at https://github.com/tangjiapeng/SkeletonNet. Given the
ground truth K∗ of an object instance, we also prepare its
volumetric version V ∗ by first quantizing the skeletal points
inK∗ as voxels and then conducting the operation of interior
filling to have a solid volume.
4.2 Volumetric Skeleton Refinement
Given K, SkeletonNet further learns a high-resolution skele-
tal volume V ∈ Rr×r×r as the final output, given the
ground-truth skeletal volume V ∗ ∈ Rr×r×r whose prepa-
ration has been described in Sec. 4.1. This is efficiently
achieved by a proposed module of globally guided subvolume
synthesis, similar to the scheme used in [66]. The obtained V
will be subsequently used to recover the surface M either
explicitly or implicitly, as respectively to be presented in Sec.
5 and Sec. 6.
Specifically, the proposed module is composed of two
parallel streams of volume synthesis (cf. Fig. 2). To pre-
pare the module inputs, we first convert K as a volume
Uin ∈ Rr′×r′×r′ , with r′ < r; we then downsample Uin to
have U↓in ∈ Rr
′/2×r′/2×r′/2. To make the conversion from
K to Uin differentiable, we present a layer of Point2Voxel
as described shortly in Sec. 4.3. The top, global stream
learns to refine the input U↓in to have the output U
↓
out ∈
Rr
′/2×r′/2×r′/2, given the ground-truth U↓∗ which is also
obtained from V ∗; note that U↓out has the same resolution
as that of U↓in. The bottom, local stream uniformly samples
overlapped subvolumes from Uin, and learns to super-
resolve them to have their upsampled versions; for each
sampled subvolume Pin ∈ Rs′×s′×s′ , the bottom stream
learns to generate the upsampled Pout ∈ Rs×s×s, given
the ground-truth P ∗ sampled from the corresponding 3D
position of V ∗, and the global Uout ∈ Rr×r×r (i.e., V ) is
obtained by averaging these locally upsampled subvolumes
at overlapping voxels. To implement the globally guided
subvolume synthesis, we first use an independent auto-
encoder (e.g., 3D-R2N2 [9]) that learns to map the input
image I as a feature volume of the size r′/4 × r′/4 × r′/4,
which is used as the augmented input of the top, global
stream; we then use the global refinement of U↓out as the
concatenated input of the bottom, local stream, when it pro-
cesses each sampled subvolume Pin. These heuristics aim
to both correct the possible errors in the predicted K, and
improve the consistency among synthesized subvolumes in
V ; we empirically find that they are effective for generation
of a high-quality V .
In this work, we implement both the global and local
streams based on the 3D U-Net architecture [67], whose
specifics are given in Sec. 7. We set r′ = r/2, s′ = r′/4 + 4,
and s = 2s′, which, when r = 256, gives |U↓in| =
|U↓out| = 643, |Pin| = 363, |Pout| = 723, |Uin| = 1283,
and |Uout| = |V | = 2563. To train the module, we use a
per-voxel binary cross-entropy loss defined as
Lrefine =
∑
i∈{j|j∈[1:r]3}
V ∗(i) logV (i) +
(1− V ∗(i)) log(1− V (i)). (5)
In practice, we first train the top, global stream and the bot-
tom, local stream separately, and then train them together in
a joint optimization manner.
Remarks We emphasize that our use of the globally guided
subvolume synthesis is both effective and efficient for the
generation of high-quality skeletal volumes. Alternative so-
lutions include (1) directly quantizing the skeletal points in
K as voxels, which is, however, not guaranteed to connect
the quantized voxels as skeletal curves and skeletal sheets
in the 3D volumetric space, and may lose the chance to
correct the possible errors in the predicted K; (2) predicting
V directly from K via a 3D CNN, which is, however,
computationally too expensive to generate a high-resolution
V . We present empirical studies that show the advantages
of our used module over these alternatives.
4.3 End-to-End Training
The key to make our SkeletonNet an end-to-end trainable
system is a differentiable Point2Voxel layer, which converts
K as an input of skeletal volume synthesis.
A Point2Voxel layer To assign a value to any voxel Uin(i),
we use the following soft scheme
Uin(i) = exp
(
−M min
p∈K
‖c(i)− p‖22
)
, (6)
where M is a scaling constant and c(i) ∈ R3 denotes
coordinates of the voxel center. Consider a large scaling M ;
for voxels whose spatial locations are closest to any skeletal
points in K, the scheme (6) assigns values approaching to 1,
and for those far away, the assigned values decay rapidly to
0. To improve the practical efficiency, we only consider those
voxels whose center points fall in a small neighborhood of
any p ∈ K, while directly nulling other voxels.
7Combining the loss terms (1), (4), and (5) gives the
overall training objective of our proposed SkeletonNet
LSkeNet = Lφ(KCur) + Lψ(KSur) + βLrefine(V ;K), (7)
where β is a balancing parameter.
5 AN EXPLICIT LEARNING OF MESH RECOVERY
FROM SKELETON
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Fig. 3: The pipeline of our proposed Skeleton-Based Graph
CNN (SkeGCNN) for explicit mesh recovery from an input
image.
In this section, we study how to explicitly learn a recov-
ery of surface mesh from the skeletal volume V produced
by SkeletonNet. This is possible considering the property
that a surface mesh and its corresponding skeleton share
the same topological structure. Technically, we consider
extraction of an initial meshMV from V , and then learning
to deform the vertices of MV such that MV is inflated to
fit the object surface. We present specific steps of the process
as follows.
Extraction of the Initial Mesh We use marching cubes [34]
to produce the initial MV from V . Since the volume V
is in high resolution,MV would contain a large number of
vertices and faces. This makes the subsequent mesh inflation
possible to fit an object surface that has complex surface
geometries.
Mesh Deformation using Graph CNNs The mesh MV =
{TV , EV ,FV } itself has a graph data structure; we thus
choose to use a graph CNN (GCNN) to learn the defor-
mations of its vertices in TV . For any t ∈ TV , denote its
associated feature vector at layer l of the GCNN as f lt ,
and N (t) be its local neighborhood; we simply compute
its features at layer l + 1 as
f l+1t = w
l
tf
l
t +
∑
t′∈N (t)
wlt′f
l
t′ , (8)
where wlt and {wlt′} are the network weights. Assuming
that the network has L layers, it is trained to output the
coordinate offsets δt ∈ R3 for each t at the last layer, i.e.,
fLt = δt. To enhance the deformation learning, we learn
feature maps from the input I using image encoder, and
lift the learned pixel-wise features to each vertex t ∈ TV ;
we concatenate the lifted features with vertex coordinates to
form the input features of GCNN. For feature lifting, we use
the camera pose prediction model of DISN [23] to estimate
camera pose, and use the estimated camera pose to project
each vertex t ∈ TV to the 2D image domain. We term such
a GCNN based approach for deforming vertices of an initial
mesh from skeleton input as Skeleton GCNN (SkeGCNN);
Fig. 3 gives the illustration.
Loss Functions and Network Training Training of
SkeGCNN is to learn network weights that drive the de-
formations ∆TV = {δt|t ∈ TV }, such that the resulting
vertex set T = {δt + t|t ∈ TV }, together with the vertex
connections in {E ,F}, defines a mesh predictionM that is
close to the ground-truth meshM∗ under a certain measure
of distance. Mesh distance is usually approximated as the
distance between point sets sampled from the respective
meshes. It is thus straightforward to use the Chamfer dis-
tance as the measure, similar to (2). In this work, we use a
weighted version of Chamfer distance in order to emphasize
the learning more on surface regions whose geometries
have higher complexities; we technically achieve this by
assigning larger weights to points sampled from the high-
curvature regions onM∗, giving rise to
D˜(∆TV ;M,M∗) =
∑
q∈M
min
q∗∈M∗
κq∗‖q(∆TV )− q∗‖22 +∑
q∗∈M∗
κq∗ min
q∈M
‖q(∆TV )− q∗‖22,
(9)
where κq∗ denotes the weight assigned to a point q∗
sampled from M∗, and q(∆TV ) is a function of vertex
deformations. We set κq∗ empirically by thresholding the
largest angle variation of normals associated with points in
the local neighborhood of q∗. Note that a point q ∈ M
would distribute its supervision signal to the three vertices
defining the mesh face where it is sampled. We practically
implement (9) by sampling a fixed number of points respec-
tively fromM andM∗. Except for fitting the predictedM
to M∗, we also impose regularization on the learning of
SkeGCNN, in order for the learned model to generalize to
testing instances. The regularization is mainly to promote
the smoothness of resulting meshes. We practically follow
[15] and use a first regularizer that constrains the lengths of
edges in E , and a second one that constrains the normal vari-
ations for points in local neighborhoods (i.e., promotion of
small local curvatures). Our regularized SkeGCNN learning
objective is as follows
LSkeGCNN = D˜(∆TV ;M,M∗) + λ1Redge(∆TV ; E)+
λ2Rcurvature(∆TV ;M),
(10)
where λ1 and λ2 are penalty parameters. One may refer to
[15] for definitions of the two regularizers.
6 DEEP IMPLICIT SURFACE FIELD LEARNING
WITH REGULARIZATION OF SKELETON
In this section, we present how to use the skeletal volume
V produced by SkeletonNet to regularize the learning of
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Fig. 4: An illustration of our proposed Skeleton-Regularized
Deep Implicit Surface Network (SkeDISN).
an implicit surface field. We first introduce the necessary
background.
Deep Implicit Field Learning Except for explicit representa-
tion, an object surface can also be represented implicitly as
a field function ω : R3 → [0, 1] of occupancy probability,
which indicates the surface boundary by classifying any
x ∈ R3 as either inside or outside the object, or alternatively
as a signed distance function ω : R3 → (−∞,∞) whose
zero-level isosurface is the exact object surface. Recent
methods [20], [21], [22] propose to learn a deep network
(typically an MLP) as the implicit function of object surface,
such that it can output field values given sampled input
points in the 3D space; the obtained field values at sampled
3D points would enable mesh recovery via a final step of
marching cubes [34]. They apply deep implicit field learning
to the task setting of RGB-to-mesh recovery, where a CNN
based image encoder is typically used to learn latent shape
code from the input image, which is used together with
coordinates of points in the 3D space as the inputs of MLP
based field function. The framework is improved in [23] by
feeding extra, pixel-wise features extracted from the learned
feature maps of the input image.
Skeleton-Regularized Learning In this work, we are in-
terested in investigating whether the skeletal volume V
given by SkeletonNet would provide additional benefits
to the learning of implicit surface function. To this end,
we adopt a network architecture in Fig. 4, which largely
follows [23] except the skeleton part. We term the proposed
model as Skeleton-Regularized Deep Implicit Surface Net-
work (SkeDISN). The network is composed of three parallel
streams, which for any input of sampled x ∈ R3, output 2-
dimensional in-out probability vectors of the same format;
they also share a same MLP that learns a feature vector fx
from coordinates of the input x. The first stream learns a
field function ωg : R3 → [0, 1]2 that has an additional input
of latent vector fI , encoding the global surface shape of
the object in the input image I . The second stream extracts
pixel-wise features fl from feature maps of the image en-
coder, for which estimated camera pose is used to project
the 3D point x to the image domain, and concatenates
the extracted features with fx to form the input of a field
function ωl : R3 → [0, 1]2. The last stream implements
learning from the skeletal volume V ; for the sampled x,
it extracts from V multi-scale subvolumes centered at x,
and uses 3D CNNs to learn their respective feature vectors;
it concatenates the learned feature vectors to form fs, which
is then concatenated with fx to form the input of a field
function ωs : R3 → [0, 1]2. The network finally sums up
the three probability vectors as ωg(x) + ωl(x) + ωs(x), and
feeds it into a softmax layer to get the final 0/1 classification.
All the three field functions are implemented as MLPs.
With a slight abuse of notation, we write the overall field
function of occupancy probability implemented by SkeDISN
as ω : R3 → [0, 1]2.
Network Training and Inference Given ground-truth object
meshes, we use the following objective to train SkeDISN
LSkeDISN =
∑
x∈R3
{
CE(ω(x), IM∗(x)) if dM∗(x) < ε,
0 otherwise,
(11)
where CE(·, ·) stands for a two-way cross-entropy loss,
IM∗(x) ∈ [0, 1]2 is an indicator whose two entries are set
as either 1 or 0 depending on whether x is inside or outside
M∗ in the 3D space, and dM∗(x) represents the distance
between x and its projection ontoM∗; by thresholding the
distance at a small ε, the loss (11) is activated only when
the sampled points are close to the object surface. Given a
trained SkeDISN, one would sample points in the 3D space
and forward-propagate them through the network to get
their in-out classification results; the mesh recovery can be
finally obtained via marching cubes.
7 EXPERIMENTS
Dataset Our training dataset is mainly from ShapeNet
[40], where we collect 43,784 3D shapes in 13 categories.
The dataset is split into two parts, 80% shapes are used
for training and the remaining for testing. For each 3D
model, we rendered 24 RGB images of size 224 ∗ 224 under
different viewpoints, forming the image-model pairs. The
shape categories include: Plane, Bench, Cabinet, Car, Chair,
Monitor, Lamp, Speaker, Firearm, Couch, Table, Cellphone,
Watercraft. Note that, as all existing approaches, the
models in our dataset are aligned in a unified object-centric
coordinate frame.
Model Parameters and Implementation Details For Skele-
tonNet, we use ResNet18 [28] as the image encoder, which
produces 512-dimensional feature vectors as the latent
shape encoding. Both the MLPs of CurSkeDecoder and
SurSkeDecoder stack 4 fully-connected (FC) layers, whose
numbers of output neurons are respectively 512, 256, 128
and 3, where ReLU activation is used for the first 3 layers
and tanh activation is used for the last layer. To generate
points of skeletal curves in each KCur , we use 20 1D prim-
itives of the segment [0, 1] as the input of CurSkeDecoder;
we also use 20 2D primitives of the unit square [0, 1]2 as
the input of SurSkeDecoder, for generation of points in each
KSur. We set the penalty parameter in (1) and (4) as α = 0.2,
and that in (7) as β = 1. Module specifics for volumetric
9skeleton refinement are as follows. Implementations of both
the global and local streams are based on 3D U-Net [67]; that
for the global stream consists of 4 convolution layers with
the respective numbers of channels as 32, 64, 128, and 128,
and 4 deconvolution layers with the respective numbers of
channels as 128, 64, 32, and 2; for local stream, the 3D U-Net
consists of 4 convolution layers with the respective numbers
of channels as 32, 64, 128, and 128, and 5 deconvolution
layers with the respective numbers of channels as 128,
64, 32, 16, and 2; all the convolution/deconvolution layers
are with kernels of size 3 and stride 2. For the layer of
Point2Voxel, we set the scaling constant in (6) as M = 10.
We implement the end-to-end training of SkeletonNet as
follows. We first train CurSkeDecoder and SurSkeDecoder
separately, for which we use a learning rate of 1e-3 for 150
epochs, and then train the module for volumetric refinement
using a learning rate of 1e-4 for 20 epochs; we finally fine-
tune the entire SkeletonNet with a learning rate of 1e-5 for
20 epochs.
Our SkeGCNN for explicit mesh recovery consists of 6
graph convolution layers, each of which learns weights to
perform feature learning, according to (8). The first layer
receives a pixel-wise feature vector of dimension 963; all the
hidden layers work with feature vectors of dimension 192;
the last layer outputs 3-dimensional coordinate offsets. We
use VGG-16 [25] as the image encoder of SkeGCNN, and
project pixel-wise features at ’conv4’, ’conv7’, ’conv10’, and
’conv13’ of VGG-16 to vertices of the initial mesh. To set
values of κq∗ in (9), we construct the local neighborhood
of size 16 around q∗, and set κq∗ = 5 when the largest
angle variation associated with points in the neighborhood
is beyond 60◦, and set κq∗ = 1 otherwise. We set the penalty
parameters λ1 = 7e−1 and λ2 = 3e−4 in the SkeGCNN
training objective (10). SkeGCNN is trained with an initial
learning rate of 1e-4, which is decayed by a factor of 10 every
20 epochs until a total of 60 epochs.
Our SkeDISN uses the same image encoder as in SkeGCNN.
The MLP of feature embedding for coordinates of sampled
points consists of three FC layers respectively of 64, 128,
and 512 neurons. Each of the MLPs implementing the three
parallel field functions ωg , ωl, and ωs consists of three FC
layers respectively of 512, 256, and 2 neurons, except for
their respective input layers. For use of features in the input
skeletal volume, we extract its respective subvolumes of
sizes 43, 83, and 163 centered at each sampled point. We
set the threshold ε = 0.1 in the SkeDISN training objective
(11). SkeDISN is trained with an initial learning rate of 1e-4,
which decays at a factor of 0.9 every 2 epochs until a total
of 60 training epochs.
Evaluation Metrics We use Chamfer distance (CD) and
intersection-over-union (IoU) as the primary metrics for
evaluation of mesh recoveries from RGB images. For com-
putation of CD, we do mesh2point conversion by uniformly
sampling 10,000 points on each surface mesh. For compu-
tation of IoU, we follow [23] and do voxelization in a grid
of 643. To evaluate results of skeletal point sets and skeletal
volumes given by SkeletonNet, we use CD and IoU as the
metrics as well.
Variant method CD (×0.001) IoU (×100)
Point-wise fitting 2.218 28.97
Line-wise fitting 2.242 35.48
Square-wise fitting 2.016 32.81
Shared line-and-square fitting 2.451 33.10
SkeletonNet w/o Laplacian regu. 1.911 31.10
SkeletonNet w/o end-to-end training 1.601 37.73
SkeletonNet 1.485 39.50
TABLE 1: Quantitative comparisons between the module of
SkeletonNet and its variants for producing the intermediate
results of skeletal point set from input RGB images. Results
are obtained on the ShapeNet chair category. Please refer to
the main text for specific settings of these variants.
Variant method IoU (×100)
Quantization and morphological dilation 27.52
SkeletonNet via subvolume systhesis alone 37.64
SkeletonNet via globally guided subvol. synthesis 39.46
TABLE 2: Quantitative comparisons between the Skeleton-
Net module of volumetric refinement and its variants. Re-
sults are obtained on ShapeNet chair category. Please refer
to the main text for specific settings of these variants.
7.1 Evaluation of the Proposed SkeletonNet
In this section, we evaluate the efficacy of our proposed
SkeletonNet for learning skeletal point sets and skeletal
volumes from the input RGB images, by comparing with al-
ternative designs. We intensively use the ShapeNet category
of chair for these comparisons, and give the summarized
results on other categories.
We first evaluate the SkeletonNet module that produces
an intermediate result of skeletal point set K from an input
image. The module uses CurSkeDecoder and SurSkeDe-
coder that respectively regress points on skeletal curves and
skeletal sheets, where a regularizer of Laplacian smoothness
is used to preserve the neighboring relations of points con-
nected on the input 1D primitives of line or 2D primitives
of square. The efficacy of such a design is verified by
comparing with 1) “point-wise fitting” that directly adopts
PSG [14] to regress the skeletal points, 2) “line-wise fitting”
that removes the SurSkeDecoder and only deforms the input
1D primitives for regression of skeletal points, 3) “square-
wise fitting” that removes the CurSkeDecoder and only
deforms the input 2D primitives for regression of skeletal
points, and 4) “shared line-and-square fitting” that uses a
single MLP, instead of using the parallel CurSkeDecoder
and SurSkeDecoder, to learn deformations of 1D lines and
2D squares. Note that end-to-end training is enabled in the
above variants via our proposed point2voxel layer, and the
Laplacian regularizer is also used in the last three of the
above variants; to investigate the efficacy by their owns, we
further compare with 5) SkeletonNet whose training is not
regularized by Laplacian smoothness, and 6) SkeletonNet
whose first module for the intermediate skeletal point set
and second module of volumetric refinement are separately
trained. We make the comparisons based on two measures:
1) CD between the predicted K and the ground-truth K∗,
and 2) IoU between the final output V from each of
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Fig. 5: Qualitative comparisons between SkeletonNet and its variants. These variants replace the module of SkeletonNet
for producing the intermediate results of skeletal point set from input RGB images. (a) Input image; (b) point-wise fitting;
(c) line-wise fitting (with Laplacian regularization); (d) square-wise fitting (with Laplacian regularization); (e) shared line-
and-square fitting (with Laplacian regularization); (f) SkeletonNet without Laplacian regularization; (g) SkeletonNet; (h)
Ground truth. Please refer to the main text for specific settings of these variants.
category plane bench cabinet car chair monitor lamp
CD (×0.001) 1.153 1.245 1.901 0.918 1.473 1.879 3.357
IoU (×100) 38.49 36.72 55.00 67.68 38.78 35.82 35.12
category speaker firearm couch table cellphone watercraft mean
CD (×0.001) 2.787 0.882 1.608 1.728 1.124 1.530 1.660
IoU (×100) 54.35 38.91 47.38 40.02 55.94 44.55 45.29
TABLE 3: Quantitative results of our SkeletonNet and its intermediate predictions of skeletal point set on all of 13 categories
in ShapeNet [40]. Skeletal point set is measured by Chamfer distance (CD), and skeletal volume is measured by intersection-
over-union (IoU).
(a) (b) (c) (d) (e) (f)
(a) (b) (c) (d) (e) (f)
Fig. 6: Qualitative comparisons between the SkeletonNet
module of volumetric refinement and its variants. (a) Input
image; (b) the intermediate result of skeletal point set; (c)
quantization and morphological dilation; (d) subvolume
synthesis alone; (e) our used module of globally guided
subvolume synthesis; (f) ground truth.
these variants and the ground-truth V ∗, where the same
SkeletonNet module of volumetric refinement is used for
producing V from K. Table 1 gives the comparative results,
which are obtained on the ShapeNet chair category. Clearly,
point-, line-, and square-wise deformations may not well
fit the skeletal point sets, and shared line-and-square fitting
is inferior to be responsible for regression of both skeletal
curves and skeletal sheets. It is also observed in Table 1
that Laplacian regularization is important to constrain the
deformations by connecting neighboring points on lines and
squares, and gives a high-quality final result of skeletal
volume. The end-to-end training enabled by Point2Voxel
layer gives rise to more accurate predictions of skeletal
point cloud and volume. These observations are further
demonstrated by examples of qualitative results in Fig. 5.
We further evaluate the SkeletonNet module of volumet-
ric refinement, which produces the final output V from the
intermediate K. Given K, V can be alternatively obtained
by 1) directly quantizing skeletal points inK into voxels and
performing morphological dilation, and 2) using subvolume
synthesis of the module without global guidance. Quanti-
tative results in Table. 2 confirm the efficacy of our used
module. Examples of qualitative comparisons are shown
in Fig. 6, where we observe that the global guidance is
important to recover the topological structure that may have
been lost in the intermediate result of skeletal point set.
We finally report in Table 3 our results of skeletal point
set and skeletal volume on other categories of ShapeNet.
These results tell that the difficulties of learning skeletons
for different categories vary greatly, with cabinet, cellphone,
and couch as the easier ones; this is reasonable since most of
the instances from these categories have simple topologies.
Example results are also shown in Fig. 7; complex topologies
and thin structures, such as rods of chair, legs of table, and
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Fig. 7: Visualization results of our proposed SkeletonNet and its intermediate predictions of skeletal point set. (a) Input
images; (b) The produced skeletal points; (c) The ground-truth skeletal points; (d) The refined skeletal volume; (e) The
ground-truth skeletal volume.
holder of lamp, are successfully recovered in the resulting
skeletons, which are expected to help the downstream task
of mesh recovery.
7.2 Explicit and Implicit Mesh Recoveries from Skele-
tons
Skeleton is an interior representation of object surface that
preserves the surface topology; in this section, we conduct
experiments to study its benefits to recovery of surface
mesh. The studies are conducted under the task setting of
learning mesh recovery from a single RGB image. Specifi-
cally, for explicit mesh recovery, we use the skeletal volume
produced by SkeletonNet as input of our SkeGCNN model
introduced in Sec. 5; for learning an implicit surface field,
we use the SkeDISN introduced in Sec. 6, which extracts
features from the skeletal volume to regularize the field
learning. We compare SkeGCNN and SkeDISN with the
corresponding groups of state-of-the-art methods.
Learning a surface mesh explicitly via vertex deforma-
tion is pioneered by AtlasNet [12]; due to its use of multiple
initial meshes, the method fails to produce a closed, water-
tight mesh. Pix2Mesh [15] resolves this issue by deforming a
single mesh of fixed topology. TMNet [18] further improves
the technique to generate object surface of complex topol-
ogy, by designing a module of face pruning that is able
to dynamically adjust the topology during the deformation
process. We quantitatively compare our SkeGCNN with
these methods in Table 4 under the measure of CD and Table
5 under the measure of IoU, where results are obtained by
13 ShapeNet categories. We use the publicly released codes
to implement these methods; for a fair comparison, their
training hyper-parameters have been optimally tuned to the
data used in our experiments. Under both the measures of
CD and IoU, our results of deforming the input skeletons
are significantly better than those of existing methods on
most of the 13 categories, except the categories of couch
and cellphone, whose topologies are relatively simple and
for which TMNet achieves the best results. Examples of
qualitative results in Fig. 8 tell that in terms of generating
meshes of complex topologies, our method and TMNet are
able to generate mesh results with some thin structures, and
our results tend to be better than those of TMNet, while
AtlasNet and Pix2Mesh fail to do so.
Mesh recovery via implicit field learning gains an in-
creased recent popularity, with methods proposed for learn-
ing deep field functions whose outputs are in different
formats. For example, IMNet [21] and OccNet [20] learn
shape-decoding networks whose binary outputs indicate
whether a sampled point in the 3D space is inside or outside
the object surface; DISN [23] learns a network of signed
distance function whose output represents the distance of
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Category
Implicit Explicit
OGN IMNet OccNet DISN SkeDISN P2M AtlasNet TMNet SkeGCNN
plane 4.765 1.929 1.967 1.674 1.243 2.816 1.733 1.459 0.771
bench 7.645 2.925 2.152 1.794 0.944 2.809 2.427 2.020 1.037
cabinet 2.531 2.705 1.773 2.177 1.921 2.463 2.362 1.857 1.468
car 1.129 1.704 1.354 0.962 0.925 2.880 3.426 1.692 0.675
chair 6.418 2.718 2.258 1.538 1.248 2.763 1.622 1.485 1.138
monitor 3.726 2.518 2.080 2.150 1.084 3.027 2.005 2.637 1.316
lamp 11.274 8.156 15.899 6.144 3.958 5.357 4.609 5.450 2.540
speaker 5.772 4.583 3.392 3.327 2.582 7.142 3.173 3.486 2.446
firearm 1.935 2.259 2.128 1.310 0.645 1.016 2.754 1.706 0.685
couch 4.488 2.574 1.755 1.850 1.141 2.482 2.038 1.049 1.256
table 7.178 4.239 2.739 3.127 1.917 5.470 2.246 2.540 1.718
cellphone 2.137 1.322 1.366 1.036 0.839 1.487 1.699 1.088 1.127
watercraft 3.941 3.819 3.319 3.165 1.885 3.049 2.428 2.318 1.064
mean 4.842 3.189 3.249 2.327 1.564 3.263 2.502 2.214 1.326
TABLE 4: Quantitative comparisons (Chamfer distance ×0.001) of our method against state-of-the-arts on ShapeNet
dataset. The lower is better.
Category
Implicit Explicit
OGN IMNet OccNet DISN SkeDISN P2M AtlasNet TMNet SkeGCNN
plane 50.44 58.33 53.45 65.01 66.41 31.43 53.73 59.06 61.06
bench 48.85 56.54 56.81 61.61 64.30 42.11 48.79 53.42 58.31
cabinet 61.98 57.63 61.92 64.45 67.05 58.43 41.23 52.31 59.22
car 81.50 78.57 79.22 83.56 84.36 55.25 51.15 72.38 76.03
chair 54.70 55.14 61.10 60.54 64.97 50.70 48.56 51.02 61.71
monitor 55.74 61.48 57.04 63.53 67.37 45.75 49.88 56.75 57.07
lamp 44.15 41.73 50.17 48.32 53.39 41.83 36.49 40.73 52.24
speaker 56.90 61.29 61.99 65.34 70.00 54.17 43.37 54.74 60.25
firearm 59.08 59.88 53.96 71.86 73.46 56.24 56.07 60.16 65.76
couch 63.95 66.13 71.09 70.88 74.72 59.70 49.17 58.76 63.13
table 55.36 50.77 59.78 50.44 61.62 40.99 46.52 47.92 58.35
cellphone 69.59 73.44 70.96 76.11 75.55 69.36 53.60 72.18 69.43
watercraft 55.95 61.78 58.47 71.86 69.09 44.52 56.12 58.44 63.31
mean 58.32 60.21 61.23 65.65 68.64 50.04 48.82 56.68 62.46
TABLE 5: Quantitative comparisons (Intersection over Union ×100) of our method against state-of-the-arts on ShapeNet
dataset. The higher is better.
the sampled point to the underlying surface. Our SkeDISN
largely follows DISN; we adapt its architecture a bit to
output binary results of in-out classification, which is more
compatible to include features from the input skeletal vol-
ume. As a baseline, we also compare with OGN [31], which
is the state-of-the-art method to output octree-based surface
volume. Again, these methods are implemented using their
publicly released codes, with hyper-parameters optimally
tuned for the data of our experiments. Quantitative results
in Tables 4 and 5 confirm the efficacy of using skeleton
features to regularize the implicit field learning, where
results of our SkeDISN are significantly better than those
of existing methods under both the measures of CD and
IoU. Qualitative results in Fig. 8 suggest that DISN and
our skeleton-regularized version are the better methods to
reconstruct object meshes of complex topologies.
By comparing the results in Tables 4 and 5 between
explicit and implicit methods, one may observe that there
exists no a generally good choice of current measure to
quantitatively evaluate different methods from all perspec-
tives; CD may better evaluate the algebraic quality of recov-
ered meshes, for which explicit methods perform better, and
IoU may better evaluate the topological quality of recovered
meshes, for which implicit methods seem prevail. However,
visual comparisons in Fig. 8 suggest that explicit methods
still have their merits even in terms of recovering object
meshes of complex topologies. These results suggest that
further studies in future research are necessary to under-
stand the respective pros and cons of explicit and implicit
surface recovery methods.
Ablation studies Our proposed SkeGCNN and SkeDISN use
as inputs the skeletal volumes produced by SkeletonNet. In
fact, skeletal volumes may also be obtained by training a
state-of-the-art volume synthesis method, e.g., OGN [11],
using the ground-truth skeletal volumes in our ShapeNet-
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(a) Image (b) HSP (c)IMNet
 
(d)OccNet (e) DISN (f)Ours Implicit (g) P2M (h)AtlasNet (i)TMNet (j)Ours Explicit (k)Ground truth
(m) (n) 
(a) (b) (d) (e) (g)   (h) (c) (f) (i) (j) (k) (l) 
 
Fig. 8: (a) Input Images (b) OGN; (c) IMNet; (d) OccNet; (e) DISN; (f)SkeDISN; (g) Pixel2Mesh; (h) AtlasNet; (i) TMNet; (j)
SkeGCNN; (k) Ground Truth.
Method CD (×0.001) IoU (×100)
OGN + SkeGCNN 4.485 49.84
SkeletonNet + SkeGCNN 1.154 62.90
OGN + SkeDISN 1.534 61.70
SkeletonNet + SkeDISN 1.230 65.20
TABLE 6: Ablation studies on the effectiveness of Skele-
tonNet for the downstream tasks of explicit and implicit
mesh recoveries. Results are obtained on the ShapeNet chair
category.
Skeleton dataset. We thus conduct ablation studies by re-
placing SkeletonNet with an OGN based volume synthesis
network. We note that OGN is considered as an efficient
method for synthesizing high-resolution volumes (e.g., vol-
umes of 2563). We conduct the ablation experiments on the
(a) (b) (c)
(a) (b) (c) (d) (e) (f)
(a) (b) (c) (d) (e) (f)
Fig. 9: Example results of the ablation studies on the ef-
fectiveness of SkeletonNet for the downstream tasks of
explicit and implicit mesh recoveries. (a) Input image; (b)
OGN + SkeGCNN; (c) SkeletonNet + SkeGCNN; (d) OGN +
SkeDISN; (e) SkeletonNet + SkeDISN; (f) Ground truth.
ShapeNet category of chair. Quantitative results in Table 6
confirm that for both explicit and implicit mesh recoveries,
our proposed SkeletonNet provides skeletal volumes that
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are more effective for the downstream tasks. Our advantage
can be attributed to the learning of the intermediate skeletal
point sets. Example results in Fig. 9 reflect this advantage.
7.3 Additional Results
In this section, we present additional results, mostly in
variant task settings, to show the general usefulness of our
proposed methods.
Interpolation of skeletons SkeletonNet takes an RGB image
of an object instance as input, and outputs its skeletons in
both point set and volume based representations. In general,
inputs of different instances correspond to different skeletal
results. It is interesting to observe the results in between, i.e.,
the interpolations of skeletons between two results corre-
sponding to two RGB inputs of different instances, possibly
of different object categories. To this end, given two RGB
inputs, we simply interpolate their global feature vectors
from the image encoder, and then use the interpolated
features for inference of skeletal point sets and the refined
skeletal volumes. Example results in Fig. 10 show that, by
using different weights of combination, the interpolated
results demonstrate a gradual transition of plausible shapes
from skeletons of chair to those of table.
(a) (b) (c) (d) (e) (f)
(a) (b) (c) (d) (e) (f)
(a) (b) (c) (d) (e) (f)
(a) (b) (c) (d) (e) (f)
04379243_2f07c5_04256520_1b17f8
04379243_c25167_04256520_1b17f8
02691156_a98038_02958343_82ede8
02958343_b17363_03001627_df5
5d3
03001627_c1b64f_04256520_1b17f8
Fig. 10: Example results of skeleton interpolation in the
forms of skeletal point set (bottom) and skeletal volume
(top).
Result gallery In Fig. 11, we show additional results of our
proposed SkeGCNN and SkeDISN respectively for explicit
and implicit mesh recoveries. Generally speaking, the ex-
plicit method of SkeGCNN gives smoother mesh results,
and the implicit method of SkeDISN gives results with more
surface details, which may translate as improved quality for
surface of complex topologies.
Mesh Recovery from multi-view inputs Our methods can
be easily extended to take multiple RGB images of different
views as inputs, and the results are expected to be improved.
To achieve skeleton based mesh recovery from multi-view
images, we modify SkeletonNet, SkeGCNN, and SkeDISN
simply by conducting parallel feature encodings of the
input views using their respective image encoders, and then
aggregating the obtained global (and local) feature vectors
via max pooling. Example results in Fig. 12 tell that for
objects of complex topologies, using additional views help
mesh recoveries of both explicit and implicit methods.
Generalization on real images We finally validate our
SkeDISN and SkeGCNN on Stanford online product images
without further finetuning. Example results in Fig. 13 show
that both our explicit and implicit methods are able to
generalize to novel instances in real images.
(a) (b) (c)
 
(d)
(a) (b) (c)
 
(d)
(a) (b) (c)
 
(d)
Image SkeDISN SkeGCNN Image SkeDISN SkeGCNN
Fig. 11: Additional results of explicit and implicit mesh
recoveries given by our proposed SkeGCNN and SkeDISN.
View1 SkeDISN SkeGCNN View2 View3 SkeDISN SkeGCNN
Fig. 12: Example results of multi-view mesh recovery from
our proposed SkeGCNN and SkeDISN.
8 CONCLUSION
Recovering the surface shape of an object from one or a
few perspectives of images is a fundamental yet challenging
computer vision task. This work proposes to learn the
topology-preserved, skeletal shape representation, and uses
the learned representation to assist the surface recovery task
of interest. In order to learn the skeletal representation, we
propose an end-to-end, trainable SkeletonNet that is able
to generate a high-quality skeletal volume via a bridged
learning of a skeletal point set. The obtained skeletal volume
can be used either as a bridge to explicitly recover a surface
mesh in our proposed SkeGCNN, or as a constraint to
regularize the learning of an implicit surface field in our
proposed SkeDISN. Thorough experiments confirm both the
efficacy of SkeletonNet for producing high-quality skele-
tal representations, and its usefulness for the downstream
surface recovery tasks. In future research, we are interested
in discovering the usefulness of skeletal representations for
other shape analysis and reconstruction tasks.
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Fig. 13: Example results of SkeGCNN and SkeDISN on
novel instances contained in real images of Stanford online
product images. For each of five instances, top row shows
the input images, middle row shows the results of SkeDISN,
and bottom row shows the results of SkeGCNN.
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