Abstract. The problem is to calculate a simple zero of a nonlinear function f. We consider rational iterations without memory which use two evaluations of f or its derivatives. It is shown that the optimal order is 2. This settles a conjecture of Kung and Traub that an iteration using n evaluations without memory is of order at most 2"-1, for the case n 2.
memory is of order at most 2"-1, for the case n 2.
Furthermore we show that any rational two-evaluation iteration of optimal order must use either two evaluations of f or one evaluation of f and one of f'. From this result we completely settle the question of the optimal efficiency, in our efficiency measure, for any two-evaluation iteration without memory. Depending on the relative cost of evaluating f and f', the optimal efficiency is achieved by either Newton iteration or the iteration q defined by ,(f)(x)= x f2(x) f(x+f(x))-f(x)
1. Introduction. We deal with optimal iteration for calculating a simple zero of a scalar function f of one variable, which is a prototypical problem of analytic computational complexity (Traub [9] ). Early work on this problem appears in Traub [7] , [8] while recent results are due to Brent, Winograd and Wolfe [1] , Hindmarsh [2] , Kung and Traub [3] , [4] , Rissanen [5] and Wozniakowski [12] . Surveys of recent advances are given by Traub [10] , [11] . In this paper, we consider only iterations without memory.
Kung and Traub [4] observe that a reasonable efficiency measure of an iteration q with respect to f should be defined as (1.1) e(,f) log2 p(q) v(qg, f)+a(q)' where p(q) is the order of convergence of q, v(q, f) is the evaluation cost and a(q) is the combinatory cost. For a given f, we are interested in finding an upper bound on e(q, f) and hopefully obtaining an iteration which attains this upper bound. To bound e(, f) we must know the dependence of p(q), v(q, f), and a(q) on n, the number of evaluations.
Let P, denote the maximal order achievable by an iteration using n evaluations. conjecture that, for iterations without memory, (1.2) P, =<2"-', n 1, 2,.. -. In this paper, we study rational two-evaluation iterations without memory. We settle the conjecture for n 2. We could define and analyze rational oneevaluation iterations without memory and prove the conjecture for n 1. [' at x + O(f (x) ).
In this paper, we define cost to be the number of arithmetic operations needed. Let E2(f) denote the optimal efficiency achievable by a rational twoevaluation iteration withcut memory. We show that in our efficiency measure, given by (1.1),
where c(f) and c(f') are the costs of evaluating f and f', respectively. Depending on the relative cost of evaluating f or f', the optimal efficiency E2(f) is achieved by either Newton iteration
The iteration 4' is derived by Traub [8, . It may also be derived as a special case of Steffensen's iteration [6] .
Basic concepts are introduced in 2. In 3, we outline the proof of optimal order for n 2, with the details given in the following section. Optimal efficiency is studied in the final section. 
for some f D and both f(h)(Zo) and f(k)(z) appear formally in q(f)(x), we say q is a rational two-evaluation iteration without memory. Let 2 denote the set of all rational two-evaluation iterations without memory.
For 0 e D., Uo and h can be chosen such that Uo(x) =-x and h 0 (Theorem 4.1). Hence by (2.3) and (2.4), Zg' bi..i(x)fi(x)(f')(z,)) (2.6) ,(f)(x) x + ., ci.(x) f'(x)(f'(z,)) By (2.1) and (2.5) ,
Substituting the right-hand side of (2.7) for f(k(z) in (2.6), we can express o(f)(x) formally in terms of x, f(x), f((x), f(/)(x),.... Hence we can define functions M'R-R such that (2.8) 
where h,(x) depend explicitly on x, f()(x), f(+l)(x), , but not on f (x). It is often desirable to express o(f)(x) by (2.8) . We call the right-hand side of (2.8) 
exists for a constant S(q, f) and S(q, f) 0 for at least one f D. We define p() as the order of convergence (order) of .
We assume that one arithmetic operation takes one unit time. Let c(f <i)) denote the time needed to evaluate f<0, i= h, k. Let a() denote the time to compute (f)(x) from x not counting the time to evaluate f and f). We define the efficiency of with respect to f D as log p()
(See Kung and Traub [4] .) We could easily define iteration without memory and order of convergence in a more general setting, and some of our theorems would still hold. We have chosen here to limit our scope because we wish to focus on optimal efficiency. This is settled by Theorem 5.1, where the hypothesis of rational two-evaluation iteration is crucial. Furthermore, we wish to avoid complicating the proofs. Specifically, Theorem 4.1 holds for analytic iterations satisfying properties 2 and In Theorem 4.2, we show that any iteration with order -> 2 has canonical form of the type given in (3.1) , and that any iteration of order >= 3 has canonical form of the type given by 1
(The formulas for Ai(x) for iterations of arbitrary order were established by Traub [8, 5.1] in a somewhat different setting. See also Kung and Traub [3, Thm. 6.1] .)
The main result on optimal order is given in Theorem 4.4 which states that a rational two-evaluation iteration without memory has order at most two. The proof uses a "comparison series" technique first exploited by Traub [7] , [8, especially Thms. 5.2, 5.3 and Chap. 9] and also by Kung and Traub [3, Thm. 6.1] . We compare the canonical form of a rational two-evaluation iteration with the canonical form given by (3.2) and show these forms must be different. Hence the order is less than 3, and since order is an integer in our setting, this implies the order is at most 2. (4.4) o(f)(w) G(w, yo(W), y,(w)).
Since Zo(W)= Uo(w)# w and z(w) w, there exists a polynomial q such that q(w) 0, q'(w)= 1,
Obviously, q D and Cq w. By (4.3) with f replaced by q, (4.5 w U2(w, yo(W), y(w)).
Equations (4.4) and (4.5) To prove the theorem it suffices to show the following: q'h'(w) f'(w), qO')(Zl(W)) fO')(Zl(W)).
Clearly, q e D and cq w. Therefore we can again show that q(f)(w) w. This is a contradiction.
To simplify notation, in the rest of the paper we shall often write f, A, a, b., c, for f'(x), A(x), a(x), b,(x), c,(x), respectively.
Recall that for q 6 , we can express q(f)(x) by its canonical form, i.e., (4.6) Proof. We shall only prove the second part of the theorem. The first part may be proved analogously.
Define an iteration such that for any f 6 D, f f" (4.7) (g(f)(x) x f, 2f;$f 2.
It is well known that p(3)= 3. (For example, see Traub [8, 5.1] .) Define
Then by (4.6) and (4.7), (ii) Assume that ao(x) x. Then the set {xJao(x) x} has measure zero. Note that (4.10) f'(zl) f')(ao(x))+f'+'(ao(x))(al(x)f (x)+ a2(x)f2(x)+ .)+.... (4.17) o uf' 1 f" 3) f--f
Suppose that , 0 and 0 for < n. Then by (4.17) , (4.18) v=0 fori<n+l, (4.19) f 'v,+, -i,, (4.20) 2f'3v.+2 -,f"-2f'2,+,. , C,,o + Co,,(1 + af'), 2 C2,o + Cl,,(1 + a,f')+Co,2(1 + a,f')g+co,(a2f +(a/2)f"), (4.21) i.,=C,,o+C2,,(l+af')+c,,2(l+a,f')e+co,,(l+alf') +C,,l(a2f' +(a/2)f")+ 2Co,2(1 + a, f')(a2f' +(a2,/2)f'') + Co,,(af'+ a,af"+ (a2/6)f"').
Since/,, #: 0 and i 0 for < n, by (4.21) one can easily see that (4.22) c,,j 0 whenever + j < n.
Hence /. C.,o+ C.-,.1(1 + all')+""" + Co,.
(1 + a,f')", >,+, c,+,,o+ c,,,(1 +a,f')+.." + Co,,+,(1 +a,f') "+' + C.-,,l(a2f' +(a/2)f")+ 2C.-2,2(1 + a,f')(a2f' +(a/2)f") +'" + nco,, (1 + a, f')"-'(aif'+ (a 2/2)f"). Comparing the coefficients of/'"+2, f,.+l, f,,. in (4.23), we get (4.24) bo,,+l bl,, 0, (4.25) b2,,_1 -aco,,,.
Comparing '2 Comparing the coefficients of f,.-1 and f'" in (4.28) and (4.29) , respectively, we get (4.30) b3,.-2 (4.31) (n-2)b,,_ =-(n-1)c,,,_,a,. Equations (4.30) and (4.31) Suppose that ca,o 0. Then since by (4.32) , C,o+Co, =0, Co,1 #0. Hence to compute gc,fi(x)fJ(z) from f(z) needs at least one arithmetic operation. Suppose, on the other hand, that cl,o=0. Then Co, =0. Since/x, -0, by (4.3) , c, S0 for some i, j with i+j>-2. Hence to compute g ci,jf(x)f(z) from f(x) and f(zl) again needs at least one arithmetic operation. [3 For any f 6 D, define E2(f su e(, f ).
Then E2(f) is the optimal efficiency achievable by a rational two-evaluation iteration without memory with respect to f. By Theorem 4.4 and i.e., Newton iteration is optimal.
(ii) /f c(f') >= c(f + 3, then 1 E2(f)=2c(f)+5'
i.e., the iteration defined by (1.4) is optimal.
