We introduce a tool to build a surface mesh able to deal with sparse, heterogeneous, non-parallel, cross-sectional, non-coincidental contours and show its application to reconstruct surfaces of the heart. In recent years, much research has looked at creating personalised 3D anatomical models of the heart. These models usually incorporate a geometrical reconstruction of the anatomy in order to better understand cardiovascular functions as well as predict different cardiac processes. As MRIs are becoming the standard for cardiac medical imaging, we tested our methodology on cardiac MRI data from standard acquisitions. However, the ability to accurately reconstruct heart anatomy in three dimensions commonly comes with fundamental challenges-notably, the trade-off between data fitting and expected visual appearance. Most current techniques can either require contours from parallel slices or, if multiple slice orientations are used, require an exact match between these contours. In addition, some methods introduce a bias by the use of prior shape models or by trade-offs between the data matching terms and the smoothing terms. Our approach uses a composition of smooth approximations towards the maximization of the data fitting, ensuring a good matching to the input data as well as pleasant interpolation characteristics. To assess our method in the task of cardiac mesh generations, we evaluated its performance on synthetic data obtained from a cardiac statistical shape model as well as on real data. Using a statistical shape model, we simulated standard cardiac MRI acquisitions planes and contour data. We performed a multi-parameter evaluation study using plausible cardiac shapes generated from the model. We also show that long axes contours as well as the most extremal slices (basal and apical) contain the most amount of structural information, and thus should be taken into account when generating anatomically relevant geometrical cardiovascular surfaces. Our method is both used on epicardial and endocardial left ventricle surfaces as well as on the right ventricle.
Introduction
In recent years, much research has looked at creating personalised 3D anatomical models of the heart [1] [2] [3] [4] . These models usually incorporate a geometrical reconstruction of the anatomy in order to understand better cardiovascular functions as well as predict different processes after a clinical event. Besides being fundamental to shape analysis, they are a prerequisite to electrophysiological and mechanical simulations with finite element analysis tools [5] . Furthermore, personalized shape models are increasingly used for surgical planing via 3D printing or device innovation [6, 7] . However, the ability to accurately reconstruct heart anatomy from contoured magnetic resonance images (MRI) in three dimensions commonly comes with several challenges. The main challenge of standard cardiac magnetic resonance (CMR) is the slice misalignments in 3D caused by acquiring the images at separate breath holds. If corrected, the more notable challenge is the trade-off between data fitting and expected visual appearance of the resulting mesh. Most works in the literature tend to over regularize, or bias a data fitting process towards a smooth result [8, 9] . Other methods work based on templates or shape prior, which are usually learned on normal patient anatomies, and tend to fail when presented with abnormal data, or any data outside the learned model [10] . Our approach differs in this, as we maximize the data fitting by composing smooth deformations on a smooth surface. In this paper, we propose a process to reconstruct a geometrical 3D surface mesh from a set of contours, partially representing an underlying heart shape anatomy, available from manual delineations or from automatic segmentations.
Whilst cardiac computer tomography (CT) images provide high anatomical resolution, contours obtained from CMR images were used as they provide additional information, non-invasively, about myocardial structure using techniques such as late Gadolinium enhancement or Diffusion Tensor MRI. In CMR, image acquisitions are typically composed of a stack of short axes (SAX) ranging from 8-12 slices, around 8 mm thick, with a 2 mm gap between slices, and one or more long axes (LAX). Contouring (also know as segmentation or delineation of the anatomical structures) of these typical acquisition protocols result in a spatial configuration of curves delimiting the anatomical structure of interest. These sets of curves are sparse since usually within the SAX stack they are 10 mm apart leaving large gaps to be filled, and cross-sectional since they comprise SAX as well as LAX view contours. Manual or automatic contouring methods are seldom able to account for the 3D environment, which can lead to spatial inconsistencies between long axes and short axes' contours. Due to the delineations not being able to grasp perfectly the global 3D shape of the heart, contour-to-contour distances between these contours cannot be minimized to obtain perfect coincidence and therefore spatial 3D consistency [11] .
A good example of this occurs in LAX, where papillary muscles can be hard to differentiate from myocardium, which can result in their inclusion in the myocardial volume, in spite of their exclusion in SAX. Furthermore, due to the image acquisition occurring at different breath holds, as well as any patient movement inside the scanner, the contours might be misaligned. This tends to further increase their discrepancies and extra steps might be needed to correct for this misalignment [11] . This post-acquisition correction of the pose of the images can lead to losing the parallelism in the SAX stack. Finally, since many cardiomyopathies are localized in the left ventricle (LV), many previous efforts were focused on methodologies specifically designed or tuned for the LV. This paper is an extension of our conference paper [12] . There exist significant extensions-notably a thorough evaluation of the reconstrucion parameters, as well as the use of a statistical shape model to generate realistic anatomical shapes allowing a broader and more comprehensive assessment of our technique.
The main contributions of this work are:
• Development of a surface reconstruction method capable of dealing with non-parallel, cross-sectional, sparse, heterogeneous, and non-coincidental contours, • Use of our technique on the surfaces of the left ventricle as well as on the right ventricle, • Evaluation of our method on several realistic shapes generated from a statistical shape model, as well as on real data data consisting of normal and abnormal pathologies.
State of the Art
Whilst simple heart models can be used for electrophysiological or mechanical studies, patient-specific meshes require more complex and accurate anatomical models [13] . These models are commonly characterized through 3D meshes, on which shape analysis or finite element methods can be performed. From a set of contours, or eventually, point cloud, a surface mesh can be generated and act as an input to create a volumetric mesh. Depending on the complexity of the surface mesh needed, many parameters need to be taken into account-notably the trade-off between data matching and expected visual appearance of the resulting mesh [2, 13] . The prior art for mesh reconstruction is considerable, and we invite the reader to consult [14] [15] [16] for a more in-depth look into current techniques.
Many approaches have been developed in order to produce surface reconstructions from planar contours; however, we were unable to find any method to work with our data consistently, or with data formed by parallel or quasi-parallel noisy contours, with or without cross-sectional information, that may or may not be coincidental. Furthermore, as CMR data is quite sparse, since each of the SAX contours lie around 10 mm apart, we needed a method that worked robustly on non-dense datasets.
According to [16, 17] , surface reconstruction methods broadly fall under three distinct categories: region growing, computational geometry, and functional methods, all of which can be further divided into interpolating or approximating methods.
Region growing algorithms propagate information from all the points, starting from an initial seed. The most notable of these methods is the ball pivoting algorithm (BPA) [18] . The ball pivoting algorithm is an interpolating technique to generate an alpha-shape surface given an oriented point cloud. In 2D, given an initial seed point, a circle of a chosen radius iterates from point to point connecting them via edges. This process can be extrapolated to higher dimensions. This technique can tend to fail for complex geometries and as they rely on point normals they are more suited for dense point clouds, with well defined normals.
Computational geometry methods explore all the surrounding neighbourhoods of all the sample points in order to find the best neighbouring candidate points for each of the samples. The most prominent of these techniques is the Delaunay triangulation. Delaunay triangulation is an explicit method that relies on finding a unique triangulation for all points given a set of points [16] . Lim et al. [19] use Delaunay triangulations in order to reconstruct a cardiac mesh given a set of parallel SAX contours. By computing a connectivity tree between the set of contours, they project adjacent contours onto a 2D plane, where a Delaunay triangulation is computed between the contours, before projecting them back to 3D. Another technique when presented with sparse planar point clouds is to interpolate between the planes. Many algorithms exist to interpolate between contours; however, results are not reproducible between algorithms, which causes discrepancies in further analysis [3] . The method in [20] starts with an initial mesh and proceeds to iteratively refine the mesh. However, equivalently to [2] , the input data must have coincidental points at the intersection for the method to work.
Functional methods tend to find a function that best approximates a surface given a set of points, via sets of functions. In [2] , the surface mesh is constructed by optimising over the topology, using a level-sets approach, and having the genus as a control parameter. In order for the resulting mesh to represent the most accurate anatomical representation, an image volume is necessary. One of the drawbacks of the method is for the contours needing to have coincidental points at their intersections, which prevents the method from being used on standard CMR acquired data. To obtain uniformly distributed contour points, the authors in [21, 22] first fit a cubic periodic B-spline curve to the contours, allowing them to uniformly sample candidate points. The disadvantages of this approach is that it relies on the the number of control points selected, which in turn, smooths the overall mesh. The use of a template mesh in [9] can also cause the resulting mesh to be biased to the template. When presented with abnormal data, this bias will cause the resulting mesh to be unable to retrieve the abnormal shape. In the Poisson surface reconstruction technique [23] , an implicit function is fitted to the data using provided point normals, after which the reconstructed surface is obtained by extracting an isosurface. Similarly to the BPA algorithm, this method can tend to fail for complex geometries. Our method differentiates itself from these other works as it only utilises the input data without the need for normal calculations or for the contours to be coincidental.
Materials and Methods

Synthetic and Real Data
Both synthetic and real datasets were used. Synthetic data were generated through the use of a statistical shape model (SSM) obtained from [24, 25] and is available online (http://wp.doc.ic.ac.uk/ wbai/data/). Using the modes of variation, different plausible heart-like shapes were generated and used in our experiments. Having the SSM allowed for a quantitative evaluations of our method, since the generated meshes provide ground truth anatomies. Contours were synthesized by slicing the generated meshes at various spatial positions. Parallel and non-parallel contours, simulating a short axis stack, and cross sectional contours, simulating LAX, were produced and used as inputs to our method. We treated the generated shape meshes as ground-truth and compared our results against it. Regarding real data, we synthesised data by fitting the shape model to real contour data by optimizing the contour-to-mesh distances between the shape model and the contours.
The SSM was fitted to the segmented contours, applying Equation (1) . In doing so, we obtained the set of parameters b and transformation T that allowed us to generate the closest possible shape matching the provided contours. As the SSM was acquired from non-abnormal geometries, we used non-abnormal data as the SSM would not be able to generate abnormal shapes if fitted to irregular data. In order to fit the SSM to the data, we minimized the contour-to-mesh distances, such that:
where C i k is the i-th point on the k-th contour, X the mean shape model, Φ = (φ 1 , φ 2 , ...) are the SSM modes of variations, b are a set of parameters that, when applied to Φ along with the rigid transformation model T , generate a new shape. The error metric d is the contour-to-mesh distance. For each of the contours, the shape model with the minimum contour-to-mesh distance was obtained, and a set of spatially consistent contours were generated by slicing the mesh at the same planes as the CMR acquired contour planes. Figure 1 shows an example of such a mesh. In such a manner, we used 40 normal subjects to synthesize different meshes. These meshes were sliced at the same planes of the real contours, thus generating spatially consistent simulated contours, having the same spatial planes as standard CMR acquisitions. This allowed us to have a ground truth mesh with no spatial inconsistencies. Delineated normal and abnormal contours, acquired from cine images at end-diastole were used, which were obtained from a collection of CMR cases from the John Radcliffe Hospital, Oxford, UK (UK ethical approval IRAS project ID: 112814). We define normal and abnormal following the anatomical appearance and clinical condition of the subject. In order to not bias our quantitative assessments, we selected cases that had the same amount of slices, as this is roughly indicative of the hearts having the same height, since the images are taken at regular intervals. Finally, our data consisted of 24 cases, 10 normals, and 14 abnormals randomly selected from the previously mentioned collection. All of the cases were chosen as they have 11 contours, two LAX and nine SAX.
Initial Meshes
Our method requires an initial mesh M 0 . This mesh can be computed using various approaches, such as the convex hull of the input data, or by fitting a precomputed mesh to the data such as the meshes found in [8, 9, 19] . In our case, M 0 is computed as a tubular mesh connecting the contours, as explained below. Let C j be a set of contours, each lying on a plane with normal n j , where j is the contour index. A central direction is computed among all normal directions by computing the myriad following [26] . All normals lying within a neighbourhood of 20 degrees from that central direction are clustered together and their mean direction is used as main direction representing the long axis. In addition, the contours with normals in belonging to that cluster (which are expected to be the ones in SAX view) are then sorted from the most apical to the most basal (see Figure 2a ). Two extra points are added to C j providing an upper and lower lid, to fully enclose the initial mesh. We then proceed to create a rough initialization of the mesh by constructing a tubular surface going through the contours. For each of the contours, distribute K equally spaced contour points. A ruled surface approach is then used to obtain an initial mesh, where the initial triangle making up the mesh are composed of the set (C j (i),
, with i being the point index of the contours after resampling (see Figure 2b) . Depending on the availability of the LAX information, the algorithm initializes the lower bound mesh point from the lowest contour points in that plane, representing the apex, by using the LAX information. Analogously, the same can be done in the upper part of the mesh, where the upper mesh point, representing the most basal slice, is initialized as the mean position of the topmost contour points lying on the plane that contains such point.
Mesh Deformation
As the initial selected points make up the mesh, another set of contour points are selected as the data fitting terms, and act as attractors for the mesh. N points are sampled, using farthest point sampling, allowing for a representation of the global spatial distribution of the contour points. The farthest point sampling method [27] ensures that no contour is sampled more densely than any others. At this point, the initial mesh M 0 , the contours, and the attractor points are all scaled to a common reference frame that is irrespective of the units of the provided contours. Once all the preprocessing is achieved, a deformation field is computed by taking the closest point from each of the attractor points on the contours to M 0 . The points on M are pulled towards the corresponding attractor points, and this deformation is extrapolated via the use of approximating thin plate splines (TPS) [28, 29] . We apply this process iteratively in small consecutive steps, to ensure small, smooth deformations as per Equation (3). Let {P i }, lying on the surface M t , be the set of closest points to the attractor points {Q i }. Let F : R 3 → R 3 be the deformation field such as
with
where J d m is the TPS functional using derivatives of order m, and d the image dimensions, as defined in [28, 29] . In our case, we use J 3 2 . It should be noted that λ affects the data matching term. With the computed F, we perform a deformation M t+1 = F(M t ) iteratively, in a diffeomorphic manner, resulting in a composition of several smooth approximations approaching M towards the contours. This is is seen in Equation (3), where Q i is the location of the deformation applied on points {P}, towards {Q} as a factor of β. It can be shown that the points {P} asymptotically converge to {Q}. Once the mesh has been deformed, the mesh undergoes subdivision to increase its resolution, allowing for a more appropriate reconstruction of the geometry. We use the interpolating butterfly subdivision algorithm [30] , allowing us to increase the number of vertices, in a rounded manner, whilst keeping the position of the original vertices. Afterwards, we smooth our mesh using Laplacian smoothing, which can be seen in Equation (4) [31] , allowing us to clean and fair our mesh. The Laplacian smoothing is performed in the following manner:
where p represents the vertices, and p j represents the adjacent vertex to p i . It is well known that this smoothing operation usually shrinks the mesh [32] , and as such we follow the smoothing with an affine transformation between the original and final positions of the vertices. As the subdivision process can lead to extremely high amounts of triangles, the mesh is decimated, using quadratic decimation, which allows for some control over the amount of triangles while preserving its geometric characteristics [33] . The latter steps of subdivision, smoothing, and decimation occurs every S iterations. The overall pipeline can be seen in Figure 2 . The overall process starting from the farthest point sampling is repeated for a set number of iterations, or until some stopping criterion is achieved, such as the contours-to-mesh distance falls bellow a chosen threshold or a fixed number of iterations has been reached. In our case, we empirically found that good quality meshes were found after 250 iterations. That stopping criterion was used along all experiments performed in this work. 
Results
In order to assess our algorithm, we performed a series of experiments on both synthetic and real data, allowing us to assess all the different aspects of our methodology in a pertinent manner.
Simulation of CMR Acquisitions
Our mesh construction methodology requires a number of parameters to be chosen. Some parameters, such as the TPS regularization term λ or the number of Laplacian smoothing iterations, have an explicit effect on the overall resulting shape, whilst for others such as the farthest points sample size or the decimation parameter, this effect is less obvious. In order to evaluate good candidate parameters, we performed a multi-parameter study using synthesized contours from several instances of the SSM fitted to real contours.
A parallel coordinate plot, as shown in Figure 3 , allowed us to select the default parameters to generate our meshes. Each parameter has a certain effect on the resulting surface mesh. It can be seen in Equation (2) that the λ parameter controls the data matching strength. The higher λ is, the more reliant on the contours the method will be. In contrast, the lower the λ, the more spherical the resulting mesh will be. It can be noted, from the parameter exploration, that the Laplacian smoothing term, which is represented by the amount of iterations of L, and λ are linked with respect to data matching. Even with the lowest λ possible, if there is a low number of smoothing iterations, the resulting mesh will be close to the contours, but will be subject to the amount of decimations. As such, the mesh will tend to be quantitatively close to the contours but appear very wrinkled. It should be noted that, with a high number of decimations, the number of triangles increases, and can act as curvature control term. The higher the amount of decimations, the more curvature is possible, with regards to the overall mesh. Whilst this can result in a smoother looking mesh, the mesh has the possibility to be very convoluted. The farthest points parameter, controlled by the minimum inter-points distance allowable, does not appear to have much of an effect on the overall smoothness of the mesh, or the contour matching. However, as most of the normal case meshes, especially for the epicardium, can be geometrically simple (resembling a cylinder), the number of points needed to describe the geometry is low. With more convoluted geometries such as with some of the more severe abnormal cases, the lower the farthest points distance, the more likely the overall geometry will be captured. Figure A1 , in Appendix A, shows several cases for extreme parameter values.
In our case, the best parameter sets were found with a very high λ, a target reduction of 72.3%, and a small farthest point distance (from 2 to 4 mm inter-point distance). The red bands in Figure 3 show the cut off values for the parameters selection. Our method was initially tested in several scenarios and extreme values for its parameters were found empirically. Once extremal parameter values were found, each parameter was sampled accordingly. Some parameters, such as the target reduction, were sampled linearly, whilst others, such as λ, were sampled logarithmically. Using the cut off values on our requirements resulted in the most visually pleasing meshes with low mesh-to-mesh errors. These parameters were used for all of the resulting meshes in all of the experiments. Table 1 represents the mean, median, min and maximum mesh-to-mesh distances for the epicardium, endocardium, and right ventricular for 40 cases, having used the simulated contours described in Section 2.1 as inputs. This experiment allowed us to simulate contours at the same spatial poses as CMR acquired images. Furthermore, having fitted an SSM to real data, allowed us to obtain various shape models based on patient population. This allows us to assess the robustness of our methodology to the variations of shapes seen in the population. By having a ground truth mesh, we were able to compare our results in a quantitative manner without the inherent contour discrepancies. The resulting meshes, showing the different shape variations, can be seen in Figure A2 , Appendix B. The fifth to seventh y-axis represent the mean, median and min mesh-to-mesh error distances in mm, between the ground truth meshes and the generated meshes given the respective parameters. 
Synthetic Data
Short Axis Contours
In a first instance, we applied our method to a set of parallel SAX contours and observed the ability of our technique to recover the ground truth mesh by evaluating the mesh-to-mesh distance error. Our validation consisted of calculating the distances between vertices of our generated mesh to the ground truth mesh (mean shape of the statistical model) as shown in Figure 4 . We also assessed the effect the number of SAX had on the ability of the mesh to recover the original mesh by increasing the amount of SAX contours provided initially from 2 to 15, between the base and the apex. The results can be seen in Figure 5 . The fifth to seventh y-axis represent the mean, median and min mesh-to-mesh error distances in mm, between the ground truth meshes and the generated meshes given the respective parameters. 
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Short Axis Contours
In a first instance, we applied our method to a set of parallel SAX contours and observed the ability of our technique to recover the ground truth mesh by evaluating the mesh-to-mesh distance error. Our validation consisted of calculating the distances between vertices of our generated mesh to the ground truth mesh (mean shape of the statistical model) as shown in Figure 4 . We also assessed the effect the number of SAX had on the ability of the mesh to recover the original mesh by increasing the amount of SAX contours provided initially from 2 to 15, between the base and the apex. The results can be seen in Figure 5 . 
Short Axis and Long Axis Contours
In a second experiment, we assessed the impact providing LAX contour information had. Similarly to the first experiment, we looked at varying the amount of LAX contours and the effect it had on the overall mesh result, as well as look at the influence LAX positions had. Four SAX contours were chosen, and an increasing amount of LAX contours were provided as the initial input by adding a rotated version of the initial LAX contour every iteration. From an initial LAX, rotated versions were iteratively added using the following rotations: 90, 45, 135, 22.5, 157.5, 112.5, 67.5 degrees, respectively. Similarly to Section 3.2.1, the same analysis was performed. The mesh-to-mesh contour distance was calculated and overlaid on the ground truth mesh, as shown in Figure 6 . 
Non-Parallel, Non-Coincidental Contours
As our method is intended to be used with real data, we mimicked a standard acquisition. From the mean shape model, 10 SAX contours (resulting in 10 mm inter-slice distance) as well as two LAX contours (simulating two and four chambers' views) were generated. The contours were then perturbed, mimicking breath-hold related misalignment, by applying small random translations and rotations (in plane as well as out of plane). The translation and rotation perturbations were performed within the ranges described in [34, 35] . The resulting non-parallel, non-coincidental contours were given as an input to our algorithm. The resulting mesh can be seen in Figure 7a . The distance map overlaid on the contours is the distance from the resulting mesh to the input contours. The algorithm was also tested on a right ventricle, as seen in Figure 7b . 
CMR Acquired Data
Our reconstruction was applied to real data to show how it responds to both normal and abnormal cases. As we use expert delineated contours to build the mesh, there is no ground truth to assess our method on. However, we performed quantitative analysis on the real datasets by measuring the discrepancy between individual contours and the resulting mesh (contour-to-mesh distance). This measurement provides an evaluation of the "goodness of fit" of the mesh with regards to the input contours. An example of this can be seen in Figure 10 , as the blue box-plots (labelled OM). Each blue box-plot represents the contour-to-mesh distance distributions for each respective contour. It should be noted that there is an inherent contour discrepancy brought by the non-coincidental nature of the contours. It can be seen that the resulting mesh has a distance no bigger then 2 mm to each of the contours. The example showed was performed on the epicardium of an abnormal case with severe myocardial thickening, as seen in Figure 8 . This particular case was chosen as an example as we wanted a more complex geometry to demonstrate were the "fitting" effect would be noticeable. The resulting epicardial and endocardial surfaces can be observed in Figure 9 .
To further evaluate the individual impact each contour has on the resulting mesh geometry, we calculated the error distance from each of the contours to the output mesh, having removed that specific contour prior to building the mesh, in a leave-one-out fashion. In performing this experiment, we assess the ability of our method to interpolate missing information from the dataset, as well as analyzing the structural and morphological information provided by each cardiac contour. The red box-plots (labelled CM) in Figure 10 show the results applied to the same abnormal case (Figure 8 ). It can be observed that the contours where the highest amount of error occurred were the LAX, and the basal and apical slices. It can also be seen that the second contour left of the apical slice has a significant error when having the mesh generated without it. This is the region where myocardial thickening is most prevalent, as seen in Figure 8 . We performed the same leave-one-out experiment on all 24 cases for the epi-and endocardium. The results can be seen in Figure 11 . In order not to bias the experiment, we chose similarly sized hearts, each containing 11 images. As we obtain an error distance distribution for each of the contours, since each of the distance is the closest point-to-mesh distance for a contour, we calculated the mean, median, minimum and maximum distance values of each of the distributions. This resulted in 24 values for each of the statistical measurements. The squares and error bars on the graphs represent their distribution. From these graphs, it can be seen that, for the various normal and abnormal cases, the LAX along with the basal and apical slices are the slices where the distance error was more significant due to their structural information. This effect is more pronounced in the endocardium, as the geometry is more complex. It appears that the epicardium meshes rely more on the LAX and apical contours, whilst the endocardial meshes rely more on the information provided by the LAX and basal slices. Endocardial contour-to-mesh distance having built the mesh with the entire set of contours (labelled OM, which stands for "Original Mesh", in blue) and excluded contour-to-mesh distance having built the mesh without the excluded contour (labelled CM, which stands for "Computed Mesh", in red). 
Discussion
To be able to assess various aspects of our methodology, several experiments were carried out, using both synthetic and real data.
One of the biggest hurdles in validating methodologies on real data is the lack of ground truth. This can be due to the intra-inter user segmentation differences causing spatial inconsistencies, or slice misalignment due to breath hold related issues, or simply because the acquisition is sparse, providing partial views or information from the whole underlying anatomy. Due to the partial volume effect when acquiring CMR slices, the gap between contoured slices are significant, as CMR slices are typically 8 mm thick and separated by a 2 mm gap, creating around 10 mm spacing between each contour. This inherent gap between contour planes causes for existing anatomical features to be unobtainable or unrecoverable. Usually, the information between the gaps are interpolated, in-painted, or filled using prior information of what the geometry is believed to be. For this reason, we chose to use an SSM so that we had the global geometrical information, so that we may use it as ground truth.
As we wanted to quantify the ability of our method to work on standard CRM acquired data, without biasing the results to other indirect measurements, we simulated contours having the same spatial planes as real data, mimicking a real acquisition without inter-contour discrepancies. Furthermore, using the SSM allows us to generate legitimate, population-based, heart shapes. This is the main reason why we decided to use an SSM to generate ground truth with fully accessible anatomies, and to evaluate how well, as well as which parameters are required, for our method to mimic the completion of the gaps from only the provided partial contour information. By having possible entire heart-like shapes, we were able to validate and tune our method for the specific task of building cardiac anatomies. Using these synthesized contours, which include multiple SAX and LAX, we assessed the error between the generated mesh and the ground truth mesh given various parameter combinations. We assessed a total of 3440 parameter samplings over 40 fitted ground truth shapes generated from the SSM. Figure 3 , in Section 3.1, shows a parallel coordinate plot of the different parameters evaluated, and the resulting error metrics of the output results given those parameters. Assessing the combination of each parameter permutation allows for obtaining the most favourable set of parameters that result in the most similar shape given a set of contours. We define similar in terms of the shape that has the minimum mesh-to-mesh distance while maintaining a relatively low number of triangles. As such, our metrics of evaluation were the mean and medium mesh-to-mesh distances for each of the cases, as well as the number of triangles. Using the parallel coordinate plot allowed us to interactively select the parameter ranges of interest, which are highlighted in blue. These parameters were used as the default parameters for all of our resulting meshes.
We fitted an SSM to data acquired from a normal cohort, and generated contours from the resulting new shape at the same planes as the real contours. This experiment informs us on the ability to recover meshes from CMR acquired coincidental contours. Using these contours as inputs, we generated meshes, which can be seen in Figure A2 in Appendix B, and compared them to the fitted shape models. Table 1 shows the resulting statistical measures for all of the mesh-to-mesh distances for all of our output shapes. It can be seen that all of the mean and median values fall under sub-pixel accuracy. The maximum error distances show that the methodology performed worst on the right ventricles. As the right ventricles only had one horizontal long axis (which contains the four chambers of the heart), each of the right ventricles had one LAX contour. This long axis typically falls within one side of the right ventricle, and as such the most extreme distances were due to the geometrical information at the opposing areas only relying on the SAX information.
The method was applied to a stack of synthesized parallel contours and the result can be seen in Figure 4 . In order to capture the discrepancy between the ground truth and the resulting mesh, mesh-to-mesh distances were calculated. It can be seen in Figure 4c that the maximum discrepancy is around 2.5 mm for a human heart size. This error is the distance between the ground truth shape and the reconstructed mesh's most apical areas. As we do not have information at the apex due to the absence of LAX, it is expected that this is where the discrepancy would be highest. Elsewhere, distances appear no greater than 2 mm. To be able to assess the impact the amount of SAX contours have on the process, the distance between meshes was calculated by incrementing the number of equidistant SAX of the input data, in an iterative manner, starting with 2 SAX up to a stack of 15. The resulting box plot showing the distances can be seen in Figure 5 . It can be observed that there is a considerable reduction of distance discrepancies up until eight slices, after which the decrease in the distances is not as notable. In this experiment, 8-9 slices represent an average CMR acquired dataset as a SAX stack has generally an inter-slice distance of 10 mm. The outliers make up the error distances at the base of the mesh, where no information was provided.
The impact that long axes have on the provided data was then assessed. A stack of four short axis slices were selected at equidistant positions from base to apex, and 1-7 long axes were iteratively added simulating a radially oriented CMR acquisition. We evaluated the distance errors (see Figure 6) , which show that, as the amount of LAX increases, the error decreases. From the results, it can be seen that, after the addition of three LAX, there is negligible decrease in the error distances, as they all fall within 1 mm, which is of subpixel accuracy.
After assessing the SAX and LAX impact on the resulting meshes, we generated non-parallel, non-coincidental contours for both the left and right ventricle, as per Section 3.2.3. Due to breath-hold related issues, cardiac images are often misaligned, which must be corrected for, in order to minimize the coincidental discrepancy between contours. This step causes contours to lose their parallelism. Furthermore, as there also exist inherent contour discrepancies due to segmentation issues, there always remains slight contour-to-contour discrepancies in cross sectional pairs. Performing the experiment in Section 3.2.3 allowed us to assess our methodology's robustness to cope with this type of data. It can be seen in Figure 7 that, at the contours' planes, the contour-to-mesh discrepancy falls under 1.7 mm for the left ventricle epicardium and under 2.5 mm for the right ventricle endocardium. Despite having non-parallel, non-coincidental contours, the resulting meshes are visually pleasing.
Finally, real data was used, for both a normal and abnormal case. The contours for the abnormal case can be seen in Figure 8 . The resulting meshes can be observed in Figure 9 . To assess our method's ability to deal with standard CMR acquired datasets, we measured the individual contour-to-mesh discrepancies, which can be seen in Figure 10 . It can be seen that, when all the contours are used (blue box-plots), the discrepancy is within 2 mm for the abnormal case ( Figure 10 ). As we proceed to iteratively remove a single contour, in a leave-one-out fashion, and rebuild the mesh, the distance for that excluded contour to the mesh increases. It can be seen that, when the most basal SAX is removed, there is a high discrepancy occurring when measuring the distance from that contour to the resulting mesh. As this is the most basal slice, this is expected as the basal slice contains important structural information about the global geometry of the heart. When the basal slice is removed, our process relies on the LAX to fill in the basal information, which can lead to an early closure of the basal part of the mesh, which might be at a lower geometrical position than the contour, leading to high discrepancy. The removal of contours allows us to assess the individual contributions of the contours to the geometrical result of the mesh. As such, it can be noted that, in the abnormal case (Figure 9 ), at the positions where the thickening is greatest, when the contours containing valuable information are removed, the discrepancy will be high, which is also the case for the apex. Figure 11 shows the same experiment performed on all 24 cases. It can be seen that the highest discrepancies occur for the endocardial surfaces. It can be noted that the apical slices for the epicardial contours are significantly higher, and, when removed, the same error measurement occurs as the long axes. Both mesh results from normal and abnormal anatomies were pooled in the results. As the epicardial surfaces are typically comprised of simpler anatomy with respect to the endocardial surfaces, when the apical contour was removed, only a few attractor points remained on the long axes, causing the mesh to not fully recover the underlying anatomy of the epicardial surface. With regards to the endocardial surfaces, as they are more complex, and the long axes can be quite convoluted in an abnormal anatomy, more attractor points are selected causing a lower contour-to-mesh error. These figures show that, even if the LAX contours are provided, the apical contour information should also be provided, in order to allow for a more accurate representation of the anatomy of the heart. Regardless, it can be seen that the main structural information is provided by the long axes contours. Furthermore, the information obtained from the most extremal slices is hard to interpolate, and causes the mesh to deviate from the underlying geometry, as opposed to the removal of a middle slice, which would not lead to a major loss of structural information. Our method does come with some drawbacks, notably the ability to cope with branching only if branching information has been provided in the initial mesh. Once the 3D surface meshes have been obtained, several clinical anatomical parameters relevant in the clinic can be acquired such as the ventricular volumes, wall thicknesses, or sphericity indices. Furthermore, volumetric meshes can easily be produced for electrophysiology or mechanical assessments in a biophysical simulations framework.
Conclusions
We presented a tool for surface reconstruction applicable to sparse, non-parallel, non-coincidental, heterogeneous cardiac contours. Our technique works on the left ventricle as well as on the right ventricle. We have empirically shown by means of the exposition of a variety of results that our technique results in reconstructed interpolating surfaces with very good fitting to the input contours. In the areas to be filled by the interpolated surfaces, our technique presents very pleasant visual appearance. We also show the importance of the LAX information and its effect on the resulting geometries, as well as introducing a new validation protocol that allows the evaluation of the various aspects of our methodology. Figure A2 shows the resulting meshes for the 40 simulated cases described in Section 3.1. Figure A2 . Resulting output mesh using our methodology on simulated CMR acquired contours (see Section 3.1). The figure shows the various shapes of the 40 generated meshes.
Appendix B. Simulation of CMR Acquisitions
