A useful way to design simple and robust protocols is to make them self-stabilizing.
Sclfstabilizing algorithms can be simpler because they use uniform mechanisms to deal with many different, kinds of failures.
Self-stabilizing protocols were introduced by Dijkstra [Dij74] , and have been st,udiecl by various rePermission to copy without fee all or part of this material is granted provided that the copies are not made or distributed for direct commercial advantage, the ACM copyright notice and the title of the pubiicatinn =n~if= +te appear, and notice is given that copying is by permission of The setting is that of a leader who wishes to periodically deliver a message to every network node (and sometimes to every link) in the network.
T3y attaching a simple counter to the state of every node and to every message, and by using a few simple checks, we ensllre that the protocol will begin to work correctly regardless of the initial messages and node states.
The method applies to several total algorithms.
To [.\G 90] , and non-blocking network snapshots [CI, 85] . OIlr stabilizing version of the fllandyLamport snapshot protocol improves the complexity of the previous [T<P90] version; hence it can be lw.ed to improve the performance of the general transformation described in [K P90].
The rest of the paper is organized as follows. Section 2 describes our model. Section 3 describes how counter fl llshing works on two simple topologies: rings and trees. J1'e apply these ideas to token passing, deacllock detection, and and Propagation of Information with Feedback. In Section 4, we extend counter flushing to a general graph. We illustrate this by producing a stabilizing network reset protocol. In Section 6 we hrirfly describe how to use a reset prot.oCO1to stal~ilizt= diffusing computations that have a so-called stabilizing termination property. In Section 7 we review related work and state our conclusions.
Model
We restrict ourselves to message passing protocols for networks. The network topology is modeled by a directed graph G = (V, E).
Let n = IVI denote the number of network nodes and D the network diameter.
Except for the case when we consider a ring topology (Section 3), we assume that the graph is symmetric -i.e., if (i, j) E E then (j, i) c E. We assume there is a distinguished leader node r c V.
( Figure 1 ) for node i in graph G has output actions (SENDi,~(p), p q P) to send a packet to every j such that (i, j) G E; it also has input actions to receive packets (RECEIVE~,i (p), p E~) for everYs uch that (j, i) c E. Similarly, the link automaton for link (i, j) G E has input action SEND~,j (p) 1 to receive packets from i, and output action RECEIVE~,j (p) to deliver packets to node j ( Figure 1 We show that if the size of the counter space is greater than Cm.c, then the protocol stabilizes in time proportional to the network diameter. The underlying constant is small, typically equal to 2. We prove that every execution reaches a state in which the leader has a fresh value that is not present in the network; then we show that any execution starting with a "fresh" value will reach a legal state. The fresh value propagates through the network "flushing" old values much like cleaning fluid moving through a messy drain. neighbor.
We augment the state of each node i with a counter ci; we also add an extra counter field to each token packet. A counter is simply an (perhaps 32-bit) integer.
In Figure 3 the lower left hand corner (configuration D) describes a good global state of our protocol.
There are four nodes which we call North, East, South and West and all packets travel clockwise around the ring. North is the leader. Each node other than North has a counter value of 8 and there is a token carrying the value 8 in transit from West to North.
Each node periodically retransmits its counter value in a token packet downstream.
Thus mere receipt of a token packet is not enough for a node to assume it has the token. Instead when any node i receives a token from its upstream neighbor, node i does the following.
If i is not the leader and the counter value in the token (say c) is different from the counter stored at node i (i.e., Ci), then node i assumes it has received a valtd token and sets q equal to c; if c = Ci and i is not the leader, i ignores the received token. If i is the leader, however, a different rule is used: if the counter c in the token is equal to the leader's local counter, then the leader assumes it has received a valid token, and increments its counter value mod 232; if c # Ci, then the leader ignores the received token.
Consider legal configuration D of Figure 3 . In this state all token packets on links have a counter value 8, and the counter values at all nodes except North is also 8. The counter value at North is 9 # 8. In that case, we say that North has the token.
Eventually North will transmit a token packet containing 9.
When this packet reaches East, East sets its counter value to 9. This process continues with the token moving clockwise until West receives the token and transmits it to North. North chooses a new value (10) and the cycle continues.
In legal states the ring can be partitioned into two bands. The first band starts with the leader and continues up to (but not including) the first counter value (either in a token packet or at a node) whose counter value is different from that of North.
The remainder of the ring (including links and nodes) is a second band containing a counter value different from North.
The valid token is at the boundary between the two bands. Define a rotation time equal to 2N time units (i.e., the time it takes for a packet to travel around the ring with a unit delay at each node and link.) The worst-case stabilization time of this protocol is equal to 2 rotation times. Let the counter value of the leader in Si and Sj be c(i) and c(f) respectively.
In one rotation time, there is enough time Existing token passing protocols recover from lost tokens using global timers that are refreshed whenever a token is seen. In the IBM token ring [Tan8 la] the monitor (i.e., leader) uses a timer that is set to the longest possible delay it can take for a token to traverse the ring. When this timer expires, the monitor reinitializes the ring. reached the right child of the root and is in transit to the rightmost leaf node. When this leaf node gets a packet containing (z, 13) it will accept the new value because 12 # 13. It will then send an ack containing the counter 13 to its parent; the parent will accept this as a valid ack. Suppose the counter size is greater than Max = nL~=z.
Then the counter flushing argument guarantees that this protocol will enter a legal state in 8(h + 1) time (h is the tree height) regardless of the initial state. Code for this protocol is given in [Var94] . An interesting application of the stabilizing PIF protocol is for topology update.
4
General Graphs
We broaden the scope of counter flushing to general graphs. As in Section 3.3, assume we have a leader r that is the root of a spanning tree; assume the tree is a BFS tree [DIM90]. Besides links from parents to children we now also have cross links that are not part of the tree. The idea is simple. As in Section 3.3, a node i only accepts a new counter value c from its parent and waits till it gets tokens from its children (numbered with c) before it sends a token up to its parent. However, in addition, i sends a token packet on any cross links it is part of, and waits to get a token (numbered c) before it sends a token to its parent.
The tricky part is to decide how to reply to token packets received on cross links.
To illustrate the problem, we introduce an application.
Network Reset Protocol
Suppose we have an underlying protocol P.
The leader may periodically get a request to reset protocol P. We stipulate that at the point the reset procedure terminates, the state of the underlying protocol P should be reset to some state that is reachable from a legal initial state of P.
To do so, at some point during the reset procedure i) each node i must locally reset its Protocol P state ii) Define the reset interval of a node to be the interval from the time a node is locally reset until the reset procedure terminates. Then for any pair of neighbors i, j: the sequence of packets received by node j from i in j's reset interval must be a prefix of the sequence of packets sent by node i to j during i's reset interval.
These two properties guarantee that local resets work together to accomplish a global reset. In Figure 5 , node i has received the counter value (5) corresponding to the current reset and has sent a token packet cent aining 5 to j. Node j has not received information on the current reset and has an "old" protocol packet in transit from its parent. Suppose node i's token packet reaches node j first and node j sends back a token immediately (but without changing its counter value or initializing protocol P). Then node j can subsequently receive the "old" protocol packet and send another "old" protocol packet to node i. Thus we could have a packet (that was sent before Node j was reset) be received by Node i after Node i has reset.
It may appear that a simple solution is for Node j to reset itself locally (and accept the new co~nter value) when it receives the token packet on the cross link from Node i. But that causes the entire counter flushing paradigm to break down. This is because if a node accepts counters on cross links to its neigh- The livelock problem disappears if nodes only accept counter values from their parents. To solve the probIem shown in Figure 5 , we do two things. First, we tag all protocol P packets with the counter at the sending node; we discard a protocol P packet with counter that does not match the receivers counter. While this solution eliminates the problem in Figure 5 because the "old" packet will have a different counter value from that of node i, it introduces another problem.
Suppose node i sends a protocol P packet to j after node i resets, but the prxket is received before j resets. Then if we simply check the packet tag, the packet will be dropped at j. One might consider buffering the packet at j if the counter tag in the packet is "greater" than the counter at j; however, defining one counter to be greater than another is tricky when the counters are of bounded size.
Instead each node j &lays responding until the local counter at node j is equal to the counter of the token packet received.
Thus in Figure 5 when j receives the token packet from i numbered 5, node j does not send a token numbered 5 back to node i, until node j has also received a token packet numbered 5 from its parent. We also do not allow protocol P to aend packets at node i if node i is waiting for a token packets on one of its links. This implies that (in legal executions) any packet sent by i after i has locally reset is sent after j is at the same counter value as i; thus this packet will be accepted by j.
5
Reset Code Finished(r)
Protocol P packets are only sent at node z when Finished(i) is true and are tagged with count. A protocol P packet M received at node i is relayed to the application iff the tag of M is equal to counti. In what follows, we assume that the spanning tree used is a BFS (Breadth First Search) tree and so the round trip delay R = O(D), where D is the network diameter.
We first show that the reset protocol stabilizes quickly. 
