Abstract Direct numerical simulation of high-density ratio multiphase flows requires a lot of computational resources. We have developed a parallel algorithm for solving the incompressible Navier-Stokes equation in two-phase flows on an adaptive hierarchy of mesh. The interface between the two fluids is treated by a coupled Level-Set/Ghost-Fluid method; the parallel AMR is handled by the PARAMESH package, which assures good scaling. A robust solver for the variable density pressure equation has been developed, including an AMR levels-based multigrid preconditioner. The code has been applied to the study of the oscillation of a two dimensional liquid sheet sheared by an air flow, and global oscillation frequencies have been computed for a simplified test case. A high resolution computation has been performed to show two dimensional ligament formation and break-up.
Introduction
In engineering the study of liquid-gas interactions is important in combustion problems: the formation of droplets clouds or sprays that burn in combustion chambers are originated by interfacial instabilities, such as the Kelvin-Helmholtz instability. In the case of airblast type injectors the shearing effect of the airflow provokes a longitudinal instability, which in turn originates a transversal one, a process that leads to the formation of ligaments and droplets. The numerical simulation can be a powerful tool for predicting the behaviour of these physical phenomena, especially in scales of time or space where experimental visualization is difficult or impossible. In a two fluid configuration the adaptive mesh is naturally advisable, as if the precision of the interface discretization depends on the size of the cells, it is often necessary to extend the computational domain well beyond the interfacial region Davide Zuzio, Department of Models For Aerodynamics and Energy, ONERA, Toulouse, France, e-mail: davide.zuzio@onecert.fr · Jean-Luc Estivalezes, Department of Models For Aerodynamics and Energy, ONERA, Toulouse, France, e-mail: jean-luc.estivalezes@onera.fr 1 of the flow, thus involving a lot of computational effort spent on less interesting zones. The mesh is spatially adaptive: the domain is divided in blocks all having the same number of cells, which can be bisected in each directions when needed. This approach intuitively gives a lighter dedicated tree memory storage, an easier cache managing and parallelization than other kind of adaptive mesh. The adaptive mesh represents here an improvement over the algorithm of [2] , and retains its Cartesian structured mesh discretization. The PARAMESH libraries developed in [9] are here employed, designed to provide to an application developer an easy route to extend an existing code which uses a logically Cartesian structured mesh into a code with parallelized AMR.
Physical model
The incompressible Navier-Stokes equations are solved in each of the two non miscible fluids.
The computational domain is divided in two regions separated by a sharp interface. Across the interface, the jump conditions are imposed by capillarity and viscosity; the velocity respects a no-slip condition.
For the interface tracking a Level Set approach is used. The interface is implicitly given by the zero level of a function φ (x,t) where φ is defined as the signed distance to the interface. The evolution of the Level Set follows a linear advection equation so that it is passively advected by the velocity field.
From the value of the function the normal vector and the curvature can be easily derived.
Single grid solver
The Level Set equation is solved by a finite volumes type spatial discretization, that assures the conservation of the integral quantity. The approximation of the numerical fluxes is based on an "upwinding" method which, conversely to the centered schemas, gives a convergent discretization under opportune CFL condition: the approximation of the fluxes is given by a Weno5 type discretization in [6] . The temporal discretization of the time derivative is done by a third order Runge-Kutta scheme as described in [10] .
The momentum equation is solved by a two step projection method described in [3] . This method de-couples velocity and pression by using first an explicit discretization for the effects of convection in a predictor step, and then enforcing the compliance with a velocity divergence constraint in a subsequent projection step. The discretization of the viscous terms is totally explicit second order centered scheme. As for the Level Set function, the Weno5 scheme is used for the spatial discretization of the advective term. The temporal integration of the momentum equation is realized by a second order Adams-Bashford scheme. A standard five points, second order centered discretization is used for the Laplacian operator in equation. In order to ensure the temporal stability of the explicit projection step, an adaptative time step Δt n in respect of the convective, viscous, gravitational and capillary effects is defined.
The approach used for the application of jump conditions is the Ghost Fluid method, developed in [5] . It gives a discretization for discontinuous numerical derivatives across a sharp interface. In order to evaluate the first and second derivatives, the jump values in C 0 and C 1 are introduced into the definitions of the derivatives themselves. Those values allow the computation of a projected value of the quantity to the other side of the discontinuity, finally completing the discretization stencil.
AMR
In the present work, the PARAMESH package [9] has been chosen to be used with the code. It is an open-source software package which manages the creation of a block-type AMR: builds and maintains the tree-structure which tracks the spatial relationships between blocks, distributes the blocks amongst the available processors and handles all inter-block and inter-processor communication. It can distribute the blocks so that it can maximize block locality and minimize inter-processor communications. Each block is an uniform mesh with user defined dimensions. The refinement ratio is fixed to r = 2. PARAMESH parallelization is done via MPI; the repartition of the workload is realized by equally distributing the blocks among the processors, as each block requires the same computational effort. In the Level Set formulation, the chosen refinement criterion is the proximity of the interface.
The BiCG-Stab solver [11] has been chosen to solve the elliptic equation because of its ability to deal with unsymmetrical systems, its stability, and the regularity of convergence; moreover, it can take advantage from the multigrid acceleration. The solver preconditioner was built using the PARAMESH Multigrid routines; the chosen algorithm is known in literature as FAC (Fast Adaptive Composite grid solver, [8] ). In this algorithm the relaxation sweeps are performed across the entire computational domain, and one defines the succession of multigrid levels by restricting the highest resolution sub-grids to the newt lower resolution, actually working on composite grids (grids composed by a union of blocks usually not at the same refinement level). Some attention has to be paid to the coarse-fine interface: here the continuity of the solution first derivative should be imposed (elliptic matching condition); otherwise the solver convergence may stagnate, and the solution may not benefit from the refined grids.
Numerical results: primary atomization of a liquid sheet
In this test results from the simulation of the primary atomization of a liquid sheet sandwiched between two parallel air streams are given. In this configuration, the sheet-shape is unstable. The hydrodynamic instabilities such as the KelvinHelmholtz are the source of the atomization mechanisms formation and determine the primary break-up characteristics. The first oscillation in the stream wise direction causes the liquid sheet to wave in and out between the two airflows. The secondary oscillation is a three-dimensional phenomenon, as it develops in the span wise direction. The simulation parameters are:
m, which correspond to water and pressurized air (10 bar). Here e represents the gas stream thickness without boundary layer, δ the thickness of the boundary layer. For the reference computation the injection velocities at infinity are U g = 30 m.s −1 and U l = 2 m.s −1 . The viscosities do not represent the real air and water ones, as they have been raised in order to lower the Reynolds number and stabilize the computations. Inflow condition are imposed on the left face, outflow elsewhere. The liquid velocity follows a laminar plane Poiseuille profile, the gas velocity a turbulent Polhausen profile used in [1] .
The main interest of the two dimensional simulations is the possibility to isolate the global oscillation phenomenon, as well as the influence of the inflow configuration (figure1). Result show a slight overestimation of the frequencies if compared to experiments, as the ones in [4] and [7] . The high resolution simulation, shown in
, and the computational domain is more realistically L x = L y = 16 mm thanks to the AMR. Preliminary investigation of the oscillation frequency suggest better approximation of the realistic values. After the ligament formation the simulation shows a breakup of these, with successive formation of a droplet cloud. The physics, however, is still not close to reality because an important role in the droplet generation is played by the transversal instabilities. The mean droplet size (around 20 microns) is quite small compared to experiments (around 80-100 microns from ([4]) ). The total number of points used is roughly np ≈ 2 × 10 6 versus an hypothetical np ≈ 3 × 10 8 in case of uniform mesh, a reduction which allows the computation to run on 128 processors instead of about 8192 for best parallel efficiency.
Conclusions
A second order parallel adaptive projection method has been developed to solve incompressible two phase flows. The ability to perform high density ratio computations has been demonstrated, in particular the ability of the elliptic solver to converge for all the test cases. Results suggest that the AMR simulations can almost achieve the fine grid precision in all the proposed tests, as well as maintaining good convergence rate. Simulations of the two dimensional primary atomization have shown the unstable behaviour of the planar sheet configuration when sheared by an air flow with varying injection velocities. An high resolution simulation done with a heavier use of adaptative mesh shows the two dimensional break up of the sheet as well as the formation of a cloud of droplets. A numerical method improvement would allow for lower resolution computation, as well as three dimensional ones. 
Introduction
The level set method is usually applied as an addition to CFD code in order to compute iso-value lines of some characteristic quantity, and then extract some usefull information of the result. Therefore, level set method are used within the usual framework of eulerian method and the markers which define the iso-lines location are moved along sets of fixed lines defining a grid. Beside this, an other, purely lagrangian point of view can be developped. It consists in considering free lagrangian markers and computing their path. This technique is quite straightforward as long as pure convection is considered. The markers trajectories are actually those of la- 
In this work, our goal is to compute directly the iso-line motion of a given function c(x,t) which is transported and dispersed according to the equation :
As an example, u can be the Darcy velocity field of a flow within a porous media, D is the dispersion tensor which is also a function of u, and c is the concentration of some pollutant within the running groundwater. Our method is built with two basic ingredients : the first one is a "streamline" method that is used to convect the pollutant [3] , the second is a level-set based diffusion/dispersion velocity, where the classical diffusion/dispersion approach has already been applied within the framework of particle method [1] . This is a two steps method, each one being described in the following.
Streamline method and convection
For the first step, in order to build these unknown streamlines, a set of particles is created along the incoming flow boundaries. The location of these particles is obtained through the integration of equation (1) . The current way to discretize this equation is to use a time step δt which sets the accuracy of the time integration scheme. For a discrete representation of this field, velocity values have to be defined on a mesh (here a triangulation). In this case, the velocity field is piecewise constant and does not depend on time. Therefore, the trajectory of any particle across some triangle T of the triangulation T h reduces to a segment which can be easily determined as well as the so-called flying time of the same particle within this triangle. The complete trajectory is the combination of a set of such segments and can be obtained without any global regard on the previous differential equation. This is a step by step method which is specific to each particle and only depends on the spatial structure of the approximated velocity field u h . Then using a bilinear mapping from the streamlines mesh to a Cartesian one, it is straightforward to compute the convective part.
To illustrate this approach the flow in a two-dimensional aquifer Ω is studied Figure 1 (left) . The computational domain is a square 100 m × 100 m. A rectangular shaped low porosity region is embeded into a higher porosity region. The porosities ratio is 100. The heads are constant on the left and right sides and equal to -4 m for Hybrid particle level-set method for convection-diffusion problems in porous media 3 the left side and -5 m for the right side. The lower and upper boundaries are assumed to be impermeable. The flow is governed by Richard's equation and an unstructured mesh containing 6642 triangles was used see Figure 1 (right). The mesh has been chosen fine enough so that the solution is mesh independent. Simulations have been performed using the finite volume box scheme to achieve a divergence free velocity field with a velocity constant per triangle, see [2] . The streamlines presented in Figure 2 are built following the methodology described previously. A first test has been performed to verify the reversibility of this numerical technique performing a computation that covers a back and forth trajectory of the pollutant until the initial position was recovered. The contaminant is initially contained in a circular region selected in order to enforce the interaction with both high and low porosity region. It was transported and deformed through the heterogeneous domain. As the left figure 3 demonstrates, the pollutant's backward trajectory matches exactly its forward motion. Here t1 -t7 correspond to the forward motion and t8 -t14 to the backward one. In a second test, right figure 3, the method was used with a set of iso-concentration curves. In this case we choose to treat 30 levels of concentration where each curve of constant concentration is represented by 42 nodes. This test case demonstrates the ability of the method to treat realistic situations. 
Diffusion part
The first part of equation (2) is the convective part which is solved by the particle streamlines method. The second part is the diffusive term that is a spreading of c which modifies the level-set shape, the higher values concentrating and the lower expanding. We consider markers that are the intersection point of these level-sets with the streamlines computed previously. The motion of these points along the streamlines can be computed. Here u D denotes the corresponding diffusive velocity field that is unsteady and depends on c and is computed such that :
Clearly, this is a scalar equation which produces only one condition for the two components of u D . A second condition related to streamlines or level-sets is necessary to close the problem and to define both diffusive velocity components. Then, the Hybrid particle level-set method for convection-diffusion problems in porous media 5 computed value for u D is used to solve the convective equation :
It is important to notice that the equation is not in a conservative form. This is the main difference with the particle method since the discretization points do not represent a small amount of c travelling across the computational domain, but a point where the function c has a constant value.
Validation of this new approach for the whole convection-diffusion problem is presented on an analytical test case of an axisymmetric diffusion. We assume an axisymmetric initial condition of a Dirac form, a uniform velocity field u and a uniform diffusion D. Under these assumptions equation (2) results to
And the solution is:
The convective form of equation (5) is
To define u D , v D an other equation is needed to give for example the orientation of u D . We choose the direction normal to the iso-lines of concentration c, the closure equation is then
Therefore the analytical solution for u D and v D is the following
The results presented in figure 4 were obtained with a first order time integration scheme and a second order spatial discretization. The reduction of the isovalue contours due to the decreasing of the maximum of the concentration is clearly observed. The contour number decreases from 20 to 4 in this simulation. Although it is a correct result for this highly diffusive case, a regridding procedure should be necessary for longer times. In order to check the accuracy of the method, the theoretical (in blue) and computed (in red) solutions are compared in figure 5 below. The solutions are given at time t = 3 and t = 5 which were also used for the two pictures of figure  5 . These results are quite satisfactory, as long as the contour number is large enough, except for the lower and upper parts of the curve where a beter extrapolation scheme seems to be required. 
