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The ab initio water dimer interaction energies obtained from coupled cluster calculations and used
in the CC-pol water pair potential (Bukowski et al., Science, 2007, 315, 1249) have been reﬁtted
to a site–site form containing eight symmetry-independent sites in each monomer and denoted as
CC-pol-8s. Initially, the site–site functions were assumed in a B-spline form, which allowed a
precise optimization of the positions of the sites. Next, these functions were assumed in the
standard exponential plus inverse powers form. The root mean square error of the CC-pol-8s ﬁt
with respect to the 2510 ab initio points is 0.10 kcal mol1, compared to 0.42 kcal mol1 of the
CC-pol ﬁt (0.010 kcal mol1 compared to 0.089 kcal mol1 for points with negative interaction
energies). The energies of the stationary points in the CC-pol-8s potential are considerably more
accurate than in the case of CC-pol. The water dimer vibration–rotation–tunneling spectrum
predicted by the CC-pol-8s potential agrees substantially and systematically better with
experiment than the already very accurate spectrum predicted by CC-pol, while speciﬁc features
that could not be accurately predicted previously now agree very well with experiment. This
shows that the uncertainties of the ﬁt were the largest source of error in the previous predictions
and that the present potential sets a new standard of accuracy in investigations of the
water dimer.
I. Introduction
Accurate prediction of the properties of water has been one of
the main goals of computational chemical physics. This ﬁeld
has recently been extensively discussed in ref. 1. More than a
hundred interaction potentials have been proposed for water.
The CC-pol potential developed in ref. 1 and 2 was the ﬁrst ab
initio potential that accomplished the goal of the description of
the complete range of water properties—from spectra of the
water dimer to structure and dynamics of liquid water—at an
accuracy comparable to that achieved in experiments.1–3 The
CC-pol potential was a consecutive step in the development of
ab initio potentials, using initially symmetry-adapted pertur-
bation theory (SAPT),4 and leading to the potentials: SAPT-
pp,5 SAPT-5s,6–8 and SDFT-5s.9 The CC-pol potential was
based on supermolecular calculations using second-order per-
turbation theory with Møller–Plesset decomposition of the
Hamiltonian (MP2) and the coupled-cluster method with
single, double, and noniterative triple excitations [CCSD(T)].
The improvement achieved by CC-pol was, however, not due
to the use of the supermolecular approach but mainly to the
application of large basis sets and of extrapolations to the
complete basis set (CBS) limit. Another element determining
the accuracy of predictions is the ability of the functional form
used to ﬁt the potential to reproduce ab initio interaction
energies. Due to the computer time restrictions in molecular
simulations, the analytic potentials cannot have too compli-
cated forms. In fact, the SAPT-pp potential—which was an
expansion into products of angular Wigner functions and of
exponential and inverse power functions of the center-of-mass
distance—was too complicated for molecular simulations. The
other potentials listed above utilized a sum of isotropic
site–site functions with the set of ﬁve symmetry-distinct sites
developed in ref. 6. The SDFT-5s9 and CC-pol1,2 potentials
had also an explicit polarizable center in order to streamline
applications in molecular simulations; this extension had only
a very small inﬂuence on the quality of the ﬁt. It became clear
after the development of the CC-pol potential that a point has
been reached where the limited accuracy of the ﬁtting function
became a more restrictive factor than the uncertainties of
ab initio points. This is clearly shown by the fact that the root
mean square error (RMSE) of the CC-pol ﬁt relative to the
ab initio interaction energies is 0.09 kcal mol1 for negative
energies, whereas the estimated uncertainty of the interaction
energies is 0.05 kcal mol1.
The aim of the present paper is to improve the ﬂexibility of
the functional form up to the point where the uncertainty
originating from this source will be signiﬁcantly smaller than
the uncertainties of ab initio points. This goal could certainly
have been achieved with the form utilized in SAPT-pp, but as
mentioned above, this would make molecular simulations
aDepartment of Physics and Astronomy, University of Delaware,
Newark, DE 19716, USA. E-mail: szalewic@udel.edu
b Institut Charles Gerhardt Montpellier, UMR 5253-UM2-CNRS-
ENSCM-UM1, CTMM, Baˆt. 15-CC 1501, Universite´ Montpellier 2,
34095 Montpellier Cedex 05, France
c Theoretical Chemistry, Institute for Molecules and Materials,
Radboud University Nijmegen, Heijendaalseweg 135, 6525 AJ
Nijmegen, The Netherlands. E-mail: A.vanderAvoird@theochem.ru.nl
w Electronic supplementary information (ESI) available: The geome-
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diﬃcult. One may view SAPT-pp as a site–site potential with
only one site (the monomer’s center of mass) per molecule but
with extremely anisotropic site–site functions. Thus, another
option would be to use a small number of sites per molecule
and make the site–site functions anisotropic, but only using
very simple anisotropic terms. Still, for such a potential it
would be diﬃcult to program analytic derivatives needed in
molecular dynamics simulations. Therefore, we have decided
to use the same general form as in the SDFT-5s and CC-pol
potentials but increase the ﬂexibility of the site–site functions
and/or the number of sites. Another option could be to use in
addition to a sum of site–site functions also functions depend-
ing on more than one site–site coordinate. Such a form has
been successfully used in the potentials developed by Huang
et al.10,11 However, it is not clear how to use such potentials in
molecular simulations and how to assure the correct long-
range asymptotic behavior.
II. Generation of the ﬁt
A Exponential plus inverse power form of the ﬁt
The functional form of the ﬁnal ﬁt developed in this work is
identical with that of the CC-pol ﬁt,1,2 namely
V ¼
X
a2A
X
b2B
uabðrabÞ þ V ind2 ðA;BÞ; ð1Þ
where uab are site–site potentials depending only on distances
rab between sites associated with monomers A and B and
Vind2 (A,B) represents the induction interaction. The functions
uab have the following general form
uabðrabÞ ¼ expðbabrabÞ
X3
m¼0
cabm r
m
ab þ f1ðdab1 ; rabÞ
qaqb
rab
þ
X
n¼6;8;10
fnðdabn ; rabÞ
Cabn
rnab
; ð2Þ
i.e., each function may contain an exponential part times a
polynomial, an electrostatic term with site charges qa and qb,
and rnab terms reproducing the asymptotic dispersion interac-
tion and a part of the asymptotic induction interaction that is
not accounted for by Vind2 (A,B). The damping functions fn(d,r)
of the Tang-Toennies form,
fnðd; rÞ ¼ 1 edr
Xn
m¼0
ðdrÞm
m!
; ð3Þ
partly recover the charge-overlap eﬀects. All the long-range
asymptotic terms of the CC-pol ﬁt were unchanged in the
present work. Although one could have hoped that simple
extensions of the functional form speciﬁed above—like in-
creasing the polynomial order in the exponential term or using
multiple exponentials—will lead to much more accurate ﬁts,
all our attempts in this direction resulted only in minor
improvements of accuracy. As we will show below, this
accuracy can be more signiﬁcantly improved by using a
diﬀerent type of site–site functions, but such an improvement
comes at the price of excessive undulations between the grid
points. Thus, the form deﬁned above turned out to be ex-
ceptionally robust. Note that although this paper discusses
only the properties of the water dimer, the potential form of
eqn (1) can be used in simulations of larger clusters and
condensed phases if the term V2 is replaced by the analogous
N-body polarization term, see ref. 1 and 3.
To generate all the ﬁts discussed in this paper, we used the
set of 2510 water dimer geometries from ref. 6, the same
geometries as used to construct the CC-pol potential in ref.
1 and 2. We have also utilized the results of the ab initio MP2
and CCSD(T) calculations from the latter references. How-
ever, in the process of this work we found a minor error in the
extrapolations of the MP2 results in ref. 1 and 2. We have
therefore repeated the extrapolations according to eqn (3) in
ref. 1. The diﬀerences relative to ref. 1 and 2 were very small,
generally on the order of 0.01 kcal mol1. In the most
important region of 5 to +5 kcal mol1, the average
absolute deviation from the correct values amounts to only
0.004 kcal mol1, with a standard deviation of 0.004 kcal
mol1. This can be compared with an estimated absolute
accuracy of the ab initio energies, equal to about 0.05 kcal
mol1, and with the accuracy of the CC-pol ﬁt itself, which
was 0.09 kcal mol1 in the region of 5 to 0 kcal mol1.
Although these deviations were clearly inconsequential at the
accuracy level of ref. 1 and 2, such deviations could become
relevant at the levels reached in the present work.
B Spline form of the ﬁt
In order to ﬁnd out how various choices of sites and forms of
the functions uab(rab) inﬂuence the accuracy of the ﬁt, we have
decided to replace the expansion of eqn (2) by spline expan-
sions. This choice enables to achieve completeness of the ‘basis
set’ for each uab(rab) and also, as discussed in more detail
below, leads to more eﬀective optimizations of the site posi-
tions.
The B-splines of order k of one variable r are deﬁned
recursively as
Bi;1ðrÞ ¼ 1; ti  rotiþ10; otherwise

ð4Þ
and
Bi;kðrÞ ¼ r ti
tiþk1  ti Bi;k1ðrÞ þ
tiþk  r
tiþk  tiþ1 Biþ1;k1ðrÞ; ð5Þ
where {ti}, i= 1,2,. . .,N, is a nondecreasing sequence of values
(knots) of the argument r. Bi,k is a piecewise polynomial of
degree k  1 having nonzero values only in the interval ti r
r o ti+k. Following Johnson et al.,12 we distributed the ﬁrst
k knots at rmin, the last k knots at rmax, and the remaining
N  2k knots uniformly on a logarithmic scale between rmin
and rmax. For such a knot distribution, the nonvanishing
splines Bi,k are those with i = 1,2,. . .,Nspl, where Nspl = N
 k. The role of the multiple knots at rmin and rmax is to ensure
that each of the N  2k + 1 segments, into which the whole
range of r is divided, supports the same number (k) of
nonvanishing splines and so the expected accuracy is uniform
in the whole range. The use of the logarithmic distribution is
arbitrary and not as well motivated here as in the atomic
calculations of ref. 12. What is relevant, however, is the fact
that the distribution scheme remains the same for any number
and location of the sites, which makes their optimization
This journal is c the Owner Societies 2008 Phys. Chem. Chem. Phys., 2008, 10, 4716–4731 | 4717
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unbiased. The values of rmin and rmax, diﬀerent for each
site–site pair and denoted from now on as rminab and r
max
ab , were
chosen as 0.01 a0 smaller and 0.01 a0 larger, respectively, than
the smallest and largest distance between this particular pair of
sites occurring in the set of 2510 ﬁtted points. The functional
form of the B-spline ﬁt is that of eqn (1), with uab expanded as
uabðrabÞ ¼
XNspl
i¼1
babi B
ab
i;kðrabÞ; ð6Þ
where the linear coeﬃcients babi are found by the least-square
ﬁtting of V in eqn (1) to the ab initio interaction energies Eint at
the 2510 grid points, using the same weighting factors as in the
CC-pol ﬁt, i.e., w = 1/(Eint + 5.5 kcal mol
1)2 (the shift is
related to the well depth of 5.0 kcal mol1). Since the B-splines
form a complete basis set, the accuracy of this ﬁt is restricted
only by the number and positions of the sites and by the
number of the splines. Of course, without adding proper short-
range and asymptotic terms, the ﬁt is undeﬁned for any water
dimer conﬁguration where a particular site–site distance does
not belong to the interval (rminab , r
max
ab ), but this fact is not
relevant for our present purposes.
It should be noted that, when the value of Nspl is suﬃciently
large, for some variables rab in eqn (6) there will exist k (or
more) consecutive segments (created by dividing the whole
range from rminab to r
max
ab with the knots) not covered by any of
the 2510 data points. Since each spline of the kth order spans k
consecutive segments, the least-square problem then becomes
singular, because the particular function (or functions) Babi,k
which diﬀers from zero only on these segments vanishes at all
data points. To avoid this problem, our ﬁtting program ﬁrst
analyzes the standard distribution of the spline knots in
relation to the data points for each variable and, if needed,
reduces the number of knots N until only k  1 consecutive
segments without any data exist (this is due to the fact that
with smaller N the segments become larger). Since the reduc-
tion of N lowers Nspl for this particular variable rab, for the
largest of our expansions the total number of splines (the order
of the least-square problem matrix) is also slightly reduced.
C Convergence in the number of splines
First, we tested the convergence of the B-spline ﬁts with the
number of splines used for each site–site distance. The tests
were performed for the numbers of sites varying from 2 to 5
and all the site positions were taken from ref. 6 (the same
positions as used in the CC-pol ﬁt). Results of these tests are
presented in Table 1 for k= 3. We also tried splines of higher
orders but the dependence of the results on k is not very
signiﬁcant for the purpose of this work. The values of root
mean square errors (RMSE) corresponding to the very large
numbers of splines are particularly interesting because such
values provide estimates of the limits achievable with a given
site conﬁguration using the best possible functional form of
the ﬁt. In particular, we can see that the RMSE values for all
2510 points and for points with negative interaction energies,
amounting to 0.42 and 0.089 kcal mol1, respectively,
achieved by the original 5-site CC-pol ﬁt [1] could have been
signiﬁcantly improved by choosing more ﬂexible site–site
functions. The most accurate ﬁt of Table 1 reduces the
corresponding RMSE’s to 0.17 and 0.038 kcal mol1, i.e., by
more than a factor of two. One can also see that an increase of
Nspl above 42 leads to relatively small decreases of RMSE’s.
By contrast, the decreases are substantial with each new site
added. Clearly, in order to further increase the accuracy of the
ﬁt, one needs more than ﬁve sites.
Moreover, we have found that although adding more
splines allows one to reproduce the energies of the ﬁtted data
set better and better, the ﬁt quality between the grid points
worsens starting from some value of Nspl. This is illustrated in
Table 2, where we examine how various 5-site ﬁts reproduce
the barriers in the potential, i.e., the energy diﬀerences between
the global minimum and the nine other stationary points on
the dimer potential energy surface. The geometries of all the
points were those obtained in ref. 1 by searching the CC-pol
surface. For Nspl r 42, the spline ﬁts reproduce the barriers
with an accuracy very similar to that of the CC-pol ﬁt, and the
RMSE is almost constant between Nspl = 12 and Nspl = 42.
For Nspl4 42, the quality of predictions rapidly deteriorates.
Evidently, the ﬂexibility of the B-splines in reproducing the
ﬁtted energies is associated with an oscillatory behavior be-
tween the ﬁtted data points, while the CC-pol ﬁt apparently
behaves more smoothly. Therefore, we concluded that the CC-
pol functional form is preferred over the B-spline form and the
best way to improve the accuracy of the ﬁt is to use more sites.
We also found, however, that for reasons described below, the
B-spline ﬁts are useful for optimization of the site positions.
D Optimization of site positions
The original CC-pol ﬁt1,2 depends on ﬁve symmetry-unique
sites. The ﬁrst two sites are ﬁxed at the positions of the O and
H atoms. The position of the third site (denoted by D1) was
Table 1 Convergence of the k = 3 B-spline site–site ﬁts for the water dimer with the number of symmetry-unique sites NS (the total number of
sites is given in parentheses) and with the number of splines for each site–site distance, Nspl. For each value of NS the numbers in the ﬁrst row are
the total RMSE, the numbers in the second row are the RMSE for points with negative interaction energies (both in kcal mol1). The
corresponding errors of the CC-pol ﬁt are 0.42 and 0.089 kcal mol1. The site positions are the same as in the CC-pol ﬁt1,2
NS\Nspl 12 22 42 82 122
2(3) 1.901 1.857 1.831 1.773 1.746
0.564 0.557 0.530 0.501 0.482
3(5) 0.599 0.591 0.570 0.536 0.505
0.193 0.170 0.162 0.151 0.142
4(6) 0.508 0.482 0.434 0.386 0.318
0.145 0.128 0.115 0.102 0.092
5(8) 0.347 0.327 0.290 0.225 0.166
0.094 0.074 0.059 0.047 0.038
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thoroughly optimized in ref. 6. However, the positions of the
remaining two sites (D2 and D3) were only crudely optimized
in ref. 6. The aim of the present work was to obtain well
optimized positions of these two sites as well as of additional
sites added until a satisfactory ﬁt quality was achieved.
The optimization of the site positions using the original
functional form of eqns (1)–(3) is diﬃcult because the non-
linear least-square ﬁtting process is time consuming and prone
to end in one of the numerous local minima. Therefore, for the
purpose of the site optimization, we decided to use B-splines to
represent the functional dependence on each site–site distance.
If the distribution of the spline knots is ﬁxed, the minimization
of the RMSE of such a ﬁt represents a linear least-square
problem and leads to an unambiguous solution at each site
conﬁguration. Of course, the search for the optimal site
positions is still nonlinear.
In the optimizations of site positions, we used 42 splines for
each site–site pair. As shown above, this expansion length does
not lead to an excessive oscillatory behavior while providing a
high ﬁt accuracy and being relatively fast. We started from the
3 sites of the original CC-pol ﬁt (O, H, D1, kept ﬁxed) and
added the next site, optimizing its position via a minimization
of the RMSE of the ﬁt deﬁned by eqns (1) and (6) on the
standard set of 2510 water dimer geometries. Then, the next
site was added and optimized while keeping the positions of
the other sites frozen. The actual optimization was carried out
by checking every point of a 3-D grid of X, Y, and Z
coordinates, where X and Y each spanned 16 values between
0.0 and 2.0 a0 and Z spanned 23 values between 1.5 and 1.0
a0 (since YZ and XZ are symmetry planes of the molecule,
only non-negative values of X and Y need to be tested). Then,
a smaller sub-grid was built around the crude position of the
minimum just found and the process was continued until each
coordinate was converged to at least two signiﬁcant digits.
Table 3 contains the optimized positions of the 4th, 5th, 6th,
7th, and 8th site (with the ﬁrst 3 sites included for complete-
ness), along with the RMSE values of the corresponding
B-spline ﬁts.
E Final ﬁtting
Our ﬁnal recommended ﬁt was obtained using 8 symmetry-
unique sites (25 sites in total) from Table 3 and the same
functional form as the original CC-pol ﬁt, i.e., eqns (1)–(3). As
before, the electrostatic term was used only to describe the
interaction of the O, H, and D1 sites, while the induction–dis-
persion term was restricted to the O and H sites. The expo-
nential term was used in all the sites, including the D1 site,
where it was omitted in the CC-pol ﬁt. Our new ﬁt has,
therefore, the following parameters: 18 site coordinates, 3 site
charges (located on O, H, and D1), 9 Cabn constants, 15
damping parameters (6d1, 3d6, 3d8, 3d10), 36 values of bab,
and 144 linear parameters cabm . The asymptotic part of the ﬁt
was taken from the CC-pol ﬁt, i.e., the site charges and
Cabn constants were not changed. Hence, the actual ﬁtting
procedure was restricted to 51 nonlinear and 144 linear
parameters. We performed the process several dozen times,
starting from diﬀerent initial values of the parameters, and
tested the resulting ﬁts for the values of RMSE and for the
asymptotic and short-distance behavior. In particular, the
latter varied dramatically and eliminated most of the ﬁts from
the consideration (see later in this section).
The ﬁnal ﬁt, denoted as ‘‘exp+1/r’’ in the last row of
Table 3, has the RMSE of 0.1037 kcal mol1 for all the 2510
dimer geometries and 0.0103 kcal mol1 for those with Einto
0. Table 4 compares the performance of various ﬁts containing
the optimized sites with the original CC-pol ﬁt on the set of 9
stationary points. Similarly as for a large number of splines
Nspl (see Table 2), increasing the number of sites beyond a
certain value (NS = 6) leads to the progressive deterioration of
the stationary point description by the spline ﬁts. On the other
hand, the RMSE values for the exponential ﬁts decrease
smoothly which conﬁrms that these ﬁts perform relatively
better than the spline ﬁts in the areas between the ﬁtted points.
Fits of the form of eqns (1)–(3) typically exhibit unphysical
behavior at small distances by collapsing to N, which causes
problems in applications like molecular simulations. This
collapsing is inconsequential, however, if it starts at distances
where the repulsive barrier is high enough to prevent the
simulation from choosing the path towards still smaller dis-
tances. Let V0(R) denote the minimum (with respect to all the
angles) interaction energy at a given distance R between the
centers of masses (COM) of the two water molecules. We
selected, among many almost equivalent (in terms of the
accuracy and asymptotic behavior) ﬁts, the one having the
highest maximum value (barrier height) on the V0(R) plot.
Table 2 Stationary-point energies relative to the potential minimum (barriers) at the geometries found on the CC-pol potential surface1,2
(identical geometries are used for all ﬁts and for ab initio calculations). All the ﬁts are based on the same ﬁve sites from ref. 6. The barriers predicted
by the CC-pol ﬁt and by B-spline ﬁts withNspl splines for each site–site distance are compared with the calculated ab initio values (in cm
1). See ref.
13 for a description and numbering of the stationary points
No. CC-pol Nspl = 12 Nspl = 22 Nspl = 42 Nspl = 82 Nspl = 122 Ab initio
a
2 187.9 200.1 191.2 193.4 142.6 151.1 198.9
3 189.3 222.3 210.3 208.8 160.9 160.4 213.8
4 211.1 211.7 198.0 173.0 130.2 124.1 256.7
5 330.5 333.0 276.3 282.8 220.3 160.6 344.1
6 351.6 401.5 326.3 359.9 314.2 162.4 365.2
7 746.4 642.7 683.6 689.2 637.0 659.2 702.2
8 1333.9 1293.5 1288.5 1288.0 1424.7 1590.6 1297.1
9 731.2 691.6 674.1 690.2 618.3 591.5 702.6
10 1005.3 1078.9 1029.3 1021.7 983.1 1003.0 1023.2
RMSEb 29.1 33.9 34.8 35.4 87.7 148.4
a Calculated according to eqn (3) in ref. 1. b With respect to the ab initio values in the last column.
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This height amounts to about 59 kcal mol1, while for CC-pol
it was about 46 kcal mol1.
III. Stationary points
The parameters of the global minimum in the CC-pol-8s
potential are listed in Table 5 and compared to literature data.
Both the depth of the minimum, De, and the geometry are very
similar to that predicted by CC-pol. This close agreement,
despite the diﬀerences in RMSE discussed earlier, is due to the
fact that the minimum region is very densely sampled in the
set of 2510 grid points and was therefore very well ﬁtted
already by the CC-pol potential. The (small) discrepancies
between CC-pol-8s results and the benchmark calculations
from ref. 13 and 14 are due almost exclusively to the use
of a rigid monomer geometry in CC-pol-8s, as it will be
shown below, see also ref. 18. In all cases, theory describes
the water dimer minimum much more accurately than
do experiments.
The CC-pol-8s ﬁt was next used to predict geometries and
energies relative to the minimum of stationary points (barriers)
on the water dimer surface. Since the benchmark barriers of
Tschumper et al.,13 denoted by TLHVSQ, were obtained by
optimizing all degrees of freedom and CC-pol-8s ﬁt assumes
rigid monomers, we had to account for the ﬂexibility correc-
tion to make meaningful comparisons at the current level of
accuracy. This correction was estimated at each of the
stationary points in the following way. We calculated the
diﬀerences
ER-F = ETF  ETR, (7)
using the CCSD(T) level of theory and the aug-cc-pVTZ basis
set with additional 3s2p1d bond functions5 located at the
midpoint between the centers of mass (COM) of the two water
molecules. In the equation above, ETF is the total water dimer
electronic energy at the geometry (optimized by Tschumper
et al.13) of a ﬂexible-monomer stationary point and ETR is the
corresponding energy at the rigid-monomer geometry. The
latter geometry was obtained from the TF geometry by placing
the rigid CC-pol monomers at the same COM distance as in
TF and with overlapping lines connecting the O atom with the
center of the H–H segment. This choice is not unique, how-
ever. Diﬀerent (reasonable) choices lead to signiﬁcantly diﬀer-
ent geometries only if the monomers are strongly distorted
from isosceles triangles, which is not the case at the stationary
points. The quantity deﬁned in eqn (7) represents the stabiliza-
tion energy at a given dimer geometry due to the relaxation of
the monomers. Subtracting, at each geometry, the value of this
quantity for the minimum conﬁguration, we obtain the relative
Table 4 Stationary-point energies relative to the potential minimum (barriers) at the geometries found on the CC-pol potential surface1,2
(identical geometries are used for all ﬁts and for ab initio calculations). The barriers predicted by the CC-pol ﬁt, by B-spline ﬁts (spl), and by
exponential plus inverse powers of rab (exp+1/r) ﬁts are compared with the calculated ab initio values (in cm
1). The CC-pol ﬁt employs its original
sites, all the other ﬁts use sites optimized in the present work. All the spline ﬁts contain 42 splines for each site–site pair. See ref. 13 for a description
and numbering of the stationary points
5s 6s 7s 8s
No. CC-pol spl exp+1/r spl exp+1/r spl exp+1/r spl exp+1/r Ab initioa
2 187.9 198.4 199.8 201.2 196.7 198.9 197.8 195.8 198.7 198.9
3 189.3 211.7 214.1 215.4 209.4 212.7 211.4 211.8 212.7 213.8
4 211.1 266.6 256.0 259.6 258.3 255.2 256.6 257.4 258.4 256.7
5 330.5 351.0 352.2 342.8 349.7 333.9 345.7 327.3 345.2 344.1
6 351.6 374.3 363.2 362.5 365.4 356.2 365.7 354.2 368.0 365.2
7 746.4 693.3 704.9 697.3 699.8 697.5 698.6 695.2 698.9 702.2
8 1333.9 1300.5 1314.8 1294.0 1287.2 1296.3 1292.1 1292.9 1295.1 1297.1
9 731.2 706.5 703.7 707.5 695.4 699.0 700.4 695.6 700.7 702.6
10 1005.3 1035.8 1022.4 1025.7 1024.2 1022.8 1026.0 1018.3 1026.6 1023.2
RMSEb 29.1 7.4 6.6 3.1 4.9 5.0 2.6 7.9 2.2
a Calculated according to eqn (3) in ref. 1. b With respect to the ab initio values in the last column.
Table 3 Optimized positions (in a0) of sites 4–8 (the ﬁrst three sites also given for completeness) and the values of RMSE (in kcal mol
1) for the
spline (spl) or exponential plus inverse powers of rab (exp+1/r) ﬁts containing the given number of symmetry-unique sites, NS. The number in
parentheses after NS denotes the total number of sites. All spline ﬁts are with Nspl = 42
Site NS X Y Z Fit RMSE RMSE (Eint o 0)
O 1(1) 0.0 0.0 0.1255334885
H 2(3) 1.4536519622817 0.0 0.9961538357 spl 1.8286 0.5289
D1 3(5) 0.0 0.2067213 0.2462589474 spl 0.5697 0.1617
N1 4(9) 0.90 0.053 0.64 spl 0.2529 0.0556
N2 5(13) 1.29 0.14 0.91 spl 0.1069 0.0217
exp+1/r 0.1483 0.0326
N3 6(17) 0.56 0.24 0.48 spl 0.0754 0.0127
exp+1/r 0.1307 0.0168
N4 7(21) 0.91 0.21 0.68 spl 0.0378 0.0093
exp+1/r 0.1152 0.0124
N5 8(25) 1.48 0.26 0.62 spl 0.0259 0.0065
exp+1/r 0.1037 0.0103
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ﬂexibility corrections DER-F, i.e., the correction to the
barriers, listed in the last column of Table 6.
The barriers given by the CC-pol-8s potential are compared
in Table 7 with predictions from other potentials, in particular
with the benchmark energies of TLHVSQ obtained by full, 12-
dimensional (12D) geometry optimizations at the CCSD(T)
level and using extrapolations of augmented correlation-con-
sistent basis sets (aug-cc-pVXZ, X = 2 to 6). To estimate the
accuracy of the CC-pol-8s ﬁt, the ab initio energies calculated
(in the same way as for the 2510 ﬁtted points) at the CC-pol-8s
geometries are also listed. It can be seen that all the discre-
pancies between the ab initio and ﬁtted energies are smaller
than 4 cm1 (the relative RMSE is just 2.4 cm1), a dramatic
improvement in comparison with the CC-pol ﬁt quality in
Table 4, where the discrepancies are larger than 40 cm1 at
points 4 and 7 and the RMSE is as large as 29 cm1. The CC-
pol-8s barriers are signiﬁcantly closer to the benchmark
TLHVSQ values than the CC-pol barriers (RMSE of 46.6
cm1 compared to 63.0 cm1), although in this case the
improvement is not as dramatic and the remaining discrepan-
cies are much larger than the errors of the CC-pol-8s ﬁt. This
clearly suggests that the rigidity of the monomers in CC-pol-8s
is responsible for most of the remaining discrepancies with the
TLHVSQ values. Indeed, the addition of the monomer-ﬂex-
ibility corrections to the CC-pol-8s stationary point energies
(second-to-last column) leads to barriers that are strikingly
close to the benchmark values of Tschumper et al.: the RMSE
is reduced from 46.6 to 6.4 cm1. This agreement strongly
suggests that the CC-pol-8s potential is within a few cm1
from the rigid-monomer exact potential. The agreement found
for CC-pol-8s can be contrasted with that achieved by two
recent ﬂexible-monomer potentials developed by Huang
et al.10,11 and denoted as HBB0 and HBB, giving RMSEs of
34 and 33 cm1, respectively. Since HBB0 and HBB already
include monomer-ﬂexibility eﬀects, one can compare the
barriers predicted by these potentials directly with the
TLHVSQ barriers. Since the RMSEs of HBB0 and HBB with
respect to the set of ab initio points used to ﬁt these potentials
are very small (0.006 kcal mol1 for energies up to 2000 cm1
above the global minimum), the deviations of the barriers
predicted by HBB0 and HBB from the TLHVSQ ones are due
(in contrast to the CC-pol potential) mainly to the basis sets
used to compute ab initio points in ref. 10 and 11 being smaller
than those used to develop CC-pol. We also give in Table 7 the
CC-pol barriers corrected for the monomer-ﬂexibility eﬀects.
The RMSE in this case is 28 cm1 (0.08 kcal mol1), a factor
of two reduction compared to the rigid-monomer value. This
discrepancy is consistent with the RMSE of CC-pol relative to
ab initio interaction energies for negative values of these
energies.
Huang et al.10 give in Table 3 of their paper also barriers
obtained with a rigid version of the HBB potential and the
diﬀerences between fully-relaxed and rigid-monomer barriers
are very small, below 2 cm1 in all but three cases. These results
may seem to contradict our ﬁndings. The reason for the
smallness of monomer-ﬂexibility eﬀects found in ref. 10 is that
Table 5 Parameters of the global minimum of water dimer. Distances in A˚, angles in degrees, energies in kcal mol1. See ref. 13 for deﬁnitions and
atom labeling. Square brackets around rH2O1 indicate that this parameter was ﬁxed during the optimization
rO1O2 rH2O1 yO2O1H2 yO1O2Bisec Energy
CC-pol-8s 2.9105 [0.9716] 5.98 121.88 5.104a
CC-pol 2.9107 [0.9716] 6.48 122.66 5.109b
CCSD(T)c 2.909 0.9653 4.47 124.92 5.04  0.08
CCSD(T) + dBD(TQ)
d 5.02  0.08
CCSD(T)e 2.912  0.005 0.9639 5.5 124.4 5.02  0.05
SAPT-5sf 2.9549 [0.9716] 6.36 127.16 4.861
SAPT-5stg 2.9244 [0.9716] 6.95 121.5 5.029
VRT(ASP-W)h 2.924 [0.9572] 2.06 131.5 4.91
VRT(ASP-W)IIi 2.952 [0.9572] 2.40 131.5 4.85
Experiment 2.91  0.005j 1.0  10k 123.0  10k 5.00  0.7j
a The interaction energy given by the ﬁt is identical to the number of digits quoted with the energy computed ab initio. b Energy calculated ab initio
by us using eqn (3) in ref. 1. The value5.103 kcal mol1 listed in ref. 1 is diﬀerent due to the extrapolation error discussed in the text. The ﬁt at the
minimum predicts 5.097 kcal mol1. c Tschumper et al., ref. 13, CP-uncorrected optimization using CCSD(T) method in TZ2P(f,d)+dif basis
set. Energy computed at the CCSD(T) level with CBS-extrapolated MBPT2 component and with a correction for core eﬀects. d As in footnote b
plus a correction dEBD(TQ) for eﬀects of higher excitations from the Brueckner method, see ref. 13.
e Klopper et al., ref. 14, 2-dimensional
optimization using CBS-extrapolated CCSD(T). f Mas et al., ref. 6, SAPT-5s ﬁt to 2510 energies computed using SAPTmethod. g Ref. 7, SAPT-5s
ﬁt with a subset of parameters tuned to reproduce experimental VRT spectrum of the dimer. h Ref. 15, ASP-W potential with subset of parameters
tuned to reproduce experimental VRT spectrum of the dimer. i Ref. 16, reﬁt of VRT(ASP-W) potential. j Mixed experimental–theoretical estimate
from ref. 6. k Odutola and Dyke, ref. 17.
Table 6 Total water dimer energies (in Eh) at stationary points: at
Tschumper et al.’s original geometries, ETF,
13 and at the same inter-
molecular geometries but with rigid monomers obtained as described
in the text, ETR. All energies calculated at the CCSD(T) level using the
aug-cc-pVTZ basis set with 3s2p1d bond functions. ER-F = ETF 
ETR (in cm
1) is the ﬂexibility eﬀect at a given stationary point and
DER-F(m) = ER-F(m)  ER-F(1) (in cm1) is the ﬂexibility correc-
tion for a given barrier
m ETR ETF ER-F DER-F
1 152.72635679 152.72680212 97.74
2 152.72507096 152.72555341 105.89 8.15
3 152.72460665 152.72511564 111.71 13.97
4 152.72444819 152.72492466 104.57 6.83
5 152.72363366 152.72412974 108.88 11.14
6 152.72319016 152.72370876 113.82 16.08
7 152.72201531 152.72273137 157.16 59.42
8 152.71955119 152.72025968 155.50 57.76
9 152.72192648 152.72276174 183.32 85.58
10 152.72010319 152.72091276 177.68 79.94
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their rigid monomers have the monomer equilibrium geometry
rather than the vibrationally-averaged geometry applied by us.
The 12D optimizations lead to monomer geometries deviating
very little from the monomer equilibrium geometry, whereas
the vibrationally-averaged geometry deviates quite signiﬁcantly.
A similar approach to that described above can also be used
to compute a monomer-ﬂexibility correction to the depth of
the global minimum. This can be achieved by applying eqn (7)
to the interaction energies (rather than total dimer energies).
Using the same level of theory and basis set as for the barriers,
we obtain the ‘TF’ and ‘TR’ interaction energies equal to
4.853 and 4.916 kcal mol1, respectively. The resulting
correction of +0.063 kcal mol1, when added to the CC-pol-
8s value of 5.104 kcal mol1 from Table 5, gives the
interaction energy of 5.041 kcal mol1, in a perfect agree-
ment with the value of Tschumper et al..
The geometries of the stationary points predicted by the
CC-pol-8s potential are contained in the ESI associated with
this work.w
IV. Vibration–rotation–tunneling spectrum of
water dimer
A Computational methods
It was demonstrated in previous work2,3,7,10,15,16,19–21 that the
vibration–rotation–tunneling (VRT) levels of the water dimer
measured by high resolution microwave and terahertz mole-
cular beam spectroscopy22–30 provide an extremely critical test
of the water pair potential. This is because the water dimer
intermolecular potential surface has eight equivalent global
minima separated by barriers low enough to enable the system
to delocalize over these minima by quantum mechanical
tunneling. The level splittings caused by this tunneling are
very sensitive to the heights and shapes of the barriers. Also
the low-frequency intermolecular vibrations, which have large
amplitudes and are strongly anharmonic, probe the shape of
the wells in the potential very sensitively. When this test was
ﬁrst applied19–21 to various available empirical and older ab
initio water potentials, it was concluded that none of these
potentials was able to produce a realistic picture of the dimer
VRT spectrum. More recently, it was demonstrated with the
advent of the VRT(ASP-W)16 and VRT(MCY)31 potentials
that the experimental VRT spectra could be used to improve
ab initio potentials by ﬁtting a number of the parameters in
their analytic representation to better reproduce the measured
data. Later ab initio potentials, such as SAPT-5s6 and SDFT,9
gave a fairly good reproduction of the dimer VRT spectrum
without ﬁtting any experimental data, although it was shown
with the SAPT-5st potential7 that the use of such data could
still improve the agreement with experiment. More recently,
two purely ab initio potentials, CC-pol1–3 and HBB10,11 pub-
lished in 2006–2008, have reached such a high level of accuracy
that the dimer VRT levels computed using these potentials are
in even better agreement with experiment than the levels
produced by the potentials improved by ﬁtting the measured
data. Here we apply the dimer VRT spectrum test to the CC-
pol-8s potential. Let us reiterate here that no experimental
data have been utilized in the development of this potential
and that it gives a better representation of the ab initio points
than CC-pol only due to a more elaborate form of the ﬁtting
function.
In order to test a water pair potential by comparison with
measured dimer VRT levels, it is required that these levels can
be accurately calculated from a given global potential surface.
Two methods which can do this are applied in this paper, the
ﬁrst one developed and implemented by Leforestier and cow-
orkers,19,20 the second one by Groenenboom and coworkers.7
In both methods the water dimer geometry is described (for
rigid monomers) by a set of Jacobi coordinates: the distance R
between the centers of mass of the monomers and the Euler
angles aX, bX, gX describing the orientations of the water
monomers X = A, B with respect to a body-ﬁxed frame on
the dimer. The z-axis of this frame coincides with the vector R
that points from the center of mass of monomer A to that of
monomer B. Note that the dimer geometry depends on the
angles aA and aB only through the diﬀerence angle a = aB 
aA, so that the potential depends on the distance R and ﬁve
angles. These coordinates are the same as used in scattering
calculations and the angular basis used in both methods is
similar to the channel functions that one would use in scatter-
ing methods. It consists of a set of Wigner functions
D
ðjX Þ
mXkX
ðaX ; bX ; gXÞ32 that describe the internal rotations of
monomers A and B, truncated at certain maximum values of jA
Table 7 Interaction energies (in cm1) at stationary points relative to the potential minimum (barriers) calculated with various potentials using
the geometries optimized for individual potentials and compared to barriers obtained by Tschumper et al.13 Also the ab initio computed barriers at
CC-pol-8s stationary points are listed
No. SAPT-5sa HBB0b HBBc CC-pold CC-pol-8s Ab initioe DER-F
f 5sF
g 8sF
h TLHVSQi
2 164.1 161.4 187.9 190.5 189.2 8.2 179.8 182.3 181
3 156 196.7 198.5 189.3 212.6 213.3 14.0 175.3 198.6 198
4 185 244.7 244.0 211.1 250.0 246.7 6.8 204.3 243.2 245
5 328.6 329.3 330.5 342.4 341.0 11.1 319.3 331.3 333
6 280 347.0 348.1 351.6 368.2 365.5 16.1 335.5 352.1 348
7 659 601.4 603.0 746.4 702.4 704.5 59.4 687.0 643.0 634
8 1244 1176.4 1181.8 1333.9 1293.6 1296.3 57.8 1276.1 1235.8 1249
9 636 588.9 590.2 731.2 701.0 702.7 85.6 645.6 615.4 625
10 897 897.1 898.3 1005.3 1027.0 1023.5 79.9 925.3 947.1 948
RMSEj 34.2 32.6 63.0 46.6 46.7 27.9 6.4
a Ref. 6. b Ref. 11, ﬂexible-monomer potential. c Ref. 10, ﬂexible-monomer potential. d Ref. 1. e Calculated according to eqn (3) in ref. 1
at geometries predicted by the CC-pol-8s potential. f Flexibility correction from Table 6. g CC-pol prediction with added ﬂexibility correction.
h CC-pol-8s prediction with added ﬂexibility correction. i Ref. 13. j With respect to the TLHVSQ results.
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and jB. Most of the properties considered below have con-
verged for the maximum jX value equal to 11 for the H2O
dimer and 12 for the D2O dimer. For certain quantities such as
the very small shifts of the levels caused by bifurcation
tunneling, see below, we used a maximum of jX equal to 13
for the H2O dimer. The Wigner functions on the two mono-
mers are Clebsch–Gordan coupled and multiplied by Wigner
functions for the overall rotation of the complex with quan-
tum numbers J, the total angular momentum of the complex,
M, the projection of this angular momentum on a space-ﬁxed
z-axis, and K, the projection on the dimer z-axis. The quantum
numbers J andM are exact quantum numbers. In the calcula-
tions by the method of Groenenboom et al., we neglected the
oﬀ-diagonal Coriolis coupling between the internal angular
momenta jA, jB, and the overall angular momentum J, which
makes also K a good quantum number. The calculations by
the method of Leforestier et al. were done both with and
without inclusion of the oﬀ-diagonal Coriolis coupling. The
water dimer is a near (prolate) symmetric top and the oﬀ-
diagonal Coriolis coupling leads to a small asymmetry dou-
bling of the water dimer levels for |K| 4 0.
The eight equivalent equilibrium structures of the water
dimer are related to one another by interchanging the labels of
the two hydrogen atoms on either one of the two H2O (or
D2O) monomers, and by an interchange of the two monomers.
In other words, all interchanges of equivalent nuclei that do
not break the chemical bonds within the two monomers are
feasible, in the sense of Longuet-Higgins.33 These interchange
operations, combined with inversion, generate the permuta-
tion-inversion (PI) symmetry group G16 of the water dimer. In
both methods the angular basis is adapted to the irreducible
representations (irreps) A1 , B

1 , A

2 , B

2 , and E
 of this PI
group. This simpliﬁes the calculations considerably and is used
in applying the spectral selection rules.
The two methods diﬀer in the treatment of the radial
coordinate R. In the method of Groenenboom et al., we used
a primitive basis of 49 sinc-DVR (discrete variable representa-
tion) functions34,35 for R ranging from 4 to 9 a0. This basis was
contracted to three radial basis functions obtained by using a
one-dimensional radial cut through the equilibrium geometry
in the six-dimensional potential surface, see ref. 7. Such a
basis, although small, gives well-converged results. With the
enlargement from three to four radial basis functions, the VRT
levels hardly changed.3 Also extending the outer boundary of
R from 9 to 10 a0 gave practically no change. In the method of
Leforestier et al., we started from a sine-DVR with a primitive
R-grid of 30 points in the range from 4 to 10 a0. Then we
applied the potential-optimized contraction scheme of Harris
et al.,36 with the contracted grid comprising 9 points. Also this
scheme was tested and it was found that the number of points
used produces suﬃciently well converged VRT levels.
Although the analytical angular basis is the same in the two
methods, there is an essential diﬀerence between them in the
treatment of the angular coordinates. The method of Lefor-
estier et al. is a pseudo-spectral method that uses, in addition
to the analytical basis of Wigner D-functions, an angular grid
basis of numerical quadrature points appropriate for these
functions.37 In the Lanczos algorithm used to iteratively
determine a set of the lowest eigenvalues of the Hamiltonian
matrix, one should multiply a set of trial eigenvectors by this
matrix in each iteration. The potential is diagonal in the grid
basis and the diagonal potential matrix elements are the values
of the potential in the grid points. The trial eigenvectors in the
analytical basis are transformed to the grid basis, multiplied
with the potential in this basis, and then transformed back to
the analytical basis. The kinetic energy matrix is evaluated in
the analytical angular basis and multiplied with the trial
vectors in this basis. This makes this method extremely
economical both in the use of storage and in computer time.
The method of Groenenboom et al. uses the Davidson algo-
rithm to iteratively determine a set of lowest energy levels; also
this algorithm requires the multiplication of trial eigenvectors
by the Hamiltonian matrix. All non-zero elements of this
matrix are here evaluated in the analytical basis. The potential
is expanded in the same coupled set of Wigner D-functions as
used in the angular basis, which is simpliﬁed, however, because
the potential is a scalar function of A+1 symmetry. For each of
the radial grid points, the R-dependent coeﬃcients in this
expansion are evaluated by numerical integration over the
angles; the angular quadrature grid is of the same type as the
grid that the method of Leforestier et al. uses as the angular
grid basis. Subsequently these coeﬃcients are transformed to
the much smaller contracted radial basis. With the use of such
an expansion for the potential, all angular integrals can be
evaluated analytically in terms of 3-j and 9-j symbols.32
Before discussing the results, we deﬁne some important
parameters that characterize the spectra of the water dimer.
Since the energy levels can be grouped into rotational ladders
with rungs for increasing values of J Z |K| and the water
dimer is a near-symmetric top, it is customary to represent
each ladder by the formula
EðJ;KÞ ¼ oðKÞ þ ðBþ CÞ
2
½JðJ þ 1Þ  K2; ð8Þ
where o(K) is the origin for a given value of |K| and (B+ C)/2
is the end-over-end rotational constant of the dimer. The same
formula with some additional terms to include the very small
asymmetry eﬀects was used to represent the levels extracted
from the experimental spectra.27,30 We obtained the origins
o(K) for |K| = 0 and 1 by applying this formula to the levels
calculated with J = |K|. Each J, K level is split by tunneling,
however, see Fig. 1 and 2. Acceptor tunneling causes the largest
splittings: for K= 0 and even J each level is split into a pair of
levels with A+1 and B
+
1 symmetry and a pair of levels with A

2
and B2 symmetry. For odd J and K = 0, the corresponding
levels have B1 and A

1 symmetry and B
+
2 and A
+
2
symmetry, respectively, while for |K| 4 0 they occur in pairs
of A1 , B
8
1 levels and A
8
2 , B

2 levels that are very slightly
separated in energy by asymmetry doubling (caused by oﬀ-
diagonal Coriolis coupling terms in our calculations). More-
over, there are levels of E symmetry which are always
between the A1 and B

1 levels and between the A

2 and B

2
levels of the same  parity. These are sometimes labeled E1
and E2 , although the latter labels have no strict meaning. The
origins o1(K) and o2(K) are deﬁned separately for the levels of
A1 , B

1 symmetry and the levels of A

2 , B

2 symmetry, respec-
tively, by averaging the energies of these levels over the smaller
splittings between the A1 and B

1 levels and between the A
8
2
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and B82 levels. The latter splittings are due to interchange
tunneling and are represented by the parameters i1, which is
the energy diﬀerence between a pair of B1 and A

1 levels, and
i2, which is the energy diﬀerence between a pair of B
8
2 and A
8
2
levels. The acceptor tunneling splitting a(K) can be extracted
from the (calculated or measured) spectra as the energy
diﬀerence between the origins o2(K) and o1(K).
Other quantities discussed are the end-over-end rotational
constant (B+ C)/2 and the much larger rotational constant A
for rotation about the prolate axis (nearly coinciding with the
vector R). The value of B + C for K = 0 was obtained from
our calculations as the diﬀerence between levels with J = 1
and J = 0 and the value of B + C for |K| = 1 as half the
diﬀerence between levels with J = 2 and J = 1. These
constants are only slightly diﬀerent (on the order of 0.001
cm1) for the states of diﬀerent symmetry split by tunneling;
we present symmetry-averaged values. Then, from the usual
prolate near-symmetric top expression
EðJ;KÞ ¼ Eð0; 0Þ þ ðBþ CÞ
2
½JðJ þ 1Þ  K2 þ AK2 ð9Þ
and the deﬁnition of the origins in eqn (8), it follows that A is
simply the diﬀerence between the |K| = 1 and K = 0
origins. Here we applied this formula to the averaged origins
[o1(K) + o2(K)]/2. Note that for (H2O)2 two diﬀerent experi-
mental values can be found in the literature: A = 7.44 cm1
extracted from the microwave spectrum23 and A = 7.59 cm1
from terahertz spectra.28,30
The shifts b1 and b2 of the energies of the E
 levels with
respect to the average energies of the A1 and B

1 levels and of
the A2 and B

2 levels are due to bifurcation tunneling. These
shifts are very small since the energy barrier associated with
this process is relatively high. For J = K = 0, the shifts are
deﬁned by
b(0)1 = [E(E
+
1 )  [E(A+1 ) + E(B+1 )]/2]/2
b(0)2 = [E(E

2 )  [E(A2 ) + E(B2 )]/2]/2, (10)
and for J = |K| = 1 by
b(1)1 = [E(E
+
1 )  [E(A+1 ) + E(B+1 )]/2 + E(E1 )
 [E(B1 ) + E(A1 )]/2]/4,
Fig. 1 Ground state VRT levels of the H2O dimer (in cm
1) from converged calculations with the CC-pol-8s ab initio potential, in comparison
with experimental data23,24,28 (lower numbers). The energies are drawn to scale (using experimental values).
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b(1)2 = [E(E

2 )  [E(A2 ) + E(B2 )]/2 + E(E+2 )
 [E(B+2 ) + E(A+2 )]/2]/4, (11)
where E1 denotes the E
 levels situated between the A1 and
B1 levels and E

2 the E
 levels situated between the A2 and
B2 levels. From the measurements
29 one extracts the diﬀer-
ences b(01)1 = [b
(0)
1 b(1)1 ]/2 and b(01)2 = [b(0)2 b(1)2 ]/2.
B Results and discussion
Most of the properties of the states with K = 0 and |K| = 1
calculated on the CC-pol-8s potential are listed and compared
with the available experimental data in Tables 8 and 9 for the
H2O dimer and D2O dimer, respectively. The calculated and
measured ground state tunneling levels of the H2O and D2O
dimers are displayed in Fig. 1 and 2. The quantity D shown in
Fig. 1 and 2 and used to compute the rotational constant A is
the energy diﬀerence between the levels with J = |K| = 1 and
those with J = K = 0, averaged over all symmetries A+1 , B
+
1 ,
A2 , B

2 . The levels [origins o1(K) and o2(K) for K = 0,1]
corresponding to the intermolecular vibrations of the H2O
dimer and the D2O dimer are shown in Fig. 3 and 4,
respectively. The assignment of these intermolecular vibra-
tions was discussed in ref. 39, on the basis of the VRT wave
functions calculated on the SAPT-5st potential surface. Note
that the mode that was assigned to the in-plane bend funda-
mental in the earlier experimental and theoretical papers, on
the basis of approximate harmonic oscillator calculations, is
actually the donor torsion overtone.
The dissociation energies computed with CC-pol-8s are D0
= 1094 cm1 for the H2O dimer and D0 = 1241 cm
1 for the
D2O dimer. These energies are somewhat smaller than the
corresponding values from CC-pol, which were D0 = 1111
cm1 for the H2O dimer and 1255 cm
1 for the D2O
dimer. The well depths of CC-pol-8s and CC-pol are very
similar: De = 5.104 kcal mol
1 = 1785 cm1 and 5.097 kcal
mol1 = 1783 cm1, respectively. Obviously, the zero-point
Fig. 2 Ground state VRT levels of the D2O dimer (in cm
1) calculated from the CC-pol-8s ab initio potential, in comparison with experimental
data22,25–27 (lower numbers). The energies are drawn to scale (using experimental values), except for the small interchange splittings which are
enlarged by a factor of 10.
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energy of intermolecular vibration (and hindered rotation) in
the water dimer is somewhat higher for CC-pol-8s than for
CC-pol. Experimentally, D0 has not been accurately
determined, so our results provide the most reliable value of
this quantity.
When comparing Tables 8 and 9 with Tables I and II of ref.
3, we observe that the results from CC-pol-8s agree substan-
tially better with experiment than those of CC-pol. This is
quantiﬁed by the percentage errors in Table 10. By examining
the items in Tables 8 and 9, one notices that the improvement
is very systematic: each individual quantity, practically with-
out exception, agrees better with experiment for CC-pol-8s
than for CC-pol. This is very satisfactory, because one can see
in Table 10 that the results from CC-pol already agreed well
with the measured high-resolution spectra, much better than
those of the recent TTM2.1 ab initio potential,40 for example,
and even better than those of VRT(ASP-W)III potential ﬁtted
to these spectra. The only potential that agreed about equally
well with experiment as CC-pol, for some quantities even
better, is the recent ab initio potential HBB, cf. Tables IV
and V of ref. 10. In the discussion below, we will comment on
the results from the latter potential in more detail. It is
remarkable, for example, that CC-pol-8s predicts the frequen-
cies of the strongly anharmonic intermolecular vibrations with
discrepancies of only 2.3% for the H2O dimer and only 1.7%
for the D2O dimer; note that more experimental data are
available in the latter case. In the comparison in Table 10, we
included only the band origins of the vibrationally excited
states with K = 0, but one can see in Tables 8 and 9 that the
agreement is equally good for |K| = 1. Even the acceptor and
interchange tunneling splittings in these vibrationally excited
states agree well with experiment for CC-pol-8s, whilst those
from CC-pol3 still deviated substantially. This improvement is
almost completely due to the more accurate ﬁt of the ab initio
data points, see section 2, the eﬀect of the small correction of
the ab initio data points is nearly negligible. We can substanti-
ate this statement because we also computed the VRT levels of
the H2O and D2O dimers from a similarly good ﬁt to the
uncorrected ab initio points and obtained results that are very
similar to the results presented here. Also the fact that some of
the results from the HBB potential agreed better with experi-
ment than those from CC-pol was due to a more accurate
numerical ﬁt of the ab initio data points in the case of HBB
potential. The ﬁt of CC-pol was constrained to obey the
correct long-range behavior and its analytic form was inten-
tionally kept relatively simple in view of its application in
liquid water simulations. This is why the ﬁt of the ab initio data
points by CC-pol was numerically less accurate than that of
HBB, whereas the CC-pol-8s ﬁt, which has the same correct
long-range behavior as CC-pol, is about equally accurate as
the HBB ﬁt in terms of reproducing ab initio points (the
RMSE of HBB for the ﬁrst 2000 cm1 is 0.006 kcal mol1).
As discussed earlier, the points are more accurate in the case of
CC-pol-8s.
Table 8 VRT levels, tunneling splittings, and rotational constants (in cm1) of (H2O)2 calculated from the CC-pol-8s potential. The numbers in
parentheses are experimental values from ref. 23, 24, 28–30. The assignment of the intermolecular vibrations is given in ref. 39. When it deviates
from the earlier assignment according to ref. 28, the latter is added in square brackets. The energy zero corresponds to D0 = 1093.54 cm
1
o1 o2
a a i1 i2 B + C A
Ground state (A0)
K = 0 0 12.39 12.39 0.783 0.664 0.4137
(0) (11.18) (b) (0.752) (0.651) (0.4112)
K = 1 15.20 12.26 2.94 0.732 0.555 0.4067 7.54
(14.39) (11.66) (b) (0.705) (0.541) (0.4108) (7.44/7.59c)
Donor torsion (A00)
K = 0 113.30 61.65 51.65 6.365 2.721 0.4132
(64.52) (2.54)
K = 1 86.23 92.17 5.93 1.390 3.693 0.4096 1.73
(87.75) (1.110) (0.4083)
Acceptor wag (A0)
K = 0 109.51 109.78 0.28 3.779 0.031 0.4106
(107.93) (108.89) (0.96) (2.951) (0.017) (0.4094)
K = 1 109.59 123.83 14.24 5.603 4.028 0.4085 7.06
(109.98) (123.56) (13.58) (5.238) (3.412) (0.4122) (8.08)
Acceptor twist (A00)
K = 0 132.14 118.10 14.04 0.970 9.717 0.4110
(120.19) (9.393) (0.4138)
K = 1 143.22 137.25 5.97 4.632 5.405 0.4089 15.12
Donor torsion overtone (A0) [in-plane bend]
K = 0 128.24 153.44 25.20 10.712 1.904 0.4082
(153.62) (1.877)
K = 1 155.61 152.17 3.43 2.457 3.855 0.4010 13.05
Stretch (A0)
K = 0 147.65 185.73 38.08 2.470 19.460 0.4064d
a Since the experimental values of o2 were given relative to the ground state value of o2, we added the ground state acceptor splitting a(K= 0) =
11.18 cm1 estimated in ref. 7 to all experimental values. b Acceptor splitting a(K = 0) + a(K = 1) = 15.33 cm1 (calculated) and 13.92 cm1
(experimental). c From data in ref. 23 and 28, respectively. d The B+ C value for A2 symmetry was excluded from this average value, because the
corresponding K= 0, J=1 level of B+2 symmetry is strongly perturbed by Coriolis interaction with the |K| = 1, J= 1 level of the same symmetry
and nearly the same energy (about 917.2 cm1). Also the asymmetry doubling of the A2 and B+2 levels with |K| = 1 is anomalously large because
of this resonance.
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The only quantity that still deviates substantially from the
experimental value is the acceptor tunneling splitting a(K),
although the error is only half as large with CC-pol-8s as the
error in this quantity with CC-pol and HBB (about one third
for D2O dimer). Calculations with the 12-dimensional (12D)
HBB41 and SAPT42 potentials with both ﬂexible and rigid
monomers show that a(K) is overestimated by the use of rigid
monomers and that the value of a(K) from full 12D calcula-
tions of the VRT levels agrees well with experiment. Thus, we
conclude that the overestimate of a(K) by CC-pol-8s is mainly
due to its use of rigid monomers. The error produced by CC-
pol-8s is much smaller than that produced by CC-pol due to
the better ﬁt. The fact that it is also smaller than one produced
by HBB when the latter was used in 6D calculations, i.e., with
rigid monomers10 is partly due to the use of monomers in their
equilibrium geometry in the HBB case and monomers in their
vibrationally averaged ground state geometry in the CC-pol-8s
case. It was demonstrated in ref. 43 that the use of vibration-
ally averaged monomer geometries gives results that are closer
to the ‘‘exact’’ ﬂexible monomer results. The other reason is
the better quality of the ab initio points used to ﬁt CC-pol-8s.
The 12D calculations with HBB41 also show that all other
calculated quantities: interchange tunneling splittings,
rotational constants, vibrational frequencies, are only very
slightly aﬀected by the use of rigid monomers; 6D and 12D
calculations give practically the same results. Thus, we
may conclude that the excellent agreement of the CC-pol-8s
values with experiment for all quantities except a(K)
will remain equally good if we would ‘‘unfreeze’’ the
monomer geometries.
The values presented in Table 8 for the H2O dimer and in
Table 9 for the D2O dimer were computed with the method of
Leforestier et al. The corresponding values obtained by the
method of Groenenboom et al. diﬀer only very slightly from
these values, see Table 10, so we have not included them in
Tables 8 and 9. This agreement between two rather diﬀerent
methods gives an important validation for both methods and
also allows to estimate the accuracy of the computed values.
From various tests of the parameters on which the two
methods depend, such as the radial basis, the angular grid in
the method of Leforestier et al., the angular expansion of the
potential in the method of Groenenboom et al., etc., it could
be established that the remaining very small diﬀerences be-
tween the two methods are mostly due to the truncation of the
latter expansion at spherical harmonics with maximum values
of LA and LB equal to 8.
A more remarkable diﬀerence concerns the end-over-end
rotational constants B + C. When we compare this quantity
with the neglect of the oﬀ-diagonal Coriolis coupling, i.e., with
the assumption that K is a good quantum number, the values
from the two methods agree very closely. Previously, we
assumed that we could neglect this coupling because we
believed that its main eﬀect is to give the small asymmetry
doublet splittings of the levels with |K| 4 0. When Coriolis
coupling was fully included, we found, indeed, in nice agree-
ment with experiment, that the asymmetry doublet splittings
of the levels with (mainly) |K| = 1 are very small, on the order
of 0.01 cm1 at most, but more typically 0.001 cm1 or less for
J= 1. For J= 2, the splittings are about three times as large,
as one expects for a Coriolis coupling eﬀect proportional to
Table 9 VRT levels, tunneling splittings, and rotational constants (in cm1) of (D2O)2 calculated from the CC-pol-8s potential. The numbers in
parentheses are experimental values from ref. 22, 25–27, 29 and 30. The energy zero corresponds to D0 = 1241.08 cm
1
o1 o2
a a i1 i2 B + C A
Ground state (A0)
K = 0 0 2.04 2.04 0.0422 0.0385 0.3610
(0) (1.77) (1.77) (0.0391) (0.0361) (0.3622)
K = 1 5.54 4.89 0.64 0.0386 0.0353 0.3609 4.20
(5.36) (4.74) (0.62) (0.0359) (0.0331) (0.3621) (4.17)
Donor torsion (A00)
K = 0 74.41 57.54 16.87 0.374 0.223 0.3612
(75.38) (59.59) (15.81) (0.328) (0.203) (0.3622)
K = 1 66.60 70.24 3.64 0.149 0.283 0.3589 2.45
(68.27) (71.81) (3.54) (0.132) (0.257) (0.3600) (2.56)
Acceptor wag (A0)
K = 0 82.35 84.29 1.94 0.141 0.124 0.3590
(82.64) (84.40) (1.77) (0.131) (0.112) (0.3603)
K = 1 84.94 89.62 4.68 0.444 0.196 0.3619 3.96
(85.57) (89.56) (4.00) (0.398) (0.168) (0.3592) (4.05)
Acceptor twist (A00)
K = 0 92.22 88.96 3.26 0.412 0.817 0.3627
(92.91) (90.37) (2.54) (0.432) (0.443) (0.3665)
K = 1 98.17 95.24 2.92 0.476 0.615 0.3649 6.12
Donor torsion overtone (A0) [in-plane bend]
K = 0 102.22 133.87 31.65 0.936 2.000 0.3660
(104.24) (0.783) (0.3632)
K = 1 124.63 117.19 7.44 0.683 0.023 0.3604 2.87
Donor torsion + acceptor wag combination (A00)
K = 0 133.45 138.70 5.24 0.075 1.145 0.3611
Stretch (A0)
K = 0 135.64 144.18 8.55 3.451 1.701 0.3785
a Since the experimental values of o2 were given relative to the ground state value of o2, we added the experimental estimate
26 for the ground state
acceptor splitting a(K = 0) = 53 GHz = 1.7679 cm1 to all experimental values.
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J(J+ 1). For the (mainly) |K| = 2 levels, the splittings are still
smaller by a few orders of magnitude, because such splittings
originate from an indirect coupling through the |K| = 1 levels.
The rotational constants and tunneling splittings that we
extracted from the levels with |K| 4 0 are very similar for
the two opposite parity components of the doublets; the values
presented are averages. What we had not expected, however,
was that the oﬀ-diagonal Coriolis coupling has an eﬀect on the
values of B + C which becomes signiﬁcant now that we have
reached such a high level of accuracy in the calculations of the
VRT levels with CC-pol-8s. The values of B+ C for the H2O
dimer decrease by about 0.01 cm1 due to the inclusion of the
oﬀ-diagonal Coriolis coupling. For the D2O dimer, where also
the asymmetry doubling is larger because of the larger mass of
the D atoms that protrude from the dimer axis, the B + C
values decrease even more: by almost 0.02 cm1. The values
computed from CC-pol-8s with the oﬀ-diagonal Coriolis
coupling neglected are very similar to the CC-pol values,
which were about 0.01 cm1 too large with respect to the
measured values for H2O dimer. With the inclusion of the oﬀ-
diagonal Coriolis coupling, this discrepancy is removed and
we obtain excellent agreement with experiment for B+ C. We
must also conclude now that the excellent agreement of the
B + C values from the HBB potential10 with experiment is
partly fortuitous. If Coriolis couplings were fully included, the
HHB values would be too small, in agreement with the binding
energy De of this potential being too small and the equilibrium
distance being slightly too large.
The accuracy of the CC-pol-8s results discussed so far was
so high that we found it worthwhile to consider also the small
shifts of the E levels with respect to the average energies of
the A1 and B

1 levels and those of the A
8
2 and B
8
2 levels. These
shifts are caused by bifurcation tunneling and are deﬁned by
eqns (10) and (11). The shifts were calculated only for the H2O
dimer, because such shifts are still smaller by about a factor of
100 for the D2O dimer and could not be converged. Even for
the H2O dimer it was hard to converge them; we had to use
very large angular basis sets with jmaxA = j
max
B = 13. The results
Fig. 3 VRT levels of the H2O dimer corresponding to the intermolecular vibrations, calculated from the CC-pol-8s potential, in comparison with
experimental data.28,38 The levels 1 and 2 are the origins, o1 and o2, of the A1, E1, B1 and A2, E2, B2 levels, respectively. The abbreviations GS, DT,
AW, and AT denote the ground state (A0), donor torsion (A00), acceptor wag (A0), and acceptor twist (A00) modes, following ref. 28 and 39. Solid
lines refer to A0 symmetry, dashed lines to A00 symmetry, with respect to the point group Cs of the equilibrium structure. Experimental levels not
shown have not been measured to date.
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Fig. 4 VRT levels of the D2O dimer corresponding to the intermolecular vibrations, calculated from the CC-pol-8s potential, in comparison with
experimental data.27,38 All symbols are explained in Fig. 3, except for DT2 which denotes the donor torsion overtone (A0).39 In ref. 28, this mode
was referred to as in-plane bend (IB).
Table 10 Root mean square relative percentage errors of various properties of H2O and D2O dimers from calculations with diﬀerent potentials,
compared with experimental data from ref. 29 and 30 and references therein. The following properties are used in this analysis: ground state
rotational constants A and B + C, ground state tunneling splittings a(0) + a(1) (acceptor switch), i1 and i2 (donor acceptor interchange), and
frequencies of the intermolecular vibrations DT, AW, AT, and DT2 for K = 0
Potential Rotational constantsa a(0) + a(1) i1,i2 Vibrational frequencies
H2O dimer
TTM2.1b 16.0/17.0 82 67 12
VRT(ASP-W)IIIc 6.6/5.1 0.1 55 6.9
HBBd 0.05/1.4 19 1.3 3.6
CC-pole 2.2/3.1 19 5.9 4.3
CC-pol-8sf 1.9/1.7 9.8 2.5 2.1
CC-pol-8sg 1.0/0.6 10.1 3.2 2.3
D2O dimer
VRT(ASP-W)IIIc 2.2 11 64 4.5
HBBd 1.7 31 1.2 4.5
CC-pole 3.6 34 14 4.1
CC-pol-8sf 3.3 12 5.2 1.3
CC-pol-8sg 0.6 12 7.3 1.7
a Relative to the experimental values of A for the H2O dimer of 7.44/7.59 cm
1, respectively. b Potential from ref. 40. c Potential from ref.
16. d From ref. 10. e From ref. 3. f VRT levels computed with the method of Groenenboom et al., neglecting oﬀ-diagonal Coriolis coupling.
g VRT levels computed with the method of Leforestier et al., including oﬀ-diagonal Coriolis coupling.
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are given and compared with experiment in Table 11. The
values measured29 are the diﬀerences of the shifts of the levels
with |K| = 1 and those of the levels with K = 0 and it was
assumed that the shifts for |K| = 1 are nearly the opposite of
the shifts for K = 0, so that b(01)1 E b
(0)
1 and b
(01)
2 E b
(0)
2 . We
tested this assumption by calculating the shifts both for K= 0
and for |K| = 1; our results show that it is approximately
correct. The diﬀerence shifts computed can be compared
directly to the measured values. We ﬁnd good agreement for
CC-pol-8s, much better than for the CC-pol and HBB poten-
tials, see Table 11.
V. Conclusions
The performance of various site–site functional forms in ﬁtting
a set of ab initio interaction energies for the water dimer has
been investigated. The exponential plus 1/rn form of
eqns (1)–(3) has been found to represent a good compromise
between the accuracy of ﬁts and smooth behavior between grid
points. The much more ﬂexible B-spline form can decrease the
RMSE by about a factor of two if very large numbers of
splines are used, but at this level of accuracy introduces
spurious undulations between grid points so that the predic-
tions in such regions are inaccurate.
It has been found that the most eﬀective way to increase the
accuracy of this type of ﬁts is to use a large number of sites
with carefully optimized positions. The B-spline basis was
found very useful in such optimizations since each optimiza-
tion step was reduced to a linear least-square problem. The
ﬁnal potential has eight symmetry-distinct sites per monomer
and is denoted as CC-pol-8s. Once the site positions were
established, the site–site potentials of the form of eqns (1)–(3)
were ﬁtted using a nonlinear least-square procedure.
The CC-pol-8s potential has been shown to perform better
than any published potential to date in recovering the barriers
related to the characteristic points on the surface (with the
average deviation decreased by about a factor of ﬁve). Also in
predicting spectra of both the H2O and D2O dimer, it per-
forms signiﬁcantly and systematically better (with deviations
from experiment on average decreased by a factor of two to
three compared to previously best predictions, and more
dramatic improvements for properties of the vibrationally
excited states). The high accuracy of CC-pol-8s allowed us
to predict, for the ﬁrst time, the bifurcation shifts in the
spectra, reaching excellent agreement with experiment. In fact,
the agreement between theory and experiment for the com-
plete spectrum is unprecedented for a system of such size, so
we may say that CC-pol-8s becomes the new benchmark water
dimer potential.
The higher accuracy of CC-pol-8s compared to CC-pol
required the use of a more complicated functional form. Since
the time of calculations for a site–site ﬁt is proportional to the
square of the number of sites, one would expect an order of
magnitude increase in costs. However, since the additional
sites are of a simpler form (contain only the exponential terms)
and due to a more optimal coding, the ratio of times is only a
factor of about three. The Fortran source code of the CC-pol-
8s potential is contained in the ESIw associated with this work.
We have also included there routines for evaluating three-body
nonadditive interaction energies from ref. 44 and N-body
induction (polarization) contributions, thus allowing calcula-
tions of the interaction potential in any water cluster or in
condensed phases of water.
The major neglected eﬀect in the description of the water
dimer by the CC-pol-8s potential is due to monomer ﬂexibility.
We are working on inclusion of this eﬀect via an adaptation of
the ﬂexible-monomer water dimer potential from ref. 42.
This work was supported by the NSF grant CHE-0555979
and by the Nederlandse Organisatie voor Wetenschappelijk
Onderzoek (NWO).
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