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Abstract. In this work we present an alternative formulation of the higher eigenvalue problem
associated to the infinity Laplacian, which opens the door for numerical approximation of eigen-
functions. A rigorous analysis is performed to show the equivalence of the new formulation to the
traditional one. We define consistent numerical schemes for approximating infinity ground states
and higher eigenfunctions and perform numerical experiments which also shed light on some open
conjectures in the field.
1. Introduction. The infinity Laplacian equation was introduced by G. Arons-
son in [1] and has been extensively studied in the following years. It can be categorized
as a nonlinear degenerate elliptic partial differential equation (PDE), which has in-
teresting connections to Lipschitz extensions [9, 10] and also to probabilistic games
[33]. For important contributions to the analysis of the infinity Laplacian we refer to
[1, 2, 10]. Regarding the uniqueness of Lipschitz extensions and the theory of abso-
lute minimizers we refer the interested reader to the work of Jensen [21], and further
works in [2, 9, 22]. A numerical approximation of the infinity Laplacian equation is
investigated by Oberman in [31], where he introduced a convergent finite difference
scheme. In the context of finite weighted graphs as discretizations of nonlocal opera-
tors the infinity Laplacian operator has been studied and applied for data processing
task in [13, 14].
As we will recap in section 2 below, the infinity Laplacian can be formally un-
derstood as limit of a family of p-Laplacian operators for p → ∞. Hence, there is a
natural relation between the eigenfunctions of the p-Laplacian and the eigenfunctions
of the infinity Laplacian. In the last decade nonlinear eigenvalue problems of both the
p-Laplacian operator as well as the infinity Laplacian operator have gained increasing
attention [18, 26, 28]. Horak discussed numerical approximations for the two smallest
eigenvalues of the p-Laplacian operator for different values of 1 < p ≤ 10 in [19]. For
large values of p, however, it turns out to be difficult to compute eigenvalues and
corresponding eigenfunctions of the p-Laplacian due to stiffness of the discretized sys-
tems. On the other hand, the eigenvalue problem for the infinity Laplacian operator
has been analytically studied for example by Juutinen, Lindqvist, Kawohl, Manfredi,
and Saksman in [23, 24, 25, 29, 36]. A natural approach to numerically approximate
eigenfunctions of the infinity Laplacian is to look at eigenfunctions of the p-Laplacian
for high values of p (cf. [5, 19], for instance). To the best of our knowledge a direct nu-
merical approximation of the first and second eigenfunctions of the infinity Laplacian
operator has not been investigated so far.
Let Ω be an open, bounded domain in Rd. In this work we consider the following
Dirichlet eigenvalue problem of the infinity Laplacian operator as studied in [23]. One
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looks for a function u ∈W 1,∞0 (Ω) which is a viscosity solution of
(1.1) 0 =

min(|∇u| − Λu,−∆∞u) where u > 0,
−∆∞u where u = 0,
max(−|∇u| − Λu,−∆∞u) where u < 0.
Here, Λ > 0 denotes a corresponding eigenvalue of the infinity Laplacian ∆∞. Positive
solutions are referred to as ground states and fulfill the simpler equation
(1.2) 0 = min(|∇u| − Λu,−∆∞u).
Equation (1.1) turns out to be rather challenging from a numerical point-of-view. This
is due to the fact that the eigenfunction equation (1.1) is formulated by means of a
distinction of cases. However, these different cases are based on the unknown sign of
the solution itself, and thus one is not able to implement a numerical approximation
scheme directly.
The main contribution of this work is twofold. First, we give a reformulation
of (1.1) as one equation which avoids the distinction of cases. Second, we define con-
sistent numerical schemes on unstructured grids for approximating solutions of (1.1)
and (1.2).
The structure of this paper is as follows: section 2 recalls the mathematical back-
ground of the p- and infinity Laplacian operators and their respective eigenvalues and
eigenfunctions. In section 3 we propose the alternative formulation of the infinity
Laplacian eigenfunction problem (1.1) and rigorously prove equivalence. Based on
the reformulation, we define consistent schemes for approximating eigenfunctions in
section 4. In section 5 we show numerical results using the proposed approximations.
2. Mathematical background. To make this paper more self-contained we
begin by recalling the concept of viscosity solutions in subsection 2.1. This is the
suitable solution concept for both the infinity Laplacian equation and the eigenvalue
problem (1.1). Furthermore, we recap properties of the infinity Laplacian equation,
which is a substantial part of the eigenvalue problem, in subsection 2.2. Finally, we
summarize the analytic relationship of the p- and infinity Laplacian operators and
discuss properties of their respective eigenvalues and eigenfunction in subsection 2.3.
2.1. Viscosity solutions. We focus on PDEs of the following general form
(2.1) F (u,∇u,D2u) = 0
for a real-valued function u : Ω→ R, F : R×Rn×Sn → R, and Sn is the space of real,
symmetric n× n-matrices. We further assume that F is degenerate elliptic, meaning
(2.2) F (u, p,M) ≤ F (u, p,N) if N ≤M
for all u ∈ R and p ∈ Rn. By N ≤ M in (2.2) we denote that the matrix M − N
is positive semi-definite. Any equation fulfilling these properties is called degenerate
elliptic. For a comprehensive overview on the theory of viscosity solutions we refer
the interested reader to the seminal paper of Crandall, Ishii, and Lions in [11].
Definition 2.1. Any upper (respectively lower) semi-continuous function u :
Ω → R is called a viscosity subsolution (respectively supersolution) of (2.1) if for
all φ ∈ C2(Ω) and all x ∈ Ω such that u − φ has a local maximum (respectively
minimum) at x, we have
F (u,∇φ,D2φ) ≤ 0, (respectively F (u,∇φ,D2φ) ≥ 0).
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A continuous function u : Ω → R is said to be a viscosity solution if it is both a
viscosity sub- and supersolution of F = 0.
Example 2.2. In the following, we consider the Eikonal equation on the interval
Ω = (−1, 1) {
|u′(x)| − 1 = 0 for x ∈ Ω,
u(x) = 0 for x ∈ ∂Ω.
It is clear that there is no classical C1(Ω) solution to this problem. However, one can
verify that there exists a unique solution in the viscosity sense given by u(x) = 1−|x|
for x ∈ [−1, 1]. Any C1-function φ touching u from above in x = 0 has a slope
|φ′(0)| ≤ 1 and obviously there is exists no such function touching u from below in
x = 0.
2.2. The infinity Laplacian equation. One possible definition of the infinity
Laplacian operator is
(2.3) ∆∞u = (∇u)TD2u∇u =
d∑
i,j=1
∂u
∂xi
∂u
∂xj
∂2u
∂xi∂xj
.
Sometimes the operator in (2.3) is normalized by 1|∇u|2 , e.g., cf. [4]. A function u is
said to be infinity harmonic if it solves the homogeneous infinity Laplacian equation
in the viscosity sense, i.e.,
(2.4) ∆∞u = 0.
The infinity Laplacian equation can be formally understood as the limit of a sequence
of p-Laplacian equations ∆pu = div(|∇u|p−2∇u) = 0 under certain boundary condi-
tions for p→∞.
The infinity Laplacian equation is related to the absolute minimal Lipschitz ex-
tension (AMLE) problem [1, 2, 9, 21]. In this setting one searches for a continuous
real-valued function which has the smallest possible Lipschitz constant in every open
set whose closure is compactly contained in Ω. This interpretation has some advan-
tages as it directly leads to numerical approximation schemes for solutions of the
infinity Laplacian equation (2.4). A function u ∈ W 1,∞(Ω) is called absolutely mini-
mizing Lipschitz extension of a Lipschitz function g : ∂Ω→ R if u|∂Ω = g and
‖∇u‖L∞(Ω′) ≤ ‖∇v‖L∞(Ω′) ,
for all open sets Ω′ ⊂ Ω and all v such that u − v ∈ W 1,∞0 (Ω′). The relationship
between an AMLE and the infinity Laplacian is stated in
Theorem 2.3 (Theorem 1.15 in [21]). If u ∈ Lip(Ω) is an AMLE then u is also
solution of the infinity Laplacian equation.
Clearly, one can exploit this relationship to numerically solve the infinity Laplacian
equation, i.e., to construct absolutely minimal Lipschitz extensions in a discrete set-
ting [31].
Let us finally remark that infinity harmonic functions might not be C2 differen-
tiable in general. A well-known example from [1] is given by
u(x, y) = |x| 43 − |y| 43 ,
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which is a C1,1/3 infinity harmonic function. To the best of our knowledge it is still
an open problem whether all viscosity solutions of the infinity Laplacian equation are
in C1. Evans and coauthors proved C1,α regularity of viscosity solutions for the case
d = 2 in [15] and differentiability in general dimension in [16].
2.3. Eigenfunctions of the p-Laplacian and their limit. The eigenvalues
and eigenfunctions of the infinity Laplacian can be formally defined as the limit of
respective eigenvalues and eigenfunctions of the p-Laplacian operator, see [24, 25, 29]
for details. For this reason we shortly recall the definition of eigenvalues of the p-
Laplacian in the following, see [26, 28] for details.
For 1 ≤ p < ∞ the first (smallest) eigenvalue of the p-Laplacian operator has a
variational form and is given by the Rayleigh quotient
(2.5) λ1(p) = inf
ϕ∈W 1,p0 (Ω)
∫
Ω
|∇ϕ|pdx∫
Ω
|ϕ|pdx = infϕ∈W 1,p0 (Ω)
‖∇ϕ‖pp
‖ϕ‖pp ,
for which the minimization is performed over all non-zero functions in the Sobolev
space W 1,p0 (Ω). Any minimizer of (2.5) has to satisfy the following Euler-Lagrange
equation
(2.6)
{ −div(|∇u|p−2∇u) = λ1(p)|u|p−2u in Ω,
u = 0 on ∂Ω,
which has to be interpreted in the usual weak sense. According to [23] the second
p-eigenvalue λ2(p) can be defined as
λ2(p) = min {λ ∈ R : λ is a p-eigenvalue and λ > λ1}.
Analogously to (2.5), the first eigenvalue of the infinity Laplacian, denoted by Λ1, is
given by
(2.7) Λ1 = inf
ϕ∈W 1,∞0
‖∇ϕ‖∞
‖ϕ‖∞ ,
where ‖ϕ‖∞ = ess supx∈Ω |ϕ(x)|. It is easy to see (e.g., cf. [25]) that the Euclidean
distance function d(x) = dist(x, ∂Ω) solves the minimization problem (2.7). However,
solutions to the minimization problem (2.7) in W 1,∞0 (Ω) are in general not unique
(see also Remark 2.6 below). A first eigenfunction of the infinity Laplacian operator
can be obtained through the limit of the p-Laplacian equation (2.6) for p→∞. The
limit of these equations as p→∞ is found to be
min {|∇u| − Λ1u, −∆∞u} = 0.
All this was proved in [25] and we subsume their results in
Theorem 2.4. Let Ω be an open, bounded domain. Then there exists a positive
viscosity solution u ∈W 1,∞0 (Ω) of the problem
(2.8)
{
min(|∇u| − Λ1u, −∆∞u) = 0 in Ω,
u = 0 on ∂Ω,
where
Λ1 = Λ1(Ω) =
1
maxx∈Ω dist(x, ∂Ω)
.
4
Moreover, any positive solution u of (2.8) realizes the minimum in (2.7). Such a
function u can be constructed as a cluster point for p → ∞ of a properly normalized
sequence of first eigenfunctions of the p-Laplacian operator. Furthermore,
Λ1 = lim
p→∞λ1(p)
1
p ,
where λ1(p) denotes the first eigenvalue of the p-Laplacian operator given by (2.5).
An important distinction has to be made between those solutions of (2.8) which are
a limit of p-Laplacian ground states and those which are not.
Definition 2.5 (Variational ground states). A solution of (2.8) which is a
cluster point of normalized solutions of (2.6) is called variational ground state. All
other solutions are called non-variational.
Remark 2.6 ((Non-)uniqueness). In [20] Hynd, Smart, and Yu have shown the
non-uniqueness of infinity ground states for a dumbbell domain. However, the ground
state which was constructed there is non-variational. Yu in [36] proved that on
stadium-like domains (as for instance the ball) ground states are unique up to scaling
and coincide with the distance function of the domain. Whether uniqueness holds
for general convex domains or variational ground states, remains an open problem.
However, in subsection 5.1.3 below we present numerical insights on that topic.
Theorem 2.4 states that the first eigenvalue can be interpreted geometrically, i.e., Λ1
is the reciprocal of the radius of the largest ball that fits inside the domain Ω. In
general, Λ1 cannot be detected in regions where the solution is smooth, i.e., the term
|∇u(x0)| − Λ1u(x0) in (2.8) is not active. According to [36] if u ∈ C1(Ω) in x0 ∈ Ω
then
Λu(x0) < |∇u(x0)| and ∆∞u(x0) = 0.
It is known that also the second eigenvalue has a geometric characterization. Accord-
ing to [23] we have
(2.9) Λ2 =
1
r2
.
where r2 = sup{r > 0 : there are disjoint balls B1, B2 ⊂ Ω with radius r}. Further-
more, one has
Theorem 2.7 (Theorem 4.1 in [23]). Let λ2(p) be the second p-eigenvalue in Ω.
Then it holds that
Λ2 = lim
p→∞λ2(p)
1
p
and Λ2 ∈ R is the second eigenvalue of the infinity Laplacian.
According to [23] higher eigenfunctions of the infinity Laplacian operator can be ob-
tained as a viscosity solution u ∈W 1,∞0 (Ω) of the equation FΛ(u,∇u,D2u) = 0, where
FΛ : R× Rn × Sn → R is given by
(2.10) FΛ(u, p,M) =

min(|p| − Λu,−pTMp) for u > 0 ,
−pTMp for u = 0 ,
max(−|p| − Λu,−pTMp) for u < 0 ,
and Λ denotes the corresponding eigenvalue. Since the sign of the solution is unknown
a-priori, this is a free boundary problem and hence hard to solve numerically.
Remark 2.8. The equation of the first eigenfunction in (2.8) can also be expressed
through (2.10) since the first eigenfunction does not change sign.
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3. Reformulation of the infinity Laplacian eigenvalue problem. In the
following we present an equivalent formulation of the higher infinity Laplacian eigen-
value problem, which allows us to avoid the distinction of cases in (2.10). To this end
we introduce the function HΛ : R× R× Sn → R, defined as
(3.1) HΛ(u, p,M) = min(|p| − Λu,−pTMp) + max(−|p| − Λu,−pTMp) + pTMp,
and consider the associated problem of finding a viscosity solution to the equation
HΛ(u,∇u,D2u) = 0. The following is our main theorem and states that the formula-
tions through FΛ and HΛ are equivalent.
Theorem 3.1 (Equivalent formulation of the eigenvalue problem). It holds that
u ∈ W 1,∞0 (Ω) is a viscosity solution of FΛ(u,∇u,D2u) = 0 if and only if it is a
viscosity solution of HΛ(u,∇u,D2u) = 0, where FΛ and HΛ are given by (2.10) and
(3.1), respectively.
Proof. Assume FΛ(u,∇u,D2u) = 0. We need to make a case distinction on the
sign of the solution u.
Case 1.1. Let ϕ be a C2 function touching u from above in x such that u(x) > 0.
Then we have min(|∇ϕ(x)| − Λϕ(x),−∆∞ϕ(x)) ≤ 0. If −∆∞ϕ(x) ≥ 0 then using
−Λϕ(x) = −Λu(x) < 0 we infer
max(−|∇ϕ(x)| − Λϕ(x),−∆∞ϕ(x)) = −∆∞ϕ(x)
and hence
HΛ(ϕ(x),∇ϕ(x), D2ϕ(x)) ≤ 0−∆∞ϕ(x) + ∆∞ϕ(x) = 0.
If, however, −∆∞ϕ(x) < 0 we have to investigate two subcases. Let us first assume
that |∇ϕ(x)| − Λϕ(x) ≤ −∆∞ϕ(x). Then we get that
max(−|∇ϕ(x)| − Λϕ(x),−∆∞ϕ(x)) = −∆∞ϕ(x)
and hence
HΛ(ϕ(x),∇ϕ(x), D2ϕ(x)) ≤ 0−∆∞ϕ(x) + ∆∞ϕ(x) = 0.
If we assume that |∇φ(x)| − Λφ(x) > −∆∞φ(x) we obtain
min(|∇φ(x)| − Λφ(x),−∆∞φ(x)) = −∆∞φ(x).
Furthermore, from −∆∞φ(x) ≤ 0 it follows
max(−|∇φ(x)| − Λφ(x),−∆∞φ(x)) ≤ 0.
Combining these two we infer
HΛ(ϕ(x),∇ϕ(x), D2ϕ(x)) ≤ −∆∞φ(x) + 0 + ∆∞φ(x) = 0.
Hence, we have shown that u is a subsolution of HΛ(u,∇u,D2u) = 0 and showing
that it is a supersolution is straightforward.
Case 1.2. For the case u < 0 the argumentation is analogous to Case 1.1 above.
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Case 1.3. Let ϕ be a C2 function touching u from above in x such that u(x) = 0
meaning ϕ(x) = 0. Then we have −∆∞ϕ(x) ≤ 0 which implies
HΛ(ϕ(x),∇ϕ(x), D2ϕ(x))
= min(|∇ϕ(x)|,−∆∞ϕ(x)) + max(−|∇ϕ(x)|,−∆∞ϕ(x)) + ∆∞ϕ(x)
= −∆∞ϕ(x) + max(−|∇ϕ(x)|,−∆∞ϕ(x)) + ∆∞ϕ(x)
= max(−|∇ϕ(x)|,−∆∞ϕ(x)) ≤ 0.
This means that u is a viscosity subsolution of HΛ(u,∇u,D2u) = 0. An analogous
argument shows that u is a supersolution.
Now we prove the converse statement and assume that HΛ(u,∇u,D2u) = 0 in
the viscosity sense. Again, we consider the different possible signs of u.
Case 2.1. Let ϕ be a C2 function touching u from above in x such that u(x) > 0.
Then it holds that HΛ(ϕ(x),∇ϕ(x),−∆∞ϕ(x)) ≤ 0 and we must show that
FΛ(ϕ(x),∇ϕ(x), D2ϕ(x)) ≤ 0.
If −∆∞ϕ(x) ≥ −|∇ϕ(x)| − Λϕ(x) we conclude
FΛ(ϕ(x),∇ϕ(x), D2ϕ(x)) = HΛ(ϕ(x),∇ϕ(x), D2ϕ(x)) ≤ 0.
On the other hand, if
−∆∞ϕ(x) ≤ −|∇ϕ(x)| − Λϕ(x) = |∇ϕ(x)| − Λϕ(x) ≤ 0
then obviously −∆∞ϕ(x) ≤ 0 and
FΛ(ϕ(x),∇ϕ(x), D2ϕ(x)) = min(|∇ϕ(x)| − Λϕ(x),−∆∞ϕ(x)) = −∆∞ϕ(x) ≤ 0.
This shows that u is a subsolution of FΛ(u,∇u,D2u) = 0 and showing that it is a
supersolution works analogously.
Case 2.2. For the case u < 0 the argumentation is analogous to Case 2.1 above.
Case 2.3. Let ϕ be a C2 function touching u from above in x such that u(x) = 0
meaning ϕ(x) = 0. Then it holds
min(|∇ϕ(x0)|,−∆∞ϕ(x0)) + max(−|∇ϕ(x0)|,−∆∞ϕ(x0)) + ∆∞ϕ(x0) ≤ 0.
If −∆∞ϕ(x0) ≤ 0 we are done since this implies that u is a viscosity subsolution of
−∆∞u = 0. If −∆∞ϕ(x0) ≥ 0 we infer that
max(−|∇ϕ(x0|,−∆∞ϕ(x0)) = −∆∞ϕ(x0)
and hence from above we see that
min(|∇ϕ(x0)|,−∆∞ϕ(x0)) ≤ 0.
This implies that |∇ϕ(x0)| = 0 and hence also −∆∞ϕ(x0) = 0. Thus, in both cases
−∆∞ϕ(x0) ≤ 0 such that u is a viscosity subsolution. Analogously, one shows that u
is a supersolution as well.
For completeness we also prove that the equation HΛ(u,∇u,D2u) = 0 is degenerate
elliptic.
Proposition 3.2 (Degenerate ellipticity). Function HΛ in (3.1) is degenerate
elliptic as defined in (2.2).
Proof. We have to show that M ≥ N for M,N ∈ Sn yields HΛ(u, p,M) ≤
HΛ(u, p,N).
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Case 1. First we assume that min(|p| − Λu,−pTMp) = |p| − Λu. Then one has
max(−|p| − Λu,−pTMp) = −pTMp, which yields HΛ(u, p,M) = |p| − Λu. Now con-
sidering the inequality −pTMp ≤ −pTNp the following relationships hold
min(|p| − Λu,−pTNp) = |p| − Λu, max(−|p| − Λu,−pTNp) = −pTNp.
From here we see that HΛ(u, p,M) = |p| − Λu = HΛ(u, p,N).
Case 2. Now let us assume
min(|p| − Λu,−pTMp) = −pTMp and max(−|p| − Λu,−pTMp) = −|p| − Λu.
Then HΛ(u, p,M) = −|p| − Λu. For HΛ(u, p,N) we will now consider three different
cases.
Case 2.1. If min(|p| − Λu,−pTNp) = |p| − Λu, then max(−|p| − Λu,−pTNp) =
−pTNp. Consequently HΛ(u, p,N) = |p| − Λu ≥ −|p| − Λu = HΛ(u, p,M).
Case 2.2.1. If
min(|p| − Λu,−pTNp) = −pTNp and max(−|p| − Λu,−pTNp) = −|p| − Λu
then HΛ(u, p,N) = HΛ(u, p,M).
Case 2.2.2. If
min(|p| − Λu,−pTNp) = −pTNp and max(−|p| − Λu,−pTNp) = −pTNp,
then HΛ(u, p,M) = −|p| − Λu ≤ −pTNp = HΛ(u, p,N). A similar case distinction
for the complementary cases analogously shows that HΛ(u, p,M) ≤ HΛ(u, p,N).
4. Numerical method. In this section we propose methods to approximate
eigenfunctions of the infinity Laplacian. First, we recall the concept of monotone
schemes in subsection 4.1 as these are needed to construct numerical schemes which
approximate eigenfunctions of the infinity Laplacian on general unstructured grids.
Then, we sketch the approximation of the distance function and the first infinity
Laplacian eigenvalue in subsection 4.2. Finally, our main contribution in this section
is that we define consistent monotone schemes to approximate ground states and
higher eigenfunctions of the infinity Laplacian in subsection 4.3 and subsection 4.4,
respectively.
4.1. Monotone schemes. In order to numerically compute approximate vis-
cosity solutions to the abstract degenerate elliptic equation (2.1), which in particular
allows us to solve the infinity eigenvalue problems, we make use of monotone schemes
and follow the description by Oberman in [32]. We first define an unstructured grid
on the domain Ω as a graph consisting of a set of vertices V = {xi ∈ Ω, i = 1, . . . ,M}
for M ∈ N. To each point xi ∈ V we associat a list of global neighbors indices given
by Ni = {i1, . . . , iki} ⊂ {1, . . . ,M} for some ki ∈ N. A grid function Fˆ : V → R is a
real-valued function defined on V which is based on values ui = u(xi) of a function
u : Ω→ R and is given by:
Fˆ [u](xi) = Fˆi
[
ui,
ui − ui1
xi − xi1
, . . . ,
ui − uiki
xi − xiki
]
, for i = 1, . . . ,M,
where the functions Fˆi on the right are possibly different for every grid point xi ∈ V .
Then, a discrete solution of (2.1) on the unstructured grid introduced above is a
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grid function u which satisfies Fˆ [u](xi) = 0 for all i = 1, . . . ,M . Note that the grid
function Fˆ depends on the choice of the neighborhood and, in particular, it comes
with intrinsic spatial and directional errors
dxi = max
j∈Ni
|vj |, dθi = max
v∈Sn
min
j∈Ni
|v − vj |,(4.1)
where vj = xi − xj for j ∈ Ni denote the distance to the neighbors and Sn denotes
the unit sphere in Rn.
Definition 4.1 (Properties of grid functions). The grid function Fˆ is called
• degenerate elliptic if for i = 1, . . . ,M the functions Fˆi are non-decreasing in
the variables 2, . . . , ki.
• consistent with respect to (2.1) in xi ∈ V if for every C2 function φ defined
in a neighborhood of xi we have:
Fˆ [φ](xi)→ F (φ(xi),∇φ(xi), D2φ(xi))
as dxi, dθi → 0. The scheme defined on Ω is consistent if the above limit
holds uniformly for all x ∈ Ω.
• stable if there exists a solution u of Fˆ [u] = 0 which is uniformly bounded
independently of the grid.
The following theorem gives a convergence criterium for degenerate elliptic schemes.
It is a straightforward generalization of the classical Barles-Souganidis theorem to the
case where the equation does not admit a comparison principle.
Theorem 4.2 (Barles-Souganidis [3]). If the grid function is degenerate ellip-
tic, consistent, and stable according to Definition 4.1, then (up to a subsequence) its
solutions converge locally uniformly to a viscosity solution of (2.1) as dxi, dθi → 0.
4.2. Approximation of the distance function and infinity eigenvalues.
As we have already seen in Theorem 2.4 the first eigenvalue Λ1 is directly linked to
the geometry of the domain, i.e.,
(4.2) Λ1 =
1
r1
, with r1 = max
x∈Ω
dist(x, ∂Ω).
For simple domains Ω ⊂ R2, such as a circle, square, or triangle, the so-called in-
radius r1 and hence also the first eigenvalue Λ1 can be easily calculated by geometric
reasoning. In general, for a more complicated domain Ω we have to compute the
distance function d(x) = dist(x, ∂Ω) which is the unique solution of the following
Eikonal equation
(4.3)
{ |∇d| = 1 in Ω,
d = 0 on ∂Ω.
From the solution of (4.3) we thus obtain the in-radius r1 together with the set of
points in Ω where this maximal distance to the boundary is attained. The solution of
the Eikonal equation on a discrete grid can be approximated with different methods,
the best-known of which is the fast marching method [34]. Originally formulated on
structured grids, it was generalized to weighted graphs in [12]. Alternatively, it was
shown in [37], that the solution of (4.3) coincides with the solution to the optimization
problem
(4.4) max
v∈W 1,∞0 (Ω)
‖∇v‖∞=1
‖v‖2
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and it was characterized as nonlinear eigenfunction of a subdifferential operator in [8].
There, the same was shown for a graph analogue of (4.4). Therefore, one can also use
the gradient flow based methods [6, 7, 17] to solve discrete versions of (4.4) or (4.3),
respectively.
Hence, by employing any of these methods, one obtains a discrete distance func-
tion and an associated first eigenvalue Λ1 (cf. (4.2)) subordinate to the discrete grid
V , defined in subsection 4.1.
One should remark that the second eigenvalue Λ2 cannot be approximated as
easily. Remember that it has a geometric characterization as reciprocal of the maximal
radius of two equal non-intersecting balls which fit into the domain (cf. (2.9)). For
many symmetric domains (e.g. circle, square, isosceles right triangle, L-shape, etc.)
the solution of this sphere packing problem can be derived using elementary geometric
reasoning. However, we could not find a circle / sphere packing algorithm in the
literature which works for general domains.
Furthermore, higher infinity-eigenvalues have not yet been characterized. Only
in some special cases one knows that they are given by the reciprocal of the maximal
radius of k equal non-overlapping spheres which fit into the domain [23]. In these
cases one can use known solutions of the general sphere packing problem to obtain
the eigenvalue.
4.3. Approximation of the first eigenfunction. Let us consider the first
eigenfunction problem:
(4.5)
{
min(|∇u| − Λ1u,−∆∞u) = 0 in Ω,
u = 0 on ∂Ω.
We subdivide the set of vertices in the discrete grid into V = Vinn ∪ Γ where Vinn
denotes the inner nodes of the grid and Γ corresponds to nodes where a value of u
is prescribed, for instance at the boundary. We approximate (4.5) by the scheme
F [u](xi) = 0 for all xi ∈ V , where
(4.6) F [u](xi) =
{
min(F+1 [u](xi), F2[u](xi)), if xi ∈ Vinn,
u(xi)− vi, if xi ∈ Γ,
and F+1 and F2 are degenerate elliptic and consistent grid functions, which implies
the same for F . Furthermore, the values vi ∈ R corresponds to prescribed values of u.
For instance, all vi such that xi is a boundary node are equal to zero. Since, however,
the values of an infinity ground state can also be fixed in the set where the distance
function of the domain attains its maximum [24], we reserve the possibility for setting
vi = r1 for all vi in this set, where r1 denotes the in-radius of the domain. Note that
the superscript in F+1 serves to distinguish this scheme from a similar one for higher
eigenfunctions, introduced in the next section.
We first discuss the grid function F+1 which is the novelty of our approach. Tak-
ing (4.5) into account we have to approximate the term |∇u| −Λ1u. In the following,
we fix a vertex xi and, suppressing the dependency on i, denote the distances to its
neighbors by dj = |xi − xj | for j ∈ Ni. We define F+1 as
F+1 [u](xi) = ui − uimax − dimaxΛ1ui,(4.7)
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where the index imax is chosen such that
imax ∈ arg max
j∈Ni
ui − uj
dj
.(4.8)
The number Λ1 is the reciprocal of the maximal value of the distance function
on the grid. Note that (4.7) in fact approximates a multiple of the desired term,
which, however, does not change equation (4.6). One can see that (4.7) is non-
decreasing in the differences ui− uj . This is the reason why the naïve approximation
|∇u(xi)| ≈ |ui − uj |/dj is not suitable; it is not monotone.
Next we recap the approximation of the infinity Laplacian due to Oberman in [31].
One defines a discrete Lipschitz constant L(ui) of u in xi as
L(ui) = max
j∈Ni
|ui − uj |
dj
.
In [31, Theorem 5] Oberman has proved that the minimizer of this discrete Lipschitz
constant with respect to ui is given by
u∗i = arg min
ui
L(ui) =
dsur + drus
dr + ds
,
where the indices r, s ∈ Ni are chosen such that
(r, s) ∈ arg max
k,l∈Ni
{ |uk − ul|
dk + dl
}
.(4.9)
Furthermore, u∗i is non-decreasing as a function of {uj : j ∈ Ni} and it holds
−∆∞u(xi) = 1
drds
(ui − u∗i ) +O(dxi + dθi),
where dxi and dθi denote the errors (4.1). Hence, we can express the grid function
F2 in (4.6), evaluated in a grid point xi as
F2[u](xi) = ui − u∗i .(4.10)
Again, this approximates only a multiple of the infinity Laplacian which is no problem
due to the nature of equation (4.6).
Our main statement of this section is that the grid function F from (4.6) is
degenerate elliptic, consistent, and stable under reasonable conditions on the grid.
Together with Theorem 4.2 this implies convergence to viscocity solutions of the
infinity Laplacian eigenvalue problem.
Proposition 4.3. Assume that
1. For every r ∈ Ni there exists s ∈ Ni such that xi−xr and xs−xi are parallel
vectors,
2. maxj∈Ni dj −minj∈Ni dj = O(1).
Then the grid function (4.6) is degenerate elliptic, consistent with respect to (4.5),
and stable.
Proof. The statements for F2 given by (4.10) were proved in [31]. In particular
the proofs there utilize the grid conditions 1. and 2.
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Monotonicity of F+1 in the differences is clear from its definition in (4.7). For con-
sistency one notices that by Taylor expansion one can write a smooth function u
as
ui − uj = ∇u(xi) · (xj − xi) + o(di).
Hence, maximizing the left hand side corresponds to choosing j such that xj − xi is
as close to being parallel to ∇u(xi) as possible. By Cauchy-Schwarz one obtains that
lim
dj→0
ui − uj
dj
≤ |∇u(xi)|,
with equality if and only if xj−xi is parallel to ∇u(xi). Hence, if one chooses j = imax
such that the left hand side is maximized and sends the directional error dθi to zero,
we get equality. For stability it suffices to notice that, due to positive homogeneity of
(4.6), any solution can be rescaled to be uniformly bounded.
Remark 4.4 (Existence of discrete solutions). Note that we do not rigorously
prove existence of roots of the grid function (4.6) since this requires some discrete
theory which is beyond the scope of this paper and does not give much insights.
Clearly, existence also depends on the set Γ. Here, we just sketch the proof for the
case that Γ coincides with the union of boundary nodes of the domain and nodes where
the distance function d is maximal. Correspondingly, we set vi = 0 or vi = r1 in (4.6),
respectively. In this case, for every infinity harmonic function, i.e., F2[uharm] = 0,
it holds F [uharm] ≤ 0. Furthermore, the distance function d meets F [d] ≥ 0. By
continuity of F in every component there has to be u which meets uharm ≤ u ≤ d and
satisfies F [u] = 0.
Remark 4.5 (Local monotonicity). One might ask whether the grid function F+1 ,
and hence also the combined function F , is monotone in the nodal values ui. In the
theory of monotone schemes this would ensure that the scheme F [u] = 0 possesses
a unique solution, which cannot be expected. However, F+1 can be rewritten as
F+1 [u](xi) = (1 − dimaxΛ1)ui − uimax and the coefficient 1 − dimaxΛ1 is non negative
due to the definition of Λ1. Since the term uimax does not change for sufficiently
small changes in ui, function F+1 is at least locally monotone. Furthermore, from this
representation it can be seen that 1 is a Lipschitz constant of F+1 .
4.4. Approximation of higher eigenfunctions. Similarly as before, we would
like to approximate our reformulation for higher eigenfunctions
min(|∇u| − Λu,−∆∞) + max(−|∇u| − Λu,−∆∞u) + ∆∞u = 0
as monotone scheme. Analogously to the previous section we approximate this equa-
tion with F [u] = 0 where F is now given by
F [u](xi) =

min(F+1 [u](xi),F2[u](xi))+
max(F−1 [u](xi), F2[u](xi))− F2[u](xi),
if xi ∈ Vinn,
u(xi)− vi, if xi ∈ Γ,
(4.11)
and F+1 and F2 are as in (4.7) and (4.10), respectively. The function F
−
1 is given by
(4.12) F−1 [u](xi) = ui − uimin − diminΛui.
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Here the index imin is chosen such that
imin ∈ arg min
j∈Ni
ui − uj
dj
(4.13)
and hence (4.12) approximates a multiple of −|∇u|−Λu. As for the first eigenfunction,
one can easily see the consistency of the grid function. Furthermore, monotonicity in
the differences ui − uj is proved as in Proposition 3.2, using that the non-monotone
term −F2[u](xi) in (4.11) always vanishes and the first two terms are obviously mono-
tone.
Lastly, the set Γ together with the values vi allows us again to fix some known
values of the eigenfunction, for instance at the boundary of the domain or at the
locations where the eigenfunction attains its global minimum and maximum.
4.5. Numerical solution of the schemes. Now we describe how we solve
F [u] = 0 where F given by (4.6) or (4.11). Due to the non-smoothness of the grid
functions F , Newton-type methods are not applicable to compute a root of F . Also
quasi-Newton methods require some degree of (directional) differentiability in the root
x∗ such that F [u∗] = 0 in order to converge (cf. e.g. [30, 35]). Due to the strong
non-smoothness of F given by (4.6) or (4.11), this is too much of an assumption.
Hence, it seems natural to study the simple fixed-point iteration
u← E[u](4.14)
where E[u] = u−ρF [u] is referred to as Euler map. Obviously, roots of F correspond
to fixed-points of E. The terminology “Euler map” stems from the obvious fact that
(4.14) can be seen as explicit Euler discretization of the ODE u˙(t) = −F [u(t)] with
time step size ρ > 0. Is is well-known (cf. [31], for instance) that if ρ > 0 is smaller
than the reciprocal Lipschitz constant of F and F is monotone in the sense that u ≥ v
implies F [u] ≥ F [v] in the partial order in RM , then the Euler map E is a contraction.
Since this would in particular imply a unique fixed point of E and hence a unique
root of F , we cannot expect this in our case.
However, due to the “local monotonicity” of F (cf. Remark 4.5) one can expect
that in the proximity of a root the map F is monotone and hence E is a contraction
there. In practice, the fixed point iteration (4.14) converges very reliably on our
numerical experiments. For designing a stopping criterion we utilize both the relative
changes of the iterates and the accuracy of the root. The detailed algorithm to find a
root of F , and hence an infinity Laplacian eigenfunction, is given in Algorithm 4.1.
Algorithm 4.1 Root finding of F [u] = 0 where F is given by (4.6) or (4.11)
1: input u0 ∈ RM , ρ > 0, crit =∞, TOL > 0, K ∈ N
2: k ← 0, u← u0
3: while k < K ∧ crit > TOL do
4: u− ← u
5: u ← u− − ρF [u−]
6: crit← max
{‖u−u−‖∞
‖u‖∞ , ‖F (u
−)‖∞
}
7: k ← k + 1
8: end while
9: return u
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5. Experimental results. In the following, we present numerical results which
use the schemes and algorithms from section 4. Many of the experiments deal with
open questions and conjectures regarding infinity eigenfunctions and, thereby, we hope
to shed some light on the theory.
The computations take place on a regular grid which discretizes the unit square
[−1, 1]2. In order to compute on more general domains we simply restrict the compu-
tations on those grid nodes which belong to the domain of interest (see, for instance,
subsection 5.1.4 below).
In all experiments apart from the very first one we choose the number of lo-
cal neighbors ki of a generic node xi ∈ Vinn—which appears in (4.8) and (4.9), for
instance—as ki = 120. In our regular grid this corresponds to a quadratic stencil of
11 × 11 around the node of interest. If parts of the stencil leave the computational
domain—which happens close to the boundary, for instance—we simply reduce the
number of neighbors of the corresponding node. We discretize the unit square includ-
ing its boundary with 97× 97 nodes. In most experiments the vertex set Γ where we
prescribe values of u is chosen to be the boundary of the computational domain, in
which case we set vi = 0 for all xi ∈ Γ in the grid functions (4.6) and (4.11).
If not stated differently, the inputs in Algorithm 4.1 were chosen as follows. When
computing infinity ground states (cf. subsection 5.1 below) the initial guess u0 ∈ RM
is chosen as discrete distance function of the domain1. The constant ρ > 0—which
should be chosen smaller than the reciprocal Lipschitz constant of F—is chosen as
ρ = 0.9. Note that the Lipschitz constants of F given by (4.6) or (4.11) equal one. We
allow for a maximum of K = 3000 iterations and choose the tolerance TOL = 10−7.
Let us remark that in almost all our experiments the algorithm required only a few
hundred iterations in order to reach the tolerance. Furthermore, the tolerance should
scale with the square of the characteristic grid size which can be seen from (4.10).
Our implementation uses MathWorks MATLAB R© R2018b and a typical test-case
requires a few minutes of computation on a standard laptop computer. The code
which reproduces all results will be made publicly available upon acceptance of this
manuscript.
5.1. Infinity ground states. In this section we perform numerical experiments
for infinity ground states, by computing a root of (4.6). The eigenvalue occurring
in (4.7) is chosen as maximum of the distance function on the grid.
5.1.1. Influence of the number of local neighborhood size. First, we
would like to investigate the influence of the number of local neighbors ki on the
computed ground state. Remember that due to Proposition 4.3 one can expect more
accurate results as the number increases. In Figure 1 we show the level lines of the
ground state on the unit square [−1, 1]2, computed using neighborhoods of size 3× 3,
5×5, 7×7, and 11×11. Looking at the level lines, one can observe that the smoothness
of the ground state increases as the neighborhood size grows. This can be explained
by a more accurate approximation of ∇u and its norm. Further experiments show the
same behavior for the infinity harmonic function on the punctured square [−1, 1]2\{0}
(see also [31] for similar observations). In the following experiments we will use the
11× 11 stencil in order to produce accurate results.
5.1.2. Infinity ground state and infinity harmonic on the square. In this
experiment we investigate the long-standing conjecture that the infinity harmonic
function on the punctured square is a ground state (cf. e.g [24]). Note that the
1We used the MATLABR© routine bwdist, Copyright 1993-2017 The MathWorks, Inc.
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Fig. 1. From left to right: level lines of infinity ground state on the square for stencils of size
3× 3, 5× 5, 7× 7, and 11× 11. Smoothness of the level lines increases with larger neighborhoods.
analogue of this statement is known to be true on stadium-like domains [36] (like for
instance the ball) but is false in general [27].
In Figure 2 we show the infinity ground state on the square, computed with our
method, and the infinity harmonic function on the punctured square. Note that we
compute the latter by simply solving the scheme F2[u] = 0 together with appropriate
boundary conditions, where F2 is given by (4.10). The two functions differ by an
L∞-error of order 10−3 which numerically confirms the conjecture that ground state
and infinity harmonic coincide on the square.
Fig. 2. Infinity ground state (left) and infinity harmonic (right) on the square.
5.1.3. Discrete non-uniqueness on the rectangle. In this experiment we ad-
dress the question of uniqueness of infinity ground states, computed with our method.
As mentioned in Remark 2.6, it is known that ground states are in general not unique
and a non-convex dumbbell domain where uniqueness fails was constructed in [20].
However, for convex domains uniqueness is neither proved nor disproved apart from
the case of stadium-like domains [36]. In Figure 3 we show surface and contour plots
of two different ground states on the rectangle [−1, 1] × [−0.5, 0.5], computed with
our method, and their pointwise difference. Both results fulfill F [u] = 0 with high
accuracy, as enforced through the stopping criterion in Algorithm 4.1. In this experi-
ment we choose Γ as the boundary of the rectangle together with the point (0, 0) and
set u(0, 0) = 0.5 there. This is no loss of generality due to the homogeneity of the
eigenvalue problem (4.6). The first result was computed by initializing Algorithm 4.1
with the distance function, whereas the second one was initialized with zero. The two
results differ significantly: the first one attains its maximum on the so-called high
ridge of the rectangle, given by [−0.5, 0.5] × {0}, and has already been constructed
analytically in [24]. It is glued from the ground state of the square an the central part
of the distance function of the rectangle. In contrast, the second result attains its
maximum only in the point (0, 0) and its level lines are not parallel to the long sides
of the rectangle as it is the case for the first ground state. Note that the second result
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in Figure 3 stands in contradiction to [36, Thm. 2.4] which states that every ground
state on a convex domain attains its maximum exactly in the set where also the dis-
tance function attains its maximum. This suggests that either the Barles-Souganidis
Theorem 4.2 is inapplicable in our case, or the results in [36] are not entirely correct,
or an extremely fine discretization is necessary such that the second result equals the
first one. We suspect the latter reason, however, at the time of submission of this man-
uscript this is still an open question which may spark interesting future discoveries.
Fig. 3. Non-uniqueness of ground states on the rectangle. Surface and contour plots of com-
puted results, initialized with distance function (left) and zero (center). Their pointwise difference
(right) is substantial.
5.1.4. Infinity ground states on different domains. With this test-case
we demonstrate the aptness of our algorithm to compute infinity ground state also
on more complicated and in particular non-convex domains. Figure 4 shows the
computed ground states on six different convex (top row) and non-convex (bottom
row) domains. The shapes of the ground states are similar to p-Laplacian ground
states for large values of p, see for instance [19, 5].
Fig. 4. Infinity ground states on different domains. All results were initialized with the distance
function of the domain.
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Fig. 5. Level lines of the dumb-
bell ground state (cf. bottom center in
Figure 4). The gradient looks singular
between the two maxima.
5.1.5. Regularity of ground states.
Next we study the regularity of ground states
which is still an open problem from the theoret-
ical perspective. Some results on singular sets of
ground states were proven in [36], among which
are the statements that ground states are non-
differentiable in the maximal set of the distance
function and that singular points of the gradient
are not isolated. Furthermore, in two dimensions
ground states are C1 away from their maximal
set if and only if they are infinity harmonic there.
However, general statements on the regularity of
ground states outside the maximal set are still
pending.
Here we recap the ground state computed
for the dumbbell shape (see also bottom center
in Figure 4). Figure 5 shows the level lines of
the ground state and exhibits a non-smoothness
along the line segment which connects to the two
maxima. Here the level lines show kinks and even touch in the center of the do-
main. This suggests that ground states are non-differentiable, in general. Further-
more, the second ground state on the rectangle (cf. center in Figure 3) seems to be
non-differential on the line segment {0} × [−0.5, 0.5] which would imply that non-
smoothness is possible even on convex domains.
5.2. Higher eigenfunctions. There are two main difficulties with the com-
putation of higher eigenfunctions: finding the eigenvalue and a good initialization.
While the second eigenvalue has a variational characterization (2.9), there is no such
interpretation for higher infinity eigenvalues (see [23] for an extensive discussion).
Another difficulty arises from discretization, since even if an eigenvalue for some do-
main is explicitly known, it is not necessarily an eigenvalue of the grid function (4.11).
However, on domains which enjoy some symmetry the discrete eigenvalue can be com-
puted explicitly or using the distance function of the expected nodal domains of the
eigenfunction. Here, one should remark that the restriction of an eigenfunction to a
nodal domain is a ground state of the domain. This knowledge can also be used by
fixing values of the eigenfunction in the set Γ (see section 4) where it is expect to
attains its maximum or minimum.
Regarding initialization of Algorithm 4.1 there are several possibilities. If one
prescribes values in Γ which lie inside the domain, one can simply initialize with zero.
Alternatively, if no nodal values are known, one can also initialize with a Laplacian
eigenfunction, hoping that infinity eigenfunctions lie sufficiently close. A third pos-
sibility is to initialize randomly and slightly modify Algorithm 4.1, by adding the
normalization step
uP ← max(u, 0)‖max(u, 0)‖∞
, uN ← max(−u, 0)‖max(−u, 0)‖∞
, u← uP − uN(5.1)
after the fixed-point iteration. This assures that the maximum of the positive and neg-
ative parts of u are equal, which is a necessary condition for second eigenfunctions [23].
However, by this modification convergence of Algorithm 4.1 does not imply that one
has solved F [u] = 0. Instead it only implies that F [u] = cu for some c ∈ R. How-
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ever, in practice this modification often converges to some u which is very close to an
eigenfunction, meaning that c ≈ 0. If the modulus of c is larger than some tolerance,
one can utilize this intermediate solution as initial condition for Algorithm 4.1, whose
convergence implies that F [u] = 0.
Figure 6 shows second infinity eigenfunctions on three different domains, for which
the second eigenvalue can be computed. The algorithm was initialized with zero and
the peak values of the eigenfunctions were fixed. Again the results are similar to
second eigenfunctions of the p-Laplacian for large p (e.g. [19]).
Fig. 6. Second infinity eigenfunctions on different domains.
In Figure 7 we show three different eigenfunctions on the square where no peak
values were fixed. Here we initialized with the first three eigenfunctions of the standard
Laplacian on the square which can be computed with standard linear algebra tools2.
Fig. 7. Infinity eigenfunction on the square, initialized with first three Laplacian eigenfunctions.
Finally, we also show a result which was computed with the normalizations
steps (5.1) of the positive and negative parts of the solution. The initialization was
chosen as random noise and also this method converges to a second eigenfunction
nicely, as visualized in Figure 8, which shows the solution after 0, 300, and 655 itera-
tions of Algorithm 4.1 with the normalizations (5.1).
Fig. 8. Second infinity eigenfunction on the triangle, computed with the normalization (5.1).
From left to right: solution at iteration 0, 300, and 655 (converged).
2We used the MATLABR© routine eigs, Copyright 1984-2018 The MathWorks, Inc.
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6. Conclusion. In this work we have presented a reformulation of the higher
eigenvalue problem for the infinity Laplacian, thereby avoiding the distinction of cases
on the sign of the solution. Utilizing this reformulation, we proposed consistent and
monotone schemes for approximating ground states and higher eigenfunctions. The
schemes are solved by a fixed-point iteration. Our numerical results show the aptness
of the schemes to approximate eigenfunctions even on complicated domains. This
appears to be the first theoretically profound numerical method in the literature to
compute infinity Laplacian eigenfunction.
There are two main open problems related to our work, which will be subject
to future research. The first aim is to find an algorithm to compute the second
eigenvalue on general domains. While on symmetric domains one can easily compute
it using the distance function on the expected nodal domains, for more complicated
domains there is currently no reliable approach. We believe that the several variational
characterizations of the second eigenvalue in [23] can be used to design an algorithm.
Second, the fixed-point iteration, which we currently use to compute roots of the
grid functions, can possibly be replaced by a more involved non-smooth Newton-type
method. However, currently we are not aware of an alternative method which can
handle the strong non-smoothness of the problem.
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