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Abstract
We deﬁne a new procedure for consistent estimation of nonparametric simultaneous equations models under the
conditional mean independence restriction of Newey et al. [1999. Nonparametric estimation of triangular simultaneous
equation models. Econometrica 67, 565–603]. It is based upon local polynomial regression and marginal integration
techniques. We establish the asymptotic distribution of our estimator under weak data dependence conditions. Simulation
evidence suggests that our estimator may signiﬁcantly outperform the estimators of Pinkse [2000. Nonparametric two-step
regression estimation when regressors and errors are dependent. Canadian Journal of Statistics 28, 289–300] and Newey
and Powell [2003. Instrumental variable estimation of nonparametric models. Econometrica 71, 1565–1578].
r 2008 Elsevier B.V. All rights reserved.
JEL classification: C13; C14; C22
Keywords: Additive nonparametric regression; Instrumental variables; Local polynomial regression; Structural models
1. Introduction
There are many occasions in econometrics where knowledge of the structural relationship among dependent
variables is required to answer questions of interest. As Newey et al. (1999) put it, structural estimation is
important because we need it to account correctly for endogeneity that comes from individual choice or
market equilibrium. Often, economic theory does not imply tight functional form speciﬁcations for structural
models so that it is useful to consider nonparametric structural models and their estimation.
Nonparametric structural models were ﬁrst considered in Roehrig (1988), and Newey and Powell (1989),
among others. Assuming that the errors are independent of the instruments, Roehrig (1988) gives
identiﬁcation results for a system of equations. Under the weaker condition that the disturbance has
conditional mean zero given the instruments, Newey and Powell (1989) consider both identiﬁcation and
estimation problems. Following this latter paper, Brown and Matzkin (1998), Newey et al. (1999), Pinkse
(2000), Darolles et al. (2000), Horowitz (2005), and Imbens and Newey (2006) consider identiﬁcation and
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estimation of different nonparametric models under various restrictions. For example, Pinkse (2000) considers
estimation of a structural model by assuming the independence between the instrumental variable and the
error terms in both the structural model and reduced model.
In this paper, we consider the regression model of Newey et al. (1999):
Y ¼ gðX ;Z1Þ þ ; Z ¼ ðZ01;Z02Þ0;
X ¼ hðZÞ þU ; EðU jZÞ ¼ 0; E½jZ;U  ¼ E½jU ;
(
(1.1)
where Y is an observable scalar random variable, g denotes the true, unknown structural function of interest,
X is dx  1 vector of explanatory variables, Z1 and Z2 are d1  1 and d2  1 vectors of instrumental variables,
h  ðh1; . . . ; hdxÞ0 is a dx  1 vector of functions of the instruments Z, and U and  are disturbances. We are
interested in estimating g and its derivatives consistently.
Newey et al. (1999) show that g is identiﬁed up to an additive constant if there is no functional relationship
between (X ;Z1) and U .
1 They employ series approximations that exploit the additive structure of the model
and propose a two-stage estimator of g. They derive consistency and asymptotic normality results for
functionals of their estimator. By contrast, Newey and Powell (2003) study the estimation of g in (1.1) under
the restrictions that E½jZ ¼ 0 and EðU jZÞ ¼ 0, and give identiﬁcation results. Based on sieve approxima-
tions, they propose an estimator of g that is a nonparametric analog to the familiar two-stage least squares
(2SLS) estimator for linear models with endogenous regressors and prove a consistency result for their
estimator. Nevertheless, neither the consistency rate nor the normality of the proposed estimator is obtained.
In this paper, we propose a local polynomial procedure for estimating gðÞ in (1.1) that is based on the
following observation:
E½Y jX ;Z;U  ¼ gðX ;Z1Þ þ E½jX ;Z;U 
¼ gðX ;Z1Þ þ E½jX  hðZÞ;Z;U 
¼ gðX ;Z1Þ þ E½jZ;U 
¼ gðX ;Z1Þ þ E½jU . (1.2)
Thus it follows from the law of iterated expectations that
mðX ;Z1;UÞ  E½Y jX ;Z1;U  ¼ gðX ;Z1Þ þ E½jU . (1.3)
Like Newey et al. (1999), our procedure can estimate gðÞ consistently up to an additive constant that explores
the additive structure in the above model. If the realizations of U were observable, the model is simply the
additive model widely studied in the literature. One can adopt the marginal integration technique (e.g., Linton
and Ha¨rdle, 1996) to estimate g. Further, Linton (1997, 2000) deﬁnes a two-step estimator for generalized
additive nonparametric regression models that is more efﬁcient than the marginal integration estimator. Thus
one can go one step further to obtain a more efﬁcient estimator of g. Here, because the realizations of U are
not observed, we replace them by the residuals obtained by regressing X on Z nonparametrically. We show
that such a replacement does not affect the ﬁrst-order asymptotic property of the resulting estimator.2
Like Pinkse (2000) we will allow for weak data dependence in our estimation procedure. A typical
application is the estimation of the Kuznets curve using time series data, which relates economic growth to
economic inequality. Lundberg and Squire (2003) emphasize the simultaneous evolution of growth and
inequality. Farrell et al. (1999) model the structural relationship between lottery sales and the expected value
using time series data. For more studies on the structural time series models, see Zellner and Palm (2004).
Given the unknown nonlinear relationship between the variables of interest in all these works, one may like to
model them nonparametrically.
The rest of the paper is organized as follows. We introduce our estimator and its asymptotic distribution
theory in Section 2. We report some Monte Carlo simulation results in Section 3. Section 4 concludes.
All proofs are given in the Appendix.
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2. A local polynomial estimator and its asymptotic distribution
In this section, we propose an estimator of the nonparametric object gðÞ in (1.1) based upon the local
polynomial procedure and then study its asymptotic properties.
2.1. A local polynomial estimator
Let Q be a deterministic weighting function withZ
Rdx
dQðuÞ ¼ 1,
where integrals are in the Stieljes sense. We allow for both discrete and continuous Q. Further, let q be the
density of Q with respect to either the Lebesgue measure or a counting measure in Rdx . For simplicity, we
assume that q is bounded on its support. We consider
gQðx; z1Þ 
Z
mðx; z1; uÞdQðuÞ. (2.1)
Given the additive structure in (1.3), gQðx; z1Þ ¼ gðx; z1Þ þ c, where c ¼
R
E½jU ¼ udQðuÞ. Therefore,
gQðx; z1Þ is, up to an additive constant, the function of our interest. If we assume E½ ¼ 0, one potential choice
for Q is the distribution function, Fu, of U. Then c ¼ 0 so that gFuðx; z1Þ ¼ gðx; z1Þ.
Suppose that we have a sample fðX 1;Y 1;Z1Þ; . . . ; ðXn;Yn;ZnÞg, where Xt 2 Rdx , Yt 2 R, and Zt ¼
ðZ1t;Z2tÞ 2 Rd1  Rd2 from the nonparametric regression model (1.1). The objective is to estimate consistently
gQðx; z1Þ at some interior point ðx; z1Þ and to provide asymptotic normality result for the estimator. To explore
the additive structure of the regression function in Eq. (1.3), we propose the following estimation procedure:
1. Obtain a consistent estimator of hðZtÞ by local p1th-order smoothing Xt  ðX 1t; . . . ;XdxtÞ0 on Zt with
kernel K1 and bandwidth sequence b1 ¼ b1ðnÞ. Denote the estimates as bhðZtÞ  ðbh1ðZtÞ; . . . ; bhdxðZtÞÞ0
and calculate the estimated residuals bUt  ð bU1t; . . . ; bUdxtÞ0, where bUit  Xit  bhiðZtÞ for i ¼ 1; . . . ; dx
and t ¼ 1; . . . ; n.3
2. Obtain a consistent estimator of mðx; z1; uÞ by local p2th-order smoothing Yt on Xt, Z1t, and bUt with kernel
K2 and bandwidth sequence b2 ¼ b2ðnÞ. Denote the estimates as bmðx; z1; uÞ.
3. Estimate gðx; z1Þ consistently up to an additive constant by
bgQðx; z1Þ ¼ Z bmðx; z1; uÞdQðuÞ. (2.2)
If we are interested in estimating gðx; z1Þ consistently but not its partial derivatives, we can replace Step 2 by:
2*. Obtain a consistent estimator of mðx; z1; uÞ by the NW kernel smoothing method with corresponding
kernel K2 and bandwidth sequence b2 ¼ b2ðnÞ. Denote the estimate as bmðx; z1; uÞ.
In this paper, we give an asymptotic analysis based on the local polynomial procedure in both the ﬁrst and
second steps. See Fan (1992) and Fan and Gijbels (1996) for discussions on the attractive properties of local
polynomials. For the data set fXt;Ztgnt¼1, the p1th-order local polynomial regression of Xit; i ¼ 1; . . . ; dx, on




K1ððZt  zÞ=b1Þ Xit 
X
0pjjjpp1




3Noting that we need to obtain bhðZtÞ and bUt ¼ Xt  bhðZtÞ for all t ¼ 1; . . . ; n, we can tell that the Nadaraya–Watson (NW) kernel
estimator is less desirable than the local polynomial estimator: we need to correct the boundary bias in case fZtg is compactly supported, or
apply some trimming techniques otherwise. See Pagan and Ullah (1999) for more comparisons between the two types of estimators.
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where K1 is a nonnegative kernel function on R
dz with dz ¼ d1 þ d2, and b1 ¼ b1ðnÞ is a scalar bandwidth
sequence. Here, we use the notation of Masry (1996a, b)4:
























Further, yðiÞ ¼ yðiÞðzÞ is a collection of all the parameters yðiÞj , 0pjjjpp1, in a lexicographical order. In
particular, the ﬁrst element in yðiÞ is denoted as yðiÞ0 ¼ yðiÞ0 ðzÞ throughout our presentation. Let bhðzÞ ¼
ðbyð1Þ0 ; . . . ;byðdxÞ0 Þ0, where byðiÞ0 is the minimizing intercept in (2.3).




K2ðð bWt  wÞÞ=b2 Yt  X
0pjjjpp2
yjð bWt  wÞj" #2, (2.5)
where bWt ¼ ðX 0t;Z01t; bU 0tÞ0 and w ¼ ðx0; z01; u0Þ0.
2.2. Assumptions
To state the main result, we make the following assumptions.








where ki is bounded, symmetric about zero, has compact support ½ci; ci and integrates to 1. For i ¼ 1 and 2,
the functions HijðuÞ ¼ ujKiðuÞ for all j with 0pjjjp2pi þ 1 are Lipschitz continuous. The matrices M and M
are deﬁned in the Appendix and are nonsingular.




for some 0odp1. The density f z of Zt, the density f w of Wt  ðX 0t;Z01t;U 0tÞ0 and the joint densities
f t1;...;tl ð; . . . ; Þ of ðW 0;Wt1 ; . . . ;Wtl Þ ð1plp5Þ are uniformly bounded and are bounded away from zero on
their compact supports.
A3. EðetjXt;Zt;UtÞ ¼ 0 and E½jetj2þdo1, where et  Yt mðXt;Z1t;UtÞ. Also, E½e2t jXt ¼ x; Z1t ¼ z1;
Ut ¼ u ¼ s2eðx; z1; uÞ.
A4. The vector of functions h ¼ ðh1; . . . ; hdxÞ0 are ðp1 þ 1Þ times partially continuously differentiable and the
function m is ðp2 þ 1Þ times partially differentiable. The corresponding ðp1 þ 1Þth- or ðp2 þ 1Þth-order partial
derivatives are Lipschitz continuous on their supports.





2 ! 0, nbdzð2þ2dÞ=ð2þdÞ1 b2þðdxþd1Þd=ð2þdÞ2 !1,
(ii) n1=2bdz1 b
2ðdxþd1Þ=2
2 = log n!1, n1=2b2ðp1þ1Þ1 bðdxþd1Þ=222 ! 0;
(iii) nb
dxþd1þ2ðp2þ1Þ
2 ! c 2 ½0;1Þ.
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Assumptions A1–A4 parallel Conditions 1–4 in Masry (1996a) except that Assumption A4 is assumed but
not listed explicitly as a condition in Masry (1996a). The stationarity condition in Assumption A2 rules out
time trend in the regressors. Assumption A3 allows for conditional heteroskedasticity. The differentiability
of A4 ensures Taylor expansions to appropriate orders.
Assumption A5 looks complicated and deserves some remarks. First, by requiring d to be sufﬁciently small,













. Then by Masry (1996b), max1ptpn kbhðXtÞ  hðXtÞk ¼
Opðv1n þ bp1þ11 Þ and max1ptpn jbmðWtÞ mðWtÞj ¼ Opðv2n þ bp2þ12 Þ if fU1; . . . ;Ung were used in forming bmðÞ,
where k  k denotes the Euclidean norm. Assumption A5(i) requires that the estimation error from the ﬁrst
stage estimation should be opðn1=2bðdxþd1Þ=22 Þ.Because fU1; . . . ;Ung is not observed and we use f bU1; . . . ; bUng
to approximate it in forming bmðÞ, the approximation error is accounted in Assumption A5(ii):
ðb12 v1nÞ2 ¼ oðn1=2bðdxþd1Þ=22 Þ, where the appearance of b12 is due to the use of Taylor expansion in our
proof. Note that A5(ii) also implies that b12 ðv1n þ bp1þ11 Þ ¼ oð1Þ, which is used in several places in the
Appendix. Assumption A5(iii) will facilitate the proof and it permits us to choose b2 / n1=½2ðp2þ1Þþðdxþd1Þ, the
optimal rate of bandwidth in the local polynomial estimation of gðÞ.
It is worth mentioning that undersmoothing may or may not be required in the ﬁrst stage estimation as in
much of the nonparametric kernel estimation literature when a preliminary kernel estimator is used in the
second stage. It depends on the sizes of dx; d1; d2; p1, and p2 as well. For example, when p1 ¼ 3 and p2 ¼ 1,
b1 / n1=½2ðp1þ1Þþðd1þd2Þ will sufﬁce for a variety of combinations of dx; d1 and d2. In contrast, when p1 ¼ 3 and
p2 ¼ 3, we can choose the undersmoothing bandwidth b1 / n1=½2p1þ1þðd1þd2Þ.
2.3. Asymptotic normality
Let w ¼ ðx0; z01; u0Þ0, d ¼ 2dx þ d1, and r ¼ ðr1; . . . ; rdÞ0. Deﬁne
DrmðwÞ  q
jrjmðwÞ
qr1w1    qrdwd
; jrjpp2 þ 1.
The total number of derivatives DrmðwÞ with jrj ¼ r is given by Nr ¼ ðrþ d  1Þ!=ðr!ðd  1Þ!Þ. We arrange the
Nr derivatives D
rmðwÞ=r! as an Nr  1 column vector mðrÞðwÞ in the lexicographical order. The following
theorem gives the asymptotic distribution of bgQðx; z1Þ.
Theorem 2.1. Suppose that (1.3) holds. Then under Assumptions A1–A5, we haveﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
nbdxþd12






where the matrices M, G and B are defined in (B.1) in the Appendix, they only depend on the kernel and not on the
design, ½A0;0 signifies the upper-left element of matrix A, and aQðx; z1Þ ¼
R
q2ðuÞs2eðx; z1; uÞ  f 1w ðx; z1; uÞdu.
Remark 1. The bias term in (2.6) follows by integrating the bias of the local polynomial estimator for
mðx; z1; uÞ. The fact that fUtgnt¼1 has to be estimated from the data does not have any impact on the bias
correction for well chosen ﬁrst stage and second stage bandwidth sequences. If we further restrict
nb
dxþd1þ2ðp2þ1Þ
2 ! 0, which is possible for sufﬁciently large p2, then there is no need to correct the bias.
Remark 2. Our procedure resembles many other kernel-based multi-stage nonparametric procedures (e.g.,
Linton, 2000; Xiao et al., 2003; Su and Ullah, 2006) in that the ﬁrst stage estimation does not contribute to
the asymptotic variance of the ﬁnal stage estimators. Nevertheless, this is not generally the case in para-
metric estimation problems, unless some orthogonality conditions are satisﬁed. Nor is it the general case for
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two-stage nonparametric series estimators (e.g., Newey et al., 1999), where the ﬁrst-stage estimation
contributes to the asymptotic variance of the second-stage estimators.5
Remark 3. For the following reasons, it is not easy to compare theoretically the relative efﬁciency of our
estimator with the earlier estimators proposed by Pinkse (2000), Newey et al. (1999) and Newey and Powell
(2003). First, Pinkse assumes that Zt is independent of t and Ut, which is stronger than the conditional mean
independence assumption of Newey et al. (1999) and Newey and Powell (2003). The latter assumption is also
imposed in this paper. Second, all the earlier estimators are based upon two-stage series approximations
under some smoothness conditions for mðÞ and hðÞ that control the rate at which polynomials or splines
approximate the true unknown function and depend on the dimensions dx þ d1 and dz of ðx; z1Þ
and z, respectively. As a result, only mean square and uniform consistency of the estimator of gðÞ
were established and no asymptotic normality result was obtained. In contrast, we have established the
asymptotic normality of our estimator under some smoothness conditions for mðÞ and hðÞ that depend on the
orders of local polynomials. Third, in all cases, ðXt;Zt; t;UtÞ is assumed to be continuously distributed
and the density of ðXt;Z1t;UtÞ is bounded away from zero on its support. Fourth, like Pinkse (2000),
we allow weak data dependence, whereas Newey et al. (1999) and Newey and Powell (2003) do not. In the next
section we will provide the comparison of relative efﬁciency of various estimators through Monte Carlo
experiments.
Remark 4. The asymptotic normal distribution given by Theorem 2.1 can be used to calculate pointwise
conﬁdence intervals for the estimator described here. To do this we require a consistent estimate of the
asymptotic variance. The procedure is standard and we omit it for brevity.
Under the assumption that E½ ¼ 0, gðx; z1Þ can be fully identiﬁed. One can choose QðuÞ ¼ FuðuÞ, the





bgðx; z1Þ ¼ Z bmðx; z1; uÞdbFuðuÞ ¼ n1Xn
t¼1
bmðx; z1; bUtÞ.
Here, 1fg is the usual indicator function. Even though Theorem 2.1 allows the weighting function QðuÞ to be
discrete, we cannot apply it directly to obtain the asymptotic distribution of bgðx; z1Þ because bFuðuÞ depends on
the data. Instead, we prove the following theorem in Appendix B by applying some moment bounds for the
third-order U-statistics.
Theorem 2.2. Suppose that (1.3) holds and E½ ¼ 0. Then under Assumptions A1–A5, we have
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
nbdxþd12
q bgðx; z1Þ  gðx; z1Þ  bp2þ12 M1B Z mðp2þ1Þðx; z1; uÞdFuðuÞ 
0;0
 !
!d Nð0; aðx; z1Þ½M1GM10;0Þ,
where M, G and B are defined in (B.1), ½A0;0 signifies the upper-left element of matrix A, and aðx; z1Þ ¼R
f 2uðuÞs2eðx; z1; uÞf 1w ðx; z1; uÞdu with f u being the density of Fu.
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Remark 5. Theorem 2.2 implies that the asymptotically optimal bandwidth b2 that minimizes the asymptotic,





f 2uðuÞf ðx; z1Þ
f wðx; z1; uÞ
dudxdz1½M1GM10;0
2ðp2 þ 1Þ





where f ðx; z1Þ is the density of ðXi;Z1iÞ. By Stone (1980), if the ðp2 þ 1Þth-order derivatives of gðx; z1Þ
are Lipschitz continuous, the optimal rate of convergence of nonparametric estimators for g is
Oðnðp2þ1Þ=½2ðp2þ1Þþdxþd1Þ by choosing bandwidth b2 proportional to Oðn1=½2ðp2þ1Þþdxþd1Þ. Obviously, this
optimal rate of convergence tends to zero rather slowly if dx þ d1 is large and p2 is small. Naturally for large
values of dx þ d1, higher-order local polynomial estimation is preferable if g has higher order of smoothness.
If we choose b2 that has the optimal rate given in (2.7), Assumption A5 implies that we can choose b1 such
that b1 / na, where






oago p2 þ dx þ d1  1
dz
 a (2.8)
and g ¼ 2ðp2 þ 1Þ þ dx þ d1.
Remark 6. Similarly to the case of Horowitz (1999, 2001), implementing the estimator bg requires methods for
choosing the values of two bandwidth parameters b1 and b2. The bandwidth b1 does not affect the asymptotic
distribution of bg as long as it satisﬁes Assumption A5, whereas b2 does. So in the next subsection we follow
Horowitz to describe a systematic method for choosing b2 and a rule of thumb for choosing b1:
b1 ¼ b2nðaaÞ=ð2gÞ. (2.9)
2.4. Bandwidth selection
As is the case for all nonparametric curve estimation, the bandwidth parameter plays an essential role in
practice. It is desirable to have a reliable data-driven and yet easily implementable bandwidth selection
procedure.
For the estimation of the general additive models, there are several ways to choose the bandwidth
parameters. The most commonly used one relies on cross-validation or one of its approximations (Hastie and
Tibshirani, 1990). For example, Nielsen and Sperlich (2005) apply the leave-one-out least squares cross-
validation (LSCV) in the smooth backﬁtting context. A second way is to base on penalized sums of squared
residuals (e.g., Mammen and Park, 2005 for smooth backﬁtting), or more generally the nonparametric AIC
criterion of Cai (2002) for marginal integration. Nevertheless, all of these methods aim to minimize the mean
squared error of estimating the whole regression function (mðx; z1; uÞ here) but not any particular component
of the regression function ðgðx; z1Þ in particular). A third way is the subsampling method of Horowitz (2001)
who chooses bandwidth sequences by minimizing a sample analog of the AIMSE of the nonparametric
estimate. Unfortunately, there is no theory that justiﬁes the choice of subsample size. In addition, we ﬁnd
through simulations that this method is extremely time-consuming so that even Horowitz (1999) did not use
this method in his simulations. So we believe that we need to ﬁnd other method that is appropriate in the
current setting.
In this paper we describe a ‘‘plug-in’’ method for selecting the bandwidth b2 and a rule of thumb for
choosing b1. Plug-in bandwidth selection methods are well known in kernel smoothing, kernel regression, and
local polynomial regression. They have also been widely applied in additive models. See Opsomer and Ruppert
(1998) in the back-ﬁtting context, and Severance-Lossin and Sperlich (1999), Sperlich et al. (1999), and Yang
et al. (2003) for derivative estimation and testing in the marginal integration context.
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In the following, we focus on the case where p2 ¼ 1 so that local linear regression is used in the second stage.
In this case, the formula for b2 reduces to
b2 ¼
gdxþd102 ðdx þ d1Þ
R
s2eðx; z1; uÞ
f 2uðuÞf ðx; z1Þ













where v ¼ ðx0; z01Þ0 and gij ¼
R
R
tik2ðtÞj dt, i ¼ 0; 1; 2, j ¼ 1; 2.
To obtain a plug-in estimator of b2, we need to estimate both the denominator and numerator inside the
curly bracket. First, we run a preliminary p1th-order local polynomial regression of Xi on Zi with kernel K1
and bandwidth b3, where b3 is chosen by the leave-one-out LSCV. Denote the residual sequence from this














where q2bgðViÞ=qv2j is a consistent estimator of q2gðViÞ=qv2j by the third-order local polynomial regression of Yi
on Xi;Z1i, and eUi with product kernel K2 and bandwidth parameter b4. Denote the residual sequence from
this regression as feig. We estimateZ
s2eðx; z1; uÞ
f 2uðuÞf ðx; z1Þ
f wðx; z1; uÞ












eai ¼ n1bdx5 Pnj¼1K3ðð eUi  eUjÞ=b5Þ
n1bð2dxþd1Þ5
Pn








is an estimator of the unknown density quantities in (2.12) evaluated at eWi by using the product kernels K3
and K4 and bandwidth b5. Consequently, we estimate b

2 by
bb2 ¼ gdxþd102 ðdx þ d1Þecn2g221ecn1
( )1=ð4þdxþd1Þ
 n1=ð4þdxþd1Þ. (2.15)
In the simulations, we shall choose each kernel to be a multivariate kernel of the same univariate kernel.
In addition, to obtain bb2, we use the leave-one-out LSCV method to choose the preliminary bandwidth
sequences b3; b4 and b5. Once we obtain bb2, we follow the lead of Horowitz (2001) and set the data-driven
choice of b1 to bebb1 ¼ bb2nðaa Þ=ð2gÞ, (2.16)
where a, a and g are deﬁned in (2.8).
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3. Monte Carlo simulation
We assume E½ ¼ 0 and investigate the proposed estimator bgðx; z1Þ on simulated data and compare it with
three other estimators available in the literature. The ﬁrst one is the naive local linear estimator that ignores
the issue of endogeneity, the second one is the two-stage series estimator of Pinkse (2000) (see also Newey
et al., 1999) and the last one is that of Newey and Powell (2003).
3.1. Data generating processes
We will consider four data generating processes (DGPs). The ﬁrst one is adopted from Newey and Powell
(2003) who consider a nonparametric simultaneous equations model in the simple i.i.d. setting. DGP1 below
speciﬁes how the data are generated:
DGP1:
Yt ¼ gðXtÞ þ t ¼ logðjXt  1j þ 1ÞsgnðXt  1Þ þ t;
Xt ¼ hðZtÞ þUt ¼ Zt þUt;
(











in which y ¼ 0:2, 0.5, and 0.8 indicate weak, middle and strong endogeneity, respectively. It is easy to verify
that the above design satisﬁes the identiﬁcation conditions in Pinkse (2000), Newey and Powell (2003) and this
paper as well: EðtjZtÞ ¼ 0, EðUtjZtÞ ¼ 0, and EðtjUt;ZtÞ ¼ EðtjUtÞ ¼ 0:5Ut. Due to the unbounded support
of the normal distribution, the regressors Xt and Zt in the above structural model do not have compact
support. Hence Assumption A2 is violated in this case. The simulation result will indicate the robustness of
various estimators against noncompact support.
In DGPs 2–4 we generate ðYt;XtÞ according to
DGP2:
Yt ¼ 1þ 2 expðXtÞ=ð1þ expðXtÞÞ þ t;
Xt ¼ Zt þUt;
(
DGP3:
Yt ¼ cosðXtÞ þ t;
Xt ¼ Zt þ sinð0:2ZtÞ þUt;
(
DGP4:
Yt ¼ 2FðXtÞ þ t;
Xt ¼ logð0:1þ Z2t Þ þUt;
(
where FðÞ is the cumulative distribution function of standard normal, and the errors t and Ut and the
instrument Zt are generated as
t ¼ ywt þ 0:3vYt ; Ut ¼ 0:5wt þ 0:2vXt ; Zt ¼ 1þ 0:5Zt1 þ 0:5vZt , (3.2)
in which vYt , vXt , vZt , wt are i.i.d. sum of 48 independent random variables each uniformly distributed on
½0:25; 0:25. According to the central limit theorem, we can treat vYt , vXt , vZt , wt as being nearly standard
normal random variables but with compact support ½12; 12. We consider three conﬁgurations: y ¼ 0:2, 0.5,
0.8. As y increases, the correlation between t and Xt increases and the problem of simultaneity is magniﬁed. It
is also easy to verify that the above design satisﬁes the identiﬁcation conditions in Pinkse (2000), Newey and
Powell (2003) and this paper as well.
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3.2. Different estimators
We consider four different estimators of g in the simulation.
The ﬁrst estimator is termed as the naive estimator that is obtained via the local linear regression of Yt on
Xt directly, ignoring the endogeneity problem. The bandwidth is chosen by the leave-one-out LSCV method.
Clearly, this estimator serves as the benchmark estimator, which should be outperformed by a reasonably
good nonparametric instrumental variable estimator.
The second estimator is the two-stage series estimator of Pinkse (2000). To obtain the estimator, we follow
Pinkse (2000) and use Legendre polynomials, which constitute an orthogonal system of functions on ½1 1.
The numbers of terms of approximation for the ﬁrst step and second step regressions are denoted as L1 and
L2, respectively, which are chosen according to Pinkse (2000).
The third estimator is the two-stage nonparametric estimator of Newey and Powell (2003). To obtain their
estimator, we follow their recommendations carefully. In particular, we choose the Hermite series
approximation with two values of the constraint parameter in their paper: L ¼ 5 and 50.
The fourth estimator is our two-stage local polynomial estimator. To obtain our estimator bg, we set p1 ¼ 3














g; i ¼ 1; 2.
For the bandwidth sequences ðb1; b2Þ, we choose b2 based upon the plug-in formula in (2.15) and b1 based
upon the rule of thumb in (2.16).
3.3. Simulation results
For each DGP and estimator, we consider two sample sizes: n ¼ 100 and 400. We consider 1000 and 500
repetitions for n ¼ 100 and 400, respectively. We summarize the simulation results for DGPs 1–4 in
Tables 1–4, respectively. The third and ﬁfth columns of Tables 1–4 report the means of the root mean squared
errors (RMSEs) of different estimators obtained by averaging across the realized values of X and the 1000 or
500 repetitions. The fourth and sixth columns of Tables 1–4 report the medians of the RMSEs of different
estimators obtained by averaging across the realized values of X only. The last two columns of Tables 1–4 give
the ratios of the RMSEs for n ¼ 400 over those for n ¼ 100, which gives some hint on the rates of convergence
for the corresponding estimators.
We ﬁrst summarize some main ﬁndings from Table 1. (a) For each sample size and endogeneity para-
meter value ðyÞ under consideration, the naive estimator is outperformed by all other three estimators in
terms of mean or median RMSEs. This indicates the need to account for endogeneity. (b) In terms of
mean RMSEs, our estimator outperforms Pinkse’s (2000) estimator in most cases and performs almost
equally well as Newey and Powell’s (2003) estimator when n ¼ 100. But as the sample size increases to
n ¼ 400, our estimator is the best. (c) In terms of median RMSEs, our estimator outperforms all other
estimators for both sample sizes. (d) For Pinkse’s estimator, the choice of L2 has an important effect on the
performance of the estimator. The larger the L2, the worse the performance it has. (e) For each scenario, the




-rate, as would be
expected. The RMSE of our estimator declines at a faster rate than that of Newey and Powell (2003) and that
of Pinkse (2000).
Tables 2–4 indicate some interesting and quite different ﬁndings. First, we ﬁnd that both Pinkse’s (2000) and
Newey and Powell’s (2003) estimators can be outperformed by the naive estimator, whereas our estimator
always dominates the naive estimator in terms of RMSE. For DGP2, both Pinkse’s and Newey and Powell’s
estimators are beaten by the naive estimator. For DGP3, Newey and Powell’s estimator is also beaten by the
naive estimator. For DGP4, in order for Newey and Powell’s estimator to outperform the naive estimator, a
larger value of the constraint parameter L is demanded. Second, for Pinkse’s estimator, the choice of L2 has an
important effect on the performance of the estimator and its effect is not predictable, for example, for DGP3,
the larger the L2, the better its performance when the endogeneity is weak ðy ¼ 0:2Þ. But this is not true when
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the endogeneity is large ðy ¼ 0:8Þ. DGP4 is another example. A choice of L2 ¼ 4 tends to have a better
performance than L2 ¼ 2 or 6. (c) For each scenario, the RMSE of our estimator declines as the sample size is




-rate. The RMSE of our estimator declines at a
rate much faster than that of Newey and Powell (2003) and that of Pinkse (2000) for DGPs 2–4.
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Table 1
RMSEs and convergence rate comparison for DGP1
Parameter Estimators n ¼ 100 n ¼ 400 Ratio
Mean (1) Median (2) Mean (3) Median (4) (3)/(1) (4)/(2)
y ¼ 0:2 Naive 0.534 0.532 0.524 0.525 0.981 0.987
Pinkse (2000)
ðL1;L2Þ ¼ ð2; 2Þ 0.274 0.267 0.223 0.221 0.814 0.828
ðL1;L2Þ ¼ ð2; 4Þ 0.318 0.306 0.224 0.222 0.704 0.725
ðL1;L2Þ ¼ ð2; 6Þ 0.430 0.359 0.240 0.237 0.558 0.660
ðL1;L2Þ ¼ ð4; 2Þ 0.273 0.267 0.223 0.220 0.817 0.824
ðL1;L2Þ ¼ ð4; 4Þ 0.315 0.304 0.224 0.222 0.711 0.730
ðL1;L2Þ ¼ ð4; 6Þ 0.421 0.357 0.241 0.237 0.572 0.664
ðL1;L2Þ ¼ ð6; 2Þ 0.273 0.265 0.223 0.220 0.817 0.830
ðL1;L2Þ ¼ ð6; 4Þ 0.315 0.303 0.224 0.223 0.711 0.736
ðL1;L2Þ ¼ ð6; 6Þ 0.411 0.356 0.241 0.237 0.586 0.666
Newey and Powell (2003)
L ¼ 5 0.250 0.224 0.185 0.179 0.740 0.799
L ¼ 50 0.292 0.267 0.215 0.202 0.736 0.757
Su and Ullah 0.306 0.217 0.150 0.140 0.490 0.645
y ¼ 0:5 Naive 0.533 0.533 0.523 0.524 0.981 0.983
Pinkse (2000)
ðL1;L2Þ ¼ ð2; 2Þ 0.270 0.263 0.221 0.218 0.819 0.829
ðL1;L2Þ ¼ ð2; 4Þ 0.307 0.300 0.219 0.216 0.713 0.720
ðL1;L2Þ ¼ ð2; 6Þ 0.430 0.342 0.241 0.232 0.560 0.678
ðL1;L2Þ ¼ ð4; 2Þ 0.270 0.265 0.221 0.218 0.819 0.823
ðL1;L2Þ ¼ ð4; 4Þ 0.305 0.300 0.220 0.216 0.721 0.720
ðL1;L2Þ ¼ ð4; 6Þ 0.414 0.343 0.240 0.232 0.580 0.676
ðL1;L2Þ ¼ ð6; 2Þ 0.270 0.265 0.222 0.219 0.822 0.826
ðL1;L2Þ ¼ ð6; 4Þ 0.307 0.298 0.220 0.216 0.717 0.725
ðL1;L2Þ ¼ ð6; 6Þ 0.425 0.344 0.241 0.233 0.567 0.677
Newey and Powell (2003)
L ¼ 5 0.249 0.226 0.184 0.180 0.739 0.796
L ¼ 50 0.288 0.262 0.209 0.198 0.726 0.756
Su and Ullah 0.269 0.211 0.144 0.138 0.535 0.654
y ¼ 0:8 Naive 0.532 0.534 0.521 0.520 0.979 0.974
Pinkse (2000)
ðL1;L2Þ ¼ ð2; 2Þ 0.261 0.256 0.220 0.218 0.843 0.852
ðL1;L2Þ ¼ ð2; 4Þ 0.276 0.269 0.213 0.212 0.772 0.788
ðL1;L2Þ ¼ ð2; 6Þ 0.349 0.298 0.222 0.220 0.636 0.738
ðL1;L2Þ ¼ ð4; 2Þ 0.262 0.257 0.220 0.218 0.840 0.848
ðL1;L2Þ ¼ ð4; 4Þ 0.279 0.272 0.214 0.213 0.767 0.783
ðL1;L2Þ ¼ ð4; 6Þ 0.348 0.303 0.223 0.221 0.641 0.729
ðL1;L2Þ ¼ ð6; 2Þ 0.264 0.259 0.220 0.220 0.833 0.849
ðL1;L2Þ ¼ ð6; 4Þ 0.284 0.275 0.215 0.214 0.757 0.778
ðL1;L2Þ ¼ ð6; 6Þ 0.355 0.304 0.224 0.223 0.631 0.734
Newey and Powell (2003)
L ¼ 5 0.258 0.230 0.184 0.181 0.713 0.787
L ¼ 50 0.296 0.270 0.206 0.196 0.696 0.726
Su and Ullah 0.250 0.206 0.144 0.136 0.576 0.660
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4. Conclusion and extensions
In this paper we propose a three-step procedure to estimate the structural equation in nonparametric
simultaneous equations models under the conditional mean independence restriction. It is based upon local
polynomial regression and marginal integration techniques. We establish the asymptotic normality of our
estimator under weak data dependence conditions. Our small set of simulation results suggests that our
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Table 2
RMSEs and convergence rate comparison for DGP2
Parameter Estimators n ¼ 100 n ¼ 400 Ratio
Mean (1) Median (2) Mean (3) Median (4) (3)/(1) (4)/(2)
y ¼ 0:2 Naive 0.310 0.309 0.298 0.298 0.961 0.964
Pinkse (2000)
ðL1;L2Þ ¼ ð2; 2Þ 0.621 0.619 0.611 0.611 0.984 0.987
ðL1;L2Þ ¼ ð2; 4Þ 0.616 0.614 0.597 0.597 0.969 0.972
ðL1;L2Þ ¼ ð2; 6Þ 0.652 0.624 0.598 0.597 0.917 0.957
ðL1;L2Þ ¼ ð4; 2Þ 0.618 0.616 0.610 0.611 0.987 0.992
ðL1;L2Þ ¼ ð4; 4Þ 0.615 0.612 0.597 0.597 0.971 0.975
ðL1;L2Þ ¼ ð4; 6Þ 0.646 0.622 0.598 0.598 0.926 0.961
ðL1;L2Þ ¼ ð6; 2Þ 0.614 0.612 0.610 0.609 0.993 0.995
ðL1;L2Þ ¼ ð6; 4Þ 0.613 0.610 0.597 0.596 0.974 0.977
ðL1;L2Þ ¼ ð6; 6Þ 0.640 0.621 0.598 0.597 0.934 0.961
Newey and Powell (2003)
L ¼ 5 0.957 0.956 0.958 0.959 1.001 1.003
L ¼ 50 0.550 0.550 0.527 0.528 0.958 0.960
Su and Ullah 0.188 0.162 0.115 0.107 0.612 0.660
y ¼ 0:5 Naive 0.340 0.334 0.308 0.306 0.906 0.916
Pinkse (2000)
ðL1;L2Þ ¼ ð2; 2Þ 0.640 0.633 0.617 0.619 0.964 0.978
ðL1;L2Þ ¼ ð2; 4Þ 0.638 0.630 0.603 0.605 0.945 0.960
ðL1;L2Þ ¼ ð2; 6Þ 0.680 0.645 0.606 0.607 0.891 0.941
ðL1;L2Þ ¼ ð4; 2Þ 0.632 0.626 0.615 0.617 0.973 0.986
ðL1;L2Þ ¼ ð4; 4Þ 0.639 0.629 0.604 0.608 0.945 0.967
ðL1;L2Þ ¼ ð4; 6Þ 0.679 0.648 0.606 0.607 0.892 0.937
ðL1;L2Þ ¼ ð6; 2Þ 0.625 0.618 0.613 0.614 0.981 0.994
ðL1;L2Þ ¼ ð6; 4Þ 0.635 0.627 0.603 0.606 0.950 0.967
ðL1;L2Þ ¼ ð6; 6Þ 0.670 0.644 0.606 0.606 0.904 0.941
Newey and Powell (2003)
L ¼ 5 0.969 0.970 0.960 0.960 0.991 0.990
L ¼ 50 0.585 0.581 0.536 0.535 0.916 0.921
Su and Ullah 0.265 0.229 0.159 0.137 0.600 0.598
y ¼ 0:8 Naive 0.387 0.372 0.327 0.321 0.845 0.863
Pinkse (2000)
ðL1;L2Þ ¼ ð2; 2Þ 0.671 0.655 0.626 0.628 0.933 0.959
ðL1;L2Þ ¼ ð2; 4Þ 0.674 0.664 0.614 0.618 0.911 0.931
ðL1;L2Þ ¼ ð2; 6Þ 0.731 0.684 0.618 0.617 0.845 0.902
ðL1;L2Þ ¼ ð4; 2Þ 0.661 0.650 0.623 0.626 0.943 0.963
ðL1;L2Þ ¼ ð4; 4Þ 0.679 0.670 0.615 0.619 0.906 0.924
ðL1;L2Þ ¼ ð4; 6Þ 0.733 0.695 0.619 0.620 0.844 0.892
ðL1;L2Þ ¼ ð6; 2Þ 0.651 0.645 0.620 0.621 0.952 0.963
ðL1;L2Þ ¼ ð6; 4Þ 0.677 0.667 0.614 0.617 0.907 0.925
ðL1;L2Þ ¼ ð6; 6Þ 0.726 0.691 0.619 0.619 0.853 0.896
Newey and Powell (2003)
L ¼ 5 0.985 0.983 0.963 0.961 0.978 0.978
L ¼ 50 0.634 0.624 0.548 0.545 0.864 0.873
Su and Ullah 0.373 0.323 0.197 0.183 0.528 0.567
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estimator may signiﬁcantly outperform the estimators of Pinkse (2000) and Newey and Powell (2003) in
ﬁnite samples.
Our theoretical results can be extended in three directions. First, one can pursue one step further to obtain a
potentially asymptotically more efﬁcient estimator than ours by following the procedure of Linton (1997,
2000). Linton (2000) deﬁnes a novel procedure for estimating generalized additive nonparametric regression
models that are potentially more efﬁcient than our integration-based method (Step 3). Let Vt ¼ ðX 0t;Z01tÞ0 and
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Table 3
RMSEs and convergence rate comparison for DGP3
Parameter Estimators n ¼ 100 n ¼ 400 Ratio
Mean (1) Median (2) Mean (3) Median (4) (3)/(1) (4)/(2)
y ¼ 0:2 Naive 0.591 0.590 0.589 0.589 0.997 0.998
Pinkse (2000)
ðL1;L2Þ ¼ ð2; 2Þ 0.548 0.547 0.552 0.556 1.007 1.016
ðL1;L2Þ ¼ ð2; 4Þ 0.369 0.363 0.369 0.366 1.000 1.008
ðL1;L2Þ ¼ ð2; 6Þ 0.357 0.328 0.295 0.291 0.826 0.887
ðL1;L2Þ ¼ ð4; 2Þ 0.547 0.546 0.552 0.555 1.009 1.016
ðL1;L2Þ ¼ ð4; 4Þ 0.368 0.363 0.369 0.366 1.003 1.008
ðL1;L2Þ ¼ ð4; 6Þ 0.352 0.328 0.295 0.293 0.838 0.893
ðL1;L2Þ ¼ ð6; 2Þ 0.546 0.549 0.551 0.554 1.009 1.009
ðL1;L2Þ ¼ ð6; 4Þ 0.367 0.362 0.369 0.366 1.005 1.011
ðL1;L2Þ ¼ ð6; 6Þ 0.347 0.326 0.294 0.291 0.847 0.893
Newey and Powell (2003)
L ¼ 5 0.611 0.611 0.617 0.618 1.010 1.011
L ¼ 50 0.606 0.604 0.613 0.613 1.012 1.015
Su and Ullah 0.393 0.354 0.316 0.257 0.804 0.726
y ¼ 0:5 Naive 0.620 0.617 0.600 0.599 0.968 0.971
Pinkse (2000)
ðL1;L2Þ ¼ ð2; 2Þ 0.572 0.570 0.558 0.562 0.976 0.986
ðL1;L2Þ ¼ ð2; 4Þ 0.402 0.392 0.379 0.378 0.943 0.964
ðL1;L2Þ ¼ ð2; 6Þ 0.401 0.366 0.307 0.303 0.766 0.828
ðL1;L2Þ ¼ ð4; 2Þ 0.571 0.567 0.558 0.561 0.977 0.989
ðL1;L2Þ ¼ ð4; 4Þ 0.405 0.395 0.379 0.379 0.936 0.959
ðL1;L2Þ ¼ ð4; 6Þ 0.403 0.374 0.308 0.308 0.764 0.824
ðL1;L2Þ ¼ ð6; 2Þ 0.569 0.566 0.557 0.560 0.979 0.989
ðL1;L2Þ ¼ ð6; 4Þ 0.405 0.396 0.379 0.379 0.936 0.957
ðL1;L2Þ ¼ ð6; 6Þ 0.398 0.373 0.309 0.306 0.776 0.820
Newey and Powell (2003)
L ¼ 5 0.631 0.625 0.622 0.621 0.986 0.994
L ¼ 50 0.632 0.626 0.619 0.618 0.979 0.987
Su and Ullah 0.437 0.411 0.332 0.294 0.760 0.715
y ¼ 0:8 Naive 0.662 0.651 0.616 0.615 0.931 0.945
Pinkse (2000)
ðL1;L2Þ ¼ ð2; 2Þ 0.610 0.603 0.569 0.571 0.933 0.947
ðL1;L2Þ ¼ ð2; 4Þ 0.456 0.441 0.394 0.391 0.864 0.887
ðL1;L2Þ ¼ ð2; 6Þ 0.474 0.424 0.327 0.320 0.690 0.755
ðL1;L2Þ ¼ ð4; 2Þ 0.609 0.602 0.569 0.570 0.934 0.947
ðL1;L2Þ ¼ ð4; 4Þ 0.466 0.545 0.397 0.394 0.852 0.723
ðL1;L2Þ ¼ ð4; 6Þ 0.484 0.448 0.332 0.327 0.686 0.730
ðL1;L2Þ ¼ ð6; 2Þ 0.607 0.600 0.568 0.569 0.936 0.948
ðL1;L2Þ ¼ ð6; 4Þ 0.468 0.454 0.397 0.394 0.848 0.868
ðL1;L2Þ ¼ ð6; 6Þ 0.480 0.454 0.334 0.330 0.696 0.727
Newey and Powell (2003)
L ¼ 5 0.665 0.651 0.630 0.627 0.947 0.963
L ¼ 50 0.675 0.656 0.628 0.625 0.930 0.953
Su and Ullah 0.509 0.489 0.359 0.335 0.705 0.685
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v ¼ ðx0; z01Þ0. For simplicity, suppose c ¼ 0 and bmuðuÞ is some initial consistent estimator for EðjU ¼ uÞ obtained











RMSEs and convergence rate comparison for DGP4
Parameter Estimators n ¼ 100 n ¼ 400 Ratio
Mean (1) Median (2) Mean (3) Median (4) (3)/(1) (4)/(2)
y ¼ 0:2 Naive 0.449 0.449 0.429 0.429 0.955 0.955
Pinkse (2000)
ðL1;L2Þ ¼ ð2; 2Þ 0.400 0.401 0.390 0.389 0.975 0.970
ðL1;L2Þ ¼ ð2; 4Þ 0.371 0.359 0.335 0.333 0.903 0.928
ðL1;L2Þ ¼ ð2; 6Þ 0.449 0.374 0.326 0.320 0.726 0.856
ðL1;L2Þ ¼ ð4; 2Þ 0.396 0.396 0.386 0.386 0.975 0.975
ðL1;L2Þ ¼ ð4; 4Þ 0.356 0.352 0.324 0.324 0.910 0.920
ðL1;L2Þ ¼ ð4; 6Þ 0.420 0.360 0.316 0.310 0.752 0.861
ðL1;L2Þ ¼ ð6; 2Þ 0.395 0.400 0.387 0.386 0.980 0.965
ðL1;L2Þ ¼ ð6; 4Þ 0.356 0.351 0.325 0.325 0.913 0.926
ðL1;L2Þ ¼ ð6; 6Þ 0.395 0.358 0.315 0.310 0.797 0.866
Newey and Powell (2003)
L ¼ 5 0.460 0.460 0.451 0.449 0.980 0.976
L ¼ 50 0.298 0.292 0.269 0.266 0.903 0.911
Su and Ullah 0.247 0.218 0.215 0.160 0.870 0.734
y ¼ 0:5 Naive 0.483 0.480 0.447 0.447 0.925 0.931
Pinkse (2000)
ðL1;L2Þ ¼ ð2; 2Þ 0.450 0.443 0.428 0.429 0.951 0.968
ðL1;L2Þ ¼ ð2; 4Þ 0.441 0.420 0.382 0.377 0.866 0.898
ðL1;L2Þ ¼ ð2; 6Þ 0.551 0.446 0.374 0.365 0.679 0.818
ðL1;L2Þ ¼ ð4; 2Þ 0.423 0.419 0.396 0.396 0.936 0.945
ðL1;L2Þ ¼ ð4; 4Þ 0.393 0.383 0.334 0.335 0.850 0.875
ðL1;L2Þ ¼ ð4; 6Þ 0.475 0.404 0.326 0.323 0.686 0.800
ðL1;L2Þ ¼ ð6; 2Þ 0.420 0.417 0.394 0.393 0.938 0.942
ðL1;L2Þ ¼ ð6; 4Þ 0.392 0.383 0.334 0.333 0.852 0.869
ðL1;L2Þ ¼ ð6; 6Þ 0.448 0.402 0.325 0.322 0.725 0.801
Newey and Powell (2003)
L ¼ 5 0.487 0.479 0.456 0.453 0.936 0.946
L ¼ 50 0.355 0.340 0.286 0.279 0.806 0.821
Su and Ullah 0.345 0.288 0.228 0.205 0.661 0.712
y ¼ 0:8 Naive 0.520 0.512 0.463 0.462 0.890 0.902
Pinkse (2000)
ðL1;L2Þ ¼ ð2; 2Þ 0.537 0.525 0.499 0.495 0.929 0.943
ðL1;L2Þ ¼ ð2; 4Þ 0.549 0.516 0.459 0.450 0.836 0.872
ðL1;L2Þ ¼ ð2; 6Þ 0.701 0.551 0.455 0.439 0.649 0.797
ðL1;L2Þ ¼ ð4; 2Þ 0.472 0.464 0.416 0.413 0.881 0.890
ðL1;L2Þ ¼ ð4; 4Þ 0.458 0.447 0.359 0.358 0.784 0.801
ðL1;L2Þ ¼ ð4; 6Þ 0.567 0.481 0.355 0.348 0.626 0.723
ðL1;L2Þ ¼ ð6; 2Þ 0.465 0.460 0.409 0.407 0.880 0.885
ðL1;L2Þ ¼ ð6; 4Þ 0.456 0.444 0.353 0.351 0.774 0.791
ðL1;L2Þ ¼ ð6; 6Þ 0.536 0.474 0.349 0.343 0.651 0.724
Newey and Powell (2003)
L ¼ 5 0.533 0.512 0.466 0.458 0.874 0.895
L ¼ 50 0.436 0.411 0.313 0.299 0.718 0.727
Su and Ullah 0.454 0.384 0.333 0.265 0.733 0.690
L. Su, A. Ullah / Journal of Econometrics 144 (2008) 193–218206
where b is a collection of the parameters bj, 0pjjjpp3, K is a kernel function, and b ¼ bðnÞ is a bandwidth
sequence. Under some suitable conditions, we conjecture that gQðx; z1Þ is more efﬁcient than bgQðx; z1Þ
asymptotically in the sense of mean squared errors by the argument of Linton (2000). Since this involves further
complication, we leave it for future research.
Second, due to the ‘‘curse of dimensionality’’, it is reasonable to extend our results to semiparametric
simultaneous equations models. This extension is straightforward given the faster convergence rate of the
parametric component than the nonparametric one.
Third, like Pinkse (2000), Newey et al. (1999), and Newey and Powell (2003), we have implicitly assumed
that the regressors Xt and Zt exhibit a density. This assumption may be untenable in practice. It is possible to
extend our test to allow ðXt;ZtÞ to be a mixture of continuous and discrete variables by using the important
tools developed by Racine and Li (2004). For the bandwidth selection problem in the case of mixed categorical
and continuous data, see the important work by Li and Racine (2004).
Acknowledgements
We are grateful to Ronald Gallant, the Associate Editor, and two anonymous referees for their very helpful
comments and constructive suggestions on an earlier version of this paper. The ﬁrst author gratefully
acknowledges ﬁnancial support from the NSFC under Grant numbers 70501001 and 70601001. The second
author gratefully acknowledges the ﬁnancial support from the Academic Senate, UCR. The usual disclaimers
apply.
Appendix A. Some technical lemmas
This appendix presents some technical lemmas that are used in proving the main results.
Lemma A.1. Let fxi; iX1g be a d-dimensional strong mixing process with the mixing coefficient aðiÞ. For
any integer p41 and integers ði1; . . . ; ipÞ such that 1pi1oi2o   oip, let j be a Borel function defined on Rpd
such thatZ
jjðv1; . . . ; vpÞj1þW dF ð1Þðv1; . . . ; vjÞdF ð2Þðvjþ1; . . . ; vpÞpM1
for some W40 and M140, where F ð1Þ ¼ Fi1;...;ij and F ð2Þ ¼ Fijþ1;;...;ip are the distribution functions of ðxi1 ; . . . ; xij Þ
and ðxijþ1 ; . . . ; xip Þ, respectively. Let F denote the distribution function of ðxi1 ; . . . ; xip Þ. ThenZ
jðv1; . . . ;xpÞdF ðv1; . . . ; vpÞ 
Z
jðv1; . . . ; vpÞdF ð1Þðv1; . . . ; vjÞdF ð2Þðvjþ1; . . . ; vpÞ
				 				
p4M1=ð1þWÞ1 aðijþ1  ijÞW=ð1þWÞ.
Proof. This is Lemma 2.1 of Sun and Chiang (1997). &
Lemma A.2. Let fð; Þ be a symmetric Borel function defined on Rd  Rd . Let the strictly stationary process





fðxt; xsÞ2ð1þWÞ dF ðxtÞdF ðxsÞ
 
,







where C40 is a constant independent of n and the function f.
Proof. This is Lemma C.2(ii) of Gao and King (2001). &
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Lemma A.3. Let cð; ; Þ be a symmetric Borel function defined on Rd  Rd  Rd . Let the strictly stationary
process fxi; iX1g be defined as in Lemma A.1. Assume that for any fixed v; v 2 Rd , E½fðx1; v; vÞ ¼ 0. Fix small
constant W40. Let M3 ¼ maxfM31;M32;M33g, where
M31 ¼ max
1ptospn
max Ejcðx1; xt; xsÞj2ð1þWÞ;
Z
















fðxt1 ; xt2 ; xt3 Þ
( )2
pCn3M1=ð1þWÞ3 ,
where C40 is a constant independent of n and the function c.
Proof. This is Lemma C.2(i) of Gao and King (2001). &
Appendix B. Proof of the main theorems
We use C to signify a generic constant whose exact value may vary from case to case. Following the
notation of Masry (1996a, b), let Nl ¼ ðl þ d  1Þ!=ðl!ðd  1Þ!Þ be the number of distinct d-tuples j with jjj ¼ l,
where d ¼ 2dx þ d1. Arrange the Nl d-tuples as a sequence in a lexicographical order (with highest priority to
last position so that ð0; 0; . . . ; lÞ is the ﬁrst element in the sequence and ðl; 0; . . . ; 0Þ is the last element), and let





For each k and l with







ðv; uÞkðv; euÞlK2ðv; uÞK2ðv; euÞdudeudv.
Deﬁne the N N dimensional matrices M and G, and the N Np2þ1 matrix B by
M ¼
M0;0 M0;1    M0;p2





Mp2;0 Mp2;1    Mp2;p2
26666664
37777775; G ¼
G0;0 G0;1    G0;p2























Mi;j and Gi;j are Ni Nj dimensional matrices whose ðl; rÞ elements are, respectively, mfiðlÞþfjðrÞ and ufiðlÞ;fjðrÞ.
Note that the elements of the matrix M ¼MðK2; p2Þ are simply multivariate moments of the kernel K2. The
elements of the matrix G ¼ GðK2; p2Þ look more complicated but can be simpliﬁed for given p2 and K2. For
example, if p2 ¼ 1 and K2 is a second-order product kernel, G has nonzero elements along the diagonal and 0
everywhere else. All matrices, M, G and B, depend on the kernel (K2) and the order (p2) of the local
polynomial we use.
Let M be deﬁned analogously as M but with kernel K1 and local polynomial order p1. Clearly, M is also a
square matrix and we denote its number of rows as N. As in the main text, let Wt ¼ ðX 0t;Z01t;U 0tÞ0,bWt ¼ ðX 0t;Z01t; bU 0tÞ0 , w ¼ ðx0; z01; u0Þ0, and n1n ¼ n1=2bdz=21 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃlog np .
Proof of Theorem 2.1. To facilitate the proof, let K2;tðwÞ be an N  1 vector, Kð1Þ2;t ðwÞ be an N  dx matrix,

























Mn;0;0ðwÞ Mn;0;1ðwÞ    Mn;0;p2 ðwÞ





Mn;p2;0ðwÞ Mn;p2;1ðwÞ    Mn;p2;p2 ðwÞ
26666664
37777775,












2;t;jðwÞ is an Nj  dx matrix with the ðr; lÞ element being the partial derivative of ½K2;t;jðwÞr ¼
½K2;t;jðx; z1; uÞr with respect to its lth element in u, and Mn;j;kðwÞ is an Nj Nk dimensional submatrix with














cK2;tðwÞ and bMnðwÞ are deﬁned analogously as K2;tðwÞ and MnðwÞ, respectively, but with the residual series
f bU1; . . . ; bUng in place of the latent variables fU1; . . . ;Ung.
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Noticing that A11  A12 ¼ A11 ðA2  A1ÞA12 for nonsingular matrices A1 and A2, we write (recall
w ¼ ðx0; z01; u0Þ0)
bmðx; z1; uÞ mðx; z1; uÞ ¼ i02 bM1n ðwÞ bVnðwÞ þ i02 bM1n ðwÞbBnðwÞ
¼ i02½f wðwÞM1 bVnðwÞ þ i02½f wðwÞM1 bBnðwÞ
 i02½f wðwÞM1½ bMnðwÞ  f wðwÞM bM1n ðwÞ bVnðwÞ
 i02½f wðwÞM1½ bMnðwÞ  f wðwÞM bM1n ðwÞbBnðwÞ
 Tn;1ðwÞ þ Tn;2ðwÞ  Tn;3ðwÞ  Tn;4ðwÞ, (B.2)
where i2 ¼ ð1; 0; . . . ; 0Þ0 is an N-vector, M is deﬁned in (B.1), the ‘‘variance’’ term bVnðwÞ and the ‘‘bias’’ termbBnðwÞ are N  1 vectors deﬁned by




bBnðwÞ ¼ n1bð2dxþd1Þ2 Xn
t¼1
cK2;tðwÞbDtðwÞ, (B.4)
where et  Yt mðXt;Z1t;UtÞ, and




ðDkmÞðwÞð bWt  wÞk.
The presentation of (B.2) assumes that bMn is invertible, which we shall show is true with probability
approaching 1 as n!1 (w.p.a.1) in the proof of Lemma B.3. We analyze the properties of Tn;iðwÞ, i ¼
1; . . . ; 4 in Lemmas B.1–B.4, which shall complete the proof of the theorem. &
Lemma B.1. Under Assumptions A1–A5,ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
nhdxþd12
q Z
Tn;1ðwÞdQðuÞ!d Nð0; aQðx; z1Þ½M1GM10;0Þ,
where M and G are defined in (B.1).
Proof. Let VnðwÞ be deﬁned analogously as bVnðwÞ in (B.3) but withK2;tðwÞ in place of cK2;tðwÞ. By the Taylor


















ðhiðZtÞ  bhiðZtÞÞet þ opðn1=2bðdxþd1Þ=22 Þ
uniformly in w, where the second equality follows from the property of K2 and the fact that max1ptpnk bUt 
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By results in Masry (1996b, Eq. (2.13), Corollary 2(ii)), for i ¼ 1; . . . ; dx,











f1þ opð1Þg uniformly in z, (B.5)














½ðDkhiÞfzþ tðZt  zÞg  ðDkhiÞðzÞð1 tÞp1 dt.
So bVnðwÞ  VnðwÞ ¼ fVn;1ðwÞ þ Vn;2ðwÞ þ Vn;3ðwÞgf1þ opð1Þg þ opðn1=2bðdxþd1Þ=22 Þ,
in which























where for xt  ðX 0t;Z0t;U 0t; etÞ0,

















































































Tn;1l ¼ opð1Þ, l ¼ b; c; d.
To show (i), let zt ¼ bð2dxþd1Þ2 eti02M1
R
K2;tðwÞf 1w ðwÞdQðuÞ. By the law of iterated expectations and
dominated convergence arguments, E½zt ¼ 0 and
E½z2t  ¼ bð2dxþ2d1Þ2 i02M1Efs2eðXt;Z1t;UtÞ
ZZ
b2dx2 K2;tðx; z1; uÞ½K2;tðx; z1; euÞ0
f 1w ðx; z1; uÞf 1w ðx; z1; euÞdQðuÞdQðeuÞgM1i2
¼ bðdxþd1Þ2 aQðx; z1Þi02M1GM1i2f1þ oð1Þg,
where aQðx; z1Þ ¼
R
q2ðuÞs2eðx; z1; uÞf 1w ðx; z1; uÞdu and G is deﬁned in (B.1). By Assumptions A1–A5 and the
proof of Theorem 4 in Masry (1996a),ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
nbdxþd12
q





Tn;1b ¼ opð1Þ, let jðxt; xsÞ ¼ i02M1
R
anðxt; xs;wÞf 1w ðwÞdQðuÞ and jðxt; xsÞ ¼ fjðxt; xsÞþ
jðxs; xtÞg=2, a symmetric version of jðxt; xsÞ. Then Etjðxt; xsÞ ¼ 0, where Et denotes expectation with respect

























 T ð1Þn;1b þ 2T ð2Þn;1b. (B.8)
By the law of iterated expectations, the dominated convergence theorem, and Lemma A.1 (with W ¼ d=2),
ET
ð1Þ






























¼ Oðn3b2dz1 bdxd122 þ n3b2dzd=ð2þdÞ1 b2ðdxþd1Þd=ð2þdÞ22 Þ
¼ oðn1bðdxþd1Þ2 Þ by Assumptions A5ðiÞ and A2.
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2 Þ by the Chebyshev inequality. By Lemma A.1 (with W ¼ d=2) and
Assumptions A1–A5,






¼ Oðn1bdzd=ð2þdÞ1 bðdxþd1Þd=ð2þdÞ12 Þ ¼ oðn1=2bðdxþd1Þ=22 Þ,





given the facts that 2d=ð2þ dÞo1 and ð1 dÞ=ð2þ dÞo 1
2
. By Lemma A.2 (with W ¼ d=2) and Assumptions
A1–A5,
EðT ð2Þn;1bÞ2pCn2b2dz1 b2ð2dxþd1Þ22 ðbdz1 b
ðdxþd1Þþ2dxð1þd=2Þ
2 Þ1=ð1þd=2Þ
¼ Oðn2b2dzð1þdÞ=ð2þdÞ1 b2ðdxþd1Þð1þdÞ=ð2þdÞ22 Þ ¼ opðn1bðdxþd1Þ2 Þ.







Tn;1b ¼ opð1Þ. (B.9)
Now it is straightforward to extend the proof of Theorem 2 in Masry (1996b) to show that




i ðzÞ and B is deﬁned analogously as B but
















biðZtÞf 1w ðwÞdQðuÞ þOpðbðp1þ1Þ1 b12 n1nÞ
¼ bðp1þ1Þ1 Opðn1=2bðdxþd1Þ=212 Þ þ opðn1=2bðdxþd1Þ=22 Þ,




Tn;1c ¼ Opðbp1þ11 b12 Þ þ opð1Þ ¼ opð1Þ. (B.10)
Similarly, one can showﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
nbdxþd12
q
Tn;1d ¼ opð1Þ. (B.11)
Eqs. (B.6)–(B.11) complete the proof. &
Lemma B.2. Under Assumptions A1–A5,Z
Tn;2ðwÞdQðuÞ ¼ bp2þ12 i02M1B
Z
mðp2þ1ÞðwÞdQðuÞ þ opðn1=2bðdxþd1Þ=22 Þ.
Proof. Let












ðDkmÞðwt ÞðWt  wÞk




ðDkmÞðbwt Þð bWt  wÞk
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for some bwt that lies between bWt and w. Clearly max1ptpn kbwt  wt k ¼ Opðn1n þ bp1þ11 Þ. So by Assumptions
A4–A5, uniformly in w and t for kWt  wkpCb2,











½ðDkmÞðbwt Þ  ðDkmÞðwt ÞðWt  wÞk
( )
¼ Opðbp22 ðn1n þ bp1þ11 ÞÞ ¼ opðn1=2bðdxþd1Þ=22 Þ.
Since jDtðwÞj ¼ Opðbpþ12 Þ for kWt  wkpCb2, it follows that jbDtðwÞj ¼ Opðbp2þ12 Þ þ opðn1=2bðdxþd1Þ=22 Þ ¼
Opðbp2þ12 Þ uniformly in w and t such that kWt  wkpCb2.
Let BnðwÞ be deﬁned analogously as bBnðwÞ in (B.4) but with K2;tðwÞDtðwÞ in place of cK2;tðwÞbDtðwÞ. Then

























jKð1Þ2;t ðwÞjj bUt UtjjbDtðwÞj þOpððb12 n1nÞ2ÞjbDtðwÞj
¼ Opðb12 n1nÞOpðbp2þ12 Þ þOpððb12 n1nÞ2ÞOpðbp2þ12 Þ
¼ opðn1=2bðdxþd1Þ=22 Þ uniformly in w by Assumption A5.























ðDkmÞðwÞðWt  wÞkf 1w ðwÞdQðuÞ
þ opðbp2þ12 Þ þ opðn1=2bðdxþd1Þ=22 Þ
¼ bp2þ12 i02M1B
Z
mðp2þ1ÞðwÞdQðuÞ þ opðn1=2bðdxþd1Þ=22 Þ.
The proof is complete. &
Lemma B.3. Under Assumptions A1–A5,Z
Tn;3ðwÞdQðuÞ ¼ opðn1=2bðdxþd1Þ=22 Þ.
Proof. For a typical element of bMnðwÞ MnðwÞ, we have
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Expanding the last expression at Wt, we can show
sup
w
j½ bMn;j;kðwÞl;r  ½Mn;j;kðwÞl;rj ¼ Opðb12 ðv1n þ bp1þ11 ÞÞ ¼ opð1Þ.




Þ ¼ opð1Þ. By the triangle
inequality, supw j bMnðwÞ  f W ðwÞMj ¼ opð1Þ, and by Assumption A1, bM1n ðwÞ ¼ Opð1Þ w.p.a.1. Consequently,
the result in Lemma B.1 impliesZ
Tn;3ðwÞdQðuÞ ¼ opð1ÞOpðn1=2bðdxþd1Þ=22 Þ ¼ opðn1=2bðdxþd1Þ=22 Þ.
The proof is complete. &
Lemma B.4. Under Assumptions A1–A5,Z
Tn;4ðwÞdQðuÞ ¼ opðn1=2bðdxþd1Þ=22 Þ.
Proof. The lemma follows from the proofs of Lemmas B.2–B.3 and Assumption A5: bBnðwÞ ¼ BnðwÞ þ
opðn1=2bðdxþd1Þ=22 Þ uniformly in w, bM1n ðwÞ ¼ Opð1Þ w.p.a.1, and supw j bMnðwÞ  f W ðwÞMj ¼ opð1Þ. &
Proof of Theorem 2.2. Write
ðbgðx; z1Þ  gðx; z1ÞÞ ¼ n1Xn
t¼1


















bmðx; z1; bUtÞ  n1Xn
t¼1
mðx; z1; bUtÞ( )
 An;1 þ An;2 þ An;3.















ðAn;3  bp2þ12 i02M1B
R
mðp2þ1Þðx; z1; uÞdFuðuÞÞ!d Nð0; aðx; z1Þi02M1GM1i2Þ,
where i2 ¼ ð1; 0; . . . ; 0Þ0 is an N-vector.
(i) follows because by the central limit theorem for a-mixing processes, An;1 ¼ OPðn1=2Þ ¼
opðn1=2bðdxþd1Þ=22 Þ. To show (ii), noting that under Assumption A5(i), (B.5) implies that uniformly in z:
bhiðzÞ  hiðzÞ ¼ n1bdz1 i01½Mf zðzÞ1Xn
s¼1
K1;sðzÞUis þ opðn1=2bðdxþd2Þ=22 Þ. (B.12)
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i01½Mf zðZtÞ1K1;sðZtÞUis þ opðn1=2bðdxþd2Þ=22 Þ
 eAn2 þ opðn1=2bðdxþd2Þ=22 Þ.
Analogous to the proof of Tn;1b ¼ opðn1=2bðdxþd1Þ=22 Þ (see (B.8)), we can show eAn2 ¼ Opðn1bdz=21 Þ ¼
opðn1=2bðdxþd1Þ=22 Þ and hence (ii) follows.
To show (iii), ﬁrst notice that the proof of Theorem 2.1 implies that uniformly in u,































































fmðp2þ1Þðx; z1; bUtÞ mðp2þ1Þðx; z1;UtÞg þ opðn1=2bðdxþd1Þ=22 Þ
 An;3a þ An;3b þ An;3c þ An;3d þ opðn1=2bðdxþd1Þ=22 Þ. (B.14)
By the ergodic theorem,
An;3a ¼ bp2þ12 i02M1B
Z
mðp2þ1Þðx; z1; uÞdFuðuÞ þ opðbp2þ12 Þ. (B.15)
Let zt  ðXt;Z0t;U 0t; etÞ0, c0ðzt; zsÞ ¼ esi02M1K2;sðx; z1;UtÞf 1w ðx; z1;UtÞ, c0ðzt; zsÞ ¼ c0ðzt; zsÞ  Et½c0ðzt; zsÞ,
and cðzt; zsÞ ¼ ðc0ðzt; zsÞ þ c0ðzs; ztÞÞ=2, where Et denotes expectation with respect to zt. By construction,
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 Að1Þn;3b þ Að2Þn;3b þ Að3Þn;3b.













K2;sðx; z1; uÞf 1w ðx; z1; uÞdFuðuÞ
!d Nð0; aðx; z1Þi02M1GM1i2Þ.
By the ergordic theorem, A
ð2Þ
n;3b ¼ Opðn1bdx2 Þ ¼ opðn1=2b
ðdxþd1Þ=2








An;3b!d Nð0; aðx; z1Þi02M1GM1i2Þ. (B.16)



















2;sðx; z1;UtÞf 1w ðx; z1;UtÞðbhðZtÞ  hðZtÞÞ
















f 1w ðx; z1;UtÞ
i01½Mf zðZtÞ1K1;lðzÞUil þ opðn1=2bðdxþd1Þ=22 Þ
 eAn;3c þ opðn1=2bðdxþd1Þ=22 Þ.
Using Lemma A.1 repeatedly together with Lemma A.3, we can show that E½ eAn;3c ¼ oðn1=2bðdxþd1Þ=22 Þ and
E½ eAn;3c2 ¼ oðn1bðdxþd1Þ2 Þ. It follows from the Chebyshev inequality thateAn;3c ¼ opðn1=2bðdxþd1Þ=22 Þ. (B.17)
Now, by the Lipschitz continuity of mðp2þ1ÞðÞ,
jAn;3d jpCbp2þ12 max
1ptpn
k bUt Utk ¼ opðbp2þ12 Þ. (B.18)
Combining (B.14)–(B.15), we have proved (iii). &
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