Daylighting metrics are used to predict the daylight availability within a building and assess the performance of a fenestration solution. In this process, building design parameters are inseparable from these metrics; therefore, we need to know which parameters are truly important and how they impact performance. The purpose of this study is to explore the relationship between building design attributes and existing daylighting metrics based on a new methodology we are proposing. This methodology involves statistical learning. It is an emerging methodology that helps us to analyze a large quantity of output data and the impact of a large number of design variables. In particular, we can use these statistical methodologies to analyze which features are important, which ones are not, and the type of relationships they have. Using these techniques, statistical models may be created to predict daylighting metric values for different building types and design solutions. In this article we will outline how this methodology works, and analyze the building design features that have the strongest impact on daylighting performance.
Introduction
The benefits of daylight extend beyond building energy savings, and the importance of daylight has attracted the attention of building designers as well as researchers [1] . This leads us to the question of what constitutes good building design or a good daylighting performance. From a daylighting standpoint, this question is not easily answerable, because there is a need to maximize daylight inside a building to reduce electric energy consumption and improve the wellbeing of building occupants; on the other hand, there are issues of visual comfort that are not always compatible with the simple idea of maximizing daylight [2] [3] [4] [5] [6] . In order to optimize the design solution, we need to consider specific characteristics of daylight and their relationships to building design [7] [8] [9] . Given the large number of design parameters, this can be a daunting and very time-consuming task.
With the development of computer simulation protocols, analyzing how much daylight enters a building has become a sophisticated process. Computer programs such as Radiance and others can analyze how much daylight enters a building with an error rate significantly similar to that of measurements taken by a hand-held light meter [10] . In recent years, performance-driven computer simulation approaches have often been used to estimate the impact of one or a few design variables. Based on this, building design parameters can be categorized, and with the use of a novel statistical approach called statistical learning techniques (SLT) , one can analyze a range of variable and large data sets. The main goal of statistical learning theory is to provide a framework for studying the problem of inference, of gaining knowledge, making predictions, and making decisions or constructing models from a set of data. This is studied in a statistical framework, by making assumptions of a statistical nature about the underlying phenomena, given the nature and the trend seen in the data being generated.
Thus, the integration of the statistical learning techniques and daylight design in a building can be helpful in developing building design solutions. For example, these statistical learning techniques may provide mainly a system for analyzing correlations, identifying associations, and predicting new alternatives based on existing data. They may be used primarily to describe relationships between features based on input and output data, and to create and evaluate predictive models [11, 12] as shown in Figure 1 . Based on this, building design parameters can be categorized, and with the use of a novel statistical approach called statistical learning techniques (SLT) , one can analyze a range of variable and large data sets. The main goal of statistical learning theory is to provide a framework for studying the problem of inference, of gaining knowledge, making predictions, and making decisions or constructing models from a set of data. This is studied in a statistical framework, by making assumptions of a statistical nature about the underlying phenomena, given the nature and the trend seen in the data being generated. Thus, the integration of the statistical learning techniques and daylight design in a building can be helpful in developing building design solutions. For example, these statistical learning techniques may provide mainly a system for analyzing correlations, identifying associations, and predicting new alternatives based on existing data. They may be used primarily to describe relationships between features based on input and output data, and to create and evaluate predictive models [11, 12] as shown in Figure 1 . There are supervised and unsupervised learning techniques. The goal of supervised learning is to use the input from the training data to map and generalize the new predicted data based on given trends between the input and out variables. The main methodologies used in supervised SLT are classification and regression; Support Vector Machine (SVM), K-Nearest Neighbors (KNN), Classification and Regression Tree (CART), Generalized Additive Model (GAM), Least Absolute Shrinkage and Selection Operator (LASSO), and Linear regression. Conversely, the goal of unsupervised learning is to discover interesting patterns or properties of the data and generate features to feed into a supervised model. Likewise, the main methodologies for this type of learning are cluster analysis and dimensionality reduction; K-means, Hierarchical clustering, Independent Component Analysis (ICA), and Principal Component Analysis (PCA).
These various methodologies can be applied to various research purposes, including for example applications in building environmental performance studies. Multi-objective optimization is based on statistical analysis and it is often used to find optimal alternatives within a given range [13] . Blischke, W. R., et al. [14] described the prediction and optimization through modeling for reliability analysis. Studies were conducted to predict and optimize building energy related fields based on this basic statistical learning methodology. With development, in terms of the application of statistical learning on the built environment, the ant colony algorithm is a probabilistic technique which is inspired by the behavior of real ants, and has been successfully applied for building energy optimization, for example [15] . Furthermore, Support Vector Machine (SVM) which analyze data used for classification and regression analysis, has been applied for rooftop photovoltaic potential [16] or for electric demand [17] , and cluster analysis (K-means) has been applied for determining key There are supervised and unsupervised learning techniques. The goal of supervised learning is to use the input from the training data to map and generalize the new predicted data based on given trends between the input and out variables. The main methodologies used in supervised SLT are classification and regression; Support Vector Machine (SVM), K-Nearest Neighbors (KNN), Classification and Regression Tree (CART), Generalized Additive Model (GAM), Least Absolute Shrinkage and Selection Operator (LASSO), and Linear regression. Conversely, the goal of unsupervised learning is to discover interesting patterns or properties of the data and generate features to feed into a supervised model. Likewise, the main methodologies for this type of learning are cluster analysis and dimensionality reduction; K-means, Hierarchical clustering, Independent Component Analysis (ICA), and Principal Component Analysis (PCA).
These various methodologies can be applied to various research purposes, including for example applications in building environmental performance studies. Multi-objective optimization is based on statistical analysis and it is often used to find optimal alternatives within a given range [13] . Blischke, W. R., et al. [14] described the prediction and optimization through modeling for reliability analysis. Studies were conducted to predict and optimize building energy related fields based on this basic statistical learning methodology. With development, in terms of the application of statistical learning on the built environment, the ant colony algorithm is a probabilistic technique which is inspired by the behavior of real ants, and has been successfully applied for building energy optimization, for example [15] . Furthermore, Support Vector Machine (SVM) which analyze data used for classification and regression analysis, has been applied for rooftop photovoltaic potential [16] or for electric demand [17] , and cluster analysis (K-means) has been applied for determining key variables for building energy consumption [18] . However, the majority of these studies applying these novel statistical paradigms have mostly been used in the field of building energy performance and not in daylighting studies.
Daylighting Metrics
As the issues of improving human comfort inside buildings become increasingly important, various daylighting metrics have been developed to evaluate how a particular room or a building will perform under a given fenestration design. These metrics, described in detail below, show major differences in how they measure and evaluate daylighting performance [19] .
(i) Daylight Autonomy (DA) [10] : is a metric defined as the fraction of occupied time of a day, week, month, or a year, that the daylight levels exceed a specified target illuminance, 300 lux. DA gives an intuitive look at how well daylight will penetrate into the space and allows the designer to estimate, with relative ease, the related electric energy savings. A main disadvantage is that, since DA does not have an upper limit of the daylight illuminance, it does not take into consideration issues related to visual comfort that may be caused by excessive sunlight, for instance.
(ii) Spatial Daylight Autonomy (sDA) [20] : sDA is an upgraded version of DA and it describes the percentage of area that is above 300 lux for 50% of the occupied hours. Even though sDA does not incorporate glare or direct sun exposure, it has been verified to reliably predict occupant satisfaction using a single number for the space [21] . sDA values can range from zero to 100% of the floor area. For example, an sDA value of 75% indicates a space in which daylighting is "preferred" by occupants; that is, occupants would be able to work comfortably there without the use of any electric lights and find the daylight levels to be sufficient. An sDA value between 55% and 74% indicates a space in which daylighting is "nominally accepted" by occupants. Architects or lighting designers should therefore aim to achieve sDA values of 75% or higher in regularly occupied spaces, such as an open-plan office or classroom, and at least 55% in less-occupied areas where people need less daylight.
(iii) Continuous Daylight Autonomy (cDA) [22] is an upgraded version of DA, as is sDA, and includes partial contributions from the daylight hours. To explain, cDA awards partial credit in a linear fashion to values below the user defined threshold of 300 lux. Thus, it has high correlation with a control system that dims the electric lighting. For example, if a threshold value is 300 lux and a room has 150 lux at a specific point 100% of operating hours, the cDA for that point would be 0.500.
(iv) Useful Daylight Illuminance (UDI) [23] : UDI is a set of three indicators for every point in the space. These indicators are the percentage of time that a point is below a minimum threshold, between a useful minimum and maximum value. 100 lux is often used as the lower bound of useful illuminance, and 2000 lux as the upper bound.
(v) Annual Sunlight Exposure (aSE) [20] : aSE represents the number of hours per year at a given point where direct sun is incident on the surface, potentially causing discomfort, glare, or increased cooling loads. To explain, aSE is defined as the percentage of square footage that has direct sunlight (at least 1000 lux) for more than 250 h a year. According to Leed v4, it is recommended to design a space with an aSE value of less than 10% [24] .
(vi) Daylight Availability (D.A.) [25] : D.A. is defined as 'the percentage of the occupied hours of the year when a minimum illuminance threshold is met by daylit alone' which tries to combine DA and UDI. In terms of evaluation, any number between 49-100% represents 'day-lit' nodes.
(vii) Daylight Factor (DF) [26] : DF is the ratio between the internal illuminance level at a specific point to exterior horizontal illuminance, under a CIE overcast sky. For instance, if we have 1000 fc exterior, and 20 fc at a given location inside the room, that is a 2% DF. This is the earliest standard of daylight, developed as a legal basis in 19th-century Britain for determining when a new structure would intrude on the daylight of another. A DF greater than 2% is considered adequate and 2-5% is considered well day-lit. As a major flaw, DF shows the same results independent of orientation, time of day, and climate. (viii) Mean Hourly Illuminance (MHI) [27] : The mean hourly illuminance (MHI) represents the average illuminance level calculated at a given location, or as an average based on several prescribed locations inside a room. It represents the mean value of the total hourly illuminance levels in a room calculated at one or several preselected locations throughout a day, a month, or a year [27] . This is a computer-based calculation whereby the mean is a statistically derived number of illuminance values based on the weather files available for that geographic location, using probabilistic occurrences of all sky conditions. Unlike the DF method, the MHI accounts for all sky conditions, as well as for direct and diffuse illuminance inside the room, but does not have any considerations of visual comfort issues.
(ix) Energy Use Intensity (EUI) is a metric that possibly, though not necessarily, is related to daylighting. It is used to evaluate the energy performance of buildings, as it represents the energy per square meter or foot per year, and it is calculated by dividing the total yearly energy consumption of the building by its total gross floor area.
(x) Uniformity Ratio (UR) [28] : This is a metric related to a qualitative aspect of an electric lighting as a daylighting design scenario. UR represents the ratio between the minimum and the average illuminance levels within a room. UR is a metric solely used, and more related to visual comfort and visual interest in a room rather than any other type of daylighting performance studies.
Researchers have carried out various studies using these metrics. Early research in this area was carried out to describe the characteristics of various metrics and to compare their design outcomes. Reinhart, C.F., et al. [29] compared four such metrics, namely the DF, DA, cDA, and UDI under different locations, shading systems, and shading controls, including façade orientation and space function. They highlighted the shortcomings of the static metrics compared to the dynamic ones. Similarly, Boubekri, M., et al. [30] compared the four daylighting metrics (DF, DA, UDI, and MHI) according to the three different shading designs, explaining the characteristics of each metric. A novelty of Boubekri's research was the use of the projection factor when it comes to sizing shading devices in relation to the window aperture. Their conclusion was that the UDI would lead to different results than the other metrics because of its intrinsic definition, which takes into consideration the elimination of illuminance levels below a certain minimum and above a maximum. Lee, K.S., et al. [31] compared DA and UDI in variation of shading type and design as well. The result illustrated the impact of shading on DA and UDI. In particular, the additional installation of the shading system showed a tendency that the DA value decreases and the UDI value increases, to a certain extent. Additionally, various daylighting metrics were integrated and combined with the building design to derive the best alternative. Mangkuto, R.A., et al. [32] examined optimization of window size and orientation design based on various daylighting metrics. A total of six different metrics (DF, average uniformity, DA, UDI, DGP, and lighting energy consumption) were used for this optimization. For data analysis, sensitive analysis and multi-objective optimization were used. As a reference office module, they used the International Energy Agency (IEA) Task 27 reference office [33] , namely, an office module measuring 5.4 m in length, 3.5 m in width, and 2.7 m in height, with 20%, 80%, and 50% reflectance of the floor, ceiling, and walls, respectively. The window was equipped with a double-pane Low-E glazing. Unlike many previous studies that have used what one might refer to as conventional statistical techniques, the uniqueness of our methodology is rather statistical learning methodologies involving database creation, analysis, prediction, and optimization. As a result, three optimal solutions based on daylight and energy performance were presented.
Limitations of Current Daylighting Metrics and Proposed Approach
The review above of all currently available daylighting metrics points to the following deficiencies or limitations of daylighting metrics. First, although various daylighting metrics have been proposed, however, no one metric is suitable to analyze all design conditions while considering quantitative and qualitative visual performance parameters, such as glare. In addition, existing studies did not consider all the possible various building designs, nor did they analyze in detail which design parameters have the strongest impact on the daylighting performance. Additionally, existing studies have not analyzed the daylighting metrics based on a large dataset of all possible design variables. Most examples use either one size or are resized based on a small dataset based on typical shading devices, etc. Thus, based on the relative characteristics of the various metrics, clustering or categorization of each metric is not possible. We propose to overcome these limitations of current daylighting metrics through an approach based on the concept of statistical learning techniques (SLT).
Methods
In this paper, database creation, analysis, prediction, and optimization processes were applied to show the relationship between building design parameters and daylighting metrics. To be specific, the objectives include (i) analyzing the correlation and characteristics of input features (design parameters) and output features (daylighting metrics) statistically; (ii) building the predictive models that can digitize building design parameters to explain the relationship between building design parameters and daylighting metrics; (iii) presenting the design characteristics of optimal daylight design condition among existing buildings; (iv) investigating the feasibility of statistical learning methodology on daylight and building design processes.
The analysis is presented in steps as shown in Figure 2 :
(1-1) Select target buildings and rooms and digitize the design parameters as input features.
(1-2) Perform simulation to obtain the daylighting metric values as output features.
(2-1) Analyze and explain the characteristics of the input and output features through correlation analysis.
(2-2) Analyze and explain the relationship between input and output features based on statistical learning models.
(3) Investigate and discuss optimal design characteristics and daylighting metrics through optimization methodology. daylighting metrics through an approach based on the concept of statistical learning techniques (SLT).
(3) Investigate and discuss optimal design characteristics and daylighting metrics through optimization methodology. 
Database Creation
Several buildings at the University of Illinois were used in this study. The choice of these buildings was solely based on some other objectives in this study which were related to health and wellbeing assessments of office workers. Our choice of buildings was simply wherever those volunteers were working. These buildings were comprised of 70 buildings scattered across the campus of the University of Illinois at Urbana-Champaign, having different styles, typologies, etc. Based on this, 300 rooms of office spaces were randomly selected for the database.
Step 1 Step 2 Step 3
Database creation
Step 1. Step 2.2 Prediction model
Optimization
Step 3.1
Characteristics of design parameters (input features)
Step 3.2 Characteristics of daylight metrics (output features)
Step 3.3 Daylight design proposal
Step 1 
Database Creation
Thirteen different types of building design parameters were digitized and used as input features, including: Length, Depth, Height, Area, Volume (Vol), Number of windows (NoW), Total size of window (TAoW), Visible transmittance (Tvis), Slenderness ratio (SR), Window Wall Ratio (WWR), Window Floor Ratio (WFR) [34] , Window Volume Ratio (WVR), and Orientation. As output features, nine different types of daylighting metrics were used: sDA, aSE, DA, UDI, cDA, D.A., DF, Average of MHI (A.MHI), Standard deviation of MHI (S.MHI), and lighting energy per square meter (Light).
The minimum (Min), maximum (Max), median, and mean values of 300 inputs and output features are shown in Tables 1 and 2 . In terms of the application properties in the input features, SR has a range of 0.3 to 3 and an average value of 1.2. When SR is greater than 1, it means that the depth, which does not contain the window, is relatively large compared to the length which contains the window. Thus, on average, the depth is slightly longer than the length, since SR is defined as the ratio of the length to the depth of the space. For WWR and WFR, the ranges are from 0.06 to 0.92 and from 0.03 to 0.69, with mean values of 0.34 and 0.24, respectively. Thus, the relative size of the windows in each room, on average, accounts for 34% of the area containing the windows and 24% of the floor area. The East, West, South, and North appear as 59 (20%), 59 (20%), 107 (35%), and 75 (25%), respectively, of the total 300 features. These output features were obtained through daylight simulation. For daylighting metric simulation, Grasshopper and Design Iterate Validate Adapt (DIVA) were used [35] . DIVA is one of Grasshopper's add-ons based on Radiance and Daysim simulation codes, which are effective in simulating daylighting performance [10] . This study assumes the default materials with typical surface reflectance, namely 20% for the floor, 70% for the ceiling, and 35% for the walls. Single-pane clear at 88%, double-pane clear at 80%, and double-pane Low-E at 65% transmittance were selected for the windows. In the case of grid setting, a 20-points grid system was used for each model. An example of the basic model is shown in Figure 3 . The average value of each analysis surface was used as the result of each output features. For occupancy schedules, 8:00 A.M.-6:00 P.M. daily was set as occupied hours in a standard year. The ambient parameters for daylighting simulation, were kept at the default levels as shown in Table 3 . The weather data of the city of Champaign-Urbana, United Sates (40′1″ N, 88′2″ W) was supported by the Energyplus default climate file [36] . The settings for each daylighting metric were selected based on the default values used for each metric. As such, we used 300 lux as target illuminance in our DA assessment, from January 1 to December 31, from 8:00 A.M. to 5:00 P.M. For the UDI computation, we used the illuminance range between 100 and 2000 lux. A modified methodology was used for sDA, since shading design was not applied in calculating sDA values by IES LM-83-12 [20] .
Analysis, Prediction, and Optimization

Analysis
Two statistical techniques were used: correlation analysis and Principal Component Analysis (PCA). Correlation analysis is a statistical method of analyzing the linear relationship between two features in probability theory and statistics [37] . A scatterplot, a type of data display that shows the relationship between two numerical features, can be used to explain correlation. When the y variable in the y-axis tends to increase as the x variable increases in the x-axis, we say there is a positive correlation between the features. Thus, in the correlation analysis, the number of Pearson correlations ρ is used as a unit for expressing the degree of correlation.
PCA is a technique that summarizes and quantifies the various features into a new feature, called 'Principal Component', which is a linear combination of several highly correlated features [38] . Thus, PCA helps identify relationship patterns between the independent and dependent variables and expresses the data in such a way to highlight their similarities and differences. The first component is chosen to best explain the overall variability. The second principal component is not correlated with the first principal component, so a linear combination of variables is created to account for the remaining variability that the first principal component cannot account for without loss of information. In this study, data analysis, prediction, and optimization were performed with the statistical software R [39] . The weather data of the city of Champaign-Urbana, United Sates (40 1" N, 88 2" W) was supported by the Energyplus default climate file [36] . The settings for each daylighting metric were selected based on the default values used for each metric. As such, we used 300 lux as target illuminance in our DA assessment, from January 1 to December 31, from 8:00 A.M. to 5:00 P.M. For the UDI computation, we used the illuminance range between 100 and 2000 lux. A modified methodology was used for sDA, since shading design was not applied in calculating sDA values by IES LM-83-12 [20] .
Analysis, Prediction, and Optimization
Analysis
PCA is a technique that summarizes and quantifies the various features into a new feature, called 'Principal Component', which is a linear combination of several highly correlated features [38] . Thus, PCA helps identify relationship patterns between the independent and dependent variables and expresses the data in such a way to highlight their similarities and differences. The first component is chosen to best explain the overall variability. The second principal component is not correlated with the first principal component, so a linear combination of variables is created to account for the remaining variability that the first principal component cannot account for without loss of information. In this study, data analysis, prediction, and optimization were performed with the statistical software R [39] .
Prediction
Prediction relies mainly on statistical learning models. Therefore, a model or algorithm can be developed based on the relationship between the input and output data. In this study, simple linear regression, stepwise linear regression, and Generalized Additive Models (GAM) were used.
Simple linear regression is a regression technique that models the linear correlation of the output features, y with one or more input features, x [40] . Linear regression models the regression equation using a linear prediction function, and unknown parameters are estimated from the data. This regression equation is called a linear model. Linear regression has been extensively studied and widely used in building science [41, 42] , mainly because it is easier to build models with linear relationships between unknown parameters than with nonlinear relationships. With linear models, the algebraic equation would take the form
where y i is the output features of input features, x i , β represents a parameter vector, and β 0 is the intercept term.
Stepwise regression is a method of fitting regression models in which the choice of input features is carried out by an semi-automatic procedure and it is a combination of the forward and backward selection techniques [43] . In each automatic step, an input feature is considered for addition to or subtraction from the set of output features based on the specified tolerance level of the t-statistics of the estimated coefficients. In this process, if a nonsignificant variable is found, it is removed from the model. Thus, the stepwise approach is relatively faster, less prone to overfitting the data, and we often learn something by watching the order in which variables are removed or added.
GAM is expressed by combining an additive model based on generalized linear model [12, 44] . The basic formula for GAM is as follows:
where y i is the output features of input features x i , β 0 is the intercept, ε i is the residual, and f p is a smooth non-linear function. Therefore, GAM can use the nonlinear function to model the missing part of the linear regression. Also, the accuracy can be significantly increased when the input and output features tend to have non-linear relationships.
In the process of evaluation of statistical models, the root mean square error (RMSE) is used. RMSE is a measure commonly used when dealing with the difference between the estimated value or the predicted value of the model and the observed value [45] . It is suitable for expressing precision and measuring the accuracy of statistical learning models.
Optimization
Optimization was performed to evaluate which daylight design may be considered as a better solution based on daylighting computer simulation analyses. The optimization was based on selecting the building design solution that more closely meets the daylighting metric criteria as closely as possible. This selection was based on the results of 300 simulation outputs. The design parameters of a room that simultaneously satisfy the criteria of each metric is explained below:
• sDA: ≥55% [46] • aSE: ≤10% [46] • DA: ≥50% [46] • UDI: ≥50% [32] • DF: ≥2% [47] It is useful to note that some of the metrics do not have their own criteria for measuring optimization of daylighting and building design. In these cases, we set up our own criteria to select the top best 30% of the database results. For example, cDA, D.A. A.MHI, S.MHI, and light energy considered the top 30 percent of each 300 samples for the optimization process.
Results and Discussion
Analysis Stage
In this section, internal relationship analyses of the input and output features were carried out, with four window orientations, namely East, West, North, and South, being used as the main breakdown point. Through this process, the scatterplot matrix graphs based on 300 data sets were used in the correlation analyses. Furthermore, PCA analysis was applied to provide a compact description of data variability.
Correlation Analysis of Input Features
The fourteen input features are mainly comprised of design features and the scatterplot matrix of input features is shown in Figure 4 . In the scatterplot, the upper right corner shows the correlation value between each feature, and the axis in the middle shows the histogram of each feature based on the four orientations. The lower left part shows the pair plot graph. Thus, the most visible is the correlation between each input features. The independent variables indicating correlation values of 0.7 or more are as follows; Length and Size, Length and Volume, Length and SR, Depth and Size, Depth and Volume, Size and Volume, WWR and WFR, WWR and WVR, and WFR and WVR. These nine relationships can be expected to correlate with each other, indicating a statistical relationship between two features. Since the height of the interior of the building is mostly within a certain range, the dimensions of the building and its volume (Length and Size, Length and Volume, Depth and Size, Depth and Volume, Size and Volume) or WWR, WFR, and WVR are closely related. In addition, there is no difference in the input features due to orientation.
The scatterplots allow us to analyze the relationship between each input and output features based on the four design factors; SR, WWR, WFR, and WVR. The biggest difference between SR and the other variables is that SR only contains information on the overall proportional dimensions of the building, and the variables contain information about the window size in relation to other properties of the room, such as the walls or the floor areas. So far, in the case of WWR, it is currently the most frequently used variable in daylighting or energy analyses [48] . However, the correlation is relatively low compared to WFR and WVR (correlation: 0.708 and 0.773, respectively), because WWR only accounts for the percentage of the window area to the wall within which it is contained only. It may be more effective to compare the area of the window to the floor area. In our case, and using this criterion, the correlation coefficient was much higher (correlation: 0.937).
correlation analysis and PCA method can identify parameters that have a high correlation among the input features. In addition, NoW or TAoW should be used as a separate input feature because there is no correlation with other input features. 
PCA of Input Features
Through PCA, we can find design features that are strongly correlated with the various input features and can therefore explain most of the overall change and variability of the daylighting performance metrics. A PCA plot of cumulative portion of variance based on 13 input features is shown in Figure 5 . PCA analysis shows that 3 of the 13 design variables can explain 72% of the variance of the model and 7 variables out of the 13 can explain 97.7% of the variance in the data. Therefore, the number of input data can be significantly reduced to explain which are the input variables that have the strongest impact on performance. To examine the relationship of the principal components, and after rotation, according to the principal components, a coefficient of eigenvector appears (Table 4) . For each of the nine principal component items displayed on the table, the important parameters are written in bold colors. Where more than one parameter per item is marked, a high correlation exists. The table shows that the first critical factors are the area and the volume, which are the most critical. According to the data, we can substitute either the area or the volume because the volume is expressed as the product of the area and the height of the interior of the building. Therefore, since the height of a room exists within a limited range, the correlation between the area and the volume is quite high. Furthermore, the second most important factors are WWR and WVR, the third factor is year and Tvis, the fourth factor is the depth and SR, the fifth factor is the height, the sixth factor is NoW, and the seventh factor is TAoW, respectively. Therefore, both the correlation analysis and PCA method can identify parameters that have a high correlation among the input features. In addition, NoW or TAoW should be used as a separate input feature because there is no correlation with other input features. 
Correlation Analysis between DF and A.MHI
Since its introduction in 1895, DF has long been used to determine daylighting performance [49] . However, due to the problem of climate and orientation, it is currently not used frequently [50] , and instead the annual hourly mean illuminance (A.MHI) metric is more used nowadays. A.MHI is a dynamic metric, simply expressed as the average value of the total illuminance entering the interior of the building [27, 30] . Nevertheless, A.MHI, as shown in Figure 6 , contains most of the characteristics of DF, but, unlike DF values, the A.MHI indicates the importance and impact of orientations as well [30] . In other words, the overall correlation is 0.989, and the correlation according to each orientation has a value of 1. In this regard, assuming that a DF between 2% and 5% is an appropriate condition, a corresponding range of A.MHI may be between 200 and 500 lux. 
Correlation Analysis of DA Related Metrics
DA has been used as an alternative to DF since its introduction in 2002 [51] . In addition, cDA (2006) [29] has been introduced while changing the algorithm slightly, and sDA (2012) [20] has been developed based on changing calculation method and considering shading conditions. Of course, with the introduction of evolved metrics, detailed values have been further refined, but these relationships are still tightly linked. There are some differences according to Figure 7 ; DA and cDA have convex relationships, and cDA and sDA have concave relationships. Correlation analysis shows that the correlation between them is 0.95 to 0.98, and the relationship between them is quite similar. Compared to other daylighting metrics, the correlation of these three metrics is fairly high. Therefore, in our subsequent analyses, the most recent sDA value among these three metrics is selected as representative value. 
DA has been used as an alternative to DF since its introduction in 2002 [51] . In addition, cDA (2006) [29] has been introduced while changing the algorithm slightly, and sDA (2012) [20] has been developed based on changing calculation method and considering shading conditions. Of course, with the introduction of evolved metrics, detailed values have been further refined, but these relationships are still tightly linked. There are some differences according to Figure 7 ; DA and cDA have convex relationships, and cDA and sDA have concave relationships. Correlation analysis shows that the correlation between them is 0.95 to 0.98, and the relationship between them is quite similar. Compared to other daylighting metrics, the correlation of these three metrics is fairly high. Therefore, in our subsequent analyses, the most recent sDA value among these three metrics is selected as representative value. Figure 8 is a graph of the correlation of one input feature and six output features. First, in terms of the relationship between WFR and output features, A.MHI is most closely related to WFR based on correlation of 0.866. A.MHI is more closely linked to the characteristics of WFR because it calculates the average value of total daylight entering the room. Next, sDA is more correlated with WFR based on a correlation of 0.633. Since the basic concept of the sDA is based on determining the percentage of time a given illuminance threshold is met, this metric is highly correlated with the WFR variable. 
Correlation Analysis of Output Features
Prediction Stage
In the daylighting prediction stage, sDA, UDI, A.MHI, S.MHI, and lighting were selected as the output features, and RMSE was used as the main evaluation item. The lower the RMSE, the higher the fitness for the model. The basic model was created using simple linear regression and the other two models used logarithmic values exceeding a threshold of 0.75 for skewness for some input and output data [52] . Thus, a total of 12 features (Length, Depth, Size, Volume, NoW, TAoW, SR, WWR, WFR, WVR, A.MHI, and Lighting) were taken as logarithmic values for two advanced model predictions.
Simple Linear Regression and Stepwise Linear Regression
Stepwise linear regression was used to generate the model, which was compared with the RMSE values in the simple linear regression, as shown in Table 5 . Secondly, we further analyzed how the results of the daylighting metrics change of the window as the orientation changes. From the North orientation, all aSEs have a value of zero. This means that in the North, light above 1000 lux is hardly coming into the room. The distribution of Useful Daylight Illuminance (UDI) and D.A. is also relatively large. Therefore, the probability of occurrence of glare and light discomfort in the North is considerably low, but the overall level of light (illuminance) is relatively small. In the South, the distribution of sDA is high, and the distribution is relatively similar in the East and West. The main commonalities between UDI and WVR, sDA, and A.MHI is that in the case of South, East, and West orientations, their values increase. However, the value of UDI increases up to a certain point and then decreases sharply after a certain point. This is because the UDI only takes into account light levels within a specific range, from 100 to 2000 lux. Therefore, the UDI values decrease in cases where the total window size is relatively large, or the light level is high.
Thirdly, Spatial Daylight Autonomy (sDA) shows a strong correlation with A.MHI (correlation value: 0.759), and with aSE (correlation value: 0.820), excluding the case of the north orientation. The UDI is closely related to D.A. (correlation value: 0.772), whereas the correlation with the A.MHI is only moderate and negative (correlation value: −0.458), S.MHI also shows a strong association with A.MHI (correlation value: 0.721), but no significant association with the metrics. Our analyses indicate that the daylighting metrics that are more reliable at predicting performance include sDA, A.MHI, and aSE. Conversely, UDI, D.A., and S.MHI may have difficulty in predicting because they indicated weaker correlations with the other design variable and are more impacted by window orientations.
Prediction Stage
Simple Linear Regression and Stepwise Linear Regression
Stepwise linear regression was used to generate the model, which was compared with the RMSE values in the simple linear regression, as shown in Table 5 . Compared to the base case model, the stepwise linear regression reduces the number of input data from 14 to 6 to 9, and all the RMSE values show improved results. In particular, this model shows that the prediction of the lighting metric is greatly increased. In terms of feature selection, the common feature in the stepwise linear regression model is TAoW. Therefore, the total window size is considered to be one of the most essential items for predicting the daylighting metric. In addition, WWR, WFR, and WVR, which represent the ratio of window size to a particular space, were used as important input parameters for most daylighting metrics. However, SR is not very suitable to stepwise linear regression models. The ratio of the length of the building to the depth does not seem to make a significant contribution to forecasting the daylighting metric. Therefore, the basic dimensionality design parameters (length, depth, size, or volume) seem to replace SR's role. A.MHI is the most predictable metric in terms of RMSE since it is the most intuitive metric, as previously explained in the scatterplot matrix in Figure 8. 
Generalized Additive Models (GAM)
GAM was used to generate a third model based on six degrees of freedom with smoothing splines. The GAM model was compared with the RMSE and Anova (analysis of variance) for parametric and nonparametric effects, as shown in Table 6 . Compared to the other two models, the RMSE value was improved on all five outputs. Specifically, we conclude that TAoW, BuiltYear, and height are major factors in common. While other dimension-related components may be exchanged for alternative features, the three above are highly influential on the model and difficult to replace with other variable elements. In addition, there is very clear evidence that a non-linear term is required based on Anova for nonparametric effects. Compared to the three models, the A.MHI is generally the most predictable, while the most unpredictable output is represented by the sDA. Although it is easy to know the approximate distribution of sDA (RMSE of GAM: 0.104), it is relatively difficult to predict the exact value compared to other metrics. This is because the definition of sDA is the rate at which more than 300 lux of light enters the interior of a building by more than 50%, which makes predicting its exact value difficult. In terms of the feature selection, not all input parameters need to be used for the prediction and only a few of the input features are described as necessary. It is possible, in particular, to describe the model through only a few of the dimension and the applied variables.
Optimization Stage
The optimization of daylighting metrics was performed based on the desired criteria. The number of cases used to determine whether the results are satisfactory or not represented 3% of the total number of simulation cases, in this case, 300 cases. More specifically, according to the orientation, the number of rooms satisfying the criteria is one case each in the South and East, two cases in the West, and six cases in the North. The input and output features of these 10 cases are shown in Tables 7 and 8 . Six cases of the best 10 designs with the best daylight conditions were selected, as shown in Figure 9 . The color expressed in the grid is shown based on the average value of DA. In the color segment, the closer to dark red, the higher the daylight level, and the closer to blue, the lower the daylight level. In particular, the UR metrics range between 0.79 and 0.82, indicating that the daylighting designs were well developed not only in the quantitative, but also in the qualitative aspects. In the case of orientation, a relatively large number of optimal cases are found in the case of the North orientation. Given this orientation, the daylight level is generally lower compared to the other orientations. So, consequently, it shows particular strength when the aSE metric is used. Conversely, in the case of South, West, and East orientations, there are few optimal cases. Thus, a great deal of attention should be paid to the aSE metric in South, West, and East, which cannot be easily solved by manipulating the building shape alone. It is necessary to examine other design factors, such as In the case of orientation, a relatively large number of optimal cases are found in the case of the North orientation. Given this orientation, the daylight level is generally lower compared to the other orientations. So, consequently, it shows particular strength when the aSE metric is used. Conversely, in the case of South, West, and East orientations, there are few optimal cases. Thus, a great deal of attention should be paid to the aSE metric in South, West, and East, which cannot be easily solved by manipulating the building shape alone. It is necessary to examine other design factors, such as shading design, interior finishes of the rooms, as well as the size and location of windows.
The basic important characteristics of the design parameters of the building are length, depth, and size of window. Among them, the design factors SR, WWR, WFR, and WVR are constructed by multiplying or dividing some of the above internal cognitions. These design factors are more effective in explaining daylight design characteristics, since these values can explain the output features relatively well. Essentially, the smaller the SR (the longer the length is), the more favorable the availability of daylight. To explain, the shorter the depth than the length is, the more useful the light comes in considering the altitude of the sun, since daylight does not have to go deep into the room. In the North direction especially, the optimal design range of SR is relatively low, from 0.57 to 0.93 compared to the average value (1.2). In the case of WFR, the optimal design range is 0.26 to 0.36, which is slightly higher than the average value of 0.24, indicating that having a window area of 26% to 36% of the floor area is effective for daylighting optimization.
Characteristics of Daylighting Metrics
Among the daylighting metrics, the most difficult metrics to satisfy all the optimal values were aSE and S.MHI. In the case of aSE, the problem can be solved by a proper shading system, internal or external shading design, since the large value of aSE indicates high probability of an excessive light and potential glare. However, when analyzing the output features in North facing, we do not need to install any shading design and we can optimize daylight distribution by building shape design only. For example, in this study, six out of about 75 samples in North satisfy all the output criteria.
In the case of S.MHI, it would be easier to find and apply the optimal value if we apply a limited range of actual floor available inside the building. There is a need for further research and development of daylighting metrics for areas that can account for daylight uniformity. Conversely, there are a relatively large number of cases that meet the minimum threshold setting criteria for sDA, DA, DF, and A.MHI. Thus, in terms of current building design, there is a fairly high level of daylight coming in at a certain level of light, especially in the South, West, and East.
In other words, a daylighting metric can be roughly divided into three categories. At first, sDA, DA, CDA, DF, and A.MHI can be grouped into one category, so-called the sDA-related metrics. The higher the value of these metrics, the higher the probability of having a higher lighting level. The second most indicative are UDI and D.A., which show relatively large differences compared to sDA-related metrics. Where the daylight level is too high, the values of UDI and D.A. tend to decrease, and they are relatively unpredictable with respect to these metrics. Finally, lighting energy shows a tendency to be inversely proportional to sDA-related metrics.
Conclusions
The relationship between building design parameters and daylighting metrics was compared through database creation. In this process, a statistical learning method was used, which was followed by analysis, prediction, and optimization. The main innovations of the study are: (i) the use of the statistical learning paradigm, applied to daylighting problems; and (ii) to create a rank list of the most influencing parameters on the daylighting in a space, which would be of great help to building practitioners and scientists. As a limitation, more samples would be needed in the future to support these conclusions for more robust analysis. Key findings are summarized by the following categories:
Data establishment
•
In the conventional computer simulation, a 3-D model is used to analyze daylight. Because of the computer simulation, this conventional method requires modelling techniques, which can have difficulty analyzing how each design parameter affects daylight availability. Therefore, this cubic model was deconstructed and classified based on design parameters and used as an input feature. Also, nine well-known daylighting metrics were selected as output features. For the target building, 300 rooms were randomly selected based on a total of 70 university buildings.
Correlation analysis
• The input parameters showing relatively high correlations are (1) WWR, WFR, and WVR, (2) size and volume. Since the height of the room does not change significantly within a certain range, the above three results are obtained. In addition, it is more effective to use WFR or WVR than to use WWR, which is the most commonly used parameter to describe the percentage of windows occupied in a building or room.
•
According to PCA, our analyses indicated that only 7 room attributes (Length, Depth, Volume, TAoW, Tvis, SR, and WFR) out of 13 input attributes can predict the internal change to about 97.7%. Therefore, the number of input features can be relatively reduced, which can greatly enhance the interpretability of the models. The overall tendency of the results of PCA is similar to that of the correlation analysis.
As an alternative to the DF metric, A.MHI may be used, since it contains most of the characteristics of DF.
• DA related metrics, DA, sDA, and cDA are highly correlated, and there is no major problem in using the most recently proposed sDA as a representative value.
Prediction and statistical learning model
In the statistical prediction process, the simple linear regression model was analyzed as a basic model.
Log transformation was performed on some skewed data, and a stepwise linear regression model was created and compared with the basic model. Based on RMSE, the prediction accuracy has increased in all output features. Also, based on feature selection, the input features were reduced and the interpretability was increased.
• GAM model shows that the model's predictive power is significantly better than other models based on RMSE. The variable selection also shows a similar tendency to the stepwise linear regression model. In particular, some input and output features have non-linear relationships, making the GAM model highly suited to current data.
Optimization and daylight design guide
• Our study has shown that using one single metric may not be a panacea to predicting performance in all scenarios. and that using one single metric is unlikely to result in a better daylight environment.
The daylighting metric used as the output feature can be classified into three categories; (1) sDA, DA, CDA, DF, and A.MHI, (2) UDI and D.A, and (3) lighting according to the correlation between the measurement purpose and the result value.
Based on the correlation results, we have proposed which combination of metrics best represents the daylighting condition. For example, it is necessary to use one of the sDA-related metrics and one of the UDI-related metrics. Also, a supplemental use of aSE (especially in the north) is necessary because it can appear to vary greatly depending on orientation.
• Among the design parameters, the WFR or WVR value has a large influence on the output features. However, it is difficult to explain the optimal daylight design by WFR alone. SR is an additional design parameter that can be supplemented. Thus, according to the SR, the relative window size of building floor area, that is, the WFR value, must be reconsidered. For daylight optimization, as SR becomes smaller, WFR should be relatively smaller. On the contrary, when SR becomes larger, a relatively large WFR is advantageous.
The South, West, and East require proper shading design. The sDA and A.MHI are relatively large and enough light enters. However, even though the aSE should be small, in most cases the aSE value is large, indicating the high probability of excessive light and glare. This problem can be solved by installing shading inside or outside of a window.
The absence of shading design in the North may be advantageous in most cases.
