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1. Introduction
LetG bea connectedgraphwith vertex set {v1, v2, . . . , vn}. Thedistancebetween thevertices vi and
vj is the length of a shortest path between them, and is denoted by dG(vi, vj), or d(vi, vj). The distance
matrix D = D(G) of G is defined so that its (i, j)-entry is equal to dG(vi, vj). The largest eigenvalue
of D(G) is called the distance spectral radius, and is denoted by 1(G). The diameter of a graph is the
maximum distance between any pair of vertices. If the length of a path P is equal to the diameter, then
the path P is called a diameter-path.
Balaban et al. [1] proposed the use of 1(G) as a molecular descriptor, while in [3] it was success-
fully used to infer the extent of branching and model boiling points of alkanes. Therefore, the study
concerning the maximum (minimum) distance spectral radius of a given class of graphs is of great
interest and significance. Recently, the maximum (minimum) distance spectral radius of a given class
of graphs has been studied extensively. For example, Subhi and Powers [6] determined the graph with
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Fig. 1. Graphs G1, G2.
maximum distance spectral radius among all trees on n vertices; Stevanovic´ and Ilic´ [7] determined
the graph with maximum distance spectral radius among all trees with fixedmaximum degree; Ilic´
[4] characterized the graph with minimum distance spectral radius among trees with given match-
ing number; Bose et al. [2] studied the graphs with minimum (maximum) distance spectral radius
among all graphs of order nwith r pendent vertices; Zhang and Godsil [9] determined the graph with
minimum distance spectral radius among all graphs of order nwith k cut vertices (respectively, k cut
edges); Yu et al. [8] determined the unique graph with minimum (maximum) distance spectral radius
among unicyclic graphs on n vertices; Milan Nath and Somnath Paul [5] determined the unique graph
with minimum distance spectral radius among all connected bipartite graphs of order n with a given
matching number (respectively, with a given vertex connectivity).
A hexagonal system is a 2-connected plane graph whose every interior face is bounded by a regular
hexagon of unit length 1. A vertex of a hexagonal system belongs to, at most, three hexagons. A vertex
shared by three hexagons is called an internal vertex of the respective hexagonal system. A hexagonal
system H is said to be catacondensed if it does not possess internal vertices, otherwise H is said to be
pericondensed. A hexagonal chain is a catacondensed hexagonal systemwhich has no hexagon adjacent
to more than two hexagons. A linear hexagonal chain denoted by Lh is a chain whose h hexagons are
arranged in a linear manner.
Suppose P = v0v1 · · · vr is a diameter-path of G. Let (V0, V1, . . . , Vr) be a distance partition of G
with respect to vertex v0, where |Vi| = ni (0  i  r). If |i − j| = 1, G[Vi ∪ Vj] = Kni+nj ; otherwise,
G[Vi ∪ Vj] = Kni ∪ Knj , where G[Vi ∪ Vj] denotes the graph induced by Vi ∪ Vj , then, we denote G by
G(n0, n1, . . . , nr). Let
G1 = G
(
d · 1,
⌊
n
2
⌋
− d,
⌈
n
2
⌉
− d, d · 1
)
,
G2 = G(d · 1, n − 2d, d · 1),
where d · 1 denotes that there are d consecutive Vi’s with one vertex (see Fig. 1).
In this paper, we first prove that G1 (respectively, G2) has the minimum distance spectral radius
among all the graphs with diameter 2d + 1 (respectively, 2d), and then we prove that Lh has the
maximum distance spectral radius among the catacondensed hexagonal systems with h hexagons.
2. Minimum distance spectral radius of graphs with a given diameter
The following lemma is an immediate consequence of Perron–Frobenius Theorem.
Lemma 2.1. Let G be a connected graph with u, v ∈ V(G) and uv /∈ E(G). Then 1(G) > 1(G + uv).
In the following, we denote by Grn the graphs with diameter r on n vertices.
Theorem 2.2. Let G ∈ Grn, where 1  r  n − 1. Then
(i) if r = 2d + 1, 1(G)  1(G1), with equality if and only if G ∼= G1;
(ii) if r = 2d, 1(G)  1(G2), with equality if and only if G ∼= G2.
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Proof. If r = 1 or r = n − 1, G is a complete graph or a path, the result is obviously true. So, in the
following, we always assume that 2  r  n − 2.
We first prove (i).
ChooseG ∈ G2d+1n such that1(G) is as small aspossible. SupposeP = v0v1 · · · v2d+1 is adiameter-
path ofG. Let (V0, V1, . . . , V2d+1) be a distance partition ofGwith respect to vertex v0, where |Vi| = ni
(0  i  2d + 1). By Lemma 2.1, we get that if |i − j| = 1, G[Vi ∪ Vj] = Kni+nj ; otherwise,
G[Vi ∪ Vj] = Kni ∪ Knj . So G = G(n0, n1, . . . , n2d+1).
Claim 1.
d−1∑
i=0
ni =
2d+1∑
i=d+2
ni = d.
Otherwise, we may assume
d−1∑
i=0
ni > d.
Let G′ = G′(d · 1, d∑
i=0
ni − d, nd+1, . . . , n2d+1) and X = (x0, . . . , xn−1)T be the Perron eigenvector
of G′ corresponding to 1(G′), where xj corresponds to vertex vj (0  j  n − 1).
Since D(G′)X = 1(G′)X , we can easily get
1(G
′)xi =
n−1∑
j=0
dijxj. (2.1)
By symmetry, we get that, for any u, v ∈ Vi (0  i  2d + 1), xu = xv.
Let
G′′ = G′′
⎛
⎝(d − 1) · 1,
d−1∑
i=0
ni − d + 1, nd, . . . , n2d+1
⎞
⎠ .
Then, from G′ to G′′, we have
1(G
′′) − 1(G′) XT
(
D(G′′) − D(G′)
)
X = 2xd
⎛
⎝d−1∑
i=0
ni − d
⎞
⎠
⎛
⎝ 2d+1∑
i=d+1
nixi −
d−2∑
i=0
xi
⎞
⎠ . (2.2)
Case 1.
d−2∑
i=0
xi <
2d+1∑
i=d+1
nixi.
Since
d−1∑
i=0
ni > d, from (2.2), we get
1(G
′′) > 1(G′). (2.3)
Case 2.
d−2∑
i=0
xi 
2d+1∑
i=d+1
nixi.
This implies that
xd < xd+1 < · · · < x2d+1. (2.4)
Since
(1(G
′) + 1)(xd−1 − xd) = −
d−2∑
i=0
xi +
2d+1∑
i=d+1
nixi  0,
we get
xd−1  xd. (2.5)
Combining (2.4) with (2.5), we get
xd−1  xd < xd+1 < · · · < x2d+1. (2.6)
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From (2.1), we can get that, for 2  i  d,
1(G
′)(xd−i − xd+i+1) − 1(G′)(xd−i+1 − xd+i)
= 2
⎛
⎝ 2d+1∑
j=d+1
njxj −
d∑
j=0
xj
⎞
⎠− 2
i−1∑
j=0
(nd+1+jxd+1+j − xd−j)
−(nd+i+1 − 1)xd+i+1 + (nd+i − 1)xd+i
= 2
⎛
⎝ 2d+1∑
j=d+1
njxj −
d∑
j=0
xj
⎞
⎠− 2
i−2∑
j=0
(nd+1+jxd+1+j − xd−j)
−(nd+i+1 − 1)xd+i+1 − (nd+i + 1)xd+i + 2xd−i+1. (2.7)
We will prove xd−i − xd+i+1 < 0 (2  i  d) by induction on i.
If i = 2,
1(G
′)(xd−2 − xd+3) − 1(G′)(xd−1 − xd+2)
= 2
⎛
⎝ 2d+1∑
j=d+1
njxj −
d∑
j=0
xj
⎞
⎠− 2(nd+1xd+1 − xd)
−(nd+3 − 1)xd+3 − (nd+2 + 1)xd+2 + 2xd−1. (2.8)
As we know,
2d+1∑
j=d+1
njxj −
d∑
j=0
xj < 0.
Since nd+2 + 1  2, from (2.6), we get
xd − nd+1xd+1 < 0,
2xd−1 − (nd+2 + 1)xd+2 < 0.
So, 1(G
′)(xd−2 − xd+3) − 1(G′)(xd−1 − xd+2) < 0, which implies xd−2 − xd+3 < 0.
For i  3, by the induction hypothesis, we have
xd−j − nd+1+jxd+1+j < 0, 0  j  i − 2,
2xd−i+1 − (nd+i + 1)xd+i < 0.
So, we get
−2
i−2∑
j=0
(nd+1+jxd+1+j − xd−j) < 0.
From (2.7), we get
xd−i − xd+i+1 < 0.
Up to now, we have proved, for all 2  i  d,
xd−i − xd+i+1 < 0,
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which implies that
d−2∑
i=0
xi <
2d+1∑
i=d+3
xi <
2d+1∑
i=d+1
xi.
This contradicts to the fact that
d−2∑
i=0
xi 
2d+1∑
i=d+1
nixi.
So, this case does not exist.
Let Y = (y0, . . . , yn−1)T be the Perron eigenvector of G′′ corresponding to 1(G′′), where yj
corresponds to vertex vj (0  j  n − 1). Then, we have
d−3∑
i=0
yi <
2d+1∑
i=d
niyi. (2.9)
If not, from G′′ to G′, we will have 1(G′′) < 1(G′), which contradicts to (2.3).
Let
G′′′ = G′′′
⎛
⎝(d − 2) · 1,
d−2∑
i=0
ni − d + 2, nd−1, . . . , n2d+1
⎞
⎠ .
Since
d−2∑
i=0
ni  d − 1 and (2.9) is true, from G′′ to G′′′, we have 1(G′′)  1(G′′′).
Repeat the above procedure, we can get a series of graphs G′, G′′, . . . , Gk (2  k  d − 1) such
that Gk ∼= G and
1(G
′) < 1(G′′)  · · ·  1(Gk).
So, we have
1(G
′) < 1(G),
which is a contradiction.
Up to now, we have proved Claim 1.
Claim 2. (1) If n is odd, then |nd+1 − nd| = 1;
(2) If n is even, then nd = nd+1.
Let X be the Perron eigenvector of G1 corresponding to 1(G1).
We first prove (1).
Suppose not, then |nd+1 − nd| = 1. For convenience, we may assume that nd < nd+1. Then
nd <  n2 − d. Let G′ = G1 − vd+2u+ vd−1u, where u ∈ Vd+1. We can easily check that G1 ∼= G′, and
from G1 to G
′, we have
0 = 1(G′) − 1(G1)
 XT (D(G′) − D(G1))X
= 2
⎛
⎝ 2d+1∑
i=d+2
xi −
d−1∑
i=0
xi
⎞
⎠ xd+1.
So,
d−1∑
i=0
xi 
2d+1∑
i=d+2
xi.
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In the following, we will prove that
d−1∑
i=0
xi >
2d+1∑
i=d+2
xi. (2.10)
If not, then
d−1∑
i=0
xi =
2d+1∑
i=d+2
xi. (2.11)
Since
(1(G1) + 1)(xd+1 − xd) =
d−1∑
i=0
xi −
2d+1∑
i=d+2
xi = 0,
we get
xd+1 = xd. (2.12)
So, we have
1(G1)(xd+2 − xd−1) = 3
⎛
⎝d−1∑
i=0
xi −
2d+1∑
i=d+2
xi
⎞
⎠+ ndxd − nd+1xd+1 < 0,
i.e.,
xd−1 > xd+2. (2.13)
For 1  i  d, we have
1(G1)(xd−i+1 − xd+i) − 1(G1)(xd−i − xd+i+1)
= 2
d−i∑
k=0
(xk − x2d+1−k). (2.14)
From (2.14), we get that xd−i − xd+i+1 (1  i  d) are all positive, or zero, or negative. Combining
this with (2.13), we get that xd−i − xd+i+1 (1  i  d) are all positive.
So, we have
d−1∑
i=0
xi >
2d+1∑
i=d+2
xi,
which contradicts to (2.11).
Up to now, we have proved (2.10).
So, from G1 to G, we have
1(G) − 1(G1) XT (D(G) − D(G1))X
= 2
(⌊
n
2
⌋
− d − nd
)
xd
⎛
⎝d−1∑
i=0
xi −
2d+1∑
i=d+2
xi
⎞
⎠
> 0,
which is a contradiction. Up to now, we have proved (1).
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Next, we will prove (2).
Suppose not, then nd <
n
2
− d. For G1, by symmetry, we can get
xi = x2d+1−i, 0  i  d.
Let X′ be the Perron eigenvector of G corresponding to 1(G). Then, we have
1(G)(x
′
0 − x′2d+1) =
d−1∑
i=0
(2d − 2i + 1)(x′2d+1−i − x′i) + nd+1x′d+1 − ndx′d.
From this equation, we can easily check that X = kX′, where k is an arbitrary constant. So, from G1 to
G, we have
1(G) − 1(G1) > XT (D(G) − D(G1)) X
= 2(n
2
− d − nd)xd
⎛
⎝d−1∑
i=0
xi −
2d+1∑
i=d+2
xi
⎞
⎠
= 0,
which is a contradiction. So, we prove (2).
Combining Claim 1 with Claim 2, we prove (i).
Similarly, we can prove (ii). This completes the proof. 
3. Maximum distance spectral radius of the catacondensed hexagonal systems
If a hexagon of a catacondensed hexagonal system has one neighboring hexagon, then it is said
to be terminal, and if it has three neighboring hexagons, to be branched. Hexagons being adjacent to
exactly two other hexagons are classified as angularly or linearly connected (mode A or L). A hexagon
r adjacent to exactly two other hexagons possesses two vertices of degree 2. If these two vertices are
adjacent, then r is angularly connected, for short we say that r is of mode A. If these two vertices are
not adjacent, then r is linearly connected, and we say that r is of mode L. Each branched and angularly
connected hexagon in a catacondensed hexagonal system is said to be a kink, in contrast to the terminal
and linearly connected hexagons. The linear chain Lh with h hexagons is the catacondensed system
without kinks. A segment is a maximal linear chain in a catacondensed system, including the kinks
and/or terminal hexagons at its end. A segment including a terminal hexagon is a terminal segment.
The number of hexagons in a segment S is called its length and is denoted by (S). In the following,
we denote by Ch the catacondensed hexagonal systems with h hexagons.
Theorem 3.1. Among all the catacondensed hexagonal systems Ch, the linear hexagonal chain Lh has the
maximum distance spectral radius.
Proof. Choose G ∈ Ch such that the distance spectral radius of G is as large as possible. Let X be the
Perron eigenvector of G corresponding to 1(G). For convenience, we always denote
∑
v∈S
xv by
∑
xS ,
for any S ⊆ V(G). In the following, we will prove G does not contain any kinks.
Claim 1. G does not contain any angularly connected hexagons (of mode A).
If not,wemayassume that r is an angularly connectedhexagonofG,which is denotedby a1a2a3b3b2
b1a1 (see Fig. 2). Here, A (respectively, B) is a null graph or a smaller catacondensed hexagonal system
or the union of two smaller catacondensed hexagonal systems.
Let the vertices of G be labeled as in Fig. 2 and V(A1) = {u ∈ V(A)|d(u, a5) < d(u, b5)}, V(B1) ={u ∈ V(B)|d(u, c) < d(u, g)}. FromG toG′, the distances between V(B1)∪{c} and {a2, a3, a4, a5}∪A1
are increased by 2; the distances between V(B1) ∪ {c} and {b1, b2} are decreased by 2; the distances
between any other vertices are unchanged. Then we have
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1a5a 3a
4a 2a
c
e
f
A
B
1b5b 2b4b
3b
1a5a 3a
4a 2a
A
1b
5b
2b4b
3b
f
ec
B
g
g
transformation 1
G 'G
Fig. 2. Graphs G, G
′
.
1(G
′) − 1(G) XT (D(G′) − D(G))X
= 4∑ xB1∪{c}
(
xa2 + xa3 + xa4 + xa5 +
∑
xA1\{a4,a5} − xb1 − xb2
)
.
(3.1)
Since D(G)X = 1(G)X , we can easily get
1(G)xi =
n−1∑
j=0
dijxj. (3.2)
By (3.2), we have
1(G)
(
xa2 + xa3 + xa4 + xa5 +
∑
xA1\{a4,a5}
)
− 1(G)(xb1 + xb2)
> 7xa1 + xa2 − xa3 − 3xa4 − 3xa5 −
∑
xA1\{a4,a5} + 13xb1 + 11xb2 ,
i.e.,
(1(G) + 3)
(
xa2 + xa3 + xa4 + xa5 +
∑
xA1\{a4,a5}
)
− (1(G) + 3)(xb1 + xb2)
> 7xa1 + 4xa2 + 2xa3 + 2
∑
xA1\{a4,a5} + 10xb1 + 8xb2
> 0. (3.3)
So,
xa2 + xa3 + xa4 + xa5 +
∑
xA1\{a4,a5} > xb1 + xb2 . (3.4)
Combining (3.1) with (3.4), we get
1(G
′) > 1(G),
which is a contradiction.
So, G does not contain any angularly connected hexagons.
Claim 2. G does not contain any branched hexagons.
If not, wemay assume S and S′ are two terminal segments and r is their common end. According to
Claim 1, G does not contain any angularly connected hexagons, then r must be a branched hexagon of
G. Denote r by bac1d1b1a1b (see Fig. 3). Here, A is a null graph or a smaller catacondensed hexagonal
system or the union of two smaller catacondensed hexagonal systems.
Suppose (S) = m + 1 and (S′) = n + 1, then m, n  1. Let the vertices of G be labeled as
in Fig. 3 and V(A1) = {u ∈ V(A)|d(u, c) < d(u, g)}, V(A2) = {u ∈ V(A)|d(u, c) > d(u, g)}, then
V(A1) ∪ V(A2) = V(A).
Case 1.m = 1 or n = 1.
Without loss of generality, we may assumem = 1.
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1a
2na
2 1na -
2 +1na
a
c
e
f
A
1b
2nb
2 1md -
2 +1nb
g
2 1nb -
b
1d
1c2 1mc -
2mc
2md
2 +1mc
2 1md +
1a
2na
2 1na -
2 +1na
a
c
e
f A
G
1b
2nb
2 1md -
g
2 1nb -
b
1d
1c2 1mc -
2mc
2md
2 +1mc
2 1md +
2 +1nb
transformation 3
''G
'Gtransformation 2
1a2n
a
2a2 +1na
a
c
e
f
A
1b
2nb
2d
2 +1nb g
2b
b
1d
1c
2c
3c
3d2 1na -
2 1nb -
Fig. 3. Graphs G, G
′
, G
′′
.
Subcase 1.1. n = 1 and V(A) = ∅.
By Matlab, we can get 1(G) = 58.5351 < 1(L4) = 65.0350, which is a contradiction.
Subcase 1.2. V(A) = ∅.
Do transformation 2 to G. Let B1 = {a1, b, g, f } ∪ A2 and B2 = {b1, a, c, e} ∪ A1. Then, from G to
G′, we have
1(G
′) − 1(G) XT (D(G′) − D(G))X
= 4
⎛
⎝ 2n∑
k=1
xak+1
⎞
⎠(2∑ xB1 +
∑
xB2 − xd2 − xc2 − 2xd3 − 2xc3
)
+ 4
⎛
⎝ 2n∑
k=1
xbk+1
⎞
⎠(∑ xB1 + xa1 + 2xb1 + xd1 − xc2 − xd3 − 2xc3
)
. (3.5)
By (3.2), we have
1(G)
(
2
∑
xB1 +
∑
xB2
)
− 1(G)(xd2 + xc2 + 2xd3 + 2xc3)
> −3xa1 − 9xb − 13xg − 15xf − 9
∑
xA2\{g,f } + 13xb1 + 3xa + xc − 3xe + 3
∑
xA1\{c,e}
+41xd2 + 35xc2 + 57xd3 + 51xc3 .
So,
(1(G) + 8)
(
2
∑
xB1 +
∑
xB2
)
− (1(G) + 8)(xd2 + xc2 + 2xd3 + 2xc3) > 0,
i.e.,
2
∑
xB1 +
∑
xB2 − (xd2 + xc2 + 2xd3 + 2xc3) > 0. (3.6)
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Similarly, we can prove
∑
xB1 + xa1 + 2xb1 + xd1 − xc2 − xd3 − 2xc3 > 0. (3.7)
By (3.5), (3.6) and (3.7), we get 1(G
′) > 1(G), which is a contradiction.
Subcase 1.3. n > 1 and V(A) = ∅.
In this case, we can change S′ to be the terminal segment containing the terminal hexagon bacefgb,
then we can deal with this case the same as subcase 1.2.
Case 2.m  2 and n  2.
Without loss of generality, we may assume m  n. Do transformation 3 to G. Then, from G to G′′,
we have
1(G
′′) − 1(G) XT (D(G′′) − D(G))X
= −2
(∑
xA
)
×
⎛
⎝ n∑
k=0
(2n + 2 − 2k)(xa2n+1−k + xb2n+1−k)
⎞
⎠
+4
(∑
xA2
)
×
n∑
k=0
xa2n+1−k
+2
(∑
xA
)
× {
n−2∑
k=0
(2 + 2k)(xan−1−k + xbn−1−k) + 2nxb + (2n + 2)xa
+
2m∑
k=0
[(2n − 2)xdk+1 + 2nxck+1 ]} + 4
(∑
xA2
)
×
⎛
⎝n−1∑
k=0
xan−k + xb
⎞
⎠
+4
(∑
xA1
)
×
2m∑
k=0
(xdk+1 + xck+1). (3.8)
In the following, we will prove 1(G
′′) − 1(G) > 0.
Step 1.We first prove
⎡
⎣(xan−1 + xbn−1) + nxb + (n + 1)xa +
2m∑
k=0
xck+1
⎤
⎦
−[2(xa2n+1 + xb2n+1) + (xa2n + xb2n)] > 0. (3.9)
By (3.2), we have
1(G)
⎡
⎣(xan−1 + xbn−1) + nxb + (n + 1)xa +
2m∑
k=0
xck+1
⎤
⎦
−1(G)[2(xa2n+1 + xb2n+1) + (xa2n + xb2n)]
> (2m2 + 2n2 + 3m − n − 11)xan−1 + (2m2 + 2n2 + m + n − 11)xbn−1
+(2m2 + 5m − 9n − 5)xb + (2m2 + 3m − 9n − 11)xa
+(m2 − n2 + 2mn − 2m − 4n − 13)
2m∑
k=0
xck+1 + (2m2 + 4n2 + 4mn + 7m + 9n + 5)xa2n+1
+(2m2 + 4n2 + 4mn + 5m + 11n + 5)xb2n+1 + (2m2 + 4n2 + 4mn + 5m + 7n − 3)xa2n
+(2m2 + 4n2 + 4mn + 3m + 9n − 3)xb2n . (3.10)
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Sincem  n, we have
2m2 + 3m − 9n − 11 > m2 − n2 + 2mn − 2m − 4n − 13.
Ifm2 − n2 + 2mn − 2m − 4n − 13  0, from (3.10), we can directly get
1(G)
⎡
⎣(xan−1 + xbn−1) + nxb + (n + 1)xa +
2m∑
k=0
xck+1
⎤
⎦
−1(G)[2(xa2n+1 + xb2n+1) + (xa2n + xb2n)] > 0;
Ifm2 − n2 + 2mn − 2m − 4n − 13 < 0, from (3.10), we can get
(1(G)−m2+n2−2mn+2m+4n+13)
⎡
⎣(xan−1 + xbn−1) + nxb + (n + 1)xa +
2m∑
k=0
xck+1
⎤
⎦
−(1(G) − m2 + n2 − 2mn + 2m + 4n + 13)[2(xa2n+1 + xb2n+1) + (xa2n + xb2n)] > 0.
So, in either case, (3.9) is true.
Step 2.We will prove
2m∑
k=0
(xdk+1 + xck+1) −
n∑
k=0
(xa2n+1−k + xb2n+1−k) > 0. (3.11)
By (3.2), we have
1(G)
2m∑
k=0
(xdk+1 + xck+1) − 1(G)
n∑
k=0
(xa2n+1−k + xb2n+1−k)
>
(
2m2 − 7
2
n2 − 2mn − 9n + 2m − 5
2
) 2m∑
k=0
(xdk+1 + xck+1)
+(4m2 − n2 + 4mn + 8m)
n∑
k=0
(xa2n+1−k + xb2n+1−k). (3.12)
Sincem  n, we have
4m2 − n2 + 4mn + 8m > 2m2 − 7
2
n2 − 2mn − 9n + 2m − 5
2
.
If 2m2 − 7
2
n2 − 2mn − 9n + 2m − 5
2
 0, from (3.12), we can directly get
1(G)
2m∑
k=0
(xdk+1 + xck+1) − 1(G)
n∑
k=0
(xa2n+1−k + xb2n+1−k) > 0;
If 2m2 − 7
2
n2 − 2mn − 9n + 2m − 5
2
< 0, from (3.12), we can get
(
1(G) − 2m2 + 7
2
n2 + 2mn + 9n − 2m + 5
2
) 2m∑
k=0
(xdk+1 + xck+1)
−
(
1(G) − 2m2 + 7
2
n2 + 2mn + 9n − 2m + 5
2
) n∑
k=0
(xa2n+1−k + xb2n+1−k) > 0.
So, in either case, (3.11) is true.
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By (3.9) and (3.11), we have
n−2∑
k=0
(2 + 2k)(xan−1−k + xbn−1−k) + 2nxb + (2n + 2)xa +
2m∑
k=0
[(2n − 2)xdk+1 + 2nxck+1 ]
−
n∑
k=0
(2n + 2 − 2k)(xa2n+1−k + xb2n+1−k)
 2(xan−1 + xbn−1) + 2nxb + (2n + 2)xa + 2
2m∑
k=0
xck+1 − 4(xa2n+1 + xb2n+1)
−2(xa2n + xb2n) + (2n − 2)
⎡
⎣ 2m∑
k=0
(xdk+1 + xck+1) −
n∑
k=0
(xa2n+1−k + xb2n+1−k)
⎤
⎦ > 0. (3.13)
Combining (3.8) with (3.13), we get 1(G
′′) > 1(G), which is a contradiction.
Up to now, we have proved that G does not contain any kinks. So G ∼= Lh. We get the result. 
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