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ON THE CONVERSE THEOREM FOR BORCHERDS PRODUCTS
JAN HENDRIK BRUINIER
To Eberhard Freitag
Abstract. We prove a new converse theorem for Borcherds’ multiplicative theta lift
which improves the previously known results. To this end we develop a newform theory
for vector valued modular forms for the Weil representation, which might be of independent
interest. We also derive lower bounds for the ranks of the Picard groups and the spaces
of holomorphic top degree differential forms of modular varieties associated to orthogonal
groups.
1. Introduction
In his celebrated paper [Bo2] R. Borcherds constructed a lift from vector valued weakly
holomorphic elliptic modular forms of weight 1 − n/2 to meromorphic modular forms on
the orthogonal group O(n, 2) whose zeros and poles are supported on special divisors and
which possess infinite product expansions analogous to the Dedekind eta function.
Conversely, we prove in the present paper that in a large class of cases every meromorphic
modular form on O(n, 2) whose divisor is supported on special divisors is the Borcherds lift
of a weakly holomorphic modular form of weight 1− n/2.
Let (V,Q) be a quadratic space over Q of signature (n, 2), and let O(V ) be its orthogonal
group. We realize the corresponding hermitian symmetric space as the Grassmannian D of
negative definite oriented subspaces z ⊂ V (R) of dimension 2. It has two connected com-
ponents corresponding to the two possible choices of an orientation. We fix one component
and denote it by D+. The real orthogonal group O(V )(R) acts transitively on D, and the
subgroup O(V )(R)+ of elements whose spinor norm has the same sign as the determinant
preserves D+.
Let L ⊂ V be an even lattice, and let L′ be its dual. If N is a non-zero integer, we
write L(N) for the lattice L as a Z-module but equipped with the rescaled quadratic form
NQ(·). In addition, we briefly write L− = L(−1). The quadratic form Q on L induces
a Q/Z valued quadratic form on the discriminant group L′/L. We denote by O(L) the
orthogonal group of L and put O(L)+ = O(L) ∩ O(V )(R)+. The kernel Γ = Γ(L) of the
natural map O(L)+ → Aut(L′/L) is called the discriminant kernel subgroup of O(L)+. We
consider the modular variety
XΓ = Γ\D+.
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By the theory of Baily-Borel, it carries the structure of a quasi-projective algebraic vari-
ety. For any m ∈ Q>0 and any µ ∈ L′/L there is a special divisor Z(m,µ) on XΓ (also
called Heegner divisor or rational quadratic divisor), defined by the sum of the orthogonal
complements in D+ of vectors of norm m in L+ µ, see Section 4.
We realize the metaplectic group Mp2(Z) as the the non-trivial twofold central extension
of SL2(Z) given by the two possible choices of a holomorphic square root of the usual
automorphy factor. Associated to the finite quadratic module L′/L, there exists a Weil
representation ρL of Mp2(Z) on the group ring C[L
′/L], see Section 2.1. The dual of ρL
can be identified with ρL− . We denote by M
!
k,L− the space of weakly holomorphic modular
forms for the group Mp2(Z) of weight k and representation ρL− . Any f ∈ M !k,L− has a
Fourier expansion of the form
f(τ) =
∑
µ∈L′/L
∑
m∈Z−Q(µ)
c(m,µ)qmeµ,
where q = e2πiτ for τ ∈ H, and eµ denotes the element of C[L′/L] given by the function
L′/L → C which is 1 on µ and 0 for all ν 6= µ. The main properties of the Borcherds lift
are summarized by the following theorem, see Theorem 13.3 in [Bo2].
Theorem 1.1 (Borcherds). Let f ∈M !1−n/2,L− be a weakly holomorphic modular form with
Fourier coefficients c(m,µ) as above. Assume that c(m,µ) ∈ Z when m < 0. Then there
exists a meromorphic modular form Ψ(z, f) for the group Γ with a unitary multiplier system
of finite order such that:
(i) The weight of Ψ(z, f) is equal to c(0, 0)/2.
(ii) The divisor of Ψ(z, f) is given by
Z(f) =
1
2
∑
µ∈L′/L
∑
m>0
c(−m,µ)Z(m,µ).
(iii) Ψ(z, f) has a particular infinite product expansion.
In this paper we consider the question (asked by Borcherds in [Bo1, Problem 10 in
Section 17] and [Bo2, Problem 16.10]) whether there is a converse theorem for this result
in the following sense: Let F be a meromorphic modular form for the group Γ whose zeros
and poles are supported on special divisors Z(m,µ) for µ ∈ L′/L and m ∈ Q>0. Is there a
weakly holomorphic form f ∈ M !1−n/2,L− whose Borcherds lift Ψ(z, f) is equal to F (up to
a constant factor)?
It is known that there are counter examples for n = 1, when XΓ is a curve. For instance,
if there is an elliptic curve E/Q of conductor N whose L-function has an odd functional
equation and has order ≥ 3 at the center s = 1, then the Gross-Zagier formula implies that
the E-isotypical components of all Heegner divisors Z(m,µ) on the modular curve X0(N)
are torsion in the Jacobian. Consequently, there are rational relations among the Z(m,µ)
which cannot be obtained as the Borcherds lift of a weakly holomorphic modular form of
weight 1/2, see [BO, Section 8.3]. If one considers a slight generalization of the above
Heegner divisors, allowing twists by genus characters of the corresponding CM fields, then
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there are further counter examples related to Ramanujan’s mock theta functions, see [BO,
Section 8.2].
On the other hand, for large n there are no known counter examples, and there is the
belief that a converse theorem might hold in this case. Let U be the two-dimensional
even unimodular lattice of signature (1, 1), realized as Z2 equipped with the quadratic
form Q((x1, x2)) = x1x2. Any lattice isomorphic to U is called a hyperbolic plane. The
best known result regarding the above question states that a converse theorem holds if L ∼=
D⊕U⊕U for a positive definite even lattice D of dimension n−2, see [Br1, Theorem 5.12].
This includes the special case when L is unimodular, for which alternative proofs are also
given in [BrFr], [BF2]. An analogous question for orthogonal groups of signature (n, 1) was
considered by Barnard in connection with Lorentzian reflection groups [Ba].
In the present paper we prove the following stronger results:
Theorem 1.2. Assume that L ∼= D⊕U(N)⊕U for some positive definite even lattice D of
dimension n− 2 ≥ 1 and some positive integer N . Then every meromorphic modular form
F with respect to Γ(L) whose divisor is a linear combination of special divisors Z(m,µ)
is (up to a non-zero constant factor) the Borcherds lift Ψ(z, f) of a weakly holomorphic
modular form f ∈M !1−n/2,L− .
Corollary 1.3. Assume that L ∼= K ⊕ U for some isotropic even lattice K of signature
(n − 1, 1) with n ≥ 3. Then there exists a sublattice K0 ⊂ K of the same level as K such
that every meromorphic modular form F with respect to Γ(L) whose divisor is a linear
combination of special divisors Z(m,µ) is (up to a non-zero constant factor) the Borcherds
lift Ψ(z, f) of some f ∈M !
1−n/2,K−
0
.
For even lattices of prime level, we are able to prove a converse theorem without the
hypothesis that L splits a hyperbolic plane over Z.
Theorem 1.4. Let L be an even lattice of prime level p and signature (n, 2). Assume that
n ≥ 3 and that the Witt rank of L is 2. Then there exists a sublattice L0 ⊂ L of level p
such that every meromorphic modular form F with respect to Γ(L) whose divisor is a linear
combination of special divisors Z(m,µ) is (up to a non-zero constant factor) the Borcherds
lift Ψ(z, f) of some f ∈M !
1−n/2,L−
0
.
To prove these results, we use a refinement of the approach of [Br1]. By extending the
regularized theta lift of Borcherds to harmonic Maass forms, one can construct a linear
map
Λ : S1+n/2,L −→ H1,1(XΓ)
from the space of cusp forms of weight 1+n/2 with representation ρL for the group Mp2(Z)
to square integrable harmonic (1, 1) forms onXΓ, see Section 4.1. In [BF1] it was shown that
this map is adjoint to the corresponding Kudla-Millson lift [KM]. The converse theorem
holds for meromorphic modular forms for Γ if and only if Λ is injective on a certain subspace
S+1+n/2,L of S1+n/2,L, see Theorem 4.2 and [Br1, Theorem 5.11]
1.
1Note that the definition of S+
1+n/2,L of the present paper differs from the definition given in [Br1]. The
space used in [Br1] is “too big” in general so that one only obtains a sufficient criterion. But that difference
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Assume that L is as in Theorem 1.2 and that g ∈ ker(Λ). Then, since L splits a hyperbolic
plane over Z, we have S+1+n/2,L = S1+n/2,L. By means of the description of Λ in terms of
Fourier expansions it can be deduced that certain Fourier coefficients of g vanish. To show
that all coefficients of g vanish, we use a newform theory for vector valued modular forms
for the Weil representation which we develop in Section 3.
The basic idea is as follows: If H is a totally isotropic subgroup of the discriminant
form A = L′/L, then B := H⊥/H together with the induced quadratic form is also a
discriminant form of size |B| = |A|/|H|2. There are intertwining operators for the Weil
representations ρA and ρB which give rise to natural maps between Mk,B andMk,A that are
adjoint with respect to the Petersson inner product. If g ∈Mk,A is in the image of the map
from Mk,B, then g is supported on H
⊥, that is, the components gµ with µ /∈ H⊥ vanish.
Conversely, we show that any form inMk,A which is supported on H
⊥ must be in the image
of the map. More generally, we show that any element of Mk,A which is supported on the
union of orthogonal complements of isotropic subgroups Hi ⊂ A must be a sum of forms
induced from the corresponding smaller discriminant groups, see Theorems 3.6 and 3.10.
In Section 5 we employ this newform theory together with the equivariance of the map Λ
with respect to the action of the finite group O(L)+/Γ to prove that Λ is injective. Thereby
we obtain Theorem 1.2.
If L does not split a hyperbolic plane over Z, the map Λ is not injective in general (see
Section 6.1 for examples) and S+1+n/2,L is a true subspace of S1+n/2,L. Therefore, to prove
Theorem 1.4 we have to argue differently. First we employ the Fourier expansion of Λ and
the equivariance for the group O(L)+/Γ, to show that any g ∈ S+1+n/2,L with Λ(g) = 0 must
be invariant under the action of Aut(L′/L). Then, using the defining relations of S+1+n/2,L
and the Weil bound for the growth of Fourier coefficients of cusp forms, we infer that g
must actually vanish (Theorem 6.9).
As an application of our injectivity results, we obtain information about the Picard
groups of modular varieties. For instance, we shall prove the following result.
Theorem 1.5. Assume that L ∼= D ⊕ U(N)⊕ U for some positive definite even lattice D
of dimension n− 2 > 0 and some positive integer N . Then the subgroup Picsp(XΓ) of the
the Picard group of XΓ generated by the special divisors Z(m,µ) satisfies
rank(Picsp(XΓ)) = 1 + dim(S1+n/2,L).
Note that the dimension of S1+n/2,L can be explicitly computed by means of the Selberg
trace formula or the Riemann-Roch theorem, see [Bo3, p. 228]. The methods of the present
paper can also be used to prove injectivity results for other theta lifts of vector valued
modular forms such as [Bo2, Theorem 14.3], see Section 7.2.
The present paper is organized as follows. In Section 2 we collect some preliminaries
on vector valued modular forms for the Weil representation, and in Section 3 we develop
a newform theory in this setting. Section 4 contains some facts on modular varieties for
orthogonal groups and special divisors. Moreover, we explain the lifting Λ and the criterion
for the converse theorem. In Section 5 we consider lattices that split a hyperbolic plane
can only occur for lattices that do not split a hyperbolic plane over Z, which is why it did not play any
role in that paper.
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over Z, and we prove Theorem 1.2 and Corollary 1.3. In Section 6 we consider lattices of
prime level and prove Theorem 1.4. The applications to Picard groups and to other theta
liftings are considered in Section 7.
I thank E. Freitag and N. Scheithauer for many useful conversations on the content of
this paper.
2. Preliminaries
Here we briefly summarize some facts on lattices, discriminant forms, and the Weil
representation. For more details we refer to [Bo2], [Sch1], [Sch2], [Br1].
Let (L,Q) be a non-degenerate even lattice of signature (b+, b−). We denote by (·, ·) the
bilinear form associated to the quadratic form Q (normalized such that Q(x) = 1
2
(x, x)).
We write L′ for the dual lattice of L. The finite abelian group L′/L is called the discriminant
group of L. Its order is equal to the absolute value of the Gram determinant of L. We put
sig(L) = b+ − b−.
Recall that a discriminant form is a finite abelian group A together with a Q/Z-valued
non-degenerate quadratic form x 7→ Q(x), for x ∈ A (see [Ni]). The level of A is the
smallest positive integer N such that NQ(x) ⊂ Z for all x ∈ A. If L is a non-degenerate
even lattice then L′/L is a discriminant form, where the quadratic form is given by the
mod 1 reduction of the quadratic form on L′. Conversely, every discriminant form can be
obtained in this way. The quadratic form on L′/L determines the signature of L modulo 8
by Milgram’s formula:
(2.1)
∑
λ∈L′/L
e(Q(λ)) =
√
|L′/L|e(sig(L)/8),
where e(z) := e2πiz for z ∈ C. We define the signature sig(A) ∈ Z/8Z of a discriminant
form A to be the signature of any even lattice with that discriminant form.
Let H = {τ ∈ C : ℑ(τ) > 0} be the complex upper half plane. We write Mp2(R) for
the two-fold metaplectic cover of SL(R), realized as the group of pairs (M,φ(τ)) where
M = ( a bc d ) ∈ SL2(R) and φ : H → C is a holomorphic function with φ(τ)2 = cτ + d. The
multiplication is defined by
(M,φ(τ))(M ′, φ′(τ)) = (MM ′, φ(M ′τ)φ′(τ)).
We write Mp2(Z) for the integral metaplectic group, i.e., the inverse image of Γ(1) = SL2(Z)
under the covering map. It is well known that Mp2(Z) is generated by T = ((
1 1
0 1 ) , 1), and
S = (( 0 −11 0 ) ,
√
τ). One has the relations S2 = (ST )3 = Z, where Z =
((
−1 0
0 −1
)
, i
)
.
2.1. The Weil representation. Let A be a discriminant form. Recall that there is a Weil
representation of Mp2(Z) on the group algebra C[A] (see e.g. [Bo2], [Br1], [We]). We denote
the standard basis elements of C[A] by eλ, λ ∈ A, and write 〈·, ·〉 for the standard scalar
product (antilinear in the second entry) such that 〈eλ, eµ〉 = δλ,µ. The Weil representation
ρA associated with A is the unitary representation of Mp2(Z) on the group algebra C[A]
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defined by
ρA(T )(eλ) = e(Q(λ))eλ,(2.2)
ρA(S)(eλ) =
e(− sig(A)/8)√|A|
∑
µ∈A
e(−(λ, µ))eµ.(2.3)
We have that ρA(Z)(eλ) = e(− sig(A)/4)e−λ. The automorphism group Aut(A) also acts
on C[A] by
ρA(h)(eλ) = ehλ(2.4)
for h ∈ Aut(A), and the actions of Mp2(Z) and Aut(A) commute. It is well known that
ρA is trivial on a subgroup of Mp2(Z) which is isomorphic via the projection map to the
principal congruence subgroup of level N , where N is the level of A. If A = L′/L is the
discriminant form associated to an even lattice L, then we briefly write ρL for ρL′/L. Note
that ρL can be identified with a sub-representation of the usual Weil representation of
Mp2(Z) on the space of Schwartz-Bruhat functions on L⊗ Qˆ, see [Ku2].
2.2. Vector valued modular forms. Let k ∈ 1
2
Z. A holomorphic function f : H→ C[A]
is called a weakly holomorphic modular form of weight k and type ρA for the group Mp2(Z),
if
f(Mτ) = φ(τ)2kρA(M,φ)f(τ)(2.5)
for all (M,φ) ∈ Mp2(Z), and f is meromorphic at the cusp ∞. Such a function is called
a holomorphic modular form if it is actually holomorphic at ∞, and it is called a cusp
form if it vanishes at ∞. We denote the complex vector space of such weakly holomorphic
modular forms by M !k,A. We denote the subspaces of holomorphic modular forms and cusp
forms by Mk,A and Sk,A, respectively. If A = L
′/L for an even lattice L, then we simply
write M !k,L for M
!
k,L′/L, and analogously for other spaces of automorphic forms.
Following [BF1], a smooth function f : H → C[A] is called a harmonic Maass form of
weight k with representation ρA for Mp2(Z), if
(i) it satisfies the transformation law (2.5) for all (M,φ) ∈ Mp2(Z);
(ii) it satisfies ∆kf = 0, where ∆k is the hyperbolic Laplace operator in weight k;
(iii) it has at most linear exponential growth at the cusp.
The differential operator ξk(f) = 2iv
k ∂
∂τ¯
f takes a harmonic Maass form f to a weakly
holomorphic modular form of weight 2 − k transforming with the dual of ρA. Here v
denotes the imaginary part of τ ∈ H.
We let Hk,A be the subspace of those harmonic Maass forms of weight k with representa-
tion ρA for Mp2(Z) for which ξk(f) is a cusp form. (This space was called H
+
k,A in [BF1].)
We have the exact sequence
0 // M !k,A
// Hk,A
ξk
// S2−k,A− // 0,(2.6)
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where A− denotes the discriminant form given by A together with the quadratic form −Q.
Any f ∈ Hk,A has a Fourier expansion of the form
f(τ) =
∑
µ∈A
∑
m∈Q(µ)+Z
c+(m,µ)qmeµ +
∑
µ∈A
∑
m∈Q(µ)+Z
m<0
c−(m,µ)Γ(1− k, 4π|m|v)qmeµ,(2.7)
where Γ(a, t) denotes the incomplete gamma function. The finite sum
Pf(τ) =
∑
µ∈A
∑
m∈Q(µ)+Z
m<0
c+(m,µ)qmeµ
is called the principal part of f . It determines the growth of f at the cusp ∞. We say that
f has integral principal part, if c+(m,µ) for all µ ∈ A and all m < 0.
3. Newform theory for vector valued modular forms
Let (A,Q) be a discriminant form. Let H ⊂ A be an isotropic subgroup, and write H⊥
for its orthogonal complement in A. Then B := AH = H
⊥/H together with the induced
quadratic form is also a discriminant form, and we have |A| = |B|·|H|2 and sig(B) = sig(A).
Let f ∈ Mk,A and denote by fµ for µ ∈ A the components of f with respect to the
standard basis of C[A]. Let S ⊂ A be a subset. We say that f is supported on S if fµ = 0
for all µ /∈ S.
There are maps between the spacesMk,A andMk,B, which we now describe. The following
result is Theorem 4.1 in [Sch2] (see also [Br1, Lemma 5.6] for a special case).
Proposition 3.1. Let g =
∑
ν∈B gνeν ∈Mk,B. Then the C[A]-valued function
g ↑AH=
∑
µ∈H⊥
gµ+Heµ
belongs to Mk,A. It is supported on H
⊥.
The next proposition generalizes [Br1, Lemma 5.7].
Proposition 3.2. Let f =
∑
µ∈A fµeµ ∈Mk,A. Then the C[B]-valued function
f ↓AH=
∑
µ∈H⊥
fµeµ+H
belongs to Mk,B.
The following proposition provides a converse for Proposition 3.1.
Proposition 3.3. Let f ∈Mk,A, and assume that f is supported on H⊥. Then fµ+µ′ = fµ
for all µ ∈ A, µ′ ∈ H, and
f =
1
|H|f ↓
A
H↑AH .(3.1)
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Proof. Using (2.3), we see that
fµ(−1/τ) = τk e(− sig(A)/8)√|A|
∑
ν∈A
e(−(µ, ν))fν(τ)
for all µ ∈ A. Since f is supported on H⊥, we have
fµ(−1/τ) = τk e(− sig(A)/8)√|A|
∑
ν∈H⊥
e(−(µ, ν))fν(τ).
Consequently, we obtain for µ′ ∈ H that
fµ+µ′(−1/τ) = τk e(− sig(A)/8)√|A|
∑
ν∈H⊥
e(−(µ + µ′, ν))fν(τ) = fµ(−1/τ).
This proves that fµ+µ′ = fµ. The identity (3.1) is an immediate consequence. 
Lemma 3.4. Let f ∈Mk,A. If G ⊂ A is any subgroup, then for all µ ∈ A we have
1
|G|
∑
µ′∈G
fµ+µ′(−1/τ) = τk e(− sig(A)/8)√|A|
∑
ν∈G⊥
e(−(µ, ν))fν(τ).
Proof. By means of (2.3), we see that
1
|G|
∑
µ′∈G
fµ+µ′(−1/τ) = τk e(− sig(A)/8)|G|√|A|
∑
µ′∈G
∑
ν∈A
e(−(µ+ µ′, ν))fν(τ)
= τk
e(− sig(A)/8)
|G|√|A|
∑
ν∈A
e(−(µ, ν))fν(τ)
∑
µ′∈G
e(−(µ′, ν)).
Using orthogonality of characters, we find that the latter sum over µ′ ∈ G vanishes unless
ν ∈ G⊥, in which case it is equal to |G|. This proves the lemma. 
Lemma 3.5. Let C1, . . . , Cm ⊂ A be subsets. For every subset S ⊂ {1, . . . , m} put C(S) =⋂
i∈S Ci. Then we have
χC1∪···∪Cm =
∑
∅6=S⊂{1,...,m}
(−1)|S|+1χC(S).
Here χC : A→ {0, 1} is the characteristic function of C ⊂ A.
Proof. This set theoretic fact is well known. It can be proved by induction on m. 
Theorem 3.6. Let H1, . . . , Hm ⊂ A be isotropic subgroups of prime order pi = |Hi| with
pi 6= pj for i 6= j. For a subset S ⊂ {1, . . . , m} let HS :=
∑
i∈SHi. If f ∈Mk,A is supported
on H⊥1 ∪ · · · ∪H⊥m, then
f =
∑
∅6=S⊂{1,...,m}
(−1)|S|+1 1|HS|f ↓
A
HS
↑AHS .
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Proof. Note that the subgroup HS ⊂ A is isotropic for all S ⊂ {1, . . . , m}. We prove the
statement by induction on m. For m = 1 it is Proposition 3.3.
Now assume that m > 1. It follows from the transformation behavior (2.3) and the
hypothesis on the support of f that
fµ(−1/τ) = τk e(− sig(A)/8)√|A|
∑
ν∈H⊥
1
∪···∪H⊥m
e(−(µ, ν))fν(τ)
for µ ∈ A. We employ Lemma 3.5 with Ci = H⊥i . Then we have C(S) =
⋂
i∈S H
⊥
i = H
⊥
S
and therefore
fµ(−1/τ) = τk e(− sig(A)/8)√|A|
∑
∅6=S⊂{1,...,m}
(−1)|S|+1
∑
ν∈H⊥
S
e(−(µ, ν))fν(τ).
By means of Lemma 3.4 we obtain
fµ(τ) =
∑
∅6=S⊂{1,...,m}
(−1)|S|+1 1|HS|
∑
µ′∈HS
fµ+µ′(τ).
We now use the transformation behavior (2.2) under T . Since fµ(τ+a) = e(aQ(µ))fµ(τ)
for a ∈ Z and since HS is isotropic, we find
fµ(τ) =
∑
∅6=S⊂{1,...,m}
(−1)|S|+1 1|HS|
∑
µ′∈HS
e(a(µ, µ′))fµ+µ′(τ).
If we sum over amodulo the level of A, then on the right hand side all terms with (µ, µ′) /∈ Z
cancel. Consequently,
fµ(τ) =
∑
∅6=S⊂{1,...,m}
(−1)|S|+1 1|HS|
∑
µ′∈HS
µ′⊥µ
fµ+µ′(τ).
Now assume that µ ∈ H⊥1 and µ /∈ H⊥i for i = 2, . . . , m. Then for i ∈ {2, . . . , m} there
is a µi ∈ Hi with (µi, µ) /∈ Z. Since piµi = 0, we may assume that (µi, µ) ≡ 1pi (mod Z). If
µ′ ∈ HS, then by the Chinese remainder theorem we see that µ′ ⊥ µ if and only if µ′ ∈ H1.
Hence we obtain
fµ(τ) =
∑
∅6=S⊂{1,...,m}
(−1)|S|+1 1|HS|
∑
µ′∈HS∩H1
fµ+µ′(τ)
=
∑
∅6=S⊂{2,...,m}
(−1)|S|+1 1|HS|fµ(τ) +
∑
1∈S⊂{1,...,m}
(−1)|S|+1 1|HS|
∑
µ′∈H1
fµ+µ′(τ),
and therefore∑
S⊂{2,...,m}
(−1)|S| 1|HS|fµ(τ) =
∑
1∈S⊂{1,...,m}
(−1)|S|+1 1|HS|
∑
µ′∈H1
fµ+µ′(τ).
Here in the sum on the left hand side the case S = ∅ is included (with HS = {0}).
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There is a bijection between the subsets of {2, . . . , m} and the subsets of {1, . . . , m} con-
taining 1 given by S 7→ {1}∪S. Under this map we have p1|HS| = |H{1}∪S|. Consequently,
we obtain
fµ(τ) =
1
p1
∑
µ′∈H1
fµ+µ′(τ).(3.2)
Since µ ∈ H⊥1 and µ /∈ H⊥i for i = 2, . . . , m, we also have for every µ1 ∈ H1 that µ+µ1 ∈ H⊥1
and µ+µ1 /∈ H⊥i for i = 2, . . . , m. This follows from the fact that µ1 ⊥ Hi for i = 1, . . . , m.
Hence, (3.2) implies for such µ and µ1 ∈ H1 that
fµ+µ1(τ) = fµ(τ).(3.3)
Therefore the function
f˜ = f − 1
p1
f ↓AH1↑AH1∈Mk,A
is supported on H⊥2 ∪ · · · ∪H⊥m. By induction, we have
f˜ =
∑
∅6=S⊂{2,...,m}
(−1)|S|+1 1|HS| f˜ ↓
A
HS
↑AHS .
Substituting the definition of f˜ , we obtain
f =
1
p1
f ↓AH1↑AH1 +
∑
∅6=S⊂{2,...,m}
(−1)|S|+1 1|HS|f ↓
A
HS
↑AHS
+
∑
∅6=S⊂{2,...,m}
(−1)|S| 1
p1|HS|f ↓
A
H1
↑AH1↓AHS↑AHS .
In the latter summand we note that
1
p1|HS|f ↓
A
H1
↑AH1↓AHS↑AHS=
1
|H{1}∪S|f ↓
A
H{1}∪S
↑AH{1}∪S .
Inserting this, we see that
f =
∑
∅6=S⊂{1,...,m}
(−1)|S|+1 1|HS|f ↓
A
HS
↑AHS ,
concluding the proof of the theorem. 
3.1. Newform theory for cyclic isotropic subgroups. For a positive integer d we
denote by Ω(d) the number of prime factors of d counted with multiplicities. Let e ∈ A be
an isotropic element of order N ∈ Z>0. Then (e, A) = 1NZ ⊂ Q/Z. For λ ∈ A the residue
class N(e, λ) ∈ Z/NZ is well defined. We define the content of λ with respect to e as
conte(λ) := gcd(N(e, λ), N).(3.4)
For any divisor d | N , we consider the isotropic subgroup
Id = 〈N
d
e〉 ⊂ A(3.5)
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of order d. Its orthogonal complement is given by
I⊥d = {λ ∈ A : d | N(e, λ) ∈ Z/NZ} = {λ ∈ A : d | conte(λ)}.
We put A(d) = I⊥d /Id. Then |A| = d2|A(d)|.
Proposition 3.7. Assume that f =
∑
λ∈A fλeλ ∈Mk,A is supported on⋃
p|N
p prime
I⊥p ,
that is, fλ = 0 for all λ ∈ A with conte(λ) = 1. Then
f = −
∑
1<d|N
µ(d)
1
d
f ↓AId↑AId .
Here µ denotes the Moebius function.
Proof. We reduce the statement to Theorem 3.6 as follows. Let m be the number of
distinct prime divisors of N , and let p1, . . . , pm be the distinct primes dividing N . Then
Hi := Ipi ⊂ A is an isotropic subgroup of prime order pi. For S ⊂ {1, . . . , m} we have
HS =
∑
i∈S
Hi =
∑
i∈S
Ipi = Id,
where d = |HS| =
∏
i∈S pi. As S runs through the non-empty subsets of {1, . . . , m}, the
quantity d = |HS| runs through the square-free non-trivial divisors of N . Moreover, we
have (−1)|S| = µ(d). This proves the proposition. 
Definition 3.8. We define the subspace of oldforms in Mk,A with respect to the cyclic
isotropic subgroup IN = 〈e〉 of A to be
Moldk,A =
∑
p|N
Mk,A(p) ↑AIp .
We define the space of newforms with respect to the cyclic isotropic subgroup IN to be the
orthogonal complement of Moldk,A.
Corollary 3.9. We have
Moldk,A = {f ∈Mk,A : fλ = 0 for all λ ∈ A with conte(λ) = 1} .
We now give a refinement of Proposition 3.7.
Theorem 3.10. Let t ∈ Z≥0. Assume that f =
∑
λ∈A fλeλ ∈Mk,A is supported on⋃
d|N
Ω(d)=t
I⊥d ,(3.6)
that is, fλ = 0 for all λ ∈ A unless Ω(conte(λ)) ≥ t. Then there exist modular forms
fd ∈Mk,A(d) such that
f =
∑
d|N
Ω(d)≥t
fd ↑AId .(3.7)
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Proof. We prove the proposition by induction on t. For t = 0 there is nothing to show. For
t = 1 the assertion follows from Proposition 3.7.
Now assume that t > 1. The assumption (3.6) on the support of f for t implies that f
is a fortiori supported on ⋃
d|N
Ω(d)=t−1
I⊥d .
By induction, there exist modular forms gd ∈Mk,A(d) such that
f =
∑
d|N
Ω(d)≥t−1
gd ↑AId .(3.8)
Let d0 be a divisor of N with Ω(d0) = t− 1. We claim that gd0 is an oldform in Mk,A(d0)
with respect to the cyclic subgroup 〈e + Id0〉 ⊂ A(d0) of order N0 := N/d0. In fact, let
ν ∈ A(d0) with conte+Id0 (ν) = 1. Then, if µ ∈ I⊥d0 with µ 7→ ν under the natural map
I⊥d0 → A(d0), we have conte(µ) = d0. Therefore µ does not belong to I⊥d for any d | N
different from d0 with Ω(d) ≥ t− 1. Hence, identity (3.8) implies that
(gd0)ν = (gd0 ↑AId0 )µ
=
∑
d|N
Ω(d)≥t−1
(gd ↑AId)µ
= fµ.
Since Ω(d0) = t− 1, we have by the hypothesis on f that fµ = 0, and therefore (gd0)ν = 0.
Therefore, gd0 is an oldform in Mk,A(d0) with respect to the subgroup 〈e+ Id0〉 ⊂ A(d0).
Consequently, for any d | N with Ω(d) = t− 1 we find by Corollary 3.7 that there exist
modular forms gd,p ∈Mk,A(dp) such that
gd =
∑
p|N/d
p prime
gd,p ↑A(d)Jp .
Here Jp denotes the isotropic subgroup
Jp = 〈N
dp
e+ Id〉 ⊂ A(d)
of order p. Note that J⊥p /Jp
∼= A(dp) and
gd ↑AId=
∑
p|N/d
p prime
gd,p ↑AIdp .
Substituting this into (3.8), we obtain the assertion for t. 
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Remark 3.11. Let t ∈ Z≥0. Assume that f =
∑
λ∈A fλeλ ∈Mk,A is given by
f =
∑
d|N
Ω(d)≥t
fd ↑AId .
for some fd ∈ Mk,A(d) as in Theorem 3.10. Let d0 | N with Ω(d0) = t, and let µ /∈ I⊥d for
all d | N , d 6= d0 with Ω(d) ≥ t. Then fµ = (fd0 ↑AId0 )µ and fµ+µ′ = fµ for all µ
′ ∈ Id0 .
4. Modular varieties and special cycles
Let (V,Q) be a rational quadratic space of signature (n, 2) and let O(V ) be its orthog-
onal group viewed as an algebraic group over Q. We realize the corresponding hermitian
symmetric space as the Grassmannian
D = {z ⊂ V (R) : dim(z) = 2 and Q |z< 0}(4.1)
of negative definite oriented subspaces of V (R) of dimension 2. Note that D has two
connected components given by the two possible choices of an orientation of z ⊂ V (R).
We fix one component and denote it by D+. The group O(V )(R) acts transitively on D. A
subgroup O(V )(R)+ of index 2 (the subgroup of elements O(V )(R) whose spinor norm has
the same sign as the determinant) acts transitively on D+.
The complex structure on D is most easily realized as follows. We extend the bilinear
form on V to a C-bilinear form on V (C) = V ⊗Q C. The open subset
K = {[Z] ∈ P (V (C)) : (Z,Z) = 0 and (Z, Z¯) < 0}(4.2)
of the zero quadric of the projective space P (V (C)) of V (C) is isomorphic to D by mapping
[Z] to the subspace Rℜ(Z) + Rℑ(Z) ⊂ V (R) with the appropriate orientation.
We choose an isotropic vector ℓ ∈ V and a vector ℓ′ ∈ V such that (ℓ, ℓ′) = 1. The
rational quadratic space V0 := V ∩ ℓ⊥ ∩ ℓ′⊥ has signature (n− 1, 1). The tube domain
H = Hℓ,ℓ′ = {z ∈ V0 ⊗Q C : Q(ℑ(z)) < 0}(4.3)
is isomorphic to K by mapping z ∈ H to the class in P (V (C)) of
w(z) = z + ℓ′ − (Q(z)−Q(ℓ′)) ℓ.
The linear action of O(V )(R) on V (C) induces an action on H by fractional linear trans-
formations. If γ ∈ O(V )(R), we have γw(z) = j(γ, z)w(γz) for an automorphy factor
j(γ, z) = (γw(z), ℓ). We write K+ and H+ for the connected components of K and H,
respectively, corresponding to D+ under the above isomorphisms.
Let L ⊂ V be an even lattice. Let L′ be its dual and write A = L′/L for the discriminant
group. We denote by O(L) the orthogonal group of L and put O(L)+ = O(L)∩O(V )(R)+.
The kernel Γ = Γ(L) of the natural map
O(L)+ −→ Aut(A)
is called the discriminant kernel subgroup of O(L)+. We consider the modular variety
XΓ = Γ\D+. By the theory of Baily-Borel, it carries the structure of a quasi-projective
algebraic variety.
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A meromorphic modular form of weight k ∈ Z for Γ is a meromorphic function Ψ on
H+ which satisfies Ψ(γz) = j(γ, z)kΨ(z) for all γ ∈ Γ and which is meromorphic at the
boundary. The transformation law can be relaxed by allowing characters or multiplier
systems, see e.g. [Br2], Chapter 3.3.
Recall that the Petersson norm of a modular form Ψ of weight k is given by
‖Ψ(z)‖Pet = |Ψ(z)| · |y|k,
where |y|k = |(ℑ(y),ℑ(y))|k/2. Since |ℑ(γz)|2 = |j(γ, z)|−2|ℑ(z)|2, the Petersson norm
defines a Γ-invariant function on H+. The differential form
Ω = −ddc log |y|2
on H+ is invariant under O(V )(R)+ and positive. It corresponds to the invariant Ka¨hler
metric on H+, which unique up to a positive scalar factor. Moreover, it is the first Chern
form of the sheaf of modular forms of weight 1.
There are special divisors onXΓ, given by quadratic subspaces of V of signature (n−1, 2),
see e.g. [Bo2], [Ku1], [GrNi]. If λ ∈ V is a vector of positive norm, then
Z(λ) = {z ∈ D : z ⊥ λ}
defines an analytic divisor on D. For µ ∈ L′/L and m ∈ Q>0 the special divisor of
discriminant (m,µ) is given by
Z(m,µ) =
∑
λ∈L+µ
Q(λ)=m
Z(λ).(4.4)
It is a Γ-invariant divisor on D. Since Γ acts on the vectors of fixed norm in L′ with finitely
many orbits, Z(m,µ) descends to an algebraic divisor on XΓ. Note that Z(m,µ) = 0 if
m /∈ Q(µ) + Z, and that Z(m,µ) = Z(m,−µ).
In the present paper we are interested in those meromorphic modular forms for the group
Γ which are obtained as Borcherds lifts of weakly holomorphic modular forms as described
in the introduction, see Theorem 1.1. Their zeros and poles lie on special divisors. Note
that the Borcherds lift is equivariant with respect to the actions of O(L)+ on M !1−n/2,L−
and on meromorphic modular forms for Γ.
4.1. Chern classes of special divisors and the converse theorem. Throughout we
put κ = 1 + n/2. Here we consider the question whether there is a converse to Borcherds’
Theorem: Assume that F is a meromorphic modular form for the group Γ whose zeros and
poles are supported on special divisors, that is,
div(F ) =
1
2
∑
µ
∑
m>0
c(−m,µ)Z(m,µ).(4.5)
Is there a weakly holomorphic form f ∈ M !2−κ,L− whose Borcherds lift Ψ(z, f) as in The-
orem 1.1 is equal to F ? We recall and refine the approach to this question developed in
[Br1].
Let H1,1(XΓ) be the space of square integrable harmonic differential forms of Hodge type
(1, 1) on XΓ. Recall from [Br1, Chapter 5.1] that there is a linear map Sκ,L → H1,1(XΓ),
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which can be obtained from the regularized theta lift on harmonic Maass forms as follows.
For τ = u + iv ∈ H and z ∈ D we define the Siegel theta function associated with the
lattice L by
ΘL(τ, z) = v
∑
λ∈L′
e
(
Q(λz⊥)τ +Q(λz)τ¯
)
eλ+L.(4.6)
In the variable z it is a Γ-invariant function, and in τ it transforms as a non-holomorphic
modular form of weight κ− 2 with representation ρL for Mp2(Z).
Let f ∈ H2−κ,L− and denote the Fourier coefficients of f by c±(m,µ) as in (2.7). We
consider the theta integral
Φ(z, f) =
∫ reg
Mp2(Z)\H
〈f(τ),ΘL(τ, z)〉 du dv
v2
,(4.7)
where the integral has to be regularized as in [Bo2], [BF1]. It turns out that 1
2
Φ(z, f) is a
logarithmic Green function for the divisor
Z(f) =
1
2
∑
µ∈L′/L
∑
m>0
c+(−m,µ)Z(m,µ)(4.8)
onXΓ, see [Br1, Theorem 2.12]. Moreover, the differential form dd
cΦ(z, f) can be continued
to a smooth square integrable harmonic (1, 1)-form.
If f is actually weakly holomorphic, one can show that ddcΦ(z, f) = c+(0, 0)Ω, see
e.g. [BF1, Theorem 6.1]. This implies that there is a meromorphic modular form Ψ(z, f)
for Γ as in Theorem 1.1 such that −4 log ‖Ψ(z, f)‖Pet is up to a constant equal to Φ(z, f).
(This can be actually used to prove Theorem 1.1 up to the infinite product expansion.)
Hence, if g ∈ Sκ,L, we can pick a harmonic Maass form f ∈ H2−κ,L− with vanishing constant
term c+(0, 0) such that ξ(f) = g, and define
Λ(g, z) = ddcΦ(z, f).
We obtain a well defined linear map Λ : Sκ,L → H1,1(XΓ). Alternatively, Λ can be con-
structed by integrating g against the Kudla-Millson theta function [KM] associated to L,
see [BF1, Theorem 6.1].
To describe the map Λ in terms of Fourier expansions, we view the elements of H1,1(XΓ)
as Γ-invariant differential forms in a tube domain model for D+. To this end, let ℓ ∈ L be
a primitive isotropic vector and let ℓ′ ∈ L′ such that (ℓ, ℓ′) = 1. Let V0 = V ∩ ℓ⊥ ∩ ℓ′⊥,
and write H for the corresponding tube domain realization of D as in (4.3). Note that the
lattice L ∩ V0 is isometric to K = (L ∩ ℓ⊥)/Zℓ. (Warning: in general K ′ is not contained
in L′.) For δ ∈ L′, we denote by δ | L ∩ ℓ⊥ the restriction of δ ∈ Hom(L,Z) to L ∩ ℓ⊥. We
consider γ ∈ K ′ as an element of Hom(L ∩ ℓ⊥,Z) via the quotient map L ∩ ℓ⊥ → K.
Following [Br1, (3.25)], for a, b ∈ R we define the special function
Vκ(a, b) =
∞∫
0
Γ(κ− 1, a2y)e−b2y−1/yy−3/2 dy.(4.9)
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Then for z = x+ iy ∈ H+ and for λ ∈ K ′, the differential form
ddcVκ (π|λ||y|, π(λ, y)) e((λ, x))
is harmonic and invariant under translations by K. It is exponentially decreasing in a and
b, see [Br1, Section 3.2].
Theorem 4.1. The map Λ : Sκ,L →H1,1(XΓ) has the following properties:
(i) If g ∈ Sκ,L with Fourier expansion g =
∑
µ
∑
µ b(m,µ)q
m
eµ, then the Fourier ex-
pansion of Λ(z, g) is given by
Λ(z, g) = Λ0(y, g)−22−κπ1/2−κ
∑
λ∈K ′
Q(λ)>0
|λ|−n
∑
d|λ
dn−1
∑
δ∈L′/L
δ|L∩ℓ⊥=λ/d+K
e(d(δ, ℓ′))
× b(Q(λ)/d2, δ)ddcVκ (π|λ||y|, π(λ, y))e((λ, x)).
Here |λ| = |(λ, λ)|1/2 and the sum ∑d|λ runs through all positive integers d such
that λ/d ∈ K ′. Moreover, the 0-th coefficient Λ0(y, g) is a certain (1, 1)-form which
is independent of x.
(ii) If f ∈ H2−κ,L− with Fourier coefficients c±(m, h) such that ξ(f) = g, then Λ(z, ξ(f))
is a square integrable harmonic representative for the Chern class in H2(XΓ,C) of
the divisor 2Z(f).
(iii) For γ ∈ O(L)+ we have
Λ(z, γ.g) = Λ(γz, g).
Here g 7→ γ.g denotes the action of O(L)+ on Sκ,L via its action on C[L′/L] through
O(L)+ → Aut(L′/L).
Proof. The first assertion is the first part of [Br1, Theorem 5.9]. The second assertion
follows from [Br1, Theorem 5.5] or [BF1, Theorem 7.3]. The third statement follows from
the construction of Λ by means of the theta lift (4.7) and the corresponding equivariance
property of the Siegel theta function (4.6). 
Let Div(XΓ) be the group of divisors of XΓ and put Div(XΓ)C = Div(XΓ)⊗C. We define
a subspace of H2−κ,L− by
N2−κ,L− = {f ∈ H2−κ,L− : Z(f) = 0 ∈ Div(XΓ)C}.(4.10)
It follows from the construction of the map Λ : Sκ,L → H1,1(XΓ) and [Br1, Theorem 4.23]
that ξ(N2−κ,L−) is contained in the kernel of Λ. We let S
+
κ,L be the orthogonal complement
of ξ(N2−κ,L−) with respect to the Petersson scalar product. Notice that the spaces N2−κ,L−
and S+κ,L in general really depend on L and not only on L
′/L. They are stable under the
action of O(L)+. If the lattice L splits a hyperbolic plane over Z, then N2−κ,L− = 0, but
in general it can be non-zero. The constant term c+(0, 0) automatically vanishes for any
f ∈ N2−κ,L−.
We write Λ+ for the restriction of Λ to S+κ,L. The following theorem gives a necessary
and sufficient criterion for the converse theorem. It is a refinement of [Br1, Theorem 5.11].
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Theorem 4.2. Suppose that n ≥ 2 and that n is greater than the Witt rank of V . The
following are equivalent:
i) The map Λ+ : S+κ,L →H1,1(XΓ) is injective.
ii) Every meromorphic modular form F with respect to Γ whose divisor is a linear com-
bination of special divisors as in (4.5) is (up to a non-zero constant factor) the Borcherds
lift Ψ(z, f) of a weakly holomorphic modular form f ∈M !2−κ,L− with integral principal part.
Proof. First, assume that Λ+ is injective, and let F be as in (ii). Since there always
exist Borcherds products for Γ of non-zero weight, we may assume that F has weight 0.
According to [Br1, Theorem 4.23] there exists an f ∈ H2−κ,L− with vanishing constant
term c+(0, 0) and integral principal part such that Φ(z, f) is equal to −4 log |F (z)| up to a
constant. Then Λ(ξ(f)) = ddcΦ(z, f) = 0, and (i) implies that ξ(f) ∈ ξ(N2−κ,L−). Hence,
there exists a h ∈ N2−κ,L− with integral principal part such that ξ(f) = ξ(h). Consequently,
f0 := f − h belongs to M !2−κ,L−, and satisfies Z(f0) = Z(f) = div(F ). The Borcherds lift
of f0 is equal to F up to a constant factor.
Now assume that (ii) holds, and let g ∈ S+κ,L such that Λ+(g) = 0. Let f ∈ H2−κ,L− with
vanishing constant term such that ξ(f) = g. The fact that ddcΦ(z, f) = Λ+(g) = 0 implies
that there exists a meromorphic modular form F of weight 0 for Γ (with a character of finite
order) such that −4 log |F | = Φ(z, f), cf. [Br3, Lemma 6.6]. In particular, the divisor of F
is supported on special divisors, and therefore (ii) implies that there exists a f0 ∈M !2−κ,L−
such that Φ(z, f0) = Φ(z, f). Consequently, f − f0 ∈ N2−κ,L− and g = ξ(f − f0). Since
g ∈ S+κ,L, we obtain that g must vanish. 
5. Lattices that split a hyperbolic plane over Z
Here we use the newform theory of Section 3 and the criterion given in Theorem 4.2 to
prove a converse theorem for lattices that split a hyperbolic plane over Z. We continue to
use the notation of the previous section.
If M is a lattice equipped with a quadratic form q, and N is a non-zero integer, we write
M(N) for the lattice given by M as a Z-module, but equipped with the rescaled quadratic
form N · q. We have M(N)′ = 1
N
M ′. We let U be the lattice Z2 with the quadratic form
q((a, b)) = ab. Up to isometry this is the unique unimodular even lattice of signature (1, 1).
WE call any lattice isomorphic to U a hyperbolic plane.
Lemma 5.1. Let L be an even lattice of level N . Let ℓ ∈ L be a primitive isotropic vector
such that (ℓ, L) = NZ. Then there exists an isotropic vector ℓ˜ ∈ L with (ℓ˜, ℓ) = N such
that L = K ⊕ Zℓ˜⊕ Zℓ, where K = L ∩ ℓ⊥ ∩ ℓ˜⊥. In particular, L ∼= K ⊕ U(N).
Proof. Let ℓ′ ∈ L′ such that (ℓ′, ℓ) = 1, and put ℓ˜ = N(ℓ′−Q(ℓ′)ℓ). Then ℓ˜ is isotropic and
satisfies (ℓ˜, ℓ) = N . Since L has level N , we have NL′ ⊂ L and NQ(ℓ′) ∈ Z. Consequently,
ℓ˜ belongs to L. The splitting L = K ⊕ Zℓ˜ ⊕ Zℓ can be proved as in [Br1, Proposition
2.2]. 
We now assume that the lattice L ⊂ V is of the form L ∼= D ⊕ U(N) ⊕ U for some
positive definite even lattice D of dimension n− 2. We put
A = L′/L ∼= D′/D ⊕ U(N)′/U(N).
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We have U(N)′/U(N) ∼= (Z/NZ)2 and the automorphism group of U(N)′/U(N) contains
(Z/NZ)×. In fact, for r ∈ (Z/NZ)× we have the automorphism ϕ¯r given by (a, b) 7→
(ra, r∗b), where r∗ denotes the inverse of r modulo N .
Lemma 5.2. For r ∈ (Z/NZ)× there exists a ϕr ∈ O(L)+ whose image under
O(L)+ −→ Aut(A)
restricts to the identity on D′/D and to ϕ¯r on U(N)
′/U(N). The transformation ϕr is
uniquely determined up to multiplication by elements of Γ(L).
Proof. It suffices to prove the assertion if L = U(N) ⊕ U . We realize this lattice as the
group of integral matrices X ∈ Mat2(Z) whose left lower entry is divisible by N , with
the quadratic form given by the determinant. The group Γ0(N) × Γ0(N) acts on L by
(γ1, γ2).X = γ1Xγ
−1
2 leaving the quadratic form fixed. This gives rise to a homomorphism
to O(L)+. The subgroup Γ1(N)× Γ1(N) is mapped to Γ(L). We obtain a homomorphism
(Γ0(N)× Γ0(N))/(Γ1(N)× Γ1(N)) −→ Aut(L′/L).
Using the fact that the left hand side is isomorphic to (Z/NZ)× × (Z/NZ)×, it is easily
seen that ϕ¯r is in the image of this map. 
Theorem 5.3. Assume that L ∼= D ⊕ U(N) ⊕ U for some positive definite lattice D of
dimension n− 2. Then the map Λ : Sκ,L →H1,1(XΓ) is injective.
Proof. We put A = L′/L. Let g =
∑
µ∈A
∑
m b(m,µ)q
m
eµ ∈ Sκ,A be an element in the
kernel of Λ. We denote by gµ the components of g with respect to the standard basis
(eµ)µ∈A of C[A]. We have to show that g = 0.
1. We begin by noticing that (Z/NZ)× acts on Sκ,A via the automorphisms ϕ¯r, and it
acts on H1,1(XΓ) via the transformations ϕr for r ∈ (Z/NZ)×, see Lemma 5.2. Moreover,
in view of the third part of Theorem 4.1, the map Λ is equivariant with respect to these
actions. Consequently, the action of (Z/NZ)× preserves the kernel of Λ, and we obtain a
decomposition of the kernel into isotypical components with respect to the characters of
(Z/NZ)×. By orthogonality of characters, we may assume without loss of generality that g
is contained in the χ-isotypical component of Sκ,A for some character χ : (Z/NZ)
× → C×,
that is,
ϕ¯r.g = χ(r)g, r ∈ (Z/NZ)×.(5.1)
2. To prove that g = 0, we consider the Fourier expansion of Λ(z, g). Let ℓ, ℓ′ ∈ U ⊂ L be
primitive isotropic vectors such that (ℓ, ℓ′) = 1. Then U = Zℓ+Zℓ′. Let V0 = V ∩ ℓ⊥ ∩ ℓ′⊥,
and write H for the corresponding tube domain realization of D as in (4.3). Then K =
L∩ V0 ∼= D⊕U(N) and L = K ⊕Zℓ⊕Zℓ′. By means of the first part of Theorem 4.1, we
see that for any λ ∈ K ′ with Q(λ) > 0, we have∑
d|λ
dn−1b(Q(λ)/d2, λ/d) = 0.(5.2)
Hence, by an inductive argument we find that
b(Q(λ), λ) = 0(5.3)
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for any λ ∈ K ′ of positive norm. We now show that this implies that all Fourier coefficients
of g vanish.
3. Let e = 1
N
(0, 1) ∈ U(N)′ ⊂ L′. This is a primitive isotropic vector of U(N)′ whose
image in A has order N . We use the newform theory developed in Section 3.1 for the
isotropic subgroup
IN = 〈e+ L〉 ⊂ A.
For d | N we also consider the subgroup Id = 〈Nd e+L〉 ⊂ A. We prove that all components
gµ vanish by induction on the number of prime divisors of the content
conte(µ) = gcd(N(e, µ), N)
of µ with respect to e.
3.1. Let µ ∈ A with conte(µ) = 1, that is, (e, µ) = rN + Z with r ∈ (Z/NZ)×. Using
the action of (Z/NZ)× on g and (5.1), we may assume without loss of generality that
(e, µ) = 1
N
+Z. Then there exists a λ ∈ µ+K such that (λ, e) = 1
N
, and for any a ∈ Z we
have
λ+ aNe ∈ µ, Q(λ+ aNe) = Q(λ) + a.
But now (5.3) implies that the component gµ vanishes identically.
3.2. Let t > 0 and assume that gµ = 0 for all µ ∈ A with Ω(conte(µ)) < t. This means
that g is supported on ⋃
d|N
Ω(d)=t
I⊥d =
⋃
d|N
Ω(d)=t
{µ ∈ A : d | conte(µ)}.
According to Theorem 3.10 there exist cusp forms gd ∈ Sk,A(d) such that
g =
∑
d|N
Ω(d)≥t
gd ↑AId,(5.4)
where A(d) = I⊥d /Id.
Let µ ∈ A with Ω(conte(µ)) = t and put d0 = conte(µ). There exists a r ∈ (Z/NZ)×
such that (e, µ) = rd0
N
+ Z. In view of (5.1), we may assume that (e, µ) = d0
N
+ Z. The
identity (5.4) and Remark 3.11 imply that
gµ = (gd0 ↑AId0 )µ
and gµ+µ′ = gµ for all µ
′ ∈ Id0 . Since (e, µ) = d0N + Z, there exists a λ ∈ µ +K such that
(λ, e) = d0
N
. Moreover, for any a ∈ Z we have
λ+
aN
d0
e ∈ µ+ Id0 , Q(λ +
aN
d0
e) = Q(λ) + a.
Now (5.3) implies that the component gµ vanishes identically. This shows that gµ = 0 for
all µ ∈ A with Ω(conte(µ)) = t. The theorem follows by induction. 
Proof of Theorem 1.2. The assertion follows from Theorem 4.2 by means of Theorem 5.3.

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Proof of Corollary 1.3. Since K is isotropic, there exists a primitive isotropic vector ℓ ∈ K.
Let Nℓ ∈ Z be a generator of the ideal (ℓ,K) ⊂ Z. It is easily seen that Nℓ divides the
level NK of K. We put t = NK/Nℓ. The sublattice
K0 := {x ∈ K : (ℓ, x) ∈ NKZ}
has index t in K. Its dual is given by K ′0 = K
′ +Z ℓ
NK
. This implies that K0 has also level
NK . It contains ℓ as a primitive isotropic vector and (ℓ,K0) = NKZ. Hence, according to
Lemma 5.1, the lattice K0 splits U(NK) as an orthogonal summand. Now the assertion
follows from Theorem 1.2. 
Remark 5.4. Note that the proof of Corollary 1.3 gives an explicit construction of a sub-
lattice K0 ⊂ K as required.
6. Lattices of prime level
In this section we consider lattices of prime level. In particular, we prove a converse
theorem for lattices of prime level that do not necessarily split a hyperbolic plane over Z.
We continue to use the notation of Section 4.
6.1. Examples for which Λ is not injective. For lattices L that do not split a hyperbolic
plane over Z, the map Λ : Sκ,L → H1,1(XΓ) is not injective in general, since ξ(N2−κ,L−)
can be non-trivial. Here we give a direct construction of elements in the kernel for certain
lattices.
Assume that n ≡ 2 (mod 8), and let IIn,2 be the even unimodular lattice of signature
(n, 2). For a prime p, we consider the lattice L = IIn,2(p) obtained by rescaling by p. Then
A = L′/L ∼= Fn+2p and sig(A) ≡ 0 (mod 8).
For M = ( a bc d ) ∈ GL+2 (R) we define the Petersson slash operator in integral weight k on
functions on H by
(g |k M)(τ) = det(M)k/2(cτ + d)−kg(Mτ).(6.1)
Hence, scalar matrices act trivially. We denote by Wp =
(
0 −1
p 0
)
the Fricke involution on
the space Mk(Γ0(p)) of scalar valued modular forms of weight k for the group Γ0(p). Recall
that the Hecke operator Up acts on g =
∑
l a(l)q
l ∈Mk(Γ0(p)) by
g | Up =
∑
l
a(pl)ql.(6.2)
The restriction of ρL to Γ0(p) acts trivially on the vector e0 ∈ C[A]. Hence, if g ∈
Mk(Γ0(p)), then
~g =
∑
γ∈Γ0(p)\SL2(Z)
(g |k γ)ρ−1L (γ)e0(6.3)
belongs to Mk,L. It is invariant under the action of Aut(A). Note that according to [Sch2,
Corollary 5.5], every element of Mk,L which is invariant under Aut(A), is the lift of a scalar
valued form. The Fourier expansion of ~g is computed (in greater generality) in [Sch1,
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Section 6]. If we write g |Wp =
∑
l a˜(l)q
l, then for µ ∈ A and m ∈ Q(µ) + Z the (m,µ)-th
coefficient of ~g is given by
~a(m,µ) =
{
p−k/2−n/2a˜(pm), if µ 6= 0,
a(m) + p−k/2−n/2a˜(pm), if µ = 0.
(6.4)
Proposition 6.1. Let 0 6= g ∈ Sκ(Γ0(p)), and assume that g | Up = −pκ2−1g | Wp. Then
the corresponding vector valued form ~g ∈ Sκ,L does not vanish and Λ(~g) = 0.
Proof. The proposition can be proved using the Fourier expansion of Λ(~g) given in Theo-
rem 4.1. We omit the details. 
Remark 6.2. Let g ∈ Sk(Γ0(p)) be a newform with the property g | Wp = ±g. Then,
according to [Kn, Theorem 9.27], we have g | Up = ∓p k2−1g. Hence, there are many cusp
forms satisfying the hypothesis of Proposition 6.1.
6.2. The converse theorem for lattices of prime level. Recall that for an isotropic
vector u ∈ V and v ∈ V orthogonal to u, the Eichler element E(u, v) ∈ O(V )+ is defined
by
E(u, v)(a) = a− (a, u)v + (a, v)u−Q(v)(a, u)u(6.5)
for a ∈ V . It is easily seen that if u, v ∈ L, then E(u, v) ∈ Γ(L).
Lemma 6.3. Let L be an even lattice of level N . Let u ∈ L be an isotropic vector such
that (u, L) = NZ. If v ∈ L′ ∩ u⊥, then E(u, v) ∈ O(L)+.
Proof. Since L has level N , we have NL′ ⊂ L. Hence the assertion follows immediately
from the definition (6.5). 
Proposition 6.4. Let L be an even lattice of prime level p and signature (n, 2) with n ≥ 4.
Let g =
∑
µ∈A
∑
m b(m,µ)q
m
eµ ∈ Sκ,L be an element in the kernel of Λ. Let u ∈ L be
primitive isotropic, and assume (u, L) = pZ. Then for every v, λ ∈ L′ ∩ u⊥ we have
b(Q(λ), E(u, v)λ) = b(Q(λ), λ+ (λ, v)u) = b(Q(λ), λ).
Proof. Put A = L′/L. If (v, λ) ∈ Z, then we have nothing to show. So we assume that
(v, λ) ∈ r/p+ Z with r ∈ (Z/pZ)×.
We consider the Eichler transformation E := E(u, v), which belongs to O(L)+ according
to Lemma 6.3. We have E(λ) = λ + (λ, v)u, and the image of E generates a subgroup
G ⊂ Aut(A) which is isomorphic to Z/pZ. The group G acts on Sκ,A and on H1,1(XΓ),
and in view of the third part of Theorem 4.1, the map Λ is equivariant with respect to
these actions. Consequently, the action of G preserves the kernel of Λ, and we obtain a
decomposition of the kernel into isotypical components with respect to the characters of G.
For s ∈ Z/pZ the s-isotypical component of g is given by
gs =
∑
a (p)
e(−as/p)Ea.g,(6.6)
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in particular, we have E.gs = e(s/p)gs. If we write gs =
∑
µ∈A
∑
m bs(m,µ)q
m
eµ, we have
bs(Q(λ), λ+ (λ, v)u) = e(s/p) · bs(Q(λ), λ).(6.7)
It suffices to show that bs(Q(λ), λ) = 0 for all s ∈ (Z/pZ)×.
Let K = (L ∩ u⊥)/Zu. We write the image of λ in K ′ ∼= (L′ ∩ u⊥)/Zup as d0λ0, with a
primitive vector λ0 ∈ K ′ and d0 ∈ Z>0. Since (λ, v) /∈ Z, the number d0 is coprime to p.
We choose an auxiliary prime q coprime to pd0, and we put λ1 = qd0λ0 ∈ K ′. We employ
Theorem 4.1 (i) with ℓ = u, to deduce that the λ1-th Fourier coefficient of Λ(gs) vanishes,
that is, ∑
d|qd0
dn−1
∑
a (p)
e(ad/p)bs(Q(λ1/d), λ1/d+ a
u
p
) = 0,
or equivalently,∑
d|qd0
dn−1
∑
a (p)
e
(
a(λ1, v)
)
bs
(
Q(λ1/d), λ1/d+ a(λ1/d, v)u
)
= 0.
Using (6.7) and the fact that (λ1, v) ≡ qr/p (mod Z), we find∑
d|qd0
dn−1
∑
a (p)
e
(
a(qr + s)/p
)
bs
(
Q(λ1/d), λ1/d
)
= 0.
If s ∈ (Z/pZ)× and qr ≡ −s (mod p), we obtain∑
d|qd0
dn−1bs
(
Q(λ1/d), λ1/d
)
= 0.
If we split the sum over the divisors of qd0 into a sum over the divisors coprime to q and a
sum over the divisors divisible by q, we obtain∑
d|d0
d1−nbs
(
Q(qdλ0), qdλ0
)
+ qn−1
∑
d|d0
d1−nbs
(
Q(dλ0), dλ0
)
= 0.(6.8)
By Dirichlet’s theorem, there are infinitely many primes q satisfying qr ≡ −s (mod p).
If q goes to infinity, then the Weil bound for the coefficients of the cusp form gs of weight
κ = 1 + n/2 implies that for any ε > 0 we have bs(Q(qλ), qλ) = O(q
κ−1/2+ε). Employing
(6.8), we obtain∑
d|d0
d1−nbs
(
Q(dλ0), dλ0
)
= −q1−n
∑
d|d0
d1−nbs
(
Q(qdλ0), qdλ0
)
= O(q3/2−n/2+ε).
By our assumption n > 3, the right hand side goes to zero as q →∞, and therefore∑
d|d0
d1−nbs
(
Q(dλ0), dλ0
)
= 0.
An inductive argument now shows that bs
(
Q(dλ0), dλ0
)
= 0 for all s ∈ (Z/pZ)× and all
d | d0. This proves the assertion. 
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Next we show that g as in the previous proposition behaves nicely under the action of
Aut(A). We first introduce some notation for the rest of this section. Let L be an even
lattice of prime level p and signature (n, 2) with n ≥ 4. We also assume that L has Witt
rank 2, which is automatically true if n > 4.
In view of Lemma 5.1, possibly replacing L by a sublattice of level p, we may assume that
L = D⊕M , where D is a positive definite even lattice of level p and rank n− 2, and M ∼=
U(p)⊕ U(p). We identify M with the lattice of integral 2× 2 matrices with the quadratic
form Q(X) = p det(X). The group Γ(1)× Γ(1) acts on M by orthogonal transformations
via (γ1, γ2).X = γ1Xγ
−1
2 . The action gives rise to a homomorphism Γ(1)×Γ(1)→ O(M)+
whose kernel is {±1}. We write λ ∈ L as λ = λD + λM with λD ∈ D and λM ∈ M .
Moreover, we denote the canonical projection L′ → A ∼= D′/D ⊕M ′/M by λ 7→ λ¯. We
let K ⊂ L be the sublattice of those λ ∈ L for which λM is a diagonal matrix. Hence
K ∼= D ⊕ U(p).
We say that µ ∈ A has normal form if µD = 0 in D′/D and
µM =
{
( 0 00 0 ) , if µ = 0,(
1/p 0
0 Q(µ)
)
, if µ 6= 0.
If we apply Witt’s theorem for the discriminant form A, we see that in every Aut(A)-orbit
of A there exists a unique element in normal form. It only depends on the order of µ in A
and on Q(µ) ∈ Q/Z. Let r be the rank of the Fp-vector space A. The splitting L = D⊕M
implies that r ≥ 4.
Proposition 6.5. Let g be as in Proposition 6.4. For every λ ∈ L′ there exists a γ ∈ O(L)+
such that γλ¯ has normal form and
b(Q(λ), λ) = b(Q(λ), γλ).
Proof. 1. We first show that there exists a γ ∈ O(L)+ such that γλ¯ ∈M ′/M and such that
b(Q(λ), λ) = b(Q(λ), γλ).
1.1. We begin by looking at the case that λ¯D 6= 0 and λ¯M 6= 0. By the elementary divisor
theorem for Γ(1), we may choose a basis of M such that the coordinate vector of λM has
the form
λM =
1
p
(
a 0
0 d
)
with a ∈ Z>0 and d ∈ Z divisible by a.
We choose a vD ∈ D′ such that (λD, vD)a ≡ −1p (mod Z). This is possible, since λ¯D 6= 0
and (a, p) = 1. Then we define vectors
u = paλD −
(
0 1
pa2Q(λD) 2pQ(λD)
)
∈ L,
v = vD −
(
0 0
a(λD, vD) 0
)
∈ L′.
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It is easily checked that u ∈ L is primitive isotropic and (u, λ) = (u, v) = 0. The Eichler
element E = E(u, v) belongs to O(L)+, and we have
Eλ = λ+ (λ, v)u
= λ+ (λD, vD)u
≡ λM + (λD, vD)uM (mod L).
Now the claim follows from Proposition 6.4.
1.2. In the case that λ¯D 6= 0 and λ¯M = 0 we put u = ( 0 10 0 ) and choose a v ∈ D′ such
that (λD, v) /∈ Z. Then λ1 := E(u, v)λ = λ + (λD, v)u has the property that λ¯D 6= 0 and
λ¯M 6= 0. By Proposition 6.4, we have b(Q(λ), λ) = b(Q(λ1), λ1). Now we can argue as in
case 1.1.
2. We may now assume that λ¯D = 0. We show that there is a γ ∈ O(M)+ ⊂ O(L)+
as requested. By the elementary divisor theorem there exists a γ ∈ (Γ(1)× Γ(1))/{±1} ⊂
O(M)+ such that γ.λ¯ has normal form. Hence it suffices to show that for all γ ∈ Γ(1)×Γ(1)
we have
b(Q(λ), λ) = b(Q(λ), γ.λ).
It suffices to prove this for the generators (( 1 10 1 ) , 1), ((
1 0
1 1 ) , 1), (1, (
1 1
0 1 )), (1, (
1 0
1 1 )). We
illustrate the argument with the first generator γ1, for the others it is analogous. If we
write λM =
1
p
( a bc d ) and u = (
c d
0 0 ), we have
γ1.λM =
1
p
(
a+ c b+ d
c d
)
= λM +
1
p
u.
If p | (c, d), then there is nothing to prove. If p ∤ (c, d) we choose α, β ∈ Z such that
αd− βc ≡ 1 (mod p) and put
v =
1
p
(
α β
0 0
)
.
Then (λ, u) = (v, u) = 0 and E(u, v)λ = λ + (λ, v)u = λ + u/p. Again, the claim follows
from Proposition 6.4. 
Remark 6.6. The argument of Proposition 6.5 also shows that O(L)+ acts transitively on
the Aut(A)-orbits of A.
Corollary 6.7. Let g ∈ Sκ,L with Fourier coefficients b(m,µ), and assume Λ(g) = 0.
i) For every λ ∈ L′ and for every γ ∈ Aut(L′/L) we have b(Q(λ), λ) = b(Q(λ), γλ).
ii) If g is actually contained in S+κ,L, then g is invariant under Aut(L
′/L).
Proof. i) In every Aut(A)-orbit of A there exists a unique element in normal form. Hence
the corollary directly follows from Proposition 6.4 and Proposition 6.5.
ii) Let µ ∈ A and m ∈ Z + Q(µ) be positive. If there does not exist any λ ∈ µ + L
for which Q(λ) = m, then Z(m,µ) = 0 ∈ Div(XΓ). Hence the harmonic Maass form
fm,µ ∈ H2−κ,L− with principal part 12q−m(eµ + e−µ) belongs to N2−κ,L−. Since g ∈ S+κ,L, we
have
b(m,µ) = {fm,µ, g} = (ξ(fm,µ), g) = 0.
Moreover, Remark 6.6 implies that for every γ ∈ Aut(A) there does not exists any λ ∈
γµ+ L for which Q(λ) = m. Consequently, we have b(m, γµ) = 0 as well.
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Combining this with (i) we find that g is invariant under Aut(L′/L). 
Since L has level p, the quotient L/pL′ is an Fp-vector space of dimension n+2− r. The
quadratic form Q on L induces a non-degenerate Fp-valued quadratic form on L/pL
′.
Lemma 6.8. If L/pL′ represents 0 ∈ Fp non-trivially, then for any m ∈ pZ there exists a
λ ∈ L such that Q(λ) = m and λ/p /∈ L′. Moreover, such a λ can be chosen primitively in
L′.
Proof. The hypothesis implies that there is a λ0 ∈ L such that m0 := Q(λ0) ∈ pZ and
λ0/p /∈ L′. We write L = D⊕M as on page 23. Acting with Γ(1)×Γ(1) ⊂ O(L)+ we may
assume that
λ0 = λ0D +
(
a 0
0 b
)
with λ0D ∈ D and a, b ∈ Z. Then, for t ∈ Z, the vector
λ = λ0D +
(
a 1
t b
)
in L represents m0 − pt. It is primitive in L′. 
Theorem 6.9. If g ∈ S+κ,L and Λ(g) = 0, then g = 0.
Proof. We first consider the case in which L/pL′ represents 0 ∈ Fp non-trivially. Then,
according to Lemma 6.8, for any m ∈ pZ there exists a λ ∈ L which is primitive in L′ such
that Q(λ) = m. We note that for such m we have
b(m, 0) = b(m, ℓ/p).(6.9)
In fact, using Corollary 6.7 and the action of Γ(1)× Γ(1) ⊂ O(L)+, we may assume that λ
is actually contained in K and primitive in K ′. Now the claim follows from the vanishing of
the λ-th coefficient of Λ(g) and the formula for the Fourier expansion given in Theorem 4.1.
Next we deduce that for any m ∈ 1
p
Z and any µ ∈ A \ {0} the Fourier coefficient
b(m,µ) of g vanishes. In fact, if there is no λ ∈ L′ such that Q(λ) = m and λ¯ = µ, then
Z(m,µ) = 0 ∈ Div(XΓ). Since g ∈ S+κ,L, this implies b(m,µ) = 0. On the other hand, if
there exists a λ ∈ L′ such that Q(λ) = m and λ¯ = µ, then µ 6= 0 implies that λ/p /∈ L′. As
in the proof of Lemma 6.8, using the action of Γ(1)× Γ(1) ⊂ O(L)+, we may assume that
λ is primitive in K ′. Employing the Fourier expansion of Λ(g) given in Theorem 4.1, and
the vanishing of the pλ-th coefficient, we find that
0 = b(Q(pλ), 0)− b(Q(pλ), ℓ/p) + pnb(Q(λ), λ).(6.10)
Combining this with (6.9), we obtain that b(Q(λ), λ) = b(m,µ) vanishes.
Hence g is supported on its 0-th component. This is not possible by Proposition 3.3.
Now we consider the case in which L/pL′ does not represent 0 non-trivially. Then,
according to Lemma 6.8, for any λ ∈ L with p | Q(λ), we have λ/p ∈ L′. This implies that
for any m ∈ 1
p
Z we have
Z(p2m, 0) =
∑
µ∈A
Z(m,µ) ∈ Div(XΓ).
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Since g ∈ S+κ,L, we get for the Fourier coefficients the corresponding relation
b(p2m, 0) =
∑
µ∈A
b(m,µ).(6.11)
For m ∈ 1
p
Z we put
B(m) =
{
b(m,µ), if there exists a µ ∈ A \ {0} such that Q(µ) ≡ m (mod Z),
0, otherwise.
Because of Corollary 6.7 this definition is independent of the choice of µ.
Let m ∈ 1
p
Z with ordp(m) ≤ 0. We claim that for every r ∈ Z≥0 there are integers
Cm(r) ≥ prn and C ′m(r) ≥ 0 such that
B(p2rm) = Cm(r)B(m),(6.12)
b(p2rm, 0) = C ′m(r)B(m).(6.13)
We prove this claim by induction on r.
If r = 0, then for (6.12) we have nothing to show. For (6.13) we note that if ordp(m) = −1
then there is no λ ∈ L such that Q(λ) = m. Hence Z(m, 0) = 0 ∈ Div(XΓ) and therefore
b(m, 0) = 0. If ordp(m) = 0 and there is no λ ∈ L such that Q(λ) = m, we find that
b(m, 0) = 0 for the same reason. On the other hand, if there is a λ ∈ L such that Q(λ) = m,
then λ/p /∈ L′. Consequently, we may argue as in (6.9) to see that b(m, 0) = B(m).
If r > 0, we obtain (6.13) directly from (6.11) and the induction assumption. To obtain
(6.12), we take a λ ∈ K ′ \K which is primitive in K ′ with the property Q(λ) = p2(r−1)m.
Such a vector exists, since K contains U(p) as a direct summand. The formula for the
pλ-th Fourier coefficient of Λ(g) implies that
0 = b(p2rm, 0)− B(p2rm) + pnB(p2(r−1)m).(6.14)
Using the induction assumption and (6.13), we find
B(p2rm) = C ′m(r)B(m) + p
nCm(r − 1)B(m).
This proves the claim.
Now we compare (6.12) with the Weil estimate for the growth of Fourier coefficients of
cusp forms of weight κ = 1 + n/2. It implies that for any ε > 0 we have
B(p2rm) = Oε(p
2r(κ/2−1/4+ε)), r →∞.
Since n > 1, the assumption B(m) 6= 0 leads to a contradiction. We conclude that
B(m) = 0. Varying m and employing (6.12) and (6.13), we find that g = 0. 
Proof of Theorem 1.4. The assertion follows from Theorem 4.2 using Theorem 6.9. 
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7. Applications
7.1. Ranks of Picard groups. Throughout this section we assume that n ≥ 2 and that
n is greater than the Witt rank of L. When Γ acts freely on D, we define the Picard
group Pic(XΓ) to be the group of isomorphism classes of algebraic line bundles on XΓ. In
general, we choose a normal subgroup Γ′ ⊂ Γ of finite index which acts freely on D and
define Pic(XΓ) := Pic(XΓ′)
Γ/Γ′ . This definition is independent of the choice of Γ′, and
our assumption on n implies that Pic(XΓ) is a finitely generated abelian group. We write
Picsp(XΓ) for the subgroup generated by the special divisors Z(m,µ).
The computation of the Picard group is a difficult problem. For certain interesting
modular varieties of low dimension it was determined using algebraic geometric methods
(se e.g. [GeNy], [FrSa], [CFS]), but little is known in general. Here we use our injectivity
results for the map Λ+ to describe Picsp(XΓ) explicitly. In particular we obtain a lower
bound for the rank of Pic(XΓ) improving [Br2].
According to [Br1, Theorem 5.9], we have a commutative diagram
Sκ,L //
Λ
&&◆
◆
◆
◆
◆
◆
◆
◆
◆
◆
◆
◆
Picsp(XΓ)⊗Z C

H1,1(XΓ).
(7.1)
Here the horizontal map is defined by taking g ∈ Sκ,L to the line bundle corresponding to
Z(f), where f ∈ H1−n/2,L− with vanishing constant term c+(0, 0) such that ξ(f) = g. The
vertical map is given by mapping the line bundle corresponding to Z(f) to Λ(g, z).
Corollary 7.1. If Λ+ : S+κ,L →H1,1(XΓ) is injective, then
rank(Picsp(XΓ)) = 1 + dim(S
+
κ,L).
Proof. If Λ+ is injective, then the diagram (7.1) implies that the map S+κ,L → Picsp(XΓ)⊗ZC
is injective, too. The image of this map is the codimension 1 subspace generated by the
classes of line bundles of degree 0. On the other hand, the class of the canonical bundle has
non-vanishing degree and therefore generates a one-dimensional subspace of Pic(XΓ)⊗Z C
which is not contained in the image of the map. It is contained in Picsp(XΓ) ⊗Z C, since
there are always Borcherds products of nonzero weight. 
Proof of Theorem 1.5. Since L splits a hyperbolic plane over Z, we have S+κ,L = Sκ,L. The
map Λ is injective by Theorem 5.3. Hence, the assertion follows from Corollary 7.1. 
Remark 7.2. The dimension of Sκ,L can be explicitly computed by means of the Selberg trace
formula or the Riemann-Roch theorem, see [Bo3, p. 228]. Moreover, it can be estimated
by means of [Br2, Theorem 6].
Example 7.3. As an example we consider the lattice L = Z ⊕ U(N) ⊕ U , where Z
is equipped with the even quadratic form x 7→ x2. Then L has signature (3, 2), Gram
determinant 4N2, and L′/L ∼= Z/4Z⊕ (Z/NZ)2. Let Γ = Γ(L) be the discriminant kernel
subgroup of O(L)+. Using the isomorphism between the Spin group of L ⊗Z Q and the
symplectic group Sp2(Q), we may view Γ as a congruence subgroup of the Siegel modular
group Sp2(Z) of genus two. In Table 1 we list the ranks of Picsp(XΓ) for N < 20.
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Table 1. Ranks of Picard groups
N 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
rank(Picsp(XΓ)) 1 1 1 1 3 2 4 3 7 9 11 7 19 16 19 17 33 28 37
7.2. Other theta lifts and holomorphic differential forms. There are variants of the
injectivity results of the present paper for other theta lifts of vector valued elliptic modular
forms. As an example we consider Borcherds’ description (and generalization) of the liftings
of Maass, Gritsenko, and Doi-Naganuma.
Under our assumption on n, Theorem 14.3 of [Bo2] implies that for any integer k > 1,
there is a theta lift
ϑk : S1−n/2+k,L− −→ Sk(Γ)
to cusp forms of weight k for the group Γ. The Fourier expansion of this lift is very similar to
the one of Λ given in Theorem 4.1. A straightforward adaption of the proof of Theorem 5.3
yields the following result.
Theorem 7.4. If L ∼= D⊕U(N)⊕U for some positive definite even lattice D of dimension
n− 2 > 0 and some positive integer N , then ϑk is injective.
Corollary 7.5. Let L be as in Theorem 7.4, and let Hn,0(XΓ) be the space of square-
integrable holomorphic n-forms on XΓ. Then we have the lower bound
dim(Hn,0(XΓ)) ≥ dim(S1+n/2,L−).
Proof. According to [Br1, Lemma 5.10], the space Hn,0(XΓ) is isomorphic to Sn(Γ). There-
fore, the assertion follows from the injectivity of ϑn. 
Note that for lattices that do not split a hyperbolic plane over Z, the map ϑk can have a
non-trivial kernel. For instance, if p is a prime and L = IIn,2(p) as in Section 6.1, we have
the following result:
Proposition 7.6. Let 0 6= g ∈ S1−n/2+k(Γ0(p)), and assume g | Up = −pk/2−n/4−1/2g | Wp.
Then the corresponding vector valued form ~g ∈ S1−n/2+k,L− does not vanish and ϑk(~g) = 0.
This can be proved by means of the Fourier expansion of ϑk and (6.4). In view of
Remark 6.2, there exist many cusp forms g satisfying the hypothesis of the proposition.
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