A novel integral equation for scattering by locally rough surfaces and
  application to the inverse problem: the Neumann case by Qu, Fenglong et al.
ar
X
iv
:1
90
1.
08
70
3v
1 
 [m
ath
.N
A]
  2
5 J
an
 20
19
A NOVEL INTEGRAL EQUATION FOR SCATTERING BY
LOCALLY ROUGH SURFACES AND APPLICATION TO THE
INVERSE PROBLEM: THE NEUMANN CASE
FENGLONG QU ∗, BO ZHANG† , AND HAIWEN ZHANG‡
Abstract. This paper is concerned with direct and inverse scattering by a locally perturbed
infinite plane (called a locally rough surface in this paper) on which a Neumann boundary condition
is imposed. A novel integral equation formulation is proposed for the direct scattering problem
which is defined on a bounded curve (consisting of a bounded part of the infinite plane containing
the local perturbation and the lower part of a circle) with two corners and some closed smooth
artificial curve. It is a nontrivial extension of our previous work on direct and inverse scattering by
a locally rough surface from the Dirichlet boundary condition to the Neumann boundary condition
[SIAM J. Appl. Math., 73 (2013), pp. 1811-1829]. For the Dirichlet boundary condition, the integral
equation obtained is uniquely solvable in the space of bounded continuous functions on the bounded
curve, and it can be solved efficiently by using the Nystro¨m method with a graded mesh. However,
the Neumann condition case leads to an integral equation which is solvable in the space of squarely
integrable functions on the bounded curve rather than in the space of bounded continuous functions,
making the integral equation very difficult to solve numerically. In this paper, we make us of the
recursively compressed inverse preconditioning (RCIP) method developed by Helsing to solve the
integral equation which is efficient and capable of dealing with large wave numbers. For the inverse
problem, it is proved that the locally rough surface is uniquely determined from a knowledge of the
far-field pattern corresponding to incident plane waves. Further, based on the novel integral equation
formulation, a Newton iteration method is developed to reconstruct the locally rough surface from
a knowledge of multiple frequency far-field data. Numerical examples are also provided to illustrate
that the reconstruction algorithm is stable and accurate even for the case of multiple-scale profiles.
Key words. Integral equation, locally rough surface, inverse scattering problem, Neumann
boundary condition, RCIP method, Newton iteration method.
AMS subject classifications. 35R30, 35Q60, 65R20, 65N21, 78A46
1. Introduction. This paper is concerned with the problem of scattering of
plane acoustic or electromagnetic waves by a locally perturbed, perfectly reflecting,
infinite plane (which is called a locally rough surface). Such problems arise in many
applications such as geophysics, radar, medical imaging, remote sensing and nonde-
structive testing (see, e.g., [2, 6, 10, 13, 25]).
In this paper we are restricted to the two-dimensional case by assuming that the
local perturbation is invariant in the x3 direction. Precisely, let Γ := {(x1, x2) | x2 =
h(x1), x1 ∈ R} be the locally rough surface with a smooth function h ∈ C2(R) having
a compact support in R. Denote by D+ = {(x1, x2) | x2 > h(x1), x1 ∈ R} the
unbounded domain above the surface Γ which is filled with a homogeneous medium.
Denote by k = ω/c > 0 the wave number of the wave field in D+, where ω and c are
the wave frequency and speed, respectively. We assume throughout the paper that
the incident field ui is the plane wave
ui(x; d) = exp(ikd · x),
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where d = (sin θ,− cos θ) ∈ S1− is the incident direction, θ is the angle of incidence
with −pi/2 < θ < pi/2, and S1− := {x = (x1, x2) | |x| = 1, x2 < 0} is the lower part
of the unit circle S1 := {x ∈ R2 | |x| = 1}. Notice that the incident wave is time-
harmonic (e−iωt time dependence), so that the total field u satisfies the Helmholtz
equation
∆u + k2u = 0 in D+. (1.1)
Here, the total field u = ui + ur + us satisfies the Neumann boundary condition on
the surface Γ:
∂u
∂ν
=
∂ui
∂ν
+
∂ur
∂ν
+
∂us
∂ν
= 0 on Γ, (1.2)
where ν is the unit normal vector on Γ directed into D+, u
r is the reflected wave of
ui by the infinite plane x2 = 0:
ur(x; d) = exp(ik[x1 sin θ + x2 cos θ])
and us is the unknown scattered wave to be determined which is required to satisfy
the Sommerfeld radiation condition
lim
r→∞
r
1
2
(
∂us
∂r
− ikus
)
= 0, r = |x|, x ∈ D+. (1.3)
This problem models electromagnetic scattering by a locally perturbed, perfectly re-
flected, infinite plane in the TM polarization case; it also models acoustic scattering
by a one-dimensional sound-hard, locally rough surface (see Figure 2.1 for the geo-
metric configuration of the scattering problem). Further, it can be shown that us has
the following asymptotic behavior at infinity (see Remark 2.8):
us(x; d) =
eik|x|√|x|
(
u∞(xˆ; d) +O
( 1
|x|
))
, |x| → ∞
uniformly for all observation directions xˆ ∈ S1+ with S1+ := {x = (x1, x2) | |x| =
1, x2 > 0} the upper part of the unit circle S1. Here, u∞(xˆ; d) is called the far-field
pattern of the scattered field us, depending on the incident direction d ∈ S1− and the
observation direction xˆ ∈ S1+.
Direct scattering problems by locally rough surfaces have been studied both
numerically and mathematically. For the Dirichlet case, the well-posedness of the
scattering problem was first proved in [42] by the integral equation method. In [6],
the scattering problem is studied by a variational method, based on a Dirichlet-to-
Neumann (DtN) map, and then solved numerically with using the boundary element
method. In [45], a novel integral equation defined on a bounded curve is proposed
for the Dirichlet scattering problem, leading to a fast numerical algorithm for the
scattering problem, even for large wave numbers. However, for the Neumann case,
few results are available. For the special case when the local perturbation is below
the infinite plane (which is called the cavity problem), the well-posedness was estab-
lished in [1] via the variational method for the direct scattering problem with both
Neumann and Dirichlet boundary conditions. A symmetric coupling method of fi-
nite element and boundary integral equations wasn developed in [2], which can be
applied to arbitrarily shaped and filled cavities with Neumann or Dirichlet boundary
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conditions. Recently, in [3], the scattering problem by a locally perturbed interface is
studied by a variational method coupled with a boundary integral equation method
and numerically solved, based on the finite element method in a truncated bounded
domain coupled with the boundary element method. It should be mentioned that
some studies related to the scattering problem (1.1)-(1.3) have also been conducted
extensively. We refer to [36] for cavity scattering problems of Maxwell’s equations,
and to [13–19,43] for the non-local perturbation case which is called the rough surface
scattering problem.
The inverse scattering problem of reconstructing the rough surfaces has also at-
tracted many researchers’ attention. For example, many numerical algorithms have
been developed for inverse scattering by locally rough surfaces with Dirichlet bound-
ary conditions (see, e.g., [6,21,22,27,35,44,45] and the references quoted). A marching
method based on the parabolic integral equation was proposed in [21] for the recon-
struction of a locally rough surface with Dirichlet or Neumann boundary conditions
from phaseless measurements of the single frequency scattering field at grazing angles,
while a Kirsch-Kress decomposition method was given in [38] to recover a locally rough
interface on which transmission boundary conditions are satisfied. For numerical re-
covery of non-locally rough surfaces, we refer to [4, 5, 7, 10, 11, 20, 21, 25, 26, 37, 39, 41].
For inverse cavity scattering, the reader is referred to [2, 28, 36].
In this paper, we extend our previous work in [45] on direct and inverse scattering
by a locally rough surface from the Dirichlet condition to the Neumann condition.
Precisely, we propose a novel integral equation formulation for the direct scattering
problem (1.1)-(1.3), which is defined on a bounded curve (consisting of a bounded
part of the infinite plane containing the local perturbation and the lower part of a
circle) with two corners and some closed smooth artificial curve. This extension is
nontrivial because, for the Dirichlet condition case considered in [45], the integral
equation obtained in [45] is uniquely solvable in the space of bounded continuous
functions on the bounded curve, and it can be solved efficiently by using the Nystro¨m
method with a graded mesh. However, the Neumann boundary condition leads to an
integral equation which is not solvable in the space of bounded continuous functions
on the bounded curve (see, e.g., [8,9]). In this paper, the integral equation formulation
obtained is proved to be uniquely solvable in the space of squarely integrable functions
on the bounded curve. But this result then leads to another difficulty in solving the
integral equation numerically since the Nystro¨m method with a graded mesh used
previously in [45] does not work anymore. Instead, we make us of the recursively
compressed inverse preconditioning (RCIP) method developed by Helsing to solve the
integral equation (see [30–33]) which is fast, accurate and capable of dealing with large
wave numbers. In addition, a further difficulty in our analysis arises in the study of
the property of the derived integral equation formulation in the neighborhood of the
two corners of the bounded curve. To overcome this difficulty, we will use the operator
boundedness from [12] in combination with some detailed energy estimates.
For the associated inverse scattering problem, based on the mixed reciprocity
relation established in this paper, we will prove that the locally rough surface is
uniquely determined from a knowledge of the far-field pattern associate with incident
plane waves. Further, we develop a Newton iteration method to reconstruct the
locally rough surface from a knowledge of multiple frequency far-field data. It should
be mentioned that the proposed novel integral equation plays an essential role in
solving the direct scattering problem in each iteration.
This paper is organized as follows. In Section 2, we first derive a novel integral
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equation formulation for the scattering problem (1.1)-(1.3) and then prove its unique
solvability. In section 3, a fast numerical algorithm, based on the RCIP method, is
proposed for solving the novel integral equation, and a numerical example is carried
out to illustrate the performance of the algorithm. Section 4 is devoted to the proof of
uniqueness in the inverse scattering problem. In Section 5, a Newton iteration algo-
rithm with multi-frequency far-field data is developed to numerically solve the inverse
problem, based on the proposed novel integral equation. Numerical experiments will
also be provided to demonstrate that the reconstruction algorithm is stable and accu-
rate even for the case of multiple-scale profiles. Finally, we will give some conclusion
remarks in Section 6.
2. Solvability of the direct problem via the integral equation method.
Let f = −∂ui/∂ν − ∂ur/∂ν on Γ. It is easy to see that f has a compact support
on Γ. Then the scattering problem (1.1)-(1.3) can be reformulated as the Neumann
problem (NP): Find us ∈ H1loc(D+) which satisfies the Helmholtz equation (1.1) in
D+, the Sommerfeld radiation condition (1.3) and the Neumann boundary condition:
∂us
∂ν
= f on Γ. (2.1)
We will propose a novel boundary integral equation formulation for the Neumann
problem (NP) which is defined on bounded curves and consequently can be solved
with cheap computational cost. The boundary integral equation formulation will
then be used to establish the well-posedness of the Neumann problem (NP). We
first introduce some notations. Assume that Γ0 := {(x1, x2) ∈ Γ | x2 = 0}. Let
BR := {x = (x1, x2) ∈ R2 | |x| < R} be a disk with R > 0 large enough such that
the local perturbation Γp := Γ\Γ0 = {(x1, h(x1)) | x1 ∈ supp(h)} ⊂ BR. Then
ΓR := Γ ∩ BR represents the part of Γ containing the local perturbation Γp of the
infinite plane. Let xA := (−R, 0), xB := (R, 0) denote the endpoints of ΓR. For
x = (x1, x2) ∈ R2, let xre := (x1,−x2) be the reflection of x about the x1-axis. Write
R2± := {(x1, x2) ∈ R2 | x2 ≷ 0}, D±R := BR ∩ D± and ∂B±R := ∂BR ∩ D±, where
D− := {(x1, x2) | x2 < h(x1), x1 ∈ R}. Further, let D˜ be an auxiliary domain in
the interior of D−R with a smooth boundary Γ˜. See FIG. 2.1 for the geometry of the
scattering problem and some notations introduced.
D
-
∂ BR
ΓΓR
D
+
x2
x1
D˜Γ˜
xB=(R,0)xA=(-R,0)
ur usu
i
D-R
DR
+
Fig. 2.1. The scattering problem from a locally rough surface
We now have the following uniqueness result for the Neumann problem (NP).
Theorem 2.1. The Neumann problem (NP) has at most one solution us ∈
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H1loc(D+).
Proof. Let us be the solution of the Neumann problem (NP) with the boundary
data f = 0. Define the function u˜s in R2\BR as follows: u˜s(x) = us(x) for x ∈
R2+\BR, u˜s(x) = us(xre) for x ∈ R2−\BR. Then, by the Neumann boundary condition
∂us/∂ν = 0 on Γ \ BR and the reflection principle we know that u˜s satisfies the
Helmholtz equation (1.1) in R2\BR and the Sommerfeld radiation condition (1.3)
uniformly for all directions xˆ = x/|x| with x ∈ R2\BR.
Now, let R0 > R. By the radiation condition (1.3) it follows that∫
∂B+R0
{∣∣∣∣∂us∂ν
∣∣∣∣2 + k2|us|2 + 2kIm(us ∂us∂ν
)}
ds =
∫
∂B+R0
∣∣∣∣∂us∂ν − ikus
∣∣∣∣2 ds→ 0
(2.2)
as R0 → +∞. On the other hand, using Green’s theorem and the Neumann boundary
condition on Γ yields∫
∂B+R0
us
∂us
∂ν
ds = 2
∫
BR0∩D+
(|∇us|2 − k2|us|2) dx. (2.3)
Taking the imaginary part of (2.3), we conclude from (2.2) that
lim
R0→+∞
∫
∂BR0
(∣∣∣∣∂u˜s∂ν
∣∣∣∣2 + k2|u˜s|2
)
ds = lim
R0→+∞
∫
∂B+R0
(∣∣∣∣∂us∂ν
∣∣∣∣2 + k2|us|2
)
ds = 0.
Thus, by Lemma 2.12 in [23] we have u˜s = 0 in R2\BR, and so, us = 0 in R2+\BR.
This, together with the unique continuation principle [23, Theorem 8.6], implies that
us = 0 in D+. The proof is thus complete.
We will derive a novel integral equation formulation for the Neumann problem
(NP) to study the existence of solutions to the problem (NP) and to develop a fast
algorithm to solve the problem numerically. To this end, we introduce the layer
potentials on the curves ΓR, ∂B
−
R and Γ˜. For the curve Ip ∈ {ΓR, ∂B−R , Γ˜}, define the
single-layer potential Sk,Ip by
(Sk,IpϕIp)(x) :=
∫
Ip
Φk(x, y)ϕIp (y)ds(y), x ∈ R2\Ip, (2.4)
where Φk(x, y) := (i/4)H
(1)
0 (k|x− y|), x, y ∈ R2, x 6= y, is the fundamental solution of
the Helmholtz equation ∆w + k2w = 0 in R2. If the wave number k = 0, Φ0(x, y) =
−(2pi)−1 ln |x− y| is the fundamental solution of the Laplace equation in R2. By
the asymptotic behavior of the fundamental solution Φk (see, e.g., [23]), the far-field
pattern S∞k,IpϕIp of the single-layer potential Sk,IpϕIp can be defined as
(S∞k,IpϕIp)(xˆ) :=
eiπ/4√
8pik
∫
Ip
e−ikxˆ·yϕIp(y)ds(y), xˆ ∈ S1. (2.5)
For Iq ∈ {ΓR, ∂B−R , Γ˜}, define the boundary integral operators Sk,Ip→Iq ,K ′k,Ip→Iq :
(Sk,Ip→IqϕIp)(x) :=
∫
Ip
Φk(x, y)ϕIp(y)ds(y), x ∈ Iq, (2.6)
(K ′k,Ip→IqϕIp)(x) :=
∫
Ip
∂Φk(x, y)
∂ν(x)
ϕIp(y)ds(y), x ∈ Iq, (2.7)
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where ν is the unit outward normal on ∂D−R and Γ˜. Further, define the boundary
operator K ′,re
k,Ip→∂B−R
:
(K ′,re
k,Ip→∂B−R
ϕIp)(x) :=
∫
Ip
∂Φk(x
re, y)
∂ν(xre)
ϕIp(y)ds(y), x ∈ ∂B−R ,
where ν is the unit outward normal on ∂B+R directing into R
2\BR. Some properties
of the boundary integral operators Sk,Ip→Iq , K
′
k,Ip→Iq and K
′,re
k,Ip→∂B−R
for Ip, Iq ∈
{ΓR, ∂B−R , Γ˜} are presented in Remark 2.2 below. For a comprehensive discussion
of mapping properties of the layer potentials, we refer to [23, 40] and the references
therein.
Remark 2.2. (i) Let Ip ∈ {ΓR, ∂B−R} and ϕIp ∈ L2(Ip). Since any function in
L2(Ip) can be extended by zero to a function in L
2(∂D−R), it follows from the mapping
properties of the single-layer potential over a closed piecewise-smooth boundary (see
[40, Chapter 6]) that Sk,IpϕIp ∈ H3/2loc (R2), satisfies the Helmholtz equation (1.1) in
R2\Ip and the jump relations on the curve Ip:
(Sk,IpϕIp)±|Ip = Sk,Ip→IpϕIp , (2.8)(
∂
∂ν
Sk,IpϕIp
)
±
∣∣∣
Ip
= ∓1
2
ϕIp +K
′
k,Ip→IpϕIp , (2.9)
where
(Sk,IpϕIp)±(x) := lim
h→0+
(Sk,IpϕIp)(x± hν(x)), x ∈ Ip,
lim
h→0+
(
∂
∂ν
Sk,IpϕIp
)
±
(x) :=
(
ν · ∇Sk,IpϕIp
)
(x± hν(x)), x ∈ Ip.
For Iq ∈ {ΓR, ∂B−R , Γ˜} it is easy to see that Sk,Ip→Iq : L2(Ip) → H1(Iq), K ′k,Ip→Iq :
L2(Ip)→ L2(Iq) and K ′,rek,Ip→∂B−R : L
2(Ip)→ L2(∂B−R ) are bounded operators.
(ii) Let ϕΓ˜ ∈ H−1/2(Γ˜). Then, from [40, Chapter 6] it follows that Sk,Γ˜ϕΓ˜ ∈
H1loc(R
2) and satisfies the Helmholtz equation (1.1) in R2\Γ˜ as well as the jump re-
lations (2.8) and (2.9) on the curve Ip = Γ˜. Further, since Γ˜ is a C
2-smooth curve,
by [23] it is known that Sk,Γ˜→Γ˜ and K
′
k,Γ˜→Γ˜ are compact operators from H
−1/2(Γ˜)
to H−1/2(Γ˜)). Moreover, it can be seen that K ′
k,Γ˜→ΓR : H
−1/2(Γ˜) → L2(ΓR) and
K ′
k,Γ˜→∂B−R
,K ′,re
k,Γ˜→∂B−R
: H−1/2(Γ˜)→ L2(∂B−R )) are bounded operators since the ker-
nels of those operators are smooth functions.
Let us be the solution to the Neumann problem (NP). We now extend us(x) into
R2−\BR by reflection, which we denote by us(x) again, such that us(x) = us(xre) for
x ∈ R2−\BR. Then, from the reflection principle and the Neumann boundary condi-
tion ∂us/∂ν = −(∂ui/∂ν + ∂ur/∂ν) = 0 on Γ \BR it follows that us ∈ H1loc(R2\D−R)
and satisfies the Helmholtz equation (1.1) in R2\D−R . Following the idea in [8], we
seek the solution us in the form
us(x) =
∫
ΓR
Φk(x, y)ϕ1(y)ds(y) +
∫
∂B−R
Φk(x, y)ϕ2(y)ds(y) +
∫
Γ˜
Φk(x, y)ϕ3(y)ds(y),
x ∈ R2\(∂D−R ∪ Γ˜) (2.10)
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with Φ = (ϕ1, ϕ2, ϕ3)
T ∈ X := L2(ΓR) × L2(∂B−R ) × H−
1
2 (Γ˜) with the norm
‖Φ‖X := ‖ϕ1‖L2(ΓR) + ‖ϕ2‖L2(∂B−R ) + ‖ϕ3‖H−1/2(Γ˜). We will prove that, by choos-
ing appropriate auxiliary curve Γ˜ the Neumann problem (NP) can be reduced to an
equivalent boundary integral equation which is uniquely solvable (see Theorem 2.4
and Remark 2.5 below).
Let ψre be a continuous mapping from ∂D−R to ∂D
+
R such that
ψre(x) =
{
x, x ∈ ΓR,
xre, x ∈ ∂B−R ∪ {xA, xB}.
Then, by the boundary condition (2.1) and the reflection principle, us(x) satisfies
∂us(x)
∂ν(x)
= −
(
∂ui(x)
∂ν(x)
+
∂ur(x)
∂ν(x)
)
for x ∈ ΓR, (2.11)
∂us(x)
∂ν(x)
− ∂u
s(ψre(x))
∂ν(xre)
= 0 for x ∈ ∂B−R . (2.12)
We now impose the impedance boundary condition for us on the auxiliary curve Γ˜:
∂us(x)
∂ν(x)
+ iρus(x) = 0 for x ∈ Γ˜, (2.13)
where ρ is a positive constant. Then the jump relations (see Remark 2.2) and bound-
ary conditions (2.11)-(2.13) lead to the boundary integral equation
(I +A)Φ = G, (2.14)
where I is the identity operator and A,G are given by
A := (Aij)3×3 (2.15)
with A11 = −2K ′k,ΓR→ΓR , A12 = −2K ′k,∂B−R→ΓR , A13 = −2K
′
k,Γ˜→ΓR ,
A21 = −2(K ′k,ΓR→∂B−R − K
′,re
k,ΓR→∂B−R
), A22 = −2(K ′k,∂B−R→∂B−R − K
′,re
k,∂B−R→∂B−R
),
A23 = −2(K ′k,Γ˜→∂B−R − K
′,re
k,Γ˜→∂B−R
), A31 = −2(K ′k,ΓR→Γ˜ + iρSk,ΓR→Γ˜), A32 =
−2(K ′
k,∂B−R→Γ˜
+ iρSk,∂B−R→Γ˜), A33 = −2(K
′
k,Γ˜→Γ˜ + iρSk,Γ˜→Γ˜) and
G :=
 2
(
∂ui/∂ν + ∂ur/∂ν
) ∣∣
ΓR
0
0
 . (2.16)
Obviously, G ∈ X . Further, it is seen from Remark 2.2 that A is a bounded linear
operator on X .
Conversely, we have the following result.
Lemma 2.3. Let us be given by (2.10) with Φ = (ϕ1, ϕ2, ϕ3)
T ∈ X which is the
solution of the boundary integral equation (2.14) with A and G defined in (2.15) and
(2.16), respectively. Then us ∈ H1loc(R2\D−R) and solves the Neumann problem (NP).
Proof. By the fact that Φ = (ϕ1, ϕ2, ϕ3)
T ∈ X and Rermark 2.2, it is easy to
see that us defined by (2.10) satisfies the Helmholtz equation (1.1) in R2\D−R and
the Sommerfeld radiation condition (1.3) and is in H1loc(R
2\D−R). Further, by the
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integral equation (I + A)Φ = G and the jump relations of the single-layer potentials
(see Rermark 2.2), it follows that ∂us(x)/∂ν(x) = −∂ui(x)/∂ν(x)−∂ur(x)/∂ν(x) for
x ∈ ΓR and ∂us(x)/∂ν(x) = ∂us(xre)/∂ν(xre) for x ∈ ∂B−R .
Let u˜s(x) = us(xre) for x ∈ R2\BR. Then u˜s satisfies the Helmholtz equa-
tion (1.1) in R2\BR, the Sommerfeld radiation condition (1.3) and the condition
∂u˜s(x)/∂ν(x) = ∂us(x)/∂ν(x) for x ∈ ∂BR. Further, it follows from the unique-
ness of the exterior Neumann problem (see, e.g., [23, Chapter 3]) that u˜s = us in
R2\BR, which implies that us(x) = us(xre) in R2\BR. In particular, we obtain that
∂us/∂ν = 0 on Γ\ΓR. Therefore, we have ∂us/∂ν = −(∂ui/∂ν + ∂ur/∂ν) on Γ. The
proof is thus complete.
The following theorem gives the unique solvability of the integral equation (I +
A)Φ = G.
Theorem 2.4. Assume that k2 is not a Dirichlet eigenvalue of −∆ in D˜. Let
A and G be given by (2.15) and (2.16), respectively. Then the integral equation
(I +A)Φ = G has a unique solution Φ = (ϕ1, ϕ2, ϕ3)
T ∈ X with the estimate
||ϕ1||L2(ΓR) + ||ϕ2||L2(∂B−R ) + ||ϕ3||H−1/2(Γ˜) ≤ C
∥∥∥∥∂ui∂ν + ∂ur∂ν
∥∥∥∥
L2(Γ)
(2.17)
Proof. The proof is broken down into the following steps.
Step I. We show that I +A is a Fredholm operator of index zero.
Step I.1. Define
M0 := (M0ij)3×3
=
 −2K
′
0,ΓR→ΓR −2K ′0,∂B−R→ΓR 0
−2
(
K ′
0,ΓR→∂B−R
−K ′,re
0,ΓR→∂B−R
)
−2
(
K ′
0,∂B−R→∂B−R
−K ′,re
0,∂B−R→∂B−R
)
0
0 0 0
 .
Then it follows from Remark 2.2 that M0 is bounded in X . In addition, the kernels
of Aij −M0ij , i, j = 1, 2, are bounded with the upper bound
C
[
max
(
ln
1
|x− y| , 1
)
+max
(
ln
1
|ψre(x)− y| , 1
)]
for x, y ∈ ∂D−R with x 6= y and thus weakly singular since |x− y| ≤ C|ψre(x)− y| for
x, y ∈ ∂D−R . Therefore, Aij −M0ij , i, j = 1, 2, are compact. Further, the operators
A13, A23, A31, A32 are compact since the kernels of those operators are smooth func-
tions, and, by Remark 2.2, the operator A33 is also compact. Consequently, A −M0
is compact in X .
For z ∈ R2 and r ∈ R define Br(z) := {x ∈ R2 | |x − z| < r}. Obviously,
we can choose a fixed r0 > 0 such that for z = xA, xB , Br(z) ∩ (Γ\Γ0) = ∅ and
Br(xA) ∩ Br(xB) = ∅ for r ≤ r0. In the remaining part of the proof, we will choose
r ≤ r0. Now, choose a cut-off function ψr,z ∈ C∞0 (R2) satisfying that 0 ≤ ψr,z ≤ 1,
ψr,z(x) = 1 in the region 0 ≤ |x− z| ≤ r/2 and ψr,z(x) = 0 in the region |x− z| ≥ r.
Define M0,r : X → X by M0,r := ((M0,r)ij)3×3 with
(M0,r)ijϕj :=
{
ψr,xA(M0)ij(ψr,xAϕj) + ψr,xB (M0)ij(ψr,xBϕj), i, j = 1, 2
0, otherwise
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for any Φ = (ϕ1, ϕ2, ϕ3)
T ∈ X . Since the kernel of M0 − M0,r vanishes in a
neighborhood of (xA, xA) and (xB , xB), M0 −M0,r is compact. Then the operator
A−M0,r = (A−M0) + (M0 −M0,r) is compact from X into X .
Step I.2. We show that ||M0,r||X→X < 1 for a sufficiently small constant r > 0.
By the definition of M0,r, we have that for any Φ = (ϕ1, ϕ2, ϕ3)
T ∈ X ,
‖M0,rΦ‖X =
∥∥∥∥∥∥
2∑
j=1
(ψr,xA(M0)1j(ψr,xAϕj) + ψr,xB (M0)1j(ψr,xBϕj))
∥∥∥∥∥∥
L2(ΓR)
+
∥∥∥∥∥∥
2∑
j=1
(ψr,xA(M0)2j(ψr,xAϕj) + ψr,xB (M0)2j(ψr,xBϕj))
∥∥∥∥∥∥
L2(∂B−R )
≤
2∑
j=1
‖ (ψr,xA(M0)1j(ψr,xAϕj) + ψr,xB (M0)1j(ψr,xBϕj)) ‖L2(ΓR)
+
2∑
j=1
‖ (ψr,xA(M0)2j(ψr,xAϕj) + ψr,xB(M0)2j(ψr,xBϕj)) ‖L2(∂B−R ).
Recalling that Br(xA) ∩ Br(xB) = ∅ and supp(ψr,z) ⊂ Br(z) for z = xA, xB , we find
that
‖M0,rΦ‖X ≤
2∑
j=1
(
‖ψr,xA(M0)1j(ψr,xAϕj)‖2L2(ΓR) + ‖ψr,xB(M0)1j(ψr,xBϕj)‖2L2(ΓR)
) 1
2
+
2∑
j=1
(
‖ψr,xA(M0)2j(ψr,xAϕj)‖2L2(∂B−R ) + ‖ψr,xB (M0)2j(ψr,xBϕj)‖
2
L2(∂B−R )
) 1
2
.
We will estimate each term of the right-hand side of the above inequality. In doing
so, the following inequality plays an essential role:
|ν(x) · (x− y)| ≤ C|x− y|2 (2.18)
for x, y ∈ ΓR or for x ∈ ∂BR, y ∈ ∂B−R (see [23, Section 3.5]).
We first estimate the norm of ψr,z(M0)ij(ψr,zϕj), i, j = 1, 2 with z = xA in the
following four steps.
(i) For ψr,xA(M0)11(ψr,xAϕ1) we have
ψr,xA(M0)11(ψr,xAϕ1) = −2ψr,xAK ′0,ΓR→ΓR(ψr,xAϕ1)
= −2ψr,xA(x)
∫
ΓR∩Br(xA)
∂Φ0(x, y)
∂ν(x)
ψr,xA(y)ϕ1(y)ds(y).
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It then follows from (2.18) that
‖ψr,xA(M0)11(ψr,xAϕ1)‖2L2(ΓR)
≤ ‖(M0)11ψr,xAϕ1‖2L2(ΓR∩Br(xA))
=
∫
ΓR∩Br(xA)
(∫
ΓR∩Br(xA)
2
∂Φ0(x, y)
∂ν(x)
ψr,xA(y)ϕ1(y)ds(y)
)2
ds(x)
≤ C
∫
ΓR∩Br(xA)
‖ϕ1‖2L2(ΓR∩Br(xA))ds(x)
≤ Cr‖ϕ1‖2L2(ΓR∩Br(xA)). (2.19)
(ii) We estimate the norm of ψr,xA(M0)12(ψr,xAϕ2). Since xA = (−R, 0), the curve
ΓR∩Br(xA) can be parameterized as x(t) = (−R+ t, 0), t ∈ [0, r]. Further, it is easily
seen that ∂B−R ∩ ∂Br(xA) = (−
√
R2 − τ2r ,−τr) with τr := r
√
4R2 − r2/(2R). Thus
∂B−R ∩ Br(xA) can be parameterized as y(τ) = (y1(τ), y2(τ)) := (−
√
R2 − τ2,−τ),
τ ∈ [0, r√4R2 − r2/(2R)]. Then y1(0) = −R, y′1(0) = 0. Choose δ ∈ (0, 1). Then
there exists a τ(δ) > 0 such that |y1(τ) − (−R)| ≤ δτ and |y′1(τ)| ≤ δ for all τ ∈
[0, τ(δ)]. Thus we have that for t ∈ [0, r], τ ∈ [0, τ(δ)],
|y′(τ)| =
√
|y′1(τ)|2 + |y′2(τ)|2 ≤
√
1 + δ2 ≤ 1 + δ, (2.20)
|x(t)− y(τ)|2 = (−R+ t− y1(τ))2 + τ2
= t2 − 2t(y1(τ) +R) + τ2 ≥ t2 − δt2 − 1
δ
(y1(τ) +R)
2 + τ2
≥ (1 − δ)t2 − 1
δ
(δτ)2 + τ2 = (1− δ)(t2 + τ2). (2.21)
Further, from (2.21) it follows that
|y2(τ)|
|x(t)− y(τ)| ≤
1
1− δ
τ
t2 + τ2
. (2.22)
Now, choose r > 0 small enough so that r
√
4R−r2/(2R) ≤ min[τ(δ), 1] and r ≤
min[r0, 1]. Then, applying the parameterizations of x(t) and y(τ), and using the
inequalities (2.20) and (2.22), we obtain that
‖ψr,xA(M0)12(ψr,xAϕ2)‖2L2(ΓR)
≤
∫
ΓR∩Br(xA)
(∫
∂B−R∩Br(xA)
2
∂Φ0(x, y)
∂ν(x)
ψr,xA(y)ϕ2(y)ds(y)
)2
ds(x)
≤
∫ r
0
2 ∫
√
4R2−r2
2R r
0
∣∣∣∣∂Φ0(x, y)∂ν(x(t))
∣∣∣∣ · |ϕ2(y(τ))| · |y′(τ)|dτ
2 |x′(t)|dt
≤
∫ r
0
 1
pi
∫ √4R2−r2
2R r
0
|y2(τ)|
|x(t)− y(τ)|2 |ϕ(y(τ))| · |y
′(τ)|dτ
2 |x′(t)|dt
≤
∫ r
0
1 + δ
1− δ
∫ √4R2−r2
2R r
0
τ
pi(t2 + τ2)
|ϕ(y(τ))|dτ
2 dt.
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Let
ϕ˜2(τ) =
{
ϕ2(y(τ)) if 0 ≤ τ ≤ r
√
4R2 − r2/(2R),
0 if r
√
4R2 − r2/(2R) < τ ≤ 1.
Then
‖ψr,xA(M0)12(ψr,xAϕ2)‖L2(ΓR) ≤
1 + δ
1− δ
(∫ 1
0
(∫ 1
0
τ
pi(t2 + τ2)
|ϕ˜2(τ)|dτ
)2
dt
) 1
2
.
(2.23)
For any v ∈ L2(0, 1), define the operator
(Rv)(t) :=
∫ 1
0
t
pi(t2 + τ2)
v(τ)dτ.
From [12, Lemma 1] it is known that R is a linear bounded operator on L2(0, 1) with
the norm ‖R‖L2(0,1)→L2(0,1) ≤ sin(pi/4) = 1/
√
2. Further, it is easy to see that(∫ 1
0
(∫ 1
0
τ
pi(t2 + τ2)
|ϕ˜2(τ)|dτ
)2
dt
) 1
2
= ‖R∗|ϕ˜2|‖L2(0,1).
It then follows by (2.23) and the fact that ‖R∗‖L2(0,1)→L2(0,1) = ‖R‖L2(0,1)→L2(0,1)
that
‖ψr,xA(M0)12(ψr,xAϕ2)‖L2(ΓR) ≤
1 + δ
1− δ ‖R
∗|ϕ˜2|‖L2(0,1) ≤ 1 + δ
1− δ
1√
2
‖ϕ˜2‖L2(0,1).
(2.24)
Now, since |y′(τ)| =√(y′1(τ))2 + (y′2(τ))2 ≥ |y′2(τ)| = 1 for τ ∈ [0, τ(δ)], we have
‖ϕ2‖L2(∂B−R∩Br(xA)) =
∫ √4R2−r22R r
0
(ϕ2(y(τ)))
2 |y′(τ)|dτ

1
2
≥ ‖ϕ˜2‖L2(0,1). (2.25)
It thus follows from (2.24) and (2.25) that
‖ψr,xA(M0)12(ψr,xAϕ2)‖L2(ΓR) ≤
1 + δ
1− δ
1√
2
‖ϕ2‖L2(∂B−R∩Br(xA)). (2.26)
(iii) For ψr,xA(M0)21(ψr,xAϕ1), we have
ψr,xA(M0)21(ψr,xAϕ1)
= −2ψr,xA(K ′0,ΓR→∂B−R −K
′,re
0,ΓR→∂B−R
)(ψr,xAϕ1)
= −2ψr,xA(x)
∫
ΓR
(
∂Φ0(x, y)
∂ν(x)
− ∂Φ0(x
re, y)
∂ν(x)
)
ψr,xA(y)ϕ1(y)ds(y). (2.27)
It is easy to verify that for y ∈ ΓR ∩Br(xA) and x ∈ ∂B−R ∩Br(xA),
∂ ln |x− y|
∂ν(x)
=
ν(x) · (x1 − y1, x2)
|x− y|2 .
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Then, by the definition of xre and ν(xre) we have that for y ∈ ΓR ∩ Br(xA) and
x ∈ ∂B−R ∩Br(xA),
∂ ln |x− y|
∂ν(x)
− ∂ ln |x
re − y|
∂ν(x)
= 0.
Combining this with (2.27) implies that
‖ψr,xA(M0)21(ψr,xAϕ1)‖L2(∂B−R ) = 0. (2.28)
(iv) With the inequality (2.18), the estimate of ψr,xA(M0)22(ψr,xAϕ2) is similar
to that of ψr,xA(M0)11(ψr,xAϕ1), and so we have
‖ψr,xA(M0)22(ψr,xAϕ2)‖2L2(ΓR) ≤ Cr‖ϕ2‖2L2(∂B−R∩Br(xA)). (2.29)
The norm of ψr,z(M0)ij(ψr,zϕj), i, j = 1, 2 with z = xB can be estimated simi-
larly, and we have similar estimates as (2.19), (2.26), (2.28) and (2.29).
We are now ready to estimate the norm of M0,rΦ. For arbitrarily fixed δ ∈ (0, 1),
we obtain by combining the estimates obtained in (i)-(iv) that there exists a r > 0
small enough such that
‖M0,rΦ‖2X ≤ Cr
(
‖ϕ1‖2L2(ΓR∩Br(xA)) + ‖ϕ1‖2L2(ΓR∩Br(xB))
)
+
[
Cr +
1
2
(
1 + δ
1− δ
)2](
‖ϕ2‖2L2(∂B−R∩Br(xA)) + ‖ϕ2‖
2
L2(∂B−R∩Br(xB))
)
≤ Cr‖ϕ1‖2L2(ΓR) +
[
Cr +
1
2
(
1 + δ
1− δ
)2]
‖ϕ2‖2L2(∂B−R )
≤
[
Cr +
1
2
(
1 + δ
1− δ
)2]
‖Φ‖2X .
Fix 0 < δ < (
√
2 − 1)/(√2 + 1) to obtain that (1 + δ)/(1− δ) < √2, so we have
‖M0,r‖X→X < 1 for r > 0 small enough.
Now, since ‖M0,r‖X→X < 1 for r > 0 small enough, I +M0,r has a bounded
inverse in X . Thus, and since I +A = I +M0,r + (A−M0) + (M0 −M0,r), we know
by Steps I.1 and I.2 that I + A is a Fredholm operator of index zero. The proof of
Step I is thus complete.
Step II. To prove that I +A is injective and thus invertible in X .
Let (I+A)Φ = 0 for Φ = (ϕ1, ϕ2, ϕ3)
T ∈ X . Then it follows from Lemma 2.3 that
the scattered field us, given by (2.10), satisfies the boundary condition ∂us/∂ν = 0 on
Γ. By Theorem 2.1 and the unique continuation principle we have us = 0 in R2\D−R .
Then, by the jump relations of the layer potentials (see Remark 2.2) one has
us− = u
s
+ = 0 on ∂D
−
R . (2.30)
The integral equation (I+A)Φ = 0 implies the boundary condition ∂us+/∂ν+iρu
s
+ = 0
on Γ˜. Thus us satisfies the mixed boundary value problem
∆us + k2us = 0 in D−R\D˜,
us− = 0 on ∂D
−
R ,
∂us+
∂ν
+ iρus+ = 0 on Γ˜.
(2.31)
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From (2.31) and Green’s formula it follows that∫
D−R\D˜
(|∇us|2 − k2|us|) ds = iρ ∫
Γ˜
|us+|2ds.
Taking the imaginary part of the above equation gives that us+ = 0 on Γ˜. This,
together with the last equation in (2.31), implies that ∂us+/∂ν = 0 on Γ˜. Holmgren’s
uniqueness theorem then yields that us = 0 in D−R\D˜.
By the jump relations of the layer potentials on ∂D−R , one has
−ϕ1 =
∂us+
∂ν
− ∂u
s
−
∂ν
= 0 on ΓR,
−ϕ2 =
∂us+
∂ν
− ∂u
s
−
∂ν
= 0 on ∂B−R .
On the other hand, the jump relations of the layer potentials on Γ˜ give
us− = u
s
+ = 0 on Γ˜.
We then obtain that us satisfies the impedance problem in D˜:{
∆us + k2us = 0 in D˜,
us− = 0 on Γ˜.
Since k is not a Dirichlet eigenvalue of −∆ in D˜, we have us = 0 in D˜. The jump
relations of layer potentials on Γ˜ again imply that
−ϕ3 =
∂us+
∂ν
− ∂u
s
−
∂ν
= 0 on Γ˜.
Therefore, we have Φ = (ϕ1, ϕ2, ϕ3)
T = 0, yielding that I +A is injective on X .
By Step I and the Fredholm alternative it follows that I + A has a bounded
inverse on X , and the estimate (2.17) is thus obtained. This completes the proof of
the theorem.
Remark 2.5. In Theorem 2.4, it is assumed that k2 is not a Dirichlet eigenvalue
of −∆ in D˜. It should be noted that in numerical computation this assumption can
be easily fulfilled. In fact, D˜ can be chosen to be a ball of radius r. Then, by [23]
(see the proof of Corollary 5.3 of [23]) we know that k2 is not a Dirichlet eigenvalue
of −∆ in D˜ if and only if kr is not the zeros of the Bessel function Jn of order n for
any integer n. In particular, if the radius r is chosen so that kr is smaller than the
smallest zero of the Bessel function J0, then k
2 is not a Dirichlet eigenvalue of −∆ in
D˜.
Remark 2.6. It should be remarked that the circle ∂BR can be replaced by
any closed smooth curve which is symmetric about the plane x2 = 0. However, it is
computationally simple and convenient to use the circle ∂BR.
We now conclude the following result on the well-posedness of the problem (NP)
by combining Lemma 2.3, Theorems 2.1 and 2.4 and the mapping properties of the
single- and double-layer potentials in X .
Theorem 2.7. The problem (NP) has a unique solution us ∈ H1loc(D+). Further,
for any R > 0 we have
||us||H1(D+R) ≤ C
∥∥∥∥∂ui∂ν + ∂ur∂ν
∥∥∥∥
L2(Γ)
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Remark 2.8. By the asymptotic behavior of the fundamental solution Φk (see,
e.g., [23]) and the form (2.10) of the scattered field us, it is easy to know that us has
the following asymptotic behavior at infinity
us(x; d) =
eik|x|√|x|
(
u∞(xˆ; d) +O
( 1
|x|
))
, |x| → ∞
uniformly for all observation directions xˆ ∈ S+. Here, the far-field pattern u∞(xˆ; d)
is given by
u∞(xˆ) = S∞Φ := (S∞k,ΓRϕ1)(xˆ) + (S
∞
k,∂B−R
ϕ2)(xˆ) + (S
∞
k,Γ˜
ϕ3)(xˆ), (2.33)
which is an analytic function on the unit circle S1, where Φ = (ϕ1, ϕ2, ϕ3)
T ∈ X is
the unique solution of the integral equation (I + A)Φ = G with A and G given by
(2.15) and (2.16), respectively.
Remark 2.9. We may seek the solution us in the form
us(x) =
∫
ΓR
Φk(x, y)ϕ1(y)ds(y) +
∫
∂B−R
Φk(x, y)ϕ2(y)ds(y), x ∈ R2\∂D−R (2.34)
with Φ = (ϕ1, ϕ2)
T ∈ L2(ΓR) × L2(∂B−R ). Then, by using the boundary conditions
(2.11) and (2.12) and the jump relations of layer potentials, we obtain the boundary
integral equation
(I +B)Φ = G, (2.35)
where B := (Bij)2×2 with Bij = Aij , i, j = 1, 2 and Aij given in (2.15) and G =
(2(∂ui/∂ν + ∂ur/∂ν)|ΓR , 0)T .
By a similar argument as those used in the proof of Theorem 2.4, we can prove
that if k2 is not a Dirichlet eigenvalue of −∆ in D−R then I+B is boundedly invertible
on L2(ΓR)×L2(∂B−R ) and that if Φ = (ϕ1, ϕ2)T is the unique solution to the integral
equation (2.35) then the scattering field us in the form (2.34) solves the Neumann
problem (NP). Again, by the asymptotic behavior of the fundamental solution Φk,
the far-field pattern of the scattered field us in the form (2.34) is given by
u∞(xˆ) = (S∞k,ΓRϕ1)(xˆ) + (S
∞
k,∂B−R
ϕ2)(xˆ). (2.36)
It is seen that the integral equation (2.35) does not involve the auxiliary curve Γ˜
and is much simpler than the integral equation (2.14). In the numerical experiments
for inverse problem we will make use of the integral equation (2.35) and the far-field
pattern (2.36) to solve the solution of the direct scattering problem in each iteration
(see Section 5 for details).
3. Numerical solution of the direct scattering problem.
3.1. The numerical algorithm. In this subsection, we develop a numerical
algorithm to solve the direct scattering problem, employing the boundary integral
equation (2.14). Note that the kernels of the integral operators in the integral equation
(2.14) are hyper-singular near the corners xA and xB of the curve ∂D
−
R , leading to
difficulties in numerical computation. To deal with this issue, we make use of the RCIP
method to solve the integral equation (2.14). The RCIP method was first proposed by
A novel method for scattering by rough surfaces 15
J. Helsing to solve planar boundary value problems in the presence of various boundary
singularities and has been successfully applied to many kinds of static problems in
nonsmooth domains including the Helmholtz equation (see [30–33]). In what follows,
we will present the steps of our numerical algorithm based on the idea in [32]. For
more details and applications of the RCIP method, the reader is referred to [30–32]
and the references therein.
For the integral equation (2.14), we rewrite A and Φ as follows
A =
(
Aˆ11 Aˆ12
Aˆ21 Aˆ22
)
, Φ =
(
ϕˆ1
ϕˆ2
)
with
Aˆ11 :=
(
A11 A12
A21 A22
)
, Aˆ12 :=
(
A13
A23
)
, Aˆ21 :=
(
A31 A32
)
, Aˆ22 := A33
ϕˆ1 :=
(
ϕ1
ϕ2
)
, ϕˆ2 := ϕ3.
It can be seen that Aˆ11 is the integral operator B on ∂D
−
R defined in (2.35) in Remark
2.9. Denote by Aˆ11(x, y) the kernel of Aˆ11 and split the kernel Aˆ11(x, y) into two parts
Aˆ11(x, y) = Aˆ
⋆
11(x, y) + Aˆ
◦
11(x, y) (3.1)
such that Aˆ⋆11(x, y) is zero except when both x and y are close enough to the same
corner of ∂D−R . Thus Aˆ
◦
11(x, y) is zero when x, y are close enough to the same corner
of ∂D−R . Following the kernel split (3.1), we have the corresponding operator split
Aˆ11 = Aˆ
⋆
11 + Aˆ
◦
11,
where Aˆ◦11 is a compact operator. Arguing similarly as in the proof of the fact that
||M0,r||X→X < 1 for a sufficiently small constant r > 0 in Step I.2 of the proof of
Theorem 2.4, we can prove that ‖Aˆ⋆11‖ < 1 if, in the split of Aˆ11 above, Aˆ⋆11(x, y) is
zero except when both x and y are close enough to the same corner of ∂D−R , and so
(I + Aˆ⋆11)
−1 exists. By the variable substitution
Φ =
(
(I + Aˆ⋆11)
−1 0
0 I
)
Φ˜, Φ˜ :=
( ˜ˆϕ1˜ˆϕ2
)
,
the integral equation (2.14) is rewritten as a right preconditioned integral equation
Φ˜(x) +
(
Aˆ◦11 Aˆ12
Aˆ21 Aˆ22
)(
(I + Aˆ⋆11)
−1 0
0 I
)
Φ˜(x) = G(x). (3.2)
To discretize the integral equation (3.2) we need two different meshes: a coarse
mesh and a fine mesh. For the coarse mesh, we divide each smooth curve Ip ∈
{ΓR, ∂B−R , Γ˜} into npan panels which have approximately equal length. The fine mesh
is constructed around the corner xz from the coarse one by halving the two panels
around the corner xz each time and repeatedly nsub times, z = A,B. Thus, for the
curves ∂D−R and Γ˜, there are totally 3npan panels on the coarse mesh and 3npan+4nsub
panels on the fine mesh. For the geometry of the coarse and fine meshes, see FIG.
3.1.
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Fig. 3.1. Geometry of the coarse and fine meshes
With these two meshes, the integral equation (3.2) can be discretized by using a
Nystro¨m scheme based on the composite 16-point Gauss-Legendre quadrature (see [30,
Section 2]). The quantities Φ˜, Aˆ◦11, Aˆ12, Aˆ21, Aˆ22 are simply discretized on the coarse
mesh. Only the operator (I + Aˆ⋆11)
−1 needs to be discretized on the fine mesh to
get an accurate approximation. Then the discretized version of the integral equation
(3.2) can be obtained as follows[
Icoa +
(
Aˆ◦11,coa Aˆ12,coa
Aˆ21,coa Aˆ22,coa
)(
R 0
0 Icoa
)]
Φ˜coa = Gcoa, (3.3)
where Φ˜coa, Aˆ
◦
11,coa, Aˆ12,coa, Aˆ21,coa, Aˆ22,coa are the discretized matrixes of Φ˜, Aˆ
◦
11,
Aˆ12, Aˆ21, Aˆ22, respectively, and R is called the compressed weighted inverse matrix
and given by
R = PTW(Ifin + Aˆ
⋆
11,fin)
−1P.
Here, the subscript ”coa” indicates the grid on the coarse mesh and the subscript
”fin” indicates the grid on the fine mesh. The prolongation matrix P performs a
polynomial interpolation from the coarse grid to the fine grid and PTW is the transpose
of a weighted prolongation matrix (see [31, Section 6]). Note that R depends on the
fine mesh but can be easily computed by fast and stable recursion (see Sections 7, 8,
12 and 13 in [31]).
By solving the linear equation (3.3), we get the unknown Φ˜coa. Finally, the
far-field pattern defined in (2.33) can be approximated as follows:
u∞ ⋍ S∞coa
(
R 0
0 Icoa
)
Φ˜coa,
where S∞coa is the discretized matrix of S
∞ on the coarse mesh of also using the
composite 16-point Gauss-Legendre quadrature.
3.2. Numerical experiments. In this section, a numerical experiment is car-
ried out to illustrate the performance of the algorithm proposed in Section 3.1. We
consider the locally rough surface with
h(x1) =
{
exp
[
16/(25x21 − 16)
]
sin(4pix1), |x1| < 4/5,
0, |x1| ≥ 4/5.
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Generally speaking, there is no exact solution of the scattering problem (NP) when
the incident field is given by an incident plane wave. However, in some special
cases, we can find a solution of the scattering problem (NP) which has an explicit
expression. In this example, we consider the incident field to be the point source
ui(x; y) := Φk(x, y) with y = (−0.1, 0.1). Then the reflected field can be charac-
terized by ur(x; y) = Φk(x, y
re). Suppose us(x; y) is the solution to the scattering
problem (NP) with the boundary data f = −∂ui(x; y)/∂ν(x)−∂ur(x; y)/∂ν(x). Since
ui(x; y)+ur(x; y) satisfies the Helmholtz equation (1.1) inD+, the Neumann boundary
condition ∂ui(x; y)/∂ν(x)+∂ur(x; y)/∂ν(x) = 0 on Γ\ΓR and the radiation condition
(1.3), then it is easy to see that the scattered field us(x; y) = −Φk(x, y)−Φk(x, yre).
Thus, it follows from the asymptotic behavior of Φk that the far-field pattern u
∞(xˆ; y)
of the scattered field us(x; y) is given by
u∞(xˆ; y) = − e
iπ/4
√
8pik
(
e−ikxˆ·y + e−ikxˆ·y
re
)
,
which has an explicit expression and can be accurately computed.
We now compute the approximated value u∞app(xˆ; y) of the far-field pattern
u∞(xˆ; y), using the RCIP method proposed in Section 3.1 with the following pa-
rameters.
1) The wave number k = 100 and the observation direction xˆ =
(cos(2pi/3), sin(2pi/3)).
2) The auxiliary curve Γ˜ is taken to be a disk of radius r = 0.1 and centered at
[0,−0.5]. By Remark 2.5, it is valid to use the integral equation (2.14) to solve the
Neumann problem (NP).
3) The parameter ρ in the boundary condition (2.13) is chosen as ρ = 1.
4) For the coarse mesh, we choose the number of panels on each smooth component
to be npan = 5N with N = 1, 2, 3, . . . , 24, while, for the fine mesh, we choose the
number of subdivisions to be nsub = 30.
For the geometry of the problem, see FIG. 3.2.
-1 -0.5 0 0.5 1
-1.2
-1
-0.8
-0.6
-0.4
-0.2
0
0.2
0.4
Γ˜
∂ D-R
Fig. 3.2. Geometry of the problem
FIG. 3.3 shows the relative error |u∞(xˆ; y)− u∞app(xˆ; y)|/|u∞(xˆ; y)| of the far-field
pattern with npan = 5N , N = 1, 2, 3, . . . , 24, respectively. It can be seen in FIG. 3.3
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that the RCIP method is very stable and capable of producing an accurate value of
the far-field pattern if the parameter npan is large enough.
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Fig. 3.3. The relative error |u∞(xˆ; y)− u∞app(xˆ; y)|/|u
∞(xˆ; y)| of the far-field pattern with
npan = 5N , N = 1, 2, 3, . . . , 24, respectively.
4. Uniqueness of the inverse problem. In this section, we establish unique-
ness in the inverse scattering problem of reconstructing the locally rough surface from
the far-field pattern associated with the incident plane wave at a fixed wave number
k > 0. Precisely, we will prove that the locally rough surface can be uniquely deter-
mined by the far field patterns u∞(xˆ; d) for all xˆ ∈ S1+, d ∈ S1− at a fixed wave number
k > 0. Our proof follows the idea in [23]. We now state the following lemma which
can be seen as an extension of Rellich’s lemma for the case of bounded obstacles (see,
e.g., [23, Lemma 2.12]).
Lemma 4.1. Assume that us ∈ H1loc(R2+\BR) satisfies the Helmholtz equation
(1.1) in R2+\BR, the Sommerfeld radiation condition (1.3) and the Neumann bound-
ary condition ∂us/∂ν = 0 on Γ\ΓR. Assume further that the far-field pattern u∞ of
the scattering solution us vanishes on S1+. Then u
s vanishes in R2+\BR.
Proof. We extend us to a function u˜s in R2\BR such that u˜s(x) = us(x) in
R2+\BR, u˜s(x) = us(xre) in R2−\BR, where xre is defined in Section 2. Then, by
reflection u˜s satisfies the Helmholtz equation (1.1) in R2\BR and the Sommerfeld
radiation condition (1.3) uniformly for all directions xˆ = x/|x| with x ∈ R2\BR.
Further, the far-field pattern u˜∞ of the scattering solution u˜s vanishes on S1. Then,
by Theorem 2.13 in [23] we obtain that u˜s vanishes in R2\BR, which completes the
proof.
To prove the uniqueness result for the inverse scattering problem, we also need
to consider the case with the incident field being the point source ui(x; y) := Φk(x, y)
with the source position y ∈ D+. Then the reflected field with respect to the flat
plane x2 = 0 is u
r(x; y) = Φk(x, y
re). For arbitrarily fixed y ∈ D+ let us(x; y) satisfy
the problem (NP) with the boundary data f(x) = f(x; y) := −∂ui(x; y)/∂ν(x) −
∂ur(x; y)/∂ν(x), x ∈ Γ. Then, by Theorem 2.7 us(·; y) ∈ H1loc(D+) exists and is the
unique scattering solution associated with the locally rough surface and the incident
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point source Φk(x, y) at the source position y ∈ D+ since f(x) = 0 on Γ\ΓR and
thus is compactly supported on ΓR, and so, u(x; y) = u
i(x; y) + ur(x; y) + us(x; y) is
the total field. Now, let us(x; d) be the scattering solution generated by the incident
plane wave ui(x; d) = exp(ikd · x) with the incident direction d ∈ S1−, and so, u(x; d) =
ui(x; d)+ur(x; d)+us(x; d) is the total field. Further, denote by u∞(xˆ; y) the far-field
pattern of us(x; y), where xˆ ∈ S+. Then we have the following mixed reciprocity
relation.
Lemma 4.2. u∞(d; y) = γu(y;−d), ∀y ∈ D+, d ∈ S1+, where γ = eiπ/4/
√
8kpi.
Proof. Without loss of generality, we may assume that y ∈ D+R . Then, for d ∈ S1+
and ε > 0 small enough we derive by Green’s second theorem that∫
∂B+R
[
u(x; y)
∂u(x;−d)
∂ν(x)
− u(x;−d)∂u(x; y)
∂ν(x)
]
ds(x)
+
∫
|x−y|=ε
[
u(x; y)
∂u(x;−d)
∂ν(x)
− u(x;−d)∂u(x; y)
∂ν(x)
]
ds(x)
=
∫
ΓR
[
u(x; y)
∂u(x;−d)
∂ν(x)
− u(x;−d)∂u(x; y)
∂ν(x)
]
ds(x) = 0, (4.1)
where ν is the unit normal on ∂B+R pointing outside of D
+
R , on ΓR directing into D+
and on {x ∈ R2 : |x− y| = ε} directing into {x ∈ R2 : |x− y| ≤ ε}, and use has been
made of the Neumann boundary condition on ΓR of u(x; y) and u(x;−d) to get the
last equality.
Since us(x; y) is analytic in the neighborhood of {x ∈ R2 : |x − y| = ε}, by the
singularity at x = y of Φk(x, y) and its derivative (see Section 3.4 of [23]) we obtain
that
−u(y;−d) = lim
ε→0
∫
|x−y|=ε
[
u(x; y)
∂u(x;−d)
∂ν(x)
− u(x;−d)∂u(x; y)
∂ν(x)
]
ds(x). (4.2)
On the other hand, we extend u(x; y), us(x;−d) into R2−\BR by reflection,
which are denoted again by u(x; y), us(x;−d), respectively, such that u(x; y) =
u(xre; y), us(x;−d) = us(xre;−d) for x ∈ R2−\BR. Then, by the reflection principle
u(x; y), us(x;−d) satisfy the Helmholtz equation (1.1) in R2\BR and the Sommerfeld
radiation condition (1.3) uniformly for all direction xˆ = x/|x| with x ∈ R2\BR. Thus,
by using Green’s second theorem in R2−\BR we derive immediately that
0 =
∫
∂BR
[
u(x; y)
∂us(x;−d)
∂ν(x)
− us(x;−d)∂u(x; y)
∂ν(x)
]
ds(x)
= 2
∫
∂B+R
[
u(x; y)
∂us(x;−d)
∂ν(x)
− us(x;−d)∂u(x; y)
∂ν(x)
]
ds(x). (4.3)
And, by using the formula (3.87) in [23] we further have
u∞(d; y) = γ
∫
∂BR
[
u(x; y)
∂ui(x;−d)
∂ν(x)
− ui(x;−d)∂u(x; y)
∂ν(x)
]
ds(x)
= γ
∫
∂B+R
[
u(x; y)
[
∂ui(x;−d)
∂ν(x)
+
∂ur(x;−d)
∂ν(x)
]]
ds(x)
−γ
∫
∂B+R
[[
ui(x;−d) + ur(x;−d)] ∂u(x; y)
∂ν(x)
]
ds(x), (4.4)
20 F. Qu, B. Zhang, and H. Zhang
where we have used the fact that ui(xe;−d) = ur(x;−d) to get the second equality.
Letting ε→ 0 in (4.1), using (4.2), (4.3) and (4.4) and noting that u(x; d) = ui(x; d)+
ur(x; d) + us(x; d) give the required result. This completes the proof.
We are now ready to prove the following uniqueness theorem.
Theorem 4.3. Assume that u∞1 (xˆ; d) and u
∞
2 (xˆ; d) are the far-field patterns of
the scattering solutions for the locally rough surfaces Γ1 and Γ2, respectively, cor-
responding to the same incident wave field ui(x; d) = exp(ikd · x). If u∞1 (xˆ; d) =
u∞2 (xˆ; d) for all xˆ ∈ S1+ and d ∈ S1− with a fixed wave number k > 0 then Γ1 = Γ2.
Proof. Denote by Dj+ and Dj− the unbounded domains above and below the
locally rough surface Γj , respectively, j = 1, 2. Suppose D1+ 6= D2+. Without loss
of generality, we may assume that there exists z ∈ Γ1 ∩D2+ such that Bh(z) ⊂ D2+
for h > 0 small enough, where Bh(z) := {x ∈ R2 : |x − z| < h}. Define zj =
z + (h/j)ν(z), j ∈ N, where ν(z) is the unit normal at z ∈ Γ1 directed into D1+.
Let G be the unbounded connected part of D1+ ∩D2+. Denote by Γj,p the local
perturbation part of Γj , j = 1, 2, and assume that Γj,p ⊂ BR for some large enough
R > 0, j = 1, 2. Since u∞1 (xˆ; d) = u
∞
2 (xˆ; d) for all xˆ ∈ S1+ and d ∈ S1−, and by
Lemma 4.1 we have that us1(x; d) = u
s
2(x; d) for all x ∈ R2+\BR and d ∈ S1−. By the
unique continuation principle it then follows that us1(x; d) = u
s
2(x; d) for all x ∈ G and
d ∈ S1−, and so, u1(x; d) = u2(x; d) for all x ∈ G and d ∈ S1−. Further, by Lemma 4.2
we have u∞1 (d; y) = u
∞
2 (d; y) for all d ∈ S1+ and y ∈ G. By Lemma 4.1 and the unique
continuation principle again we obtain that us1(x; y) = u
s
2(x; y) for all x, y ∈ G with
x 6= y. This, together with the continuity of usi , i = 1, 2, yields that us1(x; y) = us2(x; y)
for all x, y ∈ G. In particular, us1(x; zj) = us2(x; zj), j ∈ N, for all x ∈ G.
Since zj, j ∈ N, have a uniform distance from Γ2, then, by the well-posedness of
the scattering problem associated with the incident point sources ui(x; zj) = Φk(x, zj),
j ∈ N, we have that ‖∂us2(·; zj)/∂ν‖H1/2(Γ1∩Bh(z)) ≤ C with C independent of j,
j = 1, 2, . . .. On the other hand, by the boundary condition on Γ1 we see that
lim
j→∞
‖∂u
s
2(·; zj)
∂ν
‖H1/2(Γ1∩Bh(z)) = limj→∞ ‖
∂us1(·; zj)
∂ν
‖H1/2(Γ1∩Bh(z))
= lim
j→∞
‖∂Φk(·, zj)
∂ν
‖H1/2(Γ1∩Bh(z)) =∞.
This is a contradiction, and thus, Γ1 = Γ2. The proof is then completed.
5. Numerical solution of the inverse problem. In this section, we develop
an inversion algorithm to solve the inverse problem numerically: Given the far-field
pattern u∞ of the scattering solution us to the scattering problem (1.1)-(1.3) (or
the problem (NP)) associated with a finite number of incident plane waves ui with
multiple wave numbers k (or multiple frequencies ω), to determine the unknown locally
rough surface Γ (or the unknown surface profile h which describes the locally rough
surface Γ). In particular, we propose a Newton-type reconstruction algorithm with
multi-frequency data for this inverse problem and conduct numerical experiments to
demonstrate the effectiveness of the reconstruction algorithm.
5.1. Reconstruction algorithm with multi-frequency data. We begin with
introducing some notations. Given the incident plane wave uik(x; d) = e
ikx·d with
d ∈ S1−, let usk be the solution of the scattering problem (1.1)-(1.3) with respect to
the surface profile function h characterizing the locally rough surface Γ. Assume that
u∞k (xˆ; d) is the far-field pattern of the scattering solution u
s
k. Define the far-field
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operator Fd,k : C
2(R) 7→ L2(S1+), which maps the function h to u∞k (xˆ; d), by
(Fd,k[h]) (xˆ) = u
∞
k (xˆ; d), xˆ ∈ S1+. (5.1)
Here, we use the subscript k to indicate the dependence of uik, u
s
k, u
∞
k and Fd,k on the
wave number k.
Our reconstruction algorithm consists in solving the nonlinear and ill-posed equa-
tion (5.1) for the unknown function h with using the Newton-type iterative method.
To this end, we need to investigate the Frechet differentiability of Fd,k at h. Let
△h ∈ C20,R(R) := {h ∈ C2(R) : supp(h) ⊂ (−R,R)} be a small perturbation and let
Γ△h := {(x1, h(x) +△h(x)) : x1 ∈ R} denote the corresponding locally rough surface
characterized by h(x)+△h(x). Then Fd,k is called Frechet differentiable at h if there
exists a linear bounded operator F ′d,k : C
2
0,R(R)→ L2(S1+) such that∥∥Fd,k[h+△h]− Fd,k[h]− F ′d,k[h;△h]∥∥L2(S1
+
)
= o
(‖△h‖C2(R)) .
For the Frechet differentiability of Fd,k, we have the following theorem.
Theorem 5.1. Let u(x; d) = ui(x; d) + ur(x; d) + us(x; d), where us solves the
problem (NP) with the boundary data f = −(∂ui/∂ν+ ∂ur/∂ν). If h ∈ C20,R(R), then
Fd,k is Frechet differentiable at h with the derivative given by F
′
d,k[h;△h] = (u′)∞ for
△h ∈ C20,R(R). Here, (u′)∞ is the far-field pattern of u′ which solves the problem
(NP) with the boundary data f = (d/ds)[(ν2△h)(du/ds)] + k2(ν2△h)u, where d/ds
is the derivative with respect to the arc length and ν2 is the second component of the
unit normal vector ν on Γ directed into the unbounded domain D+.
Proof. The proof is similar to that of [2, Theorem 4.3], where the Frechet deriva-
tive of Fd,k is derived for the case of cavity problems with a Neumann boundary
condition by using an variational method.
With the aid of the Frechet derivative of the far-field operator Fd,k, we are now
ready to describe the Newton-type iteration method for solving the inverse problem.
Let dl ∈ S1−, l = 1, 2, · · · , nd, be the incident directions and let k > 0 be the wave
number. Assume that happ is an approximation function of h. For d = dl consider
the following linearized equations for (5.1):(
Fdl,k[h
app]
)
(xˆ) +
(
F ′dl,k[h
app;△h])(xˆ) = u∞k (xˆ; dl), l = 1, 2, . . . , nd, (5.2)
where△h is the update function to be determined. The Newton-type method consists
in iterating the equations (5.2) by using the Levenberg-Marquardt algorithm (see,
e.g., [34]).
In the numerical experiments, we use the noised far-field pattern u∞δ,k(xˆj ; dl), j =
1, 2, . . . , nf , l = 1, 2, . . . , nd, as the measurement data satisfying that∥∥u∞δ,k(·; dl)− u∞k (·; dl)∥∥L2(S1
+
)
≤ δ ‖u∞k (·; dl)‖L2(S1
+
) , l = 1, 2, . . . , nd,
where δ > 0 is the noisy ratio and the observation directions xˆj , j = 1, 2, . . . , nf , are
the equidistant points on S1+. In practical computation, h
app has to be taken from
a finite-dimensional subspace RM , where RM = span{φ1,M , φ2,M , · · · , φM,M} is a
subspace of C20,R(R) with φj,M , j = 1, 2, . . . ,M , the spline basis functions supported
in (−R,R) (see remark 5.2). Then, by the strategy in [34] we seek an update function
22 F. Qu, B. Zhang, and H. Zhang
△h =∑Mi=1△aiφi,M in RM which solves the minimization problem
min
△ai

nd∑
l=1
nf∑
j=1
∣∣∣(Fdl,k[happ])(xˆj) + (F ′dl,k[happ;△h])(xˆj)− u∞δ,k(xˆj ; dl)∣∣∣2
+β
M∑
i=1
|△ai|2
}
, (5.3)
where β > 0 is chosen such that
nd∑
l=1
nf∑
j=1
∣∣∣(Fdl,k[happ])(xˆj) + (F ′dl,k[happ;△h])(xˆj)− u∞δ,k(xˆj ; dl)∣∣∣2
= ρ2
nd∑
l=1
nf∑
j=1
∣∣∣(Fdl,k[happ])(xˆj)− u∞δ,k(xˆj ; dl)∣∣∣2 (5.4)
for a given constant ρ ∈ (0, 1). In computation, β is determined by using the bisection
algorithm (see [34]). Note that β is unique if certain assumption is satisfied (see [29]).
Then the approximation function happ is updated by happ +△h. Further, define the
error function
Errk :=
1
nd
nd∑
l=1
 nf∑
j=1
∣∣(Fdl,k[happ]) (xˆj)− u∞δ,k(xˆj ; dl)∣∣2

1
2
 nf∑
j=1
∣∣u∞δ,k(xˆj ; dl)∣∣2
−1/2 .
Then the iteration is stopped if Errk < τδ, where τ > 1 is a fixed constant.
Remark 5.2. For a positive integer M ∈ N+ let h = 2R/(M + 5) and ti =
(i + 2)h − R. Then the spline basis functions of RM can be defined as φi,M (t) =
φ((t− ti)/h), i = 1, 2, . . . ,M, where
φ(t) :=
k+1∑
j=0
(−1)j
k!
(
k + 1
j
)(
t+
k + 1
2
− j
)k
+
with zk+ = z
k for z ≥ 0 and = 0 for z < 0. In this paper, we choose k = 4, that is,
φ is the quantic spline function. Note that φi,M ∈ C3(R) with support in (−R,R).
See [24] for details.
Remark 5.3. In the numerical experiments, the solution of the scattering prob-
lem will be computed numerically as follows.
1) The synthetic far-field data of the scattering problem is generated by using
the RCIP method introduced in Section 3.1 to solve the boundary integral equations
(2.14) and (2.33), in which we choose the parameter ρ = 1.
2) In each iteration, we use the boundary integral method proposed in Remark
2.9 to get the numerical solution of the scattering problem to avoid the inverse crime
and to reduce the complexity of the computation. Precisely, assume that u(x; d) =
ui(x; d) + ur(x; d) + us(x; d), d ∈ S1−, where us is the solution of the problem (NP)
with the boundary Γ replaced by Γapp := {(x1, x2) | x2 = happ(x1), x1 ∈ R}. Then
the scattered field us is defined to be of the form (2.34), where the density function
Φ = (ϕ1, ϕ2)
T is the solution to the integral equation (2.35). Here, the boundary
Γ appearing in (2.34) and (2.35) is also replaced by Γapp. Similarly as in Section
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3.1, the integral equation (2.35) can be numerically solved to get the approximated
values of Φ on the coarse mesh. Accordingly, the far-field pattern u∞ of the scattered
field us can be computed with the formula (2.36) (with Γ also replaced by Γapp).
Further, according to Theorem 5.1 and the RCIP method introduced in Section 3.1,
in order to compute the Frechet derivative at each iteration we need to compute
(d/ds)[(ν2△h)(du/ds)] + k2(ν2△h)u with △h ∈ RM at the Gauss points of each
panel for the coarse mesh of ΓappR := Γ
app ∩ BR. This can be done as follows. From
the formula (2.34) and the jump relation of the single-layer potential, the scattered
field us on ΓappR is of the form
us(x) = (Sk,ΓappR →ΓappR ϕ1)(x) + (Sk,∂B−R→ΓappR ϕ2)(x), x ∈ Γ
app
R . (5.5)
Then the approximated values uscoa of the scattered field u
s at the Gauss points for
the coarse mesh of ΓappR are computed as
uscoa = QLfinΦfin, (5.6)
where Q is a restriction operator which performs panel-wise 15-degree polynomial
interpolation in parameter from a grid on the fine mesh to a grid on the coarse mesh,
LfinΦfin is the discretization of the formula (5.5) on the fine mesh, and Φfin is the
approximated values of Φ on the fine mesh which can be obtained by using a post-
processor proposed in [30, Section 7]. Note that the approximated values uscoa in
(5.6) can also be obtained by using the method in [30, Section 5]. In this manner, the
approximated values of the total field u at the Gauss points for the coarse mesh of ΓappR
are thus obtained from (5.6). Moreover, on each panel for the coarse mesh of ΓappR ,
we use the 15-degree polynomial interpolation to approximate the total field u on
ΓappR . Finally, the first and second derivatives of the interpolation polynomial can be
computed to obtain the approximated values of (d/ds)[(ν2△h)(du/ds)] + k2(ν2△h)u
on ΓappR .
Now we are ready to propose the Newton-type iteration algorithm for the inverse
problem. Motivated by [6], we use multi-frequency far-field data in order to get an ac-
curate reconstruction of the surface profile h. Generally speaking, the lower frequency
data are used to get the main profile of the boundary, whereas the higher frequency
data can be applied to get a refined reconstruction. The step of the algorithm is given
as follows.
Algorithm 5.1. Given the far-field data u∞δ,km(xˆj ; dl), j = 1, 2, . . . , nf , l =
1, 2, . . . , nd, m = 1, 2, . . . , N , with xˆj ∈ S1+, dl ∈ S1− and k1 < k2 < · · · < kN .
1. Let happ be the initial guess of h. Set i = 0 and go to Step 2.
2. Set i = i+ 1. If i > N , then stop the iteration; otherwise, set k = ki and go
to Step 3.
3. If Errk < τδ, go to Step 2; otherwise, go to Step 4.
4. Solve (5.3) with the strategy (5.4) to get an updated function △h. Let happ
be updated by happ +△h and go to Step 3.
5.2. Numerical examples of the inverse problem. In this section, several
numerical experiments are carried out to demonstrate the effectiveness of the inversion
algorithm. We begin with the following assumptions in all numerical experiments.
1) In each example we use multi-frequency data with the wave numbers k =
1, 2, 3, . . . , N, where N is the total number of frequencies. Further, we choose
N ≤ 36 and the auxiliary curve Γ˜ is taken to be a circle with radius r = 0.1. It is
easily seen that kr with k = 1, 2, . . . , 36, are not the zeros of the Bessel function
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Jn for any integers n. Then, by Remark 2.5 it is valid to use the integral equation
(2.14) to solve the Neumann problem (NP) for all examples.
2) To generate the synthetic data and to compute the Frechet derivative in each
iteration, for the coarse mesh, we choose the number of panels on each smooth
component npan to be the nearest integer of 0.6 ∗ k + 18 for each wave number k.
And for the fine mesh, we choose the number of subdivisions to be nsub = 30.
3) We measure the half-aperture (that is, the measurement angle is between 0 and
pi) far-field pattern with 200 equidistant points. The noisy data u∞δ,k are ob-
tained as u∞δ,k = u
∞
k + δζ‖u∞k ‖L2(S1+)/‖ζ‖L2(S1+), where ζ is a random number
with Re(ζ), Im(ζ) belonging to the standard normal distribution N(0, 1). For all
cases, we choose the noisy ratio δ = 5%.
4) We set the parameters ρ = 0.8 and τ = 1.5.
5) In each figure, we use solid line ’-’ and dashed line ’- -’ to represent the actual
curve and the reconstructed curve, respectively.
6) In all examples, for the shape of the local perturbation of the infinite plane we
assume that supp(h) ∈ (−1, 1); we further choose R = 1 and use the smooth
curves which are not in RM .
Example 1. We first consider the surface profile h(x1) = φ((x1 + 0.2)/0.3) −
0.8φ((x1 − 0.3)/0.2), where φ is defined in Remark 5.2. We use the measured far-
field data for two incident fields ui(x; dl), l = 1, 2, with d1 = (cos(−pi/3), sin(−pi/3))
and d2 = (cos(−2pi/3), sin(−2pi/3)). The auxiliary curve Γ˜ is chosen to be the circle
centered at [−0.3,−0.4] and of radius r = 0.1. For the inverse problem, we choose
the number of the spline basis functions to be M = 40 and the total number of
frequencies to be N = 13. Figure 5.1 shows the reconstructed curves at k = 1, 5, 9, 13,
respectively.
Example 2. We now consider the surface profile defined by
h(x1) =
{
0.5 exp
[
16/(25x21 − 16)
]
cos(4pix1), |x1| < 4/5,
0, |x1| ≥ 4/5.
We use the measured far-field data for two incident fields ui(x; dl), l = 1, 2, with
d1 = (cos(−pi/3), sin(−pi/3)) and d2 = (cos(−2pi/3), sin(−2pi/3)). The auxiliary curve
Γ˜ is chosen to be the circle centered at [0,−0.6] and with radius r = 0.1. For the
inverse problem, the number of the spline basis functions is taken to be M = 40
and the total number of frequencies is taken to be N = 33. Figure 5.2 shows the
reconstructed curves at k = 1, 11, 22, 33, respectively.
Example 3 (multi-scale profile). In this example, we consider a multi-scale
profile given by
h(x1) =
{
exp
[
16/(25x21 − 16)
]
[0.5 + 0.1 sin(16pix1)] sin(pix1), |x1| < 4/5,
0, |x1| ≥ 4/5.
This function is made up of two scales, that is, the macro-
scale part 0.5 exp
[
16/(25x21 − 16)
]
sin(pix1) and the micro-scale part
0.1 exp
[
16/(25x21 − 16)
]
sin(16pix1) sin(pix1). We use the measured far-field data
for two incident fields ui(x; dl), l = 1, 2, with d1 = (cos(−pi/3), sin(−pi/3)) and
d2 = (cos(−2pi/3), sin(−2pi/3)). We choose the auxiliary curve Γ˜ to be the circle
with center at [0,−0.4] and radius r = 0.1. For the inverse problem, the number of
the spline basis functions is chosen to be M = 40. To capture the two-scale features
of the profile, we choose the total number of frequencies to be N = 36. Figure 5.3
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Fig. 5.1. The reconstructed curve (dashed line) at k = 1, 5, 9, 13, respectively, from 5% noisy
far-field data for two incident fields ui(x; dl), l = 1, 2, with d1 = (cos(−pi/3), sin(−pi/3)) and d2 =
(cos(−2pi/3), sin(−2pi/3)), where the real curve is denoted by the solid line.
presents the reconstructed curves at k = 6, 18, 24, 36, respectively. It is seen that
the macro-scale feature is captured at the lower frequency k = 6 (Figure 5.3, top
left) and the micro-scale feature is finally captured at the highest frequency k = 36
(Figure 5.3, bottom right).
6. Conclusion. We considered the scattering problem by a locally rough surface
on which the Neumann boundary condition is imposed. An equivalent novel integral
equation formulation was proposed for the direct scattering problem, and a fast and
efficient numerical algorithm was further given to solve the integral equation, based
on the RCIP Method previously introduced by J. Helsing. The far-field pattern of the
scattering problem can then be computed accurately by using the fast and efficient
integral equation solver. For the inverse problem, we proved that the locally rough
surface is uniquely determined from a knowledge of the far-field pattern associated
with incident plane waves. Further, a Newton-type iteration algorithm with multi-
frequency far-field data is also developed to reconstruct the locally rough surface,
where the proposed novel integral equation is applied to solve the direct scattering
problem in each iteration. Numerical experiments demonstrate that our inversion
algorithm is stable and accurate even for the case of multiple scale surface profiles. It
is interesting to extend our method to the three-dimensional Helmholtz and Maxwell
equations which are more challenging.
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