The immersed boundary method is both a general mathematical framework and a particular numerical approach to problems of fluid-structure interaction. In this paper, we describe the application of the immersed boundary method to the simulation of cardiovascular fluid dynamics, focusing on the fluid dynamics of the aortic heart valve (the valve which prevents the backflow of blood from the aorta into the left ventricle of the heart) and aortic root (the initial portion of the aorta, which attaches to the heart). The aortic valve and root are modeled as a system of elastic fibers, and the blood is modeled as a viscous incompressible fluid. Three-dimensional simulation results obtained using a parallel and adaptive version of the immersed boundary method are presented. These results demonstrate that it is feasible to perform three-dimensional immersed boundary simulations of cardiovascular fluid dynamics in which realistic cardiac output is obtained at realistic pressures.
I. Introduction
The immersed boundary method 1, 2 is a general mathematical framework for problems in which a rigid or elastic structure is immersed in a fluid flow, and it is also a numerical approach to simulating such problems. Fluid-structure interaction problems which may be simulated using the immersed boundary method include the dynamic interaction of a flexible heart valve leaflet and the blood in which it is immersed, the flapping of a flexible insect wing, and the flow over a rigid airfoil, as well as many others.
Generally speaking, the immersed boundary method treats fluid-structure interaction problems by coupling an Eulerian description of the fluid to a Lagrangian description of the structure. In the continuous setting, interaction between fluid and structure variables is mediated by integral transforms with Dirac delta function kernels. When the continuous immersed boundary formulation is discretized for computer simulation, the Dirac delta function kernels are replaced by regularized versions of the delta function. This approach allows the fluid variables to be treated using efficient Cartesian grid methods while allowing for a fully Lagrangian treatment of the immersed structure. Moreover, the immersed boundary approach does not require the generation of body conforming meshes. Consequently, the immersed boundary method is well-suited for problems in which the structure undergoes significant movement or is subject to large deformations.
Although the immersed boundary method is broadly applicable to problems of fluid-structure interaction, in the present paper, we focus on the application for which the immersed boundary method was originally developed, 3, 4 namely cardiovascular fluid dynamics. Consequently, we shall restrict our attention to the case in which the structure is elastic and immersed in a viscous incompressible fluid.
a In the remainder of the paper, we provide an overview of the immersed boundary approach to modeling and simulating fluid-structure interaction, briefly describing recent extensions of this methodology. We also present threedimensional simulations of cardiovascular fluid dynamics obtained using a parallel implementation of an adaptive version of the immersed boundary methodology. In earlier work, we have presented whole-heart simulations of cardiac fluid dynamics, first with a uniform grid and shared-memory parallelization 8-10,b and more recently with an adaptive grid and distributed parallelization. 11, 12,c In this paper, we present results from the application of this methodology to the simulation of the fluid dynamics of the aortic heart valve (the valve which prevents backflow from the aorta into the left ventricle of the heart) and aortic root (the base of the aorta, which attaches to the heart), including both the opening and closing phases of the valve, obtaining three-dimensional immersed boundary simulations of cardiac ejection in which realistic cardiac output is obtained at realistic blood pressures.
II. The immersed boundary method

II.A. Mathematical formulation
In the immersed boundary approach to fluid-structure interaction, the viscous incompressible fluid is described using the incompressible Navier-Stokes equations written in Eulerian form, whereas a Lagrangian formulation is used to describe the elasticity of the immersed elastic structure. In the present work, we assume that the fluid possesses a uniform mass density ρ and dynamic viscosity μ, and that the immersed elastic structure is neutrally buoyant.
d Letting x = (x, y, z) ∈ U denote Cartesian (physical) coordinates, where U is the physical domain, letting (q, r, s) ∈ Ω denote Lagrangian (material) coordinates attached to the structure, where Ω is the Lagrangian coordinate domain, and letting X(q, r, s, t) ∈ U denote the physical position of material point (q, r, s) at time t, the equations of motion are
a Rigid immersed structures can be treated by the standard immersed boundary method 5 and also by specialized variants of the basic immersed boundary methodology. 6 The immersed boundary method has also been used to treat the interaction of a rigid structure with a compressible fluid. 7 b See animations available online at http://www.math.nyu.edu/faculty/peskin/myo3D. c See animations available online at http://www.cims.nyu.edu/ ∼ griffith/heart anim. d Several alternative extensions of the immersed boundary method have been developed to treat the case in which the mass density of the immersed structure is different from that of the fluid, 1, [13] [14] [15] [16] [17] [18] and work underway at the Courant Institute and elsewhere aims to develop a version of the method which treats the case that the viscosity of the structure is different from that of the fluid.
Eqs. (1) and (2) are the incompressible Navier-Stokes equations, which are written in terms of the fluid velocity u(x, t) and pressure p(x, t), along with a body force f (x, t) which is the Eulerian elastic force density (i.e., the elastic force density with respect to the Cartesian coordinates x = (x, y, z)) applied by the structure to the fluid. Eq. (5) indicates that the Lagrangian elastic force density (i.e., the elastic force density with respect to the curvilinear coordinates (q, r, s)) generated by the elasticity of the structure is determined by a time-independent mapping of the configuration of the immersed structure.
e Next, we turn our attention to the two Lagrangian-Eulerian interaction equations, Eqs. (3) and (4) . Both equations employ integral transformations which use the three-dimensional Dirac delta function δ(x) = δ(x) δ(y) δ(z) to convert between Lagrangian and Eulerian quantities. Eq. (4) states that the structure moves at the local fluid velocity, i.e., ∂X ∂t (q, r, s, t) = u(X(q, r, s, t), t),
which is the no-slip condition of a viscous fluid. The delta-function formulation in Eq. (4) is equivalent to Eq. (6) but has the advantage that it can be discretized to obtain an interpolation formula, see Eq. (13), below. In this context, the no-slip condition is used to determine the motion of the immersed elastic structure rather than to constrain the motion of the fluid. Note that the no-slip condition will also appear below as a physical boundary condition for the fluid along the boundary of the physical domain U . The remaining interaction equation, Eq. (3), converts the Lagrangian elastic force density F into the equivalent Eulerian elastic force density f . It is important to note that generally F(q, r, s, t) = f (X(q, r, s, t), t); however, F and f are nonetheless equivalent as densities. This can be seen as follows. Let V ⊆ U be an arbitrary region in U , and let X −1 (V, t) = {(q, r, s) : X(q, r, s, t) ∈ V } denote the set of all material points which are physically located in region V at time t. We verify that F and f are equivalent densities by computing
F(q, r, s, t) dq dr ds.
Thus, the total force applied to the region V at time t is equal to the total force generated by the material points which are physically located in the region V at time t.
To complete the description of the problem, we must describe the boundary and initial conditions. Along the boundary of the physical domain U , we impose no-slip boundary conditions for the tangential components of the fluid velocity along with either no-penetration boundary conditions or normal traction boundary conditions. Since the fluid is incompressible and Newtonian, the combination of no-slip tangential velocity boundary conditions and normal traction boundary conditions can be seen to be equivalent to prescribing boundary conditions for the pressure p. It is convenient to use such prescribed-pressure boundary conditions to connect the model of the aortic root to reduced models of the heart (at the upstream boundary) and the systemic arterial tree (at the downstream boundary). To determine appropriate initial conditions, we assume that the fluid is initially at rest, that the structure is initialized in an unstressed configuration, and that there is no applied normal traction along the boundary at the initial time t = t 0 . Consequently, u ≡ 0 at time t = t 0 . Although the pressure p is not a state variable for an incompressible fluid and does not require an initial condition, in this case it follows that p ≡ 0 at time t = t 0 .
II.B. A fiber-based model of tissue elasticity
In the present work, we describe the properties of the aortic valve and aortic root in terms of a system of elastic fibers. In the case of the valve, these fibers can be viewed as representing the collagen fibers which support the significant pressure load borne by the closed valve when the left ventricle is relaxed, and in the case of the vessel, these fibers can be viewed as representing the smooth muscle, elastin, and collagen that give the vessel wall its strength.
e To simulate the more complicated case of the contraction and relaxation of cardiac muscle tissue, it is necessary that F be a time-dependent mapping. Heart valves are passive structures, however, and therefore their elastic properties may be considered to be time independent.
Suppose that the Lagrangian coordinates (q, r, s) have been chosen so that each fixed value of (q, r) labels a particular fiber. Thus, for a fixed value of the pair (q, r) = (q 0 , r 0 ), the mapping s → X(q 0 , r 0 , s) is a parametric representation of the fiber labeled by (q 0 , r 0 ). Let τ = ∂X/∂s/ |∂X/∂s| denote the unit tangent vector aligned with the fiber direction, and let T = σ (|∂X/∂s| ; q, r, s) denote the fiber tension, which is defined so that T τ dq dr is the force generated by the fiber bundle dq dr. In this case, it is possible to demonstrate 19 that the Lagrangian elastic force density is expressed by
Note that although fiber-based elasticity models are convenient for describing anisotropic materials such as the leaflets of the aortic heart valve or cardiac muscle tissue, the immersed boundary framework does not require the use of fiber-based models. For instance, it is straightforward to use with the immersed boundary method any elasticity model which computes nodal forces (or force densities) from nodal positions. In particular, it is possible to employ a nodal finite element model to describe the elasticity of the structure and to compute F from X. The discretizations of the Lagrangian-Eulerian interaction equations, Eqs. (3) and (4), both employ the same regularized version of the Dirac delta function, denoted δ h (x). We take the three-dimensional regularized delta function δ h (x) to be the tensor product of one-dimensional regularized delta functions, i.e.,
In the present work, we define the three-dimensional regularized delta function δ h (x) in terms of the fourpoint one-dimensional regularized delta function described in Ref.
1. The construction of this one-dimensional regularized delta function must be altered near boundaries in the computational domain. In three spatial dimensions, δ h (x) has a support of 4 × 4 × 4 = 64 grid cells. Letting X q,r,s denote the position of curvilinear mesh node (q, r, s), and letting F q,r,s denote the discretization of the Lagrangian elastic force density evaluated at curvilinear mesh node (q, r, s), the discretization of Eq. (3) is
where f i,j,k denotes the discretization of the Eulerian elastic force density at the centers of the Cartesian grid cells. Similarly, Eq. (4) is discretized as
where u i,j,k denotes the discretization of the Eulerian fluid velocity at the centers of the Cartesian grid cells. Employing the same regularized delta function both to interpolate the fluid velocity from the Cartesian grid to the curvilinear mesh and to spread the Lagrangian elastic force density from the curvilinear mesh to the Cartesian grid ensures that momentum, force, torque, and power are all conserved during LagrangianEulerian interaction. 1 Moreover, since in the present case the immersed structure is neutrally buoyant, energy is also conserved during Lagrangian-Eulerian interaction. 
II.D. Adaptive mesh refinement and other implementation details
In the results presented in Sec. III, we employ a cell-centered Godunov-projection method to solve the incompressible Navier Stokes equations on an adaptively refined hierarchical Cartesian grid like that of Fig. 1 (see  also Fig. 6 ). The locally refined grid is constructed in a manner which ensures that the immersed structure remains covered throughout the simulation by the grid cells which comprise the finest level of the hierarchical Cartesian grid. To prevent complicating the discretization of the equations of Lagrangian-Eulerian interaction, additional Cartesian grid cells are added to the finest level of the locally refined grid to ensure that for each curvilinear mesh node (q, r, s), the support of the regularized delta function centered about X q,r,s is also covered by the grid cells which comprise the finest level of the locally refined grid. Consequently, we are able to employ the standard discrete Lagrangian-Eulerian interaction equations, Eqs. (12) and (13), without modification in the adaptive scheme. We have described a version of the Godunov-projection method employed in the present work, along with the use of this incompressible flow solver in the context of the immersed boundary method, previously.
2, 11, 12
This version of the immersed boundary method is only semi-implicit and therefore stability considerations require the use of small timesteps. The primary differences between the scheme used in the present work and that described in Refs. 2, 11, 12 are summarized as follows: (1) We have found that the L-stable implicit treatment of the viscous terms in the incompressible Navier-Stokes equations used in Refs. 2, 11, 12 does not appear to yield any noticeable improvement in the stability of the scheme or in the quality of the numerical results when compared to the simpler Crank-Nicolson scheme. Consequently, in the present work we employ the more computationally efficient Crank-Nicolson scheme, which is A-stable but not L-stable. 22 quadratic interpolation is employed at coarse-fine interfaces to compute cell-centered values located in the ghost cells located on the "coarse side" of coarse-fine interfaces. In the method of Refs. 11,12, simpler linear interpolation was used at coarse-fine interfaces. (4) No-slip and no-penetration physical boundary conditions for the fluid are specified using methods introduced by Brown, Cortez, and Minion, 23 and normal traction boundary conditions are specified using methods by Yang and Prosperetti.
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III. Simulating the fluid dynamics of the aortic heart valve
We have applied our adaptive version of the immersed boundary method to simulate the fluid dynamics of the aortic valve and aortic root. Our construction of the aortic valve was based on the mathematical theory of the fiber architecture of aortic heart valve leaflets described by Peskin and McQueen 25 (see Fig. 2 ), and the shape of our model aortic root was based on the idealized geometric description of Reul et al., which was derived from angiographic films from 206 healthy patients (see Fig. 3 ). The dimensions of the model vessel were based on measurements of human aortic roots harvested after autopsy which had been pressurized to a normal systolic pressure of 120 mmHg. 27 The model valve was sized so that it fits within the model aortic root.
The upstream inlet of the aortic root is connected via a semi-rigid tube to the z = 0 cm boundary of the fluid domain, where time-dependent pressure boundary conditions are prescribed, and the downstream outlet of the aortic root is connected to the z = 15 cm boundary of the fluid domain. The simulation proceeds as follows: During an initial pressurization phase, the pressure at the outlet is raised from 0 to 85 mmHg. Once the pressure at the outflow boundary reaches 85 mmHg, the pressure at that boundary is subsequently determined via a 3-element Windkessel model which has been fit to human data 28 (note that we use the 3-element Windkessel model of Ref. 28 , not the 4-element Windkessel model described in that same paper). Once the downstream portion of the vessel has been pressurized, the pressure at the inflow boundary rises from 0 mmHg (corresponding to diastole, when the heart is relaxed) to 120 mmHg (corresponding to systole, when the heart contracts) over the course of 0.1 s. The upstream pressure remains at 120 mmHg for 0.2 s, and then, over the course of 0.1 s, returns to a resting value of 0 mmHg. Simulation results are presented in Figs. 4-7. Note that in Fig. 5 it is clear that there is essentially no pressure drop across the valve once it opens, and that after the valve closes, it maintains a significant pressure load.
The familiar "lub-dup" heart sounds are caused by the closure of the heart valves, with the "lub" resulting from the closure of the mitral and tricuspid valves early in systole, and the "dup" resulting from the closure of the aortic and pulmonic valves at the end of systole. Note that the "dup" heart sound is clearly visible in the flow record presented in Fig. 7 . It is also visible in the computed pressure waveforms (data not shown). Moreover, once the valve closes, it remains closed for the remainder of the simulation and allows no regurgitation. Stroke volume for this simulation is approximately 90 ml, which is within the physiological range.
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IV. Conclusions
In this paper, we have described the immersed boundary method for simulating the interaction of an elastic structure and a viscous incompressible fluid, and we have presented results obtained by applying this method to the simulation of cardiovascular fluid dynamics. Moreover, we have demonstrated that it is feasible to perform three-dimensional immersed boundary simulations of cardiac ejection in which realistic cardiac output is obtained at realistic blood pressures. Although such simulations require a significant amount of computing resources at the present time, we believe that the development of effective implicit time discretization schemes for the immersed boundary method will result in a significant improvement in efficiency. By building on recent work on implicit immersed boundary methods, [30] [31] [32] we expect that it will be possible to reduce substantially the computational cost of the immersed boundary method, increasing its utility not just for simulating cardiovascular fluid dynamics but for a broad range of fluid-structure interaction problems.
