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Zusammenfassung
Die genaue Beschreibung experimenteller Daten, die mit Hochenergie-Beschleunigern
gemessen wurden, ist der Schlu¨ssel, um die Physik der mikroskopischen Welt im hoch-
energetischen Bereich zu verstehen. Physikalische Observablen werden experimentell
mit Hilfe der Spuren gemessen, welche energiereiche Teilchen (z.B. Hadronen, Lepto-
nen, Photonen) in den Detektoren hinterlassen, wa¨hrend theoretische Vorhersagen im
Rahmen des Standardmodells der Teilchenphysik na¨herungsweise berechnet werden.
Insbesondere wird die Dynamik der stark wechselwirkenden Teilchen (d.h. Hadronen)
durch die Wechselwirkungen zwischen den elementaren Bausteinen simuliert, aus denen
diese Teilchen bestehen und deren Physik durch die Quantenchromodynamik (QCD)
beschrieben wird. Korrekturen zum partonischen Modell (z.B. Hadronisierung, Under-
lying Events, . . . ) ko¨nnen mit pha¨nomenologischen Modellen berechnet werden, deren
Parameter an experimentellen Daten gefittet werden mu¨ssen. Auf der partonischen
Ebene werden Prognosen durch Verwendung einer perturbativen Entwicklung in der
starken Kopplungskonstanten berechnet. In der Praxis beeintra¨chtigen oft die kinema-
tischen Restriktionen (aufgrund der Definition einiger Observablen) auf dem Phasen-
raum des Endzustandes die Genauigkeit dieser Entwicklung. Eine Mo¨glichkeit, die
theoretischen Vorhersagen zu retten, wird mittels eines mathematischen Verfahrens
gegeben, welches Resummation genannt wird.
In der vorliegenden Dissertation untersuchen wir die Ursache des Problems und
diskutieren zwei unterschiedliche Methoden zur QCD-Resummation im Rahmen von
zwei pha¨nomenologischen Anwendungen. Einerseits wird die Verteilung der Thrust-
Variablen in e+e− Kollisionen mittels RG-Evolutionsgleichungen im Laplace-Raum-
Formalismus zur NNLL-Genauigkeit resummiert. Andererseits pra¨sentieren wir eine
allgemeinere Methode, welche auf eine grosse Klasse von Observablen angewendet wer-
den kann. Daru¨ber hinaus schlagen wir eine neue Erweiterung des Algorithmus vor um
NNLL-Genauigkeit zu erreichen. Als pha¨nomenologische Anwendung untersuchen wir
die Resummation der Transversalimpuls-Verteilung des fu¨hrenden Jets im Rahmen der
Farb-Singulett-Produktion (z.B. Higgs-Boson) in hadronischen Beschleunigern.
Abstract
The precise description of experimental data measured at high energy colliders is the
key to understand the physics of the microscopic world in this energy regime. Physical
observables are measured experimentally by using the traces that energetic particles
(e.g. hadrons, leptons, photons) leave in the detectors, whilst theoretical calculations
are carried out using approximate solutions to the quantum theory of fundamental
forces. In particular, the dynamics of strongly interacting particles (i.e. hadrons) is
simulated through the interactions among the elementary building blocks they are made
of, whose physics is described by Quantum Chromodynamics (QCD). Corrections to the
partonic picture (e.g. hadronisation, underlying events, . . . ) can be subsequently com-
puted using phenomenological models whose parameters have to be tuned on existing
experimental data. At the partonic level, predictions are obtained using a perturbative
expansion in the strong coupling constant. Often in practice the kinematical constraints
(due to the definition of some observables) on the final state particles spoil the accu-
racy of the latter expansion. One way to rescue the theoretical prediction is through a
mathematical procedure called resummation.
In the present thesis we examine the origin of the problem and discuss two different
approaches to QCD resummation in the context of two phenomenological applications.
On the one hand, the thrust distribution in e+e− collisions is resummed to NNLL
accuracy using RG evolution equations in the Laplace space formalism. On the other
hand, we present a more general method which can be applied to a wide class of
observables and furthermore we propose a novel extension of the algorithm to achieve
NNLL accuracy. As a phenomenological application, we consider the resummation
of the leading jet’s transverse momentum distribution in the context of colour-singlet
production (e.g. Higgs boson) at hadron colliders.
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1Introduction to the Standard
Model of particle physics
The current status of elementary particle physics underlines the remarkable success of
the theoretical efforts made in the last decades to model the microscopic behaviour of
nature. The most impressive achievement of such efforts is a quantum theory which
nowadays can describe three of the four fundamental forces present in nature. The Stan-
dard Model (SM) of particle physics is a quantum-field-theory (QFT) which explains
the interaction between elementary matter’s building blocks in terms of the exchange of
quantum fields. It succesfully describes the electro-magnetic force and the two nuclear
forces (weak and strong) and it has been succesfully tested in minute detail throughout
the years in many collider experiments such as SPS, LEP, HERA, Tevatron and the
LHC. Gravitation, although being the most evident force for people in everyday’s life, is
the weakest of the four forces and its strength can be safely neglected at normal collider
energy scales. At macroscopic scales it is very well described by General Relativity 1,
but a proper quantum description at the microscopic level is still an open issue.
The SM is a gauge theory with local gauge symmetry SU(3)C ⊗ SU(2)L ⊗ U(1)Y . It
consists of two different quantum field theories describing two different interactions.
The electro-weak sector is described by the symmetry group SU(2)L ⊗U(1)Y which is
spontaneously broken at the electro-weak scale (∼ 100 GeV) according to the Higgs-
Brout-Englert [1–5] mechanism. At low energy it is well approximated by the two effec-
tive thories of Quantum-Electrodynamics (QED) -responsible for the electro-magnetic
interaction- and Fermi’s theory which describes the weak nuclear interaction. The
symmetry-breaking mechanism gives mass to all particles in the SM and it is being
tested with very high precision at the CERN’s Large Hadron Collider (LHC). The
strong sector has gauge symmetry SU(3)C and it describes the strong nuclear inter-
action between the elementary constituents of hadrons (e.g. nucleons). This sector is
1Though important discrepancies show up at cosmological scales
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called Quantum-Chromodynamics and we will focus on it in the next chapters of this
thesis. The reader may refer to Refs. [8–10] for an exhaustive discussion of the SM.
The particle content of the SM consists of six types of leptons (e.g. electron, muon,
neutrinos,...) grouped into three families (generations) according to the lepton flavour
quantum number. They interact among themselves through electro-weak (EW) interac-
tion, carried by the three weak bosons W±, Z0 (massive) and the photon γ (massless).
Additionally, the strong sector contains six types of quarks which are classified into
three families according to their flavour. They interact with each other both through
EW force and through the exchange of gluons, i.e. vector bosons which mediate the
strong nuclear (colour) force. Moreover they interact with leptons through the electro-
weak sector. Finally, the currently most popular SM particle is a scalar boson which
embodies the remnants of the symmetry breaking process: the Higgs boson. The hunt
for the Higgs boson went on for almost four decades until the two main experiments at
the LHC (ATLAS and CMS) announced the discovery of a particle with very similar
features in July 2012 [6, 7]. This discovery is a further confirmation of the extraordinary
success of the SM and brings many new questions concerning the structure of nature at
higher energy scales. Despite it being a remarkable theory, the SM is not able to answer
many open questions in particle physics (e.g. CP violation for baryonic asymmetry,
Dark matter, ...) and furthermore it suffers from some theoretical pathologies (e.g.
fine tuning). The SM is further challenged by some small discrepancies (e.g. quark
mixing parameters) between the theory and experimental data. Such problems may be
an initial hint of the presence of a wider and more general theory of which the SM is
just an effective model. A lot of work is being carried out by the theorists in order to
understand such problems and many extensions to the SM have been formulated in the
literature throughout the years.
Precise predictions for the SM processes are required in order to address these issues
and to measure the SM parameters with high enough precision so as to unveil the dis-
crepancies with the data. To this end many new computational methods have been
proposed in the last decades which allow us to perform precise calculations of the rel-
evant SM processes. The recent discovery of the Higgs-like boson at the LHC would
not have been possible without the theoretical simulations obtained with such meth-
ods. In the present thesis we will analyse some of these tools, which are relevant to
understand the QCD radiation in high energy collisions and allow us to obtain reli-
able predictions for the relevant physical quantities when the standard perturbative
approach fails. Chapter 2 contains an introduction to QCD and a discussion of the
main properties that will be needed throughout the thesis. In Chapter 3 we discuss
some issues of the perturbative approach and present a way to heal them, introducing
the concept of resummation. In Chapters 4, 5 and 6 we present some detailed phe-
nomenological applications to e+e− annihilations and to hadron colliders in the context
2
of Higgs-boson production, respectively. Finally, Chapter 7 contains the conclusions
and perspectives for future research work in this area.
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This chapter contains an introduction to perturbative Quantum Chromodynamics in-
troducing the main concepts that will be used in the rest of the thesis. For an exhaustive
description of the theory model and its properties, the reader may refer to the following
text books [11–13].
2.1 Origin of QCD and SU(3)
Quantum Chromodynamics (QCD) is the Standard Model sector which describes the
strong nuclear interaction among hadrons (e.g. protons, neutrons,...). In the context
of the quark model, hadrons are made of elementary building blocks called quarks.
Nowadays we can describe the whole observed hadronic spectrum by combining six
quark types (and respective antiparticles) which differ in mass and additional quantum
numbers as reported in Tab. ??. A new quantum number, the flavour, is associated
Quark Charge Mass Baryon Number Isospin
u +23 ∼ 4MeV 13 +12
d −13 ∼ 7MeV 13 −12
s −13 ∼ 135MeV 13 0
c +23 ∼ 1.5GeV 13 0
b −13 ∼ 5GeV 13 0
t +23 ∼ 175GeV 13 0
Table 2.1: The six quark types ordered by their masses. Baryon number and Isospin as
well as their electric charges are also reported.
to each quark type (e.g. u, d, s,...). The first three quarks are light enough with
5
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respect to the typical hadronic scale (∼ 1GeV) and their masses can be neglected at
high energies. One can thus consider the first three quark types as different states of
the same particle. As a consequence, the light hadronic spectrum can be organized
according to the irreducible representations of the symmetry group SU(3)Flavour, which
can be seen as an extension of the SU(2)Isospin symmetry between the quarks up (u) and
down (d). This assumption led to the static quark model proposed by M. Gell-Mann,
Y. Dothan and Y. Ne’eman [14]. Such a model fails once we take into account the
heavier quark types since flavour symmetry is broken by mass effects. Nevertheless,
it provides a remarkably good description of the spectrum of (light) hadrons that can
be obtained as a combination of the three light quarks. Such hadrons can be classified
into two categories. They can be bound states made of either three quarks plus any
number of quark-antiquark pairs (baryons with baryon number 1) or quark-antiquark
pairs (mesons with baryon number 0). So far only the plain qqq and qq¯ states have
been observed in nature. The success of this model is mainly due to the discovery of
the Ω− hadron, as it was previously predicted by the theory.
The flavour quantum number alone does not always provide a reliable description of
the hadronic spectrum. The canonical example is the baryonic resonance ∆++ which
is a composite state of three valence up quarks and has spin Jz = +3/2:∣∣∆++; +3/2〉 = |u ↑〉 |u ↑〉 |u ↑〉 . (2.1)
This situation would imply a violation of Pauli’s spin-statistic theorem. The Pauli-
principle can be restored by introducing a new degree of freedom called colour [15] and
assuming that the resonance’s colour wave function is completely antisymmetric:




εijk |ui ↑〉 |uj ↑〉 |uk ↑〉 , (2.2)
where εijk is the Levi-Civita tensor. So each quark state must be invariant under the
rotations of some symmetry group. A good candidate is the special unitary group
SU(N)Colour. This choice provides an excellent description of experimental data, which
allows one to set the number of colours to three (N = 3). The choice of the SU(3)Colour
symmetry stems from the fact that coloured hadronic states were never observed at
collider experiments. This leads to the assumption that all hadrons must be in a
colour-singlet state. If we assume that the quarks (antiquarks) live in the fundamental
(antifundamental) representations of SU(3)Colour, we see that the only way to produce
colour-singlets is through a composition of either a quark-antiquark pair or three quarks
(Eq. 2.3)
3⊗ 3¯ = 8⊕ 1,
3⊗ 3⊗ 3 = 10⊕ 8⊕ 8⊕ 1, (2.3)
6
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in agreement with the static quark model and experimental observations. The symme-
try group is unitary for the same reason. If one assumed the existence of an SO(3)Colour
symmetry instead, then the composition of two quarks would lead to a colour singlet,
in contrast with the experimental data. The success of the colour symmetry suggests
that the strong nuclear interactions can be described by a gauge theory with gauge
group SU(3)Colour. In this model, fermions (quarks) transform according to the fun-
damental (three-dimensional) representation while the massless gauge bosons (gluons)
transform according to the (eight-dimensional) adjoint representation. Note that this
is in close analogy with Quantum Electrodynamics (QED). However, unlike the photon
(electrically neutral), QCD contains eight gluons which carry colour charge.
2.2 The QCD Lagrangian
QCD is a non-abelian and renormalizable Yang-Mills theory [16] whose dynamics is
described by the following Lagrangian
LQCD = LYM + Lgauge-fixing + Lghost . (2.4)
The term LYM in Eq. 2.4 is invariant under local SU(3)Colour gauge transformations. It
can be constructed starting from the Dirac Lagrangian by demanding local SU(3)Colour
gauge invariance and it contains the kinetic terms of quark and gluon fields and all
the quark-gluon and gluon-gluon interaction vertices. Adopting Einstein’s summation












Fµν, aF aµν , (2.5)
where the sum runs over all quark flavours f . The field strength tensor F aµν and the
covariant derivative /D can be written in terms of the gluon field Aaµ as
F aµν = ∂µA
a












(mq)ij = mqδij . (2.8)
In the above equations gs is the bare gauge coupling, T
a
ij the generators of the SU(3)
gauge group in the fundamental representation and fabc are its structure constants.
The gauge-fixing term Lgauge-fixing specifies the gauge choice and breaks gauge in-
variance. It allows one to define the gluon propagator unambiguously. Finally, the
ghost sector Lghost describes the dynamics of auxiliary, bosonic (ghost) fields η
a which
obey Fermi-Dirac statistics. Such unphysical fields are introduced to compensate for
7
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unphysical polarizations in 3-boson vertices and external gauge boson states. The pop-








where ξ is a parameter contributing only to the overall normalisation. The Lagrangian








As mentioned, the two terms Lgauge-fixing and Lghost break gauge symmetry by imposing
a particular gauge choice. However, a more general symmetry is still intact and was
first derived by C. Becchi, A. Rouet and R. Stora [17]. From LQCD it is possible to
derive the Feynman rules given in Figure 2.1.
A, µ p B, ν
: δAB
[
























: −gs fABC [(p− q)ρ gµν+
(q − r)µ gνρ+
(r − p)ν gρµ]
A, µ B, ν
C, ρ D, σ
: −igs fEACfEBD [gµνgρσ − gµσgνρ]
−igs fEADfEBC [gµνgρσ − gµρgνσ]
−igs fEABfECD [gµρgνσ − gµσgνρ]
Figure 2.1: QCD Feynman rules in the covariant gauge.
2.2.1 Renormalisation and asymptotic freedom
To compute physical quantities in collider experiments, we rely on a perturbative ap-





Such an approximation is justified as long as the expansion parameter αs is much
smaller than one. In the present section we will go through the properties of the run-
ning coupling constant and show that the perturbative treatment is well motivated.
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2.2 The QCD Lagrangian
The Lagrangian 2.4 by itself does not allow one to compute precise predictions of phys-
ical observables. The main issue shows up when one computes radiative corrections to
any QCD process. In computing the virtual (loop) corrections one encounters diver-
gences when the particle running in the loop has very large momentum∫
d4k
1


















ln Λ . (2.12)
In the quantum field theory formulation, such a particle is virtual and its momentum
can take any value. This clearly allows the virtual particle to probe an unphysical region
and such an approximation gives rise to the divergences mentioned above. Singularities
of this type are called Ultra-Violet (UV) divergences and in renormalisable theories they
can be completely subtracted through a redefinition of the free parameters in the La-
grangian (i.e. strong coupling constant and quark masses). The redefined parameters
are set to their physical values and can be determined directly by comparing the the-
ory prediction to experimental data. The mathematical machinery of UV-divergences
subtraction is called renormalisation and it is one of the most important ingredients for
a perturbative treatment of quantum field theories. As a first step one needs to single
out all the possible UV divergences. To do so, we need to introduce a regulator which
allows us to compute the divergent integrals. Several choices are possible, but the most
commonly used is Dimensional Regularisation (DR) [18] which preserves gauge and
Lorentz invariance. Throughout this thesis we make use of DR in 4 − 2ǫ dimensions.
In the context of DR the divergences show up as poles in the parameter ǫ. Once they
have been isolated, we subtract them by absorbing them into the Lagrangian parame-
ters. This procedure gives the Lagrangian parameters an anomalous dimension which
is responsible for their running as a function of the scale at which they are evaluated.
The running is described by Renormalisation Group Equations (RGE) and it leads to
the two main properties that allow for a perturbative treatment of QCD. The RGE for
























The perturbative series in the r.h.s. of the previous equation is called β-function. Its
coefficients can be computed in perturbation theory and are reported in Appendix A.1.











where µ0 is some initial scale at which the coupling is known and α¯s = αs/(2π). The
scale µ is known as renormalisation scale and it defines the scale at which the sub-
traction of divergences occurs. From Eq. 2.14 it follows that αs → 0 when µ → ∞.
This property is known as asymptotic freedom and it is due to the sign of the first
coefficient (β0) of the β-function. Unlike QED, QCD’s β0 coefficient is positive if the
number of flavours is less than 33/2. In this case, we can perform the perturbative
expansion in αs at high energies since the strong coupling gets small in this regime and
the perturbative approach is justified. Physically, this means that in processes at large
momentum transfer, hadrons behave as collections of free (i.e. weakly interacting) par-
tons and perturbation theory offers an excellent approximation of the exact theoretical
description. At low scales, the strong coupling gets large and, in general, perturbation
theory fails in describing the experimental data. We can parametrise such a behaviour

















The scale ΛQCD marks the boundary between the perturbative and non-perturbative
regimes and it can be determined through a fit of experimental data. Its value is of
the order of ∼ 200MeV. Below such a scale the strong coupling constant gets very
large, consistently with the hypothesis of confinement and a non-perturbative analysis
is required.
The second relevant property follows from the RGE for the quark masses (which are free
parameters of the theory), which obeys the same asymptotic behaviour as the running
coupling does
lim
µ→∞m(µ) = 0, (2.17)
meaning that we can neglect the quark masses if the scale of the process (normally of
the order of the renormalisation scale) is much higher than the masses themselves. In
practice, at normal collider energies, this allows us to neglect all quark masses but the
top (t) and bottom (b) ones.
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2.3 Infrared structure of pQCD cross sections
2.3.1 Parton model and factorisation
Asymptotic freedom of QCD ensures that at high energies hadrons behave like bunches
of (almost) free partons (quarks and gluons). At such scales we can then factorise the
short-distance physics from the long-distance one. This assumption is formulated in
the parton model according to which one can compute hadronic cross sections in terms
of partonic cross sections. The main idea behind the parton model is that when two
highly energetic hadrons collide, the internal interactions are time dilated because of
the Lorentz boost, so the partons will be well separated in the transverse directions. It
follows that each parton in the colliding hadrons interacts incoherently since interac-
tions among partons within a hadron cannot interfere with the hard scattering because
they happen on longer time scales. Thus, an inclusive hadronic cross section σAB for




fa/A(µ)⊗ fb/B(µ)⊗ σˆab(µ), (2.18)
where the parton distribution functions (PDFs) fh/H(µ) describe the distribution of a
parton h in the hadron H. Long-distance effects are separated from the short-distance
scattering by the factorisation scale µ. The PDFs are hadron-dependent and do not
depend on the process. They cannot be computed using perturbative QCD and they are
extracted from experimental data assuming some phenomenological model. If specific
hadrons are produced in the final state, then Eq. 2.18 must be convoluted with some
parton fragmentation function describing the distribution of partons in the hadron
X. The factorisation of the hadronic cross section neglects power-suppressed terms
(∼ 1/Qm) which arise from hadronisation corrections and multiple (coherent) collisions
within a hadron (higher twist corrections). Its validity can be demonstrated for inclusive
enough quantities (i.e. Deeply Inelastic Scattering ) but in the general case no rigorous
(field theoretical) proof is available yet. In most cases of phenomenological interest
we want to analyse non-inclusive processes with some arbitrarily complicated physical
observable. In such cases the factorisation theorem is simply assumed to hold true.
The hard parton scattering cross section σˆab(µ) can be computed with the perturbative




ca′/a(µ)⊗ cb′/b(µ)⊗ σˆa′b′ , (2.19)
where now the cp′/p(µ) terms are coefficient functions describing the parton-in-parton
distribution due to the higher order corrections to the parton p and the evolution with
the factorisation scale µ. Both the cp′/p(µ) and the σˆa′b′ functions are well defined
11
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objects in perturbation theory and they are finite if the observable we are computing
is Infrared and Collinear (IRC) Safe. We will come back to this concept later on.
2.3.2 Infrared divergences
In the perturbative approach, a generic physical cross section σ(α¯s) can be expressed
as a power series in the strong coupling constant α¯s
σ(α¯s) = σ
LO + σNLO + . . . , (2.20)
where we omitted the dependence on the relevant scales in the process (e.g. renor-
malisation and factorisation scales, phase space cuts, masses, etc). Assuming that the






The cross section element reads
dσLO = dφ(m)|M (tree)m ({pi})|2J (m)({pi}), (2.22)











and J (m)({pi}) is a phase space function defining the physical observable we want to
compute, and specifying all the necessary phase space cuts.
Beyond leading order, the process receives quantum radiative corrections that can be
computed in perturbation theory. At next-to-leading-order (NLO) the corrections are of
two types. Real corrections involving the emission of an additional final state particle,
and virtual corrections in which the additional particle is emitted and subsequently
reabsorbed by one of the particles taking part in the hard process. The final state
phase spaces for the two corrections will therefore be different since the real corrections









When we compute each of the contributions in Eq. 2.24 we find a new class of di-
vergences. These singularities are different from the UV ones we discussed previously
and they cannot be renormalised away. They actually arise from the opposite region
12
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of the phase space and show up when the extra particle either gets collinear to the
emitting leg or is emitted with very low energy (soft). For these reasons they are called
Infrared and Collinear (IRC) divergences. In the real corrections they show up when
we integrate the m+ 1 tree-level matrix element over its phase space, while in virtual
corrections they arise from the loop integrals, when the loop momentum probes the
IRC region.
We can see them explicitly by considering a generic 2 → 2 process with an outgo-





We shall assume that all the three momenta k1, k2, k3 are outgoing. The internal
fermion propagator of the quark goes on-shell, if either the energy of the gluon or the





2E1E3 (1 − cos θ13) −→ ∞ if E3 → 0 or θ13 → 0.
In the collinear case (θ13 → 0) the propagator becomes strictly singular only in the
limit of massless quarks. Quark masses regularise the collinear singularities but they
lead to further complications in the calculation. Taking into account the spinors of
the outgoing quark (antiquark) it is easy to see that the limit E1 → 0 leads to an
integrable singularity. The internal fermion propagator is off-shell by an amount p2g⊥ =
2pq · pg, where pg⊥ is the transverse momentum of the gluon relative to the quark-
antiquark system. The virtual quark (antiquark) survives for a time 1/pg⊥ before the
gluon is radiated and can therefore travel an indefinite distance if the radiated gluon
is soft, collinear or both. We therefore see that the IRC singularities carry information
about long distance physics, that cannot be described with the standard perturbative
approach.
In fact, divergences due to soft bremsstrahlung are already known from QED, where





for collinear radiation1. The parameter me here is the mass of the electron and q is the
4-momentum transferred to the electron in the scattering process. The same holds for
quarks emitting soft and collinear gluons. The origin of these singularities is a funda-
mental assumption made in contructing the quantum field theory. We indeed assume
1A detailed discussion of IRC-divergences in QED can be found for example in [19].
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that the asymptotic states are free of any interaction, which is not true if a particle can
propagate indefinitely before radiating soft partons. The real asymptotic states can be
perturbatively approximated by constructing coherent states [21]. However, both in
QCD and in QED there is an experimental limit in the sensitivity to soft and collinear
radiation 1.
However, quantum mechanics teaches us that we have to sum over all possible
and undistinguishable reactions that lead to the same final state configuration. This
idea was formalized in a theorem by F. Bloch and A. Nordsieck [22] and by T. Ki-
noshita [23], T. Lee and M. Nauenberg [24] (the so-called KLN theorem), which states
that observable transition probabilities are free of IRC singularities. After summing
over all possible configurations, the IRC singularities from the virtual corrections ex-
actly cancel againts those from the real contribution leading to a finite prediction.
Several algorithms to implement the IRC cancellation have been proposed during the
years [25–37] and allow one to obtain precise predictions for physical observables.
2.3.3 Matrix element factorisation in the soft and collinear limits
The IRC properties of a cross section can be studied in detail by analysing the matrix
elements describing the process at the corners of the phase space where the singularities
arise from. One finds that in both limits the matrix elements factorise in a product
of a singular universal factor and a matrix element where the collinear particles have
been replaced by a single parent particle and the soft particles have been removed. In
the present thesis we will make often use of such factorisation properties so it is worth
recalling them separately for the soft and the collinear case.
2.3.3.1 Factorisation in the soft limit
We consider the process depicted in Fig. 2.2 where the index i of the colour matrix T ai
represents the parton which the gluon was emitted off, i.e. it can be in the fundamental
or adjoint representation.
The m-parton matrix element has a tilde since it is a vector in Dirac space.
The soft limit is defined by setting kµj = λq
µ with λ > 0 and by sending λ → 0
keeping qµ fixed. In this limit the emission of the soft gluon off internal propagators is
1There is nevertheless a big difference between QED and QCD in how collinear and soft radia-
tion is measured experimentally. In QED there is no confinement and the final state, including soft
bremsstrahlung, can in principle be measured. The bremsstrahlung detected in an experiment only
depends on the sensitivity and the energy resolution of the detector. A soft photon is only measurable
if the finite resolution of the detector allows for it. In QCD however, there are also physical restrictions
in addition to the technical ones. Whether a soft or collinear gluon is radiated or not, the quarks will
undergo some soft interaction in the hadronisation process, until all coloured particles are collected into
colour-singlet hadrons. In a final state the particles produced during the hadronisation and the result
of the hadronisation of a soft gluon are not distinguishable if the gluon has a transverse momentum
smaller than the typical hadronic scale: roughly 1 GeV.
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Mm+1








Figure 2.2: Soft or collinear emission off one external leg.
IR finite. If we consider the emission of a soft gluon off an external quark (Figure 2.2),



















ki · kj εµ(kj)Mm . (2.25)
In the last line we used the anticommutation relation between γ-matrices and the
Dirac equation. The Dirac spinor was absorbed in the m-parton matrix element Mm
and therefore we can drop the tilde on top of it. A similar result can be obtained also in
case a gluon emits another gluon, while the emission of soft quarks leads to a integrable
singularity because the fermion propagator is less singular than the gluon one. Since
in general we do not know which leg the soft gluon is emitted off, we have to sum over
all external partons. We find that in the soft limit the m + 1 matrix element reduces







kn · kj (2.27)
is called eikonal current. We observe that the (m+1)-parton matrix element factorises




2.3.3.2 Factorisation in the collinear limit
To study the collinear limit of a (m+ 1)-parton matrix element we work in a physical
gauge and consider directly a squared amplitude. There are different possible splittings
summarised in Table 2.2. We look again at the case considered before, of a quark
splitting into a collinear gluon and a quark. Focusing only on the splitting part of the
squared amplitude we have
ki + kj ki
kj








where dµν(kj , n) is the propagator in the physical gauge
dµν(p, n) = −gµν + pµnν + nµpν
p · n ,
and nµ is an arbitrary light-like vector. Inserting this in A we find












and after some Dirac algebra this becomes












The collinear limit of momenta ki and kj is defined by the Sudakov parametrisation:
kµi = zk




2 k · n ,




2 k · n ,
where kµi⊥ + k
µ
j⊥ = 0. The vector k
µ gives the collinear direction and
k2 = 0 , n2 = 0 , ki⊥ · k = kj⊥ · k = ki⊥ · n = kj⊥ · n = 0 .
In the collinear limit kµi⊥, k
µ
j⊥ → 0 and sij → −
k2j⊥
z(1−z) .
Using the Sudakov parametrisation in Eq. 2.29 and keeping only the most divergent
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where
P˜ 0q→qg (z) = 2CF
[
1 + z2
1− z − ǫ (1− z)
]
.
Therefore the collinear limit for the whole matrix element squared is given by
〈
M0m+1|M0m+1










The function P˜ 0q→qg(z) is one of the so-called Altarelli-Parisi [38] splitting functions
and is associated with the branching q → qg. There are four different splitting functions
associated with the different possible splittings and they can be expanded in powers of
αs. Furthermore there are two families of splitting functions associated with timelike or
spacelike splitting. The two families are identical at leading order and differ at higher
orders.
The result we derived for P˜ 0q→qg(z) is divergent for z → 1. This behaviour encapsu-
lates the soft singularity, since for z → 0 the gluon becomes not only collinear but also
soft. In order to remove this singularity we have to add the virtual contribution
ki + kjki + kj kiki
kjkj
;
However, instead of computing these contribution explicitly we can make use of fermion
number conservation, from which it follows directly that1∫ 1
0
dz P 0q→qg(z) = 0 . (2.32)
Since the virtual contributions can only have influence on terms proportional to δ(1−z),
we make the ansatz
P 0q→qg(z) = 2CF
[
1 + z2
1− z + C δ(1− z)
]
+ O(ǫ) .
From the condition 2.32 it follows that
C = −δ(1− z)
∫ 1
0
dz P 0q→qg(z) .
1The spacelike P 0q→qg(z) splitting function appears in the O(αs) corrections to the quark PDF,
where z is the Bjorken variable of the quark. From
∫
dz q(z,Q2) = 0 it follows that the integral over z
of the splitting function must vanish.
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However, if we perform the integral na¨ıvely, it diverges at the upper bound. We can
then express the resulting splitting function in terms of (+)-distributions. By splitting















1− z − (1 + z) +
3
2
























with the (+)-distribution being defined as∫ 1
0
















where g(z) is a smooth and divergence-free function in the interval z ∈ [0, 1].
The other splitting functions can be derived in a similar way. The leading order
results, labeled by a 0, are summarised in Table 2.2, where we shortened a bit the
notation by labeling a splitting of the type a → bX as P 0ba(z). This is the customary
notation for splitting functions used in many textbooks. Nowadays splitting functions
are known up to NNLO [139, 140] accuracy.
Splitting process Altarelli-Parisi splitting function






















z + z(1− z)
]
+ 12δ(1− z) (11CA−2NF )3
Table 2.2: Leading order splitting functions normalised according to the thesis notation.
Knowing the way matrix elements behave in the singular regions of phase space,
we can compute exactly the IRC divergent terms of a cross section. This allows one to
perform the cancellation of IRC singularities leading to a finite result.
18
2.3 Infrared structure of pQCD cross sections
2.3.4 Infrared and Collinear Safety
For inclusive cross sections, the KLN theorem ensures that higher order radiative cor-
rections are well defined and finite. In real life, we often want to compute non-inclusive
observables defined in order to measure specific properties of the event. In the general
case IRC singularities do not cancel completely when we sum real and virtual contribu-
tions. For this reason we need to define more precisely which requirements a physical
observable must fulfil in order to be actually computable. A first criterion to build
proper physical observables was first proposed by Sterman and Weinberg [39] and it is
called Infrared and Collinear Safety. This criterion can be summarized in the following
two requirements:
1. If, in a final state consisting ofm particles, two emissions have collinear momenta,
the observable computed with all m emissions must equal the observable with the
two collinear particles replaced by a pseudo-particle whose momentum equals the
sum of the two collinear momenta. This first requirement is known as collinear
safety
2. If, in a final state consisting of m particles, one emission is soft, then the ob-
servable computed with all m emissions must equal the observable obtained by
neglecting the soft emission. This part of the criterion is known as infrared safety.
We can write these two criteria more formally as
vm (p1, p2, . . . , pm)
p1‖p2−→ vm−1 (p1 + p2, p3, . . . , pm) ,
vm (p1, p2, . . . , pm)
E1→ 0−→ vm−1 (p2, p3, . . . , pm) .
(2.35)
All the perturbative observables should fulfil this two requirements in order for the ra-
diative corrections to be finite and well defined. The IRC safety implies that computable
quantities cannot resolve the long-distance phenomena for which the perturbative de-
scription is not accurate.
IRC safety suggests us the way physical observables should be defined in a proper
way. Nevertheless we still need a description of the connection between the perturba-
tive treatment (in terms of partons) and what experiments observe (hadrons). Unlike
QED, where the soft radiation can be resolved up to the detector resolution, in QCD
things are way more complicated since the confinement ensures that we never observe
free partons. For a proper simulation of the real event we need to model the transition
from parton level to hadron level reproducing the particles that are observed in the
detector. Such a transition is called hadronisation and it can be simulated through
phenomenological models. So far, no rigorous field theoretical description of this phe-
nomenon is available. We will analyse one particular model in Chapter 5 in the context
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of electron-positron collisions. In general, such corrections are usually (fortunately)
suppressed by some negative power of the centre-of-mass energy so they can be ne-
glected at very high energies. The observables can thus be defined at parton level
rather than at hadron level and the agreement between the perturbative prediction
and real data will improve as we move to higher energies. Though at current collider
energies non-perturbative corrections are still quite sizeable and we need to account for
them.
Often, rather than computing the collider observables using the plain partons, the
elementary final state particles in an event are clustered in collimated bunches of par-
ticles called jets. The physical observables are then computed using these new objects.
Jets are defined through a routine called jet algorithm that describes how to build the
clusters out of the final state partons. Experimentally it is not obvious how final state
particles should be grouped into jets. The definition of jet algorithms permits a suitable
procedure for the classification of a final state consisting of hadrons (experimentally)
or quarks and gluons (perturbatively) according to the number of jets. In practice a
jet algorithm consists of two important parts. The algorithm itself is a set of rules for
grouping the particles into jets and usually involves a set of parameters that specify
how close two particles must be to get clustered into the same jet. The two particles
get eventually combined to form a jet according to some recombination scheme that
specifies how the two momenta should be combined. The Snowmass accord of 1990 [40]
collects all the main features a jet algorithm should have in order to be successfully
used both in theory and in experiments. There are two broad categories of jet algo-
rithms: the cone algorithms and the sequential recombination algorithms (for a review
see [41]). Recently, in view of the large jet activity at the LHC, a lot of progress was




In the previous section we showed that QCD properties allow us to compute physi-
cal observables through a perturbative approach. The detailed study of hadronic final
state properties requires to perform higher order perturbative calculations which are
well defined only in the case of IRC safe observables. In such cases the IRC singular-
ities cancel between real and virtual corrections giving rise to a finite result. Often in
practice we are interested in computing non-inclusive observables that implicitly ap-
ply phase space cuts constraining the energy or the rapidity of the real radiation. If
real and virtual corrections are unbalanced, the cancellation of IRC singularities is no
longer complete and the residual (unbalanced) divergences manifest themselves in form
of logarithms of the constraining phase space cuts (or ratios of them if they are not
dimensionless). When the real radiation is heavily constrained (often this is required to
increase the experimental sensitivity of the process and reduce the background noise)
the logarithmically-enhanced contributions are large and persist at any order in per-
turbation theory. To show this phenomenon with a simple example, we consider a
quark-antiquark dipole with centre-of-mass energy Q which emits a soft and collinear
gluon with momentum kµ = (k+, k−, k⊥) (k+ and k− are the light cone components
along the directions of the quark and antiquark, respectively) of which we want to
measure the transverse momentum. For the sake of simplicity we limit ourselves to
the case of soft-collinear emission, but the same conclusions hold for the hard-collinear
case. The matrix element squared of a single soft emission off a quark-antiquark dipole









dη|M tree0 |2Θ(pt − k⊥), (3.1)
where η is the rapidity of the emission with respect to the emitting leg and the factor
of 2 stems from the fact that the soft gluon can be emitted off each of the two legs.
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The rapidity of the emission is constrained by
|η| ≤ |ηmax| = ln Q
k⊥
+ O(1), (3.2)
where we neglected the second term in the r.h.s. since it gives rise to non-singular
contributions which are not relevant in this context. The cross section for this simple
process reads










dη (Θ(pt − k⊥)− 1)
)
, (3.3)
where the −1 term encodes the virtual contribution. Eq. 3.3 leads to







where L = ln Qpt . The double logarithm is the remnant of the soft and collinear singu-
larity, each of which contributes with a single logarithm. The hard-collinear (non-soft)
case would contribute with an additional single-logarithmic term. In the phase space
region where pt ≪ Q the logarithmically enhanced terms get dramatically large and
the cross section becomes negative (!). Moreover, if αsL ∼ 1 then the NLO and higher
order terms are not suppressed with respect to the leading order contribution (they
are actually enhanced), meaning that the perturbative series gets poorly convergent
and the prediction is completely spoiled. This type of logarithms are called Sudakov
logarithms and they originate from the infrared and collinear regions of the phase space
whenever we constrain either the angle or the energy of the real radiation. The previ-
ous example shows that in spite of the KLN theorem, soft gluon effects can be large
if real and virtual terms are kinematically highly unbalanced. In this cases we cannot
truncate the perturbative series at some order in the strong coupling, but we need to
calculate the perturbative solution to all-orders. Since an exact treatment is techni-
cally impossible, one possible solution is to reorganize the perturbative expansion by
summing classes of logarithms (resummation). The main idea can be illustrated with
the help of Table 3.1.
Each line in the table reports the logarithmic contributions at each order in the
standard perturbative expansion. This is what is known as fixed-order approach. If
we instead look at the columns, we see that each column is suppressed by a factor of
1/L with respect to the one to its left. This suppression is effective if the logarithms
are large. To rescue the perturbative approach we then sum the terms in each column
to all orders in αs. The first column contains the dominant class of logarithms, and
the corresponding accuracy is referred to as leading-logarithmic (LL) accuracy. A LL-
accurate result sums all the terms in the first column, the next-to-leading-logarithmic
(NLL) result also contains the elements in the second column and so forth. Many
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. . . . . . . . . . . . . . .
αnsL
2n αnsL
2n−1 αnsL2n−2 αnsL2n−3 . . . O(αns )
Table 3.1: Resummation is a reorganization of the perturbative expansion in terms of
classes of logarithms.
observables have an additional interesting property, i.e. the lowest class of logarithms
exponentiate (exponentiation). This allows us to define a more accurate logarithmic
ordering in the resummed perturbative series. At the exponent level, we usually define
as leading logarithms the terms of order αnsL
n+1, NLL as αnsL
n and so on. It is easy
to see that this new ordering is more accurate than the previous one already at O(α2s)
since a NLL result provides us with the terms of order O(α2sL
2). Throughout this thesis
we will always use this ordering. For non-exponentiating observables (e.g. the JADE
jet algorithm) the first convention applies.
Another useful example of resummation of logarithmic terms is given by the running
coupling. Looking at the solution to the RGE equation for αs (Eq. 2.14) we see that it
resums all terms of the form α¯nsL
n. These logarithms have an UV origin rather than
an IRC one, but they offer a perfect example of resummation in a simple form.
3.1 Colour coherence and independent emission picture
The resummation of Sudakov logarithms requires the simulation of QCD radiation to
all orders in the strong coupling constant. There are different available techniques to
perform this analysis, and in this thesis we discuss two of them. We start by recalling
some important properties of all-order soft and collinear radiation that will be useful
to understand the following chapters.
3.1.1 The eikonal identity
The first result we recall is the eikonal identity and allows us to express in a compact
form the emission probability of any number of soft gluons. We prove the identity
for two emissions. Consider a given hard leg (quark) with momentum p + k1 + k2
which emits two subsequent independent (uncorrelated) soft gluons with momenta k1,
k2 ≪ p. The double soft current in this case reads (we omit colour factors for the sake
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of simplicity)
Mµ,ν(p, k1, k2) =
2pµ









where we summed over the two possible permutations. With some algebra we can
recast the previous expression as
Mµ,ν(p, k1, k2) = p
µpν
1
p · k1 + p · k2 + k1 · k2
(
1





We neglect the term k1 · k2 since it is suppressed by the low gluon energies and we
eventually get




p · k2 , (3.7)
which shows that the emission of two independent soft gluons can be expressed as the
product of two independent eikonal factors. The extension to the case with an arbitrary
number of emissions is straightforward and can be done by induction assuming the
validity of the identity for n gluons and proving it for n+1 gluons. This, together with
the two gluon case shown above gives a general proof for the eikonal identity.
3.1.2 Colour coherence
Consider a hard process with n external legs having four-momenta {pi}. One of them
emits a soft gluon with momentum k. The emission of a soft gluon can be expressed






pl · k |M({pi})〉, (3.8)
where µ is Lorentz index of the gluon and |M({pi})〉 is a vector in colour space. The




T al · T am
pl · pm
pl · k pm · k |M({pi})〉. (3.9)
The previous formula shows that we cannot factorise the soft gluon probability beacuse
of the correlation between the different colour matrices which act on the Born matrix
element. The soft gluon pattern depends on the detailed colour flow (interference) in
the hard scattering process and it is usually quite involved. However, such a structure
can be simplified if we assume that the gluon is emitted almost collinearly to one of
the legs. This approximation allows us to compute only the most singular (soft and
collinear) contribution. Subleading single-logarithmic effects due to the emission of a
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either a hard-collinear gluon or a wide-angle soft gluon can be included as subsequent
corrections. Assuming that the gluon is emitted collinearly to the leg pj (i.e. θjk ≪




T al · T am
pl · pm
pl · k pm · k = −8παs
∑
l<m





















T al + . . . , (3.10)
where ω is the soft gluon energy and in the last two lines we neglected terms which are













T aj · T aj . (3.11)






















The previous expression does not contain any traces of interference, meaning that the
soft radiation (at leading logarithmic accuracy) can be seen as the sum of radiation
off independent emitters. In other words the destructive interference between different
emissions cancels the radiation at large angles (i.e. for θkj > min θlm) and its effect
can be approximated by angular ordering, i.e. subsequent radiation is emitted with an
angle smaller than the one of previous emissions. This important property is known as
colour coherence and it tells us that soft gluons only see the effective colour charge of
the emitter and cannot resolve the details of the interaction at shorter distances. The
previous result is of primary relevance for all Monte Carlo parton shower programmes
which simulate QCD radiation at all orders. It can be easily proved that the same
result holds without taking the collinear limit if we perform the azimuth average of the
eikonal factor. In general, we are not allowed to integrate inclusively over the azimuth
angle, since a generic observable will have a non-trivial azimuth dependence. While the
previous derivation holds in general for any physical observable.
The previous property can be seen as a QED-like approximation to QCD. Actually an
additional complication comes from the non-abelian nature of QCD. Unlike in QED, the
emitted gluon can split into a gg pair whose colour structure is related to the one of the
parent gluon. In the following section we will show that such an effect can be accounted
for through a physical redefinition of the running coupling. Thanks to colour coherence
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and to the eikonal identity we can express the emission probability for n gluons as the
product of n single independent gluon emissions. We will refer to this approximation as
the independent emission picture. So far we only considered soft and collinear gluons,
but we can actually repeat the full exercise by taking into account the hard-collinear














this is the form that we will use throughout this thesis. For the class of observables
that will be introduced in the next section, this approximation is enough to achieve a
NLL accuracy for processes with two hard emitters at the Born level. Cases with three
or more Born partons will receive NLL contributions also from soft radiation emitted
with a wide angle that we neglected in obtaining the independent emission formula.
Such contributions can be included as subsequent corrections.
3.2 A condition for exponentiation: recursive Infrared and
Collinear safety
In the beginning of this chapter we mentioned that there are collider observables which
have an additional property called exponentiation. For such observables the leading
logarithms sum up to an exponential function. In the present section we formulate
this property in a more formal way, defining the requirements that observables must
fulfil in order to have it. To do so, we need to revisit the definition of IRC safe observ-
able, adding some requirement concerning the behaviour of the latter under multiple
emissions.
In the following we limit ourselves to the analysis of continuous global observables,
namely observables which do not have any discontinuity in some regions of the phase
space. Parametrising the generic observable for a single emission v(k) as a function of
rapidity with respect to the emitting leg ηl, the azimuth φ and the transverse momen-
tum k⊥, we can reformulate the previous requirement stating that the k⊥ dependence
of the observable for a single emission does not depend on neither the rapidity nor the
azimuthal angle of the emission itself. This requirement ensures (at any order) the
absence of the so called non-global logarithms [43, 44] which are not discussed in this
thesis.
To perform the resummation we need to know the exact behaviour of the observables
in presence of any number of soft and/or collinear emissions. To formulate our con-
dition in a formal way we define a momentum mapping κi(ζ) such that the value of
the observable for the corresponding emission is v(κi(ζ)) = ζ. We do not need to in-
troduce an explicit form for this mapping for the purpose of this chapter, however a
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useful representation can be found in [42]. We require that in the presence of multiple
emissions the observable scales in the same fashion as it would do for a single emission.





v(κ1(v¯ζ1), κ2(v¯ζ2), ..., κm(v¯ζm)) (3.14)
is well-defined and non-zero, for any choice of (non-zero) values for ζi. Here v¯ is a
parameter that we vary to probe the observable’s properties. The above condition
guarantees that in the limit of small v¯, any set of emissions close to the boundary
v(k) = v¯ will give a value of the observable of order v¯. In a process with hard scale Q
and infrared/collinear scale set by the observable v(k) = v, the standard formulation
of IRC safety requires that additional soft and/or collinear splittings do not change
the observable value by more than a positive power of the softness/collinearity of the
splitting, normalised to the hard scale Q. We additionally require that, for sufficiently
small values of v, there exists some ǫ ≪ 1, independent of v, such that splittings at
scales smaller than ǫv will change the observable by an amount ǫpv, where p is some
positive power. The crucial property is that ǫ can be chosen independently of v. The
standard formulation of IRC safety can be expressed as
lim
ζm+1→0
v(κ1(v¯ζ1), κ2(v¯ζ2), ..., κm(v¯ζm), κm+1(v¯ζm+1)) = v(κ1(v¯ζ1), κ2(v¯ζ2), ..., κm(v¯ζm)),
(3.15)
while the analogous condition for recursive Infrared and Collinear (rIRC) safety is given












v(κ1(v¯ζ1), κ2(v¯ζ2), ..., κm(v¯ζm)), (3.16)
where the last limit is well-defined and non-zero. The order of the limits in Eq. 3.16 is
important and expresses the condition we discussed above: if the softness/collinearity
ζm+1 at which the (m+ 1)-th emission becomes irrelevant depends on v¯ (i.e. it scales
as a power of v¯) , then even for very small values of v¯ the (m + 1)-th emission will
never become irrelevant and the condition 3.16 will not be fulfilled. For a complete
formulation we need to include the situation where one or more emissions split softly
and/or collinearly. If we consider a splitting κi(ζ) → {κia, κib}(ζ, µ) with µ2 = (κia +
κib)












v(κ1(v¯ζ1), κ2(v¯ζ2), ..., κi(v¯ζi), ..., κm(v¯ζm)),
(3.17)
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regardless of how the µ→ 0 limit is taken.
Equations 3.16, 3.17 summarise the rIRC safety requirement that we are going to
use in the following section to resum the Sudakov logarithms for this class of observ-
ables. Nowadays, most of the collider observables (e.g event-shapes, jet observables, jet
masses,...) fulfil such a requirement and can be treated following the method outlined
in this thesis. Nevertheless there are some particular observables used in the past (LEP
era) which are not rIRC safe despite them being IRC safe (e.g. JADE and Geneva jet
algorithms). A general resummation algorithm for such observables has not yet been
found.
3.3 Resummation for rIRC safe observables
In the present section we use our knowledge about QCD radiation together with rIRC
safety to obtain a general resummation formula which allows one to resum Sudakov
logarithms up to NLL accuracy. For the sake of simplicity we only consider the case of
two hard emitters at the Born level since this will be the class of processes discussed
in the following sections. Such processes include e+e− annihilation, DIS and Drell-Yan
like processes (e.g. Higgs-boson production). The extension of the algorithm to NNLL
accuracy is not straightforward since it requires to consider effects which go beyond
colour coherence and the independent emission picture. A general NNLL algorithm is
not yet available, and its development is still work in progress at the time of this thesis.
A particular example, concerning the production of a colour singlet, will be discussed
in Section 6. In the following we briefly discuss the NLL approach. The reader can
refer to [42] for further technical details.














[dki]|M(ki)|2Θ(v − v(k1, ..., km)), (3.18)
where the exponential factor resums all the virtual corrections, while the remaining sum
accounts for an arbitrary number of real emissions. Both real and virtual contributions
are regularised and the coupling is always evaluated in the CMW scheme [45] to account
for running coupling effects. In this scheme the coupling is defined as the physical
strength of soft gluon radiation. For a NLL resummation it is enough to express the
coupling through this scheme up to and including corrections of order O(α2s), which
encode the inclusive contribution of a correlated soft gluon splitting (for a discussion of
this approximation and its physical interpretation the reader may refer to Section 2.2.2
of [42]). It can be shown that for rIRC safe observables, the non-inclusive contribution
of the correlated emission gives rise to NNLL corrections [42]. This approximation is
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not accurate in the hard-collinear region, but the corrections are subleading (NNLL).
For a NNLL algorithm this scheme must be extended accordingly to account for all the
wide angle soft and hard collinear contributions. The previous formula allows us to
simulate an ensamble of any number of emissions as an uncorrelated product of many
single emissions, in agreement with colour coherence and the independent emission
picture. In this context, we can express the integrand using Eq. 3.13 as
[dk]|M(k)|2 = dW1 = αs
2π









It is useful to split the sum in Eq. 3.18 into two contributions. The first involving
emissions with v(ki) > ǫv and the second with v(ki) < ǫv, respectively. Here ǫ ≪ 1 is




























where we used a shorthand notation for the integration limits that apply directly to
vi = v(ki). We can now make use of the rIRC properties to observe that for sufficiently
small ǫ all emissions below ǫv are irrelevant for the final observable value
v(k1, k2, ..., kn, kn+1, ..., kn+k) = v(k1, k2, ..., kn) + O(ǫ
pv). (3.21)












[dki]|M(ki)|2Θ(v − v(k1, ..., kn)).
(3.22)
The term in the exponent contains the Sudakov radiator that expresses the no-emission














(1−Θ(v − v(k))), (3.23)
where the strong coupling is evaluated at k⊥ and in the CMW physical scheme [42, 45],
namely
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and the αs in the r.h.s. is meant to be defined in the usual MS scheme. The constant C
is the Casimir operator of the emitting leg (C = CA = 3 for gluons and C = CF = 4/3













[dki]|M(ki)|2Θ(v − v(k1, ..., kn)), (3.25)
where we neglected subleading (NNLL) terms. They should be considered to achieve a





We now focus on the real (resolved) emission contribution. Since the integrals in the
sum are bounded both from below (ǫv) and from above (v), it is straightforward to see
that to achieve a single logarithmic (NLL) accuracy it is enough to consider soft and
collinear emissions (i.e. the hard collinear region in the real contribution gives rise to










moreover the coupling is now evaluated in the MS scheme, since the corrections due
to the CMW scheme give rise to subleading contributions. The NLL-resummed cross
section for a rIRC safe observable has the simple form
Σ(v) = e−R(v)F, (3.28)












[dki]|Msc(ki)|2Θ(v − v(k1, ..., kn)). (3.29)
The previous equation contains all the physics we discussed so far and gives a clear
physical picture of the all order behaviour of the QCD radiation at next-to-leading-
logarithmic accuracy. The picture we obtained makes use of the colour coherence
property of the matrix elements which guarantees that emissions widely separated in
rapidity are effectively independent. This happens because emissions at some given
angular scale are emitted coherently from the ensamble of emissions at much smaller
angles. Moreover, we used a property of the rIRC safe observables which ensures that
the details of the correlation of two emissions close in rapidity affect the prediction
only at NNLL [42] (exept for its inclusive contribution that enters the running coupling
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in the Sudakov radiator through the CMW scheme). Eq. 3.29 can be implemented
in a Monte Carlo programme after some manipulations useful to make the numerical
evaluation efficient. This was done in the computer code CAESAR [42], where the Monte
Carlo implementation is discussed in detail. This method was succesfully applied to the
resummation of a wide class of collider observables. For processes with three or more
hard emitters at the Born level, one has to take into account also additional effects
due to wide angle soft radiation that contributes at NLL level. This can be easily done
by including an additional analytically known term in the Sudakov radiator, without
modifying the multiple emission fuction [42].
3.4 Different approaches to Sudakov resummation
As already mentioned in the introduction to the present section, there is no standard
way to resum a generic collider observable. Some observables may not even admit a
resummed structure. Different approaches to Sudakov resummation have been proposed
during the years. They rely on different theoretical backgrounds and we can divide them
into two categories that we discuss qualitatively below.
3.4.1 Algorithms based on coherent branching
The first family of algorithms uses the properties of QCD radiation (coherence and
angular ordering) to simulate the effect of any number of emissions to the desired log-
arithmic accuracy. We will refer to them as coherent algorithms. The first of such
algorithms was first introduced by Catani, Marchesini and Webber [45] in the context
of DIS and Drell-Yan processes. It was succesfully applied to some event-shape observ-
ables measured at the LEP collider, (i.e. thrust, heavy jet mass [47], C parameter [46],
broadenings [48], energy-energy correlation [49]) to compute the average jet multiplic-
ity in e+e− collisions [50, 51] and to obtain the resummed transverse momentum and
threshold spectrum for Higgs boson production at hadron colliders [52–54]. The re-
summation of large logarithms is achieved by obtaining evolution equations for each
of the hard jets (by hard jet here we mean a collimated bunch of soft and/or collinear
partons, not necessarily involving any jet algorithm) which are assumed to emit co-
herently and to evolve independently of each other. The evolution equations can be
solved analytically only in proper conjugate spaces (e.g. Laplace, Fourier, Mellin)
where the observable factorises and eventually the resummed cross section is obtained
by the inverse integral transform. Except for sufficiently inclusive quantities such as
the energy-energy correlation, transverse momentum and threshold for which a NNLL
result is available, this method achieves NLL accuracy and a systematic extension to
NNLL is currently not available. Beyond NLL accuracy one should account for the
cross-talk between different jets due to the exchange of soft radiation emitted with
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large angle. The inclusion of such a contribution is not trivial in this context.
A similar algorithm called CAESAR, based on the same theoretical background but with
a different implementation was proposed in [55] in the context of event-shape resum-
mation in e+e− collisions. In the same paper they present results for new event shapes
such as Thrust minor and major, oblateness and the three jet resolution in the Durham
kt-algorithm. Moreover, it was also applied to the resummation of jet observables at
hadron colliders in [56] and the leading jet transverse momentum spectrum in Higgs
and Z-boson production [? ]. All these results are NLL accurate and currently work
on an extension of the algorithm to include all the non-trivial NNLL corrections is
ongoing. As a first result, the leading jet transverse momentum spectrum in Higgs
and Z-boson production to NNLL accuracy was obtained in [58]. In this case resum-
mation is achieved by simulating numerically the radiation to all orders in the strong
coupling constant through the implementation of a dedicated Monte Carlo method.
Nevertheless, in the case of factorisation of the observable in a proper conjugate space,
analytical results can be obtained and they reproduce those of the coherent branching
algorithm discussed above. The big advantage of this algorithm is that it allows one
to treat observables that do not have any factorisation properties (e.g. jet algorithms)
and thus cannot be resummed with any other approach.
The latter method is similar to the so called parton showers, i.e Monte Carlo pro-
grammes to simulate the subsequent coherent branchings of the final state partons down
to infrared non-perturbative scales at which the hadronisation process takes place. In
this programmes colour coherence is implemented through either angular ordering or
ordering in some other kinematical variable (e.g. k⊥, energy,...). Such splittings are
implemented in a Markov chain and the implementation differs substantially from the
CAESAR algorithm. Due to technical limitations of the algorithm, Parton Shower sim-
ulations nowadays are limited to LL accuracy, while NLL results can be obtained for
a few inclusive-enough observables. On the other hand the algorithm is completely
general and it can be applied to any collider observable.
3.4.2 Algorithms based on factorisation and RGE evolution
The second class of methods we are going to discuss is based on the factorisation prop-
erties of the cross section in the singular regions of the phase space. The first of such
methods was initially proposed by Sterman et al. [59] for DIS and Drell-Yan processes
and applied to the resummation of factorising event-shapes as well as to inclusive heavy
quark decays and threshold resummation in tt¯ pair production. The main idea relies
on the all-order analysis of the factorisation properties of jet cross sections [60]. From
this analysis it turns out that we can factorise a generic cross section in a convolution
of leading kinematical subprocesses, each of them accounting for the soft, collinear and
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hard-virtual modes, respectively. For a generic jet observable, the complete factorisa-
tion of the cross section is achieved provided the observable factorises. To this end,
an integral transform is often needed in order to work in a conjugate space in which
the observable can be split into a product of contributions due to the different leading
kinematical regions. Once this is done, resummation is achieved by solving the renor-
malisation group equations for each of the subprocesses whose solutions encode all the
Sudakov logarithms. Once the factorisation is obtained, this method provides us with
a systematic way to perform Sudakov resummation to any logarithmic order. Notably
the calculations needed to go beyond NLL are quite cumbersome due to the particular
regulators used to disentangle the collinear singularities from the soft ones. For a good
review of the method, the reader may refer to [61].
A similar and more recent approach relies on Soft-Collinear-Effective-Theory (SCET)
[96], an effective theory of QCD that integrates out the non-singular modes of the QCD
fields (quarks and gluons), describing in detail the soft and collinear dynamics. SCET
offers a powerful tool to obtain factorisation theorems for a wide class of (factorising)
observables. As in Sterman’s approach, the cross section is factorised in terms of con-
volutions and products of different kinematical subprocesses and the resummation is
carried out by means of RGE for each subprocess. The main difference from the other
RGE approach discussed above is that the singular degrees of freedom are factorised at
the Lagrangian level, rather than at the cross section level. This requires a complete
specification of the scaling of all possible singular modes involved in the process which
are observable-dependent. Each field in the Lagrangian is expanded in modes and only
the singular ones (e.g. soft, collinear, Glauber modes,...) are kept. In doing so, one ends
up with a new set of Feynman rules for the singular modes, that are used to achieve
the desired factorisation. As above the full factorisation is obtained in conjugate spaces
where the observable factorises in terms of contributions due to the different kinemat-
ical subregions, it thus cannot be applied to non-factorising observables. The RGE
are then solved in this space before performing the inverse transform. Once the full
factorisation is achieved, it can be used to perform the resummation to any logarithmic
order. The effective theory approach was used to obtain predictions beyond NLL for
some event-shape observables (thrust [99], heavy-jet mass [103],broadenings [106]) as
well as for other jet observables such as N-jettiness [108] and beam-thrust [107]. It was
recently also applied to the resummation of the jet-mass global-logarithms in hadronic
collisions (note that the result lacks a complete treatment of non-global logarithms)
and Higgs-boson and leading jet k⊥ spectra in Higgs-boson production [109, 110] as
well as threshold resummation for Drell-Yan-like processes [111].
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In the following chapters we give two examples of resummation using different tech-
niques. In Chapter 4 we resum the thrust distribution in e+e− annihilation to NNLL
using an approach based on a factorisation theorem and RGE evolution. In Chapter 5
we apply the obtained results to perform a fit of the strong coupling constant using
experimental data taken over a broad spectrum of energies. In Chapter 6 we resum the
Higgs and Z production cross section with a cut on jets transverse momentum using
an extension of the CAESAR algorithm to NNLL accuracy.
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resummation: analysis of thrust
4.1 Event-shape observables
Event-shape distributions in e+e− annihilation are observables which measure the ge-
ometrical properties of energy-momentum flow in a hadronic final state. They have
been measured over a broad range in energies at LEP [62–65] as well as at earlier
electron-positron colliders [66, 67]. The event-shape distributions allow for a detailed
probe of the dynamics of QCD and especially for a precise determination of the strong
coupling constant αs. Owing to their infrared and collinear safety, they can be com-
puted systematically in perturbation theory. They usually span the range between the
kinematical situation of two collimated back-to-back jets (dijet limit) and a perfectly
spherical final state.
The fixed-order description, which expands the distribution in powers of the strong
coupling constant to leading order (LO), next-to-leading order (NLO), next-to-next-to-
leading order (NNLO) and so on, is reliable and convergent over most of the kinematical
range of the event-shape. In the dijet limit, which is attained for the thrust variable [69]
as T → 1, the convergence of the fixed-order expansion is spoilt by large logarithmic
terms ln(1 − T ) at each order in the strong coupling constant, which necessitates a
resummed description. Resummation of the event-shape distribution accounts for the
logarithmically enhanced terms to all orders in perturbation theory, and ensures a
reliable prediction in the dijet region. The resummed cross section is organized in
terms of leading logarithms (LL), next-to-leading logarithms (NLL) and so on. During
LEP times, precision studies of a standard set of six event-shapes were based on the
combination of fixed-order NLO calculations [70–77] with NLL resummation [47, 48, 55].
To avoid the double counting of terms, both expansions need to be matched onto each
other and different matching procedures are available [78].
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In the recent past, substantial progress was made both on the fixed-order and
the resummed description of event-shapes. Following the development of new meth-
ods for calculations of QCD jet observables at NNLO [37], the NNLO corrections to
e+e− → 3 jets and related event-shape observables were computed [80–85]. These
calculations are based on a numerical integration of the relevant three-parton, four-
parton and five-parton matrix elements, which are combined into a parton-level event
generator. Next-to-leading order electroweak corrections were also computed very re-
cently [86, 87]. Determinations of the strong coupling constant using the newly available
NNLO results [88–90] and the matched [91] NLL+NNLO [92–95] predictions led to a
big improvement in the scale uncertainty and showed the need to go beyond NLL in
resummation.
The resummation of large logarithmic corrections is based on a factorization of the
event-shape cross section in the dijet limit into a convolution of three leading regions
(soft, collinear and hard virtual). In the conventional approach [47, 59], the resumma-
tion of large logarithms is accomplished in Mellin (Laplace) space and the resummed
distributions are obtained by an inverse transformation. In this approach, the NLL
corrections to all standard event-shape variables were obtained [47, 48, 55], as well as
NNLL results on the energy-energy correlation function [49]. By applying soft-collinear
effective theory (SCET, [96]) to event-shape distributions [97, 98], the resummation can
be performed directly in momentum space. SCET offers moreover a systematic frame-
work to compute all soft, collinear and hard contributions. In this framework, the
resummation for thrust [99, 101], heavy jet mass [103] and jet broadenings [105, 106]
beyond NLL have been performed and applied for a precise determination of αs. In
these calculations, the hard subprocess is inferred from the three-loop quark form fac-
tor [112, 113], the collinear jet function is required to the two-loop order, which is
known from earlier calculations of SCET resummation in heavy meson decays and
deep inelastic scattering [114, 115], while the soft subprocess to two-loop order could
be computed from the renormalization group invariance of the cross section only up to
a constant term. Using the fixed-order NLO results [77], this term was determined nu-
merically by two indepedent groups [99, 116], obtaining mutually inconsistent results.
Motivated by this discrepancy, we perform an analytical calculation of the full two-loop
soft subprocess for thrust from first principles in this chapter.
The major difference between conventional and SCET-based resummation is the
handling of intermediate scales in the calculation. In the SCET-based resummation,
these scales are fixed to their natural values directly in momentum space, on the other
hand in the conventional approach they are sampled along a complex contour when pe-
forming the Laplace inversion. Although both approaches yield identical results at NLL,
owing to the presence of a Landau pole in the QCD coupling constant, power-suppressed
differences between them could appear in higher order logarithmic contributions. These
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power-suppressed terms are outside the scope of the logarithmic resummation, so both
approaches could in principle yield different but equally correct results. To address
the compatibility between the two resummations, we perform the NNLL resummation
of the thrust distribution in Laplace space. The results reported in this chapter were
published in [100].
4.2 Thrust distribution in perturbation theory








where ~pi denotes the three-momentum of particle i, with the sum running over all
particles. The unit vector ~n is varied to find the thrust direction ~nT which maximises
the expression in parentheses on the right hand side. In the present paper we will
mostly work with the quantity τ ≡ 1− T .
It can be seen that a two-particle final state has fixed T = 1, consequently the
thrust distribution receives its first non-trivial contribution from three-particle final
states, which, at order αs, correspond to three-parton final states. Therefore, both
theoretically and experimentally, the thrust distribution is closely related to three-jet
production.
4.2.1 Fixed-order and resummed calculations
The differential thrust distribution in perturbation theory is known at NNLO [81, 84].































































For the QCD β-function we follow the convention given in Appendix A.1. In theoretical
computations it is customary to normalize the distributions to the Born cross section
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σ0 since, for massless quarks, the normalization cancels all electroweak coupling factors.
However, experimentally it is easier to normalize the distributions to the total hadronic
cross section σ. The correction for the normalization can be done by expanding the
ratio σ0/σ in powers of α¯s, which is nowadays known at four loops [120]. In the massless
case the ratio is given by
σ
σ0
































The dependence on the renormalization scale µ is universal and is the same in 4.4
















(τ, xµ) + O(α¯
4
s) , (4.7)
where A¯, B¯, C¯ are related to A,B,C by
A¯(τ) =A(τ) , (4.8)
B¯(τ, xµ) =B(τ, xµ)−K1A(τ) , (4.9)





For later convenience we consider also the integrated distribution




dσ (τ ′, Q)
dτ ′
Θ(τ − τ ′)dτ ′, (4.11)
which has the following fixed-order expansion:












The fixed-order coefficients A, B, C can be obtained by integrating the distribution 4.7
and imposing RT (τmax, Q) = 1 to all orders, where τmax is the maximal kinematically
allowed value.
In the two-jet region the fixed-order thrust distribution is enhanced by large infrared
logarithms which spoil the convergence of the perturbative series. The convergence can
be restored by resumming the logarithms to all orders in the coupling constant. The
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4.2 Thrust distribution in perturbation theory
where L ≡ ln(1/τ). The function g1 encodes all the leading logarithms, the function g2
resums all next-to-leading logarithms and so on.
The last equation gives a better prediction of the thrust distribution in the two-jet
region, but fails to describe the multijet region τ → τmax, where non-singular pieces
of the fixed-order prediction become important. To achieve a reliable description of
the observable over a broader kinematical range the two expressions 4.12 and 4.13 can
be matched, taking care of avoiding double counting of logarithms appearing in both
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In a second step we reexpand the exponential function recovering the full logarithmic
dependence of the fixed-order series at NNLO
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The difference between the logarithmic part and the full fixed-order series at different
orders is given by
d1(τ) =A(τ)−R(1)log(τ) , (4.18)
d2(τ) =B(τ)−R(2)log(τ) , (4.19)
d3(τ) =C(τ)−R(3)log(τ) . (4.20)
The functions di(τ) contain the non-logarithmic part of the fixed-order contribution
and vanish for τ → 0. We collect them into a function D(τ,Q) defined as








4. FACTORISATION AND RGE RESUMMATION: ANALYSIS OF
THRUST
4.2.2 Kinematics and factorization of thrust
The definition of thrust 4.1 splits the final-state into two hemispheres S~nT and S¯~nT
separated by the plane P~n orthogonal to the unit vector ~nT . Each final state particle
with momentum ~pi is assigned to either S~nT or S¯~nT depending on whether ~pi · ~nT is
positive or negative. As it was shown in [47], no final state momenta can lie in P~n. We
denote with p and p¯ the total momenta in the hemispheres S~nT and S¯~nT respectively.














where nµ = (1, ~nT ) and n¯
µ = (1,−~nT ). A simple kinematical analysis [47] shows that
in the dijet limit we can recast 4.1 as






+ O((1− T )2), (4.23)
where we are neglecting terms of relative order 1−T which give rise to power-suppressed
contributions to the cross section. In our analysis we need to separate soft particle
contributions from collinear ones, so we have to modify 4.23 in order to single out the
explicit contributions arising from each of the two kinematical configurations. Let us
then consider a hard parton with momentum pµ in the S~nT hemisphere which produces
a hard collinear final state parton with momentum kµ after emitting a soft gluon with
momentum qµ (Fig. 4.1). The parent parton is moving along nµ so its hard momentum
component p · n¯ is of order O(Q), while the remaining components p · n and |p⊥| are
suppressed. The soft gluon momentum components tend to zero with the same scaling
(q ·n ∼ q · n¯ ∼ |q⊥|). It is then easy to see that k2 ≃ p2−Qq ·n. Plugging the expression
for p2 arising from the previous equation into 4.23, we end up with the expression






















+ O((1− T )2), (4.24)
where k (k¯) is the total collinear momentum in the S~nT (S¯~nT ) hemisphere and q (q¯) is
the total soft momentum in the S~nT (S¯~nT ) hemisphere.
An important simplification in the calculation is achieved if the recoil effects due to
emissions of wide angle soft particles are neglected. Before neglecting them we have to
make sure that they do not give rise to any logarithmically enhanced terms. To see it,














Figure 4.1: First branching kinematics.
where ωi is the energy of the i−th final state particle and θi is the angle of its direction
to the thrust axis. We now consider the wide angle soft contributions to T , but we
neglect their effect on the determination of the thrust axis ~nT . We call this fake thrust
axis ~nfake and we define δ as the small angle of ~nfake to the physical axis ~nT . In
approximating ~nT with ~nfake the angles θi are replaced by θ
′
i = θi − δ.
We now consider the angle δ due to a single large angle soft emission. From simple
kinematics we obtain δ ∼ ωs/Q, where ωs is the soft particle energy. We observe
that δ is of the same order as the soft emission contribution to the thrust (i.e.∼ τ).
We want to estimate the effect of neglecting the recoil δ on the thrust itself using
expression 4.25. The effect of the approximation on collinear emissions (θ ≃ 0, ωc ∼ Q)
is ∆τ ∼ (ωc/Q)δ2 ∼ τ2, while for large angle soft emissions (θ ≫ 0, ωs ≪ Q) we find
∆τ ∼ (ωs/Q)δ ∼ τ2.
We see that in both cases the effect of the recoil amounts to a contribution to
T of relative order (at least) O(1 − T ), so it produces power-suppressed terms. We
can then replace the thrust axis in the dijet region with the direction of the hardest
(jet-initiating) parton. From now on this approximation is understood.
Factorization properties of event-shapes have been widely studied in the litera-
ture [60, 97, 121]. Referring to Fig. 4.2 we recast the cross section 4.11 as



















2τ − k¯2 − k2 − wQ) + O(τ). (4.26)
We use the integral representation of the Θ-function




















































4. FACTORISATION AND RGE RESUMMATION: ANALYSIS OF
THRUST
where we set N = νQ2 and N0 = e
−γE . For the sake of simplicity we defined σ˜N (Q2, αs)





Figure 4.2: Leading regions in dijet factorization.
subprocess S˜ (N0/NQ/µ, αs(µ)) describes the interaction between the two jets of hard
collinear particles through soft gluon exchange. It can be therefore defined in a gauge

























ds n ·A(ns+ y)
)
, (4.30)
describing the eikonal interaction of soft gluons with the fast moving quarks along the
directions nµ and n¯µ respectively. A(ns+y) in the previous expression denotes the gluon
field in QCD. The sum runs over the final states |keik〉 involving k soft particles whose
phase space is constrained according to the thrust measurement function Jcut(τQ
2).
Both soft and soft-collinear contributions are encoded into the soft subprocess. The
one-loop expression of the soft subprocess is known since a long time and we compute
it with two-loop accuracy in the next section.
The collinear subprocess J (J¯) describes the decay of the jet-initiating hard quark
(antiquark) into a jet of collinear particles moving along the nµ (n¯µ) direction. It is
therefore an inclusive quantity which can be found in many other relevant QCD pro-
cesses such as deep inelastic scattering and heavy quarks decay [59, 114, 122]. Double-
counting of soft-collinear and n¯-collinear (n-collinear) contributions has to be avoided
42
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when computing the n-collinear (n¯-collinear) jet subprocess. To this end different reg-
ularization schemes can be found in the literature and they all provide the same results
for the logarithmic structure of the jet subprocess. For the purposes of the present
paper the explicit expression of the collinear subprocess is not required. All we need
is its non-logarithmic term at two-loop order, which has been computed in [114] using
dimensional regularization. In that work, all pure virtual corrections to the collinear
subprocess are given by scaleless integrals and thus they vanish in dimensional regular-
ization. As we will see in detail in Section 4.3 this property holds true also for the soft
subprocess and it ensures that the whole virtual contribution is encoded into the hard
subprocess defined below, which can be identified with the squared of the constant part
of the quark form factor.
The short-distance hard function H (Q/µ, αs(µ)) = |H (Q/µ, αs(µ)) |2 takes into
account the hard virtual corrections to the quark-antiquark production subprocess. It
is free of large logarithms and it can be generally defined such that Eq. 4.26 reproduces
the fixed-order cross section up to power suppressed terms. Since the hard function
contains only constants, one can avoid it by performing a ln(R)-matching to fixed-
order as it will be shown in Section 4.5. We nevertheless take it into account in order
to compute the full constant part of the cross section with O(α2s) accuracy.
4.3 Soft gluon emission at two-loop level
Let us turn into the computation of the soft subprocess 4.29. Expanding the generating
functional to the desired order we obtain the relevant set of cut Feynman diagrams.
For real emissions, the integration runs over the soft gluons phase space constrained
by the thrust measurement function in the dijet limit. The leading order contribution
trivially reduces to δ(τs). In what follows we compute S(τs, Q/µ, αs(µ)) to two-loop
level.
4.3.1 One-loop result
At one-loop level the evaluation of the Wilson loop is straightforward. The contributing
diagrams are listed in Figure 4.3.
The virtual soft correction (Fig. 4.3(a)) to the vertex identically vanishes in di-
















(q · n¯+ i0+)(q · n− i0+)(q2 + i0+) ,
(4.31)
where the phase space constraint reduces to δ(τs) since no real gluons have been emitted.
The real contribution involves the emission of a soft gluon off one of the two Wilson
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(a) (b)
Figure 4.3: NLO contribution to the soft subprocess.
lines. The emitted gluon may go either into the S~nT hemisphere or into the S¯~nT one.
The resulting phase space measure is then
ddq
(2π)d
(2π)δ(+)(q2)(δ(τsQ− q · n)Θ(q · n¯− q · n) + δ(τsQ− q · n¯)Θ(q · n− q · n¯)), (4.32)
where the two Θ-functions forbid the emitted gluon from going backwards, heading
towards the opposite hemisphere. The integrand is the eikonal factor corresponding to
the single emission shown in Figure 4.3(b) and its mirror conjugate diagram. The sum













×δ(τsQ− q · n)Θ(q · n¯− q · n) + δ(τsQ− q · n¯)Θ(q · n− q · n¯)





d(q · n)d(q · n¯)dd−2q⊥ , (4.34)
and evaluate the integral over q⊥. Since there is no explicit dependence on q⊥ in the
integrand function, it simply reduces to the replacement
dd−2q⊥δ(+)(q2)→ π
1−ǫ
Γ(1− ǫ)(q · n)
−ǫ(q · n¯)−ǫΘ(q · n¯)Θ(q · n). (4.35)























where we set n · n¯ = 2 and we replaced the bare coupling α0s = g2/4π with the renor-
malized one in the MS scheme, i.e.
α0sµ













4.3 Soft gluon emission at two-loop level



































































































where N0 = e
−γE .
Note the absence of single logarithms in the O(ǫ0) term meaning that the one loop
soft subprocess receives logarithmic contributions only when the emitted gluon is both
soft and collinear to one of the eikonal legs. Wide angle soft emissions do not contribute
at this order, but they become relevant at two-loop level.
4.3.2 Two-loop result
At order O(α2s) up to two real gluons are emitted. Note that diagrams with virtual
dressing of eikonal lines vanish identically since the Wilson path lies on the light cone
(i.e. n2 = n¯2 = 0). Furthermore, we only need to evaluate those diagrams contributing
with maximal non-abelian (i.e. CFCA) and fermionic (i.e. CFTFNF ) terms, because



























where s˜(2)(N0Q/(Nµ), αs(µ)) involves CFCA and CFTFNF contributions while C
2
F
terms arise from exponentiation of the O(αs) result S˜
(1)(N0Q/(Nµ), αs(µ)). It follows
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where S˜(1)(N0Q/(Nµ), αs(µ)) was computed in the previous section. The remaining set
of (non-vanishing) diagrams contributing to s˜(2)(N0Q/(Nµ), αs(µ)) is shown in Figure
4.4, where the mirror conjugate diagrams are omitted. The vacuum polarization blob
includes fermions, gluons and ghosts as depicted in Figure 4.5, since the calculation
will be carried out in the Feynman gauge.
(a) (b) (c) (d)
(e) (g) (h)(f)
(i) (j) (k) (l)
Figure 4.4: NNLO contribution to the soft subprocess. Grey blobs stand for the sum of
vacuum polarization bubbles due to fermions, gluons and ghosts. To complete the set one
has to take into account mirror conjugate diagrams in addition. Pure abelian diagrams
(i.e. proportional to C2F ) are omitted.
= 12 − −
Figure 4.5: Vacuum polarization diagrams in the Feynman gauge.
The double virtual contribution (Fig. 4.4(i–l)) is made of scaleless integrals which
identically vanish in dimensional regularization.
The first non-trivial contribution to consider is the one-loop virtual diagram with an
extra real gluon, depicted in Fig. 4.4(e,f). The sum of such diagrams and their mirror
conjugate ones is gauge invariant. Using the known expression of the soft current at
















Γ4(1− ǫ)Γ3(1 + ǫ)
Γ2(1− 2ǫ)Γ(1 + 2ǫ)
46





(2π)δ(+)(q2)(δ(τsQ− q · n)Θ(q · n¯− q · n) + δ(τsQ− q · n¯)Θ(q · n− q · n¯))
((q · n)(q · n¯))1+ǫ ,
(4.43)
where the phase space constraint is the same as in the one loop case, since only one
real soft gluon is emitted. Notice that the pole prescription (±i0) has been omitted
since the poles are never “touched” during the integration because of the Θ-functions
in the numerator. From now on we write explicitly the factor (±i0) only when relevant.

















Γ3(1− ǫ)Γ3(1 + ǫ)









where we expressed the bare coupling according to equation 4.37.
Let us now consider the double real emission. The phase space constraint is more
involved since two distinct gluons are emitted. Each of them can indeed go either into
the S~nT or the S¯~nT hemisphere, leading to the following phase space cut
Q(2π)δ(+)(q2)(2π)δ(+)(k2)Jcut(τsQ) = Q(2π)δ
(+)(q2)(2π)δ(+)(k2)
×(δ(τsQ− q · n− k · n)Θ(q · n¯− q · n)Θ(k · n¯− k · n) (4.45)
+ δ(τsQ− q · n¯− k · n¯)Θ(q · n− q · n¯)Θ(k · n− k · n¯) (4.46)
+ δ(τsQ− q · n− k · n¯)Θ(q · n¯− q · n)Θ(k · n− k · n¯) (4.47)
+ δ(τsQ− k · n− q · n¯)Θ(k · n¯− k · n)Θ(q · n− q · n¯)). (4.48)
Such a constraint gives rise to non-trivial phase space integrals which are solvable
using analytic techniques. We evaluate the integrals in MATHEMATICA, partly using the
package HypExp [126]. An independent numerical check is also performed using the
computer code SecDec [127], a recent implementation of sector decomposition based
on the algorithms presented in [128, 129]. The numerical integration is then carried
out using the Monte Carlo routines BASES [130] and VEGAS [131] included in [127] with
107 Monte Carlo events per coefficient. The two results agree within an uncertainty of
0.001%.
We organise the calculation considering first the class of diagrams without any in-
ternal gluons (i.e. gluons which are not involved in the cut) shown in Fig. 4.4(a,b) and
mirror conjugate diagrams, then the class of diagrams with only one internal gluon
(Fig. 4.4(c,d) and mirror conjugate diagrams) and finally vacuum polarization dia-
grams, containing two internal gluons (Fig. 4.4(g,h) and mirror conjugate diagrams).
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4.3.2.1 Box-type diagrams
We first consider the Box-type diagrams depicted in Fig. 4.4(a,b). The second diagram
(Fig. 4.4(b)) has a simple structure and can be evaluated easily. Dropping the abelian




















(q · n¯)(q · n)(k · n)(k · n¯) , (4.49)
where Jcut(τsQ) is the sum of terms in round brackets defined in Eqs. 4.45–4.48. The
integrand function does not depend on the transverse component of the integrated




















d(q · n)d(q · n¯)d(k · n)d(k · n¯)
(
δ(τsQ− q · n− k · n)Θ(q · n¯− q · n)Θ(k · n¯− k · n)
(q · n¯)1+ǫ(q · n)1+ǫ(k · n)1+ǫ(k · n¯)1+ǫ +
δ(τsQ− q · n¯− k · n¯)Θ(q · n− q · n¯)Θ(k · n− k · n¯)
(q · n¯)1+ǫ(q · n)1+ǫ(k · n)1+ǫ(k · n¯)1+ǫ +
δ(τsQ− q · n− k · n¯)Θ(q · n¯− q · n)Θ(k · n− k · n¯)
(q · n¯)1+ǫ(q · n)1+ǫ(k · n)1+ǫ(k · n¯)1+ǫ +
δ(τsQ− k · n− q · n¯)Θ(k · n¯− k · n)Θ(q · n− q · n¯)




We now analyse each of the integrals in Eq. 4.50. We first integrate out the k · n
component in the first and fourth integral and the k · n¯ component in the second and
third integral by using the δ-functions. We then make the following four changes of
variables
k · n¯→ Qτsu(1− t) q · n¯→ Qτsts q · n→ Qτst, (4.51)
k · n→ Qτsu(1− t) q · n→ Qτsts q · n¯→ Qτst, (4.52)
k · n→ Qτsu(1− t) q · n¯→ Qτsts q · n→ Qτst, (4.53)
k · n¯→ Qτsu(1− t) q · n→ Qτsts q · n¯→ Qτst, (4.54)
in the first, second, third and fourth integrals of Eq. 4.50 respectively, followed by the
replacements s→ 1s , u→ 1u in each of them. We end up with four identical integrals on























dt du ds(1− t)−1−2ǫt−1−2ǫu−1+ǫs−1+ǫ, (4.55)






















After replacing the bare coupling with the renormalized one (Eq. 4.37) and some





















ǫ2Γ2(1− ǫ) , (4.57)
where we set n · n¯ = 2.
We now consider the box diagram in Fig. 4.4(a). We note that the mirror symmet-
rical diagram has the same expression provided we exchange k ↔ q, so it can be taken


















((q + k) · n¯)(q · n)(q · n¯)((k + q) · n¯) . (4.58)
Furthermore, exploiting the symmetry of the integrand under the transformation
{k · n↔ k · n¯, q · n↔ q · n¯},
we see that the integrals arising from the terms 4.45 and 4.47 equal those arising from
4.46 and 4.48 respectively. Using the parametrization shown in Eq. 4.51–4.54, we are
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This completes the evaluation of Box-type diagrams contribution to the two loop soft
subprocess.
4.3.2.2 Non-abelian diagrams
The class of non-abelian diagrams (Fig. 4.4(c,d) and mirror symmetrical diagrams) is
much more involved due to the presence of the three gluon vertex. The mirror conjugate
diagrams in which the real gluon is connected to the opposite leg to the right of the
cut are related to those depicted in Fig. 4.4(c,d) by the transformation
{k · n↔ q · n¯, k · n¯↔ q · n}.
They can be taken into account by including a factor of two.



















((q + k)2 − i0)
×Jcut(τsQ)( 2k · n+ q · n
(k · n)(q · n¯)((q + k) · n) +
q · n− k · n
((k + q) · n)(k · n)((k + q) · n¯)+
{k · n↔ q · n¯, k · n¯↔ q · n}).
(4.63)
Looking at the expression of the phase space constraint Jcut we see that the transfor-
mation
{k · n↔ q · n¯, k · n¯↔ q · n}
has only the effect of exchanging the terms 4.45 and 4.47 with 4.46 and 4.48 respectively,
so the contribution due to the last term in round brackets amounts to multiply once
again by two. Unlike the box-type case, the integrand function depends explicitly on
the transverse components through the gluon propagator. We use 4.34 and perform
the integral over the transverse components as shown in Eq. A.20. Writing the result
































(1− t)−1−2ǫt−1−2ǫs−1+ǫu−1+ǫ(s+ u)s(t− 2)(t− 1) + tu(1− t)
s(1− t) + tu
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+ (1− t)−1−2ǫt−1−2ǫs−1+ǫu−1+ǫ(1 + su)
×s(1− t)(2− t(2− u)) + t(1− t(1− 2u))
(s(1− t) + t)(1− t(1− u))
2F1
(













where the first integral is made of the contributions due to the terms 4.45 and 4.46,
while the ones due to 4.47 and 4.48 are encoded in the second integral. Since s ≤ 1





















































1, 1 + ǫ, 1− ǫ, su),
(4.66)
in the first and second integral of 4.64 respectively.
Identity 4.65 splits the first integral in 4.64 into two simpler integrals. We substitute
u→ zs in the first of such integrals and s→ zu in the second one in order to remap the

































(1− t)−1−2ǫt−1−2ǫu−1+2ǫz−1+ǫ(1 + z)4z + t(1− t)(3− z)(1− 3z)
(1− t(1− z))(z + t(1− z))
×2F1(1, 1 + ǫ, 1− ǫ, z) + (1− t)−1−2ǫt−1−2ǫu−1+ǫz−1+ǫ(1 + uz)
×z(1− t)(2− t(2− u)) + t(1− t(1− 2u))
(z(1− t) + t)(1− t(1− u)) 2F1
(
1, 1 + ǫ, 1− ǫ, zu)).
(4.67)
where we used Eq. 4.37 for the coupling. The two integrals in round brackets of Eq. 4.67




(1− t)−1−2ǫt−1−2ǫu−1+2ǫz−1+ǫ(1 + z)4z + t(1− t)(3− z)(1− 3z)
(1− t(1− z))(z + t(1− z))



































(1− t)−1−2ǫt−1−2ǫu−1+ǫz−1+ǫ(1 + uz)z(1− t)(2− t(2− u)) + t(1− t(1− 2u))
(z(1− t) + t)(1− t(1− u))
× 2F1
(















































































4.3.2.3 Vacuum polarization diagrams
The last class of diagrams we have to take into account to complete the computa-
tion of the double real radiation contribution involves diagrams of the type shown in
Fig. 4.4(g,h). Summing up diagrams (g) and (h) and their mirror symmetrical ones we




















((q · n¯)(k · n)− (k · n¯)(q · n))2
((k + q) · n¯)2((k + q) · n)2
2(1− ǫ)CACF − 4CFTFnF
((k + q)2 + i0)((k + q)2 − i0)+
+ 8
1
((k + q) · n¯)((k + q) · n)
CFTFnF − CACF




where the phase space constraint Jcut(Qτs) is the usual measurement function defined in












d(q · n)d(q · n¯)
(2π)d−1
d(q · n)d(q · n¯)
(2π)d−1
QJcut(Qτs)
((q · n¯)(k · n)− (k · n¯)(q · n))2












d(q · n)d(q · n¯)
(2π)d−1




((k + q) · n¯)((k + q) · n)
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(k + q)2 + i0
. (4.73)
From the symmetry of the previous expressions under the transformation
{k · n↔ k · n¯, q · n↔ q · n¯},
we see that the terms arising from the constraints 4.46 and 4.48 are identical to those due
to 4.45 and 4.47 respectively. The two internal integrals over the transverse components
of the soft gluon momenta are evaluated in A.23 and A.20. Following the same technique





















































su)42F1 (2, 1 + ǫ, 1− ǫ, su) , (4.75)






























2(1− t)1−2ǫt1−2ǫu−1+2ǫzǫ (1− z)
2
(1− t(1− z))2 2F1
(
2, 2 + ǫ, 1− ǫ, z)+
+ (1− t)1−2ǫt1−2ǫzǫuǫ (1− zu)
2
(z(1− t) + t)2(1− t(1− u))2 2F1
(

































t+ z(1− t) 2F1
(
1, 1 + ǫ, 1− ǫ, z)+
+
(1− t)−2ǫt−2ǫuǫzǫ
(t+ z(1− t))(1− t(1− u))2F1
(
1, 1 + ǫ, 1− ǫ, zu)). (4.77)




t+ z(1− t) 2F1
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(t+ z(1− t))(1− t(1− u))2F1
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dt du dz(1− t)1−2ǫt1−2ǫu−1+2ǫzǫ (1− z)
2
(1− t(1− z))2 2F1
(

































dt du dz(1− t)1−2ǫt1−2ǫzǫuǫ (1− zu)
2
(z(1− t) + t)2(1− t(1− u))2 2F1
(
2, 2 + ǫ, 1− ǫ, zu) =
Γ(1− ǫ)






















We finally plug these expressions back into 4.71 and we obtain the following result for














































































where we used 4.37 to replace the bare coupling with the renormalized one in the MS
scheme. This completes the computation of the relevant contributions to the two-loop
soft subprocess. As a further check of our calculation, we observe that summing up all
the integrand functions contributing to the two-loop soft subprocess we reproduce the
known double-soft current derived in [132].
4.3.3 Renormalization of the two-loop soft subprocess
Before the subtraction of the overall divergences we need to handle the subdivergences.











































where S(1)(τs, Q/µ, αs(µ)) is the one-loop contribution 4.36.
After performing the Laplace transform of Eqs. 4.44,4.57,4.62,4.70,4.82,4.83 by















and summing them up we obtain the following expression for the non-abelian part of






























































































































































Renormalization properties of Wilson loops have been studied in detail in [133–
135]. The Wilson path we considered has two cusps and light-cone segments leading





















where Γcusp(g) is the well-known universal cusp anomalous dimension while Γsoft(g) is a
path-dependent coefficient often called soft anomalous dimension. The factor 2 in front
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of the cusp anomalous dimension in the evolution equation 4.89 counts the number of
cusps in the integration path.
The two quantities Γcusp(g) and Γsoft(g) can be evaluated through O(α
2
s) considering














































































































































The two-loop cusp anomalous dimension 4.92 was computed in [136], while the two-loop
value of Γsoft(g) was first deduced in [99] using renormalization group invariance of the
cross section but it was never obtained by a direct calculation.
Exploiting the non-abelian exponentiation theorem 4.41 and 4.42, we derive a com-



























































































































The constant part 4.95 has also been calculated as a specific case of the two-loop
soft hemisphere function in a work done in parallel with ours [117], in full agreement
with our result. Previously, it had been fitted by two different groups [99, 103, 116]



































48.7045C2F − (56.4989)CACF + (43.3905)CFTFnF
)
, (4.99)
which is partly consistent with [103, 116] but not with the earlier numbers of [99], with
the exception of the CFTFnF term. Notice that the determination of the S˜
(2)
0 constant
is relevant to the matching of NNLL resummed cross section to the NNLO one since it
is part of the G31 coefficient as it will be shown in the next section.











































































We set µR = Q in order to minimize the logarithmic corrections coming from the hard
function in 4.28, moreover we replace µ2/Q2 = u2 in the first integral of Eq. 4.102 and
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The thrust observable is symmetrical under the exchange of the two hemispheres,
so the factor 2 in the exponent accounts for the identical contributions due to both of
them.
4.4 Resummation of large logarithms
In the present section we derive a resummed expression for the cross section 4.13 in
Laplace space starting from the renormalization group (RG) evolution of each of the
subprocesses. The effect of soft gluons has been taken into account in the previous
section, but we still need to consider logarithmically enhanced terms due to hard gluons
moving collinearly to one of the hard quark legs. Such an effect is encoded in the jet
subprocess which describes the decay of a hard quark into a jet of collinear particles.
The same subprocess can be found in other relevant QCD processes such as deep






















The collinear subprocess can be defined as a cut propagator of a massless quark in the
axial gauge [59]. Indeed, the factorization used here is manifest in the axial gauge [59].
Equation 4.104 can be solved following the same technique used with the soft sub-
process but now replacing µ2/Q2 = u and k2/Q2 = u in the first and second integral

































We now combine 4.103 and 4.105 together in the expression of the cross section
σ˜N (Q








































































we recast Eq. 4.106 as
σ˜N (Q


































AΓ(αs) = Γcusp(αs)− β(αs)∂Γsoft(αs)
∂αs
,
BΓ(αs) = Γsoft(αs) + Γcoll(αs). (4.109)
The two coefficients AΓ(αs) and BΓ(αs) can be computed in perturbative QCD. To this
end we observe that the Altarelli-Parisi splitting function Pqq(αs, z) fulfils the following
limit [137] as z → 1
Pqq(αs, z) = 2
Γcusp(αs)
(1− z)+ + 2BΓ(αs)δ(1− z) + ..., (4.110)
where the dots stand for regular terms in the z → 1 limit. The asymptotic expression
4.110 is valid to all orders in perturbative QCD and it can be easily proven in the
context of deep inelastic scattering as shown in [115]. The Mellin transform of the
structure function F2(Q
2, x) can be indeed factorized in the threshold limit x→ 1 as a
product of a hard virtual function H(Q/µ, αs(µ)), a collinear jet function and a parton
distribution function φq(N,µ). Both the hard and collinear jet functions are essentially
the same ones as in the thrust case (up to constants in the hard subprocess due to
crossing). The collinear jet function evolution is described by Eq. 4.104, while the hard































lnφq(N,µ) = P˜qq(αs, N), (4.112)
where
P˜qq(αs, N) = −
∫ 1
0
dz zN−1Pqq(αs, z) (4.113)
is the Mellin transform of the splitting function using the conventions of [139, 140]. We
now observe that for the structure function F2(Q
2, x) to be RG invariant, we have to
require that the anomalous dimensions of the hard, jet and parton distribution functions
sum up to zero, proving Eq. 4.110.
As stated at the end of the previous section, since the thrust is symmetrical under
the exchange of the two hemispheres, we can factorize the soft subprocess as a product
of two independent “hemisphere” soft subprocesses. It follows that the resummed
cross section 5.2 can be recast as a constant term multiplied by the evolution of two
independent jets each of which is the product of the collinear jet and the respective
“hemisphere” soft subprocess. This is in analogy to the structure obtained at NLL using
the coherent branching algorithm [47]. We compare the two expressions observing that
the only difference between the two exponents is the term β(αs)∂Γsoft(αs)/∂αs which
gives a non-vanishing contribution only beyond NLL. It essentially accounts for large
angle soft emissions whose effects do not contribute at NLL (it is easy to see that
the first non-trivial term arises at O(α3s)). A second interesting feature which shows up
beyond the NLL approximation is the interplay between constant terms and logarithms
due to the factor J˜2(1, αs(
√
(N0/N)Q))S˜(1, αs(N0Q/N)) that will be analyzed below.













































where here L = lnN . The function f1((αs/π)β0L) resums all the leading logarithmic
contributions αnsL





4.4 Resummation of large logarithms
on. We furthermore require that fi(0) = 0 so that at N




























Lk+1−n, n ≥ 1. (4.116)
With this notation we see that the term G˜31α
3
sL is a N
3LL contribution due to the
Taylor expansion of f4(
αs
π β0L). Nevertheless, such a term is relevant for the R-matching
of the NNLL resummed cross section to the O(α3s) fixed-order result, which will be


















in Eq. 5.2, we observe that A(k) gives rise to terms of order αnsL
n+2−k while B(k)
contributes with terms of order αnsL
n+1−k with n ≥ k.
The previous property ensures that the knowledge of B(3) is sufficient to compute
G˜31 and we do not need to know A
(4) which has not been computed yet (Γsoft is known
at three loops [99], but the four loop value of Γcusp is still unknown).
The coefficient H(1, αs(Q))J˜
2(1, αs(
√
(N0/N)Q))S˜(1, αs(N0Q/N)) in Eq. 5.2 con-
tains all the constant terms and it can be expanded in perturbation theory. The function
H(1, αs(Q)) is known at three loop order [112, 113] (this result has subsequently to be
normalized to the total hadronic cross section σ) and the two-loop non-logarithmic
value of the collinear subprocess was computed in [114]. The constant part of the two-
loop soft subprocess was evaluated in the previous section. We see that the coupling is
evaluated at different scales in each of the three functions. We use the expression for
the running coupling A.3 to express them in terms of αs(Q) evaluated at the renormal-
ization scale µR = Q. The resulting expression has additional resummed logarithms
sitting outside the exponent of Eq. 5.2 due to the running of αs and giving a well
defined and finite contribution at large N . Such terms contribute from NNLL on and
do not exponentiate naturally. Nevertheless, in order to bring the cross section to the
form 4.114, we raise them to the exponent and we expand them to the desired order.
One finds that the one-loop constants of the collinear and soft subprocesses con-
tribute to f3((αs/π)β0L) while the two-loop ones contribute to G˜31.
To evaluate the integrals in Eq. 5.2 we use the renormalization group equation A.1
to change the integration variable to αs. After imposing the normalization condition




[(1− 2λ) ln(1− 2λ)− 2(1− λ) ln(1− λ)], (4.118)
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[ln(1− 2λ) + 1
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(1− λ)(1− 2λ) +
A(2)β1
β40

















[− γ2Eλ(3− 2λ) + 2γEβ1β20 [λ+ (1− λ) ln(1− 2λ)
− (1− 2λ) ln(1− λ)] + β2
β30






2(1− λ)(1− 2λ) ln(1− 2λ)[4λ+ ln(1− 2λ)]
− 2
2(1− λ)(1− 2λ) [λ
2 − (1− 2λ) ln(1− λ)(2λ+ ln(1− λ))]
]
, (4.120)
where λ = αs(Q)π β0 lnN .





s are the one-loop non-logarithmic terms of the collinear and the soft subpro-
cesses respectively. They arise from the term J˜2(1, αs(
√
(N0/N)Q))S˜(1, αs(N0Q/N)),
as discussed above. The coefficients A(i) and B(i) can be determined as shown in
Eq. 4.109 using the two-loop value of Γsoft computed above and the three-loop splitting
functions [139, 140]. They are reported in Appendix A.
We observe that the normalization condition fi(0) = 0 is automatically fulfilled by
both f1(λ) and f2(λ) while it has to be imposed to obtain f3(λ) 4.120. This could be
considered as a signal of the breakdown of natural exponentiation beyond NLL. Forcing
such a constraint gives rise to a residual constant value which has to be taken out of
the exponent and that contributes to the constants C˜i. We will determine the value of
such constants directly in thrust space in section 4.4.1.
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4.4.1 Inversion of the integral transform
In the present section we perform the inverse Laplace transform of the resummed cross









2, αs) + O(τ), (4.121)
where σ˜N (Q
2, αs) is defined in Eq. 4.114. The contour C runs parallel to the imaginary
axis to the right of all the singularities of the integrand function. A method to invert
4.121 was proposed in [47]. Keeping their notation we rewrite ΣN (Q
2, αs) in 4.114 as
ΣN (Q













































We now Taylor expand the exponent F˜ with respect to lnN around lnN = ln(1/τ) up



















































More precisely, we have
F˜(1)(αs(Q
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in a Taylor series in F˜(2) itself and we see that the series of terms (F˜(2))k with k ≥ 2
gives at most rise to terms of order O(αks(αs ln(1/τ))



























































the (m+ 1)-th derivative of the logarithm of the Euler Γ-function.
After replacing the coefficients C˜k and G˜31 in the previous expression with Ck and















































































The expression 4.132 for RT (τ) resums all large logarithms through NNLL and it holds
up to terms of order O(α4s ln
2(1/τ)).
The constant term αs/πCF (γE(3/2− γE)− π2/6) is defined such that the term in
square brackets is normalized to one as λ→ 0 and ensures that all the constant terms

















































4.4 Resummation of large logarithms

























































































The value of the O(α3s) constant C3 is unknown and we fit it using the Monte Carlo
program EERAD3 [80]. Details about the fitting procedure are explained in the next
section. Following the conventions of [47] the final resummed expression RT (τ) 4.132































g2(λ) = f2(λ)− ln Γ(1− f1(λ)− λf ′1(λ)),


























notice that the functions gi(λ) do not generate any constants (i.e. gi(0) = 0).
The resummed expression at different logarithmic orders evaluated around the peak
region is shown in Figure 4.6.
We observe that an exact inversion of Eq. 4.121 requires to choose the integration
contour C to the right of the Landau singularities present in the resummed functions
fi(λ). Following the prescription of [47] for the inversion, we avoid such singularities
by expanding around lnN = ln 1τ and then integrating by means of the residue the-
orem closing the contour in the left half-plane using Eq. 4.130. In doing so, we are
neglecting the contribution due to the residue at the Landau pole, which gives rise to
power suppressed terms [141]. The Landau singularity is then mapped onto the thrust
space without contributing to the Laplace inversion. By expressing the SCET result
of [99] in the form 4.137 [142], we obtain full analytic agreement on g3(λ). This is a
non-trivial result, since in [99] the scales in the resummation kernels are fixed at the
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Figure 4.6: Comparison of the resummed result at different logarithmic orders around
the peak region.
outset of the calculation, while in our analysis, they are integrated over in the Laplace
inversion. This difference results in a different treatment of the Landau singularity
in the resummed expressions, which could produce a power-suppressed difference be-
tween the cross sections obtained in both approaches. The exact agreement of our
g3(λ) with [99] demonstrates that there is no Landau-pole ambiguity between the two
approaches. However, in [99] subleading terms arising from the scale fixing in T -space
and part of the constants are kept in the exponent resulting in a numerical difference
when compared to our result.
4.4.2 Determination of the O(α3s) constant C3
In order to match the resummed result to the NNLO cross section the O(α3s) constant C3
must be extracted from fixed-order data. We do it by subtracting the logarithms from
the fixed-order C(τ) coefficient obtained from EERAD3. The logarithmic part R
(3)
log(τ) of




































EERAD3 is run with a technical cutoff y0 = 10
−5 which affects the thrust distribution
below τ0 ∼ √y0. This forbids us from probing the far infrared region and we perform
the fit for values of τ larger than τ0. Numerical fixed order results are obtained with
6×107 points for the leading colour contribution and 107 points for the subleading colour
structures. Because of the presence of large fluctuations in the Monte Carlo results,
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 )τ-log( 



















NNLO coefficient without logarithms
Figure 4.7: Fit of the O(α3s) coefficient C3. The blue band shows the statistical error of
C3 and the red arrow indicates the fitting interval.
each color contribution is fitted separately over an interval where the distribution is
stable and the different results are combined to find the numerical value of C3. The
results of the fits and the different fit intervals are given in Table 4.1. As an alternative
Color (− ln τ)min (− ln τ)max Fit result
N2 4.2 5.2 3541± 51
N0 4.2 5.4 −265± 8
1/N2 3.8 5.2 −71± 3
NnF 4.6 5.6 −5078± 145
nF /N 4.6 5.8 236± 7
n2F 4.2 5.2 95± 120
Sum of all colors −1543± 147
All colors 4.2 5.2 −1051± 178
Table 4.1: Intervals and results of the fits for C3 for the different color contributions.
approach we first sum all the color contributions to the C(τ) coefficient, then we subtract
Eq. 4.17 and finally fit C3. The result of the second approach is shown in Figure 4.7.
We consider the difference between the two approaches as a systematic error and as
final result we obtain
C3 = −1050± 180(stat.)± 500(syst.) . (4.140)
Considering that there is no statistical correlation between different bin errors, as a
different possible estimate of the systematic uncertainty due to the sizeable fluctuation,
we varied the fit range observing that it does not alter the result in any significant way
outside the quoted systematic error margins. It is worth stressing that the numerical
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impact of C3 on the distributions is negligible, as it will be shown in Section 4.6, such
that the large relative error range is tolerable for all practical purposes. With the
determination of the O(α3s) constant we now have all the needed ingredients to perform
the matching of the NNLL resummed result to the fixed NNLO.
4.5 Matching of resummation to fixed-order calculations
There are different matching schemes proposed in the literature, however mainly two
are used: the R-matching scheme and the ln(R)-matching scheme [47, 78]. The new
results presented in the previous sections allow us to compare for the first time the
predictions of the two schemes at NNLL+NNLO accuracy. In the R-matching scheme
the two expressions 4.11 and 4.13 are matched and logarithms appearing twice are
subtracted. The explicit expression for the matched integrated cross section R(τ,Q)
depends on both the logarithmic and fixed-order accuracy considered in the matching.
At NNLL+NNLO the following formula holds (for the sake of clarity we drop any
dependence on the renormalization scale, which will be analyzed separately and write
only αsL as arguments of the gi functions):
R(τ,Q) =
(
























The terms in the second line correspond to the remainder functions di(τ) defined above.
It is however preferable to write it as difference between the full fixed-order coefficient
and its logarithmic part since these are the functions which are known in practice.
The ln(R)-matching scheme [47] is believed to be theoretically the most stable one
and for this reason it is generally preferred [78]. In this case the matching procedure is
given by














C (τ)−A (τ)B (τ) + 1
3




It is worth noting that the dependence on the O(α3s) coefficients C3 and G31 dis-
appears in this scheme. The matching procedures presented above are valid over the
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whole phase space. However, unlike to the fixed-order prediction 4.11, in which ev-
ery coefficient vanishes in the kinematical limit such that R(τmax) = 1, in the limit
τ → τmax the two predictions 4.141 and 4.142 give a wrong (i.e. non-vanishing) result.
A fixed-order calculation takes into account only a finite (in fact very few) number of
final state particles so the differential cross section dσ/dτ obviously has to vanish at
the kinematical limit τ = τmax.
For the NNLO fixed-order prediction, the maximum number of final state jets is
five. Therefore the cross section should vanish at the kinematical limit for six partons.
The limited predictive ability of the two matching schemes in the multijet region can be
solved by modifying them slightly. This is done by imposing a kinematical constraint,
which assures the right prediction for τ → τmax.
The constraints for the so-called modified ln(R)-matching scheme are [78]













In order to fulfil these two constraints, we follow the prescription proposed in [78] and
redefine L as follows:















The power p is called “degree of modification”. We choose p = 1, as usual in literature.
It determines how fast the integrated cross section is damped at the kinematical limit.
The value of τmax is given by symmetry arguments and at LO and NLO can be computed
exactly giving respectively τmax,LO = 1/3 and τmax,NLO = 1− 1/
√
3. At NNLO we can
fix it using the result given by EERAD3 at τmax = 0.4275.
For the ln(R)-matching scheme, the substitution 4.144 is sufficient to fulfil the
constraints 4.143. In the R-matching scheme one further modification is needed







, i = 1, 2, 3 , (4.145)
leading to the following expression for the R-matching at NNLL+NNLO:
R (τ) =
(
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The dependence on the renormalization scale was so far not considered. Every term
beyond the leading order acquires an explicit µ-dependence, which for the fixed-order
coefficients is given in 4.4. For the resummation functions gi (αsL) the renormalization











































where g′i(αsL) stands for the derivative of gi(αsL) with respect to αsL. Correspondingly
































G11 + 2 ln(x
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G12 + 2 ln(x
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One further source of arbitrariness is the choice of the logarithm to be resummed.
In fact, it is not clear whether powers of αs ln(1/τ) or powers of αs ln(2/τ) have to
be resummed. The origin of this arbitrariness has to do with how much of the non-
logarithmic part of the fixed-order prediction is exponentiated together with the log-
arithms. We can express this arbitrariness by introducing a new constant xL, which
rescales the logarithm to be resummed [78]:















This rescaling modifies once more the resummed formulae and their expansion coeffi-
cients. By requiring Rˆ(τ)
!
= R(τ) , where Rˆ(τ) denotes the rescaled integrated cross
section according to 4.150, we find the following replacements:
Cˆ1(τ) = C1 +G11 ln(xL) +G12 ln(xL)
2 , (4.151)

















Cˆ3(τ) = C3 + (G31 + C1G21 + C2G11) ln(xL)
+
(













































G12 → Gˆ12 = G12 , Gˆ23 = G23 , Gˆ34 = G34 ,
G11 → Gˆ11 = G11 + 2G12 ln(xL) ,
G22 → Gˆ22 = G22 + 3G23 ln(xL) ,
G33 → Gˆ33 = G33 + 4G34 ln(xL) ,
G21 → Gˆ21 = G21 + 2G22 ln(xL) + 3G23 ln(xL)2 ,
G32 → Gˆ32 = G32 + 3G33 ln(xL) + 6G34 ln(xL)2 ,
G31 → Gˆ31 = G31 + 2G32 ln(xL) + 3G33 ln(xL)2 + 4G34 ln(xL)3 . (4.154)
The corresponding changes of the gi functions are
g1(αsL)→ gˆ1(αsLˆ) = g1(αsLˆ) ,























The transformations due to a variation of xµ and xL are completely general and hold
for all possible event-shape observables which can be described with this matching
formalism. Furthermore the order in which they are carried out is not important since
they commute.
4.6 Results
Having set up the matching formalism in a way to access the theoretical uncertainties,
we can apply it to the case of thrust derived in Section 4.4 using the fixed order result
from EERAD3 [81, 82].
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Figure 4.8: Comparison of the weighted cross section in the ln(R)-matching using
NNLL+NNLO and NLL+NNLO. The plot on the top shows the two distributions, with
the uncertainty band due to scale dependence. The curve in the middle shows the differ-
ence between NNLL+NNLO and NLL+NNLO normalized to the NLL+NNLO curve. The
impact of the resummation at NNLL is an increase in the distribution of order 5-8%. The
lowest plot shows the absolute scale dependence of the two curves.
In Figure 4.8 we compare the weighted cross section of the new matched NNLL+NNLO
results with the old NLL+NNLO derived in [91]. The modification due to the resum-
mation is sizable, leading to a 8% increase of the distribution around the peak region.
The effect of the additional resummed subleading logarithms becomes progressively less
important towards the multijet region, where the increase is nevertheless of about 5%.
It is interesting to note that the matching of NNLO with NNLL resummation shifts
the pure NNLO result also in the multijet region (Figure 4.9). This was not the case
for NLL+NNLO, for which the impact of resummation in the region of large τ was
negligible. This is another sign of the importance of the NNLL contribution.
The renormalization scale dependence, which was observed to increase from pure
NNLO to NLL+NNLO [91, 94] because of a mismatch in the cancellation of renor-





















Figure 4.9: Comparison of the
weighted cross section at NNLO with
the matched NNLL+NNLO predictions.
The contribution of NNLL resummation





















Figure 4.10: Comparison of the parton
level fixed-order prediction at NNLO to
NLL+NNLO and NNLL+NNLO distri-
butions. Experimental data are taken
from the ALEPH collaboration [62].
NNLL+NNLO by 20% in the peak region compared to NLL+NNLO. The magnitude
of the scale uncertainty varies between 4% in the 3-jet region and 5% around the peak.
In Figure 4.10 we compare the unweighted parton-level cross section at NNLO with
the matched NLL+NNLO and NNLL+NNLO cross sections and with experimental
hadron-level data from the ALEPH experiment [62]. We note that there is a visible shift
of the theoretical prediction towards the experimental data, which are best described
by the newly computed NNLL+NNLO distribution. Around the peak region, where
non-perturbative hadronisation corrections are large, the parton level prediction fails
to describe the data. Hadronisation effects can account for this discrepancy. We will
address this issue in a future publication.
The computation of the two-loop constant C2 presented in Section 4.3 and the fit
of the O(α3s) constant C3 of Section 4.4.2 allow us to perform for the first time the
matching in the R-scheme using NNLL accuracy and fixed NNLO results. On the
left plot in Figure 4.11 we compare the R-matching and the ln(R)-matching scheme
predictions at NNLL+NNLO. The difference between the two matching prescriptions is
very small and lies well below the scale uncertainty. This implies a very good stability
of the theoretical predictions under variation of the matching scheme. Because of the
big uncertainty in the value of the constant C3, we vary it within its error to investigate
the phenomenological impact on the cross section. The results are shown in the right
plot of Figure 4.11. The upper plot shows the different distributions obtained by setting
C3 = −500, −1000, −1500 respectively. The three curves are almost indistinguishable
and the tiny fluctuations in the distributions are due to the fluctuations of the NNLO
result. In the lower plot we take the distribution with C3 = −1000 as reference and plot
the difference between the reference cross section and those obtained with C3 = −500
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Figure 4.11: The left plot shows the comparison of the R-matching scheme and the ln(R)-
matching scheme results. The width of the curve shows the uncertainty related to the scale
variation. The two matching schemes agree very well over the full thrust range. The right
plot shows the impact of the variation of the O(α3s) constant C3 on the distribution in the
R-matching scheme. The difference is at the per mille level.
and C3 = −1500 respectively. The difference is less than 1.5h and it is therefore
completely negligible compared the other theoretical uncertainties.
As discussed in the previous section, another source of theoretical uncertainty is
the choice of the logarithms to be resummed. We can estimate this uncertainty by
varying the parameter xL. In Ref. [78] several prescriptions are given on how to set the
correct variation range for xL for different observables. For the sake of simplicity and
since we are not performing a fit of the strong coupling constant, we choose to vary
xL within the canonical interval 0.5 < xL < 2, similarly to what is chosen to quantify
the renormalization scale uncertainty. This choice is also close to the nominal range
of variation proposed in [78]. The impact of this variation is shown in Figure 4.12.
The left plots show a comparison of the xL-dependence between NLL+NNLO and
NNLL+NNLO predictions. The lower plot allows to quantify the reduction of the
uncertainty due to a variation xL. Apart from the far infrared region, it is observed
to decrease by 50% in the peak region. The scale-dependence reduction is smaller
towards the multijet region, where the contribution of the logarithmic part becomes
less important. The resummation uncertainty at NNLL+NNLO varies between 2%
and 3%. In the right plots the same comparison is made at NNLL+NNLO using the
R-matching and ln(R)-matching schemes. We observe a similar xL-dependence in both
schemes.
A comparison with experimental data has to include hadronisation effects, which are
most pronounced in the two-jet region. In the past, these were often obtained using
leading-logarithmic parton shower Monte Carlo programs, which turn out to be clearly



































































Figure 4.12: Dependence on the resummed logarithms, determined by varying the pa-
rameter xL. The left plot shows the change in the xL dependence between NLL+NNLO
and NNLL+NNLO. The upper plot shows the distributions with the corresponding uncer-
tainty band, in the lower plot we compare only the uncertainties. In the right plots the xL
dependence using the two different matching schemes is shown.
Systematic approaches to hadronisation within the dispersive model [90, 146] or by
using the shape function formalism [101] are offering a more reliable description.
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5An application: fit of αs from
thrust in electron-positron
annihilation
In this chapter we make use of the theoretical predictions obtained in Section 4 to per-
form a fit of the strong coupling constant using experimental data over a broad range of
energies of the order of a few hundred GeV. At such energies the perturbative predic-
tion does not provide an accurate description of data since power-suppressed corrections
(∼ 1/Qp) to the factorisation theorem (cf. Section 2.3.1 can be numerically sizeable.
In case of e+e− annihilation, such corrections are mainly due to non-perturbative ef-
fects related to the hadronisation process where the final state (massless) partons are
converted into (massive) hadrons of different species. Moreover, there exist additional
perturbative contributions which scale in the same fashion with the centre-of-mass
energy. Such terms are not accounted for in the factorisation theorem and they are
related to the infrared behaviour of the theory (renormalons). The inclusion of such
terms recasts the convergence of the otherwise asymptotic perturbative expansion. In
the present chapter we will refer to both type of corrections as power corrections. This
kind of corrections are described using phenomenological models based on different the-
oretical principles, and so far a detailed and satisfactory field-theoretical description of
power corrections is still missing.
The literature contains several fits of the strong coupling constant obtained by using dif-
ferent observables and experimental data sets. Values obtained using data from different
processes are often incompatible with each other, and for this reason further studies on
the subject are required. Regarding event-shape observables, fits based on the NNLO
perturbative predition [80, 83] can be found in [88, 90, 143]. The same fixed-order
predictions were matched to resummed calculations to fit αs in [91–95, 99, 101, 102].
Further fits based on the analysis of jet-rates were performed in [89, 144, 145].
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5. AN APPLICATION: FIT OF αS FROM THRUST IN
ELECTRON-POSITRON ANNIHILATION
In what follows we perform a fit if αs based on theoretical NNLL predictions matched to
NNLO for the thrust distribution, reporting the results of [79]. To describe hadronisa-
tion effects, we extend the dispersive model [146, 147] to match NNLL+NNLO accuracy
and perform a subtraction of the leading renormalon at NNLO. Bottom-quark mass
effects are considered to NLO. The theoretical parton level results are reviewed below
for completeness. In Section 5.1 we describe the inclusion of bottom-quark mass cor-
rections, whereas the non-perturbative corrections and the extension of the dispersive
model to match the perturbative NNLL+NNLO is described in Section 5.2. Section 5.3
is dedicated to the determination of αs, the fit procedure and the results.









2, αs) + O(τ), (5.1)
where (N0 = e
−γE )
σ˜N (Q























The radiator R(N0/N) encodes the probability to emit a dressed gluon (i.e. with
radiative corrections) with momentum
k = up+ vp¯+ k⊥, (5.3)



























In Section 4 it was shown that the function AΓ(αs) has a soft origin, while BΓ(αs) ac-













and their expressions are reported in Appendix A.1. From Eq. 5.4 we see that the
integral over u in the exponent is regularised by the lower bound N0N . Such a bound
acts as an infrared regulator which prevents the strong coupling constant from being
evaluated at non-perturbative scales (≤ ΛQCD). This can be seen from Eq. 5.1 where
the contour should be set away from all the singularities (in particular from the Landau
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pole). Nevertheless, for resummation purposes we can set the contour to the left of the
Landau singularity since it would contribute with a non-logarithmic effect suppressed
by some negative power of the centre-of-mass energy scale. Such contributions, together
with hadronisation corrections, are numerically sizeable at low energies and they are
relevant to fit the strong coupling.
Several phenomenological hadronisation models can be found in the literature: ana-
lytical [147–150], empirical [151–153] and statistical [154]. Each of them is based on
different theoretical assumptions. In our analysis we restrict ourselves to the analytical
dispersive model developed in [146, 147].
5.1 Finite bottom-quark mass corrections
An additional effect to be considered concerns the assumption of vanishing quark masses
we made in computing the cross section. Such an assumption is not fully justified for low
energy data samples (e.g. LEP1, PETRA energies) for which finite bottom quark mass
effects are relevant at the percent level [155, 156]. We include bottom mass corrections
directly at the level of the matched distribution by subtracting the fraction of massless



















(τ,Q)|massless is the NNLL+NNLO matched distribution and dσdτ (τ,Q)|massive is
the NLO massive distribution obtained with the parton level Monte Carlo Zbb4 [156].
Since the NNLO correction to the massive distribution is currently unknown, we replace






The b-quark mass corrections are generated for the considered energies. Futhermore,
we perform a bin-by-bin interpolation of the energy dependence in order to compute
them for any value of Q included in the considered energy range.
5.2 Non-perturbative corrections
In the dispersive model [146, 147] non-perturbative corrections are accounted for by
means of an effective coupling αeff(k
2) which is supposed to be finite in the infrared
region down to k2 → 0. To introduce the non-perturbative correction, we use the
parametrisation 5.3 for the momentum of a soft gluon, or an object with gluon quantum
numbers (i.e. the offspring of a gluon decay). The two Sudakov parameters u and v
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are related by v = (k2⊥ +m
2)/u, where m2 is the invariant mass of the parent gluon.
The strong coupling is defined in a physical scheme as the anomalous dimension Γ









The expression for the physical coupling then becomes
α˜s(k
2










where the effective coupling αeff is defined as the logarithmic derivative of the spectral
density for the dispersive relation 5.9. Integrating 5.9 by parts (notice that α˜s(0) =











This relation ensures that the strong coupling constant α˜s(k
2
⊥) remains finite at very
low momenta, where the perturbative picture fails. It can be recast symbolically as the












None of the two terms in the r.h.s. of 5.11 is separately well defined in the infrared
region, but their sum is finite down to k2⊥ = 0.
The perturbative component in Eq. 5.11 of the physical coupling is defined as the
perturbative contribution to the physical scheme [45] (CMW scheme) used above to
define the strong coupling α˜s. The inclusive-probability picture used in this scheme
requires that we integrate inclusively over the invariant mass m2 of the parent gluon.
Such an approximation is accurate up to NLL and to this accuracy the relation between
the physical and the MS coupling can be extracted from the soft contribution to the








+ . . .
)
. (5.12)
At NNLL, the non-inclusiveness of the thrust plays an important role, and it must be
taken into account. We need to account for it both at the perturbative as well as at the
non-perturbative level. At the perturbative level we can extend Eq. 5.12 by including
the NNLL soft contribution in Laplace space (where the thrust factorises) A(3), which


















It should be noted that the NNLL perturbative coefficient A(3) might be different for
different observables. This would lead to a breakdown of the universality of the physical
scheme for hadronisation corrections at this order.
According to Eq. 5.11, the effective coupling αeff can be split into a perturbative term
αPTeff and a non-perturbative contribution α
NP
eff which is supposed to be a rapidly falling
function in the ultra-violet region, where the running of the physical coupling 5.10
matches the solution of the renormalisation group equation for the perturbative com-
ponent αPTs . The former is responsible for the perturbative strong coupling α
PT
s in
Eq. 5.11, while the latter gives rise to the non-perturbative component αNPs . Imposing







2) = 0, n = 1, 2, ... (5.14)
By means of Eq. 5.10 we can find the following useful relations between the pertur-

























To obtain Eq. 5.16 we integrated over k2⊥ and expanded the result in a power series
of m2. This is motivated by the fact that αNPeff (m
2) is concentrated at small scales.
Using Eq. 5.14 it is straightforward to see that only the first term of the series survives
yielding Eq. 5.16.
In order to match the non-perturbative and the perturbative couplings we introduce
an infrared matching scale µI ≥ ΛQCD such that αNPs (k2) is negligible for k2 ≥ µ2I ,
and the coupling is well approximated by the perturbative part αPTs . Since we are only
interested in the leading power correction (∼ 1/Q), we limit our analysis to the region
where τ ≫ µI/Q and we assume that the effective coupling is small enough to neglect
terms of order O(α2eff). It is straightforward to see that all the terms but R(N0/N) in
Eq. 5.2 are evaluated at perturbative scales (i.e. the scales at which the strong coupling
is evaluated are always larger than the matching scale µI). This implies that the only
contribution to the leading power correction arises from the radiator R(N0/N). In
Eq. 5.4 the latter is expressed in terms of the perturbative coupling in the MS scheme
and we need to redefine it using the full physical coupling 5.10. We first rewrite Eq. 5.4
using the identity [54]






























and the derivative is meant to act on the whole integral whose boundaries are set by






















































where we used the Leibniz’s rule to perform the derivatives of the integrals. It is
straightforward to check that the term proportional to ζ2 contributes to NNLL accu-
racy. However, we see that it is always evaluated at perturbative scales, so it does not
contribute to the leading power correction. We now observe that the integral involv-
ing the collinear BΓ(αs(uQ
2)) function in Eq. 5.19 gives rise to a subleading power-
suppressed term which scales as 1/Q2, so we can neglect it in the non-perturbative
analysis. The only contribution to the leading power correction stems from the double
integral in Eq. 5.19, involving the soft contribution AΓ(αs(k
2
⊥)). Making use of Eq. 5.13




















×Θ(k2⊥ − u2Q2)Θ(uQ2 − k2⊥) + . . . , (5.20)
where the ellipsis stand for the remaining perturbative terms in the radiator. Eq. 5.20 is
nothing but the single soft emission contribution to the cross section, with the coupling
being defined in the physical scheme.
To correctly account for non-perturbative corrections, we replace αPTs in Eq. 5.20 with
the full coupling 5.10. Moreover, since the physical definition of the coupling deals with
massive gluons, the massless phase space in Eq. 5.20 is modified to take into account
the gluon mass. This amounts to performing the replacement k2⊥ → k2⊥ + m2 in the































×Θ(k2⊥ +m2 − u2Q2)Θ(uQ2 − k2⊥ −m2) + . . . (5.21)
We integrate by parts over m2 in Eq. 5.21 getting rid of the boundary term α˜s(0), and


















2)Θ(m2 − u2Q2)Θ(uQ2 −m2) + . . . (5.22)
We now split the effective coupling into its perturbative (αPTeff ) and non-perturbative
(αNPeff ) components.
For the perturbative term we use Eq. 5.15 to reproduce the perturbative soft piece
of the radiator 5.20. Replacing the perturbative coupling αPTs with its expression 5.13



























= − lnNh1(αs lnN)− h2(αs lnN)
− αs
π




where the functions hi(αs lnN) can be straightforwardly obtained from Eqs. 4.118, 4.119




j . For the
sake of clarity we report them in Appendix A.1.





















2)Θ(m2 − u2Q2)Θ(uQ2 −m2). (5.25)
The non-perturbative term requires some more attention. We first recall that we are
working in the approximation µI/Q≪ τ , which allows one to expand the exponential
function as e−N u ≃ 1 − Nu + ..., neglecting subleading terms since they give rise to
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The term proportional to m2 in the round brackets leads to a vanishing contribution

















To evaluate Eq. 5.27 we replace αNPs = α˜s − αPTs . Introducing the mean value of the































































Note that the NNLO contribution A(3) in Eq. 5.30 is found to be different from
what obtained in [90] and [92], where two different assumptions for this new term
were made. The final expression for A(3) (cf. Section 4) is reported in Appendix A.1
and it consists of the sum of two contributions: the observable-independent three-
loop cusp anomalous dimension computed in [139] and an observable-dependent term
proportional to the two-loop soft anomalous dimension obtained from the O(α2s) soft
contribution to the thrust cross section [99, 100, 158, 159]. The latter turns out to give
the leading numerical contribution to A(3).
Using Eq. 5.30 in Eq. 5.1 results in a shift of the cross section by an amount ∆τ . This
shift encodes the leading non-perturbative correction to the thrust cross section.
The result in Eq. 5.30 is not yet complete. So far we have considered the dispersive
model in its inclusive form. The non-perturbative effect of the thrust’s non-inclusiveness
can be accounted for using perturbation theory by computing the correction to the
form reported in Eq. 5.27. Since the physical coupling is defined as the soft emission
probability, one can compute the corrections due to incomplete cancellations between
real and virtual contributions as well as to scenarios in which the progeny of the massive
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gluon goes into opposite hemispheres. These corrections were computed up to O(α2s)
in [160] where it was shown that they amount to a multiplicative (Milan) factor M
M = 1 +
1
4β0
(1.575CA − 0.104nF ) = 1.490, nF = 3, (5.31)
where we set the number of active flavours to 3 since it is only sensitive to low energy
soft radiation. In particular, the nF factor in 5.31 is due to a soft gluon splitting
into a qq¯ pair of light quarks. It is difficult to estimate the uncertainty on M. It can
not be excluded that higher order O(α3s) corrections to the Milan factor could be as
large as 20% [161]. We use this value as uncertainty on M in our analysis. Since the
matched distribution is given in terms of a binned histogram, the shift 5.30 cannot
be straightforwardly performed since in general ∆τ is not a multiple of the bin width.
We then interpolate between different bins with a cubic spline with the “not-a-knot”
condition in order to evaluate the distribution at intermediate values of τ . The shift 5.30
is then performed directly on the resulting interpolating spline.
5.2.1 Hadron masses and decay effects
In deriving the dispersive contribution to the leading power correction (∼ 1/Q), all
offspring particles produced in the massive gluon decay were assumed to be massless.
Taking their finite masses into account would change the expression of the thrust in
the soft region, leading to an additional kind of power corrections [162] whose leading
scaling is lnAQ/Q, where A is a constant. Such corrections are present in experi-
mental data, where massive hadrons contribute to the thrust. Moreover, a similar
power-suppressed term arises from the final state momenta reshuﬄe due to unstable
hadron decays into lighter particles. Unlike the dispersive contribution, these power
correction cannot be expressed as the product of a universal non-perturbative quantity
(e.g. α0) and an observable dependent factor, thus they break universality. A direct
consequence is that they have a completely different impact on different event shape
observables. An initial detailed assessment of hadron mass effects on event shapes has
been presented in [162], where the constant A was evaluated under the hypothesis of
local parton-hadron duality, and assuming massless partons in the perturbative calcula-
tion, finding A = 4CA/β0. Bottom quark mass effects in the perturbative contribution
could potentially modify this value. A more recent systematic analysis of hadron mass
effects on power corrections has been performed in Ref. [163]. In Refs. [162, 163] it is
shown that the universality of mass-dependent power corrections to two-jet event-shape
cross sections can be rescued by properly redefining the measurement scheme. This al-
lows one to study systematically the impact of non-perturbative mass corrections for
different event-shape observables. In particular, they were found to lead to sizeable
corrections for jet-masses and related quantities, while their impact on the thrust is
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Figure 5.1: Hadronisation corrections for different values of τ = 1 − T as a function of
the centre-of-mass enrgy.
very much limited [162, 163]. Consequently, we do not include hadron-mass effects in
our study here.
We qualitatively check the behaviour of hadronisation corrections using the Monte
Carlo generator Herwig++ (Fig. 5.1). We observe that non-perturbative corrections can
be well approximated by straight lines with a negative slope, consistently with terms
of the form 1/Qn. We exclude the possibility of performing a three-parameter fit to
determine this additional correction since the result would be extremely degenerate and
unstable.
5.3 Determination of αs and α0
In order to measure the strong coupling constant αs and the non-perturbative parameter
α0 we fit the QCD predictions to experimental data reported in Table 5.1, in the
centre-of-mass energy range 14GeV ≤ Q ≤ 206GeV. For consistency we consider data
sets which have been corrected for QED radiation effects. The other data sets would
require the inclusion of electroweak corrections [86] into the theoretical description.
Therefore we limit our analysis to data measured by the ALEPH [62], the L3 [64] and
the TASSO [68] collaborations.
The theory distributions are computed in form of binned histograms. We rebin the
theory results in order to match the data binning, which is different for each experiment.
We set the upper limit of the fit range to τ ≤ 1/3 (the leading order kinematical
upper limit) excluding the multi-particle region where the theoretical prediction fails
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Exp. Q (GeV) Fit range N. Pts. Ref.
TASSO 14.0 0.200 < τ < 0.32 3 [68]
TASSO 22.0 0.120 < τ < 0.32 5 [68]
TASSO 35.0 0.080 < τ < 0.32 7 [68]
TASSO 44.0 0.080 < τ < 0.32 7 [68]
ALEPH 91.2 0.050 < τ < 0.33 28 [62]
ALEPH 133.0 0.040 < τ < 0.30 7 [62]
ALEPH 161.0 0.040 < τ < 0.30 7 [62]
ALEPH 172.0 0.040 < τ < 0.30 7 [62]
ALEPH 183.0 0.040 < τ < 0.30 7 [62]
ALEPH 189.0 0.040 < τ < 0.30 7 [62]
ALEPH 200.0 0.040 < τ < 0.30 7 [62]
ALEPH 206.0 0.040 < τ < 0.30 7 [62]
L3 41.4 0.065 < τ < 0.33 8 [64]
L3 55.5 0.065 < τ < 0.33 8 [64]
L3 65.4 0.065 < τ < 0.33 8 [64]
L3 75.7 0.045 < τ < 0.33 9 [64]
L3 82.3 0.045 < τ < 0.33 9 [64]
L3 85.1 0.045 < τ < 0.33 9 [64]
L3 130.0 0.050 < τ < 0.30 10 [64]
L3 136.0 0.050 < τ < 0.30 10 [64]
L3 161.0 0.050 < τ < 0.30 10 [64]
L3 172.0 0.050 < τ < 0.30 10 [64]
L3 183.0 0.050 < τ < 0.30 10 [64]
L3 189.0 0.050 < τ < 0.30 10 [64]
L3 194.0 0.050 < τ < 0.30 10 [64]
L3 200.0 0.050 < τ < 0.30 10 [64]
L3 206.0 0.050 < τ < 0.30 10 [64]
Table 5.1: Data set considered for the simultaneous χ2 fit of αs and α0.
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because of the small number of final-state partons considered. The lower limit is set
two bins away from τ = µI/Q excluding the peak region where our treatment of
power corrections is not accurate. Fig. 5.2 shows results for different fits of the strong
coupling, obtained by shifting the lower bin around the default configuration (labeled
by 0). For values of the lower bin shift below −2 the peak region is included in the fit
range, which leads to larger values of αs. This region is excluded since the assumption
τ ≫ µI/Qmade in computing the leading power correction breaks down and subleading
contributions become numerically important. The fit is performed by minimising the

























where Vij are the covariances of the distribution between the bins τi and τj . The general
form of the covariance matrix is Vij = Sij + Eij , where Sij = σ
2
stat, iδij is the diagonal
matrix of the (uncorrelated) statistical errors, while Eij contains the experimental sys-
tematic convariances. The diagonal entries of Eii = σ
2
syst,i are given by the systematic
uncertainty on the i-th bin, while we need to make a plausible assumption on the form









The χ2 minimization is carried out with the TMinuit routine distributed with ROOT
and the whole analysis was implemented in a C++ code.
To estimate the fit uncertainties, different approaches have been proposed in the
literature [78, 92]. We decide to perform a scan of the theoretical parameters involved
in the calculation as follows:
• the renormalisation scale fraction xµ (default value xµ = 1) is randomly varied
between 1/2 and 2,
• the resummation scale fraction xL (default value xL = 1) is randomly varied
between 2/3 and 3/2,
• the Milan factor M is randomly varied within its theoretical uncertainty (20%),
• the default value of the modified-logarithm parameter p = 1 is replaced by p = 2,
• the default b-quark mass (mb = 4.5 GeV) is replaced by mb = 4.0 GeV and
mb = 5.0 GeV.
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Figure 5.2: Check of the fit stability, when the lower bound of the fit range is shifted.
The quoted error bars represent the statistical uncertainty on the single fit. The plots show
that the chosen default range is in the middle of a stable plateau. Shifting the lower bound
of the fit to include more bins in the far infrared region leads to large deviations from the
stable value of αs.
The random scans for xµ, xL and M are performed with high statistics for each combi-
nation of mb and p ( 3× 104 fits in total). The final error on αs and α0 is obtained as
the envelope of such variations. Moreover, we consider two different matching schemes
(R and log-R) and take the difference between the two central values as systematic
uncertainty. The quoted central values correspond to the fit results with the default
parameter setting.
The scatter plots are shown in Fig. 5.3. Using the R scheme leads to a lower central
value and a smaller uncertainty on αs than in the log-R scheme. We report the results
separately for the R and log-R matching schemes:








The difference between the central values is contained into the scan error bands, so
it does not affect the final uncertainty. The final uncertainties on αs and α0 can be
considered to a good approximation as uncorrelated. This feature is visible from the
scatter plot in Fig. 5.3. To check the dependence of the αs fit upon the infrared matching
scale µI we perform a fit replacing the default value µI = 2 GeV by µI = 3 GeV. The
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corresponding results for the mean effective coupling and for the perturbative strong
coupling are:








The αs value is not affected by the infrared matching scale, whilst α0 decreases
for larger values of µI . We also observe that the relative uncertainty on the non-
perturbative parameter α0 is smaller for µI = 3 GeV. This can be explained by
observing that the uncertainty on α0 is mostly controlled by the variation of the Milan
factor M. Given the multiplicative relationship between the two quantities, a symmet-
ric variation of M does not correspond to a symmetric uncertainty on α0. Moreover,
it implies that for smaller central values of α0, the size of the resulting uncertainty de-
creases. We have assumed that above µI = 2 GeV the physical running coupling is well
approximated by its perturbative component, this allows us to perform a consistency
check on the running of α0. Since α0 is a mean value, we consider the integral of the
physical α˜s from 2 GeV to 3 GeV∫ 3GeV
2GeV
dk α˜s(k
2) = 3α0(3GeV)− 2α0(2GeV) = 0.214, (5.34)
and we compare it to the perturbative result with four active flavours∫ 3GeV
2GeV
dk αPTs (k
2) = 0.218+0.013−0.009, (5.35)
where the values for α0 and αs(MZ) refer to the findings in the R matching scheme. We
observe that the two quantities are in very good agreement within the fit uncertainty.
This observation indicates that the non-perturbative effects on the running of αs can
be considered negligible above µI = 2GeV, thereby justifying this choice for the non-
perturbative matching scale.
To estimate the impact on αs of the finite bottom-quark mass corrections we per-
formed a further scan without including this correction (settingmb = 0), using therefore
only pure massless QCD results. With this setting we obtain the following values








The values for α0 remain almost unchanged while, with respect to the nominal scan,
the values of αs in both matching schemes decrease. This can be explained by observing
that the mass corrections tend to lower the thrust distribution in the fit range leading
to a higher value for αs. The errors on αs are slightly smaller since now we are not
accounting for the uncertainty on mb.
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Figure 5.3: Scatter plot for the simultaneous fit of αs and α0 using two different matching
schemes.
5.4 Comparison with other αs determinations
We compare our results to other recent determinations of the strong coupling based
on thrust. The comparison is shown in Fig. 5.4. The central value is consistent with
the findings of [101]. On the other hand our theory uncertainty is larger. The reduced
uncertainty of [101] can be explained to some extent by including the subleading ap-
proximated N3LL terms, which rely on a Pade´ approximation for the four loop cusp
anomalous dimension. Such terms carry a scale dependence which leads to a reduction
of the final error. In our case, we do not include the full approximated N3LL tower, but
only consider the necessary term for the R matching scheme, i.e. G31α
3
sL, for which
an exact analytic expression is available [100]. Moreover, a different non-perturbative
model based on a shape function approach was used in [101], and a different technique
to perform the renormalon subtraction was implemented. The latter turned out to have
an important impact on the fit uncertainty.
In the context of the dispersive model, a global fit was performed in [92] to NLL+NNLO
accuracy in the log-R matching scheme, using a larger data set. The quoted values for
the perturbative coupling and the non-perturbative parameter were updated in [165]
and are αs(MZ) = 0.1164
+0.0034
−0.0032 and α0(2 GeV) = 0.62±0.02, respectively. In the log-R
matching scheme, we note that our resulting fit uncertainty is comparable to what was
obtained in [165], despite the higher logarithmic accuracy of the resummation in our
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Figure 5.4: Comparison with other determinations of the strong coupling based on data
for thrust distribution. The band shows the global world average [164].
analysis. This is because we consider the simultaneous variation of different parameters
to assess the theory error, leading to a more conservative estimate. The uncertainty in
the α0 value quoted above does not account for the 20% variation of the Milan factor.
Considering such a systematic uncertainty leads to a similar theoretical error on α0 (cf.
erratum to [92]). For completeness, we report our fit result obtained with NLL+NNLO
perturbative accuracy in the log-R scheme:





whose central value is consistent with [92, 165] but the uncertainties are larger as
expected.
Compared to previous determinations of the strong coupling, where Monte Carlo hadro-
nisation corrections were used, the present determination leads to smaller values for αs.
This can be mainly explained by observing that Monte Carlo models are currently tuned
on experimental data using a showered (to leading logarithmic accuracy) leading order
perturbative prediction. The effect of the NNLL resummation on the determination of
αs has been discussed in Section 5.4, and it shows that higher order logarithmic terms
have a sizeable impact on its final value. This suggests that Monte Carlo hadronisation
should not be used together with higher order resummed predictions since this would
misestimate the real hadronisation corrections. This issue has been already discussed
in [90, 94]. Our final value for αs is also smaller than the current world average [164],
whose determination involves many results from both lattice computations and τ -decay,
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which lead to larger values of αs. In view of recent developments in extending the re-
summation beyond NLL accuracy for event-shape variables other than thrust, it would
be interesting to repeat a similar analysis for a wider set of event-shape observables to
obtain a more robust fit of the strong coupling constant.
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resummation for jet veto
In Chapter 4 we performed the Sudakov resummation for the thrust distribution using
a factorisation theorem and solving RGE evolution equations. As we mentioned in
the introduction (cf. Section 3), different possible approaches can be used to resum
the Sudakov logarithms. In this chapter we present a second example of resummation
carried out using an extension of the CAESAR algorithm briefly discussed in Section 3.
The results presented in this section are mainly borrowed from two recent publications
in this matter [57, 58].
In measuring the Higgs-boson properties at the LHC, one of the channels with a
good sensitivity is the production via gluon-fusion process and subsequent decay into
a W+W− pair, one of which may be off-shell [166, 167]. In this channel, a severe
background comes from tt¯ production, whose decay products also include a W+W−
pair. However, this background can be separated from the signal because its W+W−
pair usually comes together with hard jets, since in each top decay theW is accompanied
by an energetic (b) quark.
Relative to classifications based on objects such as leptons (used e.g. to identify the
W decays), one of the difficulties of hadronic jets is that they may originate not just
from the decay of a heavy particle, but also as quantum chromodynamic radiation. This
is the case in our example, where the incoming gluons that fuse to produce the Higgs
boson quite often radiate additional partons. Consequently, while vetoing the presence
of jets eliminates much of the tt¯ background, it also removes some fraction of signal
events. To fully interpret the search results, including measuring Higgs couplings, it is
crucial to be able to predict the fraction of the signal that survives the jet veto, which
depends, for example, on the transverse momentum threshold pt,veto used to identify
vetoed jets.
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One way to evaluate jet veto efficiencies is to use a fixed-order perturbative expan-
sion in the strong coupling αs, notably to next-next-to-leading order (NNLO), as in
the Higgs-boson production calculations of Refs. [168–170]. Such calculations, however,
become unreliable for pt,veto ≪ M , with M the boson mass, since large terms αnsL2n
appear (L = ln(M/pt,veto)) in the cross section to all orders in the coupling constant.
These enhanced classes of terms can, however, be resummed to all orders in the cou-
pling, often involving a functional form exp(Lg1(αsL) + g2(αsL) +αsg3(αsL)/π+ . . .).
There exist next-to-next-to-leading logarithmic (NNLL) resummations, involving
the gn(αsL) functions up to and including g3, for a number of quantities that are
more inclusive than a jet veto: e.g., a Higgs or vector-boson transverse momentum [52,
53, 110, 171], the beam thrust [172], and related observables [173, 174]. To obtain
estimates for jet vetoes, some of these calculations have been compared to or used
to reweight [172, 175–178] parton-shower predictions [179, 180] matched to NLO re-
sults [181, 182]. However, with reweighting, neither the NNLO nor NNLL accuracy of
the original calculation carries through to the jet veto prediction.
In the following sections we will examine the resummation, matching to fixed-order and
phenomenology for the jet veto observable in the case if Higgs- and Z-boson (Drell-Yan
process) production at hadron colliders.
6.1 The jet veto efficiency
We consider the production of either a Higgs- or a Z-boson accompanied by N extra
QCD partons p1, . . . pN ,
pp→ H + p1 + . . . pN , and pp→ Z + p1 + . . . pN . (6.1)
A jet veto condition is imposed by clustering the events into jets using a suitable hadron-
collider jet-definition (JD) and requiring that the event has no jets with transverse
momentum above a certain threshold, typically in the range of 25− 30 GeV. To define
the jets, the LHC experiments usually use the anti-kt algorithm [188], which repeatedly








unless there exists a particle with a diB = p
−2
ti value that is smaller, in which case i be-
comes a jet and is removed from the list of particles. Here ∆R2ij = (yi−yj)2+(φi−φj)2,
where yi and φi are respectively the rapidity and azimuth of particle i. The parameter
R sets the typical angular reach of the jet definition and is often referred to as the jet
radius. After the clustering, one may choose to consider all jets, or alternatively only
those within some limited rapidity range, in reflection of actual experimental accep-
tances.
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Θ(pt,veto − p(JD)t,j1 (p1, . . . , pN )) , (6.2)
where pt,j1 is the transverse momentum of the hardest (highest pt) of the jets found in
the event, dσN denotes the partonic cross-section to produce a Higgs- or a Z- boson
accompanied by N extra partons and dΦN is the corresponding phase space.




where σ is the total cross-section. The veto efficiency is of interest because it essentially
encodes just the information about the Sudakov suppression associated with forbidding
radiation of jets. In contrast, the vetoed cross section mixes in also the physics that
determines the total cross section. Thus, in the absence of a veto, pt,veto = ∞, the
efficiency is exactly 1 and one can reliably discuss small departures from ǫ = 1 as pt,veto
is reduced. In the vetoed cross section, Σ(pt,veto), it is harder to disentangle those
effects from uncertainties on the total cross section. Later, we will argue that even for
ǫ substantially below 1, it makes sense to treat the efficiency and total cross section
as independent quantities, and that the uncertainties that govern them are relatively
uncorrelated.
Each of Σ(pt,veto), σ and ǫ(pt,veto) has a fixed-order perturbative expansion, which
we write as
Σ(pt,veto) = Σ0(pt,veto) + Σ1(pt,veto) + Σ2(pt,veto) + . . . , (6.4a)
ǫ(pt,veto) = ǫ0(pt,veto) + ǫ1(pt,veto) + ǫ2(pt,veto) + . . . , (6.4b)
σ = σ0 + σ1 + σ2 + . . . , (6.4c)
where the index i signifies that the contribution is proportional to αis relative to the
Born term. The properties Σ0(pt,veto) ≡ σ0 and ǫ0 = 1 follow from the fact that no
jets are present at Born level. There is little ambiguity in the definition of the fixed
order results for the total and jet-vetoed cross-sections, with the only freedom being,
as usual, in the choice of renormalisation and factorisation scales. However, given the
expressions of Σ and σ at a given perturbative order, there is some additional freedom
in the way one computes the jet veto efficiency. It turns out that at NnLO one can
define n+1 different schemes that differ by subleading terms and in this sense they can
be considered as equivalent. The spread between different matching schemes is a new
source of systematic uncertainty that will be used later to obtain a reliable estimate of
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the theory uncertainty. Up to N3LO, we can introduce the following schemes
















































The scheme (c) makes sense at NNLO and beyond, while the scheme (d) can be defined
from N3LO on. In all cases
Σi(pt,veto) = σi + Σ¯i(pt,veto) (6.6)








can be determined from MCFM, while σi is the i
th order contribution to the total cross
section (cf. [199–204]). The above three prescriptions differ by terms O(α3s), which are
beyond the control of current fixed-order calculations.
6.2 Resummation of large Sudakov logarithms
We derive all the ingredients needed to achieve the full NNLL accuracy for the jet veto
cross section and efficiency.
6.2.1 Sudakov radiator
As already mentioned in Chapter 3, the Sudakov radiator is given by virtual corrections
and unresolved real emissions. It must encode all virtual contributions at scales larger
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than pt,veto, at which the first emission takes place. To correctly account for running
coupling effects, it can be computed as the single dressed gluon emission probability,
that is the probability to emit a single gluon with the coupling evaluated at the k⊥ of
the emission and in the physical (CMW) scheme, as shown in Chapter 5. As discussed
in Chapter 5, the O(α3s) extension of the CMW scheme could be observable dependent,
and some work is currently ongoing to understand whether a universal pattern can be
found. Instead of computing it explicitly for the jet veto case, we can obtain it in a
different and more clever way by looking at its logarithmic structure. The radiator
contains all the double (leading) logarithms by definition and it is not accurate at the
single-logarithmic level (NLL). Corrections at and beyond NLL are encoded in the mul-
tiple emission function that we are going to study in the next section. This implies
that, in order to compute the radiator, we can use a simpler (test) observable which has
the same double logarithmic structure as the jet veto has. Different test observables
can be defined, and for some of them the Sudakov radiator is already available in the
literature. One possible choice is the transverse momentum of the colour singlet (Higgs
or Z) produced in the reaction in association with jets. This observable is simpler and
well known and it has been resummed to NNLL accuracy in [52, 110]. To relate the
two observables we observe that the boson transverse momentum (pBt ) is obtained by
summing inclusively over all jets’ transverse momenta. Non inclusive corrections to
this approximation contribute to NNLL and they will be accounted for in the multiple
emission function F(R′).
The core of boson transverse-momentum (pBt ) resummations lies in the fact that soft,
collinear emissions at disparate rapidities are effectively emitted independently. Sum-

















[dki]|M(ki)|2(ei~b.~kti − 1), (6.8)
where σ0 is the leading-order total cross section, [dki]|M(ki)|2 is the phase space and
matrix element for emitting a soft, collinear gluon of momentum ki, while the exponen-
tial factors and b integral encode in a factorised form the constraint relating the boson




~kti) [183]. The −1 term in the round
brackets arises because, by unitarity, virtual corrections come with a weight opposite
to that of real emissions, but do not contribute to the pBt sum.
To relate Eq. 6.8 to a cross section with a jet veto, let us first make two simplifying
assumptions: that the independent-emission picture is exact and that a jet algorithm
clusters each emission into a separate jet. The resummation for the cross section for
the highest jet pt to be below some threshold pt,veto, considering jets at all rapidities,
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with the same universal matrix element M(ki) entering Eqs. 6.8 and 6.9. Equation 6.9
is clearly an oversimplification. Corrections to this picture are next-to-next-leading-
logarithmic and they will be included later. We see that the two quantities are similar,
with the main difference being that Eq. 6.8 involves a Fourier transformation, whereas in
Eq. 6.9 we need related integrals but with a theta-function instead of the (exp(ib.kt)−1)
factor.
To relate the two quantities, we start from the expression for the resummed pt
distribution in Eq. 6.8 and concentrate on the part of the matrix-element in the right-










We wish to show that we can safely perform the replacement
(1− J0(bkt))→ Θ(kt − b0/b) , b0 = 2e−γE , (6.11)

























1− 2αsβ0 ln Mkt
.
(6.12)
To evaluate separately real and virtual contributions in Eq. 6.12, we introduce a di-
mensional regulator and write














R(b) = RLL(b0/b) + δR(b) , (6.14)












Θ(kt − b0/b) , (6.15)
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and






















δR(b) gives at most a term of order αns ln
n−2(Mb/b0), i.e. a N3LL term. A similar
argument can be applied to contributions to R(b) arising from less singular regions,
giving also rise to terms that are beyond NNLL. Consequently, this ensures that up
to NNLL (but not beyond) the two observables have the same double logarithms and
thus the same Sudakov radiator. In the next section we address the computation of
corrections to this picture and achieve a full NNLL accuracy.
6.2.2 Multiple emission function F(R′)
The multiple emission function F(R′) encodes the single-logarithmic effect due to any
number of soft and/or collinear emissions. Its NLL expression was defined in Eq. 3.29.
In this section we extend Eq. 3.29 to include the NNLL corrections for the jet veto case.
For a generic observable, the NNLL corrections can be more involved and require some
additional contributions which are not present in the pt,veto case. The generalisation of
the NNLL algorithm to a generic rIRC safe observable is ongoing and we will briefly
discuss it in Chapter 7. At NLL accuracy the jet veto cross section is surprisingly simple.
Looking at Eq. 3.29 we see that in the independent emission picture all emissions are
widely separated in rapidity and get clustered into separate jets by the jet algorithm.
So only the emission with highest transverse momentum actually contributes to the
observable. This statement is implemented by the replacement
Θ(v − v(k1, ..., kn))→ Θ(pt,veto −max(kt1, ..., ktn)) =
n∏
i=1
Θ(pt,veto − kti). (6.17)
As a consequence, the sum in Eq. 3.29 exponentiates and cancels against the factor
exp (−R′ ln 1/ǫ) leading to the trivial result F(R′) = 1 at NLL accuracy [57]. The NLL
resummed cross section simply amounts to a Sudakov radiator involving the functions
g1(αsL) and g2(αsL) reported in Appendix B.
To go beyond NLL, we need to relax some of the approximations we made previously
and compute the corresponding corrections.
There are two sources of corrections, related to the fact that the emission of two
soft-collinear gluons can be separated into two parts: an independent-emission term
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and a correlated emission term, the latter being non-zero only when the two gluons are
close in rapidity:
|Mgg(k1, k2)|2 = |Mg(k1)|2 |Mg(k2)|2 + |M˜gg(k1, k2)|2 , (6.18)
where |Mg(k)|2 is the factorised matrix element for the emission of a single gluon and
|M˜gg(k1, k2)|2 is the correlated-emission part of two-gluon emission matrix element in
the limit where both are soft and collinear with respect to the beam direction. There
is also a corresponding correlated-emission component for the production of a quark-
antiquark pair, |M˜qq¯|2. We will use |M˜ |2 to denote |M˜gg|2 + 2|M˜qq¯|2. For double soft
(and collinear) emission off a quark line, the non-trivial correlated part of the matrix
element was given as early as Refs. [189, 190] and was rederived for more general
event structures in Refs. [132, 191]. Apart from colour factors (C2F , CFCA, CFTRnf
respectively for independent and correlated gluon and quark-pair emission from a quark
line; C2A, C
2
A and CATRnf for emission from a gluon line), the matrix elements are the
same regardless of whether the gluon pair or qq¯ pair are emitted from a quark line or
a gluon line, as can be seen clearly in the formulae of Ref. [132]. The following results
hold for the generalized-kt jet-algorithm family [184–188], with a jet radius parameter
R, with clustering condition given by J(k1, k2) = Θ(R
2 − (y1 − y2)2 − (φ1 − φ2)2).
6.2.2.1 Correlated emission
We start with the correlated-emission component, and in particular from the contri-


























× [Θ(v − V (k1, . . . , kn, ka, kb))−Θ(v − V (k1, . . . , kn, ka + kb))] . (6.19)
This formula can be understood as the correction that arises when an observable is
sensitive to the kinematics of the individual a and b partons rather than just their
sum. For the resummation of a sufficiently inclusive quantity, notably the boson pt
distribution, it is explicitly zero. We work in a limit where αs ≪ 1, ln 1/v ≫ 1 and
αs ln 1/v is finite. The parameter ǫ, which serves as a regularisation cutoff, is to be
taken ǫ ≪ 1, but also such that αs ln 1/ǫ ≪ 1. In this limit the phase space integrals
[dki] essentially extend up to a rapidity |yi| . ln 1/v and the dependence of the precise
upper rapidity limit on a given parton’s transverse momentum will turn out to be
irrelevant at our accuracy. Additionally, to within a factor O (ǫ), all emissions have a
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pt ∼ vM ≡ pt,veto (v = pt,veto/M and M , we recall, is the boson mass). The matrix
elements include a subscript “rc” to indicate that the strong coupling is to be evaluated
at a scale of order vM .
A NNLL contribution arises only when all emissions i = 1 . . . n are well separated
from each other and from a and b. For the case of the hardest jet’s pt, we then have




Θ(v − V (ki))
]
Θ(v − V (ka, kb)), (6.20a)




Θ(v − V (ki))
]
Θ(v − V (ka + kb)) . (6.20b)























[dka][dkb]|M˜gg,rc(ka, kb)|2 [Θ(v − V (ka, kb))−Θ(v − V (ka + kb))] ,
(6.22)
i.e. it reduces to a pure two-gluon result (with a running-coupling).
It is simplest to first evaluate the leading R-dependence of this formula in the limit
of a small jet radius R. When the angle between the two partons a and b is small,













dz (Pgg(z) + 2nfPqg(z)) , (6.23)
where C = CF or CA depending on the nature of the beam partons, kab ≡ ka + kb and












z2 + (1− z)2) . (6.24b)
With these variables, for ∆ab ≪ 1, the difference of Θ functions in Eq. 6.22 reduces to
[Θ(v − V (ka, kb))−Θ(v − V (ka + kb))] =
Θ(∆ab −R) [Θ(vM −max(z, 1− z)kt,ab)−Θ(vM − kt,ab)] , (6.25)
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as long as one restricts one’s attention to jet algorithms from the generalised-kt family.























[Θ(vM −max(z, 1− z)kt,ab)−Θ(vM − kt,ab)]
)
. (6.26)
A first point is that kt,ab will be limited to be of order vM = pt,veto. Secondly, while we
take R < ∆ab ≪ 1, we will still assume that αs lnR is negligible. Accordingly we can
replace each of the running couplings with αs(pt,veto). This puts us in a position to carry
out the integrations in each of the three lines of Eq. 6.26 independently. The contents of
the first round brackets on the first line give R′ = 4Cαs(pt,veto)/π ln 1/v; the second set
of round brackets on that line gives − lnR (for now we neglect the O (1) contribution
















(Pgg(z) + 2nfPqg(z)) ln
1
max(z, 1− z) .
(6.27)






12π2 + 132 ln 2− 131
72
+ nfTR




















For a complete evaluation of the Fcorrel, we start again from Eq. 6.22. We multiply








We then replace the integration measure dkt,b/kt,bdφbdyb with dζ/ζd∆φd∆y where ζ =





























[Θ(v − V (ka, kb))−Θ(v − V (ka + kb))] . (6.30)
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As before, the first factor in round brackets on the first line will integrate to give R′. The
difference of Θ functions on the second line will be non-zero only when the two partons
are separated by ∆φ2+∆y2 > R2 (this statement holds only for a recombination scheme
such as the E-scheme, which directly sums 4-vectors). In the ratio of matrix elements
we drop the “rc” subscript, since at our accuracy running coupling effects are entirely
accounted for in the scale choice that we will make, αs(pt,veto), for the explicit factors of




t,a is independent of
k2t,a and equal to (1+ζ
2+2ζ cos∆φ), we can then perform the kt,a integration together




































In both R′ and the explicit factor of αs, the coupling is evaluated at scale pt,veto, as
before. The derivative with respect to R of Eq. 6.32 can be straightforwardly evaluated
as an expansion in powers of R. Integrating that expansion gives us a result for Fcorrel
that is missing a constant of integration. This constant can easily be determined
through a numerical integration of Eq. 6.32, which also allows for a check of the range

















1429 + 3600π2 + 12480 ln 2
)















This result is compared to the full numerical determination in Fig. 6.1 [57].
6.2.2.2 Independent emission
In the case of the jet observables that we have been discussing, the starting point for
the independent-emission correction is
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Figure 6.1: Comparison of the numerical and small-R analytical determinations of the


























× [Θ(v − V (ka, kb))−Θ(v − V (ka))Θ(v − V (kb))] . (6.34)
The second term in square brackets on the last line corresponds to the approximation
made in obtaining F(R′) = 1 at NLL; the first term corresponds to the actual value of
the observable. The evaluation of this formula largely follows the working given above
in the correlated emission case, with the main difference that now the only region that
































For more than two emissions, two situations are possible: (1) three or more emissions
are close in rapidity, giving extra powers of αs without extra log enhancements (N
3LL
and beyond); (2) any number of extra emissions are far in rapidity, each giving a
factor αsL, i.e. also NNLL. The latter contribution is simple because, independently
of whether the two nearby emissions clustered, those that are far away must still have
pti < pt,veto. Thus the full “clustering” correction to the independent-emission picture
is a multiplicative factor (1 + Fclust).
1This result is sufficient for phenomenological applications. A more general result valid for any R
is reported in Appendix B.
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All remaining contributions to a NNLL resummation, such as the 3-loop cusp
anomalous dimension or a multiplicative C1αs term are either purely virtual, so in-
dependent of the precise observable, or involve at most a single real emission, so can
be taken from the boson pt resummations [52, 53, 110, 171] as already stated above.
1
6.2.3 NNLL resummation and numerical checks
From the previous sections it is straightforward to deduce the form of the NNLL re-


















































+ {(x1, i) ↔ (x2, j)}
)]
× (1 + Fclust + Fcorrel)eLg1(αsL)+g2(αsL)+αsπ g3(αsL) , (6.36)
where the coefficient functions H(1) and C
(1)
ki , and resummation functions g1, g2 and g3
are as derived for the boson pBt resummation [52, 53, 110] and reported for completeness
in Appendix B. The results are expressed in terms of L = ln(Q/pt,veto), αs ≡ αs(µR);
the resummation, renormalisation and factorisation scales Q,µR and µF are to be
chosen of order of M .
A form similar to Eq. 6.36 was derived independently in Ref. [109] for Higgs produc-
tion, also using ingredients from Ref. [57]. Reference [109] had used a NNLL analysis
of the R → ∞ limit to relate jet and boson-pt resummations. A subtlety of this limit
is that one must then account for a N3LL α2sR term, which for R & lnM/pt is pro-
moted to an additional NNLL α2s lnM/pt contribution (cf. Appendix B). One check of











NNLL,2(pt)/d ln pt to the NLO Higgs+1 jet prediction [193–195] from the NLO
program MCFM [196], dΣ
(J)
2 (pt)/d ln pt. NNLL resummation implies control of terms
α2sL
3 . . . α2s (constant terms) in this quantity and so the difference between MCFM and
the second order expansion of the resummation should vanish for large L. This is what





difference between the jet and boson-pt resummations, which has
fewer logarithms and so is numerically easier to determine in MCFM. It is predicted to
be ( we write Fclust/correl = 4α2s(pt,veto)/π
2Cf clust/correl(R))
1For generic processes, subtleties can arise with spin-correlation effects [192]. These are simpler for
jet vetoes, which do not correlate distinct collinear regions.
107














f clust(R) + f correl(R) + ζ3C
)
. (6.37)
This is compared to MCFM’s LO H+2-jet result in the upper panel of Fig. 6.2. There
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BMSZ (this work) O(αs3 L)
Figure 6.2: Upper panel: second order difference between jet and Higgs-boson ln pt
differential distributions, showing the coefficient of 4α2sCAσ0/π
2 as determined with MCFM









(denoted by a subscript lin), showing the MCFM H+2-jet NLO result compared to our
NNLL prediction for the α3sσ0L term.
The above test can be extended one order further by examining the order α3sσ0
difference between the jet and boson pt differential distributions. The comparison
between our predictions and MCFM H+2-jet NLO results [197, 198] is given in Fig. 6.2
(lower panel), for each of three R values (we use here a different center-of-mass energy
and Higgs mass compared to the LO calculation to improve the convergence of MCFM).
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mH /4 < µR,F , Q < mH , schemes a,b,c
MSTW2008 NNLO PDFs
anti-kt, R = 0.5
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 10  20  30  50  70  100
Figure 6.3: Comparison of NNLO (dot-dashed line, solid band), NLL+NNLO (dotted
line, downards-right oblique band) and NNLL+NNLO (solid line, upwards-right oblique
band) results for jet veto efficiencies for Higgs (left) and Z-boson (right) production at
the 8 TeV LHC. The Higgs plot includes the result from a POWHEG (revision 1683)
[182, 212] plus Pythia (6.426) [179, 213] simulation (dashed line) in which the Higgs-boson
pt distribution was reweighted to match the NNLL+NNLO prediction from HqT 2.0 [53] as
in [57]. The lower panels show results normalized to the central NNLL+NNLO efficiencies.
109
6. COHERENT ALGORITHM: RESUMMATION FOR JET VETO
To facilitate visual interpretation of the results, the expected α3sσ0L
2 term has been
subtracted. The residual α3sσ0L term is clearly visible in the MCFM results and,
within the fluctuations, coincides well with our predictions, providing a good degree of
corroborating evidence for the correctness of our results beyond order α2sσ0.
6.3 Matching to fixed-order
In the context of resummation, as done in Chapter 4, we need to match the resummed
efficiency to the fixed-order one in order to obtain a reliable prediction which holds for
any value of the jet veto. The jet veto matched efficiency should tend to one and the





(pmaxt,veto) = 0. (6.38)

























is necessary to fulfil Eq. 6.38 but it is largely irrelevant in practice since pmaxt,veto is much
larger than the typical values of the jet transverse momentum veto (in practice, we set
pt,max = ∞). We introduce three multiplicative matching schemes [221], each of them
corresponding to one of the three efficiency definitions 6.5a, 6.5b, 6.5c. To simplify
the notation, we split the luminosity factor in the square brackets of Eq. 6.36 into two


























































+ {(x1, i) ↔ (x2, j)}
)]
, (6.41)
where all the constants entering the previous expressions are defined in Appendix B.
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6.3.1 Matching to NLO




















































6.3.2 Matching to NNLO










































The second scheme can be derived from the previous one by replacing Σ(2)(pt,veto) with
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The four matching schemes which can be defined at N3LO can be derived in a straight-
forward way, but we do not report them here since they are not needed for the present
analysis.
6.4 Numerical results and phenomenology
To illustrate the phenomenological implications of our work, we examine the jet veto
efficiency ǫ(pt) ≡ Σ(J)(pt)/σtot, where σtot is the total cross section, known up to
NNLO [199–204]. We combine (“match”) the resummation with fixed-order predictions,
available from fully differential NNLO boson-production calculations [169, 170, 205, 206]
or NLO boson+jet calculations [193, 207] implemented in MCFM [208]. We use the
three matching schemes, denoted a, b, and c, defined in the previous section.
Our central predictions have µR = µF = Q =M/2 and use scheme amatching, with
MSTW2008NNLO PDFs [209]. We use the anti-kt [188] jet-algorithm with R = 0.5, as
implemented in FastJet [210]. For the Higgs case we use the large mtop approximation
and ignore bb¯ fusion and b’s in the gg → H loops (corrections beyond this approximation
have a relevant impact [178, 211]). To determine uncertainties we vary µR and µF by
a factor of 2 in either direction, requiring 1/2 ≤ µR/µF ≤ 2. Maintaining central
µR,F values, we also vary Q by a factor of 2 and change to matching schemes b and
c. Our final uncertainty band is the envelope of these variations (cf. Ref. [57]). In the
fixed-order results, the band is just the envelope of µR,F variations.
The results for the jet veto efficiency in Higgs and Z-boson production are shown
in Fig. 6.3 for 8 TeV LHC collisions. Compared to pure NNLO results, the central
value is slightly higher and for Higgs production, the uncertainties reduced, especially
for lower pt,veto values. Compared to NNLO+NLL results [57], the central values are
higher, sometimes close to the edge of the NNLO+NLL bands; since the NNLO+NLL
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results used the same approach for estimating the uncertainties, this suggests that the
approach is not unduly conservative. In the Higgs case, the NNLO+NNLL uncertainty
band is not particularly smaller than the NNLO+NLL one. This should not be a sur-
prise, since Ref. [57] highlighted the existence of possible substantial corrections beyond
NNLL and beyond NNLO accuracy. For the Higgs case, we also show a prediction from
POWHEG [182, 212] interfaced to Pythia 6.4 [179] at parton level (Perugia 2011 shower
tune [213]), reweighted to describe the NNLL+NNLO Higgs-boson pt distribution from
HqT (v2.0) [53], as used by the LHC experiments. Though reweighting fails to provide
NNLO or NNLL accuracy for the jet veto, for pt,veto scales of practical relevance, the
result agrees well with our central prediction. It is, however, harder to reliably estimate
uncertainties in reweighting approaches than in direct calculations.
Figure 6.4 shows the the jet veto efficiency as a function of pt,veto for several different
jet-radius (R) values. Increasing the jet radius, more radiation is captured and therefore
a jet is more likely to pass the pt,veto threshold and so be vetoed. As a consequence
the jet veto efficiency is expected to be lower for larger R values. This is precisely as
observed in Fig. 6.4.
Quantitatively, the differences between the R = 0.4 and R = 0.5 results (the values
used respectively by ATLAS and CMS) are small compared to the uncertainties on
the predictions. In contrast, for R = 1 the differences compared to the smaller-R
results are not negligible. One interesting feature is that for the Higgs-boson case, the
uncertainties are somewhat smaller for R = 1 than for R = 0.4 and R = 0.5, especially
the upper part of the uncertainty band. This can be understood with the help of the
observation that the upper edge of the uncertainty band for the small R values is set
by the Q =MH variant of the resummation (recall that our default Q isMH/2). Using
Q =MH increases the size of L. Since the f(R) = f
correl(R)+ f clust(R) function grows
for small R and multiplies α2sL, a smaller R value magnifies the impact of an increase
in Q.
If, experimentally, one were to consider using larger R values for performing jet ve-
toes in order to reduce the theoretical uncertainties, one concern might be the greater
contamination of the jet’s pt from the underlying event and pileup. To some extent
this could be mitigated by methods such as subtraction [222], filtering [223] or trim-
ming [224]. Note that with subtraction and filtering (when the latter uses two filtering
subjets, or more) our jet veto predictions remain unchanged at NNLO and at NNLL
accuracy.
Finally, we provide central results and uncertainties for the jet veto efficiencies and
0-jet cross sections (in pb) with cuts (in GeV) like those used by ATLAS and CMS,
and also for a larger R value:
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Figure 6.4: Jet veto efficiency at NNLL+NNLO as a function of pt,veto, comparing sev-
eral jet-radius values; shown for pp collisions at a centre-of-mass energy of 8 TeV, for
gluon-fusion Higgs production with MH = 125 GeV (large mtop limit) and for Z-boson
production. Uncertainty bands are shown only for R = 0.4 and R = 1.0 in order to enhance
the clarity of the figure. The R = 0.5 uncertainty band is to be found in Fig. 6.3. The
lower panels show the predictions normalised to the central R = 0.5 results.
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Interestingly, the R = 1 results have reduced upper uncertainties, due to the smaller
value of the NNLL f(R) correction (as shown above a large f(R) introduces significant
Q-scale dependence). The above results are without a rapidity cut on the jets; the
rapidity cuts used by ATLAS and CMS lead only to small, < 1%, differences [57].
For the 0-jet cross sections above, we used total cross sections at 7 and 8 TeV of
15.3+1.1−1.2 and 19.5
+1.4
−1.5 pb respectively [214, 215] (based on results including Refs. [200–
204]) and took their scale uncertainties to be uncorrelated with those of the efficiencies.
Symmetrizing uncertainties, we find correlation coefficients between the 0-jet and ≥ 1-
jet cross sections of −0.43 (−0.50) for R = 0.4 (R = 0.5), using the covariance matrix
in Appendix B. 1
1The computer programme to perform resummation and matching is publicly available at the
URL [216].
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7Conclusions and Outlook
In the present thesis we studied the infrared and collinear structure of Quantum Chro-
modynamics beyond fixed-order perturbation theory. In Chapters 4, 6 we discussed two
different approaches to the resummation of Sudakov logarithms where the enhanced
terms are resummed to all orders in the strong coupling constant either via RGE evolu-
tion of each kinematical subprocess entering the factorisation theorem or simulating the
effect of any number of singular emissions through a particular implementation of the
coherent-branching algorithm. In Chapter 5 we performed a fit of the strong coupling
at MZ using experimental data from electron-positron annihilation. In the same chap-
ter we extended the dispersive model for the low energy coupling constant to describe
non-perturbative corrections to the thrust distribution, matching the NNLO+NNLL
perturbative prediction. Using these tools, we carried out a simultaneous fit of both αs
and the mean effective coupling α0.
The resummation method presented in Chapter 6 for the resummation of the leading
jet transverse momentum in the context of the production of any colour singlet at
hadron colliders can be extended to treat a variety of observables in different processes.
We are currently working on a generalisation of the algorithm to perform the resum-
mation to NNLL accuracy for any rIRC safe observable. Since the work and some
results are highly preliminary, we do not discuss them here. However, it can be useful
to list and discuss briefly all the corrections (some of which were previously discussed
in [42]) which are needed to achieve a full NNLL accuracy. Theoretical details of the
results discussed here and corresponding numerical implementation will be discussed
in a forthcoming publication.
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Figure 7.1: Single emission phase space.
7.1 Comments on higher order corrections to the CAESAR
algorithm
In Chapter 3 we made use of the properties of coherent emissions jointly with the scal-
ing properties of the observable (rIRC safety) to carry out the resummation to NLL
accuracy. In doing so, we assumed that we could neglect emissions whose contribution
to the observable is smaller than a quantity ǫv where ǫ is chosen independently of v.
This requirement was formulated in the context of the recursive Infrared and Collinear
safety condition which simply amounts to require that in the presence of any number of
soft and/or collinear emissions of similar hardness the observable scales as it would do
in presence of only one of such emissions. To understand the implications of these two
properties more in detail, we consider the phase space for a single emission in presence
of two hard emitters (i.e. e+e− collisions, Drell-Yan). We limit ourselves to this case
for the only sake of simplicity and because the processes analysed in this thesis are of
this type. The results can be extended to configurations with more than two hard legs,
to which the same qualitative conclusions apply.
The phase space of a single (singular) emission can be parametrised using the observ-
able’s dependence on rapidity η and transverse momentum kt as shown in Fig. 7.1 [42].
The shadowed region encodes the virtual corrections accounted for in the Sudakov
radiator and real emissions are vetoed in this area, which is defined by the condition
Θ(v(k)−v). The two yellow edges parametrise the hard collinear regions (each of them
corresponding to one of the two hard legs) and the lower vertex of the rhombus at η = 0
corresponds to the wide-angle soft region. The spots in the left plot represent possible
real emissions. The rIRC safe property ensures that we can introduce a parameter ǫ
independent of the observable’s value, such that we can safely neglect emissions for
which v(k) < ǫv. This allows us to forget about the grey spots without altering the
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observable significantly. Moreover, colour coherence ensures that at NLL accuracy, all
real emissions can be considered as uncorrelated and widely separated in rapidity. This
means that we can formally replace the black spots in the left plot of Fig. 7.1 with a new
set of emissions obtained by replacing clusters of emissions close in rapidity with a single
emission obtained by integrating inclusively over the momenta of the cluster partons,
while keeping the total cluster momentum fixed. This reproduces the all-order strong
running coupling in the physical scheme and the resulting red spot can be expressed
as a single emission with the coupling constant evaluated at kt in the CMW scheme at
the desired logarithmic accuracy (i.e. the CMW coupling must be truncated at O(α2s)
at NLL). This can be done easily by decomposing the m-emission matrix element
|M(k1, ..., km)|2 as a sum of products of cluster matrix elements |M˜(k1, ..., kk)|2 with
up to m − 1 correlated emissions (k ≤ m − 1) plus a remainder with m correlated
emissions |M˜(k1, ..., km)|2. The first few steps of this iterative definition read
|M˜(k1)|2 = |M(k1)|2 (7.1)
|M˜(k1, k2)|2 = |M(k1, k2)|2 − |M˜(k1)|2|M˜(k2)|2 (7.2)
|M˜(k1, k2, k3)|2 = |M(k1, k2, k3)|2 − |M˜(k1)|2|M˜(k2)|2|M˜(k3)|2
−
(
|M˜(k1, k2)|2|M˜(k3)|2 + permutations
)
. (7.3)
As discussed in Chapter 3, to reproduce the running coupling effects to NLL accu-
racy it is enough to consider the inclusive contribution to the cluster due to |M˜(k1, k2)|2,
plus an arbitrary number of single emissions |M˜(k1)|2. As a result, we can simulate
the all-order effect of QCD radiation by simulating an ensamble of rapidity-separated
uncorrelated emissions 1. The latter effect is encoded in the multiple emission function
F(R′).
To go beyond NLL, we need to consider a number of corrections to the approximations
we have made so far. In the following we discuss qualitatively such corrections, leaving
the technical details for future work.
7.1.1 Radiator and running effects
The first correction to NLL formula 3.28 is at the level of the Sudakov radiator R(v).
To obtain the radiator to NNLL accuracy, we need to correctly extend the CMW
physical scheme for the running coupling to O(α3s) accounting for the strength of the soft
radiation. The result amounts to considering the three-loop cusp anomalous dimension
and a process-dependent soft anomalous dimension (cf. Chapters 4 and 6). The CMW
1In practice, for the Monte Carlo implementation, the emissions need to be actually separated in
rapidity only in case of observables defined by means of jet algorithms. For other observables, such as
event-shapes, it is enough to generate soft and/or collinear emissions located everywhere in the physical
phase space.
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scheme fails in describing the hard-collinear region, so we need to account for the correct
collinear anomalous dimension which can be obtained by including the full Altarelli-
Parisi kernels. Once we include the correct radiator, we can express the resulting cross

















[dki]|M(ki)|2Θ(v − v(k1, ..., kn)). (7.4)













At NLL we can replace the value of the observable corresponding to the i-th emission
vi with the total value v and take R
′(v) out of the integral. At NNLL we need to keep
one more term in the expansion writing
R′(vi) = R′(v) +R′′(v) ln
v
vi
+ . . . . (7.6)
To neglect subleading logarithmic effects in the multiple emission function, we only need
to correct one single emission according to Eq. 7.6. We now expand the exponential




















It is then straightforward to show that the first term in the r.h.s. of Eq. 7.6 combines
with the factor e−R
′ ln 1

















R′(v)Θ(v − v(k1, ..., kn)). (7.8)
The remaining term proportional to R′′ in Eq. 7.6 gives rise to a new contribution
whose divergences are cancelled by the corrections stemming from the factor 12R
′′ ln2 1ǫ

























1In this change of variables we assume that the observable does not depend on the rapidity fraction
(ratio of the emission’s rapidity to the maximum possible rapidity) for small vi. This property is fulfilled
by all event-shape-like observables treated in the present thesis. For observables which explicitly depend
on the rapidity fraction, Eq. 7.5 can be easily modified accordingly [42].
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Figure 7.2: Corrections to the independent emission picture.






and it can be computed by Monte Carlo methods.
Note that in general R′ will contain NNLL terms (due to the physical CMW scheme
for the running coupling as well as to hard-collinear contributions) that cannot be
neglected as done for the NLL result. We can decompose R′ as a sum of a NLL and a
NNLL (δR′(v)) term
R′(v)→ R′(v) + δR′(v). (7.10)
In order to avoid subleading effects, these terms can be treated explicitly by expanding
the factor e−δR
′ ln 1
ǫ to first order and combining it with the corresponding contribution
arising from the decomposition 7.6.
7.1.2 Corrections to the independent emission picture
A second class of corrections comes from real configurations which have been ignored
when deriving the multiple emission formula at NLL accuracy. We can discuss them
with the help of Fig. 7.2 [42]. In this section we discuss corrections due to configurations
in which two emissions are actually close in rapidity and azimuth angle, as depicted
on the left of Fig. 7.2. The first of such corrections consists of a final state with any
number of independent emissions, one of which splits into a correlated gg or qq¯ pair
(kk → ka+ kb) with amplitude squared |M˜(ka, kb)|2. This configuration was ignored in
the independent emission picture, but part of it was already included in the Sudakov
radiator through the definition of the running coupling in the CMW scheme. The latter
accounts for the contribution due to the inclusive correlated splitting mentioned above.
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Thus, for a generic rIRC safe observable, the difference between the full observable and



















× [Θ(v − v(k1, . . . , kn, ka, kb))−Θ(v − v(k1, . . . , kn, ka + kb))] , (7.11)
where the rc subscript means that the coupling in the correlated emission is evaluated
at a scale of order v.
The second type of correction is due to two independent emissions which happen to
be close in rapidity. This configuration violates the independent emission picture where
the emissions are required to be widely separated from each other. In practice it is not
straightforward to generate emissions with a buffer in rapidity and, normally, this is not
an issue since to neglect subleding effects it is enough to approximate the m-emission
matrix element with its uncorrelated part |M˜(k1)|2|M˜(k2)|2...|M˜(km)|2. However, it
becomes a problem when the observable is defined through a jet algorithm since the
clustering routine will combine emissions which are close in rapidity, often giving rise
to (large) subleading terms. In this cases we need to examine the infrared and collinear
structure of the observable and replace it with an approximated one (vindep), in which
the configurations leading to subleading effects have been neglected (cf. the jet veto



















× [Θ(v − v(k1, ..., kn, ka, kb))−Θ(v − vindep(k1, ..., kn, ka, kb))] . (7.12)
7.1.3 Corrections at the corner of the phase space
The last type of NNLL corrections come from emissions that take place at the corners
of the phase space, depicted with red circles in Fig. 7.2. As we showed already in
Chapter 3, the logarithms originate from the η and kt singularities of the emission’s
matrix element and phase space. Looking at Fig. 7.2 is clear that to have a double log-
arithm, one needs to integrate over a two-dimensional phase space slice. This is what
is obtained by integrating over the grey vetoed region which yields all the double log-
arithms encoded in the Sudakov radiator. Single logarithmic contributions due to the
hard collinear and soft large angle one-dimensional lines are also present in the radiator.
The remaining single logarithms are obtained by integrating over the soft and collinear
emissions in the thin blue stripe defined by the parameter ǫ. These contributions are
single logarithmic despite the matrix-element being soft and collinear since the kt is
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bounded both from above and from below in this phase space region. The corners of
the single emission phase space, give rise to constant contributions that are beyond the
scope of the NLL resummation. At NNLL one has to include such corrections that will
contribute to the global logarithmic structure through the running of the coupling. So
we can distinguish three different contributions, some of which can vanish depending on
the observable. The first constant term arises from a single emission at the upper corner
of the rhombus where kt ∼ Q. This constant amounts to the hard virtual (one-loop)
contribution to the process (e.g. form factor). The corresponding running coupling
constant is to be evaluated at the kt of the emission, so in this case αs(Q). The second
constant contribution is due to an emission at the left (right) corner of the phase space
and it corresponds to the constant part obtained in the hard-collinear approximation.
The last contribution arises from the lower corner and it is due to a soft emission with
large angle (η ∼ 0). The scale at which the running coupling is evaluated in the latter
two cases is set according to the way the observable scales with the kt of the emission in
these kinematic regions. Since this scale will depend on the observable v, the constant
terms will give rise to NNLL logarithmic terms, where the logarithms originate from
the running of the coupling.
The corrections discussed above will ensure a full NNLL accuracy of the cross section
in case of two hard emitters. For multijet processes, additional soft large angle con-
tributions will be present, and they can be introduced as additional corrections to the
Sudakov radiator according to the non-abelian soft exponentiation theorem [123, 124].
7.1.4 Thrust resummation revisited
In the general case all the previous corrections to the multiple emission picture will be
non-trivial, but in some fortunate cases some of them will vanish. Let us consider as
an example the case of the thrust studied in Chapter 4. Using the method discussed
above we can carry out the resummation to NNLL in thrust space, without using
the Laplace space formalism 1. All the ingredients we need have been obtained in
Chapter 4. The thrust is an additive observable, i.e. the contribution of any number of
soft and/or collinear emissions can be expressed as the sum of individual contributions.
Its expression in the soft and collinear limit was obtained in [42, 47] and reads




with ζi = τi/τ , where τi is the contribution of the i-th emission. This approximation
is not accurate in the hard collinear limit, so we cannot use it to obtain the Sudakov
1Work done in collaboration with A. Banfi.
123
7. CONCLUSIONS AND OUTLOOK
radiator. In Chapter 4, we showed a possible way to take into account the hard-
collinear contribution in the radiator. We can use the same anomalous dimensions
reported there, but the integration boundaries are to be replaced with the physical soft
and collinear bounds in thrust space. After evaluating the relevant integrals we end up
with the following radiator






































(1− λ)(1− 2λ) +
ln(1− 2λ)


























2(1− 2λ) ln(1− 2λ)
[
4λ+ ln(1− 2λ)]− 1
(1− λ)(1− 2λ)
× [λ2 − (1− 2λ) ln(1− λ)(2λ+ ln(1− λ))]] . (7.17)
The corrections due to emissions at the corners of the phase space give rise to NNLL
logarithmic terms, whose coefficients are entirely given by the single emission constant
contributions. Rather than recomputing such contributions in the CAESAR formalism 1,
we can exploit the results reported in Chapter 4 and in Appendix A.1 where the constant
terms were computed in Laplace space. Our approach directly works in momentum
1In this framework what is referred to as the soft constant term vanishes identically since it would
arise from the integration over the purely logarithmic soft and collinear region. The corresponding con-
tribution is then reabsorbed into the hard part of the constant term. As a consequence, the anomalous
dimension coefficients A(3) and B(2) change accordingly. We will not discuss this effect here, and we
use the conventions reported in Chapter 4 for the constant terms.
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Using these values, we obtain the following multiplicative NNLL correction

















Let us now discuss the structure of the multiple emission function F(R′). Its NLL
expression in the context of the CAESAR algorithm was obtained in [42], in agreement





















The NNLL corrections to this formula can be computed using the results presented
above and, given the simple structure of the thrust in the soft limit, they can be ex-
pressed analytically. The correction Fclust 7.12 to the independent emission picture
identically vanishes since the thrust does not involve any clustering of the final state
partons. The non-inclusive correction Fcorrel 7.11 is non-trivial but it amounts to a
subleading N3LL term. To show this we recall that such a correction arises from con-
figurations with a correlated soft pair plus any number of soft and collinear independent
emissions. The phase space trigger function is given by the difference between the thrust
and its inclusive approximation where the soft correlated pair is replaced by the parent
gluon. The expression for the thrust in the soft limit was obtained in Chapter 4, where
it was used to compute the double soft contribution. We clearly see that the difference
Θ(τ − τ(k1, . . . , kn, ka, kb))−Θ(τ − τ(k1, . . . , kn, ka + kb)), (7.23)
is non-vanishing only when the two correlated partons move into opposite hemispheres.
This situation requires the parent gluon to be emitted at large angle off the Born
dipole system, restricting its phase space to a small region around the η = 0 vertex.
This region is not large enough to generate any logarithms and the integration leads to
a O(α2s) constant term, multiplied by the contribution of any number of independent
emissions. This contribution is N3L logarithmic, and thus it can be neglected. To
perform a quantitative check, we consider the leading order contribution to the Fcorrel
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function, where only a soft correlated pair is actually emitted. The matrix elements







where Jcut(τsQ) is obtained from Eqs. 4.45, 4.46, 4.47, 4.48 by replacing the δ-functions
with Θ-functions, and Jinclcut (τsQ) is a modified trigger function, inclusive in the corre-




× (Θ(τsQ− ka · n− kb · n)Θ(ka · n¯− ka · n)Θ(kb · n¯− kb · n)
+ Θ(τsQ− ka · n¯− kb · n¯)Θ(ka · n− ka · n¯)Θ(kb · n− kb · n¯)
+ Θ(τsQ− ka · n− kb · n¯)Θ(ka · n¯− ka · n)Θ(kb · n− kb · n¯)
+ Θ(τsQ− kb · n− ka · n¯)Θ(kb · n¯− kb · n)Θ(ka · n− ka · n¯))
−Θ(τsQ− kb · n− ka · n)Θ(kb · n¯+ ka · n¯− kb · n− ka · n)
−Θ(τsQ− kb · n¯− ka · n¯)Θ(kb · n+ ka · n− kb · n¯− ka · n¯)) (7.25)
which is non-zero only if the two partons move towards opposite hemispheres. We
computed the phase space integrals numerically using the sector decomposition code
SecDec, and we found that the result amounts to a O(α2s) constant term, confirming
the above claim. The only non-trivial corrections to the Sudakov radiator come from
emissions taking place at the phase space corners and from the running corrections
Frunning 7.9. The O(αs) constants are reported in Eqs. 7.20, while the F
running function































where we integrated inclusively Eq. 7.9 over the azimuth angle, since the observable 7.13
only depends on the individual values ζi. Moreover, we performed a change of variable
vi → vζi and used the expression of the observable 7.13. To evaluate the above integral,
we can write the factor −12R′′ ln2 1ǫ in the virtual corrections as −
∫ 1
ǫ dζk/ζk ln 1/ζk so
as to express it as a dummy real emission that will not contribute to the observable.
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and perform the change of variables ζi → ζi(1− ζk), for i 6= k getting




















































where we identified the expression in round brackets with the multiple emission function
at NLL accuracy 7.22. It is now straightforward to combine it with the virtual term





















where R′′ = −αs/πβ0 (2h′1(λ) + λh′′1(λ)).
As mentioned above, at this accuracy, another NNLL correction arises from the fact
that R′ contains a NNLL term. It is convenient to single out such a contribution by
writing R′ as
R′ → R′ + δR′, (7.31)
where R′ = −h1(λ) − λh′1(λ) and δR′ = −αs/πβ0h′2(λ) is the NNLL piece. We can








Merging all the contributions leads to the final result
RT (τ) = C(αs, τ)e
−R(τ)
(
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It is then straightforward to show that Eq. 7.33 is equivalent to Eq. 4.132 up to N3LL
corrections. The N3LL terms G31 and the constant C2 can be included as done in
Chapter 4 to perform the R-matching to the fixed-order result.
Unlike the thrust, in the jet veto case studied in Chapter 6, the Frunning corrections
are identically zero, while the correlated correction Fcorrel (Eq. 6.33) and the clutering
correction Fclust (Eq. 6.35) are non-trivial.
In the present thesis we limited our analysis to the so called global logarithms. Many
collider observables of phenomenological interest require an exclusive number of jets
and this leads to the appearance of a non-global logarithmic structure [43]. Such loga-
rithms can be resummed using Monte Carlo methods [43, 44] in the large Nc limit to
NLL accuracy and their treatment can be included in the algorithm discussed above.
Further studies on the resummation properties of non-global logarithms beyond NLL




useful formulae for thrust
A.1 Constants and anomalous dimensions for thrust re-
summation




















β3 + . . .
)
, (A.1)























































Equation A.1 can be solved in perturbation theory and it gives the following resummed



























(− 4λ ln(1 + 2λ) + 5
2
ln2(1 + 2λ)− ln3(1 + 2λ)− 2λ2)
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2(1 + 2λ) ln(1 + 2λ)− 3 ln(1 + 2λ) + 2λ(1 + 2λ))))
+ ..., (A.3)
where here λ = (αs(µR)/π)β0 ln(µ/µR). The coefficients A
(i) and B(i) used in the
resummed cross section 5.2 can be computed using Γsoft at two-loop order and the
three-loop Altarelli-Parisi splitting functions computed in [? ? ]. Using the notation
4.117 we find

























































































































































































The functions H(1, αs(Q)), J˜(1, αs(
√
(N0/N)Q)) and S˜(1, αs(N0Q/N)) can be ex-
panded in a power series in the coupling as

































A.1 Constants and anomalous dimensions for thrust resummation
The coefficients c
(i)
h can be evaluated using the on-shell quark form factor [112, 113],


























































































































































































(1− λ)(1− 2λ) +
ln(1− 2λ)























λ+ (1− λ) ln(1− 2λ)









2(1− λ)(1− 2λ) ln(1− 2λ)
[
4λ+ ln(1− 2λ)]− 1
(1− λ)(1− 2λ)
× [λ2 − (1− 2λ) ln(1− λ)(2λ+ ln(1− λ))]] . (A.12)
A.2 Computation of the G31 coefficient and of the constant
terms
The starting point to obtain Eq. 4.132 is the cross section in Laplace space 5.2 in which
we include the coefficients A(i) and B(i) with i ≤ 3. In Section 4.4 we show that this
is sufficient to compute the N2LL function f3(λ) and the N
3LL coefficient G˜31. The
latter combines with terms arising from the inverse Laplace transform to produce G31.
With the normalization chosen for the functions fi(λ) (Eqs. 4.118–4.120) the constant


























where G˜10 and G˜20 are the constant terms left in the exponent after computing f3(λ)
and G˜31.
In the Laplace inversion we have to add the N3LL term 16 F˜
(3)(αs(Q
2), ln 1τ ) ln
3 ν in
square brackets of Eq. 4.125 and include the next subleading term in the definition of




































































It is important to notice that the terms f ′′2 (λ) , f
′
3(λ) and the whole F
(3)(αs(Q
2), ln 1τ )
contribute at most with logarithmic order O(αns ln
n−2 1
τ ) (i.e. N
3LL) and we do not
need them for a N2LL order resummation. Nevertheless, they are relevant for the com-
putation of the coefficient G31, so we keep them. We now solve the integrals as shown
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in Section 4.4.1 neglecting subleading (N4LL) terms and we expand the final result
through order O(α3s ln
1
τ ) obtaining C1, C2 explicitly as reported in Eq. 4.134,4.135.




τ in the previous expansion
is G31 + C1G21 + C2G11, where G21 and G11 are known. The result is reported in
Eq. 4.136.
A.3 Evaluation of the integrals over soft gluons transverse
momentum
In the present section we show how to evaluate the integrals over the transverse com-
ponent of soft gluon momenta used in the text. Let us consider the integral∫
dd−2q⊥dd−2k⊥
δ(+)(q2)δ(+)(k2)
(q + k)2 − i0 . (A.15)
Using the relations















where θ is the angle between the d − 2-dimensional euclidean vectors q⊥ and k⊥, we




















cos(θ)− (k·n)(q·n¯)+(q·n)(k·n¯)2|k⊥||q⊥| + i0
.
(A.18)
The integrals over q2⊥ and k
2
⊥ can be easily evaluated using the two δ functions while the
angular integral needs some attention. We set (k·n)(q·n¯)+(q·n)(k·n¯)2|k⊥||q⊥| = K and we consider




where it is straightforward to show that K ≥ 1. The previous integral can be evaluated





















2 − ǫ, 1− 2ǫ, 21+K−i0)
1 +K− i0 . (A.19)
This leads to the solution of A.18∫
dd−2q⊥dd−2k⊥
δ(+)(q2)δ(+)(k2)











×(q · n)−ǫ(q · n¯)−ǫ(k · n)−ǫ(k · n¯)−ǫ
2F1
(







(q · n)(k · n¯) +√(q · n¯)(k · n))2 ,
(A.20)
used in the text. The second relevant integral is∫
dd−2q⊥dd−2k⊥
δ(+)(q2)δ(+)(k2)
((q + k)2 + i0)((q + k)2 − i0) , (A.21)
appearing in the computation of the vacuum polarization diagrams. Such an integral

















so it amounts to use A.20 with two different pole prescriptions. It is then straightfor-
ward to show that∫
dd−2q⊥dd−2k⊥
δ(+)(q2)δ(+)(k2)











×(q · n)−ǫ(q · n¯)−ǫ(k · n)−ǫ(k · n¯)−ǫ
2F1
(







(q · n)(k · n¯) +
√
(q · n¯)(k · n))4 .
(A.23)
In the last part of the present section we report some identities for the hypergeo-






− ǫ, 1− 2ǫ, 4 z
(1 + z)2
)
= (1 + z)22F1
(
1, 1 + ǫ, 1− ǫ, z2), |z| ≤ 1;
(A.24)






1− yz , ǫ < 0;
(A.25)
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− ǫ, 1− 2ǫ, 4 z
(1 + z)2
)
= (1 + z)42F1
(
2, 2 + ǫ, 1− ǫ, z2), |z| ≤ 1;
(A.26)






dy yǫ(1− y)−1−2ǫ 1 + zy
(1− yz)2 , ǫ < 0.
(A.27)
To prove A.27 we consider the following relation
2F1 (2, 2 + ǫ, 1− ǫ, z) = 1
1− z
(
2F1(2, 1 + ǫ, 1− ǫ, z) + z 1 + ǫ




and then we use the integral reppresentation of the hypergeometric functions in the
right hand side of the previous equation getting

























Γ(2 + ǫ)Γ(−2ǫ) =
Γ(1− ǫ)
Γ(1 + ǫ)Γ(−2ǫ) , (A.30)
we prove A.27.
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useful formulae for jet-veto
B.1 Explicit resummation formulae
In the present section we report the explicit expressions for the resummation functions
g1, g2 and g3 computed in [52, 53], as functions of λ = αsβ0L, with L = ln(Q/pt).


















































































































where, for Higgs, A(1) = 2CA and B
(1) = −4πβ0, while for Drell-Yan, A(1) = 2CF




















F − 615CFCA − 1415C2A)nf + (66CF + 79CA)n2f
3456π3
, (B.4)






























































Here γ(2) [219, 220] are the coefficients of the δ(1 − z) term in the NLO splitting








































We finally report the expressions for the collinear coefficient function C
(1)
ij (z) and
the hard virtual term H(1) in Eq. 6.36 1
C
(1)









1Often in the literature, the hard coefficient H(1) is considered as part of the δ(1− z) term in the
coefficient function C
(1)
ij (z), so it comes with a factor 1/(1 − αsβ0L) in Eq. 6.36. This results in a
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where q is the αs power of the LO cross section (q = 2 for Higgs production and q = 0
for Drell-Yan). The coefficient H(1) encodes the pure hard virtual correction to the
leading order process, it is given by







− 3CF , (B.9a)









ij (z) is the O(ǫ) term of the LO splitting function P
(0)
ij (z):
P (0),ǫqq (z) = −CF (1− z) , (B.10a)
P (0),ǫgq (z) = −CF z , (B.10b)
P (0),ǫqg (z) = −z(1− z) , (B.10c)
P (0),ǫgg (z) = 0. (B.10d)
B.2 Evaluation of the boson-pt integrated cross section
To facilitate comparisons between the jet and boson pt resummations at fixed order,
it is convenient to have an expression for the boson pt resummation whose fixed-order
expansion can be straightforwardly obtained. The full expression for the cumulative pt












−R(b0/b) = ln(Qb/b0)g1(αs ln(Qb/b0))+g2(αs ln(Qb/b0))+αs
π
g3(αs ln(Qb/b0)) (B.12)
is the full NNLL radiator. As discussed above, the resummation functions g1, g2 and
g3 are those used for the jet veto case. To perform the inverse Fourier transform we
expand R(b0/b) and the full luminosity factor around b = b0/pt and neglect subleading

























where we have performed the change of variable y = bpt, and we have made use of R
′
and R′′, the first and second derivatives of R with respect to ln(Q/pt). To order αsL,























+ {(x1, i) ↔ (x2, j)}
]
. (B.14)









+ L(1)(ln(Q/pt))− ∂ln ptL(0)(ln(Q/pt))∂R′
]
e−γER





In this notation, the result for the jet-veto cross section is simply |M(k)|2e−R(pt)(L(0)+
L(1))(1 +Fclust+Fcorrel). It is therefore immediate to evaluate the differences between
the two formulae at any given fixed order and in particular to derive Eq. 6.37: making
use of the fact that e−γER′Γ(1− R′2 )/Γ(1 + R
′








, one sees that the only terms in the difference that survive at order α2sL are

































which is the source of the ζ3 in Eq. 6.37.
1
1 One point to note in evaluating the difference between the jet and boson pt resummations at order
α3sL
2 is that it is necessary to account also for the difference between C2 terms for the two resummations.
One of the properties of this difference of C2 terms is that is has Q dependence that ensures that the
final prediction for the difference of α3sL
2 terms is Q-independent. To produce figure 6.2 the difference
of C2 terms was taken from a numerical determination based on the MCFM leading-order H + 2-jet
calculation.
140
B.3 Use of the large-R limit to relate boson and jet-pt resummations
B.3 Use of the large-R limit to relate boson and jet-pt
resummations
One natural way of relating jet and boson-pt resummations is to make the observation
that for an infinite jet radius, all partons will be clustered into a single jet, which will
have a transverse momentum that balances exactly that of the boson. This approach
was taken in Ref. [109] and here we examine it in detail.
First, let us consider the properties of Fclust and Fcorrel for large R. It is straightfor-
ward to see that Fcorrel vanishes for large R, since the two partons will always clustered
together, giving 1− J(k1, k2) = 0. For Fclust, the NNLL component for R > π can be




























This has the property that it vanishes as 1/R for large R. Thus it would appear that










= (f(R)− f(∞))α2sσ0 = f(R)α2sσ0 , (B.18)
which differs from the result in Eq. 6.37 (here f(R) = f correl(R) + f clust(R)).
To understand the origin of this difference, it is helpful to examine the structures
that lead to Fclust vanishing for large R. A first observation is that for large R, J(k1, k2)
can be written as










, ∆y ≡ y1 − y2 , ∆φ = φ1 − φ2 .
(B.19)
Neglecting the term of order 1/R will allow us to simplify our discussion and so we will
instead examine a “rapidity-only” jet algorithm with the clustering function
Jrap(k1, k2) = Θ(R− |∆y|) . (B.20)
Let us now evaluate Fclust with Jrap. We break the problem into rapidity, trans-
verse momentum and azimuthal integrals. Each emission i is limited to a rapidity
|yi| < ln(M/kti). Assuming that we can neglect terms ln(kt1/kt2) from the rapidity
integration, we can write the latter as∫
dy1dy2Θ
(





|y2| − ln M
kt2
)
Θ(R−|y1−y2|) = 4R ln M
kt1
−R2+O (R ln ζ) ,
(B.21)
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where ζ = kt2/kt1 and we have included the constraint that Jrap(k1, k2) be non-zero.














































ln(1 + ζ2 + 2ζ cosφ)
− R
2






2+2ζ cosφ) = 0, the first term in square brackets vanishes. This
was the only term that had a NNLL α2s lnM/pt factor and so at NNLL accuracy F
clust
is zero at large R, modulo 1/R corrections associated with the 1/R term in Eq. B.19.
The only element that survives the azimuthal integration in Eq. B.23 is the second







This is N3LL, so beyond our accuracy. Note, however, that it is enhanced by a factor
of R. In the large R limit, the separation between partons is limited to be at most
2 lnM/pt and thus the R factor is effectively replaced with a coefficient of order lnM/pt.
Consequently the apparently N3LL term of Eq. B.24 is “promoted” and becomes a
NNLL α2s lnM/pt contribution. This is not accounted for in the purely NNLL R-
dependent analysis that led to Eq. B.18.
The exact infinite R result can be obtained at order α2sL by evaluating F
clust with







































Note the agreement of the ζ3 term here with that derived in Eq. B.16. It is this
contribution that corresponds to the ζ3 term in Eq. 6.37.
B.4 Correlation matrix between 0-jet and inclusive 1-jet
cross sections
As discussed in [57], the prescription that we propose for determining the uncertainties
on the 0-jet cross section is to treat the uncertainties on the jet-veto efficiency and on
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the total cross section as uncorrelated. This gives the following covariance matrix for
the uncertainties of the 0-jet (σ0-jet) and inclusive 1-jet (σ≥1-jet) cross sections:(
ǫ2δ2σ + σ
2δ2ǫ ǫ(1− ǫ)δ2σ − σ2δ2ǫ
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