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STATE BL-ALGEBRAS
LAVINIA CORINA CIUNGU1, ANATOLIJ DVURECˇENSKIJ2, MAREK HYCˇKO2
Abstract. The concept of a state MV-algebra was firstly introduced by Flaminio and
Montagna in [17] and [18] as an MV-algebra with internal state as a unary operation.
Di Nola and Dvurecˇenskij gave a stronger version of a state MV-algebra in [6], [7]. In
the present paper we introduce the notion of a state BL-algebra, or more precisely, a
BL-algebra with internal state. We present different types of state BL-algebras, like
strong state BL-algebras and state-morphism BL-algebras, and we study some classes
of state BL-algebras. In addition, we give a sample of important examples of state
BL-algebras and present some open problems.
1. Introduction
BL-algebras were introduced in Nineties by P. Ha´jek as the equivalent algebraic se-
mantics for its basic fuzzy logic (for a wonderful trip through fuzzy logic realm, see [22]).
They generalize theory of MV-algebras that is the algebraic semantics of  Lukasiewicz
many valued logic that was introduced in Fifties by C.C. Chang [2]. 40 years after
appearing BL-algebras, D. Mundici [27] presented an analogue of probability, called a
state, as averaging process for formulas in  Lukasiewicz logic. In the last decade, theory
of states on MV-algebras and relative structures is intensively studied by many authors,
e.g. [24, 23, 15, 16, 19, 28] and others.
A new approach to states on MV-algebras was presented by T. Flaminio and F.
Montagna in [17] and [18]; they added a unary operation, σ, (called as an inner state or
a state-operator) to the language of MV-algebras, which preserves the usual properties
of states. It presents a unified approach to states and probabilistic many valued logic
in a logical and algebraic settings. For example, Ha´jek’s approach, [22], to fuzzy logic
with modality Pr (interpreted as probably) has the following semantic interpretation:
The probability of an event a is presented as the truth value of Pr(a).
A. Di Nola and A. Dvurecˇenskij gave in [6] a stronger version of state MV-algebras,
namely state-morphism MV-algebras. In particular, they completely described sub-
directly irreducible state-morphism MV-algebras. Such a description of only state
MV-algebras is yet unknown [17, 18]. And in [7], they described some types of state-
morphism MV-algebras. In the paper [8], the authors studied some subvarieties of state
MV-algebras, and they showed that any state MV-algebra whose MV-reduct belongs to
the variety MVn of MV-algebras generated by simple MV-chains S1, . . . , Sn (n ≥ 1), is
always a state-morphism MV-algebra.
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In the present paper, we extend the definitions of state MV-algebras and state-
morphism MV-algebras to the case of BL-algebras and we generalize the properties of
the state-operator to this case. Besides state-operators, we define strong state operators
that in the case of MV-algebras are identical with state-operators, and also morphism-
state-operators as state-operators preserving ⊙. To illustrate these notions, we present
some important examples of state BL-algebras. We also study some classes of state-
morphism MV-algebras such as simple, semisimple, perfect and local state-morphism
MV-algebras, using the radical under a state-morphism-operator and its properties.
We show that under some conditions, states and extremal states on the image of the
state-operator are in a one-to-one correspondence to states and extremal states on the
associated BL-algebra.
The paper is organized as follows: Section 2 recalls basic notions and some results
of BL-algebras and their classes which will be used later in the paper. In Section 3 we
define a state-operator and a strong state-operator for a BL-algebra and prove some
of their basic properties. Section 4 gives a sample of important illustrative examples,
including BL-algebras corresponding some basic continuous t-norms (like  Lukasiewicz,
Go¨del and product). We show that if a BL-algebra is linear, then every state-operator σ
is necessarily an endomorphism such that σ2 = σ. Section 5 deals with state-filters and
congruences. We show that subdirectly irreducible state BL-algebras are not necessarily
linear, and we show some properties of radicals. In Section 6 we present relations
between states on BL-algebras and state-operators. Finally, in Section 7 different classes
of state-morphism BL-algebras are presented, such as simple, semisimple, perfect and
local state-morphism BL-algebras. In addition, we present some open problems.
2. Elements of BL-algebras
In the present section, we gather basic definitions and properties on BL-algebras for
reader’s convenience.
Definition 2.1. ([22]) A BL-algebra is an algebra (A,∧,∨,⊙,→, 0, 1) of the type
〈2, 2, 2, 2, 0, 0〉 such that (A,∧,∨, 0, 1) is a bounded lattice, (A,⊙, 1) is a commuta-
tive monoid, and for all a, b, c ∈ A,
(1) c ≤ a→ b iff a⊙ c ≤ b;
(2) a ∧ b = a⊙ (a→ b);
(3) (a→ b) ∨ (b→ a) = 1.
Let a ∈ A, we set a0 := 0 and an := an−1 for any integer n ≥ 1. If there is the least
integer n such that an = 0, we set ord(a) = n, if there is no such an integer, we set
ord(a) =∞.
The following well-known properties of BL-algebras will be used in the sequel.
Proposition 2.2. Let A be a BL-algebra. Then
(1) if a ≤ b and c ≤ d then a⊙ c ≤ b⊙ d;
(2) if a ≤ b then c→ a ≤ c→ b;
(3) a→ b− = (a⊙ b)−;
(4) a→ a ∧ b = a→ b;
(5) a→ b ≤ a⊙ c→ b⊙ c;
(6) a→ (b→ c) = (a⊙ b)→ a.
We define the following operations known in any BL-algebra A:
x⊕ y := (x−⊙ y−)−, x⊖ y := x⊙ y− and d(x, y) := (x→ y)⊙ (y → x) for any x, y ∈ A.
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We recall a few definitions of states that we will use in the next sections. We note
that a state is an analogue of averaging process for formulas in  Lukasiewicz logic [27]
or in fuzzy logic [19, 28].
According to [19], we say that a Bosbach state on A is a function s : A→ [0, 1] such
that the following conditions hold:
(BS1) s(x) + s(x→ y) = s(y) + s(y → x), x, y ∈ A;
(BS2) s(0) = 0 and s(1) = 1.
For another notion of a state given in [28], we introduce a partial relation ⊥ as
follows: We say that two elements x, y ∈ A are said to be orthogonal and we write
x ⊥ y if x−− ≤ y−. It is simple to show that x ⊥ y iff x ≤ y− and iff x ⊙ y = 0. It is
clear that x ⊥ y iff y ⊥ x, and x ⊥ 0 for each x ∈ A.
For two orthogonal elements x, y we define a partial binary operation, +, on A via
x+ y := y− → x−−(= x− → y−−).
A function s : A→ [0, 1] is called a Riecˇan state if the following conditions hold:
(RS1) if x⊥y, then s(x+ y) = s(x) + s(y);
(RS2) s(0) = 0.
As it was shown in [15], every Bosbach state is a Riecˇan state and vice versa, therefore
for the rest of the paper a Bosbach state or a Riecˇan state will be shortly called a state.
We denote by S(A) the set of all states on A. We recall that S(A) is always non-void,
see Remark 2.8 below.
We remind that a net of states, {sα}, converges weakly to a state, s, if limα sα(x) =
s(x) for every x ∈ A. In addition, if s is a state, then Ker (s) := {x ∈ A | s(x) = 1} is a
filter.
A state-morphism on A is a function m : A→ [0, 1] satisfying:
(SM1) m(0) = 0;
(SM2) m(x→ y) = min{1−m(x) +m(y), 1},
for any x, y in A.
We note that by [19], every state-morphism is a state.
A state s on A is called an extremal state if for any 0 < λ < 1 and for any two states
s1, s2 on A, s = λs1 + (1− λ)s2 implies s1 = s2 = s. By ∂eS(A) we denote the set of all
extremal states. Due to the Krein–Mil’man theorem, [21, Thm 5.17], every state on A
is a weak limit of a net of convex combinations of extremal states.
Theorem 2.3. ([19, 15]) Let m : A → [0, 1] be a state. Then m is an extremal state
iff m(x ∨ y) = max{m(x), m(y)} for any x, y in A iff m(x ⊙ y) = m(x) ⊙ m(y) :=
min{m(x) +m(y) − 1, 0} for any x, y in A iff m is a state-morphism iff Ker (m) is a
maximal filter.
We remind a few definitions and results related to the notion of a filter.
A non-empty set F ⊆ A is called a filter of A (or a BL-filter of A) if for every x, y ∈ A:
(1) x, y ∈ F implies x⊙ y ∈ F ;
(2) x ∈ F, x ≤ y implies y ∈ F.
A proper filter F of A is called a maximal filter if it is not strictly contained in any
other proper filter.
We denote by Rad(A) the intersection of all maximal filters of A.
Proposition 2.4. ([14]) If F is a proper filter in a nontrivial BL-algebra A, then the
following are equivalent:
(1) F is maximal;
(2) for any x ∈ A, x /∈ F implies (xn)− ∈ F for some n ∈ N.
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A BL-algebra is called local if it has a unique maximal filter.
A proper filter P of A is called primary if for a, b ∈ A, (a⊙b)− ∈ P implies (an)− ∈ P
or (bn)− ∈ P for some n ∈ N.
Proposition 2.5. ([25]) In a BL-algebra A the following are equivalent:
(1) A is local;
(2) any proper filter of A is primary.
Proposition 2.6. ([30]) A BL-algebra is local iff for any x ∈ A, ord(x) < ∞ or
ord(x−) <∞.
Remark 2.7. ([29]) If F is a filter of a BL-algebra A, then we define the equivalence
relationship x ∼F y iff (x → y) ⊙ (y → x) ∈ F. Then ∼F is a congruence and the
quotient algebra A/F becomes a BL-algebra with the natural operations induced from
those on A. Denoting by x/F the equivalence class of x, then x/F = 1/F iff x ∈ F.
Conversely, if ∼ is a congruence, then F∼ := {x ∈ A | x ∼ 1} is a filter, and ∼F∼=∼,
and F = F∼F .
Remark 2.8. If F is a maximal filter on a BL-algebra A, then A/F is always isomorphic
to a subalgebra of the real interval [0, 1] that is simultaneously an MV-algebra as well as
a BL-algebra such that x−− = x for all x ∈ [0, 1]. In other words, the mapping x 7→ x/F,
x ∈ A, is a state-morphism.
Proposition 2.9. ([20, 30]) A filter P of A is primary if and only if A/P is local.
Proposition 2.10. ([14, Cor. 1.16]) Rad(A) = {x ∈ A | (xn)− ≤ x, ∀ n ∈ N}.
Denote Rad(A)− = {x− | x ∈ Rad(A)}. The element x ∈ A such that (xn)− ≤ x
for every integer n ≥ 1 is said to be co-infinitesimal. The latter proposition says that
Rad(A) consists only from all co-infinitesimal elements of A.
Remark 2.11. One can easily check that if x ∈ Rad(A), then x− ∈ Rad(A)− and if
x ∈ Rad(A)−, then x− ∈ Rad(A).
A BL-algebra A is called perfect if, for any x ∈ A, either x ∈ Rad(A) or x ∈ Rad(A)−.
Corollary 2.12. ([5]) In a perfect BL-algebra A, if x ∈ Rad(A) and y ∈ Rad(A)−,
then x− ≤ y−.
A BL-algebra A is called (1) simple if A has two filters, (2) semisimple if Rad(A) =
{1}, and (3) locally finite if for any x ∈ A, x 6= 1, ord(x) <∞.
Lemma 2.13. If A is a BL-algebra, the following are equivalent:
(1) A is locally finite;
(2) A is simple.
In such a case, A is linearly ordered.
Proof. First, assume A is locally finite. Consider F a proper filter of A and let x ∈ F ⊆
A, x 6= 1. There exists n ∈ N, n ≥ 1 such that xn = 0, so 0 ∈ F which is a contradiction.
Thus the only proper filter of A is {1}, that is A is simple.
Now, suppose A is simple and let x ∈ A, x 6= 1 such that ord(x) = ∞. Then the
filter F (x) generated by x is proper and F (a) 6= {1} which contradicts the hypothesis.
It follows that A is locally finite.
The linearity of A follows from [14, Prop 2.14]. 
STATE BL-ALGEBRAS 5
3. State BL-algebras
Inspired by T. Flaminio and F. Montagna [17, 18], we enlarge the language of BL-
algebras by introducing a new operator, an internal state.
Definition 3.1. Let A be a BL-algebra. A mapping σ : A → A such that, for all
x, y ∈ A, we have
(1)BL σ(0) = 0;
(2)BL σ(x→ y) = σ(x)→ σ(x ∧ y);
(3)BL σ(x⊙ y) = σ(x)⊙ σ(x→ x⊙ y);
(4)BL σ(σ(x)⊙ σ(y)) = σ(x)⊙ σ(y);
(5)BL σ(σ(x)→ σ(y)) = σ(x)→ σ(y)
is said to be a state-operator on A, and the pair (A, σ) is said to be a state BL-algebra,
or more precisely, a BL-algebra with internal state.
We recall that the class of state BL-algebras forms a variety.
If σ is a state-operator, then Ker (σ) := {x ∈ A | σ(x) = 1} is said to be the kernel
of σ and it is a filter (more precisely a state-filter, see Section 5). A state-operator σ is
said to be faithful if Ker (σ) = {1}.
Example 3.2. (A, idA) is a state BL-algebra.
Example 3.3. Let A be a BL-algebra. On A× A we define two operators, σ1 and σ2,
as follows
σ1(a, b) = (a, a), σ2(a, b) = (b, b), (a, b) ∈ A×A. (3.1)
Then σ1 and σ2 are two state-operators on A × A that are also endomorphisms such
that σ2i = σi, i = 1, 2. Moreover, (A × A, σ1) and (A × A, σ2) are isomorphic state
BL-algebras under the isomorphism (a, b) 7→ (b, a).
Example 3.4. Consider A = {0, a, b, 1} where 0 < a < b < 1. Then (A,∧,∨,⊙,→, 0, 1)
is a BL-algebra that is not an MV-algebra ([30]) with the operations:
⊙ 0 a b 1
0 0 0 0 0
a 0 0 a a
b 0 a b b
1 0 a b 1
→ 0 a b 1
0 1 1 1 1
a a 1 1 1
b 0 a 1 1
1 0 a b 1
The operation ⊕ is given by the table:
⊕ 0 a b 1
0 0 a 1 1
a a 1 1 1
b 1 1 1 1
1 1 1 1 1
One can easily check that the unary operation σ defined as follows:
σ(0) = 0, σ(a) = a, σ(b) = 1, σ(1) = 1
is a state-operator onA. Therefore, (A, σ) is a state BL-algebra. Moreover, the following
identities hold: σ(x ⊙ y) = σ(x)⊙ σ(y) and σ(x → y) = σ(x) → σ(y) for all x, y ∈ A,
so σ is a BL-endomorphism and σ(A) = {0, a, 1}.
Lemma 3.5. In a state BL-algebra (A, σ) the following hold:
(a) σ(1) = 1;
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(b) σ(x−) = σ(x)−;
(c) if x ≤ y, then σ(x) ≤ σ(y);
(d) σ(x⊙ y) ≥ σ(x)⊙ σ(y) and if x⊙ y = 0, then σ(x⊙ y) = σ(x)⊙ σ(y);
(e) σ(x⊖ y) ≥ σ(x)⊖ σ(y) and if x ≤ y, then σ(x⊖ y) = σ(x)⊖ σ(y);
(f) σ(x ∧ y) = σ(x)⊙ σ(x→ y);
(g) σ(x→ y) ≤ σ(x)→ σ(y) and if x, y are comparable, then σ(x→ y) = σ(x)→ σ(y);
(h) σ(x→ y)⊙ σ(y → x) ≤ d(σ(x), σ(y));
(i) σ(x)⊕ σ(y) ≥ σ(x⊕ y) and if x⊕ y = 1, then σ(x)⊕ σ(y) = σ(x⊕ y) = 1;
(j) σ(σ(x)) = σ(x);
(k) σ(A) is a BL-subalgebra of A;
(l) σ(A) = {x ∈ A : x = σ(x)};
(m) if ord(x) <∞, then ord(σ(x)) ≤ ord(x) and σ(x) /∈ Rad(A);
(n) σ(x→ y) = σ(x)→ σ(y) iff σ(y → x) = σ(y)→ σ(x);
(o) if σ(A) = A, then σ is the identity on A;
(p) if σ is faithful, then x < y implies σ(x) < σ(y);
(q) if σ is faithful then either σ(x) = x or σ(x) and x are not comparable;
(r) if A is linear and σ faithful, then σ(x) = x for any x ∈ A.
Proof. (a) σ(1) = σ(x→ x) = σ(x)→ σ(x ∧ x) = 1 using condition (2)BL.
(b) σ(x−) = σ(x → 0) = σ(x) → σ(x ∧ 0) = σ(x) → 0 = σ(x)− using (1)BL and
(2)BL.
(c) If x ≤ y, x = y ⊙ (y → x), so by (3)BL, we get σ(x) = σ(y ⊙ (y → x)) =
σ(y)⊙ σ(y → (y ⊙ (y → x))) ≤ σ(y).
(d) By (3)BL, (5) of Proposition 2.2 and (c) we have σ(x⊙y) = σ(x)⊙σ(x→ x⊙y) ≥
σ(x) ⊙ σ(y), because in view of Proposition 2.2(5), y ≤ x → x ⊙ y. If x⊙ y = 0, then
y ≤ x−, so σ(x)⊙ σ(y) ≤ σ(x)⊙ σ(x−) = σ(x)⊙ σ(x)− = 0 = σ(0) = σ(x⊙ y).
(e) Since x⊖ y := x⊙ y−, so then σ(x⊖ y) = σ(x⊙ y−) = σ(x)⊙ σ(x→ x⊙ y−) ≥
σ(x) ⊙ σ(y−) = σ(x) ⊙ σ(y)− = σ(x) ⊖ σ(y), using (3)BL and (c). Now if x ≤ y, then
y− ≤ x− and x⊙ y− ≤ x⊙ x− = 0, so by (d) we obtain equality.
(f) σ(x ∧ y) = σ(x ⊙ (x → y)) = σ(x) ⊙ σ(x → (x ⊙ (x → y))) = σ(x) ⊙ σ(x →
(x ∧ y)) = σ(x)⊙ σ(x→ y), using Proposition 2.2(4) .
(g) Using (2)BL, (c) and Proposition 2.2(2), it follows that σ(x → y) = σ(x) →
σ(x ∧ y) ≤ σ(x) → σ(y). If x ≤ y, then from (c) we get σ(x) ≤ σ(y) and σ(x → y) =
σ(1) = 1 = σ(x) → σ(y). Let now y ≤ x, then x ∧ y = y and from (2)BL we have the
desired equality.
(h) From (g) we know that σ(x → y) ≤ σ(x) → σ(y) and similarly σ(y → x) ≤
σ(y)→ σ(x). Using Proposition 2.2(1) we get σ(x→ y)⊙ σ(y → x) ≤ d(σ(x), σ(y)).
(i) We know x ⊕ y = (x− ⊙ y−)−. By (b) and (d), σ(x− ⊙ y−) ≥ σ(x−) ⊙ σ(y−), so
(σ(x−)⊙ σ(y−))− ≥ σ((x− ⊙ y−))−, which implies σ(x)⊕ σ(y) ≥ σ(x⊕ y).
If x⊕y = 1, then 1 = σ(x⊕y) ≤ σ(x)⊕σ(y), so σ(x)⊕σ(y) = 1 and thus σ(x)⊕σ(y) =
σ(x⊕ y).
(j) Replacing y = 1 in (4)BL and using (a) we get: σ(σ(x)) = σ(σ(x) ⊙ σ(1)) =
σ(x)⊙ σ(1) = σ(x).
(k) From (1)BL, (4)BL, (5)BL and (a) it follows that σ(A) is closed under all BL-
operations ⊙,→,∧ and ∨. Thus σ(A) is a BL-subalgebra of A.
(l) For the direct inclusion, consider x ∈ σ(A), that is x = σ(a) for some a ∈ A. Then
σ(x) = σ(σ(a)) = σ(a) by (j), and thus x = σ(x). The other inclusion is straightforward.
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(m) Let m = ord(x). By (d), 0 = σ(xm) ≥ σ(x)m proving ord(σ(x)) ≤ ord(x). From
Proposition 2.10 we conclude any element of finite order cannot belong to Rad(A).
(n) Let σ(x → y) = σ(x) → σ(y). Then by (f), σ(y → x) = σ(y) → σ(y ∧ x) =
σ(y)→ (σ(x)⊙ σ(x → y)) = σ(y)→ (σ(x)⊙ (σ(x) → σ(y))) = σ(y)→ σ(x) ∧ σ(y) =
σ(y)→ σ(x). The converse implication is proved by exchanging x and y in the previous
formulas.
(o) For any x ∈ A, we have x = σ(x0) for some x0 ∈ A. By (j), we have σ(x) =
σ(σ(x0)) = σ(x0) = x.
(p) Suppose the converse, i.e. σ(x) = σ(y). Then σ(y → x) = σ(y)→ σ(x) = 1 giving
y ≤ x, absurd.
(q) Let x be such that σ(x) 6= x and let x and σ(x) be comparable. Then x < σ(x)
or σ(x) < x giving σ(x) < σ(x), a contradiction.
(r) It follows directly from (q). 
Remark 3.6. It is interesting to note that for MV-algebras and linear product BL-
algebras [4, Lemma 4.1] we have x → x ⊙ y = x− ∨ y. So for these subvarieties the
axiom (3)BL can be rewritten in the form:
σ(x⊙ y) = σ(x)⊙ σ(x− ∨ y). (3′)BL
Definition 3.7. A strong state-operator on a BL-algebra A is a mapping σ : A → A
satisfying (1)BL, (2)BL, (3
′)BL, (4)BL, and (5)BL. The couple (A, σ) is called a strong
state BL-algebra.
In what follows, we show that a strong state-operator is always a state-operator.
Proposition 3.8. Every strong state BL-algebra is a state BL-algebra.
Proof. Let σ be a strong state-operator onA.We prove that (3′)BL implies (3)BL. Indeed,
we have σ(x ∧ y) = σ(x ⊙ (x → y)) = σ(x) ⊙ σ(x− ∨ (x → y)) = σ(x) ⊙ σ(x → y).
Replacing y by x ⊙ y in the previous identity we obtain: σ(x ∧ (x ⊙ y)) = σ(x ⊙ y) =
σ(x)⊙ σ(x→ x⊙ y), which is axiom (3)BL. Thus we obtain (3
′)BL ⇒ (3)BL. 
We recall that the converse implication is not known.
For strong state BL-algebras, the properties stated in Lemma 3.5 can be extended as
follows:
Lemma 3.9. Let (A, σ) be a strong state BL-algebra. Then, for all x, y ∈ A, we have:
(a) σ(x⊙ y) ≥ σ(x)⊙ σ(y) and if x− ≤ y then σ(x⊙ y) = σ(x)⊙ σ(y);
(b) σ(x⊖ y) ≥ σ(x)⊖ σ(y) and if x and y are comparable then σ(x⊖ y) = σ(x)⊖ σ(y);
(c) σ(x⊙ σ(x−)) = σ(x− ⊙ σ(x)) for any x ∈ A.
Proof. (a) By (3′)BL and (c) we have σ(x ⊙ y) = σ(x) ⊙ σ(x
− ∨ y) ≥ σ(x) ⊙ σ(y). If
x− ≤ y, then x− ∨ y = y, thus we obtain the desired equality.
(b) We know: x⊖ y = x⊙ y−, so then σ(x⊖ y) = σ(x⊙ y−) = σ(x)⊙ σ(x− ∨ y−) ≥
σ(x)⊙ σ(y−) = σ(x)⊙ σ(y)− = σ(x)⊖ σ(y), using (3′)BL and (c).
Now assume x and y are comparable. The case x ≤ y is proved in Lemma 3.5(e). If
y ≤ x, then x− ≤ y− and x− ∨ y− = y−, and thus we have equality.
(c) Check σ(x⊙ σ(x−)) = σ(x)⊙ σ(x− ∨ σ(x−)) = σ(x− ⊙ σ(x)). 
Lemma 3.10. Let (A, σ) be a state BL-algebra. The following hold:
(1) Let x, y ∈ A be fixed. Then σ(x → y) = σ(x) → σ(y) if and only if σ(x ∧ y) =
σ(x) ∧ σ(y);
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(2) σ(x → y) = σ(x) → σ(y) for all x, y ∈ A if and only if σ(x ∨ y) = σ(x) ∨ σ(y) for
all x, y ∈ A.
(3) If σ(x → y) = σ(x) → σ(y) for all x, y ∈ A, then σ(x ⊙ y) = σ(x) ⊙ σ(y) for all
x, y ∈ A, and σ is an endomorphism.
Proof. (1) Let x, y ∈ A be fixed. For the direct implication, we use Lemma 3.5(f) and
we get σ(x ∧ y) = σ(x)⊙ σ(x→ y) = σ(x)⊙ (σ(x)→ σ(y)) = σ(x) ∧ σ(y).
For the converse implication, we have: σ(x → y) = σ(x) → σ(x ∧ y) = σ(x) →
(σ(x) ∧ σ(y)) = σ(x)→ σ(y), by Lemma 2.2(4).
(2) Assume σ(x → y) = σ(x) → σ(y) for all x, y ∈ A. Using the identity x ∨ y =
[(x→ y)→ y] ∧ [(y → x)→ x], then from (1) we have that σ preserves all meets in A.
It is straightforward now that σ(x ∨ y) = σ(x) ∨ σ(y).
Conversely, assume that σ preserves all meets in A. Due to the identity (x ∨ y) →
y = x → y, we have σ(x → y) = σ((x ∨ y) → y) = σ(x ∨ y) → σ((x ∨ y) ∧ y) =
(σ(x) ∨ σ(y))→ σ(y) = σ(x)→ σ(y).
(3) σ(x ⊙ y)→ σ(z) = σ(x⊙ y → z) = σ(x→ (y → z)) = σ(x) → (σ(y)→ σ(z)) =
(σ(x)⊙ σ(y))→ σ(z).
Hence, if z = σ(x) ⊙ σ(y), we have σ(x ⊙ y) → σ(σ(x) ⊙ σ(y)) = σ(x) ⊙ σ(y) →
σ(σ(x)⊙σ(y)) = σ(x)⊙σ(y)→ σ(x)⊙σ(y) = 1. This yields σ(x⊙y)→ σ(σ(x)⊙σ(y)) =
σ(x⊙y)→ σ(x)⊙σ(y) = 1 and whence σ(x⊙y) ≤ σ(x)⊙σ(y). The converse inequality
follows from Lemma 3.5(d).

We note that from the proof of (2) of the previous proposition we have that if x, y ∈ A
are fixed and σ(x ∨ y) = σ(x) ∨ σ(y), then σ(x→ y) = σ(x)→ σ(y).
Lemma 3.11. Let (A, σ) be a linearly ordered state BL-algebra. Then for x, y ∈ A, we
have:
(1) σ(x→ y) = σ(x)→ σ(y);
Moreover, if (A, σ) is strong, we have:
(2) σ(x⊙ y) = σ(x)⊙ σ(y).
Proof. (1) It is a direct consequence of (g) in Lemma 3.5.
(2) Assume x ≤ y. (The case y ≤ x is can be treated similarly.) Then y− ≤ x− and we
have the following two cases: (I) x− ≤ y and (II) y ≤ x−. Case (I) follows from condition
(a) of Lemma 3.9. In case (II) we have x⊙ y ≤ x⊙ x− = 0 and σ(x−) = σ(x)− ≥ σ(y).
Thus σ(x⊙ y) = σ(0) = 0 = σ(x)⊙ σ(x)− ≥ σ(x)⊙ σ(y). 
Definition 3.12. ([17, 18]) A state MV-algebra is a pair (M,σ) such that (M,⊕,⊙,− , 0, 1)
is an MV-algebra and σ is a unary operation on M satisfying:
(1)MV σ(1) = 1;
(2)MV σ(x
−) = σ(x)−;
(3)MV σ(x⊕ y) = σ(x)⊕ σ(y ⊖ (x⊙ y));
(4)MV σ(σ(x)⊕ σ(y)) = σ(x)⊕ σ(y)
for any x, y in M. The operator σ is said to be a state-MV-operator.
We recall that if (M,⊕,⊙,− , 0, 1) is an MV-algebra, then (M,∧,∨,⊙,→, 0, 1), where
x → y := x− ⊕ y, is a BL-algebra satisfying the identity x−− = x. Conversely,
if (M,∧,∨,⊙,→, 0, 1) is a BL-algebra with the additional identity x−− = x, then
(M,⊕,⊙,− , 0, 1) is an MV-algebra, where x⊕ y := (x− ⊙ y−)− and x− := x→ 0.
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We recall that the following operations hold in any MV-algebra M :
x⊖ y = (x− ⊕ y)− and x⊙ y = (x− ⊕ y−)− for any x, y ∈M.
In what follows, we show that if a BL-algebra is termwise equivalent to an MV-
algebra, then a state-operator σ on M taken in the BL-setup coincides with the notion
of a state-MV-operator in the MV-setup given by Flaminio and Montagna in [17, 18],
and vice-versa.
Proposition 3.13. Let M be an MV-algebra. Then a mapping σ : M → M is a state-
MV-operator on M if and only if σ is a state-operator on M taken as a BL-algebra. In
addition, in such a case, σ is always a strong state-operator.
Proof. Let σ be a state-operator on M taken as a BL-algebra. We recall that then
x−− = x for each x ∈ M.
Axiom (1)MV is property (a) in Lemma 3.5, and (2)MV is (b) in the same Lemma.
We prove that axiom (3)BL together with the condition x
−− = x gives axiom (3)MV .
First note that in a BL-algebra satisfying x−− = x we have:
x− ⊙ (x⊕ y) = x− ⊙ (x−− ⊕ y) = x− ⊙ (x− → y) = x− ∧ y = y ∧ x−
= y ⊙ (y → x−) = y ⊙ (x− ⊕ y−) = y ⊙ (x⊙ y)−,
using x→ y = x−⊕ y (since x→ y = x→ y−− = (x⊙ y−)− = (x−−⊙ y−)− = x−⊕ y)).
So
σ(x− ⊙ (x⊕ y)) = σ(y ⊙ (x⊙ y)−). (∗)
Now replacing x, y by x−, y− respectively in axiom (3)BL, we get σ(x
−⊙ y−) = σ(x−)⊙
σ(x− → x−⊙ y−) which becomes after negation: σ(x⊕ y) = σ(x)⊕ σ(x− → x−⊙ y−)−
Using (∗) we get
σ(x⊕ y) = σ(x)⊕ σ(x− → (x⊕ y)−)− = σ(x)⊕ σ(x−− ⊕ (x⊕ y)−)−
= σ(x)⊕ σ(x− ⊙ (x⊕ y)) = σ(x)⊕ (y ⊙ (x⊙ y)−) = σ(x)⊕ σ(y ⊖ (x⊙ y)).
And thus we obtain axiom (3)MV .
We now prove that axiom (4)BL is in fact axiom (4)MV .
Replacing x, y by x−, y− respectively in axiom (4)BL we obtain: σ(σ(x
−)⊙ σ(y−)) =
σ(x−)⊙σ(y−), and using (b), we get σ(σ(x)−⊙ σ(y)−) = σ(x)−⊙σ(y)−. Negating this
identity we obtain σ(σ(x)⊕ σ(y)) = σ(x)⊕ σ(y), which is axiom (4)MV .
Conversely, let σ be a state-MV-operator on M. Then:
(1)BL : σ(0) = 0.
(2)BL : σ(x→ y) = σ(x
−⊕y) = σ(x−)⊕σ(y⊖x−⊙y) = σ(x−)⊕σ(y⊙ (x−⊙y−)−) =
σ(x)− ⊕ σ(y ⊙ (x⊕ y)−) = σ(x)− ⊕ σ(y ∧ x) = σ(x)→ σ(x ∧ y).
(3)BL : σ(x ⊙ y) = σ((x
− ⊕ y−)−) = [σ(x− ⊕ y−)]− = [σ(x−) ⊕ σ(y− ⊖ x− ⊙ y−)]− =
[σ(x)−⊕σ(y−⊙ (x−⊙y−)−)]− = [σ(x)−⊕σ(y⊕x−⊙y−)−]− = σ(x)⊙σ(y⊕x−⊙y−) =
σ(x)⊙ σ(y ∨ x−) = σ(x)⊙ σ(x− ⊕ x⊙ y) = σ(x)⊙ σ(x→ x⊙ y).
(4)BL : σ(σ(x) ⊙ σ(y)) = σ((σ(x)
− ⊕ σ(y)−)−) = σ(σ(x−) ⊕ σ(y−))− = (σ(x−) ⊕
σ(y−))− = (σ(x)− ⊕ σ(y)−)− = σ(x)⊙ σ(y).
(5)BL : σ(σ(x) → σ(y)) = σ(σ(x)
− ⊕ σ(y)) = σ(σ(x−) ⊕ σ(y)) = σ(x−) ⊕ σ(y) =
σ(x)− ⊕ σ(y) = σ(x)→ σ(y).
Finally, due to Remark 3.6 and (3′)BL, we see that σ is always a strong state-operator.

We recall that if M is an MV-algebra and if x ∈M, we define 0 ·x = 0, 1 ·x = x, and
if n · x ≤ x−, we set (n+ 1) · x = (n · x)⊕ x. Similarly, if a ≤ b−, we set a+ b := a⊕ b.
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Therefore, if σ is a state-MV-operator onM and a+b is defined inM, then σ(a)+σ(b)
is also defined and σ(a+ b) = σ(a) + σ(b). Similarly, σ(n · x) = n · σ(x).
Definition 3.14. A morphism-state-operator on a BL-algebra A is a mapping σ : A→
A satisfying (1)BL, (2)BL, (4)BL, (5)BL and
(6)BL σ(x⊙ y) = σ(x)⊙ σ(y) for any x, y ∈ A.
The couple (A, σ) is called a state-morphism BL-algebra.
We introduce also an additional property:
(7)BL σ(x→ y) = σ(x)→ σ(y) for any x, y ∈ A.
If A is an MV-algebra, then (6)BL and (7)BL are equivalent. In addition, the property
“a state-operator σ satisfies (7)BL” is equivalent to the property σ is an endomorphism
of A such that σ2 = σ, see Lemma 3.10(3).
Remark 3.15. The state-operators defined in Examples 3.2–3.3 and Example 3.4 are
state-morphism-operators that are also endomorphisms. Additional examples are in the
next section.
Proposition 3.16. Every state-morphism BL-algebra (A, σ) is a strong state BL-algebra,
but the converse is not true, in general.
Proof. Since σ preserves ⊙, due to the identity holding in any BL-algebra, x ⊙ y =
x⊙ (x− ∨ y), x, y ∈ A, we have σ is a strong state-operator on A.
Due to Proposition 3.13, if A is an MV-algebra, then a strong state-operator on A is
a state-MV-operator and vice-versa. In [6, Thm 3.2], there are examples of state-MV-
operators that are not state-morphism-operators. 
Corollary 3.17. Any linearly ordered strong state BL-algebra (A, σ) is a state-morphism
BL-algebra.
Proof. It follows from Lemma 3.11(2). 
The latter result will be strengthened in Proposition 4.5 for any state-operator on a
linearly ordered BL-algebra proving that then it is an endomorphism.
Remark 3.18. Let σ be a state-operator on a BL-algebra A. (i) If σ preserves→, then
σ is a state-morphism-operator, Lemma 3.10(3), (ii) every state-morphism-operator is
always a strong state-operator, Proposition 3.16, and (iii) every strong state-operator
is a state-operator, Proposition 3.8.
Open problem 3.19. (1) Does there exists a state-operator that is not strong ?
(2) Does any state-morphism-operator preserve → ?
Some partial answers are presented in the next section.
4. Examples of State-Operators
In the present section, we describe some examples of BL-algebras when every state-
operator is even an endomorphism.
First, we describe some state-operators on a finite BL-algebra.
We recall that an element a of a BL-algebra A is said to be idempotent if a⊙ a = a.
Let Id(A) be the set of idempotents of A. If a is idempotent, then [12, Prop 3.1] (i)
x⊙a = a∧x for any x ∈ A, (ii) the filter F (a) generated by a is the set F (a) = [a, 1] :=
{z ∈M : a ≤ z ≤ 1}. In addition, (iii) a ∈ A is idempotent iff F (a) = [a, 1], (iv) Id(A)
STATE BL-ALGEBRAS 11
is a subalgebra of A [12, Cor 3.6], and (v) if A is finite, then every filter F of A is of
the form F = F (a) for some idempotent a ∈ A.
Let n ≥ 1 be an integer, we denote by Sn = Γ(
1
n
Z, 1) = {0, 1/n, . . . , n/n} an MV-
algebra. If we set xi = i/n, then xi ⊙ xj = x(i+j−n)∨0 and xi → xj = x(n−i+j)∧n for
i, j = 0, 1, . . . , n. If A is a finite MV-algebra, then due to [3], A is a direct product
of finitely many chains, say Sn1, . . . , Snk . By [8], every state-MV-operator on a finite
MV-algebra preserves ⊙ and → .
Let us recall the notion of an ordinal sum of BL-algebras. For two BL-algebras A1
and A2 with A1 ∩A2 = {1}, we set A = A1 ∪A2. On A we define the operations ⊙ and
→ as follows
x⊙ y =


x⊙i y if x, y ∈ Ai, i = 1, 2,
x if x ∈ A1 \ {1}, y ∈ A2,
y if x ∈ A2, y ∈ A1 \ {1},
x→ y =


x→i y if x, y ∈ Ai, i = 1, 2,
y if x ∈ A2, y ∈ A1 \ {1},
1 if x ∈ A1 \ {1}, y ∈ A2.
Then A is a BL-algebra iff A1 is linearly ordered, and we denote the ordinal sum
A = A1 ⊕ A2. We can easily extend the ordinal sum for finitely many summands. In
addition, we can do also the ordinal sum of an infinite system {Ai | i ∈ I} of BL-
algebras, where I is a totally ordered set with the least element 0 and the last 1 (to
preserve the prelinearity condition (3) of Definition 2.1, all Ai for i < 1 have to be linear
BL-algebras).
In [10], it was shown that every finite BL-algebra is a direct product of finitely many
comets. We note that a comet is a finite BL-algebra A of the form A = A1 ⊕A2, where
A1 is a finite BL-chain, i.e. an ordinal sum of finitely many MV-chains Sn1 , . . . , Snk ,
and A2 is a finite MV-algebra.
Let 01 be the least element of A1 and, for any x ∈ A1, we set x
∗ = x→ 01.
Lemma 4.1. Let A = Sn⊕A1, where A1 is an arbitrary BL-algebra, where n ≥ 1. If σ
is a state-operator on A, then σ(xi) = xi, where xi ∈ Sn for any i = 0, 1, . . . , n, and σ
maps A1 to A1.
Let σA be the restriction of σ onto A1. Then
(i) σA(1) = 1, σA(01) ≤ σA(x) for any x ∈ A1;
(ii) σA(x
∗) = σA(x)→ σA(01);
(iii) σA(01) is idempotent;
(iv) all conditions (2)BL − (5)BL are true for σA.
Conversely, if σA is a mapping from A1 into A1 such that it satisfies (iii)–(iv), then the
mapping σ : A → A defined by σ(x) = σA(x) if x ∈ A1 and σ(x) = x if x ∈ Sn is a
state-operator on A.
Proof. First we show that σ(Sn) ⊆ Sn. If not, then there is xi ∈ Sn such that σ(xn) /∈ Sn
and whence 1 > σ(xi) ∈ A1. Check σ(σ(xi)→ xi) = σ(xi) < 1 as well as due to Lemma
3.5(g), we have σ(σ(xi)→ xi) = σ(xi)→ σ(xi) = 1, absurd.
By Proposition 3.13, the restriction of σ to Sn is a state-MV-operator on the MV-
algebra Sn. Because xi = i · x1 for any i = 1, . . . , n, we have σ(xi) = i · σ(x1) proving
σ(x1) = x1 and σ(xi) = xi.
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If x ∈ A1 and σ(x) = 1, then trivially σ(x) ∈ A1. We assert also that σ(A1) ⊆ A1.
Suppose the converse. Let now x ∈ A1 \ Sn such that σ(x) /∈ A1. Then 0 < σ(x) = xi
for some i = 1, . . . , n− 1. Then 0 = σ(x−) = σ(x)− = x−i = xn−i > 0, absurd.
Let σA be the restriction of σ onto A1. Then (i) and (ii) are evident.
Hence, σA(01)⊙σA(01) ≤ σA(01⊙01) = σA(01) due to Proposition 3.5(d). But σA(A1)
is closed under ⊙. Therefore, σA(01) ≤ σA(01)⊙ σA(01) getting σA(01) is idempotent.
The rest of the proof is now straightforward. 
Lemma 4.2. Let A = Sn ⊕A1, where A1 = Sn1 × · · · × Snk . Then there are at least 2
k
state-operators on A such that each of them preserves ⊙ and → .
Proof. By Lemma 4.1, every state-operator on the BL-algebra A is on Sn the identity.
To have a state-operator on A, it is enough to define it only on A1, because on the rest
of A1 it is the identity, and this we will do. We have exactly 2
k idempotents of A1 and
hence 2k different filters of A1.
(1) If σ|A1 = idA1, then Ker (σ) = {1}. If σ|A1 = id{1}, then Ker (σ) = A1 and both
are state-operators on A that preserve ⊙ and →.
(2) Let J ⊆ {n1, . . . , nk}. Define σJ : A1 → A1 by σJ(x1, . . . , xk) = (y1, . . . , yk), where
yi = ni if i ∈ J otherwise yi = xi. Then σJ satisfies all conditions (i)–(iv) of Lemma
4.1, so that σJ defines a state-operator on A that preserves ⊙ and → .
In addition, every idempotent of A1 is of the form a = aJ , where aJ = (x1, . . . , xk) with
xi = ni if i ∈ J and xi = 0 otherwise, whence a
∗
J = aJc . Then σJ(x) = 1 = (n1, . . . , nk)
iff x = (x1, . . . , xk) with xi = ni if i /∈ J, so that Ker (σJ) = [aJc , 1].
Hence, there is at least 2k different state-operators A each of them preserves ⊙ and
→ . 
We note that the second case in (1) in the proof of the latter lemma is a special case
of (2) when J = {n1, . . . , nk}, and the first one in (1) is also a special case of (3) when
J = ∅.
Let A = A0 ⊕ A1 and let a ∈ A1 be idempotent. We define σa on A as follows:
σa(x) = 1 if a ≤ x ≤ 1, σa(x) = 01 if 01 ≤ x ≤ a
∗ and σa(x) = x otherwise.
Lemma 4.3. Let A = Sn ⊕A1, where A1 = Sn1 × · · · × Snk . Let a be idempotent of A1
such that [a, 1] ∪ [01, a
∗] = A1, then σa is a state-operator that preserves ⊙ and → .
Proof. Let a be idempotent of A1 and 01 := (0, . . . , 0) < a < 1. We set x
∗ := x → 01
and we define σa on A as follows: σa(x) = 1 if a ≤ x ≤ 1, σa(x) = 01 if 01 ≤ x ≤ a
∗ and
σa(x) = x otherwise.
We claim that σa is a state-operator that preserves ⊙ and→ whenever [a, 1]∪[01, a
∗] =
A1. It is enough to verify the following conditions.
(i) Let x, y ∈ [a, 1]. Then σa(x ⊙ y) = 1 = σa(x) ⊙ σa(y) and σa(x → y) = 1 =
σa(x)→ σa(y).
(ii) Let 01 ≤ x, y ≤ a
∗. Then x→ y ≥ x→ 01 = x
∗ ≥ a and thus σa(x→ y) = 1, and
σa(x)→ σa(y) = 01 → 01 = 1. σa(x⊙ y) = 01 = σa(x)⊙ σa(y).
(iii) Let a ≤ x ≤ 1 and 01 ≤ y ≤ a
∗. Then by Proposition 2.2(6), we have x → y ≤
a → a∗ = a → (a → 01) = a
2 → 01 = a → 01 = a
∗ that gives σa(x → y) = 01 and
σa(x)→ σa(y) = 1→ 01 = 01.
On the other hand, y → x ≥ a∗ → a = a∗ → (a∗ → 01) = a
∗ ⊙ a∗ → 01 = a. Hence,
σa(x→ y) = 1 and σa(x)→ σa(y) = 01 → 1 = 1.
σa(x⊙ y) ≤ σa(y) = 01 and σa(x)⊙ σa(y) = 01. 
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Remark 4.4. The condition [a, 1]∪[01, a
∗] = A1 is satisfied e.g.: if (i) a = 1 and a
∗ = 01
(then σa = σ{1,...,k});
(ii) A1 = Sn×S1× · · ·×S1, a = (0, . . . , 0, 1) and a
∗ = (n, 1, . . . , 1, 0). Then σa 6= σJ for
any J ⊆ {1, . . . , k};
(iii) A1 = {0, 1, 2} × {0, 1, 2} × {0, 1} and a = (0, 0, 1), a
∗ = (2, 2, 0). Then σa 6= σJ .
σa is not necessarily a state-operator on A if the condition [a, 1]∪ [01, a
∗] = A1 is not
satisfied. Indeed, let A1 = {0, 1, 2, 3, 4} × {0, 1, 2, 3, 4} and a = (0, 4), a
∗ = (4, 0). Then
x = (3, 1) ∈ A1 \ ([a, 1] ∪ [(0, 0), a
∗]) and x⊙ x = (3, 1)⊙ (3, 1) = (2, 0) ∈ [(0, 0), a∗] but
σ(x ⊙ x) = σ(2, 0) = (0, 0) 6= (2, 0) = σ(x) ⊙ σ(x) that contradicts (d) of Proposition
3.5.
In order to prove that every state-operator on a linearly ordered BL-algebra preserves
⊙ and →, we introduce hoops and Wajsberg hoops. A hoop is an algebra (A,→,⊙, 1)
of type 〈2, 2, 1〉 such that for all x, y, z ∈ A we have (i) x → x = 1, (ii) x ⊙ (x →
y) = y ⊙ (y → x), and (iii) x → (y → z) = (x ⊙ y) → z. Then ≤ defined by x ≤ y
iff x → y = 1 is a partial order and x ⊙ (x → y) = x ∧ y. A Wajsberg hoop is a hoop
A such that (x → y) → y = (y → x) → x, x, y ∈ A. If a Wajsberg hoop has a least
element 0, then (A,⊙,→, 0, 1) is term equivalent to an MV-algebra. For example, if G
is an ℓ-group written additively with the zero element 0 = 0G, then the negative cone
G− = {g ∈ G | g ≤ 0} is an unbounded Wajsberg hoop with the greatest element
1 = 0G, g → h := h − (g ∨ h) = (h − g) ∧ 0G, and g ⊙ h = g + h, g, h ∈ G
−. If u is a
strong unit for G, that is, given g ∈ G, there is an integer n ≥ 1 such that g ≤ nu, we
endow the interval [−u, 0G] := {g ∈ G
− | −u ≤ g ≤ 0G} with x → y := (y − x) ∧ 0G,
and x ⊙ y = (x + y) ∨ (−u), then [−u, 0G] is a bounded Wajsberg hoop with the least
element 0 = −u and the greatest element 1 = 0G.
Conversely, if A is a Wajsberg hoop, then there is an ℓ-group G such that A can be
embedded into G− or onto [−u, 0G], see e.g. [11, Prop 3.7].
If we have a system of hoops, {Ai | i ∈ I}, where I is a linearly ordered set, and
Ai ∩ Aj = {1} for i, j ∈ I, i ≤ j, then we can define an ordinal sum, A =
⊕
∈I Ai in a
similar manner as for BL-algebras. In such a case, A is always a hoop.
An important result of [1] says that any linearly ordered BL-algebra A is an ordinal
sum of linearly ordered Wajsberg hoops, A =
⊕
i∈I Ai, where I is a linearly ordered set
with the least element 0 and A0 is a bounded Wajsberg hoop.
Proposition 4.5. Every state-operator σ on a linearly ordered BL-algebra A preserves
both ⊙ and →, and it is an endomorphism such that σ2 = σ.
Proof. Suppose that σ is a state-operator on a linearly ordered BL-algebra A. Due to
the Agliano`-Montagna theorem, A =
⊕
i∈I Ai.
It is clear that if x ∈ Ai is such that σ(x) = 1, then trivially σ(x) ∈ Ai. We assert that
σ(Ai) ⊆ Ai for any i ∈ I. Suppose the converse, then there is an element x ∈ Ai \ {1}
such that σ(x) /∈ Ai, whence σ(x) < 1, and let σ(x) ∈ Aj for i 6= j. There are two
cases (i) i < j, hence x < σ(x) and σ(σ(x) → x) = σ(x) < 1 as well as σ(σ(x)→ x) =
σ(x)→ σ(x) = 1 taking into account that in the linear case σ preserves → .
(ii) j < i and σ(x) < x, so that σ(x → σ(x)) = σ(x) as well as σ(x → σ(x)) =
σ(x)→ σ(x) = 1.
In both case we have a contradiction, therefore, σ(Ai) ⊆ Ai for any i ∈ I.
Let now x ∈ Ai and y ∈ Aj and i < j. If x = 1 or y = 1, then clearly σ(x ⊙ y) =
σ(x) ⊙ σ(y). Suppose x < 1 and y < 1. Then σ(x) ∈ Ai and σ(y) ∈ Aj and hence
σ(x⊙ y) = σ(x) = σ(x)⊙ σ(y).
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Assume now x, y ∈ Ai. Then σ(x), σ(y) ∈ Ai. If x = 1 or y = 1, then σ(x ⊙ y) =
σ(x)⊙ σ(y). Thus let x < 1 and y < 1.
If i = 0, then σ on A0 is a state-MV-operator and therefore, by Proposition 3.13, σ
is strong on A0 and because A0 is linear, by Lemma 3.11, σ preserves ⊙ on A0.
Let now i > 0 and let Ai be bounded, i.e., there exists a least element 0i in Ai.
Then σ(0i) ≤ σ(x) for any x ∈ Ai. Due to property (4)BL of Definition 3.1, we have
σ(σ(0i) ⊙ σ(0i)) = σ(0i) ⊙ σ(0i), therefore, σ(0i) ⊙ σ(0i) ≤ σ(0i) ≤ σ(0i) ⊙ σ(0i) i.e.,
σ(0i) is idempotent. But in the linear Ai there are only two idempotents, 1 and 0i.
Hence either σ(0i) = 1 or σ(0i) = 0i. In the first case, σ(x) = 1 for any x ∈ Ai and the
second case, σ on Ai is a state-MV-operator, so in both cases, σ preserves ⊙ on Ai.
Finally, assume Ai is unbounded. Therefore, Ai ∼= G
− for some linearly ordered ℓ-
group G, and for all x, y ∈ Ai, we have x→ (x⊙ y) = x→ (x+ y) = (x+ y)− x = y.
Hence for (3)BL, we have σ(x⊙ y) = σ(x)⊙ σ(x→ x⊙ y) = σ(x)⊙ σ(y).
From all possible cases we conclude that σ preserves ⊙ on A and by Lemma 3.11, σ
preserves also →, i.e. σ is an endomorphism such that σ2 = σ. 
Corollary 4.6. There is a one-to-one correspondence between state-operators on a lin-
early ordered BL-algebra A and endomorphisms σ : A→ A such that σ2 = σ.
Remark 4.7. In the same way as in the proof of Proposition 4.5, we can show that if
σ is a state-operator on a BL-algebra A that is an ordinal sum, A =
⊕
i∈I Ai, of hoops,
then σ(Ai) ⊆ Ai for any i ∈ I.
In addition, suppose a BL-algebra A =
⊕
i∈I Ai, where each Ai is a hoop, and A0 is a
linear BL-algebra. Let σi : Ai → Ai be a mapping such that conditions (1)BL− (5)BL of
Definition 3.1 are satisfied and if 0i is the least element of Ai, then σ(0i) is idempotent.
Then the mapping σ : A→ A defined by σ(x) = σi(x) if x ∈ Ai, is a state-operator on
A.
We recall that a t-norm is a function t : [0, 1] × [0, 1] → [0, 1] such that (i) t is
commutative, associative, (ii) t(x, 1) = x, x ∈ [0, 1], and (iii) t is nondecreasing in both
components. If t is continuous, we define x⊙t y = t(x, y) and x→t y = sup{z ∈ [0, 1] |
t(z, x) ≤ y} for x, y ∈ [0, 1], then It := ([0, 1],min,max,⊙t,→t, 0, 1) is a BL-algebra.
Moreover, according to [4, Thm 5.2], the variety of all BL-algebras is generated by all
It with a continuous t-norm t.
There are three important continuous t-norms on [0, 1] (i)  Lukasiewicz:  L(x, y) =
max{x + y − 1, 0} with x → L y = min{x + y − 1, 1}, (ii) Go¨del: G(x, y) = min{x, y}
and x →G y = 1 if x ≤ y otherwise x →G y = y, and (iii) product: P (x, y) = xy and
x →P y = 1 if x ≤ y and x →P y = y/x otherwise. The basic result on continuous
t-norms [26] says that a t-norm is continuous iff it is isomorphic to an ordinal sum where
summands are the  Lukasiewicz, Go¨del or product t-norm.
In what follows, we describe all state-operators with respect to these basic continuous
t-norms.
Lemma 4.8. (1) If σ is a state-operator on the BL-algebra I L, then σ(x) = x.
(2) Let a ∈ [0, 1], we set σa(x) := x if x ≤ a and σa(x) = 1 otherwise and for a ∈ (0, 1]
let σa(x) = x if x < a and σa(x) = 1 otherwise. Then σa and σ
a are state-morphism-
operators on IG preserving →, and if σ is any state-operator on IG, then σ = σa or
σ = σa for some a ∈ [0, 1].
(3) If σ is a state-operator on IP , then σ(x) = x for any x ∈ [0, 1] or σ(x) = 1 for
any x > 0.
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Proof. (1) If σ is a state-operator, then due to Proposition 3.13, σ is a state-MV-
operator, so that σ(n · 1/n) = n · σ(1/n) so that σ(n/m) = n/m and hence σ(x) = x
for any x ∈ [0, 1].
(2) It is straightforward to verify that σa and σ
a are state-operators on IG that
preserves ⊙ and → .
Let now σ be a state-operator on IG and let 0 < a < 1. We claim that then σ(a) = 1
or σ(a) = a. (i) Assume σ(a) < a. Then, for any z ∈ [σ(a), a], we have σ(z) = σ(a).
Then σ(a→ σ(a)) = σ(a) and σ(a)→ σ(a∧ σ(a)) = σ(a)→ σ(a) = 1, a contradiction.
(ii) Suppose now a < σ(a) < 1, then again z ∈ [a, σ(a)] implies σ(z) = σ(a) and we
obtain the same contradiction as in (i). Therefore, if x ≤ a < y, then σ(x) = x and
σ(y) = 1. If a0 = sup{a < 1 | σ(a) = a}, then σ = σa0 or σ = σ
a0 .
(3) Let σ be a state-operator on IP . Due to Proposition 4.5, σ is an endomorphism.
If Ker (σ) = {1}, by Lemma 3.5, σ is the identity on [0, 1].
It is easy to verify that the operator σ0 such that σ0(0) = 0 and σ0(x) = 1 for x > 0
is a state-operator on IP . Assume now that for some x0 < 1 we have σ(x0) = 1. Let x
be an arbitrary element such that 0 < x < x0. Then there is an integer n ≥ 1 such that
xn0 ≤ x. Then σ(x
n
0 ) ≤ σ(x), but σ(x
n
0 ) = σ(x0)
n = 1 ≤ σ(x) proving that σ(x) = 1 for
any x > 0. Hence, σ = σ0. 
Proposition 4.9. Let a BL-algebra A belong to the variety of Go¨del BL-algebras, i.e.,
it satisfies the identity x = x2. Then every state-operator on A is an endomorphism.
Proof. Let x, y ∈ A. Since they are idempotent, so are σ(x) and σ(y), and we have
σ(x∧ y) = σ(x⊙ y) ≥ σ(x)⊙σ(y) = σ(x)∧σ(y) when we have used Lemma 3.5(d). On
the other hand, σ(x ∧ y) ≤ σ(x) ∧ σ(y) = σ(x) ⊙ σ(y). Hence, σ(x ∧ y) = σ(x ⊙ y) =
σ(x)⊙ σ(y) = σ(x)∧ σ(y). In view of (1) of Lemma 3.10, σ preserves also →, so that σ
is an endomorphism. 
Example 4.10. Let A be a finite linear Go¨del BL-algebra. For a ∈ A, we put σa(x) := x
if x ≤ a and σa(x) = 1 otherwise and for a ∈ A\{0} let σ
a(x) = x if x < a and σa(x) = 1
otherwise. Then σa and σ
a are state-morphism-operators on A preserving →, and if σ
is any state-operator on A, then σ = σa or σ = σ
a for some a ∈ A.
Proof. The proof follows the same ideas as that of (2) of Lemma 4.8. 
Example 4.11. If A is an arbitrary linear Go¨del BL-algebra and for each a ∈ A
we define σa and σ
a in same manner as in Example 4.10, then each of them is an
endomorphism. But not every state-operator on infinite A is of such a form.
For example, let AQ be the set of all rational numbers of the real interval [0, 1],
let a be an irrational number from [0, 1], and we define σa and σ
a, then σa = σ
a but
a /∈ AQ. On the other hand, every state-operator σ on AQ is the restriction of some
state-operator on IG to AQ. Indeed, let a0 = sup{a < 1 | σ(a) = a}. If a0 is rational,
then σ = σa0 or σ = σ
a0 . If a0 is irrational, then σ = σa0 and so every σ is the restriction
of a state-operator on IG to AQ.
We recall that the variety of MV-algebras, MV, in the variety of BL-algebras is
characterized by the identity x−− = x, the variety of product BL-algebras, P, is charac-
terized by identities x ∧ x− = 0 and z−− → ((x⊙ x→ y ⊙ z)→ (x→ y)) = 1, and the
variety of Go¨del BL-algebras, G, is characterized by the identity x2 = x. Due to [9, Thm
6] or [4, Lem3], the varietyMV∨P is characterized by the identity x→ (x⊙y) = x−∨y.
Therefore, every state-operator on A ∈MV ∨ P is strong.
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Proposition 4.12. If a BL-algebra A is locally finite, then the identity is a unique
state-operator on A.
Proof. Assume that for 0 < x < 1 we have σ(x) = 1. Then there is an integer n ≥ 1
such that xn = 0 and hence 0 = σ(0) = σ(xn) ≥ σ(x)n = 1, absurd. Therefore, σ is
faithful.
Due to Lemma 2.13, A is linear, and therefore, σ is the identity as it follows from (r)
of Proposition 3.5. 
We note that every locally finite BL-algebra is in fact an MV-chain, see e.g. [14, Thm
2.17].
Remark 4.13. Due to Theorem 2.3, a state s on a BL-algebra A is a state-morphism
iff Ker (s) is a maximal filter. This is not true for state-operators: There are state-
morphism BL-algebras (A, σ) such that Ker (σ) is not necessarily a maximal (state-)
filter (for the definition of a state-filter, see the beginning of the next section). Indeed,
the identity operator on IG and IP are state-morphism-operators but its kernel is not a
maximal (state-) filter.
5. State-Filters and Congruences of State BL-algebras
In this section, we concentrate ourselves to filters, state-filters, maximal state-filters,
congruences on state BL-algebras, and relationships between them. In contrast to BL-
algebras when every subdirectly irreducible state BL-algebra is linearly ordered, for the
variety of state BL-algebras, this is not necessarily the case. However, the image of such
a subdirectly irreducible state BL-algebra is always linearly ordered.
Definition 5.1. Let (A, σ) be a state BL-algebra (or a state-morphism BL-algebra).
A nonempty set F ⊆ A is called a state-filter (or a state-morphism filter) of A if F is
a filter of A such that if x ∈ F, then σ(x) ∈ F. A proper state-filter of A that is not
contained as a proper subset in any other proper filter of A is said to be maximal. We
denote by Radσ(A) the intersection of all maximal state-filters of (A, σ).
For example, Ker (σ) := {x ∈ A | σ(x) = 1} is a state-filter of (A, σ).
We recall that there is a one-to-one relationship between congruences and state-filters
on a state BL-algebra (A, σ) as follows. If F is a state-filter, then the relation ∼F given
by x ∼F y iff x→ y, y→ x ∈ F is a congruence of the BL-algebra A and due to Lemma
3.5(h) ∼F is also a congruence of the state BL-algebra (A, σ).
Conversely, let ∼ be a congruence of (A, σ) and set F∼ := {x ∈ A | x ∼ 1}. Then F∼
is a state-filter of (A, σ) and ∼F∼=∼ and F = F∼F .
It is known that any subdirectly irreducible BL-algebra is linear. This is not true in
general for state BL-algebras.
Example 5.2. Let B be a simple BL-algebra, i.e. it has only two filters. Set A = B×B
and let σ1(a, b) = (a, a) and σ2(a, b) = (b, a) for (a, b) ∈ A. Then σ1 and σ2 are state-
morphisms that are also endomorphisms and Ker (σ1) = B × {1}, Ker (σ2) = {1} × B.
In addition, (A, σ1) and (A, σ2) are isomorphic subdirectly irreducible state-morphism
BL-algebras that are not linear; Ker (σ1) and Ker (σ2) are the least nontrivial state-
filters.
A little bit more general is the following example:
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Example 5.3. Let B be a linear BL-algebra, C a nontrivial subdirectly irreducible
BL-algebra with the smallest nontrivial filter FC , and let h : B → C be a BL-
homomorphism. On A = B × C we define σh : A→ A by
σ(b, c) := (b, h(b)), (b, c) ∈ B × C, (5.1)
Then (A, σh) is a subdirectly irreducible state-morphism BL-algebra that is not linearly
ordered, Ker (σh) = {1} × C and F = {1} × FC is the smallest nontrivial state-filter of
A.
Proposition 5.4. Let (A, σ) be a state BL-algebra and X ⊆ A. Then the state-filter
Fσ(X) generated by X is the set
Fσ(X) = {x ∈ A | x ≥ (x1 ⊙ σ(x1))
n1 ⊙ · · · ⊙ (xk ⊙ σ(xk))
nk , xi ∈ X, ni ≥ 1, k ≥ 1}.
If F is a state-filter of A and a 6∈ A, then the state-filter of A generated by F and a
is the set
Fσ(F, a) = {x ∈ A : x ≥ i⊙ (a⊙ σ(a))
n, i ∈ F, n ≥ 1}.
A proper state-filter F is a maximal state-filter if and only if, for any a 6∈ F, there is
an integer n ≥ 1 such that (σ(a)n)− ∈ F.
Proof. The first two parts are evident.
Now suppose F is maximal, and let a 6∈ F . Then Fσ(F, a) = A and there are i ∈ F
and an integer n ≥ 1 such that 0 = i⊙ (a⊙σ(a))n. Applying σ to this equality, we have
0 = σ(0) ≥ σ(i)⊙ σ(a)2n. Therefore, σ(i) ≤ (σ(a)2n)− ∈ F.
Conversely, let a satisfy the condition. Then the element 0 = (σ(a)n)− ⊙ σ(a)n ∈
Fσ(F, a) so that F is maximal. 
Nevertheless a subdirectly irreducible state BL-algebra (A, σ) is not necessarily lin-
early ordered, while σ(A) is always linearly ordered:
Theorem 5.5. If (A, σ) is a subdirectly irreducible state BL-algebra, then σ(A) is lin-
early ordered.
If Ker (σ) = {1}, then (A, σ) is subdirectly irreducible if and only if σ(A) is a subdi-
rectly irreducible BL-algebra.
Proof. Let F be the least nontrivial state-filter of (A, σ). By the minimality of F , F is
generated by some element a < 1. Hence, F = {x ∈ A | x ≥ (a⊙σ(a))n, n ≥ 1}. Assume
that there are two elements σ(x), σ(y) ∈ σ(A) such that σ(x) 6≤ σ(y) and σ(y) 6≤ σ(x).
Then σ(x) → σ(y) < 1 and σ(y) → σ(x) < 1 and let F1 and F2 be the state-filters
generated by σ(x)→ σ(y) and σ(y)→ σ(x), respectively. They are nontrivial, therefore
they contain F, and a ∈ F1 ∩ F2. Because σ on σ(A) is the identity, by Proposition 5.4,
there is an integer n ≥ 1 such that a ≥ (σ(x) → σ(y))n and a ≥ (σ(y) → σ(x))n. By
[13, Cor 3.17], a ≥ (σ(x)→ σ(y))n ∨ (σ(y)→ σ(x))n = 1 and this is a contradiction.
Since σ on σ(A) is the identity, then every state-filter of σ(A) is a BL-filter and
vice-versa.
Assume Ker (σ) = {1} and let F be the least nontrivial state-filter of (A, σ). Then
F0 := F∩σ(A) is a nontrivial state-filter of σ(A).We assert that F0 is the least nontrivial
filter of σ(A). Indeed, let I be another nontrivial filter of σ(A) and let F ′ be the state-
filter of (A, σ) generated by I. Then F ′ ⊇ F and I = F ′ ∩ σ(A) ⊇ F ∩ σ(A) = F0
proving that F0 is the least state-filter.
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Conversely, assume that J is the least nontrivial filter of σ(A). Let F (J) be the state-
filter of (A, σ) generated by J. We assert that F (J) is the least nontrivial state-filter of
(A, σ). Let F be any nontrivial state-filter of (A, σ). Then F ∩σ(A) is a nontrivial filter
of σ(A), hence F ∩ σ(A) ⊇ J which proves F ⊇ F (J). 
Proposition 5.6. If σ is a state-operator on a BL-algebra A, then
Rad(σ(A)) ⊆ σ(Rad(A)). (5.2)
If, in addition, σ is a strong state-operator on A, then
σ(Rad(A)) = Rad(σ(A)). (5.3)
Proof. Let σ be a state-operator on A and choose y ∈ Rad(σ(A)). Since (yn)− ≤ y
for all integers n ≥ 1, then y ∈ Rad(A). But y = σ(y), so y ∈ σ(Rad(A)). Thus
Rad(σ(A)) ⊆ σ(Rad(A)).
Let now σ be a strong state-operator on A. Let x ∈ Rad(A), then from Proposition
2.10 we have (xn)− ≤ x for any n ∈ N. As σ is increasing, we get σ(xn)− ≤ σ(x).
Using condition (3′)BL we obtain σ(x ⊙ x) = σ(x) ⊙ σ(x
− ∨ x) = σ(x) ⊙ σ(x) and by
induction, we have, σ(xn+1) = σ(x)⊙ σ(x− ∨ x)⊙ · · · ⊙ σ((xn)− ∨ x) = σ(x)n+1. Hence,
σ(xn) = σ(x)n and thus (σ(x)n)− ≤ σ(x), for any n ∈ N. Therefore, σ(x) ∈ Rad(σ(A)),
and thus σ(Rad(A)) ⊆ Rad(σ(A)). 
Proposition 5.7. Let F be a maximal state-filter of a state BL-algebra (A, σ) and let,
for some a ∈ A, σ(a)/F be co-infinitesimal in A/F. Then σ(a) ∈ F.
Proof. Let (σ(a)n)−/F ≤ σ(a)/F for each n ≥ 1. If σ(a) /∈ F, by Proposition 5.4, there
is an integer n ≥ 1 such that (σ(a)n)− ∈ F . Hence (σ(a)n)−/F = 1/F = σ(a)/F, so
that σ(a) ∈ F that is a contradiction. Therefore, σ(a) ∈ F. 
Proposition 5.8. (1) Let N be a state BL-subalgebra of a state BL-algebra (A, σ). If
J is a maximal state-filter of A, so is I = J ∩ N in N. Conversely, if I is a maximal
state-filter of N, there is a maximal state-filter J of A such that I = J ∩N.
(2) If I is a state-filter (maximal state-filter) of (A, σ), then σ(I) is a filter (maximal
filter) of σ(A) and σ(I) = I ∩ σ(A).
(3) If I is a (maximal) filter of σ(A), then σ−1(I) is a (maximal) state-filter of A and
σ−1(I) ∩ σ(A) = I.
Proof. (1) Since J ∩N is a state-filter of N , the first half of the first statement follows
from Proposition 5.4. Conversely, let I be a maximal state-filter of N and let F (I) =
{x ∈ A | x ≥ i for some i ∈ I} be the state-filter of (A, σ) generated by I. Since 0 /∈ F (I),
choose a maximal state-filter J of A containing F (I). Then J ∩ N ⊇ F (I) ∩ N = I.
The maximality of I entails J ∩N = I.
(2) Let I be a state-filter of (A, σ). An easy calculation shows that σ(I) = I ∩ σ(A),
therefore by (1), σ(I) is a filter of σ(A).
Let now I be maximal and suppose now that σ(a) 6∈ σ(I). Therefore, a 6∈ I and
there is an integer such that (σ(a)n)− ∈ I and hence, (σ(a)n)− ∈ σ(I), so that σ(I) is
a maximal filter in σ(A).
(3) Finally, using the basic properties of σ, we have that σ−1(I) is a filter of A.
Suppose now y ∈ σ−1(I), then σ(y) ∈ I and σ(y) = σ(σ(y)) ∈ σ−1(I) proving σ−1(I) is
a state-filter of (A, σ).
Now, suppose I is a maximal filter of σ(A), then 0 /∈ σ−1(I), and let x 6∈ σ−1(I).
Hence σ(x) 6∈ I and the maximality of I implies that there is an integer n ≥ 1 such
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that (σ(x)n)− ∈ I. Then σ((σ(x)n)−) = (σ(x)n)− ∈ I, and (σ(x)n)− ∈ σ−1(I). By
Proposition 5.4, σ−1(I) is a maximal state-filter of (A, σ). 
Proposition 5.9. Let (A, σ) be a state BL-algebra. Then
σ(Rad(A)) ⊇ Rad(σ(A)) = σ(Radσ(A)).
Proof. The left-side inclusion follows from (5.2).
Suppose x ∈ Radσ(A). Then x ∈ I for every maximal state-filter I on (A, σ) and
σ(x) ∈ σ(I) = I ∩ σ(A) and σ(I) is a maximal filter of σ(A) by Proposition 5.8. If
now J is a maximal filter of σ(A), by Proposition 5.8, σ−1(J) is a maximal state-
filter of (A, σ(A)) and σ(x) ∈ σ(σ−1(J)) = J . Therefore, σ(x) ∈ Rad(σ(A)), and
σ(Radσ(A)) ⊆ Rad(σ(A)).
Conversely, let x ∈ Rad(σ(A)). Then x ∈ I for every maximal filter I on σ(A). Hence,
if σ(y) = x, then y ∈ σ−1(I) and σ−1(I) is a maximal state-filter of (A, σ). Suppose
that y ∈ J for each maximal state-filter of (A, σ). Then x ∈ σ(J) = J ∩ σ(A) and
σ(J) is a maximal filter of σ(A) and y ∈ σ−1(σ(J)) = J. Therefore, y ∈ Radσ(A) and
x ∈ σ(Radσ(A)), giving Rad(σ(A)) ⊆ σ(Radσ(A)). 
Open problem 5.10. (1) Describe subdirectly irreducible elements of state-morphism
BL-algebras.
(2) Does there exist a state BL-algebra such that in (5.2) we have a proper inclusion ?
6. States on State BL-algebras
In the present section, we give relations between states on BL-algebras and state-
operators. We show that starting from a state BL-algebra (A, σ) we can always define a
state on A: Take a maximal filter F of the BL-algebra σ(A). Then the quotient σ(A)/F
is isomorphic to a subalgebra of the standard MV-algebra of the real interval [0, 1] such
that the mapping s : σ(a) 7→ σ(a)/F is an extremal state on σ(A). And this can define
a state on A as it is shown in the next two statements. Some reverse process in a nearer
sense is also possible, i.e. starting with a state s on A, we can define a state-operator
on the tensor product of [0, 1] and an appropriate MV-algebra connected with s and A,
see the last remark of this section.
As it was already shown before, due to [15], the notions of a Bosbach state and a
Riecˇan state coincide for BL-algebras.
Proposition 6.1. Let (A, σ) be a state BL-algebra, and let s be a state on σ(A). Then
sσ(x) := s(σ(x)), x ∈ A, is a state on A.
Proof. We show that sσ is a Riecˇan state. Let x⊥y. Then x
−− ≤ y− and as σ is
increasing, we obtain σ(x−−) ≤ σ(y−), or equivalently, σ(x)−− ≤ σ(y)−, which implies
σ(x)⊥σ(y). And thus σ(x) + σ(y) = σ(y)− → σ(x)−− = σ(x)− → σ(y)−−.
We will prove that σ(x+ y) = σ(x) + σ(y) when x⊥y.
We have: σ(x + y) = σ(x ⊕ y) = σ(x− → y−−) = σ(x)− → σ(x− ∧ y−−) using axiom
(2)BL. Since x
−− ≤ y−, i.e. y−− ≤ x−, we get σ(x⊕y) = σ(x)− → σ(y)−− = σ(x)+σ(y).
Thus we get σ(x+ y) = σ(x) + σ(y).
We check now that sσ is a Riecˇan state.
(RS1σ): sσ(x+ y) = s(σ(x+ y)) = s(σ(x) + σ(y)) = sσ(x) + sσ(y) for x⊥y.
(RS2σ): sσ(0) = s(σ(0)) = s(0) = 0, using (1)BL and RS2.
Thus sσ is a Riecˇan state on A. 
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Proposition 6.2. Let (A, σ) be a state-morphism BL-algebra, and let s be an extremal
state on σ(A). Then sσ(a) := s(σ(a)), a ∈ A, is an extremal state on A.
Proof. By Proposition 6.1, sσ is a state on A. Then sσ(x⊙ y) = s(σ(x⊙ y)) = s(σ(x)⊙
σ(y)) = s(σ(x))⊙ s(σ(y)) = sσ(x)⊙ sσ(y). Using Theorem 2.3, sσ is an extremal state
on A. 
Definition 6.3. Let (A, σ) be a state BL-algebra and s a state on A. We call s a σ-
compatible state if and only if σ(x) = σ(y) implies s(x) = s(y) for x, y ∈ A. We denote
by Scom(A, σ) the set of all σ-compatible states on (A, σ).
In what follows, we show that Scom(A, σ) 6= ∅ and, in addition, Scom(A, σ) is affinely
homeomorphic with S(σ(A)), i.e. the homeomorphism preserves convex combinations
of states.
Theorem 6.4. Let (A, σ) be a state BL-algebra. Then the set of σ-compatible states
Scom(A, σ) 6= ∅ and it is affinely homeomorphic with the set S(σ(A)) of all states on the
BL-algebra σ(A).
Proof. We define ψ : S(σ(A)) → Scom(A, σ) as follows: ψ(s
′)(x) = s′(σ(x)) for all
s′ ∈ S(σ(A)), x ∈ A. By Proposition 6.1, ψ(s′) = s′σ is a Riecˇan state on A. The
mapping ψ(s′) is a σ-compatible Riecˇan state on A since if σ(x) = σ(y), then ψ(s′)(x) =
s′(σ(x)) = s′(σ(y)) = ψ(s′)(y). Hence, Scom(A, σ) 6= ∅.
Now we define a mapping φ : Scom(A, σ) → S(σ(A)) by φ(s)(σ(x)) := s(x) for any
x ∈ A, where s is a σ-compatible state on A.
We first prove that φ(s) is well defined since if σ(x) = σ(y), then by definition
s(x) = s(y), so φ(s)(σ(x)) = φ(s)(σ(y)).
We prove now condition (BS1) : Let x, y ∈ σ(A), so x = σ(x) and y = σ(y) according
to (l) from Lemma 3.5. We have:
φ(s)(x) + φ(s)(x→ y) = φ(s)(σ(x)) + φ(s)(σ(x)→ σ(y))
= φ(s)(σ(σ(x))) + φ(s)(σ(σ(x)→ σ(y)))
= s(σ(x)) + s(σ(x)→ σ(y))
= s(σ(y)) + s(σ(y)→ σ(x))
= φ(s)(σ(σ(y))) + φ(s)(σ(σ(y)→ σ(x)))
= φ(s)(σ(y)) + φ(s)(σ(y)→ σ(x)) = φ(s)(y) + φ(s)(y → x).
We used axiom (5)BL, property (j) of Lemma 3.5 and the fact that s is a state.
Now we check condition (BS2).
φ(s)(0) = φ(s)(σ(0)) = s(0) = 0 and similarly it follows that φ(s)(1) = 1.
Thus φ(s) is a state on σ(A).
Finally, φ ◦ ψ = idSσ(A) since φ(ψ(s
′))(σ(x)) = ψ(s′)(x) = s′(σ(x)). Also, ψ ◦ φ =
idScom(A,σ) because (ψ ◦ φ)(s)(x) = φ(s)(σ(x)) = s(x).
It is straightforward that both mappings preserve convex combinations of states, and
both are also continuous with respect to the weak topology of states. 
Corollary 6.5. Let (A, σ) be a state BL-algebra. Then every σ-compatible state on
(A, σ) is a weak limit of a net of convex combinations of extremal σ-compatible states
on (A, σ), and the set of extremal σ-compatible states is relatively compact in the weak
topology of states.
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Proof. Due to Theorem 6.4, extremal σ-compatible states correspond to extremal states
on σ(A) under some affine homeomorphism. By the Krein-Mil’man theorem, [21, Thm
5.17], every state on σ(A) is a weak limit of a net of convex combinations of extremal
states on σ(A), therefore, the same is true also for σ-compatible states on (A, σ). From
Theorem 2.3, we have that the set of extremal states on σ(A) is relatively compact,
therefore, the same is true for the set of extremal σ-compatible states on (A, σ). 
Remark 6.6. Let s be a state on a BL-algebra A. Since Ker (s) is a filter of A, then
A/Ker (s) is an MV-algebra because s(a−−) = s(a) and s(a−− → a) = 1 for any a ∈ A.
According to [18], we define the tensor product T := [0, 1]⊗ A/Ker (s) in the category
of MV-algebras. Then T is generated by elements α⊗ (a/Ker (s)), where α ∈ [0, 1] and
a ∈ A, and A/Ker (s) can be embedded into T via a/Ker (s) 7→ 1⊗ (a/Ker (s)).
Let µ be any state on A/Ker (s), in particular, µ can be a state defined by a/Ker (s) 7→
s(a), (a ∈ A).We define an operator σµ : T → T by σµ(α⊗(a/Ker (s))) = αµ((a/Ker (s))⊗
(1/Ker (s)). Due to [18, Thm 5.3], σµ is always a state-MV-operator on T, and in view
of [6, Thm 3.1], σµ is a state-morphism-operator if and only if µ is an extremal state.
7. Classes of State-Morphism BL-algebras
We characterize some classes of state-morphism BL-algebras, like simple state BL-
algebras, semisimple state BL-algebras, local state BL-algebras, and perfect state BL-
algebras.
Definition 7.1. A state BL-algebra (A, σ) is called simple if σ(A) is simple. We denote
by SSBL the class of all simple state BL-algebras.
Remark 7.2. Let (A, σ) be a state BL-algebra. Note that if A is simple, then σ(A) is
simple, thus (A, σ) is simple.
Theorem 7.3. Let (A, σ) be a state-morphism BL-algebra. The following are equivalent:
(1) (A, σ) ∈ SSBL;
(2) Ker (σ) is a maximal filter of A.
Proof. For the direct implication consider x /∈ Ker (σ), i.e. σ(x) < 1. Since σ(A) is
simple, using Lemma 2.13, we have that ord(σ(x)) < ∞. This means that there exists
n ∈ N such that (σ(x))n = 0. By (6)BL and negation, it follows that σ((x
n)−) = 1, that
is (xn)− ∈ Ker (σ). By Proposition 2.4 we obtain that Ker (σ) is maximal filter of A.
Vice-versa, assume Ker (σ) is a maximal filter of A. Let σ(x) < 1, then σ(x) /∈ Ker (σ).
But Ker (σ) is maximal, so by Proposition 2.4 we get that there exists n ∈ N such that
((σ(x))n)− ∈ Ker (σ), thus σ(((σ(x))n)−) = 1. But σ is a state-morphism-operator, so
σ(xn) = σ(x)n. Using Lemma 3.5(b) and (j) we obtain σ((xn)−) = 1. Since σ(xn) ≤
σ(xn)−− = 1− = 0, we get σ(xn) = 0. This means ord(σ(x)) < ∞ for any σ(x) 6= 1,
which implies that σ(A) is simple, using Lemma 2.13. 
Definition 7.4. A state BL-algebra (A, σ) is called semisimple if Rad(σ(A)) = {1}.
We denote by SSSBL the class of all semisimple state BL-algebras.
Theorem 7.5. Let (A, σ) be a state-morphism BL-algebra. The following are equivalent:
(1) (A, σ) ∈ SSSBL;
(2) Rad(A) ⊆ Ker (σ).
Proof. Assume (A, σ) is semisimple, that is Rad(σ(A)) = {1}, so by Proposition 5.6,
σ(Rad(A)) = {1}, thus Rad(A) ⊆ Ker (σ).
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Conversely, assume Rad(A) ⊆ Ker (σ), that means σ(Rad(A)) = {1}, so Rad(σ(A)) =
{1}, thus (A, σ) is semisimple. 
Theorem 7.6. Let (A, σ) be a state BL-algebra. The following are equivalent:
(1) A is perfect;
(2) (∀x ∈ A, σ(x) ∈ Rad(A) implies x ∈ Rad(A)) and σ(A) is perfect.
Proof. First, let A be a perfect BL-algebra and let σ(x) ∈ Rad(A). Assume x /∈ Rad(A),
i.e. x ∈ Rad(A)−, so x− ∈ Rad(A) using Remark 2.11. Then from Corollory 2.12 it
follows that σ(x)− ≤ x− and negating it we get x−− ≤ σ(x)−−. Using again Corollory
2.12, we obtain x−− ≤ x−, i.e. σ(x)−− ≤ σ(x)−. Thus σ(x)−− ≤ σ(x)− ≤ x− which is
a contradiction, since σ(x)−− ∈ Rad(A), but σ(x)− /∈ Rad(A) and Rad(A) is a filter.
Thus x ∈ Rad(A). Also, σ(A) is perfect, since it is a BL-subalgebra of a perfect BL-
algebra.
Now we prove the converse implication. Assume σ(A) is perfect and take x ∈ A. If
σ(x) ∈ Rad(σ(A)) ⊆ Rad(A), then by the hypothesis we get x ∈ Rad(A). If σ(x) ∈
Rad(σ(A))− ⊆ Rad(A)−, then σ(x)− = σ(x−) ∈ Rad(A), and by the hypothesis x− ∈
Rad(A), and using again Remark 2.11, it follows that x ∈ Rad(A)−. Thus A is perfect.

Definition 7.7. Let (A, σ) be a state BL-algebra. A state-operator σ is called radical-
faithful if, for every x ∈ A, σ(x) ∈ Rad(A) implies x ∈ Rad(A).
The first implication of Theorem 7.6 can be restated in the following way: Every
state-operator on a perfect BL-algebra is radical-faithful.
Theorem 7.8. Let (A, σ) be a state-morphism BL-algebra with radical-faithful σ. The
following are equivalent:
(1) A is a local BL-algebra;
(2) σ(A) is a local BL-algebra.
Proof. First, assume A is local. Then according to Proposition 2.6, ord(x) < ∞ or
ord(x−) < ∞ for any x ∈ A, i.e. there exists n ∈ N such that xn = 0 or (x−)n = 0, so
either σ(x)n = 0 or (σ(x)−)n = 0, which means σ(A) is local.
Now we prove the converse implication. Assume σ(A) is local, then by Proposition
2.5, Rad(σ(A)) is primary. Let (x⊙ y)− ∈ Rad(A); then, since σ is a state-morphism,
we get by (5.3): σ((x ⊙ y)−) = (σ(x) ⊙ σ(y))− ∈ σ(Rad(A)) = Rad(σ(A)) ⊆ Rad(A).
Therefore, (σ(x)n)− ∈ Rad(σ(A)) or (σ(y)n)− ∈ Rad(σ(A)) for some n. We can assume
(σ(x)n)− ∈ Rad(σ(A)), that is σ((xn)−) ∈ Rad(σ(A)) ⊆ Rad(A), and since σ is a
radical-faithful state-morphism-operator, we get (xn)− ∈ Rad(A). Similarly, (σ(y)n)− ∈
Rad(σ(A)), implies (yn)− ∈ Rad(A). Since Rad(A) is proper, we get Rad(A) is primary.
Using Proposition 2.9, A/Rad(A) is local, so there exists a unique maximal filter, say
F, in A/Rad(A). Let J = {x ∈ A | x/Rad(A) ∈ F}. Then J is a proper filter of
A containing Rad(A). To show that J is maximal, we use Proposition 2.4. Thus let
x ∈ A\J. Then x/Rad(A) /∈ F and locality of A/Rad(A) yields that there is an integer
n ≥ 1 such that xn/Rad(A) = 0/Rad(A), i.e. (xn)− ∈ Rad(A) ⊆ J proving J is
maximal.
We claim that there is no other maximal filter I 6= J of A. If not, there is an element
x ∈ I \ J and again there is an integer n ≥ 1 such that (xn)− ∈ Rad(A) ⊆ I. This gives
a contradiction xn, (xn)− ∈ I. Consequently, A is local. 
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Theorem 7.9. Let (A, σ) be a state-morphism BL-algebra with radical-faithful σ. The
following statements are equivalent:
(1) (A, σ) ∈ SSBL;
(2) A is a local BL-algebra and Ker (σ) = Rad(A).
Proof. First, assume (A, σ) ∈ SSBL. Then σ(A) is simple and local and from Theo-
rem 7.8, we have A is local. Thus Ker (σ) ⊆ Rad(A). Since σ(A) is simple (and also
semisimple), then Rad(σ(A)) = {1} and using σ(Rad(A)) = Rad(σ(A)) = {1}, we get
Rad(A) ⊆ Ker (σ). Thus Ker (σ) = Rad(A).
Now assume A is local and Ker (σ) = Rad(A). Therefore, Ker (σ) is a maximal filter
in A and Theorem 7.3 yields that σ(A) is simple.

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