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iAbstract
In the modern day language, finding quasi Banach operator ideals admitting eigenvalue
type `s for 0 < s <∞ and those admitting some traces -for example the spectral trace, were
two important problems set in 20th century. We set out with a description of eigenvalue
type of Nr for 0 < r ≤ 1 restricted to subspaces of Lp-spaces and the coincidence of nuclear
and spectral traces on them. We proceed and consider operator ideals Nr,p and N
r,p -where
p and r are related, and describe its eigenvalue type with many different techniques -all
of which are important in themselves. We observe strong relationships among eigenvalue
type, nuclear and spectral traces and approximation properties of type (r, p); APr,p for
short. We prove that if 0 < s ≤ 1 and 1/r = 1/s + |1/p − 1/2|, then every Banach space
X has APr,p ( and also AP
r,p). The optimality of our results for the eigenvalue types is
provided to show that there is no hope for any improvements in it. A negative answer
to a question of A. Pietsch and A. Hinrichs is provided; they asked for the validity of the
inclusion Ndr ⊂ Nr, where 0 < r < 1. Independently and without knowing that it was
considered by E. Oja et al., we have replied with a negative answer to the open question
posed by two Indian mathematicians Anil K. Karn and D. P. Sinha. They didn’t know if
there existed a Banach space without approximation property of type p for 1 ≤ p < 2.
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Introduction
It was F. Riesz in 1918 who first proved that any compact operator admits countably
many eigenvalues and moreover it converges to zero. But I. Schur described in 1909, the
square summability of eigenvalues of an integral operator given by a continuous kernel.
Therefore, it was set forth the question of finding conditions on a given compact operator
which ensure that the system of eigenvalues -counted with their multiplicities, is from
fixed `s where 0 < s < ∞. In the present day language, it modifies to finding the quasi
Banach operator ideals admitting eigenvalue type `s for fixed 0 < s <∞.
In 1955 A. Grothendieck showed that ideal N of nuclear operators is of eigenvalue type
`2. He also considered the quasi Banach operator ideal N 2
3
and proved that it is indeed
of eigenvalue type `1 and moreover the nuclear trace is well defined on it and it coincides
with the spectral trace. The same question, independently, was considered by V. B.
Lidskiˇi but for the class S1 and he proved: for any Hilbert space H, the system of
eigenvalues -counted with their multiplicities, of any operator T from S1(H) is of type `1
and moreover the nuclear trace is well defined for such operator and moreover it coincides
with the spectral trace.
In this manuscript, we first aim to consider the considerations of A. Grothendieck and
V. B. Lidskiˇi but for subspaces of Lp-spaces. Since every Hilbert space is a subspace of
an L2(ν) for some measure ν and every Banach space is a subspace of L∞(ν ′) for some
measure ν ′, therefore in a way, our results are an interpolation of Grothendieck’s 2/3
and Lidskiˇi’s S1 results. In particular, their results follow as well. Then we proceed
to consider the same question for the subspaces of quotients of Lp-spaces and obtain
Grothendieck-Lidskiˇi type trace formulas for them. At the end we use these results to
show that the operator ideals Nr,p where 1/r = 1 + |1/p − 1/2|, are of eigenvalue type `1
and we also elaborate its connections with approximation property of type (r, p).
Later we intend to discuss the eigenvalue type of the operator ideals Nr,p and N
r,p where
1 ≤ p ≤ ∞, 0 < s ≤ 1 and r such that 1/r = 1/s + |1/p − 1/2| using already developed
theory in this manuscript, tensor stability with respect to some crossnorms and some
techniques from the theory of entire functions. In our way, we discuss a little Fredholm
theory for these ideals as well. We describe that the eigenvalue type of Nr,p and N
r,p is
`s. We also show that these ideals admit nuclear and spectral traces and moreover they
1
2coincide. On the other hand having just the coincidence of the nuclear and spectral traces
on the operator ideals Nr,p and N
r,p, we show that we do have approximation property of
type (r, p) and hence a description of the eigenvalue type of Nr,p and N
r,p as well. We also
show that the for 0 < r ≤ 1, every Banach space X ∈ Xr has APr where Xr is the class
of all the Banach spaces such that Nr restricted to Xr admits a spectral trace. We show
by providing counterexamples that our results are really sharp that is we can not improve
the eigenvalue types of the operator ideal Nr,p or N
r,p. A negative answer is also provided
to a question of A. Pietsch and A. Hinrichs [32] who asked: for 0 < r < 1 is it true that
Ndr ⊆ Nr?
At the end we provide a negative answer to the open question posed by two Indian mathe-
maticians Anil K. Karn and D. P. Sinha at the very end of [30]. They didn’t know if there
existed a Banach space without approximation property of type p for 1 ≤ p < 2. The
question was already considered by E. Oja et al. [31] but however we were unaware of this.
•
Chapter 1
Foundations
1.1 Quasi Banach spaces
Definition 1.1.1. A Quasi norm on a Complex linear space X is a non-negative real
valued function ‖ · ‖ : X → [0,∞), satisfying the following conditions:
(QN1) ‖x‖ = 0 if and only if x = 0.
(QN2) ‖λx‖ = |λ|‖x‖ for all x ∈ X and λ ∈ C.
(QN3) There exists a constant cX -depending only on X, so that ‖x + y‖ ≤ cX(‖x‖+ ‖y‖)
for all x, y ∈ X.
The third property of the Quasi norm is referred to as, almost or quasi triangle inequality.
It follows that the constant cX ≥ 1. It may happen -as we shall see in many examples,
that cX = 1; in such a case it is called a norm on X.
Definition 1.1.2. A linear space together with a quasi norm on it is called a quasi
normed space . In case of linear space together with a norm on it, it is called a normed
space .
Every quasi norm induces a quasi metric on the linear space, whence there is a quasi metric
topology on it. With respect to this topology if the underlying linear space is complete as
a quasi metric space then it is called a Quasi Banach space. In case of norm on it, it
is called a Banach space . In this dissertation, all Banach spaces are considered over the
field C of complex numbers.
Definition 1.1.3. A subspace X0 of a quasi Banach space X is a linear subspace with
the subspace topology on it (cf. [6]).
The restriction of the quasi norm on the subspace X0 makes it a quasi normed space but
of course there is no promise of completion unless X0 is closed in X: consider the space c0
of all the sequences converging to zero together with the uniform norm. Then the linear
3
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subspace c00 of all the sequences with finite support form a linear dense subspace in c0.
The subspace topology on c00 coming from the restriction of the uniform norm makes it a
quasi normed space but not a quasi Banach space. In this whole manuscript whenever we
refer to a subspace we mean a closed subspace.
We denote by B and QB respectively the class of all the Banach spaces and the class of all
quasi Banach spaces. It is clear that B ⊂ QB.
1.2 Bounded Linear Operators
Definition 1.2.1. For any pair of Banach spaces X and Y , let us denote by L(X, Y ) the
set of all the linear and continuous maps from X to Y , i.e.
L(X, Y ) = {T : X → Y | T is linear and continuous} .
The set L(X, Y ) is indeed a linear space and the continuity of any linear operator T ∈
L(X, Y ) is equivalent to the following condition:
There exists a constant c ≥ 0 such that
‖Tx‖Y ≤ c‖x‖X for all x ∈ X.
}
(1.1)
We do not prove here the above equivalence of the condition with the continuity of the
operator T ∈ L(X, Y ) but rather we refer to [5]. There is a normable topology on the
space L(X, Y ), called uniform operator topology. The norm is given by the condition (1.1)
in the following way:
‖T‖ = inf {c | the condition (1.1) is true for c and T} (1.2)
Notice that if Y is a Banach space then the norm in Eq. (1.2) makes L(X, Y ) into a
Banach space as well.
Coming back to the equivalences of the continuity of a linear operator, there are other
criteria of the continuity of a linear operator T ∈ L(X, Y ): A linear operator T is continuous
on X if and only if T is continuous at 0 if and only if T sends bounded sets to bounded sets
if and only if T is uniformly continuous (cf. [5]). After these equivalent statements, we
use interchangeably the phrases bounded linear operator and continuous linear operator.
There are other important topologies on L(X, Y ) as well which are coarser than the uniform
topology [16]. One of them is the strong operator topology; the coarsest topology on
L(X, Y ) such that X = L(L(X, Y ), Y ) i.e. for each fixed x ∈ X, the map < x, . >:
L(X, Y )→ Y defined by T 7→ Tx is continuous. Such a topology does exists (cf. [6]). A
typical element of the basis for this strong operator topology, which makes it a topological
vector space is
U(x1, · · · , xn, T0, ε) =
n⋂
i=1
{T ∈ L(X, Y ) | ‖Txi − Toxi‖ ≤ ε} . (1.3)
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1.3 Open Mapping Theorem
For the following definition we refer to [10].
Definition 1.3.1. Let X and Y be Banach spaces. A map T : X → Y is an open map
if the image TUx of every neighborhood Ux of a point x is a neighborhood of Tx.
In case we take T ∈ L(X, Y ) -due to its linearity, it is enough to verify this condition at
the point x = 0 (cf. [10]). Now we recall a partial case of the famous open mapping
theorem.
Theorem 1.3.2. If X and Y are Banach spaces and T ∈ L(X, Y ), then T is surjective if
and only if T is an open map.
Proof. The surjectivity of T implies T is an open map [10, Theorem 2.11]. For the other
direction, the openness of T implies T (BX) contains a ball of some radius r0 in Y and
whence T (X) = Y .
If we take a linear continuous bijection T ∈ L(X, Y ), from a Banach space X to the
Banach space Y then we see through the open mapping theorem that the inverse map
T−1 ∈ L(Y,X) is linear continuous as well [10, p.50] and moreover there exists constants
c = ‖T−1‖−1 > 0 and C = ‖T‖ > 0 such that
c‖x‖X ≤ ‖Tx‖Y ≤ C‖x‖X for all x ∈ X
Definition 1.3.3. For any pair of Banach spaces X and Y and any T ∈ L(X, Y ), we
define
N(T ) = {x ∈ X | Tx = 0}
M(T ) = {Tx | x ∈ X}
N(T ) is a closed subspace of X (cf. [5], [10]).
1.4 Quotient Spaces
For a (closed) linear subspace X0 of a Banach space X, we can consider their (linear)
quotient space X/X0. There is a topology, called quotient topology on X/X0 such that
the canonical linear surjective map
q : X → X/X0, x 7→ x+X0.
is open. The topology can be described by the norm
‖y‖X/X0 = inf {‖x‖X : x ∈ X, q(x) = y} for y ∈ X/X0. (1.4)
The space X/X0 together with the quotient topology is called quotient space of X.
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Lemma 1.4.1. For any Banach space, the subspace of its quotient space is isomorphic to
a quotient of some subspaces of X. On the other hand, quotient space of a subspace X0 of
X is a subspaces of a quotient space of X.
Proof. Consider a subspace Y0 of a quotient space Y ofX with the quotient map q : X → Y .
Let X0 := q
−1(Y0). Then the map q|X0 : X0 → Y0 is continuous, therefore using first
isomorphism theorem for Banach spaces, we see that X0/N(q) ∼= Y0.
Conversely for any two subspaces X0 and X1 of X with X1 ⊆ X0, consider the quotient
map q : X → X/X1 and then the proof is evident from the following commutative diagram
of continuous operators:
X X/X1
X0 X0/X1
q
j
q|X0
j
1.5 Dual Space
Definition 1.5.1. For a normed space X, the (topological) dual space X∗ of X is defined
by
X∗ := L(X,C)
Since C is a Banach space therefore X∗ is a Banach space as well; (cf. §1.2). From now
on we drop the word topological from the phrase topological dual of a Banach space.
1.6 Hahn-Banach Theorem
Theorem 1.6.1. If X is a Banach space and X0 is a subspace, then for any ϕ ∈ X∗o , there
exists ϕ˜ ∈ X∗ such that:
ϕ˜(x) = ϕ(x) for all x ∈ X0,
and moreover
‖ϕ˜‖X∗ = ‖ϕ‖X∗0 .
We refer to [10] for the above theorem. Following is a consequence of the general statement
of the Hahn-Banach theorem (cf. [10]).
Theorem 1.6.2. If X is a Banach space and x0 ∈ X is a nonzero vector, then there exists
ϕ ∈ X∗ such that ϕ(x) = 1.
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1.7 Bilinear Maps
Definition 1.7.1. For Banach spaces X, Y and Z, we define by B(X, Y ;Z), the set of all
the continuous bilinear maps from X × Y to Z, i.e.
B(X, Y ;Z) = {B : X × Y → Z : B is a bilinar and continuous map}
For the following proposition we refer to [13].
Proposition 1.7.2. Let X, Y and Z be Banach spaces. For any element B ∈ B(X, Y ;Z),
its continuity is equivalent to existence of a constant c ≥ 0 such that:
‖B(x, y)‖ ≤ c‖x‖‖y‖ for all x ∈ X, y ∈ Y (1.5)
There are other equivalent conditions for the continuity of a Bilinear map as well and we
refer to [13] for further interest. The space B(X, Y ;Z) is a Banach space with respect to
the following norm on it
‖B‖ = inf {c : c as in Ineq. (1.5)} (1.6)
In case Z is a Banach space, B(X, Y ;Z) is a Banach space. The following equality holds
isometrically (cf. [13, pp. 11])
B(X, Y ;Z) = L(X,L(Y, Z)) = L(Y,L(X,Z)). (1.7)
If Z = C, then we use the following notation
B(X × Y ) := B(X, Y ;C).
1.8 Dual Of An Operator
For Banach spaces X, Y and Z, the composition of operators C : L(Y, Z) × L(X, Y ) →
L(X,Z), (S, T ) 7→ S ◦ T is a continuous bilinear map and moreover ‖C(S, T )‖ ≤
‖S‖‖T‖, (cf. [6, 2]). Now in situation of the current paragraph take Z = C then
C : Y ∗ × L(X, Y ) → X∗ and in view of the isometric (Eq. 1.7), there is an operator
C˜ ∈ L(L(X, Y ),L(Y ∗, X∗)).
Definition 1.8.1. For Banach spaces X, Y and T ∈ L(X, Y ), the image of T under C˜ i.e.
C˜(T ), is called the operator dual to T or dual operator of T . It is usually denoted by
T ∗.
Implicitly we have just considered the contravariant functor from the category of Banach
spaces to itself taking the object X to its dual X∗ and morphism T to T ∗(cf. [17]).
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1.9 Weak topology
Does there exists a coarser topology τ on a Banach space X than the norm topology
such that it is still a locally convex topological vector space and all the linear continuous
functionals with respect to the norm topology are still continuous and no others? The
positive answer to this question is discussed in [16], in a best way and to a full generality.
The key point behind is: the two Banach spaces X and X∗ are engaged in duality by the
canonical bilinear form
< ., . >: X ×X∗ → C (x, x∗) 7→< x∗, x >= x∗(x)
for all x ∈ X and x∗ ∈ X∗.
Definition 1.9.1. Weak topology is the coarsest topology τ on X given by the canonical
duality < ., . > such that X∗ = X∗τ . Where X∗τ means the τ -dual of X. This duality is
usually denoted by σ(X,X∗).
Since X with this coarser topology σ(X,X∗) is a locally convex topological space therefore
it is enough to describe the local neighborhood at 0 of X; cf. [10] or [16]. A basic example
of a neighborhood of 0 ∈ X is:
U(x∗1, · · · , x∗n, ε, 0) :=
n⋂
i=1
{x ∈ X | | < x∗i , x > | < ε} (1.8)
We collect here some facts for this topology (cf. [9, Chapter II]):
1. The space (X, σ(X,X∗)) is metrizable iff X is finite dimensional.
2. The weak and the norm closure of a convex set are same.
3. A linear operator T : X → Y is weakly continuous i.e. T : (X, σ(X,X∗)) →
(Y, σ(Y, Y ∗)) continuous if and only if it is norm continuous i.e. T : (X, ‖ · ‖X) →
(Y, ‖ · ‖Y ) is continuous.
1.10 Product of Banach Spaces
Definition 1.10.1. Let I be a nonempty index set and (Xi)i∈I be a nonempty family of
Banach spaces. Then the product of this family is defined as
∏
i∈I
Xi :=
f ∈
(⊔
i∈I
Xi
)I
| f(i) ∈ Xi for all i ∈ I
 .
The product of the family of a Banach spaces is not only a linear space but there is
also a canonical product topology which -luckily- makes it a locally convex topological
vector space (cf. [6]). In general, this product space is not normable since the local
neighborhoods might not be bounded.
A simple counting argument provides the following
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Lemma 1.10.2. Let I be a nonempty index set and f ∈ RI such that f ≥ 0. If ∑i∈I f(i) ∈
R, then
Card {i ∈ I | f(i) > 0} ≤ ℵ0.
1.11 Some `p spaces
Now we consider some of the linear subspaces of the product
∏∞
i=1Xi of a family (Xi)i∈I
of Banach spaces and some interesting topologies on them.
Definition 1.11.1. If (Xi)i∈I is a family of Banach spaces, where I is a nonempty indexing
set and 0 < p ≤ ∞, then we define
`p (I, (Xi)i∈I) :=
{
f ∈
∏
i∈I
Xi :
∑
i∈I
‖f(i)‖pXi <∞
}
for 0 < p <∞ and
`∞ (I, (Xi)i∈I) :=
{
f ∈
∏
i∈I
Xi : sup
i∈I
‖f(i)‖Xi <∞
}
.
This newly defined subsets of the product space are in fact quasi Banach spaces; (cf. [1]
or [11]), where the quasi norm is
‖f‖`p :=

(∑
i∈I ‖f(i)‖p
) 1
p for 0 < p <∞
supi∈I ‖f(i)‖Xi for p =∞.
The quasi norm constant depend only on p and it is 2
1
p
−1 > 1 if 0 < p < 1 and 1 for
1 ≤ p < ∞. Therefore in the later case, we speak of the norm instead of quasi norm.
In view of Lemma 1.10.2, we see that for any f ∈ `p(I, (Xi)i∈I), the cardinality of the
support of f is at most ℵ0.
If I is a directed set then we can talk about the convergence of the family f ∈ `∞(I, (X)i∈I),
now named a net. We define
co(I, (Xi)i∈I) :=
{
f ∈ `∞(I, (Xi)i∈I) | lim
i∈I
f(i) = 0
}
.
It can be checked that it is a closed subspace of `∞(I, (X)i∈I) and hence a Banach space
with the induced norm on it (cf. [5]).
In most of the cases we are going to consider Xi = X for all i ∈ I, for a fixed Banach
space X and we use `p(I,X) for `p (I, (Xi)i∈I). We also fix notation f = (xi)i∈I for all
f ∈∏i∈I Xi, where xi = f(i) ∈ Xi.
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Proposition 1.11.2. Let I be an index set, (Xi)i∈I and (Yi)i∈I be families of Bnanach
spaces. Let p, q ≥ r such that 1/r = 1/p+ 1/q. The bilinear map
B : `q
(
(L(Xi, Yi))i∈I
)× `p ((Xi)i∈I)→ `r ((Yi)i∈I)
((Ti)i∈I , (xj)j∈I) 7→ (Tixi)i∈I
is continuous and moreover ‖B‖Bil = 1.
The above proposition is just a regular argument (see [5]). If the first argument is fixed
then it is easy to prove that the associated linear operator -which is usually denoted by
T (I) : `p ((Xi)i∈I) → `r ((Yi)i∈I) has the norm (
∑
i∈I ‖Ti‖q)1/q. We would say that the
above Proposition 1.11.2 is just another way to describe/write the famous Ho¨lder’s
inequality.
1.11.1 Weak `p spaces
Definition 1.11.3. If X is a Banach space, 0 < p ≤ ∞ and I is an infinite index set, then
we define a linear space
`weakp (I,X) :=
f ∈ XI :
(∑
i∈I
| < x′, f(i) > |p
) 1
p
<∞ for all x′ ∈ X∗

for 0 < p <∞ and
`weak∞ (I,X) :=
{
f ∈ XI : sup
i∈I
| < x′, f(i) > | <∞ for all x′ ∈ X∗
}
.
It can be readily checked that above spaces are indeed linear spaces; moreover they are
quasi Banach spaces with the quasi norm defined by
‖f‖`weakp (X) := sup
x′∈X∗
(∑
i∈I
| < x′, f(i) > |p
) 1
p
for 0 < p <∞ and
‖f‖`weak∞ (X) := sup
x′∈X∗
(
sup
i∈I
| < x′, f(i) > |
)
.
The quantities on the right side of the above two equations defining the norm are finite
(thanks to Banach-Steinhauss theorem). More precisely, for 0 < p < 1, `weakp (X) is a quasi
Banach spaces and for the remaining cases, it is a Banach space. For the following facts
we refer to [1] and [11].
Lemma 1.11.4. Let X be a Banach space, 0 < p ≤ ∞ and I be an index set. The
followings hold
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1. `p(I,X) ⊆ `weakp (I,X)
2. `∞(I,X) = `weak∞ (I,X)
The following lemmas can be checked readily; (cf. [3] or [11]).
Lemma 1.11.5. Let X and Y be Banach spaces, 0 < p ≤ ∞, I be a nonempty index set
and T ∈ L(X, Y ). The operator TI : `weakp (I,X) → `weakp (I, Y ) defined by f 7→ Tf where
Tf(i) := T (f(i)), is bounded and ‖TI‖ = ‖T‖.
Lemma 1.11.6. Consider a nonempty index set I, Banach space Y , family of Banach
spaces (Xi)i∈I and (Ti)i∈I ∈ `q ((L(Xi, Y ))i∈I). If p, q ≥ r are such that 1/p + 1/q = 1/r,
then the map TI : `p ((Xi)i∈I)→ `weakr (I, Y ) defined by (xi)i∈I 7→ (Txi)i∈I , is a well defined
bounded linear map with ‖T (I)‖ ≤ (∑i∈I ‖Ti‖q)1/q.
In case when I = N, then we use the symbols `p(X), `p ((Xi)∞i=1) and `weakp (X) and the
like, and in case of X = C we use the symbols `p and c0.
Proposition 1.11.7. Let 1 ≤ p ≤ ∞ and X be a Banach space. A sequence (xi)∞i=1 ∈ XN
is weakly p summable if and only if the operator T : `p′ → X given by (ai)∞i=1 7→
∑∞
i=1 aixi
is a well defined bounded linear operator. If this is so then ‖T‖ = ‖(xi)∞i=1‖`weakp (X).
1.12 Tensor Product of Banach spaces
For any pair of Banach spaces X and Y , consider the space B(X×Y ) of all the continuous
bilinear forms and define for each ordered pair (x, y) ∈ X × Y , an evaluation map E(x,y) :
B(X × Y )→ C by
E(x,y)(B) = B(x, y) for B ∈ B(X × Y )
Notice that E(x,y) ∈ B(X × Y )∗ and moreover the map
E : X × Y → B(X × Y )∗ (x, y) 7→ E(x,y)
is a bilinear map because it has the following properties: for all λ ∈ C, x, x1, x2 ∈ X and
y, y1, y2 ∈ Y
1. E(λx,y) = E(x,λy) = λE(x,y).
2. Ex1+x2,y = E(x1,y) + E(x2,y).
3. E(x,y1+y2) = E(x,y1) + E(x,y2).
From now on we use
x⊗ y for E(x,y).
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Definition 1.12.1. Define the tensor product X ⊗ Y for any pair of Banach spaces X
and Y as follows
X ⊗ Y = span {E(X × Y )}
Any typical element u ∈ X ⊗ Y has one of its representation given by
u =
n∑
i=1
xi ⊗ yi.
The bi-linearity of E shows that it is possible for any element of X ⊗ Y to have many
representations but they are of course identified in the tensor product space (cf. [8], [15]).
The above discussion does reflect implicitly an understanding of the tensor product space
which shall be used in the later chapters and therefore we describe it here: Consider any two
Banach spaces X and Y , consider the tensor product X∗⊗Y and realize each u ∈ X∗⊗Y
with u =
∑n
i=1 xi ⊗ yi as an operator u˜ : X → Y given by u˜(x) =
∑∞
i=1 < x
′
i, x > yi. All
what is said means that there is a well defined linear map j˜ : X∗⊗ Y → L(X, Y ) given by
j˜(u) = u˜. The following proposition describes more.
Proposition 1.12.2. For any two Banach spaces X and Y ,
j˜(X∗ ⊗ Y ) = F(X, Y ) ⊆ L(X, Y ).
It should be remarked here -before proceeding further- that the map j˜ is injective (cf.
[15]), where F(X, Y ) consists of all finite rank operators.
Definition 1.12.3. For Banach spaces X,X0, Y, Y0 and any S ∈ L(X,X0), T ∈ L(Y, Y0),
we define an operator
S ⊗ T : X ⊗ Y → X0 ⊗ Y0
by
S ⊗ T
(
n∑
i=1
xi ⊗ yi
)
=
∞∑
i=1
Sxi ⊗ Tyi.
It is indeed a linear operator (cf. [13], [15]).
1.12.1 Reasonable crossnorm
Definition 1.12.4. For Banach spaces X and Y , a norm α on X ⊗ Y is a reasonable
crossnorm if the following conditions hold:
1. α(x⊗ y) ≤ ‖x‖ · ‖y‖ for all x ∈ X and y ∈ Y .
2. For any x′ ∈ X∗ and y′ ∈ Y ⇒ x′ ⊗ y′ ∈ (X ⊗ Y, α)∗ and moreover if α∗ denotes the
dual norm to α then α∗(x′ ⊗ y′) ≤ ‖x′‖ · ‖y′‖.
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Definition 1.12.5 (Projective norm). For any pair of Banach spaces, the projective
norm on X ⊗ Y is defined by
pi(u) = inf
{
n∑
i=1
‖xi‖ · ‖yi‖ : u =
n∑
i=1
xi ⊗ yi
}
.
Definition 1.12.6 (Injective norm). For any pair of Banach spaces, the injective norm
on X ⊗ Y is defined by:
ε(u) = sup
{∣∣∣∣∣
n∑
i=1
< x′, xi >< y′, yi >
∣∣∣∣∣ : x′ ∈ BX∗ and y′ ∈ BY ∗
}
.
The following proposition describes that projective and injective norms are the only ex-
treme reasonable cross norms on X ⊗ Y (cf. [8], [13], [15]).
Proposition 1.12.7. For any reasonable norm α on X ⊗ Y ,
ε ≤ α ≤ pi
Definition 1.12.8 (Tensor norm). A tensor norm is a class of functions -which we de-
note with the same symbol, on the class of Banach spaces with the following two properties:
for all Banach spaces X,X0, Y and Y0 and all S ∈ L(X,X0), T ∈ L(Y, Y0),
1. α is a reasonable crossnorm on X ⊗ Y .
2. S ⊗α T ∈ L(X ⊗α Y,X0 ⊗α Y0) and moreover
‖S ⊗α T‖ ≤ ‖S‖ · ‖T‖.
We state the following proposition which can be seen in [13].
Proposition 1.12.9. The projective pi and the injective ε norms are indeed tensor norms
and moreover for any tensor norm α, we have
ε ≤ α ≤ pi.
In the following proposition, we describe that pi and ε are dual tensor norms to each other.
For a proof we refer to [13].
Proposition 1.12.10.
pi∗ = ε ε∗ = pi.
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1.12.2 Projective and injective tensor products
For any pair of Banach spacesX and Y , we consider the normed spacesX⊗piY := (X⊗Y, pi)
and X⊗ε Y := (X⊗Y, ε) and consider their completions X⊗̂piY and X ̂̂⊗εY and call them
projective and injective tensor products respectively. Following proposition describes
more about the projective tensor product (cf. [8], [13], [15]).
Proposition 1.12.11. For any pair of Banach spaces X, Y , u ∈ X⊗̂piY and given δ > 0,
there exists two norm null sequences (xi)
∞
i=1 and (yi)
∞
i=1 in X and Y respectively such that
the equality u =
∑∞
i=1 xi ⊗ yi holds in X⊗̂piY and moreover
∞∑
i=1
‖xi‖ · ‖yi‖ < pi(u) + δ.
The following theorem describes the dual space of the projective tensor product (cf. [8],
[15]).
Theorem 1.12.12. For any pair of Banach spaces X and Y , the following equalities hold
isometrically (
X⊗̂piY
)∗
= L(X, Y ∗)(
X⊗̂piY
)∗
= L(Y,X∗).
The duality is given by trace, i.e., for any ϕ ∈ (X⊗̂piY )∗, there exists T ∈ L(X, Y ∗) such
that
ϕ(z) = trace(T ⊗ I(z)).
Remark 1.12.13. The map j˜ : X∗⊗piY → L(X, Y ) is continuous and extends continuously
to the completion X∗⊗̂piY and we prefer to denote it with the same symbol j˜. The image
j˜(X∗⊗˜piY ) =: N(X, Y ) is a subspace of L(X, Y ) but whenever we refer to it we consider
the quotient norm which it gets from the projective tensor product X∗⊗̂piY .
We use the symbol X⊗̂αY for the completion of the the normed space X ⊗α Y where α is
a reasonable crossnorm.
1.13 Operator Ideals
No doubt, A. Pietsch has very systematically enclosed a lot of facts about operator ideals
(due to him and his generation of functional analysts), in his 1980’s manuscript “Operator
Ideals” and it shall be a standard reference. The symbol L, from now on, should be
observed as
L :=
⋃
X,Y ∈B
L(X, Y ).
For any subclass A of L, we use A(X, Y ) := A ∩ L(X, Y ), where X, Y are Banach spaces.
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Definition 1.13.1. An operator Ideal is a subclass A of L which observes the following
properties: for all Banach spaces X, Y,X0 and Y0
1. x′ ⊗ y ∈ A(X, Y ) for all x′ ∈ X and y ∈ Y .
2. S + T ∈ A(X, Y ) for all S, T ∈ A(X, Y ).
3. RST ∈ A(X0, Y0) for all T ∈ L(X0, X), S ∈ A(X, Y ) and R ∈ L(Y, Y0).
The class of all finite rank operators F is an operator ideal and notice from just above three
axioms that every operator ideal contains it (cf. [2]).
Definition 1.13.2. A quasi normed operator ideal A is an operator ideal together
with a positive functional ‖ · ‖A : A→ R≥0 satisfying the following properties: there exists
a constant c > 0 such that for all Banach spaces X,X0, Y and Y0
1. ‖x′ ⊗ y‖A = ‖x′‖‖y‖ for all x′ ∈ X∗ and y ∈ Y .
2. ‖(S+T )‖A ≤ c(‖S‖A+‖T‖A) for all S, T ∈ A(S, Y ). Where c is a constant depending
only on A.
3. ‖RST‖A ≤ ‖R‖‖S‖A‖T‖ for all T ∈ L(X0, X), S ∈ A(X, Y ) and R ∈ L(Y, Y0).
If the constant c = 1 in the above definition, then it is referred to as a normed operator
ideal . The positive functional, called the quasi norm, is indeed a quasi norm on all the
components A(X, Y ); cf. [2, pp. 89-90]. It is absolutely possible for a normed operator
ideal A that not all the components A(X, Y ) are complete with respect the quasi norm
‖ · ‖A; the operator ideal F together with the usual operator norm is such an example. If it
is the case that all the components are complete with respect to the induced quasi norm
then such a normed operator ideal is called quasi Banach operator ideal. We refer to
[2, 6.1.4 Proposition] for the following obvious proposition.
Proposition 1.13.3. For any quasi normed operator ideal A, Banach spaces X, Y and
S ∈ A(X, Y ), we have
‖T‖ ≤ ‖T‖A.
Definition 1.13.4. A quasi Banach operator ideal A is called approximative if for every
pair of Banach spaces X and Y we have,
F(X, Y )
α
= A(X, Y ) (1.9)
1.13.1 Product of operator ideals
Definition 1.13.5. For two subclasses A and B of L, we define a class of operators
A ◦B :=
⋃
X,Y ∈B
A ◦B(X, Y )
where A◦B(X, Y ) consists of operators T ∈ L(X, Y ) for which the following diagram exists
and is commutative for some Banach space Z and operators A ∈ A(X,Z) and B ∈ B(Z, Y )
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X Y
Z
T
A B
Proposition 1.13.6. If A and B are operator ideals then A ◦B is an operator ideal as
well.
The operator ideal A ◦B in above proposition is called product ideal. If A and B have
norms on it then define ‖ · ‖A◦B : A ◦B→ R≥0 by
‖S‖A◦B := inf {‖B‖B‖A‖A | T = BA as in Definition 1.13.5} .
For the following theorem cf. [2, 3.1.2 Theorem & 7.1.2 Theorem].
Theorem 1.13.7. If (A, ‖ · ‖A) and (B, ‖ · ‖B) are quasi Banach operator ideals, then
(A ◦B, ‖ · ‖A◦B) is a quasi Banach operator ideal.
1.13.2 Dual of an operator ideal
Definition 1.13.8. If A is an operator ideal then its dual class Ad is defined as
Ad =
⋃
X,Y ∈B
Ad(X, Y )
where for a pair of Banach spaces X and Y
Ad(X, Y ) := {T ∈ L(X, Y ) | T ∗ ∈ A(Y ∗, X∗)} .
For a proof of the following theorem, we refer to [2].
Proposition 1.13.9. If A is a quasi Banach operator ideal, then Ad is a quasi Banach
operator ideal with the ideal norm given by
‖T‖Ad := ‖T ∗‖A for any T ∈ Ad.
1.13.3 Tensor stability of a quasi Banach operator ideal
Definition 1.13.10. A quasi Banach operator ideal A is stable with respect to a tensor
norm α if for any choice of Banach spaces X,X0, Y and Y0 and any S ∈ A(X,X0), T ∈
A(Y, Y0) we have
S⊗̂αT ∈ A
(
X⊗̂αY,X0⊗̂αY0
)
.
The following theorem can be found in [3, p. 31]
Theorem 1.13.11. If a quasi Banach operator ideal A is stable with respect to a tensor
norm α then there exists a constant c ≥ 1 such that for any choice of Banach spaces
X,X0, Y and Y0 and any S ∈ A(X,X0), T ∈ A(Y, Y0) we have
‖S⊗̂αT‖A ≤ c‖S‖A‖T‖A
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1.14 Nuclear operator ideals
Definition 1.14.1. Let 0 < r ≤ ∞ and 1 ≤ p, q ≤ ∞ be such that 1+1/r ≥ 1/p+1/q. An
operator T ∈ L(X, Y ) is referred to as (r, p, q)-nuclear operator if it has a representation
T =
∞∑
i=i
λix
′
i ⊗ yi, (1.10)
where (x′i)
∞
i=1 ∈ `weakq′ (X∗), (yi)∞i=1 ∈ `weakp′ (Y ) and
(λi)
∞
i=1 ∈
{
`r if r <∞
co if r =∞.
We denote by Nr,p,q(X, Y ) -for any two Banach spaces X and Y - the linear space of all the
(r, p, q)-nuclear operators in L(X, Y ).
Nr,p,q =
⋃
X,Y ∈B
Nr,p,q(X, Y ).
It turns out that for each pair of Banach spaces X and Y , Nr,p,q(X, Y ) is a quasi Banach
space with respect to the following quasi norm on it; cf. [2],
‖T‖Nr,p,q := inf
{
‖(λi)∞i=1‖`r‖(x′i)∞i=1‖`weak
q′ (X
∗)‖(yi)∞i=1‖`weak
p′ (Y )
| T as in Eq. (1.10)
}
.
Proposition 1.14.2. If 0 < r ≤ ∞ and 1 ≤ p ≤ ∞, then Nr,p,q is an approximative quasi
Banach operator ideal.
Theorem 1.14.3. Let 0 < r ≤ ∞ and 1 ≤ p, q ≤ ∞ be such that 1 + 1/r ≥ 1/p + 1/q.
An operator T ∈ L(X, Y ) is (r, p, q)-nuclear iff there exists A ∈ L(X, `q′), B ∈ L(`p′ , Y )
and a diagonal operator ∆λ ∈ L(`q′ , `p′) with the diagonal λ = (λi)∞i=1 ∈ `r such that the
following diagram is commutative
X Y
`q′ `p
T
A
∆λ
B
If this is so then
‖T‖Nr,p,q = inf {‖A‖ · ‖∆λ‖ · ‖B‖ | with A, ∆λ, B as in the above factorization} .
The quasi Banach operator ideal Nr := Nr,1,1 was considered by A. Grothendieck. We also
consider it and describe its eigenvalue type with some control on r in the next chapter.
The operator ideals Nr,p := Nr,p,1 and N
r,p := Nr,1,p will be considered later.
Proposition 1.14.4. Let 0 < r ≤ ∞. For any Banach space X and any T ∈ Nr(X) we
have T ∗ ∈ Nr.
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1.15 Integral operator ideals
Definition 1.15.1. For any pair of Banach spaces X and Y and 1 ≤ p ≤ ∞, an operator
T ∈ L(X, Y ) is called a p-integral operator if it admits following factorization
X Y Y ∗∗
`∞ `p
T
A
kY
∆λ
B
where A, B and ∆λ are bounded operators and ∆λ is a diagonal operator with the diagonal
λ = (λi)
∞
i=1 ∈ `p.
The class of all the p-integral operator T ∈ L(X, Y ) is denoted by Ip(X, Y ) and a norm is
given by the following equation
‖T‖Ip := inf(‖A‖‖∆λ‖‖B‖)
where the infimum is taken over all the factorizations of T as in the above definition. The
space Ip(X, Y ) is indeed a Banach space (cf. [2], [11]).
Proposition 1.15.2. If 1 ≤ p ≤ ∞, then Ip together with ‖ · ‖Ip is a Banach operator
ideal, where
Ip :=
⋃
X,Y ∈B
Ip(X, Y ).
For the following theorems we refer to [2] and [11].
Theorem 1.15.3 (Inclusion theorem). Let 1 ≤ p ≤ q ≤ ∞ then
Ip ⊆ Iq.
Theorem 1.15.4. If 1 ≤ p ≤ ∞, then
Np ⊂ Ip.
1.16 Summing operator ideals
For everything about summing operators below and in this manuscript, we refer to [2] and
[11].
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Definition 1.16.1. For any pair of Banach spaces X, Y and 1 ≤ p ≤ ∞, an operator
T ∈ L(X, Y ) is p-summing if the induced operator
T̂ : `weakp (X)→ `p(Y ), (xi)∞i=1 7→ (Txi)∞i=1
is a well defined bounded linear operator. The collection of all such operators in L(X, Y )
is denoted by Pp(X, Y ) and moreover we define
‖T‖Pp := ‖T̂‖.
Proposition 1.16.2. If 1 ≤ p ≤ ∞, then Pp together with ‖ · ‖Pp is a Banach operator
ideal, where
Pp :=
⋃
X,Y ∈B
Pp(X, Y ).
Theorem 1.16.3 (Inclusion theorem). If 1 ≤ p ≤ q ≤ ∞, then
Pp ⊆ Pq.
Theorem 1.16.4. If 1 ≤ p ≤ ∞, then
Ip ⊂ Pp.
Theorem 1.16.5 (Injectivity of Pp). If 1 ≤ p ≤ ∞ then the operator ideal Pp is an
injective operator ideal. That is for every pair of Banach spaces X, Y , any T ∈ Pp(X, Y )
and for any isometric injection S ∈ L(Y, Z), where Z is any Banach space
S ◦ T ∈ Pp(X,Z) ⇒ T ∈ Pp(X, Y )
Proposition 1.16.6. If 1 ≤ p < ∞, then for any λ = (λi)∞i=1 ∈ `p the diagonal operator
∆λ : `∞ → `p is p-summing.
1.17 Approximation Properties of type (r,p,q) and
the like
Let r > 0, p, q ≥ 1 be such that 1+1/r ≥ 1/p+1/q. For Banach spaces X and Y , consider
the tensor product X∗⊗̂r,p,qY which is a completion of the space X∗⊗Y together with the
quasi norm
‖u‖r,p,q := inf
u=
∑n
i=1 λix
′
i⊗yi
‖(λi)ni=1‖`r · ‖(x′i)ni=1‖`weak
q′ (X
∗) · ‖(yi)ni=1‖`weak
p′ (Y )
.
There is a canonical surjective map
j˜ : X∗⊗̂r,p,qY → Nr,p,q(X, Y )
u =
∞∑
i=1
λix
′
i ⊗ yi 7→ u˜(·) =
∞∑
i=1
λi < x
′
i, · > yi
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A Banach space X has approximation property of type (r, p, q) if for every Banach
space Y , the canonical map
j˜ : X∗⊗̂r,p,qY → Nr,p,q(X, Y )
is injective. For short, we write X ∈ APr,p,q.
With the notations
X∗⊗̂rY :=X∗⊗̂r,1,1Y,
X∗⊗̂r,pY :=X∗⊗̂r,p,1Y,
X∗⊗̂r,pY :=X∗⊗̂r,1,pY,
we define the corresponding maps
j˜r : X
∗⊗̂rY → Nr(X, Y ),
j˜r,p : X
∗⊗̂r,pY → Nr,p(X, Y ),
j˜r,p : X∗⊗̂r,pY → Nr,p(X, Y )
and we say that X ∈ APr, APr,p, AP r,p if the respective maps are injective or it has the
corresponding approximation property (defined above).
1.18 Order boundedness
The notion of order boundedness is related to Lp-spaces and makes them somewhat more
special. But here we only recall the definition of the order bounded operators and its
relation to p-summability.
Definition 1.18.1. Let X be a Banach space, 1 ≤ p ≤ ∞ and (Ω,Σ, µ) be a measure
space. An operator T ∈ L(X,Lp(µ)) is called an order bounded operator if there exists
a non-negative function h ∈ Lp(µ) such that: for all ‖x‖ ≤ 1
|T (x)| ≤ h µ− almost everywhere
Proposition 1.18.2. Let X be a Banach space, 1 ≤ p ≤ ∞ and (Ω,Σ, µ) be a measure
space. If T ∈ L(X,Lp(µ)) is order bounded then it is p-integral as well and moreover
‖T‖Ip ≤ ‖ sup
x∈BX
|Tx|‖Lp(µ) <∞.
The quantity on the right hand side of the above inequality is referred to as the order
bound for T .
Proposition 1.18.3. Let X be a Banach space, 1 ≤ p ≤ ∞ and (Ω,Σ, µ) be a measure
space. If T ∈ L(X,Lp(µ)) be such that T ∗ ∈ Pp(Lp′(µ), X∗), then T is order bounded.
Moreover ‖T ∗‖Pp is the order bound for T (BX).
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1.19 Riesz Operators
Definition 1.19.1. For any Banach space X, an operator T ∈ L(X) is called a Riesz
operator if for every ε > 0 there exists x1, x2, . . . , xn for some n ∈ N and a number m ∈ N
such that
Tm (BX) ⊆
n⋃
i=1
(xi + ε
mBX) .
All the nuclear operators which we are going to consider in this manuscript, are examples
of Riesz operators [3].
Theorem 1.19.2. If X is a Banach space, then for every Riesz operator T ∈ L(X) and
ρ > 0
Card {µ ∈ C | µ is an eigenvalue of T and |µ| ≥ ρ} < ℵ0.
Remark 1.19.3. There are at most countably many eigenvalues for any Riesz operator
T ∈ L(X), where X is a Banach space. We associate to such an operator a sequence
(µi(T ))
∞
i=1 such that
1. Each µi(T ) is an eigenvalue of T
2. Each eigenvalue appears in the sequence as many times as its algebraic multiplicity.
3. |µi(T )| ≥ |µi+1(T )| for all i ∈ N. It there are different eigenvalues with the same
modulus than we may arrange as we please.
4. If T has only finitely many eigenvalues then the sequence (µi(T ))
∞
i=1 is a stationary
sequence. That is for some n0 ∈ N, µi(T ) = 0 for all i ≥ n0.
Theorem 1.19.4. For any Banach space X, an operator T ∈ L(X) is Riesz if and only if
T ∗ is Riesz. Moreover, the nonzero eigenvalues of T and T ∗ are same even with the same
multiplicities.
1.20 Related operators
Definition 1.20.1. For any pair of Banach spaces X and Y , two operators S ∈ L(X) and
T ∈ L(Y ) are said to be related if there exists A ∈ L(X, Y ) and B ∈ L(Y,X) such that
the following diagram is commutative
X X
Y Y
S
A B
T
A
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1.20.1 The principle of related operators
For the following theorem we refer to [2] and [3].
Theorem 1.20.2 (A. Pietsch 1963). Let X and Y be a a pair of Banach spaces. Let
S ∈ L(X) and T ∈ L(Y ) be related Riesz operators. If (µi(S))∞i=1 and (µi(T ))∞i=1 are the
systems of non zero eigenvalues of S and T respectively, then there exists σ ∈ Aut(N) such
that µσ(i)(S) = µi(T ) for all i ∈ N.
1.21 Eigenvalue type of an operator ideal
Definition 1.21.1. Let 0 < r ≤ ∞. An operator ideal A is of eigenvalue type `r if for
every Banach space X and every T ∈ A(X) is a Riesz operator and if (µi(T ))∞i=1 are the
system of eigenvalues of T -counted with their multiplicities- then (µi(T ))
∞
i=1 ∈ `r.
1.21.1 Principle of uniform boundedness
Theorem 1.21.2 (A. Pietsch 1972). Let 0 < r ≤ ∞ and A be an operator ideal of
eigenvalue type `r. There exists a constant c ≥ 1 such that for every Banach space X
and every operator T ∈ A(X) having system of eigenvalues (µi(T ))∞i=1 -counted with their
multiplicities- we have
‖(µi(T ))∞i=1‖`r ≤ c‖T‖A.
1.22 Traces and determinants on an operator ideal
Definition 1.22.1. A family of complex valued functions, we denote each function with
the same τ , is called a trace on an operator ideal A if
1. τ(S + T ) = τ(S) + τ(T ) for any S, T ∈ X.
2. τ(λT ) = λ τ(T ) for all T ∈ A(X) and λ ∈ C.
3. τ(x′ ⊗ x) =< x′, x > for any x′ ∈ X∗ and x ∈ X.
4. τ(ST ) = τ(TS) for any S ∈ A(X,Z) and T ∈ L(Z, Y ).
For the following theorem we refer to [3, p.171] due to A. Pietsch.
Theorem 1.22.2. There exists a unique trace on the operator ideal F defined by: for every
Banach space X and every T ∈ F(X) with T = ∑ni=1 x′i ⊗ xi,
trace(T ) =
n∑
i=1
< x′i, xi > .
The following theorem can be found in [3, p.172].
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Theorem 1.22.3 (Trace extension theorem). If for an approximative quasi Banach op-
erator ideal A there exists a constant c ≥ 1 such that for any Banach space X and any
T ∈ F(X)
|trace(T )| ≤ c‖T‖A,
then there is a unique continuous trace on A.
It is important to mention that if there are two approximative ideals A and B with a
unique continuous trace on it then there is no good reason to claim that for every Banach
space X the two traces coming from A and B on A(X) ∩B(X) will coincide. So one has
to be careful about such a conclusion.
Definition 1.22.4. A determinant on an operator ideal A is a family of complex valued
functions -but we denote with the same symbol δ- defined on each IX +T , where T ∈ A(X)
and X is a Banach space, satisfying the following for any Banach spaces X and Y
1. δ(IX + x
′ ⊗ x) = 1+ < x′, x > for x′ ∈ X∗ and x ∈ X.
2. δ(IX + TS) = δ(IY + ST ) for all S ∈ A(X, Y ) and T ∈ L(Y,X).
3. δ ((IX + T )(IX + S)) = δ(IX + T )δ(IX + S) for all S, T ∈ A(X).
4. δ(IX + ζT ) is an entire function for any T ∈ A(X).
Following theorem can be found in [3, p.186].
Theorem 1.22.5. There is a unique determinant on the operator ideal F given by: for
every Banach space X and every T ∈ F(X) with T = ∑i=1n x′i ⊗ xi,
δ(I + T ) := det(δij+ < x
′
i, xj >)1≤i,j≤n
where δij is the Kronecker delta.
Definition 1.22.6. A determinant δ on a quasi Banach operator ideal A is continuous if
for every Banach space X, the function defined on A(X) by T 7→ δ(I + T ) for T ∈ A(X)
is continuous at 0 ∈ A(X).
Definition 1.22.7. Let X be a Banach space and T ∈ L(X). The resolvent set ρ(T ) of
T is defined as
ρ(T ) := {ζ ∈ C | IX + ζT is invertible} .
The Fredholm resolvent F (ζ, T ) is defined by
F (ζ, T ) := (I + ζT )−1T for all ζ ∈ ρ(T ).
The following proposition can be checked directly from the above definition which is due
to F. Riesz; however we refer to [3, p.168].
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Proposition 1.22.8. If X be a Banach space and T ∈ L(X) then F (ζ, T ) : ρ(T )→ L(X)
is holomorphic.
The following theorem is due to F. Riesz and can be found in [3, p.169].
Theorem 1.22.9. If X be a Banach space and T ∈ L(X) be a Riesz operator then ζ /∈ ρ(T )
iff µ = −1/ζ is an eigenvalue of T .
The following theorem is due to A. F. Ruston 1954 and we refer to [3, p.169].
Theorem 1.22.10. If X be a Banach space and T ∈ L(X), then F (ζ, T ) : ρ(T )→ L(X)
is a meromorphic function with poles precisely on the complement of ρ(T ).
Definition 1.22.11. Let X be a Banach space and T ∈ L(X) be a Riesz operator. A
normalized complex valued entire function δ(ζ, T ) such that δ(ζ, T )F (ζ, T ) is an entire
function, is called the Fredholm determinant for T .
The following theorem can be found in [3, p.196].
Theorem 1.22.12. If A is a quasi Banach operator ideal and δ be a continuous determi-
nant on it, then δ(ζ, T ) := δ(I + ζT ) is an entire function vanishing precisely at C\ρ(T )
and it is a Fredholm determinant. Moreover, the multiplicity of each zero ζ /∈ ρ(T ) is the
same as the multiplicity of the eigenvalue µ = −1/ζ.
The following theorem is very important in the sequel and a full discussion on it can be
seen in [3, p.207].
Theorem 1.22.13. If A is a quasi Banach operator ideal, then there exists one to one
correspondence between continuous traces and determinants on A.
The following theorem is important too for us and a discussion around it can be found in
[3, p.198].
Theorem 1.22.14. If A is a quasi Banach operator ideal admitting a continuous trace,
then the associated Fredholm determinant δ(ζ, T ) for any T ∈ A is an entire function given
by
δ(ζ, T ) = 1 +
∞∑
n=1
αn(T )ζ
n for all ζ ∈ C, (1.11)
where αn(T )’s are polynomials in trace(T ), . . . , trace(T
n) and depending only on n and the
operator T .
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1.23 Miscellaneous facts
In this section, we recall miscellaneous basic facts, almost all of them without proof. These
will be useful in the remaining chapters of this manuscript. Standard references for them
include any good book in mathematical analysis, for example [5].
Lemma 1.23.1. Let (an)
∞
n=1 be a decreasing sequence of positive real numbers such that∑∞
n=1 an <∞. There exists a null sequence (cn)∞n=1 such that
an ≤ cn
n
for all n ∈ N.
Proof. Since (an)
∞
n=1 is decreasing, therefore for each n both 2na2n and (2n + 1)a2n+1 are
bounded above by 2
∑2n
k=n ak. Let us define a sequence (cn)
∞
n=1 with
cn :=

2
∑n
i=n/2 ai if n is even
2
∑n−1
i=(n−1)/2 ai if n is odd
2014 · a1 if n=1.
Notice that
(an)
∞
n=1 ∈ `1 ⇒ (cn)∞n=1 ∈ c0,
and therefore the statement follows
Corollary 1.23.2. If 0 < r < ∞ and (an)∞n=1 is a decreasing sequence of positive real
numbers such that (an)
∞
n=1 ∈ `r, then there exists a null sequence (dn)∞n=1 such that
an ≤ dn
n
1
r
for all n ∈ N.
1.23.1 Lifting property of `1
The space `1 has an interesting property which not every other Banach space may possess.
The following proposition describes it; cf. [11].
Proposition 1.23.3 (Lifting property of `1). For any pair of Banach spaces X, Y and
any T ∈ L(`1, X) and any open map S ∈ L(Y,X), there exists an operator Q ∈ L(`1, Y )
such that S ◦Q = T , i.e., the following diagram is commutative
Y
`1 X
Q
T
S
A Banach space X for which Proposition 1.23.3 -when `1 replaced with X, holds is called
a Projective Banach space .
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1.23.2 Hadamard Inequality
For this inequality we refer to [5, p. 1018].
Proposition 1.23.4 (Hadamard inequality). For any square matrix (aij)1≤i,j≤n with en-
tries aij from C
| det(aij)| ≤
n∏
j=1
(
n∑
i=1
|aij|2
) 1
2
.
1.23.3 Two theorems of A. Pietsch
For this subsection we refer to [3].
Theorem 1.23.5. (A. Pietsch 1986) Suppose that the quasi Banach operator ideal A is
stable with respect to the tensor norm α and there exists a constant c such that for every
Banach space X we have that
‖T ⊗˜αT‖A ≤ c‖T‖2A for all T ∈ A(X).
If the operator ideal A is of eigenvalue type `r, then
‖(µi(T ))∞i=1‖`r ≤ c‖T‖A for all T ∈ A(E),
where (µi(T ))
∞
i=1 is the system of eigenvalues of T counted with their algebraic multiplicities.
The second theorem due to A. Pietsch can be seen as a consequence of the above mentioned
theorem.
Theorem 1.23.6. (A. Pietsch 1986) Suppose that the quasi Banach operator ideal A is
stable with respect to the tensor norm α and there exists a constant c such that for every
Banach space X we have that
‖T ⊗˜αT‖A ≤ c‖T‖2A for all T ∈ A(X).
If A is of eigenvalue type `r+δ for all δ > 0 then it is even of eigenvalue type `r and
moreover we have
‖(µi(T ))∞i=1‖`r ≤ c‖T‖A for all T ∈ A(X).
where (µi(T ))
∞
i=1 is the system of eigenvalues of T -counted with their algebraic multiplici-
ties.
The following theorem is due to W. B. Johnson et al. and can be seen in [22, Theorem
2.3].
Theorem 1.23.7. Let pi ≥ 2 for 1 ≤ i ≤ n and 0 < p <∞ be such that 1/p =
∑n
i=1 1/pi.
Then for any choice of operators Ti ∈ Ppi(Xi, Xi+1), where Xi’s are Banach spaces and
X1 = Xn+1, the operator T = Tn ◦ · · · ◦ T1 has system of eigenvalues (µi(T ))∞i=1, counted
with their multiplicities, from `p.
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1.23.4 Hadamard factorization type theorems
For a proof of the following theorem, we refer to [14].
Theorem 1.23.8. Let f ∈ O(C) and f(0) = 1 be such that there exists positive constants
M, µ and r such that
|f(ζ)| ≤M exp(µ|ζ|r) for all ζ ∈ C.
If (ζi)
∞
i=1 be the system of zeros of f , then (ζ
−1
i )
∞
i=1 ∈ `r,∞.
The following theorem can be seen in [3, Theorem 4.8.9].
Theorem 1.23.9. Let f be an entire function with f(0) = 1 satisfying the following
properties:
1. Given ε > 0, there exists a constant M > 0 such that
|f(ζ)| ≤M exp(ε|ζ|) for all ζ ∈ C.
2. The system of zeros (ζ)∞n of f -where each zero of f is counted with its multiplicity-
is such that (ζ−1n ) ∈ `1.
Then the function f coincides with the canonical Weierstrass product
∞∏
n=1
(
1− ζ
ζn
)
.
For the following theorem we refer to [28].
Theorem 1.23.10 (M. C. White). Let I be quasi-Banach operator ideal with eigenvalue
type `1 and for any Banach space E and any operator T ∈ I(E) define
τ(T ) =
∞∑
n=1
λn(T )
Then the functions τ define a trace on I.
•
Chapter 2
Grothendieck Lidskiˇi trace formulas
and some approximation properties
The quasi Banach operator ideal N 2
3
was considered by Alexander Grothendieck in 1955.
He proved: the operator ideal N 2
3
is of eigenvalue type `1 and the spectral trace is well
defined on it; moreover the nuclear trace is well defined in it as well and it coincides with
the spectral trace. The same question was considered by V. B. Lisckiˇi but for the class
S1 and he proved: for any Hilbert space H, the system of eigenvalues -counted with their
multiplicities, of any operator T ∈ S1(H) is from `1 and the spectral trace is well define on
it; moreover the nuclear trace is well defined on it as well and it coincides with the spectral
trace. In this chapter, we are going to discuss these theorems of A. Grothendieck and V.
B. Lidskiˇi or parts of it but for subspaces of Lp-spaces and for different classes (sometimes
same) of operators. We show that our results, in a way, interpolate Grothendieck’s 2/3
and Lidskiˇi’s S1 results; in particular, their results follow. With the full power of what we
have done already, we consider the the same question(s) for subspaces of quotient spaces
of Lp-spaces. At the end of this chapter, we use these results to show that ‘some’ operator
ieals Nr,p are of eigenvalue type `1 and we further elaborate on its intimate relations with
certain approximation properties.
2.1 Classical Grothendieck-Lidskiˇi Theorems
In this section, we provide classical Grothendieck’s and Lidskiˇi’s theorems.
Theorem 2.1.1 (A. Grothendieck 1955). For any Banach space X and any T ∈ N 2
3
(X)
with a representation T =
∑∞
i=1 λix
′
i ⊗ xi where (λi)∞i=1 ∈ ` 2
3
, (x′i)
∞
i=1 ∈ `∞(X∗) and
(xi)
∞
i=1 ∈ `∞(X), the nuclear trace is well defined, i.e., the quantity
∑∞
i=1 λi < x
′
i, xi > is
independent of any representation of T . Moreover if (µi(T ))
∞
i=1 is the system of eigenvalues
of T -counted with their multiplicities- then (µi(T ))
∞
i=1 ∈ `1 and moreover
trace(T ) :=
∞∑
i=1
λi < x
′
i, xi >=
∞∑
i=1
µi(T ) = sptrace(T ).
28
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Theorem 2.1.2 (V. B. Lidskiˇi 1959). For any Hilbert space H and any T ∈ S1(H) with
a representation T =
∑∞
i=1 σiei ⊗ fi where (σi)∞i=1 ∈ `1, and (ei)∞i=1 and (fi)∞i=1 are both
orthonormal sequences in H, the nuclear trace is well defined, i.e., the quantity
∑∞
i=1 σi <
ei, fi > is independent of any representation of T . Moreover if (µi(T ))
∞
i=1 is the system of
eigenvalues of T -counted with their multiplicities- then (µi(T ))
∞
i=1 ∈ `1 and moreover
trace(T ) :=
∞∑
i=1
σi < ei, fi >=
∞∑
i=1
µi(T ) = sptrace(T ).
2.2 Grothendieck-Lidskiˇi Theorems
In this section we proceed with a discussion around Grothendieck-Lidski type trace formulas
for subspaces and quotients of Lp-spaces and then we continue it for subspaces of its
quotients. To proceed with the discussion we define a ‘helping’ family of operators and
prove that it is indeed a quasi Banach operator ideal.
2.2.1 Grothendieck-Lidskiˇi theorems for subspaces of Lp-spaces
Every Hilbert space is a subspace of an L2(ν)-space for some measure ν and every Banach
space is a subspace of an L∞(ν ′)-space for some measure ν ′; therefore we restate the above
theorem of A. Grothendieck as:
Any 2/3 nuclear operator acting in a subspace of an L∞(ν ′)-space has ab-
solutely summable eigenvalues -counted with their multiplicities- and moreover
its nuclear and the spectral traces are not only defined but they also coincide.
The Lidkiˇi’s result can be restated in the same way as we just did for A. Grothendieck’s
result but of course L∞(ν ′) gets replaced with L2(ν) and the operator acting in a subspace
of L2(ν) is an element of S1. The next step is to somehow get an interpolation of these
restatements. The first step in this direction is the following
Lemma 2.2.1. Let 1 ≤ p ≤ ∞ and r be such that 1/r = 1 + |1/2− 1/p|. The eigenvalue
system (µi(T ))
∞
i=1 -counted with their multiplicities- of every operator T ∈ Nr(Y ) for every
subspace Y of an Lp-space is from `1 and the same is true if Y is any quotient of any
Lp-space.
Remark 2.2.2. For the proof of the Lemma 2.2.1 it is enough to consider the case when
p ≥ 2 because in view of Proposition 1.14.4 and Theorem 1.19.4, once we have it
for any subspace of an Lp-space then we have it for any quotient of an Lp′-space, where
1/p+ 1/p′ = 1. Similarly if we prove it for any quotient of an Lp-space then we have it for
any subspace of an Lp′-space as well and hence all the cases are covered.
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Proof. ( of Lemma 2.2.1) After Remark 2.2.2 we are going to consider the case when
p ≥ 2. Let T be an operator in Nr(Y ), where Y is a subspace or the quotient of an
Lp-space, having a representation
T =
∞∑
i=1
λiy
′
i ⊗ yi,
where
(λi)
∞
i=1 ∈ `r, (y′i)∞i=1 ∈ `∞(Y ∗) and (yi)∞i=1 ∈ `∞(Y ).
When r < 1, the operator T admits following factorization
T : Y `∞ `t c0 `1 Y
`2
A ∆1−r j ∆r
∆1
B
∆2
where all the operators in the above commutative diagram are continuous linear and they
are defined by
A : Y → `∞ A(y) = (< y′i, y >)∞i=1 for y ∈ Y,
∆1−r : `∞ → `t ∆1−r((ai)∞i=1) = (λ1−ri ai)∞i=1 for (ai)∞i=1 ∈ `∞,
j : `t ↪→ co the natural inclusion,
∆r : c0 → `1 ∆r((ai)∞i=1) = (λriai)∞i=1 for (ai)∞i=1 ∈ c0,
B : `1 → Y B((ai)∞i=1) =
∞∑
i=1
aiyi for (ai)
∞
i=1 ∈ `1,
∆1 : c0 → `2 ∆1((ai)∞i=1) = (λ
r
2
i ai)
∞
i=1 for (ai)
∞
i=1 ∈ c0,
∆2 : `2 → `1 ∆2((ai)∞i=1) = (λ
r
2
i ai)
∞
i=1 for (ai)
∞
i=1 ∈ `2,
where t(1− r) = r and it follows for the case p ≥ 2 that t ≥ 2. Notice that the operators
∆1 and ∆
∗
2 are elements of P2 and j ◦ ∆1−s ◦ A is an element of Pt (cf. Proposition
1.16.6, Proposition 1.16.2, [11]). When r = 1, we can take (y′i) ∈ c0(Y ∗) and consider
the following factorization of T
T : Y c0 `1 Y
`2
A ∆λ
∆1
B
∆2
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where ∆1,∆2 and B are as in the previous diagram,
∆λ((ai)
∞
i=1) = (λiai)
∞
i=1 for (ai)
∞
i=1 ∈ c0
and A as defined in the previous diagram but A ∈ L(Y, c0) = P∞(Y, c0). For all values of
r, we split the proof into two cases:
Case 1: When Y is a subspace of an Lp-space. Let ι : Y → Lp be the natural
inclusion. The operator ∆∗2 ◦ B∗ ◦ ι∗ ∈ P2(Lp′ , `2) due to the ideal property of P2 and
therefore it belongs to Pp(Lp′ , `2) as well (cf. Theorem 1.16.3 or [11, Theorem 2.8]).
It then follows that the predual ι ◦ B ◦∆2 is order bounded (cf. Proposition 1.18.3 or
[11, Proposition 5.21]). Since the operator ι ◦ B ◦∆2 is order bounded with image in
an Lp-space therefore p-integral (cf. Proposition 1.18.2 or [11, Proposition 5.18])
and whence p-summing (cf. Theorem 1.16.4, [11, Proposition 5.5]). Finally, the
injectivity of operator ideal Pp implies that B ◦∆2 ∈ Pp(`2, Y ) (cf. Theorem 1.16.5 or
[11, p.38]). With all this we conclude that in this case, when r < 1, the operator T is
the composition of three operators j ◦∆1−r ◦A, ∆1 and B ◦∆2 which are respectively t, 2
and p-summing. When r = 1 (and therefore p = 2), the operator T is the composition of
three operators A,∆1 and B ◦∆2 which are respectively ∞, 2 and 2 summing.
Case 2: When Y is a quotient space of an Lp-space. Let q : Lp → Y be the quotient
map. Since `1 has the lifting property so there exists an operator Q ∈ L(`1, Lp) such that
q ◦ Q = B (cf. Proposition 1.23.3, [2, p.34] or [11, p.72]). We have the following
commutative diagram:
`1 Y
`2 Lp
B
Q∆2
Q ◦∆2
q
Due to the ideal property, the operator ∆∗2 ◦ Q∗ is an element of P2 and hence it
belongs to Pp (cf. Theorem 1.16.3 or [11, Theorem 2.8]). The predual Q ◦ ∆2 is
then order bounded (cf. Proposition 1.18.3 or [11, Corollary 5.21]) and therefore
p-integral operator because it has image in an Lp-space (cf. Proposition 1.18.2 or [11,
Proposition 5.18]) and whence p-summing (cf. Theorem 1.16.4 or [11, Proposition
5.5]). In this case and when r < 1 the operator T can be written as the composition of
three operators j ◦∆1−r ◦A, ∆1 and B ◦∆2 = q ◦Q ◦∆2 which are respectively t, 2 and
p-summing and when r = 1, it is the composition of three operators A,∆1 and B ◦ ∆2
which are respectively ∞, 2 and 2 summing.
Addressing all the cases and values for r, we use here the result due to W. B. Johnson, H.
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Ko¨nig, B. Maurey and Retherford (cf. Theorem 1.23.7 or [22, Theorem 2.3]) since:
1
t
+
1
2
+
1
p
=
1
r
− 1 + 1
2
+
1
p
= 1 +
1
2
− 1
p
+
1
2
+
1
p
= 1,
where t = ∞ if r = 1. We conclude that any operator T ∈ Nr(Y ) has the system of
eigenvalues (µi(T ))
∞
i=1 -counted with their multiplicities- from `1 where Y is any subspace
or any quotient of any Lp-space.
2.2.2 “Helping” family of quasi Banach operator ideals Hp
We define in this subsection a family of operators which we denote with Hp, where 1 ≤
p ≤ ∞ and prove that it is a Banach operator ideal with a suitable norm on it.
Definition 2.2.3. Let 1 ≤ p ≤ ∞ and X, Y be Banach spaces. We denote by Hp(X, Y )
a set consisting of those operators from L(X, Y ) which factor through a subspace of an
Lp-space. In other words, an operator T ∈ Hp(X, Y ) if and only if there exists a subspace
Zp of an Lp-space, A ∈ L(X,Zp) and B ∈ L(Zp, Y ) such that T = B ◦A, i.e. the following
diagram is commutative
X Y
Zp
T
A B
Definition 2.2.4. Let 1 ≤ p ≤ ∞.
Hp :=
⋃
X,Y ∈B
Hp(X, Y ).
For any Banach spaces X, Y and T ∈ Hp(X, Y ) define
‖T‖Hp := inf {‖B‖‖A‖ | T = B ◦ A as in Definition 2.2.3} .
Proposition 2.2.5. If 1 ≤ p ≤ ∞, then (Hp, ‖ · ‖Hp) is a Banach operator ideal.
Proof. 1) For every pair of Banach spaces X, Y and all x′ ∈ X∗, y ∈ Y , the following
diagram is commutative
X Y
C
x′ ⊗ y
x′ ⊗ 1 1⊗ y
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where C endowed with its natural norm is a subspace of any Lp-space. Therefore, x′⊗ y ∈
Hp(X, Y ). Moreover
‖x′ ⊗ y‖Hp ≤ ‖x′ ⊗ 1‖‖1⊗ y‖ = ‖x′‖‖y‖.
For any factorization x′ ⊗ y = B ◦ A through a subspace Zp of an Lp-space, we have
‖x′ ⊗ y‖ ≤ ‖B‖‖A‖.
Therefore
‖x′ ⊗ y‖ ≤ ‖x′ ⊗ y‖Hp ,
and whence
‖x′ ⊗ y‖Hp = ‖x′‖‖y‖.
2) For Banach spaces X, Y and operators T1, T2 ∈ Hp(X, Y ), consider the following com-
mutative diagrams
X Y X Y
Z1p Z
2
p
T1
A1 B1
T2
A2 B2
where A1, A2, B1 and B2 are the bounded linear operators. The spaces Z
1
p and Z
2
p are the
subspaces of Lp(Ω1,Σ1, ν1) and Lp(Ω2,Σ2, ν2) respectively.
Take the disjoint union Ω = Ω1
⊔
Ω2 and denote by Σ, the σ-algebra generated by the
disjoint union Σ1
⊔
Σ2. Define ν : Σ→ R≥0 by ν(A unionsq B) = ν1(A) + ν2(B), where A ∈ Σ1
and B ∈ Σ2. Consider the space Lp(Ω,Σ, ν) and notice that each Zip can be imbedded
isometrically in it and moreover the isometric images intersect trivially. We denote these
isometric images with the same symbols. Consider the direct sum Zp = Z
1
p
⊕
Z2p which is
a closed subspace of Lp(Ω,Σ, ν). Define the operators A ∈ L(X,Zp), B˜i ∈ L(Zp, Y ) and
B ∈ L(Zp, Y ) as
A(x) = A1(x) + A2(x) for all x ∈ X
B˜1(z1 + z2) = B1(z1) for all z1 + z2 ∈ Zp
B˜2(z1 + z2) = B2(z2) for all z1 + z2 ∈ Zp
B = B˜1 + B˜2.
It is clear that these operators are well defined and bounded linear; further notice that
B ◦ A = B1 ◦ A1 +B2 ◦ A2 = T1 + T2.
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It follows that T1 + T2 ∈ Hp(X, Y ). Moreover, using this obvious construction
‖T1 + T2‖Hp ≤ ‖B1‖‖A1‖+ ‖B2‖‖A2‖.
This is true for all above factorizations of T1 = B1 ◦ A1 and T2 = B2 ◦ A2, therefore
‖T1 + T2‖Hp ≤ ‖T1‖Hp + ‖T2‖Hp .
3) For every choice of Banach spaces X,X0, Y and Y0 and T ∈ L(X0, X), S ∈ Hp(X, Y )
and R ∈ L(Y, Y0), the following commutative diagram shows that RST ∈ Hp(X0, Y0)
X0 X Y Y0
Zp
T
A ◦ T
S
A B R ◦B
R
and moreover for all the above factorizations S = B ◦ A thorough a subspace Zp of an
Lp-space, we have
‖RST‖Hp ≤ ‖R‖‖B‖‖A‖‖T‖.
Therefore taking the infimum for all such factorizations of S on the right hand side of the
above inequality,
‖RST‖Hp ≤ ‖R‖‖S‖Hp‖T‖.
4) We show now that for every choice of Banach spaces X and Y , the components Hp(X, Y )
of the normed operator ideal Hp are complete to conclude that it is indeed a Banach
operator ideal. For this consider an absolutely summable sequence (Ti)
∞
i=1 of operators
Ti ∈ Hp(X, Y ), it is absolutely summable in L(X, Y ) as well. Therefore, completeness
of L(X, Y ) implies that T :=
∑∞
i=1 Ti ∈ L(X, Y ). Consider factorizations given by the
following diagrams:
X Y
Zip
Ti
Ai Bi
where Ai, Bi ∈ L(X, Y ) with ‖Ai‖ ≤ 2‖Si‖Hp and ‖Bi‖ = 1 and for each i ∈ N, Zip is a
subspace of Lp(Ωi,Σi, νi).
Consider the disjoint union Ω = unionsq∞i=1Ωi, denote by Σ the smallest sigma algebra generated
by the disjoint union1 of Σi’s and define ν : Σ → R≥0 by ν(∪∞i=1Ei) =
∑∞
i=1 νi(Ei), where
1This notation may cause a little confusion unless considered the disjoint unions in a natural way with
already considered unionsq∞i=1Ωi in mind.
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Ei ∈ Σi and notice that every E ∈ Σ can be written as E = ∪∞i Ei. It is time to consider
the space Lp(Ω,Σ, ν) and observe that each Z
i
p can be imbedded in it isometrically and
the isometric images mutually intersect trivially. Consider the algebraic direct sum ⊕∞i=1Zip
and take its closure Zp in Lp(Ω,Σ, ν). The operator
n∑
i=1
Ai : X → Zp, x 7→
n∑
i=1
Aix
is bounded linear for each n. Furthermore the absolute summability of (Ai)
∞
i=1 in the
operator norm implies that A =
∑∞
i=1Ai is linear and bounded operator. There exists a
linear bounded operator B = ⊕∞i=1Bi : ⊕∞i=1Zip → Y such that B|Zip = Bi. We extend B
to the completion
⊕∞
i=1 Z
i
p and denote it with the same symbol. Now, for all x ∈ X
B ◦ A(x) = B(
∞∑
i=1
Aix) =
∞∑
i=1
B ◦ Aix =
∞∑
i=1
Bi ◦ Aix =
∞∑
i=1
Tix = Tx.
This shows that T ∈ Hp(X, Y ). Thus Hp is a Banach operator ideal.
Definition 2.2.6. Let 1 ≤ p ≤ ∞, 0 < r ≤ 1 and p 6= r. Consider the operator ideals Hp
and Nr, and define the products
Hp,r := Nr ◦ Hp Hr,p := Hp ◦Nr.
Remark 2.2.7. The condition p 6= r in the Definition 2.2.6 is extra; without it one can
define these operator ideals but one has to use some other notation; since we are not
interested in this case therefore we continue with the condition p 6= r.
Both, Hp,r and Hr,p are quasi Banach operator ideals (cf. Theorem 1.13.7). The proof
of the following Lemma follows because of density of finite rank operators in Nr.
Lemma 2.2.8. The quasi Banach operator ideals Hp,r and Hr,p are approximative.
Proposition 2.2.9. Let 1 ≤ p ≤ ∞ and r be such that 1/r = 1 + |1/2 − 1/p|. The
quasi Banach operator ideals Hp,r and Hr,p are of eigenvalue type `1 and spectral trace
(sptrace) is the unique continuous trace on them. That is, for any Banach space X and
any T ∈ Hp,r(X) or Hr,p(X), if (µi(T ))∞i=1 is the system of eigenvalues of T -counted with
their multiplicities- then for any continuous ‘trace’ on Hp,r or Hr,p
trace(T ) =
∞∑
i=1
µi(T ) = sptrace(T ).
Proof. For any Banach spaceX and T ∈ Hp,r(X), there exists a Banach space Z, a subspace
Zp of an Lp-space, A ∈ L(X,Zp), B ∈ L(Zp, Z) and S ∈ Nr(Z,X) such that the following
diagram is commutative
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T : X Z X
Zp
R = B ◦ A
A
B
S
We make out of it the following commutative diagram of related operators,
X X
Zp Zp
T
A AB˜
T˜
where B˜ = S ◦B and T˜ = A◦B˜. We see that the original operator T is related to r-nuclear
operator T˜ -which is obviously compact and hence Riesz- acting in a subspace Zp of an
Lp-space. Now apply to it the principle of related operators (cf. Theorem 1.20.2 or [3,
pp. 150]) to conclude that both T and T˜ have the same nonzero eigenvalues even with
the same multiplicities, that is there exists σ ∈ Aut(N) such that µi(T ) = µσ(i)(T˜ ). But on
the other hand T˜ satisfies all the conditions of Lemma 2.2.1, therefore (µσ(i)(T˜ ))
∞
i=1 ∈ `1
and whence (µi(T ))
∞
i=1 ∈ `1.
We have just proved that the operator ideal Hp,r is of eigenvalue type `1. With essential
changes, on the same lines we can also show that Hr,p is of eigenvalue type `1 as well. We
quote here a powerful Theorem of [28, Theorem 2.2] due to M. C. White
“Let I be quasi-Banach operator ideal with eigenvalue type `1 and for any
Banach space E and any operator T ∈ I(E) define
τ(T ) =
∞∑
n=1
λn(T )
Then the functions τ define a trace on I.”
Thus the spectral trace is well defined on Hp,r and Hr,p. By the uniform boundedness
principle (Theorem 1.21.2 or [3, 3.4.6, pp.152]) there exists a constant c such that
for every Banach space X and every T ∈ Hp,r(X) if (µi(T ))∞i=1 is its system of eigenvalues
-counted with their multiplicities- then
‖(µi(T ))∞i=1‖`1 ≤ c‖T‖Hp,r (2.1)
Since Hp,r is an approximative ideal (cf. Lemma 2.2.8) therefore in view of Ineq.(2.1)
and the trace extension theorem (cf. Theorem 1.22.3), we conclude that there is a
unique continuous trace on Hp,r. The same is true for the quasi Banach operator ideal
Hr,p.
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The following statement of the example is due to Oleg Reinov and it can be found in
[29] as Theorem 1. The original proof or the techniques are recorded in [25] in Russian
Language, therefore for the sake of completeness of the arguments, we present here its
proof explicitly.
Example 2.2.10. Let 1 ≤ p ≤ ∞ and r be such that 1/r = 1 + |1/2−1/p|. Any subspace
Y of any Lp-space has APr.
Remark 2.2.11. The key idea to proof the statement of the example lies behind the
fact -due to D. R. Lewis- that every finite dimensional subspace E of an Lp-space is
dimC(E)
|1/2−1/p|-complemented (cf. [21]).
Proof. (of Example 2.2.10) For a subspace Y of an Lp-space, suppose that there exists a
Banach space X such that
j˜ : X∗⊗̂rY → Nr(X, Y )
is not injective. Let z ∈ X∗⊗̂rY be such that
z =
∞∑
i=1
cix
′
i ⊗ yi, z 6= 0 but z˜ := j˜(z) = 0
where (x′i)
∞
i=1 ∈ `∞(X∗), (yi)∞i=1 ∈ `∞(Y ) and (ci)∞i=1 ∈ `r such that (ci)∞i is a decreasing
sequence of nonnegative numbers. Since X∗⊗̂rY → X∗⊗̂piY is a continuous embedding,
therefore z 6= 0 as an element of the projective space X∗⊗̂piY as well. Thus Hahn Banach
theorem assures the existence of ϕ ∈ (X∗⊗̂piY )∗ such that ϕ(z) = 1 (cf. Theorem 1.6.2
or [5]). Let us recall that (X∗⊗̂piY )∗ is identified with L(X∗, Y ∗) and that the duality
is given by trace, i.e. for any ϕ ∈ (X∗⊗̂piY )∗ there exists T ∈ L(X∗, Y ∗) such that
ϕ(z) = trace(T ⊗ I(z)) (cf. Theorem 1.12.12 or [8]). Therefore,
1 = ϕ(z) = trace((T ⊗ I)z) =
∞∑
i=1
ci < Tx
′
i, yi >=
∞∑
i=1
ci < x
′
i, T
∗yi > (2.2)
Let YN be the subspace of Y generated by the set {y1, y2, y3 . . . yN}. Then dim(YN) ≤ N .
There exists projections PN onto YN such that
‖PN‖ ≤ N |1/2−1/p|.
Since z˜ = 0 therefore j˜r((T ⊗ PN)z) = ˜(T ⊗ PN)z = PN ◦ z˜ ◦ T ∗ = 0 and
0 =
∞∑
i=1
ci < x
′
i, T
∗ ◦ PNyi >
=
∞∑
i=1
ci < Tx
′
i, PNyi >
=
N∑
i=1
ci < Tx
′
i, yi > +
∞∑
i=N+1
ci < Tx
′
i, PNyi > (2.3)
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The first term in Eq.(2.3) converges to 1 which is clear from Eq.(2.2). For an estimation
of the second term∣∣∣∣∣
∞∑
i=N+1
ci < Tx
′
i, PNyi >
∣∣∣∣∣ ≤
∞∑
i=N+1
ci| < Tx′i, PNyi > |
≤ ‖T‖‖(x′i)‖`∞(X∗)‖(yi)∞i=1‖`∞(Y )‖PN‖
∞∑
i=N+1
ci
≤ ‖T‖‖(x′i)‖`∞(X∗)‖(yi)∞i=1‖`∞(Y )N |
1
2
− 1
p
|
∞∑
i=N+1
ci. (2.4)
Our assumption -without loss of generality- that ci ↘ 0 together with (ci)∞i=1 ∈ `r implies
that there exists a null sequence dn such that cn ≤ dn · 1/n1/r for all n ∈ N (cf. Lemma
1.23.1). Therefore for p 6= 2 or equivalently r < 1 we have∣∣∣∣∣
∞∑
i=N+1
ci < Txi, PNyi >
∣∣∣∣∣ ≤ ‖T‖‖(x′i)‖`∞(X∗)‖(yi)∞i=1‖`∞(Y )dNN | 12− 1p |
∞∑
n=N+1
1
n
1
r
≤ ‖T‖‖(x′i)‖`∞(X∗)‖(yi)∞i=1‖`∞(Y )dNN |
1
2
− 1
p
| r
1− r
1
N
1
r
−1
≤ ‖T‖‖(x′i)‖`∞(X∗)‖(yi)∞i=1‖`∞(Y )dN
≤MdN (where M is finite and doesn’t depend on N) (2.5)
Using Ineq.(2.5) in Ineq.(2.4) and taking the limit N →∞ shows that the second term
in Eq.(2.3) goes to zero and whence a contradiction to Eq.(2.2). Therefore for the case
r < 1, we are left with no choice other than z = 0.
For the case r = 1 or equivalently p = 2, the subspace Y of a Hilbert space L2 is also a
Hilbert space and therefore we can choose (yi)
∞
i=1 to be an orthonormal sequence and or-
thogonal projections PN onto N -dimensional subspaces YN . With these settings the second
term in Eq.(2.3) disappears and taking the limit N → ∞ again leads to a contradiction
to Eq.(2.2) and we are done.
Remark 2.2.12. Since j : Y ∗⊗̂rY → Y ∗⊗̂piY is a continuous embedding for 0 < r ≤ 1 and
there is a continuous trace on the projective tensor product Y ∗⊗̂1Y , therefore we pull it back
to Y ∗⊗̂rY (see preliminaries or [3]). We could pull back the trace without the continuous
embedding; just a continuous map Φ : Y ∗⊗̂rY → Y ⊗̂1Y would do the job. But however the
question of pushing the trace from Y ⊗̂rY down to Nr(Y ) requires a great attention. In the
present situation we are thankful to the statement of the Example 2.2.10 for ensuring the
injectivity of j˜r : Y ⊗̂rY → Nr(Y ) and hence making it an isometric isomorphism. Thus
trace is uniquely continuously defined on Nr(Y ) by,
trace(T ) =
∞∑
i=1
ci < y
′
i, yi >
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for any T ∈ Nr(Y ) with T =
∑∞
i=1 ciy
′
i ⊗ yi.
After all this preparation, we present here main theorem with proof about the ‘trace′ of any
operator acting in any subspace of any Lp-space. This is a main theorem of the publication
[34]. A few of its applications are provided in this and the next chapters.
Theorem 2.2.13. Let 1 ≤ p ≤ ∞ and r be such that 1/r = 1 + |1/2 − 1/p|. For any
subspace Y of an Lp-space and for any T ∈ Nr(Y )
1. nuclear trace of T is well defined.
2. if (µi(T ))
∞
i=1 is the system of eigenvalues of T -counted with their multiplicities- then∑∞
i=1 |µi(T )| <∞.
3. trace(T ) =
∑∞
i=1 µi(T ) = sptrace(T ).
Proof. 1) See Remark 2.2.12.
2), 3) Any T ∈ Nr(Y ) is obviously in Hp,r(Y ) and Hr,p(Y ). Therefore, apply Proposition
2.2.9 to conclude that the system of eigenvalues (µi(T ))
∞
i=1 is from `1. It then follows from
Theorem 1.23.10 that the spectral ’trace’ is well defined and continuous which together
with the density of finite rank operators in Nr(Y ) implies that nuclear and spectral traces
coincide.
Remark 2.2.14. It is nice to have the “helping” ideals Hp,r and Hr,p but we could also
use the quasi Banach ideal of strongly p-factorable operators or the quasi Banach ideal of
discrete strongly p-factorable operators. All we used about it was the factorization through
subspaces of some Lp-space. These quasi Banach operator ideals of strongly p-factorable
operators and discrete strongly p-factorable operators both do as much job as the “helping
ideals” did.
2.2.3 Grothendieck-Lidskiˇi theorems for subspaces of quotients
of Lp-spaces
Throughout this subsection the phrases “subspace of a quotient space of an Lp-space” and
“quotient of subspaces of an Lp-space” will be used interchangeably; cf. Lemma 1.4.1.
Lemma 2.2.15. Let 1 ≤ p ≤ ∞ and r be such that 1/r = 1 + |1/2− 1/p|. The system of
eigenvalues (µi(T ))
∞
i=1 -counted with their multiplicities- of any operator T ∈ Nr(Y ) acting
in any subspace Y of any quotient space W of an Lp-space belongs to `1.
Proof. Consider the quotient map q : Lp → W and let’s denote by Y0, the preimage of Y
under q which is a subspace of Lp-space. Suppose T ∈ Nr(Y ) has a representation given
by
T =
∞∑
i=1
λiy
′
i ⊗ yi,
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where (y′i)
∞
i=1 ∈ `∞(Y ∗), (yi)∞i=1 ∈ `∞(Y ) and (λi)∞i=1 ∈ `r with λi’s decreasing and nonneg-
ative. Consider the following factorization of the operator T when r < 1
T : Y `∞ `t c0 `1 Y
A ∆1−r j ∆r B
where all the operators in the above factorization are continuous linear and are as follows
A : Y → `∞ A(y) = (< y′i, y >)∞i=1 for y ∈ Y,
∆1−r : `∞ → `t ∆1−r((ai)∞i=1) = (λ1−ri ai)∞i=1 for (ai)∞i=1 ∈ `∞,
j : `t ↪→ co the natural inclusion,
∆r : c0 → `1 ∆r((ai)∞i=1) = (λriai)∞i=1 for (ai)∞i=1 ∈ c0,
B : `1 → Y B((ai)∞i=1) =
∞∑
i=1
aiyi for (ai)
∞
i=1 ∈ `1,
and t(1− r) = r. Consider the following diagram when r = 1
T : Y `∞ `1 Y
A ∆λ B
The lifting property of `1 (Proposition 1.23.3 or [11, p.72]) provides Q ∈ L(`1, Y0) such
that B = q ◦Q. Out of the above factorization of T , we make the following commutative
diagram
Y0 Y0
Y Y
T˜
q|Y0 q|Y0B˜
T
where
B˜ =
{
Q ◦∆r ◦ j ◦∆1−r ◦ A r < 1
Q ◦∆λ ◦ A r = 1
and
T˜ = B˜ ◦ q|Y0.
Principle of related operators (cf. Theorem 1.20.2, [3, p.150]) assures that both T
and T˜ have the same non-zero eigenvalues even with the same multiplicities. That is,
considering only the non-zero eigenvalues of T and T˜ , there exists σ ∈ Aut(N) such that
µi(T ) = µσ(i)(T˜ ) for all i ∈ N. The operator T˜ is r-nuclear because
T˜ =
∞∑
i=1
λiq
∗(y′i)⊗Q(ei)
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where (q∗(y
′
i))
∞
i=1 ∈ `∞(Y ∗0 ), (Q(ei))∞i=1 ∈ `∞(Y0) and ei’s are standard Schauder basis for
`1; and it acts in a subspace Y0 of an Lp-space, therefore using Lemma 2.2.1, we conclude
that (µσ(i)(T˜ ))
∞
i=1 and consequently (µi(T ))
∞
i=1 is from `1.
The following proposition -interesting in itself- can be proved in the similar way as the
statement of the Example 2.2.10 is proved. But anyway, for the sake of completeness an
explicit proof is provided below.
Proposition 2.2.16. Let α ∈ [0, 1/2] and r be such that 1/r = 1 +α. For a Banach space
Y , suppose that there exists constant c > 0 such that for every ε > 0, for every natural
number n and for every n-dimensional subspace E of Y there exists a finite rank operator
R ∈ F(Y ) with ‖R‖ ≤ cnα and ‖R|E − idE‖L(E) ≤ ε, then Y ∈ APr.
Proof. For a Banach space Y with the given property, suppose that there exists a Banach
space X such that j˜ : X∗⊗̂rY → Nr(X, Y ) is not injective. Let z ∈ X∗⊗̂rY be such that
z =
∞∑
i=1
λix
′
i ⊗ yi, z 6= 0 but z˜ := j˜(z) = 0
where (λi)
∞
i=1 ∈ `r, λi ≥ 0, λi ↘ 0, (xi)∞i=1 ∈ `∞(X∗) and (yi)∞i=1`∞(Y ). Since X∗⊗̂rY →
X∗⊗̂piY is a continuous embedding, therefore z 6= 0 as an element of the projective space
X∗⊗̂piY . Thus Hahn Banach theorem assures the existence of ϕ ∈ (X∗⊗̂piY )∗ such that
ϕ(z) = 1 (cf. Theorem 1.6.2). Let us recall that (X∗⊗̂piY )∗ is identified with L(X∗, Y ∗)
and the duality is given by trace, i.e. for any ϕ ∈ (X∗⊗̂piY )∗, there exists T ∈ L(X∗, Y ∗)
such that ϕ(z) = trace(T ⊗ I(z)) (cf. Theorem 1.12.12 or [8]). Therefore,
1 = ϕ(z) = trace((T ⊗ I)z) =
∞∑
i=1
ci < Tx
′
i, yi >=
∞∑
i=1
λi < x
′
i, T
∗yi > (2.6)
Let YN be the subspace of Y generated by the set {y1, y2, y3 . . . yN}. Then dimC(YN) ≤ N .
For given ε > 0, there exists RN ∈ F(Y ) such that
‖RN‖ ≤ c ·Nα and ‖RN |YN − idYN‖L(YN ) ≤ ε
Since z˜ = 0 therefore ˜T ⊗RN(z) = RN ◦ z˜ ◦ T ∗ = 0 and
0 =
∞∑
i=1
λi < x
′
i, T
∗ ◦RNyi >
=
∞∑
i=1
λi < Tx
′
i, RNyi >
=
N∑
i=1
λi < Tx
′
i, RNyi > +
∞∑
i=N+1
λi < Tx
′
i, RNyi > (2.7)
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Notice the following inequality
|
N∑
i=1
λi < Tx
′
i, RNyi > | ≥ |
N∑
i=1
λi < Tx
′
i, yi > | − |
N∑
i=1
λi < Tx
′
i, yi −RNyi > |
≥ |
N∑
i=1
λi < Tx
′
i, yi > | − ‖T‖‖(xi)∞i=1‖`∞‖(yi)∞i=1‖`∞(
∞∑
i=1
λi)ε
(2.8)
Now choose ε so that 1/ε ≥ 4‖T‖‖(xi)∞i=1‖`∞‖(yi)∞i=1‖`∞(
∑∞
i=1 λi) then Ineq.(2.8) implies
that for each N there exists RN such that:
|
N∑
i=1
λi < Tx
′
i, RNyi > | ≥ |
N∑
i=1
λi < Tx
′
i, yi > | −
1
4
⇒ lim inf
N
|
N∑
i=1
λi < Tx
′
i, RNyi| ≥
3
4
(2.9)
Now we give the estimate of the second term in Eq.(2.7)
|
∞∑
i=N+1
λi < Tx
′
i, RNyi > | ≤
∞∑
i=N+1
|λi < Tx′i, RNyi > |
≤ ‖T‖‖RN‖‖(x′i)‖`∞(X∗)‖(yi)∞i=1‖`∞(Y )
∞∑
i=N+1
λi
≤ ‖T‖c‖(x′i)‖`∞(X∗)‖(yi)∞i=1‖`∞(Y )Nα
∞∑
i=N+1
λi. (2.10)
The assumption λi ↘ 0 together with (λi)∞i=1 ∈ `r implies that there exists a null sequence
dn such that λn ≤ dn · 1/n1/r (cf. Lemma 1.23.1). Hence, we have for 0 < r < 1,
equivalently α 6= 0, that
|
∞∑
i=N+1
λi < Tx
′
i, RNyi > | ≤ ‖T‖‖(x′i)‖`∞(X∗)‖(yi)∞i=1‖`∞(Y )cdNNα
∞∑
n=N+1
1
n
1
r
≤ ‖T‖‖(x′i)‖`∞(X∗)‖(yi)∞i=1‖`∞(Y )cdNNα
1
N
1
r
−1
≤ ‖T‖‖(xi)‖`∞(X∗)‖(yi)∞i=1‖`∞(Y )cdN .
≤MdN (where M is finite and doesn’t depend onN) (2.11)
Taking limit infimum in the Ineq.(2.11) as N → 0 and using Ineq.(2.9) alongside, we
get a contradiction to Eq.(2.7) which concludes z = 0 if z˜ = 0.
For the case r = 1 or equivalently α = 0, taking limit infimum in the Ineq.(2.10) and using
it together with Ineq.(2.9) we obtain a contradiction to Eq.(2.7) and we are done.
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Corollary 2.2.17. Let α ∈ [0, 1/2] and r be such that 1/r = 1 + α. For a Banach space
Y suppose that there exists constants c > 0 such that for every natural number n and for
every n-dimensional subspace E of Y , there exists a finite rank operator R ∈ L(Y ) so that
‖R‖ ≤ cnα and R|E = idE, then Y ∈ APr.
Corollary 2.2.18. Let α ∈ [0, 1/2] and r be such that 1/r = 1 + α. For a Banach space
Y suppose that there exists constants c > 0 such that for every natural number n and for
every n-dimensional subspace E of Y there exists a finite dimensional subspace F of Y
containing E and cnα-complemented, then Y ∈ APr.
Corollary 2.2.19. Let α ∈ [0, 1/2] and r be such that 1/r = 1 +α. For a Banach space Y
suppose that there exists constants c > 0 such that for every natural number n and every
n-dimensional subspace E of Y is cnα-complemented in Y then Y ∈ APr. Moreover every
subspace of the space Y has APr.
Corollary 2.2.20. Let 0 < r ≤ 1 and 1 < p ≤ ∞ be such that 1
r
= 1 + |1
2
− 1
p
|. Every
subspace of an Lp-space has APr.
Remark 2.2.21. Suppose that Y is a Banach space with the properties described in
Proposition 2.2.16, Corollary 2.2.17, Corollary 2.2.18 or Corollary 2.2.19 then
the continuous quotient map j˜r : X
∗⊗̂rY → Nr(X, Y ) becomes an isometric isomor-
phism for any choice of Banach space X and therefore we have the quasi-Banach equality
X∗⊗̂rY = Nr(X, Y ).
Example 2.2.22. Let 1 ≤ p ≤ ∞ and r be such that 1/r = 1 + |1/2−1/p|. Any subspace
as well as any factor space of any Lp-space has APr.
Proof. (of the statement of Example 2.2.22). Let Y be a subspace of a factor space W of
an Lp-space and let q denote the factor map. Suppose that there exists a Banach space X
such that the continuous map j˜r : X
∗⊗̂rY → Nr(X, Y ) is not injective. Let
u =
∞∑
i=1
λix
′
i ⊗ yi 6= 0 be such that u˜ := j˜r(u) = 0.
Therefore, u 6= 0 in the projective space as well and whence by Hahn-Banach theorem (cf.
Theorem 1.6.2, [10]) there exists ϕ ∈ (X∗⊗̂Y )∗ -given in this case by T ∈ L(X∗, Y ∗)-
such that
1 = ϕ(u) = trace(T ⊗ I(u)) =
∞∑
i=1
λi < Tx
′
i, yi >=
∞∑
i=1
λi < y
′
i, yi > (2.12)
where yi := Tx
′
i. Let us denote T ⊗ I(u) ∈ Y ∗⊗̂rY with v. Notice that the associated
operator v˜ = u˜ ◦ T ∗ = 0. Consider the following factorization of v˜
Y `∞ `r `1 Y
A ∆λ j B
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A : Y → `∞ A(y) = (< y′i, y >)∞i=1 for y ∈ Y,
∆λ : `∞ → `r ∆λ((ai)∞i=1) = (λiai)∞i=1 for (ai)∞i=1 ∈ `∞,
j : `r ↪→ `1 the natural inclusion,
B : `1 → Y B((ai)∞i=1) =
∞∑
i=1
aiyi for (ai)
∞
i=1 ∈ `1.
Let us denote q−1(Y ) by Z which is a subspace of some Lp-space. Now using the lifting
property of `1 (cf. Proposition 1.23.3 or [11]), we get Q ∈ L(Z, Y ) such that B = q ◦Q.
Consider the following commutative diagram
Z Z
Y Y
R
q|Z q|ZB˜
v˜
where
B˜ = Q ◦ j ◦∆λ ◦ A and R = B˜ ◦ q|Z ∈ Nr(Z).
The operator
R(·) =
∞∑
i=1
λi < q
∗y′i, · > Q(ei)
is an element of Nr(Z) and it is related to the null operator v˜, where (ei)
∞
i=1 is the stan-
dard basis for `1. Therefore Principle of related operators implies that it has no nonzero
eigenvalues (cf. Theorem 1.20.2). Using Theorem 2.2.13 together with Eq.(2.12),
we have that
0 = trace(R) =
∞∑
i=1
λi < q
∗y′i, Q(ei) >=
∞∑
i=1
λi < y
′
i, q ◦Q(ei) >=
∞∑
i=1
λi < y
′
i, yi >= 1
which establishes a contradiction to u 6= 0. And we are done.
Remark 2.2.23. In the present situation, we consider the question of pushing the trace
from Y ⊗̂rY down to Nr(Y ) and it again requires an attention. The statement of the
Example 2.2.22 provides injectivity of j˜r : Y ⊗̂rY → Nr(Y ) and hence making it an
isometric isomorphism. Thus the trace is continuously defined on Nr(Y ) by,
trace(T ) =
∞∑
i=1
ci < y
′
i, yi >
for any T ∈ Nr(Y ) with T =
∑∞
i=1 ciy
′
i ⊗ yi.
After all this preparation, we present here another main theorem with proof about the
trace of any operator acting in any subspace of any Lp-space; this is also the main theorem
of [35]. A few of its applications are provided in this and the next chapters.
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Theorem 2.2.24. Let 1 ≤ p ≤ ∞ and r be such that 1/r = 1 + |1/2 − 1/p|. For any
subspace Y of any quotient space W of an Lp-space and for any T ∈ Nr(Y ),
1. nuclear trace of T is well defined.
2. if (µi(T ))
∞
i=1 is the system of eigenvalues of T -counted with multiplicities- then∑∞
i=1 |µi(T )| <∞.
3. trace(T ) =
∑∞
i=1 µi(T ).
Proof. 1) See Remark 2.2.23 or the statement of the Example 2.2.22.
2), 3) We reconsider the following commutative diagram of related operators from the
proof of the Lemma 2.2.15:
Y0 Y0
Y Y
T˜
q|Y0 q|Y0B˜
T
where
T˜ (·) =
∞∑
i=1
λi < q
∗y′i, · > Q(ei).
Notice that T˜ ∈ Nr(Y0), therefore the statement of Theorem 2.2.13 and the principle of
related operators together insure that (µi(T ))
∞
i=1 ∈ `1 and moreover
trace(T˜ ) =
∞∑
i=1
µi(T )
where (µi(T ))
∞
i=1 is the system of eigenvalues of T . But on the other hand Remark
2.2.23 shows that the nuclear trace(T ) is well defined. A small explicit calculation shows
the following equality; see Lemma 2.2.15 for the concrete expression of the operators.
trace(T ) = trace(q|Y0 ◦ B˜) = trace(B˜ ◦ q|Y0) = trace(T˜ )
and whence
trace(T ) =
∞∑
i=1
µi(T ).
Remark 2.2.25. We end this subsection with the following remarks.
1. Since every subspace of an Lp-space can be considered as Y/{0}, a subspace of the
quotient Lp/{0}, therefore Theorem 2.2.13 is a special case of Theorem 2.2.24.
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2. For another way to prove Theorem 2.2.24, notice from the following, a little mod-
ified, commutative diagram taken from Lemma 2.2.15 that for any quotient space
Y of an Lp-space we have Nr(Y ) ⊆ Hr,p(Y ).
Y Y0 Y
Y0
T˜
idY0
q|Y0
q|Y0
Now use Proposition 2.2.9 together with Example 2.2.22, most importantly Re-
mark 2.2.23 to conclude Theorem 2.2.24.
2.3 Applications of Grothendieck-Lidskiˇi Theorems
On March 28, 2012 submitting his deep acknowledgements to Alexander Grothendieck on
his birthday, Oleg Reinov wrote an article [36] which describes eigenvalue type of the
operator ideal Nr,p where 1 ≤ p ≤ 2 and 1/r = 1/2 + 1/p and he proved that both spectral
and nuclear traces coincide. We reconsider its main theorem and the theme in this section
and provide two alternate discussions.
Lemma 2.3.1. Let 1 ≤ p ≤ 2 and r be such that 1/r = 1/p+ 1/2. Every Banach space X
has approximation property of type (r, p), i.e., X ∈ APr,p.
Proof. For a Banach space X if there exists a Banach space Y and u = λiy
′
i⊗xi ∈ Y ∗⊗̂r,pX
is such that u 6= 0 but the associated operator u˜ = 0, then u 6= 0 in the projective space
Y ∗⊗̂piX as well. Therefore by Hahn Banach theorem (cf. Theorem 1.6.2 or [10]) there
exists ϕ ∈ (Y ∗⊗̂piX)∗ -in this particular case an operator T ∈ L(Y ∗, X∗)- such that
1 = ϕ(u) = trace(T ⊗ I(u)) =
∞∑
i=1
λi < Ty
′
i, xi >
Let us denote Ty′i = x
′
i for each i ∈ N. Notice that (x′i)∞i=1 ∈ `∞(X∗); and moreover
T ⊗ I(u) ∈ X∗⊗̂r,pX and ˜T ⊗ I(u) = u˜ ◦ T ∗ = 0. Consider the following factorization of
this null operator
X `∞ `1 `p X
A ∆λ ι B
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where
A : X → `∞ A(x) = (< x′i, x >)∞i=1 for x ∈ X,
∆λ : `∞ → `1 ∆λ((ai)∞i=1) = (λiai)∞i=1 for (ai)∞i=1 ∈ `∞,
j : `1 ↪→ `p the natural inclusion,
B : `p → X B((ai)∞i=1) =
∞∑
i=1
aixi for (ai)
∞
i=1 ∈ `1.
Out of the above factorization of the null operator we make the following commutative
diagram of related operators
X X
`p `p
O = ˜(T ⊗ I)u
A˜ A˜B
S
where A˜ = ι ◦∆λ ◦ A and
S = A˜ ◦B =
∞∑
i=1
λi(< x
′
i, xj >)
∞
j=1 ⊗ ei ∈ Nr(`p).
Principle of related operators ensures that S has no nonzero eigenvalue (cf. Theorem
1.20.2) because it is related to the null operator. Applying Theorem 2.2.13 to S, we
have trace(S) = 0. Therefore,
0 = trace(S) =
∞∑
i=1
λi < x
′
i, xi >= 1
A contradiction. Therefore u = 0 if u˜ = 0.
Remark 2.3.2. The statement of Lemma 2.3.1 assures the injectivity of j˜r,p :
X∗⊗̂r,pX → Nr,p(X) and hence making it an isometric isomorphism for every Banach
space X. Therefore the approximative quasi Banach operator ideal Nr,p admits nuclear
trace given by
trace(T ) =
∞∑
i
λi < x
′
i, xi > .
where T =
∑∞
i λix
′
i ⊗ xi is a representation of T .
Theorem 2.3.3. Let 1 ≤ p ≤ 2 and r be such that 1/r = 1/p + 1/2. The quasi Banach
operator ideal Nr,p is of eigenvalue type `1 and hence admits spectral trace as a unique
continuous trace on it.
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Proof. For any Banach space X and T ∈ Nr,p(X) with T =
∑∞
i=1 λix
′
i ⊗ yi, consider the
following factorization
T : X `∞ `1 `p X,
A ∆λ ι B
where
A : X → `∞ A(x) = (< x′i, x >)∞i=1 for x ∈ X,
∆λ : `∞ → `1 ∆λ((ai)∞i=1) = (λiai)∞i=1 for (ai)∞i=1 ∈ `∞,
j : `1 ↪→ `p the natural inclusion,
B : `p → X B((ai)∞i=1) =
∞∑
i=1
aixi for (ai)
∞
i=1 ∈ `1.
This factorization shows that Nr,p ⊆ Hr,p and it proves that Nr,p is of eigenvalue type `1
and admits spectral trace on it. The quasi Banach operator ideal Nr,p being approximative
and of the eigenvalue type `1 admits no continuous trace on it other than the spectral trace
(cf. Theorem 1.22.3 or [3]).
Remark 2.3.4. Another way to prove Theorem 2.3.3 is: consider the factorization of
T ∈ Nr,p(X) as given in the above proof after essential changes together with principle
of related operators and use Theorem 2.2.13. Being the approximative Banach operator
ideal of eigenvalue type `1, Nr,p admits a unique continuous trace on it namely the spectral
trace (cf. [3, trace extension theorem]).
Theorem 2.3.5. Let 1 ≤ p ≤ 2 and r be such that 1/r = 1/2 + 1/p. The quasi Banach
operator ideal Nr,p is of eigenvalue type `1, the nuclear trace on it, is well defined and
continuous and moreover for any Banach space X and T ∈ Nr,p(X),
trace(T ) = sptrace(T ).
Proof. It is evident after combining Remark 2.3.2 with the statement of the Theorem
2.3.3.
2.3.1 Using Fredholm theory
Let 1 ≤ p ≤ 2 and r be such that 1/r = 1 + |1/2− 1/p|. The approximative quasi Banach
operator ideal Nr,p admits a unique continuous trace, the nuclear trace (see Remark
2.3.2). Therefore, there exists a unique continuous determinant on Nr,p (cf. Theorem
1.22.13 or [3, pp. 185-210]). This determinant δ(ζ, T ) for any T ∈ Nr,p is defined by
δ(ζ, T ) =
∞∑
i=0
αi(T )ζ
i for all ζ ∈ C,
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where αi’s are polynomials in the variables trace(T ), . . . , trace(T
n) (cf. Theorem 1.22.14
or [3, pp. 198]). In the present situation, the Fredholm determinant δ(ζ, T ) = δ(I + ζT )
for all ζ ∈ C is an entire function with zeros precisely at (−µi(T )−1)∞i=1 such that the
multiplicity of the zero at −µi(T )−1 and the multiplicity of the eigenvalue µi(T ) coincides
(cf. Theorem 1.22.12 or [3, Thoerem 4.4.4, pp. 196]). The following lemma
describes αi’s more explicitly and provides a good upper estimate.
Lemma 2.3.6. Let 1 ≤ p ≤ 2 and r be such that 1/r = 1/2 + 1/p. Then for any Banach
space X and T ∈ Nr,p(X) with T =
∑∞
i=1 λix
′
i ⊗ xi,
αn(T ) =
∑
i1<...<in
λi1 . . . λindet(< x
′
iα , xiβ >)1≤α,β≤n
and this expression is independent of a particular choice of a representation of T ; moreover
|αn(T )| ≤ nn(
1
p
− 1
2
)‖T‖Nr,p .
Proof. Let us define for each k ∈ N a finite rank operator
Tk =
k∑
i=1
λix
′
i ⊗ xi.
Notice that Tk → T in Nr,p(X) as k →∞. For each ζ ∈ C,
δ(ζ, Tk) = δ(I + ζTk) = det(I + ζTk) for all k ∈ N.
The above equality holds since there is a unique continuous determinant on F (cf. Theo-
rem 1.22.5 or [3, Theorem 4.3.4]). But
det(I + ζTk) = 1 +
k∑
j=1
αj(Tk)ζ
j
where
αj(Tk) =
∑
i1<...<ij
λi1 . . . λij det(< x
′
iα , xiβ >)1≤α,β≤j i1, . . . , ij ∈ {1, . . . , j}. (2.13)
Since αi’s are polynomials in trace(T ), . . . , trac(T
i) therefore continuity of the trace on
Nr,p allows passing limit k →∞ in Eq. (2.13) and so we have
αj(T ) =
∑
i1<...<ij
λi1 . . . λij det(< x
′
iα , xiβ >)1≤α,β≤j.
For the upper estimate, take ε > 0 and choose a representation T =
∑∞
i=1 λix
′
i ⊗ xi ∈
Nr,p(X) such that
(x′i)
∞
i=1 ∈ B`∞(X∗), (xi)∞i=1 ∈ B`weak
p′ (X)
, λi ↘ 0 and ‖(λi)∞i=1‖`r ≤ (1 + ε)‖T‖Nr,p .
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|αn(T )| ≤
∑
i1<...<in
λi1 . . . λin| det(< xi′α , xiβ >)1≤α,β≤n|
≤
∑
i1<...<in
λi1 . . . λin
n∏
α=1
(
n∑
β=1
| < x′iα , xiβ > |2
) 1
2
Using Hadamard Ineq.
≤
∑
i1<...<in
λi1 . . . λin
n∏
α=1
n
1
p
− 1
2
(
n∑
β=1
| < x′iα , xiβ > |p
′
) 1
p′
≤
∑
i1<...<in
λi1 . . . λin
n∏
α=1
n
1
p
− 1
2‖(xi)‖`weak
p′ (X)
=
∑
i1<...<in
λi1 . . . λinn
n( 1
p
− 1
2
)
≤ nn( 1p− 12 )(1 + ε)n‖T‖nNr,p
Since αn(T )’s are independent of a particular choice of a representation of T ∈ Nr,p.
Therefore taking ε→ 0 in the above inequality proves the claimed estimate.
Theorem 2.3.7. Let 1 ≤ p ≤ 2 and r be such that 1/r = 1/2 + 1/p. Let X be a Banach
space and T ∈ Nr,p(X). The Fredholm determinant is an entire function of minimal type
and growth order at most 1. More concretely, given ε > 0 there exists M such that
|δ(ζ, T )| ≤M exp(ε|ζ|) for all ζ ∈ C.
Proof. Fix ε > 0. Choose a representation T =
∑∞
i=1 λix
′
i ⊗ xi ∈ Nr,p(X) such that
(x′i)
∞
i=1 ∈ B`∞(X∗), (xi)∞i=1 ∈ B`weak
p′ (X)
, and λi ↘ 0.
The expression (cf. Lemma 2.3.6) for the Fredholm determinant δ(ζ, T ) is
δ(ζ, T ) = 1 +
∞∑
n=1
αn(T )ζ
n for all ζ ∈ C,
where
αn(T ) =
∑
i1<...<in
λi1 . . . λin det(< x
′
iα , xiβ >)1≤α,β≤n.
Now we use the Hadamard’s inequality for the determinants (cf. Theorem 1.23.4)
together with the canonical embedding ι : `np′ ↪→ `n2 with ‖ι‖ = n
1
p
− 1
2 to have that
| det(< x′iα , xiβ >)1≤α,β≤n| ≤
n∏
α=1
(
n∑
β=1
| < x′iα , xiβ > |2)
1
2 ≤ nn( 1p− 12 ).
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Fix natural number nε, which is to be chosen shortly. For all ζ ∈ C
|δ(ζ, T )| ≤
∞∑
n=0
∑
i1<i2<...<in
nn(
1
p
− 1
2
)λi1λi2 . . . λin|ζ|n
≤
∞∏
n=0
(1 + n(
1
p
− 1
2
)λn|ζ|)
≤
nε∏
n=0
(
1 + n(
1
p
− 1
2
)λn|ζ|
)
exp(
∞∑
n=nε+1
n
1
p
− 1
2λn|ζ|)
=
nε∏
n=0
(
1 + n(
1
p
− 1
2
)λn|ζ|
)
exp
( ∞∑
n=nε+1
n
1
r
−1λ1−rn λ
r
n|ζ|
)
=
nε∏
n=0
(
1 + n(
1
p
− 1
2
)λn|ζ|
)
exp
( ∞∑
n=nε+1
(nλrn)
1−r
r λrn|ζ|
)
≤
nε∏
n=0
(
1 + n(
1
p
− 1
2
)λn|ζ|
)
exp
( ∞∑
n=nε+1
cλrn|ζ|
)
where c = sup
k
(kλrk)
1−r
r .
Given ε > 0 choose a natural number nε such that
c
∞∑
nε+1
λrn ≤
ε
2
.
Choose M > 0 such that
n∏
n=1
(
1 + λnn
1
p
− 1
2 |ζ|
)
≤M exp(ε
2
|ζ|) for all ζ ∈ C,
which then implies
|δ(ζ, T )| ≤M exp(ε|ζ|) for all ζ ∈ C.
Corollary 2.3.8. Let 1 ≤ p ≤ 2 and r be such that 1/r = 1/2 + 1/p. Then the operator
ideal Nr,p is of eigenvalue type `1+δ for each δ > 0. That is for any Banach space X and
T ∈ Nr,p(X), if (µi(T ))∞i=1 is the system of eigenvalues counted with their multiplicities
then
(µi)
∞
i=1 ∈
⋂
δ>0
`1+δ.
Proof. Recalling what we have so far; for any Banach space X and T ∈ Nr,p(X), the
Fredholm determinant is an entire function of order not exceeding 1 with zeros precisely
at (−µi(T )−1)∞i=1 such that the multiplicity of the zero at −µi(T )−1 and the multiplicity
of the eigenvalue µi(T ) coincides (cf. Theorem 1.22.12 or [3, Thoerem 4.4.4, pp.
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196]). Applying Hadamard theorem (cf. [14, pp. 18]), we see that the convergence
exponent of (µi(T ))
∞
i=1 does not exceed 1. Therefore, for every δ > 0
∞∑
i=1
|µi(T )|1+δ <∞.
Theorem 2.3.9. Let 1 ≤ p ≤ 2 and r be such that 1/r = 1/2 + 1/p. The operator ideal
Nr,p is of eigenvalue type `1 and moreover
‖(µi)∞i=1‖`1 ≤ ‖T‖Nr,p .
Proof. Since the operator ideal Nr,p is stable with respect to the injective tensor norm and
moreover for any Banach space X
‖T ̂̂⊗T‖Nr,p ≤ ‖T‖2Nr,p for all T ∈ Nr,p(X).
Therefore, if (µi(T ))
∞
i=1 is the system of eigenvalues of T -counted with their multiplicities,
then Corollary 2.3.8 together with Theorem 1.23.6 implies that (µi(T ))
∞
i=1 ∈ `1 and
moreover
‖(µi)∞i=1‖`1 ≤ ‖T‖Nr,p .
Theorem 2.3.10. Let 1 ≤ p ≤ 2 and r be such that 1/r = 1/2 + 1/p. The approximative
quasi Banach operator ideal Nr,p admits spectral trace and moreover
trace = sptrace.
Proof. From all, what is said in this section, we see that the Fredholm determinant δ(ζ, T )
satisfies the following conditions:
1. It is an entire function with δ(0, u) = 1.
2. The system of zeros (−µi(T )−1)∞i=1 of δ(ζ, T ) is such that (µi(T ))∞i=1 ∈ `1.
3. Given ε > 0 there exists M ≥ 0 such that |δ(ζ, T )| ≤M exp(ε|ζ|) for all ζ ∈ C.
Now use Lindelo¨f Theorem (cf. Theorem 1.23.9 or [3, Theorem 4.8.9]), to conclude
that
δ(ζ, u) =
∞∏
n=0
(1 + µnζ)
= 1 + (
∞∑
n=0
µn)ζ + . . .
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And now comparing these coefficients with those in the definition of δ(ζ, u) we obtain
trace(u) =
∞∑
n=0
λn < x
′
n, xn >=
∞∑
n=0
µn(T ) = sptrace(T )
Corollary 2.3.11. Let 1 ≤ p ≤ 2 and r be such that 1
r
= 1
2
+ 1
p
. Every Banach space X
has approximation property of type (r, p), that is X ∈ APr,p.
Proof. Let Y be a Banach space such that there exists a nonzero u =
∑∞
i=1 λiy
′
i ⊗ xi ∈
Y ∗⊗̂r,pX with j˜r,p(u) = u˜ = 0. Therefore u 6= 0 in Y ∗⊗̂piX as well. Hahn-Banach theorem
implies that there exists ϕ ∈ (Y ∗⊗̂piX)∗ such that 1 = ϕ(u) (cf. Theorem 1.6.2). The
identification (Y ∗⊗̂piX)∗ = L(Y ∗, X∗) is given by trace, i.e., there exists T ∈ L(Y ∗, X∗)
such that
ϕ(u) = trace(T ⊗ I(u)) =
∞∑
i=1
λi < Ty
′
i, xi >=
∞∑
i=1
λ∞i=1 < piY ∗y
′
i, T
∗piXxi > .
On the other hand piY ∗⊗(T ∗ ◦piX)(u) ∈ Y ∗∗∗⊗̂r,pY ∗∗, and therefore the associated operator
is
ĵr,p(piY ∗ ⊗ (T ∗ ◦ piX)(u)) =
∞∑
i=1
λipiY ∗(y
′
i)⊗ T ∗ ◦ piXxi = T ∗ ◦ piX ◦ u˜ ◦ (piY ∗)∗ = 0;
and therefore possesses no nonzero eigenvalues. Notice also that
trace(piY ∗ ⊗ (T ∗ ◦ piX)(u)) = trace(T ⊗ I(u)) = ϕ(u) = 1.
It then follows from Theorem 2.3.10 that
0 = trace(T ∗ ◦ piX ◦ u˜ ◦ (piY ∗)∗) = 1.
Therefore no such Y exists and the statement follows.
•
Chapter 3
Distribution of eigenvalues of Nr,p
and Nr,p and some approximation
properties
Having it already started at the end of the previous chapter, we intend here to discuss the
eigenvalue type of the operator ideals Nr,p and N
r,p using already developed theory in the
previous chapter, tensor stability with respect to some crossnorms and some techniques
from the theory of entire functions. To achieve this purpose we discuss, a little, Fredholm
theory for these ideals as well. After a description of the eigenvalue type of Nr,p and N
r,p,
we show that these ideals admit nuclear and spectral traces and they in fact coincide. On
the other hand, having just the coincidence of nuclear and spectral traces on the operator
ideals Nr,p and N
r,p, we show that we do have some approximation properties and hence a
description of the eigenvalue type of Nr,p and N
r,p.
3.1 The eigenvalue distribution of Nr restricted to
X(2;p)
In this section we define a property (2; p) of Banach spaces for 2 ≤ p ≤ ∞ and prove with
some restriction on r ∈ (0, 1] given by p that the Banach operator ideals Nr restricted to
the class X(2;p) of those Banach spaces satisfying the property (2; p) are indeed special.
Definition 3.1.1. Let p ≥ 2. Define
X(2;p) :=
{
X ∈ X : Pd2(`2, X) ⊆ Pp(`2, X)
}
Remark 3.1.2. If p ≥ 2, X ∈ X(2;p) and Y is a subspace of X then Y ∈ X(2;p); it follows
from the injectivity of the operator ideal Pp (cf. Theorem 1.16.5 or [11, p.38]).
Proposition 3.1.3. Let p ≥ 2. For any measure ν, Lp(ν) ∈ X(2;p).
54
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Proof. If T ∈ Pd2(`2, Lp(ν)), then T ∗ ∈ P2(Lp′ , `2) ⊆ Pp(Lp′ , `2) (cf. Theorem 1.16.3 or
[11, p.39]). Therefore, T is order bounded (cf. Theorem 1.18.3 or [11, p. 111]) and
hence p-summing (cf. Theorem 1.16.4 or [11, p. 108]).
Proposition 3.1.4. Let p ≥ 2, 0 < s ≤ 1 and r be such that 1/r + 1/p = 1/s + 1/2.
For any quotient space Y of an X ∈ X(2;p) and any T ∈ Nr(Y ), if (µi(T ))∞i=1 denotes the
system of eigenvalues of T -counted with their multiplicities- then we have (µi(T ))
∞
i=1 ∈ `s.
Proof. Consider a representation T =
∑∞
i=1 λiy
′
i ⊗ yi for T ∈ Nr(Y ) where Y is a quotient
space of an X ∈ X(2;p). If r < 1, then consider the following factorization of T
T : Y `∞ `t c0 `1 Y
`2
A ∆1−r j ∆r
∆1
B
∆2
where all the operators in the above commutative diagram are linear continuous and defined
by
A : Y → `∞ A(y) = (< y′i, y >)∞i=1 for y ∈ Y,
∆1−r : `∞ → `t ∆1−r((ai)∞i=1) = (λ1−ri ai)∞i=1 for (ai)∞i=1 ∈ `∞,
j : `t ↪→ co the natural inclusion,
∆r : c0 → `1 ∆r((ai)∞i=1) = (λriai)∞i=1 for (ai)∞i=1 ∈ c0,
B : `1 → Y B((ai)∞i=1) =
∞∑
i=1
aiyi for (ai)
∞
i=1 ∈ `1,
∆1 : c0 → `2 ∆1((ai)∞i=1) = (λ
r
2
i ai)
∞
i=1 for (ai)
∞
i=1 ∈ c0,
∆2 : `2 → `1 ∆2((ai)∞i=1) = (λ
r
2
i ai)
∞
i=1 for (ai)
∞
i=1 ∈ `2,
Where t(1 − r) = r. The operators ∆1 and ∆∗2 are from P2 and j ◦ ∆1−r ◦ A is from Pt
(cf. Proposition 1.16.6 or [11, p. 41]). If r = 1, then s = 1 and p = 2; in this case
consider the following factorization of T
T : Y c0 `1 Y
`2
A ∆λ
∆1
B
∆2
where A,B,∆1 and ∆2 are symbolically as in the preceding case (but r = 1) and ∆λ =
∆2 ◦∆1. To set the notation for convenience we take t =∞ for r = 1 and use c0 than `∞.
Here the operators ∆1,∆
∗
2 are elements of P2 and A is an element of P∞. Let q : X → Y
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be the quotient map. The lifting property of `1 provides an operator Q : `1 → X such that
q ◦Q = B (cf. Theorem 1.23.3 or [11, p. 72]). Now consider the following diagram
`1 Y
`2 X
B
Q∆2
Q ◦∆2
q
The operator Q ◦ ∆2 ∈ Pd2(`2, X). Since X ∈ X(2;p), therefore Q ◦ ∆2 ∈ Pp(`2, X) and
whence due to the ideal property of summing operators B ◦∆2 = q ◦Q ◦∆2 ∈ Pp(`2, Y );
Theorem 1.16.2.
We have just proved that the operator T can be written as a composition of three operators
B ◦∆2, ∆1 and j ◦∆1−r ◦A (for r = 1, third operator is A) which are respectively t, 2 and
p summing (for r = 1 these operators are ∞, 2 and p summing) where p, t ≥ 2. Moreover,
1
t
+
1
2
+
1
p
=
1
r
− 1 + 1
2
+
1
p
=
1
s
+
1
2
− 1
p
− 1 + 1
2
+
1
p
=
1
s
Now apply Theorem due to W. B. Johnson et al. [22, Theorem 2.3] or Theorem 1.23.7
to get that T has its system of eigenvalues (µi(T ))
∞
i=1 counted with their multiplicities from
`s.
Corollary 3.1.5. Let p ≥ 2, 0 < s ≤ 1 and r be such that 1/r + 1/p = 1/s + 1/2. For
any subspace Z of a quotient space Y of any X ∈ X(2;p) and any T ∈ Nr(Z), if (µi(T ))∞i=1
denotes the system of eigenvalues of T -counted with their multiplicities- then we have
(µi(T ))
∞
i=1 ∈ `s.
Proof. In view of Lemma 1.4.1, we see that Z is isomorphic to a quotient X0/X1 of
subspaces of X. But X0 ∈ X(2;p); Remark 3.1.2. Therefore, Z is a quotient of some
Banach space X0 ∈ X(2;p). The result now follows from Proposition 3.1.4.
Corollary 3.1.6. Let p ≥ 2, 0 < s ≤ 1 and r be such that 1/r + 1/p = 1/s + 1/2. For
any Banach space X ∈ X(2;p) and any T ∈ Nr(X), if (µi(T ))∞i=1 denotes the system of
eigenvalues of T -counted with their multiplicities- then we have that (µi(T ))
∞
i=1 ∈ `s.
Proof. Since every Banach space X can be considered as a quotient X/{0} and therefore,
the proof follows.
Theorem 3.1.7. Let 1 ≤ p ≤ ∞, 0 < s ≤ 1 and r be such that 1/r = 1/s + |1/2 − 1/p|.
The eigenvalue type of the operator ideal Nr restricted to the class of subspaces of quotient
spaces of Lp-spaces, is `s.
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Proof. The case when p ≥ 2, is trivial since Lp ∈ X(2;p) (cf. Proposition 3.1.2); therefore
we only need to consider the case when 1 ≤ p < 2. Let Y be a subspace (resp. a quotient
space) of Lp-space and T ∈ Nr(Y ), then T ∗ ∈ Nr(Y ∗), where Y ∗ is a quotient space (resp.
a subspace) of Lp′ with p
′ being the conjugate exponent of p. Since T and T ′ have the
same nonzero eigenvalues even with the same multiplicity (cf. Theorem 1.19.4 or [3,
p.149]). Therefore the result follows from the preceding case.
The following statement is evident and therefore we provide it without proof.
Corollary 3.1.8. Let 1 ≤ p ≤ ∞, 0 < s ≤ 1 and r be such that 1/r = 1/s + |1/2− 1/p|.
The eigenvalue type of the operator ideal Nr restricted to the class of subspaces of Lp-spaces,
is `s.
3.2 Nr,p restricted to X(2;p) and the eigenvalue type of
operator Ideal Nr,p
In this section first we are describe the eigenvalue type of the operator ideal Nr,p and after
that we show that it admits a spectral trace which coincides with the nuclear trace - luckily.
But here we are not really after the coincidence of these traces but the eigenvalue type and
a better estimate for the “norm of eigenvalue system of a given operator.
Theorem 3.2.1. If 1 ≤ p ≤ 2, 0 < s ≤ 1 and r are such that 1/r+ 1/2 = 1/s+ 1/p, then
the quasi Banach operator ideal Nr,p is of eigenvalue type `s.
Proof. Let X be a Banach space and T ∈ Nr,p(X) with a representation T =
∑∞
i=1 λix
′
i⊗xi.
Notice the following factorization of the operator T through `p space
T : X `∞ `1 `p X
A ∆λ ι B
Where
A : X → `∞ A(x) = (< x′i, x >)∞i=1 for x ∈ X,
∆λ : `∞ → `1 ∆λ((ai)∞i=1) = (λiai)∞i=1 for (ai)∞i=1 ∈ `∞,
j : `1 ↪→ `p the natural inclusion,
B : `p → X B((ai)∞i=1) =
∞∑
i=1
aixi for (ai)
∞
i=1 ∈ `1.
Consider the following commutative diagram of related operators
X Y
`p `p
T
A˜ B
S
A˜
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where
A˜ = ι ◦∆λ ◦ A and S = A˜ ◦B ∈ Nr(`p).
In this situation, the principle of related operators confirms that both S and T have the
same eigenvalues even with the same multiplicities i.e. there exists σ ∈ Aut(N) such that
µi(T ) = µσ(i)(S) for all i ∈ N (cf. Theorem 1.20.2 or [3, p. 150]). But on the other
hand S ∈ Nr(`p) where 1/r + 1/2 = 1/s + 1/p. It then follows from Theorem 3.1.4 or
more specifically Corollary 3.1.8 that (µi(S))
∞
i=1 ∈ `s; and therefore (µi(T ))∞i=1 ∈ `s.
Remark 3.2.2. Since the quasi Banach operator ideal Nr,p is of eigenvalue type `s where
1/r + 1/2 = 1/s + 1/p, therefore there exists a constant c ≥ 1 such that for any Banach
space X and any T ∈ Nr,p(X), if (µi(T ))∞i=1 is its system of eigenvalues -counted with their
multiplicities- then ‖(µi(T ))∞i=1‖ ≤ c‖T‖Nr,p (cf. Theorem 1.21.2 or [3, p. 152]). So
we do get such a constant c but we are, at the moment, not sure if in this particular case
it is 1.
Given 1 ≤ p ≤ 2 and 0 < s ≤ 1 and r such that 1/r + 1/2 = 1/s+ 1/p. Let r0 be such an
r associated to s = 1 i.e. defined by 1/r0 = 1/2 + 1/p. we see that r0 ≥ r. Therefore, we
have the continuous embedding
Nr,p ⊆ Nr0,p (3.1)
Since there is a unique continuous trace on the quasi Banach operator ideal Nr0,p moreover
the spectral trace coincides with the nuclear trace (cf. Theorem 2.3.10), therefore the
same is true for Nr,p and we state it as follows.
Theorem 3.2.3. Let 1 ≤ p ≤ 2, 0 < s ≤ 1 and r ≥ 2/3 be such that 1/r+1/2 = 1/s+1/p.
Then the nuclear and the spectral traces are continuous and coincide on the quasi Banach
operator ideal Nr,p.
3.3 Some Fredholm theory for Nr,p
It is of quite a bit importance that for given 1 ≤ p ≤ 2, 0 < s ≤ 1 and r with 1/r + 1/2 =
1/s+ 1/p we have the following continuous embedding
Nr,p ⊆ Nr0,p,
where 1/r0 = 1/2 + 1/p. There is a unique continuous determinant on the approximative
quasi Banach operator ideal Nr0,p given by Lemma 2.3.6, with coefficients αi’s completely
independent of any particular representation of T ; that means we are in the business and
we can use the Fredholm theory for Nr,p.
Lemma 3.3.1. Let 1 ≤ p ≤ 2, 0 < s ≤ 1 and r be such that 1/r + 1/2 = 1/s + 1/p. For
any Banach space X and any T ∈ Nr,p(X) the Fredholm determinant is of minimal type
and growth order at most s, i.e. given ε > 0 there exists a constant M ≥ 0 such that
|δ(z, T )| ≤M exp(ε|z|s) for all z ∈ C.
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Proof. Fix ε > 0. Consider a representation T =
∑∞
i=1 λix
′
i ⊗ xi such that:
‖(λi)∞i=1‖`r ≤ 2‖T‖Nr,p ‖(x′i)∞i=1‖`∞(X∗) = 1 ‖(xi)∞i=1‖`weak
p′ (X)
= 1.
Further assume that (λi)
∞
i=1 is a nonnegative decreasing sequence. Let us recall from
Lemma 2.3.6 that
δ(ζ, T ) = 1 + trace(T )ζ + α2(T )ζ
2 + α3(T )ζ
3 + . . .
where,
αn(T ) =
∑
i1<...<in
λi1 · · ·λin det(< x′iα , xiβ >)1≤α,β≤n.
We estimate now the coefficients αn(T )’s in the following way:
|αn(u)| ≤
∑
i1<···<in
λi1 · · ·λin| det(< x′iα , xiβ >)1≤α,β≤n|
≤
∑
i1<···<in
λi1 · · ·λin
n∏
α=1
(
n∑
β=1
| < x′iα , xiβ > |2
) 1
2
Hadamard Ineq.
≤
∑
i1<···<in
λi1 · · ·λin
n∏
α=1
n
1
p
− 1
2
(
n∑
β=1
| < x′iα , xiβ > |p
′
) 1
p′
≤
∑
i1<···<in
λi1 · · ·λinnn(
1
p
− 1
2
)
In the second last inequality just above, we have used the natural inclusion ι : `np′ ↪→ `n2
which has norm ‖ι‖ = n1/p−1/2. Fix a natural number nε to be chosen shortly and apply
the triangle inequality below to have
|δ(z, u)| ≤ 1 + (λ1 + λ2 + . . .)|z|+ (λ1λ2 + . . .)22(
1
p
− 1
2
)|z|2 + . . .
≤
∞∏
n=0
(
1 + λnn
1
p
− 1
2 |z|
)
≤
n∏
n=0
(
1 + λnn
1
p
− 1
2 |z|
)
exp
( ∞∑
n=n+1
1
s
λsnn
s( 1
p
− 1
2
)|z|s
)
cf. [3, p. 219]
=≤
n∏
n=0
(
1 + λnn
1
p
− 1
2 |z|
)
exp
(
1
s
∞∑
n=nε+1
λs−rn n
s
r
−1λrn|z|s
)
≤
n∏
n=0
(
1 + λnn
1
p
− 1
2 |z|
)
exp
(
1
s
∞∑
n=nε+1
(nλrn)
s
r
−1λrn|z|s
)
≤
n∏
n=0
(
1 + λnn
1
p
− 1
2 |z|
)
exp
(
1
s
c
∞∑
n=nε+1
λrn|z|s
)
where c = sup
n
(nλrn)
s
r
−1 < +∞
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Now choose n such that
1
s
c
∞∑
n=nε+1
λrn ≤
ε
2
Choose M > 0 such that
n∏
n=1
(
1 + λnn
1
p
− 1
2 |z|
)
≤M exp(ε
2
|z|s) for all z ∈ C.
Therefore
|δ(z, T )| ≤M exp(ε|z|s) for all z ∈ C.
3.3.1 Tensor stability and eigenvalue type of Nr,p
Proposition 3.3.2. Let 1 ≤ p ≤ ∞ and 0 < r ≤ p. The operator ideal Nr,p is stable with
respect to the injective tensor norm ε; moreover for any Banach spaces X, X0, Y and Y0
and for any S ∈ Nr,p(X,X0) and T ∈ Nr,p(Y, Y0) we have the following inequality
‖S ̂̂⊗εT‖Nr,p ≤ ‖S‖Nr,p‖T‖Nr,p .
Proof. For any Banach spaces X, X0, Y and Y0 and any operators S ∈ Nr,p(X,X0) and
T ∈ Nr,p(Y, Yo), consider the representations
S =
∞∑
i=1
x′i ⊗ xi, T =
∞∑
i=1
y′i ⊗ yi
where
(x′i)
∞
i=1 ∈ `r(X∗) (xi)∞i=1∈ `weakp′ (X0),
(y′i)
∞
i=1 ∈ `r(Y ∗) (yi)∞i=1 ∈ `weakp′ (Y0),
such that
‖(x′i)∞i=1‖`r(X∗) ≤ ‖S‖Nr,p(1 + δ) ‖(xi)∞i=1‖`weak
p′ (X0)
= 1
‖(y′i)∞i=1‖`r(Y ∗) ≤ ‖T‖Nr,p(1 + δ) ‖(yi)∞i=1‖`weak
p′ (Y0)
= 1.
The operator S ̂̂⊗εT : X ̂̂⊗εY → X0 ̂̂⊗εY0 has one of its representations given by
S ̂̂⊗εT = ∞∑
i,j=1
(x′i ⊗ y′j)⊗ (xi ⊗ yj).
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Now we are going to show that indeed
(x′i ⊗ y′j)∞i,j=1 ∈ `r
(
(X ̂̂⊗εY )∗)
and
(xi ⊗ yj)∞i,j=1 ∈ `weakp′ (X0 ̂̂⊗εY0).
First notice that
‖(x′i ⊗ y′j)∞i,j=1‖`r((X ̂̂⊗εY )∗) =
( ∞∑
i,j=1
pi(x′i ⊗ y′j)r
) 1
r
= (
∞∑
i,j=1
‖x′i‖r‖y′j‖r)
1
r
= (
∞∑
i=1
‖x′i‖r)
1
r · (
∞∑
j=1
‖y′j‖r)
1
r
≤ ‖S‖Nr,p · ‖T‖Nr,p(1 + δ)2 (3.2)
For any double sequence (cij)
∞
i,j=1 ∈ `p(N× N) of scalars (the case p = 1 is trivial), where
1 < p <∞
ε
( ∞∑
i,j=1
cijxi ⊗ yj
)
= sup
{∣∣∣∣∣
∞∑
i,j=1
cij < x
′, xi >< y′, yj >
∣∣∣∣∣ : x′ ∈ BX∗o and y′ ∈ BY ∗0
}
≤
( ∞∑
i,j
|cij|p
) 1
p
· ‖(xi)∞i=1‖`weak
p′ (X0)
· ‖(yi)∞i=1‖`weak
p′ (Y0)
≤
( ∞∑
i,j
|cij|p
) 1
p
(3.3)
This shows that the double sequence (xi⊗ yj)∞i=1 is weakly p′-summable (cf. Proposition
1.11.7) and moreover it follows from Ineq. (3.3) that we have the following inequality
‖(xi ⊗ yj)∞i,j=1‖`weak
p′ (X0
̂̂⊗εY0) ≤ 1 (3.4)
From Ineq. (3.2) and Ineq. (3.4), one can say that
S ̂̂⊗εT ∈ Nr,p(X ̂̂⊗εY,X0 ̂̂⊗εY0)
and moreover
‖(x′i ⊗ y′j)∞i,j=1‖`r((X ̂̂⊗εY )∗) · ‖(xi ⊗ yj)∞i,j=1‖`weakp′ (X0 ̂̂⊗εY0) ≤ ‖S‖Nr,p · ‖T‖Nr,p(1 + δ)2.
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Taking infimum over all the representations of S ̂̂⊗εT and then taking δ → 0, we get
‖S ̂̂⊗εT‖Nr,p ≤ ‖S‖Nr,p · ‖T‖Nr,p
Theorem 3.3.3. Let 1 ≤ p ≤ 2, 0 < s ≤ 1 and r be such that 1/r+ 1/2 = 1/s+ 1/p. The
operator ideal Nr,p is of eigenvalue type `s; moreover for any Banach space X and any T ∈
Nr,p(X), if (µi(T ))
∞
i=1 is the system of eigenvalues of T -counted with their multiplicities-
then
‖(µn(T ))∞n=1‖`s ≤ ‖T‖Nr,p .
Proof. For any Banach space X and any operator T ∈ Nr,p(X), consider a representation
T =
∞∑
i=1
λix
′
i ⊗ xi.
Since the system of nonzero eigenvalues (µi(T ))
∞
i=1 of T counted with their algebraic mul-
tiplicities are related to the system of zeros (zi)
∞
i=1 of δ(z, u) by µi(T ) = −1/zi. Therefore,
Lemma 3.3.1 together with classical result of Hadamard 1893 and Jensen 1899 (cf. The-
orem 1.23.8, [3, Theorem 4.8.6]) confirms (µi(T ))
∞
i=1 ∈ `s,∞ and thus
(µn)
∞
n=1 ∈ `s+δ ∀ δ > 0.
The operator ideal Nr,p is stable with respect to the injective tensor norm ε ( cf. Propo-
sition 3.3.2) and moreover
‖T ̂̂⊗εT‖Nr,p ≤ ‖T‖2Nr,p for all T ∈ Nr,p(X).
Therefore, using Theorem 1.23.6 or [3, Theorem 3.4.9], we conclude that (µi(T ))
∞
i=1
is an element of ∈ `s and moreover
‖(µn(T ))∞n=1‖`s ≤ ‖T‖Nr,p .
3.4 General trace formulas for Nr,p and some approx-
imation properties
At the end of the previous chapter, we discussed the trace formulas for the operator ideals
Nr,p where 1 ≤ p ≤ 2 and 1/r = 1/2 + 1/p and their relations to APr. In this section we
drive the analogous trace formulas for the operator ideals Nr,p where 1 ≤ p ≤ 2, 0 < s ≤ 1
and r are such that 1/r = 1/s+ |1/p−1/2|. The previous discussion and the trace formulas
are a part of this new discussion of the general case.
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3.4.1 Using Nr restricted to a class of Banach spaces
Theorem 3.4.1. If 1 ≤ p ≤ ∞, 0 < s ≤ 1 and r are such that 1/r = 1/s + |1/p − 1/2|,
then the followings hold:
1. Every subspace X of any quotient space of any Lp-space has APr.
2. The operator ideal Nr restricted to the class of subspaces of quotient spaces of Lp-
spaces admits both nuclear and spectral traces and moreover these traces coincide.
Proof. Define r0 such that 1/r0 = 1 + |1/p − 1/2| then r ≤ r0. The following diagram is
commutative for any pair of Banach spaces X and Y
X∗⊗̂rY X∗⊗̂r0Y
Nr(X, Y ) Nr0(X, Y )
jr
j˜r j˜r0
ι
where jr and ι are the continuous injections (inclusions in this case). For any subspace Y
of a quotient space of an Lp-space, j˜r0 is injective (cf. Example 2.2.22 and Remark
2.2.21). The operator j˜r0 ◦ jr is also injective being the composition of two injections;
hence ι ◦ j˜r injective. It then follows that j˜r is injective which concludes that Y has APr.
The inclusion Nr ⊆ Nr0 together with Theorem 2.2.24 proves the second part: The
operator ideal Nr0 restricted to the subspaces of a quotient spaces of any Lp-spaces admits
nuclear as well as spectral trace and both of them coincide; therefore due to inclusion they
coincide on Nr(Y ) as well.
We now state and prove an analogue of the above theorem for the operator ideal Nr,p but
this time we do not restrict to a particular class of Banach spaces.
Theorem 3.4.2. If 1 ≤ p ≤ 2, 0 < s ≤ 1 and r be such that 1/r + 1/2 = 1/s + 1/p then
the followings hold:
1. Every Banach space X has APr,p.
2. The operator ideal Nr,p admits nuclear and spectral traces; moreover both of these
traces coincide.
Proof. For a Banach space X, if there exists a Banach space Y and u =
∑∞
i=1 λiy
′
i ⊗ xi ∈
Y ∗⊗̂r,pX such that u 6= 0 but the associated operator u˜ = 0. This would then imply that
u 6= 0 in the projective space Y ∗⊗̂piX as well. Therefore Hahn-Banach Theorem 1.6.2
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together with the identification of the dual space of the projective space with L(Y ∗, X∗)
given by trace, implies that exists an operator T ∈ L(Y ∗, X∗) such that
trace(T ⊗ I(u)) =
∞∑
i=1
λi < Ty
′
i, xi >= 1
Let us denote Ty′i = x
′
i for each i ∈ N. Notice that (T ⊗ I)u ∈ X∗⊗̂r,pX and the associated
operator ˜(T ⊗ I)u = u˜ ◦ T ∗ = 0. Consider the following factorization of the null operator
u˜ ◦ T ∗
X `∞ `1 `p X
A ∆λ ι B
where
A : X → `∞ A(x) = (< x′i, x >)∞i=1 for x ∈ X,
∆λ : `∞ → `1 ∆λ((ai)∞i=1) = (λiai)∞i=1 for (ai)∞i=1 ∈ `∞,
j : `1 ↪→ `p the natural inclusion,
B : `p → X B((ai)∞i=1) =
∞∑
i=1
aixi for (ai)
∞
i=1 ∈ `1.
Out of the above factorization of the zero operator we make the following commutative
diagram of related operators
X X
`p `p
O
A˜ A˜B
S
where
A˜ = ι ◦∆λ ◦ A, S = B ◦ A˜ =
∞∑
i=1
λiei ⊗ (< x′j, xi >)∞j=1 ∈ Nr(`p), O = u˜ ◦ T ∗.
Principle of related operators confirms that S has no nonzero eigenvalue (cf. Theorem
1.20.2 or [3, 150]). Applying Theorem 3.4.1 to S, we have that trace(S) = 0. But on
the other hand the nuclear trace of S is also defined and therefore,
0 = trace(S) =
∞∑
i=1
λi < x
′
i, xi >= 1
This contradiction insures u = 0 if u˜ = 0.
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The first part of this theorem provides the injectivity of j˜r,p : X
∗ ⊗r,p X → Nr,p(X) and
hence can be used to define the nuclear trace continuously on Nr,p. On the other hand
the operator ideal Nr,p admits a spectral trace due to “great” theorem of M. C. White
Theorem 1.23.10 or [28, Theorem 2.2]. Since Nr,p is an approximative quasi Banach
operator ideal and moreover the following inequality holds
|trace(T )| ≤ ‖T‖Nr,p .
Therefore, the trace extension theorem (cf. Theorem 1.22.3 or [3, 170]) concludes the
coincidence of spectral and nuclear traces on Nr,p.
3.4.2 Using inclusion Nr,p ⊆ Nr0,p
It might be the most easy argument since everything that we need to have was already
established in the previous chapter. We have used this argument in the beginning of this
chapter implicitly. Nevertheless, we provide below the full argument.
Theorem 3.4.3. Let 1 ≤ p ≤ 2, 0 < s ≤ 1 and r be such that 1/r+ 1/2 = 1/s+ 1/p. The
operator ideal Nr,p admits nuclear and spectral traces and both of them coincide.
Proof. Let r0 be such that 1/r0 = 1/2 + 1/p then r ≤ r0. Therefore we have the following
continuous embedding
Nr,p ⊆ Nr0,p
It has been established in the previous chapter (cf. Theorem 2.3.10), that Nr0,p admits
nuclear and spectral traces and moreover the coincide. Therefore, the restriction of these
traces on Nr,p also coincide and they are continuous as well.
3.4.3 Using Complex Analysis
We use here the entire function δ(ζ, T ) for any T ∈ Nr,p, its growth order not exceeding s
and simple but a powerful technique (Hadamard factorization) from complex analysis.
Theorem 3.4.4. Let 1 ≤ p ≤ 2, 0 < s ≤ 1 and r be such that 1/r+ 1/2 = 1/s+ 1/p. The
operator ideal Nr,p admits nuclear and spectral traces and both of them coincide.
Proof. For any Banach space X and any T ∈ Nr,p(X), the entire function δ(ζ, T ), given
below, is of order s (cf. Lemma 3.3.1).
δ(ζ, T ) = 1 + trace(T )ζ + . . . for all ζ ∈ C
On the other hand, the system of eigenvalues (µi(T ))
∞
i=1 is such that (µi(T ))
∞
i=1 ∈ `s, which
implies that δ(ζ, T ) admits the following factorization due to Hadamard theorem (cf. [14,
p. 26]) for the case s < 1.
δ(ζ, T ) =
∞∏
i=1
(
1 + µi(T )ζ
)
= 1 +
( ∞∑
i=1
µi(T )
)
ζ + . . . for all ζ ∈ C (3.5)
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Comparing the coefficients in the above two expression of δ(ζ, T ) we have
trace(T ) =
∞∑
i=1
µi(T )
The case s = 1 is covered already in the previous chapter and the same conclusion holds
as it holds in the case s < 1.
Remark 3.4.5. In the proof of above theorem we could also apply Lindelo¨f theorem after
Lemma 3.3.1 to cover all the case in one shot by getting the factorization of δ(ζ, T ) in
Eq. 3.5 (cf. Theorem 1.23.9 or [3, Theorem 4.8.9]).
We conclude this section with the following theorem which gives an interesting relation
between the approximation property of type (r, p) and the coincidence of spectral and
nuclear trace on Nr,p.
Theorem 3.4.6. Let 1 ≤ p ≤ 2, 0 < s ≤ 1 and r be such that 1/r+ 1/2 = 1/s+ 1/p. The
following statements are equivalent:
1. Every Banach space X has APr,p
2. The operator ideal Nr,p admits nuclear and spectral traces and both of them coincide.
Proof. 1 ⇒ 2 Already considered.
2⇒ 1. Suppose that there exists a Banach space Y and a nonzero u ∈ Y ∗⊗̂r,pX such that
the associated operator u˜ = 0. Therefore, u is non zero as an element of the projective
tensor product Y ∗⊗̂piX. Hahn Banach theorem (Theorem 1.6.2, [5]) together with
identification (Y ∗⊗̂piX)∗ = L(X, Y ∗∗) given by trace implies that there exists an operator
T ∈ L(X, Y ∗∗) such that
trace((I ⊗ T )u) =
∞∑
i=1
< y′i, Txi >= 1
where the tensor
I ⊗ T (u) =
∞∑
i=1
y′i ⊗ T (xi) ∈ Y ∗⊗̂r,pY ∗∗ ⊂ Y ∗∗∗⊗̂r,pY ∗∗
and the associated operator is T˜ ◦ u = T ◦ u˜ = 0 and therefore it admits no nonzero
eigenvalues. Apply the condition 2. in the statement to have
1 = trace(I ⊗ T (u)) =
∞∑
i=1
µiT ◦ u˜ = 0
Therefore, for every Banach space Y , the operator j˜r,p : Y
∗⊗̂r,pX → Nr,p(Y,X) is injective
or in other words, X has APr,p.
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3.5 The eigenvalue type of operator ideal Nr,p
In this section we aim to describe the eigenvalue type of the operator ideal Nr,p and find the
best possible constant for the estimate of the norm of eigenvalue system for all T ∈ Nr,p.
For this purposes we adopt two different ways: using previous developed theory in this
dissertation and the tensor stability techniques.
3.5.1 Using Nr restricted to subspaces of quotients of Lp-spaces
Theorem 3.5.1. Let 1 ≤ p ≤ 2, 0 < s ≤ 1 and r be such that 1/r+ 1/2 = 1/s+ 1/p. The
operator ideal Nr,p is of eigenvalue type `s.
Proof. For every Banach space X and every T ∈ Nr,p(X) with a representation
T =
∞∑
i=1
λix
′
i ⊗ xi,
where
(λi)
∞
i=1 ∈ `r, (x′i)∞i=1 ∈ `p′(X∗), (xi)∞i=1 ∈ `∞(X),
observe the following factorization
T : X `p′ `r `1 X
A ∆λ ι B
where
A : X → `p′ A(x) = (< x′i, x >)∞i=1 for x ∈ X,
∆λ : `p′ → `r ∆λ((ai)∞i=1) = (λiai)∞i=1 for (ai)∞i=1 ∈ `p′ ,
ι : `r ↪→ `1 the natural inclusion,
B : `1 → X B((ai)∞i=1) =
∞∑
i=1
aixi for (ai)
∞
i=1 ∈ `1.
We consider the following commutative diagram of related operators T and S from the
above factorization
X X
`p′ `p′
T
A
B˜
S
A
CHAPTER 3. EIGENVALUE DISTRIBUTION OF Nr,p, Nr,p AND SOME AP ’S 68
where,
B˜ = B ◦ ι ◦∆λ and S = A ◦ B˜ =
∞∑
i=1
λiei ⊗ (< x′j, xi >)∞j=1 ∈ Nr(`p′).
Principle of related operators implies that if (µi(T ))
∞
i=1 is the system of nonzero eigenvalues
-counted with their algebraic multiplicities- of T then it is the system of nonzero eigenvalues
of S even with the same multiplicities. Notice that
1
r
+
1
p′
=
1
s
+
1
p
− 1
2
+
1
p′
=
1
s
+ 1− 1
2
=
1
s
+
1
2
where p′ ≥ 2.
Now apply Corollary 3.1.8 to conclude that (µi(T ))
∞
i=1 ∈ `s.
3.5.2 Some Fredholm theory for Nr,p
In this section we first show that every Banach space has certain approximation property
which assures the existence of nuclear trace on Nr,p and then we find explicit expression
for the Fredholm determinant. We then continue to find the eigenvalue type of Nr,p.
Theorem 3.5.2. If 1 ≤ p ≤ 2, 0 < s ≤ 1 and r are such that 1/r+ 1/2 = 1/s+ 1/p, then
every Banach space X has AP r,p.
Proof. For a Banach space X, if there exists a Banach space Y and nonzero
u =
∞∑
i=1
λiy
′
i ⊗ xi ∈ Y ∗⊗̂r,pX,
such that the associated operator j˜r,p(u) = u˜ is null. It follows that u 6= 0 in the projective
space Y ∗⊗̂piX as well. Therefore, there exists a linear functional ϕ by Hahn-Banach the-
orem (cf. Theorem 1.6.2, [5]) and hence by the identification (X∗⊗̂piY )∗ = L(Y ∗, X∗),
an operator T ∈ L(Y ∗, X∗) such that
1 = ϕ(u) = trace(T ⊗ I(u)) =
∞∑
i=1
λi < Ty
′
i, xi >
Let us denote Ty′i = x
′
i for each i ∈ N. Thus
(y′i)
∞
i=1 ∈ `weakp′ (Y ∗) ⇒ (x′i)∞i=1 ∈ `weakp′ (X∗).
Notice that (T ⊗ I)u ∈ X∗⊗̂r,pX and the associated operator ˜T ⊗ I(u) = u˜ ◦ T ∗ ◦ piX = 0.
Consider the following factorization
T : X `p′ c0 `r `1 X
A ι2 ∆λ ι1 B
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where
A : X → `p′ A(x) = (< x′i, x >)∞i=1 for x ∈ X,
∆λ : c0 → `r ∆λ((ai)∞i=1) = (λiai)∞i=1 for (ai)∞i=1 ∈ c0,
ι1 : `r ↪→ `1 the natural inclusion,
ι2 : `p′ ↪→ c0 the natural inclusion,
B : `1 → X B((ai)∞i=1) =
∞∑
i=1
aixi for (ai)
∞
i=1 ∈ `1.
Out of the above factorization of the null operator we make the following commutative
diagram of related operators
X X
`p′ `p′
O
A AB˜
S
where
B˜ = B ◦ ι1 ◦∆λ ◦ ι2,
S = A ◦ B˜ =
∞∑
i=1
λiei ⊗ (< x′j, xi >)∞j=1 ∈ Nr(`p),
O = u˜ ◦ T ∗;
and ei are standard basis of unit vectors for `p. Principle of related operators confirms that
S has no nonzero eigenvalue (cf. Theorem 1.20.2, [3, p.150]). Applying Theorem
3.4.1 to S, we have trace(S) = 0. But on the other hand the nuclear trace of S is also
defined and therefore
0 = trace(S) =
∞∑
i=1
λi < x
′
i, xi >= 1.
This contradiction insures u = 0 if u˜ = 0.
As we are sure now, after the above theorem, about the existence of the nuclear trace on
Nr,p; therefore there exists a continuous Fredholm determinant δ(ζ, T ) on it given by
δ(ζ, T ) = 1 +
∞∑
n=1
αn(T )ζ
n for all ζ ∈ C.
More explicit description is given in the following proposition which we state without proof.
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Proposition 3.5.3. Let 1 ≤ p ≤ 2, 0 < s ≤ 1 and r be such that 1/r + 1/2 = 1/s + 1/p.
For any Banach space X and any T ∈ Nr,p(X) with T = ∑∞i=1 λix′i ⊗ xi,
αn(T ) =
∑
i1<...<in
λi1 . . . λin det(< x
′
iα , xiβ >)1≤α,β≤n
and moreover this expression is independent of any particular representation of T .
Theorem 3.5.4. Let 1 ≤ p ≤ 2, 0 < s ≤ 1 and r be such that 1/r+ 1/2 = 1/s+ 1/p. For
any Banach space X and any T ∈ Nr,p(X) the Fredholm determinant is of minimal type
and growth order at most s, i.e. given ε > 0 there exists M > 0 such that
|δ(ζ, T )| ≤M exp(ε|ζ|s) for all ζ ∈ C.
Proof. Fix ε > 0. Consider a representation T =
∑∞
i=1 λix
′
i⊗xi for T ∈ Nr,p(X) such that
‖(λi)∞i=1‖`r ≤ 2‖T‖Nr,p , ‖(x′i)‖`weak
p′ (X
∗) = 1, ‖(xi)∞i=1‖`∞ = 1
with (λi)
∞
i=1 is a nonnegative decreasing sequence. Consider the nuclear determinant δ(ζ, T )
δ(ζ, T ) = 1 +
∞∑
i=1
αn(T )ζ
n for all ζ ∈ C,
where
αn(T ) =
∑
i1<···<in
λi1 · · ·λin det(< x′iα , xiβ >)1≤α,β≤n.
We provide an upper estimate of the absolute value of the coefficients αn(u) for each n ∈ N.
|αn(u)| ≤
∑
i1<···<in
λi1 · · ·λin| det(< x′iα , xiβ >)|
≤
∑
i1<···<in
λi1 · · ·λin
n∏
β=1
(
n∑
α=1
| < x′iα , xiβ > |2
) 1
2
using Hadamard ineq.
≤
∑
i1<···<in
λi1 · · ·λin
n∏
β=1
n
1
p
− 1
2
(
n∑
α=1
| < x′iα , xiβ > |p
′
) 1
p′
≤
∑
i1<···<in
λi1 · · ·λinnn(
1
p
− 1
2
)
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Now fix nε > 0 to be chosen shortly. Using this estimate we have that:
|δ(ζ, u)| ≤ 1 + (λ1 + λ2 + . . .)|ζ|+ (λ1λ2 + . . .)22(
1
p
− 1
2
)|ζ|2 + . . .
≤
∞∏
n=0
(
1 + λnn
1
p
− 1
2 |ζ|
)
≤
n∏
n=0
(
1 + λnn
1
p
− 1
2 |ζ|
)
exp
( ∞∑
n=n+1
1
s
λsnn
s( 1
p
− 1
2
)|ζ|s
)
cf. [3, p. 219]
=≤
n∏
n=0
(
1 + λnn
1
p
− 1
2 |ζ|
)
exp
(
1
s
∞∑
n=nε+1
λs−rn n
s
r
−1λrn|ζ|s
)
≤
n∏
n=0
(
1 + λnn
1
p
− 1
2 |ζ|
)
exp
(
1
s
∞∑
n=nε+1
(nλrn)
s
r
−1λrn|ζ|s
)
≤
n∏
n=0
(
1 + λnn
1
p
− 1
2 |ζ|
)
exp
(
1
s
c
∞∑
n=nε+1
λrn|ζ|s
)
where c = supn (nλ
r
n)
s
r
−1 < +∞. Now choose n such that
1
s
c
∞∑
n=nε+1
λrn ≤
ε
2
.
Choose M > 0 such that
n∏
n=1
(
1 + λnn
1
p
− 1
2 |ζ|
)
≤M exp(ε
2
|ζ|s) for all ζ ∈ C.
Therefore
|δ(ζ, T )| ≤M exp(ε|ζ|s) for all ζ ∈ C.
3.5.3 Tensor stability and the eigenvalue type of Nr,p
Proposition 3.5.5. Let 1 ≤ p ≤ ∞ and 0 < r ≤ p. The operator ideal Nr,p is stable with
respect to the projective tensor norm pi; moreover for any Banach spaces X, X0, Y and
Y0 and for any S ∈ Nr,p(X,X0) and T ∈ Nr,p(Y, Y0) we have the following inequality
‖S⊗̂piT‖Nr,p ≤ ‖S‖Nr,p‖T‖Nr,p .
Proof. For any Banach spaces X, X0, Y and Y0 and any operators S ∈ Nr,p(X,X0) and
T ∈ Nr,p(Y, Yo) consider the representations
S =
∞∑
i=1
x′i ⊗ xi, T =
∞∑
i=1
y′i ⊗ yi
CHAPTER 3. EIGENVALUE DISTRIBUTION OF Nr,p, Nr,p AND SOME AP ’S 72
where
(x′i)
∞
i=1 ∈ `weakp′ (X∗) (xi)∞i=1∈ `r(X0)
(y′i)
∞
i=1 ∈ `weakp′ (Y ∗) (yi)∞i=1 ∈ `r(Y0),
such that
‖(x′i)∞i=1‖`weak
p′ (X
∗) = 1 ‖(xi)∞i=1‖`r(X0) ≤ ‖S‖Nr,p(1 + δ)
‖(y′i)∞i=1‖`weak
p′ (Y
∗) = 1 ‖(yi)∞i=1‖`r(Y0) ≤ ‖T‖Nr,p(1 + δ).
The operator S⊗̂piT : X⊗̂piY → X0⊗̂piY0 has one of its representations given by
S⊗̂piT =
∞∑
i,j=1
(x′i ⊗ y′j)⊗ (xi ⊗ yj).
We now show that (x′i⊗ y′j)∞i,j=1 ∈ `weakp′
(
(X⊗̂piY )∗
)
and (xi⊗ yj)∞i,j=1 ∈ `r(X0⊗̂piY0). First
notice that
‖(xi ⊗ yj)∞i,j=1‖`r(X⊗̂piY ) =
( ∞∑
i,j=1
pi(xi ⊗ yj)r
) 1
r
= (
∞∑
i,j=1
‖xi‖r‖yj‖r) 1r
= (
∞∑
i=1
‖xi‖r) 1r · (
∞∑
j=1
‖yj‖r) 1r
≤ ‖S‖Nr,p · ‖T‖Nr,p(1 + δ)2 (3.6)
For any double sequence (cij)
∞
i,j=1 ∈ `p(N×N) of scalars, where 1 < p <∞ (the case p = 1
is trivial),
ε
( ∞∑
i,j=1
cijx
′
i ⊗ y′j
)
= sup
{∣∣∣∣∣
∞∑
i,j=1
cij < x
′
i, x >< y
′
j, y >
∣∣∣∣∣ : x ∈ BX and y ∈ BY
}
≤
( ∞∑
i,j
|cij|p
) 1
p
· ‖(x′i)∞i=1‖`weak
p′ (X
∗) · ‖(y′i)∞i=1‖`weak
p′ (Y
∗)
≤
( ∞∑
i,j
|cij|p
) 1
p
(3.7)
This shows that the double sequence (x′i⊗ y′j)∞i=1 is weakly p′-summable (cf. Proposition
1.11.7) and moreover from Ineq. (3.7), we have the following inequality
‖(x′i ⊗ y′j)∞i,j=1‖`weak
p′ ((X⊗̂piY )∗) ≤ 1. (3.8)
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From Ineq. (3.6) and Ineq. (3.8), we can say that
S⊗̂piT ∈ Nr,p(X⊗̂piY,X0⊗̂piY0),
and moreover
‖(x′i ⊗ y′j)∞i,j=1‖`weak
p′ ((X⊗̂piY )∗)
· ‖(xi ⊗ yj)∞i,j=1‖`r(X0⊗̂piY0) ≤ ‖S‖Nr,p · ‖T‖Nr,p(1 + δ)2.
Taking infimum over all the representations of S⊗̂piT and then taking δ → 0, we get
‖S⊗̂piT‖Nr,p ≤ ‖S‖Nr,p · ‖T‖Nr,p .
Theorem 3.5.6. If 1 ≤ p ≤ 2, 0 < s ≤ 1 and r are such that 1/r+ 1/2 = 1/s+ 1/p, then
the operator ideal Nr,p is of eigenvalue type `s; and more importantly for any T ∈ Nr,p with
eigenvalues (µi(T ))
∞
i=1 -counted with their multiplicities- is from `s and
‖(µi(T ))∞i=1‖`s ≤ ‖T‖Nr,p .
Proof. For any Banach space X and any operator T ∈ Nr,p(X) consider one of its repre-
sentation
T =
∞∑
i=1
λix
′
i ⊗ xi,
where
(λi)
∞
i=1 ∈ `r, (x′i)∞i=1 ∈ `p′(X∗), (xi)∞i=1 ∈ `∞(X).
The system of nonzero eigenvalues (µi(T ))
∞
i=1 of T -counted with their algebraic
multiplicities- are related to the system of zeros (zi)
∞
i=1 of δ(z, u) by µi = −1/zi. Therefore,
Theorem 3.5.4 together with classical result of Hadamard 1893 and Jensen 1899 implies
that (µi(T ))
∞
i=1 ∈ `s,∞ (cf. Theorem 1.23.8 or [3, p.223]) and thus
(µi(T ))
∞
i=1 ∈ `s+ε˜ ∀ ε˜ > 0.
The Banach operator ideal Nr,p is stable with respect to the tensor norm pi as shown in
Proposition 3.5.5 and moreover
‖T ⊗pi T‖Nr,p ≤ ‖T‖2Nr,p .
We now apply Theorem 1.23.6 to conclude that Nr,p is of eigenvalue type `s and more
importantly
‖(µi(T ))∞i=1‖`s ≤ ‖T‖Nr,p .
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3.6 General Trace formulas for Nr,p
In this section, at least three different ideas can be described to provide the general
Grothendieck-Lidskiˇi type trace formulas but however, we state the result without proof
since the proof use word to word but with minor changes of those provided for the the
quasi Banach operator ideals Nr,p.
Theorem 3.6.1. If 1 ≤ p ≤ 2, 0 < s ≤ 1 and r are such that 1/r+ 1/2 = 1/s+ 1/p, then
the operator ideal Nr,p admits spectral and nuclear traces; moreover both these operators
coincide.
Although we have used every Banach space has AP r,p, but still if we somehow get the
trace formulas as described in the above theorem then we get following as a consequence,
i.e., the above theorem and the following corollary are equivalent and are true under the
assumptions.
Corollary 3.6.2. Let 1 ≤ p ≤ 2, 0 < s ≤ 1 and r be such that 1/r + 1/2 = 1/s + 1/p.
Then every Banach space X has AP r,p.
3.7 A remark on APr
Let X0 denote the class of all the Banach spaces such that Nr restricted to X0 admits
spectral trace where 0 < r ≤ 1. Notice from the current and the previous chapter that
every subspace of every quotient space of every Lp-space is in X0.
Theorem 3.7.1. Let 0 < r ≤ 1. Every X ∈ X0 has APr.
Proof. Let Y be a Banach space such that there exists a nonzero tensor element u =∑∞
i=1 λiy
′
i⊗xi ∈ Y ∗⊗̂rX with u˜ = 0. Therefore, u 6= 0 in Y ∗⊗̂piX and due to Hahn Banach
theorem (cf. Theorem 1.6.2), there exists T ∈ L(Y ∗, X∗) such that
trace(T ⊗ I(u)) = 1
The tensor T ⊗ I(u) = ∑∞i=1 λiTy′i⊗xi ∈ X∗⊗̂rX with the associated operator ˜T ⊗ I(u) =
z˜ ◦ T ∗piX = 0. Let us denote Ty′i = x′i for all i ∈ N; and define for each n ∈ N the finite
rank operator Rn =
∑n
i=1 x
′
i ⊗ xi for which trace(Rn) =
∑n
i=1 λi < xi′ , xi >. Since the
there is a unique trace on the finite rank operators therefore
1 ≤ |
n∑
i=1
λi < x
′
i, xi > |+ |
∞∑
i=n+1
λi < x
′
i, xi > |
= |trace(Rn)|+ |
∞∑
i=n+1
λi < x
′
i, xi > |
= |sptrace(Rn)|+ |
∞∑
i=n+1
λi < x
′
i, xi > |
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We use the continuity of spectral trace on Nr restricted to X0 and take limit n → ∞ on
both sides of the last inequality and we obtain
1 ≤ trace(z˜ ◦ T ∗) = sum of eigenvalues of z˜ ◦ T ∗ = 0
which provides a contradiction. Therefore, no such Banach space Y exists and hence
X0 ⊆ APr.
3.8 Counterexamples
In this section we show that our results presented in this and the previous chapters for the
eigenvalue type of the quasi Banach operator ideals Nr,p and N
r,p are sharp. At the end
we settle an open question posed by A. Pietsch & and A. Hinrichs [32].
Example 3.8.1. Let 1 < p ≤ 2 and 2/3 < r ≤ 1 be such that 1/r = 1/p + 1/2. There
exists Banach spaces V, E, u ∈ E∗⊗̂piV and S ∈ L(V,E) such that for every 1 ≤ p0 < p
we have
1. u ∈ E∗⊗̂r,1V
2. V has Grothendieck metric approximation property.
3. V is a space of type p0 and cotype 2.
4. I ⊗ S(u) ∈ E∗⊗̂r,p0E
5. trace(I ⊗ S(u)) = 1
6. ˜I ⊗ S(u) ≡ 0; in particular it does not have the nonzero eigenvalues.
Proof. Let X be the Enflo space (cf. [2], [3] and [20]); it is a Banach space such that
there exists a nonzero z ∈ X∗⊗̂piX such that z˜ ≡ 0 and
z =
∞∑
m=1
3·2m∑
n=1
m
1
2 2−
3m
2 x′nm ⊗ xnm,
where
‖x′nm‖ ≤ 1, ‖xnm‖ ≤ 1 for all n ∈ N, m = 1, 2, . . . , 3 · 2m.
Let (εm)
∞
m=1 be a sequence of positive real numbers such that
∞∑
m=1
1
m1+εm
<∞.
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Let us set
γm = 2 +
3m
2
,
1
q
=
1
qm
+
log2m
γ
m
,
where
1
q
=
3
2
− 1
r
.
Let us also set
Y = `q
(
(`qm)
∞
m=1
)
and notice that for every δ > 0
`q ⊆ Y ⊆ `q+δ or `(q+δ)′ ⊆ Y ∗ ⊆ `q′ .
A quick remark from above inequation: any bounded set of elements of Y is weakly (q+δ)-
summable. Let (enm) and (enm) be the standard unit vectors in Y and Y
∗ respectively.
Define
z0 =
∞∑
m=1
3·2m∑
n=1
2−
m
r m−
1+εm
r e′nm ⊗ xnm,
and T is the associated operator of the tensor
∞∑
m=1
3·2m∑
n=1
2−(
3
2
− 1
r )mm
1
2
+ 1+εm
r x′nm ⊗ enm.
Before we proceed further we notice that
∞∑
m=1
3·2m∑
n=1
(
2−
m
r m−
1+εm
r
)r
=
∞∑
m=1
3·2m∑
n=1
2−mm−(1+εm)
=
∞∑
m=1
3 · 2m2−mm−(1+εm)
= 3
∞∑
m=1
1
m1+εm
<∞,
which shows that
z0 ∈ Y ∗⊗̂r,q
′
X.
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For ‖x‖ ≤ 1
‖Tx‖ =
 ∞∑
m=1
(
3·2m∑
n=1
∣∣∣2−( 32− 1r )mm 12+ 1+εmr < x′nm, x >∣∣∣ 1qm
) q
qm
 1q
≤
 ∞∑
m=1
(
3·2m∑
n=1
(
2−(
3
2
− 1
r )mm
1
2
+ 1+εm
r
) 1
qm
) q
qm
 1q
=
( ∞∑
m=1
3
q
qm · 2mqqm 2−mq( 32− 1r )mq( 12+ 1+εmr )
) 1
q
≤ 3
( ∞∑
m=1
mq(
1
2
+ 1+εm
r )
2qm(
3
2
− 1
r
− 1
qm
)
) 1
q
(3.9)
Notice that
3
2
− 1
r
− 1
qm
=
1
q
− 1
qm
=
log2m
γm
m
equivalently m
(
3
2
− 1
r
− 1
qm
)
= log2m
γm .
It follows from Eq. (3.9) together with above observation that
‖Tx‖ ≤ 3
(
mq(
1
2
+ 1+εm
r
−γm)
) 1
q
. (3.10)
It follows from
q
(
1
2
+
1 + εm
r
− γm
)
= −(1 + εm)
and Eq. (3.10), that
‖Tx‖ ≤ 3
( ∞∑
m=1
1
m1+εm
) 1
q
<∞ for all x ∈ BX∗ .
It is clear that
(T ∗ ⊗ I) z0 ∈ X∗⊗̂piX (3.11)
is such that
trace ((T ∗ ⊗ I) z0) = trace(z) = 1
and
˜(T ∗ ⊗ I) z0 ≡ z˜ ≡ 0,
where T ∗ : Y ∗ → X∗ is the associated operator of the tensor
∞∑
m=1
3·2m∑
n=1
enm ⊗ x′nm
CHAPTER 3. EIGENVALUE DISTRIBUTION OF Nr,p, Nr,p AND SOME AP ’S 78
for some weakly (q + δ)-summable sequence in X∗ for every δ > 0 and
(z˜)∗ = ˜(I ⊗ T ∗) zt0 ∈ Nr,(q+δ)′(X∗).
Moreover
(I ⊗ T ∗) zt0 ∈ X∗∗⊗̂r,(q+δ)′X∗ for any δ > 0.
The statement now follows by setting
E := X∗, V := Y ∗, S := T ∗ and u = zt0.
Corollary 3.8.2. Let 1 < p ≤ 1 and r be such that 1/r = 1/2 + 1/p. There exists a
Banach space X such that for any p0 ∈ [1, p), it fails to have the approximation property of
type (r, p0). In other words, there exists a Banach space X such that for every p0 ∈ [1, p)
there exists a tensor element u ∈ X∗⊗̂r,p0X such that the trace(u) = 1 and the associated
operator u˜ is identically zero on X.
Example 3.8.3. Let 1 < p < 2 and r be such that 1/r = 1/p+ 1/2. There exists Banach
spaces E and V , tensor element u ∈ E∗⊗̂piV and S ∈ L(V,E) such that for every ε > 0
1. u ∈ E∗⊗̂r+ε,1V
2. V has Grothendieck metric approximation property.
3. I ⊗ S(u) ∈ E∗⊗̂r+ε,pE
4. trace(I ⊗ S(u)) = 1
5. ˜I ⊗ S(u) ≡ 0; in particular it does not have the nonzero eigenvalues.
Proof. Let X be the Enflo space (cf. [2], [3] and [20]); and a nonzero element z ∈ X∗⊗̂piX
having a representation
z =
∞∑
m=1
3·2m∑
n=1
m
1
2 2−
3m
2 x′nm ⊗ xnm
where
‖x′nm‖ ≤ 1, ‖xnm‖ ≤ 1 for all n ∈ N,m = 1, 2, . . . , 3 · 2m.
such that
z˜ ≡ 0.
Let
Y := `q
((
`3·2
m
q
)∞
m=1
)
,
(enm) and (e
′
nm) be sequences of unit vectors in Y and Y
∗ respectively. Let
z0 :=
∞∑
m=1
3·2m∑
n=1
2−
m
r mαe′nm ⊗ xnm
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and an operator T given by the tensor element
∞∑
m=1
3·2m∑
n=1
2−(
3
2
− 1
r )m
1
2
−αx′nm ⊗ enm
where α is chosen shortly. Notice that for every ε > 0 and any α ≥ 0
∞∑
m=1
3·2m∑
n=1
(
2−
m
r mα
)r+ε
=
∞∑
m=1
3 · 2m · 2−m(r+ε)r mα(r+ε)
= 3
∞∑
m=1
2−
mε
r mα(r+ε) <∞
For every ‖x‖ ≤ 1
‖Tx‖ =
( ∞∑
m=1
3·2m∑
n=1
(
2−
m
q m
1
2
−α |< xnm, x >|
)q) 1q
≤
(
3 · 2m2−mmq( 12−α)
) 1
q
= 3
( ∞∑
m=1
mq(
1
2
−α)
) 1
q
.
Choose α such that
q
(
1
2
− α
)
= −2 equivalently 1
2
+
2
q
= α.
It then follows that for every ‖x‖ ≤ 1
‖Tx‖ ≤ 3
( ∞∑
m=1
1
m2
) 1
q
<∞.
Notice that
z˜ = ˜(T ∗ ⊗ I) z0,
the operator T ∗ is given by the tensor
∞∑
m=1
3·2m∑
n=1
enm ⊗ x′nm
for some (x′nm) is a bounded sequence in Y and therefore (q+δ)-summable; for every ε > 0
(z˜)∗ ≡ ˜(I ⊗ T ∗) zt0 ∈ Nr+ε(X∗)
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and
trace
(
(I ⊗ T ∗) zt0
)
= trace ((T ∗ ⊗ I) z0) = trace (z) = 1.
The statement now follows by setting
E = X∗, V = Y ∗, S = T ∗, and u = zt0.
Corollary 3.8.4. Let 1 ≤ p ≤ 2 and r be such that 1/r = 1/2+1/p. There exists a Banach
space X such that for any r0 ∈ (r, 1], it fails to have the approximation property of type
(r0, p). In other words, there exists a Banach space such that for every r0 ∈ (r, 1], there
exists a tensor element u ∈ X∗⊗̂r0,pX such that trace(u) = 1 but the associated operator
is identically zero on X.
Example 3.8.5. Let 1 < p ≤ 2 and r be such that 1/r = 1/p + 1/2. There exists two
separable Banach spaces X and Z such that
1. Z∗∗ is separable with (Schauder) basis,
2. there exists u ∈ X∗⊗̂Z∗∗ with
u =
∞∑
i=1
x′i ⊗ z′′i
where (x′i)
∞
i=1 ∈ `weakp′0 (X
∗) for any 1 ≤ p0 < p and (z′′i )∞i=1 ∈ `r(Z∗∗),
3. u˜(X) ⊆ Z but u˜ : X → Z is not even nuclear.
Moreover there exists an operator S : Z∗∗ → Z such that
1. piZ ◦ S ∈ Nr,p0(Z∗∗) = Z∗∗∗⊗̂r,p0Z∗∗ for all p0 with 1 ≤ p0 < p,
2. the operator S is not nuclear,
3. trace ((I ⊗ piZ) ◦ S) = 1,
4. piZ ◦ S : Z∗∗ → Z∗∗ does not admit any nonzero eigenvalues.
Proof. Let X, z0 and T be as in the proof of Example 3.8.1; that is
z =
∞∑
m=1
3·2m∑
n=1
m
1
2 2−
3m
2 x′nm ⊗ xnm,
z0 =
∞∑
m=1
3·2m∑
n=1
2−
m
r m−
1+εm
r e′nm ⊗ xnm
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and the operator T is given by the tensor element
∞∑
m=1
3·2m∑
n=1
3 · 2−( 32− 1r )m 12+ 1+εmr x′nm ⊗ enm
such that
trace ((T ∗ ⊗ I) z0) = 1
and
˜(T ∗ ⊗ I) z0 ∈ Nr,p0(X∗) for all 1 ≤ p0 < p.
Let us write the tensor
(T ∗ ⊗ I) z0 =
∞∑
m=1
x′nm ⊗ xnm
where
(xm
′)∞m=1 ∈ `weakp′0 (X
∗), (xm)∞m=1 ∈ `r(X).
Let Z is a separable Banach space with Z∗∗ separable and has basis; and there exists a
quotient mapping Q : Z∗∗ → X with Ker(Q) = piZ(Z) such that Q∗(X∗) can be completed
in Z∗∗∗ (cf. [1] and [19]). It is possible to choose a (nonzero) lift v of (T ∗ ⊗ I)z0 inside
X∗⊗̂r,p0Z∗∗ such that
v =
∞∑
m=1
x′m ⊗ z′′m
where
(z′′m)
∞
m=1 ∈ `r(Z∗∗)
and the tensor element
(I ⊗Q) v = (T ∗ ⊗ I) z0
is such that
Q ◦ v˜ ≡ ˜(I ⊗Q) v ≡ ˜(T ∗ ⊗ I) z0 ≡ z˜0 ◦ T ≡ z˜ ≡ 0;
therefore
v˜(X∗) ⊆ piZ(Z)
moreover
trace ((Q∗ ⊗ I) v) =
∞∑
m=
< Q∗x′n, z
′′
n >
= trace ((I ⊗Q) v)
= trace ((T ∗ ⊗ I) z0)
= trace(z) = 1
Now choose S ∈ L(X,Z) such that
piZ ◦ S = v˜.
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It is clear that v˜ : Z∗∗∗ → X∗∗ is an element of Nr(Z∗∗∗, X∗∗). The operator is not even
nuclear; S is given by a nonzero tensor element
w =
∞∑
m=1
f ′n ⊗ gn ∈ X∗⊗̂piZ;
notice that
(Q∗ ⊗ piZ)w =
∞∑
m=1
Q∗(f ′n)⊗ piZ(gn) ∈ Z∗∗∗⊗̂piZ∗∗;
such that
trace ((Q∗ ⊗ piZ)w) =
∞∑
m=1
< f ′m, Q ◦ piZ(gm) >= 0,
and
˜(Q∗ ⊗ piZ)w =
∞∑
m=1
< f ′m, Q(·) > piZ(gm)
= piZ ◦ w˜ ◦Q
= piZ ◦ S ◦Q
= v˜ ◦Q.
Notice further that
trace ((Q∗ ⊗ I) v) = trace ((I ⊗Q∗) v)
= trace ((T ∗ ⊗ I) z0)
= trace(z) = 1; (3.12)
and Z∗∗ has the approximation property implies that
trace ((Q∗ ⊗ I) v) = trace ((Q∗ ⊗ piZ)w)
= 0 (3.13)
We get a contradiction from above two equations; thus S is not a nuclear operator.
Therefore, U0 can not be nuclear. On the other hand, U
∗
0 is r-nuclear.
For the other implications, set U = U0 ◦ ϕ : Z∗∗ → X → Z.
Corollary 3.8.6. For any 2/3 < r ≤ 1, there exists 1 < q ≤ 2, Banach spaces X, Z and
an operator U0 : X → Z such that Z∗∗ is separable and has basis, U∗0 ∈ Nr,q(Y ∗, X∗) but
U0 itself is not even nuclear.
•
Chapter 4
Banach spaces without
approximation property of type p
In this chapter we provide1 here a negative answer to the open question posed by
two Indian mathematicians Anil K. Karn and Deba P. Sinha at the very end of their
paper Compact operators which factor through subspaces of `p; [30]. They didn’t
know if there existed Banach spaces without approximation properties of type p for
1 ≤ p < 2. In fact the answer to the question was evident after [24] and [27] due to Oleg
Reinov. We didn’t know that the question was considered by Eve Oja et al. in [31] already.
If X is a Banach space and K is an absolutely convex compact subset in it, then we use
the symbol XK for the Banach space with the unit ball K (which is a subspace of X) and
by ΦK we mean the canonical embedding of XK into X. For full discussion on the matter
we refer to [10, Part I].
Definition 4.0.7 (The topology τp of pip compact convergence). For Banach spaces X
and Y , the topology τp of pip compact convergence is a locally convex linear toplogy on
Pp(X, Y ) such that for all absolutely convex compact sets K in X and ε > 0, the sets ωK,ε
defined by
ωK,ε := {T ∈ Pp(X, Y ) : pip (T ◦ ΦK) < ε}
defines a local base at 0 in (Pp(X, Y ), τp).
Let us recall the definition of λp on Pp(X, Y ) from [30].
Definition 4.0.8. Let X and Y be Banach spaces and let 1 ≤ p ≤ ∞. Given a compact
subset K ⊂ X we define a seminorm ‖ · ‖K on Pp(X, Y ) given by,
‖T‖K := inf
{
kdp(T ◦ ΦK)
}
Then the family of seminorms {‖ · ‖K : K ⊂ X is compact} determines a locally convex
topology λp on Pp(X, Y ).
1The discussion is from [33]
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Lemma 4.0.9. For every pair of Banach spaces X and Y both the topologies τp (of pip
compact convergence) and λp coincide on Pp(S, Y ), i.e., τp = λp.
Proof. The proof is evident after comparing [30, Theorem 3.1] which describes kdp (suit-
able to our purpose) and the definition of the topology τp of pip compact convergence.
Recall the approximation property of type p from [30].
Definition 4.0.10. A Banach space X is said to have approximation property of type p if
for every Banach space Y
Y ∗ ⊗Xλp = Pp(Y,X).
The following proposition is due to Oleg Reinov from [27]. But for the sake of completeness,
we provide here its proof.
Proposition 4.0.11. Let X and Y be Banach spaces and R be a subspace in Pr(Y,X)
containing the finite rank operators. Then the dual space (R, τp)
′ is isomorphic to a quotient
space of X⊗̂p′Y . More importantly the duality is given as: for any ϕ ∈ (R, τp)′, there exists
an element z ∈ X⊗̂p′Y such that,
ϕ(T ) = trace ((I ⊗ T ) z) for all T ∈ R(Y,X).
Proof. Let ϕ be a linear continuous functional on (R, τp). Then there exists a neighborhood
ωK,ε0 of 0 such that
|ϕ(T )| ≤ 1 for all T ∈ ωK,ε0 .
The compactness of ΦK implies that T ◦ ΦK ∈ QNp(YK , X). Now we consider the linear
space RK := {S ∈ QNp(YK , X) : S = T ◦ ΦK} of QNp(YK , X) and define a linear
functional ϕK on it by
ϕK(T ◦ ΦK) = ϕ(T ) for all S ∈ RK .
The linear functional ϕK turns out to be continuous since for every S with pip(S) ≤ νp(S) ≤
ε0, we have ϕK(S) = ϕ(T ) ≤ 1. Being a Banach space X, it can be isometrically embedded
inside C(K0) space for some compact set K0. Let us use the symbol j for this embedding.
Let us mention here that the the ideal QNp is injective. Now using Hahn Banach theorem,
extend ϕK to the full space QNp(YK , C(K0)) and let’s denote this extension with ϕ˜. Notice
that,
ϕ˜(jTΦK) = ϕK(TΦK) = ϕ(T ) for all T ∈ Pp(Y,X). (4.1)
Since QNp(YK , C(K0))
∗ = Ip′(C(K0), Y ∗∗K ) and more importantly the duality is given by
the trace that is for ϕ˜ ∈ QNp(YK , C(K0))∗ there exists Ψ ∈ Ip(C(K0), Y ∗∗K ) such that,
ϕ˜(S) = trace ((I ⊗Ψ)u) for all u ∈ Y ∗K ⊗ C(K0).
Moreover, for any sequence (Sn)
∞
n=1 converging to jTΦK in pip norm we have,
ϕ(jTΦK) = lim
n→∞
trace ((I ⊗Ψ)Sn) . (4.2)
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Now consider the operator Φ∗∗K ◦ Ψ : C(K0) → Y ∗∗K → Y which is p′-nuclear since ΦK is
compact and Ψ is p′ integral. Let
∑∞
n=1 fn ⊗ yn ∈ C(K0)∗⊗̂p′Y be a representation of
Φ∗∗K ◦Ψ. Put z =
∑∞
n=1 j
∗(fn)⊗ yn which is associated to the operator Φ∗∗K ◦Ψ ◦ j from X
to Y . We now show that
trace (I ⊗ S)z) = ϕ˜ (j ◦ S ◦ ΦK)
Notice that,
trace ((I ⊗ S)z) = trace
( ∞∑
n=1
j∗(fn)⊗ Syn
)
=
∞∑
n=1
< j∗(fn), Syn >
=
∞∑
n=1
< fn, jSyn >
= trace(jSΦ∗∗KΨ)
= trace ((jSΦK)
∗∗Ψ) , (4.3)
where (jSΦK)
∗∗Ψ : C(K0)→ Y ∗∗K → Y → X → C(K0). Since pip(Sn− jSΦK)→ 0 implies
that pip(S
∗∗
n − (jSΦK)∗∗)→ 0. Moreover if
S = Sn =
N∑
n=1
wn ⊗ gn ∈ (YK)∗ ⊗ C(K0).
then
trace(S∗∗n Ψ) =
∞∑
n=1
< Ψ∗wm, gm >
=
∞∑
n=1
< wn,Ψfn >
= trace ((I ⊗Ψ)S) .
Therefore,
trace ((jUΦK)
∗∗Ψ) = lim
n→∞
trace(S∗∗n Ψ)
= lim
n→∞
trace(ΨSn).
Now it follows from Eq.(4.2) and Eq.(4.3) that
ϕ˜(j ◦ S ◦ ΦK) = trace ((I ⊗ S)z) .
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Therefore, comparing it with Eq.(4.1), we have
ϕ(T ) = trace ((I ⊗ T )z) for all T ∈ R(Y,X).
Inversely, if z ∈ X∗⊗̂p′Y then define
ϕ(T ) = trace ((I ⊗ T )z) for all T ∈ R.
In order to show that the linear functional ϕ is bounded on (R, τp) we use here [27,
Lemma 1.2] to say that there exists an absolutely convex compact subset K of Y such
that z ∈ X∗⊗̂p′YK . Now for any T ∈ ωK,1, we have
|trace ((I ⊗ T ◦ ΦK)z) | ≤ ‖z‖X∗⊗̂p′YK · pip(T ◦ ΦK) ≤ C,
and we are done.
Corollary 4.0.12. (R, τp)
′ = (R, σ)′ where σ = σ(R,X∗⊗̂p′Y ). Thus, the closures of
convex subsets of the space Pp(Y,X) in τp and σ are the same.
Proposition 4.0.13. If the canonical map j : X∗⊗̂p′Y → Np′(X, Y ) is injective then
Pp(Y,X) = Y ∗ ⊗Xτp.
Proof. The injectivity of the canonical map j : X∗⊗̂p′Y → Np′(X, Y ) implies the coinci-
dence of the annihilator N(j)⊥ of kernal j with Pp(X, Y ∗∗). On the other hand, in any
case
N(j)⊥ = Y ∗ ⊗X∗
where on the right hand side we mean the closure with respect to the weak−∗ topology
the space Pp(Y,X
∗∗). Now using Corollary 4.0.12 we have,
Pp(Y,X) ∩ Y ∗ ⊗X∗ = Y ∗ ⊗Xτp
Therefore,
Pp(Y,X) = Y ∗ ⊗Xτp
For a reflexive space X, the dual to X⊗̂pY is equal to Pp(Y,X). Consequently, we have
the following,
Corollary 4.0.14. For a reflexive space X, the canonical mapping j : X∗⊗̂p′Y →
Np′(X, Y ) is injective if and only if
Y ∗ ⊗p Xτp = Pp(Y,X)
Corollary 4.0.15. For 1 ≤ p ≤ ∞ and for every Banach space X, the following are
equivalent:
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1. X has APp.
2. For each Banach space Y , X∗⊗̂p′Y
τp′
= Pp′(X, Y ).
3. For each reflexive Banach space Y , X∗ ⊗p′ Y τp′ = Pp′(X, Y ).
4. For each reflexive Banach space Y , X∗ ⊗p′ Y λp′ = Pp′(X, Y ).
It has been shown by Oleg Reinov in [23], [24], [26] that for each 1 ≤ p ≤ ∞, p 6= 2
there exists reflexive Banach spaces without APp. Therefore, we have the following
Corollary 4.0.16. For 1 ≤ p ≤ ∞ with p 6= 2, there are two reflexive Banach spaces X
and Y such that the natural map j : Y ∗⊗̂pX → Np(Y,X) is not injective and
X∗ ⊗p′ Y τp′ 6= Pp(X, Y )
Since the topologies τp of pip compact convergence and λp coincide, therefore we get first
Theorem 4.11 from [30] which reads:
“Theorem 4.11 Let p > 2. Then there is a Banach space that fails the
approximation property of type p.”
and then a negative answer to the following open question (at the end of the same paper
[30]) which reads:
“We do not know whether there is a Banach space which fails the approxi-
mation property of type p for 1 ≤ p < 2.”
The negative answer to above question is the following.
Theorem 4.0.17. Let 1 ≤ p 6= 2 ≤ ∞. Then there is a (reflexive) Banach space that fails
to have the approximation property of type p of [30].
•
Chapter 5
An overview
THE´ORE`ME1: Soit E un espace localement convexe, et soit u un noyau
de Fredholm de puissance p.e`me sommable dans E ′⊗E, ou` 0 < p ≤ 1. Alors
le de´terminant de Fredholm de u est une fonction entie`re d’ordre ≤ r, ou`
1/r = 1/p− 1/2, et de genre 0 si p ≤ 2/3. La saite (zi) des valeurs propres de
u est de puissance r.e`me sommable. Si E est un espace de Banach, alors(∑
i
|zi|r
) 1
r
≤ (Sp(u))
1
p
The above theorem is due to Alexander Grothendieck from his famous 1955 work ‘Produits
tensoriels topologiques et espaces nucle´ares’ [4]. It describes the rate of convergence of the
sequence of eigenvalues of p nuclear operators for p ≤ 2/3. He went further and proved
that not only nuclear and the spectral traces for such p nuclear operators are defined but
they also coincide. Unaware of what A. Grothendieck did -as we believe- V. B. Lidskiˇi
came up with almost similar conclusions in 1959 but for the class S1 of operators [18].
In particular, he proved that not only the the system of eigenvalues, counted with their
multiplicities, of any operator from S1 is from `1 but also that the nuclear and the spectral
traces are defined and coincide.
Every Hilbert space is a subspace of L2(ν) for some measure ν and every Banach space is a
subspace of an L∞(ν ′)-space for some measure ν ′; therefore we restate the above theorem
1Translation: Let E be a locally convex space, and let u be a Fredholm kernel which is pth power
summable in E′⊗E, where 0 < p ≤ 1. Then the Fredholm determinant of u is an entire funtion of
order≤ r, where 1/r = 1/p − 1/2 and type 0 if p ≤ 2/3. The eigenvalue sequence (zi) is rth power
summable. If E be a Banach space, then(∑
i
|zi|r
) 1
r
≤ (Sp(u))
1
p
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of A. Grothendieck as: Any 2/3 nuclear operator operator acting in a subspace of L∞(ν ′)-
space has absolutely summable eigenvalues -counted with their multiplicities- and moreover
its nuclear and the spectral traces are not only defined but they also coincide. The Lidkiˇi’s
result is restated in the same way as we just did for A. Grothendieck’s result but of course
L∞(ν ′) gets replaced by L2(ν) and the operator acting in a subspace of L2(ν)-space is from
S1. The next step is to somehow get an interpolation of these restatements. An idea
would be to consider now Lp(ν)-spaces for 2 ≤ p ≤ ∞ and look for “some” condition(s)
depending only on p which describes a subclass of nuclear operators acting in any subspace
of an Lp(ν)-space such that for any such operator we have absolutely summable eigenvalues
-counted with their multiplicities- and its nuclear and spectral traces are not only defined
but they coincide. For this in mind, we have provided an argument for the following
theorem in [34].
Theorem 5.0.18. Let 2 ≤ p ≤ ∞ and r be such that 1/r + 1/p = 3/2. For any subspace
Y of an Lp-space and for any T ∈ Nr(Y ) the following is true
1. the nuclear trace of T , trace(T ), is well defined.
2. if (µi(T ))
∞
i=1 is the system of eigenvalues of T -counted with their multiplicities- then∑∞
i=1 |µi(T )| <∞ and the spectral trace is well defined.
3. trace(T ) =
∑∞
i=1 µi(T ) = sptrace(T ).
If we choose p = 2 then r = 1 and therefore the coincidence of S1 with N1 shows that
we have the Lidskiˇi’s result and choice of p = ∞ implies that r = 2/3 and hence leads to
Grothendieck’s 2/3-result.
In fact we have also considered the case when 1 ≤ p < 2 and 1/r = 1/2 + 1/p. It is indeed
the dual case of the one that is described in the Theorem 5.0.18 and a little vaguely
speaking it can be derived from the previous case. So, for the full interval 1 ≤ p ≤ ∞, we
have shown the following theorem [34].
Theorem 5.0.19. Let 1 ≤ p ≤ ∞ and r be such that 1/r = 1 + |1/2 − 1/p|. For any
subspace Y of an Lp-space and for any T ∈ Nr(Y ) the followings are true
1. the nuclear trace of T , trace(T ), is well defined.
2. if (µi(T ))
∞
i=1 be the system of eigenvalues of T -counted with their multiplicities- then∑∞
i=1 |µi(T )| <∞ and the spectral trace is well defined.
3. trace(T ) =
∑∞
i=1 µi(T ) = sptrace(T ).
It would be really nice to have Theorem 5.0.19 for quotient spaces of Lp spaces and even
further, for any subspace of a quotient space of an Lp-space. We would like to remark
here that subspace of the quotient space of a Banach space X is the quotient of two of its
subspaces. We have the following theorem in this regard [35]:
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Theorem 5.0.20. Let 1 ≤ p ≤ ∞ and r be such that 1/r = 1 + |1/2 − 1/p|. For any
subspace Y of a quotient space of an Lp-space and for any T ∈ Nr(Y ) the followings are
true
1. the nuclear trace of T , trace(T ), is well defined.
2. if (µi(T ))
∞
i=1 is the system of eigenvalues of T -counted with their multiplicities- then∑∞
i=1 |µi(T )| <∞ and the spectral trace is well defined.
3. trace(T ) =
∑∞
i=1 µi(T )=sptrace(T).
The approximation properties are playing a non trivial role behind the scene. In the two
classical cases they have it automatically, but in the new cases described above one really
has to be careful. Well thanks to the a theorem from [25] due to Oleg Reinov,
“Let 1 ≤ p ≤ ∞ and r be such that 1/r = 1+ |1/2−1/p|, then any subspace
Y of any Lp space has APr”
We really needed this approximation property in order to use the density of the finite
rank operators in Nr(Y ) to get the coincidence of the nuclear and spectral traces.
The principle of related operators was quite important in the sequel as well. It assures
that if the following diagram of Riesz operators S and T is commutative then they have
the same non zero eigenvalues even with the same multiplicities [3].
X X
Y Y
T
A
B
S
A
Let 1 ≤ p ≤ 2 and r be such that 1/r = 1/p + 1/2. Consider the operator ideal Nr,p and
the surjective map j˜r,p : Y
∗⊗̂r,pX → Nr,p(Y,X).
A Banach space X has approximation property of type (r, p) if j˜r,p is injec-
tive.
On March 28, 2012, submitting his deep acknowledgements to Alexander Grothendieck on
his birthday, Oleg Reinov wrote an article [36] describing the eigenvalue type `1 of the
operator ideals Nr,p (:= N(r,p,1)) where 1 ≤ p ≤ 2 and 1/r = 1/2 + 1/p and providing an
argument for the existence and coincidence of spectral and the nuclear traces. We have
reconsidered main theorem of [36] and provided an alternate discussion in [37] of the
existence and the equivalence of the following two statements
1. Every Banach space has APr,p
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2. Let 1 ≤ p ≤ 2 and r be such that 1/r = 1/2 + 1/p. Then the approximative Banach
operator ideal Nr,p admits spectral and and nuclear traces and they coincide.
One could ask similar questions for the case 2 < p ≤ ∞ and 1/r + 3/2 = 1/p. Let us
mention that the analogous results follow from the observation that Nr,p ⊆ N1,2.
As a next step we have considered the operator ideals Nr,p where 1 ≤ p ≤ 2, 0 < s ≤ 1 and
r be such that 1/r+ 1/2 = 1/s+ 1/p and described its eigenvalue type. We have provided
and argument for the following theorem in [38].
Theorem 5.0.21. Let 1 ≤ p ≤ 2, 0 < s ≤ 1 and r be such that 1/r + 1/2 = 1/s + 1/p.
The operator ideal Nr,p is of eigenvalue type `s. Moreover, for any Banach space X and
any T ∈ Nr,p(X), if (µi(T ))∞i=1 is the system of the eigenvalues of T -counted with their
multiplicities- then
‖(µi)∞i=1‖`s ≤ ‖T‖Nr,p .
Notice that it includes the previous case as well which we obtain by setting s = 1 in it.
We adopted two different paths in proving Theorem 5.0.21. One includes a powerful
technique of Tensor stability of an operator ideal due to A. Pietsh. We have essentially
shown the following in [38],
Proposition 5.0.22. Let 1 ≤ p ≤ ∞ and 0 < r ≤ p. The operator ideal Nr,p is stable
with respect to the injective tensor norm ε. Moreover, for any Banach spaces X, X0 Y ,
Y0 and for any S ∈ Nr,p(X,X0) and T ∈ Nr,p(Y, Y0) we have the following inequality
‖S ̂̂⊗εT‖Nr,p ≤ ‖S‖Nr,p‖T‖Nr,p
For the second path, we have defined a class X(2;p), where p ≥ 2, of Banach spaces with
the following property:
X ∈ X(2;p) iff Pd2(`2, X) ⊆ Pp(`2, X)
The family X(2;p) is nonempty since for any measure ν, Lp(ν) ∈ X(2;p). It is interesting to
note that any subspace of any space in X(2;p) is again in there. This family is interesting
enough and we were able to derive the following therem in [38],
Theorem 5.0.23. Let p ≥ 2 and 0 < s ≤ 1 and r be such that 1/r + 1/p = 1/s + 1/2.
The operator ideals Nr restricted to the class Y(2;p) is of eigenvalue type `s, where
Y(2;p) :=
{
X : X is a subspace of a quotient space of some X1 ∈ X(2;p)
}
The family X(2;p) has been used to prove Theorem 5.0.21. We have the following in-
equality but the method adopted left a question mark on the sharpness of the constant in
it.
‖(µi)∞i=1‖`s ≤ C‖T‖Nr,p .
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We see that the the tensor stability in this case was much better and provided a sharp
inequality.
Now coming back to the Grothendieck-Lidskii type trace formulas, we have the following
theorem in [38],
Theorem 5.0.24. Let 1 ≤ p ≤ ∞, 0 < s ≤ 1 and r be such that 1/r = 1/s+ |1/2− 1/p|.
The following hold
1. Every subspace X of a quotient space of an Lp-space has APr.
2. The operator ideal Nr restricted to the class of subspaces of quotient spaces of Lp-
spaces admits nuclear and spectral traces and they moreover coincide.
As an application to the above theorem we have obtained the following
Theorem 5.0.25. Let 1 ≤ p ≤ 2, 0 < s ≤ 1 and r be such that 1/r + 1/2 = 1/s + 1/p.
The followings hold and are equivalent.
1. Every Banach space X has APr,p.
2. The operator ideal Nr,p admits nuclear and spectral traces and both of these coincide.
We essentially have shown that it is possible to obtain the above results in various ways
from reducing it to the earlier cases or using one variable complex function theory.
Considering the dual case Nr,p (:= N(r,1,p)), we have obtained the same results for it as
well. But it was really interesting to consider it separately than somehow reducing it to
Nr,p. The associated approximation property is of course there into the play. Essentially,
we have obtained the following
Theorem 5.0.26. Let 1 ≤ p ≤ 2, 0 < s ≤ 1 and r be such that 1/r + 1/2 = 1/s + 1/p.
The operator ideal Nr,p is of eigenvalue type `s and more importantly; for any Banach
space X and T ∈ Nr,p(X), if (µi(T ))∞i=1 is the system of eigenvalues -counted with their
multiplicities- then
‖(µi)∞i=1‖`s ≤ ‖T‖Nr,p .
Theorem 5.0.27. Let 1 ≤ p ≤ 2, 0 < s ≤ 1 and r be such that 1/r + 1/2 = 1/s + 1/p.
The following statements hold and they are equivalent:
1. Every Banach space has AP r,p
2. The operator ideal Nr,p admits nuclear and spectral traces and they coincide.
If X0 is the class of all the Banach spaces such that Nr restricted to it admits spectral
trace, then the following theorem is true.
Theorem 5.0.28. Let 0 < r ≤ 1. Every X ∈ X0 has APr.
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At this point it is really important for us to see if our results are sharp. For his we have
provided the following examples in [38]:
Example 5.0.29. Let 1 < p ≤ 2 and r be such that 1/r = 1/p+1/2. There exists Banach
spaces V, E, u ∈ E∗⊗̂piV and S ∈ L(V,E) such that for every 1 ≤ p0 < p we have
1. u ∈ E∗⊗̂r,1V .
2. V has metric approximation property (In the sense of Grothendieck).
3. V is a space of type p0 and cotype 2.
4. I ⊗ S(u) ∈ E⊗̂r,p0E.
5. trace(I ⊗ S(u)) = 1
6. ˜I ⊗ S(u) = 0 and hence it possesses no nonzero eigenvalues.
Example 5.0.30. Let 1 < p ≤ 2 and r be such that 1/r = 1/p + 1/2. Then there exists
Banach spaces V, E, u ∈ E∗⊗̂pi and S ∈ L(V,E) such that for every ε > 0, we have
1. u ∈ E∗⊗̂r+ε,1V
2. V has metric approximation property (In the sense of Grothendieck)
3. I ⊗ S(u) ∈ E∗⊗̂r+ε,pE
4. trace(I ⊗ S(u)) = 1.
5. ˜I ⊗ S(u) ≡ 0 and hence possesses no nonzero nonzero eigenvalues.
These examples show that there is no room for improvement in either variable r or p. In
a common paper of A. Pietsch and A. Hinrichs [32], they asked if it was true that for
0 < r < 1, Ndr ⊆ Nr?. We have provided a negative answer to this question in [38].
Example 5.0.31. Let 1 < p ≤ 2 and r be such that 1/r = 1p + 1/2. Then there exists
two separable Banach spaces X and Z such that
1. Z∗∗ is separable and has basis.
2. There exists u ∈ X∗⊗̂Z∗∗ with u = ∑∞i=1 xi ⊗ zi where (xi)∞i=1 ∈ `weakp0 (X∗) for any
1 ≤ p0 < p and (zi)∞i=1`r(Z∗∗).
3. u˜(X) ⊆ Z but u˜ : X → Z is not nuclear.
Moreover there exists an operator S : Z∗∗ → Z such that
1. kZ ◦ S ∈ Nr,p0 for all p0 with 1 ≤ p0 < p
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2. The operator S as a mapping from Z∗∗ to Z is not even nuclear.
3. trace(kZ ◦ S) = 1
4. kZ ◦ S : Z∗∗ → Z∗∗ does not admit any nonzero eigenvalues.
Let us explicitly mention the negative answer in the following
Corollary 5.0.32. For any 2/3 < r ≤ 1, there exists 1 < q ≤ 2, Banach spaces X, Z and
an operator U0 : X → Z such that Z∗∗ is separable an has basis, U0 ∈ Nr,q but U0 itself is
not even nuclear.
Independently and without knowing that it was considered by E. Oja et al. [31], we have
replied with a negative answer to the open question posed by two Indian mathematicians
Anil K. Karn and D. P. Sinha at the very end of [30]. They didn’t know if there existed a
Banach space without approximation property of type p for 1 ≤ p < 2. In fact the answer
to the question was evident after [24] and [27] due to O. Reinov. A Banach space X is
said to have approximation property of type p if for every Banach space Y ,
Y ∗ ⊗Xλp = Pp(Y,X)
Where the topology λp, they have defined in [30]. The following theorem was our reply.
Theorem 5.0.33. Let 1 ≤ p 6= 2 ≤ ∞. Then there is a (reflexive) Banach space that fails
to have the approximation property of type p of [30].
•
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