In this paper, we focus on the downlink ergodic sum rate of a single-cell large-scale multiuser MIMO system in which the base station employs N antennas to communicate with K single-antenna user equipments (UEs). A regularized zero-forcing (RZF) scheme is used for precoding under the assumption that each UE uses a specific power and each link forms a spatially correlated MIMO Rician fading channel. The analysis is conducted assuming that N and K grow large with a given ratio and perfect channel state information is available at the base station. New results from random matrix theory and large system analysis are used to compute an asymptotic expression of the signal-to-interference-plus-noise ratio as a function of system parameters, spatial correlation matrix, and Rician factor. Numerical results are used to validate the accuracy of asymptotic approximations in the finite system regime and to evaluate the performance under different operating conditions. It turns out that the asymptotic expressions provide accurate approximations even for relatively small values of N and K .
model, a number of practical factors such as correlation effects and line-of-sight (LoS) components need to be included, which occur due to the space limitation of user equipments (UEs) and the densification of the antenna arrays resulting in a visible propagation path from the UEs. For typical systems of hundreds of antennas and tens of UEs, Monte Carlo simulations become challenging, thereby making performance analysis of large-scale MIMO systems an important subject of research.
A. Major Contributions
In this paper, we consider the downlink of a single-cell large-scale MIMO system in which the base station (BS), equipped with N antennas, makes use of regularized zero-forcing (RZF) precoding to communicate with K single-antenna UEs. In particular, we are interested in evaluating the ergodic sum rate of the system when UEs transmit with different power levels and a power constraint is imposed at the BS. The analysis is conducted assuming that N and K grow large with a given ratio under the assumption that perfect channel state information is available at the BS. Differently from most of the existing literature [8] - [12] , we consider a spatially correlated MIMO Rician fading model, which is more general and accurate to capture the fading variations when there is a LoS component. Compared to the Rayleigh fading channel, a Rician model makes the asymptotic analysis of large-scale MIMO systems much more involved with the difficulty lying in handling the non-uniform power allocation across the UEs and the dependency between the precoding matrix and the non-centered channels. To overcome this issue, recent results from random matrix theory and large system analysis [12] - [14] are used to compute an asymptotic expression of the signal-to-interference-plus-noise ratio (SINR), which is eventually used to approximate the ergodic sum rate of the system. As shall be seen, the results are found to depend only on the system parameters, the spatial correlation matrix and the Rician factor. As a notable outcome of this paper, the above analysis provides an analytical framework that can be used to evaluate the performance of the network under different settings without resorting to heavy Monte Carlo simulations and to eventually gain insights into how the different parameters affect the performance. Further insights into the impact of the LoS components are obtained for simpler case studies. The conference version of this paper considers uniform power allocation, contains only a subset of the analysis and no technical proofs. Moreover, this paper further extends the random matrix theory results provided in [13] , that are instrumental to perform the large system analysis under Rician fading channels.
B. State-of-the-Art
The main literature related to this paper is represented by [8] , [11] , [15] - [17] . Tools from random matrix theory are used in [8] to compute the ergodic sum rate in a single-cell setting with Rayleigh fading and different precoding schemes while the multicell case is analyzed in [11] . In [15] , the authors investigate a LoS-based conjugate beamforming transmission scheme and derive some expressions of the statistical SINR under the assumption that N grows large and K maintains fixed. In [16] , the authors study the fluctuations of the mutual information of a cooperative small cell network operating over a Rician fading channel under the form of a central limit theorem and provide explicit expression of the asymptotic variance. In [17] , a deterministic equivalent of the ergodic sum rate and an algorithm for evaluating the capacity achieving input covariance matrices for the uplink of a large-scale MIMO are proposed for spatially correlated MIMO channel with LoS components. The analysis of the uplink rate with both zero-forcing (ZF) and maximum ratio combining (MRC) receivers is performed in [18] . In [18] , the authors derive tractable expressions for the achievable UL rate for ZF and MRC in the large-antenna limit, along with approximating results that hold for any finite number of antennas (N grows large and K is fixed). Based on these analytical results, the transmit power scaling law to meet a desirable quality of service is computed. A numerical analysis is used in [19] to show how LoS components may potentially improve the system performance and mitigate the pilot contamination problem. In [20] , a full-duplex multicell Massive MIMO systems is analyzed. A deterministic approximation of the UL achievable rate with MRC is derived based on random matrix theory. In [21] , a detailed achievable rate analysis of regular and large-scale single-user MIMO systems is presented under transceiver hardware impairments and Rician fading conditions.
C. Outline and Notation
The remainder of this paper is organized as follows. Next section introduces the system and channel models. The main results are provided in Section III, where the random matrix theory tools used in [13] are first extended and then use to compute deterministic approximations of the SINR under RZF precoding. A few case studies are also considered to get further insights into the effect of system parameters. Numerical results are used in Section IV to validate the theoretical analysis for systems of finite size and to investigate the performance of the network under different operating conditions. Finally, the major conclusions are drawn in Section V. All the technical proofs are presented in the Appendices.
The following notation is used throughout this paper. The superscript H stands for the conjugate transpose operation. The operator Tr(X) denotes trace of matrix X whereas X [k] indicates that the kth column is removed from matrix X. The Frobenius and spectral norms of a matrix X are denoted by ||X|| F and ||X|| 2 , respectively. The N × N identity matrix is denoted by I N whereas X = diag{x 1 , . . . , x N } is used to denote a N × N diagonal matrix of entries {x n }. A random variable x is a standard complex Gaussian variable if ∼ CN (0, 1). We use a n − b n → 0 to denote a n − b n → n→∞ 0 (almost surely (a.s.)) for two (random) sequences a n , b n .
II. SYSTEM AND CHANNEL MODELS
We consider the DL of a network in which K UEs are served by a single BS equipped with N antennas. Denoting by g i ∈ C N the precoding vector associated to UE i , the received signal y k at a generic UE k takes the form [8] 
where ς i ∼ CN (0, p i ) is the data symbol intended to UE i with variance p i ≥ 0, h k ∈ C N is the random channel vector from the BS to UE k, and n k ∼ CN (0, σ 2 ) accounts for thermal noise. As shown next, the parameter ξ normalizes the average transmit power. For analytic tractability, we assume that the BS has perfect channel state information. The precoding matrix G = g 1 . . . g K ∈ C N×K is designed according to the RZF scheme as follows [8] 
where H = [h 1 , . . . , h K ] ∈ C N×K is the aggregate channel matrix, λ > 0 is the so-called regularization parameter and ξ is chosen to satisfy the following power constraint ξ
where P = diag{ p 1 , . . . , p K } and P T > 0 denotes the total available transmit power. Plugging (2) into (3) yields
Under the assumption of Gaussian signaling, i.e., ς k ∼ CN (0, p k ) and single-user detection with perfect channel state information at the receiver, the SINR γ k of UE k takes the form
The rate r k of UE k is given by r k = log 2 1 + γ k whereas the ergodic sum rate is defined as
where the expectation is taken over the random channel vectors {h k : k = 1, . . . , K }. We assume that h k = √ β k w k where β k accounts for the large-scale channel fading gain of UE k and w k ∈ C N is the small-scale fading channel component. The latter is modeled as
where z k ∈ C N is assumed to be Gaussian with zero mean and identity covariance matrix, i.e., z k ∼ CN (0 N , I N ), andz k ∈ C N is a deterministic vector. The scalar ρ ≥ 0 is the Rician factor whereas the matrix 1/2 is obtained from the Cholesky decomposition of ∈ C N×N , which accounts for the channel correlation matrix at the BS antennas. To make the problem analytically tractable, we consider a system with a common UE channel correlation matrix [8] , [22] , [23] . Despite possible in principle, the extension to the case in which UEs have different channel correlation matrices is mathematically much more involved and it is left for future work. In practice, the considered scenario may arise in networks wherein the UEs are clustered on the basis of their covariance matrices such that UEs with different covariance matrices are put in different clusters [22] , [24] .
III. MAIN RESULTS
We aim to exploit the statistical distribution of the channel matrix H = [h 1 . . . h K ] ∈ C N×K and the large dimensions of N and K to compute a deterministic approximation of γ k , which will be eventually used to find an approximation of the ergodic sum rate. In doing so, we assume the following grow rate of system dimensions:
Assumption 1: The dimensions N and K grow to infinity at the same pace, that is:
A. Preliminaries
To begin with, we call
and compute the eigendecomposition of 1/2 to obtain 1/2 = U H D 1/2 U with U ∈ C N×N being unitary. Then, we rewrite H as follows H = √ N U H where is defined as
with X = UZ, Z = [z 1 , . . . , z K ], A = UZ and
Plugging H = √ N U H into (2) and (4) yields
and
To derive a deterministic equivalent of the SINR under RZF precoding, we require the following assumptions on the correlation matrix and on the matrix A collecting the LoS components of UE channels [8] , [13] , [14] . They are a common way to model that the array gathers more energy as N increases and also that this energy originates from many spatial dimensions. Assumption 2: As N, K → ∞, lim sup N || || 2 < ∞ and inf N 1 N Tr( ) > 0. Assumption 3: As N, K → ∞, lim sup N ||A|| 2 < ∞ and inf N 1 N Tr(A) > 0. Let us also introduce the fundamental equations that are needed to express a deterministic equivalent of γ k . We start with the following set of equations:
with
which admit unique positive solutions in the class of Stieltjes transforms of non-negative measures with support R + [13] , [14] . The matrices T and T are approximations of the resolvent
for any sequence of matrices B ∈ C N×N andB ∈ C K ×K and
for any integer p and any sequence of vectors u ∈ C N with uniformly bounded norm. For later convenience, we also observe that
Then, in Table I we define the deterministic quantities that will be extensively used in the remainder of this paper. Also, we denote by a the th column of matrix A and callt , d andd the th diagonal elements of matrices T, D and D, respectively.
B. A Useful and New Result
The following theorem represents a major contribution of this paper as it extends the results in [13] . This theorem is required to cope with the channel model in (7) and forms the mathematical basis for the subsequent large system analysis of RZF precoding. Particularly, it provides deterministic equivalents of quadratic forms and normalized traces involving two occurrences of the resolvent matrix Q. This problem was addressed in [8] , [25] for various random matrix models associated with centered random matrices, and recently with non-centered random matrices [13] . This latter scenario is [13] for specific functionals, as discussed later on. Theorem 1: Let C ∈ C N×N be a sequence of deterministic matrices whose spectral norms are uniformly bounded in N.
Let v ∈ C N be a sequence of deterministic vectors whose Euclidean norms are uniformly bounded in N. Assume that θ(v, C) and χ(C) are defined as follows:
Then, we have that:
with F(C) and ϑ(C) given by
Proof: The proof is given in Appendix A and unfolds using the same approach in [13] , which basically consists in replacing (by using the resolvent identity) one occurrence of the random matrix Q in (23) and (24) with T. A sum of different random quantities is thus obtained. Each quantity is handled separately using random matrix theory tools. In doing so, however, we end up with expressions that are much more involved of those in [13] .
As mentioned above, Theorem 1 is not just an extension of the results in [13] but also a key tool for the subsequent large system analysis. As detailed in Appendix B, the asymptotic analysis of the SINR given in (5) requires not only to consider v = a for any ∈ {1, . . . , K } and C = D as done in [13] but also v = a and C = C = k = α k a k a H k for any ∈ {1, . . . , K } and any scalar coefficients {α k ; k = 1, . . . , K }. For the reader convenience and to facilitate the derivation in Appendix B, both cases are addressed in the following two corollaries.
Corollary 1: If C = D and v = a for some ∈ {1, . . . , K }, then (25) and (26) 
whereγ is given in Table I , t K =1 are the diagonal elements ofT and
Also, we have that
Proof: If C = D and v = a then ϑ(C) = ϑ and F(C) = F as defined in Table I . To prove (30), we rely on the following relation between T and T which can be found in [13, Eq. 3.12] :
or, equivalently,
The following identity, whose proof can be found in [13, pag. 48] , is also needed
By using (33), we obtain:
which (35) allows to rewrite as
with given by (31) . From the identity in (22) , we have that:
By plugging (39) and (41) into (29), we obtain (30) .
is a deterministic sequence that is bounded uniformly in K and N, we obtain:
Moreover, F(C ) and ϑ(C ) simplify as
Proof: By applying Theorem 1, we obtain:
By using the same techniques as in the proof of Corollary 1, we obtain
By using (39) and (41), F(C ) reduces to (up to an error O(N −1 ))
whereas takes ϑ(C ) the form in (45). As those in Theorem 1, the expressions provided in Corollaries 1 and 2 are rather complicated and do not allow to get any interesting insight. However, this is not of primary importance for our purpose. What is important is that they are eventually instrumental to get fairly simple and illustrative asymptotic approximations of the SINR in (5) under different operating conditions.
C. Asymptotic Analysis
Theorem 1 plays a key role in proving the following theorem, which summarizes one of the major results of this paper.
Theorem 2: Let Assumptions 1 -3 hold true. Then,
where s k is given by
Proof: The proof is very much involved and is given in Appendix B. It basically relies on results in random matrix theory [13] , [14] as well as on those provided in Corollaries 1 and 2.
The asymptotic expressions (50) and (51) provide some insights into the basic behavior of large-scale MU-MIMO systems with RZF under Rician fading channels. Following [26] , the first term in the denominator is referred to as non-coherent interference because it vanishes with 1/N as N → ∞ and K is kept fixed [26] . Accordingly, the second term
is called coherent interference since it maintains constant with respect to N as the signal term. This is a consequence of the intracell interference generated by the LoS components, as it follows from (16) .
We are ultimately interested in the individual rates {r k } and the ergodic sum rate r E . Since the logarithm is a continuous function, by applying the continuous mapping theorem and the dominated convergence theorem, from the almost sure convergence results of Theorem 2 it follows that r k − r k → 0 almost surely with [8] 
An approximation of r E is obtained as follows [8] 
The asymptotic approximation of r E will be shown to be very tight, by means of numerical results in Section IV, even for systems with finite dimensions. This means that, when applied to practical networks, such approximations can be used to evaluate the spectral efficiency of the network without to carry out extensive Monte Carlo simulations, which require to compute the precoding scheme in (2) (and the corresponding SINR in (5)) for any given realization of channel vectors {h k ; k = 1, . . . , K }. This requires to compute the inverse of a matrix of size min(N, K ), which becomes computationally demanding when N, K increase as envisioned in large-scale MU-MIMO systems. Moreover, these operations must be performed over a sufficiently large number of channel realizations to obtain a good estimate of the expected spectral efficiency of the system. All this makes the complexity incurred by the Monte Carlo methodology prohibitively high in large-scale MU-MIMO systems. On the other hand, the methodology based on the asymptotic analysis allows to evaluate the spectral efficiency of the system by only using the macroscopic statistics of the channels; that is, there is no need to generate a large number of channel vectors and to take an average over all these realizations. This allows a significant computational saving. In addition to all this, evaluating the performance of a system with a Monte Carlo methodology does not allow to get any analytical insight into the system itself. This is why asymptotic analyses are abundant in communication theory.
To get further insights from the asymptotic expression provided in Theorem 2, we now look to the limiting case in which N → ∞ with K /N → 0. 1 Corollary 3: If N → ∞ with K /N → 0 and there exists i, k such that i = k and a H k a i → 0, then, under Assumptions 2 and 3, we have that max k γ k − γ k → 0 with: 1 The limiting case N → ∞ and K /N → 0 can be retrieved from the results of Theorem 2 because in all approximations (including variance control or mean approximation), the error can be bounded by C/N α (K /N ) β for some constant C, and integers α and β. This ensures that the error remains bounded as K /N → 0.
with T now given by
and t k ; k = 1, . . . , K denote its diagonal elements. Proof: The proof follows from the results of Theorem 2 by noticing that
Nλ 2 Tr(D) → 0. The above corollary shows that when N grows at a faster rate than K the asymptotic interference towards UE k does not necessarily vanish as it depends on the LoS components {a i ; i = 1, . . . , K } through T given in (16) . In particular, unlike Rayleigh fading, it depends on the inner products between the vector a k and all other vectors a i with i = k. If the BS is equipped with a uniform linear array (ULA) and LoS vectors a k and a i are either aligned in the complex plane or have an angular difference that scales as 1/N α with α ≥ 1, then a H k a i (or equivalently h H k h i /N) does not vanish asymptotically. Both cases belong to the category of scenarios for which the favorable propagation conditions are not satisfied [27] .
This means that UEs satisfy asymptotically favorable propagation conditions [27] . Then, we have that:
Proof: The proof easily follows from noticing that under favorable propagation conditions, i.e., a H k a i → 0 ∀i = k, the matrix T becomes asymptotically diagonal such that
In agreement with [18] , [27] , the above corollary shows that if the MIMO Rician fading channel results in favorable propagations, then the interference vanishes as N grows unbounded, and consequently the ergodic sum rate grows unbounded, as N → ∞. In practice, this can only be achieved if some UEs are dropped from service [28] .
D. Case Studies
Further illustrative case studies are considered next to get additional insights into the effect of system parameters.
To begin with, we assume that the BS antennas are uncorrelated. This is equivalent to assuming that = I N . Then, we have that:
Corollary 5: Let Assumptions 1 and 3 hold true. If = I N , then max k γ k − γ k → 0 with:
If futhermore a H k a i = 0, the matrix T becomes diagonal and thus the coherent interference
The proof follows by noting that when D = I N , α = ϑ and V = F. Replacing these quantities into the expressions of Theorem 2 yields (60).
Consider now the case for which only the channel of the UE of interest, i.e, UE k, is characterized by a Rician fading channel, whereas a Rayleigh fading channel model is valid for all other UEs with indexes i = k. Assume also that a k 2 = β k ρ 1+ρ . Then, we have that [ D] k,k = β k 1+ρ and [ D] i,i = β i for i = k, which is slightly different from the original setting described by (9) . Under the above circumstances, the following result is found: 
whereδ is the unique solution of the following equation:
Proof: By substituting the expressions of A and D into (16) and (17), from (14) and (15) (using the fact that A has rank 1) we get (63) and
Also, it is found thatt k = 
By using the results above, we can also prove that
By substituting (65) and (66) into (59) yields (62), after some standard calculus.
The results of Corollary 6 coincide with those obtained for the case in which all UEs experience Rayleigh fading propagations. This means that the asymptotic expression of the SINR for a given UE k is independent from its own channel model if all the other UEs are affected by Rayleigh fading.
To gain further insights into the impact of the Rician factor ρ, assume that the channel can be simply modeled as = I N , D = β 1+ρ I K and A H A = ρβ 1+ρ I K . In this case, the following result holds true:
Corollary 7: Let Assumption 1 holds true. Assume furthermore that D = β 1+ρ I K , A H A = ρβ 1+ρ I K and = I N . Letδ be the unique positive solution to the following third order equation in x
Define ϑ as:
Then, max k γ k − γ k → 0 with:
Proof: We start by proving (67). For the specific considered case,δ simplifies tõ
.
(74)
The right-hand-side of (73) can be rewritten as:
from which we obtain
By plugging (77) into (74), we obtain (67) after some standard calculus. Once the equation involvingδ is established, the expressions of the interference and ψ follow after tedious but straightforward calculations. To this end, we need to compute the asymptotic expressions of and ϑ as a function β, N K and ρ. Let us start with simplifying F. Since T is proportional to identity, and using the fact thatδ 
Following the same arguments,θ can be rewritten as:
To proceed further, we observe that multiplying the left and right hand sides of the following relation
with T yields
Using the relation TA I K + δ D −1 = I N +δD −1 A T, we obtain:
Hence, we have that
Plugging (78), (79) and (84) into in Table I 
Plugging (78) into the above equation yields (72). We are now left with simplifing the expression of the interference term given in Corollary 5. Notice thatγ l are all equal tõ γ = N K F 1+ρ β . Hence,
Plugging (87) 
This completes the proof. Corollary 7 can be used to investigate the behavior of the signal power and interference for large values of the Rician factor ρ. Indeed, when ρ 1 it is easy to see that δ = O(1/ρ). This is becauseδ is a deterministic equivalent of 1 N Tr(DQ), which can be bounded above and below by constants proportional to 1/ρ. With this observation at hand, from (67) we have that
By using the above identities, we have that satisfies the following equation:
By plugging these results into (71) and (72), we obtain:
Moreover, the deterministic equivalent of the signal power can be also approximated by:
All of this shows that the SINR increases as the Rician factor ρ grows. In addition to this, from Corollary 7 it follows that the asymptotic sum rate for RZF takes the form:
does not depend on k. Hence, the power allocation policy that maximize the sum rate in (97) subject to 1 K TrP = P with p k ≥ 0 is the uniform power allocation p * k = 1 K Tr(P) for all k ∈ {1, . . . , K }. 
IV. NUMERICAL RESULTS
MC simulations are now used to validate the above asymptotic analysis for a network with finite dimensions. 2 We consider a cell of radius R = 250 m. We use the standard correlation model [ ] i, j = η |i− j | and assume that the large scale coefficients β k are obtained as [22] , [29] 
The parameter κ > 2 stands for the pathloss exponent, x k denotes the distance of UE k from the BS, x > 0 is a cut-off parameter where L x is a constant that regulates the attenuation at distance x. We assume κ = 3.5, L x = −86.5 dB and x = 25 m. The results are obtained for 5000 channel realizations assuming that the UEs are randomly distributed in the circular region between x m and R = 250 m. We assume that the BS is outfitted with a uniform linear array, such that the nth entry ofz k is given by
where θ k is the angle of arrival associated with UE k and chosen such that sin θ k is uniformly distributed between [−σ A , σ A ] with σ A being a constant controlling the angular spread of the LoS components at the BS. The transmit power P T is fixed to 10 Watt and the regularization parameter λ is computed as λ = σ 2 E β −1 k /P T , where the expectation is taken over the distribution of the UEs' positions. Fig. 1 illustrates the average rate per UE when N grows large and K is kept fixed to 20. The correlation factor is set to η = 0.5 and σ A takes the following values {0.4, 0.1, 0.05} while the Rician factor is ρ = 1. The red curves are obtained using MC simulations whereas the black ones are obtained using the closed-form approximation of Theorem 2. As seen, the approximation matches perfectly with the MC simulations for any N. Therefore, we may conclude that the large system analysis is accurate even for networks of finite size. As seen, the average rate per UE improves as the angular spread increases (e.g., large values of σ A ). This is because the spatial separation or diversity of the LoS components of the different UEs increases as σ A grows. A relatively good performance is achieved even for quite small values of σ A . This means that a tiny spatial separation of the LoS vectors is not substantially detrimental for interference mitigation when ρ = 1 (which corresponds to the case in which the non-LoS and LoS components have the same strength).
The impact of the Rician coefficient ρ is investigated in Figs. 2 and 3 for N = 250 and K = 50 with different values of σ A . As before, the approximation matches perfectly with the MC simulations for any ρ. Fig. 2 shows that, if σ A is relatively small, the average rate reduces with ρ since the LoS vectors tend to be closely aligned in space, the average rate decreases as ρ grows. This is a consequence of the high inter-user interference. However, as σ A increases Fig. 3 shows that an increase in the Rician coefficient has a positive effect on the rate performance. These results are in line with those reported in [28] , wherein it is shown that large-scale MIMO systems benefit from LoS contributions when these are relatively different among the UEs.
V. CONCLUSIONS
This paper analyzed the ergodic sum rate in the downlink of a single-cell large scale multi-user MIMO system operating over correllated Rician fading channels. A regularized zero-forcing precoding is employed under the assumption of perfect channel state information. Stating and proving new results from large-scale random matrix theory allowed us to provide accurate approximations of the SINRs of different UEs, from which the average rate expressions were obtained. Such approximations were shown to depend only on the system parameters (number of antennas and UEs) as well as on the long-term channel statistics; that is, the Rician factor and the spatial correlation matrix of UEs. Interesting insights were obtained and analytically characterized through a few illustrative examples. A set of Monte Carlo simulations were presented in order to illustrate the accuracy of the provided approximations and to show how they can lead to important insights into how the different parameters affect the network performance. To allow further investigation, the code used for Monte Carlo simulations was provided.
APPENDIX A PRELIMINARIES AND USEFUL RESULTS
We start definingQ = H + λI 
Let δ andδ be the solutions to the following set of equations:
The matrices T and T are respectively approximations of the resolvent matrices Q andQ = H −zI K −1 such that
for any sequence of matrices B ∈ C N×N and B ∈ C K ×K and
for any integer p and any sequence of vectors u ∈ C N with uniformly bounded norm. Let us also introduce the following results and technical identities that will be extensively used in the remainder. Define the N × N matrix T k for k = 1, . . . , K as:
where A [k] is A where column j has been removed while D [k] is D where row and column k have been removed. We shall recall the following results that have been proved in [13] and [14] . 1) Let u N and v N be two sequences of deterministic complex N × 1 vectors with bounded Euclidean norm. For any integer p, There exists a constant K p such that:
2) Let b be a N × 1 vector. The following identity holds true:
3) For = 1, . . . , K ,
4) For any = 1, . . . , K and integer p, there exists a constant K p such that:
APPENDIX B DETERMINISTIC EQUIVALENT FOR θ(v, C) AND χ(C)

B.1) Deterministic Equivalent for θ(v, C)
We begin by observing that
where (a) follows from applying the resolvent identity 3 and (b) is obtained by using (16) and Q −1 = H − λI N . Plugging the above expression into (23) leads to θ(v, C) =
Notice that Z 2 will be compensated by some terms in Z 4 . This can be taken as a rule of thumb whenever the resolvent identity is used for computing deterministic equivalents (see [13] ). Therefore, we restrict ourselves to the development of Z 1 , Z 3 and Z 4 . Let's start with Z 1 . From (103), it follows that:
By using (106), we may write Z 3 = Z 3,1 + Z 3,2 with
where {q } are the diagonal elements ofQ. We can prove that at the cost of an error O(N − 1 2 ), we can replace in Z 3,2 , q byt and a H Q η by a H T a by using (116) and (119). Since the treatment of these terms is alike, we provide only the details concerning the replacement ofq byt . Let be given by:
Using Cauchy-Schwartz inequality:
From (119), E|q −t | 2 (1 + η H Q η ) 2 (a H Q η ) 2 = O(N − 1 2 ) and hence, = O(N − 1 2 ). Hence, we obtain that
By using (106) and replacingq witht , U 2 can be further developed as:
By writing η η H = a a H + a y H + y y H + y a H , it turns out that only a y H produces non-vanishing terms. Therefore, computing the expectation over y and using rank-one perturbation arguments [25, Lemma 7] we have:
By using Lemma 5.2 in [13] , we finally get:
By collecting the above results and using the relation λt = 1−λt a H T a 1+d δ , we obtain:
The first term in the above expression will be compensated by some terms in Z 4 and as such will not be worked out further. The second term contains χ(C) given by (24) unveiling the interplay between θ(v, C) and χ(C). Let's now move to the computation of Z 4 . By using Qη = λq Q η , we obtain:
λt v H TE a a H Q CQv (140)
λt v H TE y y H Q CQv (141)
λt v H TE y a H Q CQv (142)
Since Z 41 will be compensated by the first term in Z 3 , only the other terms will be considered. Let's start with Z 42 . Using as usual the key decomposition in (106) along with the same techniques allowing the replacement ofq byt , we obtain:
The third term in the above right-hand side is of order O(N − 1 2 ). For the same reasons, we can substitute in the second term y H Q CQ y byd 1 N TrEDQCQ. Moreover, in the first term Q can be replaced by Q, which is in passing can be proven by decomposing Q as Q = Q − Q + Q and using (106) along with the arguments developed so far. We thus obtain:
We look now to Z 43 and Z 44 . Using the same technicalities, we can prove that:
Gathering all these results together, we end up with the following expression for Z 4 :
The first two terms in Z 4 will be cancelled with Z 2 and some terms in Z 3 . We finally obtain:
Equation (151) establishes a relation between θ(v, C) and the unknown quantities E 1 N TrDQCQ and E a H Q CQ a . Quantity E a H Q CQ a can be related to θ(a , C) as:
This can be proven by substituting in E a H QCQa , matrix Q by Q − λq Q η l η H Q as per (106), and controlling the vanishing terms. To determine θ(v, C), it is easy to see that we need a second equation between E a H QCQa and E 1 N TrDQCQ . This is the objective of the subsequent section.
B.2) Deterministic Equivalent for χ C
By using the resolvent identity and then handling each term separately (derivations are similar to before, and hence details are omitted), after some calculations we obtain 
By multiplying both sides byd m (1+d m δ) 2 and summing over m, we obtain:
from which, by using (152), we obtain (156) on the top of next page. By defining the following quantities
we can write (156) as:
Let ϑ(C) = 1 N TrDTCT. We also write (153) as: 
Plugging the above expression into (161), we thus obtain after some calculations:
In particular, if C = D we obtain:
Let η k denote the kth column of . Then, the SINR at UE k can be rewritten as:
from which it follows that γ k can be expressed as functionals of the resolvent matrix Q. By applying (106), we obtain
. Plugging (168) into (167) yields:
where we have defined
Therefore, computing an asymptotic approximation for γ k requires to determine asymptotic approximations forq kk , s k and ψ. From (119), it easily follows thatq kk −t kk a.s. −→ 0. The computation of the asymptotic approximations for s k and ψ is more involved and is addressed in the following.
C.1) Deterministic Equivalent for s k
The computation of a deterministic equivalent for the interference term s k is much more involved. In short, the approach taken in the remainder basically relies on showing that the interference term s k is asymptotically given by the weighted sum of two terms, whose approximations depend on quantities in the same form of those of Theorem 1. Simplifications are then performed by combining both deterministic equivalents.
We 
From the convergence result ofq kk established above, we have:
Due to finite rank perturbation arguments, we can easily show that:s
However, the replacement of Q k by Q ins k,2 is not allowed.
To determine the error incurred by such a replacement, we shall study the following quantity:
Using Lemma 1 in Appendix B along with the approximations in (116) and (119), we thus obtain:
Using (117) and (118), we thus obtain:
which proves that:
We thus obtain:
a.s. −→ 0.
(176)
C.2) Deterministic Equivalent fors k,1
To begin with, observe that:
As seen the replacement ofq byt allows to expresss k,1 as classical quadratic form -up to a vanishing term O(N − 1 2 ). By taking the expectation with respect to η , we obtain:
(179) To proceed further, we rewrite the two terms above as function of Q (rather than Q ). By applying twice Lemma 3.1 [13] , the first term is such that:
The second term in (179) is a quadratic form (not a normalized trace) and thus cannot be treated in the same way. We need to develop E a H QDQa . By using (106), we obtain:
By using (116) and (119) and taking the expectation with respect to η , we obtain:
From the results of (118) and (117), the above expression can be equivalently rewritten as function of T as follows:
Plugging the above results into (177) yields:
which turns out to be only a function of E 1 N TrDQDQ and E a H QDQa . Corollary 1 and Corollary 2 are now used to get deterministic equivalents for both terms. We thus obtain:
C.3) Deterministic Equivalent fors k,2
To begin with, we expands k,2 as:
Since max(q ,t ) ≤ λ −1 , we have:
To control 1 , we make use of the Jensen and Cauchy-Schwartz inequality such that:
One can easily convince himself that the same arguments used for 1 allow to replace a H Q a k with a H T a k in 2 with an inducing error of order O(N − 1 2 ). This is because the difference a H Q a k − a H Ta k would behave like y H Q a k . We thus obtain:
Noting that Q is bounded yields 2 = O(N − 1 2 ). Taking the expectation with respect to η , we obtain:
We can easily prove (details are omitted) that due to the normalization factor 1 N , it is possible to replace up to an error O(N −1 ) Q by Q, leading to: 
C.3) Deterministic Equivalent for ψ
To begin with, we apply Lemma 2 in Appendix C to ψ = 1 K TrP H Q 2 . In doing so, we obtain:
Then, observe that (using the same calculus for s k ): 
Using Theorem 1, we obtain (194) on the bottom of this page. From the relation TA(I K +δD) −1 = (I N +δD) −1 A T, it is easy to see that 
