We show that there is a polynomial-time algorithm with approximation guarantee 3 2 + ε for the s-t-path TSP, for any fixed ε > 0.
INTRODUCTION
The traveling salesman problem (TSP) has played a crucial role in combinatorial optimization for many decades. Despite a lot of research, Christofides' classical 3 2 -approximation algorithm from 1976 is still unbeaten. However, this ratio holds only if the tour is to begin and end in the same point. For the more general problem where the given endpoints of the tour can be distinct (the st-path TSP), the classical algorithm achieves only the approximation ratio s.t .
x (δ (U )) ≥ 2 for ∅ ⊂ U ⊆ V \ {s, t },
x (δ (v)) = 2 forv ∈ V \ ({s} {t }),
x (δ (v)) = 1 forv ∈ {s} {t },
x (e) ≥ 0 for e ∈ E.
(1)
Note that we wrote {s} {t } instead of {s, t } in order to have a correct formulation even in the case s = t; in this case, the second and fourth lines of constraints are empty. Held and Karp [6] observed that every feasible solution to this LP is a convex combination of incidence vectors of spanning trees (plus one edge if s = t) of (V , E). Hence, the cost of the cheapest spanning tree S is at most c (x * ) for an optimum LP solution x * . Our algorithm will not need the degree constraints and works with the following relaxation: min c (x ) s.t . x (δ (U )) ≥ 2 for ∅ ⊂ U ⊆ V \ {s, t },
Although we do not need this fact, we remark that both LPs have the same value. 1 The purpose of the matching M in Christofides' algorithm is to correct the parities of the vertex degrees. Recall that T := {v ∈ V : |S ∩ δ (v)| odd} {s} {t } is the set of vertices with wrong parity. A T -join is an edge set J such that the odd-degree vertices in (V , J ) are precisely the elements of T . Since c is a metric, the minimum cost of a matching on T equals the minimum cost of a T -join, and this is the minimum cost of a vector y in the T -join polyhedron [3] y ∈ R E ≥0 : y(δ (U )) ≥ 1 for U ⊂ V with |U ∩ T | odd .
Therefore, the cost of the matching M is at most c (y), for any vector y in this polyhedron. Since it bounds the cost of parity correction, we call a vector y in the polyhedron (3) a parity correction vector. reference ratio Hoogeveen [7] 1.667 An et al. [1] 1.618 Sebő [10] 1.6 Vygen [14] 1.599 Gottschalk and Vygen [5] 1.566 Sebő and van Zuylen [11] 1.529
If s = t, the LP implies x * (C) ≥ 2 for every cut C and we can choose y = 1 2 x * . Thus we get c (M ) ≤ 1 2 c (x * ). This shows an upper bound of 3 2 on the integrality ratio and on the approximation ratio of Christofides' algorithm [2] . This is Wolsey's analysis [15] .
From now on, we will assume s t. Call a cut δ (U ) (for ∅ U ⊂ V ) narrow if x (δ (U )) < 2. Narrow cuts are the reason why Wolsey's argument fails for s t. An et al. [1] showed that the narrow cuts form a chain. They considered LP (1) , but the degree constraints are not needed and the same proof works:
≥0 be a feasible solution to the Linear Program (2) . Then there are
Moreover, all of these sets can be computed by n 2 minimum cut computations in the graph (V , E) and thus in polynomial time.
Proof. Let X , Y ⊆ V such that x (δ (X )) < 2, x (δ (Y )) < 2, and s ∈ X ∩ Y . By the LP constraints, we have t X and t Y . Suppose neither X ⊆ Y nor Y ⊆ X . Then, X \ Y and Y \ X are both nonempty and contain none of the vertices s and t. Thus,
a contradiction. To prove that the narrow cuts can be computed efficiently, we observe that for each narrow cut C ∈ N , a pair {v, w } of vertices exists such that C is the only narrow cut separating v and w. Thus, by computing a minimum capacity v-w-cut (with respect to capacities x) for all pairs {v, w } of vertices, we will find all narrow cuts. Narrow cuts were the focus of Ref. [1] and all subsequent approximation algorithms (cf. Table 1) . They all also proved upper bounds on the integrality ratio. Our recursive dynamic programming approach is completely different. On a very high level, we guess (by a dynamic program) which of the narrow cuts are crossed only once by an optimum s-t-tour and which are crossed at least three times. We partition the instance at the narrow cuts that are crossed only once and strengthen the LP by requiring value at least three at the other narrow cuts. We call the dynamic program recursively on the sub-instances. For any ε > 0, a fixed number of recursion levels yields the approximation ratio 3 2 + ε. Very recently, our approach has been improved and simplified by Zenklusen [16] . He obtained the approximation ratio 3 2 by considering not only the narrow cuts but all s-t-cuts with value less than three.
Neither our algorithm nor Zenklusen's yields an upper bound on the integrality ratio. The currently best known upper bound on the integrality ratio is 1.5284, obtained by a new analysis of the Sebő-van Zuylen algorithm [11, 13] .
14:4 V. Traub and J. Vygen If we enforce x (C ) ≥ 3 for all busy cuts C ∈ N i on all levels l > i, a nonnegative combination of the LP solutions x * l with the coefficients in the second column is a cheap parity correction vector for any tree (V , S ) with |S ∩ C | = 1 for every lonely cut C.
OUTLINE OF OUR ALGORITHM
We start with a high-level overview, sketching the key idea.
We will compute a spanning tree (V , S ) and a parity correction vector in the T -join polyhedron (3) for T := {v ∈ V : |S ∩ δ (v)| odd} {s} {t }. The parity correction vector will be a nonnegative combination of LP solutions. If x * 1 is an optimum solution to the LP (2), 1 2 x * 1 would be good, but it is insufficient for narrow cuts C with |C ∩ S | even. Note that s-t-cuts C = δ (U ) with |C ∩ S | odd are irrelevant because for these sets |{v ∈ U : |S ∩ δ (v)| odd}| is odd and thus |U ∩ T | = |{v ∈ U :
Let N 1 be the set of narrow cuts of the LP solution x * 1 and let H be a fixed optimum s-t-tour. As all narrow cuts are s-t-cuts, we have for each narrow cut C that |C ∩ H | is odd. Suppose we know the partition N 1 = L . ∪ B of the narrow cuts into lonely cuts (cuts C ∈ N 1 with |C ∩ H | = 1) and busy cuts (cuts C ∈ N 1 with |C ∩ H | ≥ 3). Then we can compute a cheapest spanning tree (V , S ) with |S ∩ C | = 1 for all lonely cuts C ∈ L. This can be easily done in polynomial time because the lonely cuts form a chain. However, 1 2 x * 1 is still insufficient for busy cuts. Knowing the busy cuts, we can add the constraint x (C) ≥ 3 for all C ∈ B to the LP and obtain a second solution x * 2 . Since x * 2 (C) is big where x * 1 (C) was insufficient, we can combine the two vectors; for example,
is an LP solution with value at least 5 3 at every cut C L (while x * 1 could only guarantee ≥ 1). The second LP solution x * 2 has new narrow cuts, which again can be lonely or busy. Adding additional constraints x (C) ≥ 3 for the new busy cuts, we get a third LP solution x * 3 , and so on. Table 2 shows how these LP solutions can be combined to a cheap parity correction vector. (We remark that we could also choose the fractions uniformly, in this case 1 7 each, but it would require more levels to obtain the same approximation ratio.)
If we knew not only the lonely cuts but also the lonely edges, i.e., the edge e ∈ C ∩ H for every C ∈ L, then we could partition the original instance at the lonely cuts, solve separate LPs for the sub-instances, and combine the solutions. See Figure 1 .
Of course, the main difficulty is that we do not know which cuts are lonely and which are busy, and we do not know the lonely edges. However, for each possibility of two subsequent lonely cuts δ (U 1 ) and δ (U 2 ) with {s} ⊆ U 1 ⊂ U 2 ⊆ V \ {t } and lonely edges {v 1 , w 1 } and {v 2 , w 2 } with v 1 ∈ U 1 , w 1 , v 2 ∈ U 2 \ U 1 and w 2 ∈ V \ U 2 , we can consider the instance with vertex set U 2 \ U 1 and s = w 1 and t = v 2 . See Figure 2 . There are O (n 4 ) such instances (due to Proposition 1.1). For each such instance, we compute a spanning tree and an LP solution (recursively), and we combine these by dynamic programming. The dotted (red and gray) narrow cuts are busy, but only the red (densely dotted) busy cuts will be passed to the next level because they have s on the left and t on the right. The gray (loosely dotted) busy cuts will automatically have value at least 3 as the proof will reveal. 
Note that the vertices w 1 and v 2 might be identical.
The output of the dynamic program is a spanning tree (V , S ) and an LP solution y. We set
∪ J ), and shortcut. To bound the cost of J , we will show that (
y is a parity correction vector, where k denotes the number of levels in our recursive dynamic program.
Before we get into the details, let us mention one more subtle point. The busy cuts of previous levels can intersect several sub-instances. For a sub-instance on U 2 \ U 1 with s = w 1 and t = v 2 , we will only pass a busy cut C = δ (U ) to this sub-instance if U 1 ∪ {s } ⊆ U ⊆ U 2 \ {t }. For the other busy cuts C (gray in Figure 1 ), the inequality x (C) ≥ 3 will follow automatically from combining the LP solutions returned by the sub-instances and the lonely edges.
THE RECURSIVE DYNAMIC PROGRAM
In this section, we describe the dynamic programming algorithm in detail. We call the algorithm recursively with a fixed recursion depth k. We also fix coefficients λ 1 > λ 2 > · · · > λ k > 0. Before describing our algorithm, we first explain the role of these coefficients. Our dynamic program yields a spanning tree and an LP solution y 1 such that λ 1 y 1 is a parity correction vector, where
The LP solution y 1 will be a convex combination of LP solutions x * 1 , . . . , x * k such that We will choose the coefficients Table 2 for an example.) The coefficient λ l is the total fraction by which the LP solutions x * l , . . . , x * k contribute to our parity correction vector. More precisely, this contribution is
for some LP solution y l . In our algorithm, we will use the following recursive formula for our parity correction vector λ 1 y 1 . We have
We give the precise choice of the constants k and λ i (i ∈ [k]) depending on ε in Section 4. Now we describe the dynamic programming algorithm. The input to the dynamic program (see Figure 3 ) consists of
The output of the dynamic program is -a tree (W , S ); -a vector y ∈ R E ≥0 , which will contribute to the parity correction vector; and
We remark that for computing an s-t-tour, it is sufficient to return the tree (W , S ) and the cost of the vector y. The chain L and the explicit vector y are added only for the purpose of analysis.
The dynamic programming algorithm first computes an optimum solution x * to the following linear program. min c (x )
The vector x * restricted to edges e ∈ E[W ] is a feasible solution of Linear Program (2) for the instance of the metric s-t-path TSP with vertex set W and s = s and t = t . It is still useful that x * is a vector in the entire space R E because we will add vectors for different sub-instances later. We consider the relevant set of narrow cuts
By Proposition 1.1, N forms a chain, i.e., there exist sets
If we have l = k, i.e., we are on the final level k, we return the vector y := x * and a minimum cost tree (W , S ). Moreover, we return L = ∅.
Otherwise, i.e., if l < k, we will apply our algorithm recursively to all possible sub-instances that could occur by partitioning N into busy and lonely cuts and choosing lonely edges. Then we combine these sub-instances optimally. There can be exponentially many ways to combine the sub-instances, but we can find an optimum combination by dynamic programming. We describe the dynamic program as a shortest path search in a directed auxiliary graph D. The vertices of D correspond to the different states/table entries of the dynamic program and the arcs correspond to possible sub-instances. More precisely, we construct a directed auxiliary graph D with vertices
and arcs The next step of the algorithm is to compute weights for the arcs of the digraph D. For an arc
We call the dynamic program with
-s = w 1 and t = v 2 , -B = B a , and -the level l + 1.
Let the output of this application of the dynamic program be the tree (U 2 \ U 1 , S a ), the vector y a ∈ R E ≥0 , and the chain L a of cuts C. Then we define the cost of the arc a ∈ E(D) to be
Before we explain the reason for choosing the arc costs like this, we complete the description of our algorithm. We compute a shortest (W s , ∅, s )-(V \ W t , t , ∅)-path P in the auxiliary digraph D with respect to the arc costs d. (V m+1 , v m+1 , w m+1 ) = (V \ W t , t , ∅) be the vertices of the path P visited in exactly this order (see Figure 4) . We denote the arcs of P by
We combine the spanning trees of the sub-instances and the guessed lonely edges to a spanning tree S on the entire set W :
Similarly, we combine the LP solutions: let
where χ f j is the incidence vector of f j (i.e., χ f j f j = 1 and χ f j e = 0 for e ∈ E \ {f j }). Define y to be the following convex combination of x * and y :
We set
and return the edge set S, the vector y and the set L.
We can now give intuition for the arc costs d. The contribution of arc a = ((U 1 , v 1 , w 1 ), (U 2 , v 2 , w 2 )) of P to the spanning tree S consists of S a and the edge {v 2 , w 2 } (if w 2 ∅). The contribution to the parity correction vector is λ l +1 (y a + χ {v 2 ,w 2 } ) because λ l +1 is the total fraction by which the LP solutions of levels l + 1, . . . , k contribute to our parity correction vector. See Equation (4).
PROPERTIES OF THE DYNAMIC PROGRAM
In this section, we show several important properties of the output of the dynamic program. We show all these properties by induction on k − l, i.e., to prove them, we assume that they hold for all levels l with l < l ≤ k. First, we show that the set L of all guessed lonely cuts (in all levels) forms a chain.
Lemma 4.1. L is a chain of (W s ∪ {s })-(W t ∪ {t })-cuts.
Proof. If l = k, we have L = ∅. So we may assume l < k. If a cut C belongs to L, it is a cut δ (V j ) for some j ∈ [m] or is contained in L a for some a ∈ E (P ). Recall that
Moreover, all cuts δ (V j ) for j ∈ [m] are in the set N of narrow cuts, which implies
Now consider the cuts L a j for j ∈ {0, 1, . . . ,m}. By induction on k − l, the cuts in L a j are a chain of cuts of the form δ (U ) for a set U with
remains a chain when adding the sets L a for all a ∈ E (P ).
Next, we show that each of our guessed lonely edges belongs to only one guessed lonely cut.
Proof. Assume an edge f j for j ∈ [m] is contained in a cut C ∈ L a for some a ∈ E (P ). As the edge f j is contained in neither δ (V j−1 ) nor δ (V j+1 ), one endpoint is in V j \ V j−1 and the other endpoint is in V j+1 \ V j . Using Lemma 4.1, this implies a = a j−1 or a = a j . If a = a j−1 , the endpoint v j of f j is contained in V j and plays the role of t in the dynamic program computing the tree S a . This implies, by Lemma 4.1, that for a cut C ∈ L a , we have C = δ (U ) for some U with V j−1 ⊆ U ⊆ V j \ {v j }, and hence, f j C = δ (U ). For the case a = a j , a symmetric argument shows f j C for C ∈ L a j . Now we show that we indeed construct a spanning tree that crosses the guessed lonely cuts only once.
Lemma 4.3. The graph (W , S ) is a tree. For every cut C ∈ L, we have |S ∩
Proof. For level l = k, the chain L is empty, and hence, the statement is trivial. So assume l < k.
By the construction of the digraph D, we have
is a tree for every j ∈ {0, 1, . . . ,m}. The edges f j (for j ∈ [m]) connect these trees to a tree spanning W . We observe that
By induction, we have |S a ∩ C | = 1 for all a ∈ E (P ) and C ∈ L a . Moreover, note that edges of S a are not contained in any cut C ∈ L \ L a . As observed above, the tree (W , S ) is constructed such that S ∩ δ (V j ) = { f j } for every j ∈ [m]. Thus, it only remains to show that an edge f j for j ∈ [m] can not be contained in a cut C ∈ L a for any a ∈ E (P ), which is precisely the statement of Lemma 4.2. Now, we bound the cost of the spanning tree S and the contribution λ l · y to the parity correction vector.
Lemma 4.4. For levels l < k, the cost d (P ) of the path P equals the cost c (S ) + λ l +1 · c (y ) of the tree S and the vector λ l +1 · y .
Proof. We have
and
Together with the Definition (6) of the arc cost in D, this shows d (P ) = c (S ) + λ l +1 · c (y ).
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We fix an optimum s-t-tour H . We say an input W s ,W t , s , t , B to the dynamic program is consistent with the tour H if H (traversed from s to t) visits s before t and the s -t -path in H contains exactly the vertices in V \ (W s ∪ W t ), and |H ∩ C | 1 for every cut C ∈ B. We say that a pathP in the auxiliary digraph D is consistent with the tour H if -δ (U ) ∩ H = {{v, w }} for every (U , v, w ) ∈ V in (P ), and -for every cut C ∈ N \ {δ (U ) : (U , v, w ) ∈ V in (P )}, we have |H ∩ C | 1, where V in (P ) denotes the set of inner vertices of the pathP. Note that for parity reasons,
We denote by H [s ,t ] the edge set of the unique path from s to t that is contained in the path (V , H ).
Lemma 4.5. If the input to the dynamic program is consistent with the tour H , we have
Proof. If the input of the dynamic program is consistent with the tour H , the incidence vector of H [s ,t ] is a feasible solution to the Linear Program (5), and thus,
For l = k, we therefore have
) is a tree, and therefore, we have c
-path in D whose set of inner vertices is exactly the set of vertices (U , v, w ) ∈ V (D) with {{v, w }} = H ∩ δ (U ). Then,P is consistent with the tour H .
For a = ((U 1 , v 1 , w 1 ), (U 2 , v 2 , w 2 )) ∈ E (P ) let s a := w 1 and t a := v 2 . The tour H is the disjoint union of the H [s a ,t a ] for a ∈ E (P ) and the edges {v, w } for (U , v, w ) ∈ V in (P ). By induction, on k − l, we have
Hence,
Using Lemma 4.4 and the fact that P is no longer thanP, we get
Using also Inequality (7) and
we get
The remaining lemmas of this section will be needed to prove that we obtain a feasible parity correction vector. Proof. The vector y is defined as the sum of vectors with support contained in E[W ]. Thus, also the support of y is a subset of E[W ]. Next, we prove y (δ (V j )) = 1 for every cut δ (V j ) with j ∈ [m]. We have E (P ) = {a j : j ∈ {0, 1, . . . ,m}}, and for every edge a j , the support of y a j is contained in E[V j+1 \ V j ]. Thus, for every pair of indices j, r ∈ {0, 1, . . . ,m}, we have y a j (δ (V r )) = 0. As an edge f r is contained in δ (V r ), but not in any other cut δ (V j ) with j r , we have y (δ (V j )) = y ( f j ) = 1. 
Proof. The vector x * is a feasible solution to the Linear Program (5), and hence, also a solution to Linear Program (8) . If l = k, we have y = x * , completing the proof for this case. We now assume l < k and show that also y is a solution to Linear Program (8) . As y is a convex combination of x * and y , this implies the statement of the Lemma.
The vector y is defined as the sum of nonnegative vectors with support contained in E[W ], so y ≥ 0 and y (e) = 0 for e ∈ E \ E[W ]. It remains to check the cut constraints.
First consider δ (U ) with {s } ⊆ U ⊆ W \ {t }. If there exists an index j ∈ {0, 1, . . . ,m} such that
Let j min ∈ {0, 1, . . .m} be the minimal index such that (V j min +1 \ V j min ) ∩ U is nonempty and j max ∈ {0, 1, . . .m} the maximal index such that (V j max +1 \ V j max ) ∩ U is nonempty (see Figure 5) .
If w j min is not contained in U (Figure 6(a) ), the set (V j min +1 \ V j min ) \ U is nonempty, and thus, we have y a j min (δ (U )) ≥ 1. This shows
Similarly, if v j max +1 is not contained in U (Figure 6(d) ), we have y a jmax (δ (U )) ≥ 1. This shows If |{w j min } ∩ U | = 1, we have j min 0 and χ f j min (δ (U )) = 1 ( Figure 6(b) ). If |{v j max +1 } ∩ U | = 1, we have j max < m and χ f jmax+1 (δ (U )) = 1 ( Figure 6(c) ). As we have j min ≤ j max < j max + 1, the edges f j min (for j min > 0) and f j max +1 (for j max < m) are distinct edges. Thus, unless j max = j min and
the Inequalities (9) and (10) imply y (δ (U )) ≥ 2.
So it remains to consider the case when U is a subset of V j max +1 \ V j max = V j min +1 \ V j min and contains neither w j min nor v j max +1 . But then,
The next lemma will be used to prove that busy cuts C guessed on levels l < l have a sufficiently large LP value y(C). The first part (Inequality (11)) of the lemma will be applied to guessed busy cuts actually passed to the dynamic program on the current level l. (These are the red (densely dotted) busy cuts in Figure 1 .) The second part (Inequality (12)) of the lemma will be used to show that it is indeed sufficient to pass only guessed busy cuts δ (U ) with U 1 ∪ {w 1 } ⊆ U ⊆ U 2 \ {v 2 }, i.e., we do not need to pass the gray (loosely dotted) busy cuts in Figure 1 to the next level. 
For every U with W s ⊂ U ⊂ V \ W t with s U or t ∈ U , we have
Proof. We first show Inequality (12). For W s ⊂ U ⊂ V \ W t , we have by Lemma 4.7 that y(δ (U )) ≥ 1, and if s , t ∈ U or s , t U , we have y(δ (U )) ≥ 2.
To prove Inequality (11), we again use induction on k − l. For k = l, we have y = x * and the claimed inequality follows from the constraints of the LP (5) . Let now l < k. We fix a busy cut 
Note that s ∈ U and t U , because busy cuts are (W s ∪ {s })-(W t ∪ {t })-cuts. We will show y (δ (U )) ≥ 3.
As we have x * (C) ≥ 3 by the constraints of the LP (5) and y is a convex combination of y and x * , this will complete the proof. To show Inequality (13), we consider two cases.
We pass C as a busy cut to the next level, i.e., we have C ∈ B a j , or we have w j U or v j+1 ∈ U . If C ∈ B a j , we apply the induction hypothesis, Inequality (11) , to the sub-instance corresponding to a j , which implies Inequality (13) by the definition of y . Otherwise, we use Inequality (12) and get
Recall that we have w 0 = s ∈ U and v m+1 = t U . If |{w j } \ U | = 1, then j 0 and χ f j (C) = 1. If |{v j+1 } ∩ U | = 1, then j m and χ f j+1 (C) = 1. See Figure 7 . This implies Inequality (13) by the definition of y .
Case 2: V j ⊂ U ⊂ V j+1 holds for no j ∈ {0, . . . ,m}.
Then, the cut C must cross some cut δ (V j ) with j ∈ [m], i.e., U \ V j and V j \ U are nonempty (see Figure 8 ). Recall that s ∈ V j ∩ U and t V j ∪ U . Since neither s nor t are contained in V j \ U , we have by Lemma 4.7
Similarly, neither s nor t are contained in U \ V j , and we have by Lemma 4.7 that
Now, by Lemma 4.6, we have y (δ (V j )) = 1. Hence,
This shows Inequality (13) .
We now fix the constants λ 1 , . . . , λ k . We set the scaling constant Λ to be Λ := 2 k+1 − 3. For l ∈ [k], we set
We choose the recursion depth k to be k := log 2 (1/ε) .
Then, we have k ≥ log 2 (
) and thus,
Now we prove that every cut C with a "small" LP value y(C) is a guessed lonely cut. (Using Lemma 4.3, we will get that the guessed lonely cuts are no T -cuts and thus these cuts are not relevant for showing that we obtain a feasible parity correction vector.)
. By Lemma 4.7, the vector y is a feasible solution to the Linear Program (8) . Hence, the set
of narrow cuts is a chain (by Proposition 1.1). By definition of the sets V j , all cuts δ (V j ) (for j ∈ [m]) are contained in the set N of narrow cuts of the vector x * . In particular, we have x * (δ (V j )) < 2. By Lemma 4.6, we have y (δ (V j )) = 1. As y is a convex combination of x * and y , this shows y(δ (V j )) < 2, and thus, δ (V j ) ∈ N y for all j ∈ [m]. From this, we can conclude that either
for some j ∈ {0, 1, . . . ,m}. We distinguish two cases.
by induction. Moreover, x * (C) ≥ 2. As
Case 2: C ∈ N or w j U or v j+1 ∈ U . 
Theorem 5.3. Let 0 < ε ≤ Proof. We call the dynamic programming algorithm with level l = 1, W s = ∅, W t = ∅, s = s, t = t, and B = ∅. Let (V , S * ) be the returned spanning tree and y * the returned parity correction vector. We set T := {v ∈ V : |δ (v) ∩ S * | odd} {s} {t }, compute a cheapest T -join J and an Eulerian trail in (V , S * . ∪ J ), and shortcut. By Lemma 5.2, the cost c (S * ) + c (J ) is at most c (S * ) + c (y * ). By Lemma 5.1, this is at most ( (5) once. For l < k, the digraph D has at most n 3 vertices (because there are at most n − 1 narrow cuts), and, hence, at most n 6 edges. Thus, calling the dynamic program with level l < k requires solving the Linear Program (5) once, computing the narrow cuts (cf. Proposition 1.1), and calling at most n 6 times the dynamic program with level l + 1. In every recursion step, we add only (a subset of the) narrow cuts of the computed LP solution to the set B. As the narrow cuts form a chain, these are at most n cuts. Thus, for the recursion depth k = log 2 (1/ε) , we have |B| ≤ log 2 (1/ε) · n. The runtime is dominated by solving one LP and calling the dynamic program at most n 6 times, recursively. If we denote by t l the maximum runtime of the dynamic program on level l (including recursive calls), then t k ≤ p(n, log 2 (1/ε) ) and t l = O (p(n, log 2 (1/ε) ) + n 6 · t l +1 ) for 1 ≤ l < k. By induction on k − l, we obtain a runtime of t l = O (n 6(k−l ) · p(n, log 2 (1/ε) )).
One can improve the n 6 log 2 (1/ε ) bound to n 4 log 2 (1/ε ) by observing that there are at most n 4 sub-instances of any instance. Note that p(n, k ) can be chosen as a polynomial because the busy cut constraints can be checked explicitly, and the separation problem for the other cut constraints reduces to O (n) minimum cut computations. Hence, we have a polynomial-time algorithm for any fixed ε > 0.
We remark that we do not need the explicit LP solutions for our algorithm. The only properties we use from the LP solutions are the LP value and the set of narrow cuts.
