In many call centers, agents are trained to handle all arriving calls but exhibit very different performance for the same call type, where performance is defined by the average call handling time (AHT) and the call resolution probability (RP). In this paper, we explore strategies for determining which calls should be handled by which agents, where these assignments are dynamically determined based on the specific attributes of the agents and/or the current state of the system. We test several routing strategies using data obtained from a large financial service firm's customer service call centers and present empirical performance results. These results allow us to characterize overall performance in terms of customer waiting time and overall resolution rate, identifying an efficient frontier of routing rules for this contact center.
Introduction
Over the past two decades, customer service call centers have become a very important part of many companies' business operations; today, inbound call centers employ millions of agents across the globe and serve as a primary customer-facing channel for many different industries. There has also been a great deal of research interest in call center operations management (Gans et al. [11] and Aksin et al. [1] provide thorough surveys of an extensive and evolving literature). Much of this research has focused on queueing models, staffing, and performance analysis, which in turn provides critical input into personnel scheduling and rostering models.
For example, one common operational setting is a call center in which there is a single type of inbound call (which we refer to as the "Single Queue" model). In this setting, a key operational challenge is the determination of how many agents to staff in order to achieve some waiting time objective. The two most common waiting time objectives are (a) a target mean waiting time (referred to as Average Speed of Answer and commonly abbreviated as "ASA") and (b) a target percentage of calls answered within some target time period (referred to as Service Level and commonly abbreviated as "SL"). Similarly, for a given level of staffing, steady-state queueing equations are typically used to estimate the ASA and SL values that will be achieved for a particular time period.
For models in which there are multiple types of inbound calls, the staffing and performance analysis problems become significantly more challenging when some or all of the agents are able to handle more than one type of call. This latter setting is often referred to as Skill-Based Routing, because calls are routed to different agents (or groups of agents) based on logic which depends at least in part on which agents are capable and/or particularly skilled in handling which types of calls. A good overview of routing rules in these types of environments is found in L'ecuyer [19] , while efficient rules are described in Armony [4] .
The staffing challenge in this setting is to simultaneously determine how many agents should be staffed and which skills and priorities each agent should be assigned in order to achieve particular ASA or SL targets for each queue. Similarly, for a given combination of staffing level and routing logic, discrete-event simulation models are typically used to estimate the ASA and SL values that will be achieved for each particular inbound call.
Historically, the vast majority of the research literature has used either ASA and SL as the primary performance metric with which to judge a particular staffing configuration for both the Single Queue and the Skill-Based Routing settings. This is because customer waiting time has historically been viewed as a key factor in determining a customer's satisfaction with the service delivered by the call center, since it is widely agreed that customers prefer to spent little or no time waiting for service.
More recently, some researchers have begun to model customer reneging, which in the call center context is typically referred to as Abandonment, and to include the customer Abandonment Rate as an important metric in evaluating operational performance (see Mandelbaum and Zeltyn [21] for a good survey of the state of the art in this area). There are two main reasons for including customer abandonment in call center models. First of all, customers who abandon the queue are quite likely dissatisfied with the service encounter, and therefore this metric is an important one for call center managers who are focused on delivering high-quality customer service. Secondly, the effect of customer abandonment is to reduce the total traffic in the call center, and thus abandonment can have a significant impact on staffing needs and on customer waiting times.
It is important to note that ASA, SL, and Abandonment Rates are all metrics that are based on a customer's waiting experience prior to service. However, it is well known in the marketing literature that the customer's experience during service is also a very strong determinant of customer satisfaction and loyalty. In the call center industry, this has led to a strong focus on additional operational performance metrics to understand (a) customers' perception of their service experiences and (b) the quality of service delivered by individual agents as well as broader agent groups. Two related and very important metrics are call resolution probabilities and (first) call resolution rates.
There are several definitions for the call resolution probability (RP), but in essence this metric can be interpreted as the likelihood that a call that is received by the call center and handled by a particular agent will be successfully resolved by a call center agent without requiring a subsequent phone call by the customer.
Similarly, the Call Resolution (CR) rate metric can be thought of as the overall proportion of inquires that are successfully resolved without requiring a follow-up phone call. The related First Call Resolution (FCR) rate is the proportion of inquiries that are resolved during the very first interaction a customer has with the call center.
While the RP is an attribute of an individual agent or group of agents for a particular type of call, the CR and FCR rates are a function of both the individual agents' RP values and the specific routing rules that are used to determine which calls are handled by which agents; this important distinction between the RP values and the CR and FCR rates is made throughout this paper.
After a customer has received service from a call center agent on a particular issue, a subsequent call from that customer about the same issue is a clear sign that the issue had not been resolved during the previous service encounter, and this lack of resolution is a strong sign of customer dissatisfaction. Thus, FCR rates are very important customer-centric operational metrics in practice, though these have been largely absent from the academic literature on call center operations.
As data collection and analysis technologies for accurately measuring RP values begin to emerge, call center managers are increasingly focused on managing the CR and FCR metrics. Higher CR and FCR rates result in reduced system congestion (due to decreased callbacks and hence lower total call rates) and subsequently lower staffing costs. As such, these metrics have been attracting more attention from call center industry leaders.
In many call centers, agents have been trained to handle all calls within a particular queue but nevertheless exhibit very different performance across specific types of calls within that queue, where performance is defined by both AHT and RP. A challenge for call center managers is to determine how to make use of this information to determine which types of calls should be handled by which types of agents under which system conditions.
In this paper, we explore strategies for routing multiple types of calls to a large group of heterogeneous agents, where these assignments are made dynamically based on the specific attributes of the agents and/or the current state of the system. We believe that this paper makes several important contributions to the call center operations management literature.
First of all, we model explicitly the relationship between resolution probababilities and effective arrival rates to the call center by explicitly accounting for callbacks. We also develop routing rules that explicitly consider call resolution metrics, and develop a method to maximize the CR rate under relatively general conditions. To our knowledge, these are new ideas that have not appeared previously in the literature. Secondly, by utilizing additional information about agents' AHT and RP across different call types, our call routing rules perform substantially better than First-Come-First-Served (FCFS) in terms of both customer waiting times and call resolution rates. Finally, we conduct empirical tests of these rules using actual operational data from a large financial service firm's customer service call centers, and develop the concept of an efficient frontier of rules with respect to the waiting times and overall resolution rates.
The remainder of this paper is organized as follows. In Section 2, we present a survey of the research literature on models that take into account call resolution probabilities and customer callbacks. In Section 3, we develop several routing strategies designed to minimize the overall wait time, maximize the overall CR rate, or to strike a balance between the two. In Section 4, we empirically test several routing strategies using agent data obtained from a large financial service firm's customer service call centers. Finally, in Section 5, we provide a summary of the paper and its major findings, along with conclusions and directions for future research.
Literature Review
This paper is focused on call routing strategies to help manage both ASA and CR metrics. While there has been research on both of these topics, there is surprisingly little work that examines the relationship between them.
Hart et al. [16] provides a complete review of articles on FCR while also pointing out the importance of measuring and using FCR. This paper also discusses the existence of different operational definitions of FCR, lists various factors that impact RP and FCR (training, empowerment, technology), and explains how higher FCR rates can translate into lower costs and higher levels of customer satisfaction. Similarly, survey results presented by Read [23] reveal that FCR rates drive customer satisfaction. Feinberg et al. [10] state that first call resolution is not a significant determinant of customer satisfaction in the banking/financial services sector; however, these authors readily admit that their metric for customer satisfaction (percentage of customers who give "top box" evaluation) is a weak measure and may have accounted for the results. Cross [7] cites the importance of the FCR metric, though he also warns against using FCR as the only performance measure. He argues that by focusing only on FCR, a manager may overlook opportunities to reduce the volume of non-value-added but simple-to-answer calls or possible ways to use call-back or fax-back options to smooth demand.
Operations management researchers have paid comparatively little attention to models and methods for managing CR and FCR rates. However, there are many published papers that describe call routing and resource allocation rules for call centers and below we discuss several that are relevant to our work.
Early work on routing in call centers considered either a homogenous customer/call population or a homogenous population of servers. Under those conditions, several important results are known about optimal allocation policies or maximal throughput policies under heavy traffic conditions. Most of these use queue backlog rather than waiting time as the control for deciding service allocation. A commonly accepted terminology differentiates between quality driven (QD) and efficiency driven (ED) regimes, emphasizing either utilization of servers or service quality. A balanced regime, referred to as Quality and Efficiency driven (QED), leads to the square root staffing rules as discussed by Halfin and Whitt [15] and by Borst et al. [5] among others.
More recently, several researchers have extended routing models to consider a heterogeneous population of service agents. In this context, the maximum feasible arrival rate has been character-ized by Armony and Bambos [2] Dai and Lin [8] and Stolyar [26] , and policies known as maximum pressure or cone policies are known to keep all queues stable whenever that is achievable. These policies essentially maximize the inner product of a service rate vector with the vector of queue states, routing calls with large backlogs to servers with high service rates. In Stolyar [26] , these policies are shown to optimize certain backlog-driven performance measures over time.
The related issue of heterogeneous customer value is studied in Gurvich et al. [13] . The authors analyze the situation where customers differentiated in terms of revenue potential and delay sensitivity. They study staffing, call routing and cross-selling of a heterogeneous customer population, deriving optimal controls. The focus is on how to segment the population itself, and what effect this has on overall profit. Similarly Gurvich et al. [14] address the issue of how many servers are required and how to match them with customers in order to minimize staffing cost, subject to class-level QoS constraints. They characterize policies that are asymptotically optimal as the service load grows to infinity. They also show good performance on relatively small systems.
Their rule is an idle server based threshold-priority control.
Traditional routing algorithms try to match call types with agent skills subject to service constraints, but do not consider agents' preferences or performances for call types. Given the high rates of agent attrition found in the call center industry and the associated high cost of such turnover, Sisselman and Whitt [25] propose routing algorithms that account for agent skills and preferences in an effort to balance customer waiting times with agent job satisfaction levels, which they refer to as "Performance-Based Routing." They do so by assigning values to call type-agent combinations that incorporate management's judgment of the value of such pairings and each agent's preferences for the call types. Moreover, preference values are modeled generically and thus could be related agents' call resolution probabilities in a framework similar to the one presented in this paper.
More closely related to our paper is de Véricourt and Zhou [9] . This paper considers call resolution probabilities in making call routing decisions. There is only one call type, but many agent groups. The agent groups are differentiated by their service rates and call resolution probabilities.
These authors show that agent groups can be ranked by their call resolution rate (call resolution probability times service rate), the so-called pµ rule. After defining their objective as minimizing the average total time to resolve a call, they show that there is always a preferred agent group (the one with the highest pµ) to route the calls to, and when all agents in that class are busy, it is optimal, under certain conditions, to route to other classes following a state-dependent threshold rule. Using numerical tests, the authors show that a routing rule that overlooks the call resolution probability differences can perform poorly, which illustrates the importance of routing based on call resolution probabilities as well as service rates. To simplify the routing rule, they show numerically that the optimal state-independent rule already captures almost all the benefits of the state-dependent threshold rule. Moreover, routing solely based on the pµ index, without the use of thresholds, allows the call center to get most of the benefits.
Another rule proposed in the presence of heterogenous servers with a single queue is the Fastest-Servers-First (FSF) rule in Armony [4] . The rule is described as a QED rule with heterogenous servers, and performs better than its homogeneous counterpart. As discussed below, the author also suggests that the methodology presented in that paper can be extended to prove the optimality of the so-called pµ rule in the Halfin-Whitt heavy traffic regime.
All of these papers, it should be noted, define system performance in terms of the waiting time distribution or some direct function of it. In contrast, one important distinguishing characteristic of this paper is that we examine metrics relating to both customer waiting time and call resolution. This distinction will be discussed further below.
Model Framework and Routing Rules
A customer's experience during a service encounter consists of two parts: the time spent waiting for services and the service itself. Metrics that reflect that waiting time distribution, such as Average Speed of Answer (ASA) deal with the first aspect, while measures such as CR and FCR rates deal with the second. Given the heterogeneity of the agents for a given type of call -some agents may on average handle it more quickly while others may more likely to resolve the customer's issueoften there is an inherent tradeoff in the routing decisions.
Our work in this paper is predicated on the idea that different call centers will place different (relative) priority on ASA and CR rate. For example, for a call center whose priority is to reduce overall mean time to service completion, one might think it best to route calls to agents who can handle it the fastest as in Armony [4] , sometimes even holding a call in queue to wait for that agent to free up rather than routing it to a slower agent. However, this rule does not account for the increase in congestion resulting from repeat phone calls associated with unresolved issues. Instead, in this case, as shown in de Véricourt and Zhou [9] and further discussed on p. 311 of Armony [4] , the system manager should route calls to agents so as to maximize the product of the service rate and the RP value, which is referred to as the effective service rate.
On the other hand, for a call center that is primarily focused on call resolution, it seems optimal to route each call type to the agent who can handle it the best, thus holding that call in queue even if other agents are idle and/or become available earlier. However, such a rule may have some negative consequences. In an environment where there is significant variability across different agents' resolution probabilities, routing rules that are based solely on these rates are may to lead to long queues and a higher ASA value.
Both rules (routing solely based on service rate or resolution probability) may put undue burden on some agent groups (potentially even overloading them) while other agent groups experience low levels of utilization and excessive idle time (see Armony and Ward [3] for a discussion of issues associated with fairness across agent groups).
In practice, as suggested by Cross [7] , most call centers must pay attention to both of wait time and resolution rate metrics. Thus, our goals are (a) to identify routing rules that can achieve a balance between the two goals of low ASA values and high CR rates and (b) to empirically examine the trade-off between these two parameters as a function of the choice of call routing rules.
Model Setting
Our setting features multiple call types (indexed by i = 1, 2, ...I) and multiple agent groups (indexed by j = 1, 2, ...J). Calls of type i arrive at a rate of λ i . There are n j agents in group j, with n j ∈ Z + , and each agent in group j servers call type i with rate µ ij . Here we allow agents to be trained to handle only a subset of all the call types. If agent group j is not capable of handling call type i, then µ ij = 0. When µ ij > 0 we say there is a "match" between call type i and agent group j. In addition, we assume independent of past history each agent of group j has a resolution probability for each call of type i of p ij ∈ [0, 1].
Below, Q i (t) represents the number of type i customers waiting for service at time t and f j (t) be the number of available agents of type j who are free at time t, where 0 ≤ f j (t) ≤ n j , ∀j, t.
Formally, we use the term "routing rule" to mean both the logic that determines to which agent group an arriving call is assigned if there are no calls in queue and agents from multiple groups are free as well as the logic that determines which call an agent is assigned to handle when he/she becomes free when calls from more than one type are in queue waiting for service.
It is important to note that the performance of this system is defined in terms of the ASA and the CR rate, and that these output metrics depend not only on the actual numerical values of the input parameters but also on choice of the routing rule that is used to determine which call types are handled by which agents under what conditions. Indeed, it is possible for a system to be "unstable" -that is, to have no steady-state mean waiting time -as a consequence of its routing rules. For example, in cases where the fastest (lowest AHT) agents also have very low resolution probabilities, the effect of the FSF rule from Armony [4] would be to significantly increase the effective arrival rate due to customer callbacks. Similarly, a rule that routes each call to the available agent with the highest resolution probability regardless of handling times could have a similar effect by increasing the effective mean handle time. Both rules could result in a system load of more than 100%, leading to instability, while a more sensible rule could maintain the system load at below 100%.
Baseline Routing Rule
Our benchmark routing rule will be the First-Come-First-Served/Longest-Wait (FCFS/LW) rule, which we formally specify as follows.
[1] FCFS/LW When an agent of group j becomes free, assign that agent to the call that, among all matching call types, has been waiting the longest regardless of its type. Similarly, if a call arrives and finds no calls of that type in queue and agents of one or more matching group available, assign that call to the agent who has been free the longest, regardless of his/her group.
Below, we introduce several other routing rules whose performance we will compare to that of FCFS/LW. We categorize these rules into four groups, and describe each with a subsection next.
Waiting-Centric Routing Rules
When the system is in a state with multiple routing options -more than one idle server available from the point of view of an arriving customer, or more than one waiting customer available to be served from the point of view of a ready agent -the call router consults a priority routing table to make its decision. The table's priorities are ordered according a specific rule, as described below; but note that for these myopic rules all of the matching call types are present in an agent's priority list. Likewise, all of the matching agent groups are present in a call type's priority list. Therefore, no call will go unanswered if there are matching agents available, and as such these rules are non-idling.
[2] Maxµ When an agent of group j becomes free, select a call from of type i, where i = arg max i:Q i (t)>0 {µ ij |µ ij > 0}; therefore an agent coming free will choose the matching call type for which she has the highest service rate. Similarly, if an arriving call of type i finds no calls of that type waiting for service and agents of one or more matching group available, select an agent of group j, where j = arg max j:f j (t)>0 {µ ij |µ ij > 0}; that is, a call of a particular type that arrives when agents of multiple matching groups are free will be routed to a matching agent group that has the highest service rate for that call type. This is also known as the FCF rule (fastest call first) rule -see Armony [4] .
[3] MaxRelµ
When an agent of group j becomes free, select arg max i:
; that is, an agent coming free will choose the matching call type for which she has the highest relative service rate. Similarly, if an arriving call of type i finds no calls of that type waiting for service and agents of one or more matching groups available, select an agent of group j, where j = arg max j:
call of a particular type that arrives when agents of multiple matching groups are free will be routed to a matching agent group that has the highest relative service rate for that call type.
Another rule we will test comes from de Véricourt and Zhou [9] : routing calls to available agents with the highest resolution rate, or the so called "pµ rule". On the "wait-resolution" spectrum, this rule resides close to the "wait" end because it seeks to reduce overall wait time, accounting for callbacks of unresolved calls. We refer to the new metric pµ that includes resolution probabilities as the effective service rate, and formally specify the "pµ rule" as follows: [4] Maxpµ When an agent of group j becomes free, select a call of matching type i, where i = arg max i:Q i (t)>0 {p ij µ ij |µ ij > 0}; that is, an agent coming free will choose the matching call type for which she has the highest effective service rate. Similarly, if an arriving call of type i finds no calls of that type waiting for service and agents of one or more matching groups available, select a matching agent group j, where j = arg max j:
that is, a call of a particular type that arrives when agents of multiple matching groups are free will be routed to a matching agent group that has the highest effective service rate for that call type.
In addition, we note that while de Véricourt and Zhou [9] focused largely on one call type and two agent groups, our setting is more general in terms of both the number of call types and the number of agent groups. Since the Maxpµ rule chooses the maximum absolute pµ, we also study another rule that focuses on the maximum relative pµ rule, which is defined as follows: [5] MaxRelpµ When an agent of group j becomes free, select arg max i:
; that is, an agent coming free will choose the matching call type for which she has the highest relative effective service rate. Similarly, if an arriving call of type i finds no calls of that type waiting for service and agents of one or more matching group available, select a matching agent group j, where j = arg max j:
; that is, a call of a particular type that arrives when multiple matching agents are free will be routed to an agent from the matching group that has the highest relative effective service rate for that call type.
Resolution-Centric Routing Rules
While the rules in the previous section are focused on minimizing the expected time spent waiting per customer, some call centers may place a much higher priority on CR rates. Thus, in this section we describes routing rules that explicitly emphasize CR rates. We begin with the following two myopic rules: these are implemented with priority routing tables, and they do not allow idling, as described above in Section 3.3 for rules Maxµ and Maxpµ.
[6] Maxp When agent j becomes free, select arg max i:Q i (t)>0 {p ij |µ ij > 0}; that is, that agent will be assigned a call of the type that she is most likely to resolve, regardless of waiting times and queue lengths. Similarly, if an arriving call of type i finds no calls of that type waiting for service and agents of one or more group available, assign that call an agent of group j, where j = arg max j:f j (t)>0 {p ij |µ ij > 0}; that is, a call of a particular type that arrives when multiple agents are free will be routed to an agent from the group that has the highest resolution probability for that call type.
[7] MaxRelp When agent j becomes free, select arg max i:
; that is, that agent will be assigned a call of the type that she is relatively most likely to resolve. Similarly, if an arriving call of type i finds no calls of that type waiting for service and agents of one or more group available, assign that call an agent of group j, where
; that is, a call of a particular type that arrives when multiple agents are free will be routed to an agent from the group that has the highest relative resolution probability for that call type.
We hypothesize that these two routing rules are likely to deliver high CR rates compared to the pµ-based rules. However, such rules have the potential to deliver substantially more traffic to some agent groups than to others. In addition, due to the myopic nature of the RP-based rules, there is no guarantee that following either rule will deliver the maximum CR rates nor how far they are from the maximum CR rate achievable, which we call the "call resolution gap".
With these issues in mind, we next consider the problem of maximizing the overall expected CR rate for a given set of known performance parameters. Once this optimization problem has been formulated and solved, the results will provide the basis for several subsequent routing rules.
In addition, the model results can also be used to estimate the call resolution gap of all the other routing rules.
Our model seeks to identify the optimal Markovian call routing rule that maximizes the overall expected CR rate. To address the issue of fairness across agent groups, we include constraints that specify minimum and maximum utilization targets for each of the agent groups. In addition, to ensure that each call type is treated somewhat fairly, we also include constraints that specific minimum and maximum effective utilization targets for each of the call types.
To determine these utilization levels, we must first calculate the effective arrival rate to each queue, taking into account callbacks due to unresolved earlier calls. We assume for this study that customers have no alternative to resolving their call through the call center, and hence all unresolved calls will return as future arrivals.
Denote λ i to be the arrival rate of first-time type-i customers. Let π be any Markovian routing rule, and let x ij be the resulting proportion of calls of type i routed to agent group j under π. The effective arrival rateλ i , accounting for all the arrivals that result from unresolved calls, explicitly depends on the choice of the x ij values, as they determine the percentage of customers who call back. In particular, we have:
The k th term on the right hand side of the equation corresponds to the expected number of customers who are making the k th call to resolve the same problem, k = 1, 2, .... Now since
For an agent of group j, their total arrival rate for jobs of type i isλ ij =λ i x ij /n j , and hence their total utilization, which we denote ρ j , can then be calculated as follows:
We also seek to protect against one or more job types receiving insufficient attention by constraining the effective utilization associated with each job type i. That is, each job type i must be served at total utilization between lower bound τ − i and upper bound τ + i . To define these constraints, we must first define what we mean by utilization associated with call type i, which will require us to calculate the effective service attention given to calls of type i from all agent groups.
For an agent of group j, their total fraction of time spent serving queue i isλ
. Therefore the total service rate to jobs of type
The total effective utilization associated with call type i, which we denote τ i , can then be calculated as follows:
At this point, we are ready to formally present our optimization model:
subject to 0 ≤ x ij ≤ 1 ∀i, j (fraction of calls bound) j x ij = 1 ∀i (total calls routed to different agent groups)
∀i (utilization for each call type)
Note that formulation (1) is quite flexible. If a call center wishes not to impose such constraints, then we can easily set τ − i = 0 and τ + i = 1. Moreover, the objective function can be easily modified -by replacingλ i with λ i -to solve the closely related problem of maximizing first call resolution (FCR). This replacement also makes the objective function linear.
Both the objective function and the utilization constraints are quadratic in the x ij s, so that an optimal solution for this model can be efficiently obtained with any good commercial solver.
With this optimization approach, we can easily find the x ij s that optimize CR rate, which we refer to as the x * ij s, along with an estimated value for the optimal rate. In comparing various routing rules, these results can help quantify the maximum possible improvement in the CR rate.
These maximum CR rate thus calculated can be easily achieved with the following rule which routes the various arrival types to the various queues strictly according to the optimal x * ij s.
[8] OptXRand Upon arrival, each call of type i is routed to agent group j with probability x * ij . Once assigned, calls of all types wait in agent-specific FCFS queues, and there is no jockeying.
Rule OptXRand is clearly too restrictive as frequently it may result in idle agents and long queues at the same time. The following rule, OptMaxDev, is based on rule OptXRand but tries to maintain non-idling of agents. Due to its reliance on the call routing history, it is not a Markovian rule, while OptXRand is.
[9] OptMaxDev Letx ij (t) be the proportion of calls of type i that have been handled by agents in group j up to time t. When there is at least one agent waiting when a call of type i arrives, select agent from the group arg max j:f (j)>0 {x * ij −x ij (t)|µ ij > 0}. Here we are choosing the agent who is farthest behind on calls of type i relative to the optimal values.
When an agent from group j comes free and there are calls waiting, select the call from
Here the agent is selecting the call for which agents of group j are farthest behind relative to the optimal values.
Hybrid Routing Rules
We expect rules OptXRand and OptMaxDev to produce improved CR rates. However, they also have the effect of focusing solely on the CR rates while totally ignoring the potential impact of the routing decision on waiting times. Rule OptXRand in particular removes the pooling benefit from the queueing system. We expect it to result in long wait time. In this section, we propose two "hybrid" classes of parameterized rules that attempt to strike a balance between waiting time and call resolution.
[10] CallSwap1 Calls are routed to agent groups according to rule OptXRand. Moreover, each queue has a pre-defined threshold above which the queue is considered "full." When an agent comes free, (a) if there is a call waiting in their queue then take the call at the head of that queue; (b) if the queue is empty, then check all other queues and take the call at the head of the the first full queue; (c) if no queue is full, then the agent becomes idle.
[11] CallSwap2 Calls are routed to agent groups according to rule OptXRand. Moreover, each agent group has a pre-defined limit against which they can swap calls with other agent groups, up to that limit. When an agent comes free, (a) if there is a call waiting in their queue then take the call at the head of that queue; (b) if the queue is empty, then check the other agent queues and "take back" any calls that have been "lent" before; (c) if there are no such calls, then check the non-empty queues and "borrow" calls from other agent groups, as long as the borrowing limit has not been reached; (d) if all borrow limits have been reached, then the agent becomes idle.
Simulation Study
Having proposed a large and diverse set of routing rules in Section 3, we next seek to understand how well each of these rules perform. In particular, we define the performance of these routing rules in terms of the two key performance metrics of overall ASA and aggregate CR rate. While it is natural to try to identify which of these rules delivers the best operational performance, in our setting there is no clear answer to this question, in large part because different call center managers are likely to put different weights on each of the two key performance measures. As such, rather than attempting to choose a single "best" rule, we instead seek to create an "efficient frontier" of routing rules. A rule is regarded as being on the frontier as long as it is not dominated in both ASA and CR metrics by any other rule.
To achieve this objective, we conduct a extensive simulation study based on data obtained from a medium-sized customer service call center. Below we describe the operational input data in §4.1, discuss the simulation modeling platform in §4.2, and then present and discuss the numerical results in §4.3.
Database Characteristics and Preparation
Our numerical experiments are based on data obtained from an American financial services firm.
The database contains records associated with individual incoming customer phone calls. The database includes records for just over 2.7 million incoming phone calls, which constitute all of the calls for a single calendar year. Specifically, each record in the database contains the following five fields:
• The date and time of the call.
• The unique ID number for the agent who handled the call.
• The Call Type for that call. • The resolution status of the call (see below).
Because this database features more than 150 call types and over 500 individual agents, we elected to use only a subset of the call types and agents to ensure that the run times for our simulations were fast enough to conduct extensive numerical experiments. The process of selecting and preparing the data to support our numerical experiments is described below.
Selection of Call Types
The histogram of calls across the different call types revealed significant concentration in the top few call types along with a steep drop followed by very long tail. Because the number of call types is a significant driver of simulation times, we chose only the four largest call types. Collectively, these four call types comprised just over 25% of all call records in the data set, with each of them featuring significantly higher call volume than all other call types.
Selection of Agents
In addition, we restricted the number of agents in our model to include only those agents who handle at least 50 calls for each of the four major call types. Based on our conversations with the business owner of this database, we understood that this filtering had the effect of eliminating supervisors who would occasionally step in to handle phone calls as well as specialists who would be called upon only to deal only with specific and advanced topics for a subset of our four call types. As a result, we selected a total of 228 agents for our study.
Creation of Agent Groups Through Cluster Analysis Because the number of agent groups
is a significant driver of simulation times, we also grouped the agents into a total of twenty groups.
Our approach was to use Cluster Analysis to group the agents based on their performance, where our measures for performance were the p ij and µ ij values for each agent for each of the four queues.
Using the JMP software, we implemented k-means clustering to divide the population of 228 agents into 20 groups of various sizes. The number of agents in each agent group used in our simulation are given in the Appendix.
Our choice of 20 agent groups is somewhat arbitrary and is made only to limit the overall computing time associated with our simulations. We note that this is a conservative choice, because modeling each individual agent as a "group" of size one would have the effect of increasing the benefits of the routing rules from §3, since the rules would be able to take advantage of the differences across individual agent's parameter values, rather than just the differences in the group averages.
Arrival Rate Selection For our numerical experiments, we chose arrival rates for each of the call types to maintain the same relative proportion t i of expected calls of call type i as we found in the original database. For a given total call arrival rate across all four call types, which we denote by λ, the individual arrival rate for call type i is then λ i = t i λ. The t i values are given in the
Appendix
We chose a value for the total call arrival rate λ so that under the FCFS/LW routing rule the overall utilization level would be roughly 90%. This target is consistent with the performance of agents in an efficient call center, and corresponds to a critical load where queue backlogs need to be carefully managed. This is calculated to be λ = 2160 calls per hour.
Service Rate and Resolution Probability Estimation
For each agent group, we calculate the AHT value for each call type by computing the mean of the Handle Time field. The Service Rate µ ij for agent group j for call type i is then calculated as the reciprocal of the respective AHT value.
The process of calculating resolution probabilities is somewhat more involved. First, we note that the resolution status field in our database takes one of six different values:
1. The customer's inquiry was resolved to a satisfactory level, such that the customer need not call again regarding this particular issue.
2. This call is the first of two or more transactions needed to satisfy the customer.
This is one of potentially multiple intermediate customer follow-up calls about this issue.
4. This is the last call out of a repeated series of customer calls regarding the same issue. 5. The calling party was not recognized as a customer.
6. "Other", a catch-all category for odd call types.
For our analysis, we create the binary resolution field by mapping resolution status levels 1, 4, 5, and 6 to "successful" and mapping levels 2 and 3 to "unsuccessful".
From here, we calculate the resolution probabilities p ij for agent group j for call type i by computing the proportion of successful calls from the binary resolution field. All pairwise service rates and resolution probabilities used our simulation experiments are presented in Tables 2 and 3 in the Appendix, respectively.
Simulation Platform
Our experimental simulation platform consists of a collection of Java programs that invoke the ContactCenters simulation library. This open-source library has been developed at the University of Montreal by Professor Pierre L'Ecuyer's contact center research group, with Dr. Eric Buist as the lead designer and programmer. The library contains all the functionality required to run complex discrete-event simulations of contact centers, and is noted for its relatively fast completion times for long runs (Buist and L'Ecuyer [6] , L'Ecuyer and Buist [18] ). 1 We designed extensions of the library's standard Router algorithms to implement our rules. In particular, the SingleFIFOQueueRouter is the basis for FCFS/LW; the QueueAtLastGroupRouter is the basis for OptXRand, CallSwap1, and CallSwap2; and QueuePriorityRouter is the basis for the other rules.
Under rules OptXRand, CallSwap1, and CallSwap2, the simulator uses the outcome of a newly generated uniform random variable to assign each arrival to one of the agent groups for service. All interarrival and service times in the simulation are exponential random variables.
Following every service event, the program generates a uniform random variable and compares it to the agent's resolution probability to determine if a callback event occurs.
Simulation run length.
For each of the rules described in Section 3, we simulated a total of 10,000 realizations. For each realization, we used in simulated time a 7-hour warm-up period followed by one hour of data recording.
The length of the warm-up period for each realization was determined by the randomization test described in Mahajan and Ingalls [20] and Yucesan [28] so that the mean values of output variables reported in our results would be averaged over data taken when the system was in its steady state. More details about simulation run lengths and simulation parameters are given in the Appendix.
Simulating callbacks. For all rules, we have assumed that unresolved calls result in immediate callbacks into the call center. In practice, there will typically be a random delay prior to subsequent calls, which can result in increased call volume during specific future periods that feature more (or less) congestion than the period in which the original call took place. However, our assumption of immediate callbacks will not significantly impact the dynamics of the call center because our experiments are based on arrival rates and staffing levels that do not vary across time periods.
Simulation Results and Discussion
Because of the large number of rules examined in our simulation study, we have organized our results into several sets of numerical comparisons. These comparisons are based on mean ASA and CR rates that are computed as weighted averages across the four call types. Specifically, §4.3.1 looks at each of the rule groups from §3 and presents results that compare the performance of the rules within each group. From here, in §4.3.2 we synthesize the results across the different rule groups to present an efficient frontier of rules.
Comparisons Within Rule Groups
Waiting-Centric Routing Rules. Figure 1 there are significant differences in CR rates across these rules.
The focus of the Maxµ rule is clearly on getting calls out of the system as quickly as possible.
However, this rule is myopic in the sense that it completely neglects the resolution probabilities.
As a result, the CR rate associated with Maxµ rule is about 1.3 percentage points lower than both the Maxpµ and MaxRelpµ rules, a non-trivial difference which translates to a significant gap in customer satisfaction and loyalty. We note that this lower CR rate results in an increase in system congestion that drives up the mean waiting time under the Maxµ rule. Figure 2 presents the ASA values and CR rates for each of the various resolution-centric rules from §3.4 as well as the benchmark FCFS/LW rule.
Resolution-Centric Routing Rules
The results in this graph lead to several insights. First of all, we see that the OptXRand rule produces the highest CR rates. This result is not surprising, given that this rule is a direct output from our optimization model from §3.4 which seeks to explicitly maximize the overall CR rate.
However, we also observe that this rule results in a far higher ASA value than any of the others.
For call centers that place a much higher value on successful call resolution than on customer waiting time, this may be an attractive rule; for all other call centers, however, the incremental gain in the CR rate comes at a significant cost in terms of ASA. We note also that this rule is valuable in helping us to quantify the call resolution gap associated with all other rules.
Next, it is interesting to note that the Maxp and MaxRelp rules produce nearly identical results to one another. In addition, these rules not only produce ASA values far lower than OptXRand;
they also dominate both the benchmark FCFS/LW rule and OptMaxDev rule, a work-conserving rule that attempts to achieve the optimization-driven routing rules utilized by OptXRand.
These results require some explanation. On the surface, the Maxp and MaxRelp rules are greedy and myopic in the sense that they route according to the maximum resolution probability with no forward-looking consideration. As such we had hypothesized that from a resolution-centric perspective, there may exist situations where it may be better to hold a call and wait for a better matching (in terms of call resolution) agent to become idle. This is what rule OptXRand does, producing a CR rate that is about 1.5 percentage points higher than either Maxp and MaxRelp.
In addition, because these two rules make their routing decisions based solely on the RP without consideration of the service rates µ ij , they run the risk of routing calls to agents with long call handling times, which would have the effect of increasing waiting time. A mitigating factor is that by aiming to maximize call resolution, these rules also reduce the number of customer callbacks, which has the effect of reducing the overall system load and thus dampening the mean waiting time. Figure 2 shows that, for our dataset, the call volume mitigating effect is rather strong. Figure 3 presents the ASA values and CR rates for the two classes of hybrid rules from Section §3.5 as well as the benchmark FCFS/LW rule.
Hybrid Rules
Recalling that the two classes of hybrid rules, CallSwap1 and CallSwap2 both revise rule
OptMaxDev by allowing a certain degree of the pooling benefits, we note that each of these classes of rules features a parameter that can be adjusted to allow them to perform more like rules Maxpµ/MaxRelpµ or more like OptMaxDev. In Figure 3 , for the class of rules CallSwap1, the number following the "/" corresponds to the threshold value for an agent group's queue to be considered full. Similarly, for the class of rules CallSwap2, the number following the "/" corresponds to borrowing limit.
In Figure 3 Similarly, by varying the borrowing limit, CallSwap2 can achieve a spectrum of results. However, we note that in our case, CallSwap2 is dominated by CallSwap1. We believe that this is because the CallSwap1 algorithm allows agent groups borrow directly from any and all other agent groups' queues that are considered full, without considering the borrowing history; and this flexibility appears to be more effective in preventing queues from growing beyond a certain point.
We note the dramatic gain in CR rate of 3 percentage points or more that is achieved by going from FCFS/LW to CallSwap1/1 or CallSwap1/3. The latter two rules implement RP-based priority routing as soon as very small queues are present, while otherwise routing based on the optimization results upon which the OptXRand rule is based. These results suggest that there are great benefits to be gained from assigning calls based on the optimal proportions p ij values and also allowing agents to help with calls assigned to other groups when available and needed. First of all, both Maxpµ and MaxRelp dominate FCFS/LW. In particular, MaxRelp produces a CR rate that is 3 percentage points higher than FCFS/LW, along with an ASA that is more than 50% lower.
Comparisons Across Rule Groups and Efficient Frontier.
Next, we note that while the Maxpµ rule features the lowest ASA among all points on the efficient frontier, it also results in a far lower CR rate than MaxRelp, which suffers only slightly higher ASA values. On the other end of the spectrum, we observe that the OptXRand rule features the highest CR rate, but requires a significant sacrifice in terms of ASA.
Finally, we see that the CallSwap1-class rules enable managers to express the relative importance placed on the ASA and CR rate metrics by selecting appropriate parameter values. In particular, for all parameter values, these rules result in significantly lower ASA values than the OptXRand rule on which they are based -the CallSwap1/1 rule delivers a CR rate of 88.4% along with an ASA more than 85% lower than that of OptXRand. However, we observe that the impact of the two key input parameters, service rates and resolution probabilities, are very different. Since both Maxµ and Maxp are myopic rules that route calls based on only one of the two agent parameters, we would expect both to perform poorly.
Specifically, we would expect Maxµ to result in a poor overall system CR rate but good overall ASA, and vice versa for Maxp. produce a high CR rate as expected, the ASA associated with both of these rules is only slightly higher than that of Maxµ.
These results are quite counter-intuitive. The implication is that by focusing on the µ parameter alone, the Maxµ and MaxRelµ rules can perform quite poorly on the CR measure but by focusing on the p parameter alone, the Maxp and MaxRelp rules actually perform well on both ASA and CR metrics. In fact, from Figure 4 we know that MaxRelp resides on the efficient frontier; and
Maxp is very close to it. These results imply that for our dataset, p is the much more important parameter for making skills-based routing decisions. Why is there such a difference between µand p-focused rules and their respective performance results? While we do not have a definite answer, we offer the following plausible explanation. By naïvely focusing on the p parameter as the primary basis for routing decisions, Maxp and MaxRelp have two possible consequences:
1. As the main objective, the overall system CR is high.
2. Myopic call-agent matches based on p alone may result in long mean service times, leading to long waits and a higher ASA value.
It is clear that the first objective is achieved by Maxp and MaxRelp. Moreover, a side benefit of high system CR is that callback volume is reduced. This lowers the effective load on the system and tends to offset the second consequence of long service times; therefore the overall ASA does not increase much. Table 6 in the Appendix.) Table 1 : System CR and callback rates of myopic pand µ-focused routing rules.
Rule

Conclusions
In this paper, we have presented an idea that represents a significant paradigm shift in the call Given this analytical framework, the focus of our paper is on defining routing rules that are intended to improve operational performance on either or both of these output dimensions. The routing rules that we propose are grounded in sound scientific analysis and also intuitive and implementable. Using a data set from a moderately-sized American financial services call center, we have conducted an extensive set of simulation experiments and analyzed the results to examine the relative performance of these routing rules.
Our experimental results deliver several important insights. First of all, we show that several of our routing rules dominate the benchmark FCFS/LW rule, revealing that there is considerable value to making use of detailed agent performance information to drive routing decisions. In addition, we examine which waiting-centric, resolution-centric, and hybrid routing rules produce the best operational results. Finally, by comparing routing rules across all three of our groups, we construct an efficient frontier that is intended to help managers understand the trade-offs between ASA and CR rates and to identify the routing rules that will most effectively produce the desired results along that frontier.
In closing, we propose several extensions to the work presented in this paper, for we believe this is a very promising research direction. For example, every call center manager must decide where her priorities lie in terms of customer waiting times and call resolution. While our efficient frontier explicitly illustrates the tradeoff between ASA and CR rate, the question of what the optimal rule is for a given call center based on the perceived costs of customer waiting and successful call resolution has not been addressed here and is clearly of interest.
For environments with multiple call types, there are also clearly issues about which agents to train to handle which types of calls when both customer waiting times and call resolution rates are considered. While there has been a significant amount of research on skill-based routing and agent pooling, to our knowledge this research has not considered the impact on such rules on CR rates when different agent groups have different AHT and RP values for different call types.
In addition, while we have taken the AHT and RP values as static inputs, there is a significant literature on agent learning and attrition that suggests that different routing rules will over time effect the evolution of these parameters; this suggests that the choice of routing rules may be a function of not only the initial parameter values but also of the learning and turnover effects. See, for example, Gans and Zhou [12] , Pinker and Shumsky [22] , Ryder [24] , and Whitt [27] .
We have taken the arrival rates as inputs to our model as time-independent inputs, though in practice all call centers experience different arrival rates at different times of day, which means that the distribution of delay times prior to callbacks can have a significant impact on operational performance. Similarly, we have also taken the number of agents of each group as a time-independent input into our model, though in practice these staffing levels are a function of an underlying scheduling model. Thus, another important related research area is incorporating RP (as inputs) and CR rates (as outputs) into call forecasting and agent scheduling models.
Finally, our numerical results are based on one call center's data and the underlying relationships between the AHT and RP values across the different combinations of call types and agent groups.
There is clearly value to similar follow-up studies that utilize different data sets that feature different correlations and ranges for these values.
In this appendix, we describe the parameters that we calculated from our American bank dataset, and used in the simulation study. Agent service rates and resolution probabilities These are given in Tables 2 and 3 
Call arrival
Parameter ranges for Rules CallSwap1 and CallSwap2
The additional parameters required by rules CallSwap1 and CallSwap2 are chosen as follows:
• For rule CallSwap1, we vary the "full" queue threshold value to be 1, 3, 10, 20, 30, 40.
• For rule CallSwap2, we vary the "borrow" limit value to be 3, 20, 250, 500, and 1000.
Parameters for Rule
OptXRand The x * ij values used in the routing of rule OptXRand are calculated using (1) . Their values are reported in Table 4 . Table 5 gives the mean call resolution rate and mean waiting time data plotted in §4, as well as the standard deviations that characterize system performance under different rules. Confidence intervals for simulation error are set to ±0.5% -for details see the next discussion of simulation run lengths. Table 4 : Optimal x * ij values for rule OptXRand as obtained from solving (1).
Simulation Output Values
Simulation Run Lengths
We determined the number of realizations or independent replications N to be 10,000 through the following procedure, following Jain [17] , pages 430-431. We chose the desired confidence interval to be 100%(1 − α) or better for all simulation output variables, where α = 0.01. Let the width of the confidence interval be C; let x be an output variable; letx i be the mean of x averaged within one replication after the warm-up period; and takex to be the grand mean over all N replications. Then note that
Var
For rule FCFS/LW, Var[x] = 0.013 when x is the mean ASA value and m = 1000 replications.
Noting that for independent replications Var[x] = Var[x]/m, to achieve α = 1%, and Z 1−α/2 = 2.576, we can solve for m to get m = (2.576) · (0.013) 0.01 thousand replications (5) and so m = 3, 350; thus for FCFS/LW, N = 1000 + m = 4, 350.
The ASA value for rule OptXRand showed the greatest variance among all rules and output variables after 1,000 replications, yielding Var[x] = 0.031; repeating the calculation above for
OptXRand gives m ≈ 8, 000 trials. Therefore we determined that 10,000 realizations would be sufficient for all simulation runs. 
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