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Since Self-Organised Criticality (SOC) was introduced in 1987, both the nature of the self-
organisation and the criticality remains controversial. Recent observations on rain precipitation
and brain activity suggest that real systems display a dynamics that is similar to the one observed
in SOC systems, making a better understanding of such systems more urgent. Here we focus on the
Drossel-Schwable forest-fire model (FFM) of SOC and show that despite the model has been proved
to not being critical, it nevertheless exhibits a behavior that justifies the introduction of a new kind
of weak criticality.
Much of the research inspired by Self-organised
Criticality took up the mantle from the paper by Bak,
Tang and Wiesenfeld[1] and studied how various simple
dynamical systems may drive themselves into a critical
state. Reviews can be found in [2–4]. We are inspired
to return to the discussion concerning the nature of
the self tuning to a critical state, or to the vicinity of
such a state, by the similarity found when analysing the
size distribution of rain showers [5] and the bursts of
brain activity measured during fMRI scans[14]. Both
studies find indications of critical behavior in terms of
approximate power laws and even features reminiscent
of peaked, or perhaps diverging, fluctuations or sus-
ceptibilities. Also, both studies investigated the time
spent at different values of the control parameter (water
vapour and number of voxels activated above threshold
respectively), finding that the distribution of residence
times, the amount of time spent at a certain value of
the control parameter, is found to exhibit a broad peak
which indicates that the system spends most of the time
near the transition point. The immediate interpretation
seems to be that for systems like the atmosphere or the
brain, the dynamics consists in some kind of feedback
mechanism that is able to bring the system into the
vicinity of a critical point. However, the dynamics
couples the value of the control parameter to the
fluctuations in such a way that even for such big systems
fluctuations manage to drive the system away from the
critical point. This is similar to suggestions previously
put forward such as [6, 7]. Interestingly, the same
behavior can be observed in one of the paradigmatic
models of SOC, the Drossel-Schwable Forest Fire Model
(FFM) [11–13, 15], see for example Fig. 1. It was very
early realised that the FFM doesn’t exhibit exact scaling
as seen for ordinary equilibrium critical systems[8–10]
and that this may be related to such feedback dynamics.
Hitherto, most people have probably considered the lack
of scaling in SOC models (the same complicated scaling
is also seen for the original BTW sand-pile model, See
Chap. 4 in [3], as a sign of broken promise in the sense
that SOC suggested that the scenario of criticality and
FIG. 1. Behavior of the control parameter - the size of the
biggest cluster normalized to the number of active sites Smax
- and related observables as a function of the logarithm of
the number of active sites. This analysis is equivalent to the
one performed in [14] and shows that the behavior of the two
systems in the respect is qualitatively the same.
scaling seen in equilibrium systems were generic for a
broad range of driven systems. Here we re-analyse the
FFM with the observations on precipitation and brain
activity in mind and we show that the peculiar dynamics
observed both in the FFM and in real systems might be
associated to a new kind of weak criticality. Although
the definition of criticality can be subtle, we will show
that our methodology allows to define the degree of
criticality of a system based on the way the correlation
length diverges. The classical version of the FFM model
consists in a dynamics that involves the occupation of
empty sites (birth of new trees) and the removal of
randomly selected clusters of sites (when a tree catches
fire the whole connected cluster is removed) in a square
lattice of size L2. Therefore, there are two different time
scales related to the rate of growth of the trees p and the
rate of fires f . However, in most recent implementations
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2of the model, what is actually used is the ratio between
these two rates: θ = pf . Here we follow the algorithm
that is applied also in [9], and that can be sketched as
follows:
FOREVER {
REPEAT θ TIMES {
choose randomly a site s;
IF( s is empty) THEN { s becomes occupied }
}
choose randomly a site s;
IF( s is occupied) THEN {
collect statistics;
burn the whole cluster related to s ;
}
}
It is important to note that to assure criticality one
should use θ >> 1. However, the value of θ is limited
by the system size L and should be tuned accordingly
to it. In order to investigate the properties of the FFM
near criticality we will focus on the correlation length
ξ as a function of the control parameter of our system,
that is the density of occupied sites ρ. The classical
approach for this kind of analysis consists of computing
the two-point correlation function C(r) at different times
during the evolution and then obtain the time-averaged
correlation function 〈C(r)〉, for which is assumed the
following shape:
〈C(r)〉 ∝ r−ηe− rξ (1)
Fitting Eq. (1), it is possible to get an estimate of ξ.
Here we use a different approach. As the system evolves
in time through different configurations, we compute a
set of correlation functions {C1, C2, C3, . . . , CN}, each re-
alisation Ci of the correlation function is obtained by a
spacial average over a given configuration. We fit each Ci
to estimate the correspondent ξi. From the set of corre-
lation lengths {ξ1, ξ2, ξ3, . . . , ξN} we can then obtain the
probability density function P (ξ). In this way, we keep
the information about the individual configurations in-
stead of averaging them out. Indeed, in the vicinity of
a critical point it is possible to encounter specific config-
urations that either exhibit predominately power-law or
exponentially decaying correlations, i.e. configurations
with vastly different values of ξi. These fluctuations in
the range of the correlations are lost when one directly
computes the average correlation function and from it
extracts the correlation length. Fig. 2 illustrates the dif-
ference between the usual way of computing 〈ξ〉 and the
procedure we propose. Once we have P (ξ), we can easily
estimate 〈ξ〉 and further moments of the distribution. We
now explain how the major contribution of this approach
lies in the analysis of the tail of the distribution, which
we can relate to ”degrees of criticality”. It turns out that,
at least for the FFM and the Ising model, a region of the
control parameter X exists for which P (ξ) is a fat-tailed
FIG. 2. Diagram showing two different methods to compute
〈ξ〉.
distribution, i.e. P (ξ) ∼ ξ−λ(X) for large values of ξ. It is
therefore possible to investigate the presence of diverging
or long range correlations just by looking at the behavior
of λ(X) in the following way. Let us by Xcritical denote
the value of the control parameter X for which correla-
tions extend the farthest. We will call Xcritical the criti-
cal point even if the correlation length, like in the FFM,
isn’t infinite. Though for the Ising model Xcritical = Tc,
the critical temperature. Introducing λ(Xcritical) = λc
at the critical point the integral
I(α) =
∫ ∞
1
ξαP (ξ)dξ (2)
is finite for α − λc < −1. This means that the first mo-
ment of P (ξ) is finite if λc > 2 and the second if λc > 3.
Therefore, if λc ≤ 2 the mean correlation length diverges
and Eq. (1) gives a power-law decaying correlation func-
tion at Xcritical.
In order to get some intuition, we can take as a case
study the 2D Ising model. For an infinitely large system,
the 2D Ising model exhibits a phase transition at a fixed
value of the control parameter, and I(1) diverges. In
other words, we expect that at the critical temperature
Tc
lim
L→∞
P (ξ|T = Tc) ∼ ξ−λc (3)
with λc = 2. The reason why we expect to have exactly
λc = 2 in the 2D Ising model is that for any other value
λc < 2 there would be a range of temperatures close to
Tc for which 〈ξ〉 diverges. Although this could be possi-
ble for other systems, it is not the case for the 2D Ising
model, where the critical point is unique. For a finite
system, we expect λ(T ) to decrease near Tc and become
closer and closer to 2 as L increases. We have performed
this analysis for small sizes L of the Ising model, in order
3FIG. 3. This figure represents λ( T
Tc
) for a 2D Ising model
with system size L = 100. For the statistics a sample of 106
data points has been used for each T . Error bars are set to
3σ.
to check wheter there is a minimum for λ(T ) in corre-
spondence of the critical point and if that minimum is
close to 2. It turns out that even for small systems like
L = 50 it is possible to identify a net drop of λ(T ) in
correspondence of the effective critical temperature. It is
important to notice that for finite systems, Tc depends
on the system size L [18]. Here we use the value that
corresponds to the peak in the magnetic susceptibility as
the effective Tc. Fig. 3 shows the results for L = 100.
In the case of FFM, the situation is more complicated
because the value of θ has to be tuned with L in order to
reach a critical state. Therefore, in the FFM one has a
critical surface λ(θ, ρ). From a numerical point of view,
is also not trivial to measure accurately the value of the
control parameter ρ. Since the control parameter is not
fixed as in the Ising model, one should define a range ρ±
4ρ to collect the statistics needed to compute λ(ρ). This
range should not be too small in order to have sufficient
statistics, but at the same time choosing a large4ρ would
introduce spurious statistics from points close to λ(ρ).
This problem can be avoided considering the distribution
P (ξ) =
∫ 1
0
P (ξ | ρ)P (ρ)dρ (4)
Since P (ρ) (see Fig. 1) behaves like a Gaussian distribu-
tion with a sharp peak and P (ξ)→ ξ−λM for large values
of ξ, by means of a saddle point approximation we obtain
λM ∼ λc + 1
2
d2λ(ρ)
dρ2
|ρc (〈ρ〉 − ρc)2 (5)
In the large L limit 〈ρ〉 ' ρc [10], therefore λM tends to
λc as L increases. Furthermore, since the second deriva-
tive of λ(ρ) is positive near ρc, we expect λM → λc from
above. Thanks to Eq. (5) it is then possible to have a
robust estimate of λc as the limiting value of λM . Re-
garding the choice of θ, we have tried different values of
θ for each of the tested values of L, and for sufficiently
large θ, λM didn’t change noticeably. Fig. 4 displays
the results for simulations in which the ratio between
L2 and θ has been kept fixed to θL2 = 10
−3. Fitting
λM (L) with a power-law λM = λc + a
bL we obtained
λc = 3.10 ± 0.16 and b = −1.01 ± 0.3. In Fig. 4 λc is
assumed to be equal to 3 and it can be seen that the
rescaled variable λM − 3 as a function of L is consis-
tent with a straight line in a log-log plot. The analysis
of the power laws has been done following the guide-
lines presented in [19]. In particular, we have used the
Kolmogorov-Smirnov test to identify the beginning of the
tail and then the method of maximum likelihood to es-
timate the scaling exponent. Finally, we have estimated
the uncertainties in the estimated power-law exponent by
means of the non-parametric approach described in [19].
Fig. 4 is consistent with the ansatz
λM −−−−→
L→∞
3 (6)
Therefore, the FFM displays a completely different sce-
nario compared to the one observed in the Ising model,
where λc = 2. Indeed, in the Ising model we have that
< ξ > diverges at the critical point, while in the FFM
the first moment is finite and the second diverges. In
other words, even though the mean correlation length
is finite, there is a certain probability of observing con-
figurations with diverging correlation length because of
the diverging variance of P (ξ). This could be the reason
why the FFM displays certain characteristics of critical
systems without however being critical[9] according to
the usual definition used in statistical mechanics, namely
that 〈ξ〉 = ∞ at the critical point[16, 17]. In order to
distinguish between the classical notion of criticality and
the behavior observed in the FFM we will refer to the
second as weak criticality.
The new analysis method we propose allows us to intro-
duce a quantitative measure of the degree of criticality
of a system, i.e. λc, and in particular to distinguish be-
tween situations in which one has full criticality like in
the Ising model (λc = 2) and others in which only cer-
tain features of critical systems are preserved, like in the
FFM (λc = 3). This is particularly relevant for the un-
derstanding of the mechanisms that are behind the ap-
proximate power laws and other critical features observed
in real systems like brain and rain, and to classify the na-
ture of criticality and phase transitions in such systems.
Furthermore, this procedure can in principle be easily
adapted to experimental or observational settings, since
it only requires the analysis of spatial correlations taken
from independent configurations of the system at a given
value of the control parameter.
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