The Backpropagation algorithm relies on the abstraction of using a neural model that gets rid of the notion of time, since the input is mapped instantaneously to the output. In this paper, we claim that this abstraction of ignoring time, along with the abrupt input changes that occur when feeding the training set, are in fact the reasons why, in some papers, Backprop biological plausibility is regarded as an arguable issue. We show that as soon as a deep feedforward network operates with neurons with time-delayed response, the backprop weight update turns out to be the basic equation of a biologically plausible diffusion process based on forward-backward waves. We also show that such a process very well approximates the gradient for inputs that are not too fast with respect to the depth of the network. These remarks somewhat disclose the diffusion process behind the backprop equation and leads us to interpret the corresponding algorithm as a degeneration of a more general diffusion process that takes place also in neural networks with cyclic connections.
Introduction
Backpropagation enjoys the property of being an optimal algorithm for gradient computation, which takes Θ(m) in a feedforward network with m weights [7, 8] . It is worth mentioning that the gradient computation with classic numerical algorithms would take O(m 2 ), which clearly shows the impressive advantage that is gained for nowadays big networks. However, since its conception, Backpropagation has been the target of criticisms concerning its biological plausibility. Stefan Grossberg early pointed out the transport problem that is inherently connected with the algorithm. Basically, for each neuron, the delta error must be "transported" for updating the weights. Hence, the algorithm requires each neuron the availability of a precise knowledge of all of its downstream synapses. Related comments were given by F. Crick [6] , who also pointed out that backprop seems to require rapid circulation of the delta error back along axons from the synaptic outputs. Interestingly enough, as discussed in the following, this is consistent with the main result of this paper.
A number of studies have suggested potential solutions to the weight transport problem. Recently, Lillicrap et al [10] have suggested that random synaptic feedback weights can support error backpropagation. However, any interpretation which neglects the role of time might not fully capture the essence of biological plausibility. The intriguing marriage between energy-based models with object functions for supervision that gives rise to Equilibrium Propagation [11] is definitely better suited to capture the role of time. Based the full trust on the role of temporal evolution, in [1] , the authors proposed the formulation of learning under the framework of laws of nature derived from variational principles. This paper springs out from recent studies especially on the problem of learning visual features [4, 5, 2] and it was also stimulated by a nice analysis on the interpretation of Newtonian mechanics equations in the variational framework [9] . It is shown that when looking for laws of learning more than from learning algorithms, one can clearly see the emergence of the biological plausibility of Backprop, an issue that has been controversial since its spectacular impact. We claim that the algorithm does represent a sort of degeneration of a natural spatiotemporal diffusion process that can clearly be understood when thinking of perceptual tasks like speech and vision, where signals possess smooth properties. In those tasks, instead of performing the forward-backward scheme for any frame, one can properly spread the weight update according to a diffusion scheme. While this is quite an obvious remark on parallel computation, the disclosure of the degenerate diffusion scheme behind Backprop, sheds light on its biological plausibility. This is especially important at the light of recent discoveries on the underlining diffusion process that characterizes neural networks with any pattern of interconnections, including cyclic links [3] . The learning process that emerges in this framework is based on complex diffusion waves that, however, is dramatically simplified under the feedforward assumption, where the propagation is split into forward and backward waves.
Backprop diffusion
In this paper we consider multilayered networks composed of L layers of neurons, but the results can easily be extended to any feedforward network characterized by an acyclic path of interconnections. The layers are denoted by the index l, which ranges from l = 0 (input layer) to l = L (output layer). Let W l be the layer matrix and x t,l be the vector of the neural output at layer l corresponding to discrete time t. Here we assume that the network carries out a computation over time, so as, instead of regarding the forward and backward steps as instantaneous processes, we assume that the neuronal outputs follow the time-delay model:
where σ(·) is the neural non-linear function. In doing so, when focussing on frame t the following forward process takes place in a deep network of L layers:
Hence, the input x t,0 is forwarded to layers 1, 2, . . . , L a time t+1, t+2, . . . , t+L, respectively, which can be regarded as a forward wave. We can formally state that input u t := x t,0 is forwarded to layer κ by the operator
Likewise, when inspired by the backward step of Backpropagation, we can think of back-propagating the delta error δ t,L on the output as follows:
Like for x t,l , we can formally state that the output delta error δ t,L is propagated back by the operator
The following equation is still formally coming from Backpropagation, since it represents the classic factorization of forward and backward terms: Clearly, g t,l is the result of a diffusion process that is characterized by the interaction of a forward and of a backward wave (see Fig. 1 ). This is a truly local spatiotemporal process which is definitely biologically plausible. Notice that if L is odd then for l s = (L + 1)/2 (6) we have a perfect backprop synchronization between the input and the supervision, since in this case the number of forward steps l − 1 equals the number of backward steps L − l. Clearly, the forward-backward wave synchronization takes place for L = 1, which is a trivial case in which there is no wave propagation. The next case of perfect synchronization is for L = 3. In this case, the two hidden layers are involved in one-step of forward-backward propagation. Notice that the perfect synchronization comes with one step delay in the gradient computation. In general, the computation of the gradient in the layer of perfect synchronization is delayed of l s − 1 = (L − 1)/2. For all other layers, Eq. 5 turns out to be an approximation of the gradient computation, since the forward and backward waves meet in layers of no perfect synchronization. We can promptly see that, as a matter of fact, synchronization approximatively holds whenever u t is not too fast with respect to L (see Fig. 2 and 3) . The maximum mismatch between l − 1 and L − l is in fact L − 1, so as if ∆t is the quantization interval required to perform the computation over a layer, good synchronization requires that u t is nearly constant over intervals of length τ s = (L − 1)∆t. For example, a video stream, which is sampled at f v frames/sec requires to carry out the computation with time intervals bounded by ∆t = τ s /(L − 1) = f v /(L − 1).
Conclusions
In this paper we have shown that the longstanding debate on the biological plausibility of Backpropagation can simply be addressed by distinguishing the forward-backward local diffusion process for weight updating with respect to the algorithmic gradient computation over all the net, which requires the transport of the delta error over all the graph. Basically, the algorithm expresses the degeneration of a biologically plausible diffusion process, which comes from the assumption of a static neural model. The main conclusion is that, more than Backpropation, the appropriate target of the mentioned longstanding biological plausibility issues is the assumption of an instantaneous map from the input to the output. The given analysis can be extended to the case of any directed acyclic graph. This paper has shown that an opportune embedding in time of deep networks leads to a natural interpretation of Backprop as a diffusion process which is fully local in space and time. We suggest that spatiotemporal diffusion processes are in fact at the basis of most interesting learning algorithms for cyclic graphs that degenerate to Backprop in case of static networks [3] .
