IMPROVED FORECASTING THROUGH THE DESIGN OF HOMOGENEOUS GROUPS* EDWIN J. ELTON AND MARTIN J. GRUBERt
The purpose of this paper is both to discuss the need to disaggregate economic data into meaningful groups in order to better understand and forecast the future course of economic phenomena, and to illustrate with a specific example that such disaggregation can lead to improved results.
The reasons for placing observations into homogeneous groups has already been documented by the authors but will be reviewed briefly in the first section of this paper.' The next section will be concerned with the general procedure for grouping observations. The remainder of the paper will discuss in some detail the improvement in forecasting ability that comes from a specific application of grouping procedures to the problem of forecasting earnings per share for a large group of manufacturing concerns. Forecasts prepared on the basis of statistically grouped data will be compared with forecasts made on data grouped on traditional industrial criteria as well as with forecasts prepared by mechanical extrapolation techniques.
THE HETEROGENEITY OF HOMOGENEOUS GROUPS
In this section we will discuss the reasons for grouping observations and will show that the grouping of observations is not unique but rather is determined by the general objective in grouping and the specific problem under study.
The reasons for grouping observations fall into two categories: (a) to isolate homogeneous units that should act alike, and (b) to isolate units which should have the same structural relationship between two or more variables. Although, as the discussion below will make clear, these reasons are not mutually exclusive, nevertheless this dichotomy serves a useful purpose in understanding why we group.
THE NEED FOR HOMOGENEOUS GROUPS
One often tries to form groups of homogeneous units that have had or will continue to have the same value for one or more variables. For example, the SIC industrial codes can be viewed as forming groups of firms which are homogeneous with respect to end product.
The SIC codes have also been used to group firms for purposes of security and portfolio analysis. Security analysts typically evaluate a stock by comparing its performance against other stocks in the same industry. For example, a company may be judged to be a good buy when its price-earnings ratio is low compared with the average price-earnings ratio for its industry. The assumption being made is that the price-earnings ratio for an industry is a good predictor of the priceearnings ratio of each stock in the indus-*The research for this paper was supported by grants from the Institute for Quantitative Research in Finance and by TIAA-CREF. We would like to thank Steve Replen for computational assistance.
try. Similarly, the typical portfolio manager who attempts to obtain risk diversification by buying stocks from different industries is acting as if he believed that the SIC industrial classifications were homogeneous with respect to market risk.
The second reason for forming homogeneous groups is to find a sample of observations (firms) within which the same structural relationship between two or more variables exists. There are two related conditions under which the failure to properly select a sample can result in the misspecification of the relationships between two or more variables.
The first is where an omitted variable is correlated with both the dependent variable and one or more independent variables.2 The failure to hold the effects of an omitted variable constant will result in biased regression coefficients, biased correlation coefficients, and both regression and correlation coefficients which are extremely sample sensitive. Once again, the way to avoid the problem of nonhomogeneous relationships has typically been to accept SIC industrial classification as a suitable metric for homogeneity and so to confine regression analysis to data within one industry. This has been the practice in almost all stock-pricing and cost-of-capital models.
These three reasons for grouping overlap to a considerable extent. For example, one may try to find a group of firms which are homogeneous with respect to risk so that security analysts can ignore risk in their analysis and so that portfolio managers can treat the group as one firm in determining appropriate diversification. Second, if risk is difficult to measure, then one may try to find a grouping that allows the relationship between the two other variables to be studied (e.g., stock price and growth) In other words, the assumption has been made that classification by end product is a suitable technique for grouping in almost all studies in finance.6 But we have a host of evidence that grouping by industries is not particularly suitable for most of the purposes for which it is employed. Let us review some of the evidence.
As mentioned earlier, industry groupings are often used as a basis for comparative analysis by the security analyst. For example, the analyst will typically compare price-earnings (P/E) ratios for a stock with the typical P/E ratio for the industry. Breen has tested the profitability of buying high-growth low-P/Eratio stocks.7 His study defined low P/E ratios both in absolute terms and relative to the industry average P/E ratio.8 Buying stocks with low P/E ratios relative to the industry means yielded a low- 10 Cohen and Pogue actually tested two models. In the first model, the industrial averages were assumed to be uncorrelated except for their common movement with the overall market. In the second, the industrial averages were assumed to have covariance above that due to movements with the general market. Keenan has used analysis of covariance in examining the models presented by Barges, Benishay, Gordon, and Modigliani and Miller."5 In this study, Keenan has shown that the parameters of all the models which he tested are so extremely sample sensitive that the removal of one or two firms from the sample can change the sign of the regression parameter even when all firms in the sample are drawn from the same uni- In the next section of this paper, we will discuss the way homogeneous groups of observations can be formed once a set of variables with which homogeneity is desired has been selected. We will then present a case study that illustrates the improvement in forecasting ability which can be obtained through the use of grouping techniques.
AN ALTERNATIVE METHOD OF FORM-ING HOMOGENEOUS GROUPS
An alternative to grouping on the basis of traditional industries is to group on the basis of a variable or set of variables which are deemed relevant for the problem under study. If N variables are chosen as relevant for grouping, each firm can be viewed as a point in N-dimensional space. The distance between firms can be measured by simple Euclidean distance and firms grouped according to their distance from other points.18 This grouping can be accomplished by using cluster analysis, which, in its present state of development, consists of a group of heuristics for partitioning points in N-dimensional space into groups. The clustering algorithm used in this study combines points which are close together, in order to minimize the sum of the squared distance between each point and its group centroid.19
In order for this process to yield reasonable groupings, the method of measuring interpoint distances in the N-dimensional space must be meaningful.
If we locate all firms in N-dimensional space and clustered on the basis of the Euclidean distance between firms, then the groups that would result would depend on the scale of the original variables and the extent of their orthogonality.
For example, the squared distance be- 18 We will take up the problem of using Euclidean distance in the unadjusted N-dimensional space shortly.
19 Other objective functions assumed are maximization of the squared distance between group centroids and the minimization of average squared distance between all points within a group. These are equivalent to the one in the text. See Elton and Gruber (n. 1 above) for proofs of the equivalence as well as for a discussion of clustering techniques which assume different objective functions. influence of Pjl is 1,000-fold higher. The value of any new variable for any firm can be found by simply multiplying the relevant factor loadings by the normalized value of the original variables for the firm.21 By repeating this procedure for each new variable, we can locate any firm in an orthogonal N-dimensional space.
However, the distances defined in the principal components space will still be determined by the amount of correlation in the original data, despite the fact that the space is defined in terms of orthogonal dimensions. The variance of the values of any new variable will be a function of the ability of that component to account for the original joint variation in the data. The more highly correlated the original variables, the better a particular component can account for original variance, and so the larger the interpoint distances will be in that dimension. This again would result in the double counting of correlated variables and is likely to lead to the overpowering of important firm differences. To overcome this problem, one need only divide each new variable by its standard deviation (eigen value) across all firms.22 This will produce a set of firm measurements and differences which are both insensitive to the correlation and scale of the original variables and so can be used to group firms.23
FORECASTING EARNINGS-AN APPLICATION
This section illustrates the application of grouping techniques to a particular problem and shows that these techniques can improve forecasting ability. The par-20 One may use the information produced by the principal components analysis to decrease the dimensionality of the space in which firms are examined. The first P components where P < N may explain so much of the original variation (e.g., 99 percent or more) that one is willing to assume that these P dimensions capture the relevant differences between firms.
21 There is one set of factor loadings for each new variable. The values of each original variable are normalized across all firms to a mean of zero and a standard deviation of one. 23 If all adjusted principal components are used to group firms, one can pick up and misinterpret large amounts of random noise from the last few components (which usually explain very little of the variance in the original data). To overcome this problem, one will usually use a number of principal components which is smaller than the number of variables included in the analysis. There is no optimum way to decide on the number of components to use and the ultimate justification for our choice must rest with the usefulness of our results. ticular problem we chose to study was the forecasting of earnings per share for industrial corporations.
This problem was selected for several reasons:
1. Almost every valuation and cost of capital model reported in the literature employs an earnings or earningsgrowth variable.24 Furthermore, the results of these models have proven to be extremely sensitive to the way the earnings or growth variable was defined.
2. We had already explored a series of more naive techniques for forecasting earnings per share, and so a bench mark existed against which to judge the results of this study.25 3. We felt that the determinants (forecasts) of earnings per share were not homogeneous across all companies and that improvement in forecasts would result from the substitution of statistical grouping techniques for groupings based on final product.
The first steps which had to be taken in the study were the selection of criteria with respect to which we wished our groups to be homogeneous and the selection of a set of variables which could be used to forecast earnings per share within each group.
These are not really independent problems. We felt that earnings per share could be forecast by relating the change , 6, 7, 18) .26 While these variables should, in general, be good predictors of earnings per share, the way in which different firms responded to change in any variable might differ. For example, a decrease in profitability for a firm with a cyclical earnings pattern may mean a very different thing from a decrease in profitability for a firm which has demonstrated a steady growth in earnings.
We wanted to place firms into groups which had had the same earnings-growth pattern over time. This was done because we felt that, if firms have demonstrated the same pattern of growth over time (management reacted the same way to changes in economic condition), then differences in such things as profitability or liquidity would be likely to trigger the same reaction on management's part and so have the same effect on future earnings.
Having decided on the variables to use in forming homogeneous groups for the purpose of forecasting, the next step was to design our basic sample.
The sample could have been formed by randomly selecting a predetermined number of firms.27 However, it was desirable to have a large sample of firms from each of several traditional industries so that (a) the dispersion of firms 24 Benishay (n. 15 above); Gordon (n. 5 above); Gruber (n. 6 above); Modigliani and Miller (n. 4 above); Wippern (n. 6 above).
25 See Edwin J. Elton and Martin J. Gruber, "Earnings Forecasters and Expectational Data," Management Science (in press).
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The particular definition of an influence (such as profitability) that we use is, of course, somewhat arbitrary. The actual list of definitions was obtained from standard definitions reported in the literature and from the suggestions made by officers of thirty large financial institutions. These suggestions were made after hearing the research proposal on which this study was based. from traditional industries across our homogeneous groups could be studied, and (b) we could compare forecasts based on assuming that each traditional industry is a homogeneous group with forecasts based on our pseudoindustries (statistically homogeneous groups). To accomplish this, stratified sampling was employed.28 We selected nine large fourdigit-industry classifications at random from among those included on the compustat tape and included all firms with a suitable history from each of these traditional industries.29 Sixty-one additional firms were then selected at random from the compustat tape. These firms were included so that we could examine whether they would cluster with traditional industries or segments of traditional industries or whether they would remain as outliers. Our final sample consisted of 180 firms representing fortyfour industries. Our sample classified by both traditional and pseudoindustry is presented in Appendix A.
The next step in the study was to find homogeneous groups of firms. Annual growth rates in earnings per share were computed using earnings-per-share data for the years 1948-63.3? This gave us fifteen growth rates for each of our 180 companies. Principal components analysis was then performed on the correla- The principal component scores were calculated for each firm in terms of these standardized principal component loadings. We now had a score for each firm on each of eleven standardized principal components.32 We viewed each 28 All firms for which the compustat service did not record earnings in one or more years from 1953 to 1966 or which reported negative earnings from 1953 to 1962 were eliminated from the sample. This was done so that the final results could be compared with the outcome from mechanical techniques reported in Elton and Gruber (n. 25 above). This also biases our sample in favor of large, stable firms.
29 This meant that the probability of a firm being selected in the first part of our sample was a function of the number of firms in the industry to which it belonged.
30 Data for the years 1964, 1965, 1966 are not used in the analysis, for the clustering patterns obtained are to be used to test forecast accuracy for these years.
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The decision as to how many of the principal components to preserve must, to some extent, be arbitrary. Preserving all comtponents standardized to unit variance would pick up and magnify the large amount of random fluctuations contained in the last few principal components. Using too few principal components would ignore important dimensions of the original data. would expect since the higher the profitability, the higher the historic growth rate; or the more funds raised by a firm, the higher one would expect future growth to be. All of the regressions had statistically significant coefficients of determination. However, the performance of the models should be determined by their forecasting ability (which we discuss below) rather than by their 33 Alternative procedures might be used for establishing the best forecasting equations. However, since our emphasis is on establishing the usefulness of pseudoindustries and since a large number of forecasting equations had to be established for pseudoindustries (ten) and for traditional industries (nine), we felt such a procedure was justified.
3 The question may arise as to why we estimated earnings for 1964 rather than for 1962. Most of the independent variables used in our regressions were constructed in terms of three-year averages of data (in order to damp out random fluctuations). If we had recalculated the independent variables as of 1961 in order to forecast for 1962, two out of three of the observations used in constructing the independent variables would be the same as those used in running the regression. To avoid this problem, the period ending in 1963 was used in defining The next step was to select a procedure for comparing forecast techniques.
It was desirable both to select an external criterion against which our forecasts could be compared and to set up a procedure for analyzing the statistical significance of results.
In an earlier study we compared nine techniques for forecasting earnings, using mechanical extrapolation techniques against each other and against analysts' estimates.35 The results of this study showed that one technique dominated the other mechanical techniques at a statistically significant level. Furthermore, the performance of this technique, an exponentially weighted moving average with an arithmetic trend, could not be differentiated from the performance of the security analysts at the three large financial institutions studied (see Appendix E).36 Forecasts using this technique should be a useful bench mark against which to judge the performance of our within-group regression.
In order to measure differences in the performance of our three forecasting techniques (the exponentially weighted moving average with an arithmetic trend, regressions within traditional industries, and regressions within pseudoindustries), we examined the frequency functions of the differences in the squared error between various pairs of forecasts. What could and did happen was that some frequency functions had mostly the independent variables. If this gap in time introduces a bias, it should increase the inaccuracy of our regression results rather than work in favor of our results.
36 The sample for this earlier study was identical with the sample used in this study. The nine forecasts were prepared in the following manner: (1) the previous year's earnings plus the previous year's change in earnings; (2) a four-year moving average; (3) a moving average of optimum length; (4) a linear regression on time; (5) a log linear regression on time; (6) an exponentially weighted moving average with an arithmetic growth trend; (7) an exponentially weighted moving average with a geometric growth trend; (8) the same as (6) except an arithmetic growth in the trend was added; (9) the same as (7) except a geometric growth in the trend was added. See Elton and Gruber (n. 25 above) for a fuller description of the results and a detailed description of the procedure used to determine optimum weights for the exponential weighting.
36 The results of the comparison of the mechanical extrapolation technique with the forecasts of security analysts are contained in Appendix E. The test used to analyze possible statistical differences in the forecasts is discussed in the next several paragraphs of the text. None of the differences between analysts' forecasts and the mechanical forecasts were statistically significant. Several comments are in order concerning the analysts' estimates. The analysts' estimates come from three financial institutions. These institutions were not selected at random; rather, we would expect them to be among those institutions that had produced the best earnings projections. The investment-advisory service was selected after analysts in a number of financial institutions indicated that this was the service in whose projections they placed the greatest faith. Furthermore, the other two institutions represented the only ones among those contracted which were willing to expose their forecasts to rigorous testing. Since this had potential repercussions within their own firms, this indicated some confidence in their projections.
positive or negative values and had a mean significantly different from zero. When the mean is significantly different from zero, we can state that it is highly unlikely that the techniques being compared forecasted equally well, and we will say that one technique is dominated by a second.37
The first comparisons we made were over all firms for which we had either type of within-industry forecast. Since neither the classifications by SIC industrial code nor by pseudoindustries included all firms in our sample (nor did the two classifications include the same firms), we could not directly compare pseudoindustry forecasts with forecasts using SIC industrial classifications. Instead, we compare forecasts based on regressions within traditional industry groupings against mechanical forecasts for the same firms and forecasts based on regressions within our pseudoindustries against mechanical forecasts for these firms.38 The results are shown in table 1. The forecast prepared using regression analysis within pseudoindustries outperforms the mechanical forecast at the 5 percent level of significance. On the other hand, the forecast prepared using regression analysis within traditional industries is outperformed by the mechanical technique at the 0.1 percent level. The.
results indicate the dominance of pseudoindustry forecasts over both mechanical forecasts and forecasts prepared on the basis of traditional industries.
There is some possibility that these results arose because of differences in the pattern of earnings between firms which were selected as members of pseudoindustries and firms which were members of traditional industries. For example, mechanical techniques might just work better for those firms that are members of traditional industries than they do for those firms that are not members of traditional industries but are members of pseudoindustries. To avoid this possibility, tests were repeated on only those firms which had been grouped as members of both traditional industries and 37 From the central limit theorem, we can state that the distribution of the mean of our frequency functions is normally distributed with mean equal to the mean of the frequency function and standard deviation equal to the standard deviation of the frequency function divided by the square root of the number of observations. That the frequency functions under question were derived from differencing two variables should not bother the reader. The central limit theorem states that, as the number of observations increases, the distribution of the mean is normally distributed, no matter what the original frequency function.
38 Only SIC industries and pseudoindustries with five or more firms were included in preparing forecasts. Extremely small industries would not allow enough degrees of freedom for the regression analysis.
pseudoindustries.39 The results (reported in table 2) once again support the dominance of forecasts based on pseudoindustries. Forecasts based on pseudoindustries were statistically better than forecasts based on traditional industries at the 0.1 percent level and forecasts based on the mechanical model at the 10 percent level. Once again, the mechanical technique dominates forecasts based on traditional industries at the 0.1 percent level.
When the data were decomposed and forecasts prepared by each of the three methods examined for each traditional industry, the forecasts based on pseudoindustries outperformed the forecasts based on traditional industries for eight out of the nine traditional industries with the one reversal not being statistically significant. 40 The results in this study have been based on an intensive analysis of forecasts for one year (1964) . Although forecasts based on pseudoindustries outperform those based on traditional industries, mechanical methods, and subjective analysts' estimates at a statistically significant level for this year, it is possible that the results could differ for other years. However, there is no a priori reason to believe that this will happen. Furthermore, previous tests have shown that the ranking of alternative mechanical techniques against each other and against different analysts' estimates are reasonably stable over time.
CONCLUSION
In this paper we have (1) discussed the need to disaggregate economic data 40 It is interesting to note the extent to which traditional industries are rearranged among pseudoindustries. We have noted the SIC number of the traditional industry, the number of firms in our sample from that industry, and the number of pseudoindustries into which the traditional industries split (see 
