We use the Hilbert distance on cones and the Birkhoff-Hopf Theorem to prove decay of correlation, analyticity of the free energy and a central limit theorem in the one dimensional Jellium model with non constant density charge background, both in the classical and quantum cases.
Introduction
The Jellium model describes a system of electrons interacting with each other in a continuous background of opposite charge. It is a very fundamental system in quantum chemistry and condensed matter physics [15, 30, 8] . The model has been initially introduced by Wigner [33] . In (quasi-)one dimension it has then been rigorously studied when the background is uniform by Kunz [26] , Brascamp-Lieb [9] , Aizenman-Martin [2] and many others [6, 4, 10, 17, 24, 1, 23, 28] . This model is known to reveal a symmetry breaking called the Wigner crystal. One major difficulty is that the Coulomb potential is long range. In dimension one, the interaction is like −|x − y| and therefore the force between two particles does not depend on their mutual distance which simplifies a lot the problem.
In this paper we study the inhomogeneous Jellium model in which the background is not constant. The inhomogeneous case is very important for applications, at least in three dimensions [16, 21, 29] . The Wigner crystal still appears for a periodic background, provided that the charge in one period is equal to the charge of the particles. Here we consider any background in one dimension and the system will not necessarily be crystallized.
One of the most important properties of the constant background model is that the classical partition function for N particles can be written in the form
where T (β) is a compact operator with positive kernel in some L 2 space, which depends smoothly on the inverse temperature β. By the Krein-Rutmann Theorem [3] , T (β) has a unique largest eigenvalue λ(β) > 0 which is always non degenerate, hence is also a smooth function of β. As a consequence, the free energy per particle behaves as
for large N , where v is the unique positive eigenvector associated with λ(β) and κ < 1. In fact, T (β) N /λ(β) N is close to the rank-one projection on v and this can also be used to prove the decay of correlations.
In the inhomogeneous case, the classical partition function takes the form Z N (β) = a, 0≤i≤N −1
where the transitive operators T i (β) are no longer equal to each other. Our goal is to generalize the results proved in the homogeneous case to the inhomogeneous case. For this we will replace the spectral approach based on the Krein Rutmann theorem by the Birkhoff-Hopf theorem [5, 22] . The main idea behind this method is to quantify how a product of many operators with positive kernels can be well approximated by a rank-one operator. A main tool is the so-called Hilbert distance on cones, a concept which will be discussed at length later on. Using these tools we will prove the decay of correlations and the smoothness of the free energy in the inhomogeneous Jellium model. In the classical case, we can essentially handle any background, but in the quantum case we require it to be close to a constant. Our method is general and can be applied to other one dimensional inhomogeneous systems in statistical physics like the Ising model. It could also be useful for log gases [12, 14] . For this reason, we will present the theory in the abstract framework of cones on any Banach spaces, in a form which is well suited to the setting of statistical physics.
Our paper is organized as follows. We first describe in Section 2 the Jellium model and state our main results both for the classical and the quantum cases. We then introduce in Section 3.1 the framework required to state the BirkhoffHopf Theorem. Afterward, we suggest a new formulation of weak ergodicity using rank-one operators and prove it in Section 3.3. As it is shown in Section 3.4, the rank-one approximation implies that the k-particle marginals are well approximated by (independent) products of the 1-particle marginals. In Section 3.5 we prove the regularity of the abstract free energy. Finally we deal with the inhomogeneous Jellium model. Section 4.1 and Section 4.2 are dedicated to the proof of the classical and quantum cases, respectively. The main result of theses two sections is the construction of an appropriate cone such that the theorems of the previous sections can be applied. 
The Jellium model
In this section, we present the Jellium model and state all our results. The proofs will be given in Section 4.1 and Section 4.2.
The classical Jellium model

Mathematical formalism
We consider N particles of negative charges q 1 , . . . , q N placed on a line −L <
The one dimensional solution of u ′′ = 2δ 0 is u(x) = −|x|, which gives us the total energy of the system
The first term is the background-background interaction, the second term accounts for the electron-electron interaction and the third term for the backgroundelectron interaction. Let us first calculate the state of minimum energy. For each particle i the positionx i which minimizes the energy is such thatx
It is the condition that for each particle there is the same amount of charge on its right side and on its left side, such that the particle is at equilibrium. In the homogeneous case, we have for any i, ρ|x i+1 −x i | = q. Therefore at T = 0, the electrons are located on q ρ Z (the Wigner cristal). But for a general background the lattice is not necessarily a solution.
We subtract the minimum of the energy and rewrite it as
We denote by
the potential felt by the i th −particle around its stable position. We are interested in the canonical model at positive temperature. The position of the particles x i are now random and the probability of a set of positions (x i ) i=1,...,N is proportional to e −βE(x1,··· ,xN ) (Gibbs measure). The relevant physical properties of the system are obtained from the partition function given by
ρ(y)(y−xi)dy dx i and its free energy per particle
We also introduce the marginals ρ I (x i1 , x i2 , . . . , x i k ), for the probability of the positions of the k particles of the subset
Our main interest is to know whether the particles are strongly correlated or not. This can be quantified by looking at the truncated correlation functions, which we introduce below.
Definition 1. (Cluster property) We say that
• the particles are independent if
• the particles satisfy a cluster property if there exists I ∪J = {1, · · · , n}, I ∩ J = ∅ such that
In order to characterize the "clusters" we introduce the truncated marginal:
The truncated marginals ρ T k are defined recursively as follows:
The truncated marginals appear to be the good indicator for clustering properties. Indeed we have the following proposition.
For the reader's convenience we have written the proof of Proposition 3 in Appendix A. We are now ready to state our main results.
Main results
In the classical case we make the following assumptions:
• (H1) There exist q, Q > 0 such that for all i, 0 < q ≤ q i ≤ Q .
• (H2) There exists 0 < m < M such that for all
These assumptions (H1,H2) imply the following bounds for the potential:
Our first result is to be understood as follows: If we consider particles which are far away from each other (meaning that there are a lot of other particles between them) then the marginal is exponentially close to the independent marginal. We also get the cluster property: if groups of particles are far from each others, then the marginal is exponentially close to the independent cluster marginal.
Theorem 4. For any β > 0, there exists κ < 1 such that for any I ⊂ {0, · · · , N }, |I| = k, we have
for some C k > 0, provided that between any two consecutive particle in I there are at least d others particles (in practice take d = inf |i l − i l+1 | − 1). Also we have |ρ
when there exist two consecutive particles in I with at least D others particles between them (in practice take D = max |i l − i l+1 | − 1).
Our next result concerns the regularity of the free energy, which is a fundamental property for one-dimensional systems in statistical physics. 
In the proof we will show the following estimate on M k :
for some c > 0. From this bound we obtain the analyticity of the limiting free energy, when this limit exists. 
As a corollary, the system will not reveal any phase transition for β = ∞.
Corollary 7.
If the charge background is periodic or if it is constructed randomly with an ergodic process, there exists a limiting function f such that f N → f (almost surely in the ergodic case) and f is real analytic on (0, ∞).
This generalizes the results of Kunz [26] .
The quantum model
Mathematical formalism
We now give our results for the quantum problem. In the classical case, we neglect the kinetic energy because in phase space momentum and position are independent for the Gibbs measure. This is no longer true in the quantum case and we have to consider the whole N -particle Hamiltonian
For simplicity we choose Dirichlet boundary conditions at the two ends ∓L.
The quantum fermionic canonical function is Z Q N (β) = Tr(exp(−βH)) and the free energy is
We have the following Feynman-Kac formula [25] for the partition function Z Q N (β).
Proposition 8. (Feynman Kac formula) We have
where
is the Weyl chamber and µ x,y are the probability measures of a Brownian bridge from x to y of length β.
The random system we study in the quantum model is no longer the positions (x i ) i≤N but rather the paths (γ i ) i≤N . We define the extended marginals on the set of paths ρ Γ (γ 1 , ..., γ N ) and we are able to apply the theorems of Section 3.4 in this set up. However, for simplicity we will only states the results on the position marginals ρ k (x i1 , ..., x i k ) which satisfy, for any bounded function
Main results
Unfortunately, in the quantum case we are only able to prove a result in a perturbation regime where ρ and the q i are almost constant. We therefore make the following assumptions :
Theorem 9. For any β > 0, under condition (HQ1-2) for ǫ > 0 small enough, there exists κ < 1, such that for all I ⊂ {1, · · · , N }, |I| = k,
for some C k > 0, if between any two consecutive particle in I there are at least d others particles (in practice take d = inf |i l − i l+1 | − 1).On the other hand,
if there exists two consecutive particles in I with at least D others particles between them (in practice take D = max |i l − i l+1 | − 1).
As in the classical case we obtain the regularity of the partition function f Q N . Theorem 10. For any β 0 > 0, there exists ∆β > 0 such that under condition (HQ1-2) with ǫ > 0 small enough, the free energy is C ∞ on [β 0 − ∆β, β 0 + ∆β] and for all k we have d
Finally we can prove analyticity of the free energy with the same estimate as (2).
Theorem 11. For any β 0 > 0, there exists ∆β > 0 such that under condition (HQ1-2), for ǫ > 0 small enough, if f N k admits a limit f for a subsequence
Corollary 12. We make the same assumptions as in Theorem 9. If the charge background is periodic or if it is constructed randomly with an ergodic process, there exists a limiting function f such that f N → f (almost surely in the ergodic case) and f is real analytic.
General theory to apply the Birkhoff-Hopf theorem
The Birkhoff-Hopf theorem has been used for instance to study non linear integrable equations, weak ergodic theorems, or the so-called DAD problem [7] . We first introduce the notion of cone and the Hilbert distance. In this set up we can state the Birkhoff-Hopf theorem. Then we prove Theorem 4 and Theorem 5 with the extra assumption of strictly contracting operators.
Framework and Birkhoff-Hopf theorem.
We follow [13] for the notation and we refer to this paper for a proof of the Birkhoff Hopf theorem (Theorem 18 bellow). Let E be a real linear Banach space.
Using C we define a partial order on E Definition 14. (Partial order) For any x, y ∈ E, we write
For clarity we will use ≤ instead of ≤ C if there is no confusion about the cone.
Definition 15. If C is a cone, we define the dual cone C * by
The set C * is a cone if C − C is dense and in particular if C has nonempty interior. We say that x, y ∈ C are comparable and write x∼y if there exist α, β > 0 such that αx ≤ y ≤ βx. This defines an equivalence relation. We say that C is normal if there exists γ > 0 such that
Definition 16. For any x, y ∈ C comparable, we define the Hilbert metric by
The Hilbert metric is a metric on the projective space of C. We say that
If T is a linear operator (the only case we will consider here) this is equivalent to
We introduce the projective diameter
and the contracting ratio
Here is the main theorem we will use :
The result has to be understood as follows: if the image of the cone of the order preserving operator is strictly inside the cone (∆(T ) < ∞), then the operator is strictly contracting (κ(T ) < 1) for the Hilbert metric.
Application to statistical physics
We now use the previous formalism to study the partition function and the marginals from statistical physics in the abstract framework of positive operators.
Definition 19. (Density function) Let u ∈ C
* and v ∈ C, and let X, Y, (X i ) i be positive bounded operators. We define
• the partition function by
• the one-point density function by
• the pair correlation function by
• the k-point correlation function by
The operators X, Y, (X i ) should be thought of as test functions acting on the position of the K th i particle. Remark 20. The simplest model that can be written in this formalism is the one-dimensional Ising model [31] . All the results stated above for Jellium can be easily adapted to the inhomogeneous one-dimensional Ising model.
We also think of Markov processes on a finite or compact set, in which case T i is the transitive kernel from X i to X i+1 .
Decay of correlations
The following theorem states the exponential decay of the correlation functions.
for any i. Then there exist c > 0 which depends only on k, such that for min |K j+1 − K j | large enough, we have
). The decay of correlations is an important concept in statistical physics and it is ubiquitous in one-dimensional systems [32] .
The proof of Theorem 21 is provided below in Section 3.4.
Regularity of the free energy
The second theorem states that the partition function depending on a parameter is smooth, if the transitive operators are smooth enough. In order to express the "regularity" of the operator in the framework of a cone and the Hilbert distance, we have to construct the following norm. The following result says that the distance is close to being a norm in the neighborhood of any point x 0 .
Proposition 22. Let x 0 ∈ C. For any ǫ > 0, there exists r > 0, a function f and a norm N defined on the projective space, such that d can be written as follows
for all x, y such that d(x, x 0 ) < r and d(y, x 0 ) < r, with |f (x, y) − 1| < ǫ.
We can now state our second main result Theorem 23. Let C be a cone and let T i (β) be a family of smooth bounded operators for β in the neighborhood [β 0 − δ, β 0 + δ] of β 0 , which are contracting of parameter κ < 1, uniformly in β and i. For all i, we denote by N i the norms defined in Proposition 22 around
Assume that the derivatives in β of the operator are uniformly bounded for theses norm, that is,
is uniformly smooth, meaning there is a constant C which depends only on κ and (M k ) such that :
for a sequence N k → ∞, then it is smooth in a neighborhood of β 0 :
If the positive operator appears to be uniformly analytic for the constructed norm then the free energy is analytic. More precisely we have the following theorem Theorem 24. With the same assumptions as in Theorem 23, if there exists
for all n, then f is real analytic around β with radius of convergence at least equal to (1 − κ)/r.
The two theorems of this section are proved later in Section 3.5.
Central Limit Theorem
We consider the particular case where the space is L 1 (Λ), with Λ a measurable set and the cone is C = {f ∈ L 1 (Λ) : f ≥ 0}. We construct the canonical random process y i as follows. Let A 1 , · · · , A N ⊂ Λ, and take as test functions 1 A1 , 1 A2 ..., 1 AN . Then we define
(4) The decay of correlation in Theorem 21 is the mixing property of the process (y i ).
The Central Limit Theorem has been proved for a urge number of random processes like martingales [19] , Markov processes [20, 18] or random products of matrices [27] . One of the classical proofs of the central limit theorem uses the regularity of the Laplace transform, this is what we adapt here.
where the mean is on the probability (4). Let T i (β) = e βhi(yi) T i . If the T i (β) satisfy the assumptions of Theorem 23, then we have
is the second derivative of the free energy
This theorem is proved in Section 3.6.
Rank-one operator approximation
One of the first historical applications of the Birkhoff-Hopf Theorem was in population demography [11] . An age structure diagram f evolves due to birth and death, with death and birth rates not constant in time and one can calculate its time evolution. It appears that even if f does not converge to an equilibrium, the long time evolution is independent of the initial age structure f (0). Namely this is a weak ergodicity property: if f 1 and f 2 are two solutions of the evolution with different initial data,
In this section, we formulate weak ergodicity in term of a rank-one operator approximation and we give a construction and an estimate of such an approximation in case where several contracting operators are composed one after another.
The cone of order preserving operators
We state here some simple results about the set of order preserving operators.
Lemma 26. Let C with C − C dense. The set of corresponding order-preserving operator is a cone.
We denote by P C this cone and only P if there is no confusion.
Proof. We check every point of the definition.
1. If A, B are order preserving operator then A + B is an order preserving operator. Indeed (A + B)(x) ∈ C for all x ∈ C.
2. The set of order preserving operator is invariant by product of strictly positive scalars.
3. Let A ∈ P ∩ −P, then (f, Ax) = 0 for all x ∈ C and all f ∈ C * . Therefore (f 1 − f 2 , A(x 1 − x 2 )) = 0 for all x 1 , x 2 ∈ C and all f 1 , f 2 ∈ C * . Therefore A = 0 since C * − C * and C − C are dense.
Example 27. One can think of C the positive vectors in R n and the set of matrices M n (R) with positive coefficients.
We have the following order on the set of operators :
and the corresponding Hilbert distance
Unfortunately that T is contracting does not imply thatT : A → T A is contracting as well. One can take for example: 
Now we construct a rank-one operator L = z · l, with a vector z ∈ E, and a linear form l ∈ E * to approximate a contracting function T . It is natural to choose z ∈ T (C). We construct l in the following subsection.
Rank-one operator construction
We construct here the rank-one operator close to a contracting operator.
Lemma 30. Let a : C → R + and b : C → R + be such that
2. for all λ ≥ 0 and x ∈ C, a(λx) = λa(x) and b(λx) = λb(x),
4. for all x, y ∈ C a(x + y) ≥ a(x) + a(y) and b(x + y) ≤ b(x) + b(y).
Then there exists a linear form l ∈ C * such that, for any x ∈ C,
Proof. We check that b is a convex function,
and that a is a concave function,
Let us define two sets :
such that (x, s 1 ) ∈ B and (x, s 2 ) ∈ A, we have 0 ≥ l(x, s 2 ) = l 1 (x) = l(x, s 1 ) ≥ 0 and therefore l 1 (x) = 0. Let x 0 ∈C, and V ǫ (x 0 ) ⊂ C a small ball with center x 0 and radius ǫ. Then for all y with y < ǫ, we have l 1 (y) = l 1 (y + x 0 ) = 0. As a conclusion l = l 1 = 0 which is absurd, so α = 0.
Corollary 31. There exists a rank one operator L T = z · l with z ∈ C and
Proof. Let z = T (y 0 ) ∈ T (C) and define a and b as follows: for any x ∈ C a(x) = def max {α :
It is possible to check the hypothesis of Lemma 30. Indeed we have that
and therefore a( l(x) ≤ e ∆(T ) and therefore
Corollary 32. Let (T i ) i=0,. . . ,N be positive operators. If
. . , N are uniformly contracting of parameter κ < 1, then there exists a linear form l, z 0 ∈ C, z 0 = 1 and l ∈ C * such that
Proof. We have ∆(T N . . . T 0 ) ≤ κ N R and the result follows from the previous corollary.
Decay of correlation function
Here we prove Theorem 21. The idea is to replace the product of contracting operator between the k points of measure by a rank-one operator. We will do so for k = 2 and for k > 2 this will be exactly the same. More precisely we will prove the following Theorem 33. (Theorem 21 in the case k = 2) Let (T i ) i=1,. . . ,N be positive operators such that ∆(T i (C)) ≤ M < ∞ for any i, and let K 1 , K 2 ∈ N be such that 1 ≤ K 1 ≤ K 2 ≤ N . Let u, v ∈ C, and X, Y be two positive operators.Then:
One can use this theorem for K 1 ,K 2 − K 1 , N − K 2 large. In this case, the Taylor expansion of e x gives
which decays exponentially.
Proof. Let us introduce
which are rank-one operators such that
We then use Proposition 29, to obtain the inequality for the partition function,
for the density function
and the pair correlation function
Moreover we have
and this allows us to conclude that
Finally, we have
The proof of the decay of the cluster correlation is the same. One should just replace X i by
, which are positive operators.
Smoothness of the free energy
In this section, we prove Proposition 22 and Theorem 23.
Proof of Proposition 22
Proof. Let H a hyperplane such that E = Vect({x 0 }, H). The projective space is locally isomorph to H. Let B be the convex set containing all the s ∈ H for which there exist (α + , α − , β − , β + ) satisfying α + x 0 ≤ x 0 + s ≤ β + x 0 , with β + − α + ≤ r, and α − x 0 ≤ x 0 −s ≤ β − x 0 , with β − −α − ≤ r, for some r small enough. This set is symmetric with respect to the transformation s → −s. Therefore, it is the ball of the norm s = r · inf(λ ∈ R, s λ ∈ B)). Let us check that this norm is close to the distance. Let s 1 , s 2 ∈ H be such that d(x 0 +s 1 , x 0 ) < r and d(x 0 + s 2 , x 0 ) < r. We have then α 1 x 0 ≤ x 0 +s 1 ≤ β 1 x 0 and α 2 x 0 ≤ x 0 +s 2 ≤ β 2 x 0 and because r is very small, we can write
We now check that d(x 0 + s 1 , x 0 ) = (1 + O(r)) s 1 . First we have
Indeed, for any λ ∈ R, we have
, we obtain
Then we claim that
Indeed let λ be such that for any α, β αx
We finally check that
We conclude that d(x 0 + s 1 , x 0 + s 2 ) = s 2 − s 1 (1 + O(r) ).
Let C be the cone of positive vectors in R n and let x 0 = (x 1 , · · · , x n ) and H = {s : i s i = 0}. Then in a neighborhood of x 0 , we have
Finally the constructed norm is then:
x i . In order to prove Theorem 23 we will need the following lemma.
Lemma 34. Let E n be Banach spaces with norms n . Consider the functions u n : R →E n iteratively defined by
with g n (s, 0) = 0 which are assumed to be uniformly contracting, ∂ 2 g n n→ n+1 ≤ κ with κ < 1. If the g n are uniformly C k then the u n are uniformly C k .
Proof. We prove by induction that there exists constant a C k such that for all n,
where Q is a polynomial involving lower order derivatives of u n and the derivatives of g n . Because of the induction hypothesis, there exists C k−1 such that for all n and all i < k,
. Therefore Q can be uniformly bounded by a constantC k which depends only on sup n∈N ∂ r 1 ∂ p 2 g n and C k−1 . We have therefore
ds k u n n +C k and we can then set
We can now conclude because if g is contracting for d then it is contracting for . and log(λ(β)) for β around 1. In the usual positive cone,
The Birkhoff-Hopf theorem gives κ = tanh(log(ǫ)/2) ≈ 1−2ǫ. Around the point 1 1 , the norm N is equal to the norm . ∞ (see example 3.5.1). The iterative formula (5) gives a constant behave like C k ≈ (2ǫ) (1−k) and this is what we get with the exact calculation of
Remark 36. If T is contracting for the distance d, then T is locally contracting for N .
We can now finish the proof of Theorem 23.
Proof. [Theorem 23]We denote
and we decompose the log of the product as
Because the T i are smooth we only have to make sure that the u i are smooth as well. This follows from the previous lemma. The function u i (β) is smooth for the constructed norm i . But because the cone is normal,
we have then that x · x − y i ≥ x − y and we conclude because u n (β) = 1. Proof. This follows from the fact that
Proof of Theorem 25
We now prove the central limit theorem 25 from the regularity of the Laplace transform.
Proof. By Theorem 24 f (α) is smooth with
). Therefore the Laplace transform is close to the one of a Gaussian and we can conclude with the usual Berry Essen inequality.
Proofs for the Jellium model
Proof for the classical Jellium model
We first write the partition function in the form of products of operators. Recall that U i (s) = −2q i´x i+s xi (y −x i )ρ(y)dy withx i the equilibrium position of the particle i. We note δ = 
In particular, we can rewrite the partition function as
We are then in the setting of Section 3.4.
Construction of a uniform invariant cone
We first notice that we cannot directly apply the Birkhoff-Hopf Theorem with the cone of positive functions C 0 . Indeed we have the Remark 40. For any
and Supp(T i (1 [2, 3] )) = (−∞, 3 + (x i+1 −x i )] and then we have for any α > 0 and
The solution is to construct another cone. If we were restricted to a bounded interval, then the simplest solution would be to consider finite products of T i , instead of one by one. The kernel of n+k−1 i=n T i is strictly positive on {(x, y), y ≥ x−2nδ}, and therefore with n such that 2nδ > 2A, the kernel is strictly positive.
T i are then contracting for the cone {f ≥ 0}.
In our case, because of the multiplication by e −Ui(s) , we will be able to neglect the influence of f e −Ui(s) outside (−A, A). We choose A such that
. In Proposition 41 we will define a cone such that f can be slightly negative for {x : x ≥ A}. We also make it so that T i are contracting and not only such that the cone C defined by
This cone may seem a bit artificial, however it behaves nicely with respect to the iteration of T i . For the proof we need the following We can now carry on the proof of Proposition 41.
Proof. We construct the ǫ k recursively. Because f is decreasing and e −Ui are uniformly integrable, there exists u such that´∞ −α f e −Ui(s) ds ≤ uI kmin (f ). We then have
So thanks to Lemma 42, there exists ǫ k0+1 such that if for all
To conclude, it will be enough to compare T i f with T i g for f, g ∈ C and I kmax (f ) = I kmax (g) = 1. Because all the inequalities become strict, there exists ǫ ′′ such that for any f ∈ C with
And this concludes the proof because then ∆ ≤ 2 log(ǫ ′′ ǫ k ).
Remark 43. If we denote by H k the assertion 
Decay of correlation.
Here we prove Theorem 4.
We can carry on with the construction of conditions like
We denote by C m this more specified cone replacing
We have then the
Therefore it is enough to prove the remaining conditions. Let g i ∈ C i . As previously,
As a consequence we have that for f ≥ 0 and supp(f ) ∈ (−∞, 
By iteration supp(
Proof. There exists λ > 0 such that 1,
T i 1 ≥ λ n , and we set c = log λ. The result follows.
We are now ready to prove the decay of the correlation functions. Recall that for i 1 , i 2 , · · · , i k , we have the k-th marginal defined by
Note that there exists r such that for
Corollary 47. There exists κ < 1 and C k > 0 such that
Proof. Let x i1 , · · · , x i k ∈ R k and let δ (n) be an approximation of the Dirac δ 0 . We evaluatȇ
which, in our formalism, is equal to
To begin with, assume −A < x 1 , · · · , x k < A. Because of Remark 45, for any
we can apply Theorem 33 and we obtain :
with C k = 2k(2k + 1)R. We can conclude replacing κ by κ (1−ǫ) .
Smoothness of the free energy for the classical Jellium model.
Now we use Theorem 23 to prove the smoothness of the free energy. We first have to check its hypothesis. This is the aim of the following proposition
< ∞ for all n, where N i and N i+1 are the norm constructed in Proposition 22 around u 0 and T i (β)u 0 respectively, and
To simplify the calculation, we introduce an approximating norm.We define
and we set A ν (s) = max(a 1 (s), a 2 (s), a 3 (s), a 4 (s), a 5 (s), a 6 (s)). Finally we define s ν = max(A(−s), A(s)).
Proposition 49. For u 0 in T i (C), there exists ν > 0 such that
Proof. Let u 0 ∈ T i (C) We calculate the norm of Proposition 22. Let s be such that
Because u 0 ∈ T i (C), there exists ǫ 0 > 0 such that all the functions depending on u 0 on the right side of the equation ([u 0 (t) + ǫI kmax (t)], u 0 (t), · · · ) can be bounded by ǫ 0 . We obtain
and we then have α ′ ≤ α. We have constructed then ν with ν = ǫ 0 .
We finish the proof of Proposition 48.
Proof. We can now calculate ∂ n β T i (β) i → ν . Let w with w i ≤ 1, In particular, there exists r > 0 such that d(u 0 , u 0 + r.w) ≤ 2r. Therefore
for all t < A. Hence |I kmax (r.w)| ≤ 2r.I kmax (u 0 ) and for all t > A:
n e −βUi(y) w(y)dy and there exist c 1 , c 2 and c 3 such that
is a uniformly bounded operator for i → ν and then for i → i+1 .We can now conclude the proof of Theorem 5. Moreover,
We can then apply Theorem 24 which ends the proof of analyticity of the free energy of the classical Jellium model.
Proof for the quantum Jellium model
4.2.1 Decay of correlations, smoothness of the free energy.
Definition 50. For any f we define
,
We recall the result concerning the homogeneous case.
For the reader's convenience, we have written again the proof.
Proof. T i is a compact operator. Indeed let u ∈ L 1 ((1 + x 2 ) −1 dx), then T u is bounded, with finite variation. T is Hilbert-Smicht:
We have to check that ν i are bounded measures P(|B t | > y) ≤ 2e
2 + e −βU(
The largest eigenvalue is unique because the operator is irreducible and we can apply the Krein Rutmann Theorem.
Theorem 52. Let T be a bounded real operator whose spectral radius ρ(T ) is a non degenerate eigenvalue with eigenvector u 0 . Assume in addition that
Then there exists a cone such that the operator is contracting.
Proof. We can suppose that the largest eigenvalue is 1 and let u 0 be its eigenvector. We construct
with ǫ n a strictly decreasing sequence. Because there exists N such that (T − u 0 u * 0 ) n is contracting for n ≥ N ,
Indeed, let x ∈ B(u 0 , ǫ(1 − ǫ N1+1 )), x = u 0 + y + su 0 with u * 0 y = 0 and y ≤ c ǫ and s ≤ c ǫ . There exists Second for all i, T (x i ) ∈ T i+1 (B(u 0 , ǫ(1 − ǫ i ))) and therefore T (
(1−ǫi+1)
(1−ǫi) u 0 , ǫ(1 − ǫ i+1 ))). We have then
and also
So with M = max Such a construction is stable under small compact perturbations.
Proposition 53. There exists δ 0 > 0 such that for δT compact operator with δT ≤ δ 0 , ∆ C ((T + δT )(C)) < 2∆ C (T (C))
where C is the cone constructed in Theorem 52 In particular T + δT is a positive contracting operator for d C .
Proof. We rewrite the proof of Theorem 52. We keep u 0 because (T + δT )(u 0 ) ∈ B(u 0 , (ǫ(1 − ǫ 0 ))). First, it is enough to change β ≤ and we have u 0 − 1 β (T + δT )(x) ≥ 0. Second, we also have
and we can finish the proof as previously for δ 0 small enough.
Remark 54. Actually we have that T (x) ∈C for all x ∈ C. Indeed, as previously
and then for any y ≤ 2 ) (for ǫ small). In addition T (x) + y / ∈ C for y = 1 and then αT (x) ≤ T (x) + sy implies α ≤ (1 − s) and so y N ≤ y .
We can now finish the proof of Theorem 10
Proof. [Theorem 10] T (β) is C ∞ for the norm and thanks to the previous proposition also for any norm constructed | N around T (β)(x). We can then apply Theorem 23. The analyticity follows as well: if T (β) is analytic with coefficient bounded by r n for the norm then the coefficients are bounded by cr n for the norm N .
We focus now on the decay of correlation and the proof of Theorem 9. Recall that we want to prove that there exists κ < 1 such that |ρ k (x i1 , x i2 , . . . , x i k ) − ρ 1 (x i1 )| ≤ C k κ min |i l −i l+1 | Proof. [Theorem 9] There exists ǫ 0 > 0 such that for f with f L 1 ≤ ǫ 0 , T i+1 (1+ f )T i are positive operator for the cone C. Indeed, let u ∈ C, then T i (u) ∈ L ∞ (Γ), therefore f T i (u) ∈ L 1 with f T i (u) L 1 ≤ cδ 0 u , and finally T i+1 f T i (u) L ∞ ≤ c ′ δ u . Because T (C) is compact on the projected space and thanks to Remark 54, there exists r > 0 such that for all i, u ∈ C, B(T i+1 T i (u), r u ) ⊂ C. As a conclusion T i+1 (1 + f )T i (u) = T i+1 T i (u) + T i+1 f T i (u) ∈ C. We can now apply Theorem 33 with the same notation. We find e −2(k+1)R(
The rest follows from a induction on k and this concludes the proof of Theorem 9.
A Proof of Proposition 3
If I ′ = {i 1 , i 2 }, then x i1 and x i2 are independent, ρ 2 (x i1 , x i2 ) = ρ(x i1 )ρ(x i2 ) and then ρ T (x i1 , x i2 ) = 0. For larger a I ′ , we have 
