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The arithmetic Tutte polynomials
of the classical root systems.
Federico Ardila∗ Federico Castillo† Michael Henley‡
Abstract
Many combinatorial and topological invariants of a hyperplane arrangement
can be computed in terms of its Tutte polynomial. Similarly, many invariants
of a hypertoric arrangement can be computed in terms of its arithmetic Tutte
polynomial.
We compute the arithmetic Tutte polynomials of the classical root systems
An, Bn, Cn, and Dn with respect to their integer, root, and weight lattices. We
do it in two ways: by introducing a finite field method for arithmetic Tutte
polynomials, and by enumerating signed graphs with respect to six parameters.
1 Introduction
There are numerous constructions in mathematics which associate a combinatorial,
algebraic, geometric, or topological object to a list of vectors A. It is often the case
that important invariants of those objects (such as their size, dimension, Hilbert
series, Betti numbers) can be computed directly from the matroid of A, which only
keeps track of the linear dependence relations between vectors in A. Sometimes such
invariants depend only on the (arithmetic) Tutte polynomial of A, a two-variable
polynomial defined below.
It is therefore of great interest to compute (arithmetic) Tutte polynomials of
vector configurations. The first author [1] and Welsh and Whittle [45] gave a finite-
field method for computing Tutte polynomials. In this paper we present an analogous
method for computing arithmetic Tutte polynomials, which was also discovered by
Bra¨nden and Moci [4]. We cannot expect miracles from this method; computing
Tutte polynomials is #P-hard in general [44] and we cannot overcome that difficulty.
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However, this finite field method is extremely successful when applied to some vector
configurations of interest.
Arguably the most important vector configurations in mathematics are the ir-
reducible root systems, which play a fundamental role in many fields. The first
author [1] used the finite field method to compute the Tutte polynomial of the clas-
sical root systems Φ = An, Bn, Cn, Dn. De Concini and Procesi [11] and Geldon [17]
computed it for the remaining root systems E6, E7, E8, F4, G2.
The main goal of this paper is to compute the arithmetic Tutte polynomial of
the classical root systems Φ = An, Bn, Cn, Dn. In doing so, we obtain combinatorial
formulas for various quantities of interest, such as:
• The volume and number of (interior) lattice points, of the zonotopes Z(Φ).
• Various invariants associated to the hypertoric arrangement T (Φ) in a compact,
complex, or finite torus.
• The dimension of the Dahmen-Micchelli space DM(Φ) from numerical analysis.
• The dimension of the De Concini-Procesi-Vergne space DPV (Φ) coming from
index theory.
Our results extend, recover, and in some cases simplify formulas of De Concini
and Procesi [11], Moci [24], and Stanley [39] for some of these quantities.
Our formulas are given in terms of the deformed exponential function of [38],
which is the following evaluation of the three variable Rogers-Ramanujan function:
F (α, β) =
∑
n≥0
αn β(
n
2)
n!
.
This function has been widely studied in complex analysis [22,23,27] and statistical
mechanics [36–38].
As a corollary, we obtain simple formulas for the characteristic polynomials of
the classical root systems. In particular, we discover a surprising connection between
the arithmetic characteristic polynomial of the root system An and the enumeration
of cyclic necklaces.
After introducing our finite-field method in Section 2, we obtain our formulas in
two independent ways. In Section 3, we apply our finite-field method to the classical
root systems, reducing the computation to various enumerative problems over finite
fields. In Section 4 we compute the desired Tutte polynomials by carrying out a
detailed enumeration of (signed) graphs with respect to six different parameters.
This enumeration may be of independent interest. In Section 5 we compute the
arithmetic characteristic polynomials, and in Section 6 we present a number of
examples.
1.1 Preliminaries
1.1.1 Tutte polynomials and hyperplane arrangements
Given a vector configuration A in a vector space V over a field F, the Tutte polyno-
mial of A is defined to be
TA(x, y) =
∑
B⊆A
(x− 1)r(A)−r(B)(y − 1)|B|−r(B)
2
where, for each B ⊆ X, the rank of B is r(B) = dim spanB. The Tutte polynomial
carries a tremendous amount of information about A. Three prototypical theorems
are the following.
Let V ∗ = Hom(V,F) be the dual space of linear functionals from V to F. Each
vector a ∈ A determines a normal hyperplane
Ha = {x ∈ V ∗ : x(a) = 0}
Let
A(A) = {Ha : a ∈ A}, V (A) = V \
⋃
H∈A(A)
H
be the hyperplane arrangement of A and its complement. There is little harm in
thinking of A(A) as the arrangement of hyperplanes perpendicular to the vectors of
A, but the more precise definition will be useful in the next section.
Theorem 1.1. (F = R) (Zaslavsky) [46] Let A(A) be a real hyperplane arrangement
in Rn. The complement V (A) consists of |TA(2, 0)| regions.
Theorem 1.2. (F = C) (Goresky-MacPherson, Orlik-Solomon) [18,31] Let A(A) be
a complex hyperplane arrangement in Cn. The cohomology ring of the complement
V (A) has Poincare´ polynomial∑
k≥0
rankHk(V (A),Z)qk = (−1)rqn−rTA(1− q, 0).
Theorem 1.3. (F = Fq: Finite field method) (Crapo-Rota, Athanasiadis, Ardila,
Welsh-Whittle) [1,2,7,45] Let A(A) be a hyperplane arrangement in Fnq where Fq is
the finite field of q elements for a prime power q. Then the complement V (A) has
size
|V (A)| = (−1)rqn−rTA(1− q, 0)
and, furthermore, ∑
p∈Fnq
th(p) = (t− 1)rqn−rTA
(
q + t− 1
t− 1 , t
)
where h(p) is the number of hyperplanes of A(A) that p lies on.
The first statement was proved by Crapo and Rota [7], and Athanasiadis [2]
used it to compute the characteristic polynomial (−1)rqn−rTA(1 − q, 0) of various
arrangements A of interest. These results were extended to Tutte polynomials by
the first author [1] and by Welsh and Whittle [45].
1.1.2 Arithmetic Tutte polynomials and hypertoric arrangements
If our vector configuration A lives in a lattice Λ, then the arithmetic Tutte poly-
nomial is
MA(x, y) =
∑
B⊆A
m(B)(x− 1)r(A)−r(B)(y − 1)|B|−r(B)
3
where, for each B ⊆ A, the multiplicity m(B) of B is the index of ZB as a sublattice
of spanB ∩ Λ. The arithmetic Tutte polynomial also carries a great amount of
information about A, but it does so in the context of toric arrangements.
Definition 1.4. Let T = Hom(Λ,F∗) be the character group, consisting of the
group homomorphisms from Λ to the multiplicative group F∗ = F\{0} of the field
F. We might also consider the unitary characters T = Hom(Λ, S1) where S1 is the
unit circle in C. It is easy to check that T is isomorphic to F∗ and to S1, respectively.
Each element a ∈ A determines a hypertorus
Ta = {t ∈ T : t(a) = 1}
in T . For instance a = (2,−3, 5) gives the hypertorus x2y−3z5 = 1. Let
T (A) = {Ta : a ∈ A}, R(A) = T \
⋃
T∈T (A)
T
be the toric arrangement of A and its complement, respectively.
Theorem 1.5. [15,25] (F∗ = S1) (Moci) Let T (A) be a real toric arrangement in
the compact torus T ∼= (S1)n. Then R(A) consists of |MA(1, 0)| regions.
Theorem 1.6. [10,25] (F∗ = C∗) (Moci) Let T (A) be a complex toric arrangement
in the torus T ∼= (C∗)n. The cohomology ring of the complement R(A) has Poincare´
polynomial ∑
k≥0
rankHk(R(A),Z)qk = qnMA
(
2q + 1
q
, 0
)
For finite fields we prove the following result, which is also one of our main tools
for computing arithmetic Tutte polynomials.
Theorem 1.7. (F∗ = F∗q+1: Finite field method) Let T (A) be a toric arrangement
in the torus T ∼= (F∗q+1)n where Fq+1 is the finite field of q+ 1 elements for a prime
power q + 1. Assume that m(B)|q for all B ⊆ A. Then the complement R(A) has
size
|R(A)| = (−1)rqn−rMA(1− q, 0)
and, furthermore, ∑
p∈T
th(p) = (t− 1)rqn−rMA
(
q + t− 1
t− 1 , t
)
where h(p) is the number of hypertori of T (A) that p lies on.
The first part of Theorem 1.7 is equivalent to a recent result of Ehrenborg,
Readdy, and Sloane [15, Theorem 3.6]. A multivariate generalization of the second
part was obtained simultaneously and independently by Bra¨nden and Moci [4] –
they consider target groups other than F∗q+1, but for our purposes this choice will
be sufficient.
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The second statement of Theorem 1.7 is significantly stronger than the first
because it involves two different parameters; so if we are able to compute the left
hand side, we will have computed the whole arithmetic Tutte polynomial. For that
reason, we regard this as a finite field method for arithmetic Tutte polynomials.
There are several other reasons to care about the arithmetic Tutte polynomial
of A; we refer the reader to the references for the relevant definitions.
Theorem 1.8. Let A be a vector configuration in a lattice Λ.
• The volume of the zonotope Z(A) is MA(1, 1). [39].
• The Ehrhart polynomial of the zonotope Z(A) is qnM(1 + 1q , 1). [26, 39]
• The dimension of the Dahmen-Micchelli space DM(A) is MA(1, 1). [12, 25]
• The dimension of the De Concini-Procesi-Vergne space DPV (A) is MA(2, 1).
[6, 12]
1.1.3 Root systems and lattices
Root systems are arguably the most fundamental vector configurations in math-
ematics. Accordingly, they play an important role in the theory of hyperplane
arrangements and toric arrangements. In fact, the construction of the arithmetic
Tutte polynomial was largely motivated by this special case. [11, 24] We will pay
special attention to the four infinite families of finite root systems, known as the
classical root systems:
An−1 = {ei − ej , : 1 ≤ i < j ≤ n}
Bn = {ei − ej , ei + ej : 1 ≤ i < j ≤ n} ∪ {ei : 1 ≤ i ≤ n}
Cn = {ei − ej , ei + ej : 1 ≤ i < j ≤ n} ∪ {2ei : 1 ≤ i ≤ n}
Dn = {ei − ej , ei + ej : 1 ≤ i < j ≤ n}
Notice that we are only considering the positive roots of each root system. It is
straightfoward to adapt our methods to compute the (arithmetic) Tutte polynomials
of the full root systems.
We refer the reader to [3] or [20] for an introduction to root systems and Weyl
groups, and [32, Chapter 6], [42] for more information on Coxeter arrangements.
The arithmetic Tutte polynomial of a vector configuration A depends on the
lattice where A lives. For a root system Φ in Rv there are at least three natural
choices: the integer lattice Zv, the weight lattice ΛW , and the root lattice ΛR. The
second is the lattice generated by the roots, while the third is the lattice generated
by the fundamental weights. The root lattices and weight lattices of the classical
5
root systems are the following [16]:
ΛW (An−1) = Z{e1, . . . , en}/(Σ ei = 0)
ΛR(An−1) = {Σ aiei : ai ∈ Z, Σai = 0}/(Σei = 0)
ΛW (Bn) = Z{e1, . . . , en, (e1 + · · ·+ en)/2}
ΛR(Bn) = Z{e1, . . . , en}
ΛW (Cn) = Z{e1, . . . , en}
ΛR(Cn) = {Σ aiei : ai ∈ Z, Σai is even}
ΛW (Dn) = Z{e1, . . . , en, (e1 + · · ·+ en)/2}
ΛR(Dn) = {Σ aiei : ai ∈ Z, Σai is even}
For example, we are considering five different 2-dimensional lattices. The weight
lattice of A2 is the triangular lattice, while its root lattice is an index 3 sublattice
inside it. The usual square lattice Z{e1, e2} contains the root lattice of C2 and D2
as an index 2 sublattice, and it is contained in the weight lattice of B2 and D2 as
an index 2 sublattice.
More generally, we have the following relation between the different lattices:
Proposition 1.9. [16, Lemma 23.15] The root lattice ΛR is a sublattice of the
weight lattice ΛW , and the index [ΛW : ΛR] equals the determinant detAΦ of the
Cartan matrix. For the classical root systems, this is:
detAn−1 = n, detBn = 2, detCn = 2, detDn = 4
where the last formula holds only for n ≥ 3.
1.2 Our formulas
We give explicit formulas for the arithmetic Tutte polynomials of the classical
root systems. Our results are most cleanly expressed in terms of the (arithmetic)
coboundary polynomial, which is the following simple transformation of the (arith-
metic) Tutte polynomial:
χA(X,Y ) = (y − 1)r(A)TA(x, y), ψA(X,Y ) = (y − 1)r(A)MA(x, y)
where
x =
X + Y − 1
Y − 1 , y = Y, and X = (x− 1)(y − 1), Y = y.
Clearly, the (arithmetic) Tutte polynomial can be recovered readily from the (arith-
metic) coboundary polynomial. Throughout the paper, we will continue to use the
variables X,Y for coboundary polynomials and x, y for Tutte polynomials.
Our formulas are conveniently expressed in terms of the exponential generating
functions for the coboundary polynomials:
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Definition 1.10. For the infinite families Φ = B,C,D, of classical root systems,
let the Tutte generating function and the arithmetic Tutte generating function1 be
XΦ(X,Y, Z) =
∑
n≥0
χΦn(X,Y )
Zn
n!
, ΨΦ(X,Y, Z) =
∑
n≥0
ψΦn(X,Y )
Zn
n!
,
respectively; and for Φ = A let them be
XA(X,Y, Z) = 1+X
∑
n≥1
χAn−1(X,Y )
Zn
n!
, ΨA(X,Y, Z) = 1+X
∑
n≥1
ψAn−1(X,Y )
Zn
n!
.
For Φ = A we need the extra factor of X, since the root system An−1 is of rank
n− 1 inside Zn.
Our formulas are given in terms of the following functions which have been
studied extensively in complex analysis [22,23,27] and statistical mechanics [36–38]:
Definition 1.11. Let the three variable Rogers-Ramanujan function be
R˜(α, β, q) =
∑
n≥0
αn β(
n
2)
(1 + q)(1 + q + q2) · · · (1 + q + · · ·+ qn−1)
and the deformed exponential function be
F (α, β) =
∑
n≥0
αn β(
n
2)
n!
= R˜(α, β, 1).
We denote the arithmetic Tutte generating functions of the root systems with
respect to the integer, weight, and root lattices by ΨΦ,Ψ
W
Φ , and Ψ
R
Φ, respectively.
Tutte (in Type A) and the first author (in types A,B,C,D) computed the ordinary
Tutte generating functions for the classical root systems:
Theorem 1.12. [1,43] The Tutte generating functions of the classical root systems
are
XA = F (Z, Y )
X
XB = F (2Z, Y )
(X−1)/2F (Y Z, Y 2)
XC = F (2Z, Y )
(X−1)/2F (Y Z, Y 2)
XD = F (2Z, Y )
(X−1)/2F (Z, Y 2)
De Concini and Procesi [11] and Geldon [17] extended those computations to
the exceptional root systems G2, F4, E6, E7, and E8.
In this paper we compute the arithmetic Tutte polynomials of the classical root
systems. Our main results are the following:
1It might be more accurate to call it the arithmetic coboundary generating function, but we
prefer this name because the Tutte polynomial is much more commonly used than the coboundary
polynomial.
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Theorem 1.13. The arithmetic Tutte generating functions of the classical root
systems in their integer lattices are
ΨA = F (Z, Y )
X
ΨB = F (2Z, Y )
X
2
−1F (Z, Y 2)F (Y Z, Y 2)
ΨC = F (2Z, Y )
X
2
−1F (Y Z, Y 2)2
ΨD = F (2Z, Y )
X
2
−1F (Z, Y 2)2
Theorem 1.14. The arithmetic Tutte generating functions of the classical root
systems in their root lattices are
ΨRA = F (Z, Y )
X
ΨRB = F (2Z, Y )
X
2
−1F (Z, Y 2)F (Y Z, Y 2)
ΨRC =
1
2
F (2Z, Y )
X
2
−1 [F (2Z, Y ) + F (Y Z, Y 2)2]
ΨRD =
1
2
F (2Z, Y )
X
2
−1 [F (2Z, Y ) + F (Z, Y 2)2]
Theorem 1.15. The arithmetic Tutte generating functions of the classical root
systems in their weight lattices are
ΨWA =
∑
n∈N
ϕ(n)
([
F (Z, Y )F (ωnZ, Y )F (ω
2
nZ, Y ) · · ·F (ωn−1n Z, Y )
]X/n − 1)
where ϕ(n) = #{m ∈ N : 1 ≤ m ≤ n, (m,n) = 1} is Euler’s totient function and
ωn is a primitive nth root of unity for each n,
ΨWB = F (2Z, Y )
X
4
−1F (Z, Y 2)F (Y Z, Y 2)
[
F (2Z, Y )
X
4 + F (−2Z, Y )X4
]
ΨWC = F (2Z, Y )
X
2
−1F (Y Z, Y 2)2
ΨWD = F (2Z, Y )
X
4
−1F (Z, Y 2)2
[
F (2Z, Y )
X
4 + F (−2Z, Y )X4
]
Remark 1.16. The arithmetic Tutte polynomials of type A in the weight lattice are
more subtle than the other ones, due to the large index [ΛW : ΛR] in that case.
While the formula of Theorem 1.15 seems rather impractical for computations, at
the end of Section 4 we give an alternative formulation which is efficient and easily
implemented.
Remark 1.17. The generating function for the actual Tutte polynomials is obtained
easily from the above by substituting
X = (x− 1)(y − 1), Y = y, Z = z
y − 1 .
For instance, the formula for ΨWC above can be rewritten as:∑
v≥0
MWCv(x, y)
zv
v!
= F
(
2z
y − 1 , y
) 1
2
((x−1)(y−1)−1)
F
(
yz
y − 1 , y
2
)2
.
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This also allows us to give formulas for the respective arithmetic characteristic
polynomials
χΛA(q) = (−1)rqn−rMΛA(1− q, 0).
Some representative formulas are the following:
Theorem 1.18. The arithmetic characteristic polynomials of the classical root sys-
tems in their integer lattices are
χZAn−1(q) = q(q − 1) · · · (q − n+ 1)
χZBn(q) = (q − 2)(q − 4)(q − 6) · · · (q − 2n+ 4)(q − 2n+ 2)(q − 2n)
χZCn(q) = (q − 2)(q − 4)(q − 6) · · · (q − 2n+ 4)(q − 2n+ 2)(q − n)
χZDn(q) = (q − 2)(q − 4)(q − 6) · · · (q − 2n+ 4)(q2 − 2(n− 1)q + n(n− 1))
These are similar but not equal to the classical characteristic polynomials of the
root systems. [2, 42] The following formula is quite different from the classical one.
Theorem 1.19. The arithmetic characteristic polynomials of the root systems An−1
in their weight lattices are given by
χWAn−1(q) =
n!
q
∑
m|n
(−1)n− nmϕ(m)
(
q/m
n/m
)
In particular, when n ≥ 3 is prime,
χWAn−1(q) = (q − 1)(q − 2) · · · (q − n+ 1) + (n− 1)(n− 1)!.
When n is odd and n|q we obtain an intriguing combinatorial interpretation:
Theorem 1.20. If n, q are integers with n odd and n|q, then χWAn−1(q)/n! equals
the number of cyclic necklaces with n black beads and q − n white beads.
1.3 Comparing the two methods.
For all but one of the formulas above, we will give one “finite field” proof and one
“graph enumeration” proof. Each method has its advantages. When the underlying
lattice is Zn, the finite field method seems preferrable, as it gives more straight-
forward proofs than the graph enumeration method. However, this is no longer
the case with more complicated lattices. In particular, we only have one proof for
the formula for ΨWA , using graph enumeration. There should also be a “finite field
method” proof for this result, but it seems more difficult and less natural.
1.4 An example: C2.
Before going into the proofs, we carry out an example. Consider the root system
C2 = {2e1, e1 + e2, 2e2, e1 − e2} in Z2. This vector configuration is drawn in red in
Figure 1.4 with its associated zonotope
Z(C2) = {a(2e1) + b(e1 + e2) + c(2e2) + d(e1 − e2) : 0 ≤ a, b, c, d ≤ 1}.
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Figure 1: The vector configuration C2 = {(0, 2), (1, 1), (2, 0), (1,−1)} and the asso-
ciated zonotope Z(C2).
Figure 1.4 also shows the two natural lattices for C2: Z2 = ΛW (C2) and its index 2
sublattice ΛR(C2).
Let us compute the arithmetic Tutte polynomial MC2(x, y) with respect to Z2:
• The empty subset has multiplicity 1 and hence contributes a (x− 1)2 term.
• The singletons {(2, 0)} and {(0, 2)} have multiplicity 2 and {1, 1} and {1,−1} have
multiplicity 1, contributing 2(x− 1) + 2(x− 1) + (x− 1) + (x− 1) = 6(x− 1).
• All pairs are bases. The pair {(2, 0), (0, 2)} has multiplicity 4, and the other 5
pairs have multiplicity 2, so we get a total contribution of 5 · 2 + 4 = 14.
• Each triple has rank 2 and multiplicity 2, for a contribution of 4·2(y−1) = 8(y−1).
• The whole set contributes 2(y − 1)2.
Therefore the arithmetic Tutte polynomial of C2 in Z2 is
MC2(x, y) = (x− 1)2 + 6(x− 1) + 14 + 8(y − 1) + 2(y − 1)2
= x2 + 2y2 + 4x+ 4y + 3.
This predicts that the Ehrhart polynomial of the zonotope of C2 is
EZ(C2)(t) = t
2MC2(1 + 1/t, 1) = 14t
2 + 6t2 + 1
which in turn predicts that the zonotope has area 14, 14 + 6 + 1 = 21 lattice points,
and 14− 6 + 1 = 9 interior lattice points.
Consider instead the arithmetic Tutte polynomial with respect to the root lattice:
MRC2(x, y) = (x− 1)2 + 4(x− 1) + 7 + 4(y − 1) + (y − 1)2
= x2 + y2 + 2x+ 2y + 1.
Now the Ehrhart polynomial is
ERZ(C2)(t) = t
2MRC2(1 + 1/t, 1) = 7t
2 + 4t+ 1
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which in turn predicts that the zonotope has area 7, 7 + 4 + 1 = 12 lattice points,
and 7− 4 + 1 = 4 interior lattice points with respect to the root lattice.
2 The finite field method for hypertoric arrangements
Recall that the arithmetic Tutte polynomial of a vector configuration A ⊆ Λ is
MA(x, y) =
∑
B⊆A
m(B)(x− 1)r(A)−r(B)(y − 1)|B|−r(B)
where, for each B ⊆ A, m(B) is the index of ZB as a sublattice of spanB ∩ Λ.
2.1 The finite field method for hypertoric arrangements: the proof.
We start by restating Theorem 1.7 more explicitly. We now omit the first statement
in the previous formulation, which follows from the second one by setting t = 0.
Theorem 1.7. (F∗ = F∗q+1: Finite field method) Let A be a collection of vectors in
a lattice Λ of rank n. Let q + 1 be a prime power such that m(B)|q for all B ⊆ A
and consider the torus T = Hom(Λ,F∗q+1) ∼= (F∗q+1)n. Let T (A) be the corresponding
arrangement of hypertori in T . Then∑
p∈T
th(p) = (t− 1)rqn−rMA
(
q + t− 1
t− 1 , t
)
where h(p) is the number of hypertori of T (A) that p lies on.
Remark : The finite field method is cleanly expressed in terms of the arithmetic
coboundary polynomial: ∑
p∈(F∗X+1)n
Y h(p) = Xn−rψ(X,Y )
whenever X + 1 is a prime power with m(B)|X for all B ⊆ A.
Proof of Theorem 1.7. The key observation is the following:
Lemma 2.1. For any B ⊆ Λ and any q such that m(B)|q, we have ∣∣⋂b∈B Tb∣∣ =
m(B)qn−rk(B), where Tb = {t ∈ T : t(b) = 1} is the hypertorus associated to b.
Proof of Lemma 2.1. An element t ∈ ⋂b∈B Tb is a homomorphism t : Λ → F∗q+1
such that B ⊆ ker(t); this is equivalent to ZB ⊆ ker(t). Those maps are in bijection
with the maps tˆ : Λ/ZB → F∗q+1, and we proceed to enumerate them.
By the Fundamental Theorem of Finitely Generated Abelian Groups, we can
write Λ/ZB uniquely as
Λ/ZB ∼= Zn−rkB × Z/d1 × Z/d2 × · · ·Z/dk
where d1|d2| · · · |dk are its invariant factors. Notice that m(B) = d1d2 · · · dk.
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Our desired map is determined by maps
t0 : Zn−rkB → F∗q+1 and ti : Z/di → F∗q+1 for 1 ≤ i ≤ k.
for the individual factors. There are qn−rkB choices for the map t0. Since F∗q+1 ∼= Z/q
and di divides m(B) which in turn divides q, there are exactly di homomorphisms
Z/di → F∗q+1 for each i. Therefore the number of homomorphisms we are looking
for is qn−rkBd1d2 · · · dk = qn−rkBm(B).
We are now ready to complete the proof of Theorem 1.7. For each p ∈ T , let
H(p) be the set of hypertori of T (A) in which p is contained, so h(p) = |H(p)|.
Then we have
(t− 1)rqn−rMA
(
q + t− 1
t− 1 , t
)
=
∑
B⊆A
m(B)qn−r(B)(t− 1)|B|
=
∑
B⊆A
∣∣∣∣∣⋂
b∈B
Tb
∣∣∣∣∣ (t− 1)|B|
=
∑
B⊆A
∑
p∈Tb
for all b∈B
(t− 1)|B|
=
∑
p∈(F∗q+1)m
∑
B⊆H(p)
(t− 1)|B|
=
∑
p∈(F∗q+1)m
(1 + (t− 1))h(p)
as desired.
Remark : Dirichlet’s theorem on primes in arithmetic progressions [14] guarantees
that for any A ⊆ Λ there are infinitely many primes q+1 which satisfy the hypothesis
of Theorem 1.7. In particular, by computing the left hand side of Theorem 1.7 for
enough such primes, we can obtain MA(x, y) by polynomial interpolation.
Remark : The choice of q is critical, and different choices of q will give different
answers. For example, another case of interest is when q is a prime power such
that m(B)|q − 1 for all B ⊆ A. As Bra¨nden and Moci point out [4], if each di
divides q − 1, then each di is relatively prime with q; so in the proof of Lemma
2.1, there will be just one trivial choice for each ti. Therefore, in this case the left
hand side of Theorem 1.7 computes the classical coboundary and Tutte polynomials.
3 Computing Tutte polynomials using the finite field method
In this section we apply Theorem 1.7, the finite field method for hypertoric arrange-
ments, to give formulas for all but one of the arithmetic Tutte polynomials of the
classical root systems with respect to the integer, root, and weight lattices, proving
Theorems 1.13, 1.14, 1.15. The procedure will be similar to the one used in [1]
for classical Tutte polynomials, but the arithmetic features of this computation will
require new ideas. We proceed in increasing order of difficulty.
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Theorem 1.13. The arithmetic Tutte generating functions of the classical root
systems in their integer lattices are
ΨA = F (Z, Y )
X
ΨB = F (2Z, Y )
X
2
−1F (Z, Y 2)F (Y Z, Y 2)
ΨC = F (2Z, Y )
X
2
−1F (Y Z, Y 2)2
ΨD = F (2Z, Y )
X
2
−1F (Z, Y 2)2
Proof. Here Λ = Zn and TZ = Hom(Zn,F∗q+1) is isomorphic to (F∗q+1)n. Each of the
hypertori is a solution to a multiplicative equation. For example, Te1+e2 is the set
of solutions to x1x2 = 1. We need to enumerate points in (F∗q+1)n by the number of
hypertori that contain them.
Type A: First we prove the formula when X + 1 = q + 1 is prime. We need to
compute ψAn(X,Y ), and we use the finite field method. For each p ∈ (F∗X+1)n let
Pk = {j ∈ [n] : aj = k} for k = 1, 2, . . . , X. This is a bijection between points
in (F∗X+1)n and ordered partitions [n] = P1 unionsq · · · unionsq PX . Furthermore, h(p) is the
number of pairs of equal coordinates of p, so we have h(p) =
(|P1|
2
)
+ · · · + (|PX |2 ).
The finite field method then says that for n ≥ 1
XψAn−1(X,Y ) =
∑
[n]=P1unionsq···unionsqPX
Y (
|P1|
2 )+···+(|PX |2 ).
Notice that this equation holds for any prime X + 1, since the collection An−1 is
unimodular in Zn, so m(B) = 1 for all subsets of it. The compositional formula for
exponential generating functions [41, Theorem 5.1.4] then gives
1 +X
∑
n≥1
ψAn−1(X,Y )
Zn
n!
=
∑
n≥0
Y (
n
2)
Zn
n!
X . (1)
Having established this equation whenever X + 1 is prime, we now need to prove
it as an equality of formal power series in X,Y, Z. To do it, we observe that
in each monomial on either side, the X-degree is less than or equal to the Z-
degree. On the left-hand, side this follows from the fact that the Xn−rψ(X,Y ) =∑
Bm(B)X
n−r(B)(Y −1)|B| has X-degree equal to n. On the right-hand side, which
has the form (1 + ZG(Y, Z))X , this follows from the binomial theorem.
We conclude that, for any fixed a and b, the coefficients of Y aZb on both sides
of (1) are polynomials in X. Since they are equal for infinitely many values of X,
they are equal as polynomials. The desired result follows.
Type B: Again let X + 1 = q + 1 be prime and now assume that X is a multiple of
m(B) for all B ⊆ Bn for a particular n. Split F∗X+1 into singletons or pairs containing
an element and its inverse. In other words, choose a1 = 1, a2 = −1, a3, a4, . . . , aX/2+1
such that for any a ∈ F∗X+1, there exists k such that a = ak or a = a−1k .
Now for each p ∈ (F∗X+1)n, let Pk = {j ∈ [n] | pj = ak or pj = a−1k } for
k = 1, 2, . . . , X/2 + 1. Now we claim that
h(p) = |P1|2 + |P2|(|P2| − 1) +
(|P3|
2
)
+ · · ·+
(|PX/2+1|
2
)
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There are three types of contributions to h(p). If k /∈ {1, 2}, then ak 6= a−1k , and
each pair c, d of coordinates in Pk causes p to be on Tec−ed (if pc = pd) or on Tec+ed
(if pc = p
−1
d ), for a total of
(|Pi|
2
)
hypertori. When k = 2, every pair c, d ∈ P2 causes
p to be on Tec−ed and on Tec+ed , for a total of |P2|(|P2| − 1) hyperplanes. Finally,
when k = 1, every pair c, d ∈ P1 causes p to be on two hypertori, and every element
c ∈ P1 causes it to be on Tec , for a total of |P1|2 hyperplanes.
Moreover, for each partition [n] = P1 unionsq · · · unionsq PX/2+1 there are 2|P3|+···+|PX/2+1|
points p assigned to that partition, because for each i ∈ Pk with k 6= 1, 2 we need
to choose whether pi = ak or pi = a
−1
k . Therefore
ψBn(X,Y ) =
∑
[n]=P1unionsqP2unionsq···unionsqPX/2+1
Y |P1|
2
Y |P2|(|P2|−1)2|P3|Y (
|P3|
2 ) · · · 2|PX/2+1|Y (
|PX/2+1|
2
)
This says that, for each fixed n, the coefficients of Zn/n! (which are polynomial in
X and Y ) in both sides of
ΨB =
∑
n≥0
Y n
2Zn
n!
∑
n≥0
Y n(n−1)
Zn
n!
∑
n≥0
2nY (
n
2)
Zn
n!
X/2−1 . (2)
are equal to each other for infinitely many values of X. Therefore they are equal
as polynomials, and the above formula holds at the level of formal power series in
X,Y, and Z, as desired.
Types C and D: We omit these calculations, which are very similar (and slightly
easier) than the calculation in type B.
Theorem 1.14. The arithmetic Tutte generating functions of the classical root
systems in their root lattices are
ΨRA = F (Z, Y )
X
ΨRB = F (2Z, Y )
X
2
−1F (Z, Y 2)F (Y Z, Y 2)
ΨRC =
1
2
F (2Z, Y )
X
2
−1 [F (2Z, Y ) + F (Y Z, Y 2)2]
ΨRD =
1
2
F (2Z, Y )
X
2
−1 [F (2Z, Y ) + F (Z, Y 2)2]
Proof. The formulas in types A and B are the same as those in Theorem 1.13. The
proofs in types C and D are very similar to each other; we carry out the proof for
type C explicitly. Let X + 1 ≡ 1 mod 4 be a prime.
Consider the lattices
ΛR(Cn) = {Σ aiei : ai ∈ Z, Σai is even}, Zn
and the corresponding tori
TR = Hom(ΛR,F∗X+1), TZ = Hom(Zn,F∗X+1).
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We need to compute
ψRCn(X,Y ) =
∑
f∈TR
Y h(f)
and to do it we will split the torus TR into two parts:
T evenR := {f ∈ TR : f(2e1) is a square in F∗X+1}
T oddR := {f ∈ TR : t(2e1) is not a square in F∗X+1}
Since F∗X+1 has as many squares as non-squares, we have |T evenR | = |T oddR | = Xn/2.
We will compute the contributions of these two pieces to ΨRCn separately; we call
them ΨR,evenCn and Ψ
R,odd
Cn
, respectively.
Lemma 3.1. We have
ΨR,evenCn =
1
2
F (2Z, Y )
X
2
−1F (Y Z, Y 2)2.
Proof of Lemma 3.1. Since Hom(−, G) is covariant, the inclusion i : ΛR → Zn gives
us a map i∗ : TZ → TR. This map is simply given by restriction: it maps f ∈ TZ to
i∗f ∈ TR given by i∗f(x) = f(i(x)) = f(x) for x ∈ ΛR. We claim that Im i∗ = T evenR .
First notice that if i∗f ∈ Im i∗ for some f ∈ TZ then i∗f(2e1) = f(2e1) = f(e1)2 is
a square. In the other direction, assume that f ∈ T evenR and let f(2e1) = x2. Define
f1, f2 : Zn → F∗q+1 by
f1(v) = tˆ(v) and f1(v + e1) = x tˆ(v) for v ∈ ΛR.
f2(v) = tˆ(v) and f2(v + e1) = −x tˆ(v) for v ∈ ΛR.
Clearly f1, f2 ∈ TZ and f = i∗f1 = i∗f2. This proves the claim.
Also, since |TR| = |TZ| = 2|T evenR | = qn and we have constructed two preimages
for each element of Im i∗ = T evenR , we conclude that i
∗ is 2-to-1. We also have that
h(fˆ) = h(f1) = h(f2). Therefore∑
f∈T evenR
Y h(f) =
∑
f1 : f∈TR
Y h(f1) =
∑
f2 : f∈TR
Y h(f2)
=
1
2
 ∑
f1 : f∈TR
Y h(f1) +
∑
f2 : f∈TR
Y h(f2)
 = 1
2
∑
f∈TZ
Y h(f),
from which the result follows by Theorem 1.13.
Lemma 3.2. We have
ΨR,oddCn =
1
2
F (2Z, Y )
X
2
Proof. Let f ∈ T oddR . Notice that f(2ei) = f(2e1)f(ei − e1)2 is not a square for any
i, so we have ∑
f∈T oddR
Y h(f) =
∑
c1,...,cn
non-squares
∑
f∈T oddR :f(2ek)=ck
Y h(f)
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For each choice of c1, . . . , cn there are 2
n−1 possible choices for f since, for each i,
f(ei − ei+1) must be one of the two square roots of f(2ei)/f(2ei+1) = cic−1i+1, and
we can choose freely which one it is. (The product of the two non-squares ci and
c−1i+1 is indeed a square.) This determines the remaining values of f .
Now notice that −1 is a square since X + 1 ≡ 1 mod 4, so the X/2 non-squares
of F∗X+1 can be split into pairs {αk, α−1k } for k = 1, . . . , X/4. As before, define
Pk = {i ∈ [n] : f(2ei) = αk or α−1k }. We claim that the inner sum equals
∑
f∈T oddR :f(2ek)=ck
Y h(f) = 2X/4−1
X/4∏
k=1
1
2
|Pk|∑
i=0
(|Pk|
i
)
Y (
i
2)+(
|Pk|−i
2 )
 (3)
Notice that if f ∈ Tei±ej , then f(ei ± ej) = 1 so f(2ei)f(2ej)±1 = 1, and i, j ∈ Pk
for some k. Therefore each hypertorus containing f is “contributed” by one of
P1, . . . , PX/4.
Assume that P1 = {1, . . . , b} and f(2e1) = · · · = f(2eb) = c for simplicity.2
For i = 1, . . . , b − 1 we have that f(ei − ei+1)2 = f(2ei)/f(2ei+1) = 1, so we can
choose f(ei − ei+1) = 1 or −1. When we have made these b − 1 decisions, we will
be left with one of the 2b−1 partitions of P1 into two indistinguishable parts P+1
and P−1 , so that f(ei − ej) = 1 for i, j in the same part, and f(ei − ej) = −1
for i, j in different parts. This puts f on
(|P+1 |
2
)
+
(|P−1 |
2
)
hypertori. (Notice that
when i, j ∈ P1, f(ei + ej) = ±c 6= 1 because c is not a square.) This explains the
terms 12
∑(|Pk|
i
)
Y (
i
2)+(
|Pk|−i
2 ) in (3). However, f is not fully determined yet; for each
1 ≤ a ≤ X4 − 1 we still have to choose the value of f(ei − ej) for some i ∈ Pa and
j ∈ Pa+1. There are 2X/4−1 such choices. This proves (3).
It remains to observe that for fixed P1, . . . , PX
4
, there are 2n choices of c1, . . . , ck.
Therefore
∑
f∈T oddR
Y h(f) =
∑
[n]=P1unionsq···unionsqPX/4
2n+X/4−1
X/4∏
k=1
1
2
|Pk|∑
i=0
(|Pk|
i
)
Y (
i
2)+(
|Pk|−i
2 )

=
1
2
∑
[n]=P1unionsq···unionsqPX/4
X/4∏
k=1
|Pk|∑
i=0
2|Pk|
(|Pk|
i
)
Y (
i
2)+(
|Pk|−i
2 )

which has exponential generating function
1
2
∑
n≥0
(
n∑
i=0
2n
(
n
i
)
Y (
i
2)+(
n−i
2 )
)
Zn
n!
X/4 = 1
2
∑
n≥0
2nY (
n
2)
Zn
n!
X/2 = 1
2
F (2Z, Y )X/2
as desired.
To conclude, we simply combine Lemmas 3.1 and 3.2 with the finite field method.
Again, some care with “good primes” is needed: we proceed as in Theorem 1.13.
2This choice makes the notation simpler. The reader is invited to see how the argument (very
slightly) changes for other choices of c1, . . . , cn.
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Theorem 1.15. The arithmetic Tutte generating functions of the classical root
systems in their weight lattices are
ΨWA =
∑
n∈N
ϕ(n)
([
F (Z, Y )F (ωnZ, Y )F (ω
2
nZ, Y ) · · ·F (ωn−1n Z, Y )
]X/n − 1)
where ϕ is Euler’s totient function and ωn is a primitive nth root of unity,
ΨWB = F (2Z, Y )
X
4
−1F (Z, Y 2)F (Y Z, Y 2)
[
F (2Z, Y )
X
4 + F (−2Z, Y )X4
]
ΨWC = F (2Z, Y )
X
2
−1F (Y Z, Y 2)2
ΨWD = F (2Z, Y )
X
4
−1F (Z, Y 2)2
[
F (2Z, Y )
X
4 + F (−2Z, Y )X4
]
Proof. Type A: We postpone this proof until Section 4.3.
Type B: In this proof we will restrict our attention to primes X + 1 such that X is
a multiple of 4. Consider the lattices
Zn = Z{e1, . . . , en}, ΛW = Z{e1, . . . , en, (e1 + · · ·+ en)/2}
and the corresponding tori
TZ = Hom(Zn,F∗X+1), TW = Hom(ΛW ,F∗X+1).
Again, the inclusion i : Zn → ΛW gives a map i∗ : TW → TZ. Clearly,
Im i∗ = T evenW := {f ∈ TZ : f(e1)f(e2) · · · f(en) is a square.}
and every f ∈ T evenW with f(e1) · · · f(en) = x2 is the image of exactly two maps f±1,
which extend f by defining f±1(e1 + · · ·+ en)/2 = ±x. Also h(f) = h(f+) = h(f−).
Therefore
ψWBn(X,Y ) = 2
∑
p∈T evenZ
Y h(p)
for all primes X + 1 such that X is a multiple of m(B) for all B ⊆ Bn.
Now we proceed as in Theorem 1.13 for type B. Choose a1 = 1, a2 = −1, a3, . . . ,
aX/4+1, aX/4+2, . . . aX/2 such that for any a ∈ F∗X+1, there exists k such that a = ak
or a = a−1k . Furthermore, since X is a multiple of 4, −1 is a square, and we can
assume that a1, a2, . . . , aX/4+1 and their inverses are squares, while aX/4+2, . . . aX/2
and their inverses are non-squares.
Again, for each p ∈ (F∗X+1)n, let Pk = {j ∈ [n] | p(ej) = ak or p(ej) = a−1k } for
k = 1, 2, . . . , X/2 + 1. We still have that
h(p) = |P1|2 + |P2|(|P2| − 1) +
(|P3|
2
)
+ · · ·+
(|PX/2+1|
2
)
.
Also, for each partition [n] = P1 unionsq · · · unionsq PX/2+1 there are 2|P3|+···+|PX/2+1| points p
assigned to it.
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However, we are now interested only in those p such that p(e1) · · · p(en) is a
square. Since the product of non-squares is a square, this holds if and only |PX/4+2|+
· · ·+ |PX/2 + 1| is even. Therefore ψWBn(X,Y )/2 equals∑
[n]=P1unionsqP2unionsq···unionsqPX/2+1
|PX/4+2|+···+|PX/2+1| is even.
Y |P1|
2
Y |P2|(|P2|−1)2|P3|Y (
|P3|
2 ) · · · 2|PX/2+1|Y (
|PX/2+1|
2
).
Now, referring to the formula (2) for ΨB in the proof of Theorem 1.13, we can pick
out only the “even” terms in ΨB by means of the following generating function:
ΨWB
2
=
∑
n≥0
Y n
2Zn
n!
 ·
∑
n≥0
Y n(n−1)
Zn
n!
 ·
∑
n≥0
2n Y (
n
2)
Zn
n!
X/4−1 ·
· 1
2

∑
n≥0
2n Y (
n
2)
Zn
n!
X/4 +
∑
n≥0
(−1)n 2n Y (n2)Z
n
n!
X/4
 .
In the last factor, by introducing minus signs appropriately, we are eliminating the
odd terms (which do not contribute to ΨWB ) and doubling the even terms (which do
contribute). Dividing by 2, we get the desired formula.
Type C: The weight lattice and integer lattice coincide, so ΨWC = ΨC .
Type D: We omit the proof, which is very similar to type B and slightly easier.
4 Computing arithmetic Tutte polynomials by counting graphs
In this section we present a different approach towards computing arithmetic Tutte
polynomials. The key observation is that these computations are closely related
to the enumeration of (signed) graphs. To find the arithmetic Tutte polynomials
of An, Bn, Cn, and Dn with respect to the various lattices of interest, it becomes
necessary to count (unsigned / signed) graphs according to (three / six) different
parameters. In Section 4.1 we carry out this enumeration, which may be of inde-
pendent interest, in Theorems 4.1 and 4.6. Then, in Section 4.2, we explain the
relationship between signed graphs and classical root systems, and obtain our main
Theorems 1.12, 1.13, 1.14, and 1.15 as corollaries.
4.1 Enumeration of graphs and signed graphs
4.1.1 Enumeration of graphs
In this section we consider simple graphs; that is, undirected graphs without loops
and parallel edges. Let g(c, e, v) be the number of graphs with c connected com-
ponents, e edges, and v vertices labelled 1, . . . , v. Let g′(e, v) be the number of
connected graphs with e edges and v labelled vertices. Let
G(t, y, z) =
∑
c,e,v
g(c, e, v)tcye
zv
v!
, CG(y, z) =
∑
e,v
g′(e, v)ye
zv
v!
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The main result on graph enumeration that we will need is the following:
Theorem 4.1. The generating functions for enumerating (connected) graphs are
G(t, y, z) = F (z, 1 + y)t, CG(y, z) = logF (z, 1 + y),
where
F (α, β) =
∑
n≥0
αn β(
n
2)
n!
is the deformed exponential function of Definition 1.11.
The following proof is standard; see for instance [41, Example 5.2.2]. We include
it since it is short, and it sets the stage for the more intricate proof of Theorem 4.6,
the main goal of this section.
Proof. The compositional formula [41, Theorem 5.1.4] gives
G(t, y, z) = et CG(y,z)
so to compute G it suffices to compute CG. In turn, since the above formula gives
CG(y, z) = logG(1, y, z), it suffices to compute G(1, y, z). To do that, observe that
there are
(
v(v−1)/2
e
)
graphs on v labelled vertices and e edges, so
G(1, y, z) =
∑
v,e
((v
2
)
e
)
ye
zv
v!
=
∑
v
(1 + y)(
v
2)
zv
v!
= F (z, 1 + y).
The desired formulas follow.
4.1.2 Enumeration of signed graphs
Our goal in this section is to compute the master generating function for signed
graphs, which enumerates signed graphs according to six parameters. This will be
the signed graph analog of Theorem 4.1.
Definition 4.2. [48] A signed graph is a set of vertices, together with a set of
positive edges, negative edges, and loops connecting them. A positive edge (resp.
negative edge) is an edge between two vertices, labelled with a + (resp. with a −).
A loop connects a vertex to itself; we regard it as a negative edge. There is at most
one positive and one negative edge connecting a pair of vertices, and there is at
most one loop connecting a vertex to itself.
Definition 4.3. A signed graph G is connected if and only if its underlying graph G
(ignoring signs) is connected. The connected components of G correspond to those
of G. A cycle in G corresponds to a cycle of G; we call it balanced if it contains an
even number of negative edges, and unbalanced otherwise. We say that G is balanced
if all its cycles are balanced.
Remark 4.4. Note that a loop is an unbalanced cycle, so a signed graph with loops
is necessarily unbalanced.
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Definition 4.5. Let s(c+, c−, c0, l, e, v) be the number of signed graphs with c+
balanced components, c− unbalanced components with no loops, c0 components
with loops (which are necessarily unbalanced), l loops, e (non-loop) edges, and v
vertices. Let
S(t+, t−, t0, x, y, z) =
∑
s(c+, c−, c0, l, e, v) t
c+
+ t
c−
− t
c0
0 x
lye
zv
v!
be the master generating function for signed graphs.
+
+
__
+
+
_
_
_
_
Figure 2: An unbalanced signed graph having one unbalanced and one balanced
component.
The goal of this section is to prove the following formula.
Theorem 4.6. The master generating function for signed graphs is
S(t+, t−, t0, x, y, z) = F (2z, 1 + y)
1
2
(t+−t−)F (z, (1 + y)2)t−−t0F ((1 + x)z, (1 + y)2)t0
where F (α, β) is the deformed exponential function of Definition 1.11.
For convenience we record below, for each parameter, the letter we use to count
it and the formal variable we use to keep track of it in the generating function.
number variable parameter
c+ t+ balanced components (with no loops)
c− t− unbalanced components with no loops
c0 t0 (necessarily unbalanced) components with loops
l x loops
e y edges
v z vertices
In order to compute the master generating function, we will need to count various
auxiliary subfamilies of signed graphs, by computing their generating functions. We
record them in the following table:
Definition 4.7. For each type of graph in the right column, let the symbol on the
left column denote the number of graphs with the appropriate parameters, and let
the entry of the middle column denote the corresponding generating function.
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number gen. fn. type of graph
s(c+, c−, c0, l, e, v) S(t+, t−, t0, x, y, z) signed graphs
r(c+, c−, e, v) R(t+, t−, y, z) signed graphs with no loops
b(c+, e, v) B(t+, y, z) balanced signed graphs
s+(e, v) CS+(y, z) connected balanced signed graphs
s−(e, v) CS−(y, z) conn. unbal. signed graphs with no loops
s0(l, e, v) CS0(x, y, z) conn. unbal. signed graphs with loops
For example, b(c+, e, v) is the number of balanced signed graphs with c+ (nec-
essarily balanced) components, e edges (which are necessarily non-loops), and v
vertices, and
B(t+, y, z) =
∑
b(c+, e, v)t
c+
+ y
e z
v
v!
.
When it causes no confusion, we will omit the names of the variables in a generating
function, for instance, writing B for B(t+, y, z).
Proof of Theorem 4.6. The compositional formula [41, Theorem 5.1.4] gives the fol-
lowing three equations:
B = et+CS+
R = et+CS++t−CS−
S = et+CS++t−CS−+t0CS0
so we will know B,R, and S if we can compute CS+, CS−, and CS0. In turn, the
above equations give
CS+(y, z) =
1
2
logB(2, y, z)
CS+(y, z) + CS−(y, z) = logR(1, 1, y, z)
CS+(y, z) + CS−(y, z) + CS0(x, y, z) = logS(1, 1, 1, x, y, z)
and we will see that the right hand sides of these three equations are not difficult
to compute. We proceed in reverse order.
First, note that there are
(
v
l
)(
v(v−1)
e
)
signed graphs on v vertices having l loops
and e edges, so we have
S(1, 1, 1, x, y, z) =
∑
l,e,v
(
v
l
)(
v(v − 1)
e
)
xlye
zv
v!
=
∑
v
(1 + x)v (1 + y)2(
v
2)
zv
v!
= F ((1 + x)z, (1 + y)2).
Next, observe that there are
(
v(v−1)
e
)
signed graphs on v vertices having e edges
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and no loops, so we have
R(1, 1, y, z) =
∑
e,v
(
v(v − 1)
e
)
ye
zv
v!
=
∑
v
(1 + y)2(
v
2)
zv
v!
= F (z, (1 + y)2)
Finally, counting balanced signed graphs is more subtle. We extend slightly a
computation by Kabell and Harary [19, Correspondence Theorem], which relates
them to marked graphs. A marked graph is a simple undirected graph, together
with an assignment of a sign + or − to each vertex. We will enumerate them
according to the number of components, edges, and vertices, adding the following
entry to the table of Definition 4.7:
number gen. fn. type of graph
m(c+, e, v) M(t+, y, z) marked graphs
From each marked graph G, we can obtain a signed graph by assigning to each
edge of G the product of the signs on its vertices; the resulting graph G′ is clearly
balanced.
+
+
+
_
_
_
+
_
+
+
__
Figure 3: The two marked graphs that give rise to one balanced signed graph.
It is not difficult to check that every balanced signed graph G′ arises in this
way from a graph G. Furthermore, if G′ has c+ components, then it arises from
exactly 2c+ marked graphs, obtained from G by choosing some of its components
and switching the signs of their vertices. Therefore
m(c+, e, v) = 2
c+b(c+, e, v) and M(t+, y, z) = B(2t+, y, z).
Now, counting marked graphs is much easier: there are
(
v(v−1)/2
e
)
2v marked graphs
on v vertices having e edges. Hence
M(1, y, z) =
∑
e,v
(
v(v − 1)/2
e
)
2vye
zv
v!
=
∑
v≥0
(1 + y)(
v
2)
(2z)v
v!
= F (2z, 1 + y)
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so
B(2, y, z) = F (2z, 1 + y).
It follows that
CS+(y, z) =
1
2
logF (2z, 1 + y)
CS−(y, z) = logF (z, (1 + y)2)− 1
2
logF (2z, 1 + y)
CS0(x, y, z) = logF ((1 + x)z, (1 + y)
2)− logF (z, (1 + y)2)
and from this we conclude that
B(t+, y, z) = F (2z, 1 + y)
1
2
t+ (4)
R(t+, t−, y, z) = F (2z, 1 + y)
1
2
(t+−t−)F (z, (1 + y)2)t−
S(t+, t−, t0, x, y, z) = F (2z, 1 + y)
1
2
(t+−t−)F (z, (1 + y)2)t−−toF ((1 + x)z, (1 + y)2)t0
as desired.
4.2 From classical root systems to signed graphs
The theory of signed graphs, developed extensively by Zaslavsky in a series of papers
[47–50], is a very convenient combinatorial model for the classical root systems.
To each simple (unsigned) graph G on vertex set [v] we can associate the vector
configuration:
AG = {ei − ej : ij is an edge of G, i < j} ⊆ Av−1.
To each signed graph G on [v] we associate the vector configurations3:
BG = {ei − ej : ij is a positive edge of G, i < j}
∪ {ei + ej : ij is a negative edge of G}
∪ {ei : i is a loop of v} ⊆ Bv,
CG = {ei − ej : ij is a positive edge of G, i < j}
∪ {ei + ej : ij is a negative edge of G}
∪ {2ei : i is a loop of v} ⊆ Cv,
and, if G has no loops,
DG = {ei − ej : ij is a positive edge of G, i < j}
∪ {ei + ej : ij is a negative edge of G} ⊆ Dv.
3Zaslavsky follows a different convention, where signed graphs can have half-edges and loops at
a vertex i, corresponding to the vectors 2ei and ei respectively. Since our vector arrangements will
never contain ei and 2ei simultaneously, it will simplify our presentation to consider loops only.
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These are the subsets of the arrangements Av, Bv, Cv, and Dv (when the signed
graph has no loops). Our plan is now to compute the arithmetic Tutte polynomials
of these arrangements “by brute force” directly from the definition:
MA(x, y) =
∑
B⊆A
m(B)(x− 1)r(A)−r(B)(y − 1)|B|−r(B).
Carrying out such a computation, which is exponential in size, is hopeless for a
general arrangementA. The structure of these arrangements if very special, however.
Here we can use graphs and signed graphs to carry out all the necessary bookkeeping,
and their combinatorial properties to compute the desired formulas.
The first step is to the ranks and multiplicities of these vector arrangements in
the various lattices. To compute m(A) = mZ(A) in ZV , it will be helpful to regard
the vectors in A as the columns of a v × |A| matrix, and recall [25] that
m(A) = mZ(A) = gcd{|detB| : B full rank submatrix of A}.
To compute mR(A) and mW (A) will require a bit more care.
Note that when A is AG, BG, CG or DG, the resulting matrix is the adjacency
matrix of G. Also, dependent subsets of AG correspond to sets of edges of G
containing a cycle, while dependent subsets of BG, CG, and DG correspond to sets
of edges containing a balanced cycle.
Lemma 4.8. (Av−1): For any graph G with v(G) vertices and c(G) components,
r(AG) = v(G)− c(G), m(AG) = 1
Proof. The first statement is standard [33] and the second follows from the fact that
the adjacency matrix of a graph is totally unimodular; i.e., all it subdeterminants
equal 1, 0, or −1. [35, Chapter 19].
Lemma 4.9. (Bv): For any signed graph G with v(G) vertices and c−(G) unbal-
anced loopless components,
r(BG) = v(G)− c+(G), m(BG) = 2c−(G)
Proof. The first statement is well-known [48] and not difficult to prove. For the
second one, notice that the matrix BG can be split into blocks BG1 , . . . , BGc where
G1, . . . , Gc are the connected components of G, and all entries outside of these
blocks are 0. Therefore m(G) = m(G1) · · ·m(Gc). We claim that m(Gi) is 2 if Gi
is unbalanced loopless and 1 otherwise.
If Gi is balanced, then BGi has rank v(Gi)− 1 and the bases of Gi are given by
the spanning trees T of Gi. Pruning a leaf v of T does not change | detAT |, as can
be seen by expanding by minors in row v. Pruning all leaves one at a time, we are
left with a single vertex, which has determinant 1.
If Gi is unbalanced, each basis of BGi is given by a connected subgraph with a
unique unbalanced cycle C; and by pruning leaves, the determinant of that basis
equals |detAC |.
24
If Gi has a loop, then we can choose C to be that loop, and |detAC | = 1.
Therefore m(Gi) = gcd{1, . . .} = 1.
On the other hand, if Gi is loopless, we claim that |detAC | = 2 for all unbalanced
cycles C of Gi. To see this, we check that | detAC | does not change when we replace
two consecutive edges uv and vw by an edge uw, whose sign is the product of their
signs. At the matrix level, this is an elementary column operation on columns uv
and vw, followed by an expansion by minors in row v. We can do this subsequently
until we are left with two edges, which are necessarily of the form ei+ej and ei−ej ,
so they have determinant 2. It follows that m(Gi) = 2.
Lemma 4.10. (Cv): For any signed graph G with v(G) vertices, c−(G) unbalanced
loopless components, and c0(G) components with loops,
r(CG) = v(G)− c+(G), m(CG) = 2c0(G)+c−(G)
Proof. The argument used in Lemma 4.9 also applies here, but now loops have
determinant 2.
Lemma 4.11. (Dv): For any loopless signed graph G with v(G) vertices and c−(G)
unbalanced loopless components,
r(CG) = v(G)− c+(G), m(CG) = 2c−(G)
Proof. This is a special case of Lemma 4.9.
To compute the multiplicity functions mR and mW with respect to the root and
weight lattices requires a bit more care:
Lemma 4.12. (Av−1): For any graph G with v(G) vertices and c(G) components
having v1, . . . , vc(G) vertices respectively,
mR(AG) = 1 mW (AG) = gcd(v1, . . . , vc(G)).
Proof. The first statement is a consequence of Lemma 4.8. For the second one, let
d = gcd(v1, . . . , vc(G)). We need to show that [spanAG ∩ ΛW : ZAG] = d. Consider
a vector a ∈ spanAG ∩ ΛW . Recall that ΛW = Zn/1 where 1 = (1, . . . , 1), so
a + λ1 ∈ Zn for some λ ∈ R. Now, since a ∈ spanAG, we have
∑
v∈Gi av = 0
for each connected component Gi with 1 ≤ i ≤ c(G), which implies that viλ =∑
v∈Gi(av+λ) ∈ Z. It follows that dλ ∈ Z, so a ∈ ZAG+ kd1 for some 0 ≤ k ≤ d−1.
Conversely, we see that such an a is in spanAG∩ΛW . The desired result follows.
Lemma 4.13. (Bv): For any signed graph G with c−(G) unbalanced loopless com-
ponents,
mR(BG) = 2
c−(G) mW (BG) =
{
2c−(G) if G has odd balanced components
2c−(G)+1 otherwise
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Proof. The first statement follows from Lemma 4.9 since ΛR = Zv.
For the second one, since ZBG ⊆ (spanBG ∩ ΛR) ⊆ (spanBG ∩ ΛW ) and we
already computed [(spanBG ∩ ΛR) : ZBG] = 2c−(G), we just need to find the index
[(spanBG ∩ ΛW ) : (spanBG ∩ ΛR)] and multiply it by 2c−(G).
Note that the subspace spanBG has codimension c+(G), and is cut out by equa-
tions of the form ±xv1 ± · · · ± xvc = 0, one for each balanced component Gi with
vertices v1, . . . , vc. The signs in this equation depend on the signs of the edges of
Gi. Now consider a ∈ (spanBG ∩ ΛW ).
If G has an odd balanced component, then the equation ±xv1 ± · · · ± xvc = 0
corresponding to that component cannot be satisfied by a vector in Zv + 121, so
a ∈ Zv. Therefore (spanBG ∩ ΛW ) = (spanBG ∩ ΛR).
On the other hand, if G has no odd balanced components, then a can be in Zv
or in Zv + 121. Therefore in that case [(spanBG ∩ ΛW ) : (spanBG ∩ ΛR)] = 2.
Lemma 4.14. (Cv): For any signed graph G with c−(G) unbalanced loopless com-
ponents, and c0(G) components with loops,
mR(CG) =
{
1 if G is balanced
2c−(G)+c0(G)−1 if G is unbalanced
mW (CG) = 2
c−(G)+c0(G)
Proof. The second statement follows from Lemma 4.10 since ΛW = Zv. For the first
one, we need to divide 2c−(G)+c0(G) by the index [(spanBG ∩ΛW ) : span(BG ∩ΛR)],
which we now compute. Consider a ∈ (spanBG ∩ ΛW ).
Recall the equations of spanBG from the proof of Lemma 4.13. If G is balanced,
then all its components are balanced, and combining their equations we get an
equation of the form ±x1 ± · · · ± xv = 0, which a satisfies. But then a ∈ ΛW = Zv
implies that a1 + · · ·+ av is even, which means that a ∈ (spanBG ∩ ΛR). It follows
that (spanBG ∩ ΛW ) = (spanBG ∩ ΛR).
On the other hand, if G is not balanced, then the vertices in the unbalanced
components are not involved in the equations of BG. Therefore a1 + · · ·+ av can be
even or odd, and [(spanBG ∩ ΛW ) : (spanBG ∩ ΛR)] = 2.
Lemma 4.15. (Dv): For any loopless signed graph G with c−(G) unbalanced loop-
less components,
mR(CG) =
{
1 if G is balanced
2c−(G)−1 if G is unbalanced
mW (CG) =
{
2c−(G) if G has odd balanced components
2c−(G)+1 otherwise
Proof. In type D, the lattice Zv is a sublattice of ΛW with index 2, and contains
ΛR as a sublattice of index 2. Combining the arguments of Lemma 4.13 and 4.14
we obtain the desired result.
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4.3 Computing the Tutte polynomials by signed graph enumeration
Theorem 1.12. [1] The Tutte generating functions of the classical root systems
are
XA = F (Z, Y )
X
XB = F (2Z, Y )
(X−1)/2F (Y Z, Y 2)
XC = F (2Z, Y )
(X−1)/2F (Y Z, Y 2)
XD = F (2Z, Y )
(X−1)/2F (Z, Y 2)
Recall from Definition 1.10 that the (arithmetic) Tutte generating function is
given in terms of the (arithmetic) coboundary polynomials, which are simple trans-
formations of the Tutte polynomial. To write down the exponential generating
function TΦ(x, y, z) = XΦ(X,Y, Z) for the actual Tutte polynomials, we simply
substitute
X = (x− 1)(y − 1), Y = y, Z = z
y − 1 .
Proof of Theorem 1.12. In view of Lemmas 4.8, 4.9, and 4.10, each one of these
Tutte polynomial computations is a special case of the graph enumeration problems
we already solved.
Type A: By Lemma 4.8 we have
TAv−1(x, y) =
∑
G graphs on [v]
(x− 1)c(G)−1(y − 1)e(G)−v(G)+c(G)
for v ≥ 1, so
1 + (x− 1)
∑
v≥1
TAv−1(x, y)
zv
v!
= G
(
(x− 1)(y − 1), y − 1, z
y − 1
)
= G(X,Y − 1, Z)
where G is the generating function for unsigned graphs, computed in Theorem 4.1.
The result follows.
Types B,C: The ordinary Tutte polynomial does not distinguish Bv and Cv. Using
signed graphs, Lemma 4.9 gives
TBCv(x, y) =
∑
G signed graphs on [v]
(x− 1)c+(G)(y − 1)l(G)+e(G)−v(G)+c+(G)
so ∑
v≥0
TBCv(x, y)
zv
v!
= S
(
(x− 1)(y − 1), 1, 1, y − 1, y − 1, z
y − 1
)
= S(X, 1, 1, Y − 1, Y − 1, Z)
where S is the generating function for signed graphs, and then we can plug in the
formula from Theorem 4.6.
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Type D: Also
TDv(x, y) =
∑
G loopless signed
graphs on [v]
(x− 1)c+(G)(y − 1)e(G)−v(G)+c+(G).
If we set t0 = x = 0 in the master generating function for signed graphs, we will
obtain the generating function for loopless signed graphs, so∑
v≥0
TDv(x, y)
zv
v!
= S(X, 1, 0, 0, Y − 1, Z)
and the result follows.
Theorem 1.13. The arithmetic Tutte generating functions of the classical root
systems in their integer lattices are
ΨA = F (Z, Y )
X
ΨB = F (2Z, Y )
X
2
−1F (Z, Y 2)F (Y Z, Y 2)
ΨC = F (2Z, Y )
X
2
−1F (Y Z, Y 2)2
ΨD = F (2Z, Y )
X
2
−1F (Z, Y 2)2
Proof. We proceed as above.
Type A: In this case m(A) = 1 for all subsets of Av−1, so we still have
1 + (x− 1)
∑
v≥0
MAv−1(x, y)
zv
v!
= G(X,Y − 1, Z)
Types B, C, D: By Lemmas 4.9, 4.10, and 4.11, we now have∑
v≥0
MBv(x, y)
zv
v!
= S(X, 2, 1, Y − 1, Y − 1, Z)
∑
v≥0
MCv(x, y)
zv
v!
= S(X, 2, 2, Y − 1, Y − 1, Z)
∑
v≥0
MDv(x, y)
zv
v!
= S(X, 2, 0, 0, Y − 1, Z)
and the desired results follow.
Theorem 1.14. The arithmetic Tutte generating functions of the classical root
systems in their root lattices are
ΨRA = F (Z, Y )
X
ΨRB = F (2Z, Y )
X
2
−1F (Z, Y 2)F (Y Z, Y 2)
ΨRC =
1
2
F (2Z, Y )
X
2
−1 [F (2Z, Y ) + F (Y Z, Y 2)2]
ΨRD =
1
2
F (2Z, Y )
X
2
−1 [F (2Z, Y ) + F (Z, Y 2)2]
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Proof. Types A,B: Here we have MRΦ = MΦ, so the result matches Theorem 1.13.
Types C, D: Lemma 4.14 tells us that
MRCv =
∑
G unbalanced
2c−+c0−1(x−1)c+(y−1)l+e−v+c++
∑
G balanced
(x−1)c+(y−1)l+e−v+c+ .
Since balanced graphs have no loops and satisfy 2c−+c0 = 1,
2MRCv =
∑
G
2c−+c0(x− 1)c+(y − 1)l+e−v+c+ +
∑
G balanced
(x− 1)c+(y − 1)e−v+c+ .
Therefore 2
∑
v≥0
MRCv(x, y)
zv
v!
equals
S(X, 2, 2, Y − 1, Y − 1, Z) +B(X,Y − 1, Z)
which gives the desired formula for type C, in view of (4) in the proof of Theorem
4.6. A similar argument works for type D.
Theorem 1.15. The arithmetic Tutte generating functions of the classical root
systems in their weight lattices are
ΨWA =
∑
n∈N
ϕ(n)
([
F (Z, Y )F (ωnZ, Y )F (ω
2
nZ, Y ) · · ·F (ωn−1n Z, Y )
]X/n − 1)
where ϕ is Euler’s totient function and ωn is a primitive nth root of unity,
ΨWB = F (2Z, Y )
X
4
−1F (Z, Y 2)F (Y Z, Y 2)
[
F (2Z, Y )
X
4 + F (−2Z, Y )X4
]
ΨWC = F (2Z, Y )
X
2
−1F (Y Z, Y 2)2
ΨWD = F (2Z, Y )
X
4
−1F (Z, Y 2)2
[
F (2Z, Y )
X
4 + F (−2Z, Y )X4
]
Proof. Type A: Let
CGd(y, z) =
∑
G conn. graph
d|v(G)
ye
zv
v!
, Gd(t, y, z) =
∑
G graph
gcd(v1,v2,...vc)=d
tcye
zv
v!
where v1, . . . , vc denote the sizes of the connected components of G. By Lemma
4.12, 1 + (x− 1)
∑
v≥0
MWAv−1(x, y)
zv
v!
= H(X,Y − 1, Z), where
H(t, y, z) :=
∑
G graph
gcd(v1, v2, . . . vc) t
cye
zv
v!
=
∑
d∈N
dGd(t, y, z).
Now, the compositional formula gives
etCGd(y,z) =
∑
G graph
d| gcd(v1,...,vc)
tcye
zv
v!
= 1 +
∑
n∈N : d|n
Gn(t, y, z)
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The dual Mo¨bius inversion formula4 [40, Proposition 3.7.2] then gives
Gd(t, y, z) =
∑
n∈N : d|n
µ
(n
d
)(
etCGn(y,z) − 1
)
where µ : N→ Z is the Mo¨bius function. It follows that
H(t, y, z) =
∑
d
d ∑
n∈N : d|n
µ
(n
d
)(
etCGn(y,z) − 1
)
=
∑
n∈N
ϕ(n)
(
etCGn(y,z) − 1
)
(5)
where we are using that ϕ(n) =
∑
d|n
dµ
(n
d
)
. [29]
Finally, to write this expression in the desired form, notice that if ω is a primitive
nth root of unity, then
1 + ωv + ω2v + · · ·+ ω(n−1)v =
{
n if n|v,
0 otherwise.
Therefore
CGn(y, z) =
∑
G conn. graph
n|v(G)
ye
zv
v!
=
1
n
(
CG(y, z) + CG(y, ωz) + CG(y, ω2z) + · · ·+ +CG(y, ωn−1z))
=
1
n
log
(
F (z, 1 + y)F (ωz, 1 + y) · · ·F (ωn−1z, 1 + y)) .
The result follows.
Type B: Let a nobc graph be a signed graph with no odd balanced components. By
Lemma 4.13 we have
MWBv(x, y) =
∑
G signed
2c−(x−1)c+(y−1)l+e−v+c+ +
∑
G nobc
2c−(x−1)c+(y−1)l+e−v+c+
so
∑
v≥0
MWBv(x, y)
zv
v!
equals
S(X, 2, 1, Y − 1, Y − 1, Z) +Q(X, 2, 1, Y − 1, Y − 1, Z)
where Q enumerates nobc graphs, using the notation of Definition 4.7. Let CQ+
enumerate even connected balanced signed graphs.
4A bit of care is required in applying dual Mo¨bius inversion, since we are dealing with infinite
sums. We can resolve this by proving the equality separately for each z-degree zN , since there are
finitely many summands contributing to this degree, namely, those corresponding to divisors of N .
30
number gen. fn. type of graph
q(c+, c−, c0, l, e, v) Q(t+, t−, t0, x, y, z) nobc graphs
q+(e, v) CQ+(y, z) even conn. bal. signed graphs
It remains to notice that
2CQ+(y, z) = CS+(y, z) + CS+(y,−z)
and by the compositional formula
Q = et+CQ++t−CS−+t0CS0
so
Q = S
(
t+
2
, t−, t0, x, y, z
)
B
(
t+
2
, y,−z
)
.
Plugging in the formulas for S and B we obtain the desired result.
Type C: Here we have MRΦ = MΦ in type C.
Type D: This case is very similar to type B. We omit the details.
Remark 4.16. As we mentioned in the introduction, our formula for ΨWA seems less
tractable than the other ones. However, we have an alternative formulation which
is quite efficient for computations. We can rewrite the expression (5) as
ΨWA (X,Y, Z) =
∑
n∈N
ϕ(n)
(
eX·CGn(Y−1,Z) − 1
)
. (6)
Notice that the coefficient of zN in ΨWA only receives contributions from the terms in
the right hand side where n|N . To compute those contributions, we begin by writing
down the first N terms of the generating function CG(Y −1, Z) = logF (Z, Y ). Now
computing the terms of CGn(Y − 1, Z) up to order zN is trivial: simply keep every
n-th term of CG(Y − 1, Z). Then we plug these into (6) and extract the coefficient
of zN .
5 Arithmetic characteristic polynomials
As a corollary, we obtain formulas for the arithmetic characteristic polynomials of
the classical root systems, which are given by
χΛA(q) = (−1)rqn−rMΛA(1− q, 0).
For the integer lattices, we have:
Theorem 5.1. The arithmetic characteristic polynomials of the classical root sys-
tems in their integer lattices are
χZAn−1(q) = q(q − 1) · · · (q − n+ 1)
χZBn(q) = (q − 2)(q − 4)(q − 6) · · · (q − 2n+ 4)(q − 2n+ 2)(q − 2n)
χZCn(q) = (q − 2)(q − 4)(q − 6) · · · (q − 2n+ 4)(q − 2n+ 2)(q − n)
χZDn(q) = (q − 2)(q − 4)(q − 6) · · · (q − 2n+ 4)(q2 − 2(n− 1)q + n(n− 1))
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Proof. Since χA(q) = q
n−rψA(q, 0), we can compute the generating function for
the characteristic polynomial from the Tutte generating function by substituting
X = q, Y = 0, Z = z. The generating function in type A (where qn−r = q) is
1 +
∑
n≥0
χAn−1(q)
zn
n!
= F (z, 0)q = (1 + z)q =
∑
n≥0
q(q − 1) · · · (q − n+ 1)z
n
n!
.
In type C it is
F (2z, 0)
q
2
−1F (0, 0)2 = (1 + 2z)
q
2
−1 =
∑
n≥0
(q
2
− 1
)(q
2
− 2
)
· · ·
(q
2
− n
) 2nzn
n!
from which χCn(q) = (q − 2)(q − 4) · · · (q − 2n). In type B it is
F (2z, 0)
q
2
−1F (z, 0)F (0, 0) = (1 + 2z)
q
2
−1(1 + z)
and in type C it is
F (2z, 0)
q
2
−1F (z, 0)2 = (1 + 2z)
q
2
−1(1 + z)2
from which the formulas follow.
We obtain similar results for the characteristic polynomials in the other lattices;
we omit the details. The most interesting formula that arises is the following:
Theorem 1.19. The arithmetic characteristic polynomials of the root systems An−1
in their weight lattices are given by
χWAn−1(q) =
n!
q
∑
m|n
(−1)n− nmϕ(m)
(
q/m
n/m
)
In particular, when n ≥ 3 is prime,
χWAn−1(q) = (q − 1)(q − 2) · · · (q − n+ 1) + (n− 1)(n− 1)!.
Proof. Since F (z, 0) = 1 + z, we have
CG(−1, z) = log(1 + z) = −
∑
k≥1
(−z)k
k
and
CGm(−1, z) = −
∑
k≥1
(−z)km
km
=
1
m
log(1− (−z)m).
Substituting X = q, Y = 0, Z = z into (6) (where we now have qn−r = q) we get
1 + q
∑
n≥1
χWAn−1(q)
zn
n!
=
∑
m≥1
ϕ(m)
(
eqCGm(−1,z) − 1
)
(7)
=
∑
m≥1
ϕ(m)
(
[1− (−z)m]q/m − 1
)
=
∑
m≥1
ϕ(m)
∑
i≥1
(
q/m
i
)
(−1)i(−z)mi

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so the coefficient of zn is
q
χWAn−1(q)
n!
=
∑
m|n
(−1)n− nmϕ(m)
(
q/m
n/m
)
In particular, if n ≥ 3 is prime we get
q
χWAn−1(q)
n!
=
(
q
n
)
+ ϕ(n)
q
n
which gives the desired formula.
A surprising special case is:
Theorem 1.20. If n, q are integers with n odd and n|q, then χWAn−1(q)/n! equals
the number of cyclic necklaces with n black beads and q − n white beads.
Proof. Let X be the set of “rooted” necklaces consisting of n black beads and
q−n white beads around a circle, with one distinguished location called the “root”.
There are
(
n
q
)
of them. The cyclic group Cq acts on X by rotating the necklaces,
while keeping the location of the root fixed. Burnside’s lemma [5] (which is not
Burnside’s [28]) then gives us the number of cyclic necklaces:
# of Cq-orbits of X =
1
q
∑
g∈Cq
|Xg|
where Xg is the number of elements of X fixed by the action of g. If (g, q) = d,
then gX = dX. Let m = q/d. A necklace fixed by g consists of m repetitions of the
initial string of d beads, starting from the root. Out of these d = q/m beads, n/m
must be black. Therefore |Xg| = (q/m
n/m
)
, and we must have m|q and m|n.
Now, since there are ϕ(m) elements g ∈ Cq with (g, q) = d, we get
# of cyclic necklaces =
1
q
∑
m|q,m|n
ϕ(m)
(
q/m
n/m
)
which matches the expression of Theorem 1.19 when n is odd and n|q.
This result is similar and related to one of Odlyzko and Stanley; see [30] and [40,
Problem 1.27]. Our proof is indirect; it would be interesting to give a bijective proof.
We conclude with a positive combinatorial formula for the coefficients of χWAn−1(q).
Theorem 5.2. We have χWAn−1(q) =
n∑
k=1
(−1)n−kckqk−1 for
ck =
∑
pi∈Sn,k
gcd(pi),
where Sn,k is the set of permutations of n with k cycles, and gcd(pi) denotes the
greatest common divisor of the lengths of the cycles of pi.
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Proof. Since
CGm(−1, z) = −
∑
m|k
(−z)k
k
the Exponential Formula in its permutation version [41, Corollary 5.1.9] gives
eqCGm(−1,z) = 1 +
∑
n≥1
(−1)n ∑
pi∈Sn(m)
(−q)c(pi)
 xn
n!
where Sn(m) is the set of permutations of [n] whose cycle lengths are multiples of
m, and c(pi) denotes the number of cycles of the permutation pi.
Therefore, by (7), the coefficient of qk x
n
n! for n ≥ 1 in 1 + q
∑
n≥1 χ
W
An−1(q)z
n/n!
is∑
m≥0
ϕ(m)
∑
pi∈Sn,k(m)
(−1)n−k = (−1)n−k
∑
pi∈Sn,k
∑
m| gcd(pi)
ϕ(m) = (−1)n−k
∑
pi∈Sn,k
gcd(pi)
where Sn,k(m) is the set of permutations in Sn(m) with k cycles, and we are using
that
∑
m|d ϕ(m) = d.
6 Computations
With the aid of Mathematica, we used our formulas to compute the arithmetic Tutte
polynomials for the classical root systems in their three lattices in small dimensions.
We show the first few polynomials for the weight lattice, which plays the most
important role in geometric applications.
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Ψ Arithmetic Tutte polynomial in the weight lattice
A2 1 + x
A3 4 + x+ x
2 + 3y
A4 15 + 5x+ 3x
2 + x3 + 20y + 4xy + 12y2 + 4y3
A5 96 + 6x+ 11x
2 + 6x3 + x4 + 150y + 20xy + 10x2y + 135y2 + 15xy2
+95y3 + 5xy3 + 50y4 + 20y5 + 5y6
B2 3 + 4x+ x
2 + 4y + 2y2
B3 24 + 17x+ 6x
2 + x3 + 38y + 10xy + 33y2 + 3xy2 + 22y3 + 12y4 + 6y5 + 2y6
B4 153 + 156x+ 62x
2 + 12x3 + x4 + 348y + 200xy + 28x2y + 438y2 + 132xy2
+6x2y2 + 420y3 + 60xy3 + 344y4 + 24xy4 + 260y5 + 12xy5 + 184y6
+4xy6 + 120y7 + 72y8 + 40y9 + 20y10 + 8y11 + 2y12
B5 1680 + 1409x+ 580x
2 + 150x3 + 20x4 + x5 + 4604y + 2436xy + 580x2y
+60x3y + 6910y2 + 2350xy2 + 330x2y2 + 10x3y2 + 7830y3 + 1780xy3
+150x2y3 + 7620y4 + 1200xy4 + 60x2y4 + 6846y5 + 804xy5 + 30x2y5
+5844y6 + 506xy6 + 10x2y6 + 4780y7 + 300xy7 + 3780y8 + 180xy8
+2900y9 + 100xy9 + 2154y10 + 50xy10 + 1540y11 + 20xy11 + 1055y12
+5xy12 + 690y13 + 430y14 + 254y15 + 140y16 + 70y17 + 30
C2 3 + 4x+ x
2 + 4y + 2y2
C3 15 + 23x+ 9x
2 + x3 + 32y + 16xy + 30y2 + 6xy2 + 20y3 + 12y4 + 6y5 + 2y6
C4 105 + 176x+ 86x
2 + 16x3 + x4 + 296y + 240xy + 40x2y + 396y2 + 168xy2
+12x2y2 + 376y3 + 88xy3 + 304y4 + 48xy4 + 232y5 + 24xy5 + 168y6 + 8xy6
+112y7 + 70y8 + 40y9 + 20y10 + 8y11 + 2y12
C5 945 + 1689x+ 950x
2 + 230x3 + 25x4 + x5 + 3264y + 3376xy + 960x2y + 80x3y
+5540y2 + 3500xy2 + 540x2y2 + 20x3y2 + 6640y3 + 2720xy3 + 240x2y3
+6600y4 + 1920xy4 + 120x2y4 + 5956y5 + 1344xy5 + 60x2y5 + 5084y6
+896xy6 + 20x2y6 + 4160y7 + 560xy7 + 3310y8 + 350xy8 + 2580y9 + 200xy9
+1952y10 + 100xy10 + 1420y11 + 40xy11 + 990y12 + 10xy12 + 660y13 + 420y14
+252y15 + 140y16 + 70y17 + 30y18 + 10y19 + 2y20
D2 1 + 2x+ x
2
D3 15 + 5x+ 3x
2 + x3 + 20y + 4xy + 12y2 + 4y3
D4 57 + 88x+ 38x
2 + 8x3 + x4 + 160y + 112xy + 16x2y + 216y2 + 72xy2 + 200y3
+24xy3 + 140y4 + 80y5 + 40y6 + 16y7 + 4y8
D5 915 + 629x+ 270x
2 + 90x3 + 15x4 + x5 + 2384y + 1096xy + 320x2y + 40x3y
+3540y2 + 1080xy2 + 180x2y2 + 4060y3 + 840xy3 + 60x2y3 + 3930y4
+510xy4 + 3376y5 + 264xy5 + 2644y6 + 116xy6 + 1920y7 + 40xy7 + 1310y8
+10xy8 + 840y9 + 504y10 + 280y11 + 140y12 + 60y13 + 20y14 + 4y15
35
This also gives us the arithmetic characteristic polynomial of A and the Ehrhart
polynomial of the zonotope Z(A):
χA(q) = (−1)rMA(1− q, 0), EZ(A)(t) = trMA(1 + 1/t, 1)
As explained in the introduction, the arithmetic characteristic polynomial carries
much information about the complement of the toric arrangement of A, over the
compact torus (S1)n, the complex torus (C∗)n, or the finite torus (F∗q)n. When A
is a finite root system, Moci showed [24] that |χA(0)| equals the size of the Weyl
group W , as can be verified below.
The Ehrhart polynomial enumerates the lattice points of the zonotope Z(A).
As explained in the introduction, it also gives us the dimensions of the Dahmen–
Micchelli space and the De Concini–Procesi–Vergne space.
Ψ Characteristic Polynomial Ehrhart Polynomial
A2 −2 + q 1 + 2t
A3 6− 3q + q2 1 + 3t+ 9t2
A4 −24 + 14q − 6q2 + q3 1 + 6t+ 18t2 + 64t3
A5 120− 50q + 35q2 − 10q3 + q4 1 + 10t+ 45t2 + 110t3 + 625t4
B2 8− 6q + q2 1 + 6t+ 14t2
B3 −48 + 32q − 9q2 + q3 1 + 9t+ 45t2 + 174t3
B4 384− 320q + 104q2 − 16q3 + q4 1 + 16t+ 138t2 + 820t3 + 3106t4
B5
−3840 + 3104q − 1160q2 + 240q3 1 + 25t+ 310t2 + 2530t3 + 15365t4
−25q4 + q5 +72290t5
C2 8− 6q + q2 1 + 6t+ 14t2
C3 −48 + 44q − 12q2 + q3 1 + 12t+ 66t2 + 172t3
C4 384− 400q + 140q2 − 20q3 + q4 1 + 20t+ 192t2 + 1080t3 + 3036t4
C5
−3840 + 4384q − 1800q2 + 340q3 1 + 30t+ 440t2 + 4040t3 + 23580t4
−30q4 + q5 +69976t5
D2 4− 4q + q2 1 + 4t+ 4t2
D3 −24 + 14q − 6q2 + q3 1 + 6t+ 18t2 + 64t3
D4 192− 192q + 68q2 − 12q3 + q4 1 + 12t+ 84t2 + 432t3 + 1272t4
D5
−1920 + 1504q − 640q2 + 160q3 1 + 20t+ 200t2 + 1320t3 + 6700t4
−20q4 + q5 +31488t5
Recall that the leading coefficient of the Ehrhart polynomial EZ(A)(t) is the
lattice volume of the zonotope Z(A). [40] In type A it is well known [39] that the
Zn lattice volume of Z(An) is nn−2, so its weight lattice volume is nn−1, as the
examples show.
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