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1. INTR~DUCTI~N 
In a recent paper [I], R. K. Miller has obtained sufficient conditions that an 
almost periodic (a.p.) system of ordinary differential equations have an a.p. 
solution. His method is similar to one used by L. G. Deysach and G. R. Sell, 
who in [2] obtain sufficient condition for the existence of an a.p. solution of a 
periodic system. The idea of this method is to associate with the given 
system a related dynamical system and to given conditions sufficient for the 
existence of an a.p. solutions for this dynamical system. In this way, much 
weaker conditions are required than have previously been known; cf., for 
example, L. Amerio [3], G. Seifert [4], and the book by J. K. Hale [S] in 
which essentially only perturbation-type existence theorems are dealt with. 
With mild additional assumptions, Miller in [I], also shows that his sufficient 
conditions are also applicable to a.p. delay-differential systems where the 
delay is fixed and finite. For such delay systems, his results for the existence 
of a.p. solutions are considerably stronger than known results; cf. J. K. 
Hale [6], T. Yoshizawa [7], and Seifert [S]. 
The essence of all known sufficient conditions seems to be the requirement 
that a bounded solution of the given system have certain stability properties. 
Although not explicitly involving stability concepts, the conditions given by 
L. Amerio in [3] are most easily and directly obtained by imposing certain 
global asymptotic stability conditions on a bounded solution; cf., for example, 
[4]. The more direct methods for the existence of a.p. solutions such as are 
used by Hale [5], [6], Yoshizawa [7], also involve conditions in terms of such 
asymptotic stability. However, although these stability conditions are stronger 
than those given by Miller, the conclusions are also somewhat stronger. While 
Miller’s result merely assures the existence of an a.p. solution, the stronger 
hypotheses imply that the bounded solution having these stronger stability 
properties is in fact the a.p. solution, is, in a sense, unique, and its Fourier 
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exponents can be expressed in terms of the Fourier exponents of the a.p. 
function defining the system. 
The purpose of this paper is to obtain essentially the result of Miller in [Z] 
by a somewhat different method which uses directly a result due to Deysach 
and Sell for a.p. solutions for a dynamical system; cf. Theorem 5 in [2] 
and Theorem 1 in our paper. Our method also makes more use of properties 
of a.p. functions, and is motivated by the observation that if 
f(t, x) = -g a&) et+, 
k=l 
where x and ak(x) are complex n-vectors, and A, are real numbers, then the 
solutions of 
1.1) & =f(t, x) (1-l) 
are obviously included among those of the associated autonomous system 
* = $ ak(x)yk 
k-l 
jk = ixkyk, k = 1,2, .*., N; 
here the yk are complex scalars. Being autonomous, (1.2) is a dynamical 
system; cf., for example, the book by Nemytskii and Stepanov [9]. 
We also obtain, by this approach, the conditions for the existence of an 
a.p. solution for a periodic system given by Deysach and Sell in [2] as Theo- 
rem 6. For example, the solutions of 
a? = 2 uk(x) eikwt 
are included among those of the autonomous system 
3i = $z,(x)y” 
k=l 
j = iwy; 
here y  is a complex scalar, w is a real number, and x and CZ~(X) are as before. 
We obtain, in fact, as a corollary to our main existence theorem this result 
for periodic systems. 
Our main result, Theorem 3, involves hypotheses that are weaker than 
those used by Miller in [I]. Theorem 4 asserts that Miller’s hypotheses imply 
ours, and a simple example following the proof of this theorem shows that 
the converse fails. However, it is evident from Miller’s proof that weaker 
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hypotheses equivalent to ours could certainly also have been used in place 
of the more practical ones, involving standard types of stability, which appear 
in the hypotheses of Miller’s theorem. 
2. DEFINITIONS, NOTATION, AND PRELIMINARY RESULTS 
We are concerned with the system 
k =f(t, 4, (2.1) 
where x and (t, x) are complex n-vectors. We denote the set of all complex 
n-vectors by Rn and introduce a norm in Rn which we denote by / x I, where 
x is an element in Rn. We also denote the set of all real numbers t by 1, and 
the dot denotes differentiation with respect to t. Conventional set notation 
is used; i.e., A u B is the set union of the sets A and B, and A x B is the 
set of all ordered pairs (a, b), a in A, b in B. 
We assume that f is continuous on I x D where D is an open subset of 
Rn, and is a.p. in t uniformly for x in K, a fixed compact subset of D. For a 
definition of this type of a.p. function, cf., for example, [.5j, p. 113. We denote 
by a.p. (K) the set of all functions which are a.p. in t uniformly for x in K. 
It is well known that for each f in a.p. (K) that: 
(i) there exists a unique Fourier series: C uk(x) eiAkt, and we write 
f -2 Us eiAkt; here x and ak(x) are in Rn, A, is real for K = 1,2, **. and 
the series is either finite or infinite; 
(ii) there exists a set H = H( f, K) of functions g such that 
k-&f (t + tk , x, = &, x> 
uniformly in I x K for some sequence {tkj; it follows easily that each g in 
H(f, K) is also a.p. (K), that H(g, K) = K(f, K), and that we can assume 
without loss of generality that t, --+ co as K -+ co; 
(iii) 
$z a s: 1 f (t, x) 1 dt exists; 
we denote this limit by M,(J f I); 
(iv) if f is a.p. (K) and f w C ak(x) etAat, then 
M,(lf 1”) = 2 I ak(x) 1’~ 
k 
(Parseval’s equation; cf. [IO]). 
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LEMMA 2.1. Given E > 0, there exists a 6 = 8(c) > 0 such that ifg and h 
are in H(f, K), and M,(I g - h 1”) < 6, then 1 g(t, x) - h(t, x) 1 < E for all 
(t, x) in I X K. 
Proof. We observe first that the set {G(t)} of functions G(t) = g(t, x), 
x in K, g in H( f, K), is equicontinuous on 1. Using this and the a.p. properties 
of this set of functions, it follows that {G(t)} is a homogeneous set in the 
sense of Besicovitch [IO], p. 42, and use a result established in [IO] on p. 43 
to complete the proof. 
LEMMA 2.2. If  f is a.p. (K) and f -C a,Jx) eidkt, then g is in H(f, K) 
if and only if g is a.p. and g --C ak(x) eiOkeiAkt, where (eiOk} is such that there 
exists a sequence It,}, t, -+ co as m -+ co such that 
lim eiAktm = &ok, k = 1,2, .** 
m-+-2 (2.3) 
For a proof of Lemma 2.2, we refer to Favard [II], pp. 73-74; the one 
slight modification of the proof given there involves restricting ourselves 
to sequences (t,J with t,,, -+ co as m -+ co. This is clearly no loss of generality. 
Some more notation: 
(v) If  {ok}, k = 1, 2, **a is a sequence, let (T = (ui, g2, *se), eio -= (eiul, 
eior, a=*), and denote by 2’ = Z(f) the set of all eiU, ok real, such that there 
exists a sequence (tm}, t, + co as m + co, for which (2.3) holds; we shall 
also express (2.3) in terms of the following notation: 
We also observe that since f is in H(f, K), it follows by Lemma 2.2 that 
eiO is in Z for 0 = (0, 0, *a*); we shall use the notation e, = (1, 1, es*); i.e., 
e, is in C. 
(vi) For each eiu in C, we denote by f0 the member of H( f, K) such that 
f, --C ak(x) eiokeiAkt; we denote the function values of f0 by f (t, x, 0). 
(vii) For each eic in 2 we denote by F(t, x0, to, u) a function satisfying 
x(t) = xo + sIOf (s, x(s), 4 ds; (24 
we also define F(t, x0, 0, u) =F(t, x0, u), and for u = (0, 0, a.*) we define 
F(t, x0 , to) =F(t, x0 , to, u) and F(t, x0) =F(t, x0 , u). Thus F(t, x0 , to , u) 
is a solution of the system 
2 =f (t, x, 4, x(t,) = x0 . (2.lu) 
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(viii) If cx = (01~) %, ***) and p = (/I1 , pa , *a*) are complex sequences 
such that for some number b ,/oljj~b,iBjI~bforj=1,2;..,wedefine 
if in addition x and y are in K and p = (x, CY), q = (y, /3), we define 
P(Ps q) = I x -Y I + 4% PI* 
LEMMA 2.3. Given E > 0, there exists a 6 = S(E) > 0 such that if eiO 
and eip are in .Z and d(eiu, eifi) < 6, then 
If(4 x, 0) -f(t, x, p) I < E for (t, x) in I x K. 
Proof. Let E > 0 be given. There exists by Lemma 2.1 a 6, = S,(C) > 0 
such that M,(I f. -f, 1)” < 6, implies 
!f(C x7 u) -f(t, x,cL) I < E for all (t, x) in I x K. 
Now 
is a continuous function of x on the compact set K. Hence it assumes its 
maximum M at, say, x = f in K. Let Nr = N,(E) be such that 













implies / e% - &% )/2”1 < 6; i.e., 1 e% - &@l, 1 < (6,/2M)1/2. Clearly 
this last inequality, with (2.4) and Parseval’s Eq. (2.2), yields 
Mt(lfo -f, I”> < 61 
and the proof is complete. 
LEMMA 2.4. If X = K x Z and p is as defined in (viii), (X, p) is a compact 
metric space. 
The proof of this lemma is straight forward, and therefore is omitted. 
3. THE EXISTENCE THEOREM AND RELATED RESULTS 
We are concerned with system (2.1) where, in addition to the previous 
assumptions on f, we now also assume that for each eiO in Z and for each 
(t,, , x0) in I x K, Eq. (2~) has a unique local solution, and that there exists a 
solution + of (2.1) such that+(t) is in K for t > 0. We define the set A = A($) 
as the set of all (x, eiO) in X = K x Z such that #(tm) + x and eiAtm - eio as 
m - co for some sequence (tm}, t, + co. Clearly A is nonempty. 
LEMMA 3.1. Let (x, eiu) be in A. Then the solution F(t, x, U) of (20) is 
definedfor all t in I, and (F(t, x, u), ei(o+At)) is in A for all t in I. 
A proof of Lemma 3.1 can easily be established along the lines of the proof 
of Lemma 2 in [I], and is omitted. 
LEMMA 3.2. Let eiO be in Z; then there exists an x in K such that (x, eiu) is 
in A. 
We omit the proof of Lemma 3.2, since it follows easily from the fact 
that d(t) is in K for t 3 0. 
LEMMA 3.3. Let 01 and ak, k = 1,2, *.., be complex sequences as in (viii); 
then 
$+i d(ak, a) = 0 
if and only if 
g+z ( cq - aj 1 = 0 for each j = 1, 2, -**. 
The proof of this lemma is omitted since it is straightforward; we refer to, 
for example, the book by Kelley [I2], pp. 89-93. 
LEMMA 3.4. Let (xk , ebk) be in A for k = 1, 2, *a*, and let xk -+ x and 
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eiar -+ eio as 12 -+ co. Then there exists a subsequence {kj} of the integers {k} such 
that for each t in I 
F(t, xkj , CA) -+F(t, x, U) as i-Q (3.1) 
the conaergence being uniform in each compact subset of I; hereF is the appropriate 
solution of (2~) (or of (2.10)) as dejined in (vi). 
Proof. Clearly {F(t, xk , &)}, k = 1,2, a.., is equicontinuous and uni- 
formly bounded on 1 t 1 < 1. By Ascoli’s lemma, there exists a subsequence 
(kjl)}, j = 1, 2, . . . . of the integers {k}, such that F(t, xj , uj) -+ Yl(t) as 
j+ co uniformly on 1 t / < 1; here we have replaced x 
k(,) 
: by xj , and simi- 
larly for ui. Clearly 
1 Ydt) - ltf (s, ~&)l(s>, 4 ds - x 1 G I !f’kt) - W, xj , ~9 I 
0 
-t 1 ,I If (s, F(s, xi , 4, ui) -f (s, F(s, x, , 4, 0) I ds 1 
+ 1 s: If (s, F(s, xj , 4, 4 -f (s, Yk>, 4 / ds 1 . 
By Lemma 2.3, the second term on the right can be made arbitrarily small 
by choosing j sufficiently large; from the continuity of fO in t and x, we con- 
clude the same for the third term. This also obviously holds for the first 
term, and we finally conclude that Yl(t) satisfies (2u), and in fact 
ydt) = F(t, x, 4 for I fl< 1. 
We now proceed by induction; assume Y,Jt) = F(t, x, u) for 1 t I < m 
has been constructed in terms of a subsequence {k,“}, j = 1,2, ..* of the 
sequence of integers {k}; then arguing as above, we obtain a subsequence 
{ky+‘}, j = 1,2, .--, of {kjm} and a corresponding function Y&t) = F(t, x, U) 
for / t 1 < m + 1. We now take kj = kjj, j = 1,2, **a, and the sequence 
{kj} is easily seen to be the desired one. This completes the proof. 
LEMMA 3.5. A is a compact subset of (X, p). 
Proof. Since (X, p) is compact, we need only show that A is closed under 
the p metric. To this end, suppose p(qm , q) + 0 as m + cc where qm is in A. 
Thus if qm = (xm , eiom) h t ere exists a sequence (tjm}, j = 1,2, **e, such that 
t.m+ co as j+ co, and 3 
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From Lemma 3.3 it follows that d(eiAt’“, e’um) + 0 as j+ co, and that 
eio”’ + e+ as m + co where q = (y, eir). 
Clearly, there exists a subsequence {jm} of the integers such that 
d(eiAtmm, eiom) < l/m, m = 1, 2, ..* . Thus if we define t, = t? and 
* = ($(t,J, eiAtm), it follows that 
bn ’ 
Pm 
&m*, 4) e &m*, 4m) + P&n 9 4) 
< I en) - %I I + ; + P(!h ,4); 
i.e., f(h*, 4) -+ 0 as m + co. Hence d(t,) -+y as m -+ co, and using 
Lemma 3.3 again, we have also 
Thus q = (y, e’p) is a member of A, and the proof is complete. 
We now define a dynamical system (v, A, p) on the compact metric space 
(A, p). For each p = (x, e’o) in A we define the motion (or orbit) through p 
to be the set of points 
rr(p, t) = (F(t, x, a), ei(u+At)), t in I, 
where F is the solution of (20), or of (2.10), as defined in (vii). 
Clearly n(p, 0) = p, and the other group properties for a dynamical system 
are easily verified for 7r. The continuity of r in (p, t) is verified as follows: 
if pm = (xm , eiom ) and p = (x, eb) are such that p(& , p) + 0 as m---f co, 
then x,,, --+ x, and by Lemma 3.3, eiom ---f e’a as m + co. Consider now 
f(rr(P,. , t>, r(P, t>> = I F(t, x, , urn) - F(t, x, 0) I + Worn, 4. 
Suppose 
Then there exists a subsequence {mk) of the sequence of integers {m} and a 
point q # rr(p, t) in A such that ~(rr(p,, , t), q) = 0 as K -+ co. Since xm, --f x 
and eiO*’ -+ ec as k -+ co we can apply Lemma 3.4 as assert that for a sub- 
sequence, say (x’*, eiO*‘) =p’*, of (xm, , e@“) it follows that p(rr(p’*, t), 
rr(p, t)) + 0 as j- co, the convergence being uniform on each compact 
subset of I. Clearly also 
f(+i*, 4, cd + 0 as j+ co. 
Thus q = ~(p, t), a contradiction, and we conclude that p(~(p~, t), ~(p, t)) + 0 
as m-co. Finally if t,+t as m--too it remains to show that 
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PMPm > Gn>, 4P, 0) + 0 as m -+ co. But this follows easily from the fact 
that p(n(r, t,), +T, t)) + 0 as m--f co uniformly for Y in A which in turn 
follows from the continuity properties offO; we omit the details. 
The following notation and definitions for a dynamical system (n, Y, p) 
on a metric space (Y, p) are quite standard; cf., for example, Nemytskii and 
Stepanov, [9]. 
(ix) r+(p) is the set of points {~(p, t)}, t > 0. 
(x) Q(p) is the set of all points q such that p(n(p, t,), q) -+ 0 as m + co 
for some sequence {tm>, t, -+ co as m -+ co. 
(xi) The motion n(p, t) is positively Lagrange stable if there exists a 
compact set KC Y such that Y+(P) E K. It follows that if r(p, t) is positively 
Lagrage stable, then Q(p) is a compact subset of Y; we omit the details. 
(xii) n(p, t) is uniformly positively Liapunov stable with respect to the 
set B C Y if given E > 0, there exists a 6 = S(E) > 0 such that if p is in 
y+(p), q is in B, and p(p, q) < 6, then p(+p, t), nfq, t)) < E for t 3 0. 
REMARK. In our dynamical system (P, A, p), A is compact; hence all 
motions are positively Lagrange stable. 
We wish to determine stability conditions on solutions of (2.1) which are 
sufficient to guarantee the hypotheses of the theorem of Deysach and Sell: 
THEOREM 1 (Theorem 5 in [2]). Let (r, Y, p) be a dynamical system on 
the metric space (Y, p), and suppose for somep in Y, ~(p, t) is positively Lagrange 
stable and uniformly positively Liapunov stable with respect to y+(p) u Q(p). 
Then Q(p) is a minimal set of a.p. motions. 
For a definition of minimal set we refer again to [9]; this property of Q(p) 
as given in Theorem 1 is somewhat extraneous to our purposes. The motion 
r(q, t) is said to be a.p. if it is Bohr-a.p. in t in the usual sense. 
Suppose ~(p,, , t) is uniformly positively Liapunov stable with respect to 
Q(P,) u Y+(P,), where P, = (x0 7 eiu) is a point of A. Thus, given E > 0, 
there exists a 6 = 8(~) > 0 such that if for each to > 0, 
p = (F(to , x0 , a), ei(o+Ato)) and q = (x, e+), 
where for some sequence {t,}, tm + co, 
x = lim F(tm , x0 , u) m-tm and 
then 
I wo 3 x0 3 u) - x 1 + d(e’(o+Atu), eip) < 8 (3.2) 
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implies 
I m wo 9 x0 9 u), fJ + Ato) - F(t7 x3 P> I 
+ d(eico+Ato+At), &+nt)) < E for t > 0. (3.3) 
Clearly in (3.3), we may replace d(ei(O+AtO+At)), ei@+At)) by d(&+Ato, eir). Also 
we observe thatF(t, F(to , x0 , o), u + At,) is a solution of (20) with G replaced 
by u + At, . But clearly f(t, x, u + ko) =f(t + to, x, u). Thus since 
F(t + to, x0, u) is a solution of 
f  =f(t + to ) x, a), 
it follows that F(t + to , x0, u) =F(t,F(t, , x0, a), u + At,) since the solu- 
tions of each equation (20) are, by hypotheses, unique. Since also 
F(t + to ) x, p - At,) =F(t, x, p), 
we may write (3.3) as follows: 
I W, xo 3 u) - F(t, x, /* - Xt,) j + d(ei(o+AtO), eip) < c (3.4) 
for t > to, where in (3.3) we have replaced t + to by t and t 3 0 by t > to . 
The discussion above motivates the following definition: 
(xiii) The solution F(t, x, u) of (2~) (or (2.10)) is stable (Z) if given E > 0, 
there exists a 6 = B(E) > 0 such that 
Iy-Wo,x,4I <s and qeio, eab-lto)) < 6 
imply 
I W, x, 4 - W, Y, to , I” - Ato> I -=c E for t z to; 
here to 3 0, eb and eip and in .Z and x and y  are in K. 
Miller gives his sufficient conditions in [I] in terms of a stronger but more 
conventional type of stability; this will be discussed later. 
The important fact that if any one of the equations (20) has a solution 
stable (Z), then each such equation has such a solution, is established in the 
following result. 
THEOREM 2. Suppose 4(t) = F(t, x0) is a solution of (2.2) stable (Z). 
Then for each (x, t+) in A, the solution F(t, x, a) is stable (Z); here A = A(+) 
is a defined in the jirst paragraph of this section. 
Let {tm} be a sequence such that as m. -+ co, t,,, -+ co, +(tm) -+ x, and 
&tm-+ eio. Since 4 is stable (Z), g iven E > 0, there exists a 6, = S,(r) > 0 
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such that if m is a positive integer and 
I Y -&I + Gn> I -=-c 8, and d(e, , ei(/PAwo+tm))) < 6,) 
then 
I 4(t + 44 - F(t + L 3 Y7 to + L 7 CL - a3 + L>> < $ (3.5) 
for t > t,; here, as before, e+ is in ,Z and e, = (1, 1, *a*). NOW let y  in K 
and eip in .Z’ be such that 
I y - wo , x9 4 < 6, and d(&, ei(PmAtO)) < 6, . 
Then since +(t + tm) = F(t, #(t,,J, h&J, we have ( y  -#to + t,) ( < 6, , 
and since also 
F(t, y, t, , P - &J = F(t + L > Y, to + tvz > CL - ht, - k), 
it follows that 
I qt, x, 0) - qt, Y1 t, , P - Ato) I G I w, x3 c> - WY d(L), &J I 
+ I~(t-Ft~)--F(t+t,,Y,to+t,,~---t,--t,)l (3.6) 
for t 3 t, . 
Since +(t,,J + x and d(eiu, eiAt m) -+ 0 as m -+ co, it follows, by use of 
Lemma 3.4, that for each fixed t, and t >, t, , there exists an integer m > 0 
such that the first expression on the right in (3.6) is less than 42. Also, since 
d(e, , ei(p-Ato-Atm)) = d(eiAt,,,, ei(p-Atu)) < d(eiAtm, ,io) + d(eio, ei(p-Atu)), 
we can also choose m so large that d(e, , ei(r-Ato-Atm)) < 6,; this follows since 
as a consequence of Lemma 3.3, 
d(eiAtm, eic) + 0 as m+ 00. 
Thus for such a choice of m, (3.5) holds, and using (3.6) it follows that 
F(t, x, U) is stable (2). This completes the proof. 
Our main existence theorem now follows. 
THEOREM 3. Let $(t), t >, 0, be a solution of (2.1) which is stable (Z). 
Then for each eiv in .Z, there exists an a.p. solution of (2v); i.e., of 2 = f(t, x, v). 
Proof. By using Theorem 2, each solution F(t, X, u) of (2~) such that 
(x, eiO) is in A is stable (2). I f  e, = (1, 1, *.e), by Lemma 3.2, there exists x,, in 
K such that (x,, , e,) is in A. Thus given E > 0, there exists a 6 = S(E) > 0, 
6 < E, such that x in K, e+ in ,Z’, 
I~-~(t,,xo)I <$ and d(e, , 




for t > to. (3.8) 
Let p = (F(to , x0), eiAto), and suppose q = (x, eip), where F(tm , x0) ---f x 
and eiAtm--+ eip as m -+ co for some sequence {t,}, t, -+ CO as m -+ co, is 
such that (3.7) holds. Clearlyp and q are in A; cf. Lemma 3.1, and p(p, q) < 6. 
It follows, by using (3.7), (3.8), and an argument following Theorem 1, that 
p(4P, 9, 44, t) = I F(t, F(t, , x0), At,) - F(t, x, p) I + d(eiAto, e+) 
= 1 F(t + to , X0) - F(t + to , x, p - At,) 1 + d(eiAto, eip) 
<+++ for t 3 0. 
This shows that n(po , t) is uniformly positively Liapunov stable with respect 
to r+(po) u .R(po), where p. = (x o , ei). By Theorem 1 we conclude that if Y 
is a point of Q(p,), T(Y,  t) is a.p. Let eiu be an arbitrary p&nt of Z. Then there 
exists a sequence {t, *}, t, * -+ CO as m + co, such that eiAtm* -+ eiU as m + co. 
Since F(t, x0) is in K for all t (cf. Lemma 3.1), it is no loss of generality to 
suppose that F(t,*, x,,) + y  as m --f co. Clearly (y, eiy) is in O(p,), and hence 
(F(t, y, v), ei(u+At)) is a.p. by Th eorem 1. Hence F(t, y, V) is also a.p., and the 
theorem is proved. 
We now indicate how the sufficient conditions for the existence of a.p. 
solutions of a periodic system (2.1) given by Deysach and Sell in Theorem 6 
of [2] can be obtained as a corollary to Theorem 3 above. 
COROLLARY 3.1. If f in (2.1) is periodic in t with period 277/w and if (2.1) 
has a solution q5 which is bounded and uniformly stable for t 3 0, then there exists 
an a.p. solution of (2.1). 
We indicate a proof. We have now A, = nkw, where {n,>, k = 1,2, ..., 
is a subsequence of the sequence of positive integers. Thus the class Z now 
consists of {einkw} for certain real numbers T; this follows since if 
einkWtm--+ eiok as m + co for k = 1, 2, --*, for a sequence {t,J, t,,, -+ co as 
m -+ co, there exists a subsequence {tm*} of {t,J such that eiwtm* -+ eiw7 for 
some real -r. It clearly follows that einkwtm* --+ einkwr as m -+ co, k = 1,2, **a, 
and thus einw = &ok. 
Thus each f (t, X, u), eig in ,Z, is now of the form f (t + T, x), and the 
corresponding solutions F(t, x, u) of (20) are of the from F(t + T, x); i.e., are 
solutions of 
ji =f(t +7,x). (3.8) 
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Now to apply Theorem 1 we essentially have to compare solutions of (3.8) 
for T near 0 whose initial values at t = t, > 0 are sufficiently near those of 
solutions of (2.1) to these solutions of (2.1). We observe that if a solution of 
(2.1) is uniformly stable, such solutions of (3.8) must remain close to this 
solution of (2.1) for t >, t, . To see this we recall the usual definition of 
uniform stability: 
(xiv) A solution 4 of (2.1) is uniformly stable if given E > 0, there exists a 
6 = S(C) > 0 such that if t, > 0 and / x0 - $(ta) / < 6, then 
I w x0 7 to) -4(t) I -=I E for t 3 to. 
It can easily be verified that in our case, a solution C$ of (2.1) is uniformly 
stable if and only if the following holds: 
(xv) Given E > 0, there exists a 6 = S(C) such that if to 3 0, 
x0 - +(t,) 1 < 6, and I T ] < 6, then 
I F(t + 7, +I > 43) - 4(t) I < 6 
we omit the proof of this. 
for t 3 to; 
Thus Theorem 1 applies provided + is uniformly stable and bounded for 
all t. I f  it is not bounded for t < 0, either a standard trick (cf. Deysach and 
Sell [2], p. 94) of truncatingfin (2.1) appropriately, or an argument analogous 
to the one in the proof of Theorem 3 can be used to show the existence of 
a solution Y of (2.1) bounded and uniformly stable for all t. 
We conclude with some remarks about the relationship between the 
concept of stability (Z) which we have used, and the concept of stability 
u.c.d. (under continuous disturbances) which Miller uses in [I]. In fact, we 
state and prove a theorem which asserts that if a solution of (2.1) is stable 
u.c.d., then it is stable (Z), and then give a simple example which shows that 
the converse does not hold. First, the definition: 
(xvi) A solution 4 of (2.1) is stable u.c.d. if given c > 0, there exists a 
6 = S(E) > 0 such that if to and x in K satisfy ] x - $(t,) ] < 6 and R is any 
continuous function of (t, X) to Rn satisfying I R(t, x) I < 6 for all (t, X) for 
which t 3 to and I x -4(t) I < E, x in K, then I+(t) - F(t, X, R) / < E for 
. t > to; here F(t, x, R) is a solution of 
f  = f(t, 4 + Nt, 4 (2.1R) 
THEOREM 4. If 4 is a solution of (2.1) which is stable u.c.d., then it is 
stabZe (Z). 
Proof. Let E > 0 be given, and let 6, = S,(E) > 0 be as determined by 
the stability. By Lemma 2.3, there exists a 6 = S(S,) > 0, 6 < S, , such that 
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d(eiu, @Ato) < 6, & in 2, implies If(t, X) -f(t, x, u - At,) 1 < 8, for all 
(t, X) in I x K. Hence if we take R(t, X) =f(t, X, CJ - At,,) -f(t, X) for 
(t, X) in I x R, it follows, since 4 is stable u.c.d., that 1 x -#(t,) 1 < 6 
implies / 4(t) - F(t, x, R) j < E for t > t, . Bur now clearly 
F(t, x, R) =F(t, x, (T - At,), 
and we need only recall definition (xiii) to see that # is stable (Z). This 
completes the proof. 
Consider the following example of (2.1) for the case n = 1; i.e., the scalar 
first order equation 
d = ieit. (3.9) 
The solution d(t) = eit is not stable u.c.d., since the equation 
5s = ieit + a, E > 0, 
has the solution 
x(t) = (1 - &) ert + & eit, 
which satisfies x(0) = d(O) = 1. Yet clearly 1 x(t) -4(t) 1 + co as t + co, 
and thus 4 is not stable u.c.d. . 
However, 4 is stable (Z). To show this we observe first that since the set 
of Fourier exponents of ieit consists of the single number 1, the set Z con- 
sists of the set of all complex numbers of the for eio, u real. I f  E > 0 is given, 
take 6 = e/4; thus 1 eiO - eito / < c/4 and / x - eito 1 < c/4 imply that the 
solutionF(t, x, t, , D - to) of 
f = &iv-itoeit 
which is given by 
satisfies 
F(t, x, t, , u - to) = ei(o-to)(eit - eito) + x 
1 F(t, x, to , u - to) -#(t) 1 = 1 (ei(o-to) - 1) eit + x - eiO 1 
< 1 ,io - ei to 1 + ( x - eiO 1 
<21 & _ &to 1 + 1 x _ eito / 
<E for t 3 t, . 
Thus 4 is stable (Z). 
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