In this paper, a formally unifying approach for a class of discriminative training criteria including Maximum Mutual Information (MMI) and Minimum Classification Error (MCE) criterion is presented, including the optimization methods gradient descent (GD) and extended Baum-Welch (EB) algorithm. Comparisons are discussed for the MMI and the MCE criterion, including the determination of the sets of word sequence hypotheses for discrimination using word graphs. Experiments have been carried out on the SieTill corpus for telephone line recorded German continuous digit strings. Using several approaches for acoustic modeling, the word error rates obtained by MMI training using single densities always were better than those for Maximum Likelihood (ML) using mixture densities. Finally, results obtained for corrective training (CT), i.e. using only the best recognized word sequence in addition to the spoken word sequence, could not be improved by using the word graph based discriminative training.
INTRODUCTION
In an increasing number of applications discriminative training criteria such as Maximum Mutual Information (MMI) [6] and Minimum Classification Error (MCE) [ l ] have been used. In MCE training, an approximation for the error rate on the training data is optimized, whereas MMI optimizes the a posteriori probability of the training utterances and hence the class separability. Based on [6], we present a formally unifying approach for a class of discriminative criteria including the MMI and the MCE criterion, thus extending a comparison done in [7] . In a previous study [9] , we also found a unifying approach for the optimization methods gradient descent and extended Baum-Welch (EB) algorithm which was transfered to the unified criterion presented here.
Experimental results are presented for the SieTiZZ corpus for telephone line recorded German connected digit strings. In order to investigate the abilities of discriminative training to improve ML training results, we performed comparative experiments for several approaches of acoustic modeling, such as single vs. mixture densities, pooled vs. state specific variances and an optional linear discriminant analysis (LDA).
Following previous studies [9] , we also performed experiments comparing GD with EB optimization for MMI training of mixture densities showing no significant differences. Furthermore, for determining the sets of competing word hypotheses for discrimination, we performed experiments using CT [6], or word graphs for efficient representation of all competing word hypotheses. These experiments were initialized with our best results using CT, where only the best recognized word sequence is used for discrimination.
We did not observe further improvements in word error rate, although in case of the use of word graphs a further convergence of the criterion was found.
DISCRIMINATIVE TRAINING
The training datal shall be given by training utterances T =-l...R, each consisting of a sequence X , of acoustic observation vectors x ,~, 2 , 2 , ..., x,T,. and the corresponding sequence W, of spoken words. The a posteriori pr~bability for the word sequence W, given the acoustic observation vectors Xr shall be denoted by px (W,IX,) . Similarly, ~x ( X , I W , ) andp(W,) represent the according emission and language model probabilities respectively. In the following., the language model probabilities are supposed to be given. Hence the parameter X represents the set of all parameters of the emission probabilities p x ( X , IW,.). Finally, let M , denote the set of word sequences, which are considered for discrimination in utterance T . A class of discriminative training criteria FD including MMI and MCE could then be defined by the expression The choice of the exponent cy, the smoothing function f and the set M , of word sequences for discrimination decide which criterion is represented. In particular, choosing a = 1 and f (E) = 6 yields the MMI criterion. On the other hand, using the sigmoid function f(6) = -1/ 11 + ezp(ZP()] yields an equivalent version of the MCE criterion, which is to be maximized. Ideally, in case of the MMI criterion the set M , would contain all possible word sequences. In practice, M , is obtained through a recognition pass and is represented by N-best lists or word graphs. For MCE the spoken word sequence has to be excluded from this set. The contribution of each competing sentence to reestimation is controlled by the exponent a, where very large values of a lead to a maximum approximation. For the MMI criterion the latter is called corrective training (CT), where only the best recognized word sequences are used for discrimination. The smoothing function f leads to an optional weighting on the level of whole training utterances, as can be seen in the following derivation of the iteration equations for the case of Gaussian mixture densities.
An optimization of the class of discriminative training criteria defined a b o x tries to simultaneously maximize the emission probabilities of 1 he spoken training sentences and to minimize a weighted sum over the emission probabilities of each competing sentence given the acoustic observation sequence for each training utterance. Thus, these criteria optimize the class separability according to the words under consideration of the language model.
Parameter Optimization
One possibility to maximize discriminative training criteria consists of a gradient descent with the following reestimation formula for the parameters:
A mixture density for an acoustic observation vector x given an HMM state s shall be denoted by p(xls, As). The according parameters A, of a mixture density are the weights C,I and parameters A,i of densities 1 of the mixture, and mixture densities shall be calculated in maximum approximation. Then the derivative of the general discriminative criterion FD with respect to parameters BSI is given by:
where the discriminative averages rsl are defined by:
where we have utterance weights f T which have to be considered if the smoothing function f is not the identity, Applying the maximum approximation for the calculation of mixture densities, the density probabilities qTt (Zls) are determined by qrt(Els) = 6 (I, a r g m q ~s k~(~t l X s k ) ) with the Kronecker delta 6 ( i , j ) . The discriminative averages also make use of the Forward-Backward (FB) probabilities of the spoken word sequence WT : y r t (~; W r ) = p~( s t = s~XT, WT), and the generalized FB probabilities for the total of all competing word sequences W defined by the sets M T :
The generalized FB probability is simply a sum over the conventional FB probabilities of each competing sentence weighted by its renormalized posterior probability. Using the Viterbi approximation [4], i.e. calculating the FB probabilities from the according time alignment, the sum over all competing word hypotheses for calculation of the generalized FB probability could be separated from the time alignment. Then the according word-posterior probabilities needed could be calculated efficiently by applying a FB calculation scheme on the basis of word hypotheses on a word graph. Thus word graphs could also be used, if cx is not 1, which would not be possible if the word graph FB scheme is applied on state level already, as done for the MMI criterion in [ 101. It should be noted that the calculation of word-posterior probabilities also finds applications in other areas of speech recognition like the determination of confidence measures, e.g. [8] .
Discriminative training with the MMI criterion usually applies an extended version of Baum-Welch training, the EB algorithm [5, 61. We extended this approach to the general criterion FD, which could be maximized via the following auxiliary function:
which is to be optimized iteratively. Differentiation with respect to the iterated parameters i s l leads to the following expression, from which reestimation formulae can be derived:
Using discriminative averages for writing down reestimation formulae yields expressions which are formally independent of the particular criterion chosen. Thus, differences of criteria are introduced via the discriminative averages only and comparisons could be reduced to this level.
Performing the EB algorithm, we obtain the following reestimation equations for the means psl, state specific diagonal variances c," and mixture weights csl of Gaussian mixture densities:
An alternative would be to perform gradient descent on the criterion FD. Doing this and comparing both sets of reestimation formulae we arrive at step sizes for gradient descent [9] , which lead to reestimation formulae, which differ only for the variances by terms containing the squared step sizes of the means of the according mixture:
Esl,Gu = C S~, E B .
~
The reestimation formulae for the mixture weights do not result directly from the optimization of the criterion but are smoothed versions for better convergence [5] . For this version the discriminative averages rs (l) , as defined in Equation 1, are separated according to the FB probability for the spoken (spk) word sequence and the generalized (gen) FB probability for the total of all competing word sequences.
Setting a = 1 for comparison purposes, we observe only two differences between MCE and MMI. Firstly, for MMI the spoken word sequence is considered for discrimination, whereas it has to be excluded when using MCE. Since the word-posterior probabilities of correct words securely recognized will be nearly 1, the differences of FB probabilities in the discriminative averages for MMI are nearly zero, such that those words do not contribute significantly to reestimation. Secondly, the worse the recognition results for an utterance are, the more it will contribute lo MMI reestimation, which is not the case for MCE. For MCE, hopelessly bad recognized utterances together with securely recognized ones are weighted down as a whole according to their posterior probabilities via the smoothing function f. with a small constant E.
RESULTS
Experiments were performed on the SieTill corpus [2] for telephone line recorded German continuous digit strings. The SieTill corpus consists of approximately 43k spoken digits in 13k sentences for both training and test. The recognition system for the SieTill corpus is based on whole word HMMs using continuous emission distributions. It is characterized as follows:
0 Gaussian mixture emission distributions, 0 pooled or state dependent variance vectors, 0 gender dependent whole word HMMs for 11 German digits including 'zwo' and gender dependent silence models, The baseline recognizer applies ML training using the Viterbi approximation [4] which serves as a starting point for the additional discriminative training. A detailed description of the baseline system could be found in [ll] .
In Table 1 the recognition results obtained for severad acoustic modeling approaches using maximum likelihood training are indicated by ML. ]For ML training, state specific variances (SV) gave better results tlhan pooled variances (PV) for both single and mixture densities. The best results for state specific variances were obtained using approximately 25 densities per mixture, whereas for pooled variances the best results were already obtained for approximately 4 densities per mixture. Adding linear discriminant analysis (LDA) to using pooled variances gave our best ML results with 4.0% word error rate for single densities and 3.0% word error rate for mixture densities with approx. 4 densities per mixture. It should be noted that the LDA gave a relative improvement of over 60% in word error rate for pooled variances and still more than 25% compared to state specific variances without LDA.
For CT, an iteration factor of h = 1.2 leads to relatively smooth convergence. Fig. 1 shows a plot of the MMX criterion for the male portion of the SieTill training corpus for CT using both GD and EB optimization starting from the according ML result using Gaussian mixture densities with approx. 4 deinsities per mixture, pooled variance vector and LDA. After CT has converged (indicated by Ihe vertical line), a plot of the MMI criterion using word graphs for discrimination (WG) with an average number of about 47 word hypotheses per spoken word is added. Certainly the absolute values of the MMI criterion using CT and WG respectively are not comparable. In a region where CT does not converge any more, the MMI criterion clearly converges, although the word error rate obtained by CT is even slightly better than that for WG (cf. Table 1 ). The reason for this could be, that an utterance, which is correctly recognized does not contribute to reestimation for CT. Thus, also incorrectly hypothesized word sequences for such utterances are not considered for discrimination using CT, even if derivative of the energy. their posterior probabilities are only marginally smaller than the maximum. Contrarily, using WG would try to reduce the posterior probability of such marginal second best hypotheses, although this might not be necessary, so far as these wrong hypotheses keep being second best at most. Such, this further rearrangement in the posterior probabilites done using WG might have no or even negative effects on the word error rate in comparison to CT, as observed in our experiments. Table 1 summarizes the recognition results for the SieTill test corpus using Gaussian emission densities. For different levels of acoustic modeling, we compare ML results with the according discriminative training results using the MMI criterion with corrective training (CT) approximation and gradient descent (GD) optimization. The largest improvements using CT were obtained for our simplest system using single densities with pooled variances (PV), where the ML training word error rate was reduced by 40% relatively. Although the initial ML result for single densities with density specific variances (SV) was better than the according result for pooled variances, the improvement obtained by additional CT was smaller, and the word error rate obtained was even slightly smaller than that for CT using single densities with pooled variance. It should be noted, that the result for CT using single densities with density specific variances was even better than the according ML result using mixture densities with 25 densities per mixture. The best results for CT were obtained using mixture densities with 4 densities per mixture, pooled variance (PV) and LDA, leading to a word error rate of 2.5%, which is the same as reported in [2] . Still, the according result for CT with single densities is slightly better than the results for ML training using 4 densities per mixture. Finally, the best CT result using GD optimization was compared to CT using EB optimization, showing no significant difference for mixture densities as was the case for single densities [9].
CONCLUSION
We presented a formally unifying approach for a class of discriminative training criteria and optimization methods including the Maximum Mutual Information (MMI) and the Minimum Classifcation Error (MCE) criterion which were compared. For the MMI criterion, experiments were performed on the SieTill corpus. Relative improvements in word error rate of up to 40% compared to ML training were obtained, and MMI training using single densities always produced better results than ML training using mixture densities. For the best initial result using ML training, the relative improvement obtained by a subsequent MMI training was about 1/6, leading to a word error rate of 2.5%. This result, which was obtained for corrective training, i.e. using only the best recognized word sequence in addition to the spoken word sequence, could not be improved by using the word graph based discriminative training.
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