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Introduzione
In questa tesi i oupiamo dello sviluppo e dell'analisi di nuovi metodi ite-
rativi per il alolo della soluzione minimale non negativa q dell'equazione
quadratia
x− a−Ψ(x⊗ x) = 0, (1)
dove a = (ai) ∈ Rn, Ψ = (Ψi,jk) ∈ Rn×n2, 0 ≤ ai,Ψi,jk ≤ 1 per ogni
i, j, k = 1, . . . , n, e
e− a−Ψ(e⊗ e) = 0,
on e = (1, 1, . . . , 1)T . Per minimale non negativa intendiamo he 0 ≤ q ≤ y
per ogni altra soluzione non negativa y di (1), dove le disuguaglianze sono
fatte omponente per omponente. L'esistenza di q è dimostrata in [1℄.
L'importanza di (1) è dovuta al fatto he la soluzione q he si vuole al-
olare ha un signiato probabilistio molto interessante nelle appliazioni.
Infatti, l'equazione analizzata è strettamente ollegata ad un partiolare pro-
esso di diramazione, il Markovian Binary Tree (MBT), introdotto da N.
Kontoleon ([11℄), e studiato negli ultimi anni da diversi matematii del set-
tore probabilistio-appliativo ([2, 10℄). Il MBT risulta essere molto utile per
modellizzare l'evoluzione di una popolazione he inizia on un solo individuo,
il quale si riprodue sdoppiandosi, dando luogo ad un glio on le medesime
aratteristihe. Ogni elemento della popolazione si trova in una della possi-
bili n fasi prestabilite. Tale modello trova appliazione in diversi ambiti: nel
settore biologio, ad esempio, il MBT è stato utilizzato per modellizzare una
popolazione di esseri umani, della quale si onsiderano solo gli individui di
sesso femminile ([9℄). Nel ampo informatio, invee, un interessante impiego
del MBT riguarda l'analisi dello sambio di les nelle reti peer-to-peer ([10℄).
Ulteriori possibili utilizzi di questo proesso di diramazione sono indiati in
[11℄.
Una volta reato il modello di evoluzione, per molte appliazioni pratihe è
partiolarmente interessante alolare la probabilità he l'intera popolazione
si estingua, sapendo he l'individuo da ui si origina è in una data fase i
all'inizio del proesso. Grazie ai risultati relativi ai proessi di diramazione
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([1, 7℄), si può dimostrare he la omponente i-esima del vettore q rappresenta
proprio questa probabilità.
L'equazione (1) è stata studiata reentemente da molti autori ([8, 9, 10,
11℄), i quali, adattando metodi già noti in letteratura, hanno proposto i
seguenti algoritmi per alolare q:
1. depth ([9, 11℄),
2. order ([9, 11℄),
3. thiknesses ([9, 10℄),
4. metodo di Newton ([8℄).
Il primo ed il seondo metodo sono l'analogo di alune iterazioni funzionali
sviluppate per risolvere un problema derivante dalle atene di Markov di tipo
QBD (si veda [5℄); il terzo usa in maniera alternata l'equazione he denise
il seondo metodo e la sua simmetria. L'ultimo algoritmo è uno dei più
onosiuti ed impiegati per alolare numeriamente gli zeri delle funzioni
([3℄). La onvergenza dei primi tre metodi è lineare, mentre quella del quarto
è quadratia.
Le novità he apportiamo on questo lavoro sono prinipalmente due:
(a) la prima riguarda una famiglia di metodi iterativi per approssimare
q dipendente da aluni parametri, della quale fanno parte, ome asi
partiolari, i quattro algoritmi già noti in letteratura. È possibile modi-
are i parametri ad ogni iterazione, a patto di rispettare un'opportuna
ondizione. Per tutti i metodi della famiglia si riesono a dimostrare
partiolari proprietà relative alle suessioni generate, e per molti di
essi, analizzando dettagliatamente l'errore di approssimazione, si può
determinare l'ordine di onvergenza.
(b) L'altro ontributo riguarda lo studio della sequenza ottenuta applian-
do all'equazione (1) una variante del metodo di Newton (proposta in
[18℄). Anhe in questo aso riusiamo a dare delle ondizioni suienti
anhé le approssimazioni generate onvergano a q, dimostrando in
maniera molto semplie he la onvergenza è ubia.
L'eaia omputazionale dei metodi analizzati è onfermata dai risultati
di un'ampia sperimentazione numeria svolta su problemi test di dimensioni
he variano da 3 a 600.
La tesi è osì strutturata:
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 nel apitolo 1 rihiamiamo sintetiamente i onetti fondamentali ri-
guardanti le atene di Markov, l'ingrediente prinipale per la modelliz-
zazione probabilistia; riportiamo inoltre aluni risultati ben noti in let-
teratura riguardanti i partizionamenti regolari, il prodotto di Kroneker
e le norme;
 nel apitolo 2 introduiamo il MBT, desrivendo anhe opportuni pro-
essi di Markov neessari per omprendere il modello;
 nel apitolo 3 passiamo allo studio eettivo dei metodi per risolvere (1),
esponendo in dettaglio sia i nuovi risultati he quanto già presente in
letteratura;
 nel apitolo 4 onfrontiamo i metodi esaminati su aluni esempi onre-
ti, analizzando i tempi di eseuzione ed il numero di iterazioni neessarie
per approssimare q on una preisione ssata;
 nel quinto ed ultimo apitolo riportiamo le onlusioni relative al lavoro
svolto ed i possibili sviluppi.
Il odie utilizzato per implementare gli algoritmi analizzati nel apitolo 4 è
riportato nell'appendie A.
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Capitolo 1
Rihiami
1.1 Catene di Markov
Le atene di Markov sono utilizzate per modellizzare sistemi he si evolvono
nel tempo. In letteratura si trovano moltissimi testi he le desrivono, sia da
un punto di vista strettamente probabilistio, he da un'ottia più operativa.
Per questo lavoro, faremo una breve panoramia sull'argomento seguendo il
seondo approio, proponendo l'esposizione fatta in [5℄, a ui si rimanda per
le dimostrazioni.
Consideriamo un proesso stoastio {Xt : t ∈ T}, ossia una famiglia di
variabili aleatorie Xt indiizzate da un qualhe insieme dei tempi ordinato
T , a valori in uno spazio di stati ssato E, he nel nostro aso sarà sem-
pre supposto numerabile. Se anhe T è numerabile, il proesso viene detto
disreto, altrimenti è ontinuo.
Per prima osa, deniamo le atene di Markov disrete, supponendo he
T = N.
Denizione 1.1.1 (Proprietà di Markov). Un proesso stoastio {Xn : n ∈
N} è una atena di Markov se1
P [Xn+1 = j|X0, X1, . . . , Xn] = P [Xn+1 = j|Xn], (1.1)
per ogni j ∈ E e per ogni n ∈ N.
La proprietà di Markov esprime il fatto he se è noto lo stato attuale
del proesso, la onosenza del passato non fornise ulteriori informazioni
sull'evoluzione all'istante suessivo.
1
Indihiamo on P [X = i] la probabilità he la variabile aleatoria X assuma il valore
i, e on P [X = i|Y = j] la probabilità ondizionale he X assuma il valore i sapendo he
la variabile aleatoria Y ha assunto il valore j.
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Di solito, viene fatta l'assunzione he la legge he governa l'evoluzione del
proesso sia indipendente dal tempo:
Denizione 1.1.2. Una atena di Markov è detta omogenea se
P [Xn+1 = j|Xn = i] = P [X1 = j|X0 = i] (1.2)
per tutti gli stati i, j ∈ E e per ogni n ∈ N.
In seguito supporremo sempre he le atene on ui abbiamo a he fare
siano omogenee.
Consideriamo la matrie P = (pij)i,j∈E denita da
pij = P [X1 = j|X0 = i] per ogni i, j in E.
Questa prende il nome di matrie di transizione della atena di Markov. Per
ome è denita, è evidente he P è stoastia, ossia veria P ≥ 0 e Pe = e,
dove e è il vettore on tutte le omponenti uguali ad uno.
Vediamo qualhe prima proprietà della atena esprimibile tramite la ma-
trie di transizione.
Proposizione 1.1.3. Risulta
P [Xn+k = j|Xn = i] = (P k)ij
per ogni n, k ≥ 0, e per ogni oppia di stati oppia di stati i, j.
Introduiamo il vettore pi(n) = (π
(n)
i )i∈E , denito ome π
(n)
i = P [Xn = i].
Per quanto appena detto, risulta
pi(n+1)
T
= pi(n)
T
P, n ≥ 0,
ossia
pi(n)
T
= pi(0)
T
P n, n ≥ 0.
1.1.1 Classiazione degli stati
Gli stati di una atena di Markov possono essere transienti o riorrenti, in
base al numero di visite he la atena fa allo stato analizzato. I riorrenti si
dividono, a loro volta, in positivi riorrenti o riorrenti nulli, a seonda degli
intervalli di tempo (aleatori) he interorrono tra due visite onseutive.
Per eettuare questa analisi, si introduono le variabili aleatorie Nj he
ontano il numero totale di visite fatte dalla atena allo stato j, ossia
Nj =
∞∑
n=0
I{Xn = j},
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dove I{·} è la funzione indiatrie, he vale 1 se la ondizione dentro le
parentesi grae è veriata, altrimenti vale 0. Inoltre, onsideriamo l'istante
di primo ritorno nello stato j
Tj = min{n ≥ 1 : Xn = j},
e le quantità
fij = P [Tj <∞|X0 = i],
he rappresentano le probabilità he, partendo dallo stato i, la atena di
Markov visiti lo stato j in tempo nito. Un generio j ∈ E è detto
 transiente, se fjj < 1,
 riorrente, se fjj = 1.
In quest'ultimo aso, si die positivo riorrente se
2
E[Tj |X0 = j] <∞,
mentre è riorrente nullo se tale valore atteso è innito.
Si può dimostrare he
Nj <∞ quasi ertamente⇐⇒ j è transiente.
1.1.2 Classi irriduibili
Ad ogni atena di Markov può essere assoiato, in maniera naturale, un grafo
di transizione: ad ogni stato orrisponde un nodo del grafo e per ogni pij > 0
si denise un aro orientato dal nodo i al nodo j, e lo si india on (i, j).
Una sequenza nita di arhi (i, k1), (k1, k2), . . . , (kn, j) è detta ammino da i
a j. In partiolare, un ammino da i ad i è detto loop. Lo stato i porta allo
stato j se esiste un ammino da i verso j, e i omunia on j se i porta a j
e j porta ad i.
È molto utile adottare la onvenzione he ogni stato omunihi on sé.
In questo modo, la relazione di omuniazione è una relazione di equivalenza
e possiamo onsiderare le lassi di equivalenza indotte, dette lassi di stati
omunianti. Una atena di Markov è detta irriduibile se tutti i suoi stati
omuniano, ossia se è formata da una sola lasse omuniante. Ciò equivale
anhe a dire he la matrie P è irriduibile.
2
Indihiamo on E[X ] la speranza matematia della variabile aleatoria X , e on E[X |A]
la speranza ondizionata di X , dato l'evento A.
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1 2 3 4
Figura 1.1: grafo di transizione di una atena irriduibile.
Se la atena ha K lassi omunianti, indiate ome C1, . . . , CK, gli stati
possono essere permutati in modo he la matrie di transizione P ′ = ΠPΠT
assoiata alla atena permutata sia della forma
P ′ =


P11 0
P21 P22
.
.
.
.
.
.
.
.
.
PK1 PK2 . . . PKK

 , (1.3)
dove Pij è la matrie di transizione dagli stati di Ci agli stati di Cj , i blohi
diagonali sono irriduibili e quadrati, e Π è una matrie di permutazione.
Le lassi omunianti vengono divise in due ategorie:
 nali, se non 'è alun ammino he ese dalla lasse: per ogni i nella
lasse, per ogni j fuori dalla lasse, non esiste un ammino da i a j;
 di passaggio, se esiste uno stato della lasse he porta ad uno stato fuori
dalla lasse.
Se un singolo stato forma una lasse nale, questo è detto assorbente.
Nel aso in ui lo spazio degli stati sia nito, il grafo di transizione è un
utile strumento per lassiare gli stati: uno stato i è transiente se porta ad
uno stato j he non porta ad i, altrimenti è riorrente. Se E è innito, il
grafo orientato non è più suiente.
1 2 3 4
Figura 1.2: l'insieme C = {1, 2} è una lasse di passaggio, osì ome {3},
mentre lo stato 4 è assorbente
1 2 3 4
Figura 1.3: l'insieme C = {1, 2} è una lasse nale, mentre {3} è di passaggio
e lo stato 4 è assorbente.
Il teorema seguente mostra he la natura di uno stato è una proprietà di
lasse.
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Teorema 1.1.4. Gli stati di una lasse di passaggio sono tutti transienti. In
una lasse nale, gli stati sono tutti o positivi riorrenti, o riorrenti nulli, o
transienti.
La seonda parte di questo teorema i die he se riusiamo a stabilire la
tipologia di un qualsiasi stato di una lasse nale, otteniamo automatiamen-
te la tipologia di tutti gli stati della stessa lasse. Solitamente, la lasse nale
viene hiamata positiva riorrente, riorrente nulla o transiente, a seonda di
ome sono i suoi stati.
Teorema 1.1.5. Se una lasse nale ontiene un numero nito di stati, è
neessariamente positiva riorrente.
Teorema 1.1.6. Se C è una lasse nale di stati riorrenti, allora fij = 1
per ogni i, j ∈ C.
Alla lue dei risultati appena esposti, è evidente he quando è stata in-
dividuata la struttura delle lassi di una atena, è suiente analizzare le
sole lassi nali. Ciò spiega perhé, molto spesso, viene fatta l'ipotesi he la
matrie di transizione sia irriduibile, ossia he tutti gli stati omunihino.
Dove non meglio speiato, anhe noi supporremo P irriduibile.
1.1.3 Distribuzione stazionaria
Cerhiamo di studiare il omportamento asintotio della distribuzione di pro-
babilità di Xn, he oinide on lo studio delle potenze P
n
della matrie di
transizione, per n→∞. Per fare iò, introduiamo la nozione di periodiità.
Uno stato i è detto periodio di periodo δ > 1 se la lunghezza di un
qualsiasi loop he parte da i è un multiplo di δ. In maniera equivalente, si
può dire he
P [Xn = i|X0 = i] > 0 =⇒ n = 0 mod δ.
Anhe la periodiità è una proprietà di lasse e tutti gli stati in una lasse
omuniante hanno lo stesso periodo. Quindi, avendo supposto P irriduibile,
tutti gli stati non sono periodii oppure tutti hanno lo stesso periodo δ (e, in
quest'ultimo aso, si die he la atena ha periodo δ).
Se P è la matrie di transizione di una atena di Markov irriduibile, nita
e di periodo δ, esiste una matrie di permutazione Π tale he P ′ = ΠPΠT
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sia della forma
P ′ =


0 0 · · · 0 P1δ
P21 0
.
.
. 0
P32
.
.
.
.
.
.
.
.
.
.
.
. 0 0
0 Pδ δ−1 0


, (1.4)
dove i blohi diagonali sono quadrati. Ogni matrie he può essere permu-
tata in questo modo è detta ilia di periodo δ.
1 2 3 4 5 6 7
Figura 1.4: grafo di una atena innita, irriduibile e di periodo 3.
Enuniamo aluni risultati riguardanti la distribuzione limite.
Teorema 1.1.7. Se la atena di Markov è irriduibile e transiente, allora
lim
n→∞
P [Xn = j|X0 = i] = 0
per ogni i e per ogni j.
Teorema 1.1.8. Supponiamo he la atena di Markov sia irriduibile. Gli
stati sono positivi riorrenti se e solo se esiste un vettore invariante di pro-
babilità strettamente positivo, ioè un vettore pi = (πi) tale he πi > 0 per
ogni i, on
piTP = piT e piTe = 1.
In tal aso,
 se la atena non è periodia, allora
lim
n→∞
P [Xn = j|X0 = i] = πj
per ogni j, indipendentemente da i;
 se la atena è periodia di periodo δ, allora
lim
n→∞
P [Xnδ = j|X0 = j] = δπj
per ogni j.
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 Il vettore invariante pi è unio tra i vettori non negativi, a meno di
moltipliazione per una ostante.
Per il aso riorrente nullo, vale un risultato intermedio tra i due appena
riportati.
Teorema 1.1.9. Supponiamo di avere una atena di Markov irriduibile. Se
gli stati sono riorrenti nulli, allora
lim
n→∞
P [Xn = j|X0 = i] = 0
per ogni i e j. Inoltre, esiste un vettore invariante strettamente positivo,
unio a meno di moltipliazione per una ostante, tale he la somma dei sui
elementi non sia nita.
Per quanto appena detto, per la matrie di transizione di una atena di
Markov riorrente esiste sempre un vettore invariante. Nel aso transiente,
tale vettore può esistere (ma on somma delle omponenti innita) o non
esistere.
1.1.4 Catene di Markov a tempi ontinui
Nel aso in ui sia neessario onsiderare il tempo ome parametro ontinuo,
è possibile utilizzare una atena di Markov a tempi ontinui, detta anhe
proesso di Markov. Come on i tempi disreti, parleremo solo del aso
omogeneo.
Denizione 1.1.10. Il proesso stoastio {X(t) : t ∈ R+} sullo spazio di
stati numerabile E è un proesso di Markov omogeneo se
P [X(t+ s) = j|X(u) : 0 ≤ u ≤ t] = P [X(t+ s) = j|X(t)]
e se
P [X(t+ s) = j|X(t) = i] = P [X(s) = j|X(0) = i]
per tutti gli stati i e j in E, per ogni tempo t ≥ 0 e per ogni intervallo s ≥ 0.
Sotto opportune ipotesi di regolarità riguardanti il omportamento sto-
astio del proesso di Markov (he nelle appliazioni reali sono sempre
veriate), si può dimostrare he le funzioni di transizione
Fij(t) = P [X(t) = j|X(0) = i]
sono le soluzioni delle equazioni di Kolmogorov
∂F (t)
∂t
= F (t)Q, (1.5)
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on F (0) = I, dove gli elementi della matrie Q (detta generatore innitesi-
male) hanno la seguente interpretazione:
 per i 6= j, Qij è il tasso di passaggio istantaneo dallo stato i allo stato
j. In pratia
Qijh ≈ P [X(t+ h) = j|X(t) = i],
per un intervallo h suientemente piolo. Per denizione, Qij è non
negativo.
 Gli elementi diagonali sono tali he
Qii = −
∑
j∈E,j 6=i
Qij.
Il proesso rimane in ogni stato per un intervallo di tempo distribuito
in maniera esponenziale, on parametro qi = −Qii per lo stato i, prima
di passare allo stato suessivo. Se Qii = 0, allora Qij = 0 per ogni j,
e quindi lo stato i è uno stato assorbente: una volta he il proesso lo
raggiunge, i rimane per sempre e smette di evolversi.
La matrie Q ha la medesime aratteristihe della matrie P − I del aso
disreto. Le proedure he vengono sviluppate per atene a tempi disreti
possono essere immediatamente adeguate ai proessi di Markov, utilizzando
Q al posto di P − I.
Le denizioni date nelle sezioni preedenti si adattano in maniera natu-
rale. Anhe i teoremi riguardanti le probabilità stazionarie restano invariati,
e pertanto ne enuniamo solamente uno.
Teorema 1.1.11. Supponiamo he il proesso di Markov sia irriduibile.
Allora è positivo riorrente se e solo se esiste un vettore di probabilità pi tale
he πi > 0 per ogni i, pi
TQ = 0, e piTe = 1. Questo vettore è tale he
lim
t→∞
P [X(t) = j|X(0) = i] = πj (1.6)
per ogni j, indipendentemente da i, ed è unio tra i vettori non negativi, a
meno di moltipliazione per una ostante.
Vista l'analogia dei due asi, solitamente lo studio viene eettuato on-
siderando atene di Markov a tempi disreti, e riportando al aso ontinuo i
risultati ottenuti.
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1.1.5 Matrii non negative nite
Dal momento he la matrie di transizione di una atena di Markov è sto-
astia (in partiolare non negativa), quando lo spazio degli stati è nito è
possibile sfruttare la teoria di Perron-Frobenius, he stabilise diversi risultati
riguardanti il raggio spettrale.
Teorema 1.1.12 (Perron-Frobenius). Sia A ≥ 0 una matrie irriduibile di
ordine n. Allora
1. A ha un autovalore reale positivo uguale a ρ(A).
2. C'è un autovettore x > 0 tale he Ax = ρ(A)x.
3. ρ(A) è un autovalore semplie.
4. Se A ha esattamente p autovalori di modulo ρ(A), allora questi sono le
radii dell'equazione
λp − ρ(A)p = 0.
Se p > 1, A è ilia di periodo p;
5. Per ogni B ≥ 0 tale he A−B ≥ 0, B 6= A, risulta ρ(A) > ρ(B).
Con questo risultato, per le matrii nite, le ondizioni di esistenza ed
uniità del vettore di probabilità invariante sono molto semplii. Infatti, se
la matrie stoastia P è irriduibile e nita, allora esiste un unio vettore
positivo pi tale he
piTP = piT .
Grazie al teorema (1.1.8), possiamo dedurre he la atena di Markov assoiata
a P è positiva riorrente.
Se la matrie è non negativa, ma non neessariamente irriduibile, vale
un risultato più debole:
Teorema 1.1.13. Sia A una matrie quadrata on elementi non negativi.
Allora
1. A ha un autovalore reale non negativo uguale a ρ(A).
2. esiste x ≥ 0 tale he Ax = ρ(A)x;
3. per ogni B ≥ 0 tale he A−B ≥ 0, risulta ρ(A) ≥ ρ(B).
Conludiamo la sezione on qualhe altro risultato sulle matrii non ne-
gative he i servirà in seguito.
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Proposizione 1.1.14 (Lemma di Neumann). Sia A ∈ Rn×n on ρ(A) < 1.
Allora I − A è invertibile e risulta
(I −A)−1 =
∞∑
i=0
Ai. (1.7)
Dimostrazione. Poihé ρ(A) < 1, I −A non ha 0 ome autovalore e quindi è
invertibile. Inoltre, osservando he
(I −A)(I + A + · · ·+ Ak) = I − Ak+1
per ogni k, risulta
I + A + · · ·+ Ak = (I − A)−1 − (I −A)−1Ak+1.
La tesi segue dal fatto he limk→∞A
k = 0, visto he il raggio spettrale di A
è minore di uno.
Proposizione 1.1.15. Sia A una matrie quadrata on elementi non ne-
gativi. Allora (I − A)−1 esiste ed è non negativa se e solo se ρ(A) <
1.
Dimostrazione. Se ρ(A) < 1, il lemma di Neumann i garantise he (I −
A)−1 esista e sia non negativa, in quanto lo sono tutte le potenze di A. Per
provare l'altra impliazione, prendiamo un generio autovalore λ di A, on
un orrispondente autovettore x = (xi). Sia |x| = (|xi|). Risulta allora
|λ||x| ≤ A|x|,
da ui
(I − A)|x| ≤ (1− |λ|)|x|,
ossia |x| ≤ (1 − |λ|)(I − A)−1|x|, perhé (I − A)−1 è non negativa. Dato
he x 6= 0, poihé è un autovettore, deve neessariamente essere |λ| < 1,
onludendo la dimostrazione.
1.2 Partizionamenti regolari
Consideriamo il sistema lineare
Ax = b, (1.8)
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on A ∈ Rn×n e x, b ∈ Rn. Per alolare la soluzione di (1.8), molti metodi
iterativi si basano sul partizionamento della matrie A. Infatti, supponendo
he tale matrie sia invertibile, è tipio erare di approssimare la soluzione
x = A−1b
on
xk+1 = M
−1Nxk +M
−1b, (1.9)
doveM è invertibile eM−N = A. Un risultato ben noto ([4℄) è he il metodo
iterativo osì ottenuto è onvergente (per ogni vettore iniziale x0 selto) se e
solo se ρ(M−1N) < 1.
È evidente he la selta del partizionamento di A gioa un ruolo ru-
iale nella onvergenza del metodo, e quindi sarebbe opportuno avere delle
ondizioni he permettano di stabilire quando un partizionamento è migliore
di un altro. Per una lasse molto interessante di partizionamenti sono stati
presentati diversi risultati he fornisono proprio queste ondizioni.
Denizione 1.2.1. Siano A,M,N ∈ Rn×n on A = M − N . Si die he
M −N è un partizionamento regolare di A se
 M è invertibile,
 M−1 ≥ 0,
 N ≥ 0.
Riportiamo i seguenti teoremi riguardanti i partizionamenti regolari, per
la ui dimostrazione si rimanda a [19℄, [20℄ o [21℄.
Teorema 1.2.2. Sia A = M −N un partizionamento regolare della matrie
invertibile A. Se A−1 ≥ 0, allora
ρ(M−1N) =
ρ(A−1N)
1 + ρ(A−1N)
< 1. (1.10)
Vieversa, se ρ(M−1N) < 1, allora A−1 ≥ 0.
Teorema 1.2.3. Siano A = M1−N1 = M2−N2 due partizionamenti regolari
della matrie invertibile A, e sia A−1 ≥ 0. Se N2 ≥ N1, allora
ρ(M−11 N1) ≤ ρ(M−12 N2). (1.11)
In partiolare, se A−1 > 0 e N2 ≥ N1, N2 6= N1, allora
ρ(M−11 N1) < ρ(M
−1
2 N2). (1.12)
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Teorema 1.2.4. Siano A = M1−N1 = M2−N2 due partizionamenti regolari
della matrie invertibile A, e sia A−1 ≥ 0. Se M−11 ≥M−12 , allora
ρ(M−11 N1) ≤ ρ(M−12 N2). (1.13)
In partiolare, se A−1 > 0 e M−11 > M
−1
2 , allora
ρ(M−11 N1) < ρ(M
−1
2 N2). (1.14)
1.3 Prodotto e somma di Kroneker
Siano A ∈ Cm×n e B ∈ Cp×q. Si denise prodotto di Kroneker (o diretto o
tensoriale) di A e B la matrie A⊗B ∈ Cmp×nq
A⊗ B =


a11B a12B · · · a1nB
a21B a22B · · · a2nB
.
.
.
.
.
.
.
.
.
.
.
.
am1B am2B · · · amnB

 . (1.15)
L'operazione osì denita gode di diverse proprietà, fra ui le seguenti,
veriabili in maniera diretta.
Proposizione 1.3.1. Siano A, B e C di dimensioni opportune, e λ ∈ C.
Allora
A⊗ (B + C) = A⊗ B + A⊗ C,
(A+B)⊗ C = A⊗ C +B ⊗ C,
(λA)⊗B = A⊗ (λB) = λ(A⊗B),
A⊗ (B ⊗ C) = (A⊗B)⊗ C.
Nel resto della tesi, speialmente nel apitolo 3, useremo molto questa
proprietà (anh'essa di dimostrazione immediata):
Proposizione 1.3.2. Siano a e b due vettori di dimensione n. Allora
(a⊗ b) = (I ⊗ b)a = (a⊗ I)b, (1.16)
dove I è la matrie identia di ordine n.
Se x e y sono due vettori di dimensione n, possiamo denire la somma
di Kroneker x⊕ y ome
x⊕ y = x⊗ I + I ⊗ y. (1.17)
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1.4 Norme
Un'appliazione ‖·‖ : Cn → R è detta norma (vettoriale) se per ogni x ∈ Cn
‖x‖ ≥ 0,
‖x‖ = 0⇔ x = 0,
‖λx‖ = |λ|‖x‖, ∀λ ∈ C,
‖x+ y‖ ≤ ‖x‖+ ‖y‖, ∀y ∈ C.
Le norme più omunemente usate sono:
‖x‖1 =
∑
i
|xi|,
‖x‖2 =
√∑
i
|xi|2,
‖x‖∞ = max
i
|xi|,
e sono hiamate, rispettivamente, norma 1, norma 2 e norma innito.
In maniera simile si può denire una norma (matriiale) per l'insieme
delle matrii n× n a oeienti omplessi. In questo aso, solitamente, si
rihiede he valga anhe la seguente proprietà:
‖AB‖ ≤ ‖A‖‖B‖, ∀A,B ∈ Cn×n.
Fissata una norma vettoriale ‖·‖, possiamo onsiderare l'appliazione
A 7−→ max
‖x‖=1
‖Ax‖ = max
x6=0
‖Ax‖
‖x‖ . (1.18)
È immediato veriare he questa è una norma matriiale e prende il nome di
norma matriiale indotta dalla norma vettoriale ‖·‖. Le norme indotte dalle
tre norme vettoriali desritte in preedenza sono
‖A‖1 = max
j
∑
i
|aij |,
‖A‖2 =
√
ρ(AHA),
‖A‖∞ = max
i
∑
j
|aij|,
dove AH è la matrie trasposta oniugata di A.
I prossimi risultati sono fondamentali nelle dimostrazioni di molti teoremi.
Rimandiamo a [4℄ per le dimostrazioni.
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Teorema 1.4.1. L'appliazione
x 7−→ ‖x‖, x ∈ Cn,
è uniformemente ontinua.
Teorema 1.4.2 (Equivalenza delle norme). Per ogni oppia di norme vetto-
riali ‖·‖, ‖·‖′ su Cn esistono due ostanti positive α e β tali he
α‖x‖ ≤ ‖x‖′ ≤ β‖x‖ (1.19)
per ogni x ∈ Cn.
Un risultato analogo vale per le norme matriiali.
Teorema 1.4.3. Sia A una matrie m × m. Per ogni norma matriiale
indotta ‖·‖ risulta
ρ(A) ≤ ‖A‖.
Inoltre, per ogni ε > 0, esiste una norma matriiale indotta ‖·‖′ tale he
‖A‖′ ≤ ρ(A) + ε.
Teorema 1.4.4. Sia A una matrie m×m. Per ogni norma matriiale ‖·‖
e per ogni z ∈ Z risulta
ρ(A) = lim
n
‖An+z‖1/n.
Proposizione 1.4.5. Se A ∈ Cn×n e B ∈ Cm×m, allora
‖A⊗B‖ = ‖A‖‖B‖ (1.20)
per le norme 1, 2 e ∞.
Capitolo 2
Modellizzazione tramite MBT
In questa sezione introduiamo un modello basato sul Markovian Binary
Tree (MBT), struttura introdotta da N. Kontoleon in [11℄. Grazie alla loro
versatilità, questi modelli sono molto utili sia per studiare fenomeni biologii
(speialmente per le maroevoluzioni), he per l'analisi delle reti Peer-to-Peer
per la ondivisione di les, [10℄, le quali sono sempre più in espansione.
Prima di desrivere in dettaglio il modello, è neessario introdurre qualhe
partiolare tipologia di proessi stoastii, seguendo l'esposizione fatta in [9℄.
2.1 Multitype Branhing Proesses
Un Multitype Branhing Proess (MBP) è una atena di Markov he desrive
l'evoluzione di un erto numero di individui, suddivisi in n possibili tipi,
iasuno dei quali agise in maniera indipendente dagli altri. Alla ne della
propria vita, un soggetto di tipo i si riprodue, dando luogo a nuovi soggetti
di vario tipo, seguendo una probabilità di riproduzione denita dalla funzione
generatrie
Pi(s) =
∑
j
pijs
j =
∑
j1,...,jn
pijs
j1
1 · · · sjnn , i = 1, . . . , n, (2.1)
dove s = (s1, . . . , sn), e j = (j1, . . . , jn), on si ∈ [0, 1] e ji ∈ N per ogni i.
Il oeiente pij rappresenta la probabilità he un individuo di tipo i generi
j1 individui di tipo 1, j2 individui di tipo 2, . . . , jn individui di tipo n. Di
solito si assume he queste probabilità non ambino nel tempo. Supponiamo
inoltre he la funzione (2.1) sia tale he
Mij =
∂Pi(s)
∂sj
∣∣s=e <∞, per ogni i, j = 1, . . . , n, (2.2)
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ossia he il numero medio di elementi di tipo j nati da un soggetto di tipo
i (in una sola generazione) sia nito. In questo modo, possiamo denire la
matrie della media M = (Mij).
Denizione 2.1.1. Un MBP si die:
 positivo regolare, se la matrie della media M è irriduibile,
 singolare, se
(P1(s), . . . , Pn(s)) = sA,
dove A è una matrie n×n non negativa. In questo aso, ogni individuo,
alla ne della propria vita, origina esattamente un solo esemplare, e
quindi il proesso è equivalente ad un'ordinaria atena di Markov nita.
Deniamo Zi(t) ome il numero totale di elementi di tipo i esistenti al-
l'istante t (dove t appartiene ad un opportuno insieme dei tempi, he di
solito è R
+
). Il vettore aleatorio Z(t) = (Z1(t), . . . , Zn(t)) è una atena di
Markov on spazio degli stati Nn. Se si suppone he il MBP sia positivo re-
golare e non singolare
1
, si può dimostrare ([1℄) he tutti gli stati della forma
(z1, . . . , zn) 6= 0 sono transienti2. Il proesso si estingue se non 'è nessun
elemento in vita, ossia se Z(t) = 0 ad un qualhe istante; questo i die he
lo stato 0 è assorbente.
Se indihiamo on qi la probabilità he il proesso si estingua, ondizionata
al fatto he sia iniziato on un solo soggetto di tipo i, si può dimostrare he
vale il seguente risultato ([1℄, [9℄):
Teorema 2.1.2. Il vettore q = (q1, . . . , qn) è la soluzione minimale non
negativa dell'equazione
P (s) = s, (2.3)
dove P (s) = (P 1(s), . . . ,P n(s)). Inoltre, indiando on λ il raggio spettrale
di M, si presentano tre asi:
 se λ < 1, il proesso è detto subritio e q = e;
 se λ = 1, il proesso è ritio e q = e;
 se λ > 1, il proesso è superritio e risulta q < e nel aso positivo
regolare, q ≤ e, q 6= e, altrimenti.
1
Le due ipotesi in questione sono operative e vengono usualmente fatte nello studio
dei proessi di diramazione multitipo. Servono per evitare strani omportamenti della
variabile Z(t). Per uno studio dei MBPs in ipotesi più generali si veda [15℄.
2
Per modellizzare l'evoluzione di una popolazione di individui on un MBP è ragione-
vole rihiedere he un generio stato diverso da 0 non sia riorrente, poihé non sarebbe
realistio imporre he venisse visitato innite volte on probabilità uno.
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Da quanto appena detto, è evidente he solo nel aso superritio ha senso
alolare la probabilità di estinzione del proesso.
2.2 Markov Arrival Proesses
I Markov Arrival Proesses (MAPs) sono partiolari proessi a tempi disreti
oppure a tempi ontinui. Il primo ad introdurre tali proessi è stato M.F.
Neuts in [16℄; in seguito sono stati ripresi (e generalizzati) da diversi autori,
fra i quali G. Latouhe, M.A. Remihe e P.G. Taylor ([13℄), di ui seguiremo
l'esposizione. Visto he nei due asi la teoria è molto simile, presenteremo
solamente la versione ontinua, he sarà quella di ui avremo bisogno in
seguito.
Un MAP a tempi ontinui è una atena di Markov bidimensionale
{(N(t), ϕ(t)) : t ∈ R+}
on spazio degli stati
{(m, i) : m ∈ N, i ∈ {0, 1, . . . , n <∞}}.
Considerando un generio stato (m, i), sono possibili solamente due tipi
di transizioni:
 nasoste, ossia verso uno stato della forma (m, j), per un erto j 6= i,
oppure
 osservabili, ioè verso (m+ 1, j), on j qualsiasi.
Inoltre, il tasso di transizione dallo stato (m, i) non dipende da m. Così, in
tempi ontinui, la matrie di transizione di un MAP ha la seguente struttura
Q =


D∗0 D
∗
1 0 0
0 D∗0 D
∗
1 0
.
.
.
0 0 D∗0 D
∗
1
.
.
.
0 0 0 D∗0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.


, (2.4)
dove (D∗0)ij , i 6= j, e (D∗1)ij sono, rispettivamente, i tassi istantanei di transi-
zione da (m, i) a (m, j) e da (m, i) a (m+1, j). La diagonale di D∗0 è denita
in modo he la somma degli elementi di ogni riga di Q sia zero, ioè
(D∗0)ii = −
∑
1≤j≤m, j 6=i
(D∗0)ij −
∑
1≤j≤m
(D∗1)ij,
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per 1 ≤ i ≤ m.
Nel aso disreto, la situazione è analoga: la matrie di transizione ha la
stessa struttura di Q, mentre D∗0 e D
∗
1 sono non negative e la loro somma è
stoastia.
La fase ϕ(t) del MAP si evolve ome una atena di Markov a tempi
ontinui sullo spazio degli stati {0, 1, . . . , n}, on matrie assoiata D∗0 +D∗1.
Se N(0) = 0, il livello N(t) onta il numero di transizioni osservabili avvenute
nell'intervallo (0, t). In eetti, per i nostri sopi, possiamo sempre supporre
he il livello iniziale sia nullo, in modo da rendere più intuitivo il signiato
della variabile N(t).
Quello he i serve in questo lavoro è la seguente lasse partiolare di
MAPs.
Denizione 2.2.1. Un MAP si die transiente se ha un generatore innite-
simale della forma (2.4), on
D∗0 =
[
0 0
d0 D0
]
e D∗1 =
[
0 0
d1 D1
]
,
dove d0,d1 ≥ 0, D1 ≥ 0 e gli elementi non diagonali di D0 sono non negativi,
mentre quelli diagonali sono tali he
D0e+D1e+ d0 + d1 = 0.
Osservazione 2.2.2. Si può dimostrare ([13℄) he i MAPs transienti sono tali
he limt→∞N(t) <∞ quasi ertamente.
Nella sezione seguente utilizzeremo dei MAPs transienti partiolari, dove
d1 = 0, D0 + D1 è irriduibile, D0 è invertibile e almeno una omponente
di d = d0 è strettamente positiva. Ci interesserà partiolarmente il seguente
onetto:
Denizione 2.2.3. Diiamo he si veria una atastrofe se si ha una tran-
sizione da uno stato della forma (m, i) a (m, 0).
In pratia, si ha una atastrofe se da un qualhe stato si ha una transizione
nasosta in 0. In generale, una atastrofe può aver luogo anhe in presenza
di transizioni osservabili (si veda [13℄), ma avendo supposto d1 = 0, nel aso
esaminato iò non è possibile.
2.3 Markovian Binary Trees
Un Markovian Binary Tree (MBT) è l'evoluzione temporale di un proesso
di diramazione he inizia on un singolo individuo, la ui vita è regolata da
un MAP transiente (D0, D1,d).
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 Ad ogni transizione osservabile del MAP orrisponde la nasita di un
glio. Questo evento è rappresentato on un punto di diramazione
dell'albero. Seguendo la onvenzione di Kontoleon ([11℄), l'aro sinistro
è l'aro glio, mentre quello destro è l'aro padre. Dopo la nasita, il
padre ontinua autonomamente la propria vita, osì ome il glio, la
ui evoluzione è regolata da un MAP identio a quello del padre e
indipendente da ogni altra osa.
 Se avviene una transizione nello stato assorbente del MAP, l'individuo
muore. Questi evento orrispondono ad una foglia dell'albero.
 Le transizioni nasoste non sono ragurate.
Si veda la gura 2.1 per un esempio.
Un individuo he si trova nella fase i può originare un glio he si trova
in fase j e fare una transizione nella fase k; iò aade on tasso Bi,jk, dove
la matrie
B =


B1,11 B1,12 · · · B1,1n · · · · · · B1,n1 B1,n2 · · · B1,nn
B2,11 B2,12 · · · B2,1n · · · · · · B2,n1 B2,n2 · · · B2,nn
.
.
.
.
.
.
.
.
.
.
.
. · · · · · · ... ... . . . ...
Bn,11 Bn,12 · · · Bn,1n · · · · · · Bn,n1 Bn,n2 · · · Bn,nn


è ollegata a D1 dall'equazione D1 = B(e⊗ I).
?
tempo
MAP
i
j k
Figura 2.1: rappresentazione di un MBT.
Per essere più formali, un MBT è un proesso
X(t) =
(
N(t), ϕ1(t), . . . , ϕN(t)(t)
)
(2.5)
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denito sullo spazio degli stati
∞⋃
k=0
{{k} × {1, . . . , n}k} .
La variabile aleatoria N(t) india il numero di rami in vita al tempo t, men-
tre ϕk(t) rappresenta la fase, all'istante t, del k-esimo ramo vivo, per k =
1, . . . , N(t). Le variabili ϕk(t) si evolvono ome la fase del MAP (d, D0, D1).
Si noti he nello spazio degli stati non è stata messa la fase 0 in quanto se
un ramo è in tale fase è morto, e quindi non viene più rappresentato.
Supponiamo he all'istante t il proesso sia in uno stato on m rami.
Fissiamo il ramo k ≤ m, la ui fase è r. Lo stato del proesso sarà del tipo(
m, a, . . . , b, r, c, . . . , d
)
1 . . . k − 1 k k + 1 . . . m
dove è stata sritta espliitamente la numerazione dei rami. Vediamo ome
si modia lo stato in base alle transizioni possibili.
 Una transizione nasosta alla fase j 6= r, he avviene on tasso (D0)rj,
omporta he lo stato diventi(
m, a, . . . , b, j, c, . . . , d
)
1 . . . k − 1 k k + 1 . . . m
 Una transizione osservabile in ui si genera un glio he si trova nello
stato i, mentre il padre passa nello stato j. Il tasso di questo aso è
Br,ij e il nuovo stato è(
m+ 1, a, . . . , b, i j, c, . . . , d
)
1 . . . k − 1 k k + 1 k + 2 . . . m+ 1
dove si sono rinumerati aluni stati.
 Una atastrofe, ossia una transizione verso lo stato 0, he avviene on
tasso dr. Si arriva allo stato(
m− 1, a, . . . , b, c, . . . , d)
1 . . . k − 1 k . . . m− 1
È possibile interpretare un MBT ome un MBP nel seguente modo: on-
sideriamo gli istanti del proesso in ui una transizione osservabile del MAP
dà origine ad un ramo dell'albero, o dove una astastrofe ausa una morte. I
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possibili tipi degli individui (nell'ottia del MBP) sono le fasi {1, . . . , n} del
MAP (mentre, ome già detto, la fase 0 orrisponde all'essere una foglia);
diiamo he un individuo è di tipo i se tale è la sua fase subito dopo l'ultimo
punto di diramazione a ui è ollegato. Un soggetto di tipo i, può morire
senza generare alun glio, dopo aver avuto alune transizioni nasoste, on
probabilità ai, dove a = (−D0)−1d; oppure può produrre un glio di tipo j e
ambiare la sua fase in k (e quindi diventare di tipo k), on probabilità Ψi,jk,
dove
Ψ =


Ψ1,11 Ψ1,12 · · · Ψ1,1n · · · · · · Ψ1,n1 Ψ1,n2 · · · Ψ1,nn
Ψ2,11 Ψ2,12 · · · Ψ2,1n · · · · · · Ψ2,n1 Ψ2,n2 · · · Ψ2,nn
.
.
.
.
.
.
.
.
.
.
.
. · · · · · · ... ... . . . ...
Ψn,11 Ψn,12 · · · Ψn,1n · · · · · · Ψn,n1 Ψn,n2 · · · Ψn,nn


è la matrie (−D0)−1B. In questo modo la funzione generatrie (2.1) per il
tipo i diventa
Pi(s) = ai +
n∑
j,k=1
Ψi,jksjsk, (2.6)
he, in notazione matriiale, può essere sritta ome
P (s) = a+Ψ(s⊗ s). (2.7)
Questo implia he l'equazione (2.3) assuma la forma
s = a+Ψ(s⊗ s), (2.8)
a ui diamo il nome di equazione di estinzione. È immediato veriare he
il vettore e è una soluzione banale di questa equazione. Quello he a noi
interessa, invee, è alolare q, la soluzione non negativa minimale, he, ri-
ordiamo, orrisponde alla probabilità di estinzione del MBT, supponendo
he il proesso inizi on un unio individuo in una data fase:
qi = P [Te|ϕ0 = i], (2.9)
dove ϕ0 è la fase iniziale dell'individuo da ui parte il proesso, e Te rap-
presenta l'evento he l'albero si estingua. Per brevità, spesso sriveremo
q = P [Te|ϕ0].
Come preedentemente osservato, l'unio aso interessante, ioè tale he
q 6= e, è quello in ui il raggio spettrale della matrie della media M è
maggiore di 1. In questo ontesto, risulta
M = Ψ(I ⊗ e+ e⊗ I) = Ψ(e⊕ e), (2.10)
ed inoltre il proesso è sempre non singolare.
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2.3.1 Esempio: diusione dei les peer-to-peer
Diamo un'idea di ome sia possibile utilizzare il MBT per modellizzare la
diusione di un le ondiviso in un network peer-to-peer (P2P), riferendoi
in partiolare alla rete eDonkey [6℄, una delle più famose al giorno d'oggi. I
dettagli di questa appliazione si possono trovare in [10℄.
Consideriamo una rete di peers on un numero molto elevato di utenti
onnessi. Per sempliità, possiamo assumere he questo numero sia innito.
Nella rete eDonkey, ogni le è suddiviso in parti (dette hunks), grandi, al più,
9.28MB, iasuna omposta da blohi di 180 kB sariabili individualmente.
Un peer è attivo se saria o ondivide dei les, per ui i sono due periodi
di attività: il periodo di sariamento, eventualmente seguito dal periodo di
ondivisione.
Quando un peer vuole sariare un le, si ollega ad un nodo speiale
della rete, l'index server, a ui rihiede la lista degli utenti he ondividono il
le desiderato. Una volta rievuta la lista, il peer he vuole sariare si mette
nella oda di sariamento degli utenti indiati dall'index server. Dopo he
è riusito a sariare orrettamente tutti i blohi di un hunk, questo viene
messo automatiamente in ondivisione. Quando tutte le parti del le sono
state sariate, l'utente può deidere se lasiare il le anora in ondivisione
oppure rimuoverlo.
Cerhiamo di aratterizzare il omportamento della diusione di un singo-
lo le ondiviso da diversi utenti, desrivendo ome ostruire il MBT. Suppo-
niamo he sia la fase di sariamento he quella di ondivisione siano regolate
da opportuni proessi di Markov, e he sia ssata una probabilità di ondi-
visione pc, seondo la quale un peer ontinua a ondividere il le. Queste
quantità determinano il proesso he regola la vita del generio utente. Se
un peer deide di togliere il le dalla ondivisione, on probabilità 1 − pc,
allora questi non è più attivo, e quindi si rea una foglia del MBT. Si ha
invee un punto di diramazione quando un utente inizia a sariare il le da
un altro he lo sta ondividendo: in questo aso, olui he saria rappresenta
il ramo glio, mentre hi ha il le in ondivisione è il ramo padre.
Nel modello appena desritto, la probabilità di estinzione rappresenta la
probabilità he la diusione del le si arresti ompletamente.
Capitolo 3
Metodi numerii
In questa parte disutiamo diversi metodi numerii per alolare la soluzione
minimale non negativa q dell'equazione di estinzione
x = a+Ψ(x⊗ x). (3.1)
La prima osa he faiamo è studiare alune aratteristihe della funzione
F (x) = x− a−Ψ(x⊗ x), (3.2)
per la quale risulta
F (q) = q − a−Ψ(q ⊗ q) = 0. (3.3)
Questo i permette di dimostrare diverse proprietà di onvergenza di una
famiglia di metodi lineari, del metodo di Newton e di un metodo anora più
veloe.
3.1 Lemmi preliminari
Riportiamo aluni utili risultati presentati in [8℄ ed in [9℄ riguardanti la fun-
zione (3.2) e la sua matrie Jaobiana. Faendo espliitamente il alolo, si
trova he tale matrie, valutata nel punto x, è
F ′x = I −Ψ(x⊕ x). (3.4)
Lemma 3.1.1. Se il MBT è superritio e positivo regolare, allora
ρ(Ψ(q ⊕ q)) < 1,
e (I −Ψ(q ⊕ q))−1 esiste ed è non negativa.
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Dimostrazione. Deniamo P 1(s) = P (s) e P k(s) = P (P k−1(s)), dove P (s)
è denita da (2.7):
P (s) = a+Ψ(s⊗ s).
Sia inoltre Mk(s) = (m
(k)
ij (s)), 1 ≤ i, j ≤ n, on
m
(k)
ij (s) =
∂(P k(s))i
∂sj
.
È immediato veriare he risulta
Mk(s) = M(P k−1(s))Mk−1(s), (3.5)
on M1(s) = M(s) = Ψ(s⊗ I + I ⊗ s). La matrie della media del proesso
è M = M(e), mentre la matrie di ui vogliamo stimare il raggio spettrale
è M(q). Per denizione di q, si ha he P (q) = q = P k(q) per ogni k, e
quindi, grazie a (3.5), si ottiene
Mk(q) = M(q)Mk−1(q) = M
k(q). (3.6)
Poihé
lim
k→∞
P k(s) = q
per ogni s nel ubo unitario {(x1, . . . , xn) ∈ Rn : 0 ≤ xi ≤ 1, i =
1, . . . , n, xj < 1 per almeno un j}, ome risulta da [1℄ (sezione V.3, teorema
2), segue he
lim
k→∞
Mk(s) = 0 (3.7)
per ogni s nel ubo. Avendo supposto he il proesso sia superritio e
positivo regolare, sappiamo he q < e, da ui
lim
k→∞
Mk(q) = lim
k→∞
Mk(q) = 0,
e quindi ρ(M(q)) < 1.
Indihiamo on 〈0, q〉 l'insieme dei vettori x tali he 0 ≤ x ≤ q, utiliz-
zando l'ordinamento parziale x ≤ y se xi ≤ yi per ogni i.
Lemma 3.1.2. Se il proesso è superritio e positivo regolare, allora
F (x)− F (y) ≥ F ′x(x− y) (3.8)
per ogni x ≤ y in 〈0, q〉. Inoltre (F ′x)−1 esiste per ogni x ∈ 〈0, q〉, è non
negativa e si ha
(F ′x)
−1 ≤ (F ′y)−1
per ogni x ≤ y in 〈0, q〉.
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Dimostrazione. Innanzi tutto,
F (x)− F (y) = (x− y)−Ψ(x⊗ x) + Ψ(y ⊗ y)
= (x− y)−Ψ(x⊗ (x− y))−Ψ((x− y)⊗ y)
≥ F ′x(x− y)
poihé x ≤ y.
Segue dal lemma preedente he ρ(Ψ(x ⊕ x)) < 1 per ogni x in 〈0, q〉,
quindi (F ′x)
−1
esiste ed è non negativa. Inoltre(
F ′y
)−1
=
∑
n≥0
[Ψ(y ⊕ y)]n ≥
∑
n≥0
[Ψ(x⊕ x)]n = (F ′x)−1 ≥ 0
per ogni x ≤ y in 〈0, q〉.
Il risultato seguente non dipende dalla partiolare norma selta. Spesso
sarà onveniente utilizzare la ‖·‖∞ sia per i vettori he per le matrii.
Lemma 3.1.3. Per ogni norma vettoriale ‖·‖ esiste una ostante γ > 0 tale
he
‖F ′x − F ′y‖ ≤ γ‖x− y‖ (3.9)
per ogni x,y ∈ 〈0, q〉, dove ‖F ′x − F ′y‖ è la norma matriiale indotta da ‖·‖.
Dimostrazione. Prendiamo un generio vettore h di norma 1, e siano x e y
in 〈0, q〉. Poihé
[F ′x − F ′y]h = Ψ((y − x)⊕ (y − x))h,
risulta
‖[F ′x − F ′y]h‖ ≤ 2c‖Ψ‖‖x− y‖,
dove 0 < c < ∞, perhé ‖h‖ = 1 e ‖z ⊗ I‖∞ = ‖I ⊗ z‖∞ = ‖z‖∞ per ogni
z. Ciò dimostra la (3.9) on γ = 2c‖Ψ‖.
3.2 Metodi lineari
In questo paragrafo introduiamo dei nuovi metodi iterativi a onvergenza
lineare he dipendono da aluni parametri. Della lasse he presentiamo
fanno parte anhe i metodi già noti menzionati nel apitolo introduttivo di
questa tesi.
Risriviamo (3.1) nel seguente modo
x = a + αΨ(x⊗ x) + βΨ(I ⊗ x)x+ γΨ(x⊗ I)x, (3.10)
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dove α+ β + γ = 1.
Se la matrie
I − (βΨ(I ⊗ x) + γΨ(x⊗ I))
è invertibile, possiamo srivere
x = [I − (βΨ(I ⊗ x) + γΨ(x⊗ I))]−1 (a + αΨ(x⊗ x)) . (3.11)
Risulta allora naturale onsiderare il metodo iterativo
xk+1 = [I −Ψ(β(I ⊗ xk) + γ(xk ⊗ I))]−1 (a+ αΨ(xk ⊗ xk)), (3.12)
a patto he la suessione sia ben denita.
Vediamo he se valgono opportune ondizioni sui parametri, le suessioni
generate on questi metodi godono di interessanti proprietà.
Teorema 3.2.1. Se il proesso è superritio e positivo regolare, per ogni
x0 ∈ 〈0, a〉 la suessione ottenuta appliando (3.12) on β, γ ∈ [0, 1] è ben
denita e, per ogni k, veria
1. F (xk) ≤ 0;
2. 0 ≤ xk ≤ xk+1 ≤ q;
3. limk→∞xk = q.
Dimostrazione. Proviamo per induzione su k he la suessione è ben denita
e he valgono i primi due punti. Nel aso iniziale, poihé x0 ≤ q, in quanto
q ≥ a (ome risulta da (3.3)) e x0 ≤ a, si ha
0 ≤ βΨ(I ⊗ x0) + γΨ(x0 ⊗ I) ≤ Ψ(q ⊕ q),
e quindi [I − (βΨ(I ⊗ x0) + γΨ(x0 ⊗ I))]−1 esiste ed è non negativa, in virtù
di 1.1.14 e 1.1.15, e x1 è ben denito. Inoltre, da (3.8) segue he
F (0)− F (x0) ≥ F ′0(0− x0),
da ui F (x0) ≤ 0, poihé F (0) = −a e F ′0 = I. Risulta anhe
x1 − x0 = [I − (βΨ(I ⊗ x0) + γΨ(x0 ⊗ I))]−1 ·
· [a + αΨ(x0 ⊗ x0)− (I −Ψ(β(I ⊗ x0) + γ(x0 ⊗ I))x0)]
= [I − (βΨ(I ⊗ x0) + γΨ(x0 ⊗ I))]−1 ·
· [a + αΨ(x0 ⊗ x0)− x0 + (β + γ)Ψ(x0 ⊗ x0)]
= [I − (βΨ(I ⊗ x0) + γΨ(x0 ⊗ I))]−1[a− x0 +Ψ(x0 ⊗ x0)] ≥ 0,
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perhé, ome già detto, a ≥ x0. In maniera simile
q − x1 = [I − (βΨ(I ⊗ x0) + γΨ(x0 ⊗ I))]−1 ·
· [(I − (βΨ(I ⊗ x0) + γΨ(x0 ⊗ I)))q − a− αΨ(x0 ⊗ x0)]
= [I − (βΨ(I ⊗ x0) + γΨ(x0 ⊗ I))]−1 ·
· [q − βΨ(q ⊗ x0)− γΨ(x0 ⊗ q)− a− αΨ(x0 ⊗ x0)]
= [I − (βΨ(I ⊗ x0) + γΨ(x0 ⊗ I))]−1[q − a−Ψ(q ⊗ q) +
+ Ψ(q ⊗ q)− βΨ(q ⊗ x0)− γΨ(x0 ⊗ q)− αΨ(x0 ⊗ x0)]
= [I − (βΨ(I ⊗ x0) + γΨ(x0 ⊗ I))]−1Ψ
· [(1− β − γ)((q ⊗ q)− (x0 ⊗ x0)) +
+ β((q ⊗ q)− (q ⊗ x0)) + γ((q ⊗ q)− (x0 ⊗ q))]
= [I − (βΨ(I ⊗ x0) + γΨ(x0 ⊗ I))]−1Ψ ·
· [(q ⊗ (q − x0)) + ((q − x0)⊗ x0)−
− β((q − x0)⊗ x0)− γ(x0 ⊗ (q − x0))]
≥ [I − (βΨ(I ⊗ x0) + γΨ(x0 ⊗ I))]−1Ψ ·
· [(1− β)((q − x0)⊗ x0) + (1− γ)(x0 ⊗ (q − x0))] ≥ 0,
e quindi 0 ≤ x0 ≤ x1 ≤ q.
Supponiamo ora di aver dimostrato la tesi per tutti gli indii n < k e
vediamo il aso n = k. Ragionando ome per il passo base, è faile vedere
he xk+1 è ben denito e veria xk+1 ≤ q. Inoltre
xk+1 − xk = [I − (βΨ(I ⊗ xk) + γΨ(xk ⊗ I))]−1 ·
· [a + αΨ(xk ⊗ xk)− (I − (βΨ(I ⊗ xk) + γΨ(xk ⊗ I)))xk]
= [I − (βΨ(I ⊗ xk) + γΨ(xk ⊗ I))]−1 ·
· [a− xk +Ψ(xk ⊗ xk)]
= [I − (βΨ(I ⊗ xk) + γΨ(xk ⊗ I))]−1 · (−F (xk)) ≥ 0.
Rimane da vedere he F (xk+1) ≤ 0. In virtù di 3.1.2 e sfruttando l'espres-
sione di xk+1 − xk appena ottenuta, possiamo srivere
F (xk+1) ≤ F (xk) + F ′xk(xk+1 − xk)
= F (xk)− F ′xk [I − (βΨ(I ⊗ xk) + γΨ(xk ⊗ I))]−1F (xk)
= [I − (βΨ(I ⊗ xk) + γΨ(xk ⊗ I))− F ′xk ] ·
· [I − (βΨ(I ⊗ xk) + γΨ(xk ⊗ I))]−1F (xk)
= [I − (βΨ(I ⊗ xk) + γΨ(xk ⊗ I))− (I −Ψ(xk ⊕ xk))] ·
· [I − (βΨ(I ⊗ xk) + γΨ(xk ⊗ I))]−1F (xk)
= [Ψ(xk ⊕ xk)− (βΨ(I ⊗ xk) + γΨ(xk ⊗ I))] ·
· ([I − (βΨ(I ⊗ xk) + γΨ(xk ⊗ I))]−1F (xk)) ≤ 0
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in quanto il seondo fattore è non positivo e
Ψ(xk ⊕ xk)− (βΨ(I ⊗ xk) + γΨ(xk ⊗ I)) ≥ 0,
perhé β e γ appartengono a [0, 1].
Abbiamo dimostrato he la suessione xk è monotona limitata, e quindi
onvergente verso un elemento x∗ tale he 0 ≤ x∗ ≤ q. Passando al limite in
(3.12) si vede he questo vettore è una soluzione di (3.1). Dato he la minima
soluzione non negativa di questa equazione è il vettore q, non può he essere
x∗ = q.
Da quanto appena dimostrato risulta he i metodi di questa famiglia
onvergono verso la soluzione dell'equazione studiata. Come onseguenza,
otteniamo il seguente
Corollario 3.2.2. Preso un generio metodo denito da 3.12 on β, γ ∈
[0, 1], risulta
sup
k
‖xk+1 − q‖
‖xk − q‖ ≤ 1 (3.13)
per le norme 1, 2 e ∞, ossia il metodo ha onvergenza almeno sublineare.
Dimostrazione. Poihé la onvergenza è monotona, è ovvio he risulti
‖xk+1 − q‖
‖xk − q‖ ≤ 1
per ogni k, per iasuna delle tre norme onsiderate. Passando al limite si
ottiene la tesi.
Osservando attentamente le dimostrazioni dei teoremi 3.2.1 e 3.2.2, si può
notare he, in realtà, non 'è bisogno he i parametri α, β e γ siano ssati
una volta per tutte. Anzi, un'indagine più aurata permette di aorgersi
he tali dimostrazioni restano valide anhe se permettiamo he i parametri
varino ad ogni passo, purhé β e γ restino nell'intervallo [0, 1]. Possiamo
quindi generalizzare i risultati appena ottenuti ol seguente
Teorema 3.2.3. Se il proesso è superritio e positivo regolare, per ogni
x0 ∈ 〈0, a〉 la suessione ottenuta appliando
xk+1 = [I −Ψ(βk(I ⊗ xk) + γk(xk ⊗ I))]−1 (a+ αkΨ(xk ⊗ xk)) (3.14)
on βk, γk ∈ [0, 1] per ogni k, è ben denita e veria
 F (xk) ≤ 0;
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 0 ≤ xk ≤ xk+1 ≤ q;
 limk→∞ xk = q;
 l'ordine di onvergenza è (almeno) sublineare.
Osservazione 3.2.4. Un generio metodo della famiglia (3.14) ha un osto di
20
3
n3 +O(n2) operazioni per passo. Infatti, le operazioni più ostose sono il
alolo della soluzione del sistema lineare
[I −Ψ(βk(I ⊗ xk) + γk(xk ⊗ I))]xk+1 = a+ αkΨ(xk ⊗ xk),
he osta
2
3
n3 (non onviene invertire la matrie, perhé osterebbe 2n3), e le
moltipliazioni di Ψ on βk(I⊗xk)+γk(xk⊗I) e on xk⊗xk. Queste ultime
operazioni possono essere eettuate al osto di 6n3, sfruttando la struttura
(si veda nell'appendie A ome sono state implementate). Gli altri aloli
neessari hanno omplessità quadratia.
Il osto può essere più basso (ma sempre dell'ordine di n3) nel aso in ui
qualhe parametro he denise il metodo sia nullo.
Osservazione 3.2.5. Dato he tutti i metodi di questa famiglia onvergono in
maniera monotona per ogni x0 ∈ 〈0,a〉, onviene sempre segliere il vettore
a ome punto iniziale.
3.2.1 Studio dell'errore
Cerhiamo di apire un po' più in dettaglio ome si omporta la onvergenza
di un generio metodo denito da (3.14). Per questo motivo introduiamo il
vettore
Ek = q − xk,
he rappresenta l'errore he viene ommesso approssimando q on xk.
Proposizione 3.2.6. L'errore ommesso on un metodo denito da (3.14)
veria le relazioni
Ek+1 =[I − βkΨ(I ⊗ xk)− γkΨ(xk ⊗ I)]−1Ψ·
· [(Ek ⊗Ek) + (αk + βk)(xk ⊗Ek) + (αk + γk)(Ek ⊗ xk)]
(3.15)
e
Ek+1 = Hk(αk, βk, γk) ·Ek, (3.16)
dove
Hk(αk, βk, γk) =[I − βkΨ(I ⊗ xk)− γkΨ(xk ⊗ I)]−1·
·Ψ ((αk + βk)(q ⊗ I) + αk(I ⊗ xk) + γk(I ⊗ q)) .
38 CAPITOLO 3. METODI NUMERICI
Dimostrazione. Poihé valgono le equazioni
[I − βkΨ(I ⊗ q)− γkΨ(q ⊗ I)]q = a+ αkΨ(q ⊗ q),
[I − βkΨ(I ⊗ xk)− γkΨ(xk ⊗ I)]xk+1 = a + αkΨ(xk ⊗ xk),
faendo la dierenza membro a membro e ordinando i termini si ottiene
Ek+1 +Ψ(βk(I ⊗ xk) + γk(xk ⊗ I))xk+1 = Ψ(q ⊗ q)− αkΨ(xk ⊗ xk).
Se si sottrae ad entrambe le parti Ψ(βk(I ⊗ xk) + γk(xk ⊗ I))q, possiamo
srivere
[I − βkΨ(I ⊗ xk)− γkΨ(xk ⊗ I)]Ek+1 =
Ψ
{
(q ⊗ q)− αk(xk ⊗ xk)− βk(q ⊗ xk)− γk(xk ⊗ q)
}
.
Poihé Ek = q − xk, l'espressione ontenuta tra parentesi grae può essere
risritta ome
αk[(q ⊗ q)− (q ⊗ xk) + (q ⊗ xk)− (xk ⊗ xk)] + βk(q ⊗Ek) + γk(Ek ⊗ q),
he, a sua volta, è uguale a
(αk + βk)(q ⊗Ek) + αk(Ek ⊗ xk) + γk(Ek ⊗ q),
da ui è evidente (3.16). Questa quantità può essere failmente manipolata
in modo da arrivare a
(αk + βk)(q ⊗Ek)− αk(Ek ⊗Ek) + (αk + γk)(Ek ⊗ q).
Aggiungendo e sottraendo (αk+βk)(xk⊗Ek) e (αk+γk)(Ek⊗xk), otteniamo
(αk + βk + γk)(Ek ⊗Ek) + (αk + βk)(xk ⊗Ek) + (αk + γk)(Ek ⊗ xk),
da ui segue (3.15), poihé αk + βk + γk = 1.
Osservando l'espressione (3.15), si può notare he se si seglie la terna
di parametri (αk, βk, γk) uguale a (−1, 1, 1) per ogni k, la parte lineare di
errore si annulla, e rimane solo la omponente quadratia. Così faendo, i
possiamo aspettare di trovare un metodo on ordine di onvergenza almeno
pari a due. In eetti, quello he si ottiene è un metodo molto onosiuto
in letteratura, il metodo di Newton, a ui dediheremo una delle prossime
sezioni, vista la popolarità di ui gode.
Con il orollario 3.2.2 abbiamo già visto he, nella peggiore delle ipotesi,
la onvergenza di un generio metodo denito da (3.14) è almeno sublinea-
re. Supponendo he le suessioni dei parametri {βk} e {γk} onvergano,
possiamo stabilire un risultato più preiso. Vale infatti il seguente
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Teorema 3.2.7. Supponiamo he il proesso sia superritio e positivo re-
golare. Se le suessioni di parametri {βk} e {γk} di un metodo iterativo
denito da (3.14) onvergono, rispettivamente, a β ′ e γ′, allora esiste una
ostante L < 1 tale he per ogni norma matriiale risulta
lim sup
k→∞
k
√
‖Ek‖ ≤ L, (3.17)
quindi la onvergenza è almeno lineare.
Per dimostrare questo teorema, è utile il seguente lemma
Lemma 3.2.8. Nelle ipotesi del teorema 3.2.7, se il metodo non onverge in
un numero nito di passi (ossia Ek 6= 0 per ogni k), esistono una norma ‖·‖
ed una ostante L < 1 tali he
lim sup
k→∞
‖Ek+1‖
‖Ek‖ ≤ L. (3.18)
Dimostrazione. Da (3.16), è immediato stimare
‖Ek+1‖
‖Ek‖ ≤ ‖Hk(αk, βk, γk)‖,
per ogni norma di matrie indotta. Riordando he αk = 1 − βk − γk e
passando al limite superiore, si ottiene
lim sup
k→∞
‖Ek+1‖
‖Ek‖ ≤ ‖[I −Ψ(β
′(I ⊗ q) + γ′(q ⊗ I))]−1·
·Ψ((1− γ′)(q ⊗ I) + (1− β ′)(I ⊗ q))‖
= ‖M−11 N1‖,
(3.19)
dove
M1 = I−Ψ(β ′(I⊗q)+γ′(q⊗I)) e N1 = Ψ((1−γ′)(q⊗I)+(1−β ′)(I⊗q)).
Poihé
M1 −N1 = I −Ψ(q ⊕ q)
è un partizionamento regolare, riordando il lemma 3.1.1 possiamo appliare
il teorema 1.2.3 on M2 = I e N2 = Ψ(q ⊕ q), per ottenere
ρ(M−11 N1) ≤ ρ(Ψ(q ⊕ q)) = ̺ < 1.
Utilizzando il teorema 1.4.3 on ε = (1 − ̺)/2, siamo in grado di aermare
he esiste una norma di matrie indotta tale he
‖M−11 N1‖ ≤ ρ(M−11 N1) + ε ≤ ̺+ ε = L < 1,
da ui la tesi.
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Dimostrazione del teorema 3.2.7. Per prima osa, vediamo he il risultato
non dipende dalla partiolare norma selta. Infatti, se vale ssando una
norma ‖·‖′, allora, grazie al teorema 1.4.2, sappiamo he per ogni altra norma
‖·‖′′ esiste una ostante c > 0 tale he
‖Ek‖′′ ≤ c‖Ek‖′
per ogni k. Prendendo la radie k-esima di entrambi i membri e passando al
limite superiore si ottiene he anhe lim supk→∞
k
√‖Ek‖′′ ≤ L < 1.
Ora vediamo he eettivamente esiste una norma per ui il risultato vale.
Nel aso in ui esista un k tale he Ek = 0, è immediato veriare he si ha
xn = q per ogni n ≥ k, ossia En = 0 denitivamente. Ciò implia he risulti
n
√‖En‖ = 0 per ogni n ≥ k, qualunque sia la norma onsiderata. Avendo
una suessione denitivamente nulla, la tesi è veriata on L = 0.
Se, invee, Ek 6= 0 per ogni k, grazie al lemma 3.2.8 sappiamo he esistono
una norma ‖·‖ ed una ostante L tali he
lim sup
k→∞
‖Ek+1‖
‖Ek‖ ≤ L < 1,
e quindi, per denizione di limite superiore, per ogni ε > 0 esiste un nε > 0
tale he
‖Ek+1‖ ≤ (L+ ε)‖Ek‖
per ogni k > nε, da ui
‖Ek+1‖ ≤ (L+ ε)k−nε‖Enε‖.
Dal momento he la funzione
k+1
√· è monotona, si ottiene
k+1
√
‖Ek+1‖ ≤ (L+ ε)
k−nε
k+1
k+1
√
‖Enε‖,
e passando al limite superiore risulta
lim sup
k→∞
k+1
√
‖Ek+1‖ ≤ L+ ε.
Data l'arbitrarietà di ε segue la tesi.
Col preedente teorema abbiamo aratterizzato l'ordine di onvergenza di
tutti i metodi della famiglia (3.14) per ui le suessioni dei parametri hanno
limite. Nel aso in ui tali suessioni non onvergano, e naturale aspettarsi
un omportamento intermedio tra i vari metodi he si otterrebbero ponendo
i parametri uguali ai punti limite della suessione {(αk, βk, γk)}.
Osservazione 3.2.9. Per dimostrare il teorema 3.2.7 abbiamo utilizzato he
ρ(Ψ(q ⊕ q)) < 1, ome risulta dal lemma 3.1.1. Se il proesso si avviina al
aso ritio, tale raggio spettrale è prossimo ad uno, e iò fa sospettare he la
onvergenza possa essere piuttosto lenta. Vedremo questo fatto nella sezione
degli esempi numerii.
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3.2.2 Casi partiolari: metodi già noti
Nella famiglia di metodi desritta dall'equazione (3.14), rientrano tre algo-
ritmi he sono stati presentati da diversi autori nei loro lavori. Questi asi
partiolari sono stati sviluppati utilizzando argomentazioni probabilistihe,
in quanto è possibile interpretare le approssimazioni ottenute ome partiolari
probabilità.
Per presentare questi metodi seguiremo molto da viino l'esposizione fatta
in [9℄, in quanto, a nostro avviso, risulta essere la più hiara ed esauriente tra
quelle disponibili al momento attuale, oltre he ad essere l'unia he tratta
tutti e tre i asi. Per i primi due metodi, altre informazioni si possono trovare
in [2℄ e in [11℄.
Depth algorithm
Questo algoritmo è il primo he è stato presentato da Kontoleon in [11℄, e si
basa sulla semplie iterazione funzionale{
x0 = a,
xk+1 = a+Ψ(xk ⊗ xk), (3.20)
ossia ssando αk = 1, βk = γk = 0 ad ogni iterazione.
Osservazione 3.2.10. Il generio passo dell'algoritmo depth osta 2n3+O(n2)
operazioni. Infatti, ad ogni iterazione, l'unio alolo dispendioso è il pro-
dotto Ψ(xk ⊗ xk).
Questo metodo è l'analogo di quello proposto da Neuts per il alolo della
matrie G nelle atene di Markov di tipo QBD (spesso hiamato natural
funtional iteration). Si veda [5℄, [11℄ o [17℄.
Se deniamo la profondità di un albero ome il numero di punti di dira-
mazione nel ramo più lungo, vale il seguente risultato ([11℄):
Teorema 3.2.11. Il vettore xk ottenuto on (3.20) rappresenta la probabilità
he il proesso si estingua on una profondità non superiore a k.
Dimostrazione. Proediamo per induzione su k: nel aso k = 0 la tesi è vera
per denizione di x0 = a, perhé l'unio albero on profondità 0 è l'albero
omposto dalla sola radie. Vediamo il passo induttivo: se indihiamo on z
la probabilità he l'albero si estingua on profondità non superiore a k + 1,
data la fase iniziale ϕ0, risulta
zi = ai +
n∑
j,k=1
Ψi,jk(xk)j(xk)k,
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perhé, partendo da un individuo nella fase i, questi può morire senza ge-
nerare gli (on probabilità ai), oppure può generare un glio, dando luogo
ad un punto di diramazione, e iasuno dei due sottoalberi osì ottenuti non
può avere profondità maggiore di k; queste probabilità sono rappresentate
dalle omponenti del vettore xk, grazie all'ipotesi induttiva. Risrivendo la
relazione in forma vettoriale, si ottiene
z = a+Ψ(xk ⊗ xk) = xk+1.
Dal momento he nel aso di estinzione dell'albero la profondità è nees-
sariamente nita, questo mostra he limk→∞xk = q.
Q
Q
Qs


+
Tl
T Tr
Figura 3.1: un albero T on i sottoalberi Tl e Tr.
Order algorithm
Il seondo algoritmo presentato da Kontoleon in [11℄ è basato sulla deni-
zione di ordine di un MBT. La denizione he presentiamo (data in [9℄) è
leggermente diversa da quella he si trova nel lavoro originale.
Sia T un MBT assegnato e sia A l'insieme delle sue foglie. Chiamiamo
 ramo padre di T , il ramo he parte dalla radie e ostituito dai soli
arhi padre. Per la onvenzione adottata, risulta essere il ramo più a
destra in T , e lo indiheremo on R;
 ramo dei primi gli, L, il ramo he parte dalla radie e formato da soli
arhi gli. È il ramo più a sinistra di T .
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yx
L R
w
z
Figura 3.2: un MBT on profondità 8.
Per ogni elemento a ∈ A, indihiamo on Υ(a) il padre di a.
Ad ogni foglia a assoiamo una stringa binaria path(a) denita nel se-
guente modo:
 vuota, se a ∈ R,
 0 seguito da path(Υ(a)), se l'aro he ongiunge a e Υ(a) è un aro
padre,
 1 seguito da path(Υ(a)), se l'aro he ongiunge a e Υ(a) è un aro
glio.
Inoltre, indihiamo on L(a) il numero di 1 presenti in path(a). Possiamo
denire l'ordine O(T ) ome 0, se T è formato solo dalla radie e da una
foglia (ioè se 'è una atastrofe senza aluna nasita), altrimenti
O(T ) = max{L(a) : a ∈ A}. (3.21)
In altre parole, l'ordine di T è il massimo numero di generazioni di gli
presenti nell'albero. Per esempio, onsiderando le foglie w, x, y e z dell'albero
in gura 3.2, si ha
Foglia Path L
w 10110011 5
x 0101101 4
y 0010001 2
z 10111 4
ed esaminando tutte le foglie, è immediato veriare he l'ordine di tale albero
è 5.
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Poihé un albero he si estingue ha neessariamente ordine nito, potrem-
mo alolare la probabilità he l'estinzione avvenga on ordine, al più, pari
a k, e poi far tendere k all'innito. Ciò si può fare ssando (αk, βk, γk) =
(0, 0, 1) per ogni passo, ottenendo l'iterazione funzionale{
x0 = a,
xk+1 = [I −Ψ(xk ⊗ I)]−1a. (3.22)
Vale infatti il seguente risultato ([11℄):
Teorema 3.2.12. Il vettore xk ottenuto da (3.22) rappresenta la probabilità
he l'albero si estingua on ordine non superiore a k.
Dimostrazione. Anhe in questo aso, è omodo provare la tesi per induzione
su k. Il aso k = 0 è ovvio, per ome abbiamo denito l'ordine. Supponiamo
di aver dimostrato la tesi per tutti gli indii no a k e vediamo il aso k+ 1:
sia
z = P [T <∞,O(T ) ≤ k + 1|ϕ0].
Allora deve essere
zi = ai +
n∑
j,k=1
Ψi,jk(xk)jzk,
perhé, partendo da un singolo individuo nella fase i, questi ha solo due possi-
bilità: può morire senza generare alun glio (on probabilità ai), oppure può
riprodursi, on la ondizione he i sottoalberi sinistro e destro si estinguano,
rispettivamente, on ordine non superiore a k e k+1 (on probabilità, rispet-
tivamente, (xk)j e zk, grazie all'ipotesi induttiva). Srivendo la preedente
relazione in forma vettoriale, si ottiene
z = a+Ψ(xk ⊗ z) = a+Ψ(xk ⊗ I)z.
Poihé risulta xk ≤ q, il lemma 3.1.2 i garantise he la matrie I−Ψ(xk⊗I)
sia invertibile, e quindi
z = [I −Ψ(xk ⊗ I)]−1a = xk+1,
onludendo la dimostrazione.
Osservazione 3.2.13. Il osto di ogni iterazione dell'algoritmo order è
8
3
n3 +
O(n2) operazioni, in quanto è neessario alolare Ψ(xk ⊗ I) e risolvere un
sistema lineare.
Anhe il metodo iterativo denito da (3.22) è ben noto a hi lavora on
atene di Markov on struttura (si veda [5℄). In letteratura, spesso si trova
sotto il nome di U-based funtional iteration.
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Proposizione 3.2.14. Partendo dallo stesso vettore iniziale in 〈0,a〉, l'al-
goritmo dell'ordine impiega meno iterazioni dell'algoritmo in profondità per
approssimare la soluzione on una preisione ssata.
Dimostrazione. Per quanto dimostrato in 3.2.3, sappiamo he la onvergenza
dei metodi è monotona. Quindi, per dimostrare la tesi, è suiente veriare
he xok ≥ xdk per ogni k, dove xok e xdk sono le approssimazioni ottenute on
i due algoritmi. Vediamolo per induzione. Per il aso iniziale non 'è niente
da dimostrare, in quanto entrambe le approssimazioni sono uguali . Vediamo
il passo induttivo: poihé
xok+1 = [I −Ψ(xok ⊗ I)]−1a
xdk+1 = a+Ψ(x
d
k ⊗ xdk),
faendo la dierenza si ottiene
xok+1 − xdk+1 = [I −Ψ(xok ⊗ I)]−1 ·
· [a− (I −Ψ(xok ⊗ I)) (a +Ψ(xdk ⊗ xdk))]
= [I −Ψ(xok ⊗ I)]−1 ·
·Ψ [(xok ⊗ a) + (xok ⊗ I)Ψ(xdk ⊗ xdk)− (xdk ⊗ xdk)] .
Da 3.2.3 sappiamo he
F (xdk) = x
d
k − a−Ψ(xdk ⊗ xdk) ≤ 0,
da ui Ψ(xdk⊗xdk) ≥ xdk−a, e quindi, dato he [I−Ψ(xok⊗ I)]−1 ≥ 0, risulta
xok+1 − xdk+1 ≥ [I −Ψ(xok ⊗ I)]−1 ·
·Ψ [(xok ⊗ a) + (xok ⊗ xdk)− (xok ⊗ a)− (xdk ⊗ xdk)]
= [I −Ψ(xok ⊗ I)]−1Ψ
[
(xok ⊗ xdk)− (xdk ⊗ xdk)
] ≥ 0,
perhé, per ipotesi induttiva, xok ≥ xdk.
Thiknesses algorithm
Il terzo algoritmo lineare già noto in letteratura è il thiknesses algorithm
(algoritmo degli spessori), presentato da Hautphenne e altri in [10℄, ed
esposto più in dettaglio in [9℄. Prima di srivere le equazioni funzionali he
lo denisono, introduiamo il onetto di spessore di un albero.
Ad ogni a ∈ A assoiamo due sequenze binarie, path1(a) e path2(a). La
prima la deniamo riorsivamente nel seguente modo: path1(a) è
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 vuota, se a è un elemento di L,
 0, seguito da path1(Υ(a)), se l'aro he ongiunge Υ(a) ed a è un aro
padre,
 1, seguito da path1(Υ(a)), se l'aro he ongiunge Υ(a) ed a è un aro
glio.
La denizione di path2(a) è analoga alla preedente, dove però L è sosti-
tuito da R (si noti he path2 oinide on il path denito per l'algoritmo
dell'ordine).
Chiamiamo bloo una sequenza di 0 onseutivi o di 1 onseutivi, e
indihiamo on N1(a) e N2(a) il numero di blohi presenti nelle sequenze
path1(a) e path2(a).
Se poi deniamo un segmento direzionale ome una sequenza di arhi
ostituita solamente da arhi glio o solamente da arhi padre, allora N1(a)
è il numero di segmenti direzionali nel perorso più orto da a a L, mentre
N2(a) è il numero di segmenti direzionali nel perorso più orto da a a R.
Dato un albero T , deniamo lo spessore sinistro S1(T ) e lo spessore destro
S2(T ) nel seguente modo: se T è omposto dalla sola radie, allora S1(T ) =
S2(T ) = 0, altrimenti
S1(T ) = max{N1(a) : a ∈ A}, (3.23)
S2(T ) = max{N2(a) : a ∈ A}. (3.24)
Ad esempio, per le foglie w, x, y e z della gura 3.2, risulta
Foglia path1 N1 path2 N2
w 101100 4 10110011 5
x 010110 5 0101101 6
y 001000 3 0010001 4
z 1011100 4 10111 3
ed esaminando ad una ad una tutte le foglie, si può veriare he S1(T ) = 5
e S2(T ) = 6.
Osservazione 3.2.15. Se T <∞, allora S1(T ) <∞ e S2(T ) <∞. Infatti, se
l'albero si estingue, neessariamente ha un numero nito n di punti di dira-
mazione. Ma allora non può he essere Ni(x) ≤ n per ogni a ∈ A e per ogni
i ∈ {1, 2}. (Non vale il vieversa, ome si vede dall'esempio rappresentato in
gura 3.3, dove lo spessore sinistro e lo spessore destro sono entrambi uguali
ad 1).
Riordiamo he abbiamo indiato on Te l'evento {T < ∞} he l'albero
si estingua. Deniamo le seguenti notazioni:
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Figura 3.3: albero innito on spessori niti.
 T
(0)
2 è l'evento he il MBT si estingua senza alun punto di diramazione.
Tale evento può essere risritto ome
T
(0)
2 = Te ∩ {S2 ≤ 0};
 T
(2k−1)
1 è l'evento he il MBT si estingua on spessore sinistro non
maggiore di 2k − 1, ossia
T
(2k−1)
1 = Te ∩ {S1 ≤ 2k − 1};
 T
(2k)
2 è l'evento he il MBT si estingua on spessore destro non maggiore
di 2k, ioè
T
(2k)
2 = Te ∩ {S2 ≤ 2k};
Il thiknesses algorithm è un partiolare metodo della famiglia (3.14),
dove si alternano le terne di parametri (0, 1, 0) e (0, 0, 1). In tal modo si
ottiene l'iterazione funzionale

x0 = a
xk+1 = [I −Ψ(I ⊗ xk)]−1a, k pari
xk+1 = [I −Ψ(xk ⊗ I)]−1a, k dispari
(3.25)
Vediamo ome è possibile interpretare i vettori osì ottenuti ([9℄):
Teorema 3.2.16. Il vettore xk ottenuto tramite (3.25) rappresenta la proba-
bilità ondizionata alla fase iniziale ϕ0 dell'evento T
(k)
2 per k pari, dell'evento
T
(k)
1 altrimenti.
Dimostrazione. La tesi si dimostra per induzione su k. Per k = 0, si osserva
he un albero si può estinguere on spessore destro non maggiore di 0 solo
se suede una atastrofe senza he avvengano nasite, il he avviene on
probabilità a, da ui x0 = P [T
(0)
2 |ϕ0].
Nel aso k = 1, l'estinzione on spessore sinistro non superiore ad 1 può
avvenire per due ragioni: il primo individuo può morire senza riprodursi,
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oppure può esseri un punto di diramazione. Nel seondo aso, il sottoalbero
sinistro Tl può estinguersi on spessore sinistro al più uguale a 1, perhé il
ramo più a sinistra di Tl fa parte del ramo più a sinistra di T . Il sottoalbero
destro Tr, invee, può estinguersi on spessore destro non maggiore di k−1 =
0 perhé, per raggiungere il ramo dei primi gli L on, al più, 1 segmento
direzionale, è neessario raggiungere il ramo più a destra di Tr (he fa parte di
R) in k−1 segmenti, e poi arrivare ad L on un ulteriore segmento direzionale.
Da questo segue he, se indihiamo on z il vettore di probabilità P [T
(1)
1 |ϕ0],
risulta
zi = ai +
n∑
j,k=1
Ψi,jkzj(x0)k,
ossia, in forma vettoriale,
z = a+Ψ(z ⊗ x0) = a+Ψ(I ⊗ x0)z,
da ui
z = [I −Ψ(I ⊗ x0)]−1a = x1.
Il passo induttivo si dimostra in maniera simile, modiando opportuna-
mente i passaggi appena desritti.
Osservazione 3.2.17. Ripetendo le stesse onsiderazioni fatte nell'osservazio-
ne 3.2.13, è immediato veriare he il osto di ogni iterazione dell'algoritmo
thiknesses è
8
3
n3 +O(n2).
Adattando il ragionamento fatto in 3.2.14, si dimostra failmente il se-
guente risultato.
Proposizione 3.2.18. Partendo dallo stesso vettore iniziale a, l'algorit-
mo degli spessori impiega meno iterazioni dell'algoritmo in profondità per
approssimare la soluzione on una preisione ssata.
Osservazione 3.2.19. In generale, non è possibile stabilire alun risultato
teorio he permetta di onfrontare l'algoritmo dell'ordine on quello degli
spessori. Infatti, ome risulta da (3.22) e (3.25), nel thiknesses non si fa
altro he alternare la formula usata nell'order e la sua simmetria. Questo
fa apire ome non sia aatto ompliato ostruire esempi ad ho per rendere
uno dei due algoritmi più eiente dell'altro.
3.3 Il metodo di Newton
Il metodo di Newton è un metodo lassio per la riera di una soluzione di
f(x) = 0, dove
f : D ⊆ R → R
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è una funzione derivabile, e D è un intervallo aperto. Viene generata la
seguente suessione
xk+1 = xk − f(xk)
f ′(xk)
, (3.26)
a patto he f ′(xk) 6= 0 per ogni k. Se la suessione osì ottenuta onverge,
ha ome limite una soluzione dell'equazione di partenza. L'interpretazione
geometria del metodo è la seguente: xk+1 è l'asissa dell'intersezione on
l'asse x della tangente alla urva y = f(x) in (xk, f(xk)).
xk
y=f(x)
x
y
xk+1
Figura 3.4: interpretazione geometria del metodo di Newton
La osa si può generalizzare al aso di più variabili, onsiderando ioè una
F : D ⊆ Rn → Rn
di lasse C1 sul plurintervallo aperto D, e sostituendo alla derivata prima he
ompare in (3.26) la matrie Jaobiana F ′x di F in x:
xk+1 = xk −
(
F ′xk
)−1
F (xk). (3.27)
Per una desrizione dettagliata di questo metodo, si vedano [3℄ e [18℄.
Nel aso he stiamo analizzando, la funzione he utilizzeremo sarà (3.2),
he è di lasse C1(Rn,Rn), e la sua matrie Jaobiana è data da (3.4).
Per ogni punto iniziale x0, la suessione di Newton generata per appros-
simare una soluzione di F (x) = 0 è
xk+1 = xk −
(
F ′xk
)−1
F (xk) (3.28)
= xk − [I −Ψ(xk ⊕ xk)]−1[xk − a−Ψ(xk ⊗ xk)] (3.29)
= [I −Ψ(xk ⊕ xk)]−1[a−Ψ(xk ⊗ xk)] (3.30)
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per k = 0, 1, . . . , a patto he F ′xk sia invertibile ad ogni passo.
Osservazione 3.3.1. Si osservi he (3.30) oinide on (3.14), dove sono stati
presi αk = −1 e βk = γk = 1 per ogni k. Dal momento he tutti i parametri
sono non nulli, il osto omputazionale di ogni iterazione è
20
3
n3 + O(n2),
ome risulta da 3.2.4.
Lo studio del omportamento del metodo di Newton appliato all'equa-
zione (3.2) è stato fatto da S. Hautphenne, G. Latouhe e M. A. Remihe in
[8℄, e ne presentiamo il prinipale risultato:
Teorema 3.3.2. Per ogni x0 ∈ 〈0,a〉, l'iterazione di Newton (3.30) è tale
he
1. la suessione {xk} è ben denita;
2. x0 ≤ x1 ≤ x2 ≤ · · · ≤ q;
3. limk→∞xk = q.
Inoltre, per ogni norma ‖·‖ esiste una ostante c > 0 tale he
‖xk+1 − q‖ ≤ c‖xk − q‖2, (3.31)
quindi la onvergenza del metodo è almeno quadratia.
Osservazione 3.3.3. Sebbene i primi tre punti del teorema preedente siano
onseguenza del teorema 3.2.3, ne daremo una dimostrazione alternativa,
prinipalmente per due motivi: il primo è he questa dimostrazione i sarà
utile più avanti, quando vedremo le proprietà di un altro metodo iterativo,
mentre il seondo motivo è he i sembra doveroso riportare iò he hanno
fatto Hautphenne e gli altri in [8℄, poihé hanno avuto il merito di essere stati
i primi ad avere studiato questo metodo appliato all'equazione (3.1).
Per dimostrare questo teorema abbiamo bisogno di questo lemma:
Lemma 3.3.4. Se il proesso è superritio e positivo regolare, x ∈ 〈0, q〉 e
F (x) ≤ 0 allora
0 ≤ x ≤ N (x) ≤ q
e F (N (x)) ≤ 0, doveN (x) = x−(F ′x)−1F (x) è il vettore ottenuto appliando
un passo del metodo di Newton ad x.
Dimostrazione. Grazie alle ipotesi e a 3.1.2, N (x) = x − (F ′x)−1F (x) ≥ x
ed è ben denito. Sempre per lo stesso lemma
F (N (x)) ≤ F (x)− F ′x(x−N (x))
= F (x)− F ′x((F ′x)−1F (x)) = 0.
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Vediamo he N (x) ≤ q. Per ogni z ∈ 〈x, q〉 si ha
z − (F ′x)−1F (z) = N (x)− (x− (F ′x)−1F (x)) + z − (F ′x)−1F (z)
= N (x)− (x− z) + (F ′x)−1(F (x)− F (z))
≥ N (x)− (x− z) + (F ′x)−1F ′x(x− z) = N (x).
Se prendiamo z = q, poihé F (q) = 0, si ottiene q ≥ N (x).
Siamo ora in grado di provare il teorema lasiato in sospeso.
Dimostrazione del teorema 3.3.2. Per prima osa vediamo he per ogni x0 ∈
〈0,a〉 la suessione {xk} è ben denita e he vale
0 ≤ xk ≤ xk+1 ≤ q e F (xk) ≤ 0 per ogni k.
Proediamo per induzione su k. Considerando k = 0, possiamo ripetere quan-
to fatto nella dimostrazione del teorema 3.2.1 per dimostrare he F (x0) ≤ 0.
Grazie a 3.3.4 si ottiene he x1 è ben denito e veria x0 ≤ x1 ≤ q.
Supponiamo ora di aver dimostrato la tesi per tutti gli indii n ≤ k, e
vediamo il aso n = k + 1. Per (3.8), risulta
F (xk+1) ≤ F (xk) + F ′xk(xk+1 − xk) = [I − F ′xk
(
F ′xk
)−1
]F (xk) = 0.
Usando anora una volta il lemma 3.3.4, risulta he xk+2 esiste e
0 ≤ xk+1 ≤ xk+2 ≤ q.
Oltre ad aver dimostrato il primo punto, abbiamo anhe dimostrato he
la suessione {xk} è limitata e monotona, e quindi onverge verso un x∗ in
〈0, q〉. Vediamo he F (x∗) = 0. Riordando he 0 ≤ (F ′x0)−1 ≤ (F ′xk)−1 e
he F (xk) ≤ 0, si ha
xk − xk+1 =
(
F ′xk
)−1
F (xk) ≤
(
F ′x0
)−1
F (xk) ≤ 0.
Poihé limk→∞(xk − xk+1) = 0, anhe
0 = lim
k→∞
(
F ′x0
)−1
F (xk) =
(
F ′x0
)−1
F (x∗),
grazie alla ontinuità di F . Dato he
(
F ′x0
)−1
è non singolare, risulta F (x∗) =
0. Ma q è la minima soluzione non negativa di F e 0 ≤ x∗ ≤ q, da ui x∗ = q.
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Rimane da provare (3.31). Vale
‖xk+1 − q‖ = ‖xk − q −
(
F ′xk
)−1
(F (xk)− F (q))‖
≤ ‖(F ′xk)−1‖‖F ′xk(xk − q)− (F (xk)− F (q))‖
= ‖(F ′xk)−1‖‖−Ψ(xk ⊗ xk − xk ⊗ q − q ⊗ xk + q ⊗ q)‖
= ‖(F ′xk)−1‖‖−Ψ((xk − q)⊗ (xk − q))‖
≤ ‖(F ′xk)−1‖‖Ψ‖‖(xk − q)⊗ (xk − q)‖.
Utilizzando il teorema di equivalenza delle norme (1.4.2), si ottiene
‖xk+1 − q‖ ≤ η‖
(
F ′q
)−1‖‖Ψ‖‖xk − q‖2, (3.32)
dove 0 < η < ∞, dal momento he ‖(xk − q)⊗ (xk − q)‖∞ = ‖xk − q‖2∞ e
‖(F ′xk)−1‖∞ ≤ ‖(F ′q)−1‖∞. Ciò prova la tesi on c = η‖(F ′q)−1‖‖Ψ‖.
Dal teorema appena dimostrato è evidente il vantaggio he si ha utiliz-
zando il metodo di Newton: pur non aumentando signiativamente il osto
omputazionale, si riese ad ottenere un ordine di onvergenza maggiore.
3.3.1 Interpretazione probabilistia
Nel aso in ui si selga il vettore a ome punto di partenza del metodo di
Newton, è possibile interpretare i vettori ottenuti ome le probabilità he il
MBT si estingua ondizionato ad aluni eventi ([8℄).
Riordiamo la rappresentazione di un MBT ome albero binario (gura
2.1), dove ogni nodo interno orrisponde ad un punto di diramazione, dovuto
alla nasita di un glio, mentre ogni foglia orrisponde alla morte di un
individuo. Si può dimostrare he, ad ogni iterazione, l'algoritmo di Newton
alola la probabilità he il MBT si estingua e he il orrispondente albero
binario appartenga ad una suessione resente Xk di insiemi di alberi.
Sia ∆k = xk − xk−1, on ∆0 = a, l'inremento tra l'approssimazione
k-esima e la preedente, per k ≥ 1. Grazie al teorema 3.3.2 sappiamo he
∆k ≥ 0 per ogni k. Usando (3.29), possiamo srivere
∆k = [I −Ψ(xk−1 ⊕ xk−1)]−1ζk, k ≥ 1, (3.33)
dove
ζk = a+Ψ(xk−1 ⊗ xk−1)− xk−1
= a+Ψ(xk−2 ⊕ xk−2)xk−1 −Ψ(xk−2 ⊗ xk−2) +
+ Ψ(∆k−1 ⊗∆k−1)− xk−1
= Ψ(∆k−1 ⊗∆k−1),
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grazie a (3.30).
Deniamo riorsivamente i seguenti insiemi: sia X0 l'insieme il ui unio
elemento è l'albero ostituito da una sola foglia, e sia D0 = X0. Per ogni
k ≥ 1,
 un albero è in Ek se è nito ed ha due sottoalberi, entrambi appartenenti
a Dk−1;
 Dk è l'insieme di tutti e soli gli alberi niti he stanno in Ek, oppure
hanno due sottoalberi, uno in Xk−1 ed uno in Dk stesso;
 Xk = D0 ∪ D1 ∪ · · · ∪ Dk.
Teorema 3.3.5. Se x0 = a, la suessione ottenuta appliando il metodo di
Newton (3.30) è tale he, per ogni k ≥ 0,
xk = P [T ∈ Xk|ϕ0],
ossia xk rappresenta la probabilità ondizionata he il MBT T appartenga a
Xk (e quindi si estingua), data la fase iniziale ϕ0. Inoltre,
∆k = P [T ∈ Dk|ϕ0].
Dimostrazione. Dimostriamo il teorema per induzione. Poihé x0 = ∆0 = a,
nel aso k = 0 la proprietà e valida per denizione. Supponiamo he valga
no a k − 1. Dal momento he
(Ψ(∆k−1 ⊗∆k−1))i =
n∑
j,k=1
Ψi,jk(∆k−1)j(∆k−1)k,
risulta
P [T ∈ Ek|ϕ0] = Ψ(∆k−1 ⊗∆k−1) = ζk,
in quanto, per ipotesi induttiva, ∆k−1 = P [T ∈ Dk−1|ϕ0]. Se indihiamo on
z il vettore P [T ∈ Dk|ϕ0], risulta
z = ζk +Ψ(xk−1 ⊗ z) + Ψ(z ⊗ xk−1)
= ζk +Ψ(xk−1 ⊕ xk−1)z,
da ui
z = [I −Ψ(xk−1 ⊕ xk−1)]−1ζk = ∆k,
grazie a (3.33), dimostrando la seonda parte del teorema.
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Per provare la prima aermazione, osserviamo he se riusiamo a dimo-
strare he gli insiemi Xk−1 e Dk sono disgiunti, allora
P [T ∈ Xk|ϕ0] = xk−1 +∆k = xk,
per denizione di ∆k. Dal momento he Xk−1 è disgiunto da Dk se e solo se
Dk è disgiunto da Di per ogni i ≤ k−1, è suiente veriare he gli insiemi
Dk siano disgiunti, per ogni k ≥ 0. Proediamo per induzione: l'insieme D0
non ha sottoalberi, quindi è disgiunto da ogni altro Dj, j ≥ 1. Assumiamo,
per ipotesi induttiva, he per ogni i ≤ k − 1 e per ogni j ≥ i + 1 risulti
Di ∩ Dj = ∅, per un qualhe k ≥ 1. Dobbiamo veriare he Dk ∩ Dj = ∅
per ogni j ≥ k + 1. Supponiamo, per assurdo, he esista una albero T he
appartenga a Dk ∩ Dj , per un qualhe j ≥ k + 1. Appartenendo a Dk, T ha
due sottoalberi, ed entrambi stanno in Dk−1, oppure uno sta in Dk e l'altro in
Xk−1 = D0∪· · ·∪Dk−1. Un disorso analogo segue dal fatto he T sta in Dj:
entrambi i sottoalberi stanno in Dj−1, oppure uno è in Dj e l'altro in Xj−1 =
D0∪ · · · ∪Dj−1. Controllando esaustivamente le nove ombinazioni possibili,
si può veriare he, in realtà, i sono solamente due asi da analizzare. Nel
primo, esistono due indii l e n tali he l ≤ k − 1 < k ≤ n e Dl ∩ Dn 6= ∅.
Ma iò ontraddie l'ipotesi induttiva. Nel seondo aso, uno dei sottoalberi
appartiene sia a Dk he a Dj. Indihiamolo on T ∗, e ripetiamo per questo lo
stesso ragionamento fatto in preedenza. Poihé l'albero iniziale è nito ed il
numero di nodi di un sottoalbero è strettamente minore del numero di nodi
dell'albero originario, non è possibile arrivare innite volte alla onlusione
he uno dei sottoalberi appratenga sia a Dk he a Dj. Neessariamente si
riade nel primo aso, oppure si ottiene un sottoalbero vuoto di ui si suppone
l'appartenenza sia a Dk he a Dj . Ma questa è una ontraddizione, in quanto
l'albero vuoto appartiene aD0, he è disgiunto da gli altriDi, i ≥ 1. Questo i
permette di onludere he Dk e Xk−1 sono disgiunti, da ui segue la tesi.
3.4 Un metodo del terzo ordine
Vediamo ora un metodo in ui il generio passo risulta essere una sorta di
doppio passo del metodo di Newton, presentato da Ortega e Rheinboldt in
[18℄. La suessione approssimante viene generata seondo questa espressione
xk+1 = xk −
(
F ′xk
)−1
[F (xk) + F (xk −
(
F ′xk
)−1
F (xk))] (3.34)
= N (xk)−
(
F ′xk
)−1
F (N (xk)), (3.35)
dove
N (x) = x− (F ′x)−1F (x).
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Fissiamo un punto di partenza x0. Poihé
N (N (x0)) = N (x0)−
(
F ′N (x0)
)−1
F (N (x0)),
se approssimiamo
(
F ′N (x0)
)−1
on
(
F ′x0
)−1
otteniamo proprio il metodo in
questione.
Analogamente al metodo di Newton, anhe in questo aso la suessio-
ne approssimante è ben denita e gode di interessanti proprietà. Possiamo
infatti dimostrare il seguente
Teorema 3.4.1. Se il proesso è superritio e positivo regolare, per ogni
x0 ∈ 〈0, a〉 la suessione ottenuta appliando
xk+1 = N (xk)−
(
F ′xk
)−1
F (N (xk)) (3.36)
è ben denita e, per ogni k, veria
1. F (xk) ≤ 0;
2. 0 ≤ xk ≤ N (xk) ≤ xk+1 ≤ N (N (xk)) ≤ q;
3. limk→∞ xk = q.
Dimostrazione. Proediamo in maniera molto simile a quanto fatto per il
teorema 3.3.2. Dimostriamo per induzione su k he la suessione è ben
denita e he valgono i primi due punti. Per k = 0 già sappiamo he F ′x0
è invertibile (lemma 3.1.2), e quindi x1 è ben denito. Inoltre, F (x0) ≤ 0,
ome visto nella dimostrazione di 3.2.1, e N (x0) = x0−
(
F ′x0
)−1
F (x0) ≥ x0
e F (N (x0)) ≤ 0, grazie a 3.3.4. Di onseguenza risulta
x1 = N (x0)−
(
F ′x0
)−1
F (N (x0)) ≥ N (x0).
Abbiamo dimostrato he 0 ≤ x0 ≤ N (x0) ≤ x1. Per onludere, basta
osservare he
x1 = N (x0)−
(
F ′x0
)−1
F (N (x0))
≤ N (x0)−
(
F ′N (x0)
)−1
F (N (x0)) = N (N (x0))
e N (N (x0)) ≤ q (appliando due volte il 3.3.4).
Supponiamo di aver dimostrato la tesi per ogni n ≤ k. Per ipotesi indut-
tiva sappiamo he
 xn+1 è ben denito per n = 0, 1, . . . , k,
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 F (xn) ≤ 0 per n = 0, 1, . . . , k,
 0 ≤ xn ≤ N (xn) ≤ xn+1 ≤ N (N (xn)) ≤ q per n = 0, 1, . . . , k.
Verihiamo la validità di queste proprietà anhe per n = k + 1. Per
denizione
xk+1 = N (xk)−
(
F ′xk
)−1
F (N (xk)).
Dato he 0 ≤ N (xk) ≤ xk+1 ≤ q, si ha
F (xk+1) ≤ F (N (xk))− F ′N (xk)(N (xk)− xk+1)
= F (N (xk))− F ′N (xk)(
(
F ′xk
)−1
F (N (xk)))
= (I − F ′N (xk)
(
F ′xk
)−1
)F (N (xk))
= (F ′xk − F ′N (xk))
(
F ′xk
)−1
F (N (xk))
= Ψ((N (xk)⊕N (xk))− (xk ⊕ xk))
(
F ′xk
)−1
F (N (xk)).
PoihéΨ ≥ 0, xk ≤ N (xk),
(
F ′xk
)−1 ≥ 0 e F (N (xk)) ≤ 0, si ha F (xk+1) ≤ 0.
Vediamo he xk+2 è ben denito e he si ha
0 ≤ xk+1 ≤ N (xk+1) ≤ xk+2 ≤ N (N (xk+1)) ≤ q.
Grazie a 3.3.4, risulta
0 ≤ xk+1 ≤ N (xk+1) ≤ N (N (xk+1)) ≤ q,
e F (N (xk+1)) ≤ 0, mentre da 3.1.2 segue he
(
F ′xk+1
)−1
≥ 0, e quindi xk+2
è ben denito e veria
xk+2 = N (xk+1)−
(
F ′xk+1
)−1
F (N (xk+1)) ≥ N (xk+1).
Inoltre
N (N (xk+1)) = N (xk+1)−
(
F ′N (xk+1)
)−1
F (N (xk+1))
≥ N (xk+1)−
(
F ′xk+1
)−1
F (N (xk+1)) = xk+2.
Abbiamo osì dimostrato he la suessione è ben denita e he valgono i
primi due punti.
Veniamo all'ultima aermazione: innanzi tutto, poihé la suessione xk è
monotona e limitata da q, questa onverge verso un x∗ ≤ q. Inoltre possiamo
osservare he
0 ≤ (F ′x0)−1 ≤ (F ′xk)−1,
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sempre grazie alla monotonia. Essendo F (xk), F (N (xk)) non positivi, risulta
xk − xk+1 =
(
F ′xk
)−1
(F (xk) + F (N (xk)))
≤ (F ′xk)−1F (xk)
≤ (F ′x0)−1F (xk) ≤ 0.
Dal momento he limk→∞(xk−xk+1) = 0, anhe limk→∞
(
F ′x0
)−1
F (xk) = 0.
Dato he l'operatore F è ontinuo in x∗, si ha
(
F ′x0
)−1
F (x∗) = 0. Essendo(
F ′x0
)−1
invertibile, è possibile onludere he F (x∗) = 0. Ciò implia he
x∗ = q, perhé q è la minima soluzione non negativa di F .
Osservazione 3.4.2. Come si può osservare dal listato presente nell'appendie
A, per ogni iterazione del metodo denito da (3.35) devono essere alolati
N (xk) e F (N (xk)), e deve essere risolto un sistema lineare. Quindi, in totale,
iasun passo rihiede
28
3
n3 +O(n2) operazioni.
Teorema 3.4.3. Per ogni norma ‖·‖ esiste una ostante ξ > 0 tale he
‖xk+1 − q‖ ≤ ξ‖xk − q‖3, (3.37)
ossia l'ordine di onvergenza del metodo è (almeno) tre.
Questo teorema è dimostrato in generale in [18℄, ma nel aso partiolare
he stiamo studiando è possibile darne una dimostrazione più semplie. Ci
fa omodo il seguente risultato:
Proposizione 3.4.4. Sia F : D ⊂ Rn → Rm una funzione ontinuamente
dierenziabile su un onvesso D0 ⊂ D. Si supponga he esistano α ≥ 0 e
p ≥ 0 tali he
‖F ′(u)− F ′(v)‖2 ≤ α‖u− v‖p2, ∀u,v ∈ D0. (3.38)
Allora, per ogni x,y ∈ D0,
‖F (y)− F (x)− F ′(x)(y − x)‖2 ≤ α
p+ 1
‖y − x‖p+12 . (3.39)
Dimostrazione. Indihiamo on f1, f2, . . . , fm le omponenti di F . Per ogni
x,y ∈ D0, la funzione g(t) = x + t(y − x) è denita e ontinua su tutto
[0, 1], quindi le appliazioni
fi ◦ g : [0, 1]→ R
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sono integrabili e risulta
fi(y)− fi(x) =
∫ 1
0
f ′i(g(t))(y − x) dt
per ogni i = 1, 2, . . .m, ossia
F (y)− F (x) =
∫ 1
0
F ′(g(t))(y − x) dt.
Allora
‖F (y)− F (x)− F ′(x)(y − x)‖2 =
∥∥∥∫ 1
0
[F ′(g(t))− F ′(x)](y − x) dt
∥∥∥
2
≤
∫ 1
0
‖[F ′(g(t))− F ′(x)]‖2‖y − x‖2 dt
≤ α‖y − x‖p+12
∫ 1
0
tp dt,
da ui la tesi.
Dimostrazione del teorema 3.4.3. Per prima osa osserviamo he è suiente
dimostrare la tesi per una norma ssata, in quanto il aso generale si ottiene
sempliemente appliando il teorema di equivalenza delle norme 1.4.2. Po-
niamo allora ‖·‖ = ‖·‖2 e vediamo he la funzione (3.2) soddisfa le ipotesi di
3.4.4 sul onvesso D0 = 〈0, q〉. Se x, y sono due elementi di D0, allora
‖F ′x − F ′y‖2 ≤ γ‖x− y‖2,
per un erto γ > 0, ome risulta da (3.9), e quindi (3.38) è soddisfatta on
α = γ e p = 1. Da questo segue he
‖xk+1 − q‖2 = ‖N (xk)−
(
F ′xk
)−1
F (N (xk))− q‖2
≤ ‖(F ′xk)−1‖2‖F ′xkN (xk)− F ′xkq − F (N (xk))‖2
= ‖(F ′xk)−1‖2‖F (N (xk))− F ′xkN (xk) + F ′xkq − F (q)−
− F ′q(N (xk)− q) + F ′q(N (xk)− q)‖2
≤ ‖(F ′xk)−1‖2‖F (N (xk))− F (q)− F ′q(N (xk)− q)‖2
+ ‖(F ′xk)−1‖2‖F ′q − F ′xk‖2‖N (xk)− q‖2
≤ ‖(F ′q)−1‖2 (γ2‖N (xk)− q‖22 + γ‖xk − q‖2‖N (xk)− q‖2
)
,
grazie a 3.4.4.
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Dal momento he ‖N (xk)− q‖2 ≤ c‖xk − q‖22 (ripetendo lo stesso onto
fatto in (3.32)), si ottiene
‖xk+1 − q‖2 ≤ c1‖N (xk)− q‖22 + c2‖xk − q‖2‖N (xk)− q‖2 ≤ ξ‖xk − q‖32
per opportune ostanti 0 < c1, c2, ξ <∞.
La variante del metodo di Newton appena desritta risulta essere teori-
amente più eiente del metodo di Newton standard. Infatti, se misuriamo
l'eienza di un metodo iterativo di ordine p > 1 tramite la quantità1
E =
log p
Cp
,
dove Cp è il numero di operazioni rihieste per passo, si ottiene he
EV arianteNewton =
3 log 3
28n3
>
3 log 2
20n3
= ENewton.
Nel prossimo apitolo onfronteremo su esempi onreti i omportamenti
degli algoritmi analizzati.
1
Per approfondimenti sull'eienza di un metodo iterativo si veda [3℄.
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Capitolo 4
Esperimenti numerii
Nel preedente apitolo, abbiamo presentato diversi algoritmi he permettono
di alolare numeriamente la soluzione minimale non negativa dell'equazione
(3.1). Vediamo adesso di apire ome si omportano, analizzando la loro
appliazione ad esempi onreti. Visto he tutti gli algoritmi analizzati hanno
onvergenza monotona, seglieremo sempre il vettore a ome punto iniziale
delle iterazioni.
Confrontiamo il omportamento dei quattro algoritmi noti della famiglia
denita da (3.14) (depth, order, thiknesses e Newton) e del metodo denito
da (3.34) (variante Newton).
Il riterio di arresto utilizzato è
‖xn − xn−1‖∞ < 10−10,
e per ogni metodo riportiamo il tempo di pu (in seondi), il numero di
iterazioni neessarie per la onvergenza ed i seguenti residui
r1 = ‖q∗ − a−Ψ(q∗ ⊗ q∗)‖∞ e r2 = ‖q
∗ − a−Ψ(q∗ ⊗ q∗)‖1
‖q∗‖1 + ‖a‖1 + ‖Ψ(q∗ ⊗ q∗)‖1 ,
(4.1)
dove q∗ è l'approssimazione di q alolata.
Il software utilizzato per eettuare gli esperimenti è Matlab, installato
su un alolatore on proessore Intel Core 2 Duo T7250 2 GHz (Dual-Core)
e 2 GB di RAM.
Per il odie degli algoritmi utilizzati si veda l'appendie A.
4.1 Nasita di glie
In [9℄, Hautphenne e altri hanno modellizzato la vita di una donna in stadi
progressivi, iasuno orrispondente ad un intervallo di 5 anni (da 0 a 4, da 5
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a 9, . . . , da 95 a 99, onsiderando ome unio stadio le età sopra i 100 anni).
Durante l'i-esimo intervallo, una donna può dare vita ad una glia on tasso
δi e può morire on tasso di. Consideriamo gli esperimenti he hanno svolto,
modiando un po' i tassi he loro hanno usato, ome riportato in tabella
4.1. In questo esempio, gli elementi della matrie B sono dati da
Intervallo δ d
0-4 0 0.00200
5-9 0 0.00020
10-14 0 0.00020
15-19 0.01 0.00035
20-24 0.04 0.00030
25-29 0.07 0.00030
30-34 0.07 0.00040
35-39 0.02 0.00060
40-44 0.005 0.00080
45-49 0.0008 0.00130
50-54 0.00005 0.00200
55-59 0.00001 0.00400
60-64 0 0.00600
65-69 0 0.00900
70-74 0 0.01500
75-79 0 0.02500
80-84 0 0.06500
85-90 0 0.13000
90-94 0 0.30000
95-99 0 0.65000
≥ 100 0 1.80000
Tabella 4.1: tassi di nasita e morte per gli intervalli di anni.
Bi,jk = (D1)ii · (P1)ij · (P0)ik,
dove D1 = diag(δ) e P1 (rispettivamente P0) è una matrie stoastia, il
ui elemento in posizione (r, s) rappresenta la probabilità he un aro in
fase r subito prima di un punto di diramazione sia seguito da un aro glio
(rispettivamente da un aro padre) he è in fase s immediatamente dopo
lo sdoppiamento. In questo partiolare aso, si ha P0 = I e (P1)i1 = 1
per i = 1, . . . , 21, e 0 altrove. La matrie D0 è tale he gli elementi sulla
sopradiagonale sono uguali a 0.2, la diagonale è denita da
D0e+ δ + d = 0,
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e 0 altrove. Il raggio spettrale della matrie della media è
ρ(M) ≈ 1.03787 > 1,
e quindi il proesso è superritio.
Nella tabella 4.2 sono riportati i risultati ottenuti, i quali mostrano ome i
metodi di ordine superiore al primo approssimano la soluzione on un numero
veramente basso di iterazioni; si noti he il depth rihiede ira il doppio dei
passi he servono agli altri due metodi lineari.
Confrontando i tempi di eseuzione, in questo esempio non si riese ad
aorgersi di alun vantaggio, in quanto le risposte sono tutte pressohé istan-
tanee. Ciò è dovuto al fatto he il numero di omponenti di q è piuttosto
piolo.
Algoritmo Iterazioni r1 r2 Tempo pu
Depth 445 9.3687 · 10−11 1.5001 · 10−11 0.06
Order 188 3.707 · 10−11 5.5491 · 10−12 0.05
Thiknesses 237 5.3688 · 10−11 8.9807 · 10−12 0.06
Newton 9 2.2204 · 10−15 1.9447 · 10−16 0.01
Variante Newton 6 2.2204 · 10−16 3.048 · 10−17 0.01
Tabella 4.2: risultati ottenuti on i inque metodi
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Figura 4.1: logaritmo della norma degli errori nelle prime 100 iterazioni.
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Nella gura 4.1 sono riportate in sala semilogaritmia le norme innito
degli errori relativi ai metodi analizzati. È evidente la onvergenza lineare
dei primi tre algoritmi.
Per quanto riguarda la probabilità di estinzione alolata, si ottiene he la
omponente minima è ira 0.90617, quindi, on questi dati iniziali, partendo
on una sola donna, è molto probabile he la popolazione si estingua.
4.2 Un MBT quasi ritio
Vediamo un modello dipendente da un parametro, introdotto da Kontoleon
in [11℄ e analizzato in [8℄. Le matrii he i interessano sono
D0 =

 −10 0 00 −10 0
0 1 −10

 , d =

 11
9

 ,
B =

 0 0 0 0 9(1− p) 0 4.5p 0 4.5p9p 0 0 0 0 0 0 0 9(1− p)
0 0 0 0 0 0 0 0 0

 ,
on a = (−D0)−1d e Ψ = (−D0)−1B, dove p è un parametro he varia nel-
l'intervallo [0, 1], disretizzato on passo h = 0.01. Quello he i interessa è
onfrontare la veloità e il numero di iterazioni dei metodi al variare del para-
metro, osservando in partiolare osa aade quando il proesso superritio
è quasi ritio.
Nella gura 4.2 abbiamo fatto un plot del raggio spettrale della matrie
della media M , da ui vediamo ome il proesso passi da subritio a su-
perritio e vieversa. I valori di p he i interessano, ioè quelli per ui il
proesso è superritio, sono ompresi tra 0.34 e 0.84, e quindi restringiamo
la nostra attenzione a questo intervallo; negli estremi, il raggio spettrale di
M vale, rispettivamente, 1.0051 e 1.0018 (ira). Risulta inoltre he ρ(M) è
massimo per p ≈ 0.60. Nelle gure 4.3 e 4.4 è riportato il numero di itera-
zioni neessarie ai vari metodi per onvergere, in funzione di p. Si noti he i
primi tre algoritmi rihiedono un numero di iterazioni nettamente maggiore
rispetto agli altri due.
Confrontiamo le prestazioni dei metodi nel aso p = 0.84 (a ui orrispon-
de ρ(M) ≈ 1.0018) e p = 0.60 (per ui vale ρ(M) ≈ 1.1064).
Osservando i risultati ottenuti si nota una disreta dierenza nei due
asi analizzati: quando il raggio spettrale della matrie della media è molto
viino ad uno, i metodi lineari neessitano di molte iterazioni per onvergere
ed impiegano più tempo per approssimare il vettore q.
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Figura 4.2: grao del raggio spettrale λ della matrie M in funzione di p.
Algoritmo Iterazioni r1 r2 Tempo pu
Depth 6530 9.9759 · 10−11 2.9097 · 10−11 0.47
Order 2841 4.9745 · 10−11 1.2798 · 10−11 0.11
Thiknesses 3231 3.4556 · 10−11 1.2097 · 10−11 0.16
Newton 13 2.1749 · 10−13 4.749 · 10−14 ≪ 0.01
Variante Newton 10 1.1102 · 10−16 2.0892 · 10−17 ≪ 0.01
Tabella 4.3: risultati ottenuti on i inque metodi se ρ(M) ≈ 1.0018.
Algoritmo Iterazioni r1 r2 Tempo pu
Depth 169 8.8869 · 10−11 3.6976 · 10−11 0.01
Order 81 4.3814 · 10−11 1.6007 · 10−11 ≪ 0.01
Thiknesses 91 3.6078 · 10−11 1.2507 · 10−11 0.01
Newton 8 2.6645 · 10−15 8.5116 · 10−16 ≪ 0.01
Variante Newton 6 1.1102 · 10−16 2.2108 · 10−17 ≪ 0.01
Tabella 4.4: risultati ottenuti on i inque metodi se ρ(M) ≈ 1.1064.
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Figura 4.3: numero di iterazioni dei metodi lineari in funzione di p.
0.4 0.5 0.6 0.7 0.8 0.9 1
6
7
8
9
10
11
12
13
 
 
Newton
Variante Newton
Figura 4.4: numero di iterazioni dei metodi Newton e variante Newton in
funzione di p.
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In entrambi gli esempi, l'algoritmo in profondità risulta essere il meno
ompetitivo, sia ome numero di iterazioni he ome tempo di pu rihiesto.
Ciò onorda on quanto detto nell'osservazione 3.2.9, in quanto la dimen-
sione del problema, ioè di q, è molto bassa (q ∈ R3), e il risparmio di
operazioni he 'è utilizzando il depth piuttosto he un altro metodo del-
la famiglia denita da (3.14) non ompensa il maggior numero di iterazioni
neessarie.
La gura 4.5 i permette di avere un'idea di ome varia la probabilità di
estinzione alolata on questi metodi al variare di p.
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0.75
0.8
0.85
0.9
0.95
1
 
 
1
q1
q2
q3
Figura 4.5: omponenti dell'approssimazione di q in funzione di p.
4.3 Dimensioni elevate
Eseguiamo adesso aluni esperimenti puramente numerii, senza onsiderare
il modello probabilistio, ma partendo direttamente dalla matrie Ψ e dal
vettore a. Quello he vogliamo fare è vedere ome si omportano i metodi al
variare della dimensione n del problema, faendo partiolarmente attenzione
ai tempi rihiesti e al numero di iterazioni.
Per l'esempio in questione, abbiamo sritto una semplie funzione per
far generare Ψ ed a (di dimensione fornita in input) in maniera asuale,
imponendo he a + Ψ(e ⊗ e) = e. La generazione asuale è stata ripetuta
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ntanto he la oppia ottenuta non fosse stata tale da rendere ρ(M) > 1 (si
veda la gura A.6).
Nelle tabelle 4.5, 4.6, 4.7 e 4.8 sono riportati i risultati ottenuti per quattro
diversi valori di n.
Nel primo aso, dove abbiamo ssato n = 100, si ottengono risposte
analoghe agli esperimenti preedenti: il numero di iterazioni di Newton e
variante Newton è molto inferiore rispetto a quello degli altri metodi, ma i
tempi di eseuzione sono molto bassi per tutti gli algoritmi.
Portando il valore di n a 180, si inizia invee ad apprezzare la dierenza
nel numero di seondi impiegati per approssimare q: gli algoritmi lineari
rihiedono un tempo viino a 20 seondi, mentre on i metodi di ordine
superiore ne serve meno di uno.
La situazione è analoga prendendo n = 260, ma on un'unia eezione
signiativa, dovuta al fatto he l'algoritmo depth, pur impiegando quasi
il doppio delle iterazioni sia dell'order he del thiknesses, neessita di un
tempo nettamente inferiore (seppur non paragonabile a quelli di Newton e
di variante Newton). Questo perhé ad ogni iterazione vengono risparmiate
diverse operazioni, ome già osservato in 3.2.10, 3.2.13 e 3.2.17.
Inne, per n = 350, se variante Newton e Newton fornisono il risultato,
rispettivamente, in 8 e 10 seondi, il depth ne rihiede più di 110, mentre
thiknesses e order neessitano di oltre 5 minuti.
Dai risultati ottenuti on questi esempi, è evidente he il metodo variante
Newton è il migliore, subito seguito da Newton standard. Però, la osa
sorprendente, è he per dimensioni non troppo piole, l'algoritmo depth è
più eiente sia dell'order he del thiknesses, pur sapendo he impiega un
maggior numero di iterazioni (proposizioni 3.2.14 e 3.2.18). Per questi ultimi
due metodi la situazione peggiora man mano he si fa resere la dimensione
di q, perhé, dato he la onvergenza è lineare, ad ogni passo l'errore si
ridue di poo, rendendo neessarie diverse iterazioni, iasuna delle quali
è piuttosto ostosa, in quanto rihiede la soluzione di un sistema lineare
e delle moltipliazioni matriiali. Anhe per i metodi di ordine superiore
devono essere eettuate queste operazioni ad ogni passo, ma il numero di
iterazioni neessarie è talmente basso da rendere molto ontenuto il osto
omputazionale totale.
Per poter apprezzare le dierenze tra il metodo di Newton e la sua va-
riante, è neessario aumentare ulteriormente la dimensione del problema.
Nelle tabelle 4.9 e 4.10 sono riportati i risultati di questi due metodi nei asi
n = 500 e n = 600, da ui si può osservare un divario di aluni seondi tra i
tempi di eseuzione dei due algoritmi.
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Algoritmo Iterazioni Tempo pu
Depth 287 1.78
Order 155 1.23
Thiknesses 155 1.04
Newton 8 0.14
Variante Newton 6 0.11
Tabella 4.5: onfronto del numero di iterazioni e del tempo impiegato per
n = 100.
Algoritmo Iterazioni Tempo pu
Depth 1356 19.14
Order 714 23.74
Thiknesses 715 19.14
Newton 10 0.82
Variante Newton 8 0.68
Tabella 4.6: onfronto del numero di iterazioni e del tempo impiegato per
n = 180.
Algoritmo Iterazioni Tempo pu
Depth 724 28.96
Order 383 87.51
Thiknesses 383 68.92
Newton 9 3.60
Variante Newton 7 3.28
Tabella 4.7: onfronto del numero di iterazioni e del tempo impiegato per
n = 260.
Algoritmo Iterazioni Tempo pu
Depth 1251 110.65
Order 659 403.39
Thiknesses 659 324.63
Newton 10 10.64
Variante Newton 7 8.37
Tabella 4.8: onfronto del numero di iterazioni e del tempo impiegato per
n = 350.
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Algoritmo Iterazioni Tempo pu
Newton 15 56.90
Variante Newton 11 40.97
Tabella 4.9: onfronto del numero di iterazioni e del tempo impiegato da
Newton e variante Newton per n = 500.
Algoritmo Iterazioni Tempo pu
Newton 13 79.71
Variante Newton 10 65.23
Tabella 4.10: onfronto del numero di iterazioni e del tempo impiegato da
Newton e variante Newton per n = 600.
Capitolo 5
Conlusioni e argomenti di riera
I ontributi apportati on questo lavoro sono interessanti sia da un punto di
vista puramente teorio, he da uno più operativo.
Per il primo aspetto, introduendo la famiglia di metodi deniti dall'e-
quazione (3.14), abbiamo proposto una vasta lasse di nuovi algoritmi per
risolvere (3.1); iò può portare ad ulteriori sviluppi futuri, erando di apire
se è possibile ordinare (anhe in maniera parziale) la famiglia in questione,
in modo he, ssato il problema su ui si lavora, ossia la oppia Ψ ed a, si
possa dire se un metodo aratterizzato dalle terne (αk, βk, γk) è migliore
di un altro denito da (αˆk, βˆk, γˆk), dove la relazione essere migliore di può
essere legata al numero di iterazioni neessarie, al osto delle operazioni ri-
hieste per passo, o ad una qualsiasi quantità ragionevole dal punto di vista
numerio.
Un'altra questione he potrebbe essere studiata riguarda la selta dei pa-
rametri (αk, βk, γk), erando di modiare ad ogni passo la terna in modo
da rendere ottima l'approssimazione he si genera, osì da far diminuire ulte-
riormente il numero di iterazioni neessarie. Se tale modia si riese a fare
in maniera eonomia, ioè eseguendo pohi aloli, si potrebbe riusire ad
ottenere un metodo adattivo he impiega un numero molto basso di iterazio-
ni. Intuitivamente, i possiamo aspettare he le eventuali terne osì alolate
onvergano verso (−1, 1, 1), ossia verso i parametri he denisono il metodo
di Newton.
In seguito, potrebbero essere approfonditi i seguenti aspetti:
 erare di dare un'interpretazione probabilistia alla suessione gene-
rata da un generio metodo della famiglia;
 vedere se è possibile he esistano altri metodi onvergenti per i quali i
parametri βk e γk stanno fuori dall'intervallo [0,1℄, erando di metterli
in relazione on quanto studiato in questa tesi.
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L'idea dello split dell'equazione (3.1) ome somma di tre addendi di-
pendenti dai parametri potrebbe essere reimpiegata in altri ontesti dove
appaiono equazioni simili, ad esempio nel settore delle atene di Markov di
tipo QBD.
Per quanto riguarda gli aspetti pratii, studiando il metodo del terzo or-
dine abbiamo proposto una più he valida alternativa agli algoritmi già noti,
in quanto i permette di alolare q in un tempo minore. Il vantaggio he si
trae appliando questo algoritmo si apprezza maggiormente al resere del-
la dimensione n del problema. I risultati sperimentali ottenuti nel apitolo
4 onfermano l'analisi teoria svolta nella sezione 3.4, ed è evidente he nel
momento in ui i si trovasse di fronte ad un aso onreto, l'algoritmo da se-
gliere per arontarlo sarebbe indubbiamente la variante del metodo Newton.
Come sviluppo di questo lavoro, potrebbe essere interessante apire se si può
dare un'interpretazione probabilistia alla suessione delle approssimazioni
generata da questo metodo.
Appendie A
Listati delle funzioni utilizzate
Riportiamo in questa sezione i odii dei prinipali programmi he sono stati
utilizzati per eettuare gli esperimenti numerii on Matlab. I primi ri-
guardano i inque metodi onfrontati, mentre l'ultimo è relativo alla funzione
utilizzata nella sezione 4.3 per generare l'esempio asuale.
funtion [q,i,r1,r2,time℄=Depth(a,Psi)
t=putime;
nit=8000;
err=1;
tol=10^(-10);
i=0;
x=a;
while (err>tol)&&(i<=nit)
y=a+Psi*kron(x,x);
i=i+1;
err=max(abs(x-y));
x=y;
end
q=y;
omodo=Psi*(kron(q,q));
residuo=q-a-omodo;
r1=norm(residuo,inf);
r2=norm(residuo,1)/(norm(q,1)+norm(a,1)+norm(omodo,1));
time=putime-t;
Figura A.1: odie dell'algoritmo Depth.
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funtion [q,i,r1,r2,time℄=Order(a,Psi)
t=putime;
nit=8000;
err=1;
tol=10^(-10);
i=0;
n=length(a);
I=eye(n);
x=a;
while (err>tol)&&(i<=nit)
% Calolo il prodotto Psi*kron(x,I)
% sfruttando la struttura
Prod=zeros(n,n);
for =1:n
indie=(-1)*n;
Prod=Prod+x()*Psi(:,(indie+1):(indie+n));
end
y=(I-Prod)\a;
i=i+1;
err=max(abs(x-y));
x=y;
end
q=y;
omodo=Psi*(kron(q,q));
residuo=q-a-omodo;
r1=norm(residuo,inf);
r2=norm(residuo,1)/(norm(q,1)+norm(a,1)+norm(omodo,1));
time=putime-t;
Figura A.2: odie dell'algoritmo Order.
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funtion [q,i,r1,r2,time℄=Thiknesses(a,Psi)
t=putime;
nit=8000;
err=1;
tol=10^(-10);
i=0;
n=length(a);
I=eye(n);
x=a;
while (err>tol)&&(i<=nit)
Prod=zeros(n,n);
if mod(i,2)==0
% Calolo il prodotto Psi*kron(I,x)
% sfruttando la struttura
for =1:n
indie=(-1)*n;
Prod(:,)=Psi(:,(indie+1):(indie+n))*x;
end
y=(I-Prod)\a;
else
% Calolo il prodotto Psi*kron(x,I)
% sfruttando la struttura
for =1:n
indie=(-1)*n;
Prod=Prod+x()*Psi(:,(indie+1):(indie+n));
end
y=(I-Prod)\a;
end
i=i+1;
err=max(abs(x-y));
x=y;
end
q=y;
omodo=Psi*(kron(q,q));
residuo=q-a-omodo;
r1=norm(residuo,inf);
r2=norm(residuo,1)/(norm(q,1)+norm(a,1)+norm(omodo,1));
time=putime-t;
Figura A.3: odie dell'algoritmo Thiknesses.
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funtion [q,i,r1,r2,time℄=Newton(a,Psi)
t=putime;
nit=8000;
err=1;
tol=10^(-10);
i=0;
n=length(a);
I=eye(n);
x=a;
while (err>tol)&&(i<=nit)
% Calolo il prodotto Psi*(kron(I,x)+kron(x,I))
% sfruttando la struttura
Prod=zeros(n,n); %Psi*kron(x,I)
Prod1=zeros(n,n); %Psi*kron(I,x)
for =1:n
indie=(-1)*n;
Prod=Prod+x()*Psi(:,(indie+1):(indie+n));
Prod1(:,)=Psi(:,(indie+1):(indie+n))*x;
end
y=(I-Prod-Prod1)\(a-Psi*kron(x,x));
i=i+1;
err=max(abs(x-y));
x=y;
end
q=y;
omodo=Psi*(kron(q,q));
residuo=q-a-omodo;
r1=norm(residuo,inf);
r2=norm(residuo,1)/(norm(q,1)+norm(a,1)+norm(omodo,1));
time=putime-t;
Figura A.4: odie dell'algoritmo Newton.
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funtion [q,i,r1,r2,time℄=Variante_Newton(a,Psi)
t=putime;
nit=8000;
err=1;
tol=10^(-10);
i=0;
n=length(a);
I=eye(n);
x=a;
while (err>tol)&&(i<=nit)
% alolo il prodotto Psi*(kron(I,x)+kron(x,I))
% sfruttando la struttura
Prod=zeros(n,n); %Psi*kron(x,I)
Prod1=zeros(n,n); %Psi*kron(I,x)
for =1:n
indie=(-1)*n;
Prod=Prod+x()*Psi(:,(indie+1):(indie+n));
Prod1(:,)=Psi(:,(indie+1):(indie+n))*x;
end
Fpx=I-Prod-Prod1;
Nx=Fpx\(a-Psi*kron(x,x));
y=Nx-Fpx\(Nx-a-Psi*kron(Nx,Nx));
i=i+1;
err=max(abs(x-y));
x=y;
end
q=y;
omodo=Psi*(kron(q,q));
residuo=q-a-omodo;
r1=norm(residuo,inf);
r2=norm(residuo,1)/(norm(q,1)+norm(a,1)+norm(omodo,1));
time=putime-t;
Figura A.5: odie dell'algoritmo Variante Newton.
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funtion [a,Psi,rhoM,M℄=random_example(n)
e=ones(n,1);
rhoM=0;
while rhoM <= 1
a=rand(n,1);
Psi=rand(n,n^2);
s=Psi*kron(e,e);
diff=e-a;
for i=1:n
if s(i)==0
a(i)=1;
else
Psi(i,:)=diff(i)/s(i) *Psi(i,:);
end
end
% Calolo M=Psi*(kron(e,I)+kron(I,e))
% sfruttando la struttura
Prod=zeros(n,n); % Psi*kron(e,I)
Prod1=zeros(n,n); % Psi*kron(I,e)
for =1:n
indie=(-1)*n;
Prod=Prod+Psi(:,(indie+1):(indie+n));
Prod1(:,)=Psi(:,(indie+1):(indie+n))*e;
end
M=Prod+Prod1;
rhoM=max(abs(eig(M)));
end
Figura A.6: funzione utilizzata per ostruire esempi pseudoasuali.
Appendie B
Notazioni utilizzate
⊗ Prodotto di Kroneker tra matrii (sezione 1.3).
⊕ Somma di Kroneker tra matrii (sezione 1.3).
In Matrie identità di ordine n. Dove risulti hiaro dal
ontesto, l'indie n viene omesso.
en Vettore n dimensionale, le ui omponenti sono tutte
uguali a 1. Dove risulti hiaro dal ontesto, l'indie n
viene omesso.
diag(x) Quando x = (x1, . . . , xn)
T
, è la matrie D = (dij)
diagonale di ordine n, on dii = xi, per i = 1, . . . , n.
R+ Insieme dei numeri reali non negativi: {x ∈ R : x ≥ 0}.
Rm×n Algebra delle matrii m× n a oeienti reali.
Cm×n Algebra delle matrii m× n a oeienti omplessi.
ρ(M) Raggio spettrale della matrie quadrata M : ρ(M) =
max{|λ| : λ autovalore di M}.
MT Trasposta della matrie M : (M)Tij = Mji.
MH Trasposta oniugata della matrie M : (M)Hij = Mji.
〈x,y〉 Quando x = (xi) e y = (yi) sono vettori di Rn, questo
è l'insieme di tutti i vettori n dimensionali v = (vi) tali
he xi ≤ vi ≤ yi, per i = 1, . . . , n.
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