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Abstract
In this paper, we mainly consider subdifferentials and basic subdifferentials of homogeneous functions defined on real Banach
space and Asplund space respectively, and obtain the generalized Euler identity. As applications, we consider constrained opti-
mization problems and several geometric properties of Banach space.
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1. Introduction
Homogeneous differentiable functions are widely used in many aspects of applied mathematics, and the differential
plays an important role in the applications of homogeneous functions (see [1]). However, there are many homogeneous
functions which are not differentiable. To relax differential assumption imposed on the functions, various generalized
differential notations have been proposed (see [2–6] and references therein). In this paper, we mainly consider sub-
differential of convex functions, Fréchet subdifferential of lower semicontinuous functions defined on a real Banach
space and basic subdifferential defined on a Asplund space. By these subdifferentials, we obtain the generalized Euler
identities, and give several applications of the obtained identities.
Some notations, definitions and preliminary results are given in Section 2. In Section 3, by the subdifferentials
mentioned above, we obtain the generalized Euler identities. Then, in Section 4, we give several applications to some
constrained optimization problems and extend the smooth properties of Banach space through the obtained Euler
identities in Section 3.
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Let X be a real Banach space with topological dual X∗, and 〈·, ·〉 be the duality pairing between X and X∗. For a
given subset S in X, we denote its indicator function by δ(·;S), i.e., δ(x;S) = 0 for x ∈ S and δ(x;S) = ∞ for x /∈ S.
We recall that the domain of an extend-real-valued function f :X → R¯ := R ∪ {+∞} is the set where it is finite
and is denoted by dom(f ), i.e., dom(f ) := {x ∈ X: f (x) < +∞}. A function f :X → R¯ is said to be positively
homogeneous with degree p (p > 0) provided the equality f (λx) = λpf (x) holds for any x ∈ dom(f ) and λ > 0.
A function f :X → R¯ is said to be lower semicontinuous (l.s.c.) at x¯ iff f (x¯) lim infx→x¯ f (x).
Definition 2.1. (See [2].) Let D be an open convex subset of X and f :D → R be a convex function. We call the set
∂¯f (x¯) := {x∗ ∈ X∗ | 〈x∗, x − x¯〉 + f (x¯) f (x) (∀x ∈ D)}
the subdifferential of f at x¯ ∈ X. It has been known that ∂¯f (x¯) 
= ∅, provided f is continuous at x¯ (see [2]).
Definition 2.2. (See [3].) Let f :X → R¯ be a l.s.c. function. We call the set
∂ˆf (x¯) :=
{
x∗ ∈ X∗
∣∣∣ lim inf
x→x¯
f (x) − f (x¯) − 〈x∗, x − x¯〉
‖x − x¯‖  0
}
the Fréchet subdifferential of f at x¯.
Definition 2.3. (See [4].) Let S ⊂ X be a nonempty closed set. We call the set
Nˆ(x¯;S) :=
{
x∗ ∈ X∗
∣∣∣ lim sup
x
S→x¯
〈x∗, x − x¯〉
‖x − x¯‖  0
}
the Fréchet normal cone to S at x¯ ∈ S. It is easy to check that Nˆ(x¯;S) = ∂ˆδ(x¯;S).
Given a nonempty subset S ⊂ X and a number ε  0, we considered the ε-enlargement of the cone Nˆ(·;S) by [4]
Nˆε(x;S) :=
{
x∗ ∈ X∗
∣∣∣ lim sup
x
S→x
〈x∗, u − x〉
‖u− x‖  ε
}
and by Nˆε(x;S) := ∅ for x ∈¯S. Then the basic normal cone to S at x¯ ∈ S is given by [4]
N(x¯;S) := lim sup
x→x¯,ε↓0
Nˆε(x;S),
where
lim sup
x→x¯
Nˆε(x;S) :=
{
x∗ ∈ X∗ | ∃ sequences xk → x¯ and x∗k w
∗→ x∗ with x∗k ∈ Nˆε(xk;S) for all k ∈ N
}
.
When X is a Asplund space, i.e., its every separable subspace has a separable dual (see [2] for more information),
and S is closed around x¯, one can equivalently put ε = 0 above and replace Nˆε(x;S) by Fréchet normal cone (see [5,
Theorem 2.9]).
Given f :X → R¯ finite at x¯, the (lower) basic subdifferential of f at x¯ can be defined by [4]
∂f (x¯) := {x∗ ∈ X∗ | (x∗,−1) ∈ N((x¯, f (x¯)); epif )}. (1)
If f is lower semicontinuous around x¯ and X is Asplund, (1) is equivalent to the analytic representation
∂f (x¯) = lim sup
x
f→x¯
∂ˆf (x),
where x f→ x¯ means that x → x¯ and f (x) → f (x¯). The basic upper superdifferential of f at x¯ is defined by
∂+f (x¯) := −∂(−f )(x¯) and can be represented via basic normals to the hypograph of f as well as via sequential
limits of Fréchet upper subgradient similarly to the basic subdifferential (see [6]).
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sets and set-valued mappings and studied in detail their properties in Asplund spaces (see [7,8]). And the subdifferen-
tial and coderivative have been used in Ekeland Variational Principle (see [9]).
3. Generalized Euler identity for subdifferentials
As is well known, there has been an Euler identity denoted on the p-positively homogeneous differentiable function
f :Rn → R by〈∇f (x), x〉= pf (x), ∀x ∈ Rn. (2)
In this section, we will extend Euler identity to p-positively homogeneous (p > 0) and lower semicontinuous
functions defined on the real Banach space by subdifferential as the following theorems.
Theorem 3.1. Let D be an open convex cone of X, and f :D → R be a p-positively homogeneous and convex
continuous function. Then, for each x¯ ∈ D, the following identity holds:
〈x∗, x¯〉 = pf (x¯), ∀x∗ ∈ ∂¯f (x¯).
We denote it simply by〈
∂¯f (x¯), x¯
〉= pf (x¯).
Proof. For each x¯ ∈ D, since f is convex and continuous at x¯ ∈ X, then ∂¯f (x¯) 
= ∅. For each x∗ ∈ ∂¯f (x¯), we have
〈x∗, x − x¯〉 + f (x¯) f (x), ∀x ∈ D. (3)
Since f is a positively homogeneous function with degree p, it follows from (3), by substituting x for λx¯ (λ > 0),
that
(λ − 1)〈x∗, x¯〉 (λp − 1)f (x¯). (4)
Taking limit as λ ↓ 1 and λ ↑ 1 in (4) respectively, it can be yielded that
〈x∗, x¯〉 = pf (x¯). 
Theorem 3.2. Let f :X → R¯ be a p-positively homogeneous (p > 0) and l.s.c. function. Then, for each x¯ ∈ dom(∂ˆf ),
the following identity holds:〈
∂ˆf (x¯), x¯
〉= pf (x¯).
Proof. Let x∗ ∈ ∂ˆf (x¯), then
lim inf
x→x¯
f (x) − f (x¯) − 〈x∗, x − x¯〉
‖x − x¯‖  0. (5)
By substituting x for λx¯ (λ > 0) in (5), we have
lim inf
λ→1
(λp − 1)f (x¯) − (λ − 1)〈x∗, x¯〉
|λ − 1| · ‖x¯‖  0.
Therefore,
lim inf
λ↑1
(λp − 1)f (x¯)
(λ − 1)‖x¯‖ 
〈x∗, x¯〉
‖x¯‖ ,
i.e.,
pf (x¯) 〈x∗, x¯〉, (6)
and
lim inf
[
− (λ
p − 1)f (x¯)]−〈x∗, x¯〉 ,
λ↓1 (λ − 1)‖x¯‖ ‖x¯‖
F. Yang, Z. Wei / J. Math. Anal. Appl. 337 (2008) 516–523 519i.e.,
pf (x¯) 〈x∗, x¯〉. (7)
It follows from (6) and (7) that
〈x∗, x¯〉 = pf (x¯). 
Then, by basic subdifferential of (1), we extend Euler identity to homogeneous and lower semicontinuous functions
defined on the Asplund space.
Theorem 3.3. Let X be a Asplund space and f :X → R¯ be a p-positively homogeneous (p > 0) and l.s.c. function.
Then, for each x¯ ∈ dom(∂f ), the following identity holds:〈
∂f (x¯), x¯
〉= pf (x¯).
Proof. Let x¯ ∈ dom(∂f ) and x∗ ∈ ∂f (x¯), there exist sequences xk f→ x¯ and x∗k
w∗→ x∗ with x∗k ∈ ∂ˆf (xk), k = 1,2, . . . .
From Theorem 3.2, we have
〈x∗k , xk〉 = pf (xk) → pf (x¯) (k → ∞).
Since x∗k
w∗→ x∗ and xk → x¯, then
〈x∗k , xk〉 → 〈x∗, x¯〉 (k → ∞).
Thus, 〈x∗, x¯〉 = pf (x¯) holds for all x∗ ∈ ∂f (x¯). 
Remark 3.4. When f :Rn → R is a differentiable homogeneous function, we have ∂¯f (x¯) = ∂ˆf (x¯) = ∂f (x¯) =
{∇f (x¯)}. Thus, the generalized Euler identities in Theorems 3.1–3.3 become the identity (2). In [10], the general-
ized Euler identity is also obtained for β-subdifferential ∂βf .
4. Applications of the generalized Euler identities
In this section, we consider constrained optimization problems defined by positively homogeneous and lower
semicontinuous functions in Banach spaces, and give several applications of the obtained Euler identities.
Proposition 4.1. Let f :X → R be positively homogeneous and convex continuous function. Suppose that S is an
open convex subset of X, and that x¯ ∈ S is a local optimal solution to the following problem
minimize f (x), subject to x ∈ S ⊂ X,
then
f (x¯) = 0.
Proof. Suppose that f is positively homogeneous with degree p (p > 0). By Theorem 3.1, we have
〈x∗, x¯〉 = pf (x¯), ∀x∗ ∈ ∂¯f (x¯). (8)
Since S is convex and open, it can be verified that x¯ is the global minimization. By the generalized Fermat rule, we
have
0 ∈ ∂¯f (x¯). (9)
It follows from (8) and (9) that
f (x¯) = 0. 
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minimize f (x), x ∈ D ⊂ X,
subject to gi(x) 0 (i = 1,2, . . . , n), (10)
where D is convex, and f,g1, g2, . . . , gn are convex defined on X.
Theorem 4.2. Let D be an open convex cone of X, and f :D → R be positively homogeneous and convex continuous
function. Suppose that g1, g2, . . . , gn :X → R satisfy the Slater’s constraint condition and
gi
(
λx + (1 − λ)y) λgi(x) + (1 − λ)gi(y), ∀x, y ∈ X, ∀λ > 0. (11)
If x¯ ∈ D is a local optimal solution to problem (10), then there exist real numbers λ1, λ2, . . . , λn  0, such that
〈
∂¯f (x¯), x¯
〉= n∑
i=1
λigi(0). (12)
Proof. Suppose that f is positively homogeneous with degree p (p > 0). By Theorem 3.1, we have〈
∂¯f (x¯), x¯
〉= pf (x¯). (13)
According to Kuhn–Tucker Theorem of [11, Lemma 2.4], there exist real numbers λ1, λ2, . . . , λn  0, such that
f (x¯) = min
{
f (x) +
n∑
i=1
λigi(x)
∣∣∣x ∈ D
}
, λigi(x¯) = 0. (14)
Then,
f (x¯) f (x) +
n∑
i=1
λigi(x), ∀x ∈ D. (15)
Since f is positively homogeneous with degree p (p > 0), it follows from (14) and (15), by substituting x for λx¯
(λ > 0) in (15), that
(1 − λp)f (x¯) (1 − λ)
n∑
i=1
λigi(0). (16)
Taking limit as λ ↑ 1 and λ ↓ 1 in (16) respectively, we have
pf (x¯) =
n∑
i=1
λigi(0). (17)
It follows from (13) and (17) that
〈
∂¯f (x¯), x¯
〉= n∑
i=1
λigi(0). 
Next, we consider the minimization problem with functional constraints as follow{
minimize f0(x),
subject to x ∈ f−11 (A) ∩Ω, (18)
where f0 :X → R, f1 :X → R, Ω ⊂ X, A ⊂ R.
Theorem 4.3. Assume that Ω = X and A = {0}, and let f0 be positively homogeneous, and f1 :X → R be positively
homogeneous. Suppose that x¯ ∈ X is a local optimal solution to problem (18), and f1 is Fréchet differentiable at x¯
and ∇f1(x¯) 
= 0, then
f0(x¯) = 0.
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−f0 is also p0-positive homogeneous, by Theorem 3.2, we have
〈x∗, x¯〉 = −p0f0(x¯), ∀x∗ ∈ ∂ˆ(−f0)(x¯),〈∇f1(x¯), x¯〉= pf1(x¯) = 0. (19)
By [6, Theorem 4.1], there exists λ0  0, such that for every x∗0 ∈ ∂ˆ+f0(x¯), there is r ∈ R for which
0 = λ0x∗0 + ∇f1(x¯)∗r, (λ0, r) 
= 0. (20)
We claim that λ0 
= 0. Suppose to the contrary that λ0 = 0, by (20), then
∇f1(x¯)∗r = 0, r 
= 0.
Then, for each x ∈ X, we have(∇f1(x¯)∗r)(x) = r 〈∇f1(x¯), x〉= 0.
Since r 
= 0, then〈∇f1(x¯), x〉= 0, ∀x ∈ X.
Thus, ∇f1(x¯) = 0, which contradicts ∇f1(x¯) 
= 0. Since −x∗0 ∈ ∂ˆ(−f0)(x¯), it follows from (19) and (20) that
λ0p0f0(x¯) = 0.
Since p0 > 0 and λ0 > 0, then
f0(x¯) = 0. 
Then, we consider a special class of problems (18) concerning nondifferentiable optimization problem with many
functional constraint if equality and inequality type given by{
minimize f0(x), x ∈ Ω,
subject to fi(x) 0, i = 1,2, . . . ,m,
fi(x) = 0, i = m + 1,m+ 2, . . . ,m + r,
(21)
where X is Asplund and Ω ⊂ X is a cone, fi :X → R for i = 0,1, . . . ,m + r , f0 is positively homogeneous with
degree p0, and fi are positively homogeneous for i = 1, . . . ,m + r .
Theorem 4.4. Let x¯ be a local optimal solution to problem (21), where the set Ω is locally closed around x¯ and the
function fi is Lipschitz continuous around this point for i = m+1, . . . ,m+r . Suppose that X admits a Lipschitzian C1
bump function . Then, there exist λ0  0 and x˜∗ ∈ N(x¯;Ω), such that
〈x˜∗, x¯〉 = −λ0p0f0(x¯).
Proof. Suppose fi are positively homogeneous functions with degree pi (pi > 0) for i = 1, . . . ,m + r . Let x∗i ∈
∂ˆ+fi(x¯), i = 0,1, . . . ,m, applying to the result of [6, Theorem 4.4], there exist (λ0, λ1, . . . , λm+r ) ∈ Rm+r+1, x∗ ∈
∂(
∑m+r
i=m+1 λifi)(x¯) and x˜∗ ∈ N(x¯;Ω), such that
λi  0 for i = 0,1, . . . ,m, λifi(x¯) = 0 for i = 1,2, . . . ,m,
0 =
m∑
i=0
λix
∗
i + x∗ + x˜∗, (λ0, λ1, . . . , λm+1, x∗) 
= 0. (22)
Then
〈0, x¯〉 =
m∑
i=0
λi〈x∗i , x¯〉 + 〈x∗, x¯〉 + 〈x˜, x¯〉. (23)
Since x∗i ∈ ∂ˆ+fi(x¯), i.e., −x∗i ∈ ∂ˆ(−fi)(x¯), and −fi is also homogeneous with degree pi , by Theorem 3.2, then
〈−x∗, x¯〉 = −pifi(x¯).i
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m∑
i=1
λi〈x∗i , x¯〉 =
m∑
i=1
piλifi(x¯) = 0. (24)
Since x∗ ∈ ∂(∑m+ri=m+1 λifi)(x¯) and fi are Lipschitz continuous around x¯, by the result of [5, Corollary 4.3]
∂
(
m+r∑
i=m+1
λifi
)
(x¯) ⊂
m+r∑
i=m+1
∂(λifi)(x¯),
then there exist y∗i ∈ ∂(λifi)(x¯) (i = m + 1, . . . ,m + r), such that
x∗ = y∗m+1 + · · · + y∗m+r .
By Theorem 3.3 and λifi(x¯) = 0 for i = m+ 1, . . . ,m + r in (22), then
〈x∗, x¯〉 =
m+r∑
i=m+1
〈y∗i , x¯〉 =
m+r∑
i=m+1
piλifi(x¯) = 0. (25)
It follows from (23), (24) and (25) that
〈x˜∗, x¯〉 = −λ0p0f0(x¯). 
Let f :X → R be p-positively homogeneous and continuous, we define a set
M(x) := {x∗ ∈ X∗ | 〈x∗, x〉 = pf (x)}, ∀x ∈ X.
It is easy to verify, by Theorem 3.2, that ∂ˆf (x) ⊂ M(x), ∀x ∈ X. We set
σ :X → X∗, x → σ(x) ∈ M(x).
Remark 4.5. M(x) can be unbounded. For example, f (x0) = 0, we have M(x0) is an unbounded set.
Theorem 4.6. Assume that M(x) is the singleton. If σ :X → X∗ is locally bounded at x, then σ is norm-to-weak*
sequence continuous at x.
Proof. Suppose to the contrary that there exist a sequence {xn} converging to x while σ(xn) do not w∗-converge
to σ(x). Then, there exists ε0 > 0, for each k ∈ N, we can find σ(xnk ) and ynk ∈ X, such that∣∣〈σ(xnk ) − σ(x), ynk 〉∣∣ ε0. (26)
Since σ is locally bounded at x and xn → x, then {σ(xnk )} is bounded. By Banach–Alaoglu Theorem, we can find a
subnet {σ(xδ)} of {σ(xnk )} and y∗ ∈ X∗, such that
σ(xδ)
w∗→ y∗.
From ∣∣〈y∗, x〉 − pf (x)∣∣= lim
δ
∣∣〈y∗, x〉 − 〈σ(xδ), xδ 〉∣∣= lim
δ
∣∣〈y∗ − σ(xδ), x〉+ 〈σ(xδ), xδ − x〉∣∣= 0
and M(x) is the singleton, we have σ(xδ)
w∗→ σ(x), which contradicts (26). 
Theorem 4.7. Let JX be an isometric isomorphism of X onto a closed subspace of X∗∗ by the equation below
〈JXx,f 〉 = f (x) (∀f ∈ X∗).
Assume that M(JXx) := {F ∈ X∗∗∗ | 〈F,JXx〉 = pf (x)} is the singleton. If σ :X → X∗ is locally bounded at x, then
σ is norm-to-weak continuous at x.
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H
(
σ(xn) − σ(x)
)
 0.
Since JX∗ is an isometric isomorphism, {JX∗σ(xn)} is bounded. By Banach–Alaoglu Theorem, there exist a subnet
{JX∗σ(xδ)} and F1 ∈ X∗∗∗, such that
JX∗σ(xδ)
w∗→ F1,
which implies F1 ∈ M(JXx). Since JX∗σ(x) ∈ M(JXx), by〈
F1 − JX∗σ(x),H
〉= lim
δ
H
(
σ(xδ) − σ(x)
) 
= 0,
we have F1 
= JX∗σ(x), which contradicts M(JXx) is the singleton. 
Theorem 4.8. Assume that M(x) is the singleton, and for arbitrary {x∗n} ⊂ X∗, 〈x∗n, x〉 → pf (x) implies x∗n → M(x).
If σ :X → X∗ is locally bounded at x, then σ is norm-to-norm continuous at x.
Proof. For arbitrary sequences xn → x, since f is continuous at x and {σ(xn)} is bounded, we have〈
σ(xn), x
〉= 〈σ(xn), xn〉+ 〈σ(xn), x − xn〉= pf (xn) + 〈σ(xn), x − xn〉→ pf (x).
By the conditions, σ(xn) → M(x) = σ(x). 
Remark 4.9. Since the multifunction M :X → 2X∗ can be considered as the extension of the support mapping
Σ :S(X) → 2S(X∗), and the norm function ‖ · ‖ is obviously a 1-positively homogeneous function and also satis-
fies Euler identity. Theorems 4.6–4.8 are the extension of smooth properties in Banach space X (see [12]).
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