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ABSTRACT
Sulphur trioxide (SO3) is a trace species in the atmospheres of the Earth and Venus,
as well as well as being an industrial product and an environmental pollutant. A varia-
tional line list for 32S16O3, named UYT2, is presented containing 21 billion vibration-
rotation transitions. UYT2 can be used to model infrared spectra of SO3 at wave-
lengths longwards of 2 µm (ν < 5000 cm−1) for temperatures up to 800 K. Infrared
absorption cross sections are also recorded at 300 and 500 C are used to validate the
UYT2 line list. The intensities in UYT2 are scaled to match the measured cross sec-
tions. The line list is made available in electronic form as supplementary data to this
article and at www.exomol.com.
Key words: molecular data; opacity; astronomical data bases: miscellaneous; planets
and satellites: atmospheres
1 INTRODUCTION
SO3 known to exist naturally in the Earth’s atmosphere;
its main source being volcanic emissions and hot springs
(Michaud et al. 2005) but it also plays role in the forma-
tion of acid rain. The oxidisation of SO2 to SO3 in the
atmosphere, followed by subsequent rapid reaction with
water vapour results in the production of sulphuric acid
(H2SO4) (Calvert et al. 1985) with many adverse envi-
ronmental effects (Vahedpour et al. 2011; Kolb et al. 1994;
Srivastava et al. 2004). So SO3 is a natural product whose
concentration in the atmosphere is significantly enhanced by
human activity, particularly as a byproduct of industrialisa-
tion. SO3 is observed in the products of combustion pro-
cesses (Srivastava et al. 2004; Hieta & Merimaa 2014) and
selective catalytic reduction (SCR) units, where the presence
of both is undesirable within flue gas chambers in large quan-
tities, as well as other industrial exhausts (Rawlins et al.
2005; Fleig et al. 2012). The control of these outputs is
therefore of great importance. The spectroscopic study of
sulphur oxides can also provide insight into the history of the
Earth’s atmosphere (Whitehill et al. 2013). All this means
that observation of SO3 spectra and hence concentrations
provide a useful tool for understanding geological processes
and controlling polution.
Sulphur oxide chemistry has been observed in a variety
of astrophysical settings. Within the solar system, SO3 is a
⋆ Email: j.tennyson@ucl.ac.uk
constituent of the atmosphere of Venus (Craig et al. 1983;
Zhang et al. 2010, 2012). Although SO3 has yet to be ob-
served outside our solar system, it needs to be considered
alongside other sulphur oxides namely, sulphur monoxide
(SO) and SO2, which are well-known in several astronomical
environments (Na et al. 1990; Petuchowski & Bennett 1992;
Martin et al. 2003, 2005; Belyaev et al. 2012; Visscher et al.
2006; Belloche et al. 2013; Adande et al. 2013; Khayat et al.
2015). SO3 chemistry has been considered in a number of en-
viroments including giant planets, brown dwarfs, and dwarf
stars (Visscher et al. 2006). Unlike SO and SO2, SO3 is a
symmetric species with no permanent dipole moment mak-
ing it hard to detect in the interstellar medium. In practice,
the identification of SO3 in the infrared is hindered by the
presence of interfering SO2 where both species are found si-
multaneously; a number of their spectral features overlap,
particularly the ν3 bands of both molecules in the 1300 -
1400 cm−1 (7.4 µm) region. From this point of view SO2
can also be seen as a spectral ‘weed’ with respect to the
detection of SO3. An understanding of the spectroscopic be-
haviour of both of these molecules within the same spec-
tral window is therefore required to be able to correctly
identify each species independently. In this context we note
that a number of line lists are available for SO2 isotopo-
logues (Huang et al. 2014, 2016; Underwood et al. 2016); of
particular relevence is the recent hot ExoAmes line list of
Underwood et al. (2016).
The experimental spectroscopic studies of SO3 have
significant gaps, notably the absence of any measurement
c© 2016 The Authors
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of absolute line intensities in the infrared. This may be
attributed to its vigorous chemical reactivity which make
measurements difficult. SO3 is a symmetric planar molecule
with equilibrium S-O bond lengths of 1.41732 A˚ and inter-
bond angles of 120◦ (Ortigoso et al. 1989), described by
D3h(M) symmetry. The ν1, ν2, ν3 and ν4 fundamental fre-
quencies are attributed to the totally symmetric stretch at
1064.9 cm−1(Barber et al. 2002), the symmetric bend at
497.5 cm−1, and the asymmetric stretching and bending
modes at 1391.5 and 530.1 cm−1, respectively (Sharpe et al.
2003).
The infrared and coherent anti-stokes vibration-rotation
spectra of a number of isotopologues of SO3 have been
extensively investigated in a series of papers by Maki
and co-workers (Kaldor et al. 1973; Ortigoso et al. 1989;
Chrysostom et al. 2001; Maki et al. 2001; Barber et al.
2002; Sharpe et al. 2003; Maki et al. 2004), reassessing and
confirming fundamental constants and frequencies. 18 bands
were analysed based on an empirical fitting to effective
Hamiltonian models, yielding rovibrational constants and
energy levels assigned by appropriate vibrational and rota-
tional quantum numbers. Some temperature-dependent in-
frared cross sections are also available from laboratory stud-
ies (Grosch et al. 2013, 2015a), and we present new measure-
ments in this work. Unlike all other measurements of SO3
spectra, these cross sections are absolute. However, assigned
spectra represented by line lists allow for the modelling of
both absorption and emission spectra in different environ-
ments.
The “forbidden” rotational spectrum, for which cen-
trifugal distortions can induce transitions, was investigated
for the first time by Meyer et al. (1991) using microwave
Fourier-transform spectroscopy. Assignments for 25 transi-
tions were made, as well as the determination of a number of
rotational constants, including the only direct measurement
of the C0 rotational constant. The work was analysed and
extended theoretically (Underwood et al. 2014).
There have been a few studies on the ultraviolet spec-
trum of SO3 by Fajans & Goodeve (1936), and Leroy et al.
(1981), both between 220 and 270 nm where overlap with
SO2 is small. Burkholder & McKeen (1997) reported cross
sections for the 195 to 330 nm range for the purposes of
photolysis rate calculations of SO3. All measurements were
taken at room-temperature, and neither reported assign-
ments for any of the bands, which exist as weak, diffuse
vibrational band structures superimposed on a continuous
background. As such, the rovibronic behaviour of SO3 is
much less well understood than for SO2.
Prior to our studies, there was limited theoretical
work on SO3. Early work on anharmonic force constants
(Dorney et al. 1973; Flament et al. 1992) for SO3 led to first
accurate, fully ab initio anharmonic quartic force field com-
puted by Martin (1999). There have been no theoretical
studies into the UV spectrum of SO3. As for the experi-
mental studies for SO3, none of this work provided tran-
sition intensities. Our preliminary study for this project
(Underwood et al. 2013), which produced the ab initio,
room-temperature UYT line list, therefore provides the first
absolute transition intensities for SO3. These were used in
the 2012 release of the HITRAN database (Rothman et al.
2013) to scale the relative experimental measurements al-
lowing SO3 to be included in the database for the first time.
As discussed below, the present work suggest that these in-
tensites may need to be reconsidered.
The present study on SO3 was performed as part of
the ExoMol project. ExoMol aims to provide comprehen-
sive line lists of molecular transitions important for un-
derstanding hot atmospheres of exoplanets and other bod-
ies (Tennyson & Yurchenko 2012). Besides the ExoAmes
SO2 line list mentioned above, ExoMol has produced
very extensive line lists for a number of polyatomic
species including methane (CH4) (Yurchenko & Tennyson
2014), phosphine (PH3) (Sousa-Silva et al. 2015), formalde-
hyde (H2CO) (Al-Refaie et al. 2015b), hydrogen peroxide
(HOOH) (Al-Refaie et al. 2015a) and nitric acid (HNO3)
(Pavlyuchko et al. 2015b). These line lists, all of which con-
tain about 10 billion distinct vibration-rotation transitions,
required the adoption of special computational procedures
to make their calculation tractable. The UYT2 SO3 line list
presented here is the largest computed so far with 21 bil-
lion lines; as SO3 is a system comprising four heavy atoms
this meant considering rotation states up to J = 130 as part
of these calculations. These calculations therefore required
further enhancement of our computational methods which
are described below. The lack of measured SO3 spectra at
temperatures above 300 K on an absolute scale is clearly a
problem for validating our calculations. Here we present in-
frared absorption cross sections for SO3 measured at a range
of temperatures up to 500 C.
The next section describes our theoretical procedures;
our experiments are described in section 3. Section 4 presents
the UYT2 line list. Section 5 compares the UYT2 line list
with our measurements with a particular emphasis on inten-
sity comparisons. The final section gives details on how to
access the line list and our conclusions.
2 THEORETICAL METHOD
To compute a variational line list requires three components
(Lodi & Tennyson 2010): a suitable potential energy surface
(PES), dipole moment surfaces (DMS), and a nuclear motion
program. Variational nuclear motion programs, which use
basis functions to provide direct solutions of the rotation-
vibration Schro¨dinger equation for a given PES, means that
interactions between the levels associated with different vi-
brational states and the associated intensity stealing be-
tween these bands are automatically included in the calcula-
tion. In particular, the use of exact kinetic energy operators
means that how well these effects are reproduced depends
strongly on the PES used; the reader is refered to a recent
study by Zak et al. (2016) for a discussion of this.
Here the nuclear motion calculations are performed
with the flexible, polyatomic vibration-rotation nuclear mo-
tion program TROVE (Yurchenko et al. 2007). The ab ini-
tio DMS surface was adopted unaltered from our previous
calculations (Underwood et al. 2013) (UYT); below we de-
scribe refinement of the PES. Both the ab initio PES and
DMS were computed at the coupled-clusters level of theory
(CCSD(T)-F12b) level of theory with appropriate triple-ζ
basis sets, aug-cc-pVTZ-F12 and aug-cc-pV(T+d)Z-F12 for
O and S, respectively.
The label F12 in the theoretical model denotes the use
of explicitly correlated functions which are designed to ac-
MNRAS 000, 1–15 (2016)
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celarate basis set convergence. The F12b varient is an effi-
cient F12 implementation due to Adler et al. (2007). Use of
CCSD(T)-F12b methods have been shown to give improved
vibrational frequencies compared to standard CCSD(T) cal-
culations (Martin & Kesharwani 2014) but their use for in-
tensity calculations remains relatively untested. We return
to this issue below.
2.1 Refining the Potential Energy Surface
The refinement of the ab initio PES involved performing
a least-squares fit to empirical rovibrational energies or ob-
served transition frequencies. The procedure follows that de-
scribed elsewhere (Yurchenko et al. 2011; Yachmenev et al.
2011; Sousa-Silva et al. 2013; Yurchenko & Tennyson 2014)
and is based on adding a correction, ∆V , to the ab initio
UYT PES, which is represented by an expansion
∆V =
∑
ijklmn
∆fijklmnξ
i
1ξ
j
2ξ
k
3 ξ
l
4ξ
m
5 ξ
n
6 (1)
in terms of the same internal coordinates as UYT
Underwood et al. (2013):
ξk = 1− exp(−a(rk − re)), k = 1, 2, 3, (2)
ξ4 =
1√
6
(2α23 − α13 − α12) , (3)
ξ5 =
1√
2
(α13 − α12) , (4)
ξ6 = sin ρe − sin ρ¯, (5)
where
sin ρ¯ =
2√
3
sin[(α23 + α13 + α12)/6] (6)
sin ρe is the equilibrium value of sin ρ¯, a is a molecular pa-
rameter, and ∆fijk... are expansion coefficients. Here ri is
a bond length and αij is an interbond bond angle. Fur-
ther details of this functional form and symmetry relations
between ∆fijk... can be found elsewhere (Yurchenko et al.
2005b; Underwood et al. 2013).
The refined potential coefficients ∆fijk... were deter-
mined using a least squares fitting algorithm which uses the
derivatives of energies with respect to ∆fijk... computed via
the Hellmann-Feynman theorem (Feynman 1939). The pro-
cess starts by setting all ∆fijk... = 0. The resulting refined
PES is only an ‘effective’ one since it depends on any ap-
proximation in the nuclear motion calculations; it is there-
fore dependent on the levels of kinetic energy (KE) and PES
expansion, and basis set used (see below). As a result of this,
improving the nuclear motion calculation may lead to worse
agreement with the observations.
The experimental data for the energies is taken from
the extensive high resolution infrared studies of Maki
and co-workers (Kaldor et al. 1973; Ortigoso et al. 1989;
Chrysostom et al. 2001; Maki et al. 2001; Barber et al.
2002; Sharpe et al. 2003; Maki et al. 2004). The majority
of these studies provide upper and lower energy states la-
belled by their vibrational normal mode and rotational (J ,
K) quantum numbers, which were validated using effective
Hamiltonians. However, the bands studied by Maki et al.
(2004) label transitions by rotational and vibrational quan-
tum numbers, but do not list upper and lower energy lev-
els. Combination differences were used to obtain energies for
Table 1. Comparison of RMS differences for the ab initio (UYT)
and refined (UYT2) PES for observed vibrational band centres
of SO3. Values for band centres are the experimental ones of
(Maki et al. 2001). All values are in cm−1. Note: UYT does not
cover transition frequencies above 4000 cm−1.
Band Band Centre UYT UYT2
2ν2 - ν2 497.45 0.73 0.09
ν2 - ν0 497.57 0.77 0.05
ν2 + ν4 - ν4 497.81 0.82 0.03
2ν
(l4=0)
4 - ν4 529.72 1.33 0.30
ν4 - ν0 530.09 1.41 0.09
ν2 + ν4 - ν2 530.33 0.22 0.08
2ν
(l4=2)
4 - ν4 530.36 1.54 0.37
ν1 - ν4 534.83 0.47 0.20
ν3 - ν0 1391.52 4.06 0.09
2ν2 + ν4 - ν0 1525.61 0.19 0.08
§ν2 + 2ν
(l4=0)
4 - ν0 1557.88 2.39 1.17
§ν2 + 2ν
(l4=2)
4 - ν0 1558.52 2.12 0.64
§ν1 + ν2 - ν0 1560.60 1.14 1.28
§3νl4=14 - ν0 1589.81 6.73 4.00
§ν1 + ν
(l4=1)
4 - ν0 1593.69 3.32 3.57
⋆§(ν3 + ν4)(L=2) - ν0 1917.68 5.34 0.65
2ν
(l3=2)
3 − ν0 2777.87 7.53 0.20
§3ν
(l3=1)
3 - ν0 4136.39 – 0.08
⋆The value L is given by L = |l3 + l4|, see Maki et al. (2004).
§These bands are refined using energy levels obtained from the
data by (Maki et al. 2001, 2004) via combination differences.
these bands using the experimental line positions reported
by the accompanying publications; these are highlighted in
Table 1. In matching experimental and computed energies,
a number of experimentally derived energies were not in-
cluded in the fit; these correspond to transitions excluded
by Maki et al. from their Hamiltonian fits. A total of 119
energy levels for J ≤ 5 were chosen from this set based on
their reliability at reproducing the observed transitions, with
the condition that they are physically accessible states with
A′ or A′′ symmetry; any published values of experimentally-
derived purely vibrational terms (i.e. band centres) that are
inaccessible were not included. Table 3 lists all the J = 5
levels used in the refinement process, comparing with their
final computed counterparts.
Table 1 shows the effect of the final potential refinement
on the bands used in the refining procedure. The root mean
square (RMS) differences are calculated by matching all ex-
perimental lines for each band with calculated values via
their quantum number assignments for all J ≤ 5 available.
The RMS differences calculated are slightly increased
when including higher J > 5 term values comparing to the
residuals in Table 3 for a few bands as a result of the refine-
ment, namely the ν1 + ν2 and ν1 + ν
(l4=1)
4 bands. The ex-
perimental energy levels used to refine these two bands were
obtained using combination differences. However, for some
rotationally excited levels within these bands, the quantum
number labelling of the experimental transitions appears du-
bious: in particular there are a number of transition whose
labels are duplicated. These transitions were not included
in the RMS difference calculations but there must be some
doubt about the validity of the quantum number assign-
ments of the other transitions in these bands. This may well
explain the increased the RMS difference.
MNRAS 000, 1–15 (2016)
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Table 2. Comparisons of vibrational (J = 0) terms for SO3,
between experimental values (Maki et al. 2001), and the ab initio
(UYT) and refined (UYT2) PES. All values are given in cm−1.
Obs. UYT UYT2
ν2 497.57 498.48 497.56
ν4 530.09 528.59 530.09
2ν2 995.02 995.35 993.67
ν2 + ν
(l4=1)
4 1027.90 1027.35 1027.33
2ν
(l4=0)
4 1059.81 1056.50 1059.48
2ν
(l4=2)
4 1060.45 1057.38 1060.45
ν1 1064.92 1065.75 1066.49
ν3 1391.52 1387.45 1391.51
3ν2 1492.35 1490.76 1488.47
2ν2 + ν
(l4=1)
4 1525.61 1524.48 1524.20
ν2 + 2ν
(l4=0)
4 1557.88 1555.59 1557.50
ν2 + 2ν
(l4=2)
4 1558.52 1556.45 1558.46
ν1 + ν2 1560.60 1565.33 1565.07
3ν
(l4=1)
4 1589.81 1586.46 1588.97
3ν
(l4=3)
4 1591.10 1586.43 1591.06
ν1 + ν
(l4=1)
4 1593.69 1593.36 1595.92
ν2 + ν
(l3=1)
3 1884.57 1881.53 1884.29
⋆(ν3 + ν4)(L=2) 1917.68 1912.24 1917.68
⋆(ν3 + ν4)(L=0) 1918.23 1914.56 1919.63
2ν
(l3=0)
3 2766.40 2759.12 2766.38
2ν
(l3=2)
3 2777.87 2770.29 2777.86
3ν
(l3=1)
3 4136.39 4126.78 4136.33
⋆The value L is given by L = |l3 + l4|, see Maki et al. (2004).
Table 2 compares all published vibrational (J = 0) term
values with those calculated with TROVE before and after
refinement. There are some discrepancies introduced by the
refinement procedure and in some cases deteriorations from
the pre-refined values (e.g 2ν2). The quality of the refinement
can be assessed from Table 1, with the exception of 3ν2, for
which there is no experimental band data available beyond
the quoted vibrational term value (Maki et al. 2004).
Our refined PES is given as Supplementary Information
to this article.
2.2 Calculation using TROVE
In specifying a calculation using TROVE, it is necessary to
fix a number of parameters. In particular both the KE and
PES are expanded as a Taylor series about the equilibrium
geometry (Yurchenko et al. 2007). For UYT the expansions
were truncated at 4th and 8th orders respectively. Here the
KE expansion order was increased to 6th in order to allow
better convergence. For the detailed description of the basis
set see Underwood et al. (2013). Here it suffices to define the
maximal polyad number Pmax used in TROVE to control
the size of the basis set. The polyad number in case of SO3
in terms of the normal mode quantum numbers is given by
P = 2(n1 + n3) + n2 + n4, (7)
where n1, n2, n3 and n4 are the normal mode quanta asso-
ciated with the ν1, ν2, ν3 and ν4 vibrational modes. For the
UYT2 calculations the value of Pmax was set initially to 24
for the 1D primitive basis functions to form a product-type
basis set, which was then contracted to Pmax = 18 after a set
of prediagonalizations of reduced Hamiltonian matrices and
Table 3. Observed (Maki et al. 2001) minus Calculated residuals
for the J = 5 energy levels used in the refinement procedure. All
values are in cm−1. The corresponding values for J ≤ 5 are given
in Underwood (2016).
State K Obs. UYT2 Obs. - Calc.
ν0 3 8.885 8.886 -0.001
ν2 3 506.367 506.360 0.008
0 507.900 507.893 0.007
5 535.323 535.312 0.011
ν
(l4=1)
4 4 538.471 538.490 -0.020
2 539.561 539.560 0.001
1 540.677 540.685 -0.008
2ν2 3 1002.357 1002.411 -0.054
ν2 + ν
(l4=1)
4 5 1033.102 1033.058 0.044
4 1036.241 1036.226 0.016
2 1037.252 1037.219 0.033
1 1038.243 1038.220 0.023
5 1068.278 1068.303 -0.025
2ν
(l4=0)
4 3 1068.461 1068.456 0.005
2ν
(l4=2)
4 2 1071.024 1071.031 -0.007
5 1398.427 1398.437 -0.010
ν
(l3=1)
3 2 1401.580 1401.581 -0.001
1 1401.599 1401.591 0.009
5 1529.365 1529.362 0.003
2ν2 + ν
(l4=1)
4 4 1532.498 1532.520 -0.022
2 1533.442 1533.448 -0.006
ν1 + ν2 3 1573.870 1573.856 0.014
0 1575.400 1575.387 0.013
3ν
(l4=1)
4 4 1597.408 1597.410 -0.002
ν1 + ν
(l4=1)
4 5 1601.162 1601.150 0.012
4 1604.308 1604.322 -0.014
2 1605.430 1605.426 0.004
1 1606.574 1606.577 -0.002
5 1923.797 1923.808 -0.011
⋆(ν3 + ν4)(L=2) 4 1925.310 1925.318 -0.008
0 1927.488 1927.422 0.066
1 1927.982 1927.988 -0.006
5 2782.262 2782.227 0.035
2ν
(l3=2)
3 4 2786.812 2786.837 -0.025
2 2786.901 2786.888 0.014
1 2788.419 2788.425 -0.006
3ν
(l3=1)
3 5 4143.316 4143.246 0.070
2 4146.379 4146.329 0.050
⋆The value L is given by L = |l3 + l4|, see Maki et al. (2004).
symmetrized. The value of Pmax used for UYT was 12. This
increase was necessary to allow both better convergence of
the increased number of energies which is needed for high
temperature spectra. Only energies lying up to 10 000 cm−1
above the ground state were considered as part of this study.
The high symmetry of 32S16O3, and the associated nu-
clear spin statistics, means that it is only necessary to con-
sider transitions between A′1 and A
′′
1 symmetries of the D3h
point group used for the calculations. The final UYT2 line
list consists of all allowed transitions between 0 < ν ≤ 5000
cm−1, satisfying the conditions E′ ≤ 9000 cm−1, E′′ ≤ 4000
cm−1 and J ≤ 130. These parameters are designed to give a
complete spectrum up to 5000 cm−1 (λ > 2 µm) for temper-
atures up to about 800 K. Generating a complete line list
with these parameters is computationally demanding and
therefore requires special measures to be taken.
In terms of memory, diagonalisation of the Hamilto-
nian matrices is the most computationally expensive part
MNRAS 000, 1–15 (2016)
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of the line list calculation. For each J , a matrix is built
(Yurchenko et al. 2007, 2009) and then stored in the memory
for diagonalisation, using an appropriate eigensolver routine.
TROVE uses a symmetry adapted basis set representation
and allows splitting of each J Hamiltonian matrix further
into the six symmetry blocks (A′1, A
′
2, E
′, A′′1 , A
′′
2 , and E
′′)
which are dealt with separately. Since only the A′1 and A
′′
1
symmetry species are allowed by the nuclear statistics of
32S16O3, only these symmetry blocks are diagonalized.
Memory requirements scale with the square of the di-
mension of the Hamiltonian matrix, NHamJ . This is given
roughly by NHamJ = NJ=0 × (2J + 1), where NJ=0 is
the dimension of the purely vibrational matrix. For UYT2,
the combined dimension NJ=0 of both A
′
1 and A
′′
1 symme-
tries is 2692; for comparison, the UYT line list calculations
used NJ=0 = 679. The size of the largest matrix consid-
ered in the room-temperature calculations (for J = 85) is
NHam85 = 111 296, which is already surpassed by J = 21 for
UYT2 for which the value of NHam85 = 454 488. It became
quickly apparent that the diagonalisation techniques previ-
ously employed to determine the UYT wavefunctions would
be impractical for UYT2.
Nuclear motion calculations were performed using both
the Darwin and COSMOS HPC facilities in Cambridge, UK.
Each of the computing nodes on the Darwin cluster provide
16 CPUs across two 2.60 GHz 8-core Intel Sandy Bridge E5-
2670 processors, and a maximum of 64 Gb of RAM. The
advantage of moving eigenfunction calculations to the Dar-
win cluster are that an entire node can be dedicated to one
calculation, spread across the 16 CPUs. Since multiple nodes
can be accessed by a single user at any time, multiple com-
putations were carried out simultaneously.
Diagonalisation of matrices with J ≤ 32 was possi-
ble using the LAPACK DSYEV eigensolver (Anderson et al.
1999), optimised for OpenMP parallelisation across multiple
(16) CPUs. For 32 < J ≤ 90 a distributed memory approach
was used with an MPI-optimised version of the eigensolver,
PDSYEVD, which allowed diagonalisations across multiple
Darwin/COSMOS nodes in order to make use of their col-
lective memory. In order to diagonalise the matrix within
the 36 hour wall clock limit, it was necessary to perform
this method in three steps. First, for a given J and sym-
metry species Γ, the Hamiltonian matrix was constructed
and saved to disk. Secondly, the matrix was then read and
diagonalised using PDSYEVD across the number of nodes
required to store of the matrix in their shared memory. This
produces a set of eigenvectors which were read in again to
convert into the TROVE eigenfunction format.
For J > 90 yet another approach was developed for
use on the COSMOS shared memory machine. This method
employed the PLASMA DSYTRDX routine (Kurzak et al.
2013) and, unlike the above procedure, constructed, diago-
nalised and stored wavefunctions to disk in a single process
by extending both the standard wallclock time and memory
limits. For J = 130 (Γ = A′1) a total of 52 hours of real time
was taken to construct and diagonalize the Hamiltonian ma-
trix across 416 CPUs, and utilising 3140 Gb of RAM.
While matrix diagonalisation dominates the memory re-
quirements of the calculation, computing the line strengths,
S(f ← i), is the major user of computer time. In principle
line strengths for all transitions obeying the rigorous electric
dipole selection rules, ∆J = J ′ − J ′′ = 0,±1 (J ′′ + J ′ ≥ 1)
and A′1 ↔ A′′1 , were computed. In practice this was modified
to reduce the computational demands. Firstly, calculations
of the line strength only take into consideration the basis
functions of the final state wavefunction whose coefficients
are greater than 10−14. In addition to this a threshold value
for the Einstein A coefficient of 10−74 s−1 dictates which
transitions are kept. However, the number of line strength
calculations to be performed still remains very large and
even with parallelisation across multiple Darwin CPUs, per-
forming the calculations proved to be both computationally
expensive and difficult.
To help expedite these computations, an adapted ver-
sion of TROVE was used which is optimised for performing
calculations on graphical processing units (GPUs). The use
of this implementation, known as GAIN (GPU Accelarated
INtensities) (Al-Refaie et al. 2016), allowed for the compu-
tation of transition strengths for the more computationally
demanding parts of the calculations. These calculations were
performed on the Emerald GPU cluster, based in Southamp-
ton. In general, the calculation of transition strengths across
multiple GPUs was much faster than the Darwin CPUs. For
example, there are a total of 349 481 979 transitions for J ′′
= 35, which took a total of 17 338 CPU hours to compute
on the Darwin nodes, compared to 2053 GPU hours on the
Emerald nodes for 346 620 894 transitions for the larger J ′′
= 59 case. These GPU calculations were carried out for those
J ↔ J + 1 pairs containing a large number of states, while
the Darwin CPUs were reserved for the less computationally
demanding sections.
21 billion transitions were calculated for UYT2, which
is two orders of magnitude larger than UYT. Overall per-
forming the computations needed for the UYT2 line list took
us over 2 years.
3 EXPERIMENTS
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Figure 1. Set up used for SO2/SO3/O3 infrared absorption measurements.
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SO3 absorbance measurements at temperatures up to
500 C were performed using a quartz high-temperature
gas flow cell (q-HGC). The cell has been described in de-
tails by Grosch et al. (2013) and has recently been used for
measurements with NH3 (Barton et al. 2015), S-containing
gases (Grosch et al. 2015a) and some PAH compounds
(Grosch et al. 2015b).
Because SO3 is an extremely reactive gas and normally
contains traces of SO2 if ordered from a gas supplier, it was
decided to produce SO3 directly in the set up. It is known
that SO2 can react with O3 and form SO3:
SO2 +O3 → SO3 +O2. (8)
The rate constant for the reaction (8) is temperature depen-
dent: higher temperatures favour SO3 formation. However
at higher temperatures O3 starts to decompose into O2 and
O:
O3(+M)→ O2 +O(+M) (9)
Some O and O2 can contribute further in SO3 formation and
“re-cycle” O3:
SO2 +O(+M) → SO3(+M)
O +O2(+M) → O3(+M)
O +O(+M) → O2(+M) (10)
If any water traces are present in the system, SO3 will
rapidly be converted into sulfuric acid (H2SO4):
SO3 +H2O(+M)→ H2SO4(+M), (11)
which is then followed by further surface-promoted reaction:
H2SO4 + surface→ products. (12)
Other possible SO3 removal channels are:
SO3(+M) → SO2 +O(+M)
SO3 + surface → products. (13)
These reactions are very prominent in a clean set up with
“active” surfaces.
In the presence of O2, a reversible reaction (which is
also temperature-dependent) takes place:
2SO2 +O2(+M)→ 2SO3(+M). (14)
However SO3 formation through reaction (14) takes place
at temperatures higher than 500 C. The set-up is shown in
Fig. 1. It can be divided into two parts: a SO3 generation
part and a part for optical measurements.
The optical part of the set up includes a high-resolution
FTIR spectrometer (Agilent 660 with a linearized broad-
band MCT detector), the q-HGC and a light-source (Hawk-
eye, IR-Si217, 1385C) with a KBr plano-convex lens. The
light source is placed in the focus of the KBr lens. The FTIR
and sections between the FTIR/q-GHC and q-HGC/IR light
source have been purged by CO2/H2O-free air obtained from
a purge generator.
The O3-generation part consists of a set of high-end
mass-flow controllers (MFC’s), O3-generator and a unit
called SO3-reactor. MFC’s (Bronkhorst) have been used to
keep constant gas flows and mix gas flows of N2, N2+SO2
and O2+O3 in desirable ratios. An O3-generator (WEDECO
GSO 30, water cooled, rated capacity at full load 100 g
hour−1 of O3 with use of O2) was used to produce O3 from
O2. Because of the high O2 flow rate required for stable op-
eration of the O3-generator, only a part of the O2+O3 flow
was used in the measurements. The ozone generator was op-
erated at about 30% (225 W) of the full load. SO3-reactor
was a 50 cm heated quartz tube (20 – 200 C) with inner
diameter of 50 mm. N2+SO2 was mixed in the SO3-reactor
with O2+O3 from the ozone-generator at 170 – 190 C. The
gas residence time in the O3-reactor was about 60 s at 1
ln min
−1 (normal litres per minute) flow rate which was
enough to convert about 50% of SO2 into SO3 and at the
same time mostly decompose O3. The SO3-reactor was con-
nected through a heated Teflon-line (inner diameter 4 mm,
T = 20 – 200 C) to the inlet of the q-HGC. The gas resi-
dence time in the Teflon-line was about 0.8 s (at 1 ln/min)
and some further (minor) conversion of SO2 to SO3 took
also place.
Bottles with premixed gas mixture, N2 + SO2
(5000ppm) (Strandmo¨llen) and N2/O2 (99.998%) (AGA)
have been used for reference and SO2/SO3 absorbance mea-
surements. The main flow in the q-HGC was balanced with
the two buffer flows of N2 from q-HGC’s buffer parts. Most
of SO2/SO3 absorbance measurements have performed at
0.25-0.5 cm−1 nominal spectral resolutions and around at-
mospheric pressure in the q-HGC. Few measurements have
been performed at 0.09 cm−1 spectra resolution. The mea-
surements were performed in following steps:
(i) N2 + O2 in q-HGC, reference spectra, ozone generator
“off”;
(ii) N2 + O2 + SO2 (2500 ppm) in q-HGC, absorption
spectra, ozone generator “off”;
(iii) N2 + O2 + SO2 + SO3 + O3 in q-HGC, absorp-
tion spectra, ozone generator “on”, initial SO2 concentration
2500 ppm;
(iv) N2 + O2 + O3, in q-HGC, ozone generator “on” in
order to measure O3 traces in the q-HGC (addition step used
only for some measurements).
O3 has several absorption bands in 400-6000 cm
−1, which do
not interfere with SO2/SO3 absorption bands. At each step
two measurements were made: with a light source (emission
from the cell and light source) and without a light source
(emission from the cell). Experimental absorption spectra
SO2/SO3 were reconstructed in the way described in sec-
tion 3.1 of Barton et al. (2015). Spectra of SO2 measured in
step 2 have been normalized and subtracted from the com-
posite SO2+SO3 spectra obtained in step 3 in order to get
the zero absorption signal in vicinity of the SO2 bands as
one can see in Fig. 2. It was further assumed that all SO2
was consumed to produce SO3 (i.e. no SO3 losses channels).
Note various log10-absorption scales on these figures. The
extra (weak) broad feature in the region 1200-1285 cm−1 is
caused by the O3 production in the O3-generator.
Figure 3 gives a comparison of our newly measured cross
sections in the 7.4 µm region with those available from the
PNNL database for SO2 (upper) and SO3 (lower).
4 OVERVIEW OF THE UYT2 LINE LIST
The UYT2 line list is presented in the ExoMol format
(Tennyson et al. 2013, 2016) with main data contained in a
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Figure 2. Composite SO2+SO3+O3 absorption spectrum at
300 C (blue) together with (normalized) SO2 spectrum (olive)
and the result of subtraction of SO2 spectrum from the compos-
ite one (red): The vicinity of the ν1 (upper), ν3 (middle) and
ν1 + ν3(lower) bands of SO2.
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Figure 3. SO2 (upper) and SO3 (lower) absorption cross sections
at 400 C: 0.09 cm−1 (blue, boxcar), 0.5 cm−1 (red, triangular).
Cross section from PNNL database at 25 C (olive, 0.112 cm−1,
boxcar) are shown for comparison.
states and a set of transtions files. Tables 4 and 6 give por-
tions of these files. The complete files can be obtained via
ftp://cdsarc.u-strasbg.fr/pub/cats/J/MNRAS/xxx/yy,
or http://cdsarc.u-strasbg.fr/viz-bin/qcat?J/MNRAS//xxx/yy,
as well as the exomol website, www.exomol.com.
The energy levels listed in the states file are labelled
with the quantum numbers summarised in Table 5 and are
based on those recommended by Down et al. (2013) for am-
monia with the simplification that one does not need to con-
sider inversion. Only quantum numbers J , gTotal, ΓTotal and
the counting index, n are rigorously defined. The remaining
quantum numbers represent the largest contribution from
rotational and vibrational components of the wavefunction
expansion associated with a given state. TROVE provides
local mode quantum numbers associated with the basis set
construction scheme used (Underwood et al. 2013). The nor-
mal mode vibrational quantum numbers, n1, n2, n3 and n4,
and or their angular momentum projections L3 = |l3| and L4
= |l4| were obtained from the local mode quantum numbers
via the correlation rules
n1 + n3 = v1 + v2 + v3, (15)
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Table 4. Extract from the UTY2 state file for SO3; quantum numbers are specified in Table 5. The full table is available from
http://cdsarc.u-strasbg.fr/cgi-bin/VizieR?-source=J/MNRAS/xxx/yy.
n E˜ g J ΓTotal K ΓRot v1 v2 v3 v4 v5 v6 n1 n2 n3 L3 n4 L4 ΓVib
1 0.0000 1 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1
2 993.6780 1 0 1 0 1 0 0 0 0 0 2 0 2 0 0 0 0 1
3 1059.4770 1 0 1 0 1 0 0 0 0 2 0 0 0 0 0 2 0 1
4 1066.4970 1 0 1 0 1 1 0 0 0 0 0 1 0 0 0 0 0 1
5 1591.0349 1 0 1 0 1 0 0 0 0 3 0 0 0 0 0 3 1 1
6 1919.6346 1 0 1 0 1 1 0 0 0 1 0 0 0 1 1 1 1 1
7 1981.9944 1 0 1 0 1 0 0 0 0 0 4 0 4 0 0 0 0 1
8 2054.0505 1 0 1 0 1 0 0 0 0 2 2 0 2 0 0 2 0 1
9 2061.9334 1 0 1 0 1 1 0 0 0 0 2 1 2 0 0 0 0 1
10 2117.4659 1 0 1 0 1 0 0 0 0 4 0 0 0 0 0 4 0 1
11 2124.4973 1 0 1 0 1 1 0 0 0 2 0 1 0 0 0 2 0 1
12 2129.3331 1 0 1 0 1 0 1 1 0 0 0 2 0 0 0 0 0 1
13 2444.1614 1 0 1 0 1 1 0 0 0 2 0 0 0 1 1 2 2 1
14 2586.0493 1 0 1 0 1 0 0 0 0 3 2 0 2 0 0 3 1 1
15 2648.2382 1 0 1 0 1 0 0 0 0 5 0 0 0 0 0 5 1 1
16 2655.7551 1 0 1 0 1 1 0 0 0 3 0 1 0 0 0 3 1 1
17 2766.3812 1 0 1 0 1 0 2 0 0 0 0 0 0 2 0 0 0 1
18 2904.3481 1 0 1 0 1 1 0 0 0 1 2 0 2 1 1 1 1 1
Table 5. Quantum numbers used in labelling energy states.
Quantum Number Description
n Counting index
E˜ Energy value (cm−1)
g Total degeneracy of the state
J Angular momentum quantum number
ΓTotal Total symmetry in D3h(M): 1 = A
′
1, 4 = A
′′
1
K Projection of J on to the z-axis
ΓRot Rotational symmetry in D3h(M): 1 = A
′
1, 2 = A
′
2, 3 = E
′ , 4 = A′′1 , 5 = A
′′
2 , 6 = E
′′
vi, i = 1− 6 Local mode vibrational quantum numbers
n1, n2, n3, n4 Normal mode vibrational quantum numbers
L3, L4 L projections of the vibrational angular momenta
ΓVib Vibrational symmetry in D3h(M): 1 = A
′
1, 2 = A
′
2, 3 = E
′ , 4 = A′′1 , 5 = A
′′
2 , 6 = E
′′
Table 6. Extract from the UTY2 transitions file for SO3.
The full table is available from http://cdsarc.u-strasbg.fr/cgi-
bin/VizieR?-source=J/MNRAS/xxx/yy.
f i A
237007 249581 1.1253e-17
158430 148459 2.8358e-17
549592 568676 1.3725e-16
120670 112002 1.4546e-16
2080392 2117071 9.0696e-18
289088 302965 1.4938e-16
393104 377035 1.5764e-16
43637 49289 2.1375e-16
587986 607961 2.0370e-16
587868 647986 4.2068e-18
2007259 2043487 5.2490e-18
627725 648113 3.0673e-16
f : Upper state counting number; i: Lower state counting number;
Afi: Einstein-A coefficient in s
−1.
n2 + n4 = v4 + v5 + v6, (16)
and
l3 = −v3,−v3 + 2, ..., v3 − 2, v3, (17)
l4 = −v4,−v4 + 2, ..., v4 − 2, v4, (18)
where v1, v2 and v3 are three stretching, v4 and v5 are two
deformational (asymmetric) bending and v6 is inversion lo-
cal mode (TROVE) quantum numbers. The mapping be-
tween these quantum numbers for a particular level also re-
quired knowledge of the energy value and symmetry, since
multiple levels may be labelled with the same local mode
quantum numbers. In these ambiguous cases, the symmet-
ric modes quantum numbers n1 and n2 were chosen for the
lower energies, and n3 and n4 with the higher, and that L3
and L4 increase proportionally with the energies, and are
multiples of 3 in the case of A1 or A2 symmetries, or other-
wise for the E-type symmetry. This mapping is performed
by hand at the J = 0 stage of the calculation, and then
propagated to J > 0.
The Einstein-A coefficient for a particular transition
from the initial state i to the final state f is given by:
Aif =
8pi4ν˜3if
3h
(2Ji + 1)
∑
A=X,Y,Z
|〈Ψf |µ¯A|Ψi〉|2, (19)
where h is Planck’s constant, ν˜if is the wavenumber of the
line, (hc ν˜if = Ef − Ei), Ji is the rotational quantum num-
ber for the initial state, Ψf and Ψi represent the TROVE
eigenfunctions of the final and initial states respectively,
µ¯A is the electronically averaged component of the dipole
moment along the space-fixed axis A = X,Y, Z (see also
Yurchenko et al. (2005a)).
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Table 7. Values of the partition function, Q, for different tem-
peratures, T . The degree of convergence is specified by QJ130 −
QJ129/QJ130× 100.
T (K) Q Degree of Convergence (%)
298.15 7908.906 6.27 × 10−6
473.15 26065.642 8.50 × 10−4
573.15 48007.866 3.62 × 10−3
673.15 85016.645 9.99 × 10−3
773.15 145389.574 2.12 × 10−2
1000 437353.233
In order to calculate the absorption intensity for a given
temperature T only five quantities are required (all pro-
vided by UYT2), the transition wavenumber ν˜if , the Ein-
stein coefficient Aif , the lower (initial) state energy term
value E˜i, the total degeneracy of the upper (final) state
gf = gnsJf (Jf + 1), and the partition function Q(T ), as
given by
I(f ← i) = Aif
8pic
gf
Q ν˜2if
exp
(
− c2E˜i
T
)[
1− exp
(−c2ν˜if
T
)]
,
(20)
where c2 is the second radiation constant, gns is the nuclear
spin statistical weight factor (gns = 1 for
32S16O3), c is the
speed of light. The partition function Q is given by:
Q =
∑
i
gi exp
(
−c2E˜i
T
)
. (21)
For a line list to be suitable for modelling spectra at a
certain temperature it is necessary for the partition function,
Q, to be converged at this temperature. This is equivalent
to stating that all energy levels that are significantly popu-
lated at the given temperature, T , must be considered. This
convergence gives a metric upon which line list completeness
can be gauged (Neale et al. 1996).
Figure 4 shows convergence of the partition function
with Jmax for different temperatures, T . Upon inspection,
the value of Q is adequately converged at J = 130 for
T ≤ 800 K. Table 7 shows the final values of Q obtained
for selected temperature alongside their estimated degree of
convergence. As can be seen, the value of Q = 7908.906 at
T = 298.15 K calculated from UYT2 is in agreement with
the value of Q = 7908.266 obtained from UYT.
For the purposes of determining completeness of the line
list, it is more appropriate to view the convergence of Q as
a function of an energy cut-off, Emax. This is also shown in
Figure 4, from where it is clear from that imposing this limit
will have a non-negligible effect on a spectral simulation at
T = 773.15 K, in particular; since the partition function is
not fully converged at Emax = 4000 cm
−1 it is expected that
levels with energies above this value will also be populated
to some extent. This would be manifest as certain lines be-
ing missing from the spectrum, where transitions from levels
contributing with some significance to the partition function
are not included. Similarly, the truncation of calculations at
J = 130 means that a number of potentially contributing en-
ergy levels are omitted from the partition sum at T = 773.15
K; at J = 130 the lowest energy lies around 4000 cm−1. This
means that the high-T partition function obtained will be
slightly lower than the fully converged value.
It is possible to quantify the completeness of the line list
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Figure 4. Convergence of partition function at different tem-
peratures as a function of Jmax (upper) and Emax (lower). The
partition function increases monotonically with temperature.
by assuming that the value of Q at J = 130 is close enough
to the ‘true’ value of the partition function at the given
temperature. Figure 5 shows the ratio of the value of the
partition function at the 4000 cm−1 cut-off and the assumed
total partition function, QTotal. At T = 773.15 K, the line
list is roughly 90% complete. In reality, this is an upper
limit due to the fact that there is a slight underestimation of
QTotal at this temperature. However, the contribution from
the missing energies with J > 130, which all lie above 4000
cm−1, can be estimated to be small enough not to affect
QTotal by more than 1% below T = 800 K.
5 INTENSITY COMPARISONS
UYT (Underwood et al. 2013) made extensive intensity
comparisons with the available, room temperature, high res-
olution, infrared spectra due to Maki et al.; in general find-
ing good agreement. However, these experimental spectra
are not absolute so the comparison is only for relative inten-
sities. A comparison of the intensities predicted by the UYT
and UYT2 line lists are summarised in Table 8. This com-
parison essentially shows that UYT2 reproduces the band
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Figure 5. Ratios of Q4000 to the assumed converged values
QTotal as a function of temperature.
Table 8. Comparison of calculated band intensities in
cm/molecule×10−18. Units are given in 10−18 cm molecule−1.
Band Band Intensity
UYT UYT2
2ν2 - ν2 0.66 0.62
ν2 3.71 3.39
ν2 + ν4 -ν4 0.58 0.54
ν4 5.95 5.37
2ν
(l4=0)
4 - ν4 0.41 0.44
ν2 + ν4 - ν2 0.53 0.49
2ν
(l4=2)
4 - ν4 0.87 1.17
ν1 - ν4 0.10 0.22
ν3 44.44 43.21
2ν
(l3=2)
3 − ν0 0.12 0.11
intensities of UYT, showing that adjusting PES does not
significantly alter the computed intensities, as has occasion-
ally been found to happen (Al-Refaie et al. 2015b).
Since the comparison with the data of Maki et al. is only
able to provide a measure of the quality of relative intensities
within a particular band, an absolute intensity comparison is
highly desirable. The new measured temperature-dependent
DTU SO3 cross section data plus the room-temperature
cross sections in the PNNL (Pacific Northwest National Lab-
oratory) database (Sharpe et al. 2004) provide this possibil-
ity. For both data sets there are discernible spectral features
across four separate regions and it should be possible to
make a semiquantitative analysis by comparing integrated
intensities across a given spectral window. To make this com-
parison cross sections were generated from UYT2 using the
ExoCross tool (Hill et al. 2013; Tennyson et al. 2016).
Figure 6 shows comparisons between recorded cross sec-
tions from PNNL at 298.15 K (25◦C) and resolution 0.112
cm−1, compared with simulated cross sections using the full
UYT2 line list, based on a Gaussian profile of HWHM = 0.1
cm−1. Figure 7 gives a similar comparison for the ν1 + ν3
and 2ν3 bands.
Figure 8 shows a comparison of the the ν2 and ν4 com-
plex and the ν3 band between cross sections recorded for SO3
at 573.15 K (300◦C) and those simulated using the UYT2
line list, based on a Gaussian profile of HWHM= 0.25 cm−1,
this value is the one which gives the best representation of
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Figure 6. Comparisons of the ν2 and ν4 bands (upper) and the ν3
band (lower) for PNNL (Sharpe et al. 2004) and simulated cross
sections at T = 298.15 K.
the experimental spectra. In practice, the integrated inten-
sity across the spectral region is largely independent of the
HWHM value used. Figure 9 shows the same comparison for
the ν1 + ν3 band, which appears in a noisier region of the
spectrum, and is also disturbed by a strong, foreign absorp-
tion feature resulting from the presence of CO2. There is no
data at T = 573.15 K for the 2ν3 band due to noise con-
tamination in the associated spectral region. Measurements
of SO3 were also made for 773.15 K (500
◦C), however it has
not been possible to generate accurate experimental cross
section values due to difficulties in estimating the concen-
tration within the gas flow cell. The integrated absorption
cross sections reconstructed from the experimental data at
500◦C are larger values than those at lower temperatures (<
500◦C) suggesting non-conservation of the integrals over the
various SO3 bands. This might be explained by other, prob-
ably hetero-phase processes, which give rise to different SO3
concentrations than one would expect from the assumption
made that all SO2 consumed in the reaction (8) gives raise
of SO3.
The comparisons reveals that although band positions
and features are fairly well represented, there is a clear ten-
dency for the UYT2 data to overestimate the line inten-
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Figure 7. Comparisons of the ν1+ν3 bands (upper) and the 2ν3
band (lower) for PNNL (Sharpe et al. 2004) and simulated cross
sections at T = 298.15 K.
sities for both temperatures considered. In our experience
of computing ab initio intensities it is common for whole
bands to have intensities which are over/underestimated by
a constant factor (Lodi et al. 2008). However, we have not
previously encountered a situation where the intensities of
all the bands are shifted by a similar amount. There are a
number of possibilities that could explain such a discrep-
ancy. Firstly, it is possible that the experimental cross sec-
tions may be underestimated due to an overestimate of the
SO3 abundance; the calculation of cross sections requires the
knowledge of the species concentration within the length of
the absorption cell (Barton et al. 2015). However, the fact
that measurements at room-temperature performed at DTU
corroborate the PNNL data, and that similar discrepancies
are observed for both data sets suggests that this is not the
case. In this context it is worth noting that a similar com-
parison for SO2 yields good agreement between measure and
ab initio absolute cross sections (Underwood et al. 2016).
A second possible source of disagreement could be con-
vergence issues with the partition function. Since the cal-
culated intensities given by Eq. (20) depend on the scaling
factor Q(T ) the incorrect computation of this value at the
given temperature will lead to inaccurate values of absolute
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Figure 8. Comparisons of the ν2 and ν4 bands (upper) and the
ν3 band (lower) for experimentally obtained (this work) and sim-
ulated cross sections at T = 573.15 K.
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Figure 9. Comparisons of the ν1 + ν3 bands for experimental
(this work) and simulated cross sections at T = 573.15 K.
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intensity. The difference in integrated cross section intensi-
ties observed suggest that, if the calculated value of Q(T ) is
incorrect, then it is smaller than the ‘true’ value, since the
theoretical cross sections are more intense than the exper-
imentally observed values. This scenario can also be ruled
out, due to two reasons. First, the agreement between Q(T )
for both UYT and UYT2 is very good at T = 298.15 K,
where they are both adequately converged; the increased
basis set size underlaying the UYT2 calculations would un-
doubtedly account for any missing rovibrational energies in
UYT. Secondly, and perhaps more interestingly, the analy-
sis of several bands across different temperatures shows the
cross section discrepancies to be almost independent of the
value of T (see below). This would not be expected if Q(T )
were the source of the disagreement, since partition sums can
be expected to converge differently as a function of temper-
ature.
This heavily implies that the problem lies with the DMS
defects are by no means unknown (Al-Refaie et al. 2015b;
Pavlyuchko et al. 2015a; Azzam et al. 2015), despite previ-
ous experience of obtaining accurate ab initio dipole surfaces
(Lodi et al. 2011; Polyansky et al. 2015). We therefore un-
dertook a small series of new ab initio calculations to see
if we could identify the source of this problem. These cal-
culations were all performed with MOLPRO (Werner et al.
2012) at the CCSD(T) level using finite differences. First
we compared the original CCSD(T)-F12b with triple-ζ ba-
sis sets (aug-cc-pVTZ-F12 on O and aug-cc-pV(T+d)Z-F12
on S) results with calculations performed at the more tradi-
tional CCSD(T) with the same basis sets. The results were
very similar suggesting that use of F12b what neither the
cause of the problem nor was it providing improved con-
vergence. Second we repeated the CCSD(T) using a larger
quadrupole-zeta basis set (aug-cc-pVQZ-F12 on O and aug-
cc-pV(Q+d)Z-F12 on S). The dipoles computed at this level
proved to be somewhat smaller suggesting that the UYT
DMS suffers from a lack of convergence in the one-particle
basis set. Further work on this problem is left to future work.
Here we adopt the more pragmatic approach of scaling our
computed intensities.
It is not easy to make a rigorous analysis based on cross
section data available for SO3, as it is not immediately obvi-
ous what the contributions are from individual lines. In ad-
dition to this, both data sets contain varying degrees of noise
within certain spectral regions, with the region around the ν3
band generally providing the best signal. Pavlyuchko et al.
(2015a) performed a fit of their DMS based on experimental
intensity data for nitric acid, to better improve simulated
intensities. The lack of absolute intensity measurements for
SO3, coupled with the expensive computational demands
of the line list calculation make this particularly difficult
to perform here. Nevertheless, the best approach has been
to compare integrated band intensities across fixed spectral
windows to obtain scaling parameters for the each band.
Table 9 summarises the ratios of integrated intensities be-
tween simulated and recorded cross sections for some avail-
able bands. These were obtained by explicit numerical in-
tegration over the wavenumber range of the corresponding
regions.
For most bands there appears to be a fairly consistent
shift in intensity values across different temperatures, how-
ever the overtone bands for T = 298.15 K suggest otherwise.
Table 9. Intensities integrated over the corresponding band re-
gion for observed and calculated (UYT2) cross sections as a func-
tion of temperature, T . Intensity units are given in 10−18 cm
molecule−1.
T (K) Band Integrated Intensity Obs./UYT2
Obs. UYT2
298.15 ν2 & ν4 9.95 13.13 0.76
ν3 46.78 60.38 0.77
ν1 + ν3 0.71 0.82 0.87
2ν3 0.15 0.16 0.97
573.15 ν2 & ν4 10.26 13.53 0.76
ν3 46.79 59.62 0.78
ν1 + ν3 0.69 0.87 0.79
The differences are quite subtle; for example, while the 2ν3
band has almost perfect agreement in integrated intensity
across the band, the central Q-branch peak is not well rep-
resented by the UYT2 cross sections. On the other hand,
the DTU data at 573.15 K for the ν1 + ν3 band exhibits
the same general shift as the ν2, ν3 and ν4 bands when care
is taken exclude the intensity due to contamination in the
integration, but the same is not true at room-temperature.
The PNNL room-temperature cross sections are presented as
a composite spectrum created from 8 individual absorbance
spectra taken at various different pressures using both a mid-
band MCT and wide-band-MCT detector, and uncertainties
in intensity are listed as 10%. The measurements at DTU
were performed several times and over different years, when
the cell was used for other measurements. The data however
are well-reproducible. Up to 400◦C agreement in integrated
absorption cross sections between DTU and PNNL is from
0 % to 13 % for strongest bands that is the same order as
PNNL’s uncertainties in bands intensity. If the scaling fac-
tors for the two overtone bands at room-temperature are
ignored, then the remaining factors may be averaged and
applied to all simulated cross sections. This gives an av-
erage scaling factor of 0.76. The assumption made here is
that the apparent better agreement in the room-temperature
intensities for the ν1 + ν3 and 2ν3 are ‘accidental’, while
the wide, coverage-consistent high-temperature cross sec-
tions provide a more accurate description of the differences.
Previous experience suggests that an ab initio DMS is more
likely to overestimate rather than underestimate intensities
(Schwenke & Partridge 2000; Tennyson 2014; Azzam et al.
2015). Without extra experimental data for more bands at
different temperatures it is difficult to ascertain whether the
intensity overestimates seen here are consistent for all bands
or vary with different vibrational transitions.
Figures 6 and 7 show the various bands at room-
temperature, with computed cross sections multiplied by the
averaged scaling factor. Figures 8 and 9 show the same for T
= 573.15 K, which improve the simulated cross sections, and
demonstrate the implied temperature independent nature of
the discrepancy. As can be seen in Figure 7, using the aver-
aged scaling factor (obtained from excluding the individual
ν1 + ν3 and 2ν3 Obs./UYT2 ratios) improves the reproduc-
tion of the central band peak, though the P -branch does
show some intensity differences. This appears to be common
for multiple bands and is possibly due to our neglecting of
pressure broadening when generating the cross sections.
Figure 10 shows the cross sections calculated over the
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Figure 10.Overview of the simulated cross sections using UYT2,
at T = 298.15, 473.15 and 773.15 K, with a Gaussian profile of
HWHM = 0.25 cm−1. The dips in the cross sections are pro-
gressively smoothed out with increasing temperature. For higher
temperatures, the region beyond 4500 cm−1 appears anomalous,
and should be treated with caution.
entire spectral range of 0 < ν ≤ 5000 cm−1, using a Gaus-
sian profile of HWHM = 0.25 cm−1, for a number of dif-
ferent temperatures. All simulated cross sections have been
multiplied by the average scaling factor of 0.76. As can be
seen, the region beyond 4500 cm−1 shows some anomalies
for higher temperatures, for this reason it is recommended
that this region be treated with caution.
6 CONCLUSION
The UYT2 line list contains 21 billion transitions, and a total
of 18 million energy levels below 10 000cm−1. This provides
an improvement upon the initial room-temperature line list,
UYT, in terms of both line positions and temperature cov-
erage. Table 1 provides a measure of the improvement in-
troduced by the PES refinement present in the UYT2 line
list. The total RMS deviation for the bands included in the
potential adjustment is 1.35 cm−1, compared to 3.23 cm−1
for the unrefined PES of UYT. The majority of simulated
line positions across these bands is improved by an order of
magnitude.
It is difficult to ascertain the overall quality of the ab
initio DMS used in the production of line intensities. How-
ever comparing with newly available cross section data at
two different temperatures heavily suggests that the DMS
used in the calculation of intensities is slightly overesti-
mated, causing an apparently constant shift in all inten-
sity values. The evidence suggesting this temperature- and
band-independent scaling factor is certainly not conclusive,
and one may wish to take care in which scaling factor to
use for each band. In particular, bands for which there are
no experimental intensity data available can not be consid-
ered to be truly represented well in UYT2 and the lack of
exhaustive absolute intensity knowledge for SO3 limits our
ability to effectively correct for the disagreements observed.
Nevertheless it is hoped that the scaling factor improves the
ab initio intensity values produced in the UYT2 line list.
Further work, probably starting with a systematic ab initio
study of the type recently performed for H2S by Azzam et al.
(2015), is required in order to fully investigate the source of
this discrepancy. An experimental determination of individ-
ual line intensities would also be extremely helpful.
The increased size of the basis set, the computation of
rovibrational energies up to J = 130, and the increased spec-
tral range of line strength calculations allows for UYT2 to
be used in the simulation of spectra between 0 < ν ≤ 5000
cm−1, with approximately 90% completion at T = 773.15 K
(500 C), however calculated cross sections for the region be-
yond 4500 cm−1 should be treated cautiously, and will have
to be further investigated. Given that this is the largest data
set of its kind for SO3, it is recommended that UYT2 be used
in the production of cross sections at room-temperature, and
up to T = 773.15 K, for both astronomical and other appli-
cations.
The UYT2 line list contains 21 billion transitions. This
makes it use in radiative transport modelling computation-
ally challenging. Work on an even larger methane line list
(Yurchenko et al. 2016) suggests that it should be possible
to split the list into a temperature-dependent but pressure-
independent, background cross section which is used to aug-
ment a hugely reduced list of stong line whose profiles are
treated in detail. This idea will be explored further in the
future.
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