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Abstract 
Heuristic search techniques uch as simulated annealing and tabu search require “tuning” of 
parameters (i.e., the cooling schedule in simulated annealing, and the tabu list length in tabu 
search), to achieve optimum performance. In order for a user to anticipate the best choice of 
parameters, thus avoiding extensive experimentation, a better understanding of the solution 
space of the problem to be solved is needed. Two functions of the solution space, the maximum 
depth and the maximum width of local minima are discussed here, and sharp bounds on the 
value of these functions are given for the O-l knapsack problem and the cardinality set covering 
problem. 
1. The depth and width of a local minimum 
Consider a combinatorial optimization problem min{o(x) ( x E X c R”}, where v is 
a real valued function and X is a finite set. Typically, “hill descending” heuristics that 
explore the solution space X find a local minimum whose quality depends on the 
starting point, and may be very poor. Simulated annealing and tabu search are 
heuristic search techniques that can escape from local minima. Both these heuristics 
implement moves that transform one trial solution to another. Simulated annealing 
will allow an uphill move according to the Boltzmann probability distribution. Tabu 
search will force an uphill move if no downhill move is available. For details of the 
simulated annealing and tabu search methods, readers are referred to [9,4], 
respectively. 
The structure of the solution space depends on the move mechanism being used. 
Clearly, in order for any heuristic to be effective, the move mechanism should ensure 
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that each member of X is reachable from any other. If finding such a move mechanism 
is difficult, usually the structure of X is altered to allow infeasible solutions, which are 
then penalized in the objective function. A local minimum of X is an x E X such that no 
VEX with o(y) < u(x) is reachable from x without first passing through ZEX with 
V(Z) 3 u(x). A global minimum of X is an XEX such that there is no YEX with 
u(y) < u(x). Let G denote the set of global minima, and let L denote the set of local 
minima which are not global minima. The definition of the depth of a local minimum 
below follows Hajek’s paper [7] on simulated annealing. The definition of the width of 
a local minimum is new, and is relevant to tabu search. 
We say that x E L has depth d(x), if d(x) is the minimum d such that some y E X with 
u(y) < u(x) can be reached from x without passing through any ZEX with 
u(z) - u(x) > d, i.e., it is the minimum distance uphill that must be travelled in order to 
escape from the local minimum x. Let d* = max,,,{d(x)}. In [7], Hajek gives 
a cooling schedule for simulated annealing that is guaranteed to converge in probabil- 
ity to an element of G. The choice of temperatures in the cooling schedule depends on 
d*. Moreover, Chiang and Chow [l, 21 show that the rate of convergence also 
depends on d*. 
An XE L has width w(x), if w(x) is the minimum w such that some YEX with 
u(y) < u(x) can be reached from x without making more than w nonimproving moves. 
Let w* = max ,,,{w(x)}. The value of w* will guide the choice of tabu list length in 
a tabu search structured to avoid the reversal of recently made moves. 
Hajek [7] has calculated d* for the maximum cardinality matching problem, 
although he acknowledges that this is an easy problem (in that there exists an efficient 
polynomial time algorithm) and would not likely be tackled using simulated anneal- 
ing. He does not consider matching problems with weights on the edges. In the 
following sections, sharp bounds on d* and w* are calculated for the (0, 1)-knapsack 
problem and the cardinality set covering problem, both which are NP-hard problems. 
The fact that good bounds can be calculated for the O-l knapsack problem and the 
cardinality set covering problem indicates that it should be possible to find good 
bounds on d* and w* for most NP-hard problems. 
2. (0, I)-knapsack problems 
The (0, 1)-knapsack problem can be formulated as the single constraint (O,l)- 
programming problem max { Cy= 1 CjXj ( Cy= 1 ajxj < b, xj E (0, l}, j = 1,. . . , n}, where 
Cj, j= l,... ,It, Uj, j= l,... , n, and b are positive integers. In the notation of the 
previous section, X is the set of (0,l) n-vectors satisfying the single constraint 
I,“=, ajxj d b, and U(X)= -,TJzl Cjxj. Th’ 1s problem is well known to be NP-hard 
(see e.g. [3]). 
We will consider two types of moves. At any step of the algorithm, let Z(x) denote 
the set ofje(l, . . . , n} with xj = 1, i.e., the set of elements currently “in the knapsack”. 
The complement of I(x) will be denoted by O(x). An addition is a move where some 
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kcO(x) with ak 6 b - Cjalfxt , a. is ChoSen to have xk Set to 1. A dektion inVdVeS 
selecting some Jo f(x) to have Xj set to 0. It is clear that any member of X can be 
reached by a sequence of additions and deletions without ever leaving the set X of 
feasible solutions. Typical greedy heuristics would consider only additions. Note that 
a deletion will always be an uphill (nonimproving) move. Let c,in denote the min- 
iIllUIIl Cj over alljEll, . . . , n>. The following series of lemmas give various bounds on 
w*. Which is the tightest depends on the particular instance of the problem. 
Lemma 1. For the (0, l)-knapsack problem, W* < 1 (Is= 1 Cj - 1)/(2 - C,in) J, and this 
bound is sharp. 
Proof. Let x E L, and let x* be a global minima. You can pass from x to x* by making 
at most II(x)[ - II( 1(x*)\ deletions. So we have to find an upper bound on 
If(x)l - \Z(x) n 1(x*)/. We have that 
22 c cj- 23 cj 
je l(x) jelfx) nI(x*) 
22 c cj 
ja(llx)\(t(xln IV))) 
The bound follows. 
To see that this bound is sharp for any n, let cj = Uj = 1 for j = 1, . . . , n - 1, and let 
c, = a, = n. Let b = n. Clearly x with Z(x) = (1, . . . , n - l} is a local minimum, and 
x* with Zfx*) = (n] is the only global minimum. Since all elements of I(x) will have 
to be deleted before x, is set to 1, we have that w(x) = n - 1 and the bound is 
obtained. El 
The following lemma is clearly true, and the same example as in the proof of 
Lemma 1 shows that this bound is also sharp. 
Lemma 2. For the (0, I)-knapsack problem, w* < n - 1. 
Combining Lemmas 1 and 2 we have the following. 
Thearem 3. For the (O,l)-k~ups~c~ problem, w * < min (I (Cj”= 1Cj - I)/(2 * C,in) j, 
n - l] and this bound is sharp. 
Theorem 4. For the (0, 1)-knapsack problem, d * < L (xi”= 1 cj - 1)/2 1, and this bound is 
sharp. 
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Proof. Let XE L, and let x* be a global minimum. As in the proof of Theorem 1, you 
can pass from x to x* by making at most [Z(x)1 - II(x) n 1(x*)1 deletions. Now we 
need to bound the amount the objective value can decrease as a result of these 
deletions. That is, we must bound 
- 
,L ci 
ie(I(x) -((l(x) n 1(x*))) 
We have that 
32 C Cj- C Cj 
jsI(x) jeI(x)nl(r*) 
The bound follows. 
The same example as that given in the proof of Lemma 1 shows that this bound is 
sharp. 0 
3. Set covering problems 
Consider the following cardinality version of the set covering problem studied in 
[8].Given S1,S2, . . . , S, which are m subsets of the set N = { 1,2, . . . , n}, and a positive 
integer k, can a couer C E { 1,2, . . . , n} of Si, SZ, . . . , S, be found with I Cl = k? 
Following [S], any set of cardinality k will be feasible. If [Cl is of size k, we will call 
C a partial cover. If C is a partial cover, then u(C) ( to be maximized) is the number of 
sets covered by C. A move will consist of an exchange of an element in C with one in C, 
the complement of C. This is another NP-hard problem [3]. For simplicity, it is 
assumed that all sets are covered in the optimal solution. 
Theorems 6 and 7 give bounds on w* and d* for the set covering problem described 
above. Let C, and C2 be partial covers. If I = { 1,2, . . . , k} indexes a sequence of 
(possibly null) exchanges from Ci into CZ, let di, for i E I, denote the number of 
elements uncovered after the deletion in exchange i. Some of these elements may be 
recovered when exchange i is completed by adding an element of C2. Let ri denote the 
number of elements recovered in exchange i that were uncovered in the exchanges up 
to and including step i, or were never covered by Ci. Let 6(C) be the maximum 
number of sets among those covered by C, covered by any single element of N, and let 
6 be the maximum number of sets covered by any element of N. The following lemma 
gives a bound on the decrease in the number of elements covered after 1 exchanges. 
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Lemma 5. Let C1 be a partial cover, with v(C,) < m, and let C2 be an optimal cover. Let 
s = m - v(C,) and 1 < 1~ k. Then a sequence of 1 exchangesfrom C1 to C2 can befound 
to ensure that 
i$l (di - ri) Q !y qq - ; 
d W - 1) 6 _ s 
k k’ 
Proof. The proof is by induction on 1. Clearly dI < 6(C,). Since C2 covers s more 
elements than Cr, an element can be selected to add in exchange 1 with 
rr 2 (d, + s)/k. Then dI - rl < [(k - l)/k]6 - s/k. Suppose that the statement is true 
for 1 = p - 1, and we will show that it must also hold for I= p. We will use a weakened 
form of the inductive hypothesis 
i$l (di - ri) Q v I 
for l<p- 1. 
Before the pth exchange, k + 1 - p elements of C2 have not yet been added, and 
C~I: (di - ri) of th e sets that they cover have been uncovered. Thus there are 
currently at most (k + 1 - p)6(CI) - Cf’z: (di - ri) sets that are only covered by 
elements of Cr. Since there are k + 1 - p elements remaining in Cr, we can choose the 
pth element o delete so that 
d < (k + 1 - P)~(CI) - CrLf (di - ri) 
P’ k+l-p 
= 6(c ) _ If’:: (di - ri) 
1 k+l-p ’ 
Since C2 covers s more sets than Cr, the element o add in the pth exchange can be 
chosen so that 
r ,d~+d2+~~~+dp-rl-rZ-~~~-rP-l+s 
P’ k+l-p 
~ CfIi (di - ri) + dp 
k+l-p 
+;. 
Then 
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k - ’ p-1 
kfl-p 
d, + C (di - ri) 
i= 1 I 
-i. 
By induction, the previous expression is bounded above by 
k-p 
@Cl) + 
k-p (P- l)(k+ 1 -P) 
k+l-p k+l-p k 
The above lemma could be strengthened by not weakening the inductive hypothe- 
sis, but the arithmetic gets messy. Lemma 5 as it stands is enough to get a sharp bound 
on w* and an asymptotically sharp bound on d*. 
Theorem 6. For the set covering problem, w* < L k/2 I+ 1 and this bound is sharp. 
Proof. Let C be in L, and let C* be in G. By Lemma 5, we can choose a sequence of 
exchanges from C to C* resulting in deletion numbers and recovering numbers 
P 1, . . . ,d,) and (r,, . . . , Q), respectively, so that for any 1, the increase in the number of 
sets left uncovered after f exchanges is at most 
The function f achieves its maximum when 1= k/2. Thus if 1 is an integer such that 
I - 1 2 k/2, we have that f(l) - f(l - 1) = dl - rl < 0, i.e., the Ith move is improving. 
Thus there will be at most L k/2 J + 1 nonimproving moves made if the choice of 
moves detailed in the proof of Lemma 5 is selected. 
To see that this bound is sharp, consider the following example. For a given odd 
number k, let m = k2 + 1. For i = 1, . . . , k, and j = k + 1, . . . ,2k, let S<j contain 
fi, j 3. Let S, = (k + 1 ,..., 2k). Let C= fl,Z ,..., k). The global optimum is C* 
= (k + 1,k + 2,..., 2k). Any single exchange between C and C* results in a increase 
in the number of sets uncovered, so C is a local minimum. It is easy to see that for any 
sequence of exchanges, we have that di = k + 1 - i, and ri = i except for rl = 2. Thus 
for any i > 1, di - ri = k + 1 - 2i which is greater than or equal to 0 only for 
i < (k + 1)/2. Thus, exactly L k/2 A+ 1 nonimproving moves are made, and the bound 
is attained. Cl 
Theorem 7. For the set covering problem, if C is a local minimum, then d(C) G 
L&(C)k/4 - (m - v(C))/k J and this bound is sharp. 
Proof. Let C be in L, and let C* be in G. From Lemma 5, we can choose a sequence of 
exchanges from C to C* resulting in deletion numbers and recovering numbers 
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Id r, . . . ,d,} and (r,, . . . , rkj, respectively, so that for any 1, the increase in the number of 
sets left uncovered after 1 exchanges is 
jl tdi - li) G W; 0 6(c) _ m -ku(C) .
The above expression achieves its maximum when I= k/2 giving an upper bound on 
Cf= 1 (di - Ti) of L6(C)k/4 - (m - u(C))/k 1. Th us after any number of exchanges, 
there cannot be more than L 6(C)k/4 - (m - u(C))/k 1 sets left uncovered that were 
covered by C, giving the desired upper bound on d(C). 
To see that this bound is sharp, consider the example given in the proof of 
Theorem 6, except now let k be even. As seen above, di = k + 1 - i, and ri = i except 
for rl = 2. Thus for any 1 
i$l (di - ri) = i ( k + 1 - 2i) - 1 = Z(k + 1) - 1(1 + 1) - 1. 
i=l 
This sum is at its maximum (i.e., the point where the number of uncovered sets has 
increased the most), when I= k/2. That is, after k/2 steps, the increase in the number of 
sets uncovered is (k/2)(k + 1) - (k/2)(k/2 + 1) - 1 = k2/4 - 1. Since 6(C) = k, 
u(C) = m - 1, and since k is even, the bound is obtained. 0 
Corollary 8. For the set covering problem, d* < L 6k/4 - l/k J, and this bound is 
asymptotically sharp. 
Proof. The validity of the bound follows immediately from Theorem 7. Since 
6 = k + 1 for the example of Theorems 6 and 7, the bound is asymptotically 
sharp. 0 
4. Comments 
The concept of depth of local minima is important to the design of simulated 
annealing algorithms. Hajek [S] shows that convergence to a local minimum is 
guaranteed if and only if Cp= 1 exp( -d*/Tk) = + co, where T,, T2, . . . , is the sequence 
of temperatures in a simulated annealing algorithm. In [l, 21, Chiang and Chow show 
that the rate of convergence is also related to d*. The width of a local minima provides 
guidance with respect o tabu list length in a tabu search. Knowledge of width would 
be particularly useful in a tabu search where the length of the tabu list varies, as in 
C6,5, 101. 
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