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Introduction
The standard Hawkes process (HP) is a temporal point process having long memory, clustering effect and the self-exciting property. The standard HP and its extension to a marked point process are of wide interest, partly because of their many important applications and illustrative examples in the theory of non-Markovian point processes constructed by a conditional intensity. The seminal ideas are due to Hawkes [9, 10] and Hawkes and Oakes [11] , whereas useful reviews on the topic are provided in Daley and Vere-Jones [4] and Zhu [21] . Its applications include fields such as finance, genetics, neuroscience and seismology; see e.g. Carstensen et al. [3] , Embrechts et al. [5] , Gusto and Schbath [8] , Ogata [16, 17] and Pernice et al. [18] .
As mentioned, the standard HP is a cluster process, where the starting points of the clusters are called immigrants and appear according to a homogeneous Poisson process on the non-negative time-axis. Each immigrant is the ancestor of a first generation of offspring, each point of first generation offspring is the ancestor of a second generation point offspring, and so on. Thereby the cluster for an immigrant is a set of generations of offspring. More precisely, for a given ancestor appearing at time s, the associated offspring point process is Poisson with intensity function γ(t − s), which is defined for t > s and is not depending on immigrant and offspring points generated before time s.
Thus the clusters, conditional to the immigrants, are independent. Note that the same exciting function γ is used for all offspring processes. This is the crucial difference with the extension proposed in our work, where we allow different exciting functions for the different generations of offspring. This extension could be relevant for instance in seismology, where main shocks generate aftershocks with possible different intensities.
The main objective of this work is to investigate the asymptotic behavior of our extension of the HP process. Indeed, a law of large numbers and a central limit theorem are established. Furthermore, by making use of these results, a central limit theorem is proved when unpredictable marks are added to the process. In particular our asymptotic results do not require the complete identification of offspring processes, but only of the integrals of their exciting functions. We also extend a result obtained by Fierro et al. in [6] . Recently, functional central limit theorems for linear and non-linear HP have been obtained in [1] and [20] , respectively. However, their results are based on the standard HP, while ours, coming from a more general definition of HP, cannot be obtained from these works. Simulation algorithms and statistical methodology for the extension proposed in this paper remain as open problems to be developed in future studies. For details on exact and approximate simulation algorithms for the standard HP with unpredictable marks, see [13, 14] .
The paper is organized as follows. The results of this work are introduced in the second section, which is divided into four subsections. In Subsection 2.1, we define the HP with different excitation functions and establish some preliminary facts. In Subsection 2.2, we present two of the main results namely, a law of large numbers and a central limit theorem for the process. In Subsection 2.3, we consider two special cases, one of them is the standard HP and the other concerns the case consisting of a finite number of generations. In Subsection 2.4, we state a central limit theorem for the process with unpredictable marks. The proofs of our results are provided in the third section.
The Hawkes process with different excitation functions

Definition and preliminary results
In the sequel, {γ n } n∈N denotes a sequence of locally integrable functions from R + to R + . Here R + = [0, ∞) is the non-negative time-axis, and N = {0, 1, . . .} the set of non-negative integers.
The following proposition is the basis of what we name the HP with different excitation functions. For concepts related to counting processes and their stochastic intensities, we refer to [2] . Proposition 2.1. There exist a probability space (Ω, F, P) and a sequence {N n } n∈N of non-explosive counting processes without common jumps satisfying the following three conditions:
(A1) N 0 is a Poisson process with intensity γ 0 .
(A2) For each n ≥ 1, N n has predictable stochastic intensity λ n given by λ
is a non-homogeneous Poisson process with intensity λ n+1 .
Definition 2.1. Let {N n } n∈N be as in Proposition 2.1 and N = ∞ n=0 N n . We call N 0 the immigrant process, N n (n ≥ 1) the nth generation offspring process and N the HP with excitation functions {γ n } n∈N .
Remark 2.1. In the standard HP, γ 0 = µ is constant and all γ n = γ for all n ≥ 1. In this case there is no need of identifying the offspring processes, since N has stochastic intensity λ given by 
Let Λ n be the compensator of N n , that is, for each n ∈ N and t ≥ 0, Λ For two locally integrable functions f and g from R + to R, f * g denotes the convolution between f and g, i.e., (f * g)(t) = t 0 
(C3) There exist C > 0 and a > 0 such that sup k∈N γ k (t) ≤ C e at .
(C4)
Asymptotic results
Let ρ = sup k∈N In the sequel,
For the standard HP, the condition ρ < 1 is usually assumed in order to obtain a non-explosive process (see e.g. [4] ).
We have the following law of large numbers. Theorem 2.1. As t → ∞, {N t /t} t>0 and {Λ t /t} t>0 converge P-a.s. to m, and {M t /t} t>0 converges in quadratic mean to zero.
The following central limit theorem is the main result of this work.
Then, σ 2 N < ∞ and, as t → ∞, {X t } t>0 converges in distribution to a normal random variable with mean zero and variance σ 2 N .
The proofs of Theorems 2.1 and 2.2, provided in Section 3, involve the following three lemmas.
Lemma 2.1. Let h be a non-negative measurable function defined on R + . Then, for each s, t ≥ 0 with s ≤ t,
and
Moreover,
Two particular cases
Below we consider two special cases where condition (D) is satisfied and consequently the process {X t } t>0 , defined in Theorem 2.2, has asymptotic normality. Thereon two corollaries of Theorem 2.2 are derived.
In the first case, the functions γ n (n ∈ N \ {0}) are assumed to be equal and hence it covers the case of the standard HP.
Corollary 2.1. Suppose the excitation functions γ n = γ do not depend on n, for n ≥ 1, and the following two conditions hold:
Then, as t → ∞, {X t } t>0 converges in distribution to a normal random variable with mean zero and variance
The second particular case is when there exists n * ∈ N such that γ n * +1 = 0, a.e., with respect to the Lebesgue measure. Then, there is at most n * generations of offspring processes. The particular case n * = 1 corresponds to a Neyman-Scott cluster point process where the 'mother point process' (i.e., the immigrant process) is included (see e.g. [15] ).
Corollary 2.2. Suppose condition (E1) and that there exists n * ∈ N such that γ n * +1 = 0, a.e., with respect to the Lebesgue measure. Then, as t → ∞, {X t } t>0 converges in distribution to a normal random variable with mean zero and variance
Unpredictable marks
Consider the extension of the standard HP with unpredictable marks defined in [4] and [13] to the case of our HP with different excitation functions, i.e., for each k ∈ N, we associate a random mark ξ k to the kth jump time T k , where these marks are independent, identically distributed and independent of N . Moreover, assume the marks are real-valued random variables with mean ν and variance σ 2 . Under these assumptions, we study the asymptotic distribution of the process {R t } t>0 defined by
Using the notation of Theorem 2.2, we have the following central limit theorem, which extends a result obtained by Fierro et al. in [6] . The proof of Theorem 2.3 uses the following result.
Lemma 2.4. Let {U t } t>0 and {V t } t>0 be two real stochastic processes defined on
(Ω, F, P) and (U, V ) be a bivariate random vector defined on the same probability space.
Moreover, suppose the following two conditions hold:
(F2) For any bounded functions u and v from R to R,
Then, as t → ∞, {(U t , V t )} t>0 converges in distribution to (U, V ).
Proofs
Below I A stands for the indicator function of a set A.
Proof of Proposition 2.1 Let (Ω, F, P) be a complete probability space where a
Poisson process N 0 , with intensity γ 0 , is defined. Let {Λ 1 t } t≥0 be the increasing and (IF, P)-adapted process defined as
Since Λ 1 is predictable and continuous, it follows from Theorem 3.6 in [12] that there exists a counting process N 1 adapted to the filtration IF with compensator Λ 1 .
Consequently, for any predictable process {C s } s≥0 , we have
s . This proves λ 1 is a stochastic intensity for N 1 . Because N 0 is non-explosive, for each t ≥ 0, Λ 1 t < ∞, P-a.s., which implies N 1 is non-explosive.
Next, suppose N 1 , . . . , N n are non-explosive counting processes having stochastic intensities λ 1 , . . . , λ n , respectively, given by
and let {Λ n+1 t } t≥0 be the (IF, P)-adapted and increasing process defined as
We have Λ n+1 is predictable and continuous, and as before, Theorem 3.6 in [12] implies there exists an (IF, P)-adapted counting process N n+1 with compensator Λ n+1 .
Accordingly, for any predictable process {C s } s≥0 , we have
where
s . This proves λ n+1 is a stochastic intensity for N n+1 .
Since N n is non-explosive, for each t ≥ 0, Λ n+1 t < ∞, P-a.s., which implies N n+1 is non-explosive. Hence by induction, {N n } n∈N is a sequence of non-explosive counting processes satisfying (A1) and (A2).
Let n, p ∈ N with p > 0. Since λ n+p depends on ω ∈ Ω only through N n+p−1 (ω), conditional to N 0 , . . . , N n+p−1 , N n+p is distributed as a Poisson process with intensity λ n+p . In particular, (A3) holds. Let us prove that N n and N n+p have no common jumps. Suppose T is a stopping time such that ∆N n T = 1, P-a.s. Hence T is measurable with respect to the σ-algebra generated by N n and thus 
Integrating by parts, we obtain
ds, which concludes the proof.
Proof of Proposition 2.3 Let µ 0 = γ 0 and, for each n ≥ 1 and t ≥ 0, µ n (t) = E(λ n t ). From Proposition 2.2, we have
It follows by induction that µ n = γ 0 * γ 1 * · · · * γ n and hence
which concludes the proof.
Proof of Proposition 2.4 Let H(t) = E(N
Consequently, H < ∞ a.e. with respect to the Lebesgue measure, and since H is continuous, for each t ≥ 0, H(t) < ∞, which implies (B).
Note that (C2) implies there exists s 0 > 0 such that sup k∈N L[γ k ](s 0 ) < 1. Hence (C2) implies (C1) and consequently (B) is satisfied. Under (C3), we have
whenever s > a, and thus (C3) implies (C2) and consequently also (B).
By the Dominated Convergence Theorem (DCT), (C4) implies (C2) and hence (B)
holds.
Finally,
and therefore (C5) implies (B), concluding the proof.
Proof of Lemma 2.1 We have
Proof of Lemma 2.2 Since λ j = γ j * · · · * γ 1 * γ 0 , from Lemma 2.1, we have
Hence the Jensen and Doob inequalities imply
Thus,
and consequently
where C = 2 q sup t>0
. This completes the proof. Let
and from Lemma 2.2, we have lim t→∞ E(|F (t)|) = 0, which proves (3).
By the DCT,
From (1), (3) and (5), we obtain (4).
Proof of Theorem 2.1 We have
Hence from Lemma 2.2 and the DCT, we obtain
which proves {M t /t} t>0 converges in quadratic mean to zero.
From (2), for each t > 0, we have
Hence from (3) and the Fatôu lemma, in order to prove {Λ t /t} t>0 converges P-a.s. to zero, it suffices to prove that
Lemma 2.1 implies
Hence (6) follows from the DCT along with (5). Since {M t /t} t>0 is uniformly integrable, {M t /t} t>0 converges P-a.s. to zero. Thus, {N t /t} t>0 converges P-a.s. to m and the proof is complete.
Proof of Theorem 2.2 From (2), for each t > 0,
We need to prove {D 1,t } t>0 and {D 2,t } t>0 converge in probability to zero.
We have
and, since
Thus, by Lemma 2.2,
Let h j = γ j * · · · * γ 1 and t * > 0 such that We have
Since, by Lemma 2.2,
Due to {D 1,t } t>0 and {D 2,t } t>0 converge in probability to zero, it only remains to prove {Y t } t>0 converges in distribution to a normal random variable with mean zero and variance σ 
Moreover, the martingales M j (j ∈ N) have no common jumps. Hence the predictable quadratic variation of the martingale {Z t } t≥0 is given, for each t ≥ 0, by
As usual, [t] denotes the integer part of t (t > 0). By making use of Lemma 2.2, it
is easy to see that {Y t − Y [t] } t>0 converges in probability to zero. Consequently, in order to prove the convergence of {Y t } t>0 , it suffices to prove {Y n } n∈N\{0} converges in distribution to a normal random variable with mean zero and variance σ
is a martingale-difference array with respect to {E n,k } 0≤k≤n , where for each n ∈ N, E n,k = F k , i.e., ξ n,k is E n,k measurable and E(ξ n,k |E n,k−1 ) = 0.
Note that
Notice that if m j * = 0 for some j * ∈ N, from (4) we have
Next, assume m j = 0 for all j ∈ N. This implies that γ 0 = 0 and from (1) and Lemma 2.1 we obtain
where C = sup n≥1,j∈N E(Λ j n /nm j ), and
To complete the proof, we need to verify that {ξ n,k } 0≤k≤n satisfies the Lindeberg condition stated in Theorem 1 in [19] (Chapter 8). For this purpose, we prove that the sequence {max 0≤k≤n ξ n,k } n∈N\{0} is uniformly integrable and converges in probability to zero (see e.g. pages 314-315 in [7] ).
Hence by the Doob Optional Sampling Theorem along with (1) and Lemma 2.1, we have
Since sup t>0
n,k ) = 0. Thus, the sequence {max 0≤k≤n ξ n,k } n∈N\{0} is uniformly integrable and converges in probability to zero. This concludes the proof.
Proof of Lemma 2.4 For each C > 0, let ϕ C be the function from R to R defined as
Due to (F1), it suffices to prove that, for each C > 0, {(ϕ C (U t ), ϕ C (V t ))} t>0 converges in distribution to (ϕ C (U ), ϕ C (V )). Fix C > 0 and let f be a bounded and continuous 
and from (F2), we obtain lim sup
Since > 0 is arbitrary, the proof is complete.
Proof of Theorem 2.3 For each n ∈ N \ {0} and t > 0, let
We have {X n } n∈N\{0} and {Y t } t>0 are independent and
By the standard Central Limit Theorem and Theorem 2.2, {X n } n∈N\{0} and {Y t } t>0 converge in distribution to two normal random variables X and Y , respectively. We assume X and Y are defined on (Ω, F, P) and hence they are independent. By Theorem 2.1, (7) and the Slutzky theorem, it suffices to prove {(X Nt , Y t )} t>0 converges in distribution to (X, Y ). For this purpose, we use Lemma 2.4. Since {X Nt } t>0 and {Y t } t>0 are convergent in distribution, we have {(X Nt , Y t )} t>0 satisfies (F1). Let u and v be continuous and bounded functions from R to R, c u = sup x∈R |u(x)| and c v = sup x∈R |v(x)|. Since {X t } t>0 converges in distribution to X, there exists t * ≥ 0 such that |E[u(X t ) − u(X)]| < , for all t > t * .
Since X is independent of {Y t } t>0 and Y , we have 
