Abstract. Given a number L ≥ 1, a weakly L-quasiregular map on a domain Ω in space R n is a map u in a Sobolev space W
Introduction
In this paper, we use some techniques recently discovered in study of vectorial Hamilton-Jacobi equations in the calculus of variations to investigate the problem concerning the linear boundary values of weakly quasiregular mappings on a Lipschitz domain Ω in space R n with dimension n ≥ 3. The main results of the paper have been recently announced in Yan [28] .
We recall that (see, e.g., Astala [2] , Iwaniec [11] , Iwaniec and Martin [14] ) a map u from a domain Ω in R n to R n is said to be weakly Lquasiregular, L ≥ 1 being a constant called the (outer) dilatation of u, if it belongs to a (local) Sobolev space W 1,p loc (Ω; R n ) for some p ≥ 1 and satisfies
where M n×n denotes the real n × n matrices with norm |ξ| defined above. When L = 1, the set K 1 will be called the conformal set. A map u ∈ W on the other hand, function F L satisfies an important condition of quasiconvexity introduced in Morrey [16] in the calculus of variations (see also Ball [3] , Ball and Murat [5] , Dacorogna [7] , Morrey [17] ); namely, F L satisfies
As an easy consequence of property (1.4), one easily shows that if a weakly L-quasiregular map u in W 1,n (Ω; R n ) assumes an affine boundary value u| ∂Ω = ξx + b then one must have ξ ∈ K L .
One of the main results of this paper is to show this result is also valid for weakly L-quasiregular mappings in W 1,p (Ω; R n ) if p is not too far below the dimension n. We prove the following theorem. Note that by our later existence theorem (see Theorem 1.3) and a recent significant conjecture of Iwaniec [12] the optimal number p n (L) would be given by p n (L) = nL L+1 for all n ≥ 3 and L ≥ 1. This can be shown to be the case if L = 1 and n is even; we have the following sharper result.
The proof of Theorem 1.1 and 1.2 relies on the existence of certain quasiconvex functions vanishing exactly on the set K L . The existence of such quasiconvex functions has been established in Müller,Šverák and Yan [20] , and Yan and Zhou [29] , following important work of Iwaniec [11] , Iwaniec and Sbordone [15] and Iwaniec and Martin [14] .
The situation of linear boundary value problem may be completely different for weakly quasiregular mappings in Sobolev spaces W 1,p (Ω; R n ) for power p not too close to the dimension n. We prove the following main existence result.
This result includes a completely new result even for weakly conformal mappings in R n for all dimensions n ≥ 3. We have the following special case of Theorem 1.3, which implies that for even dimensions n the power n/2 is optimal for the conclusion of Theorem 1.2.
Corollary 1.4. Let n ≥ 3. Then every affine map can be the boundary value of a weakly conformal map in
More general boundary data can be considered for weakly quasiregular mappings. Throughout this paper, we say a map ϕ ∈ W 1,p (Ω; R n ) is piecewise affine if there exist at most countably many disjoint open subsets Ω j of Ω whose union has full measure such that each ϕ| Ω j is affine. We shall prove the following stronger version of Theorem 1.3.
. Then, for any piecewise affine map ϕ ∈ W 1,p (Ω; R n ) and > 0, there exists a weakly L-
The proof of Theorem 1.3 relies on some important ideas derived from new investigations of Gromov's method of convex integration (see Gromov [10] ). Such investigations have been initiated and successfully applied to the existence study of vectorial Hamilton-Jacobi equations of the form Du(x) ∈ K by Müller andŠverák [18] , [19] ; a similar method has been recently applied to the vectorial Hamilton-Jacobi equations of more general form L(x, u(x), Du(x)) = 0 by Müller and Sychev [21] . A different approach to the existence study for vectorial Hamilton-Jacobi equations uses the Baire category method and has been pursued by Dacorogna and Marcellini [8] , [9] .
In this paper, we establish a general existence theorem (Theorem 3.2) on the Hamilton-Jacobi equation Du(x) ∈ K with affine boundary conditions for a given set K which may be unbounded, a case not covered by the general study in papers [8] , [9] , [18] , [19] , [21] mentioned above. Our existence theorem is given in a form that is sufficient for the proof of Theorems 1.3 and 1.5; some generalization can be established to cover more general Hamilton-Jacobi equations but will not be included in the present paper.
Notation and Preliminaries
Before we proceed to prove the main theorems in following sections, we explain some notation and preliminaries.
Let m, n ≥ 1 be integers. We use M m×n to denote the space of all real m × n matrices with the operator norm |ξ| = max |h|=1 |ξh|. We use rankξ to denote the rank of matrix ξ.
Given a ∈ R m , b ∈ R n , let a ⊗ b be the rank-one matrix with elements (a⊗b) ij = a i b j . If m = n, we use det ξ to denote the determinant of square matrix ξ and also use
We shall always assume Ω is a bounded open domain in R n with Lipschitz boundary ∂Ω. For any measurable set E in R n we use |E| to denote its Lebesgue measure. We also useĒ, intE, convE and χ E to denote, respectively, closure, interior, closed convex hull and characteristic function of any given set E.
For 1 ≤ p ≤ ∞, let W 1,p (Ω; R m ) be the usual Sobolev space of mappings from Ω to R m with norm (see [1] , [17] ) 
Finally, we state a simple result frequently used throughout the paper; the proof is elementary and is left to the interested reader.
Quasiconvex functions vanishing on quasiregular sets
In this section, we aim to prove Theorems 1.1 and 1.2.
Let F : M m×n → R be a function. According to Morrey [16] , F is said to be quasiconvex on M m×n provided the property
holds for all ξ ∈ M m×n , bounded domains D ⊂ R n , and all smooth maps ϕ ∈ C ∞ 0 (D; R m ). Given any function f : M m×n → R, we define the quasiconvexification of f , denoted by f qc , to be the function given by
It is well-known that the function f qc is independent of the domain D and is always quasiconvex assuming f is continuous; see, e.g., [3] , [7] , [16] , [17] .
If F : M m×n → R is quasiconvex function and satisfies
where C > 0, p ≥ 1 are some constants, we observe that, by a density argument (see e.g. [5] , [7] , [17] ), property (2.1) also holds for all ϕ ∈ W 
Then, by (1.4), F L is quasiconvex and one easily sees that F L vanishes exactly on K L ; note also that the growth of F L is of n-th power:
Another important property of this function F L is that it easily satisfies the so-called L n -mean coercivity condition (see, e.g., [13] , [30] ):
Existence of the quasiconvex functions with growth below the natural power n and vanishing exactly on the quasiregular set is the main content of our next theorem; we refer to [20] , [30] for the proof and further discussions.
Theorem 2.2 ([20], [30]). Let
Furthermore, if n is even and L = 1, the optimal power p n (1) equals n/2.
Remark. 1) Existence of quasiconvex functions satisfying (2.5) follows from property (2.4) and general results established in Yan and Zhou [30] using the important technique of nonlinear Hodge decomposition discovered in Iwaniec [11] and Iwaniec and Sbordone [15] . In fact, by [30] , Theorem 2.1, one can choose g to be the quasiconvexification function (F
2) The special case when n is even and L = 1 has been considered by Müller,Šverák and Yan in [20] , using a special linear structure of the conformal set K 1 and following the important work of Iwaniec and Martin [14] .
3) In view of some recent results in Iwaniec [12] (see also Astala [2] ), we conjecture that the optimal power p n (L) in the theorem is given by
Proof of Theorem 1.1
Let p n (L) < n be the number determined in Theorem 2.2 and let g be the function satisfying (2.5)
in Ω, by Proposition 2.1, one has g(ξ) ≤ 0 and hence ξ ∈ K L , as claimed. This completes the proof.
Proof of Theorem 1.2
Let n ≥ 4 be even, and let u ∈ W 1,n/2 (Ω; R n ) be a weakly conformal map and u| ∂Ω = ξx + b. As in the proof of Theorem 1.1 it follows from Proposition 2.1 and Theorem 2.2 that ξ ∈ K 1 . Therefore the mapũ = χ Ω u+ χ R n \Ω (ξx + b) is a weakly conformal map in W 1,n/2 loc (R n ; R n ). By a wellknown result of Iwaniec and Martin [14] ,ũ must belong to W 1,n loc (R n ; R n ). Then a classical result of Liouville's theorem (see Reshetnyak [23] ) shows u is a Möbius transformation; hence,ũ ≡ ξx + b. The proof of Theorem 1.2 is now completed.
A general existence theorem
In this section we establish an existence theorem for vectorial HamiltonJacobi equation of the form
where K is a given subset of M m×n . In studying equations of this type, it is important to investigate certain special structures of the set K.
Define the lamination hull of set K to be the set given by
We refer to, e.g., [4] , [7] , [8] , [9] , [18] , [19] , [22] , [29] , [30] , [31] for more properties of this and other generalized convex hulls in the calculus of variations. 
2) The following result shows that the set β p (K) is independent of the domain Ω and that the map u ∈ ξx + W 
for any continuous function g with |g(η)| ≤ C(|η| p + 1).
Proof. Without loss of generality, assume 0 ∈ Ω. Fix a number δ > 0.
Since Σ is open, for any y ∈ Σ, there exists y between 0 and δ such that the sets Ω y, ≡ y + Ω are contained in Σ for all 0 < < y . Note that all such sets {Ω y, } form a Vitali cover of Σ; hence, by the Vitali covering lemma, there exist disjoint sets {y k + kΩ } and a null set N such that 0
Then it is easy to see that v δ (y) ∈ ξy + W 1,p 0 (Σ; R m ). Easy computation also shows that
for any continuous function g with |g(η)| ≤ C(|η| p +1). Finally, by choosing δ > 0 sufficiently small, one can make v δ − ξy L p (Σ) < .
We now state our main existence theorem of this section.
Theorem 3.2. Let K ⊂ M m×n be a closed set and let A ⊂ β p (K) be a set satisfying
where u ξ ∈ W 1,p (Ω; R m ) is some map satisfying (3.
2). Suppose the lamination hull B = L(A) is open and bounded. Then B ⊂ β p (K).
From this theorem, we easily have the following result; we refer to Müller andŠverák [18] for similar results about open relations and to Gromov [10] and Müller and Sychev [21] for other related results.
Corollary 3.3. Let A ⊂ M m×n be a bounded set such that L(A) is open. Then L(A) ⊂ β ∞ (Ā).
Proof. The result follows easily from the theorem with K =Ā.
The following result is essential for proving our general existence theorem. Other versions of the result can be found in [8] , [9] , [18] , [19] and [21] ; a similar result in the case m = 1 has been used by Cellina in [6] . Proof. The proof follows closely some ideas in [6] , [21] . We proceed in several steps.
and 0 ∈ intH. Note that we can choose s = n + 2. 
For each
It is clear that w k is piece-wise affine, Lipschitz continuous on R n and satisfies Dw k ∈ {b 1 
is a bounded open polyhedral convex set containing 0 and w k | ∂Σ = 0 (see e.g. [25] ). Therefore, we have proved that there exist a Lipschitz bounded domain Σ in R n and a piece-wise affine function
e. in Σ. 4. A similar argument using the Vitali covering lemma as the one used in the proof of Lemma 3.1 shows that there exists a piece-wise affine function
in Ω. Note that it is important here that we allow our piece-wise affine maps to be affine on countably many sets.
We modify the values of h k on the set Ω k j for each j = 3, · · · , s so that the gradients belong to the set {b 1 , b 2 , · · · , b s }. To do this, let j ∈ {3, · · · , s} be given, and let 
(Ω k j ), we easily see that for all k = 1, 2, · · · 
Then, f k is piece-wise affine and belongs to W 
This proves the measure of the set {x
We easily see that u is a piece-wise affine map and satisfies all the requirements of the lemma. This completes the proof. (Ω; R m ) and two sets of finitely many points {α 1 
where k is the minimal such index. Then ξ = tη 1 + (1 − t)η 2 for some t ∈ (0, 1) and
Since B is open and ξ ∈ B, by Lemma 3.1, we have a map
(Ω; R m ) and a set {η 3 
If k = 1, the result is proved since then η 1 , η 2 ∈ A. If k ≥ 2, we can apply similar arguments to each η j ∈ L k−1 (A) ⊂ B and to each component of the set Ω j = {x ∈ Ω | Du 1 (x) = η j } where u 1 is affine to adjust the value
Repeating this argument in a finite number of steps, one can eventually reach at the conclusion of the proposition.
Let ξ ∈ B and let u be a map determined in the previous proposition.
Proof of Theorem 3.2
The proof is based on the previous construction and the boundedness assumption on B = L(A). We assume, for a constant λ < ∞, |η| < λ for all η ∈ B.
Let ξ ∈ B be given. We use the construction described above. Note that, in addition to (3.7)-(3.10), it also follows that Ω |Dũ| p dx ≤ λ p |Ω |.
In the following, let k → 0 + be a decreasing sequence satisfying ∈ K. Let Ω 1 = Ω be the set defined in the construction. Write
For each j, we use the previous construction for ξ j ∈ B with domain ∆ j and number = 2 /2 j to obtain a
We then modify the values of u 2 on the set Ω 2 as we did for u 1 on Ω 1 to obtain u 3 and Ω 3 . Continuing in this way, we obtain a sequence
First of all, note that conditions (3.16), (3.19) yield
Furthermore, by (3.15)-(3.19), we easily obtain that
where C is a constant and dist(η; K) is the distance function to the set K.
Finally, conditions (3.20) , (3.21) 
Linear boundary values of weakly quasiregular mappings
In this section, we prove main results Theorems 1.3 and 1.5.
To apply the general existence theorem proved before, we introduce some notations.
Given a number λ > 0, define
It is easy to see that the conformal set
We have the following result.
Proof. The proof follows from a refinement of the argument in Yan [27] . Since A λ ⊂ B λ and B λ is convex and hence
Therefore B λ ⊆ L n−1 (A λ ); the proof is completed. 
where C is a constant depending only on n, L and p. This completes the proof. Finally let us notice that the maps u ξ we have used in the proof also satisfy Du ξ (x) ∈ K 1 ∪ ∂K L for a.e. x ∈ B.
Proof of Theorem 1.3
Let ξ ∈ M n×n be given. We assume ξ / = 0. Let λ = 2|ξ|. Then ξ ∈ B λ . From Proposition 4.1, L(A λ ) = B λ is open and bounded; one also has sup η∈B λ |η| p ≤ C 1 |ξ| p . Also, from Proposition 4.2, the set A = A λ ⊂ β p (K L ) satisfies the condition (3.3) in Theorem 3.2 with constant c 0 ≤ C 2 |ξ| p . Therefore, Theorem 3.2 implies ξ ∈ β p (K L ). This proves the theorem.
Using Lemma 3.1 and the remark following the proof of Theorem 3.2, we easily obtain the following result from Theorem 1.3. We apply Corollary 4.3 to each ξ j , b j and Ω j and obtain weakly L-quasiregular maps u j ∈ ϕ + W 1,p 0 (Ω j ; R n ) satisfying
Then it is easily seen that the map u = j χ Ω j u j belongs to ϕ + W 1,p 0 (Ω; R n ), is weakly L-quasiregular and satisfies u − ϕ L p (Ω) < . The proof is completed.
Finally, from the previous proofs and the note in the proof of Proposition 4.2, we easily obtain the following slightly stronger result. Remark. We don't know whether the set K 1 ∪ ∂K L in this theorem can be replaced simply by ∂K L .
