In this paper we analyze the convergence behavior of convolutiontype system representations for the Paley-Wiener space PW 1 π . We completely characterize all stable linear time-invariant (LTI) systems for which we have convergence in the distributional sense by giving a necessary and sufficient condition for convergence. Furthermore, we prove that there are stable LTI systems and signals in PW 1 π for which the convolution integral and the convolution sum diverge even in a distributional sense. In signal processing, distributions are often used to show convergence. Surprisingly, here we are in a situation where distributions cannot be used to justify convergence.
INTRODUCTION
The representation of linear time-invariant (LTI) systems by sampling series or convolution integrals is important, not only from a theoretical point of view [1, 2] , but also for practical applications, where finite sums or integrals can be used for the approximation of the system output. Of course, the convergence behavior of both the sum and the integral is crucial.
Many engineering books [3, 4] give the impression that any LTI system T can be represented as a convolution integral in the form
where hT is the impulse response of the system and f is the input signal. Of course this is true for example for stable LTI systems operating on bandlimited signals with finite energy. However, it is not necessarily true for stable LTI systems acting on other signal spaces. In particular, the behavior for larger spaces, e.g., the PaleyWiener space PW 1 π , is interesting. The problem of finding representations of stable LTI systems has been studied for a long time, and several results for spaces of bandlimited signals, which are larger than the space of bandlimited, finite energy signals, have been presented [2, 5, 6] . In [2] Habib derived a convolution integral and a series representation for systems operating on bandlimited signals in the Zakai space [5] . In [6] it has been shown that the integral in (1) is generally not convergent for systems operating on the Paley-Wiener space PW 1 π . Although the integral in (1) does not necessarily converge in the classical sense for PW 1 π , it might be possible that it can still be meaningfully interpreted in a distributional sense. Indeed, distributions can provide a way out of many convergence problems that are present in the classical non-distributional setting. Unfortunately, many engineering textbooks about LTI systems do not treat distributions in a rigorous mathematical manner. Often heuristic arguments prevail.
In this paper we analyze the distributional convergence behavior of the two convolution integrals
and
and the convolution sum
for signals f in the Paley-Wiener space PW π is important because the convergence behavior of sampling series and convolution integrals for this space is closely related to the mean-square convergence behavior for wide-sense stationary stochastic processes.
We show that the perception that any stable LTI system acting on bandlimited signals can-at least in a distributional setting-be represented as a convolution integral is problematic and not justified in general. Moreover, we completely characterize all stable LTI systems for which the approximation processes (2), (3), and (4) converge to T f for all f ∈ PW 1 π as N tends to infinity.
NOTATION AND DEFINITIONS
Letf denote the Fourier transform of a function f , wheref is to be understood in the distributional sense. 
The norm for PW 
for all f ∈ PW p π and t, a ∈ R. Note that our definition of stability is with respect to the PW p π -norm and thus is different from the concept of bounded input bounded output (BIBO) stability in general. For every stable LTI system T :
for all f ∈ PW 1 π . The operator norm of T is given by T = ĥ T ∞ and the impulse response hT by hT = T sinc. Conversely,
π . Thus, every stable LTI system on PW 1 π has a frequency domain representation according to (5) . We will see that a time domain representation in the form (1) is not always possible, even in a distributional setting.
In order to be able to state our key results, we additionally need the concept of distributions. Distributions are continuous linear functionals on some space of test functions. In this paper we deal with test functions in the Schwartz space S, consisting of all continuous functions φ : R → C that have continuous derivatives of all orders and fulfill
. S denotes the dual space of S. We have φ ∞ < ∞ and φ 1 < ∞ for all φ ∈ S. The Fourier transform maps the space S onto itself. These properties of φ will be used extensively in the proofs. For functions g, fulfilling 
|g(t)|(1 + |x|)
−m for some m ≥ 0, we can define the linear functional
on the space S. It can be proven that this functional is continuous and thus defines a distribution [7] . Distributions of the type (6) are called regular distributions. A sequence of distributions {f k } k∈N in S is said to converge in S if for every φ ∈ S the sequence of numbers {f k φ} k∈N converges. Thus, a sequence of regular distributions, which is induced by a sequence of functions {g k } k∈N according to (6) , converges in S if for every φ ∈ S the sequence of numbers {
For further details about distributions we would like to refer the reader to [7] .
CONVOLUTION INTEGRAL
In this section we analyze the convergence behavior of the two convolution integrals (2) and (3) 
However, (7) is not necessarily true for stable LTI systems operating on signals in PW 1 π . In [6] it has been shown that the convolution integrals (2) and (3) have a different convergence behavior in general. This is the reason why we treat both convolution integrals in this paper. Moreover, it has been shown that there are stable LTI systems for which the integrals (2) and (3) diverge pointwise. More precisely, for every t ∈ R there is a stable LTI systems T such that (2) diverges for some signal f ∈ PW 1 π as N tends to infinity. The same is true for the convolution integral (3) .
Although the convolution integrals are not necessarily convergent in the classical (pointwise) sense, it may be possible that (2) and (3), interpreted as a sequence of regular distributions, converge in the distributional sense. If this was true the common conception that every stable LTI system has time-domain representation in the form of a convolution integral would get a rigorous theoretical foundation for the space PW 1 π , at least in a distributional sense. However, it will turn out that this is not the case.
Convergence Behavior of the Convolution Integral I
Next, we analyze the distributional convergence behavior of the convolution integral (2) . For notational convenience, we introduce the
For the proof of Theorem 1 we need Lemma 1.
Lemma 1. For all stable LTI systems T , φ ∈ S, and N ∈ N we have
Proof. Let φ ∈ S, N ∈ N, and the stable LTI systems T be arbitrary but fixed. For f ∈ PW
where we used Fubini's theorem to interchange the order of the integrals, and the fact that
which follows from the generalized Parseval equality. The assertion is a direct consequence of Lemma 17 in [8] .
Theorem 1. Let T be a stable LTI system and φ ∈ S. Then we have
for all f ∈ PW 
and φ ∈ L 1 (R), we can apply Lebesgue's dominated convergence theorem, which, together with (7), leads to limN→∞
for all N ≥ N0( ). Combining (10) and (11), we obtain
for all N ≥ N0( ). This completes this part of the proof, because > 0 was arbitrary. Second part, "⇒": Let φ ∈ S be arbitrary but fixed. Since
for all N ∈ N and all f ∈ PW 1 π , equation (8) and the fact that | 
according to Lemma 1, which completes the second part of the proof. Third part: If (9) is not fulfilled, i.e., if In the previous theorem we have seen that if (9) 
The proof of Theorem 2 is based on the following Theorem, which establishes the connection between the classical convergence of A T N f and the distributional convergence. Theorem 3 is not proved here, because of space constraints. Proof of Theorem 2. According to Theorem 3 in [6] , for every t ∈ R there exists a stable LTI system T1 and a signal f1 ∈ PW Here we see that a convolution type representation of stable LTI systems in the form (2) is not possible in general for the space PW 1 π , even if the convergence is treated in the distributional sense. In the next section we will see that the same is true for the second convolution integral (3).
Convergence Behavior of the Convolution Integral II
In this section we analyze the second convolution integral (3). Theorem 4 characterizes all stable LTI systems T for which B T N converges in S to T f for all f ∈ PW Using a result from [6] , we can show that there exists a stable LTI system T1 such that B 
CONVOLUTION SUM
The discrete counterpart of the convolution integral (2), which is given by the convolution sum (4) naturally emerges from the finite Shannon sampling series
when some LTI operator T is applied, because
The sum in (4) is important for practical applications because it uses only the samples {f (k)} k∈Z of the signal f . If (S T N f )(t) converges to (T f)(t) for all t ∈ R as N tends to infinity, then (S T N f )(t) can be used to approximate (T f)(t). Of course the convergence of (S Unfortunately, (S T N f )(t) does not always converge to (T f)(t) for stable LTI systems operating on PW 1 π [11] . Next, we will analyze distributional convergence behavior of (4). For this purpose we introduce the abbreviation S 
for all N ∈ N. In addition, if (13) is not fulfilled, then there exists a signal f1 ∈ PW
Theorem 7, which can be proved analogously to Theorem 1, completely characterizes all stable LTI systems T for which the convolution sum S T N f converges in S for all f ∈ PW 1 π . In Theorem 9 we will use the characterization of Theorem 7 to show that there exists a stable LTI system T1 for which S Proof. Using the characterization (13) in Theorem 7 for convergence in S and the characterization for pointwise convergence from [11] , the assertion follows after a short calculation. Proof. From the results in [11] it can be easily seen that there exists a stable LTI system T1 such that (S T 1 N f1)(t) diverges for some t ∈ R and f1 ∈ PW 1 π . Thus, the assertion follows from Theorem 8 and Theorem 7.
We see from Theorem 9 that there are stable LTI systems and signals in PW 1 π such that the convolution sum (4) diverges in S . In this regard, we have the same situation as in Section 3, where we analyzed the convolution integral: The divergence of the convolution sum in the classical, non-distributional setting cannot be circumvented by considering the more relaxed concept of distributional convergence. Therefore, a convolution type representation of stable LTI systems in the form (4) is not possible in general for the space PW 1 π , even if the convergence is treated in the distributional sense.
