The properties of a discrete Wiener-Hopf equation are closely related to the factorization of the symbol of the equation. We give a necessary and sufticient condition for existence of a canonical Wiener-Hopf factorization of a possibly nonregular rational matrix function W relative to a contour which is a positively oriented boundary of a region in the finite complex plane. The condition involves decomposition of the state space in a minimal realization of Wand, if it is satisfied, we give explicit formulas for the factors. The results are generalized by means of centered realizations to arbitrary rational matrix functions. The proposed approach can be used to solve discrete Wiener-Hopf equations whose symbols are rational matrix functions which admit canonical factorization relative to the unit circle.
for some points z, inside and z _ outside r, and some integers ICY, IC~,...,K,W~~~IC~>IC~> ... > K,. Here, and in the sequel, the continuity of an m x n matrix valued function is understood in terms of the topology on m x n matrices induced by the (operator) norm of a matrix identified with an operator acting between the Euclidean spaces, and analyticity of a function at a point J is understood in terms of the Laurent expansion of the function at 1. Equivalently, a matrix valued function A is continuous (analytic) at a point 1" if each entry of A is continuous (analytic) at 1. The integers or, JQ, . . . . K, above are uniquely determined by the function A and the contour r. They are called the indices of the factorization (or the (right) factorization indices). If all the indices are equal to zero, the factorization is said to be canonical. The factors A_ and A+ in (1.2) are not unique. The possible nonuniqueness of A-and A+ is characterized in Theorem 7.2 in [17] (see also Theorem 1. 2 
in [lo]).
We note that if the point at infinity is inside r, then a factorization A-DA+ with A_ While this difference does not affect factorization indices, the factorization according to our definition is "full-rank" (cf. [ 12, 181) . The idea of a factorization of a singular matrix valued function A which involves the rank of A has been used in [26] .
The characterization of the possible nonuniqueness of factors in a Wiener-Hopf factorization relative to a contour extends to the singular case (see Theorem 2.3 in [ 11 I). 
and (i) qii=O iftc;>tc,, (ii) qii is a constant zftci= K~, (iii) qu is a polynomial in (z -z + )/(z -z _ ) of degree at most tcj -~~ ifKi<Kj.
We will consider a Wiener-Hopf factorization of rational matrix functions, that is, meromorphic matrix valued functions on the Riemann sphere C,. A rational matrix function is said to be regular if it takes nonsingular matrix values at all but a finite number of points. There is an extensive literature of Wiener-Hopf factorization of regular rational matrix functions (see, e.g., [ 151) . The necessary and sufficient condition for existence of a canonical Wiener-Hopf factorization of a regular rational matrix function, together with the formulas for the factors, can be found in [3] (Theorems 4.9 and 1.5). The construction of a (not necessarily canonical) Wiener-Hopf factorization of a regular rational matrix function W, based on the realization of W, is presented in [4] . The formulas for factorization indices at infinity of matrix polynomials are given in [ 193. A method to compute the factorization indices of a regular rational matrix function is presented in [ 11. If a rational matrix function W admits a canonical Wiener-Hopf factorization relative to a contour, the factorization can be found by means of elementary column and row operations on the function W viewed as a matrix over the field of scalar rational functions. Below, assuming the system theoretic approach of [3] to Wiener-Hopf factorization, we prove a necessary and sufficient condition for existence of a canonical Wiener-Hopf factorization of an arbitrary rational matrix function W in terms of decomposition of the state space in a minimal realization of W. We also give formulas for the factors if the condition is satisfied. In Section 5, these results are applied to discrete Wiener-Hopf equations with rational symbols.
PRELIMINARIES ON RATIONAL MATRIX FUNCTIONS
We will denote by W the field of scalar rational functions, and by W" x ' the a-linear space of m x n rational matrix functions. One of the basic tools in studying the properties of a function WE 9'" x n is a Smith-McMillan factorization of W (see [22, 25] A function WE %?' x ' can be represented as an m x n matrix with entries in 9. Another representation, commonly used in systems theory, is in terms of realizations. Suppose the poles of W in the finite plane are located at A, 22, . . . . 2,. The principal part in the Laurent expansion of W at z = ;li can be represented (see [6] ) as Ci(z-Aj)-lBi with Ai, Bi, Ci matrices. Hence 2) where A, B, C are matrices and D(z) is a matrix polynomial. The representation (2.2) has been used in [25] . After finding a realization D, + C,(z-A,)-'B, for D(z-'), with the matrix A, nilpotent, we obtain (see [9] )
3)
The representation (2.3) of W is called a realization (see [7] ). We note that if W is proper, that is, analytic at infinity, then the last term on the righthand side of (2.3) does not occur and Then (gn, 11. /iA) is a non-Archimedean normed space. Subspaces X and Y of (LF, 11 ./Ii) are said to be orthogonal (see [21] More generally, if cr is a subset of Coo, we will say that subspaces X and Y of W" are orthogonal on cr if X and Y are orthogonal in (9", (1. (1 1) for each 1 E 0. We will denote the orthogonality of X and Y on Q by X@, Y. Also, a subspace of 9" generated by constant functions will be called a constant subspace of %!". The map 0 which sends constant subspaces of 9" to subspaces of C" via the formula O(X) = X(n), where I E C, is arbitrary, is bijective. Thus, we can identify subspaces of C" with constant subspaces of 9". Consequently, the definition of orthogonality of subspaces of .G$?' on c extends to subspaces of 9" and C".
Let V be a subspace of 9%'". One can choose a basis for V consisting of vectors polynomials ul, vq, . . . . uk so that C, G i G k deg ui is minimal. In any such basis, the degrees of vi, u2, . . . . uk are unique up to a permutation (see [13] ). If WE~?~" and I/= W"' (resp. V= War), deg vi, deg v2, . . . . deg vk are called the left (resp. right) Forney indices of W. The sum of left (resp. right) Forney indices of W measures how much the column (resp. row) span of W (over 9) differs from a constant subspace of 9Vx ' (resp. R1 x ").
One of the basic results on rational matrix functions (see [27] or [28] ) is that the McMillan degree of a function WE ,G%?"'~" differs from the sum of multiplicities of all the zeros of W by the sum of its left and right Forney indices. The sum of left and right Forney indices of W is also called the defect of W in the literature (see [20] ).
FACTORIZATION OF FUNCTIONS WITHOUT A POLE OR ZERO AT INFINITY
In this section we will consider functions in Pxn which have neither a pole nor a zero at infinity. In Theorem 3.7 we will in addition assume that the contour r is a positively oriented boundary of a region in the finite plane C. The results will be generalized to an arbitrary case in the next section. By a generalized inverse of a matrix D we will understand a (1,2)-inverse of D, that is, any matrix Dt such that DDfD = D and DfDDt = Df. Proof We use the notation introduced in the proof of Lemma 3.1. Since conditions (i) and (ii) hold, the matrix polynomials E and P have nonsingular values at 1. Hence the function H has a zero (resp. a pole) at 2 if and only if W has a zero (resp. a pole) at 1. Also, the partial multiplicities of the zero (resp. a pole) of the function H at 1 are equal to the partial multiplicities of the zero (resp. a pole) of the function W at 1. Choose a nonsingular matrix S such that we can find a generalized inverse of D which satisfies the hypotheses of Proposition 3.3 whenever the set 0 is finite. where P,, and P, are such that the rows of P,, form a basis for W"' and the columns of P,, form a basis for W"', are regular. In Lemma 3.5, a finite set c is given a priori, and we can actually compute a generalized inverse Df of D which satisfies conditions (i) and (ii). Proposition 3.6 generalizes the well known fact that if (A, B, C, D) is a minimal realization of a function WE 9" x " and the matrix D is invertible, then the zeros of W are precisely the points of spectrum of A -BD-'C.
If (A, B, C, D) is a minimal realization of a function WE
The foliowing theorem gives a necessary and sufficient condition for existence of a canonical Wiener-Hopf factorization relative to a contour of a function WE 9" x n without a pole or zero at infinity. If r is a positively oriented boundary of a region in the finite plane C and A is a linear operator whose spectrum does not meet r, P(A; r) will denote the projection induced by the part of the spectrum of A inside r according to the formula P(A;I&S,(z-a)'dz. It follows from the definition of X, that A(X,) c X,. Hence, by Theorem 3.1 in [23] In fact, the first three matrices in (3.5) represent A, B, C with respect to the decomposition X= X, i X2, where X, = Im P(A; r) and X2 can be expressed in terms of some similarity matrix S. Clearly, condition (ii) holds and, by Theorem 3.1 in [23] , the subspace X, is invariant under A". Let l<i<r,&isoutsider (3.6) maps X, into X,. Since A" (X2) c X,, the projection (3.6) maps X, into A',. Thus Q,,cX,. 1
Note that the dimension of the space X2 in Theorem 3.7 is uniquely determined by the function W and the contour r. Indeed, W and r determine uniquely the dimensions of Qmin and Sz,,,, and dim X2 is related to dim Q,, ( Consequently, Theorem 3.7 can be specialized as follows. 
FACTORIZATION OF FUNCTIONS WITH POLES OR ZEROS AT INFINITY
Suppose that a function WE @" xn with a realization (2.3) has a pole or a zero at infinity. Choose a point c1 E C such that the matrices (a -A) and (I-ctA ,) are invertible. Then (see [24] ; cf. We will call the domain of the operator corresponding to the matrix A in the realization 8 the state space of the realization. Since (A, B, C, D, U) is a minimal centered realization of a function WE 9" x n if and only if (A, B, C, D) is a minimal realization of a function H(z) = W( (az + 1)/z), all the results of Section 3 can be immediately extended to an arbitrary rational matrix function W and a contour which is a positively oriented boundary of a region on the Riemann sphere. We state the generalization of Theorem 3.7. Below, the symbol Tl,+aj will denote the Mobius transformation which sends z to l/(z -LX). We note that Theorem 3.9 can be restated in the setting of Theorem 4.1.
DISCRETE WIENER-H• PF EQUATIONS
We consider now the equation We will identify an element { c~}~OO=~ E lb, i a positive integer, with the series cJYO zicj. The image of 1: under this identification will be denoted by l;+. The space of series x,~'-~ zjcj such that {cj},y , E 1; will be denoted by Ii-. The projection f m zjq + c z'c, j= -cc j=O will be denoted by rc + .
The case when the symbol A of Eq.(5.1) is square, and its determinant does not vanish at any point of the unit circle F-, has been considered in [ 171 (see also [3] ). Here we assume that the symbol A is a rational matrix function with a constant rank on 9'. We characterize first elements { cj},F'= o for which Eq. The characterization of the range of T, in [17] carries over to our setting. If x, y E C", let (x, y) denote the sum of the products of the corresponding coordinates of x and y. Also, let q 2 1 be such that l/p + l/q = 1. We will call members of the set (5.9) admissible elements. The space of admissible elements is a closed subspace of 1:. PROPOSITION 
