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Introduction
In this thesis ϕ-subgaussian random variables are studied and used to solve
some classical problems: for instance an estimation of the correlation func-
tion of a Gaussian stationary process, and some topics about the behaviour
of random process are discussed.
Part of the theory we use is actually a work in progress and, as a consequence,
the approach risults to be rather innovative. All the theory of Orlicz spaces is
well known (see for instace [14], even if their applications are relatively recent
(see [18]). Sub-Gaussian and ϕ-Subgaussian theories have been developed
only in recent years and they are related to the study on some inequalities
satisfied by the Laplace transform of such kind of random variables. More
precisely if ϕ is anN -function(that is a continuous, even and convex function
increasing on (0,+∞), such that ϕ(0) = 0, ϕ(x)/x → 0 as x → 0 and
ϕ(x)/x → +∞ as x → ∞), then a random variable X is said to be ϕ-
Subgaussian if we can find a positive constant a such that for every t,
E
[
etX
] ≤ eϕ(at).
Sub-Gaussian random variables are ϕ-Subgaussian ones, obtained for ϕ(x) =
x2/2. On the other hand ϕ-Subgaussian random variables belong to a sui-
table Orlicz space (see [2] for more details).
Such kind of random variables have been introduced for several reasons.
Maybe the most important factor is the existence for this kind of random
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variables of some inequalities for the tails of their distribution. These in-
equalities are turn out to be helpful to the study of the behaviour of sums
or of maxima of a finite family of this kind of random variables.
Moreover a lot of characteristics of ϕ-Subgaussian random variables are quite
similar to those of Gaussian ones: in many cases properties of Gaussian ran-
dom variables that are used to prove some kind of results, such for instance
the Law of Iterated Logarithm, are shared by ϕ-Subgaussian random vari-
ables too. For example an entropy approach, usually used to study proper-
ties of Gaussian processes, can be useful and applicable as well in the case
of Sub-Gaussian, ϕ-Subgaussian and Pre-Gaussian ones.
The present thesis is divided into 4 chapters.
In the first one an outline of the theory of ϕ-Subgaussian spaces and of
metric entropy is given. All the results, which are only stated here, are
proved in [2] (see also [9]). In order to completeness, a sketch of the theory
of regularly and slowly varying function is given, and for more details we
refer to [7].
In the second chapter the classical argument of the Law of Iterated Log-
arithm (LIL) is discussed using these new concepts. The topic concerns
the behaviour of some sequences of random variables and some martingales.
The interest for stochastic integral with respect to Brownian Motion and for
their asymptotic behaviour has recently grown; therefore in the literature
many formulations for the LIL can now be found for this kind of stochastic
processes.
Many different approaches have been used and many results have been ob-
tained. (see for instance [5]). However hypotheses on the integrand processes
are till now rather restrictive. The classical LIL establishes that a random
process (Xt)t∈T satisfying some set of hypotheses (closely connected to the
tail of their distribution) is such that
P
(
lim sup
t→0
Xt
f(t) log log 1/t
= 1
)
= 1,
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where f(t) is a suitable function which goes to zero as t goes to zero.
Here we deal with a weaker formulation of the LIL; more precisely we prove
that, if a process (Xt)t verifies some suitable assumptions, then
P
(
lim sup
t→0
Xt
f(t) log log 1/t
≤ 1
)
= 1.
In literature other examples of this weaker formulation can be found and
the reason can be searched in some aspects of the classical proof of the LIL.
In fact tipically this proof is split into two parts:
1. in the first part it is proved that for every positive C∑
n
P
(
sup
s≤tn
Xs > Cf(tn) log log 1/tn
)
<∞,
where (tn)n is a suitable sequence which goes to zero. A classical
argument based on the Borel-Cantelli lemma (first part) yields
P
(
lim sup
t→0
Xt
f(t) log log 1/t
> 1
)
= 0.
Since the convergence of the series clearly depends on the growth of
the tail of the distribution of Xt, the idea is that it is possible to obtain
it with some hypotheses of ϕ-subgaussianity which, as we have already
remarked, gives an upper estimation of these tails.
2. in the second part the aim is to show that there exists a constant C∑
n
P
(
Xtn −Xtn−1 > Cf(tn) log log 1/tn
)
=∞,
so that by Borel-Cantelli lemma (second part), provided we have at
least some mixing or weak indipendence assumption, gives
P
(
lim sup
t→0
Xt
f(t) log log 1/t
≥ 1
)
= 1.
Yet, in order to study this last series, a lower bound is requested on
the tail of the distribution and this one cannot be obtained from ϕ-
subgaussianity only.
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In the first part of chapter 1, weak LIL is proved for some kind of ϕ-
Subgaussian martingales, while in the second part of the same chapter our
interest is on stochastic integrals. We have found some hypotheses on the in-
tegrand processes which force the stochastic integral to be a ϕ-Subgaussian
martingale, so that we can apply the theorems proved in the first part.
We think that our results may be of interest since they can be applied in
particular to stochastic integrals with unbounded integrand processes.
The topic of the third chapter concerns the classical problem of finding es-
timators for the Correlation Function of a Gaussian stationary process. A
large variety of statistical models are based on Gaussian stationary pro-
cesses (see [1]) and the estimation of parameters is of course a crucial prob-
lem, mostly because a Gaussian random variable is characterized by them.
The Relay Correlation Function (RCF), which is a modification of the well
known Correlation Function, has been introduced mainly for computational
advantages. In fact, given a stationary Gaussian process (Xt)t∈R+ with Cor-
relation Function γ, we can define the map
Rt 7→ E [X0sgnXt] .
Notice that this function takes in account only the sign of the second random
variable. We can see from this definition the advantage of the RCF. In
fact if (xti)i is a set of realizations, the calculation of time avarage of the
Correlation Function, that is
∑
i xtixti+t, involves a product for each term
of the sum and the sum itself; the same calculation for the RCF, that is∑
i xtisgnxti+t, only involves a control of the sign for each term and a single
sum. From the computational point of view a product is more expensive
than a sign control, therefore the second calculation is obviously cheaper
than the first one. It must be noticed that the use of RCF causes no loss of
information on the correlation itself since Rt =
√
2
piγ(t), as it can be easily
verified (see [23]).
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The R-Correlogram, the estimator under study in this thesis is of the form
Rˆt =
1
T
∫ T
0
XssgnXs+tds,
where T is a strictly positive real number. Our aim is to find both a pointwise
and an uniform confidence interval for this estimator.
To this intent we start by proving that Rˆt (centered) is a Sub-Gaussian
random variable; this is done by a careful analysis of its Laplace transform.
This allows to obtain immediately the pointwise confidence interval.
For the uniform one, we have to study the increments of the process Rˆ =
(Rˆt)t since we need to use the approach of metric entropy. We construct
the pseudometric generated by Rˆt and we show that this process belongs to
an exponential Orlicz space. Using properties of this space and establishing
some estimations of the pseudometric by means of the norm of this space,
we are able to find the uniform confidence interval.
We stress the fact that the work on this topic is still in progress: we hope to
be able to find sharper estimations of the norms of Rˆt and of its increments,
since this could hopefully lead to the study of the asymptotic behaviour of
the R-Correlogram as T , that is the horizon of observations, tends to infinity.
The fourth chapter concerns the behaviour of the maxima of real random
sequences. Starting from [8], where only Sub-Gaussian assumptions are
made, the extension to general ϕ-Subgaussian random variables is quite
natural.
In [8] it is proved that, if (Xn)n∈N is a sequence of random variables and
for any n we define Yn = max1≤k≤nXk −
√
2 log n, then a.s. the sequence
(Y +n )n∈N converges to 0, under the assumption that
P (Xn > x) ≤ e−x2/2.
It is evident the relationship between this assumption, which is essentially a
ϕ-subgaussianity hypothesis with ϕ(x) = x2/2, and the thesis in which, in
7
the definition of Yn, the quantity
√
2 log n is exactly (ϕ∗)−1(log n), where
ϕ∗ is the Young-Fenchel transform of the function ϕ, that is ϕ∗(x) =
supy∈R(xy − ϕ(y)).
Here we generalize the same result to a more general class of ϕ-Subgaussian
sequences, getting the same kind of result for a suitable sequence (Yn)n,
whose definition depends on ϕ.
In the second part of this chapter we deal with the convergence of some series
connected with the maxima studied in the first part. In particular we prove
that under the hypothesis of ϕ-subgaussianity of the sequence (Xn)n∈N and
some assumptions on their norms, then, setting Yn as in the first part of the
chapter, for every positive  we have
∞∑
k=1
k−αP (Yk > ) <∞,
for a suitable constan α.
The relationship between the previous properties and the complete conver-
gence to zero of (Yn)n is quite natural. In fact, a sequence (Un)n is said to
converge completely to a constant C if for every positive 
∞∑
k=1
P (|Uk − α| > ) <∞
(see [12]). The complete convergence, in view of Borel-Cantelli lemma im-
plies the a.s. convergence of (Un)n to the same constant.
Finally a converse in some sense of previous theorems is proved using hy-
poteses related to ϕ-subgaussianity.
8
Notation
We summerize here most of the peculiar notation and expression which are
used throughout the thesis and not always explicitely recalled.
First of all, even if not always specified, all random variables are defined on
a probability space (Ω,F , P ). Moreover we omit the filtration with respect
to which a process is a martingale if it is the natural one. Finally we use
the symbol σ(X) to denote the σ-algebra generated by X.
Unless otherwise specified, the symbols p, q denote two real numbers satify-
ing the conditions p > 1, q > 1 and
1
p
+
1
q
= 1.
Generally we use t or s as real parameters and n or k as integer ones, hence
the set of parameters is not specified if there is no risk of ambiguity.
Finally symbols as ≺ or ≈ are used to denote inequalities or equalities which
hold infinity often (i.o.) and in many cases up to constant.
To conclude we just recall some symbols used to denote the spaces of random
variables which most frequentely ricur in the thesis:
Sub(Ω) space of Sub-Gaussian random variables
Prg(Ω) space of Pre-gaussian random variables
Subϕ(Ω) space of ϕ-Subgaussian random variables
Lϕ(Ω) Orlicz space
Exp(α)(Ω) Orlicz space of exponential type
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Chapter 1
Preliminaries
In this chapter we collect all definitions and results will be used in the rest
of the thesis. In particular we outline ϕ-Sub-Gaussian processes theory and
we summarize main properties of regularly varying function. Form more
details concerning first topic see [2]; for the second one see [19] and [7].
1.1 N-functions
In this section we recall definitions and properties of Orlicz N -function and
Young Fenchel trasform (see [2] and [10] for more details).
Definition 1.1.1. A continuous even and convex function ϕ is called C-
function if it is increasing on (0,+∞) and ϕ(0) = 0.
It can be proved that for any C-function ϕ it exist a nondecreasing, right
continuous function p, called called density of the C-function ϕ, such that
ϕ(x) =
∫ |x|
0
p(t) dt. (1.1.1)
Following functions
ϕ(x) = a|x|α, a > 0, α ≥ 1,
ϕ(x) = c
(
ef(x) − 1
)
, with c > 0, and f a C-function
10
are examples of C-function. In following proposition some of the most im-
portant properties of C-function are listed.
Proposition 1.1.2. If ϕ is a C-function, then
a) ϕ(αx) ≤ αϕ(x) for every x ∈ R and for α ∈ [0, 1];
b) ϕ(αx) ≥ αϕ(x) for every x ∈ R and for every α ∈ (1,+∞);
c) )ϕ (|x|+ |y|) ≥ ϕ(x) + ϕ(y) for every x, y ∈ R;
d) it exists a positive constant c such that ϕ(x) ≥ cx, for every x ∈
(1,+∞);
e) the function x→ ϕ(x)/x is nondecreasing.
We see now a special kind of C-function.
Definition 1.1.3. A C-function ϕ is an Orlicz N -function if it verify fol-
lowing conditions:
i) lim
x→0
ϕ(x)
x
= 0 ii) lim
x→∞
ϕ(x)
x
= +∞. (1.1.2)
Since an N -funtion is a C-function, it admit a density p with the additional
properties p(0) = 0 and p(t)→∞ as t→∞.
Example 1.1.4. One of the most importart example of N -function is given
by
ϕ(x) =
|x|p
p
. (1.1.3)
In fact, it is a C-function and it satisfy visibly conditions (1.1.2).
Another example if given by
ϕ(x) = e|x| − |x| − 1. (1.1.4)
Remark 1.1.5. Many other examples of N -functions can be constructed
starting by a function p with right properties to be a density for an N -
function.
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Definition 1.1.6. Let ϕ a real-valued function. For every positive x define
ϕ∗(x) = sup
y∈R
(xy − ϕ(y)) .
The function x→ ϕ∗(x) is called Young-Fenchel transform of ϕ.
In particular, if ϕ is an N -function, its Young-Fenchel trasform is an N -
function, too.
Example 1.1.7. Refering to previous examples, it is not difficult to see that
if ϕ as the expression (1.1.3), its Young-Fenchel transform is
ϕ∗(x) =
|x|q
q
,
where q is such that 1/p+ 1/q = 1.
If ϕ is as in example (1.1.4), by differentiation with respect to y of the
function y of xy−ϕ(y), it is simple to find that its Young-Fenchel trasform
is
ϕ∗(x) = (|x|+ 1) log (x+ 1) .
Remark 1.1.8. We have seen that an N -fuction ϕ can be espressed in the
form
ϕ(x) =
∫ |x|
0
p(t) dt (1.1.5)
for a suitable density p. This function p is nondecreasing, hence it admit
only a generalized inverse
p−1(t) = sup {u ≥ 0 : p(u) ≤ t} .
However this inverse is useful since it can be proved that if ϕ is of the form
(1.1.5), then
ϕ∗(x) =
∫ |x|
0
p−1(t) dt.
As consequence, we have that ϕ∗ is differentiable almost everywhere and
(ϕ∗)′ = p−1.
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Remark 1.1.9. A very special case of N -function and Youngh-Fenchel trans-
form is
ϕ(x) = x2/2.
In fact in this case we have ϕ∗(x) = x2/2, and it can be prove that this
function is the unique solution, among continuous functions, of the equation
ϕ∗ = ϕ.
1.2 Spaces of random variables
In this section a random space (Ω,F , P ) is supposed to be fixed and all
random variables are here defined.
Definition 1.2.1. A random variable X is called Sub-Gaussian if its
Laplace transform is everywhere defined and there exists a positive constant
a such that for every t
E
[
etX
] ≤ ea2t22 . (1.2.1)
The smaller a verifying previous inequality is called Sub-Gaussian standard
and it’s denoted by τ(X), that is
τ(X) = inf
{
a > 0 : E
[
etX
] ≤ ea2t22 , t ∈ R} .
The space of Sub-Gaussian random variables is denoted by Sub(Ω).
In the rest of thesis it will be very important some exponetional upper
bounds for the tail of the distribution of a Sub-Gaussian random variable.
We state it in the following lemma.
Lemma 1.2.2. If X is in Sub(Ω) with standard of sub-gaussianity τ then
P (X ≥ x) ≤ e− x
2
2τ2 , P (X ≤ −x) ≤ e− x
2
2τ2 ,
P (|X| ≥ x) ≤ 2e− x
2
2τ2 .
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The proof of this lemma follows immediately by definition of Sub-Gaussian
random variables and Chebychev inequality. In fact for every positive x,
inequalities
P (X ≥ x) ≤ e−txE [etX] ≤ e t2τ22 −tx
are true for every t. Taking the infimum in t in the right-hand side of the
above, we have the thesis.
It can be proved that Sub(Ω) is a vector space and τ a norm on it. Moreover
Sub(Ω) is a Banach space with respect to the norm τ .
Lemma 1.2.3. Let (Xn)n be a sequence of random variables in Sub(Ω)
which converges in probability to a random varibale X and such that
supn τ(Xn) is finite. Then X is a Sub-Gaussian random variable and
τ(X) ≤ lim supn τ(Xn).
In many cases the control of Sub-gaussianity or the calculation of the Sub-
Gaussian standard may not to be straightforward. In this cases following
theorem can be useful.
Theorem 1.2.4. Suppose X a zero-mean random variable and define the
quantity
θ (X) = sup
n≥1
(
2kk!
(2k)!
E
[
X2k
])1/2k
.
In order to X to be Sub-Gaussian it is necessary and sufficient that θ(X) is
finite and in this case
τ(X) ≤ 4
√
3, 1θ(X). (1.2.2)
The proof of this theorem goes through following lemma, which is recalled
here since it is used later.
Lemma 1.2.5. If X is in Sub(Ω), then for any s following inequality holds
E [|X|s] ≤ 2
(s
e
)s/2
τ s(X). (1.2.3)
Definition 1.2.6. A random variable X is said Pre-Gaussian if there exists
a number Λ ∈ (0,+∞] and a positive number a such that inequality
E
[
etX
] ≤ ea2t22
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holds for every t ∈ (−Λ,Λ). The number Λ and the smaller a verifying
previous inequality that is
τΛ = inf
{
a ≥ 0 : E [etX] ≤ ea2t22 , t ∈ (−Λ,Λ)}
are the parameters of a Pre-Gaussian random variable.
The space of Pre-Gaussian, denoted by Prg(Ω) is a vector space but in this
case τΛ is not a norm.
A random variable X is sub-Gaussian if and only if it is Pre-Gaussian and
Λ =∞. This remark yields a Sub-Gaussian random variable is a particular
type of Pre-Gaussian random variable.
Some other numerical characteristics of Pre-Gaussian random variables are
important. In fact, let X be in Prg(Ω) and let χk = χk(X) be the k − th
order semi-invariant of X, i.e.
χk(X) =
1
ik
dk
dtk
(log (ϕˆX(t)))|t=0 ,
where ϕˆX is the Fourier transform for X. Defining the functional
β(X) = sup
k≥2
[
2|χk(X)|
k!
] 1
2(k−1)
, (1.2.4)
following lemma gives an estimate of parameters of a Pre-Gaussian variable.
Lemma 1.2.7. Let X be a zero mean random variable. The X is Pre-
Gaussian if and only if β(X) is finite and in this case
E
[
etX
] ≤ e t2β22(1−c)
for any c ∈ (0, 1) and |tβ2| ≤ c, that is
Λ(X) =
c
β2
and τ2Λ(X) ≤
β2
1− c .
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Definition 1.2.8. Let X be a random variable and ϕ an N -function such
that ϕ(x) = cx2 in a neighborhood of zero, for a suitable c . We say that
X is ϕ-Subgaussian if its Laplace transform is everywhere defined and there
exists a positive constant a such that, for every real t
E
[
etX
] ≤ eϕ(at). (1.2.5)
The smaller a verifying previous inequality is called ϕ-Subgaussian standard
and is denoted by τϕ(X), that is
τϕ(X) = inf
{
a > 0 : E
[
etX
] ≤ eϕ(at), t ∈ R} .
More precisely
τϕ(X) = sup
t6=0
ϕ−1
(
log
(
E
[
etX
]))
|t| ,
and for every real t following we have
E
[
etX
] ≤ eϕ(tτϕ(X)). (1.2.6)
The set of all ϕ-subgaussian random variables, (denoted by Subϕ(Ω)) is
a vector space. Moreover the functional τϕ is a norm which makes it a
Banach space. Also for the ϕ-Subgaussian random variable the calculus of
its ϕ-Subgaussian standard is not easy. Hence following lemma can be used
to have an estimation of it.
Lemma 1.2.9. Let X be a random variable and ϕ an N -function. Consider
the quantity
νϕ(X) = sup
n≥1
ϕ−1(n)
n
n
√
E [|X|n]. (1.2.7)
Then X is a ϕ-Subgaussian random variable if and only if νϕ is finite.
It can be proved that νϕ is a norm on Subϕ(Ω) and it is equivalent to τϕ
As we see in the rest of thesis most of applications of this kind of random
variables grow out from some exponential upper bound of the tail of their
distribution.
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Theorem 1.2.10. Let ϕ be an N -fucntion and ϕ∗ its Youngh-Fenchel trans-
form. If X is in Subϕ(Ω), then, for every positive x, following inequalities
are true:
P (X ≥ x) ≤ e−ϕ∗
(
x
τϕ(X)
)
, P (X ≤ −x) ≤ e−ϕ∗
(
x
τϕ(X)
)
,
P (|X| ≥ x) ≤ 2e−ϕ∗
(
x
τϕ(X)
)
.
Remark 1.2.11. This is the obvious extension of lemma 1.2.2, since a Sub-
Gaussian random variable is a ϕ-Subgaussian one with ϕ(x) = ϕ∗(x) = x2/2.
Also the proof is the same: inequalities
P (X ≥ x) ≤ e−txE [etX] ≤ eϕ(τϕ(X)t)−tx = e−(−ϕ(τϕ(X)t)+tx)
are true for every t. Since we can write
− (−ϕ(τϕ(X)t) + tx) = −
(
tτϕ(X)
x
τϕ(X)
− ϕ(tτϕ(X))
)
taking the infimum in t we have
inf
t∈R
e−(−ϕ(τϕ(X)t)+tx) = e− supy∈R
(
y x
τϕ(X)
−ϕ(y)
)
= e−ϕ
∗
(
x
τϕ(X)
)
which is the thesis.
Definition 1.2.12. Let ϕ be an N - function. A random variable X belongs
to the Orlicz space of random variables Lϕ(Ω) if there exists a constant rX
such that
E
[
ϕ
(
X
rX
)]
<∞.
We call the Luxemburg norm of the random variable X the quantity
‖X‖ϕ = inf
{
r > 0 : E
[
ϕ
(
X
r
)]
≤ 1
}
. (1.2.8)
In particular if X ∈ Lϕ(Ω) then we have
E
[
ϕ
(
X
‖X‖ϕ
)]
≤ 1
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Example 1.2.13. The classical example of Orlicz space is the space Lp(Ω)
with ϕ(x) = |x|p/p. In this case the Luxemburg norm coincides with the Lp
norm.
It can be proved that for every fuction ϕ the space Lϕ(Ω) endowed by the
Luxemburg norm ‖·‖ is a Banach Space. Moreover it is a lattice and has
the two following properties
i) for everyX, Y in Lϕ(Ω), such that |X| ≤ |Y | a.s., we have ‖X‖ ≤ ‖Y ‖;
ii) if a sequence (Xn) ⊂ Lϕ(Ω) is such that there exists a random variable
Y ∈ Lϕ(Ω) such that supn |Xn| < Y , then supnXn belogs to Lϕ(Ω)
Remark 1.2.14. A Banach space which is a lattice and verifies assumptions
i) and ii) is called Kσ space.
Definition 1.2.15. Let K be a Kσ-space. A monotone nondecrasing se-
quence of positive numbers (χn)n is called M -characteristic of K if for each
family of real random variables (Xk)k=1...n ⊂ K we have∥∥∥∥ max1≤k≤n |Xk|
∥∥∥∥ ≤ χn max1≤k≤n ‖Xk‖ . (1.2.9)
Here below we focus our attention on a particulat type of Orlicz space.
Definition 1.2.16. Let ϕ an arbitray C-function. The Orlicz space genera-
ted by the C-function
f(x) = eϕ(x) − 1
is called Orlicz Space of exponential type and it is denoted by Expϕ(Ω).
If ϕ(x) = |x|α then the exponential space is denoted by Expα and the Lux-
emburg norm by ‖·‖α. We are expecially interested to the space Exp(1)(Ω)
and in particular to an exponential upper bound for the tails of distribution
of a Exp(1)(Ω) random variable.
Theorem 1.2.17. Let X be an Exp(1)(Ω) random variable. Then for every
positive x we have
P (|X| > x) ≤ 2e−
|x|
‖X‖1 . (1.2.10)
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The proof is a simple consequence of Chebychev inequality and definition of
the Luxemburg norm.
Remark 1.2.18. It can be proved that the space Exp(1)(Ω) has a non trivial
the M -characteristic and it has following expression:
χn =
{
n if n ≤ e2 − 1
e2 log(1 + n) if n ≥ e2 − 1
. (1.2.11)
or in easier way, χn = b log(n+ 1) for a suitable constant b.
Remark 1.2.19. Set
Exp(0)ϕ (Ω) =
{
X ∈ Expϕ(Ω) : E[X] = 0
}
,
which is a Banach subspace of Expϕ(Ω) with respect to the Luxemburg
norm. Then if ϕ(x) = x2, it coincides with the space of Sub-Gaussian
random variables, if ϕ(x) = |x| then it is the space of Pre-Gaussian random
variables. Moreover if ϕ is a quadratic N -function in a neighborhood of zero
(that is ϕ(x) = cx2 for all |x| ≤ x0 for suitable c and x0) then the space
Exp(0)ϕ (Ω) is topologically equivalent to the space Subϕ∗(Ω) and their norms
are equivalent.
In general a Sub-Gaussian (risp. Pre-Gaussian, ϕ-Subgaussian, Exponen-
tial) process (Xt)t is a process such that for every t the random variable Xt
is Sub-Gaussian (risp. Pre-Gaussian, ϕ-Subgaussian, Exponential)
1.3 Pseudometric and related topics
Definition 1.3.1. Let T be a non-empty set. A function ρ : T × T 7→ R is
a pseudometric if it verifies following conditions:
1. for each pair (s, t) ∈ T × T we have ρ(s, t) = ρ(t, s);
2. for every s, t, u in T the inequality ρ(s, t) ≤ ρ(s, u) + ρ(u, t) holds;
3. if t = s then ρ(s, t) = 0.
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In other word a pseudometric is a metric which fails the condition that if
ρ(s, t) = 0 then s = t.
Consider now a processX = (Xt)t∈T . The parametric set T is sometimes not
supposed to have structure of metric space, therefore it has no topological
properties. Some characteristics of continuity or separability of the process
X are for this reason difficult to study. To overcome this problem we use
following concepts.
Let X be a process with increment belonging to a space K endowed by a
norm ‖·‖K . Then we can define the pseudometric ρX generate by the process
X, that is
ρX(s, t) = ‖Xs −Xt‖K .
Example 1.3.2. The tipical example of pseudometric for a process X
with L2 increments is the mean square deviation, that is σX(s, t) =
E
[
|Xt −Xs|2
]1/2
.
If the process X has Sub-Gaussian increments then a generated pseudomet-
ric is ρX(s, t) = τ(Xs −Xt).
Remark 1.3.3. For the space of Pre-Gaussian random variables we can’t use
τΛ tu construc a pseudometric, since it isn’t a norm. We can use in this
case the numerical semi-invariant β, as defined in (1.2.4). In fact it can be
prooved that if a Pre-Gaussian random process X has zero mean, then
β (Xt −Xs) = σX(s, t) = E
[
|Xt −Xs|2
]1/2
. (1.3.1)
We can hence use the functional β to construct a generated pseudometric.
In what follows the concept of separabilty of a process is given and it is
connected to the continuity of it with respect to a pseudometric. Let (T, ρ)
be a pseudometric space and X = (Xt)t∈T a process.
Definition 1.3.4. We say that the process X is ρ-separable if there exists a
contable set S ⊂ T everywhere dense with respect to ρ and a set Ω0 ⊂ Ω with
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P (Ω0) = 0, such that for any open set U ⊂ T and any closed set D ⊂ R, we
have ( ⋂
s∈S∩U
{Xs ∈ D}
)
\
(⋂
s∈U
{Xs ∈ D}
)
⊂ Ω0.
The set S is called ρ-separant of the process X.
Definition 1.3.5. Suppose that two pseudometrics ρ1 and ρ2 are defined
on the set T . We say that ρ1 majorizes ρ2 if ρ2 is continuous on (T, ρ1).
Definition 1.3.6. A process X is called continuous in probability with
respect to the pseudometric ρ if Xtn → Xt in probability as ρ(tn, t)→ 0.
It can be proved that if (T, ρ) is a separable pseudometric space and
X = (Xt)t∈T is a process ρ-continuous in probabilty, then there exists a
modification X˜ of X (that is a process such that for any t ∈ T we have
P (Xt 6= X˜t) = 0), ρ-separable.
Moreover let (T, ρ) be a separable pseudometric space and X = (Xt)t∈T be
a process which generates a pseudometric ρX . If X is ρ separable and ρ
majorizes ρX , then X is ρX separable.
Let  be a positiv real number.
Definition 1.3.7. A sistem of closed ball B whose diamenter is smaller
than 2 is called an -covering of T , if T = ∪B∈BB.
Definition 1.3.8. A set Q ⊂ T is called an -net in T with respect to ρ if,
for any point x in T , there exists at least a point y in Q such that ρ(x, y) ≤ .
Definition 1.3.9. The metric massiveness of the set T is the function
 7→ Nρ(T, ),
where Nρ(T, ) denotes the smaller number of elements of an -covering of
the set S. We put Nρ(T, ) = +∞ if there exists no finite -covering.
Remark 1.3.10. The function Nρ(T, ·) is right continuous, nondecreasing
and, for any positive , we have Nρ(T, ) ≥ 1.
Denoting by 0 the diameter of T , that is 0 = sups,t∈T ρ(s, t), if  > 0 then
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Nρ(T, ) = 1.
Moreover if ρ1 and ρ2 are two pseudometrics on the same set T , such that
ρ1 ≤ ρ2, then for every  we have Nρ1(T, ) ≤ Nρ2(T, ).
Example 1.3.11. We give two examples of massiveness that will be used
later. Consider T = [a, b] and ρ(s, t) = |s− t|. Then we have
Nρ(T, ) =
{
b−a
2 if
b−a
2 ∈ N[
b−a
2
]
+ 1 if b−a2 ∈ R \ N
Consider now the pseudometric ρ1 =
√|s− t| on the same set T , then, for
any  we have Nρ1(T, ) = Nρ(T, 
2).
Suppose that the pseudometric space (T, ρ) is totally bounded and let ϕ be
a non-negative monotone nondecreasing function such that ϕ(s) → +∞ as
x→ +∞.
Definition 1.3.12. For every u the integral
Iu =
∫ u
0
ϕ(Nρ(T, ))d (1.3.2)
is called entropy integral.
By properties of the massiveness ϕ(Nρ(T, )) is a non-negative, nondecreas-
ing, right-continuous and step function. Therefore
I0 =
∞∑
k=0
ϕ(Nρ(T, k+1)) (k − k+1) ,
where (k)k are the discontinuity points of Nρ(T, ·) taking in decreasing
order and 0 is the diameter of T . Hence this integral is well defined and its
convergence is equivalent to the convergence of the above series.
We conclude this section presenting the α-procedure that will be used in
section 3.6.
Suppose again the psudometric space (T, ρ) is totally bounded and let (k)k
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be a sequence of positive number decreasing to zero and 0 the diameter of
T . If, for each k, Sk is a k-net in the set T , then the set
S∞ =
∞⋃
k=0
Sk,
is countable and everywhere dense in T . The α-procedure is an algorithm
for choosing points in S∞.
For every k let αk : S 7→ Sk be a map such that αk(x) = x if x ∈ Sk and
αk(x) is a point of Sk closest to x if x /∈ Sk.
Definition 1.3.13. We call α-procedure the family of mappings (αk)k≥0.
For other details you can see also [15]
1.4 Slowly and regularly varying functions
Definition 1.4.1. A positive function H define on (0, A] is said slowly
varying in 0 if for every positive x we have
lim
t→0
H(tx)
H(t)
= 1.
A function h is said regularly varying in 0 of exponent α if there exists a
slowly varying function H such that
h(x) = H(x)xα
In [7] theory of regular variation is studied at infinity. It is neverthless ev-
ident that a function H is slowly varying function at infinity if and only if
H˜(x) = H(1/x) is slowly varying in 0. We prefer to recall properties in zero
which are more intersting in our application. In particulare a characteriza-
tion of slowly varying function will be useful.
Lemma 1.4.2. A function H, defined on (0, A] is slowly varying in zero if
and only if it is of the form
H(x) = ψ(x)e
∫A
x
φ(z)
z
dz,
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where ψ and φ are two functions defined in (0, A] such that
lim
x→0
ψ(x) = c > 0 and lim
z→0
φ(z) = 0.
Using this lemma we can prove following result.
Theorem 1.4.3. Let H a slowly varying function in 0 and let a and b be
two positive constant, with 0 < a < b. Then
lim
x→0,y→0,a≤y/x≤b
H(x)
H(y)
= 1.
Proof. By previous lemma we can write
H(x)
H(y)
=
ψ(x)
ψ(y)
e
∫A
x
φ(z)
z
dz−∫Ay φ(z)z dz = ψ(x)
ψ(y)
e
∫ y
x
φ(z)
z dz.
Since it is evident that
lim
x→0,y→0
ψ(x)
ψ(y)
= 1,
we consider only the second factor. Assume x < y in order to fix ideas and
let  > 0 be fixed. Since φ(x) goes to zero as x goes to zero, there exists a
number R < A such that, if x < z < y < R, we have∫ y
x
|φ(z)|
z
dz ≤  log y
x
;
since a < y/x < b, we deduce
a ≤ e
∫ y
x
|φ(z)|
z ≤ b,
and, letting  go to 0, we get
lim
x→0,y→0,a≤y/x≤b
e
∫ y
x
φ(z)
z = 1,
which concludes the proof.
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Chapter 2
The law of iterated logarithm
In this chapter the topic under discussion is the Law of Iterated Logarithm
(LIL) from the point of view of ϕ-subgaussian random variables (see also [4]
The first formulation of the LIL is due to Kintchin ([13]): he states that
if (Xn)n∈N is a sequence of independent and identically distributed random
variables with Bernoulli law and Sn =
∑n
i=1Xn, then
P
(
lim sup
n
Sn√
2n log log n
= 1
)
= 1.
This result has been extended in various directions, for instance to different
kinds of random walks and martingales (for example [6], [20], [21] and for an
exhaustive list of references can be found in [3]) and in particular to Brown-
ian Motion ([11]).The LIL has been proved also for some kinds of stochastic
integrals, but only in very special cases, for example for the Levy’s area
process ([16]), and in some situation in which the process to be integrated is
constant or at least bounded. Some of these results are summarized in [3].
Here we present a weaker formulation (in the sense explained in the intro-
duction) of the LIL logarithm for a different class of stochastic integrals.
In particular the assumption of boundness of the integrand is replaced with
ϕ-subgaussianity.
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2.1 The law of iterated logarithm
In this section we state and prove two preliminary results which allow to
deduce the annouced formulation of LIL.
Theorem 2.1.1. LetM = (Mt)t∈R+ be a right continuous martingale start-
ing from 0. Assume that there exists a positive number A and positive regu-
larly varying function h as t→ 0, defined on (0, A], such that
sup
0<t≤A
E
[
e
|Mt|
h(t)
]
= B <∞. (2.1.1)
Then
P
(
lim sup
t→0+
Mt
h(t) log log(1/t)
≤ 1
)
= 1.
Proof. For every pair of real positive numbers λ and x, the following ine-
qualities hold true
P
(
sup
s≤t
Ms > x
)
≤ e−λxE[eλMt ] ≤ e−λxE[eλ|Mt|], (2.1.2)
where the first one derives from the maximal inequality for martingales.
Fix a number θ in the interval (0, 1) and, for every positive δ, consider the
sequence of events
An =
{
sup
s≤θn
Ms > (1 + δ)h (θn) log log
(
θ−n
)}
.
Choosing λ = h(t) in relation (2.1.2) and by (2.1.1), we get
P (An) ≤ Be−(1+δ) log log(θ−n) =
B
(
log
(
θ−1
))−(1+δ)
n1+δ
, (2.1.3)
which shows that the series
∑
n P (An) is convergent, and the Borel-Cantelli
lemma yields that, for P -almost ω, there exists n0 (depending on ω) such
that, for n ≥ n0,
sup
s≤θn
Ms ≤ (1 + δ)h(θn) log log θ−n.
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Moreover, for every t in the interval (θn+1, θn] and for n ≥ n0 we have
Mt ≤ sup
s≤θn
Ms ≤ (1 + δ)h(θn) log log θ−n
≤ h(θ
n)
h(t)
(1 + δ)h(t) log log
1
t
. (2.1.4)
In order to evaluate the fraction h(θn)/h(t), we notice that, since h is regu-
larly varying in 0, there exists a real number α and a slowly varying function
H, defined on [0, A), such that h(t) = tαH(t) (see definition 1.4.1). By the
properties of slowly varying functions, for every positive  we can find an
index ν such that, if n > ν, then inequality
H(θn)
H(t)
≤ 1 + 
holds for every t in the interval (θn+1, θn] (see theorem 1.4.3).
Hence the last member of (2.1.4) is not greater then
H(t)
H(θn)
(
t
θn
)α
(1 + δ)h(t) log log
1
t
≤ (1 + δ)h(t) log log 1
t
(1 + )(1 ∨ θα),
provided n ≥ (n0 ∨ ν). The statement follows by letting δ and  go to 0 and
θ to 1.
Remark 2.1.2. Consider a martingale M such that for every t the random
variable |Mt| has a finite Laplace transform (in a neighbourhood of zero will
suffice) Since M is right continuous and M0 = 0, we have that
lim
t→0+
E
[
e|Mt|
]
= E
[
e|M0|
]
= 1,
Hence, in a right neighbourhood of 0, condition (2.1.1) is satisfied with
h ≡ 1. However putting h ≡ 1 we only obtain that a.s. Mt ≤ log log 1/t
infinitely often as t tend to zero. And this is not an helpful estimation since
as t goes to 0 the quantity log log 1/t goes to infinity.
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This remark shows the interest of looking for the smallest h such that
lim
t→0+
h(t) log log
1
t
= 0
and (2.1.1) is verified.
In the above theorem the key hypothesis is the uniform boundedness of
the Laplace transform. In the second result here below, we replace this
assumption with a ϕ-subgaussianity one.
Theorem 2.1.3. Let M be a ϕ-subgaussian martingale such that its ϕ-
subgaussian standard τϕ(t) = τϕ(Mt) regularly varying in 0. Then
P
(
lim sup
t→0+
Mt
τϕ(t)(ϕ∗)−1(log log(1/t))
≤ 1
)
= 1.
Proof. For every real positive number λ, the maximal inequality for martin-
gales and the ϕ-subgaussianity of Mt give
P
(
sup
s≤t
Ms > x
)
≤ e−λxE
[
eλMt
]
≤ e−λx+ϕ(λτϕ(t)).
By definition of the Young-Fenchel transform of ϕ, by taking the infimum
with respect to λ in the last member, we have
P
(
sup
s≤t
Ms > x
)
≤ e−ϕ∗
(
x
τϕ(t)
)
. (2.1.5)
Fix any θ in the interval (0, 1) and a positive number δ, and for very integer
n define the sequence
An =
{
sup
s≤θn
Ms > (1 + δ) τϕ (θn) (φ∗)−1
(
log log θ−n
)}
.
Then relation (2.1.5) yields
P (An) ≤ exp
(
−ϕ∗
(
(1 + δ) (ϕ∗)−1
(
log log θ−n
)))
≤ exp (−(1 + δ) log log (θ−n)) ,
where the last inequality follows from properties of N -functions (see propo-
sition 1.1.2).
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The last relation proves that P (An) is the general term of a convergent series
and we conclude by Borel-Cantelli lemma that
P
(
lim sup
n→∞
An
)
= 0.
The rest of the proof follows the same arguments used in the proof of the
previous theorem.
Theorems (2.1.1) and (2.1.3) give different estimations of the asymptotic
behaviour of the processM . In order to compare the two results we first link
their assumptions in the following proposition (the proof follows immediately
from the properties of ϕ-subgaussian random variables and is omitted).
Proposition 2.1.4. Let M be a ϕ-subgaussian martingale with subgaussian
standard τϕ. Assume that there exists a positive constant A and a positive
function h defined on the interval (0, A], such that
τϕ(t) ≤ h(t) (2.1.6)
for every t ∈ (0, A]. Then the quantity
sup
t≤A
E
[
e
|Mt|
h(t)
]
is finite.
Remark 2.1.5. If relation (2.1.6) holds we could use both results. Hence a
natural question is: which one of them gives the sharper estimation? And
does the choice depends on function ϕ?
For example let M be a ϕ-subgaussian martingale with ϕ(x) = |x|p/p, with
p > 1. We know that in this case ϕ∗(x) = |x|q/q. Assume also that there
exists a regularly varying function h such that relation (2.1.6) is satisfied.
Hence theorem 2.1.3 gives
Mt ≺ q√qτϕ(t) q
√
log log(1/t), (2.1.7)
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and by the first theorem almost surely
Mt ≺ h(t) log log(1/t). (2.1.8)
On the other hand, under the hypothesis (2.1.6) estimation (2.1.7) is clearly
sharper than (2.1.8).
2.2 Stochastic integrals and ϕ-subgaussian ran-
dom variables
The aim of this chapter is to prove the LIL for stochastic integrals. We shall
use the results obtained in the previous section, hence we need to know
when a stochastic integral is ϕ-subgaussian and when its Laplace transform
is bounded.
By remarking that the condition of ϕ-subgaussianity as well as the bound-
ness of the Laplace transform are linked to absolute moments we shall study
the norms of a stochastic integrals (see chapter 1)
Let B = (Bt)t∈R+ be a Brownian motion and Y = (Yt)t∈R+ be a process
indipendent of B. For every t set
Ft = σ ((Bs, Ys), s ≤ t) ,
and set F = (Ft)t∈R+ . We have that B is an F-Brownian Motion and Y
is an F-adapted process; therefore, for every t, we can define the random
variable
Mt =
∫ t
0
Ys dBs. (2.2.1)
provided
∫ t
0 Y
2
s ds is a.s. finite.
Theorem 2.2.1. For every integer k the 2k-moment of Mt verifies
E
[
M2kt
]
=
(2k)!
2kk!
∫
[0,t]k
E
[
(Ys1 · · ·Ysk)2
]
ds1 . . . dsk. (2.2.2)
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Proof. Let Σ be the set of all finite partitions of the interval [0, t] and let
σn = {0 = s0 < s1 < · · · < sn = t} ∈ Σ. For every integer k, consider the
2k-moment of the approximating sum with respect to the partition σn:
E
[
S2kσn
]
=
∑
0≤h1≤2k∑
hi=2k
(
2k
h1 . . . hn
)
E
[
Y h1s0 · · ·Y hnsn−1(Bs1 −Bs0)h1 · · · (Bsn −Bsn−1)hn
]
.
By the independence of all the involved increments of the Brownian Motion
and of the process Y with respect to B, the second member of the previous
equality can be written as∑
0≤h1≤2k∑
hi=2k
(
2k
h1 . . . hn
)
E
[
Y h1s0 · · ·Y hnsn−1
]
E
[
(Bs1 −Bs0)h1
]
· · ·E
[
(Bsn −Bsn−1)hn
]
.
Now, each odd power of any increment of the Brownian Motion is equal to
0, hence in the above sum we consider only the even powers.
Split the sum into two parts: in the first one we collect only the indexes hi
equal to 2 or 0, and in the other one all the remaning powers.
About the first sum, noticing that the sum of all indexes hi must be
equal to 2k, we deduce that exactly k of them are equal to 2, so that
the multinomial coefficient is equal to (2k)!/2k in any case. Hence, set-
ting At = {0 ≤ s1 < · · · sk ≤ t}, as |σ| = maxi |si − si−1| goes to 0,the first
part converges to
(2k)!
2k
∫
At
E
[
(Ys1 · · ·Ysk)2
]
ds1 . . . dsk =
(2k)!
k!2k
∫
[0,t]k
E
[
(Ys1 · · ·Ysk)2
]
ds1 . . . dsk.
The proof of our statement now follows since for every j > 2,
lim
|σ|→0
∑
h=0
E
[(
Bti −Bti−1
)j] = 0,
hence the second part of the sum goes to 0.
As an immediate consequence of this result we show that under the hypothe-
sis that the L2k norms of the process Y are ‘well controlled’, the process M
is ϕ-subgaussian, for a suitable N -function ϕ.
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Theorem 2.2.2. Assume that there exists an increasing N -function ϕ and
an integer k0 such that for every k > k0 and for every real number s we have
‖Ys‖L2k ≤ C
√
k
ϕ−1(2k)
sα (2.2.3)
for a suitable constan C and a real number α. Then the process M defined
as in (2.2.1) is ϕ-subgaussian and, for every t
τϕ(Mt) ≤ Cϕtα
√
t = Cϕtα+1/2. (2.2.4)
Proof. Applying Theorem 2.2.1 and Ho¨lder’s inequality we get
E
[
M2kt
]
≤ (2k)!
2kk!
∫
[0,T ]k
‖Ys1‖2L2k · · · ‖Ysk‖2L2k ds1 . . . dsk
≤ C2k (2k)!
2kk!
kk
(ϕ−1(2k))2k
[∫ t
0
s2αds
]k
≤ C2k (2k)!
2kk!
kk
(ϕ−1(2k))2k
tk(2α+1)
(2α+ 1)k
Define
νϕ(Mt)=˙ sup
k
2k
√
ϕ−1(2k)
(2k)!
E
[
M2kt
]
.
Note that this sup is finite, because the above inequality implies
νϕ(Mt) ≤ C1
√
k
2k
√
k!
tα
√
t ≈ C2tα
√
t = C2tα+1/2,
where the last equivalence follows from Stirling’s formula. Hence νϕ(Mt) is
finite for every t which means that M is a ϕ-subgaussian random process.
Moreover, since νϕ is a norm equivalent to τϕ, there exists a constant Cϕ
such that τϕ(Mt) ≤ Cϕνϕ(Mt). This concludes the proof.
Remark 2.2.3. The hypothesis (2.2.3) it isn’t much restrictive. In fact it can
be verified even if
lim sup
s→0
‖Ys‖L2k = +∞,
since α needs not to be positive. Moreover since it is easy to find functions
ϕ such that the sequence (
√
n/ϕ−1(2n))n is not bounded, (2.2.3) can be
satified by processes Y such that
lim sup
k
‖Ys‖L2k = +∞.
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Remark 2.2.4. For our purposes it will be enough that the hypothesis (2.2.3)
holds for large k.
Example 2.2.5. We exhibit a process Y for which the hypothesis (2.2.3) holds
with ϕ(x) = x4/4 and α = 1.
Let Y = (Yt)t∈R+ be any process such that for every t, the law of Yt has the
density ft given by
ft : x 7→
√
2Γ(3/4)pi
√
2te−
x4
t4 ,
where Γ denotes Euler’s function.
It’s easy to prove that
E
[
Y 4k+2t
]
=
Γ2(3/4)√
2pi
t4k+2
4k
k∏
i=1
(4k + 3− 4i),
E
[
Y 4kt
]
=
t4k
4k
k∏
i=1
(4k + 1− 4i).
For every integer k, we can bound the quantity
∏k
i=1(4k + 1 − 4i) by the
square root of the product of all odd numbers smaller than 4k, so that
k∏
i=1
(4k + 1− 4i) ≤
√
(4k)!
22k(2k)!
≈ 2
2kkk
ek
,
where the last equivalence is due to Stirling’s formula. Hence, for large
enough k, we obtain
‖Ys‖L4k ≤ C
(
4kkk
ek
t4k
4k
)1/4k
= C
1
4
√
e
k1/4t = C˜
√
k
ϕ−1(2k)
t
for a suitable constant C˜, as claimed. By the same argument, a similar
bound can be given for the (4k+2)-th norms of Yt and the proof is complete.
We are going to use theorem 2.2.1 in order to deduce an estimation of the
Laplace transform of Mt when the integrand process Y is Sub-Gaussian. In
this case, the hypothesis (2.2.3) can be dropped.
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Theorem 2.2.6. Let Y be a Sub-Gaussian process with subgaussian stan-
dard τ . Put
h(t) = sup
s≤t
τ(s).
Then the process M verifies
sup
t≤A
E
[
e
|Mt|
h(t)
]
<∞, (2.2.5)
where A is a positive constant smaller than 1.
Proof. We first show that, for every t such that |t| ≤ A < 1 and for a suitable
positive constant C,∑
k≥0
1
hk(t)k!
E
[
|Mt|k
]
≤ C
∑
k≥1
1√
k
tk.
Split the sum into two parts: in the first ( resp. second) one put the sum-
mands with even (resp. odd) indexes. By Theorem 2.2.1 we get
E
[
|Mt|2k
]
≤ (2k)!
k!2k
∫
[0,t]k
‖Ys1‖2L2k · · · ‖Ysk‖2L2k ds1 . . . dsk (2.2.6)
≤ (2k)!
2kk!
tk
(
sup
s≤t
‖Ys‖2L2k
)2k
.
By the inequality (1.2.3) we get
sup
s≤t
‖Ys‖rLr ≤ 2
(r
e
)r/2
hr(t)
so that∑
k≥0
1
h2k(t)(2k)!
E
[
|Mt|2k
]
≤ 2
∑
k≥0
1
2kk!
(
2k
e
)k
tk ≈ C
∑
k≥0
1√
k
tk.
For the sum of odd terms simply notice that
E
[
|Mt|2k+1
]
≤
(
E
[
|Mt|2k
]
E
[
|Mt|2k+2
])1/2
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and argue as before. We conclude that∑
k
1
hk(t)k!
E
[
|Mt|k
]
≤ C
∑
k
1√
k
tk,
which is an absolutely convergent series on [0, A], provided A < 1.
Hence we can write the following relations:
sup
0<t≤A
E
[
e
|Mt|
h(t)
]
= sup
0<t≤A
E
[∑
k
1
hk(t)k!
|Mt|k
]
≤ sup
0<t≤A
∑
k
1
hk(t)k!
E
[
|Mt|k
]
≤ C
∑
k
1√
k
Ak = B <∞;
this concludes the proof.
The two following corollaries allow us to prove the announced law of the
iterated logarithm.
Corollary 2.2.7. Let M be the stochastic integral defined in (2.2.1) and
let Y satisfies the hypothesss of theorem 2.2.2 with α > −1/2. Then almost
surely
lim sup
t→0
Mt
τϕ(t) (ϕ∗)−1 (log log(1/t))
≤ 1.
Proof. By Fubini’s theorem we have
E
[∫ t
0
Y 2s ds
]
≤
∫ t
0
E
[
Y 2s
] ≤ Lt2α+1,
where L is a constant. Hence the process M is a martingale.
Moreover theorem 2.2.2 implies that M is ϕ-subgaussian and theorem 2.1.3
conclude the proof.
Corollary 2.2.8. If Y is a Sub-Gaussian process with subgaussian standard
τ such that the function
t 7→ h(t) = sup
s≤t
τ(t)
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is regularly varying in 0, then almost surely
lim sup
t→0
Mt
h(t) log log(1/t)
≤ 1.
Proof. As in the previous proof the process M is a martingale. Moreover
by Theorem 2.2.6 we deduce that there exists a positive number A, that we
can chose smaller than 1, such that
sup
t≤A
E
[
e
|Mt|
h(t)
]
<∞.
The statement follows by theorem 2.1.1.
Consider now the following situation. Let B1 and B2 be two independent
Brownian Motions, B = (B1, B2) andX a process independent on B. Define
Ft = σ ((Bs, Xs), s ≤ t). For every positive t we can define the random
variable
Mt =
∫ t
0
∫ s
0
XudB
1
udB
2
s .
Theorem 2.2.9. Assume that X verifies the condition (2.2.3) with ϕ(x) =
x2/2 and α = 0. Then
P
(
lim sup
t→0+
Mt
C
√
t log log(1/t)
≤ 1
)
= 1,
where C is the same constant as in the estimation 2.2.4.
Proof. Set
Ys =
∫ t
0
XudB
2
u.
By Theorem 2.2.2 (α = 0) the process Y is Sub-Gaussian. Moreover the
relation (2.2.4) implies
ψ(t) = sup
s≤t
τ(Ys) ≤ C
√
t.
Since Y is Sub-Gaussian, by Theorem 2.2.6, for a suitable constant A, we
have
sup
t≤A
E
[
e|Mt|/ψ(t)
]
= E
[
e|Mt|/C
√
t
]
<∞.
Theorem 2.1.1 concludes the proof.
36
Chapter 3
R-Correlograms of
Stationary Gaussian
Processes
This chapter contains some new results concerning the evaluation of the so
called ‘Relay Correlation Function’ (see Definition 3.1.1). The study of such
function has been tackled only recently and the complete theory is a work
in progress at present.
3.1 Why Relay Correlation Function
A real-valued stationary centered gaussian process X = (Xt)t∈R+ is charac-
terized by its autocovariance function γ. This explain why the estimation
of γ and of the autocorrelation function ρ (·) = γ (·) /γ (0) from the obser-
vation of some realisation of X plays a crucial role in the construction of an
appropriate model for the data. The estimate of γ most often used in the
specialized literature is a ‘discrete time’ one, i.e.
γˆ(k) = n−1
n−k∑
i=0
XiXi+k, 0 ≤ k ≤ n
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In the book [2] a ‘continuous time’ estimate is introduced; more precisely,
let T be a strictly positive real number; then the estimate studied in [2] is
the process B = (Bt)t∈[0,T ] where
Bt =
1
T
∫ T
0
XsXs+tds.
The properties of Bt are studied by passing through some exponential
bounds characterizing pre-gaussian processes. In particular pointwise and
uniform intervals of confidence are determined.
Here we introduce a process similar in some sens to the correlation function.
Let X = (Xt)t∈R+ be a real-valued stationary centered gaussian process
with autocorrelation function γ (we suppose in what follows that γ(0) = 1).
Definition 3.1.1. The Relay correlation function (RCF) of X is the map
R 3 t 7→ Rt = E [X0sgnXt] . (3.1.1)
Remark 3.1.2. Clearly Rt = E [XssgnXs+t] for any s ∈ R+, since the process
X is stationary.
The RCF is mostly used in engineering application (see [23] as a reference on
this part) and any estimation of Rt gives us information on the correlation
function, since
Rt = E [X0sgnXt] = E [sgnXtE [X0|Xt]]
= E [γ(t)XtsgnXt] = E [γ(t)|Xt|] =
√
2
pi
γ(t).
The Relay correlation function has probably been introduced because of its
computational advantages. In fact there is no loss of information on the
Correlation function. On the other hand, from the computational point of
view, the calculation of the time average of the RCF is cheaper than the
same operation in the classical case of correlation function.
The estimate we want to study is introduced in the following definition.
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Definition 3.1.3. Let T be a positive number. The R-Correlogram function
is the process Rˆ = (Rˆt)t∈[0,T ], where
Rˆt =
1
T
∫ T
0
XssgnXs+tds. (3.1.2)
The integral is interpreted as mean square Riemann integral.
Remark 3.1.4. Since for every t we have E[Rˆt] = Rt, the R-Correlogram
function is an unbiased estimator for the RCF.
The aim of the present chapter is to study some properties of this estimation;
in particular we find pointwise and uniform confidence intervals. This is done
by introducing the process (Zt)t∈[0,T ], defined as
Zt = Rˆt −Rt. (3.1.3)
Our first aim is to show that, for every t, Zt is a Sub-Gaussian random
variable and to find an estimation for its Sub-Gaussian standard. Moreover
we shall prove that each increment Zs−Zt is an Exp(1)(Ω) random variable;
we shall also be able to control the pseudometric generated by the process
Z. All the proofs go through the Riemann sums of Rˆt; for the study of this
sums, some preliminary results are needed.
3.2 Preliminary results
Let a real number t ∈ [0, T ] be fixed. We will prove that the sub-gaussianity
of Zt can be deduced by the sub-gaussianity of the following random variable
U = XI{Y >0} − E
[
XI{Y >0}
]
, (3.2.1)
where (X,Y ) is a centered Gaussian vector with covariance matrix(
1 α
α 1
)
,
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and |α| ≤ 1.
Let U˜ = X1{Y >0}; then U = U˜ −E[U˜ ]. In order to prove the subgaussianity
of the random variable U we shall use theorem 1.2.4; in other word we shall
prove that
θ (U) = sup
n≥1
(
2kk!
(2k)!
E
[
U2k
])1/2k
, (3.2.2)
is finite.
This formula requires the knowledge of all even moments of U ; they will be
deduced from two new formulas for the Laplace transform of U˜ and U .
Proposition 3.2.1. The Laplace transform of U˜ is given by the formula
L˜(t) = 1 + et2/2Φ(αt)− Φ(0), (3.2.3)
where Φ denotes the distribution function of the standard Gaussian law
N (0, 1).
Proof. By the obvious equality
etU˜ = etX1{Y >0} + 1{Y≤0},
we can write
E[etU˜ ] = P (Y ≤ 0) + E [etX1{Y >0}] = 12 + E [1{Y >0}E[etX |Y ]] .
Now X, conditioned to Y , has Gaussian law with mean αY and variance
1− α2, hence E [etX |Y ] is equal to
etαY+(1−α
2) t
2
2 .
This yields
E
[
1{Y >0}E[etX |Y ]
]
=
∫ ∞
0
1√
2pi
e−
y2
2
+tαy+(1−α2) t2
2 dy
= et
2/2
∫ +∞
0
1√
2pi
e−
(y−tα)2
2 dy = et
2/2Φ(αt),
which concludes the proof.
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Remark 3.2.2. As an immediate consequence of formula (3.2.3), we get
E[U˜ ] =
α√
2pi
;
hence the Laplace trasform L of U = U˜ − E[U˜ ] is
L(t) = e−t α√2pi
(
1 + et
2/2Φ(αt)− Φ(0)
)
. (3.2.4)
We need to calculate all the derivatives of L in t = 0. We start with some
preliminary results.
Lemma 3.2.3. Let G be the Gaussian function, i.e. G(x) = e−x2 and , for
the real parameter γ, define the function
ψγ(x) =
1√
2pi
e−
γ2x2
2 ,
Then, for every integer n, the n-th derivative ψ(n)γ (0) is given by the formula:
ψ(n)γ (0) =
1√
2pi
γn
2n/2
G(n)(0). (3.2.5)
Proof. Setting f(x) = γx/
√
2, we have f(0) = 0 and f ′(0) = γ/
√
2, hence,
for every integer n, by the chain rule we obtain
ψ(n)γ (0) =
1√
2pi
(G ◦ f)(n) = 1
2pi
γn
2n/2
G(n)(f(0))
=
1√
2pi
γn
2n/2
G(n)(0),
and formula (3.2.5) is proved.
Corollary 3.2.4. For a real parameter γ, put Ψγ(x) = Φ(γx), where Φ is
the distribution function of a standard Gaussian law. Then, for each m ≥ 1,
the following equalities hold:
Ψ(2m)γ (0) = 0 Ψ
(2m+1)
γ (0) =
(−1)m√
2pi
γ2m+1
2m
(2m)!
m!
.
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Proof. From the equality of the two series expansion
∞∑
m=0
(−1)m
m!
x2m =
∞∑
n=0
G(n)(0)
n!
xn
we get
G(n)(0) =
{
0 n = 2m+ 1
(−1)m (2m)!2mm! n = 2m.
(3.2.6)
Since, for every real x, we have Ψ′γ(x) = γψγ(x), we deduce by induction,
for n ≥ 0:
Ψ(n)γ (0) = γψ
(n−1)
γ (0), n ≥ 0.
The statement follows immediately from relations (3.2.5) and (3.2.6).
We are now ready to calculate the derivatives of L˜ and L.
Proposition 3.2.5. For every positive integer r, set
Dr =
r∑
h=0
(
r
h
)
1
2h+ 1
(−1)hα2h+1. (3.2.7)
Then we have L˜(0) = 1 and, for every integer m
L˜(2m+2)(0) = 1
2
(2m+ 2)!
2m+1(m+ 1)!
, L˜(2m+1)(0) = 1√
2pi
1
2m
(2m+ 1)!
m!
Dm
hold.
Proof. For the sake of simplicity, set H(x) = ex2/2. From the equality of the
two series expansions
∞∑
m=0
x2m
2mm!
=
∞∑
n=0
H(n)(0)
n!
,
we get
H(n)(0) =
{
0 n = 2m+ 1
(2m)!
2mm! n = 2m.
(3.2.8)
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By formula (3.2.4), we have L˜(t) = 1+H(t)Ψα(t)−Ψα(0), hence, for every
m ≥ 1, we obtain
L˜(2m+1)(0) =
2m+2∑
h=0
(
2m+ 2
h
)
H(h)(0)Ψ(2m+2−h)α (0)
=
m+1∑
h=0
(
2m+ 2
2h
)
H(2h)(0)Ψ(2m+2−2h)α (0)
+
m∑
h=0
(
2m+ 2
2h+ 1
)
H(2h+1)(0)Ψ(2m+1−2h)α (0).
Formula (3.2.8), corollary 3.2.4 and some algebra give all the odd derivatives.
The even derivatives are calculated analogously.
Corollary 3.2.6. We have L(0) = 1, L′(0) = 0 and for every m ≥ 1, the
following equalities hold:
L(2m+1)(0) = −
(
α√
2pi
)2m+1
− α
2
√
2pi
(2m+ 1)!
m!
m∑
h=1
(
m
h
)
(m− h)!
(2m− 2h+ 1)!
1
2h
(
α2
2pi
)m−h
+
1√
2pi
(2m+ 1)!
m!
m∑
h=0
(
m
h
)
(m− h)!
(2(m− h))!
Dh
2h
(
α2
2pi
)m−h
;
L(2m)(0) =
(
α2
2pi
)m
+
1
2
(2m)!
m!
m∑
h=1
(
m
h
)
(m− h)!
(2(m− h))!
1
2h
(
α2
2pi
)m−h
(3.2.9)
+
α
2pi
(2m)!
(m− 1)!
m−1∑
h=0
(
m− 1
h
)
(m− h− 1)!
(2m− 2h− 1)!
Dh
2h
(
α2
2pi
)m−h−1
.
Proof. For the sake of simplicity, set R(x) = e−ρx. Then we have L(x) =
R(x)L˜(x).
For every k we have R(k)(0) = (−ρ)k holds; moreover, for every n,
L(n)(0) =
n∑
k=0
(
n
k
)
L˜(k)(0)R(n−k)(0).
Corollary 3.2.5 and some calculations give the two required formulas.
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Now we have all the moments E[Un] = L(n)(0) of the random variable U .
In order to use proposition 1.2.4, we need to estimate them; we start by
estimating the quantity Dr of Proposition 3.6.
Lemma 3.2.7. For every r, the quantity Dr given in (3.2.7) is such that
|Dr| ≤ |α|. (3.2.10)
Proof. For every integer h we have
α2h+1
2h+ 1
=
∫ α
0
x2hdx;
hence
Dr =
r∑
h=0
(
r
h
)
1
2h+ 1
(−1)hα2h+1 =
∫ α
0
r∑
h=0
(
r
h
)
(−1)hx2hdx =
∫ α
0
(1− x2)rdx,
and (3.2.10) follows.
Theorem 3.2.8. The random variable
U = X1{Y >0} − E
[
X1{Y >0}
]
is sub-Gaussian and
τ(U) ≤ 4
√
3.1
(
3
2
+
α2
2pi
)
. (3.2.11)
Proof. First we esimate θ(U) defined in formula(3.2.2).
By relations (3.2.9) and (3.2.10) we have
2mm!
(2m)!
E[U2m] =
2mm!
(2m)!
(
α2
2pi
)m
+
1
2
2m
m∑
h=1
(
m
h
)
(m− h)!
(2(m− h))!
1
2h
(
α2
2pi
)m−h
+
α
2pi
2mm
m−1∑
h=0
(
m− 1
h
)
(m− h− 1)!
(2m− 2h− 1)!
Dh
2h
(
α2
2pi
)m−h−1
≤
(
1 +
α2
pi
)m
+
1
2
(
1 +
α2
pi
)m
α2
2pi
m
(
1 +
α2
pi
)m
=
(
1 +
α2
pi
)m(3
2
+
α2
2pi
m
)
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It is not difficult to see that
sup
m≥1
(
3
2
+
α2
2pi
m
)1/2m
=
√(
3
2
+
α2
2pi
)
,
hence
θ(U) = sup
m≥1
(
2mm!
(2m)!
E[U2m]
)1/2m
≤
√(
1 +
α2
pi
)(
3
2
+
α2
2pi
)
≤
(
3
2
+
α2
2pi
)
.
Proposition 1.2.4 concludes the proof.
For the study of the increments of the process Z we will use a similar ar-
gument. Also in this case we shall reduce the problem to the study of the
random variable
W˜ = Y1 (sgnY2 − sgnY3) ,
where Y = (Y1, Y2, Y3) is a centered gaussian vector with covariance matrix
Γ =

1 a b
a 1 c
b c 1
 , (3.2.12)
where obviusly the numbers verify all assumption in order that Γ is a co-
variance matrix. Set
W = W˜ − E
[
W˜
]
.
Theorem 3.2.9. Using the previous notations, set
F(a,b,c)(x) =
∫ −bx
−∞
1√
2pi
e−
u2
2 Φ
(
cu+ ax√
1− c2
)
du, (3.2.13)
H(x) = e−x
a−b
2
√
2pi
(
1 + 2
(
ex
2/2Fa,b,c(x)− Fa,b,c(0)
))
and
G(x) = H(2
√
Tx). (3.2.14)
Then the inequality
E
[
ex
√
TW
]
≤ G(x)
holds true.
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Proof. Since
W˜ = Y1(sgnY2 − sgnY3) = Y1
(
1{Y2>0} − 1{Y3>0}
)
+
(−Y1 (1{Y2≤0} − 1{Y3≤0}))
= R+ +R−
and by Ho¨lder inequality, we have
E
[
ex
√
TW˜
]
= E
[
ex
√
T (R++R−)
]
≤ E
[
e2x
√
TR+
]1/2
E
[
e2x
√
TR−
]1/2
.
By a simmetry argument it easily seen that the random variables R+ and
R− are identically distributed, hence
E
[
ex
√
TW˜
]
≤ E
[
e2x
√
TR+
]
,
and now we only have to prove that R+ has Laplace transform equal to G.
We argue as in the proof of proposition 3.2.1. We note that
E
[
exR+
]
= E
[
exY11{Y2>0}e−xY11{Y3>0}
]
= E
[(
exY11{Y2>0} + 1{Y2≤0}
) · (e−xY11{Y3>0} + 1{Y3≤0})]
= E
[
1{Y2>0,Y3>0} + e
xY11{Y2>0,Y3≤0} + e
−xY11{Y2≤0,Y3>0} + 1{Y2≤0,Y3≤0}
]
= 2P (Y2 > 0, Y3 > 0) + 2E
[
exY11{Y2>0,Y3≤0}
]
,
where the last equality follows from the simmetry of the random vectors
(Y2, Y3) and (Y1, Y2, Y3).
Thus, we have to calculate E
[
exY11{Y2>0,Y3>0}
]
. We recall the classical fact
that the conditional law of Y1 with respect to (Y2, Y3) is the Gaussian law
N (µ, σ2) where
µ = αY2 + βY3,
with
α =
a− bc√
1− c2 and β =
b− ac√
1− c2 ,
and variance
σ2 =
1 + 2abc− a2 − b2 − c2
1− c2 .
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The above implies that the Laplace transform of Y1, conditioned with respect
to (Y2, Y3) is given by formula
E
[
exY1
∣∣Y2, Y3] = et(αY2+βY3)+σ2 t22 . (3.2.15)
We have now
E
[
exY11{Y2>0,Y3<0}
]
= E
[
1{Y2>0,Y3<0}E
[
exY1
∣∣Y2, Y3]]
=
∫ +∞
0
∫ 0
−∞
ex(αy+βz)+σ
2 t2
2
1
2pi
√
1− c2 e
− y2−2cyz+z2
2(1−c2) dydz.
(3.2.16)
where in the last equality we have used relation (3.2.15). By an application
of Fubini’s theorem we find that last expression in (3.2.16) is equal to
eσ
2 x2
2
∫ 0
−∞
dz
1√
2pi
e−
z2
2
+xβz
∫ +∞
0
dy
1
2pi
√
1− c2 e
− (y−cz)2
2(1−c2)+xαy. (3.2.17)
Now we consider the inner integral, in which we perform the change of
variable
u =
y − cz√
1− c2 .
We find ∫ +∞
0
1
2pi
√
1− c2 e
− (y−cz)2)
2(1−c2) +xαydy
= exαcz
∫ +∞
−cz√
1−c2
du
1√
2pi
e−
u2
2
+xα
√
1−c2u
= exαcz+
x2α2(1−c2)
2
∫ +∞
−cz√
1−c2
du
1√
2pi
e−
(u−xα
√
1−c2)2
2 (3.2.18)
In the last integral above we make the change of variable
ξ = u− xα
√
1− c2,
and the last expression in (3.2.18) becomes
exαcz+
t2α2(1−c2)
2
[
1− Φ
(
− cz√
1− c2 − tα
√
1− c2
)]
= exαcze
x2α2(1−c2)
2 Φ
( cz√
1− c2 + xα
√
1− c2
)
. (3.2.19)
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Relations (3.2.17), (3.2.18) and (3.2.19), applied in (3.2.16), give
E[exX1{Y >0,Z<0}]
= e
x2
2
(
σ2+α2(1−c2)
)) ∫ 0
−∞
dz
1√
2pi
e−
z2
2
+xz(β+αc)Φ
( cz√
1− c2 + xα
√
1− c2
)
.
Since
β + αc = b; σ2 + α2(1− c2) = 1− b2,
the above can be written in the easier form
e
x2
2
(1−b2)
∫ 0
−∞
dz
1√
2pi
e−
z2
2
+bxzΦ
( cz√
1− c2 + a1x
)
= exp
(x2
2
)∫ 0
−∞
dz
1√
2pi
e−
(z−bx)2
2 Φ
( cz√
1− c2 + xα
√
1− c2x
)
,
which, by making the change of variable z − bx = v, becomes
e
x2
2
∫ −bx
−∞
dv
1√
2pi
e−
v2
2 Φ
( cv + xa√
1− c2
)
= e
x2
2 F(a,b,c)(x).
To conclude the proof we only have to observe that
E[R+] =
a− b
2
√
2pi
.
3.3 Pointwise confidence interval
As claimed in the first section of this chapter, we shall use the previous
results to show that the centered R-correlograms are Sub-Gaussian and to
find a pointwise confidence interval.
LetX = (Xt)t∈R+ be a real-valued stationary centered gaussian process with
autocorrelation function γ and γ(0) = 1. Throughout the whole section the
notations will be as in the first section.
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Theorem 3.3.1. For every t in the interval [0, T ] the random variable
Zt = Rˆt −Rt
is Sub-Gaussian and its Sub-Gaussian standard verifies
τ (Zt) ≤ 4
√
3, 1
(
3
2
+
γ2(t)
2pi
)
. (3.3.1)
Proof. We use the Riemann sums of the integral. Let Σ be the set of all
partition of the interval [0, T ] and let σ = {0 = s0 < s1 < . . . sn = T} a fixed
partition in Σ. We put
Snt =
1
T
n∑
k=1
(XsksgnXsk+t − E [XsksgnXsk+t])∆sk,
where ∆sk = sk − sk−1. The equality
XsksgnXsk+t = Xsk
(
1{Xsk+t>0} − 1{Xsk+t<0}
)
, (3.3.2)
yields
XsksgnXsk+t − E [XsksgnXsk+t] =
=
(
Xsk1{Xsk+t>0} − E
[
Xsk1{Xsk+t>0}
])
−
(
Xsk1{Xsk+t<0} − E
[
Xsk1{Xsk+t<0}
])
.
Putting
R+k (t) = Xsk1{Xsk+t>0} − E[Xsk1{Xsk+t>0}]
and
R−k (t) = −Xsk1{Xsk+t<0} − E[Xsk1{Xsk+t<0}]
we can write
Snt =
1
T
n∑
k=1
(
R+k (t) +R
−
k (t)
)
∆sk.
By a symmetry argument, for every k the random variables R+k and R
−
k are
identically distributed and, since X is stationary,
(
R+k , R
−
k
)
k
is a family of
indentically distributed random variables. Moreover for each k the random
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variables R+k and R
−
k have the same form of the random variable U , defined
in (3.2.1) with
α = γ(t), X = Xsk , and Y = Xsk+t
hence by theorem (3.2.8) we deduce that R+k , as well R
−
k , are Sub-Gaussian
while
τ
(
R+k
)
= τ
(
R−k
) ≤ 4√3, 1(3
2
+
γ2(t)
2pi
)
.
Since Sub(Ω) is a vector space, for every t and for each partition σn the
random variable Snt is Sub-Gaussian, and since τ is a norm in Sub(Ω) we
obtain
τ (Snt ) = τ
(
1
T
n∑
k=1
(
R+k (t) +R
−
k (t)
)
∆tk
)
≤ 1
T
n∑
k=1
τ
(
R+k (t) +R
−
k (t)
)
∆tk
≤ 1
T
n∑
k=1
(
τ
(
R+k (t)
)
+ τ
(
R−k (t)
))
∆tk ≤ 2 4
√
3, 1
(
3
2
+
γ2(t)
2pi
)
1
T
n∑
k=1
∆tk
= 2 4
√
3, 1
(
3
2
+
γ2(t)
2pi
)
.
Since the last member does not depend on n and σn we have that
lim sup
|σn|→0
∑
σn∈Σ
τ (Snt ) <∞.
Moreover by definition, the sequence (Snt )n converges in L
2(Ω) hence in
probability, to Zt. Theorem (1.2.3) concludes the proof.
The previous theorem allows us to find a pointwise confidence interval for
Rˆ.
Corollary 3.3.2. For every t in the interval [0, T ] and for every positive x
we have the inequality
P
(∣∣∣Rˆt −Rt∣∣∣ > x) ≤ 2e− 2pi2x2(1+3pi)2 .
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Proof. We have proved that Zt = Rˆt−Rt is a Sub-Gaussian random variable
with standard of subgaussianity τ which, by inequality (3.3.1), can be further
bouded as follows:
τ2 ≤
√
3, 1
(
3
2
+
γ2(t)
2pi
)2
≤ 2(3pi + 1)
2
4pi2
=
(
3pi2 + 1
)2
2pi2
.
Therefore, by theorem 1.2.2 we easly get
P
(∣∣∣Rˆt −Rt∣∣∣ > x) ≤ 2e− x22τ2 ≤ 2e− 2pi2x2(1+3pi)2 .
3.4 The pseudometric generated by Z and the en-
tropy integral
In order to obtain an uniform confidence interval for Rˆ, some theorems
stated in section 1.3 will turn out to be useful. These kind of results need
information about pseudometric generated by Z, about a particular type of
entropy integral (depending on the space to which Z belongs) and about the
norms of the increments of Z. All these topics are discussed in the following
sections and will be used in the last one.
In the previous section we have proved that Z is a Sub-Gaussian process,
and since Sub(Ω) is a vector space, its increments are Sub-Gaussian too.
This implies that they are in L2(Ω) and hence the map
[0, T ]2 3 (s, t) 7→ σ(s, t) = E
[
T |Zs − Zt|2
]1/2 ∈ R, (3.4.1)
is well defined, and it is the pseudometric generated by the process Z.
Here we obtain some estimation for the pseudometric σ. In particular,
through the Laplace trasform of Zt − Zs we will deduce some information
on its L2-norm.
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For every pairs of numbers s and t in the interval [0, T ] we by denote by
M(s,t) the Laplace transform of the random variable
√
T (Zs − Zt), i.e.
M(s,t)(x) = E
[
ex(
√
T (Zs−Zt))
]
.
Theorem 3.4.1. For every x, we have following inequality
M(s,t)(x) ≤ E
[
e
√
TxW
]
, (3.4.2)
where W is the random variable defined right before theorem 3.2.9, with
a = γ(s), b = γ(t), c = γ (|s− t|) .
Proof. Recalling that Zs−Zt = (Rˆs−Rs)− (Rˆt−Rt), we first consider the
random variable Rˆs − Rˆt that is the not centered increment of Rˆ. Let Σ¯ be
the set of all finite partitions of the interval [0, T ] with equidistant points,
Σ¯ =
{
σn = {t0 = 0 < t1 < · · · < tn = T} , n ∈ N,∆ti=˙|ti+1 − ti| = T
n
}
,
and S˜ns be a Riemann sum of Rˆs.
By Ho¨lder inequality, we have the following relations
E
[
ex(S˜
n
s −S˜nt )
]
= E
[
e
x
T
∑n
i=1Xti(sgnXti+s−sgnXti+t)∆ti
]
= E
[
n∏
i=1
e
x
n
Xti(sgnXti+s−sgnXti+t)
]
≤
n∏
i=1
E
[
exXti(sgnXti+s−sgnXti+t)
]1/n
.
For every index i the random vector (Xti , Xti+s , Xti+t) is centered, gaussian
with covariance matrix Γ (as defined in (3.2.12)), hence it has the same law
of the random vector Y , where
Y1 = Xti , Y2 = Xti+s, Y3 = Xti+t.
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Hence the law of Xti (sgnXti+s − sgnXti+t) is, the same as the law of W˜ as
defined in theorem 3.2.9 (with Y1, Y2,and Y3 as above). Therefore we can
write
E
[
ex(S˜
n
s −S˜nt )
]
≤
n∏
i=1
E
[
exW˜
]1/n
= E
[
exW˜
]
.
If Sns is a Riemann sum of Zs =
√
T
(
Rˆs −Rs
)
, we have
E
[
ex(S
n
s −Snt )
]
≤ E
[
ex
√
TW
]
,
which concludes the proof.
From the above result and theorem 3.2.9 we deduce that
Corollary 3.4.2. The Lapace transform M(s,t) of Zs − Zt verifies
M(s,t)(x) ≤ G(x),
where G is defined by (3.2.14) Moreover
M(s,t)(0) = G(0) and M′(s,t) = G′(0).
Corollary 3.4.3. For every (s, t) ∈ [0, T ]2 set
g(s, t) = 4T
(
2F (γ(|s− t|))− (γ(s)− γ(t))
2
2pi
−2γ(s)γ(t)
pi
√
1− γ(|s− t|)
1 + γ(|s− t|) + γ(|s− t|)
(γ(s)− γ(t))2
pi
√
1− γ2(|s− t|)
)
.
Then inequality
σ2(s, t) ≤ g(s, t)
holds.
Proof. For every s and t, σ(s, t) is the mean square deviation of the random
variable Zs − Zt, i.e.
σ(s, t) = E[T |Zs − Zt|2]1/2;
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and hence
σ2(s, t) =M(2)(s,t)(0).
Corollary 3.4.2 yields M(2)(s,t)(x) ≤ G
(2)
(s,t)(x). Differentiating G(s,t)(x) twice
concludes the proof.
Corollary 3.4.4. The diameter 0 of the segment [0, T ] with respect to the
pseudometric σ is finite.
Proof. By corollary 3.4.3, the pseudometric σ is not greater than g. The
statement follow by noticing that g is bounded
Let now N be the massivness (see definition 1.3.9) of the pseudometric space
([0, T ], σ) and let us consider following entropy integral
I0 =
∫ 0
0
log(1 +N())d. (3.4.3)
Since massiveness is a step function,the above integral is well defined. Its
convergence can be established if one has some further information on N .
We start with a general lemma.
Let Fa,b,c be the function defined in (3.2.13). Since F(a,b,c)(0) depends only
on c, we shall denote it by F (c). We stress that |c| < 1.
Lemma 3.4.5. We have the bound
F (c) ≤
√
1− c2
2pi|c| .
Proof. From (3.2.13) we get
F (c) =
∫ 0
−∞
du
1√
2pi
e−
u2
2 Φ
( cu√
1− c2
)
=
∫ 0
−∞
du
1√
2pi
e−
u2
2
∫ cu√
1−c2
−∞
du
1√
2pi
e−
u2
2
=
∫∫
S
1
2pi
e−
u2+v2
2 du dv,
54
where
S =
{
(u, v) ∈ R2 : u < 0, v < cu√
1− c2
}
.
By interchanging the order of integration, we find that the integral over S
is equal to
∫ 0
−∞
dv
1√
2pi
e−
v2
2
∫ 0
√
1−c2
c
v
du
1√
2pi
e−
u2
2 .
We bound now the inner integral as follows∫ 0
√
1−c2
c
v
du
1√
2pi
e−
u2
2 ≤
√
1− c2
|c| |v|
1√
2pi
,
and, performing the outer integral, we get
F (c) ≤
√
1− c2√
2pi|c|
∫ 0
−∞
dv|v| 1√
2pi
e−
v2
2 =
√
1− c2
2pi|c| .
Theorem 3.4.6. Let f be the spectral density of γ. If f is such that∫ ∞
−∞
x2f(x)dx = L <∞, (3.4.4)
then, for s small enough
a)
L
4
s2 ≤ 1− γ(s) ≤ 3L
4
s2, b) |γ(s)− γ(t)| ≤ C|s− t|.
Proof. We have
lim
s→0
1− γ(s)
s2
= lim
h→0
∫
R
1− cos(sx)
s2x2
x2f(x)dx
=
1
2
∫
R
x2f(x)dx =
L
2
.
This implies the statement (a)
L
4
s2 ≤ 1− γ(s) ≤ 3L
4
s2.
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For (b), we have
|γ(s)− γ(t)| ≤
∫ ∞
−∞
| cos(sx)− cos(tx)|f(x)dx
=
∫ ∞
−∞
∣∣∣∣2 sin((s+ t)x2
)
sin
(
(s− t)x
2
)∣∣∣∣ f(x)dx
≤ M (s+ t)(s− t)
2
∫ ∞
−∞
x2f(x)dx ≤ C|s− t|,
where C depends on M and L and the diameter of [0, T ].
Theorem 3.4.7. If (3.4.4) holds, then there exists δ > 0 such that, for
every s, t such that |s− t| ≤ δ, we have
σ(s, t) ≤ C
√
|s− t|=˙ρ(s, t).
Proof. In corollary 3.4.3 inequality
σ2(s, t) ≤ 4T
(
2F (γ(|s− t|))− (γ(s)− γ(t))
2
2pi
−2γ(s)γ(t)
pi
√
1− γ(|s− t|)
1 + γ(|s− t|) + γ(|s− t|)
(γ(s)− γ(t))2
pi
√
1− γ2(|s− t|)
)
is proved.
Since γ(0) = 1, and γ is a continuous function, if δ is small enought, for
every s such that |s| ≤ δ, γ(s) is neither -1 nor 0. Moreover γ is bounded
on [0, T ]. By corollary (3.4.3) and lemma 3.4.5, we have, up to constants,
σ(s, t)2 ≤ 4T
(
2F (γ(|s− t|))− (γ(s)− γ(t))
2
2pi
−2γ(s)γ(t)
pi
√
1− γ(|s− t|)
1 + γ(|s− t|) + γ(|s− t|)
(γ(s)− γ(t))2
pi
√
1− γ2(|s− t|)
)
≤ C1
√
1− γ(|s− t|) + C2 (γ(s)− γ(t))
2√
1− γ(|s− t|) .
By the previous theorem, for |s− t| small enough we finally have
σ2(s, t) ≤ C2|s− t|.
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Since the integral I0 , defined in (3.4.3), converges if and only if it converges
in a neighbour of zero, we can equivalently study∫ δ
0
log(1 +N())d,
where δ is as in theorem 3.4.7.
On the interval [0, δ], the inequality σ ≤ ρ holds by theorem 3.4.7, hence
N ≤ Nρ, where Nρ is the massivness of [0, T ] with respect to the metric ρ.
Therefore, we only have to prove the convergence of the integral∫ δ
0
log(1 +Nρ())d,
i.e. the convergence of the series
∞∑
k=0
log (1 +Nρ(k)) (k − k+1) ,
where k are the discontinuity points of Nρ, taken in decreasing order.
Since
Nρ([0, T ], ) =

C
22
if C
22
∈ N
[
C
22
]
+ 1 if C
22
∈ R \ N
the discontinuity points of Nρ are of the form
k =
√
C
2
1√
k
.
Therefore the above series is equal to
∞∑
k=0
log (1 +Nρ(k)) (k − k+1) =
√
C
2
∞∑
k=0
log (1 + k)
1√
k
(
1−
√
k
k + 1
)
Moreover since
lim
k→∞
k
(
1−
√
k
k + 1
)
=
1
2
,
we have√
C
2
∞∑
k=0
log (1 + k)
1√
k
(
1−
√
k
k + 1
)
≈
√
C
2
∞∑
k=0
log (1 + k)
k3/2
<∞.
We can hence conclude that I0 is a convergent integral.
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3.5 Z as Exp(1)(Ω) process
In this section we study Z as a process with values in Exp(1)(Ω). We already
know that it is a Sub-Gaussian process, hence an Exp(1)(Ω) process as well,
but we need also an estimation of its Exp(1)(Ω) norm.
Lemma 3.5.1. For every s and t in the interval [0, T ] the random variable
Zs − Zt is an Exp(1)(Ω)-random variable.
The proof is obvious and is omitted.
In the proof of the main theorem (in the last section) the exponential norm
of the increment of the process Z plays an important role, hence we need
some results in order to connect the exponential norm with the pseudometric
σ. This is done in the next lemma
Lemma 3.5.2. For every s and t in [0, T ] there exists a constant CT such
that ∥∥∥√T (Zs − Zt)∥∥∥
Exp(1)(Ω)
≤ CTσ(s, t),
where CT dipends on T only.
Proof. Set ξ(s,t) =
√
T (Zt−Zs) and let β the numerical invariant defined in
1.2.4.
In [2] it is proved (see also lemma 1.2.7), that for every centered random
variable in Exp(1)(Ω) inequality
E
[
eλξ(s,t)
]
≤ eλ
2β2
4 (3.5.1)
holds for every λ such that
|λ| ≤ 1
2β2
,
(we have chosen in the recalled lemma c = 1/2). Moreover since Z is pre-
Gaussian centered process, by remark 1.3.3
β(ξ(s,t)) = σ(s, t).
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Now let s and t be such that σ(s, t) ≤ 1/(4√log 2) and let us choose
λ =
2
√
log 2
σ(s, t)
≤ 1
2σ2(s, t)
.
By formula (3.5.1), we have
E
[
e
2
√
log 2
σ(s,t)
ξ(s,t)
]
≤ e
4 log 2σ2(s,t)
σ2(s,t)4 = 2.
By definition of the Luxemburg norm we deduce that, for every s and t such
that σ(s, t) ≤ 1/(4√log 2), following inequality holds:∥∥ξ(s,t)∥∥Exp(1)(Ω) ≤ 12√log 2σ(s, t).
An estimation for σ is requested for other s and t that is for s and t such
that
σ(s, t) ≥ 1/(4
√
log 2).
By the subgaussianity ξ(s,t) we have
E
[
eλξs,t
]
≤ e
τ2(ξ(s,t))λ
2
2 .
Moreover the inequality
τ2(
√
TZt) ≤ 4T
√
3.1
(
3
2
+
1
2pi
)2
≤ 32T,
is proved in (3.2.1), hence
τ2(ξ(s,t)) ≤ τ2(
√
TZt) + τ2(
√
TZs) ≤ 64T. (3.5.2)
Relation (3.5.2) yields
E
[
eλξs,t
]
≤ e16Tλ2 .
If in the above formula we choose λ = 1/(24
√
Tσ(s, t)), we obtain
E
[
e
ξ(s,t)
24
√
Tσ(s,t)
]
≤ e
24T
28Tσ2(s,t) ≤ e 16 log 216 = 2,
59
where we have used the inequality σ > 1/4
√
log 2.
Hence for every s and t such that σ > 1/4
√
log 2 we have∥∥ξ(s,t)∥∥Exp(1)(Ω) ≤ 24√Tσ(s, t).
Set now CT = max
{
24
√
T , 1/2
√
log 2
}
to conclude.
3.6 Uniform confidence interval
In this section we obtain a uniform confidence interval for the R-
correlograms, established using results in previous sections.
Theorem 3.6.1. Assume that the correlation function γ is continuous and
let f be the spectral density of the process X. Suppose that f is such that∫
R
x2f(x)dx = L <∞.
Then, for every positive x
P
(
sup
0≤t≤T
|Zt| ≥ x
)
≤ exp
(
− x
DT
)
, (3.6.1)
where
DT ≤ inf
0≤t≤T
‖Zt‖Exp(1)(Ω) + 4
∫ 0
0
log(1 +N())d, (3.6.2)
and 0 is the diameter of the interval [0, T ], with respect to the psudometric
σ.
Proof. Consider the pseudometric space (T, σ) and recall that the M -
characteristic of the space Exp(1)(Ω) is
χ(n) = b log(1 + n),
for a suitable constant b (see chapter 1). Consider a space K = Exp(1)(Ω)
and
I0 =
∫ 0
0
χ(N())d,
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where N() is the massiveness of the pseudometric space with respect to the
pseudometric σ.
Let θ be in the interval (0, 1) and (n)n a sequence such that n = 0θn.
The convergence of the integral I0 , proved in the previous section, implies
in particular that the massiveness function is finite for every . Denote by
Sn a minimun n-net in the set T with respect to the pseudometric σ and
set
S =
⋃
n≥0
Sn.
Observe that the set S0 contains only one point, which we denote by t0.
By construction, the R-Correlogram Rˆ can be viewed as a continuous in
probability process, hence it is a separable process (see [2]). Moreover
the norm Exp(1)(Ω) majorizes the convergence in probability and the space
(T, σ) is separable; these facts imply that the set S, which is countable and
everywhere dense in T , is a σ-separable set for the process Z (see section
1.3). This gives
sup
t∈T
|Zt| = sup
t∈S
|Zt|.
Fix t in S. Then we can find an integer m = m(t) such that t ∈ Sm. Using
the α-procedure (see section 1.3) to choose points in Sn, we obtain a set of
points tn = αn(tn+1), such that tn ∈ Sn for every n = 0, ..,m.
By means of these points Zt can be written in the following way
Zt = Zt0 +
m∑
n=1
(Ztn − Ztn−1),
and we have following inequalities∥∥∥∥∥ supt∈[0,T ] |Zt|
∥∥∥∥∥
K
≤ ‖Zt0‖+
∑
n≥0
∥∥∥∥maxs∈Sn (Zs − Zαn−1(s))
∥∥∥∥
K
≤ ‖Z(t0)‖+
∑
n≥0
χ(N())max
s∈Sn
‖(Zs − Z(αn−1(s)))‖K
where the last one follows from the definition of M -characteristic.
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By the estimation of the norm K (lemma 3.5.2) we have the inequalities
‖(Zs − Z(αn−1(s)))‖K ≤ CTσ(s, αn−1(s)) ≤ CT n−1,
for every s ∈ Sn. Since t0 is arbitrary we deduce∥∥∥∥∥ supt∈[0,T ] |Zt|
∥∥∥∥∥
K
≤ inf
t∈[0,T ]
‖Zt‖+ CT
∑
n≥1
χ(N(n))n−1.
The sequence χ(n) is monotone nondecreasing, so that
χ(N(n))n−1 ≤ 1
θ(1− θ)
∫ n
n−1
χ(N())d.
Thus we finally obtain∥∥∥∥∥ supt∈[0,T ] |Zt|
∥∥∥∥∥
K
≤ inf
t∈[0,T ]
‖Zt‖+ CT
∑
n≥1
1
θ(1− θ)
∫ n
n−1
χ(N())d
≤ inf
t∈[0,T ]
‖Zt‖+ CT 1
θ(1− θ)
∫ 0θ
0
χ(N())d
≤ inf
t∈[0,T ]
‖Zt‖+ 4CT I0
which is finite by the convergence of the integral. Theorem 1.2.10 concludes
the proof.
62
Chapter 4
Maxima of real Random
Sequences
This chapter contains some results of a work in progress which will ex-
tend that one exposed in [8]. The convergence of the maxima of some
ϕ-Subgaussian random sequence is studied.
Consider a sequence (Xn)n of indipendent random variables, and set
Yn = max
1≤k≤n
(Xk)−
√
2 log n.
It is well known that if Xn is, for every n, an N (0, 1)-distributed random
variable, then (Y +n )n = max(Yn, 0) converges a.s. to zero (see [17]). In [8]
the same result is obtained for a sequence of Sub-Gaussian random variables.
Here a more general class of ϕ-Subgaussian sequence is considerated.
4.1 About the maxima of some ϕ-Subgaussian
random sequences
With previous notation set Y +n = max(Yn, 0). In [8] following proposition is
proved.
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Lemma 4.1.1. Assume that for each n and for every positive x we have
P (Xn > x) ≤ e−x
2
2 . (4.1.1)
Then the sequence (Y +n )n converges a.s. to zero.
The condition (4.1.1) is satisfied by Sub-Gaussian random variables, that is
for ϕ-Subgaussian ones with ϕ(x) = x2/2. On the other hand the thesis is
verified by a sequence (Yn)n in which
√
2 log n = (ϕ∗)−1(log n) is present.
It is natural to think to extend the same kind of result to other type of
ϕ-Subgaussian random variables.
Let ϕ be an N -function and p be its density defined in 1.1.1. As recalled
in chapter 1, p is nondecreasing and it admit only a generalized inverse p−1
that is the density of ϕ∗.
Consider a sequence (Xn)n of ϕ-Subgaussian random variables and set
Yn = max
1≤k≤n
Xk − (ϕ∗)−1 (log n), (4.1.2)
and Y +n = max(Yn, 0).
Theorem 4.1.2. Suppose that there exists an 0 such that for every  ≤ 0,
the density p of ϕ satisfies∫ +∞
0
e−p
−1(x)dx <∞. (4.1.3)
and there exists a positive constant c < 1 such that
sup
n
τ(Xn) = c. (4.1.4)
Then the sequence (Y +n )n converges a.s. to zero.
Proof. We follow the same argument used in [8]. Setting
Zn = Xn − (ϕ∗)−1(log n)
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it is not difficult to prove that, for every positive 
P
(
lim sup
n→∞
Y +n > 
)
= P
(
lim sup
n→∞
Z+n > 
)
. (4.1.5)
Therefore it suffice to prove that the quantity P (Z+n > ) is the general term
of a convergent series. In fact by hypothesis of ϕ-subgaussianity we have
P
(
Z+n > 
)
= P (Zn > ) = P
(
Xn > (ϕ∗)−1 (log n) + 
)
≤ e−ϕ
∗
(
(ϕ∗)−1(logn)+
τϕ(Xn)
)
.
By assumption (4.1.4) and properties of ϕ∗ we deduce
P
(
Z+n > 
) ≤ e− 1cϕ∗((ϕ∗)−1(logn)+) ≤ e−ϕ∗((ϕ∗)−1(logn)+).
Since the series ∞∑
n=0
e−ϕ
∗((ϕ∗)−1(logn)+) (4.1.6)
has the same behaviour of the integral∫ +∞
1
e−ϕ
∗((ϕ∗)−1(log x)+)dx,
we can study the convergence of this one.
By means of the change of variable t = (ϕ∗)−1 (log x) +  previous integral
becomes ∫ +∞

(ϕ∗)′ (t− )e−ϕ∗(t)+ϕ∗(t−)dt,
and by Lagrange theorem we obtain∫ +∞

(ϕ∗)′ (t− )e−ϕ∗(t)+ϕ∗(t−)dt =
∫ +∞

(ϕ∗)′ (t− )e−(ϕ∗)′(ξ)dt
where ξ ∈ (t− , t).
Marking that ϕ∗ is an N -function with density p−1 we deduce that (ϕ∗)′ =
p−1 which is increasing. Hence we have∫ +∞

(ϕ∗)′ (t− )e−(ϕ∗)′(ξ)dt ≤
∫ +∞

p−1(t− )e−p−1(t−)dt
=
∫ +∞
0
p−1(y)e−p
−1(y)dy
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By hypothesis (4.1.3) we deduce the convergence of the previous integral
and so that the series (4.1.6), is convergent too.
Borel-Cantelli lemma yields
P
(
lim sup
n→∞
Z+n > 
)
= 0,
and relation (4.1.5) concludes the proof.
In [8] also the behaviour of Y −n = max((−Yn), 0) is studied, but an inequality
of the type P (Xn < x) ≥ Ce−x
2
2 is needed. However this hypotesis cannot
be obtained by a ϕ-Subgaussian hypothesis. Anyway we present a result
which use a sort of inequalities satified by ϕ-Subgaussian random variables.
Proposition 4.1.3. Assume that the (Xn)n is a sequence of independent
random variable and there exists a number C > 0 such that, for every n and
all x > 0, we have
P (Xn < x) ≤ e−Ce−ϕ(x) , (4.1.7)
where ϕ is differiatiable function with ϕ′ non decreasing and such that, for
every sufficiently small  > 0, we have∫ +∞
0
eϕ(u)−Ce
 ϕ′(u)
ϕ′(u)du < +∞. (4.1.8)
Then, if Yn is defined as in (4.1.2) and Y −n = max(−Yn, 0), the sequence
(Y −n )n converges a. s. to 0.
Remark 4.1.4. It is easy to see that condition (4.1.7) (imposed on the dis-
tribution function of Xn ) is implied by an “exponential type ”condition
imposed on the tail of Xn, which is a sort of converse of the one implied by
ϕ- subgaussianity. In fact if there exists a positive number C such that
P (Xn ≥ x) ≥ Ce−ϕ(x),
then, recalling that t ≤ exp(t− 1), we have
P (Xn < x) ≤ e−P (Xn≥x) ≤ e−Ce−ϕ(x) .
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Proof. Once more by applying the Borel-Cantelli lemma, we shall prove that
P (Y −n >  i. o.) = 0, for every  > 0. In fact,
P (Y −n > ) = P (Yn < −) = P (max(X1, . . . , Xn) < ϕ−1(log n)− )
= e−Cne
−ϕ(ϕ−1(logn)−)
,
and the series ∑
n
e−Cne
−ϕ(ϕ−1(logn)−)
has the same behaviour as the integral∫ +∞
1
e−Cxe
−ϕ(ϕ−1(log x)−)
dx.
By means of the change of variable u = ϕ−1(log x), the above integral can
be transformed into ∫ +∞
0
eϕ(u)−Ce
ϕ(u)e−ϕ(u−)ϕ′(u)du
=
∫ +∞
0
eϕ(u)−Ce
ϕ(u)−ϕ(u−)
ϕ′(u)du (4.1.9)
By Lagrange theorem, for every u there exists a number t, with u− ≤ t ≤ u,
such that
ϕ(u)− ϕ(u− ) =  ϕ′(t)
so that, since ϕ′ is non decreasing, we get
ϕ(u)− ϕ(u− ) ≤  ϕ−1(u).
Inserting this relation in the second member of (4.1.9) we obtain∫ +∞
0
eϕ(u)−Ce
ϕ(u)e−ϕ(u−)ϕ′(u)du
≤
∫ +∞
0
eϕ(u)−Ce
 ϕ′(u)
ϕ′(u)du < +∞. (4.1.10)
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Proposition 4.1.5. Assumption (4.1.8) holds if we can find a number 0 >
0 and a positive constant C ′ < C such that∫ +∞
0
eϕ(x)−C
′e0ϕ
′
dx < +∞. (4.1.11)
Proof. Let 0 <  < 0, and put D = C − C ′. Since ultimately
ϕ′(u) ≤ eDϕ′ (4.1.12)
the integral in the second member of (4.1.10) is convergent if the same
happens for
∫ +∞
0
eϕ(u)−Ce
 ϕ′(u)+Dϕ′du.
Using again the estimation (4.1.12), we see that the above integral converges
if ∫ +∞
0
eϕ(u)−Ce
 ϕ′(u)+De ϕ
′(u)
du
=
∫ +∞
0
eϕ(u)−C
′e ϕ
′(u)
du < +∞,
and the last relation above holds true since
∫ +∞
0
eϕ(u)−C
′e ϕ
′(u)
du ≤
∫ +∞
0
eϕ(u)−C
′e ϕ
′(u)
du,
which is finite by assumption.
Remark 4.1.6. It is not difficult to see that assumption (4.1.11) holds if ϕ is
a regularly varying function with exponent α ≥ 1. In particular it holds for
ϕ(x) = x2/2 (the case considered in the paper [5]).
68
4.2 Convergence of some series of maxima of ran-
dom sequences
In previous section we have proved the convergence under suitable hypoth-
esis of ϕ-subgaussianity of the sequence (Yn)n (whose definition depends on
ϕ). Hence let (Xn)n be a sequence of indipendent random variables, ϕ an
N -function and ϕ∗ its Youngh Fenchel trasnform. Set
Yn = max(X1, · · · , Xn)− (ϕ∗)−1 (A log n)
for a constant A which will be specified later.
Theorem 4.2.1. Assume that the sequence (Xn)n is ϕ-Subgaussian and
such that
sup
n
τϕ(Xn) = c ∈ (0, 1). (4.2.1)
Let A be a positive number, α ≤ 1, and suppose that
α+
A
c
> 2.
Then for every positive , we have
∞∑
n=1
n−αP
(
Y +n > 
)
<∞.
Proof. Fix any positive . The obvious inclusion{
Y +n > 
} ⊂ {Y +n > 0} ,
allows us to study, in order to achieve our thesis, the convergence of the
following series
∞∑
n=1
n−αP
(
Y +n > 0
)
.
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It’s easy to see that
P
(
Y +n > 0
)
= P
(
max
1≤k≤n
Xk > (ϕ∗)−1 (A log n)
)
≤
n∑
k=1
P
(
Xk > (ϕ∗)−1 (A log n)
)
≤ ne−ϕ
∗
(
(ϕ∗)−1(A logn)
τϕ(Xn)
)
By properties of ϕ∗ and hypothesis on ϕ-Subgaussian standard of the se-
quence (Xn)n, we obtain
P
(
Y +n > 0
) ≤ ne−ϕ∗( (ϕ∗)−1(A logn)c ) ≤ ne−ϕ∗((ϕ∗)−1(A lognc ))
= ne−
A
c
logn = n1−
A
c .
Hence we can write
∞∑
n=1
n−αP
(
Y +n > 0
) ≤ ∞∑
n=1
n−α+1−
A
c .
Second series is convergent, since by hypothesis α − 1 + A/c > 1, and this
concludes the proof.
In order to obtain a converse of the theorem we need an hypothesis that
cannot be obtained by ϕ-subgaussianity.
Theorem 4.2.2. Let (Xn)n a sequence of indipendent random variables
with the property that there exists a strictly increasing differentiable function
ϕ : (0,+∞) 7→ R+
and a positive real number t0 such that, for every n and for every t > t0 we
have
P (Xn > t) ≥ e−ϕ(t).
Assume that
lim sup
x→∞
ϕ′(x)
ϕ(x)
= l < +∞ (4.2.2)
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and for a fixed constant A > 1, define Y +n as in previous theorem. Then for
every real number α < 2 − A and for every 0 <  < (2 − α − A)(Al)−1, we
have
+∞∑
k=1
k−αP
(
Y +k > 
)
= +∞.
Proof. For every fixed , following inequalities are true.
P
(
Y +n > 
)
= P
(
max
1≤k≤n
Xk > ϕ
−1 (A log n) + 
)
= 1−
n∏
k=1
(
1− P (Xk > ϕ−1(A log n) + ))
≥ 1−
[
1− eϕ(ϕ−1(A logn)+)
]n
≥ 1− e−ne−ϕ(ϕ
−1(A logn)+)
(in the last inequality we have used the relation 1 − e−t ≤ t). Continuing
our estimation and using the inequality
1− ea =
∫ a
0
e−xdx > ae−a,
we get that the above is greater than
ne−ϕ(ϕ
−1(A logn)+)e−ne
−ϕ(ϕ−1(A logn)+)
> ene
−ϕ(ϕ−1(A logn)+)
e−2e
−ϕ(ϕ−1(A log 2)+)
= Dne−ϕ(ϕ
−1(A logn)+),
where D > 0 is a constant. To prove the convergence of the series
∞∑
k=1
k1−αe−ϕ(ϕ
−1(A log k)+),
we prove the convergence of the integral∫ +∞
1
x1−αe−ϕ(ϕ
−1(A log x)+)dx.
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Making the change of variable
ϕ−1(A log x) = t
and setting R = (2− α−A)A−1 the above become∫ +∞
0
x1−αe−ϕ(ϕ
−1(A log x)+)dx =
∫ +∞
0
eRϕ(t)+[ϕ(t)−ϕ(t+)]
ϕ′(t)
A
dt,
and, by Lagrange theorem and hypothesis (4.2.2) the last integral has the
same behaviour as∫ +∞
0
eRϕ(t)−ϕ
′(t)ϕ
′(t)
A
dt ≥
∫ +∞
0
eRϕ(t)−(1+δ)ϕ(t)
ϕ′(t)
A
dt∫ +∞
0
eϕ(t)[R−(1+δ)]
ϕ′(t)
A
dt
with arbitrary positive δ.
Now, since  < Rl−1, it is possible to find a positive δ such that
δ <
R− l

,
which means that R − (l + δ) > 0. For such δ the above integral diverges
and so the invistigated series, and this concludes the proof.
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