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Résumé 
Le cerveau humain et les nombreuses fonctions qu’il sous-tend sont le fruit de multiples héritages évolutifs. 
Parmi ceux-ci, les mécanismes émotionnels qui nous permettent d’identifier les événements néfastes ou bénéfiques 
de notre environnement et d’y réagir, semblent primordiaux pour notre survie. Pour cela, ces mécanismes sont en 
étroite interaction avec toutes les modalités sensorielles ainsi qu’avec le système moteur. L’objectif de ce travail de 
thèse a été de mieux comprendre (1) les interactions qui peuvent exister entre un des systèmes perceptifs le plus 
sollicité chez l’humain : la vision, et le traitement émotionnel, et (2) le lien entre la dimension émotionnelle et 
motrice associée aux stimuli visuels. Par ailleurs, de nombreuses études sur le système visuel humain précisent que 
l’information en fréquences spatiales est cruciale dans la perception visuelle. Par conséquent, dans un premier 
objectif de recherche, nous avons cherché à comprendre dans quelle mesure les propriétés fréquentielles de 
l’information visuelle peuvent être utiles à la perception des stimuli émotionnels. Dans la littérature, cette 
problématique a été principalement étudiée pour la perception de visages expressifs. Dans cette thèse, nous avons 
travaillé avec des scènes émotionnelles complexes afin d’estimer dans quelle mesure les précédentes conclusions 
peuvent être généralisées à tous les stimuli émotionnels. Notre première étude en imagerie par résonnance 
magnétique fonctionnelle (IRMf) a montré que, comme pour les visages expressifs, l’information grossière en basses 
fréquences spatiales est cruciale lors de la perception de scènes émotionnelles. Toutefois, la perception n’est qu’une 
étape dans le traitement de l’information ; nous sommes, en effet, habituellement amenés à évaluer les situations de 
notre environnement et à y réagir. C’est pourquoi, dans un second objectif de recherche, nous avons cherché à 
comprendre les interactions qui peuvent également exister entre les propriétés fréquentielles du système visuel et 
deux grandes évaluations affectives explicites : l’évaluation du ressenti émotionnel et celle de la tendance à agir. 
Deux nouvelles études, l’une comportementale, l’autre en IRMf, nous ont permis de montrer que l’ensemble de 
l’information en fréquences spatiales semble utile pour l’évaluation du ressenti émotionnel alors que l’information 
en hautes fréquences spatiales semble cruciale pour l’évaluation de la tendance à l’action. L’ensemble de ces travaux 
suggère l’existence d’une flexibilité dans l’utilisation de l’information en fréquences spatiales qui serait dépendante 
du type de traitement réalisé sur l’information émotionnelle. 
 
Mots clés : Emotion, perception, évaluations émotionnelles, fréquences spatiales, amygdale, scènes naturelles 
émotionnelles, Imagerie par Résonance Magnétique fonctionnelle (IRMf) 
Abstract 
The human brain and the numerous cognitive functions associated to it are the product of several 
evolutionary heritages. Among these, the emotional mechanisms, which enable us to identify and react to harmful or 
beneficial events, seem to be essential to survive. In order to do so, these mechanisms closely interact with all 
sensory modalities, as well as with the motor system. The aim of this work was to better understand (1) the 
interactions between one of most important sensory systems for human beings –eyesight- and the emotional 
processing, as well as (2) the link between the emotional and the motor charactersitics associated with the 
emotional stimuli. Moreover, numerous studies on the human visual system specify that the spatial frequency 
information is crucial to visual perception. Therefore, as the primary objective of this research, we sought to assess 
to what extent the frequency properties of visual information may be useful to the perception of emotional stimuli. 
In the scientific literature, this issue has mainly been studied through the perception of emotional faces. For this 
thesis, we have worked with complex emotional scenes so as to check to what extent previous conclusions 
concerning emotional faces can be extended to all emotional stimuli. Our first study in functional Magnetic 
Resonance Imaging (fMRI) showed that, as for emotional faces, coarse information in low spatial frequencies is 
essential for the perception of emotional scenes. However, perception is only one step in the processing of 
information. Indeed, we are usually made to assess events taking place in our environment and to react to them. 
That is why, as the second objective of this research, we sought to understand the interactions between the 
frequency properties of the visual system and two major explicit affective assessments – emotional and motivational 
appraisal. Two new studies - one in behavioral studies and the other one in fMRI - made it possible for us to show 
that the full range of spatial frequency information seems useful to assess emotional appraisal, whereas high spatial 
frequencies information seems crucial for motivational appraisal. This work suggests the existence of a flexible use of 
spatial frequency information depending on the emotional processing involved. 
 
Key words: Emotion, perception, emotional appraisals, spatial frequencies, amygdala, emotional natural scenes, 
functional Magnetic Resonance Imaging (fMRI) 
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Préambule 
 
 
 
 
Il suffit d’être confronté à un événement émotionnellement intense pour saisir, 
ne serait-ce qu’un infime aperçu de l’impact que l’émotion peut avoir sur celui qui la 
ressent. On perçoit alors l’étendue des bouleversements corporels qu’elle génère et 
l’évènement qui en est la source devient très rapidement le centre de toute notre 
attention. Des décennies de recherches dans le domaine des Neurosciences affectives 
permettent aujourd’hui de mieux comprendre comment l'individu humain est en 
mesure d’isoler très rapidement les événements pertinents de son environnement, i.e., 
ceux qui touchent à son intégrité mais aussi ceux qui répondent à ses motivations (buts, 
besoins, plans) ou aux demandes de la tâche qu'il réalise. A ce titre l’émotion est un 
phénomène complexe qui résulte d’un lien étroit entre le traitement émotionnel et 
sensoriel et les mécanismes attentionnels, motivationnels et moteurs. Dans cette thèse, 
nous avons tout particulièrement cherché à mieux comprendre ces liens dans le cas du 
traitement visuel de scènes naturelles émotionnelles à travers des études 
comportementale et de neuro-imagerie. Plus précisément, nous nous sommes intéressés 
à mieux comprendre comment les propriétés en fréquences spatiales, qui régissent le 
traitement de l’information visuelle, conditionnent le traitement de scènes naturelles 
émotionnelles selon les demandes de tâches. Dans la partie introductive de ce travail 
nous proposons donc, dans un premier chapitre de faire un état de la littérature des 
connaissances actuelles sur l’organisation et la modélisation du système visuel humain. 
Nous proposons ensuite, dans un second chapitre, de donner un aperçu des 
connaissances conceptuelles et anatomiques sur l’émotion, avant de discuter de l’étroite 
interaction qui semble exister entre les phénomènes émotionnels et l’attention, et de 
conclure par la présentation de différents modèles contemporains du traitement 
émotionnel. 
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Chapitre I.  La perception visuelle 
 
 
 
 
 
Au regard de l’organisation cérébrale humaine, s’il est un sens que l’évolution 
humaine a particulièrement mis en avant c’est très certainement de la vision qu’il s’agit. 
En effet, la surface corticale dévolue à l’analyse des informations visuelles chez l’humain 
est bien plus conséquente que celle des autres modalités sensorielles, c’est en tout et 
pour tout environ un tiers du cortex qui lui est consacrée. Ce système complexe qui 
s’étend de l’œil jusqu’aux structures corticales de plus hauts niveaux va œuvrer à 
organiser et construire une représentation aboutie du monde qui nous entoure tel que 
nous le percevons en permanence. A travers les différents points de ce premier chapitre, 
nous aborderons rapidement les principales étapes du traitement de l’information 
visuelle, depuis la rétine jusqu’aux aires corticales, du photon jusqu’à la vision si 
habituelle mais si complexe des éléments de notre quotidien. Nous verrons dans un 
premier temps que la perception visuelle de notre environnement est avant tout 
dépendante des propriétés histologiques de la rétine, pour cela, nous nous attellerons à 
détailler l’anatomie de la rétine ainsi que les différentes étapes de codages cellulaires 
qu’elle sous-tend. Dans un second temps, nous nous intéresserons aux réseaux 
corticaux émergeant de la rétine, desquels nous constaterons les diversités 
fonctionnelles du traitement visuel qui demeurent encore énigmatiques en de nombreux 
points au regard de nos connaissances actuelles. Dans un troisième et dernier temps, 
nous aurons l’occasion d’exposer différents modèles contemporains du traitement visuel 
qui composent relativement bien avec toutes les contraintes anatomiques et 
physiologiques du système visuel que nous soulèverons au cours de ce chapitre. 
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1.  De la rétine au cortex 
 
1. 1.   Anatomie et physiologie de la rétine 
 
L’œil humain se divise en plusieurs entités fonctionnelles distinctes qui ont pour 
finalité de capter et de traduire l’information lumineuse en une information nerveuse 
interprétable au niveau cérébral. En effet, pour voir, il faut tout d’abord que l’œil intègre 
une image de la réalité extérieure. On qualifie parfois l’œil de fenêtre ouverte sur le 
cerveau (Marendaz, 2009). Cette métaphore prend son sens au regard de l’ontogenèse 
humaine qui révèle que la rétine sur laquelle sera projetée l’image du monde 
environnant, n’est autre qu’un prolongement diencéphalique. C’est donc dès la rétine, 
cette projection exilée du système nerveux central, que commence le traitement de 
l’image par le système nerveux. La rétine est le principal acteur de la traduction du 
message lumineux en signaux nerveux. Elle est composée d’un ensemble organisé de 
cellules superposées, réparties verticalement et horizontalement, au travers desquelles 
la lumière va être projetée (Figure 1). Seules les cellules les plus en profondeur, 
nommées photorécepteurs, sont en mesure de transformer l’information lumineuse en 
signaux nerveux. Les autres cellules, parmi lesquelles nous trouvons les cellules 
bipolaires, horizontales, amacrines et ganglionnaires, ont pour principale fonction le 
transit et l’intégration de ces signaux électriques. La voie la plus directe pour 
l’information électrique générée par les photorécepteurs consiste en des relais verticaux 
avec les cellules bipolaires puis avec les cellules ganglionnaires. Les cellules horizontales 
- connectées aux photorécepteurs - et les cellules amacrines - constituant des relais 
entre les cellules bipolaires et les cellules ganglionnaires – forment, quant à elles, une 
organisation horizontale de voies indirectes pouvant influencer la transmission de 
l’information aux cellules adjacentes.  
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Figure 1. Schéma de la projection de la lumière à travers les différentes couches cellulaires de la rétine. 
Figure tirée de perceptioncouleurs.free/lanatomie.htm. 
 
On distingue 2 types de photorécepteurs de par leur forme, leur nombre et leur 
distribution sur la rétine. Les premiers, les bâtonnets, présents en grande quantité (au 
nombre de 92 à 120 millions chez l’humain) sont principalement répartis en périphérie 
de la rétine et quasiment absents en son centre, la fovéa (Figure 2). Les seconds, les 
cônes, quantitativement moins importants (entre 4,6 et 6 millions) sont massivement 
distribués dans la fovéa. Ces derniers sont également présents en périphérie de la rétine 
mais leur densité tend à diminuer de manière exponentielle avec le degré d’excentricité 
(Figure 2). D’un point de vue fonctionnel, au-delà d’un simple rôle de relais, il s’avère 
que les modalités de transmission de l’information visuelle de ces différents 
photorécepteurs aux cellules ganglionnaires vont fortement conditionner les étapes 
successives du traitement visuel. En effet, alors que l’œil humain est composé de plus de 
100 millions de photorécepteurs, on dénombre seulement un peu plus d’1 million de 
cellules ganglionnaires. Il résulte de cette propriété cellulaire de l’œil, un fort 
phénomène de convergence de l’information visuelle qui s’opère d’abord et 
principalement des photorécepteurs aux cellules bipolaires, puis des cellules bipolaires 
aux cellules ganglionnaires. L’étendue de ce phénomène de convergence est, par ailleurs, 
dépendante de la portion de la rétine considérée. Au niveau de la fovéa, l’indice de 
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convergence est proche de 1, ce qui signifie que l’information nerveuse issue des cônes 
peut être reliée à une seule cellule bipolaire et ganglionnaire. Cet indice a tendance à 
augmenter avec le degré d’excentricité, et donc à s’accroître en région périphérique. 
Ainsi, en périphérie de la rétine, où les bâtonnets sont massivement représentés, des 
centaines de ces derniers vont converger vers une unique cellule ganglionnaire. Alors 
qu’au centre, dans la région fovéale, un ou quelques cônes vont affluer vers une cellule 
ganglionnaire. Cette organisation rend compte d’une vision centrale aux propriétés de 
discrimination spatiale fine comparativement à une vision périphérique à la résolution 
spatiale plus grossière. 
 
 
Figure 2. Distribution des cônes et bâtonnets au sein de la rétine en fonction du degré d’excentricité. 
La fovéa étant représentée sur le schéma par la valeur de 0°. On note, au niveau de la fovéa une concentration 
maximale en cônes et une concentration quasi nulle en bâtonnets. Ce rapport tend à s’inverser avec l’excentricité. Plus 
précisément, le nombre de cônes chute drastiquement dès un écart d’1 mm du centre de la fovéa. Figure adaptée de 
Bear, Connors, & Paradiso (2007). 
 
 Passé les photorécepteurs et les cellules bipolaires, les cellules ganglionnaires 
constituent le dernier relais de l’information dans la rétine, avant que celle-ci n’atteigne 
les premiers noyaux corticaux impliqués dans le traitement visuel. On en distingue 3 
types : les cellules magnocellulaires (M), les cellules Parvocellulaires (P), et les 
cellules Koniocellulaires (K). Le rôle des cellules K reste encore aujourd’hui assez mal 
caractérisé, c’est pourquoi nous nous y intéresserons dès lors assez peu. En revanche, 
celui des cellules M et P est mieux identifié et distingué ; leurs propriétés physiologiques 
sont relativement opposées. Les cellules M propagent leur potentiel d’action 
rapidement dans le nerf optique, elles réceptionnent et relayent une information 
visuelle majoritairement issue des bâtonnets en périphérie de la rétine, de basse 
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résolution spatiale (ou de basse fréquence spatiale : BFS) car fortement soumise au 
phénomène de convergence (Virsu et al., 1987). Les cellules P diffusent, quant à elles, 
leur potentiel d’action plus lentement. Elles réceptionnent et relayent une information 
visuelle issue des cônes du centre de la rétine, de haute résolution spatiale (ou de 
haute fréquence spatiale : HFS) puisque faiblement soumise au phénomène de 
convergence (Calkins et al., 1994; Kolb et al., 1992). Au regard de ces différentes 
propriétés, l’idée la plus courante est que les cellules M sont particulièrement 
impliquées dans la détection du mouvement du stimulus, tandis que les cellules P sont 
plus sensibles à la forme et aux détails de la stimulation. De plus, les cellules M et P, du 
fait qu’elles héritent des propriétés de convergences des photorécepteurs, ne sont pas 
équivalentes en nombre. On estime ainsi que les cellules P constituent 80% de la 
population ganglionnaire, alors que les cellules M et K se partagent à part équivalente 
les 20% restants. Cette organisation anatomique reste toutefois à nuancer puisqu’il 
semble également exister des connexions entre les cellules P et les bâtonnets (Grunert, 
1997; Lee et al., 1997; Purpura et al., 1988; Virsu et al., 1987). 
 
Nous avons vu succinctement comment l’œil, et particulièrement les cellules qui 
composent la rétine, génèrent et transmettent des signaux nerveux à partir de 
l’information lumineuse. Le point central de cette démonstration réside dans le constat que 
l’œil n’est pas une interface passive entre l’environnement et le cerveau, mais qu’il 
constitue un système organisé d’intégration de l’information. Les différents types de 
photorécepteurs, leur répartition au sein de la rétine, les différences de convergence qui 
s’opèrent à travers les relais cellulaires, ainsi que les caractéristiques associées aux 
différentes classes de cellules ganglionnaires sont autant de spécificités qui mènent à une 
opposition fonctionnelle liée aux cônes et aux bâtonnets dès les prémices du traitement 
visuel. La rétine semble être fonctionnellement organisée en 2 ensembles. Sa partie fovéale, 
composée essentiellement de cônes, présente une faible convergence vers les cellules 
ganglionnaires P, ce qui confère, à l’information visuelle qui rejoint les cellules P, une haute 
résolution spatiale essentielle dans le traitement de la forme et des détails de la 
stimulation. Sa partie périphérique, quant à elle, est composée en grande majorité de 
bâtonnets présentant une forte convergence vers les cellules ganglionnaires de type M qui 
opèrent un traitement moins précis mais plus rapide des BFS et de l’information en 
mouvement. 
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1. 2.   Vers un traitement cortical de l’information visuelle 
 
A la sortie de chaque œil, les axones des cellules ganglionnaires s’assemblent 
pour former les nerfs optiques puis le chiasma optique. A l’issue de ce carrefour 
anatomique, une grande majorité des axones ganglionnaires (90%) va se projeter au 
niveau des corps genouillés latéraux (CGLs) du thalamus avant d’être relayée vers 
l’aire visuelle primaire (V1) à travers les radiations optiques. C’est au cœur de ce réseau 
rétino-géniculo-strié que la perception visuelle consciente va se former. La majorité 
des 10% d’axones ganglionnaires restants va rejoindre une partie du tectum nommée 
colliculus supérieur (CS) formant ainsi la voie rétino-tectale qui semble contribuer à 
une forme de perception non-consciente. Nous proposons dans les deux sections qui 
suivent de faire le point sur les connaissances accumulées concernant ces deux voies 
cérébrales du traitement visuel. 
 
1. 2. 1. La voie rétino-géniculo-striée 
 
Jusqu’alors nous avons particulièrement mis l’accent sur l’existence de deux 
grands types de cellules ganglionnaires visuelles rétiniennes, les cellules M et P, formant 
des canaux d’information distincts. Notre présentation de la voie rétino-géniculo-striée 
visera, en arrière-plan, à constater que cette organisation tend à persister à travers les 
différents relais corticaux. 
 
Les corps genouillés latéraux 
 
On attribue généralement aux CGLs une fonction de relais de l’information 
rétinienne vers le cortex visuel primaire (V1). En effet, au sein de ce noyau, la quasi-
totalité des neurones reçoit des afférences rétiniennes et projette leurs axones vers V1. 
D’un point de vue structurel, les neurones ganglionnaires M, P et K se projettent et font 
relais dans des régions distinctes des CGLs du même nom. De la sorte, les couches M et P 
du CGL conservent les propriétés quantitatives et fonctionnelles de leurs homologues 
ganglionnaires. 
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L’aire visuelle primaire 
 
C’est via les radiations optiques que l’information issue des CGLs va 
majoritairement atteindre le cortex visuel primaire, ou cortex-strié, qui embrasse la 
partie médiane de la scissure calcarine. Au niveau architectonique, V1 s’organise en 6 
couches nommées de I à IV. La couche IV est la principale cible des axones issus des 
CGLs, elle se subdivise en 3 couches : IVa, IVb, et IVc. La couche IVc étant, elle-même, 
constituée de 2 strates : IVcα et IVcβ (Figure 3a et b). La séparation des influx 
magnocellulaires et parvocellulaires est répercutée au niveau de cette couche IVc 
puisque les neurones magnocellulaires rejoignent la strate IVcα alors que les neurones 
parvocellulaires atteignent la strate IVcβ (Nassi & Callaway, 2006). Cette ségrégation est 
maintenue par la suite à travers les projections émergentes car les neurones de la 
couche IVcα se projettent sur la couche IVb, alors que ceux de la couche IVcβ innervent 
la couche III (Figure 3b). En plus de cette organisation laminaire, V1 présente également 
une organisation verticale en hyper-colonnes fonctionnelles. Celle-ci permet non 
seulement de maintenir la rétinotopie - les neurones composant une hyper-colonne 
étant issus de cellules voisines au niveau de la rétine - mais également de coder 
différentes propriétés de la stimulation, comme sa couleur, son orientation et sa forme. 
Chaque hyper-colonne est composée de plusieurs colonnes assurant ces fonctions 
variées.  
 
 
Figure 3. a, b. Organisation cyto-architectonique et projections cellulaires du cortex visuel primaire. 
Figure adaptée de Bear et al. (2007). 
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De manière intéressante, dans le cadre de cette thèse, en accord avec la 
ségrégation des efférences M et P et les caractéristiques respectives de basse et de haute 
résolution de l’information qu’elles véhiculent, des enregistrements physiologiques 
admettent une sensibilité du cortex strié à l’information de fréquences spatiales (De 
Valois et al., 1982; De Valois & De Valois, 1988). Bien qu’une organisation laminaire 
(Maffei & Fiorentini, 1977) ou en colonnes (Tootell et al., 1981) de ce traitement soit 
sujette à discussion, il est supposé que les cellules du cortex visuel primaire puissent 
agir comme des filtres spatiaux bidimensionnels orientés, extrayant l’information 
rétinienne à différentes échelles spatiales (De Valois & De Valois, 1988). 
 
Les aires visuelles extra-striées 
 
Au-delà de V1, on retrouve une grande diversité d’aires corticales dites extra-
striées impliquées dans les étapes successives du traitement de l’information visuelle. 
Ces aires peuvent être découpées en de nombreuses sous-régions selon leur 
architecture, leur connectivité ou leurs caractéristiques fonctionnelles (Felleman & Van 
Essen, 1991; Kaas, 1996; Movshon et al., 1978). Parmi ces aires, les aires V2, V3 et V4 
sont adjacentes à V1. Elles s’étendent de manière latérale et médiale à la surface des 2 
hémisphères. Le long de l’axe occipito-pariétal, de nombreuses autres aires corticales 
ont été décrites telles que les aires V3a, pariéto-occipitale (PO), intrapariétale 
postérieure (PIP), 7a, dorsale prélunée (DP), pariétale dorsale médiane (MDP) ou encore 
les aires intrapariétales latérale (LIP), ventrale (VIP) et médiane (MIP) (Blatt et al., 
1990; Lewis & Van Essen, 2000a). Un nombre similaire d’aires corticales a également été 
identifié le long de l’axe occipito-temporal, avec les aire temporales H (TH) et F (TF) 
(Boussaoud et al., 1991; Colby et al., 1988; Lyon & Kaas, 2002), l’aire temporale 
moyenne V5 (Maunsell & Vanessen, 1987; Watson et al., 1993), caudale moyenne (MTc) 
(Lyon & Kaas, 2002), supérieure médiane (MST), et supérieure (FST), l’aire occipito-
temporale ventrale (TEO) et enfin, les aires inféro-temporales caudale (Tec), rostrale 
(Ter) et médiane (Tem) (Ungerleider & Desimone, 1986).  
 
Nous nous contenterons ici d’évoquer plus en détails les aires V2, V3, V4 et V5 
dans le simple but d’explorer l’étendue des projections M et P à travers ces aires 
visuelles extra-striées postérieures. Ainsi, à l’issue de V1, les axones M et P qui en sont 
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originaires, continuent à se projeter vers des couches distinctes de V2. Passé ce second 
relais cortical, contingent M et P sont alors massivement acheminés vers des aires 
distinctes. Les projections M, issues de V1 et V2, suivent l’axe occipito-pariétal et 
atteignent notamment les aires V3 et V4, leur conférant une sensibilité aux BFS 
(Anderson et al., 1996; Huk et al., 2001; Tootell et al., 1995). A l’inverse, les projections P 
en provenance de V1 et V2, s’étendent le long de l’axe occipito-temporal et rejoignent 
entre autre V4, lui attribuant une sensibilité aux HFS. Il apparaît donc que, dans les aires 
visuelles de plus haut niveau, les contingents de fibre M et P continuent d’être 
différenciés et sont acheminés vers des structures distinctes. 
 
1. 2. 2. La voie rétino-tectale 
 
Les 10% des axones ganglionnaires qui ne rejoignent pas la voie rétino-géniculo-
striée et qui majoritairement issus de projections M (Rodieck & Watanabe, 1993), 
atteignent, pour le plus grand nombre, le colliculus supérieur (CS), et constituent ainsi la 
voie rétino-tectale. Certaines données semblent montrer que, par les connexions qui le 
relient aux aires visuelles extra-striées, via le pulvinar, le CS permet une forme de 
traitement visuel spécifique et indépendant de celui orchestré par la voie rétino-
géniculo-striée. En effet, Milner et Goodale (2000) ont découvert que la capacité des 
singes à orienter leur regard et leur mouvement après une ablation partielle de V1 
disparaissait lorsque celle-ci était associée à une lésion du CS. Ils ont ainsi mis en 
évidence l’existence d’une vision résiduelle sous-tendue par un réseau sous-cortical liant 
CS et pulvinar, contournant le CGL et l’aire visuelle primaire, pour se projeter 
directement en V2. Chez l’Homme, ce même phénomène de vision résiduelle aussi 
appelé ‘blindsight’ (vision aveugle, Weiskrantz et al., 1974) est également observé. Nous 
aurons l’occasion de constater plus tardivement dans cette partie introductive de la 
thèse que cette voie sous-corticale est à l’origine d’une hypothèse influente concernant 
le traitement des stimuli émotionnels. 
 
De la rétine au cortex, les données anatomiques et physiologiques issues des études 
sur le système visuel suggèrent l’existence de deux voies parallèles de traitement de 
l’information relativement indépendantes. L’une, la voie rétino-tectale, alimente un réseau 
sous-cortical relativement énigmatique, liant le CS et pulvinar. L’autre, la voie rétino-
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géniculo-striée, achemine l’information visuelle par l’intermédiaire du CGL jusqu’aux aires 
corticales, à travers deux ensembles anatomiques : ses efférences magnocellulaires se 
projetant principalement vers les régions visuelles occipito-pariétales, et ses efférences 
parvocellulaires s’étendant le long des régions visuelles occipito-temporales, dont nous 
allons maintenant développer les rôles fonctionnels. 
 
2.  Modélisation de la perception visuelle 
 
2. 1.   Voies ventrale et dorsale : les deux principales voies visuelles 
corticales 
 
Historiquement, bien qu’Ingle (1967) et Schneider (1967) soient à l’origine d’une 
proposition de différences fonctionnelles entre 2 voies de traitement de l’information 
visuelle chez l’animal, c’est Newcombe et Russell (1969) qui ont apporté les premiers 
arguments neuropsychologiques d’une telle dissociation chez l’Homme. Ces auteurs ont 
constaté, chez des vétérans de la 2ème guerre mondiale, une récurrence de déficits 
comportementaux liés à deux types de lésions cérébrales. Des patients atteints de 
lésions pariétales présentaient des déficits dans des tâches de perception visuo-spatiale, 
tout en ayant des performances préservées dans des tâches de reconnaissance visuelle ; 
des patients avec des lésions temporales présentaient, en revanche, le pattern inverse. 
Ces observations ont été répliquées et étudiées plus en détail chez le macaque quelques 
années plus tard par Ungerleider et Mishkin (1982). Ces auteurs ont confirmé l’existence 
de deux voies majeures dans le traitement visuel : (1) la voie dorsale pariétale ou voie 
du « where », traitant les informations spatiales de l’environnement telles que la 
localisation, la distance, les positions relatives ou égocentriques dans l’espace ainsi que 
le mouvement et (2) la voie ventrale temporale ou voie du « what », dévouée à la 
perception et à la reconnaissance des formes, des orientations, de la taille, des objets ou 
encore des visages. Plus récemment, Goodale et Milner (1992) ont proposé que ces deux 
voies ne se différencient non pas sur la base du type de processus perceptuel engagé 
mais selon l’utilisation faite de l’information visuelle. Ils ont ainsi proposé que, 
l’information visuelle dans la voie ventrale, acheminée jusqu’au lobe temporal, 
l’hippocampe et l’amygdale, serait utilisée pour la reconnaissance visuelle et le 
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traitement du contenu émotionnel et mnésique. La voie dorsale serait, elle, utilisée 
pour l’action en alimentant le cortex moteur. Dans cette perspective, la voie dorsale 
aurait pour fonction de permettre les interactions comportementales avec les 
objets alors que la voie temporale serait en charge d’assurer la perception et 
l’identification des objets (Cavina-Pratesi et al., 2006; Garofeanu et al., 2004; Valyear 
et al., 2006). Les régions pariétales seraient particulièrement impliquées dans des tâches 
faisant référence à l’utilisation ou au changement de position des objets, autrement dit 
aux interactions d’actions pouvant être réalisées avec ces derniers ; alors que les régions 
temporales seraient plus impliquées dans des jugements concernant l’identité de l’objet. 
Aujourd’hui encore, du fait qu’elle permette d’interpréter un champ étendu de données, 
cette conception d’une vision pour l’action et d’une vision pour la perception reste 
largement acceptée (de Haan & Cowey, 2011). 
 
D’un point de vue plus structurel, il est maintenant établi que la voie pariétale 
s’étend dorsalement à partir de V1, via V2, V3, V4 et V5 vers la partie médiane 
supérieure du lobe temporal et le lobe pariétal. La voie temporale, quant à elle, se 
projette de manière plus ventrale, traversant à partir de V1, les aires V2 et V4 avant 
d’atteindre le cortex temporal. Au regard des correspondances anatomiques, 
Livingstone et Hubel (1988) ont suggéré que les voies dorsale et ventrale soient des 
extensions des systèmes Magnocellulaire et Parvocellulaire. Cette conception a toutefois 
reçu de nombreuses critiques, notamment parce que des lésions spécifiques des voies P 
et M n’entrainent pas l’ensemble des déficits caractéristiques des propriétés de ces voies 
(Merigan et al., 1991; Schiller et al., 1990). Ce contre argument clinique peut s’expliquer 
par l’existence de transferts entre les voies P et M dès V1, via des connexions entre les 
couches IVcα et IVcβ (Boyd et al., 2000; Sincich & Horton, 2005). Des échanges 
analogues sont aussi trouvés entre des structures de plus haut niveau telles que V4 et V5 
appartenant pourtant respectivement à la voie pariétale et temporale (Maunsell & 
Vanessen, 1983). Cependant, malgré ces constats, il demeure que l’activité des voies 
visuelles ventrale et dorsale corrèle indéniablement à celle des cellules P et M (Kveraga, 
Boshyan et al., 2007; Maunsell et al., 1990). Il est ainsi couramment admis que la voie 
dorsale est majoritairement constituée de projections de cellules M, et qu’elle traite, par 
conséquent, l’information visuelle rapidement et de manière grossière sur la base de 
l’information en BFS. La voie ventrale, quant à elle, semble composée à la fois 
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d’efférences P et M, avec toutefois, une proportion plus importante de cellules P, ce qui 
lui vaut d’être principalement associée  à un traitement visuel plus fin, basé sur 
l’information en HFS. 
 
Différentes extensions ont été proposées au modèle double voie. Il semble 
notamment qu’au niveau structurel, la ségrégation entre voies dorsale et ventrale se 
poursuive jusque dans certaines régions du cortex frontal. Ainsi, Bullier, Schall et Morel 
(1996) ont montré, chez le singe, que la voie ventrale projette sur la partie latérale du 
champ oculomoteur (‘Frontal Eye Field’ en anglais, ‘FEF’) tandis que la voie dorsale 
projette sur les parties médianes et latérales de cette même région (Schall et al., 1995; 
Wilson, 1993). Parallèlement, les neurones de la voie ventrale projettent 
préférentiellement sur le cortex orbito-frontal alors que ceux de la voie dorsale 
rejoignent le cortex frontal dorso-latéral (Wilson, 1993). Du point de vue fonctionnel, les 
recherches les plus récentes tendent à confirmer le rôle assuré par la voie ventrale dans 
l’identification des informations mais la nature du traitement de la voie dorsale est plus 
discutée (Kravitz et al., 2011; Rizzolatti & Matelli, 2003). Une conception récente 
suggère, par exemple, l’existence de plusieurs sous-ensembles de réseaux au sein même 
de la voie dorsale (Kravitz et al., 2011). 
 
De la rétine au cortex, les données anatomiques, physiologiques et fonctionnelles 
issues des études sur le système visuel poussent à considérer l’existence de deux voies 
parallèles de traitement de l’information relativement spécialisées et indépendantes. 
L’hypothèse d’une voie dorsale et d’une voie ventrale présente le point culminant de cette 
organisation. Il est ainsi proposé, que la voie dorsale, quasi-exclusivement composée de 
cellules magnocellulaires, se projette le long des régions pariétales jusqu’au cortex 
préfrontal dorso-latéral, afin de permettre un traitement visuel pour l’action basé sur une 
intégration rapide des informations en BFS. Il est également proposé, qu’une voie ventrale, 
majoritairement composée de cellules parvocellulaires, s’étende le long des régions 
temporales jusqu’au cortex orbito-frontal afin de permettre un traitement visuel pour 
l’identification sur la base d’une information en HFS. 
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2. 2.   Traitements visuels ascendant et descendants 
 
2. 2. 1. Les neurones du cortex inféro-temporal 
 
Comme nous avons pu le mentionner, les données concernant les fonctions de la 
voie ventrale du traitement visuel font bien plus l’unanimité comparativement à celles 
de la voie dorsale. Orban (2008) propose que cette disparité soit liée au fait que, chez le 
primate, nous ne comprenons pas encore exactement les finalités des traitements 
visuels menés au sein de la voie dorsale. A l’inverse, plus de 20 années de recherches 
concordantes sur la voie ventrale permettent aujourd’hui d’avoir un aperçu assez précis 
de la construction des percepts qu’elle sous-tend. Ainsi, la complexité grandissante des 
traitements réalisés de V1 jusqu’à IT a largement contribué à une conception 
hiérarchisée de l’agencement des régions occipito-temporales, chaque traitement d’un 
niveau supérieur intégrant et complexifiant celui du niveau inférieur. On observe ainsi 
que les neurones des aires extra-striées sont dotés d’une sélectivité pour des aspects du 
percept qui ne sont que faiblement voire pas du tout traités en V1 (Orban, 2008). Un des 
exemples les plus frappants est illustré par les réponses des neurones de IT à une 
multitude de stimulations complexes (Gross et al., 1972; Tanaka, 1996; Vogels, 1999; 
Wachsmuth et al., 1994). Il est ainsi admis que les neurones de cette structure sont 
sélectifs à tout type d’objet préalablement encodé. Par ailleurs, il a été montré que la 
sélectivité des neurones de IT est extrêmement résistante aux variations des 
caractéristiques des objets (Vogels & Orban, 1996), et qu’elle est peu sensible aussi bien 
aux variations de taille d’un objet qu’à la position qu’il occupe dans le champ visuel 
(Rolls, 1992; Vogels, 1999). 
 
Le traitement visuel le long de la voie ventrale semble donc être optimisé pour 
permettre une reconnaissance efficace et invariante des stimulations. Néanmoins, nous 
n’avons considéré jusqu’alors aucune contrainte temporelle à la réalisation d’un tel 
traitement. Pourtant, il apparaît clairement qu’un organisme a tout intérêt à traiter 
rapidement les changements qui s’opèrent dans son environnement. Nous aurons plus 
amplement l’occasion de débattre de ce point à travers le cas des stimulations 
émotionnelles pour lesquelles la mise en place d’une réaction rapide et appropriée 
semble particulièrement pertinente. Dans le paragraphe suivant, indépendamment des 
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aspects émotionnels, nous nous contenterons simplement d’évoquer des arguments 
temporels au traitement visuel et leurs incidences sur les modèles émergents. 
 
2. 2. 2. Contraintes anatomiques et temporelles à un traitement visuel 
hiérarchique 
 
Une élaboration purement progressive et hiérarchique de la perception visuelle 
telle que nous l’avons évoquée semble incompatible avec un certain nombre de données 
anatomiques et physiologiques. Un premier argument anatomique revient à considérer 
le fait que le système visuel comporte plus de connexions descendantes qu’ascendantes. 
Une organisation de ce type se prête mal à une conception hiérarchique uniquement 
bottom-up, et suggère la possibilité de nombreux feedback ou rétroactions au sein du 
système visuel. Maunsell et Van Essen (1983) font ainsi partie des premiers auteurs à 
avoir considéré les connexions descendantes au sein d’un modèle de traitement visuel. 
De telles connexions supposent que l’information puisse être véhiculée en sens inverse 
des connexions ascendantes classiquement orchestrées à partir des aires de bas niveau 
vers les aires de plus haut niveau. Un second argument, lui aussi anatomique, s’appuie 
sur le fait que V1 projette des efférences à la fois vers V2 mais aussi vers de nombreuses 
autres aires visuelles de plus haut niveau (Lamme & Roelfsema, 2000; Nakamura et al., 
1993). A nouveau, une pareille structure suggère des échanges ne respectant pas une 
stricte hiérarchie ascendante d’un niveau à l’autre mais pouvant être relativement 
flexibles. Un dernier argument physiologique corrobore les deux précédents et force à 
constater que la rapidité du processus de reconnaissance de scènes ou d’objets chez 
l’Homme (moins de 150 ms : Thorpe et al., 1996; Thorpe & Salkovskis, 1998; Torralba & 
Oliva, 2003) s’accorde mal avec la lenteur de conduction ascendante de l’information à 
travers les aires corticales (environ 10 ms entre deux niveaux consécutifs : Bullier, 
1998). D’ailleurs, comme un aveu à ces constats, les modèles computationnels 
s’appuyant uniquement sur une transmission de l’information ascendante rendent 
difficilement compte de l’efficience de notre système visuel (Mumford & Koch, 1994). 
Que les arguments soient anatomiques, physiologiques ou computationnels, tous 
semblent converger vers une organisation plus flexible que purement hiérarchique du 
système visuel humain.   
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Si l’on se place maintenant d’un point de vue temporel, une des hypothèses fortes 
accompagnant une conception hiérarchique du système visuel est que la latence des 
neurones des différentes aires corticales serait dépendante de leur niveau hiérarchique. 
En revanche, dès l’instant où l’on envisage une conception mêlant traitement ascendant 
flexible et feedback, les délais de réponses des différentes aires corticales deviennent le 
fil d’Ariane dans le labyrinthe parcouru par l’information visuelle. Ainsi, en synthétisant 
les informations connues sur les propriétés physiologiques des cellules des aires 
visuelles, Bullier (2001) a montré que les réponses cellulaires d’aires de haut niveau 
pouvaient avoir des latences comparables, ou précéder celles d’aires de plus bas niveau 
(Figure 4). 
 
Figure 4. Latences des réponses des neurones dans différentes aires corticales du système visuel. 
Figure adaptée de Bullier (2001). 
 
2. 2. 3. Le modèle par itération de Jean Bullier et ses extensions 
 
En réponse aux apparentes contraintes anatomiques et physiologiques du 
système visuel, le modèle par itération de Bullier (2001) propose (1) une indépendance 
des latences de réponses à leur niveau hiérarchique, (2) une différence selon leur 
appartenance à l’une des deux voies corticales du traitement, et enfin (3) une disparité 
selon l’origine M ou P de leurs afférences. Ces propositions se basent notamment sur 
l’observation de réponses plus précoces dans les aires de la voie dorsale que dans celles 
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de la voie ventrale et sur des différences de latences constatées entre les cellules M et les 
cellules P à travers des structures de niveaux hiérarchiques différents. De la sorte, dès le 
CGL, les réponses des neurones M précèdent d’environ 20 ms celles des neurones P 
(Nowak & Bullier, 1997; Nowak et al., 1995). Cette différence tend à se maintenir au 
niveau de V1 et des aires de plus haut niveau (Bullier, Hupe et al., 1996; Nowak & 
Bullier, 1997; Nowak et al., 1995). Ainsi, ce modèle propose un traitement en vagues 
d’activations, l’information arrivant au niveau du cortex via les couches M du CGL serait 
d’abord envoyée et traitée très rapidement dans le cortex pariétal. Par la suite, 
l’aboutissement de ce primo-traitement serait rétro-injecté vers V1 et V2 pour guider le 
traitement ultérieur de l’information P dans les aires visuelles primaires et secondaires 
et au niveau du cortex inféro-temporal.  
 
Ce modèle comporte tout de même quelques limites notables. Certaines données 
suggèrent l’existence de réponses neuronales précoces de la voie ventrale et 
particulièrement d’IT, aux alentours de 80 à 100 ms après la présentation du stimulus 
(Perrett et al., 1982; Vogels, 1999). Sans être contradictoire avec le modèle de Bullier 
(2001), ces résultats pourraient permettre de prendre en considération la présence du 
nombre conséquent de cellules M au sein de la voie ventrale et poser l’éventualité d’un 
traitement précoce sur la base de ces cellules dans les régions occipito-temporales, en 
plus des régions pariétales. Par ailleurs, le modèle de Bullier (2001) précise assez peu la 
nature des informations utilisées lors des vagues de traitement. Pourtant, comme nous 
l’avons précédemment rapporté, les voies M et P véhiculent différents types 
d’informations spatiales. C’est sur la base de ce constat que d’autres modèles, dit 
« fréquentiels », intègrent les différents types d’informations spatiales traités par les 
cellules M et P dans la dynamique mise en œuvre pour la reconnaissance visuelle (Bar, 
2003, 2004, 2009; Bar & Aminoff, 2003; Bar et al., 2006; Hegde, 2008; Marendaz et al., 
2003; Peyrin et al., 2010). 
 
2. 3.   Une analyse visuelle en fréquences spatiales 
 
2. 3. 1. Une analyse fréquentielle de l’image 
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Dans cette perspective d’un traitement visuel axé sur les fréquences spatiales, 
Marendaz et al. (2003) proposent que le fonctionnement du système visuel puisse être 
assimilé à une analyse de Fourier résumant la variation spatiale complexe d’intensité 
lumineuse de l’image dans le domaine Euclidien en une somme d’ondes sinusoïdales 
dans le domaine spectral. Ainsi, le système visuel humain décomposerait une image en 
une somme de réseaux sinusoïdaux et la résumerait en un spectre de fréquences 
spatiales. Selon cette vision, chacun de ces réseaux sinusoïdaux peut alors être 
caractérisé par une alternance périodique, dans une orientation donnée, de bandes 
sombres et claires nommées cycles. La fréquence spatiale représente alors le nombre de 
cycles par degré d’angle visuel et reflète ainsi un indice de la taille de l’image sur la 
rétine. Par conséquent, la mesure de la fréquence spatiale est dépendante de la distance 
entre l’œil de l’observateur et le stimulus. Plus l’observateur s’éloigne de l’objet, ou 
inversement plus l’objet s’éloigne de l’observateur, plus le nombre de cycles par degré 
d’angle visuel augmente et plus la fréquence spatiale croît. Au-delà d’être caractérisé par 
sa fréquence spatiale, tout réseau sinusoïdal se définit également par son contraste qui 
est représentatif de la plus petite différence d’intensité lumineuse perçue entre les 
bandes sombres et claires au sein du réseau. Cette capacité de discrimination de notre 
système visuel détermine l’acuité visuelle. En plus de représenter les caractéristiques 
élémentaires d’un réseau sinusoïdal, les fréquences spatiales et les contrastes sont 
intimement liés. Ainsi, la sensibilité au contraste est maximale pour les fréquences 
spatiales intermédiaires. L’œil humain arrive donc particulièrement bien à discriminer 
les bandes sombres des bandes claires d’un réseau sinusoïdal avec une faible valeur de 
contraste pour cette gamme de fréquence. A l’inverse, pour une même valeur de 
contraste, dans des gammes de fréquences plus extrêmes, le système visuel devient 
moins sensible à cette alternance (de bandes sombres et claires) et tend vers la 
perception d’un tout unifié. Par ailleurs, en raison de l’hétérogénéité histologique de la 
rétine, la sensibilité aux contrastes tend également à diminuer avec 
l’excentricité rétinienne. Ainsi, la plus haute fréquence spatiale perceptible, à un 
contraste maximum, varie d’environ 60 cycles par degré (cpd) en présentation fovéale à 
seulement 2 cpd en vision périphérique de 30° d’excentricité rétinienne (Rovamo et al., 
1978). 
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2. 3. 2. Les bases physiologiques de l’analyse en fréquence spatiale 
 
Au-delà de cette description pratique, différents arguments expérimentaux 
viennent à l’appui de l’hypothèse d’un traitement visuel dépendant de l’information 
fréquentielle. Des études neurophysiologiques chez le singe (Kaplan & Shapley, 1982) 
ont, par exemple, montré que la sensibilité au contraste des cellules M du CGL chutait 
brusquement lors de la présentation de stimuli de plus de 1 cpd alors que la sensibilité 
des cellules P augmentait linéairement avec l’accroissement des fréquences spatiales. 
Ces premiers résultats semblent donc montrer, qu’au moins au niveau du CGL du singe, 
les fréquences spatiales élevées sont traitées par les canaux de cellules P alors que les 
fréquences spatiales basses le sont par des canaux de cellules M. Un tel phénomène 
semble se poursuivre également dans les aires visuelles de plus haut niveau ; c’est en 
tout cas ce que tendent à montrer les résultats de De Valois et al. chez le macaque (De 
Valois et al., 1982; De Valois & De Valois, 1988). Ces auteurs ont ainsi mis en évidence la 
présence de cellules corticales situées dans des régions distinctes du cortex visuel strié, 
répondant à différentes gammes de fréquences spatiales. Sans toutefois pouvoir 
conclure formellement sur la nature M ou P de ces projections en V1, ces résultats 
suggèrent une continuité de ceux observés par Kaplan et Shapley (1982). Chez l’humain, 
les techniques actuelles ne permettent pas de rendre compte aussi précisément de la 
différentiation entre traitement des fréquences spatiales basses et élevées à des niveaux 
de traitement si précoces. Mais des recherches en imagerie telle que celle de Martinez et 
al. (Martinez et al., 2008b) sont en accord avec l’idée d’un traitement cortical des 
fréquences spatiales. Ainsi, dans cette étude, les réponses des aires visuelles 
enregistrées en imagerie par résonance magnétique fonctionnelle (IRMf) étaient 
conditionnées par l’observation d’un réseau sinusoïdal augmentant progressivement de 
0,2 à 4,9 cpd. Les résultats démontrent une forte activation du cortex médio-occipital et 
du pôle occipital (espace de traitement des informations fovéales) pour les fréquences 
spatiales les plus élevées. Les réponses les plus spécifiques aux basses fréquences 
spatiales apparaissaient, quant à elles, dans des régions plus antérieures et latérales du 
cortex occipital correspondant à des projections issues de la périphérie de la rétine. De 
nouveau, ces résultats suggèrent, indirectement, un lien entre les projections corticales 
des cellules P, massivement distribuées en rétine fovéale, et le traitement des HFS, ainsi 
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qu’une correspondance entre le traitement cortical des BFS et les aires de projection des 
cellules M, exclusivement présentes en périphérie de la rétine.  
 
La dépendance des canaux de BFS et de HFS, respectivement aux cellules de types 
M et P, leur confère des propriétés relativement spécifiques. Ainsi, les canaux sélectifs 
aux plus basses fréquences spatiales détecteraient de larges variations de luminance 
(e.g., les gros objets, les formes globales) alors que les canaux sélectifs aux plus hautes 
fréquences détecteraient des variations de luminance plus fines (e.g., les petits objets, 
les détails, voir Campbell & Robson, 1968). Par ailleurs, même au niveau 
comportemental, la détection des réseaux sinusoïdaux en BFS semble plus rapide que 
celle des réseaux en HFS. Ainsi, Breitmeyer (1975) a montré que des réseaux 
sinusoïdaux en BFS (0,5 cpd) étaient détectés 80 ms plus précocement que ceux en HFS 
(11 cpd). Cet auteur a d’ailleurs conclu que l’allongement du temps de réaction avec 
l’augmentation de la fréquence spatiale serait l’œuvre des canaux phasiques (les cellules 
M) à conduction rapide, sélectifs aux BFS, et des canaux toniques (les cellules P), plus 
lents, pour les moyennes et hautes fréquences spatiales. Dans une perspective plus 
large, les caractéristiques de ces canaux détermineraient ainsi la vitesse de conduction 
des voies M et P et permettrait la précédence de l’analyse globale (forme générale) de 
l’information en BFS sur l’analyse locale (des détails) en HFS (Badcock et al., 1990; Lamb 
& Robertson, 1989; Navon, 1977). 
 
2. 3. 3. Précédence globale, interférence globale et fréquences spatiales 
 
Cette dernière propriété de précédence de l’analyse globale de l’information sur 
l’analyse locale, a d’abord été étudiée de manière relativement indépendante d’un 
questionnement relatif à l’information fréquentielle. Dès 1977, Navon s’est intéressé aux 
différences faites par notre système visuel entre une information globale et une 
information plus locale. Pour cela, cet auteur a proposé aux participants de son étude de 
travailler avec un matériel expérimental ambigu exclusivement composé de lettres. 
Chaque stimulus formait une grosse lettre au niveau global, elle-même constituée de 
petites lettres au niveau local. A l’échelle locale, les petites lettres pouvaient être 
congruentes avec la lettre globale qu’elles formaient si elles étaient strictement 
identiques à cette dernière. Dans le cas inverse, les lettres locales et globales étaient 
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considérées comme non-congruentes. En orientant l’attention sur le niveau global ou 
local, Navon a montré que l’identification de la grosse lettre était plus rapide que celle de 
la petite lettre. En plus de ce résultat de précédence du traitement global sur le 
traitement local, cet auteur a également montré un phénomène d’interférence globale 
dans cette étude. En effet, l’identification des lettres locales était plus longue si celles-ci 
étaient non-congruentes avec la lettre globale alors qu’à l’inverse, aucune influence des 
lettres locales sur l’identification de la lettre globale n’était observée, confortant ainsi 
l’idée d’une précédence de l’analyse globale de l’information sur l’analyse locale. 
Plusieurs études employant des stimuli du même type (Badcock et al., 1990; Lamb & 
Robertson, 1989) ont permis d’associer cette précédence globale à la précédence 
temporelle des BFS. Dans cette idée, Hughes (1986) a utilisé des stimuli composés de 
deux réseaux, un réseau cible en BFS ou HFS et un réseau masque de fréquence spatiale 
inverse. Dans une tâche portant sur un jugement d’orientation du réseau cible, l’auteur a 
constaté que le jugement de l’orientation des réseaux sinusoïdaux en HFS était ralenti 
par un réseau masque en BFS alors que l’inverse n’était pas observé. Selon différentes 
études, il apparaît que l’interférence globale puisse résulter d’une interaction inhibitrice 
entre les cellules à réponse phasique (cellules M), sélectives des BFS, et les cellules à 
réponse tonique (cellule P), sélectives des HFS (Hughes, 1986; Hughes et al., 1984; 
Hughes et al., 1996). Il est ainsi proposé que la réponse rapide des canaux de BFS inhibe 
la réponse plus lente des canaux de HFS. L’ensemble de ces résultats permet d’avancer 
que les effets de précédence et d’interférence globale sont en accord avec l’idée selon 
laquelle deux types de canaux visuels répondent différemment et en parallèle à l’analyse 
des informations globale et locale. En particulier, l’organisation spatiale globale d’un 
stimulus visuel serait contenue dans les BFS des signaux visuels et traitée rapidement 
tandis que les informations locales seraient majoritairement contenues dans les HFS et 
traitées plus lentement (Ginsburg et al., 1986; Miller, 1981). Cette propriété du système 
visuel est ainsi au cœur des considérations des modèles fréquentiels de la 
reconnaissance visuelle sur lesquels nous allons maintenant nous pencher. 
 
2. 4.   Les principaux modèles fréquentiels de la reconnaissance 
visuelle 
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2. 4. 1. L’analyse ‘Coarse-to-Fine’ (CtF) 
 
A partir des différentes données convergentes provenant de la neuro-anatomie 
fonctionnelle des voies M et P (Van Essen & Deyoe, 1995), d’enregistrements 
neurophysiologiques chez les primates (Bullier, 2001), et d’études psychophysiques 
chez l’humain (Ginsburg et al., 1986; Hughes et al., 1996), plusieurs modèles de la 
reconnaissance visuelle (Bar, 2009; Bar et al., 2006; Marendaz et al., 2003) postulent 
que l’analyse de la scène visuelle débuterait par l’extraction en parallèle de différents 
contenus fréquentiels selon une séquence d’analyse d’un traitement grossier de 
l’information globale (‘Coarse’) véhiculée par les BFS, vers un traitement plus fin et 
détaillé (‘Fine’) obtenu grâce au HFS. 
 
Un ensemble d’études psychophysiques menées par Schyns et Oliva (Oliva & 
Schyns, 1997; Schyns & Oliva, 1994, 1997, 1999) semble confirmer que, par défaut, le 
système visuel humain analyserait en parallèle différentes fréquences spatiales avec une 
précédence temporelle de l’utilisation des BFS, véhiculant l’information grossière de la 
scène, suivi du traitement plus tardif des HFS, porteuses des détails, qui serviraient à 
affiner puis confirmer ou infirmer cette première catégorisation rapide. Avant d’en 
arriver à ces conclusions, ces auteurs ont développé des stimuli aussi originaux que 
pertinents pour explorer cette problématique. Ils ont ainsi mêlé au sein d’une même 
image, appelée hybride, deux images différentes, l’une filtrée en BFS, l’autre en HFS. En 
1994, ils ont utilisé pour la première fois ces stimuli dans un paradigme d’amorçage 
(Schyns & Oliva, 1994). Dans cette étude, les participants devaient déterminer si une 
image cible était identique à une amorce hybride montrée préalablement. En 
manipulant le temps de présentation de l’amorce hybride, soit en la présentant pendant 
une durée très brève de 30 ms ou durant une durée plus longue de 150 ms, les auteurs 
ont pu constater que l’appariement entre l’amorce et la cible se faisait majoritairement 
sur un contenu fréquentiel différent selon la durée d’exposition à l’amorce. Leurs 
résultats ont ainsi montré que, dans les conditions de présentation brève de l’amorce 
(30 ms), les sujets avaient majoritairement tendance à répondre que la cible était 
identique à l’amorce lorsque la composante en BFS de l’hybride correspondait à la cible, 
mais beaucoup moins lorsque la correspondance avait lieu avec la composante en HFS. A 
l’inverse, dans la condition de présentation plus longue (150 ms), les participants 
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avaient tendance à apparier la composante en HFS de l’hybride à la cible aux dépens de 
la composante en BFS. Bien que ces résultats montrent que les informations en BFS et en 
HFS peuvent être toutes deux disponibles très précocement pour le système visuel, il 
semble tout de même que l’information en BFS soit la première à être utilisée alors que 
dans des délais temporels plus longs, le traitement des HFS est plutôt favorisé. Dans une 
seconde expérience de cette même étude (Schyns & Oliva, 1994), les auteurs ont 
confirmé, avec un autre paradigme expérimental, l’utilisation préférentielle d’une telle 
stratégie de type ‘Coarse-to-fine’ (CtF). Un essai consistait alors en une succession de 
deux images hybrides présentées pendant 45 ms. Chaque essai était organisé de 
manière à ce que les deux hybrides soient composés de deux scènes différentes.  
Autrement dit, dans le premier hybride, une scène présentée en BFS était ensuite 
présentée dans le second hybride en HFS, ou inversement. Ainsi, selon le mode d’analyse 
effectuée, ‘Coarse-to-Fine’ (CtF) ou ‘Fine-to-Coarse’ (FtC), la succession des images 
hybrides amenait à une interprétation possible de deux catégories sémantiques 
distinctes. Conformément à la première expérience, les résultats ont révélé que, lors de 
la catégorisation, les sujets avaient tendance à rapporter préférentiellement des 
interprétations des scènes correspondant à la dynamique CtF. 
 
Des arguments expérimentaux plus récents semblent également aller en ce sens 
tout en précisant les bases cérébrales d’une telle stratégie ‘Coarse-to-Fine’. Dans un 
protocole associant mesures en IRMf et mesures en électro-encéphalographie (EEG), 
Peyrin et al. (2010) se sont intéressés à la dynamique fréquentielle du traitement visuel. 
Dans cette étude, les participants devaient effectuer une tâche d’appariement de deux 
scènes naturelles successives. Chaque essai était constitué d’une séquence de deux 
images de la même scène, soit filtrées en BFS puis en HFS (séquence ‘Low-to-High’, LtH), 
soit l’inverse (séquence ‘High-to-Low’, HtL). Les résultats ont montré que pour les 
séquences LtH seulement, les informations en BFS produisaient une première hausse de 
l’activité cérébrale dans les régions préfrontales et temporo-pariétales, suivie par des 
réponses plus marquées pour les HFS dans le cortex visuel primaire. Ces résultats 
agrémentent donc à la fois l’existence d’activations précoces d’aires frontales et 
temporo-pariétales de haut niveau par l’information en BFS ainsi qu’une influence 
possible de ce premier traitement sur des aires de plus bas niveau traitant plus 
tardivement l’information en HFS. Sur la base de ces résultats alliant précisions 
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fonctionnelles anatomique et temporelle, les auteurs ont conclu que le cerveau 
utiliserait les informations en BFS de la stimulation dans son contexte pour produire 
une esquisse grossière qu’il compléterait progressivement avec les détails apportés par 
les HFS. Cet ensemble de résultats expérimentaux apporte nombre d’arguments 
tangibles à l’hypothèse fréquentielle du traitement visuel et particulièrement au modèle 
de type prédictif dont nous allons maintenant développer les fondements (Bar, 2003, 
2004, 2009; Bar & Aminoff, 2003; Bar et al., 2006; Hegde, 2008; Kveraga, Ghuman et al., 
2007). 
 
2. 4. 2. Les modèles prédictifs 
 
Bar (2003) est un des premiers auteurs à avoir suggéré un modèle de la vision 
intégrant à la fois les connaissances sur les voies magnocellulaires et parvocellulaires et 
la dynamique ‘Coarse-to-Fine’ du traitement visuel. Il propose que la perception visuelle 
fonctionne par des estimations basées sur une information visuelle rudimentaire telle 
que celle disponible dans les BFS. Selon cet auteur, un tel dispositif permettrait 
d’associer rapidement des premières représentations prédictives de la stimulation pour 
que le système estime rapidement la situation à laquelle il fait face. La manière dont 
nous utilisons nos expériences passées serait alors primordiale. Notre mémoire des 
évènements offrirait un accès immédiat à des analogies et des représentations associées 
à une stimulation dans le présent afin d’en prédire les conséquences dans un futur 
proche. Dit autrement, cet auteur suggère que notre perception actuelle de 
l’environnement repose autant sur nos expériences passées que sur les traitements en 
cours opérés par le système visuel (Wang et al., 2008). La dynamique des traitements 
serait alors analogue à celle évoquée pour l’analyse ‘Coarse-to-Fine’ : les prédictions 
seraient estimées à partir des informations en BFS véhiculées par la voie M, en parallèle 
du traitement ascendant des détails contenus dans les HFS acheminés le long de la voie 
P. Dans ses travaux les plus récents, Bar (Bar, 2004, 2009; Bar et al., 2006) a précisé 
l’existence d’au moins deux types de prédictions, estimées à partir des informations en 
BFS. D’une part, l’arrivée des informations en BFS au niveau du cortex orbito-frontal 
(Orbito-Frontal Cortex en anglais, OFC) permettrait l’activation d’un répertoire d’objets 
ou d’évènements les plus plausibles sur la base de celui grossièrement et présentement 
perçu (Bar et al., 2006). Les résultats d’une étude en IRMf (Kveraga, Boshyan et al., 
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2007) vont, en effet, dans ce sens en montrant que l’activité de l’OFC prédit la 
performance des participants dans une tâche de reconnaissance visuelle des stimuli 
spécifiques à la voie M, mais pas celle des stimuli spécifiques à la voie P. D’autre part, les 
stimuli en BFS activeraient des régions s’étendant du cortex visuel occipital à l’OFC et, de 
ce dernier au gyrus fusiforme. Ainsi, la reconnaissance des stimuli par les cortex visuels 
précoces et inféro-temporaux serait facilitée grâce aux projections M qui les relient à 
l’OFC. Parallèlement, cette représentation grossière fournie par les signaux M serait 
également suffisante pour extraire le contexte de la scène (Bar, 2004; Torralba & Oliva, 
2003) grâce à l’arrivée de ces informations en BFS au niveau du complexe rétrosplénial, 
du gyrus para-hippocampique et dans une certaine mesure du cortex préfrontal médian 
(Bar, 2004; Bar & Aminoff, 2003). La combinaison des interprétations associées aux 
stimuli potentiels avec celles des stimuli qui arrivent en général dans ce genre de 
contexte permettrait ainsi une reconnaissance rapide du stimulus cible à un niveau 
basique. Cette reconnaissance serait ensuite enrichie puis confirmée ou infirmée par le 
traitement plus tardif des HFS et donc des détails de la scène. Une telle organisation de 
traitement pourrait ainsi avoir deux fonctions. La première serait la continuité de celle 
que l’on vient d’évoquer et permettrait d’aider la perception en proposant des 
interprétations possibles des stimuli. La seconde serait plus en lien avec le 
comportement associé à la situation et consisterait à faciliter la fuite ou le combat par 
des connexions du lobe frontal avec le système limbique. Ainsi, la représentation 
grossière issue du traitement magnocellulaire des BFS pré-activerait des 
représentations globales de stimulus et permettrait une prise de décision rapide alors 
que les traitements parvocellulaires des HFS permettraient, quant à eux, une 
identification précise mais plus tardive. Afin de tester leur modèle, Bar et collaborateurs 
ont réalisé des études alliant IRMf et Magnétoencéphalographie (MEG) sur des images 
d’objets non-filtrées ou filtrées en BFS, en HFS (Bar & Aminoff, 2003; Bar et al., 2006; 
Bar et al., 2001). L’analyse comparative des données acquises a permis de montrer que, 
pour les images non-filtrées, l’activité du cortex orbito-frontal précédait de 50 ms celle 
du cortex temporal (au niveau du gyrus fusiforme). Les résultats pour les images 
d’objets filtrées ont, quant à eux, montré que l’activité de l’OFC était plus importante 
pour des stimuli filtrés en BFS que pour des stimuli filtrés en HFS (Bar et al., 2006). Ces 
résultats suggèrent, comme dans leur modèle, que les influences ‘top-down’ exercées par 
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le cortex frontal sur le cortex temporal seraient guidées par l’information en BFS de 
l’image (Figure 5). 
 
Figure 5. Illustration du modèle prédictif de Bar (2004). 
L’association rapide des informations visuelles en BFS faisant référence au contexte de la scène avec les 
interprétations des candidats possibles de l’objet cible, permet une reconnaissance de cet objet comme un parasol de 
plage « générique ». La représentation exacte de cet exemplaire spécifique serait ensuite obtenue plus tardivement via 
le traitement des informations en HFS. PFC : cortex préfrontal ; PHC : cortex para-hippocampique ; ITC : cortex 
temporal inférieur ; LF : basses fréquences spatiales. Tirée de Bar (2004). 
 
Dans un cadre assez proche, d’autres auteurs comme Hegdé (2008) proposent 
également que l’utilisation des expériences passées puisse jouer un rôle prépondérant 
dans la perception au présent. La dynamique temporelle de l’analyse visuelle 
correspondrait alors à un processus bayésien séquentiel de prise de décision pour 
lequel à chaque étape, le système visuel ferait une inférence sur la nature de la scène 
visuelle en évaluant simultanément l’information visuelle du traitement disponible et les 
connaissances a priori de la scène.   
 
Les modèles fréquentiels présentés dans ces dernières sections proposent ainsi un 
rôle particulièrement important de l’analyse en fréquences spatiales de l’information 
visuelle, et de sa temporalité. Ainsi, le traitement visuel s’effectuerait selon une dynamique 
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‘Coarse-to-Fine’. Il débuterait par l’extraction rapide des caractéristiques grossières en BFS 
de la stimulation avant de se poursuivre par une analyse plus fine et plus tardive des 
détails contenus dans l’information en HFS. Une telle organisation serait la clé de 
l’efficience de ce système qui pourrait à la fois permettre une prise de décision rapide par 
l’intermédiaire de l’information en BFS et aboutir à une analyse précise de la situation sur 
la base de l’information en HFS, au prix d’un coût temporel plus élevé. 
 
2. 5.   Les flexibilités du traitement visuel 
 
La description du système visuel que nous avons dressé jusqu’à présent peut 
laisser penser que ce dernier est massivement contraint par les seules caractéristiques 
du signal, globales ou locales, en BFS ou en HFS. En réalité, de tous les points de vue d’où 
nous nous sommes positionnés, que ce soit l’interférence globale ou la dynamique 
‘Coarse-to-Fine’, le système visuel semble pouvoir faire preuve d’une flexibilité 
étonnante. Ainsi, il apparaît que le contexte, les catégories de stimuli, les attentes de 
l’observateur ou les contraintes de la tâche peuvent influencer de nombreux aspects du 
traitement visuel. 
 
2. 5. 1. Modulation de l’effet de précédence globale 
 
Alors que nous avions vu avec les travaux de Navon (1977) que le traitement de 
la forme globale prévalait temporellement sur celui de la forme locale, une étude de 
Poirel, Pineau et Mellet (2006) semble montrer qu’une précédence locale peut être 
privilégiée dans certaines conditions. Ces auteurs proposaient aux participants de leur 
étude de déterminer si deux stimuli hiérarchiques étaient équivalents ou différents. En 
cas de différence, la dissemblance pouvait apparaître soit au niveau global, soit au 
niveau local (dans ce cas le niveau global était identique pour les deux stimuli mais était 
non pertinent pour le sujet, ce dernier devant se centrer sur le niveau local). Les 
résultats ont alors montré un effet de précédence locale lorsque le niveau non pertinent 
était composé d’objets. En revanche, un effet de précédence globale plus classique était 
observé lorsque le niveau global était constitué d’objet et lorsque le niveau non 
pertinent était composé de non-objets. Cette précédence locale vient ainsi nuancer 
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l’invariabilité supposée de la précédence globale. Il semble ainsi exister un effet de 
l’identification sémantique sur le traitement global et local des stimuli hiérarchiques, 
effet qui viendrait moduler l’effet de précédence globale décrit par Navon (1977). En 
effet, ces processus seraient facilitateurs lorsque les stimuli de type « objet » constituent 
le niveau cible et interférents lorsque les stimuli de type « objet » constituent le niveau 
non pertinent. Ces résultats suggèrent l’importance de la sémantique lors de la 
perception visuelle. Ainsi, les processus de haut niveau seraient susceptibles d’interférer 
sur les processus visuels de plus bas niveau. 
 
2. 5. 2. Modulation du traitement ‘Coarse-to-Fine’ 
 
Déjà dans leur étude de 1994, les résultats obtenus par Schyns et Oliva laissaient 
penser que bien que les informations en BFS soient privilégiées pour un traitement 
rapide de la scène, les informations en HFS étaient également disponibles très 
précocement pour le système visuel. Ces premiers résultats avaient amené les auteurs à 
conclure que l’analyse ‘Coarse-to-Fine’ serait une stratégie par défaut du système visuel, 
employée lors de la catégorisation rapide des scènes. Une telle conclusion suggérait 
alors que cette stratégie pourrait être flexible et dépendante de la situation. Différentes 
études semblent, en effet, démontrer des résultats cohérents avec cette hypothèse. Par 
exemple, Delord (1998) met en évidence une influence de la tâche sur la gamme de 
fréquences spatiales pertinente. Il s’appuie sur le fait que le pouvoir d’un masque visuel 
peut être prédit par son contenu spectral selon la gamme de fréquences spatiales utile 
pour la tâche. Ainsi, dans une première tâche, les participants devaient déterminer la 
forme globale de l’objet (rond ou ovale) alors que dans la seconde tâche, ils devaient 
nommer les objets présentés. Les résultats ont révélé que l’effet perturbant des masques 
variait selon les tâches. Les masques puissants dans les fréquences spatiales basses 
étaient plus efficaces pour la tâche impliquant l’extraction de la forme globale alors que 
les masques puissants dans les hautes et moyennes fréquences spatiales étaient plus 
efficaces dans la tâche d’identification. Une autre étude de Coubard et al. (2011) illustre 
de manière encore plus équivoque cette flexibilité du traitement fréquentiel selon la 
tâche proposée. Alors qu’une tâche de catégorisation révèle un processus de type 
‘Coarse-to-Fine’, ce dernier tend à disparaître dans une tâche de perception, suggérant, à 
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nouveau, que la demande visuelle à un impact sur la nature de l’information visuelle qui 
est utilisée pour la mener à bien.  
 
En somme, les contraintes d’une tâche de catégorisation pourraient guider le 
traitement vers l’échelle d’information fréquentielle la plus informative, ou échelle 
diagnostique, attribuant ainsi un caractère flexible à la dynamique de traitement ‘Coarse-
to-Fine’. A cet effet, les informations en HFS comme les informations en BFS seraient 
disponibles très tôt. Les données de ces différentes études amènent à une conception en 
faveur d’un mécanisme top-down guidant le traitement des fréquences spatiales contenues 
dans les stimuli (Schyns & Oliva, 1999). L’analyse CtF serait alors surtout privilégiée dans 
le cas d’une catégorisation rapide. 
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Chapitre II.  La perception 
émotionnelle 
 
Le chapitre précédent nous a permis de constater que le système visuel humain 
semble organisé de manière à percevoir très rapidement les éléments de 
l’environnement. Cependant, parmi ces derniers, nous allons voir que l’égalité d’intérêt 
n’est pas de rigueur. On constate notamment que le traitement visuel est fortement 
conditionné par les motivations ou les buts de l’individu lesquels agissent comme un 
filtre attentionnel actif sur la perception, mettant en lumière l’information pertinente 
aux dépens de celle qui apparaît alors comme l’étant moins. Le caractère limité de 
l’attention semble ainsi jouer un rôle important dans ces phénomènes qui nécessitent 
une focalisation sur les informations déterminées comme pertinentes. Pourtant, il 
apparaît également que certains stimuli jouissent d’un statut privilégié au sein du 
système visuel. Il semble d’ailleurs que ces stimuli entretiennent une relation intime 
avec l’attention, dans la mesure où même sans leur prêter d’intérêt, ils seront fatalement 
en son centre : ce sont les stimuli émotionnels. Dans une première partie de ce 
chapitre, nous ferons tout d’abord un point sur le concept d’émotion et les différentes 
problématiques qu’il soulève, ces dernières étant assez importantes puisqu’elles 
touchent à la fois à sa définition et à sa mesure. Nous aurons, ainsi, l’occasion de situer 
les principales théories contemporaines de l’émotion qui portent les stigmates de cette 
difficulté de conceptualisation. Dans cette même partie, nous aborderons aussi les liens 
étroits qui existent entre l’émotion et le comportement moteur ou plus communément 
l’action afin de montrer que, malgré sa prépondérance, la place qu’elle occupe dans les 
modèles de l’émotion reste souvent limitée. Une seconde partie de notre 
développement visera à recenser les bases neuro-anatomiques des émotions dans la 
perspective d’aider à leur conceptualisation. Enfin, une troisième partie nous 
permettra de faire le lien entre l’émotion et l’attention et de dresser un bref bilan de la 
littérature concernant ce point. 
 
3.  Le concept d’émotion 
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3. 1.   Les émotions comme objet de recherche 
 
3. 1. 1. Bref historique 
 
Dans son ouvrage de 1872 sur l’expression des émotions chez l’Homme et chez 
l’animal (de son titre anglais The Expression of Emotions in Man and Animals), Charles 
Darwin marque le début de l’étude scientifique des émotions et leur confère une place 
privilégiée dans sa théorie de l’évolution. L’émotion endosse alors le rôle évolutif d’une 
fonction utile pour la survie de l’organisme. Elle sera dès lors difficilement dissociable 
de cette étiquette. Dans ses recherches, Darwin s’est principalement intéressé à la 
fonctionnalité de l’expression émotionnelle défendant l’idée que les émotions peuvent 
être analysées en termes de patterns de comportements adaptatifs en particulier par 
rapport aux changements qu’elles induisent au niveau du visage et du corps. Le rôle des 
expressions faciales est alors enrichi : en plus d’une fonction de communication, elles 
seraient aussi le reflet d’une adaptation aux interactions avec l’environnement physique. 
Ainsi, lever les sourcils améliorerait l’acuité visuelle alors que retrousser le nez 
permettrait d’éviter les odeurs désagréables (Ekman & Oster, 1979). L’ensemble des 
caractéristiques d’une expression faciale serait donc le reflet de la préparation d’un 
comportement adapté aux changements environnementaux l’ayant généré. Dans cette 
idée, Susskind et al (2008) montrent ainsi que l’expression faciale de peur semble 
configurée pour augmenter les acquisitions sensorielles par une ouverture marquée des 
yeux, du nez et de la bouche. L’héritage le plus conséquent de la pensée de Darwin sur 
les travaux ultérieurs a donc été de souligner la fonction adaptative des émotions. Le 
socle d’une longue lignée de réflexions et de théories de l’émotion était alors posé. 
Depuis, afin de comprendre des entités aussi complexes que les émotions, l’enjeu 
scientifique de la conceptualisation a nécessité d’élargir les champs d’études. Les 
manifestations faciales et gestuelles des émotions ne représentant alors que la seule face 
visible de « l’iceberg » émotionnel. En effet, pour comprendre les émotions, il semble 
nécessaire de se positionner selon une perspective multidimensionnelle englobant 
effectivement des composantes comportementales (parmi lesquelles on retrouve la 
manifestation des expressions faciales et gestuelles) mais aussi des composantes 
psychologiques, biologiques, motivationnelles et cognitives. 
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3. 1. 2. Une illustration de la difficulté de conceptualisation des émotions 
 
Une maxime de Fehr et Russel (1984) au sujet de l’émotion commence par 
souligner « que chacun sait ce qu’elle est, jusqu’à ce qu’on lui demande d’en donner une 
définition » et précise alors, « qu’à ce moment-là, il semble que plus personne ne sache » 
ou du moins ne soit d’accord, pourrait-on ajouter d’un point de vue plus optimiste. En 
réalité, il n’a pas fallu attendre cette date pour tirer ce constat car dès les débuts de 
l’étude scientifique des émotions, leur conceptualisation est à l’origine de grands débats. 
L’opposition classique des théories « périphéralistes » de James (1890) et Lange (1922) 
à celles « centralistes » de Cannon (1927) et Bard (1928) en est certainement un des 
exemples les plus notables. Ce débat historique met en opposition deux conceptions de 
la genèse de l’émotion, l’une imaginant les changements physiologiques comme la cause 
de l’émotion, que l’on peut illustrer par l’exemple : « je tremble donc j’ai peur », à 
l’initiative de James et Lange ; l’autre à l’inverse établissant une relation causale de 
l’émotion sur ces changements physiologiques, que l’on peut alors résumer par : « j’ai 
peur donc je tremble », défendue par Cannon et Bard. Ainsi, cette brève mention des 
deux premiers courants théoriques de l’émotion est révélatrice du climat orageux passé 
mais aussi actuel concernant la conceptualisation des émotions. L’un des problèmes 
majeurs de l’étude des émotions est intrinsèquement lié à leur caractère abstrait, dans le 
sens où l’émotion ne s’exprime ou même ne se mesure qu’à travers des manifestations 
plus ou moins indirectes, et qui plus est, semble-t-il, nombreuses. Tout l’enjeu de l’étude 
des émotions est alors de cibler ces manifestations et d’en comprendre le déroulement 
aussi bien temporel que fonctionnel. Les conceptions théoriques contemporaines que 
nous avons choisies de présenter dans les points qui suivent s’inscrivent donc en partie 
dans ce climat et sont, par conséquent, pour certaines, quelque peu conflictuelles mais 
elles seront surtout et avant tout pour nous de riches sources d’informations concernant 
les manifestations et le concept d’émotion. 
 
3. 2.   Les principales théories contemporaines des émotions 
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3. 2. 1. Théories des émotions de base 
 
Sur la base des travaux de Darwin qui ont suggéré un caractère adaptatif aux 
émotions, certains auteurs ont proposé l’existence d’un nombre limité d’émotions qui 
auraient chacune une fonction phylogénétique universelle. Selon ce courant théorique, 
ces émotions dites « de base », « primaires », « fondamentales » ou encore « discrètes » 
se distingueraient les unes des autres par des réponses relativement automatiques et 
spécifiques à chacune. A partir de ces distinctions, la plupart des auteurs s’accordent sur 
l’existence de six émotions primaires que sont la peur, la joie, la colère, la tristesse, le 
dégoût et la surprise (Figure 6), certaines conceptions ajoutant à ces dernières le mépris 
(Matsumoto et al., 2008). Le reste des émotions observables chez l’Homme est alors 
défini comme « secondaire » et serait le fruit de la combinaison des émotions primaires 
(Ortony & Turner, 1990). Différents arguments expérimentaux viennent appuyer 
l’existence des émotions de base. En effet, à chacune des émotions fondamentales 
correspond une expression faciale universelle (Ekman & Friesen, 1971; Izard, 1971). Par 
ailleurs, les données plus récentes en imagerie semblent montrer que les émotions de 
base présenteraient des patterns neuronaux spécifiques, tout particulièrement l’émotion 
de peur qui serait liée à une activation de l’amygdale (Ohman & Mineka, 2001b) alors 
que l’insula aurait un rôle primordial dans l’émotion de dégoût (Calder et al., 2001). 
Dans la continuité d’une perspective adaptative de l’émotion, Ohman propose que « les 
différents systèmes d’émotion aient des histoires évolutionnaires différentes et gagnent 
à être vus comme indépendants plutôt que comme les parties d’un domaine général de 
l’émotion » (Ohman, 1999). Le rôle évolutionniste alloué aux émotions impose alors de 
les concevoir comme de simples configurations de réponses générées par des ensembles 
caractéristiques de situations. Ce même auteur postule d’ailleurs l’existence d’un 
module de traitement spécifique à la peur disposant d’un circuit cérébral dédié (Ohman, 
2005). Dans la plupart de ces conceptions, l’émotion n’est en rien cognitive, son 
expression étant principalement dépendante de réponses génétiquement définies. 
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Figure 6. Les six émotions de base selon Ekman 
Dans l’ordre de gauche à droite et de haut en bas : joie, surprise, peur, colère, dégoût, tristesse. Adapté de Sander et 
Scherer (2009). 
 
3. 2. 2. Théories dimensionnelles de l’émotion 
 
Les modèles dimensionnels proposent une approche parcimonieuse pour la 
conceptualisation des émotions, qui se concentre sur l’expérience subjective liée à la 
situation émotionnelle ; autrement dit, la partie de l’émotion qui émerge à la conscience 
de celui qui la ressent et qui peut être traduite à autrui ou pour soi-même à travers la 
labellisation. A la manière d’une analyse par composante principale, ces modèles tentent 
ainsi de décrire les émotions à l’aide d’un nombre restreint de dimensions. L’avantage 
de cette théorie par rapport à la précédente est alors de penser l’émotion sur un 
continuum. Bien que celui-ci soit limité par un nombre restreint de dimensions, il 
permet une conception linéaire et moins catégorique de l’émotion, ce qui rend, dans une 
certaine mesure, mieux compte de la diversité des manifestations émotionnelles par 
rapport à une conception en termes d’émotions primaires ou même secondaires. Les 
approches les plus répandues s’accordent sur l’existence d’au moins deux dimensions 
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résumant l’ensemble des stimuli émotionnels. La première est la dimension affective de 
valence, opposant le plaisant au déplaisant, le positif au négatif ou encore l’appétitif à 
l’aversif selon les auteurs. Cette dimension a été identifiée de manière récurrente 
comme la mesure la plus puissante de la qualité émotionnelle d’un stimulus, expliquant 
généralement plus de variance dans les réponses affectives que les autres dimensions 
(Lang, 1984; Lang et al., 1993; Osgood et al., 1975; Russell, 1978). Par conséquent, le 
concept de valence occupe généralement une place fondamentale dans les modèles 
émotionnels (Davidson, 1993; Heller, 1993; Izard, 1993; Ledoux, 1995a). La seconde est 
la dimension d’activation (‘arousal‘ en anglais) ; elle représente un niveau d’excitation 
dans la manière dont Duffy l’a décrite (Duffy, 1962), évoluant sur une échelle allant d’un 
état calme dans le sommeil à un une état d’effort ou d’excitation intense. Cependant, 
dans les conceptions plus contemporaines, elle est souvent dérivée et utilisée comme 
synonyme d’intensité émotionnelle générée par la stimulation. Au-delà de représenter 
deux dimensions caractéristiques des émotions, la valence et l’intensité semblent 
également être intimement liées. Elles entretiennent, en effet, une relation quadratique 
en U dans laquelle les stimuli évalués comme les plus déplaisants ou plaisants sont aussi 
évalués comme les plus activateurs ou les plus intenses (Figure 7 : Lang et al., 1993; 
Russell & Carroll, 1999). Une troisième dimension moins univoque, du fait de sa plus 
faible prédiction, est souvent évoquée, il s’agit de la dominance, qui se réfère au niveau 
de contrôle perçu par l’individu sur la situation émotionnelle (Lang et al., 1993; Osgood 
et al., 1975; Russell, 1978). Dans ce cadre théorique, Lang, Bradley et Cuthbert (2005) 
ont créé une base de données de scènes naturelles standardisées, l’International 
Affective Picture System (IAPS), évaluées sur les trois dimensions que nous avons 
mentionnées. Cette base de données est largement utilisée dans les études sur les 
émotions (Figure 7). 
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Figure 7. Espace à deux dimensions défini à partir des valeurs de valence (axe des abscisses) et d’intensité 
émotionnelle (axe des ordonnées) de scènes naturelles issues de l’IAPS.  
Des illustrations des gammes émotionnelles de scènes sont représentées en arrière-plan. Figure modifiée d’après 
Maljkovic & Martini (2005). 
 
Ainsi, les modèles dimensionnels semblent pertinents pour s’intéresser à 
l’expérience émotionnelle subjective mais ils apportent au final assez peu d’informations 
sur les différentes étapes du processus émotionnel, et encore moins sur les mécanismes 
de son déclenchement. Pourtant, comme le soulignent Ellsworth et Scherer  (2003): « les 
émotions sont des réponses adaptatives au monde, pas simplement des sensations 
abstraites ». Par conséquent, le problème le plus souvent soulevé au sujet d’une telle 
conception est la question du lien existant entre une dimension extraite de l’expérience 
émotionnelle et la perception du stimulus déclencheur de l’émotion. Par ailleurs, la 
parcimonie de ces modèles est de manière ironique au cœur de leur limite. En effet, 
Fontaine, Scherer, Roesch et Ellsworth (2007) ont montré que, pour des langues comme 
l’anglais, le français ou bien encore l’allemand, un minimum de quatre dimensions 
semble nécessaire pour représenter, de façon satisfaisante, les similarités et surtout les 
différences dans la signification des mots émotionnels. En outre, ces auteurs insistent 
sur la nécessité de considérer différentes composantes de l’émotion et pas seulement 
son expression subjective. C’est d’ailleurs l’objet principal de la théorie de l’évaluation 
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cognitive qui postule l’utilité de la prise en compte de composantes multiples impliquées 
dans différentes étapes du processus émotionnel et que nous allons maintenant 
présenter plus en détail. 
 
3. 2. 3. Théories d’évaluation cognitive ou « théorie d’Appraisal » 
 
En précurseur de la théorie de l’évaluation cognitive, Magda Arnold (1960) 
suggérait déjà que le processus émotionnel se présente sous la forme d’une succession 
d’étapes avec une première  évaluation du stimulus déclencheur en fonction des 
expériences similaires passées et des prévisions sur les conséquences possibles de la 
situation, suivie d’une réévaluation cognitive basée sur les modifications physiologiques 
à l’origine du label émotionnel final. 
 
Par la suite, différents auteurs ont approfondi cette pensée en considérant la 
composante d’évaluation (‘appraisal‘ en anglais), comme à l’origine de la genèse et de la 
différentiation des émotions (Sander et al., 2005; Siemer et al., 2007). La théorie de 
l’évaluation cognitive suppose, au moins implicitement, que l’émotion vécue serait le 
résultat d’une évaluation de l’événement en termes de signification pour la survie et le 
bien-être de l’organisme, sans toutefois préciser la nature de cette évaluation. Un des 
principaux buts des « théories d’appraisal » vise donc à spécifier une séquence standard 
de composantes qui sont supposées sous-tendre le processus d’évaluation cognitive de 
l’émotion. Un des modèles les plus aboutis de ces théories de l’évaluation est 
certainement le modèle des composantes de Scherer qui propose de définir comme 
émotion, la période durant laquelle plusieurs sous-systèmes de l’organisme sont 
synchronisés afin de produire une réaction adaptée à un événement considéré comme 
essentiel pour le bien-être de l’individu. Pour se faire, il propose, dans son modèle, une 
composante d’évaluation cognitive en interaction avec d’autres systèmes fonctionnels 
tels que l’attention, la mémoire, la motivation, le raisonnement et le soi, qui vise à 
évaluer la pertinence, l’implication, le potentiel de maîtrise et la signification normative 
de la situation. Cette composante essentielle serait alors en mesure d’impacter quatre 
autres composantes de l’organisme que sont : la physiologie périphérique qui rend 
compte des changements corporels, les tendances à l’action qui sous-tendent les 
comportements d’approche ou d’évitement, les expressions motrices qui incluent  
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aussi bien les expressions faciales et vocales, que la posture et la gestuelle, et le 
sentiment subjectif qui reflète l’expérience émotionnelle et qui serait l’aboutissement 
de la synchronisation des changements se produisant dans toutes les composantes 
(Figure 8 : Scherer, 1993b, 2001a). 
 
Figure 8. Illustration graphique du modèle des processus composants. 
Figure tirée de Sander, Grandjean, et Scherer (2005), adaptée en français. 
 
La principale critique formulée à l’encontre de cette théorie est son cognitivisme 
potentiellement excessif. Ainsi, bien que les auteurs qui s’opposent à cette approche 
acceptent que la théorie de l’évaluation cognitive puisse expliquer certains types de 
réactions émotionnelles, ces auteurs nient la nécessité de ce processus et proposent au 
contraire que dans de nombreux cas, les émotions seraient produites par des facteurs 
non cognitifs (Berkovitz, 1993 ; LeDoux, 1993 ; Öhman et Dimberg, 1978 ; Zajonc, 1984). 
 
Dans le cadre de ce travail de thèse, où nous considérerons différentes ’évaluations 
cognitives des émotions, notre conception de celles-ci se rattachera aux « théories 
d’appraisal ». Néanmoins, la présentation des différentes autres approches théoriques que 
nous venons de développer, n’est ni vaine ni anodine. En effet, elle nous permet de constater 
que, l’ensemble de ces modèles, même s’ils divergent en de nombreux points, s’accordent 
sur la valeur adaptative et la pertinence des informations émotionnelles dans la survie et le 
bien-être de l’individu, sans toutefois insister précisément sur les interactions liant 
l’émotion au comportement d’action qu’elle engendre bien souvent. 
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3. 2. 4. Les théories motivationnelles des tendances à l’action 
 
Si l’on s’intéresse à l’étymologie du mot émotion, on constate que la notion de 
mouvement est centrale dans l’émotion. En effet, dérivé du mot « émouvoir », emprunté 
au latin ‘motio’ (action de mouvoir), le mot émotion a quelque peu perdu sa signification 
liée au mouvement dans son utilisation langagière contemporaine. Bien que ce constat 
soit réel dans le cadre de son usage commun, il l’est cependant moins dans les 
conceptions scientifiques de l’émotion, si bien que la production d’une réponse adaptée, 
ou en d’autres termes d’un comportement d’action pertinent, est récurrent dans la 
conceptualisation des émotions. Par exemple, dans son ouvrage ‘The expression of 
emotion in man and animal’, Darwin (1872) postulait déjà que les émotions servent de 
fonction utile à la préparation de comportements adaptatifs (ou action) nous permettant 
de poursuivre un but prioritaire à un instant donné. Certaines théories contemporaines 
– les théories motivationnelles de l’émotion – placent les motivations sous-jacentes à 
cette action, appelées « tendance à l’action » ou encore « état motivé », au centre de la 
conception des émotions. Par exemple, pour Frijda et al. (Frijda, 2010a, 2010b; Frijda et 
al., 1989), les émotions sont des « états de tendance à l’action » qui permettent la 
facilitation de certains comportements ou réponses motrices visant à atteindre un 
objectif particulier appelé « motivation conséquente ». Dans la lignée des « théories de 
l’appraisal », la « motivation conséquente » serait le résultat de processus d’évaluations 
cognitives (Sander & Scherer, 2009) qui déterminent si un événement est favorable ou 
défavorable pour l’individu. 
 De manière importante dans ces conceptions, la « tendance à l’action » est à 
distinguer de l’action résultante. En effet, les « tendances à l’action » sont 
représentatives des motivations de l’individu qui sous-tendent ses actions ; plusieurs 
actions sont alors possibles pour une même « tendance à l’action ». Par exemple, pour 
une émotion de peur, la « tendance à l’action » serait un état préparatoire à un 
comportement dont le but est de se protéger. L’action résultante pourra aussi bien être 
la fuite ou l’immobilisation selon la situation (Frijda, 1994; Frijda & Tcherkassof, 1997). 
Dans cette perspective, les « tendances à l’action » sont accompagnées d’une cascade de 
changements physiologiques  qui préparent l’organisme à l’action (e.g, augmentation de 
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la fréquence cardiaque, de la respiration, de la disponibilité des ressources énergétiques, 
dilatation des vaisseaux des muscles squelettiques). 
 
Conception de lang et Bradley 
 
Dans une approche dimensionnelle de l’émotion, Lang et Bradley (Lang & 
Bradley, 2010; Lang et al., 2005) proposent que la « valence » et « l’arousal » associés à 
un événement émotionnel détermineraient la motivation de l’individu à agir et seraient 
donc à l’origine de ses actions. Pour ces auteurs, les comportements seraient organisés 
selon une dimension appétitive-aversive gérée par deux sous-systèmes motivationnels 
et donnant lieu à deux états de tendance à l’action. Le premier sous-système, appétitif, 
serait activé en réponse à des stimulations agréables et donnerait lieu à des 
comportements d’approche ou d’attachement. Le second sous-système, aversif, serait 
activé en réponse à des stimulations désagréables et faciliterait des comportements 
d’évitement, de fuite ou de défense. Sans grande précision, ces auteurs proposent que 
chaque sous-système soit associé à des réseaux cérébraux distincts et antagonistes. 
Notamment, le noyau accumbens serait un nœud crucial du système appétitif alors que 
l’amygdale serait la structure centrale du système aversif. 
 
Conception de Gray et McNaugthon 
 
Dans une conception assez proche, Gray et McNaughton (Gray, 1987; Gray & 
McNaughton, 1996) proposent l’existence d’un système entrainant des comportements 
de défense, qu’il nomme ‘Fight, Flight, Freezing System’ (‘FFFS’) en raison des actions 
qu’il est susceptible de générer et qui comprennent le combat (‘Fight’), la fuite (‘Flight’) 
ou l’immobilité (‘Freezing’). On retrouve aussi dans la conception de cet auteur, un 
système dédié aux comportements d’approche, nommé ‘Behavioral Approach System’ 
(‘BAS’). Le système ‘FFFS’ serait activé lors de l’apparition d’événements qui pourraient 
entrainer des conséquences néfastes pour l’individu. A l’inverse, le système ‘BAS’ serait 
activé par des événements aux conséquences bénéfiques. 
L’originalité de cette conception réside dans l’existence d’un troisième système 
intermédiaire d’inhibition nommé ‘Behavioral Inhibition System’ (‘BIS’). Ce dernier 
fonctionnerait comme un détecteur de conflits entre les deux premiers systèmes. A ce 
titre, il serait en mesure de les inhiber et d’augmenter l’attention de l’individu sur son 
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propre état interne et l’environnement externe afin qu’il détermine la réaction la plus 
adaptée à adopter. Malgré le large champ de manifestations émotionnelles que 
pourraient expliquer cette conception, elle manque cependant cruellement de supports 
neuro-anatomiques. 
 
Conception de davidson 
 
Une autre conception défendu par Davidson (Davidson, 1992a, 1995, 1998) 
présente également un point de vue assez similaire à ceux que nous venons de 
développer. Cet auteur propose un modèle ayant un avantage en termes d’arguments 
expérimentaux et physiologiques. Pour Davidson, deux « tendances à l’action » auraient 
émergé durant la phylogenèse : la tendance à l’approche et la tendance au retrait. En 
tant que témoin phylogénétique, on retrouverait d’ailleurs ces deux tendances à l’action 
chez d’autres êtres vivants possédant des systèmes nerveux moins complexes que celui 
de l’Homme (Schneirla, 1959). Ces deux « tendances à l’action » auraient permis à 
l’Homme, comme à d’autres espèces, de s’adapter aux conditions de l’environnement. 
Chez l’Homme, sous l’influence du cortex préfrontal, les émotions serviraient alors à 
coordonner la perception, la cognition et les actions. Davidson et différents auteurs 
avancent d’ailleurs, que les deux « tendances à l’action » seraient latéralisées au niveau 
du cortex préfrontal (Davidson & Fox, 1982, 1989; Ekman & Davidson, 1993; Harmon-
Jones & Allen, 1998; Harmon-Jones & Gable, 2009c; Harmon-Jones et al., 2006; Harmon-
Jones & Sigelman, 2001b; Harmon-Jones et al., 2004; Waldstein et al., 2000). Le cortex 
préfrontal gauche serait responsable de l’approche et des émotions typiquement 
associées à cette tendance à l’action, alors que le cortex préfrontal droit serait 
responsable du retrait. 
 
Conception de Frijda 
 
 La dernière approche théorique que nous présenterons est certainement celle 
la plus riche en ce qui concerne le lien entre l’émotion et l’action. Un des aspects 
intéressant de cette conception est qu’elle précise plus explicitement que les autres les 
conséquences associées à la « tendance à l’action ». Frijda (Frijda, 1994, 2010a, 2010b; 
Frijda et al., 1989; Frijda & Tcherkassof, 1997) suggère, qu’en activant des programmes 
moteurs spécifiques, une « tendance à l’action » puisse faciliter certains comportements 
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moteurs tout en rendant d’autres plus difficiles. De plus, pour cet auteur, une émotion 
est susceptible de déclencher plusieurs « tendances à l’action » qui aurait la même 
fonction mais pas nécessairement la même direction (e.g., fuite ou attaque dans le cas 
d’une situation menaçante). Cet aspect de sa théorie est particulièrement intéressant car 
il ne limite pas les émotions négatives à des comportements de retrait et les émotions 
positives à des comportements d’approche. L’action résultante qui émerge parmi les 
différentes tendances à l’action serait alors la plus adaptée au contexte et aurait un 
impact sur le sentiment subjectif de l’émotion. De manière intéressante dans le cadre de 
cette thèse, Frijda et al. (1989) proposent que les « tendance à l’action » soient 
mesurables à la fois par l’intermédiaire de ce que la personne peut rapporter 
verbalement sur le contenu de son impulsion à agir, mais aussi par les comportements 
qu’elle met en place pour modifier la relation avec l’objet source de l’émotion. Ce dernier 
point de sa théorie est particulièrement important car jusqu’alors, dans les autres 
théories, les « tendances à l’action » apparaissent comme des concepts difficilement 
accessibles à l’expérimentation. 
 
 En somme, comme le souligne Sander et Scherer (2009), alors que de nombreux 
aspects des émotions ont été approfondis dans le cadre de la recherche sur les émotions, 
des facteurs comme celui de la motivation à agir ont été largement négligés. Pourtant, il 
apparaît particulièrement intéressant de considérer cette motivation à agir laquelle 
semble inhérente à l’émotion. 
 
 L’ensemble de cette première section se veut informative sur les aspects les plus 
conceptuels de l’émotion mais reste relativement éloignée des bouleversements neuronaux 
que l’émotion induit au niveau cérébral. Pour s’intéresser à ce vaste domaine, nous allons 
dès à présent nous pencher vers les connaissances sur les mécanismes anatomo-
fonctionnels susceptibles de sous-tendre les processus de traitement de l’information 
émotionnelle. 
 
4.  Bases neuro-anatomiques de l’émotion 
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En réalité, la question de l’origine cérébrale des émotions n’a pas attendu les 
techniques de neuro-imagerie contemporaines pour être soulevée. Dès 1937, James 
Papez, en tant qu’anatomiste, donnait le titre ironique suivant à l’un de ces articles : ‘Is 
emotion a magic product or is it a physiological process which depends on an anatomic 
mechanism ?’. Il proposa, en réponse à ce questionnement, l’existence d’un circuit 
cérébral portant son nom, dédié au traitement des émotions et composé de 
l’interconnexion de quatre structures : l’hypothalamus, les noyaux antérieurs du 
thalamus, le gyrus cingulaire et l’hippocampe. Quelques années plus tard, MacLean 
(1952) proposait d’élargir ce circuit en y incluant notamment l’amygdale cérébrale, le 
noyau accumbens et l’insula. Bien qu’au fur et à mesure des découvertes scientifiques 
ces premières conceptions de réseaux de traitement des émotions se soient avérées 
imparfaites, elles ont eu le mérite d’avoir posé les bases d’une réflexion anatomique sur 
le traitement émotionnel qui alimente encore les recherches actuelles dans le domaine. 
Ainsi, Papez, avec son circuit, proposait déjà l’existence d’une voie directe émotionnelle 
sous-tendant un traitement rapide, automatique et peu élaboré de l’information 
émotionnelle qui fait aujourd’hui encore débat  (alors que l’idée du système limbique de 
MacLean reste présente dans la littérature contemporaine). C’est ainsi, que dès la fin du 
XXème siècle, les principales régions cérébrales impliquées dans le traitement de 
l’information émotionnelle étaient déjà identifiées. Cependant, il faudra attendre 
l’avènement des techniques d’imagerie cérébrale, dans les années 80, pour préciser plus 
en détail les fonctions de chacune de ces structures. Les découvertes les plus récentes 
dans le domaine des neurosciences affectives forcent à constater que l’existence d’un 
« cerveau émotionnel » telle que postulée par Papez et MacLean, est peu probable. Il 
semble plutôt que le traitement émotionnel soit orchestré par des réseaux cérébraux 
diffus formant des interactions complexes entre des structures sous-corticales, les 
cortex sensoriels et le cortex frontal (Salzman & Fusi, 2010). Ainsi, le traitement cérébral 
des émotions ne reposerait pas sur l’activité d’un centre unique des émotions mais 
plutôt sur l’intervention de plusieurs régions cérébrales inter-reliées apportant une 
contribution spécifique à l’expression et au contrôle des émotions. Dans les point 
suivants, nous nous attellerons donc à présenter les régions qui ont acquis un rôle 
majeur dans le traitement émotionnel à travers les études portant sur les corrélats 
neuro-anatomiques de ces traitements. 
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Grâce aux nombreuses études qui ont été menées sur le système affectif, il est 
aujourd’hui établi qu’un large réseau de régions sous-corticales et corticales est 
impliqué lors du traitement d’informations visuelles émotionnelles. Parmi celles-ci, on 
peut compter : l’amygdale, le noyau accumbens (NAc), le pole temporal (PoT), l’insula, le 
cortex préfrontal (CPF) et le cortex cingulaire antérieur (CCA) (Figure 9). Le traitement 
de l’information émotionnelle semble ainsi débuter au niveau du système limbique 
auquel s’ajoute l’intégration corticale nécessaire à l’émergence de l’expérience 
émotionnelle. Toutefois, bien que cet ensemble de structures représente des régions clés 
du système affectif, ce dernier interagit aussi fortement avec les régions sensorielles et 
particulièrement le cortex occipital lorsque la source de l’émotion est induite dans la 
modalité visuelle. Nous aurons l’occasion de nous pencher sur ce phénomène dans la 
prochaine section où nous discuterons des interactions entre émotion et attention. Pour 
l’instant, commençons donc par présenter l’amygdale, une structure essentielle dans le 
traitement de l’information émotionnelle. 
 
 
Figure 9. Structures cérébrales affectives. 
(A-D) Illustration dans les 3 plans de coupes du large réseau cérébral affectif impliquant des régions cérébrales sous-
corticales dont l’amygdale (en rose), le striatum ventral (en vert foncé), l’hypothalamus (en vert clair), et le tronc 
cérébral (en marron) ; et ses régions corticales dont le cortex préfrontal orbitaire (partie latérale en bleu, et partie 
médiale en violet), l’insula (en jaune), la cortex cingulaire antérieur (en or et orange), et le pôle temporal (en rouge). 
Figure modifiée d’après Barrett et Bar (2009). 
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4. 1.   L’amygdale 
 
Parmi toutes les structures cérébrales que nous évoquerons, l’amygdale 
cérébrale, un petit noyau de matière grise situé dans la partie médiane profonde de 
chacun des lobes temporaux, apparaît comme la structure la plus fortement impliquée 
dans le traitement émotionnel (Phelps & LeDoux, 2005). Les riches connexions 
anatomiques qu’elle entretient avec les cortex sensoriels, les cortex pariétal, cingulaire, 
insulaire et frontal, font d’elle un carrefour crucial de convergence et de diffusion d’une 
grande diversité d’informations (Tamietto & de Gelder, 2010). Une des découvertes 
majeures concernant cette structure a été faite par LeDoux (pour une revue récente voir 
Ledoux, 2007). En utilisant une procédure de conditionnement chez l’animal, cet auteur 
a suggéré un rôle primordial de l’amygdale dans le traitement rapide des signaux de 
danger ou de menace. Depuis, d’autres études menées chez l’animal et chez l’humain, 
aussi bien lésionnelles que de neuro-imagerie (Adolphs et al., 1999), ont étayé cette 
hypothèse et démontrent clairement son implication dans le traitement de stimuli de 
valence négative. De nombreuses études en IRMf rapportent ainsi une activité de 
l’amygdale plus marquée lors de la présentation de stimuli déplaisants 
comparativement à des stimuli non-émotionnels, que ce soit lors de l’utilisation de 
visages expressifs (Breiter et al., 1996; Morris, Ohman et al., 1998; Morris et al., 1999) 
ou de scènes naturelles émotionnelles (Britton et al., 2006; Kensinger & Schacter, 2006; 
Lane et al., 1999; Liberzon et al., 2003; Liberzon et al., 2000; Paradiso et al., 1999; Phan 
et al., 2004; Sabatinelli et al., 2005). En outre, certaines études ont montré des activités 
plus importantes de l’amygdale pour des stimuli négatifs que positifs, suggérant qu’elle 
puisse être le substrat anatomique d’un « biais de négativité » (Cacioppo & Gardner, 
1999; Fox et al., 2000; Fox et al., 2002; Ohman & Mineka, 2001b). Cependant, il a aussi 
souvent été observé une réponse similaire de l’amygdale à des stimuli de valence 
positive et négative de niveau d’intensité équivalent (Garavan et al., 2001; Kensinger & 
Schacter, 2006; Mourao-Miranda et al., 2003; Yang et al., 2002). Ce constat suggère alors 
que la sensibilité de l’amygdale ne se limiterait pas aux seuls stimuli de valence négative 
mais s’étendrait à tous les stimuli émotionnels (Anderson & Sobel, 2003; Garavan et al., 
2001; Killgore & Yurgelun-Todd, 2004; Lane et al., 1999; Sander et al., 2003; Sergerie et 
al., 2008; Somerville et al., 2004). Selon cette idée, certains auteurs conçoivent 
l’amygdale comme une structure évaluant la pertinence biologique des stimulations 
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(Sander, 2012; Sander et al., 2003). Elle est alors présentée comme le corrélat neuro-
anatomique d’un « biais émotionnel » (St Jacques et al., 2010). 
 
4. 2.   Le noyau accumbens 
 
D’un point de vue anatomique, le noyau accumbens est situé, dans chaque 
hémisphère, au point de jonction du noyau caudé et de la partie antérieure du putamen. 
Les études menées chez l’animal comme chez l’Homme s’accordent sur le fait que 
l’activité de cette structure contribue à l’évaluation des événements plaisants au sein 
d’un réseau plus large appelé système hédonique chez l’Homme ou système de 
récompense chez l’animal (Bozarth & Wise, 1981; Lang & Bradley, 2010; Olds & Olds, 
1958). A ce titre, le noyau accumbens, et plus largement le système hédonique entier, 
contribuerait à l’expression des grandes fonctions vitales qui conditionneraient la survie 
des espèces et qui permettraient aux Hommes de reconnaître au sein de leur 
environnement les événements bénéfiques (Lang & Bradley, 2010). Un tel réseau 
cérébral favoriserait l’adaptation à l’environnement et pourrait être très 
complémentaire du système de traitement des situations de danger impliquant 
l’amygdale. Diverses études ont par la suite montré que différentes formes de plaisir 
pouvaient être à l’origine d’une activation du noyau accumbens. Ainsi, des activations 
marquées de cette structure sont rapportées lors de la visualisation de divers stimuli 
plaisants du type visages attrayants (Aharon et al., 2001), photographies d’être 
aimés (Aron et al., 2005), scènes érotiques (Ferretti et al., 2005; Hamann et al., 2004; 
Karama et al., 2002), et dans des paradigmes variés de visualisation passive (Aharon et 
al., 2001; Sabatinelli et al., 2007), d’imagination (Costa et al., 2010), et de traitements 
liés à la récompense (Breiter et al., 2001; Cooper & Knutson, 2008; Knutson & Cooper, 
2005). 
 
De manière intéressante, certaines données permettent de supposer que ce 
noyau est également impliqué dans l’expression motrice des émotions ainsi que dans 
des aspects motivationnels associés au mouvement (Davidson & Irwin, 1999). Selon 
cette perspective, le noyau accumbens a été proposé comme l’un des éléments 
anatomiques d’un réseau motivationnel comprenant également les régions préfrontales 
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orbitaires et médianes, la substance noire, le globus pallidus, et le thalamus (Seger, 
2008). Le noyau accumbens serait, ainsi, une région clé des systèmes motivationnels 
sous-tendant les comportements d’approche, mais aussi potentiellement les 
comportements d’évitement. Des données montrant son implication dans le codage de 
l’erreur de prédiction suggèrent également qu’il interviendrait dans la préparation à 
l’action, éventuellement en fonction de la valence de la stimulation (Balleine, 2005; 
Berns et al., 1997; Bromberg-Martin et al., 2010; Haruno et al., 2006; Schultz, 2000; 
Seger, 2008). 
 
4. 3.   Le pôle temporal 
 
En se basant sur sa position postérieure au cortex orbito-frontal, et latérale à 
l’amygdale, les anatomistes suggèrent depuis longtemps que le pôle temporal, cette 
portion la plus antérieure du lobe du même nom, compte parmi les structures étendues 
du système limbique. Des données plus récentes (Duvernoy, 1999; Mesulam, 2000), 
concernant les nombreuses connexions que le pôle temporal entretient avec les régions 
limbiques et para-limbiques telles que le cortex orbito-frontal, l’amygdale, 
l’hypothalamus ou encore l’insula, ont apporté de nouveaux arguments allant dans ce 
sens. 
 
Au niveau fonctionnel, chez l’Homme comme chez le macaque, le pôle temporal 
est identifié comme une structure hautement associative vers laquelle convergent 
différentes projections sensorielles. Il reçoit ainsi des informations des cortex auditifs 
associatifs, des cortex visuels extra-striés inféro-temporales et du cortex olfactif (Olson 
et al., 2007). Selon une revue récente (Olson et al., 2007), il est supposé que le pôle 
temporal est associé à une analyse perceptuelle multimodale qui semble s’étendre à la 
perception sociale et au traitement émotionnel (Figure 10). Ainsi, sa lésion, observée 
lors de certains herpes-encéphaliques, ou dans le cas de démence du lobe temporal 
antérieur (Anson & Kuhlman, 1993), en est l’illustration et se traduit par des 
changements profonds de la personnalité accompagnés de comportements souvent 
inappropriés (Thompson et al., 2003) et des perturbations affectives diverses (Mychack 
et al., 2001; Thompson et al., 2003). Bien que le rôle du pôle temporal reste encore mal 
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défini, sa fonction pourrait être de coupler les réponses émotionnelles viscérales à une 
représentation complexe du stimulus en liant perception et émotion (Olson et al., 2007). 
Il est alors possible que les symptômes observés tels que l’inadéquation des 
comportements, soient le reflet de ce déficit de couplage et la marque d’une 
incompréhension des situations émotionnelles et des changements végétatifs qu’elles 
entrainent.  
 
 
Figure 10. Pics d’activations issues d’études en imagerie par résonnance magnétique (IRMf) et en 
tomographie par émission de positons (TEP) rapportés dans le lobe temporal antérieur. 
Les points rouges représentent des pics d’activités observés dans des tâches émotionnelles alors que les points bleus 
montrent des pics d’activités observés lors de tâches de théorie de l’esprit. Figure adaptée de Olson et al. (2007). 
 
4. 4.   L’insula 
 
L’insula, qui signifie île en latin ou aussi appelé cortex insulaire, porte 
incontestablement bien son nom. En effet, cette structure est une péninsule enfouie en 
profondeur du cerveau sous les cortex frontal et temporal qui est relativement isolée du 
reste des autres cortex compte tenu de ses faibles connexions avec eux. Du fait de sa 
position, elle est restée longtemps méconnue et expérimentalement peu explorée. Le 
rôle fonctionnel de l’insula reste encore approximativement identifié. Des résultats 
récurrents ont d’abord permis, dans une perspective localisationniste, de l’associer 
spécifiquement à l’émotion de dégoût, comme en attestent différentes études cognitives 
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et cliniques (Adolphs et al., 2003; Calder, 2003; Calder et al., 2001; Jabbi et al., 2008; 
Kipps et al., 2007; Wicker et al., 2003). Cependant, certains résultats remettent en cause 
cette spécificité (Calder et al., 2010; Milders et al., 2003). Par exemple, la stimulation du 
cortex insulaire entraine un ensemble de sensations viscérales dont certaines sont 
habituellement induites par l’émotion de dégoût mais qui sont également communes à 
d’autres émotions (Penfield & Faulk, 1955). Une vision plus constructiviste de l’insula 
propose que cette portion du cortex joue un rôle clé dans le ressenti des sensations 
viscérales (Craig, 2002) et affectives (Craig, 2009a). Un argument fort pour cette 
hypothèse est qu’une activité de l’insula est souvent observée dans des tâches 
impliquant la conscience de l’état du corps sans pour autant faire appel au dégoût 
(Tsakiris, Hesse et al., 2007; Tsakiris, Schutz-Bosbach et al., 2007; Wang et al., 2008). 
Pour certains auteurs (Critchley, 2009; Damasio et al., 1991; Singer et al., 2009), cette 
région permettrait la cartographie de nos états viscéraux associés à nos expériences 
émotionnelles et donnerait naissance au sentiment émotionnel. 
 
4. 5.   Le cortex préfrontal 
 
Le cortex préfrontal correspond à la partie la plus antérieure du lobe frontal, en 
avant des cortex moteur et prémoteur. Elle est la région cérébrale qui entretient le plus 
grand nombre de connexions avec l’ensemble du cerveau, en particulier les régions 
limbiques et notamment l’amygdale, qui en font, entre autre, un centre d’intégration et 
de représentation des états internes, des états affectifs et des états motivationnels de 
l’individu (Rolls, 2000a). Il peut être décrit selon une organisation en deux systèmes. Le 
premier, le système ventral, comprend le cortex préfrontal ventro-médian (CPFvm) 
et le cortex préfrontal orbitaire (CPFo). Le second système, dit dorsal, est composé 
du cortex préfrontal dorso-latéral (CPFdl) et du cortex préfrontal latéral (CPFl) 
(Ochsner & Gross, 2005; Sander & Scherer, 2009) (Figure 11). 
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Figure 11. Illustration des principales régions du cortex préfrontal. 
CPFdl : cortex préfrontal dorso-latéral ; CPFl : cortex préfrontal latéral ; CPFvm : Cortex préfrontal ventro-médian ; 
CPFol : cortex préfrontal orbitaire latéral ; CPFom : cortex préfrontal orbitaire médian. Figure adaptée de Lindquist, 
Wager, Kober, Bliss-Moreau et Barrett (2012). 
 
 
Le système ventral (CPFvm et CPFo) aurait pour charge d’évaluer la valeur 
émotionnelle du stimulus dans son contexte et de contribuer à sélectionner les actions 
appropriées (Beer et al., 2006; O'Doherty, 2007; Rolls & Grabenhorst, 2008). Plus 
spécifiquement, le CPFo, de par ses connexions avec différentes aires sensorielles 
(Barbas, 1988; Kringelbach & Rolls, 2004) et avec des aires impliquées dans le contrôle 
viscéral (Carmichael & Price, 1995; Kringelbach & Rolls, 2004; Ongur & Price, 2000), 
semble engagé dans l’intégration des informations sensorielles à la fois intéroceptives et 
extéroceptives. Le CPFvm, quant à lui, serait particulièrement central dans l’adaptation 
comportementale au contexte social et dans la prise en compte des motivations 
intrinsèques de l’individu, c'est-à-dire centrées sur ses buts et ses besoins, lors de 
l’évaluation cognitive de situations émotionnelles (Gusnard et al., 2001; Phillips et al., 
2003a, 2003b). Il assurerait, par conséquent, un traitement holistique et général de 
l’information émotionnelle (Schaefer et al., 2003). Il aurait ainsi pour fonction principale 
de donner un sens émotionnel aux signaux sensoriels (Lindquist et al., 2012) et jouerait 
également un rôle de modérateur sur l’activité émotionnelle limbique. En effet, le CPFvm 
comme le CPFo, possède de fortes interconnexions notamment avec les amygdales et les 
noyaux accumbens sur lesquelles ils peuvent exercer des modulations aussi bien 
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excitatrices qu’inhibitrices (Ochsner & Gross, 2005; Urry et al., 2006). Des lésions dans 
le système ventral entraineraient, par conséquent, d’importantes perturbations des 
comportements socio-émotionnels, parfois qualifiées de « sociopathie acquise », comme 
en témoigne le cas historique de Phinéas Gage, ou des études de cas plus 
contemporaines comme celle d’un patient décrit par Eslinger et Damasio (1985). 
 
Le système dorsal, quant à lui, serait impliqué dans le raisonnement explicite 
sur les associations entre stimuli et réponses et sur comment celles-ci peuvent être 
modifiées (Miller & Cohen, 2001; Ochsner & Gross, 2005). Le CPFl constitue ainsi une 
zone d’intégration d’une large variété de modalités sensorielles (Ongur & Price, 2000). A 
cet effet, il reçoit de nombreuses informations en provenance du cortex temporal et de 
l’insula (Carmichael & Price, 1995). Ces liens suggèrent à la fois un traitement fin de la 
situation sur la base des informations issues des régions temporales ainsi qu’une 
possibilité de modulation ou de régulation des réponses affectives via l’insula (Morecraft 
et al., 1992). Il est d’ailleurs impliqué dans de nombreuses stratégies de régulation 
émotionnelle (Beauregard et al., 1998; Beauregard et al., 2001; Grimm et al., 2006; 
Kensinger & Schacter, 2006; Levesque et al., 2003; Ochsner et al., 2004). Dans cette 
perspective, certaines études montrent que l’activité du CPFl est inversement 
proportionnelle à l’activité de l’amygdale lors de la catégorisation émotionnelle (Hariri 
et al., 2000; Lieberman et al., 2007). De manière plus large, le CPFl est une région 
fortement impliquée dans les tâches de traitement sémantique (Gitelman et al., 2005), 
de catégorisation d’objets ou de catégories plus abstraites (Freedman et al., 2001, 2002; 
Miller et al., 2002). Pris ensemble, ces derniers arguments laissent penser que le CPFl 
pourrait avoir un rôle dans la labellisation verbale des émotions (Lindquist et al., 2012). 
A ce titre, il pourrait sous-tendre l’étape de la représentation et de l’expression 
langagière du sentiment subjectif. Le CPFdl, quant à lui, constitue une aire d’intégration 
importante des informations cognitives et motivationnelles comme en attestent 
différentes études chez l’Homme et le primate (Ichihara-Takeda & Funahashi, 2008; 
Szatkowska et al., 2008; Wallis & Miller, 2003b). Contrairement au CPFvm, selon 
certains travaux (Carver & Harmon-Jones, 2009; Harmon-Jones & Gable, 2009c; 
Harmon-Jones et al., 2006; Harmon-Jones & Sigelman, 2001b; Harmon-Jones et al., 
2004), l’activité du CPFdl serait intimement liée à la direction motivationnelle de la 
stimulation (tendance à l’action engendrée par la situation : approche/évitement) plutôt 
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qu’au ressenti émotionnel de la situation (agréable/désagréable ou positif/négatif). En 
outre, alors que le CPFvm serait davantage impliqué dans des évaluations centrées sur 
soi, le CPFdl serait davantage impliqué sur des évaluations centrées sur la situation 
(Ochsner et al., 2004) et réaliserait un traitement plus spécifique et détaillé (Schaefer et 
al., 2003). L’intervention du système frontal dorsal dans les phénomènes émotionnels se 
ferait de manière relativement indirecte. En effet, CPFl et CPFdl entretiennent peu de 
connexions directes avec les structures sous-corticales mais peuvent cependant exercer 
une influence sur elles par l’intermédiaire du système ventral ou à travers les systèmes 
perceptifs ou mnésiques. Le CPFdl est notamment connu pour avoir de fortes 
connexions réciproques avec le CPFo comme en attestent des études chez le primate 
(Cavada et al., 2000). Il a ainsi été démontré que les entrées cognitives issues du CPFdl 
peuvent moduler les représentations affectives dans le CPFo, au même titre que le CPFo 
pourrait relayer l’information de pertinence motivationnelle au CPFdl (Szatkowska et 
al., 2008; Wallis & Miller, 2003b). 
 
En résumé, de nombreuses études ont montré que le CPF exerce un rôle majeur 
dans les processus émotionnels. Le système ventral intégrerait ainsi les informations 
externes liées à la situation affective et celles propres aux bouleversements corporels 
dans le but d’attribuer un sens émotionnel aux stimuli sensoriels alors que le système 
dorsal serait plus impliqué dans les mécanismes de régulation de l’émotion, leur 
labellisation verbale, et serait déterminant dans les comportements de tendance à 
l’action. 
 
4. 6.   Le cortex cingulaire antérieur 
 
D’un point de vue anatomique, le CCA est une structure à la fois accolée à la partie 
postérieure des différentes régions frontales et enroulée autour des régions limbiques. 
De par sa localisation et ses connexions, cette structure correspond à un véritable pont 
entre les régions sous-corticales et frontales. D’un point de vue plus fonctionnel, 
l’histoire des leucotomies témoigne tristement de la richesse des activités cérébrales 
auxquelles il semble participer. Cette opération chirurgicale, mise au point par Moniz en 
1936, visait à diminuer les symptômes majeurs de la schizophrénie et de la névrose 
obsessionnelle tels que l’anxiété, les hallucinations, ou les obsessions. A cet effet, la 
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leucotomie consistait en une lésion de la substance blanche située dans la partie 
orbitaire du CPF. Il est aujourd’hui avéré qu’en même temps qu’elle sectionnait ce 
faisceau de substance blanche, elle détruisait une grande partie de la matière grise du 
CCA. Certes, la leucotomie permettait de faire disparaître les symptômes précédemment 
évoqués mais ces derniers laissaient place à une apathie et un réel gouffre cognitif et 
affectif. Ainsi, la vision actuelle des fonctions du CCA, bien que plus détaillée, se 
rapproche en de nombreux points de cette brève description. Bush, Luu et Posner 
(2000) proposent ainsi , une subdivision fonctionnelle de la partie ventrale et de la 
partie dorsale du CCA. Pour ces auteurs, la partie ventrale serait principalement 
impliquée dans l’analyse et la régulation de la saillance émotionnelle, alors que la partie 
dorsale interviendrait dans la modulation de l’attention et des fonctions exécutives 
(Bush et al., 2000; Carter et al., 1999; Whalen et al., 1998). Plus récemment, une division 
fonctionnelle encore plus fine de cette même structure a été proposée par Kelly et al. 
(2009). Selon ces auteurs, une séparation en cinq sous-régions du CCA serait justifiable 
au regard des différents liens qu’entretient cette structure avec les régions frontales. 
Ainsi, la portion la plus antérieure, (1) le CCA sub-génual (CCasg) aurait un rôle central 
dans les réactions émotionnelles et dans la régulation et le contrôle de leurs 
conséquences positives ou négatives ; (2) le CCA péri-génual (CCApg) serait impliqué 
dans la cognition sociale ; (3) le CCA rostral (CCr) interviendrait dans le contrôle des 
situations de conflit ; (4) le CCA dorsale (CCAd) serait engagé dans le contrôle cognitif ; 
et enfin (5) le CCA caudal (CCAc) serait lui impliqué dans le contrôle moteur (Figure 12). 
Par ailleurs, le nombre important de connexions réciproques qu’entretiennent le CCAsg 
(1) et le CCApg (2) avec l’amygdale, le noyau accumbens et l’insula, témoigne de leur 
rôle clé dans la régulation et le contrôle émotionnel (Amaral & Price, 1984). De manière 
intéressante, le CCA entretient également des connexions avec les noyaux de la base 
(Ferry et al., 2000) et les aires pré-motrices (Carmichael & Price, 1995) suggérant ainsi à 
nouveau son importance dans le contrôle moteur. 
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Figure 12. Illustrations des cinq sous-régions fonctionnelles du cortex cingulaire antérieur. 
Figure adaptée de Kelly et al. (2009). 
 
En résumé, le CCA semble constituer un centre d'intégration multi-sources en vue 
de la modulation et de l'orientation du comportement (Amodio & Frith, 2006; Bush et 
al., 2000; Kelly et al., 2009) en intégrant à la fois les composantes émotionnelles, 
sociales, cognitives et motrices de ce dernier. Dans ce contexte, certains auteurs ont 
proposé que le CCA jouerait le rôle d’interface entre processus attentionnels et 
processus émotionnels (Davis et al., 1997). On pourrait ajouter, au regard de la 
conception de Kelly et al. (2009), qu’il semble possible d’envisager un versant moteur en 
plus à cette interface.  
 
Finalement, l’émotion dans sa conception la plus globale repose sur un vaste réseau 
de régions interconnectées aussi bien sous-corticales que corticales. Par ses interactions 
avec les systèmes sensoriels, endocriniens et végétatifs, ce réseau émotionnel permet 
l’extraction des informations émotionnelles et leur identification, en rapport avec les 
motivations de l’individu. Ainsi, l’interaction de certaines de ces régions cérébrales pourrait 
être à l’origine de phénomènes liés assez spécifiquement à l’émotion comme notamment la 
relation particulière qu’elle entretient avec l’attention. 
 
5.  Emotions et attentions 
 
Lors de la présentation de différentes théories émotionnelles que nous avons faite 
en ce début de chapitre, nous avons pu constater que la plupart des chercheurs, dans le 
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domaine des émotions, s’accordent sur la valeur adaptative et la pertinence des 
informations émotionnelles pour la survie et le bien-être de l’individu. Ce consensus est 
notamment fondé sur une des propriétés très intrigante des stimuli émotionnels qui est 
que l’organisme semble être en mesure de les détecter plus rapidement que des stimuli 
non-émotionnels. Cette particularité est au cœur de la plupart des études menées sur les 
émotions. Ainsi, dans le cas de la vision, qui nous intéresse tout particulièrement, divers 
types de stimuli aussi variés que des mots, des visages ou bien encore des scènes 
naturelles complexes sont tous sujets à ce phénomène aussi nommé « biais 
émotionnel » qui rend compte du fait que le traitement des stimuli affectifs est 
privilégié et facilité très précocement. Pour expliquer ce phénomène, certains auteurs 
avancent que les stimuli émotionnels capturent l’attention de manière très précoce 
(pour une revue récente voir Pourtois et al., 2013) alors que d’autres proposent que le 
« biais émotionnel » puisse s’expliquer par un traitement pré-attentif (Ohman, 1992; 
Ohman et al., 2001a; Ohman & Mineka, 2001b). Nous proposons ici de passer en revue 
différentes études, aussi bien comportementales que de neuro-imagerie, pour illustrer et 
essayer de comprendre plus en détail ces phénomènes. Mais avant cela, il paraît 
incontournable de discuter brièvement du système attentionnel humain puisque 
l’émotion semble interagir étroitement avec celui-ci. 
 
5. 1.   Le système attentionnel humain 
 
5. 1. 1. Attentions endogène et exogène et types de saillances 
 
La meilleure manière d’aborder l’attention est peut-être de présenter un exemple 
concret de sa manifestation: « imaginez-vous au guidon de votre vélo à rouler 
tranquillement sur le bord de la route tout en pensant à vos projets pour la soirée 
lorsqu’une portière s’ouvre brusquement face à vous. Heureusement, sans que vous ayez 
vraiment eu l’impression de contrôler cette action, vous avez réagi rapidement pour 
l’éviter. En revanche, durant ce temps, vous n’avez pas remarqué que la voiture qui vous 
précédait depuis quelques minutes avait tourné à gauche. Vous n’avez pas plus 
remarqué la couleur de la portière que vous avez évitée de justesse. En réalité, votre 
cerveau a analysé très rapidement les informations concernant la position et la vitesse 
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de la portière tout en ignorant les informations non pertinentes. Vous avez 
involontairement sélectionné une partie de l’information visuelle et en avez ignoré 
d’autres » (Ibos, 2009). Cette description est riche d’informations car elle aborde 
différents angles de ce que l’on nomme communément sous un seul terme générique 
l’attention visuelle, mais qui, du point de vue de la psychologie cognitive, recouvre 
différentes facettes. En effet, l’attention visuelle peut se définir comme l’ensemble des 
mécanismes qui permettent de sélectionner une partie de l’information visuelle dans le 
but de la traiter en priorité et d’orienter correctement le comportement. Ce mécanisme 
de sélection de l’information est indispensable à l’organisme tant la quantité 
d’informations arrivant à la rétine est conséquente. Parmi ces ensembles de mécanismes 
que comprend l’attention, il faut distinguer l’attention réflexive, ou exogène, de 
l’attention volontaire, ou endogène. L’attention exogène correspond à l’orientation 
involontaire des capacités de traitement vers soit, des stimuli qui apparaissent de 
manière abrupte dans la scène visuelle (comme ce fut le cas de la portière dans notre 
illustration) soit, des stimuli qui se distinguent du reste de la scène par leur couleur ou 
leur orientation par exemple. L’attention exogène se déploie donc de manière 
inconsciente et involontaire. A l’inverse, l’attention endogène représente la capacité 
d’orienter consciemment et volontairement ses facultés de traitement vers une portion 
de l’espace ou vers des objets définis comme importants pour les motivations de 
l’individu (les projets de soirée sur lesquels vous étiez concentrés dans notre 
illustration). 
 
Dans ce cadre, le traitement attentionnel nécessite donc de donner une valeur 
aux stimuli présents dans les scènes visuelles. Cette valeur est appelée saillance. Ainsi, 
un stimulus rouge entouré de stimuli noir aura une grande saillance. Pour cet exemple, 
on parle de saillance intrinsèque car elle dépend uniquement des caractéristiques du 
stimulus. Elle est à rapprocher de l’attention exogène et est assimilée à un traitement 
‘bottom-up’ de l’information visuelle. A l’inverse, la saillance extrinsèque est associée à 
l’attention endogène. Elle renvoie à la valeur que l’individu attribue à un objet selon ses 
buts et ses motivations. On dit de la saillance extrinsèque qu’elle est dirigée vers le but 
(‘goal directed’ en anglais) et qu’elle est supportée par des processus cérébraux de haut 
niveau exerçant des influences ‘top-down’. Il est intéressant de noter que des éléments 
de faible saillance intrinsèque peuvent être de forte saillance extrinsèque selon les buts 
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alors que des éléments de forte saillance intrinsèque peuvent être de faible saillance 
extrinsèque. 
 
En somme, l’attention joue un rôle primordial dans la sélection de l’information. 
Notre environnement visuel représentant un flux constant d’informations, l’attention 
permet notamment de les organiser et de les hiérarchiser en fonction de leur saillance 
intrinsèque et en fonction des motivations (buts, besoins, etc.) de l’individu (saillance 
extrinsèque). Associé au déploiement de l’attention, on observe généralement une 
facilitation de sélection et des latences de réponses diminuées. Parallèlement à cela, 
l’attention va également permettre d’inhiber les informations non pertinentes. Dans le 
flot continuel d’informations, certains stimuli peuvent revêtir un caractère plus 
important que d’autres et peuvent capturer l’attention. C’est le cas des stimuli à forte 
saillance intrinsèque tels que des stimuli de danger. Face à ce genre de stimuli, le 
système attentionnel humain semble être en mesure de se désengager des processus 
attentionnels en cours pour allouer toutes ses ressources à ce stimulus. Dans notre 
exemple, l’ouverture brutale de la portière illustre cela. Par sa saillance intrinsèque 
importante, elle a orienté très rapidement le système attentionnel exogène vers elle, au 
détriment de nos pensées (prévisions pour la soirée à venir) et des autres informations 
non pertinentes de l’environnement telles que la couleur de la portière ou l’action de la 
voiture qui nous précédait. Nous allons voir maintenant que cette distinction entre 
attentions exogène et endogène trouve son origine au sein de deux réseaux cérébraux 
bien distincts. 
 
5. 1. 2. Les bases cérébrales de l’attention 
 
Les recherches dans le domaine de l’attention tendent à la concevoir comme un 
système cognitif relativement indépendant mais néanmoins en interaction étroite avec 
l’ensemble des autres processus cognitifs. Dans une revue quelque peu ancienne mais 
très influente, Posner et Petersen (1990) proposaient déjà que le système attentionnel 
humain puisse être associé à un réseau d’aires corticales spécifiques, avec cette même 
idée que l’attention soit dissociable des nombreux processus de traitement dans 
lesquels elle intervient. Selon une étude de Corbetta et Shulman (2002), il semble exister 
deux réseaux cérébraux bien distincts de l’attention (Figure 13) : (1) un premier réseau 
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dorsal comprendrait une partie du cortex intra-pariétal et du cortex frontal supérieur 
(particulièrement la ‘FEF’) et serait assimilable au système d’attention endogène ; et (2) 
le second réseau, plus ventral et fortement latéralisé à droite, comprendrait, quant à lui, 
la jonction du cortex temporo-pariétal et des aires frontales inférieures. Il semblerait 
être plutôt spécialisé dans la détection de stimuli pertinents, particulièrement saillants 
ou inattendus et constituerait le substrat neuronal de l’attention exogène. Ces deux 
réseaux seraient en interaction permanente de sorte qu’en cas d’apparition d’un 
stimulus inattendu, le système d’attention exogène serait en mesure d’interrompre un 
contrôle ‘top-down’ de l’attention en cours (Corbetta & Shulman, 2002). 
 
Figure 13. Illustration sur un cerveau moyen des structures composants les réseaux attentionnels fronto-
pariétaux dorsal et ventral. 
Les régions en bleu représentent le réseau attentionnel dorsal. Les régions en orange représentent le réseau 
attentionnel ventral. Abréviations : ‘FEF’ : ‘frontal eye field’, ‘IPs’ : sulcus pariétal inférieur, ‘SPL’ : lobule pariétal 
supérieur, ‘TPJ’ : jonction temporo-pariétale, ‘IPL’ : lobule pariétal inférieur, ‘STG’ : gyrus temporal supérieur, ‘VFC’ : 
cortex frontal ventral, ‘IFg’ : gyrus frontal inférieur et ‘MFg’ : gyrus frontal moyen. 
 
Ces phénomènes attentionnels ont pour effet d’augmenter l’activité des régions 
corticales impliquées dans la perception ou la représentation du stimulus sur lequel ils 
se focalisent (Desimone, 1998; Desimone & Duncan, 1995; Laberge, 2000; Mangun et al., 
2000). Cet effet peut être relativement global ou très focal. En effet, il est ainsi observé 
que le fait de porter son attention sur le champ visuel gauche entraine une augmentation 
diffuse de l’activité du cortex occipital droit (ou inversement, Mangun et al., 2000) alors 
que focaliser son attention sur des visages entraine une augmentation spécifique de 
l’activité de la FFA, une région du gyrus fusiforme impliquée de manière robuste dans le 
traitement de ces stimuli (Wojciulik et al., 1998). Il est généralement admis que de tels 
effets sont l’œuvre de l’attention endogène et de son substrat neuronal pariéto-frontal 
qui par des effets ‘top-down’ serait en mesure de moduler le traitement visuel depuis les 
aires primaires jusqu’aux aires de plus haut niveau des voies visuelles ventrale et 
dorsale.  
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Fort de ces connaissances sur les systèmes attentionnels humains, nous pouvons 
maintenant nous intéresser à un ensemble très particulier de stimulations visuelles, les 
stimuli émotionnels, qui entretiennent avec l’attention une relation toute particulière. 
 
5. 2.   Influences des émotions sur l’attention 
 
Les interactions entre les émotions et l’attention font intervenir un large réseau 
cérébral comprenant des régions directement responsables du contrôle de l’attention, et 
d’autres plus spécifiques à la perception et à l’analyse des stimuli émotionnels. Les 
relations entre ces différentes régions reposent sur des connexions réciproques qui 
permettent aux stimuli émotionnels de capturer l’attention, mais aussi à l’individu 
d’exercer un contrôle sur les réponses émotionnelles par l’intermédiaire des processus 
attentionnels. Ainsi, les premières étapes du traitement émotionnel, ou primo-
traitement, engageant notamment l’amygdale, permettent un déploiement automatique 
de l’attention vers le stimulus saillant. A l’inverse de cet effet, dit ‘bottom-up’, de 
l’émotion sur l’attention, des mécanismes, dits ‘top-down’, mettent en jeu les structures 
frontales impliquées dans les processus attentionnels qui interviennent dans une 
évaluation plus poussée de la situation et dans la régulation de la réponse émotionnelle. 
 
5. 2. 1. Un traitement ‘bottom-up’ des émotions 
 
Le phénomène robuste de « biais émotionnel » apparaît comme le témoin de 
l’importance que le cerveau attribue aux informations émotionnelles. En effet, beaucoup 
d’arguments s’accordent à montrer que, dans diverses conditions expérimentales, le 
traitement des informations émotionnelles va être largement privilégié par rapport à 
celui d’informations non-émotionnelles ou neutres. Dans des paradigmes de recherche 
visuelle, cet effet se manifeste notamment par des temps de réaction plus rapides 
(Eastwood et al., 2003; Fox et al., 2000; Ohman et al., 2001a; Williams et al., 2005). Par 
exemple, une étude de Öhman et al. (2001a) utilisant un paradigme de recherche 
visuelle, démontre que, bien que le temps mis pour détecter une cible augmente avec le 
nombre de distracteurs, celui-ci s’avère toujours plus court lorsque la cible est 
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émotionnelle par rapport à une cible neutre. Pour expliquer ce biais, il a été proposé que 
l’information émotionnelle bénéficie d’une sélection attentionnelle prioritaire et 
automatique. Ainsi, l’impact des informations émotionnelles sur les ressources 
attentionnelles se traduirait par un engagement plus soutenu à leur égard. Dans ce sens, 
des effets facilitateurs sont, par exemple, obtenus dans des tâches d’orientation spatiale 
avec des réponses plus rapides pour des items qui apparaissent dans une position 
amorcée par des stimuli émotionnels (Armony & Dolan, 2002; Fox et al., 2002; Koster et 
al., 2004; Koster et al., 2005; Mogg & Bradley, 1999; Mogg et al., 1997). Dans ces 
conditions, l’attention attribuée aux stimuli émotionnels serait alors profitable à la 
détection des items occupant par la suite la même place dans le champ visuel. D’autres 
paradigmes tels que celui du Stroop émotionnel (Pratto & John, 1991) témoignent de 
l’aspect automatique de ce phénomène. Dans cette tâche, alors qu’il est demandé aux 
participants d’identifier la couleur du mot sans tenir compte de celui-ci, on observe des 
temps de réponse plus long lorsque le mot est émotionnel. Ce résultat suggère que les 
stimuli émotionnels attirent irrépressiblement l’attention aux dépens de la 
dénomination de la couleur. 
 
Au niveau cérébral, un grand nombre d’études en imagerie permet d’affirmer que 
la capture attentionnelle induite par les stimuli émotionnels visuels se traduit par des 
modulations d’activité au sein des régions corticales visuelles (Lane et al., 1999; Lane et 
al., 1998; Lang et al., 1998; Pessoa et al., 2002; Sabatinelli et al., 2005; Surguladze et al., 
2003; Vuilleumier et al., 2001). Il apparaît ainsi que les stimuli émotionnels sont en 
mesure d’augmenter l’activité aussi bien au niveau des aires visuelles primaires traitant 
les caractéristiques visuelles de bas niveau (Damaraju et al., 2009; Halgren et al., 2000; 
Lang et al., 1998; Padmala & Pessoa, 2008; Pourtois et al., 2004; Stolarova et al., 2006) 
qu’au niveau d’aires de plus haut niveau, le long du cortex inféro-temporal (Vuilleumier, 
2005; Vuilleumier et al., 2003). Par exemple, il a été montré dans différentes études en 
IRMf que le gyrus fusiforme, reconnu pour sa contribution dans le traitement des 
visages (Haxby et al., 2002; Kanwisher et al., 1997), est plus fortement activé lors de la 
présentation de visages émotionnels par rapport à des visages neutres (Phan et al., 
2002; Sabatinelli et al., 2011; Vuilleumier et al., 2003). De manière analogue, des scènes 
émotionnelles complexes induisent une augmentation du signal BOLD dans un vaste 
réseau de régions visuelles extra-striées (Sabatinelli et al., 2005; Sabatinelli et al., 2007; 
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Sabatinelli et al., 2011), particulièrement au niveau du complexe occipital latéral (COL), 
une région classiquement associée au traitement des objets (Grill-Spector et al., 2001). 
L’amygdale semble jouer un rôle central dans cette augmentation du traitement 
visuel  en raison de ces nombreuses connexions directes et bidirectionnelles avec les 
aitres visuelles extra-striées comme en attestent différentes études chez le singe 
(Amaral et al., 2003; Amaral & Insausti, 1992) et l’Homme (Gschwind et al., 2012). Dans 
ce sens, il a pu être observé, en IRMf, une co-activation entre les régions visuelles et 
l’amygdale (Sabatinelli et al., 2005; Sabatinelli et al., 2009). Des données chez le patient 
ont, par ailleurs, démontrées, que la lésion de l’amygdale abolit les effets attentionnels 
réflexifs liés à l’émotion (Benuzzi et al., 2004; Vuilleumier et al., 2004). Pris ensemble, 
ces résultats ont amené des auteurs à supposer que l’effet attentionnel des émotions sur 
les régions cérébrales permettrait d’aboutir à une représentation plus robuste et plus 
soutenue des stimuli affectifs au sein des voies visuelles (Gschwind et al., 2012; Halgren 
et al., 2000; Pourtois et al., 2004; Pourtois et al., 2013; Stolarova et al., 2006). Un tel 
mécanisme pourrait permettre à l’organisme d’orienter sélectivement l’attention pour 
traiter rapidement les informations émotionnelles (Vuilleumier, 2005; Vuilleumier & 
Huang, 2009). 
 
A l’observation de ce phénomène « d’attention émotionnelle », différents auteurs 
ont relevé des similarités entre les effets liés aux émotions et ceux liés à l’attention 
exogène ou endogène (Brosch et al., 2011; Compton, 2003; Lang et al., 1997; Pourtois et 
al., 2013; Vuilleumier, 2005; Williams & Gordon, 2007). En effet, comme les mécanismes 
d’attention exogène, l’influence des caractéristiques émotionnelles des stimuli sur la 
perception semble être « réflexive » , en ce sens que ses effets sont généralement 
indépendants des demandes de la tâche et qu’ils sont déclenchés involontairement et 
sans contrôle conscient (Hodsoll et al., 2011; Moors & De Houwer, 2006). En outre, les 
effets modulateurs de l’émotion sur les régions sensorielles ressemblent étroitement à 
ceux orchestrés par les mécanismes d’attention sélective ou endogène lors de processus 
non-émotionnel. Ainsi, l’influence de la dimension émotionnelle, et celle de l’attention 
endogène semblent agir comme des systèmes qui peuvent amplifier le traitement de 
l’information dans les régions visuelles occipitales (Lane et al., 1998; Sabatinelli et al., 
2009). Toutefois, cette action commune semble dépendante de sources cérébrales 
distinctes. Les effets des émotions sur l’attention ne seraient pas induits par les régions 
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fronto-pariétales de l’attention sélective mais serait dépendants d’un mécanisme 
cérébral centré sur l’amygdale. Des arguments récents défendent l’idée que ce système 
serait susceptible de former un réseau fonctionnel plus étendu avec les autres régions 
cérébrales comprenant notamment le CPFo, habituellement activé durant le traitement 
rapide des stimuli émotionnels (Mobbs et al., 2009; Mobbs et al., 2007; Pourtois et al., 
2013). 
 
5. 2. 2. Des modulations ‘top-down’ du traitement émotionnel 
 
Jusqu’à présent, tout semble indiquer que le cerveau est prédisposé à allouer 
automatiquement de l’attention aux stimuli émotionnels afin de favoriser leur 
traitement. Il est clair que la capacité des émotions à attirer l’attention est primordiale. 
Cependant, la capacité qu’a l’être humain à réfléchir sur ces émotions et à les contrôler 
l’est tout autant pour son adaptation. Bien qu’un système relativement automatique 
puisse assurer la survie de l’individu grâce au déclenchement de comportements 
réflexifs de fuite ou d’attaque, les réactions émotionnelles nécessitent souvent un 
traitement plus fin de la part d’autres systèmes neuronaux qui évaluent la situation de 
manière plus détaillée et de manière relative aux buts de l’individu et au contexte, et qui 
permettent de mettre en place des réactions plus adaptées (Sander & Scherer, 2009). 
Dans cette perspective, différentes études se sont intéressées à comprendre comment 
les processus émotionnels attentionnels variaient avec la manière dont les stimuli 
émotionnels étaient évalués et interprétés. En d’autres termes, ce champ de littérature 
essaie de saisir l’incidence de différents types d’évaluations cognitives sur les aspects les 
plus primaires de l’émotion. Il existe, ainsi, des preuves selon lesquelles le contrôle 
cognitif (de type ‘top-down’) peut moduler les réponses neuronales et physiologiques 
observées suite à l’exposition aux stimuli émotionnels (de type ‘bottom-up’) (pour une 
revue voir Ochsner & Gross, 2005). 
 
Pour rendre compte de ces effets ‘top-down’, certains chercheurs ont proposé aux 
participants de leurs études de modifier volontairement leur réponse aux stimuli 
affectifs. Par exemple, Schaefer et al. (2002), dans un paradigme en IRMf, ont montré 
que, lorsque les participants maintenaient leur réponse émotionnelle face à une image 
déplaisante, l’activité de leur amygdale était en retour plus soutenue par rapport à une 
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situation où ils regardaient simplement l’image. A l’opposé, Ochsner et al. (2002) ont 
trouvé une diminution de l’activité de l’amygdale lorsque les participants 
réinterprétaient des stimuli déplaisants comme moins négatifs. De manière assez 
similaire, il a récemment été montré en EEG que l’amplitude de la LPP, en réponse aux 
images déplaisantes, était réduite lorsqu’une interprétation plus neutre de la 
stimulation émotionnelle était réalisée (Foti & Hajcak, 2008; Hajcak & Nieuwenhuis, 
2006b). Ces études semblent montrer à travers différents outils d’imagerie que des 
processus cognitifs peuvent exercer une influence notable sur l’activité cérébrale 
(activation de l’amygdale et amplitude de la LPP) classiquement impliquée de manière 
robuste lors de la simple exposition à des stimuli émotionnels. 
 
Toutefois, les arguments que nous avons évoqués ici relèvent principalement de 
processus cognitifs ré-évaluatifs ou de régulation. D’autres études ont également 
exploré l’influence de l’évaluation cognitive sur les substrats neuronaux du traitement 
émotionnel d’une manière plus discrète. Par exemple, Hariri, Mattay, Tessitore, Fera et 
Weinberger (2003) et Keightley et al. (2003a) ont demandé de faire une catégorisation 
de stimuli déplaisants soit sur une dimension affective soit sur une dimension non-
affective. Ces chercheurs ont rapporté une activité réduite à la fois dans l’amygdale et 
dans le cortex visuel lorsque les participants faisaient des jugements non-affectifs sur les 
images déplaisantes (e.g., tâche non-émotionnelle telle que compter le nombre de 
personnes dans une scène émotionnelle). Des phénomènes analogues ont été mis en 
évidence en EEG (Hajcak et al., 2006a). En effet, dans cette étude, une réduction 
d’amplitude de la LPP a ainsi été observée lorsque les participants réalisaient une 
évaluation non-affective de stimuli émotionnellement intenses en comparaison à un 
jugement affectif. Au regard de ces résultats, il semble donc que les effets attentionnels 
liés à la perception précoce du caractère émotionnel d’un stimulus puissent être 
fortement atténués lorsqu’ils ne sont pas pertinents pour la réalisation de la tâche. A 
l’inverse, lorsque les participants réalisent des tâches de jugements affectifs, il a été 
montré que l’activité de l’amygdale, des régions visuelles et des régions frontales était 
augmentée, suggérant (1) une amplification des effets liés au primo-traitement 
émotionnel induits par les propriétés intrinsèques des stimuli émotionnels, et (2) une 
implication spécifique des régions frontales. 
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5. 2. 3. Interactions complexes entre les traitements ‘bottom-up’ et ‘top-
down  dans le traitement émotionnel 
 
Différentes études ont contribué à mieux identifier ces deux types de traitement 
‘bottom-up’ et ‘top-down’. Il a par exemple été montré que l’augmentation d’amplitude 
de la LPP induite par la visualisation de scènes émotionnelles était maintenue après 3 
secondes de présentation seulement dans le cas où les participants dirigeaient 
volontairement leur attention vers les régions les plus intenses de l’image (Hajcak et al., 
2009). Une autre étude, particulièrement audacieuse, a utilisé un design expérimental 
visant directement à dissocier le traitement ‘bottom-up’ des traitements ‘top-down’ 
(Ochsner et al., 2009). Avec ce paradigme, il a pu être mis en évidence, 
qu’indépendamment de leurs propriétés motivationnelles intrinsèques, des stimuli 
neutres réévalués comme déplaisants induisaient une activité de l’amygdale. Enfin, 
l’étude de différents cas de la neuropsychologie a rapporté des résultats 
particulièrement intéressants. Par exemple, Rotshtein et al. (2010a) ont montré que lors 
de l’enregistrement de l’activité cérébrale en EEG de patients présentant des lésions 
amygdaliennes, l’effet de l’émotion sur les composantes évoquées cérébrales les plus 
précoces disparaissait, alors qu’il était maintenu sur des composantes plus tardives. Ces 
résultats suggèrent que l’effet ‘bottom-up’ de l’émotion peut être aboli lors de lésions de 
l’amygdale alors que les effets ‘top-down’ pourraient être en partie maintenus. Un autre 
pattern relativement opposé a également pu être mis en évidence chez des patients 
présentant une hémi-négligence spatiale suite à des lésions dans les régions pariétales 
du cerveau (Grabowska et al., 2011; Vuilleumier et al., 2002). Typiquement, bien que les 
mécanismes attentionnels endogènes soient particulièrement touchés chez ces patients 
(Bartolomeo et al., 2007; Corbetta & Shulman, 2011) et qu’il n’arrivent pas à orienter 
leur attention vers des stimuli ou à les détecter dans l’espace visuel controlatéral à leur 
lésion cérébrale (Driver & Vuilleumier, 2001), lorsque ces stimuli sont émotionnels, les 
patients tendent à moins les négliger par rapport aux stimuli neutres (Fox, 2002; 
Grandjean & Scherer, 2008; Lucas & Vuilleumier, 2008; Vuilleumier & Schwartz, 2001). 
Des études analogues appliquées en imagerie chez ces patients ont permis d’observer 
une augmentation d’activité dans les aires visuelles corticales, certaines régions 
frontales (cortex orbito-frontal et cortex cingulaire antérieur) et dans l’amygdale 
(Grabowska et al., 2011; Pegna et al., 2005; Vuilleumier et al., 2002), suggérant qu’un 
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traitement ‘bottom-up’ des stimuli affectifs est maintenu bien que le reste des capacités 
attentionnelles soit déficitaire. 
 
En bref, ces différentes recherches mettent donc en exergue la coexistence de 
plusieurs systèmes attentionnels qui entretiennent des relations complexes. Toutefois, ils 
semblent tous avoir pour fonction ultime de favoriser un traitement privilégié des stimuli 
pertinents. A ce titre, en tant que stimuli biologiquement pertinents, les stimulations 
émotionnelles ont hérité d’un système attentionnel dédié, axé autour de l’amygdale. Ce 
dernier, bien que spécifique, serait néanmoins en étroite et complexe interaction avec le 
réseau fronto-pariétal attentionnel. Ainsi, l’attention émotionnelle qui génère des réactions 
précoces de l’amygdale, pourrait collaborer avec l’attention endogène lors de tâches axées 
sur les propriétés affectives des stimuli. En revanche, lors de tâches non affectives ou 
complexes demandant une forte implication de l’attention endogène, les effets de 
l’attention émotionnelle pourraient être atténués voire disparaitre (Pessoa et al., 2002; 
Pessoa et al., 2005; Silvert et al., 2007). 
 
6.  Les voies visuelles de l’émotion 
 
Toutes les recherches s’accordent à dire que le cerveau humain traite très 
rapidement les stimuli visuels affectifs (Eimer & Holmes, 2002; Kawasaki et al., 2001; 
Pizzagalli et al., 2002; Streit et al., 2003). En revanche, il existe encore aujourd’hui de 
grands débats concernant les voies par lesquelles l’information visuelle atteint 
rapidement les régions cérébrales contribuant au traitement émotionnel. Certains 
auteurs ont émis l’hypothèse de l’implication spécifique et centrale d’une voie sous-
corticale (rejoignant l’amygdale) dans l’extraction précoce de l’information visuelle 
émotionnelle. Il est habituellement proposé que cette voie contournerait et précéderait 
le traitement visuel cortical. Cette hypothèse présentée classiquement sous le modèle 
« double voie » a soulevé toutefois, plusieurs critiques lesquelles ont donné lieu à la 
proposition récente de modèles alternatifs. D’autres auteurs ont notamment proposé 
qu’un traitement cortico-cortical puisse à lui seul assurer un traitement rapide de 
l’information visuelle émotionnelle (Pessoa & Adolphs, 2010; Pourtois et al., 2013). Les 
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paragraphes qui suivent ont pour vocation de faire le point sur ces grandes approches 
des voies de traitement cérébral de l’information émotionnelle. 
 
6. 1.   L’hypothèse de la voie sous-corticale dans le modèle double 
voie 
 
L’hypothèse sous-corticale (ou voie basse) suppose que les stimuli pertinents 
pour l’individu (d’un point de vue adaptatif) soient traités très rapidement par un 
système cérébral dédié fonctionnant de manière automatique (sans la nécessité 
d’accorder une attention particulière à la stimulation) et de manière indépendante du 
cortex strié, voire même de toute conscience visuelle du stimulus (Tamietto & de Gelder, 
2010). Dans cette perspective, différents auteurs ont suggéré qu’une voie sous-corticale 
liant le Colliculus Supérieur (CS), le pulvinar, et l’amygdale serait à l’origine de la 
perception rapide des stimuli émotionnels (Liddell et al., 2005; Morris et al., 1999; 
Tamietto & de Gelder, 2010; Vuilleumier et al., 2003). Une telle voie anatomique semble 
fonctionnelle chez le rat (Cohen & Castro-Alamancos, 2007; Ledoux, 1993) et le primate 
(Pessoa, 2005; Tamietto & de Gelder, 2010). Bien que son existence et son rôle restent 
controversés chez l’Homme (pour une revue récente voir Pessoa & Adolphs, 2010), des 
activations conjointes du CS, du pulvinar, et de l’amygdale ont été observées dans des 
études en IRMf chez le sujet sain lors de la perception de visages effrayés présentés 
brièvement (Vuilleumier et al., 2003). Il en est de même pour des patients présentant 
des lésions de V1 (patients ‘blindsight’) chez qui une co-activation de ces mêmes 
structures a été retrouvée lors de la présentation brève de visages apeurés (Morris et al., 
2001) (Figure 14). 
 
 
Figure 14. Augmentation bilatérale de la réponse amygdalienne observée chez un patient ‘blindsight’ après la 
présentation brève de visages exprimant une émotion de peur. 
Figure adaptée de Morris et al. (2001). 
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Cette voie basse, dit « courte », permettrait de transmettre très rapidement à 
l’amygdale des informations sensorielles (Jones & Burton, 1976; Linke et al., 2000; 
Robinson & Petersen, 1992). En effet, une étude en MEG (Luo et al., 2007) a ainsi mis en 
évidence des réponses liées à la valeur affective de la stimulation dès 10 à 20 ms au 
niveau du thalamus, et dès 20 à 30 ms au niveau de l’amygdale, après la présentation 
d’une expression faciale de peur. Parallèlement, les premières modifications liées à 
l’émotion observées au niveau du cortex visuel strié sont apparues à partie de 40 à 50 
ms après la présentation des visages effrayés. Comme le suggère certaines études de 
neuroimagerie (Vuilleumier et al., 2003) et de neurophysiologie (Amaral et al., 2003), 
ces informations, transmises par des voies magnocellulaires, seraient simples et en 
basses fréquences spatiales (BFS) et permettraient ainsi à l’amygdale d’avoir une 
représentation grossière mais précoce de la stimulation (Amaral et al., 2003), avant 
même que le traitement visuel cortical plus détaillé soit finalisé (sur la base des 
informations de hautes fréquences spatiales), ou qu’une modulation attentionnelle ne 
puisse se produire (Krolak-Salmon et al., 2004; Leppanen et al., 2007; Luo et al., 2010; 
Pourtois et al., 2010b). Ainsi, il a été mis en évidence une co-activation de la triade CS, 
pulvinar, amygdale lors de la présentation de visages apeurés filtrés en BFS par rapport 
à ces mêmes visages filtrés en HFS, suggérant une sensibilité exclusive de l’amygdale aux 
informations émotionnelles en BFS (Vuilleumier et al., 2003) (Figure 15 (b)). 
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Figure 15. Effet des visages émotionnels filtrés en fréquences spatiales sur l’amygdale et le gyrus fusiforme. 
(a) Décomposition de l’information visuelle d’un visage en une information grossière (issue des BFS) ou en une 
information détaillée (issue des HFS). (b) Activation bilatérale de l’amygdale par des visages exprimant une émotion 
de peur en comparaison à des visages neutres, les réponses émotionnelles à la peur étant surtout induites pas 
l’information en BFS. (c) Activation du cortex fusiforme par les visages, les réponses de cette structure étant surtout 
induites par l’information en HFS. Figure adaptée de Vuilleumier et Pourtois (2007). 
 
Parallèlement à cette voie « courte », une voie dite « longue » plutôt corticale 
opérerait également. Le traitement qu’elle réalise se ferait sur la base d’une information 
en HFS et serait relativement indépendant du contenu émotionnel (Vuilleumier et al., 
2003) (Figure 15 (c)). Ce réseau cortical plus jeune au niveau phylogénétique se serait 
spécialisé dans le traitement de l’information chromatique et fine et permettrait une 
analyse détaillée et consciente de l’information. Ce réseau interviendrait dans le choix 
d’actions plus délibérées que celles induites par la voie sous-corticale et contribuerait à 
moduler le primo-traitement réalisé par l’amygdale (Tamietto & de Gelder, 2010). Dans 
cette idée, Williams, Palmer, Liddell, Song et Gordon (2006) ont d’ailleurs montré, grâce 
à une analyse de connectivité sur des données IRMf, que le niveau de conscience d’un 
visage de peur dépend d’une connectivité négative entre les voies corticale et sous-
corticale ; résultat que ces auteurs ont interprété comme une preuve de la nécessité 
d’une modulation entre ces deux réseaux pour l’accès à la conscience du stimulus 
émotionnel. 
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D’autres formes d’interactions ont aussi été proposées au sein de ce modèle 
double voie et pourraient rendre compte des augmentations d’activité des régions 
visuelles lors du traitement des stimuli affectifs. Par exemple, les informations en BFS, 
traitées rapidement et automatiquement, pourraient moduler l’activité dans des régions 
postérieures du système visuel telle que le gyrus fusiforme, lors de la présentation de 
visages expressifs (Winston et al., 2003), ou dans les aires de bas niveau de manière plus 
générale (Alorda et al., 2007; Pourtois et al., 2005a; Vlamings et al., 2009). 
 
En somme, des arguments variés convergent vers l’idée qu’une voie sous-corticale 
constituée du CS, du pulvinar et de l’amygdale, traitant rapidement l’information en BFS, 
forme un réseau fonctionnel dont l’activité semble augmenter et co-varier lors de 
l’exposition primaire à des stimuli émotionnels, même non-consciente (Morris et al., 1999). 
Ce primo-traitement s’opérerait parallèlement et en amont du traitement conscient réalisé 
sur la base de l’information en HFS et orchestré par la voie visuelle ventrale. 
 
6. 2.   Principales critiques formulées à l’encontre de la voie sous-
corticale du modèle double voie 
 
Depuis quelques années de nombreux débats émergent quant au rôle fonctionnel 
alloué à la voie sous-corticale. La plupart des arguments préalablement évoqués en sa 
faveur est sujet à différentes critiques plus ou moins percutantes. 
 
Ainsi, les arguments de mesure temporelle qui militent en faveur d’une activité 
précoce de l’amygdale (Krolak-Salmon et al., 2004; Pourtois et al., 2010b), n’ont pas 
toujours été répliqués, posant donc problème quant à l’implication rapide de l’amygdale 
au sein de la voie sous-corticale. Il a ainsi été souvent rapporté des activations de 
neurones sélectifs aux visages dans le cortex inféro-temporal ou dans les aires visuelles 
de plus bas niveau telles que V1 et V2 à des latences plus courtes (respectivement 
autour de 80 à 200 ms et autour de 60 à 80 ms) que celles observées pour l’amygdale 
(autour de 110 à 180 ms) (Mormann et al., 2008; Oya et al., 2002; Rolls, 1984, 2005). De 
manière similaire, dans le cas du « blindsight affectif », une récente étude (Gonzalez 
Andino et al., 2009) a montré que l’activité cérébrale en réponse à un visage apeuré 
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débute autour de 70 ms après sa présentation dans les régions temporales postérieures 
avant d’atteindre les régions frontales puis l’amygdale entre 150 et 250 ms après la 
présentation du stimulus. 
En outre, le problème plus théorique de la construction d’une invariance visuelle 
par la voie sous-corticale a également été soulevé. En effet, un élément de 
l’environnement, qu’il soit émotionnel ou non, n’est pas toujours rencontré dans les 
mêmes configurations de vision et peut correspondre à des projections très différentes 
sur la rétine (Pessoa, 2005; Pessoa & Adolphs, 2010; Rolls, 2005). De Cesarei et 
Codispoti (2013) soulignent ainsi que des capacités d’extraction d’invariance restent 
encore à prouver au sein de la voie sous-corticale. Ils précisent, par ailleurs, qu’elle est 
peu probable étant donné les computations complexes que ce traitement nécessite 
habituellement le long de la voie visuelle ventrale. 
 
Pris ensemble, ces arguments font peser des doutes quant à l’hypothèse selon 
laquelle une voie sous-corticale impliquant particulièrement l’amygdale serait dédiée au 
traitement de stimuli visuel émotionnel. Il a été suggéré que d’autres voies sous-corticales 
ou corticales pouvaient justifier de la rapidité de traitement des informations visuelles 
émotionnelles. Sur cette base, d’autres modèles ont été proposés. 
 
6. 3.   Récentes alternatives au modèle double voie 
 
6. 3. 1. Le modèle double niveau 
 
Pourtois, Vuilleumier et Schettino (Pourtois et al., 2013; Vuilleumier, 2005) 
proposent, en alternative au modèle double voie, un modèle à double niveau. Selon ce 
modèle, la même voie corticale (i.e., le long des aires occipito-temporales) pourrait être 
recrutée pour un balayage initial précoce et rapide de la situation à partir de traitements 
réalisés par des aires variées (e.g., pariétales, frontales, et possiblement l’amygdale). Ces 
traitements serait suivis de modulations, via des ‘feedbacks’, sur les aires visuelles 
sensorielles nécessaires au traitement perceptif abouti et à l’accès à la conscience (voir 
Bullier, 2001; Lamme & Roelfsema, 2000). Les auteurs soulignent qu’il existe de 
nombreuses preuves expérimentales selon lesquelles l’information visuelle se propage 
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rapidement à travers le cerveau pour atteindre des régions corticales de haut niveau 
telles que la ‘FEF’ (‘Frontal Eye Field’), le cortex pariétal postérieur ou le CPFo (cortex 
préfrontal orbitaire) aux alentours de 120 ms après le début de la présentation de la 
stimulation (Bar et al., 2006; Bullier & Nowak, 1995; Kawasaki et al., 2001; Schmolesky 
et al., 1998) ; cette organisation permettrait une catégorisation perceptive rapide et 
donnerait la possibilité d’une prise de décision motrice en moins de 150 ms (Thorpe et 
al., 1996), c'est-à-dire, avant même les latences typiquement associées au contrôle 
volontaire attentionnel (Hillyard & Anllo-Vento, 1998; Hillyard et al., 1998). Ce balayage 
initial de la situation visuelle, en plus de déclencher des effets ‘top-down’ ou ‘feedbacks’ 
sur les régions sensorielles, pourrait aussi déclencher des processus d’évaluation 
émotionnelle au niveau de l’amygdale avant d’autres éventuels effets liés au contrôle 
attentionnel volontaire (Pourtois et al., 2010b). 
 
Ces auteurs précisent de plus que, dans tous les cas, l’hypothèse « double niveau » 
(avec un balayage cortical rapide) comme l’hypothèse classique « double voie » (avec ses 
entrées sous-corticales), prévoit un traitement rapide de l’émotion sur la base d’une 
information visuelle grossière et rudimentaire. En effet, l’hypothèse « double niveau » 
prédit des réponses précoces de l’amygdale aux stimuli visuels émotionnels qui 
dépendent principalement de la contribution des voies magnocellulaires véhiculant des 
informations grossières en BFS. Cette information se propagerait rapidement dans le 
système visuel et pourrait ainsi initier des processus rapides de catégorisation (Bar, 
2003; Schettino et al., 2011). 
L’activité de l’amygdale pourrait toutefois aussi dépendre d’un traitement de 
l’information en HFS (contenant les détails de la stimulation) véhiculée par les voies 
parvocellulaires. En ce sens, il a été constaté que l’activité de l’amygdale, en réponse à 
des visages effrayants, peut être induite par des informations visuelles brutes en BFS 
(Vuilleumier et al., 2003) mais aussi par la seule présentation d’yeux filtrés en HFS 
(Whalen et al., 2004). En outre, alors que le traitement des visages et des objets dans le 
cortex visuel est fortement dépendant des indices en HFS fournis par les voies 
parvocellulaires, plusieurs études en IRMf (Vuilleumier et al., 2003; Winston et al., 2003) 
et en EEG (Alorda et al., 2007; Carretie et al., 2007; Pourtois et al., 2005a; Schettino et al., 
2011; Vlamings et al., 2009) montrent que le « boost émotionnel » de l’activité des 
régions visuelles (e.g., dans la région fusiforme) est également induit par des stimuli 
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filtrés en BFS. Cette information grossière, transportée par les voies magnocellulaires, 
capable d’activer l’amygdale, pourrait donc induire des modulations, par ‘feedback’, dans 
les régions visuelles avant un traitement cortical détaillé basé sur les voies 
parvocellulaires et l’information en HFS (Rotshtein et al., 2007). 
 
6. 3. 2. Modèle multi-vagues 
 
Le modèle de Pessoa et Adolphs (2010) s’appuie, quant à lui, sur les 
connaissances accumulées concernant les diverses et complexes connexions qui 
s’opèrent le long de la voie visuelle ventrale reconnue pour son implication dans 
l’identification des stimuli visuels (Goodale & Milner, 1992; Ungerleider, 1982). Ainsi, la 
structure projective et non-hiérarchique du traitement visuel le long de la voie ventrale 
offre un support d’accélération et d’optimisation temporelle de transmission des 
informations au niveau du cortex inféro-temporal (Bullier, 2001; Lamme & Roelfsema, 
2000)(Figure 16 (b)). En effet, les connexions directes entre les aires V1 et V4, entre 
l’aire V2 et l’aire inféro-temporal postérieure (TOE) ainsi qu’entre l’aire V4 et l’aire 
inféro-temporale antérieure (TE) (Felleman & Van Essen, 1991; Nakamura et al., 
1993)(Figure 16 (b)) représentne d’important « raccourcis » anatomiques au même titre 
que celles liant le corps genouillé latéral (CGL) aux aires V2 et V4 (Bullier & Kennedy, 
1983; Yukie & Iwai, 1988), étayant l’hypothèse itérative du traitement visuel (Bullier, 
2001). 
Au-delà de la seule énumération de ces connexions, différents arguments 
expérimentaux fonctionnels viennent appuyer leur intérêt pour le traitement visuel. Par 
exemple, des études, combinant IRMf et EEG chez des singes ayant subi des lésions de 
l’aire visuelle primaire, ont montré une activation visuelle robuste des aires V2 et V3 
(Schmid et al., 2009). Ces résultats tendent à démontrer que des voies visuelles 
contournant V1 sont efficientes pour induire rapidement des réponses dans les régions 
visuelles extra-striées (pour une revue chez l'Homme voir Boyer et al., 2005). Une étude 
complémentaire a démontré que, lors de lésion de V1 chez le singe, le CGL peut jouer 
une rôle important dans l’activation étendue de ces aires visuelles extra-striées (Schmid 
et al., 2010), i.e. des aires V2, V3, V4, MT (ou V5) jusqu’au cortex temporal supérieur. En 
plus de ces nombreuses voies, il semble également exister des connexions importantes 
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entre les régions visuelles ventrales et le cortex préfrontal latéral, particulièrement le 
CPFo (Rempel-Clower & Barbas, 2000). 
 
Sur la base de ces considérations, Pessoa et Adolphs (2010) ont proposé dans 
leur modèle dit « multi-vagues » (illustrer par la Figure 16 (b)) que le traitement initial 
de l’information visuelle se déroulerait simultanément le long de ces voies parallèles, 
créant des vagues d’activations multiples dans le cortex visuel et au-delà (Bullier, 2001). 
De cette manière, les stimuli visuels qui ont une signification affective et 
motivationnelle, pourraient engager rapidement plusieurs régions du cerveau comme 
l’amygdale, le CPFo, l’insula ou encore le cortex cingulaire antérieur qui, en retour, 
pourraient orienter l’attention et le comportement vers les stimuli pertinents. De plus, 
selon Pessoa et Adolphs (2010), l’information en BFS pourrait, par ces voies, rejoindre 
rapidement le cortex pariétal et frontal et fournir un aperçu initial grossier des stimuli 
visuels. Par conséquent, compte tenu de ces éléments, le traitement rapide de 
l’information affective serait possible, même en l’absence d’une voie sous-corticale 
dédiée ou d’une structure spécifique telle que l’amygdale. De plus, le traitement de 
l’information affective pourrait s’opérer initialement sur la base d’informations en BFS, 
en cohérence avec une stratégie de traitement de type ‘Coarse-to-Fine’ selon laquelle le 
contenu global de la scène est traité avant les détails plus fins (Peyrin et al., 2010; 
Schyns & Oliva, 1994; Sripati & Olson, 2009; Sugase et al., 1999). Dans ce modèle, le rôle 
de l’amygdale dans le traitement visuel consisterait à moduler et coordonner (à travers 
ses connexions) l’activité des réseaux corticaux impliqués dans l’évaluation des stimuli 
émotionnels saillants ou biologiquement pertinents. 
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Figure 16. Illustration des modèles multi-vagues de Pessoa et Adolphs. 
(a) Schéma représentant le modèle séquentiel classique du traitement de l’information le long de la voie ventrale 
(joignant CGL-V1-V2-V4-TEO-TE) où l’amygdale est le point culminant et ùu son activité dépend des signaux en 
provenance des régions visuelles. Selon l’hypothèse standard, une voie sous-corticale impliquant le colliculus 
supérieur et le pulvinar permet également un accès direct et automatique à l’amygdale. (b) Schéma représentant le 
modèle alternatif de Pessoa et Adolphs (2010) supposant l’existence de multiples voies, comprenant à la fois des voies 
alternatives (par exemple du CGL à MT) et des raccourcis (par exemple de V2 à TEO). Le flux de traitement de 
l’information visuelle correspondrait à de vagues d’activations multiples. Abréviations : LGN : corps genouillé latéral, 
SC : colliculus supérieur, V : aires visuelles, MT : aire temporale moyenne, TE : aire inféro-temporale antérieure, TEO : 
aire inféro-temporale postérieure, OFC : cortex orbito-frontal, VLPFC : cortex préfrontal ventro-latéral, FEF : aire 
frontale oculaire. Figure tirée de Pessoa et Adolphs (2010). 
 
6. 3. 3. Modèle de prédictions affectives 
 
Dans une perspective plus incarnée, Barrett et Bar (2009) ont proposé un modèle 
« prédictif » de la reconnaissance visuelle dans lequel l’état affectif de la personne peut 
avoir une influence de type ‘top-down’ sur la perception visuelle. L’hypothèse de base de 
cette conception est que, lorsque le cerveau reçoit des informations sensorielles du 
monde extérieur, il génère une prédiction sur celles-ci à partir de ce qu’il connait du 
passé afin d’aider à leur reconnaissance. Selon ces auteurs, la pertinence et la saillance 
d’une stimulation ne seraient pas évaluées après l’identification de cette stimulation 
mais feraient partie intégrante de la perception de la stimulation visuelle. Sur la base de 
différentes données expérimentales, Barrett & Bar (2009) ont suggéré que deux réseaux 
au sein du Cortex préfrontal orbitaire (CPFo) permettraient l'émergence de prédictions 
affectives modulant la perception visuelle (voir Barbas & Pandya, 1989; Carmichael & 
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Price, 1996; Ongur et al., 2003; Ongur & Price, 2000). Les régions médianes du CPFo 
participeraient à la phase initiale de cette prédiction - résumable par la question 
suivante "What is the relevance of this class of objects for me?" -, tandis que les régions 
latérales du CPFo assuraient une prédiction affective secondaire liée au contexte, - 
assimilable à la question "What is the relevance of this particular object in this particular 
context for me at this particular moment in time?" - (Figure 17). 
 
Le premier réseau impliquant les régions médianes du CPFo permettrait 
d’initier des modifications corporelles internes nécessaires pour guider l’action de 
l’individu sur la stimulation, sur la base d’un traitement grossier de la stimulation et 
avant même que celle-ci soit consciemment perçue. Différents arguments 
expérimentaux appuient cette hypothèse. Les régions médianes du CPFo possèdent ainsi 
de nombreuses connexions réciproques avec les aires pariétales postérieures (e.g., MT 
et MST) au sein de la voie dorsale (Barbas, 1988, 1995; Carmichael & Price, 1995; 
Cavada et al., 2000; Kondo et al., 2003) qui traite les informations visuelles en BFS et qui 
est central dans la localisation spatiale et le guidage visuel des actions (Goodale & 
Milner, 1992; Ungerleider & Mishkin, 1982). Par des connexions du type 
magnocellulaire, les régions médianes du CPFo reçoivent des informations en BFS de la 
voie dorsale (Kveraga, Boshyan et al., 2007; Kveraga, Ghuman et al., 2007) utiles pour 
créer une représentation basique mais rapide de la stimulation (Bar, 2003, 2007). 
Parallèlement, les régions médianes du CPFo interviendraient dans le contrôle des 
réponses végétatives, endocriniennes et comportementales à un stimulus visuel (Barbas 
& De Olmos, 1990; Barbas, Saha et al., 2003; Carmichael & Price, 1995, 1996; Ghashghaei 
& Barbas, 2002; Ongur, An, & Price, 1998; Rempel-Clower & Barbas, 1998). Selon Barrett 
et Bar (2009), une représentation des modifications végétatives et endocrines serait 
stockée au sein du CPFo et serait relayée vers la voie dorsale. Par cette relation 
réciproque entre les régions médianes du CPFo et les aires pariétales postérieures, les 
réponses physiologiques et comportementales d'un individu seraient coordonnées avec 
l'information de la localisation spatiale du stimulus. L'état interne du corps serait ainsi 
un élément du cadre contextuel qui facilite la reconnaissance des objets (Bar, 2004). 
 
Les régions latérales du CPFo, quant à elles, sont composées de nombreux 
neurones multimodaux qui répondent à une large variété d'informations sensorielles 
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différentes (Kringelbach & Rolls, 2004). Par de nombreuses connexions réciproques de 
type parvocellulaire, elles reçoivent notamment des informations visuelles fines en HFS 
des aires temporales inférieures (e.g.,TEO, TE) de la voie visuelle ventrale (Barbas, 1988, 
1995; Carmichael & Price, 1995; Cavada et al., 2000; Kondo et al., 2003). Les régions 
latérales du CPFo reçoivent, par ailleurs, des informations sensorielles internes relatives 
aux changements corporels résultants notamment des prédictions affectives basiques 
générées par les portions médianes du CPFo, via l’insula et dans une moindre mesure le 
cortex préfrontal ventro-médian. Ces informations sont essentielles dans l’émergence de 
l'expérience subjective consciente de l'émotion ou, en d’autres termes, du sentiment 
émotionnel (Craig, 2002, 2009a, 2010; Critchley, 2009; Medford & Critchley, 2010). 
L’intégration de l’ensemble des informations externes et internes au sein des régions 
latérales du CPFo, permettrait d’établir une représentation multimodale détaillée de la 
stimulation et sa pertinence dans le contexte en cours. Cette représentation 
influencerait en retour le traitement au sein de la voie visuelle ventrale. 
 
 
Figure 17. Subdisisions médiane et latérale du cortex préfrontal orbitaire. 
Vue inférieure (a) et médiane (b) du cortex préfrontal. Le réseau médian du cortex préfrontal orbitaire (CPFom ; en 
bleu) entretient de nombreuses connexions réciproques avec les régions limbiques (e.g., amygdale, striatum ventral) 
ainsi que l’hypothalamus, le mésencéphale, le tronc cérébral impliqués dans la régulation de l’état interne de 
l’organisme. Le CPFo dispose également de quelques connexions directes avec les cortex sensoriels. Le réseau latéral 
du CPFo (CPFol ; en violet) entretient, quant à lui, de nombreuses connexions avec les aires sensorielles et l’amygdale. 
Il dispose également de quelques projections directes vers les centres de contrôle végétatif et endocrinien de 
l’hypothalamus, du mésencéphale, et du tronc cérébral. Le CPFo a aussi une influence indirecte sur les centres 
végétatifs via ses projections vers l’amygdale. Figure tirée de Barrett et Bar (2009). 
 
Selon une considération temporelle des traitements cérébraux, il est fort 
probable que l’activité de ces deux réseaux soit décalée. En effet, grâce à une vitesse de 
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conduction plus importante des voies magnocellulaires, l’information visuelle arriverait 
plus rapidement aux régions médianes du CPFo qu’aux régions latérales (i.e., chez 
l'Homme, au sein de V1, les neurones M déchargent entre 25 et 40 ms plus tôt que les 
neurones P, Laycock et al., 2007). Ce décalage temporel corroborerait la dépendance des 
traitements effectués par les régions latérales à celui effectués par les régions médianes. 
Comparativement aux modèles précédemment présentés, ce modèle présente l’intérêt 
d’attribuer un rôle fonctionnel de la voie dorsale dans les processus émotionnels au 
même titre que la voie ventrale. En revanche, le rôle de l’amygdale y est peu considéré 
lors des prédictions affectives, bien que cette structure soit impliquée de manière 
robuste dans les phénomènes émotionnels. 
 
De manière générale, comme nous venons de le voir, un grand débat est engagé sur 
les mécanismes par lesquels le cerveau colore émotionnellement l’information visuelle. 
Alors qu’une conception plutôt classique propose une voie sous-corticale dédiée au 
traitement de l’information affective, les conceptions les plus récentes soulèvent l’idée, avec 
arguments à l’appui, que cette coloration émotionnelle prendrait place au sein des voies 
corticales du traitement visuel. Bien qu’il soit difficile de trancher sur ce débat, il est 
possible de constater l’importance de l’information en BFS dans l’ensemble de ces 
approches ; cette information semble toujours à l’origine de l’explication temporelle de 
l’efficience du traitement émotionnel. 
 
7.  Emotions, fréquences spatiales et flexibilité 
 
Tout au long de cette partie introductive, nous avons vu qu’un nombre 
considérable d’études sur le traitement visuel chez l’Homme et l’animal suggère que les 
fréquences spatiales sont cruciales dans la perception visuelle. En effet, des théories 
influentes de la reconnaissance visuelle postulent que, par défaut, l’analyse visuelle 
commencerait par une extraction en parallèle des différentes caractéristiques visuelles à 
différentes fréquences spatiales selon une séquence ‘Coarse-to-Fine’. Certains des 
modèles de l’émotion présentés précédemment suggèrent que le traitement émotionnel 
des stimuli visuels suivrait une même séquence. Toutefois, nous avons pu découvrir que 
le système visuel tolérait une certaine flexibilité dans cette dynamique sous l’influence 
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de certaines contraintes, notamment celles de la tâche. Le simple fait que les évaluations 
cognitives puissent également moduler le traitement émotionnel des stimuli visuels 
laisse suggérer une possible flexibilité dans la séquence et l’utilisation de l’information 
de fréquence spatiale dans le traitement émotionnel des stimuli visuels selon les 
demandes de la tâche. Au regard de ces différentes faits expérimentaux, un champ de 
recherche relativement nouveau vise à comprendre les interactions qui peuvent exister 
entre la valeur émotionnelle d’un stimulus visuel et son contenu fréquentiel. Nous 
proposons ainsi de clôturer cette revue de littérature en présentant différentes études 
qui, d’un côté, défendent l’idée selon laquelle l’information en BFS serait le support des 
traitements émotionnels les plus précoces et de l’autre, avancent que la flexibilité du 
traitement visuel pourrait être cruciale lors d’évaluations cognitives des scènes 
émotionnelles. 
 
7. 1.   L’information en BFS comme support du traitement émotionnel 
 
En appui des modèles émotionnels que nous avons développés, proposant un rôle 
primordial de l’information en BFS dans l’efficience du traitement émotionnel, de 
récentes études aux approches diverses : comportementales, neurophysiologiques, 
d’imagerie (Alorda et al., 2007; Bocanegra & Zeelenberg, 2009, 2011b; Carretie et al., 
2007; Holmes et al., 2005a; Holmes et al., 2005b; Maratos et al., 2009; Mermillod et al., 
2011; Vuilleumier et al., 2003) et computationnelles (Mermillod et al., 2010; Mermillod 
et al., 2009) suggèrent que le traitement émotionnel des stimuli visuels serait effectué 
sur la base d’une information en BFS. Bien que grossière par rapport à l’information en 
HFS plus détaillée, l’information en BFS présenterait l’avantage d’être traitée 
rapidement. Par exemple, dans une étude en IRMf, Vuilleumier et al. (2003) montrent 
ainsi que des visages apeurés induisent une activité plus importante de l’amygdale que 
des visages non-expressifs lorsque ces stimuli sont filtrés en BFS ou intacts (contenant à 
la fois les BFS et les HFS) mais pas lorsqu’ils sont filtrés en HFS. Selon une étude en MEG 
(Maratos et al., 2009), cette activité différentielle de l’amygdale en réponse à des visages 
effrayés versus neutres filtrés en BFS, semble apparaître dans une fenêtre temporelle 
précoce. Celle-ci s’étendant de 50 à 250 ms après la présentation des visages et 
s’accompagne d’une modulation de réponses dans les régions visuelles et frontales. Pris 
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ensemble, ces résultats suggèrent que l’amygdale est rapidement et particulièrement 
sensible à l’information en BFS et qu’au regard de son rôle dans le traitement 
émotionnel, elle pourrait, sur la base de cette information, moduler le traitement visuel. 
 
A l’appui de cette supposition, d’autres études en potentiels évoqués (PE) (Alorda 
et al., 2007; Carretie et al., 2007; Nakashima et al., 2008; Pourtois et al., 2005a; Vlamings 
et al., 2009) s’accordent à penser qu’une modulation de la perception visuelle par le 
contenu affectif des stimuli s’effectuerait également de manière précoce à partir de 
l’extraction des informations en BFS, transmises rapidement par des voies 
magnocellulaires. Par exemple, Pourtois et al. (2005a) mettent en évidence une 
augmentation d’amplitude d’une composante évoquée précoce du traitement visuel, la 
composante P1 (130 ms après l’apparition du stimulus), lors de la présentation de 
visages de peur comparativement à des visages neutres, quand ces visages sont 
présentés filtrés en BFS ou intactes. Aucun effet des visages émotionnels n’est, en 
revanche, observé lorsqu’ils sont filtrés en HFS. Des résultats analogues sont observés 
dans des études utilisant des images de scènes naturelles émotionnelles et neutres 
issues de l’IAPS (Alorda et al., 2007; Carretie et al., 2007). Ces études montrent alors une 
plus grande amplitude de composantes évoquées précoces (entre 100 et 135 ms après la 
présentation des stimuli) pour des scènes déplaisantes filtrées en BFS (et non-filtrées) 
par rapport à des scènes neutres présentées dans la même gamme de fréquence 
spatiale. Ces résultats suggèrent à nouveau que l’augmentation du traitement perceptuel 
lié à la dimension émotionnelle des stimuli serait principalement basée sur l’information 
en BFS (contenus dans les stimuli filtrés en BFS ou non-filtrés).  
Au même titre, des données computationnelles (Mermillod et al., 2010; 
Mermillod et al., 2009) montrent que les composantes en BFS semblent fournir une 
meilleure source d’informations que celles en HFS pour la catégorisation des visages 
apeurés. 
 
D’autres preuves comportementales plus indirectes semblent aller en ce sens 
(Bocanegra & Zeelenberg, 2009, 2011b; Holmes et al., 2005a). Par exemple, Holmes, 
Green et al (2005a) montrent que la présentation de visages apeurés en BFS flashés 
brièvement (de 50 à 105 ms) augmente les performances dans une tâche successive de 
détection d’orientation, comparativement à la présentation de visages émotionnels 
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filtrés en HFS ou encore de visages neutres filtrés en BFS ou en HFS. De manière un peu 
différente mais dans une logique analogue, Bocanegra et Zeelenberg (2009) démontrent, 
avec des visages non-filtrés, que la présentation brève d’expressions effrayées par 
rapport à des expressions neutres améliore le jugement à venir d’orientation de stimuli 
présentés en BFS. 
 
7. 2.   Flexibilité de l’utilisation de l’information dans le traitement 
émotionnel visuel 
 
Bien que les études que nous avons développées dans le point précédent 
semblent converger vers l’idée que l’information en BFS est bien plus essentielle pour le 
traitement émotionnel que l’information en HFS, il apparaît que l’information en HFS 
peut devenir particulièrement pertinente sous certaines conditions de traitement 
émotionnel. Quelques rares études démontrent ainsi une prévalence de l’information en 
HFS sur celle en BFS (Deruelle & Fagot, 2005; Goren & Wilson, 2006; Schyns & Oliva, 
1999; White & Li, 2006). 
Dans un paradigme générationnel utilisant des images hybrides présentées 
brièvement (1100 ms pour le groupe d’adultes ; 400 ms pour les deux groupes 
d’enfants : 5-6 ans ; 7-8 ans) et contenant deux visages d’expressions opposées (souriant 
vs grimaçant), l’un filtré en BFS, l’autre en HFS, Deruelle et Fagot (2005) mettent ainsi en 
exergue un biais de traitement en faveur des HFS lors de la catégorisation émotionnelle 
des expressions faciales. A l’inverse, il apparaît que l’information en BFS serait plus 
pertinente dans une tâche d’estimation du genre du visage. Toutefois, les résultats 
concernant la catégorisation émotionnelle seraient à nuancer dans cette étude car 
lorsque les groupes d’âges sont dissociés, il apparaît clairement que les adultes réalisent 
leur jugement émotionnel à part équivalente entre les composantes en BFS et en HFS 
des images hybrides (Figure 18). Bien qu’un traitement en faveur des HFS puisse ici 
dépendre soit d’un effet de l’âge (groupe de 6-7 ans et 7-8 ans vs. groupes d’adultes) soit 
d’un biais méthodologique lié au temps de présentation des stimuli (400 ms pour les 
deux groupes d’enfants vs. 100 ms pour le groupe d’adultes), cette étude soulève l’idée 
qu’un traitement émotionnel puisse être dépendant de l’information en HFS. 
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Figure 18. Nombre de choix de la composante hybride en BFS pour une catégorisation émotionnelle et une 
catégorisation du genre en fonction de l’âge. 
Figure tirée de Deruelle et al. (2005). 
 
Une précédente étude audacieuse de Schyns et Oliva (1999) menée 
exclusivement chez l’adulte et dont Deruelle et Fagot (2005) se sont d’ailleurs 
grandement inspirés, a apporté des preuves solides d’un biais en faveur des HFS sous 
certaines conditions de traitement émotionnel. En effet, les auteurs ont ainsi montré une 
prévalence de l’information en HFS lors d’une tâche d’évaluation du niveau 
d’expressivité émotionnelle de visages hybrides (tâche EXNEX ; expressif vs. non-
expressif) présentés brièvement (50 ms). A l’inverse, la composante en BFS semblait 
préférée lors de jugement de l’expression faciale des stimuli hybrides (tâche CATEX ; 
joie vs. colère vs. neutre) (Figure 19). Aucun biais vers une bande de fréquence spatiale 
particulière n’a été, en revanche, observé lors d’une tâche de catégorisation du genre. 
Selon les auteurs, cette flexibilité dans l’utilisation des fréquences spatiales dépendrait 
des exigences de la tâche. Le jugement de l’expressivité d’un visage dans la tâche 
« EXNEX » nécessiterait un traitement d’éléments locaux compris dans les HFS. Alors 
que dans la tâche « CATEX » de catégorisation de l’émotion, la décision requerrait le 
traitement du visage dans sa globalité, nécessitant ainsi une information plutôt de BFS. 
Ces résultats ont ainsi permis aux auteurs de conclure que la contrainte d’une 
catégorisation particulière modifie les échelles de fréquences spatiales 
préférentiellement utilisées pour une reconnaissance efficiente et que sous certaines 
conditions, l’information en HFS peut être à la fois utile et diagnostique dans le cadre du 
traitement de l’information émotionnelle. 
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Figure 19. Biais fréquentiel lors des trois catégorisations (GENDER : catégorisation de genre ; EXNEX : 
catégorisation du niveau d’expression ; CATEX : catégorisation de l’expression faciale). 
La figure illustre le fait que différents biais ont été obtenus selon le type de catégorisation effectué sur les images 
hybrides. 
 
Une autre approche, plus anatomique, laisse penser que des structures clés du 
traitement émotionnel telles que l’amygdale, supposées plutôt sensibles à l’information 
en BFS et relativement « aveugles » (pour reprendre l'expression utilisée par Pessoa & 
Adolphs, 2010) à l’information en HFS seraient malgré tout influencées par des 
traitements dépendant de l’information en HFS. En effet, l’amygdale reçoit des 
projections majeures du cortex inféro-temporal antérieur qui véhiculent principalement 
des informations hautement spécifiques sur les objets (Amaral et al., 1992). Elle semble 
aussi recevoir des afférences de régions corticales effectuant des traitements détaillés et 
ce, de quasiment toutes les modalités sensorielles (Amaral et al., 1992). Soit autant 
d’arguments qui supposent une sensibilité de cette structure à une information précise, 
bien loin d’un traitement grossier tel que celui issu de l’information en BFS. Ainsi, en 
accord avec cette hypothèse, des études neurophysiologiques ont montré (1) que 
l’amygdale du singe contient des neurones sensibles à l’identité des visages (Gothard et 
al., 2007; Rolls, 2005) et (2) que l’amygdale humaine montre des réponses spécifiques à 
différentes catégories de stimuli (e.g., visages vs scènes naturelles : Kreiman et al., 2000; 
Mormann et al., 2008). Soit autant de propriétés qui nécessitent un traitement fin et 
détaillé potentiellement basé sur l’information en HFS comme le suggèrent Pessoa et 
Adolphs (2010). 
 
89 
 
Pris ensemble, ces résultats soulèvent deux considérations importantes concernant 
les interactions entre émotion et fréquences spatiales. La première témoigne d’un rôle 
crucial de l’information en BFS dans le traitement ‘bottom-up’ des stimuli affectifs et ce, en 
accord avec les modèles les plus récents du traitement émotionnel qui prennent en 
considération les propriétés physiologiques du traitement visuel. La seconde met en 
évidence des arguments en faveur de modulations ‘top-down’ liées à la tâche proposée, 
venant conditionner le traitement fréquentiel de l’information visuelle en faveur de 
l’information la plus « diagnostique » pour la tâche. Toutefois, le nombre d’arguments et la 
consistance de ces derniers en faveur d’une flexibilité du traitement visuel émotionnel 
restent relativement faibles. Ceci est d’autant plus vrai que, le corpus restreint de 
recherches s’est principalement centré sur la seule étude des expressions faciales, ce qui 
limitant ainsi la généralisation de ces résultats à l’ensemble des stimuli émotionnels. 
Comme le font remarquer De Cesarei et Codispoti (2011), peu d’études se sont jusqu’alors 
posées la question de savoir si une gamme de fréquences spatiales spécifique est utile à la 
discrimination du contenu émotionnel des scènes naturelles. Pourtant, la richesse et la 
grande variété d’organisation et de complexité de ces stimuli, par rapport aux visages, 
semblent pouvoir justifier la dissociation entre ces deux ensembles de stimuli. 
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Chapitre III.  Synthèse théorique et 
Objectifs expérimentaux 
 
1.  Synthèse théorique 
 
Au cours de cette partie théorique, nous avons constaté que l’information en 
fréquences spatiales semble jouer un rôle essentiel dans le traitement visuel. Selon 
différentes conceptions théoriques (modèle double voie, modèle ‘Coarse-to-Fine’ et 
modèles fréquentiels), l’information en BFS serait véhiculée rapidement par les voie 
magnocellulaires et diffusée largement au sein du cerveau au niveau cortical et sous-
cortical. Elle aurait à la fois un rôle crucial (1) dans la perception rapide mais grossière 
des stimuli et (2) dans la mise en place des comportements d’action. L’information en 
HFS serait véhiculée plus lentement par les voies parvocellulaires ; elle serait aussi 
largement diffusée au niveau cortical. Elle aurait un rôle essentiel dans l’identification et 
la perception fine des stimuli. 
 
De plus, nous avons constaté que le traitement des informations en BFS et HFS est 
en étroite interaction. Dans des conditions classiques de perception, le traitement visuel 
serait régit par une séquence d’analyse ‘Coarse-to-Fine’ débutant par l’extraction rapide 
de l’information grossière en BFS, complétée plus tardivement par l’analyse de 
l’information fine en HFS. Toutefois, certains arguments expérimentaux laissent 
suggérer que l’utilisation de l’information fréquentielle pourrait être flexible en fonction 
des demandes de la tâche. 
 
Nous avons également constaté, dans ce développement théorique, que les 
stimuli émotionnels jouissent d’un statut particulier au sein du cerveau humain. Lors de 
leur perception, ils semblent avoir une influence automatique et précoce sur l’activité de 
l’amygdale et des régions visuelles. La mise en évidence (1) d’une activation très précoce 
de l’amygdale précédant celle des aires visuelles, et (2) l’existence de connexions entre 
l’amygdale et les régions visuelles postérieures a amené certains auteurs à supposer que 
l’amygdale serait susceptible d’influencer de façon descendante le traitement des stimuli 
émotionnels réalisé par les régions visuelles postérieures. Un mécanisme alors proposé 
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pour une telle efficience du traitement visuel est que l’amygdale traite rapidement une 
information grossière en BFS. Bien que la plupart des conceptions s’accordent sur le rôle 
de l’information en BFS sur l’activité de l’amygdale et dans le traitement rapide de 
l’information émotionnelle, elles divergent cependant sur les voies cérébrales qui 
permettraient ce traitement. Une conception classique défend l’idée de l’existence d’une 
voie sous-corticale émotionnelle traitant rapidement l’information émotionnelle en BFS 
de manière relativement indépendante des régions corticales. D’autres conceptions plus 
récentes défendent plutôt l’idée que la structure projective des voies visuelles suffirait 
au traitement rapide de l’information émotionnelle en BFS.  
 
Par ailleurs, cette partie théorique nous a amené à souligner que le traitement 
implicite de perception n’est qu’une étape dans le traitement de l’information 
émotionnelle. En effet, nous sommes couramment amenés à évaluer notre propre 
ressenti émotionnel et à décider d’une action face aux événements. Dans cette 
perspective, peu d’études se sont intéressées à comprendre dans quelle mesure ces deux 
mécanismes évaluatifs impliquent des réseaux neuronaux communs et spécifiques. 
 
2.  Objectifs expérimentaux 
 
Le travail présenté dans cette thèse a pour objectif général d’évaluer le rôle de 
l’information en fréquences spatiales dans les traitements émotionnels. Plus 
précisément, en nous basant sur les données existantes ayant montré un rôle crucial de 
l’information en BFS dans le traitement implicite des visages émotionnels, l’objectif de 
la première partie de cette thèse était de déterminer au niveau comportemental et au 
niveau cérébral (en Imagerie par Résonance Magnétique fonctionnelle) si ce rôle crucial 
de l’information en BFS était retrouvé lors de la perception passive de scènes naturelles 
émotionnelles (Etudes 1 et 2). Cette première partie de la thèse avait également pour 
but d’opposer la conception de l’implication d’une voie sous-corticale à celle d’une voie 
corticale dans le traitement des scènes émotionnelles. 
 
L’objectif de la seconde partie de cette thèse (Etudes 1 et 3) était de 
déterminer au niveau comportemental et en IRMf en quoi le type d’évaluation cognitive 
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module le traitement émotionnel et visuel de l’information affective. Plus précisément, 
nous avons cherché à comprendre dans quelle mesure l’effet de l’évaluation du ressenti 
émotionnel (tâche d’évaluation émotionnelle) sur le traitement émotionnel et visuel, 
diffère ou non de celui d’une évaluation basée sur la tendance à l’action (tâche 
d’évaluation motivationnelle). Par ailleurs, dans cette seconde partie, nous souhaitions 
évaluer la flexibilité de l’information en fréquences spatiales selon les demandes de 
tâche. Au vu de l’implication des BFS dans les tâches spatiales et de jugement d’action, 
nous avons fait l’hypothèse que l’information grossière en BFS serait privilégiée par les 
réseaux neuronaux impliqués dans la tâche d’évaluation de tendance à l’action. 
Inversement, sur la base de la littérature, les réseaux neuronaux impliqués dans le 
jugement du ressenti émotionnel devraient privilégier l’information fine en HFS.  
 
Pour réaliser ces deux objectifs de recherche, nous avons préalablement créé une 
base de données de scènes naturelles. Ce travail fait l’objet du chapitre suivant. 
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Chapitre IV.  Réalisation d’une base de 
données de scènes 
émotionnelles 
 
1.  1. Réalisation d’une base de données de scènes 
émotionnelles 
 
1. 1.   Introduction 
 
Etudier les phénomènes émotionnels implique nécessairement de disposer d’un 
matériel capable d’induire l’émotion, et dont les caractéristiques émotionnelles 
intrinsèques sont stables et bien définies. Un des réflexes communs dans le domaine de 
sciences affectives lorsque l’on souhaite s’intéresser à l’émotion sous l’angle de la 
modalité visuelle, est de se tourner vers le système international d’images affectives (ou 
‘International Affective Picture Système’ en anglais, ‘IAPS’), une base de données 
d’induction émotionnelle de grande qualité, pré-testée de manière robuste(Lang et al., 
2005). Toutefois, dans le cadre de ce travail de thèse, nous avons fait le choix de ne pas 
directement travailler à partir de cette base de données. Ce choix a été motivé par 
plusieurs exigences auxquelles la base de données de l’IAPS ne répondait que très 
partiellement et pour lesquelles, au final, le nombre de photographies disponibles était 
trop peu conséquent pour mener les études envisagées. Ces mêmes exigences nous ont 
donc poussées à entreprendre la réalisation d’une nouvelle base de données répondant 
aux 3 caractéristiques qui suivent : 
 
(1) nous souhaitions disposer d’un ensemble de scènes naturelles dont le point 
de vue plaçait au maximum l’observateur en tant qu’acteur de la scène et non en 
tant que spectateur. Nous avons fait ce choix afin de maximiser l'implication 
directe du participant dans la scène, dans la perspective de travailler sur des 
jugements basés sur son ressenti émotionnel et sa tendance à l'action. Sur ce 
point, une grande partie des images de l’IAPS positionnent le participant en tant 
que spectateur de la situation plutôt qu’en tant qu’acteur. 
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(2) nous souhaitions disposer d’un ensemble de scènes naturelles conséquent 
pour les trois types de valence émotionnelle (déplaisant, plaisant et neutre) et 
dont le contenu sémantique serait à la fois varié mais aussi le plus équivalent 
possible à travers les valences. Sur ce point, les images disponibles dans l’IAPS 
sont relativement peu équilibrées. Ce constat était d’autant plus problématique 
pour les scènes neutres qui, pour une grande part, sont composées d’objets 
manufacturés n’ayant que peu d’équivalent sémantiques à travers les images 
déplaisantes et plaisantes. 
 
(3) pour finir, nous souhaitions disposer d’un ensemble de scènes naturelles au 
niveau de complexité relativement similaire à travers les valences émotionnelles. 
En effet, différentes études ont démontré que le niveau de complexité des stimuli 
visuels génère des différences de traitement au sein du système visuel (Bradley et 
al., 2007). Compte tenu des objectifs de la thèse, nous ne souhaitions pas que ces 
effets soient confondus à ceux de la valence émotionnelle.  
 
Dans un projet de cette nature, des choix doivent nécessairement être faits en ce 
qui concerne les jugements émotionnels utilisés pour la sélection des images. A cet effet, 
nous nous sommes principalement appuyés sur les considérations théoriques soulevées 
par Lang et al. (1999)lors de la réalisation de l’IAPS, et partagées également par Dan-
Glauser et Scherer (2011) lors de leur conception récente d’une nouvelle base de 
données, la GAPED (‘Geneva Affective Picture Database’ en anglais). Nous avons ainsi 
adopté, dans un premier temps, une vue dimensionnelle relativement simple qui 
suppose que l’émotion peut être définie sur la base d'un certain nombre de dimensions 
stratégiques. Cette approche se fonde sur le travail de différents auteurs (Osgood, 1969; 
Osgood et al., 1975; Russell, 1978; Russell & Mehrabian, 1977) dont l’analyse menée sur 
un grand nombre de jugements verbaux a amené à la conclusion que la variance dans les 
évaluations émotionnelles peut être majoritairement expliquée par deux dimensions : la 
valence affective, s’étalant sur un continuum allant de l’agrément au désagrément ; et 
l’activation (‘arousal’)/intensité émotionnelle variant sur un continuum allant de 
calme à excité/de peu à très intense. En lien avec les objectif de ce travail de thèse, nous 
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avons réalisé un troisième jugement qui consistait à évaluer les scènes sur une 
composante de tendance à l’action. 
 
1. 2.   Méthodes 
 
1. 2. 1. Base de données 
 
La base de données comprenait au total 1100 photographies de scènes naturelles 
calibrées pour une taille standard de 640 x 480 pixels, cadrées et centrées sur le sujet 
principal de la scène. Les textes et les commentaires ont été enlevés afin de garder 
uniquement l’aspect pictural de l’image. Les scènes impliquaient directement le 
participant. Elles ont été sélectionnées à partir de diverses sources : principalement 
d'Internet (sans droit d’auteur), d'une base d’images réalisées en interne et également 
de l’IAPS (en plus faible quantité). 
 
Cet ensemble d’images a été réparti selon quatre sous-ensembles pour chacune 
des trois valences émotionnelles (déplaisante, plaisante et neutre ; voir Tableau 1). 
Ainsi, les photographies présélectionnées comme (1) déplaisantes présentaient : des 
scènes d’animaux menaçants (Neg an), des scènes d’attaques humaines/scène sociales 
dangereuses (Neg atth/soc), des scènes d’environnements hostiles (Neg env), des scènes 
de mutilation (Neg mut). Les photographies présélectionnées comme (2) plaisantes 
comprenaient : des scènes d’animaux apaisants (Pos an), des scènes sociales 
sécurisantes (Pos soc), des scènes d’environnements idylliques (Pos env), et des scènes 
de situations appétitives (Pos app).  Et enfin, les photographies présélectionnées comme 
(3) neutres mettaient en scène : des animaux communs (Neu an), des situations sociales 
banales (Neu soc), des environnements naturels anodins (Neu env), et des d’objets 
courants (Neu obj). Des exemples d’images sont donnés dans les Figure 22, 23 et 24. 
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Tableau 1. Tableau récapitulatif du nombre de scènes par valence et catégorie. 
 
1. 2. 2. Participants 
 
Quatre-vingt-trois volontaires ont participé à l’évaluation de ces scènes à travers 
quatre versions de pré-tests. Tous les participants étaient droitiers, de culture et de 
langue française et avait une vue normale ou corrigée à la normale. Les volontaires 
présentant des troubles psychiatriques ou neurologiques ou sous médication 
susceptible de moduler les processus émotionnels n’ont pas été inclus. Pour chaque pré-
test, les 1100 photographies n’ont pas été systématiquement toutes évaluées étant 
donné que le contenu de la base de données a été enrichi au fur et à mesure des pré-
tests. Ainsi, une même image a été évaluée au minimum par 15 participants (pour les 
dernières images ajoutées à la base de données) et au maximum par les 83 participants. 
 
1. 2. 3. Protocole et mesures 
 
Dans l’ensemble des pré-tests menés, les scènes étaient affichées sur un fond noir 
en utilisant le logiciel de présentation E-prime (E-prime Psychology Software Tolls, Inc. 
Pittsburgh, USA) et un écran de 19 pouces d’une résolution de 1024 x 768 pixels distant 
de 85 cm des participants. Les scènes déplaisantes, plaisantes et neutres étaient 
présentées de manière pseudo-aléatoire. Chaque essai débutait par l’affichage d’une 
croix de fixation pendant une durée d’une seconde suivie de la présentation de l’image 
pendant une seconde. Les participants devaient ensuite réaliser trois évaluations sur 
une échelle continue à l’aide d’un joystick : une évaluation basée sur la valence 
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émotionnelle suivie d’une évaluation basée sur l'intensité émotionnelle et enfin, une 
évaluation basée sur la tendance à l’action. 
D’un point de vue pratique, concernant les échelles de valence et d’intensité 
émotionnelle, les participants devaient retranscrire leurs jugements en positionnant un 
curseur le long d’une ligne continue, à l’aide d’un joystick (Figure 20). Pour la valence 
émotionnelle, les participants devaient exprimer spontanément si la situation était 
d’avantage agréable ou désagréable à regarder sur une échelle continue allant de 
« déplaisant » (valeur -10) à « plaisant » (valeur 10), en positionnant le curseur 
(positionné par défaut au centre de l'échelle à la valeur 0) sur le niveau correspondant à 
leur agrément (Figure 20 a). Pour l’intensité émotionnelle, les participants 
devaient exprimer spontanément l'intensité de leur ressenti émotionnel face à la 
situation sur une échelle continue allant d'une valeur d'intensité minimale « 0 » (valeur 
0) à une valeur d'intensité maximale « Max » (valeur 10), en positionnant le curseur (par 
défaut sur la valeur « 0 ») sur le niveau correspondant à l'intensité de leur ressenti 
(Figure 20 b). Pour l’évaluation de tendance à l’action, l’échelle était relativement 
différente. Elle ne faisait pas intervenir de labels mais une simulation de mouvement 
était réalisée. Ainsi, en poussant le joystick, les participants faisaient grossir l’image 
comme s’ils s’en approchaient (l’approche maximale correspondant à une valeur 
maximale de 10) et, en tirant le joystick, ils la faisaient réduire en taille comme s’ils s’en 
éloignaient (le recul maximal correspondant à une valeur de -10) (Figure 20 c). Les 
participants devaient exprimer spontanément si face à cette situation ils préféraient 
d’avantage avancer ou reculer. 
Afin d’éviter un biais de surévaluation affective des scènes non-émotionnelles, il 
était précisé aux participants que, dans la mesure où leur réponse correspondait à ce 
qu’ils ressentaient, il était possible qu’ils puissent juger des images comme neutres (ni 
agréables, ni désagréables), sans grande intensité, et pour lesquelles ils n’auraient ni 
envie d’approcher, ni envie de reculer. Pour chaque image évaluée par les participants, 
une valeur moyenne de jugement et son écart-type étaient obtenus sur les trois 
dimensions émotionnelles. L’utilisation d’échelles continues pour les jugements avait 
pour but de discriminer le plus finement possible les scènes naturelles sur ces trois 
dimensions. 
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Figure 20. Echelles continues utilisées pour les évaluations des scènes naturelles : a. Echelle d’agrément, b. 
Echelle d’intensité émotionnelle et c. Echelle de tendance à l’action. 
 
1. 3.   Résultats 
 
1. 3. 1. Analyses descriptives 
 
Les Figures qui suivent (21, 22, 23 et 24) donnent une vue d’ensemble de la 
répartition des images et de leurs mesures dans un espace à 3-dimensions ayant pour 
axes les évaluations réalisées (X = valence ; Y = intensité ; Z = tendance à l’action). La 
Figure 21 a résume l’ensemble des mesures des 1100 images sans différenciation de 
catégories. On y distingue principalement que les scènes à valeurs extrêmes sur l’échelle 
de valence présentent également des valeurs extrêmes aussi bien sur l’échelle de 
tendance à l’action que sur l’échelle d’intensité. Ainsi, les scènes fortement désagréables 
(les plus proches de -10) sont associées aux valeurs de recul les plus importantes (celles 
les plus proches de -10 également) et aux valeurs d’intensité les plus élevées (celles les 
plus proches de 10). Les scènes fortement agréables (les plus proches de 10) sont, quant 
à elles, associées aux valeurs d’approche les plus importantes (celles les plus proches de 
10) et également à des valeurs d’intensité élevées (celles les plus proches de 10). On 
peut également noter que les valeurs d’intensité suivent une baisse relativement linéaire 
avec la diminution du niveau de valence et de tendance à l’action. Enfin, à la limite où les 
scènes ne sont associées à aucune valence particulière (autour de 0), ni à aucune 
tendance à l’action particulière (proche de 0 également), les valeurs d’intensité 
présentent également des valeurs très faibles. Cette description est en accord avec la 
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distribution en U habituellement observée pour les mesures de valence et d’intensité 
émotionnelle (Lang et al., 1993; Russell & Carroll, 1999). A la vue des graphiques, il 
semble également qu’une relation similaire existe entre la tendance à l’action et 
l’intensité émotionnelle. 
Une analyse de corrélation permet de confirmer un fort lien entre l’évaluation de 
la valence et de la tendance à l’action (r = 0,96, p < 0,01), ainsi que de liens plus 
modestes entre la valence et l’intensité émotionnelle (r = 0,76, p < 0,01) et entre la 
tendance à l’action et l’intensité émotionnelle (r = 0,72, p < 0,01). Ce qui nous permet de 
confirmer nos observations selon lesquelles, dans l’ensemble, les scènes aux valences les 
plus extrêmes sont également celles aux tendances à l’action les plus extrêmes et à 
l’intensité émotionnelle la plus élevée. A l'inverse, les scènes aux valences les moins 
émotionnelles ou appelées scènes neutres (valeurs proches de 0) sont également celles 
ne présentant pas ou présentant de faibles tendances à l’action et une faible intensité 
émotionnelle. Cette répartition des mesures semble ainsi optimale pour sélectionner des 
scènes naturelles de trois valences distinctes (déplaisante, plaisante et neutre) Notons 
que la corrélation très élevée entre les évaluations de valence et de tendance à l’action 
ne sont pas surprenantes au regard de l’organisation du système motivationnel humain 
au sein duquel les situations déplaisantes aboutissent principalement à des 
comportements de recul et d’évitement à l’opposé des situations plaisantes qui 
engendrent principalement des comportements d’approche. Seuls quelques types de 
stimuli semblent déroger à cette règle. C’est le cas des stimuli générant une émotion de 
colère avec une valence négative et une tendance à l’action d’approche (Harmon-Jones & 
Allen, 1998). Un tel cas de figure n’a pas été observé pour les scènes sélectionnées dans 
cette base de données. 
 
Les Figures 21 b, 21 c et 21 d illustrent la répartition des mesures sur les trois 
échelles pour les groupes de valence prédéfinis par nos soins comme déplaisant (21 d), 
plaisant (21 b) et neutre (21 c). D’un simple point de vue descriptif, les pointillés rouges 
nous aident à constater qu’un recoupement conséquent existe sur la dimension de 
valence entre la gamme de scènes prédéfinies comme neutres et une partie des scènes 
définies comme déplaisantes et plaisantes au préalables de l'évaluation. Ce recoupement 
laisse suggérer : (1) qu’une partie des scènes prédéfinies comme plaisantes a été jugée 
comme plutôt neutre voir faiblement négative (avec des valeurs moyennes de valence 
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entre 0 et-2) ; au même titre (2) qu’une partie des scènes prédéfinies comme 
déplaisantes a été jugée comme faiblement négative ou non-émotionnelle, voir pour un 
petit ensemble faiblement positive. Concernant les autres dimensions dans cette zone de 
recoupement, il semble que les évaluations de tendance à l’action et d’intensité 
émotionnelle suivent une même logique. Ainsi, les scènes prédéfinies comme 
déplaisantes ou plaisantes qui ont été jugées comme quasi neutres sont aussi celles qui 
présentent une faible tendance à l’action et une faible intensité émotionnelle. Cette 
répartition graphique montre l’intérêt d’utiliser des échelles continues les plus 
discriminantes possible pour pré-tester les stimuli émotionnels. Elle montre également 
que, bien que les stimuli non-émotionnels soient d’un grand intérêt pour comprendre les 
phénomènes émotionnels en tant que condition contrôle, il est difficile d’obtenir un 
grand nombre de scènes aux contenus sémantiques similaires aux scènes émotionnelles 
et dont les évaluations sont nulles sur ces trois dimensions de valence, de tendance à 
l’action et d’intensité émotionnelle. 
 
Les Figures 22, 23, et 24 offrent un aperçu des valeurs de ces jugements obtenues dans 
les 4 sous-catégories sémantiques pour les images prédéfinies comme déplaisantes 
(figure 5), plaisantes (figures 3) et neutres (figure 4). De la même manière que pour la 
Figure 21, chaque image est définie par ses valeurs moyennes sur les trois dimensions 
testées. 
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ETA 
EV 
EI 
d 
c 
ETA 
EV 
EI 
Echelle de 
Tendance  
à l’Action (ETA) 
Echelle de Valence (EV) 
Echelle  
d’Intensité  
(EI) 
a 
b 
ETA 
EV 
EI 
Valence 
Tendance  
à l’action 
Intensité 
Moy ET 
3,27 
- 5,16 2,98 
4,95 1,21 
- 4,12 
Valence 
Tendance  
à l’action 
Intensité 
Moy ET 
4,11 
4,47 
4,01 
1,57 
1,77 
1,15 
Valence 
Tendance  
à l’action 
Intensité 
Moy ET 
0,10 
0,21 
1,62 
1,77 
1,87 
1,05 
Figure 21. a. Représentation dans un espace à 3 dimension (X : valeurs de valence émotionnelle ; Y : valeurs 
d’intensités émotionnelles ; Z : valeurs de tendance à l’action) des 1100 scènes composants la base de données 
émotionnelle. b. Sous ensemble de stimuli à valence prédéfinie comme plaisante. c. Sous ensemble de stimuli à 
valence prédéfinie neutre d. Sous ensemble de stimuli à valence prédéfinie déplaisante. 
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ETA 
EV 
EI 
EV 
EI 
ETA 
EV 
EI 
ETA 
EV 
EI 
ETA 
EV 
EI 
ETA 
Valence 
Tendance  
à l’action 
Intensité 
Moy ET 
4,10 1,72 
4,05 1,85 
4,27 1,24 
Valence 
Tendance  
à l’action 
Intensité 
Moy ET 
4,40 1,40 
4,81 1,41 
3,78 1,06 
Valence 
Tendance  
à l’action 
Intensité 
Moy ET 
3,94 1,54 
4,30 1,86 
3,82 0,95 
Valence 
Tendance  
à l’action 
Intensité 
Moy ET 
4,14 1,47 
4,87 1,62 
3,92 1,13 
b.   
c.   
d.   
e.   
Figure 22. a. Représentation dans un espace à 3 dimension (X : valeurs de valence 
émotionnelle ; Y : valeurs d’intensités émotionnelles ; Z : valeurs de tendance à l’action) des 
445 scènes plaisantes. Représentation et illustration des sous-ensembles sémantiques de b. 
scènes d’animaux apaisants, c. scènes sociales sécurisantes, d. scènes de situations appétitives, 
et e. scènes d’environnements idylliques. 
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ETA 
EI 
EV 
EV 
EI 
ETA 
EV 
EI 
ETA 
EV 
EI 
ETA 
EV 
EI 
ETA 
Valence 
Tendance  
à l’action 
Intensité 
Moy ET 
-0,49 1,41 
0,26 1,20 
0,93 0,74 
Valence 
Tendance  
à l’action 
Intensité 
Moy ET 
0,24 1,73 
-0,68 2,11 
1,61 0,98 
Valence 
Tendance  
à l’action 
Intensité 
Moy ET 
-0,48 1,71 
-0,68 2,11 
1,54 0,81 
Valence 
Tendance  
à l’action 
Intensité 
Moy ET 
0,76 1,98 
0,16 2,15 
2,48 1,08 
a.   
b.   
c.   
d.   
e.   
Figure 23. a. Représentation  dans un espace à 3 dimensions (X : valeurs de valences 
émotionnelles; Y : valeurs d’intensités émotionnelles; Z : valeurs de tendance à l’action), des 266 
scènes neutres. Représentation et illustration des sous-ensembles sémantiques de b. scènes 
d’animaux communs, c. scènes sociales banales, d. scènes d’objets courants, et e. scènes 
d’environnements anodins. 
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ETA 
EV 
EI 
EV 
EI 
ETA 
EV 
EI 
ETA 
EV 
EI 
ETA 
EV 
EI 
ETA 
Valence 
Tendance  
à l’action 
Intensité 
Moy ET 
- 4,11 2,91 
- 5,82 2,34 
4,66 1,01 
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Tendance  
à l’action 
Intensité 
Moy ET 
- 2,21 2,97 
- 3,26 3,06 
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Intensité 
Moy ET 
- 7,50 1,16 
- 7,32 1,61 
6,47 0,97 
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à l’action 
Intensité 
Moy ET 
- 6,68 1,62 
- 7,14 1,56 
5,39 1,37 
a.   
b.   
c.   
d.   
e.   
Figure 24. a. Représentation  dans un espace à 3 dimensions (X : valeurs de valences 
émotionnelles; Y : valeurs d’intensités émotionnelles; Z : valeurs de tendance à l’action), des 389 
scènes déplaisantes. Représentation et illustration des sous-ensembles sémantiques de b. scènes 
d’animaux menaçants, c. scènes d’attaques humaines, d. scènes de mutilations, et e. scènes 
d’environnements hostiles. 
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1. 4.   Discussion : utilisation de la base de données et limites 
 
Le but final de cette base de données étant de fournir un large éventail de scènes 
naturelles aux caractéristiques émotionnelles variées sur les dimensions testées, nous 
n’avons exclue aucune des scènes qui la compose afin de pouvoir sélectionner les stimuli 
en fonction des questions de recherche soulevées. Dans le cadre de ce travail de thèse, 
nous nous sommes servies de cette base de données de manière à obtenir des ensembles 
de stimuli les plus distincts possibles sur chaque dimension tout en ayant des contenus 
sémantiques riches. 
 
Quelques limites à la construction et à l’évaluation de cette base de données 
doivent toutefois être discutées. 
Une première limite concerne le niveau de complexité de nos scènes. En effet, l’un 
des objectifs visés lors de la construction de cette base de données était de disposer d’un 
ensemble de scènes présentant un niveau de complexité relativement similaire à travers 
les valences émotionnelles. Bien que nous ayons mis un point d’honneur à sélectionner 
des scènes à la complexité visuelle jugée subjectivement similaire par nos soins, il serait 
intéressant de valider cette variable par une mesure plus objective. Toutefois, comme le 
soulignent Lang et al.(1998), définir et mesurer objectivement la complexité d’une 
photographie n’est pas une tâche simple car la complexité perceptive peut à la fois être 
définie en termes de différences de détails, de nombre de contours, de caractéristiques 
visuelles saillantes ou encore en termes de contraste entre objet(s) et fond. Une mesure 
simple de complexité telle que celle réalisée par Bradley, Hamby et al. (2007), consistant 
à demander à des participants de juger du niveau d’un niveau de complexité des scènes 
sur une échelle allant de « peu complexe » à « très complexe », pourrait être une 
stratégie efficace afin de juger plus précisément de l’équivalence de nos scènes à travers 
les valences sur ce point. 
Une seconde limite concerne l’induction émotionnelle induite par nos scènes. 
Bien que l’un des jugements réalisés par les participants porte sur l’intensité 
émotionnelle ressentie, la mesure d’indices physiologiques (rythme cardiaque, 
conductance électrodermale, ou encore clignements des yeux) serait des mesures 
109 
 
complémentaires intéressantes et plus objectives pour juger de la capacité de nos scènes 
à générer des états émotionnels intenses. 
Une troisième limite concerne le nombre de dimensions testées. De toute 
évidence, les stimuli émotionnels peuvent différer sur bien plus de dimensions que 
celles qui ont été évaluées ici. Toutefois, en raison de contraintes de temps et de fatigue 
des participants, il est difficilement possible d’évaluer les images sur un nombre 
important de dimensions tout en testant un grand nombre de stimuli. Il est important de 
retenir ici que nos scènes ont été testées notamment sur les deux dimensions qui 
expliquent le plus de variance dans les évaluations émotionnelles et qui sont le plus 
considérées dans la littérature qui s’intéresse aux émotions: la valence et l’intensité 
émotionnelle ou le niveau d'activation (Osgood, 1969; Osgood et al., 1975; Russell, 1978; 
Russell & Mehrabian, 1977). 
Une quatrième limite peut également être citée. Comme le font remarquer Dan-
Glauser et Scherer (Dan-Glauser & Scherer, 2011), lors de l’évaluation d’un grand 
nombre de stimuli, les jugements sont susceptibles d’être réalisés de manière 
hiérarchique, créant une sorte de classification entre les catégories de stimuli. Cela 
semble vrai pour tout jugement et toute étude d’évaluation, et est un problème 
difficilement contournable. Il semble toutefois possible que l’utilisation d’une échelle 
continue comme nous l’avons fait ici, puisse limiter cet effet indésirable. 
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2.  Pré-test expérimental : contraintes de sélection des 
scènes liée aux filtrages fréquentiels 
 
Suite à l’évaluation des scènes sur la base de nos trois dimensions émotionnelles 
(valence, intensité, tendance à l’action), 374 images parmi les 1100 testées ont été 
sélectionnées de manière (1) à obtenir une distinction maximale entre les valences sur 
les trois dimensions émotionnelles (valence, intensité et tendance à l’action) et (2) à 
former des catégories sémantiques les plus équivalentes possibles aux trois valences de 
stimuli (e.i., des scènes d’animaux, des scènes sociales, et des scènes d’environnements). 
Parmi ces 374 scènes : (1) 134 étaient de valence déplaisante (moyenne : -
6 ;10 et ET = ± 1,33), caractérisées par des niveaux élevés d’intensité émotionnelle 
(moyenne = 5,36 et ET = ± 0,91) et de recul (tendance à l’action : moyenne = -7,13  et ET 
= ± 1,14) ; (2) 124 étaient de valence plaisante (moyenne = 5,07  et ET = ± 1,01), 
caractérisées par des niveaux élevés d’intensité émotionnelle (moyenne = 4,57 et ET = ± 
0,78) et d’approche (tendance à l’action : moyenne = 5,09 et ET = ± 1,23); et (3) 116 
étaient de valence neutre (moyenne = 0,00 et ET = ± 1,27) et caractérisées par des 
niveaux faible ou nulle d’intensité émotionnelle (moyenne = 1,80 et ET = ± 0,97) et de 
tendance à l’action (moyenne = -0,44 et ET = ± 1,63) (Tableau 2). 
 
 
Tableau 2. Tableau récapitulatif du nombre de scènes par valence et catégorie pour les 374 scènes 
sélectionnées. 
 
L’objectif de ce travail de thèse étant d’explorer le rôle du contenu fréquentiel 
dans différents types de traitement émotionnels (perception passive et évaluations 
affectives explicites), les images présélectionnées ont été filtrées en fréquences spatiales 
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pour ensuite être testées sur une échelle de niveau d’identification. Le but de ce dernier 
pré-test était de sélectionner, pour les différentes études de cette thèse, des scènes bien 
identifiables une fois filtrées en fréquences spatiales. 
 
2. 1.   Méthodes 
 
2. 1. 1. Paramètres de filtrage des stimuli 
 
Ces 374 scènes ont tout d’abord été converties en noir et blanc (256 niveaux de 
gris). Ensuite, pour chacune de ces scènes, un stimulus en basses fréquences spatiales 
(BFS ; 24 cycles par image ; fréquences spatiales inférieures à 1,5 cycles/degré d’angle 
visuel) et en hautes fréquences spatiales (HFS ; 72 cycles par image ; fréquences 
spatiales supérieures à 4,5 cycles/degré d’angle visuel) a été créé (voir Annexe A pour 
plus de détails sur les modalités de calcul des paramètres de filtrage) (Figure 25). Les 
images filtrées ont été générées en utilisant une boite de traitement d’image sous 
MATLAB (Mathworks Inc., Sherborn, MA, USA). 
 
 
Figure 25. Illustration du filtrage en fréquences spatiales. 
La scène composée de toutes les fréquences spatiales (non-filtrées, à gauche) a été filtrée afin de ne garder que les 
fréquences spatiales basses (< à 1,5 cycles par degré d’angle visuel, au milieu) et les fréquences spatiales hautes (> à 
4,5 cycle par degré d’angle visuel, à droite). La perception des fréquences spatiales étant dépendante de la taille de 
l’image et de la distance à l’écran (voir Annexe A pour plus de détails), les paramètres de filtrage en cycle par image 
ont été adaptés à la taille angulaire de la scène  présentée ici de manière à obtenir un rendu perceptif équivalent à 
celui du pré-test lorsque cette figure est regardée à une distance de 40cm. 
 
A l’issue du filtrage, le contraste des scènes en HFS étant fortement réduit par 
rapport aux scènes en BFS et non-filtrées (NF), nous avons égalisé la luminance 
moyenne et le contraste (i.e., ‘root mean square’ [RMS]; voir Bex et Makous, 2002) de 
chaque image en BFS et en HFS (luminance moyenne = 128 sur une échelle de 256 
niveaux de gris ; déviation standard = 25.6) (Figure 26). Ce contrôle permet d’éviter 
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d’induire des biais entre les conditions de filtrage liés à une différence de luminance ou 
de contraste entre les catégories de scènes (déplaisant, plaisant et neutre). 
 
 
Figure 26. Illustration des filtrages en fréquences spatiales (en BFS en haut, en HFS en bas) avant (à gauche) 
et après (à droite) égalisation de la luminance moyenne et du contraste. 
 
2. 1. 2. Participants 
 
Huit volontaires ont participé à l’identification de ces scènes naturelles en noir et 
blanc filtrées en BFS et en HFS. Tous les participants étaient droitiers, de culture et de 
langue française, et avait une vue normale ou corrigée à la normale. Les volontaires 
présentant des troubles psychiatriques ou neurologiques, ou sous médication n’ont pas 
été inclus. 
 
2. 1. 3. Protocole et mesures 
 
Les scènes ont été affichées sur un fond noir en utilisant le logiciel de 
présentation E-prime (E-prime Psychology Software Tolls, Inc. Pittsburgh, USA) et un 
écran de 19 pouces d’une résolution de 1024 x 768 pixels distant de 85 cm des 
participants. Les scènes en BFS et en HFS étaient présentées de manière pseudo-
aléatoire. Chaque essai débutait par l’affichage d’une croix de fixation pendant une durée 
d’une seconde suivie de la présentation de l’image pendant une seconde. Les 
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participants devaient ensuite réaliser deux évaluations sur une échelle continue à l’aide 
d’un joystick, dans un délai de deux secondes. La première évaluation consistait à 
évaluer le niveau d’identification de la scène et la seconde, à déterminer si un être vivant 
était présent ou non sur la scène (catégorisation de type vivant/non-vivant). Etant 
donné le grand nombre de scènes à évaluer pour un même participant, nous avons 
divisé notre ensemble de 374 images en deux. La moitié des participants ont vu 50% des 
scènes en BFS et les autres 50%, en HFS. Le contenu fréquentiel des scènes a été 
contrebalancé entre les deux groupes de participants. Au final, chaque participant a 
donc jugé 374 scènes dont 187 en BFS et 187 en HFS. Une répartition équivalente en 
nombre a également été respectée au niveau de la valence des scènes (déplaisantes, 
plaisantes et neutres), i.e. un participant a jugé autant de scènes de chaque valence en 
BFS qu’en HFS soit 67 scènes déplaisantes en BFS et en HFS, 62 scènes plaisantes en BFS 
et HFS, 58 scènes neutres en BFS et en HFS. 
D’un point de vue pratique, les participants devaient, tout d’abord, déterminer 
leur niveau subjectif d’identification de la scène en positionnant un curseur le long d’une 
ligne à l’aide du joystick. Le niveau d’identification était évalué sur une échelle continue 
allant du label « 0 », correspondant à une mauvaise identification perceptive de la scène 
(position par défaut du curseur, valeur d’identification égale à 0) au label « Max », 
correspondant à une identification perceptive parfaite (valeur d’identification égale à 
10) (Figure 27 a). De manière à confirmer objectivement cette première mesure, les 
participants devaient ensuite déterminer si la scène présentée contenait ou non un être-
vivant. A cet effet, l'échelle comprenait à ses extrémités les labels verbaux « vivant » et 
« non vivant », vers lesquels les participants devaient diriger le curseur, initialement 
positionné au centre de l’échelle (Fugure 27 b). Toutes les réponses comprises entre le 
centre de l’échelle et le label « vivant » étaient considérées comme des réponses 
« vivant », alors que toutes les réponses comprises entre le centre de l’échelle et le label 
« non-vivant » étaient considérées comme des réponses « non-vivant ». Au total, 216 
scènes sur les 374 présentées contenaient un être vivant (soit 57,75%). 
 
114 
 
 
Figure 27. Illustration des jugements réalisés lors de la phase de pré-test des stimuli : (a) jugement de niveau 
d’identification ; (b) catégorisation vivant/non-vivant. 
 
 
2. 2.   Résultats et sélection des scènes filtrées 
 
 Pour chaque scène, la valeur moyenne du pourcentage de bonnes catégorisations 
(vivant versus non-vivant) et celle du niveau subjectif d’identification ont été calculées 
pour chaque fréquence spatiale (BFS et HFS). 
 
2. 2. 1. Analyses descriptives du pourcentage de bonnes catégorisations 
« vivant/non-vivant » 
 
L’analyse descriptive du jugement de catégorisation vivant/non-vivant met en 
évidence des taux de bonnes réponses plafonnant autour de 100% pour les trois 
catégories de scènes (déplaisante, plaisante et neutre) dans les deux types de filtrage 
fréquentiel (en BFS et en HFS) (Figure 28). Les résultats de cette évaluation suggèrent, 
par conséquent, que le niveau de perception des scènes, après filtrage, était suffisant 
pour une identification de l’information principale qu’elles contenaient. 
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Figure 28. Pourcentage de bonnes catégorisations « vivant » versus  « non-vivant » pour les 374 scènes 
sélectionnées en fonction de leur valence (déplaisant, plaisant et neutre) et du type de filtrage en fréquence 
spatiale (BFS et HFS). 
 
2. 2. 2. Analyses descriptives du niveau d'identification des scènes filtrées  
 
Bien que les scènes aient été parfaitement catégorisées pour les trois valences 
(déplaisant, plaisant et neutre) et les deux filtrages (BFS et HFS) (le pourcentage 
minimum de bonnes catégorisations étant de 99,4%), les mesures obtenues quant au 
niveau d’identification ont révélé un niveau de perception subjective des scènes variable 
selon les valences mais relativement stable pour les deux filtrages fréquentiels. 
Afin de faciliter la lisibilité de la représentation graphique de ces résultats, nous 
avons regroupé les scènes en 4 sous-ensembles discrets  selon leur niveau 
d’identification sur l’échelle d’identification allant de 0 (mauvaise identification) à 10 
(identification parfaite): (1) les scènes dont le score d’identification était inférieur à une 
valeur de 2,5 (< 2,5) ;(2) celles pour lesquelles le score était compris entre 2,5 et 5 (≥2,5 
et <5) ; (3) celles pour lesquelles le score était compris entre 5 et 7,5 (≥5 et <7,5) ; et (4) 
les scènes pour lesquelles le score d’identification était supérieur ou égal à 7,5 (≥7,5) 
(Figure 29). 
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Figure 29. Répartition des scores d’identification pour les 374 scènes sélectionnées en fonction de leur 
valence (déplaisante, plaisante et neutre) et du type de filtrage en fréquences spatiales (BFS et HFS). 
De manière à faciliter la lecture graphique des résultats, les scènes ont été regroupés selon quatre sous-ensembles 
discrets : (1) les scènes dont le score d’identification était inférieur à 2,5 (<2,5) ; (2) les scènes dont le score était 
compris entre 2,5 et 5 (≥2,5 et <5) ; (3) les scènes dont le score était compris entre 5 et 7,5 (≥5 et <7,5) ; et (4) les 
scènes dont le score était supérieur ou égal à 7,5 (≥7,5). 
 
2. 3.   Discussion 
 
Ce pré-test nous a permis de mettre en évidence que nos scènes sont très bien 
catégorisées sur la base d’une classification de type vivant/non-vivant, ce qui nous 
permet de suggérer que l’essentiel de leur contenu sémantique est identifiable 
lorsqu’elles sont présentées filtrées en BFS ou en HFS. Toutefois, la mesure plus fine du 
niveau d’identification rend compte d’une certaine variabilité dans la facilité ou la 
difficulté à identifier les scènes lorsqu’elles sont filtrées en fréquences spatiales. En effet, 
les résultats de ce pré-test semblent montrer, en particulier, que parmi les scènes que 
nous avons sélectionnées, les scènes déplaisantes semblent plus facilement identifiables 
que les scènes plaisantes et neutres. Dans ces conditions, il est difficile de savoir si c’est 
le caractère émotionnel négatif de ces scènes qui les rend plus facilement identifiables 
ou si cet effet est liée à la composition spatiale des scènes sélectionnées dans cette 
catégorie par rapport aux autres catégories.  
Ce pré-test, nous a permis de sélectionner notre matériel émotionnel pour les 
études de la thèse qui suivent, en optimisant à la fois (1) la qualité émotionnelle de nos 
scènes sur la base de trois jugements émotionnels (valence, intensité, tendance à 
l’action ; voir partie précédente pour la sélection des images) et (2) la qualité 
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d’identification subjectif des scènes une fois filtrées en fréquences spatiales ; tout en 
essayant de conserver un ensemble de catégories d’images relativement variées sur le 
plan sémantique et équilibrées entre les valences. Notons que, puisque nous souhaitions 
qu’une même image puisse être perceptible pour les deux types de filtrages, nous avons 
spécifiquement sélectionné des scènes qui étaient identifiées à la fois lorsqu’elles étaient 
filtrées en BFS et en HFS 
 
3.  Conclusion 
 
Cette section visait à faire le point sur les pré-tests expérimentaux réalisés sur 
nos scènes afin de définir et d’optimiser leur sélection pour les études suivantes de la 
thèse, sur la base de leurs propriétés émotionnelles (valence, intensité) et 
motivationnelles (tendance à l’action), ainsi que sur la base de leur identification une 
fois filtrées en fréquences spatiales. Pour chacune des études de la thèse qui suivent, 
nous nous sommes basés sur les mesures obtenues lors de ces deux pré-tests pour 
résumer le corpus de stimuli sélectionné. A cet effet, pour chaque étude, vous pourrez 
vous référer à une annexe contenant :  
(1) Une illustration (non-filtrée) de chaque scène utilisée 
(2) Un graphique résumant la répartition des scènes sélectionnées dans un 
espace à 3 dimensions formé à partir des jugements émotionnels (X : valeur de 
valence émotionnelle; Y : valeur d’intensité émotionnelle; Z : valeur de tendance à 
l’action)  
(3) Un graphique résumant le niveau d’identification des scènes par valence une 
fois filtrées en fréquences spatiales 
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Chapitre V.  ETUDE 1 : Evaluation 
comportementale de 
jugements émotionnel 
et motivationnel de 
scènes en fonction du 
contenu en fréquences 
spatiales 
 
 
Pour la version publiée de l’article voir Annexe B 
 
1.  Introduction 
 
Les résultats d’études comportementales et de neuro-imagerie ont montré que 
les propriétés intrinsèques des stimuli visuels affectent le traitement perceptif (Bradley 
et al., 2003; Hajcak et al., 2009; Ohman et al., 2001a; Vuilleumier, 2005). Par exemple, les 
participants sont généralement plus rapides pour détecter et identifier des stimuli 
émotionnels (e.g. serpents, araignées, visages émotionnels) plutôt que des stimuli 
neutres (Fox et al., 2000; Ohman et al., 2001a). L’amygdale cérébrale, spécifiquement 
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impliquée dans le traitement émotionnel, pourrait être à l’origine de la modulation du 
traitement visuel par l’émotion (Amaral et al., 2003; Morris, Friston et al., 1998; Morris, 
Ohman et al., 1998; Ochsner & Gross, 2005; Vuilleumier, 2005). Le traitement visuel des 
stimuli émotionnels dépend également du type d’évaluation cognitive induit par la tâche 
(Ferrari et al., 2008; Hajcak et al., 2006a; Hariri et al., 2003; Keightley et al., 2003a; 
Ochsner & Gross, 2005; Schaefer et al., 2002; Schupp et al., 2007). Ainsi, les tâches 
affectives facilitent et amplifient le traitement visuel des stimuli émotionnels en 
comparaison à des tâches non-affectives (Hajcak et al., 2006a; Keightley et al., 2003a). 
Les tâches affectives impliquent explicitement des processus émotionnels et 
motivationnels et sous-tendent plusieurs types d’évaluation cognitive tels que 
l’identification de son état émotionnel ou de celui des autres (évaluation émotionnelle), 
de sa tendance à l’action ou encore de sa capacité à faire face (évaluations 
motivationnelles) aux stimuli émotionnels. Les tâches non-affectives, quant à elles, ne 
sont pas reliées aux traitements émotionnel et motivationnel et sont illustrées à travers 
des consignes cognitives comme le comptage du nombre de personnes dans une scène 
émotionnelle ou le jugement du genre d’un visage émotionnel (dans ce type de tâche, un 
quelconque traitement émotionnel est alors implicite). 
 
De manière intéressante, il a été montré que l’évaluation cognitive des stimuli 
visuels pouvait être réalisée à partir d’un contenu spécifique de fréquences spatiales 
(Delord, 1998; Oliva & Schyns, 1997; Rotshtein et al., 2010b; Schyns & Oliva, 1999). En 
effet, un nombre considérable d’études sur le système visuel humain et animal suggère 
que les fréquences spatiales sont cruciales dans la perception visuelle. Sur la base de 
différentes données issues de la neuro-anatomie fonctionnelle des voies visuelles 
magnocellulaire et parvocellulaire (Van Essen & Deyoe, 1995), d’enregistrements 
neurophysiologiques chez le primate (Bullier, 2001), des résultats en psychophysique et 
en neuro-imagerie chez l’humain (Ginsburg et al., 1986; Hegde, 2008; Hughes et al., 
1996; Mermillod et al., 2011; Peyrin et al., 2010; Schyns & Oliva, 1994) et de données 
computationnelles (Guyader et al., 2004; Mermillod et al., 2005), des théories influentes 
de la reconnaissance visuelle postulent que l’analyse visuelle commence par une 
extraction parallèle de différentes caractéristiques visuelles à différentes fréquences 
spatiales mais selon une séquence prédominante de type ‘Coarse-to-Fine’. Par 
conséquent, une extraction rapide des basses fréquences spatiales (BFS) devrait donner 
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un aperçu global du stimulus, permettant une première catégorisation perceptuelle. 
Cette première analyse grossière de la situation pourrait être ensuite affinée par le 
traitement des hautes fréquences spatiales (HFS) dont l’extraction prend place plus 
tardivement. De récentes études comportementales et de neuro-imagerie (Alorda et al., 
2007; Bocanegra & Zeelenberg, 2009, 2011a; Carretie et al., 2007; Holmes et al., 2005a; 
Holmes et al., 2005b; Mermillod et al., 2010; Vuilleumier et al., 2003), ainsi que des 
données computationnelles (Mermillod et al., 2009, 2010b) suggèrent que le traitement 
émotionnel des stimuli visuels pourrait s’appuyer sur le traitement rapide des BFS, 
particulièrement dans le cas de situations générant la peur. Par exemple, dans une étude 
IRMf, Vuilleumier et al. (2003) ont ainsi montré que la réponse de l’amygdale aux 
expressions de peur était plus importante pour des visages filtrés en BFS que pour ces 
mêmes visages filtrés en HFS. Une étude en potentiels évoqués réalisée par Carretié et 
al. (2007), a également mise en évidence que des scènes négatives filtrées en BFS 
induisent une plus grande amplitude de composantes évoquées visuelles précoces par 
rapport aux scènes négatives non-filtrées, suggérant que l’information en BFS est 
essentielle dans le traitement initial lié à l’affect des stimuli visuels. Bien que le 
traitement ‘Coarse-to-Fine’ des fréquences spatiales apparait comme prépondérant, la 
séquence et l’utilisation de l’information fréquentielle a été rapportée comme étant 
relativement flexible sous l’influence de la tâche (Oliva & Schyns, 1997; Rotshtein et al., 
2010b). De rare études ont démontré une telle flexibilité du traitement des fréquences 
spatiales pour des stimuli émotionnels visuels (Schyns & Oliva, 1999; Vuilleumier et al., 
2003). Par exemple, en utilisant des images hybrides (superposition de 2 visages, l’une 
filtrée en BFS et l’autre en HFS), Schyns et Oliva (1999) ont montré que l’information en 
HFS des hybrides était préférentiellement utilisée pour déterminer si un visage était 
expressif ou non alors que l’information en BFS était préférentiellement utilisée pour 
catégoriser les émotions discrètes comme la joie ou la colère. De manière assez similaire, 
dans l’étude de Vuilleumier et al. (2003), l’information en BFS était aussi 
préférentiellement utilisée pour une discrimination implicite des expressions faciales 
(peur ou neutre) alors que l’information en HFS était préférée pour un jugement 
explicite de l’intensité émotionnelle. Cependant, à notre connaissance, toutes les études 
explorant les effets des bandes de fréquences spatiales sur le traitement émotionnel 
visuel selon les demandes de tâche ont seulement utilisé des visages comme stimuli et 
non de stimuli plus complexes comme des scènes naturelles. De plus, dans les cas où le 
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traitement explicite des émotions est exploré, ces études ont jusqu’alors utilisé des 
tâches de discrimination de l’état émotionnel d’autrui, comme le traitement des 
expressions faciales (Mermillod et al., 2010; Schyns & Oliva, 1999; Vuilleumier et al., 
2003) mais jamais de tâches de discrimination portant sur l’expérience de ressenti 
subjectif. Il est ainsi impossible de dire si les tâches de discrimination de son propre état 
émotionnel et celui d’autrui utilisent préférentiellement la même bande de fréquences 
spatiales. Par ailleurs, il est à noter que le traitement visuel des stimuli émotionnels 
dépendrait aussi de deux systèmes motivationnels, l’un défensif et l’autre appétitif. Ces 
systèmes motivationnels amènent les individus à agir et à répondre de manière adaptée 
par des comportements (i.e., des tendances à l’action) de recul (système défensif) ou 
d’approche (système appétitif : Bradley et al., 2003; Lang et al., 1997). Le rôle des 
fréquences spatiales dans l’évaluation motivationnelle n’a jusqu’alors jamais été étudié. 
 
Problématique 
 
Cette étude comportementale a ainsi pour but d’explorer le rôle relatif des 
fréquences spatiales sur le traitement de scènes naturelles complexes émotionnelles au 
cours de tâches d’évaluations explicites émotionnelle et motivationnelle. Pour ce faire, 
des scènes non-filtrées, filtrées en BFS et en HFS ont été utilisées. Les participants ont 
réalisé : (a) une tâche d’évaluation émotionnelle consistant en la discrimination explicite 
de scènes émotionnelles sur la base de leur expérience émotionnelle (agréable, 
désagréable, neutre : tâche d’évaluation émotionnelle) et (b) une tâche d’évaluation 
motivationnelle consistant en la discrimination explicite d’images émotionnelles sur la 
base de l’action motivée ou la tendance à l’action (approche, évitement, pas d’action : 
tâche d’évaluation motivationnelle). De manière importante, pour les deux tâches, nous 
avons utilisé le même paradigme (mêmes stimuli et même temps de présentation) afin 
d’étudier l’influence de la demande cognitive de la tâche indépendamment du traitement 
visuel de bas niveau. Une durée de présentation minimale de stimuli de 300 ms a été 
utilisée dans notre étude de manière (1) à éviter une prévalence du traitement de 
l’information en BFS en lien avec ses caractéristiques temporelles par rapport à 
l’information en HFS et (2) à garantir une bonne reconnaissance de l’information 
émotionnelle lorsque des scènes filtrées en BFS et HFS sont utilisées (reconnaissance 
évaluée sur la base du pré-test d’identification pour une durée de présentation des 
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scènes de 1000 ms). Ce choix méthodologique devait permettre d’identifier le contenu 
de fréquences spatiales le plus pertinent pour la réalisation efficace de chacune des 
tâches.  
 
Plus spécifiquement, nous avons fait l’hypothèse que l’analyse visuelle des 
scènes émotionnelles serait principalement basée sur le traitement des 
informations en HFS si la tâche d’évaluation portait sur l’évaluation explicite de 
l’expérience subjective émotionnelle (plaisant, déplaisant, neutre), comme 
suggéré par les précédentes études évaluant explicitement l’état émotionnel pour 
des durées de présentation similaires à celles utilisées dans notre étude 
(Mermillod et al., 2011). Nous avons donc supposé de meilleures performances 
pour les stimuli en HFS par rapport aux stimuli en BFS dans ce type de tâche. 
Concernant la tâche motivationnelle, nos hypothèses étaient basées sur de 
précédentes études suggérant que le traitement pour l’action dépend de la voie 
visuelle dorsale spécialisée dans le traitement des BFS (Livingstone & Hubel, 
1988) et qui se projette sur le cortex préfrontal dorsolatéral (CPFdl, Wilson, 
1993), une région intrinsèquement reliée à la tendance à l’action (Harmon-Jones, 
2003; Harmon-Jones et al., 2006). Nous avons ainsi posé l’hypothèse que la tâche 
motivationnelle pour l’action réalisée sur des scènes émotionnelles serait 
préférentiellement basée sur le traitement de l’information en BFS. Par 
conséquent, nous nous attendions à ce que les performances soient meilleures 
pour les stimuli en BFS plutôt que pour ceux en HFS. Ces effets liés à la tâche 
pourraient être expliqués par un biais attentionnel ou une focalisation de 
l’attention sur un type spécifique de fréquences spatiales selon les demandes 
cognitives de la tâche à savoir les BFS reliées à des réponses rapides et une 
analyse grossière lors d’un jugement centré sur l’action; les HFS reliées à une 
analyse analytique et plus lente lors d’un jugement émotionnel. Nous avons 
également inclus une tâche de visualisation passive dans laquelle les participants 
devaient passivement observer les scènes émotionnelles sans aucune évaluation 
cognitive explicite. Plus spécifiquement, cette tâche visait à identifier le contenu 
fréquentiel spatial préférentiellement utilisé durant le traitement implicite du 
contenu émotionnel des scènes visuelles. L’influence relative du contenu 
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émotionnel des stimuli visuels a aussi été considérée durant les tâches 
d’évaluation émotionnelle et motivationnelle. 
Pour finir nous avons manipulé la durée de présentation des stimuli de 
manière à évaluer si ce facteur interagit avec l’effet de la tâche sur le traitement 
des stimuli émotionnels et module ainsi l’influence relative des fréquences 
spatiales dans une tâche donnée. Une telle interaction pourrait refléter une 
influence potentielle additionnelle de traitements attentionnels plus contrôlés 
(plus conscients) avec l’augmentation de la durée de la stimulation comme 
suggéré par certaines études (Holmes et al., 2005a). 
 
2.  Matériels et méthodes 
 
2. 1.   Participants 
 
Quarante-sept participants (3 hommes et 44 femmes, âge moyen : 20,5 ± 3,9 ans), 
droitiers, avec une vision normale ou corrigée à la normale ont participé à cette 
expérience. Ils ont été divisés en trois groupes selon la durée de présentation des stimuli 
(16 participants pour 300 ms, 15 participants pour 500 ms, et 16 participants pour 1000 
ms, voir détails dans la section 1.3. Procédure). Tous les participants ont signé un 
consentement éclairé avant de participer à l’expérience.  
 
2. 2.   Stimuli 
 
Les stimuli ont été affichés à l’aide du logiciel de présentation E-prime (E-prime 
Psychology Software Tolls Inc., Pittsburgh, USA) sur un écran de 19 pouces d’une 
résolution de 1024 x 768 pixels distant de 85 cm des participants. Les stimuli 
consistaient en 198 images en noir et blanc de scènes naturelles (640 x 480 pixels, 23,7 
x 18,7 cm). Leur taille angulaire était de 16 x 13° d’angle visuel. Les stimuli 
comprenaient 66 scènes déplaisantes, 66 plaisantes et 66 neutres. Les scènes étaient des 
gros plans qui impliquaient directement le participant, i.e., avec un point de vue à la 
première personne (voir Annexe C pour une illustration des scènes et pour les modalités 
de leur sélection). Pour chaque scène, un stimulus en BFS (24 cycles par image ; 
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fréquences spatiales inférieures 1,51 cycles/degré) et un stimulus en HFS (144 cycles 
par image ; fréquences spatiales supérieure à 9,07 cycles/degré) ont été créés (Figure 
30, voir Annexe A pour plus de détails sur les modalités de calcul des paramètres de 
filtrage). Les images filtrées ont été générées en utilisant une boite à outils de traitement 
d’image sous MATLAB (Mathworks Inc., Sherborn, MA, USA). A l’issue du filtrage, le 
contraste des scènes en HFS étant fortement réduit par rapport aux scènes en BFS et 
non filtrées (NF), nous avons égalisé la luminance moyenne et le contraste (i.e., root 
mean square [RMS]; voir Bex & Makous, 2002) de chaque image en BFS, HFS et NF 
(luminance moyenne = 128 sur une échelle de 256 niveaux de gris ; déviation standard = 
25,6). Ce contrôle permet d’éviter d’induire des biais entre les conditions de filtrage liés 
à une différence de luminance ou de contraste entre les scènes. 
 
Figure 30. Exemples de scènes naturelles présentées durant l’expérience. 
Les scènes composées de toutes les fréquences spatiales (non-filtrées, NF, colonne de gauche) ont été filtrées afin de 
ne garder que les fréquences spatiales basses (basses fréquences spatiales, BFS ; colonne du milieu) et les fréquences 
spatiales hautes (hautes fréquences spatiales, HFS ; colonne de droite). La perception des fréquences spatiales étant 
dépendante de la taille de l’image et de la distance à l’écran (voir Annexe A pour plus de détails), les paramètres de 
filtrages en cycle par image ont été adaptés à la taille angulaire de ces scènes de manière à obtenir un rendu perceptif 
équivalent à celui du pré-test lorsque cette figure est regardée à une distance d’environ 40 cm. 
 
2. 3.   Procédure 
 
Nous avons manipulé la durée de présentation des stimuli afin d’évaluer si ce 
facteur interagit avec l’effet de la demande de la tâche sur le traitement des stimuli 
émotionnels. Une durée de présentation des stimuli minimale de 300 ms a été utilisée 
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dans notre étude afin d’éviter une prévalence de l’information en BFS liée à ses 
caractéristiques temporelles par rapport à l’information en HFS. Nous avons également 
utilisé des durées de présentation de 500 ms et de 1000 ms. Les scènes ont ainsi été 
présentées pendant 300, 500 et 1000 ms dans trois groupes séparés de participants. 
L’expérience était composée de trois tâches. Chaque tâche a été réalisée dans 
trois blocs de fréquences spatiales, chacun d’une durée de 6 minutes (1 bloc en BFS, 1 
bloc en HFS et 1 bloc NF par tâche). Chaque bloc comprenait 22 images déplaisantes, 22 
images plaisantes, et 22 images neutres présentées de manière pseudo-aléatoire. 
Chaque essai (Figure 31) commençait par une croix de fixation centrale suivie de la 
présentation du stimulus pendant 300, 500 ou 1000 ms selon le groupe de participants 
(groupes 1, 2 et 3 respectivement). Un écran de réponse était ensuite affiché pendant 
1500 ms durant lesquelles le participant devait répondre selon les demandes de la 
tâche. La durée moyenne inter-stimuli était de 3800 ms. Par conséquent, afin d’égaliser 
la durée d’essai entre les groupes de participants, une croix de fixation centrale 
apparaissait pour finir l’essai pendant 700 ms pour le groupe 1 et 500 ms pour le groupe 
2. 
Chaque participant réalisait les trois tâches suivantes : (1) une tâche explicite 
d’évaluation émotionnelle : les participants devaient indiquer leur expérience 
émotionnelle, i.e., ils devaient décider, pour chaque essai, si la scène était déplaisante, 
plaisante ou neutre (aucune émotion) en appuyant sur le bouton réponse 
correspondant (Figure 31 a); (2) une tâche explicite d’évaluation motivationnelle : les 
participants devaient indiquer l’action qu’ils adopteraient s’ils étaient dans cette 
situation en réalité, i.e., ils devaient ainsi décider, pour chaque essai, s’ils s’éloigneraient 
(éviteraient) s’approcheraient, ou ne bougeraient pas, en appuyant sur le bouton 
réponse correspondant (Figure 31 b), et (3) une tâche de visualisation passive des 
scènes émotionnelles (tâche perceptive) : les participants devaient observer 
passivement la scène avant d’exécuter une tâche motrice sans rapport avec le contenu 
de l’image. Dans cette tâche motrice, les participants devaient identifier l’emplacement 
d’un « X » cible dans une cercle gris parmi deux autres « X » affichés à l’intérieur d’un 
cercle blanc en appuyant sur le bouton réponse correspondant (Figure 31 c). Chaque 
tâche comportait trois choix et, pour chaque essai, les participants devaient répondre 
aussi rapidement et aussi précisément que possible en appuyant avec leur main 
dominante sur l’une des trois touches correspondantes (voir Figure 31). Dans les deux 
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tâches principales, l’assignement des trois types d’émotion (tâche émotionnelle) ou des 
trois types d’action (tâche motivationnelle) aux trois boutons variait à travers les essais. 
Dans la tâche perceptive, le « X » affiché dans un cercle gris était associé alternativement 
et de façon aléatoire à l’un des trois boutons de réponse à travers les essais, les deux 
autres boutons étant associés à un « X » affiché dans un cercle blanc. Dans chaque tâche, 
l’affectation des touches de réponse était indiquée lors de l’écran de réponse après la 
présentation du stimulus. La tâche de perception a été utilisée comme une tâche 
contrôle afin de tester, au niveau comportemental, les effets des propriétés intrinsèques 
émotionnelles des scènes sans aucune évaluation cognitive explicite. Afin d’éviter toute 
contamination d’évaluations émotionnelles et/ou motivationnelles non-volontaires 
durant la tâche de visualisation passive, les participants ont toujours commencé 
l’expérience par les trois blocs de fréquences spatiales de cette tâche contrôle. Par 
ailleurs, afin de limiter les effets d’ordre, les trois blocs de fréquences spatiales (NF, BFS 
et HFS) de chaque tâche d’évaluation (émotionnelle et motivationnelle) ont ensuite été 
effectués de manière randomisée, avec une alternance des deux tâches d’évaluation. 
Dans la tâche contrôle comme dans les tâches d’évaluation, les blocs de fréquences 
spatiales étaient randomisés à travers les participants. Avant chacune des trois tâches, 
les participants ont réalisé un entrainement afin de se familiariser avec la tâche et les 
stimuli. 
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Figure 31. Exemple d’un essai de (a) la tâche d’évaluation émotionnelle, (b) la tâche d’évaluation 
motivationnelle, (c) la tâche de visualisation passive. 
 
2. 4.   Traitement des données 
 
Pour chaque participant, le temps de réponse moyen en millisecondes (TRm, ms) 
et le taux moyen de réponses correctes (%RCm) ont été mesurés pour chaque catégorie 
de stimulus dans chaque condition expérimentale. 
Dans la tâche de visualisation passive (voir Figure 31 c), une réponse a été 
considérée comme correcte lorsque les participants ont appuyé sur le bouton réponse 
associé sur l’écran de réponse à l’affichage d’un « X » dans un cercle gris ; lequel était 
présenté de manière aléatoire parmi deux autres choix possibles de bouton réponse, 
chacun associés à l’affichage d’un « X » dans un cercle blanc. Les TRms ont seulement été 
évalués pour les réponses correctes. 
Dans les tâches d’évaluation émotionnel et motivationnel, une réponse pour une 
scène donnée a été considérée comme correcte quand elle était la même que celle 
donnée par les participants du pré-test ‘base de données’. Plus spécifiquement, durant la 
tâche émotionnelle, une réponse correcte correspondait à : (1) un appuie sur le bouton 
réponse déplaisant  pour des images catégorisées comme déplaisantes durant le pré-test 
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‘base de données’ ; (2) un appuie sur le bouton plaisant pour des images catégorisées 
comme plaisantes lors du pré-test ‘base de données’ ; (3) un appuie sur le bouton de 
réponse neutre pour les images catégorisées comme neutres durant le pré-test ‘base de 
données’. Dans la tâche motivationnelle, une réponse correcte correspondait à : (1) un 
appuie sur le bouton réponse d’éloignement  pour les images caractérisées par une 
tendance à l’éloignement lors du pré-test ‘base de données’ (le cas de toutes les images 
négatives) ; (2) un appuie sur le bouton approche  pour les images caractérisées par une 
tendance à l’approche durant le pré-test ‘base données’ (le cas de toutes les images 
plaisantes) ; (3) un appuie sur le bouton d’aucune action pour les images caractérisées 
par aucune tendance à l’action lors du pré-test ‘base de donnée’ (le cas de toutes les 
images neutres). Toutes les réponses différentes (i.e., réponses non-congruentes et 
erreurs de boutons) ont été considérées comme des erreurs. Il convient de noter que 
certaines différences de justesse sont apparues entre nos participants et notre groupe 
pré-test, principalement pour les stimuli neutres qui ont été jugés plaisants pour 
quelques images. Quelques images déplaisantes et plaisantes ont aussi été classées 
comme neutres. Ces différences ont été prises en compte dans la mesure des TRm de 
manière à éviter un biais dans nos résultats : ainsi, les TRm ont seulement été calculés et 
analysés statistiquement sur les réponses correctes, à savoir seulement pour les images 
évaluées de manière similaire entre le groupe actuel et le groupe du pré-test ‘base de 
données’. Indépendamment de ce point, les valeurs de TR inférieures à 100 ms et 
supérieures à deux écarts types ont aussi été écartées des analyses.  
Le logiciel Statistica 10.0 a été utilisé pour analyser les données. Une analyse de 
variance (Anova) 3 x 3 x 3 x 3 a été menée sur les TRm et sur les %RCm avec le Durée de 
présentation des stimuli comme facteur inter-sujet (300, 500 ou 1000 ms) et la 
Fréquence spatiale (NF, HFS et BFS), la Valence émotionnelle (plaisant, déplaisant, 
neutre) et la Tâche (visualisation passive, évaluation émotionnelle, évaluation 
motivationnelle) comme facteurs intra-sujets. Les comparaisons multiples ont été 
examinées à l’aide du test post-hoc de Tukey. Le niveau de significativité a été fixé à 
0,05. 
 
3.  Résultats 
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3. 1. 1. Temps de réponse moyen (TRm) 
 
De manière consistante avec nos hypothèses, l’analyse statistique a révélé que la 
Tâche (F2,88 = 580,95, p < 0,001, η2 = 0,93) et l’interaction Tâche * Fréquence spatiale 
(F4,176 = 25.82, p < 0,001, η2 = 0,36, Figure 32 a) influençaient de manière significative 
les TRm. Plus spécifiquement, les comparaisons de moyennes ont montré que les 
participants répondaient plus rapidement pour les scènes en HFS (785,32 ms ; ES ± 
25,10 ms) et les scènes NF (788,09 ms ; ES ± 25,96 ms) que pour les scènes en BFS 
(844,71 ms ; ES ± 24,90 ms) durant la tâche émotionnelle (p < 0,001 pour les deux 
comparaisons). Le pattern opposé – un TRm plus court pour les scènes en BFS (749,95 
ms ; ES ± 29,67 ms) que pour les scènes en HFS (812,10 ms ; ES ± 25,10 ms) et NF 
(797,31 ms ; ES ± 25,20 ms) – a été observé lors de la tâche motivationnelle (p < 0,001 
pour les deux comparaisons). Aucune différence n’a été mise en évidence entre le TRm 
des scènes en HFS et en BFS dans les tâches émotionnelle et motivationnelle. La tâche de 
visualisation passive est celle qui a présenté le TRm le plus court en comparaison aux 
autres tâches, indépendamment du contenu fréquentiel de l’information (p < 0,001 pour 
chaque fréquence spatiale). Dans cette tâche, aucune différence n’a été observée en 
termes de TRm entre les scènes en BFS, HFS et NF. Par ailleurs, il faut également noter 
que le TRm était plus court dans la tâche motivationnelle que dans la tâche émotionnelle 
seulement pour les scènes en BFS (MOTBFS: 749,95 ms ; ES ± 29,67 ms et EMOBFS: 844,71 
ms ; ES ± 24,9 ms, p < 0,001). Tous ces résultats sont rapportés dans la Figure 32 a. 
Nous avons également mis en évidence que la Valence émotionnelle (F2,88 = 
31,78, p < 0,001, η2 = 0,42) et les interactions Tâche * Valence émotionnelle (F4,88 = 
41,94, p < 0,001, η2 = 0,48; Figure 33 a) et Fréquence spatiale * Valence émotionnelle 
(F4,88 = 2,70, p < 0,04, η2 = 0,03) influençaient de manière significative le TRm. Une 
tendance significative a aussi été obtenue pour l’interaction Tâche * Fréquence spatiale * 
Valence émotionnelle (F8,352 = 1,81; p = 0,074, η2 = 0,04). Indépendamment de la 
fréquence spatiale, les scènes émotionnelles (déplaisantes et plaisantes) présentaient 
des TRm significativement différents selon les demandes de la tâche comme illustré 
dans la Figure 33 a. Plus spécifiquement, durant la tâche émotionnelle, les participants 
ont répondu plus rapidement pour les scènes plaisantes (759,14 ms ; ES ± 27,79 ms) en 
comparaison des scènes déplaisantes (839,02 ms ; ES ± 27,8 ms, p < 0.001) et des scènes 
neutres (884,42 ms ; ES ± 30,17 ms, p < 0,001). Aucune différence significative n’a été 
obtenue entre les scènes déplaisantes et neutres. La tâche motivationnelle a révélé des 
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réponses plus courtes pour les scènes déplaisantes (704,67 ms ; ES ± 27,79 ms) en 
comparaison des scènes plaisantes (770,28 ms ; ES ± 31,10 ms, p < 0,001) et neutres 
(884,42 ms ; ES ± 30,17 ms, p < 0,001), et pour les scènes plaisantes en comparaison des 
scènes neutres (p < 0,001). Dans la tâche de visualisation passive, aucune différence 
significative n’a été observée entre les scènes déplaisantes, plaisantes et neutres. 
Concernant l’effet à tendance significative Tâche * Fréquence spatiale * Valence 
émotionnelle, les comparaisons de moyennes n’ont révélé aucune différence de TRm 
entre les fréquences spatiales pour chaque valence émotionnelle, quelle que soit la tâche 
considérée. Les biais observés pour les scènes en HFS ou BFS respectivement dans la 
tâche émotionnelle et la tâche motivationnelle étaient également observés quelle que 
soit la valence émotionnelle considérée. Pour chaque valence émotionnelle, aucune 
différence n’a été trouvée entre les fréquences spatiales dans la tâche de visualisation 
passive. Par ailleurs, l’analyse a révélé que, pour les scènes en BFS, les réponses étaient 
plus rapides pour la tâche motivationnelle en comparaison de la tâche émotionnelle 
pour les scènes déplaisantes (p < 0,001), plaisantes (p < 0,003), et neutres (p < 0,008). 
Pour les scènes en HFS, un pattern similaire a été observé pour les scènes déplaisantes 
(p < 0,001). En revanche, un pattern opposé (i.e., réponses plus rapides pour la tâche 
émotionnelle par rapport à la tâche motivationnelle) a été obtenu pour les scènes 
plaisantes (p < 0,005) et neutres (p < 0,001) filtrées en HFS.  
Pour finir, la Durée de présentation des stimuli (F2,44 = 8,22, p < 0,001, η2 = 0,27) 
et l’interaction Tâche * Durée de présentation des stimuli (F4,88 = 26,72, p < 0,001, η2 = 
0,54; Figure 33 c) influençaient également de manière significative le TRm. Aucune autre 
interaction n’a été observée avec la durée de présentation des stimuli. Les participants 
répondaient plus rapidement pour une durée de présentation de 1000 ms (EMO1000: 
705,80 ms ; ES ± 69,70 ms et MOT1000: 674,95 ms ; ES ± 72,85 ms) en comparaison d’une 
durée de 500 ms (EMO500: 845,44 ms ; ES ± 71,99 ms et MOT500: 817,01 ms ; ES ± 75,24 
ms) et d’une durée de 300 ms (EMO300: 866,88 ms ; ES ± 69,71 ms et MOT300: 867,41 
ms ; ES ± 72,85 ms) lors de la tâche émotionnelle (p < 0,002 et p < 0,001 
respectivement) et lors de la tâche motivationnelle (p < 0,002 and p < 0,001 
respectivement), indépendamment de la fréquence spatiale. Aucune différence n’a été 
mise en évidence concernant la tâche de visualisation passive. Ces résultats sont 
illustrés dans la Figure 33 c. 
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Figure 32. Illustration des performances des participants pour chaque tâche en fonction du contenu 
fréquentiel ((a) TRm en ms; (b) %RCm). 
Les participants étaient plus rapides pour l’évaluation motivationnelle par rapport à l’évaluation émotionnelle 
indépendamment de la fréquence spatiale. En outre, les TRm pour la tâche d’évaluation émotionnelle étaient plus 
rapides pour les scènes en HFS et NF que pour les scènes en BFS. A l’inverse, pour la tâche d’évaluation 
motivationnelle, les TRm étaient plus rapides pour les scènes en BFS que pour les scènes en HFS et NF. La tâche de 
visualisation passive a induit les TRm les plus rapides et les %RCm les plus élevés sans aucune différences entre les 
scènes en BFS, en HFS et NF. **p < 0,01 et p < 0,05. 
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Figure 33. Illustration des performances des participants pour chaque tâche en fonction du contenu 
émotionnel et de la durée de présentation des stimuli ((a) et (c) TRm en ms; (b) et (d) %RCm). 
(a) et (b) Pour la tâche émotionnelle, les participants ont eu un meilleur %RCm pour les scènes émotionnelles que 
pour les scènes neutres. Ils étaient également plus rapides pour évaluer les scènes plaisantes par rapport aux scènes 
déplaisantes et neutres. Pour la tâche motivationnelle, les participants avaient un meilleur %RCm et étaient plus 
rapides pour évaluer des scènes déplaisantes par rapport à des scènes plaisantes ou neutres. Un même pattern de 
réponse était observé pour des scènes plaisantes par rapport à des scènes neutres. Aucune différence entre nos 
conditions n’a été obtenue pour la tâche de visualisation passive. (c) et (d) Pour les tâches émotionnelle et 
motivationnelle, les participants étaient plus rapides pour évaluer les scènes lorsqu’elles étaient présentées pendant 
1000 ms alors que leur %RCm était le plus faible pour une durée de présentation de 300 ms. **p < 0,01 et p < 0,05. 
 
3. 2.   % moyen de réponses correctes (%RCm) 
 
L’analyse statistique a permis de mettre en évidence un effet significatif sur le 
%RCm de la Fréquence spatiale (F2,88 = 18,75, p < 0,001, η2 = 0,30), de la Tâche (F2,88 = 
355,17 ; p < 0,001, η2 = 0,89) et de l’interaction Tâche * Fréquence spatiale (F4,176 = 4,99, 
p < 0,001, η2 = 0,10; Figure 32 b). Les comparaisons de moyennes ont révélé un meilleur 
%RCm (1) pour les scènes NF par rapport aux scènes en BFS et en HFS pour la tâche 
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émotionnelle (NF: 76,14 % ; ES ± 2,86 %, BFS : 70,50 % ; ES ± 2.73 %, p < 0,001, et HFS: 
71,95 %, ES ± 2,84 %, p < 0,001) et (2) pour les scènes NF en comparaison des scènes en 
HFS seulement dans la tâche motivationnelle (NF: 71,76 % ; ES ± 2,92 %; HFS: 68.47 % ; 
ES ± 3,16 %; p < 0,007). Aucune différence statistique n’a été observée entre les scènes 
en BFS et en HFS dans la tâche émotionnelle comme dans la tâche motivationnelle. 
Aucune différence n’a été également obtenue entre les scènes en BFS, HFS et NF lors de 
la tâche de visualisation passive. En outre, il faut également noter que la tâche 
émotionnelle a induit de meilleures performances que la tâche motivationnelle 
seulement pour les scènes en HFS (EMO : 72,00 % ; ES ± 2,25 % et MOT : 68,57 %, ES ± 
2,60 %, p < 0,003) et les scènes NF (EMO : 76,18 % ; ES ± 2,43 % et 71,87 % ; ES ± 2,74 
% , p < 0,001). Tous ces résultats sont illustrés dans la Figure 32 b. 
Nous avons également montré que la Valence émotionnelle (F2,88 = 33,90, p < 
0,001, η2 = 0,43) et les interactions Tâche * Valence émotionnelle (F4,176 = 24,76, p < 
0,001, η2 = 0,36; Figure 33 b) et Fréquence spatiale * Valence émotionnelle (F4,176 = 4,15, 
p < 0,004, η2 = 0,09) influençaient de manière significative le %RCm. Nous n’avons 
cependant pas observé d’interaction de la Tâche * Fréquence spatiale * Valence 
émotionnelle. Indépendamment de la fréquence spatiale, il a été constaté que les scènes 
émotionnelles différaient significativement en termes de %RCm selon la demande de la 
tâche comme illustré dans la Figure 33 b. Plus spécifiquement, lors de la tâche 
émotionnelle, les performances étaient meilleures pour les scènes émotionnelles 
(déplaisantes : 79,08 % ; ES ± 3,95 % et plaisantes : 78,53 % ; ES ± 3,43 %) en 
comparaison des scènes neutres (61,13 % ; ES ± 4,34 %; p < 0,001 pour les deux 
comparaisons). Aucune différence significative n’a été obtenue entre les scènes 
déplaisantes et plaisantes. La tâche motivationnelle présentait de meilleures 
performances pour les scènes déplaisantes (85,03 % ; ES ± 3,44 %) en comparaison des 
scènes plaisantes (69,86 % ; ES ± 4,08 %, p < 0.001) et neutres (55,27 %, ES ± 4,88 %, p 
< 0.001), et pour les scènes plaisantes en comparaison des scènes neutres (p < 0,001). 
Aucune différence n’a été observée entre les scènes émotionnelles pour la tâche de 
visualisation passive. 
Concernant l’effet Fréquence spatiale * Valence émotionnelle, les comparaisons 
de moyennes ont révélé de meilleures performances pour les scènes NF en comparaison 
des scènes en BFS et en HFS lorsqu’elles étaient déplaisantes (NF Déplaisant: 90,52 % ; ES ± 
2,04 %; BFS Déplaisant : 85,85 % ; ES ± 2,60 %, HFS Déplaisant: 86,69 % ; ES ± 2.28 %; p < 
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0,001 et p < 0,005 respectivement) et plaisantes (NF Plaisant : 85,17 % ; ES ± 2,67 %; BFS : 
80,95 % ; ES ± 2,70 %; HFS : 81,21 % ; ES ± 2,89 %; p < 0,002 et p < 0,005 
respectivement). Aucun effet n’a été observé pour les scènes neutres. 
Pour finir, la Durée de présentation des scènes (F2,44 = 4,45, p < 0,02, η2 = 0,17) et 
les interactions Tâche * Durée présentation des stimuli (F4,88 = 3,76, p < 0,008, η2 = 0,15; 
Figure 33 d) et Tâche * Fréquence spatiale * Durée de présentation des stimuli (F8,176 = 
3,51, p < 0,002, η2 = 0,13) influençaient de manière significative le %RCm. Aucune autre 
interaction n’a été observée avec la Durée de présentation des stimuli. Indépendamment 
de la fréquence spatiale, les comparaisons de moyennes ont révélé, dans la tâche 
motivationnelle, que le %RCm était significativement plus faible pour une durée de 
présentation des scènes de 300 ms en comparaison d’une durée de présentation de 500 
ms (p < 0,05). Dans la tâche émotionnelle, le %RCm tendait à être significativement plus 
faible pour une durée de présentation des scènes de 300 ms relativement à une durée de 
1000 ms (p = 0,075). Aucune différence entre les durées de présentation des scènes n’a 
été observée pour la tâche de visualisation passive. En ce qui concerne l’effet de la 
fréquence spatiale en fonction de la durée de présentation des stimuli, l’analyse a 
montré que les scènes NF induisaient un meilleur taux de %RCm que les scènes filtrées 
en BFS et en HFS seulement pour la durée de 300 ms. Aucune différence n’a été observée 
entre les fréquences spatiales pour les trois durées de présentation dans la tâche 
motivationnelle et dans la tâche de visualisation passive. Une partie de ces résultats est 
illustrée dans la Figure 33 d. 
 
4.  Discussion 
 
Le but principal de cette étude était de déterminer le rôle relatif des fréquences 
spatiales dans le traitement visuel des scènes naturelles émotionnelles durant deux 
tâches d’évaluations cognitives explicites : l’une émotionnelle basée sur sa propre 
expérience émotionnelle subjective (déplaisant, plaisant ou neutre) ; l’autre 
motivationnelle basée sur sa propre tendance à l’action (éloignement, approche, ou pas 
d’action). Spécifiquement, nous voulions évaluer si un contenu fréquentiel particulier, en 
BFS ou en HFS, était préféré pour réaliser ces tâches d’évaluation émotionnelle et 
motivationnelle. De plus, une tâche passive de visualisation des scènes émotionnelles a 
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été utilisée comme tâche contrôle de manière à tester, au niveau comportemental, le rôle 
des fréquences spatiales dans le traitement des propriétés intrinsèques émotionnelles 
des scènes sans aucune évaluation cognitive explicite. Dans le but d’explorer le rôle 
relatif de l’information de fréquences spatiales dans différentes tâches, nous avons 
manipulé le contenu de fréquences spatiales de scènes complexes afin de créer des 
scènes filtrées (en BFS et en HFS) et non-filtrées (NF). 
 
4. 1.   Effet de la tâche 
 
Indépendamment de la fréquence spatiale, nos résultats ont montré que 
l’évaluation motivationnelle induisait des réponses plus rapides que la tâche 
d’évaluation émotionnelle. Cependant, la justesse des réponses était plus faible pour la 
tâche motivationnelle qu’émotionnelle. Globalement, les participants étaient donc plus 
rapides mais moins précis dans la tâche motivationnelle par rapport à la tâche 
émotionnelle. Ces résultats suggèrent que le système motivationnel (défensif vs. 
appétitif) promeut un traitement et une prise de décision rapide mais peut générer 
également plus d’erreurs (Bradley, 2000; Bradley et al., 2001; Frijda, 1986, 1987; Lang 
et al., 1997). 
 
4. 2.   Effet de la tâche en fonction de la fréquence spatiale 
 
Notre étude a également révélé un rôle différent de l’information fréquentielle 
dans nos deux tâches cognitives. Durant la tâche d’évaluation émotionnelle, les 
participants étaient plus rapides pour répondre aux scènes filtrées en HFS et non-
filtrées que pour répondre aux scènes filtrées en BFS. Aucune différence n’a été observée 
entre les scènes filtrées en HFS et les scènes non-filtrées. De plus, durant la tâche 
d’évaluation émotionnelle, la justesse des réponses était significativement plus élevée 
pour les scènes non-filtrées que pour les scènes filtrées en HFS et en BFS. Aucune 
différence n’a été obtenue entre les scènes filtrées en HFS et BFS en termes de taux de 
bonnes réponses. Pris ensemble, ces résultats suggèrent une prévalence de l’information 
en HFS dans la tâche d’évaluation émotionnelle en accord avec les résultats rapportés 
dans d’autres études explorant l’état émotionnel d’autrui avec des durées de 
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présentation des stimuli supérieures à 100 ms (Mermillod et al., 2011; Vuilleumier et al., 
2003). Nos résultats montrent que ce biais pour les HFS peut aussi être appliqué à des 
tâches évaluant l’expérience émotionnelle induite par les scènes naturelles. Plus 
spécifiquement, les participants ont évalué leur expérience émotionnelle en se basant 
sur une analyse détaillée des scènes portée par l’information en HFS plutôt qu’en se 
basant sur une information grossière comprise dans les BFS. Nos résultats ont aussi 
montré que le taux de bonnes réponses augmentait quand l’information en HFS était 
couplée avec l’information en BFS dans les stimuli non-filtrés. Ces résultats suggèrent 
ainsi que, bien que l’information en HFS soit préférée à celle en BFS pour discriminer 
rapidement sa propre expérience émotionnelle, l’information en BFS peut aussi 
contribuer à cette discrimination. A l’inverse, l’information en BFS semble prévaloir et 
suffire à la catégorisation des scènes naturelles pendant une tâche d’évaluation 
motivationnelle. En effet, dans cette tâche, les participants étaient plus rapides pour 
catégoriser des scènes filtrées en BFS plutôt qu’en HFS. L’information grossière 
transmise par les BFS apparait comme l’information essentielle et la plus effective pour 
décider rapidement de la tendance à l’action (éloignement, approche, ou pas d’action). 
Selon de précédentes études explorant les voies de traitement et le type d’information 
visuelle nécessaires pour l’action (Costantini et al., 2010; Costantini et al., 2011), nos 
résultats suggèrent que la tendance à l’action peut être guidée par le traitement de 
l’information spatiale des stimuli visuels (e.g. information de profondeur, distance entre 
les éléments, etc.) contenue dans les BFS et impliquer la voie visuelle dorsale (Kravitz et 
al., 2011; Livingstone & Hubel, 1988). Dans ce sens, le fait que les scènes visuelles 
utilisées dans cette étude étaient des gros plans et impliquaient directement le 
participant a probablement contribué à la prévalence de l’information en BFS dans 
l’identification rapide de la tendance à l’action. Sur la base de nos résultats, il est aussi 
apparu que l’analyse détaillée des scènes transmise par l’information en HFS pouvait 
influencer notre capacité à identifier notre tendance à l’action. Plus spécifiquement, 
l’information en HFS semble avoir un impact négatif sur la rapidité d’identification de la 
tendance à l’action. En effet, aussi bien pour les stimuli filtrés en HFS que lorsque 
l’information en HFS était couplée à l’information en BFS pour les stimuli non-filtrés, le 
TRm était significativement augmenté. 
Pris ensemble, tous les effets liés aux demandes de tâche suggèrent l’existence de 
processus ‘top-down’ qui guideraient le traitement perceptif, via l’attention, vers des 
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fréquences spatiales spécifiques de l’information visuelle. Ces processus pourraient 
impliquer des aires fronto-pariétales comme suggéré par des études en IRMf (Bar, 2003, 
2004; Bar et al., 2006; Bullier, 2001; Hegde, 2008; Peyrin et al., 2010). Le focus 
attentionnel peut fournir la meilleure efficience pour réaliser la tâche et semble être 
orienté vers le traitement des informations en HFS quand nous identifions explicitement 
notre propre expérience émotionnelle (tâche émotionnelle) et vers le traitement des 
informations en BFS quand nous identifions explicitement notre tendance à l’action 
(tâche motivationnelle). A l’opposé, aucun biais vers un contenu fréquentiel particulier 
n’a été observé pendant la tâche de visualisation passive (tâche contrôle). Cette tâche a 
été utilisée dans le but de mettre en évidence le type de fréquences spatiales 
préférentiellement utilisé dans le traitement du contenu émotionnel des scènes en 
l’absence d’évaluation cognitive. En désaccord avec de précédentes études (Bocanegra & 
Zeelenberg, 2011a; Holmes et al., 2005a; Vuilleumier et al., 2003), nos résultats 
suggèrent qu’un traitement implicite (involontaire) du contenu émotionnel des scènes 
ne requière pas un type spécifique d’information fréquentielle. Cette différence avec les 
études précédentes pourrait s’expliquer par le fait que notre tâche n’était pas reliée au 
contenu de la scène et était peut-être de trop bas niveau et trop facile (performances 
toujours maximales) pour mettre en évidence un effet relié à un traitement émotionnel 
implicite des scènes, au niveau comportemental. 
 
4. 3.   Effet de la tâche en fonction de la fréquence spatiale et de la 
valence émotionnelle 
 
Un second objectif dans cette étude était de déterminer si le rôle relatif des 
fréquences spatiales dans le traitement des scènes visuelles durant chacune des tâches 
dépendait de la valence émotionnelle de ces scènes. A ce sujet, nos résultats suggèrent 
que la prévalence de l’information en HFS dans l’évaluation émotionnelle et la 
prévalence de l’information en BFS dans l’évaluation motivationnelle étaient 
indépendantes du contenu émotionnel des scènes. Nous avons évalué aussi la façon dont 
la valence émotionnelle des scènes influençait le traitement des scènes visuelles au 
cours de chacune des tâches selon le contenu fréquentiel considéré. Pour les différentes 
conditions de fréquences spatiales, aucune différence entre les trois catégories de scènes 
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émotionnelles n’a été observée pendant la tâche de visualisation passive confirmant 
l’absence potentielle de traitement émotionnel implicite des scènes. A l’opposée, dans la 
tâche d’évaluation motivationnelle, de meilleures performances (en termes de TRm 
et de %RCm) ont été obtenus pour les scènes déplaisantes en comparaison des stimuli 
plaisants ou neutres, et pour les scènes plaisantes en comparaison des scènes neutres, 
suggérant un shift attentionnel vers les scènes déplaisantes. Il doit être aussi noté que 
les scènes déplaisantes étaient traitées plus rapidement dans la tâche motivationnelle 
que dans la tâche émotionnelle. Il semble ainsi que les scènes déplaisantes induisent le 
plus grand sens motivationnel. D’un point de vue évolutionniste, les événements qui 
menacent la vie ont une valeur adaptative plus importante que les autres types de 
stimuli (Ito & Cacioppo, 2005; Ito et al., 1998; Rozin & Royzman, 2001). Dans cette 
situation, le système motivationnel pourrait donner la priorité temporelle et 
attentionnelle aux stimuli déplaisants (Ito & Cacioppo, 2005; Ito et al., 1998; Rozin & 
Royzman, 2001), cruciaux pour l’adaptation et la survie de l’individu (Briggs & Martin, 
2008; Ledoux, 1995b). A l’inverse, dans la tâche d’évaluation émotionnelle, de 
meilleures performances étaient mesurées pour les scènes plaisantes en comparaison 
des scènes déplaisantes (TRm) et pour les scènes émotionnelles en comparaison des 
scènes neutres (%RCm), suggérant un shift attentionnel vers les scènes plaisantes. 
Pendant la tâche émotionnelle, les scènes plaisantes semblent ainsi avoir une valeur plus 
importante que les scènes déplaisantes et les neutres. Par ailleurs, aucune différence 
n’était observée entre les stimuli déplaisants et neutres en termes de temps de réponse. 
Ces résultats sont plutôt surprenant et diffèrent des données de la littérature qui 
montrent plutôt un biais en faveur des stimuli négatifs (biais de négativité) ou un biais 
en faveur des stimuli émotionnels pour ce type de tâche (Ito & Cacioppo, 2005; Ito et al., 
1998; Rozin & Royzman, 2001). Cette prévalence des stimuli plaisants dans la tâche 
émotionnelle serait principalement liée à une modulation dans le traitement des stimuli 
désagréables vis à vis de la tâche motivationnelle. En effet, aucune différence statistique 
significative n’a été observée dans le traitement des stimuli agréables entre les deux 
tâches. En revanche, pour les stimuli désagréables, le temps de réponse était 
significativement plus long dans la tâche émotionnelle que dans la tâche 
motivationnelle. Cette modulation a conduit à un biais de positivité dans la tâche 
émotionnelle. Ces données suggèrent que les stimuli agréables semblent être traités de 
façon similaire dans les deux tâches alors que les stimuli désagréables semblent plus 
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pertinents dans la tâche motivationnelle que dans la tâche émotionnelle. Au regard de ce 
dernier point, nous supposons que l’alternance aléatoire des blocs de tâches 
d’évaluation (émotionnelle et motivationnelle) pour chaque participant a peut-être 
modulé le traitement des scènes désagréables dans la tâche émotionnelle et a contribué 
à favoriser un biais de positivité dans cette tâche. Il convient également de noter que les 
participants étaient préalablement informés des deux tâches à accomplir et qu’ils étaient 
familiarisés au préalable avec celles-ci. Cependant, notre hypothèse ne peut être vérifiée 
ici et doit être explorée dans de futurs travaux. 
 
4. 4.   Effet de la durée de présentation des scènes 
 
Pour finir, nous avons aussi manipulé la durée de présentation des stimuli de 
manière à évaluer si ce facteur interagit avec les effets de demandes de tâche sur le 
traitement des scènes émotionnelles. Alors que les valeurs de TR étaient les plus courtes 
pour une durée de présentation des stimuli de 1000 ms dans les deux tâches 
d’évaluation, la prévalence de l’information en HFS dans l’identification rapide de sa 
propre expérience émotionnelle (tâche émotionnelle) et la prévalence de l’information 
en BFS dans l’indentification de sa tendance à l’action (tâche motivationnelle) étaient 
maintenues pour les trois durées de présentation des stimuli suggérant l’absence d’une 
influence additionnelle potentielle de processus attentionnels plus contrôlés (plus 
conscients) avec l’augmentation de la durée de la stimulation. Seule l’exactitude des 
réponses était améliorée avec l’augmentation de la durée de présentation. 
 
5.  Conclusion 
 
Nos résultats ont confirmé l’intérêt de considérer à la fois les processus 
émotionnels et motivationnels dans le traitement visuel des stimuli ayant une 
significativité émotionnelle. Nous avons montré le rôle distinct des fréquences spatiales 
dans le traitement émotionnel des scènes dans une tâche émotionnelle et une tâche 
motivationnelle. Spécifiquement, les informations en HFS sont plus pertinentes dans 
l’identification de sa propre expérience émotionnelle alors que les informations en BFS 
semblent suffisantes et les plus efficientes pour rapidement identifier sa tendance à 
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l’action. Ces résultats apparaissent indépendants du contenu émotionnel de 
l’information. De plus, l’évaluation motivationnelle donnerait la priorité aux stimuli 
négatifs, indépendamment de la fréquence spatiale. L’identification de l’expérience 
émotionnelle donnerait la priorité, quant à elle, aux stimuli plaisants.
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Nous avons mené une première étude comportementale afin d’étudier 
spécifiquement l’effet de différentes tâches sur le traitement visuel de scènes 
émotionnelles : (1) une tâche de perception où les sujets devaient regarder passivement 
les scènes et donner une réponse motrice sans lien avec la tâche visuelle, (2) une tâche 
de catégorisation émotionnelle où ils devaient indiquer l’émotion ressenti face aux 
scènes et (3) une tâche de catégorisation motivationnelle où ils devaient indiquer la 
tendance à l’action adoptée face aux scènes. Nous avons tout d’abord observé un biais de 
négativité pour la tâche motivationnelle ; les sujets répondaient plus rapidement pour 
les scènes déplaisantes que pour les scènes neutres et plaisantes. De façon surprenante, 
nous avons observé un biais de positivité pour la tâche de catégorisation émotionnelle, 
les sujets répondant cette fois-ci plus rapidement pour les scènes plaisantes que les 
scènes déplaisantes et neutres. Nous avons interprété ce résultat en termes de 
contamination de la tâche motivationnelle sur la tâche de catégorisation du ressenti. Par 
contre, aucun biais émotionnel n’a été observé lors de la tâche de perception. 
Par ailleurs, nous avons montré qu’il existe une fréquence spatiale 
« diagnostique », ou préférée en fonction de la tâche réalisée. Lorsque les sujets devaient 
catégoriser leurs émotions, ils répondaient plus rapidement sur le contenu en HFS des 
scènes émotionnelles et ce, quelle que soit la valence de ces stimuli (neutres, plaisants et 
déplaisants) alors que lorsqu’ils devaient indiquer leur tendance à l’action, ils 
répondaient plus rapidement sur le contenu en BFS. A nouveau, aucun biais fréquentiel 
n’a été observé lors de la tâche de perception. Ce dernier résultat semble contradictoire 
avec certaines données comportementales de la littérature qui montrent explicitement 
une influence du contenu en BFS sur la perception passive de visages émotionnels 
(Bocanegra & Zeelenberg, 2009, 2011a, 2011b). Afin de mieux comprendre les 
phénomènes d’interactions entre le contenu fréquentiel et différentes tâches, nous nous 
sommes intéressés à leurs corrélats cérébraux en utilisant l’Imagerie par Résonance 
Magnétique fonctionnelle (IRMf). Nous avons donc mené deux études en IRMf. Dans la 
première étude (Etude 2 de la thèse), nous nous sommes tout particulièrement 
intéressés aux corrélats cérébraux de la perception passive de scènes émotionnelles aux 
différents contenus fréquentiels (BFS, HFS et non-filtré). Dans la seconde étude (Etude 3 
de la thèse), nous avons étudié plus spécifiquement l’influence de deux tâches 
d’évaluations cognitives affectives (catégorisation du ressenti émotionnel et de la 
tendance à l’action) et leurs interactions avec le contenu fréquentiel des scènes. 
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Chapitre VI.  ETUDE 2 : Bases neurales 
de la perception passive 
de scènes 
émotionnelles en 
fonction du contenu en 
fréquences spatiales 
 
Dans cette première étude en IRMf, notre objectif est d’identifier les régions 
cérébrales impliquées dans la perception passive de scènes émotionnelles et ce, en 
fonction du contenu de fréquences spatiales des scènes. 
 
1.  Introduction 
 
1. 1.   Bases cérébrales du traitement émotionnel et rôle des 
fréquences spatiales 
 
Le traitement de stimuli visuels ayant une signification biologique (e.g., un visage 
expressif, un animal effrayant, une image érotique) requiert des systèmes neuronaux 
spéciaux capables de détecter rapidement les caractéristiques néfastes ou bénéfiques 
pour l’organisme et de mobiliser l’individu pour sa survie ou son bien-être. Ainsi, de par 
leurs propriétés intrinsèques motivationnelles, les stimuli émotionnels sont bien connus 
pour être préférentiellement traités par le cerveau de manière réflexive, en attirant 
automatiquement l’attention sur eux (Luo et al., 2010; Pourtois et al., 2013). Les 
corrélats cérébraux associés à ce phénomène, aussi appelé biais émotionnel, ont pu être 
identifiés grâce à différentes techniques d’imagerie cérébrale fonctionnelle. Par exemple, 
en EEG, il est commun d’observer une augmentation d’amplitude des composantes 
évoquées précoces du traitement visuel telles que la P1, lors de la présentation de 
visages émotionnels par rapport à des visages neutres (Hajcak et al., 2013; Olofsson et 
al., 2008; Wiens et al., 2010). La source de ces potentiels évoqués visuels précoces est 
localisée dans les régions visuelles extra-striées (Pourtois et al., 2005; Williams et al., 
2006). En IRMf, on rapporte également une augmentation d’activité des régions 
visuelles extra-striées pour les stimuli émotionnels par rapport à des stimuli neutres. 
144 
 
Par exemple, plusieurs études en IRMf (Sabatinelli et al., 2011; Vuilleumier et al., 2001a; 
Vuilleumier et al., 2004; Winston et al., 2003) mettent en évidence une augmentation 
d’activité du gyrus fusiforme – une région du cortex temporal impliquée dans le 
traitement visuel de visages (Haxby et al., 2000, 2002; Kanwisher et al., 1997) – lors de 
la perception de visages émotionnels comparativement à des visages neutres. Par 
ailleurs, grâce à sa bonne résolution spatiale, la technique d’IRMf a également permis de 
mettre en évidence une activation quasi systématique de l’amygdale – un noyau cérébral 
profond situé dans la partie médiale du lobe temporal – lors du traitement visuel des 
émotions, bien souvent de façon concomitante à celle des régions visuelles (Edmiston et 
al., 2013; Sabatinelli et al., 2005; Sabatinelli et al., 2011; Wendt et al., 2011). La mise en 
évidence par certaines études (1) d’une activation précoce de l’amygdale, précédant 
celle des aires visuelles (Krolak-Salmon et al., 2004; Pourtois et al., 2010b; Sabatinelli et 
al., 2009)et (2) de connexions entre l’amygdale et les régions visuelles postérieures 
(Amaral et al., 2003; Catani et al., 2003; Gschwind et al., 2012) a d’ailleurs amené 
certains auteurs à supposer que l’amygdale serait susceptible d’influencer de façon 
descendante le traitement de stimuli émotionnels réalisé par les régions visuelles 
postérieures (Gschwind et al., 2012; Rotshtein et al., 2010; Sabatinelli et al., 2005; 
Sabatinelli et al., 2009). Ces premiers résultats ont ouvert la voie à de nombreuses 
recherches dont l’objectif était de mieux comprendre par quels mécanismes l’amygdale 
pouvait traiter très rapidement les stimuli émotionnels et, par la suite, exercer une 
influence descendante sur les régions visuelles du cortex. Plusieurs travaux réalisés chez 
le rat et le primate ont démontré qu’il existe une voie sous-corticale directe entre les 
noyaux du thalamus (e.g., le pulvinar) et l’amygdale (Isbell, 2006; Phelps & LeDoux, 
2005; Tamietto & de Gelder, 2010). Cette voie permettrait d’envoyer très rapidement 
l’information visuelle émotionnelle jusqu’à l’amygdale sans passer par le cortex visuel. 
Le traitement visuel serait alors implicite (c'est à dire non conscient). Cette voie sous-
corticale (aussi appelée tecto-pulvinar ; cf. Chapitre 1) serait composée principalement 
de fibres magnocellulaires qui véhiculeraient rapidement une information en BFS. Ainsi, 
l’amygdale utiliserait cette information rapide et grossière pour traiter très rapidement 
les émotions. C’est cette hypothèse que Vuilleumier et al. (2003) ont testé dans une 
étude en IRMf, en focalisant leur travail sur l’émotion de peur. Pour cela, les auteurs ont 
utilisé des visages neutres et des visages apeurés, filtrés en BFS, HFS et non-filtrés. 
Conformément à la littérature, ils ont observé une activation du cortex fusiforme pour le 
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traitement des visages et une activation de l’amygdale, du colliculus supérieur et du 
pulvinar pour le traitement de l’expression de peur par rapport à une expression neutre 
(Das et al., 2005; Liddell et al., 2005; Padmala et al., 2010; Vuilleumier et al., 2001a). 
Cependant, ces activations différaient en fonction des fréquences spatiales disponibles 
dans les visages. Ainsi, l'activation du cortex fusiforme était plus importante pour le 
traitement des visages en HFS que pour le traitement des visages en BFS et ce, 
indépendamment de l’émotion sur les visages. L'activation de l’amygdale était, quant à 
elle, plus importante pour une expression faciale de peur en BFS qu’en HFS. Ces résultats 
ont amené les auteurs à proposer deux voies de traitement impliquées dans la 
perception des visages : une voie sous-corticale tecto-pulvinar, constituée des fibres 
magnocellulaires, qui analyse et envoie rapidement les BFS à l’amygdale et une voie 
corticale ventrale (Vuilleumier et al., 2003), constituée majoritairement de fibres 
parvocellulaires, qui analyse et envoie plus lentement les HFS jusqu’au cortex fusiforme 
(Kveraga, Boshyan et al., 2007; Livingstone & Hubel, 1988; Tobimatsu & Celesia, 2006). 
A noter que dans une étude en IRMf, Winston et al. (2003) ont montré que le gyrus 
fusiforme peut être également activé par le contenu en BFS des visages mais à la 
condition qu’ils expriment la peur. En EEG, plusieurs études ont montré que l’amplitude 
des composantes précoces visuelles P1 (Pourtois et al., 2005; Vlamings et al., 2009) et 
N170 (Nakashima et al., 2008; Vlamings et al., 2009) était plus grande pour des visages 
expressifs que pour des visages neutres quand ceux-ci étaient filtrés en BFS mais pas en 
HFS. Plus récemment, une étude en magnétoencéphalographie (MEG ; Maratos et al., 
2009) a permis d’apporter de nouveaux arguments temporels concernant la réponse 
précoce de l’amygdale à l’information émotionnelle en BFS. En utilisant des visages 
apeurés et neutres filtrés en BFS, Maratos et al. (2009) ont montré que l’activation de 
l’amygdale était plus importante pour les visages apeurés que les visages neutres dans 
une fenêtre temporelle très précoce, 50 à 250 ms seulement après leur présentation. 
L’ensemble de ces résultats électrophysiologiques tend à conforter l’hypothèse d’un 
traitement rapide des émotions par l’amygdale à travers l’analyse des BFS. 
Toutefois, l’hypothèse de l’utilisation de la voie sous-corticale comme support 
anatomique du traitement implicite des informations émotionnelles en BFS, telle 
qu’initialement proposée par Vuilleumier et al. (2003), est aujourd’hui vivement 
discutée (Pessoa & Adolphs, 2010; Pourtois et al., 2013). En effet, il existe de 
nombreuses observations anatomiques et fonctionnelles qui montrent que l’information 
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visuelle peut être rapidement véhiculée aux aires de haut niveau dans la hiérarchie 
corticale telle que le cortex préfrontal (Bar, 2003; Bar et al., 2006; Bullier, 2001; Peyrin 
et al., 2010) et qui suggèrent donc qu’il soit possible de passer par des voies corticales 
pour réaliser un traitement visuel rapide. L’information émotionnelle pourrait ainsi 
emprunter ces voies visuelles corticales rapides pour atteindre très rapidement 
l’amygdale (Pourtois et al., 2013), mais aussi des structures corticales de haut niveau, 
telles que le cortex préfrontal orbitaire (CPFo) (Barrett & Bar, 2009; Shenhav et al., 
2012). Barrett et Bar (2009) proposent que les BFS soient rapidement véhiculées par la 
voie magnocellulaire, des aires visuelles précoces aux CPFo. Le CPFo utiliserait 
l’information en BFS pour générer des prédictions possibles quant à la teneur 
émotionnel du stimulus perçu. Ses prédictions pourraient être ensuite envoyées à 
d’autres régions cérébrales. Ainsi, les régions préfrontales orbitaires, de concert avec 
l’amygdale, joueraient un rôle prépondérant dans le traitement rapide de l’information 
émotionnelle. 
 
Problématique 
 
L’ensemble des études précédemment citées ont exclusivement utilisées des 
visages comme stimuli émotionnels. Par ailleurs, ces visages expriment le plus souvent 
une émotion de peur. Ces travaux de neuro-imagerie fonctionnelle suggèrent donc que 
les BFS seraient, en fait, « diagnostiques » au seul traitement de visages apeurés. Seules 
quelques études en EEG ont utilisé des scènes émotionnelles complexes et manipulé 
plusieurs valences émotionnelles (scènes déplaisantes, plaisantes et neutres). Ces 
études ont mis en évidence une plus grande amplitude des composantes précoces P1 
(Alorda et al., 2007) et N135 (Carretie et al., 2007) pour des scènes émotionnelles 
déplaisantes par rapport à des scènes neutres et ce, seulement lorsque les scènes étaient 
filtrées en BFS. Les scènes émotionnelles plaisantes n’ont pas induit, quant à elles, de 
différence d’amplitude des composantes précoces par rapport à des scènes neutres. Ces 
résultats électrophysiologiques obtenus sur des scènes déplaisantes sont en accord avec 
les études réalisées sur des visages qui expriment la peur. Cependant, ils ne nous 
renseignent pas sur les structures cérébrales impliquées dans le traitement de scènes 
émotionnelles, et dans ce contexte, ils ne nous permettent pas de clarifier le rôle de 
l’amygdale et du CPFo. 
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A notre connaissance, aucune étude en IRMf n’a explicitement étudié le rôle 
des fréquences spatiales dans le traitement des scènes émotionnelles complexes 
déplaisantes et plaisantes. Dans une première étude en IRMf (Etude 2 de la thèse), 
notre objectif était d’identifier les structures cérébrales impliquées dans la 
perception passive de scènes émotionnelles de différents contenus fréquentiels. 
Sur la base des résultats obtenus sur des visages apeurés (pour des travaux en 
IRMf : Vuilleumier et al., 2003 ; Winston et al., 2003 ; pour des travaux en MEG : 
Maratos et al., 2009), notre hypothèse principale est que l’activité de l’amygdale et 
des aires visuelles serait plus prononcée pour le traitement des scènes 
déplaisantes par rapport à celui des scènes neutres en BFS, ce qui ne devrait pas 
être le cas pour les scènes filtrées en HFS. Cette étude devrait nous permettre, par 
ailleurs, d’identifier les structures cérébrales impliquées spécifiquement dans le 
traitement de scènes émotionnelles plaisantes. Sur la base de données 
expérimentales et de certains modèles actuels stipulant que l’amygdale ne serait 
pas qu’une structure spécifique de l’émotion de peur mais qu’elle serait impliquée 
plus généralement dans l’évaluation de la saillance et de la pertinence biologique 
de l’information émotionnelle qu’elle soit négative ou positive (Sander, 2012; 
Sander et al., 2003; Sergerie et al., 2008), nous avons émis l’hypothèse que 
l’amygdale et les aires visuelles associées seraient également plus activées pour 
des scènes plaisantes que pour des scènes neutres en BFS. Enfin, cette étude IRMf 
nous donnera l’occasion d’opposer l’implication de la voie sous-corticale 
émotionnelle à celle d’un réseau cortico-cortical émotionnel en s’intéressant à la 
réponse de régions cérébrales autres que l’amygdale au contenu émotionnel, tout 
particulièrement pour les scènes en BFS. Notre hypothèse est que si l’activation de 
l’amygdale s’accompagne d’une activation du colliculus supérieur et du pulvinar, 
le traitement émotionnel impliquerait préférentiellement la voie sous-corticale. Si 
l’activation de l’amygdale s’accompagne d’une activation de régions 
orbitofrontales, le traitement émotionnel impliquerait plutôt la voie corticale. 
 
2.  Matériels et méthodes  
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2. 1.   Participants 
 
Treize jeunes volontaires (6 femmes et 7 hommes, âge moyen : 24 ± 5 ans) ont 
participé à cette expérience en IRMf. Tous les participants étaient droitiers, de culture et 
de langue française, étaient de niveau d’éducation équivalent et avaient une vue normale 
ou corrigée à la normale. Les volontaires présentant des troubles psychiatriques ou 
neurologiques, ou sous médication susceptible de moduler les processus émotionnels 
n’ont pas été inclus dans cette étude. Tous les participants ont signé un consentement 
écrit avant leur participation, approuvé au préalable par le comité éthique local (CPP 
Sud Est V, France). Ces 13 participants ont été sélectionnés sur la base de 20 
participants pour l’analyse des données ; 7 participants ont été exclus en raison 
d’artéfacts importants lors de l’acquisition des séquences d’IRMf. 
 
2. 2.   Stimuli 
 
Le logiciel de présentation E-prime (E-prime Psychology Software Tolls, Inc. 
Pittsburgh, USA) a été utilisé pour afficher les stimuli qui étaient projetés sur un écran 
translucide à l’arrière de l’aimant. Les participants voyaient l’écran positionné à une 
distance de 140 cm de leurs yeux via un miroir fixé sur l’antenne. Les stimuli étaient 
présentés sur un fond noir. Les stimuli utilisés dans cette première étude d’IRMf étaient 
les mêmes que ceux utilisés dans l’étude comportementale (Etude 1 de la thèse), à 
savoir 198 images de scènes naturelles en noir et blanc (de résolution 640 x 480 pixels), 
d’une taille angulaire sur l’écran de 30,37° x 21,83° et incluant 66 scènes déplaisantes, 
66 scènes plaisantes, et 66 scènes non-émotionnelles. Pour rappel, les scènes étaient des 
gros plans qui impliquaient directement le participant, i.e., avec un point de vue à la 
première personne ; des exemples de scènes sont donnés en Annexe C). Pour chaque 
scène, un stimulus en BFS (30 cycles par image ; fréquence spatiales inférieures à 0,99 
cycle/degré d’angle visuel) et en HFS (180 cycles par image ; fréquence spatiales 
supérieure à 5,93 cycles/degré d’angle visuel) a été créé. Les images filtrées ont été 
générées en utilisant une boite à outils de traitement d’image sous MATLAB (Mathworks 
Inc., Sherborn, MA, USA). A l’issue du filtrage, le contraste des scènes en HFS étant 
fortement réduit par rapport aux scènes en BFS et non-filtrées (NF), nous avons égalisé 
la luminance moyenne et le contraste (i.e., root mean square [RMS]; voir Bex & Makous, 
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2002) de chaque image en BFS, HFS et NF (luminance moyenne = 128 sur une échelle de 
256 niveaux de gris ; déviation standard = 25,6). Ce contrôle permet d’étudier les bases 
neurales du traitement de fréquence spatiale des scènes émotionnelles 
indépendamment d’un biais de la luminance ou du contraste des images. 
 
2. 3.   Procédure 
 
Nous avons utilisé un paradigme de type bloc avec des scènes de différentes 
fréquences spatiales. Au sein d’un bloc, nous avons utilisé un paradigme de type 
évènementiel où des scènes de différentes valences ont été présentées dans un ordre 
pseudo-aléatoire. L’expérience comprenait un seul scan fonctionnel d’une durée de 14 
min et 50 sec. Ce scan était composé de 3 blocs ‘Fréquence Spatiale’ (1 en BFS, 1 en HFS 
et 1 NF) d’une durée de 4 min et 24 sec chacun incluant 66 scènes (22 scènes 
déplaisantes, 22 scènes plaisantes, 22 scènes neutres ; Figure 34). Vingt-deux 
événements nuls présentant une croix de fixation centrale blanche sur un fond noir ont 
été insérés de façon pseudo-aléatoire entre les scènes afin de faire redescendre l’activité 
cérébrale à son niveau de base. L’intervalle de temps moyen entre la présentation de 
deux scènes successives, ainsi que la durée moyenne d‘un évènement nul, étaient de 
3000 ms (variant entre 2700 et 3300 ms). De manière à limiter les effets de répétition 
des scènes, les participants ne voyaient qu’une seule fois chaque image, i.e., pour chaque 
bloc de fréquence (1 en BFS, 1 en HFS et 1 NF), 1 set de 66 scènes différentes était 
utilisé. Les sets étaient contrebalancés entre les participants. Afin d’éviter une fatigue 
des participants, les blocs de ‘Fréquence Spatiale’ étaient entrecoupés de 2 blocs de 
‘Repos’ d’une durée de 1 min et 30 sec chacun présentant en continue une croix de 
fixation centrale. L’ordre des blocs était randomisé à travers les participants. 
Le scan fonctionnel comprenait 198 essais expérimentaux (66 scènes : 22 
déplaisantes, 22 plaisantes, et 22 neutres * 3 fréquences ; Figure 34). Chaque essai 
débutait par un écran noir avec croix de fixation centrale blanche d’une durée aléatoire 
comprise entre 700 et 1300 ms (1000 ms en moyenne). Cet écran était suivi d’une scène 
sur un fond noir pendant 500 ms. Les participants devaient observer passivement la 
scène. Un écran de réponse apparaissait ensuite pendant 1500 ms. Cet écran réponse 
était composé de trois « X », chacun associé à un bouton réponse. Un seul des « X » était 
souligné (« X » cible). Les participants devait identifier l’emplacement du « X » cible en 
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appuyant sur le bouton réponse correspondant. L’emplacement du « X » cible était 
aléatoire à travers les essais. Ainsi, la réponse motrice était indépendante de la 
perception des scènes. Notons, qu’initialement, l’objectif de cette étude était d’explorer 
les bases cérébrales du traitement de scènes émotionnelles en fonction de différentes 
consignes visuelles à savoir une consigne de perception passive et 2 consignes de 
catégorisation dont une émotionnelle et l’autre motivationnelle. Le design expérimental 
de l’étude a donc été pensé en fonction de ces 3 tâches. Les consignes de catégorisation 
visuelle nécessitaient une réponse motrice. Afin de rendre comparable la tâche de 
perception passive aux tâches catégorisation du point de vue moteur, nous avons choisi 
d’ajouter une réponse motrice (sans lien) à la tâche de perception passive. Toutefois, 
suite à un problème méthodologique, les tâches de catégorisation n’ont pu être 
analysées correctement. La tâche de perception ayant été systématiquement réalisée en 
premier pour tous nos participants et les participants n’étant informés de la consigne 
des tâches qu’au moment de leur réalisation, nous sommes donc en mesure de présenter 
les résultats de la tâche de perception passive, indépendamment des autres tâches 
réalisées 
Pour chaque participant, le pourcentage moyen de réponses correctes (%RCm) et 
les temps de réponses correctes moyens (TRm en ms) ont été calculés pour chaque 
valence émotionnelle et chacune des trois fréquences spatiales. Une réponse a été 
considérée comme correcte lorsque les participants ont appuyé sur le bouton réponse 
associé au « X » cible. Les essais sans réponses ont été considérés comme une erreur. 
Deux ANOVA à mesures répétées ont été effectuées sur les %RCm et TRm, comprenant 
la Valence (Déplaisants, Plaisants, et Neutre) et la Fréquence Spatiale (NF, BFS, et HFS) 
comme facteurs intra-sujets. 
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Figure 34. Paradigme expérimental. 
 (a) Le paradigme de type bloc alterne entre des blocs de ‘Fréquence spatiale’ (Non-filtrés/NF, BFS et HFS) et des blocs 
de ‘Repos’. (b) A l’intérieur d’un bloc, 66 scènes de différentes valences (scènes déplaisantes, plaisantes et neutres) 
ont été présentées de façon pseudo-aléatoire. Vingt-deux événements nuls présentant une croix de fixation centrale 
blanche sur un fond noir ont été insérés de façon pseudo-aléatoire entre les scènes. (c) Un essai débute par une croix 
de fixation centrale d’une durée aléatoire comprise entre 700 et 1300 ms (1000 ms en moyenne), suivie d’une scène 
sur un fond noir pendant 500 ms et d’un écran de réponse pendant 1500 ms, composé de trois « X », chacun associé à 
un bouton réponse. Les participants devaient observer passivement la scène puis identifier l’emplacement du « X » 
cible en appuyant sur le bouton réponse correspondant. 
 
2. 4.   Acquisition, traitement et analyses des données IRM 
 
2. 4. 1. Acquisition 
 
L’acquisition des images IRM a été réalisée sur un imageur IRM 3T corps entier 
Philips Achieva TX. Après installation du sujet dans l’aimant, un scan de repérage 
anatomique a été acquis afin d’identifier deux structures situées à la face interne des 
hémisphères : la commissure antérieure (CA) et la commissure postérieure (CP). Une 
rotation d’environ 15° a ensuite été appliquée sur le plan bi-commissural de façon à ce 
que le nouveau plan passe par la limite inférieure du lobe frontal et la limite inférieure 
de la protubérance annulaire. Ce repérage avait pour but d’optimiser l’acquisition des 
structures temporales médiales (amygdale) et orbito-frontales. Les acquisitions 
fonctionnelles (images pondérées en T2*) ont été effectuées en multi-coupes (52 coupes 
axiales acquises de manière entrelacée, de 2,5 mm d’épaisseur), en mode EPI (‘Echo 
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Planar Imaging’), permettant l’exploitation du contraste BOLD. Les paramètres de cette 
séquence étaient les suivants : Temps de Répétition (TR) = 3000 ms, Temps d’Echo (TE) 
= 30 ms, angle de basculement = 80°, champ de vue = 220 x 220 mm², matrice 
d’acquisition = 88 x 85 pixels, matrice de reconstruction = 96 x 96 pixels, taille des 
voxels dans le plan = 2,29 x 2,29 mm. Six premières mesures du volume ('dummies') ont 
été réalisées afin que l'aimantation longitudinale ait atteint un état stationnaire au 
moment de l’acquisition des 289 volumes fonctionnels d’intérêt. L’examen s’est achevé 
par l’acquisition d’un scan anatomique (images pondérées en T1) de 160 coupes 
adjacentes de 0.89 mm d’épaisseur, orientées de façon identique aux coupes 
fonctionnelles. Les paramètres de cette séquence 3D T1 TFE étaient les suivants : champ 
de vue = 240 x 256 x 192 mm², matrice d’acquisition = 272 x 249 x 160 pixels, matrice 
de reconstruction = 288 x 288 x 160 pixels, taille des voxels = 0,89 x 1 x 1,2 mm. 
 
2. 4. 2. Traitement spatial et statistiques des données IRMf 
 
Le traitement des données IRMf a été réalisé par la méthode ‘Statistical 
Parametric Mapping’ (SPM, Wellcome Department of Cognitive Neurology, Londres, 
R.U. ; Friston et al., 1995), à l’aide du logiciel SPM 8 : 
http://www.fil.ion.ucl.ac.uk/spm/software/spm8/) sous MatLab 7.9 (Mathworks Inc., 
Sherborn, MA, USA). 
Le traitement spatial SPM d’un examen fonctionnel comprenait les étapes 
suivantes : la première étape consistait à corriger le décalage d’acquisition entre les 
coupes d’un volume en les "ramenant", par interpolation temporelle, à un instant 
d'acquisition commun (i.e., à l’instant d’acquisition d’une des coupes du volume, 
qualifiée de coupe de référence, il s’agit de la coupe réalisée en milieu d’acquisition dans 
notre cas). La série de volumes fonctionnels a été, par la suite, réalignée sur le volume 
acquis au milieu de la série afin de corriger les artéfacts dus aux mouvements de la tête 
du sujet. Après ce recalage, le volume anatomique a été normalisé à l’aide d’une 
opération non-linéaire afin qu’il puisse se confondre avec un volume de référence 
('template') issu du MNI (Montreal Neurologic Institute). Les paramètres de 
normalisation ont été, ensuite, appliqués aux volumes fonctionnels. Le traitement spatial 
s'achevait par un lissage spatial des volumes fonctionnels normalisés. Il consiste à 
appliquer un filtre Gaussien de 8 mm (‘Full Width at Half Maximum’) sur les images. Ce 
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filtrage permet d'augmenter le rapport signal sur bruit et permet de s'affranchir, dans 
une certaine mesure, de la variabilité inter-individuelle lors des analyses de groupe (voir 
Annexe E pour plus de détails sur les étapes du traitement spatial SPM). A l’issue de 
cette étape de traitement spatial, nous avons inspecté visuellement les images EPI et les 
paramètres de mouvements pour chaque sujet. Sept participants ont été enlevés en 
raison de la présence d’artéfacts sur leur séquence d’acquisition fonctionnelle et d’une 
amplitude des mouvements de translation et de rotation trop importante. 
Le traitement statistique SPM a été réalisé sur la base du modèle linéaire général 
(GLM, General Linear Model). Neuf conditions d’intérêt (3 Fréquences Spatiales x 3 
Valences émotionnelles) ont été modélisées comme étant neuf régresseurs convolués à 
une fonction de réponse hémodynamique canonique (HRF) : NF-Déplaisant, NF-Plaisant, 
NF-Neutre, BFS-Déplaisant, BFS-Plaisant, BFS-Neutre, HFS-Déplaisant, HFS-Plaisant et 
HFS-Neutre. Les paramètres de mouvement, provenant des corrections de réalignement 
(trois translations et trois rotations), ont également été inscrits dans le modèle de la 
matrice dans chaque session de l’expérience en tant que régresseurs de non intérêt. Le 
modèle linéaire généralisé a été utilisé pour générer les estimateurs des régresseurs 
pour chaque voxel, pour chaque condition et pour chaque participant. Les cartes 
d’activations statistiques ont ensuite été établies en contrastant les estimateurs de la 
réponse hémodynamique des périodes d’activité propres à chaque condition 
expérimentale. 
Au niveau individuel, nous avons contrasté les conditions d’intérêt qui nous 
permettaient de cartographier les régions cérébrales spécifiquement impliquées dans 
les effets suivants : 
1) Effets de la valence émotionnelle des scènes : les contrastes entre les scènes 
émotionnelles et les scènes neutres ont été calculés, indépendamment de la 
fréquence spatiale, afin d’identifier les régions impliquées dans la perception des 
émotions : 
 [Déplaisant > Neutre] 
 [Plaisant > Neutre] 
2) Effets de la valence émotionnelle des scènes en fonction de la fréquence spatiale : 
les contrastes entre les scènes émotionnelles et les scènes neutres ont ensuite été 
calculés pour chaque fréquence spatiale : 
 [NF-Déplaisant > NF-Neutre] 
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 [BFS-Déplaisant > BFS-Neutre] 
 [HFS-Déplaisant > HFS-Neutre] 
 [NF-Plaisant > NF-Neutre] 
 [BFS-Plaisant > BFS-Neutre] 
 [HFS-Plaisant > HFS-Neutre] 
Par la suite, des analyses de groupe à effet aléatoire, basées sur un test t de 
Student (‘one-sample t-test’), ont été réalisées afin de pouvoir généraliser les résultats à 
l'ensemble de la population d'étude (analyse de groupe). Le seuil de significativité des 
réponses au niveau des pixels individuels a été fixé à p = 0,005 (non corrigé pour les 
comparaisons multiples ; T > 3,05) avec un seuil d’étendue du cluster fixé à 15 voxels. 
Les coordonnées du pic des clusters activés ont ensuite été identifiées et rapportées 
dans l’espace du MNI. 
Nous avons complété notre analyse en comparant statistiquement les activations 
fonctionnelles des différentes conditions d’intérêt dans des régions d’intérêt (ROIs). 
Cette approche en ROI présente l’avantage de mieux contrôler l’erreur statistique de 
Type I qu’une analyse réalisée sur l’ensemble du cerveau (Poldrack, 2007). Elle est, par 
conséquent, particulièrement pertinente pour étudier finement l’utilisation d’une 
information de fréquences spatiales « diagnostique » par des structures cérébrales de 
petit volume. Nous avons choisi les ROIs en accord avec l’hypothèse que le traitement 
émotionnel impliquerait l’activation d’une voie sous-corticale. Nous nous sommes donc 
spécifiquement intéressés aux régions activées dans l’étude en IRMf de Vuilleumier et al. 
(2003) : l’amygdale droite et gauche, le pulvinar droit et gauche et le colliculus supérieur 
droit. Rappelons que, à notre connaissance, cette étude est la seule à avoir mis en 
évidence chez l’humain et en IRMf, une activation de ces 3 structures sous-corticales 
dans un paradigme utilisant des stimuli émotionnels filtrés en fréquence spatiale. Par 
ailleurs, nous avons également testé le cortex préfrontal orbitaire (CPFo) gauche (Figure 
35 (a)) ; cette structure corticale est activée à gauche dans l’étude de Bar et al. (2006), et 
a été proposée par Barrett et Bar (2009) comme un site du traitement des émotions sur 
la base de l’information en BFS. Pour l’amygdale droite et gauche et le CPFo gauche 
(Figure 35 (b) et (c)), les ROIs ont été définies a priori en utilisant des masques 
prédéfinis du « Wake Forest University (WFU) PickAtlas » (Version 3.0 ; (Maldjian et al., 
2003)). Les masques ROIs ont été créés avec le système automatisé de l’atlas 
anatomique qui utilise une parcellisation anatomique d’un cerveau sujet unique MNI et 
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les limitations des sulcus qui définissent chaque volume anatomique. Les ROIs ont été 
construites en utilisant la boîte à outils SPM Marsbar (http://marsbar.sourceforge.net). 
Pour le pulvinar droit et gauche et le colliculus supérieur droit (Figure 35 (d), (e) et (f)), 
nous avons construit, à l’aide de la toolbox Marsbar, des ROIs sphériques de 5 mm de 
diamètre, à partir des coordonnées des pics obtenus pour ces régions par Vuilleumier et 
al. (2003) : thalamus postérieur latéral gauche/pulvinar gauche : x = -16 ; y = -18 z = 0 ; 
thalamus postérieur latéral droit/pulvinar droit : x = 18 ; y = -16 ; z = 6 ; colliculus 
supérieur droit : x = 2 ; y = -30 ; z = -18 ; pour plus de détails voir la Table 3 et Figure 5 
de l’étude de Vuilleumier et al. 2003). 
Les estimations des paramètres liés aux réponses correspondantes aux 
conditions d’intérêt ont ensuite été extraites de ces ROIs pour chaque participant. La 
valeur moyenne du pourcentage de changement de signal dans chacune de ces deux 
ROIs a ensuite été calculée pour chaque participant et chaque condition expérimentale. 
Des ANOVA à mesures répétées ont ensuite été effectuées sur ces valeurs, comprenant la 
Valence (Déplaisants, Plaisants, et Neutre) et la Fréquence Spatiale (NF, BFS, et HFS) 
comme facteurs intra-sujets. 
Sur la base de l’hypothèse que la voie sous-corticale véhiculerait majoritairement 
une information en BFS, nous nous sommes spécifiquement intéressés aux différences 
d’activation entre les scènes en BFS et les scènes en HFS indépendamment de leur 
valence émotionnelle. Par ailleurs, sur la base de l’hypothèse que l’amygdale utiliserait 
préférentiellement les BFS pour traiter la valence émotionnelle, nous nous sommes 
intéressés aux différences d’activation entre les scènes déplaisantes et neutres, d’une 
part, et les scènes plaisantes et neutres, d’autre part, pour les scènes en BFS mais aussi 
en NF (les scènes NF conservant le contenu en BFS). 
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Figure 35. Illustration des régions d’intérêt. 
(a) CPFo gauche, (b) amygdale gauche, (c) amygdale droite prédéfinies à partir de la toolbox WFU Pickatlas (pour plus 
de description de la tootlbox et des masques employés, voir Maldijian et al., 2003), (d) pulvinar gauche, (e) pulvinar 
droit et (f) colliculus supérieur droit prédéfinies à partir des pics d’activations observés par Vuilleumier et al. (2003). 
 
3.  Résultats 
 
3. 1.   Résultats comportementaux 
 
L’analyse statistique ne révèle aucun effet principal, ni d’effet d’interaction des 
facteurs d’intérêt aussi bien pour le %RC (Valence : F2,24 = 1,00, p = 0,38 ; Fréquence 
Spatiale : F2,24 = 2,57, p = 0,10 ; Valence*Fréquence Spatiale: F4,48 = 1,06, p = 0,38) que 
pour les TRm (Valence : F2,24 = 2,28, p = 0,12 ; Fréquence Spatiale : F 2,24 = 1,32, p = 0,28 ; 
Valence*Fréquence spatiale F4,48 = 0,83, p = 0,51). 
 
3. 2.   Résultats en IRMf 
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3. 2. 1.  Analyse de groupe sur tout le cerveau 
 
Effet de la valence émotionnelle des scènes : 
 
Les contrastes [Déplaisant > Neutre] et [Plaisant > Neutre] activent un large réseau 
fronto-pariéto-occipital bilateral commun (Tableau 3 et Figure 36) comprenant le gyrus 
occipital inférieur, le gyrus fusiforme, le gyrus temporal inférieur et le gyrus frontal 
inférieur. Le contraste [Déplaisant > Neutre] active en plus les gyri temporaux moyen et 
supérieur de façon bilatérale, l’aire motrice supplémentaire, le putamen, l’insula droite, 
le gyrus parahippocampique droit et l’amygdale gauche. Nous n’avons observé aucune 
activation spécifique au contraste [Plaisant > Neutre]. 
 
 
Figure 36. Projections sur un cerveau moyen des régions cérébrales spécifiquement activées en contrastant 
les scènes déplaisantes aux scènes neutres (en rouge) et les scènes plaisantes aux scènes neutres (en vert). 
Le réseau commun aux deux contrastes est représenté, par superposition, en jaune. Le seuil de significativité 
statistique pour chaque voxel a été fixé à p < 0,005 (non corrigé pour les comparaisons multiples ; T > 3,05). 
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Tableau 3. Régions cérébrales spécifiquement activées en contrastant les scènes déplaisantes aux scènes 
neutres et les scènes plaisantes aux scènes neutres. 
Le seuil de significativité statistique pour chaque voxel a été fixé à p < 0,005 (non corrigé pour les comparaisons 
multiples ; T > 3,05). Les coordonnées MNI (x, y, z), l’étendue du cluster (k = nombre de voxels) et la latéralité (G = 
gauche ; D = droite) sont indiqués pour chaque cluster. 
 
Effet de la valence émotionnelle des scènes selon la fréquence spatiale 
 
Afin d’évaluer l’effet de la valence émotionnelle pour chaque contenu fréquentiel, les 
scènes déplaisantes d’une part, et les scènes plaisantes d’autre part, ont été comparées 
aux scènes neutres pour chaque fréquences spatiales. 
 
Scènes déplaisantes versus neutres NF, BFS et HFS 
 
Les contrastes [NF-Déplaisant > NF-Neutre], [BFS-Déplaisant > BFS-Neutre] et 
[HFS-Déplaisant > HFS-Neutre] activent tous les trois le gyrus fusiforme et le gyrus 
temporal moyen postérieur bilatéralement. A noter que les scènes BFS et HFS 
déplaisantes activent également les régions occipitales et le précuneus. De façon plus 
intéressante pour notre cadre théorique, les scènes BFS déplaisantes (par rapport aux 
neutres) activent de façon additionnelle le cortex préfrontal orbitofrontal (CPFo) au 
niveau du gyrus frontal inférieur orbitofrontal gauche, l’insula bilatérale et l’amygdale 
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gauche (Tableau 4 et Figure 37). L’amygdale gauche est également plus activée pour les 
scènes NF déplaisantes que neutres. Par contre, les scènes HFS déplaisantes (par 
rapport aux neutres) activent spécifiquement le putamen gauche, le gyrus frontal 
supérieur bilatéral (au niveau de l’aire motrice supplémentaire), et bilatéralement la 
partie antérieure du gyrus temporal moyen/supérieur (Tableau 4 et Figure 37). A noter 
qu’aucune activation significative n’est observée lorsqu’on compare les scènes 
déplaisantes en BFS et HFS. 
 
 
 
Figure 37. Régions spécifiquement activées en contrastant les scènes déplaisantes aux scènes neutres 
lorsqu’elles sont non-filtrées (contraste [NF-Déplaisants > NF-Neutres]), filtrées en BFS (contraste [BFS-
Déplaisants > BFS-Neutres]) et en HFS (contraste [HFS-Déplaisants > HFS-Neutres]). 
Le seuil de significativité au niveau voxel a été fixé à p < 0,005 (non corrigé pour les comparaisons multiples ; T > 
3,05). 
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Tableau 4. Régions cérébrales spécifiquement activées en contrastant les scènes déplaisantes aux scènes 
neutres pour les différentes fréquences spatiales. 
Le seuil de significativité statistique pour chaque voxel a été fixé à p < 0,005 (non corrigé pour les comparaisons 
multiples ; T > 3,05). Les coordonnées MNI (x, y, z), l’étendue du cluster (k = nombre de voxels ; * pour un k < 
15voxels), et la latéralité (G = gauche ; D = droite) sont indiqués pour chaque cluster. 
 
Scènes plaisantes versus neutres NF, BFS et HFS 
 
Les contrastes [BFS Plaisant > BFS Neutre] et [HFS Plaisant > HFS Neutre] 
activent tous les deux les régions occipitales bilatéralement, ainsi que le gyrus fusiforme 
droit pour les HFS et gauche pour les BFS. Les scènes HFS plaisantes (par rapport aux 
neutres) activent de façon additionnelle le gyrus précentral (au niveau du cortex 
prémoteur) et le gyrus frontal supérieur (au niveau de l’aire motrice supplémentaire ; 
Tableau 5 et Figure 38). Aucune activation spécifique n’a été observée pour les scènes 
BFS plaisantes. Par ailleurs, le contraste [NF-Plaisant > NF neutre] n’a révélé aucune 
activation significative. A noter également que les scènes plaisantes activent plus les 
aires du cortex temporal lorsqu’elles sont en BFS (relativement aux HFS) et les aires 
occipito-pariétales lorsqu’elles sont en HFS (relativement aux BFS). 
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Figure 38. Régions spécifiquement activées en contrastant les scènes plaisantes aux scènes neutres 
lorsqu’elles sont filtrées en HFS (contraste [HFS-Plaisants > HFS-Neutres]). 
Le seuil de significativité au niveau voxel a été fixé à p < 0,005 (non corrigé pour les comparaisons multiples ; T > 
3,05). 
 
 
Tableau 5. Régions cérébrales spécifiquement activées en contrastant les scènes plaisantes aux scènes 
neutres pour les différentes fréquences spatiales. 
Le seuil de significativité statistique pour chaque voxel a été fixé à p < 0.005 (non corrigé pour les comparaisons 
multiples ; T > 3,05). Les coordonnées MNI (x, y, z), l’étendue du cluster (k = nombre de voxels), et la latéralité (G = 
gauche ; D = droite) sont indiqués pour chaque cluster. 
 
3. 2. 2. Analyse en régions d’intérêt 
 
Nous nous sommes focalisés sur 6 ROIs : (a) amygdale gauche, (b) amygdale 
droite, (c) CPFo gauche, (d) pulvinar gauche, (e) pulvinar droit et (f) colliculus supérieur 
droit. Une ANOVA comprenant la Fréquence spatiale (BFS, HSF et NF) et la Valence 
(Déplaisant, Plaisant et Neutre) a été réalisée sur les pourcentages moyens de 
changement de signal pour chaque ROI. 
 
Amygdale gauche et amygdale droite 
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L’analyse statistique réalisée sur l’amygdale gauche (Figure 39) n’a pas révélé 
d’effet significatif de la Fréquence spatiale (F(2,24) = 0.57, p = 0.57), ni d’interaction 
Valence * Fréquence spatiale (F4,48 = 1,24, p = 0,31). En revanche, l’analyse montre un 
effet principal de la Valence (F2,24 = 7,58, p < 0,01), les scènes déplaisantes activant plus 
fortement l’amygdale gauche que les scènes neutres (F1,12 = 14,00, p < 0,01). Compte 
tenu de notre hypothèse d’une sensibilité différentielle de l’amygdale aux informations 
émotionnelles en fonction du contenu fréquentiel, nous avons réalisé des comparaisons 
planifiées. Les comparaisons planifiées entre les scènes déplaisantes et neutres 
montrent un effet significatif lorsque les scènes sont NF (1,12 = 4,51, p = 0,05) et filtrées 
en BFS (F1,12 = 33,20, p < 0,001), mais pas quand elles sont filtrées en HFS (F1,12 = 2,49, p 
= 0,14). Par contre, les comparaisons planifiées entre les scènes plaisantes et neutres ne 
révèlent aucune différence pour chaque contenu fréquentiel (NF : F1,12 = 2,83, p = 0,12 ; 
BFS : F1,12 = 4,00, p = 0,07 ; HFS : F < 1). Par ailleurs, les comparaisons planifiées entre 
les scènes en BFS et les scènes en HFS ne révèlent pas non plus de différences 
significatives pour les scènes déplaisantes et plaisantes (F < 1 pour les deux 
comparaisons). 
L’analyse statistique menée sur l’amygdale droite (Figure 39) n’a révélé aucun 
effet significatif de la Valence (F2,24 = 1,83, p = 0,18) et de la Fréquence spatiale (F2,24 = 
2,06, p = 0,15), ni d’interaction entre ces deux facteurs (Valence * Fréquence spatiale : 
F4,48 = 0,45, p = 0,77). Les comparaisons planifiées entre les scènes déplaisantes et 
neutres ne révèlent aucune différence pour chaque contenu fréquentiel (NF et BFS : F < 
1 ; HFS : 1,12 = 3,47, p = 0,09). Similairement, les comparaisons planifiées entre les scènes 
plaisantes et neutres ne révèlent aucune différence pour chaque contenu fréquentiel 
(NF, BFS et HFS : F < 1 pour les trois comparaisons). Enfin, les comparaisons planifiées 
entre les BFS et les HFS ne révèlent pas non plus de différences significatives pour les 
scènes déplaisantes  et plaisantes (F < 1 pour les deux comparaisons). 
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Figure 39. Pourcentage moyen de changement de signal dans l’amygdale gauche et dans l’amygdale droite en 
fonction de la valence et de leur contenu fréquentiel. 
* p ≤ 0,05 ; ** p ≤ 0,001. 
 
CPFo gauche 
 
L’analyse statistique menée sur le CPFo gauche (Figure 40) n’a pas révélé d’effet 
significatif de la Fréquence spatiale (F2,24 = 2,06, p = 0,15), ni d’interaction Valence * 
Fréquence spatiale (F4,48 = 0,45, p = 0,77). En revanche, l’analyse montre un effet 
principal de la Valence (F2,24 = 4,14, p < 0,001), les scènes déplaisantes activant plus 
fortement le CPFo gauche que les scènes neutres (F1,12 = 4,79, p = 0,50). Les 
comparaisons planifiées entre les scènes déplaisantes et neutres montrent un effet 
significatif lorsque les scènes sont filtrées en BFS (F1,12 = 6,72, p < 0,05), mais pas quand 
elles sont NF (F1,12 = 2,94, p = 0,11) ou filtrées en HFS (F < 1). De même, les 
comparaisons planifiées entre les scènes plaisantes et neutres ne révèlent aucune 
différence pour chaque contenu fréquentiel (NF, BFS et HFS : F < 1 pour les trois 
comparaisons). Par ailleurs, les comparaisons planifiées entre les scènes en BFS et les 
scènes en HFS ne révèlent pas non plus de différences significatives pour les scènes 
déplaisantes et plaisantes (F < 1 pour les deux comparaisons). 
 
Figure 40. Pourcentage moyen de changement de signal dans le CPFo gauche en fonction du contenu 
fréquentiel des scènes et de leur valence. 
* p ≤ 0,05 ; ** p ≤ 0,001 
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Pulvinar gauche, pulvinar droit et colliculus supérieur droit 
 
L’analyse statistique menée sur le pulvinar gauche (Figure 41) n’a révélé aucun 
effet significatif de la Valence (F < 1) et de la Fréquence spatiale (F2,24 = 1,13, p = 0,34), 
ni d’interaction Valence * Fréquence spatiale (F(4,48) = 1.03, p = 0,40). Les 
comparaisons planifiées entre les scènes déplaisantes et neutres ne révèlent aucune 
différence pour chaque contenu fréquentiel (NF, BFS et HFS : F < 1 pour les trois 
comparaisons). Similairement, les comparaisons planifiées entre les scènes plaisantes et 
neutres ne révèlent aucune différence pour chaque contenu fréquentiel (NF et HFS : F < 
1 ; BFS : F1,12 = 1,20, p = 0,29). De même, les comparaisons planifiées entre les scènes en 
BFS et les scènes en HFS ne révèlent pas non plus de différences significatives pour les 
scènes déplaisantes et plaisantes (F < 1 pour les deux comparaisons). 
Similairement, l’analyse statistique menée sur le pulvinar droit (Figure 41) n’a 
révélé aucun effet significatif de la Valence (F < 1) et de la Fréquence spatiale (F < 1), ni 
d’interaction Valence * Fréquence spatiale (F < 1). Les comparaisons planifiées entre les 
scènes déplaisantes et neutres ne révèlent aucune différence pour chaque contenu 
fréquentiel (NF, BFS et HFS : F < 1 pour les trois comparaisons). Similairement, les 
comparaisons planifiées entre les scènes plaisantes et neutres ne révèlent aucune 
différence pour chaque contenu fréquentiel (NF, BFS et HFS : F < 1 pour les trois 
comparaisons). Par ailleurs, les comparaisons planifiées entre les scènes en BFS et les 
scènes en HFS ne révèlent pas non plus de différences significatives pour les scènes 
déplaisantes (F1,12 = 1,28, p = 0,29) et plaisantes (F < 1). 
Enfin, l’analyse statistique menée sur le colliculus droit (Figure 41) n’a révélé 
aucun effet significatif de la Valence (F < 1), et de la Fréquence spatiale (F < 1), ni 
d’interaction Valence * Fréquence spatiale (F < 1). Les comparaisons planifiées entre les 
scènes déplaisantes et neutres ne révèlent aucune différence pour chaque contenu 
fréquentiel (NF, BFS et HFS : F < 1 pour les trois comparaisons). Similairement, les 
comparaisons planifiées entre les scènes plaisantes et neutres ne révèlent aucune 
différence pour chaque contenu fréquentiel (NF : F1,12 = 1,11, p = 0,31 ; BFS et HFS : F < 
1). Par ailleurs, les comparaisons planifiées entre les scènes en BFS et les scènes en HFS 
ne révèlent pas non plus de différences significatives pour les scènes déplaisantes et 
plaisantes (F < 1 pour les deux comparaisons). 
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Figure 41. Pourcentage moyen de changement de signal dans le pulvinar gauche, le pulvinar droit et le 
colliculus supérieur droit en fonction du contenu fréquentiel des scènes et de leur valence. 
* p ≤ 0,05 ; ** p ≤ 0,001. 
 
4.  Discussion 
 
Dans cette première étude en IRMf, notre objectif était d’identifier les structures 
cérébrales impliquées dans la perception passive de scènes émotionnelles ainsi que 
l’information fréquentielle préférentiellement utilisée par ces structures. Sur la base des 
précédents travaux réalisés dans ce contexte de recherche, notre hypothèse principale 
était que l’activité de l’amygdale et des aires visuelles serait plus prononcée lors du 
traitement des scènes au contenu émotionnel (déplaisant ou plaisant) par rapport aux 
scènes neutres en BFS ; ce qui ne devrait pas être le cas pour les scènes en HFS. Cette 
étude nous a également permis d’explorer l’implication préférentielle d’une voie sous-
corticale ou cortico-corticale émotionnelle en observant la réponse des régions 
cérébrales autres qu’amygdaliennes au contenu émotionnel, tout particulièrement 
lorsque les scènes sont en BFS. 
 
4. 1. 1. Effet de la valence émotionnelle 
 
Indépendamment du contenu fréquentiel, nos résultats sont en accord avec ceux 
habituellement observés dans la littérature concernant les effets de la valence 
émotionnelle sur l’activité cérébrale. Les stimuli déplaisants, à la fois aversifs et 
intenses, induisent généralement une activité cérébrale plus importante au niveau de 
l’amygdale, des régions visuelles et des régions frontales, par rapport à des stimuli 
neutres d’intensité nulle ou faible (Edmiston et al., 2013; Gschwind et al., 2012; 
Lindquist et al., 2012; Sabatinelli et al., 2005; Sabatinelli et al., 2011; Wendt et al., 2011). 
Dans notre étude, on constate en effet que des scènes déplaisantes, par rapport à des 
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scènes neutres, activent particulièrement l’amygdale gauche ainsi que différentes 
régions visuelles du cortex occipito-temporal (gyrus fusiforme et gyrus 
parahippocampique) spécifiques au traitement visuel de différents types de stimuli tels 
que ceux que nous avons utilisés dans notre étude (paysage de catastrophe naturelle, 
personnes aux comportements agressifs, et animaux menaçants). Ainsi, l’activité du 
gyrus fusiforme serait spécifique aux visages (Haxby et al., 2000, 2002; Kanwisher et al., 
1997) et aux faces des animaux (Boettger et al., 2010; Schweinberger et al., 2007), alors 
que l’activité du gyrus parahippocampique serait plus spécifique aux scènes (Bastin et 
al., 2012; Epstein, 2008; Epstein et al., 2007). Quelques études ont même directement 
mis en évidence une activation du gyrus fusiforme pour des images contenant des 
personnes au comportement agressif ou amical (Sabatinelli et al., 2011; Vuilleumier et 
al., 2001a; Vuilleumier et al., 2004), et une activation du cortex occipital latéral pour des 
scènes émotionnelles (Sabatinelli et al., 2011). Ainsi, dans note étude, l’activité du gyrus 
fusiforme serait induite par les visages émotionnels et celle du gyrus 
parahippocampique par les scènes émotionnelles. Toutefois, notre protocole 
expérimental ne nous a pas permis de dissocier les activations en lien avec ces différents 
types de stimuli. Afin de tester cette hypothèses, il serait nécessaire dans de futures 
études de dissocier distinctement les stimuli de type « visages » (faces d’animaux et 
humains) des stimuli de type « scènes » (paysages). 
En ce qui concerne les scènes plaisantes, le contraste calculé par rapport aux 
scènes neutres révèle une activité plus faible des régions visuelles du cortex occipito-
temporal, la principale structure cérébrale activée étant le gyrus fusiforme. Par ailleurs, 
les scènes plaisantes n’activent pas l’amygdale. Ce dernier résultat est surprenant au 
regard d’études récentes qui ont démontré une sensibilité de l’amygdale aux 
informations émotionnelles intenses indépendamment de leur valence (Lindquist et al., 
2012; Sergerie et al., 2008). Dans notre étude, l’absence d’activité de l’amygdale pour les 
scènes plaisantes comparativement aux scènes neutres pourrait s’expliquer par la 
différence d’intensité émotionnelle existante entre nos scènes. En effet, bien que 
l’intensité de nos scènes déplaisantes, comme plaisantes, soit significativement plus 
importante que celle de nos scènes neutres, nos mesures d’intensité émotionnelle (voir 
Annexe C) montrent qu’il existe également une différence significative entre l’intensité 
de nos stimuli plaisants et déplaisants, ces derniers étant plus intenses. Ce biais pourrait 
expliquer un plus faible signal et une activation globale plus faible pour les stimuli 
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plaisants, et de ce fait, l’absence d’activation de l’amygdale, mais aussi du gyrus 
parahippocampique, pour cette valence. 
Cependant, ces résultats ne nous permettent pas d’exclure l’interprétation selon 
laquelle l’amygdale serait spécifiquement sensible à l’information de valence négative et 
non à l’information de valence positive. Cette sensibilité plus marquée de l’amygdale 
pour les stimuli déplaisants, et plus particulièrement pour les stimuli générant de la 
peur, est souvent rapportée dans la littérature (Lindquist et al., 2012). Pour explorer 
rigoureusement cette question, il aurait été nécessaire de proposer des stimuli de 
valence opposée mais d’intensité émotionnelle équivalente. Malheureusement, les 
divers autres contrôles que nous nous sommes imposés dans cette recherche 
(notamment des proportions de stimuli de type « visages » et de type « scènes » 
équivalentes pour chaque valence, ainsi qu’un niveau de complexité similaire à travers 
les valences) ne nous ont pas permis de mieux contrôler l’intensité entre nos conditions 
plaisantes et déplaisantes. 
En résumé, cette étude réplique des résultats robustes concernant le traitement 
de stimuli visuels déplaisants (indépendamment des aspects fréquentiels) en mettant en 
évidence une augmentation d’activité des régions visuelles et de l’amygdale lors de la 
perception passive de scènes déplaisantes (Koenigsberg et al., 2010; Sabatinelli et al., 
2005; Sabatinelli et al., 2009). Plusieurs auteurs proposent que l’augmentation d’activité 
des régions visuelles pour les scènes émotionnelles par rapport aux scènes neutres 
serait la conséquence d’influences descendantes en provenance de l’amygdale 
(Gschwind et al., 2012; Krolak-Salmon et al., 2004; Rotshtein et al., 2010; Sabatinelli et 
al., 2009; Vuilleumier et al., 2004). Dans ce contexte, cette augmentation résulterait 
d’une allocation réflexive de ressources attentionnelles (Gschwind et al., 2012; Luo et al., 
2010). Dans notre étude, l’activation à la fois de l’amygdale et des régions visuelles 
pourrait s’expliquer au regard de cette hypothèse. 
 
4. 1. 2. Effet de la valence émotionnelle des scènes en fonction de la 
fréquence spatiale 
 
Scènes déplaisantes 
 
Lorsque l’on s’intéresse spécifiquement à l’influence du contenu fréquentiel dans 
le traitement des scènes déplaisantes (par rapport aux scènes neutres), nos résultats 
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(obtenus par une analyse sur le cerveau entier et sur des régions d’intérêt) montrent 
tout d’abord une plus forte activation de l’amygdale, seulement dans l’hémisphère 
gauche, et des aires visuelles du cortex occipito-temporal bilatéral lorsque les scènes 
sont filtrées en BFS, mais aussi lorsqu’elles sont NF (condition contenant également 
l’information en BFS), mais pas lorsqu’elles sont filtrées en HFS. Ce résultat est en accord 
avec de précédents travaux montrant que l’amygdale traiterait préférentiellement 
l’information émotionnelle en BFS. En effet, Vuilleumier et al. (2003) montrent que les 
visages en BFS et NF activent plus fortement l’amygdale que les visages neutres. Par 
ailleurs, ces auteurs montrent également que les visages apeurés activent également 
deux autres structures sous-corticales – le puvinar et le colliculus supérieur – lorsqu’ils 
sont filtrés en BFS plutôt qu’en HFS. Selon les auteurs, ce dernier résultat démontrerait 
spécifiquement que l’information émotionnelle serait véhiculée jusqu’à l’amygdale par 
les fibres magnocellulaires de la voie sous corticale. A noter, cependant, que dans notre 
étude, nous n’avons observé aucune différence entre les scènes déplaisantes en BFS et 
HFS au niveau de l’amygdale. Par ailleurs, nous n’observons pas de plus forte activation 
du pulvinar et du colliculus supérieur pour les scènes émotionnelles par rapport aux 
neutres, quel que soit le contenu fréquentiel. A l’inverse, nous observons une plus forte 
activité du CPFo pour les scènes déplaisantes par rapport aux scènes neutres, seulement 
lorsqu’elles sont en BFS. De manière cohérente avec ce dernier résultat, quelques 
observations anatomiques et fonctionnelles montrent que l’information en BFS pourrait 
être rapidement véhiculée par la voie magnocellulaire jusqu’à des structures corticales 
de haut niveau hiérarchique telles que le cortex préfrontal (Bar, 2003; Bar et al., 2006; 
Barrett & Bar, 2009; Bullier, 2001; Peyrin et al., 2010; Shenhav et al., 2012). Barrett et 
Bar (2009) suggèrent même que les BFS seraient rapidement véhiculées jusqu’au CPFo 
et qu’elles permettraient une évaluation émotionnelle rapide mais grossière du stimulus 
visuel. Nos résultats, qui montrent que l’activation de l’amygdale gauche pour des scènes 
déplaisantes en BFS s’accompagne de l’activation de structures corticales (CPFo) mais 
pas de structures sous-corticales – pulvinar et colliculus supérieur –, suggèrent 
l’implication d’une voie corticale dans le traitement des scènes naturelles émotionnelles. 
La divergence de nos résultats par rapport à ceux observés par Vuilleumier et al. 
(2003) pourrait être liée au niveau de complexité des stimuli que nous avons utilisés. En 
effet, Öhman et Mineka (2001) défendent l’idée selon laquelle la voie sous-corticale 
serait en mesure de traiter une information émotionnelle peu complexe. Le réseau sous-
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cortical (impliquant le colliculus, le pulvinar et l’amygdale), dont nous n’avons pas 
trouvé de preuve de son implication dans notre étude, pourrait être privilégié pour des 
stimuli de type « visages » ayant une configuration globale plus simple que les scènes. 
Pour ces derniers stimuli, nos résultats suggèrent plutôt l’implication d’un réseau 
cortico-cortical au sein duquel l’information de BFS semble jouer un rôle primordial. 
Notons que nos résultats ne remettent pas pour autant en cause l’existence et l’efficience 
d’une voie sous-corticale traitant spécifiquement une information émotionnelle en BFS. 
Concernant spécifiquement le réseau cérébral impliqué dans le traitement des 
scènes déplaisantes en HFS, par rapport aux scènes neutres, nos résultats mettent 
également en évidence une activation des régions visuelles occipito-temporales, ainsi 
que des aires de la partie antérieure du cortex temporal. La partie la plus antérieure du 
cortex temporal, également appelée « Pôle temporal » (Olson et al., 2007), a 
précédemment été décrite comme impliquée dans des processus hautement cognitif en 
lien avec le traitement des stimuli émotionnels et sociaux. Nos résultats suggèrent donc 
qu’un traitement émotionnel pourrait également être réalisé sur la base d’un traitement 
fin en HFS au sein du « Pôle temporal ». 
Remarquons, que le traitement des scènes déplaisantes NF active seulement 
l’amygdale. On aurait pu s‘attendre à ce que ces scènes qui contiennent l’ensemble des 
fréquences spatiales activent le CPFo par son contenu en BFS et le « Pôle temporal » par 
son contenu en HFS. Ces structures spécifiquement activées pour chaque bande de 
fréquences spatiales ne le sont pourtant pas dans le cas des scènes non filtrées. Il est 
possible que les activations observées pour les scènes en BFS et HFS soient également la 
conséquence d’une plus grande ambiguïté perceptive consécutive au filtrage des scènes. 
Le traitement des scènes déplaisantes filtrées (BFS et HFS) s’accompagne d’ailleurs 
également d’une forte activité des aires occipitales (cuneus et gyrus lingual) et 
pariétales (precuneus). Cette activation occipito-pariétale pourrait refléter un 
engagement plus important de ressources attentionnelles (Martinez et al., 1999). On 
peut également envisager qu’en condition naturelle, où les scènes apparaissent non 
filtrées, le traitement soit plus « intégratif » qu’en condition non-naturelle filtrée. Ainsi, 
les activations qu’on observe pour les scènes NF pourraient impliquer un réseau 
permettant un traitement plus abouti qui intègrerait le traitement propre à chaque 
fréquence spatiale et qui potentiellement régulerait l’activité de certaines régions telles 
que le CPFo et le Pôle temporal dans notre étude. 
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Scène plaisantes 
 
Par ailleurs, sur la base de travaux montrant que l’amygdale serait plus 
généralement impliquée dans l’évaluation de la saillance et de la pertinence biologique 
de l’information émotionnelle indépendamment de la valence (Sander, 2012; Sander et 
al., 2003; Sergerie et al., 2008), nous avions fait l’hypothèse que l’amygdale soit plus 
activée pour les scènes plaisantes que neutres en BFS. Cependant, nous n’avons pas 
observé d’activations de l’amygdale pour les scènes plaisantes et ce, quel que soit le 
contenu fréquentiel. Comme discuté plus haut, il est possible que cette absence de 
résultat s’explique par un signal IRM plus faible pour les scènes plaisantes, par rapport 
aux scènes déplaisantes, et donc par une activation plus faible de l’amygdale. 
 
4. 1. 3. Emotions et « contagion motrice » 
 
Dans cette étude, on observe également l’implication de régions couramment 
associées à la programmation motrice et aux comportements moteurs telles que le 
putamen, le pallidum, le cortex prémoteur et de l’aire motrice supplémentaire (de 
Gelder et al., 2004; Pichon et al., 2008, 2012). De plus, pour les scènes déplaisantes, nous 
avons observé une activation spécifique de l’insula, une structure corticale dont l’activité 
est souvent associée à l’expression physiologique de l’émotion (Craig, 2009, 2011) et à la 
préparation de l’organisme à agir (Jackson et al., 2011; Rivera-Rei et al., 2011). Pris 
ensemble, ces résultats suggèrent l’existence d’un lien particulier entre le traitement 
visuel de stimuli affectifs et la programmation motrice. Cette observation semble être 
confortée par de récentes études en TMS qui démontrent que percevoir des stimuli 
émotionnels pré-active le cortex moteur (Borgomaneri et al., 2012, 2013; Coombes et al., 
2009; Hajcak et al., 2007). Un tel lien a été rarement mis en évidence à notre 
connaissance en IRMf; à noter, toutefois, que de Gelder et al. (2004) ont proposé, dans 
une étude en IRMf, que la perception de la peur puisse induire la préparation de 
réponses motrices automatiques, qu’ils ont qualifiées de « contagion » de la motricité 
par les émotions ou « contagion motrice ». Il apparaît ainsi possible que lors de notre 
tâche de perception passive (en dehors de toute évaluation volontaire de l’intention 
d’agir), nos scènes aient induites chez les participants une programmation d’actions 
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relativement involontaires/incontrôlées ou une forme de « contagion motrice ». De tels 
résultats seraient compatibles avec l’émergence automatique de tendances à l’action 
associées à l’évaluation des stimuli émotionnels telle que proposée dans le modèle des 
composantes de Scherer (2005); ou témoignent tout du moins d’un lien étroit entre les 
émotions et les systèmes d’actions. Cette hypothèse est d’autant plus concevable au 
regard des stimuli que nous avons utilisés. En effet, nos scènes impliquaient à la fois 
directement l’observateur, et ont été pré-testées et sélectionnée afin de générer de 
fortes tendances à l’action (cf. section base de données de la thèse). Un contrôle plus 
systématique du niveau de tendance à l’action induit par les stimuli émotionnels 
pourrait à l’avenir permettre de déterminer plus précisément les interactions qui 
peuvent exister entre les émotions et les systèmes d’actions. 
Par ailleurs, le contenu fréquentiel des scènes influencerait différemment l’effet 
de contagion motrice. En effet, l’activité de l’insula est associée à la perception des 
scènes déplaisantes filtrées en BFS ; alors que l’activité du putamen, du cortex 
prémoteur et de l’aire motrice supplémentaire est associée à celle des scènes 
émotionnelles filtrées en HFS. Ces résultats sont particulièrement intéressant au regard 
de la conception théorique de Barrett et Bar (2009). Ces auteurs proposent que très 
rapidement après avoir été exposé à un stimulus visuel, le cerveau (particulièrement le 
CPFo) pourrait prédire la valeur affective de ce stimulus pour l’organisme, et que cette 
représentation préparerait l’organisme à agir. Ce traitement rapide impliquerait les 
voies magnocellulaires qui véhiculent une information en BFS. Nos scènes déplaisantes, 
en plus d’activer le CPFo gauche, activent également l’insula, et à ce titre pourraient 
mobiliser l’organisme pour l’action de manière non-spécifique, en induisant des 
modifications physiologiques en réponse aux stimuli émotionnels intenses (Craig, 2009, 
2011; Rivera-Rei et al., 2011). Dans un second temps, le cerveau intégrerait les 
changements corporels. Ce traitement plus lent impliquerait les voies parvocellulaires 
qui véhiculent une information en HFS. Nos scènes déplaisantes en HFS activent des 
structures cérébrales (le putamen, le cortex prémoteur et l’aire motrice supplémentaire) 
qui seraient associées à une programmation motrice spécifique, dépendante d’un 
traitement plus fin du contexte de la scène. Il est possible d’envisager qu’en condition 
normale de vision ces deux traitements soient fortement dépendants, dans le but de 
générer une préparation à l’action rapide et adaptée. Malheureusement, l’absence 
d’activation de ces structures lors de la perception des scènes déplaisantes NF, qui 
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devraient à la fois permettre de mobiliser l’organisme de façon non spécifique sur la 
base des BFS et de programmer spécifiquement un acte moteur sur la base des HFS, 
n’est pas en faveur d’une telle hypothèse. 
Notons toutefois, qu’il est important de nuancer notre interprétation de ces 
résultats et de rappeler que le paradigme expérimental utilisé dans cette étude imposait 
une action indépendante après la (visualisation des scènes cf. Figure 34). A ce titre, les 
activations motrices observées pourraient aussi relever d’un effet du traitement passif 
des scènes émotionnelles sur une programmation motrice successive et indépendante, 
sans pour autant rendre compte d’une « contagion motrice » par les scènes 
émotionnelles. Afin d’éliminer cette hypothèse alternative, il serait intéressant d’utiliser 
à nouveau ces scènes dans un paradigme de perception passive similaire sans aucune 
réponse motrice successive. 
 
5.  Conclusion 
 
Notre étude nous a permis de montrer que de manière similaire au traitement des 
visages émotionnels, l’information en BFS semble jouer un rôle crucial dans la 
perception des scènes naturelles. Toutefois, ce traitement s’effectuerait via un réseau 
cortico-cortical sans impliquer de voie sous-corticale. Nos résultats montrent également 
que, lors de la perception passive, les stimuli émotionnels n’affecteraient pas 
uniquement l’activité du système perceptif mais pourraient aussi moduler l’activité du 
système moteur. Dans cette perspective, nos résultats suggèrent un rôle différentiel de 
l’information en fréquences spatiales. 
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Les précédentes études de ce travail de thèse suggèrent l’existence d’interactions 
entre différentes tâches affectives à réaliser, le contenu émotionnel des scènes et leur 
contenu fréquentiel. Notre première étude en IRMf (Etude 2 de la thèse) montre ainsi 
que le traitement de l’information affective, lors de la visualisation passive de scènes 
naturelles émotionnelles (particulièrement pour les scènes déplaisantes), est 
préférentiellement réalisé au niveau cortical sur la base des BFS et implique l’amygdale, 
le cortex préfrontal orbitaire (CPFo) et les régions corticales visuelles. Par ailleurs, notre 
étude comportementale (Etude 1 de la thèse) suggère, quant à elle, que la nature de la 
tâche visuelle à réaliser peut modifier la bande de fréquences spatiales 
préférentiellement utilisée. En effet, dans cette étude, lorsque les sujets devaient juger 
de leur ressenti émotionnel (tâche de catégorisation émotionnelle), ils répondaient plus 
rapidement sur le contenu en HFS des scènes, alors que lorsqu’ils devaient juger de leur 
tendance à l’action (catégorisation motivationnelle), ils répondaient plus rapidement sur 
le contenu en BFS. Dans une dernière étude (Etude 3 de la thèse), nous avons utilisé 
l’IRMf afin d’identifier les corrélats neuronaux du traitement des scènes émotionnelles 
filtrées en fonction des consignes de tâches visuelles impliquant une évaluation affective 
explicite (catégorisation émotionnelle versus catégorisation motivationnelle). 
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Chapitre VII.  ETUDE 3 : Bases 
neurales de la 
catégorisation 
émotionnelle et 
motivationnelle de 
scènes émotionnelles 
selon le contenu en 
fréquences spatiales 
 
1.  Introduction 
 
1. 1.   Bases cérébrales du traitement émotionnel et effet des 
évaluations cognitives 
 
Comme nous l’avons souligné auparavant, du fait de leur pertinence pour la 
survie et le bien-être de l’individu, les stimuli émotionnels capturent l’attention et 
induisent une augmentation du traitement visuel (pour une revue récente voir, Pourtois 
et al., 2013 ; Etude 2 de la thèse). Il est ainsi courant d’observer, suite à la présentation 
de stimuli émotionnels, une augmentation de l’activité de l’amygdale et des régions 
visuelles extra-striées (Edmiston et al., 2013; Sabatinelli et al., 2005; Sabatinelli et al., 
2011; Wendt et al., 2011). Selon certains auteurs, ce processus d’attention dite 
« motivée » (Bradley et al., 2003; Lang & Bradley, 2010; Lang et al., 1997; Schupp et al., 
2004) serait en partie sous-tendu par l’amygdale, qui entretient des connexions directes 
et réciproques avec les aires sensorielles dont les régions visuelles postérieures (Amaral 
et al., 2003; Catani et al., 2003; Gschwind et al., 2012; Pourtois et al., 2013; Rotshtein et 
al., 2010a; Sabatinelli et al., 2009). Ce processus pourrait également être dépendant 
d’autres structures telles que le CPFo, qui intervient dans l’évaluation de la valence 
émotionnelle (Goodkind et al., 2012; Kawasaki et al., 2001; Pourtois et al., 2013) et plus 
globalement dans l’attribution d’une valeur affective aux stimuli (Barrett & Bar, 2009; 
O'Doherty, 2007; Rolls & Grabenhorst, 2008). 
Toutefois, un courant de la littérature suggère également que les évaluations 
cognitives que nous faisons sur des situations affectives sont également en mesure de 
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moduler le traitement de l’information émotionnelle, et cela aussi bien au niveau de 
l’amygdale qu’au niveau des régions visuelles et du CPFo (Buhle et al., 2013; Hariri et al., 
2003; Ochsner & Gross, 2005, 2008). Ces modulations semblent étroitement dépendre 
de l’activité d’autres régions préfrontales (Ochsner et al., 2009; Urry et al., 2006; Vrticka 
et al., 2011; Zotev et al., 2013). Par exemple, lorsqu’on demande à des sujets d’évaluer 
des stimuli déplaisants comme étant moins déplaisants (c'est-à-dire les considérer 
comme plus neutres), on observe en IRMf une diminution de l’activité de l’amygdale et 
du CPFo parallèlement à l’augmentation de l’activité du cortex préfrontal latéral et 
médian (Ochsner et al., 2002). A l’inverse, le maintien prolongé d’un ressenti émotionnel 
déplaisant entraine une activité soutenue de l’amygdale (Schaefer et al., 2002). De 
manière intéressante, d’autres études (Hariri et al., 2003; Keightley et al., 2003a) 
montrent qu’une évaluation affective entraine une activité plus importante de 
l’amygdale et du cortex visuel par rapport à une évaluation non-affective (e.g., tâche 
non-émotionnelle telle que compter le nombre de personnes dans une scène 
émotionnelle). Des résultats analogues sont rapportés en EEG (Ferrari et al., 2008; Foti 
& Hajcak, 2008; Hajcak et al., 2006a; Schupp et al., 2007). Différentes études trouvent 
ainsi une amplitude plus marquée de la LPP – une composante dont l’origine est 
localisée dans les aires visuelles occipitales, inféro-temporales et pariétales (Sabatinelli 
et al., 2013) – lors d’évaluations affectives. L’ensemble de ces résultats suggèrent que 
des évaluations cognitives portant sur les caractéristiques émotionnelles des stimuli 
peuvent moduler les activations cérébrales initialement observées lors de la perception 
passive de stimuli émotionnels. 
La littérature s’intéressant à l’évaluation cognitive des situations émotionnelles 
s’est particulièrement centrée sur l’étude des capacités de régulation émotionnelle telle 
que les stratégies de réévaluation, de maintien ou de suppression émotionnelle (Buhle et 
al., 2013; Ochsner & Gross, 2005; Phan et al., 2005; Vrticka et al., 2011). Dans le cas de 
stratégie de réévaluation, les participants sont amenés à modifier le sens émotionnel du 
stimulus de manière à modifier leur expérience émotionnelle subjective. Généralement 
les participants doivent réaliser une interprétation alternative de la situation, 
permettant de changer son sens émotionnel (e.g., ils doivent estimer que des stimuli 
déplaisants ne sont pas réels et correspondent à des situations artificiellement mises en 
place, Vrticka et al., 2011). Dans certaines études, il a également été proposé aux 
participants de réévaluer des situations neutres comme déplaisantes (Ochsner et al., 
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2009). Dans le cas de stratégie de maintien, la tâche des participants est de conserver la 
réponse émotionnelle initialement induite par le stimulus pendant une durée prolongée, 
généralement tout au long de la présentation du stimulus (e.g., durant 6 sec dans l’étude 
de Schaefer et al., 2002). Enfin, les stratégies de suppression consiste généralement à 
demander aux participants de diminuer volontairement l’intensité de leur affect en 
réinterprétant le contenu du stimulus de sorte qu’il ne suscite plus de réponse 
émotionnelle ressentie (Phan et al., 2005). Pour cette stratégie, les participants peuvent 
également avoir comme consigne de refouler l’émotion qu’ils ressentent de manière à ce 
qu’elle ne soit pas visible par un observateur extérieur (Vrticka et al., 2011). Toutefois, 
en plus des contraintes cognitives spécifiques qu’elles imposent, toutes ces tâches 
affectives impliquent explicitement des processus cognitifs émotionnels et 
motivationnels (Sander & Scherer, 2009) et sous-tendent plusieurs types d’évaluations 
cognitives et notamment à la fois (1) l’identification de son état émotionnel (évaluation 
émotionnelle propre) et (2) l’identification de sa tendance à l’action ou de sa capacité à 
faire face à l’émotion (évaluations motivationnelles) (Sander & Scherer, 2009). A notre 
connaissance, peu de recherches ont explicitement étudiées les bases cérébrales 
spécifiques à chaque type d’évaluation cognitive (ressenti émotionnel et motivation à 
agir), la majorité d’entre elles ne s’est intéressée qu’au seul ressenti émotionnel (Lee & 
Siegle, 2012 ; pour une méta-analyse; Ochsner et al., 2004). Dans la présente étude IRMf, 
nous avons utilisé et opposé deux tâches cognitives aux consignes bien distinctes, l’une 
dans laquelle les participants devaient juger de leur ressenti émotionnel et l’autre dans 
laquelle ils devaient juger de leur motivation à agir/tendance à l’action. 
 
1. 2.   Flexibilité de l’utilisation des fréquences spatiales en 
fonction du type d’évaluation cognitive 
 
Rappelons tout d’abord que de récentes études comportementales (Bocanegra & 
Zeelenberg, 2009, 2011a; Holmes et al., 2005a; Mermillod et al., 2011), de neuro-
imagerie (Alorda et al., 2007; Carretie et al., 2007; Holmes et al., 2005b; Maratos et al., 
2009; Vlamings et al., 2009; Vuilleumier et al., 2003), computationnelles (Mermillod et 
al., 2010; Mermillod et al., 2009), ainsi que notre Etude 2 de la thèse, suggèrent que le 
traitement émotionnel de stimuli visuels pourrait s’appuyer sur le traitement rapide des 
BFS, particulièrement dans le cas de situations générant la peur. 
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Toutefois, quelques études ont démontré, au niveau comportemental, une 
flexibilité du traitement des fréquences spatiales lors du traitement de stimuli 
émotionnels (Deruelle & Fagot, 2005; Rotshtein et al., 2010b; Schyns & Oliva, 1999; 
Vuilleumier et al., 2003). Par exemple, les données comportementales récoltées lors de 
l’étude en IRMf de Vuilleumier et al. (2003) montrent que l’information en BFS est 
préférentiellement utilisée pour une discrimination implicite des expressions faciales de 
peur (tâche d’évaluation du genre des visages) alors que l’information en HFS est 
préférée pour une évaluation explicite de l’intensité émotionnelle. Schyns et Oliva 
(1999) ont, quant à eux, montré que l’information en HFS est préférentiellement utilisée 
pour décider si un visage est expressif, alors que l’information en BFS semble plus 
adaptée pour identifier le type d’expression (joie, colère ou neutre). Dans une 
perspective similaire, notre étude comportementale (Etude 1 de la thèse) a montré, en 
utilisant cette fois-ci des scènes naturelles, un rôle prépondérant de l’information en 
HFS dans l’évaluation rapide du ressenti émotionnel. Alors qu’à l’inverse, l’information 
en BFS semble être plus « diagnostique », ou préférée, pour une évaluation rapide de la 
tendance à l’action (Fradcourt et al., 2013). Cette dernière hypothèse est cohérente avec 
les propriétés anatomo-fonctionnelles du système visuel. Le traitement visuel pour 
l’action, et donc la tendance à l’action, impliquerait préférentiellement la voie dorsale 
(de Haan & Cowey, 2011; Goodale & Milner, 1992; Livingstone & Hubel, 1988; 
Ungerleider, 1982), une voie majoritairement constituée de fibres magnocellulaires qui 
véhiculent les BFS. 
Ces dernières données suggèrent l’intérêt de dissocier l’évaluation 
motivationnelle (basée sur les tendances à l’action) de l’évaluation émotionnelle (basée 
sur le ressenti émotionnel), mais aussi d’étudier le rôle des fréquences spatiales dans la 
réalisation de ces deux évaluations. 
 
Problématique 
 
Dans cette deuxième étude en IRMf, notre objectif était d’identifier les structures 
cérébrales impliquées dans deux évaluations cognitives affectives (catégorisation du 
ressenti émotionnel et de la tendance à l’action) en fonction du contenu en fréquences 
spatiales. Dans ce but, des scènes naturelles ont été présentées non-filtrées (NF), filtrées 
en BFS et en HFS. Les participants ont effectué (1) une tâche de catégorisation où ils 
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devaient juger de leur ressenti émotionnel face aux scènes (déplaisantes, plaisantes, 
neutres : tâche de catégorisation émotionnelle) et (2) une tâche motivationnelle où ils 
devaient juger de leur tendance à l’action face aux scènes (recul, approche, pas d’action). 
De manière importante, pour les deux tâches, nous avons utilisé le même paradigme 
(mêmes stimuli et même conditions de passation) afin d’étudier l’influence des 
demandes de la tâche indépendamment du traitement visuel de bas niveau. 
Sur la base de recherches qui montrent (1) que les évaluations cognitives portant 
sur les caractéristiques émotionnelles des stimuli peuvent moduler les activations 
cérébrales observées lors de la perception passive de stimuli émotionnels et (2) que 
l’utilisation du contenu en fréquences spatiales seraient influencée par le type 
d’évaluation cognitive, nous nous attendons à ce que l’activation de l’amygdale, des 
régions visuelles et des régions frontales observée lors du traitement passif des scènes 
émotionnelles (Etude 2 de la thèse) soit modulée à la fois par la tâche cognitive et le 
contenu fréquentiel, en accord avec nos résultats comportementaux (Etude 1 de la 
thèse, Fradcourt Peyrin et al., 2013). Plus précisément, pour la tâche de catégorisation 
du ressenti émotionnel, ces régions devraient être plus activées pour les scènes en HFS. 
A l’inverse, pour la tâche de catégorisation motivationnelle, ces régions devraient être 
plus activées pour les scènes en BFS. Nous nous attendions également à ce que les 
modulations du traitement de l’information émotionnelle par les évaluations cognitives 
soient régulées au niveau de régions préfrontales spécifiques telles que le cortex 
préfrontal latéral dans la tâche émotionnelle et le cortex préfrontal dorsolatéral dans la 
tâche motivationnelle, structures jouant respectivement un rôle dans la labellisation 
verbale des émotions (Lindquist et al., 2012) et dans l’intégration de l’information 
cognitive et motivationnelle (Berkman & Lieberman, 2010; Ichihara-Takeda & 
Funahashi, 2008; Wallis & Miller, 2003b). 
 
2.  Matériels et méthodes  
 
2. 1.    Participants 
 
Treize volontaires (6 femmes et 7 hommes, âge moyen : 22 ± 2 ans) ont participé 
à cette seconde étude en IRMf. Tous les participants étaient droitiers, de culture et de 
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langue française, de niveau d’éducation équivalent et avait une vue normale ou corrigée 
à la normale. Les volontaires présentant des troubles psychiatriques ou neurologiques, 
ou sous médication susceptible de moduler les processus émotionnels n’ont pas été 
inclus dans cette étude. Tous les participants ont signé un consentement écrit avant leur 
participation, approuvé au préalable par le comité d’éthique local (CPP Sud Est V, 
France). 
 
2. 2.   Procédure 
 
Chaque participant a réalisé deux expériences. La première (Expérience 3a : 
Evaluations affectives) consistait à déterminer les bases neurales de la catégorisation 
émotionnelle et motivationnelle de scènes naturelles en fonction du leur contenu 
fréquentiel. Le second (Expérience 3b : ‘Localizer’) visait à localiser fonctionnellement 
l’amygdale dans le but de définir et d’utiliser des ROIs de cette structure dans l’analyse 
des données du protocole 3a. Cette approche en ROI présente l’avantage de mieux 
contrôler l’erreur statistique de Type I qu’une analyse réalisée sur l’ensemble du 
cerveau (Poldrack, 2007). Elle est, par conséquent, particulièrement pertinente pour 
étudier finement l’utilisation d’une information de fréquence spatiale diagnostique par 
cette structure. Les images fonctionnelles associées à ces deux protocoles ont été 
acquises lors d’une unique passation expérimentale. 
Notons que l’ajout d’un ‘Localizer’ fonctionnel dans cette seconde étude en IRMf 
visait à améliorer notre méthodologie pour la définition des ROIs de l’amygdale par 
rapport à l’Etude 2 de la thèse. En effet, un ‘Localizer’ permet (1) de délimiter au niveau 
fonctionnel, et non anatomique, une région d’intérêt et (2) d’obtenir des ROIs 
représentatives de la population étudiée car directement issues du groupe de 
participants sur lequel elles sont utilisées. 
 
2. 3.   Stimuli 
 
 Pour ces deux expériences, le logiciel de présentation E-prime (E-prime 
Psychology Software Tolls, Inc. Pittsburgh, USA) a été utilisé pour afficher les stimuli qui 
étaient projetés sur un écran translucide à l’arrière de l’aimant. Les participants 
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voyaient l’écran positionné à une distance de 140 cm de leurs yeux via un miroir fixé sur 
l’antenne. Les stimuli étaient présentés sur un fond gris. 
 
2. 3. 1. Expérience d’évaluations affectives 
 
Les stimuli utilisés dans l’expérience 3a étaient composés de 162 images de 
scènes naturelles en noir et blanc (de résolution 640 x 480 pixels), d’une taille angulaire 
de 31,13° x 23,79°, incluant 54 scènes déplaisantes, 54 scènes plaisantes, et 54 scènes 
neutres. Ces scènes étaient toutes communes à celles utilisées dans les études 
précédentes (Etudes 1 et 2 de la thèse). Pour rappel, les scènes étaient des gros plans 
qui impliquaient directement le participant, i.e., avec un point de vue à la première 
personne (voir Annexe D pour une illustration des scènes et les modalités de leur 
sélection). Pour chaque scène, un stimulus en BFS (31 cycles/image ; fréquences 
spatiales inférieurs à 0,99 cycle/degré d’angle visuel) et en HFS (186 cycles/image ; 
fréquences spatiales supérieures à 5,97 cycles/degré d’angle visuel) a été créé (voir 
Annexe A pour plus de détails sur les modalités de calcul des paramètres de filtrage). Les 
images filtrées ont été générées en utilisant une boite à outils de traitement d’image 
sous MATLAB (Mathworks Inc., Sherborn, MA, USA). A l’issue du filtrage, le contraste des 
scènes en HFS étant fortement réduit par rapport aux scènes filtrées en BFS et non 
filtrées (NF), nous avons égalisé la luminance moyenne et le contraste (i.e., root mean 
square [RMS]; voir Bex & Makous, 2002) de chaque image en BFS, HFS et NF (luminance 
moyenne = 128 sur une échelle de 256 niveaux de gris ; déviation standard = 25,6). Ce 
contrôle permet d’étudier les bases neurales du traitement des fréquences spatiales des 
scènes émotionnelles indépendamment de biais liés à une différence de la luminance ou 
du contraste des images. 
 
2. 3. 2. ’Localizer’ 
 
Les stimuli utilisés dans l’expérience 3b étaient composés de 52 images de scènes 
naturelles (issues de notre base de données ; voir Annexe D pour une illustration des 
scènes) et de 52 images de visages sélectionnées dans la base de données KDEF 
(Karolinska Directed Emotional Face set : Lundqvist, D. ; Flykt, A. & Ohman, A. ; Dept. Of 
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Neurosciences, Karolinska Hospital, Stockholm, Sweden, 1998 ; voir Annexe D pour une 
illustration des visages). Parmi les 52 scènes sélectionnées, la moitié était déplaisante et 
composée d’animaux menaçants. L’autre moitié était neutre et composée d’animaux 
communs. Toutes les scènes impliquaient directement le participant, i.e., avec un point 
de vue à la première personne. Le type de scènes a été choisi de sorte à maximiser 
l’implication de l’amygdale1. Cette structure cérébrale est en effet connue pour répondre 
préférentiellement aux stimuli de forte valence et de forte intensité émotionnelle 
(Weierich et al., 2010), ainsi qu’aux stimuli représentant des êtres-vivants menaçants 
tels que des animaux dangereux (Mermillod et al., 2011; Ohman et al., 2001a; Ohman & 
Mineka, 2001b). A cet effet, les scènes d’animaux déplaisantes sélectionnées étaient de 
valence émotionnelle élevée (-6,41 ± 1,33 sur une échelle allant de 10-Agréable à -10-
Désagréable, avec 0 pour aucune ou une faible valence) et d’intensité émotionnelle 
élevée (5,68 ± 0,93 sur une échelle allant de 0-calme à 10-Excité). Les scènes d’animaux 
neutres, quant à elles, étaient d’une valence et d’une intensité émotionnelle nulles ou 
faibles (respectivement : 0,35 ± 1,26 et 2,08 ± 1,01). Nous avons également choisi 
d’utiliser des visages, en plus des scènes, en raison de l’implication robuste de 
l’amygdale dans le traitement des visages émotionnels (Sabatinelli et al., 2011; Sergerie 
et al., 2008), et plus particulièrement des visages exprimant la peur (Baxter & Croxson, 
2012). Parmi les 52 visages, nous avons sélectionné autant de visages d’hommes que de 
femmes. La moitié des visages exprimait une émotion de peur alors que l’autre moitié 
exprimait un état neutre. Les scènes et les visages neutres correspondaient à la 
condition contrôle non-émotionnelle, comme le plus souvent dans les études portant sur 
les émotions (Sergerie et al., 2008). 
Par ailleurs, une version brouillée (‘scrambled’) de chaque image a été créée en 
divisant les scènes et les visages intacts en 20 x 20 pixels réorganisés aléatoirement 
(voir Annexe F pour plus de détails sur la réalisation des images ‘scrambled’). Ces stimuli 
ont été construits de manière à préserver la quantité d’information visuelle des images 
d’origine tout en annulant leur dimension sémantique. Les images ‘scrambled‘ 
correspondaient à une seconde condition contrôle dite de base (‘baseline’ en anglais) 
                                                        
1 Pour cette raison nous avons été contraints d’utiliser des scènes précédemment 
présentées durant l’expérience 3a (19/26 pour les scènes déplaisantes et 19/26 pour les 
scènes neutres). 
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moins couramment utilisée dans les études portant sur les émotions (Sergerie et al., 
2008). 
Tous les stimuli utilisés dans ce protocole étaient en noir et blanc (de résolution 
560 x 480 pixels), d’une taille angulaire de 27° x 23° et ont subi une égalisation de 
luminance et de contraste (i.e., root mean square [RMS]; voir Bex & Makous, 2002). 
 
2. 4.   Protocoles expérimentaux 
 
2. 4. 1. Expérience 3a : Evaluations affectives 
 
Nous avons utilisé un paradigme de type bloc avec des scènes de différentes 
fréquences spatiales (NF, BFS et HFS). Au sein des blocs, nous avons utilisé un 
paradigme de type événementiel où des scènes de différentes valences émotionnelles 
étaient présentées dans un ordre pseudo-aléatoire. L’expérience se composait de six 
scans fonctionnels d’une durée de 6 min et 30 sec chacun. Un scan fonctionnel était 
composé de 9 blocs ‘Fréquence Spatiale’ (3 NF, 3 en BFS et 3 en HFS) d’une durée de 30 
sec chacun incluant 9 scènes de différentes valences émotionnelles (3 déplaisantes, 3 
plaisantes et 3 neutres) et 3 événements nuls constitués d’une croix de fixation centrale 
blanche sur un fond gris, lesquels étaient insérés de manière pseudo-aléatoire entre les 
scènes pour faire redescendre l’activité cérébrale à son niveau de base. L’intervalle entre 
la présentation de deux scènes successives était de 2500 ms (Figure 42 c). Deux blocs 
successifs ‘Fréquence Spatiale’ étaient séparés par une période de repos de 15 sec 
durant laquelle une croix de fixation centrale blanche était affichée de manière continue 
sur un fond gris (Figure 42 a). L’ordre des blocs était randomisé à travers les 
participants. 
Pour trois des six scans, les participants devaient réaliser une tâche émotionnelle 
durant laquelle ils jugeaient de leur ressenti émotionnel (déplaisant, plaisant, ou neutre : 
tâche de catégorisation émotionnelle) face aux scènes présentées. Pour les trois autres 
scans, les participants devaient déterminer leur tendance à l’action (recul, approche ou 
pas d’action : tâche de catégorisation motivationnelle) face aux scènes présentées. 
L’ordre des six scans était alterné et contrebalancé à travers les participants. 
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Un scan fonctionnel comprenait 108 essais expérimentaux (12 scènes par bloc : 3 
déplaisantes, 3 plaisantes et 3 Neutres * 3 fréquences * 3 répétitions). Chaque essai 
débutait par la présentation d’une scène sur un fond gris affichée pendant 500 ms, puis 
se poursuivait par l’affichage d’une croix de fixation centrale blanche sur fond gris 
pendant 2000 ms (Figure 42 c). Les participants pouvaient indiquer leur réponse à tout 
moment après l’apparition de la scène. Pour cela, ils disposaient d’un boitier réponse où 
ils pouvaient appuyer avec l’index, le majeur, ou l’annulaire de leur main dominante sur 
le bouton correspondant à leur évaluation. L’évaluation associée à chaque bouton était 
précisé lors de la consigne précédant le début de la tâche (émotionnelle ou 
motivationnelle) et était contrebalancé à travers les participants. Pour la tâche 
émotionnelle, les boutons étaient associés aux évaluations : déplaisant, plaisant et 
neutre ; alors que pour la tâche motivationnelle, ils étaient associés aux évaluations : 
recul, approche et pas d’action. Durant l’expérience, une même image était vue dans 
chacune des conditions de filtrage (NF, BFS et HFS).  
Pour chaque participant, le pourcentage moyen de réponses correctes (%RCm) et 
les temps de réponses correctes moyens (TRm en ms) ont été calculés pour chaque 
tâche, chaque valence émotionnelle, et chacune des trois fréquences spatiales. Une 
réponse était considérée comme correcte lorsque l’évaluation du participant 
correspondait à celle donnée par les participants du pré-test « base de données » (pour 
plus de détails revoir section 2.4. Traitement des données Etude 1 de la thèse). Deux 
ANOVA à mesures répétées ont été effectuées sur les %RCm et les TRm, comprenant la 
Tâche (Emotionnelle et Motivationnelle), la Valence (Déplaisant, Plaisant et neutre), et la 
Fréquence Spatiale (NF, BFS et HFS) comme facteurs intra-sujet. 
 
185 
 
 
Figure 42. Paradigme expérimental : Expérience 3a : Evaluations affectives. 
(a) Le paradigme de type bloc alterne entre des blocs ‘Fréquence spatiale’ (Non-filtrés/NF, BFS et HFS) et des blocs 
‘Repos’. (b) A l’intérieur d’un bloc, 9 scènes de différentes valences (scènes déplaisantes, plaisantes et neutres) sont 
présentées de façon pseudo-aléatoire. Trois événements nuls présentant une croix de fixation centrale blanche sur un 
fond gris ont été insérés de façon pseudo-aléatoire entre les scènes. (c) Un essai débute par l’affichage d’une scène sur 
un fond gris pendant 500 ms, suivie d’une croix de fixation pendant 2000 ms. Les participants devaient catégoriser les 
scènes en fonction de la tâche (déplaisant, plaisant ou neutre pour la tâche émotionnelle ; recul, approche ou pas 
d’action pour la tâche motivationnelle) en appuyant sur le bouton de réponse correspondant à leur évaluation. 
L’évaluation associée à chacun des boutons était précisée lors de la consigne précédant le début de la tâche. 
 
2. 4. 2. Expérience 3b : ‘Localizer’ 
 
 Nous avons utilisé un paradigme de type bloc comprenant différents types de 
stimuli (scènes et visages) de différentes valences ou contenus (déplaisants et neutres 
ou images ‘scrambled’). Un scan fonctionnel était composé de 12 blocs d’une durée de 15 
sec chacun : deux blocs d’animaux déplaisants, deux d’animaux neutres, deux d’animaux 
‘scrambled’, ainsi que deux blocs de visages déplaisants, deux de visages neutres, et deux 
de visages ‘scrambled’ (Figure 43 a). Une période de repos de 10 sec était intercalée tous 
les trois blocs. Durant celle-ci, une croix de fixation centrale blanche était affichée de 
manière continue sur un fond gris. L’expérience 3b comprenait au total deux scans 
fonctionnels d’une durée de 3 min et 40 sec chacun. 
Un scan fonctionnel comprenait 180 essais expérimentaux (15 scènes par bloc * 
12 bloc). Chaque essai débutait par la présentation d’un stimulus sur un fond gris affiché 
pendant 500 ms, puis se poursuivait par l’affichage d’une croix de fixation centrale 
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blanche sur un fond gris pendant également 500 ms (Figure 43 c). Au sein de chaque 
bloc, 15 stimuli du même type (scènes ou visages d’une même valence, scènes 
‘scrambled’ ou visages ‘scrambled’) étaient présentés dans un ordre pseudo-aléatoire 
(Figure 43 b). Les participants devaient appuyer sur un bouton réponse avec l’index de 
leur main dominante dès que deux stimuli identiques se suivaient (tâche de ‘one-back’). 
Deux répétitions successives d’un même stimulus étaient programmées de manière 
pseudo-aléatoire dans chaque bloc. Cette tâche a été choisie de façon à garantir un même 
niveau d’attention aussi bien pour les stimuli non-motivants (images ‘scrambled’) que 
pour les stimuli plus motivants (scènes et visages). Par ailleurs, afin de limiter les effets 
de répétition, les participants ne voyaient qu’une seule fois chaque stimulus, hormis 
pour la répétition de deux stimuli par bloc, nécessaire à la réalisation de la tâche de ‘one-
back’. 
 
 
Figure 43. Paradigme expérimental ; Expérience 3b : ‘Localizer’. 
(a) Le paradigme de type bloc alterne entre des blocs ‘Type de stimuli’ (animaux déplaisants, animaux neutres, 
animaux ‘scrambled’, visages déplaisants, visages neutres et visages ‘scrambled’) et des blocs ‘Repos’. (b) A l’intérieur 
d’un bloc, 15 stimuli sont présentés de manière pseudo-aléatoire. (c) Un essai débute par l’affichage d’un stimulus sur 
un fond gris pendant 500 ms, suivi d’une croix de fixation pendant 500 ms. Les participants devaient identifier dès 
que le même stimulus était répété deux fois de suite. 
 
2. 5.   Acquisition, traitement et analyses des données 
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2. 5. 1. Acquisition 
 
 L’acquisition des images IRM a été réalisée sur un imageur IRM 3T corps entier 
Philips Achieva TX. Après installation du sujet dans l’aimant, un scan de repérage 
anatomique était acquis afin d’identifier deux structures situées à la face interne des 
hémisphères : la commissure antérieure (CA) et la commissure postérieure (CP). Une 
rotation d’environ 15° a ensuite été appliquée sur le plan bi-commissural de façon à ce 
que le nouveau plan passe par la limite inférieure du lobe frontal et la limite inférieure 
de la protubérance annulaire. Ce repérage avait pour but de d’optimiser l’acquisition des 
structures temporales médiales (amygdale) et orbito-frontales. Les acquisitions 
fonctionnelles (images pondérées en T2*) ont été effectuée en multi-coupes (44 coupes 
axiales acquises de manière séquentielle descendante, de 3,25 mm), en mode EPI (‘Echo 
Planar Imaging’), permettant l’exploitation du contraste BOLD. Les paramètres de cette 
séquence étaient les suivants : Temps de Répétition (TR) = 2500 ms, Temps d’Echo (TE) 
= 30 ms, angle de basculement = 80°, champ de vue 220 x 220 mm2, matrice 
d’acquisition = 88 x 85 pixels, matrice de reconstruction = 96 x 96 pixels, taille des 
voxels dans le plan = 2,89 x 2,89 mm. Six premières mesures de volumes (‘dummies’) ont 
été réalisées, afin que l'aimantation longitudinale ait atteint un état stationnaire au 
moment des acquisitions ultérieures, puis ont été suivis de 162 volumes fonctionnels 
d’intérêt pour l’Expérience 3a : Evaluations affectives, et de 88 volumes fonctionnels 
pour l’expérience 3b : ‘Localizer’. L’acquisition d’un volume fonctionnel était 
synchronisée avec l’apparition du stimulus. Six scans ont d’abord été acquis pour 
l’expérience 3a, suivi de deux scans pour l’expérience 3b. L’examen s’est achevé par 
l’acquisition d’un scan anatomique (image pondérée en T1) de 128 adjacentes de 1,17 
mm d’épaisseur, orientées de façon identique aux coupes fonctionnelles. Les paramètres 
de cette séquence 3D T1 TFE étaient les suivants : champ de vue = 224 x 256 x 175 mm2, 
matrice d’acquisition = 192 x 132 x 128 pixels, matrice de reconstruction = 288 x 288 x 
128 pixels, taille des voxels = 1,17 x 1,94 x 1,37 mm. 
 
2. 5. 2. Traitement spatial des données IRMf 
 
Le traitement des données IRMf a été réalisé en utilisant la méthode ‘Statistical 
Parametric Mapping’ (SPM, Wellcome Department of Cognitive Neurology, Londres, 
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R.U. ; Friston et al., 1995), à l’aide du logiciel SPM 8 
(http://www.fil.ion.ucl.ac.uk/spm/software/spm8/) sous MatLab 7.9 (Mathworks Inc., 
Sherborn, MA, USA). 
Le traitement spatial SPM d’un examen fonctionnel comprenait les étapes 
suivantes : la première étape consistait à réaligner la série de volumes fonctionnels sur 
le volume acquis au milieu de la série, afin de corriger les artéfacts dus aux mouvements 
de la tête du sujet. Ensuite, les volumes ont subi une correction de décalage temporel 
entre les coupes d’un volume en les "ramenant", par interpolation temporelle, à un 
instant d'acquisition commun (i.e., à l’instant d’acquisition d’une des coupes du volume, 
qualifiée de coupe de référence, il s’agit de la coupe réalisée en milieu d’acquisition dans 
notre cas). Après cette correction, le volume anatomique a été normalisé à l’aide d’une 
opération non-linéaire afin qu’il puisse se confondre avec un volume de référence 
('template') issu du MNI (Montreal Neurologic Institute). Les paramètres de 
normalisation ont été, ensuite, appliqués aux volumes fonctionnels. Le traitement spatial 
s'est achevé par un lissage spatial des volumes fonctionnels normalisés. Il consiste à 
appliquer un filtre Gaussien de 8 mm (Full Width at Half Maximum) sur les images. Ce 
filtrage permet d'augmenter le rapport signal sur bruit et permet de s'affranchir, dans 
une certaine mesure, de la variabilité interindividuelle lors des analyses de groupe (voir 
Annexe E pour plus de détails sur les étapes du traitement spatial SPM). A l’issue de 
cette étape de traitement spatial, nous avons inspecté visuellement les images EPI et les 
paramètres de mouvements pour chaque sujet. 
 
2. 5. 3. Traitement statistique des données IRMf 
 
Le traitement statistique SPM des expériences 3a et 3b a été réalisé sur la base du 
modèle linéaire général (GLM, ‘General Linear Model’). Pour chacun de ces deux 
protocoles, chaque condition d’intérêt a été modélisée comme étant un régresseur au 
sein duquel l’apparition (ou ‘onset’) de chaque stimuli a été convoluée à une fonction de 
réponse hémodynamique canonique (HRF). Le modèle linéaire généralisé a ensuite été 
utilisé pour générer les estimateurs des régresseurs dans chaque expérience 
(Expérience 3a : Evaluations affectives, et Expérience 3b  ‘Localizer’), pour chaque voxel, 
pour chaque condition et pour chaque participant. Pour finir, les cartes d’activations 
statistiques ont été établies pour chacune de ces deux expériences, en contrastant les 
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estimateurs de la réponse hémodynamique des périodes d’activité propres à chaque 
condition expérimentale. 
 
Expérience 3a : Evaluations affectives 
 
 Pour l’expérience 3a, 18 conditions (2 Tâches x 3 Fréquences spatiales x 3 
Valences émotionnelles) ont été modélisées comme étant 18 régresseurs : 
Catégorisation émotionnelle (CE) NF-Déplaisant, CE NF-Plaisant, CE NF-Neutre, CE BFS-
Déplaisant, CE BFS-Plaisant, CE BFS-Neutre, CE HFS-Déplaisant, CE HFS-Plaisant et CE 
HFS-Neutre ; Catégorisation motivationnelle (CM) NF-Déplaisant, CM NF-Plaisant, CM NF-
Neutre, CM BFS-Déplaisant, CM BFS-Plaisant, CM BFS-Neutre, CM HFS-Déplaisant, CM HFS-
Plaisant et CM HFS-Neutre. Les mouvements des participants étant minimes, les 
paramètres de mouvements provenant des corrections de réalignement (trois 
translations et trois rotations) n’ont pas été pris en considération dans le modèle de la 
matrice comme facteur additionnel de non-intérêt. Au niveau individuel, nous avons 
contrasté les conditions d’intérêt qui nous permettaient de cartographier les régions 
cérébrales spécifiquement impliquées dans les effets suivants : 
 
1) Dans un premier temps, nous avons calculé les contrastes entre la tâche de 
catégorisation émotionnelle (CE) et la tâche de catégorisation motivationnelle 
(CM) indépendamment de la valence et de la fréquence spatiale : 
 [CE > CM] 
 [CM > CE] 
2) Nous avons ensuite calculé ces contrastes seulement en fonction de la valence 
émotionnelle afin d’étudier si les activations spécifiques à chaque tâche sont 
influencées par le contenu émotionnel des scènes : 
 [CE Déplaisant > CM Déplaisant (Recul)] 
 [CE Plaisant > CM Plaisant (Approche)] 
 [CE Neutre > CM Neutre (pas d’Action)] 
 [CM Déplaisant (Recul) > CE Déplaisant] 
 [CM Plaisant (Approche) > CE Plaisant] 
 [CM Neutre > CE Neutre (pas d’Action)] 
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Si des activations significatives étaient obtenues dans nos régions d’intérêt 
« émotionnelles » (régions visuelles, amygdales et CPFo), nos analyses étaient 
approfondies en fonction de la fréquence spatiale. 
3) Nous avons également étudié l’effet de la fréquence spatiale pour chaque tâche : 
Pour rappel, nous avions fait l’hypothèse d’une activation plus importante des 
HFS pour la tâche de catégorisation émotionnelle (CE), et à l’inverse d’une 
activation plus importante des BFS pour la tâche de catégorisation 
motivationnelle (CM). 
 [CE BFS > CE HFS] 
 [CE HFS > CE BFS] 
 [CM BFS > CM HFS] 
 [CM HFS > CM BFS] 
Si des activations significatives étaient obtenues dans nos régions d’intérêt 
« émotionnelles » (régions visuelles, amygdales et CPFo), nos analyses étaient 
approfondies en fonction de la valence émotionnelle. 
 
 Par ailleurs, afin de s’assurer que les structures habituellement impliquées dans 
le traitement des scènes émotionnelles sont activées dans nos deux tâches d’évaluation, 
nous avons étudié les activations en lien avec le traitement des émotions pour chaque la 
tâche. 
4)  Pour cela, nous avons contrasté les activations induites par les stimuli 
émotionnels (Déplaisants et Plaisants) à celles induites par les stimuli neutres : 
 [CE Déplaisant > CE Neutre] 
 [CE Plaisant > CE Neutre] 
 [CM Déplaisant (Recul) > CM Neutre (Pas d’action)] 
 [CM Plaisant (Approche) > CM Neutre (Pas d’action)] 
Si des activations significatives étaient obtenues dans nos régions d’intérêt 
« émotionnelles » (régions visuelles, amygdales et CPFo), nos analyses étaient 
approfondies en fonction de la fréquence spatiale. 
 
Par la suite, des analyses de groupe à effet aléatoire, basées sur un test t de 
Student (‘one-sample t-test’), ont été réalisées afin de pouvoir généraliser les résultats à 
l'ensemble de la population d'étude (analyse de groupe). Le seuil de significativité des 
191 
 
réponses au niveau des pixels individuels a été fixé à p = 0,001 (non corrigé pour les 
comparaisons multiples ; T > 3,93) avec un seuil d’étendue du cluster fixé à 20 voxels. 
Les coordonnées du pic des clusters activés ont ensuite été identifiées et rapportées 
dans l’espace du MNI. 
 
Expérience 3b : ‘Localizer’ 
 
 Pour l’expérience 3b, six conditions d’intérêt ont été modélisées comme 6 
régresseurs : animaux déplaisants, animaux neutres, animaux ‘scrambled’, visages 
déplaisants, visages neutres, visages ‘scrambled’. Les mouvements des participants étant 
minimes, les paramètres de mouvements provenant des corrections de réalignement 
(trois translations et trois rotations) n’ont pas été pris en considération dans le modèle 
de la matrice comme facteur additionnel de non-intérêt. 
Au niveau individuel, nous avons contrasté les conditions d’intérêt qui nous 
permettent de cartographier les régions cérébrales spécifiquement impliquées dans : 
 
1) L’effet de la valence émotionnelle : les contrastes entre les stimuli déplaisants 
(scènes et visages) et les stimuli neutres (scènes et visages ; condition contrôle 
neutre) et entre les stimuli déplaisants (scènes et visages) et les stimuli 
‘scrambled’ (scènes et visages ; condition contrôle ‘base-line’) ont été calculés afin 
de localiser fonctionnellement les amygdales : 
 [Déplaisant > Neutre] 
 [Déplaisant > ‘Scrambled’] 
Les conditions contrôles de ces deux contrastes sont les plus couramment 
utilisées dans la littérature (Sergerie et al., 2008) pour identifier les structures 
spécifiquement impliquées dans le traitement des stimuli émotionnels. 
 
Par la suite, une analyse de groupe à effet aléatoire, basée sur un test t de Student 
(‘one-sample t-test’), a été réalisée afin de pouvoir généraliser la localisation des 
amygdales à l’ensemble de la population d’étude (analyse de groupe). Le seuil de 
significativité des réponses au niveau des pixels individuels a été fixé à p = 0,001 (non 
corrigé pour les comparaisons multiples ; T > 3,93) avec un seuil d’étendu de cluster fixé 
à 20 voxels. 
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Les ROIs de l’amygdale ont été définies à partir du contraste [Déplaisants > 
‘Scrambled’] pour lequel il a été mis en évidence une plus forte activité de cette région 
par rapport au contraste [Déplaisant > Neutre] (Figure 44 a). Les stimuli déplaisants en 
comparaison des stimuli ‘scrambled’ ont activé deux larges réseaux, l’un occipito-
temporal et l’autre hippocampo-amygdalien. De manière intéressante dans le cadre de 
cette étude, un cluster hippocampo-amygdalien a été obtenu dansr l’hémisphère gauche 
(x = -16 ; y = -15 ; z = -14, k = 396 voxels) comme dans l’hémisphère droit (x = 20 ; y = -
15 ; z = -14, k = 221 voxels). Nos hypothèses étant spécifiques à l’amygdale et non à 
l’hippocampe, nous avons délimité nos ROIs à la seule structure de l’amygdale. Pour ce 
faire, nous avons délimité, à l’aide de la toolbox Marsbar, les ROI correspondant à 
l’intersection entre le cluster hippocampo-amygdalien et les masques anatomiques de 
l’amygdale droite et gauche prédéfinis à partir du « Wake Forest University (WFU) 
PickAtlas » (Version 3.0 ; Maldjian, Laurienti & al., 2003 ; pour plus de détails, revoir 
Etude 2 de la thèse section 2.4.2. Traitement spatial et statistique des données IRMf). Nous 
avons ainsi obtenu des ROIs restreintes à l’amygdale gauche et droite aussi bien au 
niveau fonctionnel qu’anatomique (Figure 44 b). 
 
 
Figure 44. Définition des ROIs de l’amygdale. 
(a) Clusters d’activation hippocampo-amygdalien obtenus pour les contrastes [Déplaisant > Neutre] et [Déplaisant > 
‘Scrambled’]. (b) ROIs de l’amygdale droite et gauche définies à partir de l’intersection (région commune en bleu 
turquoise) du cluster fonctionnel obtenu par le contraste [Déplaisant > ‘Scrambled’] (en vert) et des masques 
anatomiques obtenus à partir de l’atlas WFU Pickatlas (bleu foncé). 
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Les estimations des paramètres liés aux réponses événementielles de chaque 
condition expérimentale (2 Tâches x 3 Valences x 3 Fréquences Spatiales) ont ensuite 
été extraites de ces ROIs pour chaque participant. La valeur moyenne du pourcentage de 
changement de signal dans chacune de ces deux ROIs a été calculée pour chaque 
participant et chaque condition de l’Expérience 3a : Evaluations affectives. Des ANOVA à 
mesures répétées ont ensuite été effectuées sur ces valeurs, comprenant la Tâche 
(Catégorisation émotionnelle, motivationnelle), la Valence (Déplaisants, Plaisants, et 
Neutre) et la Fréquence Spatiale (NF, BFS, et HFS) comme facteurs intra-sujet. Afin de 
comparer directement nos résultats issus de l’analyse statistique sur tout le cerveau à 
ceux de l’analyse en ROIs, nous avons considéré des différences comme significatives au 
seuil de p < 0,001. 
 
3.  Résultats 
 
3. 1.   Résultats comportementaux de l’Expérience 3a : Evaluations 
affectives 
 
Les % moyen de réponses correctes (%RCm) et les temps de réponses correctes 
moyens (TRm) sont présentés par condition expérimentale dans le Tableau 6 et dans la 
Figure 45. 
 
3. 1. 1. % moyen de réponses correctes (%RCm) 
 
Sur la base de nos hypothèses et au regard de nos contrastes d’intérêt, l’analyse 
statistique réalisée sur les %RCm n’a révélé aucun effet de la Tâche (F < 1), ni 
d’interaction de la Tâche avec les Fréquences spatiales et la Valence émotionnelle 
(Tâche * Fréquence spatiale : F2,24 = 1,13 ; p = 0,34 ; Tâche * Valence émotionnelle : F2,24 
= 1,19 ; p = 0,32). L’interaction de second ordre Tâche * Fréquence spatiale * Valence 
émotionnelle n’était pas significative (F < 1). 
Remarquons que l’analyse statistique révèle un effet principal de la Fréquence 
spatiale (F2,24 = 7,10 ; p < 0,01 ; η2 = 0,37) et de la Valence émotionnelle (F2,24 = 19,39 ; p 
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< 0,001 ; η2 = 0,62). Indépendamment de la tâche, les scènes NF (80,6 ; ES ± 2,54%) sont 
traitées plus correctement que les scènes en HFS (76,92 ; ES ± 2,32% ; F1,12 = 13,92 ; p < 
0,01), mais pas mieux que les scènes en BFS (78,16 ; ES ± 2,27% ; F1,12 = 3,61 ; p = 0,08). 
Aucune différence n’est observée entre les scènes en HFS et en BFS (F1,12 = 3,80 ; p = 
0,07). Par ailleurs, indépendamment de la tâche, les scènes déplaisantes (88,03 ; ES ± 
2,03%) comme plaisantes (84,38 ; ES ± 4.02%) sont traitées plus correctement que les 
scènes neutres (62,72 ; ES ± 3,91% ; F1,12 = 46,20 ; p < 0,001 et F1,12 = 13,24 ; p < 0,01, 
respectivement). Aucune différence n’est observée entre les scènes déplaisantes et 
plaisantes (F1,12 = 1,55 ; p = 0,24). 
 
3. 1. 2. Temps de réponse moyen corrects (TRm) 
 
Sur la base de nos hypothèses et au regard de nos contrastes d’intérêt, l’analyse 
statistique réalisées sur les TRm révèle un effet principal de la Tâche (F1,12 = 5,86 ; p < 
0,05 ; η2 = 0,33), la catégorisation émotionnelle (916,03 ; ES ± 23,98 ms) étant réalisée 
plus rapidement que la catégorisation motivationnelle (952,82 ; ES ± 25,56 ms). La 
Tâche n’interagissait pas avec les Fréquences spatiales (Tâche * Fréquence spatiale : F < 
1), ni avec la Valence émotionnelle (Tâche * Valence émotionnelle : F < 1), mais 
l’interaction de second ordre Tâche * Fréquence spatiale * Valence émotionnelle tendait 
à être significative (F4,48 = 2,73 ; p = 0,06 ; η2 = 0,16). 
Dans la tâche d’évaluation émotionnelle, les comparaisons planifiées a priori ne 
montrent pas de différences significatives entre les BFS et les HFS pour les scènes 
déplaisantes (F1,12 = 0,47 ; p = 0,50) alors que les scènes plaisantes sont évaluées plus 
rapidement en BFS (878,30 ; ± 23,24 ms) qu’en HFS (910,40 ± 18,00ms ; F1,12 = 5,47 ; p < 
0.05). Dans la tâche d’évaluation motivationnelle, les comparaisons planifiées a priori ne 
montrent pas de différences significatives entre les BFS et les HFS, que ce soit pour les 
scènes déplaisantes ou plaisantes (F1,12 = 4,11 ; p = 0,065 et F1,12 = 0,03 ; p = 0,87, 
respectivement). 
Remarquons que l’analyse statistique a posteriori (test post-hoc de Tukey) révèle 
que les scènes déplaisantes et plaisantes sont catégorisées plus rapidement que les 
scènes neutres pour toutes les tâches et toutes les fréquences spatiales (Tableau 6 et 
Figure 45 ; pour toutes les comparaisons p < 0.001). 
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Tableau 6. Tableau résumé des temps de réponse moyens (TRm en ms), des % de réponses correctes (%RC) 
et des erreurs standards associées (ES) à chaque condition expérimentale). 
 
 
Figure 45. Temps de réponse (en ms) obtenus lors de tâches de catégorisation émotionnelle et 
motivationnelle de scènes naturelles déplaisantes, plaisantes et neutres en fonction du contenu en 
fréquences spatiales. 
* = p < 0,05. ** Tukey p < 0,05. 
 
3. 2.   Résultats en IRMf 
 
3. 2. 1. Protocole 3a : Evaluations affectives 
 
Analyse de groupe sur tout le cerveau 
 
 (1) Effet de la tâche 
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Nous avons exploré dans un premier temps, les contrastes entre la tâche de 
catégorisation émotionnelle (CE) et la tâche de catégorisation motivationnelle (CM) 
indépendamment de la valence et de la fréquence spatiale. 
Le contraste [CM > CE] active un large réseau fronto-temporo-pariétal (Figure 
46) qui comprend (1) au sein du cortex temporal : le gyrus temporal moyen bilatéral, (2) 
au sein du cortex pariétal : le précuneus, le gyrus angulaire droit et le gyrus pariétal 
inférieur gauche et (3) au sein du cortex frontal : une portion du gyrus frontal moyen et 
du gyrus frontal supérieur gauche (au niveau du cortex prémoteur et de l’aire motrice 
supplémentaire). Aucune activation significative n’est observée pour le contraste [CE > 
CM]. 
 
 
Figure 46. Effet de la tâche. 
(a) Régions cérébrales spécifiquement activées en contrastant la tâche de catégorisation motivationnelle (CM) à la 
tâche de catégorisation émotionnelle (CE) : contraste [CM > CE]. Le seuil de significativité statistique pour chaque 
voxel a été fixé à p < 0,001 (non corrigé pour les comparaisons multiples ; T > 3,93). Les coordonnées MNI (x, y, z), 
l’étendue du cluster (k = nombre de voxels) et la latéralité (G = gauche ; D = droite) sont indiquées pour chaque cluster 
(aucune activation spécifique n’a été mise en évidence en contrastant la tâche de catégorisation émotionnelle à la 
tâche de catégorisation motivationnelle). (b) Projections sur un cerveau moyen des régions cérébrales spécifiquement 
activées pour le contraste [CM > CE] 
 
 (2) Effet de la tâche en fonction de la valence émotionnelle 
Nous avons ensuite étudié si les activations spécifiques à la tâche de 
catégorisation motivationnelle étaient influencées par le contenu émotionnel des stimuli 
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(Déplaisant, Plaisant et Neutre). Les contrastes [CM Déplaisant (Recul) > CE Déplaisant], 
[CM Plaisant (Approche) > CE Plaisant] et [CM Neutre (Pas d’action) > CE Neutre] 
révèlent tous à nouveau une activation des aires motrices (Figure 47). Seules les scènes 
plaisantes et neutres induisent une activation des régions temporales, et seules les 
scènes plaisantes induisent une activation supplémentaire du cortex pariétal. A noter ici 
aussi qu’aucune activation significative n’est observée pour la tâche de catégorisation 
émotionnelle par rapport à la tâche de catégorisation motivationnelle ([CE Déplaisant > 
CM Déplaisant (Recul)] et [CE Plaisant > CM Plaisant (Approche)]). 
Ces résultats suggèrent que le réseau cortical de la catégorisation motivationnelle 
implique essentiellement des régions en lien avec l’action, mais pas des régions en lien 
avec le traitement émotionnel des scènes. De ce fait, nous n’avons pas poussé nos 
investigations à l’étude de l’influence du contenu fréquentiel sur les activations 
motivationnelles propres à chaque valence, et nous nous sommes directement focalisés 
sur l’étude de l’effet du contenu fréquentiel pour chaque tâche. 
 
 
Figure 47. Effet de la tâche en fonction de la valence émotionnelle. 
(a) Régions cérébrales spécifiquement activées en contrastant la tâche de catégorisation motivationnelle (CM) à la 
tâche de catégorisation émotionnelle (CE) pour les scènes Déplaisantes, Plaisantes et Neutres. Le seuil de 
significativité statistique pour chaque voxel a été fixé à p < 0,001 (non corrigé pour les comparaisons multiples ; T > 
3,93). Les coordonnées MNI (x, y, z), l’étendue du cluster (k = nombre de voxels) et la latéralité (G = gauche ; D = 
droite) sont indiquées pour chaque cluster. (b) Projections sur un cerveau moyen des régions cérébrales 
spécifiquement activées en contrastant CM à CE pour chaque valence. 
 
 (3) Effet de la fréquence spatiale pour chaque tâche 
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Dans notre étude, nous avons émis l’hypothèse qu’il existerait une fréquence 
spatiale privilégiée en fonction de la tâche à réaliser. En accord avec nos hypothèses, 
nous nous attendions à une activation plus importante pour les stimuli de HFS pour la 
tâche de catégorisation émotionnelle (CE), et à l’inverse à une activation plus importante 
pour les stimuli de BFS pour la tâche de catégorisation motivationnelle (CM). 
Les résultats montrent que les scènes en HFS activent plus fortement les aires du 
cortex occipito-temporal que les scènes en BFS pour les deux tâches affectives 
(contrastes [CE HFS > CE BFS] et [CM HFS > CM BFS], Figure 48). A noter que les 
activations sont plus fortes et bilatérales pour la catégorisation motivationnelle. Aucune 
activation significative n’est observée pour les scènes en BFS par rapport aux scènes en 
HFS pour les deux tâches. Ces résultats suggèrent un effet des fréquences spatiales dans 
les régions corticales visuelles, mais pas dans les régions spécifiquement impliquées 
dans le traitement émotionnel. 
 
 
Figure 48. Effet de la fréquence spatiale pour chaque tâche. 
(a) Régions cérébrales spécifiquement activées en contrastant les scènes en HFS  aux scènes en BFS pour la tâche de 
catégorisation émotionnelle (CE) et la tâche de catégorisation motivationnelle (CM). Le seuil de significativité 
statistique pour chaque voxel a été fixé à p < 0,001 (non corrigé pour les comparaisons multiples ; T > 3,93). Les 
coordonnées MNI (x, y, z), l’étendue du cluster (k = nombre de voxels) et la latéralité (G = gauche ; D = droite) sont 
indiquées pour chaque cluster. (b) Projections sur un cerveau moyen des régions cérébrales spécifiquement activées 
pour les contrastes [CE HFS > CE BSF] et [CM HFS > CM BSF]. 
 
Cependant, ces contrastes confondent les trois valences émotionnelles. C’est 
pourquoi, nous avons approfondi nos investigations en étudiant l’effet des fréquences 
spatiales pour chaque tâche ET pour chaque valence. Globalement, on retrouve une 
activité plus importante du cortex occipito-temporal pour les scènes en HFS par rapport 
aux scènes en BFS pour tous les contrastes excepté lors de la catégorisation 
émotionnelle de scènes neutres (Tableau 7). 
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Tableau 7. Régions cérébrales spécifiquement activées pour le contraste [HFS > BFS] pour chaque valence et 
pour chaque tâche. 
Le seuil de significativité statistique pour chaque voxel a été fixé à p < 0,001 (non corrigé pour les comparaisons 
multiples ; T > 3,93). Les coordonnées MNI (x, y, z), l’étendue du cluster (k = nombre de voxels) et la latéralité (G = 
gauche ; D = droite) sont indiquées pour chaque cluster. 
 
Cette première partie d’analyse des résultats ne nous a pas permis de mettre en 
évidence des activations des aires habituellement impliquées dans le traitement 
émotionnel. Cependant, nous travaillons sur des stimuli visuels très complexes, qui 
contiennent beaucoup d’information sémantique dont leur contenu émotionnel. Afin 
d’étudier seulement l’effet du contenu émotionnel des scènes, il nous semble judicieux 
de contraster les activations induites par les scènes émotionnelles à celles des scènes 
neutres, et ce pour chaque effet d’intérêt. 
 
(4) Effet de l’émotion pour chaque tâche 
 En contrastant les activations induites par les scènes Déplaisantes d’une part, et 
les scènes Plaisantes d’autre part, à celles induites par les scènes neutres pour chaque 
tâche (contrastes [CE Déplaisant > CE Neutre], [CE Plaisant > CE Neutre], [CM Déplaisant 
(Recul) > CM Neutre (Pas d’action)], [CM Plaisant (Approche) > CM Neutre (Pas 
d’action)]), nous observons systématiquement une forte activation bilatérale des aires 
occipito-temporales. De plus, les scènes déplaisantes activent bilatéralement l’amygdale 
dans la tâche de catégorisation motivationnelle (CM), alors que seule l’amygdale droite 
est activée dans la tâche de catégorisation émotionnelle (CE) (Figure 49). 
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Figure 49. Effet de l’émotion pour chaque tâche. 
(a) Régions cérébrales spécifiquement activées en contrastant les scènes déplaisantes aux scènes neutres et les scènes 
plaisantes aux scènes neutres pour chaque tâche. Le seuil de significativité statistique pour chaque voxel a été fixé à p 
< 0,001 (non corrigé pour les comparaisons multiples ; T > 3,93). Les coordonnées MNI (x, y, z), l’étendue du cluster (k 
= nombre de voxels) et la latéralité (G = gauche ; D = droite) sont indiquées pour chaque cluster. (b) Projections sur un 
cerveau moyen des régions cérébrales spécifiquement activées en contrastant les scènes déplaisantes aux scènes 
neutres et les scènes plaisantes aux scènes neutres pour chaque tâche. Les activations pour les scènes déplaisantes 
sont représentées en rouge et celles des scènes plaisantes en vert. Les activations communes aux deux valences sont 
représentées, par superposition, en jaune. 
 
Ces résultats montrant une activation significative de régions « émotionnelles », 
nous avons approfondi notre analyse en étudiant l’effet de la valence émotionnelle pour 
chaque tâche ET chaque fréquence spatiale. 
 
- Dans la tâche de catégorisation émotionnelle 
 
 Scènes Déplaisantes (versus Neutres) 
En contrastant les activations induites par les scènes Déplaisantes aux scènes 
neutres pour chaque fréquence spatiale (contrastes [CE NF Déplaisant > CE NF Neutre], 
[CE BFS Déplaisant > CE BFS Neutre], [CE HFS Déplaisant > CE HFS Neutre] ; Tableau 8), 
nous observons systématiquement une forte activation bilatérale des aires occipito-
temporales. Seules les scènes contenant une information en HFS (scènes NF et scènes 
filtrées en HFS) activent les aires pariétales. 
 Scènes Plaisantes (versus Neutres) 
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En contrastant les activations induites par les scènes Plaisantes aux scènes 
neutres pour chaque fréquence spatiale (contrastes [CE NF Plaisant > CE NF Neutre], [CE 
BFS Plaisant > CE BFS Neutre], [CE HFS Plaisant > CE HFS Neutre] ; Tableau 8), nous 
observons que seules les scènes en BFS et NF activent les aires occipito-temporales. 
Seules les scènes en BFS activent des régions frontales. 
 
 
Tableau 8. Régions cérébrales spécifiquement activées en pour les contrastes [Déplaisant > Neutre] et 
[Plaisant > Neutre] pour chaque contenu en fréquence spatiale (BFS, HFS et NF) lors de la tâche de 
catégorisation émotionnelle. 
Le seuil de significativité statistique pour chaque voxel a été fixé à p < 0,001 (non corrigé pour les comparaisons 
multiples ; T > 3,93). Les coordonnées MNI (x, y, z), l’étendue du cluster (k = nombre de voxels) et la latéralité (G = 
gauche ; D = droite) sont indiquées pour chaque cluster. 
 
- Dans la tâche de catégorisation motivationnelle 
 
 Scènes Déplaisantes/Recul (versus Neutres) 
En contrastant les activations induites par les scènes Déplaisantes aux scènes 
neutres pour chaque fréquence spatiale (contrastes [CM NF Déplaisant > CM NF Neutre], 
[CM BFS Déplaisant > CM BFS Neutre], [CM HFS Déplaisant > CM HFS Neutre] ; Tableau 
9), nous observons systématiquement une forte activation bilatérale des aires occipito-
temporales. Seules les scènes en HFS activent (1) un réseau cortical comprenant des 
aires motrices, le gyrus cingulaire moyen et des aires frontales et (2) un réseau sous-
corticale comprenant l’amygdale, l’hypothalamus et la substance grise périaqueducale 
(Figure 50). 
 
 Scènes Plaisantes/Recul (versus Neutres) 
Comme pour les scènes déplaisantes (recul), nous observons systématiquement 
une forte activation bilatérale des aires occipito-temporales pour les scènes Plaisantes 
(Tableau 9). Nous avons observons que seules les scènes en HFS et NF activent les aires 
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pariétales (précuneus et lobule pariétal supérieur) et que seules les scènes en HFS 
activent le gyrus frontal supérieur (Figure 50). 
 
 
Tableau 9. Régions cérébrales spécifiquement activées pour les contrastes [Déplaisant (Recul) > Neutre (Pas 
d’action)] et [Plaisant (Approche) > Neutre (Pas (d’action)] pour chaque contenu en fréquence spatiale (BFS, 
HFS et NF) lors de la tâche de catégorisation motivationnelle. 
Le seuil de significativité statistique pour chaque voxel a été fixé à p < 0,001 (non corrigé pour les comparaisons 
multiples ; T > 3,93). Les coordonnées MNI (x, y, z), l’étendue du cluster (k = nombre de voxels) et la latéralité (G = 
gauche ; D = droite) sont indiquées pour chaque cluster. 
 
 
Figure 50. Projections sur un cerveau moyen des régions cérébrales spécifiquement activées pour la tâche de 
catégorisation motivationnelle pour les contrastes [HFS Déplaisant > HFS Neutre] et [HFS Plaisant > HFS 
Neutre]. 
 
Analyse en ROIs de l’amygdale 
 
Pour rappel, afin de comparer directement nos résultats issus de l’analyse en 
ROIs à ceux issus de l’analyse statistique sur tout le cerveau, nous avons considéré des 
différences comme significatives au même seuil de p < 0,001. 
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 Sur la base de nos hypothèses et au regard de nos contrastes d’intérêt, les 
analyses statistiques réalisées sur les ROIs des amygdales gauche et droite ne révèlent 
aucun effet de la Tâche (F < 1 pour chaque ROI), ni d’interaction Tâche * Fréquence 
spatiale et Tâche * Valence émotionnelle (F < 1 pour les deux interactions et pour 
chaque ROI). L’interaction de second ordre Tâche * Fréquence spatiale * Valence 
émotionnelle n’est pas significative (amygdale gauche : F1,12 = 1,05 ; p = 0,38 ; amygdale 
droite : F < 1). 
 Notons toutefois que ces analyses statistiques révèlent un effet principal de la 
Valence émotionnelle (amygdale gauche : F1,12 = 10,02 ; p < 0,001 ; η2 = 0,45 ; amygdale 
droite : F1,12 = 12,62 ; p < 0,001 ; η2 = 0,51). Les deux amygdales sont plus activées pour 
les scènes déplaisantes que pour les scènes neutres (amygdale gauche : F1,12 = 17,73 ; p < 
0,001 ; amygdale droite : F1,12 = 38,91 ; p < 0,001). Aucune différence n’est trouvée pour 
les deux amygdales entre les scènes plaisantes et les scènes neutres (amygdale 
gauche : F1,12= 5,64 ; p = 0,03 ; amygdale droite : F1,12 = 7,60 ; p < 0,02). 
 
 (1) Effet de la fréquence spatiale pour chaque tâche 
 
 Compte tenu de nos hypothèses sur l’utilisation d’un contenu fréquentiel 
‘diagnostique’ en fonction de la tâche et de la valence émotionnelle, nous avons exploré 
par comparaisons planifiées nos contrastes d’intérêt au sein de l’interaction Tâche * 
Fréquence spatiale * Valence émotionnelle. Dans la tâche de catégorisation 
émotionnelle, les amygdales ne sont pas plus activées pour les scènes émotionnelles en 
HFS qu’en BFS (pour les scènes déplaisantes : amygdale gauche : F1,12 = 2,80 ; p = 0,12 ; 
amygdale droite : F1,12 = 2,94 ; p = 0,11 ; et pour les scènes plaisantes F < 1 pour les deux 
amygdales). Similairement, dans la tâche de catégorisation motivationnelle, les 
amygdales ne sont pas plus activées pour les scènes émotionnelles en BFS par rapport 
aux scènes émotionnelles en HFS (F < 1 pour toutes les comparaisons). 
 
 (2) Effet de la valence émotionnelle pour chaque tâche 
 
Dans la tâche de catégorisation émotionnelle, les amygdales tendent à être plus 
activées pour les scènes déplaisantes que pour les scènes neutres (amygdale gauche : 
F1,12 = 14,85 ; p = 0,002 ; amygdale droite : F1,12 = 12,31 ; p = 0,004), mais pas pour les 
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scènes plaisantes (amygdale gauche : F1,12 = 5,50 ; p = 0,037 ; amygdale droite : F1,12 = 
8,84 ; p = 0,012). Similairement, dans la tâche de catégorisation motivationnelle, 
l’amygdale droite est plus activée pour les scènes déplaisantes que pour les scènes 
neutres (F1,12 = 24,44 ; p < 0,001) alors que l’amygdale gauche tend à l’être (F1,12 = 
11,79 ; p = 0,004 ). Les amygdales ne sont pas plus activées pour les scènes déplaisantes 
que pour les scènes neutres (amygdale gauche : F1,12 = 2,41 ; p = 0,15 ; amygdale droite : 
F1,12 = 3,49 ; p = 0,09). 
Au regard de nos hypothèses sur l’implication de l’amygdale dans le traitement 
de l’information émotionnelle en fonction du contenu en fréquence spatiale, nous avons 
également exploré l’effet de la valence émotionnelle (Déplaisant > Neutre et Plaisant > 
Neutre) en fonction des fréquences spatiales pour chaque tâche (Figure 51). 
 
- Dans la tâche de catégorisation émotionnelle 
 
 Scènes Déplaisantes (versus Neutres) 
Les scènes Déplaisantes NF par rapport aux scènes neutres NF tendent à activer 
plus fortement la seule amygdale droite (amygdale droite : F1,12 = 15,24 ; p = 0,002 ; 
amygdale gauche : F1,12 = 9,49 ; p = 0,009). Aucune différence n’est mise en évidence ni 
pour les scènes Déplaisantes BFS (amygdale gauche : F1,12 = 1,11 ; p = 0,31 ; amygdale 
droite : F1,12 = 1.33 ; p = 0,27), ni pour les scènes Déplaisantes HFS (amygdale gauche : 
F1,12 = 2,66 ; p = 0,13 ; amygdale droite : F1,12 = 5,20 ; p = 0,042). 
 Scènes Plaisantes (versus Neutres) 
Aucune différence n’est observée ni pour les scènes Plaisantes NF par rapport aux 
scènes neutres (amygdale gauche : F1,12 = 1,95 ; p = 0,19; amygdale droite : F1,12 = 1,99 ; p 
= 0,18), ni pour les scènes Plaisantes BFS (amygdale gauche : F(1,12) = 5.81, p = 0.033 ; 
amygdale droite : F1,12 = 4,54 ; p = 0,054), ni pour les scènes Plaisantes HFS (amygdale 
gauche : F <1 ; amygdale droite : F1,12 = 1,15 ; p = 0,30). 
 
- Dans la tâche de catégorisation motivationnelle 
 
 Scènes Déplaisantes/Recul (versus Neutres) 
Les scènes Déplaisantes HFS par rapport aux scènes neutres HFS activent plus 
fortement l’amygdale gauche (F1,12 = 17,15 ; p < 0,001) et l’amygdale droite (F1,12 = 
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19,22 ; p < 0,001). Aucune différence n’est mise en évidence ni pour les scènes 
Déplaisantes NF (amygdale gauche : F1,12 = 1,55 ; p = 0,24 ; amygdale droite : F1,12°= 
2,48 ; p = 0,14), ni pour les scènes Déplaisantes BFS (amygdale gauche : F1,12 = 6,11 ; p = 
0,029 ; amygdale droite : F1,12 = 2,05 ; p = 0,18). 
 Scènes Plaisantes/Approche (versus Neutres) 
Aucune différence n’est mise en évidence ni pour les scènes Plaisantes NF par 
rapport aux scènes neutres (amygdale gauche : F < 1 ; amygdale droite : F1,12 = 1,56 ; p = 
0,24), ni pour les scènes Plaisantes BFS (F < 1 pour les deux amygdales), ni pour les 
scènes Plaisantes HFS (amygdale gauche : F1,12 = 3,58 ; p = 0,08 ; amygdale droite : F1,12 = 
5,32 ; p < 0,040). 
 
 
Figure 51. Pourcentage de changement du signal dans l’amygdale droite et gauche pour chaque tâche en 
fonction de la valence des stimuli et de leur contenu fréquentiel. 
* = p < 0,001. 
 
4.  Discussion 
 
Dans cette seconde étude en IRMf, notre objectif était (1) d’identifier les 
structures cérébrales impliquées dans l’évaluation émotionnelle et motivationnelle des 
scènes affectives, et (2) d’identifier le contenu en fréquences spatiales 
préférentiellement utilisé pour réaliser ces évaluations. Nous souhaitions dans un 
premier temps explorer dans quelle mesure nos tâches de catégorisation émotionnelle 
et motivationnelle faisaient appel à des réseaux cérébraux distincts. Nous souhaitions 
également, dans un second temps, explorer l’effet de la valence émotionnelle (opposition 
des scènes déplaisantes et plaisantes aux scènes neutres) dans chacune de ces tâches et 
tout particulièrement dans la tâche de catégorisation motivationnelle, qui à notre 
connaissance, n’a jusqu’alors jamais été étudiée. A ce sujet, nous avons fait l’hypothèse 
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que comme la tâche d’évaluation émotionnelle, la tâche d’évaluation motivationnelle, 
devrait induire une augmentation de l’activité des régions visuelles et de l’amygdale. 
Enfin, dans un troisième temps, notre objectif était également d’identifier l’information 
fréquentielle préférentiellement utilisée pour réaliser chacune des catégorisations 
proposées. Sur la base de notre précédente étude comportementale (Etude 1 de la 
thèse, Fradcourt et al., 2013), nous avons supposé que les structures cérébrales 
impliquées dans l’évaluation du ressenti émotionnel (tâche émotionnelle) devraient être 
particulièrement activées par les scènes filtrées en HFS. A l’inverse, nous avons fait 
l’hypothèse que les structures cérébrales impliquées dans l’évaluation de la tendance à 
l’action (tâche motivationnelle) devraient être particulièrement activées par les scènes 
filtrées en BFS. 
 
4. 1.   Effet de la tâche : spécificités de la tâche motivationnelle 
 
Notre premier objectif était d’étudier dans quelle mesure nos tâches de 
catégorisation émotionnelle et motivationnelle impliquent des réseaux cérébraux 
distincts. 
La comparaison de nos deux tâches d’évaluation révèle une activité cérébrale 
spécifique à la tâche de catégorisation motivationnelle (CM). Alors que dans les deux 
tâches les participants fournissent un même type de réponse motrice, on retrouve parmi 
les activations propres à la tâche motivationnelle des régions frontales impliquées dans 
la programmation motrice, telles que le cortex prémoteur et l’aire motrice 
supplémentaire (AMS). Différentes études montrent que des changements d’activité 
dans ces aires cérébrales précèdent le mouvement volontaire et sont associées à sa 
préparation (Cunnington et al., 2002; Deecke et al., 1969). Nos résultats suggèrent donc 
que la tâche motivationnelle impliquerait une forme de programmation motrice. Notons 
cependant que nos participants ne réalisaient pas une action réelle correspondant à leur 
évaluation, mais qu’ils avaient pour consigne d’indiquer l’action qu’il ferait dans cette 
situation en réalité (ce qui implique de s’imaginer en train de réaliser cette action). Les 
résultats que nous obtenons avec cette consigne restent toutefois compatibles avec 
notre interprétation puisque des études montrent que l’imagerie mentale d’une action 
induit au même titre qu’une action réelle des activations en lien avec la programmation 
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motrice (Lorey et al., 2011; Sharma & Baron, 2013; Stadler et al., 2011). La tâche 
motivationnelle active également de façon spécifique des régions pariétales, notamment 
le précuneus, qui pourraient jouer un rôle important dans la perception de l’espace et 
dans la représentation du corps au sein de celui-ci (Cavanna & Trimble, 2006). Ce 
résultats suggère que la tâche motivationnelle nécessiterait de situer l’action dans 
l’espace. L’ensemble de ces résultats suggèrent, par conséquent, que cette tâche est 
adaptée à l’exploration des comportements moteurs volontaires associés à l’émotion. 
 
4. 2.   Effet de la valence émotionnelle 
 
Notre second objectif était d’étudier l’effet de la valence émotionnelle 
(opposition des scènes déplaisantes et plaisantes aux scènes neutres) dans chacune 
de ces tâches et tout particulièrement dans la tâche d’évaluation motivationnelle, 
qui à notre connaissance, n’a jusqu’alors jamais été étudiée. Nous avons fait 
l’hypothèse que les deux tâches devraient induire une augmentation de l’activité des 
régions visuelles et de l’amygdale. Alors que l’influence de l’évaluation du ressenti 
émotionnel sur les aires visuelles et sur l’amygdale a été observée plusieurs fois dans la 
littérature (Hariri et al., 2000; Hutcherson et al., 2005; Ochsner et al., 2009), nous allons 
voir que notre étude est, à notre connaissance, la première à mettre en évidence un tel 
effet lors d’une évaluation explicite de la tendance à l’action (tâche motivationnelle). 
 
4. 2. 1. Rôle des régions occipito-temporales dans le traitement des scènes 
émotionnelles 
 
L’analyse statistique IRMf menée sur tout le cerveau montre que les scènes 
émotionnelles déplaisantes et plaisantes (par rapport aux scènes neutres) induisent une 
forte activation des aires occipito-temporales dans les deux tâches. Il apparaît ainsi que 
pour les deux tâches le traitement de stimuli émotionnels a pour effet d’augmenter le 
traitement visuel de ces stimuli, et ce pour favoriser/faciliter leur évaluation (Gschwind 
et al., 2012; Halgren et al., 2000; Pourtois et al., 2004; Stolarova et al., 2006). On constate 
d’ailleurs au niveau comportemental que les TRm pour l’évaluation des scènes 
émotionnelles sont plus rapides que ceux nécessaires à l’évaluation des scènes neutres. 
L’observation de ce résultat dans le cadre de la tâche de catégorisation motivationnelle 
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est au final peu surprenant au regard de certaines conceptions théoriques (Bradley et al., 
2003; Lang & Bradley, 2010; Lang et al., 1997). Par exemple, Bradley et al. (2003) 
suggéraient déjà qu’il est raisonnable de s’attendre à une interaction entre les 
traitements perceptifs visuels et les traitements motivationnels lors de comportements 
de défense. Cette interaction pourrait se traduire par une augmentation du traitement 
perceptif visuel comme nous l’observons ici. Selon ces auteurs, ce mécanisme pourrait 
avoir pour but de faciliter le traitement cognitif en renforçant la perception de manière à 
sélectionner une action appropriée. 
 
4. 2. 2. Rôle de l’amygdale dans le traitement émotionnel 
 
L’analyse statistique IRMf menée sur tout le cerveau montre que l’amygdale est 
plus activée pour les scènes déplaisantes que les scènes neutres pour les deux tâches, 
cette analyse ne révélant pas d’activation de l’amygdale pour les scènes plaisantes. Ces 
résultats tendent à être confirmés par l’analyse en ROIs. L’amygdale est souvent évoquée 
pour son rôle central dans le traitement des stimuli déplaisants (pour une revue récente 
voir Lindquist et al., 2012). Par exemple, Feinsten et al. (2011) ont récemment montré 
qu’un patient présentant des lésions amygdaliennes bilatérales ne rapporte aucun 
ressenti émotionnel de peur lorsqu’il est face à des situations effrayantes. Notre étude 
suggère que ce noyau sous-cortical peut jouer un rôle central et pluriel dans différents 
types d’évaluation liés aux émotions négatives (à la fois évaluation du ressenti 
émotionnel et de la tendance à l’action dans notre cas). Nos résultats suggèrent 
d’ailleurs que notre tâche d’évaluation motivationnelle implique plus fortement 
l’amygdale que notre tâche d’évaluation émotionnelle pour les scènes déplaisantes. 
Toutefois, cette suggestion doit être confirmée dans des recherches ultérieures étant 
donné qu’aucune activité spécifique de l’amygdale n’est obtenue lors de la comparaison 
directe entre la tâche motivationnelle et la tâche émotionnelle. Il semble donc que le rôle 
fonctionnel de cette structure ne se limite pas à l’évaluation de la valeur émotionnelle 
d’un stimulus, comme cela est souvent proposé, mais qu’elle intervient aussi dans la 
mise en place d’un comportement d’action approprié (Lang & Bradley, 2010; Lang & 
Davis, 2006; Whalen & Phelps, 2009). 
Dans nos deux tâches, les scènes plaisantes et les évaluations du ressenti plaisant 
et d’approche ne semblent pas induire une activité de l’amygdale. Nos résultats 
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suggèrent que l’amygdale n’aurait pas un rôle essentiel dans l’évaluation du ressenti 
plaisant. Ces résultats diffèrent de ceux obtenus dans plusieurs études qui montrent une 
implication de cette structure lors de l’évaluation de stimuli plaisants (Sander, 2012; 
Sander et al., 2003; Sergerie et al., 2008). Il est possible que la différence d’intensité 
émotionnelle qui existe entre nos scènes déplaisantes et plaisantes puisse expliquer 
cette différence de résultats. En effet, bien que l’intensité de nos scènes déplaisantes, 
comme plaisantes, soit significativement plus importante que celle de nos scènes 
neutres, nos mesures d’intensité émotionnelle (Annexes D) montrent qu’il existe 
également une différence significative entre l’intensité de nos stimuli plaisants et 
déplaisants, ces derniers étant plus intenses. Ce biais pourrait expliquer un plus faible 
signal et une activation globale plus faible pour les stimuli plaisants, et de ce fait, 
l’absence d’activation de l’amygdale pour cette valence. 
Similairement, nos résultats suggèrent que l’amygdale n’aurait pas un rôle 
essentiel dans la mise en place des comportements d’approche contrairement aux 
comportements de recul. Cette observation est cohérente avec la conception de Lang et 
Bradley (2010) selon laquelle les comportements seraient organisés selon deux 
dimensions, l’une appétitive, l’autre aversive, dépendantes de deux systèmes 
motivationnels distincts. Le système défensif serait organisé autour de l’amygdale et 
serait activé par les stimuli déplaisants. Il induirait des comportements de défenses 
(notamment de recul). Le système appétitif serait organisé autour du noyau accumbens 
et serait activé par les stimuli plaisants. Il faciliterait les comportements d’approche. 
Remarquons que nous n’observons pas non plus d’activation du noyau accumbens. Ici 
aussi, il est possible que le niveau d’intensité de nos scènes plaisantes ne soit pas assez 
élevé pour démontrer ni l’activation de l’amygdale, ni l’activation du noyau accumbens. 
En effet, Lang et Bradley (2010) suggèrent que si la valence influence l’activité de l’un ou 
l’autre des deux systèmes motivationnels, c’est le degré d’intensité des stimuli qui 
détermine leur niveau d’activation. 
 
4. 2. 3. Absence d’activation des régions frontales dans le traitement des 
scènes émotionnelles 
 
Notre étude ne révèle aucune activation au niveau des régions préfrontales lors 
de la comparaison des scènes émotionnelles aux scènes neutres et ce quelle que soit la 
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tâche. Ce constat est problématique car il est habituellement admis que la modulation du 
traitement de l’information émotionnelle (au niveau des régions visuelles et 
amygdaliennes) serait étroitement liée à l’activité des régions préfrontales (Ochsner et 
al., 2009; Urry et al., 2006; Vrticka et al., 2011). Il est par conséquent difficile d’affirmer 
que l’augmentation d’activité dans les régions occipito-temporales et au niveau de 
l’amygdale que nous observons pour les scènes émotionnelles est liée à une influence 
‘top-down’ de nos tâches. D’ailleurs, plusieurs études montrent que la seule perception 
de stimuli émotionnels – sans contraintes cognitives – peut aussi activer les régions 
visuelles et l’amygdale (Edmiston et al., 2013; Etude 2 de la thèse : Fradcourt et al., 2013; 
Sabatinelli et al., 2005; Wendt et al., 2011). 
 
4. 3.   Effet de la fréquence spatiale 
 
Notre troisième objectif était d’identifier l’information fréquentielle 
préférentiellement utilisée pour réaliser chacune des évaluations proposées. Sur la 
base de notre précédente étude comportementale (Etude 1 de la thèse, Fradcourt et 
al., 2013), nous avons supposé que les structures cérébrales impliquées dans 
l’évaluation du ressenti émotionnel (tâche émotionnelle) devraient être 
particulièrement activées par les scènes filtrées en HFS. A l’inverse nous avons fait 
l’hypothèse que les structures cérébrales impliquées dans l’évaluation de la 
tendance à l’action (tâche motivationnelle) devraient être particulièrement activées 
par les scènes filtrées en BFS. 
Dans nos deux tâches nous avons constaté une activité cérébrale plus importante 
des régions visuelles occipito-temporales pour les scènes filtrées en HFS 
comparativement aux scènes filtrées en BFS, et alors qu’aucune activité spécifique n’a 
été observée pour les scènes filtrées en BFS. Ces résultats sont en contradiction avec nos 
hypothèses. Notre étude ne nous a pas permis de mettre en évidence, au niveau cérébral, 
un traitement préférentiel de l’information en BFS pour l’évaluation motivationnelle 
comme nous le suggérions. Sur la base de nos résultats, il est également difficile de 
conclure que le contenu en HFS serait ‘diagnostique’ ou préféré dans le cadre d’une 
catégorisation émotionnelle, puisque l’information en HFS est particulièrement 
activatrice dans les deux tâches. Il semblerait donc que l’information en HFS serait le 
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contenu fréquentiel ‘diagnostique’ ou préféré pour nos deux tâches d’évaluation. 
Alternativement, certains de nos choix méthodologiques pourraient également rendre 
compte de nos résultats. 
 Premièrement, les résultats que nous avons observés pourraient être influencés 
par l’égalisation de la luminance et du contraste RMS que nous avons appliqué à nos 
scènes. Pour rappel, suite au filtrage en fréquences spatiales le contraste des scènes en 
HFS est fortement diminué en comparaison des scènes en BFS (voir section 2.1.1. 
Pramètres de filtrages des stimuli de la base de données et Figure 26). L’application du 
contraste RMS permet alors d’obtenir des stimuli égalisés en termes de contraste. 
Toutefois, le contenu en HFS est alors « dénaturé » et s’éloigne de l’information que le 
système visuel a l’habitude de traiter, à savoir des HFS aux faibles contrastes. Par 
conséquent, les neurones et les voies cérébrales répondant principalement à 
l’information en HFS pourraient voir leur activité modifiée (potentiellement amplifiée) 
suite à ce contrôle expérimental. Cependant, s’absoudre de ce contrôle serait également 
problématique. Les différences de luminance et de contraste entre les scènes filtrées en 
BFS et en HFS auraient pu alors être à l’origine d’effets « parasites » lors de la 
comparaison de ces conditions de filtrages. Une étude récente en EEG (Vlamings et al., 
2009) a d’ailleurs montré que l’égalisation de la luminance et du contraste de visages 
expressifs filtrés en BFS et en HFS est nécessaire pour étudier l’implication de 
l’information fréquentielle dans le traitement de l’information émotionnelle. 
 Deuxièmement, les résultats observés pourraient être influencés par le temps de 
présentation des stimuli relativement long que nous avons utilisés (500 ms). Pour 
rappel, notre choix s’est porté sur 500 ms car des temps de présentation plus courts 
comme celui utilisé dans notre première étude comportementale (e.g., 300 ms) 
entrainent des taux de bonnes réponses plus faibles dans les tâches de catégorisation 
émotionnelle et motivationnelle (voir Etude 1 de la thèse section 3.2. % moyen de 
réponses correctes (%RCm)). De plus, dans cette même étude, nous avons observé un 
effet des fréquences spatiales en fonction de la tâche, et ce indépendamment du temps 
de présentation des scènes. Ce dernier résultat suggère qu’un temps de présentation de 
500 ms est approprié à l’évaluation d’une utilisation flexible du contenu fréquentiel pour 
différentes tâches affectives. Par ailleurs, une présentation courte ne favoriserait la 
perception que des BFS (les HFS étant « théoriquement » non perçues). Avec une 
présentation plus longue, nous nous assurions que les BFS et HFS sont toutes deux 
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disponibles pour le traitement visuel (Mermillod et al., 2011; Parker et al., 1997; Schyns 
& Oliva, 1994). Malheureusement, les résultats de notre étude en IRMf suggèrent qu’un 
temps de présentation long ne serait pas en faveur de la mise en évidence au niveau 
cérébral d’une flexibilité de l’utilisation des fréquences spatiales. Certains travaux 
montrent que même pour des temps de présentation très brefs (50 ms), l’information en 
HFS pourrait être disponible et donc accessible lorsqu’elle est utile (Schyns & Oliva, 
1999). Il serait donc intéressant à l’avenir d’explorer les effets de la flexibilité avec des 
temps de présentation brefs, de l’ordre de 50 ms. 
 
Bien que cette étude ne permette pas de mettre directement en évidence des 
activations spécifiques de l’information en fréquences spatiales dans nos tâches, 
l’exploration des effets émotionnels ([Déplaisant > Neutre] et [Plaisant > Neutre]) en 
fonction de la fréquence spatiale dans chacune des tâches suggère un rôle important de 
l’information en fréquence spatiale comme nous allons le voir maintenant. 
 
4. 4.   Rôle des fréquences spatiales dans le traitement des scènes 
émotionnelles en fonction de la tâche 
 
4. 4. 1. Catégorisation émotionnelle 
 
Dans la tâche de catégorisation émotionnelle, nous avons vu à travers l’analyse 
statistique IRMf menée sur tout le cerveau que les scènes émotionnelles déplaisantes et 
plaisantes (par rapport aux scènes neutres) induisent une forte activation des aires 
occipito-temporales. 
 Lorsque l’on s’intéresse à l’effet de l’information fréquentielle dans ces résultats, 
on constate que pour les scènes déplaisantes, l’évaluation du ressenti émotionnel 
induit une forte activation des régions occipito-temporales pour chaque fréquence 
spatiale. De plus, lorsque les scènes déplaisantes contiennent une information en HFS, 
on observe également des activations supplémentaires des régions pariétales (gyrus 
pariétal supérieur, gyrus supra-marginal et précuneus). Nous avons précédemment 
proposé que ces activations pariétales soient impliquées dans la perception de l’espace. 
Il est possible que ces activations soient induites par la consigne particulière donnée aux 
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participants, une consigne qui consistait à leur demander de s’imaginer réellement dans 
chaque situation (Consignes renvoyant à « une prise de perspective à la première 
personne », Cavanna et al., 2006). En effet, ce type de consigne est connu pour recruter 
diverses régions pariétales (Cavanna et al., 2006). Nos résultats suggèrent donc que lors 
d’une évaluation du ressenti émotionnel, les scènes déplaisantes impliqueraient une 
plus grande représentation dans l’espace que les scènes neutres. Comme semble le 
montrer nos résultats, l’information fine et détaillée contenue dans les HFS serait alors 
essentielle pour se représenter dans une situation émotionnelle déplaisante. 
Alors que l’analyse statistique IRMf menée sur tout le cerveau montrait une 
activation de l’amygdale pour les scènes déplaisantes indépendamment de la fréquence 
spatiale (par rapport aux scènes neutres), nous n’observons pas d’activation de 
l’amygdale pour une fréquence spatiale particulière. Il semblerait que l’activité de 
l’amygdale lors de l’évaluation du ressenti émotionnel déplaisant ne soit pas modulée 
par le contenu en fréquences spatiales des scènes. A noter toutefois que l’analyse en 
ROIs révèle une activation tendancielle de l’amygdale pour les scènes déplaisantes NF. 
Ce résultat, qui se doit d’être interprété avec précaution, suggère que l’ensemble du 
contenu fréquentiel doit être analysé par l’amygdale pour juger du ressenti déplaisant. 
Alternativement, quelques études montrent que l’information en moyenne fréquences 
spatiales, souvent négligée dans ce contexte de recherche, serait plus utile que les seules 
BFS ou HFS pour réaliser efficacement une tâche visuelle (Awasthi et al., 2013; Gold et 
al., 1999; Nasanen, 1999). 
Pour les scènes plaisantes, nous n’observons que de faible activation au niveau 
des régions occipitales. La différence d’intensité émotionnelle qui existe entre nos 
scènes déplaisantes et plaisantes pourrait expliquer cette différence de résultats. En 
effet, il parait concevable qu’une dimension telle que l’intensité émotionnelle (qui pour 
rappel représente le niveau d’excitation généré par les scènes) puisse directement avoir 
un impact sur la capacité à s’imaginer face à la scène. 
 
Alors que nous n’avons pas observé d’influence du contenu fréquentiel sur les 
aires visuelles et sur l’amygdale lors de l’évaluation du ressenti émotionnel, nous allons 
voir que notre étude est à notre connaissance la première à mettre en évidence un tel 
effet lors d’une évaluation explicite de la tendance à l’action (tâche motivationnelle). 
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4. 4. 2. Catégorisation motivationnelle 
 
Dans la tâche de catégorisation motivationnelle, l’analyse statistique IRMf menée 
sur tout le cerveau montre que les scènes émotionnelles déplaisantes et plaisantes (par 
rapport aux scènes neutres) induisent une forte activation des aires occipito-temporales 
pour toutes les fréquences spatiales. On observe des activations supplémentaires 
seulement lorsque les scènes contiennent une information en HFS. Par ailleurs, ces 
activations diffèrent en fonction de la valence émotionnelle des scènes. Pour résumer, 
(1) les scènes déplaisantes en HFS (par rapport aux scènes neutres en HFS) induisent 
une activation supplémentaire du cortex prémoteur et de structures sous-corticales 
(amygdale, hypothalamus et la substance grise périaqueducale) et (2) les scènes 
plaisantes en HFS induisent quant à elles une activation supplémentaire des aires 
pariétales (précuneus et lobule pariétal supérieur). 
Concernant les scènes déplaisantes en HFS, les activations observées au niveau 
de l’amygdale dans l’analyse sur tout le cerveau sont confirmées par l’analyse en ROIs. 
Comme nous l’avons souligné auparavant, l’amygdale est le plus souvent impliquée dans 
le traitement des stimuli déplaisants. Notre étude montre que ce noyau sous-cortical est 
plus particulièrement impliqué dans la catégorisation motivationnelle et que pour 
réaliser cette tâche l’amygdale utiliserait préférentiellement les HFS. Nous observons 
également l’activation des aires motrices (cortex prémoteur). Nous avions auparavant 
rapporté que ces aires étaient plus activées dans la tâche de catégorisation 
motivationnelle que dans la tâche catégorisation émotionnelle, cette tâche impliquant 
une forme de programmation motrice. Les aires motrices utiliseraient donc tout 
particulièrement l’information en HFS pour programmer un comportement de recul. De 
plus, nous observons, pour la première fois dans cette étude une activation de 
l’hypothalamus et de la substance grise périaqueducale lorsque les scènes déplaisantes 
sont filtrées en HFS. Ces structures seraient impliquées dans une forme de « vigilance 
motrice » (Pichon et al., 2012) et dans la mise en place de comportements défensifs 
(Mobbs et al., 2009; Mobbs et al., 2007). Pris ensemble, ces résultats nous amènent à 
spéculer que le jugement de recul réalisé par nos participants face aux stimuli 
déplaisants pourrait résulter de la coordination entre un système de « vigilance 
motrice » (tel que proposé par Pichon et al., 2012) et le système moteur volontaire. 
Comme semble le montrer nos résultats, l’information fine et détaillée contenue dans les 
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HFS serait alors essentielle pour juger de la tendance au recul face aux scènes 
déplaisantes. 
Concernant les scènes plaisantes en HFS, nous observons cette fois-ci seulement 
une activation des aires pariétales. Rappelons que les aires pariétales sont activées pour 
les scènes déplaisantes dans la tâche de catégorisation émotionnelle et que nous avons 
proposé que leur activation était induite par la consigne renvoyant à une prise de 
perspective à la première personne. Ici, ce sont les scènes plaisantes qui semblent être 
privilégiées par le système spatial pariétal (et ce, même si l’intensité émotionnelle des 
scènes plaisantes est plus faible que celle des scènes déplaisantes). Nous proposons à 
nouveau que ces activations soient induites par la consigne particulière donnée aux 
participants pour la tâche de catégorisation motivationnelle, une consigne qui consistait 
cette fois-ci à leur demander de s’imaginer réellement dans chaque situation et en plus, 
de s’imaginer entrain d’agir. Par rapport au comportement de recul, le comportement 
d’approche serait plus susceptible d’induire une navigation et une projection en avant 
dans l’espace et dans la scène, ainsi qu’un traitement des relations spatiales entre les 
objets, et entre les objets et soi-même. La navigation dans l’espace est connue pour 
recruter diverses régions pariétales (pour une revue voir Cavanna & Trimble, 2006). 
Nos résultats suggèrent donc que lors d’un comportement d’approche, les scènes 
plaisantes impliqueraient plus de navigation dans l’espace et de traitement des relations 
spatiales que les scènes neutres. Comme semble le montrer nos résultats, l’information 
fine et détaillée contenue dans les HFS serait alors essentielle pour « naviguer » dans 
une situation émotionnelle plaisante. De façon cohérente avec cette interprétation, 
Rajimehr et al. (2011) ont montré que les HFS des scènes seraient privilégiées par les 
structures cérébrales spécifiques à la perception des scènes (‘Parahippocampal Place 
Area’, Epstein & Kanwisher, 1998) et que cette information fréquentielle serait utile à la 
navigation. A noter que l’absence d’activation de l’amygdale pour les scènes plaisantes 
est cohérente avec les résultats obtenus toutes fréquences spatiales confondues et 
qu’elle pourrait être mise en lien (1) soit avec l’hypothèse de Lang et Bradley (2010) 
selon laquelle les comportements d’approche serait sous-tendu par un système appétitif 
axé autour du noyau accumbens et non de l’amygdale, (2) soit avec un niveau d’intensité 
émotionnelle des scènes plaisantes trop faible. 
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Alors que nous avions fait l’hypothèse que les structures cérébrales impliquées 
dans l’évaluation de la tendance à l’action (tâche de catégorisation motivationnelle) 
devraient être particulièrement activées par les scènes en BFS, nos résultats montrent 
une activation plus importante pour les scènes en HFS, avec un réseau cérébral quelque 
peu différent pour les scènes déplaisantes et plaisantes. Il apparaît possible que le choix 
de notre paradigme puisse avoir une incidence importante sur ces résultats. En effet, 
bien que la consigne mentionnait clairement aux participants de répondre le plus 
rapidement possible, le choix de l’action ainsi que la durée de la prise de décision 
n’entrainaient aucune conséquence pour l’individu. En situation réelle, face à des 
scénarios tels que les scènes que nous avons proposées dans cette étude (notamment les 
scènes déplaisantes), la rapidité à agir apparaît pourtant primordiale. Dans cette 
perspective, une étude de Mermillod et al. (2011) suggère que le contenu d’information 
en BFS de scènes déplaisantes est un signal pertinent pour un comportement rapide 
seulement si le traitement de l’information émotionnelle est associé à une conséquence. 
Parallèlement de récentes études de Schettino et al. (Schettino et al., 2011; Schettino et 
al., 2012, 2013) montrent que, dans un paradigme émotionnel sans conséquence en lien 
avec la prise de décision, le traitement des scènes émotionnelles nécessite une 
information plus riche en contenu de HFS. A l’avenir, il serait donc intéressant d’associer 
des conséquences aux évaluations de tendance à l’action pour espérer démontrer que ce 
traitement peut être, sous cette condition, préférentiellement réalisé sur la base de 
l’information en BFS. Les jugements d’approche et de recul inadaptés ou trop longs 
pourraient alors être associés à des conséquences néfastes pour l’individu. 
Nous avions également précédemment souligné la possibilité que l’égalisation du 
contraste (contraste RMS) entre nos scènes en BFS et en HFS puisse être à l’origine de 
réponses cérébrales plus importantes pour les scènes filtrées en HFS. Il nous semble 
toutefois peu probable que les résultats observés ici soient dus à une influence du 
contraste RMS puisque ils sont obtenus en contrastant les scènes émotionnelles aux 
scènes neutres filtrées dans la même bande de fréquences spatiales (HFS). Notons 
toutefois que l’influence possible de l’utilisation d’un temps de présentation long (500 
ms dans cette étude) ne peut, quant à lui, pas être écartée et pourrait contribuer à 
l’absence d’effets obtenue pour les scènes émotionnelles en BFS. On peut également 
remarquer que les scènes que nous utilisons sont bien plus complexes que des objets 
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isolés (e.g, visages) et que leur traitement émotionnel nécessiterait un traitement très 
fin et détaillé sur la base des HFS (Awasthi et al., 2013). 
 
5.  Conclusion 
 
Notre étude nous a permis de montrer que notre tâche de catégorisation 
motivationnelle activait plus fortement les aires motrices que notre tâche de 
catégorisation émotionnelle et suggère qu’elle est adaptée à l’exploration des 
comportements moteurs volontaires associés à l’émotion. Nous avons également 
observé un effet de la valence émotionnelle des scènes en fonction des tâches. Si les 
régions occipito-temporales sont plus activées pour les stimuli émotionnels déplaisants 
et plaisants que les scènes neutres dans les deux tâches, l’amygdale est plus activée 
seulement pour les stimuli déplaisants. Ce résultat, qui est cohérent avec les données de 
la littérature en ce qui concerne l’évaluation du ressenti émotionnel, est innovant en ce 
qui concerne l’évaluation de la tendance à l’action. Enfin, nous avons observé une 
influence du contenu fréquentiel des scènes lors du traitement émotionnel propre à 
chaque tâche. Dans la tâche de catégorisation émotionnelle, on observe une activation 
tendancielle de l’amygdale pour les scènes déplaisantes NF, mais pas pour les scènes 
BFS et HFS, suggérant que les moyennes fréquences spatiales seraient privilégiées pour 
l’évaluation du ressenti émotionnel déplaisants. Dans la tâche de catégorisation 
motivationnelle, on observe une activation de l’amygdale pour les scènes déplaisantes 
en HFS suggérant un rôle primordial de cette information fréquentielle dans le jugement 
du comportement de recul. Ces résultats soulignent l’importance d’étudier l’influence 
des fréquences spatiales dans le traitement émotionnel en fonction des consignes de 
tâches visuelles impliquant une évaluation affective explicite (catégorisation du ressenti 
émotionnel versus catégorisation de la motivation à agir/tendance à l’action).
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Chapitre VIII.  Discussion générale 
 
Dans ce dernier Chapitre, nous résumerons et discuterons les résultats obtenus 
lors de nos trois études. Nous tenterons également d’apprécier les limites mais aussi les 
apports méthodologiques et théoriques de ce travail. 
 
1.  Résumé des objectifs et des principaux résultats 
 
Ce travail a eu pour but d’évaluer et comprendre les interactions entre les 
propriétés fréquentielles du traitement visuel et le traitement émotionnel de scènes 
naturelles. La littérature dans le domaine émotionnel a jusqu’à présent principalement 
essayé de comprendre comment l’information en BFS pouvait être utile au traitement 
implicite de visages expressifs. Ce travail de thèse permet de mieux comprendre (1) 
comment l’information en fréquences spatiales est utilisée dans la perception des scènes 
naturelles émotionnelles dont le contenu est plus complexe que celui des visages et (2) 
comment l’utilisation de l’information en fréquences spatiales est modulée par le type 
d’évaluation affective réalisée sur les scènes naturelles. 
La première étape de ce travail de thèse a été de réaliser une base de données de 
scènes émotionnelles adaptée à nos objectifs expérimentaux. Ces scènes ont ainsi été 
sélectionnées sur la base de leurs dimensions émotionnelles (valence, intensité et 
tendance à l’action), de leur niveau de complexité, de leur contenu sémantique, et de 
leur niveau d’identification une fois filtrées en fréquences spatiales. 
Dans une première étude en IRMf (Etude 2 de la thèse), nous avons évalué le 
rôle des fréquences spatiales dans le traitement du contenu émotionnel lors de la 
perception passive de scènes naturelles. Nos résultats anatomo-fonctionnels ont montré 
que l’information en BFS est particulièrement utile lors d’un traitement émotionnel 
implicite. Par ailleurs, dès leur perception, les stimuli émotionnels semblent être en 
mesure de préparer l’organisme à l’action ; l’information en BFS et en HFS pourraient 
jouer un rôle différentiel dans ce mécanisme. 
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Notre première étude comportementale (Etude 1 de la thèse) ainsi que la 
seconde étude IRMf (Etude 3 de la thèse), nous ont permis d’évaluer l’influence de deux 
tâches explicites d’évaluation affective (une tâche de catégorisation émotionnelle et une 
tâche de catégorisation motivationnelle) sur l’utilisation de l’information visuelle en 
fréquences spatiales. Les résultats de l’Etude 1 ont montré que, sur la base du contenu 
en HFS, les participants évaluaient plus rapidement leur ressenti émotionnel (tâche de 
catégorisation émotionnelle) alors qu’ils évaluaient plus rapidement leur tendance à 
l’action (tâche de catégorisation motivationnelle) sur la base du contenu en BFS. 
Cependant, bien que l’Etude 3 en IRMf n’ait pas confirmé ces résultats 
comportementaux, elle a toutefois démontré l’existence d’un réseau cérébral spécifique 
à l’évaluation de la tendance à l’action. Elle a aussi permis, au niveau cérébral, de mettre 
en évidence une influence du contenu en fréquences spatiales des scènes lors du 
traitement émotionnel propre à chaque tâche. Plus précisément, ces résultats montrent 
un rôle crucial de l’information en HFS dans l’évaluation de la tendance à l’action. En 
revanche, l’évaluation du ressenti émotionnel se baserait sur l’ensemble de l’information 
en fréquences spatiales. 
Dans cette synthèse, nous présenterons les apports de ce travail dans la 
compréhension des mécanismes implicites (perception) et explicites (évaluations 
cognitives émotionnelle et motivationnelle) du traitement de scènes naturelles 
émotionnelles. Nous discuterons également de l’importance de considérer l’information 
en fréquences spatiales dans ces mécanismes. Enfin, nous présenterons les limites et les 
perspectives de ce travail. 
 
2.  Bases cérébrales de la perception passive de scènes 
naturelles émotionnelles et rôle de l’information en 
fréquences spatiales 
 
2. 1.   Effet « d’attention émotionnelle » et rôle de l’information en 
BFS 
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Conformément à la littérature, notre première étude en IRMf (Etude 2 de la 
thèse) montrent que la perception passive de scènes naturelles émotionnelles induit 
une forte activité de l’amygdale et des régions visuelles comparativement à celle des 
scènes neutres, suggérant un effet « d’attention émotionnelle » (Edmiston et al., 2013; 
Lane et al., 1999; Sabatinelli et al., 2005; Sabatinelli et al., 2011; Wendt et al., 2011). 
Cette augmentation d’activité à la fois de l’amygdale et des régions visuelles favoriserait 
le traitement rapide et préférentiel de l’information émotionnelle (par rapport à 
l’information neutre). 
En complément de ce résultat, nous avons également observé une influence 
cruciale de l’information en BFS sur l’activité de l’amygdale et des régions visuelles lors 
du traitement des scènes déplaisantes. Toutefois, à l’inverse du traitement des visages 
apeurés filtrées en BFS (Vuilleumier et al., 2003), nos résultats suggèrent que le 
traitement des scènes émotionnelles déplaisantes, filtrées en BFS, n’impliquerait pas une 
voie sous-corticale spécifique au traitement émotionnel (colliculus supérieur et 
pulvinar) mais engagerait davantage le cortex préfrontal orbitaire (CPFo). Ces résultats 
s’intègrent aux hypothèses les plus récentes selon lesquelles l’information émotionnelle 
pourrait être rapidement traitée par le cerveau sans l’implication d’une voie sous-
corticale émotionnelle. De nombreuses observations anatomiques et fonctionnelles 
montrent, en effet, que l’information visuelle peut être rapidement véhiculée aux aires 
de haut niveau dans la hiérarchie corticale telles que le cortex préfrontal (Bar & Aminoff, 
2003; Bar et al., 2006; Bullier, 2001; Peyrin et al., 2010). L’information émotionnelle 
complexe (telle que des scènes naturelles émotionnelles) pourrait ainsi être traitée au 
sein de voies visuelles corticales rapides afin d’atteindre précocement l’amygdale 
(Barrett & Bar, 2009; Pourtois et al., 2013; Shenhav et al., 2012). En accord avec la 
conception de Barrett et Bar (2009), nos résultats suggèrent que le CPFo pourrait 
générer des prédictions possibles quant à la teneur émotionnelle des scènes naturelles 
sur la base de leur contenu en BFS. Les interactions entre cette région et l’amygdale 
pourraient alors être à l’origine d’effet modulateur sur les régions visuelles postérieures. 
 
2. 2.   Effet de « contagion motrice » et contribution différentielle 
de l’information en fréquences spatiales 
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L’Etude 2 de la thèse apporte également de nouveaux arguments originaux sur 
le traitement cérébral implicite des scènes émotionnelles. En effet, en plus d’induire une 
activité soutenue au niveau de l’amygdale et des régions visuelles corticales, nous avons 
observé que nos scènes émotionnelles activent des régions cérébrales couramment 
associées à la programmation motrice telles que le putamen, le cortex prémoteur et 
l’aire motrice supplémentaire (de Gelder et al., 2004; Pichon et al., 2008, 2012) et à la 
préparation de l’organisme à agir (Jackson et al., 2011; Rivera-Rei et al., 2011) telles que 
l’insula. Ces résultats nous amènent à suggérer l’existence d’un lien particulier entre la 
perception des stimuli émotionnels et la programmation motrice, que nous avons 
interprété en terme de « contagion » de la motricité par les émotions (de Gelder et al., 
2004). Nos résultats semblent également montrer que cet effet de « contagion motrice » 
est dépendant du contenu fréquentiel de l’information. En effet, notre étude montre que 
l’activité de l’insula est associée à la perception des scènes déplaisantes filtrées en BFS 
alors que l’activité du putamen, du cortex prémoteur et de l’aire motrice supplémentaire 
est associée à la perception des scènes émotionnelles filtrées en HFS. Dans la 
perspective de Barrett et Bar (2009) selon laquelle la prédiction rapide de la valeur 
affective du stimulus réalisée par le cerveau (particulièrement le CPFo) préparerait 
l’organisme pour l’action, nous faisons l’hypothèse que l’insula pourrait mobiliser 
rapidement l’organisme de manière non spécifique sur la base de l’information en BFS, 
en induisant des modifications physiologiques en réponse aux stimuli émotionnels 
intenses (Craig, 2009a, 2009b; Rivera-Rei et al., 2011). Puis, les stimuli émotionnels 
activeraient ensuite des structures cérébrales associées à une programmation motrice 
spécifiques (e.g., le cortex prémoteur et l’aire motrice supplémentaire) sur la base d’un 
traitement du contexte plus fin à partir des HFS. 
 
En résumé, les résultats de l’Etude 2 de la thèse nous amènent à conclure que de 
manière similaire au traitement des visages émotionnels, l’information en BFS semble 
jouer un rôle crucial dans le traitement implicite (perception passive) des scènes 
naturelles émotionnelles. Toutefois, ce traitement s’effectuerait via un réseau cortico-
cortical sans impliquer de voie sous-corticale. Nos résultats montrent également que, 
lors de la perception passive, les stimuli émotionnels n’affecteraient pas uniquement 
l’activité du système perceptif mais pourraient aussi moduler l’activité du système 
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moteur. Dans cette perspective plus novatrice, nos résultats soulignent un rôle 
différentiel de l’information en fréquences spatiales. Nous proposons qu’une perception 
grossière et rapide des stimuli émotionnels réalisée sur la base des BFS puisse préparer 
rapidement l’organisme à l’action de façon non spécifique. L’insula pourrait jouer un 
rôle prépondérant dans ce mécanisme. Une analyse plus approfondie du contexte, sur la 
base de l’information en HFS, permettrait ensuite une programmation motrice plus 
spécifique. Le putamen, le cortex prémoteur et l’aire motrice supplémentaire seraient 
alors au centre de ce mécanisme. 
 
Toutefois, le traitement perceptif implicite de perception n’est qu’une étape dans 
le traitement de l’information. En effet, nous sommes habituellement amenés à évaluer 
les situations de notre environnement et les émotions associées et à y réagir de manière 
adaptée. Dans ce contexte, différentes études montrent que l’évaluation cognitive des 
situations peut moduler le traitement de l’information (Foti & Hajcak, 2008; Hajcak et 
al., 2006a; Hariri et al., 2003; Keightley et al., 2003a; Ochsner et al., 2002; Schaefer et al., 
2002) et suggèrent une flexibilité dans l’utilisation du contenu en fréquences spatiales 
lors de différentes évaluations cognitives affectives (Schyns & Oliva, 1999; Vuilleumier 
et al., 2003). 
 
3.  Evaluations émotionnelles explicites : Evaluation du 
ressenti émotionnel et de la tendance à l’action 
 
Dans nos Etudes 1 et 3 de la thèse, nous nous sommes donc intéressés à 
l’influence d’évaluations explicites cognitives émotionnelle et motivationnelle sur le 
traitement des scènes naturelles affectives et à leurs influences dans l’utilisation de 
l’information visuelle en fréquences spatiales. 
 
3. 1.   Considérations sur la divergence apparente entre les 
résultats comportementaux obtenus dans l’Etude 1 et l’Etude 
3 : 
 
226 
 
Dans l’Etude 1 de la thèse, nous avons constaté que l’évaluation de la tendance à 
l’action (évaluation motivationnelle) de scènes naturelles émotionnelles générait des 
temps de réponse plus rapides que l’évaluation du ressenti émotionnel (évaluation 
émotionnelle). Nous avons, par ailleurs, observé que l’information en BFS, plus grossière 
mais rapidement disponible, était préférentiellement utilisée (fréquence spatiale 
« diagnostique ») pour l’évaluation motivationnelle. A l’inverse, c’est l’information plus 
fine en HFS qui apparait « diagnostique » pour l’évaluation émotionnelle. Nous avons 
suggéré, pour cette étude, que l’évaluation de la tendance à l’action serait dépendante 
d’un système motivationnel qui promeut un traitement et une prise de décision rapide 
sur la base de l’information en BFS alors que l’évaluation du ressenti émotionnel 
dépendrait d’un système plus lent favorisant une analyse détaillée des scènes sur la base 
de l’information en HFS. Ces résultats illustrent une utilisation flexible de l’information 
en fréquences spatiales et suggèrent l’implication de systèmes distincts pour le 
traitement de la valeur émotionnelle et de la valeur motivationnelle. Cependant, ces 
résultats ne sont pas répliqués au niveau comportemental dans l’Etude 3 de la thèse. 
Par ailleurs, les résultats anatomo-fonctionnels de cette dernière étude tendent même à 
remettre en question cette interprétation. 
Alors que l’Etude 3 avait pour but de confirmer les résultats comportementaux 
de l’Etude 1 tout en apportant des informations complémentaires sur les substrats 
neuronaux associés aux évaluations émotionnelle et motivationnelle, nous avons 
observé des temps de réponse plus longs pour la tâche motivationnelle par rapport à la 
tâche émotionnelle et aucune utilisation préférentielle de l’information fréquentielle 
pour ces tâches. Nous suggérons que cette contradiction serait liée soit à un biais lié à la 
passation IRMf soit à la différence de paradigme expérimental entre nos deux études qui 
n’ont pas été strictement identiques. 
 
Un biais lié à la passation en IRMf 
 
La divergence de résultats comportementaux pourrait être liée à la position 
spécifique allongée lors de la passation IRMf, contrairement à l’évaluation 
comportementale pour laquelle les participants étaient assis. La position allongée 
pourrait générer une augmentation des temps de réponse lors de l’évaluation 
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motivationnelle. En effet, l’évaluation motivationnelle nécessite une forme d’imagerie 
motrice, mécanisme qui pourrait être influencé par la position réelle du corps (de Lange 
et al., 2006; Lorey et al., 2009). La programmation de la réponse lors d’une tâche 
d’imagerie motrice (dans notre cas, la tendance à l’action) prendrait en compte, en plus 
de la tâche à effectuer, la position actuelle du corps. Il est alors possible que, dans 
l’Etude 3 de la thèse, les temps d’évaluation de tendance à la l’action de nos 
participants comprennent non seulement l’évaluation de leur tendance à l’action mais 
aussi un traitement supplémentaire pour la prise en compte de la position allongée. 
 
Une différence de paradigme experimental 
 
De manière alternative, il est aussi possible de concevoir que la divergence de nos 
résultats comportementaux soit liée aux différences de paradigmes expérimentaux 
utilisés dans ces deux études. Dans l’Etude 1, à chaque essai, la réponse des participants 
était différée et nécessitait d’attendre l’apparition d’un écran indiquant la 
correspondance des boutons (affichant des symboles) aux différentes réponses 
possibles pour chaque tâche. En revanche, dans l’Etude 3, les participants devaient 
répondre dès l’apparition du stimulus en fonction d’une configuration des boutons 
réponses définie au préalable. De plus, dans l’Etude 1, les symboles associés aux 
réponses variaient entre les deux tâches. Des ‘smiley’ étaient utilisés pour la tâche 
d’évaluation émotionnelle alors que des lettres majuscules étaient utilisées pour la tâche 
d’évaluation motivationnelle. Il apparaît ainsi possible que dans cette étude, la 
différence de temps de réponse entre nos deux évaluations puisse être en partie 
dépendante des caractéristiques visuelles de la réponse (‘smiley’ versus ‘lettre’). Dans ce 
cas, les temps de réponse plus rapides pour la tâche d’évaluation motivationnelle 
seraient possiblement liés à une identification plus rapide des différences dans les 
réponses ‘lettres’ que des différences dans les réponses ‘smiley’. Cette même différence 
méthodologique pourrait aussi expliquer les effets de fréquence « diagnostique » 
observés pour chaque évaluation dans l’Etude 1, effets que nous n’avons pas répliqués 
dans l’Etude 3. Certaines études ont montré qu’une amorce filtrée pouvait faciliter le 
traitement ultérieur d’une forme globale ou locale (Shulman & Wilson, 1987). Il est ici 
possible que, dans le cas de l’évaluation émotionnelle, la présentation d’images en HFS 
ait facilité un traitement local en faveur d'une discrimination des ‘smiley’, d’où 
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l’obtention de temps de réponse plus rapides pour la tâche d’évaluation émotionnelle 
pour ces stimuli. A l’inverse, il est possible que, dans le cas de l’évaluation 
motivationnelle, la présentation d’images filtrées en BFS ait facilité un traitement global 
en faveur d’une discrimination des lettres, d’où des temps de réponse globalement plus 
rapides pour la tâche d’évaluation motivationnelle pour ces stimuli. 
Bien que les résultats comportementaux de nos Etudes 1 et 3 de la thèse 
semblent contradictoires, l’Etude 3 de la thèse apporte de nouvelles connaissances sur 
les substrats cérébraux associés aux évaluations émotionnelles, ainsi que de nouvelles 
connaissances sur le rôle de l’information en fréquences spatiales dans ces évaluations. 
 
3. 2.   Bases neurales des évaluations explicites du ressenti 
émotionnel et de la tendance à l’action 
 
Bases neurales communes  
 
Dans l’Etude 3 de la thèse, nous avons observé une augmentation d’activité de 
l’amygdale et des régions visuelles dans les deux tâches d’évaluation affective explicites 
des scènes émotionnelles (particulièrement pour les scènes déplaisantes par rapport 
aux scènes neutres). Nous suggérons que cette augmentation d’activité est modulée par 
des processus ‘top-down’ induit par nos tâches affectives. Il apparaît que cette 
modulation est assez peu caractéristique de l’une ou l’autre de nos évaluations 
affectives. En d’autres termes, elle pourrait être commune à tous les traitements 
cognitifs explicites des stimuli émotionnels. Ces modulations seraient alors destinées à 
faciliter la réalisation des évaluations requises (Gschwind et al., 2012; Halgren et al., 
2000; Pourtois et al., 2004; Stolarova et al., 2006) comme en atteste les temps de 
réponse plus rapides pour les scènes affectives par rapport aux scènes neutres dans nos 
deux tâches. En revanche, nous n’avons pas observé d’activité notable des régions 
préfrontales qui sont pourtant habituellement impliquées dans la modulation de 
l’activité de l’amygdale et des régions visuelles lors d’évaluations affectives explicites 
(Ochsner et al., 2009; Urry et al., 2006; Vrticka et al., 2011; Zotev et al., 2013). Afin de 
démontrer l’influence de ces régions dans les évaluations affectives explicites, il serait 
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judicieux dans de futurs travaux de comparer directement au sein d’un même protocole 
IRMf, la tâche de perception passive aux tâches d’évaluations affectives. Un tel 
paradigme devrait permettre de mieux dissocier l’effet lié aux propriétés des stimuli 
émotionnels sur le traitement émotionnel et visuel, appelé « effet d’attention 
émotionnelle » (effet ‘bottom-up’ des scènes émotionnelles : cas Etude 2 de la thèse) 
des effets ‘top-down’ liés aux évaluations affectives supposés dans les Etudes 1 et 3 de 
la thèse. Dans cette perspective, et au regard de nos résultats, nous devrions observer 
une activation de l’amygdale et des régions visuelles pour chacune des tâches lors du 
traitement des stimuli émotionnels (par rapport aux stimuli neutres). Et la comparaison 
des évaluations affectives à la perception passive pourrait, quant à elle, apporter des 
arguments selon lesquels cette modulation d’activité au niveau de l’amygdale et des 
régions visuelles serait liée en partie à l’activité des régions préfrontales. 
 
Bases neurales spécifique de la tâche de tendance à l’action 
(catégorisation motivationnelle) 
 
Si nos tâches partagent un réseau commun, un des résultats notables de l’Etude 3 
de la thèse est l’observation d’une plus forte activité cérébrale globale lors de la tâche 
de tendance à l’action par rapport à la tâche de ressenti émotionnel pour les stimuli 
émotionnels, suggérant une plus forte implication de l’amygdale et des régions visuelles 
dans la tâche de tendance à l’action par rapport à la tâche de ressenti émotionnel. La 
comparaison directe de ces deux tâches révèle, par ailleurs, des activations spécifiques à 
la tâche de tendance à l’action (catégorisation motivationnelle). Aucune activation 
spécifique n’a, en revanche, été observée pour la tâche de catégorisation émotionnelle. 
Nous supposons, sur la base de ces résultats, que la tâche de catégorisation 
motivationnelle impliquerait des réseaux cérébraux additifs pour l’évaluation explicite 
de la tendance à l’action. Cette hypothèse serait alors cohérente avec les temps de 
réponses plus longs observés pour cette tâche par rapport à la tâche émotionnelle. Un 
premier réseau additif comprendrait des aires prémotrices ; celles-ci seraient 
nécessaires à la programmation du comportement d’action demandé aux participants. 
Un second réseau additif comprendrait des aires pariétales ; celles-ci seraient utiles au 
traitement approfondi de l’espace requis par les demandes de la tâches et nécessaire à la 
navigation mentale au sein de cet espace. Nous avons pu noter que l’activité des aires 
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pariétales semblait assez spécifique à l’évaluation motivationnelle de scènes plaisantes. 
Nous avons supposé que le comportement d’approche, par rapport au comportement de 
recul, serait plus susceptible d’induire une navigation et une projection dans l’espace et 
dans la scène ainsi qu’un traitement des relations spatiales entre les objets, mais aussi 
entre les objets et soi-même. 
Par ailleurs, nos résultats suggèrent que l’information en fréquences spatiales 
pourrait être utilisée de manière flexible au sein du réseau commun à ces deux tâches et 
ce, principalement au niveau de l’amygdale. Pour le jugement du ressenti, l’analyse en 
ROIs de l’amygdale que nous avons menée lors de l’Etude 3 de la thèse, nous a permis 
de noter une activation tendancielle de cette structure pour les scènes déplaisantes non-
filtrées. Ce résultat, qui doit être interprété avec précaution, suggère que le jugement du 
ressenti déplaisant pour des stimuli aussi complexes que des scènes naturelles 
émotionnelles nécessiterait le traitement de l’ensemble de l’information fréquentielle. 
Dans le cas du jugement de tendance au recul, l’Etude 3 de la thèse a montré, de 
manière plus robuste, que le traitement de l’information en HFS serait privilégié par 
l’amygdale. Cette information en HFS serait aussi principalement utilisée par les réseaux 
additifs spécifiques à la tâche motivationnelle. 
 
4.  Conclusion générale 
 
L’étude des interactions entre les propriétés fréquentielles du système visuel et le 
traitement émotionnel a jusqu’alors principalement démontré que l’information en BFS était 
utile à la perception rapide de l’information émotionnelle, notamment pour des visages 
expressifs. Dans ce travail de thèse, nous avons pu étendre cette conclusion à la perception 
passive aux scènes naturelles émotionnelles. De plus, nous avons montré que les 
interactions entre le contenu en fréquences spatiales et les traitements émotionnels ne 
semblent pas se limiter à la seule utilisation de l’information en BFS. Les évaluations 
affectives explicites semblent pouvoir conditionner une utilisation flexible de l’information 
en fréquences spatiales. En effet, l’ensemble de l’information en fréquences spatiales 
semble être utile pour l’évaluation du ressenti émotionnel alors que l’information en HFS 
semble être cruciale pour l’évaluation de la tendance à l’action. 
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La littérature admet depuis longtemps que les émotions ont une fonction 
adaptative utile à la préparation de comportements adaptés (Darwin, 1872). Toutefois, 
l’explication de ce phénomène est rarement développée et les mécanismes par lesquels 
la mise en place d’une action volontaire adaptée s’opère face à un stimulus émotionnel 
ont jusqu’alors été peu étudiés. Ce travail de thèse apporte quelques éléments de 
réponse à cette question de recherche. En effet, nos travaux semblent montrer, d’une 
part, que dès leur perception, les scènes naturelles émotionnelles prédisposent 
l’organisme à agir. Lors de ce traitement émotionnel implicite des scènes, nos résultats 
de l’Etude 2 de la thèse suggèrent que l’information en BFS pourrait préparer 
l’organisme à agir de manière non spécifique alors que l’information en HFS permettrait 
une programmation fine relativement automatique des comportements moteurs. Par 
ailleurs, nos résultats de l’Etude 3 de la thèse suggèrent également que le choix d’un 
comportement moteur adapté volontaire et explicite a un coût cognitif et qu’il ne 
découlerait pas de seuls mécanismes automatiques. En effet, dès lors qu’il est demandé 
aux participants d’effectuer un choix d’action explicite (reculer, approcher, ou ne pas 
faire d’action), il apparait que ce traitement nécessite l’implication de réseaux cérébraux 
additifs à ceux de la seule évaluation du ressenti émotionnel (déplaisant, plaisant ou 
neutre). Ces réseaux semblent alors permettre à l’individu de situer spatialement ses 
actions et de les programmer finement. L’information détaillée en HFS pourrait alors 
être particulièrement utile dans la mise en place de comportements d’action volontaires. 
La grande capacité d’adaptation de l’être humain, son aptitude à réfléchir sur ses 
propres actes ainsi que le large répertoire d’actions qu’il est capable de mettre en place, 
sont autant d’arguments qui rendent cohérents la nécessité de traitements complexes et 
fins lors de la mise en place d’une action volontaire. Toutefois, il apparait concevable que 
dans des situations où la menace est particulièrement imminente et où des 
conséquences néfastes peuvent être associées à la mise en place d’une prise de décision 
trop longue, le coût associé au choix de l’action volontaire puisse être réduit. En effet, il 
est possible que les activations motrices observées dès la perception passive des scènes 
et donc, dès leur traitement implicite, puissent permettre la mise en place de 
comportements réflexes dans les situations où un traitement plus cognitif et plus long 
pourrait être néfaste pour l’organisme. Nous suggérons ici que la mise en place des 
comportements d’action face à une situation émotionnelle pourrait dépendre d’une 
balance prenant notamment en compte l’imminence du danger ou de la récompense et 
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leurs effets délétères ou bénéfiques pour l’individu. Plus ceux-ci seraient « imminents », 
plus l’action résultante serait automatique et dépendante d’un traitement d’action 
implicite  alors que, plus ceux-ci seraient « lointains », plus l’action résultante serait 
dépendante d’un traitement cognitif, explicite et volontaire. Le cerveau humain semble 
pouvoir disposer d’un aperçu grossier (sur la base de l’information en BFS) de la 
situation à laquelle il est confronté dès 30 ms après le début de l’apparition de la 
stimulation (Bar et al., 2006; Bullier & Nowak, 1995; Kawasaki et al., 2001; Schmolesky 
et al., 1998). Dans le cas de situations extrêmes, ce traitement cérébral précoce pourrait 
permettre une prise de décision motrice en moins de 150 ms (Thorpe et al., 1996). Bien que 
nous n’ayons pas directement testé une variable « d’imminence » dans ces travaux de thèse, 
celle-ci pourrait être cruciale. Nous supposons que l’utilisation de l’information en 
fréquences spatiales pourrait également être dépendante de « l’imminence » ou non de la 
situation. Nous faisons l’hypothèse que, dans des situations où la prise de décision d’action 
n’est pas contrainte (aucune conséquence néfaste ou bénéfique), l’information en HFS serait 
privilégiée pour le mise en place de comportements fin et adaptés. Dans les travaux à venir, 
il serait intéressant de manipuler le facteur « d’imminence » et les conséquences associées à 
l’action afin de démontrer une utilisation flexible de l’information en fréquences spatiales 
dans ce contexte d’étude.  
 
5.  Limites et Perspectives 
 
5. 1.   Limites et perspectives méthodologiques 
 
Scènes naturelles plaisantes 
 
Durant ce travail de thèse, nous avons sélectionné nos scènes émotionnelles de 
sorte à avoir une équivalence du contenu sémantique et du niveau de complexité entre 
les valences (déplaisantes, plaisantes et neutres). Toutefois, ce choix de sélection s’est 
fait au détriment d’une équivalence d’intensité émotionnelle entre nos scènes plaisantes 
et déplaisantes. Dans toutes nos études, nous avons travaillé avec des scènes plaisantes 
dont l’intensité émotionnelle était significativement plus faible que celle des scènes 
233 
 
déplaisantes. Cette divergence entre nos stimuli déplaisants et plaisants constitue une 
limite de ce travail de thèse car l’activité de l’amygdale et des régions visuelles serait 
directement dépendante du niveau d’intensité des stimuli émotionnels (Lang et al., 
1998). Nous avons, en effet, toujours échoué dans nos travaux à démontrer une 
implication significative de l’amygdale lors des traitements implicite (perception) et 
explicites (évaluations émotionnelle et motivationnelle) des scènes plaisantes. Par 
ailleurs, nous avons bien souvent observé de plus faibles activités dans les régions 
visuelles lors des traitements implicite (perception) et explicites (évaluations 
émotionnelle et motivationnelle) de scènes plaisantes par rapport à ceux des scènes 
déplaisantes. Par conséquent, les conclusions de nos travaux concernant les scènes 
naturelles plaisantes sont bien plus limitées que celles que nous avons pu tirer 
concernant les scènes déplaisantes. Pour mieux comprendre les potentielles similarités 
et divergences entre les traitements des scènes déplaisantes et plaisantes, les futurs 
travaux devront donc utiliser des ensembles de stimuli déplaisants et plaisants 
équivalents en termes d’intensité émotionnelle. Toute la difficulté résidera ensuite à 
maintenir le plus possible une similarité dans leur niveau de complexité et leur contenu 
sémantique. Une piste serait alors d’ajouter, à notre base de données, des scènes 
plaisantes « érotiques » et des scènes déplaisantes de « mutilation humaine ». Ces 
dernières sont connues pour générer de forts taux d’intensité émotionnelle. Elles ont 
également un contenu sémantique proche (corporel) et pourrait être choisies de sorte à 
avoir un niveau de complexité similaire. 
 
Mesure objective du niveau de complexité de nos scenes 
 
Une autre limite de ce travail de thèse concerne notre définition et notre mesure 
de la complexité des scènes. Nous avons, en effet, sélectionné nos scènes sur la base 
d’une évaluation subjective de leur niveau de complexité lors de la constitution de la 
base de données. Il serait intéressant de confirmer l’équivalence du niveau de 
complexité de nos différents groupes de stimuli émotionnels (déplaisants, plaisants et 
neutres) lors d’un test à posteriori par l’intermédiaire d’une mesure plus objective, en 
utilisant une échelle variant de « peu complexe » à « très complexe » (Bradley et al., 
2007). Plus largement, il serait alors possible de tenir compte de cette mesure lors de la 
sélection de nos scènes pour de nouveaux travaux. 
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Mesure objective du contenu en fréquences spatiales de nos scenes 
 
Une étude très intéressante de Delplanque, N’diaye, Scherer et Grandjean (2007) 
souligne l’existence d’un possible confondu entre les effets de la valence émotionnelle et 
des propriétés physiques d’une image (notamment le contenu en fréquences spatiales) 
sur le traitement visuel. Ces auteurs défendent l’idée qu’il est important de contrôler la 
similarité du niveau d’énergie (ou contraste) des fréquences spatiales entre les scènes 
émotionnelles et neutres lorsque l’on s’intéresse à l’effet de la valence émotionnelle. En 
effet, les différences d’énergie peuvent induire des variations d’activité dans les régions 
visuelles qui seraient à tort attribuées à un effet émotionnel. En particulier, suite à une 
sélection aléatoire de stimuli émotionnels au sein de l’IAPS, ces auteurs démontrent un 
biais en faveur d’une plus forte énergie dans les bandes de fréquences spatiales basses 
pour les scènes émotionnelles par rapport aux scènes neutres. Sur la base de ces 
résultats, il est possible que l’observation d’une plus forte activité des régions visuelles 
pour les scènes émotionnelles en BFS (par rapport aux scènes neutres de BFS) conduise 
à une interprétation erronée selon laquelle l’information en BFS serait cruciale dans le 
traitement émotionnel. Afin de palier à ce possible confondu nous avons, dans nos 
études, égalisé le contraste de nos scènes. En dépit de ce contrôle, nous avons tout de 
même observé, dans l’Etude 2 de la thèse, un effet des scènes déplaisantes filtrées en 
BFS sur les régions visuelles mais aussi sur l’amygdale. Pris ensemble, ces résultats 
appuient l’hypothèse selon laquelle l’information en BFS serait utile au traitement visuel 
des stimuli émotionnels et que cet effet serait bien liée à la dimension émotionnelle des 
stimuli et non à leurs propriétés physiques.  
 
Stimuli émotionnels dynamiques 
 
Dans la perspective de futurs travaux, nous avons commencé à développer une 
base de données de vidéos émotionnelles durant ce travail de thèse (soit 242 clips d’une 
durée de 1 sec). Une étude préliminaire de notre équipe, réalisée en électrophysiologie, 
a montré que les vidéos émotionnelles induisent une plus grande amplitude de 
conductivité de la peau et des temps de réponse plus rapides que les images de scènes 
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émotionnelles. Ces résultats suggèrent que « l’imminence » du danger ou de la 
récompense portée par les vidéos émotionnelles pourrait  être plus importante que celle 
portée par les images de scènes émotionnelles. Au regard de ces résultats, il serait 
intéressant d’explorer si la prévalence du traitement de l’information en HFS que nous 
avons observée au niveau cérébral dans l’Etude 3 de la thèse, pourrait être modulée en 
faveur de l’information en BFS lors de l’utilisation de vidéos émotionnelles. 
 
5. 2.   Perspectives cliniques 
 
Ce travail de thèse pourrait comporter de potentielles applications cliniques. 
C’est le cas notamment des troubles tels que la maladie de Parkinson ou le syndrome de 
la Tourette pour lesquels sont observés des déficits émotionnels secondaires associés à 
des déficits moteurs primaires. Ainsi, différentes études s’intéressant à ces pathologies 
démontrent l’existence d’une perturbation dans la reconnaissance des expressions 
faciales (Dujardin et al., 2004; Pell & Leonard, 2005; Sprengelmeyer et al., 2003; 
Sprengelmeyer et al., 1997). Ces données suggèrent que ces déficits pourraient toucher 
des circuits neuronaux impliqués à la fois dans le traitement moteur et émotionnel tels 
que ceux observés dans nos études. Dès lors, afin de mieux comprendre le lien entre le 
système moteur et émotionnel, il serait intéressant d’évaluer ces patients avec les tâches 
réalisées dans mon travail de thèse. 
Une autre perspective clinique pourrait concerner l’application de ce travail de thèse à 
l’étude et à la compréhension des troubles bipolaire et schizophrénique. Ces deux 
pathologies qui induisent toutes deux des troubles sévères de l’humeur semblent 
toutefois présenter un déficit amygdalien fonctionnel opposé. En effet, cette structure 
sous-corticale serait hyper-activée dans le trouble bipolaire en raison d’un déficit de 
régulation émotionnelle des régions frontales sur les régions sous corticales (Chen et al., 
2011; Green et al., 2007; Phillips et al., 2008). A l’inverse, l’amygdale, au même titre que 
l’insula, serait hypo-activée dans la schizophrénie (Phillips et al., 1999; Schneider et al., 
1998; Taylor et al., 2002), suggérant que ces patients auraient des difficultés à traiter la 
saillance émotionnelle des stimuli, notamment sur la base de l’information en BFS 
(Butler & Javitt, 2005; Martinez et al., 2008a; O'Donnell et al., 2002). Notre Etude 2 de la 
thèse, qui nous a permis de mettre en évidence à la fois des activations de l’amygdale et 
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de l’insula lors de la perception de scènes déplaisantes en BFS chez des sujets sains, 
présente une perspective intéressante de recherche chez les patients schizophréniques. 
Elle pourrait, en effet, apporter des éléments de réponses sur un déficit du traitement 
émotionnel de l’information en BFS. Chez les patients bipolaires, l’hyperactivité de 
l’amygdale est souvent associée à un déficit de régulation émotionnelle. Nous savons, 
par ailleurs, que l’évaluation cognitive induit également des effets modulateurs sur 
l’amygdale (Ochsner & Gross, 2005). Il serait donc intéressant de déterminer si les 
déficits observés chez les patients bipolaires seraient liés uniquement à un déficit de 
régulation émotionnelle ou à un déficit général de modulation de l’activité amygdalienne 
par les processus cognitifs. Dans cette perspective, il serait intéressant d’évaluer ces 
patients avec nos tâches d’évaluation cognitive. 
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Annexe A 
 
 
1.  Paramètres de filtrage en fréquences spatiale des 
scènes 
 
Tout signal complexe peut être résumé en une somme de signaux de fréquences 
plus élémentaires (Figure 1). 
 
Figure 1. Illustration de la décomposition d’un signal complexe en quatre signaux élémentaires. 
 
A ce titre une image est avant tout un signal visuel dont on peut analyser les 
fréquences. On parle de fréquences spatiales de cette l’image. La fréquence dans une 
image se caractérise par un changement d’intensité. Ainsi les régions homogènes et 
floues correspondent aux signaux de basses fréquences spatiales, alors que les contours 
et les changements brusques d’intensité correspondant aux signaux de hautes 
fréquences spatiales d’une image. Au sein de l’image les basses fréquences spatiales se 
caractérisent également par des changements d’intensité lents, en opposition aux hautes 
fréquences spatiales qui se caractérisent par des changements d’intensité rapides. On 
utilise la transformée de Fourier pour créer un histogramme représentant les 
fréquences spatiales de l’image, on parle alors de domaine fréquentiel et non plus du 
domaine spatial (Figure 2 a et b). Au sein du domaine fréquentiel les basses fréquences 
spatiales de l’image sont représentées au centre alors que les hautes fréquences sont 
représentées en périphérie (Figure 2 b). 
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Figure 2. Transformation d’une image du domaine spatial en un spectre de fréquence dans le domaine 
fréquentiel. 
 
La transformée de Fourier étant une opération mathématique linéaire, il est 
possible à partir d’un spectre de fréquence de reconstruire l’image correspondante. De 
manière intéressante des filtres peuvent être appliqués dans le domaine fréquentiel, 
avant reconstruction dans le domaine spatiale. Il est par exemple possible d’exclure 
l’information de HFS en appliquant un filtre passe bas dans le domaine fréquentiel 
(Figure 3 a) ou inversement (Figure 3 b). 
 
 
Figure 3. Illustration schématique de l’application (a) d’un filtre passe bas et (b) d’un filtre passe haut dans le 
domaine fréquentiel avant reconstruction dans le domaine spatial. 
 
 
 
2.  Calcul de la taille angulaire dans le champ visuel des 
scènes et paramètres de filtrages par étude 
 
Pour chacune des études réalisées dans le cadre de cette thèse la taille angulaire 
des scènes α a été déterminée à partir de la taille réelle d’affichage de la scène w et de la 
distance du sujet à l’écran d : 
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           (w/2d) 
 
Le tableau suivant résume les paramètres de filtrages utilisés par étude. Les 
cycles par image sont obtenus en multipliant les cycles par degré par la taille angulaire 
de l’image : 
 
  Taille réelle  Distance  Taille  Cycles par  Cycles par degré 
  d'affichage (w) œil-écran (d) angulaire (α) image d'angle visuel 
        BFS  HFS BFS HFS 
Pré-test d'identification 23,4 x 18,7 cm 85 cm 15,87° < 24 > 72 < 1,51 > 4,54 
Etude 1 (comportement) 23,4 x 18,7 cm 85 cm 15,87° < 24 > 144 < 1,51 > 9,07 
Etude 2 (IRMf) 76 x 54 cm 140 cm 30,37° < 30 > 180 < 1 > 6 
Etude 3 (IRMf) 78 x 59 cm 140 cm 31,13° < 31 > 186 < 1 > 6 
Tableau 1. Paramètres de filtrages par étude 
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Annexe C 
 
Matériel etude 1 & 2 
 
1.  Descriptif et illustration des scènes utilisées 
 
Pour les études 1 et 2, exactement le même corpus de scènes a été utilisé. Il était 
composé de 66 scènes déplaisantes, 66 scènes plaisantes et de 66 scènes neutres 
sélectionnées parmi les 374 scènes pré-testées à la fois sur les dimensions 
émotionnelles (pré-test base de données) mais également sur leur identification une fois 
filtrées en fréquences spatiales (pré-test d’identification). Les scènes déplaisantes 
comprenaient des animaux dangereux (requins, serpents, araignées, etc.), des 
environnements hostiles (tornades, feux, tsunamis, etc.) et des personnes menaçantes 
(armes à la main, expression de colère, etc.) (Figure 1). Les scènes plaisantes 
comprenaient des images montrant aussi des animaux sécurisants et amicaux (chien, 
chat, jeunes animaux sauvages, etc.), des paysages idylliques (plages, montagnes, etc.), et 
des personnes ou des situations sociales accueillantes (enfants joyeux, lieux de détente, 
etc.) (Figure 2). Les scènes neutres impliquaient le même genre d’images (animaux, 
environnements, personnes ou situations sociales) (Figure 3). 
Les scènes de valence déplaisante et plaisante (moyenne = 6,43 et ET = ± 1,42 
pour les scènes déplaisantes, et moyenne = 5,11 et ET = ± 0,74 pour les scènes 
plaisantes, sur une échelle de valence allant de 10-Plaisant à -10-Déplaisant avec 0 pour 
aucune ou faible valence) étaient caractérisées par (1) un tendance au recul ou à 
l’approche, respectivement (moyenne = -7,27 et ET = ± 1,18 de recul pour les scènes 
déplaisantes, et moyenne = 5,06 et ET = ± 1,14 d’approche pour les scènes plaisantes, 
sur une échelle de tendance à l’action allant de 10-Approche à -10-Recul avec 0 pour 
aucune ou peu de tendance à l’action), et (2) par les niveaux d’intensité émotionnelle 
suivants : moyenne = 5,51 et ET = ± 0,93 pour les scènes déplaisantes et moyenne = 4,90 
et ET = ± 0,92 pour les scènes plaisantes (sur une échelle d’intensité allant de 0 à 10). 
Les scènes neutres jugées sans contenu émotionnel (valence neutre : moyenne = 0,02 et 
ET = ± 1,01) étaient définies par un faible niveau d’intensité émotionnelle (moyenne = 
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1,81 et ET = ± 0,97) et une faible tendance préférentielle à l’action (moyenne = 0,61 et 
ET = ± 1,56). 
Notons que bien que l’intensité de nos scènes déplaisantes comme plaisantes soit 
significativement plus importante que celle de nos scènes neutres (F1,195= 573,65, p < 
0,001 et F1,195= 454,88, p < 0,001, respectivement), il existe également une différence 
significative entre l’intensité de nos scènes plaisantes et déplaisantes, ces dernières 
étant plus intenses (F1,195 = 6,88, p < 0 ;01). 
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Figure 1. Illustration des 66 scènes déplaisantes non-filtrées utilisées dans les études 1 et 2. 
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Figure 2. Illustration des 66 scènes plaisantes non-filtrées utilisées dans les études 1 et 2. 
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Figure 3. Illustration des 66 scènes neutres non-filtrées utilisées dans les études 1 et 2. 
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2.  Répartition des scènes sélectionnées dans un espace à 3 dimensions formé à partir des 
jugements émotionnels 
 
ETUDES 1 & 2 
 
 
 
Figure 4. Représentation dans un espace à 3 dimension (X : valeurs de valence émotionnelle ; Y : valeurs d’intensités émotionnelles ; Z : valeurs de tendance à l’action) des 
scènes utilisées dans les études 1 & 2 de la thèse 
.
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3.  Niveau d’identification des scènes une fois filtrées en 
fréquences spatiales 
 
 
Figure 5. Répartition des scores d’identification pour les scènes utilisées dans les études 1 & 2 en fonction de 
leur valence (déplaisante, plaisante et neutre) et du type de filtrage en fréquences spatiales (BFS et HFS). 
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Annexe D 
 
Matériel etude 3 
 
1.  Expérience 3a : évaluations affectives 
 
1. 1.   Descriptif et illustration des scènes utilisées 
 
 
Pour l’étude 3, le corpus de scènes était composé de 54 scènes déplaisantes, 54 
scènes plaisantes et de 54 scènes neutres sélectionnées parmi les 374 scènes pré-testées 
à la fois sur les dimensions émotionnelles (pré-test base de données) mais également 
sur leur identification une fois filtrées en fréquences spatiales (pré-test d’identification). 
Les scènes déplaisantes comprenaient des animaux dangereux (requins, serpents, 
araignées, etc.), des environnements hostiles (tornades, feux, tsunamis, etc.) et des 
personnes menaçantes (armes à la main, expression de colère, etc.) (Figure 1). Les 
scènes plaisantes comprenaient des images montrant aussi des animaux sécurisants et 
amicaux (chien, chat, jeunes animaux sauvages, etc.), que des paysages idylliques 
(plages, montagnes, etc.), et des personnes ou des situations sociales accueillantes 
(enfants joyeux, lieux de détente, etc.) (Figure 2). Les scènes neutres impliquées le 
même genre d’images (animaux, environnements, personnes ou situations sociales) 
(Figure 3). 
Les scènes de valence déplaisante et plaisante (moyenne = -6,85 et ET = ± 1,32 
pour les scènes déplaisantes, et moyenne = 5,67 et ET = ± 0,80 pour les scènes 
plaisantes, sur une échelle allant de 10-Plaisant à -10-Déplaisant avec 0 pour aucune ou 
faible valence) on été caractérisées par (1) un tendance au recul ou à l’approche, 
respectivement (moyenne = -7,62 et ET = ± 0,97 de recul pour les scènes déplaisantes, et 
moyenne = 5,52 et ET = ± 0,92 d’approche pour les scènes plaisantes, sur une échelle de 
tendance à l’action allant de 10-Approche à -10-Recul avec 0 pour aucune ou peu de 
tendance à l’action), et (2) par les niveaux d’intensité émotionnelle suivants : moyenne = 
5,71 et ET = ± 0,94 pour les scènes déplaisantes et moyenne = 4,93 et ET = ± 0,78 pour 
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les scènes plaisantes (sur une échelle d’intensité allant de 0 à 10). Les scènes neutres 
jugées sans contenu émotionnel (valence neutre : moyenne = 0,51 et ET = ± 0,87) étaient 
définies par un faible niveau d’intensité émotionnelle (moyenne = 1,89 et ET = ± 0,93) et 
une faible tendance préférentielle à l’action (moyenne = 0,14 et ET = ± 1,32). 
Notons que bien que l’intensité de nos scènes déplaisantes comme plaisantes soit 
significativement plus importante que que celle de nos scènes neutres (F1,195= 501,71, p 
< 0,001 et F1,195= 318n21, p < 0,001, respectivement), il existe également une différence 
significative entre l’intensité de nos scènes plaisantes et déplaisantes, ces dernières 
étant plus intenses (F1,195 = 20,80, p < 0 ;001). 
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Figure 1. Illustration des 66 scènes déplaisantes non-filtrées utilisées dans l’étude 3. 
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Figure 2. Illustration des 66 scènes plaisantes non-filtrées utilisées dans l’étude 3. 
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Figure 3. Illustration des 66 scènes neutres non-filtrées utilisées dans l’étude 3. 
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1. 2.   Répartition des scènes sélectionnées dans un espace à 3 dimensions formé à partir des jugements 
émotionnels 
 
ETUDES 3 
 
 
 
Figure 4. Représentation dans un espace à 3 dimension (X : valeurs de valence émotionnelle ; Y : valeurs d’intensités émotionnelles ; Z : valeurs de tendance à l’action) des 
scènes utilisées dans les études 3 de la thèse. 
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1. 3.   Niveau d’identification des scènes une fois filtrées en 
fréquences spatiales 
 
 
Figure 5. Répartition des scores d’identification pour les scènes utilisées dans l’étude 3 en fonction de leur 
valence (déplaisante, plaisante et neutre) et du type de filtrage en fréquences spatiales (BFS et HFS). 
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2.  Expérience 3b : ‘Localizer’ 
 
2. 1.   Illustration des stimuli utilisés 
 
 
 
Figure 6.Illustration des 26 visages neutres et des 26 visages apeurés utilisés dans l’étude 3. 
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Figure 6.Illustration des 26 scènes neutres et des 26 scènes menaçantes utilisées dans l’étude 3. 
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Annexe E 
 
 
Traitement des données IRMf 
 
 
Pour les traitements des données d’IRMf, nous avons utilisé le logiciel SPM 
(Statistical Parametric Mapping, Wellcome Department of Cognitive Neurology, Londres, 
R.U. – (Friston et al., 1995) qui permet d’effectuer les prétraitements spatiaux ainsi que 
des analyses statistiques individuelles et de groupe. 
Le traitement d'un examen proposé par SPM comprend les étapes suivantes : 
 
 
• Les transformations spatiales : 
 
Correction du décalage d’acquisitions entre les coupes (« slice timing ») 
Réalignement (« realign ») 
Recalage (« coregister ») 
Normalisation spatiale (« normalise ») 
Lissage spatial (« smoothing » spatial). 
 
 
• Le traitement statistique : 
 
Analyse statistique, à l’aide d’un modèle linéaire généralisé, appliquée sur les voxels des 
volumes fonctionnels. 
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1.  Transformations spatiales 
 
 
 
 
 
 
 
 
 
 
Correction du décalage d’acquisition entre les coupes : « Slice timing » : Un volume fonctionnel est 
la résultante de l’acquisition d’un nombre défini de coupes axiales pour couvrir l’ensemble du cerveau 
pendant une durée appelé temps de répétition (TR). Les coupes n’étant pas acquises de manière 
simultanée mais successivement (mode entrelacé dans notre protocole), il y a donc un décalage 
temporel non négligeable (de l’ordre du TR) entre l’acquisition de la première coupe et de la dernière. 
Ce traitement permet alors de considérer les coupes d’un volume comme étant acquises au même 
instant grâce à une interpolation temporelle appliquée par rapport à une coupe de référence choisie 
dans le volume. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Choix de la coupe de 
référence. Cette coupe est 
choisie comme étant la 
plus proche du milieu 
temporel de l’acquisition, 
ce temps est égal à TR/2 
(ainsi dans notre exemple 
la coupe c2 sera choisie). 
 
C2 
Acquisition des coupes en 
mode entrelacé : coupes 
impaires avant (c1, c3, c5, 
c7 en dégradé de bleu sur 
le schéma) et coupes paires 
ensuite (c2, c4, c6, c8 en 
dégradé de vert).  
Code couleur de l’ordre 
temporel d’acquisition : 
t=0                            t=TR 
 
c1 c3 c5 c7 c2 c4 c6 c8 
Recalage de toutes les 
coupes par rapport à la 
coupe de référence par 
interpolation temporelle. 
Toutes les coupes sont 
alors considérées comme 
étant acquises au même 
instant. 
Nouveau code couleur de 
l’ordre temporel après 
correction : 
C8 
C7 
C6 
C5 
C4 
C3 
C2 
C1 
C8 
C7 
C6 
C5 
C4 
C3 
C2 
C1 
 t=TR/2 pour toutes les coupes 
 
c1 c3 c5 c7 c2 c4 c6 c8 
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Correction des mouvements de la tête entre les volumes d’acquisition (réalignement) ; «Realign 
» : Le réalignement est une étape de correction sur les volumes fonctionnels pour tenir compte des 
mouvements de la tête qui ont eu lieu pendant l’acquisition. En effet, bien que la tête du sujet soit 
maintenue, il y a toujours des dérives minimes qui décalent les volumes fonctionnels entre eux lors de 
l’acquisition d’une série des volumes fonctionnels. Il faut donc apporter une correction pour permettre 
un recalage géométrique parfait entre chaque volume fonctionnel. Le déplacement étant supposé rigide, 
l’outil « Realign » calcul 6 paramètres de déplacements (3 paramètres de translation et 3 paramètres de 
rotation) pour chaque voxel par rapport à un volume de référence (1er volume de la série). A l’issue de 
ce traitement, on obtient également une image moyenne des volumes corrigés, qui nous servira par la 
suite pour recaler les images fonctionnelles avec l’image anatomique.  
 
 
 
 
Recalage anatomo-fonctionnel : « Coregister » : Cet outil permet de recaler des images issues d’une 
même modalité, ou des images issues de modalités différentes (ce qui sera notre cas). Typiquement, on 
l’utilise pour mettre en correspondance l’image anatomique (contraste T1) avec les images 
fonctionnelles (contraste EPI) d’un même sujet. Pour ce faire nous utilisons l’image moyenne des 
volumes EPI calculée précédemment à l’aide du réalignement pour réorienter l’image anatomique 
(l’acquisition de l’image anatomique étant généralement placée en fin de session, le décalage peut être 
important avec cette moyenne, ce traitement est donc nécessaire). 
 
  
Image anatomique recalée 
(modification de l’orientation 
en tenant compte de la 
différence de modalité) 
Alignement de l’image 
anatomique par rapport 
à la moyenne des images 
fonctionnelles 
Moyenne des images fonctionnelles (modalité EPI) 
 
Image anatomique 
 (modalité T1) 
 
Exemple de correction de mouvement avec les biais des angles (en rouge sur les 
volumes avant correction) alignés par rapport au 1er volume, ainsi tous les volumes 
auront finalement la même orientation 
Application du 
« Realign » 
1er 
volume 
2ème 
volume 
3ème 
volume 
4ème 
volume 
5ème 
volume 
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Normalisation spatiale : « Normalise » : Les cerveaux des sujets étant très différents entre eux, il est 
alors impossible d’effectuer des comparaisons inter-sujets et d’étudier les effets de groupe, sans la 
nécessité de les placer sur une référence commune. Le but de la normalisation est donc de repositionner 
et de déformer les volumes anatomiques et fonctionnels pour le plonger dans un espace de référence bien 
connu. Pour ce faire, SPM possède plusieurs volumes de référence que l’on appelle « template » (ou 
gabarit en français) sur lesquels on va s’appuyer. Ce cerveau de référence peut prendre différentes 
formes. En effet, il peut s’agir, selon les cas, d’un cadre stéréotaxique tel que défini par Talairach (c’est-à-
dire une boîte tridimensionnelle sans référence à une image IRM), d’une image IRM d’un seul sujet, ou 
encore, d’une image IRM moyenne de plusieurs sujets comme celle proposée par le Montreal 
Neurobiological Institute (MNI). La connaissance de l’espace de référence nous permettra de faire des 
correspondances anatomiques sur les activations à l’aide de coordonnées géométriques, et donc de 
comparer des activations entre les différents sujets en contournant les problèmes posés par la variabilité 
anatomo-fonctionnelle inter-individuelle. Le calcul des déformations se fait par l’intermédiaire d’une 
matrice de transformation entre les volumes et le template qui se caractérise par 6 paramètres de 
déplacement (comme pour le réalignement) et 6 paramètres de déformation (zoom et cisaillement). 
 
 
Lissage spatiale : « Smooth » : Cette étape permet d’appliquer un lissage spatial avec un noyau 
gaussien sur tous les volumes fonctionnels. Les données d’IRM fonctionnelle présentant des corrélations 
spatiales (le signal acquis dans un voxel n’est pas indépendant du signal acquis dans les voxels voisins), 
il est difficile d’estimer les effets de ces corrélations sur les analyses statistiques. Ainsi pour contourner 
ce problème, un lissage spatial avec un filtre passe-bas connu (gaussien) est appliqué de façon à ce que 
les corrélations spatiales soient à présent connues. De plus, ce filtrage passe bas permet d’enlever le 
bruit haute fréquence dans le signal et de gommer au maximum les différences résiduelles des 
propriétés hémodynamiques et anatomiques inter-sujets. Par ailleurs, le lissage présente l’intérêt 
d’accroître la normalité de nos données (théorème de la limite centrale) et donc d’augmenter la validité 
des tests statistiques effectués par la suite. 
 
 
 
 
Filtre de taille 8×8×8 FWHM (full-width  
at half maximum)  
 
Images fonctionnelles normalisées 
 
Images fonctionnelles lissées spatialement 
Application des 
déformations 
 
Images fonctionnelles « slice timé » et « réaligné » 
 
Image anatomique 
normalisée 
 
Images fonctionnelles normalisées 
 Image 
anatomique 
 
Template 
 
Mis en 
correspondance 
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2.  Traitement statistique 
 
2. 1.   Le modèle linéaire généralisé sous SPM 
 
L'analyse statistique individuelle des données d'IRMf avec le logiciel « Statistical 
Parametric Mapping » (SPM) utilise une approche univariée de masse basée sur le 
modèle linéaire général2 (MLG ou GLM en anglais). Le LGL est alors utilisé afin 
d’effectuer les tests univariés appropriés au niveau de chaque voxel. Des inférences 
quant aux effets qui ont été introduits délibérément dans l'expérience ou à un effet de 
non intérêt sont basées sur des statistiques de type t de Student ou de type F de 
Fischer. 
 
2. 2.   Construction de la matrice de dessin du MLG en fonction du 
protocole expérimental et mise en correspondance avec les données 
IRMf prétraitées 
 
• Définition du modèle linéaire généralisé sous SPM : Pour un élément de volume 
(voxel), le MLG se défini comme suis :  Y = βX + ε 
Y : données observées. Ce paramètre représente le décours temporel des données 
IRMf acquises et prétraitées, associé au voxel ; β : paramètres du modèle, ce sont les 
paramètres que le MLG estime et qui indiquent le degré d’implication du voxel par 
rapport au protocole expérimental ; X : matrice de dessin ; ε : erreur résiduelle. 
 
 
 
 
 
 
                                                        
2 Le modèle linéaire général n'est autre qu'une équation qui exprime les évolutions temporelles des pixels en une 
combinaison linéaire de facteurs explicatifs (facteurs d'intérêt et facteurs de non-intérêt), auxquels se rajoute un 
terme d'erreur supposé fluctuer normalement. 
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• Spécification de la matrice de dessin : La matrice de dessin (« design matrix ») définit 
le dessin expérimental du protocole, adapté aux hypothèses hémodynamiques du 
cerveau.  
Le dessin matrix, est le reflet de la réponse hémodynamique 
considérée comme théoriquement idéale, mesurée sur une 
région du cerveau répondant favorablement aux stimuli 
présentés. Cette réponse idéale, pour un stimulus, est 
appelée fonction de réponse hémodynamique dite 
canonique (« Hemodynamic Response Function», HRF). Elle 
est schématisée ci-dessous : 
 
SPM modélise ainsi ce signal théorique en convoluant chaque départ des stimuli 
associés à une condition, avec ce signal de référence, comme le représente la figure ci-
dessous : 
 
 
 
 
La matrice dessin est alors composée de l’association de ces modèles pour toutes 
les conditions de notre protocole expérimental. Ces modèles sont placés en colonne et 
sont appelés « regresseurs ». La matrice de dessin est alors intégrée au MLG pour être 
comparée aux données acquises :  
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2. 3.   Estimation des paramètres β du MLG en utilisant une approche 
classique ou bayésienne 
 
L’étape d’estimation des paramètres β du modèle a donc pour objectif de faire 
correspondre au mieux les données acquises à la matrice de dessin ou, en termes 
mathématiques, de faire en sorte que la variance de l’erreur résiduelle E soit minimale. 
Une fois que les paramètres β ont été estimés, ils sont utilisés lors de l’étape de 
définition et d’estimation des contrastes (test statistique de « Student » ou de 
« Fischer ») pour comparer de manière statistique les différentes conditions 
expérimentales liées au protocole. 
 
2. 4.   Production des cartes statistiques paramétriques (SPMs) et 
visualisation des résultats 
 
Ainsi selon le seuil statistique choisi (choix de la valeur du « p »), une carte 
représentant les voxels ayant « survécu » au test statistique, défini comme voxels 
« activés », est représentée dans un espace de référence en coordonnée MNI 
(« Montreal Neurological Institute »). Cette schématisation, représentée ci-dessous, est 
appelé « glass-brain » (cerveau transparent) et représente les activations projetées sur 
trois coupes de références (axiales, coronales et sagittales). 
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Annexe F 
 
Contruction des images ‘scrambled’ 
 
Nous avons créé des images ‘scrambled’ à partir d’une décomposition des images 
originales d’une taille de 560 x 480 pixels en une matrice de carrés de 20 x 20 pixels. La 
taille des éléments de la matrice a été choisie de manière à brouiller le sens sémantique 
de l’image une fois la matrice de carrés réorganisée de manière aléatoire (Figure 1). 
 
 
Figure 1. Illustration création d’image ‘scrambled’. (a) Images originales de scènes et de visages déplaisants ou 
neutres d’une dimension de 560 x 480 pixels. (b) Décomposition des images d’origine en une matrice de carrés de 20 
x 20 pixels. (c) Réorganisation aléatoire des carrés de la matrice afin d’obtenir une image ‘scrambled’. 
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Résumé 
Le cerveau humain et les nombreuses fonctions qu’il sous-tend sont le fruit de multiples héritages évolutifs. 
Parmi ceux-ci, les mécanismes émotionnels qui nous permettent d’identifier les événements néfastes ou bénéfiques 
de notre environnement et d’y réagir, semblent primordiaux pour notre survie. Pour cela, ces mécanismes sont en 
étroite interaction avec toutes les modalités sensorielles ainsi qu’avec le système moteur. L’objectif de ce travail de 
thèse a été de mieux comprendre (1) les interactions qui peuvent exister entre un des systèmes perceptifs le plus 
sollicité chez l’humain : la vision, et le traitement émotionnel, et (2) le lien entre la dimension émotionnelle et 
motrice associée aux stimuli visuels. Par ailleurs, de nombreuses études sur le système visuel humain précisent que 
l’information en fréquences spatiales est cruciale dans la perception visuelle. Par conséquent, dans un premier 
objectif de recherche, nous avons cherché à comprendre dans quelle mesure les propriétés fréquentielles de 
l’information visuelle peuvent être utiles à la perception des stimuli émotionnels. Dans la littérature, cette 
problématique a été principalement étudiée pour la perception de visages expressifs. Dans cette thèse, nous avons 
travaillé avec des scènes émotionnelles complexes afin d’estimer dans quelle mesure les précédentes conclusions 
peuvent être généralisées à tous les stimuli émotionnels. Notre première étude en imagerie par résonnance 
magnétique fonctionnelle (IRMf) a montré que, comme pour les visages expressifs, l’information grossière en basses 
fréquences spatiales est cruciale lors de la perception de scènes émotionnelles. Toutefois, la perception n’est qu’une 
étape dans le traitement de l’information ; nous sommes, en effet, habituellement amenés à évaluer les situations de 
notre environnement et à y réagir. C’est pourquoi, dans un second objectif de recherche, nous avons cherché à 
comprendre les interactions qui peuvent également exister entre les propriétés fréquentielles du système visuel et 
deux grandes évaluations affectives explicites : l’évaluation du ressenti émotionnel et celle de la tendance à agir. 
Deux nouvelles études, l’une comportementale, l’autre en IRMf, nous ont permis de montrer que l’ensemble de 
l’information en fréquences spatiales semble utile pour l’évaluation du ressenti émotionnel alors que l’information 
en hautes fréquences spatiales semble cruciale pour l’évaluation de la tendance à l’action. L’ensemble de ces travaux 
suggère l’existence d’une flexibilité dans l’utilisation de l’information en fréquences spatiales qui serait dépendante 
du type de traitement réalisé sur l’information émotionnelle. 
 
Mots clés : Emotion, perception, évaluations émotionnelles, fréquences spatiales, amygdale, scènes naturelles 
émotionnelles, Imagerie par Résonance Magnétique fonctionnelle (IRMf) 
Abstract 
The human brain and the numerous cognitive functions associated to it are the product of several 
evolutionary heritages. Among these, the emotional mechanisms, which enable us to identify and react to harmful or 
beneficial events, seem to be essential to survive. In order to do so, these mechanisms closely interact with all 
sensory modalities, as well as with the motor system. The aim of this work was to better understand (1) the 
interactions between one of most important sensory systems for human beings –eyesight- and the emotional 
processing, as well as (2) the link between the emotional and the motor charactersitics associated with the 
emotional stimuli. Moreover, numerous studies on the human visual system specify that the spatial frequency 
information is crucial to visual perception. Therefore, as the primary objective of this research, we sought to assess 
to what extent the frequency properties of visual information may be useful to the perception of emotional stimuli. 
In the scientific literature, this issue has mainly been studied through the perception of emotional faces. For this 
thesis, we have worked with complex emotional scenes so as to check to what extent previous conclusions 
concerning emotional faces can be extended to all emotional stimuli. Our first study in functional Magnetic 
Resonance Imaging (fMRI) showed that, as for emotional faces, coarse information in low spatial frequencies is 
essential for the perception of emotional scenes. However, perception is only one step in the processing of 
information. Indeed, we are usually made to assess events taking place in our environment and to react to them. 
That is why, as the second objective of this research, we sought to understand the interactions between the 
frequency properties of the visual system and two major explicit affective assessments – emotional and motivational 
appraisal. Two new studies - one in behavioral studies and the other one in fMRI - made it possible for us to show 
that the full range of spatial frequency information seems useful to assess emotional appraisal, whereas high spatial 
frequencies information seems crucial for motivational appraisal. This work suggests the existence of a flexible use of 
spatial frequency information depending on the emotional processing involved. 
 
Key words: Emotion, perception, emotional appraisals, spatial frequencies, amygdala, emotional natural scenes, 
functional Magnetic Resonance Imaging (fMRI) 
 
