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Abstract 
 
Over decades, retail chains and department stores have been selling their products without 
using the transactional data generated by their sales as a source of knowledge. Abundant data 
availability, the need for information (or knowledge) as a support for decision making to create 
business solutions, and infrastructure support in the field of information technology are the 
embryos of the birth of data mining technology. Association rule mining is a data mining method 
used to extract useful patterns between data items. In this research, the Apriori algorithm was 
applied to find frequent itemset in association rule mining. Data processing using Tanagra tools. 
The dataset used was the Supermarket dataset consisting of 12 attributes and 108.131 
transaction. The experimental results obtained by association rules or rules from the 
combination of item-sets beer wine spirit-frozen foods and snack foods as a Frequent itemset 
with a support value of 15.489% and a confidence value of 83.719%. Lift ratio value obtained 
was 2.47766 which means that there were some benefits from the association rule or rules.  
 
Keywords: Apriori, Association Rule Mining. 
 
Abstrak 
 
Selama beberapa dekade rantai ritel dan department store telah menjual produk mereka tanpa 
menggunakan data transaksional yang dihasilkan oleh penjualan mereka sebagai sumber 
pengetahuan. Ketersediaan data yang melimpah, kebutuhan akan informasi (atau 
pengetahuan) sebagai pendukung pengambilan keputusan untuk membuat solusi bisnis, dan 
dukungan infrastruktur di bidang teknologi informasi merupakan cikal-bakal dari lahirnya 
teknologi data mining. Data mining menemukan pola yang menarik dari database seperti 
association rule, correlations, sequences, classifier dan masih banyak lagi yang mana 
association rule adalah salah satu masalah yang paling popular. Association rule mining 
merupakan metode data mining yang digunakan untuk mengekstrasi pola yang bermanfaat di 
antara data barang. Pada penelitian ini diterapkan algoritma Apriori untuk pencarian frequent 
itemset dalam association rule mining. Pengolahan data menggunakan tools Tanagra. Dataset 
yang digunakan adalah dataset Supermarket yang terdiri dari 12 atribut dan 108.131 transaksi. 
Hasil eksperimen diperoleh aturan asosiasi atau rules dari kombinasi itemsets beer wine spirit-
frozen foods dan snack foods sebagai Frequent itemset dengan nilai support sebesar 15,489% 
dan nilai confidence sebesar 83,719%. Nilai Lift ratio yang diperoleh sebesar 2,47766 yang 
artinya terdapat manfaat dari aturan asosiasi atau rules tersebut.  
 
Kata kunci: Apriori, Association rule mining 
 
1. Pendahuluan 
Banyaknya persaingan bisnis khususnya Supermarket menuntut pemilik supermarket 
membuat strategi bisnis untuk meningkatkan penjualan. Salah satu strategi bisnis untuk 
Lusa Indah Prahartiwi, Wulan Dari 
 
144   Jurnal Piksel 7(2): 143 - 152 (September 2019) 
meningkatkan penjualan ialah melalui promosi. Untuk menentukan promosi yang tepat sasaran, 
pemilik supermarket harus mengetahui selera konsumen dan kondisi pasar. Pemilik 
supermarket dapat mengetahui apa saja barang yang dibeli oleh konsumen dengan 
menganalisis kebiasaan membeli konsumen. Selama beberapa dekade rantai ritel dan 
department store telah menjual produk mereka tanpa menggunakan data transaksional yang 
dihasilkan oleh penjualan mereka sebagai sumber pengetahuan [Videla-Cavieres and Ríos, 
2014]. Ketersediaan data yang melimpah,kebutuhan akan informasi (atau pengetahuan) 
sebagai pendukung pengambilan keputusan untuk membuat solusi bisnis, dan dukungan 
infrastruktur di bidang teknologi informasi merupakan cikal-bakal dari lahirnya teknologi data 
mining [Moertini, 2009]. Data mining diprediksi menjadi “salah satu perkembangan paling 
revolusioner pada dekade berikutnya,” menurut majalah teknologi online ZDNET News (8 
Februari 2001). Bahkan, MIT Technology Review memilih data mining sebagai salah satu dari 
10 teknologi baru yang akan mengubah dunia [Larose, 2006]. 
Data mining merupakan teknologi baru yang sangat berguna untuk membantu 
perusahaan-perusahaan menemukan informasi yang sangat penting dari gudang data mereka 
[Moertini, 2009]. Informasi dan pengetahuan yang diperoleh dapat digunakan untuk aplikasi 
mulai dari analisis pasar, deteksi penipuan, dan retensi pelanggan hingga kontrol produksi dan 
eksplorasi sains [Han and Kamber, 2014]. Data mining menemukan pola yang menarik dari 
database seperti association rule, correlations, sequences, classifier dan masih banyak lagi 
yang mana association rule adalah salah satu masalah yang paling popular [Annie and Kumar, 
2012]. Data mining sering dikenal dengan istilah populer Knowledge Discovery from Data atau 
KDD [Han and Kamber, 2014]. Proses Knowledge Discovery from Data ditunjukan pada 
Gambar 1. 
 
 Sumber: [Han and Kamber, 2014] 
Gambar 1. Proses Knowledge Discovery from Data atau KDD 
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Langkah-langkah proses KDD [Han and Kamber, 2014] yaitu: 1) Data Cleaning (untuk 
menghilangkan noise dan data yang tidak konsisten, 2) Data Integration (di mana banyak 
sumber data dapat digabungkan), 3) Data Selection (di mana data yang relevan dengan tugas 
analisis diambil dari database), 4) Data Transformation (di mana data ditransformasikan atau 
dikonsolidasikan ke dalam bentuk yang sesuai untuk penambangan dengan melakukan operasi 
ringkasan atau agregasi, 5) Data Mining (proses penting di mana metode cerdas diterapkan 
untuk mengekstrasi pola data, 6) Pattern Evaluation (untuk mengidentifikasi pola yang benar-
benar menarik yang mewakili pengetahuan berdasarkan pada beberapa tindakan menarik, 7) 
Knowledge Presentation (di mana Teknik visualisasi dan representasi pengetahuan 
digunakan untuk menyajikan pengetahuan yang ditambang kepada pengguna. 
Association rule mining merupakan metode data mining yang digunakan untuk 
mengekstrasi pola yang bermanfaat di antara data barang [Cakir and Aras, 2012]. Association 
rule mining menemukan hubungan asosiasi atau korelasi yang menarik di antara sekumpulan 
besar item data [Annie and Kumar, 2012]. Hasil dari hubungan asosiasi atau korelasi tersebut 
dapat membantu pemilik supermarket untuk mengembangkan strategi penjualan dengan 
memperhatikan barang yang sering dibeli bersamaan oleh konsumen.  
Association rule merupakan hubungan asosiasi dari bentuk X⇒Y, dimana X ⊂ I, Y ⊂ I, 
dan X ∩ Y = ⌀.  Support dari rule X dan Y disebut antecendent (LHS: left hand side) dan 
consequent (RHS: right hand side) dari rule [Wisaeng, 2014]. Kekuatan association rule dapat 
diukur dengan Support dan Confidence. Support menentukan seberapa sering rule berlaku 
dalam dataset, sedangkan confidence menentukan seberapa sering item Y muncul dalam 
transaksi yang mengandung item X [Wisaeng, 2014]. Definisi formal dari Support, Confidence 
dan Lift ratio dijabarkan pada persamaan (1), persamaan (2) dan persamaan (3) [Wisaeng, 
2014]. 
 
Support (X → Y)       =  ………………………. (1) 
Confidence (X → Y) =  …………………………. (2) 
Lift (X → Y)       =  ………..…………………. (3) 
 
Algoritma Apriori adalah salah satu algoritma paling popular dalam data mining untuk 
mempelajari konsep association rule yang digunakan oleh begitu banyak orang khususnya 
untuk operasi transaksi dan dapat juga digunakan dalam aplikasi real time dengan 
mengumpulkan barang yang dibeli oleh konsumen dari waktu ke waktu sehingga frequent 
itemset dapat dihasilkan [Bhandari et al., 2015].  
Tujuan dari algoritma Apriori adalah untuk menemukan hubungan antara itemset yang 
berbeda [Mangla et al., 2013]. Proses utama algoritma Apriori [Han, Kamber, & Pei, 2012] yaitu: 
1) Tahap Penggabungan (The Join Step). Pada tahap ini setiap item dikombinasikan dengan 
item yang lainnya sampai tidak terbentuk kombinasi lagi. 2) Tahap Pemangkasan (The Prune 
Step). Pada tahap ini, hasil dari item yang telah dikombinasikan tadi dipangkas dengan 
menggunakan minimum support yang ditentukan oleh pengguna.  
 
2. Metode Penelitian 
Metode penelitian yang digunakan pada penelitian ini adalah metode penelitian 
eksperimen. Penelitian eksperimen melibatkan perlakuan parameter/variabel yang tergantung 
pada penelitinya dan menggunakan tes yang dikendalikan oleh si peneliti itu sendiri. Metode 
penelitian ini disajikan pada Gambar 2.  
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 Sumber: Hasil Penelitian (2019) 
Gambar 2. Metode Penelitian 
 
Berdasarkan Gambar 2, tahapan-tahapan dalam metode penelitian ini yaitu: 1) 
Pengumpulan Dataset. Data yang digunakan pada penelitian ini merupakan data sekunder. 
Data sekunder yang digunakan adalah dataset Supermarket seperti yang telah digunakan oleh 
[Wisaeng, 2014]. Dataset Supermarket terdiri dari 12 atribut ((Receipt_id, desserts, meats, 
paper_goods, juices, frozen_foods, snack_foods, canned_goods, beer_wine_spirits,breads, 
dairys, produces) dan terdiri dari 108.131 transaksi. Nilai minimum support ditetapkan sebesar 
10% dan nilai minimum confidence ditetapkan sebesar 70%. 2) Pengolahan Data Awal. Pada 
dataset Supermarket terdapat 1 atribut yang perlu dihapus yaitu atribut Receipt_id dikarenkan 
atribut tersebut tidak diperlukan setelah dilakukan seleksi fitur. Sehingga atribut yang akan 
digunakan pada pengolahan dataset Supermarket yaitu 11 atribut. 3) Metode yang Di 
Usulkan. Metode yang diusulkan pada penelitian ini merujuk pada penelitian terdahulu yang 
telah dilakukan oleh [Venkatachari, 2016] yakni menggunakan algoritma Apriori untuk 
menemukan korelasi itemset dari transaksi Supermarket. Tahap awal algoritma Apriori adalah 
melakukan scanning data 1-itemsets untuk mendapatkan kandidat 1-itemsets. Kemudian 
menghitung nilai support dari masing-masing kandidat 1-itemset menggunakan rumus (1). Nilai 
minimum support ditetapkan sebesar 10%. Itemset yang memiliki nilai support kurang dari 10% 
akan dipangkas (The Prune Step). Selanjutnya hasil dari pemangkasan akan dikombinasikan 
(The Join Step) menjadi 2-itemset. Setelah dikombinasikan akan dihitung kembali nilai 
supportnya dan 2-itemset yang nilai supportnya kurang dari 10% akan dipangkas. Hasil 
pemangkasan 2-itemset akan dikombinasikan menjadi 3-itemset. Langkah tersebut akan terus 
dilakukan hingga tidak ada lagi itemset yang dapat dikombinasikan. Kemudian menghitung nilai 
confidence dari masing-masing itemset yang terbentuk dengan menggunakan rumus (2). 
Itemset yang memiliki nilai confidence kurang dari 70% akan dipangkas. Hasil dari 
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pemangkasan tersebut akan ditetapkan sebagai aturan asosiasi atau rules. Itemset yang 
memiliki nilai support dan nilai confidence tertinggi ditetapkan sebagai Frequent itemset. Untuk 
mengetahui adanya manfaat dari rules tersebut, maka dilakukan evaluasi dengan menghitung 
Lift ratio dari masing-masing rules yang terbentuk dengan menggunakan rumus (3). Gambar 3 
merupakan alur metode yang diusulkan sedangkan algoritma dari metode yang diusulkan 
digambarkan dengan flowchart pada Gambar 4. 4) Eksperimen. Langkah-langkah eksperimen 
yang dilakukan adalah: (1) Menyiapkan dataset dan melakukan pengolahan data awal guna 
menghapus atribut yang tidak diperlukan, (2) menerapkan algoritma Apriori untuk menemukan 
frequent itemset, (3) melakukan evaluasi hasil dengan menghitung nilai Lift Ratio. 5) Evaluasi. 
Metode yang diusulkan diuji untuk mengetahui kekuatan korelasinya melalui perhitungan Lift 
Ratio. 
 
Sumber: [Venkatachari, 2016] 
Gambar 3. Metode yang Diusulkan 
Lusa Indah Prahartiwi, Wulan Dari 
 
148   Jurnal Piksel 7(2): 143 - 152 (September 2019) 
 
Star
Masukan 
Dataset
Scan Database 1-itemset
Hasil Scan 
1-itemset
Scan database 2-itemset
End
Hasil Scan 
2-itemset
Scan Database 3-itemset
Hasil Scan 
3-itemset
Hitung 
Confidence
Confidence > 
minimum 
confidence?
Aturan 
Final
Ya
Hitung Aturan 
Final
Frequent 
Itemset
Lift Rasio
Kekuatan 
Korelasi
Pemangkasan 
Itemset
Tidak
 
 Sumber: [Venkatachari, 2016] 
Gambar 4. Flowchart Algoritma Apriori 
 
 
Algortima Apriori Untuk … 
Jurnal Piksel 7(2): 142 - 152 (September 2019)   149 
3. Hasil dan Pembahasan 
Eksperimen algoritma Apriori pada dataset Supermarket dilakukan dengan 
menggunakan tools Tanagra. Minimum support ditetapkan sebesar 10% sedangkan minimum 
confidence ditetapkan sebesar 70%. 
 
 
 
Sumber: Hasil Penelitian (2019) 
Gambar 5. Proses Input Atribut yang Diperlukan 
 
Gambar 5 menunjukan proses input atribut ke dalam tools Tanagra. Ada 11 atribut yang 
dimasukan yaitu dessert, meats, juices, paper_goods, frozen_foods, snack_foods, canned 
goods, beer_wine_spirits, dairy, breads dan produce. Sedangkan atribut receipt_id tidak 
dimasukan karena atribut tersebut tidak diperlukan pada proses pengolahan data. 
 
 
Sumber: Hasil Penelitian (2019) 
Gambar 6. Atribut yang Terdapat pada Dataset Supermarket 
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Gambar 6 menunjukan atribut-atribut yang terdapat pada dataset supermarket setelah 
dimasukan ke dalam tools Tanagra 
 
 
  
Sumber: Hasil Penelitian (2019) 
Gambar 7. Dataset Supermarket yang Telah Dimasukan ke dalam Tools Tanagra 
 
Setelah atribut-atribut tersebut dimasukan, dataset yang terdiri dari 108.131 transaksi 
dapat dilihat pada Gambar 7 
 
Sumber: Hasil Penelitian (2019) 
Gambar 8. Proses Penetapan Minimum Support dan Minimum Confidence 
 
Proses selanjutnya yaitu penetapan minimum support dan minimum confidence seperti 
yang terlihat pada Gambar 8. Hasil Eksperimen Algoritma Apriori pada dataset Supermarket 
menggunakan tools Tanagra terlihat pada Gambar 9. 
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Sumber: Hasil Penelitian (2019) 
Gambar 9. Hasil Eksperimen Algoritma Apriori Menggunakan Tools Tanagra 
 
Pada Gambar 9 terlihat bahwa data transaksi Supermarket yang terdiri dari 108.131 
transaksi dengan minimum support sebesar 10% dan minimum confidence sebesar 70% telah 
memperoleh hasil yang menjadi frequent itemset yaitu kombinasi dari itemset beer wine spirit-
frozen foods dan snack foods. Persentase nilai support yang dihasilkan yaitu 15,489% dan 
persentase nilai confidence yang dihasilkan yaitu 83,719%. Lift Ratio yang diperoleh dari 
kombinasi itemsets beer wine spirit-frozen foods dan snack foods sebesar 2,47766. 
Dikarenakan hasil Lift Rasio yang diperoleh lebih dari 1, maka menunjukkan adanya manfaat 
dari rules tersebut. 
 
4. Kesimpulan 
Salah satu strategi bisnis untuk meningkatkan penjualan ialah melalui promosi. Untuk 
menentukan promosi yang tepat sasaran, pemilik supermarket harus mengetahui selera 
konsumen dan kondisi pasar. Pemilik supermarket dapat mengetahui apa saja barang yang 
dibeli oleh konsumen dengan menganalisis kebiasaan membeli konsumen. Untuk menganalisis 
kebiasaan membeli konsumen dapat dilakukan dengan Association rule mining. Algoritma 
Apriori digunakan untuk melakukan eksperimen terhadap dataset Supermarket. Hasil 
eksperimen menggunakan tools Tanagra diperoleh aturan asosiasi atau rules dari kombinasi 
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itemsets beer wine spirit-frozen foods dan snack foods sebagai Frequent itemset dengan nilai 
support sebesar 15,612% dan nilai confidence sebesar 83,847%. Nilai Lift ratio yang diperoleh 
sebesar 2,47675 yang artinya terdapat manfaat dari aturan asosiasi atau rules tersebut. Hasil 
kombinasi itemsets tersebut menunjukan bahwa jika konsumen membeli beer wine spirit dan 
Frozen Foods maka konsumen tersebut juga akan membeli Snack Foods. Hal ini berarti, 
pemilik Supermarket dapat mengubah tata letak toko dengan menempatkan item-item dari 
kombinasi itemset tersebut secara berdekatan, selain itu pemilik juga dapat membuat strategi 
dengan memberikan diskon untuk itemset yang memperoleh nilai support dan nilai confidence 
rendah. 
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