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BETHE-SOMMERFELD CONJECTURE
LEONID PARNOVSKI
Abstract. We consider Schro¨dinger operator −∆+V in Rd (d ≥
2) with smooth periodic potential V and prove that there are only
finitely many gaps in its spectrum.
Dedicated to the memory of B.M.Levitan
1. Introduction
This paper is devoted to proving the Bethe-Sommerfeld conjecture
which states that number of gaps in the spectrum of a Schro¨dinger
operator
−∆+ V (x), x ∈ Rd (1.1)
with a periodic potential V is finite whenever d ≥ 2. We prove
the conjecture for smooth potentials in all dimensions greater than
one and for arbitrary lattices of periods. The conjecture so far was
proved by V.Popov and M.Skriganov [9] (see also [11]) in dimension
2, by M.Skriganov [12], [13] in dimension 3, and by B.Helffer and
A.Mohamed [3] in dimension 4; M.Skriganov [12] has also shown the
conjecture to hold in arbitrary dimension under the assumption that
the lattice of periods is rational. In the case d = 3 the conjecture was
proved in [5] for non-smooth or even singular potentials (admitting
Coulomb and even stronger singularities). An interesting approach to
proving the conjecture was presented by O.A.Veliev in [15].
There is a number of problems closely related to the Bethe-Sommerfeld
conjecture on which extensive work has been done; the relevant publica-
tions include, but are by no means restricted to, [2], [5] (and references
therein), [7], [8]. Methods used to tackle these problems range from
number theory ([12], [13], [7], [8]) to microlocal analysis in [3] and per-
turbation theory in [5], [14] and [15]. The approach used in the present
paper consists, mostly, of perturbation theoretical arguments with a
bit of geometry and geometrical combinatorics thrown in at the end.
1
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There are certain parallels between the approach of our paper and
the approach used in [15]. In particular, there are several important in-
termediate results in our paper and in [15] which look rather similar to
each other. Examples of such similarities are: precise asymptotic for-
mulae for eigenvalues in the non-resonance regions and some, although
not very precise, formulae in the resonance regions; proving that the
eigenvalue is simple when we move the dual parameter ξ along a cer-
tain short interval, and, finally, the use of geometrical combinatorics.
However, here the similarities end, because the detailed methods used
on each step are completely different. For example, paper [15] makes a
heavy use of the asymptotic formulae for the eigenfunctions, whereas in
our paper they are not needed. On the other hand, we prove that each
eigenvalue close to λ is described by exactly one asymptotic formula
(i.e. the mapping f constructed in our paper is a bijection in a certain
sense), and this plays an essential role in our proof, but in [15] this
property is not required at all. In [15] a very important role is played
by the isoenergetic surface, whereas we don’t need it. This list can be
continued, but it is probably better to stop here and state once again:
the methods of [15] and our paper are different, despite the similarity
of some intermediate results. It is also worthwhile to mention that
asymptotic expressions for eigenfunctions as well as asymptotic formu-
lae for isoenergetic surfaces were obtained by Yu.Karpeshina (see for
example [5]).
In many of the papers mentioned above, proving the conjecture in
special cases comes together with obtaining lower bounds for either of
the functions describing the band structure of the spectrum: the multi-
plicity of overlapping m(λ) and the overlapping function ζ(λ) (we will
give a definition of these functions in the next section). For example,
in dimensions d = 2, 3, 4 it has been proved in [12], [13], [2], and [8]
that for large λ we have
m(λ)≫ λ
d−1
4
and
ζ(λ)≫ λ
3−d
4 ; (1.2)
however, these estimates do not seem likely to hold in high dimensions.
The estimates of the present paper are rather weaker, but they hold
in all dimensions. Unfortunately, our approach does not allow to say
anything stronger than m(λ) ≥ 1 for large λ (this inequality is equiv-
alent to the finiteness of the number of spectral gaps). However, it is
possible to give a nontrivial lower bound for the overlapping function:
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we will show that in all dimensions for sufficiently large λ
ζ(λ)≫ λ
1−d
2 . (1.3)
The rest of the introduction is devoted to the informal discussion of
the proof. Since the proof of the main theorem 2.1 is rather complicated
and technically involved, the major ideas are outlined here.
After an affine change of coordinates, we can re-write our operator
(1.1) as
H = H0 + V (x), H0 = DGD, (1.4)
with the potential V being smooth and periodic with the lattice of
periods of V equal (2πZ)d (D = i∇ and G = F2 is d × d positive
matrix, where the matrix F is also assumed to be positive). Without
loss of generality, we assume that the average of the potential V over
the cell [0, 2π]d is zero (otherwise we simply subtract this average from
the potential, which will just shift the spectrum of the problem). Let
us fix a sufficiently large value of spectral parameter λ = ρ2; we will
prove that λ is inside the spectrum of H .
The first step of the proof, as usual, consists in performing the
Floquet-Bloch decomposition to our operator (1.4):
H =
∫
⊕
H(k)dk, (1.5)
where H(k) = H0 + V (x) is the family of ‘twisted’ operators with the
same symbol as H acting in L2(T d) where T d := {x ∈ Rd, |xj | ≤
π, 1 ≤ j ≤ d}. The domain D(k) of H(k) consists of functions
f ∈ H2(T d) satisfying the boundary conditions f
∣∣
xj=π
= ei2πkjf
∣∣
xj=−π
,
∂f
∂xj
∣∣
xj=π
= ei2πkj ∂f
∂xj
∣∣
xj=−π
. These auxiliary operators are labelled by
the quasi-momentum k ∈ Rd/Zd; see [10] for more details about this
decomposition. The next step is to assume that the potential V is a
finite trigonometric polynomial whose Fourier coefficients Vˆ (m) vanish
when |m| > R. The justification of the fact that it is enough to prove
the conjecture in this case is not too difficult once we keep careful con-
trol of the dependence of all the estimates on R. The main part of the
argument consists of finding an asymptotic formula for all sufficiently
large eigenvalues of all operators H(k), with an arbitrarily small power
of the energy in the remainder estimate. In order to be able to write
such a formula, however, we have to abandon the traditional way of la-
belling eigenvalues of each H(k) in the non-decreasing order. Instead,
we will label eigenvalues by means of the integer vectors n ∈ Zd. Con-
sider, for example, the unperturbed operator H0(k). Its eigenfunctions
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and eigenvalues are
{ei(n+k)x}n∈Zd
and
{|F(n+ k)|2}n∈Zd (1.6)
correspondingly. However, despite our precise knowledge of eigenval-
ues, it is extremely difficult to write them in increasing order or, indeed,
even to derive the one-term asymptotic formula for the j-th eigenvalue
with the precise remainder estimate. It is rather convenient to intro-
duce one parameter which takes care of both the quasi-momentum k
and the integer vector n which labels eigenvalues in (1.6). We denote
ξ := n+k (notation indicates that ξ can be thought of as being a dual
variable) so that n = [ξ] and k = {ξ} (integer and fractional parts,
respectively). Then we can reformulate formula (1.6) for the unper-
turbed eigenvalues as follows: there is a mapping f : Rd → R, given
by the formula f(ξ) = |F(n+ k)|2 such that for each k the restriction
of f to {ξ ∈ Rd : {ξ} = k} is a bijection onto the set of all eigenvalues
of H(k) (counting multiplicities). We want to give an analogue of this
(trivial) statement in the general case. Let us define the spherical layer
A := {ξ ∈ Rd,
∣∣ |Fξ|2 − λ ∣∣≤ 40v}
(v is the L∞-norm of V ). Let N ∈ N be a fixed number. We will
construct two mappings f, g : A→ R which satisfy the following prop-
erties:
(I) for each k the first mapping f is an injection from the set of all
ξ with fractional part equal to k into the spectrum of H(k) (counting
multiplicities). Each eigenvalue of H(k) inside J := [λ− 20v, λ+ 20v]
has a pre-image ξ ∈ A with {ξ} = k. The perturbation inequality
|f(ξ)− |Fξ|2| ≤ 2v holds for all ξ ∈ A.
(II) for ξ ∈ A satisfying |Fξ|2 ∈ J we have: |f(ξ)− g(ξ)| < ρ−N ;
(III) one can divide the domain of g in two parts: A = B∪D (both
B and D are intersections of A with some cones centered at the origin
– at least modulo very small sets) such that g(ξ) is given by an explicit
formula when ξ ∈ B, we have some control over g(ξ) when ξ ∈ D, and
the ratio of volumes of B and D goes to infinity when ρ→∞.
The set B, called the non-resonance set, contains, among others, all
points ξ ∈ A which satisfy the inequality
|〈ξ,Gθ〉| ≥ ρ1/3|Fθ| (1.7)
for all non-zero integer vectors θ with |θ| ≪ RN . The precise formula
for g will imply, in particular, that when ξ ∈ B we have g(ξ) = |Fξ|2+
G(ξ) with all partial derivatives of G being O(ρ−ǫ) for some ǫ > 0.
When ξ belongs to the resonance set D, we can give good estimates
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only of the partial derivative of g along one direction; this direction
has a small angle with the direction of ξ. The behaviour of g along
all other directions is much worse. Indeed, by considering potentials
V which allow to perform the separation of variables, one can see that
the function g can not, in general, be made even continuous in the
resonance set. However, we still have some (although rather weak)
control over the behaviour of g along all directions inside the resonance
set; see lemma 7.11 for the precise formulation of these properties.
One should mention that asymptotic formulae of non-resonance eigen-
values (i.e. the function g(ξ) for ξ ∈ B in our notation) and some res-
onance eigenvalues were obtained before in certain cases, using com-
pletely different methods, by O. A. Veliev, [14] and [15] and Y. E.
Karpeshina (see [4], [5] and references therein). However, as has been
already mentioned, there are certain distinctions between the settings
of [15] and [5] and the settings of our paper. Because of this, and in
order to make our paper self-contained, it seems sensible to include an
independent proof of the asymptotic formula for eigenvalues.
Before describing how to construct these mappings, we explain first
how to prove the Bethe-Sommerfeld conjecture using them. Put δ =
ρ−N . For each η ∈ Rd of unit length we denote Iη the interval consisting
of points ξ = tη, t > 0 satisfying g(ξ) ∈ [λ− δ, λ+ δ]; we will consider
only vectors η for which Iη ∈ B. Suppose we have found an interval
Iη on which the mapping f is continuous. Then property (II) above
together with the intermediate value theorem would imply that there
is a point ξ(λ) ∈ Iη satisfying f(ξ(λ)) = λ, which would mean that
λ is in the spectrum of H . Thus, if we assume that λ belongs to the
spectral gap, this would imply that the mapping f is not continuous on
each of the intervals Iη. A simple argument shows that in this case for
each point ξ ∈ B with |g(ξ)− λ| ≤ δ there exists another point ξ1 6= ξ
with ξ− ξ1 ∈ Z
d and |g(ξ1)−λ| ≪ δ. The existence of such a point ξ1
(which we call a conjugate point to ξ) is a crucial part of the proof; it
seems that similar arguments based on the existence of conjugate points
could be helpful in analogous problems. Afterwards, a geometrical
combinatorics argument shows that for sufficiently small δ (δ ≍ ρ1−d
would do) some (moreover, most) of the points ξ ∈ B∩g−1
(
[λ−δ, λ+δ]
)
have no conjugate points; the important part in the proof is played by
the fact that the surface g−1(λ) ∩ B has positive curvature in each
direction.
Now let us discuss how to construct mappings f and g with properties
described above. This is done in several steps. First, we prove lemma
3.2 which states that under certain conditions it is possible instead of
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studying eigenvalues of the operator H = H0+V , to study eigenvalues
of the operator ∑
j
P jHP j, (1.8)
where P j are spectral projections of H0; the error of this approxima-
tion is small. This result can be applied to the operators H(k) from
the direct integral (1.5). We want therefore to study the spectrum of
the (direct) sum (1.8) where P j are projections ‘localized’ in some do-
mains of the ξ-space. The geometrical structure of these projections
will depend on whether the localization happens inside or outside the
resonance regions. The case of a projection P j ‘localized’ around a
point ξ ∈ B is relatively simple: the rank of such projections does not
depend on ρ or the ‘localization point’ ξ. Thus, in this case we will
need to compute the eigenvalue of the finite matrix P jH(k)P j. This
can be done by computing the characteristic polynomial of this matrix
and then using the iterative process based on the Banach fixed point
theorem to find the root of this characteristic polynomial. It is much
more difficult to construct projections P j corresponding to the points ξ
located inside the resonance set D. The form of projections will depend
on, loosely speaking, how many linearly independent integer vectors θ
for which (1.7) is not satisfied are there. The construction of such pro-
jections is the most technically difficult part of the paper. Once these
projections are constructed, it turns out that the eigenvalues of P jHP j
with large ρ can be easily expressed in terms of the eigenvalues of the
operator pencil rA + B where A and B are fixed and r ∼ ρ is a large
parameter. The rest is a relatively simple perturbation theory.
The approach used in this paper can be applied to various related
problems. For example, it seems possible to obtain several new terms of
the asymptotics of the integrated density of states using these methods.
It might even be possible to obtain the complete asymptotic formula;
however, this would require much more careful analysis of the mapping
g in the resonance set. As an immediate ‘free’ corollary of our results
we obtain the theorem 7.17 which seems too be new. Loosely speaking,
it states that there are no ‘simultaneous clusters’ of eigenvalues of all
operators H(k).
The approach of this paper works almost without changes for the
polyharmonic operators (−∆)l + V with a smooth periodic potential
V . Another possible field of applications of the results of this paper is
studying the structure of the (complex) Bloch and Fermi varieties.
The rest of the paper is constructed as follows: section 2 has all
necessary preliminaries; also, in this section for the convenience of the
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reader we, taking into account the size of the paper, give references
to the definitions of all major objects in the paper. Section 3 proves
the abstract result allowing to reduce computation of the spectrum of
H = H0 + V to the computation of the spectrum of
∑
j P
jHP j, P j
being the spectral projections of H0. Section 4 proves various estimates
of angles between lattice points which are needed to keep track on the
dependence of all results on R – the size of the support of the potential.
In section 5 we apply the abstract lemma from section 3 to our case and
perform the reduction ofH to the sum of simpler operators. In section 6
we compute the eigenvalues of these simpler operators corresponding to
the non-resonance set; we also give the formula for g(ξ) when ξ ∈ B.
Section 7 is devoted to the study of the properties of these simpler
operators and the mapping g restricted to the resonance set D. Finally,
in section 8 we prove the Bethe-Sommerfeld conjecture.
When this manuscript was ready, I have learned that another article
of Veliev [16] was published recently.
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Barbatis, Yulia Karpeshina, Michael Levitin, and Roman Shterenberg
for reading the preliminary version of this manuscript and making very
useful comments and also for helping me to prepare the final version
of this text.
2. Preliminaries
We study the Schro¨dinger operator
H = H0 + V (x), H0 = DGD, (2.1)
with the potential V being infinitely smooth and periodic with the
lattice of periods equal (2πZ)d. Here, D = i∇, and G = F2 is d × d
positive matrix; F is also taken to be positive.
Throughout the paper we use the following notation. If A is a
bounded below self-adjoint operator with compact resolvent, then we
denote by {µj(A)} (j = 1, 2, . . . ) the set of eigenvalues of A written in
non-decreasing order, counting multiplicities.
As we have already mentioned, the spectrum of H is the union over
k ∈ Rd/Zd of the spectra of the operators H(k), the domain of each
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H(k) is D(k) and H(k) := DGD+ V (x). By H := L2(T d) we denote
the Hilbert space in which all the operators H(k) act. We also denote
by H0(k) the operator DGD with the domain D(k). Let λj(k) =
µj(H(k)) be the jth eigenvalue of H(k). Then it is well-known (see,
for example, [10]) that each function λj(·) is continuous and piecewise
smooth. Denote by ℓj the image of λj(·). Then ℓj is called the jth
spectral band. We also define, for each λ ∈ R, the following functions:
m(λ) = #{j : λ ∈ ℓj}
is the multiplicity of overlapping (# denotes the number of elements in
a set). The overlapping function ζ(λ) is defined as the maximal number
t such that the symmetric interval [λ− t, λ+ t] is entirely contained in
one of the bands ℓj:
ζ(λ) = max
j
max{t ∈ R : [λ− t, λ+ t] ⊂ ℓj}.
Finally,
N(λ) =
∫
[0,1]d
#{j : λj(k) < λ}dk (2.2)
is the integrated density of states of the operator (1.4). For technical
reasons sometimes it will be convenient to assume that the dimension d
is at least 3 (in the 2-dimensional case the conjecture has been proved
already, so this assumption does not restrict generality). The main
result of the paper is the following:
Theorem 2.1. Let d ≥ 3. Then all sufficiently large points λ = ρ2 are
inside the spectrum of H. Moreover, there exists a positive constant Z
such that for large enough ρ the whole interval [ρ2−Zρ1−d, ρ2+Zρ1−d]
lies inside some spectral band.
Without loss of generality we always assume that
∫
[0,2π]d
V (x)dx = 0.
Abusing the notation slightly, we will denote by V both the potential
itself and the operator of multiplication by V .
By B(R) we denote a ball of radius R centered at the origin. By C
or c we denote positive constants, depending only on d, G, and norms
of the potential in various Sobolev spaces Hs. In section 5 we will
introduce parameters p, qj and M ; constants are allowed to depend on
the values of these parameters as well. The exact value of constants can
be different each time they occur in the text, possibly even each time
they occur in the same formula. On the other hand, the constants which
are labelled (like C1, c3, etc) have their values being fixed throughout
the text. Whenever we use O, o, ≫, ≪, or ≍ notation, the constants
involved will also depend on d, G, M , and norms of the potential; the
same is also the case when we use the expression ‘sufficiently large’.
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Given two positive functions f and g, we say that f ≫ g, or g ≪ f , or
g = O(f) if the ratio g
f
is bounded. We say f ≍ g if f ≫ g and f ≪ g.
By λ = ρ2 we denote a point on the spectral axis. We will always
assume that λ is sufficiently large. We also denote by v the L∞-norm
of the potential V , and J := [λ− 20v, λ+ 20v]. Finally,
A := {ξ ∈ Rd,
∣∣ |Fξ|2 − λ ∣∣≤ 40v} (2.3)
and
A1 := {ξ ∈ R
d,
∣∣ |Fξ|2 − λ ∣∣≤ 20v}. (2.4)
Notice that the definition of A obviously implies that if ξ ∈ A, then∣∣ |Fξ| − ρ ∣∣≪ ρ−1.
Given several vectors η1, . . . ,ηn ∈ R
d, we denote by R(η1, . . . ,ηn)
the linear subspace spanned by these vectors, and by Z(η1, . . . ,ηn)
the lattice generated by them (i.e. the set of all linear combinations of
ηj with integer coefficients; we will use this notation only when these
vectors are linearly independent). We denote by M(η1, . . . ,ηn) the
d × n matrix whose jth column equals ηj. Given any lattice Γ, we
denote by |Γ| the volume of the cell of Γ, so that if Γ = Z(η1, . . . ,ηd),
then |Γ| is the absolute value of the determinant ofM(η1, . . . ,ηd). We
also denote, for any linear space V ⊂ Rd, B(V;R) := V ∩ B(R). For
any non-zero vector ξ ∈ Rd we denote n(ξ) := ξ
|Fξ|
. Any vector ξ ∈ Rd
can be uniquely decomposed as ξ = n+k with n ∈ Zd and k ∈ [0, 1)d.
We call n = [ξ] the integer part of ξ and k = {ξ} the fractional part
of ξ.
Whenever P is a projection and A is an arbitrary operator acting
in a Hilbert space H, the expression PAP means, slightly abusing the
notation, the operator PAP : PH→ PH.
Throughout the paper we use the following convention: vectors are
denoted by bold lowercase letters; matrices by bold uppercase letters;
sets (subsets of Rd) by calligraphic uppercase letters; linear subspaces
by gothic uppercase letters. By vol(C) we denote the Lebesgue measure
of the set C. If Cj ⊂ R
d, j = 1, 2 are two subsets of Rd, their sum is
defined in the usual way:
C1 + C2 = {ξ ∈ R
d : ξ = ξ1 + ξ2, ξj ∈ Cj}.
Finally, for the benefit of the reader we will list here either the defi-
nitions of the major objects introduced later in the paper or references
to the formulas in which they are defined.
f, g : A → R are mappings satisfying properties listed in theorem
7.13 (if the Fourier transform of V has compact support) and in corol-
lary 7.15 for general potentials. The sets Θj and Θ
′
j are defined in (5.5).
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The projections P(k)(C) are defined immediately before Lemma 5.14.
V(n), ξV, ξ
⊥
V
, and Θ(V) are defined at the beginning of subsection 7.1.
The sets Ξ(V) and Ξj(V) (j = 0, . . . , 3) are defined in formulas (5.7)-
(5.11); the sets Υj(ξ), Υ(ξ), Υ(ξ1; ξ2), and Υ(ξ;U) are defined by
formulas (7.1), (7.2), (7.11), and (7.15) correspondingly. The numbers
p and qn are defined in (5.15), K = ρ
p and Ln = ρ
qn . The projection
P (ξ) and the operator H ′(ξ) are defined in (7.3) and (7.4) correspond-
ingly. The sets B and D are defined in (5.13) and (5.12). r(ξ) and ξ′V
are defined by formula (7.8). Operators A and B are defined by (7.30)
and (7.31). Finally, the sets A(δ), B(δ), and D(δ) are defined before
Lemma 8.1.
3. Reduction to invariant subspaces: general result
The key tool in finding a good approximation of the eigenvalues of
H(k) will be the following two lemmas.
Lemma 3.1. Let H0, V and A be self-adjoint operators such that H0
is bounded below and has compact resolvent, and V and A are bounded.
Put H = H0 + V and Hˆ = H0 + V + A and denote by µl = µl(H)
and µˆl = µl(Hˆ) the sets of eigenvalues of these operators. Let {Pj}
(j = 0, . . . , n) be a collection of orthogonal projections commuting with
H0 such that
∑
Pj = I, PjV Pk = 0 for |j−k| > 1, and A = PnA. Let l
be a fixed number. Denote by aj the distance from µl to the spectrum of
PjH0Pj Assume that for j ≥ 1 we have aj > 4a, where a := ||V ||+||A||.
Then |µˆl − µl| ≤ 2
2na2n+1
∏n
j=1(aj − 2a)
−2.
Proof. Let Ht = H + tA, 0 ≤ t ≤ 1 and let µ(t) = µl(H(t)) be
the corresponding family of eigenvalues. We also choose the family of
corresponding normalized eigenfunctions φ(t) = φl(t). We will skip
writing the index l in the rest of the proof. Elementary perturbation
theory (see, e.g., [6]) implies that µ(t) is piecewise differentiable and
dµ(t)
dt
= (Aφ(t), φ(t)). (3.1)
Let Φj = Φj(t) := Pjφ(t), and let Vkj := PkV Pj (so that Vjk = 0 if
|j − k| > 1). Then the eigenvalue equation for φ(t) can be written in
the following way:
H0Φ0 + V0 0Φ0 + V0 1Φ1 = µ(t)Φ0
H0Φj + Vj j−1Φj−1 + Vj jΦj + Vj j+1Φj+1 = µ(t)Φj , 1 ≤ j < n
H0Φn + Vnn−1Φn−1 + VnnΦn + tAΦn = µ(t)Φn.
(3.2)
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Indeed, let us apply Pk to both sides of equation (H0+V + tA)φ = µφ.
We will obtain
H0Φk + PkV φ+ tPkAφ = µΦk. (3.3)
Now we use the following identities:
PkV φ = PkV
∑
j
Pjφ =
∑
j,|j−k|≤1
PkV Pjφ =
∑
j,|j−k|≤1
VkjΦj (3.4)
and A = PnA = (PnA)
∗ = APn = PnAPn, so
PkAφ = δk,nAΦn. (3.5)
Identities (3.3)–(3.5) imply (3.2).
Let us now prove, using the backwards induction, that for all k,
1 ≤ k ≤ n and all t ∈ [0, 1] we have
||Φk(t)|| ≤
2a
ak − 2a
||Φk−1(t)||. (3.6)
Indeed, from the last equation in (3.2) we see that
Φn(t) = −[Pn(H0 + Vnn + tA− µ(t))Pn]
−1Vnn−1Φn−1(t). (3.7)
Since |µ−µ(t)| ≤ a, the distance from µ(t) to the spectrum of PnH0Pn
is at least an − a. Since ||Vnn + tA|| ≤ a, this implies
||[Pn(H0 + Vnn + tA− µ(t))Pn]
−1|| ≤
1
an − 2a
.
Thus, (3.7) implies ||Φn(t)|| ≤
a
an−2a
||Φn−1(t)||, and (3.6) holds for
k = n. Assume now that we have proved (3.6) for all k between j + 1
and n, 1 ≤ j < n. Then, analogously to (3.7), we have:
Φj(t) = −[Pj(H0+Vj j−µ(t))Pj]
−1[Vj j−1Φj−1(t)+Vj j+1Φj+1(t)], (3.8)
so
||Φj(t)|| ≤
a
aj − 2a
(||Φj−1(t)||+ ||Φj+1(t)||)
≤
a
aj − 2a
||Φj−1(t)||+
2a2
(aj − 2a)(aj+1 − 2a)
||Φj(t)||,
(3.9)
where we have used the validity of (3.6) for k = j+1. This shows that
(3.6) holds for k = j, since
2a2
(aj − 2a)(aj+1 − 2a)
<
1
2
.
Using (3.6) and the fact that ||Φ1|| ≤ 1, we see that
||Φn|| ≤
2nan∏n
j=1(aj − 2a)
.
12 L.PARNOVSKI (7.11.2018)
Since the RHS of (3.1) equals
(PnAPnφ(t), φ(t)) = (AΦn(t),Φn(t)),
this finishes the proof 
Now we formulate the immediate corollary of lemma 3.1 which we
will be using throughout.
Lemma 3.2. Let H0 and V be self-adjoint operators such that H0 is
bounded below and has compact resolvent and V is bounded. Let {Pm}
(m = 0, . . . , T ) be a collection of orthogonal projections commuting
with H0 such that if m 6= n then P
mP n = PmV P n = 0. Denote
Q := I −
∑
Pm. Suppose that each Pm is a further sum of orthogonal
projections commuting with H0: P
m =
∑jm
j=0 P
m
j such that P
m
j V P
m
l =
0 for |j − l| > 1 and Pmj V Q = 0 if j < jm. Let v := ||V || and
let us fix an interval J = [λ1, λ2] on the spectral axis which satisfies
the following properties: spectra of the operators QH0Q and P
k
j H0P
k
j ,
j ≥ 1 lie outside J ; moreover, the distance from the spectrum of QH0Q
to J is greater than 6v and the distance from the spectrum of P kj H0P
k
j
(j ≥ 1) to J , which we denote by akj , is greater than 16v. Denote by
µp ≤ · · · ≤ µq all eigenvalues of H = H0+V which are inside J . Then
the corresponding eigenvalues µ˜p, . . . , µ˜q of the operator
H˜ :=
∑
m
PmHPm +QH0Q
are eigenvalues of
∑
m P
mHPm, and they satisfy
|µ˜r − µr| ≤ max
m
[
(6v)2jm+1
jm∏
j=1
(amj − 6v)
−2
]
;
all other eigenvalues of H˜ are outside the interval [λ1 + 2v, λ2 − 2v].
Proof. Assumptions of the lemma imply that
H = H˜ + (Q+
∑
m
Pmjm)V (Q +
∑
m
Pmjm)− (
∑
m
Pmjm)V (
∑
m
Pmjm).
Therefore, H˜−2v(Q+
∑
m P
m
jm) ≤ H ≤ H˜+2v(Q+
∑
m P
m
jm), and the
elementary perturbation theory implies that for all l
µl(H˜ − 2v(Q+
∑
m
Pmjm)) ≤ µl(H) ≤ µl(H˜ + 2v(Q+
∑
m
Pmjm)). (3.10)
The operators H˜ ± 2v(Q +
∑
m P
m
jm) split into the sum of invariant
operators QH0Q ± 2vQ and P
mHPm ± 2vPmjm (m = 0, . . . , n). The
spectrum of operatorsQH0Q±2vQ is outside [λ1−4v, λ2+4v] due to the
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assumptions of the lemma. Therefore, since the shift of an eigenvalue
is at most the norm of the perturbation, for p ≤ l ≤ q, µl(H˜ ± 2v(Q+∑
m P
m
jm)) is an eigenvalue of one of the operators P
mHPm ± 2vPmjm.
If we now apply lemma 3.1 to each of the operators PmHPm ± 2vPmjm
with A := ±2vPmjm and a = 3v, we will obtain
|µk(P
mHPm ± 2vPmjm)− µk(P
mHPm)|
≤ 62jm+1v2jm+1max
m
jm∏
j=1
(amj − 6v)
−2
≤ max
m
[
(6v)2jm+1
jm∏
j=1
(amj − 6v)
−2
]
=: τ,
(3.11)
provided µk(P
mHPm) ∈ [λ1 − 4v, λ2 + 4v]. Let us now define the
bijection F mapping the set of all eigenvalues of H˜ to the set of all
eigenvalues of {µl(H˜ + 2v(Q +
∑
m P
m
jm))} (counting multiplicities) in
the following way. Suppose, µ is an eigenvalue of H˜ . Then either
µ = µk(QH0Q), or µ = µk(P
mHPm) for some k,m. We define F (µ) :=
µk(QH0Q+2vQ) in the former case, and F (µ) := µk(P
mHPm+2vPmjm)
in the latter case. Then the mapping F satisfies the following proper-
ties:
|F (µ)− µ| ≤ 2v; (3.12)
moreover, if µ ∈ [λ1 − 4v, λ2 + 4v], then
|F (µ)− µ| ≤ τ (3.13)
(this follows from (3.11)). A little thought shows that this implies
|µl(H˜ + 2v(Q+
∑
m
Pmjm))− µl(H˜)| ≤ τ (3.14)
for p ≤ l ≤ q. Indeed, suppose that (3.14) is not satisfied for some l,
say
µl(H˜ + 2v(Q+
∑
m
Pmjm))− µl(H˜) > τ ; (3.15)
in particular, this implies µl(H˜+2v(Q+
∑
m P
m
jm)) > λ1−2v. Then the
pigeonhole principle shows that F maps at least one of the eigenvalues
µk(H˜), k ≤ l to µt(H˜+2v(Q+
∑
m P
m
jm)) with t ≥ l. If µk(H˜) < λ1−4v,
this contradicts (3.12), and if µk(H˜) ≥ λ1− 4v, this contradicts (3.13).
These contradictions prove (3.14). Similarly, we prove that
|µl(H˜ − 2v(Q+
∑
m
Pmjm))− µl(H˜)| ≤ τ. (3.16)
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Estimates (3.14) and (3.16) together with (3.10) prove the lemma. 
Corollary 3.3. If all conditions of lemma 3.2 are satisfied, there ex-
ists an injection G defined on a set of eigenvalues of the operator∑
m P
mHPm (all eigenvalues are counted according to their multiplici-
ties) and mapping them to a subset of the set of eigenvalues of H (again
considered counting multiplicities) such that:
(i) all eigenvalues of H inside J have a pre-image,
(ii) If µj ∈ [λ1 + 2v, λ2 − 2v] is an eigenvalue of
∑
m P
mHPm, then
|G(µj)− µj| ≤ max
m
[
(6v)2jm+1
jm∏
j=1
(amj − 6v)
−2
]
,
and
(iii) G(µj(
∑
m P
mHPm)) = µj+l(H), where l is the number of eigen-
values of QH0Q which are smaller than λ1.
Proof. Statements (i) and (ii) follow immediately from lemma 3.2, and
to prove (iii) we just notice that if µj(
∑
m P
mHPm) ∈ J , then
µj(
∑
m
PmHPm) = µj+l(QH0Q+
∑
m
PmHPm).

4. Lattice points
In this section, we prove various auxiliary estimates of angles between
integer vectors.
Lemma 4.1. Let η1, . . . ,ηn ∈ Z
d be linearly independent. Let Γ =
Z(η1, . . . ,ηn) and suppose that ν1, . . . ,νn−1 ∈ Γ ∩ B(R). Then there
exists a vector θ ∈ Γ, θ 6= 0 orthogonal to all νj’s, such that
|θ| ≤ 2n|Γ|
n−1∏
j=1
|νj| (4.1)
and, therefore, |θ| ≤ 2n|Γ|Rn−1.
Proof. For r > 1 let Ar ⊂ R(η1, . . . ,ηn) be the set
Ar = {ξ ∈ R(η1, . . . ,ηn) : |〈ξ,νj〉| < 1, j = 1, 2, . . . , n− 1, & |ξ| < r}.
This set is obviously convex and symmetric about the origin. Moreover,
vol(Ar) > r
n−1∏
j=1
|νj |
−1
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By Minkowski’s convex body theorem (see, e.g., [1], §III.2.2 Theo-
rem II), under the condition vol(Ar) > |Γ|2
n the set Ar contains at
least two non-zero points ±θ ∈ Γ. The above condition is satisfied
if r
∏n−1
j=1 |νj |
−1 ≥ 2d|Γ|, that is if r ≥ 2d|Γ|
∏n−1
j=1 |νj|. Since νj ’s
and θ are integer vectors, the condition |〈θ,νj〉| < 1 is equivalent to
〈θ,νj〉 = 0. This implies the required result. 
Lemma 4.2. Let θ1, . . . , θn,µ ∈ Z
d ∩ B(R) be linearly independent.
Then the angle between µ and R(θ1, . . . , θn) is ≫ R
−n−1.
Proof. Suppose this angle is smaller than R−n−1. Then the lattice
Γ = Z(θ1, . . . , θn,µ) has |Γ| ≤ 1. Lemma 4.1 then implies that there
exists a vector θ ∈ Γ, θ ⊥ θj , |θ| ≪ R
n. Then, since θ and µ are non-
orthogonal integer vectors, we have: |〈µ, θ〉| ≥ 1, and sin of the angle
between µ and R(θ1, . . . , θn), which equals cos of the angle between µ
and θ, is bounded below by |θ|−1|µ|−1 ≫ R−n−1. 
Corollary 4.3. Let θ1, . . . , θn,µ ∈ Z
d∩B(R) be linearly independent.
Then the angle between Fµ and R(Fθ1, . . . ,Fθn) is ≫ R
−n−1.
Proof. This is equivalent to saying that for each ξ ∈ R(θ1, . . . , θn)
the distance between F(n(µ)) and Fξ is larger than cR−n−1. But the
distance between F(n(µ)) and Fξ is not greater than the largest eigen-
value of F times the distance between n(µ) and ξ. Now the statement
follows from lemma 4.2. 
It is possible to generalize lemma 4.2 a bit: if we talk about distance
from a vector to a linear sub-space instead of the angle between a vector
and a subspace, we can drop the assumption that |µ| ≤ R:
Lemma 4.4. Let θ1, . . . , θn ∈ Z
d ∩ B(R) and µ ∈ Zd be linearly
independent. Then the distance between µ and R(θ1, . . . , θn) is≫ R
−n.
Proof. The distance between µ and R(θ1, . . . , θn) equals
|Z(µ,θ1,...,θn)|
|Z(θ1,...,θn)|
.
The square of the denominator of this fraction is the determinant of
the n× n matrix A with Ajk := 〈θj , θk〉 = O(R
2), so the denominator
is O(Rn). Similarly, the square of the numerator is the determinant of
(n + 1)× (n + 1) non-singular matrix with integer entries. Therefore,
the absolute value of the numerator is at least 1. This proves our
statement. 
The following result is a generalization of lemma 4.1 and the proof
is similar:
Lemma 4.5. Let Γ be as above and let ν1, . . . ,νm ∈ Γ∩B(R) (m < n)
Then there exist linearly independent vectors θ1, . . . , θn−m ∈ Γ such
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that each θl is orthogonal to each νj and
n−m∏
l=1
|θl| ≪ |Γ|
m∏
j=1
|νj | ≤ |Γ|R
m (4.2)
Proof. Applying lemma 4.1 n−m times, we see that the set of vectors
from Γ which are orthogonal to νj form a lattice Γn−m of dimension
n − m. Let θj (j = 1, . . . , n − m) be successive minimal vectors of
Γn−m. That means that θ1 is the smallest nonzero vector in Γn−m;
θ2 ∈ Γn−m is the smallest vector linearly independent of θ1; θ3 ∈ Γn−m
is the smallest vector linearly independent of θ1, θ2, etc.
For r > |θ1| let Ar ⊂ R(η1, . . . ,ηn) be the set
Ar = {ξ ∈ R(η1, . . . ,ηn) : |〈ξ,νj〉| < 1, j = 1, 2, . . . , m, & |ξ| < r}.
This set is obviously convex and symmetric about the origin. Moreover,
vol(Ar)≫ r
n−m
m∏
j=1
|νj |
−1. (4.3)
Applying again Minkowski’s convex body theorem, we find that the set
Ar contains at least
N = [2−n|Γ|−1 vol(Ar)]≫ |Γ|
−1rn−m
m∏
j=1
|νj|
−1 (4.4)
pairs of points ±µk ∈ Γ, k = 1, . . . , N . Obviously, each µk is orthogo-
nal to each νj. Suppose, r < |θn−m|. Then, obviously, |θp| ≤ r < |θp+1|
for some p ≤ n−m− 1. The dimension of R(µ1, . . . ,µN) is then ≤ p,
and each µk is a linear combination of θ1, . . . , θp with integer coeffi-
cients. Denote Γp := Z(θ1, . . . , θp). Minkowski’s second theorem (see,
e.g., [1], §VIII.2, Theorem I) shows that
p∏
l=1
|θl| ≪ |Γp|. (4.5)
A simple packing argument shows thatN |Γp| is smaller than the volume
of the ball of radius (p+1)r in R(θ1, . . . , θp), i.e. N |Γp| ≪ r
p. Estimate
(4.5) implies
N
p∏
l=1
|θl| ≪ r
p.
Therefore, if the condition
N
p∏
l=1
|θl| > Cr
p (4.6)
BETHE-SOMMERFELD CONJECTURE (7.11.2018) 17
is satisfied, where C is sufficiently large, this implies that r ≥ |θp+1|.
Estimate (4.4) shows that if
r > C|Γ|
m∏
j=1
|νj |
n−m−1∏
l=1
|θl|
−1, (4.7)
then condition (4.6) with p = n−m−1 will be satisfied and this would
guarantee that r > |θn−m|. In other words, if r is greater than the
RHS of (4.7), then r > |θn−m|. This implies
|θn−m| ≪ |Γ|
m∏
j=1
|νj |
n−m−1∏
l=1
|θl|
−1,
which finishes the proof. 
Let ν1, . . . ,νn ∈ R
d (n ≤ d). We denote by M =M(ν1, . . . ,νn) the
d× n matrix whose jth column equals νj. We also denote
‖ν1 ∧ · · · ∧ νn‖2 :=
√
det(M∗M) (4.8)
(M∗M is obviously non-negative, and so is the determinant). The
reason for the notation is that we can think of ‖ν1∧· · ·∧νn‖2 as being
the Hilbert-Schmidt norm of the tensor ν1 ∧ · · · ∧ νn.
Lemma 4.6. Let ν1, . . . ,νn,µ1, . . . ,µm ∈ R
d. Let V1 = R(ν1, . . . ,νn)
and V2 = R(µ1, . . . ,µm). Let α be the angle between V1 and V2. Then
the following inequality holds:
sinα ≥
‖ν1 ∧ · · · ∧ νn ∧ µ1 ∧ · · · ∧ µm‖2
‖ν1 ∧ · · · ∧ νn‖2‖µ1 ∧ · · · ∧ µm‖2
(4.9)
Proof. If we multiply matrixM from the right by a non-singular n×n
matrix B, the expression (4.8) is multiplied by detB. This observation
shows that elementary transformations of the set of vectors ν (i.e. mul-
tiplying νj by a non-zero scalar, adding νj to νk, etc) do not change
both sides of (4.9); the same is the case for elementary transformations
of the vectors µ. Thus, we may assume that vectors ν form an or-
thonormal basis of V1, vectors µ form an orthonormal basis of V2, and
the angle between ν1 and µ1 equals α. Notice that now the denomina-
tor of the RHS of (4.9) equals 1. Next, we notice that an orthogonal
change of coordinates results in multiplying M from the left by a d×d
orthogonal matrix and thus doesn’t change (4.8) and the RHS of (4.9);
the LHS of (4.9) is obviously invariant under an orthogonal change of
coordinates as well. Assume, without loss of generality, that n ≥ m.
Then, applying an orthogonal change of coordinates, we can make our
vectors to have the following form: νj = ej (j = 1, . . . , n, where ej are
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standard basis vectors), µj = pjej + qjen+j , (pj , qj ≥ 0, p
2
j + q
2
j = 1).
Elementary geometry implies cosα = p1, and so sinα = q1. Computing
the determinant, we obtain:
‖ν1 ∧ · · · ∧ νn ∧ µ1 ∧ · · · ∧ µm‖2 =
n∏
j=1
qj ≤ q1.
The lemma is proved. 
Lemma 4.7. Let ν1, . . . ,νn,µ1, . . . ,µm ∈ Z
d ∩B(R) be linearly inde-
pendent. Let V1 = R(ν1, . . . ,νn) and V2 = R(µ1, . . . ,µm). Then the
angle between V1 and V2 is ≫
∏n
j=1 |νj|
−1
∏m
l=1 |µl|
−1 ≥ R−n−m.
Remark 4.8. It is not difficult to see that the power −n−m in lemma
4.7 is optimal.
Proof. We use the inequality (4.9) and notice that the numerator of the
RHS is a square root of an integer number (since all vectors involved
are integer) and is non-zero (since the vectors are linearly independent).
Therefore, the numerator is at least 1. The denominator is, obviously,
≪
∏n
j=1 |νj |
∏m
l=1 |µl|. This finishes the proof. 
Using the same argument we have used while proving Corollary 4.3,
we can prove the following
Corollary 4.9. Let ν1, . . . ,νn,µ1, . . . ,µm ∈ Z
d ∩ B(R) be linearly
independent. Let V1 = R(Fν1, . . . ,Fνn) and V2 = R(Fµ1, . . . ,Fµm).
Then the angle between V1 and V2 is ≫ R
−n−m
Lemma 4.10. Let ν1, . . . ,νn ∈ Z
d∩B(R) and µ1, . . . ,µm ∈ Z
d∩B(R)
be two sets. We assume that each set consists of linearly independent
vectors (but the union of two sets is not necessary linearly indepen-
dent). Let V1 = R(ν1, . . . ,νn) and V2 = R(µ1, . . . ,µm). Suppose,
dim (V1 ∩ V2) = l. Then there are l integer linearly independent vec-
tors θ1, . . . , θl ∈
(
Z
d ∩ V1 ∩ V2
)
such that |θj| ≪ R
m+n−l+1. Moreover,
the angle between orthogonal complements to (V1 ∩ V2) in V1 and V2 is
bounded below by CR−α, α = α(n,m, l) = n+m+ 2l(m+ n− l + 1).
Proof. Denote M = M(ν1, . . . ,νn,−µ1 . . . ,−µm). The rank of M
equals k := m+ n− l. Without loss of generality we can assume that
the top left k × k minor of this matrix is non-zero (otherwise we just
change the order of the vectors −µj or the order of the coordinates xj).
In order to find the basis of the intersection V1 ∩ V2 we have to solve
the system of equations
Mt = 0. (4.10)
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Indeed, if t = (t1, . . . , tn+m)
T is a solution of (4.10), then
∑n
p=1 tpνp =∑m
q=1 tn+qµq ∈ V1 ∩ V2. Now the simple linear algebra tells us that
the basis of solutions of (4.10) is formed by the vectors of the form
(s1, . . . , sk, 1, 0, . . . , 0), (t1, . . . , tk, 0, 1, . . . , 0),..., (τ1, . . . , τk, 0, . . . , 0, 1).
Using Cramer’s rule, we find that each of the numbers sj , tj , τj , etc
is a ratio of two determinants, each of them an integer number ≪ Rk;
moreover, the denominator is the same for all of the numbers sj, tj,
etc. After multiplication by the denominator, we obtain an integer
basis of solutions of (4.10) with entries ≪ Rk. For any such solution
t the following estimate holds: |
∑n
p=1 tpνp| ≪ R
k+1. This proves the
first statement of lemma. To prove the second statement, we first use
Lemma 4.5 to construct integer bases {η1, . . . ,ηn−l} and {ξ1, . . . , ξm−l}
of the orthogonal complements to V1∩V2 in V1 and V2 correspondingly
with properties
n−l∏
j=1
|ηj| ≪ R
n+l(m+n−l+1)
and
m−l∏
j=1
|ξj | ≪ R
m+l(m+n−l+1).
Now Lemma 4.7 produces the required estimate. This finishes the
proof. 
Using the same argument we have used while proving Corollary 4.3,
we can prove the following
Corollary 4.11. Let ν1, . . . ,νn,µ1, . . . ,µm ∈ Z
d ∩ B(R) be two lin-
early independent families of vectors. Let V1 = R(Fν1, . . . ,Fνn) and
V2 = R(Fµ1, . . . ,Fµm). Then the angle between orthogonal comple-
ments to V1 ∩ V2 in V1 and V2 is ≫ R
−α(n,m,l).
5. Reduction to invariant subspaces
Let λ = ρ2 be a large real number. In this section, we use lemma
3.2 to construct the family of operators H˜(k) the spectrum of which
(or at least the part of the spectrum near λ) is close to the spectrum
of H(k). Consider the truncated potential
V ′(x) =
∑
m∈B(R)∩Zd
Vˆ (m)em(x), (5.1)
where
em(x) :=
1
(2π)d/2
ei〈m,x〉, m ∈ Zd
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and
Vˆ (m) =
∫
[0,2π]d
V (x)e−m(x) (5.2)
are the Fourier coefficients of V . R is a large parameter the precise value
of which will be chosen later; at the moment we just state that R ∼ ργ
with γ > 0 being small. Throughout the text, we will prove various
statements which will hold under conditions of the type R < ργj . After
each statement of this type, we will always assume, without possibly
specifically mentioning, that these conditions are always satisfied in
what follows; at the end, we will choose γ = min γj.
Since V is smooth, for each n we have
sup
x∈Rd
|V (x)− V ′(x)| < CnR
−n. (5.3)
This implies that if we denote H ′(k) := H0(k) + V
′ with the domain
D(k), the following estimate holds for all n:
|µj(H(k))− µj(H
′(k))| < CnR
−n. (5.4)
Throughout this and the next two sections, we will work with the
truncated operators H ′(k). These sections will be devoted to the con-
struction of mappings f, g with properties specified in the introduction.
Let M ∈ N be a fixed number. For each natural j we denote
Θj := Z
d ∩B(jR), Θ0 := {0}, Θ
′
j := Θj \ {0}; (5.5)
Let V ⊂ Rd be a linear subspace of dimension n and r > 0. We
say that V is an integer r-subspace if V = R(θ1, . . . , θn) and each θj
is an integer vector with length smaller than r. The set of all integer
r-subspaces of dimension n will be denoted by V(r, n). We mostly
will be dealing with V(6MR,n); for brevity we will denote V(n) :=
V(6MR,n). If ξ ∈ Rd and V ∈ V(n), we denote ξV and ξ
⊥
V vectors
such that
ξ = ξV+ ξ
⊥
V, ξV ∈ V, Gξ
⊥
V ⊥ V. (5.6)
If V ∈ V(n), we put Θ(V) := Θ6M ∩ V, Θ
′(V) := Θ(V) \ {0}. By
p, qn (n = 1, . . . , d) we denote positive constants smaller than 1/3; the
precise value of these constants will be specified later; we also denote
K = ρp and Ln = ρ
qn.
Let V ∈ V(n). We denote
Ξ0(V) := {ξ ∈ A, |ξV| < Ln}, (5.7)
Ξ1(V) :=
(
Ξ0(V) +V
)
∩A, (5.8)
Ξ2(V) := Ξ1(V) \
(
∪dm=n+1 ∪W∈V(m):V⊂WΞ1(W)
)
, (5.9)
Ξ3(V) := Ξ2(V) +B(V, K), (5.10)
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and finally,
Ξ(V) := Ξ3(V) + ΘM . (5.11)
These objects (especially Ξ3(V) and Ξ(V)) play a crucial role in
what follows; the pictures of them are shown in Figures 1-4 in the case
d = 2 (here, the integer subspaces V are 1-dimensional, so V = R(θ)
with θ ∈ Θ′; we have called Ξj(θ) := Ξj(R(θ))).
θ
Ξ0(θ)
Figure 1. The set Ξ0(θ) in the 2-dimensional case
θ
Ξ1(θ)
Figure 2. The set Ξ1(θ) = Ξ2(θ) in the 2-dimensional case
It may seem that the definition of these objects is overcomplicated;
for example, one may be tempted to define Ξ3(V) by Figure 5. This
22 L.PARNOVSKI (7.11.2018)
θ
Ξ3(θ)
Figure 3. The set Ξ3(θ) in the 2-dimensional case
θ Ξ(θ)
Figure 4. The set Ξ(θ) in the 2-dimensional case; here,
Θ = {(0, 0), (±1, 0), (0,±1)} consists of five elements.
definition is indeed simpler and it would work in the 2-dimensional
case; however, if we try to extend this definition to higher dimensions,
we would find out that lemma 5.12 no longer holds. One more remark
concerning the definitions of the sets Ξ is that it is very difficult to
make a mental picture of them in high dimensions (even when d = 3).
A good approach to working with these sets is to do it on a purely
formal level, without trying to imagine how they look like.
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θ
Figure 5. Bad definition of the set Ξ3(θ) in the 2-
dimensional case
We also put
D := ∪dm=1 ∪W∈V(m) Ξ1(W) (5.12)
and
B := A \D. (5.13)
We will often call the set D the resonance region and the set B the
non-resonance region.
Note that the definitions (5.7)–(5.11) make sense for the subspace
U0 := {0} ∈ V(0). In particular, we have Ξ0(U0) = Ξ1(U0) = A,
Ξ2(U0) = Ξ3(U0) = B, and
Ξ(U0) = B+ΘM . (5.14)
Let us now formulate several properties of the sets Ξj. In what
follows, we always assume that ρ and R are sufficiently large. We also
assume that Ln = ρ
qn with qn+1 ≥ qn + 3p for all n, qd ≤ 1/3, and
K = ρp with q1 ≥ 3p > 0. We also put q0 = 0 so that L0 = 1. From
now on, we fix the values p and qn satisfying these conditions; say, we
put
qn = 3np, p = (9d)
−1. (5.15)
Finally, we assume that M > 2 and that ρp > R2β, where β is the
maximal possible value the exponent α(n,m, l) from lemma 4.10 can
attain.
Lemma 5.1. Ξ0(R
d) = ∅.
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Proof. This statement is obvious since if V = Rd, then for each ξ we
have ξ = ξV; therefore one cannot have a point ξ ∈ A with |ξV| <
Ld ≤ ρ
1/3. 
Lemma 5.2. Let V ∈ V(n), 0 ≤ n < d, and ξ ∈ Ξ1(V). Then
|ξV| < 2Ln.
Proof. The condition ξ ∈ Ξ1(V) means that ξ ∈ A and there exists
ξ′ ∈ A, |ξ′
V
| < Ln such that ξ − ξ
′ ∈ V. These conditions imply
||FξV|
2 − |Fξ′
V
|2| = ||Fξ|2 − |Fξ′|2| ≪ 1.
Now the statement is obvious. 
Corollary 5.3. If ξ ∈ Ξ(V), then |ξV| ≪ Ln.
Lemma 5.4. Suppose, V1 ∈ V(n1) and V2 ∈ V(n2) are two subspaces
such that neither of them is contained in the other one. Let ξj ∈
Ξ2(Vj). Then |ξ1 − ξ2| > L1.
Proof. The conditions of lemma imply |(ξj)Vj | ≪ Lnj , j = 1, 2. Let
W = V1 +V2, U = V1 ∩V2, dimU = l. Then W is an integer 6MR-
subspace, say W ∈ V(m). Also, conditions of lemma imply that W 6=
Vj, so m > nj. Suppose, the statement of lemma does not hold, i.e.
|ξ1 − ξ2| ≤ L1. Then |(ξ1 − ξ2)V2 | ≪ L1 and thus |(ξ1)V2 | ≪ Ln2. By
corollary 4.11, the angle between FV1 and FV2 is at least CR
−α(n1,n2,l).
Since the projections of ξ1 onto V1 and V2 are smaller than Ln1 and
2Ln2 respectively, it is a simple geometry to deduce that |(ξ1)W| ≪
(Ln1 + Ln2)R
α(n1,n2,l). Due to the conditions stated before lemma 5.1,
this implies |(ξ1)W| < Lm. Therefore, ξ1 ∈ Ξ1(W). Now definition
(5.9) implies that ξ1 6∈ Ξ2(V1), which contradicts our assumptions.
Thus, |ξ1 − ξ2| > L1. 
Corollary 5.5. Suppose, V1 ∈ V(n1) and V2 ∈ V(n2) are two sub-
spaces such that neither of them is contained in the other one. Let
ξj ∈ Ξ(Vj). Then |ξ1 − ξ2| ≫ L1.
Lemma 5.6. Let V ∈ V(n) and ξ ∈ Ξ3(V). Then ||Fξ|
2−ρ2| ≪ KLn
and ||Fξ⊥
V
|2 − ρ2| ≪ L2n.
Proof. The assumption of lemma imply that there exists η ∈ Ξ2(V)
such that ξ − η ∈ V and |ξ − η| < K. Lemma 5.2 implies |ξV| ≪
Ln, and thus ||Fξ|
2 − |Fη|2| = ||FξV|
2 − |FηV|
2| ≪ KLn. The first
statement now follows from the fact that η ∈ A. Now we compute:
ρ2 − |Fξ⊥V|
2 = |Fξ|2 +O(KLn)− |Fξ
⊥
V|
2 = |FξV|
2 +O(KLn) = O(L
2
n)
by corollary 5.3. 
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Factorizing the LHS’s of the estimates from this lemma, we immedi-
ately obtain the following
Corollary 5.7. Let V ∈ V(n) and ξ ∈ Ξ3(V). Then ||Fξ| − ρ| ≪
ρp+qn−1 and ||Fξ⊥
V
| − ρ| ≪ ρ2qn−1.
Lemma 5.8. Let V ∈ V(n) and ξ ∈ Ξ3(V). Suppose, for some η ∈ A
we have ξ − η ∈ V. Then η ∈ Ξ2(V).
Proof. Definition (5.8) implies that η ∈ Ξ1(V). Therefore, in order to
prove our lemma, we need to show that for any W ∈ V(m) (m > n),
V ⊂ W, we have η 6∈ Ξ1(W). Suppose, this is not the case and
η ∈ Ξ1(W). Then the fact that ξ ∈ Ξ3(V) means that there exists a
vector ξ˜ ∈ Ξ2(V) with ξ−ξ˜ ∈ V. But then η−ξ˜ ∈ V ⊂W. Therefore,
ξ˜ ∈ Ξ1(W). This contradicts the assumption ξ˜ ∈ Ξ2(V). The lemma
is proved. 
Lemma 5.9. Let V ∈ V(n) and ξ ∈ Ξ3(V). Suppose, for some η ∈ V
we have α := ξ + η 6∈ Ξ3(V). Then ||Fα|
2 − ρ2| ≫ K2.
Proof. Let α˜ be the point which satisfies the following conditions: α˜−
α ∈ V, α˜ ∈ A, and the vector αV is a non-negative multiple of α˜V (a
simple geometrical argument shows that such a point always exists).
Then lemma 5.8 implies that α˜ ∈ Ξ2(V). Therefore, since α 6∈ Ξ3(V),
we have ||Fα˜V| − |FαV|| = |Fα˜V− FαV| ≫ K. Moreover,
||Fα|2 − |Fα˜|2| = ||FαV|
2 − |Fα˜V|
2|
= ||FαV| − |Fα˜V|| ||FαV|+ |Fα˜V|| ≥
(
|FαV| − |Fα˜V|
)2
≫ K2.
This finishes the proof, since ||Fα˜|2 − ρ2| ≪ 1. 
Lemma 5.10. Let V ∈ V(n) and ξ ∈ Ξ3(V). Suppose, θ ∈ Θ
′
6M ,
θ 6∈ V. Denote η := ξ + θ. Then ||Fη|2 − ρ2| ≫ K2Ln.
Proof. Let W be the linear span of V and θ, and let U := R(θ) be the
one-dimensional subspace.
Assume first that |ξU| ≤ K
2Ln. Then, since |ξV| ≤ Ln, the ge-
ometrical argument similar to the one used in the proof of lemma
5.4 implies that |ξW| < Ln+1/2 (recall that the assumption we have
made on the exponents p and qn imply that Ln+1 ≥ K
3Ln). Since
ξ ∈ Ξ3(V), there exists a vector ξ˜ ∈ Ξ2(V), |ξ − ξ˜| < K. Therefore,
|ξ˜W| ≤ |ξW| + |(ξ˜ − ξ)W| < Ln+1, which implies ξ˜ ∈ Ξ1(W). This
contradicts the condition ξ˜ ∈ Ξ2(V).
Therefore, we must have |ξU| > K
2Ln. This implies
||Fη|2 − |Fξ|2| = ||F(ξU+ θ)|
2 − |FξU|
2| ≫ K2Ln.
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Now it remains to notice that lemma 5.6 implies that ||Fξ|2 − ρ2| ≪
KLn. This finishes the proof. 
Corollary 5.11. Let V ∈ V(n) and ξ ∈ Ξ3(V). Suppose, θ ∈ Θ
′
6M
and η = ξ + θ 6∈ Ξ3(V). Then ||Fη|
2 − ρ2| ≫ K2.
Proof. If θ ∈ V, then the statement follows from lemma 5.9, and if
θ 6∈ V, the statement follows from lemma 5.10. 
Lemma 5.12. For each two different integer subspaces Vj ∈ V(nj),
j = 1, 2, 0 ≤ nj < d we have (Ξ(V1) + Θ1) ∩ (Ξ(V2) + Θ1) = ∅.
Proof. Suppose, ξ ∈ (Ξ(V1) + Θ1) ∩ (Ξ(V2) + Θ1). Then corollary 5.5
implies that one of the subspaces Vj is inside the other, say V1 ⊂ V2.
Moreover, there exist two points, ξ1 ∈ Ξ3(V1) and ξ2 ∈ Ξ3(V2) such
that θj := ξj − ξ ∈ ΘM+1. Then θ := ξ1 − ξ2 = θ1 − θ2 ∈ Θ3M .
There are two possibilities: either θ ∈ V2, or θ 6∈ V2.
Assume first that θ ∈ V2. Since ξj ∈ Ξ3(Vj), there exist points ξ˜j ∈
Ξ2(Vj) such that ξ˜j − ξj ∈ Vj, |ξ˜j − ξj | < K. But then ξ˜1 − ξ˜2 ∈ V2.
Since ξ˜2 ∈ Ξ2(V2) ⊂ Ξ1(V2), according to definition (5.8) this means
that ξ˜1 ∈ Ξ1(V2). Now definition (5.9) implies ξ˜1 6∈ Ξ2(V1) which
contradicts our assumption.
Assume now θ 6∈ V2. Then lemma 5.10 implies
||Fξ1|
2 − ρ2| = ||F(ξ2 + θ)|
2 − ρ2| ≫ K2Ln2 .
However, this contradicts the inequality ||Fξ1|
2 − ρ2| ≪ KLn1 which
was established in lemma 5.6. 
Corollary 5.13. Each point ξ ∈ A belongs to precisely one of the sets
Ξ(V).
Proof. Indeed, definitions (5.7)–(5.14) imply that each point ξ ∈ A
belongs to at least one of the sets Ξ(V). The rest follows from lemma
5.12. 
Let us introduce more notation. Let C ⊂ Rd be a measurable set.
We denote by P(k)(C) the orthogonal projection in H = L2([0, 2π]d)
onto the subspace spanned by the exponentials eξ(x), ξ ∈ C, {ξ} = k.
Lemma 5.14. For arbitrary set C ⊂ Rd and arbitrary k we have:
V ′P(k)(C) = P(k)(C+Θ1)V
′
P
(k)(C) (5.16)
Proof. This follows from the obvious observation that if ξ = m+k ∈ C
and |n| ≤ R, then ξ + n ∈
(
C+Θ1
)
. 
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We are going to apply lemma 3.2 and now we will specify what are
the projections P lj . The construction will be the same for all values of
quasi-momenta, so often we will skip k from the superscripts. For each
V ∈ V(n), n = 0, 1, . . . , d − 1 we put P (V) := P(k)
(
Ξ(V)
)
. We also
define Pj(V) := P
(k)
(
(Ξ3(V) + Θj) \ (Ξ3(V) + Θj−1)
)
, j = 1, . . . ,M ,
P0
(
V) = P(k)(Ξ3(V)
)
. We also denote Q := I −
(∑
V
P (V)
)
(the sum
is over all integer 6MR-subspaces of dimension n = 0, 1, . . . , d − 1).
Now we apply lemma 3.2 with the set of projections being {P (V)},
J := [λ − 20v, λ + 20v], and H0 = H0(k). Let us check that all the
conditions of lemma 3.2 are satisfied assuming, as before, that all the
conditions before lemma 5.1 are fulfilled. Indeed, lemmas 5.12 and
5.14 imply that P (V1)P (V2) = 0 and P (V1)V P (V2) = 0 for differ-
ent subsets V1 and V2 (in particular, Q is also a projection). Prop-
erties P (V) =
∑M
j=0 Pj(V), Pj(V)V Pl(V) = 0 for |j − l| > 1 and
Pj(V)V Q = 0 for j < M follow from the construction of the projections
Pj(V) and lemma 5.14. Since A ⊂ ∪VΞ3(V), the distance between the
spectrum of QH0Q and J is greater than 6v. Corollary 5.11 implies
that the distances between the spectra of Pj(V)H0Pj(V), j = 1, . . . ,M
and J are ≫ K2. All these remarks imply that we can apply lemma
3.2 (or rather corollary 3.3) and, instead of studying eigenvalues in-
side J of H ′(k), study eigenvalues of H˜(k) :=
∑
V
P (V)H ′(k)P (V);
the distance between any eigenvalue of H ′(k) lying inside J and the
corresponding eigenvalue of H˜(k) is ≪ ρ−4Mp.
To be more precise, we do the following. Assume ξ = n + k ∈ A.
Then ξ ∈ Ξ(V) for some uniquely defined V ∈ V(n). In the following
sections, we will define a mapping g˜ : ξ 7→ µτ(ξ)(P (V)H
′(k)P (V)),
where τ = τ(ξ) is a function with values in N. The mapping g˜
will be an injection and any eigenvalue of P (V)H ′(k)P (V) inside J
will have a pre-image under g˜. Then, g˜(ξ) is also an eigenvalue of∑
V
P (V)H ′(k)P (V) +QH ′(k)Q, say
g˜(ξ) = µτ1(ξ)
(∑
V
P (V)H ′(k)P (V) +QH ′(k)Q
)
.
Then lemma 3.2 implies that |g˜(ξ) − µτ1(ξ)(H
′(k))| ≪ ρ−4Mp. We
then define f(ξ) := µτ1(ξ)(H(k)) so that |g˜(ξ) − f(ξ)| ≪ ρ
−4Mp. In
order to construct the mapping g, we compute g˜ (or at least obtain
an asymptotic formula for it) and then, roughly speaking, throw away
terms which are sufficiently small for our purposes.
In the next two sections, we discuss how to obtain an asymptotic
formula for g˜ when ρ is large. We will consider separately the case
ξ ∈ Ξ2(U0) = B (recall that U0 = {0} ∈ V(0) and we have called B
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the non-resonance region) and the case of ξ lying inside the resonance
region D. We start by looking at the case ξ ∈ B.
6. Computation of the eigenvalues outside resonance
layers
First of all, we notice that lemma 5.10 implies that the operator
P (U0)H
′(k)P (U0) splits into the direct sum of operators. Namely,
P (U0)H
′(k)P (U0) =
⊕
P
(k)(ξ +ΘM)H
′(k)P(k)(ξ +ΘM), (6.1)
the sum being over all ξ ∈ B with {ξ} = k. We denote by g˜(ξ)
the eigenvalue of P(k)(ξ + ΘM)H
′(k)P(k)(ξ + ΘM) which lies within
the distance v from |Fξ|2 (Lemma 5.10 implies that this eigenvalue is
unique). Our next task is to compute g˜(ξ). In this section we will
prove the following lemma:
Lemma 6.1. Let R < ρpd
−1/2. Then the following asymptotic formula
holds:
g˜(ξ) ∼ |Fξ|2
+
∞∑
r=1
∑
η1,...,ηr∈Θ
′
M
∑
n1+···+nr≥2
An1,...,nr〈ξ,Gη1〉
−n1 . . . 〈ξ,Gηr〉
−nr (6.2)
in the sense that for each m ∈ N we have
g˜(ξ)− |Fξ|2
−
m∑
r=1
∑
η1,...,ηr∈Θ
′
M
∑
2≤n1+···+nr≤m
An1,...,nr〈ξ,Gη1〉
−n1 . . . 〈ξ,Gηr〉
−nr
= O(ρ−(m+1)p).
(6.3)
uniformly over R < ρpd
−1/2. Here, An1,...,np is a polynomial of the
Fourier coefficients Vˆ (ηj) and Vˆ (ηj − ηl) of the potential.
Proof. Let us denote
a(η) = |F(ξ + η)|2. (6.4)
The matrix of P (ξ +ΘM)H
′(k)P (ξ +ΘM) has the following form:
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

a(0) Vˆ (η1) Vˆ (η2) . . . Vˆ (ηn) . . .
Vˆ (η1) a(η1) Vˆ (η2 − η1) . . . Vˆ (ηn − η1) . . .
Vˆ (η2) Vˆ (η2 − η1) a(η2) . . . Vˆ (ηn − η2) . . .
...
...
...
. . .
... . . .
Vˆ (ηn) Vˆ (ηn − η1) Vˆ (ηn − η2) . . . a(ηn) . . .
...
...
... . . .
...
. . .


(6.5)
The diagonal elements of this matrix equal |F(ξ+ η)|2 (with η run-
ning over ΘM) and off-diagonal elements are Fourier coefficients of the
potential (and are thus bounded). Let L be the number of columns of
this matrix; obviously, L ≍ Rd.
Let us compute the characteristic polynomial p(µ) of (6.5). The
definition of the determinant implies
p(µ) =
( ∏
η∈ΘM
(a(η)− µ)
)
+
L∑
m=2
Jm(µ), (6.6)
where Jm consists of products of exactly (L − m) diagonal terms of
(6.5) and m off-diagonal terms. Put Jm = J
′
m + J
′′
m, where J
′
m (resp.
J ′′m) consists of all terms, not containing (resp. containing) (a(0)− µ).
Then we can re-write (6.6) as
p(µ) =
( ∏
η∈Θ′
M
(a(η)− µ)
)(
(a(0)− µ) + I(µ)
)
, (6.7)
where I(µ) :=
∑L−1
m=1 Im(µ) +
∑L
m=2 I˜m(µ) with
Im :=
J ′m+1∏
η∈Θ′
M
(a(η)− µ)
and
I˜m :=
J ′′m∏
η∈Θ′
M
(a(η)− µ)
.
We can easily compute the first several terms:
I1(µ) := −
∑
η∈Θ′
M
|Vˆ (η)|2
a(η)− µ
, (6.8)
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I2(µ) := −
∑
η,η′∈Θ′
M
,η6=η′
2ℜ(Vˆ (η)Vˆ (η − η′)Vˆ (η′))
(a(η)− µ)(a(η′)− µ)
,
I˜2(µ) := −(a(0)− µ)
∑
η,η′∈Θ′
M
,η6=η′
|Vˆ (η − η′)|2
(a(η)− µ)(a(η′)− µ)
.
(6.9)
Overall, Im is the sum of O(R
dn) terms of the form
Wm(η1, . . . ,ηn)
(a(η1)− µ) . . . (a(ηn)− µ)
, (6.10)
and I˜m is the sum of O(R
dn) terms of the form
(a(0)− µ)
W˜m(η1, . . . ,ηn)
(a(η1)− µ) . . . (a(ηn)− µ)
. (6.11)
Here, Wm(η1, . . . ,ηn) and W˜m(η1, . . . ,ηn) are some polynomials of
Vˆ (ηj) and Vˆ (ηj − ηl).
On the interval [a(0) − v, a(0) + v] the equation p(µ) = 0 has a
unique solution, which we have called g˜(ξ); this is the solution of the
equation a(0) − µ + I(µ) = 0. After denoting F (µ) := a(0) + I(µ),
this equation becomes equivalent to µ = F (µ). Throughout the rest
of the section we will assume that µ ∈ [a(0) − v, a(0) + v]. Then,
since ξ ∈ B, lemma 5.10 guarantees that |a(η) − a(0)| ≫ ρ2p for
η ∈ Θ′M . This implies In(µ) = O(R
dnρ−2np) = O(ρ−np); similarly,
I˜n(µ) = O(ρ
−np). Computing the derivatives, we see that d
dµ
In(µ) and
d
dµ
I˜n(µ) are O(ρ
−np) as well. Slightly more careful analysis shows that
in fact I1 = O(R
dρ−4p) = O(ρ−2p) and d
dµ
I1 = O(R
dρ−4p) = O(ρ−2p).
Indeed, we have:
I1(µ) = −
∑
η∈Θ′
M
|Vˆ (η)|2
a(η)− µ
= −
1
2
∑
η∈Θ′
M
|Vˆ (η)|2(
1
a(η)− µ
+
1
a(−η)− µ
)
= −
1
2
∑
η∈Θ′
M
|Vˆ (η)|2(
a(η) + a(−η)− 2µ
(a(η)− µ)(a(−η)− µ)
)
= −
∑
η∈Θ′
M
|Vˆ (η)|2(
a(0) + |Fη|2 − µ
(a(η)− µ)(a(−η)− µ)
),
(6.12)
and it remains to notice that
∑
η∈Θ′
M
|Vˆ (η)|2 is bounded by the square
of the L2-norm of V . These estimates show that when R < ρ
pd−1/2,
BETHE-SOMMERFELD CONJECTURE (7.11.2018) 31
we have I(µ) = O(ρ−2p) and d
dµ
F (µ) = d
dµ
I(µ) = O(ρ−2p). We will
find λ˜(ξ) using a sequence of approximations. We define a sequence
µk in the following way: µ0 = a(0), µk+1 = F (µk) = a(0) + I(µk).
Since |µk+1 − g˜(ξ)| = |F (µk) − F (g˜(ξ))| = |µk − g˜(ξ)|O(ρ
−2p) and
|µ0 − g˜(ξ)| = O(1), we have:
|µk − g˜(ξ)| = O(ρ
−2kp). (6.13)
Therefore, we will prove the lemma if we show that for all k ≥ 1 the
approximation µk enjoys the same asymptotic behaviour (6.2), at least
up to an error O(ρ−kp). This computation is straightforward. For
example, we have
µ1 = |Fξ|
2 + I1(|Fξ|
2) + I2(|Fξ|
2) + I˜2(|Fξ|
2) +O(ρ−3p),
and, using (6.12), we obtain:
I1(a(0)) = −
∑
η∈Θ′
M
|V (η)|2(
|Fη|2
(a(η)− a(0))(a(−η)− a(0))
)
=
∑
η∈Θ′
M
|V (η)|2(
|Fη|2
(2〈Fξ,Fη〉+ |Fη|2)(2〈Fξ,Fη〉 − |Fη|2)
)
=
∑
η∈Θ′
M
|V (η)|2(
|Fη|2
4〈Fξ,Fη〉2 − |Fη|4
)
=
∑
η∈Θ′
M
|V (η)|2(
4−1|Fη|2〈Fξ,Fη〉−2
1− 4−1|Fη|4〈Fξ,Fη〉−2
)
=
∑
η∈Θ′
M
|V (η)|2
∞∑
n=1
4−n|Fη|4n−2〈Fξ,Fη〉−2n
=
∑
η∈Θ′
M
|V (η)|2
∞∑
n=1
4−n|Fη|4n−2〈ξ,Gη〉−2n.
(6.14)
Computations of I2(a(0)) are similar (and, obviously, I˜2(a(0)) = 0),
only now the result will have terms which involve inner products of ξ
with two different η’s. Thus,
µ1 = |Fξ|
2 +
∑
η1,η2∈Θ
′
M
∑
n1,n2
An1,n2〈ξ,Gη1〉
−n1〈ξ,Gη2〉
−n2 +O(ρ−3p),
(6.15)
the sum being over all n1, n2 with n1 + n2 ≥ 2 (in fact, we can take
the sum over n1 + n2 = 2, since other terms will be O(ρ
−3p)). Using
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induction, it is easy to prove now that
µk = |Fξ|
2
+
k+1∑
r=1
∑
η1,...,ηr∈Θ
′
M
∑
n1,...,nr
An1,...,nr〈ξ,Gη1〉
−n1 . . . 〈ξ,Gηr〉
−nr
+O(ρ−(k+2)p),
(6.16)
the sum being over 2 ≤
∑r
j=1 nj ≤ k + 1; An1,...,np is a polynomial
of {Vˆ (ηj)} and {Vˆ (ηj − ηl)}. Indeed, if µk satisfies (6.16), then a
calculation similar to (6.14) shows that for each η ∈ Θ′M the fraction
1
a(η)−µk
can be decomposed as a sum of products of negative powers
of 〈ξ,Gηj〉. Therefore, all functions In(µk) (and, thus, I(µk)) ad-
mit similar decomposition. This implies that the next approximation
µk+1 = |Fξ|
2 + I(µk) also satisfies (6.16).
Estimate (6.13) now shows that the asymptotic formula (6.3) holds.

We now define g(ξ) as the finite part of the RHS of the expansion
(6.2), namely
g(ξ) = |Fξ|2
+
4M∑
r=1
∑
η1,...,ηr∈Θ
′
M
∑
n1+···+nr≥2
An1,...,nr〈ξ,Gη1〉
−n1 . . . 〈ξ,Gηr〉
−nr .
(6.17)
Lemma 6.2. We have:
|g(ξ)− g˜(ξ)| ≪ ρ−4Mp. (6.18)
Proof. This follows from lemma 6.1. 
7. Computation of the eigenvalues inside resonance
layers
Now let us fix V ∈ V(n), 1 ≤ n ≤ d − 1, and try to study the
eigenvalues of P (V)H ′(k)P (V). Let ξ = n+ k ∈ Ξ3(V). We denote
Υj = Υj(ξ) :=
(
(ξ + (V ∩ Zd)) ∩ Ξj(V)
)
, j = 0, 1, 2, 3, (7.1)
Υ = Υ(ξ) := Υ3(ξ) + ΘM , (7.2)
P (ξ) := P(k)
(
Υ(ξ)
)
, (7.3)
H ′(ξ) := P (ξ)H ′(k)P (ξ), (7.4)
H0(ξ) := P (ξ)H0(k)P (ξ), (7.5)
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and
V ′ξ := P (ξ)V
′P (ξ). (7.6)
Out of all sets denoted by the letter Υ, we will mostly use Υ3(ξ) and
θ
ξ
Figure 6. The sets Ξ3(θ) and Υ3(ξ)
θ
ξ
ϒ (ξ)
Figure 7. The sets Ξ3(θ) and Υ(ξ); here, Θ =
{(0, 0), (±1, 0), (0,±1)} consists of five elements.
Υ(ξ); see Figures 6-7 for an illustration of these sets when d = 2. Let
us establish some simple properties of these sets.
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Lemma 7.1. Suppose, η ∈ Υ(ξ) \Υ3(ξ). Then ||Fη|
2 − λ| ≫ K2 (in
particular, η 6∈ A).
Proof. The assumptions of the lemma imply that η = ξ˜ + θ with
ξ˜ ∈ Υ3(ξ) and θ ∈ ΘM . If θ 6∈ V, the statement follows from lemma
5.10. Assume θ ∈ V. Then η 6∈ Ξ3(V) (otherwise we had η ∈ Υ3(ξ)).
Now the statement follows from lemma 5.9. 
Lemma 7.2. We have Υ3(ξ) ⊂ Ξ3(V) and Υ(ξ) ⊂ Ξ(V). If η ∈
Υ(ξ), then η − ξ ∈ Zd. If for some ξ1, ξ2 ∈ Ξ3(V) we have Υ(ξ1) ∩
Υ(ξ2) 6= ∅, then Υ(ξ1) = Υ(ξ2).
Proof. The first three statements follow immediately from the defini-
tions. Assume Υ(ξ1) ∩ Υ(ξ2) 6= ∅, say η ∈ Υ(ξ1) ∩ Υ(ξ2). Then
η = ξ˜j + θj , j = 1, 2, with ξ˜j ∈ Ξ3(V) and θj ∈ ΘM . Then
ξ˜1 = ξ˜2 + (θ2 − θ1). Since θ2 − θ1 ∈ Θ2M , lemmas 5.10 and 5.6 imply
that θ2−θ1 ∈ V. Therefore, ξ2−ξ1 ∈ (V∩Z
d), so Υ(ξ1) = Υ(ξ2). 
Lemma 7.2 implies that the operator P (V)H ′(k)P (V) splits into the
direct sum:
P (V)H ′(k)P (V) =
⊕
H ′(ξ), (7.7)
the sum being over all classes of equivalence of ξ ∈ Ξ3(V) with {ξ} = k.
Two vectors ξ1 and ξ2 are equivalent if Υ(ξ1) = Υ(ξ2).
Remark 7.3. The programme formulated at the end of section 5 re-
quires to put into correspondence to each point ξ ∈ Ξ3(V) a number
g˜(ξ) which is an eigenvalue of P (V)H ′(k)P (V). It is natural to choose
g˜(ξ) to be an eigenvalue of H ′(ξ), say g˜(ξ) = µj(H
′(ξ)), where j = j(ξ)
is some natural number, and the mapping j : Υ(ξ) → N is (at least)
an injection. There are certain technical problems with defining the
function j. The first problem is that the sets Υ(ξ1) and Υ(ξ2) can
have different number of elements for different ξ1, ξ2 ∈ Ξ3(V) (as Fig-
ure 8 illustrates), and the mapping j obviously has to take care of this
fact. The second problem is that the mapping j cannot possibly be
continuous (otherwise, since it takes only natural values, it would be
constant and therefore not an injection), so g˜ as well cannot be contin-
uous. Finally, we want g˜(ξ) not to change too much when we change ξ
a little. We cannot exactly achieve this (since, as we mentioned above,
g˜ must be discontinuous), but we can achieve some weaker version of
this (see lemma 7.11 for the precise statement).
Hence, we will study operators H ′(k) for each ξ = m + k ∈ Ξ(V)
with {ξ} = k. Recall that we have denoted by ξV and ξ
⊥
V vectors such
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θ ξ1 ξ2
ϒ3(ξ1)
ϒ3(ξ2)
Figure 8. The sets Υ3(ξ1) (dots) and Υ3(ξ2) (crosses)
have different number of elements
that ξ = ξV+ ξ
⊥
V
, ξV ∈ V, Gξ
⊥
V
⊥ V. Let us also define
r = r(ξ) := |Fξ⊥
V
|, ξ′
V
:= ξ⊥
V
/r, (7.8)
so that |Fξ′
V
| = 1. We can think of the triple (r, ξ′
V
, ξV) as the cylin-
drical coordinates on Ξ(V). Corollary 5.3 implies that |ξV| ≪ ρ
qn;
corollary 5.7 implies
|r − ρ| = O(ρ2qn−1) = O(ρ−1/3), (7.9)
since qn ≤ 1/3; in particular, we have r > 0. The current objective is
to express the asymptotic behaviour of eigenvalues of H ′(ξ) inside J in
terms of r. In order to do this, we want to compare the eigenvalues of
H ′(ξ1) and H
′(ξ2) when ξ1, ξ2 ∈ Ξ(V) are two points which are close
to each other. Since the operators H ′(ξ1) and H
′(ξ2) act in different
Hilbert spaces P (ξj)H, we first need to map these Hilbert spaces onto
each other. A natural idea is to employ the mapping Fξ1,ξ2 : P (ξ1)H→
P (ξ2)H defined in the following way:
Fξ1,ξ2(eη) = eη+ξ2−ξ1 . (7.10)
This mapping is ‘almost’ an isometry, except for the fact that it is not
well-defined, i.e. it could happen for example that η ∈ Υ(ξ1), but
(η + ξ2 − ξ1) 6∈ Υ(ξ2) (Figure 8 illustrates how this can happen). In
order to avoid this, we will extend the sets Υ(ξ). We do this in the
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following way. First, for ξ1, ξ2 ∈ Ξ2(V) we define
Υ(ξ1; ξ2) := Υ(ξ1) ∪
(
Υ(ξ2)− ξ2 + ξ1
)
(7.11)
and, similarly,
Υ3(ξ1; ξ2) := Υ3(ξ1) ∪
(
Υ3(ξ2)− ξ2 + ξ1
)
(the set Υ3(ξ2; ξ1) is shown on Figure 9). We also define
P (ξ1; ξ2) := P
(k1)
(
Υ(ξ1; ξ2)
)
, (7.12)
where k1 := {ξ1};
H ′(ξ1; ξ2) := P (ξ1; ξ2)H
′(ξ1)P (ξ1; ξ2), (7.13)
and
H0(ξ1; ξ2) := P (ξ1; ξ2)H0(ξ1)P (ξ1; ξ2). (7.14)
θ ξ1 ξ2
ϒ3(ξ1)
ϒ3(ξ2; ξ1)
Figure 9. Now the sets Υ3(ξ1; ξ2) = Υ3(ξ1) (dots) and
Υ3(ξ2; ξ1) (stars) have the same number of elements
Suppose also that ξ ∈ Ξ2(V) and let U ⊂ Ξ2(V) be a set containing
ξ of diameter ≪ ρ−1. Denote
Υ(ξ;U) := ∪η∈UΥ(ξ;η), (7.15)
Υ3(ξ;U) := ∪η∈UΥ3(ξ;η),
P (ξ;U) = P(k)
(
Υ(ξ;U)
)
,
H ′(ξ;U) := P (ξ;U)H ′(ξ)P (ξ;U), (7.16)
and
H0(ξ;U) := P (ξ;U)H0(ξ)P (ξ;U). (7.17)
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Notice that Υ(ξ1; ξ2) = Υ(ξ1; {ξ1, ξ2}).
Now if we define the mapping Fξ1,ξ2 : P (ξ1; ξ2)H → P (ξ2; ξ1)H by
formula (7.10), this mapping will be a bijection and an isometry, since
obviously
Υ(ξ2; ξ1) = Υ(ξ1; ξ2) + ξ2 − ξ1.
Similarly, if U is any set containing ξ1 and ξ2, then the mapping Fξ1;U :
P (ξ1;U)H → P (ξ2;U)H defined by (7.10) will be a bijection and an
isometry, since
Υ(ξ2;U) = Υ(ξ1;U) + ξ2 − ξ1.
Note also that if η ∈ Υ(ξ;U), then η − ξ ∈ Zd.
The problem, of course, is that in general the spectra of H ′(ξ1) and
H ′(ξ1; ξ2) (or H
′(ξ1;U)) can be quite far from each other. However,
we can give sufficient conditions which guarantee that the spectra of
H ′(ξ1) and H
′(ξ1; ξ2) (or rather the parts of the spectra lying inside J)
are within a small distance (of order O(ρ−4Mp)) from each other. The
following statement is a straightforward corollary of lemma 3.2.
Lemma 7.4. a) Let ξ1, ξ2 ∈ Ξ2(V) ⊂ A satisfy |ξ1 − ξ2| < ρ
−1. Then
there exists a bijection G = Gξ1,ξ2 defined on a subset of the set of all
eigenvalues of H ′(ξ1) and mapping them to a subset of the set of all
eigenvalues of H ′(ξ1; ξ2) (eigenvalues in both sets are counted including
multiplicities) satisfying the following properties:
(i) all eigenvalues of H ′(ξ1) (resp. H
′(ξ1; ξ2)) inside J are in the
domain (resp. range) of Gξ1,ξ2;
(ii) for any eigenvalue µj(H
′(ξ1)) ∈ J (and thus in the domain of
Gξ1,ξ2) we have:
|µj(H
′(ξ1))−G(µj(H
′(ξ1)))| ≪ ρ
−4Mp. (7.18)
b) Suppose ξ ∈ U ⊂ Ξ2(V) and the diameter of U is ≪ ρ
−1. Then
there exists a bijection G = Gξ,U defined on a subset of the set of all
eigenvalues of H ′(ξ) and mapping them to a subset of the set of all
eigenvalues of H ′(ξ;U) (eigenvalues in both sets are counted including
multiplicities) satisfying the following properties:
(i) all eigenvalues of H ′(ξ) (resp. H ′(ξ;U)) inside J are in the
domain (resp. range) of Gξ,U ;
(ii) for any eigenvalue µj(H
′(ξ)) ∈ J (and thus in the domain of
Gξ,U) we have:
|µj(H
′(ξ))−G(µj(H
′(ξ)))| ≪ ρ−4Mp. (7.19)
Proof. Let us prove part a) of this lemma; part b) is proved analogously.
Suppose, ξ ∈ (Υ(ξ1; ξ2) \Υ(ξ1)). Let us prove that then
||Fξ|2 − ρ2| ≫ K2. (7.20)
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Indeed, we obviously have ξ˜ := ξ + ξ2 − ξ1 ∈ Υ(ξ2) ⊂ Ξ(V). Then
definitions (5.10), (5.11), (7.1) and (7.2) imply that ξ˜ = η˜ + a + θ,
η ∈
(
Ξ2(V) ∩ (ξ2 + V)
)
, a ∈ B(V, K), θ ∈ ΘM . If θ 6∈ V, (7.20)
follows from lemma 5.10 and the inequality
||Fξ|2 − |Fξ˜|2| ≪ 1,
which in turn follows from the conditions of lemma. Suppose θ ∈ V.
Then ξ − ξ1 = a + θ + (η − ξ2) ∈ V and, since ξ 6∈ Υ(ξ1), we have
ξ 6∈ Υ3(ξ1), which in turn implies ξ 6∈ Ξ3(V). Now (7.20) follows from
lemma 5.9.
Inequality (7.20) shows that as before we can apply lemma 3.2, or
rather its corollary 3.3. This time, we apply this lemma with H =
H ′(ξ1; ξ2), H0 = H0(ξ1; ξ2), n = 0, P
0 = P (ξ1), Q = P (ξ1; ξ2)−P (ξ1),
P 00 = P
(k1)(Υ3(ξ1)), P
0
j (V) := P (ξ1; ξ2)P
(k1)
(
(Υ3(ξ1)+Θj)\(Υ3(ξ1)+
Θj−1)
)
P (ξ1; ξ2), j = 1, . . . ,M . The fulfillment of all conditions of
lemma 3.2 follows from (7.20) and lemma 5.14. Now the statement of
lemma immediately follows from corollary 3.3. 
Remark 7.5. Part (iii) of corollary 3.3 shows that the bijection Gξ1,ξ2
is given by the following formula. Let l = l(ξ1, ξ2) be the number of
points
η ∈ Υ(ξ1; ξ2) \Υ(ξ1) (7.21)
with |Fη|2 < λ (notice that if η satisfies (7.21), then |Fη| 6∈ J). Then
Gξ1,ξ2(µj(H
′(ξ1))) = µj+l(H
′(ξ1; ξ2))). Similarly, if l = l(ξ, U) is the
number of points
η ∈ Υ(ξ;U) \Υ(ξ) (7.22)
with |Fη|2 < λ, then Gξ,U(µj(H
′(ξ))) = µj+l(H
′(ξ;U))).
The next lemma shows that the eigenvalues ofH ′(ξ;U) do not change
much if we increase U ; this lemma is an immediate corollary of lemma
7.4.
Lemma 7.6. Let ξ ∈ U1 ⊂ U2 ⊂ Ξ2(V) and let the diameter of U2 be
≪ ρ−1. Denote by l = l(ξ;U1, U2) the number of points
η ∈ Υ(ξ;U2) \Υ(ξ;U1) (7.23)
with |Fη|2 < λ. Then:
a) for any eigenvalue µj(H
′(ξ;U1)) ∈ J we have:
|µj(H
′(ξ;U1))− µj+l(H
′(ξ;U2))| ≪ ρ
−4Mp; (7.24)
b) the number l(ξ;U1, U2) does not depend on ξ, i.e. if ξ1, ξ2 ∈ U1,
then l(ξ1;U1, U2) = l(ξ2;U1, U2).
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Proof. Part a) of lemma follows from lemma 7.4 and remark 7.5, since
l(ξ;U1, U2) = l2 − l1, lj := l(ξ;Uj), and we have
|µj(H
′(ξ))− µj+lj(H
′(ξ;Uj))| ≪ ρ
−4Mp, j = 1, 2. (7.25)
Let us prove part b). Suppose, η1 ∈ Υ(ξ1;U2)\Υ(ξ1;U1). Then, in the
same way as we have proved (7.20), we can show that ||Fη1|
2−λ| ≫ K2.
Denote η2 := η1 + (ξ2 − ξ1). The definitions of the sets Υ imply
that η2 ∈ Υ(ξ2;U2) \ Υ(ξ2;U1). Since |ξ2 − ξ1| ≪ ρ
−1, we have
||Fη2|
2− |Fη1|
2| ≪ 1. Therefore, the inequality |Fη1|
2 < λ is satisfied
if and only if the inequality |Fη2|
2 < λ is satisfied. This proves that
l(ξ1;U1, U2) = l(ξ2;U1, U2). 
As we have already mentioned, if ξ,η ∈ U , we have Υ(η;U) =
Υ(ξ;U) + (η − ξ), which implies that the mapping Fξ,η : P (ξ;U)H→
P (η;U)H defined by (7.10) is an isometry. Thus, by considering the
sets Υ(ξ;U) instead of Υ(ξ) we have overcome the first difficulty men-
tioned in remark 7.3. Now we will try to face the other problems
mentioned there.
Let η0 = 0,η1, . . . ,ηp be the complete system of representatives of
ΘM modulo V (we assume of course that ηj ∈ ΘM). That means that
each vector θ ∈ ΘM has a unique representation θ = ηj + a, a ∈ V.
Denote Ψj = Ψj(ξ) :=
(
ξ + ηj + (V ∩ Z
d)
)
∩Υ(ξ). Then
Υ(ξ) =
⋃
j
Ψj , (7.26)
and this is a disjoint union (on Figure 7, the set Ψ0 is the middle
column of dots, and Ψ1 and Ψ2 are the left and right columns).
Let us compute diagonal elements of H ′(ξ). Let η ∈ Υ(ξ). Then η
can be uniquely decomposed as
η = ξ + µ+ ηj (7.27)
with µ ∈ V ∩ Zd. Recall that H ′(ξ) = H0(ξ) + V
′
ξ and H0(ξ)eη =
|Fη|2eη whenever η ∈ Υ(ξ). Since Fξ
′
V
⊥ Fµ and Fξ′
V
⊥ FξV, we
have:
|Fη|2 = |F(ξ + ηj + µ)|
2 = |F(rξ′V+ ξV+ ηj + µ)|
2
= r2 + 2〈Fξ′
V
,Fηj〉r + |F((ξ + ηj)V+ µ)|
2.
(7.28)
This simple computation implies that
H ′(ξ) = r2I + rA+B. (7.29)
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Here, A = A(ξ) = A(ξV, ξ
′
V
, r) and B = B(ξ) = B(ξV, ξ
′
V
, r) are
self-adjoint operators acting in P (ξ)H in the following way:
A = 2
p∑
j=0
〈Fξ′V,Fηj〉P
(k)(Ψj);
in other words,
Aeη = 2〈Fξ
′
V,Fηj〉eη = 2〈Fξ
′
V,F(η − ξ)〉eη, (7.30)
and
Beη = |F((ξ + ηj)V+ µ)|
2eη + V
′
ξeη = (|FηV|
2 + V ′ξ)eη (7.31)
for all η ∈ Ψj(ξ) with ηj and µ being defined by (7.27). These defini-
tions imply that kerA = P(k)(Ψ0)H. Notice that
‖A(ξ)‖ ≪ R < ρ1/3 (7.32)
and
‖B(ξ)‖ ≪ L2n < ρ
2/3 (7.33)
due to our assumptions made before lemma 5.1; see also corollary 5.3.
The dependence of the operator pencil H ′ = r2I+rA+B on r is two-
fold: together with the obvious quadratic dependence, the coefficients
A and B depend on r as well. However, as we will show in lemma 7.7,
the second type of dependence is rather weak. Put
D(ξ) := r(ξ)A(ξ) +B(ξ).
By {νj(ξ)} we denote the eigenvalues ofD(ξ). Then according to (7.29)
the eigenvalues of H ′(ξ) are equal to
λj(ξ) = r
2(ξ) + νj(ξ). (7.34)
If ξ1, ξ2 ∈ Ξ3(V), then we can define the operator A(ξ1; ξ2) as the
operator defined by (7.30) with the domain P (ξ1; ξ2)H. Similarly, if U
is a set containing ξ of diameter ≪ ρ−1, then we define the operator
A(ξ;U) as the operator defined by (7.30) with the domain P (ξ;U)H.
In the same way, we can define B(ξ1; ξ2), B(ξ;U) (they are defined by
means of (7.31)), D(ξ1; ξ2) = r(ξ1)A(ξ1; ξ2) +B(ξ1; ξ2), and D(ξ;U).
We also denote by νj(ξ1; ξ2) the eigenvalues of D(ξ1; ξ2) and by
λj(ξ1; ξ2) = r
2(ξ1) + νj(ξ1; ξ2)
the eigenvalues of H ′(ξ1; ξ2); νj(ξ;U) and λj(ξ;U) are defined analo-
gously.
Let us now study how the eigenvalues change under the change of r.
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Lemma 7.7. Let ξ ∈ Ξ3(V), r = r(ξ). Let U be a set of diameter
≪ ρ−1 containing ξ. Let t be a real number with |t− r| ≪ ρ−1 and a =
a(t) ∈ Ξ2(V) be a unique point satisfying (a)V = (ξ)V, (a)
′
V
= (ξ)′
V
,
and r(a) = t (thus, when we vary t, the path a(t) is a straight interval
which goes along the F-perpendicular dropped from the point ξ onto
V). Suppose, a ∈ U . Let νj(t) (resp. λj(t)) denote the eigenvalues of
D(a(t);U) (resp. H ′(a(t);U)). Then
dνj(t)
dt
= O(ρ1/3) (7.35)
and
dλj(t)
dt
= 2t +O(ρ1/3) (7.36)
Proof. Let t1, t2 be real numbers satisfying |tj − r| ≪ ρ
−1 and a1 =
a(t1), a2 = a(t2) be the corresponding points inside Ξ3(V)∩U . First of
all, we notice that the mapping Fa1,a2 defined by (7.10) is an isometry
which maps P (a1;U)H onto P (a2;U)H. Moreover, the definitions of
the operators A and B imply that
A(a1;U) = Fa2,a1A(a2;U)Fa1,a2;
similarly,
B(a1;U) = Fa2,a1B(a2;U)Fa1,a2.
These unitary equivalencies show that the eigenvalues νj(t) are in fact
the eigenvalues of the linear operator pencil tA+B, with A and B being
any of the operators A(a;U) and B(a;U) with a satisfying (a)V = (ξ)V
and (a)′
V
= (ξ)′
V
; it does not matter which particular point a we have
chosen, since all corresponding operators are unitarily equivalent. For
example, we can choose A = A(ξ;U) and B = B(ξ;U). Now an
elementary perturbation theory shows that
dνj
dt
= 〈Auj, uj〉, (7.37)
where uj is the eigenvector ofD corresponding to the eigenvalue νj. The
estimate (7.32) shows that dνj/dt = O(ρ
1/3). This proves (7.35). The
estimate (7.36) follows from this and the identity λj(t) = t
2+νj(t). 
Using similar perturbative argument, we can study how the eigen-
values change when we change the other variables, namely, ξV and
ξ′V.
Lemma 7.8. Let ξ ∈ Ξ3(V), and let a ∈ Ξ3(V) be the point satisfying
r(a) = r(ξ), |a− ξ| ≪ ρ−1. Suppose, ξ, a ∈ U . Then
|λj(a;U)− λj(ξ;U)| = |νj(a;U)− νj(ξ;U)| ≪ |a− ξ|ρ
1/3. (7.38)
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Proof. Formula (7.34) and the condition r(a) = r(ξ) imply that λj(a;U)−
λj(ξ;U) = νj(a;U)− νj(ξ;U). Moreover, definitions (7.30) and (7.31)
imply that
||A(ξ;U)− Fa,ξA(a;U)Fξ,a|| ≪ |ξ
′
V
− a′
V
|R≪ |a− ξ|ρ−2/3 (7.39)
and
||B(ξ;U)− Fξ,aB(a;U)Fa,ξ|| ≪ |ξV− aV|(|ξV|+ Ln)≪ |a− ξ|ρ
1/3.
(7.40)
Indeed, let us check for example (7.39). Suppose, η ∈ Υ (say, η ∈ Ψj).
Then we have:
A(ξ;U)ǫη = 2〈Fξ
′
V,Fηj〉eη
and
Fa,ξAFξ,aǫη = 2〈Fa
′
V
,Fηj〉eη.
Since
|a′
V
− ξ′
V
| ≪ |a− ξ|ρ−1
and
|ηj| ≪ R,
we have (7.39). The estimate (7.40) can be proved analogously.
Therefore, since r(ξ) ∼ ρ, we have
||D(ξ;U)− Fξ,aD(a;U)Fa,ξ|| ≪ |a− ξ|ρ
1/3.
Since the spectra of D(a;U) and Fξ,aD(a;U)Fa,ξ coinside, this implies
|νj(ξ;U)− νj(a;U)| ≪ |a− ξ|ρ
1/3,
which finishes the proof. 
Let us summarize the information about the spectra ofH ′(ξ) we have
obtained so far. Recall that A1 is a slightly ‘slimmed down’ version of
A; it consists of all points ξ with |Fξ|2 ∈ J .
Lemma 7.9. Let ξ1, ξ2 ∈ U ⊂ Ξ2(V) ∩ A1 with the diameter of U
being ρ−1. Assume that µj(H
′(ξ1;U)) ∈ J . Then
|µj(H
′(ξ1;U))− µj(H
′(ξ2;U))| ≪ ρ|ξ1 − ξ2|+ ρ
−4Mp.
If we assume, moreover, that (ξ1)V = (ξ2)V and (ξ1)
′
V
= (ξ2)
′
V
, then
µj(H
′(ξ1;U))−µj(H
′(ξ2;U)) = (2ρ+O(ρ
1/3))(r(ξ1)−r(ξ2))+O(ρ
−4Mp).
Finally, if (ξ1)V = (ξ2)V, (ξ1)
′
V
= (ξ2)
′
V
, and U contains the interval
I joining ξ1 and ξ2, then
µj(H
′(ξ1;U))− µj(H
′(ξ2;U)) = (2ρ+O(ρ
1/3))(r(ξ1)− r(ξ2)).
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Proof. The last statement follows directly from lemma 7.7. Assume
now that (ξ1)V = (ξ2)V and (ξ1)
′
V
= (ξ2)
′
V
. Denote U1 := U , U2 :=
U ∪ I, where I is the interval joining ξ1 and ξ2, and l = l(ξ1;U1, U2) =
l(ξ2;U1, U2) (the last equality follows from lemma 7.6). Then lemma
7.6 implies that
|µj(H
′(ξm;U1))− µj+l(H
′(ξm;U2))| ≪ ρ
−4Mp, m = 1, 2.
Now the statement follows from lemma 7.7. If r(ξ1) = r(ξ2), the
statement follows in a similar way from lemmas 7.6 and 7.8. In the
general case, we join ξ1 and ξ2 by a path consisting of intervals falling
into either of the two cases above. 
Now we will ‘globalize’ the local mappings constructed so far, in
other words, we will define the function j : Υ(ξ) → N mentioned in
the remark 7.3. Let ξ ∈ Ξ(V) and {ξ} = k. Then the set of eigenvalues
{µj(H
′
0(ξ))} of the unperturbed operator H
′
0(ξ) coincides with the set
{|Fη|2, η ∈ Υ(ξ)}. Let us label all numbers {|Fη|2, η ∈ Υ(ξ)} in
the increasing order; if there are two different vectors η, η˜ ∈ Υ(ξ)
with |Fη|2 = |Fη˜|2, we label them in the lexicographic order of their
coordinates (i.e. we put η before η˜ if either η1 < η˜1, or η1 = η˜1
and η2 < η˜2, etc.) Then to each point η ∈ Υ(ξ) we have put into
correspondence a natural number j = j(η) such that
|Fη|2 = µj(H
′
0(ξ)). (7.41)
Next we define
g˜(η) := µj(η)(H
′(ξ)).
This mapping is well-defined and satisfies the following obvious prop-
erty: |g˜(η)− |Fη|2| ≤ v (recall that v = ||V ||∞).
The problem with the mapping g˜ defined in this way is that we
cannot apply lemma 7.7 to it, since lemma 7.7 treats not the eigenvalues
of H ′(ξ), but the eigenvalues of H ′(ξ;U) with the set U containing
certain intervals perpendicular to V. Thus, we need to introduce a
different definition which takes care of lemma 7.7 and at the same time
is reasonably canonical.
Let ξ ∈ Ξ2(V). Denote
X = X(ξ) := {η ∈ Ξ2(V) : ηV = ξV, η
′
V
= ξ′
V
}.
Simple geometry implies that X(ξ) is an interval of length ≪ ρ−1.
Similarly to our actions when we were defining g˜, we notice that the
set of eigenvalues {µj(H
′
0(ξ;X(ξ)))} coincides with the set {|Fη|
2, η ∈
Υ(ξ;X)}. Let us label all numbers {|Fη|2, η ∈ Υ(ξ;X)} in the in-
creasing order; if there are two different vectors η1,η2 ∈ Υ(ξ;X) with
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|Fη1|
2 = |Fη2|
2, we label them in the lexicographic order of their coor-
dinates. Then to the point ξ we have put into correspondence a natural
number i = i(ξ) such that
|Fξ|2 = µi(H
′
0(ξ;X)). (7.42)
Next we define g(ξ) := µi(ξ)(H
′(ξ;X)). This mapping is well-defined
and satisfies the property |g(ξ)− |Fξ|2| ≤ v.
Lemma 7.10. Let ξ ∈ Ξ2(V) ∩A1. Then the following properties are
satisfied:
(i) |g(ξ)− g˜(ξ)| ≪ ρ−4Mp;
(ii) g(ξ) = r2 + s, where r = r(ξ) and s = s(ξ) = s(ξV, ξ
′
V, r) is a
function which smoothly depends on r with ∂s
∂r
= O(ρ1/3).
Proof. Let us prove the first statement. First, we notice that the differ-
ence i(ξ)−j(ξ) is equal to the number of points η ∈ (Υ(ξ;X(ξ))\Υ(ξ)
satisfying |Fη|2 < λ. Now the statement follows from lemma 7.4 and
remark 7.5.
Let us now prove the second statement. Suppose, ξ1 ∈ X(ξ) and
η ∈ Υ(ξ;X). Then
η1 := η + (ξ1 − ξ) ∈ Υ(ξ1;X).
Note that (ξ)V = (ξ1)V and therefore (η)V = (η1)V. Let us assume
that
|Fξ| ≥ |Fη| (7.43)
and prove that this implies |Fξ1| ≥ |Fη1|. Indeed, there are two pos-
sible cases:
(i) ξ − η ∈ V. Then, since ξ1 − η1 = ξ − η ∈ V, we have:
|Fξ1|
2 − |Fη1|
2 = |F(ξ1)V|
2 − |F(η1)V|
2
= |F(ξ)V|
2 − |F(η)V|
2 = |Fξ|2 − |Fη|2 ≥ 0
(ii) ξ − η 6∈ V. Then, in the same way we have proved estimate
(7.20), using lemma 5.10 we can show that ||Fη|2 − λ| ≫ K2. But
since ξ ∈ Ξ2(V) ⊂ A, we have ||Fξ|
2 − λ| ≪ 1. Thus, (7.43) implies
λ−|Fη|2 ≫ K2. Since |η1−η| = |ξ1−ξ| ≪ ρ
−1, we have λ−|Fη1|
2 ≫
K2. Since ξ1 ∈ A, this implies |Fξ1| ≥ |Fη1|.
Thus, we have proved that the inequality |Fξ1| ≥ |Fη1| is equivalent
to |Fξ| ≥ |Fη|. This implies that i(ξ1) = i(ξ), where i is the function
defined by (7.42). Now the second statement of lemma follows from
lemma 7.7. 
This lemma shows that the mapping g behaves in a nice way as a
function of r. Unfortunately, the dependence on other variables is not
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quite so nice. In fact, this mapping is not continuous, even modulo
O(ρ−4Mp), because the functions i(ξ) are not continuous; moreover, a
little thought shows that we cannot, in general, define the mapping g to
have all properties formulated in the introduction and be continuous
at the same time. Indeed, if the function i = i(ξ) were continuous,
it would necessary have been a constant. Thus, the function i has
discontinuities, and the function g may have discontinuities at the same
points as i. However, lemmas 7.4, 7.7, and 7.8 show that for each small
neighbourhood U in the space of quasi-momenta we can find a family
of representatives of the functions g which is ‘almost’ smooth. Namely,
the following statement holds:
Lemma 7.11. Let I = [a,b] ⊂ Ξ2(V) ∩ A1 be a straight interval of
length L := |b− a| ≪ ρ−1. Then there exists an integer vector n such
that |g(b + n) − g(a)| ≪ Lρ + ρ−4Mp. Moreover, suppose in addition
that there exists an integer vector m 6= 0 such that the interval I +m
is entirely inside Ξ2(V) ∩ A1. Then there exist two different integer
vectors n1 and n2 such that |g(b + n1) − g(a)| ≪ Lρ + ρ
−4Mp and
|g(b+ n2)− g(a+m)| ≪ Lρ+ ρ
−4Mp.
Proof. Lemmas 7.4 and 7.10 show that g(a) = λl(a; I) +O(ρ
−4Mp) for
some integer l. Lemma 7.9 now implies that
|λl(a; I)− λl(b; I)| ≪ Lρ+ ρ
−4Mp. (7.44)
Once again using lemma 7.4, we deduce that λl(b; I) = g(η)+O(ρ
−4Mp)
for some η ∈ Υ(b; I); in particular, we have η = b+n for some integer
vector n. This proves the first statement.
Let us prove the second statement. Conditions of lemma imply that
g(a) = λj(a; I)+O(ρ
−4Mp) and g(a+m) = λl(a+m; I+m)+O(ρ
−4Mp)
for some integers j, l. Moreover, if a+m ∈ Υ(a; I) (so that Υ(a; I) =
Υ(a+m; I +m)), then, since m 6= 0 we have
j 6= l. (7.45)
Lemma 7.9 now implies that together with (7.44) we have
|λl(a+m; I +m)− λl(b+m; I +m)| ≪ Lρ+ ρ
−4Mp. (7.46)
Once again using lemma 7.4, we deduce that λj(b; I) = g(η1)+O(ρ
−4Mp)
and λl(b +m; I +m) = g(η2) + O(ρ
−4Mp) for different points η1 ∈
Υ(b; I) and η2 ∈ Υ(b+m; I +m) (the points η1 and η2 are different
because of (7.45)). In particular, these inclusions imply η1 − b ∈ Z
d
and η2 − b ∈m+ Z
d = Zd. This proves the second statement. 
Thus, we have proved the following lemma, which is the main result
of this section:
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Lemma 7.12. Let V ∈ V(n). Then there are two mappings g˜, g :
Ξ2(V)→ R which satisfy the following properties:
(i) g˜(ξ) is an eigenvalue of P (V)H ′(k)P (V) with {ξ} = k. All
eigenvalues of P (V)H ′(k)P (V) inside J are in the image of g˜.
(ii) If ξ ∈ A1, then |g˜(ξ)− g(ξ)| ≤ Cρ
−4Mp and |g(ξ)− |Fξ|2| ≤ 2v.
(iii) g(ξ) = r2 + s(ξ) with r := |Fξ⊥
V
| and ∂s
∂r
= O(ρ1/3).
Proof. The only statement which has not been checked so far is that
|g(ξ) − |Fξ|2| ≤ 2v. This follows immediately from the second state-
ment of this lemma together with the inequality |g˜(ξ)−|Fξ|2| ≤ v and
|g˜(ξ)− g(ξ)| ≤ Cρ−4Mp. 
Now, we can put together the results of the previous sections
Theorem 7.13. Suppose, R is sufficiently large, all conditions before
lemma 5.1 are satisfied, and R < ρpd
−1/2. Then there are two mappings
f, g : A→ R which satisfy the following properties:
(i) f(ξ) is an eigenvalue of H ′(k) with {ξ} = k; |f(ξ)−|Fξ|2| ≤ 2v.
f is an injection (if we count all eigenvalues with multiplicities) and
all eigenvalues of H ′(k) inside J are in the image of f .
(ii) If ξ ∈ A1, then |f(ξ)− g(ξ)| ≤ Cρ
−4Mp.
(iii) We can decompose the domain of g into the disjoint union:
A = B ∪
⋃d−1
n=1
⋃
V∈V(6MR,n) Ξ2(V). For any ξ ∈ B
g(ξ) = |Fξ|2
+
2M∑
j=1
∑
η1,...,ηj∈Θ
′
M
∑
2≤n1+···+nj≤2M
Cn1,...,nj〈ξ,Gη1〉
−n1 . . . 〈ξ,Gηj〉
−nj .
(7.47)
For any ξ ∈ Ξ2(V)
g(ξ) = r2(ξ) + s(ξ), (7.48)
with r(ξ) = |Fξ⊥
V
|, s(ξ) = s(r, ξV, ξ
′
V
), ∂s
∂r
= O(ρ1/3).
Proof. We have described the construction of the mapping f at the end
of section 5. Mapping g is constructed in sections 6 and 7. 
Let us formulate an important property of the mapping g, which is
a global version of lemma 7.11.
Lemma 7.14. Let I = [a,b] ⊂ A1 be a straight interval of length
L := |b − a| ≪ ρ−1. Then there exists an integer vector n such that
|g(b+n)− g(a)| ≪ Lρ+ ρ−4Mp+d. Moreover, suppose in addition that
there exists an integer vector m 6= 0 such that the interval I +m is
entirely inside A1. Then there exist two different integer vectors n1
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and n2 such that |g(b+ n1)− g(a)| ≪ Lρ+ ρ
−4Mp+d and |g(b+ n2)−
g(a+m)| ≪ Lρ+ ρ−4Mp+d.
Proof. Let us parametrise the interval I so that
I = {ξ(t), t ∈ [tmin, tmax]},
a = ξ(tmin), b = ξ(tmax). Let us prove the first statement. If the
interval ξ(t) lies entirely inside B, then the statement is obvious since
the length of the gradient of g inside B is≪ ρ, so we can take n = 0. If
the interval ξ(t) lies entirely inside Ξ2(V) for V ∈ V(n), the statement
has been proved in lemma 7.11. Consider the general case. Denote by
yj(k) := µj(H
′(k)) the j-th eigenvalue of H ′(k). Then the definition
of the mapping f implies that if yj(k) ∈ J , then
yj(k) = f(n+ k)
for some integer vector n; the opposite is also true, namely if f(n+k) ∈
J , then f(n + k) = yj(k) for some j. Notice also that for each j the
function yj is continuous.
Now let us return to the study of the behaviour of the function
g(ξ(t)). Suppose for definiteness that ξ(tmin) ∈ B. Then, as we men-
tioned in the beginning of proof, since the gradient of g has length
≪ ρ, we have |g(ξ(t))− g(ξ(tmin))| ≪ |ξ(t)− ξ(tmin)|ρ as soon as ξ(t)
stays inside B. Suppose that t1 is the point at which ξ(t) crosses the
boundary of B. Then
|g(ξ(t1 − 0))− g(ξ(tmin))| ≪ |ξ(t)− ξ(tmin)|ρ (7.49)
According to the relationship between the mapping f and functions yj
stated above, there exists an index j such that f(ξ(t1−0)) = yj({ξ(t1−
0)}) (recall that if ξ = n+ k, then we call k = {ξ} the fractional part
of ξ). Since yj is continuous function, yj({ξ(t1 − 0)}) = yj({ξ(t1 +
0)}). Using the relationship between the mapping f and functions
yj again, we deduce that there exists an integer vector n1 such that
yj({ξ(t1 + 0))}) = f(ξ(t1 + 0) + n1). Property (ii) of theorem 7.13
implies that f(ξ(t1 − 0)) = g(ξ(t1 − 0)) + O(ρ
−4Mp) and, similarly,
f(ξ(t1 + 0) + n1) = g(ξ(t1 + 0) + n1) +O(ρ
−4Mp). All these estimates
imply
g(ξ(t1 + 0) + n1) = g(ξ(t1 − 0)) +O(ρ
−4Mp). (7.50)
Since ξ(t1 + 0) + n1 ∈ A1, we have either ξ(t1 + 0) + n1 ∈ Ξ2(V) or
ξ(t1 + 0) + n1 ∈ B. Assume the former. Let t2 > t1 be the smallest
value of t at which ξ(t) + n1 crosses the boundary of Ξ2(V). Then
lemma 7.11 implies that thee exists an integer vector n2 such that
|g(ξ(t2 − 0) + n2)− g(ξ(t1 + 0) + n1)| ≪ |ξ(t2)− ξ(t1)|ρ+O(ρ
−4Mp).
(7.51)
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Now repeating the argument we have already used at the moment t1,
we deduce that there exists an integer n3 such that
g(ξ(t2 + 0) + n3) = g(ξ(t2 − 0) + n2) +O(ρ
−4Mp). (7.52)
Now we repeat the process and increase t beginning from t2 until we
hit another piece of boundary of some Ξ2(W) at t = t3, etc. The shift
of the function g at each of the points tj of hitting the boundary is
O(ρ−4Mp). The number of such points is ≪ ρd, since for each fixed
integer vector m the number of intersections of the interval (ξ(t) +m)
(t ∈ [tmin, tmax]) with the boundaries of all sets Ξ2(V) is finite, and the
number of possible integer vectors m allowed here is ≪ ρd (obviously,
the length of each of these integer vectors is ≪ ρ). Now formulas
(7.49)–(7.52) lead to the desired result.
The proof of the second statement is similar and can be derived
from the proof of the first statement in the same way as the proof of
the second part of lemma 7.11 follows from the proof of the first part
of that lemma. 
Now it remains to extend the above results to the ‘full’ operator
H(k).
Corollary 7.15. For each natural N there exist mappings f, g : A→ R
which satisfy the following properties:
(i) f(ξ) is an eigenvalue of H(k) with {ξ} = k; |f(ξ)− |Fξ|2| ≤ 2v.
f is an injection (if we count all eigenvalues with multiplicities) and
all eigenvalues of H(k) inside J are in the image of f .
(ii) If ξ ∈ A1, then |f(ξ)− g(ξ)| ≤ ρ
−N .
(iii) We can decompose the domain of g into the disjoint union:
A = B ∪
⋃d−1
n=1
⋃
V∈V(n) Ξ2(V). For any ξ ∈ Bρ
g(ξ) = |Fξ|2
+
2M∑
j=1
∑
η1,...,ηj∈Θ
′
M
∑
2≤n1+···+nj≤2M
Cn1,...,nj〈ξ,Gη1〉
−n1 . . . 〈ξ,Gηj〉
−nj
(7.53)
with M = [(N + d)(4p)−1] + 1. For any ξ ∈ (Ξ2(V) ∩A1)
g(ξ) = r2 + s(ξ), (7.54)
with r := |Fξ⊥
V
|, s(ξ) = s(r, ξV, ξ
′
V
) and ∂s
∂r
= O(ρ1/3).
(iv) Let I = [a,b] ⊂ A1 be a straight interval of length L := |b−a| ≪
ρ−1. Then there exists an integer vector n such that |g(b+n)−g(a)| ≪
Lρ+ρ−N . Moreover, suppose m 6= 0 is a given integer vector such that
the interval I +m is entirely inside A1. Then there exist two different
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integer vectors n1 and n2 such that |g(b+n1)− g(a)| ≪ Lρ+ ρ
−N and
|g(b+ n2)− g(a+m)| ≪ Lρ+ ρ
−N .
Proof. We use theorem 7.13 for the operator H ′(k) with M = [(N +
d)(4p)−1] + 1. Estimate (5.4) implies that |µj(H(k)) − µj(H
′(k))| <
ρ−N−1, so that all the required properties are fulfilled. 
Remark 7.16. The function f is not necessarily continuous.
Before we continue with the proof of the Bethe-Sommerfeld conjec-
ture, let us formulate a theorem which immediately follows from our
results, just to illustrate their usefulness. Recall that by N(λ) we have
denoted the integrated density of states of the operator (1.4) defined
in (2.2).
Theorem 7.17. For each natural n we have the following estimate:
N(λ+ λ−n)−N(λ− λ−n) = O(λd/2−n−1).
Proof. We use corollary 7.15 with N = 2n+ 1. Then
N(λ+ λ−n)−N(λ− λ−n) = vol(f−1([λ− λ−n, λ+ λ−n]))
≤ vol(g−1([λ− 2λ−n, λ+ 2λ−n])) = O(λd/2−n−1),
(7.55)
the last equality being an easy geometric exercise (which will anyway
be established in the next section). 
Remark 7.18. As it was pointed out to the author by Yu.Karpeshina,
it seems possible that using the results of this paper (including the
results from the next section) one can prove the following lower bound:
N(λ+ ε)−N(λ)≫ ελ(d−2)/2,
uniformly over ε < 1 as λ → ∞ (in particular, ε does not have to be
a negative power of λ). We will not prove this estimate in our paper
though.
8. Proof of the Bethe-Sommerfeld conjecture
Throughout this section we keep the notation from the previous sec-
tion. Without specific mentioning, we always assume that ρ is suffi-
ciently large; the precise value of the power N will be chosen later. In
what follows, it will be convenient to consider a slightly slimmed down
resonance set. Namely, we introduce the set
B˜ := {ξ ∈ A1 : |ξU| > ρ
1/2, ∀U ∈ V(1)}.
In other words, B˜ consists of all points ξ ∈ A1 the F-projections of
which to all vectors η ∈ Θ′6M has F-length larger than ρ
1/2. Obviously,
B˜ ⊂ B. We also denote D˜ := A1 \ B˜.
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Now we will study various properties of mappings f and g. We begin
with the function g.
For each positive δ ≤ v denote A(δ), B(δ), and D(δ) to be intersec-
tions of g−1([ρ2 − δ, ρ2 + δ]) with A1, B˜, and D˜ correspondingly. The
following is a simple geometry:
Lemma 8.1. The following estimates hold:
vol(A(δ)) ≍ ρd−2δ, (8.1)
vol(B(δ)) ≍ ρd−2δ, (8.2)
and
vol(D(δ))≪ ρ(3d−7)/3δ. (8.3)
Proof. Let ξ = rξ′ ∈ B, |Fξ′| = 1 Then the definition of g implies that
∂g
∂r
≍ ρ (8.4)
uniformly over ξ′. Therefore, for each fixed ξ′ the intersection of
g−1([ρ2 − δ, ρ2 + δ]) with the set {rξ′, r > 0} is an interval of length
≍ δρ−1. Integrating over ξ′, we obtain (8.2). Estimate (8.3) is obtained
in a similar way, only for ξ ∈ Ξ(V) we put r := |Fξ⊥V|. Then the es-
timate (8.4) is still valid. Let η ∈ Θ′M . Then (8.4) implies that the
set of all points ξ ∈ A(δ) such that the F-projection of ξ onto η has
F-length smaller than ρ1/2 has volume O(ρ(2d−5)/2δ). Since the number
of elements in Θ′M is O(R
d) = O(ρp/2), we have
vol(D(δ))≪ ρ(2d−5+p)/2δ ≪ ρ(3d−7)/3δ,
since p < 1/3. Finally, (8.1) is the sum of (8.2) and (8.3). 
Remark 8.2. Putting δ = 2λ−n in (8.1), we establish the last equality
in (7.55).
The next estimate is more subtle.
Lemma 8.3. Let d ≥ 3. Then for large enough ρ and δ < ρ−1 the
following estimate holds uniformly over a ∈ Rd with |a| > 1:
vol
(
B(δ) ∩ (B(δ) + a)
)
≪ (δ2ρd−3 + δρ−d). (8.5)
If d = 2, similar estimate holds with δ3/2 + δρ−2 in the RHS.
Proof. After making the substitution ν = Fξ, the function g in new
coordinates will have the form h(ν) = |ν|2 +G(ν), with
G(ν) = O(|ν|−1/2) (8.6)
BETHE-SOMMERFELD CONJECTURE (7.11.2018) 51
and
∂G
∂νj
≤ C2|ν|
−1 (8.7)
for all j = 1, . . . , d, provided ν ∈ FB˜; these estimates follow from
lemma 6.1. We need to estimate the volume of the set
X = {ν ∈
(
F(B) ∩ (F(B) + Fa)
)
, h(ν) ∈ [ρ2 − δ, ρ2 + δ],
h(ν − Fa) ∈ [ρ2 − δ, ρ2 + δ]}.
(8.8)
Indeed, we have X = F
(
B(δ)∩
(
B(δ)+a
))
, so the volume of X equals
detF times the volume of the set B(δ) ∩
(
B(δ) + a
)
. Denote b := Fa.
First, we will estimate the 2-dimensional area of the intersection of X
with arbitrary 2-dimensional plane containing the origin and vector b;
the volume of X then can be obtained using the integration in cylin-
drical coordinates. So, let V be any 2-dimensional plane containing
the origin and b, and let us estimate the area of XV := V ∩ X. Let
us introduce cartesian coordinates in V so that ν ∈ V has coordinates
(ν1, ν2) with ν1 going along b, and ν2 being orthogonal to b. For any
ν ∈ XV estimate (8.6) implies
h(ν) = ν21 + ν
2
2 +O(ρ
−1/2),
and so
2δ ≥ |h(ν)− h(ν − b)| = |ν21 − (|b| − ν1)
2|+O(ρ−1/2).
This implies that
|b|
3
< ν1 <
2|b|
3
(8.9)
when ρ is sufficiently large, and therefore
∂h(ν)
∂ν1
≫ |b| (8.10)
whenever ν ∈ XV. Thus, for any fixed t ∈ R, the intersection of the
line ν2 = t with XV is an interval of length ≪ |b|
−1δ.
Let us cut XV into two parts: XV = X
1
V
∪ X2
V
with X1
V
:= {ν ∈
XV, |ν2| ≤ 2C2ρ
−1}, X2
V
= XV \X
1
V
, and estimate the volumes of these
sets (C2 is the constant from (8.7)). A simple geometrical argument
shows that if X1
V
is nonempty, then |b| ≫ ρ. This, together with the
remark after (8.10), implies that the area of X1
V
is ≪ ρ−2δ. Now we
define the ‘rotated’ set X1 which consists of the points from X which
belong to X1
V
for some V. Computing the volume of this set using
integration in the cylindrical coordinates, we obtain
vol(X1)≪ ρ−dδ. (8.11)
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Now consider X2
V
. Let us decompose X2
V
= X2
V
∪ X2
V
, where
X2
V
= {ν ∈ X2
V
: ν2 > 0}
and
X
2
V
= {ν ∈ X2
V
: ν2 < 0}.
Notice that for any ν ∈ X
2
V
, formula (8.7) implies
∂h(ν)
∂ν2
≫ ν2. (8.12)
Let ν l = (νl1, ν
l
2) be the point in the closure of X
2
V
with the smallest
value of the first coordinate: νl1 ≤ ν1 for any ν = (ν1, ν2) ∈ X
2
V
.
Analogously, we define νr to be the point in the closure of X2
V
with the
largest first coordinate, νt the point with the largest second coordinate,
and νb the point with the smallest second coordinate (see Figure 10
for an illustration). Note that νt ≪ ρ.
b
ν1
ν2
νb
νr
νt
νl
Figure 10. The set X2
V
(the area bounded by four arcs)
Let us prove that
νr1 − ν
l
1 ≪ δ. (8.13)
Indeed, suppose first that νr2 ≥ ν
l
2. Let ν
rl := (νr1 , ν
l
2). Then, since
h is an increasing function of ν2 when ν2 > 2C2ρ
−1, we have h(νrl) ≤
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h(νr) ≤ ρ2 + δ. Therefore, h(νrl)− h(ν l) ≤ 2δ. Estimate (8.10) then
implies (8.13).
Suppose now that νr2 ≤ ν
l
2. Let ν
lr := (νl1, ν
r
2). Then h(ν
lr − b) ≤
h(ν l−b) ≤ ρ2+ δ. Therefore, h(ν lr−b)−h(ν r−b) ≤ 2δ. Now, (8.9)
and (8.10) imply (8.13).
Thus, we have estimated the width of X2
V
. Let us estimate its hight
(i.e. νt2 − ν
b
2). Let us assume that ν
t
1 ≥ ν
b
1; otherwise, we use the
same trick as in the previous paragraph and consider h(· − b) instead
of h. Let νbt := (νb1, ν
t
2). Then h(ν
bt) ≤ h(νt) ≤ ρ2 + δ. Therefore,
h(νbt)− h(νb) ≤ 2δ. Now, (8.12) implies
(νt2)
2 − (νb2)
2 = 2
∫ νt
2
νb
2
ν2dν2 ≪
∫ νt
2
νb
2
∂h
∂ν2
(νb1, ν2)dν2 ≤ 2δ. (8.14)
Therefore, we have the following estimate for the hight of X2
V
:
νt2 − ν
b
2 ≪
δ
νt2 + ν
b
2
. (8.15)
Now, we can estimate the volume of X2 := X\X1 using estimates (8.13)
and (8.15). The cylindrical integration produces the following:
vol(X2)≪
δ2
νt2 + ν
b
2
(νt2)
d−2 ≤ δ2(νt2)
d−3 ≤ δ2ρd−3. (8.16)
Equations (8.11) and (8.16) imply (8.5). If d = 2, we have to notice
that (8.14) implies νt2 − ν
b
2 ≪ δ
1/2 and then use (8.11) and (8.13). 
As was mentioned already, the function f is not necessarily contin-
uous. We now give a sufficient condition for its continuity. Recall that
v is the L∞-norm of the potential V .
Lemma 8.4. Let ξ ∈ B(v) be a point of discontinuity of f . Then there
is a non-zero vector n ∈ Zd such that
|g(ξ + n)− g(ξ)| ≤ 2ρ−N . (8.17)
Proof. If ξ =m+k ∈ B(v) is a point of discontinuity of a bounded func-
tion f , there exist two sequences {ξj} and {ξ˜j} which both converge
to ξ, such that the limits λ(ξ) := lim f(ξj) and λ˜(ξ) := lim f(ξ˜j) exist
and are different. Since the points f(ξj) are eigenvalues of H({ξj}),
the limit λ is an eigenvalue of H(k) (it is well-known that the spec-
trum of H(k) is continuously dependent on k). The same argument
implies that λ˜ is also an eigenvalue of H(k). Since λ 6= λ˜, at most one
of these points can be equal to f(ξ). Say, λ˜ 6= f(ξ). But since λ˜ is
inside J , it must belong to the image of f , say λ˜ = f(ξ˜), {ξ˜} = {ξ}.
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Thus, ξ˜ = ξ + n with n ∈ Zd. Since the function g is continuous in B˜,
lim g(ξ˜j) = g(ξ), and so
|g(ξ)− λ˜| = lim |g(ξ˜j)− f(ξ˜j)| ≤ ρ
−N .
But we also have |g(ξ˜) − λ˜| = |g(ξ˜) − f(ξ˜)| ≤ ρ−N . The last two
inequalities imply (8.17). 
Corollary 8.5. There is a constant C3 with the following properties.
Let
I := {ξ(t) : t ∈ [tmin, tmax]} ⊂ B(v).
be a straight interval of length L < ρ−1δ. Suppose that there is a
point t0 ∈ [tmin, tmax] with the property that for each non-zero n ∈ Z
d
g(ξ(t0) + n) is either outside the interval
[g(ξ(t0))− C3ρ
−N − C3ρL, g(ξ(t0)) + C3ρ
−N + C3ρL]
or not defined. Then f(ξ(t)) is a continuous function of t.
Proof. Suppose not. Then previous lemma implies that there is a point
t1 ∈ [tmin, tmax] and a non-zero vector n ∈ Z
d such that |g(ξ(t1)+n)−
g(ξ(t1))| ≤ 2ρ
−N . Since |ξ(t1) − ξ(t0)| ≤ |ξ(tmax) − ξ(tmin)| ≤ L, it
follows that (I + n) ⊂ A1, and now lemma 7.14 implies that for two
different integer vectors m1 and m2 we have |g(ξ(t0)+m1)− g(ξ(t1)+
n)| ≪ ρL + ρ−N and |g(ξ(t0) +m2) − g(ξ(t1))| ≪ ρL + ρ
−N . Since
ξ(t) ∈ B for all t and the length of the gradient of g is ≪ ρ in B, we
also have |g(ξ(t1)) − g(ξ(t0))| ≪ ρL. Thus, we have |g(ξ(t0) +mj) −
g(ξ(t0))| ≤ Cρ
−N +CρL (j = 1, 2). Since at least one of vectors mj is
non-zero, this contradicts the assumption of the corollary. 
Now we are ready to prove the Bethe-Sommerfeld conjecture. Since
in the two-dimensional case it has been proved, we will assume that
d ≥ 3.
Theorem 8.6. Let d ≥ 3. Then all sufficiently large points λ = ρ2 are
inside the spectrum of H. Moreover, there exists a positive constant c4
such that for large enough ρ the whole interval [ρ2− c4ρ
1−d, ρ2+ c4ρ
1−d]
lies inside some spectral band.
Proof. Put N = d in the corollary 7.15. Also put δ = c4ρ
1−d(the precise
value of c4 will be chosen later). For each unit vector η ∈ R
d we denote
Iη to be the intersection of {rη, r > 0} with A(δ). We will consider
only vectors η for which Iη ⊂ B˜. As was mentioned in the proof of
lemma 8.1, the length L of any interval Iη satisfies L ≍ δρ
−1. Let
us prove that f is continuous on at least one of the intervals Iη ⊂ B˜.
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Suppose this is not the case. Then corollary 8.5 tells us that for each
point ξ ∈ B(δ) there is a non-zero integer vector n such that
|g(ξ + n)− g(ξ)| ≤ C3(ρ
−d + ρL)≪ (ρ−d + δ). (8.18)
Since |g(ξ)− ρ2| ≤ δ, this implies |g(ξ + n)− ρ2| ≤ C5(ρ
−d + δ) =: δ1,
and thus ξ + n ∈ A(δ1); notice that C5 > 1 and so δ1 > δ. Therefore,
each point ξ ∈ B(δ) also belongs to the set
(
A(δ1)− n
)
for a non-zero
integer n; obviously, |n| ≪ ρ. In other words,
B(δ) ⊂
⋃
n∈Zd∩B(Cρ),n6=0
(
A(δ1)− n
)
=
⋃
n6=0
(
B(δ1)− n
)
∪
⋃
n6=0
(
D(δ1)− n
) (8.19)
To proceed further, we need more notation. Denote D0(δ1) to be the
set of all points ν from D(δ1) for which there is no non-zero n ∈ Z
d
satisfying ν−n ∈ B(δ); D1(δ1) to be the set of all points ν from D(δ1)
for which there is a unique non-zero n ∈ Zd satisfying ν − n ∈ B(δ);
and D2(δ1) to be the rest of the points from D(δ1) (i.e. D2(δ1) consists
of all points ν from D(δ1) for which there exist at least two different
non-zero vectors n1,n2 ∈ Z
d satisfying ν − nj ∈ B(δ)). Then a little
thought shows that we can replace D(δ1) by D1(δ1) in the RHS of
(8.19). Indeed, this is shown in the following lemma.
Lemma 8.7. The following formulae hold:
B(δ)
⋂(⋃
n6=0
(
D0(δ1)− n
))
= ∅, (8.20)
and (⋃
n6=0
(
D2(δ1)− n
))
⊂
⋃
n6=0
(
B(δ1)− n
)
(8.21)
Proof. The first formula is an immediate corollary of the definition of
D0(δ1). Let us prove the second formula. Suppose, ν ∈ D2(δ1). Then
there exist two integer vectors, n1 and n2 such that ν−nj ∈ B(δ). Let
m be an integer vector. Then m is different from either n1 or n2, say
m 6= n1. Since δ1 ≥ δ, this implies:
ν −m = ν − n1 − (m− n1) ∈
(
B(δ)− (m− n1)
)
⊂
⋃
n6=0
(
B(δ1)− n
)
.
This finishes the proof of the lemma. 
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This lemma shows that we can re-write (8.19) as
B(δ) ⊂
⋃
n6=0
(
B(δ1)− n
)⋃⋃
n6=0
(
D1(δ1)− n
)
. (8.22)
This, obviously, implies
B(δ) =
⋃
n6=0
((
B(δ1)− n
)
∩B(δ)
)
⋃⋃
n6=0
((
D1(δ1)− n
)
∩B(δ)
)
.
(8.23)
Now let us compare volumes of the sets in both sides of (8.23). The
volume of the LHS we already know from (8.2): it is ≫ ρd−2δ. The
definition of the set D1 implies that
vol
(⋃
n
((
D1(δ1)− n
)
∩B(δ)
))
≤ vol(D1(δ1))≪ ρ
(3d−7)/3δ1 ≪ ρ
(3d−7)/3(ρ−d + δ).
(8.24)
Finally, lemma 8.3, inequality δ < δ1 and the fact that the union in
(8.23) consists of no more than Cρd terms imply
vol
(⋃
n
((
B(δ1)− n
)
∩B(δ)
))
≪ ρd(δ21ρ
d−3 + δ1ρ
−d)
≪ ρd
(
(ρ−d + δ)2ρd−3 + (ρ−d + δ)ρ−d
)
≪ δ2ρ2d−3 + δρd−3 + ρ−3.
(8.25)
Putting all these inequalities together, we get
ρd−2δ < C6(δ
2ρ2d−3 + δρ(3d−7)/3 + ρ−7/3). (8.26)
It is time to recall that δ = c4ρ
1−d. Plugging this into (8.26), we obtain
c4ρ
−1 < C6(c
2
4ρ
−1 + c4ρ
−4/3 + ρ−7/3). (8.27)
Now, if we choose c4 to be small enough (i.e. c4 < C
−1
6 ), the inequality
(8.27) will not be satisfied for sufficiently large ρ. Thus, our assumption
that function f is discontinuous on every interval Iη ⊂ B(δ) leads to
a contradiction (provided we have chosen small enough c4). Therefore,
there is an interval Iη ⊂ B(δ) on which f is continuous. Since the
value of f on one end of this interval is ≤ ρ2− c4ρ
1−d, and the value on
the other end is ≥ ρ2 + c4ρ
1−d, the point ρ2 must be in the range of f .
The first part of the theorem is proved. In order to prove the second
part of the theorem, we notice that the interval Iη which we found
satisfies the following condition: for each point ξ ∈ Iη and each non-
zero integer vector n such that ξ+n ∈ A1 we have |g(ξ+n)− g(ξ)| >
2ρ−N . This implies f(ξ + n) − f(ξ) 6= 0. Therefore, f(ξ) is a simple
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eigenvalue of H({ξ}) for each ξ ∈ Iη. This implies that the interval
[ρ2 − c4ρ
1−d, ρ2 + c4ρ
1−d] is inside the spectral band. The theorem is
proved. 
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