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Abstract
Give deterministic necessary and sufficient conditions to guarantee
that if a subspace fits certain partially observed data from a union
of subspaces, it is because such data really lies in a subspace.
Furthermore, give deterministic necessary and sufficient conditions to
guarantee that if a subspace fits certain partially observed data, such
subspace is unique.
Do this by characterizing when and only when a set of incomplete
vectors behaves as a single but complete one.
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1 Prologue
We love subspaces. We observe a phenomenon and try to find a line that explains
it. We get our hands on some data, and we try to find a subspace that fits it.
But what if we are looking for subspaces where there really are not? How can
we guarantee that if we find a subspace, it is because there really is a subspace?
In other words, how can we make sure that if certain data fit in a subspace, it
is because it really lies in such subspace?
In many cases we don’t really have to worry about this problem. For in-
stance, if we have a collection of generic vectors that fit in an r-dimensional
subspace, as long as our collection has more than r vectors, we can always ver-
ify if our collection indeed lies in an r-dimensional subspace, because we will
always have an extra, generic vector to validate this. This is because almost
surely, a set of more than r generic vectors fits in an r-dimensional subspace iff
it actually lies in such subspace.
Nevertheless, if we suppose that our collection of vectors is only partially
observed, this becomes a much harder problem, as a set of arbitrarily many
incomplete vectors may fit in an r-dimensional subspace even if their complete
counterparts do not really lie in a subspace.
Example 1. Suppose r = 1, and consider the following set of vectors:
X =

1 11 2
1 3

 .
It is easy to see that they do not lie in a 1-dimensional subspace. Nevertheless,
suppose that we only observe a subset of their entries:
Xˆ =

1 11 ·
· 3

 .
Then both incomplete vectors fit in the 1-dimensional subspace spanned by
U =

11
3

 ,
despite their full counterparts do not lie in a 1-dimensional subspace. 
Of course, in general, without knowing anything a priori about our data
there is no hope to succeed at this task, as the missing entries could be arbi-
trary. Fortunately there are ma cases of data that lies in —or can be accurately
approximated by— a union of subspaces[1], a beautiful setup under which this
task is not only feasible but also non-trivial. This is precisely the assumption
under which we will operate, i.e.,
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We will assume in the rest of this document that every vector of
our data lies in the union of S⋆, a set of r-dimensional subspaces of
Rd.
Figure 1: Example of the union of three 2-dimensional subspaces of R3.
At first glance this might deceivingly appear as a trivial task: if all vectors
lying in a union of subspaces fit in one r-dimensional subspace, how could they
not all lie in an r-dimensional subspace? To see this, consider the following.
Example 2. With the same setup as in Example 1, further suppose that S⋆ is
the set of the two subspaces spanned by the following vectors:
U⋆1 =

11
1

 , U⋆2 =

12
3

 .
If we again assume that our data is the set of vectors X —which clearly lies in
the union of the subspaces of S⋆— but that we only observe the subset of their
entries in Xˆ, it is easy to see that U fits our data despite their full counterparts
do not lie in a 1-dimensional subspace. 
The motivation of this work is to find necessary and sufficient conditions to
guarantee that if a set of incomplete vectors from a union of subspaces fits in an
r-dimensional subspace, it is because the set of all their complete yet unknown
counterparts indeed lies in an r-dimensional subspace.
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2 Introduction
Imagine that an r-dimensional subspace S fits a set of incomplete vectors Ξˆ. We
want to make sure that the set of all their complete yet unknown counterparts
indeed lies in S.
Using the same idea as if the vectors were complete, imagine we had an
extra, generic complete validating vector χ ∈ S⋆ ∈ S⋆ that fit in S. It is easy
to see that if S fits χ, it is because S = S⋆. Furthermore, since S fits Ξˆ, this
implies that S⋆ fits Ξˆ.
It is also easy to see that if the subspaces in S⋆ keep no relation with each
other, Ξˆ can only fit in one of the subspaces of S⋆ if all its complete counterparts
indeed lie in such subspace. This way, S fitting χ would directly imply that all
the complete counterparts of Ξˆ indeed lie in S. All the more, it would imply
that S ∈ S⋆.
This is all very nice, but it relies on the fantasy that we had the extra,
generic, complete vector χ. Of course, we cannot assume that we have such
complete vector. But what if we had several incomplete ones instead? Could
a set of extra generic incomplete vectors Xˆ behave just as χ, allowing us to say
that if S fits such set, then all the complete counterparts of Ξˆ indeed lie in S?
The answer to this question is yes, and this is precisely what we character-
ize: when will a set of incomplete vectors Xˆ behave as a complete one. This
characterization is given in Theorem 1, the main result of the document, which,
intuitively, and in a nutshell states that:
Xˆ behaves as a complete vector iff Xˆ contains d− r+1 vectors such that
for every strict subset of n of such vectors, there are at least n+ r distinct
observed rows.
This characterization allows us to fulfill the main task we pursue: determine
if a set of incomplete vectors really lies in an r-dimensional subspace whenever
it fits in an r-dimensional subspace.
Example 3. Suppose r = 2 and
Xˆ =


1 · · 3 3
1 2 · · 4
1 3 4 · ·
· 4 5 9 6
· · 6 11 ·

 .
Take the set of the first d − r + 1 = 4 vectors. We can verify that every one
of its subsets has at least n+ r distinct rows with at least one observed entry.
For example, if we take the first n = 2 vectors, the number of distinct observed
rows is 4, which is equal to n+ r.
We thus conclude that if S fits Ξˆ and Xˆ, then all the complete counterparts
of both Xˆ and Ξˆ indeed lie in S. 
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2.1 Insight
There are two fundamental reasons why S fitting a generic χ implies that the
complete counterparts of Ξˆ indeed lie in S:
(a) There is only one r-dimensional subspace that fits χ.
(b) Obvious, but essential: χ lies in one and only one of the subspaces of S⋆.
If a set of incomplete vectors Xˆ satisfied analogous properties, it would behave
just as the complete vector χ in the sense that we would be able to conclude
that S = S⋆ ∈ S⋆ if S fits Xˆ, and the remainder —that Ξˆ indeed lies in S—
would follow just as before.
On the other hand, if Xˆ failed to have either property, it would fail to behave
as the complete vector χ. More precisely, if Xˆ fails to satisfy (a), it is evident
that we cannot conclude that S ∈ S⋆; if Xˆ fails to satisfy (b), even if there is
only one r-dimensional subspace that fits Xˆ, such subspace might not belong to
S
⋆, i.e., it could be a false subspace. For an example of how this could happen,
take Example 2.
In other words, the analogous properties of (a) and (b) are necessary and
sufficient for Xˆ to behave as a complete vector. This is precisely what we need
to discover: when will a set of generic incomplete vectors Xˆ satisfy these two
analogous properties.
Remark 1. Observe that (b) is substantially different in the complete and
incomplete vectors cases. In the complete case, since χ ∈ S⋆, and χ is only one
vector, we can automatically conclude that almost surely, χ will lie in only one
of the subspaces of S⋆.
On the other hand, in the incomplete case, Xˆ ∈ S⋆ does not imply that Xˆ
lies in one and only one of the subspaces of S⋆, as different vectors from Xˆ could
belong to different subspaces from S⋆. 
2.2 The essence
We will see in §4.6 that whether or not S fits a generic Xˆ depends only on the
position of the observed entries of Xˆ, namely Ω. We will also see in §8 that
whether a generic Xˆ ∈ S⋆ fits in a single S⋆ ∈ S⋆ or not can also be deduced
from Ω alone.
Therefore, we may focus on finding conditions on Ω to determine when a
generic Xˆ satisfies the analogous properties (a) and (b). This is exactly what
we do. Explicitly:
We derive deterministic necessary and sufficient conditions on Ω to guar-
antee that if there exists an r-dimensional subspace that fits a generic Xˆ,
such subspace is unique, and it is because all the vectors of Xˆ indeed lie
in the same subspace of S⋆.
To be clear, the conditions are sufficient in the sense that if Ω satisfies such
conditions and there exists an r-dimensional subspace that fits a generic Xˆ, such
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subspace is unique, and it must be true that all the vectors of Xˆ indeed lie in the
same subspace of S⋆. Conversely, the conditions are necessary in the sense that
even if there exists an r-dimensional subspace that fits a generic Xˆ, if Ω does
not satisfy such conditions, such subspace may not be unique, and it cannot be
guaranteed that the vectors of Xˆ lie in the same subspace of S⋆.
The conditions to guarantee that all the elements of Xˆ indeed lie in the same
subspace of S⋆ are given in Theorem 1. They imply and rely on the conditions
for uniqueness, which are given in Theorem 2. As we could see in §2, these
conditions are extremely simple and concrete, and depend only on the most
elemental invariants of Ω: essentially, cardinalities of its subsets. Both of these
results, the main ones of the document, are presented formally in §6, the section
of results. Together, they characterize when a set of incomplete vectors behaves
as a complete one, which allows us to verify our final goal: when Ξˆ indeed lies
in S.
2.3 Organization of the document
In §3 it is given a brief discussion about previous and related work; this helps
as preamble to give some motivation for this problem and talk about some
particularly interesting applications of this work that give simple yet powerful
consequences of its results. In §4 it is given a detailed exposition of the setup
that will be used in the remainder of the document. In §5 the assumptions of
this work are stated, explained and discussed. The main results are given in §6.
The analysis to prove Theorem 2 is presented in §7, and the one to prove
Theorem 1 in §8. In §9 it is offered an intuitive explanation of the key ideas of
the results and the assumptions are discussed in more detail, as well as some
simple generalizations. Finally, a brief proposal for future research is given in
§10.
To make the reading of this document easier, the main symbols, terms,
statements, definitions, examples, etc., are referenced in the whole document
in its electronic version; alternatively, an index and al list of symbols is also
provided at the end of the document.
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3 Preamble
With the arrival of big data come big challenges: we want to find useful in-
formation in our datasets quickly, cleverly, using as few resources as possible.
Fortunately, in uncountable applications we may use subspaces to model our
data, and this greatly simplifies things.
But this is not it. As if finding useful information quickly, cleverly and
efficiently were not ambitious enough endeavors, we also want—and many times,
need— to achieve these tasks only with partial information, which comes as no
surprise, as the bigger our data, the more likely it is incomplete.
Fortunately, subspaces have a natural way of handling missing data, as data
in subspaces have certain structure, and that gives us a way to infer the missing
entries. The problem of handling missing data has attracted a lot of attention
in recent years. Remarkable work has been done to identify a subspace that
fits certain incomplete data, e.g., [2], to detect if an incomplete datum fits in a
certain subspace[3], or even to do subspace clustering from missing data[4], but
the converse problem, in the sense we discuss in M1, has been left unattended,
and remained, to the best of our knowledge, an open problem until now.
But again, as if the task of finding useful information quickly, cleverly, effi-
ciently, and only from partial information were not bold enough, we also want
something else. We want to make sure that if we reach a conclusion from our
data, such conclusion is correct. In other words, we want to make sure that the
information we found is not a product of chance; the larger our data, the more
outliers, the more likely we will find something, but that doesn’t mean that that
something is true. If we toss a coin a trillion times, we will very likely see many
sequences of many heads in a row, but that doesn’t mean that a sequence of
many heads in a row is very likely. The more data we have, the more likely
some subspace will fit some of it, but that doesn’t mean that our data really
lies in such subspace.
These is precisely the task that we are interested on: how to determine when
certain incomplete data really lies in a subspace whenever it fits in a subspace.
Notice the subtle but fundamental difference between this work and, for ex-
ample, the matched subspace detection with missing data problem in [3], where
they are concerned with determining if an incomplete datum fits a subspace,
using only information about such datum and the subspace. Here we are given
an incomplete dataset that we already know fits in a subspace, and we want
to make sure that it really lies in it, using the dataset as a whole, exploiting
information about the relation between their datums. Similarly, in [2] they are
concerned with identifying a subspace that fits certain incomplete data, under
the assumption that the data lies in a subspace. Here we drop such assumption;
we are given an incomplete dataset and a subspace that fits it, and we want to
know if the dataset really lies in such subspace.
The problem of determining if certain incomplete data really lies in a sub-
space whenever it fits in a subspace is tightly related to the problem of iden-
tifying when there is only one subspace that fits such data. We answer these
questions by characterizing when and only when a set of incomplete vectors
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behaves as a single but complete one, in the sense described in §2.
Being these so fundamental problems, answering these questions should be
enough motivation by itself, as they essentially apply to virtually every problem
involving subspaces and missing data. Nevertheless, just for completeness, we
mention just a few motivating applications, to give an idea of the scope and
relevance of these results.
M1. Consider the low-rank matrix completion problem[2]: given that all the
columns of a matrix Ξ lie in the same r-dimensional subspace S, under
what conditions is S the only r-dimensional subspace that fits a subset of
the entries of such matrix, Ξˆ?
The condition that Ξ lies in the same r-dimensional subspace trivially
implies that there exists an r-dimensional subspace that fits Ξˆ. As we
explained in §1, the converse is not necessarily true (see Examples 1, 17
and §8 for a more detailed explanation).
Our work immediately provides a converse of the low-rank matrix com-
pletion problem: all the columns of a matrix Ξ lie in the same r-dimensional
subspace if there exists an r-dimensional subspace that fits Ξˆ and an addi-
tional generic Xˆ observed in a setΩ satisfying the conditions of Theorem 1.
M2. Under the same setup of low-rank matrix completion, most algorithms,
e.g., nuclear norm minimization[2], detect an r-dimensional subspace S
that fits an incomplete dataset Ξˆ, and claim that with high probability, the
detected subspace S is the only r-dimensional one that does. Theorem 2
provides a deterministic validation check for any such algorithm: S is
almost surely the unique r-dimensional subspace that fits Ξˆ if in addition
it also fits a generic Xˆ observed in a set Ω satisfying the conditions of
Theorem 2.
As we said in M1, under this setup Ξ is already assumed to belong to the
same subspace, so Theorem 1 is not even required here; Theorem 2 alone
is sufficient for the purposes of this problem.
M3. Extending M2, there is no reason to stop with low-rank matrix comple-
tion. Theorem 1 provides a deterministic validation check for any algo-
rithm that performs low-rank, or even high-rank matrix completion[5], or
any algorithm that finds a subspace that fits data, e.g., the EM algorithm
derived in [4].
M4. Continuing with M3, a universal deterministic validation check on the
output of any algorithm opens the door to answering an important open
question: the real sample complexity of subspace clustering with miss-
ing data[4], which is somewhat equivalent to the sample complexity of
high-rank matrix completion[5]. One can see in [4] that the gist of this
problem is to be able to identify false subspaces that for some unfortunate
circumstances could deceivingly appear to fit certain data.
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M5 Of course, sometimes even when we know that our data lies in a subspace —
or want to approximate it with a subspace anyway—we don’t always know
the dimension of such subspace —or the minimum possible dimension of a
subspace that approximates it nicely. Theorem 1 can be used iteratively to
find with certainty the lowest-dimensional subspace or the minimal union
of subspaces that fit certain data.
Not pretending to do a survey on the applications of subspaces, we think
these motivations should be enough to give an idea of the scope and power of
these results. With this, we move on.
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4 Setup
In this section we fully describe the setup and notation that will be used in the
remainder of the document.
4.1 Subspaces and bases
Let S⋆ = {S⋆k}
K
k=1 be a set of K distinct r-dimensional subspaces of R
d.
We use S⋆ to denote an arbitrary subspace from S⋆, and U⋆ to denote a
basis of S⋆, i.e., whenever possible, we drop the subscript k, which is generally
used to index subspaces, and unless otherwise stated, runs from 1 to K.
Example 4. Let d = 5, r = 2, and
U⋆ =


1 1
1 2
1 3
1 4
1 5

 .
Then S⋆ = span{U⋆}. 
In general, we use S to denote an arbitrary subspace and U to denote one
of its bases.
4.2 Vectors and bases
Let X := {xi}Ni=1 be denote a collection of vectors of R
d that lies in the union
of the subspaces of S⋆.
As we said before, each xi is assumed to lie in one of the subspaces of S
⋆. This
correspondence is described by K = {ki}Ni=1, a multiset of indices in {1, ...,K}
that specifies that xi lies in S
⋆
ki
. To keep notation from getting out of hand, we
use S⋆i as shorthands for S
⋆
ki
, and U⋆i to denote a basis of S
⋆
i .
We use x to denote an arbitrary element of X that lies in S⋆, i.e., whenever
possible, we drop the subscript i, which is generally used to index vectors, and
unless otherwise stated, runs from 1 to N .
Example 5. With the same setup as in Example 4, let N = 3 and
x1 =


2
2
2
2
2

 , x2 =


3
6
9
12
15

 , x3 =


2
3
4
5
6

 .
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Then
X = {x1, x2, x3} =


2 3 2
2 6 3
2 9 4
2 12 5
2 15 6

 .
It is easy to see that x1, x2 and x3 belong to S
⋆, i.e., k1 = k2 = k3. 
4.3 Observation sets
We are interested on partially observed vectors. We handle this with Ω :=
{ωi}
N
i=1, a set of N sets that specifies that xi is only observed in the positions
of the set ωi. Since xi ∈ Rd, ωi ⊂ {1, ..., d}.
We make two assumptions about the entries we observe, only to simplify the
analysis, but these can be most easily generalized:
(i) |ωi| = r + 1 for every i.
(ii)
⋃
i ωi = {1, ..., d}.
We use ω to denote an arbitrary subset of {1, ..., d} of size r + 1, i.e., whenever
possible we drop the subscript i.
We also use Ω, Ω˘ and Ω¯ to denote arbitrary collections of sets of ω’s; typically
subsets of Ω.
Definition 1 (n, m). Given Ω (resp. Ω˘ and Ω¯), we define n and m (resp. n˘,
m˘ and n¯, m¯) as:
n := |Ω|,
m := |
⋃
ω∈Ω
ω|,
Definition 2. Given Ω ⊂ Ω, we define I := {i : ωi ∈ Ω} and J :=
⋃
ω∈Ω
ω.
Observe that |Ω| is the number of sets that Ω contains, i.e., |I|, for example,
|Ω| = N .
Unless otherwise stated, we use j to index the elements of {1, ..., d}, and
typically to denote that such element belongs to some set ω or to index an entry
of a vector, for example, uj denotes the j
th entry of u. This way, intuitively,
J is the set of j’s contained in the sets of Ω, m is the number of distinct j’s
that are contained in the sets of Ω, n is the number of ω’s that Ω has, and for
Ω ⊂ Ω, I is the set of i’s such that ωi ∈ Ω also belongs to Ω.
For convenience, rather than listing the set of sets to specify Ω, we typically
use a d× n matrix whose (j, i)th entry is observed, denoted by ×, if j ∈ ωi, and
missing otherwise, denoted by · . When there is no room for confusion, we use
Ω to denote such matrix. Under this convention, J can be thought of as the
set of rows with at least one observed entry, and m as the number of such rows.
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Example 6. With the same setup as in Example 5. Let ω1 = {1, 2, 3}, ω2 =
{2, 3, 4} and ω3 = {3, 4, 5}. Then
Ω = {ω1, ω2, ω3} =


× · ·
× × ·
× × ×
· × ×
· · ×

 .
If we let Ω = {ω1, ω2}, then I = {1, 2}, J = {1, 2, 3, 4}, n = 2 and m = 4. 
4.4 Incomplete vectors, bases and subspaces
We are now ready to define incomplete vectors.
Definition 3 (xˆ). Given ω, we define xˆ as the vector with d components whose
jth entry is equal to the jth entry of x if j ∈ ω, and otherwise has a value of
missing, denoted by · (resp. for ωi and xˆi).
Notice that xˆ depends on ω. Technically, we could specify this by writing
xˆω, but the index ω is redundant, and we want our notation to be as simple
as possible. For a collection of vectors we simply have Xˆ := {xˆi}Ni=1. When
there is no room for confusion, we equivalently use X and Xˆ to denote the d×N
matrices with {xi}Ni=1 and {xˆi}
N
i=1 as its columns.
Definition 4 (xω). We define xω as the vector in R|ω| whose entries are equal
to the observed entries of xˆ.
For subspaces we have something similar.
Definition 5 (Rdω, Sˆ and Uˆ). Let R
d
ω be the span of the canonical vectors of
Rd corresponding to the elements of ω. We define Sˆ as the projection of S onto
Rdω, and Uˆ as the d× r matrix with the entries of U in the positions of ω, and
zeros elsewhere (resp. for ωi, Sˆi and Uˆi).
It is easy to see that span{Uˆ} = Sˆ. Conversely, the rows of any basis of Sˆ
must be zero in the positions that don’t belong to ω.
Similar to xˆ, Sˆ and Uˆ depend on ω. Technically, we could specify this by
writing Sˆω or Uˆω, but the index ω is redundant, and we want to keep our notation
from getting out of hand. For this same purpose, we use Sˆ⋆i as shorthand for
Sˆ⋆kiωi
, and similarly for Uˆ⋆i and Uˆ
⋆
kiωi
.
Definition 6 (Uω and Sω). Given ω, we define Uω as the |ω| × r matrix with
the non-zero rows of rows of Uˆ , and Sω := span{Uω}.
To simplify our notation, we use S⋆ωi as shorthand for S
⋆
kiωi
, and similarly
for U⋆ωi .
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(a) Sˆ is the result of projecting S onto
Rdω.
(b) Sω is the restriction of S to the po-
sitions of ω; a subspace in Rr+1.
Figure 2: In this example, r = 1, and ω = {1, 2}, so Rdω is the (x, y)-plane. Sˆ is
a line in R3 that lies in the (x, y)-plane, while Sω is a line in R2.
Example 7. With the same setup as in Examples 4, 5 and 6, we would obtain
xˆ1 =


2
2
2
·
·

 , xˆ2 =


·
6
9
12
·

 , xˆ3 =


·
·
4
5
6

 , Xˆ =


2 · ·
2 6 ·
2 9 4
· 12 5
· · 6

 ,
xω1 =

22
2

 , xω2 =

 69
12

 , xω3 =

45
6

 ,
Uˆ1 =


1 1
1 2
1 3
0 0
0 0

 , Uˆ2 =


0 0
1 2
1 3
1 4
0 0

 , Uˆ3 =


0 0
0 0
1 3
1 4
1 5

 ,
Uω1 =

1 11 2
1 3

 , Uω2 =

1 21 3
1 4

 , Uω3 =

1 31 4
1 5

 .

Before we move to other things, one technical definition that will simplify our
argumentation greatly without loss of generality. We will discuss more about
this in §9.3.
Definition 7 (Degenerate subspace). We say an r-dimensional subspace is
degenerate iff there exists an υ ⊂ {1, ..., d} with |υ| ≤ r, such that dimSυ < |υ|.
Remark 2. Definition 7 is saying that a subspace is non-degenerate iff for every
υ ⊂ {1, ..., d} with |υ| ≤ r, dimSυ = |υ|, i.e. Sυ = R|υ|, or equivalently, iff
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every |υ|× r matrix formed with the rows of any of its bases is full-rank. Notice
that almost every subspace is non-degenerate. 
Example 8. Unless otherwise stated, subspaces of all examples in the document
are non-degenerate. Here is an example of a degenerate one:
U =

1 00 1
0 1

 .
If we take υ = {2, 3}, one can verify that dimSυ = 1 < 2 = |υ| by simply
looking at the bottom 2× 2 minor of U , which is rank-defficient. 
4.5 Fitting incomplete vectors
Let us now define what it means to fit an incomplete vector.
Definition 8 (To fit xˆ). We say S fits xˆ iff there exists a vector in S that is
equal to xˆ in all its observed entries, or equivalently, iff xω ∈ Sω.
Definition 9 (To fit Xˆ). We say S fits Xˆ iff S fits xˆi for every i.
Notice that each xˆi might belong to a different subspace in S
⋆.
Example 9. With the same setup as Examples 1 and 2, it is easy to see that
S fits Xˆ. 
4.6 Fitting generic vectors ∼ fitting observation sets
We now formalize what we mean by fitting generic vectors. Intuitively, when we
say that a vector is generic, we mean that it could be any vector, and whenever
we say that S fits a generic vector from S⋆, what we formally mean is that S
fits every vector from S⋆.
The same for an incomplete vector. Moreover, with Definition 8, it is easy
to see that whether or not S fits every xˆ ∈ S⋆ depends only on ω. Therefore,
whenever we informally say that S fits a generic xˆ, what we formally mean is
that S fits ω in the following sense.
Definition 10 (To fit ω). Given S⋆, we say that S fits ω iff Sω fits every
xω ∈ S⋆ω.
Remark 3. Notice that S will fit ω iff S⋆ω ⊂ Sω, i.e., iff for every x ∈ S
⋆ there
exists a u ∈ S such that uω = xω.
In general, S fits ω iff S⋆ω ⊂ Sω. Nevertheless since S
⋆ is non-degenerate, S⋆ω
is an r-dimensional subspace, so whenever S is also an r-dimensional subspace,
we also have Sω ⊂ S⋆ω, whence S fits ω iff Sω = S
⋆
ω. 
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Example 10. Let r = 1 and suppose
U =

22
3

 , U⋆ =

11
1

 , ω =

××
·

 .
Since S would fit any xˆ ∈ S⋆, we say S fits ω. 
Similarly, when we say that a set of vectors X ∈ S⋆, consisting of x1 ∈
S⋆1 , ..., xN ∈ S
⋆
N , is generic, we mean that x1 could be any vector from S
⋆
1 , x2
could be any vector from S⋆2 , and so on. Whenever we say that S fits a generic
set of vectors X ∈ S⋆, what we formally mean is that S fits every xi ∈ S⋆i for
every i.
The same for sets of incomplete vectors. With Definition 9 it is easy to see
that whether or not S fits every Xˆ ∈ S⋆ depends only on Ω. Therefore, whenever
we informally say that S fits a generic Xˆ, what we formally mean is that S fits
Ω, with the following.
Definition 11 (To fit Ω). Given S⋆ and K, we say that S fits Ω iff S fits xˆi
for every xi ∈ S⋆i and every i ∈ I.
Remark 4. Recall that S⋆i is a shorthand for S
⋆
ki
and ki is the index in K that
specifies that xi lies in S
⋆
ki
. Hence the dependency on K in Definition 11. 
Notice that there are many equivalent ways of defining what it means to
fit Ω. For example, we could also say that S fits Ω iff Sωi fits xωi for every
xωi ∈ S
⋆
ωi
and every i ∈ I, or we could define it as in the next Remark.
Remark 5. In general, S fits Ω iff S⋆ωi ⊂ Sωi for every i. Nevertheless, since
S⋆ is non-degenerate, S⋆ωi is an r-dimensional subspace, so whenever S is also
an r-dimensional subspace, we also have that Sωi ⊂ S
⋆
ωi
for every i, whence S
fits Ω iff Sωi = S
⋆
ωi
for every i. 
Example 11. Suppose r = 1 and
U =

22
3

 , U⋆1 =

11
1

 , U⋆2 =

12
3

 , Ω =

× ×× ·
· ×

 .
Since S would fit every xˆ1 ∈ S⋆1 and every xˆ2 ∈ S
⋆
2 , we say S fits Ω. 
Remark 6. When we informally say that an r-dimensional subspace S fits a
generic xˆ, what we formally mean is that S fits ω, i.e., that S fits xˆ for every
x ∈ S⋆. This guarantees that S is somehow independent of one particular
instance of xˆ. This is essential for our analysis, because if S is to fit ω, then Sω
must fit xω for every xω ∈ S⋆ω. This implies that S must satisfy Sω = S
⋆
ω (see
Remark 3).
In contrast, S need not satisfy this to fit one particular xˆ. For instance, S
could fit one particular xˆ by just fixing the observed entries of xˆ in the positions
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of ω of a spanning vector of S, e.g., with the same setup as in Example 4, let
x =


2
3
4
5
6

 , ω =


×
×
×
·
·

 , xˆ =


2
3
4
·
·

 .
Then we could construct
U =


2 u12
3 u22
4 u32
u41 u42
u51 u52

 ,
and U would fit xˆ for any choices of u12, u22 and u32, so S would need not satisfy
Sω = S
⋆
ω to fit xˆ.
Similarly, when we informally say that an r-dimensional subspace S fits a
generic Xˆ, what we formally mean is that S fits Ω, i.e., that S fits xˆi for every
xi ∈ S
⋆
i and every i. This guarantees that S is somehow independent of one
particular instance of Xˆ. This is essential for our analysis, because S must
satisfy Sωi = S
⋆
ωi
for every i in order to fit Ω.

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5 Assumptions
Now that we have fully specified our setup, we use this section to give a detailed,
precise and unified list of our assumptions, in order to present them all together
and clearly, to emphasize how lenient they are, how they are mostly used to
ease our argumentation, and how easily they can be generalized.
A1. xi ∈ S⋆i for every i. This is just the basic setup of the problem: that
our data lie in a union of subspaces. This is to give some structure to
X. Without this assumption, we cannot possibly hope to determine the
missing values in Xˆ, as they could be arbitrary, whence nothing can be
said about the complete counterpart X, and no low-dimensional subspace
can be guaranteed to fit X.
A2. All subspaces in S⋆ are assumed to be r-dimensional subspaces of Rd. This
is just to simplify our arguments, but can be easily generalized to the case
where the subspaces in S⋆ are of different dimensions (see §9.3). Observe
that we are not assuming anything about K. For all we know, K could
be arbitrarily large; even larger than N .
A3. All subspaces in S⋆ are assumed to be non-degenerate. This is just to sim-
plify our arguments, but can be easily generalized, if necessary. We em-
phasize, if necessary, because fortunately, the set of degenerate subspaces
has measure zero, thus our results hold, without any further modification,
for almost every S⋆. For a further discussion about degenerate subspaces
see §9.3.
A4. |ωi| = r + 1 for every i. Observe that if |ω| ≤ r, there is no possible
way to determine the subspace where x really lies. More precisely, since
subspaces in S⋆ are non-degenerate, a vector observed in fewer than r+1
entries could belong to any of the subspaces in S⋆.
On the other hand, if |ω| > r + 1 it can only be easier to determine if
x really belongs to S, as any subspace that fits it will have to satisfy
more restrictions. In other words, it is harder to fit xˆ1 than to fit xˆ2 if
|ω1| > |ω2|. This assumption can be immediately generalized using this
simple observation.
This way, rather than an assumption —being |ω| > r a requirement for
the task that we want to achieve— this is just a convenience statement
to simplify our arguments, analysis and notation, that at the same time
states that we are working under the most minimal assumptions on |ω|.
More about this is discussed in §9.3.
Notice that we assume nothing about Ω being spread uniformly, at ran-
dom, or anything of the sort; our results apply to completely arbitrary
Ω’s.
A5. J :=
⋃
i ωi = {1, ..., d}. This is just for simplicity of notation and ar-
gumentation. Observe that if Ω has a fully unobserved row, there will
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always be infinitely many subspaces that fit Ω. We can only determine
when the projection of such subspaces onto Rd
J
will be unique, i.e., when
the restriction of a subspace that fits Ω, is unique. We can easily general-
ize this by working only with the observed entries of Ω, and alternatively
defining {1, ..., d} := J , as we can say nothing anyway about the entries
where no row is observed.
A6. There exists a non-degenerate r-dimensional subspace that fits Ω. Rather
than an assumption, this is the motivation of the document: assuming
that there is a subspace that fits certain data, we want to determine when
such data really lies in a subspace. Since we are assuming that subspaces
in S⋆ are non-degenerate, we know that if our data really lies in a subspace,
it is a non-degenerate one. If certain degenerate subspace fits our data,
we would already know our data does not really lies in it. We use this
assumption mainly to avoid all this uninteresting argumentation in every
statement.
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6 Results
To avoid being anal in every statement of the document without giving up be-
ing precise, we would like to give an important remark about our results before
presenting them:
All our results hold under assumptions A1-A6 above, and for almost
every S⋆ under the natural Lebesgue measure.
In other words, our results hold for almost every dataset lying in a union of
subspaces.
Having said that, we are now ready to present our results. We would like to
take advantage of this section to also give some intuitive meaning to them, to
emphasize how simple they are, and to give an example of their usage.
Recall that the main goal is to determine how can we make sure that if
certain data fit in a subspace S, it is because such data really lie in a subspace.
As discussed in §2, we can answer this question by characterizing when a
set of incomplete vectors observed only in Ω, behaves as a complete one. Such
characterization, intuitively stated in §2 is formalized by our main result:
Theorem 1 (All of a kind). Suppose an r-dimensional subspace S fits Ω,
and that there exists an Ω˘ ⊂ Ω of size d− r + 1 such that
m ≥ n+ r ∀ Ω ( Ω˘. (1)
Then ki = kı¨ for every (i, ı¨). Furthermore, S is the only r-dimensional
subspace that fits Ω, and S ∈ S⋆.
Conversely, if no such Ω˘ exists, ki might be different from kı¨ for some
(i, ı¨), there could be infinitely many r-dimensional subspaces that fit Ω, and
even if there is only one such subspace, it might not even belong to S⋆.
Before moving on, we give some intuitive interpretations of Theorem 1:
(a) That there is only one subspace that fits Ω means that there is only one
subspace that fits a set of generic incomplete vectors Xˆ.
(b) That ki = kı¨ for every (i, ı¨) means that all the vectors of Xˆ lie in the same
subspace of S⋆.
In other words, Theorem 1 is telling us precisely what we wanted: when will a
generic Xˆ satisfy the desired properties (a) and (b) from §2.1, and hence when
it will behave as a complete vector.
But not only that. Notice that the converse is telling us that if Ω does not
satisfy the conditions of the theorem, then it cannot be guaranteed that all the
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vectors of Xˆ lie in the same subspace of S⋆, whence Xˆ will not behave as a
complete vector.
In conclusion, Theorem 1 is telling us that a generic Xˆ will behave as a
complete generic vector iff Ω satisfies the condition of the theorem, namely that
it contains a set Ω˘ of size d− r + 1 that satisfies (1). One simple and intuitive
interpretation of (1) is that
For every strict subset of Ω˘ with n columns, the number of distinct rows
with at least one observation, m, is at least n+ r.
Example 12. Continuing with Example 3, we have that
Ω =


× · · × ×
× × · · ×
× × × · ·
· × × × ×
· · × × ·

 .
It is easy to see that Ω satisfies the conditions of Theorem 1. Explicitly, take
Ω˘ = {ω1, ..., ω4}. One may verify that Ω˘ satisfies (1). If S fits Ω, then ki = kı¨
for every (i, ı¨) and S = S⋆i is the only r-dimensional subspace that fits Ω.
For an example of the converse statement of Theorem 1, consider the same
setup as in Example 17. Observe that there exists no Ω˘ ⊂ Ω that satisfies the
conditions of Theorem 1. Thus the columns of X might not belong to the same
subspace, which is precisely the case. We can also see that S is none of the
subspaces in S⋆. 
As we mentioned in §2.2, determining when there is only one r-dimensional
subspace that fits Ω is essential for the proof of Theorem 1. The answer to this
is given by our second main result.
Theorem 2 (Characterization of uniqueness). There is only one r-
dimensional subspace that fits Ω iff there exists an Ω˘ ⊂ Ω of size d − r
such that
m ≥ n+ r ∀ Ω ⊂ Ω˘. (2)
Notice that the requirement of Theorem 1 is slightly stronger than the re-
quirement of Theorem 2: Theorem 1 requiresΩ to contain a set Ω˘ of size d−r+1
that satisfies (2) for every one of its d− r subsets of size d− r, while Theorem 2
only requires one Ω˘ of size d− r that satisfies (2).
In other words, once we know that there is only one r-dimensional subspace
that fits Ω, we only need a little bit more to make sure that all the vectors of
X indeed lie in the same subspace.
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Example 13. With the same setup as in Example 11, it is clear that Ω is the
only possible set of size d − r, so take Ω˘ = Ω. One can trivially verify that
m ≥ n + r for every Ω ⊂ Ω, so Ω satisfies the conditions of Theorem 1, hence
there is only one r-dimensional subspace that fits Ω.
Nevertheless, observe that Ω does not satisfy the conditions of Theorem 1,
as it does not even have d− r + 1 sets.
This is one case where we can guarantee that there is only one r-dimensional
subspace that fits Ω, but we cannot yet guarantee that ki = kı¨ for every (i, ı¨),
nor that the subspace that fits Ω belongs to S⋆.
Notice that the difference between this Ω and the Ω from Example 18, where
we can guarantee that ki = kı¨ for every (i, ı¨), is just one ω. 
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7 Uniqueness
Determining when there is only one r-dimensional subspace that fits Ω is es-
sential for the proof of Theorem 1. The answer is given by Theorem 2. We will
thus start with the proof of the later, and will leave the proof of the former for
§8.
7.1 The subspace UΩ
With no further ado, we begin our analysis. Consider the set:
UΩ :=

u ∈ Rd : ⋂
i∈I
{uωi ∈ S
⋆
ωi
}

 .
Observe that UΩ is a function of S
⋆, K and Ω (see Remark 5).
In order to show Theorem 2 we will prove that UΩ is a subspace, that it con-
tains all the r-dimensional subspaces that fit Ω, that it fits Ω, and will determine
its dimension. We will then conclude that there is only one r-dimensional sub-
space that fits Ω iff dimUΩ = r.
We begin our work towards these goals. Similar to the definition of UΩ, let
Uω := {u ∈ R
d : uω ∈ S⋆ω}.
In other words, Uω is the set of all u’s such that uω fits in S
⋆
ω. Notice that Uω
is a function of S⋆ and ω.
Lemma 1. Uω and UΩ are subspaces.
Proof. Let u, v ∈ Uω, and w = ςu + ζv for some scalars ς, ζ. Since S⋆ω is a
subspace, wω ∈ S⋆ω, so w ∈ Uω, hence Uω is a subspace.
It is easy to see that UΩ =
⋂
ω∈Ω Uω. Since intersections of subspaces are
subspaces, we conclude that UΩ is a subspace.
Lemma 2. Uω contains all the r-dimensional subspaces that fit ω, and UΩ
contains all the r-dimensional subspaces that fit Ω.
Proof. Let S be an r-dimensional subspace that fits ω, and u ∈ S. Since Sω =
S⋆ω (see Remark 3), uω ∈ S
⋆
ω, so u ∈ Uω. Since u was arbitrary, we have
that S ⊂ Uω. Since S was arbitrary, we conclude that Uω contains all the
r-dimensional subspaces that fit ω.
Now let S be an r-dimensional subspace that fits Ω, and u ∈ S. Since
Sωi = S
⋆
ωi
for every i ∈ I (see Remark 5), uωi ∈ S
⋆
ωi
for every i ∈ I, hence
u ∈ UΩ. Since u was arbitrary, we have that S ⊂ UΩ. Since S was arbitrary,
we conclude that UΩ contains all the r-dimensional subspaces that fit Ω.
Corollary 1. Uω fits ω. Furthermore, UΩ fits Ω whenever there is an r-
dimensional subspace that fits Ω.
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Proof. S⋆ is an r-dimensional subspace that clearly fits ω, so by Lemma 2,
S⋆ ⊂ Uω , which implies Uω fits ω (see Remark 3).
Now suppose there is an r-dimensional subspace S that fits Ω, such that
S⋆ωi = Sωi for every i ∈ I (see Remark 5). By Lemma 2, S ⊂ UΩ, which implies
UΩ fits Ω.
Remark 7. Notice the importance of the requirement that S is an r-dimensional
subspace in Lemma 2 and Corollary 1.
In the case when S is assumed to be an r-dimensional subspace that fits
Ω, since Sωi = S
⋆
ωi
for every i (see Remark 5), we know that every u ∈ S will
satisfy uωi ∈ S
⋆
ωi
for every i, hence S ⊂ UΩ.
If we drop the assumption that S is r-dimensional, we only know that S⋆ωi ⊂
Sωi for every i, whence we only know that there exist u’s in S that will satisfy
uωi ∈ S
⋆
ωi
for every i, but there might also be some other u’s in S that won’t
satisfy this, whence we cannot conclude that S ⊂ UΩ. For example, if S = Rd,
it is clear that S will fit Ω, but won’t be contained in UΩ. 
Observe that if there are more than one r-dimensional subspaces that fit Ω,
since they are contained in UΩ, dimUΩ > r. Moreover, since UΩ is a subspace,
if dimUΩ > r, there are infinitely many r-dimensional subspaces contained in
UΩ. It is easy to see that infinitely many of such subspaces will fit Ω. In other
words, using these results, we have the following.
Corollary 2. There is only one r-dimensional subspace that fits Ω iff dimUΩ =
r. Furthermore, if there are more than one r-dimensional subspaces that fit Ω,
there are infinitely many.
7.2 One at a time
We continue our analysis by studying Uω. The key idea is that every hyperplane,
i.e., every (d−1)-dimensional subspace of Rd, is characterized by its orthogonal
direction.
Figure 3: Every hyperplane is characterized by its orthogonal direction.
By definition, S⋆ω is a subspace of R
r+1. Since dimS⋆ = r, and S⋆ is non-
degenerate, it is easy to see that dimS⋆ω = r, i.e., S
⋆
ω is a hyperplane in R
r+1. As
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such, it is characterized by its orthogonal direction, which can be fully specified
by a unique —up to scalar multiplication— non-zero vector of Rr+1 orthogonal
to S⋆ω, say aω. For such aω we have:
S⋆ω = {uω ∈ R
r+1 : 〈uω, aω〉 = 0} = ker aTω.
If we define a as the row vector in Rd with the entries of aω in the positions of
ω, and zeros elsewhere, it is clear that
Uω = {u ∈ R
d : 〈uω, aω〉 = 0} = {u ∈ R
d : 〈u, a〉 = 0} = ker a.
Thus Uω is also a hyperplane: the (d − 1)-dimensional subspace of Rd charac-
terized by a, containing every u ∈ Rd that satisfies uω ∈ S⋆ω.
Notice that just as Uω , a is a function of S
⋆ and ω, and since S⋆ is non-
degenerate,
Lemma 3. a has exactly r + 1 non-zero entries in the positions of ω.
Proof. Suppose for contradiction that aω has at least one zero entry. Use υ ⊂
{1, ..., d} to denote the set of the position of the non-zero entries of aω, and
use it analogous to ω. Since aω is orthogonal to S
⋆
ω, we have that 〈aω, uω〉 =
〈aυ, uυ〉 = 0 for every uυ ∈ S⋆υ , i.e., S
⋆
υ ⊂ ker aυ . Then
dimS⋆υ ≤ dimker a
T
υ = |υ| − 1 < |υ|,
which is a contradiction, as S⋆ is non-degenerate by A3. The statement follows
directly by the definition of a as the row vector in Rd with the entries of aω in
the positions of ω.
7.3 Several at Once
Our next step is precisely the most obvious one. Let aωi ∈ R
r+1 be a vector in
the orthogonal direction of S⋆ωi , and ai be the row vector in R
d with the entries
of aωi in the positions of ωi, and zeros elsewhere. With Ui as shorthand for Uωi ,
then
UΩ =
⋂
i∈I
Ui =
⋂
i∈I
ker ai = kerA,
where A is the n × d matrix with {ai}i∈I as its rows. In the particular case
when Ω = Ω, we use A instead of A, i.e., A is the N × d matrix with rows
{ai}Ni=1. Notice that by Lemma 3, A has exactly m non-zero columns in the
positions of J , while A has no zero columns by A5.
This way, each ai defines a hyperplane with all the vectors u ∈ Rd that
satisfy uωi ∈ S
⋆
ωi
, namely Ui. UΩ is the intersection of all such hyperplanes,
hence it contains all the vectors u ∈ Rd that satisfy uωi ∈ S
⋆
ωi
simultaneously
for every i.
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Figure 4: UΩ = kerA =
⋂
i∈I kerai =
⋂
i∈I Ui. This figure could be an
illustration of the setup in Example 11.
This way, A characterizes UΩ just as a characterizes Uω ; and just as UΩ, A
is a function of S⋆, K and Ω (see Remark 4).
If we let ℓ be the number of linearly independent rows in A, we immediately
know from elemental linear algebra[6] that dimUΩ = dimkerA = d − ℓ. We
state this as a lemma, as it is an observation that will come up in our subsequent
analysis.
Lemma 4 (dimUΩ). dimUΩ = d− ℓ.
It is clear that we are interested on determining when Ω defines an A with
linearly independent rows. But before moving to that, let us discuss one very
nice property of A.
Lemma 5. There exists no A with a row with fewer than r+1 non-zero entries
such that kerA = kerA.
Proof. Very similar to the proof of Lemma 3, suppose for contradiction that
there exists an A with a row a with fewer than r + 1 non-zero entries such
that kerA = kerA. Use υ ⊂ {1, ..., d} to denote the set of the positions of the
non-zero entries of a, and use it analogous to ω.
Let S be an r-dimensional subspace that fits Ω. By Lemma 2, S ⊂ UΩ, so
S ⊂ UΩ = kerA = kerA, hence every u ∈ S must satisfy 〈aυ, uυ〉 = 0, i.e.,
Sυ ⊂ ker a
T
υ . Then
dimSυ ≤ dim a
T
υ = |υ| − 1 < |υ|,
i.e., S is degenerate. Since S was arbitrary, we know that this holds for every
S that fits Ω, which contradicts A6.
As one simple consequence of Lemma 5 we obtain an extremely useful result:
Corollary 3 (ℓ). m ≥ ℓ+ r.
Proof. Suppose without loss of generality that A has all its zero columns —
if any— in the first block, and that its first ℓ non-zero columns are linearly
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independent; otherwise we can simply permute the columns of A accordingly.
Let A be the n ×m matrix with only the non-zero columns of A, and suppose
for contradiction that m < ℓ + r. We can then transform A into the following
reduced row echelon form:


d−m︷ ︸︸ ︷
0
m︷ ︸︸ ︷
A

 = A ∼ A =


d−m︷ ︸︸ ︷
0
m︷ ︸︸ ︷
I
0︸ ︷︷ ︸
ℓ
B
0︸ ︷︷ ︸
m−ℓ<r



 ℓ}
n− ℓ.
We know from elemental linear algebra[6] that kerA = kerA, nevertheless the
top ℓ rows of A have fewer than r+1 non-zero entries, which is a contradiction
by Lemma 5.
7.4 Independence
From our discussion in §7.3, it is clear that we are interested on determining
when Ω defines an A with linearly independent rows.
With this in mind we use the following.
Definition 12 (Independent set). We say Ω is independent iff all rows of A
are linearly independent. Otherwise we say Ω is dependent.
With this definition we can now say that our next goal is to be able to
identify when Ω is independent. The answer to this is given by the following.
Lemma 6 (Characterization of independent sets). Ω˘ is independent iff
m ≥ n+ r ∀ Ω ⊂ Ω˘.
Remark 8. Notice that Lemma 6 defines a matroid[7]. 
This lemma represents a central part of Theorems 1 and 2, and is possibly
the most transcending result of the document. In order to prove it we will
require the following.
Definition 13 (Dependent set, redundant set). We say ω is dependent on Ω
or redundant iff a is linearly dependent on the rows of A. Otherwise, we say ω
is independent of Ω.
The next definition will play a crucial role in the proofs of Lemmas 6 and 7
in this section, and also in Lemmas 8, 10 and 11, in §8.
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Definition 14 (Basis). We say Ω is a basis of ω iff Ω is an independent set
such that ω is dependent on Ω but is not dependent on any proper subset of Ω.
Remark 9. Observe that bases are not unique. In fact, for a single ω there
could be several bases, and even of different sizes. 
Example 14. Suppose r = 2 and
Ω =


× · × · · ×
× × · · · ·
× × × × · ·
· × × × × ·
· · · × × ×
· · · · × ×

 .
ω3 is trivially dependent on itself, so {ω3} is a trivial basis of ω3. One can
verify using Lemma 6 that ω3 is dependent on {ω1, ω2}. Then {ω1, ω2} is also a
basis of ω3. Finally, ω3 is also dependent on {ω4, ω5, ω6}, so {ω4, ω5, ω6} is also
a basis of ω3. Notice that these three different bases are not even of the same
size. 
The crux of Lemma 6, and all our further results for that matter, lies in the
following statement.
Lemma 7 (Property of bases). Let Ω be a basis of ω. Then m = n+ r.
Proof. Let Ω be a basis of ω. If Ω is a trivial basis, i.e., if Ω = {ω}, it is trivially
true that m = n+ r. Suppose then that Ω is non-trivial.
First observe that ω ⊂ J ; otherwise a would have a nonzero entry cor-
responding to a zero column of A, whence a could not possibly be linearly
dependent on A.
We can assume without loss of generality that A has all its zero columns
—if any— in the first block and a has its non-zero entries in the last r + 1
columns; otherwise, we may just permute the columns of a and A accordingly.
Also assume without loss of generality that the first non-zero entry of a is 1
—otherwise we can just scale the row— and let aˆ denote the 1× r row with the
remaining non-zero entries of a, such that we can write:

 A
a

 =


d−m︷ ︸︸ ︷
0
m︷ ︸︸ ︷
B
0 1︸ ︷︷ ︸
m−r
C
aˆ︸ ︷︷ ︸
r



n}
1.
(3)
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Recall that we want to show that m = n+ r. Since Ω is independent, we know
n = ℓ, so by Corollary 3 we immediately know that m ≥ n+ r. As we specified
in §6, all our statements hold for almost every S⋆, so it suffices to show that
m > n + r only in a set of measure zero. Suppose then that m > n + r. This
implies that B has strictly more than n columns.
Observe that the rows of B are linearly independent. To see this, very similar
to what we did in Corollary 3, suppose for contradiction that they are not. This
implies that we can transform A into the following reduced row echelon form:
A ∼ A =


d−m︷ ︸︸ ︷
0
m︷ ︸︸ ︷
B
0︸ ︷︷ ︸
ℓ
C
︸ ︷︷ ︸
r

 }
> 0.
We know from elemental linear algebra[6] that kerA = kerA. Nevertheless,
the last row of A has at most r non-zero entries, which is a contradiction by
Lemma 5.
Let a be the 1×m row with only the entries of A in the positions of J , and
A be the n×m matrix with only the columns of A in the positions of J .
Going back to (3), since the rows ofB are linearly independent andm−r > n,
we know, B has n linearly independent columns. Let B denote the n× n block
of B that contains n linearly independent columns, and B the n× (m− n− r)
remaining block of B. We can thus assume without loss of generality that:

 A
a

 =


B︷ ︸︸ ︷
B
0︸ ︷︷ ︸
m−n−r≥1
B
0 1︸ ︷︷ ︸
n
C
aˆ︸ ︷︷ ︸
r



n}
1.
Notice that the column of B corresponding to the 1 in a must belong to B
(otherwise, we have that βB = 0, with β as in (5), which implies that B has a
linearly dependent row, hence a linearly dependent column).
We can further assume without loss of generality that the first non-zero entry
of every row of A is 1; otherwise we may just scale each row. Finally, we may
also assume that the first column of A, namely the first column of B has all its
♭ non-zero entries —all ones by construction— on the top rows; otherwise we
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may just permute the rows of A accordingly, such that we have:

 A
a

 =
♭
{

B︷ ︸︸ ︷
1
0
0︸ ︷︷ ︸
1
B
0︸ ︷︷ ︸
m−n−r−1≥0
B
0 1︸ ︷︷ ︸
n
C
aˆ︸ ︷︷ ︸
r



n}
1.
(4)
Since a is minimally linearly dependent on A, we know there exists a unique
row vector β ∈ Rn with all non-zero entries such that
βA = a, (5)
which implies 1 < ♭ ≤ n. In particular, using (5) on the B block of (4), we have
that βB =
[
0 1
]
, and since B is full-rank, we can solve for β:
β =
[
0 1
]
B
−1, (6)
i.e., β is the the last row of B−1. We know from elemental linear algebra[6] that
B
−1 =
1
|B|
B
∗,
where |·| and ·∗ denote the determinant and the adjoint matrix of · , respectively.
Since B∗ is the transpose of the cofactor matrix of B, we have that
b
−1
ni = ±in
|Bin|
|B|
, (7)
where Bin denotes the (n−1)× (n−1) minor of B obtained by removing the i
th
row and the nth column of B, and ±in denotes the (i, n)th entry of the following
matrix:
± :=


+ − + − · · ·
− + − + · · ·
+ − + − · · ·
− + − + · · ·
...
...
...
...
. . .

 ,
For example, if:
B =


b11 b12 b13 b14
b21 b22 b23 b24
b31 b32 b33 b34
b41 b42 b43 b44

 ,
30
then
±1n|B1n| = −
∣∣∣∣∣∣
b21 b22 b23
b31 b32 b33
b41 b42 b43
∣∣∣∣∣∣ .
Now observe that for i 6= 1, we have:
|Bin| =
n−1∑
ı¨=1
±1ı¨b1ı¨|B
1ı¨
in|,
where B1ı¨in is the (n− 2)× (n− 2) minor of Bin obtained by removing the first
row and the ı¨th column of Bin. In our example,
B =


b11 b12 b13 b14
b21 b22 b23 b24
B132n
b33 b34
b33 b44

 .
Recall that βi 6= 0 for every i, and since βi =
±in|Bin|
|B| , it is clear that |Bin| 6= 0
for every i. This implies that there is at least one ı¨ for which b1ı¨ 6= 0.
Now let us look back at (5). Using the first column of (4) we obtain
β
[
1 0
]T
= 0. Substituting (6), (7), and factoring out the common term
|B|, we obtain:
♭∑
i=1
±in|Bin| = 0. (8)
We will now show that f :=
∑♭
i=1±in|Bin| is a non-zero polynomial. Write:
f :=
♭∑
i=1
±in|Bin| = ±1n|B1n|+
♭∑
i=2
±in|Bin|
= ±1n|B1n|+
♭∑
i=2
±in
n−1∑
ı¨=1
±1ı¨b1ı¨|B
1ı¨
in|
= ±1n|B1n|+
n−1∑
ı¨=1
b1ı¨
♭∑
i=2
±in ±1ı¨ |B
1ı¨
in|︸ ︷︷ ︸
=:cı¨
,
where cı¨ is a constant polynomial of b1ı¨. By simple inspection, one can see that
|B1n| does not depend on b1ı¨, i.e., it is also a constant polynomial of b1ı¨. Thus,
if cı¨ 6= 0 for some ı¨ for which b1ı¨ 6= 0, we can immediately conclude that f is a
non-zero polynomial of b1ı¨.
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On the other hand, if cı¨ = 0 for every ı¨ for which b1ı¨ 6= 0, then f = ±1n|B1n|.
Similar to what we did for i 6= 1, we can write:
|B1n| =
n−1∑
ı¨=1
±2ı¨b2ı¨|B
2ı¨
1n|,
where B2ı¨in is the (n−2)×(n−2) minor of B1n obtained by removing the second
row and the ı¨th column of B1n. Again, since β1 6= 0, there is at least one ı¨ for
which b2ı¨ 6= 0, thus f is a non-zero polynomial of b2ı¨.
Observe that every biı¨ is either zero, or one of the entries of aωi . Thus f is
a non-zero polynomial of at least one of the entries of aω1 or aω2 , say aωiı¨ .
Since ♭ > 1, aωiı¨ 6= 1, hence f is a non-zero polynomial in R[aωiı¨ ]. We
thus know from elemental measure theory and algebraic geometry[8] that the
variety defined by (8) has measure zero. In other words, there is only a subset
of measure zero over aωiı¨ , hence over the set of all sets S
⋆, for which m > n+ r,
which concludes the proof.
We are now ready to present the proof of Lemma 6.
Proof. (Lemma 6). We prove both directions by contrapositive. Explicitly, we
will show that Ω˘ is dependent iff ∃ Ω ⊂ Ω˘ with m < n+ r.
(⇒) Let Ω˘ be dependent. By definition, it contains a redundant ω with basis
Ω¯ ⊂ Ω\ω. By Lemma 7, n¯ = m¯− r.
Take Ω := Ω¯ ∪ ω. It is clear that m = m¯. Nevertheless, n = n¯ + 1. Thus
m < n+ r, and we have the first implication.
(⇐) Suppose ∃ Ω ⊂ Ω˘ with m < n+ r. By Corollary 3, n > ℓ, which implies
Ω is be dependent. Of course, since Ω ⊂ Ω˘, Ω˘ is also dependent, which concludes
the second part of the proof.
Example 15. By Lemma 6, theΩ’s from Examples 6, 11 and ?? are independent,
for their respective r’s. On the other hand, the Ω’s from Examples 12, 14, 22
and 18 are dependent, for their respective r’s.
Notice that Ω may be dependent and still satisfy that there is only one
subspace that fits it. Such is the case of Examples 12, 14 and 18: they are
dependent, but they contain an independent set of size d − r. In other words,
they have some redundant vectors. 
Remark 10. As we will see in §8.1, redundant vectors are not useless; they
are required to guarantee that different incomplete vectors belong to the same
subspace. In fact, it is easy to see that the conditions of Theorem 1 require the
existence of redundant vectors in Ω. 
7.5 All you need is d− r
Recall that we are interested on determining conditions to guarantee that there
is only one r-dimensional subspace that fits Ω. Observe that this is not implied
by Ω being independent nor viceversa. Nevertheless, as a simple consequence
of Corollary 2, Lemma 4 and Definition 12, we obtain the following.
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Corollary 4. Suppose n = d − r. There is only one r-dimensional subspace
that fits Ω iff Ω is independent.
In other words, Corollary 4, is telling us that all we need is that Ω has d− r
independent ω’s to guarantee that there is only one r-dimensional subspace
that fits Ω. Theorem 2 is precisely a combination of this observation and the
characterization of independent sets.
Example 16. Consider Ω as in Example 6. Ω satisfies the conditions of Corol-
lary 4, so there is only one r-dimensional subspace that fits Ω. 
7.6 Proof of Theorem 2
We conclude this section with the proof of Theorem 2, which comes immediately
as a consequence of Corollaries 2 and 3 and Lemmas 4 and 6. Observe that
Theorem 2 essentially states that there exits only one r-dimensional subspace
that fits Ω iff Ω contains an independent set of size d− r.
Proof. (Theorem 2) (⇒) We prove this by contrapositive. Suppose ∄ Ω˘ ⊂ Ω of
size d− r such that m ≥ n+ r for every Ω ⊂ Ω˘. By Lemma 6, we know there is
no independent set of size d−r in Ω, i.e., there are no d−r linearly independent
rows in A. By Lemma 4, dimUΩ > r, thus by Corollary 2 there exist infinitely
many r-dimensional subspaces that fit Ω.
(⇐) Suppose there exists an Ω˘ ⊂ Ω of size d − r such that m ≥ n + r for
every Ω ⊂ Ω˘. By Lemma 6 Ω˘ is independent, i.e., A contains at least d − r
linearly independent rows. Furthermore, by Corollary 3A contains exactly d−r
linearly independent rows. By Lemma 4, dimUΩ = r, thus by Corollary 2 there
is only one r-dimensional subspace that fits Ω˘. Since Ω˘ ⊂ Ω, there is also only
one r-dimensional subspace that fits Ω.
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8 All of a kind
Notice that so far, Theorem 2 is only stating when there will be only one r-
dimensional subspace that fits Ω. It is not yet implying anything about K.
For all we know such subspace could fit Ω, even if the x’s belong to different
subspaces.
In other words, even if there is only one r-dimensional subspace that fits Ω,
there is yet nothing that assures us that all the columns of X indeed lie in one
r-dimensional subspace.
Example 17. Consider the same setup as in Example 11. One can easily verify
using Theorem 2 that there is only one r-dimensional subspace that fits Ω . But
suppose that the columns of X don’t lie in the same r-dimensional subspace,
i.e., k1 6= k2, as in Example 1.
One can see that there are infinitely many r-dimensional subspaces that will
satisfy Sω1 = S
⋆
ω1
; the r-dimensional subspaces contained in U1, e.g., any of the
subspaces in Figure 5(a). These will fit ω1. There are also infinitely many r-
dimensional subspaces that will satisfy Sω2 = S
⋆
ω2
; the r-dimensional subspaces
contained in U2, e.g., any of the subspaces in Figure 5(b). These will fit ω2.
(a) r-dimensional subspaces that satisfy
Sω1 = S
⋆
ω1
, hence fit ω1.
(b) r-dimensional subspaces that satisfy
Sω2 = S
⋆
ω2
, hence fit ω2.
Figure 5: There are infinitely many r-dimensional subspaces that satisfy Sωi =
S⋆ωi , hence fit ωi; namely, the subspaces whose projection onto R
d
ωi
is the same
as the projection of S⋆i onto R
d
ωi
.
And despite the columns of X don’t lie in the same r-dimensional subspace,
there is one r-dimensional subspace, S, that satisfies Sω1 = S
⋆
ω1
and Sω2 = S
⋆
ω2
simultaneously, and thus fits Ω: S = UΩ = U1 ∩ U2.
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Figure 6: Despite k1 6= k2, there is one r-dimensional subspace S that satisfies
Sω1 = S
⋆
ω1
and Sω2 = S
⋆
ω2
simultaneously, and thus fits Ω: S = UΩ = U1 ∩ U2.
For an explicit instance of the example above, take Example 2. It is easy to
see that S fits Ω despite the columns of X do not lie in a 1-dimensional subspace.

We want to know when can we be sure that if there is only one r-dimensional
subspace that fits Ω, it is because all the columns of X indeed lie in an r-
dimensional subspace.
Example 18. Continuing with Example 17, suppose we had an additional ω3 =
{1, 3}, i.e., suppose
Ω =

× × ·× · ×
· × ×

 ,
Then almost surely, UΩ = U1 ∩ U2 ∩ U3 will only contain an r-dimensional
subspace iff all the columns of X lie in an r-dimensional subspace.
Figure 7: Almost surely, UΩ, the intersection of three hyperplanes in R3, each
corresponding to one of the Ui’s, is a line iff k1 = k2 = k3, whence UΩ = S
⋆.
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In other words, we want to derive necessary and sufficient conditions on Ω
to guarantee that all the columns of X indeed lie in an r-dimensional subspace,
i.e., that ki = kı¨ for every (i, ı¨).
We want those conditions to be sufficient in the sense that if Ω satisfies such
conditions, then it must be true that ki = kı¨ for every (i, ı¨).
We want those conditions to be necessary in the sense that if Ω does not
satisfy these conditions, it cannot be guaranteed that ki = kı¨ for every (i, ı¨),
i.e., ki could be different from kı¨ for some (i, ı¨), implying that the columns of X
might not all lie in the same r-dimensional subspace.
The answer to this question, the main one of this document, is given by
Theorem 1, which we will show in this section.
8.1 Characterization of K
We start the work towards the proof of Theorem 1 with the following lemma. It
is essential for our further analysis, as will allow us to determine when columns
of X lie in the same r-dimensional subspace.
Lemma 8 (Characterization of K). Let Ω be a basis of ωi. Then ki = kı¨
for every ı¨ ∈ I.
Proof. Let Ω be a basis of ωi. Since ai is minimally linearly dependent on A by
definition, we may write
ai =
∑
ı¨∈I
βı¨aı¨,
where βı¨ 6= 0 for every ı¨ ∈ I. On the other hand, ai is a non-zero function of
ωi and S
⋆
i , say fi(ωi, S
⋆
i ). Similarly, aı¨ is a non-zero function of ωı¨ and S
⋆
ı¨ , say
fı¨(ωı¨, S
⋆
ı¨ ). We thus have that
fi(ωi, S
⋆
i ) =
∑
ı¨∈I
βı¨fı¨(ωı¨, S
⋆
ı¨ ).
The subspaces in S⋆ keep no relation between each other for almost every S⋆.
Thus, almost surely, the only way that these equality can hold is iff S⋆i = S
⋆
ı¨ for
every (i, ı¨), i.e., iff ki = kı¨ for every ı¨ ∈ I.
Of comparable importance is the converse of the previous lemma. It will
allow us to determine when columns of X might lie in different subspaces. This,
together with our former result give us a complete way to characterize K.
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Lemma 9 (Converse characterization of K). Let ωi be independent of Ω.
Then ki might be different from kı¨ for every ı¨ ∈ I.
Proof. Since we only need to show that ki might be different from kı¨ for every
ı¨ ∈ I, it suffices an example. Take Example 17.
8.2 All you need is d− r of a kind
We now know from Lemma 8 that the columns of X corresponding to a set and
its basis belong to the same subspace. We also know from Theorem 2 that there
is only one r-dimensional subspace that fits Ω if Ω contains an independent set
of size d− r. Combining these two ideas we obtain the following lemma, which
intuitively tells us that if we find a set with a basis of size d−r, then all columns
correspond to the same subspace. Conversely, it tells us that if there is one set
for which we cannot find a basis of size d− r, the columns of X might belong to
different subspaces.
Lemma 10 (All of a kind). ki = kı¨ for every (i, ı¨) if ∃ ω with a basis of
size d−r. Conversely, ki might be different from kı¨ for some (i, ı¨) if ∄ basis
of size d− r for some ω.
Proof. (⇐) Suppose ∃ ω with a basis Ω of size d− r. By Lemma 8, ki = kı¨ for
every ı¨ ∈ I. Then S⋆i clearly fits Ω. Since Ω is independent and n = d − r,
by Corollary 4 there is only one r-dimensional subspace that fits Ω, so S⋆i is
the only r-dimensional subspace that fits Ω. Finally, observe that S⋆i cannot fit
every Ω unless ki = kı¨ for every ı¨ ∈ I.
(⇒) Suppose ∄ ω with basis of size d− r.
Let Ω be the set of sets that ω can be dependent on, i.e.
Ω = {ω˘ ∈ Ω˘ : Ω˘ ⊂ Ω is a basis of ω}.
We will show that ki might be different for the elements of I and the elements
of Ic. By Lemma 9, it suffices to show that every ω˘ ∈ Ω is independent of Ωc.
Let ω˘ ∈ Ω, and Ω˘ be a basis of ω that contains ω˘. Suppose for contradiction
that ω˘ is dependent on Ωc and let Ω¯ ⊂ Ωc be a basis of ω˘.
By our definition of basis, ω is not dependent on Ω˘\ω˘. Nevertheless, since Ω¯
is a basis of ω˘, ω is dependent on (Ω˘\ω˘) ∪ Ω¯. This implies that there is a basis
of ω in (Ω˘\ω˘) ∪ Ω¯ that contains at least one set of Ω¯, say ω¯. Then ω¯ belongs to
Ω. Since Ω¯ ⊂ Ωc, ω¯ belongs to Ωc as well, which is a contradiction.
This implies that ω˘ is independent of Ωc. Since ω˘ was arbitrary, we conclude
that every ω˘ ∈ Ω is independent of Ωc. Thus, by Lemma 9, ki might be different
from kı¨ for i ∈ I and ı¨ ∈ I
c.
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Remark 11. This lemma implies that if there is an ω with a basis of size d− r,
then every ω has a basis of size d− r. Conversely, if there is an ω with no basis
of size d − r, then no ω has a basis of size d − r. In other words, we have the
following. 
Corollary 5 (One, then All). There exists an ω with a basis of size d− r
iff every ω has a basis of size d− r.
8.3 Bases Characterization
Lemma 10 tells us that the columns of X must belong to the same subspace iff
there is an ω with a basis of size d − r. The only remaining step towards the
proof of Theorem 1 is to determine when will Ω contain an ω with such a basis.
The following lemma makes use of Lemma 6 to give us a characterization of
bases. This is then used in Theorem 1 to determine when will Ω contain an ω
with a basis of size d− r.
Lemma 11 (Bases Characterization). Let ω be given and Ω be an
independent set. Let Ω¯ = Ω ∪ ω. Ω is a basis of ω iff m¯ < n¯ + r and
m˘ ≥ n˘+ r for every Ω˘ ( Ω¯.
Proof. (⇒) Suppose Ω is a basis of ω. Then Ω¯ = Ω ∪ ω is dependent. By
Lemma 6, m¯ < n¯+ r. Let Ω˘ ( Ω¯. By our definition of basis, Ω˘ is independent.
Again, by Lemma 6, m˘ ≥ n˘ + r. Since Ω˘ was arbitrary, we conclude that
m˘ ≥ n˘+ r for every Ω˘ ( Ω¯, as desired.
(⇐) Assume that m˘ ≥ n˘ + r for every Ω˘ ( Ω¯ = Ω ∪ ω. This implies by
Lemma 6 that Ω is independent and ω is not dependent on any subset of Ω.
Further assume that m¯ < n¯ + r. By Lemma 6, Ω¯ is dependent. Then ω is
dependent on Ω, and so Ω is a basis of ω.
8.4 Proof of Theorem 1
We are finally ready to give the proof of Theorem 1, which comes directly as a
consequence of Lemmas 6, 10 and 11. Notice that, in a nutshell, the condition
of Theorem 1 is that Ω contains a set ω with a basis Ω˘ of size d− r.
Proof. (⇒) Assume ∃ Ω˘ ⊂ Ω of size d − r + 1 such that m ≥ n + r for every
Ω ( Ω˘. Let ω ∈ Ω˘. By Lemma 11, Ω˘\ω is a basis of ω of size d − r. By
Lemma 10, ki = kı¨ for every (i, ı¨). By the same arguments as in the proof of
such lemma, S⋆i is the only r-dimensional subspace that fits Ω.
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(⇐) Assume ∄ ω with a basis of size d − r. By Lemma 10 ki might be
different from kı¨ for some (i, ı¨). Furthermore, Ω might not even contain an
independent set of size d − r, whence, by Theorem 2, there could be infinitely
many r-dimensional subspaces that fit Ω. Moreover, even if Ω contains such a
set, implying by Lemma 6 that there is only one r-dimensional subspace that
fits Ω, since ki might be different from kı¨ for some (i, ı¨), such subspace might
not even be equal to any of the subspaces in S⋆.
We conclude the section with a nice converse that comes as a direct conse-
quence of Theorem 1.
Corollary 6 (Converse of Theorem 1). Assume Ω satisfies the assumptions
of Theorem 1. There exists no r-dimensional that fits Ω iff ki 6= kı¨ for some
(i, ı¨).
39
9 Intuitively speaking
In this section we give some intuitive explanations of our results from §7, as well
as the key ideas behind them.
The idea behind Uω is that every r-dimensional subspace S that fits ω must
satisfy Sω = S
⋆
ω. Recall that Sˆ is the projection of S onto R
d
ω, so essentially,
the condition Sω = S
⋆
ω is telling us that the projections of S and S
⋆ onto Rdω
are the same, i.e., the projection onto Rdω of every vector in S lies in Sˆ
⋆.
Figure 8: The condition Sω = S
⋆
ω is equivalent to saying that Sˆ and Sˆ
⋆, the
projections of S and S⋆ onto Rdω, are the same.
Essentially, Uω characterizes all the subspaces that fit ω by characterizing all
the vectors whose projection onto Rdω lies in Sˆ
⋆; these are precisely the vectors
that satisfy uω ∈ S⋆ω.
Let us recall that the main goal of §7 is to determine when there is only one
r-dimensional subspace that fits Ω. Since all the r-dimensional subspaces that
fit Ω are contained in UΩ, which is just
⋂
i∈I Ui, iff we can make sure that UΩ is
an r-dimensional subspace, we will be sure that there is only one r-dimensional
subspace that fits Ω. In order to do so, we can characterize all the vectors u
that lie in UΩ.
The key intuitive idea to do so is that the entries of a vector of an r-
dimensional subspace are determined given only r of its entries. Since every
u ∈ Uω must fit in S⋆, every uω must lie in S⋆ω. What that means is that one
entry of every uω is constrained as a function of S
⋆ and the other r entries of
uω. More specifically for every u ∈ Uω and for any j ∈ ω and j
c := ω\j, uj is
determined given ujc and S
⋆.
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Figure 9: Suppose r = 2. One entry of every uω ∈ Uω , say uj , is determined
given the remaining two entries of uω, say ujc .
To see how exactly an entry of uω is constrained by the other r entries of
uω, observe that since uω must lie in S
⋆
ω, u must satisfy
uω = U
⋆
ωγ
for some γ ∈ Rr. Of course, we can rewrite this as[
ujc
uj
]
=
[
U⋆jc
U⋆j
]
γ.
We can focus on the top block and solve for γ:
γ = (U⋆jc)
−1ujc ,
where we know (U⋆jc)
−1 exists, as S⋆ is non-degenerate. We then focus on the
bottom block to obtain:
uj = U
⋆
j (U
⋆
jc)
−1︸ ︷︷ ︸
aˆ
ujc , (9)
where the only unknowns are uj and ujc , so we may write
[
1 −U⋆j (U
⋆
jc)
−1
]
︸ ︷︷ ︸
aTω
[
uj
ujc
]
= 0,
or even as
au = 0,
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where a has the entries of aω in the positions of ω and zeros elsewhere, i.e.
[
1 −U⋆j (U
⋆
jc)
−1
]
︸ ︷︷ ︸
a
1× d


uj
ujc


︸ ︷︷ ︸
u
d× r
= 0,
where the blank spaces represent zeros.
Notice that a is just as in §7.2, and as we mentioned there, a has exactly r+1
non-zero entries in the positions of ω. The 1 will always be in the j position,
and −U⋆j (U
⋆
jc)
−1 in the jc positions. Also, a depends on S⋆, but the choice
of the basis U⋆ will only —if anything— scale a. In other words, au = 0 will
always describe the same system of equations, no matter the choice of U⋆ and
j.
In conclusion, since j in our discussion was an arbitrary element of ω, we
conclude that ω constrains one entry of uω, namely uj , as a function of S
⋆
and the other entries of uω, namely ujc , through the equation au = 0. By
constraining such entry, we are making sure that uω is aligned with S
⋆
ω, i.e., we
are making sure that uω fits in S
⋆
ω.
Example 19. With r = 2,
ω =


×
×
·
×
·
·
·


=⇒ u =


ujc
uj


←− Determined given ujc and S
⋆.

Under the setup of §7.3, each linearly independent ai is giving us an linearly
independent vector orthogonal to a distinct projection of S⋆i onto a distinct R
d
ωi
.
Recall that Sˆi is the projection of S onto Rdωi . So when we constrain the vectors
u ∈ UΩ through multiple ai’s, essentially what we are doing is making sure that
the projections of UΩ and S
⋆
i onto R
d
ωi
are the same simultaneously for every i.
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Figure 10: With the same setup as in Example 11, ω1 would project onto the
(x, y)-plane and ω2 onto the (x, z)-plane. So when we use A to constrain several
entries of u, basically what we are doing is making sure that the projection of
UΩ and S
⋆
1 onto R
d
ω1
, and the projections of UΩ and S
⋆
2 onto R
d
ω2
are the same.
Under the setup of this section, every u ∈ UΩ must satisfy uωi ∈ S
⋆
ωi
, for
every i ∈ I. Since each ωi constrains one entry of uω, any u ∈ UΩ will now
have several constrained entries, determined as functions of other r entries of u
through the equation Au = 0, with A as defined in §7.3. How many constrained
entries will u ∈ UΩ have? As many as independent ω’s are contained in Ω,
knowing that there are at most d− r.
In other words, each independent ωi is constraining one entry of uωi , say uji ,
according to the other r entries of uωi , say ujci
. And no matter how many ωi’s
we have, there can be at most d− r independent ones, i.e., we cannot constrain
more than d− r uj ’s; this is formalized in Corollary 3.
Example 20. With r = 2,
{ω1, ω2} =


× ·
× ·
× ·
· ·
· ×
· ×
· ×


=⇒ u =


ujc1
uj
1
ujc2
uj
2


←− j1. Determined by S
⋆
ω1
and ujc1
.
←− j2. Determined by S
⋆
ω2
and ujc2
.

9.1 Using Lemma 6
Intuitively, what §7.4 is telling us is that every independent ω constrains an
entry of every u ∈ UΩ out of the d− r that may be constrained, while §7.5 says
that iff we can constrain d − r entries of u, we will be guaranteed that there is
only one r-dimensional subspace that fits Ω.
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In other words, all we need to do is find an independent set of size d − r.
Lemma 6 then completes the picture by telling us that a set Ω˘ is independent
iff m ≥ n+ r for every Ω ⊂ Ω˘.
Example 21. Consider the same setup as in Example 11, we can see that Ω is
the only possible set with d− r ω’s. One can trivially verify that m ≥ n+ r for
every Ω ⊂ Ω, hence there is only one r-dimensional subspace that fits Ω.
Intuitively, what this means is that given whichever entry of u ∈ UΩ, one of
the remaining entries of u is constrained according to S⋆ω1 and an other of the
remaining entries of u is constrained according to S⋆ω2 .
Figure 11: Given any entry of u, its remaining ones are constrained according
to S⋆ω1 and S
⋆
ω2
in order to guarantee that uωi fits in S
⋆
ωi
for every i.
For example, if u1 is given, u2 and u3 are constrained according to S
⋆
ω1
and
S⋆ω2 .
U =

u1u2
u3

 ←− Given.←− Constrained according to S⋆ω1 .
←− Constrained according to S⋆ω2 .
Explicitly, using (9) we can obtain:
u2 = U
⋆
2u1/U
⋆
1 ,
u3 = U
⋆
3u1/U
⋆
1 .

Conversely, Ω is only constraining fewer than d − r entries of u if there is
no such Ω, i.e., there would be least one free entry of u to choose arbitrarily,
whence there would be infinitely many r-dimensional subspaces that fit Ω.
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Example 22. Consider r = 2 and
Ω =


× · × ·
× × · ·
× × × ·
· × × ×
· · · ×
· · · ×

 .
Again, Ω is the only possible set with d−r ω’s. Nevertheless, Ω does not satisfy
the condition that m ≥ n+ r for every one of its subsets Ω. Specifically, we can
see that Ω = {ω1, ω2, ω3} is a subset of Ω with m < n+ r. By Theorem 2, there
are infinitely many r-dimensional subspaces that fit Ω.
The fact that Ω = {ω1, ω2, ω3} satisfies m < n+r implies that one of the ω’s
of Ω is redundant. This implies that there are at most d− r−1 independent ω’s
in Ω. Hence, there will be at least one free entry of u to choose arbitrarily —for
example, one of the last two— and so there are infinitely many r-dimensional
subspaces that fit Ω. 
9.2 The idea behind Lemma 6
The condition of Lemma 6 is extremely simple and concrete; it depends only on
the most elemental invariants of Ω: essentially, cardinalities of its subsets. In
this section we will explain the intuition that led to this lemma.
One of the directions, that Ω˘ is dependent if m < n+ r for some Ω ⊂ Ω, is
directly given by Corollary 3. The idea behind it is that if we think of n as the
number of equations in our system Au = 0, and m as the number of unknowns,
since dimkerA ≥ r (otherwise there would be no r-dimensional subspace that
fits Ω, as every r-dimensional subspace that fits Ω is contained in UΩ = kerA),
then A must have at most m− r linearly independent equations. If it has more
than m − r equations, then it must contain some linearly dependent ones, or
else dimkerA < r.
The other direction, that if Ω˘ is dependent, it must contain a subset Ω with
m < n + r, is essentially given by Lemma 7. We will spend the rest of this
section explaining the intuition behind the later.
On one hand, we have that if Ω is a basis of ω, then ω is minimally dependent
on Ω. On the other one, we know that ω determines uj as a function of ujc
through au = 0, so ω being dependent on Ω intuitively means that Ω also
determines uj as a function of ujc and S
⋆ through Au = 0.
The intuition behind Lemma 7 is that given ujc , if Ω is a basis of ω, uj
cannot be determined by Ω if there is at least one undetermined entry of u in
the positions of J \jc. Why would this be true? Well, let ujc be given. If Ω is
a trivial basis, it is clear that j is the only element of J \jc, and uj is therefore
determined by Ω given ujc .
If Ω is not a trivial basis, since Ω is independent, Ω constrains n entries
of uJ \jc . Let J denote the positions of such entries. Explicitly, each ωi ∈ Ω
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determines one entry of uJ , say uji . Fix this correspondence, and let j
c
i := ωi\ji.
Since ω is dependent on Ω, j ∈ J , i.e., there must be some ωI0 ∈ Ω, that
determines uj as a function of ujcI0
. But how could ωI0 determine uj if there is an
undetermined entry in ujcI0
? It can’t, unless some of the ujci
’s cancel out, which
almost surely won’t happen. Then almost surely ujcI0
must be determined, i.e.,
jcI0 ⊂ J .
Now it is convenient to define J0 := j, and for t > 0, It as the set of i’s
such that ωi determines an entry of u in the positions of Jt, and Jt as the set
of positions of u that have not yet been determined at time t− 1 and belong to
some of the ωi with i ∈ It−1. More precisely,
Jt :=

 ⋃
i∈It−1
ωi

 \
(
t−1⋃
τ=0
Jτ
)
\jc,
It := {i : ji ∈ Jt ∩ J}.
To give some intuitive meaning to this, consider the Tanner graph defined by
the set Ω with disjoint sets of column vertices I and row vertices J , where there
is an edge between row vertex j ∈ J and column vertex i ∈ I if j ∈ ωi, and
there is a special correspondence between i ∈ I and ji ∈ J indicating that ωi
determines uji .
For example, one such graph could look like the following, where bold edges
represent the correspondence between i ∈ I and ji ∈ J , dashed vertices repre-
sent jc, and bold vertices represent the elements of J .
...
J I
j
ji
ω


jc
{
J0
{
J1 = j
c
I0
{
J2


J3
{ i
}
I0
}
I1


I2
Since J1 = j
c
I0
, Jt ⊂ J for t = 0, 1. We can now do induction on t, and
see that if there is an undetermined j∗ ∈ Jt+1, there will almost surely be an
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undetermined ji ∈ Jt, as there will be an i ∈ It determining uji as a function
of ujci
. And how can uji be determined, if it is a function of ujci
, an there is an
undetermined entry in ujci
, namely j∗? Again, it can’t, unless some of the ujci
’s
cancel out, which almost surely won’t happen. Then almost surely uJt+1 must
be determined, i.e., Jt+1 ⊂ J .
...
J I
⇑
...
ji
j∗
→
uji depends on uj∗ , so it is
not determined given ujci
!
Jt


not determined →
Jt+1
{ i


It
We will see that J \jc is contained in the union of the Jt’s, and since all the
entries of u in the positions of the Jt’s are determined, we will conclude that
all the entries of uJ \jc are determined. Since it takes one ω to constrain one
entry of u, Ω must have |J \jc| = m− r sets, i.e., n = m− r, which is precisely
the statement of the lemma. To see this, let J t and It denote the unions of the
Jt’s and the It’s, respectively.
J I
jc
{
J0
{
J1
{J 2


}
I0
}
I1


It
Let Ω˘ = {ωi : i ∈ It}, and notice that uj is determined by Ω˘, which implies
ω is dependent on Ω˘. Moreover, since It ⊂ I, Ω˘ ⊂ Ω. Since ω is minimally
dependent on Ω, this means that Ω˘ = Ω, i.e., It = I, hence J = J t∪jc. Notice
that |Jt| = |It| for every t, so |J t| = |It|. This implies
m = |J | = |J t|︸︷︷︸
|It|
+|jc| = |It|︸︷︷︸
|I|
+r = n+ r,
as desired.
Lemma 6 then comes as a direct consequence of Lemma 7 by noticing that
if Ω contains a dependent ω, it must contain a basis Ω, and then the union of
ω and Ω will satisfy m < n+ r.
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9.3 About our assumptions
It is clear that A2-A4 are our only real assumptions, if any. And despite them
being so lenient, for completeness we give a further discussion about them in
this section. Specially to highlight how elemental they are, describe their tight
relation, and talk about their generalizations.
We start with A4. Let us not loose sight of our final goal: whenever S fits
Ξˆ, we want to use Xˆ to validate if Ξˆ really lies in S, just as we would use the
complete χ (see §2): by saying that if S also fits Xˆ, it is because both, Xˆ and Ξˆ
really lie in S.
If |ω| ≤ r, by our non-degenerate assumptions A3 and A6, Sω = R|ω| = S⋆ω
for every S⋆ ∈ S⋆. This implies that every xˆ will fit in S, whether or not x or Ξˆ
really lie in S, which totally defeats the purpose of xˆ. In other words, xˆ would
be completely useless.
Example 23. With U⋆1 and U
⋆
2 as in Example 11, if |ω| ≤ r, i.e., if ω = {j} or
ω = ∅, it is easy to see that any non-degenerate S —in this case any subspace
spanned by a U with no zero entries— would fit every xˆ, no matter which
subspace it belongs to. 
Of course, having such an ω would not harm us at all; we could simply ignore
it. This way, A4 is a mere formality stating without loss of generality that we
do not have useless information, knowing, of course, that if we had some, being
so trivial to identify an ω with |ω| ≤ r, we could simply discard it.
On the other hand, if |ω| > r + 1 it can only be easier to determine the
missing entries of xˆ, and to determine if x really belongs to S, as any subspace
that fits a larger ω will have to satisfy more restrictions. More precisely, there
are fewer vectors that satisfy uω1 ∈ S
⋆
ω1
than vectors that satisfy uω2 ∈ S
⋆
ω2
if
|ω1| > |ω2|, whence fewer vectors in U1 than in U2. In other words, there can
only be fewer subspaces that fit xˆ1 than subspaces that fit xˆ2 if |ω1| > |ω2|.
And how could we use this information? Well, just as with χ, for a generic
xω ∈ S⋆ω with |ω| > r, we have that
(a) There is only one r-dimensional subspace of R|ω| that fits xω.
(b) Obvious, but essential, this single x lies in one and only one of the sub-
spaces of S⋆
Using this observation, we can easily generalize A4 as follows: if |ω| > r + 1,
we could split ω into Ω, a set of |ω| − r+1 sets, each of size r+1, that satisfies
(1), such that Ω behaves just as ω in the sense that if there is an r-dimensional
subspace that fits Ω:
(a) There is only one r-dimensional subspace of R|ω| that fits Ω, just as there
is only one r-dimensional subspace of R|ω| that fits ω.
(b) ki = kı¨ for every i, ı¨ ∈ I, just as there is only one k for ω.
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Example 24. Suppose r = 2. Then we can split ω1, ω2 ∈ Ω below as:
Ω =


× ·
× ·
× ·
× ×
× ×
· ×
· ×
· ×


∼


× · · ×
× × · ·
× × × ·
· × × ×
· · × ×
· · ·
· · ·
· · ·︸ ︷︷ ︸
Ω1
· · ·
· · ·
· · ·
× · · ×
× × · ·
× × × ·
· × × ×
· · × ×︸ ︷︷ ︸
Ω2


.
Notice that both, Ω1 and Ω2 satisfy the conditions of Theorem 1. 
We would thus obtain several orthogonal directions from ω rather than just
one; more precisely, each ωi would define a (|ωi| − r + 1) × d matrix, say Ai,
where each subset of |ωi| − r rows of Ai is full-rank. We could then use Ai just
as ai in §7.3, and construct A as
A =

 A1...
AN

 ,
and all the statements would work as before, with some straightforward adap-
tations.
This way, rather than an assumption, |ω| > r in A4 is a requirement, while
|ωi| = r + 1 ∀ i is a convenience that simplifies our notation, but at the same
time forces us to work with the minimal possible assumption on |ω|.
Now let us focus on A3. In §7.2 we mentioned (Lemma 3) that the orthog-
onal direction of S⋆ω, aω, has exactly r + 1 entries, which we just confirmed
in §9. But why do we even care that aω has all non-zero entries? And what
about the subspaces whose orthogonal direction has at least one non-zero entry?
The answers to these questions are tightly related to the concept of degenerate
subspaces, and help to give a better understanding of A3 and A4.
An other interpretation of Lemma 3 is that all hyperplanes that have an
orthogonal direction aω with at least one zero —the hyperplanes aligned with
the canonical hyperplanes— are degenerate.
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Figure 12: The planes of R3 that have an aω with at least one zero —the ones
aligned with the canonical planes, (x, y) (x, z) or (y, z)— are degenerate.
So, if aω had at least one zero entry, S
⋆ would have to be degenerate. And
how would that affect us? Well, if S⋆ were degenerate, and U⋆jc turned out to be
rank-defficient, (U⋆jc)
−1 would not exist, and we wouldn’t be able to represent
uj as a function of ujc and S
⋆ (see §9).
Example 25. For an example of a degenerate subspace, suppose S⋆ω is the (y, z)
plane in R3 and
u =

u1u2
u3

 , ω =

××
·

 , such that uˆ =

 0u2
·

 .
Then, given uˆ, one could say nothing about u3, as it could potentially be any
point in the (y, z) plane.
Figure 13: Given uˆ, one could say nothing about u3, as it could potentially be
any point in the (y, z) plane.

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A little thought shows that under A3: there are no subspaces of dimension
lower than r that fit ω; there are always infinitely many subspaces of dimension
larger than r that fit ω; there are infinitely many subspaces of dimension larger
than r that fit Ω if there is at least one r-dimensional subspace that fits Ω, and
there is always a trivial subspace that fits Ω: Rd.
Generalizing A2 becomes straightforward with these observations: if dimen-
sions of the subspaces in S⋆ are unknown simply, iterate over r = 1, ...d. But
more importantly, these observations tell us what would happen if S⋆ were
degenerate, i.e., if we dropped A3. First, there would be infinitely many r-
dimensional subspaces that fit Ω, no matter what Ω is; even if {1, ..., d} ∈ Ω,
just as there could be infinitely many r-dimensional subspaces that fit a generic
χ from an (r − 1)-dimensional subspace.
But a degenerate r-dimensional subspace is just a subspace that is even
lower-rank in some sections; the dimensions corresponding to υ ⊂ {1, ..., d}
with |υ| ≤ r such that dimSυ < |υ|. So if we wanted to determine S⋆ and
whether or not our data really lies in S whenever S fits our data, we could also
iterate over τ = 1, ..., r to find the lower-dimension portion of S⋆. It is clear
that in such cases, an ω with |ω| ≤ r would definitely be useful to identify the
lower-dimensional portions of S⋆.
9.4 Almost every 6= every
We close this section with an important reminder: our results hold for almost
every S⋆. This means that there are bizarre and extremely unlikely sets of
subspaces for which our results do not hold.
To see what exactly we mean by bizarre, consider the converse of Theorem 1,
stated precisely in Corollary 6. It states that if Ω satisfies the conditions of the
theorem, and ki 6= kı¨ for some (i, ı¨), almost surely there is no possible way that
the projections of some r-dimensional subspace S and S⋆ onto Rdωi , namely Sˆi
and Sˆ⋆i , are equal for every i. For this to happen, Sˆ
⋆
i would have to be aligned
with Sˆ⋆ı¨ in the following sense.
Example 26. Suppose k1 6= k2 6= k3, and Ω is as in Example 18. Let’s consider
ω1 and ω2 first. The intersection of U1 and U2 is a line (see Figure 14).
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Figure 14: The intersection of U1 and U2.
Recall that there is an r-dimensional subspace that fits Ω only if dimUΩ ≥ r,
and UΩ =
⋂N
i=1 Ui, so in this case dimUΩ = r = 1 only if S
⋆
3 is aligned with S
⋆
1
and S⋆2 in the sense that the projections of S
⋆
3 and S = U1 ∩ U2 onto R
d
ω3
, in
this case the (y, z)-plane, are the same. Of course, there is only a set of measure
zero for which S⋆3 will satisfy this, e.g., the set of subspaces in the shaded plane
of Figure 15.
Figure 15: There is an r-dimensional subspace that fits Ω only if S⋆3 lies in the
shaded plane, which is a set of measure zero, as S⋆3 ⊂ R
3; equivalently, if a3 is
aligned with a, which is also a set of measure zero, as aω3 ∈ R
2.
If S⋆3 happened to satisfy this condition, we would have a situation as in
Figure 16.
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Figure 16: Set of measure zero in which S⋆1 , S
⋆
2 and S
⋆
3 are aligned.
In general, of course, the intersection of d− r+1 distinct hyperplanes in Rd,
is an r − 1 subspace, as in Figure 17.
Figure 17: Almost surely, the intersection of d− r + 1 distinct planes in Rd, is
an (r − 1)-dimensional subspace. In our example, the intersection of the three
different planes in R3 corresponding to each of the Ui’s has dimension zero, i.e.,
it is just the origin.

A similar phenomenon occurs for Lemma 7, where Ω may be a basis for ω
even if m < n+ r. For this to happen, some projections of S⋆i would have to be
aligned with some other projections of S⋆ı¨ .
All this to summarize that our results hold for almost every S⋆. For example,
if S⋆ were a collection of random subspaces, we would know that our results hold
with probability 1.
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10 Epilogue
We now have deterministic necessary and sufficient conditions to determine if
certain incomplete data really lies in a subspace whenever it fits in a subspace.
Moreover, we also have deterministic necessary and sufficient conditions to de-
termine if there is only one subspace that fits certain partially observed data.
We answer these questions by characterizing when and only when a set of in-
complete vectors behaves as a single but complete one, in the sense described
in §2.
Being such fundamental problems, it comes as no surprise that our results as
well as the tools we used to derive them, have many powerful consequences and
relevant applications; already have been discussed some of these in §3. Finally,
it is presented a brief discussion of some other very interesting related problems
for future research.
P1. This is one particularly interesting idea: could a set of incomplete vectors
Ξˆ behave as a set of r complete ones, forming a basis for a subspace S,
such that S could be uniquely determined only by Ξˆ?
To be more precise, as we said in §3, in this document we assumed that
a subspace S that fit certain incomplete data Ξˆ was given to us, and
wanted to validate if Ξˆ really lied in S using Xˆ as a validating vector. We
now want to know what necessary and sufficient properties should Ξˆ have,
e.g., what conditions on its observed entries, say Υ, such that S could be
uniquely identified solely from Ξˆ, in a deterministic way, just as it would
be determined by a set of r complete vectors.
This is exactly one of the low-rank matrix completion open questions:
what are the necessary and sufficient conditions on Υ to guarantee that
the subspace where Ξ lies can be uniquely identified from Ξˆ. We now know
when and only when a set of generic incomplete vectors Xˆ behaves as a
complete generic vector in the sense described in §2. I think this might
give some insight to finding necessary and sufficient conditions on Υ for
deterministic low-rank matrix completion, and conjecture that
All that is really required is that Ξˆ contains a set of r sets of in-
complete vectors Xˆ1, ..., Xˆr observed in Ω1, ...,Ωr such that each
Ωτ satisfies the conditions of Theorem 1
P2. It is also of interest to characterize precisely and in a very concrete and
intuitive manner what are the characteristics of the set of measure zero
under which our results do not hold.
P3. There is a relation between this work and concepts like the spark of a
matrix, r-connected graphs, matroids and matchings, to mention some.
Using tools from the corresponding areas one may derive powerful corol-
laries of our results. For example, one corollary of Lemma 6 is that there
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are infinitely many r-dimensional subspaces that fit Ω if the Tanner graph
defined by Ω, as described in §9.2, is not r-connected in the row vertices.
I would also like to pursue investigate these relations in more depth, with
the hope of arriving at a non-combinatorial relaxation of the conditions of
Lemma 6 that could be computationally efficient to verify.
P4. In some sense, in §2 we are reconstructing a subspace from its projections
onto Rdω. I would also like to explore this idea more, and see if and when
can we reconstruct a subspace from arbitrary projections.
P5. Observe that Au = 0 is essentially describing a linear variety defined by
N equations and d unknowns, where each equation only involves a subset
of the unknowns; Ω is the set describing which variables are involved in
which equation, i.e., the support of equation i are the variables uωi .
Theorem 2 bounds the dimension of such variety only as a function of
the supports of its equations; I believe that it can also be used to bound
the dimension of similar generic algebraic varieties, not necessarily linear,
based only on the support of each of the polynomials that define it.
55
11 List of symbols, references and index
Symbol Description pp.
A N × d matrix with {ai}Ni=1 as its rows 25
A n× d matrix with {ai}i∈I as its rows. 25
aω Vector in Rr+1 orthogonal to S⋆ω. 25
a 1× d row vector with the entries of aω in the positions of ω. 25
d Ambient dimension. 11
I Indices of the ω’s in Ω that belong to Ω. 12
i, ı¨ Used to index vectors. In general, ∈ {1, ..., N}. 11
J Observed rows of Ω. 12
j Used to index entries or elements. In general, ∈ {1, ..., d}. 12
jc Given j and ω, jc := ω\j. 40
K Multiset of indices ki ∈ {1, ...,K} indicating that xi ∈ S⋆ki . 11
K Number of subspaces in S⋆. 11
k Used to index distinct subspaces. In general, ∈ {1, ...,K}. 11
ki Index denoting which subspace of S
⋆ xi belongs to. 11
ℓ Number of linearly independent rows in A. ??
m Number of distinct observed rows in Ω. 12
N Number of vectors in X. 11
n Number of sets that Ω contains. 12
Ω Set of observed entries of Xˆ. 12
Ω Subset of Ω. 12
ω Set of observed entries of xˆ. Subset of {1, ..., d} of size r + 1 12
r Dimension of the subspaces. 11
Rdω
Subspace of Rd spanned by the canonical vectors.
13
corresponding to the positions of ω
S Arbitrary subspace, generally r-dimensional. 11
Sˆ Projection of S onto Rdω. 13
Sω Subspace of R|ω|. The restriction of S to ω. 13
S⋆ Arbitrary subspace of S⋆. 11
S⋆k k
th subspace of S⋆. 11
S⋆i Subspace where xi lies. ki
th subspace of S⋆. 11
Sˆ⋆ Projection of S⋆ onto Rdω. 13
S⋆ω Subspace of R
d. The restriction of S⋆ to ω. 13
S⋆ Set of K r-dimensional subspaces. X lies in their union. 11
UΩ Subspace of all r-dimensional subspaces that fit Ω. 23
Uω Subspace of all r-dimensional subspaces that fit ω. 23
Ui Subspace of all r-dimensional subspaces that fit ωi. 25
U Arbitrary basis of S. 11
Uˆ Arbitrary basis of Sˆ. 13
Uω Arbitrary basis of Sω. 13
U⋆ Arbitrary basis of S⋆. 11
Continued on next page
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Table 1 – Continued from previous page
Symbol Description pp.
Uˆ⋆ Arbitrary basis of Sˆ⋆. 13
U⋆ω Arbitrary basis of S
⋆
ω. 13
u Arbitrary vector, typically from S, Uω or UΩ. 23
uˆ Incomplete version of u; analogous to xˆ. 13
uω Vector in R|ω| with the entries of u in the positions of ω. 13
X Set of N vectors in the union of the subspaces in S⋆. 11
Xˆ Incomplete version of X. 13
Ξˆ Set of incomplete vectors that fit in an r-dimensional subspace. 5
x Arbitrary vector of X. 11
xi i
th vector of X. 11
xˆ Incomplete version of x. 13
xω Vector in R|ω| with the entries of x in the positions of ω. 13
χ Complete generic vector. 5
× Symbol to denote that an entry is observed. 12
· Symbol to denote that an entry is missing. 12
◦˘ Analogous to ◦ , e.g., n˘ = Ω˘ 12
◦¯ Analogous to ◦ , e.g., m¯ is the number of observed rows of Ω˘ 12
◦i Analogous to ◦ , e.g., Sˆ
⋆
i is the projection of S
⋆
i onto R
d
ωi
13
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Index
Rdω, 13
basis, 28
behave, 5
degenerate subspace, 14
dependent set Ω, 27
dependent set ω, 27
incomplete vector xˆ, 13
independent set Ω, 27
independent set ω, 27
projected basis Uˆ , 13
projected subspace Sˆ, 13
redundant set, 27
restricted basis Uω, 13
restricted subspace Sω, 13
restricted vector xω, 13
to fit a generic vector, 15
to fit Ω, 16
to fit ω, 15
to fit Xˆ, 15
to fit xˆ, 15
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