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Abstract
The problem of lossless data compression with side information available to both the
encoder and the decoder is considered. The finite-blocklength fundamental limits of the best
achievable performance are defined, in two different versions of the problem: Reference-based
compression, when a single side information string is used repeatedly in compressing differ-
ent source messages, and pair-based compression, where a different side information string is
used for each source message. General achievability and converse theorems are established
for arbitrary source-side information pairs. Nonasymptotic normal approximation expan-
sions are proved for the optimal rate in both the reference-based and pair-based settings, for
memoryless sources. These are stated in terms of explicit, finite-blocklength bounds, that
are tight up to third-order terms. Extensions that go significantly beyond the class of mem-
oryless sources are obtained. The relevant source dispersion is identified and its relationship
with the conditional varentropy rate is established. Interestingly, the dispersion is differ-
ent in reference-based and pair-based compression, and it is proved that the reference-based
dispersion is in general smaller.
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1 Introduction
It has long been recognised in information theory [29, 7] that the presence of correlated side
information can dramatically improve compression performance. Moreover, in many applications
useful side information is naturally present.
Reference-based compression. A particularly important and timely application of com-
pression with side information is to the problem of storing the vast amounts of genomic data
currently being generated by modern DNA sequencing technology [24]. In a typical scenario, the
genome X of a new individual that needs to be stored is compressed using a reference genome Y
as side information. Since most of the time X will only be a minor variation of Y , the poten-
tial compression gains are large. An important aspect of this scenario is that the same side
information – in this case the reference genome Y – is used in the compression of many new
sequences X(1), X(2), . . .. We call this the reference-based version of the compression problem.
Pair-based compression. Another important application of compression with side infor-
mation is to the problem of file synchronization [37], where updated computer files need to
be stored along with their earlier versions, and the related problem of software updates [33],
where remote users need to be provided with newer versions of possibly large software suites.
Unlike genomic compression, in these cases a different side information sequence Y (namely, the
older version of the specific file or of the particular software) is used every time a new piece of
data X is compressed. We refer to this as the pair-based version of the compression problem,
since each time a different (X,Y ) pair is considered. Other areas where pair-based compression
is used include, among many others, the compression of noisy versions of images [27], and the
compression of future video frames given earlier ones [2].
In addition to those appearing in work already mentioned above, a number practical al-
gorithms for compression with side information have been developed over the past 25 years.
The following are a some representative examples. The most common approach is based on
generalisations of the celebrated family of Lempel-Ziv compression methods [32, 38, 36, 11, 12].
Information-theoretic treatments of problems related to DNA compression with side informa-
tion have been given, e.g., in [39, 9, 4]. A grammar-based algorithm was presented in [30],
turbo codes were used in [1], and a generalization of the context-tree weighting algorithm was
developed in [3].
Our main goal in this work is to describe and evaluate the fundamental limits of the best
achievable compression performance, when side information is available both at the encoder
and the decoder. We derive tight, nonasymptotic bounds on the optimum rate, we determine
the source dispersion in both the reference-based and the pair-based cases, and we examine the
difference between the two.
1.1 Outline of main results
In Section 2 we give precise definitions for the finite-blocklength fundamental limits of reference-
based and pair-based compression. We identify the theoretically optimal one-to-one compressor
in each case, for arbitrary source-side information pairs (X,Y ) = {(Xn, Yn) ; n ≥ 1}. Moreover,
in Theorem 2.5 we show that, for any blocklength n, requiring the compressor to be prefix-free
imposes a penalty of no more than 1/n bits per symbol on the optimal rate.
In Section 3 we state and prove four general, single-shot, achievability and converse re-
sults, for the compression of arbitrary sources with arbitrarily distributed side information.
Theorems 3.1–3.3 generalize corresponding results established in [18] without side information.
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Theorem 3.4, one of the main tools we use later to derive the normal approximation results,
gives new, tight achievability and converse bounds, based on a counting argument.
Sections 4 and 5 contain our main results, giving nonasymptotic, normal-approximation ex-
pansions to the optimal reference-based rate and the optimal pair-based rate. These expansions
give finite-n upper and lower bounds that are tight up to third-order terms.
For the sake of clarity, we first describe the pair-based results of Section 5. The conditional
entropy rate of a source-side information pair (X,Y ) = {(Xn, Yn) ; n ≥ 1} is,
H(X|Y ) = lim
n→∞
1
n
H(Xn1 |Y n1 ), bits/symbol,
where Xn1 = (X1, X2, . . . , Xn), Y
n
1 = (Y1, Y2, . . . , Yn), and H(X
n
1 |Y n1 ) denotes the conditional
entropy of Xn1 given Y
n
1 . Similarly, the conditional varentropy rate [23] is,
σ2(X|Y ) = lim
n→∞
1
n
Var
(− logP (Xn1 |Y n1 )),
where log = log2. This generalizes the minimal coding variance of [14]; precise definitions will
be given in the following sections.
Let R∗(n, ) be the best pair-based compression rate that can be achieved at blocklength n,
with excess rate probability no greater than . For a memoryless source-side information pair
(X,Y ), in Theorems 5.1 and 5.2 we show that there are finite constants C,C ′ > 0 such that,
for all n greater than some n0,
− C
′
n
≤ R∗(n, )−
[
H(X|Y ) + 1√
n
σ(X|Y )Q−1()− log n
2n
]
≤ C
n
. (1)
Moreover, explicit expressions are obtained for n0, C, C
′. Here Q denotes the standard Gaussian
tail function, Q(z) = 1 − Φ(z), z ∈ R; for memoryless sources, the conditional entropy rate
reduces to H(X|Y ) = H(X1|Y1), and the conditional varentropy rate becomes σ2(X|Y ) =
Var
(− logP (X1|Y1)).
The bounds in (1) generalize the corresponding no-side-information results in Theorems 17
and 18 of [18]; see also the discussion in Section 1.2 for a description of the natural connection
with the Slepian-Wolf problem. Our proofs rely on the general coding theorems of Section 2
combined with appropriate versions of the classical Berry-Esse´en bound. An important difference
with [18] is that the approximation used in the proof of the upper bound in [18, Theorem 17]
does not admit a natural analog in the case of compression with side information. Instead,
we use the tight approximation to the description lengths of the optimal compressor given in
Theorem 3.4. This is a new result, in fact an improvement of Theorem 3.1, and it does not have
a known counterpart in the no-side-information setting.
Results analogous to (1) are also established in a slightly weaker form for the case of Markov
sources in Theorem 6.2, which is the main content of Section 6.
In Section 4 we consider the corresponding problem in the reference-based setting. Given
an arbitrary, fixed side information string yn1 , let R
∗(n, |yn1 ) denote the best pair-based com-
pression rate that can be achieved at blocklength n, conditional on Y n1 = y
n
1 , with excess-rate
probability no greater than . Suppose that the distribution of Y is arbitrary, and the source
X is conditionally i.i.d. (independent and identically distributed) given Y .
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Figure 1: Normal approximation to the reference-based optimal rate R∗(n, |yn1 ) for a memoryless side information
process {Yn} with Bern(1/3) distribution. The source {Xn} has X|Y = 0 ∼ Bern(0.1) and X|Y = 1 ∼ Bern(0.6).
The conditional entropy rate H(X|Y ) ≈ 0.636, whereas the entropy rate of the source is H(X) ≈ 0.837. The
side information sequence is taken to be yn1 = 001001001 · · · . The graph shows R∗(n, |yn1 ) itself, with  = 0.1,
for blocklengths 1 ≤ n ≤ 500, together with the normal approximation to R∗(n, |yn1 ) given by the three terms in
square brackets in (2).
In Theorems 4.4 and 4.5 we prove reference-based analogs of the bounds in (1): There are
finite constants C(yn1 ), C
′(yn1 ) > 0 such that, for all n greater than some n1(yn1 ), we have,
−C
′(yn1 )
n
≤ R∗(n, |yn1 )−
[
Hn(X|yn1 ) +
1√
n
σn(y
n
1 )Q
−1()− log n
2n
]
≤ C(y
n
1 )
n
, (2)
where now the first-order rate is given by,
Hn(X|yn1 ) =
1
n
n∑
i=1
H(X|Y = yi),
and the variance σ2n(y
n
1 ) is,
σ2n(y
n
1 ) =
1
n
n∑
i=1
Var
(− logP (X|yi)∣∣Y = yi).
Once again, explicit expressions are obtained for n1(y
n
1 ), C(y
n
1 ) and C
′(yn1 ). A numerical example
illustrating the accuracy of the normal approximation in (2) is shown in Figure 1.
Note that there is an elegant analogy between the bounds in (1) and (2). Indeed, there is
further asymptotic solidarity in the normal approximation of the two cases. If Y is ergodic,
then for a random side information string Y n1 we have that, with probability 1,
Hn(X|Y n1 )→ H(X|Y ), as n→∞.
But the corresponding variances are different: With probability 1,
σ2n(Y
n
1 )→ E
[
Var
(− logP (X|Y )|Y )], as n→∞,
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which is shown in Proposition 4.1 (i) to be strictly smaller than σ2(X|Y ) in general. [The
variance above is in terms of the conditional distribution P (X|Y ), while the expectation is with
respect to Y only.] This admits the intuitively satisfying interpretation that, in reference-based
compression, where a single side information string is used to compress multiple source messages,
the optimal rate has smaller variability.
Finally, in Section 7 we examine the pair-based dispersion D(X|Y ), defined as the limiting
normalised variance of the optimal description lengths of X given Y , and the reference-based
dispersion D(X|y) similarly defined for the optimal conditional description lengths, given a fixed
side information sequence y = y∞1 . Theorem 7.2 states that, under fairly general conditions,
the pair-based dispersion D(X|Y ) is equal to the conditional varentropy rate σ2(X|Y ), and
relates D(X|Y ) to the behaviour of the pair-based optimal rate R∗(n, ) as n→∞ and → 0.
Analogous results for the reference-based dispersion D(X|y) are established in Theorem 7.4.
1.2 Related work
The finer study of the optimal rate in source coding (without side information) originated in
Strassen’s pioneering work [31], followed more than three decades later by [14] and more recently
by [18]. In addition to the works already described, we also mention that third-order normal
approximation results in universal source coding were obtained in [10].
The dichotomy observed in the dispersion between the reference-based and the pair-based
settings is in some ways analogous to the difference observed in channel coding [26], between
the conditional information variance V (P,W ) and the unconditional variance U(P,W ), in the
context of constant composition codes. In more recent work [28], a similar phenomenon was
observed in source coding with side information, when examining the dispersion under maximum
and average error criteria.
The most direct relationship of the present development with current and recent work is
in connection with the Slepian-Wolf (SW) problem [29]. Tan and Kosut [34] give a second-
order multidimensional normal approximation to the SW region for memoryless sources, and
they show that, up to terms of order (log n)/n, achievable rates are the same as if the side
information were known perfectly at the decoder. Nomura and Han [22] derive the second-order
SW region for general sources. Recently, Chen et al. [5] refined the results of [34] by establishing
inner and outer asymptotic bounds for the SW region, which are tight up to and including
third-order terms. Since, by definition, any SW code is also a pair-based code for our setting,
the achievability result from [5] implies a slightly weaker form of our Theorem 5.1, with an
asymptotic O(1/n) term in place of the explicit C/n in (31). It is interesting to know that this
high level of accuracy in bounding above R∗(n, ) can be derived both by random coding as
in [5] and by deterministic methods as in Theorem 5.1. The sharpest known SW converse is
obtained in [13] via a linear programming argument.
4
2 The Optimal Compressor and Fundamental Limits
Let (X,Y ) = {(Xn, Yn) ; n ≥ 1} be a source-side information pair, that is, a pair of arbitrary,
jointly distributed sources with finite alphabets X ,Y, respectively, where X is to be compressed
and Y is the side information process. Given a source string xn1 = (x1, x2, . . . , xn) and assuming
yn1 = (y1, y2, . . . , yn) is available to both the encoder and decoder, a fixed-to-variable one-to-one
compressor with side information, of blocklength n, is a collection of functions fn, where each
fn(x
n
1 |yn1 ) takes a value in the set of all finite-length binary strings,
{0, 1}∗ =
∞⋃
k=0
{0, 1}k = {∅, 0, 1, 00, 01, 000, . . .},
with the convention that {0, 1}0 = {∅} consists of just the empty string ∅ of length zero. For
each yn1 ∈ Yn, fn(·|yn1 ) is assumed to be an injective function from X n to {0, 1}∗, so that
the compressed string fn(x
n
1 |yn1 ) is always uniquely and correctly decodable. The associated
description lengths of {fn} are,
`(fn(x
n
1 |yn1 )) = length of fn(xn1 |yn1 ), bits,
where, throughout, `(s) denotes the length, in bits, of a binary string s. For 1 ≤ i ≤ j ≤ ∞,
we use the shorthand notation zji for the string (zi, zi+1, . . . , zj), and similarly Z
j
i for the corre-
sponding collection of random variables Zji = (Zi, Zi+1, . . . , Zj).
The following fundamental limits describe the best achievable performance among one-to-
one compressors with side information, in both the reference-based and the pair-based versions
of the problem, as described in the Introduction.
Definition 2.1 (Reference-based optimal compression rate R∗(n, |yn1 )) For any block-
length n, any fixed side information string yn1 ∈ Yn, and any  ∈ [0, 1), we let R∗(n, |yn1 ) denote
the smallest compression rate that can be achieved with excess-rate probability no larger than .
Formally, R∗(n, |yn1 ) is the infimum among all R > 0 such that,
min
fn(·|yn1 )
P [`(fn(X
n
1 |yn1 )) > nR|Y n1 = yn1 ] ≤ ,
where the minimum is over all one-to-one compressors fn(·|yn1 ) : X n → {0, 1}∗.
Definition 2.2 (Pair-based optimal compression rate R∗(n, )) For any blocklength n
and any  ∈ [0, 1), we let R∗(n, ) denote the smallest compression rate that can be achieved
with excess-rate probability, over both Xn1 and Y
n
1 , no larger than . Formally, R
∗(n, ) is the
infimum among all R > 0 such that,
min
fn
P [`(fn(X
n
1 |Y n1 )) > nR] ≤ ,
where the minimum is over all one-to-one compressors fn with side information.
Definition 2.3 (Reference-based excess-rate probability ∗(n, k|yn1 )) For any block-
length n, any fixed side information string yn1 ∈ Yn, and any k ≥ 1, let ∗(n, k|yn1 ) be the best
achievable excess-rate probability with rate R = k/n,
∗(n, k|yn1 ) = min
fn(·|yn1 )
P
[
`(fn(X
n
1 |yn1 )) ≥ k|Y n1 = yn1
]
,
where the minimum is over all one-to-one compressors fn(·|yn1 ) : X n → {0, 1}∗.
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Definition 2.4 (Pair-based excess-rate probability ∗(n, k)) For any blocklength n and
any k ≥ 1, let ∗(n, k) be the best achievable excess-rate probability with rate R = k/n,
∗(n, k) = min
fn
P
[
`(fn(X
n
1 |Y n1 )) ≥ k
]
,
where the minimum is over all one-to-one compressors fn with side information.
Before establishing detailed results on these fundamental limits in the following sections, some
remarks are in order.
The optimal compressor f∗n. It is easy to see from Definitions 2.1–2.4 that, in all four cases,
the minimum is achieved by the same simple compressor f∗n: For each side information string
yn1 , f
∗
n(·|yn1 ) is the optimal compressor for the distribution P(Xn1 = ·|Y n1 = yn1 ), namely, the
compressor that orders the strings xn1 in order of decreasing probability P(X
n
1 = x
n
1 |Y n1 = yn1 ),
and assigns them codewords from {0, 1}∗ in lexicographic order; cf. Property 1 in [18].
Equivalence of minimal rate and excess-rate probability. The following relationships
are straightforward from the definitions: For any n, k ≥ 1, any  ∈ [0, 1), and all yn1 ∈ Yn:
R∗(n, |yn1 ) =
k
n
iff ∗(n, k + 1|yn1 ) ≤  < ∗(n, k|yn1 ), (3)
R∗(n, ) =
k
n
iff ∗(n, k + 1) ≤  < ∗(n, k). (4)
Therefore, we can concentrate on determining the fundamental limits in terms of the rate;
corresponding results for the minimal excess-rate probability then follow from (3) and (4).
Prefix-free compressors. Let R∗p(n, |yn1 ), R∗p(n, ), ∗p(n, k|yn1 ) and ∗p(n, k) be the corre-
sponding fundamental limits as those in Definitions 2.1–2.4, when the compressors are required
to be prefix-free. As it turns out, the prefix-free condition imposes a penalty of at most 1/n on
the rate.
Theorem 2.5 (i) For all n, k ≥ 1:
∗p(n, k + 1) =
{
∗(n, k), k < n log |X |
0, k ≥ n log |X |. (5)
(ii) For all n ≥ 1 and any 0 ≤  < 1:
R∗(n, ) ≤ R∗p(n, ) ≤ R∗(n, ) +
1
n
.
Throughout the paper, ‘log’ denotes ‘log2’, the logarithm taken to base 2, and all familiar
information theoretic quantities are expressed in bits.
Note that, for any fixed side information string yn1 , analogous results to those in Theorem 2.5
hold for the reference-based versions, R∗p(n, |yn1 ) and ∗p(n, |yn1 ), as an immediate consequence
of [18, Theorem 1] applied to the source with distribution P(Xn1 = ·|Y n1 = yn1 ).
Proof. For part (i) note that, by the above remark, the reference-based analog of (5) in
terms of R∗p(n, |yn1 ) and ∗p(n, |yn1 ) is an immediate consequence of [18, Theorem 1]. Then, (5)
follows directly by averaging over all yn1 . The result of part (ii) follows directly from (i) upon
noticing that the analog of (3) also holds for prefix-free codes: R∗p(n, ) =
k
n if and only if
∗p(n, k + 1) ≤  < ∗p(n, k). 
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3 Direct and Converse Theorems for Arbitrary Sources
In Section 3.1 we briefly describe generalizations and extensions of the nonasymptotic coding
theorems in [18] to the case of compression with side information. In Section 3.2 we define the
core information-theoretic quantities that will be used throughout the rest of the paper: The
conditional information density, and the conditional entropy and varentropy rates.
3.1 General coding theorems
Consider two arbitrary discrete random variables (X,Y ), with joint (PMF) PX,Y , taking values in
X and Y, respectively. For the sake of simplicity we may assume, without loss of generality, that
the source alphabet X is the set of natural numbers X = N, and that, for each y ∈ Y, the values
of X are ordered with nonincreasing conditional probabilities given y, so that P(X = x|Y = y)
is nonincreasing in x, for each y ∈ Y,
Let f∗ = f∗1 be the optimal compressor described in the last section, and write PX and PX|Y
for the PMF of X and the conditional PMF of X given Y , respectively. The ordering of the
values of X implies that, for all x ∈ X , y ∈ Y,
`(f∗(x|y)) = blog xc. (6)
The following is a general achievability result that applies to both the reference-based and
the pair-based versions of the compression problem:
Theorem 3.1 For all x ∈ X , y ∈ Y,
`(f∗(x|y)) ≤ − logPX|Y (x|y),
and for any z ≥ 0,
P
[
`(f∗(X|Y )) ≥ z] ≤ P[− logPX|Y (X|Y ) ≥ z].
The first part is an immediate consequence of [18, Theorem 2], applied separately for each
y ∈ Y to the optimal compressor f∗(·|y) for the source with distribution PX|Y (·|y). The second
part follows directly from the first.
The next two theorems give general converse results for the pair-based compression problem:
Theorem 3.2 For any integer k ≥ 0 and any τ > 0, we have:
P [`(f∗(X|Y )) ≥ k] ≥ sup
τ>0
{
P
[− logPX|Y (X|Y ) ≥ k + τ]− 2−τ}.
Proof. Let k ≥ 0 and τ > 0 be arbitrary, and define,
L = {(x, y) ∈ X × Y : PX|Y (x|y) ≤ 2−k−τ}
C = {(x, y) ∈ X × Y : x ∈ {1, 2, . . . , 2k − 1}}.
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Then,
P
[− logPX|Y (X|Y ) ≥ k + τ] = PX,Y (L)
= PX,Y (L ∩ C) + PX,Y (L ∩ Cc)
≤ PX,Y (L ∩ C) + PX,Y (Cc)
≤
∑
y∈Y
PY (y)
(
(2k − 1)2−k−τ)+ P[blogXc ≥ k]
≤ 2−τ + P[`(f∗(X|Y )) ≥ k],
where the last inequality follows from (6). 
Theorem 3.3 For any compressor f and any τ > 0:
P
[
`(f(X|Y )) ≤ − logPX|Y (X|Y )− τ
] ≤ 2−τ (blog |X |c+ 1).
Once again, Theorem 3.3 is an immediate consequence of [18, Theorem 5], applied separately
for each y ∈ Y to the optimal compressor f∗(·|y) for the source with distribution PX|Y (·|y), and
then averaged over y.
Our next result is one of the main tools in the proofs of the achievability results in the
normal approximation bounds for R∗(n, |yn1 ) and R∗(n, ) in Sections 4 and 5. It gives tight
upper and lower bounds on the performance of the optimal compressor, that are useful in both
the reference-based and the pair-based setting:
Theorem 3.4 For all x, y,
`(f∗(x|y)) ≥ log
(
E
[
1
PX|Y (X|y)
I{PX|Y (X|y)>PX|Y (x|y)}
∣∣∣∣Y = y])− 1, (7)
`(f∗(x|y)) ≤ log
(
E
[
1
PX|Y (X|y)
I{PX|Y (X|y)≥PX|Y (x|y)}
∣∣∣∣Y = y]) , (8)
where IA denotes the indicator function of an event A, with IA = 1 when A occurs and IA = 0
otherwise.
Proof. Recall from (6) that, for any k ∈ N, y ∈ Y, we have `(f∗(k|y)) = blog kc. In other
words, for any y, the optimal description length of the kth most likely value of X according
to PX|Y (·|y), is blog kc bits. Although there may be more than one optimal ordering of the
values of X when there are ties, it is always the case that (given y) the position of x is between
the number of values that have probability strictly larger than PX|Y (x|y) and the number of
outcomes that have probability ≥ PX|Y (x|y). Formally,⌊
log
(∑
x′∈X
I{PX|Y (x′|y)>PX|Y (x|y)}
)⌋
≤ `(f∗(x|y)) ≤
⌊
log
(∑
x′∈X
I{PX|Y (x′|y)≥PX|Y (x|y)}
)⌋
.
Multiplying and dividing each summand above by PX|Y (x|y), the two sums are equal to the
expectations in (7) and (8), respectively. The result follows from the trivial bounds on the floor
function, a ≥ bac ≥ a− 1. 
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3.2 Conditional entropy and varentropy rate
Suppose (X,Y ) = {(Xn, Yn) ; n ≥ 1} is an arbitrary source-side information pair, with values
in the finite alphabets X ,Y.
Definition 3.5 (Conditional information density) For any source-side information pair
(X,Y ), the conditional information density of blocklength n is the random variable,
− logP (Xn1 |Y n1 ) = − logPXn1 |Y n1 (Xn1 |Y n1 ).
When it causes no confusion, we drop the subscripts for PMFs and conditional PMFs, e.g.,
simply writing P (xn1 |yn1 ) for PXn1 |Y n1 (xn1 |yn1 ) above. Throughout, H(Z) and H(Z|W ) denote the
discrete entropy of Z and the conditional entropy of Z given W , in bits.
Definition 3.6 (Conditional entropy rate) For any source-side information pair (X,Y ),
the conditional entropy rate H(X|Y ) is defined as:
H(X|Y ) = lim sup
n→∞
1
n
H(Xn1 |Y n1 ).
If (X,Y ) are jointly stationary, then the above lim sup is in fact a limit, and it is equal to
H(X,Y ) − H(Y ), where H(X,Y ) and H(Y ) are the entropy rates of (X,Y ) and of Y ,
respectively [7].
Definition 3.7 (Conditional varentropy rate)For any source-side information pair (X,Y ),
the conditional varentropy rate is:
σ2(X|Y ) = lim sup
n→∞
1
n
Var(− logP (Xn1 |Y n1 )). (9)
As with the conditional entropy rate, under additional assumptions the lim sup in (9) is in fact
a limit. Lemma 3.8 is proved in Appendix A.
Lemma 3.8 If the source-side information pair (X,Y ) and the side information process Y ,
are irreducible and aperiodic, dth order Markov chains, then,
H(X|Y ) = lim
n→∞
1
n
H(Xn1 |Y n1 ),
and
σ2(X|Y ) = lim
n→∞
1
n
Var(− logP (Xn1 |Y n1 )).
In particular, the limits H(X|Y ) and σ2(X|Y ) exist and they are independent of the initial
distribution of the chain (X,Y ).
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4 Normal Approximation for Reference-Based Compression
In this section we give explicit, finite-n bounds on the reference-based optimal rate R∗(n, |yn1 ).
Suppose the source and side information, (X,Y ), consist of independent and identically dis-
tributed (i.i.d.) pairs {(Xn, Yn)}, or, more generally, that (X,Y ) is a conditionally-i.i.d. source-
side information pair, i.e., that the distribution of Y is arbitrary, and for each n, given Y n1 = y
n
1 ,
the random variables Xn1 are conditionally i.i.d.,
P(Xn1 = x
n
1 |Y n1 = yn1 ) =
n∏
i=1
PX|Y (xi|yi), xn1 ∈ X , yn1 ∈ Y,
for a given family of conditional PMFs PX|Y (·|·).
We will use the following notation. For any y ∈ Y, we write,
H(X|y) = −
∑
x∈X
PX|Y (x|y) logPX|Y (x|y),
for the entropy of the conditional distribution of X given Y = y, and,
V (y) = Var[− logPX|Y (X|y)|Y = y]. (10)
For a side information string yn1 ∈ Yn, we denote,
Hn(X|yn1 ) =
1
n
n∑
j=1
H(X|yj) (11)
σ2n(y
n
1 ) =
1
n
n∑
j=1
V (yj). (12)
The upper and lower bounds developed in Theorems 4.5 and 4.4 below say that, for any
conditionally-i.i.d. source-side information pair (X,Y ) and any side information string yn1 , the
reference-based optimal compression rate,
R∗(n, |yn1 ) = Hn(X|yn1 ) +
σn(y
n
1 )√
n
Q−1()− log n
2n
+O
( 1
n
)
, (13)
with explicit bounds on the O(1/n) term, where Q denotes the standard Gaussian tail function
Q(x) = 1√
2pi
∫∞
x e
−z2/2dz.
As described in the Introduction, R∗(n, |yn1 ) is the best achievable rate with excess-rate
probability no more than , with respect to a fixed side information string yn1 .
4.1 Preliminaries
Suppose for now that (X,Y ) = {(Xn, Yn)} is an i.i.d. source-side information pair, with all
(Xn, Yn) distributed as (X,Y ), with joint PMF PX,Y on X × Y. In this case, the conditional
entropy rate H(X|Y ) is simply H(X|Y ) and the conditional varentropy rate (9) reduces to the
conditional varentropy of X given Y ,
σ2(X|Y ) = Var[− logPX|Y (X|Y )],
10
where PX|Y denotes the conditional PMF of Xn given Yn. As in earlier sections, we will drop
the subscripts of PMFs when they can be understood unambiguously from the context.
First we state some simple properties for the conditional varentropy. We write HˆX(Y ) for
the random variable,
HˆX(Y ) = −
∑
x∈X
PX|Y (x|Y ) logPX|Y (x|Y ). (14)
Proposition 4.1 Suppose (X,Y ) is an i.i.d. source-side information pair, with each (Xn, Yn) ∼
(X,Y ). Then:
(i) The conditional varentropy can also be expressed:
σ2(X|Y ) = E[V (Y )] + Var[HˆX(Y )].
(ii) E[V (Y )] = 0 if and only if, for each y ∈ Y, PX|Y (x|y) is uniform on a (possibly singleton)
subset of X .
(iii) σ2(X|Y ) = 0 if and only if there exists k ∈ {1, 2, . . . , |X |}, such that, for each y ∈ Y,
PX|Y (x|y) is uniform on a subset Xy ⊂ X of size |Xy| = k.
Proof. For (i) we have,
σ2(X|Y ) = Var[− logP (X|Y )]
= E[(logP (X|Y ))2]−H(X|Y )2
= E[(logP (X|Y ))2 − E[HˆX(Y )2] + E[HˆX(Y )2]−H(X|Y )2
= E
{
E[(logP (X|Y ))2|Y ]− HˆX(Y )2
}
+ Var[HˆX(Y )]
= E[V (Y )] + Var[HˆX(Y )].
Parts (ii) and (iii) are straightforward from the definitions. 
An important technical tool in what follows will be the classical Berry-Esse´en bound. The
two relevant versions of this result are stated in Theorems 4.2 and 4.3 below.
Theorem 4.2 (I.i.d. Berry-Esse´en bound) [25, 19] Let {Zk} be i.i.d. random variables with
zero mean, unit variance, and finite third moment, and let Fn denote the distribution function
of [
∑n
k=1 Zk]/
√
n. Then,
sup
x
|Fn(x)− Φ(x)| ≤ E[|Z1|
3]
2
√
n
, for all n ≥ 1,
where Φ denotes the standard normal distribution function.
Theorem 4.3 (Non-i.i.d. Berry-Esse´en bound) [8] Let {Zk} be independent, zero mean
random variables, with:
σ2k = E[Z
2
k ], ρk = E[|Zk|3] <∞, k ≥ 1.
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Put,
sn =
n∑
k=1
σ2k, rn =
n∑
k=1
ρk,
and let Fn denote the distribution function of [
∑n
k=1 Zk]/
√
sn. Then:
sup
x
|Fn(x)− Φ(x)| ≤ 6rn
s
3/2
n
, for all n ≥ 1.
4.2 Direct and converse bounds
Before stating our main results we note that, if σ2n(y
n
1 ) were equal to zero for some side informa-
tion sequence yn1 , then each source symbol would be known (both to the encoder and decoder)
to be uniformly distributed on some subset of X , so the compression problem would be rather
trivial. To avoid these degenerate cases, we assume that σ2n(y
n
1 ) > 0 in Theorems 4.4 and 4.5.
Theorem 4.4 (Reference-based converse) Suppose (X,Y ) is a conditionally-i.i.d. source-
side information pair. For any 0 <  < 12 , the reference-based optimal compression rate satisfies,
R∗(n, |yn1 ) ≥ Hn(X|yn1 ) +
σn(y
n
1 )√
n
Q−1()− log n
2n
− 1
n
η(yn1 ), (15)
for all,
n >
(1 + 6m3σ
−3
n (y
n
1 ))
2
4
(
Q−1()φ(Q−1())
)2 , (16)
and any side information string yn1 ∈ Yn such that σ2n(yn1 ) > 0, where φ is the standard normal
density, Hn(X|yn1 ) and σ2n(yn1 ) are given in (11) and (12),
m3 = max
y∈Y
E[| − logP (X|y)−H(X|y)|3], (17)
and,
η(yn1 ) =
σ3n(y
n
1 ) + 6m3
φ(Q−1())σ2n(yn1 )
.
Note that, by the definitions in Section 2, Theorem 4.4 obviously also holds for prefix-free
codes, with R∗p(n, |yn1 ) in place of R∗(n, |yn1 ).
Proof. Since, conditional on yn1 , the random variables X
n
1 are independent, we have,
P
[
− logP (Xn1 |yn1 ) ≥
n∑
i=1
H(X|yi) +
√
nσn(y
n
1 )Q
−1()− η(yn1 )
∣∣∣∣∣Y n1 = yn1
]
= P
[∑n
i=1 (− logP (Xi|yi)−H(X|yi))
σn(yn1 )
√
n
≥ Q−1()− η(y
n
1 )
σn(yn1 )
√
n
∣∣∣∣Y n1 = yn1 ]
≥ Q
(
Q−1()− η(y
n
1 )
σn(yn1 )
√
n
)
− 6 m3
σ3n(y
n
1 )
√
n
(18)
≥ + η(y
n
1 )
σn(yn1 )
√
n
φ(Q−1())− 6 m3
σ3n(y
n
1 )
√
n
(19)
= +
1√
n
, (20)
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where (18) follows from the Berry-Esse´en bound in Theorem 4.3, (19) follows from the fact that
a simple first-order Taylor expansion gives,
Q(α−∆)−Q(α) ≥ ∆φ(α), for 0 < α < ∆
2
, (21)
and (20) follows from the definition of η(yn1 ). Putting α = Q
−1() and ∆ = ∆(yn1 ) =
η(yn1 )√
sn
,
(16) is sufficient for (21) to hold.
Since we condition on the fixed side information sequence yn1 , [18, Theorem 4] applies,
with τ = 12 log n, where we replace X by X
n
1 with PMF PXn1 |Y n1 (·|yn1 ). Thus, putting, Kn =∑n
i=1H(X|yi) + σn(yn1 )
√
nQ−1()− η(yn1 ), yields,
P
[
`(f∗n(X
n
1 |yn1 )) ≥ Kn −
log n
2
∣∣∣∣Y n1 = yn1 ] ≥ P[− logP (Xn1 |yn1 ) ≥ Kn∣∣Y n1 = yn1 ]− 1√n ≥ ,
and the claimed bound follows. 
Although the expressions (15) and (16) in Theorem 4.4 are quite involved, we note that
their purpose is not to be taken as exact values used in practice. Instead, their utility is to first
demonstrate that finite-n performance guarantees that are accurate up to O(1/n) terms in the
rate are indeed possible to provide, and to illustrate the nature of the dependence of the rate
and the minimal blocklength on the problem parameters.
Next we derive an upper bound to R∗(n, |yn1 ) that matches the lower bound in Theorem 4.4
up to and including the third-order term. Note that, in view of Theorem 2.5, the result of
Theorem 4.5 also holds for prefix-free codes, with R∗p(n, |yn1 ) and ζn(yn1 )+1 in place of R∗(n, |yn1 )
and ζn(y
n
1 ), respectively.
Theorem 4.5 (Reference-based achievability) Let (X,Y ) be a conditionally-i.i.d. source-
side information pair. For any 0 <  ≤ 12 , the reference-based optimal compression rate satisfies,
R∗(n, |yn1 ) ≤ Hn(X|yn1 ) +
σn(y
n
1 )√
n
Q−1()− log n
2n
+
1
n
ζn(y
n
1 ),
for all,
n >
36m23
2σ6n(y
n
1 )
, (22)
and any side information string yn1 ∈ Yn such that σ2n(yn1 ) > 0, where Hn(X|yn1 ) and σ2n(yn1 ) are
given in (11) and (12), m3 is given in (17), and,
ζn(y
n
1 ) =
6m3
σ3n(y
n
1 )φ
(
Φ−1
(
Φ(Q−1()) + 6m3√
nσ3n(y
n
1 )
)) + log ( log e√
2piσ2n(y
n
1 )
+
12m3
σ3n(y
n
1 )
)
. (23)
Proof. Given  and yn1 , let βn = βn(y
n
1 ) be the unique constant such that,
P
[− logP (Xn1 |yn1 ) ≤ log βn|Y n1 = yn1 ] ≥ 1− , (24)
P
[− logP (Xn1 |yn1 ) < log βn|Y n1 = yn1 ] < 1− ,
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and write λn for its normalized version,
λn =
log βn −
∑n
i=1H(X|yi)
σn(yn1 )
.
Using the Berry-Esse´en bound in Theorem 4.3, yields,
1−  ≤ P
[− logP (Xn1 |yn1 )−∑ni=1H(X|yi)
σn(yn1 )
√
n
≤ λn
∣∣∣∣Y n1 = yn1 ] ≤ Φ(λn) + 6m3σ3n(yn1 )√n,
and,
1−  > P
[− logP (Xn1 |yn1 )−∑ni=1H(X|yi)
σn(yn1 )
√
n
< λn
∣∣∣∣Y n1 = yn1 ] ≥ Φ(λn)− 6m3σ3n(yn1 )√n. (25)
Define,
λ = Φ−1(1− ) = Q−1().
For n satisfying (22), we have,
Φ(λ) +
6m3
σ3n(y
n
1 )
√
n
< 1,
so, using (25) and a first-order Taylor expansion, we obtain,
λn ≤ Φ−1
(
Φ(λ) +
6m3
σ3n(y
n
1 )
√
n
)
= λ+
6m3
σ3n(y
n
1 )
√
n
(Φ−1)′(ξn)
= λ+
6m3
σ3n(y
n
1 )
√
nφ(Φ−1(ξn))
, (26)
for some ξn = ξn(y
n
1 ) between Φ(λ) and Φ(λ) + 6m3/σ
3
n(y
n
1 )
√
n. Since  ≤ 12 , we have λ ≥ 0
and Φ(λ) ≥ 12 , so that ξn ≥ 12 . Also, since Φ−1(t) is strictly increasing for all t and φ is strictly
decreasing for t ≥ 0, from (26) we get,
λn ≤ λ+ 6m3
σ3n(y
n
1 )
√
n
× 1
φ
(
Φ−1
(
Φ(λ) + 6m3
σ3n(y
n
1 )
√
n
)) . (27)
On the other hand, from the discussion in the proof of Theorem 3.4, together with (24), we
conclude that,
P
`(f∗n(Xn1 |yn1 )) > log
 ∑
xn1∈Xn
I{P (xn1 |yn1 )≥ 1βn }
∣∣∣∣∣∣Y n1 = yn1
 ≤ ,
hence,
R∗(n, |yn1 ) ≤
1
n
log
 ∑
xn1∈Xn
I{P (xn1 |yn1 )≥ 1βn }

=
1
n
log
(
E
[
2− logP (X
n
1 |yn1 )I{− logP (Xn1 |yn1 )≤log βn}
∣∣∣Y n1 = yn1 ])
=
1
n
n∑
i=1
H(X|yi) + λnσn(y
n
1 )√
n
+
1
n
logαn, (28)
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where,
αn = E
[
2− log βn−logP (X
n
1 |yn1 )I{log βn+logP (Xn1 |yn1 )≥0}
∣∣∣Y n1 = yn1 ]
= E
[
2−σn(y
n
1 )
√
n(λn−Zn)I{σn(yn1 )
√
n(λn−Zn)≥0}
∣∣∣Y n1 = yn1 ] ,
and,
Zn =
1
σn(yn1 )
√
n
[
− logP (Xn1 |yn1 )−
n∑
i=1
H(X|yi)
]
=
1
σn(yn1 )
√
n
n∑
i=1
[− logP (Xi|yi)−H(X|yi)].
Note that Zn has zero mean and unit variance. Let,
α¯n = E
(
2−σn(y
n
1 )
√
n(λn−Z)I{σn(yn1 )
√
n(λn−Z)≥0}
)
,
where Z is a standard normal random variable. Then,
α¯n =
∫ ∞
0
1√
2pinσ2n(y
n
1 )
2−x exp
{
− (x− λnσn(y
n
1 )
√
n)2
2nσ2n(y
n
1 )
}
dx ≤ log e√
2pinσ2n(y
n
1 )
.
Denoting by Fn(t) the distribution function of Zn, and integrating by parts,
αn =
∫ λn
−∞
2−σn(y
n
1 )
√
n(λn−t)dFn(t)
= Fn(λn)− (loge 2)
∫ λn
−∞
Fn(t)σn(y
n
1 )
√
n2−σn(y
n
1 )
√
n(λn−t)dt
= α¯n + Fn(λn)− Φ(λn)− (loge 2)σn(yn1 )
√
n
∫ λn
−∞
(Fn(t)− Φ(t))2−σn(yn1 )
√
n(λn−t)dt
≤ α¯n + 6m3√
nσ3n(y
n
1 )
+
6m3√
nσ2n(y
n
1 )
(loge 2)
∫ λn
−∞
2−σn(y
n
1 )
√
n(λn−t)dt
≤ α¯n + 12m3√
nσ3n(y
n
1 )
≤ 1√
n
( log e√
2piσ2n(y
n
1 )
+
12m3
σ3n(y
n
1 )
)
, (29)
where we used Theorem 4.3 twice.
The claimed bound follows from (27), (28), and (29). 
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5 Normal Approximation for Pair-Based Compression
Here we give upper and lower bounds to the pair-based optimal compression rate R∗(n, ),
analogous to those presented in Theorems 4.4 and 4.5 for the reference-based optimal rate: For
an i.i.d. source-side information pair (X,Y ), the result in Theorems 5.1 and 5.2 state that,
R∗(n, ) = H(X|Y ) + σ(X|Y )√
n
Q−1()− log n
2n
+O
( 1
n
)
, (30)
with explicit upper and lower bounds for the O(1/n) term.
Recall the discussion in the Introduction comparing (30) with the corresponding expan-
sion (13) in the reference-based case. In particular, we note that, for large n, we typically have
Hn(X|yn1 ) ≈ H(X|Y ), but σ2n(yn1 ) < σ2(X|Y ).
Unlike our achievability result for the reference-based rate, the corresponding expansion
for the pair-based rate requires a very different approach from that in the case without side
information. The main step in the proof of the corresponding result, given in [18, Eq. (167)])
does not generalize to the side-information setting. Instead, we use our new Theorem 3.4 as the
main approximation tool.
Theorem 5.1 (Pair-based achievability) Let (X,Y ) be an i.i.d. source-side information
pair, with conditional varentropy rate σ2 = σ2(X|Y ) > 0. For any 0 <  ≤ 12 , the pair-based
optimal compression rate satisfies,
R∗(n, ) ≤ H(X|Y ) + σ(X|Y )√
n
Q−1()− log n
2n
+
C
n
, (31)
for all,
n >
4σ2
B2φ(Q−1())2
×
[
B2
2
√
2pieσ2
+
ψ2
(1− 12pi )2v¯2
]2
, (32)
where v¯ = E[V (Y )] and ψ2 = Var(V (Y )), with V defined in (10),
C = log
( 2
v¯1/2
+
24m3(2pi)
3/2
v¯3/2
)
+B,
m3 is given in (17), and,
B =
E
[| − logP (X|Y )−H(X|Y )∣∣3]
σ2φ(Q−1())
.
As in Section 4, we note that, in view of Theorem 2.5, the result of Theorem 5.1 remains
true for prefix-free codes, with R∗p(n, ) and C + 1 in place R∗(n, ) and C, respectively.
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Proof. We will use the achievability part of Theorem 3.4. For each i, take Xi and X¯i to be
conditionally independent versions of X given Y = Yi, and define,
Sn =
1
σn(Y n1 )
√
n
n∑
i=1
[− logP (Xi|Yi)− HˆX(Yi)],
S¯n =
1
σn(Y n1 )
√
n
n∑
i=1
[− logP (X¯i|Yi)− HˆX(Yi)],
Tn =
1√
n
n∑
i=1
[HˆX(Yi)−H(X|Y )],
where σ2n(Y
n
1 ), HˆX(Y ) are defined in (12) and (14), respectively. For any K > 0 the upper
bound in Theorem 3.4 gives,
P [`(f∗n(X
n
1 |Y n1 )) > K]
≤ P
[
E
(
1
P (X¯n1 |Y n1 )
I{P (X¯n1 |Y n1 )≥P (Xn1 |Y n1 )}
∣∣∣∣Xn1 , Y n1 ) > 2K]
= P
[
E
(
2
√
nσn(Y n1 )S¯nI{S¯n≤Sn}
∣∣∣Xn1 , Y n1 ) > 2K−∑ni=1 HˆX(Yi)] ,
and taking K = Kn = nH(X|Y ) + σ(X|Y )
√
nQ−1()− log√n+ C,
P [`(f∗n(X
n
1 |Y n1 )) > Kn]
≤ P
[
E
(
2
√
nσn(Y n1 )(S¯n−Q−1())I{S¯n≤Sn}
∣∣∣Xn1 , Y n1 ) > 1√n2−√n
[
Tn−(σ−σn(Y n1 ))Q−1()
]
+C
]
. (33)
For the conditional expectation, writing σn for σn(Y
n
1 ) for clarity, we have,
E
(
2
√
nσn(S¯n−Q−1())I{S¯n≤Sn}
∣∣∣Xn1 , Y n1 )
=
∞∑
k=0
E
(
2
√
nσn(S¯n−Q−1())I{√nσnSn−k−1<√nσnS¯n≤√nσnSn−k}
∣∣∣Xn1 , Y n1 )
≤ 2
√
nσn(Sn−Q−1())
∞∑
k=0
2−kP
[√
nσnSn − k − 1 <
√
nσnS¯n ≤
√
nσnSn − k
∣∣Xn1 , Y n1 ] .
≤ 2
√
nσn(Sn−Q−1())
∞∑
k=0
2−k
{
P
[
S¯n ≤ Sn − k√
nσn
∣∣∣∣Xn1 , Y n1 ] (34)
− P
[
S¯n ≤ Sn − (k + 1)√
nσn
∣∣∣∣Xn1 , Y n1 ]
}
. (35)
Now following Lemma 47 of [26], we note that, conditional on (Xn1 , Y
n
1 ), the only randomness in
the probabilities in (34) and (35) is in S¯n via X¯
n
1 , so that we can apply the Berry-Esse´en bound
of Theorem 4.3 twice to bound their difference, resulting in,
2
√
nσn(Sn−Q−1())
∞∑
k=0
2−k
[
Φ
(
Sn − k√
nσn
)
− Φ
(
Sn − (k + 1)√
nσn
)
+
12m3√
nσ3n
]
≤ 1√
n
2
√
nσn(Sn−Q−1())
( 2√
2piσn
+
24m3
σ3n
)
, (36)
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where we have used a simple first-order Taylor expansion for Φ, noting that φ(z) ≤ 1/√2pi for
all z, and summed the geometric series.
Hence, combining all the estimates in (33)–(36),
P [`(f∗n(X
n
1 |Y n1 )) > Kn] ≤ P
[
2
√
nσ(Un−Q−1())
( 2√
2piσn
+
24m3
σ3n
)
> 2C
]
,
where we have defined,
Un =
1
σ
[σnSn + Tn] =
1
σ
√
n
n∑
i=1
[− logP (Xi|Yi)−H(X|Y )].
And we can further bound,
P [`(f∗n(X
n
1 |Y n1 )) > Kn]
≤ P
[
2σ
√
n(Un−Q−1())
( 2
v¯1/2
+
24(2pi)3/2m3
v¯3/2
)
> 2C
]
+ P
[
σ2n(Y
n
1 ) <
v¯
2pi
]
. (37)
For the first probability in (37) we have,
P
[
2σ
√
n(Un−Q−1())2C−B > 2C
]
= P
[
Un > Q
−1() +
B
σ
√
n
]
≤ Q
(
Q−1() +
B
σ
√
n
)
+
E[| − logP (X|Y )−H(X|Y )|3]
2σ3
√
n
,
where we used the Berry-Esse´en bound in Theorem 4.2 for the normalized partial sum Un of the
i.i.d. random variables {− logP (Xi|Yi)} with mean H(X|Y ) and variance σ2. And a second-
order Taylor expansion of Q, using the fact that, 0 ≤ Q′′(x) = xφ(x) ≤ 1√
2pie
, for all x ≥ 0,
gives,
P
[
2σ
√
n(Un−Q−1()) 2C−B > 2C
]
≤ −Bφ(Q−1()) + B
2
2
√
2pie
+
E[| − logP (X|Y )−H(X|Y )|3]
2σ3
√
n
. (38)
For the second probability in (37), a simple application of Chebyshev’s inequality gives,
P
[
1
n
n∑
i=1
V (Yi) <
v¯
2pi
]
≤ ψ
2
n(1− 12pi )2v¯2
. (39)
After substituting the bounds (38) and (39) in (37), simple algebra shows that, for all n satis-
fying (32), the probability is ≤ , completing the proof. 
Next we prove a corresponding converse bound. Once again we observe that, by the defini-
tions in Section 2, Theorem 5.2 also holds for R∗p(n, ) in the case of prefix-free codes.
Theorem 5.2 (Pair-based converse) Let (X,Y ) be an i.i.d. source-side information pair,
with conditional varentropy rate σ2 = σ2(X|Y ) > 0. For any 0 <  < 12 , the pair-based optimal
compression rate satisfies,
R∗(n, ) ≥ H(X|Y ) + σ(X|Y )√
n
Q−1()− log n
2n
− C
′
n
,
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for all,
n >
C ′2
4(Q−1())2σ2
, (40)
where,
C ′ =
E[| − logP (X|Y )−H(X|Y )|3] + 2σ3
2σ2φ(Q−1())
.
Proof. Using the Berry-Esse´en bound in Theorem 4.3, we have,
P
[
− logP (Xn1 |Y n1 ) ≥ nH(X|Y ) +
√
nσQ−1()− C ′
]
= P
[
1
σ
√
n
n∑
i=1
[− logP (Xi|Yi)−H(X|Y )] ≥ Q−1()− C
′
σ
√
n
]
≥ Q
(
Q−1()− C
′
σ
√
n
)
− E| − logP (X|Y )−H(X|Y )|
3
2σ3
√
n
,
and using the simple earlier bound (21), noting that (40) implies that the condition in (21) is
satisfied,
P
[
− logP (Xn1 |Y n1 ) ≥ nH(X|Y ) +
√
nσQ−1()− C ′
]
≥ + C
′
σ
√
n
φ(Q−1())− E| − logP (X|Y )−H(X|Y )|
3
2σ3
√
n
= +
1√
n
,
Now applying the general converse result in Theorem 3.2 with τ = τn =
1
2 log n and X
n
1 in place
of X,
P
[
`(f∗n(X
n
1 |Y n1 )) ≥ nH(X|Y ) +
√
nσQ−1()− C ′ − log n
2
]
≥ P
[
− logP (Xn1 |Y n1 ) ≥ nH(X|Y ) +
√
nσQ−1()− C ′
]
− 1√
n
≥ ,
and the claimed bound follows. 
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6 Normal Approximation for Markov Sources
In this section we consider extensions of the normal approximation bounds for the optimal
rate in Sections 4 and 5, to the case of Markov sources. Note that the results of Section 4
for the reference-based optimal rate R∗(n, |yn1 ) apply not only to the case of i.i.d. source-side
information pairs (X,Y ), but much more generally to arbitrary side-information sources Y as
long as X is conditionally i.i.d. given Y . This is a broad class including, among others, all
hidden Markov models X. For this reason, we restrict our attention here to the pair-based
optimal rate R∗(n, ).
As discussed in the context of compression without side information [18], the Berry-Esse´en
bound for Markov chains is not known to hold at the same level of generality as in the i.i.d.
case. In fact, even for restricted class of reversible chains where an explicit Berry-Esse´en bound
is known [20], it involves constants that are larger than those in the i.i.d. case by more than four
orders of magnitude, making any resulting bounds significantly less relevant in practice.
Therefore, in the Markov case we employ a general result of Nagaev [21] that does not lead
to explicit values for the relevant constants, but which applies to all ergodic Markov chains. For
similar reasons, rather than attempting to generalize the rather involved proof of the achievability
result in Theorem 5.1, we choose to illustrate a much simpler argument that leads to a weaker
bound, not containing the third-order (log n)/2n term as in (31).
Throughout this section we consider a source-side information pair (X,Y ) which is an
irreducible and aperiodic, dth order Markov chain, with conditional varentropy rate σ2(X|Y )
as in Lemma 3.8, and we also assume that the side information process Y itself is an irreducible
and aperiodic, dth order Markov chain. Note that we allow (X,Y ) to have an arbitrary initial
distribution, so that in particular we do not assume it is stationary. The main probabilistic tool
we will need in the proof of Theorem 6.2 is the following normal approximation bound for the
conditional information density − logP (Xn1 |Y n1 ); it is proved in Appendix B.
Theorem 6.1 (Berry-Esse´en bound for the conditional information density) Suppose
the source-side information pair (X,Y ) and the side information process Y are dth order, ir-
reducible and aperiodic Markov chains, with conditional entropy rate H = H(X|Y ) and condi-
tional varentropy rate σ2 = σ2(X|Y ) > 0. Then there exists a finite constant A > 0 such that,
for all n ≥ 1,
sup
z∈R
∣∣∣∣P [− logP (Xn1 |Y n1 )− nHσ√n > z
]
−Q(z)
∣∣∣∣ ≤ A√n,
Theorem 6.2 (Normal approximation for Markov sources) Suppose the source-side in-
formation pair (X,Y ) and the side information process Y are dth order, irreducible and aperi-
odic Markov chains, with conditional entropy rate H = H(X|Y ) and conditional varentropy rate
σ2 = σ2(X|Y ) > 0. Then, for any  ∈ (0, 1/2), there are finite constants Cm, C ′m and integers
N,N ′ such that,
R∗(n, ) ≤ H(X|Y ) + σ(X|Y )√
n
Q−1() +
Cm
n
, for all n ≥ N, (41)
and,
R∗(n, ) ≥ H(X|Y ) + σ(X|Y )√
n
Q−1()− log n
2n
− C
′
m
n
, for all n ≥ N ′. (42)
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Note that the only reason we do not give explicit values for the constants Cm, C
′
m, N,N
′ is
because of the unspecified constant in the Berry-Esse´en bound. In fact, for any class of Markov
chains for which the constant A in Theorem 6.1 is known explicitly, we can take,
Cm =
2Aσ
φ(Q−1())
, C ′m =
σ(A+ 1)
φ(Q−1())
,
and,
N =
2A2
pie(φ(Q−1()))4
, N ′ =
( A+ 1
Q−1()φ(Q−1())
)2
.
As with the corresponding results for memoryless sources, Theorems 5.1 and 5.2, we observe
that both (41) and (42) in Theorem 6.2 remain valid for R∗p(n, ) in the case of prefix-free codes.
Proof. Let A be the constant of Theorem 6.1. Taking Cm = 2Aσ/φ(Q
−1()) and Kn =
nH + σ
√
nQ−1() + Cm, the general achievability bound in Theorem 3.1 gives,
P
[
`(f∗n(X
n
1 |Y n1 )) ≥ Kn
] ≤ P[− logP (Xn1 |Y n1 ) ≥ Kn]
≤ Q
(
Q−1() +
Cm
σ
√
n
)
+
A√
n
,
where the second inequality follows from Theorem 6.1. Since Q′′(x) ≤ 1√
2pie
, x ≥ 0, a second-
order Taylor expansion for Q yields,
P
[
`(f∗n(X
n
1 |Y n1 )) ≥ Kn
] ≤ − Cm
σ
√
n
{
φ(Q−1())− Cm
2σ
√
2pien
− Aσ
Cm
}
≤ ,
where the last inequality holds for all,
n ≥ 2A
2
pie(φ(Q−1()))4
.
This proves (41).
For the converse, taking C ′m = σ(A+1)/φ(Q−1()) and Kn = nH+σ
√
nQ−1()−(log n)/2−
C ′m, and τ = (log n)/2, the general converse bound in Theorem 3.2 gives,
P
[
`(f∗n(X
n
1 |Y n1 )) ≥ Kn
] ≥ P [− logP (Xn1 |Y n1 )− nH
σ
√
n
≥ Q−1()− C
′
m
σ
√
n
]
− 1√
n
≥ Q
(
Q−1()− A+ 1
φ(Q−1())
√
n
)
− A+ 1√
n
,
where the second bound follows from Theorem 6.1. Finally, using a simple first-order Taylor
expansion of Q, and noting that φ(x) is nonincreasing for x ≥ 0 and that,
Q−1()− A+ 1
φ(Q−1())
√
n
≥ 0,
for  ∈ (0, 1/2) and,
n ≥
( A+ 1
Q−1()φ(Q−1())
)2
,
yields that P
[
`(f∗n(Xn1 |Y n1 )) ≥ Kn
]
> . This gives (42) and completes the proof. 
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Finally, we provide a characterization of the case when the conditional varentropy rate is
zero, in the case of first-order Markov chains. Theorem 6.3 is proved in Appendix C. The
corresponding result without the presence of side information was established in [15]. Although
Theorem 6.3 is analogous to [15, Theorem 3], the proof is entirely different, based on the general
variance characterization established in [16].
Theorem 6.3 Suppose that the pair (X,Y ) as well as Y are irreducible and aperiodic, first-
order Markov chains, with conditional entropy rate H = H(X|Y ).
The conditional varentropy rate σ2 = σ2(X|Y ) is zero if and only if there is a function
g : X × Y → (0,∞) such that,
P
[
(Xi+1, Yi+1) = (x2, y2)|(Xi, Yi) = (x1, y1)
]
P
[
Yi+1 = y2|Yi = y1
] = 2−H g(x1, y1)
g(x2, y2)
, (43)
for all (x1, x2, y1, y2) ∈ X 2×Y2 such that the the transition probability in the numerator in (43)
is nonzero.
Equivalently, σ2 = 0 if and only if there is a q > 0 such that, for every n and any pair
of strings (xn+11 , y
n+1
1 ) ∈ X n+1 × Yn+1 that starts and ends at the same state (x1, y1) =
(xn+1, yn+1) = (s, t) ∈ X × Y, we have,
P[Xn+11 = x
n+1
1 , Y
n+1
1 = y
n+1
1 |X1 = s, Y1 = t]
P[Y n+11 = y
n+1
1 |Y1 = t]
= either qn or 0, (44)
with the convention that 0/0 = 0.
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7 Dispersion
7.1 Pair-based dispersion
In analogy with the source dispersion for the problem of lossless compression without side
information [18, 35], for an arbitrary source-side information pair (X,Y ) we define the pair-
based dispersion D(X|Y ) as the limiting variance of the optimal description lengths of X given
side information Y .
Definition 7.1 The pair-based dispersion D(X|Y ) of a source-side information pair (X,Y )
is:
D(X|Y ) = lim sup
n→∞
1
n
Var
[
`(f∗n(X
n
1 |Y n1 ))
]
.
The following result shows that the pair-based dispersion coincides with the varentropy rate
in the Markov case; Theorem 7.2 it is the natural side information analog of [18, Theorem 23].
Theorem 7.2 Suppose that both the pair (X,Y ) and Y itself are irreducible and aperiodic
Markov chains, with conditional entropy rate H(X|Y ) and conditional varentropy rate σ2(X|Y ).
Then:
D(X|Y )= lim
n→∞
1
n
Var
[
`(f∗n(X
n
1 |Y n1 ))
]
= σ2(X|Y )= lim
n→∞
1
n
Var
(
− logP (Xn1 |Y n1 )
)
<∞. (45)
If, moreover, σ2(X|Y ) is nonzero, then:
D(X|Y ) = σ2(X|Y ) = lim
→0
lim
n→∞n
(
R∗(n, )−H(X|Y )
Q−1()
)2
. (46)
Proof. Denote, for brevity, `n = `(f
∗
n(X
n
1 |Y n1 )), ιn = − logP (Xn1 |Y n1 ) and Hn = H(Xn1 |Y n1 ).
For (45), in view of Lemma 3.8, it suffices to show that:
lim
n→∞
1
n
∣∣∣Var(`n)−Var(ιn)∣∣∣ = 0. (47)
Proceeding as in the proof of [18, Theorem 22], noting that Hn = E(ιn), we have,
Var(`n) = E
[(
(`n − ιn) + (ιn −Hn)− E(`n − ιn)
)2]
= E
(
(`n − ιn)2
)
+ E
(
(ιn −Hn)2
)− (E(`n − ιn))2 + 2E((`n − ιn)(ιn −Hn)).
Thus, by the Cauchy-Schwarz inequality,∣∣Var(`n))−Var(ιn))∣∣ = ∣∣E((`n − ιn)2)− E(`n − ιn)2 + 2E((`n − ιn)(ιn −Hn))∣∣
≤ 2E((`n − ιn)2)+ 2√E((`n − ιn)2)√Var(ιn). (48)
Note that, since (X,Y ) is an ergodic Markov chain, there exists a finite constant C > 0 such
that, with probability 1, ιn ≤ Cn. Thus, for an arbitrary τn > 0 to be specified later, and
recalling that `n ≤ ιn by Theorem 3.1,
E
(
(`n − ιn)2
)
= E
(
(`n − ιn)2I{`n≥ιn−τn}
)
+ E
(
(`n − ιn)2I{`n<ιn−τn}
)
≤ τ2n + C2n2P
[
`n < ιn − τn
]
,
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and using Theorem 3.3,
E
(
(`n − ιn)2
) ≤ τ2n + C2n22−τn(blog |X |nc+ 1)
≤ τ2n + C ′n32−τn .
Substituting this into (48), and choosing τn = 3 log n, yields,
1
n
∣∣Var(`n))−Var(ιn))∣∣ ≤ 2[9(log n)2 + C ′]
n
+ 2
[
9(log n)2 + C ′
n
]1/2 [
Var(− logP (Xn1 |Y n1 ))
n
]1/2
,
which, using Lemma 3.8, tends to zero as n→∞, proving (47) as required.
The second part of the theorem, equation (46), is immediate from the upper and lower
bounds in Theorem 6.2. 
7.2 Reference-based dispersion
Finally, in the reference-based case, we define:
Definition 7.3 The reference-based dispersion D(X|y) of a source X with respect to a side
information string y = y∞1 is:
D(X|y) = lim sup
n→∞
1
n
Var
[
`(f∗n(X
n
1 |yn1 ))
]
.
Our last result relates the reference-based dispersion to the “individual sequence varentropy”
σ2n(y
n
1 ) defined in (12). Recall also the definition of the empirical conditional rate Hn(X|yn1 )
in (11) and of the conditional variance function V (y) in (10).
Theorem 7.4 Suppose the side information process Y is stationary and ergodic, and that the
pair (X,Y ) is conditionally i.i.d.
(i) With probability 1, as n→∞:
Hn(X|Y n1 )→ H(X1|Y1), and σ2n(Y n1 )→ E[V (Y1)] <∞. (49)
(ii) Let y = y∞1 be one of the (almost all) realizations of Y such that (49) holds. Then:
D(X|y) = lim
n→∞
1
n
Var
[
`(f∗n(X
n
1 |yn1 ))
]
= lim
n→∞σ
2
n(y
n
1 ) = limn→∞
1
n
Var
(
− logP (Xn1 |yn1 )
)
<∞.
(iii) Let y = y∞1 be any realization of Y as in (ii). If E[V (Y1)] is nonzero, then:
D(X|y) = lim
n→∞σ
2
n(y
n
1 ) = lim
→0
lim
n→∞n
(R∗(n, |yn1 )−Hn(X|yn1 )
Q−1()
)2
.
Proof. Part (i) is an immediate consequence of the ergodic theorem. For part (ii), the proof
of [18, Theorem 22] applies under our assumptions with no changes. Part (iii) follows from the
upper and lower bounds in Theorems 4.4 and 4.5. 
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Appendices
A Proof of Lemma 3.8.
For any pair of strings (xn+d1 , y
n+d
1 ) ∈ (X × Y)n+d such that P (xn+d1 , yn+d1 ) > 0, we have,
− logP (xn1 |yn1 ) = log
(
P (yd1)
∏n
j=d+1 P (yj |yj−1j−d)
P (xd1, y
d
1)
∏n
j=d+1 P (xj , yj |xj−1j−d, yj−1j−d)
)
=
d+n∑
j=d+1
log
(
P (yj |yj−1j−d)
P (xj , yj |xj−1j−d, yj−1j−d)
)
− log
(
P (xd1, y
d
1)
∏n+d
j=n+1 P (xj , yj |xj−1j−d, yj−1j−d)
P (yd1)
∏n+d
j=n+1 P (yj |yj−1j−d)
)
=
n∑
j=1
f(xj+dj , y
j+d
j ) + ∆n, (50)
where f : (X × Y)d+1 → R is defined on,
S =
{
(xd+11 , y
d+1
1 ) ∈ (X × Y)d+1 : P
(
xd+1, yd+1|xd1, yd1
)
> 0
}
,
by,
f(xd+11 , y
d+1
1 ) = log
(
P (yd+1|yd1)
P (xd+1, yd+1|xd1, yd1)
)
,
and,
∆n = log
(
P (yd1)
∏n+d
j=n+1 P (yj |yj−1j−d)
P (xd1, y
d
1)
∏n+d
j=n+1 P (xj , yj |xj−1j−d, yj−1j−d)
)
.
Taking the maximum of ∆n over all nonzero-probability strings, gives a maximum of finitely
many terms all of which are finite, so,
δ = max |∆n| <∞. (51)
Let Z = {Zn} denote the first-order Markov chain defined by taking overlapping (d + 1)-
blocks in the joint process,
Zn = ((X,Y )n, (X,Y )n+1, . . . , (X,Y )n+d).
Since (X,Y ) is irreducible and aperiodic, so is Z, so it has a unique stationary distribution pi.
Let {Z˜n} denote a stationary version of {Zn}, with the same transition probabilities as {Zn}
and with Z˜d1 ∼ pi. And using (50) we can express,
1
n
H(Xn1 |Y n1 ) =
1
n
E[− logP (Xn1 |Y n1 )] = E
 1
n
n∑
j=1
f(Xj+dj , Y
j+d
j )
+ ∆¯n
n
,
where the ∆¯n = E(∆n) are constants all absolutely bounded by δ <∞.
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Then the L1 ergodic theorem for Markov chains, see, e.g., [6, p. 88], implies that the limit,
H(X|Y ) = lim
n→∞
1
n
H(Xn1 |Y n1 ),
exists and it equals E[f(Z˜1)], independently of the initial distribution of (X,Y ). Similarly, we
can write the variances,
1
n
Var(− logP (Xn1 |Y n1 )) =
1
n
Var
 n∑
j=1
f(Xj+dj , Y
j+d
j ) + ∆n

=
1
n
E

 n∑
j=1
f(Xj+dj , Y
j+d
j )− E
 n∑
j=1
f(Xj+dj , Y
j+d
j )
2+ o(1)
=
1
n
E

 n∑
j=1
f(Xj+dj , Y
j+d
j )− E
 n∑
j=1
f(Zj)
2 (52)
− 1
n
E
 n∑
j=1
f(Xj+dj , Y
j+d
j )− f(Zj)
2 + o(1), (53)
where the first step uses the uniform boundedness of ∆n. Then, the L
2 ergodic theorem in [6,
p. 97], implies that, independently of the initial distribution of (X,Y ), the limit of the term
in (52) exists and equals σ2(X|Y ), and the limit of the terms in (53) is zero. 
B Proof of Theorem 6.1
We adopt the same setting and notation as in the proof of Lemma 3.8 above.
Since the function f is bounded we can apply [21, Theorem 1] to obtain that there exists a
finite constant A1 such that, for all n ≥ 1,
sup
z∈R
∣∣∣∣∣P
[∑n
j=1 f(Xj , Yj)− nH
σ
√
n
> z
]
−Q(z)
∣∣∣∣∣ ≤ A1√n, (54)
where H can also be expressed as H = E[f(Z˜1)], and since the function f is bounded and the
distribution of the chain {Zn} converges to the stationary distribution exponentially fast, the
conditional varentropy is also given by,
σ2 = lim
n→∞
1
n
E
( n∑
j=1
[f(Z˜j)−H]
)2
,
and it coincides with the expression in Lemma 3.8.
For z ∈ R, define,
Fn(z) = P
[− logP (Xn1 |Y n1 )− nH
σ
√
n
> z
]
Gn(z) = P
[∑n
j=1 f(Xj , Yj)− nH
σ
√
n
> z
]
.
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Since Fn and Gn are non-increasing, (50), (51), and (54) yield,
Fn(z) ≥ Gn
(
z +
δ
σ
√
n
)
≥ Q
(
z +
δ
σ
√
n
)
− A1√
n
≥ Q(z)− A√
n
,
uniformly in z, where in the last inequality we used a simple first-order Taylor expansion for Q,
with A = A1 +
δ√
2pi
. Similarly, we have,
Fn(z) ≤ Gn
(
z − δ
σ
√
n
)
≤ Q
(
z − δ
σ
√
n
)
+
A1√
n
≤ Q(z) + A√
n
,
uniformly in z. 
C Proof of Theorem 6.3
In view of Lemma 3.8, we can assume, without loss of generality, that (X,Y ) is stationary. We
define the Markov chain {Zn = (Xn, Yn, Xn+1, Yn+1) ; n ≥ 1}, with state space Z = {(w, v) ∈
(X×Y)2 : P(X2,Y2)|(X1,Y1)(v|w) > 0}, which is also stationary, irreducible and aperiodic. Consider
the function, F : Z → R defined by
F ((x′, y′), (x, y)) = − log
(
P(X2,Y2)|(X1,Y1)(x
′, y′|x, y)
PY2|Y1(y′|y)
)
.
Observe that the mean of F (Zi) is,
E[F (Zi)] = E[− logP (X2, Y2|X1, Y1)]− E[− logP (Y2|Y1)] = H(X,Y )−H(Y ) = H(X|Y ),
where the first equality follows from the definition of F , and the second and third from the
definitions of the entropy rate and varentropy rate. Also note that the partial sums of F (Zi)
are,
n∑
i=1
F (Zi) = − log
(
P (Xn2 , Y
n
2 |X1, Y1)
P (Y n2 |Y1)
)
.
In view of Lemma 3.8, the conditional varentropy rate can also be expressed as,
σ2 = lim
n→∞
1
n
Var
(
n∑
i=1
F (Zi)
)
.
We will show that: (a) σ2 = 0 implies (43); (b) (43) implies (44); and (c) (44) implies σ2 = 0.
(a). Suppose σ2 = 0. Then the general variance characterization in [17, Proposition 2.4]
tells us that there is a function G : Z → R such that,
P
[
Zi+1 ∈ Sz|Zi = z
]
= 1, for all z ∈ Z,
where the sets Sz are,
Sz =
{
z′ ∈ Z : G(z′) = G(z)− [F (z)− EF (Z1)]
}
.
27
This means that for any pair of states z, z′ of the form z = (x1, y1, x2, y2), z′ = (x2, y2, x3, y3),
− log P
[
(Xi+1, Yi+1) = (x2, y2)|(Xi, Yi) = (x1, y1)
]
P
[
Yi+1 = y2|Yi = y1
] −H
= G(x1, y1, x2, y2)−G(x2, y2, x3, y3). (55)
Now fix z = (x1, y1, x2, y2) ∈ Z. Since (55) holds for all (x3, y3), it must be the case that G
depends only on its first two arguments. Letting G˜(x, y) = G(x, y, x′, y′), for arbitrary x′, y′, (55)
can be written,
− log P
[
(Xi+1, Yi+1) = (x2, y2)|(Xi, Yi) = (x1, y1)
]
P
[
Yi+1 = y2|Yi = y1
] −H = G˜(x1, y1)− G˜(x2, y2). (56)
Now (43) follows with g(xj , yj) = 2
−G˜(xj ,yj), j = 1, 2.
(b). A simple computation shows that (43) leads to a telescoping product which leads to (44)
with q = 2−H .
(c). Finally, suppose (44) holds. Then,
P (Xn1 |Y n1 ) =
P (Xn1 , Y
n
1 )
P (Y n1 )
=
P (X1, Y1)
P (Y1)
× P (X
n−1
2 , Y
n−1
2 |X1, Y1)
P (Y n−12 |Y1)
× P (Xn, Yn|Xn−1, Yn−1)
P (Yn|Yn−1)
=
P (Xn−12 ∗X1, Y n−12 ∗ Y1|X1, Y1)
P (Y n−12 ∗ Y1|Y1)
P (X1, Y1)
P (Y1)
P (Xn, Yn|Xn−1, Yn−1)
P (Yn|Yn−1)
× E
(
PYn|Yn−1(Y1|Yn−1)|Y1
)
E
(
P(Xn,Yn)|(Xn−1,Yn−1)(X1, Y1|Xn−1, Yn−1)|X1, Y1
) ,
where ‘∗’ indicates the concatenation of strings. Therefore,
− logP (Xn1 |Y n1 ) =− log
P(X1,Y1)(X
n−1
1 ∗X1, Y n−11 ∗ Y1)
PY1(Y
n−1
1 ∗ Y1)
− log
{
P (X1, Y1)
P (Y1)
P (Xn, Yn|Xn−1, Yn−1)
P (Yn|Yn−1)
× E
(
PYn|Yn−1(Y1|Yn−1)|Y1
)
E
(
P(Xn,Yn)|(Xn−1,Yn−1)(X1, Y1|Xn−1, Yn−1)|X1, Y1
)} ,
where the first term is −n log q and the second term is bounded. Hence,
σ2 = lim
n→∞
1
n
Var
[− logP (Xn1 |Y n1 )] = 0,
as required. 
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