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Abstract. For a triangular array of symmetric random variables (without any integrability 
condition) we replace the classical assumption of row-wise independence by that of row-wise 
joint symmetry. Under this weaker assumption we prove some results concerning the conver- 
gence in distribution of a suitable sequence of randomly normalized sums to the standard normal 
distribution. Then we exhibit a class of row-wise independent triangular arrays for which the or- 
dinary sums fail to converge in distribution, while our results enable us to affirm the convergence 
in distribution of the normalized sums. 
1 In t roduct ion  
Let us consider, on a probabil ity space (~2, .4, P), a tr iangular ar ray  (Xn, j )n>l , l< j<k ~ of 
real random variables, and let us set 
* x -'k" X (x_,k n X 2 ,~/2  x. -- supl_<j_<ko Ixa,A, sa = Z- .~j=l  n,3,  Vn = \z_~j= l  . , j ]  • (1) 
In the following, in order to avoid a trivial case we shall assume P{V. > 0} > 0 for each 
n.  
We start by recalling a well-known result (el. Theorem 4.11 in [6]): 
Theorem 1.1 Let us suppose that each of the random variables X., j  is symmetric and 
that, for each integer n, the finite sequence (X.,j)l<_j<_k. is independent. Further, let us 
assume that 
lima supa<j_<k E [ IXn,jl A 1] = 0. (2) 
Then, for each positive real number (7, the following conditions are equivalent: 
(a) V~ converges in probability to ~r. 
(b) X* converges in probability to zero and lim~ }-~'-~" 1= E[X2nj, A 1] = cr 2. 
(c) S~ converges in distribution to the normal distribution N'(0, (72). 
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We shall now consider a randomly normalized triangular array associated with the given 
one, that is the triangular array (Y~,j)n>l, <j<k~ defined by 
Y~,j = x~, jv j  I 
(where the random variable V, -1 is to be taken equal to +co on the set {V~ = 0} and the 
convention 0 • ~o = 0 is to be adopted). Besides this auxiliary array, we shall consider 
the analogue of the random variables X* and S~; that is, the random variables Y~ and 
T, defined by 
• vk~ ~ = s~vZl .  (s) Yn = SUpl_<j_<k, ]Yn,j[ = X'K-in n , Tn = ~-. j=l n,3 
Our principal aim is then to prove some results concerning the convergence in distribution 
of the "normalized sums" T, to the standard normal distribution N'(0, 1) (see Theorem 
2.1 and Theorem 2.3 below). We point out that in these results the assumptions are less 
restrictive than in Theorem 1.1. Indeed, assumption (2) is dropped, and the assumption 
of symmetry and row-wise independence is replaced by the weaker assumption of "row- 
wise joint symmetry". 
In Section 3 we exhibit a class of triangular arrays for which the assumptions of 
Theorem 1.1 are satisfied, the sums S, do not converge in distribution, and nevertheless 
our results enable us to affirm that the normalized sums T~ converge in distribution 
to At(0,1). 
Finally, in section 4 we prove some extensions of Theorem 2.1, which are based on a 
"conditional form" of joint symmetry, and a related result of stable convergence. 
2 Ma in  resu l t s  
In this section we give two results about the convergence in distribution of the normalized 
sums Tn under the assumption that the given triangular array (X~,j) is "row-wise jointly 
symmetric". 
Let us recall that a random vector [Xj]l<j<_k is said to be jointly symmetric if all the 
random vectors of the form [ejXj]l<j<k, where the coefficients ej belong to {-1,  1}, have 
the same distribution. 
For the proof of the following Theorem we shall employ a standard technique which 
goes back to Salem and Zygmund [10] (cf. [2],[4],[7] and [9]). 
Theorem 2.1 Let us suppose that, for each n, the random vector [Xn,j]l<_j<_k n is jointly 
symmetric, and let u~ set Q~ = P( - l{Vn > 0}). 
In this context, if f Y* dQn converges to zero, then the distribution of Tn under Qn 
weakly converges to the standard normal distribution N'(0, 1). 
Proof .  We have to prove that, for each real number t, it follows that 
limn En [ exp(itT~)] = exp(-½t2), (4) 
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where E,[.  ] denotes the expectation under Q~. 
To this end, let us define on ~ the complex function t ~-+ r(t) by 
log(1 + it) = it + ~ z t + . ( t )  
(where log denotes the principal value of the complex logarithm). Then we have 
Ir(t)l_< Itl 3 for [tl < 1. 
Moreover, from (5) it follows 
1+ it = exp [it +12 ~t + ~(t)] 
and so, if we set 
we can write 
L~(t) = E~n__l(1 -F itY~,j), R~(t) = E~=I r(tYu,j), 
(5) 
(6) 
exp(itT,) = L~(t) exp [ _1  z _ ~t I{v~>0} R~(t)]. (7) 
Therefore, in order to prove (4), since the random variable exp(itT~) coincides on the set 
{V~ > 0} with 
exp(-½t2)Ln(t) exp ( -  R~(t)), 
we have to prove that 
lim~ En [Ln(t)e -R~(t)] = 1. 
To this end, for 0 _< h < k~, let us denote by $~,h the G-field generated by the random 
variables of the form 9(X~,1,..., X~,k~), where g is a Borel real function on R k- such that 
g(~l~,. . . ,  e~°~°) = g(xl , . . . ,  ~o) 
for each sequence (ej)L<j_<k, of coefficients belonging to {-1,  1} with ej = 1 for k~ - h < 
j _< k,~. (We observe that $~,k~ coincides with the G-field generated by (X~,I,. . . ,  X~,~).) 
Since [X~,j]l<_j<_k, is jointly symmetric and Vn is Sn,0-measurable, we have that, for each 
n, the finite sequence (M,~,h(t))o<_h<k ~ defined by 
M~,h(t) = l-lh=i (1 + itY~,k~-j+l) 
is a complex martingale with respect o the filtration (Sn,h)O<_h<kn. Moreover, we have 
M.,o(t) = l, M.,k.(t)  = L . ( t ) .  
It follows that f{v~>o}L~(t)dP = P{V~ > 0}; that is, E~ [L~(t)] = 1. It then suffices to 
prove the equality 
lim~ En [L~(t) (1 - e-R"(t))] = 0. (8) 
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On the other hand, for each t, the sequence (IL,(t)[)n is bounded by a constant Cl(t). 
Indeed, we have the obvious inequality 
ILn(t)l 2 = y[~:1(1 + t2Y:,j) 
<- 1-[~:l exp(t2y2,j) = exp(t21{v~>0})" 
Moreover, from (7) it follo~vs that, for each t, the sequence 
(L.(t)e-~(~)). 
is bounded by a constant C2(t). Finally, if we set 5(e) = max { I1 - e-Z]: z E C, tz] _< e} 
for c > O, then we have 
f( [Ln(t)(1-e-R"(t))ldQn <_ C,(t)5(¢), 
f(Lp~(t)l>4[L~(t)(1 - e-~°(*))J dQ~ < [Cl(t) + C2(t)] Q~{IP~(t)] > e} 
and lim~_~0 5(e) = 0. Thus, in order to prove (8), it is sufficient o show that 
limn Qn{IRn(t)] > e} = O. 
To this end, we observe that on the set {It[Y~ _< 1} we have (using (6)) 
< Itl~Vz~x;~ E~=~ IXnj]  ~ = Itt~Y~ • 
Therefore we get, for each ~ > O, 
Q~{l~( t ) l  > ~} _< Q~{Itl3Y2 > ~} + Q.{It lv;  > 1}, 
and so the desired conclusion follows (by Markov's inequality) from the fact that fY2 dQ~ 
converges to zero. 
Remark  2.2 It is worthwhile to notice that, if f Y~ dQ, converges to zero, then Y2 
converges in probability to zero. Conversely, if this latter condition holds and 
lim inf~ P{Vn > 0} > 0, 
then f ]I* dQ, converges to zero. 
Using the previous remark, we can invert Theorem 2.1 in the following way: 
Theorem 2.3 Under the same assumptions as in Theorem 2.1, if the distribution of 
Tn under Q~ weakly converges to a distribution p with f x 4 #(dx) = 3, then f Y* dQ~ 
converges to zero and so # is the standard normal distribution and Yn converges in pro- 
bability to zero. 
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Proof .  Let us observe that 
_= y4 (]i,)4 supl<5<k.Y45 -< E~: l  -,3 
Therefore, it is sufficient o prove that 
lim, En [V'k" K 4 ] = 0 [z..,j--1 n,jJ 
(where E,~[. ] still denotes the expectation under Qn). 
V,k~ y2 To this end, we observe that, on the set {Vn > 0}, we have z--.,5=1 -,J = 1 and so 
j=l  Yn,j = '1 + 2 ~i<5 Y,~,iYnj, 
and hence 
(9) 
( )2 
74 = 1 + 2 Ei<j Yn,iYn,j + 4 Ei<j Yn,iYn,j. 
Passing to the expectations, we get 
[( En[T~] : 1 + 4E. Ei<j Y.~,iY.,j + 4E. [Ei<j Y.,iY.,j] 
(10) 
[~ . y_? .~ .1 = 1 + 4En K_.,i<: =,  .,:j , 
where the last equality follows from the fact that, by the supposed joint symmetry, the 
random variables 
Y,~,iYn,j with i < j and 
Yn,iY~.jYn,rYn,~ with i < j, r < s and (i, j) ¢ (r, s), 
have mean zero under Q~. Then, using the obvious equality 
we can write (10) in the following way: 
From the above equality, using the assumption that the distribution of T, under Q, weakly 
converges to a distribution # with fx  4 #(dx) = 3, we get 
3 < liminf, En[T•] = 3 -  21imsup, E,  [~  k" y4]  
- -  j=l n,j , 
and hence condition (9). 
Remark  2.4 It may be worthy of note that, under the same assumptions as in Theorem 
2.1, we have E, [T~] = 1 for each n. Hence, denoting by #,~ the distribution of T, 
under Q,~, we get that the sequence (#,)n has always a weakly convergent subsequence. 
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We point out that Theorem 2.1 enables us to recover, as an immediate consequence, 
a substantial part of Theorem 1.1. Indeed, Theorem 2.1 admits the following corollary. 
Corol lary 2.5 Under the same assumptions as in Theorem 2.1, let us suppose that V, 
converges in probability to a positive real constant ~ and that X* converges in probability 
to zero. Then the following statements hold: 
(i) lim~ P{V~ > 0} = 1. 
(ii) Y* converges in probability to zero. 
(iii) Tn converges in distribution to Af(0, 1). 
(iv) S~ converges in distribution to N'(0, a2). 
Proof.  The first statement is an obvious consequence of the convergence in probability 
of Vu to the positive constant a. Recalling that Y~ = X~V~ 1, statement (ii) follows 
immediately from the assumptions. Statement Off) follows from (i) and (ii) by Theorem 
2.1 and Remark 2.2. Finally, observing that S~ = T~Vn, we can easily deduce (iv) from 
the fact that T~ converges in distribution to Af(0, 1) and Vn converges in probability to a. 
3 A counter-example 
We will now show that it may happen that the ordinary sums S~ do not converge in 
distribution, and nevertheless, Theorem 2.1 enables us to affirm that the normalized 
sums T~ converge in distribution to N'(0,1). More precisely, we will exhibit a class of 
triangular arrays (Xnj) for which: 
• the assumptions of Theorem 1.1 are satisfied, 
• V~ goes almost surely to +cx), 
• the two statements (i) and (ii) of Corollary 2.5 hold (and so, by Theorem 2.1 and 
Remark 2.2, the normalized sums T~ converge in distribution to N(0, 1)), 
• hence, the distribution of Sn = T~V~ vaguely converges to the identically zero mea- 
sure on the real line (that is P{[S~] > a} converges to 1 for every positive real 
constant a). 
To this end, let us start considering an independent sequence (Zn)~>x of symmetric real 
random variables with the same distribution and such that 
E [Z1 ~1 = oo, P{Z 2 > x} < CX -1 for x > 0 (11) 
(where c is a real positive constant). In order to assure that these conditions can be 
satisfied, it is enough to assume that the common distribution of the Zj is equal, for 
example, to the distribution of a random variable of the form IU] I/2 - [U'] 1/2, where 
U, U' are two independent and identically distributed real random variables with Cauchy 
density function x ~ ~r-l(1 + x2) -1. 
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Let us now consider the triangular array (X,,j),>t,l<j<, defined by X,,,j = n-1/2Zj. 
Then we have 
~n : n-1/2(Z1 +""  '}- Zn), V: -~ n-l(Z12 Jr-'" "k Z2), 
(]2"*)2 : suPl_<j_<n Z2(Z 2 +. . .  Jr" Z2) -1. (12) 
We want to show that the above defined triangular array has all the desired properties. 
First of all, since the Zj are integrable and identically distributed, condition (2) holds, 
and so the assumptions of Theorem 1.1 are satisfied. Secondly, because of the strong law 
of large numbers, we get that Vn goes almost surely to +oo. This implies, of course, that 
P{Vn > 0} converges to 1. Thus we need only to show that Y* converges in probability 
to zero. For this, let us fix two positive real numbers a and c, with e < 1, and set 
Then we have 
A, = {V: > 2~} = {Z~ +. . .+  ZZ > 2n~}, 
B, = {(y,)2 > e} = Uj~I { Z2 > e(Z~ +. . .+  Z,2)}. 
lim, P(A~) = 0, (13) 
P(An N Bn) <_ Y]j~=IP (A~ N {Z 2 > ~ (Z~ +. . .  + Z~)}) 
= n .  (A° n {Z~ >~ (Z~ +. . .  + Z.~) }) (14) 
(where the last equality follows from the fact that the Zj are exchangeable). On the other 
hand, using the obvious inclusion 
A.c {Z~>n~}U{Z~+...+Z~>~}, 
setting 5 = c/(l  - e), and denoting by un the distribution of Z~ +. . .  + Z~, we get 
P (A. n {z~ > e(Zl ~ +. . .  + z~)}) 
=P (A. rq {Z~ > 5(Z~ +. . .+  Z~)}) 
<_S{Z~>na}+P{Z~+. . .+Z~>na,  Z~>6(Z~+.. .+ZZ~)} (15) 
= P{Z~ > na} + f].~,oo[u~(dx)P{Z~ > 5x} 
< c (~)-1  + c (~a) -~ 
(where the last inequality follows from the second of the assumptions (11)). Thus, com- 
bining (14) and (15), we obtain P(A,~ F1B,) <_ ca - l+  c (a6) -1. Hence we have 
P(B,,) = P(A,~ Cl B,,) + P(A~ FI B~) < ca -~ + c (aS) -1 + P(A~), 
and thus, by (13), l imsup~P(Bn) _< col -1 + c(a6) -1. Since a is arbitrarily large, this 
proves that Y* converges in probability to zero. 
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4 Some complements 
Let us now return to the general setting (and notation) of section 1, and let us denote by 
,q~ the a-field generated by the random variables of the form 9(X,~,1,..., X~,k,), where g 
is a Borel real function on R k~ such that 
= 
for each sequence (ej)l<j<k~ of coefficients belonging to {-1,  1}. The purpose of this 
section is to prove some extensions of Theorem 2.1, which are based on the following 
"conditional form" of joint symmetry. 
Def init ion 4.1 Given a sub-a-field ~ of Jl, we say that a random vector is q-conditionally 
jointly symmetric on (gt, A, P) if it is jointly symmetric on each probability space of the 
form (~t, ~4, Pu) with H E ~ and P(H) ~ O. 
The following theorem is an extension of Theorem 2.1. 
Theorem 4.2 Let (~)~ be a sequence of sub-(r-fields o /A  such that, for each n, the 
random vector [Xnj]t<j<k~ is ~-eonditionally jointly symmetric. Further suppose that 
Y/ converges in probability to zero. 
Then, for each sequence (Kn)n>_l of events with 
KnESnVGm K~C{V~>0},  P(K~)~O, l im in f~P(K~)>0,  (16) 
the distribution of T~ under PK= = P(" IK.a) weakly converges to the normal distribution 
;¢(o, 1). 
1 
Proof .  Similarly to what we have already observed in Remark 2.2, if Y; converges in 
probability to zero and liminf~ P(Kn) > 0, then f Y~ dPK, converges to zero. Hence, 
using the same notation and the same reasoning employed in the proof of Theorem 2.1 
(but replacing the probability measure Qn by P~- and the filtration (Sn,h)o<h<k~ by
(S,,,h V ~)0<h__k~), we may arrive at the desired conclusion. Indeed, it suffices to observe 
that the ~-field S~ coincides with S~,0 and so, for each n, the set Kn belongs to Sn,o V G~. 
Coro l lary  4.3 Under the same assumptions as in the preceding theorem, let f be a boun- 
ded continuous real function on N, and let us set 
Wn = E [f(Tn) I S~ V ~n], a = f f  ckN'(0, 1). 
Then we have 
limn f{y~>0} IWn - al dP = O. 
Proof .  Replacing f by f - a, we may suppose a -~ 0. Then, setting 
Jn = f{v.>0} ~+dP,  A = lim supn Jn, 
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we need only to prove that A = 0. (Indeed, the analogue result concerning W-  follows by 
considering - f . )  Passing, if necessary, to a subsequence, we may suppose A = lim~ J,~. 
Let us se t Kn = {Vn > 0, Wn > 0}. Then we have 
Jn = fK~ Wn dP = fK~ f(T~) dP, 
where the last equality is due to the fact that K~ belongs to Sn V Gn. We shall distinguish 
tWO cases.  
1) Suppose firstly that lim inf~ P(Kn) = 0. In this case, passing if necessary to a 
subsequence, we may assume that lili~ P(K~) = O. The conclusion is then obvious, f 
being bounded. 
2) Suppose now that lim infn P(K~) > 0. In this case, we can suppose P(Kn) # 0 for 
each n. Then we have 
A = lim~ Jn = lim~ P(Kn) ff(Tn) dPg, = O, 
where the last equality follows from the fact that the distribution of Tn under PK~ weakly 
converges, by Theorem 4.2, to the normal distribution Af(0, 1). 
Finally, if we slightly restrict the assumptions in Theorem 4.2, we get the following 
result of stable convergence. We recall that, given a sub-a-field///of .4, a sequence (X~)~ 
is said to be U-stably convergent to a distribution # if, for each K in U with P(K) > O, 
the sequence (Xn)~ converges in distribution under P( .  [K) to #. (For more details on 
stable convergence we refer to [1],[3],[5] and [8].) 
Coro l lary  4.4 Under the same assumptions as in Theorem 4.2, let us suppose that there 
exists an event H such that 
P(H) > 0 and lim~P(gAH~) = 0, 
where H~ denotes the event {V~ > 0}. Moreover, let ld be the a-field generated by the 
algebra 7-/= lira inf~(,5~ V 6n). 
Then, under Pn, the sequence (T~)~ is U-stably convergent to the normal distribution 
N(0,1). 
Proof .  It suffices to prove that, for each K in 7-/with P(K N H) > 0, the sequence (Tn) 
converges in distribution under P( .  [K n H) to Af(0,1). To this end, let us observe that, 
if K is in 74, then, for n large enough, we have K C Sn V 9n and so K N H~ C S~ V G~. 
Further, we have lim, P (K  n H,~) = P(K n H) > 0 (and thus P(K N H~) > 0 for 
n large enough). Hence, using Theorem 4.2, we get that the distribution of T~ under 
P( .  I K n H~) weakly converges to Af(0, 1). On the other hand, it is easy to see that the 
sequence (P(K n Hn)-IlKnH,~)n converges in i 1 to P(K n H)-IlKnH and so we get that 
the distribution of T~ under P ( .  I K N H) also weakly converges to Af(0, 1). 
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