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ABSTRACT 
Presented is a design approach and test of a novel compact waveguide that 
demonstrated the outer dimensions of a rectangular waveguide through the introduction 
of parallel raised strips, or flanges, which run the length of the rectangular waveguide 
along the direction of wave propagation.  A 10GHz waveguide was created with outer 
dimensions of a=9.0mm and b=3.6mm compared to a WR-90 rectangular waveguide with 
outer dimensions of a=22.86mm and b=10.16mm which the area is over 7 times the area.  
The first operating bandwidth for a hollow waveguide of dimensions a=9.0mm and 
b=3.6mm starts at 16.6GHz a 40% reduction in cutoff frequency. 
The prototyped and tested compact waveguide demonstrated an operating close to 
the predicted 2GHz with predicted vs measured injection loss generally within 0.25dB 
and an overall measured injection loss of approximately 4.67dB/m within the operating 
bandwidth. 
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PREFACE 
This thesis details the creation, simulation, and testing of a novel compact 
waveguide that successfully demonstrated the ability to shrink the outer dimensions of a 
rectangular waveguide smaller than the lowest frequency allowed in a hollow waveguide. 
This thesis is organized in the following structure: 
• A review and affirmation of waveguides in modern systems and the need 
for waveguide innovation 
• An overview of common waveguide calculations and limitations to model 
growth 
• Insights from micro coaxial waveguides as an application to rectangular 
waveguide miniaturization 
• Several modeling and simulation approaches of rectangular waveguide 
• Creation of a compact waveguide using fundamental modeling and 
simulation as applied to the insight of rectangular waveguide 
miniaturization 
• Test and measurement of the compact waveguide 
• Utility Patent description 
• Conclusion 
 
 
1 
CHAPTER 1 
THE NEED FOR WAVEGUIDES 
1.1 Introduction 
Electronic devices use the electromagnetic spectrum for many different reasons 
where the most common application if for communication and sensing.  Electronic 
devices, whether procured commercially or for personal use, are normally required to 
communicate and transfer data to and from the devices to configure before using which 
also combines a sensing function for the clearest connection point.  The selection of 
frequency and power for these devices’ functions largely influences design and the 
constraints of a device and is largely ignored or unknown by non-radio frequency (RF) 
engineers.  Innovation in mechanisms to channel RF has largely been stagnant since the 
miniaturization of electronics and the confinement of commercial and personal 
electronics to a few frequency bins with limited bandwidth and power levels.  This thesis 
will present an innovative new mechanism to channel RF, called the Compact Waveguide 
(CWG) which has demonstrated a 5x reduction of waveguide size for a designed 
frequency and bandwidth.  This thesis will also suggest applications to the novel 
waveguide and present source material for the CWG US Patent application. 
1.2 Guiding RF 
Guiding RF energy is transported within a device between circuitry or to/from an 
antenna and circuitry.  This thesis will primarily cover intra-device RF transport and 
therefor abstract an antenna or aperture as a circuitry within a device.  We will, however, 
briefly cover the selection of frequency based on free space propagation as a path to 
highlight applications of the CWG. 
2 
Much of the frequency the public is familiar with are those which support Wi-Fi 
and cellular connections, specifically 2.4/5GHz and .9/2.4/5GHz respectively.  These 
frequency bandwidths for these technologies as carve out regions from the total RF 
spectrum.  Surrounding the 0.9/2.4/5.0GHz bands are commercial, military, and scientific 
RF bands.  The demand for spectrum is both lucrative and coveted.  The Federal 
Communications Commission (FCC) has routinely released RF spectrum since 1994 and 
sold the spectrum in auctions which have raised over $60B.  Each country manages their 
own spectrum and countries are largely independent of each other though common 
commercial standards (Wi-Fi, cellular, television, and radio) tend to be similar within a 
geographic region and technology space to take advantage of scale of manufacturing 
avoiding different Wi-Fi cards for computers or different radios for phone as people 
travel between closely spaced countries. 
 
Figure 1 US 2003 Frequency Allocation Chart 
(from US Department of Commerce) 
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Figure 2 UK 2007 Frequency Allocation Chart 
(from www.roke.co.uk) 
 
Much of the use of spectrum outside of the Wi-Fi/cellular bands is for long 
distance communication and data transfer.  Long distance can be as far as devices on the 
Earth’s surface communicating with satellites at geostationary orbit 22,300NM apart to 
line-of-site communication ranging from 10 to 200NM.  The range of communication 
between these systems require transmitters with high power capability and receivers with 
high sensitivities as range increase.  As power is increased, RF engineers usually select 
RF guides that use a dielectric other than air as the medium between the conductors to 
push thermal breakdown to higher power levels.  The dielectric allows higher power to 
flow from an amplifier to a transmit antenna.  The lower the efficiency of the RF guide 
the more power is lost to heat.  This excess heat must be dissipated and space-based 
transmitters require larger heat radiators because heat transfer via conduction in space is 
4 
effectively zero.  Receive circuits require high sensitivities and low noise in order to 
detect weak signals.  Lower temperatures generally help sensitivity though a the higher 
concern is interfering RF emissions called electro magnetic interference, or EMI.   
Waveguides have an important property: their boundary conditions include both the 
electric and magnetic fields are zero at the waveguide wall which greatly reduces the 
EMI when using a waveguide.  The combination of inherently low EMI emissions from a 
waveguide, the separation of RF circuitry from logic circuitry, flexible routing options 
from amplifiers to apertures, and high-power capabilities of waveguide make waveguides 
a common choice for RF routing.  In spite of regular use, waveguides have not 
appreciably changed from hollow, single ridged, or double ridged applications. 
1.3 RF Selection vs Application 
Atmospheric absorption is an important factor in the selection of specific RF 
center frequency and bandwidth for an application.  Atmospheric RF absorption on Earth 
is often counter to desired functionality using RF. 
RF used for data transmission is described using factors of bandwidth and The 
amount of data needed to be passed through a datalink is directly proportional to how 
much spectrum is allocated.  Bandwidth is measured as the difference between the 
highest and lowest frequencies.  For example a 2GHz bandwidth centered at 10GHz 
occupies 9-11GHz.  A limit of the maximum amount of data, measured in bits per second 
in a perfect noise-free environment is provide by a formula called the Nyquist formula.  
The Nyquist formula is 
𝐶 = 2𝐵 log2 𝑀 (1) 
5 
where 𝐶 is the maximum data rate in bits per second, 𝐵 is the bandwidth in Hz, 
and 𝑀 is the number of signal levels.  Signal levels are quantization of the radio 
frequency often called a modulation.  Consider a signal that has two amplitudes, high and 
low.  This is a binary signal, 1 or 0.  For a 1MHz bandwidth the maximum data rate is 
2 × 106 or 2Mbits per second (Mbps).  Modulations exist that can change not only 
between up to 4 different amplitudes of signals but also measure 4 different phase shifts 
in a signal producing 16 different levels.  A 16-level signal using 1MHz of bandwidth has 
a maximum data rate of 8Mbps.  To achieve a 4x increase in bitrate by increasing 
bandwidth would require a 4MHz bandwidth. 
An important note is that center frequency has not been included in this 
calculation, only bandwidth.  RF center frequency selection is initially logarithmic.  
Center frequencies of 1MHz transmitted over the air are bound by owners of center 
frequencies on either side, say 1.2MHz and 0.8MHz where each center frequency is 
provided only 0.1MHz of bandwidth, 1% of the center frequency, surrounding the center 
frequency.  Increasing center frequencies to 1GHz or 60GHz yields .1GHz or 6GHz of 
bandwidth using the same 1% center frequency allocation for bandwidth.  This 1% 
bandwidth stems from the typical analog RF system requirements.  The simplest analog 
RF systems have a single signal level (M=1) over minimum allocated bandwidth.  These 
systems, like your car AM/FM radio are modulated within that allocated bandwidth.  As 
RF systems have increased in capability, largely through the ability to discretize RF using 
digital RF memory (DRFM) circuitry, the capabilities within bandwidth allocated with 
only 1 signal level can be broken down further.  Direct evidence is recent US Department 
of Defense (DoD) return of allocated spectrum as the DoD transitioned from analog to 
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digital capabilities in some of their systems.  This transfer to digital allowed bandwidth 
previously allocated for 1 or few signal levels to become highly discretized by the normal 
advancement of DRFM capabilities.  Still, RF bandwidth is still largely allocated using 
analog and low signal level assumptions or almost-current digital discretization of 
bandwidth which still provides larger bandwidths at higher center frequencies. 
Achieving, or purchasing, higher bandwidths for applications drive a preference 
for higher center frequencies.  On Earth, this desire for higher frequencies is directly 
opposed by absorption in the Earth’s atmosphere by a variety of different atoms, 
elements, and particles depending on frequency.  Figure 3 below shows atmospheric 
transmission windows through the Earth’s atmosphere through 13 orders of magnitude 
referenced to wavelength.  The RF window from 1cm to 10m wavelengths, which equate 
to 30GHz to 0.3Hz.  RF capability is expanding to center frequencies above 30GHz 
deeper into the atmospheric absorption zone. 
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This push to higher frequencies may seem counter intuitive until existing 
atmospheric analysis is broken down further.  Figure 5 below shows how the reduction in 
temperature with an inherent reduction in atmospheric density contribute to a lower 
absorption across the RF band.  This highlights that the intended location of an RF 
devices provides flexibility to the RF engineer for center frequency selection. 
 
Figure 3 EM atmospheric absorption 
(from http://coolcosmos.ipac.caltech.edu/cosmic_classroom/cosmic_reference/images/transmission.jpg) 
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Figure 4 Absorption by molecule 
(from https://www.randombio.com/co2.html) 
 
Figure 5 RF Absorption. Earth’s average surface temperature of 273K and decreases as altitude is increased.  This 
reduction in temperature combined with lower density produces an atmospheric absorption profile that reduces as 
altitude is increased. (from D. G. Feist, 1995)  
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1.3.1 Radar 
Radar, both airborne and ground based, has been a large user of waveguides 
feeding RF energy to/from the aperture and electronics up until the turn of the 21st 
century which feed all mechanically scanned radars.  Radars have transformed from 
single frequency or narrow bandwidth to actively scanned arrays with higher bandwidths.  
The requirement to increase bandwidth, scan rate, and processing has nearly eliminated 
traditional waveguides from the systems.  Aircraft size and weight has largely remained 
constant given an aircraft function 
 
Figure 6 F-16 APG-68 components. The slotted plane array antenna is fed from a power amplifier and electronic 
control unit just aft of the radar bulkhead (left).  The components (right) are manufactured separately and connected 
after install.  The radar is fed via a waveguide network from the exciter.  Each component adds weight to the aircraft 
and in a place that is farthest from the aircraft center of gravity which requires aerodynamic forces and flight control 
laws to compensate for the weight. (from USAF) 
 
 
Figure 7 Transmit/Receive Module for AESA Radar 
(from Northrup-Grumman) 
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Figure 8 F-35 AESA Radar 
(from Northrup-Grumman) 
 
Figure 9 F-22 AESA Radar 
(from Raytheon) 
 
1.3.2 Space 
 Space or satellite applications will favor waveguides as an RF transport to not 
only minimize EMI from RF emission leaks but to also reduce EMI intrusion from 
external sources (solar wind/flare, Van Allen Radiation belts, other satellite emission, 
etc.).  The satellite industry has contributed to manufacturing innovation in waveguide 
design reducing the weight of a given waveguide by forming them from carbon fiber then 
depositing copper over the fiber (Figure 10, below). 
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1.4 Shrinking RF Components to Build Impact System Design 
Designing satellites requires has as much to do with functional design as it does 
with the launch vehicle constraints.  Components that have a fixed size without the ability 
to scale or provide engineering tradeoffs impart a constraint on design.  Waveguide 
design hasn’t appreciably changed or scaled since the creation of the single or double 
ridged waveguides.  Recently, the space satellite industry was disrupted by a new concept 
for mass satellite deployment.  Satellites have normally been designed with longevity and 
high value application in mind which put a premium on maximizing a single satellite’s 
capability.  This mindset had the inadvertent outcome of globally optimizing support 
equipment such as deployment structures to support a standard size and class of satellite 
(see Figure 12 below).  This standardization further cemented satellite design.  SpaceX 
just recently launched 60 compact satellites from a single rocket where all components of 
the satellite and deployment structure were tailored to the mission (Figure 11).  Not all 60 
 
Figure 10 Lightweight waveguides 
(from Fraunhofer). 
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satellites were identical as the design was modified and improved as all 60 were built 
over 12+ months.  This rapid optimization of design and the continual search for 
flexibility in every component drives a need for a larger set of performant waveguides for 
the space industry. 
   
Figure 11 Compact satellite design 
(from SpaceX) 
 
Figure 12 Typical satellite design 
(from SpaceX) 
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CHAPTER 2 
WAVEGUIDE SIMPLIFICATION AND CALCULATIONS 
Waveguide models have common starting generalities from which to diverge to 
specific waveguide shape instances.  Waveguide models and calculations generally start 
with boundaries, or walls, of the waveguide as perfect electric conductors, or PEC on a 
closed surface and a homogenous medium filling the PEC boundaries.  PEC boundaries 
mean that the surfaces that are perfect electrical conductors have infinite conductivity.  
The medium doesn’t have to be a vacuum with 𝜀0 and 𝜇0, rather a known quantity where 
𝜀 = 𝜀0𝜀𝑟 and 𝜇 = 𝜇0𝜇𝑟 and the subscript, r, represents the properties of the known 
homogenous medium. 
Calculation involving the wavefunction 
∇2𝑨 =
1
𝑣2
𝜕2𝑨
𝜕𝑡2
 
(2) 
and Maxwell’s equations (eqns 7-10 below) will require a meaningful solution that can 
be applied to the rest of the solution space.  A common construct is the application of the 
Helmholtz equation 
(∇2𝜓 + 𝑘2𝜓) = 0 (3) 
which is a homogenous linear partial differential equation (PDE) which also serves as a 
set of Eigenfunctions and Eigenvalues to the solution.  The inhomogeneous (or 
nonhomogeneous) Helmholtz equation is also used 
(∇2𝜓 + 𝑘2𝜓) = 𝑓 (4) 
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.  In both cases, ∇2 is the Laplacian, 𝑘 is the wave number, and 𝜓 is solution to the PDE.  
For the inhomogeneous case, 𝑓 is a known function within the problem domain.  A 
number of different approaches to apply the solutions to the Helmholtz equation and this 
thesis does not attempt to highlight the current solution-space rather highlight the 
existence of alternate approaches beyond those presented in this thesis.  The two main 
approaches presented in this thesis are found in [1], [2], [3], [4], [5], and [6], the later 5 
references which are an improvement series. 
An additional boundary condition used in this bounded contour problem is the 
boundary condition 
𝛼𝜓 + 𝛽
𝜕𝜓
𝜕𝑛
= 𝛾 
(5) 
where 𝛼, 𝛽, and 𝛾 are known specializations of the boundary condition.  The PDE 
solution cases include [2]: 
1. Dirichlet boundary conditions when 𝛼 = 1 and 𝛽 = 0 
2. Neumann boundary conditions when 𝛼 = 0 and 𝛽 = 1 
3. Impedance boundary conditions when 𝛼 = 1 and 𝛾 = 0. 
Note that 𝛼 and 𝛽 are confined to the context of this boundary condition and not the same 
as when discussing attenuation (also 𝛼) later in this section or 𝛽 as a phase constant.  
Each usage of this and other overloaded terms will be explicitly defined for a given 
context. 
Wave propagation within a waveguide is normally broken into one of three 
different categories described by the geometry of the field components that propagate a 
traveling wave down the longitudinal, or z-axis, of a waveguide: transverse electric (TE), 
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transverse magnetic (TM), and transverse electro-magnetic (TEM) waves.  The many 
reasons why these distinctions are made will be explained throughout this chapter and 
detailed throughout the rest of this thesis. 
 
Figure 13 Transverse Electric (TE) mode illustration. The TE mode is described by the output of 𝐸𝑥 × 𝐸𝑦 = 𝐻𝑧.  
Note the axis orientation alignment. 
 
The TE and TM modes are often referred to with nomenclature that identifies a 
specific mode, eg 𝑇𝐸𝑛𝑚 and 𝑇𝑀𝑛𝑚 where 𝑚 and 𝑛 are the modes values of each of the 
waves.  𝑚 = 0, 1, 2 …, 𝑛 = 0, 1, 2, …, and 𝑚 ≠ 𝑛.  This produces fundamental modes of 
𝑇𝐸01, 𝑇𝐸10, 𝑇𝑀01, and 𝑇𝑀10.  Note the order of 𝑛 and 𝑚 in the subscript. 
𝑦ො 
𝑥ො 
𝐸𝑥 
𝐸𝑦 
𝐻𝑧 
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Figure 14 Transverse Magnetic (TM) mode illustration. The TM mode is described by the output of 𝐻𝑥 × 𝐻𝑦 = 𝐸𝑧.  
Note the axis orientation alignment. 
 
PEC boundaries require magnetic fields which are normal to the surface, or 
𝜕𝜓
𝜕𝑛
=
0 where 𝜓 is the wave equation.  This boundary condition is required to transverse or 
tangential electric field and the normal magnetic field go to zero on the infinitely 
conducting PEC boundary. 
𝑦ො 
𝑥ො 
𝐻𝑥 
𝐻𝑦 
𝐸𝑧 
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Figure 15 Waveguide surface component. The normal of the waveguide surface points inward towards the center of 
the waveguide, the axial component is along the direction of propagation, and the transverse is the tangent of the 
surface. 
 
2.1 Generalized Model 
Solutions to the Helmholtz equation is often simplified for a rectangular 
waveguide with the expectation that finite cutoff modes exist.  A commonly applied 
solution to the Helmholtz equation for TE and TM modes are 
𝜓ℎ,𝑛𝑚 = cos (
𝑛𝜋𝑥
𝑎
) cos (
𝑚𝜋𝑦
𝑏
) (6) 
where the subscript ℎ denotes the magnetic field solution to the PDE for TE modes which 
satisfies the boundary condition of 
𝜕𝜓ℎ
𝜕𝑛
= 0 [1], and  
𝜓𝑒,𝑛𝑚 = sin (
𝑛𝜋𝑥
𝑎
) sin (
𝑚𝜋𝑦
𝑏
) (7) 
where the subscript 𝑒 denotes the magnetic field solution to the PDE for TM modes.  The 
solution to 𝜓𝑒 satisfies the boundary condition that the function vanishes at the PEC wall, 
𝑦ො 
𝑥ො 
𝒏 
𝝉 
𝑎𝑧 
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eg 𝜓𝑒 = 0.  Both of these equations assume that the propogation constant, Γ, is selected 
given by 
Γ𝑛𝑚
2 = (
𝑛𝜋
𝑎
)
2
+ (
𝑚𝜋
𝑏
)
2
− 𝑘0
2 
(8) 
.  The propogation constant, Γ is defined as 
Γ = 𝑗𝛽 + 𝛼 (9) 
where 𝛽 is the propogation constant and 𝛼 is the attenuation constant NOTE: the values 
of 𝛼 and 𝛽 are not the same as the values of the same name as the special boundary 
conditions used to solve the PDE.  Neglecting attenuation initially the propogation 
constant simplifies Eqn (8) and (9) into 
Γ = √(
𝑛𝜋
𝑎
)
2
+ (
𝑚𝜋
𝑏
)
2
− 𝑘0
2 = √𝑘𝑐2 − 𝑘0
2 
(10) 
Recalling the relationship between 𝑘 and 𝜆 
𝜆𝑐 =
2𝜋
𝑘𝑐
 
(11) 
the cutoff wavelength given our rectangular waveguide simplification is 
𝜆𝑐,𝑛𝑚 =
2𝑎𝑏
√𝑛2𝑏2 + 𝑚2𝑎2
 
(12) 
or cutoff frequency as is often used 
𝑓𝑐 =
1
2𝜋√𝜇𝜀
√(
𝑛𝜋
𝑎
)
2
+ (
𝑚𝜋
𝑏
)
2
 
(13) 
This cutoff wavelength applied to both TE and TM modes in this simplified model 
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Figure 16 Rectangular waveguide components. The major dimension, 𝑎, and minor dimension, 𝑏.  The normal, 
transverse, and axial components are the same as in the previous illustrations. 
 
2.2 Lossy Modes 
The previously presented propagation constant of allowed modes, Γ𝑛𝑚, were 
simplified by ignoring attenuation, 𝛼.  An attenuation model presented by [1] is 
𝛼 = 𝜔2𝜇𝑜𝜀(1 − 𝑗 tan 𝛿𝑡) (14) 
where 𝜀0 = 𝜀(1 − 𝑗 tan 𝛿𝑡), a replacement made to include a loss tangent, tan 𝛿𝑡 then 
recalculating the propagation constant as 
Γ2 = (𝑗𝛽 + 𝛼)2 = 𝑘𝑐
2 − 𝜔2𝜇𝑜𝜀(1 − 𝑗 tan 𝛿𝑡) (15) 
An assumption to assist in simplification is that the losses will be small for a device under 
test.  The corollary is that the losses are high and the device under test does not have 
sufficient dB/cm loss in order to be applied to traditional waveguide applications.  There 
are applications for high loss guide section but such uses are outside the scope of the 
material presented here.  Given a low loss waveguide region of operation, the loss tangent 
𝑦ො 
𝑥ො 
𝑎 
𝑏 
𝒏 
𝝉 
𝑎𝑧 
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is taken to be small, 𝛿𝑡 ≪ 1, and the operating frequency is above the cutoff frequency, 
𝛼 ≪ 𝛽.  This allows a simplification of equation (14) above which provides an 
approximation of 𝛼 and 𝛽 as shown in [1]. 
Γ2 = −𝛽2 + 2𝑗𝛼𝛽 = 𝑘𝑐
2 − 𝜔2𝜇0𝜀 + 𝑗𝜔𝜇𝑜𝜀 tan 𝛿𝑡 (16) 
and where 
𝛽2 = 𝜔2𝜇0𝜀 − 𝑘𝑐
2 (17) 
𝛼 =
𝑘0
2 ε
ε0
tan 𝛿𝑡
2𝛽
 
(18) 
 
2.3 Green’s Function 
The problem presented by using either the Poisson or Helmholtz equation is to 
solve an inhomogeneous partial differential equation.  A routine method to solve PDEs 
for the electromagnetic problems are by using a helper function called the Green’s 
function.  The Poisson Equation coupled with the Dirichlet or Neumann boundary 
conditions or a combination of both are the PDE set to be solved.  The Poisson equation 
is the inhomogeneous version of the Laplace equation  
∇2𝜓 = −𝐺 (19) 
where the homogenous Laplace equation is 
∇2𝜓 = 0 (20) 
The Poisson equation is sometimes written with 𝐹 and not 𝐺.  The reason for using 𝐺, 
which is the Green’s function here, is to be able to apply the Helmholtz equation into the 
solution.  The frequency-independent Green’s function is included in this work which 
was applied in [2], [5], and [6]. 
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The inclusion of both Dirichlet and Neumann boundary conditions account for 
knowing either 𝜓,  
𝜕𝜓
𝜕𝑛
, or a combination of both.  These are both described in Eqn (5) 
above. 
Discussing the frequency-independent case first the Poisson equation becomes 
∇2𝜓(𝑥, 𝑦) = −𝐺(𝑥, 𝑦) (21) 
where the 𝐺 expands to 
𝐺(𝑥, 𝑦) = 𝜆(𝑥, 𝑦)𝜓(𝑥, 𝑦) − 𝐹(𝑥, 𝑦) (22) 
.  The functions are represented by 2D space since [2], [5], and [6] considered structures 
that were invariant along the z-axis which simplified the algorithms to just 𝑥 and 𝑦.  The 
𝜆𝜓 term is an known function and the 𝐹 is a given function.  𝜓 is a superposition of both 
Laplace’s equation (aka the homogenous Poisson’s equation) and Poisson’s equation (the 
inhomogeneous particular equation) 
𝜓 = 𝜙ℎ + 𝜙𝑝 (23) 
, where 
∇2𝜙ℎ = 0 (24) 
and 
∇2𝜙𝑝 = −𝐺(𝑥, 𝑦) (25) 
.  The frequency-independent Green’s function is of the form 
1
2𝜋
∙ ln (
𝑘
√(𝑥 − 𝑥′)2 + (𝑦 − 𝑦′)2
) 
(26) 
written in Cartesian form with (𝑥, 𝑦) as the field points within a region and (𝑥′, 𝑦′) as the 
source points within a region.  The value 𝑘 in this form of the Green’s function is from 
[2] in 1969 where this value was used to generate diagonally-dominate matrices when 
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applied to typical discretized computer algorithms.  The value 𝑘 is chosen so that the 
maximum difference between the source and field vectors on a contour, 𝐶 is chosen by 
𝑘 > |𝜌 − 𝜌′|𝑚𝑎𝑥 (27) 
.  [2] determined that as long as 𝑘 is determined by the above constraints then the 
problem of requiring an infinite amount of field lines or calculations to produce a finite 
solution, 𝜓, is avoided.  [2] also determined that the accuracy of the solution is very small 
when (27) is satisfied.  [2] set 𝑘 = 100 and has remained that value in all of the 
references of the relevant work presented here. 
 
2.4 Eigenvalues 
Eigenvalues and eigenfunctions have already been described but not identified.  
The set of unique values which satisfy the solution to the PDE is 𝜆, and the equations 
which describe the unique solutions is 𝜓.  Though the Eigenvalues are specifically 𝜆𝑛 and 
Eigenfunctions 𝜓𝑛 when uniquely solved.  The solutions to the Eigenvalues in a 
waveguide problem are the allowable modes for that waveguide.  Equations (6) and (7) 
contain the Eigenvalues for a rectangular waveguide as it was reasonable to intuit the 
Eigenvector for the structure.  However, as the boundary shapes grow complex it quickly 
becomes difficult to impossible to form an intuitive Eigenvector. 
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CHAPTER 3 
WAVEGUIDE STATE OF THE PRACTICE FOR INSIGHTS FOR IMPROVEMENT  
3.1 Existing Waveguide Refinement 
Figure 17 below illustrates an array of different methods of guiding 
electromagnetic waves into the attenuation and frequency bases. 
 
Figure 17 Attenuation vs frequency of several different types of waveguides (rectangular, rectangular, double-ridged 
rectangular, circular, microstrip) (from [7] derived from Litton Inc.) 
 
WC: Circular Waveguide 
WR: Rectangular Waveguide 
WRD: Double ridged Rectangular 
Waveguide 
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An additional basis for comparing waveguide capabilities is power handling or 
power carrying capability.  Power handling depends a great deal on the substrate, 
including a vacuum, which is between conductors in addition to how far apart the 
conducting walls are.  Coaxial cables can carry up to approximately 1.5kW of power 
depending on the frequency while microstrips lines, only a few skindepths thick, 
normally keep to low power (10’s of watts) of transmission though GaAs conductors 
within integrated circuits have been shown to handle up to 1.5kW of power.  A large 
factor of power capability is heat dissipation.  Thinner guides like microstrips may be 
capable of higher power but the material on which they are printed or attached to likely 
doesn’t have sustained heat dissipation capability to prevent physical deformation or 
destruction of nearby structure. 
Rectangular waveguide, on the other hand, are generally constructed of solid 
metal walls usually of copper or aluminum and are generally good heat conductors.  
Rectangular waveguides have the capability to carry megawatts (MW) of power.  The 
WR-90 rectangular waveguide centered around 10GHz with dimensions of only 0.9 
inches by 0.4 inches can carry 1MW. 
3.1.1 Hollow Rectangular Waveguide 
Theoretical power handling capabilities of a waveguide is described by Eqn (19) 
𝑃 =
1
4
√1 − (
𝜆
𝜆𝑐
)
2
𝑍0
 𝐸0
2𝑎𝑏 
(28) 
where the variables are 𝑍0 is the impedance of the medium filling the waveguide (377Ω 
for air), 𝐸0 is the breakdown voltage for the medium (30𝑘𝑉/𝑐𝑚 for air), 𝑎 and 𝑏 are the 
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dimensions of the rectangular waveguide, 𝜆𝑐 is the cutoff wavelength of the guide given 
by 𝑎 and 𝑏, and 𝜆 is the desired wavelength for which the maximum power is to be 
calculated.  This is the maximum theoretical limit and some practical experiments have 
shown to be 10% of the theoretical value [8] and are highly dependent on environmental 
and system variables such as average power, pulse repetition interval/frequency 
(PRF/PRI) of the signal, waveguide pressure, humidity, gas within the waveguide, 
temperature, VSWR, and component details such as surface roughness and alignment. 
 
Figure 18 Theoretical Power handling capacity of selected rectangular waveguide (from [8]) 
Figure 18 above depicts the continuous theoretical power capacity of selected 
waveguides plotted in Figure 17.  The trend shows that as a waveguide gets smaller the 
amount of power handling capacity reduces because of the reduction in the area, 𝑎 × 𝑏.  
As a corollary Figure 17 shows that attenuation increases as frequency. 
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3.1.2 Folded Waveguide 
Previous versions of the analysis presented here on compact waveguides (CWG) 
were incorrectly referred to as folded waveguides (FWG).  Folded waveguides are 
presented here to juxtapose current FWG research with the CWG and to avoid 
overloading a term with an orthogonal meaning.  A folded waveguide is a type of linear 
accelerator (LINAC) that routes a sinusoidal rectangular waveguide where a particle 
beam (generally for electron beams) is routed perpendicularly through the center point of 
each sinusoidal waveguide section (see Figure 19 below).  No additional references will 
be used to the FWG as it’s a device for a different purpose than the CWG presented here. 
 
Figure 19 3D model of a folded waveguide (FW) traveling-wave tube (TWT) (from [9]). 
 
3.1.3 Structured Waveguide 
Research and material regarding rectangular waveguides with more than two 
ridges are scarce.  Recent references in [10] show illustrations of internal structure the 
length of the waveguide as late as 2000, see Figure 20 below.  There are not any 
additional descriptions or details about the rectangular ridge variants in [10] beyond the 
common single and double ridge rectangular waveguides.  [10] does describe circular 
ridge waveguides with up to four ridges for the purpose of circularly polarizing the 
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transmitted wave and supports Faraday rotation of magnetic material along the 
waveguide’s centerline. 
 
Figure 20 “Schematic diagrams of rectangular ridge waveguides”. The exact caption from [10].  The work did not 
expand on any of these designs. 
 
 
Figure 21 Circular ridge waveguides (from [10]). 
 
Of note, the center left rectangular waveguide schematic in Figure 20 above is the 
same structure of a waveguide patented in 1971 [11] to be used in heating items passed 
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through the center of the structure with a uniform microwave field and an alternate use 
described as a slotted waveguide antenna. 
 
Figure 22 Quad-ridge rectangular waveguide used for microwave heating (from [11]). 
 
The most relevant recent work [12] from 2017 presents a Galerkin method for 
analyzing complex structure presented in this paper.  Structures considered by [12] are 
shown in Figure 23 below.  The paper solved for Eigenvalue in order to determine the 
cutoff frequencies of the devices.  The paper presents a method called the Advanced 
Krylov Subspace Method (AKS) as a means to converge quickly and accurately on the 
Eigenvalue solutions.  They authors compared their AKS results to Ansoft’s HFSS 
simulator employing FEM.  The paper did not describe an actual device created to 
compare results. 
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Figure 23 Generalized multi-ridge waveguide (a) and structures considered (b-e) by [12]. 
 
3.1.4 Impedance Manipulating Structures 
There exist many transverse structures which are used to manipulate and match 
characteristics between two or more waveguides or waveguide feeds or simply act as 
filters engineered for a specific application.  Figure 24 below illustrate a transverse 
waveguide structure of a bandpass filter implemented using a single ridge array. 
 
Figure 24 Transverse structures in the figure above from [10] show a ridge bandpass filter. 
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These structures, which are not maintained for the entire longitudinal section 
between waveguide feeds are not considered as part of this work though the potential 
exists that designs from the compact waveguide presented here may apply to wave 
manipulating or matching applications.  Such excursions are beyond the scope of this 
work. 
3.2 Insight from Micro Coaxial Waveguides 
The key insight for this paper stems from the creation of a micro coaxial feeds.  
These micro coaxial feeds stem from the micro-electromechanical systems, or MEMS, 
segment of the industry which has created a variety of wafer-level structures.  The first 
such structure and subsequent patent was a frequency tuner produced in 1968 by Harvey 
Nathanson [13].  23 years later Jennifer Bishop and her team at University of California 
at Santa Barbara and Hughes Research Lab (HRL) in California created the first MEMS 
transmission line and it operated from 100GHz to 1THz [14].  Figure 25 and Figure 26 
below show the original diagram presented in [14].  The coaxial feeds created by Bishop 
and her team were approximately 34x9 microns and were limited by process.  These 
shielded coaxial line were desired as they have little to no radiation losses, no to minimal 
crosstalk between adjacent lines, compatible with existing millimeter integrated circuitry, 
and were easy to transition to/from microstrip and coplanar waveguides [14]. 
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Figure 25 Cross section of the first MEMS 
transmission line. The design parameters are in 
units of microns. (from [14]) 
 
Figure 26 Fabrication steps for the first MEMS transmission 
line. Processing Steps: a) gold ground plane deposition, b) 
spin and cure bottom dielectric, c) gold center conductor 
definition, d) spin and cure top dielectric, e) define coaxial 
dimensions with Cr/Au etch mask, and f) gold plate outer 
conductor (from [14]) 
 
MEMS transmission lines evolved from 1991 until about 2006 when the DARPA 
3D micro-electromagnetic RF systems (MERFS) program advanced the technology 
considerably by creating an inexpensive multilayer process with copper as the structural 
support and boundary material.  This allowed the coaxial lines to have cross-sectional 
dimensions of 250x310 microns.  Dimensions of 300x300 microns had already been 
achieved by [15] and [16] but the DARPA 3D MERFS program significantly reduced the 
manufacturing cost and complexity of fabricating these MEMS devices and allowed the 
individual components to be assembled into larger and more complex assemblies.  The 
PolyStrata™ fabrication process was a main output of the 3D MERFS program which 
allowed these devices to be produced as scale. 
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Figure 27 3D Model of an assembled MMIC device 
(from Neutronics) 
 
Figure 28 Actual photograph of assembled MMIC device from Figure 27 above 
(from Neutronics) 
 
These MMIC devices are coaxial feeds which primarily operate in the transverse 
electromagnetic (TEM) mode.  TEM waves is a wave where both the electric and 
magnetic field vectors lie in a plane that is perpendicular (eg, transverse) to the axis of 
propagation [1].  TEM waves exist in an ideal transmission line and are usually preferred.  
Two TEM mode properties are [17]: 
• The cutoff frequency for a TEM wave, 𝑓𝑐, is zero 
• E and H fields along the direction of propagation are not a function of 𝑥 and 𝑦. 
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These two properties give TEM modes a large bandwidth.  Coaxial cables, or in 
this case micro-coaxial cables support TEM waves.  While there is a large bandwidth 
there is also higher line loss when compared to waveguides. 
The limitation of the MMIC MEMS technology is scale.  Current IC and 
stereolithography techniques to manufacturing are currently limited to what the 3D 
MERFS and PolyStrata technology can currently produce which is approximately 6GHz 
and above.  The structures start to take up a lot of silicon wafer space below 10-20GHz 
and face the same dielectric breakdown as larger feeds given by Paschen’s Law: 
𝑉𝑏 =
𝐵 × 𝑝 × 𝑑
ln(𝐴 × 𝑝 × 𝑑) − ln (ln (1 +
1
𝛾𝑠𝑒
))
 
(29) 
where 𝑉𝑏 is the breakdown voltage, 𝑝 is the pressure of the gas, 𝑑 is the gap 
distance in meters, and A and B are gas constants and 𝛾𝑠𝑒 is the secondary electron 
emission coefficient.  𝑉𝑏 very roughly scales on the order of 
𝑑
ln(𝑑)
 where the breakdown 
voltage has superlinear growth as the gap gets larger.  This means that larger voltage and 
by extension power scales with gap distance where larger feeds should be able to carry 
more power than smaller feeds which still implies a need for larger feeds for high power 
applications. 
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Figure 29 PolyStrata™ Micro Coax. Photograph of several 𝜇-coaxial hybrids covering frequencies from 6 to 60 
GHz and fabricated in the Polystrata™ copper process with 5 layers. [18] 
 
The PolyStrata™ fabrication technique involves multiple layers of additive 
manufacturing where each layer is about 2𝜇𝑚 thick.  The manufacturing process in the 
AFRL logo in Figure 30 below was created via the EFAB manufacturing process. 
 
  
Figure 30 Multiple and varying layers of copper applied. The layer process takes place between steps 0-3 and repeat 
for each layer in the left diagram.  Each planar substrate (step 0) is applied followed by the pattern (step 1), blanket 
disposition of a second layer (step 2), followed by the planarized top surface (step 3).  This sequence is repeated 
until the design is complete.  The photoresist/sacrificial layer is removed in step 4. The final product under an SEM 
can be seen on the left (from [19]) 
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CHAPTER 4 
SHRINKING THE DIMENSIONS OF A WAVEGUIDE 
4.1 Loss in a Waveguide 
High frequency transmission yield dielectric loss behavior as 
𝛼𝑑 ∝ 𝜔 (30) 
and conduction loss behavior as 
𝛼𝑐 ∝ √𝜔 (31) 
The dielectric loss was minimized in the micro coaxial feeds previously discussed 
by using a hollow air-filled structure.  Waveguides typically have a lower loss compared 
with coaxial feeds. 
Conduction loss for a waveguide is given by: 
𝛼𝑐 =
𝑅𝑠
𝜂𝑏
[1 +
2𝑏
𝑎 (
𝑓𝑐
𝑓
)
2
]
√1 − (
𝑓𝑐
𝑓
)
2
 (𝑁𝑝/𝑚𝑒𝑡𝑒𝑟) 
(32) 
where 
𝑅𝑠 = 𝑅𝑒 (√
𝑗𝜇𝜔
𝜎 + 𝑗𝜔𝜀
) ≈ √
𝜇𝜔
2𝜎
 
(33) 
where a and b are the cross section of the waveguide shown in Figure 31 below 
and 𝑓𝑐 is the waveguide cutoff. 
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Figure 31 Waveguide general dimensions 
(from Pan report 2009) 
 
4.2 Formulating the Compact Waveguide 
The untested hypothesis existed: could you further shrink the outer dimensions of 
a waveguide by adding additional structures internally beyond a single or double ridge?  
A key factor in testing this hypothesis is the ability to manufacture the waveguide.  
Manufacturing, or more specifically prototyping, dictates feature size and accuracy.  
Design was bound by four main factors: 
• Dimensions driven by EM analysis 
• Prototyping/manufacturing process precision limits 
• Connector type availability 
• Assembly of device 
Insufficiency in one of these four factors would prevent a successful test of the 
hypothesis therefore the device must be designed to be testable vs designed for a specific 
application.  This distinction is explained in two ways: EM devices are theoretically 
scalable with frequency and mass manufacturing techniques leverage high but one-time 
tooling cost created only after a prototype is tested for design specifications. 
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4.3 Dimensions Driven by EM Analysis 
The actual EM analysis is derived in other chapters and the bounds of those 
analysis is presented here to refine the final design as one of the four main design factors.  
The desired structure of the CWG is a set of five parallel flanges alternately protruding 
from two opposed sides of the waveguide.  Unfortunately the simulated world rarely 
matches the real world and a waveguide must be fed with an actual signal so the 
apparatus for balanced signal injection via compatible test equipment must be considered. 
Fortunately several signal injection methods are available for consideration to 
avoid bounding the CWG design because of connector and signal injection type. 
Initial bounds of the CWG are sources from the US Department of Defense’s 
detail specification for rigid rectangular waveguides, the MIL-DTL-85K.  MIL-DTL 
documents are detail specifications of how a requirement is to be achieved.  In this case 
the MIL-DTK-85K describes specifications for the fabrication of rectangular waveguides 
for use as transmission lines for military service radio and electronic equipment [20].  
The CWG dimension precision requirements were guided by RF analysis software with 
initial starting precision estimates as described in MIL-DTK-85K with the understanding 
that MIL-DTK-85K provides guidance for a generalized rectangular waveguide with 
dimensional values that cover a broad range of frequencies for simplicity.  The initial 
release of this specification could not be identified though the oldest MIL-DTK-85 
version available is version F produces in 1972 and is largely the same as the current 85K 
version published in 2011. This specification provided initial insight of design approach 
and bounds which aided manufacturing process selection and overall dimensions of the 
CWG. 
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4.4 Prototyping/Manufacturing Process Precision Limits 
Manufacturing/prototyping tolerances drive what type of surface finish a device 
will have and the dimensional variation that a delivered device may have.  It’s critical to 
understand which of these design considerations bound the design and which do not to 
select tolerances and manufacturing process. 
Three general manufacturing approaches were considered: 
• Etching 
• EDM 
• Subtractive Manufacturing (machining) 
• Additive Manufacturing (3D printing) 
Etching is the process by which metal is dissolved by a combination of chemical 
solutions and light which activates the process.  Etching is a process employed in the 
integrated circuit and circuit board manufacturing areas and is well established.  Etching 
is also called photochemical machining since it is a type of milling process generated by 
chemicals rather than typical machine milling equipment. 
EDM or electrical discharge machining, is a process that cuts conductive metal by 
charging a cutting wire with electricity which slices through the material.  The conductive 
wire can be 1-2 microns in diameter providing for extremely fine features limited to the 
precision of the servo motors which move the wire. 
Subtractive manufacturing is removing material via a high-speed cutting tool 
where the tool is often the device that rotates, aka a drill bit or end mill.  Subtractive 
manufacturing machines are the devices which allowed and fueled the industrial 
revolution.  Modern subtractive manufacturing uses automated mag computer numerical 
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control, or CNC.  Accuracies of less than 0.0001 inches can be achieved on accessible 
high end equipment.  The highest accuracies top at 0.00001 inches for state of the art 
equipment. 
 
Figure 32 High Precisions CNC Machine 
 
 
Figure 33 CNC milling the CWG 
 
Figure 34 Partially fabricated CWG mounted in CNC 
 
Additive manufacturing has had the largest flux of growth and increase in 
capability over the last decade.  Structures can be created from metal or different types of 
plastic.  One particular 3D printer is capable of adding layers or traces of conductive 
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material which can embed electrical connections between and within the structure to 
portions of a structure that wouldn’t be accessible to structures without disassembly.  
Until recently, 2018-2019, 3D printing was limited to depositing a bead of melted 
polymer on a base one layer at a time.  This produces a stacked set of compressed 
cylinders with a visible structure or ridges parallel to the direction of material deposit.  
This structure defines the minimum feature size that can be created by a given 3D 
printing process.  Development of resin 3D printing has greatly reduced the feature size 
of a printed structure by forming each additive layer by projecting each layer via UV 
light into a vat of resin which hardens when exposed to UV light.  The feature size is 
currently 3-4 times smaller than 3D printers which deposit heated polymers as of Sept 
2019.  A disadvantage of resin printing is that only a single material type can be printed 
unlike 3D deposit printing where multiple nozzles can be employed. 
4.4.1 Waveguide Dimensions 
Previous CWG production attempts centered around the 50-75 GHz range of 
frequencies.  The waveguide size designation for this frequency range is WR-15 and 
measures 3.7592mm x 1.8796mm or approximately 3.8x1.9mm.  The attempted 
measurements of the applied CWG hypothesis to the 50-75GHz range was 1.5x.6mm or a 
reduction of about 2.5x reduction in size shown in Figure 35 below. 
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Figure 35 V-Band CWG. The inner and thickness dimensions of a CWG applied to 50-75GHz. (From Pan Report, 
2009) 
 
 
 
 
Figure 36 Previous design 
(From Pan Report, 2009) 
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Figure 37 Etching design 
(From Pan Report, 2009) 
 
 
Figure 38 Etching results 
(From Pan Report, 2009) 
 
4.4.2 Waveguide Surface Finish 
Surface finish on internal waveguide structure has been well studied and tested 
over the last 75 years.  Surface finish is the roughness of a surface.  Roughness is a 
scatterer to a wave.  Roughness is also scalable based on wavelength. 
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Surface roughness is a parameter given in the US MIL-DTL-85K specification 
and delineates two different levels of surface roughness; one value for major internal 
dimensions above 4 inches and another for below 4 inches given in Table 1 below.  The 
values within the -85K are provided in microinch RMS.  The conversion of microinches 
to micrometers for the two values aluminum values below are 
𝑅𝑎 = 63𝑚𝑖𝑐𝑟𝑜𝑖𝑛𝑐ℎ𝑒𝑠 = 1.6𝑚𝑖𝑐𝑟𝑜𝑚𝑒𝑡𝑒𝑟𝑠 
𝑅𝑎 = 125𝑚𝑖𝑐𝑟𝑜𝑖𝑛𝑐ℎ𝑒𝑠 = 3.2𝑚𝑖𝑐𝑟𝑜𝑚𝑒𝑡𝑒𝑟𝑠 
 
Table 1 Surface roughness tolerances of waveguides. The surface roughness of the internal faces of a rectangular 
waveguide, measured in microinch root mean squared (RMS) (From MIL-DTL-85K) 
 
4.5 Connector Type Availability 
There are two main choices for connector selection: create one or buy one.  Many 
EM prototype devices can be tested using a simple soldered wire connecting a signal 
generator to a device under test.  Waveguides, however are enclosed devices which make 
soldering difficult once a device is sealed. 
4.6 Assembly of Device 
The assembly of the device was primarily driven by the proper electrical 
connection of the input/output conductor to the waveguide so the waveguide can be 
properly excited.    
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CHAPTER 5 
WAVEGUIDE FORMULATION AND PREDICTIONS 
5.1 Methods 
There are a multitude of electromagnetic analysis techniques available.  EM 
modeling can involve routine analysis of a well formulated problem to state-of-the-art 
analysis characterizing newly invented technology.  Full physics models don’t yet exist 
that can model an EM device without expert domain knowledge of electrical 
engineering…but software is evolving fast.  The most common commercial software is 
Ansys’ High Frequency Structure Simulator (HFSS) and Altair’s “FEldberechnung für 
Körper mit beliebiger Oberfläche” FEKO.  These two companies have developed many 
different software packages to perform EM modeling.  Both software suites can ingest 
external CAD files and apply EM simulation with a small amount of work. 
Each package also has multiple types of solvers which are tailored to different 
applications from highly complex architectures to generalized ones.  Figure 39 below is a 
pictorial from Altair that qualitatively maps different types of solvers into complexity-
electrical size space and serves as a departure point to describe the work of this paper.  
The Compact Waveguide (CWG) is a small device with an unknown or previously 
unstudied set of phenomenology that makes simplification and generalization unrealistic 
for a first-of-its-kind device.  Many of the simulation runs for this paper were 
accomplished overnight (eg, all of the HFSS dimension exploration runs).  HFSS 
simulations took between 1.5 hours and 10 hours depending on the mesh size and A main 
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goal of this work is to produce repeatable simulation which match the experimental 
results.  The method of moments and FDTD are the primary tools used in this paper. 
HFSS was used for the initial dimension selection just until the CWG was 
produced.  A MATLAB FDTD simulation based off Taflove’s [21] approach to Yee’s 
algorithm was used.  A FEKO license was purchased and attempted however FEKO and 
HFSS files are intentionally incompatible and importing HFSS files from past work was 
not possible. 
 
Figure 39 FEKO Capability in RF Modeling 
(From Altair) 
Each of the solvers employs Method of Moments approaches and the user can 
select specific methodologies to apply to a problem.  FEKO, for example, can enable a 
few different Green’s function types but the user must know when a specific Green’s 
function is applicable to the problem and when it is not.  Each of the software solutions 
must be able to solve a large set of generalized problems which makes optimization 
difficult for niche problems.  For example, numerical approaches to solve complex 
geometries can use conformal mapping in order to reduce computation time [22].  
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Conformal mapping is expanded further in the Schwarz-Christoffel Mapping section 
below. 
 
5.2 Finite Difference Time Domain 
The formulation used in the FDTD algorithm simulating the Compact Waveguide 
follows.  The nomenclature is based off of Allen Taflove’s and Susan Hagness’ FDTD 
implementation from their 3rd Edition book Computational Electrodynamics, The Finite-
Difference Time-Domain Method as it allows for a separation of constants within the 
update equations which greatly simplifies the software implementation. 
Gauss’ Law for Electric Fields ∇ ∙ 𝐃 = ρv (34) 
Gauss’ Law for Magnetic Fields ∇ ∙ 𝑩 = 0 (35) 
Faraday’s Law 
∇ × 𝑬 = −
𝜕𝑩
𝜕𝑡
− 𝑴 
(36) 
Ampere’s Law 
∇ × 𝑯 =
𝜕𝑫
𝜕𝑡
+ 𝑱 
(37) 
 
𝑴 and 𝑱 include independent magnetic (𝑯) and electric sources (𝑬), respectively, 
in addition to conversion to heat energy via attenuation. 
𝑱 = 𝑱𝑠𝑜𝑢𝑟𝑐𝑒 + 𝜎𝑬 (38) 
𝑴 = 𝑴𝑠𝑜𝑢𝑟𝑐𝑒 + 𝜎
∗𝑯 (39) 
Here 𝜎∗ is the equivalent magnetic loss (ohms/meter) which mimics the electric 
conductivity 𝜎 (siemens/meter). 
For linear, isotropic, nondispersive materials, relationships between D and E, B 
and H are: 
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𝑫 = 𝜀0𝜀𝑟𝑬 (40) 
 
𝑩 = 𝜇0𝜇𝑟𝑯 (41) 
Substituting (8), (6) into (3) and (7), (5) into (4) produce  
∇ × 𝑬 = −𝜇0𝜇𝑟
𝜕𝑯
𝜕𝑡
− (𝑴𝑠𝑜𝑢𝑟𝑐𝑒 + 𝜎
∗𝑯) 
(42) 
∇ × 𝑯 = 𝜀0𝜀𝑟
𝜕𝑬
𝜕𝑡
+ (𝑱𝑠𝑜𝑢𝑟𝑐𝑒 + 𝜎𝑬) 
(43) 
We can rewrite these into a form which puts the partial term on the left as 
𝜕𝑯
𝜕𝑡
= −
1
𝜇0𝜇𝑟
∇ × 𝑬 −
1
𝜇0𝜇𝑟
(𝑴𝑠𝑜𝑢𝑟𝑐𝑒 + 𝜎
∗𝑯) 
(44) 
𝜕𝑬
𝜕𝑡
=
1
𝜀0𝜀𝑟
∇ × 𝑯 −
1
𝜀0𝜀𝑟
(𝑱𝑠𝑜𝑢𝑟𝑐𝑒 + 𝜎𝑬) 
(45) 
We expand Maxwell’s equations in 3-dimensions and simplify after the 
expansion. 
∇ × 𝑬 = −𝜇0𝜇𝑟
𝜕𝑯
𝜕𝑡
 
(46) 
 
∇ × 𝑬 = 
||
𝑎ො𝑥 𝑎ො𝑦 𝑎ො𝑧
𝜕
𝜕𝑥
𝜕
𝜕𝑦
𝜕
𝜕𝑧
𝐸𝑥 𝐸𝑦 𝐸𝑧
|| 
+𝑎ො𝑥 (
𝜕𝐸𝑧
𝜕𝑦
−
𝜕𝐸𝑦
𝜕𝑧
) 
−𝑎ො𝑦 (
𝜕𝐸𝑧
𝜕𝑥
−
𝜕𝐸𝑥
𝜕𝑧
) 
+𝑎ො𝑧 (
𝜕𝐸𝑦
𝜕𝑥
−
𝜕𝐸𝑥
𝜕𝑦
) 
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∇ × 𝑯 = 
||
𝑎ො𝑥 𝑎ො𝑦 𝑎ො𝑧
𝜕
𝜕𝑥
𝜕
𝜕𝑦
𝜕
𝜕𝑧
𝐻𝑥 𝐻𝑦 𝐻𝑧
|| 
+𝑎ො𝑥 (
𝜕𝐻𝑧
𝜕𝑦
−
𝜕𝐻𝑦
𝜕𝑧
) 
−𝑎ො𝑦 (
𝜕𝐻𝑧
𝜕𝑥
−
𝜕𝐻𝑥
𝜕𝑧
) 
+𝑎ො𝑧 (
𝜕𝐻𝑦
𝜕𝑥
−
𝜕𝐻𝑥
𝜕𝑦
) 
 
 
Figure 40 The waveguide sliced on the x-y axes where the structure along the longitudinal axis is constant. The 
connection points of the guide are ignored and the distance inbetween the connections taken to be homogenous 
along z. 
 
The expanded 3-dimentional equations (11) and (12) in scalar form are:  
𝜕𝐻𝑥
𝜕𝑡
= −
1
𝜇0𝜇𝑟
(
𝜕𝐸𝑧
𝜕𝑦
−
𝜕𝐸𝑦
𝜕𝑧
− (𝑀𝑠𝑜𝑢𝑟𝑐𝑒𝑥 + 𝜎
∗𝐻𝑥)) 
𝜕𝐻𝑦
𝜕𝑡
=
1
𝜇0𝜇𝑟
(
𝜕𝐸𝑧
𝜕𝑥
−
𝜕𝐸𝑥
𝜕𝑧
− (𝑀𝑠𝑜𝑢𝑟𝑐𝑒𝑦 + 𝜎
∗𝐻𝑦)) 
𝜕𝐻𝑧
𝜕𝑡
= −
1
𝜇0𝜇𝑟
(
𝜕𝐸𝑦
𝜕𝑥
−
𝜕𝐸𝑥
𝜕𝑦
− (𝑀𝑠𝑜𝑢𝑟𝑐𝑒𝑧 + 𝜎
∗𝐻𝑧)) 
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𝜕𝐸𝑥
𝜕𝑡
= 𝜂0𝜂𝑟 (
𝜕𝐻𝑧
𝜕𝑦
−
𝜕𝐻𝑦
𝜕𝑧
− (𝐽𝑠𝑜𝑢𝑟𝑐𝑒𝑥 + 𝜎𝐸𝑥)) 
𝜕𝐸𝑦
𝜕𝑡
= −𝜂0𝜂𝑟 (
𝜕𝐻𝑧
𝜕𝑥
−
𝜕𝐻𝑥
𝜕𝑧
− (𝐽𝑠𝑜𝑢𝑟𝑐𝑒𝑦 + 𝜎𝐸𝑦)) 
𝜕𝐸𝑧
𝜕𝑡
= 𝜂0𝜂𝑟 (
𝜕𝐻𝑦
𝜕𝑥
−
𝜕𝐻𝑥
𝜕𝑦
− (𝐽𝑠𝑜𝑢𝑟𝑐𝑒𝑧 + 𝜎𝐸𝑧)) 
 
Kane Yee [23] first developed the analysis of these sets of equations using 
difference equations with respect to time in 1966.  The derivation of the difference 
equations starts with a set of points, commonly called nodes, which represent the special 
position for each of the vector components in the set of expanded Maxwell equations.  
All vector components occupy a unique coordinate.  Typical lattice 3D orientation is 
shown below as depicted by Yee. 
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Figure 41 Yee grid 
(from Yee [23]) 
 
Other orientations beyond the above lattice are applicable to other geometries 
(spherical, cylindrical, etc.) and is found in literature.  The rectangular compact 
waveguide is very compatible with the Yee geometry and will be used exclusively in this 
paper.  We will detail the geometry specifics after the difference equations are defined. 
We are interested in the waveguide modes.  The key assumption is that the modes 
should not be dependent on the location in the z-direction.  We assume that the 
waveguide in the z-direction is uniform so the 
1
𝜕𝑧
 terms experience zero change.  This is 
not a statement that the wave does not propagate in the z-direction just that the z-
direction has a uniform structure and its change is zero. 
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Figure 42 The CWG is constant along the Z-direction. The partial 𝜕𝑧 term is zero which results in the reduction of 
the expanded Maxwell equations. 
 
𝜕𝐻𝑥
𝜕𝑡
= −
1
𝜇0𝜇𝑟
(
𝜕𝐸𝑧
𝜕𝑦
−
𝜕𝐸𝑦
𝜕𝑧
+ (𝑀𝑠𝑜𝑢𝑟𝑐𝑒𝑥 + 𝜎
∗𝐻𝑥))
= −
1
𝜇0𝜇𝑟
(
𝜕𝐸𝑧
𝜕𝑦
+ (𝑀𝑠𝑜𝑢𝑟𝑐𝑒𝑥 + 𝜎
∗𝐻𝑥)) 
(47) 
𝜕𝐻𝑦
𝜕𝑡
=
1
𝜇0𝜇𝑟
(
𝜕𝐸𝑧
𝜕𝑥
−
𝜕𝐸𝑥
𝜕𝑧
− (𝑀𝑠𝑜𝑢𝑟𝑐𝑒𝑦 + 𝜎
∗𝐻𝑦))
=
1
𝜇0𝜇𝑟
(
𝜕𝐸𝑧
𝜕𝑥
− (𝑀𝑠𝑜𝑢𝑟𝑐𝑒𝑦 + 𝜎
∗𝐻𝑦)) 
(48) 
𝜕𝐻𝑧
𝜕𝑡
= −
1
𝜇0𝜇𝑟
(
𝜕𝐸𝑦
𝜕𝑥
−
𝜕𝐸𝑥
𝜕𝑦
− (𝑀𝑠𝑜𝑢𝑟𝑐𝑒𝑧 + 𝜎
∗𝐻𝑧)) 
(49) 
𝜕𝐸𝑥
𝜕𝑡
= 𝜂0𝜂𝑟 (
𝜕𝐻𝑧
𝜕𝑦
−
𝜕𝐻𝑦
𝜕𝑧
) = 𝜂0𝜂𝑟 (
𝜕𝐻𝑧
𝜕𝑦
− (𝐽𝑠𝑜𝑢𝑟𝑐𝑒𝑥 + 𝜎𝐸𝑥)) 
(50) 
𝜕𝐸𝑦
𝜕𝑡
= −𝜂0𝜂𝑟 (
𝜕𝐻𝑧
𝜕𝑥
−
𝜕𝐻𝑥
𝜕𝑧
) = −𝜂0𝜂𝑟 (
𝜕𝐻𝑧
𝜕𝑥
− (𝐽𝑠𝑜𝑢𝑟𝑐𝑒𝑦 + 𝜎𝐸𝑦)) 
(51) 
𝜕𝐸𝑧
𝜕𝑡
= 𝜂0𝜂𝑟 (
𝜕𝐻𝑦
𝜕𝑥
−
𝜕𝐻𝑥
𝜕𝑦
− (𝐽𝑠𝑜𝑢𝑟𝑐𝑒𝑧 + 𝜎𝐸𝑧)) 
(52) 
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TM mode equations: 
𝜕𝐻𝑥
𝜕𝑡
= −
1
𝜇0𝜇𝑟
(
𝜕𝐸𝑧
𝜕𝑦
+ (𝑀𝑠𝑜𝑢𝑟𝑐𝑒𝑥 + 𝜎
∗𝐻𝑥)) 
(53) 
𝜕𝐻𝑦
𝜕𝑡
=
1
𝜇0𝜇𝑟
(
𝜕𝐸𝑧
𝜕𝑥
− (𝑀𝑠𝑜𝑢𝑟𝑐𝑒𝑦 + 𝜎
∗𝐻𝑦)) 
(54) 
𝜕𝐸𝑧
𝜕𝑡
= 𝜂0𝜂𝑟 (
𝜕𝐻𝑦
𝜕𝑥
−
𝜕𝐻𝑥
𝜕𝑦
− (𝐽𝑠𝑜𝑢𝑟𝑐𝑒𝑧 + 𝜎𝐸𝑧)) 
(55) 
 
TE mode equations: 
𝜕𝐻𝑧
𝜕𝑡
= −
1
𝜇0𝜇𝑟
(
𝜕𝐸𝑦
𝜕𝑥
−
𝜕𝐸𝑥
𝜕𝑦
− (𝑀𝑠𝑜𝑢𝑟𝑐𝑒𝑧 + 𝜎
∗𝐻𝑧)) 
(56) 
𝜕𝐸𝑥
𝜕𝑡
= 𝜂0𝜂𝑟 (
𝜕𝐻𝑧
𝜕𝑦
− (𝐽𝑠𝑜𝑢𝑟𝑐𝑒𝑥 + 𝜎𝐸𝑥)) 
(57) 
𝜕𝐸𝑦
𝜕𝑡
= −𝜂0𝜂𝑟 (
𝜕𝐻𝑧
𝜕𝑥
− (𝐽𝑠𝑜𝑢𝑟𝑐𝑒𝑦 + 𝜎𝐸𝑦)) 
(58) 
𝑴𝒔𝒐𝒖𝒓𝒄𝒆 and 𝑱𝒔𝒐𝒖𝒓𝒄𝒆 are included from the start of the formulation to avoid 
forcing the source in after the FDTD algorithm is completed.  These source terms which 
feed the main 𝑱 and 𝑴 terms in Faraday’s and Ampere’s laws will often be zero in initial 
analyses or in the case of the Compact Waveguide, 𝜎∗ = 0 in all cases.  It’s still included 
in the algorithm for completeness. 
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FDTD in two dimensions 
TM Mode: 
𝐸𝑧 |
𝑖−
1
2,𝑗+
1
2
𝑛+
1
2 = 𝐶𝑎(𝑚)𝐸𝑧|
𝑖−
1
2,𝑗+
1
2
𝑛−
1
2
+ 𝐶𝑏(𝑚) (𝐻𝑦|
𝑖,𝑗+
1
2
𝑛 − 𝐻𝑦|
𝑖−1,𝑗+
1
2
𝑛 + 𝐻𝑥|
𝑖−
1
2,𝑗
𝑛 − 𝐻𝑥|
𝑖−
1
2,𝑗+1
𝑛
− 𝐽𝑠𝑜𝑢𝑟𝑐𝑒𝑧|𝑖−12,𝑗+
1
2
𝑛 Δ)  
(59) 
 
𝐻𝑥 |
𝑖−
1
2,𝑗+1
𝑛+1 = 𝐷𝑎(𝑚)𝐻𝑥|
𝑖−
1
2,𝑗+1
𝑛
+ 𝐷𝑏(𝑚) (𝐸𝑧|
𝑖−
1
2,𝑗+
1
2
𝑛+
1
2 − 𝐸𝑧|
𝑖−
1
2,𝑗+
3
2
𝑛+
1
2 − 𝑀𝑠𝑜𝑢𝑟𝑐𝑒𝑥|𝑖−12,𝑗+1
𝑛+
1
2 Δ)  
(60) 
 
𝐻𝑦 |
𝑖,𝑗+
1
2
𝑛+1 = 𝐷𝑎(𝑚)𝐻𝑦|
𝑖,𝑗+
1
2
𝑛
+ 𝐷𝑏(𝑚) (𝐸𝑧|
𝑖+
1
2,𝑗+
1
2
𝑛+
1
2 − 𝐸𝑧|
𝑖−
1
2,𝑗+
1
2
𝑛+
1
2 − 𝑀𝑠𝑜𝑢𝑟𝑐𝑒𝑦|𝑖,𝑗+12
𝑛+
1
2 Δ)  
(61) 
 
%*********************************************************************** 
%     Update TM case in main grid 
%*********************************************************************** 
  
Hx=dahl.*Hx+dbhx.*(Ez(2:ib,2:jb)-Ez(2:ib,1:je)); 
  
Hy=dahy.*Hy+dbhy.*(Ez(2:ib,2:jb)-Ez(1:ie,2:jb)); 
  
Ez(2:ie,2:je)=caez(2:ie,2:je).*Ez(2:ie,2:je)+...  
              cbez(2:ie,2:je).*(Hx(1:ie-1,2:je)-Hx(1:ie-1,1:je-1)+... 
                                Hy(2:ie,1:je-1)-Hy(1:ie-1,1:je-1)); 
Figure 43 TM Mode MATLAB FDTD implementation 
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TE Mode: 
𝐸𝑥 |
𝑖,𝑗+
1
2
𝑛+
1
2 = 𝐶𝑎(𝑚)𝐸𝑥|
𝑖,𝑗+
1
2
𝑛−
1
2
+ 𝐶𝑏(𝑚) (𝐻𝑧|𝑖,𝑗+1
𝑛 − 𝐻𝑧|𝑖,𝑗
𝑛 − 𝐽𝑠𝑜𝑢𝑟𝑐𝑒𝑥|𝑖,𝑗+12
𝑛 Δ)  
(62) 
 
𝐸𝑦 |
𝑖−
1
2,𝑗+1
𝑛+
1
2 = 𝐶𝑎(𝑚)𝐸𝑦|
𝑖−
1
2,𝑗+1
𝑛−
1
2
+ 𝐶𝑏(𝑚) (𝐻𝑧|𝑖−1,𝑗+1
𝑛 − 𝐻𝑧|𝑖,𝑗+1
𝑛 − 𝐽𝑠𝑜𝑢𝑟𝑐𝑒𝑦|𝑖−12,𝑗+1
𝑛 Δ)  
(63) 
 
𝐻𝑧 |𝑖,𝑗+1
𝑛+1 = 𝐷𝑎(𝑚)𝐻𝑧|𝑖,𝑗+1
𝑛
+ 𝐷𝑏(𝑚) (𝐸𝑥|
𝑖,𝑗+
3
2
𝑛+
1
2 + 𝐸𝑥|
𝑖,𝑗+
1
2
𝑛+
1
2 + 𝐸𝑦|
𝑖+
1
2,𝑗+1
𝑛+
1
2 − 𝐸𝑦|
𝑖+
1
2,𝑗+1
𝑛+
1
2
− 𝑀𝑠𝑜𝑢𝑟𝑐𝑒𝑦|𝑖,𝑗+1
𝑛+
1
2 Δ)  
(64) 
 
%*********************************************************************** 
%     Update electric fields (EX and EY) in main grid 
%*********************************************************************** 
  
ex(:,2:je)=caex(:,2:je).*ex(:,2:je)+... 
           cbex(:,2:je).*(hz(:,2:je)-hz(:,1:je-1)); 
  
ey(2:ie,:)=caey(2:ie,:).*ey(2:ie,:)+... 
           cbey(2:ie,:).*(hz(1:ie-1,:)-hz(2:ie,:)); 
  
%*********************************************************************** 
%     Update magnetic fields (HZ) in main grid 
%*********************************************************************** 
  
hz(1:ie,1:je)=dahz(1:ie,1:je).*hz(1:ie,1:je)+...  
              dbhz(1:ie,1:je).*(ex(1:ie,2:jb)-ex(1:ie,1:je)+... 
                                ey(1:ie,1:je)-ey(2:ib,1:je)); 
Figure 44 TE Mode MATLAB FDTD implementation 
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The 3D case is not necessary in the analysis of this waveguide.  The z-direction of 
this waveguide is unchanged between the input and output terminals.  This allows for the 
simplification of the coupled equations by observing that all terms with a derivative in the 
z-direction (eg, there isn’t a change) are set to zero shown crossed out and simplified 
below. 
𝜕𝐻𝑥
𝜕𝑡
= −
1
𝜇0𝜇𝑟
(
𝜕𝐸𝑧
𝜕𝑦
−
𝜕𝐸𝑦
𝜕𝑧
) = −
1
𝜇0𝜇𝑟
(
𝜕𝐸𝑧
𝜕𝑦
) 
(65) 
𝜕𝐻𝑦
𝜕𝑡
=
1
𝜇0𝜇𝑟
(
𝜕𝐸𝑧
𝜕𝑥
−
𝜕𝐸𝑥
𝜕𝑧
) =
1
𝜇0𝜇𝑟
(
𝜕𝐸𝑧
𝜕𝑥
) 
(66) 
𝜕𝐻𝑧
𝜕𝑡
= −
1
𝜇0𝜇𝑟
(
𝜕𝐸𝑦
𝜕𝑥
−
𝜕𝐸𝑥
𝜕𝑦
) 
(67) 
𝜕𝐸𝑥
𝜕𝑡
= 𝜂0𝜂𝑟 (
𝜕𝐻𝑧
𝜕𝑦
−
𝜕𝐻𝑦
𝜕𝑧
) = 𝜂0𝜂𝑟 (
𝜕𝐻𝑧
𝜕𝑦
− 𝐽𝑥) 
(68) 
𝜕𝐸𝑦
𝜕𝑡
= −𝜂0𝜂𝑟 (
𝜕𝐻𝑧
𝜕𝑥
−
𝜕𝐻𝑥
𝜕𝑧
) = −𝜂0𝜂𝑟 (
𝜕𝐻𝑧
𝜕𝑥
− 𝐽𝑦) 
(69) 
𝜕𝐸𝑧
𝜕𝑡
= 𝜂0𝜂𝑟 (
𝜕𝐻𝑦
𝜕𝑥
−
𝜕𝐻𝑥
𝜕𝑦
− 𝐽𝑧) 
(70) 
 
The transformation to a 2D set of equations produces two orthogonal sets called 
the TE (in blue) and TM (in green) modes of propagation. 
 
TM mode equations: 
𝜕𝐻𝑥
𝜕𝑡
= −
1
𝜇0𝜇𝑟
(
𝜕𝐸𝑧
𝜕𝑦
) 
(71) 
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𝜕𝐻𝑦
𝜕𝑡
=
1
𝜇0𝜇𝑟
(
𝜕𝐸𝑧
𝜕𝑥
) 
(72) 
𝜕𝐸𝑧
𝜕𝑡
= 𝜂0𝜂𝑟 (
𝜕𝐻𝑦
𝜕𝑥
−
𝜕𝐻𝑥
𝜕𝑦
− 𝐽𝑧) 
(73) 
 
TE mode equations: 
𝜕𝐻𝑧
𝜕𝑡
= −
1
𝜇0𝜇𝑟
(
𝜕𝐸𝑦
𝜕𝑥
−
𝜕𝐸𝑥
𝜕𝑦
) 
(74) 
𝜕𝐸𝑥
𝜕𝑡
= 𝜂0𝜂𝑟 (
𝜕𝐻𝑧
𝜕𝑦
− 𝐽𝑥) 
(75) 
𝜕𝐸𝑦
𝜕𝑡
= −𝜂0𝜂𝑟 (
𝜕𝐻𝑧
𝜕𝑥
− 𝐽𝑦) 
(76) 
5.2.1 Yee Algorithm 
Yee’s algorithm to apply the FDTD required the following steps [23] [24]: 
• Replace the derivatives in Ampere’s and Faraday’s laws with finite differences 
• Discretize both space and time into non-overlapping points.  Eg, components of 
any field type shall not occupy the same special coordinate. 
• The algorithm shall calculate each point separately in time and not all at once 
(linear algebra can’t solve the entire node space all at once) 
• Evaluate both the electric and magnetic fields one time step into the future to 
provide a temporal boundary condition 
• Repeat the time steps until the users desired conditions are met 
The application of the Yee algorithm can be seen below in the MATLAB code 
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%*********************************************************************** 
%     Update electric fields (EX and EY) in main grid 
%*********************************************************************** 
  
ex(:,2:je)=caex(:,2:je).*ex(:,2:je)+... 
           cbex(:,2:je).*(hz(:,2:je)-hz(:,1:je-1)); 
  
ey(2:ie,:)=caey(2:ie,:).*ey(2:ie,:)+... 
           cbey(2:ie,:).*(hz(1:ie-1,:)-hz(2:ie,:)); 
  
%*********************************************************************** 
%     Update magnetic fields (HZ) in main grid 
%*********************************************************************** 
  
hz(1:ie,1:je)=dahz(1:ie,1:je).*hz(1:ie,1:je)+...  
              dbhz(1:ie,1:je).*(ex(1:ie,2:jb)-ex(1:ie,1:je)+... 
                                ey(1:ie,1:je)-ey(2:ib,1:je)); 
Figure 45 Main FDTD update equations 
 
  
Figure 46 Curl Coefficient-based grid. The FDTD grid is generated from different sets of coefficients mapping 
𝐸𝑥, 𝐸𝑦 , 𝐻𝑥, 𝐻𝑦.  The input to the FDTD was modified to accept physical dimensions of a structure and the algorithm 
transformed the component coordinates to grid-space and applied a scaling factor for the smallest dimension of the 
structure. The figure on the left is scale=1 where the smallest dimension is the latch width so the grid is generated that 
has at least 1 node across the width of the latch.  The figure on the right is scale=3 though the algorithm rounds up so 
there are 4 nodes across the latch. 
 
Schneider’s [24] art representing the cell indices are in Figure 47 through Figure 
49 below.  These figures represent the Yee cube well for each layer.  The TE and TEM 
cells are actually separated in the Z-direction even though this is a 2D FDTD.  This 
construct can carry over to a 3D FDTD more easily when treating these two as separate 
layers. 
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Figure 47 TM Mode cell 
(from Schneider [24]) 
 
Figure 48 TE Mode cell 
(from Schneider [24]) 
 
 
Figure 49 Combined TM and TE Modes cell 
(from Schneider [24]) 
 
The grid needs to be properly set with PEC material prior to running the update 
equations.  A separate algorithm was implemented to perform this step automatically.  
Figure 46 above was generated with the cell boundary mapping in Figure 50 and  
Figure 51 in mind. 
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Figure 50 TE Mode cell boundary mapping 
(from Schneider [24]) 
 
 
Figure 51 TM Mode cell boundary mapping 
(from Schneider [24]) 
 
5.3 FDTD Results 
The figures below present the results of the FDTD output.  The output of the 
FDTD results are overlaid on the actual CWG measurements in 6.7 Successful CWG 
Measurements on page 104. 
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Figure 52 TE Mode FDTD analysis 
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Figure 53 TE Mode FDTD analysis 
 
 
Figure 54 TM Mode FDTD analysis 
 
5.4 Comparison to Hollow Waveguide 
The 2D FDTD assumes that the wave being fed is properly injected into the 
waveguide.  The 2D case lack, by design any effect that a misplaced connector within the 
waveguide provides.  The 2D FDTD will describe where the resonances are within the 
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waveguide but the magnitude of each of the references are not going to be usable to 
describe the proper location of a connector or how different frequencies within the 
bandwidth will attenuate since the fixed connector position doesn’t adjust for the change 
in frequency. 
A hollow waveguide with the same 9.0mm by 3.6mm will be used to illustrate 
both how much the CWG shifts the operating frequency but also how much a connector 
position effects waveguide performance.  The expected lowest cutoff for a hollow 
waveguide 9.0 × 3.6𝑚𝑚 is 16.6GHz calculated from Eqn (13).  All four S-parameters 
for this hollow rectangular waveguide are plotted in Figure 55 below.  The connector for 
this waveguide was at 13.59mm from either end or approximately 
𝜆
2
 distance away from 
the ends of a 10GHz signal (the distance isn’t exactly 
𝜆
2
 but the optimized distance 
calculated from simulations described later in this paper).  The first center frequency 
occurs at 17.74GHz which is not an acceptable center frequency since the modeled 
bandwidth is still over 1GHz from the calculated cutoff. 
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Figure 55 HFSS Simulation of rectangular hollow waveguide with connectors at the same position as CWG 
(13.49mm from ends) 
 
A connector spacing of 
𝜆
2
 was simulated (not shown) but the first operating 
bandwidth was still 0.75GHz away from the calculated value. 
Figure 56 and Figure 57, below, show the HFSS simulation of a connector 
𝜆
4
 (of 
16.6GHz) where the first operating bandwidth occurs close to the 16.6GHz value for the 
waveguide.  The poor response can be explained by the fact that the same connector 
diameter and vertical position was maintained throughout.  The objective here was to 
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Figure 56 HFSS Simulation of rectangular hollow waveguide with connectors at 1 quarter wavelength from 
ends based on predicted 16.6GHz minimum cutoff. 
 
Figure 57 15-20GHz zoomed in HFSS simulation of Figure 56 
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highlight the effect that the flanges within the CWG have on in reducing the operational 
bandwidth of the waveguide from a hollow waveguide of the same size and also to point 
out that a 2D FDTD doesn’t explain the behavior of the full waveguide system.  Still, the 
2D FDTD calculations took less than 10 seconds to execute and evolving/modifying the 
code is quick work on that timescale.  Juxtaposed to the HFSS simulator for the hollow 
waveguide of 30 minutes and nearly 2 hours for the compact waveguide.  HFSS details 
on the CWG are presented later in this paper. 
 
5.5 Harrington Derivation and Sarkar Variant 
An algorithm to analyze a potential within a 2-dimentional region was proposed 
by Roger Harrington et al. in 1969, updated in 1985 by Ercument Harvis et al., again by 
Jalel Rejeb et al. in 1995, and again by Mahesh Balagangadhar et al. in 1998.  The basic 
algorithm calculates a potential contained within an arbitrary shape of a continuous 
smooth closed boundary from the moment method.  The moment method provides the 
solution using a step approximation or linear-piecewise approximation of the source, 
surface boundary, and the region contained within the boundary.  Applications of the 
original 1969 Harrington paper and improvements to the algorithm are presented as a 
possible application to the complex structure of this paper’s folded wave guide.  Some 
limitations of the current updated algorithm are discussed, and possible improvements 
suggested to adapt the algorithm to the current and future designs. 
Incidentally, three papers are works developed at Syracuse University, Syracuse 
NY, where Harvis 1985 was work under a Naval Research Laboratory (NRL) contract.  
Though E. Harvis did join Syracuse University immediately following the NRL work. 
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The problem formulation starts with an arbitrary 2-dimentional cross section of 
shape, shown in Figure below on the x and y axis.  The shape is assumed to be infinite in 
the +/-z direction as to allow the partial derivative of z to be zero and simplify the 
solution as in the FDTD case. 
 
 
 
In the FDTD formulation we solved the set of equations by constructing a Yee 
grid, constructing a set of difference equations, and solving for each increment step of 
time.  The Fourier transform was calculated over a sufficiently large set of time.  The 
Harrington Moment of Method formulation allows the set of resonant frequencies to be 
calculated by solving for the Eigenfunctions and Eigenvalues. 
  
𝑥 
𝑦 
𝑛 𝑢 
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Three main Harrington algorithm evolutions were developed from 1969 through 
1998: 
• Laplacian Potentials 
• Poisson Potentials 
• Helmholtz Potentials. 
The final evolution of the Harrington algorithm is developed so that all three 
potential types are available. 
Laplace’s equation is given by: 
∇2ϕh = 0 (77) 
Poisson’s equation is given by:  
∇2ϕh =
𝑞𝑁
𝜖
=
𝜌𝑣
𝜖
 
(78) 
where 𝜌𝑣 is the volume charge density within a region.  Both potentials in either 
the Laplace and Poisson equations are referred to as 𝜙ℎ, a homogeneous equations. 
An additional term, the particular integral, is provided with a Green’s function 
∇2𝜙𝑝 = 𝐺(𝑥, 𝑦) (79) 
and used to solve the partial differential equation. 
Both the Laplace and Poisson equations are related to the wavefunction by 
𝜓 = 𝜙𝑝 + 𝜙ℎ (80) 
Two generalized solutions to 𝜓 are the Dirichlet and Neumann conditions.  The 
Dirichlet condition is  
𝜓 = 𝛾 (81) 
and Neumann condition is 
68 
𝜕𝜓
𝜕𝑛
= 𝛾 
(82) 
and combined into a common expression as 
𝛼𝜓 + 𝛽
𝜕𝜓
𝜕𝑛
= 𝛾 
(83) 
where 𝛼, 𝛽, and 𝛾 are spatial functions which are known.  𝛼 and 𝛽 can either be 
any combination of 1 or 0 to produce a mixed or pure condition of the two.  𝛾 is generally 
equal to 0 while evaluating either TE or TM modes. 
The general solution to the Helmholtz equation is: 
∇2𝜓 + 𝑘2𝜓 = 𝐹 (84) 
where 𝜓 is wave function and 𝑘 is the wavenumber, 𝑘 =
2𝜋
𝜆
= 𝜔√𝜖𝜇, or in terms 
of rectangular coordinates 
∇2𝜓(𝑥, 𝑦) + 𝜆(𝑥, 𝑦)𝜓(𝑥, 𝑦) = 𝐹(𝑥, 𝑦) (85) 
Rejeb et al [5] introduced the Helmholtz formulation as the overarching solution 
to the original Harrington [2] paper where the Helmholtz equation could be reduced to 
either the Poisson or Laplace set of solutions through coefficients. Balagangadhar [6] 
summarized this well and is presented in Table 2 below. 
General Equation TM Equation TE Equation 
∇2𝜓 + 𝑘2𝜓 = 𝐹 ∇2𝜓 + 𝑘2𝜓 = 𝐹 ∇2𝜓 + 𝑘2𝜓 = 𝐹 
𝜓 𝐸𝑧 𝐻𝑧 
𝜆 𝜔2𝜇𝜀 − 𝑘𝑧
2 𝜔2𝜇𝜀 − 𝑘𝑧
2 
𝐹 0 0 
𝛼𝜓 + 𝛽
𝜕𝜓
𝜕𝑛
= 𝛾 
𝐸𝑧 = 0 𝜕𝐻𝑧
𝜕𝑛
= 0 
𝛾 0 0 
Table 2 General, TM, and TE formulations 
 
TE modes and Dirichlet conditions are formulated when 𝛼 = 1 and 𝛽 = 0. 
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TM modes and Neumann conditions are formulated when 𝛼 = 0 and 𝛽 = 1. 
The wavefunction is calculated two integral equations for 𝜙𝑝 and 𝜙ℎ. 
𝜙ℎ(𝑥, 𝑦) =
1
2𝜋
∫ 𝜎(𝑥′, 𝑦′) ln (
𝑘
√(𝑥 − 𝑥′)2 + (𝑦 − 𝑦′)2
) 𝑑𝑙′
𝐶
 
(86) 
 
𝜙𝑝(𝑥, 𝑦) =
1
2𝜋
∫ ∫ G(𝑥′, 𝑦′)ln (
𝑘
√(𝑥 − 𝑥′)2 + (𝑦 − 𝑦′)2
)
𝑅
 𝑑𝑥′𝑑𝑦′ 
(87) 
The method of moments is applied to Eqns (44) and (45) to discretize and solve.  
The formulation is not provided here but are solved in detail in both Harrington [2] and 
Rajeb [5].  Summarizing Balagangadhar [6] for efficiency the method of moment 
equations produce 
[𝐴] ∙ [𝜓𝑖] = [𝐵] (88) 
and broken down into 
[𝐴] = ([𝑝𝑗𝑖][𝑙𝑗𝑖]
−1
[𝑏𝑗𝑖] − [𝑞𝑗𝑖]) [𝜆𝑖] + [𝐼] 
(89) 
[𝐵] = [𝑝𝑗𝑖][𝑙𝑗𝑖]
−1
[𝛾𝑗] + ([𝑝𝑗𝑖][𝑙𝑗𝑖]
−1
[𝑏𝑗𝑖] − [𝑞𝑗𝑖]) [𝐹𝑖] 
(90) 
The two matrices [𝑙𝑗𝑖] and [𝑏𝑗𝑖] are discretizations of the general form 𝛼𝜓 + 𝛽
𝜕𝜓
𝜕𝑛
 
or 
𝑙𝑗𝑖 = 𝛼𝑐𝑖 + 𝛽
𝜕𝑐𝑖
𝜕𝑛
 
(91) 
𝑏𝑗𝑖 = 𝛼𝑐𝑖 + 𝛽
𝜕𝑎𝑖
𝜕𝑛
 
(92) 
The values are referenced to the center point of subcontours or the subregions 
respectively. 
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The values for 𝑐𝑖 and 𝑎𝑖 are the evaluation of the two integral equations above.  
Specifically 
𝑐𝑖(𝑥, 𝑦) = ∫ ln (
𝑘
√(𝑥 − 𝑥′)2 + (𝑦 − 𝑦′)2
) 𝑑𝑙′
Δ𝐶𝑖
 
(93) 
and  
𝑎𝑖 =
1
2𝜋
∫ ∫ 𝑙𝑛 (
𝑘
√(𝑥 − 𝑥′)2 + (𝑦 − 𝑦′)2
) 𝑑𝑥′𝑑𝑦′
𝛥𝑅𝑖
 
(94) 
The integral for 𝑎𝑖 was solved by hand in [5] - [3] as computational speed was a 
goal of each of the two papers, certainly more so in 1969 than 1995 and 1998.  However, 
this integral can be solved rapidly through any number of numerical techniques on 
modern desktop computers.  The final version in 1998 [6] cited 16-18s to solve 100+ 
modes in each of 3 different hollow waveguides with good numerical matching between 
measured and calculated.  The speed is maximized by pre-computing the integral 
however it makes for highly coupled software that must be recomputed when the 
application of the algorithm changes as shall be highlighted below. 
Figure 58 below illustrates the discretization of the waveguide boundaries.  The 
reference point for each of the matrix values is the center point of each of the boundary 
subsections. 
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Figure 58 Simple waveguide with segmented boundaries 
 
The contour integral discretized into 𝑐𝑗𝑖 is illustrated in Figure 59 below.  The 
illustration shows that the calculation of the surface integral goes along the surface even 
though the references cut across the region.  While this should be obvious, it’s 
highlighted here to juxtapose a limitation on this algorithm. 
If a structure or a change in boundary is applied to the simple waveguide as in 
Figure 60 below, the contour integral is unchanged and the algorithm still follows the 
path along the perimeter even though the direct path cuts across structure.  The integral is 
based on 𝑑𝑙′ and not 𝑑𝑥′𝑑𝑦′.  Again, this is as expected. 
Side 2 (𝛼2, 𝛽2, 𝛾2) 
Side 3 
(𝛼3, 𝛽3, 𝛾3) 
EPSR 
Side 4 (𝛼4, 𝛽4, 𝛾4) 
Side 1 
(𝛼1, 𝛽1, 𝛾1) 
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Figure 59 Surface integral around a simple waveguide 
 
 
Figure 60 Simple waveguide notch (contour integral) 
 
In order to solve for the matrix 𝑐𝑗𝑖 the waveguide is discretized into regions within 
the waveguide.  These could be any size regions and not necessarily uniform sized as the 
Side 3 
(𝛼3, 𝛽3, 𝛾3) 
EPSR 
Side 4 
(𝛼4, 𝛽4, 𝛾4) 
Side 1 
(𝛼1, 𝛽1, 𝛾1) 
… 
𝑉(1) 
𝑉(𝑁) 
… 
… 
Side 2 (𝛼2, 𝛽2, 𝛾2) 
EPSR 
… 
𝑉(1) 
𝑉(𝑁) 
… 
… 
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integral is referenced to 𝑑𝑥′𝑑𝑦′ and the logarithmic function will reference the center 
point of each region.  The region size will be adjusted smaller when seeking precisions as 
large discretization will not be sufficient.  This integral computes the influence that a 
source has on every region.  The influence decays logarithmically. 
A problem arises when a structure or boundary is in between the source and field 
boundaries as illustrated in Figure 62 below.  When there is a structure in between the 
vector connecting the two region’s CenterPoint the given logarithmic influence is no 
longer valid.  The algorithm still computes the influence as if the new obstruction is not 
there.  The calculations between the two examples are equivalent and further details 
cannot be crafted in the current state. 
 
Figure 61 Simple waveguide discretized into subregions 
 
 
EPSR 
𝑎𝑀  
…
𝑎1 
𝑎2 
…
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Figure 62 Simple waveguide notch (region integral) 
 
A key desire to use the Harrington/Rejeb algorithm for the CWG is the ability to 
calculate the operating frequencies of the CWG via Eigenvalue/Eigenvector analysis.  
The solution was formulated such that  
𝜆 = 𝜔2𝜇𝜀 − 𝑘𝑧
2 (95) 
Solving for the frequency of the Helmholtz equation is det[𝐴] which is a function 
of 𝑘𝑧.  Solving for det[𝐴] = 0 will solve for the roots that produce 𝑘𝑧.  These roots are 
the Eigenvectors of [𝐴].  This work is evaluated in [6] and yield 
𝑘𝑧
𝑖 = √𝜔2𝜇𝜀 +
1
𝐸𝑉𝑖
[𝑍]
 
(96) 
for (𝑘𝑍
𝑖 )
2
> 0 which are propagating modes and  
𝑘𝑧
𝑖 = √−𝜔2𝜇𝜀 −
1
𝐸𝑉𝑖
[𝑍]
 
(97) 
for (𝑘𝑍
𝑖 )
2
< 0 which are the non-propagating modes. 
However the current formulation does not generate solutions applicable to the 
CWG. 
EPSR 
𝑎𝑀  
…
𝑎1 
𝑎2 
…
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Fortunately there are two applicable paths to overcome this limitation that can be 
applied to future work: ray tracing and Schwarz-Christoffel mapping.  Both of these 
approaches require an abstracted solution to the Harrington and Rejeb formulation by 
avoiding ‘hard-coded’ solutions into the algorithm steps.  The implementation into 
software will abstract each of the steps so that either of these two methods can be applied 
5.5.1 Ray Tracing 
The ray tracing was started but quickly abandoned in favor of the FDTD approach 
due to the need to create all of the subfunctions, abstract the algorithm, and apply the 
solution.  It’s quickly presented here as a possible improvement to the algorithm. 
Ray tracing is a series of independent aggregate steps which produces the total 
amount of information at an observation point from the source(s).  The Harrington/Rejeb 
algorithm is referenced to the source point rather than the field point and is mentioned 
here to avoid confusion during this discussion. 
Referencing Figure 63 below the source is located in the bottom left of the 
waveguide and the observation region in this discussion is in the upper right hand corner 
where the rays are traveling to.  The solid ray is the calculation done in the base 
Harrington/Rajeb algorithm.  A simplest implementation of ray tracing would be to 
remove any ray that doesn’t have a direct path from source to observation.  In this case 
this ray would be removed.  This removal algorithm is a fundamental function in a ray 
tracing suite.  If the observation point could see the source then the logarithmic function 
would still operate on the total distance the ray traveled from source to observation point. 
The next most basic ray tracing function is reflection from a perfect reflector.  In 
this case that perfect reflector is the PEC boundary.  The increase in complexity here is 
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the addition of reflection properties, the application of the internal geometry, and the 
truncation of the calculation when a projected ray takes too long of a path to get from the 
source to the observation point.  The properties of the surface are operators which ‘color’ 
or attenuate the ray on every reflection.  For a PEC, there would be no attenuation.  For a 
rough surface condition attenuation would be proportional to the RMS surface roughness 
(see Waveguide Surface Roughness).  In graphic ray tracing the ray changes color based 
on the color of the ray and the color of the surface.  This trait extends to the example here 
though attenuation relates to “brightness” rather than “color” in application.  In order to 
find all possible reflections from the source to the observation node the node observation 
angle is swept a full 360 degrees to count an observation and the distance a ray would 
travel for each look angle should a solution exist.  This is a basic halting problem in 
computer science where the fact of a solution to each look angle is unknown so a 
termination must be added to this calculation, eg if the total number of reflections 
exceeds some value or the total distance traveled without finding the source exceeds a 
certain value 0 is the value.  This adds complexity to the algorithm but capability for 
different surface properties is added to the algorithm. 
The last ray tracing function discussed here is media properties.  Eg the 
application of either a homogenous, layered, or other non-uniform layers with various 𝜇 
and 𝜀.  This allows analysis of different and non-uniform dielectric medium as an 
operator to the ray rather than a new formulation of highly coupled Method of Moments 
coefficients. 
Ray tracing algorithms are highly documented and would only be a time 
consuming programming work rather than a research project. 
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Figure 63 Waveguide with a notch and a simple ray trace 
 
5.5.2 Schwarz-Christoffel Mapping 
Schwarz-Christoffel mapping is a method to transform a closed polygon in 
Riemann, ℜ, space to the complex 𝑍 plane, specifically on the upper half of the complex 
plane (eg, 𝑦 > 0 𝑜𝑟 + 𝑖 values).  This mapping is a conformal technique that preserves 
angles locally.  Figure 64 below illustrates a general problem. 
 
Figure 64 Schwarz-Christoffel mapping 
(from Schwarz-Christoffel Toolbox for MATLAB) 
 
Schwarz-Christoffel (SC) conformal mapping has been applied to DARPA 3D 
MERFS micro coaxial solutions [25] (Figure 65 below)though the micro coaxial problem 
is slightly more complex than the CWG.  Specifically the CWG is an example of a 
EPSR 
𝑎𝑀  
𝑎1 
𝑎2 
…
𝐹 
𝐹′ 
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simply connected polygon region in that there is a single closed boundary.  Coaxial lines 
are doubly connected polygon regions where an outer closed boundary surrounds an inner 
closed boundary (the center coax region).  The transformation between ℜ space and the 𝑍 
plane for a simply connected polygon is given by [1] 
𝑑𝑤
𝑑𝑧
= ∏(𝑍 − 𝑥𝑖)
−𝛼𝑖
𝑁
𝑖=1
 
(98) 
where 𝛼𝑖 is the exterior angle for each polygon point and 𝑥𝑖 are real numbers. 
 
 
Figure 65 Mapping to/from Z and W plane 
(from [25]) 
 
Figure 66 below is an example given in the MATLAB SC toolbox that resembles 
the CWG less one fold.  The output of a SC conformal mapping is a set of subregions 
over the span of the interior of the polygon region. 
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Figure 66 Simply connected polygon region 
(from Schwarz-Christoffel Toolbox for MATLAB) 
 
The Schwarz-Christoffel mapping should be able to provide an extensible analysis 
path to multiple CWG configurations and provide a simpler implementation of the 
Harrington/Rajeb algorithms without requiring a large refactor of the software. 
Conformal mapping was applied by [22] in order to solve the Helmholtz equation 
and associated Eigenvalues on a ribbed waveguide illustrated in Figure 67 below.  This 
mapping transforms a complex space (Figure 67b) into a non-complex (Figure 67a) and 
visa-versa.  There is an higher initial computation cost than that of FEM for the same 
problem but the FEM CPU-time growth is faster than that of conformal mapping in this 
problem.  Additionally the mapping to a simplified geometry results in approximately 4 
times the reduction in memory, again after an initial memory cost of storing the mapping 
function.  The applicability to the CWG appears to be a reasonable fit when considering 
both Figure 66 and Figure 67. 
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Figure 67 A ribbed waveguide with physical dimensions shown in (b) and (c).  The S-C mapping transforms the 
physical space to a memory-uniform space in (a).  The S-C mapping transforms (a) to (b) and visa versa [22]. 
 
 
Figure 68 The computational metrics from illustrate similar CPU times but a drastic reduction of memory when 
using Conformal Mapping (HPM) as compared to FEM.  The CPU times show an initial burden placed on the 
mapping calculation for conformal mapping but the overall computation time scales more favorably than FEM 
(from [22]) 
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5.6 Waveguide Surface Roughness 
Rough surface estimation has been calculated and well documented as early as the 
twentieth century.  Each model is based on a different set of simplification assumptions, 
frequency of waves, and distribution of waves.  The earliest approximations were first 
order and designed to be calculated by hand or simple computer models.  The goal of 
each model is to correctly predict the properties of the scattered wave in all directions to 
be able to describe the scattering coefficient of the target on a given background.  
Increase in computing power and need for a broadband accurate model allow for a more 
thorough statistical analysis of each model.  The quantitative analysis of this paper will 
analyze the benefits of the more common models and compare them to the Numerical 
Algorithm Using Wavelets (NAW) approximation 
The basic rough surface problem is a wave, incident on a target, is scattered by a 
wavelength significant background which introduces noise into the measured reflected 
wave.  This target background combination is applicable to a microscopic target in a 
scanning-electron microscope or to an airborne radar looking for a ship on the open 
ocean.  The incident wave reflects and is scattered by the background surface in addition 
to the target subject.  The measured wave can either be in the backscatter, or -k direction, 
or in an off angle, or bi-static measurement.  The typical configuration in spherical 
coordinates is described in Figure 69 below. 
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Figure 69 Raleigh Criterion 
 
The description of a rough surface in the previous section alluded to the 
assumptions made by rough surface estimation techniques.  The background is assumed 
to be a uniformly distributed series of waves that is predictable using common statistical 
distribution, such as Gaussian.  Each model can be described a background with any type 
of distribution, however the assumptions and limits assumed in the creation of each 
approximation model will bound its usefulness to the distribution type it was designed 
against. 
Before starting on the description of the models, it is important to note that the 
reference to high and low frequencies throughout this document and the referenced 
models refer to the relationship between the incident wave and the surface.  A high 
frequency surface, for example illustrates that the incident plane wave is of a lower 
frequency than the described surface.  The opposite is true for a low frequency surface. 
A surface that is the target for a stream of light will have a certain reflective 
properties.  Although the amount of reflectance (R) or transmittance (1-R) is important to 
the system, the focus will be to describe how and where the light is reflected. 
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A surface is said to be completely specular if one hundred percent of the incident 
light is reflected at the reciprocal angle to the normal of the surface plane.  Meaning that 
an observer on an opposite side and equal angle of the surface’s normal would see all of 
the light reflected off of the surface from the source.  This observation is independent of 
the source’s beam width, which will require a larger lens at the observer’s position to 
observe all of the light.  The description of this system (source, reflective surface, 
target/receiver) is described by Snell’s law.  This description remains true even if the 
general surface is curved in which case the system is still described by Snell’s law and 
the corollary lens equations. 
However if the surface has texture that will interact with the wavelength of light 
transmitted by the source, the light is then reflected as defined by the incident angle of 
light to the texture angle rather than to the global surface.  The resulting reflected light 
contains an array of paths that is described by the sum of the angles within the texture of 
the surface centered around the reflected angle of the specularly described surface.  This 
rather straight forward description of a rough surface is the source for a multitude of 
different assumptions and techniques in calculating the final solution to the system over 
the last one hundred years. 
Raleigh has also described criteria to define a rough surface.  Raleigh used a flat 
surface that contains has a certain local maximum and local minimum surface height.  He 
described this surface delta as h, see Figure 3.2.  Using this difference in height, he 
calculated the phase difference of two collimated source light rays after reflecting off of 
the two different heights.  A surface that reflects light 180° out of phase from the same 
source is said to be rough.  This is the Raleigh Criteria for Rough Surfaces [26]. 
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Unfortunately surfaces reflecting light less than 180° also deform the final path 
from a specular surface.  Authors have also used varying degrees of the Raleigh Criteria 
to define rough surfaces.  Beckmann [26]  reduced the Raleigh Criteria to quarter 
wavelength increments to represent surfaces that are more realistically found in nature.  
The phase shift is descriptive for one particular incident angle.  A change in the incident 
angle will alter the phase change.  It also assumes that the two sub-surfaces are parallel 
resulting in parallel reflected rays.  Additionally the criteria doesn’t describe the 
interaction with the surfaces between the parallel surface.  However the Raleigh Criteria 
is an effective and straightforward way to describe part of the whole rough surface 
system. 
The definition of a rough surface is less important than the effects that is has.  In 
reality all surfaces will display a certain degree of roughness to them.  Definitions such as 
the Raleigh Criteria is an indicator to how much attention that a particular system needs 
to account for rough surface calculations.  Rough surfaces need not be included in a 
design of a backyard telescope or a police radar gun but it should be include in the 
Hubble Telescope or synthetic aperture radar. 
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5.6.1 Gaussian Distributed Surface 
1D Gaussian Surface 
𝑝(𝑍) =
1
√2𝜋𝜎
𝑒
−
(𝑧−𝑎)2
2𝜎2  
(99) 
Mean 
〈𝑍〉 = ∫ 𝑧 𝑝(𝑧)𝑑𝑧 = 𝑎 
(100) 
〈(𝑍 − 𝑎)2〉 = 𝜎2 
(101) 
〈𝑒−𝑗𝑞𝑧𝑧〉 = ∫ 𝑒−𝑗𝑘𝑧𝑧𝑝(𝑧)𝑑𝑥 = 𝑒−𝑞𝑧
2𝜎2 
(102) 
2D Gaussian Surface 
Λ = (
𝑣𝑎𝑟𝑍1(𝑥, 𝑦) 𝑐𝑜𝑣(𝑍1𝑍2)
𝑐𝑜𝑣(𝑍2𝑍1) 𝑣𝑎𝑟𝑍2(𝑥, 𝑦)
) = 𝜎2 (
1 𝜌
𝜌 1
) 
(103) 
𝑝(𝑍1, 𝑍2) =
1
2𝜋√|Λ|
𝑒
−
1
2Λ
(𝑍1𝑍2)(
𝑍1
𝑍2
)
=
1
2𝜋√1 − 𝜌2
𝑒
(𝑍1𝑍2)(
1 −𝜌
−𝜌 1
)(
𝑍1
𝑍2
)
2𝜎2(1−𝜌2)
=
1
2𝜋√1 − 𝜌2
𝑒
−
(𝑍1
2−2𝜌𝑍1𝑍2+𝑍2
2)
2𝜎2(1−𝜌2)  
(104) 
5.6.2 Waveguide Surface Roughness Example 
We’ll consider an example of two different geometries of real-world radar 
examples to illustrate the effect of surface characteristics on an incident radar beam. 
An RMS height is given by the MIL-DTL-85K specification where the average 
surface feature height can be calculated from the average surface feature height divided 
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by the square root of 2, 𝑅𝑀𝑆 =
𝐻𝑠
√2
.  The values for the waveguide spec and the processes 
presented in this paper are summarized in Table 3 below. 
Value RMS 
Value 
(imperial) 
RMS 
Value 
(metric) 
Notional 
Frequency / 
Wavelength 
RMS Value 
(lambda) 
Average 
surface 
height 
Spec Low [20] 63𝜇𝑖𝑛 1.6𝜇𝑚 10𝐺𝐻𝑧 / 3𝑐𝑚 5.3 × 10−5 2.26𝜇𝑚 
Spec High [20] 125𝜇𝑖𝑛 3.2𝜇𝑚 10𝐺𝐻𝑧 / 3𝑐𝑚 1.07 × 10−4 4.52𝜇𝑚 
Milling [27] 37𝜇𝑖𝑛 0.94𝜇𝑚 10𝐺𝐻𝑧 / 3𝑐𝑚 3.13 × 10−5 1.33𝜇𝑚 
3D Printing 
[28] 
626𝜇𝑖𝑛 15.9𝜇𝑚 10𝐺𝐻𝑧 / 3𝑐𝑚 5.3 × 10−4 22.49𝜇𝑚 
3D Resin [29] 98𝜇𝑖𝑛 2.5𝜇𝑚 10𝐺𝐻𝑧 / 3𝑐𝑚 8.33 × 10−5 3.54𝜇𝑚 
EFAB [19] 2.6𝜇𝑚 0.065𝜇𝑚 100𝐺𝐻𝑧 / 
3𝑚𝑚 
2.17 × 10−5 0.092𝜇𝑚 
PolyStrata™ 
[18] 
5.1𝜇𝑖𝑛 0.13𝜇𝑚 150𝐺𝐻𝑧 / 
2𝑚𝑚 
6.5 × 10−5 0.18𝜇𝑚 
Table 3 RMS and average surface feature height 
 
In the original paper by Pan, et al. [30] a 8𝜆 × 8𝜆 surface was created with 2𝜆 
correlation length along both x and y directions.  This simulated a large surface patch 
where the incident wave was tapered to stay within the boundaries.  A similar taper 
profile is used initially in this paper to highlight the surface roughness scale but not to 
apply the surface effect on the device mode.  Such effect will be addressed in follow on 
work and is only presented here as the application to use the approach from [30] in the 
CWG. 
The rough surface size was scaled to the size of the height of the latch and the 
distance in between the connectors (2.37x10mm) or 0.8𝜆 × 3.3𝜆.  The number of 
samples were scaled per each side so that the cell dimensions were equal.  256 samples 
were used in each direction and the RMS values were used assuming a 10𝐺𝐻𝑧 frequency 
/ 3cm wavelength. The incident wave is assumed to have a 2𝜆 incident footprint on both 
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surfaces.  These values can be manipulated for a particular input frequency but are used 
here simply to illustrate a cursory look at the effect on surface roughness prior to further 
analysis. 
 
 
Figure 70 Roughness simulation highlighting roughness thinness. x and y axis are sample numbers across the 
0.8𝜆 × 3.3𝜆 latch surface at 10GHz. 
 
 
Figure 71 Roughness simulation for MIL-DTL-85K high frequency spec. x and y axis are sample numbers across 
the 0.8𝜆 × 3.3𝜆 latch surface at 10GHz. 
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Figure 72 Roughness simulation for MIL-DTL-85K low frequency spec. x and y axis are sample numbers across the 
0.8𝜆 × 3.3𝜆 latch surface at 10GHz. 
 
 
Figure 73 Roughness simulation for typical EDM 3D printing. x and y axis are sample numbers across the 
0.8𝜆 × 3.3𝜆 latch surface at 10GHz. 
 
The hypothesis and testing of the effect of surface roughness on waveguide 
performance has been reported as early as 1952 by F. Benson [31].  Benson observed that 
samples of waveguides of all types of frequency ranges from 3GHz to 24GHz could have 
a 10-60% differences in attenuation even though the dimensions and the tolerances were 
equivalent. 
Benson updated the original attenuation calculations proposed by Kuhn [32] in 
1946 to include surface roughness.  
𝛼 = [
𝑐
𝜎
𝜇1
𝜇
(
𝑘
𝜇
)
1
2
]
1
2
𝜆𝑔
(𝜆𝑒)
3
2
(
𝐾𝑇2𝜆𝑒
𝑏𝜆𝑐𝑟2
+
𝐾𝑇1
2𝑎
) 𝐾𝑝    (105) 
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where 𝐾𝑇1 and 𝐾𝑇2 are the ratio of the actual to the ideal length of surface for the 
a and b waveguide dimensions respectively.  𝐾𝑃 is the factor that takes into account 
surface roughness but is not the RMS surface roughness 𝐾𝑎.  Since 𝐾𝑃 is a factor rather 
than value 𝐾𝑃 = 1 under ideal circumstances and must be updated using measurement.  
𝜆𝑒 and 𝜆𝑔 are the wavelength in an unbounded dielectric and the guide wavelength 
respectively. 
Roughness calculations were later formulated by Edwards [33] and reported by 
[19] that effect the conductor loss, 𝛼𝑐 where 
𝛼′𝑐 = 𝛼𝑐 [1 +
2
𝜋
arctan (1.4 (
Δ
𝛿𝑠
)
2
)] 
(106) 
 
𝛼𝑐 is the line loss prior to accounting for surface roughness, 𝛼′𝑐 is the line loss 
accounting for surface roughness, Δ is the RMS surface roughness, and 𝛿𝑠 is the skin 
depth of the conductor.  Wheeler applied this equation to microstrip applications but the 
DARPA 3D MERFS program and performers applied this to the 3D MEMS applications.  
This updated formula from Edwards can produce at most double the line loss, 𝛼𝑐.  This is 
evident by the maximum value of any arctan function of 
𝜋
2
 which produces 
𝛼𝑐 [1 +
2
𝜋
×
𝜋
2
] = 2𝛼𝑐 
(107) 
Benson’s [31] observation may corroborate this maximum estimate but should be 
confirmed with experiments in particular when RMS surface roughness measured in 𝜆 are 
larger than traditional specifications as listed in Table 3 above.  
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CHAPTER 6 
WAVEGUIDE DIMENSION SELECTION 
 Armed with an initial set of analysis tools the subtractive manufacturing method 
was selected a nominal frequency of 10GHz.  A WR-112 waveguide, 7.05-10GHz, was 
initially selected to be able to excite and measure the CWG by injecting a signal from 
either end of the waveguide (Figure 75 below), but this would introduce an additional 
complexity of also needing to verify the transition portion from the WR-112 adapter (eg 
coax to waveguide transition in Figure 74 below).  It was determined that directly 
adapting an existing coax connector to the CWG was the most testable. 
 
 
 
Figure 74 WR-112 Waveguide adapter. This adapter excites a WR-112 waveguide by transferring RF energy from a 
TNC coax cable to the WR-112 waveguide structure. (from eBay purchase) 
 
Figure 75 V-Band Adaptor 
(from Pan report 2009) 
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The initial position of the waveguide adaptor is one quarter wavelength, 
𝜆
4
, away 
from each end of a normal rectangular waveguide (Figure 76 below).  The actual position 
was modeled in the HFSS program and optimized based on the unknown and uncertain 
physics of the CWG.  It was not known how close the CWG would match traditional 
waveguides. 
 
Figure 76 Waveguide connector nominal ideal position 
(from Pan report, 2009) 
 
 
Figure 77 Thesis design 
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Figure 78 Internal CWG dimension labels 
 
 
Figure 79 CWG cross section dimensions. The internal dimensions of the waveguide are the relevant dimensions.  
The outer dimensions only exist to make the connector fit by scaling the outer dimensions.  The outer dimensions 
are not relevant to the EM models. 
 
Initial waveguide width and height were linearly scaled up from the V-band CWG 
design to a 10GHz center frequency.  The V-band CWG had dimensions and the initial 
scaled values are listed in Table 4 below.  The waveguide length was chosen to be 
approximately 10.0 cm to have a sufficiently long channel to measure without excess 
length that would make machining difficult and unable to fit into the targeted CNC 
Distance of probe to 
end of waveguide 
Distance of entire 
waveguide 
Distance between 
probes 
Latch width 
Latch 
height 
Wa
veguide 
Wa
veguide 
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machine.  The length of 10.0cm produces a overall waveguide length of 12.7cm which 
fits within the bounds of the hold-down fixture in the CNC machine.  Minimizing or 
zeroizing cantilevered stick out from the hold-down fixture prevents the waveguide 
halves from vibrating and creating a poor surface finish or final thickness as the 
waveguide vibrates around a steady bit fixture. 
Avoiding multiple hold-down fixtures also prevents the part from being twisted 
and then locked into place.  The waveguide would be machined under tension and relax 
after being released from both fixtures.  The waveguide was manufactured in two 
different halves which could result in a misalignment and a variation in thickness of the 
waveguide latches. 
Value (in millimeters) V-Band CWG 10GHz CWG 
predictions  
Waveguide length  127.0 
Thickness of latch  0.30 
Height of latch  2.37 
Width of waveguide 1.50 9.00 
Height of waveguide 0.60 3.60 
Distance between connectors  100.02 
Distance between connector and end of 
waveguide 
 13.490 
Diameter of center conductor  1.27 
Diameter of insulator  4.10 
Table 4 V-Band  and 10GHz CWG Comparison 
 
Dimensional bounds were predicted by scaling models previously used within the 
HFSS simulator for the V-band version of the Compact Waveguide.  The HFSS models 
were used to select the dimensions of the machined 10GHz CWG.  Different regularly 
spaced values surrounding a desired measurement were simulated to test the sensitivity of 
that measurement.  Sensitivity directly contributed to tighter tolerances during the 
manufacturing process.  Reduced tolerances allowed fewer passes to cut the metal 
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channel and achieve the desired finish which translates to shorter milling times and less 
opportunity for the small bits to break.  Milling time was approximately 1 hour total, or 
about 30 minutes per half.  Increased tolerances can double the time to mill and require a 
complete start from scratch if a broken bit caused damage to the 0.3mm thick flanges. 
 
Figure 80 CWG top half-only view in FEKO 
 
 
Figure 81 HFSS CWG model for error analysis 
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6.1 Conductor Spacing Predictions 
The critical dimension is the spacing between the conductor and the end of the 
waveguide.  The expected results are symmetrical distances for each of the conductors, 
eg both conductors are of equal distance to each respective waveguide end. 
Value (in millimeters) 10GHz CWG predictions  
Waveguide length 127.0 
Thickness of latch 0.30 
Height of latch 2.37 
Width of waveguide 9.00 
Height of waveguide 3.60 
Distance between connectors 100.02 
Distance between connector and end of waveguide 13.490 
Diameter of center conductor 1.27 
Diameter of insulator 4.10 
Table 5 Initial CWG dimensions 
 
Figure 82 below shows about 1.0-1.5GHz/mm shift in frequency of the CWG as 
the conductor center moves to or away from the waveguide end. 
 
 
Figure 82 Conductor distance tolerance 
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6.2 Waveguide Channel Length 
As previously stated channel length between the connectors was 10cm but the 
overall waveguide length includes the coupling area of the connector-end distance.  This 
distance would normally assumed to be 
𝜆
4
 for each connector (
𝜆
2
 total for the whole 
waveguide additional length).  The distance between the connector and waveguide end is 
almost 
𝜆
2
, actually 89% of 
𝜆
2
.  This produces a waveguide length that is almost one 𝜆 in 
additional length. 
 
Figure 83 Waveguide channel length tolerance 
 
6.3 Latch Thickness 
Latch thickness was 0.3mm.  Simulation show that the latch was sensitive to 
larger thicknesses which shifted the two operating frequencies .3-.4GHz as shown below 
in Figure 84. 
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Figure 84 Waveguide latch thickness tolerance 
 
6.4 Waveguide Latch Height 
The latch height also shows a dimensional sensitivity in one direction from the 
desired height of 2.36mm, Figure 85 below. 
 
Figure 85 Waveguide latch height tolerance 
 
6.5 Final Waveguide Dimensions 
The final waveguide measurements were chosen in Table 6 below.  These 
dimensions would keep the tolerances of the CNC machine while avoiding the 
dimension-sensitive variables of latch thickness and latch height.  Another run of HFSS 
98 
simulations were carried out which apply the expected tolerance of the selected CNC 
machine. 
Value (in millimeters) 10GHz CWG dimensions  
Waveguide length 127.0 
Thickness of latch 0.29 +/-0.01 
Height of latch 2.39 +/-0.01 
Width of waveguide 9.00 
Height of waveguide 3.60 
Distance between connectors 99.96 +/-0.01 
Distance between connector and end of 
waveguide 
13.51 +/-0.01 
Diameter of center conductor 1.27 
Diameter of insulator 4.10 
Table 6 Final waveguide measurement 
 
 
Figure 86 Final CWG tolerance analysis (fixed latch thickness: .28mm and connector position: 1.35mm) 
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Figure 87 Final CWG tolerance analysis (fixed latch thickness: .28mm and connector position: 1.351mm) 
 
 
Figure 88 Final CWG tolerance analysis (fixed latch thickness: .28mm and connector position: 1.352mm) 
 
 
Figure 89 Final CWG tolerance analysis (fixed latch thickness: .28mm and connector position: 1.352mm) 
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Figure 90 Final CWG tolerance analysis (fixed latch thickness: .29mm and connector position: 1.35mm) 
 
 
Figure 91 Final CWG tolerance analysis (fixed latch thickness: .29mm and connector position: 1.351mm) 
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Figure 92 Final CWG tolerance analysis (fixed latch thickness: .29mm and connector position: 1.352mm) 
 
 
Figure 93 Final CWG tolerance analysis (fixed latch thickness: .30mm and connector position: 1.35mm) 
 
 
Figure 94 Final CWG tolerance analysis (fixed latch thickness: .30mm and connector position: 1.351mm) 
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Figure 95 Final CWG tolerance analysis (fixed latch thickness: .30mm and connector position: 1.352mm) 
 
 
Figure 96 Final CWG tolerance analysis (fixed latch thickness: .29mm and connector position: 1.352mm) 
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Figure 97 Final CWG tolerance analysis (fixed latch thickness: .30mm and connector position: 1.352mm) 
 
6.6 Conductor Offset Predictions 
The offset along the x-axis (left and right of waveguide centerline) was analyzed 
to predict error from potential CNC misalignment or errors.  This prediction was not 
needed for any of the CWG produced as the CNC consistently produced conductor 
positions where the error was too small to be determined.  These plots are produced for 
reference below. 
 
Figure 98 Connection placement error geometry 
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Figure 99 Connection placement error S11 prediction 
 
 
Figure 100 Connection placement error S21 prediction 
 
6.7 Successful CWG Measurements 
Presented in Figure 107 and Figure 108 below are the successful runs of CWG 
tests.  There were two unsuccessful tests prior to this successful third measurement.  The 
two unsuccessful runs are presented in the next section.  The successful CWG 
measurement was produced from the CWG with a compression contact (eg not soldered) 
between the input/output conductors and the waveguide inner wall.  The nominal 
connector impedance was 50Ωs. 
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The comparison between the CWG device, Ansys’s HFSS, and the FDTD results 
are summarized in Table 7 below. 
CWG  Ansys HFSS FDTD 
Measurement Prediction Shift Error Prediction Shift Error 
9.493GHz 9.568GHz +0.075GHz 0.79% - - - 
10.4GHz - - - 10.03GHz -0.37GHz 3.56% 
11.11GHz 10.94GHz -0.17GHz 1.5% 10.64GHz -0.47GHz 4.23% 
Table 7 Results comparison 
Reference Figure 102 below for the values of Table 7.  There are two primary 
frequencies in the 9-12GHz measurements that will be compared: 9.493GHz and 
10.4GHz.  These two frequencies are the measured peaks of the CWG.  The HFSS error 
analysis was 9.568GHz which is an error of 0.79%.  The second predicted frequency was 
10.94GHz which is an error of 5.1% if the second HFSS peak should be the primary 
CWG peak or 1.5% error if aligned with the third CWG peak.  The FDTD analysis 
predicted peak frequencies at 10.03GHz and 10.64GHz a shift of 0.37GHz and or an 
error of 3.9% but the FDTD must be further analyzed to determine if the error in the node 
alignment to the waveguide boundaries are adequately sampled.  A misalignment could 
mask other frequencies in the simulation.  Additionally the HFSS simulation truncated at 
11GHz as the HFSS runs were centered around 10GHz +/-1GHz.  The FDTD simulation 
was run for much larger bandwidths but the CWG was only measured from 9-12GHz.  
Further measurements will be required to match FDTD analysis with actual CWG results. 
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Figure 101 CWG results vs HFSS predictions (clean) 
 
 
Figure 102 CWG results vs predictions vs FDTD analysis (with notation) 
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A key variable within the simulations are the position of the source.  In both 
simulations the Courant limit was adhered to.  The position of the source which fed the 
simulation shifted the center frequencies in the FDTD algorithm.  Further analysis for the 
Ansys HFSS algorithm need to be accomplished to determine if the results are shifted and 
or scaled as compared with the CWG measurements.  The source for the plot in Figure 
102 above was at the base of the flange.  Measurements on previous CWG assemblies 
where the connector contact point was at the top of the flange did not adequately 
propagate the wave down the CWG. 
The FDTD source position and width was manipulated to demonstrate the shift in 
center frequencies.  Both the position of the source as well as the width of the source 
were changed.  The actual CWG connector is wider than the center flange which means 
the feed occurs equally on both sides of the flange from the top of the waveguide to the 
bottom.  The best FDTD simulation feed point(s) still need to be determined and initial 
variations are plotted below.  Figure 106 below is a plot of the 𝐸𝑥 Curl coefficients 
loaded into the grid.  The other Curl coefficients are not shown due to similarity.  NOTE: 
the right most boundary exists but does not plot using the MATLAB surf() command but 
the boundary is verified in the actual variable. 
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Figure 103 Total HFSS sweep (5-20GHz) with CWG measurement (9-12GHz) 
 
Figure 104 Total HFSS sweep (5-20GHz) with CWG (9-12GHz) S11 measurement 
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Figure 105 Measured vs HFSS simulation of insertion loss 
  
110 
 
Figure 106 Plot of 𝑬𝒙 Curl coefficient grid. The blue boundaries are the PEC for the simulation.  NOTE: the right 
side boundary exists but is not shown due to a MATLAB ‘surf’ function anomaly which doesn’t properly display the 
boundary of a matrix. 
 
 
Figure 107 3 node source centered at Y=2 
 
Source positions 
were centered on 
the center flange. 
Blue lines are the PEC 
boundary.  The right 
PEC boundary exists 
but not plotted. 
Sources were tested using: 
#1: a single excitation point and 
#2: 3 horizontal excitation points 
In both cases the points were 
centered on the center flange.  In 
case #2 the source was on either 
side of the flange and on the flange 
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Figure 108 3 node source centered at Y=3 
 
 
Figure 109 3 node source centered at Y=15 
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Figure 110 3 node source centered at Y=17 
 
 
Figure 111 3 node source centered at Y=19 
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Figure 112 Single Source Point centered at Y=19 
 
 
Figure 113 Single Source Point centered at Y=14 
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Figure 114 Single Source Point centered at Y=24 
 
 
Figure 115 Single Source Point centered at Y=34 
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Figure 116 CWG results vs predictions vs FDTD analysis (with frequency overlays) 
 
 
Figure 117 CWG vs HFSS performance.  S12 show good matching between measured and simulated performance.  
S11 show reasonable bounds at the edge of the measured window but show an additional structure within the 
bandpass region on the actual device. 
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Figure 118 Disassembled CWG 
 
 
Figure 119 CWG Test Apparatus 
 
Figure 120 below is the produced output of the Rohde and Schwarz vector 
network analyzer.  The image was separated into individual outputs and the plot data, 
saved to individual .csv files were generated from the https://apps.automeris.io web 
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application which generates tabular data from plotted graphs.  The larger views of the 
data are plotted in Appendix A. 
 
Figure 120 CWG Measurements Screen Capture 
 
6.8 FEKO Analysis 
6.9 Unsuccessful CWG and Measurements 
There were three CWG attempts: 1 successful and two unsuccessful.  There were 
only two separate CWGs produced.  The summary of the tests is in Figure 121 below. 
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 Device Distinctions Notes 
Test #1 CWG #1 4 screw contact 
connector 
Loss/m was worse than predicted.  
Frequencies were close to HFSS 
prediction 
Test #2 CWG #2 Threaded contact 
connector with soldered 
center pin 
Loss/m was worse than predicted.  
High degree of uncertainty in 
soldered center pin connection 
Test #3 CWG #1 4 screw contact 
connector 
Center pin soldered to center 
flange before bottom CWG half 
was attached.  Contact connection 
was still created from center pin to 
bottom of waveguide. 
Figure 121 CWG testing overview 
 
 
Figure 122 Test#1 CWG results 
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Figure 123 Test#2 CWG results 
 
 
Figure 124 Test#2 CWG results 
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Figure 125 Second CWG prototype S11 values, simulated and measured 
 
 
Figure 126 Test#2 CWG results 
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Figure 127 Test#2 CWG results 
 
 
Figure 128 Second CWG prototype S21 values, simulated and measured. 
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CHAPTER 7 
UTILITY PATENT APPLICATION DATA 
7.1 Utility Patent Filing Requirements 
A US nonprovisional utility patent requires specification, including a description 
and a claim or claims; drawings; an oath or declaration; and the prescribed filing, search, 
and examination fees 
The specifications and patent-specific drawings will be created through additional 
measurements of the CWG and expanding the FDTD work to other geometries following 
this report. 
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CHAPTER 8 
CONCLUSION 
The current Compact Waveguide work has demonstrated the design, predictions, 
and measurements are in good agreement.  The compact waveguide effectively shrank 
the dimensions of a rectangular waveguide below what is allowable via traditional hollow 
waveguides.  The work presented here did not attempt to solve the manufacturing 
challenge that will be present and different for the new reduced size, rather a 
manufacturing technique was chosen to prototype and test an actual device.  
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APPENDIX A 
RAW CHARTS OF THE CWG MEASUREMENTS 
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Figure 129 Measurement S11 
 
 
Figure 130 Measurement S21 
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Figure 131 Measurement S22 
 
 
Figure 132 Measurement S12 
 
