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Le système auditif humain est, omme tout autre système sensoriel biologique, omplexe
et redondant. Cette thèse avane la revendiation selon laquelle il est possible, à faible
omplexité, de ompresser et de synthétiser un signal sonore exlusivement dans le domaine
pereptuel. On traite l'approhe du odage par inversion des représentations bio-inspirées
et on propose un odeur qui exploite la redondane présente dans es représentations.
Le odeur proposé transforme es derniers en une représentation ompate dépourvue
de redondane pereptuelle e qui failite la ompression tout en permettant une bonne
qualité subjetive de reonstrution.
La première partie de ette thèse propose un nouveau ltre auditif à faible omplexité
qui peut non seulement modéliser les réponses méaniques de la membrane basilaire, syn-
thétiser les réponses impulsionnelles du nerf auditif mais aussi expliquer les expérienes
du masquage fréquentiel. La deuxième partie détaille l'exploitation de e même ban de
ltres auditifs pour la disipline de la ompression des signaux sonores. Des modèles de
masquage adaptés à e ban de ltres sont appliqués aux motifs d'exitation auditives
pour obtenir des représentations éparses. Des expérienes montrent que e odeur permet
de réduire onsidérablement la redondane dans le domaine pereptuel tout en maintenant
une bonne qualité subjetive de synthèse.
Mots-lés : ltres auditifs, distribution binomiale, masquage, parimonie, psyhoaous-
tique, ompression, odage audio
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ompressif d'ordre 2.
BIT3 ltre binomial ompressif d'ordre 3.
BITn ltre binomial ompressif d'ordre n.
GC ltre gammahirp ompressif, ompressive gammahirp lter .
CI orrélation inversée.
CS aquisition omprimée, ompressive sampling .
DAPG gammatone tout-ple diérenié, diereniated all-pole gammatone.
DPCM odage par modulation des diérenes, Dierential pulse ode modulation.
DRNL Dual Resonane Nonlinear Filterbank .
EQM l'erreur quadratique moyenne.
ERB largeur de bande retangulaire équivalente, equivalent retangular bandwidth .
FI fréquene instantanée.
GC ltre gammahirp, gammahirp lter .
GT ltre gammatone, gammatone lter .
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4 LISTE DES ACRONYMES
MA moyenne mobile, moving average.
MB membrane basilaire.
MDCT transformée en osinus disrète modiée, modied disrete osine transform.
MF meilleure fréquene, best frequeny .
MP mathing pursuit .
NA nerf auditif.
ODG diérene de qualité objetive, objetive dierene grade.
OZFC tout-ple en asade ave un zéro, one-zero lter asade.
OZG gammatone à un zéro, one-zero gammatone lter .
PEAQ évaluation pereptuelle de la qualité audio, Pereptual evaluation of audio
quality .
PZFC ples-zéros en asade, pole-zero lter asade.
PZFC5 ples-zéros en asade où les ples et zéros se déplaent par le même taux.
RI réponse impulsionnelle.
RIF ltre à réponse impulsionnelle nie.
RII ltres à réponse impulsionnelle innie.
RII réponse impulsionnelle innie.
RLE odage par plage (run length oding).
RSB rapport signal sur bruit.
SDG diérene de qualité subjetive, subjetive dierene grade.
TFD transformée de Fourier disrète.
TIMIT olletion de signaux de parole olletés par Texas Instruments et Massahu-
setts Institute of Tehnology.
WFT transformée de Fourier enveloppée, wrapped Fourier transform.
CHAPITRE 1
Introdution
1.1 Mise en ontexte
L'introdution du disque ompat (CD, Compat Dis) au début des années quatre-vingt,
a permis aux utilisateurs d'appréier l'avantage de la représentation numérique du signal
sonore étant donné que ette représentation est robuste et permet de onserver une bonne
qualité de reonstrution. Ces avantages, ependant, ont été obtenus au détriment d'un
débit très élevé. Les disques ompats onventionnels et les rubans audionumériques (DAT,
Digital Audio Tape) sont typiquement éhantillonnés à une fréquene de 44.1 kHz ou
48 kHz ave une résolution de 16 bits. Ces ongurations, pour des signaux monophoniques,
donnent des débits très élevés d'enodage valant 705.6 kbps (kilo bits par seonde) par
anal pour une fréquene d'éhantillonnage de 44.1 kHz et 768 kbps par anal pour une
fréquene d'éhantillonnage de 48 kHz [Painter et Spanias, 2000℄.
Même très élevés, es débits d'enodage ont été bien adaptés aux appliations multimé-
dias première-génération tels que le DAT ou le CD. Malheureusement, les appliations
multimédias seonde-génération, et les systèmes sans l partiulièrement, sont souvent
sujets à des restritions relatives aux bandes passantes ou bien aux oûts de stokage.
Ces ontraintes font en sorte que des algorithmes de ompression sont inévitables. Suite
au suès onnu par les appliations multimédia première-génération (CD et DAT ...),
les utilisateurs s'attendent à une  qualité-CD  pour tout média reproduis. Pour ette
raison, les nouveaux systèmes d'enodage audio doivent réduire les débits d'enodage sans
ompromettre la qualité de reprodution.
Ces onsidérations ont motivé une reherhe intensive dont le but est de formuler et réaliser
des shémas d'enodage qui peuvent satisfaire des demandes onituelles d'un bas débit
et d'une reprodution transparente. La transparene à l'éoute implique que les utilisa-
teurs ne pourraient diserner le signal original du signal enodé. De e fait, les tehniques
reherhées sont elles qui peuvent assurer une transparene à l'éoute et non forément
une meilleure onservation du rapport signal au bruit par exemple. L'oreille humaine pré-
sente des limites que e soit par rapport à sa résolution fréquentielle ou temporelle [Andoh
et oll., 2005; Békésy, 1953; Hartmann et oll., 2010; Koike et oll., 2005; Kollmeier et oll.,
2008; Matsui et oll., 2006; Pratt et Sohmer, 1976; Wada et oll., 2002℄. Des phénomènes
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de masquage fréquentiel et temporel font en sorte que ertains sons ne sont pas perçus.
Cette inaptitude de l'oreille à diserner des sons et plus partiulièrement les bruits en
présene d'autres sons masquants est la lé du développement des odeurs ave perte mais
psyhoaoustiquement transparents. Ave perte, pare que le signal enodé a un rapport
signal sur bruit non inni, transparents pare qu'entre le signal original et elui enodé, la
diérene à l'éoute est souvent diilement audible. Le domaine de la psyhoaoustique
a fait de grands pas envers la aratérisation de l'oreille humaine. Dans le but d'étudier le
fontionnement de l'oreille plusieurs expérienes ont été développées [Moore, 1987; Zwi-
ker et oll., 1982; Zwiker et Terhardt, 1974℄. Même si les résultats de es études sont
disponibles, les synthétiser pour en faire un modèle générique de l'oreille interne se révèle
être une tâhe diile. En eet, diérents phénomènes doivent être pris en onsidération :
la haute non-linéarité de l'oreille interne, l'étalement de la réponse de la membrane ba-
silaire, les notions de battements... De e fait, les algorithmes d'enodage sont ontraints
de ompter sur des modèles simples, souvent simpliateurs et impréis [Brandenburg,
1999; Morris, 1995; Painter et Spanias, 2000℄. Les modèles atuellement adoptés sont sou-
vent sujets à ertaines hypothèses simpliatries telles que l'additivité des masquants,
la linéarité de l'oreille interne quant aux exitations à faibles niveaux et la nature des si-
gnaux masquants limitée aux bruits blan et aux tonalités. Bien que l'appliation de règles
pereptuelles à l'enodage des signaux audio n'est pas une nouvelle idée, la plupart des
odeurs réents réalisent la ompression en exploitant le fait que l'information  inutile 
est indétetable par l'oreille. L'information inutile est généralement identiée durant une
étape d'analyse, et e, en inorporant dans le orps de l'enodeur plusieurs prinipes psy-
hoaoustiques tels que le seuil d'audition absolue, l'analyse par bandes ritiques et le
masquage simultané. La ombinaison de es prinipes, ave eux de la quantiation, a
mené aussi au développement de l'entropie pereptuelle [Painter et Spanias, 2000℄, une
estimation quantitative de la limite théorique de la ompression transparente des signaux
audio.
Plusieurs familles de odeurs audio ont ni par intégrer un module psyhoaoustique dont
la fontion est de ontrler l'alloation du débit en fontion de la pertinene pereptuelle
de l'information à transmettre. Une shéma blo d'une telle approhe est donné à la gure
1.1.
Dans es odeurs, le signal audio est projeté dans deux espaes diérents. Le premier est
souvent un espae ompate où le signal est transformé par example dans le domaine de
la transformée de Fourier ou la transformée en osinus disrète modiée, modied disrete
osine transform (MDCT) [Britanak et Rao, 2001℄. Cei a pour eet de représenter le signal















Figure 1.1 Shéma blo d'un odeur audio.
en un ensemble d'éléments failes à ompresser. Le deuxième espae est une approximation
du domaine pereptuel par example en utilisant la transformée de Fourier enveloppée,
wrapped Fourier transform (WFT) où par ltrage sous-bande étalé sur une éhelle mimant
la séletivité fréquentielle de l'oreille humaine [Feldbauer et Kubin, 2003; Makur et Mitra,
2001℄. Le blo de l'alloations pereptuelle de bit implémente des règles pereptuelles et
dite le mode d'opération du blo de quantiation.
Même si un éventail de tehniques est présent et détaillé dans la littérature, rares sont elles
qui ont pu devenir des standards internationaux ou ommeriaux ar souvent d'autres
ontraintes s'additionnent à l'exigene de la transparene. Ces ontraintes sont d'autant
plus importantes et limitent enore les odeurs quant aux hoix des tehniques d'analyse
ou de traitement. Les plus importantes sont la vitesse d'enodage et de déodage, le délai
algorithmique et l'oupation de la mémoire.









Figure 1.2 Coupe transversale de l'oreille [Teahmeanatomy, 2016℄.
mene quand l'onde aoustique atteint l'oreille externe. Cette onde traverse le onduit
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auditif et vient frapper ontre le tympan. Ces vibrations sont transmises par les osselets
au liquide se trouvant à l'intérieur de la ohlée. À l'intérieur de la ohlée, la membrane
basilaire réagit par des vibrations loalisées. Ce mouvement est déteté par les ellules
iliées internes qui le transforment en utuations de potentiel életrique ontrlant ainsi
la libération des neurotransmetteurs au niveau de la onnetion synaptique. De e fait des
potentiels d'ations sont générés au niveau de plusieurs bres du nerf auditif qui transmet
ette information au tron érébral ensuite au ortex auditif. Une shématisation possible
de e fontionnement de l'oreille peut être représentée par la gure 1.3 où l'ation du















Figure 1.3 Modélisation shématique du système auditif biologique.
Le tableau 1.1 dérit les modèles omputationnels souvent utilisés pour modéliser les dif-
férents blo de la gure 1.3.
Oreille ext/moy Cohlée(MB) Cellules il. CCI-FNA
•Filtre IIR •GammaTone •Non-linéarités •Trois réservoirs
•Filtre FIR •GammaChirp •Filtres pass-bas •Équ. di




Tableau 1.1 Modèles omputationnels du système auditif périphérique.
L'ation de l'oreille moyenne et externe est souvent modélisée par un ltre linéaire. L'ation
de la membrane basilaire est modélisée quant à elle par ban de ltres en parallèle pour
simuler la tonotopie de la ohlée. Parmi les bans de ltres populaires on peut iter
par examples les ltres Gammatones [Patterson, 1986℄, les ltres Gammahirps [Irino et
Patterson, 2006a℄ ou les ltres Dual Resonane Nonlinear Filterbanks (DRNLs) [Meddis
et O'Mard, 2005℄.
Les ellules iliées internes sont responsables de la transondutane méhano-életrique
dans l'organe de Corti. Leurs ations sont estimées expérimentalement omme étant le
rapport entre la omposante ontinue et la omposante alternative de leurs réponses aux
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diérents stimuli. Elles sont souvent modélisées omme étant une asade de gains de
saturation suivie par un ltre pass-bas [Karjalainen, 1987; Meddis et Lopez-Poveda, 2010;
Meddis et O'Mard, 2005℄.
La libération de neurotransmetteurs au niveau de la onnetion entre les ellules iliées et
les bres du nerf auditif est un proessus stohasti. La probabilité instantanée dérivant
ette libération est funtion de la onentration du Calium et le nombre des vésiules
disponibles. Meddis et O'Mard [2005℄ modélisent ette onnetion par des équations dif-
férentielles mais omme modéliser les impulsions individuelles est souvent omputation-
nellement très oûteux, Zilany et oll. [2009℄ proposent un modèle où ette onnetion
est modélisée omme une somme de lois de puissane à deux onstantes de temps et un
proessus gaussien frationnaire alimentant un proessus de Poisson.
Dans le but d'obtenir un enodeur bio-inspiré pereptuellement transparent, un modèle
numérique dèle du système auditif périphérique humain s'impose. Parvenir à modéliser
numériquement une vraie oreille humaine ave des oûts omputationnels raisonnables
est une tâhe diile. Même si ela est possible, exploiter e modèle pour ompresser
les signaux audio reste enore une question sans réponses onluantes. On propose de














Figure 1.4 Modèle auditif proposé.
Dans le modèle de la gure 1.4, l'ation de la membrane basilaire est modélisée par un
ban de ltres en peigne alors que les ellules iliées internes sont modélisées par une loi
de puissane suivie d'un redressement simple alternane. L'ation des synapses et du nerf
auditif est modélisée par un éhantillonnage adaptatif. Alors que ette arhiteture n'est
pas nouvelle en tant que telle des problèmes reliés à la omplexité d'implémentation et
aux délais des traitements restent enore non résolus limitant ainsi l'exploitation de ette
approhe pour la disipline du odage audio.
1.2 Questions de reherhes et ontributions originales
Dans ette thèse on étudie la possibilité de réaliser un odeur audio opérant dans le
domaine pereptuel par extration et ompression des motifs d'exitation neuronale du
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système auditif. Contrairement aux odeurs basés sur un modèle soure, les opérations de
odage se font dans le domaine pereptuel : le signal est transformé en motifs d'exitation
auditive épars. Une fois dans e domaine pereptuel, des modèles de masquage simultané
et temporel sont utilisés pour éliminer la redondane pereptuelle. Ces motifs d'exitation
réduits sont ensuite ompressés pour former un ux binaire. Le déodeur onsomme e
ux binaire et reonstruit le signal original par inversion des motifs d'exitation auditive.
Cette approhe est diérente de elles souvent adoptées par les odeurs ités plus haut
où un modèle psyhoaoustique est utilisé seulement pour diter l'alloation du débit. Un











Figure 1.5 Codage proposé dans le domaine pereptuel.
Souvent les approhes visant la ompression dans le domaine pereptuel se heurtent à
plusieurs dés [Feldbauer, 2005; Thiemann, 2011℄. Le premier dé onerne les transfor-
mations néessaires à la représentation d'un signal dans le domaine pereptuel : Quelles
transformations simples en implémentation peuvent être utilisées pour produire des mo-
tifs d'exitation auditive ? Le deuxième dé touhe à la synthèse du signal audio à partir
de ses représentations pereptuelles : Quelles approhes simples en implémentation suivre
pour synthétiser le signal audio à partir de es motifs ? Le troisième dé onerne la om-
pression entropique de es motifs où on se pose la question suivante : Jusqu'à quel taux
de ompression des motifs d'exitation auditives peut on espérer tout en maintenant une
bonne qualité de synthèse ? Cette thèse fournit des réponses à es questions et montre
qu'il est possible de réaliser du odage par inversion des motifs d'exitation auditive ave
une omplexité réduite à moyen débit sans dégradations pereptibles .Pour aboutir à e
résultat, ette thèse est organisée en trois grandes parties haune répondant aux questions
de reherhe.
On ommene dans la première partie par aborder la omplexité souvent itée dans la
littérature quand il s'agit de modéliser le système auditif humain. Le ban de ltres auditifs
étant souvent la partie la plus omplexe à implémenter, le hapitre 2 introduit l'idée
originale des ltres binomiaux et prouve qu'ils peuvent être utilisés pour modéliser les
réponses impulsionnelles du nerf auditif hez les hats olletées par [Carney et oll.,
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1999℄. Une omparaison détaillée ave l'état de l'art est aussi donnée dans le même hapitre
pour montrer l'originalité de es ltres et leurs omplexités d'implémentation réduites. Le
hapitre 3 montre que ette même famille de ltres peut aussi expliquer les phénomènes
du masquage fréquentiel hez les humains. On montre en utilisant les expérienes du
masquage des tonalités par du bruit blan à bandes étroites de [Baker et oll., 1998;
Glasberg et Moore, 2000℄ que les ltres binomiaux fournissent d'exellents modèles pour
prédire les résultats de telles expérienes. On ompare aussi es ltres aux familles de
ltres auditifs populaires détaillés dans la littérature : enore une autre fois les ltres
binomiaux se distinguent par leurs omplexités d'implémentation réduites pour les mêmes
performanes quand il s'agit de prédire le seuil de masquage des tonalités par un bruit
blan à bandes étroites.
Le hapitre 4 introduit la notion de synthèse par inversion des motifs d'exitation auditives
et propose une nouvelle approhe d'égalisation permettant une reonstrution parfaite du
signal. Cette approhe est très simple à implémenter et permet d'éviter la omplexité inhé-
rente aux approhes d'analyse par synthèse appliquées au problème d'égalisation ou elles
basées sur des reherhes exhaustives. Le hapitre 5 introduit des algorithmes eaes
de masquage dans le domaine pereptuel. L'appliation de es algorithmes résulte en une
rédution du nombre d'impulsions et permet en utilisant un seul paramètre de ontrle
d'ajuster e nombre à la qualité de synthèse souhaitée. Pour ompenser la perte d'éner-
gie due à la mise des impulsions masquées à zéro, un algorithme adaptatif de orretion
est proposé. Cet algorithme, opérant en boule ouverte, permet de restaurer ette perte
d'énergie ave une oût omputationnel réduit.
Les motifs d'exitation auditives étant épars, dans le hapitre 6 on introduit des algo-
rithmes de ompression ave et sans perte de es motifs. On opte pour une approhe où
les positions des impulsions masquantes sont ompressées sans perte alors que leurs ampli-
tudes sont quantiées de façon grossière. Les résultats obtenus onrment qu'il est possible
ave ette approhe d'obtenir des taux de ompression ompétitifs tout en maintenant une
bonne qualité subjetive de synthèse. Finalement le hapitre 7 résume les travaux origi-
naux présentés dans ette thèse et expose les dés de la ompression des signaux épars en
proposant des pistes permettant de ontourner es obstales.
Cette thèse présente les algorithmes, les résultats de simulation et les onlusions obte-
nues permettant de onevoir et implémenter un odeur audio joignant la disipline de la
modélisation auditive à elle de la ompression audio. On parvient don à répondre aux
questions de reherhe itées plus haut : Il est possible de réaliser du odage audio à large
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bande par inversion des motifs d'exitation auditive et e à moindre oût omputationnel
et à moyen débit tout en maintenant une bonne qualité subjetive de synthèse.
CHAPITRE 2
Les ltres binomiaux : un modèle original des
réponses impulsionnelles du nerf auditif à faible
omplexité
La réponse impulsionnelle (RI) de n'importe quel système linéaire peut être estimée en
utilisant la orrélation roisée. Cei peut être réalisé en utilisant la orrélation roisée entre
la réponse du système et la forme d'onde du bruit à large bande qui a généré ette réponse.
Quand le signal d'exitation est un bruit blan (stationnaire et ergodique), la RI peut être
estimée diretement [De Boer et De Jongh, 1978℄. Cette tehnique est utilisée omme
une estimation indirete de la omposante linéaire des réponses de la membrane basilaire
(MB) alors que la réponse à une exitation sous forme de li est une estimation direte
[de Boer et Nuttall, 1997℄. La orrélation inversée (CI) est une extension de la méthode de
orrélation roisée et est utilisée omme une estimation indirete de la omposante linéaire
de la RI du nerf auditif (NA) [de Boer et de Jongh, 1978℄. Plus de détails onernant la
tehnique de la CI peuvent être trouvés dans [Dayan et Abbott, 2002; Theunissen et oll.,
2001℄.
Une fréquene instantanée (FI) variable est présente dans les RIs de la MB ainsi que
elles des bres du nerf auditif [Carney et oll., 1999; de Boer et Nuttall, 1997; Tan et
Carney, 2003℄. Les RIs des bres ont des FIs dont la trajetoire est indépendante du niveau
d'exitation. C'est à dire que les temps de passage par zéro des RIs sont indépendants des
niveaux d'exitation. Cette trajetoire est roissante pour des fréquenes supérieures à
1.5 kHz, relativement onstante pour des fréquenes omprises entre 750 Hz et 1.5 kHz et
a un taux de glissement déroissant pour les fréquenes inférieures à 750 Hz. Ce glissement
aete non seulement la struture ne de la réponse du NA, mais également la déviation de
la meilleure fréquene, best frequeny (MF) en fontion du niveau de la pression aoustique.
Les FIs des RIs du NA peuvent être estimées en utilisant la transformée de Hilbert par
example. Pour un signal réel s(t), le signal analytique sa(t) est donné par [Boashash, 1992℄ :





CHAPITRE 2. LES FILTRES BINOMIAUX : UN MODÈLE ORIGINAL DES
RÉPONSES IMPULSIONNELLES DU NERF AUDITIF À FAIBLE COMPLEXITÉ
Où sˆ(t) est la transformée de Hilbert du signal s(t). On peut alors dans e as estimer la





La trajetoire des FIs est donnée omme étant la pente qui dérit l'évolution de la fréquene
instantanée fi au ours du temps.
Diérents modèles ont essayé de simuler la RI
1
du NA tout en prenant en ompte de
l'enveloppe qui ressemble à une distribution gamma, de la trajetoire des FIs et de la
ompression observée autour de la meilleure fréquene.
Le modèle proposé par [Carney et oll., 1999; Tan et Carney, 1999℄ se ompose d'un ltre
du 11 ème ordre simulant l'oreille moyenne mis en asade ave un ltre ontrlé par
une fontion non linéaire ombinée à un méanisme de rétroation an d'introduire une
ompression non-linéaire. Ce dernier ltre a deux ples de huitième ordre et un ple de
quatrième ordre, leurs omplexes onjugués et un zéro purement réel du 11 ème ordre.
Cette arhiteture a pour but de simuler la variation de la forme du ltre auditif en
fontion du niveau de simulation tout en maintenant des trajetoires stables des fréquenes
instantanées. Zilany et al. dans [Zilany et Brue, 2006℄ réduisent de moitié le nombre des
oeients et étendent le modèle à des niveaux sonores élevés.
Irino et Patterson dans [Irino et Patterson, 1997℄ ont proposé un ltre auditif appelé ltre
gammahirp, gammahirp lter (GC). Le ltre gammahirp analytique, analytial gamma-
hirp lter (AGC) a été présenté omme une extension du ltre gammatone, gammatone
lter (GT) et a été le premier modèle à modéliser expliitement la trajetoire des FIs. Dans
[Irino et Patterson, 2001℄, l'arhiteture du GC a été revue an de prendre en ompte les
résultats publiés par [Carney et oll., 1999℄. Le ltre gammahirp ompressif, ompressive
gammahirp lter (GC) est onstitué d'un ltre GT en asade ave une fontion asy-
métrique passe-bas asadée à un autre ltre passe-haut dont le gain dépend du niveau
d'exitation. L'implémentation numérique du GC ompressif a été réalisée omme un ltre
à réponse impulsionnelle innie (RII) utilisant 80 oeients par haîne auditive [Irino et
Patterson, 2006a℄.
Le modèle proposé par [Lyon, 2011a℄ a été inspiré par la méthodeWentzel-Kramers-Brillion
utilisée pour trouver des solutions approximatives des équations aux dérivées partielles en
1. Les systèmes étudiés dans ette thèse sont non-linéaires. Cependant quand le niveau d'exitation
est onstant, les bans de ltres de es systèmes sont onsidérés linéaires et peuvent don être aratérisés
par leurs réponses impulsionnelles.
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milieu semi-los. Dans son modèle, la réponse du nerf auditif en une position donnée sur la
ohlée est équivalente à la réponse d'une séquene de ltres mis en asade. Chaque étage
se ompose d'un ltre biquadratique de seond ordre où la position des zéros et des ples
est fontion du niveau d'exitation. An de préserver un taux de glissement indépendant
du niveau d'exitation, les ples et les zéros sont limités à des déplaement proportionnels.
Ave ette dernière ontrainte, seules les FIs ave les taux de glissement roissants peuvent
être modélisés.
La plupart des modèles du NA ont adopté la distribution gamma omme étant un modèle
représentatif de l'enveloppe de la RI du NA. Le ltre GT (l'un des moins omplexes
en terme de desription et implémentation) par exemple, est déni omme étant une
tonalité multipliée par une enveloppe ressemblant une distribution gamma. Même si la
desription temporelle de ette dernière est ompate, la representation fréquentielle du
ltre gammatone est omplexe e qui limite la possibilité d'une implementation digitale
eae.
Dans e hapitre, les ltres binomiaux sont introduits omme étant des alternatives moins
omplexes aux ltres GTs et GCs. De plus, par plaement judiieux des zeros de la fontion
de transfert des ltres binomiaux, un glissement des FIs peut être introduit dans la RI
de es derniers. Le modèle proposé produit des réponses réalistes qui sont en aord ave
les données physiologiques : la réponse temporelle du modèle ressemble à la RI du NA, la
trajetoire de la FI est indépendante du niveau d'exitation et la fontion entrée-sortie du
modèle est ompressive.
2.1 Les ltres binomiaux
2.1.1 Motivation
La RI du NA peut être déomposée omme étant une enveloppe multipliée par une tonalité.
La forme d'une loi gamma a été souvent utilisée omme un modèle de l'enveloppe de la
RI des bres auditives. Dans e as :
MNA(t) = t
n−1 × exp(−γt)×Mpor(t) (2.3)
Où MNA représente le modèle de la réponse impulsionnelle du NA et Mpor représente
le modèle de la tonalité. Dans le as du ltre GT d'ordre n, la porteuse est une simple
sinusoïde :
GTF(t) = tn−1 × exp(−γt)× cos(ωt+ φ) (2.4)
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Même si la transformée en s d'un osillateur amorti est simple, le terme tn−1 se transforme
en une dérivée dans le domaine de la transformée de Laplae, e qui omplique la fontion
de transfert du ltre gammatone.
La fontion de transfert du ltre GT d'ordre n (équation (2.4)) a été donnée par [Katsiamis





n + e−jφ[s+ s0]
n
[(s+ b)2 + w20]
n
(2.5)
Où le zéro s0 = w0/2Q + jw0
√
1− 1/4Q2, w0 la fréquene entrale du ltre auditif et Q
son fateur de qualité à −3dB. À ause de ette desription très omplexe, Lyon a présenté
dans [Lyon, 1996℄ un ltre appelé gammatone tout-ple, all-pole gammatone lter (APG)
où tous les zéros ont été retirés de l'équation (2.5).
Dans [Katsiamis et oll., 2007℄, les auteurs ont présenté un modèle basé sur le ltre APG :
ils ont introduit un zéro dans la fontion de transfert de e dernier e qui donna deux
familles de ltres : le gammatone tout-ple diérenié, diereniated all-pole gammatone
(DAPG) et gammatone à un zéro, one-zero gammatone lter (OZG). En terme de para-












[(s+ b)2 + w20]
N
(2.7)
Où N est l'ordre du ltre, K une onstante et wz le zéro additionnel. Les auteurs ont aussi
onsidéré deux versions en asades de es ltres : le ltre tout-ple en asade, all-pole
lter asade (APFC) et le ltre ples-zéros en asade, pole-zero lter asade (PZFC)








[(s+ pk)2 + w20]
(2.8)
Où N est le nombre de haînes par largeur de bande retangulaire équivalente, equivalent
retangular bandwidth (ERB) souvent xé à 2 ou 3 par ERB [Katsiamis et oll., 2007℄.
Dans le but d'éviter la dérivée introduite par le terme tn−1, on présente dans les setions
suivantes le ltre binomial omme étant une alternative moins omplexe que les ltres
gammatones. On démontre aussi, que par un plaement approprié des zéros, les proprié-
tés physiologiques des réponses impulsionnelles du nerf auditif peuvent être reproduites
dèlement.
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2.1.2 Dérivation des ltres binomiaux
La loi binomiale de paramètres m et p est la loi de probabilité d'une variable aléatoire
X égale au nombre de suès renontrés au ours d'une répétition de m épreuves de
Bernoulli, p étant la probabilité de suès d'une épreuve de Bernoulli. Avoir exatement k













Si t représente la variable temps (t ≥ 0), il existe un λ positif tel que p = exp(−λt). Dans
e as, p représente la probabilité instantanée d'un suès d'une épreuve de Bernoulli. Sim
réalisations indépendantes du même proessus se produisent simultanément, la probabilité






exp(−kλt)[1 − exp(−λt)]m−k (2.11)
Dans gure 2.1, P km(t) est traée pour diérentes valeurs de k et λ. Ces valeurs dé-
nissent la forme de ette distribution. Par exemple, la valeur maximale est atteinte pour









(k=3, λ = 2)
(k=2, λ = 2)
(k=2, λ = 1)
Figure 2.1 Distribution binomiale pour diérentes valeurs de ses paramètres
(m = 4, λ est un réel positif, t est donné en unité arbitraire).
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m(t) = A exp(−λkt)[1 − exp(−λt)]m−k cos(ω0t + φ) (2.12)
Où ω0 est la fréquene de résonane, φ est la phase initiale et A est une onstante.
Disussions : Les ltres BITs (Binomial-tone lter) présentés dans ette thèse ne sont
pas à onfondre ave les ltres gaussiens. Ces derniers sont des ltres passe-bas utilisés pour
le ltrage des images par exemple (gaussian blur lter) [Aubury et Luk, 1996; Haddad et
Akansu, 1991℄. Une approhe eae pour implémenter un ltre gaussien sous forme d'un
ltre à réponse impulsionnelle nie (RIF) onsiste à approximer la distribution normale
en utilisant les oeients binomaux (voir l'équation (2.10)). En eet, on montre que la
onvolution du ltre [1, z−1] N fois :
BN = [1, z
−1] ∗ [1, z−1] ∗ · · · ∗ [1, z−1]︸ ︷︷ ︸
N fois
(2.13)
forme une bonne approximation de la RI du ltre gaussien donnée par l'équation (2.14)









Où m = n − N/2 et σ = √N/2. La gure 2.2 illustre les diérenes entre la RI du ltre
gaussien et elles des ltres binomiaux présentés dans ette thèse. Même si es deux ltres
font référene au même terme (à savoir binomial) dans leur nom respetif, leurs expressions
et leurs appliations sont fondamentalement diérentes. On résume dans e qui suit les
diérenes majeures entre les ltres gaussiens et les ltres BITs présentés dans ette thèse :
 Les ltres gaussiens sont des ltres à réponse impulsionnelle nie alors que les ltres
BITs sont des ltres à réponse impulsionnelle innie.
 Les ltres gaussiens sont des ltres passe-bas alors que les ltres BITs sont des ltres
passe-bande.
 Les oeients des ltres gaussiens sont tous positifs alors que eux des ltres bino-
miaux présentés dans ette thèse ont des oeients positifs et négatifs (voir équation
(2.16)).
 L'enveloppe des RIs des ltres gaussiens est symétrique alors que elle des BITs ne
l'est pas (voir la gure 2.1 ou la gure 2.2(b)).
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(a) Réponse impulsionnelle du ltre gaussien (ligne
disontinue) approximée par les oeients bino-
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(b) Réponse impulsionnelle du ltre binomial pro-
posé.
Figure 2.2 Comparaison entre les ltres gaussiens et les ltres proposés.
2.1.3 Implementation digitale des ltres binomiaux
La transformée en z (Z) ainsi que elle de Laplae (L) du ltre BIT peuvent être alulées
failement. Il sut de remarquer que le terme [1 − exp(−λt)]m−k se développe en une























La transformée en Z d'une sinusoïde amortie est donnée par [Healey, 1967℄ :
Z (exp(−λkt) cos(ω0t+ φ)) = cos(φ)z
−1 − e−kλ cos(w0 − φ)z−2




β = ln(λ);n = m− k
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En utilisant la propriété du saling
2










































donné par 4n+ 5 pour un ordre n ≥ 1 donné.
La même proédure peut être utilisée pour trouver la transformée de Laplae du ltre












cos(φ)(s+ s0 + lβ)
(s+ p0 + lβ)2 + ω20
(2.17)
Ave p0 = λk et s0 = − tan(φ)ω0 + λk.
Sur la gure 2.3, le spetre du ltre BIT est donné pour les mêmes valeurs que elles
utilisées pour la gure 2.1. Les deux paramètres λ et n hangent la valeur du fateur de
qualité du ltre BIT : pour des valeurs élevées de n ou λ le fateur d'amortissement est
plus élevé d'où un spetre plus plat.
La phase initiale φ introduit une ertaine asymétrie sur le spetre mais e dernier reste
relativement symétrique pour être un modèle approprié des RIs du NA. Le spetre du ltre
GT de quatrième ordre est donné aussi sur la même gure. Au voisinage de la fréquene
de résonane, le spetre du ltre BIT ressemble à elui du GT mais la diérene est plus
prononée au niveau des basses et hautes fréquenes. Dans la setion 2.4, on donne plus
de détails onernant la relation entre le ltre BIT et le ltre GT.
2. Si Z(f(t)) = F (z) , alors Z(λtf(t)) = F (λ−1z)




















Figure 2.3 Spetre du ltre binomial pour diérentes valeurs des paramètres
(n = 2, λ est une valeur positive et φ = 0, π/4). Le spetre du GTF de 4ième
ordre est traé en pointillé.
Le ltre BIT partage ave le ltre GT les mêmes limitations : spetre symétrique, traje-
toire des FIs onstante et absene de ompression au voisinage de la MF. Dans la setion
suivante, on propose des modiations dont le but est d'adapter le ltre BIT aux ob-
servations physiologiques. Les modiations proposées n'introduisent pas de omplexité
additionnelle en terme d'implémentation.
2.2 Adaptation des ltres binomiaux aux observations
physiologiques
2.2.1 Réponses impulsionnelles du nerf auditif
Dans [Carney et oll., 1999℄, la réponse impulsionnelle du nerf auditif d'une population de
hats a été mesurée en utilisant la tehnique de la orrélation-inversée et e pour diérentes
fréquenes et diérents niveaux d'exitation. On suit la même proédure que elle utilisée
par [Irino et Patterson, 2001℄ et e dans le but de fournir des résultats omparables à
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eux fournis pour les ltres GT et les ltres GC. On utilise aussi les mêmes réponses
impulsionnelles qui sont disponibles sur le site web du earLab
3
.
La méthode utilisée pour olleter es réponses est détaillée dans la setion I de [Carney
et oll., 1999℄. Les réponses impulsionnelles de la ellule 25 de l'Unité 86100 de MF de
2 kHz seront utilisées pour le reste de e hapitre puisque 'est l'unité ave le plus grand
nombre de RIs disponibles.
Enveloppe temporelle
Sur la gure 2.4, la RI de l'Unité 86100u25 est donnée pour le niveau d'exitation de
80 dB SPL. Les enveloppes des mêmes RIs sont données sur la gure 2.5. L'enveloppe






Figure 2.4 Réponse impulsionnelle du ltre binomial pour diérents ordres du
modèle. La réponse impulsionnelle de l'Unité 86100u25 de [Carney et oll., 1999℄
est aussi donnée (80 dB SPL).
est déterminée omme étant la valeur absolue de la transformée de Hilbert (H) de es
réponses impulsionnelles. La diérene entre la RI du modèle et elle du NA est plus
prononée au début de ette dernière. Un modèle dont l'ordre est plus élevé orrespond à
une erreur plus petite. Dans la setion 2.2.2 on donnera plus de détails sur le lien entre
l'ordre du modèle et l'erreur de modélisation. Il parait à premiere vue que l'enveloppe du
ltre BIT fournit une bonne approximation de l'enveloppe du NA. La propriété du NA la
plus diile à modéliser est le taux de glissement des FIs qui se trouve être indépendant
du niveau d'exitation. On dénit le taux de glissement des RIs omme étant la pente de
la variation de la fréquene instantanée de ses dernières en fontion du temps.
3. http://earlab.bu.edu/databases/olletions/Default.aspx










Figure 2.5 Enveloppe estimée à partir de la réponse impulsionnelle de
l'Unité 81000u25 [Carney et oll., 1999℄ (80 dB SPL). L'enveloppe des réponses
impulsionnelles du BITF est donnée pour diérents ordres.
Fréquenes instantanées et asymétrie spetrale
Les FIs du NA présentent des taux de glissement dont la diretion dépend seulement de
la MF de la bre auditive. Dans le as du ltre BIT, le hangement de la phase initiale
permet de hanger le taux de glissement de la fréquene instantanée (gure 2.3). Mais
généralement, le spetre du ltre BIT tel que dérit dans l'équation (2.15) est symétrique et
la modiation de la phase initiale φ ne permet pas d'introduire une fréquene instantanée
dont la trajetoire est ontrollable.
On propose dans e qui suit des modiations de l'équation (2.15) dans le but d'introduire
un taux de glissement ontrollable dans les fréquenes instantanées du ltre BIT. Cei
peut être eetué failement en ajoutant un nouveau paramètre γ qui ontrle la position
des zéros dans l'équation (2.15). En eet, il sut de remplaer ak(z) dans (2.15) ave
ak(z) = a(γ
−kz). En déalant AZ(z) par une valeur de π, e dernier peut être un ltre
passe-haut ou un passe-bas e qui permet d'introduire un glissement des FIs dont la
trajetoire est ontrollable.
Sur la gure 2.6 deux RIs du ltre BIT sont présentées. Ces deux réponses partagent la
même enveloppe et la même FI asymptotique. Cependant, au début de la RI les trajetoires
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Amplitude
Temps
(a) Réponses impulsionnelles du ltre binomial









(b) Spetres du ltre binomial pour n = 2
Figure 2.6 Spetres et réponses impulsionnelles du ltre binomial dont les RIs
ont des fréquenes instantanées dont le taux de glissement est déroissant (ligne
en pointillé) et roissant (ligne ontinue). Sur la gure 2.6(b) les réponses du
ltre AZ(z) ainsi que elles du ltre omposite AZ(z)/BZ(z) (équation (2.15))
sont données pour haque as.
sont diérentes. La RI représentée en pointillé sur la gure 2.6(a) possède un taux de
glissement roissant alors que elle en ligne ontinue un taux de glissement déroissant.
Cette diérene est aussi visible sur leurs spetres. Les deux spetres donnés sur la gure
2.6(b), ont les mêmes ples (BZ(z) dans l'équation (2.15)) mais des zéros diérents.
Compression et déviation fréquentielle
Parmi les manifestations du omportement non-linéaire de la ohlée, on trouve la om-
pression des niveaux sonores [Allen, 2001℄, la suppression due à la présene d'une seonde
tonalité [Ruggero et oll., 1997℄ et la distorsion des produits oto-émissions aoustiques
[Cooper et Rhode, 1997℄. L'un des phénomènes non linéaires des plus importants est la
ompression des niveaux sonores élevés. Les signaux de faible intensité sont ampliés ave
des gains élevés, alors que eux de hauts niveaux ne sont pratiquement pas ampliés.
Ainsi la ohlée présente une ompression roissante en fontion de l'intensité du signal
d'entrée : la ohlée réalise un ontrle de gain automatique de telle sorte que son gain
devient atténué pour des signaux dont l'intensité roît. La gure 2.7 présente le spetre
des RIs de la ellule 25 de l'Unité 86100 dont la MF est de 2 kHz. Le gain de ses RIs
au voisinage de la fréquene entrale est inversement proportionnel au niveau d'exitation
du signal d'entrée. Ces spetres présentent aussi une asymétrie (indépendante du niveau
d'exitation) qui suppose un taux de glissement onstant des FIs. La diretion pointée par
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Figure 2.7 Spetres des réponses impulsionnelles des ellules de
l'Unité 86100u25. La diretion pointée par la èhe indique des niveaux
d'exitation roissants. Quand le niveaux d'exitation augmente, la valeur
maximale des spetres des RIs diminuent d'où la ompression au voisinage de
la fréquene entrale.
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la èhe indique des niveaux d'exitation roissants. Quand le niveaux d'exitation aug-
mente, la valeur maximale des spetres des RIs diminue d'où la ompression au voisinage
de la fréquene entrale.
On propose dans e qui suit de valider le ltre BIT par rapport aux RIs du nerf auditif de
hat et e en e qui onerne :
 L'allure temporelle de la réponse impulsionnelle.
 Le taux de glissement de la FI qui est indépendant du niveau d'exitation.
 La déviation de la MF en fontion du niveau d'exitation.
 La ompression au voisinage de la fréquene entrale.
2.2.2 Modélisation des réponses impulsionnelles du nerf auditif
On étudie dans ette setion la validité du ltre BIT omme un modèle de la réponse
impulsionnelle du nerf auditif. La variation des paramètres du modèle est exprimée en
fontion du niveau d'exitation utilisée pour reueillir les réponses impulsionnelles publiée
par [Carney et oll., 1999℄. La réponse du modèle est ensuite omparée à elle reueillie
au niveau du nerf auditif. On propose don dans ette setion de trouver les valeurs des
paramètres du BIT dont les RIs ressemblent le mieux à elles du NA.
Modèle et erreur de modélisation
Les paramètres du ltre BIT sont ajustés diretement dans le domaine de la transformée en
z et sont implémentés omme dérit par l'equation (2.15). Le ltre biquadratique a(z)/b(z)
est paramétré dans le domaine fréquentiel où G, wc, wl et wr représentent le gain maximal,
la fréquene entrale, les basses fréquenes et hautes fréquenes à −3dB respetivement.
La fréquene d'éhantillonnage est de 20kHz.
Pour un ordre du modèle n donné, les paramètres qui sont impliqués dans l'ajustement
du ltre BIT sont le gain maximal G, β, γ et les paramètres fréquentiels δc = wc/MF ,
δr = wr/MF and δl = wl/MF . La variation de es paramètres en fontion du niveau











= f(Px) = M× Px + b0 (2.18)
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Où M ∈ R6,1 et Px est le niveau d'exitation normalisé (exprimé en dB SPL) donné par
(PN − 80) 4.
Algorithme d'apprentissage
La RI du modèle ainsi que elle du NA de la population de hats sont normalisées puisque
les gains des RIs de hats vers les basses fréquenes n'ont pratiquement pas hangés quand
le niveau d'exitation a hangé [Carney et oll., 1999℄ (voir gure 2.7). Le ltre BIT est
utilisé ave 6 paramètres dont la variation est modélisée par un système linéaire dérit par
l'équation (2.18). Le délai des RIs n'est pas investigué dans ette étude et est déterminé
omme étant le délai pour lequel la orrélation entre la RI du ltre BIT et elle des RIs des
ellules auditives de hats atteint son maximum. L'erreur quadratique moyenne (EQM)
est utilisée omme ritère de minimisation pour la proédure d'apprentissage du modèle.
L'erreur d'apprentissage est dénie omme étant l'EQM de la diérene entre la réponse
du modèle et elle de la RI du NA. Cette diérene est alulée sur la durée pour laquelle
l'enveloppe des RIs est supérieure à une fois et demie (1.5) le bruit de mesure estimé à
partir du premier et des deux dernières ms de la RI du NA.
Si un modèle f (onformément à l'équation (2.18)) est utilisé pour générer des RIs notées











Où N représente le nombre des RIs par bre auditive.
La valeur nale de l'EQM est ensuite normalisée par la puissane moyenne de la RI du
NA et exprimée en dB.
L'algorithme de minimisation est un algorithme de reherhe linéaire itératif basé sur
l'algorithme de la plus forte pente où l'estimation du Jaobien (∇) est eetuée numéri-
quement. À haque itération, la valeur de f est mise à jour en utilisant l'algorithme 2.1.
4. Ce hoix est motivé par le fait que le niveau d'exitation ommun aux réponses impulsionnelles est
de 80 dB SPL.
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Algorithme 2.1 : Algorithme d'ajustement du BIT aux RIs du NA
Entrées : PN : Niveaux d'exitation sonore.
Sorties : f dénie dans (2.18).
Données : MF : fréquene entrale des RIs
tant que |∇e(f)| ≥ ǫ faire
Générer les RIs du BIT en utilisant f .
Estimer ∆e(f), le gradient de e(f).
Trouver α pour minimiser e(f + α∆e(f)).
Mettre à jour f = f − α∆e(f) .
n
On présente dans la setion suivante les résultats obtenus suite à l'ajustement du modèle
aux RIs du NA et on démontre que le ltre BIT est un modèle à omplexité réduite apable
de modéliser dèlement les RIs du NA.
2.3 Résultats expérimentaux
2.3.1 L'ordre du modèle
Dans ette setion, on examine l'impat de l'ordre du modèle n sur l'erreur de modélisation.
Pour e faire, les RIs générées par le ltre BIT sont ajustées aux RIs du NA et e que
pour des niveaux d'exitation sonores de 80 dB SPL. L'ajustement du modèle est limité
dans e as aux niveaux d'exitation PN élevés et e pour deux raisons :
1. Pour des niveaux d'exitation élevés, le bruit de mesure est le plus faible.
2. Ajuster le modèle à une RI par bre auditive, évite l'impat du nombre de oeients
du modèle sur l'erreur de modélisation (setion 2.3.2).
La gure 2.8 représente l'erreur de modélisation alulée selon l'équation (2.19) exprimée
en dB.
Quand le modèle est un simple ltre biquadratique (n = 0), l'erreur de modélisation est la
plus élevée et vaut −6.3 dB. Quand l'ordre du modèle augmente, l'erreur de modélisation
diminue ensuite augmente légèrement à partir de n ≥ 5. Cei est dû essentiellement au fait
que pour n ≥ 5, le terme (1 − βt)n ne peut roître aussi rapidement que l'aroissement
de l'enveloppe les RIs du NA.
Étant donné qu'un ordre de modélisation plus élevé implique une implémentation digitale
ave un nombre de oeients plus élevé, un ompromis raisonnable semble être possible
ave un ordre de modélisation valant 2 ou 3.


















Figure 2.8 Compromis entre ordre du ltre binomial (n) et erreur de modéli-
sation des réponses impulsionnelles du nerf auditif.
2.3.2 Résultats de modélisation de la bre 25 de l'Unité 86100
Le nombre des oeients du modèle linéaire f
On s'intéresse dans ette setion à l'impat du nombre des oeients du modèle f sur
l'erreur de modélisation : le nombre maximal par paramètre est 2 (ordonnée à l'origine
b0 et oeient direteur M) et le nombre total des oeients de f est de 12 (6 para-
mètres équation (2.18)). Puisque le taux de glissement des FIs est indépendant du niveau
d'exitation PN , le paramètre γ ontrlant le taux de glissement des RIs du modèle f est
modélisé par une onstante.
Dans le tableau 2.1, le nombre total des oeients est donné dans la première olonne.
La distribution de es oeients parmi les diérents paramètres est aussi donnée. Par
exemple, sur la deuxième ligne, 10 oeients sont utilisés : tous les paramètres du modèle
dépendent du niveau d'exitation sauf les deux paramètres γ et β. L'impat de l'ordre de
modélisation n sur l'erreur de modélisation e est aussi investigué.
Le tableau 2.1 montre que le ltre BIT peut modéliser dèlement les RIs des bres auditives
étant donné que le rapport signal sur bruit (RSB) de es dernières est d'environ 20 dB. Pour
le même nombre de oeients un modèle dont l'ordre est plus élevé résulte en une erreur
de modélisation plus petite (une rédution de 0.3 dB) grae à une meilleure modélisation
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Tableau 2.1 Compromis entre l'ordre du modèle n, le nombre de oeients
du modèle et l'erreur de modélisation des réponses impulsionnelles de la bre
25 de l'Unité 86100 pour 9 niveaux d'exitation.
n=2 n=3
Nombre de oe. G β wc δl δr e mp e mp
11 2 2 2 2 2 -13.8 0.76 -13.4 0.70
10
∗
2 1 2 2 2 -13.2 0.81 -13.3 0.56
9 2 1 2 1 2 -12.9 0.73 -13.1 1.00
8 2 2 1 1 1 -11.7 0.81 -11.8 1.00
8 2 1 2 1 1 -12.2 0.82 -12.7 0.99
8 2 1 1 1 2 -12.9 0.78 -12.3 0.38
7 2 1 1 1 1 -11.5 0.81 -11.7 0.87
6 1 1 1 1 1 -10.9 1.00 -11.1 1.00
du début des RIs. Quand l'ordre du modèle est xé, ette même erreur peut être réalisée
ave un nombre de oeients plus petit : Il sut d'aeter deux oeients pour δr et
wc. En eet, le paramètre δr ontrle la pente desendante de l'enveloppe de la RI du
ltre BIT e qui est onsistent ave le fait que la durée des RIs déroît quand le niveau
d'exitation augmente. Le paramètre wc doit aussi dépendre du niveau d'exitation PN
puisque le pi du spetre des RIs du NA se déale vers les basses fréquenes quand le niveau
d'exitation augmente (Figure 2.7). Quand les paramètres du modèle sont indépendants
du niveau d'exitation l'erreur de modélisation est la plus grande et vaut −10.9 dB.
Clairement, les paramètres du ltre BIT doivent être dépendants du niveau d'exitation.
Selon le tableau 2.1, les paramètres qui inuenent le plus l'erreur de modélisation sont
δr (lignes 6 et 7 du tableau 2.1) et wc. Quand es deux paramètres sont dépendants du
niveaux d'exitation, l'erreur de modélisation est inférieure à −12.9 dB. La dépendane
du paramètre δl améliore légèrement l'erreur de modélisation ave environ 0.3 dB (lignes
2 et 3 du tableau 2.1) alors que elle du paramètre β est seulement importante quand le
paramètre δr est lui aussi dépendant du niveau d'exitation (lignes 1 et 2 du tableau 2.1).
Même si le paramètre β inuene peu l'erreur de modélisation, il inuene grandement le
omportement ompressif du ltre BIT. En eet, e paramètre ontrle l'énergie de la RI
du ltre BIT et modéliser e paramètre omme étant dépendant du niveau d'exitation
mène à un modèle surdéterminé (10 paramètres pour 9 RIs du NA).
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Compression au voisinage de la fréquene entrale
Le taux de ompression τ
mp
est déni omme étant la pente qui dérit la variation moyenne











Où TFD représente la transformée de Fourier disrète (TFD) et N représente le nombre
des RIs du NA.
Pour la bre 25 de l'Unité 86100 [Carney et oll., 1999℄, il semble que le modèle se omporte
relativement pareillement pour n = 2 et n = 3, sauf quand il s'agit de ompression. En
eet, pour n = 3 et quand tous les paramètres du modèle dépendent du niveau d'exitation,
le taux de ompression moyen τ
mp
=0.56 dB/dB e qui est onsistent ave les valeurs de
ompression de la MB des ohons d'inde [Cooper et Yates, 1994℄(pour des fréquene
d'exitation de 2kHz). Cette valeur est aussi onsistante ave elle dérivée des experienes
de masquage fréquentiel [Hiks et Baon, 1999℄.
Les paramètres qui ontrlent la ompression au niveau de la rête du ltre BIT sont β et
δr. En eet, β est responsable de la pente d'aroissement de l'enveloppe du ltre BIT alors
que δr ontrle le déroissement de la même enveloppe. Permettre à es deux paramètres
d'être dépendants du niveau d'exitation, garanti que l'enveloppe du ltre BIT oinide
parfaitement ave elle des RIs du NA. Quand la durée des RIs du NA augmente (niveau
d'exitation déroît), le spetre devient plus plat et don le gain maximal du ltre BIT
déroît d'où la ompression.
L'implémentation digitale du ltre BIT requière 4n + 5 oeients, don pour n = 3 le
nombre de oeients est 17 et 13 pour le as de n = 2. Une autre façon d'introduire la
ompression onsiste à ajouter un ple additionnel au ltre BIT d'ordre 2. Cei onsiste
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L'équation (2.21) dénit la fontion de transfert du ltre binomial ompressif, Compressive
Binonial-tone lter (BIT) dont l'implémentation digitale néessite seulement 15 oe-
ients pour n = 2.
Le modèle implémenté tel que dérit par l'équation (2.21) est ajusté aux RIs de la bre 25
du NA de l'Unité 86100 et e pour 9 niveaux d'exitation en utilisant la relation (2.18).
Résultats de modélisation
Les résultats de modélisation de l'Unité 86100u25 sont présentés sur la gure 2.9. La gure
2.9(a) présente le spetre du ltre BIT dont les RIs sont présentées sur la gure 2.10(a).
La fréquene de résonane wc du ltre BIT diminue de façon monotone ave le niveau
d'exitation et est à peu près égale à la MF (1.9kHz représenté en pointillé sur la gure
2.9(a)) pour un niveau d'exitation de 80 dB SPL. Le gain du ltre BIT varie aussi
ave le niveau d'exitation. Sur la gure 2.9(a), le gain a été normalisé à 0 dB pour un
niveau de 30 dB SPL. Le gain diminue ave le niveau d'exitation et est d'environ -21 dB
pour un niveau d'exitation de 80 dB SPL. Et don, la fontion d'entrée-sortie du ltre
est ompressive et le taux de roissane moyen est d'environ 0.57 dB/dB. Ces ltres ont
également un spetre stable pour les basses fréquenes e qui est ompatible ave le fait
que les trajetoires des FIs sont indépendantes du niveau d'exitation. Cela peut aussi
se voir sur les réponses impulsionnelles (gure 2.10) qui partagent les mêmes temps de
passage par zéro que les RIs du NA.
L'évolution temporelle de l'erreur entre les RIs du NA et les réponses impulsionnelles
du ltre BIT est donnée sur la gure 2.10(b). Les disparités entre es dernières sont
plus prononées aux parties nales des RIs à 30 et 40 dB : les RIs du NA et elle du
ltre BIT sont presque en oïnidene lorsque l'amplitude relative de la forme d'onde est
susamment grande. Cei est probablement dû au fait que les paramètres du modèle ont
été modiés de façon linéaire par rapport au niveau d'exitation : un ordre de modélisation
plus élevé (polynme du seond ordre) aurait donné de meilleurs résultats.
Indépendamment de la dernière partie des RIs du NA, le début de es dernières est bien
modélisé et les temps de passage par zéro sont onservés. Cei est également illustré sur
la gure 2.9(b) : Les FIs du ltre BIT montent douement en suivant la moyenne des FIs
des RIs du NA sur la durée durant laquelle le rapport signal sur bruit est élevé.
La gure 2.11 montre le déplaement des ples et zéros du ltre BIT quand le niveau
d'exitation varie. Le ltre BIT d'ordre 2 possède 4 ples, leurs onjugués et 2 zéros
purement réels de multipliité 2 haun. Lorsque le niveau d'exitation augmente, les
4 ples ainsi que leurs onjugués migrent vers le entre du erle unité. Cela a deux
















(a) Spetres du ltre binomial ompressif pour 6 niveaux d'exitation. Le
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(b) Trajetoires des fréquenes instantanées du ltre binomial ompressif
(ligne solide) et elles de la bre auditive 25 (pointillé).
Figure 2.9 Spetres et trajetoires des fréquenes instantanées du ltre bino-
mial ompressif pour l'Unité 86100u25.
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(a) Réponses impulsionnelles du ltre binomial
ompressif (ligne pointillée) et elles du nerf au-
ditif. Le niveau d'exitation en dB est donné sur
l'axe des ordonnées.








(b) Évolution temporelle de l'erreur de modélisa-
tion des réponses impulsionnelles de la bre audi-
tive.
Figure 2.10 Réponses impulsionnelles du ltre binomial ompressif et évolution































































(b) Déplaement des zéros du ltre binomial om-
pressif
Figure 2.11 Déplaement des ples et zéros dans le plan z du ltre binomial
ompressif quand le niveau d'exitation hange (la diretion pointée par la èhe
indique un niveau d'exitation roissant).
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onséquenes : (1) le gain maximal du spetre du ltre BIT diminue et (2) la fréquene de
résonane migre vers les basses fréquenes. Les zéros sont purement réels et de multipliité
2 haun : ils se déplaent aussi vers zéro où ils suivent les ples dans leur déplaement
pour assurer des FIs dont les trajetoires sont indépendantes du niveau d'exitation.
Le ltre BIT est stable, ausal et à phase minimale. Ce sont des propriétés utiles si e
ltre est utilisé dans un sénario d'analyze-synthèse. Nous étudions dans la setion suivante
l'aptitude du ltre BIT à modéliser les RIs du NA du même hat mais pour diérentes
bres auditives.
2.3.3 Résultats de modélisation de l'Unité 86100
Trente RIs du NA pour diérents niveaux d'exitation et diérentes MF du même hat
sont utilisés dans ette setion pour valider le ltre BIT. Les RIs du modèle sont générés
utilisant l'équation (2.21) en utilisant la même proédure que elle utilisée dans la setion
2.2.2. L'ajustement du modèle est eetué dans le domaine temporel et tous les para-
mètres ont été dénis omme étant dépendants du niveau d'exitation, sauf pour le as
du paramètre γ assurant ainsi des FIs dont les trajetoires sont indépendantes du niveau
d'exitation.
Tableau 2.2 Erreur de modélisation (en dB) des réponses impulsionnelles des
bres de l'Unité86100. Les performanes du ltre gammahirp ompressif (CGC)
et le ltre gammahirp analytique (AGC) sont aussi données.
N°. bre N MF e(CBIT) e(AGC) e(CGC)
20 2 351 -11.2 -10.0 -9.5
2 2 508 -11.7 -10.7 -10.9
22 4 1094 -11.7 -10.3 -9.8
7 5 1602 -12.1 -12.7 -10.4
25 9 1914 -13.4 -11.0 -12.0
26 2 2305 -11.0 -10.2 -11.2
18 2 2773 -10.1 -8.5 -8.8
Le tableau 2.2 présente les erreurs d'ajustement (exprimées en dB) du ltre BIT, du ltre
AGC ainsi que elles du ltre GC. La deuxième olonne de e tableau donne le nombre
des RIs par bre alors que la troisième olonne donne les fréquenes de résonanes de es
bres. Les erreurs onernant le ltre AGC ainsi que elles du ltre GC ont été reportées
des tableaux IV et V de [Irino et Patterson, 2001℄ respetivement.
Le tableau 2.2 montre que le ltre BIT peut modéliser les RIs de l'Unité 86100 ave une
erreur moyenne 1.2 dB plus petite que elle réalisée soit par le ltre AGC ou par le ltre
GC. L'erreur de modélisation de la bre 25 en utilisant le ltre GT est de −10.1 dB
36
CHAPITRE 2. LES FILTRES BINOMIAUX : UN MODÈLE ORIGINAL DES
RÉPONSES IMPULSIONNELLES DU NERF AUDITIF À FAIBLE COMPLEXITÉ
([Irino et Patterson, 2001℄). Pour ette même bre, le ltre BIT réalise une erreur de
modélisation 2.5 dB plus petite que elle réalisée par le ltre AGC et 3.3 dB que elle















(a) Réponses impulsionnelles du ltre binomial
ompressif (en ligne pointillée) pour le niveau d'ex-
itation de 80 dB SLP. Le numéro des bres est















(b) Trajetoires des FIs des réponses impulsion-
nelles du ltre binomial ompressif (en ligne poin-
tillée). Les droites de régression des FIs des bres
pour le niveau d'exitation de 80 dB SLP est repré-
sentée par une ligne ontinue. Le numéro des bres
est donné entre parenthèses.
Figure 2.12 Réponses impulsionnelles du ltre binomial ompressif ainsi que
les trajetoires de leurs fréquenes instantanées pour l'Unité86100.
La gure 2.12 présente les RIs du BIT pour 7 bres auditives de la même unité ainsi
que leurs trajetoires
5
. La gure 2.12(b) présente les droites de régression représentant
les trajetoires de FIs des RIs du NA pour les niveaux d'exitation de 80 dB SPL : les
trajetoires du BIT passent à travers les bornes délimitées par les droites de régression. Les
trajetoires sont également indépendantes du niveau d'exitation. Les bres 26 et 18 ont
des FIs qui s'élèvent rapidement et atteignent rapidement leurs fréquenes asymptotiques.
La pente de la trajetoire au début de la réponse impulsionnelle est très élevée et déroît
ensuite rapidement. Cei est diérent des autres bres où la variation de la pente de la
trajetoire est moins abrupte. Le omportement de es bres a également été rapporté dans
[Carney et oll., 1999℄ et [Irino et Patterson, 2001℄ : es bres montrent des trajetoires
osillantes plutt que des trajetoires lisses.
Dans ette setion, on a montré que le ltre BIT permet de modéliser dèlement les RIs
du NA. Cei est montré en omparant les propriétés des RIs à elles du NA :
1. La réponse impulsionnelle du BIT ressemble à elle du NA.
5. Les trajetoires des FIs ont été estimées omme étant les dérivées de la transformée de Hilbert des
RIs.
2.4. COMPARAISON AVEC D'AUTRES BANC DE FILTRES AUDITIFS 37
2. Les trajetoires des FIs du BIT sont indépendantes du niveau d'exitation.
3. La fréquene de résonane du BIT dévie vers les basses fréquenes quand le niveau
d'exitation augmente.
4. Le ltre BIT présente une ompression non linéaire au voisinage de la MF.
On s'attarde dans la dernière setion de e hapitre sur la omparaison entre le modèle
proposé et les modèles auditifs populaires. On va s'intéresser essentiellement aux propriétés
du NA que es modèles modélisent et à la omplexité en terme d'implémentation digitale.
Cette omparaison a pour but de démontrer l'avantage du BIT en terme de rédution de
omplexité pour des performanes omparables.
2.4 Comparaison ave d'autres ban de ltres auditifs
Le ltre BIT est lié au ltre GT, puisque la diérene entre les deux réside dans le début
de la RI. En eet, le développement en série de Taylor au voisinage de zéro des réponses
impulsionnelles de es derniers ltres donne :
GTF3(t, γ) ≈ t3 − γ × t4 +O(t5) (2.22)
BIT
k
n(t, λ) ≈ tn − λ× (k + 1/2n)tn+1 +O(t2+n) (2.23)
Quand n = 3, hoisir une valeur de λ = γ/(k + 3/2) résulte en un ltre BIT dont le
spetre est quasiment identique à elui du GT du 4ième ordre. Un exemple est donné sur
la gure 2.13 où le spetre du BIT est délibérément déalé de 1 dB.
La diérene entre les deux spetres est aussi donnée : la diérene entre les deux ltres
est loalisée au voisinage de la fréquene de résonane et est inférieure à 0.5 dB. Même si
les deux ltres sont très prohes, le ltre BIT a l'avantage de posséder une représentation
spetrale plus ompate et un degré de liberté de plus pour le même ordre n. Ces deux
avantages ont permis au BIT de modéliser de façon plus appropriée les RIs du NA.
Le ltre de BIT peut être onsidéré omme un ltre qui appartient à la famille des ltres
présentés par [Katsiamis et oll., 2007℄ : La transformée de Laplae du BIT pour n = 2
est une mise en asade d'un ltre OZG (d'ordre 1), d'un ltre APG (d'ordre 2) et d'un
ltre ples-zéros en asade où les ples et zéros se déplaent par le même taux (PZFC5)
(d'ordre 1). Le tableau 2.3 donne une omparaison des familles de ltres auditifs les plus
populaires dans la littérature. Cette omparaison est basée sur le ritère de simpliité
de desription (dans le domaine temporel, elui de Laplae et elui de la transformée en
z), la ressemblane de la RI du modèle à elle du NA, et le nombre de oeients de
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Figure 2.13 Comparaison entre le spetre du ltre Gammatone (pointillé) et
elui du ltre binomial (ligne ontinue) où e dernier est déalé de 1dB. La
diérene entre les deux est donnée en ligne disontinue.
Tableau 2.3 Comparaison entre les familles des ltres auditifs.
BIT GammaTones Casade (3 Filtres/ERB) Zilaney
Filtres BIT2 GT AGC GC APFC PZFC PZFC5 [Zilany, 2006℄
Simple t/s/z t t t s/z s/z s/z s/z
Enveloppe + + + + ≈ + + +
Fréq. inst + − + + − ≈ + +
Compression + − ≈ + + + + +
N. oeients 15 14 80 80 12 25 25 34
l'implémentation digitale
6
. On a exlu de e tableau ertaines familles omme les ltres
DRNL de [Lopez-Poveda et Meddis, 2001; Meddis et oll., 2001℄ ou le modèle proposé par
[Verhulst et oll., 2012℄ : Ces modèles ont été exlus de ette omparaison puisqu'ils n'ont
pas d'implémentation digitale.
Le tableau 2.3 montre que le ltre BIT permet de modéliser dèlement les RIs du NA et
e ave un nombre de oeients réduit. Comparativement au ltre GC, le BIT permet
une rédution de omplexité par un fateur de
3/16 et une rédution de omplexité de l'ordre
de
1/2 omparativement au modèle de [Zilany et Brue, 2006℄. Bien que le ltre BIT peut
être une alternative intéressante aux modèles plus sophistiqués, il faut être onsient de
6. Les symboles +, ≈ et − représentent une validation satisfaisante d'un ritère donné, une validation
partielle d'un ritère donné et l'absene omplète d'un ritère donné respetivement.
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la portée de ette étude. En fait, l'investigation sur les performanes du modèle proposé a
été limitée à : (1) des niveaux sonores modérés et (2) aux MFs inférieures à 4 kHz
7
. Autres
propriétés omme le retard, la suppression dû à la présene d'une deuxième tonalité et la
nature de la phase ne sont pas onernés par e hapitre. En fait, le prinipal avantage du
ltre BIT montré dans e hapitre est la apaité de e dernier à modéliser dèlement les
RIs du NA et e ave un nombre minimal de oeients.
2.5 Conlusion
Remplaer la distribution gamma par une loi binomiale dans l'expression du ltre GT
donne lieu au ltre binomial. Celui-i peut être failement modié an d'y inlure une
asymétrie spetrale et une ompression non-linéaire.
La RI du ltre BIT a été omparée à elles des bres nerveuses auditives (voir tableau 2.2) :
Ave un ple supplémentaire, le ltre BIT se transforme en un modèle dont la réponse
est dèle aux RIs du NA en termes d'erreur temporelle, de ompression et en terme de
trajetoire des FIs. Le modèle, implémenté omme un ltre IIR utilisant seulement 15
oeients par bre, est une alternative moins omplexe à des modèles plus sophistiqués.
Vu la omplexité réduite du ltre BIT, on propose dans le hapitre suivant, un ban de
ltres pour odage audio basé sur e dernier. Pour e faire, un ban de ltre adaptatif est
onçu pour simuler la réponse fréquentielle du NA humain. La variation des paramètres
du ban de ltres est validée en se basant sur des expérienes de masquage fréquentiel.
Enore une fois, le ltre BIT se distingue par sa omplexité réduite omparativement aux
autres ban de ltres auditifs pour des performanes omparables.
7. En raison de l'absene de données pour des MFs supérieures à 4kHz.
40
CHAPITRE 2. LES FILTRES BINOMIAUX : UN MODÈLE ORIGINAL DES
RÉPONSES IMPULSIONNELLES DU NERF AUDITIF À FAIBLE COMPLEXITÉ
CHAPITRE 3
Nouveau ban de ltres auditifs dynamiques
à base des ltres binomiaux
Les modèles des ltres auditifs publiés dans la littérature omprennent à la fois :
1. eux motivés par les expérienes psyhoaoustiques, telles que la détetion des tona-
lités en présene de bruit masquant.
2. eux qui sont motivés par la reprodution de la réponse méanique de la membrane
basilaire ou elles des réponses impulsionnelles du nerf auditif.
Cei ne onduit pas néessairement aux même modèles. Le travail présenté dans e hapitre
onsiste à fournir un modèle qui peut non seulement modéliser les réponses méaniques
de la membrane basilaire, synthétiser les réponses impulsionnelles du nerf auditif mais
aussi expliquer les expérienes du masquage fréquentiel. Étant donné qu'il y a plusieurs
étapes de traitement neural entre la ohlée  méanique  et la pereption, il ne serait
pas surprenant de trouver que les paramètres dièrent selon les propriétés herhées à
modéliser. Il semble ependant que la ohlée joue un rle susamment important pour
expliquer ertaines manifestations de la pereption. Dans le hapitre 2, on a présenté
le ltre binomial ompressif omme étant un modèle à faible omplexité des réponses
impulsionnelles du nerf auditif. Les performanes de e ltre ont été validées par rapport
aux réponses impulsionnelles de la membrane basilaire de hats. Dans e hapitre, on valide
le même modèle par rapport aux expérienes de masquage fréquentiel aratérisant ainsi
la forme des ltres auditifs humains et fournissant ainsi un ltre auditif à faible omplexité
permettant d'expliquer ertaines manifestations de la pereption auditive tout en étant en
onordane ave les données physiologiques.
3.1 Arhiteture du ban de ltres d'analyze et de syn-
thèse
Dans [Duifhuis, 2004℄, l'auteur résume les modèles ohléaires et les divise en deux a-
tégories : (1) lasse des modèles des lignes de transmission et (2) modèles de la lasse
des ltres. Plus préisément :  La prinipale diérene est que les modèles de la lasse 1
prennent en ompte le ouplage entre les éléments du système, tandis que dans la lasse
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2 les anaux sont indépendants et le ouplage est omplètement déterminé par l'entrée
ommune . Les ltres en asades tels que eux proposés par Katsiamis et oll. [2007℄
(les ltres APFC, OZG et PZFC) fournissent des modèles où le ouplage entre les anaux
peut se faire failement puisqu'il sut d'introduire n'importe quel type de traitement
entre les diérents anaux. Cependant ette famille de ltres (en asade) soure de deux
inonvénients majeurs :
1. L'aumulation des erreurs de alul d'un étage à un autre néessite une preision
numérique élevée. Généralement es modèles utilisent un nombre de 100 ltres élé-
mentaires (ave 50% de reouvrement) pour ouvrir la bande de fréquene d'intérêt.
2. L'ajustement de es modèles aux données physiologiques ou psyhoaoustiques né-
essite un nombre élevé de blos élémentaires (pour modéliser un système ontinu à
savoir une ligne de transmission). Cei devient un dilemme gênant quand es modèles
sont utilisés ave un nombre de blos diérent de elui utilisé pour leur ajustement.
Pour es dernières raisons, le modèle proposé est basé sur un ban de ltres BIT disposés
en parallèle. La struture en parallèle proposée est présentée par la gure 3.1. Le signal
s(n) à l'entrée du ban de ltres est passé à travers les ltres d'analyze Hi pour donner
les signaux yi(n). Le signal reonstruit sˆ(n) est synthétisé à partir des signaux yˆi(n) en
utilisant les ltres de synthèse Gi. Quand les ltres d'analyse sont à minimum de phase,
et quand yˆi(n)=yi(n) :
Gi = H
−1
i et sˆ(n) = s(n) (3.1)
Il est évident que ette struture n'est pas eae en terme de ompression entropique
puisque ette dernière rée une redondane proportionnelle au nombre de ltres que
ontient le ban de ltres. Dans e hapitre on va se onsarer plutt à démontrer que
le ltre BIT permet de aratériser aussi le système auditif humain. Les paramètres du
ban de ltres à base de BIT seront ajustés aux expérienes de masquage fréquentiel pour
aratériser e ltre et démontrer qu'il est apable d'expliquer le phénomène du masquage
tout en étant onsistant ave les observations biologiques. On disutera l'utilisation de e
même ban ltres pour la ompression audio dans les hapitres suivants.
On a montré dans le hapitre 2, que le ltre auditif est dynami et ompressif : la forme
du ltre et ses paramètres hangent en fontion de la nature et l'intensité du signal à
son entrée. Deux approhes peuvent être suivies pour modéliser e ouplage entre l'entrée
du ltre et sa sortie. La gure 3.2 présente les deux arhitetures possibles (en boule
ouverte/fermée).
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(b) Struture en boule fermée.
Figure 3.2 Adaptation des paramètres du ban de ltres au signal d'entrée. La
ligne ontinue représente le signal d'entrée alors que elle en pointillée représente
les paramètres de ontrle.
La gure 3.2(a) présente la struture en boule ouverte. Pour ette struture, les para-
mètres du ltre dynamique sont adaptés et e en se basant sur le niveau du signal à la
sortie du ltre passif qui lui y est assoié. La struture en boule ouverte est généralement
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plus faile à implémenter mais puisque le signal doit être ltré par deux ltres (passif et
atif), la omplexité est arue.
Quant à la struture en boule fermée présentée par la gure 3.2(a), 'est le niveau de
puissane à la sortie du ban de ltres atifs qui détermine la forme de es derniers. La
omplexité d'implémentation est réduite dans e as puisque le signal d'entrée n'est ltré
qu'une seule fois.
Dans les setions suivantes, on va valider le ban de ltres agené en boule fermée puisque
elle i représente une arhiteture ayant une omplexité moins élevée que elle pour la
struture en boule ouverte.
3.2 Dérivation des paramètres du ban de ltres
3.2.1 Le modèle du masquage fréquentiel
Une des nombreuses expérienes permettant de aratériser le anal auditif humain est
elle où un nombre de personnes essaient de déteter une tonalité en présene d'un bruit















Figure 3.3 Détetion de tonalité en présene de bruit masquant.
Dans ette expériene, l'intensité Ps de la tonalité est variée pour déterminer la puissane
N0 du bruit néessaire pour que ette première soit juste audible et e pour diérentes
largeurs de bruit masquant [flmax, fumin]. Cette méthode a été utilisée pour aratériser
le ltre auditif hez les humains [Webster et oll., 1952℄. La même méthode devint plus
importante ave les travaux de [Patterson, 1986; Patterson et Nimmo-Smith, 1980℄ où ils
ont démontré que les auditeurs utilisent un ltre auditif qui maximise le rapport signal
sur bruit et non un ltre entré autour de la fréquene entrale f0 de la tonalité. Le mas-
quage d'une tonalité par un bruit blan à bandes étroites est préféré aux autres types de
masquage (par example le masquage d'une tonalité par une autre) quand il s'agit de la
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aratérisation de la forme du ltre auditif et e pour plusieurs raisons. Premièrement,
l'expression de la valeur de la tonalité peut être exprimée de façon simple en fontion du
niveau du bruit (voir l'équation (3.2)). Deuxièmement, les diérentes largeurs du bruit
masquant permettent de aratériser indépendamment la forme du ltre auditif vers les
basses fréquenes de sa forme vers les hautes fréquenes. Troisièmement, e type de mas-
quage permet de prendre en onsidération la déviation de la fréquene entrale du ltre
auditif utilisé par les auditeurs (dans le but de maximiser le rapport signal sur bruit).
Plusieurs auteurs ont répété et étendu es mêmes expérienes pour ouvrir plusieurs sujets,
diérentes fréquenes et diérentes formes de bruit [Baker et oll., 1998; Glasberg et Moore,
1990; Lut et Patterson, 1984; Rosen et Baker, 1994℄. D'autres ont donné des analyses
de plus en plus sophistiquées pour dénir des formes de ltres auditifs qui permettent
de prédire les données expérimentales (à savoir la valeur de Ps)[Glasberg et Moore, 2000;
Irino et Patterson, 2006b, 1996, 2001℄. Leurs données et leurs méthodes sont utilisées dans
e hapitre pour aratériser le ban de ltres proposé.
Deux ensembles de données, ouvrant un large éventail de niveaux de bruit et de fréquene,
ave plusieurs sujets dans haque ensemble, ont été utilisés pour ajuster et omparer les
diérents modèles de ltres auditifs ités dans e hapitre. Le premier ensemble ontient
des données olletées pour neufs sujets et pour neuf diérentes fréquenes en utilisant du
bruit blan [Baker et oll., 1998℄. Le deuxième ensemble ontient des données olletées
par Glasberg et Moore [2000℄ en utilisant un bruit uniformément distribué (un bruit qui
produit le même niveau d'exitation par ERB). Pour la plupart des travaux ités i-haut,
y ompris pour le présent travail, l'ajustement des ltres a été réalisé en utilisant les
seuils moyens à travers les sujets de haque ensemble de données totalisant ainsi 1277
expérienes diérentes. Les fréquenes utilisées durant ses expérienes ouvrent la bande
[250 Hz, 6 kHz℄.
Si la pente du spetre du bruit masquant à la fréquene de oupure est très raide, il est
possible d'érire une fontion qui orrèle le seuil de masquage de la tonalité à la forme du
ltre auditif. Cette relation onstitue la base de la proédure d'ajustement utilisée pour
aluler la forme du ltre auditif [Glasberg et Moore, 1990; Lyon, 2011b; Moore et oll.,
1990; Patterson, 1976℄. Si la forme du ltre auditif peut être représentée par une fontion
de pondération W (f), alors le seuil de masquage de la tonalité peut être prédit par :
Pˆs = K ×
∫
∆f
N0 ×W (f)df (3.2)
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où pour des raisons de larté :

Ps = Ps(f0, N0, f l, fu) W (f) = W (f)f0
K = K(f0) N0 = N0(f0, f l, fu)
∆f = [flmin flmax] ∪ [fumin fumax]
ave K un paramètre qui dépend uniquement de la fréquene et Pˆs le niveau de la tonalité
prédit par le modèle. Ce modèle est appelé  modèle de puissane du masquage  pare
qu'il suppose un bruit stationnaire. La aratérisation du modèle proposé dans e hapitre
se base sur l'équation 3.2 pour ajuster les diérents paramètres du modèle.
3.2.2 Algorithme d'ajustement du ban de ltres
Dans ette setion, l'ajustement du modèle fait référene au proessus utilisé pour trouver
les  meilleures  valeurs des paramètres du modèle proposé de telle sorte que si l'équation
(3.2) est utilisée pour déterminer la valeur de Pˆs, l'erreur quadratique moyenne entre Pˆs
et Ps est la plus petite possible. Cette reherhe onstitue un problème de minimisation
quadratique mais puisque le système (lien entre Pˆs et W (f)) est non-linéaire, la reherhe
est plus ompliquée.
Pour l'optimisation non-linéaire, la méthodologie de [Glasberg et Moore, 2000; Irino et
Patterson, 2006b, 2001℄ est suivie ave plusieurs modiations en utilisant l'algorithme
de Levenberg-Marquardt [Moré, 1978℄ appliquées aux données de [Baker et oll., 1998;
Glasberg et Moore, 2000℄ : le travail présenté dans ette thèse n'aurait pas été possible
sans l'aide généreuse de tous es auteurs.
Chaque ban de ltres a ses propres paramètres à ajuster en plus de trois paramètres à
savoir :
1. La fréquene entrale du ltre w0 qui doit être déterminée pour maximiser le RSB
à la sortie du ltre.
2. Le niveau du bruit de fond P0 : un paramètre qui représente le niveau du bruit
interne au niveau de l'oreille. Ce bruit est ajouté à l'entrée du ltre auditif avant de
aluler Ps.
3. La onstante de détetion K.
L'oreille externe et moyenne aetent le spetre du bruit masquant et don les niveaux
des bandes de bruit à la sortie du ltre auditif, en partiulier lorsque la fréquene de la
tonalité est faible ou élevée. [Glasberg et Moore, 1990; Rosen et Baker, 1994℄ ont montré
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que l'inlusion d'une fontion de transfert qui représente le ltrage pré-ohléaire réduit
l'erreur quadratique.
L'algorithme d'estimation des tonalités en utilisant un modèle M est présenté par l'algo-
rithme 3.1.
Algorithme 3.1 : Algorithme d'estimation des tonalités Pˆs.
Entrées : Données des expérienes psyhoaoustiques, M : Modèle du ban de ltres
Sorties : ξ(M) : erreur de prédition des tonalités.
pour haque expériene faire
Générer Hi, les spetres des ltres auditifs en utilisant le modèle M .
Caluler Wi(f) les spetres aetés par la fontion de transfert de l'oreille externe et
moyenne.
Inlure la fontion de transfert du bruit de fond P0(f).
Trouver le ltre W (f) parmi es ltres qui maximise le rapport signal sur bruit.
Estimer Pˆs en utilisant l'équation (3.2).
e(M) = Ps − Pˆs.
n
Trouver la valeur de K pour minimiser ξ(M) = e(M)−K et e pour toute les
expérienes onernées ;
L'erreur ξ(M) est ensuite utilisée par l'algorithme de Levenberg-Marquardt omme étant
la fontion d'erreur non-linéaire à minimiser. Il faut noter que la onstante K ne dépend
que de la fréquene et n'intervient nullement dans la détermination de la forme du ltre
auditif.
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3.2.3 Modélisation du ltre auditif hez les humains
Le système auditif peut être modélisé par un ensemble inni de ltres auditifs dynamiques
qui ouvrent le spetre auditif. Comme illustré au hapitre 2, ertaines propriétés de la
RI du NA dépendent de la fréquene tel que la fréquene entrale, la largeur du ltre
auditif, la trajetoire des FIs. D'autres paramètres dépendent du niveau de l'exitation
par exemple la déviation de la fréquene entrale du ltre où la ompression au niveau du
gain maximal.
Bien que les non-linéarités se manifestent de diverses manières dans le système auditif, il
est toujours possible de modéliser une bonne partie de es non-linéarités ave des modèles
quasi-linéaires : modèles qui peuvent être dérits omme étant des ltres linéaires mais
ave des paramètres qui dépendent de façon non-linéaire du niveau de l'exitation. De
tels modèles peuvent apter les prinipaux eets de masquage et la ompression entre
entrée et sortie assoiée aux méanismes ohléaires. On dérit dans les parties suivantes
la dépendane de la formes des ltres proposées par rapport à leurs fréquenes de résonane
ainsi que par rapport au niveau de l'exitation.











Ave pk = b+k× brat, z1 = a+ b et w0 la fréquene de résonane du BIT2. On dérit dans
les setions suivantes la dépendane des ples et zéros du BIT2 par rapport à la fréquene
du ltre auditif et par rapport au niveau de l'exitation à son entrée. On a hoisit le ltre
BIT2 omme example, mais la même notation ainsi que le raisonnement restent valident
pour n'importe quel ordre.
Dépendane par rapport à la fréquene : Quand le niveau d'exitation est faible, le
ltre auditif est symétrique et la valeur de sa largeur de bande équivalente entrée autour
de fc est approximée par [Glasberg et Moore, 1990℄ :
ERB(fc) = 24.7 + 0.1079× fc (3.4)
ERB
rate
(fc) = 24.1× log10(1 + 0.00437× fc) (3.5)
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Dans le as du GT d'ordre 4 (tel que déni par l'équation (2.5)), le lien entre le fateur
d'amortissement b
gt






Comme démontré à la setion 2.4, le BIT2 peut donner un ltre dont le spetre est égal
à elui du GT. On peut alors dénir le ltre BIT2 omme étant un ltre GT quand
le niveau d'exitation est faible (Pour les niveaux d'exitation faibles le ltre auditif est
symétrique). Pour e faire, il sut de hoisir b = −a = b
gt
et brat = 0. Ave es valeurs,
le BIT2 est un GT tel qu'illustré par la gure 3.4. De façon plus générale, pour un ltre
binomial d'ordre n, Binonial-tone lter (BITn) la valeur de b0 donnant la largeur de bande
équivalente est donnée par :





0.638 0.849 1.019 1.164 1.293 1.329
)
. Pour un ltre binomial ompressif
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(b) Largeur de bande du ltre binomial passif pour
n = 2.
Figure 3.4 Spetres et largeurs de bande équivalente du ban de ltres proposé
quand le niveau d'exitation est faible.
Sur la gure 3.4(a), le spetre d'un ban de 16 ltres BIT2 passifs est donné. Les ltres
BIT2 passifs tels que dérits préédemment sont symétriques et leur ERBs sont égales à
elles du système auditif humain tel qu'illustré par la gure 3.4(b).
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Dépendane par rapport au niveau d'exitation : Comme démontré dans le ha-
pitre 2, la RI du NA dépend de l'intensité de l'exitation. Cette exitation a pour eet de
modier la MF, le gain maximal de la RI du NA sans pour autant modier la trajetoire
de ses FIs. On a démontré dans le hapitre préédent que es ontraintes peuvent être
satisfaites si le paramètre a est indépendant du niveau d'exitation alors que w0 et b le
sont (équation (3.3)).
Rosen et Baker [1994℄ donnent une fontion qui approxime la ompression du système
auditif humain :
Pout = C1 + 0.9× Pin + C2 ×
(
1− 1
1 + exp(−0.05 ∗ (Pin − 50))
)
(3.8)
où C1 et C2 sont deux onstantes et Pout et Pin sont la puissane à la sortie du ltre auditif
et à son entrée respetivement.
On s'inspire de ette équation pour modéliser la variation de la forme du ltre BIT (b :
fateur d'amortissement de la RI du ltre) ainsi que sa fréquene de résonane (w0) par
rapport à la puissane du signal d'entrée Pin :




1 + exp(−δP × (Pin − 50))
)
(3.9)
w0 = wc × (1 + δw × (2− b
gt
/b)) (3.10)
où C, δP et δw sont des onstantes. L'équation (3.9) est préférée à une approximation par
polynme pour plusieurs raisons. En eet ette première :
 néessite un nombre de paramètres plus petits que le nombre de oeients nées-
saires à un polynme pour reproduire la même forme que elle sur la gure 3.5.
 est dierentiable par rapport à tous ses paramètres e qui est une propriété souhaitée
pour l'algorithme d'apprentissage 3.1.
 est bornée entre [b
gt
, C × b
gt
] est don appropriée pour ompresser une entrée dont
la dynamique est élevée assurant ainsi la stabilité du ltre peu importe la valeur de
la puissane Pin.
La gure 3.5 donne une représentation de ette relation pour les valeurs suggérées par
[Rosen et Baker, 1994℄. Quand le niveau d'exitation est faible, le BIT2 se omporte
omme un ltre GT ave une ERB équivalente à elle du système auditif humain. Le gain
du ltre BIT2 dans e as est onstant (d'où le terme passif). Quand le niveau d'exitation
augmente, le gain du ltre BIT2 diminue et sa largeur de bande augmente. Une fois le
niveau devenu élevé (supérieur à 90dB), le gain du BIT2 ainsi que sa largeur de bande
























(b) Spetres du ltre BITF2 dynamique.
Figure 3.5 Spetres et gains du ltre BITF2 dynamique pour les valeurs sug-
gérées par [Rosen et Baker, 1994℄ et δw = −0.01. La diretion pointée par la
èhe indique des niveaux d'exitation roissants allant de 10dB à 80dB ave
un pas de 10dB.
restent onstants. Ce raisonnement reste valide aussi pour tous les ltres BITn et BITn.
Pour le as illustré sur la gure 3.5(b), le ltre BIT2 réalise une ompression moyenne de
0.58 dB/dB. Les valeurs des paramètres C, δw, δP qui permettent de prédire la valeur de
Ps sont à déterminer et e à partir des expérienes de masquage fréquentiels.










= M× fdep (3.11)






L'équation (3.11) dérit la variation des paramètres du ban de ltres proposé par rapport
à la fréquene. L'algorithme de Levenberg-Marquardt est utilisé onjointement ave l'algo-
rithme 3.1 pour trouver la valeur de M qui minimise ξ(M). On présente dans les setions
suivantes les résultats d'ajustement des ltres proposés aux expérienes de masquage.
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a : Contrle la position des zéros dans l'equation (2.21) dénissant l'allure du ltre vers
les basses fréquenes.
brat : Contrle la asade des poles dans l'équation (2.21).
C : Contrle la largeur de bande maximale du ltre.
δP : Contrle la région de ompression du ltre.
δw : Contrle la déviation de la fréquene entrale du ltre par rapport à la puissane.
3.3 Résultats expérimentaux
Dans ette setion, on ompare les performanes de deux familles de ltres : les ltre bino-
miaux (BITn) et les ltres binomiaux ompressifs (BITn) où n indique l'ordre utilisé pour
haque ltre. On suit la même méthodologie utilisée dans le hapitre 2 et on ommene
par étudier l'impat du nombre de oeients du modèle M sur l'erreur d'ajustement du
ban de ltres aux expérienes de masquage.
3.3.1 Compromis omplexité et erreur d'apprentissage
La variation de la forme du ban de ltres proposé par rapport à la fréquene et ainsi que
elle par rapport aux niveaux d'exitation est donnée par les équations (3.9) et (3.11).
Le nombre maximal des oeients de e modèle est de 10. Pour haque famille, et pour
haque nombre donné de oeients, le modèle donnant la plus petite erreur est donné
sur la gure 3.6. Puisque, tel que détaillé à la setion 3.1, la struture en boule fermée
est plus éonomique en terme de omplexité, ette setion présente les résultats quand les
ltres binomiaux sont agenés selon la struture présentée par la gure 3.2(b).
La gure 3.6 réarme les onlusions déduites au hapitre 2 :
 Le ltre binomial d'ordre 2 (BIT2) et le ltre binomial ompressif d'ordre 3 (BIT3)
sont les moins performants. Cei est dû soit au manque de ompression au voisinage
de la fréquene de résonane soit à leurs formes symétriques. Ces défauts ne peuvent
être orrigés en augmentant le nombre de paramètres et fait de es ltres des modèles
relativement inappropriés pour modéliser le système auditif humain.
 Le ltre binomial d'ordre 3 (BIT3) et le ltre BIT2 réalisent les meilleurs sores
ependant le ltre BIT2 néessite moins de oeients que le ltre BIT3 quand il
s'agit d'implémentation digitale. Cette onlusion a déjà été onrmée au hapitre
2 quand les RIs des deux ltres ont été ajustées aux RIs du NA de hats.
Sur la gure 3.7 les performanes d'autres familles de ltres sont aussi données. Leurs
valeurs ont été rapportées depuis la gure 6 de [Lyon, 2011b℄.
Le modèle qui performe le moins bien est le APFC, ei est essentiellement dû à l'absene
de zéros dans sa fontion de transfert d'où un manque de ontrle des basses fréquenes.
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Figure 3.7 Erreur de détetion des tonalités par diérents modèles. Les données
onernant les ltres auditifs autres que le ltre BIT2 ont été rapportées depuis
la gure 6 de [Lyon, 2011b℄.
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(d) Spetres du ltre BIT3.
Figure 3.8 Familles de ltres binomiaux (pour des niveaux d'exitation dié-
rents allant de 30 à 70 dBSPL) ajustées aux expérienes de masquage. La ligne
disontinue représente la valeur du paramètre P0.
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Le ltre tout-ple en asade ave un zéro, one-zero lter asade (OZFC) qui est un ltre
APFC ave un zéro additionnel dans sa fontion de transfert, réalise un meilleur sore. Ce
dernier ltre, même s'il réalise une erreur de prédition relativement réduite, ne peut être
onsidéré omme étant un ltre auditif puisque sa réponse impulsionnelle ne ressemble pas
à elle du nerf auditif.
Les ltres GC à savoir en struture parallèle (PrlGC) ou en asade (GasGC) se om-
portent relativement de la même façon par rapport au nombre de oeients et réalisent
sensiblement la même erreur de prédition. Cependant, es ltres néessitent un nombre
élevé de oeients pour une implementation digitale e qui les rend moins appropriés
pour la disipline du odage audio (tableau 2.3).
Les ltres en asade PZFC5 proposés par [Lyon, 2011b℄ se omportent relativement de la
même façon que les autres familles de ltres et réalisent une rédution de omplexité par
rapport aux GCs. Le ltre qui réalise la plus petite erreur est le PZFC mais malheureuse-
ment il ne peut être onsidéré omme un ltre auditif puisqu'il viole la ontrainte des FIs
dont les trajetoires doivent être indépendantes du niveau d'exitation (les ples et zéros
de e ban de ltre se déplaent indépendamment quand le niveau d'exitation hange, e
qui fait que la trajetoire des fréquenes instantanées de es ltres n'est pas onstante).
Ave es résultats, le tableau 2.3 peut être omplété. Tel que illustré à la setion 2, le ltre
Tableau 3.1 Comparaison entre les familles des ltres auditifs.
BIT GammaTones Casade (3 Filtres/ERB) Zilaney
Filtres BIT2 GT AGC GC APFC PZFC PZFC5 [Zilany, 2006℄
Simple t/s/z t t t s/z s/z s/z s/z
Enveloppe + + + + ≈ + + +
Fréq. inst + − + + − ≈ + +
Compression + − ≈ + + + + +
e(dB) éq. (3.1) 2.9 5.9 3.5 3.0 3.9 2.7 3.0 ∅
N. oeients 15 14 80 80 12 25 25 34
BIT2 représente un ompromis raisonnable entre omplexité et erreur d'ajustement aux
expérienes psyhoaoustiques. Dans la suite de la thèse, 'est e modèle partiulier qui
sera utilisé omme étant le ban de ltre d'analyse/synthèse pour le odage audio.
3.3.2 Choix de modèle : ompromis entre performane et surap-
prentissage
Jusqu'à présent on a présenté les ltres BITs omme étant des modèles qui permettent de
prédire la valeur des tonalités tel que dérit dans la setion 3.2.1. Dans la setion préédente
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on s'est intéressé à la determination des valeurs numériques de la relation, exprimée par
l'équation (3.11), qui dérit la forme du ltre qui minimise l'erreur de prédition. Les
données au nombre de 1277 expérienes distintes ont été utilisées pour trouver les valeurs
numériques des paramètres de l'équation (3.11). Le nombre de paramètres maximal pour
haque famille de ltres étant de 10 (≪ 1277), il semble être justié de ne pas soupçonner
un surapprentissage. Cei n'est pas moins valide. On eet, le surapprentissage peut se
produire même si le nombre de paramètres est limité (Il sut par example de penser à
une régression linéaire ave plusieurs valeurs aberrantes.). Une des méthodes pour vérier
la validité d'un modèle (f : x → yˆ) onsiste à aluler le oeient de détermination
donné par :





Plus R est prohe de 1, plus le modèle dérit dèlement les données. Dans le as du
BIT2 ette valeur varie entre 95% et 97% (À titre de omparaison, pour le ltre GT e
oeient vaut 86%). Une autre méthode appelée validation roisée onsiste à subdivider
les données en deux groupes : le premier utilisé pour entraîner le modèle, l'autre pour
valider le pouvoir de généralisation de e dernier. La gure 3.9, présente les résultats pour






























































































































































































































































































































































































Figure 3.9 Erreur de généralisation vs l'erreur d'apprentissage pour diérentes
familles de ban de ltres proposées.
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entre erreur de prédition et pouvoir de généralisation : le modèle qui donne l'erreur
d'apprentissage la plus petite est elui qui généralise le moins bien.
Le modèle qui semble présenter un ompromis entre es deux ritères est elui qui se trouve
le plus prohe de l'origine du graphe. Le ltre binomial ompressif d'ordre 2 réalisant le
ompromis entre erreur d'apprentissage et de généralisation (BIT
∗
2) est représenté par
une étoile sur la gure 3.9.
3.3.3 Compression et fréquenes instantanées du modèle hoisi
Cette setion onsiste à vérier que les paramètres du ltres BIT
∗
2 ne violent pas les
ontraintes que doit satisfaire un ltre auditif à savoir ompression, fréquenes de réso-
nane dépendantes du niveau d'exitation et des trajetoires de fréquenes instantanées
indépendantes du niveau d'exitation. La gure 3.10(a) représente le spetre et les traje-
toires du ltre BIT
∗
2 pour diérents niveaux d'exitation. Tel qu'illustré sur la gure, les
trajetoires des FIs
1
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(b) Trajetoires des fréquenes instantanées.
Figure 3.10 Spetres et trajetoires des fréquenes instantanées du ltre BIT
∗
2
pour des niveaux d'exitation allant de 30 à 70 dB.
nelles du BIT
∗
2 quant à elles ressemblent à une distribution Gamma tel qu'illustré sur la
gure 3.11. Les temps de passage par zéro étant indépendants des niveaux d'exitation
onrment le fait que les trajetoires des RIs sont onstantes.
1. Les FIs ont été estimées omme étant les dérivées de la phase de la transformée de Hilbert des RIs.
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0 1 2 3 4 5 6 7 8 9
Amplitude
temps(mse)
Figure 3.11 Réponses impulsionnelles du ltre binomial ompressif pour dié-
rents niveaux d'exitation.
3.3.4 Conlusion
Les paramètres des ltres BITs ont étés ajustés aux experienes du masquage fréquentiel
aratérisant le system auditif humain. Les résultats montrent que es ltres représentent
un bon ompromis entre omplexité d'implémentation et erreur de prédition des seuils de
masquage. Dans e hapitre, on a dérit le ban de ltres (en boule fermée) et on a donné
l'expression des paramètres qui relient sa forme aux niveaux d'exitation à son entrée :
Le BIT pour une moindre omplexité réalise une erreur de prédition plus petite que les
autres familles de ltres auditifs ités dans la littératures (tableau 2.3). Ave seulement
15 oeients par bande, le BIT
∗
2 permet de produire les résultats des expérienes du
masquage auditif tout en respetant les ontraintes physiologiques à savoir la ompression,
des RIs ressemblant à une distribution Gamma et des trajetoires de FIs indépendantes
des niveaux d'exitation. Cei dit, e ban de ltres ne peut être utilisé tel que dérit dans
e hapitre pour l'enodage audio puisque, les ltres de e dernier sont dynamiques et sont
positionnés ave un reouvrement de 50% et don la sortie de e ban de ltre est très
redondante. Les hapitres suivants ont pour but de présenter les méthodes utilisées pour
remédier à e problème.
CHAPITRE 4
Synthèse par inversion des motifs d'exita-
tions auditives
Dans le hapitre 3, on a présenté les BIT
∗
2s omme étant des modèles mimant le fontion-
nement de la ohlée. On a montré que es derniers, à moindre omplexité, peuvent prédire
les seuils de masquage lors des experienes du masquage de tonalités par du bruit blan
à bandes étroites. Cei dit, le méanisme d'audition est bien plus omplexe et d'autres
éléments interviennent lors du proessus de pereption. Dans le but de se rapproher en-
ore plus du domaine pereptuel, le ban de ltres proposé est étendu en y inluant des
modèles simulant le fontionnement des ellules iliées et les neurones qui y sont attahés.
Ces derniers peuvent être approximés par des redresseurs simple-alternanes suivis par
des éhantillonneurs par maxima (peak piker). Les sorties des modèles neuronaux aux-
quels on réfère par motifs d'exitation auditive ont deux partiularités intéressantes : ils
sont positifs et épars. La partie synthèse du ban de ltres telle qu'illustrée sur la gure
3.1 doit être adaptée pour permette une synthèse parfaite. On propose dans e hapitre
une approhe originale permettant de réupérer parfaitement le signal audio à partir de
ses motifs d'exitation auditive. En tolérant un délai algorithmique, une simple ligne de
retard peut être interposée en amont des ltres d'analyse permettant de satisfaire une qua-
lité de synthèse parfaite validée par des métriques objetives et subjetives. Cet ensemble
de lignes de retard, est largement préféré aux approhes d'analyze par synthèse ou elles
basées sur des proessus d'approximation itératifs.
4.1 Extration des motifs d'exitation auditives
Les modèles physiologiquement inspirés [Der et oll., 2003; Erfani, 2016; Slaney, 1995℄ ont
été utilisés auparavant pour des raisons autres que le odage de la parole et l'audio. L'ob-
jetif de es modèles a été de omprendre la pereption [Cooper, 1980; Irino et Kawahara,
1993℄, de tester la préision du modèle auditif [Hukin et Damper, 1989; Slaney et oll.,
1994℄ et d'améliorer les performane des algorithmes de reonnaissanes de la voix. Le pro-
essus d'inversion ommun de es modèles est itératif en nature. Souvent un algorithme
d'approximation itératif est utilisé pour réupérer le signal à partir des motifs d'exitation
[Deorsière et oll., 2015; Pihevar et oll., 2010; Slaney et oll., 1994℄.
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Certaines de es proédures d'inversion sont basées sur la théorie de projetion dans des
espaes onvexes, où les ontraintes de reonstrution sont spéiées sous forme de mi-
nimisation onvexe [Combettes, 1993℄. Les projetions dans es espaes onvexes pour la
disipline de odage audio sourent de plusieurs désavantages :
 La omplexité élevée de ette approhe due à sa nature itérative.
 Certaines ontraintes ne peuvent être formulées sous forme d'une minimisation onvexe.
Il est à noter que dans [Grin et Lim, 1984℄, les auteurs proposent une approhe itérative
pour la synthèse des représentations ohléaires. Cette approhe garantit une onvergene
optimale loalement, mais enore une fois, elle requière un eort omputationnel élevé.
Pour es raisons, on a hoisi d'adopter une approhe basée sur l'inversion des motifs d'ex-
itation de la MB. Pour y arriver on propose d'interposer entre le bans de ltres d'analyse
et elui de synthèse des proessus physiologiquement inspirés dans le but de mimer le fon-
tionnement du système auditif humain. Quant à la partie de synthèse on propose d'utiliser
des simples gains/retards pour égaliser les sorties des ltres de synthèses. Cette approhe
est plus simple et ne requière nullement des proessus itératifs de reonstrution.
4.1.1 Modèle des ellules iliées internes
Les ellules iliées internes jouent le rle d'un transduteur qui permet de traduire les
déplaements de la MB en diérenes de potentiel. Les mesures des réponses életriques
ont montré une sensibilité diretionnelle de es apteurs : alors que le déplaement de la
MB dans une diretion est exitateur, le déplaement dans la diretion opposée ne génère
pas de déharges au niveau du NA [Dallos, 1996℄. Et don, es ellules réagissent aux
déplaements positifs de la MB et par onséquent il semble être justié de modéliser e
omportement par un redresseur simple-alternane. Ce modèle simple a souvent été adopté
pour modéliser le fontionnement des ils iliés internes [Baumgarte, 2001; Dau et oll.,
1996; Lee et oll., 2015; Lyon, 1983; Sene, 1990℄.
Le ban de ltres BIT
∗
2 est don suivi par un redresseur simple-alternane dont l'expres-
sion est donnée par :
y(n) = max(x(n), 0)c (4.1)
Où c = 0.4 est un paramètre implémentant une ompression logarithmique [Kubin et
Kleijn, 1999b℄.
4.1.2 Modèle neuronal simple
Contrairement aux autres modèles (par example dans [Baumgarte, 2001; Dau et oll., 1996;
Lyon, 1983; Sene, 1990; Thiemann, 2011; Thiemann et Kabal, 2007℄), on préserve la ne
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struture temporelle du signal, 'est à dire, qu'on n'applique pas de ltrage passe-bas dans
le but d'extraire des enveloppes ar ela onduit à une mauvaise qualité de reonstrution.
Cette argumentation est basée sur les travaux de [Heinz et Swaminathan, 2009; Shamma
et Lorenzi, 2013℄ où une étude détaillée montre l'importane de la ne struture temporelle
pour l'intelligibilité des signaux de parole quand le rapport signal sur bruit est mauvais.
Dans le modèle proposé, on suit le redresseur simple alternane ité plus haut par un
méanisme de sous-éhantillonnage adaptatif. Ce modèle herhe les maxima loaux et
met les autres éhantillons à zero. Dénotant l'entrée et la sortie de e modèle neuronal




y(n), si y(n− 1) < y(n) et y(n+ 1) ≤ y(n)
0, sinon
(4.2)
Ce modèle simule le motif de déharge d'un ensemble de neurones auditifs. Les réponses
sont don des groupes de grande ativité neuronale qui sont synhronisés ave l'enveloppe
du signal à l'entrée (asservies en phase). Il est onnu qu'un seul neurone ne peut générer
une réponse dont la fréquene dépasse les 250Hz [Greenberg, 1988; Ruggero, 1992℄, et don
ne peut à lui tout seul préserver la ne struture du signal à son entrée. Cependant, le
system auditif humain ontient bien plus de bres nerveuses que des ils iliés internes
[Ruggero, 1992℄, on peut alors assoier plusieurs bres nerveuse à un seul il ilié.
Le phénomène d'asservissement de phase ne se produisant que pour des exitations dont la
fréquene est inférieure à 4 kHz [Greenberg, 1988; Li et oll., 2014; Millman et oll., 2015;
Ruggero, 1992℄, l'utilisation du modèle neuronal proposé semble être justiée pour enoder
des signaux à bande étroite. Pour des raisons de simpliité, on utilisera le même modèle
même pour les signaux à large bande même si ela n'est pas néessaire. En eet, une
représentation plus approximative vers les hautes fréquenes est souvent susante (par
example le as des odeurs ave extension de bande ave et sans information additionnelle
[Ekstrand, 2002; Jax et Vary, 2004; Miao et oll., 2011; Valin et Lefebvre, 2000℄ ).
La prise en ompte des modèles neuronaux pulsés où l'information est véhiulée dans le
timing des impulsions est lairement motivée par les observations des réseaux de neurones
biologiques. Dans [Maass et Bishop, 2001; Shamma et Lorenzi, 2013℄, il a bien été démontré
que es modèles devraient être préférés aux modèles neuronaux lassiques tels que les
modèles qui opèrent en moyennant les taux de déharge au ours du temps par example.
Sur la gure 4.1, le motif d'exitation généré par un segment de signal de parole voisé
(phonème [U] extrait du mot hibou) et dont la durée est de 32 ms est donné. Pour et
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(a) Signal audio voisé.
























(b) Représentation auditive d'un segment audio voisé.
Figure 4.1 Représentation auditive d'un segment audio voisé (phonème [U]
extrait du mot hibou) d'un signal de parole. Les niveaux du gris représentent
les amplitudes des sorties des modèles neuronaux.
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example, 64 ltres auditifs ont été utilisés. Les sorties neuronales de es ltres ne sont pas
alignés pare que haque ltre a un délai de groupe diérent (voir la setion 4.3 pour plus
de détails). Cependant, le verrouillage de phase peut être lairement observé ainsi que la
struture des formants autour des fréquenes 1.5 kHz, 2.6 kHz et 3.4 kHz.
4.2 Synthèse par inversion des motifs d'exitation au-
ditives
Les auteurs dans [Feldbauer, 2005℄ donnent une desription détaillée des orretions à
entreprendre avant de pouvoir synthétiser les motifs d'exitation auditives. Dans ette
setion, on donne un résumé de es étapes. On ouvre les deux prinipales auses d'une
mauvaise qualité de synthèse si l'inversion des motifs d'exitation auditive se fait de façon
naïve. Plus de détails peuvent être trouvés dans le hapitre 2 de [Feldbauer, 2005℄.
4.2.1 Inversion des modèles neuronaux
L'étape d'inversion des motifs d'exitation auditives onsiste premièrement à inverser la
loi de ompression logarithmique implémentée suivant (4.1) :
z(n) = yˆ(n)1/c (4.3)
Où le signal z(n) ressemble à un signal qui a été passé à travers un sous-éhantillonneur 1
suivi d'un sur-éhantillonneur opérant par insertion de zéros. Cette insertion de zéros
engendre un repliement spetral ( aliasing ) auquel il faut remédier à l'aide des ltres
passe-bandes loalisés sur le ban de ltres de synthèse. Avant l'appliation de es ltres,
les amplitudes des pis doivent être orrigées pour prendre en ompte la perte d'énergie.
Cette perte d'énergie est engendrée par :
 le ltrage adaptatif introduit par les modèles neuronaux.
 les erreurs d'estimation de la valeur des pis en hautes fréquenes dues à la fréquene
d'éhantillonnage nie.
Sous-éhantillonnage adaptatif
À la sortie de e modèle d'inversion, le signal ressemble don à une sinusoïde de période p
dont la valeur est prohe de elle du ltre auditif
2
. Dans e as, la transformée de Fourier
1. Le terme sous-éhantillonneur réfère au système dérit par l'équation (4.2)
2. Cette hypothèse n'est valide que si le signal d'entrée est rihe en fréquenes prohes de la fréquene
entrale du ltre auditif.
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Appliant la transformée de Fourier à un osinus d'amplitude unitaire et de fréquene
2π/p on trouve :






δ2pi(θ − 2kπ/p) (4.6)
Toutes les autres fréquenes fantmes doivent être don atténuées et elle du ltre auditif





Estimation des valeurs des pis
Les valeurs estimées de la valeur et la position du pi à la sortie du modèle neuronal ne sont
pas préises. En eet, dû à une fréquene d'éhantillonnage à préision nie es erreurs
sont inevitables. Pour remédier à e problème une méthode basée sur la minimisation
d'erreur quadratique moyenne a été proposée par [Kubin et Kleijn, 1999a℄. Pour un sinus




) pour un t uniformément distribué entre [−1/2, 1/2]. On montre dans [Kubin
et Kleijn, 1999a℄ qu'un estimé de la valeur de A est donnée par :











Ce fateur de orretion permet de garantir une erreur inférieure à 1dB sur toute la bande
de fréquene onernée par le ban de ltres. La gure 4.2, présente la valeur du fateur
de orretion pour diérentes valeurs de fc/fs.
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Figure 4.2 Fateur de orretion des valeurs des pis du modèle neuronal.
4.3 Ban de ltres de synthèse
La dernière étape en vue d'une synthèse par inversion des motifs d'exitation auditive
onsiste à passer es impulsions à travers un ban de ltres de synthèse. Pour une reons-
trution  parfaite , es ltres doivent satisfaire ertaines ontraintes :
 c1 : Posséder des aratéristiques fréquentielles passe-bande pour éliminer le phéno-
mène de repliement spetral et limiter l'étalement spetral du bruit de quantiation.
 c2 : Posséder un délai minimal pour que la qualité de reonstrution soit la plus
prohe de elle du signal d'origine.
Généralement, le ban de ltre de synthèse n'est pas unique [Kubin et Kleijn, 1999b℄. Pour
un ban de ltres non-déimés, la ondition de reonstrution parfaite, en se permettant







Dans le as où le dénominateur dans l'équation (4.9) ne vaut pas un, le ban de ltres de
synthèse est le même que elui du ban d'analyze mais ave ses RIs inversées dans le temps.
Pour maintenir la ausalité du système d'analyse par synthèse, ette ondition se traduit
par un ajout de délai égal à la longueur du ltre de synthèse (Dans le as où elui-i est
un RIF). Dans le as ontraire, par example quand le nombre des ltres d'analyse est peu
élevé ou quand les ltres sont des ltres à réponse impulsionnelle innie (RII), un ltre
d'égalisation peut être introduit pour réduire les ondulations quand la synthèse se fait par
simple sommation des sorties des ltres d'analyse [Foster et Herley, 1995℄. Cette approhe
est utilisée dans les systèmes proposés par [Irino et Unoki, 1998; Lin et oll., 2001; Pihevar
et oll., 2004; Thiemann, 2011℄. Un inonvenient majeur de l'approhe basée sur l'équation
(4.9) est qu'il faut un délai additionnel pour que la réponse du système soit ausale. Cei
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a pour eet de limiter l'utilisation de e ban de ltres dans le adre du odage audio
temps-réel. On propose dans les setions suivantes une approhe originale pour onevoir
le ban de synthèse tout en maintenant un délai minimal du système. On utilise les mêmes
ltres d'analyse aussi pour faire la synthèse sans inverser leurs RIs. Pour égaliser la réponse
du système on introduit une ligne de retard ave des gains de ompensation.
4.3.1 Synthèse sans modèles neuronaux
Commençons par onsidérer le as le plus simple à savoir qu'il n'y a pas de déimation
à la sortie du ban de ltres d'analyze ('est à dire que yˆi(n) = yi(n) sur la gure 4.3).
Simplions enore le problème et imposons aux ltres de synthèse une struture simple,
'est à dire que :
Gi = giz
−δi ∀i ∈ [1, N ] (4.10)
En supposant une impulsion de Kroneker
3
à l'entrée du système, une ondition néessaire
et susante pour garantir (4.9) est donnée par :
sˆ(k) ≈ s(k − d)
sˆ(k) ≈ δ(k − d)
n∑
i=0
giHi(k − δi) ≈ δ(k − d) (4.11)
On propose dans e qui suit de trouver les valeurs de (gi, δi) qui permettent de satisfaire
l'équation (4.11). C'est un problème de minimisation quadratique dont la solution peut
être approhée en deux étapes.
Détermination des valeurs des délais δi :
Pour un délai d donné et des gains gi = 1 donnés, pour que la réponse du système
ressemble le plus possible à une impulsion de Kroneker, les RIs des ltres de synthèse
doivent atteindre leurs valeurs maximales à l'instant d. Si ette dernière ondition est
satisfaite, et étant donné que es ltres ont des fréquenes entrales diérentes, les RIs
vont s'additionner positivement à l'instant d alors qu'elles vont partiellement s'annuler
ailleurs. En eet si on dénit δmaxk l'instant auquel la RI du ltre k atteint sa valeur
maximale entre [0, d], on peut érire :
δk = d− δmaxk (4.12)
3. Cette impulsion vaut 1 à l'origine et 0 ailleurs.













































Figure 4.3 Struture en parallèle du ltre auditif proposé.
La gure 4.4 donne un example de l'appliation du délai déterminé par l'équation (4.12).
Si on onsidère un ban de ltres à n anaux et si on dénit les ltres de synthèse omme
étant Gi = z
−δi∀i ∈ [1, n] où les δi sont déterminés omme dérit préédemment, la RI





La gure 4.5 présente la réponse d'un tel système d'analyse-synthèse. La gure 4.5(a)
présente la réponse impulsionnelle du système alors que la gure 4.5(b) présente sa réponse
fréquentielle pour un délai d=4ms et des gains unitaires. La RI du système atteint son
maximum à l'instant d mais des maximaux loaux sont visibles sur la RI de la gure
4.5(a). Cei se traduit par une réponse fréquentielle partiellement plate (idéalement elle
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Figure 4.4 Réponses impulsionnelles du ltre binomial ompressif avant et
après l'insertion du délai δ pour que elle-i atteigne sa valeur maximale exa-
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(b) Réponse fréquentielle du ban de ltres
d'analyse-synthèse.
Figure 4.5 Réponse impulsionnelle et fréquentielle du ban d'analyse-synthèse
dont le ban de synthèse est dérit par l'équation (4.10) ave des gains gi uni-
taires.
4.3. BANC DE FILTRES DE SYNTHÈSE 69
devrait être omplètement unitaire pour toutes les fréquenes). La sous-setion suivante a
pour but de donner une méthode pour trouver les valeurs des gains gi qui permettent de
vérier partiellement la ondition de reonstrution parfaite.
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Détermination des valeurs des gains gi :





ave les délais δk déterminés omme dérit préédemment. L'équation (4.14) peut être
traduite en une approximation linéaire érite sous forme matriielle :















































H× g ≈ δn−d (4.16)




hi(n+ δi − j) si j ≥ δi
0 sinon
(4.17)
La solution de l'équation sous-déterminée (4.16) peut être trouvée par pseudo-inversion :
g = (HTH)−1HT × δn−d (4.18)
Où (.)T est l'opération de transposition matriielle. La gure 4.6 donne le résultat de
l'appliation des gains déterminés par l'équation (4.18). Dans et example, 64 ltres ont
été utilisés et l'équation sous-déterminée (4.18) est résolue numériquement utilisant des RIs
dont les longueurs sont de 100ms. Ces longueurs permettent de tenir ompte de l'étalement
de la RI du ltre auditif dont la fréquene entrale est la plus petite (50Hz). La RI ressemble
plus à une impulsion de Kroneker e qui se traduit par une réponse fréquentielle plate
sur la gure 4.6(b). Dans l'example présenté sur la gure itée i-haut, la variation de la
réponse fréquentielle est inférieure à 0.5dB sur toute la bande fréquentielle onernée. Il
est évident que les qualités objetives et subjetives de synthèse dépendent prinipalement
de deux fateurs prinipaux à savoir N le nombre de ltres ainsi que le délai d.
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(b) Réponse fréquentielle du ban de ltres
d'analyse-synthèse.
Figure 4.6 Réponse impulsionnelle et fréquentielle du ban d'analyse-synthèse
dont le ban de synthèse est dérit par l'équation (4.10) ave des gains et délais
déterminés par les équations (4.18) et (4.12).
Avant de passer à la determination des paramètres optimaux du ban de ltres de synthèse,
il est à noter que le système donné par l'équation (4.14) peut être érit dans le domaine
de la transformée de Fourier. Il sut d'appliquer la transformée de Fourier à l'équation




gkHk(f) ∀f ∈ [0, fs/2] (4.19)












































Hf × g ≈ IN,1 (4.21)
Où Hi(fk) est la réponse fréquentielle du ltre hk estimée à la fréquene fk et IN,1 est le
veteur valant 1 partout. Pareillement à l'équation (4.18), la valeur de g peut être trouvée
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T × IN,1 (4.22)
Évidement les valeurs données par l'équation (4.18) diérent de elles données par l'équa-
tion (4.22) et ela onduit néessairement à deux systèmes dont les performanes dièrent.
Résultats de simulation :
On présente dans ette setion le résultat de passage d'une trame d'un signal de parole
éhantillonné à 16 kHz à travers le bans de ltres analyse-synthèse. On a utilisé un ban
de ltres BIT
∗
2 ontenant 64 ltres plaés de façon uniforme sur l'éhelle ERB et ouvrant
la bande de fréquene [50Hz, 7.5Khz]. Pour ette expériene le délai d a été xé à 25ms.
La gure présente les résultats obtenus. Les gains trouvés par la méthode d'égalisation






Figure 4.7 Example d'analyse-synthèse d'une trame d'un signal de parole et
les erreurs de synthèse enourues pour diérentes méthodes d'optimisation de
gains.
dans le domaine fréquentiel (gi) donnent des moins bons résultats que eux trouvés par
la méthode d'égalisation dans le domaine temporel. En eet le RSB du système ave des
gains déterminés selon l'équation (4.18) vaut 32 dB ontre seulement 22 dB pour des gains
trouvés selon l'équation (4.22). Cei s'explique par le fait que l'équation (4.18) prend en
ompte l'imperfetion de la RI du système (gure 4.6(a)) puisqu'elle agit diretement sur
elle-i alors que (4.22) suppose une RI parfaite et opère sur une version disrètisée de elle-
i. Les résultats présentés dans ette sous-setion montrent que ette approhe d'égalisation
est susante dans le as où le système d'analyse-synthèse opère en sommant des versions
déalées des sorties du ban de ltres de synthèse. Dans la sous-setion suivante, on aborde
le as où les sorties de haque anal est passée à travers un modèle neuronal dérit par
l'équation (4.2).
4.3. BANC DE FILTRES DE SYNTHÈSE 73
4.3.2 Synthèse ave intégration du modèle neuronal
Comme expliqué dans la setion 4.2.1, à la sortie du modèle neuronal opérant sur le ltre
d'analyse de fréquene entrale fk, le signal ressemble à un signal sous-éhantillonné e qui
rée forément des omposantes spetrales indésirables. Dans [Feldbauer, 2005; Feldbauer
et Kubin, 2004℄, les auteurs proposent des ltres de synthèse dont les RIs sont elles
des ltres d'analyse (GT) mais inversées dans le temps (voir équation (4.9)). Utilisant
des ltres GTs implémentés sous forme de ltres RIFs d'ordre 666, pour une fréquene
d'éhantillonnage de 8Khz le délai de leur système de 20 anaux est de 83.25 ms (setion
2.3.3 de [Feldbauer, 2005℄). Les auteurs justient leurs approhe par la théorie des trames
expliquée dans la setion 2.3.4 de [Feldbauer, 2005℄. Le même modèle est aussi utilisé dans
[Thiemann, 2011℄. Pour la même onguration, l'utilisation du ban de ltres proposés
dans ette thèse réduirait la omplexité d'implémentation d'extration et inversion des
motifs auditif par un ordre de 1/40.
On propose une approhe diérente que elle proposée dans [Feldbauer, 2005℄ où elle
proposée dans [Thiemann, 2011℄. On rappelle qu'une synthèse parfaite dans le as d'un
système déimé ontraint les ltres de synthèse à posséder une aratéristique passe-bande.
On a hoisit d'utiliser les mêmes ltres d'analyse pour l'étape de synthèse puisque eux-i
ont des aratéristiques passe-bande e qui permet d'éliminer le repliement spetral dû au
sous-éhantillonnage adaptatif introduit par les modèles neuronaux (voir setion 4.2.1).
On utilise la même méthode dérite par l'équation (4.16) pour égaliser la RI du système
d'analyse-synthèse. On note que dans ette approhe il n'est plus néessaire d'inlure les
étapes de orretion détaillées dans 4.2.1. En eet, les gains gi trouvés ave l'équation
(4.18) englobent les fateurs de orretion donnés dans les équations (4.7) et (4.8).
L'approhe proposée est diérente de elle utilisée par [Feldbauer, 2005; Irino et Unoki,
1998; Pihevar et oll., 2004; Thiemann, 2011℄ :
 Les ltres utilisés sont des BITs et non des ltres GTs.
 Les RIs des ltres de synthèse sont les mêmes que elles des ltres d'analyse et non
inversées dans le temps. Cei a pour eet d'aboutir à un système d'analyse-synthèse
à moindre délai algorithmique.
 Pour ompenser la réponse du système, on utilise une ligne de ompensation de
gains et une simple ligne de retard au lieu d'utiliser un égaliseur omme utilisé dans
[Feldbauer, 2005℄.
La gure 4.8 présente la nouvelle arhiteture du système proposée où les modèles neuro-
naux ont été représentés par des sous-éhantillonneurs adaptatifs. Pour une valeur de délai
d donné et un nombre de ltres N , la determination des valeurs des gains gi et délais δi se
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Figure 4.8 Struture en parallèle du ltre auditif proposé inluant les modèles
neuronaux.
fait par la résolution de l'équation (4.18) et l'équation (4.12). Dans la setion suivante on
propose d'évaluer les performanes du système proposé en terme de qualité de synthèse.
4.4 Résultats expérimentaux
On propose dans ette setion d'évaluer les qualités du système proposé. Pour e faire,
deux métriques sont utilisées : le RSB et la diérene de qualité subjetive, subjetive
dierene grade (SDG). Alors que le RSB peut être alulé failement à partir des signaux
audio (référene et dégradé), la SDG néessite la réalisation des tests d'éoute qui est une
tahe souvent fastidieuse, longue et oûteuse.
Plusieurs algorithmes ont été développés pour prédire l'issue d'un test d'éoute eetué
selon la reommendation [ITU-BS-1116, 1997℄. Durant e test, la diérene entre deux
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stimuli, l'élément à juger et la référene ahée sont notés sur une éhelle allant de 5
à 1 représentant respetivement une dégradation  impereptible  à  très agaçante .
En supposant que les auditeurs attribuent une meilleure note à la référene ahée qu'à
l'élément sous test, la diérene entre la note de la référene et e dernier est omprise
entre 0 et -4 et appelée SDG. L'algorithme de l'évaluation pereptuelle de la qualité audio,
Pereptual evaluation of audio quality (PEAQ) proposé par [ITU-BS-1387, 2001℄ alule
la diérene de qualité objetive, objetive dierene grade (ODG) qui est destinée à
ressembler à la SDG. L'implémentation de et algorithme étant protégée par des droits
d'auteurs, des implémentations  open soure  basées sur la reommendation [ITU-BS-
1116, 1997℄ ont été développées.
Comme mentionné par [Kabal, 2002℄, la reommendation [ITU-BS-1387, 2001℄ n'est pas
assez spéique et les données ne sont pas susantes pour omplètement aratériser
l'algorithme PEAQ. Cei explique pourquoi seule Optiom [OPTICOM, 2016℄ (ativement
impliquée dans la mise au point de ette reommendation) possède une implémentation
propriétaire onforme à la reommendation [ITU-BS-1387, 2001℄. Dans [Kabal, 2002℄, les
auteurs fournissent une implémentation MatLab de et algorithme qui n'est pas onforme
à la reommendation mais qui s'en approhe. Dans [Holters et Zölzer, 2015℄ les auteurs
présentent le GstPeaq : une implémentation du même algorithme mais qui valide de façon
plus prohe la dite reommendation. La déviation entre les sores ODG fournis parGstPeaq
et la reommendation pour les signaux de test est inférieure à 0.18. Le ode soure du
GstPeaq
4
a été téléopié depuis le site
5
publié dans [Holters et Zölzer, 2015℄ et ompilé
sur une mahine Linux sans auune modiation. La gure 4.9 donne la valeur ODG en
fontion de la valeur de la dégradation subjetive (SDG). Cette gure montre la forte
orrélation entre les deux métriques. Il est don possible d'obtenir une estimation able de
la qualité de synthèse d'un odeur audio en utilisant l'ODG. Cette estimation est enore
plus able pour des valeurs ODG supérieures à -1.5 [ITU-BS-1387, 2001℄.
Pour estimer la qualité du système d'analyse-synthèse proposé, des signaux tests sont
utilisés pour aluler le RSB et le ODG pour diérentes ombinaisons des paramètres (N :
nombre de ltres et d délai du système) du système proposé. Ces signaux éhantillonnés à
une fréquene de 16 kHz ontiennent des signaux de parole ainsi que des signaux de musique
rihes en harmoniques (harpe, violon, triangle et) et perussions (musique d'orhestre,
astagnettes). Une desription détaillé du ontenu de es signaux est donnée [ITU-BS-1387,
2015℄ setion 7.3. Pour un nombre de ltres N donné, le ban de ltres d'analyse-synthèse
4. Dans la suite du doument on va référener l'implémentation GstPeaq omme étant le PEAQ.
5. https://github.om/HSU-ANT/gstpeaq onsulté le 20-06-2015.
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Figure 4.9 Relation entre l'ODG et le SDG.
est onçu haque fois pour ouvrir la bande [50 Hz, 7.5 Khz℄ de façon uniforme sur l'éhelle
ERB.
Le hoix de la fréquene d'éhantillonnage est dité par la fréquene maximale utilisée pour
l'ajustement du ltre BIT
∗
2. En eet, la fréquene maximale des expérienes de masquage
dont on dispose ne ouvre que la bande [250 Hz, 6 kHz℄ (voir setion 3.2.1).
Dans ette expériene, le nombre de ltres a été varié entre 26 et 154 (orrespondant à un
nombre de ltres par ERB variant entre 0.8 et 5) alors que le délai d a été varié entre 5 et
40 ms. La gure 4.10 présente les résultats de ette simulation.
La gure 4.10(a) donne le RSB moyen entre les signaux de test et les signaux synthétisés.
Pour des délais inférieurs à 10 ms, le fait d'augmenter le nombre de ltres ne permet pas
d'améliorer la qualité de synthèse. En eet, pour de si petits délais, les valeurs maximales
des RIs se produisent (pour les basses fréquenes) après le délai d et don une fois alignés,
es RIs ne s'annulent pas parfaitement pour ressembler à une impulsion de Kroneker.
Pour des délais supérieurs à 15 ms et pour un nombre de ltres N supérieur à 74, la qualité
de synthèse est bonne. Cela se traduit par des valeurs de RSB supérieures à 10 dB et des
valeurs de ODG supérieures à -1 suggérant une dégradation impereptible ou pereptible
mais non  agaçante .
Pour un délai de 25 ms et un nombre de ltres de 74 (2.4 ltres par ERB), le RSB moyen
et le ODG valent 24±2dB et -0.07±0.08 respetivement. Ave es valeurs, la dégradation
moyenne entre analyse est synthèse est impereptible. Un délai algorithmique de 25 ms
n'est pas une valeur aberrante pour un ode audio large bande opérant à une fréquene
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(a) RSB moyen entre référenes et signaux syn-
thétisés.
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(b) ODG moyen entre référenes et signaux syn-
thétisés.
Figure 4.10 RSB et ODG moyens entre référenes et signaux synthétisés à
partir de leurs motifs d'exitation auditive pour diérents paramètres du système
analyse-synthèse.
d'éhantillonnage de 16 kHz. Dans [Lutzky et oll., 2004℄, les auteurs présentent une revue
des soures de délais que des odes audio ommuns introduisent lors la ompression
de signaux audio. Ces délais algorithmiques
6
varient entre 20 ms pour MEPG-4 AAC-
LowDelay [Brandenburg et Bosi, 1997℄ et 25 ms pour le ode AMR-WB [3GPP, 2007℄.
Pour d'autres odes, par exemple le MPEG-HE AAC [Wolters et oll., 2003℄, ela peut
aller jusqu'à 129 ms.
La gure 4.11 présente deux examples de synthèse de signaux audio ainsi que l'erreur de
synthèse. L'algorithme proposé permet de synthétiser  parfaitement 
7
les signaux audio
à partir de leurs motifs d'exitation auditive (gure 4.11(d) et gure 4.11()). Le RSB
vaut 27 dB et 28 dB pour es trames de musique et de parole respetivement.
Malgré que le modèle neuronal utilisé réduit approximativement par moitié le nombre de
pis présents sur le motif d'exitation le rendant ainsi épars, la transmission de telle infor-
mation néessiterait un débit très élevé. Dénissant τs rapport de parimonie (sparsity)
omme étant le rapport entre le nombre d'éléments nuls sur le nombre total d'éléments
6. Ces délais exluent toute prise en ompte de l'implémentation et supposent une implémentation sur
un système où les ressoures omputationnelles sont illimitées.
7. L'erreur de synthèse est majoritairement due à l'absene de ltres vers les très basses fréquenes et
les très hautes fréquenes.
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(a) Example de synthèse d'un signal de musique à
partir de son motif d'exitation auditive.





(b) Example de synthèse d'un signal de parole à
partir de son motif d'exitation auditive.






















() Motif d'exitation auditive d'un signal de mu-
sique.






















(d) Motif d'exitation auditive d'un signal de pa-
role.
Figure 4.11 Example de synthèse de signaux à partir de leurs motifs d'exi-
tation auditive. La fréquene d'éhantillonnage est de 16 kHz mais pour des
raisons de larté, l'axe vertial de es motifs a été limité à 3 kHz.
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non nuls d'un signal x, on peut estimer de façon optimiste le débit moyen omme étant :
Débit(x) = δs(x)H(x 6= 0) (4.23)
Où H est l'entropie donnée en bits/seonde.
Pour avoir une idée sur l'ordre de grandeur de ette quantité, on a réalisé une simulation
ave plusieurs signaux audio. Utilisant l'équation (4.23), ette quantité vaut 3.6 Mbit/se
et 1.4 Mbit/se pour des signaux de musique et de parole respetivement. Le hapitre
suivant présente les algorithmes de ompression ave et sans perte permettant de réduire
ette quantité tout en préservant une bonne qualité à l'éoute.
4.5 Disussions
Dans [Thiemann et Kabal, 2007℄ et [Thiemann, 2011℄ le modèle proposé par [Feldbauer,
2005℄ a été modié en remplaçant le modèle neuronal par des déteteurs d'enveloppe basés
sur la transformée de Hilbert. Alors que dans ette thèse l'analyse se fait par inversion des
motifs d'exitation auditive, dans les travaux ités plus haut, l'analyse se fait par approhe
itérative où le signal original est réupéré omme étant une somme pondérés des enveloppes
ltrées par le ban de synthèse. Outre la omplexité d'implémentation inhérente à une
approhe d'analyze par synthèse, la onvergene vers un minimum de reonstrution global
n'est pas toujours garantie. Dans le hapitre 5 du même ouvrage, Thiemann [2011℄ donne
les résultats de simulation de l'approhe proposée. Même sans inlusion de modèles de
masquage, la qualité de synthèse n'est pas bonne (le signal anre
8
sore signiativement
mieux que le signal reonstruit à partir de sa représentation omplète). L'auteur montre
par la même oasion que les performanes sont très dépendantes du signal analysé : pour
la même onguration du système, la qualité de synthèse dière grandement en fontion du
signal analysé. Sur la gure 5.8 de [Thiemann, 2011℄ un example de deux signaux est donné
où un des signaux a un sore MUSHRA double de l'autre pour la même onguration du
système. Même si dans [Deorsière et oll., 2015℄ une approhe plus sophistiquée est suivie
pour la synthèse à partir des enveloppes, le problème de la omplexité d'une telle approhe
reste enore posé. Par example il faut en moyenne 80 itérations par trame pour obtenir
une bonne qualité de synthèse [Deorsière et oll., 2015℄.
Dans [Pihevar et oll., 2010℄ les auteurs proposent une approhe pour la déomposition
d'un signal audio en un ensemble d'objets sonores en utilisant une base sur-omplète
8. L'anre est le signal de référene dont la largeur de bande est limitée à 4 kHz. Dans les tests de type
MUSHRA, e signal fourni une référene qui devrait être la moins bien notée.
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d'atomes à base de ltres GCs. Cette piste de reherhe a été exlue dû à sa nature ité-
rative puisqu'elle se base sur l'algorithme du mathing pursuit (MP). Même si les auteurs
proposent une approhe moins omplexe en terme d'implémentation [Pihevar et oll.,
2011℄, on pense que ette approhe itérative reste omplexe en terme d'implémentation e
qui la rend moins appropriée pour le odage temps-réel. Il faut en moyenne 2000 itérations
pour que es algorithmes onvergent. Il nous a aussi semblé que les approhes par proje-
tion sur des bases sur-omplètes ne trouvent pas failement une justiation intuitive de
point de vue fontionnement biologique du système auditif.
4.6 Conlusion
Dans e hapitre, on a présenté les algorithmes qui permettent de transformer un signal au-
dio en motifs d'exitation auditive. Chaque ltre BIT
∗
2 suivi d'un modèle neuronal simple
permet de produire un train d'impulsions mimant la réponse du système auditif humain
pour une position donnée sur la ohlée. Pour synthétiser le signal audio à partir de es
trains d'impulsions, le ban de ltres de synthèse opère en sommant des versions déalées
et ampliées de ses dernières passées à travers le même ban de ltres d'analyse. On a
montré que ette approhe d'analyze-synthèse permet de reouvrir sans pertes audibles le
signal original tout en introduisant un délai minimal. Cette approhe est beauoup moins
omplexe en implémentation que elles proposées dans la littérature. Par example on ré-
duit par un fateur de 1/40 la omplexité d'implémentation de l'extration et l'inversion
des motifs de l'exitation auditive omparativement à [Thiemann, 2011℄. Cependant, la
transmission de es derniers tels qu'extraits et dérits dans la setion 4.3 requerrait un
débit très élevé. Le hapitre suivant présente des algorithmes de masquage opérant dans
le domaine pereptuel permettant de réduire le nombre d'impulsions tout en maintenant
une bonne qualité de synthèse.
CHAPITRE 5
Masquage dans le domaine pereptuel
Dans le hapitre préédant, on a dérit les étapes entreprises pour extraire les motifs d'ex-
itation auditive d'un signal audio. On a aussi montré qu'ave le bon hoix des paramètres
de e modèle, on est apable de resynthétiser dèlement le signal d'origine par inversion
de ses motifs d'exitation auditive. Les blos utilisés étant biologiquement inspirés, ette
approhe peut être onsidérée omme étant une base de projetion d'un signal audio dans
le domaine pereptuel. Cei dit, ette projetion est très redondante. En eet, le nombre
d'impulsions générées par ette projetion est linéairement proportionnel à la longueur du
signal audio multipliée par le nombre de ltres auditifs. Ce hapitre dérit les approhes
possibles pour réduire le nombre d'impulsions produits en exploitant les limitations du
système auditif humain. On introduit dans e hapitre un nouvel algorithme de masquage
opérant dans le domaine des motifs d'exitation auditive permettant de réduire le nombre
d'impulsions tout en maintenant une bonne qualité de synthèse. L'estimation de la qualité
de e nouvel algorithme est onduite utilisant une variété de signaux de parole : Pour un
nombre d'impulsions par éhantillon aussi petit que 0.76 la qualité de synthèse est bonne
et est onrmée par une valeur d'ODG moyen valant −1.25.
5.1 Masquage et parimonie
Les motifs auditifs extraits par le modèle dérit dans le hapitre préédant sont épars
ontenant un nombre limité d'éléments non nuls. Cependant, es motifs ontiennent plus
d'éléments non nuls que le signal original. Plusieurs algorithmes ont été développés pour
réduire le nombre d'impulsions. Ces algorithmes peuvent être lassés en masquage simul-
tané et masquage temporel. Dans [Allen, 2008; Brandenburg, 1999; Kubin et Kleijn, 1999b℄
il a été montré que le masquage temporel réduit bien plus le nombre d'impulsions que le
masquage simultané.
Dans [Kubin et Kleijn, 1999b℄, un modèle simple de masquage post-stimuli  forward
masking  a été utilisé. Si on suppose que le train d'impulsions pour un anal donné est
81
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x(n) si x(n) ≥ T (n− 1)e−1/τ
T (n− 1)e−1/τ sinon
(5.1)
Où τ est une onstante de temps dépendante de la fréquene entrale du ltre onsidéré
et est déterminée empiriquement [Kubin et Kleijn, 1999b℄. Une fois le seuil T (n) alulé,




x(n) si x(n) ≥ T (n− 1)e−1/τ
0 sinon
(5.2)
Les auteurs prétendent qu'ils sont parvenus à réduire de moitié le nombre d'impulsions
pour un signal de parole éhantillonné à 16kHz sans une dégradation notable de la qualité
à l'éoute.
Dans [Feldbauer, 2005℄ des motifs préalulés d'exitation unitaire sont utilisés pour dé-
terminer les seuils de masquage. Chaque anal de leur ban de ltres GTs est exité par
une impulsion de Dira ensuite l'enveloppe de Hilbert est alulée. Cela permet d'avoir e
que les auteurs appellent un motif d'exitation d'impulsion isolée (Isolated-pulse BM exi-
tation pattern). Plus préisément, haque RI du ltre d'analyse est onvoluée ave les RIs
de tous les ltres de synthèse, e qui permet d'avoir une représentation en deux dimensions
(temps, fréquene) de l'eet d'une impulsion à l'entrée de leur ban de ltres. L'enveloppe
de ette représentation est ensuite extraite et est notée omme étant motif d'exitation
d'impulsion isolée. Si on note l'indie du ltre d'intérêt ch alors e motif d'exitation isolé
à l'instant n et à la fréquene indexée k, est donné par :
Ech(n, k) = E(gch(n) ∗ hk(n)) (5.3)
Où E représente l'opération d'extration d'enveloppe utilisant la transformée de Hilbert
H donnée par :
E(f) = |f + jH(f)| (5.4)
Le ritère de masquage proposé par [Feldbauer, 2005℄ onsidère que les impulsions ayant
la plus grande amplitude ont un pouvoir masquant plus important (véhiule une grande
partie d'information ontenue dans le motif d'exitation auditive) et don ette approhe
est une approhe itérative. Pour haque trame, les impulsions sont triées selon leurs ampli-
tudes. Chaque impulsion est alors onsidérée omme une impulsion masquante, les autres
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impulsions étant des andidates pour être masquées. Le motif d'exitation orrespondant
au ltre générant ette impulsion est multiplié par l'amplitude de ette dernière, les autres
impulsions sont alors omparées à une fration r de e motif alulé aux positions oner-
nées. Plus préisément si on onsidère une impulsion  masquée  loalisée à l'instant nM
et engendrée par le ltre kM alors pour qu'une impulsion loalisée à (nP , kP ) soit mise à
zéro il faut que :
x(nP , kP )× Ek,p < r × x(nM , kM)× EkM(np − nM , kP ) (5.5)
Puisque l'étape du masquage engendre une perte d'énergie due à la mise à zéro de ertaines
impulsions, dans [Feldbauer, 2005℄, les auteurs proposent une méthode de orretion adap-
tative basée sur l'estimation des enveloppes des motifs d'exitation suivant une approhe
d'analyse par synthèse.
Si xˆ(n0, k0) représente l'amplitude de l'impulsion à orriger, sa valeur orrigée yˆ(n0, k0)
est donnée par :
yˆ(n0, k0) = xˆ(n0, k0)
E(∑Nl=0 x(n, l) ∗ gl(n) ∗ hk(n))(n0, k0)
E(∑Nl=0 xˆ(n, l) ∗ gl(n) ∗ hk(n))(n0, k0) (5.6)
C'est à dire, que le motif d'exitation original ainsi que elui réduit sont passés à travers les
ltres de synthèse avant d'en extraire les enveloppes en utilisant la transformée de Hilbert.
Il faut noter que ette opération est eetuée par ltre d'analyse k et don N fois pour
un ban à N ltres. Les auteurs dans [Feldbauer, 2005℄ prétendent qu'il est possible de
réduire le nombre d'impulsions pour un signal éhantillonné à une fréquene de 16kHz par
un fateur de 2/3 sans engendrer une dégradation de qualité notable. Cette méthode prend
en onsidération le masquage post-stimuli et pré-stimuli (bakward masking) ainsi que le
masquage simultané e qui permet de réduire onsidérablement le nombre d'impulsions
à la sortie de l'étape du masquage. Cependant, la omplexité de ette approhe est très
élevée et requière le stokage des motifs d'exitation pré-alulés ainsi qu'un nombre d'opé-
rations de omparaisons élémentaires élevé. En eet, pour un ban ontenant N ltres, il
faut stoker N2 motifs et extraire N enveloppes pour la orretion des amplitudes des im-
pulsions masquées. Dans [Thiemann, 2011℄, l'auteur onrme es onstatations et reporte
la omplexité d'une telle approhe.
On propose dans e hapitre une méthode plus simple qui ne néessite pas le pré-alul des
motifs d'exitation et qui permet en exploitant aussi bien le masquage pré et post-stimuli
que le masquage simultané pour réduire le nombre d'impulsions.
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5.2 Nouveau modèle simple de masquage simultané
Cette setion a pour but d'introduire un nouvel algorithme de masquage exploitant la
redondane ontenue dans les motifs d'exitation auditive. Pour e faire, on ommene
par analyser le as simple d'une impulsion de Dira à l'entrée du ban de ltres ensuite on
traite le as d'un signal quelonque. On montre que ette approhe, outre sa omplexité
omputationnelle réduite, permet de réduire onsidérablement le nombre d'impulsions sans
introduire une dégradation  agaçante  validée par l'algorithme PEAQ.
5.2.1 Le as d'une impulsion de Dira
La gure 5.1(b) présente le motif d'exitation auditive réé par une impulsion de Dira.
Dans ette expériene, la fréquene d'éhantillonnage est de 16kHz et le nombre des ltres
auditifs est de 32.
Comme tel qu'il est illustré sur la gure 5.1 ette représentation est redondante même
pour un signal aussi simple qu'une impulsion de Dira. Il est bien onnu, qu'il existe
une inertitude orrompant la mesure dans deux domaines onjoints partiulièrement le
domaine temporel et fréquentiel (représentés ii par les sorties du ban de ltres).
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(b) Réponse d'un ltre auditif (Fc =
500Hz) suivi d'un modèle neuronal à une
impulsion de dira.
Figure 5.1 Motif d'exitation réé par une impulsion de dira. Ban de 32 ltres
ave une fréquene d'éhantillonnage de 16kHz.
Cependant, la résolution temporelle du système présenté est bien plus élevée que sa réso-
lution fréquentielle. En eet, l'étalement temporel des impulsions est bien évident dans la
gure 5.1(b) où la réponse d'un ltre auditif suivi d'un modèle neuronal est donnée. La
question qui se pose alors, jusqu'à où peut on réduire le nombre d'impulsions tout en étant
apable de reonstruire l'impulsion de Dira ? Pour répondre à ette question, rappelons
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l'étape de synthèse. La sortie de haque ltre du ban de ltres d'analyse une fois passée
à travers le modèle neuronal est ltrée par le ltre de synthèse orrespondant. Don une
ondition néessaire pour reréer le signal d'entrée à partir de sa représentation auditive
réduite (après avoir mis ertaines impulsions à zéro) onsiste à être apable, pour haque
ltre, de réréer la même forme qu'aurait engendré le motif d'exitation non-réduit. La
gure 5.2, représente la réponse impulsionnelle
1
du système proposé pour le ltre entré
autour de 500Hz.
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(a) Réponse d'un ltre auditif suivi d'un modèle neuronal.
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(b) Réponse du ltre de synthèse pour une impulsion de dira à l'entrée du ban de
ltres.
Figure 5.2 Example d'analyse synthèse pour une exitation de dira. La fré-
quene d'éhantillonnage est de 16 kHz, la fréquene entrale du ltre auditif
est de 500Hz.
Deux onstations importantes sont à faire :
 La réponse du ltre de synthèse n'atteint pas sa valeur maximale à l'instant orres-
pondant au maxima du motif d'exitation auditive.
 Cette réponse est enore plus étalée dans le temps que elle de la réponse impulsion-
nelle du ltre d'analyse.
1. Le système est non linéaire mais on peut onsidérer ette réponse omme étant elle qui approhe
la omposante linéaire du système proposé.
86 CHAPITRE 5. MASQUAGE DANS LE DOMAINE PERCEPTUEL
Dans [Feldbauer, 2005℄ un modèle basé sur le motif d'exitation d'impulsion isolée et
dans [Kubin et Kleijn, 1999b℄ un modèle de masquage exponentiel dont les paramètres
empiriquement déterminés ont été utilisés pour réduire le nombre d'impulsions. On propose
une méthode originale qui ombine es deux approhes. On propose un seuil de masquage
plus adapté à l'enveloppe temporelle des RIs des ltres de synthèse qu'il est possible
d'estimer de manière réursive e qui élimine la néessité de stoker des motifs d'exitation
pré-alulés et ne néessite pas une approhe itérative omme proposé dans [Feldbauer,
2005℄ ou dans [Thiemann, 2011℄.
On rappelle que l'expression de l'enveloppe des RIs des ltres de synthèse est donnée par :
E(H) = A exp(−λkt)[1 − exp(−λt)]n (5.7)
Où les valeurs numériques de λ et n ont été déterminées dans le hapitre 3.
5.2.2 Masquage post-stimuli
Se référant à l'équation (5.7), il est possible d'estimer l'enveloppe de n'importe quel train
d'impulsions donné sans avoir à stoker en mémoire des motifs d'exitation unitaire omme
dans [Feldbauer, 2005℄ e qui se traduit par une rédution importante de la mémoire utilisée
ainsi que des ressoures omputationnelles. On rappelle que la valeur maximale atteinte
par l'enveloppe d'un BITn est donnée par :
tmax = log(m/k)/λ (5.8)
Si on suppose une impulsion à l'entrée du ltre auditif se produisant à l'instant t, la valeur
de l'enveloppe de l'exitation aux instants t et t + 1 est donnée par :
E(H(t)) = δt−tmaxA exp(−λk(t))[1 − exp(−λ(t))]n (5.9)
E(H(t+ 1)) = δt−tmaxA exp(−λk(t + 1))[1− exp(−λ(t + 1))]n (5.10)
C'est à dire pour une impulsion isolée se produisant à l'instant t, l'enveloppe de l'exitation
atteint sa valeur maximale à l'instant t+ tmax. En utilisant les équations préédentes il est
possible de aluler l'enveloppe de l'exitation réursivement. En eet :
E(H(t+ 1)) = E(H(t)) exp(−λ)
(
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Dénissant r omme étant le fateur ontrlant d'étalement du seuil du masquage post-
stimuli et en utilisant l'équation (5.11), il est possible de déterminer le seuil du masquage
post-stimuli utilisant l'algorithme 5.1.
λ′ = rλ (5.12)






Si la valeur de r = 0, le seuil du masquage se omporte omme elui dérit dans [Kubin et
Kleijn, 1999b℄(le seuil du masquage déroît exponentiellement). Quand la valeur de r = 1,
le seuil du masquage suit exatement l'enveloppe de l'exitation engendrée par le ltre
d'analyse et don onstitue le motif d'exitation d'impulsion isolé proposé par [Feldbauer,
2005℄ (quand on ne onsidère pas l'interation entre ltres adjaents).
L'algorithme 5.1 donne les étapes pour aluler de manière réursive le seuil du masquage
post-stimuli. Si la variable y dénote le train d'impulsions du ltre auditif onerné, l'algo-
rithme onsiste à parourir les valeurs des impulsions et à aluler réursivement le seuil
du masquage. Un ompteur est utilisé pour garder en mémoire le délai entre l'instant
pendant lequel une impulsion a dépassé le seuil du masquage et l'instant ourant. Si e
délai dépasse la valeur de tmax (équation (5.8)), la valeur du seuil du masquage est estimée
selon l'équation (5.13). Une fois le seuil du masquage estimé, la valeur de l'impulsion est
omparée à e dernier. Si la valeur de l'impulsion dépasse le seuil du masquage, la valeur de
e dernier est remplaée par la valeur de l'impulsion et le ompteur est remis a zéro. Dans
le as ontraire, le ompteur est augmenté et l'algorithme passe à l'impulsion suivante.
Le résultat de l'appliation de l'algorithme 5.1 aux impulsions données par la gure 5.2
est donné par la gure 5.3.
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Figure 5.3 Seuil de masquage post-stimuli (ligne disontinue) estimé selon l'al-
gorithme 5.1. La fréquene d'éhantillonnage est de 16 kHz, la fréquene entrale
du ltre auditif est de 500Hz.
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Algorithme 5.1 : Algorithme d'estimation du seuil du masquage post-stimuli
Entrées :
y : Sortie d'un ltre auditif k passée à travers le modèle neuronal pour la trame ourante.
Spost′n−1 : Dernière valeur du seuil de masquage post-stimuli pour le ltre k pour la trame
préédente.
Sorties :
Spostn : Seuil de masquage post-stimuli pour le ltre k pour la trame ourante.
Données :
λ : Paramètre du ltre auditif k (équation (5.7)).
ny : Durée de la trame d'analyse.
ctr : Compteur inrémenté à partir de l'instant où une impulsion dépasse le seuil de
masquage dans la trame préédente.
r : Paramètre ontrlant l'étalement du seuil de masquage.
 : Compression logarithmique donnée dans l'équation (4.1)
On dénit λ′ = −λr
pour i = 1 : ny faire













si y(i) ≥ S alors
Spostn (i) = y(i)
ctr = 0
sinon
Spostn (i) = S
ctr = ctr + 1
n
n
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Si on onsidère le as de la gure 5.3, n'importe quelle valeur de r < 1 permet de réduire
onsidérablement le nombre d'impulsions à la sortie du blo du masquage. Cependant, si
on regarde le motif d'exitation synthétisé à partir des impulsions restantes, il est évident
que la simple orretion des amplitudes des impulsions n'est pas susante pour reréer la
même exitation générée par le train d'impulsions omplet.
0 10 20 30 40 50 60 70 80 90 100
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temps(ms)
Figure 5.4 Exitations avant et après l'appliation du masquage post-stimuli.
Le motif réduit est représenté par une ligne ontinue. La fréquene entrale du
ltre auditif est de 500Hz.
En eet, les deux exitations (omplète et réduite) n'atteignent pas leurs maxima aux
même instants. Cei est prinipalement dû aux impulsions survenant au début de e motif
d'exitation. La gure 5.4 montre lairement que les exitations oïnident au début de
elles-i. Le fait de hanger les amplitudes des impulsions du motif réduit ne permettrait
pas à la fois de  déplaer  l'instant auquel l'exitation réduite atteint son maximum et de
onserver l'énergie perdue due à la mise à zéros des impulsions masquées. Pour remédier à
e problème on propose alors de mettre des impulsions au début de l'exitation à zéro dans
le but d'introduire un  délai  artiiel e qui a pour but de faire oïnider le maximum de
l'exitation réduite ave elle de l'exitation omplète. Dans la setion suivante, on aborde
le masquage pré-stimuli.
5.2.3 Masquage pré-stimuli
De la même manière, omme dérit dans la setion 5.2.2, on peut estimer de façon réursive
le seuil du masquage pré-stimuli. Il sut dans e as de parourir le train d'impulsions
dans le sens inverse et d'estimer l'enveloppe de l'exitation. Utilisant les mêmes notations
que dans l'équation (5.13), le seuil du masquage pré-stimuli est estimé par :
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Algorithme 5.2 : Algorithme d'estimation du seuil du masquage pré-stimuli
Entrées :
y : Sortie d'un ltre auditif k passée à travers le modèle neuronal pour la trame ourante.
Sorties :
Spren : Seuil de masquage pré-stimuli pour le ltre k pour la trame ourante.
Données :
λ : Paramètre du ltre auditif k (équation (5.7)).
ny : Durée de la trame d'analyse.
ctr : Compteur inrémenté à partir de l'instant où une impulsion dépasse le seuil de
masquage.
r : Paramètre ontrlant l'étalement du seuil de masquage.
 : Compression logarithmique donnée dans l'équation (4.1)
On dénit λ′ = −λr
ctr = 0










S = (β × Spren (i− 1))c
si y(i) ≥ S alors
Spren (i) = y(i)
ctr = 0
sinon
Spren (i) = S
ctr = ctr + 1
n
n
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L'algorithme 5.2 dérit les étapes néessaires pour estimer le seuil du masquage pré-stimuli.
Notez la diérene ave l'algorithme 5.1 : les impulsions sont parourues dans le sens
inverse et de e fait la valeur de la variable ctr est soustraite à elle de tmax pour mimer
le omportement d'un look ahead buer. L'appliation de l'algorithme du masquage pré-
stimuli au train d'impulsions de la gure 5.2(a) est donné sur la gure 5.5. Le masquage
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Figure 5.5 Seuil de masquage pré-stimuli (ligne disontinue) estimé selon l'al-
gorithme 5.2. La fréquene d'éhantillonnage est de 16 kHz, la fréquene entrale
du ltre auditif est de 500Hz.
temporel Stem peut être alors estimé omme étant :
Stem = max(Spre,Spost) (5.15)
5.2.4 Masquage simultané
Le masquage simultané se produit lorsqu'un son est rendu inaudible par un autre joué
simultanément. L'eet engendré par le deuxième son masquant dépend de ses aratéris-
tiques fréquentielles et temporelles. Par example, dans les expérienes du masquage par
un bruit blan à bandes étroites non seulement le niveau du bruit masquant importe mais
aussi son étendue fréquentielle (voir hapitre 3). Il est bien onnu que la ourbe du mas-
quage simultané est non symétrique et sa forme dépend de l'intensité du signal masquant
[Glasberg, 2002; Moore, 2012℄. Le masquage simultané a été utilisé par example dans nom-
breux odes omme le odeur MP-3 et MP-4 [Brandenburg et Bosi, 1997; Wolters et oll.,
2003℄. Alors que dans les odes ités plus hauts, l'estimation du seuil du masquage se fait
dans le domaine fréquentiel, dans le travail présenté le masquage simultané est estimé à
partir des trains d'impulsions. Si Sch représente le seuil du masquage estimé à la sortie du
ltre auditif ch, le seuil du masquage simultané est estimé selon :
Ssimch = max(exp−c0(fch+1−fch) Sch+1, exp−c1(fch−fch−1) Sch−1) (5.16)
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Où fch représente la fréquene entrale du ltre auditif onerné et c0 et c1 des onstantes
dérivant la pente de déroissane de e seuil. Le seuil du masquage simultané dérit par
l'équation (5.16) suppose que le seuil du masquage fréquentiel déroît exponentiellement.
Il est à noter que ette hypothèse est très simpliatrie, mais omme il a été reporté dans
[Glasberg, 2002; Kubin et Kleijn, 1999b; Moore, 2012℄, le gain dû au masquage simultané
est minimal omparativement au masquage temporel, le modèle dérit par (5.16) semble
être susant.
Une fois les seuils du masquage temporel et simultané estimés, il est possible d'estimer le
seuil du masquage global S :
S = max(Stem,Ssim) (5.17)
La gure 5.6 présente un example de l'appliation des équations itées plus haut pour
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(a) Train d'impulsions extraits d'une trame de signal
de parole.






















1 0.8 0.6 0.4 0.2 0
(b) Seuil de masquage temporel et simultané estimé
à partir du train d'impulsions de la gure 5.6(a).
Figure 5.6 Estimation du seuil de masquage temporel et simultané à partir
d'une trame de signal de parole.
estimer le seuil du masquage à partir du train d'impulsions de la gure 5.6(a).
Le seuil du masquage S une fois estimé selon l'équation (5.17), peut être utilisé pour
lassier les impulsions en deux lasses : impulsions masquantes et impulsions masquées




y1 si y(n) ≥ Sn
y0 si 0 < y(n) < Sn
(5.18)
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Les paramètres r, c0 et c1 dans les équations (5.13) et (5.16) permettent de ontrler
l'étalement du seuil du masquage et don par la même oasion permettent de ontrler la
partition des valeurs des impulsions entre impulsions masquantes et impulsions masquées.
Si la valeur des amplitudes des impulsions masquées est mise à zéro, une estimation du





Où |.| dénote l'opération qui donne le nombre d'éléments dans un ensemble donné et ny
dénote la longueur de la trame analysée. Le nombre d'impulsions par éhantillon peut être








Cependant, la mise à zéro de ertaines impulsions engendre néessairement une perte
d'énergie. Dans la setion suivante, on propose une méthode pour ompenser ette perte.
5.3 Corretion adaptative des amplitudes des impul-
sions masquantes
Le blo du masquage engendre une perte d'énergie. Dans le but de synthétiser le si-
gnal à partir de sa représentation éparse, il est néessaire de modier l'amplitude des
impulsions restantes dans le but de restaurer la distribution d'énergie dans le domaine
temps-fréquene. Dans ette setion, on propose une nouvelle approhe pour ompenser
ette perte d'énergie. Alors que dans [Feldbauer, 2005℄ une méthode omputationnellement
intensive basée sur l'estimation des motifs d'exitation est utilisée (voir setion 5.1), on
utilise une approhe plus simple inspirée de la méthode de orretion donnée par l'équation
(4.7).
Si y1(i) dénote la valeur de l'amplitude d'une impulsion masquante, sa valeur yˆ1(i)modiée
est donnée par :




|ti − tk|y0(k) ∀k ∈ Ωi (5.21)
Où fs et fc représentent respetivement la fréquene d'éhantillonnage et la fréquene
entrale du ltre auditif onerné. Ωi représente l'ensemble des impulsions masquées par
l'impulsion y1(i). La diérene ti−tk exprimée en éhantillons représente la durée séparant
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l'impulsion masquante y1(i) de l'impulsion masquée y0(k). Cette durée ne peut être nulle
puisqu'une impulsion ne peut être à la fois masquante et masquée.
L'équation (5.21) permet de modier de façon adaptative la valeur de l'amplitude de l'im-
pulsion masquante en y additionnant une somme pondérée des impulsions masquées. Le
terme pondérant est proportionnel à la durée séparant impulsions masquantes et impul-
sions masquées. Intuitivement, plus ette durée est élevée plus la ontribution de l'impul-
sion masquée est minimale. Cette opération est appliquée à toutes les impulsions mas-
quantes et permet de façon adaptative de restaurer l'énergie perdue suite à l'élimination
des impulsions masquées.
La gure 5.7 donne un example de l'appliation de ette méthode simple de orretion
d'amplitude. Sur les gures 5.7(b) et 5.7(a) la diérene entre exitations à la sortie du
ban de ltres de synthèse est donnée sur une éhelle logarithmique. La gure 5.7(b)
représente ette diérene quand la méthode de orretion d'amplitude (équation (5.21))
est appliquée. L'eet de ette orretion est bien visible autour de la fréquene 1kHz où la
diérene entre exitations est bien plus petite que elle sur la gure 5.7(a) où la méthode
de orretion n'a pas été appliquée. L'appliation de ette méthode de orretion sur le
tain d'impulsions à la sortie du ltre auditif entré autour de 1kHz est illustrée sur la
gure 5.7().
5.4 Nouvelle struture du ode proposé
Dans les setions préédentes on a présenté les algorithmes qui permettent de réduire le
nombre d'impulsions à la sortie du modèle neuronal. On a aussi présenté une méthode
simple pour la orretion des amplitudes des impulsions masquantes dans le but de res-
taurer l'énergie perdue suite à l'élimination des impulsions masquées. La nouvelle struture
du ode proposé est donnée sur la gure 5.8. Le signal à l'entrée est analysé sous forme
de trames. Chaque trame est passée à travers le ban de ltres d'analyse ensuite à travers
le modèle neuronal. Le modèle neuronal dont le fontionnement est dérit par l'équation
(4.1) agit omme un sous-éhantillonneur adaptatif. Une fois les trains d'impulsions ex-
traits, les seuils du masquage sont déterminés selon les équations (5.13) et (5.14). Ces
seuils sont utilisés par la suite pour lasser les impulsions en impulsions masquantes et
masquées. Alors que les valeurs des impulsions masquées sont mises à zéro, elles des im-
pulsions masquantes sont ampliées pour restaurer la perte d'énergie (équation (5.21)).
Les impulsions survivantes par la suite sont passées à travers le ltre d'égalisation qui n'est
qu'un simple gain/délai par ltre. Les paramètres du ltre égaliseur sont déterminés selon
les équations (4.12) et (4.18) pour un délai et un nombre de ltres donné. La dernière
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(a) Diérene d'exitations entre trains d'impul-
sions avant et après l'appliation du seuil de mas-
quage.
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(b) Diérene d'exitations entre trains d'impul-
sions avant et après l'appliation du seuil de mas-
quage en intégrant la orretion des amplitudes.
















































































































































() Example de orretion d'amplitudes des impulsions masquantes en utilisant
l'équation (5.21).
Figure 5.7 Diérene d'exitations entre train d'impulsions réduit et orrigé.
Dans la gure 5.7(), le seuil de masquage est représenté par une ligne dison-
tinue alors que l'amplitude des impulsions après orretion utilisant l'équation
(5.21) est représentée par le symbole o. La fréquene du ltre auditif est de
1 kHz.
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étape de synthèse onsiste à passer les impulsions égalisées à travers le ban de ltres de
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Figure 5.8 Struture du ode proposé inluant les modèles neuronaux et la
orretion d'amplitudes adaptative.
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5.5 Résultats expérimentaux
Dans ette setion, on propose d'estimer la qualité du système proposé en utilisant l'algo-
rithme PEAQ (setion 4.4). Les signaux de parole utilisés dans ette setion proviennent
de la olletion de signaux de parole olletés par Texas Instruments et Massahusetts
Institute of Tehnology (TIMIT)
2
. TIMIT ontient des enregistrements large bande de
630 louteurs de huit dialetes majeurs de l'anglais amériain, haun lisant dix phrases
phonétiquement rihes. Ce orpus omprend aussi les transriptions orthographiques et
phonétiques de haque hier. Les hiers audio ont une résolution de 16 bits par éhan-
tillon et sont éhantillonnés à une fréquene de 16kHz. Les sous-ensembles d'entraînement
et de test, équilibrés pour la ouverture phonétique et dialetale, sont aussi spéiés [Ga-
rofolo et oll., 1993℄.
Dans le but d'aboutir à des résultats onluants, les expérienes doivent être reprodutibles
et généralisables. Aussi bien dans [Kubin et Kleijn, 1999b℄ que dans [Feldbauer, 2005℄,
les hiers audio utilisés pour aratériser leurs systèmes respetifs ne sont ni donnés ni
spéiés. Une vague desription est donnée dans [Feldbauer, 2005℄ (setion 3.5.2.2) :  For
the speeh material 12 English sentenes spoken by six native male and six native female
speakers were hosen. The material had been reorded at a sampling rate of 16 kHz and
with 16 bits auray. The duration of these speeh samples varied from 2.2 to 4 seonds. .
Cei rend la omparaison ave leur approhe diile voire impossible. Outre le fait que 36
seondes (3 seondes par signal) de signaux de parole n'est pas susante pour aratériser
un système ni estimer ses performanes, l'estimation des taux de ompression τ
éh
et
τs dependent fortement de la quantité de parole nette (exluant les périodes de silene).
Il sut d'imaginer le as extrême d'un signal nul, dans e as par example le nombre
d'impulsions par éhantillon est zéro ! Dans [Thiemann, 2011℄ reporte que la performane
de leur système dépend des signaux analysés (voir la disussion au hapitre 4).
On propose dans les setions suivantes de sous-éhantillonner TIMIT pour en onstruire
deux ensembles. Un ensemble pour déterminer les paramètres optimaux du système pro-
posé, un autre ensemble pour valider es paramètres. Pour e faire, quatre-vingt louteurs
aléatoirement hoisis ouvrant les huit dialetes disponibles sont partagés entre les deux
ensembles. Chaque ensemble ontient vingt hommes et vingt femmes lisant un text dié-
rent à haque fois. La durée totale de es signaux est de 5 minutes. Ces signaux étant ainsi
hoisis permettent de donner une estimation able et non biaisée de la qualité du système
proposé. Une desription détaillée de es signaux est donnée en annexe A.
2. https://atalog.ld.upenn.edu/LDC93S1
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5.5.1 Qualité du nouveau modèle du masquage
La gure 5.9 donne un example de synthèse d'un signal de parole à partir de son motif
d'exitation auditive omplet et réduit. Les gures 5.9() et 5.9(d) donnent l'erreur de
reonstrution alulée omme étant la diérene ave le signal original. Même si le RSB
est relativement moyen (14dB) l'erreur engendrée par la reonstrution à partir du motif
d'exitation réduit est inaudible. Dans l'example donné dans la gure 5.9, la valeur du






















(a) Motif d'exitation omplet d'une trame de si-
gnal parole.






















(b) Motif d'exitation réduit d'une trame de signal
parole.
0 100 200 300 400 500 600
temps(éh)
() Example de synthèse d'une trame de signal de
parole à partir de son motif d'exitation omplet.
0 100 200 300 400 500 600
temps(éh)
(d) Example de synthèse d'une trame de signal de
parole à partir de son motif d'exitation réduit.
Figure 5.9 Example de synthèse de signaux à partir de leurs motifs d'exi-
tation auditive omplets et réduits. Dans haque as, l'erreur alulée omme
diérene par rapport au signal d'origine est donnée en ligne disontinue. Le
nombre des ltres auditifs est de 32. Dans le as présenté dans ette gure le
nombre d'impulsions est réduit par un fateur de 70%.
paramètre r ontrlant le seuil du masquage est de 0.7. Ave ette valeur, le taux de pari-
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monie τs vaut 70%. Le paramètre r dans l'équation (5.14) ontrlant l'étalement temporal
du masquage pré-stimuli ainsi que le paramètre r dans l'équation (5.13) ontrlant l'éta-




respetivement. La séparation entre les deux paramètres permet de vérier l'eet
de haque paramètre sur la qualité de synthèse indépendamment.




, les signaux de l'ensemble d'entraînement (voir annexe
A.1) sont passés à travers le système proposé. Les seuils du masquage sont évalués utilisant




pour réduire le nombre d'impulsions ensuite les signaux sont
synthétisés à partir des impulsions restantes (voir le diagramme 5.8). Cette opération est
eetuée pour haun des quarante signaux de l'ensemble d'entraînement. La valeur ODG
de haque signal est ensuite estimée utilisant l'algorithme PEAQ. Pour ette expériene le
nombre de ltres auditifs est de 32, le délai du système est de 25ms et la taille de la trame
d'analyse est de 25ms (400 éhantillons pour une fréquene d'éhantillonnage de 16kHz).
La gure 5.10 donne les résultats de ette expériene. La gure 5.10(a) donne le nombre
moyen d'impulsions par éhantillon et la gure 5.10(b) donne la valeur de l'ODG orres-
pondant. On rappelle que ette dernière métrique donne une estimation de la note que
donnerait un auditeur en omparant un signal référene à un signal test. Le tableau 5.1
donne l'interprétation des valeurs de l'ODG telle que dérite dans [ITU-R BS. 1284-1,
2002℄.
Tableau 5.1 Interprétation des valeurs de l'ODG.
Re ITU-R BS. 1284-1 ODG Dégradation Qualité
5.0 0.0 Impereptible Exellente
4.0 -1.0 Pereptible non-agaçante Bonne
3.0 -2.0 Légèrement agaçante Moyenne
2.0 -3.0 Agaçante Mauvaise
1.0 -4.0 Très agaçante Médiore
Pour une valeur de τ
éh




= 0.87, l'ODG moyen
vaut -0.75 signiant une qualité de reonstrution bonne voire exellente. Pour une valeur
de r
pre
xée, diminuer la valeur de r
post
permet de réduire la valeur de τ
éh
. Cela aussi
est valide quand la valeur de r
post
est xée et la valeur de r
post
est diminuée. Il semble
qu'il n'y a pas de préférene quand il s'agit de déider quel paramètre permet de réduire la
valeur de τ
éh









= 0.2 le nombre
moyen d'impulsions par éhantillon est de 0.5 et la qualité de synthèse est moyenne. Pour
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(d) ODGmoyen pour diérents paramètres du seuil
de masquage.
Figure 5.10 Nombre d'impulsions par éhantillon et ODG moyen pour dié-
rents paramètres du seuil de masquage. Sur la gure 5.10(d) le nombre moyen
d'impulsions par éhantillon τ
éh
est donné entre parenthèses.
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ette même valeur le taux de parimonie est de 12% : Quasiment 88% des impulsions sont
éliminées et la qualité de synthèse reste moyenne.




sont variées par la même quantité. Le nombre moyen d'impulsions par éhantillon
est donné sur la même gure. Sur la même gure, l'ODG moyen du signal anre est donné.
On rappelle que le signal anre est tout simplement une version ltrée du signal original.
Dans ette expériene, le signal anre est réé en ltrant le signal original par un ltre
passe-bas limité à 4kHz mimant ainsi un test MUSHRA. Contrairement aux résultats
reportés par [Thiemann, 2011℄ la qualité de synthèse du système proposé est toujours
meilleure que elle obtenue par le signal ltré. Même pour un nombre d'impulsions par
éhantillon aussi petit que 0.53 la qualité de synthèse est statistiquement meilleure. Le
diagramme en boîte (boîte de Tukey) dérit la dispersion statistique des résultats obtenus.
Le retangle sur la gure joint le premier au troisième quartile et est oupé par la médiane.
Le premier et le neuvième déile (D1/D9) sont aussi donnés et sont représentés par des
segments de droite. La gure 5.10(d) montre aussi que le paramètre r permet de ontrler
linéairement la qualité de synthèse en ontrlant le nombre d'impulsions par éhantillon.
Pour une valeur de r = 0.56, l'ODG moyen vaut -1.25 impliquant une qualité de synthèse
généralement bonne. Comme expliqué plus haut, il n'est pas possible de omparer les
résultats obtenus dans e travail ave eux reportés dans [Kubin et Kleijn, 1999b℄ ni ave
eux de [Feldbauer, 2005℄. Mais si on suppose que dans es travaux les même signaux
sont utilisés pour estimer la qualité des systèmes proposés, le tableau suivant donne une
 omparaison  approximative. Dans [Feldbauer, 2005℄ seule la valeur de 0.9 impulsions
par éhantillon a été validée par des tests d'éoute. La valeur de 0.66 itée dans le même
ouvrage quant à elle n'est validée que par un test d'éoute informel :  We performed
experiments with narrowband-lltered speeh signals and the 20-hannel lterbank setup
with enter frequenies from 100 Hz to 3600 Hz...Depending on the hosen input speeh
sample, the benet of inorporating the adaptation iruit is a redution in the number of
pulses between 15% and almost 21% while produing the same pereptual quality after the
resynthesis as onrmed by an informal listening test. 
La gure 5.11 présente les résulats de l'ensemble de validation. Les résultats sont séparés
par sexe. Pour n'importe quelle valeur de r, la distribution des valeurs de l'ODG entre
les deux atégories est bien visible : les signaux de parole issus d'interlouteurs masulins
ont généralement en moyenne des ODGs supérieurs à eux issus d'interlouteurs féminins.
Cette onstatation est aussi reportée dans [Feldbauer, 2005℄. Pour des valeurs de r prohes
de 1, la diérene entre les deux groupes vaut -0.25. Quand la valeur de r est prohe de 0,
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Tableau 5.2 Comparaison entre diérents systèmes de synthèse de signaux de
parole à partir de leurs motifs d'exitation auditive.
Critère Présent travail [Kubin et Kleijn, 1999b℄ [Feldbauer, 2005℄




Nombre de ltres 32 21 20




Qualité de synthèse Bonne Bonne Bonne
ette diérene double de valeur et vaut en moyenne -0.5. Pour la valeur de r = 0.56, l'ODG
moyen pour le groupe des hommes vaut −1.0 alors que elui pour les femmes vaut −1.4.
Pour es valeurs, la qualité de synthèse est plus que moyenne voire bonne (voir tableau


























Figure 5.11 ODG moyen de l'ensemble de validation. Les résultats sont séparés
par sexe. Les hommes sont représentés par des retangles lairs alors que les
femmes sont représentées par des retangles fonés.
ainsi qu'à la durée de prononiation des voyelles. Dans [Pépiot, 2015℄, il a été démontré
qu'il existe une diérene signiative entre les méanismes intervenant lors la prodution
de la voix entre homme et femme. L'optimisation des paramètres du système par sexe est
hors de la portée de ette thèse d'autant plus qu'auun signal synthétisé sore moins que
le signal anre et que la variation des performanes du système par sexe est raisonnable.
Les résultats de la gure 5.11 montrent que le modèle du masquage proposé permet de
réduire de manière intelligente le nombre d'impulsions à la sortie du modèle neuronal. Le
taux de rédution du nombre d'impulsions est reporté par la valeur de τs. Pour la valeur de
r = 0.56, le nombre d'impulsions est réduit par 82% engendrant seulement 0.76 impulsions
par éhantillon. La dégradation introduite par ette rédution, tel que démontré par les
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résultats de la gure 5.11, reste pereptiblement non agaçante. En moyenne la qualité de
synthèse est moyenne voire bonne. Ces résultats montrent aussi que l'approhe proposée
est généralisable et que le fateur r permet de réduire de manière ontrlée le nombre
d'impulsions survivant le blo du masquage.
5.6 Conlusion
Dans e hapitre on a proposé un nouvel algorithme de masquage dans le domaine per-
eptuel. Contrairement aux algorithmes publiés dans la littérature, l'approhe proposée
ne requière pas un stokage de motifs d'exitation préalulés. En eet, on a montré qu'il
est possible de aluler les seuils de masquage pré et post-stimuli de façon réursive. Cei
s'est traduit en une omplexité d'implémentation réduite. Puisque la mise à zéro des im-
pulsions masquées résulte en une perte d'énergie, un algorithme simple en implémentation
de ompensation adaptatif a été onçu pour restaurer ette perte. Des signaux de parole
ont été utilisés pour valider es algorithmes. Les résultats présentés dans la setion 5.5
montrent qu'il est possible de mettre 82% des impulsions à zéro tout en maintenant une
bonne qualité de synthèse. Les motifs d'exitation ainsi obtenus sont épars, et même pour
un nombre aussi petit que 0.76 impulsions par éhantillon, la transmission de ses motifs
requière un débit élevé puisque la position de es impulsions doit aussi être transmise. Le
hapitre suivant présente des algorithmes de ompression ave et sans perte dans le but
de réduire le débit de transmission de es motifs.
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CHAPITRE 6
Compression des motifs d'exitation auditive
Les motifs d'exitation auditive obtenus par le système proposé sont épars. Quand le mo-
dèle de masquage est utilisé pour mettre les valeurs des impulsions masquées à zéro, es
motifs deviennent enore plus épars. Dans le hapitre préédant (setion 5.5), on a montré
que pour une valeur de r = 0.56 mettant 82% des impulsions à zéro il est enore possible
de réupérer le signal sans distortions audibles. Habituellement les signaux épars sont re-
présentés par un ouple position-amplitude. Dans e hapitre, on aborde la ompression
de es ouples dans le but de réduire le débit néessaire à leur transmission. Alors que la
valeur des amplitudes est une variable ontinue (nement quantiée ave un quantiateur
uniforme de 16 bits), la valeur des positions est une variable entière. Il est important de
noter que les erreurs de quantiation de es deux variables sont dépendantes puisque une
erreur de quantiation de l'amplitude par example est enore plus ampliée quand il y
a une erreur de quantiation de sa position. Quand les positions sont ompressées sans
perte, les valeurs des amplitudes peuvent être ompressées ave perte indépendamment de
leurs positions. C'est l'approhe adoptée dans e hapitre : les positions des impulsions sont
ompressées sans perte alors que leurs amplitudes sont quantiées grossièrement. Dans e
hapitre, on propose des approhes permettant de réduire le débit néessaire à la transmis-
sion des motifs d'exitation auditive. On montre dans e hapitre que la transformation
de Burrows-Wheeler onjointement utilisée ave le odage par plage permet de réduire
par 80% le débit néessaire à la transmission des positions des impulsions masquantes.
L'enodage des diérenes entre les amplitudes s'avère être une approhe appropriée pour
la ompression des amplitudes des impulsions puisque ela permet de réduire par 64%
le débit néessaire à la transmission de ette information. Comparativement au débit de
256 kbps
1
néessaire à la transmission des signaux audio on est apable de réaliser une
ompression de l'ordre de 65% tout en maintenant une bonne qualité de reonstrution.
Ce hapitre ne présente pas un blo de ompression dont la sortie est un ux binaire, mais
présente les algorithmes de ompression appropriée à la nature des signaux analysés. Pour
olleter les mesures subjetives, le blo de ompression ompresse et quantie les motifs
d'exitation. Le déodeur opère diretement sur es motifs où le bruit de quantiation a
été introduit par le odeur.
1. Les signaux audio sont éhantillonnés à une fréquene de 16 kHz ave une résolution de 16 bits par
éhantillon.
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6.1 Codage des positions des impulsions
Le blo du modèle neuronal présenté dans e travail opère en séletionnant les maxima
après redressement simple-alternane des sorties des ltres du ban d'analyse (voir se-
tion 4.1.2). Cette opération génère un train d'impulsions éparse possédant une propriété
partiulière : Par onstrution, il n'existe pas deux impulsions suessives non séparés par
un zéro. Exploitant ette propriété, il est possible d'enoder seulement le nombre de zéros
suessifs séparant les positions des impulsions masquantes. Dans ette setion, on propose
des transformations bijetives permettant de réduire l'entropie de l'information dérivant
la positions des impulsions. On supporte es propositions par des expérienes supportant
la validité de es approhes.
6.1.1 Transformations réversibles du train d'impulsions
Les performanes d'un algorithme de ompression étant supérieurement bornées par l'en-
tropie de la soure, la rédution de ette borne peut se faire en utilisant diverses trans-
formations bijetives. Cei revient à réer de la redondane exploitable [Lakhdhar, 2009;
Lakhdhar et Lefebvre, 2012℄. Une méthode des plus simples onsiste à enoder le nombre
de répétitions quand l'alphabet est réduit et la séquene à transmettre est relativement
longue (odage par plage (run length oding) (RLE)). Pour que l'algorithme RLE soit
eae, il est préférable que les symboles identiques soient suessifs. La transformation
de Burrows-Wheeler (BWT) [Burrows et J. Wheeler, 1994℄ est une transformation réver-
sible qui permet d'augmenter la probabilité que des symboles initialement éloignées les
uns des autres se trouvent te à te. Considérons l'example de la séquene suivante :
S = [1, 0, 1, 0]. La transformation onsiste à trier par ordre lexiographique les rotations
de la séquene S, le résultat nal étant la dernière olonne S ′ = [1, 1, 0, 0] dont le odage
par plage est plus eae que e elui de S.
1. 1 0 1 0
2. 0 1 0 1
3. 1 0 1 0
4. 0 1 0 1
↓
2. 0 1 0 1
4. 0 1 0 1
1. 1 0 1 0 ←
3. 1 0 1 0
Pour réupérer la séquene originale, le déodeur a besoin évidement de la séquene trans-
formée mais aussi de l'indie i de S dans la table des rotations (illustré dans l'example
donné par la èhe horizontale). Le déodeur opère de manière itérative où à haque étape
la séquene obtenue est triée par ordre lexiographique ensuite la séquene S ′ y est jux-
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taposée. Cette étape est répétée jusqu'à e que la longueur des symboles juxtaposés soit
égale à la longueur de la séquene S ′. La séquene S est tout simplement réupérée en
utilisant l'indie i.
1 10 101 1010 0101
1 10 101 1010 0101
0 01 010 0101 1010 ←
0 01 010 0101 1010
La transformée de Burrows-Wheeler est une transformation bijetive qui permet d'aug-
menter la probabilité que les symboles identiques se trouvent groupés. Cette propriété
s'est avérée très eae pour aélérer l'opération d'indexage et séquençage de l'ADN [Li
et Durbin, 2009℄.




















(a) Positions des impulsions non-nulles d'une
trame d'un signal de parole.




















(b) Positions des impulsions non-nulles après
appliation de la transformation de Burrows-
Wheeler.
Figure 6.1 Example d'appliation de la transformation de Burrows-Wheeler.
Les positions des impulsions non-nulles sont marquées par la ouleur fonée.
La gure 6.1 donne un example de l'appliation de ette transformation bijetive sur
les positions des impulsions non nulles d'une trame d'un signal de parole. Alors que es
positions sont dispersées sur la gure 6.1(a), l'appliation de la transformation BWT
permet de regrouper les positions non nulles ensemble tel qu'illustré sur la gure 6.1(b). Il
est évident que ette transformation permet d'améliorer les performanes de l'algorithme
RLE puisqu'elle a tendane à grouper les symboles identiques ensemble
2
.
2. Les symboles ii sont tout simplement 1 et 0 signiant respetivement présene et absene d'impul-
sion.
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La gure 6.2 donne la distribution des distanes séparant les impulsions non nulles du
ltre auditif entré autour de 1kHz. Sur la gure 6.2(a), ette distribution est mono-modale
puisque la distane entre impulsions non nulles est souvent égale à l'inverse de la fréquene
entrale du ltre auditif onerné. Quand le nombre des impulsions est réduit grâe à
l'appliation du seuil de masquage, la distribution devient multi-modale (gure 6.2()).
L'appliation de la transformation de BWT dans les deux as permet de transformer
es distributions en distributions où la probabilité des distanes entre impulsions déroît
exponentiellement. Cette transformation permet aussi de réduire le nombre de distanes
à transmettre par trames : sur la gure 6.2(b) et la gure 6.2(d) on note la présene
de distane valant quasiment la longueur de la trame d'analyze (400 éhantillons) e qui
suggère une rédution du nombre de symbole à transmettre d'où la rédution du débit
moyen.
6.1.2 Résultats expérimentaux
La gure 6.3 donne le nombre de bits/symbole ainsi que le débit total néessaire à la
transmission de la position des impulsions non nulles avant et après appliation du seuil
de masquage. Dans haque sous-gure trois ourbes sont données. La première représentée
par le symbole triangle, donne es quantités quand auune transformation n'est appliquée :
les positions des impulsions sont transmises telles quelles sous forme de suessions de 1
et 0. La deuxième ourbe représentée par le symbole + dérit les mêmes quantités quand
l'algorithme RLE est appliqué au train d'impulsions et seule la distane entre positions
d'impulsions non nulles est transmise. La ourbe représentée par le symbole arré donne le
nombre de bits/symbole ainsi que débit total quand la transformation BWT est appliquée
avant l'utilisation de l'algorithme RLE. Les données sont olletées à partir des motifs
d'exitation générés suite au passage des signaux audio donnés en annexe A à travers le
système proposé.
La gure 6.3(a) montre que l'entropie du train d'impulsions omplet roît ave la fréquene
entrale du ltre auditif. Cei s'explique par le fait que la distane entre impulsions est
proportionnelle à l'inverse de la fréquene du ltre auditif (voir setion 5.3 équation 4.7).
Pour les fréquenes voisinant par example la moitié de la fréquene d'éhantillonnage
la probabilité d'avoir ou non une impulsion vaut 0.5 et par onséquent il est néessaire
d'enoder ette information en utilisant 1 bit/position. Quand la transformation RLE
est appliquée à e train d'impulsions l'entropie par symbole (i.e. distane séparant deux
impulsions onséutives) vaut en moyenne 3.2 bits/distane. L'appliation de la transfor-
mation BWT augmente ette quantité surtout vers les hautes fréquenes. En eet vers les
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(b) Probabilité des distanes entre impulsions
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(d) Probabilité des distanes entre impulsions après
masquage et appliation de la transformation de
BWT.
Figure 6.2 Probabilité des distanes entre impulsions avant et après appliation
du masquage ave ou sans la transformation de BWT pour le ltre auditif entré
autour de 1kHz.
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(b) Débit binaire néessaire pour la transmission
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(d) Débit binaire néessaire pour la transmission
de la position des impulsions après appliation du
masquage.
Figure 6.3 Nombre de bits/symbole et débit total néessaire à la transmission
des positions des impulsions ave et sans ompression avant et après appliation
du seuil de masquage. Le triangle représente es quantités quand auune trans-
formation n'est utilisée. Le signe + représente ette information quand le RLE
est utilisé et le arré la représente quand le RLE et utilisé onjointement ave
la transformation BWT.
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hautes fréquenes, puisque quasiment la distane entre impulsions vaut 1 éhantillon, la
probabilité d'avoir une suession de 1 suivie d'une suession de 0 de mêmes longueurs
augmente (voir gure 6.1). Même si les entropies par symbole augmentent suite à es
transformations, la longueur de la séquene à transmettre diminue e qui fait que le débit
moyen pour la transmission des positions des impulsions diminue. La gure 6.3(b) donne
le débit moyen pour la transmission de l'information dérivant la positions des impulsions.
Même si l'entropie des impulsions sans transformations est inférieure à 0.5 bit/symbole
en moyenne, transmettre ette information requière un débit élevé puisque la séquene à
transmettre est longue et ette opération onsiste à transmettre même les positions des
impulsions nulles. Le débit moyen quand seulement la distane entre impulsions non nulles
est transmise est plus petit. En eet, exploiter la parimonie du train binaire s'avère jus-
tiée puisque le débit moyen total est réduit par 62%. Quand la transformation BWT
est appliquée avant l'utilisation de l'algorithme RLE pour enoder la distane entre im-
pulsions, le débit moyen total est réduit par 82% (voir tableau 6.1). L'utilisation de la
transformation BWT onjointement à l'algorithme RLE permet de réduire le débit par
moitié omparativement à l'utilisation de l'algorithme RLE.
Quand le seuil de masquage (r = 0.56) est appliqué au même train d'impulsions, les
onstations sont diérentes. L'entropie donnée en bits/impulsion sur la gure 6.3() né-
essaire à la transmission des positions sans transformation se trouve réduite puisque dans
e as la probabilité d'avoir une impulsion non nulle devient petite (l'appliation du seuil
de masquage ave la valeur de r hoisie résulte en une mise à zéro de 82% des impulsions
omme dérit dans la setion 5.5.1). On note aussi que l'entropie des distanes séparant
les impulsions masquantes ave ou sans la transformation BWT est quasiment la même et
vaut en moyenne 6 bits/distane. Le bénée généré par l'utilisation de la transformation
BWT se traduit par une séquene plus ourte à transmettre. La gure 6.3() illustre ela :
la longueur moyenne et par la même oasion le débit moyen sont réduits par 15% om-
parativement au as où seul l'algorithme RLE est utilisé pour transformer les positions
en distanes. Le tableau 6.1 résume les résultats donnés sur la gure 6.3. L'utilisation





réduit (r = 0.56)
Sans transformation 220.90 kbit/s 78.57 kbit/s
RLE 83.27 kbit/s 45.40 kbit/s
BWT+RLE 42.10 kbit/s 38.47 kbit/s
onjointe du masquage ombiné à la transformation BWT suivie par l'enodage RLE réa-
lise le meilleur taux de ompression. En eet, on est apable de réduire par un fateur de
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82% le débit total pour la transmission des positions des impulsions. Puisque 'est une
ompression sans pertes, la qualité de reonstrution se trouve inhangée.
6.1.3 Disussions
On a présenté dans ette setion les approhes possibles permettant de réduire le nombre
de bits néessaires à la transmission des positions des impulsions masquantes. On a montré
qu'il est possible d'exploiter la parimonie de ette information en appliant des transfor-
mations réversibles réduisant enore son entropie. Étant donné l'alphabet réduit (1 pour
indiquer la présene d'une impulsion, 0 pour indiquer son absene) la transformation BWT
s'est avérée très eae puisqu'elle permet de réduire par moitié le débit moyen nées-
saire pour la transmission des postions des impulsions. Quand le seuil de masquage est
appliqué, le bénée généré par ette transformation est moins important mais on est a-
pable de réduire par un fateur de 15% le débit moyen omparativement à l'appliation de
l'algorithme RLE. D'autres transformations/algorithmes de ompression sans perte ont
été évalués mais exlus soit pour moindres performanes ou pour des raisons de om-
plexité d'implementation. Le odage par ditionnaire adaptatif n'est eae que quand
une soure génère des séquenes formées par des blos dont le nombre est réduit [Ziv et
Lempel, 1978℄. L'analyse de l'autoorrelation entre les distanes séparant les impulsions
montre que ette approhe n'est pas eae pour l'enodage des distanes séparant les


























Figure 6.4 Autoorrélation entre distanes séparant les impulsions masquantes
pour le ltre auditif entré autour de 1kHz avant (ligne ontinue) et après (ligne
disontinue) appliation de la transformation BWT.
impulsions masquantes. Après appliation de la transformation BWT, les distanes de-
viennent non orrélées et don une ompression par ditionnaire ou par prédition n'est
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plus justiée. Cette onstatation valide le hoix de la transformation BWT omme une
transformation simple, élégante et eae pour réduire le débit moyen néessaire pour la
transmission des positions des impulsions masquantes.
6.2 Codage des amplitudes des impulsions
La gure 6.5 donne la probabilité des amplitudes des impulsions avant et après appliation
du masquage. L'appliation du masquage transforme la distribution des amplitudes des
impulsions. En omparant les gures 6.5(a) et 6.5(b) on onstate que les valeurs extrêmes
des amplitudes sont plus élevées après masquage. La valeur moyenne des amplitudes des
impulsions elle aussi augmente. L'algorithme de orretion adaptative en eet amplie les
amplitudes des impulsions masquantes pour ompenser la perte d'énergie résultante de la
mise à zéro des impulsions masquées (voir setion 5.3) . Cette orretion a pour eet de
transformer la distribution des amplitudes des impulsions qui devient plus prohe d'une
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(b) Probabilité des amplitudes des impulsions après
masquage.
Figure 6.5 Probabilité des amplitudes des impulsions avant et après appliation
du masquage pour r = 0.56.
où l'entropie moyenne des amplitudes des impulsions augmente après appliation du mas-
quage. Même si l'entropie des amplitudes augmente dû à l'appliation du masquage, la
longueur moyenne du ode néessaire à leurs transmissions diminue puisque pour r = 0.56,
82% des impulsions sont mises à zéro. La gure 6.6(b) illustre le débit moyen umulatif
néessaire à la transmission de ette information. Si les amplitudes sont transmises sans
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(b) Débit moyen umulatif néessaire pour la trans-
mission des amplitudes des impulsions.
Figure 6.6 Entropie et débit moyens des amplitudes des impulsions avant (ligne
ontinue) et après (ligne disontinue) appliation du masquage pour r = 0.56.
pertes il faut en moyenne 820kbits/se avant masquage ontre 133 kbits/se après ap-
pliation du masquage. Il est à noter que ontrairement au as sans masquage, le débit
augmente linéairement ave le nombre des ltres auditifs (en moyenne 5 kbits/se/ltre).
L'appliation du masquage permet de réduire par 84% le débit néessaire à la transmission
sans perte des amplitudes des impulsions. Cependant, des expérimentations onduites sur
les signaux de parole utilisés dans e travail ont révélé que la quantiation des valeurs
des amplitudes des impulsions telles quelles ne donne pas des résultats satisfaisants quand
le débit de transmission est réduit. On propose de modéliser es valeurs par un modèle
moyenne mobile, moving average (MA) dans le but d'exploiter la redondane présente
dans es amplitudes.
6.2.1 Modélisation des amplitudes
La gure 6.8 présente l'autoorrélation entre amplitudes des impulsions quand on fait
abstration de leurs positions : on onatène les valeurs des impulsions non nulles en res-
petant l'ordre dans lequel elles sont générées. La gure 6.8(a) présente l'autoorrélation
entre valeurs d'amplitudes d'impulsions masquantes onséutives. Il est lair que les ampli-
tudes des impulsions onséutives sont fortement orrélées. On envisage alors la possibilité
de transmettre l'erreur de prédition à la plae de transmettre la valeur de l'amplitude
elle-même. Cette tehnique est souvent utilisée pour le odage des signaux de parole [Bes-
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sette et oll., 2002; Jayant, 1974; Ning et Derihe, 2003; Salami et oll., 1998; Shroeder
et Atal, 1985℄.
Sur la gure 6.8(b) l'erreur moyenne de prédition est donnée. Cette erreur est alulée
omme étant l'erreur de prédition quand un modèle à MA est utilisé pour prédire la valeur
des amplitudes des impulsions à partir de elles préédentes. Si vn représente la valeur de
l'amplitude masquante à la position n, alors l'estimée de la valeur vn+1 est donnée par :
vn+1 = vn +
N∑
i=1
αivn−i + ǫn (6.1)
Si on suppose que N = 1 et on xe αi = 1, il est possible de déduire une ondition
susante, quand vériée, présente un avantage onsidérable à la simple quantiation de
v. L'erreur quadratique moyenne de prédition E[ǫ2n] peut être estimée :
E[ǫ2n] = E[(vn+1 − vn)2]




Où C1 représente la orrélation normalisée entre valeurs d'amplitudes adjaentes. Si la
valeur de C1 est supérieure à 0.5, alors la valeur de E[ǫ
2
n] est plus petite de elle de
E[v2n]. Puisque l'erreur de quantiation dépend de la variane du signal à l'entrée du
quantiateur, l'utilisation de ǫ à l'entrée du quantiateur permet la rédution du nombre
de bits néessaire à la transmission des valeurs des amplitudes des impulsions. De façon





1 − 2α1C1] (6.2)
Cette quantité est minimale quand α1 = C1. Il est important de noter que l'implémen-
tation d'une telle approhe requière une forme de rétro-ation de telle sorte qu'il n'y a
pas d'aumulation d'erreurs au niveau du déodeur. Cei peut être réalisé par la quan-
tiation de la valeur de ǫn + ǫn−1 − ǫˆn−1 où ǫˆn−1 est la valeur quantiée de la diérene
à l'instant n − 1 3. Cette approhe peut être implémentée en utilisant un odeur opérant
par odage par modulation des diérenes, Dierential pulse ode modulation (DPCM).
La gure 6.7 donne un shéma d'une implémentation possible d'une telle approhe. La
loupe de rétro-ation assure que l'erreur entahant le signal reonstruit v est elle due à la
quantiation de ǫn et non une aumulation d'erreurs dues à la quantiation des valeurs
3. La valeur quantiée d'une variable x est notée xˆ.
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vn − Quantiateur ǫˆn Transmission
ǫn − ǫˆn−1 +
Préditeur
Figure 6.7 Codage des diérenes entre valeurs des amplitudes masquantes.
vn préédentes.
ǫn − ǫˆn = vn − α1vˆn − ǫˆn = vn − vˆn (6.3)
6.2.2 Résultats expérimentaux
Dans la gure 6.8(b), pour haque valeur de l'ordre N du modèle MA l'erreur ǫ dérite
dans l'équation (6.1) est donnée en dB. Les symboles lairs représentent le as où un
modèle diérent est utilisé par ltre auditif. Le as où le même modèle est utilisé pour
tous les ltres auditifs est représenté par la ouleur fonée. Avant l'appliation du seuil
de masquage, l'erreur de prédition (représenté par le symbole arré sur la gure 6.8(b))
vaut en moyenne -11 dB. L'augmentation de l'ordre du modèle MA ne permet pas de
la diminuer. Le bénée engendré par l'utilisation de modèles MA par ltre est minimal.
Quand l'ordre du modèle MA est xé à 1, e gain est nul. On onstate le même phénomène
après appliation du seuil de masquage : l'erreur de prédition est sensiblement la même
peu importe si on utilise un seul modèle MA ou plusieurs. Cependant, quand l'ordre du
modèle passe de 1 à 2, l'erreur de prédition déroît par 1dB. Pour un ordre enore plus
élevé auune amélioration ne peut être observée. Pour es raisons, l'ordre du modèle MA
utilisé est xé à 1. Vu qu'il n'y pas de gain à modéliser indépendamment les valeurs des
amplitudes des impulsions par ltre, le modèle suggéré est identique pour tous les ltres
auditifs.
Dans le as où r = 0.56, on peut érire que :
vn+1 = vn − 0.9933× vn−i + ǫn (6.4)
Le modèle donné par l'équation (6.4) est statique et ne requière don pas de la transmission
d'informations seondaires au déodeur.
Ave ette valeur, les distributions des erreurs des préditions ǫn sont données sur la gure
6.8() et la gure 6.8(d). À omparer ave la gure 6.6, la dynamique de l'information
à transmettre est réduite grandement. On remarque aussi que la valeur de ǫn = 0 est
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fortement présentée : la moitié des valeurs des amplitudes des impulsions masquantes
peut être prédite ave une erreur quasiment nulle par un modèle MA d'ordre 1. Quand
le seuil de masquage est appliqué, l'erreur de prédition est moins entrée autour de zéro
mais possède quand même une dynamique moins élevée que elle présentée sur la gure
6.5(b).
La gure 6.9(a) représente l'erreur de quantiation des valeurs des amplitudes des im-
pulsions masquantes pour les deux approhes investiguées dans ette setion. La première
approhe onsiste à quantier es valeurs diretement alors que la deuxième onsiste à
utiliser le odeur illustré sur la gure 6.7 où la diérene entre valeurs d'amplitudes d'im-
pulsions suessives est quantiée. Les signaux audio de l'annexe A sont utilisés pour
produire es résultats. Les motifs d'exitation auditives sont extraits à partir des es si-
gnaux. Ces motifs sont ensuite subdivisés en deux ensembles : le premier omptant 10% des
données est utilisé pour onevoir et entraîner des quantiateurs salaires, le deuxième
est utilisé pour estimer leurs performanes. Pour un nombre de bits donné, l'algorithme
de Lloyd [Lloyd, 1982℄ est utilisé pour hoisir les pas de quantiation optimaux utili-
sant les données du premier ensemble. Ce quantiateur, une fois onçu, est utilisé par la
suite pour quantier les données du deuxième ensemble et estimer l'erreur objetive de
quantiation.
La quantiation des diérenes néessite en moyenne 1 bit en moins pour la même qualité
objetive de reonstrution. Cette approhe est don préférée à elle où les valeurs des
amplitudes des impulsions sont quantiées telles quelles. La gure 6.9(b) donne l'erreur de
quantiation en fontion du débit exprimé en bit/se. Ce débit est alulé omme étant le
nombre de bits par quantiateur multipliés par le nombre d'impulsions par ltre auditif
et est exprimé en seondes. Pour un débit donné par quantiateur, l'erreur objetive
de reonstrution suit la même forme : elle déroît linéairement en fontion du débit
total (fréquene entrale du ltre auditif) ensuite sature. Cei prouve que l'alloation du
même débit par ltre auditif ne permet pas d'avoir une erreur de reonstrution objetive
distribuée uniformément à travers les fréquenes. Dans le but de distribuer le bruit de
quantiation uniformément à travers la bande de fréquene ouverte par le ban de ltres,
1 bit additionnel a été alloué aux ltres auditifs dont la fréquene entrale est inférieure à
2kHz. La taille du quantiateur a été variée d'un pas de 1 bit et pour haque onguration
les ltres auditifs des basses fréquenes ont jouit d'un bit additionnel. Par example, quand 1
bit est utilisé pour les quantiateurs des ltres dont les fréquenes sont supérieures à 2kHz,
les ltres restant utilisent des quantiateurs à deux bits haun. Les signaux audio de
l'ensemble d'entraînement ont été enodés et leurs motifs d'exitation ont étés utilisés pour


























(a) Autoorrélation des amplitudes des impulsions
masquantes des ltres auditifs entrés autour de
































ordre du modèle MA
(b) Erreur de modélisation des amplitudes des im-
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(d) Probabilité d'erreur de prédition des valeurs
des amplitudes des impulsions après masquage.
Figure 6.8 Autoorrélations des amplitudes des impulsions masquantes et er-
reur de prédition. Sur la gure 6.8(b), les erreurs de prédition des amplitudes
des impulsions avant et après masquage (r = 0.56) sont respetivement représen-
tées par le symbole arré et triangle. Les ouleurs laires et fonées représentent
ette erreur quand un modèle MA est utilisé par ltre auditif et quand le même
modèle est utilisé pour tous les ltres auditifs respetivement.
onevoir et optimiser les diérents quantiateurs. Les motifs d'exitation auditive des
signaux de validation ont étés quantiées utilisant es quantiateurs et utilisés par la suite
pour estimer la valeur de l'ODG moyen. La gure 6.10 donne l'ODG moyen de l'ensemble






































(a) Erreur de prédition pour diérents nombre de
bits. Les erreurs de prédition avant et après mas-
quage (r = 0.56) sont respetivement représentées
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(b) Erreur de quantiation en fontion du débit
donnée par ltre auditif. La taille du quantiateur
salaire est donnée entre parenthèses.
Figure 6.9 Erreur de prédition pour diérents nombre de bits. L'approhe
basée sur la quantiation des diérenes est représentée par le symbole arré.
Les points sur la gure 6.9(b) représentent diérent ltres auditifs.
des signaux de validation en fontion du débit utilisé pour la transmission des valeurs













Figure 6.10 ODG moyen en fontion du débit de quantiation des valeurs des
impulsions masquantes.
puis sature à partir de 30 kbps. À 47 kbps la qualité subjetive de synthèse est égale à
elle obtenue sans ompression des amplitudes et vaut -1.25. Comparativement au débit
total sans ompression ela revient à une ompression de l'ordre de 64% sans dégradations
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subjetives. Si on tolère une légère dégradation
4
, à 26 kbps le taux de ompression vaut
80%.
6.2.3 Disussions
Dans e hapitre on a présenté les approhes permettant de ompresser les motifs d'exi-
tation auditive. On a montré dans la setion 6.1 que la transformation de BWT utilisée
onjointement à la transformation RLE permet de réduire onsidérablement le débit né-
essaire à la transmission des positions des impulsions. Dans la setion 6.2 on a montré
que la ompression ave pertes des diérenes entre amplitudes est une approhe viable
permettant de réduire le débit néessaire à la transmission de ette information. L'ap-
pliation onjointe de es deux approhes permet de réduire le débit total néessaire à
la transmission des motifs d'exitation auditive. La gure 6.11 donne l'ODG moyen en
fontion du débit total néessaire à la transmission des motifs d'exitation auditive. Un
example de synthèse d'un signal audio à partir de sa représentation ompressée est donné





















(a) ODG moyen en fontion du débit de transmis-
sion des motifs d'exitation auditive. Le taux de
ompression est donné entre parenthèse.





(b) Example d'une trame de signal de parole eno-
dée à 76 kbps.
Figure 6.11 ODG moyen en fontion du débit de ompression des motifs d'ex-
itation auditive.
Ave es valeurs on peut alors ompléter le tableau 5.2. On a aussi inlus les résultats des
travaux de [Thiemann, 2011℄ où son approhe est basée sur le odeur de [Feldbauer, 2005℄.
La omplexité d'implémentation est aussi donnée sur le même tableau.
4. Ave une valeur d'ODG de -1.65 la qualité de reonstrution reste bonne (voir tableau 5.1).
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Tableau 6.2 Comparaison entre diérents systèmes de synthèse de signaux de
parole à partir de leurs motifs d'exitation auditive.
Bande étroite Large bande
Critère [Kubin et Kleijn, 1999b℄ [Feldbauer, 2005℄ [Thiemann, 2011℄ Présent travail
Bande fréq. [20Hz,4kHz℄ [100Hz,3.6kHz℄ [100Hz,7kHz℄ [50Hz,7.5kHz℄
Filtre auditif GTF GTF GTF BIT
N. de ltres 21 20 65 32
Parimonie 50% 20% 20% 18%
Imp./Éh 1.26 0.91 0.53 0.76
Débit (kbps) 70 NA 50 76
Complexité Réduite Élevée Élevée Réduite
Qualité Bonne Bonne Mauvaise Bonne
Comme disuté dans la setion 5.5, ette omparaison est approximative puisque es ré-
sultats dépendent fortement de la nature des signaux analysés (voir setion 5.3.4 de [Thie-
mann, 2011℄). Dans e travail, ependant, les résultats présentés sont statistiquement si-
gniants (setion 5.5) puisqu'une variété de signaux est utilisée. On s'est aussi assuré qu'il
n'y a pas de reouvrement entre l'ensemble d'entraînement et elui de validation. Il faut
aussi noter la diérene entre les bandes fréquentielles ouvertes par les diérents odeurs
ainsi que leurs nombre de ltres. Cei omplique la omparaison, mais de façon générale
le tableau 6.2 montre que l'approhe proposée se distingue par une meilleure qualité de
reonstrution ave une moindre omplexité de reonstrution. Dans [Feldbauer, 2005℄ des
approhes basées sur la quantiations vetorielles onjointes des positions et amplitudes
ave et sans perte ont étés proposées. Cependant, l'absene de ritères orrélant la dis-
tortion objetive à elle subjetive n'est pas évidente. On avait essayé la quantiation
vetorielle des valeurs des amplitudes des impulsions masquantes et on s'est heurté à plu-
sieurs diultés. La plus évidente est elle onernant la formation des veteurs à partir
des trains d'impulsions épars. Outre la taille variable de es veteurs par trames (dépen-
demment du signal analysé), la synhronisation de es veteurs pour que leurs valeurs
maximales résident dans la même dimension requière la modiation de leurs positions.
Nous avons quand même essayé d'implémenter es approhes mais les résultats obtenus
sont moins bons que eux reportés dans ette thèse. L'approhe par odage des diérenes
ontourne es problèmes et peut être onsidérée omme un quantiateur vetoriel à deux
dimensions.
6.2.4 Complexité omputationnelle de l'implémentation
L'implémentation des algorithmes proposés dans ette thèse visait en premier lieu l'étude
de la faisabilité d'une approhe par inversion des motifs d'exitation auditive. De e fait,
le ode a été érit en language de programmation haut niveau [MatLab
®
, 2011℄ failitant
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ainsi l'implémentation et l'expérimentation. Cei a onduit à une redondane dans les
traitements ainsi qu'au stokage de données intermédiaires néessaires à la réation des
gures par example mais inutiles au fontionnement du système proposé. La version en C
de l'algorithme de détetion des pis ependant a été utilisée à la plae de son homologue
en MatLab (ndpeaks) dont l'exeution est très lente [Yeara Kozlov, 2013℄
5
.
Le tableau 6.3 donne la vitesse d'exéution des prinipaux algorithmes proposés exprimée
omme étant le rapport entre la durée de leurs exeutions et la durée du signal analysé.
Souvent e rapport est reporté omme un fateur multipliatif du temps réel. Les valeurs
reportées sont des moyennes estimées à partir de l'enodage des signaux de parole en uti-
lisant l'outil proler de MatLab. Cette simulation a été réalisée en utilisant [MatLab
®
,
2011℄ sur une mahine Linux utilisant un seul oeur adené à 2.5 Ghz. La durée totale
des signaux utilisée est de 2 mins. Ce tableau donne une estimation de la omplexité d'im-
plémentation des diérents blos du odeur proposé. Par example l'algorithme de ltrage
dans le blo d'inversion des motifs peut traiter un signal de durée de 12.5 seondes en une
seonde. Le tableau 6.3 montre que si on fait abstration des blos de ompressions et
Tableau 6.3 Complexité omputationnelle de l'implémentation proposée.
Blo Algorithme Vitesse(temps réel)
Extration des motifs
Filtrage 11.11












masquage le système proposé peut failement opérer en temps-presque-réel
6
(nearly real-
time) (vitesse valant 3 fois le temps réel). Cei valide la simpliité omputationnelle de
l'approhe proposée et l'idée originale derrière la oneption des ltres binomiaux. L'im-
plémentation peut être optimisée par example en ombinant les blos du masquage au blo
de la orretion adaptative des amplitudes puisque ils se partagent les mêmes données.
L'implémentation atuelle des es algorithmes de masquage ne prend pas en ompte la
parimonie des motifs d'exitation (les seuils de masquage sont estimés même pour les
impulsions nulles dans le but de générer les gures du hapitre préédant). Sahant que
5. L'implémentation en C du même algorithme est 40 fois plus rapide.
6. Le délai algorithmique du système est de 25 ms.
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ses motifs d'exitation sont à 82% épars, on s'attend à une rédution de omplexité de
même ordre de grandeur si les impulsions nulles sont exlues lors l'estimation du seuil de
masquage. On peut aussi penser à réérire es algorithmes en un language de program-
mation bas-niveau par example en C. L'enodage des signaux de parole a pris en total 50
mins. Cei reste rapide omparativement aux résultats reportés par [Thiemann, 2011℄ où
il faut 30 mins pour enoder un signal dont la durée est de 10 seondes.
6.3 Conlusion
On a montré dans e hapitre qu'il est possible de réduire le nombre de bits néessaires à la
transmission des motifs d'exitation auditives. Alors que la transformation BWT ombinée
au odage par plage permet de réduire par 80% le débit néessaire pour la transmission des
positions des impulsions masquantes, l'enodage des diérenes entre amplitudes permet
de réduire par 70% le débit néessaire à leur transmission. Combinant es deux approhes,
le odeur proposé parvient à réaliser des taux de ompression de l'ordre de 70% tout
en gardant une bonne qualité subjetive mesurée par l'algorithme PEAQ. Comparé aux
autres approhes opérant par odage des motifs d'exitations auditive, le odeur présenté
dans ette thèse se distingue par sa omplexité réduite tout en maintenant une bonne
qualité de synthèse.




Dans le hapitre 1 on a présenté les raisons qui ont motivé les travaux de reherhe pré-
sentés par ette thèse : le paradoxe existant entre représentations auditives dèles au fon-
tionnement de l'oreille humaine et la disipline du odage audio. Cette thèse est onstruite
autour de e dilemme où on démontre qu'il est possible à faible oût omputationnel et
à débit de transmission moyen de reonstruire un signal audio par inversion de ses motifs
d'exitation auditive.
Ban de ltres auditifs à omplexité réduite :
Le modèle le plus omplexe en terme d'implémentation étant le ban de ltres d'analyse-
synthèse, les premières parties de ette thèse s'attardent sur la oneption d'un nouveau
ltre auditif à faible omplexité omputationnelle. Le hapitre 2 introduit l'idée originale
des ltres binomiaux où on détaille l'expression de leur formulation mathématique ainsi
que les détails de leur implémentation digitale. On montre aussi dans le même hapitre,
que es ltres peuvent modéliser dèlement les réponses impulsionnelles de la membrane
basilaire de hats et on ompare les résultats obtenus ave eux publiés dans la littérature :
les ltres binomiaux représentent un bon ompromis entre délité de modélisation et oût
d'implémentation digitale. Dans le hapitre 3, en se basant sur les expérienes de masquage
de [Baker et oll., 1998; Glasberg et Moore, 2000℄, on démontre aussi que es ltres peuvent
modéliser le ltre auditif hez les humains. On ompare aussi les résultats de simulations
ave eux des familles de ltres publiées dans la littérature et on montre que les ltres
binomiaux peuvent être aussi utilisés pour modéliser le système auditif humain à moindre
omplexité. À titre d'example, l'implémentation digitale des ltres binomiaux néessite
80% de oeients en moins que les ltres Gammahirp.
Codage par inversion des motifs d'exitation auditive :
Vu que e ban de ltres est simple à implémenter, dans le hapitre 4, on y juxtapose
des modèles mimant le fontionnement des ils iliés et les neurones qui sont attahés
pour extraire des motifs d'exitation auditive. On propose ensuite de synthétiser le signal
original par inversion de ses motifs. On démontre dans e hapitre qu'il n'est pas néessaire
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d'utiliser un ban de ltres de synthèse dont les réponses impulsionnelles sont elles du
ltre d'analyse mais inversées dans le temps. En eet, on montre qu'il sut d'introduire
des lignes de retard pour être apable de synthétiser le signal original parfaitement. On
donne aussi une méthode simple pour aluler la valeur de ses retards ainsi que les gains
qui y sont assoiés. La rédution de la omplexité introduite par toutes es approhes a
permis de réaliser un odeur opérant à temps réel ave un délai algorithmique de 25 ms.
Masquage dans le domaine pereptuel :
Les motifs d'exitation auditive ainsi extraits sont épars mais restent quand même redon-
dants : il y a en moyenne 5 impulsions par éhantillon de signal de parole. Pour réduire ette
quantité, dans le hapitre 5 on introduit des algorithmes de masquage opérant diretement
sur es motifs. Dans le but de fournir un modèle à omplexité réduite, les algorithmes de
masquage proposés sont réursifs et don l'estimation des seuils de masquage ne néessite
ni le stokage de motifs d'exitation unitaire ni une reherhe exhaustive. Les résultats
de simulations basés sur des métriques objetives et subjetives valident l'eaité de
es algorithmes : on est apable de réduire onsidérablement le nombre d'impulsions à
transmettre tout en maintenant une bonne qualité de synthèse. À 0.76 impulsions par
éhantillon, la diérene objetive de qualité moyenne du système proposé vaut -1.25 im-
pliquant une bonne qualité de synthèse.
Compression des motifs d'exitation auditive :
Les experimentations réalisées dans le hapitre 6 montrent que le masquage dans le do-
maine pereptuel avantage la ompression ave et sans perte des motifs d'exitation au-
ditive. Étant donné que la réupération d'un signal à partir d'une représentation éparse
quantiée ne peut être ahevée à bas débit [Goyal et oll., 2008℄, on propose dans le ha-
pitre 6 de ompresser les positions des impulsions masquantes indépendamment de leurs
valeurs. Pour e faire, on ombine la transformation de Burrows-Wheeler au odage par
plage pour ompresser les positions des impulsions masquantes. On démontre que 'est
une approhe eae puisque ela permet de réaliser des taux de ompression de l'ordre
de 50% pour la transmission des positions des impulsions masquantes. Pour e qui est de
leurs valeurs, le odage des diérenes entre elles-i donne les meilleurs résultats. Cela est
onrmé par des simulations validées par des métriques subjetives. Combinant les deux
approhes on démontre qu'il faut aussi peu que 4.75 bits/éhantillon pour reonstruire
le signal original large-bande sans dégradations de qualité pereptibles. On nit le même
hapitre par une disussion sur les détails d'implémentation et on démontre qu'il est en
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eet possible de synthétiser un signal audio à partir de ses motifs d'exitation auditives
ompressés et e à moindre oût omputationnel.
7.2 Disussions et travaux futurs
Les motifs d'exitation auditive sont épars. On a proposé dans le hapitre 6 de ompresser
les positions des impulsions masquantes indépendamment de leurs valeurs. Goyal et oll.
[2008℄ aborde la théorie de l'aquisition omprimée, ompressive sampling (CS) de point
de vue ompression entropique et détaille les onditions une fois satisfaites garantissent
la réupération du signal épars à partir d'un ensemble de mesures aléatoires. Il arrive à
la onlusion déevante stipulant que si les positions ne sont pas transmises, il est im-
possible asymptotiquement de réupérer le signal épars. Il semble don pour le moment,
qu'on ne peut se passer de transmettre les positions des impulsions masquantes des motifs
d'exitation auditive.
Une idée qu'on pourrait alors envisager dans e as, onsiste à quantier onjointement les
positions des impulsions ainsi que la valeur de leurs amplitudes. Dans [Feldbauer, 2005℄
une approhe basée sur la quantiation onjointe de es informations est proposée. Les
auteurs proposent une approhe ombinant le odage par plage et la quantiation veto-
rielle. Dans ette approhe, les indies de la quantiation sont introduits entre distanes
séparant les impulsions. De l'information seondaire reste pourtant néessaire pour indi-
quer au déodeur le début de haque segment. On pense que l'appliation onjointe de la
transformation de Burrows-Wheeler aux indies quantiés est une meilleure approhe.
On peut aussi penser à exploiter la redondane entre diérents ltres auditifs. C'est à
dire utiliser des odeurs entropiques d'ordre plus élevés où on pourrait exploiter la notion
de ompression ontextuelle [Lakhdhar et Lefebvre, 2012℄. Cei vient évidement ave un
oût d'implémentation additionnel, mais on s'attend à réduire onsidérablement le dé-
bit de transmission. On nit par noter que la orretion adaptative des amplitudes et
leurs quantiations se font de façon indépendante. On pense qu'inorporer les deux blos
avantagerait la ompression des motifs d'exitation auditive.
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ANNEXE A
Annexe
A.1 Signaux de parole
Le tableau A.1 donne la liste des signaux de parole utilisés dans le hapitre 5.
Tableau A.1 Signaux audio TIMIT utilisés.
Entraînement Évaluation
Homme Segment Femme Segment Homme Segment Femme Segment
DCD0 SI1415 EE0 SI2135 JBR0 SI1001 TG0 SI2162
GJ0 SI776 NKL0 SI1522 GK0 SI1952 EE0 SI2135
RLD0 SI964 JSK0 SI1052 PAR0 SI1576 PAB1 SI841
ESG0 SI702 PA0 SI1054 DCD0 SI1415 VH0 SI836
PAR0 SI1576 DAC1 SI844 VJH0 SI1556 PA0 SI1054
CAL0 SI1138 LAC0 SI2161 REB0 SI745 JSK0 SI1052
DS0 SI713 JSJ0 SI854 JD0 SI1937 BG0 SI1160
HG0 SX15 TG0 SI2162 DPK0 SI552 EDW0 SI1084
VJH0 SI1556 CDR1 SI556 KCL0 SX281 DRD1 SX284
JBR0 SI1001 GWR0 SI948 DS0 SI713 CDR1 SI556
DLC0 SI765 BJ0 SI815 DWH0 SI1925 NKL0 SI1522
JD0 SI1937 EEH0 SI1742 ESG0 SI702 JSJ0 SI854
GK0 SI1952 VH0 SI836 RLD0 SI964 EEH0 SI1742
DWH0 SI1925 ISB0 SI949 DLC0 SI765 ISB0 SI949
RLJ1 SI1671 ETB0 SI1148 HG0 SX15 BJ0 SI815
DPK0 SI552 PAB1 SI841 TR0 SI1933 LAC0 SI2161
KCL0 SX281 EDW0 SI1084 CAL0 SI1138 ETB0 SI1148
TR0 SI1933 DRD1 SX284 RLJ1 SI1671 DAC1 SI844
TN0 SI2324 RLL0 SI1514 GJ0 SI776 GWR0 SI948
REB0 SI745 BG0 SI1160 TN0 SI2324 RLL0 SI1514
L'ensemble ontient 80 segments de signaux de parole subdivisés en deux lasses équi-
librées. Chaque lasse ontient vingt hommes et vingt femmes. Les interlouteurs sont
identiés par leurs initiales suivies d'un hire pour les diérentier quand il y a onfusion
due à des initiales ommunes. Les segments de paroles sont identiés par un suxe suivi
d'un hire.
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