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Abstract:This paper presents a classification system in which learning, feature selection, and classification for incomplete
data are simultaneously carried out in an online manner. Learning is conducted on a predefined model including the
class-dependent mean vectors and correlation coefficients, which are obtained by incrementally processing the incoming
observations with missing features. A nearest neighbor with a Gaussian mixture model, whose parameters are also
estimated from the trained model, is used for classification. When a testing observation is received, the algorithm
discards the missing attributes on the observation and ranks the available features by performing feature selection on the
model that has been trained so far. The developed algorithm is tested on a benchmark dataset. The effect of missing
features for online feature selection and classification are discussed and presented. The algorithm easily converges to the
stable state of feature selection with similar accuracy results as those when using the complete and incomplete feature
set with up to 50% missing data.
Key words: Online feature selection, classification, missing data, incremental learning

1. Introduction
In pattern recognition, the complete set of training data is given before system construction. Therefore, most
of the learning algorithms encountered in the literature operate on a batch mode that requires the entire set
of training data for learning. However, in many real-world applications for data mining, satellite imaging,
time series prediction, etc., the data are provided progressively and the characteristics of the data and the
environmental conditions (illumination, sensor failures, mechanical problems, etc.) may change during the
acquisition. Consequently, batch-trained learning systems may not respond to the changing characteristics of
the features. Therefore, learning should also be performed in an online fashion.
An online learning algorithm, which is also called incremental or continuous learning, processes one of
the observations each time and removes it from the database after usage. Online learning algorithms have
recently received a great deal of attention in the area of pattern recognition and they are mostly used in
tracking and recognition [1,2]. Lehtonen et al. [3] proposed an online training system for the classification
of electroencephalogram trials. They started with batch learning and then used a fixed-sized memory for the
training samples of each class. The oldest samples in the training sets were then replaced with the newest
incoming samples and the classifier was then trained with these updated sets. However, the replacement of the
oldest samples may lead to forgetting the initial, possibly highly relevant, information for learning. Slavakis et
al. [4] proposed an adaptive projection method in reproducing kernel Hilbert space for online classification. Hall
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et al. [5] incrementally updated the eigenvectors and eigenvalues for principle component analysis. Moreover,
Pang et al. [6] proposed an incremental local discriminant analysis algorithm by incrementally updating the
between-scatter and within-scatter matrix. Similarly, Yang and Zhou [7] considered the evaluation of class
priors in an online manner using the expectation-maximization (EM) algorithm.
The selection of relevant features is highly important in classification algorithms. However, many of the
developed online learning algorithms operate on fixed selected features. The selection of features in an online
manner was proposed to increase the accuracy of the online classification algorithms in [8,9]. Collins et al. [8]
updated the relevant features for tracking moving objects. They adapted the best features at every frame of
the image sequence. In addition, Grabner and Bischof [9] used the online-AdaBoost algorithm for selecting
the relevant features at the time of testing. Recently, we proposed an online feature extraction and selection
algorithm for the classification of 1-dimensional signals [10].
Problems in pattern recognition may be due to missing data. With the usage of a real dataset with,
possibly, missing data, more attention has been given to handle this problem of missing data. Many approaches
have been developed to deal with this problem. These approaches can be grouped into 2 main categories: deletion
or imputation [11–13]. Deletion is basically discarding the observations with incomplete data. However, this
approach may significantly decrease the number of available training data, causing rank-deficient covariance
matrices that negatively affect the learning performance. Moreover, in the testing phase, one cannot discard
the observation with missing features. On the other hand, imputation is defined as the process of completing
the missing attributes with zeroes, statistical mean values or time-series predicted values, or the values obtained
by the EM algorithm [14]. Mustafa et al. [15] adapted the EM algorithm to estimate the missing values in
multispectral images for detecting forest growth. Kaya et al. [16] successfully used the EM, neural network
(NN), and multiple imputation methods for imputing the missing values. Salberg [17] regarded the pixels of
clouds and snow images as missing features and classified vegetation types using a modified version of the Knearest neighbor, maximum likelihood, and Parzen classifiers. Marlin [18] used a subspace classification scheme
by modifying the classifier input representation after performing single and multiple imputations. In contrast,
Williams et al. [12] avoided single or multiple imputations by performing analytical integration procedures with a
conditional density function, which was estimated with the Gaussian mixture model (GMM) and EM algorithm.
However, these proposed estimation-based imputation algorithms require significant statistics about the dataset
and this may cause a bias for the testing data. In addition to deletion and imputation, more comprehensive
machine learning methods were used for handling missing data, such as NN ensembles [19,20], decision trees
[21], fuzzy approaches [22,23], and support vector machines [24,25]. Although machine learning methods give
high performance in estimating missing values, they cannot be used for online classification problems due to
their computational complexity. To the best of our knowledge, online feature selection and classification with
missing data has not yet been performed.
In this study, we propose a framework that performs learning, feature selection, and classification in an
online fashion, even with a high level of incomplete data. Learning is performed by updating a predefined model
by imputing the missing features with the corresponding mean values. Testing is performed after eliminating
the missing attributes in the observed prototypes. The proposed feature selection is conducted before the
classification phase using the updated model parameters. A nearest neighbor classifier with Gaussian mixture
density is used and the robustness of this online learning framework for missing data is compared with the
results obtained when using the complete dataset.
This paper is organized as follows. Section 2 describes the proposed online feature selection and clas1626
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sification algorithm for incomplete data. Experimental results and conclusions are given in Sections 3 and 4,
respectively.
2. Online feature selection and classification algorithm
2.1. Online learning with missing features
Online learning (training) algorithms process each of the observations one by one and remove the processed
observations from the database after the updating of predefined model parameters. The model approach
presented in Figure 1 is used in this study. Assume that we have a set of class labeled incomplete data in
a K class problem:
{
}
D = (xt , yt , ρt ) : xt ϵRd ,
yt ∈ {1, 2, ..K} ,
(1)
where xt denotes the feature vector of the tth observation, labeled as yt . The observation index t is used for
the design of the learning system in an online manner. The parameter ρt denotes the index vector, indicating
the missing features where the values of 0 and 1 correspond to missing and existing features, respectively. For
instance, the ρt = [01001] vector corresponds to feature vector of xt ϵR5 , where the 1st, 3rd, and 5th features
are missing.
Online Training

OnlineFeature Selection and Classification

Remove the
missing features

Replace the
missing features

ψ
Update the model
ψ = (μ, Σ, tk )

ψ

Feature selection

Classification
Generate Gaussian
mixtures

decision

g( X | µ, Σ )

Figure 1. Flow chart of the proposed online learning, feature selection, and classification algorithm. Training includes
the steps of substituting the missing features and then updating the model, whereas feature selection and testing include
the elimination of missing features and then, using the trained model, selecting the features and classify the testing
observation.

Let φ = (µk ,

∑

K
k , tk ) k=1

be the proposed model, including the parameters of each K class, which are the
∑
mean vector µk , covariance matrix,
k , and number of observations used, tk . Assume that specifically t − 1
number of training samples X = (x1 , x2 , x3 , . . . , xt−1 ) has been given so far for class k and they were already
discarded after updating the model parameters. When a new observation vector xt ∈ Rd is received with a
missing feature index vector, ρt , from the same class, the missing values in the feature vector are replaced by
the corresponding values in the mean vector as follows:
{
′
xt (i) , if ρt (i) = 1
xt (i) =
, i = 1, 2, . . . , d .
(2)
µk (i) , if ρt (i) = 0
1627
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This will allow only the nonmissing attributes in the feature vector to affect the learning model parameters.
This replacement in the feature vector can also be validated by the EM algorithm [17].
′

After imputing the missing values in the feature vector, xt , the model parameter µk can be updated by:
µtk =
As in [5], the new covariance matrix

∑t
k

(3)

in the model could easily be updated as:

∑t
k

where

)
′
1(
+
x
(t − 1) µt−1
t .
k
t

=

t − 1 ∑t−1 t − 1 ′′ ′′ T
+ 2 xt xt ,
k
t
t
′′

′

xt = xt − µtk .

(4)
(5)

This incremental learning process is repeated whenever a new observation is received for training and the
processed observation is removed from the database.
2.2. Online feature selection
In online classification algorithms, selection of the features should also be performed in an online fashion. Indeed,
the relevance of the features may change during the incremental learning phase. Therefore, before testing, the
most discriminative features should be detected to achieve better classification.
∑
K
Recall that the incrementally updated model, φ = (µk , k , tk ) k=1 , includes the class-specific mean
vectors and covariance matrices. This information not only provides a statistic about the spread of features in
the Rd space, but also provides the within-class and between-class scatter values of these features. Therefore,
the relevance of these features could easily be obtained using the model when required. The relevance of these
features for classification depends on how well they are separated from the corresponding features in each class.
Various types of dissimilarity metrics can be used to get the relevance of features, such as Fisher, Mahalanobis,
etc. [26]. However, the Fisher distance is used for its simplicity. The Fisher distance dof any variables between
2 classes, iand j , is described as:
|µi − µj |
,
(6)
d= 2
σi + σj2
where µi and σi are the mean and standard deviation values of the corresponding feature of the i th class.
However, these metrics are mostly used for 2-class systems. Therefore, systems with more than 2 classes, say K
(
)
K
classes, should be transformed into h=
2-class problems. Next, the discrimination power of a specific
2
feature in a K -class problem can be identified by evaluating the distances in these h number of class pairs.
Alternatively, in evaluating the discrimination power of the j th specific feature, the Fisher distance
metric in Eq. (6) can be modified into a joint form to eliminate the pair-wise solution as follows:
dj =

K
∑
|µjk − µ̃j |
k=1

2
σjk

,

(7)

where µ̃j is the common mean value of all of the classes for the j th feature:
µ̃j =

K
1 ∑
µjk ,
K
k=1

1628
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2
and σjk
is the variance of the j th feature in class k , and can be obtained from model covariance matrix
∑
parameter k :
∑
2
σjk
=
(j, j) .
(9)
k

The discrimination powers of each feature are identified using Eqs. (7) through (9) and sorted in decreasing
order to be used in the classification, starting from the most discriminative ones. The vector of findex in Figure
1 represents the discrimination rank of the nonmissing features in the test vector. Next, considering the rank
in findex , selection of the best features among the available ones can be possible.
2.3. Online classification with missing data
The suggested method is developed for those datasets that can be modeled with a Gaussian distribution. However, in many cases, Gaussian distributions may not efficiently model the data when compared to nonparametric
methods. Instead, GMMs are capable of modeling a wide range of distributions. A GMM f (X) is a weighted
sum of G component Gaussian distributions and it is defined as:
f (X) =

G
∑

wi g( X| µi ,

i=1

where g( X| µi

∑

i)

∑

i ) and

G
∑

wi = 1, (10)

i=1

is a multivariate Gaussian distribution, and wi is the mixing coefficient.

Assuming a diagonal covariance matrix, Eq. (10) can be rewritten as:
f (X) =

G
∑

wi

i=1

d
∏

2

g( Xj | µij , σ ij ),

(10)

j=1

2
denote the mean and variance of a
where Xj denotes the j th feature of the training data, and µij and σij

univariate Gaussian distribution, respectively. The dataset under consideration may show various distributions
(e.g., Poisson or binary) rather than normal. In such cases, a mixture Poisson model or mixture logistic model
may be used instead of the GMM.
Assume that a test vector x ∈ Rd is received with missing feature index vector ρx , and an observed
feature vector x̃ ∈ Rr≤d is obtained by discarding the missing features. The classification can be performed
with r features only. However, instead of using all of the r features, the relevant features for classification are
detected using a feature selection step, detailed in Section 2.2. The sorted features are incrementally included
in the feature vector and tested by the classifier to obtain the best classification accuracy with a lower number
of features. The features in the subset that give the best accuracy are regarded as more relevant features and
the remaining features are dismissed.
When the missing and irrelevant features are ignored, Eq. (10) can be computed from partial data only
[27] by:
f (x̃) =

G
∑
i=1

wi

∏

2

g( Xj | µij , σ ij ).

(11)

j∈ρx

The developed GMM is trained by the EM algorithm [28] by considering the model parameters
∑
K
φ = (µk , k , tk ) k=1 . For testing, a NN classifier based on Mahalanobis distance is used and the sample
is assigned to the nearest class of mixture density. This distance metric is chosen for classification since it
includes both the first- and second-order statistics and is well adapted for multinormal distributions.
1629
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3. Experimental results
Several standard benchmark datasets from the University of California-Irvine (UCI) Machine Learning Repository and the Statlog project are used. Brief descriptions about these datasets are given below.
• Statlog German Credit (German) Dataset: It classifies the people into low risk or high risk (2 classes) for
credit. The set includes 1000 observations with 24 numerical attributes. The dataset is randomly divided
into training and testing sets with 750 and 250 prototypes, respectively.
• Statlog Heart (Heart) Dataset: This set includes 270 prototypes collected from patients with and without
heart disease (2 classes). There are 13 attributes in numerical and categorical forms. The categorical
attributes are replaced by numerical values. The set is randomly divided into training and testing sets
with 200 and 70 prototypes, respectively.
• UCI Ionosphere (Ionosphere) Dataset: This is a radar dataset and classifies the radar signals into ‘good’
or ‘bad’ depending on the existence of the free electrons in the ionosphere. The set includes 351 prototypes
with 32 numerical attributes, of which 251 prototypes are assigned to a training set and 100 are assigned
to a testing set, randomly.
• UCI Wisconsin (Wisconsin) Breast Cancer Dataset: This classifies biopsy samples into benign or malignant classes (2 classes). It includes a total of 699 prototypes with 9 attributes, where 16 prototypes include
some missing attributes. These prototypes are ignored and the remaining 683 prototypes are randomly
divided into training and testing sets with 400 and 283 prototypes, respectively.
Some of the attributes in the feature vector are randomly corrupted and considered as missing for testing
the robustness of the developed algorithm for incomplete data. The frequency of missing parameters is controlled
by a probabilistic parameter p , which takes the values of 0.75, 0.5, 0.25, and 0.0. A value of p = 0.75 means
that the attributes in both the training and testing datasets are missing with a probability of 0.75, while p =
0.0 corresponds to the dataset with no missing information. The robustness of the proposed learning system
for the presence of missing data is analyzed from 3 different perfectives, as follows.
3.1. Incremental learning with missing attributes
In an online learning phase, which is also called incremental or continuous learning, each incoming observation
is processed one by one and removed from the databases after usage. In the case of missing attributes in
the coming observation, the algorithm discards the missing attributes and trains the system with the valid
attributes of the feature vector. In the testing phase, the classification is just performed with the valid attributes
in the prototypes. It should be noted that the missing attributes may be different for each prototype due to
randomness. The missing data rate affects the number of available attributes of each dataset. For example, for
the German dataset with 24 complete attributes, missing rates of 25%, 50%, and 75% decrease the maximum
available attribute number to 18, 12, and 6, respectively. In other words, it is not possible to represent the
prototypes in the German dataset with more than 6 features if 75% of the attributes are missing.
In order to figure out the effect of observation for the stabilization of the learning algorithm, we test the
learned system at times when 10% of the training data is processed. However, the testing is performed while
using all of the prototypes reserved for the testing set. The procedure is repeated for different missing rates.
Because of the random missing data generation, the algorithm may produce different results. Therefore, we
randomly repeat the analysis 10 times and the average results are provided below (Figure 2).
1630
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Figure 2. Classification accuracy curves using the online learning algorithm. The x-axis shows the percentage of the
prototypes in the training set used for learning and the y-axis shows the classification accuracy. There are a total of
750, 251, 200, and 400 learning prototypes for the a) German, b) Ionosphere, c) Heart, and d) Wisconsin datasets,
respectively.

To avoid the covariance matrix singularity at the beginning of the training, some experiments require at
least 30%, 20%, or 10% of the prototype assigned to training sets, as observed in Figure 2. Using the proposed
algorithm, it is possible to obtain similar classification accuracies with up to a 50% missing rate (Figures 2a–2c).
For the Wisconsin dataset, we observe exactly the same accuracies with a complete and missing rate of 25%
(Figure 2d). However, we observe poor accuracies when 75% of the attributes are missing in all of the datasets.
It is observed, however, that the accuracy gap between the different missing rates (less than 50%) decreases
when more prototypes are processed in the learning phase. An interesting result is observed for the Ionosphere
dataset, where the accuracy curve obtained with a 25% missing rate is much better than the accuracy curve
obtained with the complete dataset. This may be caused by the random elimination of the possible outliers in
the Ionosphere dataset.
It should be noted that the missing values in the observation are removed for testing but are imputed
with the corresponding mean values for training. However, the imputation of the missing attributes with the
corresponding mean values may decrease the variance of these imputed features and the decrease in variance
may negatively affect the classification performance. This decrease in variance will not be a significant problem
if the missing attributes are equally encountered in the observations of each class. If only one class includes
missing attributes and the rest have complete data, a regularization term should be included in the variance of
these missing attributes.
1631
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3.2. Online feature selection with missing attributes
The forward feature selection algorithms in batch learning approaches incrementally construct the relevant
feature subset from the available features. However, in online learning algorithms, especially when there are
missing data, one cannot mention a globally valid discriminative feature subset, because the absence of an
attribute that is also a member of the selected feature subset may completely change the order of these selected
features. Therefore, the feature selection should be performed considering only the available attributes of the
incoming observation. In that respect, we analyze the behavior of the feature selection algorithm at various
missing data rates. Although we may have a higher number of features, we focus on selecting the best 4 features.
The features included in the feature subset of the 4 dimensions clearly present the behavior of the online feature
selection with missing data. Figure 3 shows the selected 4 best features at each learning phase with complete,
25%, and 50% data rate scenarios for the German (Figures 3a–3c), Ionosphere (Figures 3d–3f), Heart (Figures
3g–3i), and Wisconsin (Figures 3j–3l) datasets.
The first column of Figure 3 shows the selected features with complete datasets during the learning
phase. In all of the datasets with complete data, fluctuations are observed at the beginning of the learning
phase. However, after an adequate number of observations during the learning phase, the system is stabilized at
feature selection. The adequate number depends on the dataset. The feature selection of the complete German
dataset is stabilized after about 200 observations are processed. However, the stable states at feature selection
for the Ionosphere, Heart, and Wisconsin datasets are achieved after about 100 observations are processed.
Considering the data completeness, the difference with the sufficient prototype for stabilization at feature
selection is related to the discrimination potential of the attributes. The poor accuracy curves, respectively, in
the German dataset also explain the requirement of more prototypes for stabilization of feature selection for
the German dataset.
It is observed from Figure 3 that the presence of missing features results in some instability for feature
selection at the beginning of the learning phase. This is clearly observed from Figure 3 in the second column,
obtained with 25% missing data. Compared to the selection with complete data, a higher number of observations
is required to attain stable behavior with missing data. For example, for the Wisconsin dataset, the stable
behaviors at feature selection are achieved at about 100, 120, and 200 observations with complete, 25%, and
50% missing data (fourth row in Figure 3), respectively. The inconsistency at feature selection is, respectively,
higher in the scenario with 50% missing data for all of the datasets. However, we can get statistically significant
information if we continue to learn with new observations. Figure 3 shows that the developed system is robust
to the missing features and can converge to the system generated with complete data after a sufficient number
of training samples are processed in the learning phase. The sufficient number depends on the missing data rate
and the data themselves, and it seems that a higher missing rate leads to the requirement of more samples in
the learning phase.
3.3. Online feature selection for classification
In the training phase, the algorithm discards the missing attributes and trains the system with the valid
attributes of the feature vector. However, during the testing phase, a feature selection algorithm is performed
to select the best features among the valid features in the test sequences. Assume that 6 of the 24 features in the
German dataset are missing in the testing data and the classification can only be performed with the remaining
18 features. Instead of using these 18 features, the feature selection step ranks these features by considering
their discrimination potential and uses the optimum number of features for classifying the test prototype.
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Figure 3. The selection of the best 4 features (blue = first, green = second, red = third, turquoise = fourth) during
the learning phase. The x-axis and y-axis show the number of observations used at training and the features of these
datasets, respectively. The experiment is repeated for complete (first column), 25% missing (second column), and 50%
missing (third column) rates.
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To analyze the effect of feature selection for classification with missing attributes, we evaluate the
classification accuracies at each level of the feature selection. The random elimination of the attributes may
change the behaviors of the proposed system. Therefore, we repeat the experiment and present the mean of the
results obtained from 10 different runs. Figure 4 shows the effect of feature selection for classification at different
missing data rates. Similar classification accuracy curves can be obtained with complete and missing data rates
of up to 50% (Figures 4a–4c), except for the Wisconsin dataset (Figure 4d). In the Ionosphere dataset with
25% missing data, we obtain a similar accuracy curve compared to the curve obtained with complete data. This
statement is also valid for the Wisconsin dataset. However, it should be noted that, in the case of missing data,
a higher number of features are required to obtain the same performance in terms of accuracy.
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Figure 4. Classification accuracies obtained with various numbers of selected features at different missing data rates.
The features are ranked using forward feature selection and are incrementally used for classification. The x-axis shows
the number of features used for testing and the y-axis shows the obtained classification accuracy.

The highest accuracies achieved for each dataset are given in Table 4. For the Ionosphere and Wisconsin
datasets, we achieve nearly the same results with complete and 25% missing data. However, a higher number of
features is required to obtain these results with 25% missing data compared to complete data. For the Ionosphere
dataset, we obtain a slightly better accuracy curve with 25% missing data (with 19 features). These results
show the ability of the proposed algorithm to adapt to the changing structure of the observation samples in an
online manner. For achieving the optimal accuracies with missing data, the proposed algorithm compensates
for the classification accuracy by using a higher number of features and more prototypes. The need for more
features and prototypes depends on the rate of missing data and the discrimination power of each attribute of
the dataset.
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Table. Maximum classification rates at various missing data rates. The feature subset sizes giving these accuracies are
given in parentheses.

Missing rates
Dataset
Complete
German
0.73 (6)
Ionosphere 0.93 (9)
Heart
0.86 (5)
Wisconsin 0.98 (4)

25%
0.68 (2)
0.93 (19)
0.80 (10)
0.97 (4)

50%
0.64 (3)
0.87 (11)
0.77 (3)
0.77 (2)

75%
0.57 (5)
0.73 (4)
0.63 (2)
0.52 (3)

4. Conclusions
In this paper, an online feature selection and classification algorithm based on correlation analysis is proposed for
the presence of missing data. Instead of discarding the observation with missing data, the developed algorithm
discards the missing attributes of each observation and considers the valid attributes for learning and testing.
The learned system behaves in an unstable manner at the beginning of the training phase but converges to
stability when an adequate number of observations are used in training.
In addition to online learning, an online feature selection procedure is also performed at any time during
the learning phase before classification. The selected features may change during the learning phase depending
on the learned observation and missing data rate of this observation. The data distributions are modeled with
a GMM and the Mahalanobis distance between the test sample and the underlying distribution is selected as
classification criteria.
The learning, feature selection, and classification ability of the proposed algorithm are tested with the
data at different levels of missing features and promising classification performance is achieved, even with the
data that have a high percent of missing attributes. The missing data in the observation cause instability in the
feature selection and classification. However, after processing an adequate number of observations, the system
reaches stable behavior in the feature selection and classification. It is observed that the adequate number of
features is related to the missing data rate and the relevance of the attributes in data.
The proposed algorithm, which is applied to 4 benchmark datasets, is robust to the changing characteristics of the observations with complete and incomplete attributes, and it can also be applied to other kinds of
pattern recognition problems.
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