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Abstract
Based on the very general Taylor–Widder formula, several representation formulae are developed. By applying these are
developed very general inequalities of types: Ostrowski, Gru¨ss, comparison of means, Csiszar f -divergence. The estimates involve
L p norms, any 1 ≤ p ≤ ∞.
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0. Introduction
The article that motivates most our current work is that of Widder (1928), see [7], where he generalizes the Taylor
formula and series, see also Section 1. Based on that approach, we give several representation formulae for the
integral of a function f over [a, b] ⊆ R, and the most important of these involve also f (x), for any x ∈ [a, b]; see
Theorems 3–6 and Corollary 1. Then, being motivated by the works of Ostrowski [6], Gru¨ss [4], of the author [1] and
Csiszar [2], we give our related generalized results. We would like to mention the following inspiring results.
Theorem A ([6, Ostrowski, 1938]). Let f : [a, b] → R be continuous on [a, b] and differentiable on (a, b), whose
derivative f ′: (a, b)→ R is bounded on (a, b), i.e., ‖ f ′‖∞ = supt∈(a,b) | f ′(t)| < +∞. Then∣∣∣∣ 1b − a
∫ b
a











(b − a)‖ f ′‖∞,
for any x ∈ [a, b]. The constant 14 is the best possible.
Theorem B ([4, Gru¨ss, 1935]). Let f, g integrable functions from [a, b] into R, such that m ≤ f (x) ≤ M,
















)∣∣∣∣ ≤ 14 (M − m)(σ − ρ).
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So our generalizations here are over an extended complete Tschebyshev system {ui }ni=0 ∈ Cn+1([a, b]), n ≥ 0, see
Theorems 1 and 2, and [5]. Thus our Ostrowski-type general inequality is presented in Theorem 7 and is sharp.
Next we generalize the Gru¨ss inequality in Theorems 8–10 and Corollary 2. It follows the generalized comparison
of integral averages in Theorem 11, where we compare the Riemann integral to arbitrary general integrals
involving finite measures. We finish with generalized representation and estimates for the Csiszar f -divergence; see
Theorems 12 and 13. The last is the most general and best measure for the difference between probability measures.
1. Background
The following are taken from [7]. Let f , u0, u1, . . . , un ∈ Cn+1([a, b]), n ≥ 0, and the Wronskians
Wi (x) := W [u0(x), u1(x), . . . , ui (x)] :=
∣∣∣∣∣∣∣∣∣
u0(x) u1(x) · · · ui (x)




1 (x) · · · u(i)i (x)
∣∣∣∣∣∣∣∣∣ , i = 0, 1, . . . , n.
Assume Wi (x) > 0 over [a, b]. Clearly, then,
φ0(x) := W0(x) = u0(x), φ1(x) := W1(x)
(W0(x))2
, . . . , φi (x) := Wi (x)Wi−2(x)
(Wi−1(x))2
, i = 2, 3, . . . , n
are positive on [a, b].
For i ≥ 0, the linear differentiable operator of order i is:
L i f (x) := W [u0(x), u1(x), . . . , ui−1(x), f (x)]Wi−1(x) , i = 1, . . . , n + 1; L0 f (x) := f (x), ∀x ∈ [a, b].
Then for i = 1, . . . , n + 1 we have



















gi (x, t) := 1Wi (t)
∣∣∣∣∣∣∣∣∣∣∣
u0(t) u1(t) · · · ui (t)






1 (t) · · · u(i−1)i (t)
u0(x) u1(x) · · · ui (x)
∣∣∣∣∣∣∣∣∣∣∣
,
i = 1, 2, . . . , n; g0(x, t) := u0(x)u0(t) ,∀x, t ∈ [a, b].
Note that gi (x, t), as a function of x , is a linear combination of u0(x), u1(x), . . . , ui (x), and it holds that
gi (x, t) = φ0(x)












φi (xi )dxidxi−1 · · · dx1
= 1
φ0(t) · · ·φi (t)
∫ x
t
φ0(s) · · ·φi (s)gi−1(x, s)ds, i = 1, 2, . . . , n.
Example ([7]). The sets
{1, x, x2, . . . , xn}, {1, sin x,− cos x,− sin 2x, cos 2x, . . . , (−1)n−1 sin nx, (−1)n cos nx}
fulfill the above theory.
We mention the following
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Theorem 1 ([5, Karlin and Studden (1966), See p. 376]). Let u0, u1, . . . , un ∈ Cn([a, b]), n ≥ 0. Then {ui }ni=0 is an
extended complete Tschebyshev system on [a, b] iff Wi (x) > 0 on [a, b], i = 0, 1, . . . , n.
We also mention another
Theorem 2 ([7, D. Widder, p. 138]). Let the functions f (x), u0(x), u1(x), . . . , un(x) ∈ Cn+1([a, b]), and the
Wronskians W0(x), W1(x), . . . ,Wn(x) > 0 on [a, b], x ∈ [a, b]. Then for t ∈ [a, b] we have
f (x) = f (t)u0(x)
u0(t)





gn(x, s)Ln+1 f (s)ds.
E.g. one could take u0(x) = c > 0. If ui (x) = x i , i = 0, 1, . . . , n, defined on [a, b]; then
L i f (t) = f (i)(t) and gi (x, t) = (x − t)
i
i ! , t ∈ [a, b].
So under, the assumptions of Theorem 2, we have





L i f (y)gi (x, y)+
∫ x
y
gn(x, t)Ln+1 f (t)dt, ∀x, y ∈ [a, b]. (1)
2. Main results
Define the Kernel
K (t, x) :=
{
t − a, a ≤ t ≤ x ≤ b;
t − b, a ≤ x < t ≤ b. (2)
Integrating (1) with respect to y, we get
















gn(x, t)Ln+1 f (t)dt
)
dy, ∀x ∈ [a, b]. (3)



































































































∗ (t − a)dt +
∫ b
x
∗ (t − b)dt =
∫ b
a
∗ k(t, x)dt. (5)
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Above, we have that{
a ≤ y ≤ x




a ≤ t ≤ x




x ≤ y ≤ b




x ≤ t ≤ b













gn(x, t)Ln+1 f (t)K (t, x)dt. (7)
We give the general representation result; see also [3], as a special case.
Theorem 3. Let f (x), u0(x), u1(x), . . . , un(x) ∈ Cn+1([a, b]), n ≥ 0, the Wronskians Wi (x) > 0, i = 0, 1, . . . , n,
over [a, b], x ∈ [a, b]. Then



















gn(x, t)Ln+1 f (t)K (t, x)dt, ∀x ∈ [a, b]. (8)
When u0(x) = c > 0, then

















gn(x, t)Ln+1 f (t)K (t, x)dt, ∀x ∈ [a, b]. (9)
Proof. Based on (3) and Lemma 1. 
We also need the following


























dy, ∀x ∈ [a, b].
(10)
























f (y)dy, ∀x ∈ [a, b]. (11)
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gi (x, y)dy. (12)




L i f (y)gi (x, y)dy =
∫ b
a




































So we got for i = 0, 1, . . . , n − 1 that















Again, from [7], for i = 0, 1, . . . , n − 1, we have
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In other words, for i = 0, 1, . . . , n − 1, we have







































for i = 0, 1, . . . , n − 1. That is
d
















 dy, i = 0, 1, . . . , n − 1. (20)














gi+1(x, y)L i+1 f (y)dy −
∫ b
a




In other words, we have proved that
θi (x) = Ji+1(x)−
∫ b
a
L i f (y)gi+1(x, y)
dφi+1(y)
φi+1(y)
, for i = 0, 1, . . . , n − 1. (21)
Therefore, it holds that
Ji (x) = L i f (a)gi+1(x, a)− L i f (b)gi+1(x, b)+ Ji+1(x)−
∫ b
a





Ji+1(x) = Ji (x)+
[
L i f (b)gi+1(x, b)− L i f (a)gi+1(x, a)
]+ ∫ b
a
L i f (y)gi+1(x, y)
φi+1(y)
dφi+1(y), (22)











(n − i)(Ji+1(x)− Ji (x)) =
n−1∑
i=0












Clearly, we finally have
n−1∑
i=0
(n − i)(Ji+1(x)− Ji (x)) =
n∑
i=1
Ji (x)− nJ0(x), (25)
thus proving the claim. 
We present

































L i f (y)gi+1(x, y)
φi+1(y)
)
φ′i+1(y)dy, ∀x ∈ [a, b]. (26)
When u0(x) = c > 0, then we get the representation∫ b
a



























L i f (y)gi+1(x, y)
φi+1(y)
)
φ′i+1(y)dy, ∀x ∈ [a, b]. (27)
Proof. By Lemma 2. 
We give also the alternative result






















, ∀x ∈ [a, b]. (28)


















, ∀x ∈ [a, b]. (29)












, i = 0, 1, . . . , n − 1. (30)
From (22) we get
Ji+1 = Ji + Ai , i = 0, 1, . . . , n − 1. (31)
That is,
J1 = J0 + A0,
J2 = J1 + A1 = J0 + A0 + A1
J3 = J2 + A2 = J0 + A0 + A1 + A2
...








Ai (x), ∀x ∈ [a, b]. (32)
Thus we have proved∫ b
a


















, ∀x ∈ [a, b], (33)
proving (28). 
At last, we give the following general representation formulae.
Theorem 6. Let f, {ui }ni=0 ∈ Cn+1([a, b]), n ≥ 0, x ∈ [a, b], all Wi (x) > 0 on [a, b], i = 0, 1, . . . , n. Then

























gn(x, t)Ln+1 f (t)K (t, x)dt, ∀x ∈ [a, b]. (34)
If u0(x) = c > 0, then























gn(x, t)Ln+1 f (t)K (t, x)dt, ∀x ∈ [a, b]. (35)
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Proof. By Theorem 3 and Lemma 2. 
Note. Clearly (8), (9), (34) and (35) generalize the Fink identity (see [3]).
We give the following
Corollary 1. Let f, {ui }ni=0 ∈ Cn+1([a, b]), n ≥ 0, x ∈ [a, b], all Wi (x) > 0 on [a, b], i = 0, 1, . . . , n. Then
Ên+1(x) := f (x)
























(n + 1)(b − a)
∫ b
a
gn(x, t)Ln+1 f (t)K (t, x)dt, ∀x ∈ [a, b]. (36)
If u0(x) = c > 0, then
En+1(x) := f (x)






















(n + 1)(b − a)
∫ b
a
gn(x, t)Ln+1 f (t)K (t, x)dt, ∀x ∈ [a, b]. (37)
Proof. By Theorem 6. 
Note. If φ′i+1(y) = 0, i = 0, 1, . . . , n − 1, then Ên+1(x), En+1(x) simplify a lot, e.g. the case of ui (x) = x i ,
i = 0, 1, . . . , n, where φi+1(y) = i + 1.
Next, we estimate Ên+1(x), En+1(x) via the following Ostrowski type inequality:
Theorem 7. Let f , {ui }ni=0 ∈ Cn+1([a, b]), n ≥ 0, x ∈ [a, b], all Wi (x) > 0 on [a, b], i = 0, 1, . . . , n. Then{|Ên+1(x)|,
|En+1(x)| ≤
1
(n + 1)(b − a) min
{[∫ x
a
|gn(x, t)|(t − a)dt +
∫ b
x
|gn(x, t)|(b − t)dt
]
×‖Ln+1 f ‖∞, ‖gn(x, ·)‖∞max ((x − a), (b − x)) ‖Ln+1 f ‖1,
‖gn(x, ·)K (·, x)‖q‖Ln+1 f ‖p
}
, (38)
where p, q > 1: 1p + 1q = 1, any x ∈ [a, b]. The last inequality (38) is sharp; namely it is attained by an
fˆ ∈ Cn+1[a, b], such that
|Ln+1 fˆ (t)| = A|gn(x, t)K (t, x)|q/p,
where A > 0, ∀t ∈ [a, b], for a fixed x ∈ [a, b].
Proof. We have at first that
|Ên+1(x)| ≤ 1
(n + 1)(b − a)
∫ b
a
|gn(x, t)| |Ln+1 f (t)| |K (t, x)|dt
≤ ‖Ln+1 f ‖∞
(n + 1)(b − a)
∫ b
a
|gn(x, t)| |K (t, x)|dt
= ‖Ln+1 f ‖∞
(n + 1)(b − a)
[∫ x
a
|gn(x, t)|(t − a)dt +
∫ b
x
|gn(x, t)|(b − t)dt
]
. (39)
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Next, we see that
|Ên+1(x)| ≤
( ‖Ln+1 f ‖1
(n + 1)(b − a)
)
‖gn(x, ·)‖∞max ((x − a), (b − x)) . (40)
Finally, we observe, for p, q > 1 with 1p + 1q = 1, that
|Ên+1(x)| ≤ ‖Ln+1 f ‖p‖gn(x, ·)k(·, x)‖q
(n + 1)(b − a) . (41)
The last is an equality when
|Ln+1 f (t)|p = B|gn(x, t)k(t, x)|q , (42)
where B > 0. The claim now is obvious. 
Next, we present a basic general Gru¨ss type inequality.
Theorem 8. Let f , h, {ui }ni=0 ∈ Cn+1([a, b]), n ≥ 0, all Wi (x) > 0 on [a, b], i = 0, 1, . . . , n. Then
D :=


































(|h(x)| ‖Ln+1 f ‖∞ + | f (x)| ‖Ln+1h‖∞) |gn(x, t)| |k(t, x)|dtdx
)
=: M1. (43)
Proof. We have, by (9), that




































gn(x, t)Ln+1h(t)K (t, x)dt, ∀x ∈ [a, b]. (45)
Hence, it holds that

















h(x)Ln+1 f (t)gn(x, t)K (t, x)dt, (46)
and

















f (x)Ln+1h(t)gn(x, t)K (t, x)dt, ∀x ∈ [a, b]. (47)
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f (x)Ln+1h(t)gn(x, t)K (t, x)dtdx . (49)































































f (x)Ln+1h(t)gn(x, t)K (t, x)dtdx . (51)































(h(x)Ln+1 f (t)+ f (x)Ln+1h(t)) gn(x, t)K (t, x)dtdx
)
. (52)







(|h(x)| ‖Ln+1 f ‖∞ + | f (x)| ‖Ln+1h‖∞) |gn(x, t)| |K (t, x)|dtdx
)
, (53)
thus proving the claim. 
The related Gru¨ss type L1 result follows.
20 G.A. Anastassiou / Computers and Mathematics with Applications 54 (2007) 9–23
Theorem 9. Let f , h, {ui }ni=0 ∈ Cn+1([a, b]), n ≥ 0, all Wi (x) > 0 on [a, b], i = 0, 1, . . . , n. Then
D =


















































































{‖Ln+1 f ‖1‖h‖∞‖gn(x, t)‖∞,[a,b]2 + ‖Ln+1h‖1‖ f ‖∞‖gn(x, t)‖∞,[a,b]2}
= 1
2
‖gn(x, t)‖∞,[a,b]2 (‖h‖∞‖Ln+1 f ‖1 + ‖ f ‖∞‖Ln+1h‖1) ,
thereby proving the claim. 
The related Gru¨ss type L p result comes next.
Theorem 10. Let f , h, {ui }ni=0 ∈ Cn+1([a, b]), n ≥ 0, all Wi (x) > 0 on [a, b], i = 0, 1, . . . , n. Let also p, q, r > 0
such that 1p + 1q + 1r = 1. Then
D =


























(h(x)L i f (y)+ f (x)L ih(y)) gi (x, y)dydx
)∣∣∣∣∣
≤ 2−1(b − a)−(1+ 1r )‖gn(x, t)K (t, x)‖r,[a,b]2
[‖h‖p,[a,b]‖Ln+1 f ‖q,[a,b] + ‖ f ‖p,[a,b]‖Ln+1h‖q,[a,b]]
=: M3. (55)









































‖gn(x, t)K (t, x)‖r,[a,b]2
]




(b − a)1/p‖h‖p,[a,b](b − a)1/q‖Ln+1 f ‖q,[a,b]‖gn(x, t)K (t, x)‖r,[a,b]2
+ (b − a)1/p‖ f ‖p,[a,b](b − a)1/q‖Ln+1h‖q,[a,b]‖gn(x, t)K (t, x)‖r,[a,b]2
]
= (b − a)
1− 1r
2(b − a)2
[‖h‖p,[a,b]‖Ln+1 f ‖q,[a,b] + ‖ f ‖p,[a,b]‖Ln+1h‖q,[a,b]] ‖gn(x, t)K (t, x)‖r,[a,b]2 ,
thus proving the claim. 
We conclude our Gru¨ss type results with the following
Corollary 2 (On Theorems 8–10). Let f , h, {ui }ni=0 ∈ Cn+1([a, b]), n ≥ 0, all Wi (x) > 0 on [a, b], i = 0, 1, . . . , n.
Let also p, q, r > 0 such that 1p + 1q + 1r = 1. Then
D ≤ min{M1,M2,M3}. (56)
The related comparison of integral means follows; see also [1].
Theorem 11. Let f, {ui }ni=0 ∈ Cn+1([a, b]), with u0(x) = c > 0, n ≥ 0, all Wi (x) > 0 on [a, b], i = 0, 1, . . . , n.
Let µ be a finite measure of mass m > 0 on ([c, d],P([c, d])), [c, d] ⊆ [a, b] ⊆ R, where P stands for the power















L i f (a)
∫

























|gn(x, t)|(t − a)dt +
∫ b
x















where p, q > 1: 1p + 1q = 1.
Proof. By Theorem 7. 
Assumption 1. Next we follow [2].
Let f be a convex function from (0,+∞) into R, which is strictly convex at 1 with f (1) = 0. Let (X,A, λ) be
a measure space, where λ is a finite or a σ -finite measure on (X,A). And let µ1, µ2 be two probability measures on
(X,A) such that µ1  λ, µ2  λ (absolutely continuous), e.g. λ = µ1 + µ2. Denote by p = dµ1dλ , q = dµ2dλ the
Radon–Nikodym derivatives of µ1, µ2 with respect to λ (densities). Here, we assume that
0 < a ≤ p
q
≤ b, a.e. on X and a ≤ 1 ≤ b.
The quantity
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was introduced by Csiszar in 1967 (see [2]), and is called the f -divergence of the probability measures µ1 and µ2.
By Lemma 1.1 of [2], the integral (58) is well defined, and Γ f (µ1, µ2) ≥ 0, with equality only when µ1 = µ2.
Furthermore Γ f (µ1, µ2) does not depend on the choice of λ. Here, by assuming f (1) = 0, we can consider
Γ f (µ1, µ2), the f -divergence, as a measure of the difference between the probability measures µ1, µ2.
Here we give a representation and estimates for Γ f (µ1, µ2) via formula (35).
Theorem 12. Let f and Γ f as in Assumption 1. Additionally, assume that f , {ui }ni=0 ∈ Cn+1([a, b]), with
u0(x) = c > 0, n ≥ 0, all Wi (t) > 0 on [a, b], i = 0, 1, . . . , n. Then



















































Proof. In (35), set x = pq , multiply it by q and integrate against λ. 
The estimate for Γ f (µ1, µ2) follows.
Theorem 13. Let all assumptions be as in Theorem 12. Then






∣∣∣∣gn ( p(x)q(x) , t
)∣∣∣∣ ∣∣∣∣K (t, p(x)q(x)
)∣∣∣∣ dt) dλ(x)] ‖Ln+1 f ‖∞,[a,b],(∫
X
q(x)


























where p1, p2 > 1, such that 1p1 + 1p2 = 1.
Proof. From (60), we get






∣∣∣∣gn ( p(x)q(x) , t











∣∣∣∣gn ( p(x)q(x) , t
)∣∣∣∣ ∣∣∣∣K (t, p(x)q(x)
)∣∣∣∣ dt) dλ(x)] ‖Ln+1 f ‖∞,[a,b]. (63)
















‖Ln+1 f ‖p1,[a,b]. (64)

















‖Ln+1 f ‖1,[a,b].  (65)
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