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a dotazování. Databáze neukládá data do tabulek, ale tzv. projekcí – skupin několika stejně
dlouhých sloupců. Nad takovou databází je následně možné vyhodnocovat dotazy rychleji,
než u databází ukládajících data po řádcích, protože databázový stroj nemusí číst nerelevantní
sloupce. Dotazování je umožněno předložením exekučního plánu sestávajícího z operátorů
systému  C-Store.  Operátory  pracují  se  sloupci  nebo  celými  projekcemi.  Skládání  těchto
operátorů nahradí formulaci dotazů v notaci SQL – teď pro jednoduchost, do budoucna jako
plánovač vyhodnocování dotazů. Práce formuluje pravidla chování různých operátorů. Tyto
operátory  také  implementuje.  Okrajově  se  mluví  o  optimalizaci  exekučního  plánu.
K optimalizaci  patří  i  rozšíření  systému C-Store o  přímý přístup k položkám. Praktickým
výstupem je knihovna poskytující programátorovi rozhraní pro práci s databází.
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Abstract:  Non-standard  approach  to  the  implementation  of  relational  databases  this  work
implements  a  database  system  storing  the  data  by  columns  instead  of  rows.  It  is  based
on the C-Store system design and is  limited only to the fundamental  solution issues.  Two
areas are being solved: the initial creation of the database, including import of static database
data from another source, and querying. The database does not store the data in tables but
in projections - groups of columns of the same length. By using this database layout it  is
possible to evaluate queries faster than with database storing by rows as the database engine
does not have to read irrelevant columns. Querying is allowed by providing an execution plan
consisting of the C-Store query operators that work with columns or projections. Composition
of these operators can replace queries in SQL notation. This work sets the rules of behavior
of various  operators,  implements  these  operators  and  also  mentions  the  optimization
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Úvod
Většina  majoritních  producentů  relačních  SŘBD  implementují  záznamově  orientované
systémy ukládání dat, kde hodnoty atributů záznamů jsou uloženy souvisle za sebou. V takové
architektuře,  kde  se  ukládá  po řádcích  (dále  jen  RS =  row  store),  vystačí  obvykle  jeden
diskový zápis k uložení všech položek jednoho záznamu, díky čemuž je dosaženo vysoce
efektivních  zápisů.  Takové SŘBD nazýváme  optimalizovanými pro  zápis (dále  jen  WO =
write optimized). Tyto jsou zejména vhodné pro transakční (OLTP) aplikace. Naproti tomu,
systémy  orientované  na  náhodné  dotazování  nad  velkým  množstvím  dat  by  měly  být
optimalizované pro čtení (dále jen RO = read optimized). Datové sklady (OLAP) představují
jednu třídu RO systémů – v prostředí datových skladů se periodicky nahrávají data pomocí
tzv.  hromadných  zápisů,  které  jsou  následovány  poměrně  dlouhým  obdobím  náhodného
dotazování. Další aplikace, které vyžadují převážně čtení, mohou být CRM systémy nebo jiné
katalogy určené pro vyhledávání nad převážně statickou kolekcí dat. V takových prostředích
by měla být efektivnější architektura ukládání po sloupcích (dále jen  CS =  column store),
ve které  jsou  souvisle  za  sebou  uloženy  hodnoty  pro  každý  jednotlivý  sloupec  tabulky.
Na 31. VLDB konferenci byl představen systém C-Store [1], který CS architekturu obohacuje
o množství nových vlastností.
Cílem této  diplomové  práce  je  vytvořit  prototypovou  implementaci  systému  C-Store tak,
aby umožnila  převedení  RS  struktur  dat  na  CS  struktury  a  následné  dotazování  nad  CS
strukturami.  Implementační  část  práce  bude rozdělena  do  dvou částí.  Nejprve  navrhneme
zápisovou část databáze. Její součástí bude rozhraní pro definici databázového schématu a pro
zápis  dat  do  databáze.  V práci  se  omezíme pouze  na  statické  databáze,  jedinou  možnou
formou zápisu dat tedy bude jednorázové hromadné nahrání dat do prázdné databáze. Druhá
část implementace spočívá v realizaci dotazovacího prostředí. Systém C-Store je navržen tak,
aby dotazovacím jazykem byl SQL. Naše dotazovací prostředí bude ovšem omezeno pouze
na implementaci dotazovacích operátorů exekučního plánu dotazu na nižší systémové úrovni
než samotný SQL dotaz. Cílem je zvolit takovou sadu operátorů, aby společně tvořily základ
pro rychlé dotazování. Článek [1] popisuje základní návrh sady těchto operátorů. V této práci
se zaměříme na podrobnou specifikaci jednotlivých operátorů s ohledem především na jejich
vzájemnou kompatibilitu a možnost libovolného skládání. Ukážeme si také několik pravidel
pro optimalizaci exekučního plánu dotazu.
Ukázalo se, že ač je implementace převodu RS databáze na CS databázi poměrně přímočará,
byla  časově  nejnáročnější  záležitostí  celé  práce.  Další  realizační  problém  se  naskytl  při
analýze a návrhu implementace operátorů,  jelikož chování operátorů nebylo dosud řádným
způsobem prozkoumáno. Zadostiučiněním bylo ovšem vynalezení nového chování vybraných
operátorů jejich obohacením o přímý přístup. Z důvodu nedostatku odborných studií ohledně
určování  optimálních  schémat  CS  struktur,  teoretického  chování  operátorů  a  optimalizaci
dotazů nebylo možné provést smysluplné porovnání nového přístupu s běžnou praxí.
V první kapitole se nejprve podíváme na to, co systém C-Store přináší, uvedeme důslednou
definici  systému  a  zavedeme  potřebnou  terminologii.  V  druhé,  stěžejní  kapitole  nejprve
stanovíme plán postupu pro stavbu databáze a potom postupně rozebereme jednotlivé kroky
plánu od jednodušších až po složité a seznámíme se se všemi prvky implementace, aby tvořily
dostatečně  názornou,  ale  ne  příliš  detailní  představu  o  problematice  softwarové  realizace
databázového stroje C-Store. Závěrem druhé kapitoly bude detailně představeno dotazovací
prostředí databáze. Třetí kapitola je detailnějším popisem vybraných prvků z druhé kapitoly,
sestává z uživatelské a programátorské dokumentace.
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1. Úvod do systému C-Store
1.1 Datové struktury
Tato kapitola je pouze shrnutím rozsáhlého systému C-Store, motivaci a detaily k prvkům
systému C-Store si čtenář vyhledá v literatuře [1].
Systém  C-Store  podporuje  standardní  logický  relační  model  dat,  kde  databáze  sestává
z pojmenovaných tabulek obsahujících pojmenované atributy. Tak jako ve většině relačních
systémů, i zde mohou atributy vytvářet primární klíč, nebo být cizím klíčem odkazujícím se
na primární klíč jiné tabulky.
Zatímco většina SŘBD implementuje tabulku přímo a následně přidává množství  různých
indexů,  aby  byl  přístup  k  datům  urychlen,  C-Store  neuchovává  data  v  tabulkách,
ale implementuje pouze projekce. Projekce TP zdrojové tabulky T je struktura, která obsahuje
jeden nebo více sloupců této tabulky a je uspořádaná podle jednoho z nich. Má stejný počet
řádků,  jako zdrojová  tabulka.  Navíc  projekce  může obsahovat  jakékoliv  množství  dalších
sloupců dalších tabulek,  se kterými je  zdrojová tabulka ve  vztahu  n:1,  a  to  i  tranzitivně.
Projekce je na disku uložena v uspořádání CS, tedy nejprve jsou uloženy všechny hodnoty
jednoho sloupce, pak všechny hodnoty dalšího atd.
Dalším  charakteristickým  rysem  systému  C-Store  je  redundance.  Jedna  zdrojová  tabulka
může mít několik projekcí,  které se budou lišit  v uspořádání a ve výběru sloupců. Každý
sloupec  tabulky  může  být  také  obsažen  ve  více  než  jedné  projekci.  Plánovač  si  při
vyhodnocení dotazu může vybrat nejvhodnější projekci.
Kromě projekcí  používá systém C-Store další  strukturu:  spojovací  index. Mějme množinu
záznamů projekce TP a  nad  ní  definovanou  funkci  π:  TP  ֓ {1,… ,  |TP|},  která  každému
záznamu přiřadí unikátní číslo reprezentující pořadí záznamu. Mějme dále relaci e:  TR ֓ TP,
která každému záznamu projekce  TR jednoznačně přiřadí ekvivalentní záznam projekce  TP
(obě projekce mají stejnou zdrojovou tabulku).  Spojovací index (join index) z projekce  TR
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Obrázek 2: Projekce nad zdrojovou tabulkou Zaměstnanci s atributy Jméno, Věk,
Oddělení, Oddělení.Budova a Budovy.Adresa .
Jméno Věk Oddělení Budova Adresa
Karel 24 Vývojové B Dlouhá 5
Honza 27 Konzultační A Dlouhá 3
Jakub 31 Obchodní A Dlouhá 3
Obrázek 1: Logický relační model (tabulky Zaměstnanci, Oddělení, Budovy) s daty.
Jméno Věk Oddělení Plat
Karel 24 Vývojové 35000
Honza 27 Konzultační 45000
Jakub 31 Obchodní 60000
Oddělení Budova
Obchodní A
Konzultační A
Vývojové B
Budova Adresa
A Dlouhá 3
B Dlouhá 5
na projekci  TP  (značíme  R→P)  je  bijekce  JIR→P =  e∘π.  Spojovací  index  tedy  určuje,
jak přeuspořádat řádky projekce TR, aby byly ve stejném uspořádání jako řádky projekce TP.
1.2 Kódovací schémata
Jak již bylo zmíněno, jeden sloupec se může nalézat v několika projekcích. V této redundanci
je celá síla systému C-Store, protože pro vyhodnocení dotazu lze vybrat nejvhodnější projekci
nebo  sadu  projekcí.  Návrh  systému  C-Store  se  nesnaží  o  inteligentnější  nebo  rychlejší
vyhodnocování dotazů, ale o takové fyzické uspořádání dat, které zkrátí dobu vyhodnocování.
Tím se přesouvají nároky z rychlosti na prostor. Proto návrh systému C-Store přichází také
s metodou, jak místem šetřit – komprimuje sloupce několika kódovacími schématy. Popíšeme
nyní tři typy kódovacích schémat, které systém C-Store používá.
Typ 1: Sloupec je reprezentován posloupností trojic (v,f,n) takových, kde v je hodnota uložená
ve sloupci,  f je pozice, kde se hodnota  v poprvé ve sloupci objevila, a  n udává, kolikrát se
hodnota  v ve sloupci  objevila.  Toto  kódování  je  vhodné  pro  takové  sloupce,  které  mají
relativně málo různých hodnot a jejichž hodnoty jsou uspořádány vzestupně nebo sestupně,
resp. pro něž obecněji platí, že pro jakékoliv tři hodnoty ak, am, ap, k<m<p : ak=ap => ak=am.
Pro každou různou hodnotu pak bude potřeba jen jedna trojice (v,f,n). Navíc, pro vyhledávání
můžeme nad první složkou trojice postavit B-stromový index.
Typ 2: Sloupec je reprezentován množinou dvojic (v,b), kde v je hodnota uložená ve sloupci
a b je  bitová  mapa pozic výskytů hodnoty  v ve sloupci.  Toto kódování  je  vhodné pro ty
sloupce, které mají relativně málo různých hodnot, které ovšem nejsou uspořádané. Vzhledem
k tomu, že bitové mapy pozic výskytů jsou řídké, lze na ně dále použít kódování RLE1. Pro
vyhledání  i-té hodnoty lze využít „polohový index“: B-strom mapující pozici  i na hodnotu
uloženou na pozici i.
Typ 3: Sloupec je reprezentován posloupností  a0,  a1,  a2, ..., kde a0 je první hodnota v bloku
disku,  a1 je rozdíl druhé a první hodnoty,  a2 je rozdíl třetí a druhé, atd.  i-tou hodnotu tedy
zjistíme pomocí  součtu prvních  i členů posloupnosti. Toto kódování je vhodné pro sloupce,
které  mají  velké  množství  různých  hodnot,  které  jsou  však  uspořádané  vzestupně  nebo
sestupně.  Rozdíly  sousedních  hodnot  tedy  nejsou  nijak  veliké  a  lze  je  dále  kódovat
logaritmicky (pro malé hodnoty malá délka zápisu, pro velké hodnoty větší délka zápisu).
1.3 Dotazování
Pro vyhodnocení dotazů navrhli autoři systému C-Store deset operátorů exekučního plánu.
Tyto operátory přijímají na svůj vstup projekce, sloupce, bitové řetězce, predikáty, spojovací
indexy, jména atributů a výrazy. Z pohledu operátorů je projekce jednoduše množina sloupců
se  stejnou  kardinalitou  a  stejným  uspořádáním.  Bitový  řetězec je  seznam  nul  a  jedniček
vyjadřujících, zda je daný řádek v podmnožině přítomný či nikoliv. Spojovací indexy a bitové
1 Run Length Encoding je kódování vhodné pro dlouhé posloupnosti stejných hodnot.
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Obrázek 3: Ukázka spojovacího indexu mezi dvěma projekcemi nad stejnou zdrojovou
tabulkou. První projekce je uspořádaná podle atributu Věk, druhá podle atributu Plat.
Jméno Věk
Karel 24
Honza 27
Jakub 31
Jméno Oddělení Plat
Honza Vývojové 35000
Karel Konzultační 40000
Jakub Obchodní 60000
Spoj. index
2
1
3
řetězce jsou také jen speciálním typem sloupců. Operátory exekučního plánu tedy jsou:
1. Decompress – Převádí komprimovanou podobu sloupce na jeho nekomprimovanou
reprezentaci.
2. Select – Je shodný s operátorem relační algebry selekce, ale namísto omezení vstupu
dává na výstup bitový řetězec stejné kardinality, jakou měl vstup.
3. Mask – Akceptuje bitový řetězec a projekci, z které emituje pouze ty řádky, jejichž
odpovídající bit v bitovém řetězci je 1.
4. Project – Odpovídá (až na zacházení s redundantními řádky) operátoru relační algebry
projekce.
5. Sort – Přeuspořádá všechny sloupce v projekci podle podmnožiny těchto sloupců.
6. Agregační operátory – Jsou podobné agregačním operátorům v jazyce SQL: vypočítají
agregace nad pojmenovanými sloupci a pro každou skupinu identifikovanou hodnotou
v projekci.
7. Concat – Zkombinuje dvě a více projekcí uspořádaných ve stejném pořadí do jedné
výsledné projekce.
8. Permute – Přeuspořádá projekci podle uspořádání definovaného spojovacím indexem.
9. Join – Spojí dvě projekce podle zadaného predikátu.
10. Operátory bitových řetězců (BAnd,  BOr,  BNot)  –  Operátory  pracující  s  bitovými
řetězci a produkující opět bitové řetězce. Operátor  BAnd provede bitovou konjunkci
dvou  řetězců,  operátor  BOr bitovou  disjunkci.  Operátor  BNot produkuje  doplněk
bitového řetězce.
Návrh systému C-Store dále počítá s horizontálním rozdělením projekcí  na více uzlů  grid
architektury a s možností aktualizace dat a tím spojeného transakčního zpracování. Tyto prvky
jsou však zcela mimo oblast, kterou diplomová práce řeší.
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2. Návrh implementace systému C-Store
Implementace  byla  pojata  formou knihovny,  libCStore,  kterou  může  uživatel-programátor
(dále jen uživatel) použít  pro vytvoření vlastního databázového systému. Uživatel  nejprve
musí  definovat  schéma  RS  databáze  (tabulky,  atributy),  kterou  naplní  daty.  Dále  musí
definovat schéma CS databáze (projekce, spojovací indexy) a přikázat knihovně  libCStore,
aby postavila CS databázi a vyplnila ji daty z RS databáze. Pro vyhodnocení dotazů nakonec
uživatel staví exekuční plán z operátorů systému C-Store. Knihovna libCStore tedy obsahuje
rozhraní pro:
• definici  dvou schémat  databáze  –  RS schématu (tabulky,  atributy)  a  CS schématu
(projekce, spojovací indexy),
• vkládání dat do tabulek,
• stavbu indexů nad tabulkami pro rychlejší vyhledávání hodnot v tabulkách uložených,
• stavbu CS databáze – projekcí a spojovacích indexů,
• definici exekučního plánu pro vyhodnocení dotazů.
Knihovna libCStore neobsahuje:
• parser jazyka SQL,
• plánovač a optimalizátor dotazů,
• rozhraní pro modifikaci již uložených dat,
• komprimaci  sloupců  pomocí  kódovacích  schémat  –  v  průběhu  implementace  však
nebylo učiněno žádné rozhodnutí, které by zabránilo komprimaci sloupců do knihovny
dodělat.
V  této  kapitole  se  nejprve  seznámíme  s  hrubým,  vnějším  náhledem  na implementaci
postupujícím  od jednoduchého  systému  jeho  rozšiřováním o  složitější  prvky  k obecnému,
postačujícímu obrazu o algoritmech, principech a datových strukturách celého systému.
2.1 Převod z uspořádání RS na uspořádání CS
Klíčem  úspěchu  systému  C-Store  je  čtení  pouze  těch  sloupců,  které  potřebujeme  pro
vyhodnocení  dotazu.  Proto  je  nutné  mít  data  uložena  na  disku  v  uspořádání  CS.  Při
implementaci knihovny libCStore však musíme počítat s tím, že data, která budou v databázi
uložena, jsou často výstupem jiné aplikace (provozních systémů). Proto je z hlediska reálné
využitelnosti  knihovny  libCStore vhodné,  aby  umožnila  hromadné  vložení  dat  z  těchto
aplikací.  Provozní  systémy  běžně  organizují  data  v  uspořádání  RS.  Majoritní  částí
implementace je tedy právě převod z uspořádání dat RS do uspořádání dat CS.
Převod z uspořádání RS do uspořádání CS je implementován několika kroky (viz obrázek 4):
1) Příkaz,  který je  svou  strukturou  podobný SQL příkazu  INSERT, připíše  na  konec
souboru tabulky další záznam. Tabulka je na disk ukládána v uspořádání RS, tedy
stejným způsobem, jako by se jednalo o WO systém.
2) Druhá část obnáší postavení indexů nad klíčovými atributy referencovaných tabulek.
3) Nyní můžeme postavit  projekce.  Jak již  víme,  projekce sestává nejen z vybraných
sloupců  zdrojové  tabulky,  ale  také  z  vybraných  sloupců  referencovaných  tabulek.
Ke zdrojové tabulce je tedy potřeba připojit pomocí vnějšího levého spojení, za použití
indexů z druhého kroku, sloupce z referencovaných tabulek.
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4) Pro vytvoření samotných projekcí je potřeba výsledek předchozího kroku setřídit.
5) Odstraní sloupce, které v dané projekci nejsou potřeba.
6) Uložení výsledné projekce na disk v uspořádání CS.
Jednotlivé kroky postupně rozebereme.
2.1.1 Příklad
V celém textu budeme pracovat s příkladem databáze, jejíž schéma je následující (tučně jsou
zvýrazněny atributy, jejichž hodnoty jsou unikátní; podtržením klíčové atributy):
T(A,B)
U(C,A)
V(D,C)
Atribut U.A budeme nazývat z důvodu shodné domény s atributem T.A a unikátností atributu
T.A cizím klíčem, nicméně nelze o něm říci, že U[A ⊆]  T[A], tedy není cizím klíčem v pravém
slova smyslu. Vztah mezi tabulkami U a T označíme n:1?. Podobně i atribut V.C .
2.1.2 Zápis dat do RS
Pro zápis dat do RS musí být nejprve definováno schéma RS. Toto schéma je podobné jiným
databázovým schématům. Knihovna  libCStore nabízí pro definici RS schématu třídu  Table
objektově orientovaného jazyka C++.
Table *T = new Table("T");
T->appendAttribute("A", INTEGER);
T->appendAttribute("B", VARCHAR);
Table *U = new Table("U");
U->appendAttribute("C", INTEGER);
U->appendAttribute("T.A");
Table *V = new Table("V");
V->appendAttribute("D", INTEGER);
V->appendAttribute("U.C");
Konstruktor  této  třídy  a  metoda  Table::appendAttribute obsahují  parametr  name,  který  se
používá  jako  část  jména  souboru,  ve kterém  jsou  data  obsažená  v  tabulce  resp.  sloupci
uložena. Metoda  Table::appendAttribute kromě toho obsahuje parametr typ dat.  Pro atributy
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Obrázek 4: Stručný náčrtek způsobu, jak z logického relačního modelu o dvou
tabulkách se vztahem n:1 postavíme projekci, která sdílí atributy obou tabulek.
A B C
C D
A B C
C D
A B C D
A B C D B C D B C D
C D
indexindex
reprezentující  cizí  klíč  do jiné  tabulky  existuje  druhý  tvar  metody  Table::appendAttribute,
u kterého specifikujeme atribut cílové tabulky pomocí notace tabulka.název_atributu (typ dat
se přebírá od cílového atributu).
Pro vložení záznamu do tabulky použijeme následující kód:
int a = 1;
string b = "aaa";
ArrayList<void*> record;
record.add(&a);
record.add(&b);
T->appendRecord(&record);
T->close();
Poslední příkaz data zapíše na disk a zápis ukončí. Místo metody Table::close lze použít také
metodu Table::reset, která navíc soubor otevře pro čtení.
2.1.3 Datové typy
Pro účely prototypové implementace jsou v knihovně libCStore implementovány dva datové
typy:  Integer a  Varchar.  Předpokládá  se,  že  množina  datových  typů  bude  podle  potřeby
zvětšována.
Datový  typ  Integer je  zapisován  na  disk  ve  stejném  formátu,  jako  v  paměti.  Například
na nejčastěji  používané  architektuře  x86-32  hexadecimální  posloupnost  bytů  01 00 00 00
reprezentuje číslo 1 a hexadecimální posloupnost bytů FF FF FF FF reprezentuje číslo -1. Pro
reprezentaci SQL hodnoty NULL je použit zápis 00 00 00 80, který by standardně vyjadřoval
nejnižší  možné číslo  -2 147 483 648. Snadno tak zjistíme i  rozsah datového typu  Integer:
od -2 147 483 647 do 2 147 483 647.
Datový typ Varchar je vzhledem k připravenosti na možnost komprese skutečně proměnlivé
délky.  Při  definici  atributu s datovým typem  Varchar proto není specifikována maximální
délka hodnot a řetězec při svém ukládání na disk proto není zarovnáván ani ořezáván na tuto
maximální délku. Aktuální ohraničení řetězce je implementováno tím, že každá hodnota typu
Varchar je na disku uložena v rámci, který má dvě části:
• nejprve hodnota vyjadřující délku dat v bytech (uložená jako výše zmiňovaný datový
typ Integer),
• samotná data.
Pro ilustraci, dva po sobě jdoucí řetězce „abc“ a „def“ jsou uloženy na disku jako:
03 00 00 00 61 62 63 03 00 00 00 64 65 66
>>Délka 3<<  a  b  c >>Délka 3<<  d  e  f
Prázdný řetězec „“ je uložen jako:
00 00 00 00
>>Délka 0<<
Pro reprezentaci SQL hodnoty NULL je použit opět zápis 00 00 00 80, neboli „řetězec o délce
NULL“.
Datové typy Integer a Varchar jsou v prostředí jazyka C++ reprezentovány datovými typy  int
a std::string.
2.1.4 Stavba indexu
Index použitý  v  knihovně  libCStore je  standardní  statická  struktura  známá
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z index-sekvenčních  souborů  [2],  jejímiž  stavebními  kameny  jsou  bloky  disku a odkazy
na tyto  bloky.  Bloky  disku  jsou  při  standardních  instalacích  systému  souborů  ext3  i ntfs
dlouhé  4096  bytů.  Odkaz  na  blok  je  reprezentován  opět  datovým  typem  Integer/int,
který na 32 bitové architektuře vždy zabírá 4 byty.
Úrovně indexu jsou číslovány od nuly – úroveň 0 je primární soubor tabulky (ve skutečnosti
není indexem). Každá úroveň je uložena v samostatném souboru, jehož název je složením
jména  tabulky,  jména  atributu  a  čísla  úrovně  (kromě  úrovně  0).  Příklad  indexu  je
na obrázku 5.
Každý záznam indexu se odkazuje na celý blok nižší úrovně indexu. Záznam indexu má dvě
části,  nejprve datovou, která obsahuje kopii  prvního záznamu bloku, a potom odkazovou,
která obsahuje číslo bloku. Vzhledem k možné velikosti záznamů úrovně 0 a jejich přesahu
přes několik bloků je potřeba,  aby záznamy první úrovně v sobě zahrnovaly i  čísla bloků
úrovně 0. Jelikož je první úroveň setříděna, a lze tedy použít přední i zadní kompresi (ještě
není implementována), předpokládá se, že velikost záznamů první úrovně nepřekročí velikost
jednoho bloku. Odkazy v záznamech druhé a vyšší úrovně by proto byly sekvenční (1, 2,
3,...),  a lze  je  vynechat.  U  druhé  a vyšší  úrovně  tedy  záznam nese  již  jen  datovou  část
a nikoliv část odkazovou.
Pokud ovšem úroveň 0 není  setříděná,  musí být  první  úroveň setříděnou kopií  úrovně 0.
Záznamy úrovně 1 se ale nebudou odkazovat přímo na záznamy úrovně 0, protože to by bylo
zbytečné  plýtvání  místem,  ale  budou  se  odkazovat  také  jen  na  bloky  nižší  úrovně
(viz obrázek 6).
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Obrázek 5: Index nad setříděným sloupcem A. Tlustou čárou mezi řádky je naznačena
hranice mezi bloky. Nejnižší úroveň má 5 bloků, nejvyšší vždy právě jeden.
T
A B
1 Karel
2 Jakub
3 Jan
4
5 Přemek
6 Tonda
7
Bach
8 Kamil
9 Alois
Jirásek
10 Hynek
Martin 
Ryšavovlasý
Johann 
Sebastian
Index A – úroveň 1
Hodnota Blok č.
1 1
4 2
6 3
8 4
10 5
Index A – úroveň 2
Hodnota
1
10
Při použití indexu vzniká potřeba náhodného přístupu k nižší úrovni indexu. Proto je nutné
vzhledem  k náhodným  délkám  hodnot  a  přesahům  posledního  záznamu  bloku  do  bloku
následujícího přidat prostředek pro orientaci od místa, kam nás nasměrovala předchozí úroveň
indexu, tedy od místa začátku bloku. Proto na začátku každého bloku je krátká hlavička bloku,
která obsahuje pozici prvního celého záznamu bloku. Začíná-li první celý záznam bloku hned
za hlavičkou bloku,  je  číslo  pozice  tohoto  záznamu v  podstatě  číslem vyjadřujícím délku
hlavičky  bloku.  Pokud  ovšem  poslední  záznam  předcházejícího  bloku  přesahuje
do následujícího bloku, řekněme, o 5 bytů, obsahuje hlavička bloku číslo vyjadřující délku
hlavičky navýšené o 5.
Struktura  hlavičky bloků  tabulky se  od  hlaviček  bloků  první  a  vyšší  úrovně  indexu liší.
Hlavička  bloků  tabulky obsahuje  pouze  pozici  prvního  celého  záznamu v bloku,  která  je
reprezentována opět  datovým typem  Integer.  Hlavička bloků první  a  vyšší  úrovně indexu
ke struktuře  hlavičky  tabulky  přidává  ještě  číslo  prvního  celého  záznamu,  které  je  opět
reprezentováno datovým typem Integer. První záznam má číslo 0. Na začátku souboru každé
tabulky  je  tedy  sekvence  04 00 00 00,  na začátku  souboru  každé  úrovně  indexu  je  pak
sekvence 08 00 00 00 00 00 00 00.
Indexy tabulky table postavíme příkazem table->buildIndices().
2.1.5 Projekce systému C-Store a její stavba spojením tabulek
Kromě schématu RS musí knihovna umožnit definovat také schéma CS. Schéma CS v sobě
zahrnuje definice projekcí a spojovacích indexů.
Pro ukázku definice projekce si zopakujme zavedené RS schéma:
T(A,B)
U(C,A)
V(D,C)
Table *T = new Table("T");
T->appendAttribute("A", INTEGER);
T->appendAttribute("B", VARCHAR);
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Obrázek 6: Index nad nesetříděným sloupcem B. Úroveň 1 obsahuje stejné množství
záznamů jako úroveň 0, ale je již setříděná. Záznamy úrovně 1 se odkazují na bloky
úrovně 0.
Index B – úroveň 2
Hodnota
Jakub
Kamil
Karel
Přemek
Alois              
Jirásek
T
A B
1 Karel
2 Jakub
3 Jan
4
5 Přemek
6 Tonda
7
8 Kamil
9
10 Hynek
Martin 
Ryšavovlasý
Johann 
Sebastian 
Bach
Alois    
Jirásek
Index B – úroveň 1
Hodnota Blok č.
4
Hynek 5
Jakub 1
Jan 1
3
Kamil 4
Karel 1
2
Přemek 2
Tonda 3
Alois     
Jirásek
Johann 
Sebastian 
Bach
Martin 
Ryšavovlasý
Index B – úroveň 3
Hodnota
Karel
Alois              
Jirásek
Table *U = new Table("U");
U->appendAttribute("C", INTEGER);
U->appendAttribute("T.A");
Table *V = new Table("V");
V->appendAttribute("D", INTEGER);
V->appendAttribute("U.C");
Definice projekce P nad tabulkou V je následující:
Projection *P = new Projection("P", V);
P->appendAttribute("D",0);
P->appendAttribute("C",0);
P->appendAttribute("C","U.A",0);
Takto jsme definovali projekci  VP, která obsahuje stejné množství záznamů, jako tabulka  V,
a která kromě sloupců  D a  C tabulky  V ještě k sobě připojuje sloupec  U.A pomocí levého
vnějšího  spojení  tabulek  V a  U přes  rovnost  hodnot  atributů  V.C a  U.C;  jinými  slovy,
VP ≡ (V  U)[D,C,A]. Viz obrázek 7.
Metoda Projection::appendAttribute má několik podob:
void appendAttribute(string name, int sortLevel)
void appendAttribute(string foreignKey, string name, int sortLevel)
void appendAttribute(ArrayList<string>* foreignKeys, string name, int
sortLevel)
První, nejjednodušší tvar, se používá k přidání atributu, který je vlastní tabulce, nad kterou je
projekce definovaná.
Druhý tvar se užívá pro připojení atributu cizí tabulky (v našem příkladu připojujeme atribut
A cizí tabulky U), která se zdrojovou tabulkou projekce (V) má vztah přes cizí klíč foreignKey
(V.C).
Třetí tvar je podobný druhému tvaru, ale k projekci připojuje atribut „vzdálenější“ tabulky,
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Obrázek 7: Projekce VP ≡ (V  U)[D,C,A]. Hodnota NULL ve sloupci VP.A je
způsobena nepřítomností záznamu U(C=40).
U
C A
10 1
11 1
20 2
21 2
30 3
V
D C
100 10
101 10
110 11
111 11
200 20
400 40
P
D C A
100 10 1
101 10 1
110 11 1
111 11 1
200 20 2
400 40 NULL
tedy takové,  která  má se zdrojovou tabulkou projekce  tranzitivní  vztah  1?:n (viz  kapitola
2.1.1). Seznam foreignKeys specifikuje cizí klíče tabulek v pořadí od zdrojové tabulky projekce
až k tabulce s připojovaným atributem (přesněji: o jednu dříve).
Následující příklad ukazuje použití všech tří tvarů metody Projection::appendAttribute:
Projection *S = new Projection("S", V);
S->appendAttribute("D",0);                  //první tvar
S->appendAttribute("C",0);                  //první tvar
S->appendAttribute("C","U.A",0);            //druhý tvar
S->appendAttribute(<"C","U.A">,"T.B",0);    //třetí tvar; konstrukce <x,y>
zde zastupuje objekt třídy ArrayList se dvěma prvky
Příklad je také znázorněn na obrázku 8.
Poslední  parametr  metody  appendAttribute určuje  uspořádání.  Hodnota  0  znamená  „podle
tohoto atributu neuspořádávej“. Hodnota 1 určuje primární uspořádání, hodnota 2 sekundární,
atd.
2.1.6 Setřídění a tvorba projekcí
Klíč, podle kterého budou data v každé projekci setříděna, je určen posledním parametrem
metody  Projection::appendAttribute,  kterou  jsme popisovali  v  předcházející  kapitole.  V této
kapitole  podrobně  popíšeme  implementační  detaily  třídění  a  s  tím  související  algoritmus
tvorby projekcí a spojovacích indexů.
Třídění dat
Z důvodu velkého množství tříděných dat je v knihovně zvolen algoritmus vnějšího třídění,
klasický  merge sort. I v tomto algoritmu lze využít vícenásobné třídění, a to aniž bychom
třídili stejná data vícekrát – princip je jednoduchý: dvě položky porovnáme podle primárního
klíče, jsou-li podle něj shodné, porovnáme je podle sekundárního atd.
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Obrázek 8: Projekce VS ≡ ((V  U)  T)[D,C,A,B]
U
C A
10 1
11 1
20 2
21 2
30 3
V
D C
100 10
101 10
110 11
111 11
200 20
400 40
S
D C A B
100 10 1 aaa
101 10 1 aaa
110 11 1 aaa
111 11 1 aaa
200 20 2 NULL
400 40 NULL NULL
T
A B
1 aaa
3 ccc
Stavba projekcí
Během stavby projekcí nad stejnou zdrojovou tabulkou, které mohou mít různé uspořádání,
nesmíme zapomenout  na existenci  spojovacích indexů mezi těmito projekcemi.  Jak víme,
spojovací index je permutační funkcí jedné projekce na jinou projekci nad stejnou tabulkou.
Všechny projekce nad stejnou zdrojovou tabulkou je proto nutné stavět současně, abychom
během stavby zdrojové  i cílové projekce  spojovacího indexu znali  permutaci  mezi  těmito
projekcemi.
Dalším druhem projekcí jsou ty, které jsou také nad stejnou tabulkou, ale navíc se spojují přes
stejný cizí klíč s další tabulkou. I pro takové projekce je vhodné, aby se vytvářely současně,
protože se spojení, které je časově náročné, uskuteční pouze
jednou.
Nechť je dána tabulka  T a množina  Tℙ všech projekcí  nad
touto tabulkou. Potom nadprojekcí TNP tabulky T rozumíme
projekci,  jejíž  schéma vzniklo sjednocením schémat  všech
projekcí z množiny Tℙ.
Projekce z množiny  Tℙ budeme vytvářet v nějakém pořadí.
Toto pořadí zřejmě ovlivní efektivitu vytváření spojovacích
indexů, ale k tomu se vrátíme později; v tuto chvíli budeme
uvažovat, že pořadí vytváření jednotlivých projekcí je dáno.
Nejprve  nadprojekci  TNP uspořádáme  podle  uspořádání
první  projekce  (na obrázku  9 se  jedná  o  krok  1).  První
projekci  „oddělíme“  od nadprojekce  a pořadí  záznamů
oddělené  projekce  si zapamatujeme  přidáním  sloupce  π1
s posloupností čísel 1,2,3,... (krok 2). Tím je vytvořena první
projekce z množiny Tℙ. Pro vytvoření druhé projekce postup
opakujeme:  přeuspořádáme zbytek  nadprojekce  TNP podle
uspořádání  druhé  projekce,  oddělíme  ji  od  nadprojekce
a vzniklé pořadí záznamů si zapamatujeme přidáním nového
sloupce  π2.  Opakujeme  pro  další  projekce  z  množiny  Tℙ.
„Oddělením“  (dekompozicí)  sloupců  projekce P
od nadprojekce NP rozumíme  vytvoření  nové  struktury
obsahující pouze ty sloupce, které má projekce P, a redukci
nadprojekce NP o ty  sloupce,  které  pro  další  projekce  již
nepotřebujeme.
Pořadí tvorby projekcí
Již  jsme  zmínili,  že  pořadí  tvorby  projekcí  má  vliv
na efektivitu tvorby spojovacích indexů. Podívejme se teď
na tuto problematiku detailněji.
Při  každém  přeuspořádání  nadprojekce  NP jsou  spolu
s ostatními  sloupci  permutovány  také  sloupce  πi určující
pořadí záznamů již vytvořených projekcí (na obrázku  9 se
jedná  o  krok  3).  Takto  permutované  sloupce  jsou
ve skutečnosti  spojovacími  indexy mezi  právě  vytvářenou
projekcí  a  již  vytvořenými projekcemi,  a můžeme je proto
oddělit  spolu s ostatními  sloupci  právě vytvářené  projekce
(krok  4).  Bude-li  tedy  vhodně  určeno  pořadí  vytváření
projekcí,  můžeme  současně  s projekcemi  vytvářet
i spojovací indexy.
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Obrázek 9: Příklad stavby
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Představme si schéma CS databáze jako graf G, kde každá projekce je reprezentována uzlem
a spojovací  index  orientovanou  hranou.  Je-li  tento  graf  acyklický,  lze  orientované  hrany
topologicky uspořádat  zleva  doprava.  Spojovací  indexy (a  tedy i projekce)  budeme tvořit
v pořadí opačném než toto uspořádání (tedy zprava doleva).
Stavba spojovacích indexů
Nyní rozšíříme algoritmus tvorby projekcí nad danou tabulkou o stavbu spojovacích indexů.
Nejdříve však shrňme dosud uvedený postup.
a) Pro tabulku T vytvoříme nadprojekci TNP.
b) Pomocí grafové reprezentace projekcí a spojovacích indexů určíme pořadí vytváření
jednotlivých projekcí v množině Tℙ.  Značme TP1, TP2, … TPn.
c) Před  vytvářením projekce  TPi+1 (kromě případu  i=0)  je  již  vytvořena projekce  TPi,
nadprojekce  TNP je  setříděna  podle  klíčů projekce  TPi a  konečně nadprojekce  TNP
obsahuje nový sloupec πi obsahující posloupnost 1,2,3,..., díky němuž si v nadprojekci
TNP pamatujeme pořadí záznamů projekce TPi.
d) Pro vytvoření projekce TPi+1 přeuspořádáme nadprojekci TNP podle klíčů této projekce,
čímž  se  sloupec  πi uchovávající  pořadí  záznamů  projekce  TPi zpermutoval  a  je
identický  se spojovacím  indexem  TPi+1 →TPi.  Můžeme  tedy  tento  sloupec  označit
názvem  daného  spojovacího  indexu
a oddělit  ho  z nadprojekce  TNP společně
s projekcí  TPi+1.  Takto  lze  zkonstruovat
i další  spojovací  indexy  TPi+1 →TPj,
kde j<i+1, stačí  ponechat  sloupce
uchovávající  pořadí  záznamů  projekcí  TPj
v nadprojekci TNP delší dobu.
e) Kroky  c)  a  d) opakujeme,  dokud
nevytvoříme  všechny  projekce  z  množiny
Tℙ.
Je-li  graf  G acyklický,  jsme  hotovi.  Problém
nastane,  je-li  graf  G cyklický.  Začneme-li  totiž
vytvářením  projekce  TP1 v cyklu  délky  n,  pak
postupným  oddělováním  od nadprojekce  TNP
zkonstruujeme  spojovací  indexy  TP2 →TP1,
TP3 →TP2 atd., ale nikoliv TP1 →TPn.
Pro  zkonstruování  spojovacího  indexu   TP1 →TPn
musíme algoritmus doplnit o poslední krok: sloupec
určující  pořadí  záznamů  projekce  TP1 zůstane
v nadprojekci  TNP až do  chvíle,  kdy  nadprojekci
tvoří  pouze  poslední  projekce  TPn,  její  spojovací
indexy  a tento  sloupec.  Poté  z nadprojekce
oddělíme  poslední  projekci  spolu  s jejími
spojovacími indexy a ke zbylému jedinému sloupci
opět  přidáme  nový  sloupec  πn obsahující  čísla
1,2,3,...  Tuto nadprojekci  setřídíme podle staršího
sloupce  a tím  jsme  získali  spojovací  index  první
projekce na poslední (na obrázku 10 krok 5). Tento
spojovací index připojíme k první projekci (krok 6).
Do výše popsaného algoritmu tedy můžeme přidat
poslední krok:
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Obrázek 10: (pokračování
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f) Do nadprojekce  TNP přidáme nový sloupec  πn obsahující  posloupnost 1,2,3,..., díky
němuž si v nadprojekci  TNP pamatujeme pořadí záznamů projekce  TPn. Nadprojekci
TNP setřídíme podle sloupce určujícího pořadí záznamů projekce  TP1,  čímž z nově
přidaného sloupce získáme spojovací index  TP1 →TPn a pod tímto názvem ho můžeme
přidat k projekci TP1.
Z hlediska množství  tříděných  dat  (nikoliv  co  do počtu záznamů – těch  je  stále  stejně  –
ale co do počtu  sloupců)  je  však  lepší,  aby  skupiny  projekcí  nad  stejnou  tabulkou,  které
budeme  stavět  a přeuspořádávat  společně,  byly  co  nejmenší.  V současné  implementaci  je
skupina jedna – ta obsahuje všechny projekce nad stejnou zdrojovou tabulkou. Do budoucna
je ovšem lepší, když množinu projekcí  Tℙ rozdělíme na několik podmnožin, které v grafu G
tvoří komponenty souvislosti.
Spojovací index TP →TS definujeme jednoduchým příkazem P->appendJoinIndex(S).
Projekce z množiny Uℙ nad tabulkou U, adresáře těchto projekcí a spojovací indexy mezi nimi
zkonstruujeme všechny najednou jediným příkazem U->buildProjections().
2.1.7 Ukládání po sloupcích
Až dosud jsme pracovali s kolekcemi dat, které byly na disku ukládány po řádcích. Až při
oddělování samostatných projekcí můžeme tyto projekce uložit na disk po sloupcích (CS).
V případě,  že  bychom později  chtěli  číst  více  než  jeden  sloupec  z  projekce  (čtení  dvou
sloupců  stejné  kardinality,  v C-Store  je  reprezentováno  operací  Concat),  je  potřeba  umět
dohledat,  který  záznam druhého  sloupce  odpovídá  záznamu  prvního  sloupce,  neboli  kde
nalezneme i-tý záznam druhého sloupce, pokud jej chceme spojit s i-tým záznamem prvního
sloupce. Pokud bychom se pouze spoléhali na to, že oba sloupce jsou uspořádány ve stejném
pořadí, museli bychom druhý sloupec procházet od začátku a průběžným počítáním záznamů
najít  i-tý  záznam  (záznamy  jsou  totiž  proměnlivé  délky).  Vylepšením  by  bylo,  kdyby
na začátku  bloku  prvního  sloupce  byla  čísla  bloků  všech  ostatních  sloupců,  na  kterých
nalezneme  ostatní  hodnoty  sloupců  i-tého  záznamu.  To by  ovšem  zabralo  mnoho  místa
na začátku každého bloku.
Naše  implementace  proto  zavádí  pro  každou  projekci  adresář,  pomocí  kterého  dokáže
knihovna  libCStore poznat,  na  kterých  blocích  disku  nalezne  hodnoty  atributů  i-tého
záznamu. Na začátku bloku disku s i-tým záznamem prvního sloupce systém nalezne číslo
bloku  adresáře,  ve  kterém  dále  nalezne  číslo  bloku  i-tého  záznamu  druhého  sloupce.
Viz obrázek 11.
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Obrázek 11: Ukázka zjednodušené struktury adresáře a jeho využití k nalezení hodnot
všech atributů i-tého záznamu.
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Adresář lze použít i pro nalezení hodnoty jiného atributu nalézajícího se v jiné projekci nad
stejnou tabulkou pomocí spojovacího indexu. Řekněme, že chceme k 3. záznamu sloupce P.A
z příkladu na obrázku  10 (hodnota „g“) připojit hodnotu sloupce  S.B. Na začátku bloku se
3. záznamem  sloupce  P.A nalezneme  číslo  bloku  adresáře  projekce  P  (m),  ve  kterém
nalezneme  čísla  bloků  ostatních  sloupců  a spojovacích  indexů  se  3.  záznamem.  Tímto
způsobem přečteme blok spojovacího indexu P→S, který kromě informace, že v projekci S se
jedná o 4. záznam, nese také číslo bloku adresáře  S se 4. záznamem. V adresáři projekce S
nalezneme číslo bloku sloupce S.B se 4. záznamem. Celý postup je znázorněný na obrázku 12.
Do adresáře  ve  skutečnosti  neukládáme seznam čísel  bloků  všech  sloupců  a  spojovacích
indexů pro každý záznam, ale pouze žurnál změn bloků: na začátku každého bloku adresáře je
počáteční  číslo  záznamu  a  čísla  bloků  všech  sloupců  a  spojovacích  indexů,  a  dále  jsou
v adresáři už jen trojice (ČZ, ČA, ČB) pro ten sloupec ČA, který se od záznamu číslo ČZ
zapisuje do nového bloku číslo ČB. Viz obrázek 13.
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Obrázek 12: Využití adresáře spolu se spojovacím indexem k nalezení hodnoty atributu
ekvivalentního záznamu v jiné projekci (srovnej se vstupem a výstupem na obrázcích 9,
10)
Obrázek 13: Struktura adresáře projekce s dvěma atributy
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Vzhledem k tomu, že hodnoty ČZ vytváří neklesající posloupnost a hodnoty ČB tvoří pro
daný sloupec vždy posloupnost  rostoucí,  lze tato  dvě čísla  ukládat  nikoliv  jako absolutní
hodnoty, ale jako relativní vůči poslední známé hodnotě. Proto pro druhou trojici z (125,2,7),
(155,2,8)  použijeme  zápis  (30,2,1).  Číslo  sloupce,  resp.  spojovacího  indexu  ČA je  také
relativně nízké.  Celý adresář  tedy může být poměrně hustě komprimovaný a v porovnání
s jinými sloupci malý.  Budeme-li sekvenčně číst libovolný sloupec a následně k některým
jeho  hodnotám připojovat  hodnoty  jiného  sloupce,  může  být  namísto  synchronního  čtení
druhého sloupce vhodnější, když spolu s prvním sloupcem budeme synchronně číst adresář
jeho projekce a jen některé bloky druhého sloupce. Konečná struktura adresáře je zobrazena
na obrázku 14.
Knihovna umí nakládat i se záznamy, které jsou větší jak velikost bloku (záznamy skládající
se z mnoha hodnot atributů, dlouhé řetězce, BLOB). Pro takové záznamy, ale i pro mnohem
menší,  na které  by  už  pro  existenci  jiných  záznamů  nezbylo  v  bloku  dostatek  místa,
je v knihovně zavedeno jejich rozdělování na jednotlivé kusy. Každý záznam se zapisuje hned
za záznam předchozí. Není-li pro něj již dostatek místa v daném bloku, rozdělí se na dva díly
– první, o stejné velikosti jako je zbývající volné místo v aktuálním bloku, a druhý, „zbytek“.
První  díl  se zapíše do zbývajícího volného místa v  aktuálním bloku,  knihovna blok uloží
na disk  a  zahájí  vytváření  nového  bloku.  Bezprostředně  na  začátek  nového  bloku  umístí
hlavičku bloku a za ní hned zapíše druhý díl záznamu. Pokud se ani druhý díl nevejde celý
do volného místa v novém bloku, postupuje se obdobným způsobem. Za hlavičkou bloku tak
často  nalezneme  nikoliv  začátek  nového  záznamu,  ale pouze  jakousi  „druhou  polovinu“
záznamu.  Pro  přímé  čtení  sloupce,  tedy  nikoliv  sekvenčně  od prvního  bloku  sloupce,
ale náhodně  od n- tého  bloku  sloupce,  je  z  důvodu  existence  zbytků  minulého  záznamu
na začátku  bloku  nutné  do  hlavičky  bloku  ještě  umístit  posunutí  (offset)  prvního  celého
záznamu bloku (pro zjednodušení jej nazývejme první celý záznam, ve skutečnosti nemusí být
nutně  celý,  ale v novém  bloku  musí  začínat,  tzn.  netýká  se  zbytku  záznamu z  minulého
bloku). Toto posunutí je ve skutečnosti uloženo na začátku hlavičky každého bloku. Hlavičky
bloku mají tedy následující podobu:
Hlavička bloku sloupce resp. spojovacího indexu:
1. Posunutí prvního celého záznamu bloku.
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Obrázek 14: Přesnější struktura adresáře (s relativními hodnotami). Srovnej
s obrázkem 13.
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2. Číslo bloku adresáře, ve kterém lze nalézt odkazy na ekvivalentní záznamy sousedních
sloupců  resp.  spojovacích  indexů.  Slovem  ekvivalentní  jsou  myšleny  záznamy
se stejným pořadovým číslem, jako má první celý záznam bloku, ve kterém je tato
hlavička.
3. Pořadové číslo (od začátku sloupce neboli projekce) prvního celého záznamu bloku.
Hlavička bloku adresáře:
1. Posunutí prvního celého záznamu bloku.
2. Počáteční číslo záznamu ČZ pro tento blok.
3. Seznam čísel bloků ČB všech sloupců resp. spojovacích indexů, ve kterých lze nalézt
záznamy se stejným pořadovým číslem, jako je číslo ČZ uvedené v této hlavičce.
Prvním celým záznamem bloku adresáře nemusí být z důvodu složité stavby adresáře myšlena
první  celá  trojice  (ČZ,ČA,ČB),  ale  nejvýše  n-tá  celá  trojice,  kde  n=2*(počet  sloupců
a spojovacích indexů v projekci)+1.
2.2 Dotazování
Jak  již  bylo  představeno  v  úvodu  do  systému  C-Store,  dotazování  se  provádí  pomocí
dotazovacího  stromu,  jehož  listy  čtou  data  z  disku,  vnitřní  uzly  (operátory)  řídí  tok  dat,
a kořen vypisuje všechna jemu předaná data na výstup. Každý uzel v momentě, kdy je od něj
požadováno vrácení  dalšího  záznamu,  sám požádá své  děti  o  další  záznam,  získaná  data
zmodifikuje a předá svému rodiči.
Z uvedeného plyne několik důsledků: 
• Operátory standardně pracují se sekvenčním zpracováním a tedy i striktně sekvenčním
čtením z disku. Není ovšem na závadu, když v určitých případech budeme využívat
i přímého přístupu a přímého čtení. Zdá se, že s touto možností implementační tým
vedený autory návrhu C-Store dosud nepočítá [3].
• Ačkoliv listy čtou z disku data v uspořádání CS, během průchodu stromem se přečtené
hodnoty sdružují do záznamů (RS). 
• Data se na své cestě od listů ke kořenu nijak nezdržují. Nicméně i toto pravidlo má
výjimku např. v operátoru sort, který v momentě, kdy je dotázán na první záznam,
musí přečíst všechna data od svých dětí,  tato data zapsat  do mezipaměti,  následně
setřídit  a  vrátit  první  záznam v nově setříděném pořadí.  Při  následných  žádostech
o vrácení  dalšího  záznamu  se  již  svých  dětí  nedotazuje,  ale  přečte  další  záznam
v mezipaměti a vrátí jej. Na konci mezipaměť uvolní.
Kompatibilita operátorů
Z  podrobného  zkoumání  definovaných  operátorů  zjistíme,  že  dotazovací  strom musí  mít
přesně  definovaná  pravidla  své  vnitřní  struktury,  abychom v  něm neprováděli  nesmyslné
operace a nedostávali na jeho výstupu nesmyslná data. Například operátor  Concat musí mít
oba své vstupy stejně dlouhé a navíc i stejně uspořádané, jak je to patrné z obrázku 15.
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Celkem byly nalezeny tři faktory kompatibility jednotlivých vstupů a výstupů operátorů. Jsou
jimi  faktor kardinality vstupů (označujeme t),  faktor setřídění vstupů (o) a  faktor selektivity
predikátů (c).
Již zmíněný operátor Concat ověřuje, zda se faktory t a o obou jeho vstupů rovnají a stejnou
hodnotu těchto faktorů nastaví svému výstupu.  
Operátor Select má dva vstupy: 
• projekci P s hodnotami t1 a o1 faktorů t a o,
• predikát φ s hodnotou c1 faktoru c.
Výstupem operátoru Select je bitový řetězec B o stejné délce a uspořádání jako P. Jelikož B
reflektuje vyhodnocení predikátu φ, bude zachovávat i hodnotu c1 faktoru c. Výstupem je tedy
bitový řetězec B s hodnotami t1,o1,c1 faktorů t,o,c.
Operátor Mask má dva vstupy: 
• projekci P s hodnotami t1 a o1 faktorů t a o,
• bitový řetězec B s hodnotami t2, o2 a c2 faktorů t, o a c,
Operátor  Mask zkontroluje, zda se hodnoty vstupních faktorů rovnají (t1  = t2,  o1 = o2). Jeho
výstupem  je  projekce  S,  setříděná  stejně  jako  P,  často  však  menší  délky,  ovlivněné
predikátem, který vytvořil bitový řetězec B (charakterizováno hodnotou c2). Výstupem je tedy
S s hodnotami t1·c2  a o1 faktorů t a o.
Tímto systémem pravidel můžeme dospět k jednoduchému ověřování kompatibility vstupů,
jak je zřejmé z obrázku 16.
22
Obrázek 15: Kompatibilita vstupu operátorů. Pravý příklad ukazuje nekompatibilitu jak
v kardinalitě vstupů, tak v jejich uspořádání.
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Charakteristika jednotlivých operátorů
Nyní se na jednotlivé operátory podívejme podrobněji.
1. Concat –  Ověří rovnost faktorů  t a  o obou jeho vstupů. Výstup má stejné hodnoty
faktorů.
Při dotazu na další záznam si vyžádá další záznamy svých vstupů, z kterých vytvoří
jeden záznam, který okamžitě vrátí na výstupu.
Průtokový, s možností přímého přístupu; (Pt,o, Pt,o) → Pt,o
2. Decompress –  Z  důvodu  dosud  chybějící  implementace  komprese  není  zaveden.
Pravděpodobně však nebude potřeba, každý operátor by sám měl rozeznat vlastnosti
vstupu a podle potřeby jej dekomprimovat.
Pravděpodobně průtokový; (Pt,o) → Pt,o
3. Select –  Faktory výstupu jsou stejné jako faktory vstupu, navíc doplněné o faktor
selektivity predikátu.
Při  dotazu na další  záznam si  vyžádá  další  záznam  z od svého vstupu,  vyhodnotí
predikát φ(z) a výsledek predikátu vrátí na výstupu.
Průtokový, s možností přímého přístupu; (Pt,o, φc) → Bt,o,c
4. Operátory bitových řetězců (BAnd, BOr, BNot) – Faktory t a o jsou stejné jako faktory
vstupů. Faktor selektivity predikátu je u operátoru BAnd součinem faktorů selektivity
jeho  vstupů,  u  operátoru  BOr jejich  součtem  a  u  operátoru  BNot negací  faktoru
selektivity jeho vstupu.
Při dotazu na další záznam si vyžádá další záznamy svých vstupů, z kterých vytvoří
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Obrázek 16: Ověřování kompatibility vstupů pomocí faktorů kompatibility t,o,c. Levý
strom je v pořádku, zatímco v pravém stromě je odhalena nekompatibilita v
kardinalitách vstupů operátoru Concat.
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jeden záznam, který okamžitě vrátí na výstupu.
Průtokový, s možností přímého přístupu;  (Bt,o,c, Bt,o,d)  → Bt,o,c·d, resp. (Bt,o,c, Bt,o,d) →
Bt,o,c+d, resp. (Bt,o,c) → Bt,o,-c
5. Mask – Akceptuje bitový řetězec Bt,o,c a projekci  Pt,o, ověří rovnost jejich společných
faktorů.  Výstupem  je  projekce  s  faktorem  kardinality  t ·c a  faktorem  setřídění  o.
Při dotazu  na  další  záznam  si  vyžádá  od  svých  vstupů  B a  P tolik  záznamů,
dokud nenajde  první,  jehož  bit  v bitovém  řetězci  B je  1.  Tento  záznam  předá
na výstup.
Průtokový, pouze sekvenční; (Bt,o,c, Pt,o) → Pt·c,o
6. Project – Je nahrazen následujícím operátorem.
7. Column –  Jedná  se  o  listový operátor,  který  čte  z  disku  jeden  sloupec  projekce.
Při tvorbě a vyhodnocování dotazů je vhodnější číst minimální množství sloupců již
od začátku, namísto redukce sloupců v pozdější fázi vyhodnocování dotazu. Vzhledem
k  tomu,  že operátor  Select vrací  na  místo  všech  vstupujících  sloupců  jen  bitový
řetězec,  není  operátor  Project pro  ořezání  zbytečných  sloupců  v  pozdější  fázi
vyhodnocení dotazu potřeba.
Operátor je listový, nemá tudíž žádný vstup. Výstupem je projekce o jednom sloupci
s faktory kompatibility  t a  o, kde  t je počet řádků zdrojové tabulky projekce a  o je
identifikátor  setřídění  projekce,  je-li  na  projekci  definováno  třídění,  v  opačném
případě identifikátor setřídění zdrojové tabulky projekce.
Při dotazu na další záznam přečte další hodnotu z disku a vrátí na výstup. Je-li dotázán
na  záznam  v  jiném,  než  sekvenčním  pořadí,  dohledá  jej  v  čase  O(1)  za  pomoci
adresáře projekce.
Průtokový, s možností přímého přístupu; {idA} → Pt,o
8. Sort – Vstupem je projekce s faktory  t a  o a  identifikátory sloupců A obsažených
v projekci,  podle  kterých  má  být  projekce  přeuspořádána.  Výstupem  je  projekce
s faktory  t a  novou hodnotou  o',  která  je  odvozena od  hodnoty  o a  identifikátorů
sloupců A.
Při  dotazu  na  první  záznam  si  vyžádá  všechna  data  na  svém  vstupu,  která  uloží
do mezipaměti, následně je setřídí a vrátí první záznam v nově setříděném pořadí. Při
následných dotazech na další záznam se již vstupu nedotazuje, ale přečte další záznam
z mezipaměti a vrátí jej na výstup. Na konci mezipaměť uvolní.
S mezipamětí, s možností pseudopřímého přístupu; (Pt,o, idA  ; A je z Pt,o) → Pt, o·10+A
9. Agregační operátory – Vstupem je projekce Pt,o, identifikátory sloupců GB (group by)
obsažených v projekci, predikát φc (having) a seznam výrazů s agregačními funkcemi
f. Výstupem je projekce Pt·GB·c,GB .
Při  dotazu  na  první  záznam  si  operátor  vyžádá  všechna  data  na  svém  vstupu,
která uloží  do mezipaměti,  následně  je  setřídí  podle  sloupců  GB,  vyhledá  první
skupinu  záznamů,  pro  niž  je  splněn  predikát  φc,  vyhodnotí  výrazy  s  agregačními
funkcemi  a jejich výstupy vrátí.  Při  následných  dotazech  na  další  záznam vyhledá
další skupinu záznamů, pro niž je splněn predikát φc, vyhodnotí výrazy s agregačními
funkcemi a jejich výstupy vrátí. Na konci mezipaměť uvolní.
S mezipamětí, pouze sekvenční; (Pt,o, idGB, φc, f) → Pt·GB·c,GB
10. Permute –  Vstupem je projekce P s faktory t a o a identifikátor projekce S s faktory
t a  q,  která  musí  mít  s  projekcí  P spojovací  index  P  ⇨ S. Výstupem je  projekce
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s faktory t a q.
Při  dotazu  na  první  záznam  si  operátor  vyžádá  všechna  data  od  svého  vstupu,
která uloží do mezipaměti, následně je setřídí podle spojovacího indexu a vrátí první
záznam v nově setříděném pořadí.  Při  následných dotazech na další  záznam se již
vstupu  nedotazuje,  ale přečte  další  záznam  z mezipaměti  a  vrátí  jej  na  výstup.
Na konci mezipaměť uvolní.
S mezipamětí, s možností pseudopřímého přístupu; (Pt,o, idS  ; ∃ Pt,o⇨St,q) → Pt,q
11. Join –   Vstupem jsou  projekce  Pt,o a  Ps,p a  predikát  φc.  Výstupem je  projekce  P
s faktorem kardinality t·s·c. Faktor setřídění je závislý na zvoleném algoritmu spojení.
Při dotazu na první záznam si operátor vyžádá všechna data jednoho ze svých vstupů.
Data  uloží  do mezipaměti.  Následně  provádí  algoritmem  hnízděných  cyklů
za sekvenčního čtení záznamů druhého ze svých vstupů a jejich spojování se záznamy
uloženými v mezipaměti. Vrátí první záznam, kde byl splněn predikát  φc. Při dotazu
na další záznam pokračuje v algoritmu hnízděných cyklů do doby, než nalezne další
záznam,  pro  který  je  predikát  φc splněn.  Tento  záznam  vrátí.  Tímto  způsobem
algoritmus projde celý prostor kartézského součinu, z kterého vrátí všechny záznamy,
pro které je predikát φc splněn.
S mezipamětí, pouze sekvenční; (Pt,o, Ps,p, φc) → Pt·s·c,?
Nejnápadnějšími  počátečními  hodnotami  faktorů  kompatibility  projekcí  může  být  pro  t
jednoduše počet řádků zdrojové tabulky, pro o hodnota odvozená polynomem od náhodných
čísel jednoznačně určujících sloupce projekcí, podle kterých je projekce setříděna (primaryid3 +
secondaryid2  +  tertiaryid),  a u faktoru  c náhodné  číslo  jednoznačně  charakterizující  predikát,
s ohledem na jeho případný parametr (např. idφ·param).
Výhody a nevýhody kategorií operátorů
Operátory  s  mezipamětí  přinášejí  do  základního  principu  vyhodnocování  dotazů  řadu
nevýhod:
• Velká  prostorová  náročnost  a  s  tím  související  vysoký  počet  diskových  operací
(od n·log(n) až po kvadratický počet V/V operací).
• Znemožňují přímý přístup k záznamům svých dětí. Některé z nich umožňují pouze
pseudopřímý přístup, tedy přímý přístup k datům uloženým v mezipaměti.
• Namísto průběžného propouštění dat z nižších vrstev dotazu do vyšších tato propustí
až  po  vyhodnocení  celého  jejich  podstromu.  Navíc  sami  provádí  často  prostorově
náročnou vnitřní  operaci  s  daty uloženými  v mezipaměti  (např.  třídění).  Na vůbec
první záznam na jejich výstupu si tak notně počkáme.
Jestliže operátor Column umožňuje v případné spolupráci s adresářem přímý přístup k datům
uloženým na disku, je vhodné tuto schopnost zachovat i u dalších operátorů. To se však daří
pouze u několika málo z nich (Column,  Concat,  Select,  BAnd,  BOr,  BNot). Tyto operátory
tedy svým rodičům umožňují  i  přímý přístup k datům svých  potomků.  Tento princip  lze
využít  například  pro  rychlejší  vyhledání  relevantních  záznamů  pomocí  indexů
(index-sekvenční soubor), nebo binárního vyhledávání, nebo pro selektivní dohledání hodnot
jiných sloupců k bitovému řetězci.  Příklad posledního využití  je zobrazen na obrázku  17.
Tímto způsobem můžeme k relevantním záznamům označeným v bitovém řetězci hodnotou 1
připojit  pouze  relevantní  hodnoty  jiných  sloupců  a nerelevantní  hodnoty  jiných  sloupců
přeskočit.  To  lze  pouze  za  současné  znalosti  přesné  pozice  (číslo  bloku,  číslo  záznamu)
příslušných hodnot jiných sloupců, což je umožněno sekvenčním čtením adresáře spolu se
sekvenčním čtením sloupců, které jsou potřebné pro vyhodnocení predikátu operátoru Select.
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Operátor Mask tedy z levé podvětve dostává bitový řetězec, a vyžaduje od operátoru Select,
aby mu vrátil všechny záznamy, a v pravé podvětvi přikazuje svému potomkovi vrátit pouze
ty hodnoty, které mu operátor  Mask určí. Zároveň mu zprostředkovává přístup k aktuálním
informacím adresáře společného pro obě podvětve operátoru  Mask.  Levá podvětev se tedy
kromě  sekvenčního  čtení  svých  sloupců  musí  postarat  také  o  sekvenční  čtení  adresáře
a zprostředkovat data o polohách hodnot dalších sloupců aktuálního záznamu. Pravá podvětev
dohledá pouze tyto relevantní hodnoty (viz obrázek 11). Podobný postup je možný i za využití
více projekcí  a vzájemného spojovacího indexu (viz obrázek  12),  zde by ale byla potřeba
definovat nový operátor rozšiřující operátor Mask o přístup ke spojovacímu indexu.
Celý princip je ovšem možný, pouze existuje-li adresář společný pro levou i pravou podvětev
operátoru Mask. Na výstupu z operátoru Mask totiž již žádné informace o adresáři (z důvodu
změny faktoru kardinality výstupu oproti faktoru kardinality vstupů) nejsou k dispozici.
Naším cílem není ani tak přeskakování některých hodnot, jako spíše přeskakování některých
bloků připojovaných sloupců, což umožní redukci V/V operací.  Toto je jedna z největších
výhod systému C-Store vůbec.
Další  ze  zjištěných  výhod  nabízejí  průtokové  operátory:  mohou  přistupovat  ke  stejným
zdrojům dat z více směrů, jak je to naznačeno na obrázku  18, a vytvářet tak „diamantové
struktury“ známé z vícenásobné dědičnosti  objektových jazyků. Tento rys  je možný pouze
díky  tomu,  že  jak  levá  větev  rodičů  sdíleného  zdroje  dat,  tak  pravá  větev  jsou
synchronizované a čtou-li obě větve hodnotu ze sdíleného zdroje dat, pak vyžadují v každý
okamžik hodnotu záznamu se stejným pořadovým číslem. 
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Obrázek 17: Ukázka vyhodnocení dvojice operátorů Select, Mask s využitím přímého
(nesekvenčního) přístupu k datům potomků. Záznamy 1 a 3 sloupce P.B označené
symbolem „?“ jsou pro výsledek dotazu nerelevantní, proto nebudou vůbec čteny
(úspora V/V operací).
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Vícenásobné synchronní čtení  jednoho zdroje dat  však není možné, použijeme-li  na jedné
z obou  větví  operátor  s  mezipamětí.  V  tom  případě  si  větev  s  takovým  operátorem
od společného zdroje dat nejprve vyžádá všechny záznamy, které uloží do své mezipaměti,
a až teprve poté dá slovo druhé větvi, u které, ačkoliv ještě nic nepřečetla, je její zdroj již
na konci  a  neposkytne  druhé  větvi  žádné  další  záznamy.  Naštěstí  je  takové  nelegální
spoluužívání  zdrojů  dat  zamezeno  již  testem  kompatibility  vstupů,  protože  operátory
s mezipamětí vždy na svém výstupu mění alespoň jeden z faktorů kompatibility. Nicméně lze
si představit obskurní příklady, kde po určité snaze test kompatibility projde, a přitom není
možné použít společný zdroj dat, ale každý svůj vlastní, byť se stejným jménem nebo definicí.
2.2.1 Syntaxe dotazu
V této kapitole uvedeme obecnou syntaxi dotazu a predikátů. Syntaxe jednotlivých operátorů
dotazu je v kapitole 2.2.3.
Uzly dotazu  v  prostředí  knihovny  libCStore vytváříme  jako instance  tříd  reprezentujících
jednotlivé operátory. Každá z tříd operátorů je odvozena od základní třídy  Operand, jelikož
každý  operátor  může  být  operandem  jinému  operátoru.  Pod  výrazem  operand  se  myslí
převážně projekce.  Od třídy  Operand je odvozena ještě jedna základní, nicméně specifická
třída  Bitstring,  která  reprezentuje  specifický typ  projekce,  bitový řetězec.  Zatímco  od  tříd
operátorů  uživatel  vytváří  pouze  jejich  instance,  predikáty  musí  uživatel  definovat  sám.
Knihovna libCStore vyžaduje, aby predikát byl instancí uživatelem definované třídy odvozené
od abstraktní třídy (rozhraní) Predicate. Náhled na vybrané prvky tohoto rozhraní vidíme níže,
uživatel při jeho odvození implementuje jen metody getOID() a eval().
class Predicate {
  protected:
    int oid;
  public:
    Predicate();
    virtual void *get(const char *key);
    virtual int getOID() = 0;
    virtual bool eval() = 0;
};
Metoda  eval() je důležitá při vyhodnocení predikátu pro daný záznam. Metoda pro přístup
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Obrázek 18: Ukázka použití průtokových operátorů pro násobné použití zdrojů dat (zde
sloupec P.A).
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k hodnotám aktuálního záznamu používá metodu get(key) s parametrem název sloupce, jehož
hodnoty se dožaduje. Poslední ze zmíněných metod je  getOID(), která je důležitá ke zjištění
faktoru selektivity predikátu (c). Jakmile predikát pro stejnou sadu dat dává jiné ohodnocení,
měl  by  jeho  faktor  selektivity  o být  jedinečný.  Proto  konstruktor  predikátu  automaticky
přiřadí do položky this->oid jedinečnou, náhodně vygenerovanou hodnotu, kterou by funkce
getOID() měla vrátit.  Predikáty mají ovšem často vnější  parametr,  na jehož hodnotě závisí
ohodnocení vstupních dat. 
(1) Používá-li  tedy  uživatel  v  jednom  dotazu  stejnou  instanci stejného  predikátu,
ale pokaždé s jiným parametrem, měla by návratová hodnota metody getOID() odrážet
i hodnotu tohoto parametru.
(2) Jednodušší, ale stejně efektivní variantou je parametr předávat konstruktoru predikátu
již  při  vytváření  jeho  instance (tím  je  zajištěna  jedinečnost  položky  this->oid
automaticky) a v jednom dotazu používat několik takových instancí.
Vzhledem k tomu, že test kompatibility vstupů je prováděn pouze jednou, a to na začátku
vyhodnocování dotazu, neměl by se parametr predikátu, a tudíž ani návratová hodnota metody
getOID(),  v  průběhu  existence  instance predikátu  měnit.  Tato  restrikce  striktně  vylučuje
možnost využití operátorů stylem (1) a umožňuje pouze styl (2).
Uvedeme ukázku dvou predikátů, jednoho bez parametru, druhého s parametrem.
class IsAdolescent : public Predicate {
  public:
    virtual int getOID() { return oid; }
    virtual bool eval() { return *(int*)get("Person.Age") < 18; }
};
template <typename T> class Equals : public Predicate {
  protected:
    /*POZOR! Tyto parametry nesmí být změněny! Zakazuje se tedy použití setterů.*/
    const char *attrib;
    T value;
  public:
    Equals(const char *attrib, T value) {
       this->attrib=attrib;
       this->value=value;
    } 
    virtual int getOID() { return oid; }
    virtual bool eval() {
       T v = (T)get(attrib);
       if ((v == NULL) || (value == NULL))
           return v == value;
       else
           return *v == *value;
    }
};
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Dotaz uvedený na obrázku 19 za použití predikátů Equals a IsAdolescent vypadá následovně:
Predicate *isAdolescent = new IsAdolescent();
Operand *age = new Column("Person.Age");
Operand *city = new Column("Person.Address_City");
Bitstring *cityIsPragueOrParis = new BOr(
  new Select(city, new Equals<string>("Person.Address_City", "Prague")),
  new Select(city, new Equals<string>("Person.Address_City", "Paris" ))
);
Bitstring *isAdolescentOrCityIsPragueOrParis =
  new BAnd(new Select(age,isAdolescent), cityIsPragueOrParis);
Query *query = new Print(new Mask(isAdolescentOrCityIsPragueOrParis,
  new Concat(new Column("Person.Name"),
    new Concat(new Column("Person.Surname"),age))));
query->execute();
delete query;
Nový  kořenový  operátor  Print slouží  ke  spuštění  vyhodnocování  celého  dotazu  pomocí
metody Query::execute a vypsání výstupu na obrazovku. Výstupem tohoto dotazu je například:
15; Jiří; Mácha
17; Adéla; Nevečeřelová
14; Jacques; Lafayette
13; Michelle; Pickard
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Obrázek 19: Příklad dotazu. Jeho syntaxe v prostředí knihovny libCStore je uvedena
v textu.
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2.2.2 Optimalizace dotazu
Nyní provedeme diskuzi příkladu, v které si ukážeme další obecné principy:
(1) Vzhledem k tomu, že jedno z kriterií pro vnitřní pořadí vyhodnocení dotazů je pořadí
sourozenců, je vhodné, aby operátory Select s predikáty, které nejvíce omezí množinu
záznamů, byly co nejvíce vlevo. Sloupce, které se pod nimi nalézají, přečteme celé,
ale u dalších  sloupců,  s  kterými bude operátor  Mask jednat,  bude  čten  jen zlomek
jejich bloků.
(2) Proti tomu někdy může stát druhá metoda optimalizace dotazů, kdy je vhodné umístit
co nejvíce vlevo čtení a selekci sloupců s nejkratší délkou záznamu (např. celočíselné
sloupce), abychom nemuseli u dalších sloupců s delšími záznamy (a tudíž s větším
počtem bloků) číst všechny jejich bloky.
V  našem  příkladu,  kdy  jsme  nejprve  přečetli  všechny  záznamy  nejkratšího  sloupce
Person.Age,  čímž  se  nám výrazně  omezila  množina  relevantních  záznamů,  a  následně  si
vybírali pouze některé záznamy ze sloupců s větší velikostí záznamů a větším počtem bloků,
se nám podařilo naplnit oba principy, jelikož zde nestály proti sobě.
Pokusme se  upřesnit,  kdy upřednostnit  tu  kterou  dvojici  sloupce  a  jeho  operátoru  Select.
Mějme selekci s predikátem φA nad sloupcem A a selekci s predikátem φB nad sloupcem B.
Oba sloupce mají stejný počet záznamů. Blokovací faktor sloupce A označme f1, sloupce B f2
a  faktor  omezení  počtu záznamů predikátu  φA označme  c1 a  predikátu  φB c2,  kde  c1 ≤ 1
a c2 ≤ 1. Označme dále proměnnou t1 výraz
c2
f 1
, je-li c2
1
f 1
, v opačném případě výraz
1
f 1
.  Podobným  způsobem,  je-li  c1
1
f 2
,  označíme  proměnnou  t2 výraz
c1
f 2
,
v opačném případě výraz
1
f 2
.  Pak, je-li
1
f 1
t 2
1
f 2
t 1 ,  je výhodnější umístit  selekci
nad  sloupcem  A  více  vlevo,  v  opačném  případě  je  vhodné  dát  přednost  selekci
nad sloupcem B.  Jen  pro  informaci,  pro  již  zmiňovanou velikost  bloku  4096B a  velikost
celočíselného typu  integer 4B je blokovací faktor sloupce s hodnotami tohoto typu zhruba
b=1000. U sloupců typu řetězec znaků je blokovací faktor zhruba  b=4000/(průměrná délka
řetězce).
Dalším  aspektem  ukázaným  na  příkladu  je  rozdělení  predikátu  porovnávajícího  hodnotu
sloupce City s konstantami  Prague a  Paris na dva. Ačkoliv asymptotická složitost se tímto
rozdělením nezmění, musí být oproti variantě s jediným predikátem pro každý záznam navíc
vyhodnocen operátor BOr, dvakrát vyhodnocen operátor Select (pokaždé porovnávající s jinou
konstantou)  a dvakrát  vyhodnocen  operátor  Column("Person.Address_City").  Počet  diskových
operací  se  přepisem  na  variantu  s  jediným  predikátem  sice  nezmění,  ale  počet  operací
procesoru se sníží z k1·n na k2·n.
Toto  jsou  pouze  některá  pravidla  pro  optimalizaci  dotazovacího  stromu.  Navíc  se  týkají
většinou pouze jeho nejnižších úrovní. Pro úplný systém pravidel pro optimalizaci dotazu je
potřeba hlubší teoretické zkoumání, které je nad rámec této práce.
2.2.3 Syntaxe operátorů
Nyní  uveďme  přesnou  definici  syntaxe  všech  operátorů.  Syntaxe  dotazu  a  predikátů  je
k dispozici v kapitole 2.2.1.
Operand *operand;
Bitstring *bitstring;
Predicate *predicate;
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operand = new Concat(left, right); //parametry left a right jsou typu
Operand
bitstring = new Select(source, predicate); //parametr source je typu
Operand
bitstring = new BAnd(left, right); //parametry left a right jsou typu
Bitstring
bitstring = new BOr(left, right); //parametry left a right jsou typu
Bitstring
bitstring = new BNot(source); //parametr source je typu Bitstring
operand = new Mask(bitstring, source); //parametr source je typu Operand
operand = new Column(name); //parametr name je řetězec ve tvaru
název_projekce.název_tabulky.název_atributu
operand = new Sort(source, <name>); //parametr source je typu Operand,
parametr name je objekt typu ArrayList, jehož položky jsou řetězce ve tvaru
název_projekce.název_tabulky.název_atributu
operand = new Permute(source, source_name, target_name); //parametr source
je typu Operand, parametry source_name a target_name jsou řetězce ve tvaru
název_projekce určující zdrojovou a cílovou projekci spojovacího indexu
operand = new Join(left, right, predicate); //parametry left a right jsou
typu Operand
operand = new Aggregate(source, <group_by_name>, having, <expression>);
//parametr source je typu Operand, parametr name je objekt typu ArrayList,
jehož položky jsou řetězce ve tvaru
název_projekce.název_tabulky.název_atributu, parametr having je typu
Predicate a parametr expression je objekt typu ArrayList, jehož položky
jsou typu Expression
V  tomto  přesnějším  popisu  jsme  uvedli  notaci  pro  identifikaci  sloupce
název_projekce.název_tabulky.název_atributu .  Potřeba  takové  notace  vznikla  možností
definovat schéma projekce jak s cizím klíčem zdrojové tabulky projekce,  tak s primárním
klíčem referencované tabulky,  jejichž hodnoty se ovšem mohou lišit  (viz  termín  cizí  klíč,
n:1?). Na následujícím příkladu vidíme odlišnost obou sloupců (viz obrázek 20).
Table *T = new Table("T");
T->appendAttribute("A", INTEGER);
Table *U = new Table("U");
U->appendAttribute("T.A");
Projection *P = new Projection("P", U);
P->appendAttribute("A",0);
new Concat(new Column("P.U.A"), new Column("P.T.A"));
31
32
Obrázek 20: Je možné definovat schéma projekce s „cizím klíčem“ U.A zdrojové
tabulky U  i primárním klíčem T.A referencované tabulky T. Hodnota NULL vznikla
neexistencí hodnoty 40 v primárním klíči T.A .
U.A T.A
10 10
11 11
11 11
20 20
20 20
40 NULL
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3. Detailní rozpracování vybraných prvků systému
V této kapitole popíšeme především vnitřní  struktury a algoritmy implementace knihovny
libCStore.  Je nutné upozornit, že implementace si neklade nároky na bezchybnost, úplnost
a nejoptimálnější řešení méně významných problémů. Následující popis by měl být vůči kódu
implementace směrodatný. V kódu se vyskytují drobné odchylky od tohoto popisu způsobené
nižší  úrovní  pohledu,  a  proto  nižší  úrovní  vytříbenosti  rozhraní  s  uživatelem.  Dalšími
odlišnostmi  kódu  od  popisu  je  rozsah  –  popis  nastiňuje  budoucí,  ideální  náhled
na problematiku, kterému se kód implementace snaží přizpůsobit. Ne vždy však stíhá. Proto
např. chybí celá otázka komprese, nebo chybí implementace některých operátorů.
3.1 Uživatelská dokumentace
Jak  již  bylo  řečeno  na  začátku  druhé  kapitoly,  uživatelem  systému  je  ten,  kdo  používá
knihovnu  libCStore ke  své  programátorské  činnosti.  Jelikož  má uživatelská  dokumentace
obsahovat  rozhraní  systému s  uživatelem,  popisuje tato  část  rozhraní  knihovny  libCStore,
kterým  uživatel-programátor  systém  ovládá.  „Programátorská  dokumentace“  pak  bude
obsahovat  popis  vnitřních  struktur  a algoritmů  knihovny  libCStore a  informace  nezbytné
k úpravě či rozšíření stávajícího stavu knihovny.
Prostředí překladu
Knihovna je k použití v jazyce C++. K její kompilaci byl použit překladač  gcc. Do svých
zdrojových kódů uživatel pomocí makra preprocesoru include vloží hlavičkový soubor cstore.h
a slinkuje je s knihovnou libcstore.so pomocí přepínače -lcstore.
Příklad
Jako rozsáhlejší uživatelská dokumentace byla pojata celá druhá kapitola, která nás nejprve
seznámila se základní charakteristikou a strukturou knihovny libCStore a dále nás postupně
vedla přes definici RS schématu s využitím datových typů a indexů k definici CS schématu
s využitím spojovacích indexů. Nakonec nám velmi obsáhle vysvětlila všechny uživatelské
aspekty  dotazování  nad  CS  databází.  V  této  podkapitole  tedy  uvedeme  pouze  příklad
pokrývající celé rozhraní uživatele s knihovnou libCStore a pro vysvětlení odkážeme čtenáře
na předcházející kapitolu.
Následující příklad sestává z:
• definice  RS  schématu  databáze  (viz  kapitoly  2.1.2,  2.1.3),  zde  tabulky  Company
(proměnná C) a Person (proměnná P) s cizím klíčem Company.ID,
• naplnění tabulek daty pomocí příkazu table->appendRecord(record), zde budeme uměle
generovat sekvence podobných dat, 
• postavení indexu nad tabulkami s primárními klíči pomocí příkazu table->buildIndices()
pro každou tabulku, zde pouze pro tabulku Company,
• definice  CS  schématu  databáze  (projekcí:  viz  kapitoly  2.1.5;  spojovacích  indexů:
P->appendJoinIndex(S)), zde projekce  SurnameProj (proměnná  SP) a  CompNameProj
(proměnná CP), obě nad zdrojovou tabulkou Person, a spojovací index CP→SP,
• postavení CS databáze (projekcí a spojovacích indexů) převodem dat z RS databáze
pomocí  příkazu  table->buildProjections() pro každou tabulku,  zde pouze pro  tabulku
Person,
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• dotazování nad CS databází (viz kapitola 2.2). V našem příkladu položíme jeden dotaz
za využití projekce  SurnameProj, který vrátí jména, příjmení a telefonní čísla všech
osob, jejichž příjmení začíná na „surname16“, a druhý dotaz za využití obou projekcí
a spojovacího indexu mezi nimi, který vrátí jména, příjmení a adresy osob, které bydlí
nebo pracují na adrese „address17“.
K vyhodnocení dotazů budeme dále potřebovat dva predikáty, StartsWithPrefix a CityEqual, které
uvedeme na začátku příkladu.
#include "cstore.h"
using namespace std; 
class StartsWithPrefix : public Predicate {
  protected:
    string columnName;
    string prefix;
  public:
    StartsWithPrefix(string columnName, string prefix)
{ this->columnName=columnName; this->prefix=prefix; }
    int getOID() { return oid; }
    bool eval() {
        string *actualValue = (string*) get(columnName.c_str());
        return (actualValue && actualValue->find(prefix)==0);
    }
};
class CityEqual : public Predicate {
  public:
    int getOID() { return oid; }
    bool eval() {
        string *homeAddress = (string*) get("SurnameProj.Person.Address");
        string *companyAddress = (string*)
get("CompNameProj.Company.CAddress");
        return ((homeAddress && *homeAddress == "address17") ||
          (companyAddress && *companyAddress == "address17"));
    }
};
int main(int argc, char** argv) {
    //Specifikace následující konstanty je nutná. Doporučuji zvolit
libovolný násobek velikosti bloku vašeho systému souborů
    _blockSize = 4096;
    // definujeme schéma tabulky Company (C)
    Table *C = createTable("Company");
    C->appendAttribute("ID", INTEGER);
    C->appendAttribute("Name", VARCHAR);
    C->appendAttribute("CAddress", VARCHAR);
    
    // definujeme schéma tabulky Person (P)
    Table *P = createTable("Person");
    P->appendAttribute("Name", VARCHAR);
    P->appendAttribute("Surname", VARCHAR);
    P->appendAttribute("Company.ID"); // cizí klíč referencující tabulku
Company
    P->appendAttribute("Phone", INTEGER);
    P->appendAttribute("Address", VARCHAR);
    
    // naplníme tabulku Company daty
    ArrayList<void*> recordC(3);
    for (int id=0; id<1000 ; id++) {
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        recordC.clear();
        // jednotlivé záznamy by mohly být čtené ze standardního vstupu,
nebo z jiného souboru či databáze; my je pro ulehčení budeme generovat
        string name = "company name " + toString(id);
        string address = "address " + toString(id) + " company";
        
        // předáním nulového ukazatele namísto reference na platný objekt
by byla místo definované hodnoty vložena hodnota NULL
        recordC.add(&id); 
        recordC.add(&name); 
        recordC.add(&address);
        C->appendRecord(&recordC);
    }
    // způsobí uložení tabulky na disk (soubor Company)
    C->reset();
    
    // způsobí vytvoření indexu nad klíčem, na který se někdo odkazuje
(na tabulku Company se odkazuje tabulka Person); úrovně indexu jsou uloženy
v souborech Company_ID_x
    C->buildIndices(); 
    // naplníme tabulku Person daty; odkazuje se na záznamy tabulky Company
    ArrayList<void*> recordP(5);
    for (int companyID=0; companyID<500 ; companyID+=2) {
        for (int j=0; j<3 ; j++) {
            recordP.clear();
            string name = "employee name" + toString(companyID)+ "_" +
toString(j);
            string surname = "surname" + toString(companyID)+ "_" +
toString(j);
            int phone = companyID*1000 + j;
            string address = "address " + toString(companyID)+ "_" +
toString(j) + " home";
        
            recordP.add(&name); 
            recordP.add(&surname); 
            recordP.add(&companyID); 
            recordP.add(&phone); 
            recordP.add(&address);
            P->appendRecord(&recordP);
        }
    }
    
    // další data tabulky Person se na záznamy tabulky Company již
odkazovat nebudou (CompanyID = NULL); tyto osoby budou „nezaměstnané“
    for (int j=100; j<200 ; j++) {
        recordP.clear();
        string name = "unemployed name" + toString(j);
        string surname = "surname" + toString(j);
        int phone = j*1000 - 1;
        string address = "address " + toString(j) + " home";
    
        recordP.add(&name); 
        recordP.add(&surname); 
        recordP.add(NULL); 
        recordP.add(&phone); 
        recordP.add(&address);
        P->appendRecord(&recordP);
    }
    // způsobí uložení tabulky na disk (soubor Person)
    P->reset(); 
    
    // definice schématu projekce SurnameProj nad zdrojovou tabulkou
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Person(zkráceně SP); je řazená primárně podle příjmení, sekundárně podle
křestního jména
    Projection *SP = createProjection("SurnameProj", P);
    SP->appendAttribute("Surname",1);
    SP->appendAttribute("Name",2);
    SP->appendAttribute("Phone",0);
    SP->appendAttribute("ID","Company.Name",0);
    SP->appendAttribute("Address",0);
    
    // definice schématu projekce CompNameProj nad zdrojovou tabulkou
Person(zkráceně CP); je řazená podle názvu společnosti, sekundárně podle
příjmení a terciálně podle jména zaměstnance
    Projection *CP = createProjection("CompNameProj", P);
    CP->appendAttribute("ID","Company.Name",1);
    CP->appendAttribute("Surname",2);
    CP->appendAttribute("Name",3);
    CP->appendAttribute("Phone",0);
    CP->appendAttribute("ID","Company.CAddress",0);
    
    // definice spojovacího indexu CompNameProj ---> SurnameProj
    CP->appendJoinIndex(SP);
    
    // postaví všechny projekce se zdrojovou tabulkou Person; současně
staví i spojovací indexy mezi nimi; soubory jednotlivých sloupců nesou
jména názevProjekce_názevPůvodníTabulky_názevSloupce
    P->buildProjections();
    
    // smaže již nepotřebné soubory zdrojových tabulek
    P->drop();
    C->drop();
        
    // položí dotaz 1
    cout << "Dotaz 1:" << endl;
    Column *surname = new Column("SurnameProj.Person.Surname");
    Bitstring *selection = new Select(surname, new
StartsWithPrefix("SurnameProj.Person.Surname", "surname16"));
    Operand *projection = new Concat(surname, new Concat(new
Column("SurnameProj.Person.Name"), new
Column("SurnameProj.Person.Phone")));
    Query *query = new Print(new Mask(selection, projection));
    query->execute(); // vyhodnotí dotaz a výsledek vypíše na obrazovku
    delete query;
        
    // položí dotaz 2
    cout << endl << endl << "Dotaz 2:" << endl;
    Operand *source = new Concat(new
Permute(new Column("CompNameProj.Company.CAddress"), "CompNameProj",
"SurnameProj"), new Column("SurnameProj.Person.Address"));
    selection = new Select(source, new CityEqual());
    projection = new Concat(source, new Concat(new
Column("SurnameProj.Person.Name"), new
Column("SurnameProj.Person.Surname")));
    query = new Print(new Mask(selection, projection));
    query->execute(); // vyhodnotí dotaz a výsledek vypíše na obrazovku
    delete query;
    
    delete CP;
    delete SP;
    delete P;
    delete C;    
    return EXIT_SUCCESS;    
}
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Výstupem programu je:
Dotaz 1:
surname160; unemployed name160; 159999; 
surname160_0; employee name160_0; 160000; 
surname160_1; employee name160_1; 160001; 
surname160_2; employee name160_2; 160002; 
surname161; unemployed name161; 160999; 
surname162; unemployed name162; 161999; 
surname162_0; employee name162_0; 162000; 
surname162_1; employee name162_1; 162001; 
surname162_2; employee name162_2; 162002; 
surname163; unemployed name163; 162999; 
surname164; unemployed name164; 163999; 
surname164_0; employee name164_0; 164000; 
surname164_1; employee name164_1; 164001; 
surname164_2; employee name164_2; 164002; 
surname165; unemployed name165; 164999; 
surname166; unemployed name166; 165999; 
surname166_0; employee name166_0; 166000; 
surname166_1; employee name166_1; 166001; 
surname166_2; employee name166_2; 166002; 
surname167; unemployed name167; 166999; 
surname168; unemployed name168; 167999; 
surname168_0; employee name168_0; 168000; 
surname168_1; employee name168_1; 168001; 
surname168_2; employee name168_2; 168002; 
surname169; unemployed name169; 168999; 
surname16_0; employee name16_0; 16000; 
surname16_1; employee name16_1; 16001; 
surname16_2; employee name16_2; 16002; 
Dotaz 2:
NULL; address 170 home; unemployed name170; surname170
address 170 company; address 170_0 home; employee name170_0; surname170_0
address 170 company; address 170_1 home; employee name170_1; surname170_1
address 170 company; address 170_2 home; employee name170_2; surname170_2
NULL; address 171 home; unemployed name171; surname171
NULL; address 172 home; unemployed name172; surname172
address 172 company; address 172_0 home; employee name172_0; surname172_0
address 172 company; address 172_1 home; employee name172_1; surname172_1
address 172 company; address 172_2 home; employee name172_2; surname172_2
NULL; address 173 home; unemployed name173; surname173
NULL; address 174 home; unemployed name174; surname174
address 174 company; address 174_0 home; employee name174_0; surname174_0
address 174 company; address 174_1 home; employee name174_1; surname174_1
address 174 company; address 174_2 home; employee name174_2; surname174_2
NULL; address 175 home; unemployed name175; surname175
NULL; address 176 home; unemployed name176; surname176
address 176 company; address 176_0 home; employee name176_0; surname176_0
address 176 company; address 176_1 home; employee name176_1; surname176_1
address 176 company; address 176_2 home; employee name176_2; surname176_2
NULL; address 177 home; unemployed name177; surname177
NULL; address 178 home; unemployed name178; surname178
address 178 company; address 178_0 home; employee name178_0; surname178_0
address 178 company; address 178_1 home; employee name178_1; surname178_1
address 178 company; address 178_2 home; employee name178_2; surname178_2
NULL; address 179 home; unemployed name179; surname179
address 17 company; address 17_0 home; employee name17_0; surname17_0
address 17 company; address 17_1 home; employee name17_1; surname17_1
address 17 company; address 17_2 home; employee name17_2; surname17_2
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3.2 Zápis po blocích
Systém pracuje s vnější pamětí pouze v jednotkách dat zvaných blok. Velikost bloku je závislá
na systému  souborů  a  jeho  počáteční  konfiguraci  (formátování  disku).  I  samotné  fyzické
zařízení disk organizuje data na plotny v podobných jednotkách také zvaných blok (většinou
512B velkých). Některé literatury jej však nesprávně nazývají sektor. Abychom je rozlišili,
budeme se také přiklánět k nesprávnému termínu sektor.
Velikost bloku musí být nejvhodněji 2n násobek velikosti sektoru. Knihovna zavádí globální
proměnnou  _blockSize,  kterou  uživatel  musí  definovat  a  nastavit  na  začátku  své  práce
s knihovnou. Nejčastěji je blok veliký 4096B. Velikost bloku vašeho systému souborů zjistíte
např. pro ext2/ext3 příkazem:
# tune2fs -l device
Parametr  device zastupuje  zařízení  v  systému zařízení  používaném na  operačním systému
Linux/Unix,  tedy  např.  /dev/hda1 nebo  /dev/sda1.  O  které  zařízení  se  jedná,  lze  zjistit
příkazem mount.
Pro systém Windows se systémem souborů ntfs příkazem:
c:\>fsutil fsinfo ntfsinfo c:
Položka, která nás zajímá, je „Bytes Per Cluster“.
Výhodou komunikace knihovny s diskem v blocích je,  že doslova ovládáme disk sami –
přesně říkáme, jak velký kus dat má přečíst, a na rozdíl od práce se souborem jako s tokem
dat (stream) nečteme nic víc, než to, o čem skutečně víme. Dalším důvodem je rozparcelování
velkých souborů na menší, ale dostatečně velké, kusy dat, které následně můžeme adresovat
a odkazovat se na ně odjinud.
Práce  s  blokovým  zařízením je  ovšem z  uživatelského  hlediska  zbytečně  náročná.  Proto
knihovna zavádí dvojici tříd  BlockStreamWriter a  BlockStreamReader, které jsou rozhraním pro
práci s daty jako s tokem resp. po blocích. Třída BlockStreamWriter se pro uživatele tváří jako
znakové zařízení (nejmenší jednotkou, kterou rozlišuje z hlediska vstupu uživatele je 1 byte),
ale data na disk zapisuje po blocích.  Také třída  BlockStreamReader čte z disku po blocích,
uživatel však s ní pracuje jako se znakovým zařízením. Navíc obě třídy umožňují předávat
a přijímat určité informace, které poskytují pouze bloková zařízení, jako například číslo bloku
nebo signál o hranicích mezi bloky.
Deklarace třídy BlockStreamWriter vypadá následovně:
class BlockStreamWriter {
  protected:
    int offset;
    void* block;
    string filename;
    int file;
    void* caller;
    void newBlock(bool firstPartToNewBlock);
    void flushBlock(int offset);
    void switchBlock(int offset, bool firstPartToNewBlock);
    void putPart(int bufsize, const void* buffer);
    int blocks;
  public:
    BlockStreamWriter(string filename,void* caller);
    virtual ~BlockStreamWriter() { if (block) free(block); }
    int put(int bufsize, const void* buffer, int
reportingOffset=OFFSET_NOT_SET);
    int addReservedSpace(int size);
    void fillReservedSpace(int offset,int size,const void* buffer);
    void close();
    void (*beforeWriteBlock)(void* recipent, void* sender, int offset);
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    void (*afterNewBlock)(void* recipent, void* sender, bool
firstPartToNewBlock);
};
Třídu inicializujeme pomocí konstruktoru, který otevře soubor, jehož název je specifikován
parametrem  filename,  pro  zápis.  Druhým  parametrem  je  ukazatel  na  třídu,  kterou  má
BlockStreamWriter informovat o událostech typu konec bloku/začátek bloku.
Uživatel  s  třídou  pracuje  zejména  pomocí  metody  put,  které  parametrem  buffer předá
zapisovaná  data  o  velikosti  bufsize bytů.  Objekt  třídy  BlockStreamWriter si  alokuje  vlastní
mezipaměť block o velikosti _blockSize, do které připisuje bezprostředně za sebou přijaté kusy
dat. V momentě, kdy je blok plný, informuje konstruktorem zaregistrovaný objekt o události
beforeWriteBlock.  O zahájení  nového  bloku  informuje  událostí  afterNewBlock.  O  těchto
událostech informuje, až když je nutná potřeba, tedy v momentě, kdy nelze již ani kousek
přijatých dat do bloku zapsat, resp. kdy se snaží přijatá data zapsat do nového bloku. Pokud se
mu  tedy  podaří  zapsat  přijatá  data  tak,  že  se  akorát  vejdou  do  zbývajícího  místa  bloku
a za nimi  nezbyde již  žádné místo,  ani  jedna z obou událostí  ještě  nenastala.  Pro úplnost:
první  použití  metody  put vždy  informuje  o události  afterNewBlock a použití  metody  close
o události beforeWriteBlock, pokud byla alespoň jednou použita metoda put.
Obě události lze využít pro zápis hlavičky bloku. Vzhledem k tomu, že informace zapisované
do hlavičky se často zjistí až v průběhu zápisu těla bloku, místo skutečného zápisu hlavičky
se používá metoda addReservedSpace, kterou pro položky v hlavičce bloku rezervujeme místo
pro jejich  pozdější  vyplnění  metodou  fillReservedSpace.  Metoda  vrací  interní  číslo
rezervovaného  místa  velikosti  size,  které  následně  předáme  metodě  fillReservedSpace
parametrem offset. Takto rezervovaný úsek nesmí přesahovat okraj bloku a blok musí být již
alokován (např.  pomocí  put(0,NULL)),  protože jediné,  co metoda  fillReservedSpace udělá,  je,
že zkopíruje data přijatá  parametrem buffer do rezervovaného místa v bloku.
Poslední metoda close zapíše čekající data v bloku na disk a soubor zavře.
3.3 Přesah záznamu do dalšího bloku
Metoda put pracuje tak, že nejprve v cyklu odděluje od přijatých dat jejich první část, která
se přesně vejde do zbývajícího místa v bloku. Pokud se do bloku již vejde zbylá část, zapíše
ji do bloku rovnou. Přijme-li  tedy metoda  put malá data,  která se do volného místa bloku
vejdou  celá,  neprojde  řízení  cyklem  ani  jednou.  Přijme-li  však  metoda  put data
několikanásobně větších rozměrů,  než  je  velikost  bloku,  pak cyklus  data rozdělí  do  částí
o velikosti <=_blockSize, těmito částmi vždy vyplní celý blok, který po každé části zapíše na
disk, a po všech takových částech cyklus skončí a zbylá část dat o velikosti <=_blockSize se
zapíše do dalšího nového bloku. Každou část dat zapisuje metoda put pomocí metody putPart,
která obsah části přijatých dat pouze zkopíruje do mezipaměti block. 
Pro zápis bloku na disk i pro alokaci nového bloku používá metoda put metodu switchBlock,
která dále používá metody newBlock a  flushBlock, které provedou příslušné akce a navíc také
informují o vzniku příslušné události.
Metoda  put vrací  pozici  začátku  přijatých  dat  v  bloku.  Tento  údaj  je  důležitý  z  důvodu
položky  firstRecordOffset uvedené  v  každé  hlavičce  bloku.  Nejčastěji  uživatel  třídy
BlockStreamWriter jako  reakci  na  událost  afterNewBlock nastaví  proměnnou  firstRecordOffset
na hodnotu nenastaveno (-1) a po návratu z metody put pro zapsání první položky každého
záznamu nastaví proměnnou firstRecordOffset na návratovou hodnotu metody put za podmínky,
že proměnná firstRecordOffset nebyla nastavena (-1).
Problém však nastává u dat, která jsou několikanásobně větší, jako je velikost bloku. V tom
případě by předání návratové hodnoty metody put pro její následné zkopírování do proměnné
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firstRecordOffset bylo  již  dávno  zbytečné.  Znalost  pozice  začátku  dat  v  bloku  je  potřeba
nejpozději při opuštění bloku, tedy v okamžiku události  beforeWriteBlock. Proto tato událost,
stejně jako zprostředkovatelské metody switchBlock a flushBlock mají parametr offset, který nese
pozici začátku právě zapisovaného  data. V případě, že ovšem jsme tímto způsobem zapsali
druhou a  další  část  přijatých  dat,  je  parametr  offset roven  hodnotě  -1,  vyjadřující  „právě
zapisovaný  záznam  v daném  bloku  nezačíná“.  Proto  dokonce  můžeme  při  průzkumu
zapsaných souborů nalézt v hlavičkách některých bloků hodnotu FF FF FF FF tedy -1, která
vyjadřuje,  že v  tomto bloku není  žádný začátek  žádného záznamu,  ale  že v  tomto bloku
nalezneme pouze pokračování záznamu z minulého bloku.
Podobným způsobem jsou vyřešeny vícesložkové datové typy (v našem případě  Varchar),
kdy při zápisu první složky pomocí metody  put dostaneme pozici začátku celého datového
typu (první  volání  metody  put) a ten předáme jako nepovinný parametr  reportingOffset při
druhém volání metody put, která zapíše další složky datového typu. Pokud ve druhém volání
metody  put dojde  k přetečení  bloku,  je  události  beforeWriteBlock předána  nikoliv  pozice
začátku aktuální složky datového typu, ale pozice začátku první složky, kterou metoda  put
dostala  prostřednictvím  nepovinného  parametru  reportingOffset.  Tento  postup  je  potřebný
z toho  důvodu,  že nad  návratovou hodnotou  metody  put nemá vládu  třída,  která  zapisuje
jednotlivé záznamy (např. třída Table nebo Projection), ale pouze třída datového typu.
Další věc, kterou je potřeba, aby metoda put uměla, je sdělit, že pozice začátku právě přijatých
dat  se  umístí  bezprostředně  za  hlavičku  bloku.  Z  toho  důvodu  předává  metoda  put
prostřednictvím  metod  switchBlock a  newBlock události  afterNewBlock boolovský  parametr
firstPartToNewBlock, který je nastaven na hodnotu true, právě když pozice začátku první části
přijatých dat je bezprostředně za hlavičkou bloku a nebyl specifikován nepovinný parametr
reportingOffset,  který by prozrazoval existenci  začátku datového typu již v minulém bloku.
Tento postup je důležitý z důvodu vysvětleného v kapitole 3.7.
Vzhledem k používaným standardním funkcím jádra open,  lseek apod. je maximální velikost
souboru  2GB.  Knihovna,  kromě  použití  těchto  funkcí,  nijak  velikost  souboru  neomezuje,
proto  eventuálním  použitím  64bitových  variant  funkcí  pro  práci  se  soubory  můžeme
dosáhnout i větších velikostí souborů.
3.4 Čtení dat po blocích
Po  úspěšném  zápisu  dat  do  souboru  je  nutné  také  mít  prostředek  pro  čtení  toku  dat.
To zajišťuje třída BlockStreamReader, jejíž deklarace vypadá následovně:
class BlockStreamReader : public BlockStream {
  protected:
    int blocksize;
    int offset;
    void* block;
    string filename;
    int file;
    void* caller;
    int lastBlockLength;
    int blocks;
    int blocksRead;
    void getPart(int size, void* buf);
    void nextBlock(bool inner);
    bool pending;
  public:
    BlockStreamReader(string filename,void* caller);
    virtual ~BlockStreamReader() { if (block) free(block); }
    bool hasNextBlock();
    void nextBlock() { nextBlock(false); }
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    void (*afterNewBlock)(void* caller, void *sender);
    int getBlockCount() { return blocks; }
    int getBlockNo() { return blocksRead-1; }
    void setBlockNo(int blockNo);
    void setBlockOffset(int blockOffset);
    void get(int size,void* buf);
    bool hasMoreData() {return getBlockNo()<blocks-1 ||
offset<lastBlockLength;}
    void close();
};
Konstruktoru třídy předáme název souboru a ukazatel na objekt, který má být informovaný
o události afterNewBlock. 
Třída BlockStreamReader nabízí metody get a getPart, které jsou duální k metodám put a putPart
třídy BlockStreamWriter. Kromě sekvenčního čtení po jednotlivých záznamech resp. hodnotách
za využití  kombinace  metod  hasMoreData a  get dále  umožňuje  jak  sekvenční  přístup
po blocích  za využití  kombinace  metod  hasNextBlock a  nextBlock podobných  iterátorům,
tak náhodný  přístup  k  blokům  za využití  kombinace  metod  setBlockNo a  nextBlock.  Obě
poslední  uvedené  dvojice  by měly  být  následované  voláním metody  setBlockOffset,  která
nastaví aktuální pozici na první celý záznam nebo na libovolný jiný,  jehož pozici začátku
známe. Celkem tedy třída poskytuje tři různé přístupy k datům.
3.5 Datové typy
Jak již bylo řečeno výše, knihovna zatím disponuje dvěma datovými typy: Integer a Varchar.
Vnitřně jsou implementovány dvěma třídami  TInteger a  TVarchar a elementárními datovými
typy int a std::string. Obě tyto třídy implementují rozhraní AttrType, které deklaruje metody
int write(void *value, BlockStreamWriter* writer) const;
void* read(void *value, BlockStreamReader* reader) const;
Metoda write zapíše pomocí zapisovacího objektu writer hodnotu value a vrátí pozici začátku
zapsané hodnoty.
Metoda read dostane argumentem value ukazatel na prostor v paměti, který vyplní hodnotou,
kterou přečte ze vstupního souboru. Ukazatel na prostor v paměti následně vrátí. Vzhledem
k tomu, že tímto způsobem může přečíst i  hodnotu SQL NULL, kterou knihovna překládá
do prostředí programovacího jazyka C++ jako hodnotu NULL, tedy nulový ukazatel, může
metoda  read vrátit namísto ukazatele na prostor v paměti, který dostala v argumentu  value,
také ukazatel NULL. Ukazatelem na prostor v paměti je myšlen ukazatel na typ int v případě
datového  typu  Integer,  resp.  ukazatel  na  objekt  typu  std::string v  případě  datového  typu
Varchar (metoda  Varchar::read zde  využívá  nestandardní  konstruktor  třídy  string tvaru
string::string(char[] data, int size), který umožňuje do objektu string uložit i binární data, která
nekončí bytem 0x00.
3.6 Třída Attribute
Knihovna standardně nepoužívá pro čtení a zápis metody read a write tříd TInteger a TVarchar
přímo, ale přistupuje k nim nepřímo pomocí metod read a write třídy Attribute. Třída Attribute
zná jméno atributu tabulky, ukazatel na tabulku, do které atribut patří, a svůj datový typ. Právě
díky tomu, že zná svůj datový typ,  může pro čtení  a zápis  hodnot  vybrat  správnou třídu
z dvojice TInteger a TVarchar.
41
3.7 Ukládání po sloupcích
Pro každý RS záznam, který přečte na vstupu,  volá metodu  appendCSRecord,  tentokrát  již
na objektu koncové projekce.
Metoda  appendCSRecord volá pro každou hodnotu v RS záznamu metodu  appendItem, která
hodnotu  zapíše  za  pomoci  zapisovacího  objektu  sloupce  příslušnému  dané  hodnotě
do souboru sloupce. Tímto způsobem se sloupce vytvářejí synchronně – ve stejném okamžiku
je do každého sloupce přidána hodnota se stejným pořadovým číslem.
Vložením nového záznamu do souborů sloupců mohlo u některých souborů dojít k přetečení
bloku a tím zahájení zápisu do nového bloku. To je okamžik pro vložení příslušné informace
do adresáře: při přetečení bloku (addProjBlockHeader) se informace o nově přetečivším sloupci
vloží do fronty  pendingDirItems. Ve frontě čeká, než se zpracuje celý RS záznam (parametr
metody  appendCSRecord).  Na  konci  metody  appendCSRecord se  zavolá  metoda
resolvePendingDirItems, která vloží všechny čekající informace o přetečivších sloupcích, které
vznikly zápisem posledního záznamu číslo ČZ, do adresáře (metoda appendDirItem) v podobě
trojic  (ČZ+1;  ČA;  ČB).  Tento  záznam tedy vyjadřuje,  že  začátek  následujícího  záznamu
(číslo ČZ+1) bude již v novém bloku.
Proč  je  zápis  informace  do  adresáře  opožděný a  trojice  se  do  adresáře  zapisují  až  poté,
co se zapíše celý RS záznam do svých sloupců? Hodnota atributu ČA v záznamu ČZ může
totiž být natolik velká, že přeteče vícekrát. Kdyby se trojice v adresáři zapisovaly okamžitě,
bude v adresáři několik trojic (ČZ+1; ČA; ČB), (ČZ+1; ČA; ČB+1), (ČZ+1; ČA; ČB+2) atd.
Opožděným zápisem se tak do adresáře zapíše pouze poslední trojice.
Metoda  resolvePendingDirItems je  rozdělena  na  dvě  části:  v  jedné  z  jejích  dávných  podob
se sestávala pouze ze své druhé části. Ta do adresáře zapsala prostě trojici (ČZ+1; ČA; ČB),
kde ČB je aktuální číslo bloku (immediateBlockNo). Později ovšem bylo zjištěno, že hodnota,
která se do bloku sloupce nevešla už ani jedním bytem a její začátek byl již v novém bloku,
by způsobila, že se v adresáři objeví informace, že až hodnota následující (ČZ+1) je v novém
bloku. Proto v metodě  resolvePendingDirItems přibyla její první, mladší část, která řeší právě
takové výjimečné situace a do adresáře přidá namísto trojice (ČZ+1; ČA; ČB) efektivnější
trojici (ČZ; ČA; ČB). Pokud taková hodnota je větší než velikost bloku (tudíž zápisem této
hodnoty sloupec přetekl  více než  jednou),  zapíše první  část  metody  resolvePendingDirItems
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trojici  (ČZ;  ČA;  ČB)  a  druhá  část  metody  standardní  trojici  (ČZ+1;  ČA;  ČB+n),
kde ČB=firstPartToNewBlockBlockNo a ČB+n=immediateBlockNo.
Výjimečně může nastat jedna kuriózní situace. Pokud zápis hodnoty způsobil, že blok přetekl
a konec  hodnoty  vyšel  na  poslední  byte  nového  bloku,  zapíše  druhá  část  metody
resolvePendingDirItems do adresáře trojici (ČZ+1; ČA; ČB). Při zápisu následující hodnoty se
ale okamžitě zahájí zápis do dalšího nového bloku a první část metody resolvePendingDirItems
umístí  do  adresáře  trojici  (ČZ+1;  ČA;  ČB+1).  Tato  nepřesnost,  ke  které  bude  docházet
ve velmi výjimečných situacích, nebude na závadu.
Zápisem trojic do adresáře mohlo dojít také k přetečení bloku adresáře; to řeší posledních
několik řádků metody  resolvePendingDirItems,  které novému bloku adresáře vyplní  (metody
fillDir1stBlockHeader a  fillDirBlockHeader)  jeho  hlavičku  informacemi  skládajícími  se
z následujícího čísla záznamu a aktuálními čísly bloků všech sloupců (immediateBlockNo). 
S vyplňováním hlavičky bloku adresáře také souvisí posunutí prvního celého záznamu bloku
adresáře  (firstRecordOffset).  Prvním  celým  záznamem je  zde  myšlen  až  záznam,  který  se
do adresáře zapíše až po vyplnění hlavičky bloku. Za hlavičkou bloku tak může být několik
trojic s čísly ČZ (od první části metody resolvePendingDirItems) a ČZ+1 (od druhé části metody
resolvePendingDirItems), které sice jsou v novém bloku, ale počítají se ještě do toho starého
(informace z nich jsou zkopírované do hlavičky nového bloku adresáře). Proto je na konci
metody   resolvePendingDirItems vynucené  nastavení  proměnné  firstRecordOffset na  hodnotu
nenastaveno (-1). Položka firstRecordOffset se do hlavičky vyplňuje jindy – až v době zápisu
bloku na disk.
Ukázka skutečného příkladu hlavičky adresáře (s absolutními hodnotami):
00000FF0 A9 00 00 00 │ 04 00 00 00 │ B9 00 00 00 │ AA 00 00 00 
00001000 38 00 00 00 │ AA 00 00 00 │ AE 00 00 00 │ 00 00 00 00 
00001010 00 00 00 00 │ 00 00 00 00 │ BA 00 00 00 │ 00 00 00 00 
00001020 00 00 00 00 │ 00 00 00 00 │ AE 00 00 00 │ AA 00 00 00 
00001030 04 00 00 00 │ BA 00 00 00 │ AB 00 00 00 │ 00 00 00 00 
00001040 AF 00 00 00 │ AB 00 00 00 │ 04 00 00 00 │ BB 00 00 00 
Modrou  barvou  jsou  označeny  trojice  po  řadě:  (0xA9;0x4;0xB9),  (0xAA;0x0;0xAE),
(0xAA;0x4;0xBA),  (0xAB;0x0;0xAF),  (0xAB;0x4;0xBB).  Zápis  druhé  trojice
(0xAA;0x0;0xAE) je po své první složce přerušen náhlým koncem prvního bloku adresáře
a pokračuje  dalšími  dvěma  složkami  až  za  hlavičkou  druhého  bloku.  Na  druhém  řádku
(s indexem 0x1000)  začal  druhý  blok  adresáře,  na  jeho  začátku  se  tedy nalézá  hlavička:
růžovou barvou posunutí prvního celého záznamu bloku, zelenou barvou počáteční číslo ČZ
druhého bloku a žlutou barvou šest čísel bloků pro šest sloupců. Mezi trojicemi se neustále
střídají trojice (…;0;...) a (…;4;...). Vidíme, že tedy sloupce s pořadovým číslem 0 a 4 jsou
nejčastěji (a pravidelně) přetékající. Hlavička obsahuje ČZ=0xAA, podobně jako druhá a třetí
trojice  (0xAA;0x0;0xAE),  (0xAA;0x4;0xBA).  Dále  obsahuje  čísla  bloků  všech  sloupců:
všechny sloupce  mají  záznamy s  pořadovým  číslem 0  až  0xAA na  prvním bloku  (0x0),
až na sloupce 0 a 4 – ty mají svůj záznam s pořadovým číslem 0xAA na bloku číslo 0xAE pro
sloupec 0 a bloku číslo 0xBA pro sloupec číslo 4. „Prvním celým záznamem“ druhého bloku
adresáře  je  ve  skutečnosti  až  druhý  celý  záznam  bloku:  (0xAB;0x0;0xAF),  který  začíná
na pozici 0x38.
Čteme-li  adresář  sekvenčně  a  nevšímáme-li  si  obsahu  hlavičky,  narazíme  na  trojice
(0xA9;0x4;0xB9),  (0xAA;0x0;0xAE),  (0xAA;0x4;0xBA),  (0xAB;0x0;0xAF),
(0xAB;0x4;0xBB).  Čteme-li  adresář  až od druhého bloku, pak hlavička nahrazuje fiktivní
trojice  (0xAA;0x0;0xAE),  (0xAA;0x1;0x0),  (0xAA;0x2;0x0),  (0xAA;0x3;0x0),
(0xAA;0x4;0xBA),  (0xAA;0x5;0x0),  (0xAA;0x6;0x0)  a  od  pozice  0x38  následují  již
skutečné trojice (0xAB;0x0;0xAF), (0xAB;0x4;0xBB). Z hlediska smyslu adresáře – trojice
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aktualizují poslední známý údaj o pozicích záznamů v blocích sloupců – je druhý přístup
konzistentní a podává informace podle stejného principu, jako první přístup. Pokud bychom
trojice  zapisovali  s  relativními  hodnotami  a  pouze  v hlavičce  byly  hodnoty  absolutní,
podávaly by oba  přístupy stejné  informace:  poslední  dvě  trojice  (v relativní  podobě  jako
(0x1;0x0;0x1)  a  (0x0;0x4;0x1)  )  by  byly  pomocí  obou  přístupů  interpretovány  stejně:
v absolutní hodnotě jako (0xAB;0x0;0xAF) a (0xAB;0x4;0xBB). Ukázka stejného příkladu,
tentokrát s relativními hodnotami:
00000FF0 ?? 00 00 00 │ 04 00 00 00 │ ?? 00 00 00 │ 01 00 00 00 
00001000 38 00 00 00 │ AA 00 00 00 │ AE 00 00 00 │ 00 00 00 00 
00001010 00 00 00 00 │ 00 00 00 00 │ BA 00 00 00 │ 00 00 00 00 
00001020 00 00 00 00 │ 00 00 00 00 │ ?? 00 00 00 │ 00 00 00 00 
00001030 04 00 00 00 │ 01 00 00 00 │ 01 00 00 00 │ 00 00 00 00 
00001040 01 00 00 00 │ 00 00 00 00 │ 04 00 00 00 │ 01 00 00 00 
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Závěr
Práce si  kladla za cíl  detailní  rozpracování  problematiky implementace prostředí  C-Store.
Výstupem je  jednoduchá  implementace  dvou  základních  funkčností  databáze  –  vytvoření
databáze (včetně počátečního naplnění daty) a rozhraní pro dotazování.
Implementace  zápisové  části  databáze  byla  přímočará  co  do  náročnosti  algoritmů,  volby
metod  a  formulace  teoretického  pozadí.  Jediným  netriviálním  úkolem  v  této  části
implementace bylo určení pořadí stavby spojovacích indexů mezi jednotlivými projekcemi
a její realizace, a to i pro případ, kdy hrany spojovacích indexů v grafu schématu tvoří cykly.
Pro zefektivnění řešení tohoto problému byl použit algoritmus topologického třídění spolu
s hledáním silně  souvislých  komponent  orientovaného  grafu.  Celkově  byla  implementace
zápisové části časově náročná. Připravili jsme analýzu a kompletní implementaci převodu dat
z uspořádání RS do uspořádání CS. Ta se dá považovat za dobrý základ pro další zkoumání
problematiky C-Store.
Více zajímavá, i  když rozsahově menší, byla implementace dotazovacího prostředí.  V této
oblasti se  podařilo v určitém směru pokročit nad rámec původních cílů práce.  Z počátku
vymezeným  cílem  bylo  navrhnout  a  detailně  rozpracovat  sadu  operátorů  pro  dotazování
nad daty. Při vytváření základní představy o této sadě jsme konzultovali článek [1]. Pak jsme
řešili  teoreticky  zajímavý  problém  formulace  pravidel  pro  tvorbu  dotazovacích  stromů.
Přínosem této části je samotná existence pravidel pro popis jednotlivých operátorů a metrika
jejich vzájemné kompatibility využívaná při jejich skládání.
Výrazným přínosem pro problematiku sloupcově orientovaných SŘBD je rozšíření původního
návrhu systému C-Store o přímý přístup. Vypracovaná implementace má tak vedle možnosti
číst  rychle  celý  sloupec,  také  možnost  efektivnějšího  přístupu  k  některé  jeho  položce.
Tím jsme výrazně omezili množství V/V operací. Navíc jsme určili základní sadu pravidel
pro optimalizaci dotazů. 
Implementační  část  není  kompletním  produktem  poskytujícím  všechny  běžně  využívané
prostředky.  Nicméně  poskytuje  funkční  prostředí  od  specifikace  schémat  databáze,
přes složité plnění daty,  až po testování některých dotazů a připravila tak možnost dalšího
vývoje systému C-Store a jeho obohacení o další operátory.
Už v době jejího vývoje, byla práce propůjčena jako základ pro jinou diplomovou práci, která
řešila ukládání XML databáze pomocí sloupcově orientovaného SŘBD. Práce se tak musela
vypořádávat s konkrétními praktickými požadavky reálných aplikací a tím byla verifikována.
Navzdory  tomu  se  však  nepodařilo  zcela  naplnit  jeden  bod  původního  zadání  –  provést
experimenty  na  reálných  datech.  Měření,  které  by  ukázalo  spolehlivé  výsledky  použité
metody, je totiž záležitostí optimalizace použitých datových struktur a optimalizace použitého
dotazu. Nastínili jsme některá pravidla pro optimalizaci dotazu, nicméně tato pravidla nejsou
úplná  a  vyžadují  hlubší  bádání.  Doporučujeme  systematicky  prostudovat  oblast  určování
optimálních  schémat  CS  databáze  nutných  pro  smysluplné  prostředí  pro  kladení  dotazů
a získání  výstupů  v optimálním čase.  Praktické  měření  doporučujeme jako součást  těchto
studií.
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