Génération d'états cohérents et comprimés pour des algèbres et superalgèbres de symétrie de systèmes quantiques by Alvarez Moraga, Nibaldo
Université de Montréal
Génération d’états cohérents et comprimés
pour des algèbres et superalgèbres
de symétrie de systèmes quantiques
Par
Nibaldo Alvarez Moraga
Département de Mathématiques et de Statistique
Faculté des Arts et des Sciences
Thèse présentée à la Faculté des études supérieures
en vue de l’obtention du grade de
Philosophiœ Doctor (Ph.D.)
en Mathématiques
Mai, 2004
© Nibaldo Alvarez Moraga, 2004
\) otfl
Université
de Montréal
Direction des bibliothèques
AVIS
L’auteur a autorisé l’Université de Montréal à reproduire et diffuser, en totalité
ou en partie, par quelque moyen que ce soit et sur quelque support que ce
soit, et exclusivement à des fins non lucratives d’enseignement et de
recherche, des copies de ce mémoire ou de cette thèse.
L’auteur et les coauteurs le cas échéant conservent la propriété du droit
d’auteur et des droits moraux qui protègent ce document. Ni la thèse ou le
mémoire, ni des extraits substantiels de ce document, ne doivent être
imprimés ou autrement reproduits sans l’autorisation de l’auteur.
Afin de se conformer à la Loi canadienne sur la protection des
renseignements personnels, quelques formulaires secondaires, coordonnées
ou signatures intégrées au texte ont pu être enlevés de ce document. Bien
que cela ait pu affecter la pagination, il n’y a aucun contenu manquant.
NOTICE
The author cf this thesis or dissertation has granted a nonexclusive license
allowing Université de Montréal to reproduce and publish the document, in
part or in whole, and in any format, solely for noncommercial educational and
research purposes.
The author and co-authors if applicable retain copyright ownership and moral
rights in this document. Neither the whole thesis or dissertation, nor
substantial extracts from it, may be printed or otherwise reproduced without
the author’s permission.
In compliance with the Canadian Privacy Act some supporting forms, contact
information or signatures may have been removed from the document. While
this may affect the document page count, it does flot represent any loss of
content from the document.
Université de Montréal
Falculté des études supérieures
Cette thèse intitulée:
Génération d’états cohérents et comprimés
pour des algèbres et superalgèbres
de symétrie de systèmes quantiques
présentée par
Nibaldo Alvarez Moraga
a été évaluée par un jury composé des personnes suivantes:
Yvan Saint-Aubin
(président-rapporteur)
Véronique Hussin
(directrice de recherche)
Miche! Grundland
(membre du jury)
Yvan Saint-Aubin
(réprésentant du doyen)
Wojtek Zakrzewski
(examinateur externe)
représenté par Pavel Winternitz
Thèse acceptée
le 25 août 2004
A mes parents,
nies enfants
Nibaldo et Vicente
et leur mère Marra
et toute ma famille
C$ommaire
L’objet de ce travail est de générer des états cohérents et comprimés associés à des
algèbres et superalgèbres de Lie de symétrie de systèmes quantiques caractérisés par une
équation d’évolution temporelle et un Hamiltonien.
La méthode que nous suivons pour obtenir tels états consiste à déterminer, en premier
lieu, l’ensemble des états propres d’algèbres ou de superalgèbres, définis comme l’ensemble
d’états propres de combinaisons linéaires complexes des générateurs de ces algèbres ou su
peralgèbres. Ensuite, en ce qui concerne les algèbres, nous choisissons parmi ces combinai
sons, des paires d’opérateurs hermitiens et nous les connectons avec le concept d’états mini
maux d’incertitude, pour construire ainsi les états cohérents et comprimés generalisés désirés.
Par ailleurs, autant pour les algèbres que les superalgèbres, nous choisissons parmi ces com
binaisons, les opérateurs d’annihilation généralisés d’une classe determinée de systèmes phy
siques et nous construisons les états cohérents ou supercohérents associés.
Nous étendons les considérations précédentes à la génération d’états cohérents et com
primés associés à des groupes quantiques ou algèbres de Hopf déformées obtenus en appli
quant la méthode de la matrice R, la matrice universelle vérifiant l’équation quantique de
Yang-Baxter.
Parmi les systèmes quantiques dont nous nous servons pour illustrer les concepts
précédents, se trouvent les oscillateurs harmoniques standard et supersymétrique, les systèmes
de Pauli, de Jaynes-Cummings et une extension supersymétrique de ce dernier.
En considérant leurs algèbres de symétrie, nous contruisons de nouvelles classes d’états
cohérents généralisant une gamme importante de tels états obtenus dans la littérature, comme
les états cohérents standards de su(2), les états super-cohérents d’Aragone et Zipmann ainsi
que les états supercohérents associés à l’oscillateur harmonique supersymétrique. Parmi les
classes d’états comprimés généralisés que nous obtenons, nous comptons une classe d’états
minimaux d’incertitude associés à la superalgèbre orthosymplectique osp(2/2).
iv
VD’autre part, en nous basant sur la construction d’opérateurs d’annihilation appropriés,
nous définissons de nouveaux Hamiltoniens Hermitiens, i—pseudo-Hermitiens et —pseudo
super-Hermitiens isospectraux avec l’Hamiltonien de l’oscillateur harmonique standard, en
plus d’autres Hamiltoniens que nous avons appelés canoniques et non canoniques. Les états
cohérents associés à ces Hamiltoniens ont aussi été calculés.
Finalement, nous appliquons les considérations précédentes pour obtenir les états propres
d’algèbres associés à des algèbres quantiques déformées de Heisenberg. Nous obtenons ainsi
de nouvelles classes d’états cohérents et comprimés déformés associés à l’oscillateur harmo
nique standard.
Mots Clés
Symétries et supersymétries des systèmes quantiques, algèbre et superalgèbre, états propres,
états cohérents et comprimés généralisés, groupes quantiques déformés, Hamiltoniens
—pseudo-Hermitiens.
o
CAbstract
The goal of this work is to generate coherent and squeezed states associated to Lie alge
bra and superalgebra of symmetries of quantum systems characterized by a temporal evolu
tion equation and a Hamiltonian.
The method we follow to obtain such states consists to determine, firstly, the set of alge
bra or superalgebra eigenstates, defined as the set of eigenstates of complex linear combina
tions of generators of these algebras or superalgebras. Afterward, with respect to the algebras,
we choose between these combinations, pairs of hermitian operators and we connect them
with the minimum uncertainty states concept, to construct the desired coherent and squee
zed states. On the other hand, for both the algebras and superalgebras, we choose between
these combinations, the generalized annihilation operators of a determined class of physical
systems and we construct the associated coherent or supercoherent states.
We extend these considerations to generate coherent and squeezed states associated to
quantum groups or deformed Hopf algebras obtained by applying the R-matrix method, the
universal maflix satisfying the quantum Yang-Baxter equation.
Among the quantum systems that help to illustrate the preceding concepts, we consider
the standard and supersymmetric harmonic oscillators, the Pauli and the Jaynes-Cummings
systems and a supersymmetric extension of this last.
Considering their symmetry algebras, we construct new classes of coherent states that
generalize an important class of such states obtained in the literature, as the standard su(2)
coherent states, the Aragone and Zipmann’s super-coherent states and also the supercoherent
states associated to the supersymmetric harmonic oscillator. Among the classes of squeezed
states that we obtain, we have a class of minimum uncertainty states associated to the ortho
symplectic superalgebra osp(2/2).
On the other hand, based on the construction of suitable annihilation operators, we de
fine the new Hermitian, —pseudo-Hermitian and ij—pseudo-super-Hermitian Hamiltonians,
vi
VII
Ç isospectral to the standard harmonic oscillator in addition to the Hamiltonians that we have
called canonical and non-canonical. The coherent states associated to these Hamiltonians are
also computed.
Finally, we apply the preceding considerations to obtain the algebra eigenstates asso
ciated to the deformed quantum Heisenberg algebra. In this way, we get the new classes of
deformed coherent and squeezed states associated to the standard harmonic oscillator.
Key words
Symmetries and supersymmetries of quantum systems, algebra and superalgebra
eigenstates, generalized coherent and squeezed states, deformed quantum groups, ïj—pseudo
Hermitian Hamiltonians.
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CIntroduction
Le système d’états non orthogonaux introduits par Schrôdinger[1] en 1926 pour décrire
les paquets d’ondes non étendus associés aux oscillateurs quantiques a été repris comme objet
d’étude, entre autres, par Klauder[2, 3] et Glauber[4, 5]. C’est justement ce dernier qui l’a
dénommé système d’états cohérents pour son utilité, en théorie quantique, dans la description
d’un faisceau cohérent de lumière laser. En mécanique quantique, les états cohérents associés
au système formé d’une particule de masse m soumise à l’action d’un potentiel quadratique,
appelé oscillateur harmonique standard, décrit par l’Hamiltonien H0 = (p2/2m) + (kx2/2)
où x et p représentent les opérateurs de position et impulsion de la particule, respectivement,
et k la constante de couplage, peuvent être définis de trois façons équivalentes:
a) Ils sont formés des états propres de l’opérateur d’annihilation a, défini par la rela
tion a = (mwx + ip)/’/2rnwh où h est la constante de Planck et w
=
est la
fréquence angulaire. En fait, les opérateurs x and p agissent sur les fonctions I) de
l’espace d’Hilbert standard 7-t0, qui représentent les états du système, et vérifient les
relations de commutation d’Heisenberg-Weyl [x,p] = ihl, où I est l’opérateur identité.
En termes des opérateurs d’annihilation a et de création at (l’adjoint de a), l’Hamil
tonien H0 prend la forme H0 hw(ata + 1/2) et les relations de commutation de
Heisenberg-Weyl deviennent [a,at] = I. En vertu de cette relation de commutation
et du fait que [Ho,al = —hwa, si {tn)}0 dénote l’ensemble d’états propres ortho
normaux d’énergie, dans la représentation de Fock, te]s que Hoin) = Ein), avec
hw(n + 1/2), alors l’action de l’annihilateur a sur les états propres d’énergie est
donnée par aiim) = \/I — 1), en particulier alo) = 0. De la même façon, on trouve
que l’action de l’opérateur a sur ces états est donnée par atin) = Jn + lin + Ï). C’est
ainsi que, si l’on veut connaître les états propres de ci, i.e., les solutions de l’équation(J\
aux valeurs propres aiz) = ziz), on peut insérer la solution du type z)
= =O cn),
c e C, n = 0,1,..., dans cette équation et obtenir, après quelques manipulations, les
2C états cohérents normalisés z) = exp (—1z12/2) exp (za)I0).
b) Ils sont aussi associés à l’orbite de l’état fondamental 10) sous l’action d’un opérateur
unitaire de déplacement
D(z) =exp(zat_a). (1)
En effet, en utilisant la formule de Baker-Campbell-Hausdorff (BCH)[6], il est aisé de
démontrer que D(z)IO) = exp (IzI2/2) exp (zat) exp (a)l0), et comme alO) = 0, on
récupère le résultat obtenu en a).
c) Enfin, ils constituent les états minimaux d’incertitude, i.e., les états qui minimisent
la relation d’incertitude de Heisenberg-Weyl (RIHW),
(Ax)2(p)2 [((_i[x,p]))j2 (h2/4) (2)
La dispersion (x)2 est définie par (x)2 = Q/’Ix2l)
— (‘bIxI’b)2, où (IxIî)
représente la valeur moyenne de l’opérateur x dans l’état I) et une définition simi
laire pour la valeur moyenne de l’opérateur x2. On peut, en effet, facilement démontrer
que les états I) qui satisfont ali/’) = zçb), z E C, vérifient l’égalité dans la RIHW.
De plus, on a (Ax)2 = (p)2 h/2.
Pour des systèmes quantiques arbitraires, caractérisés par l’Hamiltonien H et l’équation
d’évolution temporelle du type Schrôdinger i/BtliJ) = HI/’), il existe des généralisations du
concept d’états cohérents, non tout-à-fait équivalentes, qui consistent essentiellement en des
extensions des trois définitions précédentes accompagnées d’interprétations physiques plau
sibles. Si L représente l’algèbre de Lie des symétries dynamiques de cette équation ou une
sous-algèbre de celle-ci, et G le groupe local correspondant obtenu en exponentiant l’algèbre
£, alors on appelle système d’états cohérents généralisés, l’ensemble des états {l)} dans
l’espace d’Hilbert 7-i, qui s’ajuste à l’une des trois définitions suivantes:
d) Les états propres d’un opérateur d’annihilation A du système. Par exemple, lorsque
H a un spectre discret et ses états propres sont denotés par E7,), n = 0,1,... , l’opéra
teur À, à une transformation unitaire près, peut être défini[7] à travers la relation de
commutation [H,ÀJ = —ÀJV, où .Af est un opérateur tel que
/IE) = (E — E1) E). (3)
3C e) A la façon de Perelomov[8], on a la définition groupe théorique. L’ensemble des
états {Rb,), g e G}, tels que i/) = T(g)/’o), où T(g) est une représentation unitaire
et irréductible du groupe G, agissant sur les états de l’espace d’Hilbert 7i, et Io) est
un état fixé dans cet espace. Si fï est le sous-groupe (maximal) d’isotropie pour l’état
bo), i.e., T(h)0) = eia(I)çb0), c(h) e R, Vii e .Ù, alors un état cohérent )
est déterminé par un point x = x(g) dans l’espace quotient G/fi, correspondant à
l’élément g : ‘/.‘) = ex),’çbo) = O). Les états cohérents généralisés dépendent
essentiellement du choix de l’état Jo). Le problème revient donc à choisir l’état
pour engendrer des états de l’espace d’Hilbert 7-(, les plus proches des états classiques.
Pour cela, on doit étendre l’algèbre de Lie £ du groupe G à l’algèbre complexe £
et considérer dans L3 la sous-algèbre d’isotropie B pour l’état i.e., l’ensemble
des éléments T de £ = iL:0 qui satisfont TII)o) = )rLiJ.’0), ?‘T e C. Les états
cohérents engendrés à partir des états I’bo) dont la sous-algèbre B est maximale sont
les plus proches des états classiques (B est maximale lorsque B = £, où l est
l’algèbre des éléments hermitiens conjugués des éléments appartenant à B). Une des
propriétés importante de ces états cohérents généralisés est qu’ils sont surcomplets. La
complétude est une conséquence directe de l’irréductibilité de la représentation T(g).
f) Ce sont des états qui minimisent la relation d’incertitude de Schridinger-Robertson
[6, 9, 10, 11, 121. Soit I) un état normalisé décrivant l’évolution d’un système quan
tique, la valeur moyenne et la dispersion dans cet état d’une observable physique
représentée par un opérateur hennitien A sont données par (A)
= (IAI) et (AA)2 =
(112)
— (11)2, respectivement. Pour deux opérateurs hermitiens A et B tels que
[A,B] = iC, C 0, (4)
le produit de leurs dispersions satisfait la relation d’incertitude de Schridinger-Robertson
(RISR)
(AA)2(B)2 > ((C) + (F)2) (C)2, (5)
où l’opérateur F est hennitien et donné par F = {A — (11)1,3 — (B)I}, où { , } dénote
l’anti-commutateur. (F) est une mesure de la corrélation entre A et B. Par conséquent,
les états qui minimisent la RISR vérifient l’équation aux valeurs propres
[A + iB]b)
= ), /3,\ e C, 0. (6)
4Pour ces états, on a
(AA)2(AB)2 = ((C)2 + (F)2) = A2 (7)
avec
(AA)2 = jÀA (AB)2 = ‘A (8)
Il est clair que ces états dépendent du paramètre À. On appelle états cohérents ceux qui
minimisent la RISR pour des valeurs de À telles que À == 1 et états comprimés[13J
ceux qui minimisent la RISR pour des valeurs de À telles que À! 1. On s’aperçoit
que pour les états cohérents ainsi définis, la dispersion de l’opérateur A est égale à la
dispersion de l’opérateur B et toutes les deux sont égales au facteur A. Pour les états
dits A-comprimés tels que IÀI < 1, la dispersion de l’opérateur A est plus petite que
A et La dispersion de l’opérateur B est plus grande que A, i.e., (AA)2 <A < (A3)2.
Ces inégalités sont renversées dans les cas des états B-comprimés.
Dans les définitions sur les états cohérents généralisés données en d) et f), on voit que
pour obtenir ces états, il faut résoudre une équation aux valeurs propres. Dans certains cas
d’intérêt, l’ensemble de ces états cohérents forme un sous-ensemble de l’ensemble des états
propres d’un opérateur construit comme une combinaison linéaire, à coefficients complexes,
des générateurs de l’algèbre dynamique du système quantique considéré. Les éléments de
cet ensemble ont été appelés, par Brif[14], les états propres d’algèbres associés à l’algèbre
de Lie £. En général, si L est une algèbre de Lie engendrée par l’ensemble d’opérateurs
a1 ,a2,. .
.
,a, les états propres d’algèbres b) associés à L sont déterminés par l’équation
aux valeurs propres:
[iai] !)=zI), (9)
où cj e C, Vi = 1,2,... ,rn., z e C et Ib) est un état dans l4), l’espace d’HiÏbert de
représentation de l’algèbre.
Par exemple, dans le cas de l’oscillateur harmonique de dimension 1, l’algèbre de Lie
dynamique standard[15] est isomorphe à l’algèbre so(2,1) h(2), où so(2,1) est engendrée
par l’Hamiltonien H et les générateurs C+(t) = e_2t(af)2,G(t) = e2iwta2 et h(2),
l’algèbre de Heisenberg-Weyl, engendrée par les générateurs {A_(t),A+(t),I}, où
A(t) = e’»a and A+(t) = e_tat.
5C Les états propres d’algèbres associés à cette algèbre s’obtiennent en résolvant l’équation
aux valeurs propres[16]
{c_A_(t) + c±À+(t) + 3I + /3_C_(t) + /3±C±(t) + /33H1Ib) = zb), (10)
où c3,/3,/33,z e C. Il est aisé de démontrer que les états cohérents et comprimés
standard associés à ce système sont un sous-ensemble des états propres d’algèbres associés à
l’algèbre de Heisenberg-Weyl, obtenus en résolvant (10), pour les valeurs particulières des
paramètres i3+ = = O et ci O. Les états propres d’algèbres associés à d’autres
algèbres ont aussi été calculés. Par exemple, dans le cas de l’algèbre su(2), différentes
approches ont été utilisées telles que le formalisme de la “constellation”[17], la méthode des
équations différentielles ordinaires du premier ordre[ 14] ou encore la méthode des opérateurs
ordonnés[18J. Il en est de même dans le cas de l’algèbre su(1,1)[14, 181. Dans ces approches,
il a été démontré que les états cohérents généralisés de Perelomov associés aux groupes
SU(2) et SU(Ï,1) sont des sous-ensembles de l’ensemble des états propres d’algèbres
associés aux algèbres su(2) et sn(1,Ï), respectivement.
Il existe des systèmes quantiques[19, 201 dont l’algèbre dynamique associée n’est pas
une algèbre de Lie mais plutôt une superalgèbre de Lie[21] ou encore dont le groupe d’inva
riance associé est un supergroupe de Lie. En fait, l’apparition des concepts de superalgèbres
et de supergroupes, entre autres, vient du souci de traiter d’une façon unifiée les systèmes
quantiques avec des degrés de liberté bosoniques et fermioniques. Les définitions des états
cohérents généralisés associés à une algèbre de Lie ou un groupe de Lie ont alors été étendues
au cas de superalgèbres de Lie ou supergroupes de Lie. En effet, une généralisation de la
définition e) a été donnée[20, 221 pour le cas de supergroupes de Lie. Des applications de
cette définition pour obtenir les états supercohérents associés au système de l’oscillateur har
monique supersymétrique ont été discutées[22, 231. Elles tiennent compte de la possibilité
d’obtenir ces superétats conmie états propres d’un opérateur d’annihilation ou encore comme
états minimaux d’incertitude. Les états supercohérents pour le modèle t—J, qui correspondent
essentiellement aux états supercohérents associés à la superalgèbre de Lie u(1/2; C), ont
été calculés[20J en généralisant la définition de Perelomov[8]. La formule de BCH pour
factoriser les éléments du supergroupe U(1/2; C), exprimés comme des exponentielles de
combinaisons linéaires d’éléments de la superalgèbre, a été appliquée dans le but de trouver
le sous-supergroupe d’isotropie des états de plus haut poids, obtenus à l’aide de la structure
6Ç de superalgèbre de Cartan de u(1/2; C). Les formes explicites de ces états supercohérents
peuvent aussi être obtenues en utilisant la méthode de factorisation des éléments du super-
groupe au moyen de supermatrices[24].
Une définition des états supercohérents généralisés pour un supergroupe associé à une
superalgèbre de Lie dynamique générale (avec emphase sur les superalgèbres pour lesquelles
une base de Cartan-Weyl peut être définie) et les propriétés algébriques et geométriques de
ces états a aussi été donnée[25J en suivant la méthode de Perelomov[$].
Par ailleurs, les états supercomprimés généralisés associés à une superalgèbre de Lie,
n’ont été définis que pour certaines superalgèbres en imitant leur structure dans le cas de
l’oscillateur harmonique standard, c’est-à-dire, en appliquant un opérateur unitaire de super-
compression sur un état supercohérent du système{261.
De plus, des états cohérents associés à des algèbres de Lie déformées et à des groupes
quantiques[27, 2$] ont été déterminés. C’est le cas, par exemple, de la q—algèbre de l’oscilla
teur [29, 30], les algèbres de Hopf quantiques déformées suq(2) et snq(1,1)[291. En général,
la construction de tels états se base sur la définition d’un opérateur d’annihilation déformé,
sur l’application du concept d’états cohérents de Perelomov (dans le cas des groupes quan
tiques compacts[3 1]) ou encore sur les propiétés de sur-complétude et résolution de l’identité
de ces états.
L’ objectif de ce travail est d’utiliser et de généraliser le concept d’états propres d’algèbres
pour construire de nouvelles classes d’états cohérents et comprimés généralisés associés à
des algèbres et superalgèbres de symétries de systèmes quantiques. De plus, nous voulons
établir une correspondance avec les conditions physiques régissant la définition de tels états,
par exemple, les états propres d’un certain opérateur d’annihilation ou les états minimaux
d’incertitude. Nous voulons également étendre ces concepts pour inclure les groupes quan
tiques. Plus précisément, des groupes quantiques construits à l’aide de la méthode de la ma
trice R[32, 33, 34, 35] qui fournissent des algèbres et superalgèbres déformées des structures
usuelles, comme par exemple, l’algèbre et la superalgèbre de Heisenberg-Weyl.
Dans le chapitre 1, nous rappelons les concepts d’algèbres de symétries associées à des
systèmes quantiques. D’abord, nous introduisons les notions d’algèbres de Lie d’invariance
cinématique et dynamique maximales. Ensuite, nous décrivons l’algèbre de Lie d’invariance
C cinématique maximale[15] pour le système de l’oscillateur harmonique de dimension p, où
7Ç p est entier positif. Enfin, nous donnons l’algèbre de Lie d’invariance dynamique maximale
standard[36] pour ce système. Ce chapitre ne contient pas d’éléments originaux mais permet
de mettre en évidence les notations et définitions utilisées dans la suite de notre travail.
Dans le chapitre 2, nous implémentons une procédure basée sur la méthode de prolon
gation de champs de vecteurs[37, 38] et sur le concept de symétrie dynamique, pour obtenir
les superalgèbres de Lie de symétries et supersymétries des systèmes quantiques caractérisés
par les Hamiltoniens de l’oscillateur harmonique supersymétrique[39J, de Pauli, de Jaynes
Cummings[40] et par un Hamiltonien supersymétrique représentant une généralisation de ce
dernier. Ce chapitre constitue une contribution originale[41] qui prolonge les éléments du
chapitre 1.
Le chapitre 3 consiste en un article original[42] qui fut le premier a être publié dans le
cadre de cette recherche. Nous calculons les états propres d’algèbres pour l’algèbre de Lie
h(2) EBsn(2) (que dans cet article nous dénotons h(1) su(2)), c’est-à-dire, la somme directe
de l’algèbre de Heisenberg-Weyl, h(2), et de l’algèbre de spin, su(2). Nous nous servons de
ce calcul et du concept d’états minimaux d’incertitude liés à la RISR, pour obtenir les états
cohérents et comprimés généralisés associés à des couples d’opérateurs hermitiens formés
d’une combinaison linéaire, à coefficients complexes, des générateurs de cette algèbre. Pour
un choix particulier des paramètres et en considérant la représentation de spin j = de su(2),
nous retrouvons les états super-cohérents introduits par Aragone et Zypman[431, construits
comme les états propres d’un opérateur d’annihilation supersymétrique. Nous généralisons
ceci pour une représentation de spin j quelconque et nous montrons que cela équivaut au
problème de connaître, pour tout j, les états super-cohérents associés aux opérateurs de super
position et super-impulsion. Nous étudions aussi les propriétés d’Hamiltoniens de la forme
= AA, où A est un élément de l’algèbre complexe associée à h(2) su(2). Parmi ces
Hamiltoniens, représentant des systèmes quantiques, nous comptons une version généralisée
du Hamiltonien de l’oscillateur harmonique, dont les états cohérents associés généralisent
ceux associés au Hamiltonien de l’oscillateur harmonique standard et dont les propriétés
ressemblent à celles du Hamiltonien supersymétrique, mais aussi l’Hamiltonien de Jaynes
Cumming dans la limite de couplage fort et une classe d’Hamiltoniens que nous avons appelés
non canoniques.
$C Le chapitre 4 constitue aussi en une contribution originale[441 à cette thèse. Nous in
troduisons le concept d’états propres de superalgèbres et l’appliquons à la superalgèbre de
Heisenberg-Weyl sh(2/2). Nous obtenons des classes d’états supercohérents qui généralisent
celles obtenues en suivant d’autres approches [22, 43]. De plus, nous trouvons des classes
d’états comprimés associées à la superalgèbre orthosymplectique osp(2/2), engendrée par
les huit opérateurs formés en prenant les produits quadratiques des générateurs de sh(2/2).
Nous comparons les caractéristiques de ces derniers états avec ceux du même genre obtenus
en suivant la méthode groupe théorique[26, 45]. En outre, nous construisons des Hamilto
niens super-Hermitiens[46, 47] et 7]-pseudo-super-Hermitiens[48] sans parité de Grassmann
définie, isospectraux avec l’oscillateur harmonique standard et dont l’annihilateur associé est
un elément de sh(2/2). Nous déterminons le spectre et les états cohérents associés à ces
systèmes.
Finalement, dans le chapitre 5, nous appliquons le concept d’états propres d’algèbres
aux algèbres de Hopf quantiques déformées. Plus précisément, nous étudions l’algèbre quan
tique de Heisenberg, déformée en utilisant la méthode de la matrice R. Nous proposons des
représentations physiques de cette algèbre en termes des opérateurs de création at,
d’annihilation a et identité I. En calculant ces états, nous obtenons de nouvelles classes
d’états cohérents et comprimés déformés, associés à l’oscillateur harmonique standard,
paramétrés par des nombres réels régissant la déformation de l’algèbre. Nous étudions aussi
le cas où ces paramètres sont considérés comme des nombres réels de paragrassmann. Nous
obtenons ainsi de nouvelles classes d’états qui, d’une certaine façon, généralisent celles ob
tenues dans le chapitre 4. Nous étudions les propriétés des dispersions des opérateurs de po
sition et d’impulsion d’une particule dans les états obtenus précédemment pour de petites va
leurs des paramètres de déformation et nous les comparons avec celles des états non déformés,
décrites dans le chapitre 3. Ce chapitre représente une approche nouvelle des états cohérents
et comprimés associés à des déformations quantiques d’algèbres de Lie. Les résultats ont été
récemment soumis pour publication[49].
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oChapitre 1
Algèbres de symétrie dynamiques
associées à des systèmes quantiques
Lorsque nous étudions les systèmes d’équations différentielles ordinaires ou aux dérivées
partielles décrivant le comportement d’un système physique, nous observons que, dans cer
tains cas, nous pouvons nous servir des propriétés de symétrie de ces systèmes, soit pour
simplifier leur résolution, soit pour tirer des conséquences a priori sur leur comportement. En
général, les symétries d’un système physique sont reliées à des algèbres de Lie. Dans ce cha
pitre, nous discutons des symétries associées à des systèmes quantiques et nous décrivons les
algèbres de Lie associées pour le cas de l’oscillateur hannonique standard en p dimensions,
où p est un entier positif.
1.1 Algèbres de Lie cinématiques et dynamiques
Soit W(t,x), avec t R, x e W, un opérateur différentiel linéaire qui agit sur la
fonction (t,x) pour donner l’équation
T’V(t,x)(t,x) = 0. (1.1)
On dit que l’équation (1.1) est invariante sous les transformations d’espace-temps inversibles
(t,x) I» g(t,x) = (g°(t,x),(t,x)), (1.2)
s’il existe une transformation 7 de la fonction (t,x) et une fonction f(t,x)
(t,x) (T)(t,x) = f9[g1(t,x)][g’(t,x)], (1.3)
(J) avec la propriété que
W(t,x)(Tg’/))(t,x) = 0. (1.4)
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Cela signifie que si b(t,x) est une solution de l’équation (1.1) alors (T9’f)(t,x) l’est aussi.
Le groupe d’invariance cinématique maximal de l’équation (1.1) est le plus grand groupe
de transformations d’espace-temps qui laisse invariante cette équation. Ainsi, trouver le groupe
d’invariance cinématique maximal de l’équation (1.1) signifie encore de déterminer toutes les
solutions possibles (g,fg) de l’équation
W[g(t,x)][f9(t,x)(t,x)] = 0, (1.5)
pour une solution arbitraire ‘J de (1.1). Lorsqu’on a déterminé le groupe d’invariance maxi
mal. i.e., les transformations g(a,t,x) et les fonctions f9(o,t,x), en termes des constantes
d’intégration z = 1,2,... ,m, représentant une paramétrisation convenable, on peut
calculer les générateurs de transformations infinitésimales de ce groupe. Ceux-ci sont donnés
par
X(t,c) = j [L-(o,t,1)
— —(0,t,x)3
—
—(0,t,x)-_], = 1,2,... ,rn. (1.6)
Ces générateurs engendrent une algèbre de Lie, l’algèbre de Lie cinématique maximale de
l’équation (1.1). On peut aussi obtenir cette algèbre de Lie en considérant les transformations
infinitésimales
1 + ieG(t,x), avec G(t,x) = ao(t,x)6t
—
a(t,x)3
— c(t,x), (1.7)
où e est un paramètre infinitésimal, les a(t,x), j = 0,1,2,. .
.
,p et c(t,x) sont des fonctions
de (t,x) à déterminer. En insérant (1.7) dans (1.4), on obtient
l’V(t,x)[l + ieG(t,x)](t,x) = 0. (1.8)
Si l’on considère que i’V(t,x) est le seul annihilateur pour une solution arbitraire b(t,x) de
l’équation (1.1), l’équation (1.8) est équivalente à
[I’V(t,x) ,G(t,x)] = ip(t,x)I’V(t,x), (1.9)
où p(t,x) est une fonction arbitraire. En comparant les deux membres de l’équation (1.9),
on obtient un système d’équations différentielles aux dérivées partielles linéaires pour les
fonctions a(t,x), j = 0,1,2,.
..,p, c(t,x) et p(t,x), servant à déterminer G(t,x) et, en
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conséquence, les générateurs infinitésimaux de la transformation Tg. En général, G(t,x) a
la forme
G(t,x) = bX(t,x), (1.10)
où les X(t,x), j = 1,2,. . . m, sont donnés en (1.6) et et b1, z = 1,2, . . . rn, sont des
constantes arbitraires. En vertu de l’équation (1.9) et de I’arbitrarité des constantes b, on a
que
[W(t,x),X(t,x)]ij(t,x) = 0, i = 1,2,... m, (1.11)
sur l’espace des solutions de l’équation (1.1). L’équation (1.11) peut être généralisée pour in
clure d’autres types de symétries du système physique, c’est-à-dire, que l’on peut considérer
une classe plus générale d’opérateurs différentiels satisfaisant cette équation. S’il existe des
opérateurs X, i 1,2,. . . ,n, engendrant une algèbre de Lie L et vérifiant, sur l’espace des
solutions de l’équation (1.1),
[T’V,X]’(t,x) = 0, i = 1,2, . . . n, (1.12)
alors l’ensemble de toutes les solutions de l’équation (1.1) engendre un espace de représentation
pour l’algèbre de Lie £. On s’aperçoit que si t,x) est une solution de (1.1), les X/’(t,x), i =
1,2,.. . ,n sont aussi des solutions et on a
[11/X] = F(W), (1.13)
où F est une fonction polynômiale (d’après l’équation (1.1), ceci évite de diviser par zéro)
arbitraire avec des coefficients dépendants des coordonnées (t,x) et vérifiant F(0) = 0.
En particulier, si
W(t,x) = i3 — H, (1.14)
où H est l’Hamiltonien associé à un système quantique, alors l’algèbre de Lie L est ap
pelée algèbre de Lie dynamique du système quantique. En général, l’algèbre de Lie dyna
mique contient des opérateurs dépendant du temps qui, sur l’espace des solutions ‘b(t,x) de
l’équation (1.1), satisfont l’équation de Heisenberg
[i8t,Xk(t)] = [H,Xk(t)1, k = 1,2, . . n. (1.15)
Les solutions de l’équation de Heisenberg (1.15) sont données par
Xk(t) U(t,to)Xk(to)Ut(t,to), avec U(t,t0) = r {exp (_ f H(t’)dt’) }, (1.16)
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où U(t,t0) est l’opérateur unitaire d’évolution temporelle du système et r, devant le facteur
exponentiel, avertit que l’application des opérateurs H(t’), t0 t’ t, sur les états du
système se fait en suivant l’ordre croissant du paramètre t’. La sous-algèbre L C Lo formée
des opérateurs qui commutent avec W est une définition plus restreinte de symétrie. Ç est
représentée sur le même espace de Hilbert que £. Dans le cas où [H(t),H(t’)Ï = O, Vt,t’,
l’opérateur H(t0) commute avec l’opérateur d’évolution temporelle U(t,t0) et l’algèbre dy
namique {Xk(t)}1 est unitairement équivalente à l’algèbre dynamique {Xk (to)}1 . Ceci
permet, lorsqu’on étudie un problème concret, de fixer la valeur initiale du paramètre tem
porel, par exemple t0 = O, et de restreindre alors les considérations à l’analyse des algèbres
dynamiques indépendantes du temps. La sous-algèbre c £ des opérateurs indépendants
du temps satisfait
[H,L0] = 0, (1.17)
i.e., elle correspond à l’algèbre de symétrie du Hamiltonien.
1.2 Symétries de l’oscillateur harmonique standard
L’oscillateur harmonique de dimension p est caractérisé par l’opérateur différentiel:
W(t,x) =i34 —H0, avec H0 + (1.18)
où M et w sont des constantes réelles. Le groupe d’invariance cinématique maximal a été
calculé par Niederer[151. Les transformations g(&’,t,x) sont données par
g(S,a,v,R; t,x)
= ( arctan +!31/2(t) [Rx + sinwt + coswt]) (1.19)
où
= [1 + 2(t)][(j(t) + + (7i7(t) + 6)2] (1.20)
avec
= tanwt, cS
—
= 1, (1.21)
et
$ = (ù ) ae R,R e 0(p). (1.22)
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Ici, 0(p) dénote le groupe des matrices réelles orthogonales de dimension p x p, i.e., R E
O(p) implique que R’ = R. La fonction fg(t,x) est donnée par
J9(t,x) = (ug(t))’ exp [_i4t)hgttx)Ï (1.23)
avec
hg(t,x) = du(t) [R+ 9(t)]2 — 2u9(t)(t) . [2R+ g(t)] (1.24)
et
= i7sinwt + coswt. (1.25)
Une paramétrisation convenable pour les éléments de St(2,R) est
S S S 82+83 . S
c = cosh
— + — smh —, = srnh —,2 s 2 s 2
2—S3 . S S S . S
7 = smh — et 6 cosh — — — sinh —, (1.26)
s 2 2 s 2
avec = (sr,s2,s3) et s = (s + + 2)1/2 Dans le cas unidimensionel (p 1), les
générateurs engendrant l’algèbre de Lie cinématique maximale, en accord avec l’équation
(1.6), sont donnés par
I, =
— sin 2wt 8 — cos 2wtx — cos 2wt + Mwx2 sin 2wt,2w 2 8x 4 2
12 = cos 2wt 8t + sin 2wt x8 + sin 2wt + Mwx2 cos 2wt,2w 2 4 2
13 = —----8, (1.27)
2w
8 8
P = —zcoswt—- + Mwxsinwt, K isinwt— + Mwxcoswt.8x 0x
Les transformations infinitésimales correspondantes sont données par
T9(a,v) = 1 — i. I — iaP + ivK, (1.28)
où I = (I,,12,13). On peut combiner ces générateurs pour obtenir les générateurs:
C+(t) = w(Ii(t) + zI2()) e2iwt [(at(x))2 — (1.29)
C(t) = iw(12(t) + iI,(t)) = e2t [(a(x))2 — (1.30)
Ho —2w13(t) = i8, (1.31)
A+(t) = i/2Mw(K
— iP) = eat(x), (1.32)
A(t) = V2Mw(K + P) = (1.33)
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(Mwx—6) (M+a)
aT(x) =
_____
, et a(x) =
_____
. (1.34)
V2Mw
En termes des générateurs (1.34), Ï’Hamiltonien H0 prend la forme
Ho(x) = w (at(x)a(x)
+ ). (1.35)
On sait que les générateurs a(x), a(x) dans (1.34) et l’identité 1, satisfont l’algèbre de
Heisenberg-Weyl h(2) et on peut les considérer comme des opérateurs agissant sur un espace
de représentation de Fock. Il est ici engendré par l’ensemble des états propres du Hamiltonien
H0, à savoir, l’ensemble d’états {In)} tels que
HoIn)=w(n+) In), (1.36)
atln)=yn+lIn+1) et aIn)=i/In—1). (1.37)
Dans cette représentation, l’équation W(t,x)?f’(t,x) = 0, prend la forme
i8tItt)) = H0Ib(t)), (1.3$)
où, en général,
Itt)) = Zc(t)In), c(t) e C, n 0,1,2 (1.39)
n=0
L’ action des opérateurs correspondant aux générateurs de symétrie (1 .29)-(1 .33) sur les états
solutions de l’équation de Schrôdinger (1.3$), à savoir
b(t)) = e_ tto) I(to)), (1.40)
où I(to)) est un état initial du système, peut s’écrire:
C+(L)I(t)) = e2t(a)2I(t)) C(t)I(t)) = e2iwta2I(t)), (1.41)
HoIb(t)) = (aa+aa)Ib(t)), (1.42)
A+Ib(t)) = etatI(t)) et A(t)) = ei0taI(t)). (1.43)
On observe donc qu’il existe des opérateurs qui apparaissent comme des combinations qua
dratiques des opérateurs du premier ordre A+(t) lorsqu’on considère leur action sur les so
lutions de l’équation de Schriidinger, à savoir, les opérateurs C+(t), C_(t) et H0. En ac
cord avec l’équation (1.16), lorsque t0 = 0, l’algèbre de Lie engendrée par les opérateurs
1$
Q C(t),H0,A(t) et l’opérateur identité I, est unitairement équivalente à l’algèbre de Lie en
gendrée par les opérateurs C±(O),H0,A+(O) et l’opérateur identité I. Cette algèbre de Lie
correspond à so(2,1) D h(2), i.e., la somme semi-directe de l’algèbre so(2,1) su(1,1),
engendrée par G+(O) et H0, et de l’algèbre de Heisenberg-Weyl h(2), engendrée par A+(0)
et I. Ici, la notation utilisée pour la somme semi-directe indique que la sous-algèbre so(2,1)
agit sur la sous-algèbre h(2). En fait, les relations de commutation non nulles correpondant à
so(2,Ï) D h(2) sont données par
[H0,C+(O)] = +2wC(O), [C+(O),G_(0)] = wH0, (1.44)
[A_(O),A+(o)] = I, (1.45)
[C(O),A(0)] +iwA+(O), [H0,A(0)] = +wA+(0). (1.46)
Dans le cas de l’oscillateur harmonique de dimension p, l’algèbre de Lie cinématique
maximale est engendrée par l’ensemble des opérateurs dépendant du temps:
A+,ktt) = e_taj, A_,k(t) = etak, (1.47)
lorsque k = 1,2,...
C+(t) = (A(t)) = e_2t (av, (1.48)
C_(t) = (A,(t))2 = _e2t (1.49)
et l’ensemble des opérateurs indépendant du temps
et
H0 = {A_,k(t),A+,k(t)} = {a,a} (1.50)
Lkt = i [A_,k(t)A+,l(t)
— = z(akc4 — aia), (1.51)
lorsque k,l = 1,2,. .
.
p, k < t. Ici, les opérateurs de création a et d’annihilation ak sont
définis par
= 1
(Mwxk + 8Xk), ak
= 1 (Mwxk
— 3xk) (1.52)/2Mw /2Mw
et satisfont les relations de commutation
{ak,aÎ] = 6k1, [ak,at] = [a,aî] = 0. (1.53)
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C En incluant l’identité, cette algèbre de Lie a la structure [so(2,1) o(p)1 h(2p) et la
dimension (3 + p(p — 1) + 2p + 1). Les opérateurs dépendant du temps vérifient l’équation
de Heisenberg (1.15) avec H H0 donné par (1.50) tandis que les opérateurs indépendant
du temps commutent avec H0, i.e., ils font partie de l’algèbre de symétrie de ce Hamiltonien.
Quant à l’algèbre de Lie dynamique standard maximale associée à l’oscillateur harmonique
de dimension p [361, elle est engendrée parles opérateurs dépendant du temps (1.47) et toutes
les combinations quadratiques
C+,kt(t) = (1.54)
C_,kt(t) {A_,k(t),A_,j(t)} = e2iwt{ak,al} (1.55)
ainsi que les opérateurs indépendant du temps
Tkl {A_,k(t),A+,l(t)} = {ak,a}. (1.56)
En incluant l’identité, ces opérateurs engendrent l’algèbre de Lie sp(2p) h(2p) de dimen
sion (p + l)(2p + 1). De nouveau, les opérateurs dépendant du temps vérifient l’équation
de Heisenberg (1.15) avec H H0 tandis que les opérateurs indépendant du temps com
mutent avec H0. On note que, pour l’oscillateur harmonique unidimensionnel l’algèbre de
Lie cinématique maximale coïncide avec l’algèbre de Lie dynamique maximale tandis que
pour l’oscillateur harmonique de dimension p, p > 1, l’algèbre de Lie cinématique maximale
est contenue dans l’algèbre de Lie dynamique maximale. Si l’on inclut l’identité, ceci peut
être exprimé par la relation [so(2,1) so(p)] h(2p) C [sp(2p) h(2p)].
o
Chapitre 2
Champs de vecteurs invariants et la
méthode de prolongation pour des
systèmes quantiques supersymétriques
Résumé
Les symétries cinématiques et dynamiques des équations décrivant l’évolution temporelle
de systèmes quantiques tels que l’oscillateur harmonique supersymétrique à une dimension
spatiale et l’interaction d’une particule de spin 1/2 avec un champ magnétique constant
sont revues du point de vue de la méthode de prolongation des champs de vecteurs. Les
générateurs de supersymétries sont alors introduits afin d’obtenir les superalgèbres de Lie
de symétries et supersymétries. Cette approche ne nécessite pas l’introduction de variables
de Grassmann dans les équations différentielles mais une réalisation matricielle spécifique et
le concept de symétrie dynamique. Le modèle de Jaynes-Cummings et des généralisations
supersymétriques sont alors étudiés. Nous démontrons comment il est rélié aux modèles
précédents. Les algèbres de Lie de symétries et supersymétries sont aussi obtenues.
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Abstract
The kinematical and dynamical symmetries of equations describing the time
evolution of quantum systems such as the supersymmetric harmonie oscillator
in one space dimension and the interaction of a non-relativistic spin one-half
particle in a constant magnetic field are reviewed from the point of view
of the vector field prolongation method. Generators 0f supersymmetries
are then introduced so that we get Lie superalgebras of symmetries and
supersymmetries. This approach does flot require the introduction of
Grassmann-valued differential equations but a specific matnx realization
and the concept of dynamical symmetry. The Jaynes—Cummings model
and supersymmetric generalizations are then studied. We show how it is
closely related to the preceding models. Lie algebras of symmetries and
supersymmetries are also obtained.
PACS numbers: 11.30.—j, 03.65.fd, 02.20.—a
1. Introduction
The symmetries of a system of ordinary differential equations (ODEs) or partial differential
equations (PDEs) are usually obtained by using the so-called prolongation method of vector
fields [1,2]. It consists of finding the infinitesimal generators which close the maximal invariant
Lie algebra of the system of equations. The corresponding symmetry group is the Lie group
of local transformations of independent and dependent variables which leaves invariant the
system under consideration. $uch a system may be associated with the wave equation of some
quantum model. The independent variables are the usual space—time coordinates while the
dependent ones are the components of the wavefunction. The symmetries may be related to
the so-called kinematical Lie algebra [3] ofthe quantum system.
Now, if we have in mmd supersymmetric (SUSY) quantum models [4,5], the question is
how to find them from this prolongation method. We answer this question by considering first
0305-4470103/369479+28$30.00 © 2003 IOP Publishing Ltd Piinted in the UK 9479
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some standard examples where the kinematical Lie superalgebras are known. This is the case
of the $USY harmonic oscillator in one space dimension (see [6, 7] and reference therein)
and the Pauli equation, in two space dimensions, describing the motion of a non-relativistic
spin one-haif particle in a constant magnetic field [7]. An important part of this work is
concerned by the study of symmetries of the Jaynes—Cummings (JC) model [8] based on the
same approach. Let us recali that the JC model, which consists of an idealized description
of the interaction of a quantized electromagnetic field and an atomic system with two levels,
is closely related to the two models considered before. An interesting point is that it can be
made SUSY in a non-trivial manner and our approach will clarify this point and will make the
connection with different works on this subject [9, 101.
At the classical level, Grassmann-valued differential equations have been introduced
[11—14] and the prolongation method has been extended to include Grassmann independent
and dependent variables [15, 16]. For example, $USY extensions of Korteweg—de Vries
and other equations have been studied and maximal invariant Lie superalgebras have been
obtained.
At the quantum level, the problem is somewhat different. The SUSY system is nothing
but a set of PDEs with the usual independent and dependent variables. So it is reatly of the
type where the usual prolongation method can be used and the vector fields obtained close a
Lie algebra. The non-trivial question we ask is how to get the generators which are associated
with supersymmetries from this method and which, together with the symmetry generators,
close a Lie superalgebra.
To clarify the context we are working with, let us here recall the prolongation method
[1, 2] for determining the symmetries of a system of m PDEs of order n of the type
(k) [x; Ua, u , u ] = O k 1,2 rn (1)‘il ‘Jl’]2 ‘il ‘12 ‘J
with p independent variables x (j = 1,2 p), and q dependent variables ttu(x) (a =
1,2 q). The derivatives ofthe dependent variables are defined as
81u(x)
1 I n (2)
12 j a., . .
where the integers j (r 1, 2 1) are such that O j,. p.
The Lie group of local transformations of independent and dependent variables
which leave invariant such a system is obtained by performing the following infinitesimal
transformation on the independent and dependent variables:
ïi =XJ+E](X,Uu)+0(E2) (3)
ii,(ï, Ufi) u,(x, u) ÷ ØŒ(X, u) + 0(E2). (4)
Assuming that they satisfy, at first order in E, the equation
A(k)[.ii(1)
,(
- ]=o (5)
il il 12 if 12 J’,
fork = 1,2 m andwhentheu,(x) solvethesystem(l),wecan findthefunctions and
. A practical way to do it is w introduce the vector field
y +(x, tt)8,,’, (6)
o
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associated with the transformations (3) and (4) and define the nth order prolongation of y as
prt’v = y + “(x, Up, u, u (7)
n=1 .J,1=1,2 n
where J1 (x, x. xi,) is the multi-index notation for the differentiation with respect to
the x and B,1 B. Note that the coefficients satisfy the following recurrence relation
p j1
,,,Jl,Xk
— D “ — D
‘Va Xk’Va k X,J) a... ‘.
where Dxk is the total derivative with respect to xk. The infinitesimal criterion for invariance
(5) may then be written as
prv {‘ x; un, , u u ]} = O k = 1,2 m (9)il fi f2 31)2
when the u, (x) satisfy (1). Condition (9) gives a set of PDEs called the determining equations
which can be solved to get the explicit form of the functions j and ii in (6). The resolution
may lead to different possibilities: no nontrivial solutions, a finite number of integration
constants or that the general solution depends on arbitrary functions. Let us also mention that
we have the following properties of the vector field prolongations:
pr(cj VI + C2V2 + + CmVm) = prc1v1 + pr’° C2V2 +. . . + prcmvm (10)
and
pr’[v, V21 = [pr’vi, pr(1)v21. (11)
The contents of the paper are thus described as follows. Section 2 is devoted to the
construction of invariant vector fields for the SUSY harmonic oscillator in one dimension. It
admits a large set of symmetries and the integration of vector fields gives a matrix realization of
the symmetry generators which is essential in order to find the generators of supersymmetries.
The conesponding ldnematical and dynamical invariance superalgebras wiII be recovered in
this context. In section 3, the model of a non-relativistic spin-i particle in a constant magnetic
field is studied. It can be reduced to a two-dimensional model and shows a similar behaviour
to the SUSY harmonic oscillator. The symmetly algebra and superalgebra are obtained
from the prolongation of the vector fields method and connected to the preceding case. In
section 4, we start with a quantum evolution equation which is a realization of the JC model and
determine the invariant vector fields and the associated invariant algebra. The connection with
the preceding models is very helpful to get a Lie superalgebra of symmetries for a generalized
JC model. In section 5, we propose a SUSY version of this model and give the corresponding
symmetries and supersymmetries. We also make the connection with preceding attempts to
get SUSY JC models.
2. The SUSY harmonic oscillator
The first set of equations we are considering is the one associated with the SUSY harmonic
oscillator in one space dimension. The corresponding Schrôdinger evolution equation is
(iB, — Hsusy)’IJ (t, x) = 0. (12)
Let us mention that throughout this work we use the convention that h = I. The SUSY
Hamiltonian [17] is given by
i a 1 22’\ W
= —---— + Mw X )JO — (13)
o
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where oo is the identity matrix and u3
= ( 0f). The wavefunction takes the form
(t,x)=
(l(tx) 1,2eL2(R). (14)fr2(t, x)
It is convenient to write equation (12) as a set of two equations
I 1 1
‘Va ‘Va 22i——+——-—-——Mcvx +--r=0 a=1,2 (15)
where we have set w = w and w2 = —w.
The kinematical and dynamical symmetries and supersymmetries have been largely
studied [3, 5—7, 18] but these approaches were different from that we want to apply. Indeed
for the usual harmonie oscillator, Niederer [31 has first shown that the maximal kinematical
algebra is the semi-direct sum so(2, 1) D h(2), where h(2) is the usual Heisenberg—Weyl
algebra. The maximal dynamical algebra [181, defined as that associated with the degeneracy
group of the model, is given by sp(2) D lz(2) and includes the preceding kinematical algebra.
The dynamical and kinematical superalgebras of the SUSY version coincide in this one
dimensional case and are given by osp(2/2) Dsh(2/2) [6, 7]. We will show how to
recover these structures starting from the prolongation method of vector fields applied to the
system (15).
2.1. Prolongation inethod and invariant vectorfietds
A standard way of applying the prolongation method to a system containing complex-valued
functions is to express the components of the wavefunction (14) as
‘i (t, x) = u1 (t, x) ei(tt) ‘2(t, x) = u2(t, x) e1r2(tt) (16)
where u 1 u2, u1 and 2 are real functions of t md x. Inserting (16) into (15) md separating the
real and complex parts of the resulting equations, we are led to a set of four coupled equations
in u1, u2, v and u2. The vector field (6) may be written explicitly as
V 1Bt+2Bx+lBui +Çb235,±9l81 +o2d5, (17)
where j (j = 1,2), md p. (ce = 1,2) are real functions which depend on t, x, u1, u2, vi
md e2.
A simpler way of solving the problem is to consider the set (15) together with its complex
conjugate
.8 1 82j 1 - w -
—i--. + — Mw2x2iIi + — = O ce = 1,2. (18)
Now the corresponding vector field takes the form
Vl+2+(l)l3,fr1 +c[)i6i +282+26, (19)
where now j (j 1,2) are real functions of the variables t,x, ‘2 itrj and ‘2 and
cI, c. (ce 1,2) are possible complex-valued functions of these variables. In terms ofthese
variables, the second-order prolongation of y takes the form
pr2v = y + + + ÷ + + [cc.] (20)
where, for example, /‘ is the usual partial derivative of ie’Ja with respect to t. Applying this
prolongation to the system consisting of equations (15) and (18), we get
+
—
‘22
+ -cT
— MW2X411JIa = 0 (21)
o
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jct ÷ _L< — _L22
-(Ï) — Mw2xi = 0 (22)
where we have
cJ
= D1d1
— (Dri)i/ra,t
—
(Dt2)1/Ja,x (23)
cDXX
= (D’I) — (Dxi)1/ru,xt
—
(24)
with
cI
—
(Dxt)1/rat
—
(Dx2)i,fra,x (25)
together with their complex conjugate and for a = 1, 2. Inserting these expressions into
system (21), (22), taking into account equations (15) and (18) and identifying to zero the
coefficients of the partial derivatives, we get a set of determining equations which will give
the functions j, cP and cÏ. Solving these equations, we get
= ±(6 sin2wt —62cos2wt) -t-63 (26)
2w
2(t, x) —(6 cos 2wt + 62 sin 2wt)x + 6 cos wt + 65 sin w! (27)
which are effectively real functions depending only on the coordinates t and x. We also have
c11(t,x, i/i, 1tt2) = A0Q,x) +Ai(t,x)ri +A2(t)itr2 (28)
2(t, X, 1/11, itt2) B0(t, x) + B1(t)r1 + B2(t, x)i/î2 (29)
where
A1 (t, x) = — (e2’ + 2iMwx2 5m 2wt)61 — (e2’’ — 2Mwx2 cos 2wt)6
—iMwx(64sinut
— Sscoswt) +613 +i66 (30)
A2(t) = (67 — iSig) e’ (31)
B (t) (Sg — i61 i) e’ (32)
B2(t, x) = _(e2t +2iMwx2sin2wt)61 + (e21 +2Mwx2cos2wt)62
—iMwx(64sinwt
— 6scoswt) +69 j6l2• (33)
The parameters 6 (j = 1,2 13) are ah real and the functions are in fact
the complex conjugates of chi, 2- The functions Ao(t, X), B0(t, x) and their conjugatesÀ0(t, x), o(t, x) are such that they satisfy respectively (15) and (18) for un = A0 and
= B0.
The infinitesimal generators of the invariance finite-dimensional Lie algebra are thus
easily obtained using the preceding equations and (19). We get
= _Lsin2wta1+cos2wta — cos2wt(r1d +1frid, +i/îa8,+u/n,3,)
•MX2
sin2wt((i3
— + (282
—
+ 5fl2Wt((1a
—
—
—
o
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X2 cos2wtB + sin2wt3 — sin2wt(i/îi31 + i/i13, + + 1/!2,)
Mwx
-
-
2
cos2wt((’id,1
—
+
—
— cos2wt((13
—
— (232
—
X3 =
X4 coswta1 — iMwxsinwt((i/ii8,1
—
+
— t’22))
X5 sinwt +iMwxcoswt((i1’i3,
— + (2a.
— 23))
— ai,)
X7 = +e_t,8,1
= e’’18,, +&wtr184,
X9
= ÷ 1fr282
= i(e’’1r2D1 —
11 = i(e’i, — ezrrig,,)
X12 = 1(ut’2r2 —
X13 = (itii, ÷1a1).
If we corne back to the real variables Un and u (c = 1, 2) introduced in (16), we have
the following correspondence:
=
— =
. Q,, + *a,) a = 1,2. (34)
for example, we can write
+ = i(3
—
a 1,2. (35)
So from equations (16), (34) and after a slight change of basis, we get the following generators:
X1 = sin2wt8, + cos2wt
— cos 2w! (niD5, +U2a5,)2w 2 4
Mwx2 1
— 2 sin2wt(8 +852) ÷ sin2wt(851 — an,)
X2 = —-1—cos2wt3, + sin2wt81
—
-.
sin2wt(u185, +u28,,)2w 2 4
Mwx2
+
2
COS 2wt(8,,1 ÷ an,)
— — cos 2wt(8,,1
— 8P2)
X3 = a, ÷
—
X4 = coswt. — Mwx sinut(85 + 8,,,)
X5 = sinut8,, +Mwxcoswt(3,,, +8,,,)
x6
=
(a,, + 82)
U,
X-i cos(wt + 2 — vj)u28,,, + — sln(wt ÷ y2 —
U’
o
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Table 1. Commutation relations of u st(2, R) h(2) algebm.
Xj X2 X3 X4 X5 X5
Xj O X3 2wX2 —X4 X5 O
X2 —X3 O —2wXi —Xs —X4 O
X3 —2wX2 2wXj O —wX5 wX4 O
X4 X4 X5 coX5 O MwX6 O
X5 —X5 X4 —svX4 —McoX6 O O
X6 O O O O O O
Table 2. Commutation relations 0f u complex extension of su (2).
X7 X8 X9 XIO X11 X12
X7 O X9 —2X7 O Xi2 —2Xis
X5 —X9 O 2X9 —X2 O 2X1
X9 2X —2X5 O 2X5
—2Xii O
Xis O Xi —2Xis O —X9 2X7
X1i
—Xl2 O 2X1 X9 O —2X5
X12 2X15 —2X11 O —2X7 2Xs O
o
X8 = cos(wt + 2 — — sin(wt + 2 —
U2
X9 U8U, —
X10 = sin(wt + y2 — 1)i)u281, — cos(vt + 2 —
UI
X11 = —sin(cvt ÷ 2 — 1)1a2 — cos(at + 2 — 1)1)81,,
U2
X12
=
—
X,3 = u18141 +U28,.
Table 1 shows the commutation relations between the generators X, j = 1, 2 6.
They form a Lie algebra isomorphic to sl(2, R) +Dh(2) = {Xi, X2, X3} {X4, X5, X6].
Table 2 shows the commutation relations between the generators Xi, j = 7 12, which
form a Lie algebra isomorphic to the complex extension of su(2) denoted by su(2)C.
The generator X13 is a central element in this complete algebra. Since the generators of
table 1 commute with those of table 2, we get the symmetry Lie algebra of the set (15) as
{st(2, R) h(2)] e su(2)C e {X13}. The interpretation of these symmetries with respect to
other approaches requires us to compute the finite symmetry transformations of the independent
and dependent variables and also a specific realization of the preceding generators. That is
what we propose to do in the following subsection.
2.2. Integration oJvectorfietds and reatization of tue generators
Once we integrate the vector fields, we get the one-parameter groups oftraiisformations which
leave equation (15) invariant. To the generator X1, corresponds the following transformation
(with the integration parameter À1) on time and space coordinates
9485
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1 / 2 \1/2ï — arctan(eÀ tan ut) ï = ehI2)x ( + an (36)
u \1+eÀl tan ut,!
and on the wavefunction
- t 1 + tan2 ut s1/4 t. Muï t 1 ÷ tan2 utIJ(tx)=e4I expli
\1 +e—2 tan2 ut) L 2tanut \ 1 + e2” tan2 ut
(ei_t) O ‘\
X k,, o e_i_t)) ‘P(t, x) (37)
where t and x in the expression of IJ(t, x) given before have to be evaluated using the inverse
of (36). b the generator X2, corresponds
- 1 / /7T \\ ir s f 1+tan2(÷ut) \1/2
t=—arctane 2tan(—+utfl—— ï=e2x( I (38)
u \4 /1 4w \1+e2tan2(.+ut)/
and
( - 1/41+ tan2 (+ ut)‘I’(t x) = e3’-14 1+ e23’2 tan2 (÷ ut)
f. Muï2 I + tan2 (- + ut)
t&_t) 0 ‘\
X k,, 0 e_1_t)) ‘J’(t, x) (39)
where t and x in the expression of su (t, x) in this equation have to be evaluated using the inverse
of (38). The generator X3 corresponds to a time translation and the following transformation
of the wavefunction
— e’’3’2 O(ï, ï)
= t 0 e_0À3/2) ‘‘(t — À3, ï). (40)
With the generator X4, we associate the transformation
t—t x=x+À4cosut (41)
and
T’ (ï, ï) = exp [_iMu (À4ï — cos ut) sin ut] sII(1, ï — À4 cos uF). (42)
The transformation associated with the generator X5 is similar and gives
ï=t ï=x+À5sinut (43)
together with
sf’(ï, ï) exp [iMu (À5ï — sinwï) cosuï] ‘I’(ï, ï — À5 sinuî). (44)
The generators X, j = 6, 7 13 are not associated with space—time transformations but
with transformations of the wavefunction which leave invariant the original set of equations.
The integration of these vector fields leads to the following transformations:
I À “
Q,x)=eÎÀ6(t,x) (t,x)= ( )tx (45)
G
29
Invariant vector fields and the prolongation method for supersymmetric quantum systems 9487
(t,x)
= (À’ ) (t,x) (t,x) = (e9 9) (t,x) (46)
(t,x) (1 _iÀioe) (t,x) (t,x) (_iÀtie_t ) (t,x) (47)
0(t, x) (e0
- e_12)
(t, x) (t, x) e°P(t, x). (48)
Now from these finite transformations we can find a matrix realization of the infinitesimal
generators of the invariance Lie algebra. It is easy to show that we get
C_(t) = 2w(iXt — X2)
= e2t ((a + kVX8x + iMw2x2 + u0 — 1J3) (49)
C+(t) = —2a(iXt + X2)
= e_2t ((at — iwxd, + iMw2x2 — 0.0 — io3) (50)
(51)
A,_Q) = (X4 + iX5) e’’(Mùx + )uo (52)
A,+(t) = (X4 — iX5) = et(Mwx
— )uo (53)
I = iX6 = X13
= (54)
T±(t) X7 = —iXto e’5”u÷ (55)
T_(t) = Xs = —iX11 = e1’’o (56)
2Y=X9=—iX12=cr3 (57)
where u
= ( (o ÷ i2) and _ = ( ) (a — io-2), with g, 2, (73 the standard
Pauli matrices. The generators C_, C÷, H0, A,_(t), A+(t) and I correspond exactly to the
maximal ldnematical algebra sl(2, IR) D /i(2). The generators T÷, T_ and Y correspond to
the algebra su(2) and are associated with the fermionic symmetries of the SUSY harmonic
oscillator.
Since we expect for the SUSY harmonic oscillator the presence of bosonic (even) and
fermionic (odd) symmetries, we can associate with these generators a parity, i.e., those
represented in terms of diagonal matrices are called even and those represented by anti-
diagonal matrices are called odd. So they now close a Lie superalgebra
(st(2, IR D sh(2/2)) {Y}.
The Lie superalgebra sh(2/2) is given by the set {A.r,_(t), A+(t), I; T+(t), T_(t)} and the
associated non-zero super-commutation relations are
[A,_(t), A5 ÷(t)1 = (T_Q), T+(t)} = 1. (58)
The SUSY generators are not obtained by these procedures. Since they play the role of
exchanging bosonic and fermionic flelds, they are known to be associated with a composition
of even and odd generators. Indeed, they may be written as the products
.JT+(t)A,+Q) /T_(t)A,_(t) (59)
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S÷(t) = q’T+(t)A1,_(t) $_(t) = JT_(t)A1,+(t) (60)
and they close together with the original ones, given in equations (49)—(57), the superalgebra
osp(2/2) sh(2/2). So the prolongation method, using such matrix realization, has given
bosonic and fermionic symmetries which close a superalgebra. The SUSY generators have
been included by hand by taking suitable products of some basic even (A,±(t)) and odd
(T± (t)) generators. To explain why these products appear, it is convenient to relate the
prolongation method of searching for symmetries to the general concept of symmetry of a
quantum system.
We consider the general transformation
‘(t,x) = XSIJQ,x) (61)
on the wavefunction sJi (t, x) of our quantum system (12), where Xis a operator such that
(ia — Hsusy)X’.IJ(t, x) = 0 (62)
i.e., X transforms solutions of our system into solutions. The operator X of (62) is called a
symmetry operator of the model under study. In this more general context it is clear that, if two
operators X and Ysatisfy (62), the product XY does also. Moreover, if equation (12) satisfies
the superposition principle of solutions, the linear combination cX + ,BY, where , e C,
also satisfies (62). But the complete set of operators obtained by this procedure does not
necessarily close a Lie algebra or superalgebra.
Let us take the operator X in (62) to be on the differential form [61
(63)
where the (t, x), k 0, 1,2; t’ = 1 4, are real functions of t md x. Comparing the
coefficients of several independent products of derivatives we get a system of PDEs which
can be solved to determine (t, x), x) md p(t, x), up to a finite number of arbitrary
integration constants. Solving this system, inserting the results in (63), identifying the different
operators according to each integration constant, and finally, taldng suitable combinations of
these operators, we obtain the generators (49)—(57) and also other ones. These last are the
second-order products of the original ones, i.e.,
YC+(t) YC_(t) YA+Q) YAz,(t) YX3 (64)
T+Q)C+(t) T+(t)C..(r) T+(t)A,+(t) T+A,_(t) T+Q)X3 (65)
T_ (t)C+Q) T_ (t)C_ (t) T_ (t)A,+(t) T_A,_ (t) T_ (t)X3. (66)
It is easy to show that the whole set of symmetries does not close a Lie algebra or a Lie
superalgebra md the only way to close the structure under both commutation md anti-
commutation relations is to select among all the preceding products the four ones given in
(59), (60).
Let us finally mention that on the space of solutions of equation (12), the superalgebra
osp(2/2) sh(2/2) may be expressed as
C_(t) = iue2iwtuo C+(t) = ie_2t)go H w (ata + (67)
A,_(t) = ewtaxuo A,+Q) = e_tao.o I = u0 (68)
T+(t) = &tu+ T_(t) etu_ Y (69)
2
o
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where
Q+ =
S÷(t) = Je2m0)tato+
Q— =
S_(t) e_21wtau_
(70)
(71)
= __(Mwx + 8) a = __(Mux — 3) (72)
are the usual annihilation and creation operators, respectively. They satisfy the commutation
relation
[a,aJ 1. (73)
Table 3 shows the commutation and anticommutation relations between the generators of the
orthosymplectic superalgebra and, as expected, the generators Q± are the supercharges of the
system. This means that they satisfy
{Q+,Q_]=Ho—wY=Hsusy (Q)2=0 (74)
and
[Hsusy, Q±] = 0.
Table 4 shows the structure relations between the generators of osp(2/2) and sh (2/2).
3. A non-relativistic spin-i particle in a constant magnetic field
(75)
A problem which is related to the preceding one is the search for symmetries and
supersymmetries of the Schriidinger—Pauli equation describing the motion in the plane of
Invariant vector fields and the prolongation method for supersymmetric quantum systems 9489
Table 3. Super-commutation relations of a osp(2/2) superilgebra.
H5 C(t) C+(t) Y Q Q+ S.(t) S(t)
H0 O —2wC 2wC, O —wQ_ wQ+ wS —wS+
C_(t) 2wC_(t) O —uHs O O iuS icoQ. O
C+(t) —2s)C wHo O O —icoS_ O O —icoQ+
Y O O O O
—Q— Q+ —S_
Q_ wQ_ O iwS_ Q_ O H0—wY O —2iC
Q+ wQ+ iw$+ O —Q+ H0 — uY O —2iC O
S_(t) —wS_ —iuQ_ O 2S O —2iC+ O H0 +wY
S+(t) sS÷ O iwQ+ —2S —2iC_ O Ho+oY O
Table 4. Super-commutation relations between the generators of osp(2/2) and sh(2/2).
H0 C_(t) C+(t) Y Q— Q+ S(t) S(t)
A(t) wA, O iwA,,+ O O ..JT÷ ,JT_ O
A,(t) —ojA,+
—ia’A. O O —JT O O
I O O O O O O O O
T(t) O O O T O O
T(t) O O O —T O J1&,+ o
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a non-relativistic spin-i particle of electric charge e in a constant magnetic field = (0, 0, B)
orthogonal to the plane. We thus have the equation
(i81 — Hp)’P(t, X, y) = 0 (76)
where ‘I’(t, x, y) is as given in (14) except that r1 and /‘2 depend on t, x and y. The
Hamiltonian is explicitly given by
(•(peA))2 (peA)2 -
Hp
2M 2M
+iu ((p — eA) x (p— eA)). (77)
The vector is given by (u1, u2, u3), where the u are the usual Pauli matrices,
(Px, py, 0) is the linear momentum and
À= (—By,Bx,O) (78)
is the vector potential in the symmetric gauge. We can thus wnte equation (76) as the following
set of equations:
/ 2 a2 / a a “ e2B2 “ ‘Iji3
+ (— + — ieB (x_ — — —(x2 + y2) ÷ eB)t 1/JŒ(t, x, y) = 02M 3x2 ay2 ay 8x 4
(79)
with u = 1, 2 and where we have set B1 B, B2 —B.
To get the infinitesimal generators conesponding to the symmetries of this set, we can
again apply the prolongation method where the wavefunction ‘IJ(t, x, y) may be written
now as
n (t, x, y) = u1 (t, x, y) ew1(tx)) 1r2Q, x, y) = u2(t, x, y) &2(tx (80)
where u1, u2, u1 and 2 are real functions. The corresponding vector field is
V iB +23x +38y +bid51 +2Bgj, +18 +132B5, (81)
where j (j = 1,2,3), and (u = 1,2) are real functions of t, X, y, u, 02, l, 2. As
before, it is easier to make the calculation using the complex form of the vector field
V =1Bt+2dx+3By+1By51 +cJ28,+cI28, (82)
and to go back to the real form after. We finally get the following generators, where we have
introduced w
X0 — w(xd- — y3) + w(1 — an,)
X1 = cos2wtB1 — w(x sin2wt
—
y cos2wt)d — w(x cos2wt + y sin2wt)3
— Mw2(x2 ÷ y2) cos 2wt(81 ÷ + w( sin 2wt(ui 3 ÷ u2du2)
+ cos 2wt(8,
—
X2 = —sin 2wt8 — w(x cos 2wt ÷ y sin 2wt)8, + w(x 5m 2wt
—
y cos 2wt)8
+ Mw2(x2 + y2) 5m 2wt(351 + + w( cos 2wt(ui 3u + U28U2)
— sin2wt(,1 —
X3 = xB,, — y
X4 = —±(cos2wt81 — sin2wt35,)+ (xsin2wt +ycos2wt)(d5 +
X5 (sin 2ta + cos 2wtB.) ÷ (x cos 2wt — y sin 2wt) (an, + an,)
x6 = (a5, +
o
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TableS. Commutation relations fora (sl(2, R) th so(2)) h(4) algebre.
Xo X X2 X3 X. X5 X6 X7 X8
X0 O 2K —2wX1 O sX5 —wX4 O wXg —wX7
X1 —2uX, O —2wX0 O X8 X7 O 2w2X5 2w2X4
X2 2wX1 2wX0 O O —JçX7 Xg O —2w2X4 2û2X5
X3 O O O O X5 —X4 O —X X7
X4 —(0X5 —JçXs X7 —X5 O —X6 O O O
X5 WX4 X7 —X8 X4 4x6 o o o o
X6 O O O O O O O O O
X7 —uXg —2w2X5 2w2X4 X8 O O O O —2MwX6
Xg wX7 —2w2X4 —20)2X5
—X7 O O O 2M0)X6 O
o
x7 = a. + Mwy(B +
X8 =
— +
u,
X9 cos(2cvt + 2 — vl)u281 + — sin(2cvt + 02 —
u
X10 = cos(2wt + 2 — vt)uid, — — sin(2wt + 02 —
- u,
X11
—
u’
X1, = sin(2wt + 02
—
—
— cos(2wt ÷ y, — vt)31
lit
UIX13 = —sin(2ot + 02
— vt)ui8,
—
— cos(2ot + o, — v1)3,1
=
—
X15 = u81 ÷2a,
U2
The commutation relations between the generators X (jr = 0, 1, 2 8) are given in
table 5 and give an algebra isomorphic to {st (2, R) so(2)} h(4). It is easy to show
that the generators X, (r = 9, 10 14) form an algebra isomorphic to su(2)C and
equivalent to that given in table 2 for the SUSY harmonic oscillator. These two sets
commute with each other and X15 is a central element. So we have an algebra isomorphic to
{(st(2, R) so(2)) h(4)} su(2)C {Xi5].
Once again, we can get a specific matrix realization proceeding as in the case of the SUSY
harmonic oscillator. It is easy to show that we have the following form for the generators of
symmetries ofthe equation (76):
H0 = iX0 (i3, + ûJ(Xpy
— YPx))O + (tRI3
(X1 — iX) e21ctt
C...(t)
= 2 -
= .{(3
— iw(xp1.
— YPx)
—
O.(XPr + ypy) + iCc + iMu2(x2 ÷ y2))U — iwu3)
(X1 ÷ iX,)
C÷(t)
= 2 - —-—{(8 — iw(Xpy — YPx)
+ W(XPx ÷ YPy) — i + iMo2(x2 + y2))oo — iwcr}
(83)
($4)
(85)
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L —iX3 = Xy
—
yp (86)
w e21”
A(t) = (iX4 + X5) = ÷ ipy) — iliw(x + iy)]o (87)
—2ic,,t
At(t) =
— X5) =
_____
— Pv) + iMw(x — iy)Jo (88)
I=X6=X15=u0 (89)
—1 1
A_ = _(X8 + iX7) = 2,j-—[(Px — ipy) — iMw(x — iy)Juo (90)
1 1
A÷= ,,_(Xg—iX7)=
_[(p+ip)+iMw(x+iy)1oo (91)
T+(t) = X9 = —iX12 = e2ltu+ T_(t) = X10 —iX13 = e_2)to_ (92)
Y = X11 = —iX14 = u3. (93)
We see that H0 is essentially the Hamiltonian of the harmonic oscillator in two dimensions,
C± (t) correspond to the so-called conformai transformations and L is the angular momentum.
The two sets {À(t), At(t)} and {A_, A÷} may be associated with pairs of annihilation and
creation operators and I represents the identity generator. Indeed, they can be written as
A(t) e”'’(a,
— ia»o At(t) = _= e_2b0ut(a. + ia)uo (94)
A_ = —(a+ia)uo A÷ = —ia)uo (95)
where a, a, a and a, are defined as in (72). The set {T÷(t), T_ (t), Y] corresponds to the Lie
algebra su(2). These generators form the maximal kinematical algebra of the Pauli equation
(76) which is {(sl(2, R) e so(2)) It(4)] e su(2).
Now the products of the generators which will lead to the invariance superatgebras are
obtained from the sets {Â(t), AtQ)], {A_, A+] and {T+(t), T_(t)}. There are eight possible
products. 1f we first take
= JA(t)T_Q) Q+ = /A(t)T+Q) (96)
we see that they are independent of time as it was the case with the SUSY harmonic oscillator.
Moreover they satisfy
Qrz Q2 =0 (97)
and
{Q_,Q+]=Hp”HowLo)Y [Hp,Qz1z]0. (9$)
This means that Q are the supercharges for the Pauli Hamiltonian Hp and a class of
supersymmetries of our system. Another set of supersymmetries is found to be
S_(t) = /A+T_Q) S(t) = JA_T+(t). (99)
Let us insist on the fact that the two sets of annihilation and creation operators {A(t), At(t)}
and {A_, A÷] thus appear in these supersymmetry generators. The operators S±(t), which are
now time dependent, satisfy
(S_(t))2 = (S+(t))2 = 0 (100)
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and
{S_(t),S+(t)] = Hg+aL+wY [ia5 —Hp,S(t)J=0. (101)
The other structure relations are computed and the non-zero ones are
[H0, Q] = ±cvQ± [H0, $] = uS±(t) (102)
[C+(t), Q_j = io)S_(t) [C_(t), Q+] = —iwS+(t) (103)
[Y, Q] = ±2Q± [Y, S±(t)] = ±2$(t) (104)
{Q—, S+(t)} 2iC_(t) {Q., S_] = 2iC+(t). (105)
This means that the generators {H0, C±(t), Y, Q± $(t)} close the orthosymplectic
superalgebra osp(2/2). Together with the other generators of the maximal kinematical algebra,
we get the so-called maximal kinematical superalgebra of the Pauli equation defined as
{osp(2/2) eso(2)] sh (2/4), where sh (2/4) is the Heisenberg—Weyl superalgebra generated
by the fermionic generators T (t), the bosonic generators A(t), At (t), A_, A and the
identity I [7]. Let us finally mention that the remaining products of {A(t), At(t)] and
{A_, A) with {T÷(t), T_Q)] give rise to the following generators:
U÷Q) = ]A+T+(t) U_(t) ]iA_T_(t) (106)
V+(t) = ‘J5JJA(t)T+(t) V_(t) = v/’At(t)T_(t). (107)
They have been introduced in [7] and are contained in the maximal dynamical superalgebra
ofthe system under consideration which is osp(2/4) sh(2/4). Indeed to close the structure
with these additional supersymmetries, it is necessary to include new even generators of the
dynamical algebra of our model.
4. The Jaynes—Cummings model
Now we consider the system described by a particle of electric charge e, spin and mass M
moving in the plane in the presence of constant electric and magnetic fields which are
both perpendicular to the plane. It bas been shown to be related to the Jaynes—Cummings
model [19]. Indeed, the Hamiltonian characterizing such a system is given by
H=
(_)2
(108)
2M 2M 4M2
where is the position vector of the particle and Â is the potential vector given in (7$). We
are again interested in the motion in the xy-plane for which the contribution of the preceding
Hamiltonian is
1 t e2B2 ‘\ eB
Hic = +
+ (x2 + y2) + eB(yp1
— XPv))
—
ieEt eB
I\ _iP)+i(X_IY))cI+
ieEr . .eB
.(Px+1Py)1(X+1Y) o (109)
or again,
ieEt eB \ ieEt eB
Hjc = HP + (Px — ipy)+i(X — iY)) °.+
— :- i\(Px +ip.) — i--(x +iY)) -
(110)
o
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where Hp is the Pauli Hamiltonian (77). Let us assume without loss of generality that e > O
and introduce the operators
A=A(0)= (Px+iPy_ix+iY))ao (111)
At = A(0)
=
j_-_ ((Px — ipy)+(x — iY)) i0 (112)
which satisfy the commutation relation
[A,À]=I. (113)
These operators are nothing other than the generators given by (87) md (88) at t = O when
we take again cv
= ff. Let us recail that they correspond to symmetries of the Pauli system.
Here we will see that they are flot symmetries of the JC model. The Hamiltonian Hjc cm thus
be written in the form
Hj = (AtA+ )0
—
+KAtU++I?AcY_ (114)
where & 2cv md K = 1. This means that the Hamiltonian (114) is a realization
of the JC Hamiltonim [8, 19, 20] in the special case where the detuning between the frequency
of the cavity mode and the atom transition frequency is zero. We also see a close connection
with the SUSY harmonic oscillator Hamiltonim described in terms of new annihilation and
creation operators A md A as given in (111), (112).
4.1. Lie atgebra of symmetries
We are interested in determining the symmetries of the corresponding evolution equation
(i31
—
Hj)5IJ(t, x, y) 0 (115)
where ‘Ii (t, x, y) is again a two-component wavefunction as in the Pauli equation considered
in the preceding section. It cm be written explicitly as
iit + [i.xx ÷ — ieB(xi,.
— Yi,x)
—
(x2 + y2)ii + eB1 1h]
=0 (116)
÷ [.xx + — ieB(xifr2
—
Y1fr2,x)
— e2B2 (x2 + y2) + eB2f2]
eE2 t .eB eE t. eB \
+1--Y1Iri)
+ A
+ --X1/Jl) = 0 (117)
where we have set B1 = B, B2 = —B, E1 = —E and E2 = E.
As in the preceding sections, to get the symmetries of the system (116), (117), we apply
the prolongation method to it md the conjugate system. Once again the vector field has the
form ($2) with
31 2(t, y) —62)) +63 3(t,x) = 62X +64 (11$)
i(t,x,y)—_Ao(t,x,y)+A1(x,y)i/ii 2(t,x,y)= Co(t,x,y)+C2(x,y)i/r2 (119)
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where
eB S,A1 (x, y) = —i——(S4x — Sy) — i- + (86 + i85) (120)
eB
C2(x,y) = —i——(S4x —S3y)÷i-- +(86+i85). (121)
The Sj (j = 1,..., 6) are arbïtrary real constants and A0Q, x, y) and C0(t, x, y) are arbitrary
functions that satisfy the system (116), (117) for ,t A0 and ‘2 = Co. The finite
dimensional Lie algebra of symmetries is thus formed by the following infinitesimal generators:
X1 =
X2 = (x.
— y)
— —
÷
—
X3 = 81+iy(t/riB,
_t/tBj 25z fr22)
X4 = 8. — ix(ri8,1
—
+
—
X5 = t(ri8,
—
÷(1/,7a,,
—
1I’22)
x6 = (itta, + + +
Using the real components of the wavefunction ‘IJ(t, x, y) given by ($0), the infinitesimal
generators take the form
X1 (122)
X2 (x8 —y8)
—
—
(123)
x3 = a,, + y(v, ÷ (124)
X4 = — + (125)
x5 ( ÷ au,) (126)
X6 = t1 8, + U2l),. (127)
It is easy to see that Xy and X6 are both central elements. The generator X2 corresponds
to a so(2) algebra and the set {X3, X4, X5) generates h(2). These last generators are thus
associated with a Lie algebra isomorphic to so(2) lz(2) and satisfy the following non-zero
commutation relations:
[X2, X3] = —X4 [X2, X4J = X3 (128)
[X3, X4J = —eBX5. (129)
Integration of the vector fields gives tise to finite transformations of independent and
dependent variables which leave the equation (115) invariant. Explicitly, with X1 corresponds
the invariance under time translation such that
(130)
The vector field X2 corresponds to the invariance under rotation in the xy-plane. The
transformation is
(ï, ) = (t, x cosÀ2
—
y sin .k7, X sinÀ2 + ) C05 ?) (131)
o
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and
/eÀ2 O “ (132)
The vector fields X3 and X4 correspond to the invariance under space translations. We
have
(133)
and
5ÏJQ, ï, V) = e_i4ÎsII(Ï, ï, . — À) (134)
respectively. The vector fields X5 and X6 are flot related to space—time transformations but to
the following phase and scale transformations of the wavefunction respectiveiy:
x, y) = e’IJ(t, x, y) (135)
and
x, y) = eÀsIJ(t, x, y). (136)
From these finite transformations, we easily get a matrix realization of the Lie algebra of
symmetries of the equation (115),
Xi uo1 x2 = (xa
— YDx)UO + _g3 (137)
x3=Q._i)uO X4=(B5÷if.x)uo (138)
X5 = —iX6 = —il = —iuo. (139)
Now Xi, while acting on the space of solution of (115), is the Hamiltonian Hic as expected
and J = —iX2 is the total angular momentum. Complex linear combinations of X3 and X4
give
‘r .eB .1A_
,............. tx — ‘Py) — ‘——(x — ‘y)] u0 (140)
and
i r . . eB . 1A= (Px+iPy)+1(1+1Y)
-o (141)
which satisfy
[A_, A] = 1. (142)
They are exactly the symmetries of the Pauh Hamiltonian as given in (90) and (91) and close
together with the identity Ithe algebrah(2). The operators {Hjc, J, A, I] are thus associated
with the maximal kinematical invariance algebra of the JC model and are isomorphic to
(so(2) h(2)) u(1). They are ail time independent and thus commute with Hic. Moreover
they are ail diagonal matrices and correspond necessarily to even generators.
It is neither possible from the prolongation method to produce a Lie superalgebra of
symmetries nor a set of supersymmetries as was the case for the preceding models. We know
in fact [9, 10] that the standard JC model does not admit a N = 2 supersymmetry. It is due to
the presence in the Hamiltonian (114) of the additional term (KAtU+ + sAu_) which can be
written as
Q= ___(KQ++,Q_)=KAtu++,?Aa_ (143)
o
39
C Invariant vector fields and the prolongation method for supersymmetric quantum systems 9497
where Q and Q_ are given in (96). Due to the value of K, such a term is essentially a
multiple of the combination Q+ — Q_. It is an additional symmetry of Hjc which cannot
be obtained from the prolongation method. It commutes with A±, go and J so that the set
{Hjc, A, I, J, Q. — Q_] closes a Lie algebra but nota Lie superalgebra. Indeed, (Q+ — Q_)2
is not a linear combination of the preceding generators.
5. A generalized Jaynes—Cummings model
As already mentioned in the approach by Andreev and Lemer [91, to be able to get a
supersymmetry for the JC model, it is necessary to consider a 4 x 4 matrix version of
the JC Hamiltonian. Let us show here how the prolongation method may be adapted to such a
model and will lead to the presence of supersymmetry generators as for the SUSY harmonie
oscillator and the Pauli Hamiltonians. We first construct a generalized JC model for which the
prolongation method will produce symmetries associated with a Lie superalgebra. Next we
examine the possibility of getting supersymmetries for a symmetrized JC model and compare
the results with the ones associated with the so-called standard $USY JC model [21].
Let us start with a version of the JC Hamiltonian of the following type:
HT=(HJcb0
eB ) (144)O Hc —
where Hic is given in (109) and a, are real parameters. The Schrtidinger-type equation is
(ide — Hr)’P(t, X, y) = 0 (145)
where sIJ(t, x, y) is a four-component wavefunction whose entries are complex-valued
functions equal to i/r(t, x, y)(p 1 4). Since (144) is diagonal we get a system of
four equations which are firstly given by (116), (117), where now we have set B = (c + 1)3
and 32 = (g — 1)3 while E1, E2 are stiil given by E1 —E2 = —E. The second set of
equations is similar and we have
i3t + ± [.xx + 3,yy — ieB(x3,)
— Y3,i) — (x2 ÷eB33]
+ (.x ÷ iY4) + + X1114) 0 (146)
÷ [.xx + 1fr4,yy — ieB(x4,. — Y4,x) — (x2 + y2)ifr + eB4i4]
eE4 eB eÉ4 eB
+ (X+-y)÷ (ii3,Y÷Txvi3) =0 (147)
wherewehaveset33 = (÷1)B, 34 = (—1)B, E3 = —E4 = —EandÉ3 = E4 = E.The
prolongation method applied to this system and the associated complex conjugated equations
leads to a vector field of the form
V j31 + 2a +38y ÷
÷
(148)
where j (j = 1,2,3) and 1,. (p I 4) are functions dependent on t, x, y, i/r,, and
We get the solutions
6 42(t, y)
—62Y + 63 43(t, x) 62x + 64 (149)
o
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cIi(t, x, y) Ao(t, x, y) + Ai(x, Y)i ÷ f(t)fr3 (150)
2(t,x,y) —_Co(t,x,y)+C2(x,y)s/i÷f(t)i/i4 (151)
3Q,x,y)= Do(t,x,y)+g(t)iJr1+D3(x,y)i/î3 (152)
c14(t, x, y) = Fo(t, x, y) + g(t)f2 + F4(x, y)i/i4. (153)
The functions A0, C0, D0 and F0 are again arbitrary and such that they satisfy the
equation (145) with W (A0, C0, D0, F0)t. The other functions in (150) are given by
eB
A1 (x, y) = —i——(64x — 83y) — i-i- + (c3 + i65) (154)
C2(x,y) = —i(c34x—3y)+i+(87+ic5) (155)
eB S2
D3(x, y) = —i——(84x
—
53)))
— i-i- + (Sg +i56) (156)
eB
F4(x, y) = —i——(54x
—
83))) +i-- ÷ (S +i86) (157)
aiid the functions f(t) and g(t) are obtained as
f(t)
=
(S — iSi1) eIWflh g(t) (Srn — i812) (158)
with w = w(cr
— ) = (c
—
Let us here comment on this last solution. The prolongation method has been applied to
the set ofequations (116), (117) and (146), (147) for arbitrary values of Bi, 32,33 and 34,
and leads to the following sets of equations for f and g:
df e ei-a— = B — B)f = (B4
—
B2)f (159)
and
dg e e
=
-.(Bi — B3)g = (B2 — B4)g. (160)
They are always compatible in the case under consideration, i.e. the one associated with the
Hamiltonian (144), and we get the explicit solution (158). In this context, a particular constant
solution is obtained when cvp = O or equivalently when = fI. But if (33
—
B1) (34—B2),
equations (159) and (160) admit the trivial solution f(t) g(t) O which is a case that will
be considered later.
Let us insist on the fact that since we are here in the case where f and g are given by
(15$), we will get symmetries expressed by odd generators that will satisfy structure relations
corresponding to a superalgebra.
The infinitesimal generators of the finite-dimensional Lie algebra of symmetries may be
directly obtained from (148) with the preceding values (149)—U 53) but once again tu be able
to get the finite transformations of symmetries, we have to express the vector fields in terms
ofthe real variables u, v, such that s,fr = u e1t (p 1 4). We thus get the following
basis of generators:
x1 =
—
— au,) + — (161)
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X2 = (x3
— Y3x) — + 3) — (0g,. ÷ 3v4)] (162)
X3 = 3. ÷ 3. (163)
X4 = 3, — 3f,,, (164)
X5—_ZB,,, (165)
p= t
X6 = tt3 (166)
X7 cos(wt — 1)3
— V1)u33u1 + Sjn(Watt — 1)3
—
+ cos(ot
— 1)4
—
v2)u435, + sin(upt — 1)3
— 1)3v2 (167)
142
Xg = cos(wt — 1)3 — vi)U1353 — Sifl(tuj3t — V3
—
+cos(wt
— 1)4 V2)u7dU.
—
sin(wt — y3
— V1)3’4 (168)
U4
X9 = (u33 — u 3) + (u4354 — uaB5,) (169)
X10 = sin(wt — 1)3
— vl)u30U
—
cos(ut — 1)3
—
U4
÷ S1fl(Wcsjt — 1)4
—
2)u485,
—
— COS(Wat3t — 1)3 — (170)
Xit = —sin(wt — 1)3
— u)tit353
—
sin(wt — 1)3
—
— sin(wt — 1)4
—
2)u2053
— cos(wpt — 1)3 — Uj)3,4 (171)
u4
x1, = (a — a) + (3e4 — an,). (172)
The generators X (j 1 6) satisfy the same commutation relations as the ones satisfied
by the generators (122)—(127). The other generators X (j 7 12) form an algebra
isomorphic to su (2)C as in the Pauli case. The corresponding Lie algebra of symmetries of
(145) is thus isomorphic to (so(2) Ïs(2)) su(2)C {Xi X6].
5.1. A Lie superatgebra of syrninetries
The integration of the preceding vector fields leads to the corresponding finite transformations
on the space—time coordinates and wavefunctions. We get, for X1, the invariance under time
translation such that
=
(eisÀ1
e’)
(Ï—Àt,ï,). (173)
The integration of the vector field X2 implies
I = t ï = x cos À2
—
y 5m À2 = x sin À2 + y cos À2 (174)
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and ( o e2 O O - . -e’2 O O O
O O O eiÀ2)
‘(J, ï, ‘) o o eiÀ2 o ‘l’(t i. cos À, + y sin À2 À Slfl À, + ) COS À2)
(175)
The integration of the vector fields X3 and X4 implies the invariance undet space translations
such that
‘ï’(ï, ï, 5’) = e’I’(Ï, x — À3, 5’) (176)
and
iiIÇ, ï, 5’) = esI’(Ï, ï, y À4). (177)
The integration of the vector fields X5 and X6 leads to phase and scale transformations of the
wavefunctions
x, y) = eiÀ511(t, x, y) (17$)
and
k(t, x, y) = eÀ6sII(t, x, y) (179)
The remaining vector fields X (j 7 12) lead to the transformations
(Go
À7 e13313uo) (t, x, ‘) (180)o
t ) I(t,x,y) (181)(t,x,y)= Àse_fituo u0( eu0 O
o eÀ9uo)tX (182)
(Œo
_iÀ1oetuo(XY) (183)
/(
‘.ÏJ(t,x,y)
_j11_flhg0 ) ‘P(t,x,y) (184)( e2uo O
o e1ÀI2uo)tX (185)
A specific matrix realization of the symmetry generators is obtained from these
transformations, when they are developed at first order in the parameter À. After some
linear combinations and redefinitions, we get the following generators
.Wafl
(JO
O
= irii — t— o ) X2 (x81 — y8j11 + (cg 3) (186)
eB \ eB “
x3
= (a — i_i_v) II X4
= (‘ 2 j+i—x ) 11 X —iX6 —iII (187)
T÷(t) X7 = —iX10 e’ (O uo (188)o o)
O
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T_(t) X8 = —iXj1 e’ (0 0 (189)
o Oy
(Go0\
Y=X9=—iXi2=i j (190)
where 11 is the 4 x 4 identity matrix. We see that with X1, we can associate the generator
0 (191)
2 \0 —u0]
which wiIl be related later to a new Hamiltoniai refering to a symmetrized version of the JC
Hamiltonian. The generator X2 corresponds to the total angular momentum
=( ) (192)
and X3 and X4 may be combined to give
A = (A ) A. ( (193)
where A_ and A are given in (140), (141).
The generators I÷(t), T_(t) and Y may now be associated with odd generators and,
together with A_, A and il, form a sh(2/2) superalgebra. As in the cases of the SUSY
harmonic oscillator and the Pauli systems, odd products may be formed between {A_, A+]
and {T÷(t), T_(t)} and among the possible ones we get the following generators:
= I(t) = e’’ ( ) (194)
= JA_I+(t) ( -) (195)
and
U_(r) = A_T_(t) = ( ) (196)
U÷(t) = JA÷I+Q) = je’ ( ) (197)
which satisfy the anticommutation relations
{S_Q), §+Q)] 1H10 + = (A_A+ A+A_) (198)
and
{U_(t), U+(t)} = 1H10 — Y = & (A+A_ A_A+) (199)
where we have defined
H
((A+A ÷
(A+A (200)
The two components of ]H10 are not related to lllljc since they have only diagonal terms. The
non-zero commutation relations between the generators ±(t) and U±(t) are given by
{S, U÷] = —2iC = ()2 {+, U..] —2iC_ &(A_)2. (201)
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Now the set {JHI, H0, C, Y, §(t), U±(t), J, A, E, I±(t)} closes a superalgebra. We see
that H commutes with ail the generators. The commutation relations between the generators
H0, C±, Y, §±(t) and U±(t) are given in table 6. These last generators form a superalgebra
isomorphic to osp (2/2). The non-zero super-commutation relations between the generators
J, A, E, T(t) are now given by
and
[J,Aj—A
[A_, AJ E = {T_(t), T+(t)], (203)
leading to the superalgebra so(2) sh (2/2). Finally the super-commutation relations
between the two sets are presented in table 7. So we find a structure isomorphic to the
superalgebra (so(2) osp(2/2)) Dsh(2/2). Let us insist on the fact that the existence
of such a superalgebra does not imply the presence of supersymmetries for the original
Hamiltonian (144). Indeed, no Q-type supercharges may be constructed from the preceding
symmetries. In the last subsections, SUSY JC models will be constructed and the symmetries
and supersymmetries will be given.
5.2. A supersymmetric JC model
The generator (191) when acting on the space of solutions of (145), corresponds to a
symmetrized version of the Hamiltonian (144) given by
H—H w(Hic—f(o+6)uo O
— T 2 — O HJc—f(c+)uo
Table 6. Super-commutation relations of an osp(2/2) supemlgebm.
1HI C+ Y S U_
lEu5 O —2&C_ 2&’C+ O &S_ —&S+
C_ 2&C_ O —&j1J0 O i&U_ O O iS
C+ —2&C+ wlHl0 O O O —i&U+ —i&S_ O
Y O O O O —2S_ 2S+ —2U_ 2U+
S —S_ —i&U_ O 2S_ O 1Hlo+&Y/2 O —2iC+
S+ &S+ O i&U+ —25+ 1Hl + &Y/2 O —2iC_ O
U_ &,U O iS_ 2U_ O —2iC_ O 1ElE — Y/2
U+ —&U+ —ieS+ o —2U —21C± O llll — 6iY/2 O
Table 7. Commutation relations between (so(2) osp(2/2)) and sh(2/2).
lllJ C Y S_ S+ U. U
J O —2C_ 2C O S_ —5+ —U_ U+
A_ &A_ O i&A O O O
A —&A —i&A_ O O O
—JT+ —/JT_ O
R O O O O O O O O
L O O O 2Y_ O A_ O JiA+
T O O O —2T+ JA+ O /A_ O
[J,A+J=A+, (202)
o
(204)
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from the preceding resuits, it is easy to show that the symmetries of this new Hamiltonian
are given by the set {ll-ll, 1H10, C, Y, J, A, Il, I(0)], ail of these generators being time
independent. Jndeed, H can be seen as a particular Hr as given in (144) where ct
and thus w 0.
It also admits the supersymmetries §(0) and U(0) which are now time independent
and satisfy again (198) and (199). None of them are the supercharges of H.
Let us now show that, for a specific value of c + , the symmetrized Hamiltonian H can
be made supersymmetric. Indeed, if we take (a ÷ )
=
we can define [9]
Q÷ = -I÷(0) + (g (Q+ (205)
and
Q=_T(0)÷J((Q0Q) g). (206)
We thus have
{Q’ Q-] = H [EH, QJ = 0. (207)
The time-independent generators EH, Y, J, A±, II and Q÷ form a superalgebra of
supersymmetries of 1H. The additional super-commutation relations are
[Y, Q] = +2Q. (208)
If we include the generators T (0) as symmetries of EH, we get the following superalgebra
{H, Y, J, A÷, li, Q’ Q0, T(0)], where
Qo O (Q+ ) (209)
indeed we have
{T+(0), Q_} = —E — ]Q0 {T_(0), Q..] —E + .JQ0. (210)
This superalgebra may be written as ({IH, Y, Q] (.]J}) {A, E, T(0), Qo}.
In the approach of Andreev and Lemer [9], the preceding Hamiltonian H has been
generalized to H(ç) where ç is an arbitrary phase. Indeed, EH(ç) is block diagonal where, up
to the addition ofa multiple of the identity, the flrst block is the JC Hamiltonian (114) and the
second one is obtained from it by changing A F+ e’A and At i÷ eAt. With respect to our
approach, it is associated with the original set ofequations (116), (117) and the new set (146),
(147) where E3 = —E3 = e’’ and E4 = E4 = E e’t0. The algebra of symmetries is the
same as for the case ç = O studied before, so ail the resuits on the existence of supersymmetiy
transformations remain valid. The oniy changes are in the following generators:
/ (1 0’\\ / O 0\
T÷(, t) = e’’ ( O » e’) ) I_(, t) e_t ( fi °. ). (211)
\0 O J \\0 eW) J
It follows that the generators §(t) and U1,(t) given in (194), (195) and (196), (197) are now
written as §(ç,, t) = ]AT(ç, t) and U(ç, t) = q’AT(, t).
The supercharges are found to be
(eQ+— Q)) (212)
o
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_T,0)+J((iwQ0
— Q+) g) (213)
and satisfy
{Q+(), Q_()} = H() [lHI(), Q(ç)J = 0. (214)
The last generator that is modified is
— Q) 0 2150 (e1’Q+ —eQ_) (
5.3. The usuat supersymmetric structure
Another SUSY version of the JC model may be deduced ftom our preceding considerations.
Let us refer it as the standard or strong coupling limit one in reference to the literature [20—22].
If we start again with the system of equations (116), (117) and (146), (147) for which the
symmetries have been determined for arbitrary values of the parameters B1, 33, 33, 34, we
can in particular take Bi —2 = B, while 33 —3B and 34 —B. This is the case
where equations (159) and (160) admit the trivial solution f(t) = g(t) = O and such that
no symmetries associated with odd generators appear. This means that, by the prolongation
method, it will be impossible to get a superalgebra of symmetries.
Meanwhile, if we choose E2 —E1 = E4 —E3 = E3 E4 E M/-.J, it is
possible to write the evolution equations (116), (117) and (146), (147) as
(iB,
— lHIjc)’I’(t, x, y) 0 (216)
where IHI has the standard SUSY form [23]
(ÂtÂ olHIjczwj j ÂÂ) (217)
with
Â=A+iu÷ Ât=A—icr_. (21$)
These last operators satisfy
[Â,Ât]=uo+u3. (219)
Note that the two components of the Hamiltonian lHIjc are closely related to the Hamiltonian
(114). Indeed, we have
/Hjc O
= I
. f O 0’\ I (220)O Hjc+w0 1)1
when K = i&. The standard supercharges are given by
+=/2(g Àl)
=&l/2( ) (221)
satisfying the following relations:
Hic {+, } ()2 = O [Hjc, ] = 0. (222)
Again these supercharges cannot be obtained from the product of symmetries determined by
the prolongation method.
Let us finally mention that such a Hamiltonian is a particular case of a matrix SU$Y one
where the quantities Â and Â would correspond to elements of the algebra Ii(2) su(2),
o
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that is linear combinations of the generators of this algebra. Different assumptions may thus
be imposed on the commutator [A, A] [22]. In the canonical case, that is the case where
the commutator is a multiple of the identity, the prolongation method reproduces ail the
dynamical supersymmetries. This was the case for the SUSY harmonic oscillator and the
Pauli Hamiltonians. In the non-canonical case, such as the JC model, the supercharges are flot
obtained from the prolongation method but may be constructed by the standard structure of
the Hamiltonian as in (217) for the JC model.
6. Conclusion
We have shown that the prolongation method used for finding symmetries of classical as
well as quantum-mechanical systems may be useful to determine the supersymmetries of
SUSY quantum-mechanical systems. We took simple examples, such as the SUSY harmonic
oscillator and the Pauli equations to improve the method. Indeed, we already knew the kind of
kinematical and dynamical superalgebras we were searching for. This was very helpful to be
able to get new results on the JC model. First we determined the Lie algebra of symmetries for
the usual 2 x 2 matrix mode!. Second, we gave the symmetry superalgebra for a generaiized
version which is an amplification of the usua! JC model to a 4 x 4 matrix representation.
Final!y, two ways of getting SUSY versions were given. In the first case the supersymmetry
was present on!y if we admitted a specific shifting in the JC Hamiltonian. In the second case,
the supersymmetry appeared due to the fact that the amplification of the JC model is similar
to that of the $USY harmonic oscil!ator but to do that it was necessary to take the coupling
constant between the electromagnetic field and the atom as a linear function of the frequency
of these fie!ds. In ah these cases, the detuning between the electromagnetic field and atom
frequencies has been assumed to be equa! to zero.
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oChapitre 3
A
Etats cohérents et comprimés basés sur
l’algèbre h(1) su(2)
Résumé
Des états qui minimisent la relation d’incertitude de Schrôdinger—Robertson sont
construits comme états propres d’un opérateur qui est un élément de l’algèbre
h(1) su(2). Les liens avec les états supercohérents and supercomprimés de l’oscillateur har
monique supersymétrique sont donnés. De plus, nous construisons des Hamiltoniens généraux
dont le comportement ressemble à celui de l’oscillateur harmonique ou encore est relié à celui
de Jaynes—Cummings.
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Generalized coherent and squeezed states based
on the h(J)esu(2) algebra
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States whïch minimize the Schrodinger—Robertson uncertaÏnty relation are con
structed as eigenstates of an operator which is an element of the h (1) su(2)
algebra. The relations with supercoherent and supersqueezed states of the super
symmetric harmonic oscillator are given. Moreover, we are able to compute general
Hamiltonians which behave like the harmonic oscillator Hamiltonian or are related
to the Jaynes—Cummings Hamiltonian. © 2002 Arnerican Institute of Physics.
[DOl: 10.1063/1.1462858]
I. INTRODUCTION
Minimum uncertainty states (MUSs) are usually understood through the minimization of the
Heisenberg uncertainty relation (HUR). These states are well-known1 since they are long associ
ated with the so-called coherent states (CSs)2 and squeezed states (SSs)3. But, it bas been
observed46 that a more accurate uncertainty relation may be used to construct generalized CSs
and SSs. Indeed, this relation known as the Schrodinger—Robertson uncertainty relation (SRUR)7
can be minimized and gives risc to new classes of CSs and SSs which have received different
names in the literature, such as correlated states4 or intelligent states.5 There are two main reasons
to consider such last states. First, when the two Hermitian operators entering in the SRUR are
noncanonical operators, i.e., their commutator is not a multiple of the identity, the HUR could be
redundant while the SRUR flot. Second, the MTJSs that minimize the SRUR are shown to be
eigenstates of a linear combination of the two Hermitian operators entering in the $RIJR.
Recently8 a connection has been made with the CS and SS based on group theoretic
approaches9 and the concept of algebra eigenstates (AESs). In particular, AESs have been con
structed for the algebras su(2) and su(1,1). This concept constitutes a unification of different
definitions of CS and SS.
In this article, we give a general construction of AESs based on the direct sum h( 1)
su(2). The Heisenberg algebra It(1) being relevant for the problem of the harmonic oscillator
and the algebra su(2) for particles with spin, we have a procedure to find general CSs and SSs for
supersymmetric systems, for example. These are clearly MUSs for which the dispersions of
corresponding operators may be calculated easily. We show finally how to use these states in the
construction of particularly relevant Hamittonians and in the calculation of their dispersions.
In Sec. II, we put the emphasïs on the SRUR and its relevancy with respect to the determi
nation of MUSs. The application to the position and momentum operators MUS leads to the
well-known CS and SS of the harmonic oscillator while when the angular momentum operators
MUS are considered we have in mmd the su(2) CS and 55. These particular applications are given
to bring a new light on these states and also to facilitate the treatement of the It (1) $ su( 2) CS and
SS. In Sec. III, we construct the AFS based on the h(1)su(2) algebra and show how this gives
CSs and SSs which generalize the supercoherent and supersqueezed states obtained in other
approaches.’°” Finally, in Sec. IV, we construct general Hamiltonians similar to the one of the
0022-2488/2002143(5)/2063/34/$19.00 2063 © 2002 American Institute cf Physics
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harmonic oscillator but where the so-called annihilation operator is now an element of the algebra
h (1) su( 2). This permits us to use our CS and SS to compute the mean value and the dispersions
of the corresponding energies. We show also how the well-known Jaynes—Cummings Hamiltonian
enters in this scheme.
Il. COHERENT AND SQUEEZED STATES AS MINIMUM UNCERTAINTY STATES
This section will be concerned by the general definition and properties of MUS (Sec. II A).
They are explicitly constructed when the usual position and momentum operators are considered
(Sec. II B) as weIl as when the angular momentum operators are taken (Sec. II C). The connection
is made with already known results.
A. Minimum uncertainty relation
It is well-known7 that, for two Hermitian operators A and B such that the commutator is
[A,B]=iC, co, (2.1)
the HUR
(A)2(B)2_ (2.2)
is satisfied. The mean value and dispersion of a given operator X are defined, as usual, by
KX)=K’IxI’), (tXX)2=X2)—X)2, (2.3)
for a normalized state 1t) describing the evolution of a quantum system. As observed by Puri,6 for
noncanonical operators, i.e., such that C is flot a multiple of the identity I, we can have (C)0
and the relation (2.2) is then redundant. The 5RTJR7 is neyer redundant and writes
(iXA)2(B)2 ((C)2+(F)2), (2.4)
where (F) is a measure of the correlation between A and B. The operator f is Hermitian and
given by
f={A —(A)I,B—(B)I}, (2.5)
where { , } denotes the anticommutator. If there is no correlation between the operators A and B,
i.e., if (F)=O, the SRUR reduces to the usual HUR.
We are interested here in the description of states which minimize the SRUR (2.4). A neces
sary and sufficient condition to get them is to solve the eigenvalues equation:
[A+iXB]j/i)=/3Iç(i), (2.6)
where
/3—[(A)+iX(B)], XnC, XO. (2.7)
Note that, if Re X*O, once we know the value of /3, this last relation may be inverted to give the
mean values
ImX Im/3
(A)=Re /3+ —Im /3 (B)= (2.8)
C and, if ReX=O, we get
(A)Re/3+ImX(B). (2.9)
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As a consequence of (2.6), one bas
(1A)2=lXIt, (3)2.A (2.10)
with
= ..J(C)2+F)2. (2.11)
So the states Içti) satisfying (2.6) with XI = 1 will be called coherent because they satisfy
(tXA)2=(tXB)2=t, (2.12)
i.e., the dispersions in A and B are the same and minimized in the sense of SRUR. The states
satisfying (2.6) with lXI1 will be called squeezed because if XI<1, we have (IXA)2<tX
<(3)2
and if IXI>1, we have (tXB)2<tX<(IXA)2.
Some other relations are also useful for our considerations. The direct computation of (A)2
and (B)2 is usually complicated but in the MUSs that satisfy (2.6), we can write
(A)2 HReXKC)+ImX(F)I, (2.13)
(2.14)
with
ImX(C)=ReX(f). (2.15)
For Re X=0, we have KC) = 0, which corresponds to the case where the HUR is redundant. The
MUSs satisfy the minimum $RUR (MSRUR)
(A)2(B)2=2, (2.16)
with
1 ‘Kf)(tXA)2JImX (F)j, (B)2r- j. (2.17)
and
(2.18)
For ReX0, from (2.15), we have
1m X (2.19)
Moreover, from (2.13) and (2.14), we get
1X12 1(A)2=
2ReX , (zB)= 2ReXK (2.20)
and, then,
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o lxi
2Rex (2.21)
In this case, it is sufficient to compute the mean value of C to deduce that off and the dispersions.
The particular case where 1m X=0 corresponds to the fact that the MSIJR coïncides with the
minimum HUR (MHUR).
B. Position and momentum coherent and squeezed states
Let us apply the preceding considerations to the special case of the usual position x and
momentum p operators of a given quantum system. The canonical commutation relation (if h
= 1) being
[x,p]i1, (2.22)
the SRUR writes
(tXx)2(tXp)2 (1+(f)2). (2.23)
The MUSs j «i,X,/3) satisfy the eigenvalues equation:
[x+ixp]iqi,x,p)=pji,X,p). (2.24)
If we introduce the usual creation a and annihilation a operators,
x—ip x+ipat
, , (2.25)
i/2 V2
such that [a,at]=I, the equation (2.24) becomes
1- X)at+ (1 +x)a]i ,x,)=Pi (2.26)
The general resolution of Eq. (2.26) is obtained by expressing the state i/i,X,) as a super
position of the energy eigenstates {in),n = 0,1,2,. .
. } of the usual harmonic oscillator Hamiltonian
Hoiv(ata+ ). (2.27)
Let us recall that these eigenstates satisfy
ain)= Jin— 1), atln)= /ïjn+ 1) (2.28)
and we can write them as
a t
jn)=—==i0), n—0,1,2 (2.29)
So, if we insert
Hfr,X,I3)= C,3,1in), CEC, (2.30)
in Eq. (2.26), using the expressions (2.28), we get the recurrence system
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n= 1,2,3
(2.3 1)
(1+X)
v2
C,13,1=/3C,13,0.
The case X = — 1 does flot give any solution and must be eliminated. If we set
1—X 3r
=&‘‘,
—-,-— , (2.32)
the resolution of the recurrence system (2.3 1) leads to the general solution of Eq. (2.26):
I «i,X,$)= CxoexP( — 8e1) exp( (1 + 8ei)at) 10). (2.33)
The special case X = 1 corresponds to 6=0 and gives Tise to the usual expression of the CS of the
harmonic oscîllator. These states (2.33) can also be obtained as the action of two unitary operators
on the fundamental state. The first one9 is the usual dispiacement operator D associated with an
irreducible representation of the Heisenberg—Weyl group H( 1) with algebra h (1) = {a , at ,I}. The
second one is the squeezed operator S associated with an irreducible representation of SU( 1,1)
with algebra su(1,1)={a2,(at)2,aat+ata}. This is a known fact’2 when squeezed states of the
harmonic oscillator are studied. We have explicitly
I Xt3)=S(x( 6,))D( )I0), (2.34)
where
t2 V,
D()=exp(at—a) and S()=exp x——+ (2.35)
with
j3 (1+6e’) V
and (,ç)_tanh_l(8)z4. (2.36)
The condition for having normalizable states is that 06<1. Let us insist here on the fact that
these SSs already obtained in the literature as eigenstates of a linear combination of a and at are
also MUSs such that (x)2(p)2=2=(1+(F)2)/4. From Eq. (2.19) and the fact that (C)
= 1, we get
ImX —26sin
(1_82) (2.37)
and the factor ïs
Ii fi 8sinl
6,q)= V(1+(F)2) i..J+ (162)2. (2.38)
Moreover, from (2.13) and (2.14), the dispersions are
-, XI2 (1—26cosç+62)
(X)=2IReXI= 2(1_62) (2.39)
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2ReX = 2(1_82)
2_1 —26cos 4+62
1+26cos+82
FIG. I. Graphs of the dispersions (tx)2, (p)2 and the i factor as functions of 5 for = ir/6.
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and
(2.40)
Let us recafl now that the CSs are flot only the one for X = 1 but also ail the states where
lxi = 1. From the relation (2.32), we deduce that
1—6e4’ (1—62)—2iôsin4.
x= 1+8e (1+28cos+62) (2.41)
and then
(2.42)
This means that C$s occur also for 4 = — 71/2 or ç 71/2 and 6*0. The other values of X describe
x-squeezed states when n]—Tr/2,’n-/2[ and p-squeezed states when 4n]irI2,3r/2[. On the
other hand, for fixed values of 4, the expression (2.3 8) attains its minimum value when 6=0 and
when 4, = O and 4, = 71 for fixed values of 6. In the first of these cases, we have X 1 and we are
in the standard CSs of the harmonic oscillator, i.e., eigenstates of the a operator. In the second
case, X isa positive real quantity equal to (1— 6)1(1 + 6) 1 if 4,0 and to (1 + 6)1(1— 6) 1 if
4,7T. We are in the special SSs that are eigenstates of the (a+ôat) and (a—8a) operators,
respectively.
Figure 1 shows the behavior of (x)2, (p)2 and iX as functions of 6 for ç5 71/6. In this
region (iXx)2[(iXp)2] is always less (greater) than iX, as expected. For 80, the three curves
coïncide, and the intersection point corresponds to the CS I «î, 1,/3). The value of iX = (2.38) when
6=0 is also the minimum value which corresponds to the MHTJR. Figure 2 shows the behavior
of the same quantities as functions of 4, for 6= 0.5. The points where the three curves intersect are
the CS.
C. Angular momentum coherent and squeezed states
Let us now take the angular momentum operators Jk for k= 1,2,3, which satisfy the usual
su(2) commutations relations
[Jk ,jt] = t8kl,nJm , k,l,lfl = 1,2,3. (2.43)
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o
Here we want to solve the eigenvalues equation
(J1 +ixJ2)qi,x,p»pqi,x,p), (2.44)
where /3 [(J) + iX (J2)]. On the contrary of the preceding example where the HUR is neyer
redundant (because x and p are canonical), here the commutator of J1 and J2 is flot a multiple of
the identity and then (J3) may be equal to zero for some special cases. Some of these cases have
been discussed elsewhere.6’13’5 Here we give the general solution of the equation (2.44), for ah
possible values of X and /3.
It would be better to work with the operators J±J1± ii2 instead of J1 and J2, so that the
equation (2.44) becomes
[( 1 +X)J +(1 -X)J]I X,/3)f3 fr,x,p). (2.45)
Using the usual complete set of angular momentum states {Ii,r)}, j integer or half-odd integer and
rn{—j,—(j— 1) j— 1,j}, we know that
and
J2j,r)= (J+J+J)Ij,r)=j(j+ 1)Ij,r),
J31i,r) rlj,r)
J÷Ii,r» J(j r)(j±r+ 1 )Ii,r± 1).
This means that for each j fixed, the eigenstates I of Eq. (2.45) may be written as
r-j CrIj,r), Cr E C,
where the coefficients Cf3r satisfy a recurrence system of the form
(1 +X) (j+r)(j— r+ 1 )Cp ri +( 1— X) (j— r)(j+r+ 1)Cr+i =2PCr,
(2.46)
(2.47)
(2.48)
(2.49)
(2.50)
for r=
—j j and C.fl.i÷l=C(,p,_u÷l)=0.
For X = ± 1, the unique eigenstates are i/i, ± 1,0)= j, ±j). For X ± 1 and /3=0, the recur
rence relation (2.50) is solved to give
(A 2
-4.---—’, X,
/ .4— (tp)2
FIG. 2. Graphs of the dispersions (ix)2, (p)2 and the factor as functions of for 8=0.5.
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G
j
_
I,X,0)J=Coje/2) ( 1)k
k
e_Io_2k)/2Ij j2k) j integer, (2.51)
k=O)
where we have used the formula (2.32) to express X in terms of the ô and ç5. It is again possible
to express such a state from the action of unitary operators associated with an irreducible repre
sentation of a group which is here SU(2). Indeed, we have
jr,X,0)=C0exp[— 41n(ô)J3]UIj,0), (2.52)
where
Uexp( — (e_2J+_e2]_)). (2.53)
For the general case X ± 1, the analysis of the system (2.50) shows that for each j, there
exist (2j + 1) possible values for the eigenvalue /3, which are
p=,,/1—x2, 111=—j j. (2.54)
If we use the relation
[J1 +iXJ2][exp(
— ln( 6)J3)U]=[exp( — -ln(8)J3)U][ Ji —X2J3], (2.55)
we see immediately that the corresponding eigenstate I is
jq,,X,p).’Ii,X,m= Cmexp[— %ln(8)J3]U(j,m), nz=
—j j, (2.56)
where U(2.53). They can be written in terms of the Jacobi polynomials as
I 111) Cm
xexp(
— In(8)]3) eln/2e_2)J3
X 2(Y±r?Prrn(O)Ij,r). (2.57)
In these last states, we want to compute now the mean values and dispersions of some
operators in order to exhibit their behavior in the CS and $S.
If Re X*0, the mean values of J1 and J, in the states (2.57) are obtained using (2.8) and
(2.54). In terms of ô and ç5 as defined by (2.32), we get
81/2
(Ji)=2m (6+1) cos , (J,)1=2nz (8+1) 5m . (2.58)
The relations (2.19)—(2.21) applied to our case teit us that (Ai1)2, (Ai2)2, A and (f) are ail
obtained from the mean value of J3, i.e.,
58
J. Math. Phys., Vol. 43, No. 5, May 2002 h(1)su(2) coherent and squeezed states 2071
O IXV 1
Re (J3), ReX
(2.59)
Xi ImX&
—
_______
“f’”’ —-—————-‘J “-î
‘2ReX 3/m’ \ /mReX\ 3mn
The mean values of J3 in the states (2.57) or equivalently in the states (2.56) are given by
(J3)=— 1n((j,miUte3Ujj,rn)), (2.60)
where q = In 6. After some computations, we get
11+’ rnq 1 13V’I _1(coshq)(J3)=
— Imitanh — -sinh(q)(j+ ml + 1) omcOshq) . (2.61)
Inserting (2.61) into the expression (2.59), we get
((J1)2)r(1 —2ôcos 4+ 62)A(ô), ((J2)2)=(1 +26cos ç5+ 62)A(6)
(2.62a)
()= /1 —28 cos(24)+ 6A(8), fF) —4ôsin A(6), (2.62b)
where
V ml (j+lmi+1) P1I((1+62)/26)
A(8)= 2(1+8)2+ fl’l+ô’)/28) . (2.63)
The case Re X=0 may be obtained as the limit case of the preceding one by taking 8 1
in the expressions (2.62a), (2.62b) and (2.63). Let us recali that it corresponds to (J3)=0 and
X=—itan’2. We get
((J)2)J_’[J(J± 1) _m2]sin2(). ((j)2)J_1[f(± 1 )_m2]cos2(),
(2.64a)
(=[j(j+l ) —m2]jsin j and (F)= — [j(j+1 ) —m]sin , (2.64b)
using the fact that
(a+1)(a+2)”(a+n)
(2.65)
These are exactly the resuits given by Fun.6
To illustrate these cons iderations by a concrete example, let us take the “spin—i” case, i.e.,
j= . The expressions (2.62a) and (2.62b) thus reduce to
(1—28cos+62) (1+26cosq5+62)
((J1)2)= 4(1+6)2 ((J2)2)±= 4(1+6)2 (2.66)
and
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FIG. 3. Graphs of the dispersions ((z]1)2)+ , ((J2)2). and the + factor as functions of ôfor t1=/6 andj=.
1 I
(ï+6) (2.67)
where we have used the ± sign for the values of ni ± . The MSRUR thus writes
1 82sin2—8(1+8)2
1+4 (1+8) . (2.68)
For fixed values of 0 and T, the expression (2.67) attains its minimum value sin tb118
when 6=1. On the other hand, for fixed values of 8 such that Se[0,1[U]1,œ], the minimum
I I 7of (2.67) is (i[1 —(46)1(1 + 8)] when ç&=O or . In the first case we have X
=
— i(sin )I(1+cos ç5), which means that we have some special classes of SSs from which we
recognize CSs with X= —i (eigenstates of the J1 +J2 operator) and with X=i (eigenstates of the
Ji — J2 operator). In the second case, we have X = (1 — 6)1(1 + 6) 1 if çS = O and X = (1
+ 6)1(1 — 8) 1 if çS = ii-, i.e., the minimum ± (8,0) ts ± (6, ) values occur for the special
states which are eigenstates of the operators (J + + 6J_) and (J ÷ — ÔJ
.), respectively. Let us
recail that the CSs with X= 1 occur when 8=0 and those with X= —1 when ô ‘—°. They
correspond to the eigenstates of J+ and J_ operators, respectively. For such states, according to
Eq. (2.68), we have ((J1)2)± ((J2)2)± =(±(0 ))2=lim(+( ô, ç5))= .
Figure 3 shows the behavior of the dispersions ((J1)2), ((J2)2) and as functions of ôfor
çS= /6 and j= . The minimum value of ± is here 0,0625. In Fig. 4, we see that the graphs as
a function of ç& are very similar to ones for the preceding example of x and p.
III. ALGEBRA EIGENSTATES ASSOCIATED TO h(1)su(2)
This section begins (Sec. III A) with a review of the SUSY harmonic oscillator and its super
coherent states (SCSs) studied by Aragone and Zypman.’° We follow (Sec. III B) by the general
construction of AES bascd on the algebra h (1) su(2). These states are defined as eigenstates of
an arbitrary linear combination of the generators of the considered algebra.8 Then we consider
special solutions to CSs and SSs for the so-called super-position and super-momentum operators
(Sec. IIIC).
A. The SUSY harmonic oscillator and its super-coherent states
Q Let us recail that the quantum SUSY harmonic oscillator is defined as a combination of abosonic and a fermionic oscillators. Its Hamiltonian is given by
0.25
0
0.
—
— ((J2)2)
s
H55= w(ata ftf), (3.1)
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where the bosonic creation and annihilation operators at and a are defined as in (2.25) and the
corresponding fermionic operators ft and f are defined as
ftzzg=.(gj+jff2) f=o-_=(Œ1—iu2), (3.2)
(the u1, i= 1,2, being the usual Pauli matrices) for the spin 1 fermion. We can thus write
1 w
H5sv ata —-u3. (33)
The representation space we are working with in this context is nothing else than the direct
1 i\ 1 —i\
.}x -)=I+)
-,——) =1—)
= {I n, + ), In, — 0,1,2,.. . }. (3.4)
product
Following Aragone and Zypman,’° SCSs may be constructed as eigenstates of a SUSY annihila
tion operator [i/2(a + u+)]. They are shown to be given as a linear combination of the following
normalized pure states:
(3.5)
z [atlO+)—I0—)]
— (3.6)
V2
in terms of the dispiacement operator D given in (2.35) and where we recognize in (3.5) the usual
CS of the harmonic oscillator. A discussion’°” of the properties of such states bas led to the
observation that, except for the state IJ’+) (3.5), no other linear combination of (3.5) and (3.6)
will minimize the usual HUR. This means that these states satisfy (x)2(t.p)2 , the equality
between the position x and the momentum p being realized only for J
Such a fact can be clarified from our discussion of Sec. II A. The SCSs (3.5) and (3.6) are in
fact MUS for the SRUR (2.4) with
fIG. 4. Graphs of the dispersions ((zJ1)2)+, ((AJ2)2)+ and the ± factor as functions of for 6=0.5 and j
and
(
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1 U1 1A=_[(at+a)+ui]= 1+— and 5=_[i(at_a)+u,]= p+_Z (37)
v2
- V2
these operators being different from x and p. The SCSs are coherent in the sense that they satisfy
Eq. (2.6) with X=1.
Clearly, in such a context, through the group theory level, we are combining the information
coming from both the Heisenberg—Weyl h( 1) and the su(2) algebras realized in terms of the Pauli
matrices in the spin case. It is then natural to ask the questions of determining the general C$ and
SS for the direct sum h( 1)su(2) which will indeed include the special SCS we just discussed.
B. Algebra eigenstates
We are working with the h(1)$su(2) algebra generated by {a,at,I;J+ ,J_ ,J} as defined in
the preceding sections. The AESs8 for this algebra are defined as eigenstates corresponding to a
complex combination of the associated generators. A general Hermitian operator A constructed
from a combination of these generators is
A=A1a+Â1at+A2I+A3J+Â3J_+A4J3, A2,A4E R, A1 ,A3 C. (3.8)
Two such operators, called A and B, satisfy the commutation relation (2.1) with
C—[i(Â1B1 —A 11)I+2i(B3Â3—3A3)i3+ i(A3B4—A4B3)J +i(A43—Â3B4)J_].
(3.9)
Once we search for states satisfying (2.6), i.e., for eigenstates ofA+iXB (XC,X0), we
are in fact considering AESs and we know from Sec. II A that they minimize the SRUR (2.4). Let
us then study the solutions of such a general eigenstate equation (2.6) for A and B on the form
(3.8).
It is convenient to rewrite this equation as
ta_a+ a+at+ a31+/3 _J+ +f3J_ +p3J3]ii)=zqî), (3.10)
where
a_=A1+iXB1, a÷=À1+iXj, a3A2+iXB2,
(3.11)
/3_—A3+iXB3, /3+=Â3+iX3, f33=A4+iXB4.
To solve (3.10), we express I) as a superposition of fundamental states In;i,rn) which
constitute a generalization of the Fock space (3.4) for spin j. We write
Cjn;J,m), (3.12)
m—j n0
for fixed j, integer or half-odd integer. Let us recali that we have
aIiz;i,in) JIn 1 ;j,m),
aJn;j,m) = + 1 ;j,m), (3.13)
J+n;j,m)= J(jm)(j±m+ 1)n;j,nt± 1),
with
K,z;i,mlt;i,r) ônlô,nr . (3.14)
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Inserting (3.12) into (3.10) and taking into account the relations (3.13) and (3.14), we get a
recunence system which becomes more and more complicated as j increases. We also notice that
the case where
_. = O with + O does not give any solution and must be eliminated. Here two
ways of solving it completely are presented. The first one uses the resuits obtained in Sec. II B and
Appendix A where AESs of su(2) are explicitly constructed. It is described explicitly in this
section using operators acting on a fundamental state. The second one is based on the method of
resolution of a first order system of linear differential equations and is described in Appendix B.
With respect to the discussion in Appendix A, we have mainly two types of eigenvalues for z.
The first type is given by
z=p+a3+rnb, peC, (3.15)
for fixed j and where m = —i j and
b=g4p÷fl_+p*0. (3.16)
If we compare equations (2.26) and (A5) and their respective solutions (2.33) and (A 15), we find
the set of solutions
I i)= (C)_hI2exp[ — at2+ 0t] TeffIO;j,ln), (3.17)
when a_0. Here Teff is given by (A14) when {p÷*0,p*0}, (Ais) when {$±=O,/33*O},
(A20) when {/3..=0,fl3*0} and finally the identity when {/3_/3±=0,/33’O}.
The second type corresponds to the so-called degenerate case (b=0) where zp+a3. The
sets of independent solutions are now given by
i j—li’ + t2 ° tIiIî)m=(Cm) exp —i——a +a
x2 ( i)k(i k) (at)Jmk(
aJjk1)
(3.18)
when /3+=P3=0,
j j —1/2 t2 tI i/i),, = (C,) exp — + —a
j—m (2j—k)! aJ k
x2 ( i)k k (2f)! (aT)hhI (3.19)
when /3_=/33=0, and
IC)_v2exP[_ a ±2+
t k k iJ
o x (- 1)k(Çhhl) (at)Jmk() k ]Io;f_i) (3.20)
when /3 ,/3 and /3 are different from zero and for = /3 I(2/3)= — 2/3_1/33.
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C. Coherent and squeezed states for the super-position and super-momentum
operators
Let us consider the eigenstates of Eq. (3.10) corresponding to the following special values of
the parameters
I.’ TA4B4A2=B2=0, A1=i31=—, (,u*0), A3=iB3’—, (3.21)
so that A will be called the super-position operator denoted by X and B the super-momentum
operator denoted by P. We have
X= P r]÷)]. (3.22)
We see that the operators (3.7) associated to the SC$ are then a special case where =,iL=T
= i= 1 in the spin-i case.
The eigenstate equation (3.10) now writes
[X+iXP]qi)rzz/,) (3.23)
and the operator C in (3.9) is diagonal and takes the form
c=II2I+2ITI2J3. (3.24)
Since we have
t(1+X) ïL(1—X)
i/2 i/2
(3.25)
T(l+X) (1—X)
f3f= ,
and finaliy
b=V21rR’1—X2, (3.26)
we can use the preceding solutions to give ail the solutions of Eq. (3.23).
For X= 1, we have a+=P+=b=0 and the eigenstate equation is
[ILa+T]+]II). (3.27)
The normalized solutions are obtained from (3.18) and take the form
(_l-
(2f-k)! (at)J-?n-k()]I0;ii)
(3.28)
where the normalization constant is given by
(iT)(J_m)![
(i_m) (2fk)! (Y] (3.29)
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Let us recali that in this case we have CSs for which
(LX)=r(tïP)=t= (C). (3.30)
The mean value of C is easy to compute and we have
(C II2+2I T12[ f+ I TI22ln(CL,T))]. (3.31)
In the special case j = we find the normalized and orthogonal states
l)+=D() Io;+), Ii)=D() 2±ITI2[1;) I0;-)] (3.32)
where D is again given by (2.35). In those states, we have
(C)II2+JrI2, (C)[(ILI2+ITI2)_ II] (3.33)
This is clearly a generalization of SC$s considered by Aragone and Zypman1° and recalled in (3.5)
and (3.6).
From (3.33), we see that the dispersions of tXX and tXP given by (3.30) computed in the CS
/i) — are smaller than in the states çl,) . The states çlî) — thus are the closest to classical states for
the SUSY harmonic oscillators (this means with respect to the super-position and the super
momentum) while I i,ti) + are indeed the ones closest to classical states of the standard harmonic
oscillator (i.e., they minimize the HUR for X and P). Let us mention that if we take .c= 1, we see
that (C) has its minimum value equal to 1 for T ‘—0 and in this case X=x and Pp. For the
same value of c, we see that (C) takes the form
1 + I T (3.34)
which bas a minimum value (C)=2(i/—1)<1 for ITI2”— 1.
For X ± 1, from Eq. (3.17) and Teff (A13), using also (2.35) and (2.36), we get the states
ifr) (Ci,) “2S(x( ô, ç— 2 q5))D( ô, Ç5,I.L, T))
— Tô112e2 _Tô2e12
Xexp
T
.1+ exp 21T1 J I0;j,in), (3.35)
where
1 z(1+8e’)
— 2nzITlô112e’2 ltIe” (3.36)
and where we have used instead of X the parameters ô and q as given in (2.32). Let us mention
that this general expression (3.35) clearly shows the presence of the unitary operators D and $
associated with h (1) and su( 1,1), respectively, which is the contribution of the bosonic part of our
SUSY model. Moreover, the fermionic contribution appears through the action of a unitary op
erator associated with su(2).
Now these states satisfy the MUR
1 I 482sin2q5
+ (1— ô2)2 I(C)1I. (3.37)
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y
10 I
II
8 (p)2
f= p2i1.0)
—(881(1 + 6)2))’j—
, (1—6)
(1—2ôcosçS+62) (1—8)1((X)2)+= fII2+IrIJ2(1_82)
(1+28cos+62) (1—8)1
12 + I T
- (1+6)]’((P)2)±= 2(1_62)
.____
0.2 0.4 0.6 0.8 1
FIG. 5. Graphs of the dispersions (X)2, (AP)2 and the factor as functions ofxc5 for ç=/6. rII/LI1,j.
The mean value of C is
(1—6) 4(j+ImI)6(C)IPi2+2lTl2(15) (1+6) ‘ (3.38)
where Ç is expressed in terms of Jacobi polynomials (see Appendix A),
(3.39)
for m= —j+ 1 j—1 and f0 for ,n= ±j. In fact, we see that in these last cases, we have
It is now interesting to examine the behavior of the dispersions AX and LP in these states for
the spin case. Using (2.20) with (3.40) for j , we get
(3.40)
o
(3.41)
(3.42)
with
‘y’(1—62)2+462sin2ç 2(16)
2(1_62) IV+lTI (1+6)
If we take 6 O (i.e., X = 1) in these last expressions, we find onfy the values of the disper
sions of X and P in the usual coherent states i) as given by (3.32) and flot the ones in the CS
—, which is the reason why that case has been treated separately.
Figures 5 and 6 show the behavior of ((tXX)2)± and ((P)2)± and as functions of Sfor
=7rI6 and as functions of 4 for 6=0.5, respectively. We notice a similar behavior as for the
position and momentum operators.
66
G
J. Math. Phys., Vol. 43, No. 5, May 2002 h(1)su(2) coherent and squeezed states 2079
IV. CONSTRUCTION 0F h(1 )esu(2) HAMILTONIANS
An application of our CS and 5$ based on the algebra h( 1) su(2) will be the study of
possible Hamiltonians which can be written as 7-t——wAA, where Ais a linear combination ofthe
generators ofh(1)esu(2). It is clear that the usual harmonic oscillator Hamiltonian will enter in
the scheme as a special case (Sec. IV A) but also the Jaynes—Cummings’6 one in the strong
coupling limit (Sec. IVB and C).
Moreover, since the CSs and $Ss already constructed in the preceding section are in fact
eigenstates of the operator A, we would be able to find easily some properties of the mean value
and the dispersion of the associated energies in those states.
A. Isospectral h(1 )esu(2) harmonic oscillator Hamiltonians
We are interested in systems for which the Hamiltonian is expressed in the form
where
7i=wAtA,
A a_a + a÷at+ a31+/3 _J+ +flJ_ +/33J3, a_
is an element of the h (1) su( 2) algebra. The commutator of the operators A and At is
(4.1)
(4.2)
[A,At]=(1a12_ Ia÷I2)l+(IflI2-
(4.3)
If Z) is an eigenstate of the operator A with eigenvalue z, i.e.,
AIZ)=zIZ),
then the mean value of the energy in this state will always be given by
and the dispersion by
KZI Z) = w 1z12
(4.4)
(4.5)
Q (7() 2 = w2 I z 2(ZI [A, A ] I z). (4.6)
FIG. 6. Graphs of the dispersions fAX)2, (AP)2 and the factor A as functions ofx ç, 80.5, TI = IPI = 1, J
First, let us consider the special case where
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[ÂÂt]=J (4.7)
This imposes the following conditions on the parameters:
Ia_12_Ia+12=1, If3I=B+I and $3/+3/30, (4.8)
i.e.,
a =cosh ae’, a+=sinh cre’, ±=e’, (4.9)
and
if ,B0,
/33= (4.10)
re3,reR÷U{0}, if /30.
When /3 * 0, the operator A then takes the form
A= cosh oe0-a + sinh teO+at + r3I+/3(eJ+ + e+J_) +re’”—2J3. (4.11)
The parameter b given in (3.16) becomes b= J4p2+r2et ++P_)j2 and is different from zero.
Therefore in this case, according to the equation (3.17), the normalized solutions of the eigenstate
equation (4.4) are given by
IZX, = $(A)D(,( a3,1)) TD(ze O_) 10 ;j,rn), (4.12)
where
A = — ae’° O_), Cm(a3 ,e) —[a3+ ,n /p+ r2ei++_)I2]e_tO_, (4.13)
and
T=exP( — — e+__)I2J_]), (4.14)
with
=tan_1( 1_(4/32+r2_r)). (4.15)
This means that T is a unitary operator.
We remark that, if we define the new operator
A3 Dt( — a3e_16)$t(A)AS(A)D( —
e0a +t3(e’J+ + e’+J_) + re++_)/2J3, (4.16)
which is simpler than the original A, then the new Hamiltonian ?,0—ivAA0 is isospectral to the
Hamiltonian 7- (4.1).
The dispersion of 7- calculated on the states (4.12) is, from (4.6) and (4.7), given by
(7)2=w2Izl2 and is the same as the one of 7o calculated on the states D(m@ (—z,1))TjO;j,m). This value is exactly the dispersion of the harmonic oscillator in the usual CS.
On the other hand, due to (4.7) we have [7,A] = — wA, so we have a complete analogy with
the harmonic oscillator. The CSs associated to the Hamiltonian ?-, called generalized harmonic
oscillator, are those given by the equation (4.12) and, thus, one can write them in the form
6$
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IZ)V(z)I) where V(z)=exp(zAt—A) (4.17)
and Ô,,, in —j,. .
. ‘j, are the fundamental states of the system 7-e, that is, the eigenstates of ?-
corresponding to the (2j + 1) degenerate eigenvalue 0. They are also eigenstates of A correspond
ing to the eigenvalue 0. So, they can be written
IÔ)7= S(A)D(7(3,1))TI0;j,m). (4.18)
Furthermore, the SSs associated with 7-( are given by
(4.19)
where the super-squeezed operator S() is given by exp(XAt2I2_,A2I2) and the super
dispiacement operator V(z) ïs given in (4.17). If we define X=(A+At)W2 and p=i(At
—A)Iv’, these states (4.19) minimize the SRUR (A )2(Ap)2(1 +(f)2)/4, i.e., they are solu
tions of the eigenstate equation [(1 _X)At+(l +X)A]JçlJ)=V2Içtr).
The eigenstates of 7i corresponding to the (2j+ 1) degenerate energy eigenvalue Ennw are
now given by
•4t —
Iff)’=l0X,. (4.20)
These states may be obtained as the action of a unitary operator on the states n;j,m). Indeed, if
we introduce the unitary operator
(4.21)
we see that, from (4.20), we have
= . (Atr,nh1 0•111,71 I_.___ “ n
e”0—
= (4.22)
in 0_
U(ea+ 42+ r2e_)12(]3m))”(0;j,m).
Since we have (]3—in)I0;j,m)”O, we finally find
I’1)rn U,’Iiz;j,nt). (4.23)
In the case B0, the operator A is given by
A cosh ae’0a + sinh e1O+a±+ a31+ re”°J3. (4.24)
Then, if r 0, one bas the same resuits as above, except that il is necessary to replace T by I and
b by /33=re’3. If r=0, A is an element of the algebra Iz(1) and then the resuits are the ones
obtained in Sec. II A for the standard harmonic oscillator after appying the unitary transformation
S(A)D( — a3e
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B. Strong-coupling limit of the Jaynes—Cummings Hamiltonian as limit of h(1)esu(2)
Hamiltonians
We are going to consider now the case where
[ÂÀt]__I+2xJ3 xelI. (4.25)
This imposes the following conditions on the parameters:
I_I2—Ia+I2=1, IP_12—I/3+12=x and /33—/33/3_=0. (4.26)
We already know the resuits when x 0. When x * 0, the conditions (4.26) imply
a_ =cosh e’0-, a.. =sinh ae’, /33=0, (4.27)
and
x”2cosh/3e, if x>0,
(4.28)IxI”2sinhpe’, if x<0,
x”2sinh$e’+, if x>0,
(4.29)I x’12cosh/3e’’+, if x<0.
The parameter b (3.16) becomes bIxI”2-s]2 sinh(2/3)e This means that b0 if and
only if/3=0.
In the case /3*0, according to the equations (3.17), (A7), (Ail), and (A12), the normalized
eigenstates of the operator A are given by
IZ(x))= (C(x))”2S(A)D(— a3e’°-)D( i7i(zx))exp[ — 1n(tanh 3Ï UI0;j,m),
(4.30)
where
7,fl(z,x)=[zrnIxIJ2 sinh(2fl)e+—2]e’°— (4.31)
U=exP[_ (e_i +__)‘2j _e__2J_)] (4.32)
and
C(x) = j,rnI Ut exp[ — ln(tanh /3)J3] UIj,m)
— 1+tanh/3 2rn O;2m l+tanh2$ (. )2Jtanh/3 -‘ 2tanh/3
From (4.6) and (4.25), the dispersion of the 7- (4.1) in the states (4.30) can be calculated
explicitly. We get
(7)2)J_ w21z12( 1 +2x,,(Z(x)IJ3IZ(x))1). (4.34)
In the last expression, the mean value of J3 is obtained in a similar way then to get (2.6 1). The
resuit is
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V t ( + ,, +1) P’21”” (coth(2/3))j-lml-1(Z(x)IJ3lZ(x)\ =— IntIe2+1m 2 sjnh(2/3) P°21’”coth(2/3))J— I’”
(()2)
2±=w zI2(1+IxIe2). (4.37)
Figure 7 shows the graphs of ((7)2)÷ as functions of /3 for different values of 1x1 when w21z12
is taken equal to 1.
Let us compute the new operator A0 defined as (4.16). We get
e’°-a+x”2cosh /3eJ+ +x”2sinh/3e’+]_, if x>O,
A0—
e’°-a+Ixl”2 sinh /3e’J +lxl2cosh /3e+J_, if x<0, (4.38)
and a new Hamiltonian 710zwAA0 isospectral to the Hamiltonian -( which takes the form
?to w{ata +lxI[sinh2(/3)J_J+ + cosh2(/3)J+J_]+lxl2 cosh /3[e O_)tj
+e’ — °aJ÷]+ IxI2 sinh /3[e’— fl_)atJ++e — 0ai_]
+ Ixlsinh /3 cosh /3[e’]E. +eJ]}, (4.39)
if x<0. If x>0, we get a similar expression except that we must make the change sinh /3— cosh /3.
In the spin- representation, we have
JJ=0, J+J_ -+] and J...J+-—J3, (4.40)
()
ix! = 4
1
w21z12
2 3
FIG. 7. Graphs of the dispersions ((7)2).. (4.37) as fonctions of /3>0 for xi = 0,1,2,4.
(4.35)
If we take m= ±j, the dispersion of 7 is
((7)2)J=w2lzl2(1 +2jIxIe2), (4.36)
and, in particular, when j , we get
o
I I
hence (4.39) becomes
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o I0{ (ata + —xJ3+ xi”2 cosh /3[ei +_O_)atJ +e’+°aJ]
+ 1x1”2 sinh /3[e O atJ++e a]_] + (Ixlcosh(2/3) —1) (4.41)
and a similar expression when x> 0, making the literai change sinh 3— cosh /3. If we take x
= —w0Iw, q= O_ and the limit /3’—0, then ?( (4.41) becomes
w — w0
7ï0w ata+ +w0J3+ J ,(atJ_+aJ+)+ 2 1, (4.42)
which is the Jaynes—Cummings Hamiltonian’6 up to a constant term and for a coupiing constant
given by K = Let us recail that this Hamiitonian describes the interaction of a cavity mode
(with frequency w) with a two level-system (w0 being the atomic frequency). When x — 1, i.e.,
for w = w0, (4.42) becomes the strong-coupiing limit of the Jaynes—Cummings Hamiltonian.
In the case /3=0, the new operator A0 (4.16) reduces now to
, if x<0,
A0(x)
ea+lxI”2eJ+, if x>0. (4.43)
As we have here b=0, according to the expressions (3.18) and (3.19), the orthonormaiized eigen
states of .4 are given by
lZ(x)), ((x)) “2D(ze°)
j—m .
. —i — kj—m (2j—k)! e x
x (_1)k k (2j)! (e_tat)J_m J O;j,-jj
(4.44)
where the — sign refers to x>0 and the sign + to x<0 and
j-m j—m (2j—k)! 1 k
C(x)=(j—m)! k (2j)! jj. (4.45)
Since, in this case, we have
(Z(x)iJ3IZ(x))[J+ lxi (4.46)
the dispersion of h0wAÀ0 in the states (4.44) is given by
((o)2)w2lzl2[ 1+2ixij+2ixi2in((x))]. (4.47)
When in—j, we have (x)=1, so that we get
((o)2)w2IzI2( 1 +2lxlj). (4.48)
Q For example, when j = , the dispersion corresponding to ni is given by
((7o)2)÷iv2Izi2(1+Ixl) (4.49)
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FIG. 8. Graphs of the dispersions ((M-0)2) as given by (4.49) and (4.50) as functions of xl.
and one obtains the same resuit as in the preceding case when we take the limit On the
other hand, for in = — 1/2, we get
(lxi— 1)1
((?-t)’) ‘
________
- _=wIzI2[1+IxI I(1x1+1)] (4.50)
and it is aiways smaller than ((7.()2)• In this last case, we see that if lxi> 1, the dispersion is
bigger than w2Iz12, while if lxI<1 it is smaller than w21z12, and if IxI 1, it is equal to w21z12.
Furthermore, the dispersion reaches its minimum 0.83w21zi2 when lxI”(V— 1). Figure 8 shows
the behavior of dispersions ((7.(o)2)± as function of 1x1.
Let us finally mention that the Hamiltonian ? in this case and for j= corresponds to (4.4 1)
when /3=0. A special case is again the Jaynes—Cummings Hamiltonian (4.42) 50 we get eigen
states of
..4 (4.43) such that the dispersion of this Hamiltonian is minimized and lower than
w2 z 12.
C. Generalized h(1 )su(2) noncanonical commutation relation
In the case where we have
[A,At]=I+yJ++J_, ynC, y*O. (4.5 1)
According to (4.3), the necessaiy conditions on the original parameters are
la_12—Ial+2=1, IPI=i3+, 3+p3_y=peJv,
where p n R+. A suitable choice of the parameters is
such that
a_=coshae’°, a+sinhae’, fl+=fle1’± t33retst3, /3t0, r*0,
(4.52)
(4.53)
o Equation (4.54) implies that
r[e’3+— ,.)] =pe’’.
(+_)
p=2r 5m 2
(4.54)
(iflo)
(?o).
tu2 1z12
1x1
(4.5 5)
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and the following conditions on the phases: ç3(ço+p_)I2, cp3(ço+p_)I2+7r and +
— ç_ 7r—2v,vE[0,3I2J or —_3n-—2v, vŒ[r/2,27r]. Thus, the operator A compat
ible with ail the previous conditions is
A=cosh ae’0a +sinh aeO+at+ a3I+e- [/3(eJ+ _e_IVJ_)+ 2/3Icos e°j].
(4.56)
where
O=3—(q_—v), —<O<3. (4.57)
The new operator À0 defined in (4.16) is then given by
—/3(e’J÷—e’J_)+
2/3Icos
&°J3. (4.58)
7 7 7 ‘il) i(
—y)The parameter b (3.16) is now b=t.J16/3cos(O)—pe e /(2plcos 61), i.e., b=0 if and
only if /3= .fI2 and 6=
Here we can proceed as before, that is, when b 0, find, by means of the equation (3.20) the
eigenstates of À and, when b*0, find the solutions by means of the equation (3.17) and then
calculate the dispersions of ?i.
But, we will follow another treatment which teaches us about the similarities between the
canonical and the noncanonical cases. Indeed, seen in another perspective, the commutation rela
tion (4.5 1) can be expressed in the form
[A0,A]=J+2pJ3, (4.59)
where we have set
(e “J + + e — ZVJ —)
2 (4.60)
Thus, when b=0, A0 becomes
Ào=et0a+e1)J+, (4.61)
with
(e VJ + — e — “J —)
2 (4.62)
The operators J3, .1+ satisfy the su(2) algebra and let us denote by IJ,M) the eigenstates of
both J2 and J3. We have again
J31J,M)—MIJ,M), J+IJ,M)= J(J±M)(J±M+ 1)IJ,M). (4.63)
Now. it is clear that the resolution of the problem to find the eigenstates of A0 is similar to the
canonical case. Indeed, the normalized eigenstates of A0 are given by
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0
-7.IZ(p))= (C(p)) lf..D(Ze_iû_)
i-M J—M (2J—k)! j k
X (_y)k( k ) (2J)! (e_tOa_M_k - J0;J,J),
(4.64)
where (p) is given as in (4.45).
As before, the dispersion of ?-t in the states (4.64) is given by
(()2)JW2IZI2[1 +2Jp+2P21n(i(p))]. (4.65)
For example, when J= , we have
((o)2)+=w2IzI2(1 +p), ((o)2)w2IzI2[ 1+p ]. (4.66)
Evidently, the behavior of these dispersions as functions of p is identical to that described in the
last paragraph of the previous section.
In the general case where b0, A0 can be expressed in the form
2 iO 7 ïO4f cosO —pe 4f3 cosO +pe
4/3IcosOI 4I3IcosOI (4.67)
From (3.17), we see that the eigenstates of A0 are
Z) (CY “2D(ze10)TeffIO;J,M), (4.68)
where
(4.69)
with
[4,B2IcosûI — pe’0] . [4t32IcosOI +pe’°J
2R”2e/2
(4.70)
The dispersion of 7i in these states is
((7)2) w2IzI2t 1 + 2pZIJ3IZ)], (4.71)
where17
1_I_I2 (J—M+1) PE,’(A)(ZIJ3IZ)rzM 1+II2 + 2 PM(A) A, (4.72)
with
A1+2IcT_+4+(1+J_I2)I2 (4.73)
and
=2[IF_I2(1 1)]. (4.74)
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where
1 / II_I 1 \
±ZIJ3IZ)±=1±112). (4.75)
(4.76)
(4.77)
(AN0%
5
4
3
2
1
1
w21z12
2 3
FIG. 9. Graphs of the dispersions ((A?0)2) ± (4.76) as functions of j3>0, 0= ir and p= 1,2,4.
Thus, in the spin-i representation, we get
Finally, by direct computation, we find
[16/34cos2( O) +p2— 8p/32cosOcosOI] —Ri
± = w21z12[ 1+ 16/34cos2( O) + p2— 8p/32cosOcosO] +R]’
R J[16t1cos2(O)— p2cos(2 6)12+ p4sin2(2 O).
We see that, for fixed value of p, Eq. (4.76) as a function of /3 is symmetric around 6= 7T.
Figure 9 shows the behavior of the dispersions (4.76) as functions of/3>0 when 6= r and for
different values of parameter p. Let us notice the similarity between these curves starting from a
certain value of /3 and the curves for the canonical case showed in Fig. 7.
Figure 10 shows the behavior of the same functions as functions of /3>0, for different values
(A7o)r
2.2
9=ir
0.5 1
/3
w2 1z12
FIG. 10. Graphs of the dispersions ((7)2) (4.76) as functions of /3>0 for p 1. 0=5 ir/8, 3 /4, 7 ir/8 and 7r.
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of Q when p= I. We observe that when the angle Q is different from - the curves have a continu
ous derïvative with respect to /3 but, when the angle 0= , the derivative of the curve at the point
/3=0.5= .JI2 is flot continuous.
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APPENDIX A: ALGEBRA EIGENSTATES ASSOCIATED TO su(2)
In this appendix we want to solve the eigenvalue equation
/31,/32,/33nC, (Ai)
where J1, J2 and J3 are the su(2) generators which have already been given in Sec. lIC. The
eigenvalue equation (Ai) can also be written as
t/3-J+ +/3÷J +/33J3] t’)=fj ), (A2)
where J1 and J2 have been expressed in terms of the usual operators J+ and
2 (A3)
We see that Eq. (2.45) is just a particular case of Eq. (A2). The eigenvalue equation (A2) has
already been solved by Brif8 by expanding the state /i) in the standard coherent-state basis9,
introducing in this way analytic functions and asking for solving a first order differential equation.
Here, we consider a different method based on the operator algebra technique.
for j fixed, we can show that (A2) admits the eigenvalues
f=rnb, (A4)
with in=
—i j and b = \//3+/30+/3= J4/3÷/3_ +/3. We then solve
(AS)
by using
I (N,1) 112T1j,m), (A6)
where the Nm are normalization constants and T is an operator that has to be determined. We take
it as
T=exp(_[e_1J±_eJ_]) (A7)
Inserting (A6) with (A7) into (AS) leads to
[/. J] TIj,,iz) in b Tlj,m). (A8)
Using the usual decomposition
-
T=exp —e’tan J exp In sec2 J3 exp etan J_ (A9)
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and the relations
(AlO)
we can show that, for /3+O, f3_*O and b*O, we have
\J. (Ail)
and
=arctan Vb+p3 (A12)
Inserting the results (Ail) and (A12) in (A9), we obtain
2fl_ 2b 2/3+
T=exp
— b+p3 exp In b+/33 J3 exp b+,B3- (A13)
The original form (A7) of the T operator allows us to look easily for the special cases studied
in Refs. 6, and 9 and in the preceding sections while the form (A 13) allows us to calculate directly
the explicit form of the eigenstates (A6). Indeed, the first relation (AlO) allows us to pass the
exponential term exp(ln(2b1(b+/33))J3) to the right in (A13) and this without changing essentially
the operator action on the pure states Ij,in) because Ii,rn) is an eigenstate of the operator J3.
Thus, in Eq. (A6), we can replace the operator T by the operator
b m /(j+m)!(j—m)! 2/3_ /3÷
Teff= f3 (2f)! exp b+/33 exp ——J_ , (A14)
such that
I = (Nt,) — Lf2TeffIJ,lfl), (A15)
where are new normalization constants. Redefining the summation indices, we get
)i j -1/2 /(j+u)!(f_u)! b J+u(j+fll)!
m rn V (2J)! p÷ (j—u)!
i+u
. n(j—tt+n)! (1
—/3 lb)
x (— i) 2 Ii,u). (A16)
We also have an expression in terms of the Jacobi polynomials (see Ref. 18):
.‘ I(j+u)’(j—u)’ b ]u pI = h/2 () Pmm() Ii,u), (A17)
which is the resuit obtained by Brif.8
For the special case where p÷=0, /33*0 so that, in connection with (A4), we have b
= /3, we find the operator
Teffexp —-J+ . (A18)
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The eigenstates are
i /J:j-T 1 u—m
I =(CyhI2 (j-u)! (u -ni)! t - Ii») (A19)
and become the standard CS of SU(2) (Ref. 9) when ni
= —j.
For the special case where /3_=0, /33*0, we have similar resuits. Indeed, the new operator
Teff Ï5
/3+
Teg’ exp -—J_ (A20)
and the eigenstates write
Ch/2
±u)!(m-u)! t) •) (A21)
which become the standard CS of SU(2) (Ref. 9) when ni j.
Now, for the case /3+ =0 and /33=0 (/3.. =0 and /33=0), the only normalizable solution is
Ii—i) (IJJ)). For /3±/3_0 and /33*0, the AFS are evidently the pure states If”).
Finally, the degenerate case b O leads to the solution I i/i)L (CLi) — 112TeffLj, —j) with Teff
=exp(—2(/3_ //33)J), that is the standard CS of SU(2).
The mean value of J3 in the states (A17) bas already been calculated by Brif.8 We have
jY+m(S÷—$) (j+IrnI)Yt
______________
—
_________
\ 3/m c’ ç
J+J—
where
2$ 2 b 2
—
, , Y=ss—s.—s_ (A23)/33±b
and
p:’1 (1— (2tIS±$_))
P5/»°)(1—(2t/S+$))’ if I’uI<j; f=0, if nzj. (A24)
APPENDIX B: RESOLUTION 0F A FIRST ORDER SYSTEM 0F DIFFERENTIAL
EQUATIONS
Let us recall that a realization9 of the Fock space Fb={In),n=0,1,2,. .
. } of energy eigen
states of the harmonic oscillator as a space 7- of analytic functions f( ) is obtained by expanding
this function in the basis of analytic functions { p,( ) = “i n = 0,1,2,. .
. }, that is,
f(— C. (Bi)
n0 n=O \Lï
The scalar product is
o -
t — —
__
(fif2)j f1()f,()e c •, Vf1,f27-, (B2)
c 2ii-i
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the integral being extended to the complex plane. The action of the creation at and annihilation a
operators on the 1-t space is then given by
d
(B3)
The eigenvalue equation (2.26) thus becomes a first order differential equation
1 d
— (1+X)+(1—x) f()=pf(), (B4)
for which normalized solutions are obtained for X * — 1. The general solution of (B4) is
2v2B—(1 —X)2
f()=f(0)exp 2(i+X) (B5)
With respect to the scalar product (B2), the normalization constantf(0) is computed by imposing
2dd
LI2e_ 2i 1, (B6)
and we find the normalized solution of (B4) as
(B7)
with
(1—X) v2t3 /3
and fl2_(l+x)_(1+& (B8)
This corresponds to the states (2.33) after normalization.
Now we are concerned with the algebra eigenstates satisfying the equation (3.10) in the Fock
space F (3.4). A realization of Fcan be easily given from the preceding considerations and the
expression (3.12) of a state lift) for a fixed j. Indeed, we have
(B9)
and the eigenvalue equation (3.10) then becomes a system of first order differential equations
(a +a++a3) (+[/3 (j-m+ 1)(j+rn)1()
+f3 J(j+m+1 )(j-rn)1(fl +/3m))] /31%(), (Bio)
where j is fixed but in takes the values
—i j. Let us now solve this system by first introduc
ing the differential operator
d
(Bu)
and, second, defining the vector
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o
(B 12)
The system (B 10) thus becomes a matrix differential system
LIr=_A1If, (B13)
with A a (2j+ 1)X(2j+ 1) matrix given by
—3/33 0 0 0
Jj/3_ (—j+1)/33 ](2j—1)2/3+
O ](2j—1)2/3_ (—j+2)/33 /(2j—2)3/3+ O
A=
_____ _____
o o J(2j—2)3/3_ (j—2),83 J(2j—1)2$+ O
O O O J(2j—1)2/3_ (j—1)P .,];j/3÷
o o o o
(314)
If we can find a nonsingular matrix $ that diagonalizes A on the form D = $ — ‘A S where
(315)
the system (313) will reduce to
L’I’=—Dq’, Ï=s1Tr. (316)
Thus, for a_ * 0, the direct integration of (B 16) will lead to
(317)
and the general solution ‘P will be obtained as
i(0)exp(/33 _2)
5±j
J-I.m
(B 18)
where S is assumed to be of the form
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o
s_i,_i
S—+i,— S_j+i,_÷i S_+_
(B19)
si_1,_j 1,j-1 1,j
s,1 S,_+i
Computing_the_eigenvaiues of A, we find that we have to distinguish two cases, i.e., the one with
b = J4/3+/3_ + f3 * O and the one with b = 0. For the first case b *0, ail eigenvalues are different
and given by
= m b, m
= —j,» ,j. (B 20)
The system is diagonalizable and the generai solution is given by (B 1$) with
!(j+u)!(j—u)! b /3
u,m \! (2f)! i:; ‘ =i••• ‘j, (B21)
when ,B_*0, /3+*0 and /33*0,
siin—
±ii)!(m—u)!
(+y_m
5u,m°’ fli<ti, (B22)
when $_=0, ,B*0 and /33*0 and
1
(j—u)! (u—in)! — IflU] —ju<in, (B23)
when ,B_*0, $÷=0 and /33*0.
In the Fock space representation, the solutions (B 18) with (B21), (B22) and (B23) correspond,
apart from a superfluous change of notation, exactiy to the states (3.17) with Teff given by (A14),
(Ais), and (A20), respectiveiy.
For the second case b = 0, the matrix A can not be diagonalized. We could use the Jordan form
or start from the differential equation system again and include this condition. Taking the second
way, we can express the çi,( ) components in the form
a+ (/3—a3—in/33)
«t()=exp «‘(fl. (B24)
and insert these in Eq. (Bio). We get to the following system:
()+/3 (j-,n + i )(j+m)e3-
+/3\I(j+m+ (B25)
when ,,i=
—j j. By handiing these equations suitably we can, for example, obtain an ordinary
differential equation of the 2j+ 1 order for ‘_() namely
dII 1i’_()=O, (B26)
where
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/33 b
,u —j——+rn——. (B27)
When b O, we have 2f + 1 equal roots. This means that the solutions for
‘_( fl take the form:
j()=exp( Aq. (B28)
Then, we can insert (B28) in (B25) and thus obtain, in an iterative way, ail solutions and,
thereafter, using (B 24), ail solutions /4( h’).
For example, in the case P+=P3=O and /3_O, we have
J.()zz &L(O), (B29)
i.e., a constant and, consequently, by integrating one by one the equations of the system (B25), we
obtain
j+tfl k k I
_____________________
“J(j—nz)!(j+rn—k)! 1’n_k(0), (B30)
when m=
—i j. The general solution (B 12) is then given by
O
( 1) (JmNJ+m±k)!(P)k
1 (B31)
O
where, in each sum, the 1 in the vector coiumn is placed in the (j + rn + k + 1) row. We thus obtain
the (2j+ 1) independent solutions of the system of differential equations.
In the Fock space representation, we can show that the independent solutions given by Eq.
(B31) correspond, apart from a superfluous change of notation, to the states (3.18). In the case
O with /3 * O, following a similar procedure, one finds the expression (3.19).
Finaliy, when ,B+, ,B_, /3 * O, by inserting (B28) in (B25) and ordering the independent
solutions with respect to the arbitrary constants Aq, one finds
(_exp[_2+3]2Aq
X (1)k()
(2f-k)!
(2j-r!r! ]
o O
(B32)
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where iJ= 133/2/3÷ — 2,B_J$3 and, in each sum, the 1 in the vector column is placed in the r
+ 1 row. In the Fock space representation, these solutions, with a slight change of notation,
correspond to Eq. (3.20).
‘E Schr6dinger, Naturwissenschaften 14, 664 (1926).
2j R. Kiauder and B. S. Skagerstam, Coherent States-Apptications in Physics and Mathematicat Physics (World Scien
tific, Singapore, 1985).
3H. Takahasi, Ad. Conununication Systems 1, 227 (1965); D. Stoler, Phys. Rev. D 1, 3217 (1970); 4, 1925 (1974); H. P.
Yuen, Phys. Rev. A 13, 2226 (1976); J. N. Hollenhorst, Phys. Rev. D 19, 1669 (1979); I. Fujiwara and K. Miyoshi, Prog.
Theor. Phys. 64, 715 (1980); P. A. K. Rajogopal and J. T. Marshall, Phys. Rev. A 26, 2977 (1982); H. P. Yuen, Phys. Rev.
Lett. 51, 719 (1983).
4v. V. Dodonov, E. V. Kurmyshev, and V. I. Man’ko, Phys. Lett. A 79, 150 (1980).
5D. A. Trifonov, J. Math. Phys. 35, 2297 (1994).
6R P. Puri, Phys. Rev. A 49, 2178 (1994).
7E. Merzbacher, Quantum Mechanics (Wiley, New York, 1998).
8C. Brif, Int. J. Theor. Phys. 36, 1651 (1997).
9A. M. Perelomov, Generalized Coherent States and their Applications (Springer-Verlag, Berlin, 1986).
‘°C. Aragone and F Zypman, J. Phys. A 19, 2267 (1986).
“M. Orszag and S. Salamo, J. Phys. A 21, L1059 (198$).
‘2D A. Trifonov, Proceedings of tue Second international Worksl,op on Squeezed States and Uncertaii,ty Relations,
Moscow, Russia, (1992).
‘3G. S. Agarwal and R. R. Puri, Opt. Commun. 61, 267 (198$); Phys. Rev. A 41, 3782 (1990).
14M A. Rashid, J. Math. Phys. 19, 1391 (1978); C. Aragone, G. Guerri, S. Salamo, and J. L. Tani, J. Phys. A 15, L149
(1974); C. Aragone, E. Chalband, and S. Salamo, J. Math. Phys. 17, 1963 (1976).
‘5K. Wodkiewicz and J. H. Eberly, J. Opt. Soc. Am. B 2, 458 (1985).
‘6E. T. Jaynes and F. W. Cummings, Proc. IEEE 51, 89 (1963).
‘7N. Alvarez M., M.Sc. thesis, Université de Montréal, 2000.
“N J. Vilenkin, Special Functions and Hie Theory of Group Representation (American Mathemafical Society, Providence
RI., 196$).
o
oChapitre 4
Etats propres de la superalgèbre
sh(2/2), états supercohérents et
supercomprimés généralisés
Résumé
Le concept d’états propres de superalgèbre est introduit et appliqué pour trouver tes
états propres associés à la superalgèbre sh(2/2), aussi connue comme la superalgèbre de
Lie de Heisenberg—Weyl. Ceci implique de résoudre une super-équation aux valeurs propres
à valeurs dans une algèbre de Grassmann. Ainsi, les états propres de sh(2/2) contiennent
une classe d’états supercohérents associés à l’oscillateur harmonique supersymétrique ainsi
qu’une classe d’états supercomprimés associés à la superalgèbre osp(2/2) sh(2/2). La
superalgèbre de Lie orthosymplectique osp(2/2) est engendrée par l’ensemble d’opérateurs
formés à partir des produits quadratiques des générateurs de la superalgèbre de Heisenberg—
Weyl. Les propriétés de tous ces états sont étudiées et comparées avec celles des états obtenus
en appliquant les techniques de la théorie des groupes. De plus, de nouvelles classes d’états
supercohérents et supercomprimés généralisés sont obtenues. Cela permet de construire des
Hamiltoniens super—Hermitiens et 7]—pseudo—super—Hermitiens sans parité de Grassmann
définie et isospectraux avec l’oscillateur harmonique. Les états propres et états supercohérents
associés sont calculés.
C
sh (2/2) superalgebra eigenstates and generalized
supercoherent and supersqueezed states
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Abstract
The superalgebra eigenstates (SAES) concept is introduced and then applied to find the
SAES associated to the sh(2/2) superalgebra, also known as Heisenberg—Weyl Lie superal
gebra. This implies to solve a Grassmannian eigenvalue superequation. Thus, the sh(2/2)
SAES contain the class of supercoherent states associated to the supersymrnetrÏc harmonic
oscillator and also a class of supersqueezed states associated to the osp(2/2) sh(2/2)
superalgebra, where osp(2/2) denotes the orthosymplectic Lie superalgebra generated by
the set of operators formed from the quadratic products of the Heisenberg—Weyl Lie super
algebra generators. The properfies of these states are investigated and compared with those
of the states obtained by applying the group-theoretical technics. Moreover, new classes of
generalized supercoherent and supersqueezed states are also obtained. As an application,
the superHermitian and —pseudo—superHermitian Hamiltonians without a defined Grass
mann parity and isospectral to the harmonic oscillator are constructed. Their eigenstates
and associated supercoherent states are calculated.
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C 1 Introduction
The algebra eigenstates (AES) associated to a real Lie algebra have been defined as the set
of eigenstates of an arbitrary complex linear combination of the generators of the considered
algebra[7, 8]. According to the particular realization of the Lie algebra generators, the determi
nation of the AES implies, for instance, to solve an ordinary or a partial differential equation,
to apply the operator technics, etc. For example, in the case of the su(2) Lie algebra, differ
ent approaches have been used such as the constellation formalism[4], the ordinary first order
differential equations[8] or the operator method[1]. The same methods have also been applied
to find the AES for the su(1, 1) Lie algebra[1, 8]. In the case of the two-photon AES, as
sociated to the su(Ï, 1) -D h(2) Lie algebra, used have been done of ordinary second order
differential equation[7]. More recently, the AES associated to the h(2) su(2) Lie algebra
have been obtained using these types of methods[2]. In particular[8] it has been demonstrated
that the generalized coherent states (GCS) associated to the $U(2) and SU(1, 1) Lie groups,
based on group-theoretical approach[21], are subsets of the sets of AES associated to their cor
responding Lie algebras. Moreover, the super coherent states of the supersymmetric harmonic
oscillator[1O] as defined by Aragone and Zypmann[3] ami a new class of supercoherent and su
persqueezed states regarded as minimum uncertainty states have been obtained[2]. Generalized
supercoherent states (GSCS) associated to Lie supergroups have also been calculated following
a generalized group-theoretical approach. This is the case, for example, of the supercoherent
states associated to the following supergroups: Heisenberg—Weyl (H—W) and OSp(l/2)[l4],
U(1/2)[15, 25], U(1/1)[20] and O$p(2/2) [13].
In the view of these approaches we ask the question of how we can generalize the AES
concept valid for Lie algebras to Lie superalgebras. In general, as the even subspace of a
Lie superalgebra is an ordinary Lie algebra, it is clair that the new concept must generalize
in an appropriate form the AES concept. Indeed, the set of superalgebra eigenstates (SAES)
associated to linear combinations of even generators of the Lie superalgebra must contain the
AES associated to the Lie algebra generated by these generators. Moreover, we expect that
the SAES associated to a certain class of superalgebras contain the GSCS of the related Lie
supergroups. Another criterion to define the SAES concept start from the utility that we can
give to this concept when we study a particular quantum system, more precisely when we
want to know the eigenstates of a physical observable represented by a superHermitian operator
$7
C fomed by a linear combïnation of the superalgebra generators or by a suitable product of these
generators. According with these requirements, we propose the following definition of the
SAES concept.
Definitïon 1.1 The SAES associated to a Lie superaïgebra correspond to the set ofeigenstates
ofan arbitrary Ïinear conibination, with coefficients in the Grassmann aÏgebra CBL, ofthe su
peralgebra generators. This means that fL is a superaïgebra generated by the set of even op
erators (a1), (a2),. . (a) andthe set ofodd operators tam+i), t1m+2), ,
the SAES associated to L are detennined by the eigenvalue equation
m+n
= Z), (1)
whereBtECBL, Vi=1,2,...,m+nandZéCBL.
In general, the superstate I’ib) is a linear combination, with coefficients in CBL, of the basis
vectors of a graded superHilbert space the representation space of the superalgebra on which
it acts.
Let us here mention that the Appendix A contains the notations and conventions used in the
context of Grassmann algebras, Lie superalgebras and supergroups. This will help for a good
understanding of this work.
From the preceding definition, we see that to know explicitly the SAES associated to a given
Lie superalgebra, we must analyze case by case the different possible solutions of the Grassman
nian eigenvalue equation (1) taking into account both the domain of definition of the Grassmann
coefficients and the parity of them. In general, the calculations can be long and fastidious, but
in physical applications, some simplifications appear due to some constrains on the coefficients
like assuming a certain type of parity.
A natural generalization of the concept of AES to SAES starts with H—W superalgebra
sh(2/2) generated by the bosonic operators a, at and I and the fermionic ones b and bt. We ex
pect to recover the usual algebra eigenstates[2, 3, 19] but also supercoherent and supersqueezed
states based on a group theoretical approach[16, 181.
Let us remind that the well-known bosonic algebra is generated by the even operators a,
and I, that satisfy the usual non-zero commutation relation
[a,atj I, (2)
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C and act on the usual Fock space = fin), n e N}, as
an)=In—1), an)=n+1n+1), nEN. (3)
The operators a, at are the usual annihilation and creation operators of the harmonic oscillator,
and I acts as the identity operator. The corresponding fermionic superalgebra is generated by
the odd operators b, M and the even operator I, which satisfy the non-zero super commutation
relation
{b,bt}=I. (4)
These operators act on the graded space Ff { 1+), —) } as follows
bI+) = I—) b—) = O, btI+) = o, MI—) = 1+). (5)
Taking the aIl set {a, at, I, b, M} satisfying the non-zero supercommutation relations (2) and
(4), we get the H—W superalgebra sh(2/2). Its acts naturally on the graded Fock space fb
= {In, +), n E N}. In order to compute the SAES of this superalgebra we will consider
linear combinations over the field of Grassmann numbers. This means that, in general, we
will deal with linear combinations of the bosonic (even) and fermionic (odd) operators with the
coefficients taking values in the set CBL.
The paper will be thus distributed as follows. In section 2, we will determine the SAES
associated to the bosonic H—W Lie algebra. A significant difference with respect to the other
approaches is now that linear combinations of generators is considered over the field of Grass
mann numbers. Connections with preceding approaches will be made. In section 3, fermionic
H—W Lie superalgebra will be considered. These special SAES cases will give a good under
standing of the specificities induced by working with Grassmann valued variables and will help
us to give a complete description of the SAES associated to the H—W Lie superalgebra in sec
tion 4. Finally, in section 5, Hamiltonians which are isospectral to the harmonic oscillator one
will be constructed and their associated supercoherent states will be described. The notations
and conventions used in this work will be revised in the Appendix A whereas the details of
calculus of the SAES of section 4 will 5e presented in the Appendix B.
C
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2 SAES associated to the Heisenberg—Weyl Lie algebra, gen
eralized supercoherent and supersqueezed states
The SAES associated to the H—W Lie algebra will be obtained as the states b) that verify the
eigenvalue equation
[A_a + Aat + A3h1Ib) ZIb), (6)
where A±, A3 and Z e CBL. From the structure of this equation, we expect to recover the
usual resuits conceming, in particular, the eigenstates of a, i.e., the standard coherent states of
the harmonic oscillator[21J. That is the reason why we begin our considerations by taking first
= A3 = 0. In this context, we will distinguish between the cases where (A_) is zero and
flot zero. Next, the general combination (6) will be considered with (A_) O. This means
that A_ is an invertible Grassmann number and the relation (6) thus reduces to
{a + /3at])
= zI), 3, z e CBL. (7)
2.1 Generalized coherent states
If we take A = A3 = O, the eigenvalue equation (6) thus writes
A_aI) = ZIb). (8)
Let us assume a solution of the type
I)=GIn), C ECBL. (9)
By inserting (9) in (8), applying (3) and using the orthogonality property of states { n)}, we
get to the following recurrence relation
ZCfl
n=O,1 (10)
n+1
Here we must consider two cases: the cases (A_) O and (A_) = O.
In the first case, (A_) O is thus an invertible quantity and we can isolate the coefficient
C1 in (10). It is easy to show that we get:
((A)’Z)
C0, n=1,2 (11)
vn!
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The SAES associated to the operator A_a with eigenvalue Z are then given by
Z)
=
Ofl)
=
coio = etGoD), (12)
where z = (A_)’Z. As we are interested in normalized eigenstates, we take O and
the eigenstates can be written as
z) = D(zo)fl(z1)O), (13)
where
D(zo) = exp (zoat
—
zoa), D(zi) = exp (ziat — zfa), (14)
z0 = ((A_)’Z)0 and z1 = ((A_)1Z)1.
We notice that the generaiized coherent states associated to the harmonic osciliator system,
considered as eigenstates of the annihilation operator a, are here given by (13) when A_
e, i.e., when z0 = Zo and z1 = Zy. This states are obtained by applying successively the
superunitary operators D(Z1) and D(Z0) to the fundamental state O).
In the second case, that is when (A_),, = O, we can flot obtain a simple ciosed expression to
describe ail the algebra eigenstates. A ciass of solution is:
(C fi o) ,
= /-_—
u0, n = , j,
vn!
together with
ACirrzZCo (16)
and C0 is an arbitrary coefficient such that (C0) $ O. The condition (16) implies that Z = O
and is equivalent to the following system of superequations
(A_)0(C1)0 + (A_)1(C1)1 = Z0(C0)0 + Z1(C0)1, (17)
(A_)0(C1)1 + (A_) 1(C1)0 = Z0(C0) + Z1(C0)0, (18)
where we have decomposed A_, C0, C1 and Z into their even and odd parts. This system can
be solved to give C1 in terms of C. A set of normalized eigenstates corresponding to the
eigenvaiue Z = cA_, a e C, is given by the standard coherent states
Ic) = exp (cat — ea) O) = D(ceO). (19)
So, in the speciai case when (A_)0 = O, the algebra eigenstates of the odd operator (A_)1a
contain the set of coherent states of the standard harmonic osciflator.
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C 2.1.1 Density of algebra
It is interesting to mention that we can interpret this last result in terms of the concept of density
of algebra. Indeed, let us define the odd operators
A_ za, A+ = —z1a, z1 E CBL1. (20)
By integrating these operators with respect to the corresponding odd variable, we get
a = f A_dz, at = f dz1A, (21)
i.e., A_ and A fulfiil the role of a linear density of the annihilation a and the creation a,
respectively. We notice that
{a,aj = f{A_A+}dzdzi {a,at} = f[A_,A+]dzdzi7 (22)
i.e., the commutator and anticommutator of the even operators a and a are obtained by inte
grating, on the entire odd Grassmann space, the anticommutator and commutator of the odd
operators A_ and A, respectively. This suggests the following definitions of the densiy of
identity and of an energy type densïty IHI:
E= {A_,A} = z1z, lHI=r [A_,A+1 = ziz{a,at}. (23)
As we know, the eigenstates of the annihilation operator correponding to the complex eigen
value cv are given by the standard harmonic oscillator coherent states 1cv) = Dtcv)IO). They
verify the eigenvalue equation
alcv) cvlcv). (24)
Multipliying both sides of this equation by z, then integrating with respect to this Grassmann
variable and finally using (21), we get
f Acv)dz f cvzlcv)dz, (25)
i.e., by comparing both sides of this last equation we conclude that a class of eigenstates of
the odd operator A corresponding to the cvz eigenvalue are given by the standard harmonic
oscillator coherent states c 1cv).
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cD 2.2 Generalized supersqueezed states
Let us now solve the eigenvalue equation (7). A class of solutions can be constructed firstly, by
expressing I) in terms of a generalized su(1, 1) squeeze operator (the normaliser of the H—W
algebra), following this way the construction of the standard squeezed states associated to the
simple harmonic oscillator system[19J. Indeed, let us write
b) = $(Xo)ço), (26)
where the squeeze operator 3(X0) is given by
3(X0) = exp (x02 — (27)
with X0 an even invertible Grassmann number, X its adjoint (see Appendix A).
Inserting (26) in (7), using the relation
3(Xo)a$(Xo) = cosh(IXoII) a
+
sinh(IXoW) a, (28)
where X0
=
and choosing X0 in such a way that it satisfies
sinh(IXoID +ocosh(llXoj) = 0, (29)
we get the following eigenvalue equation for jp)
[ç(Xo,/3)a+/3icosh(IIXoIDat]I)
= (30)
where
Ç(X0, /3) = cosh(IIX0II) +(o) ‘sinh(IXoII). (31)
Let us notice that this last coefficient can be written on the form
ç(X0, /3) = Ç(X0, /3o) (E + /3 (Ç(X0, /3))’() lsinh(IIX0II)) (32)
where, taking into account (29),
Ç(X0, 43e)
— /3 X(Xo)’] cosh(IXoIP). (33)
Multiplying both sides of the equation (30) by the inverse of Ç(X0, /3) and taking into account
(32), we get
[a+iat]I)
—
(34)
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(D
= 31(Ç(Xo,t3o))’cosh(Xo) E CBL1, (35)
and
[((xoo))-’
-
i(o)’ sinh(IIXOID] z. (36)
The equation (34) is thus simpler to solve than (7). Indeed, we can again try a solution of the
type
cp)=CIn), CECBL. (37)
Inserting it in (34), using the raising and lowering properties of the operators a and a, and the
orthogonality conditions of the states { I n) }, we get the recurrence relation
[C
— /1C_1]C,1 = , n — 2,..., (38)
n+1
with
C1 = C0, (39)
and C0 is an arbitrary constant. Proceeding by iteration we get
cn= C0, n=2,3,.... (40)
This expression may be written in a closed form. Indeed, as we can show that
+ n(n- ï) (fl2
3!
-2) ()n3
= Czo) —--(zo) Z1, (42)
the relation (40) becomes
._J== ( — [2(y1 — ‘] $) C0, n = 2,3,..., (43)
which is also valid for n = 1. Finally, inserting this resuit into (37), and after some manipula
tions we obtain a general solution of (34), which is
(f)2 (f)3
=
—
/3—— + i,Øi—j— e0atIO)CYo. (44)
A normalized version of (44) is given by
=exp
)2(a3]
(45)
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C where the operator D has been defined in (14). The noma1ization constant Ô is given by
= () ‘ [ + () () ], (46)
with
f() =
— 1 (()2 + ()2) — + (47)
and
= [ + ()2(;)3)
+
((:)2
+ ()i + + (i)) —
(2
+ 4 + 2)] ()
— + 9() + 24 +6)
- (()2 + ())2)(
From (26) and (45) we conclude that a class ofnormalized solutions of the eigenvalue equa
tion (7), corresponding to the eigenvalue z, is given by the generalized supersqueezed states
I) =$(Xo)exp [(at)2 _iita23] D@o)D@i)Io)Ôt,). (4$)
Let us now give some examples of such states.
2.2.1 Standard supersqueezed states
The standard supersqueezed states are obtained from (4$) when /3, = O and z1 = O, i.e., when
ti = O, , O and = (Ç(X0, /30))’zo. They are given by
= $(Xo)D(o)IO), (49)
where X0 and remain even Grassmann valued numbers.
2.2.2 A new class of supersqueezed states
Another class of supersqueezed states appears in (48), because of the possibility to choose
in (7) a non zero odd component of the variable /3. For example, if we choose /3o = O, i.e.,
X0 = O, / = /3, and = z, then from (48) we obtain the following class of states
O (at)2 (t)3
= exp
‘ 2
— zy/3, D(zo)D(z,)O)C(z,/3,). (50)
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(D They are obtained by applying the
exp
[(at)2 (at)3] (51)
to the generalized coherent states (13) of a. In the special case where z1 = O, we get to the
normalized supersqueezed states
=
[e + (z(z)2 + 4zoz + 2)] exp (a2tat)2 + (at)2a2)]
exp [_
((a2 p2)]
D(Zo)O), (52)
which aie written in terms of the superunitary operator $(—t3) as defined in (27). Moreover, in
the case where t1 e RBL1, this last equation becomes
I’k) = S(—/31)D(zo)I0), (53)
i.e., we aïe in the presence of a class of supersqueezed states which are constructed by applying
the superunitary supersqueeze operator S(—/3) to the standard harmonic oscillator coherent
states.
3 SAES associated to the fermionic superalgebra
In this section, we will construct the SAES associated with the fermionic superalgebra generated
by {b, M, I} which satisfy the non-zero supercommutation relation (4). The general eigenvalue
equation writes as
[3_b+B+bt+B3I]b)
= ZI), B, Z CBL. (54)
Here we will distinguish again two cases: firstly when + = 33 = O and secondly when B_ is
invertible so that the equation (54) reduces to
(b+Sbt)Ib)
= zI), Y,z E CBL. (55)
3.1 The 5-fermionic eigenstates
Let us solve
B bb) ZJb), B,Z e CBL. (56)
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Since the fermionic graded Fock space is reduced to the vectors I—) (even) and 1+) (odd) which
act as in (5), a solution of (56) writes as
C,D ECBL. (57)
Inserting (57) into (56) and using (5), we get
BD*I_)
= ZCI-) + ZDft). (58)
The orthogonality of the states I—) and 1+) leads to the following set of algebraic equations
BD*=ZC
ZD = 0, (59)
or by conjugation of the first one,
3*D = ZC
ZD = 0. (60)
Let us mention that, when B 0, we have evidently the normalized solution ‘Z/’)
= —) when
the eigenvalue Z is zero, but due to the presence of Grassmann value quantities, when B 0,
we have a larger set of solutions. For instance, for B = B1, we find, a solution of the form
I’b) = CI—) ± B’I+)• (61)
Normalized eigenstates are given by
= exp [+ (B1bt + Bb)j I-). (62)
When Z 0, non-trivial solutions appears if and only if Z1, = 0. From (60), we have
D1, = 0. To solve completely the system (60) we have to distinguish two cases.
If B,, 0, we can solve D from the first equation of (60)
D = (B*)_1Z*C* (B_1Z)*C* = z*C*, (63)
where z z0 + z1 = (B’Z). Now inserting (63) into the second equation of (60), we get
Zz*C*
= 0. (64)
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O Nona1ized solutions will be obtained if C O and we thus get
Zz*
= 0, (65)
which can be written explicitly
z = O, z0Z1 = z1Z0. (66)
The normalized eigenstates of Bb with the eigenvalue Z satisfying (66) are given by
= ( + (67)
where C is an arbitrary Grassmann number such that C1, O. They can be written as
zo;zi) =T(zi)T(zo)—), (68)
where the superunitary operators ‘if are given by
1(z;) = exp (btz1
— zb), T(zo) = exp (z0bt — z). (69)
The b—SAES are obtained from (68) when B = so that z0 = Z0 and z1 = Z1. We notice
that when z0 = O, they reduces to the standard supercoherent states associated to the system
characterized by the fermionic Hamiltonian H = btb —
If B = O, the problem is a Iittle more tricky. We can write (59) explicitly as
B0d0 — B1d1 = Z0c0 + Z1c1 (70)
B1d0
— B0d1 Z1c0 + Z0c1 (71)
Z0d0+Z1d1 = 0 (72)
Z1d0 + Z0d1 = 0, (73)
where we have taken C = c0 + c1 and D = d0 + d1. In this way, for instance, when O and
(B0)2 O, we can combine (70) and (71) to obtain
(B0)2d0 = (B0Z0 — B1Z1)co + (30Z1 — B1Z0)ci, (74)
(B0)2d1 = (B1Z0 — B0Z1)co + (B1Z1 — B0Z0)ci (75)
and then combine this Iast system of equations with (72) and (73) to get
Z0 (2B1Z1
— B0Z0) c0 + Bi(Zo)2c1 = 0, (76)
Z0 (2BZ
— B0Z0) c1 + B1(Zo)2c0 = 0. (77)
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The systems (74-75) and (76-77) are equivalent to
(3)2D BZ*C* (7$)
and
Z0 (2B1Z1 — B0Z0 + 31Z0) C = 0, (79)
respectively. As we search for normalized solutions, we must take Cc,, 0. This implies the
following condition for the Z eigenvalue:
Z0 (2B1Z1 — B0Z0) = O ($0)
B1(Z0)2 = 0. (81)
Then, the normalized eigenstates of (56) corresponding to the Z eigenvalue satisfying (80-8 1)
are given by (57), with C an arbitrary Grassmann number such that CÇ/, 0, and D verifying
(78).
Following a similar procedure, when B = O and B O, the normalized solutions of (56)
corresponding to the Z eigenvalue satisfying the conditions
(Z0)2 = O, Z0Z1 = 0, (82)
are given by (57), with C O, and D verifying
B1D = —ZC”. (83)
When B0 O et B = 0, the solutions corresponding to the Z eigenvalue satisfying the condi
tions
(Z0)2 = 0, (84)
are given by (57), with C,,, 0, and D verifying
B0D = (85)
Other classes of solutions can be reached by imposing other conditions on the coefficient B.
3.2 Supersqueezed states
Let us now solve the eigenvalue (55). If we assume again a solution of the type (57), then by
inserting it in (55), using the raising and lowering properties (5) and the orthogonality between
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the sates
—) and +), we get the following algebraic Grassmann equations for determining C
and D:
= zC, (86)
= zD. (87)
By conjugating the equation (86) and then by inserting it in (87), we get
(zzt — 6)C* = 0. (88)
As we ai-e interested in normalized solutions, we must take C, 0, then (88) implies:
z = 6, ($9)
that is, 6 is an even Grassmann number. Inserting ($6) in (57) and considering the conditions
(89), we conclude that a set of normalized eigentates of the operator (b + 60bt) conesponding
to the eigenvaleue z = +/ + z; is given by
16o, z;)
= (i— — (Z1 + )+))C. (90)
It is flot too hard to show that the corresponding normalized supersqueezed states are given by
{6, z;) = exp (btz1 — zb) exp [+ (bt + z)]
—) N(S0, z1), (91)
where the normalization constant N± is given by
N(60, zi) = F + (z + ()z; + ()zfz;) F] (92)
with
______________
F(60) = + (93)
We notice that in the limit 6 H-* O the supersqueezed states (91) becomes the eigenstates ofthe
operator b corresponding to the eigenvalue z = z1.
4 SAES associated to the Heisenberg—Weyl Lie superalgebra
Let us now compute the SAES associated to the H-W Lie superalgebra generated by the set of
generators {a, a1, I, b, bt} whose non zero super-commutation relations are given by the rela
Q tions (2) and (4). The eigenvalue equation is written as
[A_a + Aa + A31 + B_b + B+M]I) = Z), A, A3, B, Z E CBL. (94)
100
Here we concentrate in the case where (A_) O, i.e., A_ is an invertible Grassmann number.
In this case, we can express (94) in the form
[a+/3a +7b+6btjb) zI), /3,’y,6,z E CB. (95)
Special cases of this problem have been considered in sections 2 and 3. Here we consider
the cases where we have the presence of both bosonic and fermionic operators in the eigenvalue
equation (95).
4.1 Generalized supercoherent states
First, we take the particular eigenvalue equation
[a+7bÏ) = 7,z e CBL. (96)
Let us assume a solution of the type
I) =(cnn;_)+Dnr;+)), (97)
where C, D e CBL. By inserting (97) in (96), using the lowering properties of operators
a and b, Eqs. (3) and (5), and the orthogonality properties of the graded Fock space basis
{ n; —), n; +), n E N}, we get the recurrence relations
V’n + 1C+1 + 7D = zG, (98)
Vn + lDn+i = zD. (99)
From (99), it is easy to find the expression of the coefficients D in terms of an arbitrary constant
D0:
D=—D0, n=1,2 (100)
Then, by inserting (100) in (98), we get the following recurrence relation for the coefficients
1 n
___
n =0,1,2 (101)
n+1
finally, proceeding by iteration we get
=
[zo — (‘z_1_7(z*)k) D] , (102)
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Q where C0 is an arbiaiy constant. Since C0 and D0 are arbitrary constants, the equation (97)
gives two independent solutions. The first one consists of the standard coherent states
œ
z;
—) = —Colri; —). (103)
To find the second one, we use the formula
z(z = (ozo + z71). (104)
We thus get the generalized coherent states on the form
= z,;+) = [n;+) _at (7OZOfl+Zfl71)Ifl;_)] D
= exp [— (7o(1 + ziat) + ‘) ab] ezatIO; +) D. (105)
The normalized version of the states (103) is given by
Iz;—) = Izo,zi;—) =D(zo)D(zi)I0;—). (106)
k is similar to the one obtained in (13). A set of normalized generalized supercoherent states,
orthogonal to (106) is given by the formula
z,70,71,+) — z;—) (—;zlz,70,71,+)
z,7,+)=Izo,zl,70,71;+)= (107)
II I,7o,71,+) — Iz; —) (—;zlz,70,71,+) II
After some calculations, we get the set of generalized supercoherent states
= D(zo)D(zi){I0;+)
— [(i — zzi) D(—zi)(a + z)7oez1 + (1 + zzi)at7i
— (1— zzi)zt7oez1] 0; (108)
where the normalization constant N is given by
N(zo, z1, ‘) = B’ [i — B’ (7 — 77o(zzo)2) zziB’], (109)
O with B(70,71) = yi+7t7 1+7o+7i+77o+7. (110)
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4.1.1 Super coherent states
The supercoherent states (10$) constitute a generalization of the super coherent states found
by Aragone and Zypman[3J. Indeed, from equations (108-110) we see that, in the case where
‘n = O and z1 = 0, we have
Izo, 0,70,0; +) = (vi + 7oo) ‘B(zo) (10; +) — 7oatIO;
—)). (111)
4.1.2 Other classes of supercoherent states
Now if in (108-1 10), we take ‘Yo = O and z0 = 0, we get
l0 z;, 0,71; +) = (i
—
— 7bizzi) B(zi) (10; +) — (1 + zzi)at7iIO;
—). (112)
We can also distinguish the case where ‘Y; = O and z0 = 0. We get
O,zr,7o,0;+) (V1+7O:7O)’D(zl
{Io;+)+7o[(’_1)D(_zi)at+z]I0;_)}. (113)
4.1.3 Standard supercoherent states
In the case where ‘y = 0, (108) becomes the standard coherent states
Iz;+) = Izo,zi;+) =D(zo)D(zi)I0;+). (114)
By combining the two independent solutions (106) and (114), we can construct a solution of
the type
z;p,r) =plz;—) +rlz;+), (115)
where p and r are Grassmann numbers such that p1z1 = r1z1 = 0. Thus the states (115)
are eigenstates of a conesponding to the eigenvalue z. In particular, if we take for example
p = 1 — 4 and r = —z1, then we obtain the supercoherent states
z) = D(zo)D(zy)T(zi) 10;
—). (116)
Moreover, if we take z1 = 0, p = 1 — and r = —6f, we get the standard supercoherent
Q states associated to the supersymmetric hannonic oscillator [6, 14]
zo,Oi) =D(zo)T(Oi)jO;—). (117)
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E: 4.2 Generalized supersqueezed states
Let us now find the SAES associated to the sub-superalgebra {a, b, M, I}. If the coefficient of a
in the linear combination is invertible the problem reduces to solve the eïgenvalue equation:
[a + 7b + 6M]I) = zIb), 7,6 e CBL. (11$)
We can show, see Appendix B section B.1, that two classes of independent solutions ofthe
eigenvalue equation (118) exist and are given by
œ
I) [ eat(,7,s*,zl)ezatIo;_) — 0att,6,7*,z,)ezatIo;+)ÏCo (119)
£ even £ odd
and
= [ 0as(,S,7*,zl)etI0;+) — oaf(,7,6*,zl)etIo;_)]D, (120)
£ even P odd
where C0 and D are arbitrary and invertible Grassmann constants and
£ factors
0at(,7,6*,zl) = ((at)
—
(P—j) factors j factors
+ £ 1
(_i)i 6*E) z1 .. (at)’ }, (121)
where £ = 0, 1,2
The superstates (119) and (120) can be written in the form of a supersqueeze operator acting
on the supercoherent state, that is
; —) = OeVen(a, 7,6*, z,) exp[—(Oeven(a, 7,6*, z1))’
(oodd(a,à,7*,z,))e2z1abtÏD(zo)(zl) 0;—) o, (122)
!; +) = Oeven@t, 6,7* z,) exp [— (Oeven@t, 6,7* z,))’
(Oodd(at,7,6*,zl))e2zlab]D(zo)D(z,) O;+) b, (123)
where
Oeven(at,7,6*,zi) Oat(,7,St,zi) (124)
£ even
andO Oodd(at,7, 6*, z,) = 0at(,7,S*,z,). (125)
£ odd
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4.2.1 Standard superqueezed states
In the case where y and 5 are odd Grassmann numbers, that is when 7 = ‘Yl and 6• = 6, it is
easy to see from (121) that, the non zero 0at operators in (119) and (120) corresponds to
OattO,71,61,Zi) = 1, 0att1,Si,7i,Zi) = — 2izi(at)2,
Oaf(2,7i,6i,Zi) = _7ii(at)2, (126)
and
Oatt0,Si, —71,z1) = 1, Oat(1,7i,i,Zi) = 7iat — 27izi(a)2,
Oat(2,61,71,Zi) _i7i(at)2, (127)
respectively. By inserting this resuits in (119) and (120), and after some simple manipulations,
we get the supersqueezed states
I; —) = exp [_7ii(at)2] e_1 fetO; —) Co, (12$)
and
; +) = exp [_i7i(at)2] e_1atbetIo; +) D, (129)
which are eigenstates of a + 71b + 5jM. In these last expressions, we notice the action of
an normalizer operator acting on the corresponding supercoherent states. The normalizer in
equation (12$) transforms the algebra element a+71b+81b1 into a+71b whereas the normalizer
in equation (129) transforms it into a+Sibt. In fact, acomplete reduction into the element a only
can 5e obtained. For instance, that is the case if we multiply the normalizer in equation (128)
by the corresponding normalizer of the equation (105) in the special case where = 0, that is,
by e_7latb. Moreover, if we consider the algebra element a + /30a + 71b + 6ib, a normalizer
operator transforming it into the element a is given by the standard supersqueeze operator[9]
G(0,71, S) = exp [_ ( +
(aï]
exp (_iat exp (_7iatb). (130)
In this way, using the algebra eigenstates (117) of the a annihilator, we observe that a class of
superalgebra eigenstates of a + /3oat + -y1b + SM, corresponding to the eigenvalue z0, is given
by
G(30,
‘,
5i)D(zo)T(O1)0; —)C9. (131)
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O We notice that, these supersqueezed states are obtained by acting with a supersqueeze oper
ator that is an element of the OSP(2/2) supergroup on die supercoherent states associated
to the supersymmetric harmonie oscillator. In this way, these SAFS of the algebra element
a + /3oat + 71b + 6bt, are comparable to the supersqueezed states for the supersymmetric
harmonie oscillator [16, 18].
4.2.2 Spin representation AES structure
Let us consider now the special case where both ‘-y and S are even invertible Grassmann numbers.
Let us write -y
= Yo and S = So. In this case, from (121), we obtain
Oat(,7û,S0,Zi)
(5)/2
exp (—ziaf), if £ is even (132)
L. 7oSo)’27o exp (_ziat) if L is odd
Thus, by inserting these resuits in (124) and (125), we get
Oeven(at,0,So,zi) = (exP(_Llziat)
£ even
J—
-
— et
= COSh(V7060a )e
exp [z1()’ (cosh(at))1sinh(at)] (133)
and
0Odd(a,7o,60,z1)
=
(a exp (_z;at)
£odd
= ()‘ sinh(at) exp (_ziat). (134)
By inserting these resuits in (119) and (120) and after some manipulations, we get the set of
independent eigenstates of a + 0b + 60M
; —) exp [_1 (af — ()‘Th(7o,So,at))] cosh{at —
()_‘[1+zi(2at — ()_1Tl(-yo6oat))1b}ezatI0._)cO(135)
and
= exp [_1 (at
— ()‘Th(7o,So,a))] cosi{at —
()‘[i + zi(2at — ()‘Th(oSoaf))]b} e0;+) D,(136)
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Ç. where
Th(70,60,at) = (cosh(at))’sillhta). (137)
In the special case where z1 = 0, (135) and (136) reduces to
I; —) = cosh[at — ()-‘bf] ez0ato; ) G0
= ()_1s.h[t
— ()1b] ez0I0;+) C0 (138)
and
I; +) = cosh[af
— ()‘b1 ez0atO; +) D
_()‘sillh[at — ()-‘bt] ezoatIO;
—) D, (139)
respectively. By combining both equations (138) and (139), we can express the set of indepen
dent solutions in the form
; —) = exp (af — ()_1bt) ezoatlo; —) Co (140)
and
exp (a
— () 1) ezoatl0;+) D0. (141)
Thus, we recover the structure of the spin representation algebra eigenstates associated to the
subalgebra {a, J+, J_} of the h(2) su(2) Lie algebra [2].
4.3 The general case
Let us solve now the eigenvalue equation (95). The discussion at the end of section 4.2.1 shows
that it can be reduced to a simpler one by expressing the eigenstate Iî/’) as:
= G(/30,71,S1)I). (142)
Indeed, inserting (142) into (95) and multiplying by the inverse of the supersqueeze operator
G(/30,-y1,61), we get
[a + iat + 0b + 6obt]I) = z), (143)
where
O + + c1. (1)
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We can show that, see Appendix B section B.2, two classes of independent solutions of the
eigerivalue equation (143) exit and are given by
exp (_7oY’ £) eat(L,70,so,zl)ezatIo;_)
even
— exp ( (L— ï)) eat(L,so,7o,zl)ezatIo;+)lco (145)£ odd
and
=
exp (_$1t70)_1 L) eat(L,6o,7o,zl)ezIo;+)
t
— exp ( (L ï)) Oat(L,7o,6o,zl)ezI0;)]D, (146)t odd
where G and D are arbitrary and invertible Grassmann constants.
Using the results (132) for the Oat(L, ‘Yo, 80, z1) operator, we get
= [cosh(7o6o _iat)
_11) e_z1atet0;_)
— (7o)’sinh(7o6o
— iat)I7oSo +ie_z1atetI0;+)]Co (147)
and
[cosh(V7o60 — iat) (1 + Th(7o,So,l,at)/7o8o — e_zlatezatIO;+)
— (6e) ‘s1nh(7oSo
— i at)7oSo + ie_z1atezatO;
—)] D, (148)
where
Th(7o, 6, $, ut) = (cosh(V7o6o — ut)) sinh(7o8o — i ui). (149)
4.3.1 Generalïzed Spin representation AES structure
In the special case where z1 = 0, (147) and (148) reduces to
=
exp(_(7o)_’iafbt)
cosh[7o6o —1a — (7o)_’7o6o+1bt] ezoatjO;_)Co (150)
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and
= exp (_(6o)_’ial b)
cosh [7o60
—
— (o)’7oo + i b] ez0atO; +) D (151)
respectively. Thus, we get a set of generalized SAES that contains the set of AES associated to
the spin representation that we have studïed in the section 4.2.2.
5 Isospectral harmonic oscillator Hamiltonians having odd
interaction terms
In this section we search for some isospectral harmonic oscillator systems which are charac
terized by a Hamiltonian admitting an annihilation operator which is a Grassmannian linear
combination of the generators of the H-W Lie superalgebra, i.e., of the form
A= a+/3at+7b+Sbt, CBL. (152)
A family of non-equivalent such Hamiltonians ?- can be contructed if first we consider a
superHermitian Hamiltonian 7o such that the commutator is given by
[Ko,Ao] = —A0, and A0IE0;±) = 0, (153)
where
A0 = a+tiat+7ob+Sobt, yo,o E CBL0, (154)
/ is given by (144) and Eo; +) are the zero eigenvalue eigenstates of ?Ïo. In this way, A0
is effectively an annihilation operator and its associated superalgebra eigenstates a class of
supercoherent states for the system characterized by the Hamiltonian 7-in. Second, according to
the analysis of section B.2, it is possible to construct ?- satisfying
[7i,Aj=—A (155)
by taking
A=G(/30,71,S1)A0(G(30,71,S1))’ and 7i= G(/3o,71,1)?o(G(/o,71,1))’,
(156)
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where G(/30, ) is the standard supersqueeze operator defined in (130). We see that our
original problem thus reduce to one of finding
.
We observe that, the Hamiltonian 7- in
(156) is not superHermitian but it belongs to a class of Hamiltonians that generalize the one of
ïj—pseudo—Herm tian Hamiltonians[17J. Indeed, it satisfies the relation
— 7i7-?]’, (157)
where i is the superHermitian operator
= (G-’(0,71,s1))G-’(0,71,S1). (15$)
Let us mention that a family of 7-t0—equivalent Hamiltonians can be obtained if we replace
G(t39,71, S1) in (156) by a suitable OSp(2/2) superunitary operator[9J
U(X0, F1, Ai) = exp (x02 — + Fiabt + Fab + + abt), (159)
where X0 e CBLO and F1, A1, e CBL1.
Let us also mention that if we denote A the adjoint of A0, then, the usual commutator leads
to
[Ao,A1 = 1 —/3/i{a,a4+(S6o—77o)[M,b]
+ 2i6atb — 2Soabt + 2iyatbt
— 2’yo!ab (160)
and we notice that, under the conditions ‘7o = So = O or ti = O, the commutator (160) becomes
a diagonal operator in the Fock vectorbasis {jn, +), n e N}.
5.1 h(2) generalized isospectral oscillator system
Let us here consider the particular case where ‘Yo = So = O. In this case, the operator A0 takes
the simple form
A0=a+/1a (161)
and the commutator (160) writes
[A0,A] = 1 _/i{a,at}. (162)
A class of Hamiltonian H0 satisfying (153) is given by
= (1+ [AAo + i(af)2a2j
= aa +1(a)2 +,a2 t i(ata + aa) +i(a)2a2. (163)
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We notice that we are in presence of a superllermitian Hamiltonian of the harmonic oscillator
type with nilpotent interaction terms which contain odd contributions. We also notice that, this
hamiltonian can be expressed in the form
(164)
where
jV= 2t3t3r(ata+aat), Q =t1(a, Q_ =t3a, M =ata_ (165)
The non-zero super-commutation relations between these operators are given by
[M,Q+j=+2Q, {Q+,Q—}=i’f, (166)
i.e., they have almost the structure of zz(1/1) superalgebra. Indeed, here j\f is an even nilpotent
operator such that Jf 2
According to (153) and (163), a class of superalgebra eigenstates of ?-t can be obtained by
applying n times (n = 0, 1, 2,.
. .) the raising operator .4 on the zero eigenvalue eigenstates of
4. From (45), we deduce that these latter are given by
Eo;j) =
(1_ i) [lo;i - 2;i)] (167)
where j corresponds to the set {— +1.
Then, as ?-0E0; j) = 0, the generated energy eigenstates are given by
IE;i) Œ (AIEo;i) = (ta + (at)’ a (aï) IE0;i) (168)
and the conesponding energy eigenvalues are = n. An orthonormalized version of these
states is given by
IE;i) = (1_i(2n+1))
+ n(n
- 1)In - 2;j) - (n + 1)(n + 2)n + 2;)] , (169)
where n e N. From (169), it is easy to calulate the action of.4 and A0 on the E; j) eigen
states, we get
AE;j) = (1—i(n+i)) In+1E+i:j) (170)
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and
Â0IEn;i) = (i_ ifl) IEni;j). (171)
Thus, the orthonormalized energy eigenstates En; j) can be written in the standard form
E;j) = (1+intn+1)) IEo;j). (172)
This is a complete set of states. Indeed, using (169), we can demonstrate the completeness
property
En;j)(En;j =zI®I=ZZIn;j)(ri;jI. (173)
j n=O j n=O
On the other hand, we can express the In; i) states in the form
I;i) = (1_i(2n+1)) [IEn;i) -j(n+1)tn+2)IE+2;j)
+ iVntn_1)IEn2;i)] (174)
then, from (172) and after some manipulations, we get
O;j) (i_
i)
exp
(()2)
Eo;j). (175)
According to (45), the coherent states associated to a physical system characterized by the
hamiltonian (163) can be written as:
I;i) = exp [_1tat2 - (at)3] ())
(1_ i)
exp
(2)
Eo;j) (i). (176)
5.2 Spin generalized isospectral oscillator system
In the case where /; = O and ‘y’-yo = So, the operator À0 takes the form
À0 a+70b+Sobt (177)
and the commutator (160) writes
O {À0,À] = 1. (178)
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A class of Hamiltonian 7-t satisfying (153) is given by
= AA0 = ata + 77o + 7oatb + 7abt + Soatbt + Sab. (179)
We notice that this is a superHermitian Hamiltonian, without defined parity, which is a linear
Grassmann combination of generators of the osp(2/2)
-D sh(2/2) Lie superalgebra. Then,
in this aspect, the corresponding Hamiltonian 7-i defined in (156), complement the classes of
Hamiltonians considered by Buzano et al.[9].
By construction, the eigenstates of A0 corresponding to the eigenvalue z = O are eigenstates
of corresponding to the eigenvalue E0 = 0. Let us to take these states to be the normalized
version of states (140-141), when z0 = 0, that is
Eo,
-) (1
+ ()1((1)()
1
D(/) [10;
-) - (/‘ 0; +)] (180)
and
Eo, +) = (Vi +
-1
D() [10; +) - t)’IO; -)]. (181)
Thus, from (153) and (178), we deduce that a class of orthonormalized eigenstates of ?o corre
spondingtotheeigenva1ueE = nisgivenby (n = 0,1,2,..
.;j —,+)
v-0)
=
,_— IE0,j). (182)
y n!
Moreover, a class of normalized coherent states for this generalized harmonic system which are
eigenstates of Â0 corresponding to the eigenvalue z = z0 is easily constructed as[21
Izo,j) = exp (zoÂ — zA0) IE0,i). (183)
These coherent states are obtained from those of equations (140-141) by acting with the follow
ing superunitary transformation
U(zo; 70,S0) = exp [zo(7bt + Sb) — zyob + Sobt)]. (184)
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C 6 Conclusions
In this paper we have generalized the AES[8] concept to the one ofSAES. We have demonstrate
that the SAES associated to the H—W Lie superalgebra contain the sets of standard coherent and
supercoherent states associated to the usual and supersymmetric harmonic oscillator systems,
respectively[2, 3, 14, 21]. Also, these SAES contain both the standard squeezed and super
squeezed states[18, 19] and the supersqueezed states associated to the spin—i representation of
the AES of the h(2) su(2) algebra[2]. Let us mention that the introduction of Grassmann
coefficients in the linear combination of the superalgebra generators helps us to understand the
role played by the c-numbers (even Grassmann numbers) and d-numbers (odd Grassmann num
bers) interaction coefficients, in the mentioned literature. Moreover, from the idea of giving
to the SAES the interpretation of an operator associated to a physical system, we have con
structed some classes of superHermitian and 77—pseudo—superHermitian Hamiltonians[12, 17],
isospectral to the standard harmonic oscillator hamiltonian. We have found their physical eigen
states and their associated supercoherent states. In this respect, we see that the SAES concept
constitute an alternative and unified approach for the construction of generalized coherent and
supercoherent and also squeezed and supersqueezed states for a given quantum system.
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A Notations and conventions
In this appendix we want to fix the notations and conventions used in this work. They con
cern principally the concepts of Grassmann algebra, Lie superalgebra and their representations,
superHermitian and superunitary operators, super Lie algebra and linear Lie supergroup.
Let us remind that a complex Grassmann algebra, CBL, is a linear vector space over
the field of complex numbers, associative and Z2 graded. It may thus be decomposed into
CBLO + CBLI, where the even space CBLO is generated by the set of 2L—1 linearly independent
generators Ç of even level and the odd space CBL1 is generated by the set of 2L1 linearly in
dependent generators Ç of odd level. Here, the index jt represents either the empty set or the
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set (jl,j2,. . . ,jN()) ofN(#) integernumbers such that 1 j <32» <3N() L. N(,u) is
the level ofthe generator E. The identity of the algebra is 8 = 1 and Ç = is
the ordered product of N(,u) odd generators of levei 1 taken among the set of basic generators
{E, j = 1, 2,. . . , L}. The product of these generators is associative and antisymmetric. More
over, any non zero product of the type Ç Ç . of r generators is lineariy independent of the
products containing less than r generators and we have ÇE
= =
Ej, Vj = 1, 2,.. . , L.
The graduation is introduced by defining the degree of Ç, that is
deg = (1)NCU) (185)
with N() O.
Any element B e CBL can be written either in the form
B = B1Ç, B,, e C, (186)
or as the sum of its even part B0 and its odd part B1, i.e., B = B0 + B1 with
B0= BÇ, 11= B,Ç. (187)
evenN(ii) oddN(tt)
We also deduce the graded operations for the Grassmman algebra, i.e., for ail B0, Z0 e CB,
B1, Z1 e CBL1, we have
B0Z0 = Z0B0 e CBLO, B0Z1 = Z1B0 e CBL1, B1Z1 = -Z1B1 e CBLO. (188)
In particular, for ail B = B0 + B1 e CBL and Z1 e CBLI,
BZ1=Z1B*, Z1B=B*Z1, (189)
where
(190)
is the conjugate of B. The product of any two elements of the algebra, B and B’, corresponds
to
BB’ = B,,B1’1,(ÇÇ), (191)
I’ R’
O with
ÇÇ’ = +Ç where N(v) = N() + N(t’), (192)
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when neither of the indices in the sets represented by t and i’ are repeated, and E,LE,Ii = O, when
at least one of the index in the set represented by t and p! is repeated. The sign ± in (192) is
determined by using the antisymmetric property of the basic generators E when reordering the
their product.
The identity component of the element B, usually cailed the body, is denoted by e(3) =
e C, whereas the nilpotent quantity s(B) = B — defines the soul of 3.
With respect to the complex conjugate of the element B e CBL, we foliow the conventions
of Cornwell[1 1] and thus write
(193)
i.e., the basis elements E,, are considered as the real Grassmann numbers. Also, the adjoint of
B is defined by the relation
(194)
where
f E,, if N(p)iseven (195)
‘I j if N(ti) is odd.
This adjoint operation have the same properties than the ones of the usual adjoint operation for
complex matrices.
The inverse of a Grassmann number B, denoted by (3)_1 is defined as
= (B)’B = = 1. (196)
It is important to mention that B is invertible if and only if / O.
The integration with respect to an odd Grassmann variable, must be considered in the Berezin
sense[5], i.e., if ?7 e CBL1, then
f d—O, f?]dl)=i, (197)
where the integration is taken over ail the domain of definition of .
Let us now recali some useful definitions and properties of Lie superalgebras, supergroups
and associated representations.
Definition A.1 A (m/n) dimensionat complex Lie superalgebra 1Z5, is a complex vector space,
Z2 graded with respect to a geiteraÏized Lie product, formed front the direct sum of two sub
spaces, the even stibspace of dimension rit. > O, which we denotes by £, and the odd subspace
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Q of dimension n O (m + n 1), which we denotes by L, such that, for ail a, b E £, there
exists a generatized Lie product (supercommutator) [a, b] with thefolÏowing properties:
Ï) [a,b] E £5,for alt a,b E £;
2 )for ail a, b, c e £. and any complex (real) numbers cv and 3,
[cva + /3b, cl = cv[a, c] + /3[b, c]; (19$)
3) if a and b are homogeneous elements of3 then [u, b] is also a homogeneous eleinent
ofL3 whose degree is (deg u + deg b) mod 2; that is, [u, b] is odd feither u or b is odd,
bttt [u, b] is even if u and b are both even or if u and b are botÏz odd;
4 )for any homogeneous etements u and b ofJZ8
[b,a] = _(_1)(dea)(debb)[]; (199)
5)for any three homogeneous elements u, b and c of.5, we have the generalized Jacobi
identity:
[u, [b,c]](—1)’ + [b, [,]](_1)(deb)(dea) + [u []](1)(dec)fdeb) o.
(200)
We notice that the even subspace £, is an ordinary complex Lie algebra whereas the odd
subspace, £, is a carrier space fora representation of a Lie algebra £0.
Just as an ordinary Lie algebra can, in general, be represented by a set of complex matrices a
Lie superalgebra can also be represented, in general, by a set of complex matrices. Nevertheless,
the graded character of a superalgebra implies certain special conditions for the structure of
these matrices.
Definition A.2 Suppose tÏiatfor every a E £, there exists a matrix F(a)fronz the set ofcoinptex
matrices partitioned in tÏzeform (d0/d1) x (d0/d1), that we denotes by M(do/di; C), such that
])for ail a, b e £ and cv, /3 ofthefield ofL8,
F(cva + /3b) = cvf(u) + /3F(b); (201)
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2)foralÏa,b E
F([a,b]) = [f(a),F(b)]; (202)
3) ifa e £, the even subspace of £5, then F(a) a tafonne
(Foo(a) O 203O
wlzere Foo(a) and F11(a) are U0 x U0 and U1 x U1 dimensionat submatrices respectively;
and fa e £, the odd subspace of15, then f(a) lias thefonn
— f O (204)
— fi0(a) O )‘
where F01 (a) and F10(a) are U0 x U1 and U1 x U0 dimensionat submatrices respectively.
Then these matrices F(a) are said toform a (Uo/di)—dintensional graded representation
of £.
Let £ be a (m/n) dimensional complex Lie superalgebra with even basis elements
U1, U2,. . . , a and odd basis elements a5+i, Um+2,. . . , represented by the set of ma
trices F(ak), k = 1,2,. . . , i-n + n. To each matrix (ak), we can associate a linear operator
(ak) acting on the carrier space W of the representation. This space isa (do + U;) innerprod
uct vector space expanded by a basis formed by the set of even vectors { w) and the set of
odd vectors {Iw)}’1 and this action is defined by the relation
d0+d1
(ak)Iw) = (F(ak))lw). (205)
Then £ can also be represented by set of even operators C1(ak) (k = 1, 2,. . . , m) and the set
ofodd operators (ak) (k i-n + 1, m + 2,. . . , m + n), verifying the same super-commutation
relations as the basis elements ak (k = 1, 2,... , i-n + n).
Let X to be a polynomial function of the £ superalgebra generators, with compÏex Grass
mannian coefficients. We say that X is a superilermitian (anti—superHermitian) operator if
X Xt (X = _Xt). In particular, if X is a complex Grassmannian linear combination of the
£ superalgebra generators, i.e.,
m n
X = C(a) + D(Um+k), (206)
j=1 k=1
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whereC3 e CBL (j = 1,2...,m)andDk e CBL (k= 1,2,...,n)then
((a))(C + ((arn+k))t(D, (207)
where the j symbol is reseiwed for the usual adjoint operation. We say that a general U operator
is superunitary if MUt = UtU = I, where I is the identity operator. In particular, if X is an
anti—superHermitian operator, then U = eX is a superunitary operator.
If for j = 1, 2,... , m and every element E of CBL, we define the even operators
M = (20$)
and for k = 1, 2,. . . , n and every odd element ,. of CBL, we define the even operators
= ‘‘v(am+k), (209)
then the set of (m + n)2L_l operators defined by the equation (20$) and (209) form a basis of a
(m + n)2L_1 dimensional real Lie algebra, whose Lie product is given by the usual commutator
induced by the generalized Lie product of £. This real Lie algebra is denoted by £8(CBL) and
is called a super Lie algebra. A general element M of this super Lie algebra writes
m n
M=Z XMf+ (210)
j=1 eveni k=1 odd u
where X and e are real parameters. Also we can write this element in the form
Tu n
M=>XiMi+eINIc, (211)
j=1 k=1
where X
= Zeven X/, e ]‘-BL0, ek Zodd u eE e RBL, and
N’ = EI(am+k). (212)
Let us end this Appendix by giving a method of construction of a linear Lie supergroup[221.
If .S(CBL) is a real super Lie algebra whose basis elements are defined by (20$) and (209),
then every linear Lie group whose associated real Lie super algebra is given by £(CBL) is a
(m/n) linear Lie supergroup, which we denote by Ç3(CBL). The elements near the identity can
5e parametrized by
fm n
G(X; O) = exp{M} = exp jZXiMi + eNj. (213)
j=1 k=1
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B Solving [ci + /3at + 7b + bt]b) =
In this appendix we wiÏl solve the eigenvalue equation (95). We wilI do it in two steps. Firstly,
we wilJ solve the eigenvalue equation (11$) ami express its solutions in terms of a generalized
supersqueeze operator acting on the supercoherent states eÏO; *). This supersqueeze operator
is used to reduce the eigenvalue equation (95) to a simpler one, see section 4.3, that is to the
eigenvalue equation (143). Finally, we will solve the eigenvalue equation (143).
B.1 TheSAESofa+7b+5bt
Let us solve the eigenvalue equation (118). The solution is assumed on the type (97) and by
inserting it into (118), then using the usuaÏ properties of the operators and the states {I; +)},
wegetthesystem(n 0,1,2...)
V’fl+1Cn+i+7D,, = ZCn, (214)
= zD,,. (215)
Let us notice the symmetric form of this system. Proceeding by iteration we can express the
C,, and D,, coefficients in terms of the arbitrary Grassmann constants C0 and D0, that is (n =
1,2,...)
(ii—1) (n—2) (n—2—ki)
C,, = {znCo — z(n_1_k1)7tz*)k;D + z(n_2_k1_k2)7tz*)k26*zklco
k,=0 k1=0 k2=0
(n—3) (n—3—k;) (n—3—k; —k2)
— ) z(n3_k1_k2_k3)7(z*)k3*z127(z*)Ïd1D +
k1=0 k2=0 k3=0
+ (216)
and
1
(n—1) (n—2) (n—2—k;)
D,, = {zDo — z(n_k1)s(z*)k1c + z(n_2_kl_k2)6(Z*)k27*ZklD0
k,=0 k1=0 k2=0
(n—3) (n—3—k1) (n—3—k; —k2)
— z(n_3_k1_k2_k3)tz*)k37*zk2s(z*)k1c +
k1=0 k2=0 k3=0
+ (_1)n(S7*)[lS2[])Gn_2[]}, (217)
where [] represents the entire part of and F0 = C0, F1 = D, G0 = D0, G1 = C. Here
we need w calculate the multiple summation. By expressing z as a sum of their even and odd
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Q parts, z = z0 +z1, wegetforexample, (t = 1,2,... ,n)
(n—t) (n—t—ky) (n—t—ki—k2—...—kei)
ky=0 k2=0 ke=O
£ factors
= (fl_t)!{76”0
(t—j) factors j factors
+
= O0(t,7,6*,zy)zn, (218)
where 0Z0 is the differential operator
£ factors
1 at at+lO0(t,7,S*, Zi) = {(76*76*...)
(
—
____
(t—j) factors j factors£
at+l
+
t +
(—1) (76*76*...) Z1 (...76*7.)
3z’ } (219)
which is also defined for t = 0, in fact O(O, 7,6*, z1) = 1. By inserting (218) into (216) and
(217), we get the compact form of C and Dn coefficients, that jS
=
(_l)tO0(t,7,6*,
z1)_2[] (220)
and
=
(_l)tOz0(t,6,7*, zl)Gt_2[]. (221)
By inserting (220) and (221) into (97) and then separating the terms to multiply arbitrary con
stants C0 and D0, we obtain two independent solutions for the eigenvalue equation (118):
œ 2[n/2] n 2[(n+1)/2]—1
I; —)
= [ e0(t,7, 6, zi)In; —) — > O0(t, 6,7*, z1)= n; +)] C0
n=0 t even n=1 t odd
(222)
and
_— 2[n/2]
n œ 2[(n+1)/2]—1 n
I; +)
=
O(t, 6,7*, zi)In; +)— > O0(t,7, 6*, zi)In; —)] D.
n=0 t even n=1 t odd
(223)
O As O0(t,7, 6*, z1)Zn = 0, when t> n, we can spread out the sum on t index up to infinity and
then place it out of the sum corresponding to the n index. In this way, we can add up on the n
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Q index and express (222) and (223) on the form
00 00
I;—) [ Ozo(,7,S*,zi)ezatIo;_) — ezo(,7*,zi)eto;+)]co (224)
teven todd
and
00 00
= [ Ozo( 7*zi)ezatIO;+) — Ozo(,7,S*,zl)etI0;_)]D, (225)
£ even £ odd
respectively. Finally, using the fact that = (at)tezat, we get the generalized super
squeezed states (119) and (120).
B.2 The SAES of a + /j.a + 70b + 50bt
Let us solve the eigenvalue equation (143) by taking ) again on the form (97). By inserting it
into (143), and proceeding as in the above sections, we get the algebraic system (n = 1, 2...)
= zC, (226)
i/r + lDn+i + 0C + //iDn_; = ZDn, (227)
together with
C1 = zC0
— 70D, (22$)
D1 zD0
— (229)
Again, we notice the symmetric form of this algebraic system. Proceeding by iteration, we can
express the Cn and Dn coefficients in terms of the arbitrary Grassmann constants Co and Do,
we get (n == 2, 3,
..
2[] (n_t) (n—t—ri) (n—t—r2) (n—t—ri_2)
Cn=-[ r...
even £=2 ky=O k2=O k3=O ke_i=O
(k2_1± 1)z(n_t_re_1) (z*)_1 zkt_2 . . . (z’ ()t_2] c0
2[]_1 (n—t) (n—t—ri) (n—t—r2) (n—t—ri_2)
odd t=3 k1=O k2=O k3=O k,1=O
+ l)z( rei)(z*)ke_1zke2 . . . ‘ ()t_3701] D, (230)
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0 [ 2[] (n-L) (n-L-ri) (n-L-r2) (n-L-re2)
Dn=rbn
even L=2 k1=0 k2=0 k3=0 ke_i=0
L—2 I(k_ + l)z(n_L_Te_i) (z*)kt_lzke_2 (z’() D0
i=1
2[-]—1 (n—L) (n—L—ri) (n—L—T2) (n—L—re_2)
odd L=3 ky=0 k2=0 k3=0
LJ
+ l)z(n_L_Te_1)(z*)ke_1z2 zki()L_301] C0, (231)
i=1
where
L
TL=rkj (232)
i=1
and, in accordance with Eqs. (220) and (221),
n n
(233)
L=0
and
n n
— Z(_1)Lezo(o,7o,zl)GL2[l. (234)
L=0
Using the fact that for £ even, we have
(n—L—1)* k1 (n L)Z(n_L_Tt_i)(Z*)_1 zke_2 (z ) = z0 - + [(n
—
£) — 2(k1 + k3 +. . kti)Ïzo z1, (235)
for £ odd, we have
(n—L) (n—L—1)z_L_Tt_(z*)ke_izke_2 zk = z0 + [(n — L) — 2(k2 + k4 +. . . + kl_i)]z0 z1, (236)
and that
(n—L) (n—L—ri) (n—L—r2) (n—L—re_2)
A(k) (237)
k;0 k20 k20 k_i0
is equal to
(n-1)! if AL(k) = 1 and £ 2,(n—L)!(L—1)!
(n-1)! if AL(k) (k1 + k3 + ... + kLl)2(n—L—1)!(L—1)!
and £=2,4,...,
L(n—1)!
2(n-L-1)!(L+1)! [(n — L) + (n — £ + 1)], if AL(k) = (k1 + k3 + . .. + kL_1)2
and L=2,4,..., (238)
(L-1)(n-1)! f AL(k) = (k2 + k4 + ... + kL_1)2(n—L—1)!L!
O (L—1)(n—L+1)(n—1)! and £ = 3, 5,...,
4(n-L-1)!L! ‘ if A1(k) = (k2 + k4 + ... +
and £=3,5,...,
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G and after some manipulations, we can reduce (230) and (231) to
2[J
Gn=n- Ii3 n!
(
(n-L)
+
(T1
— L) (n-L-1)
[ (n—L)!(L— 1)! Z0 (L+1)Z0 z1)
()L_2]c
2\/J
evenL=2
ti (L—1)n! (n—L)
2[!4]1
+
2 ( — z0
()L_370]
D (239)
odd L=3
and
2[]
$1 t
___________ _____
n! ((nL)
+
(n — L) (n-L-1) (\/ -)L_21 D0
2[ (n—L)!(L—1)!
Z0 (L+l)Z0 zi)
even L=2
2[]-1
______
(L — 1)n! (n—L)
+
2 [ (n — L)!L!Z0
()t_30]
C, (240)
odd L=3
respectively. Then, using the fact that
n! n—t / 3 a’
)
n! n—C—t
_____
(n — L)!Zo = — Z ( — L— l)!ZO z1 = z1z’, (241)
we can write (239) and (240) in the form
2[] 3L+l \ z1 3 ‘\
cn=Ôn
‘ [ (L-1)! +2V’T evenL=2
2[1-1
t’
____ __
(L—1) /3L
+ 2 [ L!
— z
+1)
()37O]
D (242)
odd L=3
2[]
$1 t
____ _________
L—277 3E 3L+1 “ Z1 3
‘ zn(/) ID0Dn
- 2 [ ( 1)! - z+) + 1) 3z1)even L=2
2[j—1 (L —1) / 3C 3L+1
+
2 L!
_Zi+) ()3So]C (243)
odd L=3
respectively. We notice that, when the inverse of the product 7oo exist, or even if it does not
exist, we can write formally these last equations in the compact form
2[] n
Cn = — Le0(L,7o,So,zi)lCo2 L even L=2
0 + ‘°°‘ [ (L— 1)O0(L,7o,6o,z1)lD (244)2 odd L=3
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and
2[j$1(70S0 ZT’
= b,,—
even
2
+ ‘(
—1 2[’4]—1
7oo) I z7’ 1(— 1)O0(E,So,7o,zi)_IC* (245)o.2
oddt=3
Now, by inserting (244) and (245) into (97) and proceeding exactly as in section B.1, we get the
two independent solutions (145) and (146).
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oChapitre 5
A
Etats propres d’algèbres pour les
algebres de Lie quantiques deformees de
Heisenberg
Résumé
En partant des algèbres deformées quantiques de Heisenberg, quelques réalisations sont
données en termes des opérateurs de création et d’annhilation habituels de l’oscillateur
harmonique standard. Les états propres d’algèbres sont alors calculés donnant de nouvelles
classes d’états cohérents et comprimés déformés. Ceux-ci sont libellés en termes des
paramètres de déformation de l’algèbre et également de redéfinitions convenables de ces
derniers en termes de nombres de paragrassmann. Comme application physique, le compor
tement du produit des dispersions des opérateurs de position et d’impulsion linéaire d’une
particule sont calculés sur les états obtenus lorsque les paramètres de déformation sont petits.
o
o
Algebra eigenstates of deformed quantum
Heisenberg Lie algebras
Nibaldo Alvarez—Moraga *
Centre de Recherches Mathématiques et département de Mathématiques et de Statistique,
Université de Montréal, C.P. 6128, Succ. Centre-ville, Montréal (Québec), H3C 3J7, Canada
May 4, 2004
Abstract
Starting from deformed quantum Heisenberg Lie algebras some realizations are given
in terms of the usual creation and annihilation operators of the standard harmonie oscil
lator. Then the associated algebra eigenstates are computed and give rise to new classes
of deformed coherent and squeezed states. They are parametrized by deformed algebra
parameters and suitable redefinitions of them as paragrassmann numbers. As a physical
application, the behavior of the product of the dispersions of position and linear momen
tum operators of a particle is computed in the obtained states when the parameters of
deformation are small.
C
___________
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C 1 Introduction
The algebra eigenstates (AES) associated to a real Lie algebra have been defined as the set of
eigenstates of an arbitrary complex linear combination of generators of the considered algebra
[1]. The AES associated to a quantum real deformed Lie algebra can be defined in a similar
way. Thus, if Ak (q), k = 1, 2,. . . , n denote the generators of this deformed algebra in a given
representation, parametrized by the set of deformation parameters q, then the AES associated
to this deformed algebra are given by the set of solutions of the eigenvalue equation
kÀk(q))
=
E C. (1)
The purpose of this work is to compute the AES of the deformed quantum Heisenberg Lie
algebras [2] , obtained by applying the R-matrix methods [3], and find new classes of de
formed harmonic oscillator coherent and squeezed states. We will see that, these states will
be new deformations of the standard coherent and squeezed states of the harmonic oscillator
system and we will recover them in the limit when the deformation parameters go to zero.
Let us observe that the deformed coherent states obtained by this method differ from the q—
deformed coherent states [4, 5] associated to a q-deformed oscillator algebra which is not a
Hopf algebra.
The paper is organized as follows. In section 2, we present a review [2] of the deformed
quantum Heisenberg algebras obtained by applying systematically the R-matrix approach to
three—dimensional representation of the standard Heisenberg group. We also give a physical
representation of these deformed algebras in terms of the usual creation and annihilation op
erators associated to the standard harmonic oscillator system. In section 3, we compute the
AES associated to these algebras and obtain new classes of deformed coherent and squeezed
states that are true deformations of the standard coherent and squeezed states associated to
the harmonic oscillator system. These states are parametrized by the deformation param
eters, considered as real numbers, but also as real paragrassmann numbers. As a physical
application, we compute the product of the dispersions of the position and linear momentum
operators of a particle in these states when the parameters of deformation are small. We com
pare with the corresponding resuits obtained in the minimum uncertainty states [61. Some
C details of calculations are presented in the Appendices A and B.
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Ç 2 Deformed quantum Heisenberg algebras in the Fock rep
resentation space
In this section, we give the two types of defomied Heisenberg quantum algebras obtained by
V. Hussin and A. Lauzon [2]. We also give a realization of these deformed algebras in terms
of the usual creation and annihilation operators of the standard harmonic oscillator system.
2.1 Deformed Heisenberg quantum Lie algebras
The starting point is the three-dimensional matrix representation of the Heisenberg group
t’
T=tO 1 7), (2)
\o o 1)
where the parameters c, /3, y and the unity 1 are considered as the generators of a commuta
tive algebra Â, the space of linear functions of these generators, provided with a structure of
Hopf algebra by tensorial multiplication:
Al = 101,
Ac = 1®a+Ø1,
=
A7 = 107+701. (3)
According to this co-multiplication law, the generators of the conesponding Lie algebra, in
the representation space Â, are given by
3 3 3 3X=z—, X2=—, X3=c—+—-. (4)3a 3/3 3/3 37
They verify the well-known commutation relations of the Heisenberg-Weyl Lie algebra,
[X1,X2] = [X2,X3] = O, [X1,X3] = X2. (5)
The non-deformed quantum Heisenberg Lie algebra corresponds to the dual space of Â.
The action of their generators, A, B, C, on an arbitrary element P at/3m7TL of Â, is given
by
C
(A, t/3m7n) = (x1) StlmO8nO, (6)
{cr=/3=7=O}
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(B,lmn)
= (x2)
= 6tOm18nO, (7){c=B=-y=O}
(G, tm) = (x3) = SlOSmûnl. (8){o==’y=O}
The action of the product of two of these generators, on an arbitrary element P, is computed
with the help of the homomorphism property of the co-multiplication. For example,
(AB, P) = (A ® B, P) = (A ® B, p(c) ® p(c)) = (4 p(c))(B p(c)) (9)
(c) (c)
where, in the usual notation, p(c) represents the generic elements of A generated on the
co-multiplication action. Then, the commutator of this generators is computed from
([A, BI, P) = (A ® B - B 0 A, zIP). (10)
They satisfy the same commutation relations as (5), i.e.,
[A,B]=[B,C]=0, [A,G]=B. (11)
To obtain the possible deformed Heisenberg Hopf algebras, the weIl-known R—matrix
method is applied [3]. It has been show that, in such a case, R satisfies a weak version of the
Quantum Yang-Baxter equation [7]. We thus get the non-commutative algebra Âx,z,p,q
(c-y—-yc) = 2(xc+z7), (12)
(/3c — û/3) = —xc2 — 2z/3 + pa, (13)
(/3-y
—
-y), z’y2 + 2x/3 + q-y, (14)
where x, z, p and q are real deformation parameters. The corresponding deformed quantum
Heisenberg Lie algebras are obtained by duality, according the relations (6—10).
In the case when x = O and z o (the case x O and z = O is similar), we have
p = q O and the two parameters deformed quantum Heisenberg Lie algebra, denoted by
(h(2)), is given by
[A, B] = O, [B, G] —(cosh(pB)
— 1), [A, G] = sinh(pB). (15)
When z goes to zero, we find the quantum Heisenberg algebra obtained in Celeghini et
al. [81, i.e.,
[A, B] = [B, CI = O, [A, G1 sinh(pB). (16)
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In the case when x = z = 0, the two parameters deformed quantum Heisenberg Lie
algebra, denoted by Upq (h(2)), is now given by
[A,B] = [B,C] = O, [A,C] = e—e (17)
When p = q, we find again (16).
2.2 Some realizations of the deformed Heisenberg quantum algebras
Starting from (h(2)) as given in (15), we define the new generators
Â=zA, =sinh(”, c= 1 , (1$)p \ 2 j z sinh(pB)
so that we get
(19)
A realization of this last Lie algebra, in terms of the usual creation operator, at, and anni
hilation operator, a, associated to the standard quantum harmonic oscillator system is given
by
À = _zat, Ê = et, =
. (20)
If we combine equation (20) with (18), we obtain arealization ofU (h(2)) as
A = _at, B = sinh’ (ezat) C = eti + (et)2a. (21)
When p goes to zero, the generators become
A = _at, B = ez, C = (22)
and satisfy the commutations relations
[A, B] = O, [A, C] = B, [B, C] = —zB2, (23)
which corresponds to the correct limit of the deformed algebra (15), and will be denoted
Uz.O (h(2)) in the following.
Another realization for the Lie algebra (19) is given by
- -
- at
A = za, B = e_za, C = —. (24)
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If we combine equation (24) with (1$), we obtain now a realization of (h (2)) as
A = B = sinh’ (e_zj, C = ate_zai + (e_za)2. (25)
When p goes to zero, we get
A = a, B = C = atet, (26)
which also leads to l%,o (h(2)).
On the other hand, when z goes to zero, the operators (21) becomes
A = —ai, B = sinh’ (si), C = + (27)
whiie the operators (25) becomes
A = a, B = sinh’ (i), C = + (2$)
The operators given in (27) or (28), constitute a realization of deformed Heisenberg algebra
(16). It is clear that when p goes to zero, we regain h(2).
Finally, the aigebra (17) is isomorphic to h(2) if we introduce
A=A, C=rC, Brr (29)
p+q
1/p+q
A realization of this algebra is given by A = a, C = a and B = in (—) I, when this
iast expression have a meaning.
Let us remark that, a realization of these deformed quantum Heisenberg Lie algebras,
on the space of linear functions A, is obtained by changing, in ail the preceding equations,
the operators a, at and I by the differential operators X1, X3 and X2, given in equation (4),
respectively.
3 AES and deformed coherent and squeezed states
In this section, we use the representations obtained in the preceding section to compute the
AES associated to the deformed quantum Heisenberg Lie algebras. Thus, we obtain the
new classes of deformed coherent and squeezed states associated to the harmonic osciilator
system.
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Q 3.1 Deformed algebra eigenstates for U,0 (h(2))
We start with U,0 (h(2)) as given by (23) using the realizations (22) and (26). The AES are
thus defined as the set of solutions of the eigenvalue equation
[c+A+ + c_C]I) = cI), -o+ e C. (30)
3.1.1 Deformed harmonic oscillator coherent and squeezed states
Let us take first the realization (22). Thus, ifa O, equation (30) can be written in the form
[eza + at + vet])
= ), , y, e C. (31)
By defining
Ib) = etI) (32)
and using e_t a et = a + z-’, equation (31) can be reduced to
[eta+at])
=
e C. (33)
To solve this eigenvalue equation, let us consider the Bargmann space F of analytic functions
f() ( e C), provided with the scalar product
(fl,f2) = f fi()f2()e, Vf1,f2e F. (34)
II is well-know that any function J e F can be expressed as a linear combination of ortho
normalized functions ‘u() = , n = 0, 1, 2,. . . , verifying
(um,nn) f um()nn(e Smn, (35)
that is
f() = (36)
with
c f (37)
Let us assume a solution of (33) of the type
I) cIn), (3$)
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where the set of states {n)}° form the basis of the standard Fock oscïllator space, verifying
the orthogonality relation
(mn)
= mn (39)
As usually, the action of the operators a and at on these states is given by
aln)=/In—1), atln)=Vmn+lIn+1). (40)
Let us take ) to be the standard coherent states associated to the harmonic oscillator system,
that is
œ —n
I) = eI0) = ,In). (41)
Then, according to the orthogonality property (39), the projection of I) on the coherent state
I) is given by the analytic function
= (I) = Cnn(). (42)
The action of the operators at and a in this representation corresponds to
(Ia)
=
(a)
=
(43)
respectively. Thus, by projecting both sides of the eigenvalue equation (33) on the coherent
states I) and then using (43), we can write it as
(e
+
) = ()
The general solution of this differential equation is given by
Co(À,,z) exp ( (k ±1)’ ( - i)) (45)
where C0 is an arbitrary constant which can be fixed from the normalization condition
= = 1. (46)
Let us notice that in the particular limit when z goes to zero, the solution (45), becomes the
symbol for the squeezed states [9] associated to the standard harmonic oscillator, that is
= Co(,0) exp — 2) (47)
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C) This quantity is normalizable only if < 1 [101.
When z 0. the solution (45) can be written in the form( À (_z(P_)”ex
z z2
e ). (48)
Going back to the expression (42), we get the coefficients c, n = 0, 1,..., as(,\ [L\Co(À exp
c 27ri
n
z Z2)
exp
-
(e—t (49)z2 )e 2ni
By using the polar change of variables = pe, thïs last equation can be written in the form
(À
c = Go(Àjt,z) exp —
z
p e
—in
_______
_____
f f e exp — Àz + zPe)) dpd9 (50)oo 2ir n+1 p2 (e_zP
Let us write the exponential factor in the form
“e’°
exp 2 ( — Àz + zPe))
exp (—zkpe’)
(_Àz+uzpek!k=O z2
t m, k—m
=
(k\ t+mi(t+m)() (z) çj — Àz) (51)k!t!z2k
k,t=O m=O “ /
to get
tÀ œ k t m k-mk (—zk) (,tz) ([L — Àz)
= Go(À,[L,z)exp(———
k,t=Om=O (m) k! t! z2k
/ ‘m ) / 2ir( J pm+tfl+1e_P2dp (f ei(t±m_. (52)o n)
Using the known resuits
J2 ei(t+m_ = 2t+m_n,, (53)n
tm+t+nm+t+n+1_p2 dp =
2 + (54)
and performing the sum over the index t, the expression for the coefficients Cn reduces to
À z (n(_k_m À\k_mO Go(À,[L,z) exp (- - Om=O m) (k-m)! ()
(55)
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O where k< denotes the minimum between k and n. This last expression can be written in the
form
n n n—m j
c, =CoRii,z),
(fl)(_1)n_mVmj(2)m(-
—) , (56)
where the coefficients Vmj are obtained from
kn—m n—m
— =
Vmj (57)k m. k m j.j=O
Thus the coefficients Cn, n = 1, 2,..., represent polynomials of degree n — 1 in the z
variable. For exampie, c1 =
(58)
The normalization constant G0 can be now computed. Indeed, inserting (56) into (42)
and the resulting expression into the normalization condition (46), using the orthogonality
relation (35), we get
2n n n n—m n—T
Go (, , z)
= () () (_1)m+TVmjVrtn=O m=0 r=O j=O 1=0
(59)
which lias been chosen real. The convergence of these series it not easy to determine. In the
case where z = O, as we have already mentioned, the series
=0 IcI2 converges for ail X
provided that < 1. In the case i = O, this series becomes
m - 2 k
Icn = IGo(, z)12 exp () exp (- (z n)). (60)
It converges for ail z > O provided tliat the phase 6 in = /3e° satisfies — 6
whereas for ail z < O, it converges if O
Finally, we can show that the normaiized algebra eigenstates ), solving (33), can be
expressed in terms of a deformed squeezed operator acting on the ground state of the standard
harmonic osciiiator, that is
O I) = G0 (,z) exp ( (a - at)2)) 10). (61)
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Also, combining this last equation with equation (32), we get the algebra eigenstates solving
(31) to be the deformed coherent states
tk
I) No(À,,v,z) exp ( (at — k±1(at)2)) eIO), (62)
where N0 (À, , z’, z) is a normalization constant which can computed in the same way as
G0 (À JL, z).
3.1.2 Perturbed squeezed states
Let us now assume that z is a small perturbation parameter of order k0 — 1, where k0 is
a positive integer. From (61), neglecting the terms containing the power of z greater than
k0 — 1, we can write
co(À, , z, k0) [1+ ‘ (at - k ± 1(at)2)
+
+ (k0 - Ï)! (Àat -
(a)2))] exp (Àat — (t)2) 0).(63)
These states can be normalized in the standard form. For instance, when k0 = 2, =
À = f3e°, where q and 6 are real phases, 0 < 6 < 1, and t 0, a normalized version
of the deformed squeezed states (63), is given by
I) Q(6,,/3,6) [1 + z ((at)3
- /3JO2)]
$ (— arctan(S)e) D 62) 10), (64)
where
= 1
2(1—6
[(262 +2 ())
— 6(1+62+ 122)COS(_6)
+ 622 (i
+ 3(162)) cos(2 - 36) — 3(62) cos( _36)]. (65)
Here $(x) exp [— (x-%2 — is the standard unitary squeezed operator [11] and
D(À) exp (Àat — \a) the standard displacement operator [12].
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3.1.3 Deformed squeezed and coherent states parametrized by paragrassmann num
bers
Let us now use the realization (26) ofU,o (h(2)). In the case c 0, equation (30) can be
now written in the form
[a + ate + ve_za1I)
= ), , , e C. (66)
There are two types of equations to solve. The first type is obtained when j O and ii O.
We can take
I) (67)
and use the relation, exp (_a) a exp (a) =at — , to reduce (66) to the form
[a+ae]) ÀI), À e C. (68)
If z = O and O, we see from (66) that the same type of eigenvalue equation must be
solved. The second type is obtained when t O. The eigenvalue equation is
[a + ve_zaÏ) = ÀIb), , e C. (69)
We begin with the resolution of Equation (68). Let us assume ) to be again a solution of
the type (38). Thus, proceeding as in the preceding section, the eigenvalue equation satisfied
by the symbol in the Bargmann representation, is given by
( +e)) ), , cC. (70)
To solve this equation, let us assume that z is a real paragrassmann number [13, 14], that is
= O, for some integer k0 1. A detailed procedure of resolution of this equation is given
in the Appendix A. Let us notice that the case k0 1, i.e., z = O, is somewhat trivial since
the eigenfunctions () solving (70), are given by the standard squeezed symbol (47). When
k0 = 2, or z2 = 0, i.e., when z is a odd Grassmann number [15, 16], the eigenvalue equation
(70) becomes
(ti_ +) ) = j\ cC. (71)
There are two independent solutions (see Appendix A). The normalizable solution of this
eigenvalue equation, is given by the deformed squeezed symbol
O
,z)() = Co(,z) [1 + z
—
exp — 2) (72)
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A normalized version of these states, in the Fock space representation, is given by
6e2 2
=
(6,6) [1+z6 ((at)
- 2
(at))]
$ (— arctan(6)e) D (ei0) 0), (73)
where ), and t have been chosen as before and
= 1- 2(12)2 [(262 ()
— 6(1+62+ 2)cosO
+ 622
(‘+3(162)) cos( — 36) — 3(1_62) cos(2 _36)]. (74)
When k0 = 3, or z3 = 0, the eigenvalue equation (70) becomes the second order differentia
equation
(z2 + (1— z)) ) = ( - )), C. (75)
According to the resuits obtained in Appendix A, the general solution of this equation can be
expanded in the form
= çoo() + ZSo1() + z2ço2(), (76)
with
= co ex( Ç)
2
(77)
= [ (
-) c0 + c] exp ( - ), (78)[(( — 2) + 223 + 2(À2 — 3) — 3Ç + 4)
+ (79)
where G0, C1 and C2 are arbitrary integration constants. Three independent solutions may
thus be obtained. The first one is obtained by taking C1 = C2 = 0. We get
= 0 [+ (Ç — Ç) + z2( — 2)Ç + 23 ($0)
+ 2(2 — 3) — + 4)] exp ( —8 6 18 2
= co exp [z (ÀÇ
— tÇ) + z2f()] exp (\
— Ç) (81)
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where
f()
=
(ii(ii - 2% + ti23 - 3[L3Ç). (82)
This solution can be normalized and represents a second order paragrassmann deformation
of squeezed states associated to the standard harmonic oscillator.
The other independent solutions are given respectively by
= z [1+ zji (4— 11Ç)] exp (—4) (83)
and
= C2 z exp ( — tiÇ). (84)
These solutions can not be normalized since k = 1, 2, are flot invertible paragrassmann
numbers and zk O, k = 3,4
The higher order paragrassmann deformations of the squeezed states associated to the
standard harmonic oscillator can be obtained following a similar procedure (see Appendix
A).
In the case of eigenvalue equation (69), the differential equation to solve is given by
( + () = y , E C. ($5)
Proceedings as before and considering the results of Appendix A, the normalizable solutions
of this last equation, when k0 = 1,2,3, are given respectively by the deformed coherent
symbols
= coexp(t — v)), (86)
= Co [1+ z( — v)v] exp(( - v)) (87)
and
=
+ ( 2 _3+) 2]}exp((v))
Theses solutions can be normalized and represent zero, first and second order paragrassmann
deformations, respectively, of coherent states associated to the standard harrnonic oscillator.
For higher values of k0, we must proceed as in Appendix A.
143
3.2 Deformed algebra eigenstates for 1%
,,
(h (2))
In this section, we consider the two parameter deformed algebra U,(h(2)) as given by (15),
and compute the AES using the particular realization (21). More precisely, we have to solve
again an eigenvalue equation of the type (30). Assuming c. 0, we can reduce it to
[ezati + (et)2a+at + sinh’ (et)] I) = e C. (89)
In the Bargmann representation, this equation becomes the first order differential equation
[eVi + (e)2 + + sinh’ (ej] t) = e C. (90)
When z = 0, we easily get the standard squeezed symbols
= Co(p, , , y) exp [( — sinh_1(P/2)) — %]. (91)
These symbols correspond to the Bargmann representation of the AES associated to the de
formed quantum Heisenberg algebra realization (27). Moreover, when p goes to zero, these
symbols becomes the standard squeezed symbols associated to h(2).
When z O, making the change of variable = e, reananging the terms and using
the method of characteristics curves to separate the differentials, we get
— in
—
sinh’ ()Ï(C) = p d. (92)
Integrating both sides of this equation and then exponentiating, we get
= Co(,,v;z,p)
-
Sflh()
- (in + (sinh’()) )]• (93)
This result includes the ones obtained for (31) when p goes to zero. Indeed, when we set also
y 0, we regain (45).
3.2.1 Perturbed two parameters deformation coherent and squeezed states
Up to first order of approximation in z and p2, the deformed symbol (93) writes
-
(3 )2
Co(À,i,v;z,p) 1+z
+ (LÇ
- ( - ) )] exp (t - - L2) (94)
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Q In the case = À = &° and y = where O, a normalized version of these
states, in the Fock representation, is given by
I) (5,7,){i + [z ((a)3 - (at)2)]
+ Ç [Ç(at)2
—
(Ç
+
JZ) at] }
$ (— arctan(6)ej D (ei) 0), (95)
where
= 1+(2)2{[(26+(162))cos6
- s
(i+
s2
+ 1_52) cos( - Û)
+ 522 (1+ 3(12252)) cos(2 - 3Û)
- 3(1_62) cos@ 3Û)]
— 7[2cos(
— 2Û) — + 1— 62)cos(ï — Û)
+
522
cos(2 — — 2Û)] I — 16(1 52)2 {S2(3 cos( — 2Û)
+ (1_62)(cos(_Û)+Scos@__Û) _22_S2+S4},
(96)
where
= 2 + 72 27cos(
- O), Û = tan’( (97)
We notice that, in the case O and p = 0, these normalized states become the nonnalized
states given in equation (64).
3.2.2 Squeezing properties
Let us now study the squeezing properties of physical quantities X and P, representing the
position and linear momentum of a particle, respectively. Let us recali that, in the Fock space
representation, these quantities are given by the hermitian operators (we have assumed that
the mass, angular frequency and Planck’s constant ail equal to 1)
— (a + at) — (at
— 98
-,
-. ()
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They verify the canonical commutation relation
[X, PI = iI. (99)
The dispersion of these quantities, computed on a specific normalized particle state Ib), is
defined as
(X)2
= (iIX2I)
— ((bIX))2 (100)
and
(P)2 = (‘bIP2b)
— ((‘IPI’))2 (101)
The product of these dispersions satisfy the Schn5dinger-Robertson uncertainty relation (SRUR)
[17, 18]
(X)2 (AP)2 ((1)2 + (F)2) = (1+ (F)2), (102)
where F is the anti-commutator F = {X — (X)I, P — (P)I}. The mean value of F is a
correlation measure between X and P. When (F) = 0, we regain the standard Heisenberg
uncertainty principle.
The minimum uncertainty states (MUS) are states that satisfy the equality in (102). They
are called coherent states when the dispersions of both X and P are the same and squeezed
states when these dispersions are different to each other. The states for which the dispersion
of X is greater than the one of P are called X-squeezed whereas the states for which the
dispersion of P is greater than the one of X are called P-squeezed.
We are interested to compute the dispersions of X and P, in the deformed squeezed states
(95), when z’ 0, or y = 0. More precisely, we want to study the effect of the deformation
parameters on the squeezed properties of these quantities. As we have seen, when z and p go
to zero, the states (95) becomes the standard harmonic oscillator squeezed states. In such a
case, we know that the dispersions of X and P are independent of)\ = and given by [61
(X)02= 12cos6 and (P)02= 1+2cos±6 (103)
AlI these states are MUS, that is, they satisfy the equality in (102).
When ‘y = O, the square of the mean value of X, in the states (95), to first order of
approximation in z and p2, is given by
(jX)2 2(Re r01) Re { (i + 4f(z,p))Fol
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Figure 1: Graphs of the dispersions of X and P as functions of q for z = 0.0010.
+ 2z
(;t04
— t3ei9
+ ——A13
— /3)
+ Ç (e- — + ——A12 — A11) }, (104)
where (z,p)
=
c, /3,0,0,0) — 1 and kt and Akt, k, t = 1, 2,..., are matrices elements
defined in Appendix B. According to (9$), we have the same expression for the square of the
mean value of P, but taking the imaginary part in place of the real part.
On the other hand, the mean value of X2 in the states (95), to first order of approximation
in z and p2 is given by
(IX2I) + (1 + 2E(z,p)) (F11 + ReF02)
_____ _____
/3eiû
+ zRe
( — 2
14 + —A23 122)
+
P Re
—
+ ÇA22 —
+ Z(\ 3
(A4 — F03)
— 2
(A31 — F02) + ——(A14 — A03)
2
— (A13 — A02)) + ( (A31 — F02) — 2 (A21 F01)
+ __(Ai3_Ao2)___(Ai2_Aoi)). (105)
Again, according to (9$), we have the same expression for the mean value of P2, but taking
the negative of the real part in place of the real part.
Combining (104) with (105), according to equation (100), we get the dispersion of X.
In the same way, we can obtain the dispersion of P. Inserting the matrix elements Fj and
fA
— )
(zP)2
2
p
2
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as given in the Appendix B, we can compute these dispersions explicitiy.
Figures 1-3 show the dispersions of X and Pin the minimum uncertainty squeezed states
in dashed unes, and in the deformed squeezed states in solid unes, as a function of for fixed
valued of the parameters 6, t, 8 and p (S = 0.5, 3 = 2.0, 0 = 0.8 ir, p = 0.001) and for
special values of z = 0.0010, 0.0015, 0.0020. We observe that, as a consequence of the small
deformations in the parameters z and p, the squeezing properties of X and P have flot been
essentiaily changed. Thus, in ail the cases, we have P—squeezed states when
— < <
and X—squeezed states when <q5 < . Also we observe that the product of the dispersions
of X and P in the deformed squeezed states, for a given value of , is aiways greater than
the product of the dispersions in the minimum uncertainty states, as required by the SRUR.
These difference is more remarkabie for values of in the range < . Let us notice
that when = +, the MUS are coherent states, in the sense of the SRUR, i,e., the dispersion
of X and P, are the same. Indeed, in ail these cases, (AX)02 = (AP)02 = 0.83. This value
is conserved by the product of the dispersions of X and P in the deformed squeezed states
when =
— , but when = ., it grows quickiy as z increase.
Figure 4 shows the typical behavior of the dispersions of X and Pin the minimum uncer
tainty squeezed states in dashed unes, and in the deformed squeezed states in soiid unes, as a
function of S for = 0.5, = 2.0, 8 = 0.8 r, z = 0.0025 andp = 0,001. We observe again
that, as a consequence of the small deformations in z and p, the squeezing properties of X
and P have flot been essentiaiiy changed. Thus, the figure shows the behavior of P—squeezed
and P-deformed squeezed states. When O < S 0.75, the product of the dispersions of X
and P, in the defonned squeezed states is aiways greater than the corresponding product in
Figure 2: Graphs of the dispersions of X and P as functions of q for z = 0.00 15.
148
o
Figure 3: Graphs of the dispersions of X and P as functions of for z = 0.0020.
Figure 4: Graphs of the dispersions of X and P as functions of S for z = O.0025,p =
0.01, 2.0,0 = 0.8rr and =
the minimum uncertainty squeezed states, as required by the SRUR. For higher values of S,
only the dashed unes represent the true behavior of the dispersions of X and P. Indeed, the
approximation for the deformed squeezed states, in this region, is flot valid. These states are
no longer normalizable.
4 Conclusions
In the present paper, we have found some representations of the deformed quantum Heisen
berg Lie algebra, in terms of the usual creation and annihilation operators associated to the
Fock space representation of the standard harmonic oscillator and also in terms of the differ
enflai generators associated to the three-dimensional matrix representation of the Heisenberg
WeyÏ group. The method used to get these representations can be easily applied to find the
2 2
4
3
2
1
(X)2
N
(P)2
.4 0.6 0.8
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representations of other quantum Hopf algebras and super-algebras, such as the bosonic and
fermionic oscillators Hopf algebras[191 or the quantum super-Heisenberg algebra, that can
also be obtained by using the R-matrix approach.
We have computed the AES associated to the physical representation of the deformed
quantum Heisenberg algebraU,(h(2)). We have seen that the set of AES contains the set of
coherent and squeezed states associated to the standard harmonic oscillator system but also a
new class of deformed coherent and squeezed states, parametrized by the deformation param
eters. We have studied the behavior of the dispersions of the position and linear momentum
operators of a partïcle in a class of perturbed squeezed states and we have compared them
with the behavior of these dispersios in the minimum uncertainty squeezed states.
On the other hand, we have found new classes of deformed squeezed states, parametrized
by a real paragrassmann number, i.e., a number z such that ZkO = O, for some k0 N. These
states can be normalized, even if z is considered as a complex paragrassmann number. In
this last case, when k0 = 2, we can interpret z as an odd complex Grassmann number and
obtain new classes of deformed squeezed states associated to the ïj-super-pseudo-Heniiltian
Hamiltonians [20, 21].
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A Solving a paragrassmann valued differential equation
In this appendix we are interested to solve the differential equation
d
ko—1 t[ + ( + y) = ), ,v,À C, (106)
where k0 N, k0 > 1, and z is aparagrassmann generator such that zk = 0, Vk k0.
Let us assume a solution of the type
(N
ko—1
k
= z çc’k(). (107)
k=0
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Inserting this solution into (106), we get
k0—1 ko—1 ko—1 t k+t t k0—l(-1)(z) dok
=ZOk. (108)
k=0 1=0 k=0 k=0
Identifying the coefficients of independent powers k = 0, 1, 2,.. . , ko — 1, in this equality,
we get the following system of differential equations (k = 1,. . . , ko — 1)
+ t +
(1)t dkt
= -
y)
-
k, (109)
= [(—v)-]o. (110)
Let us notice that we can solve this system of differential equations proceeding by iteration.
Indeed, from equation (110), we get
C0 exp ( — — 2) (111)
where C0 is an arbitrary integration constant. Also, from equation (109), for a given value of
k, the general solution k() is of the type
k=Ï,...,k0—1, (112)
where the Ck are arbitrary integration constants and Ak () are functions of which can be
determined by solving the system of differential equations (k = 1, 2,... , k0 — 1)
dAk
= exp(2_(_v))
k 1lfldt 1
(j + y) H [ct + Akt) exp
-
— 2)]
. (113)
Using the Leibnitz’s derivation rule it is easy to prove that
exp (1x2
-
(À - v)) ï [(ckt + Akt) exp ((À - - 2)] =
() [ct - )tm ()m/2 1)mH ()
dl-mA1 () - V)m3()(1)8H (k)], (114)
G where
Hm() = eX2 1—e2, m = 0,1,..., (115)
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are the Hermite polynomials.
Inserting these resuits into (113) and integrating with respect to , we get
__________
t m
m/2
Ak()
k t 1)t+1 ) f( + y) [Cktt - () (1)Hm ()t=1 m=0 t!
dtmAk
m
m-s P /
+ )(_v)
2
()]d, (116)
when k = 1, 2,... , k0 — 1. This system of integral equations can be solved by iteration using
the initial condition A0() = 0. For instance, when k0 2, from equation (116), we get
A1()
= [t — v)v + (\ — 2v) — 2] c0. (117)
When k0 3, from (116), we get
rt2
=
—
2 + 4
( \2p 2 2\ ,),) 9tv2( 2),u2 t’2 32
+ 3 + 2 — 2 — 2(22 3,3 52
6 )5 ,2+ 8 8 6
/3
3v)
5 461
- ij +j]Go
2
—
C1. (118)+ ((À_v)v+_2v) 2
Finally, the general solution of the differential equation system (106), is obtained by
inserting (112) into (107):
rk0—1 7
= zk(C + Ak()) exp (t
—
- L2) (119)
[k=0 J
with Ak() given in equation (116). We notice that, there exists an independent solution for
each integration constant 61k, k = 0, 1,. . . , k0 — 1.
Inthecasev= 0,equation(116)reducesto(k= Ï,2,...,k0— 1)
____
/1 \ m/2=
_
1=1 m=0
t! m) f [Ckttm ( (1)mHm (\)Q dtmA (m ms()/2(1)sH ()]d. (120)+
dl_m L
s=0
s)
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(Z Thus, for instance, from equation (120), when k0 > 2, we get
(4— Ç) c0. (121)
When k0 3, we get
— f2
2 2À[L2 3 (À2 u2 33 À 46
—
3 8 T)J
+ (Ç2 — 3) C1. (122)
In the case ji = 0, equation (116) reduces to (k 1,2,... ,k0 — 1)
y
(1)1+1
[(À - y)t Qckt
+ fA d)
t1 t-1-m
+
(1) (À — )md Ak1]. (123)
m=0
For instance, from this last equation, when k0 > 2, we get
= (À — v)vGo (124)
and when k0 3, we get
+ 2Àv
—
+
(À2
— Àv3 + y4) 2] Co+(À—v)vCi. (125)
B Matrix elements
In section 3.2.2, we need to compute the fotiowing matrix elements:
kt (oIDt (°62) (—tan’(6)e)
tkt8 (—tan’()e) D
(62) 10),
(126)
and
Akt = (OlDt
(‘i_62)
s (—tan’(S)e’) akatt$ (—tan’()e) D (°2) o),
(127)
with k, Ï = 0, 1,2 Using the relation
O 3t (— tan’(6)e) aS (— tan()e) (a — eat), (128)
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() we can write them in the form
k t
kt (0lDt
(
e6
(at
—
6eia) (a — eat)
_____
= 1_2) (i_2) D(2)l0) (129)
and
k
Akt
— (0ID
(
e°
(a — eat) (a
— Sea)
__ __N
—
1_2) D(12) 10), (130)
respectively. From the above expressions, it is clear that
=
= A10 = À01, r11
=
A11 = À11, t = 0, 1,..., (131)
and
k1=tk, Akt=Atk, k,t=0,1 (132)
We notice that the Fkt matrix elements correspond to
ak al ( /3e0 N exp [u(at — 6e_2a)] exp [T(a — 6eat)] t /3e° ‘\
— (1 — 2)k/2 (1 — S2)t/2
D
— S2) 0),
(133)
when u and r go to zero. Applying the usual B.H.C. formula to disentangle the exponentials
factors, we get
exp [u(at
— exp [r(a
— = exp [uT62 — u2e_i — r2Sei]
exp [(u — rSe) a] exp [(r — uSe) a]. (134)
Inserting this resuk in (133), and acting with the exponential operators on the coherent states,
we get
1 akatt t
Fkt
_______
(1 — 2)k+1 6g 3l
xp [urs2 — u2Se0 — r2e]
/3e° 1 /3e’9 1 I
exp t(r — u6e)
— 2] . (135)exp [(u — rej i_2] t
The matrix elements Akt can be obtained in the same way, we get
1 8k3t( fAkt
(1 — 62)k+16JkT1iexP
[UT — u2Se — r2e_]
O /3e’° 1
exp [tu — re’)
1 — S2]
exp [tr — ue)
— ] } . (136)IJT0
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For example,
— —
00 00 = , 01 01
= (1 S2)
—
— — 6e(2/32 + 1 — S2) + /32S2e2(°)
02 02— (1_52)2
A
2(l + 2) + S2(1 — 2) — 2j32Scos( — S)F11
= ii — 1
= (1 — 52)2
A12 = [e0 (2 + 22S2 + (2+ 62)(1 — 62)) — se°) (22 + p252 + 3(1 — 52))
+ — 36e3] /(1 — 52)3 (137)
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CConclusion
Dans ce travail, nous avons proposé une approche originale pour générer de nouvelles
classes d’états cohérents et comprimés généralisés associés à des algèbres et superalgèbres de
Lie ainsi qu’à des algèbres de Lie déformées. Cette approche utilise et généralise le concept
d’états propres d’algèbres associés à une algèbre de Lie.
D’abord, nous avons développé une nouvelle procédure, basée sur la méthode de prolon
gation des champs de vecteurs, pour obtenir les algèbres et superalgèbres de symétries dyna
miques standards de quelques systèmes quantiques pertinents pour notre étude, tels que les
systèmes de l’oscillateur harmonique standard et supersymétrique, de Pauli, de
Jaynes-Cummings et une extension supersymétrique de ce dernier. Il s’agit d’une méthode
systématique qui peut s’appliquer non seulement à des systèmes quantiques mais aussi à des
systèmes classiques.
Ensuite, nous avons montré comment utiliser ces algèbres pour générer des états
cohérents et comprimés généralisés associés à ces systèmes quantiques. Pour ce faire, nous
avons relié les concepts d’états propres d’algèbres et états minimaux d’incertitude. En outre,
nous avons construit, à partir des éléments de ces algèbres ou superalgèbres, des
Hamiltoniens caractérisant ces systèmes ou encore de nouveaux systèmes quantiques. Nous
avons calculé les états cohérents associés en nous servant des concepts d’états propres
d’algèbres et d’opérateur d’annihilation. Pour de telles constructions, nous n’avons utilisé
que les sous-algèbres fondamentales. L’utilisation d’algèbres de plus grande dimension, telles
que osp(2/2) et osp(2/2) sh(2/2), est laissée pour de futures applications.
Finalement, nous avons abordé le problème de générer des états cohérents et comprimés
généralisés associés à des algèbres de Lie quantiques déformées. Nous avons trouvé une
représentation physique des générateurs des algèbres déformées de Heisenberg-Weyl, obte
(J nues en utilisant la procédure de la matrice universelle R. Nous avons calculé les états propres
d’algèbres et obtenu de nouvelles classes d’états cohérents et comprimés déformés associés
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CJ’ à l’oscillateur harmonique standard. En suivant cette ligne de recherche, nous envisageons
pour le futur, l’étude des états cohérents et comprimés associés à la superalgèbre déformée
de Heisenberg.
Les concepts, que nous avons introduits tout au long de ce travail, sont de caractère
général. Nous avons illustré ceux-ci en les appliquant à des algèbres bosoniques et fermio
niques qui représentent des piliers de plusieurs théories physiques.
Le scénario naturel d’applications de résultats est le domaine de l’optique quantique ou
de la mécanique quantique supersymétrique, mais ils peuvent aussi trouver des applications
dans le domaine de la théorie quantique des champs.
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