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Práce se zabývá návrhem a implementací nové verze serveru Middleware a komunikační
knihovny. Nová verze využívá návrhový vzor Reaktor pro obsluhu požadavků z různých
zdrojů. Práce popisuje platformně nezávislé řešení logování zpráv, spouštění a ovládání
procesů, zápisu cest k souborům a návrhu pluginové architektury pro zlepšení flexibility
serveru. Komunikační knihovna popsaná v této práci umožňuje komunikaci po síti pomocí
XML protokolu, SSL šifrování pomocí knihovny OpenSSL a zapouzdření zpráv od uživatelů.
Tato knihovna je poté využívána dalšími projekty komunikujícími s serverem Middleware.
Podle návrhu byla vytvořena implementace, kterou otestoval tým projektu Lissom a která
je aktivně využívána.
Abstract
This thesis deals with design and implementation of new version of Middleware server
and communication library. New version uses design pattern Reactor to handle multiple
requests from different sources. Thesis describes platform-independent solution of logging,
executing and controlling processes, storage of filesystem paths and design of plugin archi-
tecture to enhance server flexibility. Communication library described in this thesis allows
network communication using XML protocol, SSL encryption using OpenSSL library and
encapsulation of messages from users. This library is used by other projects, which commu-
nicates with Middleware server. There was created an implementation according to design.
Implementation was tested by Lissom team and is now used actively.
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V dnešní době jsme obklopeni informačními technologiemi na každém kroku. Nejčastěji se
setkáváme s různými výpočetními zařízeními v elektronických přístrojích – například v do-
mácích spotřebičích jako automatický vysavač, pračka, v mobilních telefonech, výrobních
strojích, apod. Nároky na funkčnost a rychlost těchto zařízení se zvyšují, takže je vývoj
a výroba čím dál více obtížnější. Je nutné souběžně navrhovat hardware (samotný čip, jeho
součásti, propojení, apod.) i software (program běžící na daném hardware). Při vývoji je
největším problémem nalezení optimální hranice mezi tím, co má být součástí hardware
a co v software – řešení tohoto problému je nazýváno Hardware/Software Codesign.
Pod záštitou Vysokého učení technického v Brně vznikl výzkumný projekt Lissom, který
se snaží výše zmíněný problém řešit. Pomocí vysokoúrovňového jazyka ISAC lze vytvořit
model procesoru, podle kterého jsou automaticky generovány nástroje pro následující vývoj,
simulaci a optimalizaci tohoto procesoru. Přijal jsem nabídku spolupráce na tomto projektu.
Chtěl jsem pracovat na vícevláknové aplikaci, což mi bylo umožněno.
Cílem této bakalářské práce je upravit serverovou aplikaci, která obsluhuje uživatele
a spouští nástroje projektu Lissom. Tato aplikace je v projektu nazývána Middle-ware (dále
také jako Middleware). Zároveň byla vytvořena knihovna, která umožňuje komunikaci mezi
vrstvami projektu. Původní verze aplikace i komunikační knihovny byla již zastaralá a proto
bylo nutné ji kompletně změnit. Součástí práce je vyřešení zpracovávání požadavků, které
přicházejí do aplikace ve větším množství z různých zdrojů, pomocí návrhového vzoru Re-
aktoru. Zároveň bylo nutné vytvořit flexibilní Middleware, který by se přizpůsobil rychlému
vývoji projektu Lissom, proto byla použita pluginová architektura.
Bakalářská práce obsahuje 3 hlavní kapitoly. V kapitole 2 je popsán původní protokol
a původní verzi Middleware včetně jejích problémů. V následující kapitole 3 je navržena
nová verze Middleware a komunikační knihovny. V kapitole 4 je poté výše zmíněný návrh




Projekt Lissom používá tří-vrstevnou architekturu (obrázek 2.1) – prezentační vrstva,
střední vrstva a vrstva simulátorů. Tyto vrstvy mezi sebou komunikují pomocí TCP/IP
spojení.
Obrázek 2.1: Architektura projektu Lissom.
Prezentační vrstva umožňuje uživateli připojit se k střední vrstvě, zpracovávat příkazy
uživatele a využívat veškeré nástroje projektu Lissom. Prezentační vrstva může být
2 typů – klient příkazové řádky nebo grafické prostředí Codasip Studio, které je po-
stavené na platformě Eclipse.1.
Střední vrstva (Middleware) autentizuje uživatele, přijímá jejich požadavky a zpraco-
vává je. Pokud střední vrstva umí obsloužit daný požadavek, vrátí uživateli výsledek
operace. Pokud daný požadavek obsluhuje běžící simulaci, je tento požadavek přepo-
slán na daný simulátor.
Vrstva simulátorů obsahuje simulátory spuštěné střední vrstvou. Pokud běžící simulace
simuluje MPSoC 2, jsou pro každou výpočetní jednotku vytvořeny samostatné simu-
látory a tyto simulátory poté mezi sebou komunikují. Všechny simulátory přijímají
požadavky ze střední vrstvy a pomocí nich upravují nebo posílají zpět stav simulace.
1Více o platformě Eclipse na http://www.eclipse.org/.
2MPSoC = Multiprocessor System-on-Chip – zařízení obsahující více výpočetních jednotek integrovaných
do jediného čipu.
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Veškeré nástroje projektu Lissom jsou naprogramovány v jazyce C++ s vlastním bu-
ildovacím systémem založeným na GNU Make[1]. Pokud projekt Lissom běží na operač-
ním systému Windows, je použita platforma MinGW (Minimalist GNU for Window)[12]
s knihovnou MSYS [13] (dále souhrně jako MinGW ). Tato platforma obsahuje standardní
open-source nástroje, používané například v systémech Linux, pro nativní Windows apli-
kace. MinGW umožňuje platformní nezávislost celého Lissom projektu, protože obsahuje
příkazový interpret (Bash), buildovací nástroj Make, kompilátor jazyka C a C++ GCC
a další knihovny použité pro programování linuxových aplikací (například readline).
2.1 Middleware
Střední vrstva je tvořena serverem, který přijímá TCP/IP spojení uživatelů z prezentační
vrstvy, autentizuje je a zpracovává jejich požadavky. Na základě požadavků může spouštět
generátory nástrojů projektu Lissom, které vytváří nástroje podle modelu daného pro-
cesoru. Tyto nástroje jsou generovány a uloženy na straně serveru, nejsou posílány zpět
uživateli, což urychluje samotný vývoj, protože není nutné generovat nové nástroje, když
se uživatel připojí z jiného počítače.
Zároveň klient prezentační vrstvy a server nemusí běžet na stejných operačních systé-
mech, takže vygenerované spustitelné nástroje nemusí být na klientských počítačích vůbec
spustitelné. Uživateli je také umožněno změnit rozhraní prezentační vrstvy z grafického roz-
hraní Codasip Studio na příkazovou řádku a naopak. Tato centralizace zvyšuje výkonnost
a snižuje náklady, protože při výkonnostních problémech není nutné všem uživatelům zvy-
šovat výkon jejich počítačů, stačí optimalizovat výkonnost serveru, na kterém běží Middle-
ware.
Simulátory, spouštěné z Middleware, mohou také být spouštěné na jiném počítači než
na počítači, na kterém běží Middleware. Tento přístup umožňuje rozložení zátěže při simu-
laci MPSoC mezi různé počítače. Připojení na tyto počítače je uskutečněno standardním
nástrojem SSH (Secure Shell), který umožňuje zabezpečené spojení. Pomocí programu scp
implementující protokol SCP (Secure Copy), který je založen na protokolu SSH, jsou nako-
pírována potřebná data a spustitelné soubory simulátoru. Simulátor je poté pomocí nástroje
ssh spuštěn.
Generátory projektu Lissom umožňují vytvořit 3 typy simulátorů:
Interpretovaný simulátor je nezávislý na spuštěném programu, pouze na daném modelu
procesoru. Každá instrukce se po načtení analyzuje a poté provede, což však snižuje
výkonnost simulátoru.
Kompilovaný simulátor je závislý na spuštěném programu. Obsahuje předem načtený
program zkompilovaný pro aktuální systém. Tento simulátor je výkonnější než in-
terpretovaný, avšak jeho generování je náročnější a při změně programu je nutné jej
znovu vytvořit.
JIT simulátor překládá pouze aktuálně používané instrukce, takže vytváření kompilova-
ného kódu probíhá až za běhu simulátoru. Tento typ simulátoru je kombinací před-
chozích dvou typů.
Po vytvoření může být simulátor spuštěn. Middleware umožňuje rozložit zátěž mezi více
počítačů – simulace může být spuštěna přímo na počítači, na kterém běží Middleware, nebo
externě na jiném počítači v síti, kdy je pro spuštění využíván nástroj ssh. Middleware po
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spuštění simulace vytvoří nové TCP/IP spojení se simulátorem, přes které jsou posílány
požadavky uživatele případně asynchronní zprávy generované během simulace (například
pozastavení simulace na breakpointu, apod.). Pokud je simulován MPSoC, je vytvořeno
více simulátorů (je možno vytvořit i více simulátorů různých typů) a tyto simulátory poté
po svém spuštění vytvoří nová spojení mezi sebou. Těchto spojení je využíváno pro syn-
chronizaci simulace – například hlavní simulátor informuje o novém cyklu simulace.
Po ukončení simulace je uživateli poslán celkový standardní výstup každého simulátoru.
Pokud simulátor obsahoval profilování simulace, jsou uživateli poslány statistiky profilování,
na základě kterých lze optimalizovat výsledný procesor.
2.2 Problémy původní implementace
Původní zdrojový kód byl napsán v jazyce C. Stará verze Middleware obsahovala 3 pro-
jekty – knihovny xmltrans (s implementací protokolu) a mwcorel (se základními funkcemi)
a aplikaci mw obsahující server Middleware.
Implementace obsahovala problémy, které bránily dalšímu rozvoji projektu Lissom:
Problémy s fungováním jako démon: Démon je program, který je spuštěn na pozadí
nejčastěji při startu operačního systému. Původní Middleware při svém spuštění nena-
stavoval pracovní adresář na kořenový adresář3. Měl problémy s cestami k nástrojům
a k adresáři uživatelů. Zároveň nebylo možné zjistit stav serveru, protože logovací
systém nebyl dostatečný (vypisoval málo informací), což je u démonů důležité.
Navzájem závislé projekty: Projekt Lissom obsahuje více projektů, které mají mezi se-
bou závislosti. Původní middleware byl složen ze 3 projektů – xmltrans (komunikační
knihovna), mwcorel (obecná funkcionalita) a mw (samotný Middleware).
Nemodulární řešení: Veškeré zpracovávání požadavků bylo napevno zakotveno v kódu
– při změně protokolu případně formátu jakéhokoli požadavku bylo nutné upravovat
kód na více místech.
Pluginy: Původní Middleware sice obsahoval jednoduché XML pluginy, avšak ty obsaho-
valy pouze cesty a parametry pro spuštění nástrojů projektu Lissom. Hodnota těchto
parametrů je nejčastěji získávána z požadavků od uživatele, avšak získávání těchto
parametrů bylo v kódu Middleware. Proto při změně pluginu případně parametrů
nástrojů bylo nutné upravit jak XML soubor se seznamem parametrů nástroje, tak
kód Middleware na více místech, pro správné získání hodnot těchto parametrů.
Síťový protokol: Byl implementován v knihovně xmltrans, avšak jeho formát nebylo
možné měnit. Zároveň tento protokol nepoužíval žádnou formu šifrování, což umožňo-
valo útočníkům odposlouchajícím síť získat modely procesorů. Zároveň původní
Middleware neobsahoval autentizaci uživatele, což útočníkům umožňovalo využívat
veškeré nástroje projektu Lissom pod falešnou identitou.
Problémy se spuštěním podprocesů: Server Middleware spouští nástroje projekty Lis-
som jako své podprocesy. Původní Middleware však měl problémy s ukončováním
těchto podprocesů (především na systémech Windows). Zároveň nebyl schopen od-
chytávat ukončení těchto procesů (jak normální ukončení, tak například pád procesu
3Kořenový adresář (root) je v systémech Linux cesta / a v systémech Windows nejčastěji C:.
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při chybě). Dalším zásadním problémem bylo získávání výstupu z standardního vý-
stupu procesu. Veškeré testovací výpisy během simulace byly uživateli poslány až po
úplném ukončení simulace, ne během běžící simulace.
Logování: Původní Middleware umožňoval logování pouze základních informací (napří-
klad uživatel se připojil). Neumožňoval logování do souboru a informace vypisoval
pouze na standardní výstup Middleware. Zároveň nebyla použita žádná hierarchie
logovacích zpráv – všechny měly stejnou důležitost.
Více kanálové spojení: Původní Middleware nebyl schopen zachytávat asynchronní
zprávy například ze simulátorů. Proto bylo použito řešení pro zachytávání těchto
zpráv – bylo vytvořeno druhé TCP/IP spojení, pomocí kterého byly posílány pouze
asynchronní zprávy. Režie pro takováto spojení je však velká, veškerá spojení byla
vytvořena dvakrát (včetně těch mezi simulátory navzájem). Zároveň zprávy nepři-
cházely v správném pořadí, protože TCP/IP spojení zachovává pořadí zpráv pouze
pro jediné spojení, avšak neumí zachovat pořadí zpráv mezi dvěma spojeními.
2.3 Původní protokol
Pro komunikaci mezi jednotlivými vrstvami projektu Lissom je použit XML protokolem
(příklady na obrázku 2.2) používaný pro všechna TCP/IP spojení. Každá zpráva posílaná
po síti obsahuje typ zprávy a volitelné parametry zprávy. Parametrem zprávy může být

















Obrázek 2.2: Šablona a příklad zprávy XML protokolu.
XML protokol je používán z důvodu snadného čtení protokolu nástroji, které umí zachy-
távat příchozí pakety ze sítě, což v důsledku usnadňuje testování aplikace, protože lze zjistit
jaké zprávy zaslala/přijala jakákoli vrstva projektu Lissom. Zpracovávání tohoto textového
protokolu je však náročnější než zpracovávání protokolu binárního, protože je nutné použít
konečný automat pro načtení textu zprávy a bezkontextovou gramatiku pro její zpracování.
Zároveň se objevuje problém se znaky, které mají v XML speciální význam, jako například
<. Pro tyto znaky je použito nahrazení za prázdnou mezeru.
XML protokol není vhodný pro posílání binárních dat. Protože se však přes tento pro-
tokol posílají soubory, bylo nutné využít jinou techniku. V protokolu MIME [15] užívaném
pro posílání binárních dat v HTTP protokolu byl tento problém řešen pomocí kódování
Base64 [15], které umožňuje posílat binární data v textové formě.
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Obrázek 2.3: Zakódování souboru pro XML protokol.
Algoritmus kódování souborů je zobrazen na obrázku 2.3:
1. Pro šetření paměti je soubor načítán po 100kB datových segmentech.
2. Každý z těchto segmentů je zkomprimován pomocí knihovny zlib4. Komprese efek-
tivně zmenšuje soubory a snižuje množství dat posílaných po síti.
3. Protože v komprimovaných datech se mohou objevovat znaky, které nejsou povoleny
v XML, je takto zkomprimovaný segment zakódován algoritmem Base64.
4. Pro zpětnou rekonstrukci musí druhá strana komunikace znát velikost zkomprimo-
vaného segmentu (aby mohla data daného segmentu opět dekomprimovat). Proto je
před daný segment vloženo 12 číslic obsahujících velikost segmentu.
5. Všechny zakódované segmenty jsou spojeny v jediný řetězec.
6. Výsledný řetězec dat je vložen mezi tagy <ITEM> ve zprávě XML protokolu (viz.
formát zpráv na obrázku 2.2).
Dekódování probíhá přesně opačným algoritmem.




Základním požadavkem při návrhu bylo řešení problémů původní verze Middleware (viz.
kapitola 2.2). Ze začátku se jako optimální řešení jevilo přepracování původního návrhu
Middleware, na jehož základě by se poté upravila samotná implementace serveru. Toto
řešení však později ukázalo jako nevhodné, protože řešení problémů objevujících se v pů-
vodní verzi Middleware by často příliš zasahovalo do jádra serveru. Proto bylo jednodušší
provést úplně nový návrh i implementaci Middleware.
Middleware je serverová aplikace bežící na pozadí operačního systému, která přijímá
spojení klientů, které obsluhuje. Aplikace je jádrem projektu Lissom, protože veškeré ná-
stroje tohoto projektu jsou touto aplikací spouštěny. Proto bylo nutné vytvořit flexibilní
návrh, který by bylo v budoucnosti možné přizpůsobovat vývoji projektu Lissom. Zároveň
však kvůli navázání veškerých nástrojů na server Middleware bylo nutné zachovat zpětnou
kompatibilitu s původní implementací, protože by jinak bylo nutné změnit implementaci
veškerých nástrojů, což by vyžadovalo značné finanční a lidské zdroje.
Projekt Lissom využívá skriptovací jazyky a nástroje používané v systémech Linux
(např. jazyk bash, vzdálené ovládání počítačů ssh, kompilátor jazyka C a C++ gcc, atd.),
ale velká část uživatelů projektu Lissom využívá systém Windows. Proto projekt Lissom
využívá platformu MinGW [12], která umožňuje open-source nástroje používané v systé-
mech Linux používat i z nativních aplikací běžících pod operačním systémem Windows.
Tímto přístupem je umožněno spouštění Middleware vytvořeného ze stejného zdrojového
kódu pod oběma systémy. Stejné binární soubory bohužel použity být nemohou, protože
oba systémy používají jiné formáty spustitelných souborů – ELF pro systémy Linux a PE
pro systémy Windows.
3.1 Návrh protokolu – knihovna coml
Původní implementace Middleware obsahovala knihovnu xmltrans, která implementovala
XML protokol (viz. kapitola 2.3). Z důvodu zpětné kompatibility a zvyklostí uživatelů pro-
jektů Lissom byl vytvořen návrh knihovny, která implementovala stejný protokol. Zásadním
rozdílem v návrhu však je možnost změny protokolu v novém návrhu, což původní návrh
neumožňoval.
Původní implementace také nepoužívala žádné šifrování přenášených dat. Z tohoto dů-
vodu nebyla použita ani autentizace uživatelů, protože jejich heslo by bylo možné získat
odposloucháváním sítě. Proto původní protokol mohl být používán pouze v uzavřených
sítích, jejichž bezpečnost byla zajištěna jinými síťovými prvky.
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Posledním problémem při návrhu bylo navázání projektu Lissom na knihovnu coml.
V projektu Lissom využívají komunikaci po síti 3 následující projekty:
1. cmdline2 – obsahuje implementaci klienta příkazové řádky prezentační vrstvy (požívá
knihovnu coml pro komunikaci s Middleware),
2. mw2 – obsahuje implementaci serveru Middleware (používá knihovnu coml pro komu-
nikaci s prezentační vrstvou a s vrstvou simulátorů),
3. dbg2l – obsahuje implementaci komunikace simulátorů v simulační vrstvě (používá
knihovnu coml pro komunikaci s Middleware a s ostatními simulátory).
3.1.1 Socket
Pro komunikaci po síti jsou použity sockety [19], které umožňují přístup k protokolům trans-
portní vrstvy TCP/IP protokolu. BSD sockety jsou implementovány i na systémech Win-
dows pod označením Winsock1.
Standardně jsou sockety nastaveny na blokující režim. Systémové volání pracující se
sockety pozastaví vykonávání vlákna/procesu dokud není provádění požadované akce ukon-
čeno. Toto chování však není pro server vhodné, protože během čekání na data mohou být
obslouženy jiné požadavky nebo akce. Proto jsou všechny sockety automaticky nastaveny
na neblokující režim, čehož je také využito v Reaktoru (viz. kapitola 3.2.1).
Obrázek 3.1: Základní metody tříd Socket a ServerSocket.
Knihovna coml obsahuje 4 třídy využívající rozhraní socketů:
Třída Socket zapouzdřuje obsluhu klienta při komunikaci. Umožňuje připojení na daný
server, zasílání a získávání dat případně pozastavení výpočetního vlákna, dokud ne-
jsou přijata nová data (viz. obrázek 3.1). Veškeré hlavní metody jsou virtuální, což
umožňuje jejich přepis v třídě SecureSocket, která od třídy Socket dědí.
Třída ServerSocket zapouzdřuje obsluhu serveru při komunikaci. Umožňuje naslouchání
na daném portu a přijímání spojení od klientů. Při přijmutí nového spojení vytvoří ob-
jekt třídy Socket, který poté dané spojení obsluhuje (viz. obrázek 3.1). Veškeré hlavní
metody jsou také virtuální, což umožňuje jejich přepis v třídě SecureServerSocket,
která od třídy ServerSocket dědí.
Třída SecureSocket zapouzdřuje obsluhu klienta při šifrované komunikaci (viz. kapitola
3.1.4).




Při TCP/IP komunikaci však může dojít k fragmentaci posílaných dat – při přijetí dat
na druhé straně komunikace nemusí být přijat kompletní packet, ale pouze jeho část. Pro
řešení tohoto problému je na začátku packetu přidána velikost celého packetu a objekt
třídy Socket poté interně obsahuje buffer aktuálně přijímané zprávy. Po přijetí dat z sítě
je nejdříve přečtena velikost packetu (4B na začátku toku dat – velikost číselného typu
int jazyka C++ – obsahuje velikost zprávy v bytech) a poté se data ukládají do bufferu.
Kompletní zpráva je vrácena aplikaci až po načtení dat o specifikované velikosti a algoritmus
se opakuje.
3.1.2 Protokol
Protokoly definují formát zasílaných zpráv, pořadí zasílání zpráv a jejich příjem mezi dvěma
a více entitami síťového prostředí a akce na přijaté/odeslané zprávy[17]. Pro implementaci
protokolu jsou nutné 2 základní funkce:
1. převod zprávy na tok dat posílaný po síti,
2. převod toku dat získaného ze sítě na zprávu.
Obrázek 3.2: Rozhraní protokolu IProtocol.
Bylo vytvořeno rozhraní IProtocol (obrázek 3.2), které musí používat všechny imple-
mentace protokolů a pomocí kterého jsou obě základní funkce protokolů volány.
3.1.3 Zpráva
V původní verzi Middleware neexistovalo jednotné zapouzdření zprávy získané od klienta.
Při návrhu bylo nejdůležitější vytvořit obecný návrh zprávy, který bude dostatečně flexibilní
pro integraci s jakýmkoli protokolem pro přenos této zprávy.
Zároveň je nutné zachovat zpětnou kompatibilitu s původní implementací Middleware:
• Každá zpráva obsahuje typ zprávy. Seznam všech typů je sdílen mezi všemi nástroji
projektu Lissom pro správnou synchronizaci.
• Každá zpráva obsahuje pořadí zprávy, pokud není specifikováno, je automaticky na-
staveno na 0. Řazení je využíváno pro správnou synchronizaci klienta s Middleware
– během zpracovávání jednoho požadavku můžou přijít jiné asynchronní zprávy, což
způsobovalo chyby při získávání výsledků původního požadavku.
• Zpráva může obsahovat 0–N položek, které obsahují textový řetězec nebo soubor
zakódovaný algoritmem podle obrázku 2.3.
Byla vytvořena jednotná reprezentace veškerých zpráv (obrázek 3.3), které jsou posílány
přes síť pomocí knihovny coml. Protokol knihovny coml poté transformuje tuto zprávu na
data posílaná přes síť. Pomocí metod této třídy lze nastavovat a zjišťovat ID (tj. typ), pořadí
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Obrázek 3.3: Třída zprávy Message.
zprávy a upravovat její položky. Při přidávání položek je nutné specifikovat typ položky –
Message::File pro soubor (poté je v objektu třídy Message uložena cesta k souboru) nebo
Message::Text pro textový řetězec).
Složitější je zpracovávání souborů. Obsah souboru není uložen přímo v objektu zprávy,
protože při větších velikostech souborů by byla operační paměť počítače rychle obsazena
obsahem souborů. Proto je při přijímání souboru ukládán na disk po 100kB segmentech
(po dekódování z Base64 kódování a dekompresi – viz. algoritmus na obrázku 2.3), čímž je
operační paměť využita efektivně. Data souboru jsou uložena do dočasného nově vytvoře-
ného souboru, jehož cesta je poté uložena v objektu zprávy. Po uvolnění zprávy z paměti
jsou všechny dočasné soubory smazány. Při samotném zpracování zpráv je poté dočasný
soubor přesunut na požadované místo (například soubor modelu procesoru je přesunut do
složky uživatele).
3.1.4 Šifrování
Komunikace po síti – v případě Middleware zasílání zpráv – nebyla v původní verzi Middle-
ware šifrována. Kdokoli, kdo měl přístup k síti, na které se Middleware nacházel, mohl
číst veškeré posílané zprávy včetně souborů, které zprávy obsahovaly. Zároveň se útočník
mohl připojit na Middleware a používat veškeré nástroje projektu Lissom. Tato bezpeč-
nostní chyba je velice vážná. Jediným možným řešením je použití šifrování pomocí proto-
kolu SSL2, který umožňuje transparentní šifrování posílaných dat a autentizaci jednotlivých
stran komunikace.
Obrázek 3.4: Šifrování pomocí asymetrické kryptologie.
2SSL = Secure Sockets Layer – protokol pro zajištění spolehlivosti a bezpečnosti spojení. Specifikace na
http://tools.ietf.org/html/rfc6101
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Šifrování pomocí protokolu SSL probíhá pomocí asymetrické kryptografie (algoritmus
na obrázku 3.4). Tato kryptografie využívá dvojici klíčů:
Veřejný klíč je znám oběma stranám komunikace. Tento klíč je nejčastěji posílán klien-
tovi, který se snaží připojit na daný server, v podobě certifikátu. Pomocí veřejného
klíče jsou poté veškerá zasílaná data zašifrována a poté poslána serveru.
Soukromý (privátní) klíč zná pouze příjemce komunikace tj. server. Slouží k dešifrování
dat a není znám nikomu jinému, kromě serveru. Získání tohoto klíče z klíče veřejného
je téměř nemožné (pomocí superpočítačů by došlo k nalezení privátního klíče za velmi
dlouhou dobu, více než tisíce let). Pro zvýšení bezpečnosti má poté každá dvojice
veřejný-soukromý klíč svou dobu platnosti, po které je vygenerována nová dvojice.
Protokol SSL vytváří další vrstvu TCP/IP modelu mezi transportní (tj. TCP proto-
kol) a aplikační vrstvou (tj. XML protokol pomocí zpráv). Samotný protokol SSL je velice
složitý, využívá několik typů záznamů a algoritmů, na jejichž použití se musí server s klien-
tem domluvit, a existuje několik verzí těchto protokolů (aktuálně SSLv1 až SSLv3 a jeho
nástupce TLS ). Proto jsem se rozhodl využít některou s knihoven, která tento protokol
implementuje. Zároveň jsou tyto knihovny již otestovány, vývoj samotné šifrované komuni-
kace je snadnější a díky podpoře a vývoji těchto knihoven řeší poslední bezpečností chyby,
obsahují aktuální šifrovací protokoly, apod.
Knihovna Stránky Licence MinGW
NSS mozilla.org/projects/security/pki/nss/ LGPL Ne
GnuTLS www.gnutls.org LGPL Ano
OpenSSL www.openssl.org OpenSSL Ano
Tabulka 3.1: Knihovny implementující protokol SSL
Při programování šifrované komunikace jsou nejčastěji využívány tyto knihovny – Ne-
twork Security Services (NSS), The GNU Transport Layer Security Library (GnuTLS)
a OpenSSL. Na základě srovnání těchto knihoven v tabulce 3.1 je patrné, že knihovna
NSS nemůže být použita, protože nepodporuje platformu MinGW. Zbývající 2 knihovny –
OpenSSL a GnuTLS – obsahují požadovanou funkcionalitu. Nakonec jsem se rozhodl pro
knihovnu OpenSSL, protože je starší než GnuTLS, takže lze najít více návodů na použití
této knihovny, je více optimalizovaná a stabilní a také jako jeden z prvních open-source
software splnil standard FIPS 140-2 [10], který akreditoval[14] použití OpenSSL knihovny
pro šifrování komunikace vlády Spojených států amerických.
Knihovna OpenSSL pracuje s tzv. kontextem a BIO objekty. Kontext v sobě shroma-
žďuje veškeré informace sdílené mezi všemi spojeními serveru – seznam důvěryhodných
certifikátů, používané šifrovací metody a další. BIO objekt zapouzdřuje vstupně/výstupní
objekt operačního systému, přes který bude používat šifrovanou komunikaci. Toto zapouz-
dření umožňuje použití i jiných prostředků pro komunikaci než standardní sockety – napří-
klad umožňuje šifrovanou komunikaci přes sdílenou paměť procesů.
Při návrhu šifrované komunikace byly v knihovně coml vytvořeny 2 třídy:
Třída SecureSocket zapouzdřuje obsluhu klienta při šifrované komunikaci. Tato třída
dědí od třídy Socket, což umožňuje využití stejného rozhraní pro komunikaci po síti
nezávisle na tom, zda je komunikace šifrovaná nebo není. Zároveň tato třída umožňuje
ověřovat certifikát serveru vůči důvěryhodným certifikátům kontextu.
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Třída SecureServerSocket zapouzdřuje obsluhu serveru při šifrované komunikaci. Tato
třída dědí od třídy ServerSocket, což umožňuje využití stejného rozhraní pro vy-
tváření spojení s uživateli nezávisle na tom, zda je komunikace šifrovaná nebo není.
Při připojení nového uživatele automaticky vytvoří objekt třídy SecureSocket, který
umožňuje šifrovanou komunikaci s klientem. Dále tato třída umožňuje specifikovat
certifikát, kterým se bude Middleware prokazovat připojujícím se klientům.
Obě tyto třídy interně využívají výše zmíněný BIO objekt napojený na socket. Problé-
mem SSL komunikace je, že veškerá komunikace je rozdělena do SSL záznamů, které jsou
poté posílané po síti. Při přenosu těchto záznamů v síti může dojít k fragmentaci, proto je
využit interní buffer (stejný princip jako v kapitole 3.1.1).
3.1.5 Zapouzdření
V knihovně coml existuje několik tříd používaných pro komunikaci – třídy (Secure)Socket,
(Secure)ServerSocket, Message, případně třídy implementující protokol IProtocol. Pro-
tože knihovnu coml využívá více nástrojů projektu Lissom a pracuje s ní více programátorů,
je nutné, aby měla jednotné a jednoduché rozhraní pro použití této knihovny.
Obrázek 3.5: Transformace binárního datového toku na zprávy.
Získávání zpráv z binárních dat přijatých ze sítě (obrázek 3.5) je pro zjednodušení za-
pouzdřeno do jediné třídy ProtocolSocket, která interně používá veškeré výše zmíněné
třídy a umožňuje programátorům projektu Lissom využívat knihovnu coml. Objekt třídy
ProtocolSocket obsahuje objekt třídy Socket nebo SecureSocket při šifrované komuni-
kaci. Třída ProtocolSocket dále umožňuje přístup k důležitým metodám internímu ob-
jektu Socket/SecureSocket – například pro připojení k serveru, zjištění, zda je socket
připojen, nebo uzavření spojení. Zároveň třída ProtocolSocket využívá implementace pro-
tokolu, pomocí které převádí data přijatá ze sítě na zprávy, které jsou poté zaslány aplikaci
3.2 Návrh Middleware – projekt mw2
Cílem návrhu Middleware bylo zachovat původní funkcionalitu, čímž bude zajištěna zpětní
kompatibilita, ale zároveň umožnit větší flexibilitu a rozšiřitelnost Middleware a vyřešit
problémy popsané v kapitole 2.2.
Zásadní otázkou při řešení návrhu této serverové aplikace je transparentní a flexibilní ob-
sluha většího množství vstupů-výstupů různých typů – v Middleware jsou použity sockety,
procesy a roury.
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3.2.1 Návrhový vzor Reaktor
Návrhový vzor Reaktor[18] umožňuje aplikacím řízenými událostmi získat a přeposlat poža-
davky, které jsou aplikaci zaslány z různých zdrojů. Aplikace, které obsluhují větší počet
požadavků, jako například server Middleware, musí být schopny obsloužit více požadavků
najednou a pro každý požadavek zavolat správnou obslužnou rutinu (neboli také handler).
Při běžném čekání na vstupně/výstupní události (například přijetí dat na socketu) po-
zastaví operační systém vykonávání aktuálního vlákna. Tento přístup je vhodný pro jedno-
dušší aplikace, protože není nutné řešit, kdy a za jak dlouho k události dojde, případně jestli
při čekání nedošlo k jiné události. Aktuální vlákno je pouze pozastaveno a když daná udá-
lost nastane, může program zjistit stav zdrojů operačního systému případně získat z těchto
zdrojů data. Pro programování serverových aplikací však tento přístup není vhodný, protože
během čekání na jedinou událost je server nečinný, není schopen provádět žádnou užitečnou
práci ani případně zjistit přijetí jiné události.
Reaktor řeší tento problém centralizací čekání na všechny události, na které aplikace
právě čeká, a když daná událost nastane, informuje přiřazenou obslužnou rutinu. Tento
přístup umožňuje odstínění obslužných rutin od samotného čekání na dané události a umož-
ňuje je efektivně spravovat.
Obrázek 3.6: Návrhový vzor Reaktor (angl. Reactor).
Návrhový vzor Reaktor obsahuje 4 třídy (obrázek 3.6):
EventHandler je rozhraní umožňující Reaktoru získat identifikaci zdroje událostí (dále
handle) a obslužné rutiny pro události. Handle identifikuje zdroj operačního systému
(například socket, rouru apod.). V operačních systémech Linux je handle číslo, v ope-
račních systémech Windows ukazatel na nespecifikovaný typ (v jazyce C datový typ
void*). Obslužná rutina je poté specifikována v konkrétním EventHandleru.
Konkrétní EventHandler implementuje rozhraní EventHandler a obsahuje obslužnou
rutinu zdroje operačního systému (v metodě HandleEvent). Objekt této třídy se
nejdříve musí zaregistrovat pomocí metody Register objektu třídy Reaktor pro za-
chytávání specifikovaných událostí a poté je informován, když alespoň jedna z těchto
událostí nastane. Zároveň metoda GetHandle vrací handle, pro který chce dané udá-
losti zachytávat.
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Multiplexor umožňuje čekání na kolekci handle a čekání ukončí, když na některém pro-
běhla událost. Při zachycení události vrací typ události a handle, na kterém událost
proběhla.
Reaktor udržuje kolekci registrovaných objektů typu EventHandler a umožňuje změnu
této kolekce registrací a odebráním jednotlivých EventHandlerů. Po spuštění Re-
aktoru metodou Run je opakovaně volán Multiplexor, který čeká na události. Běh
Reaktoru může být ukončen voláním metody Quit, která ukončí opakované volání
Multiplexoru.
Obrázek 3.7: Sekvenční diagram návrhového vzoru Reaktor.
Návrhový vzor Reaktor poté využívá výše zmíněné třídy v následujícím způsobem (Sek-
venční diagram na obrázku 3.7):
1. Aplikace vytvoří instanci třídy Reaktor.
2. Všechny EventHandlery, které požadují upozornění na události, se registrují do Re-
aktoru. Reaktor při registraci zjistí jejich handlery a interně si je uloží k registrovaným
EventHandlerům.
3. Aplikace spustí Reaktor.
4. Reaktor vytváří Multiplexor a volá jeho metodu Select, které předává handlery
všech registrovaných EventHandlerů.
5. Metoda Select třídy Multiplexor čeká na zachycení události na handlerech pomocí
prostředků poskytnutých operačním systémem – select na operačních systémech
Linux nebo WaitForMultipleObjects na operačních systémech Windows.
6. Po zachycení události vrací Multiplexor Reaktoru handler, na kterém byla událost
zachycena, včetně typu události.
7. Reaktor vyhledá EventHandler pro daný handler a informuje jej o zachycení události
– samotná reakce na událost může od-registrovat EventHandlery z/do Reaktoru.
8. Provádění se vrací do kroku 4, dokud není volána metoda Quit, která tuto smyčku
ukončí.
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Návrhový vzor Reaktor usnadňuje následný vývoj celého Middleware, protože není
nutné řešit, kdy a jaká událost nastane, ani není nutné řešit problémy běžné pro více-
vláknové aplikace, protože Reaktor volá pouze jediný EventHandler. Správným rozdělením
EventHandlerů mezi veškeré Reaktory v aplikaci (viz. kapitola 3.2.3) lze veškeré synchro-
nizační problémy (exkluzivní zámky, mutexy, apod.) úplně eliminovat. Zároveň se použitím
Reaktoru samotné vyvíjení a programování aplikace zúží pouze na implementaci obslužných
rutin na dané události.
Další problém, který Reaktor řeší je správa paměti. Protože veškeré používané objekty
v serverových aplikacích nejčastěji čekají na nějakou událost, ukazatele na tyto objekty jsou
centrálně uloženy a zpravovány v Reaktoru. Při odregistrování nebo ukončení provádění
Reaktoru jsou poté veškeré tyto objekty zrušeny, čímž je uvolněna i jimi alokovaný paměť.
3.2.2 Spouštění procesů
Základním úkolem Middleware je spouštění nástrojů projektu Lissom na základě požadavků
uživatelů (viz. kapitola 2.1). Samotné spouštění procesů je jednoduché – postačí pomocí
funkcí operačního systému spustit požadovaný spustitelný soubor. Problém však nastává,
pokud požadujeme komunikaci mezi takto spuštěnými procesy a Middleware.
Obrázek 3.8: Komunikace mezi Middleware a procesy nástrojů.
Nástroje projektu Lissom jsou programy příkazové řádky, které pomocí zadaných
vstupů, především souborů a parametrů programu, vytváří výstupní soubor. Problémem
v původní implementaci Middleware (viz. kapitola 2.2) však bylo zjistit, kdy byl daný proces
(tj. nástroj) ukončen a došlo-li během provádění k nějakým chybám či varování.
Chybové a varovné zprávy programů jsou standardně posílány na standardní chybový
výstup (tzv. stderr)[5]. Zásadním problémem původní verze Middleware však bylo, že
nebyl schopen tyto zprávy číst ihned – k posílání těchto zpráv docházelo až po komplet-
ním ukončení programu. Proto například při testování programů pomocí nástrojů projektu
Lissom nebyly uživateli zobrazovány testovací výpisy i když proces tyto výpisy posílal na
standardní chybový výstup.
Pro zapouzdření vytváření procesů byla vytvořena třída Program, která umožňuje zá-
kladní operace s procesy:
• Spouštění procesů s danými argumenty.
• Zachytávání zpráv ze standardního výstupu a standardního chybového výstupu.
• Zachytávání ukončení procesu.
• Násilné ukončení procesu (například při odhlášení uživatele ukončení všech spuštěných
nástrojů).
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V operačních systémech se nejčastěji jako identifikátor procesu používá tzv. PID3. Bohu-
žel v systémech Windows není možné pomocí PID proces řídit (například ukončit, či zjistit
stav), protože Windows pro identifikaci využívají netypovaný ukazatel (v jazyce C datový
typ void*). Proto bylo nutné vytvořit rozdílnou implementaci pro každý systém.
Pro zachytávání zpráv z standardních výstupů a posílání zpráv na standardní vstup
procesu je využito přesměrování rour(z angl. pipe)[20]. Při spouštění procesu je vytvořena
roura pro standardní vstup (zasílání zpráv do programu) a standardní výstup (pro získávání
zpráv z procesu). Standardní chybový výstup je přesměrován na standardní výstup, čímž
je snížena náročnost spouštění procesu – místo 3 rour jsou použity jen 2.
Protože Reaktor je centrálním bodem celého Middleware, je do něj možné zaregistrovat
i proces. Při události ukončení procesu poté Reaktor informuje s procesem zaregistrovaný
handler o ukončení procesu. Tento přístup umožňuje flexibilní čekání na ukončení procesu.
Zároveň je do Reaktoru registrována výstupní roura, takže Middleware automaticky infor-
muje přiřazený handler při získání zprávy z spuštěného procesu.
Protože při registraci procesu do Reaktoru je nutné registrovat proces i výstupní rouru,
byla vytvořeno rozhraní ProcessHandler, které obě funkce integruje. Zároveň byl upraven
návrh Reaktoru, aby umožňoval registraci objektů implementujících toto rozhraní.
3.2.3 Relace uživatele
Pro obsluhu požadavků jednotlivých uživatelů je vytvořena relace (angl. session). Každá
relace je kompletně nezávislá na relacích ostatních připojených uživatelů. Tento přístup
odděluje globální informace používané v Middleware (např. port na kterém naslouchá, pra-
covní adresář, apod.) od informací jednotlivých uživatelů (např. aktuálně spuštěné nástroje,
jméno uživatele, apod.).
Hlavním účelem relace je spouštění obslužných rutin přiřazených k danému typu poža-
davku. Pro vyhledávání obslužných rutin se využívá slovník (dálé také tabulka příkazů –
implementována v třídě CommandTranslator), jehož klíčem je typ požadavku a hodnotou
obslužná rutina. Základní obslužné rutiny obsahuje přímo relace – přihlašování/odhlašování
uživatelů a zjišťování verzí nástrojů. Tento slovník je ale také upravován pluginy, které do
něj přidávají obslužné rutiny pro požadavky, které jsou schopny zpracovat (viz. kapitola
3.2.5).
3.2.4 Logování
Serverové aplikace jakou je i Middleware musí být schopny vytvářet a ukládat záznamy
jejich činnosti. Běžně totiž není možné zjistit stav serveru běžícího na pozadí (tzv. démon),
protože jeho standardní výstup není zobrazován. Proto je nutné vytvářet logovací soubor,
který bude obsahovat informace o běhu Middleware.
Původní implementace Middleware vypisovala pouze základní informace o činnosti ser-
veru a spuštěné nástroje projektu Lissom. Hlavním problémem však bylo, že informace byly
vypisovány pouze na standardní výstup. Proto nová verze Middleware obsahuje logovací
systém, který umožňuje výpis informací o běhu serveru do logovacího souboru. Zároveň
zachovává zpětnou kompatibilitu, takže informace jsou vypisovány i na standardní chybový
výstup.
Pro zpřehlednění logovacích informací každý záznam obsahuje prioritu zprávy, datum
a čas přijetí a samotný text zprávy v jednotném formátu, což umožňuje zpracovávat seznam
3PID = Process identifier – unikátní číslo každého procesu v operačním systému.
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zpráv pomocí skriptů. Priority zprávy poté určují, jaký vliv má zpráva na běh Middleware
(seřazeny od nejnižší priority):
Debug Info jsou testovací informace, které informují o jakékoli změně stavu serveru, vy-
tváření nových objektů, apod.
Info jsou základní informační sdělení, který informují o důležitých změnách stavu serveru
– např. přihlášení uživatele.
Warning jsou informace o chybách, které však Middleware umí potlačit.
Error jsou informace o chybách, které jsou závažné pro daného uživatele, Middleware není
schopen je potlačit. O těchto chybách je informována prezentační vrstva.
Fatal jsou informace o fatálních chybách, které znemožňují další běh Middleware a proto
je Middleware nejčastěji ukončen – např. již obsazený port pro naslouchání.
Hierarchií logovacích informací a jejich ukládáním do souboru je poté možné provést
post-mortem4 analýzu běhu serveru – po ukončení běhu Middleware lze prohlídnout logovací
soubor, zjistit výskyt případných chyb, zjistit, kdy a kde tyto chyby nastaly, a případně
je napravit. Zároveň logovací soubor funguje jako historie připojení a akcí všech uživatelů
(příklad logování v příloze B.1).
3.2.5 Návrh pluginů
Vývoj nástrojů projektů Lissom je velice dynamický – během návrhu a implementace nové
verze Middleware se parametry nástrojů několikrát změnily a několik nástrojů přibylo.
Proto bylo nutné navrhnout Middleware tak, aby byl schopen se těmto změnám v budouc-
nosti přizpůsobovat.
Obrázek 3.9: Pluginová architektura Middleware.
Původní implementace Middleware využívala XML soubor, který obsahoval příkazy
a počty parametrů pro spuštění jednotlivých nástrojů. Zásadním problémem však bylo
přiřadit k těmto parametrům jejich hodnoty. Toto přiřazení bylo napevno zakotveno v kódu
4post-mortem – překlad z latiny po smrti, v informačních technologiích se používá ve významu po
ukončení běhu programu.
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Middleware a to často na několika místech zároveň. Proto při jakékoli změně parametrů
nástroje bylo složité promítnout tuto změnu i do Middleware.
Nová implementace Middleware proto využívá pluginovou architekturu (obrázek 3.9),
která má zásadní výhody:
Zvyšuje čistotu kódu: Odděluje od sebe jádro Middleware od spouštění nástrojů. Také
umožňuje spolupráci více lidí na Middleware, protože každý může upravovat plugin
pro svůj nástroj.
Zvyšuje flexibilitu aplikace: Kód spouštění nástrojů je rozdělen do několika rozdílných
na sobě nezávislých modulů – pro každý nástroj jeden plugin. Změna rozhraní nástroje
případně přidání nového nástroje do Middleware se odehrává pouze na úrovni jediného
pluginu, není nutné upravovat kód jádra Middleware.
Rychlejší kompilace: Změnou nástroje není zasaženo jádro Middleware – při kompilaci
není nutné jádro kompilovat znovu, kompilují se pouze změny v pluginech.
Zvýšení stability: Oddělením jádra od pluginů je možné umožnit pluginům přístup pouze
k některým funkcím jádra Middleware. Pokud je poté jádro dostatečně otestováno
a stabilní, plugin není schopen ohrozit stabilitu Middleware – při chybě v obslužné
rutině pouze dojde k ukončení zpracovávání požadavků klienta, nedojde k ukončení
Middleware.
Samotné jádro Middleware umožňuje obsluhu pouze základních požadavků uživatelů
(například přihlášení uživatele, viz. kapitola 3.2.3). Protože každý nástroj projektu Lissom
je spouštěn na základě požadavku uživatele, umožňuje pluginová architektura jednoduché
přidávání obsluhy jednotlivých typů požadavků. Cílem jednotlivých pluginů je transfor-
movat požadavek od uživatele na argumenty, se kterými je spuštěn daný nástroj projektu
Lissom, a řízení a obsluha takto spuštěného nástroje.
Pluginy obecně existují v 2 formátech – v datovém formátu (například XML, webové
technologie, apod.) nebo spustitelný binární formát (například dynamicky linkované kni-
hovny, obsahují přímo spustitelný kód).
Datový formát: Implementace pluginů využívá interpret, který zpracovává soubor plu-
ginu (nejčastěji v jazycích podobných XML). Tento přístup je jednodušší pro tvorbu
pluginů – není vázán na danou platformu, nemusí se kompilovat, vetší bezpečnost (plu-
gin může použít funkce dané interpretem). Horší je však flexibilita (použít lze pouze
funkce interpretu) a časová náročnost (je nutné vytvořit interpret daného jazyka).
Tento přístup často využívají webové prohlížeče (například Google Chrome[11]).
Spustitelný formát: Implementace pluginů využívá staticky nebo dynamicky linkované
knihovny. Tyto knihovny jsou přeloženy do spustitelného kódu, takže tento formát
je platformně závislý. Zároveň však umožňuje vysokou flexibilitu, protože lze využít
kompletních možností programovacího jazyka včetně ostatních knihoven nebo jádra
Middleware. Je však nutné vytvořit jednotné rozhraní pro pluginy a omezit jejich
přístup do jádra Middleware.
Pro návrh a implementaci pluginů Middleware byly nakonec vybrány binární pluginy
s možností budoucího dynamického linkování za běhu. Zapisovat pluginy například v XML
by bylo velice obtížné, protože požadavky jsou různorodé a některé pluginy požadují spe-
cifické funkce (například plugin pro simulace). Linkování přímo s kódem Middleware je
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využito pro zjednodušení návrhu – není nutné řešit odkud se mají pluginy načítat případně
jejich nekompatibilita, jsou přímo spojeny s Middleware a automaticky se registrují při
startu Middleware.
Obrázek 3.10: Sekvenční diagram pluginové architektury.
Pořadí akcí je znázorněno na obrázku 3.10. Po spuštění Middleware zaregistruje plu-
ginový manažer (třída PluginManager) každý nalezený plugin a spouští jeho inicializační
funkci. Každý plugin zaregistruje při své iniciaci do tabulky příkazů (popsán v kapitole 3.2.3)
veškeré typy požadavků, které je schopen obsloužit, včetně k nim přiřazené obslužné rutiny.
Při přijmutí požadavku zaregistrovaného typu je spuštěna obslužná rutina obsažená v plu-
ginu, která byla s tímto typem požadavku přiřazena. Při odstranění pluginu z Middleware
jsou poté veškeré zaregistrované typy požadavku z tabulky příkazů odebrány.
Zásadním problémem tohoto přístupu je, že neobsahuje stav spuštění požadavku. Im-
plementace obslužných rutin pluginů není schopna ukládat data, která by obsahovala stav
požadavku případně pluginu pro danou relaci uživatele – například pokud by obslužná
rutina daného požadavku spustila nástroj kompilace modelu procesoru, nebylo by možné
tuto kompilaci přerušit, protože by implementace obslužné rutiny nebyla schopna zjistit,
zda byla daná kompilace již spuštěna.
Proto byly vytvořeny pluginové ukazatele (znázorněny na obrázku 3.9) obsažené v relaci
uživatele. Každá obslužná rutina je schopna uložit jakékoli data do relace uživatele pod
daným klíčem (doporučené je jméno pluginu). Při opětovném spuštění obslužné rutiny pro




Implementace proběhna na základě návrhu z kapitoly 3. Jako programovací jazyk C++ byl
vybrán z několika důvodů:
1. Veškeré nástroje projektu Lissom jsou napsány v jazyce C nebo C++ (kromě Studia –
GUI prezentační vrstvy, které je založeno na platformě Eclipse, která využívá jazyk
Java).
2. Middleware vyžaduje rychlou latenci a běh, proto je nutné vybrat dobře optimalizo-
vaný kompilovaný jazyk.
3. S jazykem C a C++ mám již bohaté zkušenosti, což usnadní budoucí implementaci.
4. Middleware musí být multiplatformní – je vyžadován běh na operačních systémech
Linux i Windows.
Jazyk C++ veškeré tyto podmínky splňuje[16] a zároveň umožňuje specifické metody
programování – obecné programování (automaticky generovaný kód pomocí šablon případně
vícenásobnou dědičnost – které byly při implementaci použity). Zároveň pomocí nástroje
Valgrind [8] je možné detekovat memory leaky1 případně zjišťovat chyby ve vícevláknové
aplikaci. Middleware je aplikace běžící na pozadí delší dobu, proto musí být využívání
operační paměti korektní, jinak by mohl proces Middleware obsadit veškerou dostupnou
operační paměť serveru.
Pro vývoj, implementaci a spouštění Middleware na platformě Windows je poté využita
platforma MinGW, která obsahuje standardní Open Source nástroje, používané například
v systémech Linux, pro nativní Windows aplikace. Zároveň umožňuje využití jediného bu-
ildovacího systému pro celý projekt Lissom na všech platformách – GNU Make – který
standardně operační systémy Windows neobsahují.
Jako vývojové prostředí byla použita platforma Eclipse s pluginem CDT, který umož-
ňuje multiplatformní vývoj C++ aplikací. Toto rozhraní je využíváno všemi programátory
projektu Lissom, proto by bylo obtížné využívat jinou platformu. Projekt Lissom využívá
CVS pro správu a synchronizaci vývoje v celém týmu.
1memory leak – nastane v počítačovém programu při obsazení paměti, která však není vrácena zpět
operačnímu systému.
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4.1 Implementace knihovny coml
Byla vytvořena staticky linkovaná knihovna coml podle návrhu v kapitole 3.1.
Byl implementován parser XML protokolu, který byl použit v původní verzi Middleware
(viz. kapitola 2.3). Implementace využívá rozhraní IProtocol, čímž umožňuje ostatním tří-
dám knihovny coml (především ProtocolSocket) využívat této implementace. Z důvodu
jednoduchosti návrhu i testování bylo rozhodnuto pro využití pouze jediné implementace
protokolu pro celý projekt Lissom. v budoucnu je možné vytvořit manažer protokolů, který
by obsahoval veškeré nalezené protokoly a umožňoval například využívat rozdílné proto-
koly pro komunikaci mezi Middleware ↔ prezentační vrstvou a Middleware ↔ vrstvou
simulátorů.
Implementace protokolu načítá XML data pomocí konečného automatu a vytváří objekt
zprávy(třída Message). Obsahuje-li zpráva soubor, je vytvořen dočasný soubor v adresáři
uživatele a pomocí algoritmu na obrázku 2.3 jsou přečtena data souboru. Při uvolnění
zprávy z paměti jsou poté automaticky tyto dočasné soubory smazány (toto chování lze
vypnout nastavením AutoDeleteFiles(false) pokud chce programátor tyto soubory
zachovat.
Knihovna coml také obsahuje seznam všech typů zpráv. Každý typ zprávy má své
unikátní číslo a řetězec (například typ zprávy PML CHECK CLIENT VERSION má číslem 6).
Standardně používaný XML protokol v projektu Lissom je textový, proto je po síti posílán
řetězec typu zprávy. Protokol však může být i binárního typu, poté by byl použit číselný
zápis typu zprávy. Pro automatické číslování těchto typů zpráv je vytvořen slovník typů
zpráv s využitím speciálního makra jazyka C++. Toto makro (v souboru message type.h)
umožňuje vývojářům zapisovat typy zpráv pouze na jediném místě v kódu, zbytek informací
(jako číslo typu zpráv, případně pomocné struktury pro převod mezi typem zprávy ↔
textem typu zprávy) je poté automaticky generován překladačem jazyka C++ při kompilaci.
4.1.1 Cesty
Windows Linux
Příklad cesty C:\adresář\soubor.přípona /adresář/soubor.přípona
Absolutní cesta
Začíná znaky x:, kde x je
znak a-z (případně A-Z)
Začíná znakem
Spustitelná přípona .exe jakákoli (nejčastěji žádná)
Tabulka 4.1: Rozdíly v zápisu cest v operačních systémech Windows a Linux
Knihovna coml obsahuje implementaci základních funkcí operačních systému zapouz-
dřených do jmenného prostoru Platform. Implementace těchto funkcí umožňuje využívat
služeb operačního systému – například kopírování/mazání souborů, vytváření/mazání adre-
sářů či zjišťování existence souborů – nezávisle na operačním systému, na kterém program
běží. Zároveň byla vytvořena třída Path, která umožňuje platformně nezávislé uložení cesty
v souborovém systému a zjišťování vlastností této cesty (rozdíly v tabulce 4.1).
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4.1.2 Implementace šifrované komunikace
V kapitole 3.1.4 bylo popsáno šifrování s pomocí knihovny OpenSSL. v systémech Linux je
často knihovna již nainstalována, protože ji využívá hodně nástrojů[7] – například webový
server Apache, nástroj cURL, apod. – nebo ji lze doinstalovat pomocí balíčků dané dis-
tribuce Linuxu. v operačním systému Windows však knihovna přítomna není, proto je
zahrnuta do speciální edice MinGW, kterou projekt Lissom využívá.
Základním požadavkem při implementaci šifrované komunikace je zachování možnosti
ponechat komunikaci nešifrovanou. Při testování je občas výhodné zachytávat přicházející
zprávy po síti, čímž lze zjistit rozpor v datech nebo chybu při komunikaci. Při šifrované
komunikaci však nejsou tyto zprávy čitelné. Dalším důvodem je zvýšení režie komunikace –
při šifrované komunikaci jsou počítačové prostředky více zatíženy komunikací, což například
u předávání informací mezi několika simulátory může výrazně zpomalit simulaci. Proto
je komunikace mezi Middleware a vrstvou simulátorů vždy nešifrovaná – simulátory běží
na počítači uvnitř sítě nebo přímo na počítači Middleware, proto není velké nebezpečí
odchycení této komunikace.
Dalším problémem při implementaci šifrované komunikace vyvstává při znovu-podání
ruky (tzv. re-handshake). Během šifrované komunikace pomocí protokolu SSL mohou jed-
notliví účastníci této komunikace požádat o ověření spojení. Protože však sockety pracují
v neblokujícím režimu (viz. kapitola 3.1.1), může dojít ke stavu, kdy při čtení (příp. zápisu)
dat funkce knihovny OpenSSL vyžadují zápis (resp. čtení) dat ze sítě. Proto při těchto
požadavcích na zápis/čtení dat je aktuální vlákno pozastaveno, dokud není možné tento zá-
pis/čtení uskutečnit. Po provedení re-handshake jsou přečtena/zapsána požadovaná data.
4.2 Implementace Middleware
Byla vytvořena implementace serveru Middleware podle návrhu v kapitole 3.2. Cílem imple-
mentace bylo vytvořit stabilní a rozšiřitelnou aplikaci běžící na pozadí, jejíž funkcionalita
a chování bude shodná s původní implementací Middleware avšak zároveň budou vyřešeny
problémy původní implementace popsané v kapitole 2.2. Middleware využívá knihovnu coml
pro zajištění komunikaci po síti mezi jednotlivými vrstvami architektury Lissom.
4.2.1 Sigleton
Některé z tříd používaných v Middleware mohou mít pouze jednu instanci – proto využívají
návrhový vzor Singleton, který zajišťuje vytvoření pouze jediné instance. Jedná se o třídy,
jež jsou využívány celým Middleware:
Environment obsahuje základní informace o procesu Middleware, centralizuje nastavení
aplikace, apod.
CommandTranslator obsahuje implementaci tabulky příkazů (viz. kapitola 3.2.3). Umož-
ňuje získat obslužné rutiny pro jednotlivé typy požadavků.
PluginManager obsahuje, registruje a obsluhuje všechny pluginy, které Middleware obsa-
huje.
UserManager obsahuje informace o aktuálně přihlášených uživatelích. Zároveň umožňuje
autentizaci uživatelů na základě jména a hesla. Hesla jsou uloženy v zašifrované po-
době v textovém souboru. Administrátor může poté tento soubor upravovat a tím
povolovat/zakazovat přístup jednotlivým uživatelům k Middleware.
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ThreadManager řídí vytváření a spravuje veškeré vlákna Middleware.
MessageDictionary umožňuje překlad formátů typů zpráv – mezi číselným a textovým
formátem.
DestructionManager umožňuje specifikovat pořadí ukončení jednotlivých Singletonů[18].
Mezi výše zmíněnými třídami mohou být závislosti, proto je nutné přesně specifikovat
pořadí ukončování těchto tříd (třídy Singleton jsou standardně zrušeny při ukončení
programu avšak v nespecifikovaném pořadí). DestructionManager využívá objekty
třídy Destructor, které jsou napojeny na jednotlivé Singletony a specifikují číslo
fáze, při které budou ukončeny. DestructionManager poté ukončuje výše zmíněné
třídy podle pořadí specifikovaným těmito čísly.
4.2.2 Reaktor
Implementace Reaktoru vychází z návrhu z kapitoly 3.2.1. Samotná implementace tříd
EventHandler a Reaktor je multiplatformní, lze využít standardních volání knihovny ja-
zyka C++. Problém se však objevil při implementaci Multiplexoru, protože ten využívá
funkcí operačního systému.
Na systémech Linux se pro čekání na události využívají systémové funkce select[4]
a poll[2]. Vybral jsem si funkci poll, protože není nutné znovu vytvářet seznam objektů,
na kterých bude daná funkce spouštěna a na kterých budou zachytávány události. Proto
je možné vytvořit pole těchto objektů a toto pole měnit pouze tehdy, když jsou změněny
EventHandlery, které jsou do Reaktoru zaregistrovány. Na systému Linux umožňují funkce
poll čekání na popisovačích souborů, takže může být tato funkce využita pro zachytávání
událostí na socketech i rourách.
Na systémech Windows lze také využít funkci select, avšak implementace na systémech
Windows umožňuje čekání pouze na socketech[3]. Middleware však požaduje registrování
rour do Reaktoru pro zachytávání zpráv z spuštěných nástrojů. Proto bylo nutné využít
funkce WaitForMultipleObjects, která umožňuje čekání na speciálních ukazatelích na ob-
jekty systému Windows (datový typ ukazatelů je void*).
Protože však sockety jsou číselného typu, bylo nutné vytvořit objekt Event pomocí
funkce WSACreateEvent a tento objekt spojit s socketem. Při přijetí nových dat daným
socketem jádro systému Windows aktivuje přiřazený Event objekt a tato aktivace ukončí
čekání v Multiplexoru. Tímto postupem Reaktor zjistí přijetí dat na socketech. Protože
však sockety jsou implementovány pomocí knihovny coml, je vytváření objektu Event im-
plementováno v této knihovně.
Middleware využívá pro přenos zpráv mezi podprocesy a Middleware roury. Roura je
jednosměrný prostředek pro synchronizaci více procesů[20] (v moderních systémech exis-
tují i obousměrné roury, ale kvůli maximální přenositelnosti budeme roury uvažovat jako
jednosměrné). Roury jsou vytvořeny voláním systémové funkce pipe, která vrací 2 popi-
sovače souborů – pro čtecí a zapisovací stranu roury. Middleware však potřebuje čekat na
data asynchronně pomocí Reaktoru (viz. kapitola 3.2.1), proto je nutné používat rouru
v neblokujícím režimu, stejně jako sockety.
Problémem však je čekání na události na rourách v sytému Windows. Pro zachycení
událostí nelze využít výše postup jako u socketů, protože funkce WSACreateEvent umož-
ňuje vytvořit objekt Event pouze pro sockety avšak ne pro roury. Proto bylo nutné využít
jinou techniku – Overlapped I/O. Systém Windows umožňuje spustit čtení (resp. zápis) dat
z (resp. do) roury a asynchronně informovat aplikaci, když čtení (resp. zápis) proběhne. Při
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spuštění akce (čtení, resp. zápis) je vytvořena struktura OVERLAPPED, která obsahuje objekt
Event, který je aktivován, když je daná akce provedena. Tento objekt Event je poté zare-
gistrován do Reaktoru, takže při aktivaci objektu Event funkce WaitForMultipleObjects
vrátí objekt jako aktivní, Reaktor informuje EventHandler o aktivaci a v implementaci
obslužné rutiny poté lze přečtená (resp. zapsaná) data získat z výše zmíněné struktury
OVERLAPPED.
V kapitole 3.2.2 byl popsán návrh spouštění procesů. Reaktor musí být schopen informo-
vat ProcessHandlery o ukončení procesů. v systémech Linux lze využít signálu SIGPIPE.
Tento signál je zaslán procesu, pokud je jakýkoli z jeho podprocesů ukončen. Middleware
při zachycení tohoto signálu informuje všechny Reaktory o ukončení procesu s daným PID.
Reaktory poté vyhledají zaregistrované procesy a pokud daný proces najdou, informují
zaregistrovaný ProcessHandler o ukončení procesu.
V systémech Windows však nejsou POSIX signály implementovány. Výhodou však je,
že funkce WaitForMultipleObjects umožňuje čekat i na ukazatel na daný proces. Proto
při vytvoření a spuštění procesu je uložen ukazatel na nově spuštěný proces a tento ukazatel
je poté použit v Reaktoru pro čekání na ukončení.
Protože Multiplexor Reaktoru velice závisí na platformě na které Middleware běží, vy-
tváří třída Reactor pouze obal pro implementaci Reaktoru. Tato implementace je poté
dosazena podle dané platformy. Programátor poté nemusí řešit implementační problémy
spojené s Reaktorem, pouze implementuje obslužné rutiny, které reagují na informace z Re-
aktoru.
Problémem však zůstává řešení života jednotlivých objektů. Většina aktivních objektů
používaných v Middleware je registrována do Reaktoru. Je však nutné řešit uvolňování
těchto objektů z paměti. Proto Reaktor při svém ukončení nebo při odregistrování daného
EventHandleru (nebo v případě procesů ProcessHandleru) volá metodu HandleClose, ve
které může programátor uvolnit obsazenou paměť.
4.2.3 Sockety
Jak již bylo zmíněno pro obsluhu socketů je využívána knihovna coml. Tato knihovna však
neumožňuje registrování socketů do Reaktoru. Proto byla vytvořena třída ReactorSocket,
která dědí od třídy ProtocolSocket a umožňuje základní funkcionalitu:
1. Získávání a posílání zpráv.
2. Registrování do Reaktoru – objekt třídy ReactorSocket je automaticky informován,
pokud jsou přijata další data.
3. Zachytávání násilné odpojení klienta.
4.2.4 Relace
V kapitole 3.2.3 byl popsán návrh relace uživatele. Každý server by měl umožňovat co
největší separaci a nezávislost jednotlivých přihlášených uživatelů. Proto pro zvýšení stabi-
lity je vytvářeno vlákno procesu pro každého nového přihlášeného uživatele. Zároveň každé
vlákno obsahuje právě jeden Reaktor, který se zpracovává požadavky pouze tohoto jediného
uživatele. Toto řešení je vhodné pro menší počet uživatelů.
Při větším množství uživatelů (například nad 100) by takové množství vláken a přepí-
nání mezi nimi spotřebovávalo velké množství prostředků počítače. Proto v takovém případě
je lepší vytvořit tolik vláken jako počítač obsahuje procesorů (případně procesorových jader)
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a Reaktor sdílet mezi několika uživateli. Middleware však využívá 1 uživatel = 1 vlákno,
protože při chybě a zablokování jednoho vlákna nejsou ostatní uživatelé zasaženi. Po řádném
otestování případně při výkonnostních problémech je možné implementaci upravit.
Každá relace uživatele obsahuje 2 kanálové spojení – pro synchronní a asynchronní
zprávy (z důvodu zpětné kompatibility s původní implementací Middleware). Proto třída
Session obsahuje 2 objekty ReactorSocket – jeden na každý kanál. Pokud dojde k uzavření
jakéhokoli z kanálů, je daná relace ukončena a uživatel automaticky odhlášen.
4.2.5 Podprocesy
Middleware spouští ostatní nástroje projektu Lissom na základě požadavků uživatele. Pro
spuštění těchto procesů obsahuje Middleware třídu Program (viz. kapitola 3.2.2).
V systémech Linux se pro spouštění procesů využívá funkce fork. Uživatel však potře-
buje asynchronně získávat informace z výstupů procesů, proto je nutné vytvořit roury pro
spojení s podprocesem. Byla využita implementace z [6], která umožňuje vytvořit roury
s podprocesem a tyto roury jsou poté zaregistrovány do Reaktoru.
V systémech Windows funkce fork neexistuje. Proto byly použita implementace z [9],
která využívá funkce operačního systému Windows a umožňuje stejnou funkcionalitu jako
v systému Linux. Zároveň zjišťuje ukazatel na spuštěný proces, který je poté využíván
Reaktorem pro čekání na tento proces (viz. kapitola 4.2.2).
Obě výše zmíněné implementace zároveň umožňují specifikovat argumenty, se kterými
je daný proces spuštěn. Tyto argumenty nástroje projektu Lissom využívají pro přenos
informací z Middleware – nejčastěji se jedná o cesty k adresářům uživatele, parametry
kompilace nástrojů, apod.
4.2.6 Cesty
V kapitole 2.2 byl popsán problém s původní implementací Middleware – neschopnost
vypořádat se s cestami. v Middleware existují 3 základní cesty:
Pracovní cesta (Working Path) je cesta, odkud byl Middleware spuštěn.
Cesta aplikace (Executable Path) je cesta, kde se nachází spustitelný soubor Middle-
ware.
Adresář projektů (Project Directory) je adresář, ve kterém se nachází lokální kopie
nástrojů a modelů všech uživatelů.
Protože původní Middleware používal relativní cesty, často docházelo k nenalezení sou-
borů, protože nebylo jasné k jaké z výše zmíněných cest se vztahuje. Proto nová implemen-
tace Middleware obsahuje třídu Path(viz. kapitola 4.1.1). Třída Environment poté umož-
ňuje zjistit všechny výše zmíněné cesty a pomocí nich sestavit přesnou absolutní cestu.
4.2.7 Logování
V kapitole 3.2.4 byl popsán návrh logovacího systému Middleware. Pro jeho implementaci
byly použity speciální makra jazyka C++, která umožňují jednoduchý zápis logování včetně
úrovně dané zprávy. Pro zápis se využívá spojování řetězců do toku dat (tzv. stream),
který je poté vypsán na standardní výstup případně do souboru. Tento stream využívá
implementaci třídy stringstream, která je obsažena v standardní knihovně jazyka C++.
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Ve výsledku je poté umožněn jednoduchý a přehledný zápis logovacích informací v kódu
(ukázka na obrázku 4.1).
LOG(INFO) << "Uživatel " << GetClientName() << " se odpojil.";
LOG(FATAL) << "Chyba při načítání konfiguračného souboru" << ConfigPath << ".";
Obrázek 4.1: Příklady logování zpráv.
4.2.8 Implementace pluginů
Middleware využívá pluginové architektury (viz. kapitola 3.2.5), která umožňuje flexibilní
rozšíření funkcionality Middleware. Pluginy v Middleware jsou vytvářeny jako součást kódu
Middleware, což umožňuje jejich automatickou registraci do manažeru pluginů. Je však
možné implementaci lehce pozměnit a vytvářet dynamicky linkované pluginy, která budou
načítány za běhu serveru. Protože však aktuálně Middleware využívá všech pluginů zároveň,
není nutné ukládat je zvlášť do dynamicky linkovaných knihoven.
Pluginy Middleware při své registraci upravují tabulku příkazů – vkládají do ní nové
typy požadavků, které umí obsloužit, včetně jejich obslužných rutin. Když relace uživatele
přijme zprávu takto zaregistrovaného typu, je zavolána obslužná rutina z pluginu.
Pluginy Middleware poté spouští jednotlivé nástroje projektu Lissom, ovládají takto
spuštěné procesy a informují uživatele o jejich průběhu případně ukončení. Pro co nejjed-
nodušší implementaci pluginů byla vytvořena třída ProcessWatcher, která v sobě integruje
několik tříd řídících spouštění procesů a umožňuje:
1. Spuštění daného spustitelného souboru s danými argumenty.
2. Asynchronní zachytávání zpráv z standardního výstupu spuštěného procesu a jejich
přeposílání klientovi.
3. Zachycení ukončení procesu a informování uživatele o úspěšnosti případně výstupu
daného procesu.
4. Násilné ukončení běžícího procesu na základě požadavku uživatele.
5. Automatické smazání souborů, které proces využívá, po ukončení běhu procesu.
6. Zjištění, zda daný proces pro aktuálního uživatele již běží.
Tato třída usnadňuje implementaci pluginů, takže programátor pluginů pouze zpracuje
zprávu od klienta, vybere požadovaný spustitelný soubor, podle zprávy nastaví parametry
procesu a spustí jej. Také je umožněno nastavit parametry zprávy, která bude zaslána uživa-
teli po ukončení procesu. Pokud je zasílání odpovědí složitější (například odpověď obsahuje
variabilní počet položek – použito v pluginu gentool), je programátorovi umožněna změna
metody, která odpověď zasílá.
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Middleware aktuálně obsahuje tyto pluginy:
assembler: spouští assembler na daných zdrojových souborech,
backendgen: generuje zdrojové soubory s popisem architektury pro backend LLVM a vy-
tvoří překladač jazyka C,
ccompiler: spouští překladač jazyka C,
codalc: kompiluje model procesoru,
compiledsim: vytváří kompilovaný simulátor,
disassembler: spouští disassembler na daný binární soubor,
gentool: vytváří nástroje projektu Lissom na základě modelu procesoru,
linker: spouští linker na dané objektové soubory,
semextr: extrahuje sémantiku instrukcí z modelu procesoru,
simulator: spouští a ovládá simulaci.
Plugin gentool umožňuje výše zmíněnou funkcionalitu zastavení procesu. Generování
nástrojů je časově náročné, nejdříve je nutné vytvořit zdrojové soubory v jazyce C/C++
a poté tyto soubory zkompilovat. Proto je uživateli umožněno toto generování nástrojů
předčasně ukončit.
Nejsložitějším pluginem je simulator. Tento plugin spouští a řídí simulaci. Po vytvoření
simulátoru nástrojem gentool zašle uživatel Middleware XML soubor s specifikací, jaké
simulátory mají být spuštěny, s jakými parametry a na jakých počítačích. Tento XML
soubor je vytvářen v prezentační vrstvě – v Codasip Studiu nebo ručně u klienta příkazové
řádky. Po zpracování souboru jsou spuštěny jednotlivé simulátory a je zachytáván jejich
výstup. Dále je vytvořeno nové TCP/IP spojení, přes které jsou posílány požadavky od
uživatele.
Během simulace může uživatel měnit běh této simulace, pozastavovat ji, zjišťovat její
stav apod. Při přijetí zprávy je tato zpráva přeložena pomocí tabulky zpráv simulace na
zprávy, které jsou odeslány všem simulátorům nebo pouze jedinému danému simulátoru
(podle typu zprávy). Tento simulátor na zprávu reaguje, může vrátit odpověď a ta je vrácena
zpět uživateli.
Během simulace mohou simulátory vypisovat informace na svůj standardní výstup. Pů-
vodní implementace Middleware neumožňovala zasílání těchto zpráv – byly zaslány až po
ukončení simulace. Nová implementace pomocí Reaktoru zachytává zprávy z rour napoje-
ných na proces simulátoru a posílá tyto zprávy asynchronně klientovi, což umožňuje lepší
a efektnější ladění.
Po ukončení simulace je uživateli zaslán výstup simulace. Zároveň pokud byl vytvořen
i profiler simulace, je zaslán i jeho výstup. Uživatel může poté tyto informace analyzovat




V této bakalářské práci se mi úspěšně podařilo vytvořit Middleware a komunikační knihovnu
pro projekt Lissom. Použil jsem návrhový vzor Reaktor a pluginovou architekturu, což
vyřešilo problémy původní verze Middleware. Velkým problémem pro mě bylo překonat
rozdíly mezi operačními systémy Windows a Linux. Tuto překážku jsem překonal a nová
verze Middleware je díky tomu multiplatformní. Také nebylo jednoduché spouštění procesů
a jejich ovládání na obou platformách. Zároveň nový Middleware pokryl možnosti jeho
původní verze a přidal nové funkce.
Současně byla vytvořena platformně nezávislá knihovna, která implementuje komunikaci
po síti. S její pomocí lze zaměnit komunikační protokol i zabezpečit přenášená data šifro-
váním. Tato knihovna je dále využívána jinými nástroji projektu Lissom pro komunikaci
po síti.
Do budoucna má implementace ještě další možnosti pro vývoj. Použitý pluginový systém
umožňuje flexibilní budoucí rozšíření serveru. Také jej lze poupravit pro podporu načítání
pluginů za běhu serveru z dynamicky linkovaných knihoven. Middleware je připraven pro
změnu komunikačního protokolu z textového na binární. Dále lze provést další optimalizace
pro zefektivnění běhu serveru.
Server Middleware, který jsem vytvořil v rámci této bakalářské práce, je již zahrnut
jako součást projektu Lissom a aktivně využíván ostatními členy týmu i zákazníky.
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1. Adresář doc obsahuje tuto technickou zprávu se zdrojovým souborem v LATEXu.
2. Adresář prog-doc obsahuje programovou dokumentaci v HTML formátu.
3. Adresář mw2 obsahuje zdrojové soubory nové verze Middleware.
4. Adresář coml obsahuje zdrojové soubory komunikační knihovny coml.
Pro vytvoření spustitelných souborů spusťte v adresáři src příkaz make pro operační
systém Linux nebo make SYS=win pro operační systém Windows.
Pro kompilaci a běh na operačním systému Windows musí být nainstalováno MinGW
(viz. [12]) s OpenSSL knihovnou. Platformu MinGW lze nainstalovat i pomocí instalátoru
na CD.




[2012-04-19 18:12:48 DINFO] Current system: linux64
[2012-04-19 18:12:48 DINFO] Current working directory: workspace/dev/swtlissom
[2012-04-19 18:12:48 DINFO] Current executable directory:
workspace/dev/swtlissom/bin
[2012-04-19 18:12:48 INFO] Codasip Middleware, version 1.1.0
[2012-04-19 18:12:48 INFO] Tools dir: workspace/dev/swtlissom
[2012-04-19 18:12:48 INFO] Project dir: workspace/dev/swtlissom/./project
[2012-04-19 18:12:48 INFO] Loaded 1 users from
workspace/dev/swtlissom/share/users.txt
[2012-04-19 18:12:48 DINFO] Environment loaded
[2012-04-19 18:12:48 DINFO] Thread Manager loaded
[2012-04-19 18:12:48 DINFO] Destruction Manager loaded
[2012-04-19 18:12:48 DINFO] Plugin Manager loaded
[2012-04-19 18:12:48 DINFO] CommandTranslator loaded (101 commands)
[2012-04-19 18:12:48 INFO] Plugin GenTool loaded
[2012-04-19 18:12:48 INFO] Plugin codalc loaded
[2012-04-19 18:12:48 INFO] Plugin Linker loaded
[2012-04-19 18:12:48 INFO] Plugin Assembler loaded
[2012-04-19 18:12:48 INFO] Plugin Disassembler loaded
[2012-04-19 18:12:48 INFO] Plugin CompiledSim loaded
[2012-04-19 18:12:48 DINFO] Simulator table loaded (28 translations)
[2012-04-19 18:12:48 INFO] Plugin Simulator loaded
[2012-04-19 18:12:48 INFO] Plugin SemExtr loaded
[2012-04-19 18:12:48 INFO] Plugin BackendGen loaded
[2012-04-19 18:12:48 INFO] Plugin CCompiler loaded
[2012-04-19 18:12:48 DINFO] Reactor initialized, Thread: 1
[2012-04-19 18:12:48 INFO] Synchronous encrypted channel listens on port 30000
[2012-04-19 18:12:48 INFO] Asynchronous encrypted channel listens on port 30001
[2012-04-19 18:12:52 DINFO] Received new connection on synchronous channel
[2012-04-19 18:12:52 DINFO] Received new connection on asynchronous channel
[2012-04-19 18:12:52 INFO] New session initialized. Client ID: 0
[2012-04-19 18:12:52 DINFO] New thread, ID: 2
[2012-04-19 18:12:52 DINFO] Reactor initialized, Thread: 2
[2012-04-19 18:12:52 DINFO] Session started
[2012-04-19 18:12:52 DINFO] Received message from ID 0: PML_CHECK_CLIENT_VERSION,
Order: 0
[2012-04-19 18:12:54 DINFO] Received message from ID 0: LOGIN_CLIENT, Order: 0
[2012-04-19 18:12:54 DINFO] UserManager loaded
[2012-04-19 18:12:54 INFO] Client 0 logged as cmdline
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[2012-04-19 18:12:56 DINFO] Received message from cmdline: LOGOUT_CLIENT, Order: 0
[2012-04-19 18:12:56 DINFO] Session of client cmdline closing, destroying 0
plugin pointers
[2012-04-19 18:12:56 INFO] Client cmdline logout
[2012-04-19 18:12:56 INFO] Session of client cmdline closed
[2012-04-19 18:12:56 DINFO] Reactor destroyed, Thread: 2
[2012-04-19 18:12:56 DINFO] Thread exited ID 2
[2012-04-19 18:12:58 INFO] Signal 2 caught. Exiting application.
[2012-04-19 18:12:58 DINFO] Synchronous channel is stopped
[2012-04-19 18:12:58 DINFO] Asynchronous channel is stopped
[2012-04-19 18:12:58 DINFO] Acceptor is stopped
[2012-04-19 18:12:58 DINFO] Reactor destroyed, Thread: 1
[2012-04-19 18:12:58 DINFO] Thread exited ID 1
[2012-04-19 18:12:58 DINFO] Simulator table destroyed
[2012-04-19 18:12:58 DINFO] Plugin Manager destroyed
[2012-04-19 18:12:58 DINFO] 1 object destroyed in Destruction Manager
[2012-04-19 18:12:58 DINFO] UserManager destroyed
[2012-04-19 18:12:58 DINFO] CommandTranslator destroyed
[2012-04-19 18:12:58 DINFO] Destruction Manager destroyed
[2012-04-19 18:12:58 DINFO] Thread Manager destroyed
[2012-04-19 18:12:58 DINFO] Environment destroyed
Příloha B.1: Příklad výpisu logovacích informací
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