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1. INTRODUCTION 
To avoid numerical stability problems associated with the two point 
boundary value problems of reactor theory, many of the standard computer 
programs in this field employ special integration techniques. Perhaps the 
best known of these is the “forward and backward sweep” method of the 
diffusion programs. These techniques have been interpreted variously as 
Gauss elimination, matrix factorization, reduction to Ricatti equation, and 
sometimes have been advanced simply on an ad hoc basis. 
The object of the present paper is to point out the similarity between these 
techniques and those derived from an invariant imbedding approach. For 
this purpose we first outline the invariant imbedding formulation of a linear 
transport problem in the case of a continuous independent variable. We note 
several integration procedures suggested by this formulation and identify 
these with procedures currently in use in reactor programs. As a specific 
example of the finite difference case, we treat the diffusion equations from the 
conventional and the invariant imbedding viewpoints. Finally we compare 
briefly the propagation of roundoff in solving transport problems by an 
imbedding approach and by a more direct method. 
2. INVARIANT IMBEDDING FORMULATION OF REACTOR PROBLEMS 
Many transport problems are governed by linear equations of the form: 
464 
- = Q, P, 4 = Fd-4 P + F,(4P + SI(4 dz 
dP(4 
- __ = G(q, P, 4 = G,(z) q f G,(x)p + S,(z) dz (lb) 
defined on a finite interval, E < .z < x. 
* Work performed under the auspices of the U.S. Atomic Energy Commission. 
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Here p and p are column matrices of unknown functions not necessarily 
of the same size. At the ends of the interval they satisfy the boundary con- 
ditions 
do = ~PK-> + 7 (24 
or 
P(t) = ?- 03) 
and 
P(X) = M4 + Y (34 
or 
q(x) = t. (3b) 
The invariant imbedding formulation of this problem envisions an analog 
process in which the physical variables p and q are represented by particles 
moving to the right or left in a rod as in Fig. 1. The separate elements of 
the vectors p, q correspond to particles of different kinds or states. 
PM -1- 464 -R1 
FIG. 1 
The vectors y  and 7 are interpreted as particles put into the ends of the 
rod by external means. R1 and p1 then represent the particle efflux from the 
right and left ends and, to encompass the boundary condition (2a), we consider 
the left end of the rod to have a reflector such that the multiple %# of the 
efflux is returned to the rod. Similarly one can consider a rod with reflector 
on the right end as in Fig. 2. 
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FIG. 2 
By the usual particle counting argument [l, 21, the dependence of the 
efflux vectors on the positions of the ends of the rod and the influxes is 
expressed by partial differential equations such as: 
G(Rl, y, x) f F(Rl, y, x); RI(t, rl> t> y) = .ffY + 7). 
(4) 
[ - $ (8, '19 %Y) = @+I, P', 6) + G(s, p“, t)] ; p2(x,r],x,y)=y + KT 
(5) 
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where, for example, by aRl/ay’ is meant the rectangular matrix whose 
columns are aR1/i3yi. In the linear case the effluxes have the form: 
R1(t, rl, x, Y) = R:(t, X)Y + R&C, 7,~) 
Pl(E, 7, x, Y) = pxt, 4 Y + pxt, ‘77 4 
R%, 7, x, Y) =z R&t, 4 17 + R&t, xv Y) 
P”(f, 7, x, Y) = P:(t, 4 rl + pa-, x9 Y) 
and the matrices on the right satisfy the Ricatti type equations: 
aR; 
__ = R;G,R: + R;G, + FIR; + F2; ax R:(& 5) = i@ 
aR; 
- = R:G,R; + R&T, -+-FIR; + S,; ax 
ad - = 
ax P:W: + p:G; 
ap', 
ax = P:GR; + p:S,; 
- & P: = P% + P%P: + G + Gp;; 
- j&r; = P% + P:F~P; + S, + G,p;; 
- $ R,2 = RfF, + R;Fzp;; 
- $ R,2 = RfS, + R;FzP;; 
PX5, 71, 5) = 0 
p;(x, x) = K 
PXX, x7 Y) = Y 
R;(x, x) = I 
R;(x, x, y) = 0. 
(1-l) 
(I-2) 
(II-l) 
(11-2) 
U-3) 
P-4) 
(I-5) 
O-6) 
(11-3) 
(11-4) 
(11-5) 
(11-6) 
The “inversion formulas” givingp, q in terms of the R and p quantities are: 
R:(5,4 ~(4 + R;(5, ~1.4 = qC4 
P:(5,4Pc4 + P&k ‘IT 4 = P(6) 
PXZ* xl d4 + P%Z, xv Y) = PM 
Rib, 4 44 + R%t, 3,~) = q(x). 
(I-7) 
(I-8) 
(11-7) 
(11-8) 
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From these equations a number of integration procedures may be identi- 
fied. For example if boundary condition (2a) is given one may use: 
Procedure 1. “Partial Imbedding” 
(i) Solve (I-3,4) for Ri , Ri (forward sweep). 
(ii) Use (I-7) and (3) to find p(x). 
(iii) Eliminate 4 from (lb) using (I-7), solve (lb) for P(Z) (backward 
sweep). 
Procedure 2. “Full Imbedding” 
(i) Solve (I-3 to I-6) for R: , Ri , pi, pi (forward sweep). 
(ii) Use (I-7,8) and (3) to find p(l). 
(iii) Solve (I-S) for p(z), and (I-7) for q(z). 
If the boundary condition (3a) is given, Procedures 1 and 2 are applicable 
with equations numbered (I) replaced by those numbered (II). 
If both conditions (2a) and (3a) are given, one may also use 
Procedure 3. “Symmetric Imbedding” 
(i) Solve (I-3,4) for Ri , Ri (forward sweep) 
(ii) Solve (II-3,4) for py , pi (backward sweep) 
(iii) Solve (I-7), (11-7) for p(z), Q(Z). 
If both the boundary conditions (2b) and (3b) are given, interchanging the 
identification of the physical variables with the p and q of the rod analogs 
converts the boundary conditions back to the forms (2a) and (3a). 
Procedure 1 is identical to that used in the transport program of 
E. Schmidt [3] where we identify his M and N with our Rt , Ri . Procedure 3 
is the same as that used by Waldinger, Agresta, and Goertzel [4] with their 
R, 0, Q, @ identified with our Ri , Rt , ,012, pi. These authors derive the 
procedures by simply assuming the relation (I-7) or (I-7) and (II-7), inserting 
these into the governing Eq. (1) and deducing Eqs. (I-3,4), (II-3,4). This 
approach is certainly more direct than going through the invariant imbedding 
argument. Nevertheless the imbedding formulation provides motivation 
and it is therefore of interest, at the least, conceptually and pedagogically. 
The physical interpretation it provides may yield further useful insight. For 
example, suppose q(z) truly represents a particle current in the original 
physical problem, then Ri([, 0, x) is th e current emerging from x due to 
the sources S, , S, . This suggests that leakage and transmission probabilities 
may be deduced from the intermediate quantities already calculated by 
these programs. Also, the unified presentation of the imbedding approach 
facilitates comparison of the various integration procedures. Thus we see, 
409-35 
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for example, that Procedure I requires the solution of one matrix differential 
equation, (I-3), and two vector equations, (I-4) and (lb), and requires the 
storage of one matrix function, R: , and one vector function, Ri . Procedure 2 
requires computation of two matrix functions, Rf , pi , and two vector func- 
tions, Ri , pi , but does not require the storage of any of these. Only the values 
at z = x are required for step (ii) and for step (iii) the functions Rt , pf 
may be recomputed as part of a second forward sweep. Procedure 3 requires 
computation of two matrix and two vector functions and storage of one matrix 
and one vector. Steps (ii) and (iii) may be done simultaneously in the back- 
ward sweep. 
3. THE DIFFUSION EQUATIONS-FINITE DIFFERENCE CASE 
The forward and backward sweep method of the diffusion codes is essen- 
tially the same as Procedure 1. To show this in detail consider the finite 
difference form of the diffusion equations 
q.4 dx + 1) + w4 + w - 1)194x) 
- D(z ~ 1) p(z - 1) + Z(z) y(z) - S(z) = 0 (6) 
with boundary conditions: 
- WE) b(5 + 1) - dE)I = DDE) + TY 
p(x) = - KO(x - 1) [P)(x) - v(x - I)1 +y, (7) 
where z is now a discrete variable ranging from [ to x and D(z), Z(z) repre- 
sent material properties in the region between the zth and (a + 1)st mesh 
point. The usual approach to these equations, attributed to G. J. Stark [5] 
is to assume the existence of functions KY(Z), /3(z), such that the two point 
recursion relation: 
d4 = [4Z + l)l-’ kP@ + 1) + BP)1 0) 
holds. Using this to eliminate ~(z - 1) from the three point recursion rela- 
tion (6), one obtains a relation between p)(z + 1) and p)(z) which, identifying 
terms with (8), yields: 
a(z + 1) = - F(z) D(z - 1) C’(zz) + D-l(z) [D(x) + D(.a - 1) + &z)] 
(9) 
/3(z) = D-l(z) D(” - 1) “-r(z) &z - 1) + D-i(z) S(z) (10) 
two point relations for LX and /3. Thus, to solve (6), one first solves (9) and (10) 
in a forward sweep (using starting values determined by the boundary 
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conditions at the left end) then solves (8) in a backward sweep using the known 
values of 01, /3 and a starting value of F determined by the boundary condition 
at the right. 
To treat this same problem by invariant imbedding we introduce the varia- 
ble J(z), and rewrite (6) in the form: 
Jb + 1) - .I(4 = - -v) 944 + %4 (114 
- [y(z + 1) - f&q] = Wz) J(x + 1) (1 lb) 
and set up the rod analog as in Fig. 3. For conciseness we omit f ,  7 from the 
argument list of R1. Performing a balance on the last mesh interval 
Ye) - I- J(4 +Rl(x ,Y) 
i 
-_ j 
z+l .... x L-i +YY 
FIG. 3 
Rl(x - 1, y  + D-1(x - 1) Rl(x, y)) ---f 
1 I 
- R’(x, y) 
y + D-l@ - 1) RYx, Y) ‘-, _ 1 5-Y 
and using (1 la), we find that R’ satisfies the relation: 
Rl(x, y) = Rl(x - 1, y  + D-l(x - 1) Rl(x, y)) 
- X(x - 1) [y + D-l+ - 1) I+, y)] + S(x - 1) 
with boundary condition: 
(124 
=(f + 1, Y) = X[Y + WE) =(f + 1, ~11 + rl. Wb) 
Equations (12) are the finite difference analogs of Eqs. (4). 
To solve for Rl we may assume, since the problem is linear, the form 
R’(x, y) = R:(x) y + R;(x). 
Putting this form into (12) we obtain 
R:(x)y + R;(x) = R:(x - I){y + D-*(x - 1) [R:(x)y + R;(x)]} + R’z(x - 1) 
- Z(x - 1) (y + D-*(x - 1) [R:(x) y + R;(x)l} + S(x - 1) 
R:(f + I)y + R:(f + 1) = -%{y -L o-‘(f) [R:(f + 113’ + Ri(f + l>l) + rl 
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and, since these must hold for ally, 
R;(x) = R&x - 1) + Ri(x - 1) D--‘(x - 1) H:(x) 
-- Z(x - 1) - Z(x - 1) D-‘(x - 1) R;(x) (111-3)’ 
z?@ + 1) = [l - 2z!-‘(~)]-’ x 
R&c) _- Rgc - 1) -I.- R;(x - I) I)-1(.x ~ 1) R;(x) 
+ S(X - 1) - Z(x - 1) U-‘(x -- 1) R;(x) (111-4) 
R# + 1) = [l - 2K!-‘(~)]-1?j. 
Thus, knowing D and 7, R:(x) and Ri( x can be found in a forward sweep, ) 
To find the flux 9 in terms of the R functions we have the “inversion” 
formula 
I(4 = R%, ~44) = R:(4 ~$4 + R:(4, (111-7) 
and following Procedure 1 use this to eliminate J from (1 lb), obtaining 
y(z) = [l f  U-‘(z) R:(z f l)] cp(z + 1) + D-‘(z) R&z f 1). (13) 
Comparing (13) with (8) we see the following connections 
a(z) = [D(x - 1) + R:(z)]~-r O(” -- 1) 
/3(z) = [D(z) f R:(z + l)]-‘R:(.z + 1) (14) 
between the a, j? quantities of the sweep method and the Ri , Ri quantities 
of the invariant imbedding method. 
4. STABILITY CONSIDERATIONS 
In the introduction we indicated that the main motivation for the imbed- 
ding approach to neutron transport problems is that it yields numerical 
1 If T, J in (11) are n element column matrices, Eq. (111-3) is an n x 11 matrix equa- 
tion. It is interesting to note in this case that if [R,l(x) + D(x - l)]-’ exists, R,’ 
satisfies not only (111-3) but also 
R,‘(x) = l?,yx - 1) + R,‘(x) D-‘(x - 1) R,‘(x - 1) - 2(x - 1) 
- R,‘(x) D-‘(x - 1) Z(x - 1) 
which is like (111-3) except for interchanges of order in the second and fourth terms. 
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procedures which are stable against the accumulation of roundoff errors 
while most other (non iterative) methods are not. To bring out this point more 
clearly we consider, as an illustrative example, the propagation of roundoff 
in the solution of the P, equations [6]. To simplify the argument we deal 
with a uniform slab in which the scattering is isotropic and c (the number of 
neutrons emerging from a collision) is less than one. 
In matrix form these equations are 
p sy + Z%(z) = S(z) 
where P and Z are coefficient matrices and F and S are vectors containing the 
Legendre components of the flux and source respectively. The usual bound- 
ary conditions for (15) impose relations between odd and even Legendre 
components of the flux. If  we denote by F+ and F- vectors whose components 
are respectively the even and odd Legendre components, the boundary 
conditions may be expressed 
F-(5) = zF+(5) (164 
KF-(x) = F+(x). (16b) 
The straightforward (nonimbedding) method [7] of solving (15) and 
(16) is to introduce a matrix, M(t), such that 
p dMc4 --Jg-- + zJq.4 = 0, W4) = I 
and a particular solution f(z): 
P fg + Zf(,z) = S(z), .fw =.fo f 
Then 
F(z) = M(z) v  +.f(z) (19) 
where V is a vector determined by Eqs. (16). One might suppose that Eqs. (17) 
and (18) could be solved by marching from left to right. Unfortunately, this 
process is unstable in the sense that roundoff errors will accumulate uncon- 
trollably. To see this, suppose, in computingf(z), a roundoff error is made 
at z = p. Computation from this point on yields notf(z) butf(z). I f  we denote 
+) = Ag -f(z), 
d44 - = - P-l&(z), 
dx x >p. 
For the isotropic case at hand it is known [6] that the 1 + 1 eigenvalues of 
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P-l.Z are all real and (2 + I)/2 of them are negative.” The length of E(Z) 
therefore will, in general, grow without bound as z increases. As a result of 
this behavior of the roundoff the straightforward method for solving (15) 
and (16) is of limited utility. 
Turning to the invariant imbedding method we rewrite (15) in terms of 
the F, , F- vectors. The resulting equations have the form: 
dF-(z) - = - AF+(z) + S,(z) 
dx 
_ %$ = BP-(z). @lb) 
Identifying these with Eqs. (1) and Eqs. (16) with Eqs. (2), we have from 
(I-3, 4, 7) 
aR: 
- = R;BR; - A, 
8X 
R:(f) = .% 
aRl, 
- = R;BR; $ s, , ax R;(t) = 0 
(22) 
R:(z) F,(z) + R&4 = F-M, 
and followingProcedure 1, we have from (21 b) and (24) 
(24) 
- @$ = B(z) R;(z) F+(z) + B(z) R,‘(z). (25) 
To show that this imbedding method is stable against roundoff accumulation 
multiply (22) on the right by B 
& (R;B) - (R;B)2 = - AB = - k’. (26) 
By comparing Eqs. (15) and (21) it may be shown that the eigenvalues of 
the matrix AB = k2 are the squares of the eigenvalues of P-l2 and therefore 
are all positive. Thus we can define the matrix k, the square root of k2, and 
we can show that R: approaches - kB-l as x -+ CO. To do this let 
RiB = 6 - k in Eq. (26), then 
g + k8 + Sk - 62 = 0. 
2 We suppose that 1 is odd since even P2 approximations are rarely used. 
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Now attempt a solution in the form S = e--kxUe-kz. Then U must be such that 
&U-l) = - e-2k2 
I.e., 
so that finally 
U-l(x) - U-l([) = (2k)-l (e-2kE - e-2”“) (29) 
R:(x) = eckz[l - U(t) (2k)-l(eczk~ - e-2ks)]-1 U(f) e-““B-l - kB-l. (30) 
I f  the bracketed matrix in Eq. (30) were singular at some point, x,, , it would 
imply that the slab could be made critical with boundary condition 
F-(X,) = 0. For our present purposes we exclude this case. Thus Eq. (30) 
shows that R~(x)+---KB-~ as x -+ CO. If a roundoff error is made in solving(22) 
at some point, say p, then from there on one would generate a:(x) in place 
of R:(x). I f  the error is sufficiently small then from (30) 
R:(x) - R:(x) = eck2{[I - U(p) (2k)-l (eczkp - e-2ks)]-1 U(p) 
- [I - U(f) (2k)-l (eczkc - ec2kz)]-1 U(t)} e-kxB-l 
for x > p and therefore 
(31) 
!i% [&) - R:(x)] = 0. 
Thus in the treatment of nonmultiplying systems the imbedding equation (22) 
is stable against roundoff in contrast to Eq. (18) of the direct method. Similar 
arguments show that Eqs. (23) and (25) are also stable. 
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