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Abstract
The background information relevant to understanding skyrmions and dark matter is first reviewed. PeV
scale skyrmions as a coherent state of dark heavy mesons with an Anderson-Higgs portal coupling to the
Standard Model are analyzed as dark matter. Their creation would have been non-thermal via a chiral phase
transition in the early universe. It turns out that it does not matter whether the transition is First Order
or Second Order. Constraints are put on the skyrmion parameter g2VMS , where gV is the Skyrme coupling
and MS is the skyrmion mass, which indicate that it is possible for the skyrmions to be PeV scale and for
gV . 1. For the dark mesons to not contribute significantly to dark matter they must be TeV scale if gwh,
their coupling to the Anderson-Higgs field, is to be perturbative. Considering the dark skyrmions as coherent
states of the dark mesons gives an expression for the skyrmion-nucleon scattering cross section in terms of
gV , gwh, and MS . Direct dark matter detection experiment results are used to constrain gV in terms of gwh
for 100TeV ≤ MS ≤ 10PeV. It is possible for gV to be of perturbative strength, especially for skyrmion
masses closer to 10PeV. Future direct detection experiments will yield even more stringent constraints.
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Conventions and Notation
The following natural unit convention will be used,
~ = c = kB = 1, (1)
except in circumstances where it is noted otherwise.
Unless otherwise stated, Latin indices run from 1 to 3 and Greek indices run from 0 to 3. Indices that
appear twice in a term are implicitly summed over, unless otherwise stated. In particular, a pair of repeated
lower indices indicate the Euclidean inner product while a pair of upper and lower repeated indices indicate
the Minkowskian inner product. A 3-vector vi = (v1, v2, v3) may also be written using boldface as v.
The Minkowski metric is written here as
ηµν = η
µν =

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1
 (2)
A contravariant 4-vector vµ in Minkowski space is
vµ = (v0, v), (3)
meaning that it transforms under a Lorentz transformation Λµν as
vµ → v′µ = Λµνvν . (4)
A covariant vector
vµ = (v
0,−v) (5)
transforms under the same Lorentz transformation as
vµ → v′µ = (Λ−1)νµvν (6)
The inner product of two 4-vectors vµ and wµ in Minkowski space is
vµwµ = ηµνv
µwν . (7)
The partial derivative is sometimes written as
∂
∂xµ
= ∂µ. (8)
Any other notational conventions used will be noted and explained when they first appear.
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Chapter 1
Introduction
Dark matter is a mysterious cosmological phenomenon which interacts only gravitationally. The term ”dunkle
Materie”, or in English ”dark matter”, was coined in 1933 by F. Zwicky when he found that the Coma Cluster
must have a mass much larger than the mass accounted for by only its visible components [1]. Since then,
much compelling evidence for dark matter has been found in observations of the motion of and gravitational
lensing due to galaxies and galaxy clusters.
Skyrmions were originally proposed as a nucleon model by T.H.R. Skyrme in 1962 [2], [3]. They are
stable topological defects created from chiral symmetry breaking in the nonlinear σ-model. They are also a
possible candidate for dark matter.
First a review of symmetry and symmetry breaking, especially in σ-models, is given. This leads naturally
to a discussion of skyrmions themselves. As skyrmions are a type of topological defect, the phase transitions
from which these defects can arise are reviewed. The nature of dark matter is then discussed.
With the relevant background information laid out, the aim of this thesis is to analyze non-thermally
created PeV (peta-electron volt, or 1015eV) scale skyrmions with an Anderson-Higgs portal coupling to
Standard Model particles as dark matter. In comparison to the skyrmion mass scale of interest here, note
that the most recent LHC run reached a maximal center of mass energy of 13TeV (or 1.3 × 1013eV) in
2015 [4]. In this analysis, direct dark matter experimental search results are referred to in order to place
constraints on these very heavy dark skyrmions.
1
Chapter 2
Continuous Symmetry and Field
Theory
Invariance under a transformation is called symmetry. Symmetry in the Lagrangian density provides valuable
information about the system in question, especially symmetry under the action of a Lie group G. If G does
not depend on the spacetime location, it is called a global symmetry group. If the elements of G are
spacetime-dependent, then G is a local symmetry group, and a gauge field must be introduced.
2.1 Lie Groups
A continuous transformation is one which can be written as a composition of infinitesimal transformations.
A Lie group [5], [6](pp.495-504), [7](pp.49-69) G is a group of continuous transformations U(ξ) which are
determined by a finite set of N parameters ξa, a = (1, 2, ..., N), and are differentiable with respect to said
parameters.
An infinitesimal group element is one that is very close to the identity. Suppose, for the Lie group G, that
ξ0 is the set of parameters that determines the identity element, meaning U(ξ0) = 1. Taking an infinitesimal
group element U(δξ) ∈ G and Taylor expanding it about ξ = ξ0 yields
U(δξ) = U(ξ0) +
(
∂aU(ξ)
∣∣∣
ξ=ξ0
)
δξa +O(δξ2). (2.1)
The generators Tµ of the Lie group are defined by
−iTa = ∂aU(ξ)
∣∣∣
ξ=ξ0
, (2.2)
so that
U(δξ) = U(ξ0)− iTaδξa +O(δξ2). (2.3)
A finite group element U(ξ) is obtain by taking n successive infinitesimal elements where δξ = ξ/n as
n→∞. Ignoring the higher order terms,
U(ξ) = lim
n→∞U(δξ)
= lim
n→∞
(
1− iTa ξ
a
n
)n
= e−iTaξ
a
.
(2.4)
Every Lie group has an associated Lie algebra which gives the generators necessary commutation relations,
[Ta, Tb] = ifabcTc, (2.5)
where fabc is the structure constant of the Lie algebra. This means the generators also satisfy the Jacobi
identity,
[[Ta, Tb], Tc] + [[Tb, Tc], Ta] + [[Tc, Ta], Tb] = 0. (2.6)
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2.1.1 SU(2)
The group of special (unit determinant) unitary N × N matrices, SU(N), is an example of a Lie group.
SU(N) has N2 − 1 degrees of freedom. Of particular importance here is SU(2). It has 22 − 1 = 3 degrees
of freedom which means it has three generators Ta, a = 1, 2, 3. The generators must obey
[Ta, Tb] = iabcT
c, (2.7)
where the structure constant abc is the Levi-Civita symbol. The Pauli matrices,
τ1 =
(
0 1
1 0
)
, τ2 =
(
0 −i
i 0
)
, τ3 =
(
1 0
0 −1
)
, (2.8)
satisfy this and therefore provide a basis for the corresponding Lie algebra. Note that this Lie algebra has
the same structure as SO(3), the group of special orthogonal matrices, which describes three-dimensional
rotations.
2.2 Lagrangian Field Theory
Lagrangian field theory [7](pp.23-48) is like Lagrangian mechanics for fields. Recall that the Lagrangian, L,
is the difference between the kinetic energy and the potential energy of the system which it describes. It is
a function of N generalized coordinates qi(t), i = 1, ..., N , and their velocities, q˙i(t). For field theory, the
qi are replaced by fields φi(x) and the q˙i(t) are replaced by ∂µφi(x), µ = 0, 1, 2, 3. The Lagrangian density,
L(φi, ∂µφi), is defined by
L =
∫
Ld3x. (2.9)
The action is given by
S =
∫
Ld3xdt =
∫
Ld4x. (2.10)
The principle of least action requires that the variance of the action with respect to the φi be minimized.
That is,
0 = δS
=
∫
δLd4x
=
∫ (
∂L
∂φi
δφi +
∂L
∂(∂µφi)
δ(∂µφi)
)
d4x
=
∫ (
∂L
∂φi
− ∂µ
( ∂L
∂(∂µφi)
))
δφid
4x,
(2.11)
where the last step used δ(∂µφi) = ∂µ(δφi) and integration by parts. The variation in φi is non-zero, δφi 6= 0,
so the other factor in the integrand must be equal to 0. This gives the equations of motion,
∂L
∂φi
− ∂µ
( ∂L
∂(∂µφi)
)
= 0. (2.12)
In field theories, the equations of motion are often called the field equations or the Euler-Lagrange equations.
2.2.1 Noether’s Theorem
Noether’s theorem says that for every continuous symmetry, there is an associated conserved current (and
charge). Substituting the equations of motion, Eq. (2.12), into the variation of the Lagrangian density, it is
easy to see that
δL = ∂µ
( ∂L
∂(∂µφi)
δφi
)
. (2.13)
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Recall that this is equal to zero in order to satisfy the principle of least action. Therefore there exists the
conserved current
jµ =
∂L
∂(∂µφi)
δφi, (2.14)
so-called because ∂µj
µ = 0. Every conserved current also has an associated conserved charge,
Q =
∫
j0d3x. (2.15)
As an important example, consider an infinitesimal continuous transformation x→ x+ , for which the
field φ(x) transforms via a Taylor expansion approximation as φ → φ + µ∂µφ. The variation in the field
therefore is
δφ = µ∂µφ. (2.16)
Substituting this into Equation (2.13) gives
δL = µ∂ν
( ∂L
∂(∂νφi)
∂µφi
)
. (2.17)
The variation in the Lagrangian density can also be expressed using a Taylor expansion,
δL = µ∂µL = µgνµ∂νL, (2.18)
where gµν is the metric. Putting this all together yields
δL = ∂µ
( ∂L
∂(∂µφi)
∂νφi − gµνL
)
ν . (2.19)
This gives the definition of the energy-momentum tensor,
Tµν =
∂L
∂(∂µφi)
∂νφi − gµνL. (2.20)
Noether’s theorem tells us this is a conserved quantity,
∂µT
µ
ν = 0, (2.21)
corresponding to the conservation of energy and momentum. The fan-favourite component of Tµν is T 00,
the energy density.
2.2.2 Quantum Field Theory
This is a good point to briefly discuss quantum field theory [6](pp.13-76), [7](pp.109-138), [8](pp.495-515).
In quantum mechanics, dynamical variables such as position and momentum are quantized and therefore
are operators. For the canonical formalism of quantum field theory, the fields themselves are the quantized
operators, and this is referred to as second quantization.
Klein-Gordon Fields
A spin-0 field φ(x) = φ(x, t) with mass m is a scalar field which satisfies the Klein-Gordon equation
(∂µ∂
µ +m2)φ(x) = 0. (2.22)
The field is an operator and is written as the Fourier transform of annihilation and creation operators. A
real Klein-Gordon field looks like
φ(x) =
∫
d3k
(2pi)3/2
√
2ω(k)
(
a(k)e−ikx + a†(k)eikx
)
, (2.23)
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where
ω2(k) = k2 +m2. (2.24)
Note that for brevity, kx = kµx
µ. The creation operator a†(k) creates a φ particle with momentum k and
acts on the vacuum |0〉 as
a†(k) |0〉 = |k〉 . (2.25)
The annihilation operator a(k) destroys a φ particle with momentum k. It annihilates the vacuum, and it
also annihilates any state that has no φ particle with momentum k so that
a(k) |k ′〉 = δ(k − k ′) |0〉 . (2.26)
The only non-vanishing commutation relation for the annihilation and creation operators is
[a(k), a†(k ′)] = δ(k − k′). (2.27)
The Hamiltonian operator is
H =
∫
d3kω(k)a†(k)a(k). (2.28)
If the field φ(x) is a complex Klein-Gordon field then it is expressed as
φ(x) =
∫
d3k
(2pi)3/2
√
2ω(k)
(
a(k)e−ikx + b†(k)eikx
)
, (2.29)
where the operator b†(k) creates an antiparticle with momentum k (and b(k) destroys one). The antiparticle
ladder operators b(k) and b†(k) obey the same commutation relations as the particle ladder operators with
the additions
[a(k), b(k ′)] = [a†(k), b(k ′)] = 0. (2.30)
The Hamiltonian operator in this case is
H =
∫
d3kω(k)(a†(k)a(k) + b†(k)b(k)). (2.31)
Dirac Fields
A spin-1/2 field ψ(x) with mass m obeys the Dirac equation
(iγµ∂
µ −m)ψ(x) = 0, (2.32)
where the γµ are 4× 4 matrices known as the Dirac matrices which obey the anti-commutation relation
{γµ, γν} = 2ηµν . (2.33)
In the basis known as the Dirac basis, these matrices are
γ0 =
(−1 0
0 1
)
, γi =
(
0 σi
−σi 0
)
, (2.34)
noting that each entry is a 2× 2 matrix and the σi are the Pauli matrices. A Dirac field takes the form
ψ(x) =
∑
s=↑,↓
∫
d3p
(2pi)3/2
√
2ω(p)
(
a(p, s)u(p, s)e−ipx + b†(p, s)v(p, s)eipx
)
, (2.35)
where a(p, s) destroys a particle with spin s, b†(p, s) creates an antiparticle with spin s, and u(p, s) and
v(p, s) can be written as
u(p, 1/2) =
1√
ω(p) +m

ω(p) +m
0
p3
p1 + ip2
 , (2.36)
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u(p,−1/2) = 1√
ω(p) +m

0
ω(p) +m
p1 − ip2
−p3
 , (2.37)
v(p, 1/2) =
1√
ω(p) +m

p1 − ip2
−p3
0
ω(p) +m
 , (2.38)
v(p,−1/2) = 1√
ω(p) +m

p3
p1 + ip2
ω(p) +m
0
 . (2.39)
Note that the adjoint of ψ(x) is ψ(x) = ψ†(x)γ0.
The non-vanishing anti-commutation relations that the creation and annihilation operators obey are
{a(p, s), a†(p′, s′)} = {b(p, s), b†(p′, s′)} = δs,s′δ(p − p′). (2.40)
The spinors u(p, s) and v(p, s) follow some helpful properties including
u(p, s)u(p, s′) = −v(p, s)v(p, s′) = 2mδs,s′ , (2.41)
∑
s
u(p, s)u(p, s) = m1 + γµpµ, (2.42)
∑
s
v(p, s)v(p, s) = −m1 + γµpµ. (2.43)
The Hamiltonian is
H =
∑
s
∫
d3pω(k)(a†(p, s)a(p, s) + b†(p, s)b(p, s)). (2.44)
2.3 Local Symmetry Transformations
Consider a generalized Lagrangian density for an n-component field φ(x),
L = (∂µφ†)(∂µφ)− V (φ), (2.45)
and an m−parameter symmetry group G whose elements depend on space-time coordinates xµ. Call the
generators of G in the representation as T a, a = 1, . . . ,m. It is easy to see that the Lagrangian density is not
invariant under the action of G. To achieve invariance, a few adjustments to the Lagrangian density must be
made [10](pp.28-29). For starters, a gauge vector field Aµ = A
a
µT
a must be introduced. The gauge-covariant
derivative Dµ replaces the derivative ∂µ and is defined as
Dµφ = (∂µ − ieAµ)φ. (2.46)
Finally, a term − 14F aµνF aµν must be added to the Lagrangian density, with the definition
F aµν = ∂µA
a
ν − ∂νAaµ + efabcAbµAcν , (2.47)
where e is the gauge coupling constant and fabc are the structure constants of G. Another way to express
this, using Fµν = F
a
µνT
a, is
Fµν = ∂µAν − ∂νAµ − ie[Aµ, Aν ]. (2.48)
This is called Yang-Mills theory. Note that if G is abelian, then fabc = 0.
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Putting this all together, the generalized gauge-covariant Lagrangian density is
L = (Dµφ)†(Dµφ)− V (φ)− 1
4
F aµνF
aµν . (2.49)
A gauge transformation g(x) ∈ G represented by the matrix D(g) induces the transformations
φ→ D(g)φ, (2.50)
Aµ → D(g)AµD−1(g) + i
e
D(g)∂µD(g), (2.51)
Dµφ→ D(g)Dµφ, (2.52)
Fµν → D(g)FµνD−1(g). (2.53)
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Chapter 3
Spontaneous Symmetry Breaking and
σ-Models
Spontaneous symmetry breaking [6](pp.351-352), [7](pp.187-208), [10](pp.23-30) occurs when a field has a
non-zero vacuum expectation value. If the symmetry is global, spontaneous symmetry breaking results in
massless Nambu-Goldstone bosons. If the symmetry is local, spontaneous symmetry breaking causes the
gauge field to “eat” the Nambu-Goldstone bosons and become massive.
Chiral symmetry and its breaking [11](pp.123-155) is exhibited by σ-models. The linear σ-model involves
global chiral symmetry. When this symmetry is spontaneously broken, the new set of ground states is called
the chiral sphere. The chiral sphere gives a nonlinear realization of the σ-model, which can be expressed using
an exponential parametrization. Gauged chiral symmetry breaking in the nonlinear σ-model [11](pp.261-283)
leads to the Skyrme Lagrangian.
3.1 Global Spontaneous Symmetry Breaking
To understand spontaneous symmetry breaking, the Lagrangian density of the system in question must be
analyzed. The generalized Lagrangian density for an n-component field φ(x) can be expressed as
L = (∂µφ†)(∂µφ)− V (φ), (3.1)
where V (φ) is the potential of the field. Suppose the Lagrangian density is invariant under the action of
an m−parameter Lie group G. It will initially be assumed that G is a global Lie group, meaning that its
elements do not depend on space-time. A transformation under the action of an element g ∈ G can be
represented as
φi → φ′i = e−iwaT
a
ijφj = Dij(g)φj , (3.2)
where the wa are the parameters of the Lie group and the T a are its generators in the representation,
a = 1, . . . ,m. The n× n matrix D(g) represents g.
The set of ground states of the theory is called the vacuum. Suppose φ = φ+ is a ground state. If there
are values of φ 6= φ+ that minimize the potential V (φ), then the vacuum expectation value, say φ−, is not
equal to φ+. This means that φ+ corresponds to a false vacuum, which is a state of unstable equilibrium.
When the vacuum transitions from the false vacuum to the stable, true vacuum, the symmetry under
the action of G is spontaneously broken. This means that there are elements of G which do not leave φ−
invariant. The elements under which φ− is invariant form a subgroup H ⊂ G, defined as
H = {g ∈ G : D(g)φ− = φ−}. (3.3)
Call the generators of H in the representation as ta, which can be chosen so that they are a subset of the T a.
The ta are known as the unbroken generators and must satisfy taφ− = 0. The leftover generators, say they
are represented by T a, are called the broken generators and do not annihilate the true vacuum, T aφ− 6= 0.
The broken generators generate the coset space G/H, otherwise known as the vacuum manifold.
8
In a unitary representation of G, the kinetic term of the Lagrangian density is clearly invariant under
the action of G. However, the potential term is invariant only if V (φ) = V (D(g)φ).
Consider an infinitesimal transformation φ→ φ′ = φ+ δφ. For invariance, V (φ) = V (φ+ δφ). Since
V (φ+ δφ) = V (φ) +
∂V (φ)
∂φi
δφi + . . . , (3.4)
invariance requires that
∂V (φ)
∂φi
δφi = 0. (3.5)
Taking the second derivative yields
∂2V
∂φj∂φi
δφi +
∂V
∂φi
∂(δφi)
∂φj
= 0. (3.6)
Near a true vacuum state φ′ = φ−, there is an infinitesimal perturbation for each T a so that δφa = T aφ−.
Then for each T a, Equation (3.6) becomes
∂2V
∂φj∂φi
∣∣∣∣∣
φ=φ−
T aijφ−j = 0. (3.7)
The potential can be expressed as
V (φ) = V (φ−) +
1
2
∂2V
∂φj∂φi
∣∣∣∣∣
φ=φ−
(φ− φ−)i(φ− φ−)j + . . . , (3.8)
which means the mass matrix elements are
µ2ij =
∂2V
∂φj∂φi
∣∣∣∣∣
φ=φ−
. (3.9)
Note that the eigenvalues of µ2ij are non-negative because they correspond to the second derivative evaluated
at a minimum. Equation (3.7) and the fact that T aφ− 6= 0 means that dimG − dimH mass matrix eigen-
values, one for each broken generator, must be zero. Therefore, each broken generator has a corresponding
massless boson called a Nambu-Goldstone boson. This result is called Goldstone’s Theorem.
3.2 Gauged Symmetry Breaking
Instead of having global symmetry, let the symmetry group G now depend on space-time coordinates xµ.
Recall from Section 2.3 that the generalized gauge-covariant Lagrangian density is
L = (Dµφ)†(Dµφ)− V (φ)− 1
4
F aµνF
aµν . (3.10)
Now tiny flucations φ = φ−+φ′ about a true vacuum expectation value φ− yield a mass term in (Dµφ)†(Dµφ)
which is
M2abA
a∗
µ A
bµ = e2(T aT b)ijφ−iφ−jAa∗µ A
bµ. (3.11)
The gauge can be chosen such that the other mass matrix µij from Equation (3.9) refers only to the
unbroken subspace H. Looking at it this way then, the massless Nambu-Goldstone boson are gone, having
been absorbed by the broken gauge fields as additional spin states. This is called the Anderson-Higgs
mechanism and the fluctuation φ′(x) is called the Anderson-Higgs field.
9
3.2.1 Electroweak Symmetry Breaking
The use of the term “Anderson-Higgs field” generally refers to that of electroweak theory. In this case, the
Anderson-Higgs field [7](pp.220-232), [6](pp.715-716) is a complex doublet
H(x) =
1√
2
(
H1(x) + iH2(x)
H3(x) + iH4(x)
)
. (3.12)
The gauge can be chosen to be what is called the unitary gauge by choosing the right local SU(2) transfor-
mation U(x) such that
U(x)H(x) =
1√
2
(
0
vh + h(x)
)
(3.13)
where h(x) is a real scalar field with vacuum expectation value
〈h〉 = 0. (3.14)
It is easy to see now that
H†H =
v2h
2
+ vhh(x) +
h2(x)
2
. (3.15)
Note that vh is related to the vacuum expectation value of H
†H by
〈H†H〉 = v
2
h(x)
2
. (3.16)
The potential can be shifted to reflect this true ground state state, resulting in
V (H†H) = µ2
(
H†H − v
2
h
2
)
− λ
4
(
H†H − v
2
h
2
)2
= µ2
(
vhh(x) +
h2(x)
2
)
− λ
4
(
vhh(x) +
h2(x)
2
)2
.
(3.17)
The bosons that become massive in this case are the W+,W−, and Z bosons which mediate the weak force.
3.3 Topological Defects
The topology of the vacuum manifold involved in spontaneous symmetry breaking determines the type of
topological defects [9], [10](pp.54-85), [11](pp.219-242) which can occur.
3.3.1 Homotopy
Consider two manifolds X and Y without boundary, and with points x0 ∈ X and y0 ∈ Y . Also consider two
continuous maps f1, f2 : X 7→ Y where f1(x0) = f2(x0) = y0. The points x0 and y0 are called base points
and the maps f1 and f2 are called based maps. The maps f1 and f2 are called homotopic if there exists a
continuous map f˜ : X × [0, 1] 7→ Y such that, for all t ∈ [0, 1] and x ∈ X, f˜(t = 0;x) = f1, f˜(t = 1;x) = f2,
and f˜(t;x = x0) = y0. Maps such as f˜ are called continuous deformations.
Homotopy is a type of equivalence relation, so maps from X to Y can be sorted into equivalence classes.
If X is the n-sphere Sn, these equivalence classes form a group under composition called pin(Y ), the nth
homotopy group of Y (n = 1, 2, 3, . . . ). Different elements of pin(Y ) have different topological charges. The
topological charge is defined by how many times and the direction in which a mapping wraps around the
base base point y0. For pi1(Y ), the topological charge is called the winding number, but the term “winding
number” is often used generally to mean the topological charge associated with mappings in any pin(Y ).
Spontaneous symmetry breaking can cause topological defects, also known as topological solitons, to form
when the homotopy group of the vacuum manifold, sayM, is non-trivial (recall that the trivial group is just
the identity group). There is an associated topological current density Wµ for which the topological charge
W is defined as
W =
∫
W0d
3x. (3.18)
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3.3.2 Types of Topological Defects
The types of topological defects that can form due to spontaneous symmetry breaking depend on the topology
of the vacuum manifold M. Domain walls, generally associated with discrete symmetry breaking, have
dimension 2 and occur when M is disconnected, in which case pi0(M) 6= I. If pi1(M) 6= I then M has
unshrinkable loops and cannot be simply connected. This causes 1-D topological defects called strings.
Zero-dimensional topological defects are called monopoles and occurs whenM has unshrinkable surfaces, so
that pi2(M) 6= I. The relevant topological defect here is called a texture, which occurs for pi3(M) 6= I.
3.4 The Linear σ-Model
Chiral transformations [12](pp.13-15) should include transformations that preserve parity and those that
do not. Consider 3-rotations of a 3-component real field φ generated by Ii, i = 1, 2, 3, which obey the
commutation relations of Eq. (2.7). The commutation relations mean the Ii mix together the components
of φ. Since these just generate rotations, they cannot violate parity. To include parity violation, add a 4th
real component, φ0, to φ (note that the metric here is Euclidean), and three more generators Kj , j = 1, 2, 3.
The Kj mix components of φ with φ0. The Ii remain having nothing to do with φ0. The algebra of these
six generators is
[Ii, Ij ] = iijkIk, [Ii,Kj ] = iijkKk, [Ki,Kj ] = iijkIk. (3.19)
This is the Lie algebra of the group of special orthogonal 4× 4 matrices, SO(4). However, these generators
can be used to define the left-chiral and right-chiral generators,
Li =
1
2
(Ii −Ki), Ri = 1
2
(Ii +Ki). (3.20)
Then,
[Li, Lj ] =
1
4
[Ii −Ki, Ij −Kj ]
=
1
4
(
[Ii, Ij ]− [Ii,Kj ]− [Ki, Ij ] + [Ki,Kj ]
)
=
1
4
(
2iijkIk − iijkKk + ijikKk
)
= iijkLk,
(3.21)
and similarly,
[Ri, Rj ] = iijkRk, [Li, Rj ] = 0. (3.22)
Therefore both the Ri and Li generate independent Lie algebras, each corresponding to SU(2). In other
words, SO(4) is isomorphic to SU(2)L × SU(2)R.
The above construction of SU(2)L×SU(2)R is called a (linear) σ-model. This is because traditionally φ
is the triplet of pions pi under the action of 3-isorotations and the additional component φ0 is usually called
σ.
A simple Lagrangian density for the linear σ-model, where all the fields are massless is
L = 1
2
∂µφα∂
µφα =
1
2
∂µφ0∂
µφ0 +
1
2
∂µφi∂
µφi. (3.23)
A global infinitesimal chiral transformation corresponds to a global rotation by infinitesimal angles i
which transforms the φα as
φi → φi + φ0i, (3.24)
φ0 → φ0 − φii. (3.25)
Therefore
∂µφi∂
µφi →∂µ(φi + φ0i)∂µ(φi + φ0i)
= ∂µφi∂
µφi + i∂µφi∂
µφ0 + i∂µφ0∂
µφi + ii∂µφ0∂
µφ0,
(3.26)
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∂µφ0∂
µφ0 →∂µ(φ0 − φii)∂µ(φ0 − φjj)
= ∂µφ0∂
µφ0 − j∂µφ0∂µφj − i∂µφi∂µφ0 + ij∂µφi∂µφj .
(3.27)
Discarding the terms that are second order in i, it is easy to see that
L → L. (3.28)
That is, the Lagrangian density (3.23) is invariant under chiral transformations.
3.4.1 Spontaneous Chiral Symmetry Breaking
Some mass and interaction terms can be added to the Lagrangian density of Eq. (3.23) so that it becomes
L = 1
2
∂µφ0∂
µφ0 +
1
2
∂µφi∂
µφi − µ21(φ20 + φiφi − µ2)2, (3.29)
where µ1 and µ2 are constants. These new terms transform under Eqs. (3.24), (3.25) as
φ20 →(φ0 − φii)(φ0 − φjj)
= φ20 − 2φ0φii + ijφiφj ,
(3.30)
φiφi →(φi + φ0i)(φi + φ0i)
= φiφi + 2φ0φii + φ
2
0ii.
(3.31)
Discarding the terms which are second order in i, the Lagrangian density is still invariant under chiral
transformations.
This new addition to the Lagrangian density is the potential whose extrema satisfy
∂V
∂φα
= 4µ21(φ
2
0 + φiφi − µ2)φα = 0. (3.32)
If µ2 < 0 then 〈φ0〉 = 〈φi〉 = 0 but if µ2 > 0 then the ground state satisfies
〈φ0〉2 + 〈φi〉 〈φi〉 = µ2. (3.33)
The latter, broken, vacuum manifold is called the chiral sphere, which is a 3-sphere S3 ∼= SU(2). When
the φi are identified as pions, µ2 is identified as f
2
pi , the pion decay constant. From this point, the general
substition µ2 ≡ f2 is made, as well as µ1 ≡ µ.
Figure 3.1: The linear σ-model potential V (φα), with the coordinates centered at the false vacuum. The
circle at the bottom of the potential is the chiral sphere. Note that φ has been suppressed to one-dimension.
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In the broken phase, the mass matrix elements are
∂2V
∂φα∂φβ
∣∣∣∣∣
〈φµ〉〈φµ〉=f2
= 8µ2 〈φα〉 〈φβ〉+ 4µ2(〈φα〉 〈φα〉 − f2)δαβ
= 8µ2 〈φµ〉 〈φµ〉 .
(3.34)
No point on the vacuum manifold is preferred over the other. One possible ground state solution is
〈φ〉 = 0, 〈φ0〉 = −f. (3.35)
Figure 3.2: The linear σ-model potential V (φα) in terms of the shifted field φ
′
0 = φ0 + 〈φ0〉 for 〈φ0〉 = −f .
Note that φ has been suppressed to one-dimension.
3.4.2 Explicit Chiral Symmetry Breaking
Another way to break the chiral symmetry is by adding a term that is first order in φ0, say aφ0 where a is
a constant so that the potential becomes
V (φ) = µ2(φ20 + φiφi − f2)2 − aφ0, (3.36)
in which case the extrema of the potential are found by
∂V
∂φi
= 4µ2(φαφα − f2)φi = 0, (3.37)
∂V
∂φ0
= 4µ2(φαφα − f2)φ0 − a = 0. (3.38)
The non-trivial (a 6= 0) solutions are
〈φi〉 = 0, 4µ2(〈φ0〉2 − f2) 〈φ0〉 = a. (3.39)
As before, if f2 < 0 then the system is in the unbroken phase and 〈φ0〉 = 0. The broken phase case, f2 > 0,
has mass matrix
∂2V
∂φα∂φβ
∣∣∣∣∣
broken ground
= 8µ2 〈φα〉 〈φβ〉+ a〈φ0〉δαβ . (3.40)
This means that after symmetry breaking the φi have mass
m2φ =
a
〈φ0〉 (3.41)
and φ0 has mass
m2φ0 = 8µ
2 〈φ0〉2 +m2φ . (3.42)
In the limit that a→ 0 the φi are recovered as massless Nambu-Goldstone bosons.
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3.5 The Nonlinear σ-Model
There exists a nonlinear realization of the σ-model which can be obtained by imposing that the broken phase
is in the ground state. That is, φα must live in the chiral sphere. In other words,
φ20 + φ
2
i = f
2. (3.43)
This means that the potential in Eq. (3.29) is simply zero.
The fields φ0 and φi are now necessarily dependent so φ0 can be expressed as,
φ0 =
√
f2 − φ2i . (3.44)
The Lagrangian density can therefore be written as
L = (φi∂µφi)
2
f2 − φ2i
+ (∂µφi)
2. (3.45)
There exists an exponential parametrization of the nonlinear σ-model which is
U = eiw·τ /f = (φ0 + iτ ·φ)/f, (3.46)
where w = wwˆ and w is called the chiral angle, and
φ0 = f cos
(w
f
)
, φ = fwˆ sin
(w
f
)
. (3.47)
To see how this can be, first notice that
(w · τ )2 = (w1τ1 + w2τ2 + w3τ3)2
= w21τ
2
1 + w
2
2τ
2
2 + w3τ
2
3 + w1w2(τ1τ2 + τ2τ1)
+ w1w3(τ1τ3 + τ3τ1) + w2w3(τ2τ3 + τ3τ2)
= (w21 + w
2
2 + w
2
3)I
= w2I,
(3.48)
where I is the 2× 2 identity matrix. So then
eiw·τ /f =
∞∑
k=0
(iw · τ /f)k
k!
= 1 +
iw · τ
f
− (w · τ )
2
2!f2
− i(w · τ )
3
3!f3
+
(w · τ )4
4!f4
+ . . .
= 1 +
iwwˆ · τ
f
− w
2I
2!f2
− iw
3wˆ · τ
3!f3
+
w4I
4!f4
+ . . .
=
(
1− w
2
2!f2
+
w4
4!f4
+ . . .
)
I + iwˆ · τ
(w
f
− w
3
3!f3
+
w5
5!f5
+ . . .
)
= cos
(w
f
)
I + iwˆ · τ sin
(w
f
)
= (φ0I + iτ ·φ)/f.
(3.49)
The Lagrangian density using the exponential parametrization is found by looking at
∂µU
†∂µU = (∂µφ0I − iτ · ∂µφ)(∂µφ0I + iτ · ∂µφ)/f2
= (∂µφ0I)
2/f2 + (τ · ∂µφ)2/f2.
(3.50)
This is obviously not the desired kinetic term. However,
Tr (∂µφ0I)
2 = 2(∂µφ0)
2, (3.51)
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and
Tr (τ · ∂µφ)2 = Tr (τi∂µφiτj∂µφj)
= ∂µφi∂
µφj Tr (τiτj)
= 2∂µφi∂
µφjδij
= 2(∂µφ)
2.
(3.52)
Therefore
1
2
∂µφ0∂
µφ0 +
1
2
∂µφi∂
µφi =
f2
4
Tr (∂µU
†∂µU), (3.53)
giving the Lagrangian density of the nonlinear σ-model in the exponential parametrization.
3.5.1 Chiral Symmetry Breaking
An SU(2)L × SU(2)R transformation transforms U as
U → LUR†, (3.54)
where L ∈ SU(2)L and R ∈ SU(2)R. The Lagrangian density of Eq. (3.53) is, at a glance, invariant under
this action because it transforms as
f2
4
Tr (∂µU
†∂µU)→f
2
4
Tr (R∂µU
†L†L∂µUR†)
=
f2
4
Tr (∂µU
†∂µU),
(3.55)
where the cyclic nature of the trace has been invoked.
Symmetry breaking in the nonlinear σ-model can be seen be analyzing the energy [11](pg.294). The
energy-momentum tensor is
Tµν =
∂L
∂(∂µU)
∂νU +
∂L
∂(∂µU†)
∂νU† − gµνL
=
f2
4
Tr(∂µU†∂νU + ∂µU∂νU† − ηµν∂αU†∂αU).
(3.56)
Then the energy density is
H = T 00
=
f2
4
Tr(2∂0U
†∂0U − ∂αU†∂αU)
=
f2
4
Tr(∂0U
†∂0U − ∂iU†∂iU)
(3.57)
The energy
E =
∫
Hd3x (3.58)
should be finite and for it to also have a static solution, it must be that
∂0U
†∂0U = 0 (3.59)
and
lim
|x|→∞
∂iU
†∂iU = 0. (3.60)
This, along with the unitarity of U , imposes the boundary condition
lim
|x|→∞
U = 1, (3.61)
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which is equivalent to saying
lim
|x|→∞
φ0 = 1, lim|x|→∞
φ = 0, (3.62)
or
lim
|x|→∞
w = 2npi, (3.63)
where n is an integer. This boundary condition is what breaks the SU(2)L×SU(2)R symmetry because the
transformation
lim
|x|→∞
(LUR†) = LR† (3.64)
is only consistent with the boundary condition if L = R. Therefore only transformations
U → V UV † (3.65)
are allowed, where V is an element of SU(2)V , the group of vector SU(2) transformations.
Another way to see symmetry breaking in the nonlinear σ-model is by breaking the symmetry explicity
with a mass term. First, note that the second term of
1
2
TrU = cos
(w
f
)
= 1− w
2
2!f2
+ . . .
(3.66)
looks like a mass term. In this case, it is the mass of a wi particle, so the identification f = fw is made.
Discarding the higher order terms, the mass term in the nonlinear σ-model Lagrangian is
m2wf
2
w
2
Tr (U − I) = −m
2
w
2
wiwi. (3.67)
This breaks the symmetry because this mass term must also obey the boundary conditions.
3.6 Gauged Nonlinear σ-Model
Now consider a local chiral transformation of the nonlinear σ-model. The boundary condition of the previous
section is still necessary, so only local SU(2) transformations are considered here. First, rewrite U as
U = U†LUR. (3.68)
The UL and UR transform under local SU(2) as
UL → h(x)UL, UR → h(x)UR, (3.69)
where h(x) is an element of SU(2). Therefore U transforms as
U → U†Lh†(x)h(x)UR = U. (3.70)
Since U is special unitary, it must be that UL and UR are also special unitary. It is easy to see then how
writing U = U†LUR is justified via group closure. Now,
∂µ(ULU
†
L) = ∂µ(1) = 0
= ∂µULU
†
L + UL∂µU
†
L,
(3.71)
meaning that
∂µULU
†
L = −UL∂µU†L. (3.72)
The same goes for UR. This result will be useful right away.
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Now, the Lagrangian density can be written as
4
f2w
L0 = Tr (∂µU†∂µU)
= Tr[(∂µ(U
†
RUL)∂
µ(U†LUR)]
= Tr[(∂µU
†
RUL + U
†
R∂µUL)(∂
µU†LUR + U
†
L∂
µUR)]
= Tr(∂µU
†
RUL∂
µU†LUR + ∂µU
†
RULU
†
L∂
µUR
+ U†R∂µUL∂
µU†LUR + U
†
R∂µULU
†
L∂
µUR).
(3.73)
The first term is
Tr(∂µU
†
RUL∂
µU†LUR) = Tr(UR∂µU
†
RUL∂
µU†L)
= Tr[(−∂µURU†R)(−∂µULU†L)]
= Tr(∂µULU
†
L∂µURU
†
R).
(3.74)
The second term is
Tr(∂µU
†
R∂
µUR) = Tr(∂
µUR∂µU
†
R)
= Tr(∂µURU
†
RUR∂µU
†
R)
= Tr(−∂µURU†R∂µURU†R),
(3.75)
and the third term is
Tr(U†R∂µUL∂
µU†LUR) = Tr(∂µULU
†
LUL∂
µU†L)
= Tr(−∂µULU†L∂µULU†L).
(3.76)
Putting the pieces back together, the Lagrangian density is
L0 = f
2
w
4
Tr[2∂µULU
†
L∂µURU
†
R − (∂µURU†R)2 − (∂µULU†L)2]
= f2w Tr
( 1
2i
(∂µULU
†
L − ∂µURU†R)
)2
.
(3.77)
Now, because h(x) is a local transformation, a gauge field Aµ must be included, in which case
L0 = f2w Tr
( 1
2i
(DµULU†L −DµURU†R)
)2
= f2w Tr
( 1
2i
[(∂µ − igAµ)ULU†L − (∂µ − igAµ)URU†R]
)2
= f2w Tr
( 1
2i
(∂µULU
†
L − ∂µURU†R)
)2
.
(3.78)
A term can be added to the Lagrangian density which describes the interactions between the gauge field and
the UL, UR which looks like, for some constant α,
LI = αf2w Tr
( 1
2i
(DµULU†L +DµURU†R)
)2
= αf2w Tr
( 1
2i
[(∂µ − igVAµ)ULU†L + (∂µ − igAµ)URU†R]
)2
= αg2V f
2
w Tr
(
Aµ − 1
2ig
(∂µULU
†
L + ∂µURU
†
R)
)2
,
(3.79)
where gV is the gauge coupling constant (the subscript V indicates that this is related to the vector SU(2)V
symmetry). The gauge is chosen to be
Aµ =
1
2igV
(∂µULU
†
L + ∂µURU
†
R) (3.80)
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so that LI = 0.
The Yang-Mills term of the Lagrangian density is
LYM = −1
4
F aµνF
µνa
= −1
2
F aµνF
µνb 1
2
δab
= −1
2
F aµνF
µνb Tr(T aT b)
= −1
2
Tr(F aµνT
aFµνbT b)
= −1
2
Tr(FµνF
µν).
(3.81)
To put this in terms of Aµ first recall that
Fµν = ∂µAν − ∂νAµ − ig[Aµ, Aν ]. (3.82)
The first term is
∂µAν =
1
2igV
(∂µ∂νULU
†
L + ∂νUL∂µU
†
L + ∂µ∂νURU
†
R + ∂νUR∂µU
†
R). (3.83)
Note that the terms symmetric under swapping the indices µ and ν cancel out with those in −∂νAµ so that
∂µAν − ∂νAµ = 1
2igV
(∂νUL∂µU
†
L − ∂µUL∂νU†L + ∂νUR∂µU†R − ∂µUR∂νU†R). (3.84)
This can be further simplified using
∂νUL∂µU
†
L = ∂νULU
†
LUL∂µU
†
L = −∂νULU†L∂µULU†L (3.85)
so that
∂µAν − ∂νAµ = 1
2igV
(
[∂µULU
†
L, ∂νULU
†
L] + [∂µURU
†
R, ∂νURU
†
R]
)
. (3.86)
Turning to the third term of Fµν , notice that
AµAν =
1
(2igV )2
(∂µULU
†
L∂νULU
†
L + ∂µULU
†
L∂νURU
†
R
+ ∂µURU
†
R∂νULU
†
L + ∂µURU
†
R∂νURU
†
R)
=
1
(2igV )2
(−∂µUL∂νU†L + ∂µULU†L∂νURU†R
+ ∂µURU
†
R∂νULU
†
L − ∂µUR∂νU†R),
(3.87)
and so
[Aµ, Aν ] =
1
(2igV )2
(
[∂µULU
†
L, ∂νURU
†
R] + [∂µURU
†
R, ∂νULU
†
L]
+ 2ig(∂µAν − ∂νAµ)
)
.
(3.88)
Therefore,
Fµν =
1
4igV
(
[∂µULU
†
L, ∂νULU
†
L] + [∂µURU
†
R, ∂νURU
†
R]
− [∂µULU†L, ∂νURU†R]− [∂µURU†R, ∂νULU†L]
)
=
1
4igV
[(∂µULU
†
L − ∂µURU†R), (∂νULU†L − ∂νURU†R)].
(3.89)
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The end result should be expressed in terms of U . First,
∂µU = ∂µU
†
LUR + U
†
L∂µUR
= −U†L∂µULU†LUR − U†LUR∂µU†RUR
= −U†L(∂µULU†L − ∂µURU†R)UR.
(3.90)
To easily get a nice result, a factor of U† will help:
U†∂µU = −U†R(∂µULU†L − ∂µURU†R)UR (3.91)
so that now
Fµν =
1
4igV
[URU
†∂µUU
†
R, URU
†∂νUU
†
R]
=
1
4igV
UR[U
†∂µU,U†∂νU ]U
†
R,
(3.92)
and finally
LYM = −1
2
Tr(FµνF
µν)
=
1
32g2V
Tr[U†∂µU,U†∂νU ]2
(3.93)
This is called the quartic term of the Skyrme Lagrangian.
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Chapter 4
Skyrmions
To summarize, the Skyrme Lagrangian density comes from the nonlinear σ-model as described in the previous
chapter and is
LS = f
2
w
4
Tr(∂µU∂
µU†) +
1
32g2V
Tr[U†∂µU,U†∂νU ]2. (4.1)
U lives in SU(2) and looks like
U = eiw·τ /fw = cos
( w
fw
)
+ iτ · wˆ sin
( w
fw
)
(4.2)
where w = wwˆ. There exists a boundary condition
lim
|x|→∞
U(x) = 1, (4.3)
which causes spontaneous chiral symmetry breaking SU(2)L × SU(2)R → SU(2)V . The vacuum manifold
of this symmetry breaking is the chiral sphere
SU(2)L × SU(2)R
SU(2)V
∼= SU(2) ∼= S3. (4.4)
The boundary condition, and the fact that U is static, means that U is not a map from R3 into the vacuum
manifold, but rather it is a map from S3 into the vacuum manifold. This corresponds to pi3(SU(2)) = Z 6= I,
which results in textures called skyrmions [10](pp.65-66), [11](pp.287-298).
The associated topological current is defined as
Wµ =
1
24pi2
µναβ Tr(U
†∂νUU†∂αUU†∂βU) (4.5)
with winding number
W =
∫
W0d
3x, (4.6)
where µναβ is equal to 1 if its indices are an even permutation of (0, 1, 2, 3), or equal to -1 otherwise. The
winding number is the number of times that the mapping U(x) wraps S3 around S3.
4.1 Stability
The boundary condition does not guarantee that the skyrmion is stable, and so the energy must be analysed
further[11](pp.294-295). To make this easy, first remember that the soliton is static so
∂0U = ∂0U
† = 0. (4.7)
20
Then
T 00 = −L. (4.8)
For D spatial dimensions, the energy is
E =
∫
T 00d3x
= −
∫ (f2w
4
Tr(∂iU(x)∂
iU†(x))
+
1
32g2V
Tr[U†(x)∂iU(x), U†(x)∂jU(x)]2
)
d3x.
(4.9)
Now consider the transformation
U(x)→ U(λx) (4.10)
for some number λ. This is called a scale transformation, under which the energy transforms as
E → E(λ) =− f
2
w
4
Tr
∫
∂U(λx)
∂xi
∂U†(λx)
∂xi
dDx
− 1
32g2V
Tr
∫ [
U†(λx)
∂U(λx)
∂xi
, U†(λx)
∂U(λx)
∂xj
]2
dDx
= −λ2−D f
2
w
4
Tr
∫
∂U(λx)
∂(λxi)
∂U†(λx)
∂(λxi)
dD(λx)
− λ4−D 1
32g2V
Tr
∫ [
U†(λx)
∂U(λx)
∂(λxi)
, U†(λx)
∂U(λx)
∂(λxj)
]2
dD(λx).
(4.11)
Call the integral of the second order term K2 and that of the fourth order term K4. These are independent
of λ. Then
E(λ) = λ2−DK2 + λ4−DK4. (4.12)
For stability, λ = 1 should minimize the energy (any finite value of λ would rescale gV and fw but E(λ)
would diverge if λ was 0 or infinite, depending on D). Therefore
dE(λ)
dλ
∣∣∣∣∣
λ=1
= (2−D)K2 + (4−D)K4 = 0, (4.13)
d2E(λ)
dλ2
∣∣∣∣∣
λ=1
= (2−D)(1−D)K2 + (4−D)(3−D)K4 > 0. (4.14)
If D = 1, then K2 < 0 which is no good. If D = 2, then K4 must be equal to zero, but also larger than
zero. Similarly, if D = 4, then K2 must be zero while also being greater than zero. For D ≥ 5, it must be
that K4 < 0. The only option that doesn’t have any problems is D = 3. Hence stability of the soliton is
achieved only for D = 3.
This is an extension of Derrick’s theorem, which says that if H consists of a term like λ2−DK2 along with
a potential term, the only dimension that allows for stability is D = 1. The stability of a skyrmion relies on
its quartic term.
4.2 Hedgehog Skyrmions
The hedgehog ansatz [11](pp.298-300, 312-316), [12](pp.89-92), [13] is a static one, meaning that
w(x) = w(r) (4.15)
where
r = (xixi)
1/2. (4.16)
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The hedgehog part of it is
w(r) = rˆw(r), (4.17)
noting that
rˆ = xˆk
xk
r
. (4.18)
In this case,
Tr(∂µU∂
µU†) =− Tr(∂iU∂iU†)
= − 1
f2w
Tr[(∂iφ0I + iτj∂
iφj)(∂
iφ0I − iτk∂iφk)]
= − 2
f2w
(∂iφ0∂
iφ0 + ∂
iφj∂
iφj).
(4.19)
Now
∂iφ0 = fw
∂
∂xi
cos
( w
fw
)
= −fw sin
( w
fw
) 1
fw
∂w
∂xi
= − sin
( w
fw
)dw
dr
xi
r
,
(4.20)
so that
∂iφ0∂
iφ0 =
(dw
dr
)2xixi
r2
sin2
( w
fw
)
=
(dw
dr
)2
sin2
( w
fw
)
.
(4.21)
Next up is
∂iφj = fw
∂
∂xi
(
rˆj sin
( w
fw
))
= fw
(
∂rˆj
∂xi
sin
( w
fw
)
+ rˆj
1
fw
dw
dr
xi
r
cos
( w
fw
))
,
(4.22)
where
∂rˆj
∂xi
=
∂
∂xi
(xj
r
)
=
δij
r
− xixj
r3
.
(4.23)
Therefore
∂iφj∂
iφj = f
2
w
(
3
r2
sin2
( w
fw
)
+
xixjxixj
r6
sin2
( w
fw
)
+
xixi
f2wr
2
(dw
dr
)2
cos2
( w
fw
)
− 2xixi
r4
sin2
( w
fw
)
+ 2
rˆixi
fwr2
dw
dr
cos
( w
fw
)
sin
( w
fw
)
− 2xixjxirˆj
fwr4
dw
dr
cos
( w
fw
)
sin
( w
fw
))
=
2f2w
r2
sin2
( w
fw
)
+
(dw
dr
)2
cos2
( w
fw
)
.
(4.24)
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All of this results in
Tr(∂µU∂
µU†) = −2
(
1
f2w
(dw
dr
)2
+ 2
sin2( wfw )
r2
)
. (4.25)
As for the quartic term in the Skyrme Lagrangian, first note that
∂µU†U = −U†∂µU (4.26)
because
∂µ(U†U) = 0. (4.27)
Then
[U†∂µU,U†∂νU ] = U†∂µUU†∂νU − U†∂νUU†µU
= −∂µU†∂νU + ∂νU†∂µU
= −∂iU†∂jU + ∂jU†∂iU.
(4.28)
The rest of the derivation is tedious but involves similar logic for the derivation of the first term. For this
reason, only the result is shown here:
Tr[U†∂µU,U†∂νU ]2 = −16
sin2( wfw )
r2
(
2
f2w
(dw
dr
)2
+
sin2( wfw )
r2
)
. (4.29)
The entire hedgehog Skyrme Lagrangian is
LS = −1
2
(dw
dr
)2
− f2w
sin2( wfw )
r2
− 1
g2f2w
sin2( wfw )
r2
(dw
dr
)2
− 1
2g2
sin4( wfw )
r4
. (4.30)
Looking towards the equation of motion for this Lagrangian now, the action to be minimized is
S =
∫
LSd4x
= −
∫
Edt
(4.31)
where the static nature of the soliton has been used (see Eqs. (4.7) and (4.8)). This means that to minimize
the action, the energy must be minimized:
0 = −δE
= δ
∫
LSd3x
= 4piδ
∫
r2LSdr
= 4pi
∫ (
∂(r2LS)
∂w
− ∂r
(∂(r2LS)
∂(∂rw)
))
δwdr.
(4.32)
Note that δw(r = 0) = δw(r →∞) = 0 has been imposed. This yields the equation of motion
∂(r2LS)
∂w
− ∂r
(∂(r2LS)
∂(∂rw)
)
= 0. (4.33)
Equivalently,
0 =
d2w
dr2
(
r2 +
2
g2f2w
sin2
(2w
fw
))
+ 2r
dw
dr
+
1
g2f3w
(dw
dr
)2
sin
(2w
fw
)
− fw sin
(2w
fw
)
− 1
g2fw
1
r2
sin2
(2w
fw
)
sin
(2w
fw
)
.
(4.34)
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The solution wS(r), also known as the skyrmion profile function, has yet to be determined analytically but
a semi-analytic approximation exists,
wS(r) =
2
fw
arccos
[
1− exp
(
−
√
2
0.94510062
gV fwr
)]
, (4.35)
which is plotted in Figure 4.1. Using approximations for the profile function in the energy functional, it is
Figure 4.1: The hedgehog skyrmion profile function
possible to determine a natural length scale
LS ' 1.2
gV fw
(4.36)
and the skyrmion mass
MS ' 73fw
gV
. (4.37)
The hedgehog ansatz is a very helpful one because it makes it easy to find the equation of motion for a
hedgehog skyrmion. This equation of motion, or profile function, may not have a known analytic solution
but approximate solutions exist and provide helpful results.
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Chapter 5
Phase Transitions
Spontaneous symmetry breaking marks a phase transition, which begins to occur at what is called the
critical temperature. That is, the critical temperature corresponds to the formation of the true minimum of
the potential. Before the potential can be properly analyzed, quantum corrections must first be taken into
account. Depending on the shape of the potential, there may be a potential barrier between the false and
true minima at the beginning of the phase transition. If this happens, the phase transition is called a First
Order phase transition. On the other hand, if there is no potential barrier at the critical temperature, the
phase transition is a Second Order, or continuous, phase transition.
5.1 Effective Potential
Before calculating the critical temperature, quantum corrections to the classical potential V (φ) must be
taken into account [26](pp.195-259), [10](pp.37-53). The corrected potential is called the effective potential,
Veff(φ). It can be expressed as the sum of the classical potential and the contributions from Feynman
diagrams with n loops, Vn(φ). That is,
Veff(φ) = V (φ) + V1(φ) + V2(φ) + . . . . (5.1)
Replacing the Green’s functions in Veff(φ) with finite-temperature Green’s functions yields the finite-
temperature effective potential, Veff(φ, T ). The finite-temperature effective potential can be equated with
the free energy density. This can be expressed to the lowest order (one-loop) as
Veff(φ, T ) = V (φ) +
∑
n
Fn(φ, T ), (5.2)
with summation over particle spin states. The free energy contribution is given by
Fn = ±T
∫
d3k
(2pi)3
ln [1∓ exp (−
√
k2 +m2n/T )], (5.3)
where the upper signs are for bosons and the lower signs are for fermions. Note that the free energy is
defined as
F = E − TS, (5.4)
where E is the energy and S is the entropy,
S = −∂F
∂T
. (5.5)
For temperatures T  mn, a good approximation for the finite-temperature effective potential is
[10](pg.41)
Veff(φ, T ) = V (φ) +
1
24
(∑
B
m2n +
1
2
∑
F
m2n
)
T 2 − pi
2
90
(
NB + 7
8
NF
)
T 4, (5.6)
where NB (NF ) is the number of bosonic (fermionic) spin states and ΣB (ΣF ) represents summation over
bosonic (fermionic) states.
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5.2 First and Second Order Phase Transitions
The key difference between First and Second Order phase transitions is whether or not a potential barrier
exists between the false and true minima at the critical temperature. This barrier exists for First Order
phase transitions. Second Order, or continuous, phase transitions have no such barrier.
For T  Tc there is only the false minimum because the symmetry has not yet been broken, as seen in
the red curve in Figure 5.1. In a First Order phase transition, when the temperature becomes closer to Tc a
second critical point appears but is less energetically favourable than the symmetric minimum (orange curve
in Figure 5.1). As the temperature decreases further, the potential at the second minimum drops until the
two minima become degenerate (green curve). This degeneracy occurs at T = Tc, marking the beginning
of the phase transition. Tunnelling through the barrier is the only way for the phase transition to actually
occur at the point. Decreasing the temperature further, the value of the potential at the second minimum
continues to decrease. That is, for temperatures T < Tc, the second minimum is the global minimum (blue
curve). Eventually the potential barrier disappears completely and the transition can proceed classically
(purple curve).
Figure 5.1: Temperature-dependent effective potential for a few temperatures, where Veff (φ, T ) = (T −
0.01)φ2 + 0.7(T − 5)φ3 + φ4.
5.3 First Order Phase Transitions
First Order phase transitions [26](pp.195-259), [10](pp.37-53), [14], are characterized by a barrier between the
false and true minima of the potential at the critical temperature, between which quantum tunnelling must
occur for the phase transition to proceed. In 1977, S. Coleman and C.J. Callan developed a zero-temperature,
field-theoretic, semiclassical description of First Order phase transitions [15], [16]. This description involves
a “bounce”: the system starts off in a false vacuum state, tunnels to a true vacuum state, but eventually
returns to the initial state as time approaches infinity. Note that in this section, ~ = 1 will NOT be used.
This is because the semiclassical limit, where ~ is small, is used here.
5.3.1 Summary of Derivation
The bubble nucleation rate per volume is of the form
Γ/V = Ae−B/~[1 +O(~)]. (5.7)
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To see this, consider a scalar field φ with the Lagrangian density
L = 1
2
∂µφ∂
µφ− V (φ)
=
1
2
(dφ
dt
)2
− 1
2
(~∇φ)2 − V (φ),
(5.8)
with the potential V (φ) having its relative (false) minimum at φ = φ+ and its absolute (true) minimum at
φ = φ−. The corresponding equation of motion is
∂µ∂
µφ+ V ′(φ) =
d2φ
dt2
−∇2φ+ V ′(φ) = 0. (5.9)
The first thing to do is to perform a Wick rotation which puts everything in Euclidean coordinates instead
of Minkowskian coordinates. To do this, the substitution
t = −itE (5.10)
is made. This means the Euclidean Lagrangian density is
LE = 1
2
( dφ
dtE
)2
+
1
2
(~∇φ)2 + V (φ) (5.11)
and the Euclidean equation of motion is
d2φ
dt2E
+∇2φ− V ′(φ) = 0. (5.12)
The Euclidean action is
SE(φ) =
∫ (
1
2
( dφ
dtE
)2
+
1
2
(~∇φ)2 + V (φ)
)
d3xdtE , (5.13)
and is of particular important because the bounce is the action. The bounce boundary conditions are
lim
tE→±∞
φ(tE , ~x) = φ+, (5.14)
lim
|~x|→∞
φ(tE , ~x) = φ+, (5.15)
and
dφ(0, ~x)
dtE
= 0. (5.16)
Assuming there is O(4) symmetry to be taken advantage of, φ can be written in terms of a single variable r
defined by
r2 = t2E + |~x|2. (5.17)
Now the Euclidean equation of motion takes the form
d2φ
dr2
+
3
r
dφ
dr
− V ′(φ) = 0, (5.18)
along with the Euclidean action,
SE(φ) = 2pi
2
∫ ∞
0
[1
2
(dφ
dr
)2
+ V (φ)
]
r3dr. (5.19)
The boundary conditions are now
lim
r→∞φ(r) = φ+ (5.20)
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and
dφ(0)
dr
= 0. (5.21)
This is the final form of the action that will be used for the bounce action.
Eq. (5.18) can provide decent insight. The initial field configuration is released from rest at r = 0 via
the boundary condition. Several things can happen depending on what the initial field configuration is. If
φ(r = 0) is to the right of but still close to φ−, it will overshoot and pass φ+. If φ(r = 0) is far enough to
the left, it will undershoot and never reach the configuration φ = φ+. There must be some point in between
where the field eventually comes to rest at φ+. This point is called the escape point φe. Note also the Eq.
(5.18) has a viscous damping term which has a significant effect on the “motion” when r is small.
The exponential factor in Eq. (5.7) is the dominant factor. The other, less important, factor A is
somewhat more difficult to derive. The idea is to use the path integral corresponding to the transition from
φ+ back to φ+. Since this model is semiclassical, ~ is small and so the integrand e−SE/~ is dominated when
the Euclidean action, SE , is minimized. Only as far as the second order terms of the Euclidean action’s
Taylor expansion about its zeros need be considered, as the higher order terms are higher order in ~.
Suppose that φ¯ minimizes SE . The zeroth order term SE(φ¯)/~ is a constant of path integration. The
first order terms are zero by definition. Finally, the second order terms yield an eigenvalue problem. Most
of these eigevalues are positive and contribute to a product of Gaussian integrals. Nonetheless, translational
invariance at the centre of the bounce removes four degrees of freedom from the system and so there are
four zero eigenvalues there. An eigenvalue with a zero is an eigenvalue with a node. Then the ground state
(nodeless) energy eigenvalues must be negative.
Indeed, the bounce must be a saddle point of the action rather than a minimum. Analytic continuation
using the steepest descent approximation method can handle this. Comparing the imaginary part of the
result to what the bounce solution is expected to look like gives the bubble nucleation rate per volume
Γ/V =
(
B
2pi
)2(
det′[−∂2tE −∇2 + V ′′(φ¯)]
det[−∂2tE −∇2 + V ′′(φ−)]
)−1/2
e−B/~, (5.22)
where the determinant prime means the zero eigenvalues are omitted and the bounce action is given by
B = SE(φ¯). Eq. (5.7) now has its pieces put together.
5.3.2 Thin Wall Approximation
The bounce action must often be solved for numerically. The thin wall approximation is a method that has
a closed form solution. It assumes that the energy density difference ∆V between the true and false vacua
is small. This means that the initial configuration φ¯(r = 0) has to be close to φ− so that not much energy
is lost.
This approximation assumes φ¯(r) continues to stay close to φ− until large r = R at which time a bubble
of radius R nucleates, containing phase space that can classically transition. The bubble expands outwards
at the speed of light as the tunnelling phase transition occurs rapidly; this means the bubble wall doesn’t
have much time to grow, hence the name “thin wall approximation”. Only for this short period of time is
the thin wall solution φ¯(r) = φTW (r) valid. Afterwards, the field gradually returns to φ+ at infinity.
The damping term in Eq. (5.18) can be ignored because r ≈ R is large. Define V+(φ) = V (φ) + ∆V .
Keeping in mind that ∆V is essentially constant during the short bounce period, the resulting equation of
motion is
d2φ¯
dr2
= V
′
+(φ¯) (5.23)
which means that
dφ¯
dr
=
√
2V+(φ¯). (5.24)
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Substituting this into the bounce action Eq. (5.19) yields
SE(φ¯) = 2pi
2
∫
(2V+(φ¯)−∆V )r3dr
= −1
2
pi2R4∆V + 2pi2R3
∫ φ+
φ−
√
2V+(φ)dφ.
(5.25)
Note that the R3 term is the contribution from inside the bubble and the R4 term is the contribution from
the bubble surface. The bubble radius R can be found by minimizing the variation with respect to R:
0 =
dSE
dR
= −2pi2R3∆V + 6pi2R2
∫ φ+
φ−
√
2V+(φ)dφ
(5.26)
so
R =
3
∆V
∫ φ+
φ−
√
2V+(φ)dφ. (5.27)
And finally, substituting this back into the bounce action yields
B = SE =
27pi2
2(∆V )3
(∫ φ+
φ−
√
2V+(φ)dφ
)4
. (5.28)
This is the desired closed form solution of the bounce action in the thin wall approximation.
5.3.3 Finite Temperature
The above discussion is restricted to the case of the potential at zero temperature. If the temperature is high
enough that thermal fluctuations must be taken into consideration, the bubble nucleation rate per volume
is [17]
Γ/V =
ω−
pi
(
S3
2piT
)3/2(
det′[−∇2 + V ′′(φ¯, T )]
det[−∇2 + V ′′(0, T )]
)−1/2
e−S3/T , (5.29)
where S3 is the 3-D Euclidean action, T −1 is the period from integration over imaginary time, V (φ, T ) is
the temperature-dependent potential, and ω− is the unstable mode frequency. Explicitly the 3-D Euclidean
action is
S3(φ) =
∫ [1
2
(∇2φ)2 + V (φ, T )
]
d3x. (5.30)
When the temperature is high enough, the equation of motion has O(3) symmetry so the spatial coordinates
can be replaced by s2 = x2. The equation of motion takes the form
d2φ
ds2
+
2
s
dφ
ds
− ∂V (φ, T )
∂φ
= 0, (5.31)
the action becomes
S3 = 4pi
∫ [1
2
(dφ
ds
)2
+ V (φ, T )
]
d3x, (5.32)
and the boundary conditions are
lim
s→∞φ(s) = φ+, (5.33)
and
dφ(s = 0)
ds
= 0. (5.34)
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5.4 Second Order Phase Transitions
Second order, or continuous, phase transitions do not have any potential barriers and are described by the
Kibble-Zurek mechanism [18], [19], [20], [21], [22]. Topological defects form because uncorrelated patches
of the system (the universe) have different vacuum expecation values, as no point on the vacuum manifold
is preferred over another. The correlation length ξ determines how far apart topological defects form. The
skyrmion number density produced due to a continuous phase transition would be nS ∼ 1/ξ3. Causality
requires that the correlation length is bounded by the horizon distance. The correlation time, or relaxation
time, τ is the temporal equivalent of the correlation length and determines how much time is available for
the vacuum expectation value to smooth itself out. Both the correlation length and relaxation time diverge
at the critical temperature.
The temperature parameter  is used to describe how close the temperature is to the critical temperature
Tc and is given by
 =
Tc − T
Tc
. (5.35)
This is used to express both the correlation length and relaxation time:
ξ = ξ0||−ν , (5.36)
τ = τ0||−µ, (5.37)
where µ and ν are critical exponents. As discussed by Murayama and Shu [23], µ = ν = 2/3 is appropriate
for pointlike topological defects such as skyrmions.
It is assumed that the temperature parameter changes linearly with time over a timescale τQ called the
quench time. That is,
 =
t
τQ
. (5.38)
Note that t = 0 corresponds to the critical temperature.
Once the critical temperature has been reached, the correlation length becomes fixed after the freeze-out
time tˆ has elapsed. Before the freeze-out time, the relaxation time is large enough that there is time for
fluctuations in the vacuum expectation value to smooth out. After the freeze-out time, the relaxation time is
too small for fluctuations to smooth out. Therefore, the topological defects are frozen with number density
corresponding to the correlation length at the freeze-out time.
To determine the freeze-out time, note that it must be equal to the relaxation time at the freeze-out
time. That is,
τ(tˆ) = τ0
( tˆ
τQ
)−µ
= tˆ, (5.39)
as seen in Figure 5.2. Therefore, the freeze-out time is
tˆ = (τ0τ
µ
Q)
1
1+µ . (5.40)
This means the correlation length determining the number density of defects formed is
ξ(tˆ) = ξ0
( tˆ
τQ
)−ν
= ξ0
(
τ
1
1+µ
0 τ
µ
1+µ−1
Q
)−ν
= ξ0
(τQ
τ0
) ν
1+µ
.
(5.41)
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Figure 5.2: The relaxation time is equal to the linear function t at the critical temperature. Here τ(t) = t−2/3
is used.
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Chapter 6
Dark Matter
Dark matter is the most abundant type of matter in the universe. It is nonbaryonic and does not interact
with light but it is known to exist due to its gravitational effects. It could have been created in the early
universe either thermally or non-thermally. Thermally created dark matter would have had to decouple
from the early universe heat bath in a process called freeze-out. Non-thermal dark matter would have been
created as topological defects from an early universe phase transition.
6.1 Cosmology
To adequately discuss dark matter, the context must first be laid out. This context is our universe [24](pp.1-
100), [25](pp.49-101), [26](pp.29-86), [4]. It is isotropic and homogeneous so its geometry can be described
using the Robertson-Walker metric,
dτ2 = gµνdx
µdxν
= dt2 − a2(t)
( dr2
1− κr2 + r
2dΩ
)
,
(6.1)
where a(t) is the scale factor and κ is the curvature. The Planck satellite data suggests that this metric
provides a good description of our universe [27]. Positive curvature means the universe is spherical (closed),
negative curvature means the universe is hyperbolic (open), and κ = 0 means the universe is flat. The scale
factor describes how the universe expands or contracts over time.
The gravitational field equations are
Rµν − 1
2
gµνg
λκRλκ = −8piGTµν . (6.2)
In this equation, Rµν is the Ricci tensor, Tµν is the energy-momentum tensor, and G is the gravitational
constant. This implies the Friedmann equation,( a˙
a
)2
=
8piGρ
3
− κ
a2
, (6.3)
where ρ = ρ(t) is the proper energy density. The Friedmann equation describes the expansion of the universe.
The expansion rate of the universe is called the Hubble parameter H, given by
H(t) =
a˙(t)
a(t)
. (6.4)
The Hubble parameter evaluated right now, t = t0, is called the Hubble constant, H0 ≡ H(t0). It is often
convenient to use the dimensionless quantity h defined by
H0 = 100hkms
−1Mpc−1. (6.5)
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The critical energy density is
ρcr =
3H2
8piG
(6.6)
which, when compared with the energy density ρ(t), dictates the curvature of the universe via the Friedmann
equation. Defining the dimensionless density parameter
Ω(t) =
ρ(t)
ρcr(t)
, (6.7)
gives the Friedmann equation the following form:
Ω(t)− 1 = κ
a2(t)H2(t)
. (6.8)
However, observations indicate that the universe is flat, or at least very close to it, so that it is safe to put
κ = 0. Therefore, the density parameters of all constituents of the universe add to unity. The largest density
parameter is that of the cosmological constant Λ which is responsible for the accelerated expansion of the
universe with ΩΛ ≈ 0.70. The next largest contributor is cold dark matter with Ωc ≈ 0.25. Baryonic matter
contributes the third largest amount with Ωb ≈ 0.05. The remaining constituents contribute even less.
Another equation relating ρ(t) and a(t), along with the proper pressure p(t), is the fluid equation
ρ˙+ 3H(p+ ρ) = 0, (6.9)
which is a conservation law that comes from the gravitational field equations. There is also the equation of
state that relates the pressure and energy density,
p = wρ, (6.10)
where radiation has w = 1/3, matter is pressureless so has w = 0, and vacuum energy has w = −1.
Combining the equation of state with the fluid equation yields∫ ρ0
ρ
1
ρ
dρ = −3(1 + w)
∫ a0
a
1
a
da, (6.11)
which implies
ρ
ρ0
=
( a
a0
)−3(1+w)
. (6.12)
This is only the case for a universe that is dominated by a single component. The early universe was very
hot, and thus, radiation-dominated so that
ρ = ρ0,r
( a
a0,r
)−4
. (6.13)
The r in the subscripts is there as a reminder that these would be the present values for a radiation dominated
universe. Putting this into the Friedmann equation for a spatially flat universe yields
a˙2
a2
= H20,r
(a0,r
a
)4
(6.14)
and so ∫ a
0
a
a20,r
da =
∫ t
0
H0,rdt, (6.15)
resulting in
a(t) = a0,r
√
2H0,rt. (6.16)
This has time derivative
a˙(t) =
1
2
a0,r
√
2H0,r
t
(6.17)
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which means
H0,r =
a˙(t0,r)
a(t0,r)
=
1
2t0,r
.
(6.18)
Putting this back into the scale factor equation gives
a(t) = a0,r
√
t
t0,r
. (6.19)
During radiation domination, the time and temperature were related by the equation, [10](pg.12),
tT 2 =
3
4pi
mPl
√
5
pig∗(T )
, (6.20)
where mPl is the Planck mass, and g∗(T ) is the number of relativistic degrees of freedom which is given by
g∗ =
∑
b=bosons
gb
(Tb
T
)4
+
7
8
∑
f=fermions
gf
(Tf
T
)4
. (6.21)
Another important quantity is the entropy,
S = a3
ρ+ p
T
. (6.22)
It is used to define the entropy density,
s =
S
a3
=
ρ+ p
T
, (6.23)
which is dominated by relativistic particles. Taking advantage of this gives the very good approximation
s =
2pi2
45
g∗ST 3, (6.24)
where g∗S is the degrees of freedom counted in the above expressed for the entropy density. Specifically,
g∗S =
∑
b=bosons
gb
(Tb
T
)3
+
7
8
∑
f=fermions
gf
(Tf
T
)3
. (6.25)
The universe is observed to be expanding. Suppose a wave crest of light emitted from re at time te along
the radial direction reaches an observer at r = 0 at time t0. Light has dτ
2 = 0 and if it is travelling along
the radial direction then dΩ = 0 and Eq. (6.1) becomes
dt = −a(t) dr√
1− κr2 . (6.26)
When taking the square root of dt2, the negative root is taken because as the time increases, the distance
between the observer and the wave crest decreases. Therefore∫ t0
te
dt
a(t)
=
∫ re
0
dr√
1− κr2 . (6.27)
If the light source has wavelength λe, then a second wave crest will be emitted at te + λe. It will reach the
observer at t0 + λ0. If the size of the universe is not constant, then λe 6= λ0. The equation corresponding to
this second wave crest is ∫ t0+λ0
te+λe
dt
a(t)
=
∫ re
0
dr√
1− κr2 . (6.28)
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The right hand sides of Eqs. (6.27) and (6.28) indicate that the two equations are equal. Therefore∫ t0
te
dt
a(t)
+
∫ te+λe
t0
dt
a(t)
= −
∫ te+λe
t0+λ0
dt
a(t)
−
∫ t0
te+λe
dt
a(t)
, (6.29)
which simplifies to ∫ te+λe
te
dt
a(t)
=
∫ t0+λ0
t0
dt
a(t)
. (6.30)
The time between wave crest emissions is very small compared to the age of the universe so a(te) ≈
a(te) + λe and a(t0) ≈ a(t0) + λ0. It is safe to take the scale factor to be constant between emissions. Eq.
(6.30) becomes
λe
a(te)
=
λ0
a(t0)
. (6.31)
Define the redshift z as
z ≡ λ0 − λe
λe
(6.32)
so that Eq. (6.31) can be expressed as
1 + z =
a(t0)
a(te)
(6.33)
The frequency of light from a distant source should be shifted one way or the other, depending on whether
a(t) is increasing or decreasing. If the universe is contracting, then light that reaches an observer will be
more blue than when it was emitted. The universe is expanding, so red shifts are observed. Hubble’s law
states
H0d = z +
1
2
(
1 +
a¨0
a˙20
a0
)
z2 + . . . (6.34)
and accordingly, nearby objects have a roughly linear relation between redshift and distance.
6.2 Evidence for Dark Matter
There are a variety of sources that provide evidence for dark matter [25](pp.123-141), [26](pp.16-21). Ob-
servations of the motion of galaxies and galaxy clusters as well as gravitational lensing strongly indicate the
presence of something that interacts only gravitationally.
Kepler’s 3rd Law describes orbital motion and can be used to detect dark matter in spiral galaxies. A
star of mass m with orbital speed v whose distance is R from the galactic centre experiences the centripetal
force
Fc = m
v2
R
. (6.35)
The gravitational force between the star and the mass M(R) contained within the star’s orbit is approxi-
mately
Fg =
GmM(R)
R2
(6.36)
and is responsible for the centripetal force. Therefore
v =
√
GM(R)
R
. (6.37)
For sufficiently large R, most of the galaxy’s stars are contained within that radius. Assuming that the
galaxy’s mass comes primarily from its stars, M(R) becomes close to constant far from the galactic centre.
This means that the orbital velocity of stars on the galaxy’s visible outskirts should decrease like v ∝ R−1/2.
However, this has not been observed to be the case. Instead, measured orbital speeds indicate that M(R)
continues to increase past the visible region of stars in most or all spiral galaxies.
The effects of dark matter can also be observed in clusters of galaxies [24](pp.66-69). F. Zwicky used the
term “dunkle Materie”, which means “dark matter” in English, to account for what was holding the Coma
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cluster together in his work on galaxy clusters in 1933 [1]. A system of gravitionally bound point masses, in
this case galaxies in a cluster, is called virialized if it obeys the virial theorem,
2T + V = 0. (6.38)
Irregular clusters such as the Virgo cluster do not seem to meet the virialized conidition. If the total
mass of the system is M , then the kinetic energy of the system is
T =
1
2
M 〈v2〉 (6.39)
in terms of the mass-weighted mean square velocity 〈v2〉. The potential energy, in terms of the mean inverse
separation 〈r−1〉, is
V = −1
2
GM2 〈r−1〉 . (6.40)
The virial theorem may therefore be expressed as
M =
2 〈v2〉
G 〈r−1〉 . (6.41)
The mass-to-light ratio of galaxy clusters including the Coma cluster determined using the virial theorem
is much greater than that of individual galaxies in the clusters. Mass estimates of clusters determined by
how much gravitational lensing a cluster causes generally agree with estimates using the virial theorem.
The existence of the bullet cluster [24](pg.186), [28] is excellent evidence for dark matter. It consists of
two subclusters that had previously collided but continue on their original paths. In between the subclusters
is a cloud of hot X-ray emitting gas, left over from the collision. The gravitational lensing effects of the
bullet cluster indicates that most of its mass is concentrated in two subclusters and not the centre. Therefore
most of the mass of the colliding galaxy clusters did not interact, other than gravitationally. An image of
the bullet cluster can be seen in Figure 6.1.
Figure 6.1: X-ray image (pink) and matter distribution (blue) of the bullet cluster over visible light image
(NASA/CXC/M. Weiss, https://chandra.harvard.edu/photo/2006/1e0657/more.html).
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6.3 Freeze-Out Thermodynamics
The very early universe was in thermal equilibrium[26](pp.60-64). As it cooled off, particle species decoupled
from the thermal equilibrium soup in a process called freeze-out [26](pp.115-156), [29]. Freeze-out occurs
when the Hubble parameter becomes greater than a particles interaction rate with other particles in thermal
equilbrium,
Γ = n 〈σv〉 , (6.42)
where n is the number density of the particle and 〈σv〉 is its velocity-weighted scattering cross section.
The distribution function f describes the phase space distribution of particles. For Fermi-Dirac and
Bose-Einstein statistics, the distribution function for a particle species with mass m, temperature T , and
chemical potential µ is
f(p) =
1
e(E−µ)/T ± 1 , (6.43)
where the + sign is for fermions and the − sign is for bosons. Particles with g internal degrees of freedom
have number density
n =
g
(2pi)3
∫
fd3p. (6.44)
The number density of relativistic particles (m T ) with µ T in thermal equilibrium is
n =
ζ(3)
pi2
geffT
3, (6.45)
where ζ(s) is the Riemann-zeta function and the effective degrees of freedom geff is equal to the degrees of
freedom g for bosons or 3g/4 for fermions. Non-relativistic particles (m  T ) in thermal equilibrium have
number density
g
(mT
2pi
)3/2
e−(m−µ)/T . (6.46)
To properly discuss the thermodynamics of freeze-out, equilibrium thermodynamics cannot be used. The
Boltzmann equation describes non-equilibrium thermodynamics, and is given by,
Lˆ[f ] = C [f ], (6.47)
where Lˆ is the Liouville operator and C is the collision operator. The relativistic covariant Liouville operator
is
Lˆ = pα
∂
∂xα
− Γαβγpβpγ
∂
∂pα
. (6.48)
The FRW model is spatially homogeneous and isotropic, so the distribution of particles should depend only
on x0 = t and p0 = E. This reduces the Liouville operator to
Lˆ = E
∂
∂t
−H|p|2 ∂
∂E
. (6.49)
where H is the Hubble parameter. The next step is to divide the the Boltzmann equation by E and integrate
over the 3-momentum portion of the phase space, then multiply by the number of internal degrees of freedom
g. This is simplified by E2 = p2 +m2. In spherical coordinates, there is radial symmetry, where the radius
is |p|. Additionally, E∂E = |p|∂|p|. Then
g
(2pi)3
∫
1
E
C [f ]d3p =
g
(2pi)3
∫
∂f
∂t
d3p−H g
(2pi)3
∫
|p|2 1
E
∂f
∂E
d3p
= n˙−H g
(2pi)3
∫
|p|4 1
E
∂f
∂E
d|p|dΩ
= n˙− 4piH g
(2pi)3
∫
|p|3 ∂f
∂|p|d|p|
= n˙+ 3Hn,
(6.50)
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where, in the last step, integration by parts was used.
Now consider a process where the particle species ψ is one of the initial particles. Then the collision term
is
g
(2pi)3
∫
C [f ]
d3pψ
Eψ
=−
∫ ( ∏
j=i,f
dΠj
)
(2pi)4δ4
( ∑
initial
pi −
∑
final
pf
)
×
(
|M|2initial→final
∏
initial
fi
∏
final
(1± ff )
− |M|2final→initial
∏
final
ff
∏
initial
(1± fi)
)
,
(6.51)
where + is for bosons, − is for fermions, and
dΠ =
g
(2pi)3/2
d3p
2E
. (6.52)
Note that the matrix element squared, |M|2, is the same regardless of the direction of the process. In
other words, invariance under time reversal is assumed. Another helpful simplification is that the temper-
ature is high enough that there is no Bose-Einstein condensate nor Fermi degeneracy. This means that
the distribution function is small compared to unity and Maxwell-Boltzmann statistics can be used. The
Maxwell-Boltzmann distribution function is simply
fi(Ei) = exp
(
− Ei − µi
T
)
. (6.53)
The Boltzmann equation therefore reduces to
n˙ψ + 3Hnψ =−
∫ ( ∏
j=i,f
dΠj
)
(2pi)4δ4
( ∑
initial
pi −
∑
final
pf
)
× |M|2
( ∏
initial
fi −
∏
final
ff
)
.
(6.54)
At this point, consider a massive stable particle species ψ. Because it is stable, the only reaction to
consider is ψ annihilating with its antiparticle ψ¯ into another particle-antiparticle pair, say X and X¯ (as
well as the inverse reaction). That is, in a comoving volume, only
ψψ¯ 
 XX¯ (6.55)
changes the number of ψ and ψ¯.
It is assumed that even when ψ freezes out, X and X¯ remain in equilibrium via other interactions.
Furthermore, the principle of detailed balance states that fEQX f
EQ
X¯
= fEQψ f
EQ
ψ¯
. Then the Boltzmann
equation becomes
n˙ψ + 3Hnψ =−
∫
dΠψdΠψ¯dΠXdΠX¯(2pi)
4
× δ4(pψ + pψ¯ − pX − pX¯)|M|2(fψfψ¯ − fEQψ fEQψ¯ ).
(6.56)
The non-thermal-equilibrium distribution function for ψ (ψ¯) has a factor of eµψ/T (eµψ¯/T ) which is
independent of the momentum. For the sake of simplicity, it is assumed here that these species have zero
chemical potential in thermal equilibrium. In other words,
fψ = e
µψ/T fEQψ
=
nψ
nEQψ
fEQψ ,
(6.57)
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and
fψ¯ = e
µψ¯/T fEQ
ψ¯
=
nψ¯
nEQ
ψ¯
fEQ
ψ¯
=
nψ
nEQψ
fEQ
ψ¯
.
(6.58)
The Boltzmann equation can now be rewritten as
n˙ψ + 3Hnψ = −〈σψψ¯→XX¯v〉[n2ψ − (nEQψ )2], (6.59)
where
〈σψψ¯→XX¯v〉 =
∫
d3p1d
3p2σve
−E1/T e−E2/T∫
d3p1d3p2e−E1/T e−E2/T
=
1
(nEQψ )
2
∫
dΠψdΠψ¯dΠXdΠX¯(2pi)
4
× δ4(pψ + pψ¯ − pX − pX¯)|M|2fEQψ fEQψ¯
(6.60)
is the velocity-weighted annihilation cross section for ψψ¯ → XX¯. If there is more than one annihilation
channel, then the velocity-weighted cross section is the sum of the individual velocity-weighted cross sections
over all annihilation channels. The thermally averaged velocity-weighted annihilation cross section for a
particle with mass m at temperature T is
〈σv〉 (T ) = 1
8m4TK22 (m/T )
∫ ∞
4m2
dsσ(s)
√
s(s− 4m2)K1(
√
s/T ), (6.61)
where K1 and K2 are modified Bessel functions of the second kind.
To find the number density of a frozen-out particle species ψ, the Boltzmann equation must be solved.
The number density can then be used to determine the density parameter Ωψ.
6.4 Dark Matter Detection
Dark matter can be detected [24](pp.194-196) either directly or indirectly. Indirect dark matter detection in-
volves observing gamma rays produced from dark matter annihilation. Direct detection [30](pp.347-466),[31],
[32] is the method focused on here and involves looking for nuclear recoils caused by dark matter particles
scattering elastically off of a nucleus.
Consider a target of mass mtotal in kilograms whose nuclei each have A nucleons. The total number of
target nuclei is
K =
6.02× 1026kg−1mtotal
A
. (6.62)
The expected measured nucleon recoil rate is then
R = K
ρD
M
v0σeff , (6.63)
for dark matter with mass M , average velocity v0, and effective nucleon recoil cross section σeff . The
local dark matter density depends on the local dark matter distribution. Assuming a spherical dark halo,
0.2GeVcm−3 ≤ ρD ≤ 0.4GeVcm−3. The local average dark matter velocity is v0 = 220km/s [4]. Constraints
on the nucleon recoil rate determined from direct detection experiments therefore constrain σeff/M .
When the momentum transfer between the nucleon and the dark matter particle becomes too large, the
cross section decreases. The cross section σ determined by perturbation theory does not account for this
and the effective cross section must be used:
σeff (q) = σF
2(q). (6.64)
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The factor F (q) is called the form factor and depends on the momentum transfer
q =
√
2mNER, (6.65)
where mN is the nucleon mass and ER is the recoil energy. The recoil energy is given by
ER =
µ2Nv
2(1− cos θ∗)
mN
, (6.66)
where θ∗ is the scattering angle in the centre of mass frame, v is the dark matter speed, and the reduced
mass is
µN =
MmN
M +mN
. (6.67)
The effective cross section is summed over its spin-independent contributions and its spin-dependent contri-
butions. The spin-independent contribution has the analytic Helm form factor
F (q) = 3
j1(qr)
qr
e−q
2s2/2, (6.68)
where j1 is the first spherical Bessel function, r is the effective nuclear radius, and s ' 1fm is the nuclear
skin thickness.
One possible method for detecting dark matter is by the use of liquid noble gases such as xenon or argon
[30](pp.413-436). A particle hitting the detector will cause ionization and scintillation. Scintillation is an
emission of light from liquids and solids caused by the de-excitation of an ionized electron [30](pp.392-393).
In two-phase detectors, the scintillation signal S1 from the recoil is detected and the ionization electrons are
moved by an electric field to the noble gas in a gaseous phase, which causes a second scintillation S2. The
ratio of S2/S1 is different for nuclear recoil compared to electron recoil.
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Chapter 7
PeV Scale Dark Skyrmions
The results of dark matter search data can be extended to include very high masses [35]. This is because
dark matter particles could lose too much kinetic energy from scattering off of particles in the Earth and
the Earth’s atmosphere to be detected. The kinetic energy lost decreases with mass, while it increases with
scattering cross section and number of possible scattering partners. Therefore, any observed dark matter
flux is dependent on the angle that it hits the detector, which is related to the dark matter mass. However,
the Griest-Kamionkowski bound gives the upper limit on the mass of thermally created dark matter to be
about 100TeV [36]. This limit is not a problem for non-thermally created topological defects as dark matter.
Dark skyrmions created from a First Order phase transition are a possibility and could have very high masses
[33]. It has been shown that dark pointlike topological defects created from a Second Order phase transition
could have mass up to 10PeV or even higher [23]. This chapter follows Reference [37].
7.1 Anderson-Higgs Portal Model
The model used here is based on the one in Reference [34], where the spherically symmetric hedgehog w(x)
mesons are coupled to Standard Model particles through an Anderson-Higgs portal. The Lagrangian density
is
L = LS + L(h)DSM (7.1)
where
LS = 1
16g2V
Tr
(
∂µU∂νU†(∂µU∂νU† − ∂νU∂µU†)
)
+
f2w
2
Tr(∂µU∂
µU†) (7.2)
is the Skyrme Lagrangian and
L(h)DSM =
gwhf
2
w
2
(2H†(x)H(x)− v2h) Tr(U(x)− I2)
= gwhf
2
wvh
(
h(x) +
h2(x)
2vh
)
Tr(U(x)− I2)
(7.3)
describes the coupling between the Anderson-Higgs field and the dark w(x) field, where gwh is the coupling
strength. Through this Anderson-Higgs portal, the w(x) field couples to Standard Model fields. From [34],
the velocity-weighted annihilation cross sections for w mesons (with mass much greater than Standard Model
masses) with center of mass energy
√
sw annihilating into Standard Model states are
vσww→hh = vσww→ZZ =
1
2
vσww→W+W− =
g2wh
4pisw
(7.4)
and
vσww→ff = Nc
g2whm
2
f
pis2w
, (7.5)
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where Nc is the number of possible colour charges (leptons have Nc = 1 and quarks have Nc = 3). The
fermionic contribution can be ignored because
√
sw ≥ 2mw and mw  mtop. Adding up the remaining
contributions, the total velocity-weighted annihilation cross section, to leading order, is
vσww =
g2wh
pisw
. (7.6)
7.2 Relic Skyrmion Density
Before discussing the relic skyrmion abundance, it is necessary to determine the creation mechanisms in-
volved. Numerical simulations of antiskyrmion-skyrmion annihilation [38], [39] and observations of antiproton-
proton annihilation into pions [40] indicate that that skyrmions and antiskyrmions annihilate with the clas-
sical cross section
σSS = piL
2
S (7.7)
into a number of w particles 2 < 〈Nw〉 . 7. The large number of w particles involved suppresses the reverse
process. Therefore, the dark skyrmions would have had to have been created non-thermally. They would
not have been created in thermal equilibrium with the heat bath because bubble nucleation and quenching
would have delayed the completion of the phase transition such that the heat bath would be too cold. This
must necessarily be the case for skyrmions to be a good dark matter candidate due to the supression of
SS¯ creation in thermal equilibrium. No assumption is made as to whether the phase transition is First or
Second Order.
To determine the present relic Skyrmion abundance,
ΩSh
2 =
MSnS(t0)
ρcr
h2, (7.8)
the balance equation
d
dt
(nSa
3) = −1
2
n2Sa
3 〈vσSS¯〉 (7.9)
must be solved to find nS(t0) [24](pp.187-188), [26](pg.124). This equation does not contain an equilibrium
term. The number density nS includes both skyrmions as well as antiskyrmions, whose number densities are
assumed to be approximately equal, hence the factor of 1/2. Rearranging the balance equation gives
1
(nSa3)2
d
dt
(nSa
3) = −1
2
1
a3
〈vσSS¯〉 (7.10)
and so ∫ t
tc
1
(nSa3)2
d(nSa
3) = −1
2
∫ t
tc
〈vσSS¯〉
a3
dτ. (7.11)
The left-hand side of the equation is∫ t
tc
1
(nSa3)2
d(nSa
3) =
−1
nS(t)a3(t)
+
1
nS(tc)a3(tc)
. (7.12)
Therefore
nS(t) =
nS(tc)
1 + 12nS(tc)a
3(tc)
∫ t
tc
〈vσSS¯〉 a−3dτ
(
a(tc)
a(t)
)3
. (7.13)
As for the time integral, first note that |v|σ ∝ v2β , where β = 0 for s-wave annihilation, and β = 1 for
p-wave annihilation. This, along with the fact that 〈v〉 ∼ T 1/2, means that 〈vσ〉 ∝ T β and
〈vσ〉
〈vσ〉 c
=
( T
Tc
)β
. (7.14)
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Since during radiation domination T ∝ t−1/2, the velocity-weighted annihilation cross section can be ex-
pressed as
〈vσ〉 = 〈vσ〉c
( tc
t
)β/2
. (7.15)
And now ∫ t
tc
〈vσSS¯〉
a3
dt′ = 〈vσSS¯〉c tβ/2c
∫ t
tc
τ−β/2a−3dτ
= 〈vσSS¯〉c tβ/2c a−30,r
∫ t
tc
τ−β/2
( τ
t0,r
)−3/2
dτ
= 〈vσSS¯〉c tβ/2c a−30,rt3/20,r
(
− β
2
− 1
2
)−1
τ−β/2−1/2
∣∣∣t
tc
' 2 〈vσSS¯〉c a−30,rt3/20,r (β + 1)−1t−1/2c ,
(7.16)
where in the last line tc  t is used. This is done because by the time of radiation-matter equality trm  tc,
SS¯ annihilations were negligible.
Putting this all together yields
nS(t) =
nS(tc)
1 + nS(tc) 〈vσSS¯〉c (β + 1)−1tc
(
a(tc)
a(t)
)3
. (7.17)
Since a(t) a(tc), the redshift corresponding to the start of the phase transition is
z−3c (t) '
a3(tc)
a3(t)
. (7.18)
Furthermore, this can be put in terms of entropy,
a3(tc)
a3(t)
=
s(t)
sc
. (7.19)
Recall that the entropy density at the time of the phase transition was
sc =
2pi2
45
g∗S(Tc)T 3c . (7.20)
The present relic number density can now be expressed as
nS(t0) =
nS(tc)
1 + nS(tc) 〈vσSS¯〉c (β + 1)−1tc
45s0
2pi2g∗S(Tc)T 3c
. (7.21)
As for the annihilation term in the denominator, note that
nS(tc) 〈vσSS¯〉c tc =
ΓS(tc)
2H(tc)
. (7.22)
At the phase transition, ΓS(tc) H(tc) meaning that
nS(t0) ' (1 + β)〈vσSS¯〉c tc
45s0
2pi2g∗S(Tc)T 3c
. (7.23)
Because the number density at the critical time has cancelled out and no longer appears in the equation
for the present number density, the order of the phase transition does not matter. Also recall the relation
between the (critical) time and (critical) temperature during radiation domination,
tcT
2
c =
3
4pi
mPl
√
5
pig∗(Tc)
. (7.24)
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Turning back now to the relic Skyrmion abundance, it can be written as
ΩSh
2 =
6s0
mPlg∗S(Tc)
h2
ρcr
√
5
pi
g∗(Tc)
β + 1
〈vσSS¯〉c
MS
Tc
. (7.25)
Several further simplifications can be made. First, the ratio
xc =
MS
Tc
(7.26)
can be bounded. The QCD chiral phase transition is expected to have occurred at a critical temperature
of about 100 − 200MeV [41], [42] and the nucleon mass is about 1GeV [4]. It is assumed that these values
will have the same ratio xc as the dark skyrmions from the dark chiral phase transition discussed here which
gives 5 . xc . 10.
The non-relativistic approximation for the kinetic energy
1
2
MSv
2 =
3
2
T (7.27)
implies
v2 =
3
x
. (7.28)
This, along with the classical cross section, gives the non-relativistic approximation
〈vσSS¯〉c ' piL2S
√
3
xc
. (7.29)
Recall that
MS ' 73fw
gV
, (7.30)
and so
LS =
1.2
gV fw
=
87.6
g2VMS
.
(7.31)
Another useful approximation is β = 1/2, meaning that s-wave and p-wave annihilations are equally possible.
Because all relativistic particles were in thermal equilibrium at the chiral phase transition,
g∗(Tc) = g∗S(Tc)
=
∑
b=bosons
gb +
7
8
∑
f=fermions
gf
= 112,
(7.32)
where in the last step, the degrees of freedom for each type of elementary particle that was relativistic at
that times have been summed together [7](pp.12-18), [4]. For example, all quarks were relativistic in the
very early universe. There are 6 quark flavors and each has an antiquark, 2 spin states, and 3 colors each so
the quark contribution to g ∗ (Tc) is 6× 2× 2× 3 = 72.
Putting all of this together now,
ΩSh
2 =
3s0
mPl
h2
ρcr
√
15x3c
pi3g∗(Tc)
(g2VMS
87.6
)2
. (7.33)
To numerically constrain the skyrmion parameter g2VMS from this expression for ΩSh
2 ≤ ΩCDMh2, particle
group data [4] is referred to which says
s0 = 2891.2cm
−3, (7.34)
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mPl = 1.220910× 1019GeV, (7.35)
ρcr
h2
= 1.05371× 10−5GeVcm−3, (7.36)
and
ΩCDMh
2 = 0.1186. (7.37)
If the dark skyrmions constitute all of dark matter then
g2VMS = 14.3316PeV × x−3/4c , (7.38)
so allowed values for the skyrmion parameter must be on or below this curve, as seen in Figure 7.1.
Figure 7.1: Possible values of the skyrmion parameter for 5 ≤ xc ≤ 10.
Therefore, for 5 . xc . 10, dark skyrmions can be PeV scale for g2V ' 1 or even multi-PeV scale for
g2V < 1.
7.3 Constraints on the Heavy Dark Mesons
The w particles should not contribute much to dark matter compared to the skyrmions. For this to happen,
gwh must be large enough so that the w mesons are coupled strongly enough to thermal Standard Model
particles in order to prevent freeze-out which would contribute significantly to the abundance of dark matter.
However, gwh < 4pi is also necessary so that the corresponding scattering cross sections can still be calculated
using perturbation theory. The gwh dependence on mw is determined [34] using the fact that the scattering
cross section determined from cosmology must be equal to the scattering cross section determined from
quantum field theory. The thermally averaged annihilation cross section 〈vσww〉G (mw, T ) from Eq. 6.61 is
determined using quantum field theory while 〈vσww〉r (Tf ) is the cross section required for the w mesons to
freeze out at Tf . They are related by
g2wh =
〈vσww〉r (Tf )
〈vσww〉G (mw, Tf )|g=1
. (7.39)
If Ωw ≤ 0.01ΩCDM then mw . 4TeV and if 0.01ΩCDM < Ωw < 0.1ΩCDM then mw . 12TeV, as seen in
Figure 7.2. The case where 0.1ΩCDM < Ωw < ΩCDM is also indicated in Figure 7.2. Note that the bumps
around mw = 4.2TeV come from the fact that the top quarks do not contribute to the effective relativistic
degrees of freedom once they have frozen out.
The rate at which the number density of a wi particle changes is going to be the rate due to their
annihilation into Standard Model particles subtracted from the rate due to their production via antiskyrmion-
skyrmion annihilation. The wi number density change rate due to their annihilation is half the number
45
Figure 7.2: Possible values for mw and gwh where gwh is perturbative and thermally created w mesons do
not contribute significantly to dark matter.
density of wi’s (because they are their own antiparticle) multiplied by their annihilation rate multiplied by 2
(because each annihilation results in the loss of 2 wi’s). The number density change rate due to production
is equal to the number density of skyrmions multiplied by the antiskyrmion-skyrmion annihilation rate
multiplied by 1/3 the average number of w particles produced from this annihilation. That is,
dnwi
dt
=
1
3
〈Nw〉
(nS
2
)2
vSSpiL
2
S − 2
(nwi
2
)2 g2wh
pi
〈s−1w 〉 . (7.40)
Since nw = 3nwi , the change rate of nw can be found using
1
3
dnw
dt
=
1
3
〈Nw〉
(nS
2
)2
vSSpiL
2
S − 2
(nw
6
)2 g2wh
pi
〈s−1w 〉 (7.41)
which means
dnw
dt
= 〈Nw〉 n
2
S
4
vSSpiL
2
S − n2w
g2wh
6pi
〈s−1w 〉 . (7.42)
Detailed balance, n˙w = 0, gives
n2w
n2S
=
3
2
pi2
〈Nw〉
〈s−1w 〉
vSSL
2
S
g2wh
. (7.43)
The conservation of energy says that
2MS ≈ 〈Nw〉mw (7.44)
and
sw ≈ (2mw)2, (7.45)
so
〈Nw〉
〈s−1w 〉
' 16 M
2
S
〈Nw〉 . (7.46)
The ratio of number densities is therefore
nw
nS
'
√
24pi
gwh
√〈Nw〉MSLS√vSS (7.47)
which is used to determine the relation between the dark skyrmion and dark w meson density parameters,
Ωw
ΩS
=
nwmw
nSMS
' 4× 102 × pivSS
gwh
√〈Nw〉 mwg2VMS .
(7.48)
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Figure 7.1 indicates thatMSg
2
V is of the order PeV. Figure 7.2 indicates that gwh ∼ 1 and for Ωw < 0.1ΩCDM ,
the w meson mass must be of the order TeV. Therefore mwg
−2
V M
−1
S ∼ TeV × PeV−1 = 10−3. Since the
dark skyrmions in question are very heavy, it is safe to say that vSS  1. Therefore the skyrmions, and not
the w mesons, constitute most of the dark matter in this model.
7.4 Direct Signals from the Dark Skyrmions
The skyrmionwS is now considered to be a coherent superposition [8] (pp.112-118, 392-394) of thew particles.
For this to happen, the skyrmion state in the interaction picture
|S(t)〉 = exp
(
− 1
2
∫
|ζ (k ′, t)|2d3k′
)
exp
(∫
ζ (k ′, t) · a†w(k ′)d3k′
)
|0〉 (7.49)
must be an eigenstate of the the the annihilation operator aw(k) with eigenvalue
ζ (k, t) =
√
ω(k)
2
wS(k)e
iω(k)t, (7.50)
where
ω2(k) = k2 +m2w. (7.51)
The skyrmion profile function ws(r) of Eq. 4.35 is used here. The skyrmion in k space is
wS(k) =
∫
d3x
(2pi)3/2
wS(r)rˆe
−ik·x
=
1
(2pi)3/2
∫ 2pi
0
dφ
∫ pi
0
dθ
∫ ∞
0
drr2 sin θwS(r)
sin θ cosφsin θ sinφ
cos θ
 e−ikr cos θ
=
√
2
pi
kˆ
∫ ∞
0
dr
r
k
wS(r) sin(kr)
= kˆwS(k)
(7.52)
as seen in Figure 7.3. Note that the factor of eiω(k)t in ζ (k, t) was absorbed from
Figure 7.3: The hedgehog skyrmion profile function in k space.
aw(k, t) = aw(k)e
iω(k)t. (7.53)
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The w meson operator is
w(x) =
∫
d3k
(2pi)3/2
√
2ωw(k)
(
aw(k)e
−ikx + a†w(k)e
ikx
)
, (7.54)
Its expectation value in the skyrmion state,
〈S(t)|w(x) |S(t)〉 = 1
2
∫
d3k
(2pi)3/2
(
ws(k)e
ik·x +w†s(k)e
−ik·x
)
=
1
2
∫
d3k
(2pi)3/2
(
ws(k)e
ik·x +ws(−k)e−ik·x
)
=
∫
d3k
(2pi)3/2
ws(k)e
ik·x
= wS(r)rˆ,
(7.55)
is the skyrmion solution to the equations of motion corresponding to the hedgehog Skyrme Lagrangian
density.
The scattering amplitudes for coherent states are added up, so the amplitude for skyrmion-nucleon
scattering is the amplitude for w meson-nucleon scattering multiplied by the number of w mesons in the
skyrmion state. This means the cross sections are related by
σSN = 〈Nw〉2S σwN . (7.56)
The average number [7](pg.128) of w mesons in the skyrmion state is
〈Nw〉S = 〈S(t)| Nˆ |S(t)〉
= 〈S(t)|
∫
d3ka†w(k) · aw(k) |S(t)〉
=
∫
d3k|ζ (k, t)|2
=
1
2
∫
d3kω(k)w2S(k)
= 2pi
∫ ∞
0
dkk2ω(k)w2S(k),
(7.57)
which is plotted in Figure 7.4. Comparing this with
〈Nw〉S '
MS
mw
' 73 1
mw
fwg
−1
V (7.58)
using a linear fit yields 〈Nw〉S ' 47g−2V and mw ' 1.3gV fw. Analysing the intersection of the two expres-
sions for the meson count yields the approximations 〈Nw〉S ' 50.05g−2V , mw ' 1.46gV fw. The linear fit
approximation is used here.
The w meson-nucleon recoil cross section in the limit mN  mw is
σwN =
1
pi
(gwhghNvhmN
m2hmw
)2
, (7.59)
(see Appendix A for the calculation) where the Anderson-Higgs particle mass is mh = 125.18GeV [4],
ghN is the effective Anderson-Higgs-nucleon coupling constant [44] which has a modern value given by
ghNvh = 289MeV [45], and mN is the nucleon mass. Here it is determined from stable and long-lived Xenon
isotopes weighted by abundance:
mN =
∑
i
pi
(mi − 54me)
Ai
= 903.6MeV
(7.60)
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Figure 7.4: The w meson number in the coherent skyrmion state.
where, for the ith stable or long-lived isotope [43], pi is its abundance, mi is its mass, Ai is its number of
nucleons , and me is the electron mass [4].
Now, the dark skyrmion-nucleon recoil cross section can be expressed as
σSN =
1
pi
(47ghNvhmN
m2h
)2( gwh
g2Vmw
)2
= 2.071× 10−7 ×
( gwh
g2Vmw
)2
,
(7.61)
as seen in Figure 7.5. In terms of the dark skyrmion mass, the nucleon-recoil cross section is
σSN =
1
pi
(472ghNvhmN
m2h
)2( gwh
g2VMS
)2
= 4.575× 10−4 ×
( gwh
g4VMS
)2
,
(7.62)
which is plotted in Figure 7.6.
Figure 7.5: The skyrmion-nucleon recoil cross section for 1TeV ≤ g2Vmwg−1wh ≤ 1PeV
The XENON1T 1 ton year exposure [46] found no recoils that could be attributed to dark matter. This
gave an upper limit on the possible ratio of nucleon recoil cross section to dark matter mass for a mass range
49
Figure 7.6: The skyrmion-nucleon recoil cross section for 100TeV ≤ g4VMSg−1wh ≤ 100PeV
of 1GeV to 1TeV, as seen in Figure 7.7. The results indicate that σ(m = 1TeV) . 8.3 × 10−46cm2. It is
possible to extrapolate from these results an upper limit on the recoil cross section for even higher masses.
This is because the maximum cross section increases approximately linearly with mass for large masses, as
seen in the XENON1T 1 ton year results.
Figure 7.7: The XENON1T 1 ton year results. Figure from Reference [46].
The upper bound on the recoil cross section σmax(m) for large mass m is related to the upper bound for
1TeV by
σmax(m) = σmax(1TeV)
σeff,max(m)
σeff,max(1TeV)
F 2(1TeV)
F 2(m)
, (7.63)
where F is the Helm structure factor (see Eq. 6.68). The ratio of square Helm structure factors has very
little dependence on mass for high masses. Therefore, the mass dependence comes primarily from the factor
σeff,max(m). Extrapolating, cross section constraints should continue to increase approximately linearly
with m for masses above 1TeV so
σeff,max(m)
m
=
σeff,max(1TeV)
1TeV
. (7.64)
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The dark skyrmion-nucleon recoil section is therefore constrained by
σSN . 8.3× 10−46cm2 MS
1TeV
F 2(1TeV)
F 2(MS)
. (7.65)
Then (gwh
g4v
)2
. 3.8× 10−41cm2 M
3
S
1TeV
F 2(1TeV)
F 2(MS)
. (7.66)
For MS = 100TeV, the coupling strength gV is constrained to be gV & 1.8g1/4wh . This means that gV could
possibly be of non-perturbative strength, while gwh would still be perturbative. However gV & 0.32g1/4wh for
MS = 10PeV. This coupling strength could be quite weak for higher skyrmion masses, as seen in Figure 7.8.
Figure 7.8: Direct search constraints on dark skyrmions of mass 100TeV to 10PeV from the XENON1T 1
ton year results.
The higher sensitivities of future direct detection xenon experiments such as XENONnT [47], LUX-
ZEPLIN [48], PandaX-4T [49], and DARWIN [50] will allow for further constraints on dark matter candidates
including PeV scale dark skyrmions.
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Chapter 8
Conclusion
Skyrmions of a chiral SU(2)L×SU(2)R → SU(2)V phase transition with PeV scale mass have been analyzed
here as dark matter candidates, where the heavy dark mesons of the corresponding nonlinear σ-model are
coupled to the Standard Model by an Anderson-Higgs portal. The results are as follows.
The skyrmions would have had to have been created non-thermally via the chiral phase transition.
This conclusion was reached here because it has already been determined from simulations that skyrmions
annihilate with antiskyrmions into a large number of their dark mesons, which means the reverse process in
thermal equilibrium is severely suppressed. Because the creation is not through thermal freeze-out, this is
consistent with the Griest-Kamionkowski bound.
The present dark skyrmion number density was determined to be independent from the order of the
phase transition, which allowed for the skyrmion parameter g2VMS to be constrained, where gV is the
Skyrme coupling and MS is the skyrmion mass. This was done by using the present total cold dark matter
abundance as an upper bound for the present dark skyrmion abundance. The resuls of these constraints lead
to the conclusion that it is possible for the dark skyrmion mass to be of the order PeV or higher if g2V . 1.
Constraints were put on the dark mesons by assuming that they constitute at most a small fraction of all
cold dark matter and by demanding that the Anderson-Higgs portal coupling be of perturbative strength,
gwh < 4pi. It was determined that the dark mesons should be TeV scale and that most of the cold dark
matter abundance in this model is due to the dark skyrmions.
Considering the dark skyrmions to be spherically symmetric coherent states of the dark mesons allowed
for the dark skyrmion-nucleon recoil cross section to be expressed in terms of the dark meson-nucleon recoil
cross section. The XENON1T 1 ton year experiment’s results were extrapolated to higher masses, which
allowed for gV to be constrained in terms of gwh and MS . The results of doing so is that on the lower end of
very heavy dark skyrmion mass, MS = 100TeV, it is possible that gV could be of non-perturbative strength.
However, higher masses like MS = 10PeV allow for gV to be quite small.
Several future direct dark matter detection experiments are being planned, including XENONnT, LUX-
ZEPLIN, PandaX-4T, and DARWIN. These experiments will have even higher sensitivities. Their results
will further constrain the dark matter-nucleon recoil cross section. This, in turn, will allow for even stricter
constraints to be placed on gV in the same manner as done in this thesis.
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Appendix A
Nucleon-Dark Meson Scattering Cross
Section
The calculation for the nucleon-dark meson scattering cross section σwN [37] is as follows. Perturbation
theory is used to find the scattering matrix element whose square is used in the definition of the differential
scattering cross section [6](pp.77-130), [8](pp.241-282). The initial state is a wi boson with momentum ka
and a nucleon with momentum pb and spin sb, denoted by |ka;pb, sb〉. The subscript i indicates that no
assumption is made as to which of the three w bosons is involved. The wi boson bounces off the nucleon
and they interact via the exchange of a virtual Anderson-Higgs boson. The final state is |kc;pd, sd〉, defined
in the same way as the initial state.
The w field is defined as
w(x) =
∫
d3k
(2pi)3/2
√
2ωw(k)
(
aw(k)e
−ikx + a†w(k)e
ikx
)
, (A.1)
and the Anderson-Higgs field is
h(x) =
∫
d3k
(2pi)3/2
√
2ωh(k)
(
ah(k)e
−ikx + a†h(k)e
ikx
)
, (A.2)
where
ω2(k) = k2 +m2. (A.3)
The interaction between these fields is described by the interaction Hamiltonian
Hhww = gwhvhh(x)w
2(x). (A.4)
The nucleon field is
N(x) =
∑
s=↑,↓
∫
d3k
(2pi)3/2
√
2ωN (k)
(
aN (k, s)u(k, s)e
−ikx + b†N (k, s)v(k, s)e
ikx
)
, (A.5)
and its adjoint N(x) = N†(x)γ0 is
N(x) =
∑
s=↑,↓
∫
d3k
(2pi)3/2
√
2ωN (k)
(
bN (k, s)v(k, s)e
−ikx + a†N (k, s)u(k, s)e
ikx
)
. (A.6)
The interaction Hamltonian that describes the interaction between the Anderson-Higgs field and the nucleon
field is [44]
HhNN = ghNh(x)N(x)N(x). (A.7)
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A.1 First Order S Matrix
The relevant scattering matrix element, to first order, for this calculation is
SwN = 〈kc;pd, sd|T
(
(−i)2
∫
Hhww(x)d
4x
∫
HhNN (x
′)d4x′
)
|ka;pb, sb〉
= −〈kc;pd, sd|
∫
d4x
∫
d4x′
(
NHhww(x)NHhNN (x
′)Θ(t− t′)
+NHhNN (x
′)NHhww(x)Θ(t′ − t)
)
|ka;pb, sb〉 ,
(A.8)
where T is the time ordering operator and N is the normal ordering operator. The time ordering operator
puts operators with later time arguments to the left. The normal ordering operator puts creation operators
to the left of annihilation operators.
As neither the initial nor final states have any anti-nucleons, any terms involving bN and b
†
N will necessarily
be 0. As for the other terms, most involve vacuum annihilation or the wrong number of creation and
annihilation operators, so (anti-)commutation relations would make these terms 0. For the t > t′ case, the
first surviving term involves∑
l
〈kc;pd, sd|N
(
ah(q1)a
†
wl
(k1)awl(k2)
)
N
(
a†h(q2)a
†
N (p1, s1)u(p1, s1)
× aN (p2, s2)u(p2, s2)
)
|ka;pb, sb〉
=
∑
l
〈0| awi(kc)aN (pd, sd)a†wl(k1)ah(q1)awl(k2)a†h(q2)a†N (p1, s1)
× u(p1, s1)aN (p2, s2)u(p2, s2)a†N (pb, sb)a†wi(ka) |0〉 .
(A.9)
To evaluate this, commutation and anti-commutation relations are necessary. For example,
aN (p2, s2)a
†
N (pb, sb) |0〉 = {aN (p2, s2), a†N (pb, sb)} |0〉 − a†N (pb, sb)aN (p2, s2) |0〉
= δ(3)(p2 − pb)δs2,sb |0〉
(A.10)
and
awl(k2)a
†
wi(ka) |0〉 = [awl(k2), a†wi(ka)] |0〉+ a†wi(ka)awl(k2) |0〉
= δ(3)(k2 − ka)δwi,wl |0〉 .
(A.11)
Similarly,
ah(q1)a
†
h(q2) |0〉 = δ(3)(q1 − q2) |0〉 , (A.12)
aN (pd, sd)a
†
N (p1, s1) |0〉 = δ(3)(pd − p1)δsd,s1 |0〉 , (A.13)
and
awi(kc)a
†
wi(k1) |0〉 = δ(3)(kc − k1). (A.14)
Therefore Equation (A.9) is equal to
u(p1, s1)u(p2, s2)δ
(3)(p2 − pb)δs2,sbδ(3)(pd − p1)δsd,s1
× δ(3)(k2 − ka)δ(3)(kc − k1)δ(3)(q1 − q2).
(A.15)
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The second non-vanishing t > t′ term is∑
l
〈kc;pd, sd|N
(
ah(q1)awl(k1)a
†
wl
(k2)
)
N
(
a†h(q2)a
†
N (p1, s1)u(p1, s1)
× aN (p2, s2)u(p2, s2)
)
|ka;pb, sb〉
=
∑
l
〈0| awi(kc)aN (pd, sd)a†wl(k2)ah(q1)awl(k1)a†h(q2)a†N (p1, s1)
× u(p1, s1)aN (p2, s2)u(p2, s2)a†N (pb, sb)a†wi(ka) |0〉
= u(p1, s1)u(p2, s2)δ
(3)(p2 − pb)δs2,sbδ(3)(pd − p1)δsd,s1
× δ(3)(k1 − ka)δ(3)(kc − k2)δ(3)(q1 − q2)
(A.16)
The t < t′ case has∑
l
〈kc;pd, sd|N
(
ah(q2)a
†
N (p1, s1)u(p1, s1)aN (p2, s2)u(p2, s2)
)
×N
(
a†h(q1)a
†
wl
(k1)awl(k2)
)
|ka;pb, sb〉
= 〈0| awi(kc)aN (pd, sd)a†N (p1, s1)u(p1, s1)ah(q2)aN (p2, s2)u(p2s2)
× a†h(q1)a†wl(k1)awl(k2)a†N (pb, sb)a†wi(ka) |0〉
= u(p1, s1)u(p2, s2)δ
(3)(p2 − pb)δs2,sbδ(3)(pd − p1)δsd,s1
× δ(3)(k2 − ka)δ(3)(kc − k1)δ(3)(q2 − q1)
(A.17)
and ∑
l
〈kc;pd, sd|N
(
ah(q2)a
†
N (p1, s1)u(p1, s1)aN (p2, s2)u(p2, s2)
)
×N
(
a†h(q1)awl(k1)a
†
wl
(k2)
)
|ka;pb, sb〉
= 〈0| awi(kc)aN (pd, sd)ah(q2)a†N (p1, s1)u(p1, s1)aN (p2, s2)u(p2s2)
× a†h(q1)a†wl(k2)awl(k1)a†N (pb, sb)a†wi(ka) |0〉
= u(p1, s1)u(p2, s2)δ
(3)(p2 − pb)δs2,sbδ(3)(pd − p1)δsd,s1
× δ(3)(k1 − ka)δ(3)(kc − k2)δ(3)(q2 − q1).
(A.18)
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This means the scattering matrix element is
SwN =
∑
s1
∑
s2
(−i)2
∫
d4x
∫
d4x′
1
(2pi)9
∫
d3p1
∫
d3p2
∫
d3q1
∫
d3q2
×
∫
d3k1
∫
d3k2
gwhghNvh√
26ωN (p1)ωN (p2)ωh(q1)ωh(q2)ωw(k1)ωw(k2)
× u(p1, s1)u(p2, s2)δ(3)(p2 − pb)δs2,sbδ(3)(pd − p1)δsd,s1
×
(
Θ(t− t′)
(
δ(3)(k2 − ka)δ(3)(kc − k1)ei(−q1+k1−k2)xei(q2+p1−p2)x′
+ δ(3)(k1 − ka)δ(3)(kc − k2)ei(−q1−k1+k2)xei(q2+p1−p2)x′
)
+ Θ(t′ − t)
(
δ(3)(k2 − ka)δ(3)(kc − k1)ei(q1+k1−k2)xei(−q2+p1−p2)x′
+ δ(3)(k1 − ka)δ(3)(kc − k2)ei(q1−k1+k2)xei(−q2+p1−p2)x′
))
= (−i)2
∫
d4x
∫
d4x′
1
(2pi)9
gwhghNvh√
24ωN (pd)ωN (pb)ωw(ka)ωw(kc)
× u(pd, sd)u(pb, sb)2ei(kc−ka)xei(pd−pb)x′
∫
d3q
2ωh(q)
×
(
Θ(t− t′)e−iq(x−x′) + Θ(t′ − t)e−iq(x′−x)
)
=
(−i)3
pi
∫
d4x
∫
d4x′
1
(2pi)9
gwhghNvh√
24ωN (pd)ωN (pb)ωw(ka)ωw(kc)
× u(pd, sd)u(pb, sb)ei(kc−ka)xei(pd−pb)x′
∫
d4q
−q2 +m2h − i
e−iq(x−x
′)
=
(−i)3
2(2pi)2
gwhghNvh√
ωN (pd)ωN (pb)ωw(ka)ωw(kc)
u(pd, sd)u(pb, sb)
×
∫
d4q
−q2 +m2h − i
δ(4)(pd − pb − q)δ(4)(q − ka + kc)
=
(−i)3
2(2pi)2
gwhghNvhu(pd, sd)u(pb, sb)√
ωN (pd)ωN (pb)ωw(ka)ωw(kc)
δ(4)(pd − pb + kc − ka)
−(pd − pb)2 +m2h − i
.
(A.19)
A.2 Scattering Cross Section
The scattering cross section (multiplied by the velocity) is
vσwN =
1
2
∑
sd,sb
∫
d3pd
∫
d3kc(2pi)
2 1
22(2pi)4
(gwhghNvh)
2
ωN (pd)ωN (pb)ωw(ka)ωw(kc)
×
∣∣∣∣∣ u(pd, sd)u(pb, sb)−(pd − pb)2 +m2h − i
∣∣∣∣∣
2
δ(4)(pd − pb + kc − ka),
(A.20)
where the velocity is
v =
∣∣∣∣∣ kaωw(ka) − pbωN (pb)
∣∣∣∣∣. (A.21)
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First note that ∑
sd,sb
|u(pd, sd)u(pb, sb)|2 =
∑
sd,sb
u(pd, sd)u(pb, sb)u
†(pb, sb)γ0u(pd, sd)
=
∑
sd,sb
u(pd, sd)u(pb, sb)u(pb, sb)u(pd, sd)
=
∑
sd
u(pd, sd)(mNI + γµp
µ
b )u(pd, sd)
= 4m2N +
∑
sd
uj(pd, sd)ui(pd, sd)(γµ)ijp
µ
b
= 4m2N +
∑
sd
(mNI + γνp
ν
d)ji(γµ)ijp
µ
b
= 4m2N + Tr(mNγµp
µ
b + γνγµp
µ
b p
ν
d)
= 4m2N + 4ηµνp
µ
b p
ν
d
= 4m2N + 4pb · pd
(A.22)
Now,
vσwN =
1
2(2pi)2
∫
d3pd
∫
d3kc
(gwhghNvh)
2
ωN (pd)ωN (pb)ωw(ka)ωw(kc)
× m
2
N + pb · pd
(−(pd − pb)2 +m2h)2 + 2
δ(4)(pd − pb + kc − ka).
(A.23)
The coordinates can be switched to the center-of-mass coordinates of the initial state so that
ka = −pb ≡ k. (A.24)
The integration variables can be switched using the substitution
P = pd + kc (A.25)
and
p =
mw
M
pd − mN
M
kc, (A.26)
where M = mN +mw. The inverse of this is
pd =
mN
M
P + p, (A.27)
kc =
mw
M
P − p. (A.28)
Also note that
d3Pd3p = d3pdd
3kc (A.29)
Therefore
vσwN =
1
2(2pi)2
∫
d3Pd3p
(gwhghNvh)
2
ωN (pd)ωw(kc)ωN (k)ωw(k)
× m
2
N + pb · pd
(−(pd − pb)2 +m2h)2 + 2
δ(3)(P )
× δ(1)(ωN (pd) + ωw(kc)− ωN (k)− ωw(k))
=
1
2(2pi)2
∫
d3p
(gwhghNvh)
2
ωN (p)ωw(p)ωN (k)ωw(k)
× m
2
N + ωN (p)ωN (k)− p · k(
− (ωN (p)− ωN (k))2 + (p − k)2 +m2h)2 + 2
× δ(1)(ωN (p) + ωw(p)− ωN (k)− ωw(k)).
(A.30)
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Making the substitutions
E′(p) = ωN (p) + ωw(p) (A.31)
and
E = ωN (k) + ωw(k) (A.32)
along with the change of variables
d3p = dΩd|p||p|2
= dΩdE′
d|p|
dE′
|p|2
= dΩdE′
|p|
E′
ωN (p)ωw(p)
(A.33)
yields
vσwN =
1
2(2pi)3
(gwhghNvh)
2
ωN (k)ωw(k)
∫
dΩdE′
|p|
E′
δ(1)(E′ − E)
× m
2
N + ωN (p)ωN (k)− p · k(
− (ωN (p)− ωN (k))2 + (p − k)2 +m2h)2 + 2 ,
(A.34)
keeping in mind that |p| = |p|(E′). Because |p|(E) = |k|, it must be that
vσwN =
1
2(2pi)2
(gwhghNvh)
2
ωN (k)ωw(k)
∫
dΩ
|k|
E
2m2N
m4h + 
2
=
1
pi
(gwhghNvh)
2
ωN (k)ωw(k)
|k|
E
m2N
m4h + 
2
.
(A.35)
Using the velocity,
v = |k|
∣∣∣∣∣ωN (k)− ωw(k)ωw(k)ωN (k)
∣∣∣∣∣, (A.36)
the cross section can be expressed as
σwN =
(gwhghNvh)
2m2N
pi
∣∣ωN (k)− ωw(k)∣∣(ωN (k)− ωw(k))(m4h + e2)
=
(gwhghNvh)
2m2N
pi|m2N −m2w|(m4h + 2)
.
(A.37)
However, taking → 0 and since mN  mw, it is safe to say that
σwN =
1
pi
(
gwhghNvhmN
mwm2h
)2
. (A.38)
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