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It is a longstanding debate concerning the absence of threshold for the susceptible-infected-susceptible
spreading model on networks with localized state. The key to resolve this controversy is the dynamical inter-
action pattern, which has not been uncovered. Here we show that the interaction driving the localized-endemic
state transition is not the global interaction between a node and all the other nodes on the network, but exists at
the level of super node composed of highly connected node and its neighbors. The internal interactions within a
super node induce localized state with limited lifetime, while the interactions between neighboring super nodes
via a path of two hops enable them to avoid trapping in the absorbing state, marking the onset of endemic state.
The hybrid interactions render highly connected nodes exponentially increasing infection density, which truly
account for the null threshold. These results are crucial for correctly understanding diverse recurrent contagion
phenomena.
Networks [1–3] essentially capture the structure of individ-
ual interactions, contact and mobility patterns, through which
information, innovation, fads, epidemics, and human behav-
iors spread across us [4–7]. Burst of investigations have been
devoted to the susceptible-infected-susceptible (SIS) model
on networks to understand, predict and control recurrent con-
tagion phenomena, such as influenza-like diseases, computer
virus, memes etc. [8, 9]. There is a threshold of the spread-
ing rate λc separateing the abrupt outbreak of contagion and
the nonequilibrium absorbing state phase transition, where
the propagation dies out. The heterogeneity of real-world
networks characterized by a power law degree distribution
P(k) ∼ k−γ has a nontrivial impact on the threshold. The het-
erogeneous mean field (HMF) theory [10], a seminal work in
this regard, predicts a threshold for uncorrelated random net-
works λHMFc = 〈k〉/〈k2〉, where 〈k〉 and 〈k2〉 are the first and
second moments of P(k). For 2 < γ < 3, 〈k2〉 is divergent
in the thermodynamic limit, thus, λc will converge to zero.
While for γ > 3, λc > 0, since 〈k2〉 is finite.
In spite of the rather simplicity of SIS model, significant
controversies and confusions arise from a number of compet-
ing theories, especially on whether there is a threshold when
γ > 3. The following is a rapid review. The HMF theory ig-
nores the dynamical correlations. Several smart methods tried
to remedy it by considering various dynamical correlations,
such as the dynamical message passing approach [11], effec-
tive degree [12] and effective branching factor methods [13].
The first two obtain identical threshold λDCc = 〈k〉/(〈k2〉 − 〈k〉)
[9], while the last estimates that λHMFc < λc < λ
DC
c . These
theories predict higher threshold than λHMFc . However, for
2.5 < γ < 3, the threshold computed by the quasistationary
simulations in Ref. [14] and this paper is much smaller than
λHMFc . In other words, smart methods do not yield more ac-
curate predictions but unexpectedly give worse results. The
remarkable discrepancy for 2.5 < γ < 3, to our knowledge,
has received less attention, yet deserving concerns.
The quenched mean field (QMF) theory replaces the an-
nealed adjacent matrix in HMF by quenched one, predicting
λ
QMF
c = 1/Λ1, whereΛ1 ∼ max{
√
kmax, 〈k2〉/〈k〉} is the largest
eigenvalue of the adjacency matrix. QMF readily gives the
same threshold as HMF for 2 < γ < 2.5. While for γ > 2.5,
the network topology subtly changes, since Λ1 shifts from
〈k2〉/〈k〉 to √kmax. Then λQMFc depends on the maximum de-
gree: λ
QMF
c ≃ 1/
√
kmax [15], which is zero for any networks
with divergent degree, including γ > 3, just at odds with HMF
theory. That the hub nodes are sustainable source was deemed
as the physical origin. However, Goltsev et al. showed that it
is not a genuine threshold [16]. Only a finite number of nodes
are active, localized around the most highly connected nodes.
The genuine threshold λc is definitely higher than λ
QMF
c . This
research ignited a big stir. Furthermore, Lee et al. showed that
when λ
QMF
c < λ < λc, the dynamics are governed by the com-
pelling Griffiths phase [17, 18], featuring slow dynamics en-
hanced by disorder in systems. Owing to the irreversible dy-
namical fluctuation, local active domains eventually fall into
absorbing phase with exceedingly long relaxation time. They
further conjectured that the phase transition is triggered by the
percolation of local active domains through direct connection
of hubs, which enables the hub mutual reinfection, and the
threshold is finite. Grounded on the belief that a node can be
reinfected by distant nodes, Bogun˜a´ et al. relaxed the strong
requirement of direct connection of hubs for mutual reinfec-
tion [19]. The null threshold was then retrieved again.
The ongoing debate is actually a matter of the fundamental
interaction pattern responsible for the localized-endemic state
transition. Conventional mind merely considers interaction
between directly linked nodes, whereas literature [19] made a
conceptual leap by introducing global dynamical interactions.
In this paper, we devise a more accurate approach to estimate
the strength of global interaction, allowing convincing vali-
dation of this theory. Our analytical and numerical studies
deny the function of global and long-range dynamical inter-
actions. Instead, we show that it is the interaction between a
node and its second nearest neighbors (SNN) that drives the
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FIG. 1: Log-log plot of ρk versus k at the critical point. The slope of
the red line is 1, serving as a benchmark to verify ρk ∝ k, while the
black line is prediction of Eq. (11).
phase transitions. We propose an alternative mean-field equa-
tion for γ > 2.5, involving twofold dynamical interactions,
both of which are essential for the phase transition: the inter-
nal interaction within a super node composed of highly con-
nected nodes and leafs which sustains localized state, and the
SNN interaction between neighboring super nodes which re-
sists the irreversible dynamical fluctuation.
We begin from studying ρk, the infection density of nodes
with degree k. In the vicinity of critical point, it is easy to get
from the HMF equation that ρk ∝ k. This statement seems
to be apparent, and is widely accepted. For example, it was
used to estimate the average infection density ρ [17]. For
2 < γ < 2.5, it is indeed the case. A justified example is
shown in Fig. (1)(a). For γ > 2.5, where localized state
emerges [16], however, it undoubtedly no longer holds. As
shown in Fig. (1) (b)-(d), with increasing of k, the deviations
from the benchmark get more and more remarkable, suggest-
ing that large degree nodes are far more active. Behind the
significant discrepancy lies the manifest failure of the HMF
equation in this regime. It calls for new theory. Such peculiar
phenomenon is reminiscent of literature [19], through which
we attempt to find a theoretical interpretation.
Different from the QMF equation, Ref. [19] took into ac-
count the case that a node can be infected by any other nodes
at a long enough time scale, no matter how far they are located
in the network:
dρi(t)
dt
= −δ¯(ki, λ)ρi(t) +
∑
j,i
λ¯(di j, λ)[1 − ρi(t)]ρ j(t), (1)
with parameters δ¯(ki, λ) ≈ e−a(λ)ki , a(λ) ∝ λ2, and λ¯(di j, λ) ≈
λµ(di j−1), µ = λ/(1 + λ), which is the effective infection rate
between nodes i and j separated by distance di j.
Combining ρk(t) ≡
∑
deg(i)=k ρi(t)/NP(k) with QMF equa-
tion, one obtains HMF equation. Nonetheless, similar mean
field calculation regarding Eq. (1) is sophisticated. Theymade
an important mean field approximation by neglecting all the
interactions of other distance except that of the average dis-
tance. A new mean field equation was obtained. We rewrite it
in an elegant manner:
dρk(t)
dt
= −δ¯(k, λ)ρk(t)+λ(1− ρk(t))
∑
k′
a
β
kk′ρk′ (t)NP(k
′), (2)
where akk′ = kk
′/(N〈k〉) is the annealed adjacent matrix for
uncorrelated random networks. This equation suggests that
ρk ∝ kβea(λ)k, where β = ln(1+1/λ)/ ln κ, and κ = 〈k2〉/〈k〉−1
is the average branching factor. For large-size networks, the
slope of the curve under double log plot s(k) ≃ β + a(λ)k ≫
1, which can explain the tremendous deviation for the highly
connected nodes, yet fails to predict that s(k) ≃ 1 for the most
small-degree nodes shown in Fig. (1).
The failure may be caused by the aforementioned rough
mean field approximation. Obviously, it is considerably un-
derestimated, especially the interaction of nearest neighbours
is completely neglected. Here we circumvent such a prob-
lem by computing the strength of global dynamical interac-
tion based on the distance. It gives us the leverage to verify
Eq. (1) in a faithful way.
The long-range dynamical interaction imposed by the
neighbors of a node i at distance ℓ can be evaluated as
ψi(ℓ) = λ¯(ℓ, λ)
∑
j
bi jρ j, (3)
where bi j = 1 if di j = ℓ, otherwise bi j = 0.
We proceed to work out ψk(ℓ) for nodes with degree k. With
respect to random sparse graphs, the total number of neigh-
bors at distance ℓ for a node of degree k are about kκℓ−1. Then
ψk(ℓ) = λ¯(ℓ, λ)kκ
ℓ−1
∑
k′
P(k′|k, ℓ)ρk′(t), (4)
where P(k′|k, ℓ) is the probability of finding a neighboring
node with degree k′ at distance ℓ from a node of degree
k. For sparse uncorrelated networks, we have P(k′|k, ℓ) =
k′p(k′)/〈k′〉. Substitute it into Eq. (4), we specify ψk(ℓ) as
ψk(ℓ) = λkΘ(µκ)
ℓ−1, (5)
where Θ =
∑
k′ k
′P(k′)/〈k′〉ρk′ , is the probability of a ran-
domly selected link connected to a infected node. On the one
hand, Eq. (5) suggests that only when µκ > 1 will the dynam-
ical correlation length be divergent. On the other hand, when
µκ ≪ 1, the total strength of dynamical interaction imposed
on nodes with degree k is Ψk =
∑
ℓ=1 ψk(ℓ) = λkΘ/(1 − µκ).
Based on the new calculation, we derive a more accurate
mean-field equation compared with Eq. (2):
dρk(t)
dt
= −δ¯(k, λ)ρk(t) + (1 − ρk(t))
1
1 − µκλkΘ. (6)
Immediately, it yields ρk ∝ kea(λ)k, hence
s(k) ≃ 1 + a(λ)k, (7)
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FIG. 2: Comparison of experimental value ofΠwith expected results
of different interaction patterns. The sizes of networks are as follows.
For γ = 2.2, γ = 2.3 and γ = 2.4, N = 500000. For γ = 2.8 and
γ = 2.9, N = 1000000. For γ = 3.0, γ = 3.1, γ = 3.3, and γ = 3.5,
N = 2000000. The minimal degree kmin = 2.
a coherent explanation for Fig. (1). Since a(λ) ∝ λ2, it only
slightly deviates from s(k) = 1 for the most small-degree
nodes. Though, with increasing of k, the deviation a(λ)k be-
comes larger and larger. For the hub nodes, the deviation is so
enormous that by no means can be neglected.
Although Eq. (7) can perfectly predict Fig. (1), numerical
simulations demonstrate that the spreading dynamics eventu-
ally end up with the absorbing phase at the predicted thresh-
old, suggesting a higher genuine threshold, see Fig. (3). In
consequence, we have to rethink about the validity of Eq. (1),
albeit there is some reasonable element.
In Eq. (2), β plays the part of tuning the strength of dynami-
cal interaction, which basically affects the threshold. A higher
threshold implies weaker dynamical interaction. The most
critical problem is then to make sense of the actual pattern
of dynamical interaction, thereby, uncovering the true mech-
anism of the phase transition. This prompts us to study the
influence of the following dynamical interactionsΩk: the first
and second nearest neighbors, ℓ order neighbors, all the long-
range neighbors, and global nodes. For the sake of clarity, let
Ωk = ΠλkΘ, where the interaction strength coefficient
Π =

1
λκ
(µκ)ℓ−1
µκ/(1 − µκ)
1/(1 − µκ).
(8)
With these preparations, we just write down a concise equa-
tion encompassing the four cases:
dρk(t)
dt
= −δ¯(k, λ)ρk(t) + Π(1 − ρk(t))λkΘ. (9)
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FIG. 3: Threshold obtained from simulation experiments, theoreti-
cal prediction of Eq. (8), HMF and QMF theories.
By analyzing the following transcendental equation
1 = λΠ
∑
k
k2P(k)
〈k〉 e
a(λ)k, (10)
we conclude that the threshold λc → 0 for γ > 2.5, only if P(k)
decays slower than exponential and λ2kmax → ∞. Moreover,
λc → 0 at a speed much slower than λQMFc . This is confirmed
in Ref. [19] by the lifespan method. The QMF equation pre-
dicts a null threshold as well, which has nothing to do with the
network heterogeneity. In contrast, here Eq. (10) highlights
the important role of the heterogeneity.
Let us focus on a more relevant issue: which kind of dy-
namical interactions drive the onset of active phase? The an-
swer is involved in the value of Π, which can be determined
from the critical behavior
ρk ≃ ΠλΘk exp(ak). (11)
To mitigate the fluctuation of the simulation data, we
first use the accumulative function of Eq. (11) φ(k) =
ΠλΘ
∫ ∞
kmin
k exp(ak)dk for data fitting. Second, we exploit con-
tinuous cutoff of the maximum degree kmax when generating
uncorrelated random networks with the configuration model
[20]. After normalizing P(k) using the so called structural cut-
off
∫ kc
kmin
P(k)dk = 1 [20], cut off the degree at NP(kmax) = 1.
And the number of nodes with degree k is n(k) = NP(k). In
this way, the continuity of ρk is guaranteed. These measures
allow us to determine the value ofΠmore accurately. Besides,
reliable quasi-stationary simulation is also crucial.
We abandon the discrete-time approach, which syn-
chronously updates the states of all the nodes with a fixed time
interval such as ∆t = 1, in that it will lead to incorrect result,
especially when the recovery rate is unit [21]. Instead, the
continuous-time approach is employed in this paper. Once the
system visits the absorbing state where all the nodes recover,
4FIG. 4: Sketch of the SNN interaction between super nodes. The
starlike structure surrounded by dashed circle denotes a super node.
They directly interact with each other through the the chain of two
hops between the central nodes i and j.
we randomly choose a node or select the last active node as
the seed to continue the evolution. Such updating scheme can
effectively avoid the disadvantage of other schemes such as
using the hub or randomly selecting a evolutionary configura-
tion from the memory, which result in a susceptibility curve
with multiple ambiguous peaks [22]. Despite such distinction,
our tests show that all of these schemes produce similar results
near the threshold.
The values of Π and a(λc) are obtained from the fitting
curve of φ(k). In the examples portrayed by Fig. (2), for
2 < γ < 2.5, the empirical value of the interaction strength
coefficient Π ≃ 1 (a = 0), which is consistent with HMF the-
ory. For γ > 2.5, however, Π ≪ ΠG, namely, the theoretical
expectation of the global interaction. More specifically, it is
striking that
Π ≃ λκ. (12)
That is, it is the SNN that makes an impact.
Above arguments are further confirmed by analyzing the
threshold. The corresponding threshold predicted by different
interactions can be numerically computed by plugging the em-
pirical value of a(λc) into Eq. (10). As shown in Fig. (3), the
actual threshold is much bigger than the prediction of global
interaction. Yet, it is fairly close to the prediction of the SNN.
Combine Eq. (12) with Eq. (10), the transcendental equation
permits λc < λ
HMF
c for 2.5 < γ < 3, which is demonstrated in
Ref. [14] and Fig. (3).
When 2.5 < γ < 3, as shown in Fig. (2) and Fig. (3), the
error between the theoretical and numerical results for Π and
λc is notable. Because the networks in this regime are still
rather dense, and there may be multiple paths between a node
and its distant neighbors, which produce stronger interaction
than that of treelike structure. For γ > 3, the networks become
sparse, accordingly, inducing very tiny error. Our calculation
provides a lower bound for estimating Π.
Our comprehensive results of theoretical and numerical
studies explicitly convey that it is safe to rule out the long-
range interaction highlighted in Eq. (1). And only the SNN
interaction should appear in Eq. (9). Therefore, we think the
correct mean-filed equation for γ > 2.5 near the critical point
is
dρk(t)
dt
= −δ¯(k, λ)ρk(t) + (1 − ρk(t))λ2kκΘ. (13)
One may cannot help asking why the SNN interaction? Eq.
(13) is intended for super nodes, suggesting a markedly dif-
ferent physical picture for the transition. Leaf nodes centered
around a node of degree k group into a super node, which
on average has kκ neighboring super nodes. See Fig. (4) for
the sketch. Since neighboring super nodes are connected by
chains of 2 hops, through which they interact with each other,
the corresponding infection rate is λ2. We call it SNN inter-
action. A super node will inevitably visit the absorbing state,
on account of the dynamical fluctuation. If the SNN interac-
tion is too weak, it cannot be reactivated by neighboring ones,
or rather, it is trapped in the absorbing state. Thanks to the
broad distribution of the lifespan, those active domains local-
ized around highly connected nodes, e.g., k & 1/λ2, will anni-
hilate slowly. The system is in the so called Griffiths phase.
The effective recovery rate δ¯(k, λ) was initially introduced
in Eq. (1). The reason was presented as follows: “on long
time scales node i is considered as susceptible only when the
node and all of its nearest neighbors in the original graph are
susceptible”. On this ground, there is no pronounced limi-
tation to the applicable regime of Eq. (1). It seems to be a
more accurate counterpart for the QMF equation. This is of
course not the case for 2 < γ < 2.5. Here we relate δ¯(k, λ)
to localized state. A super node in localized state alone has
exponential growth lifespan τ ∝ ea(λ)k. Once it recovers, it
can be reinfected by neighboring ones and return to localized
state, provided that the SNN interaction is strong enough to
overcome the irreversible dynamical fluctuation. In this cir-
cumstance, we have to replace the spontaneous recovery rate
by the effective one δ¯(k, λ) = τ−1 in the vicinity of critical
point. The reactivation triggers the localized-endemic state
transition, namely, there are nonvanishing fraction of active
nodes in the end.
To summarize, we have proposed a newmean field equation
for SIS model, which uncovers the underlying interaction pat-
tern and the physicalmechanism for localized state to endemic
state transition. For 2 < γ < 2.5, the outbreak of spread-
ing largely corresponds to a branching process. For γ > 2.5,
however, localized state is allowed and things get drastically
different. Highly connected nodes and its leaf nodes consti-
tute a super node. Instead of the global interaction, the SNN
interaction enables super nodes to get over the irreversible dy-
namical fluctuation, giving rise to the Griffiths phase to active
phase transition.
We theoretically demonstrate the absence of threshold in
the thermodynamic limit for heterogenous networks with P(k)
that decays slower than exponential. The threshold converges
to zero at a speed much slower than λ
QMF
c , even though 〈k2〉 is
5finite. The null threshold stems from the joint impacts of the
internal interaction of a super node maintaining the localized
state, and the SNN interaction reactivating neighboring super
nodes. The hybrid interaction pattern makes highly connected
nodes far more active than the prediction of HMF theory as
demonstrated in Fig. (1).
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