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Abstract
Envelope model also known as multivariate regression model was proposed to solve the mul-
tiple response regression problems. It measures the linear association between predictors and
multiple responses by using the minimal reducing subspace of the covariance matrix that accom-
modates the mean function. However, in many real applications, data may consist many unknown
confounding factors or they just come from different resources. Thus, there might be some het-
erogeneous dependency across the whole population and divide them into different groups. For
example, there exists several subtypes across the population with breast cancer with different
gene interaction mechanisms for each subtype group. In this setting, constructing a single model
using all observations ignores the difference between groups while estimating multiple models for
each group is infeasible due to the unknown group classification. To deal with this problem, we
proposed a mixture envelope model which construct a groupwise model for heterogeneous data
and simultaneously classify them into different groups by an Imputation-Conditional Consistency
(ICC) algorithm. Simulation results shows that our proposed method outperforms on both classi-
fication and prediction than some existing methods. Finally, we apply our proposed method into
breast cancer analysis to identify patients with inflammatory breast cancer subtype and evaluate
the associations between micro-RNAs and message RNAs gene expression.
Keywords: Envelope Model, Multiple Response Regression, Mixture Envelope
Model, Imputation Consistent Algorithm.
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1 Introduction
In cancer genomics society, microRNAs (miRNAs) play an key role in regulating gene expression at the
post-transcriptional level, by binding to the 3′ untranslated region of target messenger RNAs (mRNAs)
through partial sequence homology, and causing a block of translation and/or mRNA degradation
(He and Hannon, 2004). Therefore, evaluating the effect of miRNAs on mRNAs can be essential in
monitoring cell differentiation, cell growth, stress response and cell death which are likely to contribute
to human disease, including cancer.
A standard model in measuring association between miRNAs and mRNAs is the multivariate linear
regression given by
Y = µ+ βX + ǫ (1)
where Y is an r × 1 vector of multiple responses (e.g., mRNA expressions), X is a p × 1 vector of
covariates (e.g., miRNA expressions), µ ∈ Rr and β ∈ Rr×p are unknown intercept and regression
coefficients. Moreover, the errors ǫ follows a distribution with mean 0 and positive definite covariance
matrix Σ ∈ Rr×r. In addiction to calculate the ordinary least squares estimator of β, Cook et al.(2010)
proposed a novel envelope model framework which used the relationship among multiple responses to
identify a part of them to be immaterial to β and therefore reduce the variance of estimations. After
the original development, further methods have been proposed to extend the scope of the envelop
mode (Su and Cook, 2011,2012,2013; Cook et al., 2013; Cook and Zhang, 2015; Khare et al., 2017).
However, model (1) cannot directly be applied to our specific problems,i.e., measuring associations
between miRNAs and mRNAs since there might exists some heterogeneous dependency across the
whole population and thus have different associations between miRNAs and mRNAs. For example,
miRNAs can be differentially expressed between molecular breast cancer subtypes, including luminal
A, luminal B, basal-like and Her2þ. Furthermore, the regulation effect of miRNA on the expression of
mRNAs also differs among subtypes (Blenkiron et al, 2007). In this settings, however, a single envelope
model is not sufficient across all populations. To overcome this challenge, Park et al. (2017) proposed
a groupwise envelope models for estimating heterogeneous datasets with known clusters (e.g. male
vs. female). It allows for both distinct regression coefficients and distinct error structures for different
groups. However, in some data sources, such as The Cancer Genome Atlas (TCGA), there might
exist some unknown clusters for samples with heterogeneous models for each group. For example,
observations might have different unknown subtypes for a specific cancer and therefore, model with
distinct regression parameters holds for each subtype. In this settings, groupwise envelope models can
not be applied since the lack of clusters index for each observation.
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To tackle this problem, some model-based cluster method can be applied which construct clusters
based on the assumption that the data follows a mixture distribution. A non-exhaustive list of some
works in this direction include Banfield and Raftery (1993), Biernacki et al. (1999), Fraley and Raftery
(2002), Yeung et al. (2001), Medvedovic and Sivaganesan (2002), McLachlan et al. (2002), Wakefield
et al. (2003) and Medvedovic et al. (2004). For example, the mixture-Gaussian model-based clustering
method (MG method) is much more interesting and popular due to its simplicity in computation. This
method is implemented in the R package "mclust", which apply the EM algorithm (Dempster et al.,
1977) to estimate the model parameters, and determine the number of clusters and the covariance
structure using the BIC criterion. In some real dataset, however, when the dimension of the data
is high or the size of a cluster is small, it becomes difficult for parameter estimation. Moreover, the
validity of the normality assumption also seldom hold. Therefore, Liang (2007) proposed a SVD-based
probit transformation to overcome these problems which improves the performance of the MG method.
Incorporated by these method, a two-stage approach can be given, i.e. apply the model-based
method on Y to identify the clusters and then use groupwise envelop models for estimation. However,
this two-stage approach ignores the dependency structures between predictor and responses in the
clustering stage and therefore lose much accuracy for identifying clusters.
In this paper, we proposed a one-stage approach i.e, identifying cluster indices for observations
and simultaneously estimate model parameters. It can be achieved by a mixture envelope model
incorporated with an Imputation-Conditional Consistency (ICC) Algorithm (Liang and Jia, 2017+).
Under this framework, we treat the cluster indices as the missing variables and impute them according
to their posterior probabilities given the observed data. Then, we obtain a set of consistency estimates
of parameters in the mixture model given the imputed values of cluster indices.
The rest of the paper is organized as follows. In section 2, we first give a brief review of envelope,
groupwise envelope model and IC/ICC algorithm. Then we introduce our proposed method and its
consistent properties. In section 3, we illustrate the proposed method using simulated data along with
comparison with existing methods. In section 4 we apply the proposed method to a breast cancer
dataset. In section 5, we conclude the paper with a brief discussion.
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2 Methods
2.1 A Review of Envelope and Groupwise Envelope Models
The original envelope model was proposed under the framework of multivariate linear regression (Cook
et al., 2010). Under 1, the multiple response vector Y can be partitioned into a material part and
an immaterial part, where the distribution of the material part changes with the predictor X while
the immaterial part does not. In detail, let L be an orthogonal basis of S, where S is a subspace
of R and L0 be an orthogonal basis of S⊥. Then the linear combination LTY and LT0 Y are called
the material part and immaterial part if two conditions are satisfy: (a) LTY |X and LT0 Y follows the
same distribution and (b) cov(LTY ,LT0Y |X) = 0. Let B = span(β), then conditions (a) and (b) are
equivalent to indicate that (I) B ⊆ S and (II) Σ = PSΣPS +QSΣQS (Cook et al., 2010), where PS
denotes the projection matrix onto span(S) and QS = I −PS . When (I) and (II) holds, model (1) is
called the envelop model.
Let EΣ(B) denote the smallest reducing subspace of Σ containing B which is called the Σ-envelope
of B, u denote the dimension of EΣ(B), Γ ∈ Rr×u be an orthogonal basis of EΣ(B), and Γ0 ∈ Rr×(r−u)
be an orthogonal basis of E⊥
Σ
(B), the corrdinate form of envelope model can be determined as follows,
Y = µ+ ΓηX + ǫ, Σ = ΓΩΓT + Γ0Ω0Γ
T
0 (2)
where β = Γη, η ∈ Ru×p carries the coordinates of β with respect to Γ, Ω = ΓTΣΓ and Ω0 = ΓT0 Σ0Γ0
carry the coordinate of Σ with respect to Γ and Γ0, respectively. Cook et al. (2010) shows that the
estimates of β is more efficient than or at least as efficient as the ordinary least square estimates
obtained by the standard multivariate linear regression model, which can be view as the degenerated
form of envelope model when u = r holds.
However, when observations comes from different groups, the mixture multivariate linear regression
model will be used instead of the standard ones in (1). In detail, suppose that we observe data from
M different groups, for each k = 1, 2, · · · ,M , the k-th group has nk observations and the total sample
size is n =
∑M
k=1 nk. Then, the mixture multivariate linear regression model is defined as
Yki = µk + βkXki + ǫki (3)
where Yki ∈ Rr is the ith observed response vector in the kth group, for k = 1, 2, · · · ,M and i =
1, 2..., ni. µk ∈ Rr is the mean of the kth group, Xki is the ith observed covariate vector in the
kth group, βk ∈ Rr×p contains the regression coefficients for the kth group, and ǫki follows some
distribution with mean 0 and covariance matrix Σk.
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Under the framework of (3), Park et al. (2017) proposed the groupwise envelope model which
extend the envelope model to multiple groups. Let M = {Σ1,Σ2, · · · ,ΣM} denote the collection of
all covariance matrices, and B = {β1,β2, · · · ,βM}. Then the M-envelope of B, denoted by EM(B), is
the smallest subspace that reduces each matrix inM and contains B. When condition (A) span(βk) ⊆
EM(B) and (II) Σk = PEΣkPE +QEΣkQE hold for k = 1, 2, · · · ,M , model (3) is called the groupwise
envelope model.
Let Γ ∈ Rr×u be an orthogonal basis ofMΣ(B), and Γ0 ∈ Rr×(r−u) be its completion. the corrdinate
form of the groupwise envelope model can be determined by
Yki = µk + ΓηkXki + ǫki, Σk = ΓΩkΓ
T + Γ0Ω0Γ
T
0 (4)
for each k = 1, 2, · · · ,M , where βk = Γηk, ηk ∈ Ru×p carries the coordinates of βk with respect to Γ,
Ωk = Γ
TΣkΓ and Ω0 = Γ
T
0Σ0Γ0 carry the coordinate of Σk with respect to Γ and Γ0, respectively.
The estimation procedure is under the assumption of normality where the normal likelihood func-
tion is applied. Theoretical properties in Park et al.(2017) demonstrate that all estimators are sqrtn-
consistent estimators. More specifically, Let θ = {µ,η,Ω,Ω0} be a collection of parameters, where
µ = {µ1,µ2, ...,µM}, η = {η1,η2, ...,ηM}, and Ω = {Ω1,Ω2, ...,ΩM}. When Γ is fixed, the esti-
mator of µk,ηk,Ωk,Ω0 can be written as explicit expressions of Γ. Let Σˆres,k =
1
nk
Y
T
kcQXkYkc, and
ΣˆY =
1
n
∑M
k=1 Y
T
kcYkc, where Xk ∈ Rnk×p is the centered data matrix of X and Ykc ∈ Rnk×r is the
centered data matrix of X for group k. Noticing that Γ is an orthogonal basis of EM(B), we can
obtain the estimator Γˆ by minimizing object functions in a r×u Grassmann manifold. Please refer to
Park et al. (2017) for more detail. Then for k = 1, 2, · · · ,M , the estimators for all other parameters
are given as follows:
• µˆk = Y¯k, where Y¯k = 1nk
∑nk
i=1 Yik;
• ηˆk = ΓˆT (YTkcXk)(XTk Xk)−1;
• Ωˆk = ΓˆT Σˆres,kΓˆ;
• Ωˆ0 = ΓˆT0 ΣˆY Γˆ0, where Γˆ0 is the completion of Γˆ;
2.2 Imputation-Consistency Algorithm
Let X1, . . . , Xn be i.i.d. random samples from the distribution f(x|θ). Suppose Xi = (Yi, Zi), i =
1, . . . , n, where Yi is observed but Zi is missing. Let X = (X1, . . . , Xn), Y = (Y1, . . . , Yn) and
Z = (Z1, . . . , Zn). To estimate the parameters θ, the IC algorithm works as follows: Starting with an
initial guess θ(0), it iterates between the imputation and consistency steps:
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• I-step: Draw Z˜ from the conditional distribution h(z|Y , θ(t)n ) given Y and the current estimate
θ(t)n of θ.
• C-step: Based on the pseudo-complete data X˜ = (Y , Z˜), find θ(t+1)n which forms a consistent
estimate of
θ(t)∗ = argmax
θ
E
θ
(t)
n
log fθ(x˜), (5)
where x˜ = (y, z˜), E
θ
(t)
n
log fθ(x˜) =
∫
log(f(x˜|θ))f(y|θ∗)h(z˜|y, θ(t)n )dydz˜, θ∗ denotes the true
value of the parameters, and f(y|θ∗) denotes the marginal density function of y.
If θ(t)n = θ
∗, then θ
(t)
∗ = θ∗. In this case, maximizing Eθ∗ log fθ(x˜) is equivalent to finding a
consistent estimate of θ. Since a consistent estimation procedure of θ is required for finding the new
estimate θ(t+1), we call this step a consistency step.
For high-dimensional problems, to find such a consistent estimator satisfying (5), a regularization
or dimension reduction-embeded parameter estimation method may be used. For low-dimensional
problems, the consistent estimator of θ∗ can be obtained by maximizing the conditional expectation
Q(θ|θ(t)). In this sense, the SEM algorithm can be viewed as a special case of the IC algorithm. The
IC algorithm is general. In principle, it can be applied to any problems with missing data, regardless
the dimension and distribution of the data.
2.3 An Extension of the IC Algorithm
Like the EM algorithm, the IC algorithm is attractive only when the consistent estimate can be easily
obtained at each step. We found that for many problems, similar to the ECM algorithm (Meng and
Rubin, 1993), the consistent estimate can be easilied obtained by a number of conditional consistency
steps. That is, we can partition the parameter θ into a number of blocks and then find the consistent
estimator for each block conditional on the current estimates of other blocks.
Suppose that θ = (θ(1), . . . , θ(k)) has been partitioned into k blocks. The imputation-conditional
consistency (ICC) algorithm can be described as follows:
• I-step. Draw Z˜ from the conditional distribution h(z|Y , θ(t,1)n , . . . , θ(t,k)n ) given Y and the
current estimate (θ(t,1)n , . . . , θ
(n,k)
n ).
• CC-step. Based on the pseudo-complete data X˜ = (Y , Z˜), do the following step:
(1) Conditional on (θ(t,2)n , . . . , θ
(t,k)
n ), find θ
(t+1,1)
n which forms a consistent estimate of
θ(t,1)∗ = argmax
θ(t,1)
′
E
θ
(t,1)
n ,...,θ
(n,k)
n
log f(x˜|θ(t,1)′n , θ(t,2)n , . . . , θ(t,k)n ),
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(2) Conditional on (θ(t+1,1)n , θ
(t,3)
n , . . . , θ
(t,k)
n ), find θ
(t+1,2)
n which forms a consistent estimate of
θ(t,2)∗ = argmax
θ(t,2)
′
E
θ
(t+1,1)
n ,θ
(t,2)
n ,θ
(t,3)
n ,...,θ
(t,k)
n
log f(x˜|θ(t+1,1)n , θ(t,2)
′
n , θ
(t,3)
n , . . . , θ
(t,k)
n ),
. . . . . .
(k) Conditional on (θ(t+1,1)n , . . . , θ
(t+1,k−1)
n ), find θ
(t+1,k)
n which forms a consistent estimate of
θ(t,k)∗ = arg max
θ(t,k)
′
E
θ
(t+1,1)
n ,...,θ
(t+1,k−1)
n ,θ
(t,k)
n
log f(x˜|θ(t+1,1)n , . . . , θ(t+1,k−1)n , θ(t,k)
′
n ),
where the expectation is with respect to the joint density function of x˜ = (y, z) and the
subscript of E gives the current estimte of θ.
It is easy to see that the ICC algorithm also forms a Markov chain. The convergence of the Markov
chain can be studied under the similar conditions as the IC algorithm. Your can refer Liang and Jia
(2017+) for more detail.
2.4 Foundation of Mixture Envelope Models
In this section, we proposed the Mixture Envelope models for heterogeneous data analysis by assuming
the pseudo likelihood function to be mixture normal distributed.
Let n pairs of independent samples (X1,Y1), (X2,Y2) . . . (Xn,Yn) come from M clusters which M
is known as a priori. Let θ = {π,µ,η,Ω,Ω0} be a collection of parameters, where π = {pi1, pi2, ..., piM},
µ = {µ1,µ2, ...,µM}, η = {η1,η2, ...,ηM}, and Ω = {Ω1,Ω2, ...,ΩM}. Then for a fixed dimension u,
u = 0, ..., r, the normal density function for the mixture envelope model is given by
f(θ) =
n∏
i=1
M∑
k=1
pikfk(Xi,Yi|θk), (6)
where fk(Xi,Yi|θk) is the density function for observations (Xi,Yi) from the kth cluster and log form
can be expressed as
Log[fk(Xi,Yi|θk)] =− r
2
log(2pi)− 1
2
log|Ω0| − 1
2
log|Ωk|
− 1
2
{
ΓT (Yi − µk − ΓηkXi)
}T
Ω−1k
{
ΓT (Yi − µk − ΓηkXi)
}
− 1
2
(Yi − µk)TΓ0Ω−10 ΓT0 (Yi − µk)
(7)
where θk = {(µk,ηk,Ωk,Ω0)} is the collection of all unknown parameters for k = 1, 2, . . . ,M .
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when Γ is fixed, the estimators of µk,ηk,Ωk,Ω0 can be written as the expression of Γ and the
estimators of θ can be obtained by maximizing the likelihood function
θˆ = argmax f(θ) (8)
However, this optimization problem can be quite complicated because the objective function is non-
convex and the solution is of rather high dimensionality. Fortunately, we show here that it can be
efficiently achieved by applying our ICC algorithm. To this end, we consider the following “missing
data” formulation. Let τ be a random variable indicating indicating which cluster (X,Y ) come from
such that
(X,Y )|τ = k ∼ fk(.|θk) (9)
and
P (τ = k) = pik, k = 1, . . . ,M. (10)
If we can observe the "complete data" (Xi,Yi, τi), i = 1, ..., n, it can intuitively estimate θk by
maximizing the (6). Now that we can observe only (Xi,Yi)s, we may treat τis as missing data and
apply our ICC algorithm.
We illustrate this procedure in an iteration fashion which consists of the I-step and the CC-step in
each iteration.
In the I-step, we calculate the conditional expectation of τi given (Xi,Yi) and the current estimate
of θ. Let θ(t) be the estimate of θ at the tth iteration. Then according to the Baye’s rule,
γ
(t)
ik = P (τi = k|Xi,Yi; θ(t)) =
pi
(t)
k fk(Xi,Yi|θ(t)k )∑M
l=1 pi
(t)
l fl(Xi,Yi|θ(t)l )
. (11)
To impute the "missing data" τi at tth step, we consider it as an indicating variable for identifying which
cluster (Xi,Yi) come from, for i = 1, . . . , n and draw a sample from 1 to M based on a multinomial
distribution with probability of (γ
(t)
i1 , γ
(t)
i2 , . . . , γ
(t)
iM).
In the CC-step, we update the estimates of θ = {π,µ,η,Ω,Ω0} by a set of consistent estimators.
For each cluster k = 1, 2, . . . ,M , pik can be estimated by
pˆik = nk/n (12)
where nk is the number of samples in the kth cluster. For {µˆk, ηˆk, Ωˆk, Ωˆ0}, they can be obtained
by solving groupwise envelope model which are all demonstrated to be
√
n-consistent estimators.
Therefore, our ICC algorithm can be applied here.
To sum up, we have the following Algorithm to compute θˆ as defined in equation (8):
Algorithm 1
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(a) Initialize θ(0) = {π(0),µ(0),η(0),Ω(0),Ω(0)0 : k = 1, . . . ,M}.
(b) For each iteration, update the estimates for each mixture parameters, respectively.
(i) I-step: Calculate the conditional expectation from equation (11) and impute the indicating
variable τi for each observation.
(ii) CC-step: Update the parameters in mixture Envelope models for each cluster by a set of
consistent estimators.
(c) Do iterations in step (b) until a certain convergence criterion is met.
Thus far, we have treated the number of clusters M and dimension u as fixed. In real applications,
we can choose them by multifold cross-validation(CV) or more practical BIC criterion. The drawback
of CV is the intensive computation it requires, since it will repeatedly split, estimation and evaluation
the performance for many times. Therefore, we choose BIC type of criterion to determine (M,u).
Following Park (2017), the total number of free parameters can be obtained by
N(M,u) =Mr +Mup+Mu(u+ 1)/2 + (r − u)(r − u+ 1)/2 + u(r − u). (13)
Then for each pair of (M,u), the corresponding BIC score function is defined as
BIC(M,u) = −2Log[f(θˆ(M,u))] + log(n)N(M,u) (14)
where f(θˆ(M,u)) is the likelihood function given by equation (6). Let (Mˆ, uˆ) be the pair with smallest
BIC score, and we let θˆ(M,u) as our final estimators in the mixture Envelope model.
3 Simulation Study
In this section, we use Monte Carlo simulations to evaluate the finite-sample performance of the
mixture envelope model and compare it with standard multivariate linear regression model and two-
stage model-based cluster method. We first generated the data from model with two groups (M = 2),
which have 40 and 60% of the observations. We set r = 10, p = 20, and u = 1. The columns of
matrix (Γ,Γ0) was generated by the eigenvectors from an r× r positive definite covariance matrix. µ1
was a vector of 1 and µ2 was a vector of 2, η1 and η2 were individually generated from a vector of
independent χ21 and χ
2
2 variates, respectively. Let A ∈ R(r−u)×(r−u) be a matrix of independent normal
(1, 1) variates, Ω1 and Ω2 both be χ
2
1 variates, and Ω0 = AA
T . The predictors were generated from
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independent normal (1, 1) variates for all groups. We varied the total sample size from 300, 600 and
900.
To access the performance of our proposed method, we mainly focus on the power of classification
and prediction errors. To judge the quality of classification, we use the average false and negative
selection rates. Let sk denote the set of true positions of observations in cluster k, i.e. sk = {i : τi = k}
where τi indicates which cluster (X,Y ) come from and sˆk denote the set of estimated positions. Define
fsr =
1
M
M∑
k=1
|sˆk\sk|
|sˆk| , nsr =
1
M
M∑
k=1
|sk\sˆk|
|sk| (15)
where | · | denotes the set cardinality and A\B denotes the set difference of A and B. The smaller the
values of fsr and nsr are, the better the performance the method is. In access the prediction quality,
we adopt the m-fold cross validation to estimate the prediction error and the identity inner product
was used to bind the elements in (Y − Yˆ ). With different number of fold m, we calculate the average
prediction error and its standard deviation for our proposed method.
We also consider observations come from three clusters M = 3. In this setting, each cluster has the
same number of observations and differs from µk and ηk, for k = 1, 2, 3. We set µ1, µ2, µ3 be the vector
of 1,2,3, respectively and η1, η2, η3 from a vector of independent χ
2
1, χ
2
2 and χ
2
3 variates, respectively.
In order to compare with some existing methods, we also apply standard multivariate linear regression
model and two-stage approach here. For standard multivariate linear regression model (abbreviated
as standard model), we can set dimension u = r in the mixture envelop model which can obtain the
Ordinary Least Square (OLS) estimators within each ICC iteration. For the two-stage approach, we
adopt the method from Liang (2007) for identifying clusters which includes SVD decomposition of
response matrix, probit transformation and model-based clustering.
As showed in table 1, our proposed method reaches smaller fsr, nsr and errY , which demonstrate
to have better performance on both classification and prediction than both standard model and two
stage approach.
In order to evaluate efficiency gains for each method, standard deviation of each element in β =
(β1, · · · ,βM) of model (3) was calculated based on the 10 replications for each method at sample
size of 300, 600, 900, 1500 and 3000. Since the bootstrap standard deviation is a good estimation
of the sample standard deviation, we computed the bootstrap standard deviations of each element in
β based on 50 bootstrap samples. To access the performance of each method, we calculate the the
sample average of bootstrap standard deviations in each βk, k = 1, 2 · · · ,M and plot the first two of
them, i.e. β1 and β2 vs. sample sizes in Figure 1.
As showed in Figure 1, our mixture envelope model achieves substantial efficiency gains over
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Table 1: Result of the our proposed method with others over 10 simulated datasets, where "M" denotes
the number of clusters and "errY " denotes the average prediction error and its standard deviation,
"SVD" denotes the two-stage approach, "OLS" denotes the ICC algorithm incorporated with OLS
estimators, "ICC" denotes our proposed method and "True" denotes the results obtained under true
cluster.
n M SVD OLS ICC True
300
errY 15.086(0.453) 17.132(1.016) 12.535(0.252) 12.547(0.256)
2 fsr 0.264(0.023) 0.391(0.026) 0(0) 0(0)
nsr 0.263(0.024) 0.390(0.027) 0(0) 0(0)
errY 14.234(0.338) 16.391(0.443) 13.850(0.592) 12.697(0.186)
3 fsr 0.525(0.017) 0.600(0.008) 0.293(0.071) 0(0)
nsr 0.545(0.013) 0.601(0.009) 0.299(0.071) 0(0)
600
errY 14.750(0.255) 15.533(1.219) 13.458(0.720) 12.733(0.212)
2 fsr 0.244(0.035) 0.167(0.060) 0.001(0.001) 0(0)
nsr 0.242(0.038) 0.163(0.060) 0.001(0.001) 0(0)
errY 14.476(0.516) 15.032(0.625) 12.792(0.470) 12.667(0.397)
3 fsr 0.480(0.022) 0.495(0.034) 0.074(0.051) 0(0)
nsr 0.502(0.020) 0.494(0.036) 0.072(0.048) 0(0)
900
errY 14.856(0.297) 13.862(0.734) 12.720(0.179) 12.720(0.180)
2 fsr 0.243(0.052) 0.049(0.045) 0.001(0.001) 0(0)
nsr 0.239(0.054) 0.048(00.45) 0.001(0.001) 0(0)
errY 15.180(0.336) 14.645(0.303) 13.293(0.261) 13.252(0.263)
3 fsr 0.509(0.015) 0.389(0.050) 0.069(0.046) 0(0)
nsr 0.516(0.016) 0.391(0.047) 0.067(0.044) 0(0)
the standard multivariate linear model and SVD method. Furthermore, estimators obtained by our
proposed method is consistent and their standard deviations approach to the asymptotic standard
deviations under true cluster framework as sample size increases. In all panels of Figure 1, the standard
deviation of our proposed method fluctuates at a low level even with sample sizes n = 300. This
means, by using the mixture envelope model, with 300 samples, we have achieved the efficiency of
taking infinity number of samples by other two methods.
Then we evaluate the performance of our proposed method for selecting the number of cluster M
11
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ments in β2 with M = 2.
500 1000 1500 2000 2500 3000
0.
0
0.
1
0.
2
0.
3
0.
4
Sample Size
St
an
da
rd
 d
ev
ia
tio
n
SVD
OLS
ICC
True
(c) Standard deviations vs. Sample size for the ele-
ments in β1 with M = 3.
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(d) Standard deviations vs. Sample size for the ele-
ments in β2 with M = 3.
Figure 1: Standard deviations vs. Sample size for the elements in β1 and β2. The results were obtained
by two-stage method "SVD", Ordinary Least Square method "OLS", our proposed method "ICC" and
the asymptotic standard deviations under true cluster framework "True" in M = 2, 3 settings.
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and mixture envelope dimension u where BIC criterion can be chosen.
Considering M to be either 2 or 3 whereas u = 1 as the true settings. We calculate the BIC score
for each (M,u) based on (14) and set the (Mˆ, uˆ) which corresponding to the smallest BIC score as
the pair of estimators. The results are showed in Figure 2, which shows that our optimal estimators
of (Mˆ, uˆ) and the true settings are exactly the same. Therefore, our proposed method can accurately
discover the true number of clusters and dimension.
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(a) BIC score vs. number of clusters with (M, u) =
(2, 1).
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(b) BIC score vs. number of clusters with (M, u) =
(3, 1).
Figure 2: Number of clusters M and dimension u selected based on BIC criterion using ICC method
in the setting n = 300.
4 Real Example
In this section, we applied our mixture envelope model to the breast cancer genomics dataset and
evaluate the associations between micro-RNA (miRNA) and Message RNA (mRNA) in different cancer
subtypes. MiRNAs are a class of non-coding RNAs able to regulate mRNAs expression at the post-
transcriptional level and cause a block of translation or mRNA degradation (He and Hannon, 2004).
Therefore, the association between miRNA and mRNA expression has a prominent role in tumor-
suppressing and defining cancer subtypes. Among all forms of breast cancer, inflammatory breast
cancer (IBC) become interesting among researches since it is the deadliest form and the most aggressive
type of breast cancer.
In this case study, we focus on IBC vs. Non-IBC subtypes of breast cancer which are two po-
tential groups for all breast cancer patients. Van et al. (2010) identified 13 miRNAs which are
differentially expressed between IBC vs. Non-IBC groups. Therefore, these 13 miRNAs can be
viewed as the predictor variables in our mixture envelope models. As for responses, we used 14
13
mRNA genes which have causal effects on developing breast cancer. The gene list are available
at (http://www.breastcancer.org/risk/factors/genetics) and the dataset are available at The Cancer
Genome Atlas (TCGA) data portal (http://cancergenome.nih.gov/). The dataset contains 541 sam-
ples with total 1046 normalized miRNAs and 20502 mRNA expression genes. Based on the existing
knowledge, we select the subset of 13 differentially expressed miRNAs as predictors and 14 causal
mRNA genes as responses.
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Figure 3: Number of clusters M and dimension u selected based on BIC criterion. The optimal pair
is (Mˆ, uˆ) = (2, 9)
Then we need to determine the optimal values of number of clusters M and envelope dimension u
by the BIC criterion. In Figure 3, we plot the BIC scores vs. number of clusters under multiple values
of u = 1, 2, · · · , 14. It shows that when (M,u) = (2, 9), BIC reaches the minimum. Therefore, the
optimal number of cluster should be 2, which agrees our assumption that all patients can be divided into
IBC and non-IBC groups based on the associations between these 13 differential expressed miRNAs
and causal mRNA genes. Also, the envelope dimension equals to 9 which illustrate that it should
obtain some efficiency gains compared with standard model. The efficiency gains can be explained
by the covariance structure: ||Ωˆ1|| = 2869.423 ,||Ωˆ2|| = 7244.9, and ||Ωˆ0|| = 68.994. This indicates
that our proposed method achieve some efficiency gains in estimation. In comparison, we also applied
standard model and SVD method to compute the ratio of the bootstrap standard deviation under these
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two methods versus the bootstrap standard deviation under mixture envelope model. Figure 4 shows
that our proposed method only sightly outperforms other two methods. Since ||Ωˆ0|| ≪ ||Ωˆ1|| and
||Ωˆ0|| ≪ ||Ωˆ2||, our proposed method can only have sightly efficiency gains for estimating coefficients.
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Figure 4: Boxplot of ratio of the bootstrap standard deviation under standard model versus mixture
envelope model, standard model versus SVD method, and SVD method versus mixture envelope model
where"ICC" denotes the mixture envelope model and "OLS" denotes the standard model.
In order to compare the performance on prediction, we estimate the prediction error by the average
of 50 five fold cross validations with random splits and the identity inner product is used to bind the
responses. The standard model has a prediction error of 103.549, the SVD method has the prediction
error of 87.521, and the mixture envelop model has the prediction error of 84.459, which has the best
performance on prediction.
To investigate the heterogeneous dependency between two clusters, we focus on associations be-
tween miRNAs and mRNAs in two groups. As showed in Figure 5, there exists some distinct coefficients
for two groups. In Figure 5(a), "mir.548d.1" has negative coefficients on "TP53" while in Figure 5(b),
it has positive coefficients. Van et al. (2010) stated that the expression levels of the miR-548d.1-
correlated gene sets were increased in IBC subtype. Therefore, we suggested that the second group
have more likely to be with IBC subtype, since most coefficients are positive while the first group is
of Non-IBC subtype since it have some negative effects on mRNA gene expressions. Then we plot
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the correlation structures of predictors and responses for our identified IBC and Non-IBC groups in
Figure 6, which demonstrates some heterogeneous correlation structures between two groups.
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(a) Heatmaps of regression coefficients for mRNA vs.
miRNAs in the first group.
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(b) Heatmaps of regression coefficients for mRNA vs.
miRNAs in the second group.
Figure 5: Heatmaps of regression coefficients for mRNA vs. miRNAs. x-axis denotes the 13 differential
miRNAs and y-axis denotes the 14 casual mRNA genes.
5 Discussion
In this paper, we proposed a mixture envelope model incorporated with Imputation Conditional Con-
sistency Algorithm for estimating regression coefficients for heterogeneous data with unknown clusters.
In addition to solve it by a two-stage method, we used a one-stage approach to identify cluster indices
for observations and simultaneously estimate model parameters. In detail, assuming the data comes
from multiple groups with distinct regression coefficients and heteroscedastic error structures across
groups, we treated group indices as the missing variables and apply the I-step in ICC algorithm to
impute them. Then the CC-step was used to estimate the
√
n-consistent estimator given the imputed
groups indices. Our method shows great performance in both classification and predictions based
on the results from simulation studies. Analysis of breast cancer shows that our proposed method
have good performance for classifying patients into IBC and Non-IBC groups which is consistent with
existing knowledges.
For further studies, a sparse mixture envelope model should be considered to treat high-dimensional
responses. In breast cancer analysis, miRNAs might not have direct effects on the casual genes, instead,
several gene subsets or some pathways of gene should be included as the responses, which might be
in high-dimension. Therefore, a sparse mixture envelope model can select some casual genes from
high-dimensional responses associated with miRNAs for each cancer subtype which can provide some
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(a) Plot of correlation matrix for 13 differential miR-
NAs for the identified Non-IBC groups.
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(b) Plot of correlation matrix for 13 differential miR-
NAs for the identified IBC groups.
ATM
BRCA1
BRCA2
BRIP1
CDH1
CHEK2
MRE11A
NBN
PALB2
PTEN
RAD50
RAD51C
STK11
TP53
ATM BRCA1 BRCA2 BRIP1 CDH1 CHEK2 MRE11A NBN PALB2 PTEN RAD50 RAD51C STK11 TP53
X1
X2
0.0
0.5
1.0
value
(c) Plot of correlation matrix for 14 causal gene ex-
pressions for the identified Non-IBC groups.
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(d) Plot of correlation matrix for 14 causal gene ex-
pressions for the identified IBC groups.
Figure 6: Plot of correlation matrix for predictors (miRNAs) and responses (mRNAs).
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potential biomarkers for further studies.
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