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Abstract 
One of the main research challenges regarding Wireless Sensor Networks (WSNs) is the fault and failure management. The 
network should be able to detect faults and reacts more quickly to this anomaly and ensure the continuity of service monitoring. 
On the other hand, with the RPL (IPv6 Routing Protocol for Low Power and Lossy Networks), a link or neighboring node failure 
is detected and the repair mechanism is triggered. The repair technique for RPL is costly in terms of energy consumption, cost of 
additional control traffic by the effect of rebuilds in a tree forced by node failures. In addition, RPL was originally designed for 
static networks, with no support for mobility. However, handling the repair mechanism for the RPL with mobile nodes is a real 
challenge. Simultaneous to replace nodes failures by the mobility of their predecessor without rebuild of the RPL tree, is a 
proposed solution to estimate the ensure continuity of service for collect and transmit data in the monitored environment. In this 
paper, we propose an effective new method for Fault Management with RPL protocol (MFM-RPL) in WSN. Our work is the first 
effort for fault and failure management using the RPL protocol with mobile nodes. We use the Contiki operating system and 
COOJA simulator. The performance of MFM-RPL algorithm is evaluated for different network settings, in terms of, the control 
traffic, latency, energy consumption and PDR (%). Based on our new method, we offer a few suggestions for MFM-RPL 
implemented in Vehicular Ad hoc Networks applications (VANETs).  
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1. Introduction 
 
Wireless Sensor Networks (WSNs) also called Low power and Lossy Networks (LLNs) [1], are emerging more 
and more as a promising and interesting area for a variety of applications in our daily lives, as they offer many 
solutions for the detection and monitoring in our environment. At the same time the WSN presents challenges 
associated with energy optimization, respect real time constraints and methods of fault management for 
communications services. However the reliability and continuity of service monitoring does not always guaranteed 
in WSNs. To ensure continuity of service for capture, collect and process data, it is necessary to implement a control 
strategy that meets their requirements while minimizing energy consumption. On the other hand the failures are 
inevitable in LLNs, this may cause connectivity and data loss. Therefore, it is necessary that network failures are 
detected in advance, locate the faulty sensor nodes and appropriate measures are taken to continue network 
operations. In this context, the management and repair methods are a key feature for any routing protocol and refer 
to the ability to repair the routing topology when failures occur. To address the needs and problems of the failure in 
the LLNs, recently, the IETF ROLL working group [2] adopted a new protocol named IPv6 Routing Protocol for 
Low power and Lossy Networks (RPL) routing protocol [3, 4]. That specifies two techniques, which are 
complimentary in nature and actions in case of link and node failure (known as local and global repair, detailed in 
section 3) [5]. With the RPL a link or neighboring node failure is detected and the repair mechanism is triggered. 
This integration provides a technique to repair the failure in the network, but in [5] has shown that the RPL repair 
mechanisms introduce an additional complexity to the routing process and a cost of additional control traffic in the 
network by the effect of rebuilds in an RPL tree forced by node failures. In further, mobility support for the RPL 
protocol has always been a challenging research topic because it was originally designed for static networks, with no 
support for mobility. However, handling the repair mechanism for the RPL with mobile nodes in sensor networks is 
a real challenge. In this way, our contribution consists in the design and implementation of a new method MFM-RPL 
(Fault Management with RPL protocol) to manage nodes failure in the network by proposing a new local repair 
technique with RPL protocol, using the mobility of parent nodes by a procedure of choice based on three cases: 1) 
case of the leaf node failure in the network topology , 2) case of a node other than the leaf node failure such as the 
number of predecessor and/or successor  of node failure is greater than zero and 3) the case of a node such as its 
predecessor is the “root”. Extensive simulations with Cooja simulator [15] under Contiki OS [14], have been carried 
out to have a better idea on the behavior of the proposed new repair method with RPL protocol in the context of the 
fault and failure management in WSN. Besides energy consumption and network latency, these experiments allow 
estimating other important metrics such as the packet delivery ratio and controlling traffic in the network. The 
remainder of this paper is structured as follows. We start by section 2, to present a review of related works for local 
repair in WSNs with RPL protocol. Then we briefly describe the RPL protocol and the Repair method for RPL in 
section 3. In section 4, we address the detailed explanation of the proposed MFM-RPL for local repair considering 
replacement mode by Mobile nodes. In sections 5 a presentation of the performance evaluation of the proposed 
method. We give the results obtained from our experiments and evaluation study will be discussed in section 6. 
Finally, conclusion and some perspectives are drawn in Section 7. 
2. Related Works 
In recent years, several research assessments have been made on the RPL protocol. Simulations and experimental 
models have been proposed by different papers. In this section we will focus on the most important of these works 
in three research aspect: 1) the performance evaluation of RPL, an in-depth study on the implementation of RPL was 
conducted to provide ideas and guidelines for the use of this standard [5,6], just to understand well its behavior, and 
investigate its relevance using COOJA simulator under Contiki. In [7], the authors have performed a simulation 
study to evaluate the DAG construction process in RPL routing protocol. There is not much evaluation on local 
repair or fault management with RPL. The focus was only on the performance of this protocol. 2) The RPL mobility 
support, the works [8, 9, 10, 11, 12] suggest the mobility method to improve the RPL performance in dynamic 
network. In [8] Co-RPL proposes an extension to RPL to support mobility. To improve the network performance the 
extension keeps track of the mobile nodes positions while moving. To allow localization of RPL nodes in motion the 
extension relies on the Corona mechanism via a simulation study using Contiki/COOJA simulator. Most of works 
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based on nodes mobility suggest improving the network lifetime or energy conservation [9], but with the sink 
mobility. In [10], a new cross-layer protocol (MT-RPL) is proposed, this MT-RPL protocol benefits from the X-
Machiavel MAC protocol that favors mobile nodes which want to transmit data. The new protocol achieves a packet 
for traffic from a mobile node towards a sink node. The paper also analyses the packet delivery for traffic from root 
to a mobile node. New research in [11] proposes RPL with enhanced neighbour discovery optimizes the routing 
from a mobile node towards a static sink. This solution uses the DIS mechanism, an adapted link quality estimation 
function. In this second research aspect, they did not use the mobility for the RPL repair mechanisms in case of link 
and node failures. The authors [8, 9, 10, 11] did not use the mobility mechanisms for RPL repair in case of link and 
node failures, the objective of their research using the mobility of nodes is different from one author to another, 
other than that used in our paper for the replacement of a node failure through our method MFM-RPL. For the third 
research aspect with the RPL local repair method, the repair becomes a key to relief for any routing protocol and 
refers to the ability to repair the routing topology. In [14], the performance evaluation metrics of RPL are simulated 
in a typical outdoor Smart Grid Substation using real-life scenarios local repair. They did not use the mobility for the 
RPL repair mechanisms in case of link and node failures.  Difference to previous works, this paper is aimed to focus 
on a totally autonomous and new method for the control and fault management in WSNs (MFM-RPL) using RPL as 
protocol. This method provides the reconfiguration algorithm to replace of failure node by the mobile node in 
predecessor position. The MFM-RPL method is presented in section 5. Despite the fact that several studies and 
implementations have been conducted to evaluate the performance of RPL, to our knowledge, there has been no 
evaluation of the local repair with RPL in the case of replacement nodes failure with mobile nodes. 
3. Brief description of the RPL protocol 
The Routing Protocol for Low-Power and Lossy Networks RPL [3], is an IPv6 based distance vector routing 
protocol for LLNs. RPL is a source routing protocol that is designed to operate on top of IEEE 802.15.4 PHY and 
MAC layers. It supports three traffic patterns: MP2P, point-to-multipoint (P2MP) and point-to-point (P2P) [5].The 
RPL protocol targets large WSN and supports a variety of applications e.g., industrial, urban, home and buildings 
automation or smart grid. This routing protocol organizes routers along a Destination Oriented Directed Acyclic 
Graph (DODAG), that is to say, a graph of nodes directed and acyclic. Oriented in the sense that each node sends 
packets to the sink (DAG root) and acyclic in that RPL guarantees the absence of loops in the graph. RPL used the 
Objective Function (OF) and a set of metrics and constraints [4].  
3.1. Structure DODAG Building Process 
The graph building process starts at the root (sink), The DODAG construction is based on the Neighbor 
Discovery (ND) process, which consists in two main operations: (1) Transmission of DIO (DODAG Information 
Object) control messages is-sued by the DODAG root to build routes in the downward direction from the root down 
to nodes, (2) Broadcast of DAO control messages issued by nodes and sent up to the DODAG root to build routes in 
the upward direction. In order to construct a new DODAG, two control packets are used, called DIO and DODAG 
Information Solicitation (DIS) to convey the DODAG information. The sink starts sending all its neighbors (nodes 
in range) DIO message, to announce its DODAGID, its Rank and the OF. The nodes in the listening vicinity of the 
root will receive, process and make a decision based on the OF, whether to join the graph or not. When a node 
receives DIO, he chooses the best parent (preferred) from the list of candidates parents. This choice can be made 
using different metrics (minimum number of hops, Qos, and remaining battery). Each node has chosen its parent 
"preferred". The transmission of DIO is regulated by the algorithm "Trickle" [15].  
3.2. The global and Local Repair for RPL 
RPL has two mechanisms to repair the topology of DODAG, which are complementary, the global and local 
repair. The global repair is triggered only from the root, it’s a graphic reconstruction mechanism from scratch. 
Which the root begins incrementing the version number of the DODAG when sending DIO for a new 
DODAGVersion [5]. When nodes receive DIO, they accept only the DIO whose version number is greater than or 
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equal to the current number. This version number ensures that information circulating in the network is up to date, to 
the extent that the former DIO are "crush" with the most recent. The global repair is an optimization technique, but it 
has a cost of additional control traffic in the network and delay to repair depends on sequence number refresh rate.  
The local repair is complementary to the global, subsequently the global repair. Which allow the DODAG repaired 
within the DODAGVersion. In which Each node can detach from the DODAG, moves its parent to its routing table, 
local poison the sub-DODAG by advertising the rank of infinity, and the end, it  re-attach to the original or a new-
branch DODAG. This technique presents the risk of creating a loop and count infinity, it Used DAG Hop Timer to 
wait for poisoning to occur [13]. The local repair is not implemented in the RPL module with ContikiRPL [12]. 
4. Method for Fault Management with RPL (MFM-RPL)  
To implement a control strategy that meets the requirements of a WSN by the detecting the failure of a sensor 
node and to respond more quickly, offering us in this paper our method of MFM-RPL. This is a proposal for a local 
repair by reconfiguration algorithm with the RPL protocol integrating the control of mobile sensors predecessor 
position to ensure continuity of service sensor nodes in the network architecture. To manage nodes failure in the 
network, our MFM-RPL method processes three cases for nodes failure in a WSN by proposing a new local repair 
technique with RPL protocol, using the mobility of parent nodes by a procedure of choice based on: 1) case of the 
leaf node failure in the network topology , 2) case of a node other than the leaf node failure such as the number of 
predecessor and/or successor  of node failure is greater than zero and 3) the case of a node such as its predecessor is 
the “root”.  The algorithm proposed in this paper allows at the first time, with the RPL detecting mechanism of the 
node failure in the network in the second step, the solution is focus to replace the source of sensor failure by another 
mobile node for the three cases. The MFM-RPL algorithm incorporates three new rules, in first time to detect the 
node failure (defined by S as show in table 1) for the two cases in the network (leaf node, parent node). In the second 
step the solution is to replace nodes failures by the mobility of their predecessor nodes (defined by Pred(S) as show 
in table 1) for collection ability and data routing. This is predetermined by the rules 1, 2 and 3 further defined below. 
4.1. Definition of rules 
The MFM_RPL algorithm use the different nodes defined in table1. 
Table 1. Definition of rules. 
Nodes Definition 
S Failure node 
Pred(S) List of predecessors of S 
Succ(S) List of successors of S 
L List of successors or predecessors 
M Mobile node  
4.2. Assumption of Rules.  
x Rule N° 1: Case of the Leaf node failure. 
1. Choose one of  list L of Pred(S) using procedure1 
2. Let M be the chosen predecessor 
3. Delete S  
x Rule N° 2: The case of a node other than the leaf node failure such as Pred(S) >0 and/or Succ(S) >0. 
1. Let M the chosen predecessor of list L  of Pred(S) using procedure 1 
2. Succ(S) become the successors of M  
3. Pred(S) become predecessors  of M 
4. Delete S 
x Rule N° 3: The case of a node such as its predecessor is the “root”. 
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1. Let m the chosen successor of  list L  of  Succ(S) using procedure 1 as chow in table 2 
2. Succ(S) become successors of m 
3. Successor of “root” become m 
4. Delete S. 
  Table 2. Procedure 1. 
Procedure 1 
Choose m one of  list L  such as this node maximizes a function f. 
f = p1, p2, p3, p4,..... pi parameters,  p1 = energy, p2 = number successor, p3 = number 
of predecessor, ....ect  
f (p1, p2) can be the function which choose the node(n) which have the highest energy 
and the smallest number of successors. 
5. Performance Evaluation   
We simulated MFM-RPL under Cooja [17], is a Java-based simulator designed for simulating sensor networks 
running the Contiki sensor network operating system [16]. The simulator allows sensor node software to be written 
in C. One of the differentiating features is that Cooja allows for simultaneous simulations at three different levels: 
network level, operating system level and machine code instruction level [16]. We use sky platform that is an 
emulation of TelosB sensor nodes. The energy model used by the Contiki operating system takes into account the 
energy consumption of listening conditions, transmission and rest of the radio component. The network we have 
simulated contains 100 nodes and a single sink node, deployed in an environment of 200m x 200m. 
5.1. Performance Metrics.  
For the evaluation of our MFM algorithm in this paper, we used the performance metrics in the following: 
x Network Latency: This performance metric is defined as the average of the latencies (eq.1) of all the packets 
in the network from all the nodes, the latency of packets (eq.2), is the amount of time taken by a packet from 
node to reach the sink. 
Total Latency =     (Recv Time(n)-Sent Time(n))                                     (1) 
Average Latency = (Total Latency / Total Pakcets Received)                  (2) 
x Packet Delivery Ratio (PDR %): It measures the ratio of total packets received against total packets sent in 
the MAC sublayer, the PDR is computed by equation (3).  
Average PDR= (Total Packets Received / Total Packets Sent) * 100       (3) 
x Energy Consumption: It measures the energy dissipated by the nodes in order to transmit a packet from the 
node to the sink. We use percent radio on time of the radio which dominates the power usage in sensor 
nodes.  
x Control Traffic Overhead: This includes DIO, DIS and DAO messages generated by each node and it is 
imperative to confine the Control Traffic keeping in mind the scarce resources in LLN.  
 Control Traffic Overhead =     (DIO+DIS+DAO)                                        (4) 
6. Network  Simulation Parameters  
The general parameters used in the simulation scenarios are summarized in Table 3. 
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Parameters Values  
Network simulator COOJA under contiki OS (2.6) 
   Area of Deployment 200 * 200 m² 
Radio Environment DGRM (Directed Graph Radio Medium) 
Simulation time 1 hours 
Client Nodes                                 100 and 1 sink 
Mote Type Tmote Sky 
Duty Cycle ContikiMAC 
PYH and MAC Layer,  Network Layer IEEE 802.15.4, uIPv6 
Objective Function ETX 
RX Ratio  30, 40, 50, 60, 70, 80, 90, 100 
Max Packets  32583 
 DIO Min 2,3,4,5,6,7,8,9,10,11,12,13,14, 15,16 
 
7. Analysis of the Simulation Results  
In the following paragraphs, we present the results of experiments obtained by our simulation studies. 
7.1. Impact of the DIO Interval Min with MFM-RPL in a DAG 
For the first experiment, we used the variation of DIO minimum interval as evaluation performance metrics the 
MFM-RPL algorithm which is our objective. The simulation parameters used in this simulation are shown in Table 
3. We varied the DIO values to (2, 3, 4-16) in iterations of the simulation and put RX ratio to 70%.The simulation 
results are depicted in Figures 1(a)(b) and 2(a)(b) for the performance metrics to the studied metric. The results in 
fig. 1(a) shows the comparison between the three states of the network: 1) normal state, 2) the node failure state, 3) 
the MFM-RPL state with the rule1, rule2 and rule3 as presented in section 4. So we note that from the tree states of 
the network, the control traffic overhead is very high for lower DIO Min (2 to 8) and decreases rapidly in the 
presence of 9 to 16 DIO Min, which is the optimum set for control traffic overhead in RPL protocol normal state. In 
addition, the control overhead for the normal state and MFM-RPL are remarkable for approximating values during 
construction of the DAG and data transmission. This is different with the values that are in increase in nodes failure 
state. This is related to the failure and the absence of the node in the networks, which retransmission ICMPv6 
control packets (DIO messages) by each node is increased, so that the node responds to join the dag and establishes 
such transmissions. These comparison results show the efficiency of our proposition MFM-RPL method for the 
local repair in WSN. From fig.1(b), which represents the PDR(%) shows the degradation of  Network performance 
for DIO Mini between 2 and 6 and 13-16 for the node failure state in network, PDR below 75%, that means due to 
the failure and absence node in different cases (presented in section 5) and the higher control overhead chewed in 
fig.1(a). On the other hand, the MFM-RPL provides a good Packet Delivery ratio of more than 95%, by the effect of 
the replacement of nodes failure by the mobile node. This result proved the effectiveness of fault management 
method to ensure service continuity control in the network. We see in Fig.2 (a), the low DIO Min (2 to 6) decreases 
slowly with minimum value for the latency performance metric, and its approximately equal for the network normal 
and MFM-RPL states. This can be explained by the increasing of the DIO min and the good Packet Delivery ratio 
(more 95%) and the lowest of the control traffic overhead. We can also note the big difference of comportment for 
the Network-node failure state, when the latency value is decreasing but is greater than the values of the network 
normal stat and MFM-RPL. This is caused by the effect of the nodes failure and the control traffic augmented in the 
network. The fig.2(b) shows that the consumption of total energy is important when low of DIO interval min (2, 3), 
the network consumes a lot of energy about 2.3% ratio on time for the MFM-RPL, 2% for RPL network in normal 
state and 2.55 for node failure state. 









Fig. 1. (a) The impact of varying the DIO Interval Minimum in different states network topology (Normal, failure and MFM-RPL)on:                







Fig. 2. (a) The impact of varying the DIO Interval Minimum in different states network topology (Normal, failure and MFM-RPL)on:                
(a) Network Latency; (b) Energy Consumption. 
The fig.2(b) shows that the consumption of total energy is important when low of DIO interval min (2, 3), the 
network consumes a lot of energy about 2.3% ratio on time for the MFM-RPL, 2% for RPL network in normal state 
and 2.55 for node failure state. These lots of consumption of energy caused by the ICMPv6 control packets (DIO, 
DIS, and DAO messages) are generated in the network for 163200 and 172200 packets between 2 and 3 of DIO 
interval Minimum. We can note also the Energy Consumption decreases with increasing the DIO Min from 4 to 9 as 
the control packets generated with lower values as depicted in fig.1(a). 










Fig. 3. The impact of varying the Packet Reception Ratio (RX%) in different states network topology (Normal, failure and MFM-RPL) on:        
(a) Network Latency; (b) Energy Consumption. 
In the second experiment, we fixed the value of the DIO Interval Minimum to 12 as default value in RPL 
protocol and we varied the RX by 30, 40, 50, 60, 80, 90 and 100 (%). We used the ETX objective function to 
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Latency metric result the MFM-RP performs better than the network-Normal state, knowing that RPL provides 
objective function for ETX to computing the best paths [12]. When the RX increases (known as the lossiness), the 
latency decreases, it means that the MFM-RPL offers us another positive characteristic that of finding in minimum 
delays the best path with ETX function objective as defined in the standard. From Fig.3(b), with the increasing the 
RX ratio in the network, the consumption of the energy decreases as slowly for the different state network, the 
performance of MFM-RPL prove the effectiveness of Fault management method and ensure service continuity 
control in LLN. The causes of the more consumption energy in the start simulation are for the retransmissions of the 
packets lossless. 
8. Conclusion and future work 
The objective of this paper is to evaluate the performance of the proposed new technique for the local repair RPL 
protocol in a network as known MFM-RPL method. The performance evaluation of our experimentations was 
conducted on the Cooja simulator. The Network Latency, control traffic, the consumption energy and the packet 
delivery ratio were analyzed as performance metrics. The main conclusion from this study proposition is that MFM-
RPL has several benefits for RPL in LLN networks in term of new proposition technique for the local repair in RPL. 
Compared to the current local repair which offers the RPL protocol. This technique reacts quickly to replace the 
node failure by their node predecessor with mobility. The experimentations results obtained in this paper have 
proved the effectiveness of fault management method to ensure the service continuity guaranteed in the network.  
Based on our new method, some opportunities are offered for MFM-RPL implemented in Vehicular Ad hoc 
Networks applications (VANETs) with differentiating traffic.  
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