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The electron dynamics with complex third-order Suzuki-Trotter propagator (ST3) has been imple-
mented into a planewave (PW) based density functional theory program, and several applications
including linear absorption spectra and coupled electron-nucleus dynamics have been calculated.
Since the ST3 reduces the number of Fourier transforms to less than half compared to the fourth-
order Suzuki-Trotter propagator (ST4), more than twice faster calculations are possible by exploiting
the ST3. We analyzed numerical errors of both the ST3 and the ST4 in the presence/absence of an
external field for several molecules such as Al2, N2, and C2H4. We obtained that the ST3 gives the
same order of numerical errors (10−5 Ry after 100 fs) as the ST4. Also, the time evolution of dipole
moments, hence the absorption spectrum, is equivalent for both ST3 and ST4. As applications, the
linear absorption spectrum for an ethylene molecule was studied. From the density difference anal-
ysis, we showed that the absorption peaks at 6.10 eV and 7.65 eV correspond to the π → 4ag and
π → π* excitation bands, respectively. We also investigated the molecular vibrational effect to the
absorption spectra of an ethylene molecule and the dynamics of a hydrogen molecule after the σ
→ σ* transition by formulating coupled electron-nucleus dynamics within the Ehrenfest regime.
The trajectory of nuclei follows the excited state potential energy curve exactly. © 2011 American
Institute of Physics. [doi:10.1063/1.3671952]
I. INTRODUCTION
Understanding the interaction between light and materi-
als has been of great importance in chemistry, physics, and
biology. It naturally involves excited states where traditional
ground state (GS) theories fail and thus the method for ex-
citations is required.1, 2 The linear response time-dependent
density functional theory (TDDFT) pioneered by Gross and
Kohn3 becomes the most popular method to calculate the
excitation energies.4–11 However, it is limited to investigate
the response of electron density beyond the linear response,
according to the applied perturbation, and can be described
regardless of the strength of the perturbation. To this end,
the real-time time-dependent density functional theory (RT-
TDDFT),12–26 a real-time approach in TDDFT regime,27 is
proposed to investigate the “real” electron dynamics accord-
ing to the applied external field.
RT-TDDFT enables electron dynamics simulations
which has been intractable due to theoretical and compu-
tational limitations. As a TDDFT-based electron dynamics
method, it has several advantages. First, as mentioned above,
this is a non-perturbative approach and can deal with non-
linear phenomena. Second, the development of “attosecond
spectroscopy”28–30 makes possible to measure the real-time
motion of electrons, where RT-TDDFT may help understand
those ultrafast phenomena. Finally, the computational meth-
ods describing light-induced chemical reactions by Ben-Nun,
a)Electronic mail: kim@postech.ac.kr.
Martinez, and Tully31–33 deal with the nucleus motion on the
exact excited state potential energy surface. The RT-TDDFT
coupled to the nucleus motion can describe the excited state
dynamics efficiently.
In accordance with these advantages, several RT-TDDFT
implementations have been demonstrated in recent years.
They are different in the basis set and the propagation opera-
tor. Sugino and Miyamoto have developed PW-based electron
dynamics program using the self-consistent ST4 operator,16
and have studied the behavior of electron propagation in the
condensed matter system.18, 19 Yabana et al. and Castro et al.
have solved the RT-TDDFT in numerical grids, and obtained
successful absorption spectra of several molecules.12–15 For
the case of atomic orbital basis sets, many researchers have
studied excited state properties by using their house-made
real-time electron dynamics program.20–26 Chen et al. have
implemented classical electrodynamics coupled to quantum
electron dynamics, and obtained absorption spectra of a silver
nanoparticle absorbed with a molecule.21 Lopata et al. have
developed massively parallel RT-TDDFT method and inves-
tigated the electron dynamics of an excited zinc porphyrin.22
Also, there are many efforts to couple the motion of nuclei to
electron dynamics.26, 27
Even though there are many efforts to implement the RT-
TDDFT on various density functional theory (DFT)-based
programs, the faster and accurate numerical time evolution
is always important for the practical RT-TDDFT. Here, we
adopt planewave basis and the Suzuki-Trotter (ST) time evo-
lution operators. Planewave basis allows us to deal with elec-
0021-9606/2011/135(24)/244112/8/$30.00 © 2011 American Institute of Physics135, 244112-1
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trons escaping from nuclear potential, where atom-centered
basis faces obvious limitation. The Suzuki-Trotter propagator
is the most suitable for planewave basis. Moreover, it is nu-
merically stable, allows systematic improvements, and satis-
fies unitarity and time-reversal symmetry.34 Numerical stabil-
ity is crucial since the simulation over hundreds of thousands
time steps should be achieved to describe proper excited state
phenomena which occur for a few to hundreds of femtosec-
onds. Sugino and Miyamoto also adopted planewave with the
propagator. However, we implemented improved ST operator
with complex time propagation and thereby achieved faster
and more reliable simulations.
In this paper, we present an efficient algorithm for the RT-
TDDFT in the PW-based code, quantum-ESPRESSO,35 with
the complex time domain ST propagator.36 We investigate the
accuracy and stability of the present method with/without an
external field as compared to the real time propagation with
the higher order ST propagator.16, 37 As test examples, first,
the linear absorption spectrum of an ethylene molecule is ob-
tained as a result of the electron dynamics. Second, imple-
menting the coupled electron-nucleus dynamics within the
Ehrenfest regime,38 the dissociation of the excited hydrogen
molecule is studied.
II. METHODS
A. Theoretical basis
First, we briefly introduce the RT-TDDFT. The RT-
TDDFT begins with the time-dependent Kohn-Sham (TDKS)
equation and the time-dependent electron density (ρ) obtained
from the Kohn-Sham (KS) orbitals (φi′s) in Eq. (1).
i
∂
∂t
φi (r, t) = hKS(r, t)φi (r, t) ,
ρ (r, t) =
occ∑
i
|φi (r, t)|2. (1)
Here, TDKS Hamiltonian (hKS) is represented by
hKS(r, t) = −12∇
2 + vKS(r, t)
where
vKS(r, t) = vH[ρ(r, t)] + vxc[ρ(r, t)] + vext(r, t). (2)
We should note that a KS orbital need not be an eigen-
function of hKS(r,t) any longer, rather it is a basis function to
span the electron density. The KS potential (vKS) consists of
the Hartree potential (vH), the exchange-correlation potential
(vxc), and the external potential (vext). As in the static DFT,
the exact exchange-correlation functional vxc should be ap-
proximated. We use the adiabatic local density functional ap-
proximation (ALDA).39 The external potential vext contains
potentials from nuclei (vN) and time-dependent external fields
(vfield). The total electronic energy is calculated by using
Etotal(t) =
occ∑
i
〈φi(t)|hKS |φi(t)〉 −
∫
dr [vHartree + vxc]
× ρ (r, t) + Exc + EH + Eext, (3)
where Exc, EH, and Eext are the exchange-correlation, Hartree,
and external energy, respectively, from ρ(r,t). Compared to
the normal GS electronic energy, the only difference is the
use of expectation values instead of KS energies.
Practically, we solve the integral equation with the time
evolution operator U(t + t,t) instead of Eq. (1):
φi(t + t) = U (t + t, t)φi(t),
where
U (t + t, t) ≡ ˆT exp
[
−i
∫ t+t
t
dt hKS(t)
]
. (4)
Here, ˆT is a time ordering operator. Then, all we have to
do is to build the numerical time evolution operator to gen-
erate KS orbitals at the next time step.40 Numerical methods
to solve the above TDKS equation have been studied based
on various quantum computational codes.12–26 However, the
details are quite different depending on the basis sets. In this
paper, we focus on the PW-based code.
B. Calculations
Since we should use the pseudopotential (PP) in the PW-
based code for the sake of the efficiency, vKS can be divided
into local and non-local terms: the local potential (vL) contains
vH, vxc, vfield, and the local part of PPs, while the non-local
potential (vNL) attributes to the remaining part of PPs:
vKS(r, t) = vL + vNL. (5)
Thus, the KS Hamiltonian consists of three components:
kinetic (T), local potential (VL), and nonlocal potential (VNL)
parts. Since the kinetic part and the local potential can be rep-
resented easily in the reciprocal space and the real space, re-
spectively, the ST method which is based on the split opera-
tor technique is a good candidate for the replacement of U(t
+ t,t) in Eq. (4).16, 37 Generally, the parameters for the ST
method are chosen as real, thus, the KS orbitals are evolved
in the real time axis. In the case of the PW basis set, the most
time-consuming and error-generating step is the fast Fourier
transform (FFT). Here, we implemented the accurate but fast
time evolution for the PW-based code with the complex ST3
which reduces the number of the FFT operations drastically.
Prosen and Pižorn reported that the third-order ST operation
with the renormalization in the complex time domain gives
the same accurate results as the ST4 operation in the real time
axis due to the Hermitian property of Hamiltonian.36 The ST4
with the KS Hamiltonian is represented as
ST4(z) ≡ ST2(r1z)ST2(r1z)ST2(r2z)ST2(r1z)ST2(r1z)
where
r1 = 1/(4 − 41/3)
and
r2 = 1 − 4r1, (6)
while the ST3 is
ST3(z) ≡ ST2(c1z)ST2(c2z)
where
c1 = c∗2 = 1/4 +
√
3/12i. (7)
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Here, the second order ST operator, ST2, is
ST2(z) ≡ ezT/2ezVNL/2ezVLezVNL/2ezT/2
where
z = it. (8)
Note that two time steps and the renormalization are re-
quired to achieve unitarity. Indeed, ST3 for a single time step
does not satisfy the unitarity relation due to the imaginary
time. However, unitarity can be achieved within two time
steps if we choose c1 (thus c2) for the subsequent time evo-
lution (from t + t to t + 2t) as a complex conjugate of the
former c1 (thus c2), and renormalize the wavefunction after t
+ 2t. The exponent of VL is located at the center of ST2 to
minimize the number of FFTs. The operation of each com-
ponent (ezA) on a certain function in Hilbert space (f(r) or f)
should be calculated to obtain φi(t + t) in Eq. (4). For the
case of A = VL, ezVL f should be calculated in real space via
FFT. The operation is a simple multiplication of ezVL(r) and
f(r) in real space, and ezVL f can be obtained from its inverse
FFT. The nonlocal potential Hamiltonian VNL within separa-
ble form of norm-conserving PPs can be divided into the sum
of PPs from each nucleus. Then, we approximate the total ex-
ponential of VNL as the product of the exponentials of V aNL
where a is the nucleus index:
ezVNL = ez
∑
a V
a
NL 

∏
a
ezV
a
NL . (9)
In norm-conserving PPs, the operation of non-local po-
tentials on the wavefunction can be represented as
V aNL |ψi〉 =
∑
n,m∈a
|βn〉Banm 〈βm|ψi〉 . (10)
The meaning of |βn〉 and Banm can be found in Ref. 41
which is another representation of normal norm-conserving
PP equation,
V aNL =
∑
i∈a
|χi〉 〈χi |
〈χi | φi〉 , (11)
where |χ i〉 and |φi〉 are a local wavefunction and a pseu-
dowavefunction, respectively.
Here, the matrix element Banm is determined by the type
of a nucleus, while the projection vector |βn〉 depends on the
position of nuclei. Since the matrix Ba is a diagonal matrix,
the exponent can be easily calculated.
For the sake of accuracy, the change of local potential VL
in Eqs. (6) and (7) due to the rapid oscillation of electron den-
sity should be considered. Applying the railway interpolation
scheme,16 we can interpolate potential energies at the inter-
mediate times, tm′s, by using old and new potentials and their
derivatives (Eq. (12)):
VL(tm) =
(
tm − t − t
t
)2 [
3VL(t) + t ˙VL(t)
+ tm − t − t
t
[
2VL(t) + t ˙VL(t)
]]
+
(
tm − t
t
)2 [
3VL(t + t) − t ˙VL(t + t)
− tm − t
t
[
2VL(t + t) − t ˙VL(t + t)
]]
. (12)
FIG. 1. A flow diagram for the RT-TDDFT method.
From the adiabatic and local approximation such as
ALDA, the time derivative of potential can be derived from
the simple multiplication of the time derivative of electron
density (ρ˙) and the functional derivative of potential over
electron density:
˙VL(r, t) =
∫
dr′dt ′
δVL(r, t)
δρ(r′, t ′) ρ˙(r
′, t ′) = δVL(r, t)
δρ(r, t) ρ˙(r, t).
(13)
The second equality in Eq. (13) only holds for the local
exchange-correlation functional approximation for both time
t and position r. VL(t + t) is equal to VL(t) initially, and
the newer VL(t + t) can be obtained from newly calculated
φi(t + t) in Eqs. (6) and (7). Until the self-consistency is
satisfied, this cycle should be repeated. Fortunately, the self-
consistency is usually satisfied within only a few cycles due
to the small size of t. The overall flow chart for the RT-
TDDFT is depicted in Fig. 1. Here, the only difference from
the GS-DFT is obtaining electron density not from the diago-
nalization but from the time evolution.
III. RESULTS
A. Accuracy and stability
Considering the atomic unit of time (∼24 attoseconds),
t should be an order of attoseconds. Since the photochem-
ical reactions occur within hundreds of femtoseconds, the
real-time simulation over hundreds of thousands electronic
time steps should be required. Noting that ST4 contains at
least five exponents of VL (Eq. (12)), the ST3 in the present
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FIG. 2. Time evolution of the numerical error E = Etotal(t) – Etotal(0) for
the Al2 case. Both the self-consistent calculations for ST4 (black) and ST3
(blue) show accurate and steady results, while the non-self-consistent result
(red) shows the catastrophic divergence after the long time simulation. The
RMS of the numerical errors for sc-ST3 is 9.5 × 10−7 Ry while the RMS for
sc-ST4 is 7.4 × 10−7 Ry after 500 fs. The inset shows the E’s for sc-ST3
and sc-ST4 from 399.5 fs to 400 fs.
method which contains only two exponents of VL may give
twice faster results as well. Here, we investigate the ac-
curacy of ST3 compared to ST4. We define the numerical
errors of the time evolution method as E = Etotal(t) – Etotal(0)
in the absence of the external field. Figure 2 shows the nu-
merical errors of the self-consistent ST3 and the (non) self-
consistent ST4. Here, we study the ground state electron dy-
namics for the aluminium dimer (Al2) with the cutoff of 50
Ry using Troullier-Martin PPs.42 With the time step of 2.4
attoseconds, the simulation over 200 000 time steps (∼500
fs) was performed. With the self-consistent method, both ST3
and ST4 give stable results, while the non-self-consistent re-
sult suffers from a catastrophic divergence after the long time
simulation. The root-mean-square (RMS) of E for the self-
consistent ST3 (sc-ST3) is 9.5 × 10−7 Ry, while that for the
self-consistent ST4 (sc-ST4) is 7.4 × 10−7 Ry. The RMS for
C2H4 shows 2.4 × 10−6 Ry for sc-ST3 and 1.9 × 10−6 Ry
for sc-ST4 after 100 fs. The RMS values for both ST3 and
ST4 would be overall equivalent. In certain cases like N2, the
RMS for sc-ST3 is 1.3 × 10−6 Ry which is much smaller than
1.2 × 10−5 for sc-ST4 after 100 fs.
Figure 3 shows the dependency of numerical errors in
ground states for various time evolution methods on t and
planewave kinetic energy cutoff, Ecut. Here, a fifth-order
Adams-Moulton integrator (AM5) is a self-consistent version
of a fifth-order Adams-Bashford integrator (AB5) which ex-
ploits a linear combination of time derivatives from former
five time steps. AB5 shows a divergent result with charge ac-
cumulation or depletion as time passes while AM5 shows a
convergent result. Thus, the results with AB5 are not depicted
in Fig. 3. For both the cases, ST3 and ST4, the smaller t and
the larger Ecut give systematically smaller numerical errors.
In this case, the condition of Ecut ≥ 50 Ry gives a satisfactory
result for every case with a numerical error less than ∼10−5.
For the case of AM5, however, the larger Ecut gives the larger
numerical errors. Since AM5 is not unitary itself, the orthog-
onal property of time evolved KS wavefunctions is not sat-
FIG. 3. The time step size (t) and kinetic energy cutoff (Ecut) dependency
of numerical errors for ST3, ST4, and AM5 integrators.
isfied. It should be empathized that the AM5 works only for
the smaller time step size compared to ST3 and ST4. Also, the
convergence of AM5 is slower than that of ST4 or ST3. For
the case of a N2 molecule, t = 0.03 Ry with AM5 does not
satisfy the self-consistent condition. Even though AM5 which
requires only two FFTs is faster than both ST3 and ST4 for a
single step, AM5 should be used carefully due to the stability
and convergence problems.
We also investigate the energy conservation after a delta-
function kick external field, i.e., E(t) = E0δ(t). In this case, we
consider the numerical errors of the time evolution method as
E = Etotal(t) – Etotal(0+) since the total energy should be
conserved without external fields. The RMS for N2 shows 2.3
× 10−5 Ry for sc-ST3 and 4.7 × 10−5 Ry for sc-ST4 after
100 fs. In case of Al2, the RMS for sc-ST3 is 1.9 × 10−7 Ry
while the RMS for sc-ST4 is 4.8 × 10−7 Ry after 100 fs. In
Fig. 4, the time evolution of dipole moment of the molecular
axis and the spectra for a nitrogen molecule from both sc-ST3
and sc-ST4 are depicted. The absorption cross section (σ ) can
FIG. 4. The time evolution of dipole moments ((a) and (c)) along the molec-
ular axis (Dz(t)) and the absorption cross sections ((b) and (d)) for a nitrogen
molecule from the sc-ST3 ((a) and (b)) and the sc-ST4 ((c) and(d)).
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be obtained from the polarizability (α):
σ (ω) = Im〈α(ω)〉 = 1
3
Im[T rα(ω)], (14)
where the relation between polarizability, electric field (E),
and dipole moment (d) is
d(ω) = α(ω)E(ω). (15)
Thus, α(ω) can be obtained depending on the time-
dependency of the applied external field, E(t). As an example,
α(ω) for the delta-function kick electric field can be written as
αμν(ω) = − 1
E0
∫ ∞
0
dt eiωtdμ(t). (16)
Both methods show exactly identical behaviors for the
time dependent dipole moment and the absorption spectra.
Thus, we can conclude that the sc-ST3 method gives the same
result as the sc-ST4 method with a more than two-times faster
algorithm. A particular advantage in ST3 is that the energy
fluctuation for ST3 tends to be much smaller than ST4, and so
ST3 shows more steady results. This error which is less than
∼10−5 Ry ( = ∼1.5 K) is insignificant. As the time elapses,
the error becomes much smaller, and therefore ST3 is reli-
able, steady, and accurate. Thus, if one requires very accurate
results for a very short time span, ST4 could be slightly more
appropriate. However, for a long time scale, ST3 is much more
favored.
B. Linear absorption spectrum
One of applications in RT-TDDFT is to calculate lin-
ear absorption spectra. Here, we calculated linear absorption
spectra of an ethylene (C2H4) molecule in D2h symmetry. Ap-
plying a step function electric field, we obtained the time-
dependent electric dipole moment up to 150 fs with a time
step size of 1.5 as. Figure 5 shows the calculated absorption
cross section from our RT-TDDFT code (top) and from the
YAMBO program43 using the linear response TDDFT (LR-
FIG. 5. The calculated linear absorption spectrum with RT-TDDFT (up) and
LR-TDDFT (bottom). The σ x, σ y, and σ z are absorption cross sections with
an applied electric field along x, y, and z directions, respectively. The ethylene
molecule (C2H4) with D2h symmetry is also depicted.
TDDFT) (bottom). Here, σ x, σ y, and σ z are absorption cross
sections with an applied electric field along x, y, and z di-
rections, respectively. Both methods show almost identical
absorption spectra, while there are slight differences in the
high energy region because the linear response spectrum is
obtained by including the finite number of unoccupied KS or-
bitals. According to the selection rule, we can conjecture that
σ z is related to the π -π* transition. To assign the absorption
peak more precisely, we applied the harmonic, or sinusoidal,
field along the z-direction with the frequency corresponding
to absorption maximum, 7.65 eV. Before doing this, the reso-
nance and off-resonance phenomena depending on the apply-
ing frequency were studied (Fig. 6(a)). There is no absorption
FIG. 6. (a) The on/off-resonance phenomena with the absorption/non-
absorption frequency for the ethylene molecule. The on-resonance is ob-
tained by applying the harmonic field with the frequency of 7.65 eV, while
the off-resonance is obtained by applying the harmonic field with the fre-
quency of 2.72 eV. ((b) and (c)) The density difference maps between the
ground state density (ρGS(r)) and the excited state densities (ρSCFEX (r) and
ρRTEX(r), which are obtained from the self-consistent calculation with the ex-
cited state occupation and from the real-time calculation, respectively) for
resonant frequencies as 7.65 eV along z-direction (ωz = 7.65 eV) (b) and 6.10
eV along x-direction (ωx = 6.10 eV) (c). Both density difference maps show
almost identical behaviors implying that the excitations of ωz = 7.65 eV and
ωx = 6.10eV correspond to π -π* and π -4ag excitations, respectively.
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for the off-resonant frequency (2.72 eV), whereas there is en-
ergy increase according to the Rabi oscillation formula for
the resonant frequency (7.65 eV). Thus, we can say that the
ethylene molecule is excited with the resonance frequency.
However, we should admit that the discrepancy between EEX-
E(0) and the applied frequency is due to the partial excitation
from the ground state, giving an energy between the exact ex-
cited state and the ground state energy E(0). In this sense,
analyzing the density difference map according to the ap-
plied harmonic field with an absorbing frequency would be
a technique to assign the absorption peaks even though the
reference density can be obtained from not the exact excited
state wavefunctions but the change of occupation numbers of
KS orbitals. The density difference maps between the ground
state density ρGS(r) and the excited state density (ρSCFEX (r) and
ρRTEX(r), which are obtained from the self-consistent calcula-
tion with the excited state occupation and from the real-time
calculation, respectively) are calculated (Figs. 6(b) and 6(c)).
In Fig. 6(b), the ρSCFEX (r) is obtained from the occupation of
π1π*(LUMO)1. Both density difference maps show the de-
crease of the electron density in π orbital and the increase of
the electron density in π* orbital. Thus, we can conclude that
the absorption peak at 7.65 eV corresponds to the π → π* ex-
citation. Also, we assigned the peak at ∼6.1 eV by using the
same method as before (Fig. 6(c)). In this case, we applied the
corresponding harmonic field along the x-direction and the
ρSCFEX (r) is calculated from the occupation of π14ag(LUMO
+ 1)1. Thus, we can conclude that the transition at ∼6.1 eV
corresponds to the π → 4ag excitation. It is known that this
type of excitation is highly related to delocalized Rydberg-
type excitation.44 The former study based on the wavefunc-
tion theories also predicted the two lowest bright states at ap-
proximately 6 eV and 7.8 eV, and provided the assignment as
π → 3s and π → π* excitations, respectively.45, 46 While the
wavefunction theory provides the delocalized Rydberg state
properly, the current study underestimates the delocalization
of electron density even though the excitation energy is cor-
rect. This localized nature shown in the calculated density dif-
ference map results from the well-known TDDFT issue that it
cannot suitably describe Rydberg excitations.47 Thus, the ex-
act behavior of density cannot be shown correctly in TDDFT
regime. However, we expect that a strong electric field enough
to tunnel out a portion of electron density mimics Rydberg
excitations.
C. The effect of nucleus motion
on absorption spectrum
Considering that the time evolution has been performed
up to several femtoseconds, the nucleus dynamics should be
considered. To calculate nuclear vibration coupled electronic
spectra, we calculate the electronic spectra while the nuclei
move classically on an electronic potential energy surface. In
other words, the Ehrenfest dynamics38 is implemented in the
framework of the RT-TDDFT even though the Ehrenfest dy-
namics has a difficulty in handling the complex potential en-
ergy surface such as a conical intersection. The classical dy-
namics of nuclei was implemented by the Verlet algorithm. In
the TDDFT framework, the time dependent external potential
includes the time dependent potential from the motion of nu-
clei as well as the time dependent electric field. In the absence
of any time dependent external electric field, the motion of
electron density is affected by only the motion of nuclei. Thus,
from the ground state, the electron density follows the ground
state to the accuracy given by the exchange-correlation func-
tional in the case that the trajectory does not touch any con-
ical intersection. There are many efforts to improve the ex-
change correlation functional by including the memory effect
and frequency-dependent terms.2, 48 Also, we should mention
that the linear response time dependent density functional the-
ory alone has a difficulty to deal with conical intersections at
the current stage.49 When a time dependent electric field ex-
ists, the electron density formed by a mixture of various states
follows a mixed potential energy surface. Since the motion of
nuclei consists of various normal modes which have specific
frequencies, the motion of electron density is coupled to the
motion of nuclei. Noting that the normal time step size for
electron dynamics is several attoseconds, the calculation of
forces on nuclei at every time step is inefficient since the po-
sition of nuclei does not change significantly within several
attoseconds. In this sense, we introduce a time step size for
nuclei (tn) which is several multiples of the electronic time
step t. Then, the force is calculated with the period of tn.
For the intermediate time, the position of nuclei is assumed
by the uniform acceleration motion.
We investigated the effect of nucleus motion on absorp-
tion spectra for an ethylene molecule as an application of this
coupled electron-nucleus dynamics. Applying a z-directional
electric field, the coupled electron-nucleus dynamics was per-
formed at 300 K up to 150 fs with random initial veloci-
ties. We calculated the electronic spectrum of an ethylene
molecule with both tn = 1.44 fs and tn = 0.29 fs. Since
the electron density rapidly oscillates with a period of sev-
eral hundreds of attoseconds, forces from the time depen-
dent density should be calculated with a small time step
size. We compare the calculated spectra below the ioniza-
tion potential (10.50 eV) with the experimental one mea-
sured at room temperature50 in Fig. 7. The smaller time
step size for nuclei gives a more similar result to the ex-
perimental spectrum. The experiment shows two sets of ab-
sorption peaks which consist of peaks apart by ∼200 meV
with each other (set A) and their side peaks blue-shifted
by ∼70 meV from set A (set B). With a time step size of
1.44 fs, we can see only “set A” peaks clearly while a time
step size of 0.29 fs gives “set B” peaks as well as “set A”
peaks. We also tried to investigate the effect of constrained vi-
brational motion to the vibrational-electronic absorption spec-
tra. In this case, we perturbed the position of nuclei slightly
from the equilibrium position so that the perturbation gives
the motion of specific nuclear vibration. Here, we excited
the four vibrational motions: CC stretching, CH stretching,
CH wagging, and twisting modes by changing RCC, RCH, α,
and β, respectively. Figure 8 shows the dependency of the π -
π* excitation peak on the normal mode vibrations. Both CC
and CH stretching modes give several absorption peaks ∼200
meV apart. Here, ∼200 meV corresponds to the frequency of
CC stretching motions. For the case of CH stretching, the CC
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FIG. 7. The absorption spectra from Holland’s experiment (black), the cou-
pled electron-nucleus dynamics at 300 K with a nuclear time step size as 0.29
fs (red) and 1.44 fs (blue), and the electron dynamics (green).
stretching mode is slightly excited, i.e., CH stretching induces
CC bonds to vibrate, so that small peaks appear compared to
CC stretching. However, if CH wagging and twisting modes
are excited, the side peaks emerge in addition to CC splitting
peaks. Here, we can conclude that the out-of-plane motions of
nuclei give rise to side peaks associated with the peaks from
the CC stretching motion. Compared to the result from the
FIG. 8. The constrained-nuclear-vibration coupled electronic absorption
spectra with CH stretching (black), CC stretching (red), CH wagging (blue),
and CH twisting (green) excitations, respectively.
multiple spawning methods which can treat nuclei as quan-
tum particles,31, 45, 46 the study based on the classical dynam-
ics also shows a good agreement with experimental results
since the absorption spectrum of an ethylene molecule is de-
termined in the potential energy surfaces which is distant from
conical intersections. In the case that the non-adiabaticity is
important, the classical treatment of nuclear motions would
be questionable.
D. Excited state dynamics
As another application, we describe the excited state dy-
namics of a hydrogen molecule (H2) as the simplest example
in Fig. 9. From the first excited state obtained by optimizing
the electron density with occupancy (σ 1σ*1), we investigated
the adiabatic dynamics of both electron density and nuclei
with the adiabatic local spin density approximation (ALSDA)
and the Troullier-Martins PPs. In this case, the total energy
is conserved within a numerical error of 5.8 × 10−5 Ry. The
excitation energy is transferred to the kinetic energy of nuclei,
which was zero initially. The electron-electron repulsion trig-
gers the dissociation of the H2 molecule. We also calculated
the self-consistent electronic energy with the excited state oc-
cupancy (σ 1σ*1) for each structure in time. From the poten-
tial energy curve, we can conclude that the real-time elec-
tron density follows the excited state potential energy curve,
and two separated hydrogen atoms are formed within a few
femtoseconds.
FIG. 9. (a) The energy curves for the adiabatic coupled electron-nucleus dy-
namics for the dissociation of the σ → σ* excited hydrogen molecule. The
coupled electron-nucleus dynamics follows the excited state potential energy.
(b) The electron density after Frank-Condon excitation (left) and the electron
density after the dissociation completes.
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IV. CONCLUSION
In this paper, we implemented the twice faster algo-
rithm for the RT-TDDFT with the complex ST3 propagator
into the PW-based DFT code. The ST3 gives competitive re-
sults with the more time-consuming high order ST4. As a
test application, the RT-TDDFT-based absorption spectrum
of an ethylene molecule was calculated. Compared to the
well-developed LR-TDDFT result, the RT-TDDFT absorp-
tion spectrum is very similar to the linear response absorption
spectrum. Furthermore, implementing the coupled electron-
nucleus dynamics within the Ehrenfest dynamics regime, we
obtained a molecular vibration-coupled absorption spectrum.
At room temperature, the nucleus vibrational motion splits a
single absorption peak into several vibration-coupled absorp-
tion peaks, showing the fine structure which is very similar to
the experiment. As another application for the excited state
dynamics, the adiabatic dynamics of the σ → σ* excited
hydrogen molecule shows dissociation of H2 following the
potential energy curve of the excited state. The efficient ST3
propagator is found to be much favorable for a long time elec-
tron dynamics simulation.
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