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Abstract
Modal logic has a good claim to being the logic of choice for describing the reactive behaviour of systems modelled as
coalgebras. Logics with modal operators obtained from so-called predicate liftings have been shown to be invariant under
behavioural equivalence. Expressivity results stating that, conversely, logically indistinguishable states are behaviourally equivalent
depend on the existence of separating sets of predicate liftings for the signature functor at hand. Here, we provide a classification
result for predicate liftings which leads to an easy criterion for the existence of such separating sets, and we give simple examples
of functors that fail to admit expressive normal or monotone modal logics, respectively, or in fact an expressive (unary) modal logic
at all. We then move on to polyadic modal logic, where modal operators may take more than one argument formula. We show that
every accessible functor admits an expressive polyadic modal logic. Moreover, expressive polyadic modal logics are, unlike unary
modal logics, compositional.
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0. Introduction
Coalgebra has in recent years emerged as an appropriate framework for the treatment of reactive systems in a
very general sense [30]; in particular, coalgebra provides a unifying perspective on notions such as coinduction,
corecursion, and bisimulation. It has turned out that modal logic is a good candidate for being the basic logic of
coalgebra in the same sense as equational logic is the basic logic of algebra. For example, classes of coalgebras defined
by modal axioms can be regarded as the dual of varieties [18,20]. Moreover, coalgebraic modal logic as considered
in [13,19,24–26,28] is invariant under behavioural equivalence. Conversely, in [24–26], sufficient conditions are given
for coalgebraic modal logics to be expressive in the sense that logically indistinguishable states are behaviourally
equivalent; this is a generalisation of the classical result for Hennessy–Milner logic [12]. These results depend on
conditions imposed on the signature functor, i.e. the data type in which collections of successor states are organised.
Indeed, coalgebraic logic as introduced by Moss [22], which may be regarded as a form of modal logic, is
expressive for the (very large) class of so-called set-based functors; however, from the point of view of practical
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application in software specification, coalgebraic logic has the disadvantage of being rather difficult to grasp, as the
syntax and the semantics of its formulae involve applications of the signature functor to the language itself and the
satisfaction relation, respectively. By comparison, modal logic is rather intuitive and thus well suited for specification
purposes. For example, modal logic is used in the specification of object-oriented programs in the specification
language CCSL [29] and in [19] and forms a central feature of the algebraic–coalgebraic specification language
COCASL [23], part of its appeal being its straightforward way of encapsulating the state space.
Coalgebraic modal logic as developed in [24,26] obtains its modal operators from so-called predicate liftings,
which transform predicates on X into predicates on T X , where T is the signature functor. Predicate liftings generalise
the natural relations considered in [25], which may be regarded as constructions that convert coalgebras into Kripke
frames. It is shown in [24,26] that the expressivity problem for coalgebraic modal logic reduces to the existence of
enough predicate liftings for the given signature functor; no general answer is given to the question of how to actually
find such predicate liftings.
Here, we observe that predicate liftings are equivalent to a notion of modality used in [15]; this affords an immediate
overview of all possible predicate liftings of a given functor. Moreover, one obtains easy criteria which identify so-
called monotone and continuous predicate liftings, respectively. These properties of predicate liftings correspond to
the validity of natural axioms in the arising modal logic; in particular, continuity corresponds to normality. It turns
out that continuous predicate liftings essentially coincide with natural relations. These classification results are on the
one hand helpful in designing good sets of modal operators for expressive modal logics. On the other hand, they can
be used to show that certain signature functors fail to admit expressive monotone or normal modal logics, or indeed
an expressive modal logic in the sense considered so far at all. Examples of the latter type include certain composite
functors, for example the double finite powerset functor, but also single-layer datatypes such as nonrepetitive lists.
Typical examples of coalgebras that require non-normal modal logics are those involving some sort of weighting on
the successor states, for example multigraphs or probabilistic automata.
We then introduce an extension of coalgebraic modal logic in which modal operators may be polyadic, i.e. apply
to more than one formula; such operators arise from polyadic predicate liftings. One thus obtains a logic which is
little more complicated than modal logic with unary operators and yet turns out to be expressive for a large class of
functors, the so-called accessible functors. The class of accessible functors includes the Kripke polynomial functors
as well as all algebraically definable datatypes, and moreover is closed under functor composition; in particular it
includes all above-mentioned examples.
Both unary and polyadic modal operators may be subsumed under the abstract notion of syntax (or language)
constructor [5,6]. We show that polyadic modal logic is compositional in the sense that expressive modal logics can
be combined along functor composition; differently put, polyadic modal logic is, unlike unary modal logic, closed
under the composition of syntax constructors.
The material is organised as follows. Section 1 gives an overview of coalgebra and modal logic. Expressivity results
for modal logic which assume the existence of enough predicate liftings are discussed in Section 2; in particular, we
improve an expressivity result of [26] and give a simplified proof. We then proceed to discuss the classification of
predicate liftings in Section 3. Finally, polyadic modal logic is treated in Section 4. This work is an extended version
of [31].
1. Preliminaries: Coalgebra and modal logic
We now briefly recall the paradigm of modelling reactive systems by means of coalgebras, limiting ourselves to
the set-valued case, and the use of modal logic to describe reactive behaviour.
Definition 1. Let T : Set→ Set be a functor (all functors will implicitly be set functors from now on). A T -coalgebra
A = (X, ξ) consists of a set X of states and a transition map ξ : X → T X . A morphism (X1, ξ1) → (X2, ξ2) of
T -coalgebras is a map f : X1 → X2 such that ξ2◦ f = T f ◦ξ1. A T -coalgebra C is called final if there exists, for each
T -coalgebra A, a unique morphism A → C . Two states x and y in T -coalgebras A and B are called behaviourally
equivalent if there exists a coalgebra C and morphisms f : A → C , g : B → C such that f (x) = g(y).
The general intuition is that the transition map describes the successor states of a state, organised in a data structure
given by T . The notion of behavioural equivalence serves to encapsulate the state space: two states are behaviourally
equivalent if the observable aspects of the state evolution from the given states are identical. Thus, the reactive
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behaviour of a state is embodied in its behavioural equivalence class. Final coalgebras are behaviourally abstract
in the sense that behaviourally equivalent states are equal; the carrier set of a final coalgebra may be thought of as the
set of all possible behaviours. By Lambek’s Lemma, the transition map of a final coalgebra is bijective.
Remark 2. Behavioural equivalence as just defined coincides in most cases with coalgebraic bisimilarity [18], and
appears to be the preferable notion in cases where this fails (cf. loc. cit.). Coalgebraic modal logic as treated here
captures precisely behavioural equivalence.
Example 3. (1) Let Pω be the (covariant) finite powerset functor. Then Pω-coalgebras are finitely branching graphs,
thought of as (unlabelled) transition systems or indeed finitely branching Kripke frames.
(2) Let T be given by T X = I → Pω(X) (equivalently T X = Pω(I × X), if I is finite). Then T -coalgebras are
finitely branching labelled transition systems with label set I .
(3) Let T = Pω◦Pω. Then T -coalgebras may be thought of as transition systems with two levels of non-determinism;
i.e. in each step, a set of possible successors is chosen non-deterministically.
(4) Let the squaring functor S be given by SX = X × X . The functor T = Pω ◦ S plays a role in higher order reactive
systems such as CHOCS [35] and in the coalgebraic modelling of mobile systems [10]; it models the splitting of
a process into two parts for purposes of communicating a process or letting part of a process move, respectively.
(5) The finite multiset (or bag) functor BN is given as follows. The set BN(X) consists of the maps B : X → N
with finite support, where B(x) = n is read ‘B contains the element x with multiplicity n’. We write elements of
BNX additively in the form
∑
ni xi , thus denoting the multiset that contains x with multiplicity
∑
x j=x n j . For
f : X → Y , BN( f ) (
∑
ni xi ) =∑ ni f (xi ). Coalgebras for BN are directed graphs with N-weighted edges, often
referred to as multigraphs [7].
(6) A similar functor, denoted BZ, is given by a slight modification of the multiset functor where we allow elements
to have also negative multiplicities, i.e. BZX consists of finite maps X → Z, called generalised multisets (this set
is also familiar as the free abelian group over X ). This functor will serve primarily as a separating example below;
however, BZ-coalgebras do appear in the literature as integer weighted automata [8].
(7) Another variation of the multiset functor is the finite distribution functor Dω, where DωX is the set of probability
distributions on X with finite support. Coalgebras for Dω are finitely branching discrete time Markov chains [3].
(8) Examples (5)–(7) above may be extended by taking into account a notion of input, with input alphabet I , as in
Example (2): for T ∈ {BN,BZ, Dω}, one has functors S and R given by SX = I → T X and RX = T (I × X).
These functors are isomorphic for T ∈ {BN,BZ} in case I is finite, but not for T = Dω. In the latter case,
S-coalgebras are reactive probabilistic automata, and R-coalgebras are generative probabilistic automata [3] (more
precisely, one would usually allow for terminal states by additionally introducing the constant functor 1 as a
summand), the difference being that generative probabilistic automata assign probabilities also to inputs.
(9) Similarly, we can pass from a functor T to the functor TU X = T X × P(U ), where U is a set of propositional
symbols. Then a coalgebra for TU consists of a T -coalgebra and a U -valuation, assigning to each state x the set of
propositions satisfied in x . In particular, if T = P , then TU -coalgebras are finitely branching Kripke models.
Generally, a Kripke polynomial functor is a functor built inductively from constant functors, the identity functor,
and the (finite) powerset functor by taking finite sums and products and function spaces with constant exponent. In
particular, Kripke polynomial functors do not contain nested occurrences of the powerset functor. The functors in
Example 3(1) and (2) above are Kripke polynomial functors. All of the above examples fall into the following class of
functors:
Definition 4. A functor T is called κ-accessible, where κ is a regular cardinal, if T preserves κ-directed colimits.
Accessible functors have final coalgebras [1,2,27].
Example 5. Parametrised algebraic datatypes defined in terms of constructors and equations (i.e. quotients of term
algebra functors) are κ-accessible functors if all constructors have arity less than κ . For example, the multiset functors
BN and BZ are ω-accessible. The finite distribution functor Dω is ω-accessible (this is easily verified directly). For
each regular cardinal κ , the functor Pκ given by Pκ(X) = {A ⊆ X | |A| < κ} and the functor sending X to X A, where
|A| < κ , are κ-accessible. The class of κ-accessible functors is closed under composition; for example, Pω ◦ Pω is
ω-accessible.
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Assumption 6. Set functors preserve injective maps f : X → Y provided that X 6= ∅. It is always possible to modify
the action of the functor on the empty set in such a way that injective maps are preserved also for X = ∅ without
essentially affecting the category of coalgebras for the functor [1,2]. In the following, we shall thus assume w.l.o.g.
that every set functor T preserves injective maps, and occasionally that in fact X ⊆ Y implies T X ⊆ TY .
In order to specify requirements on coalgebraic systems in a way that guarantees invariance under behavioural
equivalence, coalgebraic modal logic for Kripke polynomial functors has been introduced (with variations in the
syntax) for example in [13,19,28]. These results have been generalised in [24–26], where coalgebraic modal logics
are defined on the basis of given natural relations and predicate liftings for the signature, respectively, as follows.
Definition 7. A predicate lifting for a functor T is a natural transformation
λ : 2− → 2T ,
where 2− denotes the contravariant powerset functor Setop → Set, with 2 f (A) = f −1[A]. Explicitly, a predicate
lifting assigns to each A ⊆ X a set λX (A) ⊆ T X such that
T f −1[λY (A)] = λX ( f −1[A])
for all maps f : X → Y . A predicate lifting λ is called monotone if A ⊆ B ⊆ X implies λX (A) ⊆ λX (B), and
continuous if λX preserves intersections for each set X , i.e. λX (
⋂
i∈I Ai ) =
⋂
i∈I λX (Ai ).
A predicate lifting λ is equivalently described by its transposite λ[ : T → 2(2−), given by λ[X (t) = {A ⊆ X | t ∈
λX (A)}. A set Λ of predicate liftings for T is called separating if for each set X , the source of maps
(λ
[
X : T → 2(2
−))λ∈Λ
is jointly injective; in other words, t ∈ T X is uniquely determined by the set {(λ, A) ∈ Λ × 2X | t ∈ λX (A)}; this
property is called separation at X .
We shall need the following fact [26]:
Proposition 8. A set Λ of predicate liftings for a κ-accessible functor is separating iff separation holds at all sets X
such that |X | < κ .
Definition 9. Let T be a functor. A language for T -coalgebras is a set L of formulae, equipped with a family of
satisfaction relations |=(X,ξ) (or just |=) between states of T -coalgebras (X, ξ) and formulae φ ∈ L; we define
[[φ]](X,ξ) (or just [[φ]]) as the set {x ∈ X | x |=(X,ξ) φ}.
States x and y in T -coalgebras A and B, respectively, are called logically indistinguishable under L if
x |= φ iff y |= φ
for all φ ∈ L. The language L is called adequate if behaviourally equivalent states are logically indistinguishable,
equivalently: the satisfaction of formulae is invariant under T -coalgebra morphisms.
Remark 10. One can define a formula φ ∈ L to be valid in a coalgebra (X, ξ) if x |= φ for all x ∈ X . This makes L
into a logic for coalgebras as defined in [20]. If T has a final coalgebra, then adequacy of L guarantees that classes of
coalgebras defined by axioms in L have final models [20].
Coalgebraic modal logic [24,26] is a language Lκ(Λ) for T -coalgebras, parametrised by a set Λ of predicate
liftings for T and a regular cardinal κ which serves as a bound for conjunctions: formulae φ ∈ Lκ(Λ) are defined by
the grammar
φ ::= [λ]φ (λ ∈ Λ)
|
∧
i∈I
φi (|I | < κ)
| ¬φ.
Disjunctions
∨
i∈I φi for |I | < κ , implications φ → ψ , and equivalences φ ↔ ψ are then defined as usual. Finitary
conjunctions and disjunctions are denoted ∧ and ∨, and truth > and falsity ⊥ are obtained as the empty conjunction
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and the empty disjunction, respectively. In the definition of satisfaction, the clauses for conjunction and negation are
as expected; the clause for the modal operator [λ] is
x |=(X,ξ) [λ]φ ⇐⇒ ξ(x) ∈ λX [[φ]](X,ξ).
The naturality equation for predicate liftings is easily seen to be precisely the condition that is needed in order to
ensure adequacy of Lκ(Λ) [26]. The converse of this statement, i.e. the question under which conditions Lκ(Λ) and
related logics are expressive, is the main subject of this paper.
The construction of Lκ(Λ) presupposes that a suitable set of predicate liftings for T is already given. We will
discuss in Section 3 how predicate liftings may be obtained and classified in general.
An earlier notion of coalgebraic modal logic [25] was based on the concept of natural relations, which may be
regarded as a specialisation of the approach via predicate liftings:
Definition 11. A natural relation for T is a natural transformation
µ : T → P.
Thus, composition with the component µX of a natural relation µ converts T -coalgebras on X into Kripke frames.
A natural relation µ induces (transposites of) predicate liftings by composing with transposites of predicate liftings
for P:
T → P → 2(2−).
In fact, it suffices to consider the composite (λ∀)[ ◦ µ, where λ∀X (A) = {B ∈ P(X) | B ⊆ A}; this will be treated in
more detail in Section 3.
2. Expressivity of coalgebraic modal logic
We now turn to the question of when coalgebraic modal logic is strong enough to distinguish behaviourally
inequivalent states.
Definition 12. A language L for T -coalgebras is called expressive if logical indistinguishability under L implies
behavioural equivalence. Moreover, L is called strongly expressive if for each state x there exists a formula φ ∈ L
such that y |= φ iff y is behaviourally equivalent to x .
Definition 13. For a regular cardinal β, we define β¯ to be the smallest cardinal such that 2α < β¯ for all α < β.
Moreover, we write β+ for the cardinal successor of β.
Thus β ≤ β¯ ≤ 2β , and β¯ = β iff β = ω or β is strongly inaccessible (note that the existence of strongly inaccessible
cardinals is unprovable in ZFC). In the absence of the generalised continuum hypothesis, one may have β+ < 2β .
The following expressivity results are proved by terminal sequence induction in [26]:
(1) If T is κ-accessible and Λ is separating, then Lσ (Λ) is expressive, where σ = max(κ¯, |Λ|).
(2) If T is κ-accessible and Λ is a separating set of continuous predicate liftings, then Lκ(Λ) is expressive.
We will see in the next section that (2) fails to apply to many interesting examples (indeed it will turn out that
continuous predicate liftings always arise from natural relations). We now give a substantially improved version of
these results, obtaining κ rather than κ¯ as a bound on conjunctions without additional assumptions on Λ.
Theorem 14. Let T be κ-accessible and let Λ be a separating set of predicate liftings. Then Lκ(Λ) is expressive.
Proof. This will follow as a special case from a generalised result for polyadic modal logics (Theorem 41). 
Moreover, it is shown in [24] using terminal sequence induction that
if Λ is separating, the final sequence for T stabilises at , and (Z , ζ ) is the final T -coalgebra, then Lσ (Λ) is
strongly expressive for σ = max(2|Z |, |Λ|, ||).
The following strong expressivity result gives an improved bound on conjunctions in most practical examples:
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Theorem 15. Let T be κ-accessible, let Λ be a separating set of predicate liftings, and let (Z , ζ ) be the final
T -coalgebra. Then Lσ (Λ) is strongly expressive, where
σ = min(max(|Z |+, κ),max(2|Λ|, 2κ)).
This is in fact an easy corollary of Theorem 14. We will however prove it as a special case of a more general result on
polyadic modal logic (Corollary 42).
Remark 16. Theorem 15 above makes a slightly stronger assumption than the quoted strong expressivity result
from [24] in that it requires accessibility rather than only stabilisation of the final sequence (if T is κ-accessible,
then the final sequence for T stabilises at κ · 2 [36]). For κ-accessible functors, however, the bound for σ given in the
corollary is at least as good as and usually better than the previous bound σ = max(2|Z |, |Λ|, |ε|), except in the maybe
somewhat unusual case that either |Λ| is very large compared to |Z | and κ , or κ > max(2|Z |, ||). For example, in
cases with κ = ω ≥ |Λ|, one will typically have |Z | ≥ 2ω, so that we have a new bound 2κ = 2ω, compared to the
old bound 2|Z | ≥ 2(2ω).
As a very simple example, take T X = U × X , where U is an output alphabet with 2 ≤ |U | ≤ ω, and
Λ = {λu | u ∈ U } ∪ {λ}, where λuX (A) = {u} × X and λX (A) = U × A — i.e. Lω(Λ) has propositional constants
u = [λu]> and a next-time modal operator  = [λ]. Then Z is the set Uω of streams over U , i.e. indeed |Z | = 2ω.
Taking σ = 2ω, we obtain from Theorem 15 strong expressivity of Lσ (Λ), i.e. assuming the continuum hypothesis,
a language with countable conjunctions (and this bound cannot be improved, as it is clear that we cannot expect
strong expressivity for a language with finite conjunctions). In comparison, the bound from [24] only yields strong
expressivity of a language with uncountable conjunctions.
The expressivity result (Theorem 14) has a partial converse:
Theorem 17. If T is κ-accessible and the final T -coalgebra (Z , ζ ) satisfies |Z | ≥ κ , then expressivity of Lσ (Λ) for
some σ implies that Λ is separating.
Proof. Let s, t ∈ T X such that s ∈ λX (A) ⇐⇒ t ∈ λX (A) for all λ ∈ Λ and all A ⊆ X . By accessibility, there
exists Y ⊆ X with |Y | < κ such that s, t ∈ TY ⊆ T X . Since |Z | ≥ κ , there exists an injection f : Y → Z . By
Lambek’s Lemma, ζ is bijective. The states x = ζ−1(T f (s)) and y = ζ−1(T f (t)) in Z are logically indistinguishable
under Lσ (Λ): this is shown by induction over the formula structure, with the only non-trivial case being formulae of
the form [λ]φ. In this case, x |= [λ]φ iff T f (s) = ζ(x) ∈ λZ [[φ]] iff s ∈ λY ( f −1[[φ]]) iff s ∈ λX ( f −1[[φ]]) iff
t ∈ λX ( f −1[[φ]]) iff y |= [λ]φ. By expressivity, it follows that x and y are behaviourally equivalent, hence equal. By
Assumption 6, T f is injective, so that we obtain s = t . 
Example 18. The assumption |Z | ≥ κ in the above theorem is essential. As a simple example where |Z | < κ ,
consider the non-empty finite powerset functor P∗ω (i.e. P∗ω(X) = {A ∈ Pω(X) | A 6= ∅}). The final coalgebra for
this functor is a singleton. Thus, all states are behaviourally equivalent, so that any logic is expressive for T , including
for example Lω(∅); of course, the empty set of predicate liftings is not separating. The same holds for the functor
P∗ω ◦ P∗ω, which as we shall see below does not admit a separating set of predicate liftings at all.
Remark 19. Coalgebraic logic as introduced by Moss has been shown to be expressive for all set-based functors that
preserve weak pullbacks [22]. However, this logic is in some respects rather too exotic to serve as a practically usable
specification language. In particular, the syntax of its formulae contains a formation rule t ∈ TL =⇒ t ∈ L, where L
is the language of coalgebraic logic for the functor T , and the clause for formulae arising from this rule in the definition
of the satisfaction relation |= involves the use of T |=. Moreover, the collection of formulae in general forms a proper
class, as the language has unbounded infinitary conjunction. By comparison, expressivity of coalgebraic modal logic
makes different assumptions on the functor in that it requires accessibility but not preservation of weak pullbacks, and
the logic retains a sufficiently intuitive character for use in actual software specification.
3. Classification of predicate liftings
As indicated above, no general method has been given so far to actually construct predicate liftings for a given
functor. The following simple fact gives immediate access to all predicate liftings that a functor admits.
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Proposition 20. Predicate liftings for T are in one-to-one correspondence with subsets of T 2, where 2 = {>,⊥}.
The correspondence takes a predicate lifting λ to λ2({>}) ⊆ T 2 and, conversely, C ⊆ T 2 to the predicate lifting λC
defined by
λCX (A) = (TχA)−1[C]
for A ⊆ X, where χA : X → 2 is the characteristic function of A.
Proof. Apply the Yoneda Lemma to the functor 2T : Setop → Set. 
Remark 21. Subsets of T 2, i.e. T -algebras on 2, have appeared as modalities in [15]. Proposition 20 establishes that
this notion of modality and the one induced by predicate liftings are equivalent.
We shall thus freely apply terminology introduced so far for predicate liftings to subsets of T 2 as well. For example, we
say that a set of subsets of T 2 is separating if the associated set of predicate liftings is separating, etc. Proposition 20
leads to a criterion for the existence of separating sets of predicate liftings, and hence of expressive modal logics.
Corollary 22. A functor T has a separating set of predicate liftings iff the source
SX = (T f : T X → T 2) f :X→2
is jointly injective at each set X. If T is κ-accessible, then joint injectivity of SX for |X | < κ is sufficient.
Proof. Existence of a separating set is equivalent to C = PT 2 being separating. For C, separation at X is equivalent
to the injectivity condition in the statement (since x, y ∈ T 2 are contained in the same subsets of T 2 iff x = y);
reduction to |X | < κ follows by Proposition 8. 
Example 23. (1) The (finite) powerset functor has, by Proposition 20, precisely 16 predicate liftings, generated
as boolean combinations of the predicate liftings λ∀ and λ∃ corresponding to {∅, {>}}, {{>}, {>,⊥}} ⊆ P2,
respectively; i.e.
λ∀(A) = {B | B ⊆ A} and λ∃(A) = {B | B ∩ A 6= ∅}.
The predicate lifting λ∀ is continuous; the set {λ∀} is separating. The modalities induced by λ∀ and λ∃ are the
usual operators  and ♦ of modal logic.
(2) Predicate liftings for the constant functor P(U ), where U is a set of propositional symbols (cf. Example 3(9)),
correspond to subsets ofP(U ); such subsets may be seen as infinitary propositional formulae overU . A separating
set is formed by the (trivially continuous) predicate liftings λa , a ∈ U , defined by
λaX (A) = {B ∈ P(U ) | a ∈ B}.
Since λa is independent of its argument, the induced modal ‘operator’ can be written as just the propositional
symbol a, with the expected meaning. For TU X = T X × P(U ), we can extend a separating set for T to a
separating set for TU by adding predicate liftings λa ◦ pi2, where pi2 denotes the projection T × P(U )→ P(U ).
(3) A close relative of the functors Pω, BN, and the list functor list is the functor T that takes a set X to the free
idempotent monoid (or free band monoid) over X . The set T X is obtained as the quotient of list X modulo
idempotence, i.e. the equation xx = x . (Subsequent quotienting modulo commutativity produces Pω.) By
Corollary 22, T fails to admit a separating set of predicate liftings: the elements of T {a, b, c} represented by
abaca and abca, respectively, are distinct (see e.g. [34]), but identified under T f for all f : {a, b, c} → 2 (for
example, omitting explicit notation for equivalence classes, Tχ{b,c}(abaca) = ⊥>⊥>⊥ = ⊥>⊥ = ⊥>>⊥ =
Tχ{b,c}(abca), where χ{b,c} : {a, b, c} → 2 is the characteristic function of {b, c}).
(4) Let T be the non-repetitive list functor; i.e. T X is the set of lists over X containing every element of X at most
once, and T f (l) is obtained by removing duplicates leftmost first in (list f )(l). By Corollary 22, T fails to admit
a separating set of predicate liftings, since abc, bac ∈ T {a, b, c} are identified under T f for all f : {a, b, c} → 2.
(5) The double finite powerset functor T = Pω ◦Pω fails to admit a separating set of predicate liftings. For example,
given a finite set X , the set {A ⊆ X | |A| ≤ 2} is identified with Pω(X) under T f for all f : X → 2. A similar
argument works for Pω ◦ list.
L. Schro¨der / Theoretical Computer Science 390 (2008) 230–247 237
(6) [16] The functor T = Pω ◦ S of Example (5) fails to admit a separating set of predicate liftings: given a finite set
X and an element a ∈ X , the set B = ∆ ∪ {a} × X ∪ X × {a} ⊆ X × X , where ∆ is the diagonal, is identified
with the set X × X under all maps T f , f : X → 2.
(7) The functorZ[ ] taking a set X to the set of polynomials over X with integer coefficients fails to admit a separating
set of predicate liftings, since polynomials of the form
∏
i 6= j (xi − x j ) are mapped to 0 by any substitution that
identifies two variables.
Provided the criterion of Corollary 22 is satisfied, the separation property for a given set of predicate liftings can be
checked at the level of subsets of T 2:
Definition 24. The closure cl(C) of C ⊆ P(T 2) is defined as the set
{(Tg)−1[C] | C ∈ C, g : 2→ 2}.
Remark 25. The set cl(C) is the closure of C under taking preimages (Tg)−1[ ]. On the level of predicate liftings,
this corresponds to closure in the sense that λ ∈ Λ implies that Λ contains also the predicate liftings taking A ⊆ X to
λX (X − A), λX (X), and λX (∅), respectively.
Theorem 26. Let T admit a separating set of predicate liftings, and let C ⊆ P(T 2). The following are equivalent:
(i) C is separating
(ii) cl(C) is separating
(iii) the map
T 2 → P(cl(C))
t 7→ {C ∈ cl(C) | t ∈ C}
is injective.
Proof. (i) =⇒ (ii): Trivial.
(ii) =⇒ (iii): Let t ∈ C ⇐⇒ s ∈ C for each C ∈ cl(C). It follows that t ∈ (Tg)−1[C] ⇐⇒ s ∈ (Tg)−1[C] for
each C ∈ cl(C) and each g : 2→ 2. Hence s = t by separation at 2.
(iii) =⇒ (i): Let s, t ∈ T X such that s ∈ (Th)−1[C] ⇐⇒ t ∈ (Th)−1[C] for each C ∈ C and each
h : X → 2. Let f : X → 2. For D = (Tg)−1[C] ∈ cl(C), we have (T f )−1[D] = (T (g f ))−1[C] and hence
T f (s) ∈ D ⇐⇒ T f (t) ∈ D. By (iii), this implies T f (s) = T f (t). By Corollary 22, we conclude s = t . 
We have seen in Example 23 that accessible functors may fail to admit an expressive (unary) modal logic. We now
proceed to investigate the relationship between typical modal axioms and properties of predicate liftings, with a view
to giving further separating examples.
Generally, a modal operator  is called monotone [4] if it satisfies the axiom
(p ∧ q)→ p,
often referred to as axiom M . Moreover,  is α-normal for a regular cardinal α if it satisfies the axiom∧
i∈I
pi ↔ 
∧
i∈I
pi
for |I | < α (in a language with α-ary conjunction). Formally, we say that the modal operator [λ] of Lκ(Λ) induced by
λ ∈ Λ is monotone or α-normal for α ≤ κ if all substitution instances in Lκ(Λ) of the respective axioms for  = [λ]
are valid, i.e. satisfied in all states in all T -coalgebras. Note that ω-normality in this sense is equivalent to the usual
notion of normality for modal operators, i.e. validity of the necessitation rule p/p (in the sense that whenever a
formula φ in Lκ(Λ) is valid, thenφ is valid) and the K -axiom(p → q)→ (p → q) (whose validity is, under
validity of the necessitation rule, equivalent to validity of (p∧q)↔ (p∧q)). In a nutshell, monotone predicate
liftings correspond to monotone modal logic, and continuous predicate liftings correspond to normal modal logic:
Theorem 27. Let T be a functor, and let λ be a predicate lifting for T . If λ is monotone then [λ] is monotone.
Conversely, if T is κ-accessible, T admits a separating set of predicate liftings, the final T -coalgebra (Z , ζ ) satisfies
|Z | ≥ κ , and [λ] is monotone, then λ is monotone.
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Proof. Analogous to (and easier than) Theorem 30 below. 
Proposition 28. If T is κ-accessible, then a predicate lifting λ for T is continuous iff, for |X | < κ , λX (⋂i∈I Ai ) =⋂
i∈I λX (Ai ) for all families (Ai )i∈I of subsets Ai ⊂ X with |I | < κ¯ .
Proof. The ‘only if’ direction is trivial. To see the ‘if’ direction, note first that for any set Y , t ∈ TY is in T X for
some X ⊆ Y with |X | < κ , and then t ∈ λY (A) ⇐⇒ t ∈ λX (A ∩ X) for all A ⊆ Y . Thus we can reduce continuity
to the case |X | < κ; the reduction to |I | < κ¯ is then immediate, since |PX | < κ¯ for |X | < κ . 
Corollary 29. If T is ω-accessible, then a predicate lifting λ for T is continuous iff for all finite sets X, λX (X) = T X
and λX (A ∩ B) = λX (A) ∩ λX (B) for all A, B ⊆ X. 
Theorem 30. Let T be a functor, and let λ be a predicate lifting for T . If λ is continuous, then the modal operator
[λ] is α-normal for all regular cardinals α. Conversely, if T is κ-accessible, T admits a separating set of predicate
liftings, the final T -coalgebra (Z , ζ ) has |Z | ≥ κ , and [λ] is κ¯-normal, then λ is continuous.
Proof. The first statement is straightforward. To prove the converse, it suffices by Proposition 28 to consider a family
(Ai )I of subsets of a set X , where |X | < κ and |I | < κ¯ . By the cardinality condition on Z , we can assume X ⊆ Z . Let
Λ be a separating set of predicate liftings for T . Different states in (Z , ζ ) are behaviourally inequivalent and hence, by
Theorem 14, logically distinguishable under Lκ(Λ), where Λ is a separating predicate lifting for T . As in the proof of
Theorem 41 below, we can then construct formulae φi ∈ Lκ(Λ) such that Ai = [[φi ]] ∩ X for all i . Exploiting the fact
that ζ is bijective, we now obtain that, for t ∈ T X ⊂ T Z , t ∈⋂ λX (Ai ) iff t ∈⋂ λZ [[φi ]] iff ζ−1(t) |=∧[λ]φi . The
latter statement is by κ¯-normality equivalent to ζ−1(t) |= [λ]∧φi , which in turn is by essentially the same calculation
as above equivalent to t ∈ λX (⋂ Ai ); i.e. we have proved⋂ λX (Ai ) = λX (⋂ Ai ) as required. 
As announced above, continuous predicate liftings ‘are’ natural relations:
Theorem 31. A predicate lifting λ for T is continuous iff its transposite λ[ is of the form (λ∀)[ ◦ µ (cf. Example 23)
for some natural relation µ : T → P .
Proof. The ‘if’ direction is straightforward. To prove the ‘only if’ direction, put
µX (t) =
⋂
{A ⊆ X | t ∈ λX (A)}
for t ∈ T X . 
(A dual result holds for predicate liftings with transposites of the form (λ∃)[ ◦ µ; in pointwise form, this appears
essentially already in [14].)
Corollary 32. A functor admits a complete pair [25] (i.e. essentially a jointly injective source of natural relations) iff
it admits a separating set of continuous predicate liftings.
Proof. This is a direct consequence of Theorem 31 and the fact that {λ∀} is separating (i.e. (λ∀)[ is injective). 
The slogan is thus that normal coalgebraic modal logic is the logic of natural relations.
We now give criteria for the monotonicity and continuity of predicate liftings on the level of subsets of T 2. This will
enable us to give examples separating modal logic, monotone modal logic, and normal modal logic w.r.t. expressive
strength.
Proposition 33. Let 3 denote the set {⊥, ∗,>}. A subset C ⊆ T 2 is monotone iff, for each t ∈ T 3, Tχ{>}(t) ∈ C
implies Tχ{∗,>}(t) ∈ C.
Proof. The ‘only if’ direction is just monotonicity of λC3 . To prove the ‘if’ direction, note that for A ⊆ B ⊆ X , χA
and χB factor through χ{>} and χ{∗,>}, respectively, via the map f : X → 3 defined by
f (x) =

>, if x ∈ A
∗ if x ∈ B − A
⊥ otherwise. 
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Remark 34. Slightly reworded, the above proposition states that monotonicity of C ⊆ T 2 is equivalent to closure
under the relation R = {(Tχ{>}(t), Tχ{∗,>}(t)) | t ∈ T 3}. If T is a parametrised algebraic datatype (Example 5), i.e.
T 2 consists of equivalence classes of terms in the variables > and ⊥, then x Ry iff y arises from x by replacing some
occurrences of ⊥ in a representative of x by >. Although this is not needed in the present development, it may be of
interest to note that if T preserves weak pullbacks, then R is a preorder.
Proposition 35. Let T be ω-accessible. A monotone subset C ⊆ T 2 is continuous iff, for each t ∈ T {⊥, a, b,>},
Tχ{>}(t) ∈ C whenever Tχ{a,>}(t) ∈ C and Tχ{b,>}(t) ∈ C.
Proof. Analogous to Proposition 33 above, using the fact that for A, B ⊂ X , χA and χB factor through χ{a,>} and
χ{b,>}, respectively, via the map f defined by
f (x) =

>, if x ∈ A ∩ B
a if x ∈ A \ B
b if x ∈ B \ A
⊥ otherwise. 
Remark 36. If T is a parametrised algebraic datatype, then the condition of the above proposition informally states
that if two sets of occurrences of> in a term representing an element of C ⊆ T 2 may separately be replaced by⊥, re-
sulting in terms that remain in C , then replacing all occurrences in the two sets simultaneously also yields a term in C .
Example 37. (1) For the finite multiset functor BN (Example 3(5)), BN2 consists of elements of the form n>+m⊥.
By Remark 34, a subsetC ofBN2 is monotone iff n>+(m+k)⊥ ∈ C implies (n+k)>+m⊥ ∈ C . A separating set
of monotone predicate liftings λk , k ∈ N, is induced by the subsets of BN2 of the form Ck = {n>+m⊥ | m ≤ k}.
The arising modal operators are the modalities k of graded modal logic (cf. e.g. [7]), i.e. x |= kφ iff φ holds
for the successor states of x with at most k exceptions, taking into account multiplicities. Of course, k fails to be
normal unless k = 0.
The functor BN does not admit a separating set of continuous predicate liftings, i.e. by the above results does not
admit an expressive normal modal logic. To see this, observe that according to Remark 36, continuity of C ⊆ BN2
implies in particular that, whenever (n + 1)> + m⊥ and n> + (m + 1)⊥ are both in C , then k> + l⊥ ∈ C for
k+ l = n+m+1, k ≤ n+1. In combination with monotonicity, we thus obtain that the only continuous predicate
liftings for BN are on the one hand the one given by the set {n> | n ∈ N} and on the other hand those associated
to subsets of BN2 of the form {n> + m⊥ | n + m ∈ A} for some A ⊆ N. It is thus easily seen that the set of
continuous predicate liftings fails to be separating.
(2) The generalised multiset functor BZ (Example 3(6)) even fails to admit a separating set of monotone predicate
liftings, i.e. by the above results does not admit an expressive monotone modal logic: the description of monotone
subsets C ⊆ BZ2 is as for BN above, but now allows us to shift also negative occurrences of ⊥ into >. Thus,
monotone predicate liftings for BZ allow statements only about the total number of elements of a generalised
multiset.
A separating set of non-monotone predicate liftings λk , k ∈ Z, for BZ is given by the subsets Ck = {n>+m⊥ |
m ≤ k}; these sets give rise to graded modal operators k in the same way as for multisets.
(3) The finite distribution functor Dω does not admit a separating set of continuous predicate liftings; this is shown in
the same way as for BN. A separating set of monotone predicate liftings is given by the sets C p = {P ∈ Dω2 |
P{>} ≥ p}. These predicate liftings give rise to the probabilistic modal operators L p of probabilistic modal
logic [21,11], where L pφ reads ‘φ holds in the next step with probability at least p’. We note that Dω alone has a
trivial notion of behavioural equivalence, as the final Dω-coalgebra is a singleton; however, this changes as soon
as one introduces for example non-termination (T X = DωX + 1 or T X = Dω(X + 1)) or propositional symbols
(T X = DωX × P(U ); cf. Example 23(2)).
(4) When the above examples are extended with inputs from a set I as laid out in Example 3(8), one obtains essentially
the samemodalities as above, additionally indexed over a ∈ I . In the case T = Dω, the meaning of Lapφ in reactive
probabilistic automata is that on input a, φ holds in the next step with probability at least p, and in generative
probabilistic automata that with probability at least p, the input is a and φ holds in the next step.
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There is a canonical way to produce predicate liftings which often leads to useful modal operators: one can just apply
T to subsets of 2. In particular, the predicate lifting given by T {>} is often important; in fact, this is the principle
which is currently used for the definition of modal operators in COCASL [23]. The predicate lifting associated to
T {⊥} is in the closure of {T {>}} according to Definition 24 and thus does not add expressivity. On the other hand, the
predicate lifting associated to T∅ is sometimes of separate interest.
Example 38. In the following examples, the modal operators arising from T {>} and T∅ are denoted by  and [∅],
respectively.
• For T the multiset functor (cf. Example 37), is just the graded modal operator [0] as described above, while [∅]φ
is equivalent to ⊥.
• For T the generalised multiset functor, φ is, in the notation of Example 37, equivalent to [0]φ ∧ ¬[−1]φ. Note
in particular that  fails to be monotone. Moreover, [∅]φ is equivalent to φ ∧ ¬φ (indeed this is the case for
most functors, namely those that preserve the intersection {>} ∩ {⊥} = ∅), which is stronger than ⊥ (x |= [∅]φ
iff φ divides the successors of x into two groups, both of which have total multiplicity 0, while x |= ⊥ iff the
successors of x have total multiplicity 0).
4. Polyadic coalgebraic modal logic
Having seen in the preceding section that accessible functors may fail to admit separating sets of predicate liftings,
we now proceed to develop a slightly generalised framework that yields expressive logics for all accessible functors.
Essentially, all one has to do is to move on from unary modal operators to polyadic modal operators. Polyadic modal
operators for coalgebras rely on the following notion of polyadic predicate lifting.
Definition 39. An α-ary predicate lifting for a functor T , where α is a cardinal, is a natural transformation
λ : (2−)α → 2T op .
A set Λ of such polyadic predicate liftings is called σ -bounded for a regular cardinal σ or σ = 1 if all predicate
liftings in Λ have arity smaller than σ or arity 1, respectively. (In particular Λ is ω-bounded if all predicate liftings in
Λ are finitary.) Moreover, Λ is called separating if the associated source of transposites
(λ[ : T → 2((2−)α))λ∈Λ,
formed analogously to the unary case, is injective at each set X .
Explicitly, the naturality condition states that, for each map f : X → Y and each family (Ai )i∈α of α subsets Ai ⊆ Y ,
T f −1[λY (Ai )i∈α] = λX ( f −1[Ai ])i∈α.
The polyadic modal language is then defined as follows.
Definition 40. Let T be a functor, let Λ be a set of polyadic predicate liftings for T , and let κ be a regular cardinal.
The language Lκ(Λ) is defined as in the unary case (cf. Section 1), except for application of modal operators: an α-ary
predicate lifting λ ∈ Λ gives rise to an α-ary modal operator [λ], i.e. we have formulae of the form
[λ] (φi )i∈α
where (φi )i∈α is a family of formulae in Lκ(Λ).
The satisfaction relation over a T -coalgebra (X, ξ) is given by the generalised clause
x |= [λ] (φi )i∈α iff ξ(x) ∈ λX ([[φi ]])i∈α.
It is easy to see thatLκ(Λ) is adequate. Moreover, the expressivity results discussed in Section 2 extend to the polyadic
case. The following generalisation of Theorem 14 will in turn follow from yet more general considerations to be laid
out in Section 5; we nevertheless include a short direct proof for illustrative purposes.
Theorem 41. Let T be κ-accessible and let Λ be a separating set of polyadic predicate liftings for T . Then Lκ(Λ) is
expressive.
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Proof. We can assume w.l.o.g. that two given logically indistinguishable states live in the same T -coalgebra (X, ξ),
and then have to show that they are identified under some coalgebra morphism. To this end, we construct a coalgebra
structure ζ on the set X/R, where R denotes the logical indistinguishability relation on X under Lκ(Λ), in such a way
that the projection e : X → X/R becomes a morphism. All we need to show here is that putting
ζ(e(x)) = T e(ξ(x))
yields a well-defined map ζ : X/R → T (X/R). Thus let x Ry for x, y ∈ X ; we have to show T e(ξ(x)) = T e(ξ(y)).
Since Λ is separating, this equation will follow once we show that T e(ξ(x)) ∈ λX/R(Ai )i∈α ⇐⇒ T e(ξ(y)) ∈
λX/R(Ai )i∈α for each α-ary predicate lifting λ ∈ Λ and each family (Ai )i∈α of subsets Ai ⊆ X/R.
To prove the latter, we proceed as follows. By κ-accessibility, there exists Z ⊆ X with |Z | < κ such that
ξ(x), ξ(y) ∈ T Z ⊆ T X . For i ∈ α, put Bi = e−1[Ai ] ∩ Z . Since Bi is closed under R in Z , there exists, for
each z ∈ Z − Bi and each b ∈ Bi , a formula φbz ∈ Lκ(Λ) such that
z 6|= φbz and b |= φbz .
We thus obtain a formula φi ∈ Lκ(Λ) such that Bi = [[φi ]] ∩ Z by putting
φi ≡
∧
z∈Z−Bi
∨
b∈Bi
φbz .
By naturality of λ, T e(ξ(x)) ∈ λX/R(Ai )i∈α iff ξ(x) ∈ λX (e−1[Ai ])i∈α iff ξ(x) ∈ λZ (e−1[Ai ] ∩ Z)i∈α =
λZ (Bi )i∈α = λZ ([[φi ]] ∩ Z)i∈α iff ξ(x) ∈ λX ([[φi ]])i∈α , and by definition the latter is equivalent to x |= [λ](φi )i∈α .
Correspondingly, T e(ξ(y)) ∈ λX/R(Ai )i∈α iff y |= [λ](φi )i∈α . We thus obtain the desired equivalence T e(ξ(x)) ∈
λX/R(Ai )i∈α ⇐⇒ T e(ξ(y)) ∈ λX/R(Ai )i∈α by logical indistinguishability of x and y. 
The strong expressivity result generalising Theorem 15 is now an easy consequence:
Corollary 42. Let T be κ-accessible, let Λ be a β-bounded separating set of predicate liftings for β = 1 or β a
regular cardinal, and let (Z , ζ ) be the final T -coalgebra. Then Lσ (Λ) is strongly expressive, where
σ = min(max(|Z |+, κ),max(2|Λ|, 2κ , 2β)).
(Theorem 15 follows, as 1-bounded sets of polyadic predicate liftings are just sets of unary predicate liftings.)
Proof. We distinguish two cases:
σ = max(|Z |+, κ): It suffices to show that we can characterise a state x in the final coalgebra (Z , ζ ) by a single
formula φx . By Theorem 41, we have, for each x 6= y ∈ Z , a formula φxy in Lσ (Λ) such that
x |= φxy and y 6|= φxy .
We can then put φx =∧y 6=x φxy , a conjunction of size less than |Z |+.
σ = max(2|Λ|, 2κ , 2β): The size of Lκ(Λ) is, by construction, bounded by the smallest solution α of the cardinal
equation
α = |Λ|βα + κα + α;
by the axiom of choice, this smallest solution is max(|Λ|, κ, β). Thus, we can express sets of formulae in Lκ(Λ) as
single formulae in Lσ (Λ), so that the claim follows from the fact that, by Theorem 41, Lκ(Λ) is expressive. 
Moreover, one has easy extensions of the classification result for unary predicate liftings (Proposition 20) and its
corollary:
Proposition 43. For α a cardinal, α-ary predicate liftings for T are in one-to-one correspondence to subsets of T (2α).
The correspondence works by taking a predicate lifting λ to λ2α (pi
−1
i {>})i∈α ⊆ T (2α), where pii : 2α → 2 is the i-th
projection, and, conversely, C ⊆ T (2α) to the predicate lifting λC defined by
λCX (Ai )i∈α = (T 〈χAi 〉i∈α)−1[C]
for Ai ⊆ X (i ∈ α), where angle brackets denote tupling of functions. 
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Corollary 44. The functor T admits a separating σ -bounded set of polyadic predicate liftings for a regular cardinal
σ iff the source
SX = (T f : T X → T (2α))α<σ, f :X→2α
is injective for each set X. 
Unlike for unary predicate liftings, we now obtain that all accessible functors admit expressive polyadic modal
logics:
Corollary 45. If T is κ-accessible, then T admits a separating κ-bounded set of polyadic predicate liftings.
Proof. For T accessible, we can restrict the injectivity condition of Corollary 44 to X such that α := |X | < κ . But
then we have an injective map f : X → 2α . By Assumption 6, T f is injective; since this map is contained in the
source SX as in Corollary 44, SX is jointly injective. 
Examples of separating sets of polyadic predicate liftings are given in the next section.
5. Compositionality
A further issue in coalgebraic modal logic is the modular construction of logics. It has been shown in [24] that
separating sets of unary predicate liftings can be propagated along small products of functors, subfunctors (hence
along small limits), and small coproducts; by Example 23, however, unary predicate liftings can not be combined
along functor composition. Modularity results for expressive languages for accessible functors are proved at a more
abstract level in [5,6], using notions of syntax (or language) constructor and one-step semantics. These results include
combinations of syntax constructors and their one-step semantics, respectively, along functor composition. The
combination of modal logics in this sense leads to multi-sorted modal logics, where the modalities for the component
functors appear in alternate layers in formulae. We now show that the combination of two polyadic modal logics can
be naturally flattened into a (single-sorted) polyadic modal logic. While one will often want to use the more readable
multi-sorted version in actual reactive specifications (note however that the modal logic for CHOCS [35] does use a
single binary modal operator for the functor λX.P(X × X) of Example (6)), the meta-theory is visibly simplified by
the fact that, in principle, one never has to go beyond single-sorted polyadic modal logic. An open question that does
remain is how the combination of polyadic modal logics relates to the combination of proof systems, which has so far
been explored only in the multi-sorted setting [6].
We briefly recapitulate the relevant definitions and results from [6], in slightly modified form and generalised to
infinite arities:
Notation 46. We denote the signature consisting of the negation operator and a κ-ary conjunction operator by Σκ ,
and the associated free algebra functor by Fκ . The homomorphic extension Fκ X → A of a map f : X → A, where
A is a Σκ -algebra, is denoted by f
κ
.
Definition 47. A (σ -ary) syntax constructor is a σ -accessible functor S (recall Assumption 6). For a regular cardinal
κ , formulae φ of the language Lκ(S) generated by S are given by the grammar
φ ::= ψ (ψ ∈ S(Lκ(S)))
|
∧
i∈I
φi (|I | < κ)
| ¬φ.
(Since S is σ -accessible, one can restrict the first clause to ψ ∈ S(Φ), with Φ a set of formulae such that |Φ| < σ ;
thus, the above grammar generates a set of formulae.)
An interpreted language over a set X is a map d : L → 2X for some set L . Such a d is called expressive if the
map d[ : X → 2L taking x to {φ ∈ L | x ∈ d(φ)} is injective. A one-step semantics [[S]] of S w.r.t. a functor T and a
regular cardinal κ maps interpreted languages d : L → 2X to interpreted languages [[S]]d : SL → 2T X in such a way
that for t : L1 → L2 and f : X2 → X1, d2 ◦ t = 2 f ◦ d1 implies
[[S]]d2 ◦ St = 2T f ◦ [[S]]d1
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(i.e. [[S]] lifts the functor S×T to an endofunctor on the category of interpreted languages; the latter is just the comma
category (Set, 2−)). We say that [[S]] is one-step κ-expressive if [[S]]d κ is expressive whenever d is expressive (note
that 2X is a Σκ -algebra).
The choice of a one-step semantics makes Lκ(S) into a language for T -coalgebras, with the obvious semantic
clauses for boolean operators and
x |=(X,ξ) ψ ⇐⇒ ξ(x) ∈ ([[S]]dΦ)ψ for ψ ∈ SΦ
in a coalgebra (X, ξ), where the semantics of Φ ⊆ Lκ(S) is assumed to be already defined, and dΦ : Φ → 2X maps
φ to [[φ]]. (This semantics is well-defined, i.e. independent of the choice of Φ [6].)
Theorem 48. If [[S]] is one-step κ-expressive, then Lκ(S) is expressive.
Proof. As in the proof of Theorem 14, we have to show that we can factor a given coalgebra (X, ξ) by the logical
indistinguishability relation R, i.e. that x Ry implies T e(ξ(x)) = T e(ξ(y)), where e : X → X/R is the quotient map.
By construction, the interpreted language
dR : Lκ(S) → 2X/R
φ 7→ {[x] | x |= φ}
is one-step expressive. Thus, by one-step expressivity of [[S]], so is the interpreted language [[S]]dR κ and hence also
[[S]]dR : SLκ(S)→ 2T (X/R),
since we can map FκLκ(S) into Lκ(S). Therefore, it suffices to show that for φ ∈ SLκ(S) ⊆ Lκ(S),
T e(ξ(x)) ∈ ([[S]]dR)(φ) ⇐⇒ T e(ξ(y)) ∈ ([[S]]dR)(φ). (∗)
Denoting the semantics function Lκ(S) → 2X by d , we have 2e ◦ dR = d and hence, by the definition of one-step
semantics, 2T e ◦ [[S]]dR = [[S]]d . Since by definition, [[S]]d is the semantics function for SLκ(S), it follows that (∗) is
equivalent to x ∈ [[φ]] ⇐⇒ y ∈ [[φ]], which is a consequence of x Ry. 
Remark 49. A partial converse of the above theorem, stating that if Lκ(S) is expressive, T is κ-accessible, and the
final T -algebra (Z , ζ ) has |Z | ≥ κ , then [[S]] is one-step κ-expressive, is shown analogously to Theorem 17.
Remark 50. Definition 47 above deviates from the definition given in [6] in that interpreted languages are taken to be
sets, rather than Σκ -algebras. It is easy to see that the two definitions are essentially equivalent: a one-step semantics
[[S]] in the sense of Definition 47 can be made to act on ‘algebraic’ interpreted languages by taking a homomorphism
d : L → 2X , for L a Σκ -algebra, to [[S]]d κ (where in applying [[S]] to d we regard d as a map). This establishes a
bijective correspondence between one-step semantics in the sense of Definition 47 and one-step-semantics in the sense
of [6], and this correspondence is compatible both with the respective induced semantics for Lκ(S) and the respective
notions of one-step expressiveness. In particular, Theorem 48 above (whose proof does at any rate not greatly depend
on this change of terminology) does imply that the condition that T is accessible can be omitted in Corollary 1 of [6].
One-step expressive syntax constructors are compositional not only for sums and products of functors, but also for
functor composition [6]:
Theorem 51. If S1 and S2 are syntax constructors equipped with one-step κ-expressive one-step semantics for
functors T1 and T2, respectively, then
S1 }κ S2 := S1 ◦ Fκ ◦ S2
has a one-step κ-expressive one-step semantics for T1 ◦ T2, defined by
[[S1 }κ S2]]d = [[S1]]([[S2]]d κ). 
In order to subsume polyadic coalgebraic modal logic under these notions, we first observe that a one-step
semantics of S w.r.t. T can equivalently be given by a natural transformation
δ : S2− → 2T op
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(cf. also the treatment in [17]). Explicitly, given such a δ, we construct a one-step semantics [[S]]δ by putting
[[S]]δ(d : L → 2X ) = δX ◦ Sd : SL → 2T X .
Conversely, given a one-step semantics [[S]], we define a natural transformation δ[[S]] by
δ
[[S]]
X = [[S]]id2X ,
noting that id2X : 2X → 2X is an interpreted language.
Then, polyadic predicate liftings fit into this framework as follows. Given a σ -bounded set Λ of polyadic predicate
liftings, putting
SΛL = {[λ](φi )i∈α | λ ∈ Λ α-ary, φi ∈ L}
defines a σ -accessible syntax constructor. A one-step semantics [[SΛ]] is induced by the natural transformation
δΛ : S2− → 2T op defined by
δΛX ([λ](Ai )i∈α) = λ(Ai )i∈α.
Definition 52. A natural transformation δ : S2− → 2T op is separating if its components δX : S2X → 2T X are
expressive interpreted languages (i.e. δ[X : T X → 2S2
X
is injective).
It is clear that Λ is separating iff δΛ is separating.
Theorem 53. Let S be a syntax constructor, and let δ : S2− → 2T op be a natural transformation.
(i) If T is κ-accessible and δ is separating, then [[S]]δ is one-step κ-expressive.
(ii) If [[S]]δ is one-step κ-expressive, then δ is separating.
(A result related to (i) has been proved for the case of unary predicate liftings in [5], with one-step expressivity replaced
by a notion of strong one-step expressivity, and correspondingly with larger bounds on the size of conjunctions.)
Proof. (i): For d : L → 2X expressive we have to show that [[S]]δd κ is expressive, i.e. the induced map
([[S]]δd κ)[ : T X → 2SFκ L is injective (cf. Definition 47). By κ-accessibility and by naturality of δ, we can reduce to
the case |X | < κ . Then d κ : FκL → 2X is surjective, and hence 2Sd
κ
is injective. Since δ[X : T X → 2S2
X
is injective
by assumption, the claim follows from the factorisation ([[S]]δd κ)[ = 2Sd κ δ[X .
(ii): The interpreted language id2X is expressive. Thus, so is [[S]]δid2X κ : SFκ2X → 2T X and hence [[S]]δid2X :
S2X → 2T X , because Fκ2X maps into 2X . But [[S]]δid2X = δX . 
In connection with Theorem 48, we obtain
Corollary 54. If T is κ-accessible and δ is separating, then Lκ(S) is expressive.
This reproves Theorem 41. Moreover, by (ii) of the above theorem and Remark 49, we obtain a generalisation of
Theorem 17 covering in particular polyadic modal logics.
By Theorem 51, it follows that expressive polyadic modal logics can be combined along functor composition, the
result being expressive multi-sorted modal logics. For example, if Λ1 and Λ2 are sets of polyadic predicate liftings for
functors T1 and T2, respectively, then formulae φ ∈ Lκ(SΛ1 }κ SΛ2) are defined simultaneously with formulae ψ of
a second sort L0 by the grammar
φ ::=[λ]1(ψ j ) j∈α (λ ∈ Λ1 α-ary)
|
∧
i∈I
φi (|I | < κ)
| ¬φ
ψ ::=[ν]2(φ j ) j∈α (ν ∈ Λ2 α-ary)
|
∧
i∈I
ψi (|I | < κ)
| ¬ψ.
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The semantics of such formulae in a T1 ◦ T2-coalgebra (X, ξ) is given by satisfaction relations |= on states x ∈ X
and on elements s ∈ T2X for φ ∈ Lκ(SΛ1 }κ SΛ2) and ψ ∈ L0, respectively, thus determining subsets [[φ]] ⊆ X and[[ψ]] ⊆ T2X . The semantic clauses for the modal operators are
x |= [λ]1(ψ j ) j∈α ⇐⇒ ξ(x) ∈ λT2X [[ψ j ]] j∈α
s |= [ν]2(φ j ) j∈α ⇐⇒ s ∈ νX [[φ j ]] j∈α.
We now show that this two-sorted modal logic can be flattened into a single-sorted modal logic, i.e. that polyadic
modal logics are closed under the composition operation of Theorem 51. We begin by observing that predicate liftings
can be composed:
Proposition and Definition 55. Let T1 and T2 be functors, let λ be an α-ary predicate lifting for T1, and let (νi )i∈α
be a family of predicate liftings for T2, where νi has arity βi . Then
(λ} (νi )i∈α)X (Ai j )i∈α, j∈βi = λSX (νiX (Ai j ) j∈βi )i∈α
defines a
∑
i∈α βi -ary predicate lifting for T1 ◦ T2. 
For sets Λ1 and Λ2 of predicate liftings for T1 and T2, respectively, we put
Λ1 } Λ2 = {λ} (νi )i∈α | λ ∈ Λ1 α-ary, νi ∈ Λ2 for all i}.
If Λ1 and Λ2 are σ -bounded, then so is Λ1}Λ2. Next we note that boolean combinations of polyadic predicate liftings
are again predicate liftings:
Proposition and Definition 56. Each of the following equations defines a polyadic predicate lifting ν:
(i) νX (Ai )i∈β = λX (Aτ( j)) j∈α , where β is a cardinal, λ is an α-ary predicate lifting, and τ is a map α→ β;
(ii) νX (Ai )i∈α = T X − λX (Ai )i∈α , where λ is an α-ary predicate lifting;
(iii) νX (Ai )i∈α =⋂ j∈γ λ jX (Ai )i∈α , where γ is a cardinal and for each j , λ j ∈ Λ is an α-ary predicate lifting.
The closure of a σ -bounded set Λ of predicate liftings under these constructions, with (i) and (iii) restricted to β < σ
and γ < κ , respectively, is called the κ-boolean closure of Λ, denoted bclκ(Λ); this set is σ -bounded. 
We put Λ1 }κ Λ2 := Λ1 } bclκ(Λ2). This set is σ -bounded if Λ1 and Λ2 are σ -bounded. It is easily seen that
Lκ(SΛ1 }κ SΛ2) is equivalent to Lκ(Λ1 }κ Λ2),
i.e. is again a polyadic modal logic. In the translation, boolean operators on formulae are turned into boolean operations
on predicate liftings, and two layers of modal syntax in Lκ(Λ1) and Lκ(Λ2), respectively, are combined into one
layer of modal syntax in Lκ(Λ1 }κ Λ2). For example, the multi-sorted formula [λ][νi ](φi j ) becomes the formula
[λ} (νi )](φi j ) of Lκ(Λ1 }κ Λ2).
Remark 57. A consequence of Proposition 56 is that technically, polyadic modal logic does not need any boolean
operators.
Example 58. We obtain a separating set of polyadic predicate liftings for the non-repetitive list functor
(Example 23(4)) by just taking the ω-boolean closure of the separating set Λlist = {λi | i ∈ N} for the list functor,
where l ∈ λiX (A) iff either the length of l is less than i or the i-th element of l is in A. Expressive polyadic modal logics
for the functors of Example 23(5)–(7) are obtainable by composing expressive unary modal logics for the component
functors as described above (noting for Example 23(7) that Z[ ] can be regarded as the composite T ◦ S, where S
is the finite multiset functor and T is the generalised finite multiset functor). For Example (6), it is however more
natural to directly use a binary modality (φ, ψ), where x |=X,ξ (φ, ψ) iff ξ(x) ⊂ [[φ]] × [[ψ]] (compare this to
the logic appearing in [35]); i.e. one needs only a fragment of the multi-sorted modal logic obtained by combining
Hennessy–Milner logic with the two obvious modalities for the squaring functor.
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6. Conclusion
We have studied expressivity issues in the modal logic of coalgebras based on the notion of predicate lifting,
following [24,26]. In [26], an expressivity result for coalgebraic modal logic has been proved under the assumption
that the signature functor admits a separating set of predicate liftings. We have improved this result by giving a smaller
bound on the required size of conjunctions. Strong expressivity results then arise as straightforward corollaries.
Moreover, we have given a simple classification of predicate liftings which has led to a necessary and sufficient
criterion for the existence of separating sets of predicate liftings, and by means of this criterion we have identified
examples of functors that fail to admit an expressive unary modal logic.
We have also related monotonicity and continuity of predicate liftings to monotonicity and normality, respectively,
of the induced modal operators. The above-mentioned classification of predicate liftings has then allowed us to give
examples separating the coalgebraic expressiveness of modal logic, monotone modal logic, and normal modal logic.
Furthermore, we have identified normal modal logic as the modal logic of natural relations as introduced in [25].
Since natural relations convert coalgebras into Kripke frames, the latter result lends precision to the claim that normal
modal logics describe exactly Kripke frames. More generally, reversing the original viewpoint that modal logic serves
as a specification language for coalgebras, our results show that coalgebra constitutes a good semantic framework also
for non-normal and even non-monotone modal systems (for non-normal systems cf. also [9]); this is further exploited
in [32,33].
Finally, we have proposed to generalise coalgebraic modal logic to include polyadic modal operators based on
polyadic predicate liftings. We have shown that all accessible functors admit an expressive polyadic modal logic.
Moreover, we have proved a compositionality result stating essentially that polyadic modal logic is stable under the
composition of syntax constructors described in [6]. To this end, we have generalised the results of [6] to arbitrary
accessibility degrees and bounds on conjunctions, respectively (as already carried out in [5] for a different notion
of one-step expressivity), and we have improved the expressivity theorem for syntax constructors by dropping an
accessibility condition. Moreover, we have related the notion of one-step semantics for a syntax constructor of [6]
to a notion of semantics used in [17], and we have noted that w.r.t. expressivity, this transition is the point where
accessibility enters the picture.
Future work will include the exploitation of these results in the practical specification of reactive systems. In
particular, modal operators specified in terms of our classification result will be integrated into the design of COCASL.
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