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ALGÈBRES AMASSÉES ET APPLICATIONS
[d’après Fomin-Zelevinsky, . . . ]
par Bernhard KELLER
INTRODUCTION
Les algèbres amassées (cluster algebras), inventées [38] par Sergey Fomin et Andrei
Zelevinsky au début des années 2000, sont des algèbres commutatives, dont les généra-
teurs et les relations sont construits de façon récursive. Parmi ces algèbres se trouvent
les algèbres de coordonnées homogènes sur les grassmanniennes, les variétés de drapeaux
et beaucoup d’autres variétés qui jouent un rôle important en géométrie et théorie des
représentations. La motivation principale de Fomin et Zelevinsky était de trouver un
cadre combinatoire pour l’étude des bases canoniques dont on dispose [68] [81] dans
ces algèbres et qui sont étroitement liées à la notion de positivité totale [82] dans les
variétés associées. Il s’est avéré rapidement que la combinatoire des algèbres amassées
intervenait également dans de nombreux autres sujets, par exemple dans
– la géométrie de Poisson [52] [53] [54] [9] . . . ;
– les systèmes dynamiques discrets [41] [69] [24] [61] . . . ;
– les espaces de Teichmüller supérieurs [30] [31] [32] [33] . . . ;
– la combinatoire et en particulier l’étude de polyèdres tels les associaèdres de Sta-
sheff [19] [18] [60] [76] [36] [37] [85] [86] . . . ;
– la géométrie algébrique (commutative ou non commutative) et en particulier
l’étude des conditions de stabilité de Bridgeland [10], les algèbres Calabi-Yau [64]
[55], les invariants de Donaldson-Thomas [66] [75] [91] [46] . . . ;
– et la théorie des représentations des carquois et des algèbres de dimension finie,
voir par exemple les articles de synthèse [3] [92] [93] [51] [70].
Nous renvoyons aux articles d’initiation [40] [104] [105] [106] [107] et au portail des
algèbres amassées [35] pour plus d’informations sur les algèbres amassées et leurs liens
avec d’autres sujets mathématiques (et physiques).
Dans cet exposé, nous donnons une introduction concise aux algèbres amassées (sec-
tion 1) et présentons deux applications :
– la démonstration de la périodicité de certains systèmes dynamiques discrets,
d’après Fomin-Zelevinsky [41] et l’auteur [70] [73] (section 2.3) ;
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– la construction de bases duales semi-canoniques, d’après Geiss-Leclerc-Schröer [49]
(section 3.4).
Ces applications sont fondées sur la catégorification additive des algèbres amassées à
l’aide de catégories de représentations de carquois (avec relations). Nous en décrivons
les idées principales à la section 4. Nous y esquissons également des développements
récents importants liés à la catégorification monoïdale d’algèbres amassées [58] [87] et
à leur étude via les carquois à potentiel [23] [22].
1. DESCRIPTION ET PREMIERS EXEMPLES
1.1. Description
Une algèbre amassée est une Q-algèbre commutative munie d’un ensemble de généra-
teurs distingués (les variables d’amas) regroupés dans des parties (les amas) de cardinal
constant (le rang) qui sont construites récursivement par mutation à partir d’un amas
initial. L’ensemble des variables d’amas peut être fini ou infini.
Théorème 1.1 ([39]). — Les algèbres amassées n’ayant qu’un nombre fini de variables
d’amas sont paramétrées par les systèmes de racines finis.
La classification est donc analogue à celle des algèbres de Lie semi-simples complexes.
Nous allons préciser le théorème (dans le cas simplement lacé) à la section 2.
1.2. Premier exemple
Pour illustrer la description et le théorème, présentons [107] l’algèbre amassée AA2
associée au système de racines A2. Par définition, elle est engendrée sur Q par les
variables d’amas xm, m ∈ Z, soumises aux relations d’échange
xm−1xm+1 = 1 + xm , m ∈ Z.
Ses amas sont par définition les paires de variables consécutives {xm, xm+1}, m ∈ Z.
L’amas initial est {x1, x2} et deux amas sont reliés par une mutation si et seulement si
ils ont exactement une variable d’amas en commun.
Les relations d’échange permettent d’exprimer toute variable d’amas comme fonction
rationnelle des variables initiales x1, x2 et donc d’identifier l’algèbre AA2 à une sous-
algèbre du corps Q(x1, x2). Afin d’expliciter cette sous-algèbre, calculons les xm pour
m ≥ 3. Nous avons :
x3 =
1 + x2
x1
(1.2.1)
x4 =
1 + x3
x2
=
x1 + 1 + x2
x1x2
(1.2.2)
x5 =
1 + x4
x3
=
x1x2 + x1 + 1 + x2
x1x2
÷
1 + x2
x1
=
1 + x1
x2
.(1.2.3)
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Notons que, contrairement à ce qu’on pourrait attendre, le dénominateur dans 1.2.3
reste un monôme ! En fait, toute variable d’amas dans une algèbre amassée quelconque
est un polynôme de Laurent, voir le théorème 2.1. Continuons le calcul :
x6 =
1 + x5
x4
=
x2 + 1 + x1
x2
÷
x1 + 1 + x2
x1x2
= x1(1.2.4)
x7 = (1 + x1) ÷
1 + x1
x2
= x2.(1.2.5)
Il est alors clair que la suite des xm, m ∈ Z, est 5-périodique et que le nombre de
variables d’amas est effectivement fini et égal à cinq. Outre les deux variables initiales
x1 et x2 nous avons trois variables non initiales x3, x4 et x5. En examinant leurs
dénominateurs, nous voyons qu’elles sont en bijection naturelle avec les racines positives
α1, α1 + α2, α2 du système de racines de type A2. Ceci se généralise à tout diagramme
de Dynkin, voir le théorème 2.1.
1.3. Algèbres amassées de rang 2
À tout couple d’entiers positifs (b, c) est associée une algèbre amassée A(b,c). On la
définit de la même manière que AA2, mais en remplaçant les relations d’échange par
xm−1xm+1 =
{
xbm + 1 si m est impair,
xcm + 1 si m est pair.
L’algèbre A(b,c) n’a qu’un nombre fini de variables d’amas si et seulement si bc ≤ 3,
autrement dit si la matrice [
2 −b
−c 2
]
est la matrice de Cartan d’un système de racines Φ de rang 2. Le lecteur pourra s’amuser
à vérifier que, dans ce cas, les variables d’amas non initiales sont toujours paramétrées
par les racines positives de Φ.
2. ALGÈBRES AMASSÉES ASSOCIÉES AUX CARQUOIS
2.1. Mutation des carquois
Un carquois est un graphe orienté, c’est-à-dire un quadruplet Q = (Q0, Q1, s, t) formé
d’un ensemble de sommets Q0, d’un ensemble de flèches Q1 et de deux applications s
et t de Q1 dans Q0 qui, à une flèche α, associent respectivement sa source et son but.
En pratique, on représente un carquois par un dessin comme dans l’exemple qui suit :
Q : 3
λ
  



5α
&& ////// 6
1 ν
// 2
β
//
µ
^^>>>>>>>>
4.
γ
oo
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Une flèche α dont la source et le but coïncident est une boucle ; un 2-cycle est un
couple de flèches distinctes β et γ telles que s(β) = t(γ) et t(β) = s(γ). De même,
on définit les n-cycles pour tout entier positif n. Un sommet i d’un carquois est une
source (respectivement un puits) s’il n’existe aucune flèche de but i (respectivement de
source i).
Appelons bon carquois un carquois fini sans boucles ni 2-cycles dont l’ensemble des
sommets est l’ensemble des entiers 1, . . . , n pour un entier positif n. À un isomorphisme
fixant les sommets près, un tel carquois Q est donné par la matrice antisymétrique
B = BQ dont le coefficient bij est la différence entre le nombre de flèches de i à j et
le nombre de flèches de j à i pour tous 1 ≤ i, j ≤ n. Réciproquement, toute matrice
antisymétrique B à coefficients entiers provient d’un bon carquois QB.
Soient Q un bon carquois et k un sommet de Q. La carquois muté µk(Q) est le
carquois obtenu à partir de Q comme suit :
(1) pour tout sous-carquois i
β
// k
α // j , on rajoute une nouvelle flèche [αβ] :
i→ j ;
(2) on renverse toutes les flèches de source ou de but k ;
(3) on supprime les flèches d’un ensemble maximal de 2-cycles disjoints deux à deux.
Si B est la matrice antisymétrique associée à Q et B′ celle associée à µk(Q), on a
b′ij =
{
−bij si i = k ou j = k ;
bij + sgn(bik)max(0, bikbkj) sinon.
C’est la règle de mutation des matrices antisymétriques (plus généralement : anti-
symétrisables) introduite par Fomin-Zelevinsky dans [38], voir aussi [42].
On vérifie sans peine que µk est une involution. Par exemple, les carquois
(2.1.1) 1
2 3
EE 2
22
22
22
2
oo
et
1
2 3




YY33333333
sont reliés par la mutation par rapport au sommet 1. Notons que, du point de la théorie
des représentations, ces carquois sont très différents. Deux carquois sont équivalents par
mutation s’ils sont reliés par une suite finie de mutations. On vérifie facilement, par
exemple à l’aide de [71], que les trois carquois suivants sont équivalents par mutation
(2.1.2) 1
2 3
4 5 6
7 8 9 10
EE 2
22
oo
FF 3
33 FF 2
22
oo
FF 2
22
oo
EE 2
22 FF 2
22
oo oo oo
1
2
3
4
5
67
8
9
10

!
!
XX11
ZZ5
55ll
!
!
--\\
mm\\\

((RR
1
2
3
4 5
6
7
8
9
10
""
QQ$$
<<
jjUU6 ~~}
||xx
$
$
**UU
>>
.
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La classe de mutation commune de ces carquois comporte 5739 carquois (à isomor-
phisme près). La classe de mutation de la «plupart» des carquois est infinie. La classi-
fication des carquois ayant une classe de mutation finie est un problème difficile, résolu
récemment par Felikson-Shapiro-Tumarkin [28] : outre les carquois à deux sommets et
les carquois associés à des surfaces à bord marquées [37], la liste contient 11 carquois
exceptionnels, dont le plus grand est dans la classe de mutation des carquois 2.1.2.
2.2. Mutation des graines, algèbres amassées
Soient n ≥ 1 un entier et F le corps Q(x1, . . . , xn) engendré par n indéterminées
x1, . . . , xn. Une graine (appelée aussi X-graine) est un couple (R, u), où R est un bon
carquois et u une suite u1, . . . , un qui engendre librement le corps F . Si (R, u) est une
graine et k un sommet de R, la mutation µk(R, u) est la graine (R′, u′), où R′ = µk(R)
et u′ est obtenu à partir de u en remplaçant l’élément uk par l’élément u′k défini par la
relation d’échange
(2.2.1) u′kuk =
∏
s(α)=k
ut(α) +
∏
t(α)=k
us(α).
On vérifie que µ2k(R, u) = (R, u). Par exemple, les mutations de la graine
1 // 2 // 3 , {x1, x2, x3}
par rapport aux sommets 1 et 2 sont les graines
(2.2.2)
1 2oo // 3 , {
1 + x2
x1
, x2, x3} et 1
''
2oo 3oo , {x1,
x1 + x3
x2
, x3}.
Fixons maintenant un bon carquois Q. La graine initiale est (Q, {x1, . . . , xn}). Un
amas associé à Q est une suite u qui apparaît dans une graine (R, u) obtenue à partir de
la graine initiale par mutation itérée. Les variables d’amas sont les éléments des amas.
L’algèbre amassée AQ est la sous-algèbre de F engendrée par les variables d’amas.
Clairement, si (R, u) est une graine associée à Q, l’isomorphisme naturel
Q(u1, . . . , un)
∼→ Q(x1, . . . , xn)
induit un isomorphisme de AR sur AQ qui préserve les variables d’amas et les amas.
L’algèbre amassée AQ est donc un invariant de la classe de mutation de Q. Il est
utile d’introduire un objet combinatoire qui code la construction récursive des graines :
le graphe d’échange. Par définition, ses sommets sont les classes d’isomorphisme de
graines (les isomorphismes renumérotent les sommets et les variables) et ses arêtes
correspondent aux mutations. Par exemple, le graphe d’échange obtenu à partir du
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carquois Q : 1 // 2 // 3 est le 1-squelette de l’associaèdre de Stasheff [97] [19]:
765401232
◦
◦
◦ 765401233
◦
◦
◦
765401231
◦
◦
◦
◦
◦
PPP
PPP
PPP
PPP
P
$$
$$
$$
$$
$$
$
qqq
qqq
qqq
q

---- MMM
MM
**
**
*
 
??
??
?

uuuu
,,
,







::
::
::
::
::
::
tt
tt
tt
tt
tt
tt
tt
tt
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Le sommet 1 correspond à la graine initiale et les sommets 2 et 3 aux graines 2.2.2.
Fixons un bon carquois connexe Q. Si son graphe sous-jacent est un diagramme de
Dynkin simplement lacé de type ∆, nous disons que Q est un carquois de Dynkin de
type ∆.
Théorème 2.1 ([39]). — (a) Toute variable d’amas de AQ est un polynôme de Lau-
rent à coefficients entiers [38].
(b) L’algèbre amassée AQ n’a qu’un nombre fini de variables d’amas si et seulement si
Q est équivalent par mutation à un carquois de Dynkin. Dans ce cas, le graphe ∆
sous-jacent à ce carquois est unique et s’appelle le type amassé de Q.
(c) Si Q est un carquois de Dynkin de type ∆, alors les variables d’amas non initiales
de AQ sont en bijection avec les racines positives du système de racines Φ de ∆ ;
plus précisément, si α1, . . . , αn sont les racines simples, alors pour toute racine
positive α = d1α1 + · · · + dnαn, il existe une unique variable d’amas non initiale
Xα de dénominateur x
d1
1 · · ·x
dn
n .
Un monôme d’amas est un produit de puissances positives de variables d’amas qui ap-
partiennent toutes au même amas. La construction d’une «base canonique» de l’algèbre
amassée AQ est un problème important et encore très largement ouvert, voir par ex-
emple [96] [26] [17]. On s’attend à ce qu’une telle base contienne tous les monômes
d’amas, d’où la conjecture :
Conjecture 2.2 ([39]). — Les monômes d’amas sont linéairement indépendants sur
le corps Q.
Si Q est un carquois de Dynkin, on sait [15] que les monômes d’amas forment une
base de AQ. Si Q est acyclique, c’est-à-dire n’admet aucun cycle orienté, la conjec-
ture résulte d’un théorème de Geiss-Leclerc-Schröer [47], qui montrent l’existence d’une
«base générique» contenant les monômes d’amas. La conjecture a aussi été démontrée
pour des classes d’algèbres amassées à coefficients (voir la section 3), par exemple dans
les travaux [44] [47] [21].
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Conjecture 2.3 ([39]). — Les variables d’amas s’écrivent comme des polynômes de
Laurent à coefficients entiers positifs en les variables de tout amas.
La catégorification monoïdale développée par Leclerc [80] et Hernandez-Leclerc [58]
(voir la section 4.3) a permis récemment de montrer cette conjecture d’abord pour les
carquois de type An et D4, voir [58], puis pour tout carquois admettant une orientation
bipartite [87], c’est-à-dire une orientation où tout sommet est une source ou un puits.
Elle est démontrée de façon combinatoire par Musiker-Schiffler-Williams [86] pour tous
les carquois associés à des surfaces à bord marquées [37] et par Di Francesco-Kedem
[25] pour les carquois associés au T -système de type A.
Nous renvoyons à [40] et [42] pour de nombreuses autres conjectures sur les algèbres
amassées et à [22] pour la solution d’une bonne partie de ces conjectures grâce à la
catégorification (voir la section 4.4).
2.3. Y -graines, application à la conjecture de périodicité
Soient n ≥ 1 un entier et G le corps Q(y1, . . . , yn) engendré par des indéterminées yi.
Une Y -graine est un couple (R, v), où R est un bon carquois et v une suite v1, . . . , vn
qui engendre librement le corps G (nous nous écartons quelque peu de la définition dans
[42]). Si (R, v) est une Y -graine et k un sommet de R, la mutation µk(R, v) est la
Y -graine (R′, v′), où R′ = µk(R) et
v′i =


v−1i si i = k,
vi(1 + vk)
m si le nombre de flèches i→ k est m ≥ 1,
vi(1 + v
−1
k )
−m si le nombre de flèches k → i est m ≥ 1,
vi sinon.
Par exemple, les Y -graines obtenues à partir de y1 → y2 par mutation sont, en écrivant
les variables vi à la place des sommets i :(
1
y1
←
y1y2
1 + y1
)
µ2
7→
(
y2
1 + y1 + y1y2
→
1 + y1
y2
)
µ1
7→
(
1 + y1 + y1y2
y2
←
1
y1(1 + y2)
)
µ27→
(
1
y2
→ y1(1 + y2)
)
µ17→ (y2 ← y1) .
Les Y -graines jouent un rôle important dans la théorie de Teichmüller supérieure de
Fock-Goncharov [30] [34] et dans l’étude par Kontsevich-Soibelman [75] des invariants
de Donaldson-Thomas des carquois à potentiel [23]. Elles sont liées aux X-graines par
des conjectures de dualité [30] étudiées systématiquement par Fomin-Zelevinsky dans
[42]. En particulier, dans [42], les auteurs montrent que les deux types de graines se
déterminent mutuellement si, en même temps que AQ, on considère aussi AQ˜, où Q˜ est
l’extension principale de Q obtenue à partir de Q en rajoutant de nouveaux sommets
n + 1, . . . , 2n et une nouvelle flèche (n + i) → i pour tout 1 ≤ i ≤ n. Ces liens
combinés avec la catégorification additive (voir section 4.1) ont permis récemment une
application des algèbres amassées à l’étude de systèmes dynamiques discrets issus de la
physique mathématique.
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Soient ∆ et ∆′ deux diagrammes de Dynkin simplement lacés. Notons 1, . . . , n et
1, . . . , n′ leurs sommets et A et A′ leurs matrices d’incidence, le coefficient en position
(i, j) valant 1 s’il existe une arête entre i et j et 0 sinon. Notons h et h′ les nombres de
Coxeter de ∆ et ∆′. Le Y -système associé à ∆ et ∆′ est un système infini d’équations
de récurrence en des variables Yi,j,t associées aux sommets (i, j) du produit ∆ ×∆′ et
dépendant d’un paramètre de temps discret t ∈ Z. Les équations du Y -système sont
(2.3.1) Yi,i′,t−1Yi,i′,t+1 =
∏n
j=1(1 + Yj,i′,t)
aij∏n′
j′=1(1 + Y
−1
i,j′,t)
a′
i′j′
,
pour tout sommet (i, i′) du produit et tout entier t.
Théorème 2.4. — Toutes les solutions du Y -système sont périodiques par rapport au
paramètre t de période divisant 2(h+ h′).
Ce théorème vient confirmer la «conjecture de périodicité» formulée par Al. B. Za-
molodchikov [103, (12)] pour ∆′ = A1, par Kuniba-Nakanishi [77, (2a)] pour ∆′ = Am
et par Ravanini-Valleriani-Tateo [90, (6.2)] dans le cas général. Le théorème a été
démontré
– pour (An, A1) par Frenkel-Szenes [43] (qui donnent des solutions explicites) et par
Gliozzi-Tateo [56] (à l’aide de calculs de volumes de 3-variétés) ;
– par Fomin-Zelevinsky [41] pour (∆, A1), où ∆ n’est pas nécessairement simplement
lacé (ils utilisent les méthodes de leur théorie des algèbres amassées et un calcul
sur ordinateur pour les types exceptionnels; ce calcul peut être évité maintenant
grâce à [102]) ;
– pour (An, Am) par Volkov [100], qui construit des solutions explicites grâce à des
considérations de géométrie projective élémentaire, et par Szenes [98], qui inter-
prète le système comme un système de connexions plates sur un graphe; la démon-
stration d’un énoncé équivalent est due à Henriques [57] ;
– pour (∆,∆′) quelconques dans [70] [73] à l’aide de la catégorification additive, voir
la section 4.1.
Pour des diagrammes non simplement lacés ∆ et ∆′, deux variantes généralisées de
la conjecture existent : la première se ramène au théorème 2.4 par la technique du
«pliage», voir [41] ; la deuxième, formulée par Kuniba-Nakanishi [77, (2a)] et Kuniba-
Nakanishi-Suzuki [78, B.6], fait intervenir le double de la somme des nombres de Coxeter
duaux (voir par exemple le chapitre 6 de [67]) ; elle a été démontrée dans [62] [63].
3. ALGÈBRES AMASSÉES À COEFFICIENTS
Nous allons généraliser légèrement la définition donnée à la section 2 pour obtenir
la classe des «algèbres amassées antisymétriques de type géométrique». Cette classe
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contient de nombreuses algèbres d’origine géométrique munies de «bases duales semi-
canoniques». La construction d’une grande partie d’une telle base est l’une des appli-
cations les plus remarquables des algèbres amassées.
Nous renvoyons à [42] pour la définition des «algèbres amassées antisymétrisables à
coefficients dans un semi-corps», qui constituent la classe la plus générale considérée
jusqu’à maintenant.
3.1. Définition
Soient 1 ≤ n ≤ m des entiers. Soit Q˜ un carquois glacé de type (n,m), c’est-à-dire un
bon carquois à m sommets et qui ne comporte aucune flèche entre sommets i, j tous les
deux strictement plus grands que n. La partie principale de Q˜ est le sous-carquois plein
Q dont les sommets sont 1, . . . , n (un sous-carquois est plein si, avec deux sommets, il
contient toutes les flèches qui les relient). Les sommets n+ 1, . . . , m sont les sommets
gelés. L’algèbre amassée associée au carquois glacé Q˜
AQ˜ ⊂ Q(x1, . . . , xm)
est définie de la même façon que l’algèbre amassée associée à un carquois (section 2)
sauf que
– seules les mutations par rapport à des sommets non gelés sont admises et aucune
flèche entre sommets gelés n’est introduite lors des mutations ;
– les variables xn+1, . . . , xm, qui font partie de tous les amas, sont appelées coeffi-
cients plutôt que variables d’amas ;
– le type amassé du carquois glacé est celui de sa partie principale (s’il est défini).
Souvent, on considère des localisations de AQ˜ obtenues en inversant certains des coef-
ficients. Si K est une extension de Q et A une K-algèbre (associative avec 1), une
structure d’algèbre amassée à coefficients de type Q˜ sur A est la donnée d’un isomor-
phisme ϕ de AQ˜ ⊗Q K sur A. Un tel isomorphisme est déterminé par les images des
coefficients et des variables de la graine initiale ϕ(xi), 1 ≤ i ≤ m. Nous appellerons
graine initiale de A la donnée du carquois Q˜ et des ϕ(xi).
3.2. Exemple : le cône sur la grassmannienne des plans d’un espace vectoriel
Soit n ≥ 1 un entier. Soit A l’algèbre des fonctions polynomiales sur le cône au-
dessus de la grassmannienne des plans de Cn+3. Cette algèbre est engendrée par les
coordonnées de Plücker xij , 1 ≤ i < j ≤ n + 3, assujetties aux relations de Plücker :
pour tout quadruplet d’entiers i < j < k < l compris entre 1 et n + 3, nous avons
(3.2.1) xikxjl = xijxkl + xjkxil.
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Notons que les monômes dans cette relation sont naturellement associés aux diagonales
et aux côtés du carré
i
O
O
O
<<
<<
<<
<<
j




O
O
O
l k
L’idée est d’interpréter cette relation comme une relation d’échange dans une algèbre
amassée (à coefficients). Pour décrire cette algèbre, considérons, dans le plan affine
euclidien, un polygone régulier P dont les sommets sont numérotés de 1 à n+ 3. Con-
sidérons la variable xij comme associée au segment [ij] joignant les sommets i et j.
Proposition 3.1 ([39, Example 12.6]). — L’algèbre A a une structure d’algèbre
amassée à coefficients telle que
- les coefficients soient les variables xij associées aux côtés de P ;
- les variables d’amas soient les variables xij associées aux diagonales de P ;
- les amas soient les n-uplets de variables d’amas correspondant à des diagonales
qui forment une triangulation de P .
En outre, les relations d’échange sont exactement les relations de Plücker et le type
amassé est An.
Une triangulation de P détermine une graine initiale pour l’algèbre amassée et les
relations d’échange vérifiées par les variables d’amas initiales déterminent le carquois
glacé Q˜. Par exemple, on vérifie que, dans le dessin suivant, la triangulation et le
carquois glacé (dont les sommets gelés sont entourés de boîtes) se correspondent
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De nombreuses autres algèbres de coordonnées (homogènes) de variétés algébriques
classiques admettent également des structures d’algèbres amassées (supérieures, voir la
section 3.3), notamment les grassmanniennes [95] et les doubles cellules de Bruhat [7].
Certaines de ces algèbres n’ont qu’un nombre fini de variables d’amas et donc un type
amassé bien défini. Voici quelques exemples extraits de [40], où N est un sous-groupe
unipotent maximal :
Gr2,n+3 Gr3,6 Gr3,7 Gr3,8 SL3/N SL4/N SL5/N Sp4/N SL2 SL3
An D4 E6 E8 A1 A3 D6 B2 A1 D4
Un analogue de la proposition 3.1 pour les doubles cellules de Bruhat réduites [8] est
dû à Yang et Zelevinsky [102]. Ils obtiennent ainsi une algèbre amassée (à coefficients
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principaux) avec une description explicite des variables d’amas pour tout diagramme
de Dynkin.
3.3. Exemple : le sous-groupe unipotent maximal de SL(n+ 1,C)
Soient n un entier positif et N le sous-groupe de SL(n + 1,C) formé des matrices
triangulaires supérieures dont les coefficients diagonaux sont tous égaux à 1. Pour
1 ≤ i, j ≤ n+1 et g ∈ N , soit Fij(g) la sous-matrice carrée de taille maximale de g qui
comporte le coefficient gij dans son coin inférieur gauche. Soit fij(g) le déterminant de
Fij(g). Nous considérons les fonctions polynomiales fij : N → C pour 1 ≤ i ≤ n et
i+ j ≤ n+2. L’algèbre amassée supérieure associée à un carquois glacé Q˜ à m sommets
est la sous-algèbre de Q(x1, . . . , xm) formée des éléments qui s’expriment comme des
polynômes de Laurent en les variables de tout amas associé à Q˜.
Théorème 3.1 ([7]). — L’algèbre des fonctions polynomiales C[N ] a une structure
d’algèbre amassée supérieure dont la graine initiale est donnée par
f12 // f13 //
~~
~~
~~
~~
~~
f14
  




// . . . // f1,n+1
||
f22
OO
// f23
OO
// . . . f2,n
OO
...
// . . .
~~
fn,2
OO
Il n’est pas difficile de vérifier que cette structure est de type amassé A3 pour n = 3,
D6 pour n = 4 et qu’elle a une infinité de variables d’amas pour n ≥ 5.
Un théorème de Fekete [27], généralisé dans [6], affirme qu’une matrice carrée à n+1
lignes et à coefficients réels est totalement positive (i.e. tous ses mineurs sont > 0)
si les (n + 1)2 mineurs suivants sont strictement positifs : tous les mineurs formés des
k premières lignes et de k colonnes consécutives pour 1 ≤ k ≤ n+1. Une matrice g ∈ N
à coefficients réels est totalement positive si tous les mineurs non identiquement nuls
sur N sont strictement positifs en g. Cette condition est équivalente à ce que l’on ait
fij(g) > 0 pour les fij de la graine initiale du théorème. Comme les relations d’échange
ne font pas intervenir de soustraction, tout amas non initial C donne également un
critère de positivité : la matrice g ∈ N est totalement positive si et seulement si l’on a
uij(g) > 0 pour toute variable d’amas uij dans C.
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3.4. Exemple d’application aux bases duales semi-canoniques
L’exemple 3.3 se généralise. Soit, en effet, G un groupe algébrique semi-simple com-
plexe et N un sous-groupe unipotent maximal de G. Alors d’après [7], l’algèbre C[N ]
est munie d’une structure canonique d’algèbre amassée supérieure. Soit n l’algèbre
de Lie du groupe algébrique N . Dans [83], Lusztig construit une base distinguée, la
base semi-canonique, de (l’espace vectoriel complexe sous-jacent à) l’algèbre envelop-
pante U(n). Le dual restreint de la cogèbre U(n) est canoniquement isomorphe à C[N ],
qui est donc muni de la base duale de celle construite par Lusztig, appelée base duale
semi-canonique.
Théorème 3.2 (Geiss-Leclerc-Schröer [49]). — Tout monôme d’amas de C[N ] (munie
de la structure d’algèbre amassée du théorème 3.1) fait partie de la base duale semi-
canonique.
Notons que ce théorème implique la conjecture 2.2 sur l’indépendance des monômes
d’amas pour cette classe d’algèbres amassées. L’algèbre U(n) est également munie de
la base canonique obtenue par spécialisation à partir de la base canonique [68] [81] du
groupe quantique Uq(n).
Théorème 3.3 (Geiss-Leclerc-Schröer [48]). — Pour G = SL(n+1,C), la base cano-
nique coïncide avec la base semi-canonique de U(n) si et seulement si n ≤ 4.
Néanmoins, Geiss-Leclerc-Schröer conjecturent qu’au moins les «parties rigides» des
bases duales canonique et semi-canonique coïncident. Plus précisément, un cas parti-
culier de la conjecture 23.2 de [47] nous donne la conjecture qui suit.
Conjecture 3.4 (Geiss-Leclerc-Schröer [47]). — Tout monôme d’amas de C[N ] ap-
partient aussi à la base duale canonique.
Dans un travail de longue haleine qui a abouti à [47], Geiss-Leclerc-Schröer ont
généralisé les théorèmes 3.1 et 3.2 de l’algèbre C[N ] aux algèbres de coordonnées de
cellules unipotentes de groupes de Kac-Moody simplement lacés. Nous renvoyons à [51]
pour une introduction et une synthèse des résultats dans le cas fini, et à [21] pour une
extension (partielle) au cas non simplement lacé.
4. CATÉGORIFICATIONS
Les démonstrations du théorème de périodicité (Théorème 2.4) et du théorème sur la
base duale semi-canonique (Théorème 3.2) s’appuient sur la «catégorification additive»
des algèbres amassées ; celle des cas connus de la conjecture de positivité 2.3 sur la «caté-
gorification monoïdale». Nous allons esquisser les idées principales de ces méthodes.
La section 4.4 est consacrée à la méthode de la catégorification à l’aide des «carquois
à potentiel». À ce jour, c’est la seule méthode qui permette de traiter des algèbres
amassées associées à des carquois finis arbitraires (sans boucles ni 2-cycles).
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4.1. Catégorification additive : la catégorie amassée
Soit Q un carquois fini d’ensemble de sommets {1, . . . , n}. Un chemin de Q est une
composition formelle (j|αs| . . . |α1|i) d’un nombre s positif ou nul de flèches αi telle
que s(αi) = t(αi−1) pour 1 ≤ i ≤ s. En particulier, pour tout sommet i, nous avons
le chemin paresseux ei = (i|i) de longueur nulle, neutre pour la composition naturelle
des chemins. Une représentation (complexe) de Q est la donnée V d’espaces vectoriels
complexes de dimension finie Vi, i ∈ Q0, et d’applications linéaires Vα : Vi → Vj
pour toute flèche α : i→ j de Q. Une représentation est donc un diagramme d’espaces
vectoriels de la forme donnée parQ. Unmorphisme de représentations est un morphisme
de diagrammes. On obtient ainsi la catégorie rep(Q) des représentations de Q. C’est
une catégorie abélienne équivalente à la catégorie des modules de C-dimension finie sur
une algèbre, à savoir l’algèbre des chemins CQ (une base de cette algèbre est formée
des chemins de Q ; le produit de deux chemins composables est leur composition, le
produit de chemins non composables est nul). En particulier, nous avons des notions
naturelles de sous-représentation, de représentation simple, de somme directe et de
représentation indécomposable (= représentation non nulle qui n’est pas somme directe
de deux sous-représentations non nulles).
Supposons que Q est un carquois de Dynkin de type ∆. Alors d’après le théorème de
Gabriel [45], on a une bijection de l’ensemble des classes d’isomorphisme de représenta-
tions indécomposables de Q sur l’ensemble des racines positives de ∆ ; à une représen-
tation indécomposable V , cette bijection associe la racine
∑n
i=1(dimVi)αi, où les αi
sont les racines simples. En composant cette bijection avec celle de la partie c) du
théorème 2.1 de Fomin-Zelevinsky, nous obtenons une bijection de l’ensemble des classes
d’isomorphisme de représentations indécomposables sur l’ensemble des variables d’amas
non initiales de l’algèbre amassée AQ : à une représentation indécomposable V , cette
bijection associe l’unique variable d’amas non initiale XV dont le dénominateur est
xd11 · · ·x
dn
n , où di = dimVi. Il est remarquable que le numérateur de XV admette aussi
une interprétation naturelle en termes de la représentation V . Pour expliciter cette
interprétation, nous avons besoin de quelques notations supplémentaires : soient V une
représentation quelconque de Q et di = dimVi, i ∈ Q0. Pour un élément e ∈ Nn,
notons Gre(V ) l’ensemble des sous-representations U de V telles que dimUi = ei. La
donnée d’un point de Gre(V ) est donc la donnée d’une famille de sous-espaces vecto-
riels Ui ⊂ Vi telle que Ui soit de dimension ei et que Vα(Ui) ⊂ Uj pour toute flèche
α : i → j de Q. Cette description montre que Gre(V ) est une sous-variété fermée du
produit des grassmanniennes Grei(Vi). En particulier, c’est une variété projective (sin-
gulière en général). Elle est appelée grassmannienne des sous-représentations (quiver
Grassmannian) et étudiée dans [16], par exemple. On note χ(Gre(Vi)) la caractéristique
d’Euler-Poincaré de son espace topologique sous-jacent. Posons
CC(V ) =
1
xd11 · · ·x
dn
n
∑
e
χ(Gre(V ))
n∏
i=1
x
∑
j→i ej+
∑
i→j(dj−ej)
i ,
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où les sommes dans l’exposant portent sur les flèches de but i respectivement de source i.
Théorème 4.1 (Caldero-Chapoton [12]). — Si V est indécomposable, nous avons
XV = CC(V ).
Notons que la formule pour CC(V ) a un sens pour toute représentation de tout
carquois fini Q. Supposons maintenant que Q est un carquois sans cycles orientés
quelconque. Une représentation V de Q est rigide si son groupe d’auto-extensions
Ext1(V, V ) dans la catégorie rep(Q) s’annule. La partie c) du théorème 2.1 ne s’applique
plus, mais nous avons néanmoins une paramétrisation des variables d’amas non initiales
en termes de représentations de Q.
Théorème 4.2 ([14]). — L’application V 7→ CC(V ) induit une bijection de l’ensemble
des classes d’isomorphisme de représentations rigides indécomposables de Q sur
l’ensemble des variables d’amas non initiales de AQ.
Ce théorème fournit une interprétation catégorique de la quasi-totalité des variables
d’amas de l’algèbre amassée. Il se pose la question d’étendre cette interprétation aux
variables initiales, aux relations d’échange et aux amas. Pour ce faire, on agrandit
la catégorie des représentations : soit DQ la catégorie dérivée bornée de la catégorie
abélienne rep(Q). Les objets de DQ sont donc les complexes bornés de représentations
et ses morphismes sont obtenus à partir des morphismes de complexes en inversant
formellement les quasi-isomorphismes. La catégorie DQ est une catégorie triangulée ;
on note Σ son foncteur suspension (qui n’est autre que le foncteur de décalage des
complexes X 7→ X [1]). Les ensembles de morphismes de DQ sont des espaces vectoriels
de dimension finie et DQ admet un foncteur de Serre, c’est-à-dire une auto-équivalence
S : DQ → DQ telle qu’on ait des isomorphismes bifonctoriels
DHom(X, Y ) = Hom(Y, SX) ,
oùD = HomC(?,C) est la dualité des espaces vectoriels complexes. La catégorie amassée
est la catégorie d’orbites
CQ = DQ/(S
−1 ◦ Σ2)Z
de DQ sous l’action du groupe cyclique engendré par l’automorphisme S−1◦Σ2. Elle est
due à Buan-Marsh-Reineke-Reiten-Todorov [4] et, de façon indépendante et sous une
forme très différente, à Caldero-Chapoton-Schiffler [13] pour les carquois de Dynkin de
type A. La catégorie CQ est canoniquement triangulée [72]. Ses espaces de morphismes
sont de dimension finie et son foncteur de Serre (induit par S) est isomorphe au carré
de son foncteur suspension (induit par Σ). Cela signifie que CQ est Calabi-Yau de
dimension 2. Notons pi : DQ → CQ le foncteur de projection canonique et
Ext1(L,M) = Hom(L,ΣM)
pour des objets L etM de CQ. Grâce à la propriété de Calabi-Yau, on a D Ext
1(L,M) =
Ext1(M,L). On appelle rigide un objet L tel que Ext1(L, L) s’annule. Notons Pi la
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représentation qui correspond au CQ-module CQei, i ∈ Q0. On peut montrer [4] que
tout objet L de CQ se décompose de façon unique (à isomorphisme près) sous la forme
L = pi(M)⊕
⊕
i∈Q0
Σpi(Pi)
mi ,
pour une représentation M et des multiplicités mi. On pose
CC(L) = CC(M) ·
∏
i∈Q0
xmii .
Théorème 4.3 ([14]). — a) On a CC(L ⊕M) = CC(L) · CC(M) pour tous L et
M dans CQ,
b) si L et M sont des objets de CQ tels que Ext
1(L,M) soit de dimension 1 et
L→ E →M → ΣL et M → E ′ → L→ ΣM
soient deux triangles non scindés, on a
(4.1.1) CC(L) · CC(M) = CC(E) + CC(E ′).
c) L’application CC induit une bijection de l’ensemble des objets rigides de CQ sur
l’ensemble des monômes d’amas de AQ.
d) Par cette bijection, les objets rigides indécomposables correspondent aux variables
d’amas, et un ensemble d’indécomposables rigides T1, . . . , Tn correspond à un
amas si et seulement si Ext1(Ti, Tj) = 0 pour tous i, j.
Les propriétés a) et b) fournissent une interprétation des relations d’échange. La
démonstration du théorème est fondée sur le travail de plusieurs groupes d’auteurs :
Buan-Marsh-Reiten-Todorov [5], Buan-Marsh-Reiten [11], Buan-Marsh-Reineke-
Reiten-Todorov [4], Marsh-Reineke-Zelevinsky [84], . . . et surtout Caldero-Chapoton
[12]. Une autre démonstration de la formule de multiplication 4.1.1 est due à Hubery
[59] pour des carquois dont le graphe sous-jacent est un diagramme de Dynkin étendu,
et à Xiao-Xu [101] dans le cas général.
La construction de la catégorie amassée a été généralisée des algèbres CQ à une
classe d’algèbres de dimension globale 2 par Amiot [1]. Une version généralisée de
l’application de Caldero-Chapoton et de la formule de multiplication 4.1.1 est due à
Palu [89]. L’extension des résultats de Palu au cas de certaines algèbres amassées à
coefficients est obtenue dans [44]. La mutation dans une catégorie 2-Calabi-Yau générale
est construite par Iyama-Yoshino [65]. La démonstration du théorème de périodicité 2.4
dans [70] [73] est fondée sur ces travaux.
4.2. Catégorification additive : modules sur les algèbres préprojectives
Nous allons décrire l’idée de base de la démonstration du théorème 3.2. Soient ∆
un diagramme de Dynkin, g l’algèbre de Lie simple complexe qui lui correspond et
n une sous-algèbre nilpotente maximale de g. Soit N le groupe algébrique unipotent
associé à n. L’algèbre de coordonnées C[N ] est le dual restreint de la cogèbre U(n).
La base duale semi-canonique de l’algèbre C[N ] est duale de la base semi-canonique de
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U(n) construite par Lusztig [83]. Dans un premier temps, nous allons décrire (suivant
[49]) la base duale semi-canonique en termes de modules sur l’algèbre préprojective :
soit Q un carquois de Dynkin de type ∆. Soit Q le double carquois, obtenu à partir
de Q en rajoutant une flèche α∗ : j → i pour chaque flèche α : i → j. Soit Λ
l’algèbre préprojective de Q, c’est-à-dire le quotient de l’algèbre des chemins CQ (voir
la section 4.1) par l’idéal bilatère engendré par la somme
∑
[α, α∗] prise sur l’ensemble
des flèches de Q. C’est une algèbre de dimension finie sur C qui est auto-injective
(c’est-à-dire injective comme module sur elle-même). Appelons Λ-module un Λ-module
à gauche de dimension finie sur C. Pour un tel module M , son vecteur dimension est la
suite des entiers dim eiM , i ∈ Q0. Soit d une famille d’entiers positifs indexés par Q0.
On note rep(Λ, d) la variété formée des familles de matrices
Mα : C
ds(α) → Cdt(α) , α ∈ Q1 ,
qui vérifient les relations de Λ, c’est-à-dire définissent une structure de Λ-module sur
la somme directe des Cdi , i ∈ Q0. La variété rep(Λ, d) porte une action naturelle par
«changement de base» du groupe Gd =
∏
GL(di,C) et les orbites de cette action
sont en bijection avec les classes d’isomorphisme de Λ-modules de vecteur dimension d.
NotonsMd l’espace vectoriel des fonctions constructibles etGd-invariantes sur la variété
rep(Λ, d). Notons U(n)d la composante graduée de U(n) associée au vecteur
∑
diαi, où
les αi sont les racines simples. Lusztig [83] a défini une injection linéaire λd de U(n)d
dansMd. Chaque Λ-moduleM définit une forme linéaire surMd, à savoir la forme qui,
à une fonction f , associe sa valeur f(M) en l’orbite déterminée parM . Par composition,
le module M nous donne une forme linéaire
δM : U(n)d
λd→Md → C.
Or nous avons l’isomorphisme canonique ι : U(n)∗d → C[N ]d. Comme dans [49], nous
posons ϕM = ι(δM). Nous obtenons ainsi une application M 7→ ϕM de la classe
des Λ-modules dans l’algèbre C[N ]. On peut expliciter cette application en termes
de caractéristiques d’Euler-Poincaré de variétés de drapeaux de sous-représentations
de M , voir [49]. Cette description montre que l’application M 7→ ϕM est constructible
sur la variété algébrique rep(Λ, d). Donc chaque composante irréductible de cette variété
contient un ouvert dense où la fonction M 7→ ϕM est constante. On appelle génériques
les modules M appartenant à de tels ouverts. Alors la base duale semi-canonique n’est
autre que
{ϕM |M est générique}.
Un module M est rigide si l’espace Ext1(M,M) s’annule. De façon équivalente [49],
l’orbite de M dans rep(Λ, d), où d est le vecteur dimension de M , est ouverte. En
particulier, si M est rigide, alors il est générique et la fonction ϕM appartient à la
base duale semi-canonique. Pour montrer le théorème 3.2, il suffit donc de montrer que
chaque monôme d’amas est de la forme ϕM pour un module rigide M . Pour cela, on
procède par récurrence : on montre [50] que les éléments de la graine initiale sont des
images de modules rigides indécomposables canoniques T (0)1 , T
(0)
2 , . . . , T
(0)
m . Puis on
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relève l’opération de mutation des amas à une classe convenable de suites T1, . . . , Tm
de modules rigides indécomposables. Appelons accessibles les modules rigides dont les
facteurs directs indécomposables sont obtenus par mutation itérée à partir de la suite
T
(0)
1 , T
(0)
2 , . . . , T
(0)
m . Le théorème suivant est l’analogue précis du théorème 4.3. Ses
parties a) et b) permettent de relier la mutation des amas à la mutation des modules
rigides et donc d’effectuer la récurrence qui termine la démonstration du théorème 3.2.
Théorème 4.4 (Geiss-Leclerc-Schröer [49]). — On a
a) ϕL⊕M = ϕLϕM ,
b) Si Ext1(L,M) est de dimension 1 et que l’on a les suites exactes non scindées
0→ L→ E →M → 0 et 0→M → E ′ → L→ 0 ,
alors on a ϕLϕM = ϕE + ϕE′.
c) L’applicationM 7→ ϕM induit une bijection de l’ensemble des classes d’isomorphisme
de modules rigides accessibles sur l’ensemble des monômes d’amas.
d) Les rigides indécomposables accessibles correspondent aux variables d’amas et une
suite T1, . . . , Tm de tels modules correspond à un amas si et seulement si l’on a
Ext1(Ti, Tj) = 0 pour tous i et j.
4.3. Catégorification monoïdale
Les catégorifications additives décrites ci-dessus se sont avérées très utiles et on sait
les construire pour de grandes classes d’algèbres amassées. De l’autre côté, elles sem-
blent difficiles à exploiter pour démontrer la conjecture de positivité 2.3, et la notion
même de catégorification additive semble peu naturelle. La catégorification monoïdale,
introduite par Leclerc [80] et Hernandez-Leclerc [58], consiste à réaliser une algèbre
amassée comme l’anneau de Grothendieck d’une catégorie abélienne monoïdale. Elle
est donc très naturelle. En outre, comme nous allons le voir, son existence donne im-
médiatement la conjecture de positivité 2.3 (et la conjecture d’indépendance 2.2). De
l’autre côté, les catégorifications monoïdales semblent très difficiles à construire.
Les notions suivantes [80] sont fondamentales pour la suite : un objet simple S d’une
catégorie abélienne monoïdale est premier s’il n’admet pas de factorisation tensorielle
non triviale ; il est réel si son carré tensoriel est encore simple.
Soient A une algèbre amassée à coefficients et AZ son sous-anneau engendré par les
variables d’amas et les coefficients. Suivant [58], une catégorification monoïdale de A
est la donnée d’une catégorie abélienne monoïdale M et d’un isomorphisme d’anneaux
ϕ : AZ
∼→ K0(M)
tel que ϕ induise
a) une bijection de l’ensemble des monômes d’amas sur l’ensemble des classes d’objets
simples réels de M et
b) une bijection de l’ensemble des variables d’amas et des coefficients sur l’ensemble
des classes d’objets simples, réels et premiers de M.
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Le tableau suivant, extrait de [80], résume les correspondances entre les structures
associées à une algèbre amassée et leurs relèvements dans une catégorification additive
respectivement monoïdale.
algèbre amassée A catégorification additive C catégorification monoïdale M
+ ? ⊕
× ⊕ ⊗
monôme d’amas objet rigide objet simple réel
variable d’amas indécomposable rigide simple premier réel
L’existence d’une catégorification monoïdale M d’une algèbre amassée A a des con-
séquences très fortes pour A : en effet, l’algèbre A est alors munie d’une «base
canonique», à savoir la base fournie par les objets simples de M et cette base con-
tient les monômes d’amas car ceux-ci correspondent bijectivement aux classes dans
K0(M) de certains objets simples. En particulier, la conjecture d’indépendance est
vérifiée pour A. De même, la conjecture de positivité est vérifiée pour A. En effet, si
on exprime une variable d’amas x comme polynôme de Laurent
x =
P (u1, . . . , um)
ud11 · · ·u
dm
m
en les variables d’un amas u1, . . . , um, alors les coefficients de P sont les multiplicités de
certains objets simples dans la classe du produit tensoriel ϕ(xud11 · · ·u
dm
m ) et sont donc
des entiers positifs.
L’existence d’une catégorification monoïdale ϕ : AZ → K0(M) donne également des
renseignements précieux sur la structure monoïdale de M : en effet, elle montre que
le comportement des objets simples réels de M est gouverné par la combinatoire des
amas de A.
Dans [58], Hernandez-Leclerc exhibent des catégorifications monoïdales conjecturales
Ml pour les algèbres amassées Al associées à certains carquois glacés Q˜(∆, l), où ∆ est
un diagramme de Dynkin simplement lacé et l ∈ N un «niveau». Voici l’exemple du
carquois Q˜(D5, 3), où les sommets gelés sont marqués par des •.
◦ // ◦
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Hernandez-Leclerc construisent les catégoriesMl comme des sous-catégories monoïdales
de la catégorie des représentations de dimension finie de l’algèbre affine quantique Uq(ĝ)
associée à ∆. Ils construisent un morphisme d’anneaux ϕ : (Al)Z → K0(Ml) qui envoie
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les variables de l’amas initial sur les classes de certains modules de Kirillov-Reshetikhin
et conjecturent que ϕ est une catégorification monoïdale de Al (Conjecture 13.2 de
[58]). Ils démontrent leur conjecture pour l ≤ 1 et ∆ de type An, n ≥ 1, ou D4 ainsi
que pour ∆ de type A2 et l = 2 (et observent que pour ∆ = A1 et tout l ∈ N, la
conjecture résulte du travail de Chari-Pressley [20]).
Dans [87], Nakajima construit des catégorifications monoïdales conjecturales Nl pour
les carquois Q˜(R, l) associés à un carquois R bipartite et un niveau l ∈ N. Les catégories
Nl sont réalisées comme des catégories de faisceaux pervers sur des variétés de carquois
gradués [88] munies du produit tensoriel construit géométriquement dans [99]. Si R
est un carquois de Dynkin et l = 1, la catégorie Nl est équivalente à Ml et Nakajima
démontre qu’elle est une catégorification monoïdale de l’algèbre Al confirmant ainsi la
conjecture de Hernandez-Leclerc. Pour un carquois bipartite R quelconque et l = 1,
il montre que l’anneau (Al)Z se plonge dans K0(Nl) de telle façon que les monômes
d’amas sont envoyés sur des objets simples. Ceci entraîne la conjecture de positivité
pour Al.
4.4. Catégorification via les carquois à potentiel
Inspirés par des travaux de physiciens (voir par exemple la section 6 dans [29])
Derksen-Weyman-Zelevinsky ont étendu [23] l’opération de mutation des carquois aux
carquois à potentiel et leurs représentations décorées. Décrivons brièvement ces notions
en suivant [23]. Soit en effet Q un carquois fini. Notons ĈQ l’algèbre des chemins com-
plétée, c’est-à-dire la complétion de CQ par rapport à l’idéal bilatère engendré par les
flèches de Q. L’espace CQ admet donc une base topologique formée de tous les chemins
de Q. L’homologie de Hochschild continue HH0(ĈQ) est le complété de l’espace quo-
tient de CQ par le sous-espace [CQ,CQ] engendré par tous les commutateurs. Il admet
une base topologique formée de tous les cycles de Q, c’est-à-dire les orbites sous l’action
du groupe cyclique Z/tZ de chemins cycliques de longueur t ≥ 0. Pour chaque flèche α
de Q, la dérivée cyclique [94] est l’unique application linéaire continue
∂α : HH0(ĈQ)→ ĈQ
qui envoie la classe d’un chemin p sur la somme
∑
vu prise sur toutes les décompositions
p = uαv en des chemins u et v de longueur supérieure ou égale à zéro. Soit W un
potentiel sur Q, c’est-à-dire un élément de HH0(ĈQ). L’algèbre de Jacobi P(Q,W ) est
la complétion du quotient de ĈQ par l’idéal bilatère engendré par les dérivées cycliques
∂αW , où α parcourt les flèches de Q. Une représentation décorée (M,V ) de (Q,W ) est
formée d’un module M sur P(Q,W ) et d’une famille d’espaces vectoriels Vi, i ∈ Q0,
où M et les Vi sont supposés de dimension finie sur C. Par exemple, si Q n’a pas de
cycles orientés (et doncW = 0 et P(Q,W ) = CQ), toute représentation décorée (M,V )
fournit un objet
pi(M)⊕
⊕
i∈Q0
Σpi(Vi ⊗C Pi)
de la catégorie amassée (voir la section 4.1).
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Dans [23] et [22], Derksen-Weyman-Zelevinsky construisent et étudient l’opération
de mutation pour les carquois à potentiel et leurs représentations décorées. Des diffi-
cultés techniques nombreuses et subtiles sont dues au fait que cette opération n’est ni
fonctorielle ni définie partout. Ceci est aussi la raison pour laquelle les représentations
décorées ne forment pas, en général, une catégorie. Néanmoins, la théorie développée
par Derksen-Weyman-Zelevinsky est assez proche de la catégorification additive. Elle en
diffère par le fait que les objets combinatoires centraux ne sont plus les variables d’amas
mais les F -polynômes et g-vecteurs introduits dans [42] et qui sont peut-être encore plus
fondamentaux que les variables d’amas. Dans [22], Derksen-Weyman-Zelevinsky ap-
pliquent leur théorie en démontrant de nombreuses conjectures formulées dans [42]. Ils
y parviennent sous la seule hypothèse que les algèbres amassées considérées proviennent
de bons carquois (non glacés), c’est-à-dire de matrices antisymétriques quelconques, ce
qui représente un progrès remarquable par rapport aux approches précédentes. La
construction de bases et la conjecture de positivité restent néanmoins des problèmes
complètement ouverts dans cette généralité. Les idées de Derksen-Weyman-Zelevinsky
ont été liées à la catégorification additive au sens des sections 4.2 et 4.1 dans [2] [74] [1].
Un lien important avec les surfaces à bord marquées est établi dans [79].
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