This paper considers asymptotic inference in the multivariate BEKK model based on (co-)variance targeting (VT). By de…nition the VT estimator is a two-step estimator and the theory presented is based on expansions of the modi…ed likelihood function, or estimating function, corresponding to these two steps. Strong consistency is established under weak moment conditions, while sixth order moment restrictions are imposed to establish asymptotic normality. Included simulations indicate that the multivariately induced higher-order moment constraints are indeed necessary.
Most …nancial applications are by nature multivariate with forecasts of conditional covariance matrices as important components as in for example the rich portfolio choice and Value-at-Risk literature. Such forecasts may be based on estimation of multivariate conditionally heteroscedastic (GARCH) models such as the BEKK model proposed by Engle and Kroner (1995) , see e.g. Bauwens, Laurent, and Rombouts (2006) and Laurent, Rombouts, and Violante (2012) . This is by now a well-known and much applied multivariate GARCH model; However, a drawback of the BEKK model, despite the fact that it is a very simple extension of the popular univariate GARCH model in Bollerslev (1987) , is that it contains a large number of parameters even for a small number of series. This implies that it is di¢ cult, if not impossible, to estimate the model through classical QMLE. At the same time, recent development in …nancial applications implies an increasing interest in conditional covariances and correlations based on vast, or high-dimensional models. In light of this, one may reparametrize, or modify the BEKK model to obtain fewer parameters, while at the same time one may wish to consider a di¤erent estimation method from the usual Gaussian QMLE of all parameters. Examples of reducing the number of varying parameters in the optimization procedure include, for the BEKK model, diagonal-BEKK and scalar-BEKK, see Bauwens, Laurent, and Rombouts (2006) .
VT estimation was originally proposed by Engle and Mezrich (1996) as a two-step estimation procedure, where the unconditional covariance matrix of the observed process is estimated by a moment estimator in a …rst step. Conditional on this, the remaining parameters are estimated in a second step by QMLE. This two-step procedure saves the number of parameters in the optimization step which yields an optimization over fewer parameters regardless of the model has a restricted or unrestricted BEKK representation. Recently, Noureldin, Shephard, and Sheppard (2012) have proposed the so-called multivariate rotated ARCH (RARCH) model that is estimated in two steps closely related to VT estimation and thus saving the number of varying parameters in the optimization step.
High-order moment restrictions for the multivariate BEKK model -as contrary to the univariate GARCH model -is extensively discussed in Avarucci, Beutner, and Za¤aroni (2012) , which argues that the high-order moment restrictions for QMLE cannot be relaxed. As mentioned simulations are included which support this view for the VT based estimation. Note also in this respect that the strong moment restrictions for asymptotic QML inference in the multivariate BEKK model are similarly in contrast to the very mild conditions found for univariate GARCH models, see e.g. Jensen and Rahbek (2004) and Francq and Zakoïan (2012) who …nd that asymptotic inference in the GARCH model is feasible even if the observed process is explosive.
The theoretical parts of this paper make extensive use of linear algebra and matrix di¤erential calculus, see Lütkepohl (1996) and Magnus and Neudecker (2007) respectively. Some notation throughout the paper: For n 2 N, I n is the n n identity matrix. The vector vec(A) stacks the columns of a matrix A, and vech(A) stacks the columns from the principal diagonal downwards. The trace of a square matrix A is denoted trfAg, and the determinant is denoted det(A). For a k l matrix A = fa ij g and an m n matrix B, the Kronecker product of A and B is the km ln matrix de…ned by A B = fa ij Bg. The matrix (Euclidean) norm of the matrix, or vector A; is de…ned as kAk = (trfA 0 Ag) 1=2 . With 1 ; :::; n the n distinct eigenvalues of a matrix A, (A) = max i2f1;:::;ng j i j is the spectral radius of A: For an n n matrix A, the n 2 n 2 commutation matrix K nn has the property K nn vec(A) =vec(A 0 ). The letters K and denote strictly positive generic constants with < 1.
The variance targeting (VT) BEKK model
As in Hafner and Preminger (2009b) we focus on the BEKK(1,1,1) model, the BEKK model hereafter, which is the predominantly used version of the BEKK models in applications, see Silvennoinen and Teräsvirta (2009) . The BEKK model is given by
(2.1) where t = 1; :::; T; and Z t is an IID(0;
is the symmetric square-root of H t given by 
(2.4) and we say that H t has the variance targeting BEKK representation, see also Noureldin, Shephard, and Sheppard (2012) . De…ne =vec( ) and = vec (A) 0 ; vec (B) 0 0 ;
(2.5) and let denote the parameter vector of the model containing all the elements of , A, and B, so that = [ 0 ; 0 ] 0 : Throughout the text we will use the notation H t ( ; ),
indicating that H t depends on the parameters in and . Then the variance targeting BEKK model with parameter vector [ 0 ; 0 ] 0 is given by
where t = 1; :::; T; and Z t is IID(0; I d ), and
where =vec( ) and = vec (A) 0 vec (B) 0 . Note that the parameters in are restricted such that [(A A) + (B B)] < 1 on the parameter space R 3d 2 . Moreover, X 0 and H 0 are …xed, and H 0 and are positive de…nite.
Some properties of a BEKK process have recently been investigated by Boussama, Fuchs, and Stelzer (2011) and may be summarized in the following theorem.
Theorem 2.1 (Corollary to Theorem 2.4 of Boussama, Fuchs, and Stelzer (2011) ) Let fX t g t=1;:::;T be a process generated by a variance targeting BEKK process and de…ne
(2.8)
Suppose that the distribution of Z t is absolutely continuous with respect to the Lebesgue measure on R d ; and that zero is an interior point of the support of the density. Then the Markov chain fW t g t=1;:::;T is geometrically ergodic. Moreover, the strictly stationary and ergodic solution of the model associated with fW t g t=1;:::;T has E kX t k 2 < 1 and E kH t k < 1 for all t.
Remark 2.1 The geometric ergodicity of fW t g t=1;:::;T implies that there exists a unique invariant distribution for W t and that the marginal distribution of fW t g t=1;:::;T converges to this stationary distribution when the chain is not initialized from its stationary distribution.
Remark 2.2 By initiating fW t g t=1;:::;T from the invariant distribution, X t is covariance stationary.
Remark 2.3 In Section 3 we show that asymptotic normality of the variance-targeting estimator can be established when E kX t k 6 < 1. Choosing a drift function for W t in (2.8) which implies E kX t k 6 < 1 has, to our knowledge, not been considered anywhere in the literature. In Appendix C we establish conditions for geometric ergodicity and …nite second, fourth, sixth, and eighth-order moments for the simpler BEKK-ARCH(1) model as in (2.2) with B = 0 and Z t Gaussian.
Variance targeting (VT) estimation
Whereas classical QMLE of the BEKK model has been considered by Comte and Lieberman (2003) and Hafner and Preminger (2009b) (as a special case of the VEC GARCH model), we consider the estimation method of variance targeting. VT estimation is a twostep estimation method where is estimated by a the sample unconditional covariance matrix of X t , and next is estimated by QMLE by optimizing the VT log-likelihood with respect to . The two-step procedure yields the VTE of denoted b V T . This will be explained in detail below. Let be a space of the same dimension as in (2.5). Note that the parameter 2 R 3d 2 only contains 2d 2 + d (d + 1) =2 unique elements since is symmetric. The VT procedure suggests that is estimated by the sample covariance, so that
We observe that if X t is strictly stationary and ergodic with E kX t k 2 < 1, b V T is a (strongly) consistent estimator for =vec( ), by the ergodic theorem. For the variance targeting BEKK model, the pro…led quasi log-likelihood is given by
Given an estimate (3.1) of , the VTE of is de…ned as
(3.4) and the two-step procedure yields the VTE of and
Remark 3.1 Although Z t is not assumed to be necessarily Gaussian, we choose to work with the Gaussian log-likelihood and hence, similar to the notion of QMLE, one could denote the estimator QVTE.
Compared to QMLE the VT procedure saves the number of varying parameters in the optimization step: In the …rst step d (d + 1) =2 parameters are estimated by method of moments, and in the second step 2d 2 parameters are estimated through optimization. If A and B are diagonal matrices, which is a restriction that is often imposed in practice, the proportion of varying parameters, relative to the total number of parameters to be estimated, is small for a moderate dimension of the observed process. This suggests that the combination of a restricted BEKK model, say the diagonal, and VT allows for estimating high-dimensional systems.
For estimation of C in the original BEKK model in De…nition 2.2, recall that b
Its asymptotic distribution is stated in Proposition 4.1 below.
Large-sample properties of VT estimation
In this section we establish the consistency and asymptotic normality of the VTE. The proofs are stated in Appendix A. As in Comte and Lieberman (2003) , Hafner and Preminger (2009b) , and Francq, Horváth, and Zakoïan (2011), we assume thatfX t g t=0;:::;T is strictly stationary and ergodic:
Assumption 4.1 The assumptions of Theorem 2.1 are satis…ed, and the observed process fX t g t=0;:::;T is generated by the strictly stationary and ergodic solution of a variancetargeting BEKK process.
Note that one could weaken this assumption so that fX t g t=0;:::;T is initiated from a …xed value, see Jensen and Rahbek (2004) .
In addition to Assumption (4.1) we make the following assumptions:
Assumption 4.2 The true parameter 0 2 and is compact.
Assumption 4.3 For 2 , if 6 = 0 then H t ( 0 ; ) 6 = H t ( 0 ; 0 ) almost surely, for all t 1.
We are now able to state the following theorem. Comte and Lieberman (2003) and Hafner and Preminger (2009b) .
Remark 4.2 The …nite second-order moments of X t , implied by Assumption 4.1, are in line with the moment restrictions for consistency of the VTE in the univariate case, see Francq, Horváth, and Zakoïan (2011) . The relatively weak su¢ cient conditions of Theorem 4.1 suggest that consistency of the VTE applies for many practical purposes. Notice that the moment restrictions are stronger than the ones that are su¢ cient for consistency of the QMLE for the BEKK model of the form (2.2) where …nite second-order moments of X t are not necessary, see Hafner and Preminger (2009b) .
In order to show that the VTE is asymptotically normal, we make two additional assumptions:
Assumption 4.4 E kX t k 6 < 1:
Assumption 4.5 0 is in the interior of :
where the matrices J 0 and K 0 are stated in (A.10) and 0 is stated in (B.36) below.
Remark 4.3 Assumption 4.4 states that the observed process X t is required to have …nite sixth-order moments. The moment restrictions are required in order to show that the second-order derivatives of the log-likelihood function converges uniformly on the parameter space, see the proof of Lemma B.5 below. Notice that the requirement of sixth-order moments is stronger than the requirement of …nite fourth-order moments found by Francq, Horváth, and Zakoïan (2011) for the univariate case. However, notice that if we choose d = 1, our model corresponds to the one considered by Francq, Horváth, and Zakoïan (2011) and Assumption 4.4 can be weakened such that only …nite fourth-order moments of X t are required. In the case where the dimension is greater than one, the structure of the BEKK model implies that high-order moments of the X t are required to be …nite. This issue is discussed extensively in Avarucci, Beutner, and Za¤aroni (2012) . Notice that the moment conditions are just as weak as the ones found in existing literature on asymptotic normality of the QMLE, see Hafner and Preminger (2009b) . Assumption 4.4 is a strong assumption that is rarely satis…ed in practice, and illustrates the main drawback of the BEKK models: Standard large-sample inference requires moment conditions that are rarely satis…ed in real-world applications. Assumption 4.5 is a standard assumption in the literature.
Given the asymptotic distribution of b V T , we may derive the asymptotic distribution of the VTE for C in the original BEKK model in (2.2):
Proposition 4.1 Under the assumptions of Theorem 4.2, as T ! 1
5 Simulation study
In this section we illustrate the theoretical results of Section 4 through simulations. Specifically, we simulate the large-sample distribution of the VTE for three di¤erent cases. In the …rst case the su¢ cient moment restrictions for asymptotic normality, see Theorem 4.2, are satis…ed -in particular the data-generating process (DGP) has …nite sixth-order moments. In the second case the DGP does not have …nite sixth-order moments, but …nite fourth-order moments. Hence the conditions of Theorem 4.2 are violated, so the VTE for the entire parameter vector may not be asymptotically normal. However, the moment restrictions for asymptotic normality of the VTE for are satis…ed. In the last case the DGP has only …nite second-order moments which suggests that even the VTE of cannot be asymptotically normally distributed. In order to keep things simple we focus on the bivariate diagonal-BEKK-ARCH(1) with Gaussian noise , that is the process in (2:2) with d = 2, A diagonal, B = 0, and Z t IIDN(0; I 2 ). In Appendix C we establish conditions for the matrix A in a BEKK-ARCH(1) process such that fX t g t=1;:::;T is geometrically ergodic and such that certain moments of the stationary solution are …nite.
Case 1: The DGP satis…es the su¢ cient conditions for asymptotic normality
Consider the bivariate DGP for X t given by (2.2) with B = 0. That is
with C = (C ij ) i;j=1;2 = 0:8 0:5 0:5 0:7 :
and observe that (A A) = 0:36. By Theorem C.1 the stationary solution of the process has E kX t k 6 < 1, and hence the moment restrictions of Theorem 4.2 are satis…ed. For N = 1000 realizations of (5.1)-(5.3), t = 1; :::; 10000, H 1 = C, we estimate A and C by VTE using the G@RCH Package version 6.1 for OxMetrics 6.1. Figure 5 .1 contains density and Q-Q plots of the estimates of A 11 and C 11 in the process (5.1)-(5.3). The …gure suggests that the estimates seem to …t a normal distribution well, which is in line with Theorem 4.2. We now turn to the second case where the DGP does not satisfy the conditions in Theorem 4.2.
Case 2: The DGP does not satisfy the su¢ cient conditions for asymptotic normality
Next we consider the DGP (5.1)-(5.2) and choose A such that E kX t k 4 < 1, but E kX t k 6 is not …nite. We set
0:5774 ; so we have that the DGP is geometrically ergodic with E kX t k 4 < 1 for the stationary solution by Theorem C.1. As in Case 1 we consider N = 1000 realizations of the DGP and estimate A and C by VTE. Figure 5 .2 contains density and Q-Q plots of the estimates of A 11 and C 11 in the process (5.1),(5.2),(5.4). The estimates of A 11 do not seem to be normally distributed. The density is skewed compared to normal distribution, which can also be deduced by the S-shape of the points in the Q-Q plot. The estimates of C 11 do seem to …t a normal distribution, except for a few outliers (see Q-Q plot). In the following we explain why this can happen. Recall that vec( b
Limit Theorem, which can be veri…ed by observing that vec( b V T ) is given by (B.33), and that p
If E kX t k 4 < 1 the …rst term of the right hand side of (5.5) converges to a Gaussian variable, and determines the distribution of Next we turn to the case where E kX t k 2 < 1, but E kX t k 4 is not …nite.
Case 3:
The DGP has E kX t k 2 < 1, but E kX t k 4 is not …nite
Finally, we consider the DGP (5.1)-(5.2) and choose A such that E kX t k 2 < 1, but E kX t k 4 is not …nite. We set A = (A ij ) i;j=1;2 = 0:95 0 0 0:8 , (5.6) and we have that (A A) = 0:95 2 = 0:9025. This implies that E kX t k 4 is not …nite, however (A A) < 1 ; so we have that the DGP is geometrically ergodic with E kX t k 2 < 1 by Theorem C.1. As in Case 1 and 2 we consider N = 1000 realizations of the DGP and estimate A and C by VTE. Figure 5 .3 contains density and Q-Q plots of the estimates of A 11 and C 11 in the process (5.1),(5.2),(5.6). None of the estimates seem to be normally distributed. In light of Case 2 this might be explained by the fact that p T vec b V T is not asymptotically normal as E kX t k 4 is not …nite. Brie ‡y, the simulation study suggests that asymptotic normality of the VTE applies when X t has …nite sixth-order moments, which is in line with the theory derived in Section 4. Case 2 showed that when relaxing the moment restrictions, b
A V T is no longer asymptotically normally distributed. This indicates that E kX t k 6 < 1 is a necessary moment restriction for doing standard large-sample inference in the BEKK-ARCH(1) model when estimated by VTE. Case 2 also showed that b C V T is asymptotically normal even if E kX t k 6 is not …nite (but E kX t k 4 < 1) , which might be explained by the fact that asymptotic normality of b V T only requires that E kX t k 4 < 1. Case 3 showed that when E kX t k 2 < 1 but E kX t k 4 is not …nite, neither b
A V T nor b C V T are asymptotically normal.
Extensions and concluding remarks
We derive the asymptotic properties of the variance-targeting estimator (VTE) for the multivariate BEKK-GARCH model. Variance-targeting estimation relies on reparametrizing the BEKK model in (2.1)-(2.2) such that the variance of the observed process appears explicitly in the model equation. This yields a reparametrized (variance-targeting) model given by (2.6)-(2.7). The parameters of the model are estimated in two steps yielding the VTE: The variance of the observed process is estimated by method of moments, and conditional on this, the rest of the parameters are estimated by QMLE. We establish that the VTE is consistent when the observed process has …nite second-order moments, and is asymptotically Gaussian when the process has …nite sixth-order moments. Our simulations indicate that these moment restrictions cannot be relaxed.
An obvious way to extend our results is to consider the general BEKK(p; q; k) model and the multivariate Rotated GARCH (RARCH) model recently proposed in Noureldin, Shephard, and Sheppard (2012) . The model and the proposed two-step estimation procedure has some similarities to VTE, and it may be possible to exploit some of our theoretical results when investigating the asymptotic properties of the two-step estimator for the RARCH.
A Proofs of Theorems
In the asymptotic analysis we assume that the observed process fX t g t=0;:::;T is strictly stationary and ergodic, see Assumption 4.1. Throughout the text we use the probability measure where W t = vech (H t ) 0 ; X 0 t 0 in (2.8) is strictly stationary and ergodic with appropriate moments …nite. We de…ne for t 1
where H 0 ( ; ) is strictly stationary. For the recursions de…ning H t ( ; ) in (A.1) it is useful to introduce also H t;h ( ; ) given by
where H 0;h ( ; ) = h is …xed and positive de…nite. We observe that as both recursions in (A.1) and (A.2) are de…ned for the same strictly stationary fX t g t=0;::
and H t ( ; ) given by (A.1). To distinguish between H t ( ; ) and H t;h ( ; ) we introduce correspondingly
with H t;h ( ; ) given by (A.2).
A.1 Proof of Theorem 4.1
In order to make the proof readable, most of its steps rely on lemmas stated and proved in Section B.1 below. Observe initially that by the ergodic theorem, as T ! 1 b V T a:s:
It now remains to verify that b V T is consistent. The proof follows the technique from the proof of Theorem 2.1 in Newey and McFadden (1994) . We have that for any " > 0 almost surely for large enough T
Hence for any " > 0, E
By standard arguments as in Newey and McFadden (1994) , it follows that as T ! 1, b V T a:s: ! 0 . We now turn to the proof of asymptotic normality of the VTE.
A.2 Proof of Theorem 4.2
Again, in order to make the proof readable, most of the steps rely on lemmas stated in Section B.2. By Assumption 4.5, (3.4), and the mean-value theorem
and on the line between 0 and b V T ; see also the proof of Lemma 1 in Jensen and Rahbek (2004) . Let
By Lemma B.6, Lemma B.7, and Theorem 4.1, J T ( ) is invertible with probability approaching one, so by Lemma B.11
By Lemma B.6 and Theorem 4.1
The asymptotic normality of the VTE now follows from Lemma B.10 and Slutzky's theorem.
A.3 Proof of Proposition 4.1
and
Since is symmetric
which follows by Result 7 in Section 10.5.1 of Lütkepohl (1996) . Likewise,
i now follows by the delta method.
B Lemmas
The following section contains the lemmas that were used for establishing consistency and asymptotic normality of the VTE in Section 4. Before we turn to the lemmas we introduce some de…nitions and useful matrix analysis results for the proofs, see also Lütkepohl (1996) . If the matrix A is positive de…nite we write A > 0, and if A is positive semi-de…nite we write A 0. For the matrices A, B, C, and D, suppose ABCD is de…ned and square. Then
The spectral norm of the matrix A is de…ned as kAk spec = p (A 0 A). For the matrices A and B, if AB is well-de…ned, jtr (AB)j kAk kBk ; (B.1) kABk kAk spec kBk , kABk kAk kBk spec , and kA + Bk spec kAk spec + kBk spec : (B.2) If A is n n, then kAk spec kAk p n kAk spec :
For an n n matrix A > 0 with eigenvalues 1 (A) ; :::; n (A), it holds that
where the inequality follows from the fact that det (A) (A) n . For two square matrices A and B it holds that Lütkepohl (1996) . Moreover,
i B 1 , i = 1; :::; n:
For an n n matrix A and an n n matrix B 0, it holds that
by Result 11 in Section 4.2.6 of Lütkepohl (1996) . For two positive semi-de…nite n n matrices A and B, it holds that
by Result 12 in Section 4.2.6 of Lütkepohl (1996) .
For some matrix A we introduce the notation A 2 := (A A). Proof. We have that
B.1 Lemmas for the proof of consistency
and we want to show that each of the averages in (B.11) converges to zero almost surely. By de…nition of H t ( ; ) in (2.7), A A 0 B B 0 > 0 on and AX t 1 X 0 t 1 A 0 + BH t 1 B 0 0 for all t and for all 2 , so applying (B.8) and (B.9) yields
In particular, H t ( ; ), and similarly for H t;h ( ; ), is invertible for all t and all 2 .
where the second inequality follows by (B.7). As the eigenvalues of H t ( ; ) are continuous in and , and is compact,
and, likewise, sup 2 H 1 t;h ( ; ) K. By (A.8) we have that for T su¢ ciently large almost surely
As (A 2 +B 2 ) < 1 on it follows from Proposition 4.5 of Boussama, Fuchs, and Stelzer (2011) 
where the …rst inequality follows from (B.5), the second from (B.2) and (B.3), and the third follows from the fact that log (x) x 1 for x 1. Likewise,
where the inequalities follow by (B.1) and (B.13) respectively. By (B.16) we conclude that
By Markov's inequality and E kX t k 2 < 1, it follows that for any " > 0
By the Borel-Cantelli lemma t kX t k 2 a:s: ! 0 as t ! 1. It now follows by Cesàro's mean theorem that 1 T P T t=1 t kX t k 2 a:s: ! 0., and we conclude that (B.10) holds. Proof. We note that
By Theorem 9.2 of Jacod and Protter (2003) we conclude that E sup 2 kH t ( ; )k K:
where the …rst inequality follows from (B.4), the second from (B.1), the fourth from (B.18) and (B.12), and the last inequality follows by the fact that E kX t k 2 < 1. where L T ( ) is the log-likelihood and l t ( ) is the log-likelihood contribution (at time t) stated in (A.4) and (A.5), respectively.
Proof. The result follows by Lemma B.2 and the Uniform Law of Large Numbers for stationary ergodic processes, see Theorem A.2.2 of White (1994) .
Lemma B.4 Under Assumptions 4.1-4.3,
Proof. E jl t ( 0 ; 0 )j < 1 follows from Lemma B.2. Following the steps from Section 3 in Comte and Lieberman (2003) , suppose 6 = 0 and let fe it : i = 1; ::; dg be the (positive) eigenvalues of H t ( 0 ; 0 ) H 1 t ( 0 ; ) for a …xed t: Note that
By the law of iterated expectations and since Z t is independent of F t 1 = (X t 1 ; X t 2;::: ),
Hence
as log x
x 1 for all x 0. Since log x = x 1 if and only if x = 1, the inequality is strict unless e it = 1 for all _ i almost surely. e it = 1 for all _ i almost surely is equivalent to H t ( 0 ; ) = H t ( 0 ; 0 ) almost surely, but this cannot be the case in light of Assumption 4.3. Hence the inequality must be strict, and we conclude that if 6 = 0 then
B.2 Lemmas for the proof of asymptotic normality
In the following we will make use of matrix di¤erentials and apply the following notation: Let f t be a function of the non-stochastic matrices A and B. Then d ff t (A 0 ; B 0 ) ; dAg denotes the …rst-order di¤erential of f t in the direction dA and evaluated at (A 0 ; B 0 ).
Let i , i = 1; :::; 3d 2 , denote the i th element of . Let H 0t := H t ( 0 ; 0 ).
< 1 for all i; j = 1; :::; 3d 2 :
Proof. Notice that 
By similar arguments we conclude that E h sup 2 @ 2 lt( ; ) @ i @ j i < 1 for all i = 1; :::; 3d 2 and, j = 1; :::; 3d 2 :
Lemma B.6 Under Assumptions 4.1-4.5 sup 2
! 0 for all i; j = 1; :::; 3d 2 :
Proof. Notice that @ 2 lt( ; ) @ i @ j is a function of (X t ; X t 1;::: ) and and thereby strictly stationary and ergodic. Hence the result follows by Lemma B.5 and the Uniform Law of Large Numbers for stationary ergodic processes, see Theorem A.2.2 of White (1994) .
Lemma B.7 Under Assumptions 4.1-4.5 J 0 stated in (A.10) is non-singular.
Proof. We prove this lemma arguing in line with the proof of Theorem 3.2 in Francq and Zakoïan (2010) , see also p.77-78 in Comte and Lieberman (2003) . By de…nition
with @ 2 lt( ; ) @ i @ j given by (B.19) . Hence, with F t 1 := (X t 1 ; X t 2;::: )
noting that @H 0t @ i is symmetric. We now de…ne the d 2 2d 2 matrices Since c 6 = 0; we have found another representation of vec(H 0t ), which contradicts Assumption 4.3 that ensures that vec(H 0t ) has a unique representation. Hence J 0 must be non-singular.
Lemma B.8 Under Assumptions 4.1-4.5, as T ! 1;
Proof. The …rst-order di¤erential of the log-likelihood contribution at time t with respect to A and evaluated in ( 0 ; 0 ) is given by
Likewise,
Notice that
The …rst-order di¤erential of H t ( ; ) with respect to A is
We note that vec (dA) X t 1 X 0
We conclude that
Identifying the Jacobian from the …rst-order di¤erential, see e.g. Magnus and Neudecker (2007, p. 199) , we …nd that the score of the log-likelihood function with respect to vec(A) and evaluated at = 0 is given by
and collecting terms vec 
For any " > 0; by Markov's inequality,
(B.33) We conclude that (B.26) holds.
Lemma B.9 Under Assumptions 4.1-4.5
where Y t ( 0 ; 0 )is given by (B.27).
Proof. By de…nition
We note that E kA t k KE H for i = 1; :::; 2d 2 ; and sup 2 @ 2 L T ( ; ) @ i @ j @ 2 L T;h ( ; ) @ i @ j a:s:
! 0 (B.38) for i; j = 1; :::; 3d 2 .'
Proof. We have that
If i = 1; :::; d 2 (corresponding to the elements of A) using (B.14) repeatedly vec @H t;h ( 0 ; 0 ) @ i @H t ( 0 ; 0 ) @ i = @ @ i n B 2 0 t vec [H 00;h H 00 ] o K t vec @H 0 ( 0 ; 0 ) @ i K t ; since kvec [H 00;h H 00 ]k and vec h @H 0 ( 0 ; 0 ) @ i i can be treated as constants, as they do not depend on t. Hence C Drift criteria for the BEKK-ARCH(1) model
In order to …nd conditions for which the BEKK-ARCH(1) model with Gaussian noise is geometrically ergodic with high-order moments we will make use of the following lemmas.
Lemma C.1 (Bec and Rahbek, 2004 , Proof of Theorem 1) Let (X t ) t=0;1;::: be a time-homogeneous Markov chain on the state space R d endowed with the Borel -algebra, B d . Assume that for all sets A 2 B d and for some integer m 1, that the m-step transition density with respect to the Lebesgue measure f ( j ) as de…ned by
where the fourth equality follows by Lemma C.2. Ignoring terms of lower order than kxk 6 , the right-hand side equals 15 (x 0 A 0 Ax) 3 : Let L R d denote the space of linear mappings from R We notice that k (X) = A k XA k0 and x = C 0 + (xx 0 ).
Recursions give that E (v (X t+k ) jX t = x) ; apart from the lower-order terms, equals
In light of (C.1), by choosing k large enough, we have that the drift condition is satis…ed, if 15 1=3 < 1;which means that ( ) = (A A) < 1=15 1=3 0:4055: Result (iv) follows by similar arguments.
Remark C.1 Theorem C.1 can be adjusted in order to establish conditions on (A A) for bounding other higher-order moments of X t . If one seeks to verify that X t is geometrically ergodic and E kX t k n < 1, n = 2k, k 2 N, one can de…ne the drift function v (x) = 1 + (x 0 x) n=2 and use general results for n th -order moments of quadratic forms, see e.g. Corollary 2 of Bao and Ullah (2010) .
