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Nonequilibrium topological matter has been a fruitful topic of both theoretical and experimental
interest. A great variety of exotic topological phases unavailable in static systems may emerge un-
der nonequilibrium situations, often challenging our physical intuitions. How to locate the borders
between different nonequilibrium topological phases is an important issue to facilitate topological
characterization and further understand phase transition behaviors. In this work, we develop an un-
supervised machine-learning protocol to distinguish between different Floquet (periodically driven)
topological phases, by incorporating the system’s dynamics within one driving period, adiabatic
deformation in the time dimension, plus the system’s symmetry all into our machine learning algo-
rithm. Results from two rich case studies indicate that machine learning is able to reliably reveal
intricate topological phase boundaries and can hence be a powerful tool to discover novel topological
matter afforded by the time dimension.
INTRODUCTION
Topological matter is undoubtedly one crucial concept
in condensed-matter physics [1, 2] with vast potential.
How to generate, distinguish, and characterize different
topological phases has led to a number of fascinating re-
search topics. Considerable theoretical [3–13] and ex-
perimental [14–18] efforts have been devoted to studies
of topological phases induced by periodic driving [19],
termed as “Floquet topological phases” (FTPs). FTPs
have fascinating and in many cases exotic features in-
accessible from static systems [10, 20–25]. One seminal
example is the anomalous Floquet topological insulator
with zero Chern number [10] but possessing topologi-
cal singularity in the time domain. Another example
is second-order Floquet topological insulator with zero
polarization and vanishing quadrupole moment [24, 25].
In such novel phases, the time dimension plays an indis-
pensable and subtle role. The time dimension inherent
to FTPs also makes it challenging to systematically dis-
tinguish between different FTPs on a general ground.
In view of the demonstrated capacity of machine learn-
ing (ML) [26–30], it is a natural attempt to apply ML to
distinguish between different topological phases, using ei-
ther supervised [31–35] or unsupervised learning [36–38].
In particular, because supervised ML requires a great
deal of classified data and hence prior knowledge of the
concerned system, unsupervised learning is more appeal-
ing when attempting to locate topological phase bound-
aries. Previous studies along this avenue have delivered
stimulating results on equilibrium systems [39–42]. One
recent study [43] even pushed the unsupervised ML ap-
proach to static but non-Hermitian topological matter.
However, to date it remains elusive to apply ML to in-
vestigate FTPs systematically, with one apparent hurdle
being how to correctly incorporate the time dimension
into an effective ML algorithm.
In this work, we demonstrate promising feasibility and
effectiveness of ML in locating the phase boundaries be-
tween different FTPs. The three key elements in our
contribution are (i) to account for system’s microscopic
motion of the system in the so-called similarity optimiza-
tion and then the resultant diffusion map [44, 45] of an
unsupervised ML algorithm, (ii) to consider adiabatic de-
formation along the time dimension when necessary, and
(iii) to specifically exploit various symmetries (if they
exist) to simplify the problem. The first two elements
reflect how the time dimension can be universally in-
cluded in order to identify the FTP boundaries, whereas
the third element enhances the notion that symmetry is
important in examining different classes of topological
phases.
We shall present specific results using two models as
case studies, with the second model hosting a great
number of different FTPs including Floquet higher-order
phases. Results represent a highly encouraging advance
in ML applications: unsupervised ML can satisfactorily
reveal the subtlety of the time dimension and hence reli-
ably locate intricate topological phase boundaries with-
out calculating any topological invariants. This work
should be of general interest to the identification and
characterization of novel FTPs by first predicting rich
phase diagrams of nonequilibrium topological matter via
ML.
ML ALGORITHM
Consider a periodically driven system whose Hamilto-
nian satisfies H(k , t) = H(k , t + T ) with the time vari-
able t, the period T , driving frequency ω = 2π/T , and
the Bloch wavevector k . The time evolution operator of
the system for the period from tb to ta can be written as










where τ represents the time ordering. Throughout we set




























notation U(k , t) = U(k ; ta = t, tb = 0). It is also useful













ln−ε[An(k)] |ψn(k)〉 〈ψn(k)| , (2)
where An(k) and |ψn(k)〉 are respectively the nth
eigenvalue and eigenvector of the one period time
evolution operator U(k , T ). That is, U(k , T ) =∑N
n=1An(k) |ψn(k)〉 〈ψn((k)|). Note also that An(k) = 1
or An(k) = −1 represents special real eigenvalues on
the unit circle, corresponding to Floquet eigenphase 0
or π. The quasi-energy gaps around An(k) = 1 and
An(k) = −1 will be called 0 gap or π gap below. It is
also important to note that the subscript −ε here speci-
fies the defined branch cut of a logarithm so as to identify
which quasi-energy gap we will work with. More specifi-
cally,
ln−ε exp(iφ) = iφ, −ε− 2π < φ < −ε. (3)
To proceed we further define the following periodic time
evolution operator:





which clearly satisfies Uε(k , t) = Uε(k , t+ T ).
Suppose now we have a collection of N different sys-
tems due to different choices of the system parame-
ters, leading to N different time evolution operators
{Ul(d), l = 1, ..., N}, where d stands for (k , t). From
each member of this collection, we define {Uε,l(d), l =
1, ..., N} as the corresponding unitary periodic in time





Hε,l(k) being the Floquet effective Hamiltonian associ-
ated with Ul(d). The key question is then the following:
Can we design a ML approach to the identification of
such N samples into different clusters and thus capture
their main differences in terms of their topological fea-
tures. This is by construction a very general question to
tackle with, considering that Floquet systems in different
parameter regimes may host a great number of topolog-
ical phases, with differing orders, topological invariants
or possible anomalies.
To consider unsupervised ML, the first step is to quan-
tify the similarity between two different samples. Many
quantities may serve this purpose so long as it can
roughly depict the strength of connection between dif-
ferent samples. The second necessary step is to intro-
duce the so-called diffusion map [44, 45] to investigate
the similarity distribution before one can classify these
samples into different clusters. In essence this is a pro-
cess to extract the correct clustering information hidden
in the similarity distribution. As seen below, our key
contribution is to implement these two steps for FTPs so
as to investigate if ML can classify FTPs into different
clusters.
Optimization of similarity
In the first step, we introduce the following quantity to
quantify the similarity between sample l and l′ (Nd is the
number of d points in the k−t space) when discretizing








Tr[U+ε,l(d)Uε,l′(d) + h.c], (5)
where −1 ≤ Sl,l′ ≤ 1, Sl,l′ = Sl′,l, Nb is the number of
the bands of the system. By construction Sl,l′ = 1 if
and only if Uε,l(d) and Uε,l′(d) are identical. It must be
highlighted tha the t-dimension and the k-dimension are
treated above in an equal fashion, thus covering all pos-
sible features of the periodic unitary evolution operators
within one driving period.
Whether or not two unitary operators Uε,l(d) and
Uε,l′(d) are topological equivalent is related, but much
different from the issue of similarity. From the topologi-
cal point of view, if they can be deformed to each other
smoothly and continuously while preserving their shared
symmetries, then they belong to the same topological
phase associated with the specific symmetry class. With
this perspective, it is crucial to adopt adiabatic transfor-
mation to optimize the similarity between two samples
as much as possible, so as to facilitate the identification
of topological phase boundaries. For the time evolution
unitary operators that form a special unitary (SU) group,









Tr[U†ε,l(d)TdUε,l′(d) + h.c], (6)
where the unitary transformations Td =
exp{i
∑
n ϕn(d)Λn} respect the various symmetries
of the system under consideration, Λn is a complete
set of hermitian operators to generate all possible de-
formations, and ϕn(d) represents continuous functions
of d associated with Uε,l(d). That is, when comparing
Uε,l(d) and Uε,l′(d), we deform the latter to TdUε,l′ and
then recompare the deformed unitary with the former.
To optimize the similarity between Uε,l(d) and Uε,l′(d),
a sequence of deformation unitary Td can be introduced.
The complete set of hermitian generators Λn can be
obtained from the dynamical algebra of the periodically
driven system. For two-band systems used for illustration
below, this set is given by Pauli matrices {σx, σy, σz}.
Next one needs to identify the optimal dependence of ϕn
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FIG. 1. Detailed results from our ML algorithm using n = 21 samples for π gap, 0 gap with deformation acting
on “high symmetry” points where t = T
2
, with θ = 0.75π and γ ∈ [−π, π]. (a - c) Similarity distribution, eigenvalues
λ of transition matrices and mapping 1D coordinate x of the π gap. (d - f) Similarity distribution, eigenvalues λ of transition
matrices and mapping 1D coordinate x of 0 gap. Here, η = 0.05, ε = 0.03, f = 0.5, Nk = 20, Si = 0.2,Λϕ = 0.6.








Tr[U†ε,l(d)iΛnUε,l′(d) + h.c], (7)
with the learning rate η ∈ R+. Note that in the treat-
ment here, the time dimension is already specifically
accounted for because the deformation operators intro-
duced above is allowed to carry an explicit time depen-
dence. Physically speaking, this amounts to moving pos-
sible topological singularity along the time dimension in
order to extract the best similarity of two Floquet sys-
tems. As another important note, this gradient ascent
approach alone cannot guarantee that the deformation
on the time evolution operators never changes the topol-
ogy of the system. To address this potential issue arising
from introducing too aggressive deformation, we intro-




Tr[U†ε,l(d j)Uε,l′(d j+1) + h.c], (8)
where d j are the grid points in the discretized (k−t)
space in our actual calculation, with −1 ≤ Sm ≤ 1. As a
practical procedure or rule of thumb we demand that the
overall smoothness function before and after the defor-
mation should not drop below a threshold Λs. That is,
Si−Sd > Λs, with Si being the initial overall smoothness
and Sd the final smoothness after the deformation. Dur-
ing the deformation process, we halt and set Sl.l′ = −1
once the overall smoothness drops beyond Λs. Further-
more, to ensure that we do not miss some intermedi-
ate states U iε,l′(d) whose overall smoothness might be
already below the threshold, we require that the defor-
mation in each step is sufficiently small. This motivated
us to require that the maximum gradient of ϕn(d) is
smaller than a cutoff value denoted as Λϕ. In practice,
both cutoff values of Λs and Λϕ can be set to be rather
small when the sampling points in d are dense enough. In
our explicit calculations the values of the cutoff parame-
ters would be regarded as appropriate once the similarity
distribution starts to display clear boundaries [e.g., in the
case of of Fig. 1(a) and (d) to be discussed below, this
refers to some rectangle structures appearing in a 2D pa-
rameter space].
Given that topological classification itself for equilib-
rium systems is symmetry based, it can be expected
that one must specifically take into account symmetry
in the actual ML algorithm. To that end, we denote
the symmetry representation of g ∈ ξ in space-time d
and in the Nb-dimensional vector space respectively as
Rd(g) and Ru(g). In terms of the above-introduced
deformation operators, the invariance under g implies
ϕn(R−1d (g)d)Ru(g)ΛR†u(g) = ϕn(d)Λn. To guarantee










Fortunately the previous equation for gradient ascent
method is still applicable after this symmetrization. Be-
cause we treat space and time symmetries under the
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equal footing, the possible symmetry in the time dimen-
sion is also built in. Symmetry consideration may also
dramatically speed up or reduce the ML algorithm by
reducing the number of sampling points of d without
costing reliability. In particular, suppose there are “high
symmetry” points where d are invariant upon some sym-
metry transformation. Then, qualitatively the features
of the above-constructed similarity matrix will be dom-
inated by such special points as compared with other
points. This perspective is important to greatly simplify
our ML algorithm. For example, let us assume that the
instant Hamiltonian H(k, t) possesses a chiral symme-
try S, that is S−1H(k , t)S = −H(k ,−t) (which applies
to our first case study below). Then the time evolution
operator of the system may exhibit the following chi-
ral symmetry S−1Uε(k , t
′)S = ±Uε(k , t′) only at special
time points t′ = T2 [13]. In such cases, a significant re-
duction emerges if we focus on the k -space only and fix
the time point at t = T2 .
In the actual execution of the ML algorithm, it is also
beneficial to introduce some global deformations to our
the samples in order to speed up the identification of
similarity [41]. To that end, we sample some random,
d -independent ϕn in their certain ranges and inspect the
resultant similarity with the target. The transformed one
upon the homogeneous unitary transformation that can
yield the largest similarity will be used to overwrite the
sample unitary we start with.
Diffusion map
With the similarity matrix optimized, we are ready to
execute the second step towards locating the FTP bound-
aries. That is, we now adopt the established strategy
based on a diffusion map [44, 45] to amplify the simi-












with β referring to either the 0 or π gap under consider-
ation. The amplification coefficients f and ε are chosen
rather arbitrarily in the calculations. This is analogous
to other applications of unsupervised ML, but keeping
in mind that the similarity matrix itself has already ac-
counted for the time dimension. More importantly, not-
ing that both the 0 and π gap must be considered in
order to have a full picture of the phase boundaries. We















l,l′ will be used below to fully map out the phase dia-
gram in our case studies.





l,l′ ) with l, l
′ ∈ [1, N ], a fictitious Markov process
can be constructed to initiate the diffusion. Such diffu-












l′=1 Pl,l′ = 1. This way, the similar-
ity matrix is translated to the transition probability of a
Markov chain, therefore amplifying the similarity along
the diffusion process. From previous studies it is known
that after 2t times of transition, the defined diffusion dis-








λ2tk [(ψk)l − (ψk)l′ ]2 ≥ 0. (13)
Here Pψk = λkψk, |λk| ≤ 1 with |λk| ≥ |λk+1| and (ψk)l
is the lth element of the eigenvector ψk.
Previous work [45] has affirmed that there should be
M eigenvalues that are equal to or close to unity if M
distinct phases exist. It is also well known that the eigen-
vector ψ1 with the largest eigenvalue is a constant vector
whose components are uniformly 1/
√
N with λ1 = 1. As
such, one may just focus on ψk where |λk| ' 1, k ∈ [2,M ]
after sufficient time of diffusion has elapsed. It is then
intuitive to regard the vector xl = [(ψ2)l, (ψ3)l, ..., (ψM )l]
as the coordinate of sample l in a ((M − 1)-dimensional
Euclidean space. The distance between different sam-
ples then represents the possible difference of topological
origin. Identifying topological phase boundaries is trans-
formed to a clustering problem, which can be solved ef-
ficiently use the k-means algorithm(Details on this algo-
rithm shown in Supplementary Materials).
COMPUTATIONAL EXAMPLES
Floquet SSH model
As a benchmark, we start with a one-dimensional (1D)
bipartite model: Floquet Su-Schrieffer–Heeger (SSH) [11]
model with chiral symmetry belonging to the AIII class.
As shown in Fig. S1(a), the driving consists of two steps
of equal duration T2 where T = 2 is the driving period in
dimensionless units. The driving protocol is expressed as





H1(k), 0 ≤ t < T4
H2(k),
T





4 ≤ t < T,
(14)
with the time-piecewise Bloch Hamiltonians given by
H1(k) = θσx,
H2(k) = γ(cos(k)σx + sin(k)σy), (15)
where θ represents the strength of intra-cell hopping and
γ depicts the strength of inter-cell hopping strength, and
σx,y,z are the usual Pauli matrices. Noting the obvious
chiral symmetry σzHi(k)σz = −Hi(k) of the instanta-
neous Hamiltonian, one identifies the chiral symmetry
σzU(k, t)σz = U(k,−t) at arbitrary time. Due to this
chiral symmetry, there must be two quasi-energy gaps
(0 gap and π gap). To execute the adiabatic deforma-
tion while keeping the chiral symmetry, the periodic uni-
tary Uε(k, t) should obey the corresponding symmetry,




with ε ∈ (0, π).
To execute the similarity optimization step, the above-
described adiabatic deformation step should be in prin-
ciple applied to the whole k − t space, amounting to a
2-dimensional (2D) parameter space. The symmetriza-
tion result is ϕi(k, t)σi → 12 (ϕi(k, t)σi+ϕi(k,−t)σzσiσz)
with i = x, y, z. Results thus obtained with adiabatic de-
formation acting on the whole k − t space are presented
in Supplementary Materials for comparison. Instead we
highlight here the results solely using ”high symmetry”
points. As discussed above, the coordinates d of high
symmetry points do not change under the concerned sym-
metry transformation. Applying this to the Floquet SSH
model here, the special unitaries are Uε(k, T/2), thus re-
ducing the optimization to that on the 1D k space. This
reduction speeds up our algorithm and also increases the
efficiency of adiabatic deformations. Figure 1 depicts the
results based on this reduction approach. As shown in
Fig. 1, two clusters can be clearly identified for both π
gap and 0 gap, by inspecting the similarity distribution.
Processing further, the number (denoted Nc) of eigen-
values λk close to unity indicates the number of phases.
Fig. 1(b) and (e) present eigenvalues of the transition
matrices. Furthermore, low-dimensional mapping space
is easy to be visualized and the results are shown in
Fig. 1c(f) for the two quasi-energy gaps. In both cases,
Nc = 2 and the phase transition points are identified
correctly, at about γ = ±π4 for the π gap and about
γ = ± 3π4 for 0 gap. It is worth mentioning that the two
side regions, namely, |γ| > π4 for π gap and |γ| >
3π
4 for 0
gap, would be incorrectly identified as the same phase if
the adiabatic deformation approach were not used (more
details shown in Supplementary Materials). Compared
with the results of Fig. S3 obtained considering the whole
k− t space, the final classification results here exploiting
“high symmetry point” (k, T/2) for the 0 and π gap in-
deed suffice and are in agreement with the the results
fully sampling the k − t space. There are also some in-
teresting differences. That is, the similarity distribution
associated with the 0 gap has almost no defect by using
the “high symmetry point” (k, T/2); whereas some noise
is present when fully sampling the k−t space. The π gap
case is insensitive to how we perform the sampling. For
these reasons the symmetry-based reduction here actu-
ally led to a more clean detection of topologically equiv-
alent phases, thus suggesting that an adiabatic deforma-
tion on ”high symmetry” points is an excellent approach
in order to capture topologically equivalent phases.
With a significant reduction of computational cost, we
are now ready to use ML to explore the whole param-
eter space γ, θ ∈ [−π, π]. The results shown in Fig. 2
represent the phase boundaries for π gap and 0 gap, in a
two-dimensional parameter space. Considering π and 0
gap holistically via the two-gap diffusion map, we arrive
at the system’s overall topological phases, as shown in
Fig. 1. Eigenvalues of the transition matrix (Fig. 2(c))
indicate four phases co-existing and the k-means method
gives a correct phase diagram (Fig. 2(f)). Indeed, for this
rather standard model for FTP, it is not difficult to rec-
ognize that this phase diagram contains trivial, 0, π and
0π phases, corresponding to no edge modes, only 0 edge
modes, only π edge modes, and coexistence of 0 and π
edge modes. The overall phase diagram obtained from
ML is in remarkable agreement with the true phase plot
shown in Fig. S1.
Floquet 2D bipartite model
Having benchmarked our ML approach using a rela-
tively well understood model in 1D, next we test the ca-
pacity of ML applied to a Floquet two-dimensional (2D)
system [24, 25]. The second adopted model accommo-
dates both first-order and higher-order FTPs, and the
associated FTP boundaries are rather complicated and
not completely understood yet. The driving protocol act-
ing on a two-dimensional bipartite lattice consists of four
steps of equal duration T/4. The respective Hamiltonian
as shown in Fig. S2 is given by:
H(k , t) =

θσx, 0 ≤ t < T4
γ(eikyσ+ + h.c), T4 ≤ t <
T
2
γ(ei(kx+ky)σ+ + h.c), T2 ≤ t <
3T
4
γ(eikxσ+ + h.c), 3T4 ≤ t < T
(16)
where θ, γ represents the strength of hopping between
different sublattices and σ± = (σx ± σy)/2. In our cal-
culations we set T = 4 in dimensionless units. This
model obeys particle-hole symmetry C−1H(k , t)C =
−H∗(−k , t) with C = σz. Due to this feature two quasi-
energy gaps around ε = 0 or ε = π can be also ex-
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FIG. 2. Eigenvalues λ of transition matrices and K-mean clustering for π gap, 0 gap and the whole system
for the Floquet SSH model. Different colors represent different phases. (a - c) The eigenvalue distributions of
transition matrices indicate that there are two phases in the π gap, two phases in the 0 gap and four phases in the whole
system. (d - f) Classification results obtained for n = 17× 14 samples (coloured dots) with θ, γ ∈ [−π, π] for π gap, 0 gap and
the whole system respectively. Different colors represent the associated different phases. Here, η = 0.05, ε = 0.03, f = 0.5, Nt =
20, Nk = 20, Si = 0.6,Λϕ = 0.6.
pected. Besides, inversion symmetry acts on the lattice
as: IH(k , t)I = H(−k , t) with I = σx. These two sym-
metries will have to be fully accounted for in our ML
algorithm. In addition, from previous work [24, 25] it
is known that this model accommodates anomalous Flo-
quet high-order (AFHO) phases in addition to anomalous
chiral edge states. All these present a very high-pressure
test for our advocated ML algorithm.
The symmetrization transformation we carried out
is the following: ϕi(k, t)σi → 14 (ϕi(k, t)σi −
ϕi(−k, t)σzσ∗i σz+ϕi(−k, t)σxσiσx−ϕi(k, t)σyσ∗i σy) with
i = x, y, z. Note that either particle-hole symmetry or
inversion symmetry changes (k , t) to (−k , t). Learning
from our previous example, this time we take four high-
symmetry points khs in the k space, namely, kx = [0, π]
and ky = [0, π], in order to most efficiently carry out our
ML algorithm. The symmetrization then reduces the adi-
abatic deformation operators to T (khs, t) = e
iϕ(khs,t)σx .
We now investigate the system in two quasi-energy
gaps, covering the parameter ranges θ, γ ∈ (0, π), with
the main results presented in Fig. 3. Three eigenvalues
close to unity in Fig. 3(a) indicate three phases exist-
ing in the π gap. Specifically, two phase transition lines,
θ+3γ = π and θ+3γ = 3π are detected in this phase dia-
gram. Similarly, there are four different phases regarding
the 0 quasi-energy gap, as indicated in Fig. 3(b). The fi-
nal phase diagram reveals two phase transition lines for
the 0 gap, θ = γ and θ + 3γ = 2π. Overall, consider-
ing the topology with respect to both quasi-energy gaps,
we obtain Fig. 3(c,f) that gives a total of eight FTPs,
with the obtained phase boundaries in excellent agree-
ment with what was previously found from this very rich
system (see Fig. S2). For example, upon further analysis
under the open boundary condition, the regime marked
by yellow in Fig. 3(f) turns out to be an anomalous Flo-
quet second-order topological insulator phase. The or-
ange and light blue regions correspond to two different
anomalous Floquet topological insulator phases with chi-
ral edge states existing in both gaps. The phase repre-
sented by purple triangles is a trivial phase without any
topological boundary states. The other four regions are
different Chern insulators with chiral edge states in just
one gap which can be described by the Floquet effective
Hamiltonian. The possibility to be able to distinguish be-
tween such FTPs including exotic and anomalous phases
by ML is both stimulating and promising. It should be
highlighted that this intricate phase diagram is obtained
without requiring prior knowledge about bulk topologi-
cal invariants, bulk-edge correspondence, dynamical re-
duction etc.
CONCLUSION
We have proposed an unsupervised ML algorithm to
locate the possibly intricate boundaries between differ-
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FIG. 3. Eigenvalues of transition matrices and k-mean clustering for π gap, 0 gap and the whole system for
Floquet 2D bipartite model. Different colors represent different phases by inspecting their mutual distances
based on the k-means algorithm. (a - c) Eigenvalue distributions of transition matrices indicate that there are three
phases in the π gap, four phases in the 0 gap and eight phases in the whole system. (d - f) Phase boundaries obtained for
n = 20×20 samples (coloured dots) with θ, γ ∈ [−π, π] for π gap, 0 gap and the whole system respectively, with different colors
representing the associated different phases. Here, η = 0.5, ε = 0.03, f = 0.5, Nt = 20, Si = 0.2,Λϕ = 0.6.
ent FTPs, without prior knowledge of how to explicitly
characterize the various topological phases or using any
result under the open boundary condition. Our approach
is strongly supported by two case studies. Central to our
ML algorithm, we have incorporated the concept of adi-
abatic deformation along the time dimension and thus
naturally and effectively capture possible topological sin-
gularities in the time domain that cannot removed unless
a topological transition occurs. Though not necessary in
principle, we have also cleverly used the high-symmetry
points to reduce the computation of the similarity ma-
trix. This strengthens the known importance of symme-
try analysis in topological classification, but now purely
from a computational point of view. What is particu-
larly intriguing is that our ML algorithm can even locate
the boundary between first-order FTPs and second-order
FTPs.
Our success here represents another fascinating appli-
cation of ML. On the one hand, artificial intelligence is
able to guide us to design optimized driving protocols
to achieve desired topological features such as very large
topological invariants [46]; on the other hand we now fur-
ther show that ML can be used to map out highly non-
trivial phase diagrams before detailed topological char-
acterization can be done. We hence conclude that our
ML algorithm incorporating the time dimension can be a
powerful tool towards the discovery of more exotic FTPs,
synthesized by engineered control fields. For example, it
can be highly useful in treating non-Hermitian Floquet
topological phases, which are subtle due to the interplay
of non-Hermitian effects and the effective long-range hop-
ping due to periodic driving [47, 48].
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In the context of unsupervised learning, clustering is a general task for processing unknown data. It is used to classify
samples in the data set into several disjoint sets which are called as clusters. If all samples have been mapped into
an Euclidean space, then the measure is just the Euclidean distance. In our case, the k-means algorithm introduced
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below is chosen to preform this clustering task.
As the result of the diffusion map, we get a sample set D = {x 1,x 2, ...,xN} and the eigenvalues of the transition
matrices indicate k disjoint clusters C = {C1, C2, ..., Ck}(in our case, k = M). Taking into account that the distance












x∈Ci x is the mean vector of cluster Ci.
In principle, finding the optimal solution requires to check all possible cluster classifications. It is not an easy task.
The k-means algorithm makes use of iterative optimization with greedy policy to approach the idea solution. The
details of algorithm flow are shown in the following table 1. The first line initializes mean vectors, lines four to eight
and lines nine to sixteen are iterative updates of cluster classification and mean vectors respectively, then return the
current classification at line eighteen if it is unchanged after an iteration. This way we can obtain the right result
with a high probability. In our case studies, these clusters represent different topological phases. This means that
samples belonging to the same cluster have the same topological phase. We then assign different colors to different
clusters, from which we can obtain clear phase diagrams.
Algorithm 1 k-means.
Input: Sample set D = {x 1, x 2, ..., xN}
Output: Clusters C = {C1, C2, ..., Ck}
1: Select k samples randomly as the initial mean vectors{µ1,µ2, ...,µk} from D
2: repeat
3: Set Ci = ∅(1 ≤ i ≤ k)
4: for j = 1, 2, ..., N do
5: Calculate the distances between sample x j and each mean vector µi(1 ≤ i ≤ k): dji = |x j − µi|2;
6: Identify the cluster mark mj of sample x j according to the shortest distance: mj = argmini∈{1,2,...,k}dji;




9: for i = 1, 2, ..., k do





11: if µ′i = µi then




14: Leave the current mean vector µi unchanged
15: end if
16: end for
17: until All current mean vectors are unchanged
18: return Final C = {C1, C2, ..., Ck}
Models and exact phase diagrams in 1D and 2D Floquet bipartite models
The driving protocol and the associated phase diagram of the first Floquet 1D SSH system we studied in the main
text are shown in Fig. S1. The phase diagram consists of four phases, trivial phase, 0 phase, π phase and 0π phase,
possessing no edge states, one type of edge states with zero eigenphase, one type of edge states with π eigenphase,
and two different types of edge states coexisting, with 0 and π eigenphases.
The driving protocol and the phase diagram of the second Floquet 2D bipartite model are depicted in Fig. S2.
The complicated phase diagram can be obtained from considerations of multiple topological invariants along with
dynamical reduction, states under open boundary condition, and some symmetry analysis when necessary. Based on
detailed physical analysis under both periodic and open boundary conditions, abundant FTPs were previously found:
one normal insulator (NI) phase without topological boundary states; four different Chern insulators (CI) with chiral
edge states occurring in one gap; two anomalous Floquet topological insulator (AFI) where both gaps host chiral edge
states and one anomalous Floquet high-order topological insulator (AFHOTI) phase with corner states existing in
both gaps.
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FIG. S1. Periodic modulation protocol and phase diagram of the Floquet SSH model (a) Driving protocol in a 1D
bipartite chain. In each time step, there is either inter-cell hopping with hopping strength γ or intra-cell hopping with hopping
strength θ. (b) Phase diagram (obtained by counting certain winding numbers as in previous work) depicts four phases: trivial
phase, and phases with one pair of 0 edge modes, one pair of π edge modes and with coexistence of 0 and π edge mode, with
γ, θ ∈ [−π, π]. The green(red) lines represent the phase transition at π(0) gap. As shown in the main text, our ML algorithm
can easily reproduce this phase diagram.
The result of Floquet SSH model with adiabatic deformation acting on the whole k-t space
In the main text, it is highlighted that the use of “high symmetry” points plays a significant role in reducing
computational cost without losing accuracy. Let us now confirm this by presenting analogous results with adiabatic
deformation acting on the whole k − t space. In Fig.S3, we illustrate the associated similarity distribution with fixed
θ = 3π4 . Compared to the similarity distribution of just considering ”high symmetry” points in Fig. 1, it is not
surprising that the distributions Fig. S3a,b are not perfect as viewed from the results based on the ”high symmetry”
result (Fig. 1). This is also expected due to a significant increase in computational complexity. However, as shown
in Fig. S3(b) and (c), this “rough” similarity matrix is also good enough for diffusion map to identify two phases.
The final mappings (Fig. S3c,d) in the 1D γ-space classify these samples into two phases correctly. The results here
hence verify that our reduction of computation by just considering the ”high symmetry” point is valid. We can also
conclude that similarity detection may become more accurate as a result of the decrease in computational complexity
by considering ”high symmetry” points.
An intuitive explanation of the similarity
Here we use the Floquet 2D bipartite system to shed more light on our measure of similarity between two unitary
operators.
The Brillouin zone (k , t) is a I3 space and the time evolution operators constitute SU(2) group. There is a mapping
that maps a SU(2) element to a point on a sphere with a π radius, with the center corresponding to identity E and
the surface is −E. A time evolution operator can be written as: U = eiα~n·~σ where ~n is the direction vector and α is
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FIG. S2. Periodic modulation protocol and phase diagram of Floquet 2D bipartite model (a) Driving protocol
for sites in 2D bipartite lattice. There are four steps consisting of inter-cell coupling γ or intra-cell coupling θ in each step.
(b) The phase diagram of this model, containing eight phases with γ, θ ∈ [−π, π]. The green (red) lines represent the phase
transition lines for the π(0) gap.








Tr[(cosα1 − i sinα1~n1 · ~σ)(cosα2 − i sinα2~n2 · ~σ) + h.c]
= cosα1 cosα2 + sinα1 sinα2~n1 · ~n2. (S.2)
with −1 ≤ s1,2 ≤ 1 and s1,2 = 1 if and only if U1 = U2. This formula takes into account the direction and length by
dot product and trigonometric function.
Then, our similarity formula can quantify the geometrical differences between the mappings of different systems
properly.
Gradient of adiabatic deformation under the symmetrization
Here, we will prove explicitly that the Eq. (7) does not change under the symmetrization (Eq. (9)).















u(g)Uε,l′(d) + h.c]. (S.3)
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FIG. S3. The results of n = 21 samples for π gap, 0 gap with deformation acting on whole k − t space when
θ = 0.75π and γ ∈ [−π, π]. (a - c) Similarity distribution, eigenvalues λ of transition matrices and mapping 1D coordinate x
for the π gap (d - f)Similarity distribution, eigenvalues λ of transition matrices and mapping 1D coordinate x for the 0 gap.
Here, η = 0.01, ε = 0.03, f = 0.5, Nt = 10, Nk = 20, Si = 0.2,Λϕ = 0.6.
Here, we set d0 as a point in d space and d
′ are points which satisfy R−1d (g)d
















































Tr[U†ε,l(d0)iΛnUε,l′(d0) + h.c], (S.4)




R†u(g)Uε(d)Ru(g) = Uε(R−1d (g)d). (S.5)
The details of initial similarity distribution without adiabatic deformation
In the process of constructing similarity matrices, the most time-consuming step is the adiabatic deformation step.
It is natural to see what happens with the similarity distribution without adiabatic deformation.
It is enough to identify phase transition boundaries if we do not care about if two nonadjacent regions belong to the
same phase. The phase boundaries can then be detected more easily from the similarity distribution without adiabatic
deformation. Here, we offer an intuitive explanation. The geometries of samples in the same region can be twisted
slightly into each other, so the similarities for this region are large. For two samples from adjacent regions, the change
of their geometries are drastic and the similarity are very small since they have different topological properties. For
two samples belonging to the same topological phase but from two nonadjacent regions, their geometries are similar
but still need a rotation to change into each other, so their similarity can be very small. Overall, at a phase transition
point, an apparent similarity contraction will appear.
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To explain this fact, let us use the Floquet SSH model with θ = 0.75π and γ ∈ [−π, π] as the example. The relative
similarities for π gap and 0 gap without adiabatic deformation is shown in Fig. S4.
FIG. S4. The results of unprocessed similarities for π gap, 0 gap with θ = 0.75π and γ ∈ [−π, π]. Black circles mark
the contractions of similarity, which signals that the phase transition occurs (a) Results for the π gap. Two circles at γ = ±π
4
indicate that there are phase transition at these two values. (b)Results for the π gap. Two circles at γ = ± 3π
4
indicate that
there are phase transition at these two values. Here, η = 0.01, ε = 0.03, f = 0.5, Nt = 10, Nk = 20.




4 ] and [
π







[ 3π4 , π]), are almost one and form three red approximate squares. The similarities connecting two side regions( |γ| >
π
4
for π gap and |γ| > 3π4 for 0 gap) with the same topological phase are almost -1, which means that they are not identified
to be the same phase in this process(this is why adiabatic deformation are necessary for exploring topological phase
completely). These distinct similarity contractions (marked with black circles) indicate the separation of different
phases. These signals mark out the phase transitions at γ = ±π4 in π gap and γ = ±
3π
4 in 0 gap.
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