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Abstract 
The goal of an information retrieval system is to provide the information that is relevant to the user’s query. In some cases the 
information relevant to the user request may not exist in the user’s native language. Situations may also arise where the user is 
able to read documents in languages different from the native one, but might have difficulty in formulating queries in them. The 
main intention behind Multilingual Information Retrieval is to find the relevant information available irrespective of the language 
used in the query. 
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1. Introduction 
1.1. Information Retrieval 
The task of information retrieval is concerned with the representation, storage, organization of and access to 
information items [9]. The information need is usually expressed in natural language and is not always 
wellstructured, and often semantically ambiguous. 
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1.2. Web Information Retrieval 
Web information retrieval may be defined as the application of information retrieval theories and methodologies 
to the World Wide Web. Web information retrieval task faces several challenges when compared to the classic 
information retrieval due to the following reasons [15]: 
x The difference in size between the document collection used for classic information retrieval and the web makes 
the task of web information retrieval a tedious one. 
x The structure of the web is another important factor. On the web, the links between the documents exhibit unique 
patterns. 
x The web exhibits a dynamic behavior. 
x The information on the web is heterogeneous in nature, where multiple types of document formats coexist. 
x Most of the contents on the web are duplicated. 
x The task of web information retrieval needs to deal with several types of users starting from professionals to 
naive users. 
2. Search Engine Implementation: State of the Art 
Search engines are programs that search documents for specified keywords and return a list of the documents 
where the keywords were found. Web search engines work by sending out a crawler to fetch as many documents as 
possible. Another program, called an indexer, then reads these documents and creates an index based on the words 
contained in each document. Each search engine uses a proprietary algorithm to create its indices such that, ideally, 
only meaningful results are returned for each query. As many website owners rely on search engines to send traffic 
to their website and entire industry has grown around the idea of optimizing web content to improve the placement 
in search engine results. 
 
The search results are generally presented in a line of results often referred to as Search Engine Results Pages 
(SERPs). The information may be a mix of web pages, images, and other types of files. Some search engines also 
mine data available in databases or open directories. Unlike web directories, which are maintained only by human 
editors, search engines also maintain real-time information by running an algorithm on a web crawler. 
3. Survey of Related Works 
No major work has been done yet in Multilingual Information Search in English, Malayalam and Hindi languages 
combinations. Some of the literatures that discuss the task of Multilingual Information Search has been analyzed and 
listed below. Multi lingual information retrieval has received more research attention and is increasingly being used 
to retrieve information on the Internet. The use of a probabilistic translation model to cross-language IR (CLIR) has 
been described in [14]. It also compares the performance of this approach with that using machine translation (MT). 
Dictionary-based cross-language information retrieval (CLIR) methods have been addressed in [16], and the 
findings and problems are also reported. Three language pairs are being considered for CLIR: Finnish to English, 
English to Finnish and Swedish to English.  
 
An automatic transliteration method for Japanese, English and Korean languages has been proposed in [7]. It also 
discusses the different classifications of CLIR methods and explains the commonly used query translation method. 
The main Information Retrieval concepts and theories are introduced in [15] along with the specific case of Web 
Information Retrieval. A hybrid approach to retrieve English documents relevant to Persian queries is being 
proposed in [17]. The classical and web information retrieval, including web search and the related areas of text 
classification and text clustering has been described in [9]. The task of retrieval of relevant documents from an 
English corpus in response to a query expressed in different Indian languages including Hindi, Tamil, Telugu, 
Bengali and Marathi has been addressed in [8]. A word alignment table that was learnt by a Statistical Machine 
Translation (SMT) system trained on aligned parallel sentences is used to map a query in the source language into 
an equivalent query in the language of the target document collection. A system Wiki Translate, which performs 
1242   P.V. Vidya et al. /  Procedia Technology  24 ( 2016 )  1240 – 1247 
query translation for CLIR using only Wikipedia to obtain translations, is presented in [12]. Queries are mapped to 
Wikipedia concepts and the corresponding translations of these concepts in the target language are used to create the 
final query. Some researches focusing on topics in CLIR has been discussed in [10] [11]. The papers discuss new 
models and paradigms in the wide area of information retrieval and review the current approaches to CLIR task. The 
motivations behind CLIR researches have been listed in [13]. It explains the different solutions to query translation, 
the most commonly used approach to CLIR and its various challenges. 
 
A method for information retrieval for a query expressed in a native language is presented in [18]. Focus is given 
on query translation, disambiguation of multiple translation candidates and query expansion with various 
combinations, in order to improve the effectiveness of retrieval. Extracting, selecting and adding terms that 
emphasize query concepts are performed using expansion techniques, such as pseudo-relevance feedback, domain-
based feedback and thesaurus-based expansion. Some of the most important areas of information retrieval, CLIR 
and Multilingual Information Retrieval (MLIR) are being explained in [22]. Systems and methods for searching 
across multi-lingual information have been disclosed in [5]. 
 
A description on cross-lingual and multi-lingual IR, challenges and methods, techniques and evaluation tracks to 
overcome problems for efficient and resourceful searching has been explained in [23]. The various developments in 
Cross Language IR and machine transliteration system in India are addressed in [21]. A novel approach for 
producing a unique combination recipe for each query is introduced in [24], as it has also been shown that the 
optimal combination weights differ substantially across queries and other task specifics. A brief history of the 
research and development of information retrieval systems starting with the creation of searching devices, through to 
the early adoption of computers to search for items that are relevant to a users query has been explained in [19]. A 
fully implemented system which supports cross-lingual search of World Wide Web has been presented in [20]. The 
quality of the search results of Google is being improved by providing the multilingual documents in response to a 
user query written in single language. The different CLIR techniques are compared in [2].  
4. Multilingual Information Retrieval 
4.1. Concepts 
 
Multilingual Lingual Information Retrieval is the task of finding relevant information in which the user request 
and the document collection against which the request is to be matched are in different human languages. It enables 




The translation module in CLIR uses one of the following approaches [10]: 
 
1. Query translation 
 
In this approach, the query representation is mapped in to the document representation. The user request is 
translated in to another language and the information responsive to the translated query is being searched for in a set 
of documents written in that language. The result is then returned to the user. This method is flexible in nature and 
has more interaction with the user. The problem with this approach is that since query lacks context information, the 
translation ambiguity is amplified. The query translation approach can be based on the following methods: 
 
x Dictionary-based query translation - In this method, the query is processed linguistically and the keywords are 
translated using machine readable dictionaries. 
x Query translation using corpora - In this method, the user request can be translated using either parallel corpora or 
comparable corpora. 
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x Query translation using machine translation - In this method, sufficient quality translations are produced using 
machine translation systems. 
 
2. Document translation 
 
In this approach, the document representation is mapped in to the query representation. Since there is more 
context information available, the problem of ambiguity is solved. But this approach requires more translation work 
as the documents must be translated to multiple languages. It also requires more storage as all the translated 
documents should be stored. Document translation is performed using machine translation systems. 
 
3. Inter-lingua translation 
 
In this approach, both the documents and user request is mapped in to a third language. This approach is useful if 
there is no resource for direct translation. The performance of this approach is lower when compared to the direct 
translation methods. 
 
4.3. Challenges in CLIR 
 
The major challenges to CLIR systems include [10]: 
 
x Translation disambiguation - The problem of translation ambiguity is amplified due to the lack of contextual 
information. This occurs mainly due to the presence of homonymy and polysemy. 
x Word inflection used in the query - This problem can be solved using stemming or lemmatization. 
x Out-of-vocabulary problem - This problem occurs in dictionary-based translation, when the query contains 
words/phrases that do not appear in the dictionary. 
x Translating phrases/idioms - This can be a tedious task for CLIR systems as their actual meaning is totally 
different from their literal meaning. 
x Named entities - The presence of entity names, temporal expressions, number expressions etc. can cause 
difficulty to CLIR systems as there can only be very few entries for them in bilingual dictionaries. 
5.  Experimental Setup 
The system performs five major tasks, namely query preprocessing, searching, processing webpage contents, 
retrieval and ranking. 
5.1. Query Preprocessing 
The user enters the request through the GUI provided. The query is tokenized initially and the following subtasks 
are performed: 
 
1.  Query Language Detection: The language in which the user places the request is identified using the Google 
Translate API. At present, the system is designed to cater three languages - English, Hindi and Malayalam. Upon 
identifying the language, the functions corresponding to each language is activated. 
 
2. Stopword Elimination: Once the language in which the user makes the request is identified, the query is passed on 
to corresponding functions. First task is to eliminate the stop words, which does not contribute much to the 
relevance and is typically ignored. This step helps to save system resources by eliminating from further processing, 
as well as potential matching, those terms that have little value in finding useful documents in response to a 
customer’s query. To delete stop words, an algorithm is used that compares index term candidates in the documents 
against a stop word list and eliminates certain terms from inclusion in the index for searching. In the case of English, 
a list of stop words from NLTK is taken as reference and the in-built function from NLTK is used for the removal of 
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stop words. For Hindi, a manually created list of stop words is used as reference and the words from this list are 
eliminated if it appears in the query. 
 
3. Stemming/Lemmatization: The query words are then subjected to stemming or lemmatization, which is the 
process of removing word suffixes, perhaps recursively in layer after layer of processing. The process has two goals. 
In terms of efficiency, stemming reduces the number of unique words in the index, which in turn reduces the storage 
space required for the index and speeds up the search process. In terms of effectiveness, stemming improves recall 
by reducing all forms of the word to a base or stemmed formFor English, Wordnet Lemmatizer from NLTK package 
is used for lemmatization. For Malayalam and Hindi, stemming algorithm is created using Python programming 
language, that works based on suffix stripping method is used [2]. 
5.2. Searching 
After preprocessing, the query words are passed on to the Searching module. In this module, the information 
requested by the user is being searched for in the Internet. A list of URLs is obtained as a result. 
5.3. Processing Webpage Contents 
Each of these URLs is opened to obtain the contents. The contents of each URL are preprocessed by removing the 
HTML tags, tokenizing, eliminating the stop words and performing stemming/lemmatization. After preprocessing, 
the set of words thus obtained for all the URLs in the list is considered as the vocabulary. For each word in the 
vocabulary, the identifiers corresponding to the URLs in which it appears is also noted. An index table is created 
using inverted index method that stores the words in the vocabulary along with the list of URL identifiers 
corresponding to each word. 
5.4. Retrieval and Ranking 
After indexing, the index table corresponding to each language is opened to search for the query words. If found, 
the list of URL identifiers that is indicated by the query word is extracted. The URLs corresponding to these 
identifiers is opened and the frequency of the query words in each of these URLs is found out. This is done 
separately for each language. After obtaining the list of URLs and the frequencies of key words in each URL for all 
the languages, these URLs are arranged according to the decreasing order of frequency irrespective of the language. 
This result is then presented to the user. 
5.5. Algorithm 
Input: User’s information need 




2. Accept the query from the user 
3. Preprocess the query 
4. Translate the query 
5. Search for the actual request as well as the translated request parallely 
6. Obtain the resultant URLs 
7. Obtain the contents of each URL and create the vocabulary 
8. Index the contents using inverted index separately for each language 
9. Search for the query in the index and obtain the corresponding URL list 
10. Calculate the frequency of the query word in each URL 
11. Arrange the URLs in the decreasing order of frequency irrespective of the language 
1245 P.V. Vidya et al. /  Procedia Technology  24 ( 2016 )  1240 – 1247 
12. Stop 
6. Evaluation and Results 
6.1. Results 
The result obtained upon entering the query word Lakshadweep is shown in the Figure 1. The query can be in 
English, Hindi or Malayalam. The title of the web page, the corresponding URL and a brief description of the 






The system was tested using a set of queries in different languages. A total of 30 queries were submitted to the 
system for evaluating the performance of the system. Figure 2 shows the tabulated result. Relevance of the resultant 
documents was determined based on human judgment. 
 
 
Fig. 2. Evaluation 
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From the results, the average precision is calculated to be 0.5397379041. 
6.3. Observations 
The following points were observed on evaluating the performance of the system: 
 
x Results show that the recall gradually improved with the addition of more relevant terms from the topic fields. 
x It is clear from the precision values that the proposed system shows a better performance if the queries are 
entered in the specific language. 
x It uses keyword based searching mechanism for information retrieval. 
x The accuracy of the system depends greatly on the translation accuracy of Google Translate API. 
x The choice of language is also determined by Google Translate API. 
x Multilingual nature of the search results can be established by retrieving the documents corresponding to 
translated version of the query posed originally. 
 
Even though the system gives a low precision value, it is a first attempt of its kind that uses Malayalam. No 
system has been designed to include Malayalam language for multilingual search so far. The accuracy of the system 
can be increased by increasing the translation accuracy of the translate module. Also the suffix stripping algorithm 
used here to create a stemmer for Malayalam is a new technique for stemming words. 
7. Conclusion and Future Works 
7.1. Conclusion 
Multilingual information retrieval provides a new paradigm for searching across a variety of languages. It plays a 
very vital role in a country like India having a wide variety of regional languages. This research outlines an 
approach for cross lingual information retrieval among the languages English, Hindi and Malayalam. It also 
emphasizes pre- and post-processing strategies for the queries entered in a source language as well as for the 
documents obtained from the web. This project will be beneficial to people as it provides the search result in their 
native languages. It can be used for multilingual population regions so that the people having different native 
languages retrieve documents in their native languages. The benefit of this system is that it can improve the quality 
of the results obtained from Google search, i.e., the results can be refined. This system allows the search engine to 
provide search result more relevant and closer to the user query. Refinement of search result of the Google using 
CLIR will make the Google search intelligent. 
 
Even though this project works well for retrieving documents in multiple languages, it faces a few challenges. As 
this project uses Google Translate API for language translation, it only support the languages provided by the 
Google API. If a new language is to be added, that is not supported by Google then it is not possible. Another 
challenge is that this system supports only three language combination to pass as a query to the Google Search 
Engine. 
7.2. Future Works 
This system currently supports the information retrieval related to three languages namely English, Hindi and 
Malayalam. In future this can be extended to multiple languages so as to retrieve the documents of multiple 
languages as a search result of a query in a particular language. Future work also includes building an efficient 
transliteration system based on statistical and linguistic rules. Incorporating dictionaries and improving the quality 
of search so as to allow the retrieval of documents having semantic equivalent of the query in other languages are 
also the improvements that can be considered. 
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