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Abstract
Ordinal regression is aimed at predicting an ordinal class label. In this paper, we consider its semi-
supervised formulation, in which we have unlabeled data along with ordinal-labeled data to train an
ordinal regressor. There are several metrics to evaluate the performance of ordinal regression, such
as the mean absolute error, mean zero-one error, and mean squared error. However, the existing
studies do not take the evaluation metric into account, has a restriction on the model choice, and has
no theoretical guarantee. To overcome these problems, we propose a novel generic framework for
semi-supervised ordinal regression based on the empirical risk minimization (ERM) principle that is
applicable to optimizing all of the metrics mentioned above. Also, our framework has flexible choices
of models, surrogate losses, and optimization algorithms. Moreover, our framework does not require
a geometric assumption on unlabeled data such as the cluster assumption or manifold assumption. We
provide an estimation error bound to show that our risk estimator is consistent. Finally, we conduct
experiments to show the usefulness of our framework.
1 Introduction
The goal of ordinal regression is to learn an ordinal regressor to predict a label from a discrete and ordered
label set [Chu and Keerthi, 2005, Chu and Ghahramani, 2005, Gutierrez et al., 2016, Pedregosa et al.,
2017]. For example, consider the problem of predicting the diabetes stage of a patient. The progress of
diabetes consists of five stages ranging frommild to severe conditions [Weir and Bonner-Weir, 2004]. The
stage number is discrete, and the possible stages are total-ordered. Ordinal regression has been employed
in a variety of fields such as medical research [Bender and Grouven, 1997, 1998], credit rating [Kim
and Ahn, 2012, Dikkers and Rothkrantz, 2005], and social sciences [Fullerton and Xu, 2012]. In the
real-world, the labeling process can be costly and time-consuming. Hence, it is desirable to make use
of unlabeled data to improve the prediction accuracy. Although semi-supervised ordinal regression has
great benefits to practical applications, it has not been extensively explored yet [Liu et al., 2011, Seah
et al., 2012, Srijith et al., 2013].
The main challenge of semi-supervised learning is how to incorporate unlabeled data to improve the
classification performance [Chapelle et al., 2006]. To make use of unlabeled data, many assumptions
for unlabeled data have been proposed, which often be violated in real-world problems. One example
is the manifold assumption [Belkin et al., 2006], in which input data is assumed to be distributed in a
lower-dimensional manifold. Liu et al. [2011] proposed a semi-supervised ordinal regression method
based on such an assumption. Another assumption is the cluster assumption [Seeger, 2000], in which
examples belonging to the same cluster in the input space should have the same label. Seah et al. [2012]
proposed a transductive ordinal regression method based on the cluster assumption. However, such a
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cluster assumption may no be satisfied in practice, and also we cannot apply their method for induction.
Another semi-supervised ordinal regression method is based on Gaussian processes [Srijith et al., 2013],
which relies on the low-density separation assumption [Chapelle et al., 2006]. However, the low-density
separation assumption may rarely be satisfied in reality, and Gaussian processes have high computation
costs and also restrictions on the choice of models. It is known that the performance of semi-supervised
learning methods based on such a geometric assumption is significantly degraded if assumptions on unla-
beled data are violated [Li and Zhou, 2015, Sakai et al., 2017]. Moreover, all the existing semi-supervised
ordinal regression methods mentioned above do not have a theoretical guarantee, do not take the target
evaluation metric into account, have limitations for choosing models, and rely on a geometric assumption.
Our goal is to establish a novel generic framework that allows flexible choices of models, evaluation
metrics, and optimization algorithms and does not require any geometric assumption on unlabeled data.
From the recent theoretical advances of ordinal regression by Pedregosa et al. [2017] and semi-supervised
binary classification based on positive-unlabeled classification by Sakai et al. [2017], we propose an
empirical risk minimization (ERM) based framework that achieves this ambitious goal. To theoretically
justify our framework, we show that our proposed unbiased risk estimator is consistent by establishing an
estimation error bound. Also, we conduct the analysis of variance reduction to illustrate that unlabeled
data can help improve the performance. Finally, we demonstrate the usefulness of our framework by
conducting experiments for the three evaluation metrics using benchmark datasets.
2 Preliminaries
In this section, we formulate the standard supervised ordinal regression problem.
2.1 Supervised Ordinal Regression
We formulate the risk used in supervised ordinal regression. Let X ⊂ Rd be a d-dimensional input space
and Y = {1, . . . ,K} be an ordered label space, where K is the number of classes. We assume that
labeled data (x, y) ∈ X× Y is drawn from the joint probability distribution P with density p. In ordinal
regression, a function g : X→ Y, which is called a prediction function, is used to predict a label y from
input x as follows [Pedregosa et al., 2017]:
g(x; f,θ) := 1 +
K−1∑
i=1
I {f(x) > θi} , (1)
where θ = [θ1, . . . , θK−1]> ∈ RK−1 (θ1 ≤ θ2 ≤ · · · ≤ θK−1), f : X → R, and I {·} is the indicator
function, which takes 1 if the inner condition holds and otherwise takes 0. Note that f is a function
parameterized by some parameters that can be unrelated to θ. Note that f and θ are parameters of g. The
goal of ordinal regression is to obtain a prediction function that minimizes the task risk defined as
R(g) := E
X,Y
[L(g(X), Y )] , (2)
where EX,Y [·] denotes the expectation over the joint distribution P, and L : R × Y → R≥0 is called a
task loss function, e.g., the absolute loss |y − g(x)|, zero-one loss I {f(x) ≤ θy−1} + I {f(x) > θy},
and squared loss (y − g(x))2. The task loss function L(z, y) measures the performance of a prediction
function based on a distance between the output of the prediction function z ∈ Y and the true class label
y ∈ Y.
In this section, we focus on the absolute loss for brevity. Note that all the discussions in this paper
can be easily extended to other task losses since we do not use a specific property of the absolute loss.
The task risk (2) with the absolute loss can be expressed as
R(g) = E
X,Y
[|Y − g(X)|] . (3)
2
Table 1: Notations of losses that are used in this paper.
Task loss L(g(x), y) Task surrogate loss ψ(α, y)
Task risk R(g) Task surrogate risk Rψ(g)
0-1 loss I {m < 0} Binary surrogate loss `(z)
With the property of the prediction function, the following proposition holds for the absolute loss.
Proposition 1 (Pedregosa et al. [2017]). The absolute loss can be equivalently expressed as
|y − g(x; f,θ)| =
y−1∑
i=1
I {αi(x) ≥ 0}+
K−1∑
i=y
I {αi(x) < 0} , (4)
where αi(x) := θi − f(x) (i = 1, . . . ,K − 1).
This proposition implies that the absolute loss in the ordinal regression is a non-continuous function, due
to the discrete nature of the prediction function [Feldman et al., 2012, Ben-David et al., 2003]. Below,
we discuss a way to relax this problem.
2.2 Surrogate Loss for Ordinal Regression
We discuss one of the task surrogate losses to the absolute loss called all threshold(AT) [Pedregosa
et al., 2017]. Table 1 shows the notations used throughout this paper. The AT loss can be obtained by
substituting the 0-1 loss I {m < 0} in Eq. (4) with a binary surrogate loss ` : R → R≥0. The main
motivation to use a surrogate loss instead of the 0-1 loss is to make optimization easier. The binary
surrogate loss should be an optimization-friendly function and also satisfy the minimum requirement for
the AT loss to be Fisher-consistent, as described in Pedregosa et al. [2017]. For example, the well-known
squared loss and logistic loss are valid to apply to the AT loss in ordinal regression. Specifically, the task
surrogate loss based on Eq. (4) can be expressed as
ψAT(α, y) :=
y−1∑
i=1
`(−αi) +
K−1∑
i=y
`(αi). (5)
Note that, in general, the task surrogate risk is directly obtained as follows:
Rψ(g) := E
X,Y
[ψ(α(X), Y )] . (6)
The notation of Eq. (6) can be confusing since g does not appear in the RHS. However, g contains f and
θ as parameters, and α is defined by f and θ. Thus, we adopt this notation to use in this paper. We
want to emphasize that the AT loss is known to have good empirical performance compared with other
surrogate losses in most cases [Rennie, 2005]. Therefore, we focus on the AT loss as a task surrogate loss
in this paper. However, all the discussions can be easily extended to other task surrogate losses. Please
refer to the existing paper [Pedregosa et al., 2017] for the formulation of other well-used task surrogate
losses such as immediate threshold (IT) loss and least squares (LS) loss. In supervised ordinal regression,
we are given labeled data drawn independently following the joint probability distribution P. Then, the
absolute risk (3) can be minimized by the ERM framework. Note that regularization schemes can also be
applied.
In the real world, collecting labeled training data can be costly. Thus, it is preferable to incorporate
unlabeled data to train an ordinal regressor [Chapelle et al., 2006]. We can see that the direct empirical
estimate of the risk term in Eq. (3) cannot utilize unlabeled data. In this paper, we mitigate this problem
by extending the ERM framework to semi-supervised ordinal regression.
3
3 Proposed Framework
In this section, we introduce our new framework for semi-supervised ordinal regression. We first derive
a risk estimator based on proposed ERM framework. Then, we theoretically investigate the behavior of
our risk estimator. Here, we are given the following data:
XL := {(xLj , yj)}nLj=1 i.i.d.∼ P(X,Y ), XU := {xUj }nUj=1 i.i.d.∼ P(X) =
K∑
y=1
piyP(X|Y = y), (7)
where nL and nU denote the number of labeled data and unlabeled data, respectively. Let ny denote
the number of labeled data in class y, i.e., nL =
∑K
y=1 ny and piy := P(Y = y) denote the class-prior
probability of the class y such that
∑K
y=1 piy = 1. In practice, if the given labeled data are drawn as (7),
we can estimate the class-prior for each class by piy = ny/nL for y ∈ Y.
As discussed in Section 2.2, it is not straightforward to incorporate unlabeled data into the task sur-
rogate risk (6). To handle this problem, we propose to find an equivalent expression of the task surrogate
risk (6) so that we can obtain an unbiased risk estimator that uses both unlabeled and labeled data. Our
following lemma states that we can rewrite the task surrogate risk to contain the expectations overK − 1
classes of labeled data and the expectation over the marginal distribution P(X).
Lemma 2. For any k ∈ {1, . . . ,K}, the task surrogate risk Eq. (6) can be equivalently expressed as
R
\k
ψ,LU(g) =
∑
y∈Y\k
piy E
X|Y=y
[ψ(α(X), y)] + E
U
[ψ(α(X), k)]−
∑
y∈Y\k
piy E
X|Y=y
[ψ(α(X), k)] , (8)
where EU[·] denotes the expectation over unlabeled data, Y\k := Y\{k}, and LU stands for "Labeled-
unlabeled".
The proof of Lemma 2 is given in Appendix A. With the risk obtained from Lemma 2, we can derive
the following unbiased risk estimator for the task surrogate risk (6):
R̂
\k
ψ,LU(g) :=
∑
y∈Y\k
piy
ny
ny∑
j=1
ψ(α(xyj ), y) +
1
nU
nU∑
j=1
ψ(α(xUj ), k)−
∑
y∈Y\k
piy
ny
ny∑
j=1
ψ(α(xyj ), k) (9)
=: R̂
(1)
L (g) + R̂U(g)− R̂(2)L (g). (10)
We can interpret the risk estimator in Eq. (10) as follows. The first term on the RHS of Eq. (10) indicates
that labeled data that are not from class k should be predicted correctly. The second term indicates that
unlabeled data should be predicted as k. The purpose of the third term is to cancel the bias from the second
term by subtracting the risk of all labeled data that are not from class k but predicted as class k. Lemma 2
is inspired by the technique used in weakly-supervised learning, such as binary classification from positive
and unlabeled data and semi-supervised binary classification, which are shown to be effective [du Plessis
et al., 2015, Sakai et al., 2017].
Although we can obtain a risk estimator that can utilize unlabeled data, we still cannot make full
use of all given data since our risk estimator in Eq. (10) ignores labeled data from class k. To mitigate
this problem, inspired by the work on semi-supervised learning for binary classification [Sakai et al.,
2017], we propose to combine the risk estimator of supervised ordinal regression with our risk estimator
in Eq. (10) by the convex combination as follows.
Theorem 3. For any k ∈ Y, the task surrogate risk (6) can be equivalently expressed with
R
\k
ψ,SEMI-γ(g) := γR
\k
ψ,LU(g) + (1− γ)Rψ(g), (11)
where Y\k := Y\{k} and γ ∈ [0, 1].
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It is worth noting that our risk (11) is equivalent to the ordinary surrogate risk in Eq. (6). Therefore,
the theory of the Fisher-consistency of surrogate losses and excess risk bounds in the ordinary ordinal
regression [Pedregosa et al., 2017] are directly applicable to our framework, which will be discussed in
the next section.
Roles of Unlabeled Data: The proposed risk does not use geometric information of unlabeled data;
thus, it is applicable even when a specific geometric assumption does not hold. An important question
to be answered is, "how does unlabeled data help us obtain a good ordinal regressor?" In the training
phase, by introducing unlabeled data, we can expect that the variance of the empirical risk is decreased,
resulting in more accurate risk estimation. Also, in the validation phase, the variance of the validation
risk estimator is reduced, helping us to select good hyper-parameters.
The removed class k can be determined arbitrarily as shown in Lemma 2, and the performance can
be depending on the choice of k. We will investigate strategies to select the class k in Section 5.1 based
on the theory discussed in the next Section.
4 Theoretical Analysis
In this section, we establish the estimation error bound to elucidate that our risk estimator R̂\kψ,LU(g) is
consistent to the task risk (2). Also, we provide a theoretical analysis, which shows the variance of the
empirical semi-supervised risk can be smaller than that of the empirical supervised risk. First, we give
the following proposition.
Proposition 4 (Consistency). Every minimizer g of R\kψ,SEMI-γ(g) reaches Bayes optimal risk R∗ :=
infg R(g) if we use all threshold, immediate threshold, or least squares as the task surrogate loss ψ.
The proof of Proposition 4 is given in Appendix B. Although we avoid going into the details but
Proposition 4 also holds for the cumulative link or least absolute deviation loss [Pedregosa et al., 2017].
With Proposition 4, we can clarify that the following estimation error bound is applicable to many sur-
rogate losses. Next, let G ⊂ RX be a function class of a specified model. Then, we will consider a
distribution-dependent model complexity measure, called the expected Rademacher complexity [Bartlett
and Mendelson, 2002].
Definition 5 (Expected Rademacher complexity). Let n be a positive integer, Z1, . . . , Zn be i.i.d. random
variables drawn from a probability distribution with density p, G = {g : Z→ R} be a class of measurable
functions, and σ = (σ1, . . . , σn) be random variables, which take +1 and −1 with equal probabilities.
Then the expected Rademacher complexity of G is defined as
R(G;n, p) := E
Z1,...,Zn
E
σ
[
sup
g∈G
1
n
n∑
i=1
σig(Zi)
]
.
Intuitively, the Rademacher complexity quantifies how much our model class G can correlate to the
random noise. Thus, a large Rademacher complexity indicates that a model is highly flexible to fit the
noise. This complexity term is an important tool to derive our estimation error bound (more details about
the measures of the complexity of a hypothesis class can be found in Bartlett and Mendelson [2002],
Shalev-Shwartz and Ben-David [2014],Mohri et al. [2018]). In this section, we assume for any probability
density p, our model class G satisfies
R(G;n, p) ≤ CG√
n
, (12)
for some constant CG > 0. This assumption is reasonable since many model classes such as the linear-
in-parameter model class G = {f(x) = w>φ(x), θ ∈ RK−1 | ‖w‖ ≤ Cw, ‖φ‖∞ ≤ Cφ, θ1 ≤
5
· · · ≤ θK−1} (Cw and Cφ are positive constants) satisfies this assumption [Niu et al., 2016, Bao et al.,
2018, Mohri et al., 2018]. Subsequently, let g∗ := arg ming∈GR
\k
ψ,LU(g)(= Rψ(g)) be the true risk min-
imizer, and ĝ\k := arg ming∈G R̂
\k
ψ,LU(g)(6= R̂ψ(g)) be the empirical risk minimizer. The next theorem
establishes an estimation error bound.
Theorem 6 (Estimation error bound). Assume that the task surrogate loss function ψ is ρ-Lipschitz with
respect to the first argument (0 < ρ <∞) and that there exists a constantCψ > 0 such thatψ(y,α) ≤ Cψ
for any y ∈ R, α ∈ RK−1. Then, for any k ∈ Y and δ ∈ (0, 1], with probability at least 1− δ,
Rψ(ĝ
\k)− Rψ(g∗) ≤4ρ
∑
y∈Y\k
R(G;ny) +R(G;nU)

+ 2
√
2Cψ
2 ∑
y∈Y\k
piy√
ny
+
1√
nU
√ln 2K
δ
. (13)
The proof of Theorem 6 is given in Appendix C. Theorem 6 shows that our proposed risk estimator
is consistent, i.e., Rψ(ĝ\k)→ Rψ(g∗) as ny →∞ (y = 1, . . . ,K) and nU →∞. The convergence rate
is Op
(∑
y∈Y\k piy/
√
ny + 1/
√
nU
)
, where Op denotes the order in probability. This order is the optimal
parametric rate for empirical risk minimization without any additional assumption [Mendelson, 2008].
4.1 Variance Reduction
Here, we theoretically analyze variance reduction to emphasize why incorporating unlabeled data to our
risk estimator helps to improve the performance. We show that the variance of the empirical semi-
supervised risk can be smaller than that of the empirical supervised risk.
Theorem 7 (Variance reduction). Fix any g ∈ G. We assume that the following condition holds:
0 < γ <
Var[R̂ψ(g)]− Cov[R̂\kψ,LU(g), R̂ψ(g)]
Var[R̂
\k
ψ,LU(g)] + Var[R̂ψ(g)]− 2 Cov(R̂\kψ,LU(g), R̂ψ(g))
.
Then,
Var[R̂
\k
ψ,SEMI-γ(g)] < Var[R̂ψ(g)].
The proof of Theorem 7 is given in Appendix D. This theorem implies that if we select γ properly,
the variance of the empirical semi-supervised risk is strictly smaller than that of the empirical supervised
risk. Since the empirical semi-supervised risk is unbiased and has a smaller variance than the standard
supervised risk, the former risk estimator is expected to be more accurate and stable, as we will see
experimentally in Section 6.
5 Practical Implementation
With Theorem 3, we can obtain a risk estimator that can fully use both labeled and unlabeled data. It is
straightforward to see that our risk estimator based on Theorem 3 is unbiased. However, to use our risk
estimator effectively, one important question is: how can we decide the class k to calculate R̂\kψ,LU(g)?
We discuss strategies to handle this problem theoretically.
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Table 2: Binary surrogate losses that can be used for binary classification and their satisfiability of the sufficient condition in
Eq. (17).
Loss name `(z) Eq. (17)
Hinge max(0, 1− z) No
Exponential exp(−z) No
Logistic log(1 + e−z) Yes
Double-hinge max(−z,max(0, 12 − 12z)) Yes
Squared (1− z)2 Yes
5.1 Strategies to Remove One Class for R̂\kψ,LU(g)
We discuss some guidelines to select a class to remove for R̂\kψ,LU(g). We provide two strategies.
The first strategy is based on finite sample estimation error. More specifically, when we approximate
the expectation term by a limited number of samples, the variance of the estimator can be large. Then a
naive strategy would be to remove the class that contains the smallest number of labeled data:
k = arg min
y∈Y
ny. (14)
The other strategy is based on the estimation error bound. As discussed in Theorem 6, the convergence
rate of the estimation error is Op(
∑
y∈Y\k piy/
√
ny +1/
√
nU), where Op denotes the order in probability.
This implies the following proposition which provides a strategy to decide the removed class k:
Proposition 8. If labeled data are obtained under the assumption in Eq. (7), k ∈ Y such that
k = arg max
y∈Y
ny (15)
gives the lowest upper bound of the estimation error.
It is interesting to see that the above two strategies give completely opposite solutions. We will ex-
perimentally compare these strategies in Section 6.
5.2 Order Constraints
In ordinal regression problems, the threshold parameters should be ordered, i.e., θ1 ≤ θ2 ≤ · · · ≤
θK−1 [Pedregosa et al., 2017]. Here, we introduce a simple trick to constrain the threshold parameters θ
by adding the following term:
Ω(θ) := µ ·max
{
0,
K−2∑
i=1
− log(θi+1 − θi)
}
, (16)
where µ ≥ 0 is a regularization parameter for the order constraints. We show that this simple trick works
well in the experiments. In fact, even without any regularization term on θ, we empirically observed
that the values of threshold constraints θ are usually ordered. This observation suggests that the order
constraints are not difficult to satisfy for the solution of the optimization problem. This threshold regular-
ization scheme is based on the idea of the log-barrier method [Boyd and Vandenberghe, 2004], in which
we impose a high cost to the objective function when θi+1 − θi (i = 1, . . . ,K − 2) are close to 0.
Here, we investigate the objective function when the linear-in-parameter model f(x) = w>φ(x) is
employed as f , where w ∈ Rb is a parameter and φ : Rd → Rb is a basis function. We assume that the
bias parameter is included inw. Then, our next theorem states a sufficient condition to guarantee that, for
a certain task surrogate loss function, the optimization problem is convex with respect to both the model
and order constrains parameters.
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Figure 1: Examples of the binary surrogate losses satisfying Eq. (17).
Theorem 9. Let C` be a positive constant. If the AT loss ψAT(α, y) is adopted as the task surrogate loss,
and the binary surrogate loss `(z) is convex and satisfies
`(z)− `(−z) = −C`z, (17)
then the objective function Ĵ`(w,θ) := R
\k
ψ,SEMI-γ(g) + Ω(θ) is convex with respect to w and θ.
The proof of Theorem 9 is given in Appendix E. Also, if the least-squares or least absolute deviation
loss is adopted as the task surrogate loss, then Ĵ`(w,θ) is convex with respect to the parameter w and
θ (details of the least absolute deviation and least-squares losses are shown in Appendix E and the work
by Pedregosa et al. [2017]). The condition in Eq. (17) is known as the linear-odd condition [Patrini et al.,
2016]. Examples of binary surrogate losses are shown in Figure 1 and Table 2. In our experiments, we
used the logistic loss as the binary surrogate loss.
5.3 Non-Negative Risk Estimator
We discuss a risk modification technique called a non-negative risk estimator. This technique was orig-
nally proposed by Kiryo et al. [2017] for classification from positive and unlabeled data based on an
unbiased risk estimator. We can see that the sum of the second and third term of our empirical risk
estimator R̂U(g) − R̂(2)L (g) can be negative while the corresponding expected risk RU(g) − R(2)L (g) =
pik EX|Y=k [ψ(α(X), k)] is always non-negative. This observation suggests that it happens that the model
tries to reduce the empirical risk by maximizing R̂(2)L (g). To prevent this problem, following Kiryo et al.
[2017], we modify the empirical risk estimator as follows:
R̂
\k
ψ,LU(g) := R̂
(1)
L (g) + max
{
0, R̂U(g)− R̂(2)L (g)
}
. (18)
The practical implementation to minimize the risk (18) is shown in Kiryo et al. [2017].
6 Experiments
In this section, we numerically investigate that unlabeled data helps reduce the variance of the risk estima-
tor as discussed in Section 4. Also, we experimentally investigate which strategy is better to remove one
class for R̂\kψ,LU(g) as discussed in Section 5.1. Finally, we present the experimental comparison results
of semi-supervised ordinal regression on benchmark datasets.
Common Setup: We used a linear-input model f(x) = w>x and linear-in-parameter model with
Gaussian kernel f(x) =
∑nL
i=1wi exp
(
−‖x− xi‖2 /
(
2σ2
))
. For the Gaussian kernel, the bandwidth
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Table 3: Average and standard error of ratio between variance of empirical semi-supervised risk and supervised risk
Var[R̂
\k
ψ,LU(grand)]/Var[R̂ψ(grand)]. The lower the ratio implies how much unlabeled data can help reducing the variance.
Surr. car era lev swd winequality bank calhousing census
AT 0.108 0.115 0.044 0.041 0.058 0.313 0.122 0.234
IT 0.109 0.116 0.042 0.048 0.058 0.360 0.140 0.196
LS 0.157 0.081 0.070 0.065 0.071 1.303 0.275 0.736
Surr. computer autompg abalone boston machinecpu stocks triazines wisconsin
AT 0.122 0.165 0.100 0.110 0.097 0.099 0.227 0.181
IT 0.124 0.165 0.104 0.126 0.130 0.078 0.284 0.222
LS 0.387 0.223 0.195 0.065 1.021 0.159 0.176 0.198
Table 4: Mean absolute error on benchmark datasets. The models were trained with AT loss. Outperforming methods are
highlighted in boldface using a one-sided t-test with a significance level of 5%. The experiments were conducted 20 times.
Dataset SV-Linear SEMI1-Linear SEMI2-Linear SV-Kernel SEMI1-Kernel SEMI2-Kernel
car 0.529 (0.09) 0.566 (0.06) 0.449 (0.08) 0.401 (0.12) 0.614 (0.14) 0.345 (0.02)
era 0.541 (0.11) 0.464 (0.11) 0.410 (0.12) 0.411 (0.15) 0.320 (0.06) 0.303 (0.04)
lev 0.493 (0.08) 0.309 (0.16) 0.176 (0.10) 0.168 (0.08) 0.192 (0.14) 0.127 (0.02)
swd 0.625 (0.06) 0.670 (0.05) 0.379 (0.09) 0.253 (0.01) 0.509 (0.13) 0.252 (0.01)
winequality 0.424 (0.08) 0.457 (0.11) 0.034 (0.02) 0.020 (0.01) 0.291 (0.19) 0.018 (0.00)
bank 0.651 (0.07) 0.640 (0.06) 0.639 (0.05) 0.438 (0.11) 0.464 (0.10) 0.406 (0.02)
calhousing 0.655 (0.06) 0.619 (0.10) 0.519 (0.08) 0.463 (0.09) 0.466 (0.11) 0.418 (0.04)
census 0.635 (0.09) 0.624 (0.08) 0.515 (0.10) 0.447 (0.11) 0.451 (0.12) 0.405 (0.02)
computer 0.609 (0.16) 0.602 (0.16) 0.499 (0.16) 0.471 (0.18) 0.522 (0.19) 0.412 (0.04)
autompg 0.439 (0.22) 0.467 (0.21) 0.359 (0.17) 0.346 (0.24) 0.267 (0.02) 0.263 (0.03)
abalone 0.612 (0.13) 0.470 (0.15) 0.370 (0.11) 0.347 (0.10) 0.307 (0.00) 0.307 (0.00)
boston 0.536 (0.15) 0.431 (0.16) 0.387 (0.15) 0.450 (0.25) 0.275 (0.16) 0.229 (0.03)
machinecpu 0.494 (0.26) 0.536 (0.29) 0.375 (0.16) 0.431 (0.19) 0.587 (0.19) 0.346 (0.07)
stocks 0.520 (0.12) 0.488 (0.15) 0.329 (0.10) 0.346 (0.10) 0.320 (0.12) 0.274 (0.03)
triazines 0.783 (0.06) 0.774 (0.06) 0.733 (0.09) 0.349 (0.00) 0.635 (0.23) 0.349 (0.00)
wisconsin 0.578 (0.07) 0.557 (0.07) 0.568 (0.08) 0.512 (0.09) 0.454 (0.01) 0.483 (0.06)
Table 5: Mean zero-one error on benchmark datasets. The models were trained with IT loss. Outperforming methods are
highlighted in boldface using a one-sided t-test with a significance level of 5%. The experiments were conducted 20 times.
Dataset SV-Linear SEMI1-Linear SEMI2-Linear SV-Kernel SEMI1-Kernel SEMI2-Kernel
car 0.528 (0.05) 0.510 (0.06) 0.419 (0.07) 0.332 (0.08) 0.370 (0.14) 0.314 (0.02)
era 0.498 (0.09) 0.535 (0.08) 0.408 (0.11) 0.414 (0.11) 0.402 (0.10) 0.307 (0.05)
lev 0.451 (0.09) 0.489 (0.08) 0.183 (0.13) 0.242 (0.18) 0.304 (0.18) 0.126 (0.02)
swd 0.566 (0.04) 0.593 (0.05) 0.334 (0.07) 0.268 (0.06) 0.405 (0.15) 0.253 (0.01)
winequality 0.420 (0.08) 0.526 (0.05) 0.052 (0.05) 0.017 (0.00) 0.315 (0.19) 0.017 (0.00)
bank 0.581 (0.02) 0.580 (0.03) 0.563 (0.04) 0.479 (0.10) 0.465 (0.08) 0.405 (0.01)
calhousing 0.579 (0.04) 0.575 (0.06) 0.526 (0.09) 0.467 (0.10) 0.488 (0.08) 0.413 (0.03)
census 0.572 (0.04) 0.587 (0.02) 0.498 (0.06) 0.442 (0.07) 0.500 (0.09) 0.406 (0.01)
computer 0.562 (0.10) 0.599 (0.09) 0.484 (0.10) 0.478 (0.12) 0.507 (0.13) 0.417 (0.02)
autompg 0.480 (0.22) 0.442 (0.20) 0.316 (0.17) 0.332 (0.15) 0.317 (0.13) 0.279 (0.12)
abalone 0.533 (0.10) 0.552 (0.07) 0.333 (0.09) 0.379 (0.12) 0.356 (0.13) 0.284 (0.02)
boston 0.421 (0.13) 0.497 (0.14) 0.304 (0.12) 0.285 (0.13) 0.302 (0.13) 0.221 (0.03)
machinecpu 0.469 (0.22) 0.430 (0.26) 0.322 (0.13) 0.402 (0.20) 0.473 (0.24) 0.292 (0.05)
stocks 0.541 (0.11) 0.517 (0.11) 0.354 (0.10) 0.379 (0.12) 0.376 (0.13) 0.291 (0.05)
triazines 0.637 (0.08) 0.632 (0.07) 0.600 (0.06) 0.349 (0.00) 0.530 (0.13) 0.349 (0.00)
wisconsin 0.531 (0.07) 0.524 (0.06) 0.526 (0.06) 0.487 (0.06) 0.520 (0.09) 0.489 (0.07)
candidates were {1/8, 1/4, 1/2, 1, 3/2, 2} · median(‖xi − xj‖nLi,j=1) where {xi}nLi=1 = XL . We used
stochastic gradient descent with learning rate 0.01 (full batch size) and early stopping (patience was set
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Table 6: Mean squared error on benchmark datasets. The models were trained with LS loss. Outperforming methods are
highlighted in boldface using a one-sided t-test with a significance level of 5%. The experiments were conducted 20 times.
Dataset SV-Linear SEMI1-Linear SEMI2-Linear SV-Kernel SEMI1-Kernel SEMI2-Kernel
car 0.500 (0.06) 0.556 (0.10) 0.441 (0.06) 0.428 (0.04) 0.570 (0.11) 0.410 (0.00)
era 0.888 (0.19) 0.551 (0.17) 0.500 (0.15) 0.785 (0.17) 0.454 (0.19) 0.332 (0.05)
lev 0.876 (0.14) 0.345 (0.16) 0.176 (0.12) 0.566 (0.33) 0.386 (0.37) 0.131 (0.03)
swd 1.306 (0.14) 1.357 (0.14) 0.589 (0.23) 0.486 (0.28) 1.457 (0.14) 0.254 (0.01)
winequality 0.928 (0.07) 0.739 (0.33) 0.035 (0.04) 0.091 (0.22) 0.975 (0.12) 0.017 (0.00)
bank 1.235 (0.18) 1.086 (0.20) 1.118 (0.19) 1.218 (0.30) 1.127 (0.40) 0.535 (0.21)
calhousing 1.255 (0.15) 1.028 (0.25) 0.782 (0.20) 1.066 (0.21) 0.754 (0.39) 0.503 (0.19)
census 1.175 (0.20) 0.977 (0.24) 0.829 (0.19) 1.079 (0.19) 1.021 (0.43) 0.414 (0.04)
computer 1.145 (0.37) 0.917 (0.36) 0.749 (0.29) 0.827 (0.33) 0.817 (0.44) 0.416 (0.05)
autompg 0.771 (0.24) 0.603 (0.18) 0.440 (0.15) 0.669 (0.26) 0.301 (0.11) 0.319 (0.14)
abalone 1.595 (0.64) 0.660 (0.26) 0.560 (0.19) 1.081 (0.39) 0.838 (0.34) 0.441 (0.13)
boston 0.924 (0.20) 0.657 (0.23) 0.412 (0.15) 0.728 (0.31) 0.475 (0.34) 0.258 (0.16)
machinecpu 0.543 (0.27) 0.413 (0.21) 0.422 (0.16) 0.671 (0.56) 0.657 (0.21) 0.382 (0.04)
stocks 0.986 (0.17) 0.629 (0.22) 0.453 (0.18) 0.831 (0.25) 0.473 (0.34) 0.291 (0.05)
triazines 1.633 (0.08) 1.595 (0.12) 1.443 (0.30) 1.334 (0.46) 1.789 (0.08) 0.350 (0.01)
wisconsin 0.950 (0.15) 0.855 (0.18) 0.846 (0.12) 0.849 (0.12) 0.531 (0.10) 0.524 (0.12)
to 20). For validation of the bandwidths of the Gaussian kernel, we used the hold-out method by splitting
the training data set with the ratio of 2 : 1. For both models, the candidates of the weight decay parameter
were {0.1, 0.01, 0.001}. We fixed the hyper-parameters γ and µ to 0.8 and 10, respectively. Note that we
empirically observed that if µ is large enough, µ is insensitive to the performance. We ran the experiments
20 times to calculate the mean and standard error of the performances. We did experiments on the AT, IT,
and LS losses as the task surrogate loss and the logistic loss as the binary surrogate loss. Also, we used
the non-negative risk estimator described in Section 5.3 to prevent over-fitting. As an evaluation metric,
we adopted themean absolute error,mean zero-one error, andmean squared error. Note that each metric
coincides with the task surrogate risk, which adopts the AT, IT, and LS losses as the task surrogate loss,
respectively. We used Chainer [Tokui et al., 2019] to implement our models.
Benchmark Datasets: The datasets were obtained from the work from Chu and Ghahramani [2005]
and a survey paper on ordinal regression [Gutiérrez et al., 2016]. The class size was fixed to K = 3 by
merging some classes into one class for each dataset. We subsampled labeled data with nL = 30, and the
remaining data were used as unlabeled data or test data.
Baselines: We compared our proposed method (SEMI-Linear, SEMI-Kernel) against supervised or-
dinal regression methods (SV-Linear, SV-Kernel). Note that although there are three existing work on
semi-supervised ordinal regression [Liu et al., 2011, Seah et al., 2012, Srijith et al., 2013], all these
methods are designed for specific settings such as for image classification [Liu et al., 2011], transductive
setting [Seah et al., 2012], and Gaussian process [Srijith et al., 2013]. Thus, we cannot fairly compare
these models with our method. Also, the purpose of this experiment is to validate the theory established
in Seciton 4.
Variance Reduction: Here, we investigate the effect of variance reduction by using unlabeled data
to estimate the validation risk. We adopted the randomly initialized ordinal regressor grand, which is the
linear-in-input model, to compute the variance of the empirical supervised risk Var[R̂ψ(grand)] and the
empirical semi-supervised risk Var[R̂\kψ,LU(grand)]. We selected the removed class k using the strategy
based on the estimation error bound, and we collected the average of the variance. Then, we calculated
the ratio between the variance of the empirical semi-supervised risk and supervised risk
Var[R̂
\k
ψ,LU(grand)]/Var[R̂ψ(grand)].
Table 3 shows the ratio between the variance of the empirical semi-supervised risk and supervised
risk. It can be observed that the ratios were almost always less than 1. This indicates that the variance of
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our empirical semi-supervised risk is smaller than that of the empirical supervised risk, as suggested by
Theorem 7.
Best Strategy: We denote SEMI1 as our proposed semi-supervised method, where the strategy of
removing a class is based on the finite sample approximation (14), while SEMI2 denotes the strategy
based on the estimation error bound (15). We can see that the strategy based on the estimation error
bound (SEMI2) obtained better results compared to the simple strategy (SEMI1).
Experimental Results: Tables 4, 5 and 6 show the performances of the proposed methods against the
supervised methods. We can see that the proposed methods (SEMI-Linear, SEMI-Kernel) perform better
than the standard supervised learning (SV-Linear, SV-Kernel), respectively. Note that our framework
performs well in all task losses, indicating the broad applicability of our proposed framework.
7 Conclusions
We presented a novel framework to incorporate unlabeled data in ordinal regression based on empirical
risk minimization. We proposed an unbiased risk estimator that is applicable to all well-known task
losses, such as the absolute loss, squared loss, and zero-one loss. Also, we elucidated the property of the
proposed unbiased risk estimator through the analysis of the estimation error bound to guarantee that the
proposed risk estimator is consistent. Experimental results showed that our proposed framework could
effectively make use of unlabeled data, resulting in better scores compared to the standard supervised
learning method in three task losses in terms of the mean absolute error, mean zero-one error, and mean
squared error. In the future work, we plan to extend our framework so that it is applicable to large class
settings and analyze the property of the proposed unbiased risk estimator for deep neural networks.
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A Proof of Lemma 2
Proof. We can rewrite the task surrogate risk as follows:
Rψ(g) = E
X,Y
[ψ(α(X), Y )]
=
K∑
y=1
piy E
X|Y=y
[ψ(α(X), y)]
=
∑
y∈Y\k
piy E
X|Y=y
[ψ(α(X), y)] + pik E
X|Y=k
[ψ(α(X), k)] . (A.1)
By expanding the marginal distribution as
E
U
[ψ(α(X), k)] =
K∑
y=1
piy E
X|Y=y
[ψ(α(X), k)] , (A.2)
we can express pik EX|Y=k [ψ(α(X), k)] in terms of the expectation of unlabeled data and the class-
conditional expectations of all classes except class k as follows:
pik E
X|Y=k
[ψ(α(X), k)] = E
U
[ψ(α(X), k)]−
∑
y∈Y\k
piy E
X|Y=y
[ψ(α(X), k)] . (A.3)
By replacing the last term of the RHS of Eq. (A.1) with the RHS of Eq. (A.3), we conclude the proof.
B Proof of Proposition 4
Proof. From Theorem 3, R\kψ,SEMI-γ(g) = Rψ(g) holds. Also it is known that Rψ(g) is Fisher-consistent
to R(g), if we adopt the all threshold, cumulative link, least absolute deviation, immediate threshold,
or least squares as the task surrogate loss ψ [Pedregosa et al., 2017]. By combining all of the results
mentioned above, Proposition 4’s result follows.
C Proof of Theorem 6
Let us begin with the estimation error Rψ(ĝ\k)− Rψ(g∗). For convenience, we define
Rψ,L(g) :=
∑
y∈Y\k
piy E
X|Y=y
(ψ(α(X), y)− ψ(α(X), k)) ,
R̂ψ,L(g) :=
∑
y∈Y\k
piy
ny
ny∑
j=1
(
ψ(α(xyj ), y)− ψ(α(xyj ), k)
)
,
RU(g) := E
U
[ψ(α(X), k)] ,
R̂ψ,U(g) :=
1
nU
nU∑
j=1
ψ(α(xUj ), k),
R
\k
ψ,LU(g) := Rψ,L(g) + Rψ,U(g),
R̂
\k
ψ,LU(g) := R̂ψ,L(g) + R̂ψ,U(g),
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whereR\kψ,LU(g) = Rψ(g) holds. For simplicity, we denote ĝ
\k, R\kψ,LU, and R̂
\k
ψ,LU as ĝ, Rψ,LU, and
R̂ψ,LU, respectively. Then, we have
Rψ(ĝ)− Rψ(g∗) = Rψ,LU(ĝ)− Rψ,LU(g∗) (∵ Theorem 2)
= (Rψ,LU(ĝ)− R̂ψ,LU(ĝ)) + (R̂ψ,LU(ĝ)− R̂ψ,LU(g∗))
+ (R̂ψ,LU(g
∗)− Rψ,LU(g∗))
≤ (Rψ,LU(ĝ)− R̂ψ,LU(ĝ)) + 0 + (R̂ψ,LU(g∗)− Rψ,LU(g∗)) (∵ by the definition of g∗ and ĝ)
≤ 2 sup
g∈G
∣∣∣Rψ,LU(g)− R̂ψ,LU(g)∣∣∣
≤ 2 sup
g∈G
∣∣∣Rψ,L(g)− R̂ψ,L(g)∣∣∣+ 2 sup
g∈G
∣∣∣Rψ,U(g)− R̂ψ,U(g)∣∣∣ (∵ subadditivity of sup).
(C.1)
Each term in the last line is bounded in the following two lemmas with probability at least 1− δ/2.
Lemma 10. Assume the task surrogate loss function ψ is ρ-Lipschitz with respect to the first argument
(0 < ρ < ∞), and there exists a constant Cψ > 0 such that ψ(y,α) ≤ Cψ for any y ∈ R, α ∈ RK−1.
Then, for any δ > 0, with probability at least 1− K−1K δ,
sup
g∈G
∣∣∣Rψ,L(g)− R̂ψ,L(g)∣∣∣ ≤ 2ρ ∑
y∈Y\k
R(G;ny) + 2
√
2(K − 1)Cψ
√
ln
2K
δ
∑
y∈Y\k
piy√
ny
Proof. By using
Rψ,L,y(g) :=
piy
ny
ny∑
j=1
(
ψ(α(xyj ), y)− ψ(α(xyj ), k)
)
,
we have ∣∣∣∣∣supg∈G
(
Rψ,L,y(g)− R̂ψ,L,y(g)
)
− sup
g∈G
(
Rψ,L,y(g)− R̂mψ,L,y(g)
)∣∣∣∣∣
≤ sup
g∈G
∣∣∣R̂mψ,L,y(g)− R̂ψ,L,y(g)∣∣∣
≤ sup
g∈G
∣∣∣∣piyny [(ψ(α(xym), y)− ψ(α(xym), k))− (ψ(α(xym′), y)− ψ(α(xym′), k))]
∣∣∣∣
≤4Cψ piy
ny
,
where R̂mψ,L,y(g) denotes the edited version of R̂ψ,L,y(g) when x
y
m is changed to xym′ . Thus, by McDi-
armid’s inequality,
P
{
sup
g
(Rψ,L,y(g)− R̂ψ,L,y(g))− E
X|Y=y
[
sup
g
(Rψ,L,y(g)− R̂ψ,L,y(g))
]
≥ 
}
≤ exp
(
− 
2ny
8C2ψpi
2
y
)
(C.2)
holds. Thus, with probability at least 1− δ2K , it holds that
sup
g
(Rψ,L,y(g)− R̂ψ,L,y(g)) ≤ E
X|Y=y
[
sup
g
(Rψ,L,y(g)− R̂ψ,L,y(g))
]
+ 2
√
2Cψ
piy√
ny
√
ln
2K
δ
. (C.3)
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The second term of the right-hand side of the above inequality can be bounded by Rademacher com-
plexity as follows:
E
X|Y=y
[
sup
g
(Rψ,L,y(g)− R̂ψ,L,y(g))
]
≤ 2R(ψ ◦ G;ny) ≤ 2ρR(G;ny), (C.4)
where ψ ◦G in the last line means {ψ ◦g | g ∈ G}. The last inequality holds from Talagrand’s contraction
lemma.
Together with Eq. (C.3), de Morgan’s Laws and the union bound,
sup
g
∣∣∣Rψ,L,y(g)− R̂ψ,L,y(g)∣∣∣ ≤ 2ρR(G;ny) + 2√2Cψ piy√
ny
√
ln
2K
δ
. (C.5)
Therefore, Lemma 10 holds as a consequence of
sup
g
∣∣∣∣∣∣
∑
y∈Y\k
(Rψ,L,y(g)− R̂ψ,L,y(g))
∣∣∣∣∣∣ ≤
∑
y∈Y\k
sup
g
∣∣∣Rψ,L,y(g)− R̂ψ,L,y(g)∣∣∣ ,
de Morgan’s Laws, and the union bound.
Lemma 11. Assume the task surrogate loss function ψ is ρ-Lipschitz with respect to the first argument
(0 < ρ < ∞), and there exists a constant Cψ > 0 such that ψ(y,α) ≤ Cψ for any y ∈ R, α ∈ RK−1.
Then, for any δ > 0, with probability at least 1− δ/K,
sup
g∈G
∣∣∣Rψ,U(g)− R̂ψ,U(g)∣∣∣ ≤ 2ρR(G;nU) +√2Cψ√ln 2K
δ
1√
nU
Proof. This lemma can be proven similarly to Lemma 10.
Combining Lemma 10, Lemma 11 and Eq. (C.1), Theorem 6 is proven.
D Proof of Theorem 7
Proof. We take any g ∈ G. Remind that R̂\kψ,SEMI-γ(g) = γR̂\kψ,LU + (1 − γ)R̂ψ holds. The variance of
the empirical semi-supervised risk Var[R̂\kψ,SEMI-γ(g)] can be rewritten as:
Var[R̂
\k
ψ,SEMI-γ(g)] = γ
2 Var[R̂
\k
ψ,LU(g)] + (1− γ)2 Var[R̂ψ(g)] + 2γ(1− γ) Cov(R̂\kψ,LU(g), R̂ψ(g))
Thus, the condition of γ, which satisfies Var[R̂\kψ,SEMI-γ(g)] < Var[R̂ψ(g)] is equivalent to the γ which
satisfies
(Var[R̂
\k
ψ,LU(g)] + Var[R̂ψ(g)]− 2 Cov(R̂\kψ,LU(g), R̂ψ(g)))γ2 − 2(Var[R̂\kψ,LU(g)]− Cov(R̂\kψ,LU(g), R̂ψ(g)))γ < 0.
This implies the condition
0 < γ <
2
(
Var[R̂
\k
ψ,LU(g)]− Cov(R̂\kψ,LU(g)
)
Var[R̂
\k
ψ,LU(g)] + Var[R̂ψ(g)]− 2 Cov(R̂\kψ,LU(g), R̂ψ(g))
is equivalent to Var[R̂\kψ,SEMI-γ(g)] < Var[R̂ψ(g)].
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E Proof of Theorem 9
Proof. If R̂ψ,L(g) is shown to be convex, the objective function Ĵ`(w,θ) is convex with respect tow and
θ since the other terms contains only convex or linear term. Remind that the all threshold (AT) loss is
defined as
ψAT(α, y) :=
y−1∑
i=1
`(−αi) +
K−1∑
i=y
`(αi). (E.1)
If the AT is adopted as the task surrogate risk,
R̂ψ,L(g) :=
∑
y∈Y\k
piy
ny
ny∑
j=1
(
ψ(α(xyj ), y)− ψ(α(xyj ), k)
)
=
∑
y∈Y\k
piy
ny
ny∑
j=1
y−1∑
i=1
`(−αi) +
K−1∑
i=y
`(αi)−
k−1∑
i=1
`(−αi)−
K−1∑
i=k
`(αi)

holds. Here, the term
∑y−1
i=1 `(−αi) +
∑K−1
i=y `(αi)−
∑k−1
i=1 `(−αi)−
∑K−1
i=k `(αi) can be rewritten as,
y−1∑
i=1
`(−αi) +
K−1∑
i=y
`(αi)−
k−1∑
i=1
`(−αi)−
K−1∑
i=k
`(αi)
=

∑k−1
i=y (−`(−αi) + `(αi)) (y < k)
−∑y−1i=k (−`(−αi) + `(αi)) (y > k)
0 (y = k)
=

−C`
∑k−1
i=y αi (y < k)
C`
∑y−1
i=k αi (y > k)
0 (y = k).
Thus, R̂ψ,L(g) is linear and the objective function Ĵ`(w,θ) is convex.
In the same way, the least absolute deviation (LAD) loss is defined as
ψLAD(α, y) :=
∣∣∣∣y + α1 − 32
∣∣∣∣ .
Thus, if the LAD is adopted as the task surrogate risk,
R̂ψ,L(g) :=
∑
y∈Y\k
piy
ny
ny∑
j=1
(
ψ(α(xyj ), y)− ψ(α(xyj ), k)
)
=
∑
y∈Y\k
piy
ny
ny∑
j=1
(∣∣∣∣y + α1 − 32
∣∣∣∣− ∣∣∣∣k + α1 − 32
∣∣∣∣)
holds. This is linear and subsequently the objective function Ĵ`(w,θ) is convex.
Finally, the least-squares (LS) loss is defined as
ψLS(α, y) :=
(
y + α1 − 3
2
)2
.
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Thus, if the LS is adopted as the task surrogate risk,
R̂ψ,L(g) :=
∑
y∈Y\k
piy
ny
ny∑
j=1
(
ψ(α(xyj ), y)− ψ(α(xyj ), k)
)
=
∑
y∈Y\k
piy
ny
ny∑
j=1
{(
y + α1 − 3
2
)2
−
(
k + α1 − 3
2
)2}
=
∑
y∈Y\k
piy
ny
ny∑
j=1
{
y2 + k2 + 2(y + k)
(
α1 − 3
2
)}
holds. This is linear and subsequently the objective function Ĵ`(w,θ) is convex.
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