I. INTRODUCTION
The hydrogen molecule is an important system for testing molecular quantum mechanics. Both the ionization energy ͑E i ͒ and the dissociation energy ͑D 0 ͒ of H 2 , related to each other by
are benchmark quantities for ab initio calculations and have played a fundamental role in the validation of molecular quantum mechanics and quantum chemistry and in the understanding of what chemical bonds really are. 1 The precision of both quantities has been improved by more than an order of magnitude over the past 3 decades ͑Refs. 2 In this article, we report on a new experimental determination of the ionization energy of ortho-H 2 as a sum of three energy intervals: the first between the X 1 ⌺ g + ͑v =0,N =1͒ and the EF 1 ⌺ g + ͑v =0,N =1͒ levels of ortho-H 2 ͓99 109.731 39͑18͒ cm −1 ͑Ref. 5͔͒, the second between the EF 1 ⌺ g + ͑v =0,N =1͒ and 54p Rydberg states belonging to series converging on the X + 2 ⌺ g + ͑v + =0,N + =1͒ level of ortho-H 2 + , and the third between the selected 54p1 1 ͑0͒ Rydberg state and the center of gravity of the X + 2 ⌺ g + ͑v + =0,N + =1͒ ionic level ͓37.509 02͑2͒ cm −1 ͑Ref. 6͔͒. We present here a measurement of the second energy interval, which when combined with the other two, enables us to derive a more precise value of the ionization energy of ortho-H 2 . The ionization energy E i ͑H 2 ͒ and the dissociation energy D 0 ͑H 2 ͒ of para-H 2 can also be derived from this new measurement by including previous results on the ionization energy of the hydrogen atom, 7 the dissociation energy of H 2 + , 4 and the rotational energy level intervals for the lowest vibronic states of the neutral molecule and the cation. [8] [9] [10] [11] 
II. EXPERIMENT
The experiment was carried out using a two-step excitation scheme ͑bold arrows in Fig. 1͒ . A pulsed supersonic beam of molecular hydrogen ͑2 bar stagnation pressure͒ was collimated by a 0.5-mm-diameter skimmer before it entered a differentially pumped ͑ϳ10 −7 mbar͒ interaction region, where it was crossed at right angles by two laser beams. In the first step, H 2 was excited from the
,N =1͒ level in a nonresonant twophoton process using a UV laser ͑wavelength of 202 nm, bandwidth of ϳ0.4 cm −1 , pulse length of ϳ10 ns, and pulse energy of ϳ20 J͒. The UV radiation was generated by frequency upconversion of the output of a pulsed dye laser in two ␤-barium borate crystals. The broad bandwidth served the purpose of exciting all Doppler components of the transition and so avoiding the systematic shift of the wave numbers of the transitions from the EF 1 ⌺ g + ͑v =0,N =1͒ state to the high Rydberg states that would result from selecting a subset of the hydrogen molecules with nonzero Doppler shifts. A possible residual effect caused by an asymmetric intensity profile across the Doppler lineshape would in any case cancel out when determining the transition frequencies as the average of two measurements carried out with counterpropagating beams ͑see below͒. 
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In the second step, H 2 was excited from the EF
,N =1͒ level to the 54p Rydberg states located below the X + 2 ⌺ g + ͑v + =0,N + =1͒ ionic state using a second UV laser ͑wavelength of 397 nm, bandwidth of ϳ20 MHz, pulse length of ϳ50 ns, and pulse energy of ϳ40 J͒. The UV radiation for the second step was the second harmonic of the output of a pulsed titanium-doped sapphire ͑Ti:Sa͒ amplifier. 12, 13 The single-mode output of a Ti:Sa cw ring laser was shaped into pulses by an acousto-optic modulator and used as the seed source of the Ti:Sa amplifier. The 397 nm laser was delayed by 50 ns with respect to the 202 nm laser. To measure the Doppler shift resulting from a possible nonorthogonality between the molecular hydrogen beam and the 397 nm laser beam, the 397 nm laser beam was split into two components by a 50% beam splitter. A dichroic mirror was used to overlap one of the two components with the 202 nm laser, while the other was introduced into the interaction region in a counterpropagating configuration. The difference between the transition wave numbers measured using each of these two components represents twice the Doppler shift, which can be eliminated by taking the average value of the two measurements. Both the 202 and 397 nm laser beams were slightly focused to a spot size of ϳ1 mm 2 in the interaction region. The molecules in Rydberg states created by the two-step excitation were ionized by applying a pulsed voltage delayed by 150 ns with respect to the 397 nm laser pulse across a set of seven resistively coupled metallic plates. H 2 + was extracted by the same pulsed electric field and detected by a microchannel plate detector. The experimental region was surrounded by a double layer of mu-metal magnetic shielding to eliminate stray magnetic fields.
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III. RESULTS
A. The 54p1 1 Figure 2 shows two field ionization spectra of ortho-H 2 in the region of the transitions from the EF 1 ⌺ g + ͑v =0,N =1͒ level to the 54p Rydberg states located below the X + 2 ⌺ g + ͑v + =0,N + =1͒ ionic state recorded with pulse energies of 700 J ͑panel a͒ and 40 J ͑panel b͒. The final states of these transitions are labeled using the notation nlN N + ͑S͒, where the quantum numbers have their usual meaning. 6 The wave numbers are given relative to the X 1 ⌺ g + ͑v =0,N =0͒ ground state and correspond to the sum of the wave number intervals between the N = 0 and N = 1 rotational levels of the 
,N =1͒ level and the 54p Rydberg states. In the spectrum recorded at high laser power ͓Fig. 2͑a͔͒ more lines are observed than in that recorded at low power ͓Fig. 2͑b͔͒. The additional lines in Fig. 2͑a͒ correspond to weak 
FIG. 2. Field ionization spectra of H 2 in the region of transitions to the 54p
Rydberg states recorded using 397 nm laser pulse energies of ͑a͒ 700 J and ͑b͒ 40 J. The vertical dashed line indicates the junction point of two different scans. The scan on the low wave number side was taken with a smaller frequency step size and more averaging for each data point to increase the signal-to-noise ratio. The wave numbers are given relative to the position of the
transitions, for instance, transitions to triplet Rydberg levels. Most of the observed lines could be assigned by comparing with the results of multichannel quantum defect theory calculations. 6 The assignment of the four lines marked by asterisks remains uncertain and requires further calculations. Only two lines are observed at low laser power. These two lines can be unambiguously assigned to the two allowed transitions to the 54p1 2 ͑0͒ and 54p1 1 ͑0͒ levels. For the present determination of the ionization energy of H 2 , we chose to use the latter transition because the binding energy of the 54p1 1 ͑0͒ level was determined with an absolute accuracy of ϳ600 kHz in Ref. 6 .
For the calibration procedure, part of the output of the cw Ti:Sa laser was directed into an I 2 cell and through a high-finesse Fabry-Pérot ͑FP͒ etalon. The absolute frequency was calibrated by recording, simultaneously with each spectrum, the Doppler-free saturation absorption spectrum of I 2 using a 75-cm-long cell heated to 900 K. 5, 15 The frequencies of the hyperfine components of the I 2 transitions were determined with an accuracy of better than 100 kHz by comparing with positions measured using a frequency comb 5 in a separate measurement. The H 2 spectra were linearized using the transmission signal through the FP etalon by cubic spline interpolation. The FP etalon was locked to a polarization-stabilized He-Ne laser, and its free spectral range ͑FSR͒ was determined with an accuracy of 3 kHz using two iodine lines.
To compensate for a possible chirp or shift in the near infrared ͑NIR͒ pulse arising in the multipass amplification in the Ti:Sa crystals, we have carried out a measurement of the frequency evolution during the pulse by monitoring the beating of the pulsed amplified beam with the cw NIR output of the ring laser as explained in Ref. 12 and determining the optical phase evolution following the procedure described in Ref. 16 . The measurement yielded a frequency shift of Ϫ4.76͑60͒ MHz with no significant chirp during the pulse. We attribute this shift to an optical effect caused by the depletion of the excited state population. Numerical modeling of the frequency characteristics of the pulse following the procedure discussed in Ref. 17 and using optical data on Ti:Sa crystals from Refs. 18 and 19 reproduced the observed shift ͑and the absence of a chirp͒ semiquantitatively. Indeed, our numerical simulation predicted a shift of about Ϫ3 MHz under our experimental conditions. The missing factor of about 1.6 could be explained by the uncertainty in the Nd:YAG pump fluence. The fact that we observed a frequency shift rather than a chirp under the present experimental conditions is attributed to the nearly constant rate of depopulation of the excited state when a sufficiently low pump power is used.
The centers of the lines in the H 2 spectra were determined by fitting a Gaussian lineshape function to each transition. An example illustrating the calibration of the transition to the 54p1 1 ͑0͒ level is shown in Fig. 3 . Sixteen pairs of measurements were carried out on 4 different days, each pair consisting of two scans, one recorded with the 397 nm laser beam propagating parallel and the other antiparallel to the 202 nm laser beam. The transition frequencies determined from these measurements are plotted with their uncertainties in Fig. 4 , which also illustrates how the center frequency of the transition was obtained.
The frequency difference between the two scans of each pair amounted to ϳ2 ϫ 50 MHz, and the mean wave number of the transition to the 54p1 1 ͑0͒ level was determined to be 2 ϫ 12 604.998 80͑10͒ cm −1 , where the number in parentheses represents one standard deviation in the unit of the last digit.
Additional corrections to the calibrated frequency listed above and the associated uncertainties had to be considered. ͑i͒ A possible frequency shift arising in the doubling crystal as a result of the Kerr effect 20 and/or a phase-mismatch in the crystal. 17, 21 The shift resulting from these two effects under our experimental conditions ͑pulse length of ϳ70 ns, crystal length of 5 mm, and peak intensity in the NIR of 2.4 ϫ 10 7 W / cm 2 ͒ is Ϫ1 kHz for the Kerr effect and less than Ϯ350 kHz for the frequency shift caused by phasemismatch, assuming the phase-mismatch ⌬k Ͻ 0.3 mm −1 , which corresponds to a 20% decrease in the conversion efficiency from its maximum value. ͑ii͒ The ac Stark shift induced by the 397 nm laser was determined by varying the laser pulse energies and extrapolating the transition frequencies. Because the 202 nm laser pulses preceded the 397 nm laser pulses, no ac Stark shift needed to be considered for this laser. ͑iii͒ The dc Stark shift resulting from residual stray electric fields was measured by applying different offset voltages to the metallic plates surrounding the photoionization region. The magnitude of the stray field and the dc Stark shift were deduced from the second-order polynomial fit of the frequency shift as a function of the offset voltages. 22 13 cm −3 ͒ of the hydrogen molecules in the interaction region under the present experimental conditions. The uncertainties of the ac and dc Stark shifts and pressure shift were assumed to be half the absolute value, which represents a conservative estimate. Other sources of errors and uncertainties related to the frequency calibration were also taken into account as indicated in Table I . The wave number of the 54p1 1 ͑0͒ ← EF 1 ⌺ g + ͑v =0,N =1͒ transition was determined to be 25 209.997 56Ϯ ͑0.000 22͒ statistical Ϯ ͑0.000 07͒ systematic cm −1 , which represents the main experimental result of this article. This result includes the Ϫ10.4 MHz correction resulting from the systematic shifts listed in Table. I. By adding the statistical and systematic errors, the result can be given as 25 209.997 56͑29͒ cm −1 . The experimental precision is limited mainly by the statistical uncertainty in the determination of the centers of the H 2 lines and the systematic uncertainty in the frequency shift arising in the Ti:Sa amplifier. Figure 1 illustrates the energy level diagram used in the determination of the ionization energies of ortho-and para-H 2 . The numerical values of all relevant wave number intervals are listed in Table II and lead to a value of 124 357.237 97͑36͒ cm −1 for the ionization energy of ortho-H 2 . This value corresponds to the center of gravity of the hyperfine structure components of the N + = 1 level of H 2 + . 25 The 54p1 1 ͑0͒ level has three hyperfine components, separated by ϳ0.000 11 and ϳ0.000 05 cm −1 as determined from the transition frequencies in Ref. 6 , and were not resolved in the present experiment. Their mean value has been used in the present calculation, resulting in an uncertainty of less than 0.0001 cm −1 . The three hyperfine levels of the X 1 ⌺ g + ͑v =0,N =1͒ level are split by less than 500 kHz; 26 the hyperfine splittings of the EF 1 ⌺ g + ͑v =0,N =1͒ level are assumed to be equally small and thus negligible for the present analysis. The overall uncertainty in the ionization energy of ortho-H 2 is determined as quadrature summation of the uncertainties of all energy level intervals. Using the energy separations between the N = 0 and N = 1 levels of the X 1 ⌺ g + ͑v =0͒ state of H 2 ͑Ref. 8͒ and that between the 
B. The ionization energy of H 2
C. The dissociation energy of H 2
The relationship between the dissociation energy D 0 ͑H 2 ͒ and the ionization energy E i ͑H 2 ͒ of molecular hydrogen ͓Eq. ͑1͔͒ is depicted graphically in Fig. 5 . As part of our procedure to obtain an improved value of D 0 ͑H 2 ͒ from our new value of E i ͑H 2 ͒, we have reevaluated the ionization energy of atomic hydrogen E i ͑H͒ and the dissociation energy of the hydrogen molecular cation D 0 ͑H 2 + ͒ using the most recent values of the fundamental constants recommended in CODATA 2006, 27 i.e., R ϱ = 109 737.315 685 27͑73͒ cm −1 for the Rydberg constant and = M p / m e = 1836.152 672 47͑80͒ for the proton-to-electron mass ratio, and the global average of the fine structure constant ␣ =1/ 137.035 999 679 082͑45͒ including the results of the most recent measurements. 27, 28 The uncertainties in the values of E i ͑H͒ and D 0 ͑H 2 + ͒ make a negligible contribution to the final uncertainty of D 0 ͑H 2 ͒, which is dominated by the experimental uncertainty of E i ͑H 2 ͒.
The atomic ionization energy E i ͑H͒ is defined as the energy interval between the ionization limit and the atomic ground state ͑1 2 S 1/2 ͒ without the effects of the hyperfine interactions. 7 The center of gravity of the hyperfine structure of the 1 2 S 1/2 ground state of H lies 1 065 304.313 826 0͑75͒ kHz ͑=͑3 / 4͒⌬ hfs ͒ above the lowest ͑F =0͒ hyperfine level. To obtain this value, we have used the hyperfine splitting ⌬ hfs reported in Ref. 29 . The present method of determining E i ͑H͒ represents the inverse of the method used in the determination of the Rydberg constant from spectroscopic measurements on atomic hydrogen as discussed by Biraben. 30 The atomic level energy is expressed as a sum of three terms,
The first term, E n,j Dirac , is the Dirac energy eigenvalue for a particle with a reduced mass m r = m e ͑1+m e / M p ͒ −1 . The second term, E n recoil , is the first relativistic recoil correction associated with the finite mass of the proton. L n,l,j is the Lamb shift term accounting for all other corrections, including QED corrections, higher-order relativistic corrections, and the effects resulting from the proton structure.
The atomic level energy ͑relative to the ionization limit͒ obtained from the nonrelativistic Schrödinger equation is
where Z is the charge number of the nucleus ͑Z = 1 in the present case͒ and n is the principal quantum number. To account for the finite mass of the proton, the electron mass m e is replaced by the reduced mass m r , resulting in the relativistic Dirac eigenvalue with the reduced mass correction 7, 27 
where ␦ = ͑j +1/ 2͒ − ͱ ͑j +1/ 2͒ + is the simplest test system of ab initio molecular quantum theory. In the nonrelativistic approximation, the level energies have been calculated to precisions of up to 10 −30 E h . 31 Despite its apparent simplicity, the three-body system represents a formidable problem, which poses particular difficulties in accounting for relativistic and radiative corrections to the level energies. The dissociation energy D 0 ͑H 2 + ͒ is defined relative to the hyperfineless ground state ͑v + =0,N + =0͒ of H 2 + . We used the formulae reported by Korobov [9] [10] [11] to determine the H 2 + ground state ͑v + =0,N + =0͒ energy relative to the onset of the dissociation continuum, which should result in a slight improvement over the calculations of Moss. 32 In ab initio calculations, the level energies are determined relative to E i ͑H 2 + ͒, the ionization energy of the molecular ion H 2 + . Included in the present reevaluation are the energy corrections comprising relativistic and radiative terms of up to O͑␣ 5 R ϱ ͒ from Refs. 9-11. We used the same values for the fundamental constants as in the reevaluation of E i ͑H͒ described above and obtained
The indicated uncertainty is not limited by the uncertainties of the fundamental constants used but by the fact that higherorder terms were neglected. Table III and Fig. 6 summarize the results of determinations, by various methods, of the ionization energy of para-H 2 over the past 40 years. Because of the relationship between the dissociation and ionization energies of H 2 ͓Eq. ͑1͔͒, the recommended value of the dissociation energy has evolved in a very similar manner. Earlier determinations of the dissociation energy have been summarized in Ref. 1. Compared to previous experimental values of the dissociation and ionization energies of H 2 , the present values ͑36 118.069 62͑37͒ cm −1 and 124 417.491 13͑37͒ cm −1 , respectively͒ are more precise by a factor of ϳ30.
IV. CONCLUSIONS
As part of the procedure of determining the dissociation energy, we have attempted to reevaluate the ionization energy of H and the dissociation energy of H 2 + using the latest values of the fundamental constants ␣, M p / m e , and R ϱ . The main result of this reevaluation is that the current uncertainties in these quantities make a negligible contribution to the uncertainty of the dissociation energy of H 2 , which is entirely determined by the uncertainty of the ionization energy of H 2 .
