WEAK AND STRONG CONVERGENCE FOR MARKOV PROCESSES
S. R. FOGUEL l Introduction* Let (Ω, Σ, P) be a probability space and x t {o)) a Markov process defined on it. For every Borel set on the real line P t (o) , A) is the conditional probability that x t e A given x 0 . The purpose of this paper is to study the limiting behavior, of the family of functions, p t {ω, A), for t -> oo and A fixed.
In § 3 we investigate conditions for the weak convergence, in the sense of L 2 (Ω, Σ, P), of p t {o), A). The classical result on Markov processes, as presented in [2] p. 353, is generalized to functions x t (ω) with nondiscrete ranges. Under the additional assumption of existence of finite stationary measures.
It should be noted that v (n) = (Pn(ft>, {j}), X XQ = ί) P (x 0 = i) where the parenthesis stand for scalar product and χ XQ = i is the characteristic function of the set x o (ω) = ί. Thus weak convergence of p n (ω, {j}) implies ordinary convergence of p$\ In § 4 the strong convergence in L 2 (Ω, Σ, P) is studied. Our results are similiar to Theorem 11 of [4] though the exact relation between the two theories is not clear to us.
The paper deals with real processes and L 2 is the real Hubert space. Throughout the paper a weak form of the definition of Markov processes is used. We do not assume any of the regularity properties which are usually imposed.
2. Notation and general background. Let x t (ω) be a set of measurable functions, defined on Ω, where t runs over [0, oo) or the positive integers. This set of functions, will be called a Markov process if whenever *! < ί 2 < t 3 then conditional probability that x H e A given x h and x h , is equal to the conditional probability that x h e A given x h .
In order to simplify this condition let us observe the following 
if i ^ ^ and for ω e x^\ 1224 S. R. FOGUEL
This contradicts our assumption for
REMARK. From a follows that T t preserves inner products. 
by Equation 2.1 Thus
hence the sum converges. Let
If z = E n z e B n then by (**)
Also if z is orthogonal to all the spaces B n then (Vr z) = (&, 2) = 0 .
Thus y = x. Proof. Let s n j converges weakly to z. Such subsequence exists because a Hubert space is weakly sequentially compact. Now zeB 0 , we shall prove that zeB k , for all k, and thus z -0. Now, by equations (***) and 2.2
and by Hahn Banach Theorem zeB k .
Proof of Lemma 3.1. It is enough to show that for any subsequence n t , there exists a subsequence n' i9 of n if such that weak lim T n >.x 0 = 0 . 
We used Equation 2.1 and the fact that I -F m decreases with m. 
Proof. If xeH then T n xeC o for all n and it is possible to take T m (T n x).
But then
(T n+m x, T n (T m x)) = \\T m x\\> thus T n+m x = T n (T m x), or T n x = T n x. Thus if y = TxeC 0 then T n y = T n+1 x e C o and y e H.
In order to show that T is unitary we have to show that it is onto. Let x 6 H then for some x 0 e C o Tx 0 = x. But then T n x 0 = Γ n _iθ? 6 C o and
In general the powers of a unitary operator do not converge. However the operator T has some special properties. Proof. In order to prove this we have to go back to the definitions of H and T. Now, if feB n and A is a Borel set, then f-\A) = χ-\A n ) for some A n and thus χ f -ι {A) eB n .
Thus feC 0 implies that χ Γ i U) 6C 0 . But feH so T n feH. The Lemma will be proved if we show that If M ίg / g N then M rg T n f ^ N, thus it is enough to prove the above equation under the assumption that A is a bounded set and / a bounded function. If / is bounded (hence T n f is bounded also) it defines a self adjoint operator on L 2 (β),: the multiplication operator. Thus as an operator
Now Ύ n transforms characteristic functions to characteristic functions and T n χ f -i (A) ,χ {τ , nf) -i u) are both the spectral measure of T n f. Thus This lemma shows that H is generated by characteristic functions. Let us study the limits of T n x when x is a characteristic function. , k where the A t are disjoint then This shows that Γf maps the set (χ ίχ , , χ ί}c ) into, therefore onto, itself. If Xi is not in this set then T^ will be also, orthogonal to χ v In the remaining set there are less than k functions and by induction the first part of the theorem is proved. The second part is an easy result on permutations.
The last two theorems include the classical result on Markov processes with a finite number of states. There might be a connection to Theorem 11 of [4] . Proof. Let us show that c ^ c ί9 the other inequality is proved in a similiar way. Now let a i9 α , A t and A[ satisfy the conditions of equation (*). Then
