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Let E be an arbitrary set and p a function from B(E) into the class of car- 
dinals. Necessary and sufficient conditions are given for p to be the rank function 
of an independence structure. This axiomatic characterization extends Ingleton’s 
result concerning finite ground sets. 
Let E be an arbitrary set. A subset d of B(E) (the power set of E) is called 
an independence structure on E if it satisfies the following three axioms: 
I(1) If AE& and BCA, then BE&?. 
I(2) If A, B are finite members of 8 and j A 1 < j B 1 , then there 
exists an element b E B\A such that A u {b} E &. 
I(3) A is an element of d if and only if T E d for every finite subset T 
of A (& has “finite character”). 
If A E 6 we say that A is an independent set, otherwise A C E is called depend- 
ent. A basis of 8 is a maximal independent subset of E. It should be noted 
that every independent set is contained in a basis and that two bases have 
the same cardinality [2, pp. 91, 1211. Thus we can define 
ps(A) = max{l B 1 / B 2 A, B E S} 
for every A C E. ps is called the rank function of &. A mapping from B(E) 
into the class of cardinals is called a rank function on E if it is the rank function 
of some independence structure on E. 
Let E be a set and p a function from 9(E) into the class of cardinals. We 
call p a weak abstract rank function on E (w.a.r. function) if it satisfies the 
following well-known axioms: 
R(l) ~(4 G I A I (A C E). 
R(2) ~(4 G ~(4 (ACBCE). 
R(3) PV u 9 +P(A~ B) <P(A) +PP) (A, B C E). 
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Let p be a w.a.r. function on E. We call p a strong abstract rank function on E 
(s.a.r. function) if p satisfies the following additional conditions: 
R(4) If p(T) =: / T 1 for every finite subset T of A, then p(A) -~ 1 A j 
(A 2 E). 
R(5) Let S, T be subsets of E. If for every t E T there exists a finite 
subset S’ of S such that p(S’ u {t}) = p(S), then p(S u T) = p(S). 
Let p be a w.a.r. function on E. Then denote by Q’, the set of all subsets X 
of E such that p(T) = 1 T j for every finite subset T of X. We shall write 
XC Y to indicate that X is a finite subset of Y. 
Let B be an independence structure on E. If x E E and A C E, we say 
that x depends on A (in symbols: x 1 A) if x E A or {x} u I3 $ d for some 
independent subset B of A. If A, B C E, A 1 B means that a I B for every 
aEA. 
Only obvious modifications of Lemma 6.1.3, Lemma 6.7.1 and Theorem 
6.7.2 of [2] are needed to prove the following lemma: 
LEMMA 1. 
(i) If p is a w.a.r. function, then 8, is an independence structure. 
(ii) If d is an independence structure, then pe is a w.a.r. function. 
LEMMA 2. Let 8’ be an independence structure. Then b,& = &. 
Proof. The subset A _C E is an element of Go8 if and only if p&T) = i T / 
for every T G A. Therefore A E GpI iff T E 8 for every T C A. The assertion 
&08 = G follows by application of I(3). 
The following result is essentially due to Ingleton [l, Theorem B]. 
LEMMA 3. Let p be a w.a.r. function on E. Then p&AA) = p(A) for every 
$nite subset A of E. 
It is natural to ask under what circumstances is pea, = p. 
THEOREM 4. Let p be a w.a.r. function on E. The following statements are 
then equivalent. 
(9 ~8~ = P. 
(ii) p is a rank function. 
(iii) p is a s.a.r. function. 
Proof. The implication (i) G- (ii) is trivial by Lemma l(i). We now prove 
the implication (ii) 3 (iii). Let d be an independence structure on E such 
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that p = pg. Assume p(T) = 1 T 1 f or every finite subset T of A. Therefore 
T E & for every TC A. By I(3) A E 8 and hence p(A) = p&(A) = 1 A 1 . 
To prove the axiom R(5) let S, T be subsets of E and suppose that for every 
t E T there exists a finite subset S’ of S such that p(S’ u (t}) = p(S). Assume 
p(S) < p(S u T). Let Y be a maximal independent subset of S and let X 
be a maximal independent subset of T u S with Y C X. Then 
I Y I = ,o(S) < p(S u 5") = I X I . 
Let t be an element of X\S. By hypothesis there exists a finite subset S’ of S 
such that p(S’ u {t}) = p(S). D enote by S* a maximal independent subset 
of S’. Then 
p(s* u {t}) = p(s*) = 1 s* I 
and therefore S* u {t} # 6. It follows that t I S*. Now, since S* I Y, we 
conclude by Lemma 7.2.5 in [2] that t / Y. Since t $ Y we get Y u {t} # 8. 
This contradicts the fact that X E 8. The proof of the implication (iii) =E- (i) 
runs parallel to the proof of Theorem 6.7.2 in [2]. Let A C E and let B be a 
maximal independent subset (with respect to 8,) of A. Then PLOP = I B j . 
By R(4) we get p(B) = I B / . It follows by R(2) p@@(A) = I B I = p(B) < 
p(A). By the maximality of B we conclude B u {t} $8, for every t E A\B. 
For t E A\B there exists a finite subset S* of B u {t} such that p(S*) # 1 S* 1 . 
Since t E S* we denote by S’ the set S*\(t}. By R(1) 
P(s’ u it>) < I s’ I = P(s’). 
We have proved that the premise of R(5) is fulfilled for S = B and T = A\B. 
Thus ,o(A) = p(S u T) = p(S) = p(B) < I B I = ,qJA). 
It should be noted that by Lemma 2 every s.a.r. function is the rank 
function of a unique independence structure. 
THEOREM 5. The axioms R(l), R(2), R(3), R(4) do not impZy R(5) and the 
axioms R(l), R(2), R(3), R(5) do not imply R(4). 
Proof. 
(i) Let E = IV be the set of natural numbers. Define for A C E 
f(A) = /prm 1 
if A is finite, 
if A is infinite. 
p satisfies R(l),..., R(4). Choose S = o and T = E to prove that R(5) 
is not fulfilled. 
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(ii) Let E = [w be the set of real numbers. Define for A C E 
P(A)= 1:;; 
if A is finite, 
if A is infinite. 
p satisfies R(l), R(2), R(3), R(5). Choose A = E. Then p(T) = / T 1 for 
every finite subset T of ,4, but 
p(A)=INI<IIFI=lAI. 
THEOREM 6. R(l), R(2), R(4), R(5) impZy R(3). 
To prove Theorem 6 we need the following lemma. 
LEMMA 7. Let p be a function from E into the class of cardinals which 
satzkjies the conditions R(l), R(2), R(4), R(5). Let W be a maximal subset of 
A C E such that p( T) = 1 T /for everyfinite subset T of W. Then p(W) = p(A). 
Proof. Put T = A\ W and S = W. By R( 1) and the maximality of W for 
every t E T there exists a finite subset S’ of S such that p(S’ u {t}) = p(Y). By 
R(5) we get p(A) = p(W). 
Proof of Theorem 6 (The proof runs parallel to the proof of Lemma 6.1.3. 
in [2]). Choose a maximal subset X of A n B such that p(T) = I T I for 
every finite subset T of X. By R(4) and Lemma 7 p(A n B) = p(X) = I X / . 
Let Y > X be a maximal subset of A U B such that p(T) = / T I for every 
finite subset T of Y. By R(4) and Lemma 7 p(A u B) = p(Y) = / Y j . Put 
V = Y\B, W = Y\A. Then Y = VU X u W. Using R(2) and R(4) we 
obtain 
p(~)+p(~)3p(~~~~+~(~~~~=I~I+I~I+/~I+I~I 
= I Y I + I X I = P(A u B) + P(A n B). 
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