Abstract-In this letter we develop an average-value analysis of the TCP performance in 802.11 WLANs. Our model characterizes the equilibrium conditions of the network, and this method yields a simple, yet precise, estimate of the throughput obtained by persistent TCP flows. Via simulations we study the accuracy of the model predictions.
I. INTRODUCTION

D
RIVEN by the standardization and rapid deployment of IEEE 802.11 WLANs, the performance analysis of its contention-based MAC protocol has been studied extensively. Three major seminal models laid the foundations for most of the analytical studies on 802.11 saturation throughput: i) Bianchi [1] proposed a Markov chain to describe the 802.11 backoff behavior; ii) Calí et al. [2] introduced a p-persistent variant of the 802.11 MAC; and iii) Tay [3] used an averagevalue analysis to describe the system properties.
The models in [1] - [3] , as well as their various extensions, have many commonalities (e.g., all of them apply regenerative/renewal theory), and provide an accurate estimate of the maximum saturation throughput. However, most of the Internet traffic is carried over TCP, that is a feedback-based flow-controlled transport protocol. The complex interactions between the collision avoidance mechanisms implemented in the 802.11 MAC protocol and the closed-loop behavior of TCP cannot be correctly described using those popular modeling approaches. For these reasons, recently there have been renewed efforts to analyze the TCP performance in 802.11 WLANs [4] - [6] . In general, these models employ multi-dimensional discrete-time Markov chains to analyze the stationary distributions of the number of TCP packets enqueued in the stations' buffers. Then, they exploit those distributions to derive both the average number of active TCP stations (i.e., with at least a packet to transmit) and the aggregate TCP throughput. However, this modeling approach has the drawback of suffering from high state-space complexity when the number of TCP flows is large.
In this letter, we develop an average-value analysis of the TCP performance in 802.11 WLANs. In our model the tradeoff is between simplicity and accuracy. analysis we focus on studying the equilibrium conditions of the network to reveal its stationary regime. This technique is simple, yet reasonable accurate, and it provides explicit expressions for the average number of active TCP stations in the network and for the aggregate TCP throughput. To show the versatility of our analysis we apply it to both the standard 802.11 MAC protocol and an 802.11n-like MAC variant, which allows the access point to transmit bursts of consecutive frames [7] . Via simulations we study the accuracy of the model predictions.
II. PROTOCOL MODEL
We consider a typical WLAN with n long-lived TCP stations associated to an access point (AP). An FTP server is co-located at the AP, and each TCP station is downloading/uploading infinite size files from/to this server. The DCFbased 802.11 MAC regulates the channel access. However, we assume that the AP, differently from legacy TCP stations, is allowed to transmit up to m consecutive frames in a single burst [7] . Note that all the 802.11 enhancements currently under standardization (e.g., 802.11e and 802.11n [8] ) are introducing multiple frame transmissions to improve the protocol efficiency. The standard 802.11 MAC protocol corresponds to m = 1.
In our analysis, similarly to the related literature [4] - [6] , [9] , we model the TCP dynamics in the absence of packet losses. Under this assumption, after a transient phase during which the TCP congestion window grows to its maximum value, all TCP flows operate in the congestion avoidance regime, and the TCP sending rate is limited only by the maximum TCP receive window size W (in packets). Thus, the total number of outstanding packets for each TCP flow (i.e., including both TCP data packets and TCP ACKs) will be necessarily lower than or equal to W . As in [6] , we assume that a TCP ACK separately acknowledges each TCP data packet. In this case, the total number of outstanding packets for each TCP flow is constant and equal to W .
A. Average Number of Active TCP Stations
Let a(k) be a random variable representing the number of active TCP stations when there are k TCP packets (i.e., counting both TCP data packets and TCP ACKs) stored in the TCP stations' buffers. Furthermore, let k(ν) be the discrete-time stochastic process representing the number of TCP packets stored in the TCP stations' buffers at the end of the ν th AP's successful transmission. Finally, let η ν be the time interval between the end of the ν th and (ν +1) th AP's successful transmission.
Firstly, we elaborate our analysis to derive the steadystate average value of the k(ν) process, which is defined th AP's successful transmission, the total number of TCP packets stored in the TCP stations' buffers will be equal to k(ν)−s(k(ν)). On the other hand, when the AP gains the channel access it sends a burst of consecutive frames. Intuitively, the burst size is given by the minimum between the system parameter m and the number of available TCP packets in the AP's buffer, being nW the total number of packets in the network.
To derive the k * value, we can observe that the system is in equilibrium only if the average number of TCP packets stored in the TCP stations' buffers after every AP's successful transmission is constant (i.e., the k(ν) process exhibits a stationary regime). Formally, this property can be expressed as lim ν→∞ E[k((ν + 1)) − k(ν)] = 0. Considering the k(ν) dynamics as shown in Fig. 1 , this equilibrium condition can be formulated as
where 
where P (i, k) is the probability that there are exactly i TCP stations' successful transmissions between two consecutive AP's successful transmissions given that k TCP packets are stored in the TCP stations' buffers, I AP (x) is an indicator function equal to one if the AP's buffer is not empty (i.e., for x< nW ), and
Proof: Reported in [10] due to space constraints. By substituting (2) in (1), k * becomes the only independent variable in equation (1) 
Finally, it is straightforward to write that
where Δ is the set listing the number of active TCP stations
B. Aggregate TCP Throughput
To derive the aggregate TCP throughput, say S, we follow a similar approach as in [6] . Specifically, we introduce an equivalent network composed of an equivalent saturated AP and E[a|Succ] equivalent saturated TCP stations. The equivalent AP asymptotically transmits bursts of frames, and the average burst size is min{m, nW − k
Moreover, the percentage of TCP data packets and TCP ACKs in a burst is n d /n and n u /n, respectively, where n d is the number of TCP downloads and n u is the number of TCP uploads. On the other hand, each equivalent TCP station asymptotically transmist TCP data packets and TCP ACKs with probability n u /n and n d /n, respectively. Note that introducing these equivalent saturated traffic sources completely hides the complexities of the TCP flow-control dynamics.
By applying the p-persistent model proposed in [2] to the saturated network composed of n * = E[a|Succ] + 1 nodes described above, we can easily derive the TCP throughput. Specifically, once the per-slot transmission probability p is known (e.g., using the algorithm described in Appendix B of [2] ), the throughput S can be computed as [2] :
where E [T v ] is the average time between two successful transmissions, and E[P ] is the average number of TCPpayload bits transmitted with each successful transmission. For space reasons, the explicit expressions for those quantities are derived in our extended technical report [10] .
III. VALIDATION AND CONCLUDING REMARKS
In this section, we study the accuracy of our analysis by comparing the model predictions with the results obtained from an event-driven simulator. The following curves show both average values and 95% confidence intervals, which are very tight (lower than 1%). Fig. 2 shows the E[a|Succ] value computed using formula (5) (dashed lines), and the simulation results (solid lines) versus the burst size, considering various numbers of downstream TCP flows and W sizes. The plotted curves show a good match between our model predictions and the simulation results. The numerical results indicate that the average number of active TCP stations is weakly dependent on the TCP receive window size W . In addition, we can observe that E[a|Succ] ≈ n when the burst size is greater than the number of TCP flows. Fig. 3 shows the aggregate downlink TCP throughput versus the burst size, for W = 16 and fixed TCP payload-size equal to 1448 bytes. From the graph, we can note that our simple model provides a reasonable accurate estimate of the measured throughput. Moreover, the numerical results indicate that there is an initial increase of the downlink TCP throughput by increasing the burst size, but the aggregate throughput rapidly flattens out for large burst sizes. We have also investigated the case of uplink TCP flows (not reported here due to space limitations) and we have observed that an increase of the burst size may negatively affect the aggregate throughput. For instance, for n u = 30, the maximum uplink TCP throughput is around 4.75 Mbps obtained for m = 3 frames. However, if we further increase the burst size, the aggregate throughput decreases, and for m = 30 frames the reduction is up to 10%. To explain this apparently counter-intuitive result we should recall that an increase of the burst size yields an increase of the number of active TCP stations. Consequently, the collision probability increases as well, reducing the system efficiency. This effect is more noticeable for uplink flows because the TCP stations transmit TCP data packets, and the collisions waste more bandwidth.
The concluding remark of this letter is that enabling multiple frame transmissions, as in next-generation 802.11 technologies [8] , does not necessarily provide a throughput gain for persistent TCP flows. Hence, adaptive strategies should be designed to optimize the network performance.
