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1. Introduction 
O u r w o r k on a u t o m a t e d deduct i on has been m o t i v a t e d by database prob lems . T h e set o f 
d e d u c t i o n rules a n d i n t e g r i t y constra ints o f a logic database can be considered as axioms o f 
a f i r s t - o r d e r theory w h i l e the ac tua l sets o f facts c ons t i tu te ( f inite) models o f t h i s theory . 
S a t i s f i a b i l i t y of the u n d e r l y i n g axioms is a necessary prerequis i te for any logic database. 
T h e procedure described i n th i s paper is the basis o f a p r o g r a m cal led S A T C H M O 
( S A T i s i i a b i l i t y C H e c k i n g b y M O d e l generation) t h a t has been i m p l e m e n t e d at E C R C as 
p a r t o f a p r o t o t y p e schema design system for logic databases. 
A l t h o u g h S A T C H M O has i n i t i a l l y n o t been intended as a proo f procedure , i t t u r n e d o u t 
t h a t a considerable a m o u n t o f examples discussed i n the theorem p r o v i n g l i t e r a t u r e cou ld 
be solved by m o d e l generat ion w i t h remarkab le efficiency. W e have successfully tested our 
approach , e.g., o n most o f the 75 prob lems i n [PEL86] as w e l l as on a large col lect ion o f 
prob lems t h a t we received f r o m A r g o n n e N a t i o n a l L a b o r a t o r y . Besides m a n y encouraging 
results - Schubert 's Steamrol ler has been solved i n l i t t l e more t h a n a second, e.g. - we 
k n o w a b o u t examples t h a t lead t o unacceptable results a n d t h a t w i l l p r o b a b l y never be 
solved b y " p u r e " mode l generat ion. 
S A T C H M O ' s approach is based on hyper resolut i on . T h i s inference ru le al lows t o make 
benefit o f the range-restrictedness o f clauses. Range-restrictedness - i n t r o d u c e d i n [NIC82] -
is a necessary c o n d i t i o n for an efficient eva luat ion o f queries against a database. E v e r y 
var iab le i n a range-restr i c ted clause occurs at least once inside a negative l i t e r a l i n t h a t 
clause. T h i s p r o p e r t y can be n a t u r a l l y expected for prob lems w i t h a s t r u c t u r e d d o m a i n . 
I f app l i ed t o range-restr ic ted clauses, hyperreso lut i on always produces clauses t h a t are 
g r o u n d . T h i s al lows t o s imulate exhaust ive ap p l i ca t i on o f hyperreso lu t i on by means o f u n i t 
h y p e r r e s o l u t i o n a n d clause s p l i t t i n g . U n i t hyperreso lu t i on f i ts p a r t i c u l a r l y we l l t o 
P R O L O G . I n a d d i t i o n , a depth - f i r s t i m p l e m e n t a t i o n of clause s p l i t t i n g is w e l l suppor ted b y 
P R O L O G b a c k t r a c k i n g . T h e resu l t ing P R O L O G p r o g r a m for a u t o m a t i c mode l generat ion is 
s t u n n i n g l y shor t and s imple . As nowadays P R O L O G interpreters are offered for a huge 
v a r i e t y o f c omputers , theorem p r o v i n g technology m i g h t become avai lable t o a w i d e r 
audience i f i t c ou ld be based on s t a n d a r d P R O L O G features instead o f r e q u i r i n g special 
machines and languages. 
T h e paper consists o f six sections. A f t e r th i s i n t r o d u c t i o n we give some basic def in i t ions 
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a r o u n d hyperreso lut ion and i n t r o d u c e no ta t i ons . I n section 3 we e laborate on range-
restr ic ted clauses and show t h a t every set of clauses can be t r a n s f o r m e d i n t o a range-
restr i c ted set wh i l e preserving s a t i s f i a b i l i t y . M o d e l trees are i n t r o d u c e d i n section 4 and the 
correspondence between mode l tree search and hyperreso lu t i on s a t u r a t i o n is shown. A 
P R O L O G i m p l e m e n t a t i o n of m o d e l tree generation is described i n section 5 and its ap­
p l i c a t i o n t o the Steamrol ler p r o b l e m is discussed. I n section 6 we give an i m p r o v e d proce­
dure t h a t is a decision procedure for a syntac t i ca l l y definable class of prob lems . Section 7 
contains conc luding remarks a n d h i n t s t o possible extensions. W e d o n ' t give proofs w i t h i n 
t h i s paper. 
2. B a s i c d e f i n i t i o n s a n d n o t a t i o n 
T h r o u g h o u t the paper, Boolean connectives a n d / o r / n o t / i m p l i e s , resp. , w i l l be denoted b y 
, / ; / ~ / — > , resp. Clauses w i l l be represented i n i m p l i c a t i o n a l f o r m 
A l v . . , A m — > C 1 ; . . . ; C n 
where ~ A j t o ~ A m are the negat ive , C1 t o C n the pos i t ive l i tera ls i n the clause. C o m ­
plete ly posit ive clauses are w r i t t e n as t r u e — > C 1 ; . . . ; C n , w h i l e complete ly negat ive clauses 
are i m p l i c a t i o n a l l y represented i n the f o r m A l v . . , A m — > false. T h u s negat i on never oc­
curs exp l i c i t l y . W e call the l e f t - h a n d side of an i m p l i c a t i o n antecedent a n d t h e r i g h t - h a n d 
side consequent. Clauses w i t h antecedent ' t r u e ' w i l l be cal led statements, a l l o ther clauses 
w i l l be called rules. 
T h e hyperreso lut ion inference p r i n c i p l e allows to derive a new s ta tement - the 
hyperresolvent - f r o m a single r u l e - the nucleus - and as m a n y other s tatements - the 
satellites - as there are l i tera ls i n the antecedent of the nucleus. Each o f t h e antecedent 
l i terals has t o be uni f iab le w i t h a l i t e r a l i n one of the satel l i tes . T h e respective uni f iers 
m u s t be compat ib le , i.e., a most -general uni f ier has t o exist t h a t al lows t o u n i f y antecedent 
and satel l i te l i terals s imul taneous ly . T h i s m g u is app l i ed to nucleus a n d satel l ites before the 
hyperresolvent is constructed b y d i s j u n c t i v e l y c on jo in ing the consequent o f the nucleus w i t h 
those satel l i te l i terals t h a t do n o t occur i n the antecedent of the nucleus. I f a l l satell ites 
consist of a single l i t e r a l we speak o f unit hyperresolution. 
For any set Ρ of statements a n d any set Ν of rules , h y p ( N , P ) denotes the set o f a l l h y -
perresolvents t h a t can be der ived f r o m a nucleus i n Ν and satell ites i n P . 
Let S denote a f in i t e set o f clauses, S + (S") the subset o f s tatements (rules) i n S. T h e 
hyperresolution levels o f S can be i n d u c t i v e l y def ined as H y p ° ( S ) = S + a n d 
H y p l ( S ) = H y p 1 _ 1 ( S ) Union h y p ( S " , H y p ( I " 1 ( S ) ) for i > 0 . T h e hyperresolution saturation o f S is 
the u n i o n over a l l hyperreso lu t i on levels and is denoted by H y p ( S ) . 
I n [ROB65] hyperreso lut i on has been shown to be sound and complete for r e f u t a t i o n , i .e., 
S is unsatisf iable i f f H y p ( S ) conta ins 'false' . I n case o f s a t i s f i a b i l i t y , models o f S can be ex­
t r a c t e d f r o m H y p ( S ) r a t h e r s t r a i g h t f o r w a r d l y . F o r th i s purpose the g r o u n d instances of 
H y p ( S ) over the g r o u n d terms i n S ( i f any - a single a r t i f i c i a l ' constant else) have to be 
considered. Every subset Μ of t h e Her b r a n d base of S t h a t covers each o f these instances 
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induces a mode l of S i n w h i c h exactly the atoms in Μ are t r u e and every other a t o m is 
false. A set of g r o u n d l i terals is a cover of a set of g r o u n d clauses i f f each of the clauses 
is subsumed by one of the l i terals . We call a model t h a t is induced b y a cover of the i n ­
stance set o f H y p ( S ) a h-model o f S. 
3. Hyperresolution for range-restricted clauses 
M a n y sa t i s f i ab i l i t y problems are deal ing w i t h a n o n - u n i f o r m d o m a i n o f i n t e r p r e t a t i o n , i .e. , 
variables range over we l l -d i s t inguished subdomains . T h i s is i n p a r t i c u l a r the case i f 
problems are i n h e r e n t l y many - sor ted . Range-restrictedness requires t h a t for every var iab le 
i n a clause the subset of the d o m a i n over w h i c h the var iab le ranges is e x p l i c i t l y specified 
inside the clause. A clause is range-restricted i f every var iab le i n the consequent of the 
clause occurs i n i ts antecedent as w e l l . Range-restr icted s tatements are necessarily g r o u n d . 
T h e class o f range-restr ic ted formulas consists m a i n l y of those f i r s t - o rder f o rmulas t h a t can 
be equ iva lent ly expressed by means of res tr i c ted q u a n t i f i c a t i o n . 
F o r problems deal ing w i t h a single u n s t r u c t u r e d d o m a i n , range-restrictedness of clauses 
cannot be n a t u r a l l y expected. Examples of th is k i n d can be f o u n d m a i n l y among algebraic 
or set-theoretic problems. Especially n o n - g r o u n d statements have to be expected i n th i s 
case. I f a set S contains clauses t h a t are not range -res tr i c ted , i t nevertheless m a y be 
t r a n s f o r m e d i n t o a set S* t h a t is range-restr ic ted and t h a t is satisf iable i f f S is satisf iable. 
For th is purpose an a u x i l i a r y predicate ' dorn ' has to be i n t r o d u c e d and the f o l l owing t r a n s ­
f o rmat i ons and add i t i ons to be per formed: 
• Every s ta tement t r u e — > C c o n t a i n i n g variables X j t o X n is t rans formed 
i n t o a ru le d o m ( X 1 ) , . . . , d o m ( X j l ) — > C. 
• Every ru le A — > C such t h a t C contains var iables Xl t o X n t h a t d o n ' t oc­
cur i n A is t rans fo rmed i n t o a rule A , d o m ( X 1 ) , . . . , d o m ( X J 1 ) — > C. 
• For every g r o u n d t e r m t t h a t occurs i n S, the u n i t clause t r u e — > d o m ( t ) is 
added t o S. I f S is free of g r o u n d t e r m s , a single u n i t t r u e — > dom(a ) is 
added where 'a ' is an a r t i f i c i a l constant . 
• For every n -ary predicate ρ and Skolem t e r m t o c c u r r i n g as the i - t h parameter 
of a p - a t o m in the consequent of a clause i n S, 
a ru le p ( X l v . , X ; , . . , X n ) — > d o m ( X j ) is added to S. 
T h e predicate ' dorn ' makes exp l i c i t the d o m a i n of i n t e r p r e t a t i o n . T h e ' dorn ' l i terals added 
to non-range-restr i c ted clauses prov ide an i m p l i c i t i n s t a n t i a t i o n of the respective variables 
over the whole d o m a i n . The a d d i t i o n a l clauses are necessary for guarantee ing t h a t the re la ­
t i o n ' dorn ' contains an e n t r y for every g r o u n d t e r m t h a t occurs i n H y p ( S ) . A l t h o u g h the 
t r a n s f o r m a t i o n is not preserving equivalence i n the s t r i c t sense, a k i n d of weak equivalence 
between S a n d S* exists: i f the r e la t i on assigned t o the new a u x i l i a r y predicate ' dorn ' is 
removed f r o m any model of S*, a mode l of S is ob ta ined . There is a one-to-one correspon­
dence between models of S and models of S* u p to t h e 'dorn 1 r e l a t i o n . Therefore the 
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t r a n s f o r m a t i o n described preserves sat i s f iab i l i ty as w e l l . 
Every set of clauses m a y be t rans formed i n t o a range-restr i c ted set i n t h i s w a y , b u t i t has 
t o be ment i oned t h a t the t r a n s f o r m a t i o n m a y have the same effect as a p a r t i a l i n s t a n t i a ­
t i o n . 
One can easily prove t h a t H y p ( S ) consists o f g r o u n d clauses on ly i f f a l l clauses i n S are 
range-restr i c ted . Hyperreso lu t i on s a t u r a t i o n can be i m p l e m e n t e d very ef f ic iently i n t h i s 
case. W e w i l l show t h a t a c o m b i n a t i o n o f u n i t hyperreso lu t i on a n d clause s p l i t t i n g is suf­
f ic ient i n place o f f u l l hyperreso lut i on . I n a d d i t i o n , h-models can be d e t e r m i n e d p a r t i c u l a r l y 
easily, as a g r o u n d H y p ( S ) coincides w i t h i ts instance set. T h e m e t h o d we describe m a y 
therefore be i n t e r p r e t e d as an i m p l e m e n t a t i o n o f a systematic search for covers o f H y p ( S ) . 
4. Model trees 
I n t h i s section we invest igate how t o make benefit o f the p a r t i c u l a r i t i e s of h y p e r r e s o l u t i o n 
i n t h e range-restr i c ted case. As an i n t r o d u c t o r y example let us consider t h e f o l l o w i n g 
range-restr ic ted set S,: 
Instead of s t a r t i n g hyperreso lut ion f r o m p(a) ; q ( b ) , one can analyse the case where ρ (a) is 
t r u e independent ly f r o m the case where q(b) is t r u e . Such a s p l i t t i n g i n t o t w o independent 
subproblems is sound because the clause p(a) ; q (b) is a g r o u n d d i s j u n c t i o n . I n each sub ­
case u n i t hyperreso lu t i on is now appl icable . Whenever n o n - u n i t hyperresolvents are ob ­
t a i n e d they are i m m e d i a t e l y sp l i t as w e l l , i.e., new sub-subproblems are created. F o r each 
o f the subproblems we f i n a l l y w i l l be able t o derive 'false' by means o f u n i t hyperreso lu ­
t i o n , w h i c h indicates t h a t Sj is unsatis f iable . F i g . 1 i l lus trates the di f ferent s p l i t t i n g a n d 
u n i t hyperreso lut i on steps i n f o r m o f a tree. 
t r u e — > ρ (a) ; q (b) 
p ( X ) ~ > r ( X , f ( X ) ) 
r ( X , Y ) - > t ( Y ) ; s (X) 
s (X ) - > u ( f ( X ) ) 
r ( X , Y ) , u ( Y ) - > t ( Y ) 
q ( X ) - - > t ( X ) 
p ( X ) , t ( f ( X ) ) — > false 
q ( X ) , t ( X ) — > false 
{ t r u e } 
{ P ( a ) } ( q ( b ) } 
{ r ( a , f ( a ) ) } « b ) } 
{ false} 
{ t ( f ( a ) ) > M a ) } 
{ false} { u ( f ( a } ) } 
{ t ( f (a)) } - F i g . 1 -
{ false} 
225 
I f t h e ru le p ( X ) , t ( f ( X ) ) — > false w o u l d be miss ing in S j , the t w o le f tmost branches i n 
th i s tree cou ld be c u t one step earl ier - i n d i c a t i n g the existence o f t w o di f ferent h-models . 
T h e respective models - { p ( a ) , r ( a , f ( a ) ) , s(a) , u ( f ( a ) ) , t ( f ( a ) ) } a n d { p ( a ) , r ( a , f ( a ) ) , t ( f ( a ) ) } -
can be d i r e c t l y ex t rac ted f r o m the tree by col lect ing a l l l i tera ls a long a b r a n c h n o t end ing 
w i t h 'false'. Because of th i s p r o p e r t y we w o u l d l ike t o cal l such a tree a model tree. 
E v e r y tree T g t h a t satisfies the f o l l o w i n g condit ions is a mode l tree for S: 
1. T h e nodes o f T g are f i n i t e sets consist ing of t r u t h values or o f g r o u n d l i terals 
f r o m the H e r b r a n d base o f S. 
2. T h e roo t o f T g is the set { t r u e } . 
3. Le t Ν be any node o f T g a n d let anc (N) denote the u n i o n o f Ν a n d a l l i ts a n ­
cestor nodes. 
a. Ν is a leaf i f f e i ther Ν contains 'false' , or hyp(S" ,anc (N) ) is e m p t y . 
b . Ν has a d irect descendant N ' i f f N ' is a n o n - e m p t y cover o f 
h y p ( S _ , a n c ( N ) ) 
W e cal l leaves c o n t a i n i n g 'false' failure nodes and branches e n d i n g i n a f a i lure node closed. 
A leaf t h a t does n o t conta in ' false' is a model node. A m o d e l tree is closed i f a l l i ts 
branches are closed. 
T w o i m p o r t a n t propert ies o f mode l trees can be easily proved : 
(*) I f any mode l tree for S contains a mode l node N , t h e n S is satisf iable 
w i t h h -mode l a n c ( N ) . 
(** ) I f any closed mode l tree for S exists, t h e n S is unsat is f iab le . 
T h u s mode l tree generat ion provides the basis for a sound a n d complete p r o o f procedure 
for the class of clause sets w i t h a hyperreso lu t i on s a t u r a t i o n t h a t is g r o u n d . As soon as a 
m o d e l node has been f o u n d , sa t i s f i ab i l i t y has been proved due t o ( * ) . I n case o f unsat i s -
f i a b i l i t y , however , the whole mode l tree has t o be generated for be ing sure t h a t a l l i ts 
branches are closed ( * * ) . 
T h e r e are t w o cases i n w h i c h sa t i s f iab i l i t y can be reported i m m e d i a t e l y : I n case S consists 
o f rules o n l y , hyperreso lut i on is n o t appl icable a n d S is t r i v i a l l y satisf iable w i t h e m p t y h -
mode l . I f on the other h a n d no ru le i n S has the consequent ' false ' no b r a n c h w i l l ever be 
closed. 
M o d e l trees are re lated t o special ana lyt i c tab leaux i n the sense o f [Smu68] . T h e s trategy 
by w h i c h th is k i n d of tab leaux can be constructed is such t h a t a b r a n c h is expanded b y 
s p l i t t i n g a clause C i f f a l l negative l i terals i n C are s imul taneous ly un i f iab le w i t h pos i t ive 
l i tera ls a long the b r a n c h . T h i s p a r t i c u l a r s trategy could be expressed i n t e rms o f hyper ­
reso lut i on as w e l l . R e m o v i n g a l l negative l i tera ls f r o m such a tab leau leads d i r e c t l y t o the 
corresponding mode l tree. 
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I n general there are m a n y dif ferent ways how a mode l tree m a y be construc ted . Choices 
have to be made i n w h i c h order t o t r y the di f ferent possible covers of a p a r t i a l s a t u r a t i o n 
hyp(S" ,anc (N) ) . I n the next section we w i l l present an i m p l e m e n t a t i o n of a pure depth - f i r s t 
s trategy for mode l tree generation. I n general , H y p ( S ) a n d therefore any mode l tree for S 
can be i n f i n i t e . I n case Hyp (S ) is f i n i t e , however , a l l mode l trees for S are f i n i t e as w e l l 
and model tree generat ion w i l l always t e r m i n a t e . Therefore sa t i s f iab i l i ty is decidable for 
such sets of clauses. I n section 6 we w i l l f u r t h e r characterize th i s decidable class and give 
a more efficient procedure for deciding sa t i s f i ab i l i t y of clause sets f r o m t h i s class. 
5. A P R O L O G - i m p l e m e n t a t i o n of model tree generation 
U n i t hyperreso lut i on can be i m p l e m e n t e d i n P R O L O G extremely easily and ef f ic iently . 
A f t e r hav ing defined ' — > ' as a P R O L O G b i n a r y operator , p r o b l e m clauses can be d i r e c t l y 
asserted as P R O L O G facts. Solv ing the P R O L O G goal ' ( A — > C ) , A , n o t C implements 
the search for a hyperresolvent C t h a t is der ivable w i t h a l l satellites be ing u n i t s i n t h e 
c u r r e n t database and C being " n e w " , i .e., no t subsumed by any of these u n i t s . (Note t h a t 
a l l n o n - u n i t s tatements w i l l be " d e r i v e d " th is w a y as w e l l , because ' t r u e ' is a P R O L O G 
goal t h a t always succeeds). P R O L O G ' S search t h r o u g h the ' — > ' - r e l a t i o n corresponds t o 
the search for a nucleus of the next d e r i v a t i o n step. Regard ing antecedent and consequent 
o f a clause as P R O L O G goals ( w i t h Boolean connectives represented l ike i n P R O L O G ) 
p e r m i t s t o i m p l e m e n t the search for suitable satell ites as w e l l as the s u b s u m p t i o n test v i a 
P R O L O G goal i n t e r p r e t a t i o n . U n i t hyperreso lu t i on s a t u r a t i o n re lat ive t o a f ixed set o f 
satellites - as required i n the de f in i t i on o f a mode l tree - can be achieved by means of a 
' se to f procedure w h i c h is available as a system predicate i n mos t P R O L O G interpreters . 
T h e fo l l owing three predicates determine a l l covers o f a g iven set o f hyperresolvents -
represented as a P R O L O G l ist - successively on b a c k t r a c k i n g . T h e elements o f the cover 
are asserted as facts i n t o the P R O L O G database and are a u t o m a t i c a l l y r e t rac ted on back­
t r a c k i n g : 
cover([ ] ) . c o m p o n e n t ( L , ( L ; _ ) ) . 
cover([H|T]) :- c o m p o n e n t ( L , ( _ ; D ) ) :- !, c o m p o n e n t ( L , D ) . 
H , !, c o v e r ( T ) . c o m p o n e n t ( L , L ) . 
cover([H|T]) :-
c o m p o n e n t ( L , H ) , 
assume(L) , assume(X) :- a sser t (X ) . 
c o v e r ( T ) . assume(X) :- r e t r a c t ( X ) , !, f a i l . 
I m m e d i a t e l y after a cover has been computed we can already determine whether any of the 
descendants o f t h i s cover i n the mode l tree under c o n s t r u c t i o n w i l l c o n t a i n 'false'. For t h i s 
purpose we have made the choice no t t o t r ea t complete ly negative clauses i n the same w a y 
as the r e m a i n i n g clauses, b u t to represent every ru le A — > false as a P R O L O G 
d e r i v a t i o n ru le 'false :- A ' . T h i s al lows t o cut branches of a mode l tree t h a t lead to con­
t rad i c t i ons already one level before 'false' w o u l d be e x p l i c i t l y der ived . I f the P R O L O G goal 
'false' succeeds after the c o m p u t a t i o n o f any cover, b a c k t r a c k i n g is i n i t i a t e d and a di f ferent 
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rhoice for reaching a cover is made. 
T h e whole p r o o f procedure can now be p r o g r a m m e d in f o r m of t w o s imple m u t u a l l y recur ­
sive predicates: 
satisfiable :- satisfiableQ ]) :- !, n o t false. 
seto f (C, ( (A — > C ) , A , not C ) , S), satisfiable(S) :-
satisf iable(S) . cover(S) , 
no t false, 
satisf iable. 
I f ' satisf iable ' succeeds, the database contains a h -mode l of the set o f clauses i n the ' r u l e ' 
r e l a t i o n . F a i l u r e of 'satisf iable ' indicates t h a t no h -model can be f o u n d . 
Despite of i t s s i m p l i c i t y th is p r o g r a m appears t o be s u r p r i s i n g l y efficient i f app l ied t o 
problems t h a t are n a t u r a l l y range-restr ic ted . Schubert 's Steamrol ler - i n t r o d u c e d i n 
[ W A L 8 4 ] - is an excellent example of th i s k i n d of prob lems . O u r P R O L O G representat ion 
o f i t corresponds to the ' s t a n d a r d ' unsorted f o r m u l a t i o n of the p r o b l e m given i n [STI86] : 
w o l f ( X ) — > a n i m a l ( X ) t r u e — > w o l f ( w ) 
f o x ( X ) - - - > a n i m a l ( X ) t r u e - - - > fox(f) 
b i r d ( X ) — > a n i m a l ( X ) t r u e — > b i r d ( b ) 
s n a i l ( X ) — > a n i m a l ( X ) t r u e — > snail(s) 
c a t e r p i l l a r ( X ) — > a n i m a l ( X ) t r u e — > caterp i l lar ( c ) 
g r a i n ( X ) — > p l a n t ( X ) t r u e — > grain(g ) 
f o x ( X ) , w o l f ( Y ) — > s m a l l e r ( X , Y ) s n a i l ( X ) — > p l a n t ( i ( X ) ) 
b i r d ( X ) , f o x ( Y ) « > s m a l l e r ( X , Y ) s n a i l ( X ) — > l i k e s ( X , i ( X ) ) 
s n a i l ( X ) , b i r d ( Y ) — > s m a l l e r ( X , Y ) c a t e r p i l l a r ( X ) — > p l a n t ( h ( X ) ) 
c a t e r p i l l a r ( X ) , b i r d ( Y ) - - - > s m a l l e r ( X , Y ) c a t e r p i l l a r ( X ) — > l i k e s ( X , h ( X ) ) 
b i r d ( X ) , c a t e r p i l l a r ( Y ) — > l i k e s ( X , Y ) 
a n i m a l ( X ) , a n i m a l ( Y ) , s m a l l e r ( Y , X ) , p l a n t ( W ) , l i k e s ( Y , W ) , p l a n t ( Z ) — > 
l i k e s ( X , Y ) ; l i k e s ( X , Z ) . 
false 
false 
false 
- l i k e s ( X , Y ) , w o l f ( X ) , f o x ( Y ) . false :- l i k e s ( X , Y ) , w o l f ( X ) , g r a i n ( Y ) . 
- likes ( X , Y ) , b i r d ( X ) , s n a i l ( Y ) . 
- a n i m a l ( X ) , a n i m a l ( Y ) , l i k e s ( X , Y ) , g r a i n ( Z ) , l i k e s ( Y , Z ) . 
T h e best c p u t i m e Stickel has reported for the so lut ion of t h i s p r o b l e m is 6 sees. M e a n w h i l e 
[ENG87] has achieved 1 sec. W e have appl ied the above p r o g r a m t o the g iven f o r m u l a t i o n 
o f the Steamrol ler (using a s impl i f i ed ' se to f procedure for sets o f g r o u n d elements) i n i n ­
terpreted C -Pro log (Vers. 1.5) on a V A X 11/785. Us ing the b u i l t - i n predicate ' c p u t i m e ' 
we have measured 1.35 sees. T h e mode l tree constructed by t h e p r o g r a m consists o f 14 
nodes and has 10 closed branches. I f the t h e o r e m is o m i t t e d , we reach a h -mode l of 25 
l i tera ls after 0.83 sees. 
O n the other h a n d there are cases where the i m p l i c i t i n s t a n t i a t i o n i n t r o d u c e d t h r o u g h the 
t r a n s f o r m a t i o n i n t o range-restr icted f o r m makes mode l tree search i m p r a c t i c a b l e because o f 
the immense size of the tree. Problems 66 t o 69 i n [PEL86] - d i f f i c u l t f u n c t i o n - p r o b l e m s 
suggested by C h . M o r g a n - belong t o t h i s k i n d of examples. 
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6. A n improved procedure for a syntactically defined class 
As mentioned before model tree generation is a decision procedure for satisfiability for 
clause sets with a finite hyperresolution saturation. If we would know in advance that a 
given set belongs to this class we could use an even simpler (and in general more efficient) 
P R O L O G implementation of model tree generation: 
sat is f iable_ f in :-
(A — > C ) , A , not C , !, 
component ( L , C ) , 
assume ( L ) , 
not false, 
sat is f iable_f in . 
satisfiable fin. 
T h i s predicate does no longer determine sets of hyperresolvents before trying to cover 
them. Instead it generates hyperresolvents as they come and covers them immediately. If 
the set of all possible hyperresolvents is finite, the program is guaranteed to exhaust this 
set and thus to reach 'false' whenever possible. I n case Hyp(S) is infinite, 'satisfiable__fin' 
may work correctly as well , but there are cases where refutation-completeness is lost. T h e 
following clause set S 2 is an example for this: 
true - > p(a) p ( Y ) - > p( f (Y) ) 
p ( X ) , q (X) - - > false p(Z) - > q(f(Z)) 
S 2 has infinitely many hyperresolution levels. T h e nodes of the model tree for S 2 are the 
sets { p ( a ) } , {p(f(a)) ,q(f(a))} and {p(f(f(a))),q(f(f(a))),false}, respectively. T h u s model tree 
generation with the predicate 'satisfiable' will terminate as opposed to 'satisfiable fin': this 
procedure reaches only the p-atoms in each level but never derives 'false'. E v e r y atom is 
asserted immediately after its generation and thus leads to a new application of the same 
rule. T h e search function of 'satisfiable __ f in ' is simple, but inherently " u n f a i r " . T h u s its 
simplicity can be exploited only for refuting sets with finite hyperresolution saturation. 
T h e infinite generation of hyperresolvents is due to the presence of a special recursive rule 
in S 2 : p ( Y ) — > p( f (Y) ) is recursive and in addition leads to the generation of infinitely 
many nested terms v i a hyperresolution. T h e Steamroller contains a recursive rule as well , 
namely 
a n i m a l ( X ) , a n i m a l ( Y ) , s m a l l e r ( Y , X ) , p l a n t ( W ) , l i k e s ( Y , W ) , p l a n t ( Z ) — > 
( l ikes(X ,Y) ; l ikes(X ,Z) ) 
However, no new nested terms can be generated through this rule, as no Skolem term is 
involved in the recursion. 
There is another phenomenon that influences a potential infinite generation of hyperresol­
vents. Consider the following set S 3 : 
true — > p(a) p ( X ) , s ( Y , Z ) — > r (Z , f (X) ) 
r ( X , f ( X ) ) — > false r ( X , Y ) — > s ( Y , f ( X ) ) 
T h i s set contains a cycle of recursion between the two rules on the right column that in-
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volves Skolern terms as w e l l . Despite th is s i m i l a r i t y w i t h S 2 , H y p ( S 3 ) is finite and b o t h 
procedures , ' sat isf iable ' as we l l as 'satisfiable fin1 t e r m i n a t e . T h i s happens because the 
respective rules do not p a r t i c i p a t e in any hyperreso lut ion step. 
A s y n t a c t i c a l character i zat ion of clause sets t h a t c o n t a i n a cycle of recursion leading to i n ­
finite t e r m - g e n e r a t i o n when entered d u r i n g hyperreso lut ion can be given in terms of the 
connect ion g r a p h of the set. C e r t a i n cycles in th is g raph can be d i s t inguished by means of 
c o m p a t i b l e uni f iers , recursive subs t i tu t i ons and a reachab i l i t y r e l a t i o n between atoms. T h e 
presence of these special cycles characterizes a solvable class of clause sets. T h i s class 
p r o p e r l y contains t w o w e l l - k n o w n solvable classes, namely the Bernays-Schoenfinkel class 
(clauses w i t h o u t non-constant Skolem terms) and the class o f compact clause sets [ L E W 7 5 ] 
(sets w i t h o u t recursive rules) . T h e f o r m a l d e f i n i t i o n of th i s class and a proo f of i ts sol­
v a b i l i t y w i l l be given i n a f o r t h c o m i n g paper. 
7. Conclusion 
I n th i s paper a proo f procedure for sets of range-restr ic ted clauses has been proposed w h i c h 
is based on mode l generat ion v i a hyperreso lut ion . T h e m e t h o d explo i ts t h a t hyperresol -
vents der ivable f r o m range-restr ic ted clauses are g r o u n d . T h e procedure can be in te rpre ted 
as generat ing a model tree i n a depth - f i r s t manner . A P R O L O G i m p l e m e n t a t i o n of the ap­
proach has been described t h a t is s imple b u t allows to solve m a n y problems w i t h con­
siderable efficiency. As a sat i s f iab i l i ty preserving t r a n s f o r m a t i o n i n t o a range-restr ic ted 
p r o b l e m is always possible, the procedure is general purpose. 
T w o possible extensions are under inves t igat ion at the m o m e n t . F i r s t , one can use 
P R O L O G d e r i v a t i o n rules for representing other H o r n clauses t h a n on ly complete ly nega­
t i v e ones. Moreover , a careful use of n o n - g r o u n d P R O L O G facts for representat ion of u n i t 
clauses can help to avo id m a n y of those cases where a c o m b i n a t o r i a l explosion of generated 
facts due to i m p l i c i t i n s t a n t i a t i o n v i a ' dorn ' w o u l d otherwise occur. As long as i t is 
guaranteed t h a t n o n - H o r n statements are always grounded before s p l i t t i n g , these deviat ions 
f r o m a pure ly generative approach are acceptable and o f ten very useful . However , i t 
shou ld be noted t h a t PROLOG-spec i f i c problems due to recurs ion or miss ing occurs check 
m a y arise, t h a t do not exist for the m e t h o d described i n t h i s paper . 
Second, we are going t o make the m e t h o d sound and complete for finite sat i s f iab i l i ty as 
w e l l . M o s t theorem provers do not t e r m i n a t e i n m a n y cases where a finite model exists. 
F o r a p p l y i n g the procedure in a database context , existence of finite models has t o be 
detected. T h e price t o be p a i d for being able t o t e r m i n a t e m o r e often i n case of satis­
fiability w i l l be a decrease i n efficiency for r e f u t a t i o n , however . I n [BM86] we have inves­
t i g a t e d w h i c h a d d i t i o n a l features are required for achieving completeness for b o t h , unsat is -
fiability as w e l l as finite sa t i s f iab i l i ty . A n extension of our m e t h o d w i t h these a d d i t i o n a l 
features appears to be s t r a i g h t f o r w a r d . 
A p a r t f r o m the t w o points m e n t i o n e d , f u r t h e r increase i n efficiency m a y be obta ined by 
means of more sophist icated strategies for mode l tree generat ion . 
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