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We present a continuum theory of graphene treating on an equal footing both homogeneous
Cauchy-Born (CB) deformation, as well as the microscopic degrees of freedom associated with the
two sublattices. While our theory recovers all extant results from homogeneous continuum theory,
the Dirac-Weyl equation is found to be augmented by new pseudo-gauge and chiral fields fundamen-
tally different from those that result from homogeneous deformation. We elucidate three striking
electronic consequences: (i) non-CB deformations allow for the transport of valley polarized charge
over arbitrarily long distances e.g. along a designed ridge; (ii) the triaxial deformations required to
generate an approximately uniform magnetic field are unnecessary with non-CB deformation; and
finally (iii) the vanishing of the effects of a one dimensional corrugation seen in ab-initio calculation
upon lattice relaxation are explained as a compensation of CB and non-CB deformation.
I. INTRODUCTION
With the emergence of two dimensional materials tan-
talizing new possibilities now exist to control electronic
structure via material deformation1–3. The most stud-
ied such system is graphene - an atomically thin layer
of carbon - in which strain creates pseudo-magnetic and
electric fields2,4–8. This connection between deformation
and electromagnetic fields represents a far more profound
control of electronic structure through deformation than
is possible with any three dimensional material, and has
led to a wealth of ideas for manipulating electronic cur-
rents in graphene via strain, together known as the field
of “straintronics”9–18.
In two dimensional materials lattice deformations often
occur over length scales far in excess of the lattice con-
stant, implying a natural role for a continuum descrip-
tion. For graphene this leads to a physically transpar-
ent theory connecting lattice deformation, via a pseudo-
gauge in the Dirac-Weyl equation, to the remarkable ex-
perimental finding of Landau levels in the absence of an
external magnetic field19–24. A common assumption of
such theories, however, is the Cauchy-Born rule25 that
states deformations around any material point are ho-
mogeneous. For a material with a lattice and basis, this
implies the basis atoms of the unit cell deform according
to a single global deformation field: there are no internal
degrees of freedom between the sublattices. However,
there is growing evidence from atomic simulations26–35
that in graphene, as for other carbon allotropes such as
diamond, this assumption breaks down.
What is therefore required is a continuum approach be-
yond the Cauchy-Born approximation: one that bridges
the micro- and meso-scales of deformation. The purpose
of the present paper is to describe such an approach. To
that end, we augment the homogeneous “acoustic” defor-
mation field with an “optical” field describing sub-lattice
internal degrees of freedom, and develop an electronic
theory that treats these two equally. While our focus is
graphene, the framework we describe is easily general-
ized to any non-Bravais material, and we indicate how
this may be done.
We show that the electronic manifestation of defor-
mations beyond the Cauchy-Born rule can be dramatic.
In particular we find that non-Cauchy-Born deforma-
tions: (i) can create approximately uniform magnetic
fields without recourse to special triaxial deformations36;
(ii) allow the possibility of valley polarized charge trans-
port over extended distances e.g. along a designed ridge;
and (iii) qualitatively change patterns of charge local-
ization and associated sub-lattice polarization. These
features all arise as the introduction of a non-Cauchy-
Born component profoundly changes the functional re-
lationship between deformation field and pseudo-gauge.
In contrast to the fundamental “entanglement” of the
lattice geometry with the pseudo-gauge in homogeneous
deformation9,37–47, in the non-Cauchy-Born case the
pseudo-gauge depends only on the deformation field it-
self. So, for example, the nodal (B = 0) lines of the
resulting pseudo-magnetic fields reflect basic structures
of the deformation field (e.g. a change in sign of its cur-
vature) rather than the C3 symmetry of the underlying
lattice, allowing transport of charge along snake states as-
sociated with extended nodal lines, for instance created
by a ridge or step edge.
We also examine atomic simulations of deformation in
graphene that exist in the literature, and argue that a
number of unexpected findings, in particular the van-
ishing of gauge field effects upon relaxation of armchair
corrugation deformations26,27, yield to simple explana-
tion in the generalized continuum theory presented here.
Taken together, these results show that the possibilities
of “straintronics” in graphene can be profoundly enriched
by the inclusion of deformations beyond the Cauchy-Born
rule.
II. THEORY
We consider two distinct deformation fields u(ν)(r) =
(u
(ν)
x (r), u
(ν)
y (r), u
(ν)
z (r)) ν = 1, 2, each applied to one of
the two sub-lattices of graphene. Here r is a 2-vector
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2describing a position in the material, and the u(ν) a 3-
vector, allowing for both out-of-plane and in-plane de-
formations. In general, there will be S such fields for a
material with S sub-lattices. While the formalism we de-
scribe here can be easily generalized, for the purposes of
clear exposition (and as we only consider graphene) we
will restrict to S = 2. These two fields are conveniently
expressed as
u±(r) =
1
2
(u(1)(r)± u(2)(r)) (1)
with u+(r) the acoustic field that describes homogeneous
Cauchy-Born obeying deformations, and u−(r) an opti-
cal field encoding the internal degree of freedom between
basis atoms in the unit cell. (In the following we will use
the terms Cauchy-Born and acoustic, and non-Cauchy-
Born and optical interchangeably.) Having established
the form of deformation that we will consider we then
review in Section II A an exact mapping of the Slater-
Koster tight-binding Hamiltonian to a general continuum
operator H(r,p)48. This exact map is then in Section
II C applied to our specific deformation and, by Taylor
expanding for slowly varying fields and small momenta,
we recover a systematic series of contributions to the ef-
fective Hamiltonian that describe with increasing accu-
racy CB and non-CB deformations in graphene.
In Section II D we describe in detail the resulting effec-
tive Hamiltonian. We recover all terms found in the stan-
dard continuum theory of deformations in graphene, in-
cluding the gauge and scalar field terms2,4–8,47, their cur-
vature corrections6, as well as the Fermi velocity2,7,8,49
and cone tilting expressions2. In addition, we are also
able to reproduce the limited number of non-CB results
already found in the literature5,50,51. However, the ap-
proach here in which CB and non-CB deformations are
treated on an equal footing leads, as we show, to a wealth
of new structures in the effective Hamiltonian.
A. The “operator equivalent” approach
We first describe in outline the exact map from an
atomistic tight-binding (TB) Hamiltonian HTB to a gen-
eral continuum operator H(r,p). A complete derivation
of the formalism presented here can be found in Ref. 48,
where it is also generalized to deal with multilayer sit-
uations. It has previously been applied to study in-
terlayer deformations in bilayer graphene, treating both
dislocations3,52 as well as twist and shear faults53,54; this
work represents the first application to study single layer
deformations.
We consider a general TB Hamiltonian
HTB =
∑
ij
tijc
†
jci (2)
where tij are the overlap integrals of the crystal potential
with local orbitals, with ci (c
†
i ) the annihilation and cre-
ation operators of these local orbitals. Note that we em-
ploy here a compressed index notation which minimally
represents a basis atom of the unit cell (as is the case for
graphene in the pi-band approximation), but more gen-
erally can include spin and angular momentum labels.
We wish to obtain an effective continuum Hamiltonian
that is exactly equivalent to the TB Hamiltonian. The
general approach, as described in Ref. 48, is firstly to
break down the TB Hamiltonian into high and low sym-
metry parts:
HTB =
∑
ij
t
(0)
ij c
†
jci +
∑
ij
δtijc
†
jci (3)
= H
(HS)
TB +H
(LS)
TB (4)
where t
(0)
ij are the overlap integrals of a high-symmetry
state, and δtij the changes induced by some deformation
applied to it. Note that H
(HS)
TB and H
(LS)
TB share the same
basis of local orbitals, differing only in the values of the
hopping constants.
For operator equivalence we require two conditions: (i)
a one to one correspondence between the complete basis
sets of each Hamiltonian HTB and H(rˆ, pˆ) and (ii) equal-
ity between all inner products that can be constructed
with each Hamiltonian and its basis set. For the TB
Hamiltonian the choice of basis set is the Bloch states of
the high symmetry part of the Hamiltonian H
(HS)
TB :
|Ψkα〉 = 1√
N
∑
i
eik.(Ri+να) |Ri + να〉 (5)
with Ri the lattice vectors and να the basis vectors of the
high symmetry structure, and N the number of unit cells
(the implicit N → ∞ limit is suppressed, as is the V →
∞ limit for the continuum representation below). The
corresponding basis set for the continuum Hamiltonian
are pseudospinor plane waves:
|φkα〉 = 1√
V
eik.r |1α〉 , (6)
where |1α〉 is a unit ket in a space with dimensional-
ity equal the sum of atomic degrees of freedom, i.e.
|1α〉 = (01, . . . , 1α, . . .)T , which will generally include
other atomic degrees of freedom besides the basis index
of the unit cell. These two sets of basis functions are
in obvious one to one correspondence, as the number of
atomic degrees of freedom α in the TB basis function,
Eq. (5), is equal to number of components of the pseudo-
spinor vector in Eq. (6). Having thus fulfilled the first of
the two conditions described above, we can now precisely
state the second:
〈Ψk1α |HTB |Ψk2β〉 = 〈φk1α |H(r,p)|φk2β〉 (7)
3for all k1, k2, α, and β. Surprisingly, as shown in Ref. 48,
this condition can be exactly met and a closed form re-
sult for H(r,p) derived. The only ingredient required to
connect the atomistic and continuum worlds of Eq. (7) is
to introduce an envelope function tαβ(r, δ) that describes
the overlap integral between an α-orbital at a point r in
the material to a β-orbital at point r + δ. This function
must evidently satisfy tαβ(r, δ) = tij when r = ri and
r + δ = rj . The “operator equivalent” Hamiltonian is
then found to be48
[H(rˆ, pˆ)]αβ =
1
VUC
∑
i
Miαβtαβ(r,Ki + p/~). (8)
In this expression the momentum operator p is measured
from some (arbitrary) point K1 in the Brillouin zone of
the high symmetry (HS) system, and the sum i is taken
over the translation group of the HS system, i.e. Ki =
K1 + Gi with Gi a reciprocal lattice vector. Miαβ is an
element of a so-called “M-matrix”, an object that encodes
the geometry of the HS system, and is given by
Miαβ = e
i(Ki−K1).(να−νβ). (9)
Finally tαβ(r,q) is the mixed space hopping function,
the Fourier transform with respect to δ of the envelope
function tαβ(r, δ):
tαβ(r,q) =
∫
dδeiq.δtαβ(r, δ). (10)
For further details of the derivation we refer the reader to
Ref. 48, however we mention here one subtle detail. The
operator equivalence in Eq. (7) is posited on the defor-
mation changing the Hamiltonian while the basis is held
fixed. As the basis set is complete for any deformation
this is allowed (since local orbitals are neither created nor
destroyed, i.e. the number of sites in the crystal remains
unchanged under deformation). However, a fixed basis
means also fixed labels of the basis functions |Ri + να〉,
and unchanging position labels under deformation imply
in turn a coordinate system co-moving with the defor-
mation. Thus, both r and p are measured in a local
coordinate system, explaining the presence in Eqs. (8)
and (9) of the reciprocal lattice quantities of the high
symmetry system.
B. Derivation of the effective Hamiltonian for
pristine graphene
As a simple example we first derive the Hamiltonian for
pristine graphene using the above formalism. Using the
high symmetry K point as the reference point for measur-
ing momenta p, the C3 symmetry then gives a first star
of three vectors: K0 =
(
2
3 , 0
)
and K± =
(
− 12 ,± 12√3
)
,
with corresponding Gi given by G0 = (0, 0), G± =(
−1,± 1√
3
)
. For a choice of basis vectors ν1 = (0, 0)
and ν2 =
(
1
2 ,
1
2
√
3
)
the corresponding “M matrices” are
given by:
M0 =
(
1 1
1 1
)
, M± =
(
1 e±i2pi/3
e∓i2pi/3 1
)
(11)
(note that reciprocal space quantities are in units of 2pi/a,
real space quantities in units of a). Evaluation of the ef-
fective Hamiltonian now only requires a choice of hopping
function. For pristine graphene the low energy pi-band
can be completely described by tpppi tight-binding inte-
grals, and so the hopping function has no labels and is
given simply by t(δ2). In the case of out-of-plane defor-
mation a full treatment of the angular degrees of free-
dom of the hopping vector requires inclusion of both tppσ
and tpppi hopping via the usual Slater-Koster scheme, ev-
idently possible with the approach of Section II A and
which we will describe later.
Taylor expansion about the high symmetry K point
then yields
H(p) =
∑
n
Tn
(p
~
)n
(12)
where n is a tuple of two integers (n1, n2) and (p/~)n =
(px/~)n1(py/~)n2 . We will employ this shorthand multi-
index tuple notation throughout this paper. In Eq. (12)
Tn =
1
n!VUC
∑
iMi ∂
n
q t(q
2)
∣∣
q=Ki
and so carries the SU(2)
matrix structure (n! = n1!n2!). It easily evaluated in
the first star approximation described above to yield,
for zeroth and linear order, T00 = E0σ0, T10 = vFσx,
T01 = vFσy. Here the constants depend on VUC and
t(K2i ) with Ki the translation group of the high sym-
metry K point and t(q2) the Fourier transform of the
tight-binding hopping function. In this way we find for
pristine graphene up to second order in momentum:
H(p) = vFσ.p +
p2
2m
σ0 + β
(
0 (px + ipy)
2
(px − ipy)2 0
)
(13)
C. Derivation of the effective Hamiltonian for
deformed graphene
We now implement deformation within this general ef-
fective Hamiltonian scheme. Firstly we expand the mixed
space hopping function in Eq. (8) close to the Dirac point.
The expression tαβ(r,Ki + p/~) then becomes
tαβ(r,Ki + p/~) =
∑
n
1
n!
∂nq tαβ(r,q)|q=Ki
(p
~
)n
(14)
The next step is to obtain the mixed space hopping
function tαβ(r,q). For clarity of exposition we will em-
ploy here a pi-orbital only (Hu¨ckel model) approximation
4for deformed graphene; this restriction will subsequently
be removed when we consider a more general scheme in-
volving the full Slater-Koster expression for the pi-band
including both σ-hopping (tppσ) and pi-hopping (tpppi),
with the σ-hopping resulting from the bending of pz or-
bitals of graphene under out-of-plane deformation.
As the only impact of deformation is to change the val-
ues of the hopping integrals (the basis being held fixed),
to obtain tαβ(r, δ) we require only (i) a form of the elec-
tron hopping envelope function t(δ) in the high symme-
try system, and (ii) information about how an arbitrary
hopping vector δ changes under deformation. As the
origin r of the hopping vector is on the α-sublattice,
and the end point r + δ on the β-sublattice, and as
we have different deformation fields acting on each of
these sublattices, then the change under deformation is:
δ → δ + u(β)(r + δ) − u(α)(r). Employing the same
form of hopping function for pristine graphene as used in
the previous section, we find that under deformation it
changes as
t(δ2)→ tαβ
(
(δ + u(β)(r + δ)− u(α)(r))2
)
. (15)
To obtain a complete picture of the hopping within the
unit cell it is convenient to write the hopping function
as a 2 × 2 matrix in sublattice space. Introducing the
optical and acoustic fields u±(r), Eq.(1), we find
t(r, δ) =
(
t
(
(δ +D(u+ + u−))2
)
t
(
(δ − 2u− +D(u+ − u−))2)
t
(
(δ + 2u− +D(u+ + u−))2
)
t
(
(δ +D(u+ − u−))2)
)
, (16)
where the operator shorthand Df = f(r + δ) − f(r) has
been introduced. Performing a first order Taylor expan-
sion of the function t, the change of the hopping function
in sub-lattice space is found to be
δt(r, δ) =
(
1 1
1 1
)
t1(r, δ) +
(
1 0
0 1
)
σzt2(r, δ)
+
(
0 1
1 0
)
t3(r, δ) +
(
0 1
1 0
)
σzt4(r, δ) (17)
where
t1(r, δ) = 2t
(1)(δ2)
(
δ ·Du+ + (Du+)2 + (Du−)2) ,
t2(r, δ) = 2t
(1)(δ2)(δ ·Du− +Du+ ·Du−),
t3(r, δ) = 4t
(1)(δ2)
(
(u−)2 +Du− · u−) ,
t4(r, δ) = 2t
(1)(δ2)
(
2δ · u− + δ ·Du− + 2Du+ · u−
+Du+ ·Du−) (18)
with t(1)(δ2) = ∂t(δ2)/∂(δ2). These four linearly inde-
pendent matrices encapsulate Cauchy-Born law and be-
yond Chaucy-Born law deformations in graphene. The
first matrix describes a hopping change homogeneous in
sub-lattice space, this evidently represents the CB obey-
ing part of the deformation. The remaining matrices en-
code inhomogeneous hopping in sub-lattice space. At
zeroth order in momentum the second of these matrices
represents chiral (mass generating) fields due to non-CB
deformation (note the presence of σz), while the remain-
ing two represent new gauge fields. At higher order in
momentum all three will generate velocity and trigonal
warping corrections to the effective Hamiltonian.
To make further progress we now perform a Taylor
expansion of the Df type terms in Eq. (18). For any of
the tη (η = 1− 4) the result may evidently be expressed
as
tη(r, δ) = t
(1)(δ2)
∑
m
Cηm(r)δ
m (19)
where Cηm are the coefficients that depend on the de-
formation field u±(r) and m = (m1,m2) is a tuple of
integers that correspond to the power of δx and δy, re-
spectively. For the four hopping functions in Eq. (18) the
Cηm coefficients are shown in Table I, where we restrict
ourselves to those Cηm that will ultimately preserve her-
miticity of the effective Hamiltonian (see in Section III).
The coefficients of the t1(r, δ) expansion are the familiar
coefficients of a bond deformation in a single deformation
field u+(r), while the coefficients for t2(r, δ)-t4(r, δ) re-
flect the action of two distinct deformation fields on the
two end points of the bond.
The Fourier transform with respect to δ is now trivial
and gives
tη(r,q) =
∑
m
(−i)mCηm(r)∂mq t(1)(q2) (20)
where
t(1)(q2) =
∫
dδeiq.δt(1)(δ2). (21)
Denoting the matrix corresponding to tη(r, δ) in Eq. (17)
as Lη, and inserting both into Eq. (14) we find the ex-
pression
δtαβ(r,Ki + p/~) =
∑
η
Lηαβ
∑
nm
(−i)m
n!
(22)
× Cηm(r)∂m+nq t(1)(q2)|q=Ki
(p
~
)n
5Order (|m|) m1m2 C1m C2m C3m C4m
0 0 0 0 0 4(u−)2 0
1 1 0 0 0 4u− · ∂xu− 4u−x + 2u−.∂xu+
0 1 0 0 4u− · ∂yu− 4u−y + 2u−.∂yu+
2 0 2+xx 2(
−
xx + ∂xu
+.∂xu
−) 2u−.∂2xu
− 2−xx
2 1 1 4+xy 2(2
−
xy + ∂xu
+.∂yu
− + ∂yu+.∂xu−) 4∂xu−.∂yu− 4−xy
0 2 2+yy 2(
−
yy + ∂yu
+.∂yu
−) 2u−.∂2yu
− 2−yy
3 0 ∂x
+
xx ∂x
−
xx - ∂x
−
xx
3 2 1 ∂x(
+
xy + 2
+
yx) ∂x(
−
xy + 2
−
yx) - ∂x(
−
xy + 2
−
yx)
1 2 ∂y(2
+
xy + 
+
yx) ∂y(2
−
xy + 
−
yx) - ∂y(2
−
xy + 
−
yx)
0 3 ∂y
+
yy ∂y
−
yy - ∂y
−
yy
TABLE I: The expansion coefficients Cηm of the function describing the change in electron hopping due to deformation
tη(r, δ) = t
(1)(δ2)
∑
m Cηm(r)δ
m. Here η = 1 corresponds to Cauchy-Born deformation, and η > 1 to non-Cauchy-Born
deformation (see Eq. (17)). In each of the expressions shown ± and u± are the deformation field and deformation tensor
for acoustic (+ superscript) and optical (- superscript) deformations. Only those coefficients consistent with the hermiticity
conditions Eq. (40) and Eq. (41) are shown, while those that violate the hermiticity of the effective Hamiltonian are removed
as indicated by “-” in the C3m column.
which can now be inserted back into Eq. (8) to arrive
at a compact expression for the effective Hamiltonian of
graphene with both Cauchy-Born and non-Cauchy-Born
deformations
δH(r,p) =
∑
ηnm
1
n!
Cηm(r)Tη,m+n
(p
~
)n
(23)
with
Tη,m,αβ =
Lηαβ
VUC
∑
i
Miαβ∂
m
q t
(1)(q2)|q=Ki . (24)
Tη,m is independent of position and momentum and, as
in the example of pristine graphene, simply carries the
matrix structure of the Hamiltonian. The position, mo-
mentum, and matrix degrees of freedom of the effective
Hamiltonian thus factorize. While for graphene the posi-
tion functions Cηm(r) are obviously purely geometric in
origin, in a more complex material, or by going beyond pi-
band hopping, they will encode both the geometry of the
deformed bond as well as the form of the Slater-Koster
hopping function.
The generalization to S deformation fields and a gen-
eral Slater-Koster form of the hopping function proceeds
straightforwardly, with no formal change in structure of
the preceding equations but with Eq. 17 generalized to
δt(r, δ) =
∑
η
Lη tη(r, δ), (25)
where η is now a generalized index that counts deforma-
tion modes as well as the spherical and cylindrical an-
gular momenta of Slater-Koster integrals, i.e. tssσ, tspσ,
tppσ, tpppi and so on. For all S and Slater-Koster forms
this equation can be written down, but in contrast to the
case of graphene the matrices Lη are not guaranteed to
form a linearly independent set.
D. Scalar, gauge, and chiral fields due to
Cauchy-Born and non-Cauchy-Born deformation
We now describe the corrections to the Dirac-Weyl
Hamiltonian of graphene that arise from Cauchy-Born
(acoustic) and non-Cauchy-Born (optical) deformations,
using the formalism derived in the previous section. For
a first star approximation these may be obtained analyt-
ically from Eq. (23) and (24), but instead we have im-
plemented these equations (generalized to S deformation
fields and underpinned by the full Slater-Koster tight-
binding theory) into a software package for the general
treatment of deformations in 2d materials. Thus all re-
sults are obtained via a numerical procedure with the
“star sums” taken to numerical convergence. The result-
ing formulae are presented in Table II and include terms
up to second order in momentum and second order in
spatial derivatives of the deformation fields. For ease
of use in the following text the second column simply
enumerates the various terms, which have been divided
into those that arise from the acoustic field, the optical
field, and their coupling (denoted opto-acoustic). Each
entry displays the numerical coefficient of the expression
αi (column three), the expression itself hi (column four),
the value of η in Eq. (18) from which the term is derived
(column five), and any references in which the expression
has previously been reported (column six). The effective
Hamiltonian due to deformation is then simply given by∑
i αihi.
We first consider the effective fields that are generated
from the η = 1 term of the hopping function, Eq. (17).
This term arises from homogeneous Cauchy-Born (i.e.,
acoustic) deformation of the lattice. These are displayed
in terms 1-4 of Table II. These include the well known
real (term 2) and imaginary (term 4) gauge fields, in-
volving the deformation tensor and its derivative respec-
tively. The corresponding real (term 1) scalar potential
is also well known, however we also find an imaginary
scalar potential (term 3) that does not, to the best of
6i αi hi η Ref.
Acoustic
1 0.9
[∇.u+⊥ + ((∂xu+)2 + (∂yu+)2)/2]σ0 1 2,6,7
2 8.5
[{+xx − +yy + ((∂xu+)2 − (∂yu+)2)/2}σx − (2+xy + ∂xu+.∂yu+)σy] 1 2,4–8
Field 3 i0.9 [+xxx − (2+xyy + +yyx)]σ0 1
4 −i2.9 (σx σy)(3+xxx + 2+xyy + +yyx
+xxy + 2
+
yxx + 3
+
yyy
)
1 6
5 −1.8 [(+xx − +yy)px − 2+xy)py]σ0 1 2
Fermi
Velocity 6 5.6
(
σx −σy
)(3+xx + +yy 2+xy
2+xy 
+
xx + 3
+
yy
)(
px
py
)
1 2,6–8
Optical
7 0.9 ∇.u−⊥σz + [((∂xu−)2 + (∂yu−)2)/2]σ0 2,1
8 23.7 σ · (u−y ,−u−x ) 4 51,55
9 8.5
[
u−.
(
σx(∂
2
x − ∂2y)− 2σy∂x∂y
)
u−
]
3
Field 10 −i8.5 σ ·
[(
2−xy + i
[
(∂xu
−)2 − (∂yu−)2
]
/2
)
,
(
−xx − −yy − i∂xu−.∂yu−
)]
4,1
11 −i23.7 u−.[∂xu−σx + ∂yu−σy] 3
12 i0.9 [−xxx − (2−xyy + −yyx]σz 2
13 2.9
(−σy σx)(3−xxx + 2−xyy + −yyx
−xxy + 2
−
yxx + 3
−
yyy
)
4
14 −1.8
[
(−xx − −yy)px − (2−xy)py
]
σz 2
15 17.1
(
σx σy
) [u−y u−x
u−x −u−y
](
px
py
)
4 51,56
Fermi
Velocity 16 23.7 (u
−)2(σxpx + σypy) 3
17 i5.9
(−σy σx)(3−xx + −yy 2−xy
2−xy 
−
xx + 3
−
yy
)(
px
py
)
2
18 −i17.1 u−.[(−∂xu−σx + ∂yu−σy)px + (∂yu−σx + ∂xu−σy)py] 3
19 −11.8 σxu−y (p2x + 3p2y)− σyu−x (3p2x + p2y) + (σxu−x − σyu−y )pxpy 4
Trigonal
Warping 20 −17.1 (u−)2
[
(p2x − p2y)σx − pxpyσy
]
3
Opto-acoustic
21 0.9 (∂xu
−.∂xu+ + ∂yu−.∂yu+)σz 2
Field 22 23.7 (u− · ∂yu+)σx − (u− · ∂xu+)σy 4
23 −i8.5
[
∂x(u
− · ∂yu+) + ∂y(u− · ∂xu+)
]
σx +
[
∂x(u
− · ∂xu+)− ∂y(u− · ∂yu+)
]
σy 4
Fermi
Velocity 24 17.1
[
(u− · ∂xu+)(σxpy + σypx) + (u− · ∂yu+)(σxpx − σypy)
]
4
TABLE II: The effective Hamiltonian of graphene in the presence of homogeneous Cauchy-Born (acoustic) and non-Cauchy-
Born (optical) deformation fields; the latter correspond to the internal degrees of freedom associated with the sublattices of
graphene. ±ij are components of the in-plane deformation tensors and u
± the 3-vector deformation fields which therefore include
both in-plane and out-of-plane components; + denotes an acoustic field and − an optical field. The effective Hamiltonian is
given by H = H0 +
∑
i αihi, with the coupling constant αi given in the third column and the field expression hi in the fourth
column. H0 is the Hamiltonian of pristine graphene, see Eq. (12). Shown are effective field, velocity, and trigonal warping
corrections for each deformation type i.e. acoustic, optical and their coupling (opto-acoustic). The fifth column η is the hopping
matrix type from which these terms have been derived (see Eq. 19), while terms already described in the literature have the
corresponding bibliography reference displayed in the last column of the table.
our knowledge, appear in the literature. This imaginary scalar potential is the “hermitian pair” of the cone tilt-
7ing expression (term 5) in the same way the imaginary
gauge is the hermitian pair of the Fermi velocity correc-
tion (term 6), i.e. only when both these terms are in-
cluded is the resulting Hamiltonian hermitian (the pair-
ing of imaginary gauge and Fermi velocity was discussed
in Ref. 6). The question of hermiticity and hermitian
pairs will be discussed carefully in the next section.
Examination of Eq. (18) reveals that the leading order
term in the acoustic hopping function, δ.Du+, reappears
in two of the optical deformation hopping functions, t2
and t4 (with obviously u
+ replaced by u−). These func-
tions are multiplied by σz in Eq. (17), leading to the fol-
lowing interesting correspondence rule: from each leading
order acoustic term in the effective Hamiltonian an opti-
cal term can be obtained simply by multiplication with
σz. This therefore sends scalar fields to chiral fields, and
real gauge fields to imaginary gauge fields and vice versa
according to (Ax, Ay) ↔ i(−Ay, Ax). In this way terms
7, 10, 12, and 13 from η = 1 can be directly obtained from
the corresponding terms in 1, 2, 3 and 4, respectively.
While a constant acoustic deformation is simply a rigid
shift of the lattice, without physical consequence, a con-
stant optical deformation causes relative displacement of
sublattices, obviously with physical consequence. This
difference between acoustic and optical deformation im-
plies terms in the Hamiltonian not covered by the corre-
spondence rule above. This may be seen already in the
coefficients C3m and C4m in Table I: the coefficients of
C4m include terms (at |m| = 1) that depend on the defor-
mation field u− directly, while all of the C3m coefficients
have no acoustic counterpart. These lead, respectively,
to a zeroth order optical gauge term directly dependent
on the optical deformation (term 8), previously been ob-
tained in Refs. [51] and [55], as well as gauge terms at
higher order (terms 9, 11).
Finally, new effective fields arise from the coupling
of the internal non-Cauchy-Born degrees of freedom to
the homogeneous Cauchy-Born deformation field u+(r).
These are denoted opto-acoustic in Table II, and arise
from the coefficients C2m and C4m in Table I. These pro-
duce a new chiral potential (term 21), as well as both real
and imaginary gauge field (terms 22 and 23) respectively.
We note that there are also terms in Table II involving
the square of the field (terms 1, 2, 7 and 10 in the table,
for example). These terms are higher order corrections to
the corresponding lower order terms, but are important
for out-of-plane deformations which only enter at second
order. This is a consequence of the mirror symmetry of
pristine graphene in the z-direction, such that an out-of-
plane deformation in the +z or −z direction is equivalent,
and hence such deformations must involve the square of
the deformation field.
We now consider the next order in the momentum
expansion (p = 1), where we find corrections to the
Fermi velocity. Though the corrections arising from the
acoustic field are well known in literature (terms 5 and
6 which are cone-tilting and Fermi-velocity corrections,
respectively), of the corrections arising from the opti-
cal field only term 15 (the leading order contribution)
has been reported in literature51. The correspondence
rule above generates several optical terms from the well
known acoustic terms, 14, and 17 can be obtained from
their acoustic counterparts 5, and 6 in this way. The two
additional corrections (terms 17 and 18) have no acous-
tic counterpart, with the former representing a simple
velocity correction proportional to the square of the op-
tical deformation, with the latter an imaginary tensorial
expression. The coupling of optical and acoustic field also
generates Fermi velocity correction: term 24 in Table II,
the hermitian pair of the imaginary opto-acoustic gauge
term 23.
Finally, we consider corrections at second order in mo-
mentum, i.e. modification of the trigonal warping terms
of pristine graphene. While contributions exist for all
types (acoustic, optical, and opto-acoustic) we present in
Table II the trigonal warping correction only for the op-
tical field (terms 19 and 20). These terms are interesting
as they depend directly on the optical field itself. We
do not go beyond second order in momentum since, as
will be discussed in the next section, the hermiticity of
the effective Hamiltonian is guaranteed only up to second
order in momentum.
All of the expressions previously discussed have been
obtained in the pi-band approximation to the electronic
structure of graphene. An interesting question is how
these result change once both the σ and pi-hopping re-
sulting form the bending of pz orbitals are included; this
can be important for out-of-plane deformation27. While
we do not present explicitly the analytical results we find
the following: all terms that depend on the deformation
tensor (either optical or acoustic) are universal, having
identical form (but different numerical pre-factor) in ei-
ther scheme. However, all the vector-valued terms gener-
ally change. In particular we find that that the compact
vector expressions displayed in Table II no longer hold.
The exception is the out-of-plane terms, which have ex-
actly the same form in both schemes (but of course with
some difference in the numerical pre-factor).
III. HERMITICITY OF THE EFFECTIVE
HAMILTONIAN
The existence of imaginary gauge fields due to de-
formation in graphene was first discussed in Ref. 6 in
which it was shown that the combination of the imagi-
nary gauge from higher-order Cauchy-Born deformation
(term 4 in Table II) and real Fermi velocity (term 6)
acted to preserve hermiticity. As can be seen in Table II,
the generalization to include both Cauchy-Born and non-
Cauchy-Born deformation (and their coupling) generates
a plethora of new terms in the effective Hamiltonian, both
real and imaginary. In addition, imaginary gauge fields
now also occur at leading order (for out-of-plane optical
deformation). The question of the hermiticity of the ef-
fective Hamiltonian described by Table II must therefore
8be carefully examined.
It is useful to first consider the hermiticity of the fol-
lowing Hamiltonian:
H(r,p) =
∑
in
1
n!
Sin(r)σi
(p
~
)n
(26)
where as before n is the tuple (n1, n2), n! = n1!n2!, p
n =
pn11 p
n2
2 . The fields Sin are assumed complex valued and
so this represents the most general Hamiltonian in which
spatially varying fields couple to the momentum operator
in SU(2) space. In the specific case of graphene the |n| =
0 terms represent scalar and gauge fields, the |n| = 1
terms Fermi velocity correction, and the |n| = 2 terms
a correction to trigonal warping (in the tuple notation
|n| = n1 + n2).
It is obvious that in general Eq (26) is not hermitian.
In the following we will therefore first address the special
conditions on the fields Sin such that Eq (26) is hermi-
tian, before specializing to the case of deformed graphene
where we show that, surprisingly, the special conditions
that render Eq. (26) hermitian are satisfied Cauchy-Born
and non-Cauchy-Born deformations in graphene.
Our principle result is that Eq. (26) is hermitian to
all orders in momentum only if the spatial fields have no
derivatives beyond second order. For “fast” fields, be-
yond second order in spatial derivative, only terms up
to second order in momentum are permitted. This rep-
resents a fundamental limitation on continuum theory:
the transparency and efficiency over atomistic methods
requires a price to be paid either in momentum by re-
maining close to an expansion point, or in deformation
by having slowly varying fields.
A. Hermiticity conditions from general
Hamiltonian
Term by term Eq. (26) violates hermiticity in poten-
tially two ways: (i) the complex valued field terms and
(ii) the coupling of spatial fields to the momentum oper-
ator. As we now show, these two can conspire together
to restore hermiticity.
The requirement for hermiticity of Eq. (26) can conve-
niently expressed in position representation as:
∫
φ1(r)
†
H(r,p)φ2(r)dr =
∫
(H(r,p)φ1(r))
†φ2(r)dr.
(27)
Let us first consider the right hand side of Eq. (27) for
the real part of the fields with some arbitrary tuple n.
The matrix element
1
n!
〈φ1|Re Sinσipnφ2〉 (28)
can be integrated by parts, where application of the Leib-
niz rule then yields
∑
k≤n
(−1)|n|
n!
(
n
k
)
〈pn−kφ1pkRe Sinσi|φ2〉 (29)
(the condition of either a periodic or spatially localized
deformation ensures the vanishing of the surface term).
The above equation can then be separated into a k = 0
term, the hermitian counterpart of Eq. (28),
(−1)|n|
n!
〈pnφ1Re Sinσi|φ2〉, (30)
and the additional terms:
(−1)|n|
n!
∑
0<k≤n
(
n
k
)
〈pn−kφ1pkRe Sinσi|φ2〉. (31)
Thus Eq. (28), by itself, violates hermiticity. However, let
us now consider the imaginary part at one order lower in
momentum. We choose a tuple n′ such that |n′| = |n|−1
(with further condition to be specified subsequently):
i
n′!
〈φ1|Im Sin′pn′σi|φ2〉. (32)
Again, use of the Leibniz rule gives
(−1)|n|−1i
n′!
∑
k′≤n′
(
n′
k′
)
〈pn′−k′φ1pk′Im Sin′σi|φ2〉. (33)
The imaginary sign now generates two distinct types of
hermiticity error as the hermitian counterpart of Eq. (32)
− (−1)
|n|−1i
n′!
〈pn′φ1Im Sin′σi|φ2〉 (34)
requires both correction at the same order of momentum
|n| − 1 due to the change in sign of the imaginary unit
under conjugation:
2(−1)|n|−1i
n′!
〈pn′φ1Im Sin′σi|φ2〉 (35)
as well as the error from the Leibniz rule acting on the
field term:
(−1)|n|−1i
n′!
∑
0<k′≤n′
(
n′
k′
)
〈pn′−k′φ1pk′Im Sin′σi|φ2〉.
(36)
While two terms in Eqs. (28) and (32) are unsurprisingly
not individually hermitian, in combination hermiticity
can be restored. However, the two distinct types of errors
9generate generally incompatible conditions resulting in
hermiticity restrictions on the fields of Eq. (26).
For order O(p) we find from Eqs. (31) and (35) that
pk Re Sin − 2i Im Sin′ = 0 (37)
with |k| = 1 and n′ = n−k. This in the case of graphene
gives the hermiticity condition for the pair of real Fermi
velocity and imaginary gauge field, and real cone tilt-
ing term and imaginary scalar field. A special case of
this condition for Cauchy-Born deformation has been ob-
tained in [6].
For O(p|k|) with 1 < |k| < |n|−1 we find from Eqs. (31)
and (36) the additional conditions
1
k!
pk Re Sin − i
∑
k′n′
1
k′!
pk
′
Im Sin′ = 0 (38)
where the sum is over all n′ and k′ that satisfy n − k =
n′ − k′, |k′| = |k| − 1, and |n′| = |n| − 1. We there-
fore require that the conditions in Eq. (38) be obtainable
from Eq. (37) by differentiation. This is possible only for
|k| = 2, i.e. only until the second order in momentum,
beyond which the conditions become inconsistent and the
Hamiltonian consequently non-hermitian.
The price to be paid for hermiticity must therefore be
met either through momentum or through the field. For
large momenta (|n| > 2) fields must be slowly varying;
from Eq. (38) we see that derivatives higher than sec-
ond order must vanish. Correspondingly, to have fast
spatially varying fields momenta must be restricted to
be second order or less. This, however, is simply what
a general form of the Hamiltonian dictates. To deter-
mine if a given theory satisfies these conditions explicit
forms of Sin(r) must be supplied. For the special case of
deformation in graphene, we now consider this question.
B. Hermiticity conditions for deformation in
graphene
Using Eq. (23), we may write the field terms in Eq. (26)
from each hopping function type η as
Sηin(r)σi =
∑
m
Cηm(r)Tη,m+n. (39)
where η labels the different types of hopping in sublat-
tice space, with η = 1 the Cauchy-Born obeying homo-
geneous deformation, and η = 2 − 4 non-Cauchy-Born
deformations, see Eq. 17. As the associated sublattice
space matrices were linearly independent, the hermitic-
ity of each η channel is independent from the others.
Substituting in Eq. (37) and comparing the coefficients
of different orders of Tηm, we find
tppσ(δ
2) tpppi(δ
2)
Full Slater-Koster scheme A 63.4 -28.59
B 1.5 1.5
Hu¨kel model A - -21.03
B - 1.00
TABLE III: Tight-binding schemes and parameters used in
obtaining effective Hamiltonians. Shown are the parameter-
ization of the σ- and pi-hopping terms with an exponential
Ae−Bδ
2
form assumed (δ is the hopping vector). The Hu¨kel
model restricts the hopping amplitude to only the second term
of Eq. (44), while the full Slater-Koster scheme retains both
terms allowing for orbital-bending effects.
∂xCη(|m|,0) = 2Cη(|m|+1,0),
∂yCη(0,|m|) = 2Cη(0,|m|+1) (40)
and
∂xCη(|m|−l,l) + ∂yCη(|m|−l+1,l−1) = 2Cη(|m|+l−1,l) (41)
for l = 1, |m|, and where |m| = m1 +m2. Thus the her-
miticity conditions for the effective Hamiltonian describ-
ing deformations in graphene depend only on the Cηm
coefficients, i.e. on the coefficients of the expansion of
the change in the hopping function due to deformation.
In Table I it may be seen that all of the Cηm indeed sat-
isfy conditions Eq. (40) and Eq. (41) above; at higher
orders (|m| = 3 for acoustic and |m| = 2 for optical) in
deformation this is no longer possible.
Finally, for completeness we enumerate the various her-
mitian pairs in Table II. For the acoustic case, terms 3
and 4 are made hermitian by terms 6 and 5 respectively,
while for the optical case, terms 10, 11, 12 have terms
15, 16 and 14 as their hermitian pairs. For opto-acoustic
fields, the imaginary gauge (term 23) is made hermitian
by Fermi velocity correction in term 25. Finally, the
imaginary Fermi velocity terms arising from optical de-
formations (terms 17 and 18) are the hermitian partners
of the trigonal warping corrections to the field (terms 19
and 20 respectively).
IV. NUMERICAL RESULTS
A. Details of the numerical method
For all the numerical results the hopping function has
been chosen to be a Gaussian of the form
t(δ) = A exp(−Bδ2). (42)
We choose this over the common alternative10,12,32,47,57
t(δ) = t0 exp[−β(|δ|/a0 − 1)] (43)
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FIG. 1: Functional relationship between deformation and effective fields for Cauchy-Born and non-Cauchy-Born deformations.
Shown are (1a) in-plane acoustic, (2a) in-plane optical, (3a) out-of-plane acoustic, (4a) out-of-plane optical deformation fields
with the corresponding effective fields the gauge field (second column), the pseudo-magnetic field (third column), and the
scalar field (fourth column). The scalar field is an electric potential for Cauchy-Born deformation and a chiral (mass gener-
ating) potential for non-Cauchy-Born deformation. Note that the effective fields in row 4 result from the combination of the
deformation fields in (3a) and (4a), i.e., these effective fields result from a coupling of the out-of-plane acoustic and optical
deformation fields. For the Cauchy-Born deformations (rows 1 and 3) the pseudo-magnetic field displays the clear influence
of the underlying graphene lattice in the 6-fold petal structure of the field. In dramatic contrast the pseudo-magnetic field
for the non-Cauchy-Born deformations follow closely the structure of the deformation field itself, and exhibit no symmetry
lowering due to the underlying lattice. For further details on the nature of the deformations and the resulting effective fields,
see Section IV B. Calculations are performed at the K valley of the graphene BZ, and the sample area is 700a × 700a with a
the lattice constant of graphene. At the K∗ valley the sign of the pseudo-gauge is reversed.
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as the latter is a slowly converging function in reciprocal
space (it converges as 1/q2), due to the derivative discon-
tinuity at the origin in real space. This slow convergence
makes the translation group sums in Eq. (8) slow to con-
verge, and so we prefer the faster converging exponential
form.
The full hopping function between the pz orbitals in
the Slater-Koster scheme is given by
t(δ2) =
δ2z
δ2
tppσ(δ
2) +
(
1− δ
2
z
δ2
)
tpppi(δ
2) (44)
where the first term vanishes for planar materials such
as pristine graphene, as well as for graphene with in-
plane deformations. For out-of-plane deformations, the
first term is non-zero, and for substantial out-of-plane
deformation is important27. The values of the A and
B parameters for both the pi-hopping only Hu¨kel model
and for the full hopping function in Eq. (44) are given
in Table IV A. The former is parameterized simply by
requiring the nearest neighbour hopping to be −2.8 eV,
and reproduction of the experimental Fermi velocity, for
the full Slater-Koster tight-binding we use a parameteri-
zation developed in Ref. 58. In each case the translation
group of the expansion point in Eq. 8 is summed until the
contribution of a star is 10−10 or less. Calculations are
performed on a real space grid with derivatives obtained
by FFT (the relative numerical error in the derivatives
is found to be of the order of 10−8). For all calcula-
tions we numerically check the Hermiticity of the effec-
tive Hamiltonian, finding negligible errors in Hermiticity
of 10−10−10−18 of the norm of the matrix. We typically
use a 5 × 5 mesh of k-points for a square sample size of
700a× 700a with a the lattice constant of graphene, and
a corresponding k-vector density for other systems.
B. Relation between deformation and effective
fields
Fundamental to the electronic theory of deformation
is the functional relation between the deformation field
and the pseudo-gauge and scalar potentials of the Dirac-
Weyl equation. For acoustic (Cauchy-Born) deforma-
tion this relation is rather complex. For example, a
centro-symmetric deformation u+(r) = f(r)uˆ generates
a pseudo-magnetic field B+z = g(r) sin 3θ. Evidently, the
effective magnetic field depends not only on the applied
deformation, but is entangled with the C3 symmetry of
the underlying lattice through the sin 3θ factor. This en-
tanglement of lattice and deformation field occurs what-
ever the ratio of the length scale of the deformation to the
lattice constant, and has profound consequences for the
electronic structure of Cauchy-Born deformations. Two
notable examples of this are (i) the necessity for special
triaxial deformations36 to generate approximately uni-
form fields (essentially to “undo” the C3 contribution of
the lattice) and (ii) the occurrence of multiple local cur-
rent loops within a deformed region of the lattice43,45.
This latter feature is very useful in the construction of
valley filters9,10,14–16, but precludes the long range trans-
port of valley polarized current by deformation as the
current density will, in general, always consist of local-
ized closed current loops incapable of transporting valley
charge over extended distances.
Understanding the physics introduced by going beyond
the Cauchy-Born rule therefore begins at the functional
relationship between non-Cauchy-Born deformations and
the resulting pseudo-gauge and scalar potential terms in
the Hamiltonian. To this end we will consider a diverse
set of deformation fields: (1) in-plane acoustic, (2) in-
plane optical, (3) out-of-plane acoustic, and (4) a field
with both out-of-plane optical and out-of-plane acoustic
components. These are shown in panels (1a-4a) of Fig. 1.
Of these only the pure acoustic deformations (1 and 3)
obey the Cauchy-Born rule.
The deformation fields in panels (1a), (2a) have the
form
{
u(r) = α cos2
(pi|(r−r0)|
2R
)
rˆ r < R,
0 r > R
(45)
with α, r0 and R being the amplitude, center, and width
respectively.  is a matrix that can be used to transform
the centro-symmetric deformation to one of lower sym-
metry. On the other hand, the out-of-plane deformation
shown in panel (3a) is given by
uz(r) = β exp[−{(r− r0)}2/a2] (46)
with β, r0, and a representing the amplitude, center and
width of the deformation respectively. Finally the opti-
cal out-of-plane deformation field in panel (4a) is taken
as the derivative of the deformation in (3a). In each of
these panels can be seen three localized deformations,
each with a different  such that we consider not only
centro-symmetric deformations but also lower symmetry
cases. As can be seen, there is also some overlap between
each of these three deformation fields with the total de-
formation field just given by the sum of all localized de-
formations.
We observe that the deformations in panels (1a) and
(3a), which correspond to in-plane and out-of-plane
acoustic fields respectively, generate the well known
three-fold structure37,44,47 of the pseudo-magnetic field,
panels (1c) and (3c). This is found in both the high
and low symmetry local deformation fields. On the
other hand, the in-plane optical and and out-of-plane
opto-acoustic deformations, panels (2a) and (4a) respec-
tively, generate very different pseudo-magnetic fields.
Here the pseudo-magnetic field does not exhibit a three-
fold structure, but instead follows closely the deforma-
tion field. This represents a fundamental difference be-
tween Cauchy-Born and non-Cauchy-Born deformations
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FIG. 2: Sublattice projected local density of states for the four types of deformations shown in Fig. 1. The acoustic (i.e.,
homogeneous Cauchy-Born) deformations generate “charge flowers” with three of the “petals” exhibiting strong charge local-
ization on the A sublattice with the other three petals strongly localized on the B sublattice. In dramatic contrast, the optical
(i.e., non-Cauchy-Born) deformation generates “charge walls” and “charge dots” in which the A sub-lattice is localized at the
perimeter of the deformation, and the B sub-lattice in the interior of the optical deformation field. In either case, the charge
densities follow closely the pattern of the pseudo-magnetic fields induced by the deformation, see Fig. 1. Results are obtained
by integrating an energy window from 0 to 100 meV; similar features are found in any energy window close to the Dirac point.
Calculations are performed at the K valley of the graphene BZ.
FIG. 3: Current densities due to homogeneous Cauchy-Born obeying deformations (acoustic) and non-Cauchy-Born deforma-
tions (optical), displaying the striking difference between current structure from these two types of deformations. Shown are
current densities for all six possible cases of deformations: (a) acoustic in-plane, (b) optical in-plane, (c) opto-acoustic in-plane,
(d) acoustic out-of-plane, (e) optical out-of-plane and (f) opto-acoustic out-of-plane. Acoustic deformations give rise to local
current loops43,45, 3 clockwise and 3 anti-clockwise for a centro-symmetric deformation as seen in panel, but with more complex
structure for the non-centro-symmetric cases, as seen in panels (a) and (d). In contrast, optical deformations, or deformations
with an optical component, generate large scale current loops following the structure of the deformation, panels (b), (c), and
(f). In all cases the underlying physical mechanism is snake states along nodal lines of the pseudo-magnetic field. The exception
is the out-of-plane optical deformation, which is purely imaginary (see term 11 in Table II) and generates almost no current
(reduced by two orders of magnitude as compared to all other cases), and exhibits almost no discernible connection to the
deformation field. We attribute these small currents to the Fermi velocity anisotropy that results in a non-zero imaginary
pseudo-magnetic field (see Section IV B). Calculations are performed at the K valley of the graphene BZ, at the K∗ valley the
sign of all currents is interchanged, as required by time reversal symmetry. The energy window of integration is between 0 and
100 meV, with similar results found in any energy window close to the Dirac point.
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in graphene. Several consequences that follow from this
distinction will be presented subsequently, however it im-
mediately implies that a triaxial deformation will not be
required to create an approximately uniform magnetic
field for non-Cauchy-Born deformations.
These qualitative differences do not manifest them-
selves in the scalar fields, however, which in each case
follows the deformation field as can be seen in panels
(1d-4d) of Fig. 1. These fields, however, play a much less
important role than the pseudo-magnetic fields.
To better understand these features we can consider
the leading order contribution to the pseudo-magnetic
and scalar fields plotted in Fig. 1. The pseudo- magnetic
field generated by an in-plane optical deformation, B−s ,
and that generated by a the coupling of out-of-plane opti-
cal and acoustic fields, B±s , can for arbitrary deformation
be written as
B−s = ∇.u−, (47)
B±s = ∇u−z .∇u+z + u−z ∇2u+z (48)
(these are terms 8 and 22 in Table II respectively). Thus
these pseudo-magnetic fields depend only on the defor-
mation fields u−(r) and u±z , while a corresponding for-
mula cannot be written down for acoustic deformations,
explaining the quite different functional relation between
deformation field and pseudo-gauge for these two cases.
Similar formulae may be written down for the the scalar
fields.
Finally, the out-of-plane optical field is very different
from all of the above. This follows from the fact that the
leading order gauge in this case is pure imaginary. In-
terestingly, this imaginary gauge also produces an imag-
inary magnetic field. Such imaginary gauges have been
discussed before in the context of the imaginary acoustic
gauge (term 4 in Table II), but not the curious fact of an
imaginary magnetic field in the context of a hermitian
Hamiltonian. To understand the presence of an imagi-
nary magnetic field we recall that any imaginary gauge
Γ is paired with a real Fermi velocity correction vijF (see
Section III) according to Eq. (37), which can conveniently
be rewritten as
~∂jvijF (r)σi + 2Γiσi = 0. (49)
If the tensor vijF is isotropic, i.e. v
ij
F = vF δij then this
equation may be recast as
Γ = −1
2
~∇vF (r), (50)
implying no imaginary pseudo-magnetic field as gauge is
then irrotational. In this case, as has been discussed in
Ref. [59], the imaginary gauge field corresponds to local
pseudospin rotations. However, for non-isotropic Fermi
velocities, which is usually the case, there will be a non-
vanishing imaginary pseudo-magnetic field.
1. Electronic consequences
We first consider the local electron density projected
onto the A and B sub-lattice generated by each of the
deformations shown in Fig. 1. As may be seen in
Fig. 2, a striking difference between Cauchy-Born and
non-Cauchy-Born deformations is found. The acoustic
deformations generate “charge flowers” in which 3 petals
are A sublattice localized, and 3 B sublattice localized,
seen for both the high and low symmetry deformations.
The optical and opto-acoustic deformations, however,
generate a very different pattern of charge localization,
with A sublattice localization on the perimeter of the de-
formation, and B sublattice localization on the interior
of the deformation. In each case, as may be seen via
comparison with Fig. 1, the localization follows closely
the pseudo-magnetic field Bs, with A (B) localization on
positive (negative) regions of Bs. These distinct patterns
of sub-lattice polarization could be used to probe the
presence of non-Cauchy-Born deformation in experiment.
Indeed, such charge separation between the sublattices,
which can be viewed as pseudo-spin polarization due to
a pseudo-Zeeman field, represents a useful local probe of
deformation Interestingly, we also see from Fig. 2 that
while the pseudospin polarization integrates to zero over
the sample for acoustic deformations, this is not true for
optical deformations which, within the energy window
of integration, displays a net pseudospin moment. Note
however that the sign of the pseudo-spin moment will be
opposite at the K and K∗ valleys.
Current carrying snake states at nodal lines of the
pseudo-magnetic field are central to straintronics in
graphene9,10,14–16,43,45,47,60, and so we now examine the
nature of the current carrying states arising from Cauchy-
Born and non-Cauchy-Born deformations. In Fig. 3 we
plot the current densities for all possible types of de-
formations. For acoustic in-plane and out-of-plane de-
formations (panels (a) and (d)) one finds local current
loops43,45,61 confined at the nodes of the pseudo-magnetic
field along zigzag directions, thereby causing the cur-
rent density to loop around the petals of flower struc-
ture shown in Fig. 1(1c) and (3c). On the A sub-lattice,
the current flows clockwise whereas it is anticlockwise for
the B sub-lattice43,45. The origin of these current density
patterns are snake states62–67, generated by the reversal
of cyclotron motion as a charge carrier crosses a node
of the pseudo-magnetic field. For non-Cauchy-Born de-
formations the nodal structure of the pseudo-magnetic
field is dramatically different, given simply by the zeros
of the divergence of the optical deformation field (see
Eq. (47)), or by zeros in the curvature for out-of-plane
opto-acoustic deformation (see Eq. (48)). Nodal lines will
therefore follow the basic geometry of the deformation
field, and the corresponding snake states generate local
currents flowing along topographic features of the defor-
mation. This can clearly be seen in panels (b), (c) and (f)
corresponding to in-plane optical, in-plane opto-acoustic
and out-of-plane opto-acoustic, respectively, where the
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local current simply loops around the boundary of the
deformation. This qualitative difference in the form of
the local current densities has profound implications for
“straintronics” applications. While the loop structure of
acoustic deformation fields can be used to design valley
filters, the extended nature of the snake states for op-
tical and opto-acoustic deformation allows, in contrast,
the possibility of valley polarized charge transport. Fi-
nally, we note that the currents in panel (e) due to out-
of-plane optical deformation, evidently very different to
all the other cases, are negligible due to leading order of
the gauge field (term 11 in Table II) being imaginary.
An important point to consider is how these results
change upon inclusion of σ-hopping. This can be of rele-
vance to out-of-plane deformation, the so called orbital-
bending effect27, and to examine this point in Fig. 4
we present calculations for out-of-plane deformation us-
ing effective gauge and scalar fields derived using the
full Slater-Koster scheme (see Eq. (44) in Section IV A)
rather than the pi-hopping only Hu¨kel model. As has
been noted, employing the full Slater-Koster scheme
changes only the coefficients of the order O() terms in
Table II D, while preserving the forms, but does generate
a plethora of new second order terms between out-of-
plane and in-plane deformation. Thus the most “vul-
nerable” result of the preceding discussion is the gauge
fields resulting from the coupling of in- and out-of-plane
deformations. However, as can be seen from Fig. 4, the
qualitative physics is reassuringly unchanged.
C. A non-linear Gaussian bump
The Drosophila melanogaster of the theory of deforma-
tion in graphene is the Gaussian bump37,43,47,57. Here we
wish to examine how the electronic structure this proto-
typical localized deformation is modified if the deforma-
tion becomes fast on the scale of the lattice constant; a
non-linear Gaussian bump. To this end we will add to
the acoustic field of the Gaussian bump a successively
stronger in-plane optical field, given by a scaled deriva-
tive of the acoustic field. In Fig. 5 we display the form of
both these deformation fields. Note that the scalar prod-
uct of the deformation fields in the opto-acoustic coupling
(term 22 in Table II) ensures that in this example the op-
tical and acoustic fields do not couple in the electronic
structure.
As may be seen in Fig. 6, with only a small optical
component, the changes in the pseudo-magnetic field,
current densities and charge densities are dramatic. We
see that the “flower structure” of the pseudo-magnetic
field changes first by the joining together of the posi-
tive Bs petals at the centre of the deformation, with a
corresponding repulsion of the negative Bs petals, panel
(2a), and then to a structure in which Bs simply changes
sign between the interior and perimeter of the deforma-
tion, panel (3a). The local current loops and sublattice
polarization correspondingly change, with the acoustic
FIG. 4: Impact of inclusion of σ-hopping on the coupling be-
tween in- and out-of-plane deformations. Panels (a) and (b)
display the in-plane and out-of-plane deformation fields, and
panel (c) the resulting pseudo-magnetic field. In panels (d-
f) are shown, respectively, the sub-lattice projected density
and the current, integrated in an energy window from 0 to
100 meV at the K valley (similar results are found at other
energy windows close to the Dirac point). As can be seen by
comparison with Figs. 1-3, which include only pi-hopping, the
qualitative physics of the pseudo-gauge following the defor-
mation is unchanged. The sample size is 700a× 700a with a
the lattice constant of graphene.
FIG. 5: The deformation field employed in the non-linear
Gaussian bump of Fig. 6, which consists of (a) an out-of-plane
acoustic deformation as a Gaussian bump of height around
40 A˚ and (b) an in-plane optical deformation in the form
of a Gaussian ring (obtained as the scaled derivative of the
acoustic field). The sample size is 700a × 700a with a the
lattice constant of graphene.
“charge flowers” and associated 6-fold current loops re-
placed by the interior/perimeter sublattice polarization
noted in the previous section, and the current density
simply circulating around the perimeter of the non-linear
Gaussian bump.
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FIG. 6: The non-linear Gaussian bump. Shown are the (a) pseudo-magnetic fields, (b) current densities, and projected charge
densities on the A sublattice (c) and the B sublattice (d) for a Gaussian bump with only acoustic Cauchy-Born deformation
(first row), but in the second and third rows with the addition on an in-plane optical deformation of maximum magnitude
10−3 A˚ (second row) and 7×10−3 A˚ (third row). The Cauchy-Born deformation field is shown in Fig. 5(a), with the optical non-
Cauchy-Born component for the last row in Fig. 5(b). Evidently, the inclusion of an optical component in the deformation field
has a dramatic effect on all physical quantities, with notably the 6-fold local current pattern of the Cauchy-Born deformation
replaced by a single current density circulating around the deformation, and a striking change in the pseudospin polarization
from the “charge flowers” seen in panels (1c) and (1d) to a polarization between the perimeter and interior of the deformed
region seen in panels (3c) and (3d). The energy window of integration is 0 to 100 meV, but similar results are found in any
energy window close to the Dirac point. The sample size is 700a× 700a with a the lattice constant of graphene.
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FIG. 7: Optical quenching of armchair corrugations in
graphene: In panel (a) the acoustic and optical deformation
fields are shown, see Eq. 51 and Eq. 53 respectively, repre-
senting a corrugation of the graphene lattice in the armchair
direction. The acoustic deformation is taken from Ref. [26]
(b) The acoustic field generates a gauge field that displaces
the Dirac cone off the high symmetry K point, dark (black)
symbols, while addition of the optical deformation field ex-
actly compensates this gauge resulting in the return of the
Dirac cone to the K point, light (red) symbols, thus quench-
ing the effect of the acoustic deformation. (c) The density
of states (DOS) for a corrugation period of 170.4 A˚, showing
that optical quenching in addition can remove Landau levels
(LL) that would be seen in the absence of the optical de-
formation field. (d) Optical deformation can by itself create
Landau levels; shown is a 700a corrugation with a the lattice
constant of graphene (in the zigzag direction) resulting in a
clear sequence of chiral Landau levels (En ∝ √n, n ∈ N).
D. Optical quenching in one dimensional
deformations
A prototype of the flexural ripples that occur
in graphene is the one dimensional out-of-plane
corrugation21,22,24,26,34,68,69, typically taken to be a si-
nusoidal form. If the pseudo-magnetic field (Bs) changes
slowly on the scale of the cyclotron length, such defor-
mations result in a spectrum of Landau levels, whereas
in the opposite limit the Dirac cone is displaced from
the high symmetry K point27. The amplitude of Bs is
also very sensitive to the direction of the corrugation -
in the zigzag directions it vanishes, with the maximum
amplitude found along the armchair directions. Thus an
imposed sinusoidal corrugation in graphene generates no
effect in the zigzag direction, but a pronounced effect
when in the armchair direction. Remarkably, ab-initio
calculations26,27 reveal that upon allowing atomic relax-
ation to occur the situation is reversed: a corrugation in
the armchair direction neither shifts the Dirac cone26 or
generates LLs26,27, while in the zigzag direction LL type
structures are clearly seen in the density of states27.
The pseudo-gauge in such corrugation deformations is
often understood solely in terms of the contribution aris-
ing from acoustic (i.e. homogeneous Cauchy-Born) defor-
mation. However, both acoustic and optical deformations
give rise to gauge terms. For a simple one dimensional
deformation one might suppose atomic relaxation to cre-
ate an optical B−s exactly canceling the imposed acoustic
B+s : this would result in a large reduction in the system
energy. This could occur in the armchair direction, and
would explain the vanishing of the effects of deformation
upon atomic relaxation, but could not occur in the zigzag
direction as there B+s vanishes anyway. The remaining
non-zero B−s could then generate the observed LL type
structure seen in the density of states. In this way the
presence of optical deformations may explain the unex-
pected switching between the natures of the armchair and
zigzag directions upon atomic relaxation. To see if this
is plausible we first consider an out-of-plane sinusoidal
acoustic deformation given by
u+z = u
+
0 cos(k
+
y y), (51)
with amplitude u+0 and wavenumber k
+
y , the correspond-
ing gauge (term 2 in the Table II) is
A+x = −
β+
2
(u+0 )
2(k+y )
2sin2(2k+y y), (52)
with β+ being the coefficient associated with the gauge
fields from acoustic deformation. Now, we assume that
the relaxation is given by a sinusoidal optical deformation
u−y = u
−
0 cos(k
−
y y), (53)
with unknown amplitude u−0 and wavenumber k
−
y . The
gauge field corresponding to this optical deformation is
given by (term 8 in table II)
A−x = β
−u−0 cos(k
−
y y). (54)
By requiring that this gauge field exactly compensate
the acoustic gauge field, Eq. (52), we may solve for the
unknown u−0 and k
−
y . In this way we find
u−0 =
1
2
β+
β−
(u+0 )
2(k+y )
2 (55)
k−y = 2k
+
y . (56)
To access the plausibility of this “optical quenching”
mechanism, we consider the results of Ref. [26]. In this
work a sinusoidal deformation of λ+y = 34 A˚ and ampli-
tude u+ = 4 A˚, created a Dirac point shift of 0.042 2pia .
By applying an identical deformation (see Fig. 7a) we
find 0.069 2pia (see Fig. 7b), a reasonable agreement given
that we neglect both the sp2 bands and tppσ contribution
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to the hopping within the pi-band. For these parameters
of the acoustic deformation, Eqs. (55) and (56) yield an
optical deformation of amplitude 0.1 A˚ and wavelength
exactly half that of the imposed optical deformation. In-
spection of Fig. 1 in Ref. [26], reveals that this describes
very well the impact of atomic relaxation: the period of
the optical deformation exactly matches, with the ampli-
tude in reasonable agreement.
Optical quenching also offers a plausible explanation
for the absence of LLs in the armchair direction, as in-
creasing the wavelength of the corrugation results, by
Eq. (55), in a reduction of the amplitude of the quench-
ing optical field. Thus only small relaxation effects are
required to quench the pseudo-magnetic fields generated
by the long wavelength corrugations that give rise to Lan-
dau levels. This is illustrated in Fig. 7c where, for a long
wavelength case that does generate Landau levels in the
absence of lattice relaxation26, the density of states is
found to be free of Landau levels upon inclusion of opti-
cal deformation.
In contrast to the suppression of the effects of deforma-
tion for armchair corrugations, in ab-initio calculations
quite significant changes in the density of states are seen
for corrugation in the zigzag direction27. As was men-
tioned above, this result is also consistent with the optical
quenching scenario described here, as in this direction the
acoustic gauge is identically zero while the optical gauge
(as can be seen term 11 of Table II) is independent of the
direction of the applied corrugation. To illustrate this in
Fig. 7(d) we demonstrate the creation of LL via a pure
optical corrugation in the zigzag direction.
E. Corrections to effective fields derived using the
Cauchy-Born rule
Finally we wish to make contact between the work here
and two studies that have investigated the consequences
of going beyond the Cauchy-Born rule via an energy min-
imization procedure that fixes the relation between the
optical and acoustic deformation fields50,70. Given this
relation between these two fields, it was then shown that
the pseudo-gauge is renormalized50 as compared to the
standard results obtained within the Cauchy-Born rule,
while the form of Fermi velocity is changed70. The pur-
pose of this section is simply to demonstrate that, given
the same relation between these two fields as an input,
the results of Table II are in complete concordance with
the results of these studies.
The optical deformation field resulting from a given
acoustic field u+(r) was found to be50
u− = α(2+xy, 
+
xx − +yy) (57)
Using this relation in conjunction with the lowest order
contributions to the gauge and Fermi velocity due to op-
tical deformation (terms 8 and 15 in Table II) we find for
the pseudo-gauge field
β(+xx − +yy,−2+xy) (58)
and for Fermi velocity correction
γ
(
+xx − +yy 2+xy
2+xy −(+xx − +yy)
)
(59)
with α, β, γ being constants. These have precisely the
same form as obtained in Refs. [50] and [70] respectively.
Interestingly, for the “optical quenching” described
in the previous section (and in the ab-initio results of
Ref. [26]), the period of the optical deformation resulting
from atomic relaxation is exactly half that of the im-
posed acoustic deformation, showing that under heavy
loading of graphene the relation between atomic displace-
ment and deformation field described in Eq. (58) breaks
down.
V. CONCLUSIONS AND DISCUSSION
The Cauchy-Born (CB) rule states that around any
material point deformation is homogeneous, and under-
standing how deformation modifies the electronic proper-
ties of graphene has largely been based on this assump-
tion. However, for non-Bravais crystals the CB rule is
known to break down, and ab-initio simulations indicate
that this is indeed the case in graphene. We have there-
fore generalized the continuum (Dirac-Weyl based) the-
ory of deformation in graphene to include both Cauchy-
Born deformation, described by a continuous acoustic
field u+(r), and deformations involving the microscopic
degrees of freedom associated with the two sublattices,
encoded in an optical displacement field u−(r).
Employing an exact mapping of the Slater-Koster
tight-binding method onto a continuum Hamiltonian
H(r,p) we are able to treat both these fields on an equal
footing and find the optical field, and the coupling of
optical and acoustic fields, introduces qualitatively new
pseudo-gauge and chiral fields to the Dirac-Weyl equa-
tion. Our theory, as it must, also reproduces all the
well known pseudo-gauge, scalar potential, Fermi veloc-
ity, and cone-tilting corrections that the homogeneous
continuum theory finds.
At the heart of the physics of lattice distortion in
graphene is the functional relation between deformation
and the effective Dirac-Weyl fields they generate, and
we have shown that this is profoundly different for ho-
mogeneous Cauchy-Born deformations as compared to
non-Cauchy-Born deformations. In the former, as is well
known, the pseudo-magnetic field is “entangled” with the
underling lattice of graphene10,37,43,45–47,57. However for
non-Cauchy-Born deformations the gauge field depends
only on the deformation field. There are two conse-
quences of this fact that appear striking. While homoge-
neous deformations result in a current density j(r) of mul-
tiple closed loops43,45, in non-Cauchy-Born deformations
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j(r) follows topographic features of the deformation, e.g.
nodal lines in the curvature. While the former feature can
be utilized to design valley filters through local deforma-
tion “bumps”10 ; the latter feature in principle allows for
the transport of valley polarized charge over arbitrarily
long distances e.g. along a designed ridge - a complemen-
tary and useful feature for straintronics. Secondly, to cre-
ate an approximately uniform magnetic field from homo-
geneous deformation requires “disentangling the lattice”
via a compensating triaxial deformation36, unnecessary
for non-Cauchy-Born deformations. While the triaxial
deformation field appears as a natural deformation in
suitably sized nanobubbles20, atomistic simulation sug-
gests an important role for lattice relaxation26,27,32. De-
formations beyond the Cauchy-Born rule may thus play a
complementary role in creating a uniform magnetic field.
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