Abstract-The advent of the supercomputer and its capabilities for dealing with terabyte-sized data bases has provided a unique opportunity for nursing sciences to enhance and add to its theories. An interdisciplinary team has formed at the University of Nevada, Las Vegas (UNLV), to provide new tools and methodologies for analyzing large-scale data bases. Their first project is a study of infant mortality. The strategy and goals for this project are presented, along with an assessment of the present state of health care data base analysis.
INTRODUCTION
Nursing has traditionally been a profession whose science was subsumed from other disciplines. Research which originated from nurses was traditionally nonmathematical and noncomputational in nature (as in fact has been true for much of the medical research performed by medical practitioners), often involving the collection of data of small sample sizes with marginal statistical significance. Nevertheless these results were added to the nursing literature. What analysis was performed was typically statistical in nature using packaged statistical programs with no special adaptation of the statistical program to the case in hand. Within the last few years, this mode of operation has been gradually changing, with a shift toward the development and utilization of mathematical tools suited directly to the needs of nursing within the general area of computational health care.
In recent years nursing science has broken out of the traditional mold and has added a strong scientific and theoretical base. In doing so, it has recognized the value of using mathematical form for graphically representing abstract conceptualizations, particularly for describing, explaining and predicting nursing practice. The theory of nursing knowledge can be expressed by the mathematical equation,
NF+M+NE+DI=NK
(1) the terms in this expression are defined as follows:
N F stands for the Nursing Foundation, a combination of knowledge from both the sciences and humanities. The science contribution includes the empirical knowledge base of nursing practice, as well as, contributions from associated disciplines such as biology, the physical sciences, medical science, and chemistry. The humanities contribute knowledge from the philosophical and cultural studies that investigate human constructs and concerns. M represents Methodology applied towards problem solving. The appropriate methodology depends on the context of the problems and the practice domain in which it resides.
In clinical practice what is appropriate is the methodology of nursing practice, in nursing research the scientific method is appropriate, in nursing administration it is strategic thinking methodology, and in nursing education taxonomy of education is appropriate. NE Nursing Essence, represents the evolution of nursing as a profession. Nursing essence is defined according to the practice domain, and includes among others parameters such as: the principles of nursing science; legal parameters; and the definition of person, environment, health, and nursing. D I Disciplined Inquiry, refers to investigation or experimentation aimed at the discovery and interpretation of facts, revision of accepted theories of law in the light of new data, and the practical application of new or revised theories or laws. N K Nursing Knowledge, is the understanding of nursing as a science and an art. It included the nursing foundation, essence, methodology, and disciplined inquiry.
The application of nursing theory to practice can be represented by the formula (N K)(I) = P. (2) Here I represents the nurse's integration and synthesis of nursing knowledge through the cognitive, psychomotor, affective/spiritual domain of self. P, the depth and breadth of practice, increases or decreases according to the application of nursing knowledge to this integration.
As nursing has become a more scientific profession, several new branches of nursing science have developed. Nurmetrics is a new specialty area within the field of computational health sciences. It is the aspect of nursing science which applies mathematical formulations and statistical techniques to the testing, estimation, and quantification of theories and solutions of nursing problems. It can use mathematical/computer models and simulations to test existing health care theories to produce either new solutions for nursing problems, or to develop new computer models or methodologies for nursing. This aspect of Nurmetrics has been designated Computation Nursing. Alternately, it can apply the principles of computer science and informatics to understand the interplay between the structural form of the information (text, raw data, audio, visual) and the function of the information (generating, processing, storing, transmitting), to see how the architecture of the information available aids in solving the problems encountered in nursing administration, education, practice, and research. This aspect of nurmetrics has been termed Nursing Informatice. Table 1 summarizes the relationship between these branches.
Extensive archived health care sets have been collected by many sources over the past decades, from both government and nongovernment sources. These data bases include information vital to such applications as the monitoring of health costs and quality, monitoring of vital statistics records for trends, and determination of the informatics portion of such projects as the Human Genome Project. The size of the data sets have progressively grown, in many cases faster than the capabilities for analyzing them. Currently, more than 250 gigabytes of national nursing and health data exists. Trends in data taking of health data indicate that future data sets will be even larger, rapidly approaching in size the terabyte range. Past, and unfortunately, current tendency is to expend funds to generate, transmit, and store this data, but to allocate little or no funds for data analysis.
PRESENT STATE OF AFFAIRS
For several reasons, much of the information in these data bases today still remains untapped. While we are now accustomed to the availability of ever more powerful personal computers and and/or nursiugresearch workstations at ever decreasing cost, looking back at the history of computers makes the present seem like something out of last decade's science fiction. In the mid-1950's the IBM650 was the first mass-produced computer with a sufficient large internal memory system (a rotating magnetic drum) to allow internal storage of the program. Before that, the program existed in punched cards which were read serially by the machine. Looping was done by duplicating that portion of the card deck a sufficient number of times, a cumbersome process at best! The 1960's saw the introduction of the IBM7xx(x) computer family which added other forms of internal memory storage as well as the ability to input large data sets from magnetic tape. In the 1970's supercomputers started to appear, although it would be another decade before their use started to become widely available.
There allowed rapid processing of the data, changing the time scale for processing from weeks to hours. And, the early 1980's saw the advent of the personal computer and the computer workstation, which in many instances, dwarfed the capabilities of the main frame computers of the 1970's and before. The late 1980's was perhaps the first time that computational capabilities were finally capable of handing the vast size and complexity of the health care data bases.
The development of software and computational techniques naturally follows somewhat behind the development of the computer hardware. The primary concern of much of the techniques still practiced today is to reduce the data so as to select only that portion of the data which is "pertinent" to the study. This has influenced the initial collection of the data, with the survey questions being asked influenced by and being tailored to the computer capabilities available to the investigator [l-4] . In many cases, the reduction process carried out on the date is done by first performing a preliminary analysis of the data set using assumptions such as linearity of
interaction of the variables in the data set. Even with the best of intentions biases could well be introduced in the conclusions found from the study. It cannot be stated with certainty that such biases do exist, but neither can it be stated with certainty that these biases do not exist!
NEED FOR AN INTERDISCIPLINARY APPROACH
A vital component of the computational scheme, the nursing and health science analyst, has not developed at the same rate as computer technology and has not kept up with the high-tech advances in computer capabilities. The training of nurses and doctors normally spends little time on mathematics of computational skills. The nonmathematical physics course is more the norm than are semesters if advanced mathematics and programming. Thus, the health care specialist has had to rely on statisticians, mathematicians, and programmers to do the analysis of health care data for them. In many cases, this has been done in institutes which are more social science oriented than health care oriented. While many goals are shared by these two groups, there are important gaps in the information output which has resulted in a filtering process, to the degradation of information available to the health care practitioner. What appears to be needed is an interdisciplinary team approach, suited to the needs of the health care practitioner.
A paradigm for an interdisciplinary approach might be the field of bioengineering, which started in the 1960's. There began a gradual and continuing contact between medical doctors and engineering researchers, prompted by the success of devices such as the first mechanical heart pumps.
Research performed by such teams typically would start out being performed in an iterative manner. The medical doctor would propose a medical problem which he thought deserved attention and development towards a solution. The engineer would then translate the problem into his or her field of expertise, and then present a first step in the solution of the problem in the form of what seemed possible at that time. Criticism, comments, and tests, with much interaction between the medical doctor and the engineering researcher, led to further development towards the goal, and to a broadening of the understanding between the members of the team and respect for their mutual abilities. The medical practitioner, with his training and practice could best formulate the needs for the research and its eventual absorption into medical practice. The engineering researcher, trained in abstract analysis in a wide range of physical disciplines, could cast the problem into either a physical or mathematical mode, and provide a quantitative analysis which could improve present practices. While strictly mechanical problems such as mechanical hearts and artificial joints are the obvious results of such interdisciplinary approaches, better knowledge of pulmonary and blood circulation and flow, understanding of the structural behaviour of the spine and limbs, optima; administration of drugs, and hospital administration and utilization all have benefited from such an approach. It would appear that such an interdisciplinary model, so successfully applied to the benefit of the medical doctor and hospital administrator, could equally well benefit the nurse health care practitioner.
The need for this new direction in nursing research is particularly timely now. The new administration in Washington has focused on health care costs as being a major concern of the United States economy. One of the factors with the largest percentage of the national health care costs is hospital costs, which have grown at a rate well above the rate of inflation of the overall economy. A major deliverer of health care in hospitals is the nursing staff, whose procedures have grown from a number of sources over time, but with relatively little input from nursing researchers. For nursing research to be recognized as being of an equal stature with other health care research, it is imperative that it be equal in scientific sophistication. Since biological and health care research has changed greatly in direction toward more use of mathematics, the computer, and mathematical/computational simulation [5] , the need for nursing research to move in this direction is clear.
As a start towards such an interdisciplinary team, in May of 1991 the project for Nursing and Health Data Research (PHNDR) of the University of Nevada, Las Vegas (UNLV) received access to massive nursing and health data sets from both government and nongovernment sources. In many cases, this data had been archived without analysis because many agencies neither had access to the type of computers needed to analyze data sets of this size, nor to the computing and statistics professionals needed for processing of the data [6] . For example, the data collected for Medicare in just one year documents 10 million cases equaling 15 reels of data, or 1.8 gigabytes.
To complete a five-year comparative or trend analysis, a computing system capable of handling 9 gigabytes of data is required. Analyzing trends over the length of the average human life would require computing resources several orders of magnitude greater.
The research involved in PHNDR's study of these data bases included the following items:
(1) Conceptualization of complex problem resolution, (2) Design of product and/or process, (3) Development of product and/or process, (4) Dissemination of preliminary results and/or prototypes, (5) Alpha sites application for testing and debugging, (6) Beta site application for refinement and further debugging, (7) Dissemination of product and/or process through software, manuals, educational programs, publications and/or presentations.
To perform this R & D effort, a framework was developed to validate the application of supercomputers to nursing and health data research. The case study utilized a manageable data base of 17,000 cases which were analyzed with the Statistical Package for Social Scientists (SPSS). Computer platforms including personal computers, Sun workstations, and Cray Y-MP supercomputer were used to analyze the data. The Cray Y-MP was able to process the data in approximately 127 seconds. The Sun workstation was several orders of magnitude slower than this, while the personal computer was unable to process the data. The work resulted in a multilevel approach for supercomputing application to establishing the foundational parameters of health through gigabytelterabyte data base analysis. Table 2 summarizes the issues involved in the phase one study.
The initial conceptualization for complex problem resolution resulted in identification of barriers to supercomputer application to gigabyte-sized data base analysis in nursing and health. The research focused on removal of barriers to allow successful analysis of gigabyte/terabyte-size data sets. To remove these barriers, a statistical analysis process termed GATES (for global analysis terabyte exploratory statistics) was designed with the aid of researchers from the Los Alamos National Laboratory. The prototype for GATES was developed using 249 megabytes of data from the Hispanic Health and Nutrition Examination Survey, which was obtained from the National Center of Health Statistics.
This prototype was selected for demonstration as a Research Exhibit at the Supercomputer' Conference. Even with GATES, additional questions related to statistical analysis of gigabyte/ terabyte-size bases have arisen, providing a direction for further methodology, conceptualization and design, and development of both process and product.
The original concept of using high performance computing for the analysis of nursing and health gigabyte/terabyte-size data base was initially perceived as a simple application process. However, the complexity of gigabyte-size data base analysis has resulted in a significant challenge for the computational health sciences. Before gigabyte-sized data analysis could be used to establish the foundational parameters of health, removal of barriers to supercomputer application was necessary. Actual and potential barriers exist related to theory, statistics, software, hardware, data base management, data access, supercomputing resources, learning curves for nurse researchers in high performance computing and communication, and establishing a new interdisciplinary team incorporating nurse researchers, engineers, computer scientists, programmers, computational mathematicians, etc. [7] .
Several separate areas evolved from this preliminary research investigation. These functional areas provide organization structure for the present proposed research effort. Each of the areas has independent but interrelated functions. The functional areas include the following:
( Function: Responsible for development of user's manuals, education programs, marketing products (software) and process, and demonstrations, publications and presentations.
The research which has been performed in these areas has heavily influenced the conception of the present project.
THE UNLV INTERDISCIPLINARY TEAM
As a continuation of this effort, an interdisciplinary research team has formed at UNLV with the express purpose of advancing the statistical analysis of the gigabyte-size data bases which are presently available. The team consists of individuals with research interests in nursing, computer science, and engineering, and having a strong knowledge of applied mathematics and computational skills, together with problem-solving skills acquired from analysis and simulation in a broad range of physical problems in field including medical research. Collaboration has been initiated between this team and researchers at both Los Alamos National Laboratory. The Cray Y-MP at the National Supercomputing Center for Energy and the Environment at UNLV provides the necessary computer support.
INITIAL PROJECT
As a first research project for this team, funding is being sought to analyze sets of health data presently archived by government and nongovernment resources to study infant mortality (IM). The object of the analysis will be to determine which variables in existing data bases correlate strong with infant mortality, and to assess the importance of these variables in their contribution to infant mortality. Analysis of the large samples of the population represented in these data bases could support or nullify current theories supporting medical practice and the foundations of health care for infants.
Current methods of analysis of these data bases to establish deterministic parameters affecting health, illness, and death are not sufficient to obtain maximum information from such massive To perform the analysis of infant mortality data, it will be necessary to first develop the tools needed to cause a paradigm shift in procedures for analyzing the information contained in gigabytelterabyte-size health care data bases. The foremost issues which must be met in developing these tools to make the information contained in the health care data bases easily accessible to health care researchers and practitioners are as follows: derived from the data bases provides important information concerning the data set, visual inspection of the raw data on a graphical workstation can suggest changes in stratification or analysis not apparent from calculated statistics [12, 13] .
However, the consequences of the research are even broader than infant mortality per se. It is generally agreed [14] among health care researchers that of the many statistical measurements in public health, infant mortality rates are an accepted indicator of the health of a population. The continued assessment of population-based pregnancy outcomes among minority ethnic groups must remain a public health priority if infant mortality rates in the United States are to be further reduced [15] . Infant mortality rates have long been of interest in the United State. The pace of research on its determinants has increased over the last decade upon recognition that
(1) the mortality rate is in decline, 
HEALTH FACTORS TO BE CONSIDERED
Multiple variables impact on infant mortality, including improved socioeconomic status, housing, nutrition, immunization, pure water, pasteurized milk, antibiotics, improved prenatal care and delivery, and technological advances in infant care. Some of the variables affecting infant mortality, particularly the neonatal mortality rate, are heavily influenced by biological and genetic factors, quality of the delivery, low birth weight, and availability of the services. The postneonatal mortality rate is heavily affected by the health care system, but also by factors such as the availability of housing, sanitation, adequacy of nutrition, and other external and environmental factors which are not controlled by the health care system. However, at the present time a rigorous monitoring of the impact of these variables over time is not available.
Some of the elements/variables contained in existing National Center for Health data base which will be utilized in this study are shown in Table 3 . They represent the variables which have received the most attention in previous studies [15,17-491. The factors listed in Table 3 are clearly not independent. Interaction effects can be reasonably expected, with the effects of some of the independent variables varying depending on the magnitude of other independent variables [16] . While several strategies have been tried to empirically determine these interactions [50-531, we will test a generalization of a model proposed by Eberstein et al. (161, which identifies interactions already having empirical support and in combinations. This computation will be done, both using analysis of the data bases and also using the simulation model.
ANALYTICAL PROCEDURE
Nurses and health care researchers typically use classical linear analysis to formulate theories. That is, they first reduce the data base to a manageable size and from this reduced the set of data from generalizations for larger populations and broader theories. Frequently, the sample size is barely large enough to be statistically significant, and the effects of nonlinear interactions between the independent variables are ignored. In spite of this, the research results are added to the body of scientific health care knowledge, and health care practice is based on this theory without the benefit of validation [7] . Presently, a particular disadvantage accruing from these shortcomings is the lack of prediction methodologies for use by the health care provider or government planner.
The desired outcome of the IM project is to establish foundational parameters affecting the cause of infant mortality. In order to accomplish this outcome, gigabyte-size data bases must be accessible to analysis through transparent software using high performance computing and communication techniques. To date, the majority of statistical methods and software for analysis of large health data sets have not utilized the advantages of a high performance computing environment. Even at the National Center for Health Statistics, in Maryland, there has been an absence of workstations, and a high performance computing and communication environment is very limited. Analysis of the large data bases available to nursing and health research is necessary for establishing the scientific foundational parameters of health. High performance computing and communication have been validated as the most cost effective means for analysis of the gigabyte/terabytesize data sets. However, statistical methodologies, transparent software, and availability of supercomputing resources greatly limit the access and analysis of data sets. This research effort confronts development of process and product for gigabytelterabyte-size data analysis in nursing and health with application to associated disciplines. Data analysis will be carried out in the following fashion. The data will initially be stratified according to the following factors:
(1) The mother's age group. The age groupings initially proposed include the following five: An estimate of the death rate based on each one of the age groups mentioned above will be calculated. Our analysis includes the effect of the mother's age group on the death rate of infants. Since there are more factors besides the age group of the mothers, the total variance connected to these estimates is a sum of the variance components of these additional factors. Furthermore, the variance components of a particular factor could be different within each on of the age groups mentioned above.
The stratification of the mothers into the age groups mentioned above is based on our initial model. After performing an exploratory analysis using large scale computer graphics, if the national "linked birth/infant death" data does not agree with our initial model the proposed stratification of the mothers to age groups will be changed to reflect the information obtained by the exploratory analysis of the national data.
(2) Birth weight factor is of importance since congenital malformations, delivery complications, and perinatal conditions seem to be most dependent on birth weight (161. (3) The existence of prenatal care is known to have an important effect on the death rate of infants. (4) The race/ethnicity of the mother and of the father, especially if the mother is married, is an important factor in infant mortality. An important question is whether the death rate of infants is race/ethnicity-dependent, or if the race/ethnicity of the mother affects the probability of the survival of the infant. The inclusion of the race/ethnicity of the mother in our model could provide information as to whether the attitudes of health care professionals towards various groups of women involved in our study, or the attitudes of the mother towards the newborn infant, might be racelethnicity dependent.
(5) The question of health insurance for the mother is important, particularly as to whether the lack of health insurance for the mother and child was a contributing factor to the infant death rate. (6) The experience of the mother on having and caring for children would be an important factor to the infant death rate. Mothers that have had experience in raising children might be able to cope and care for infants much better than mothers having their first child. Inexperienced mothers with no close support groups might impact on health problems related to infants. will be constructed, and time trend analysis methods will be used, to discover whether the data suggest a time trend or other time dependencies.
PROPOSED INFANT DEATH MODEL
The factors identified in the previous section as contributing to or affecting the infant death rate are not necessarily listed according to their importance, or effect, on the infant death rate.
Furthermore, our exploratory analysis of the data might show us that some of these factors are not as important as we initially thought. It is expected then, that other factors, not considered initially, would be incorporated into later models.
The factors listed above are clearly not independent. Interaction effects can be reasonable expected, with the effects of some of the independent variables varying depending on the magnitude of other independent variables [16] . While several strategies have previously been tried to empirically determine these interactions [50-531, we will test a generalization of a model proposed by Eberstein et al. [16] which identifies interactions already having empirical support and then examines comparatively the contributions of these variables both individually and in combinations. This computation will be done both by an analysis of the data in the data bases and also by using the simulation model.
The data will be analyzed in the following manner. The available samples of the mothers will be divided into n age groups. The age group will be denoted by Al = 1,2,. . . n. The existence or nonexistence of prenatal health care will be denoted by AZ, where A2 = 0,l. Thus A2 = 0 might denote no prenatal health care, while A2 = 1 might denote the existence of prenatal health care. The variable Aa, taking on the values 1,2,3,4,.
, will denote the race/ethnicity of the mother where 1 denotes Caucasian, a-African American, 3-Hispanic American, 4-Native American, etc. Ad will be a similar variable describing the infant's father. A5 will be a variable describing whether or not health insurance was available.
The variable A6 will be associated with the experience of the mother in raising children. Therefore, if the mother had other children prior to this infant, then As = 1, else A6 = 0. The factor A6 will describe the marital status of the mother. Thus, if the mother is single As = 0, and if the mother is married A6 = 1. The variable A7 would relate to possible substance abuse of the mother during pregnancy. Hence, if the mother did not use drug, alcohol, or cigarettes, A7 = 0, if the mother smokes cigarettes A7 = 1, if the mother uses alcohol A7 = 2, if the mother uses drugs A7 = 3, etc. The eighth factor would relate to visits of the infant to the pediatrician's office. Thus the factor As would denote the geographic region of the residence of the infant, and Ag would denote the time (day, month, year) the infant was born. A binary random variable X, taking on the values 0 or 1, would be used to denote whether or not the infant died in the first year after birth. A value 0 would denote that the infant died, and a 1 would denote the infant lived through the first year.
Exploratory analysis of the available data will be used as a means to gain a better understanding of the variables which are the major contributors to the infant death rate. Sensitivity analysis will be performed during the early stages of experimental design to get an insight as to how a change in a variable affects the mortality rate. Extensive use will be made of computer graphics in order to visualize the variables mentioned and their effect on infant mortality. Other variables included in the available data sets will also be studied so that we will have not only a visualization of the change and behavior of each variable separately, but also the joint contribution of two or more variables to the infant death rate. During this exploratory analysis, we hope to be able to identify which of the measured variables in the available data base should be included in the statistical analysis, and which are important, and therefore, should be included in our mathematical model.
The joint density function
Y=f(X,Al,Az,A3,...,A8),
describes the probability of whether an infant will live or die when the conditions described by the A random variables are present. This joint density function will be estimated based on the given data. Also, the marginal density functions
will be estimated. The above densities are discrete, and therefore, can be estimated for finite combinations of values of their parameters. Reliability measures of these estimates will also be found.
For the multivariate discrete distribution given by equation (l), the conditional distribution of X given the random variables Al = al, A2 = as,. . . , As = us, where the a!,s signigy specific values, is f(X 1 AI =al,Az =a2 ,..., As =as),
where al, a2, . . . , as denote known values associated to the random variables Ai, i = 1,. . . ,8. These distributions can be estimated for X = 0 (infant death), and for X = 1 (infant survival). Thus the conditional distribution, or probability, or frequency, of infant mortality can be estimated for any given value of the other parameters. Following the general theory of linear models, the expected value of X, given that the Aks are known, is E(AIAl=al, A:!=az ,..., As=a~)=G(al,..., ag).
The above function involves the variance covariance matrix of multivariate distribution. A natural extension of the above formula is the equation
which can be used to predict X given the values for the Ais. Unlike the regression model, the values for X can only be 0 or 1. Here 6 is the error of estimation of X as a function of the Ais, i = 1,2,. . . , 8. This model includes, as a particular case, the model proposed by Eberstein et al. [16] . From the given set of data we can estimate the coefficients of the parameters included in the function F using a mean square error type of approach.
The above model can be tested using jackknifing. This involves estimating the parameters using all of the data except one, then inserting into the formula the values of Als associated with the ignored variable to see if it predicts the correct X value. This method is repeated n times, where n is the total number of data available. The predicted value of X, given the Ai, i = 1, . . . ,8 variables, would not necessarily be integer, and of course would not necessarily be 0 to 1. If the value of X is within an interval containing 1, then we associate the value 1 to X, otherwise we associate the value 0 to X. The length of the interval will be estimated from the data based on formulas to be developed. This jackknifing will help to verify that our theoretical development of the above interval is supported by practice.
When the value of X predicted by the above equation is within a certain interval we will assign the value 1 to X, otherwise we will assign the value 0 to X. In order to assess how well our model can predict the value of X given the values of Ai, i = 1,2,. . . ,8, we have to estimate the probabilities of misclassification, namely the probability to classify the value of X as having the value 0, where the actual value of X is 1. Jackknifing is a good method for estimating the probability of misclassification. As we mentioned above, all of the data except for one is used to estimate the coefficients of the model. Then we estimate the X of the point left out using the model just estimated. If the value of X estimated by the model is the same as the true X value, then a correct classification was made, otherwise the misclassification count is increased by one.
The initial misclassification count was 0. We repeat the method for each one of the data, and we divide the final classification count over the number of data, this gives us an estimate of the probability of misclassification. A low probability of misclassification implies that the model is a good predictor.
The complexity of this multivariate model can be increased by introducim: the geographic variable Ag to detect geographic dependencies and their associated zone of influence. Finally, time dependencies can also be investigated. The question to be answered concerning time dependency is whether there has been any time trend since these data bases first became available. Additionally, has there been a fluctuation within the months of the year of the database that would suggest the existence of a time dependency as expressed by a significant autocorrelation function.
COMPUTER SIMULATION AND SENSITIVITY ANALYSIS
The estimation of the joint, marginal, and conditional distributions mentioned above, together with their associate reliability measures, would give us an understanding about the actual distribution of the random variables involved in the model, as well as their interdependencies. Multivariate functions, except for the multivariate normal, are very difficult to deal with. Along with the analysis recommended in the previous section, we will carry out a computer simulation of the multivariate phenomenon described here, in order to study the sensitivity of the infant mortality, to the various factors involved. The model is deemed sensitive to a particular random variable if small changes in that particular variable, result in large changes in the infant mortality model. On the other hand, the model is robust to a particular factor, or variable, if large changes in a variable result into relatively small changes in the infant mortality model.
CONCLUSION
The research tools to be designed and developed as a result of this research and development project will provide the first means for rigorous monitoring of trends and predictability for infant mortality. Health care providers can utilize the computer simulation model to predict birth/infant death cause and outcomes. This information can then be applied to a decision-making model for allocation of scare resources before birth, at birth, and after birth.
