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INTRODUCTION 
Self-diffusion data in "binary liquid systems are needed for the con­
tinuing study of the fundamentals of diffusion. Some work has been done 
toward predicting self-diffusion coefficients in pure liquids, but little 
has been accomplished with liquid mixtures. Several methods of correlat­
ing self-diffusion coefficients and mutual diffusion coefficients have 
been proposed. However, the application of these correlation models to 
experimental data has produced contradictory results in many cases. 
In addition, there is a particular application for self-diffusion 
information in the study of radiation initiated reactions (42). In such 
cases, there often exists a uniform distribution of an activated complex 
or some other highly reactive species which reacts instantaneously upon 
contact between two of the complexes or with another component of the sys­
tem. As a result, diffusion controls the reaction process in a system of 
uniform composition throughout so that self-diffusion data is required for 
an adequate description of the process. 
The most widely used technique for the measurement of self-diffusion 
coefficients involves the use of isotope tagging of molecules. In fact, 
this led to the most common definition of self-diffusion, as given by 
Bearman (3) for example. "Self-diffusion is the name given to diffusion 
through a system otherwise in equilibrium, of a trace of a substance 
identical with one of the components, save for some trivial distinguishing 
* 
characteristic. Letting 1 indicate the trace component the diffusion 
equation is then written • 
J^* = - D^VC^* (1) 
•where is the self-diffusion coefficient of component 1. However, the 
use of isotopes to label the' trace component can lead to serious errors 
in the measurement of self-diffusion coefficients, especially when the 
tagged molecule has a low molecular weight. For example, uhe use of 
deuterium in liquid hydrogen gave self-diffusion coefficients in error by 
a factor of two (26). Johnson and Babb (29) described and evaluated the 
various techniques which have been used to measure mutual and self-
diffusion coefficients. 
Since Carr and Purcell (9) demonstrated that spin echo nuclear mag­
netic resonance techniques could be used to measure self-diffusion coeffi­
cients, the method has become widely used (15,17,18,26,34-40,50,51). The 
distinguishing characteristic used by the NMR approach is the orientation 
of the nuclear magnetic moment vector of a selected species of the system. 
A more trivial characteristic would be difficult to imagine. As a result, 
the careful application of the technique should yield the most accurate 
diffusion data. In addition, the short time constants of the nuclear spin 
system, a few seconds or less, allow the measurement of self-diffusion 
coefficients in a much shorter period of time than did previous techniques. 
The technique has been widely used to measure self-diffusion coeffi­
cients in pure liquids but has not been adequately explored for use in 
binary liquid systems. The goal of this work was to analyze the contribu­
tion of each component of a binary system to the MR signal and to deter­
mine the self-diffusion coefficients of both components. 
3 
PREDICTION OF SELF-DIFFUSION COEFFICIENTS 
The self-diffusion coefficient is most often expressed in terms of a 
friction coefficient through an equation first proposed by Einstein in 
•which 
By the application of statistical mechanics (3), it has "been shown that 
the friction coefficient may he expressed as 
?1 = + ^2^12 
in a binary system. In general, the friction coefficients and ^.re 
concentration dependent. 
Môst •attempts to predict self-diffusion coefficients are based on 
calculating the friction coefficient from properties of the system. The 
models include a potential energy function related to molecular separation 
and a distribution function describing intermolecular distances. Douglass, 
McCall, and Anderson (l6) used Lennard-Jones 6,12 potentials and the radial 
distribution function to calculate a self-diffusion coefficient for 
neopentane which was in error by a factor of two. Davis, Rice, and Sengers 
(13) calculated the self-diffusion coefficient for liquid argon from a 
model of a fluid of 'rigid spheres with a square-well attraction with good 
success. However, Douglass (lA) used a velocity correlation to calculate 
self-diffusion coefficients of neopentane directly. The accuracy was no 
better than previous calculations, but the proper temperature dependence 
was predicted. 
The temperature dependence of the self-diffusion coefficient is often 
expressed as 
Di = D^e (4) 
vhere is the activation energy for diffusion, and is the extrapolated 
value at ^ = 0 (15). This relationship has been found to hold over moderate 
temperature ranges (15,18,39)• 
The prediction of the intermolecular forces necessary for calculating 
self-diffusion coefficients can not be exact because of the complexity of 
the functions involved. The work discussed above was limited to pure com­
ponents since the addition of the second component further complicates the 
intermolecular force field. In any case, a number of approximations and 
simplifying assumptions are required. Self-diffusion data on a number of 
pure components and binary systems are necessary to evaluate different 
calculation techniques. 
5 
CORRELATION OF MUTUAL AND SELF-DIFFUSION 
Self-diffusion is considered to "be the movement of molecules in a 
thermodynamically uniform system in which the gradient of the chemical 
potential is unity. Since mutual diffusion takes place in an inhomogeneous 
system, mutual diffusion coefficients should be related to self-diffusion 
coefficients through the gradient of chemical potential. These ideas were 
first proposed by Darken (l2) and reinforced by Carman and Stein (8). The 
concept has become widely accepted and now dominates the study of the 
correlation of the two coefficients (23,30,31,^4). 
Through the use of statistical mechanics, Bearman (3) corroborated 
the relationships derived through the thermodynamics approach and pointed 
out more clearly the assumptions inherent in those theories. The assump­
tions were made that: l) the pair friction coefficient which is a function 
of intermolecular separation can be approximated by a friction coefficient 
related only to composition; and 2) the ratios of the three friction coef­
ficients of a binary system are constant. The validity of the second 
assumption requires that the radial distribution functions be independent 
of mole fraction, and that volumes be additive. As a result, the 
relationship 
ainf 
\2 = Dl'l + (5) 
was obtained in which f^ is the concentration activity coefficient, and 
D^- is the mutual diffusion coefficient defined in the volume frame of 
reference. Through a thermodynamic transformation, the form 
9lna^ 
°12 3^lnx^ ) '•^ 2^ 1 1^^ 2^  
6 
was obtained. Equation 5 was obtained through the application of thermo­
dynamic principles by a number of authors (8,2^,32), and a very similar 
relationship was obtained from the absolute reaction rate theory (19)-
Equation 6 is identical to that initially proposed by Darken (l2). 
Hartley and Crank (2^) proposed the relationship 
dlna^  X. X-, 
where k is Boltzman's constant, n is viscosity, and a is a characteristic 
molecular dimension. Using the Stokes - Einstein equation, the substitu­
tion 
' D. = —- (8) 
1 a^n , 
reduces Equation 7 to Equation 6. 
The mutual diffusion coefficient defined in the volume frame of refer­
ence is related to mutual diffusion coefficients in other reference frames. 
Consider the two most common ones 
^ -«*) = - = - Bia'Ci (9) 
along with 
^1 - ^l^^l - (10) 
Using the fact that 
= o (11) 
together with basic definitions, it can be shown that 
^12 ^  °21 ^  ^ 12 ~ ^ 21 V~°12 ^  V^21 * 
Therefore, there are three experimental diffusion coefficients for a binary 
system - D^, and - to which diffusion coefficients defined in any 
reference frame can be related. 
In addition to the above correlations, Lamm (32) proposed the rela­
tionship 
1 C v° X- ainy 
•  < » >  
where v° and D° are the molar volume and self-diffusion coefficient respec­
tively of the pure component. The derivation of Equation 13 was based on 
a volume dependence of the friction forces involved. Prager (43) accounted 
for the alteration of random molecular motion caused by solution non-
ideality through the relationship 
"ip aizY. 
D- = 1 " 3ÏS7 • 
1 1 
The above models have been tested for both ideal and non-ideal sys­
tems. Johnson and Babb (30) used both Lamm's and Prager's equations. 
Lamm's equation agreed with experimental data to within 10% for the ideal 
system and to within 13% in the non-ideal systems for one component. How­
ever, for one component in each of the non-ideal systems the discrepancies 
were as great as twofold. The application of Prager's equation yielded 
similar results with agreement to within 1^% for a nearly ideal system and 
with discrepancies greater than threefold in non-ideal systems. Hardt, et 
al., (23) applied Darken's model (Equation 6) to both ideal and non-ideal 
systems with agreement to within 1^% for the ideal system and with dis­
crepancies of several fold for the non-ideal systems. In both of these 
works the large disagreement observed in the non-ideal systems was 
ascribed to the effects of association in one of the components. 
Miller and Carman (l|l) applied Darken's equation to the system hep-
tane-cetane, which is non-associative and almost ideal, and obtained 
agreement to within experimental error. Lamm's equation was not valid for 
this system. However, the test was applied at only one value of the mole 
fraction. On the other hand, Bidlack and Anderson (4) studied the heptane^ 
cetane system along with two similar non-associative, almost ideal sys­
tems over the entire concentration range. It yas shown that the product 
D^gT) from Equation 7 was over corrected by the term (each case. 
Therefore, the conclusion was reached that the term does not 
91nx 
account for non-ideal diffusion behavior whether the system is associative 
or not. 
Work has been completed recently in which Hartley and Crank's equation 
was used satisfactorily with some modification. Kulkarni, ek al., (3l) 
considered the ideal system carbon tetrachloride-cyclohexane assuming a 
linear variation of the friction coefficient with mole fraction and obtain­
ed a good fit to experimental data. Rodwin, et al., (Ult) extended the 
technique to the non-ideal system cyclohexane-benzene. Viscosity data 
were used to approximate the deviation of the friction coefficients from 
linearity. Using this approximation together with Hartley and Crank's 
equation, mutual diffusion coefficients were calculated and found to be 
within 2.% of experimental values over the entire composition range. 
Even though the models described above fail to fit experimental obser­
vations in many cases, the theory that mutual and self-diffusion coeffici­
ents are related through the gradient of chemical potential remains 
dominant. According to Bearman (3) the gradient of the chemical potential 
becomes equal in magnitude but opposite in sign to the intermolecular 
friction force shortly "after a concentration gradient is established. 
This force distorts the spherically symmetric radial distribution function 
which describes the system in equilibrium to produce an unsymmetrical. pair 
distribution function. One of the objectives of the statistical mechanical 
study is to express the pair distribution function in terms of the radial 
distribution function. 
However, Henley and Prausnitz (27) considered several systems for 
which both thermodynamic and diffusion data were well established. Activi­
ty coefficients were calculated from the two different sets of data and 
compared. Wot only did the activity coefficients calculated from the 
diffusion data differ from those calculated from thermodynamic data (by up ,• 
to several fold), but also the diffusion data'predicted an improper con­
centration dependence of the activity coefficients. As a result, Henley 
and Prausnitz concluded that the activity gradient offers no improvement 
as a driving force for diffusion. 
It is apparent, therefore, that additional data is necessary to es­
tablish the proper approach to the problem of correlating self-diffusion 
coefficients and mutual diffusion coefficients in liquid systems. When 
this problem is solved, the prediction of diffusion coefficients from 
properties of the system may well be within reach. 
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THE SPIN ECHO WMR TECHNIQUE 
Generation of a Spin Echo 
The observation of nuclear magnetic resonance phenomena depends on 
the fact that certain nuclei behave as tiny magnets with the properties , 
of a gyroscope. In this work hydrogen nuclei are of interest. When a 
sample containing hydrogen nuclei is placed in a strong static magnetic 
field, a net magnetization vector in the direction of the magnetic field 
is generated (Figure la). This net magnetization vector is made up of 
contributions from a large number of the hydrogen nuclei throughout the 
sample with each nucleus precessing about the static field at the resonant 
frequency which is directly proportional to the field strength. A radio-
frequency pulse of the proper magnitude, oscillating in the plane per­
pendicular to the static field at the resonant frequency can be used to 
tip the magnetization vector through 90° into the perpendicular plane 
(Figure lb). 
Immediately following this 90° rf pulse, the magnetization is left 
precessing about the static field inducing the maximum available signal 
in the pickup coil. This free precession signal decays for a number of 
reasons. The magnetization vector tends to return to equilibrium with 
the static field, a first order process with time constant T^, the spin-
lattice relaxation time. The precessing nuclei making up the magnetiza­
tion vector lose phase coherence because of energy interchanges within the 
spin system, usually a first order process with time constant T^, the 
spin-spin relaxation time, and inhomogeneities in the static magnetic 
field producing a distribution of precession frequencies across the sample. 
11 
Primarily as a result of field inhomogeneity, the free precession signal 
is destroyed in a short time (ranging from a few microseconds to a few 
milliseconds) as the tiny magnets fan out in the perpendicular plane, some 
precessing faster, some slower than the average (Figure Ic). 
At time x << T^, T^, a second rf pulse of sufficient magnitude to 
precess each nuclear magnet through l80° is applied. As a result of this 
reflection, those nuclei which had attained a phase lead are now lagging and 
vice versa (Figure Id). The phase coherence previously lost because of 
field inhomogeneities is now regained at the same rate at which it was 
lost (Figure le). As coherence is re-established, a signal is again 
generated in the pickup coil with the maximum amplitude occurring at time 
2x (Figure If), after which phase coherence is again lost. The peak 
amplitude of this "spin echo" is less than that of the 90° free precession 
signal because of spin-lattice and spin-spin relaxation. Therefore, if 
echo amplitudes are measured at various values of x, a plot of In h(2x) 
versus 2x yields a straight line of slope - (— + ~). A typical oscillo-
1 2 
scope trace is shown in Figure 2. 
There are two effects which are not accounted for in this model. The 
complete restoration of phase coherence, which is lost because of field 
inhomogeneities, implies that the field to which each nucleus is exposed 
is time invariant during the period 2x. Of course if self-diffusion is 
taking place in the sample, and the field strength is a function of posi­
tion, the time invariant requirement cannot be met, and the echo amplitude 
is reduced. In addition, in many compounds in which hydrogen atoms are 
found in more than one chemical grouping, both a slight shift in apparent 
resonant frequency and an indirect coupling between the nuclei in these 
12 
90 t=0  
t=T 
T+ t,8oo<t<2T 
Figure 1. Sequence of events in the generation of a spin echo with fixed 
field along z-axis and x',y'^-plane rotating about z-axis at 
mëan resonant frequency 
Figure 2. A typical oscilloscope trace showing the 90° pulse followed by 
its free procession tail, the l80° pulse and the spin echo 
Horizontal scale 5 msec./div. 
Figure 3. An oscilloscope trace of a spin echo from a cylindrical sample 
with a field gradient of 0.909 gauss/cm. perpendicular to the 
cylinder axis 
Horizontal scale 0.2 msec./div. 
i4 
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dissimilar environments complicates the first order process of spin-spin 
relaxation. These effects, the "chemical shift" and "J-coupling", super­
impose a modulation on the echo decay curve, and a linear semilog plot of 
amplitude versus 2t is no longer obtained. 
The Effect, of Self--Diffus ion 
The spin echo technique was first developed hy Hahn (20), who used a 
pair of 90° pulses rather than the 90°r-l80° sequence described here. Carr 
and Purcell (9) showed that the model for the 90°-l80° sequence is more 
readily visualized and formulated, thereby lending itself to analysis in 
a wider range of applications. As a result, the techniques initiated by 
Carr and Purcell are more widely used. 
Using a phase probability function taking into account self-diffusion, 
Hahn (20) derived an expression for the effect of self-diffusion on the 
spin echo from the 90°-90° pulse sequence. That expression was qualita­
tively confirmed by experimental results. Carr and Purcell (9) approxi­
mated the self-diffusion process by a random walk technique and obtained 
a similar expression for the attenuation of the spin echo from a 90°-l80° 
pulse sequence. Experimental results were in good agreement with the 
theoretical relationship. Classical mechanical techniques were applied 
to the 90°-l80° system by Torrey (49), who obtained results identical to 
those of Carr and Purcell. The expression was again confirmed by Douglass 
and McCall (15) using a probability density function to describe the phase 
distribution. 
The classical mechanical approach to the problem will be used here. 
Torrey (49) modified Bloch's equation (6) by adding a term to account for 
l6 
the effects of self-diffusion on the nuclear spin magnetization vector and 
obtained 
= yg X 3 _ + DV^M. (15) 
dt ig 
This equation assumes that the static field is parallel to the z-axis. 
The problem will be studied in the absence of the rf field starting imme­
diately after the 90° pulse. The time required for application of the rf 
pulses will be neglected. The static field required for the experiment 
can be described by 
H = H + Gz . (l6) 
z o 
Substituting Equation l6 into Equation 15, considering only the x and y 
components, and putting m = + iM^ the result is 
Il = - iy(H^ + Gz)m - |- + DV^m . (17) 
By letting . , t 
- iw^t - ^  
m = ^e , 
where a rotating coordinate system is obtained, and the effects 
of spin-spin relaxation are eliminated. Equation IT then becomes 
H" = - iyGz + (18) 
in which (J) is the magnitude of the precessing magnetization unattenuated 
by relaxation. Since the attenuation of <f) by diffusion is caused by a 
change in phase distribution, ^ can be represented by 
(J) = A(t)e , (19) 
IT 
Then Equation l8 becomes 
= - A(t)DY^G^t^ (20) 
with the initial condition A(o) = 1. Integration from time 0 to x gives 
_ Dy^G^T^ 
A(t) = e ^ . (21) 
Whereas the phase of (j) before the l80° pulse is - yGzt, the reflection 
"brought about by the l80° pulse gives rise to the substitution 
• = A(t) (22) 
for the interval t to t. Combining Equation 22 and Equation l8 gives 
- A(t)DY^G^(T - t)2 (23), 
with the initial condition A(t) = e . Integration yields 
„ Dy^G^T^ DY^G^(T - t)^ 
A(t) = e ^ e ^ .(24) 
At t = 2t, 
_ ZDY^G^T^ _ DY^G^(2T)^ 
A(2t) = e ^ = e (25) 
where A(2t) represents the attenuation of the spin echo amplitude by self-
diffusion. 
Self-Diffusion Coefficients in a Pure Component 
For a pure liquid, the peak amplitude of a spin echo can be expressed 
as 
_ Dy^G^(2T)^ _ DYV(2T)^ 
g(G,2T) = f(2T)e = h(2T)e . (26) 
18 
f(2T) is the function which describes the decay of the spin echo and K is 
a constant of proportionality through which the echo amplitude displayed 
on the oscilloscope is related to f(2T). f(2T) may be a simple exponential 
or an exponential modulated by J-coupling effects. 
The most often used technique for obtaining D experimentally is to 
plot ln[g(G,2T)/h(2T)] versus (2t)^ and calculate D from the slope (9,15)• 
h(2T) is determined by measuring spin echo amplitudes in the absence of a 
field gradient. Woessner (51) proposed another method in which g(G,2T) 
is measured as a function of G at a fixed value of T. The slope of a plot 
of In g(G,2T) versus G is used to calculate D. This procedure offers more 
simplicity in operation since the pulse sequence timing need not be changed. 
In both the time plot and gradient plot methods, G must be controlled 
and accurately measured. The gradient is most readily controlled when 
produced by a pair of coils lying parallel to the x,y-plane with the 
sample between them (9,48). The coils are connected in series and wound 
in opposite directions so that the average field strength, over the sample 
does not vary with the gradient. Controlled current flow is provided by 
a DC power supply. The gradient can be accurately measured by observing 
the shape of the 90° free precession tail or the spin echo. With the 
gradient perpendicular to the axis of a cylindrical sample, the shape of 
the 90° tail, as well as the spin echo, is given by 
J (YGtd/2) 
YGtd/2 
where is the first order Bessel function (9). This is illustrated by 
Figure 3. The value of G can be calculated by determining the time 
between the first two minima on each side of the spin echo. 
In addition to these measurement techniques, there are several pre­
cautions which must be observed in setting up the experiments. The pulse 
delay time, T, cannot exceed T^. In order to ensure that each sequence 
starts with the spin system at equilibrium, the sequence repetition period 
t must be several times greater than T.. The total field variation, Gd, 
r 1 
across the sample compared to the magnitude of the magnetic component 
of the input rf pulse, must be considered. As the value of Gd approaches 
a noticeable decrease in h(2T) occurs because of the increased spread 
in resonant frequencies across the sample, and the effect increases as Gd 
becomes larger than H^. The effect of excessive Gd values is eliminated 
by the calculation procedure used with the time plot technique. However, 
in the gradient plot method this source of error must be eliminated by 
ensuring that Gd remains much less than under all experimental 
conditions (51). 
The techniques described here have been used successfully to measure 
self-diffusion coefficients ranging from 10 ^  to 10 ^  cm^/sec (^O). By 
using a pulsed field gradient, Stejskal and Tanner {hf) extended this 
—9 2 
range to 10 cm /sec. In addition, this method was used for the measure­
ment of self-diffusion coefficients of liquids contained in porous media 
(50). It can be seen, therefore, that this highly adaptable technique 
has been used.in a wide variety of circumstances. 
Self-Diffusion Coefficients in Binary Systems 
When self-diffusion of the components of a binary mixture is studied, 
the manner in which the nuclear spin signals of the two components combine 
to affect the echo amplitude must be considered. McCall, Douglass, and 
20 
•Anderson (39) assumed that the echo amplitude for an n-component system 
could he written as 
n 
h(2T) = Z p.h.(2T) (27) 
i=l ^ ^ 
in the absence of a field gradient, where is the fraction of protons 
in the ith component. In the presence of a field gradient, the echo 
amplitude becomes 
g(G,2T) = Z p.h (2?) e ^ . (28) 
i=l 1 
Using these linear combinations, the diffusion coefficients for the com­
ponents of a binary mixture were determined. Equation 28 was rearranged 
to give 
g(G,2T) - PghgCST) e 12 
1 1' 
yVD^(2T)2 
(29) 
12 
By trial and error, the proper value of was obtained when a plot of 
In j{2x) versus (2T) gave a straight line. The slope of this line was 
- ——— from which could be calculated. Since component 2 had a much 
longer relaxation time than component 1, could be evaluated directly 
at large values of 2T where component 1 made no significant contribution 
to the signal. was then calculated from Equation 29 as before. On 
the other hand, when component 2 contained no hydrogen atoms, was 
21 
obtained directly as in the case of a pure component, but no information 
is available concerning D^. These techniques were used by McCall, 
Douglass, and Anderson (39) to obtain self-diffusion coefficients of 
polyisobutylene in several different solvents. 
Insufficient work has been completed at this time to determine to 
what extent the direct combination of signals used above is applicable. 
There are some specific cases in which such a combination is not justified. 
For example, Hahn and Maxwell (2l) have shown that the J-coupling effect 
in certain compounds is damped out by the addition of a solute having an 
exponential decay function such as water. Therefore, any more general 
application of the measurement technique requires some generalization of 
the signal formulation. 
22 
MATHEMATICAL METHODS 
Formulation of the Problem 
In this work, it was supposed that the echo amplitude in a homogeneous 
field was given "by 
n 
h(2T) = E p.h:(C.,2T) (30) 
i=l 1 ^ 1 
where h| takes into account the effects of the presence of other components 
on the relaxation mechanisms of component i. In a similar way, in the 
presence of a field gradient _ „ _ 
Y G D^(2T)^ 
g(G,2T) = Z p.h.'(C ,2T)e . (3l) 
i=l ^ ^ 1 
From this point forward, consider a two component mixture of known 
composition. The system contains 2 controlled variables (G,2T), 2 inde­
pendent variables (D^, D^) and 1+ dependent variables (hj, h^, h, g). Ex­
perimental measurements of g can be made at selected values of G and 2t 
along with h at the same 2T values. Dividing Equation 30 by h(2T), the 
result is 
ph'(2T) p h'(2T) 
1 = -hTzT)- + = Si'Zf' + Se'Zf) '^2) 
where and are signal fractions. From Equation 31 it follows that 
yVd^(2T)^ 
yVd2(2T)2 
+ GgCStje . (33) 
Combining Equations 32 and 33 and allowing G and 2T to take on arbitrary 
23 
values, the system of equations 
r{Gj,2T^) = S^(2.^)e 
+ [1 - S^(2T^)]e (34) 
is obtained. For a given spin echo delay time, 2%^, a set of r's can be 
generated experimentally by making observations at selected values of G^. 
This data set is dependent upon the parameters S , D and D . Since D 
Ij^  1 
and Dg are independent of spin echo delay time, another value, 2Tj^, can 
be used to generate a set of r's dependent upon , D and D . 
M 
Investigation of Sum of Squares Surface 
A fit of the experimental data to Equation 3^ in the least squares 
sense was desired. In order to select a suitable computation technique 
for this purpose, an investigation of the sum of squares surface was 
undertaken. Data sets were calculated from Equation 34 using typical 
values of and 2 ^  along with assumed values of S|, and D|. For 
purposes of discussion, these calculated data sets will be referred to 
as "experimental data" and denoted by the symbol r. The sum of squares 
was then formulated from 
N 2 
Q(0) = E [r. - f(G.,0)] (35) 
i=l ^ ^ 
where 6 is a vector with elements S., and D ; and f(G.,6) is defined 1 1 -  d 1  
by the right side of Equation 34. 
2k 
In order to better visualize the sum of squares surface, Equation 35 
was reduced to an equation in the two parameters and Dg hy first opti­
mizing with respect to S^. This was accomplished "by setting 
and solving for directly for any chosen pair since f(G^,0) is 
linear in S^ . Such a direct computation cannot he applied to or 
because they appear non-linearly in f(G^ ,0). A grid was then set up over 
the first quadrant of the D^, plane. At each grid position, the opti­
mum value and the sum of squares were calculated. Large regions of the 
search quadrant could be eliminated initially since it was apparent that 
if the values of-and Dg being considered were both larger or smaller 
than the experimental values. Equation 34 could not fit the data under the 
requirement that 0 £ <_ 1. 
Figure 4 shows a typical set of contours on the sum. of squares sur­
face calculated by this method. The values of the asymptotes and 
are dependent upon the experimental values of 8*, D* and D|, lie between 
the values of D| and D|, and are not necessarily equal. The two sets of 
contours represent identical values on the sum of squares surface with the 
roles of and reversed. In the region as grows 
large, 8^  approaches 0, and as Dg approaches 0, 8^ tends toward 1. In the 
region < g ,^ Dg > g^ , 8^ approaches 1 as Dg grows large and tends toward 
0 as nears 0. 
Modified Gauss - Newton Method 
The-modified Gauss - Newton method (25) was selected to fit the data 
25 
Figure k. Contours in the sum of squares surface in the D , D plane with 
heavier lines indicating lower values 
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to the model in the least squares sense. A summary of the technique is 
given here. It is desired to find the elements of the vector 0 such that 
r(x) = f(x,9) (36) 
where r is an experimental measurement and x is the set of experimentally 
controlled variables. The assumption was made that the test fit is ob­
tained when for a set of n observations, 
n P , ^ 
Q(0) = Z [r, - f(x ,0)] = minimum . (37) 
h=l 
Equation 37 implies that at some 0 
3|M=Q,(0) = _2 E [r^ - f(x^,0)]f.(x^,0) = 0 (38) 
i h=l 
where f.(x, ,0) = —— for each of the m components of 0. 
i 
If the computation procedure is started at some assumed position 0^, 
a vector indicating the most fruitful direction of search for the minimum 
is needed. Expanding Equation 38 in a Taylor series about 6^ , the result 
is 
- 2 r I (9. - = o. 
(39) 
Truncating the series after the first two terms, the approximation 
= CO) 
is obtained, where a. = 0. - 0 . Equations 40 are a set of m equations 
0 J o. 
in m unknowns, the solution of which yields the m-component search 
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vector a. 
After determining the search vector, a method of seeking the minimum 
sum of squares in that direction from 6^  is required. Hartley (25) chose 
a parabolic interpolation in which 
Q(V) = Av^ + Bv + C (4l) 
where the definition 
Q(V) = Q(8 + va) 
has been used under the restriction that 0 £_ v ^  1. Evaluating Q at 
V = 0, 1/2 and 1, the value of v at which the parabola described by Equa­
tion 4l attains a minimum is given by 
Vn = 2 + F - Q(1)]/[Q(1) - 2 Q(|-) + Q(0)]. (42) 
The new search position to be considered is then 
*1 = Go + ^ min (kS) 
The search position 0^  then replaces 6^  in Equations 40, and the process 
is repeated until the minimum sum of squares is located to within the 
desired tolerance. The vector 6 . at which the minimum sum of squares 
mm 
is located yields an estimate of the true values of S|, D* and D|. 
Application of Modified Gauss - Newton Method 
The above computation routine was programmed for the IBM 3éO computer 
and applied to this problem. All computations were carried out in double 
precision to reduce the effects of round-off error. The method would not 
converge in the 3-parameter S^, D^, - space required by the mathematical 
model given in Equation 34. The reason for this failure was seen upon 
closer inspection of the computation required by the routine. By 
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restricting 2t to a fixed value Equation 34 can be written as 
-A.D-
r(G^,e) = e + (1 - S^) e {hh) 
where 
y^ (2T)^ G^  \ = — • 
Experimental values of and normally have a magnitude on the order of 
10 ^ while the may obtain values to 10^. Therefore, derivatives of 
k 
r with respect to or obtain values on the order of 10 while deriva­
tives with respect to involving the difference between the two exponen-
tials are on the order of 10 . When the products of derivatives are 
formed as required by Equations 40, the coefficient matrix contains values 
-2 8 
ranging from 10 to 10 . Such an ill-conditioned matrix cannot be 
accurately inverted. 
Since convergence was not possible in the 3-parameter space, the 
search was restricted to the D^, space. It was necessary, therefore, 
to select a method for assigning values to S^ . The method yielding the 
most information about the problem was to assign a set of values to 
over the range 0 to 1 and carry out the 2-dimensional optimization at each 
value of S^ . Two long valleys were found to exist in the sum of squares 
surface, both being asymptotic to the lines and = gg as shown 
in Figure 4. As previously pointed out, both of these regions contain the 
same information so that it was necessary to consider only one of them. 
The region > 8^, Dg < 3^  was chosen for the continued study. 
This investigation, together with the previous contour study, reveal­
ed that the sum of squares surface slopes continuously downward toward the 
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valley floor from the region >> 3^, << Between the valley floor 
and or the surface rises sharply with the sum of squares 
increasing several orders of magnitude in this region. The valley floor 
is relatively flat, having a local minimum only when the true values of 
and Dg differ by a factor of 1.5 or greater. The curve along the 
bottom of the valley floor can be fit accurately (to 6 or 7 places) by a 
hyperbolic equation of the form 
2 
(D^ - - Bg) = - §- (^5) 
where g^, gg and a depend upon the true values of S^, and D^. 
With few exceptions, the modified Gauss - Newton method converged to 
the position in the valley floor consistent with the assigned value of S^. 
The exceptions included cases in which: l) the value assigned to dif­
fered greatly from the true value and was close to 0 or 1; and 2) the true 
values of and Dg differed only slightly (ratio of 1.1 or less), and 
the true value of was near one end of its range. Difficulty was en­
countered in the first case because of the tendency of the valley floor 
to go to infinite at low values of or to negative Dg at high 
values. The second case occurs because under those conditions the data 
can be closely approximated by a single exponential. The only restriction 
on the assumption of starting values of and Dg was found to be that 
^1 ^ ^1 Dg < gg. This condition was not difficult to meet since a 
line passed roughly through the data yielded an approximation to a, weight­
ed average of and Dg. The initial estimates were then selected to 
bracket that weighted average. 
Since experimental values of D^  and Dg differing by a factor of less 
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than 1.5 did. not generate data sets with a local minimum in the sum of 
squares surface, it was necessary to develop an additional technique for 
obtaining the values of and from such data. Recall that the values 
of and gg depend upon the true values of S^, and Dg. This is equally 
true for the value of the variable a given in Equation Recall also 
that is in general dependent upon 2T, while and are not. There­
fore, if data sets at various values of 2T are obtained from the same 
sample, a set of hyperbolas in the D^, plane can be generated by the 
optimization routine. Since each hyperbola should pass through or near 
the same true D^ , pair, the set of curves intersect in the neighborhood 
of the true values of and and yield a value of from the location 
of the intersection on each curve. 
Some cases exist, of course, in which and differ by less than 
1.5, and 8^ is not strongly dependent on 2T. In such situations, the 
optimization procedure is incapable of estimating all three parameters. 
However, when an independently determined value of is available from 
a signal combination study, the modified Gauss - Newton method can obtain 
and directly. 
Several methods of obtaining the two self-diffusion coefficients from 
the MR data on a 2-component system were found necessary, depending on 
the nature of the system being investigated. All of these methods were 
based on the modified Gauss - Newton method of non-linear estimation. 
When a local minimum in the sum of squares valley floor occurred, a plot 
of Q versus revealed its location and the associated value's of and 
Dg. A computer program was written to locate the intersection of several 
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hyperbolic curves in the D^ , plane when was found to "be strongly 
dependent upon 2T. In any case in which an independent determination 
of was available, D and D were estimated directly. 
1 _L c 
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EXPERIMENTAL WORK 
Experimental Equipment 
A diagram of the UMR circuit is shown in Figure 5* The equipment 
consisted of the following components: 
1). Electromagnet - Varian Associates Model V-3T00-1 water cooled 
magnet, 6-inch diameter cylindrical pole caps, 1 1/4-inch air 
gap, field deviation not to exceed 0.1 gauss within 2.7 centi­
meters of pole cap axis; Varian Associates Model V-2900, 2KW 
power supply, current regulation to within 10 ppm for 10% 
line or load changes, field ripple less than 10 milligauss 
peak-to-peak in air gap. 
2). Trigger Pulse Generator - Magnion, Inc. Model PG-302 pulse 
programmer, individual pulse width control from 1 to 110 
microseconds, delay time range 100 microseconds to 2 seconds, 
sequence recycle periods from 10 milliseconds to 20 seconds 
automatic with manual option. 
3). 10 MC/S Exciter - Magnion, Inc. Model TF-311, 10 watt power 
output. 
U). Gated Amplifier - Arenherg Ultrasonics pulsed oscillator 
Model PG-65O-C, converted to gated amplifier operation, 100 
watts peak power output. 
5). Balanced Tuning Circuit - twin coil balanced network after 
the design of Lowe and Barnaal (33). 
6). Preamplifier - Arenberg Ultrasonic Model PA-620-B, gain 35 db. 
7). Amplifier - Arenberg Ultrasonic Model WA-6OO-C wide band 
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Figure 5* Spin echo nuclear magnetic resonance circuit 
amplifier, gain 85 db., 10 volt maximum detector stage output, 
recovery from extreme overload in less than 0.1 millisecond. 
8). Oscilloscope - Tektronix, Inc. Type 56I with a Type 3A1 DC 
to 15 MC/S amplifier and a Type 3B3 Time Base with delayed 
sweep triggering. 
Circuit components numbers 2 through 8 were operated from a Sorenson Model 
ACR 1000 AC regulator providing supply voltage regulation to 0.1%. 
The pickup coil consisted of 11 turns of Number 20 nylclad copper 
wire with the dimensions of 3/8-inch in both length and inside diameter. 
The gradient coils had 12 turns each of Number 20 nylclad copper wire with 
a mean radius of 0.625 inch and a mean separation of 0.520 inch. These 
dimensions conform to the design recommendations of Tanner (48) to within 
1%. The arrangement of the pickup coil-sample coil system is illustrated 
by-Figure 6. Direct current was supplied to the gradient coils by a Kepco, 
Inc. Model CK8-5M current regulated power supply giving current regulation 
to + 0.01%. The power supply was modified to deliver a maximum of 1.7 
amperes controllable by a lO-turn potentiometer giving 1000 subdivisions 
in the settings available. The resistance of the coils wired in series 
was 0.09 ohms. The maximum current required for the experimental work was 
approximately 0.5 amperes giving a maximum power dissipation of 0.G45 watts 
in the coils. Therefore, the generation of heat in the sample probe was 
negligible. The entire coil arrangement was mounted on a split plexiglass 
block having the overall dimensions of 2 3/4" x 2 3/4" x 1 I/8". The 
plexiglass block was held rigidly in the center of the magnetic field by 
a brass support arm bolted to the magnet frame. 
The samples were contained in 10x75 millimeter test tubes and 
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•brought to 25.0 + 0.1°C in a Precision Scientific Co. constant temperature 
bath. The sample tubes were positioned vertically in the NMR sample probe 
and held in place by a bushing in the top of the probe drilled to slip fit 
the outside of the tubes. Approximately 2.5 milliliters of liquid were 
required for each sample. 
Experimental Procedure 
Five 2-component systems were chosen for study. The selection was 
made primarily on the basis of nuclear spin properties and the availability 
of comparacive data in order that the applicability of the EVER technique 
might be adequately tested. Table 1 lists the systems studied along with 
the spin echo decay character, the presense or absence of association in 
each component and the character of the mixture. 
Table 1. Systems studied 
Component 1 Component 2 
System 
Character 
Compound Echo®' 
Decay 
Assoc­
iative 
Compound Echo* 
Decay 
Assoc­
iative 
Exp. No CCI4 None No Non-ideal 
CgE^OE Mod. Yes CCI4 None No Non-ideal 
Exp. No 
^12^26 Exp. No Near-ideal 
CgH^OH Mod. Yes Exp. No Non-ideal 
C-HrOH Mod. Yes CH^ OH Mod. Yes Ideal 2 5 3 
^Exp. refers to first order decay, Mod. to modulation by J-coupling 
and the chemical shift. 
The procedure for tuning NMR circuits of the type used in this work 
and the establishment of the 90°-l80° pulse sequence was described in 
detail by Schwartz (i+6). After the circuit was tuned, each pulse width 
was set independently. The modes of operation of this apparatus allowed 
the independent generation of either the 90° or l80° pulse. To establish 
the 90° pulse, a plot was made of the peak amplitude of the precession 
tail versus pulse width. The 90° pulse was attained at the first maximum 
on the resulting curve. Similarly, the amplitude of the free precession 
tail after the l80° pulse was plotted versus pulse width, and the proper 
width was chosen at the first minimum after the first maximum. The 90°-
180° sequence consisted of pulses of widths of 3.0 and 6.0 microseconds 
respectively, yielding a generated rf magnetic field strength of I9.6 
gauss. 
Calibration of the oscilloscope time base unit was accomplished by 
the Electronics Shop upon its installation just prior to beginning the 
experimental observations. The calibration of both the time base and 
vertical amplifier were checked several times daily during operation using 
the calibration output installed in the oscilloscope. The values of 2T 
used in each run were set to 0.1 subdivision on the oscilloscope scale 
representing +_ 0.1 milliseconds. The echo amplitudes were read directly 
from the oscilloscope trace on which the rf output from the Arenberg ampli­
fier was displayed. The amplifier was coupled to the oscilloscope through 
a series tuned LC circuit. 
The gradient coil - current supply system was calibrated by observa­
tions of the shape of the spin echo in the presence of the field gradient. 
Recall that the shape of the spin echo from a cylindrical sample exposed 
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to a constant field gradient perpendicular to its axis is given by 
J.(YGta/2) 
~ YÔtdTË" 
as illustrated "by Figure 3- The coil system calibration was based, there­
fore, on observations of the time separation between the first minima on 
each side of the spin echo as displayed on the oscilloscope. The resulting 
calibration curve is given in Figure 7 in which the field gradient is plot­
ted against the current control potentiometer setting. The calibration 
was carried out using a water sample with a trace of MnCl^  added to reduce 
the spin-lattice relaxation time and thereby increase the rate at which 
observations could be made. The sample tube had an inside diameter in the 
region of the pickup coil of 0.8128 0.0007 centimeters as determined from 
a series of inside micrometer readings taken on different diameters. 
A total of 6l observations were made over the calibration range of 
the gradient coil system and a smooth curve was passed through the plotted 
results. The maximum deviation from the smooth curve was 0.02 gauss/centi­
meter with most deviations occurring at the higher potentiometer settings. 
The calibration was checked at several points on each day that experimental 
data were taken. The maximum potentiometer setting used in the experi­
mental work was 4lO, corresponding to a field gradient of 3.271 gauss/centi­
meter. Therefore, the maximum value of Gd/H^ attained was 0.136, well 
below the limit proposed by Woessner (5l) to minimize errors in the gradient 
plot method. 
The samples were made up by weight from reagent grade chemicals from 
the laboratory stock room with the exception of the hexane and dodecane. 
These two reagents, with a purity of 99.mole % minimum, were obtained from 
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Phillips Petroleum Co. For the systems in which only one component con­
tributed to the MR signal, six duplicate samples were made up over the 
mole fraction range which could be observed in addition to the pure 
component samples. For the systems in which both components contributed 
to the MR signal, seven mixed samples were made up to cover the entire 
mole fraction range along with the pure component samples. 
•In addition to the diffusion observations, a study was also made on 
the signal combinations in the systems in which both components contri­
buted to the MR signal. Samples for this study were made up -in the same 
way as those for the diffusion work except for the sample tubes used. 
The technique required the direct comparison of spin echo amplitudes 
between samples so that large differences between sample volumes could 
not be tolerated. Therefore, a set of matched sample tubes was selected 
having inside diameters of 0.808 +_ 0.002 centimeters for this purpose. 
kl 
RESULTS MD DISCUSSION 
Self-Diffusion Data from Mixtures with One Resonant Component 
The two mixtures having only one resonant component were benzene-
carbon tetrachloride and ethanol-carbon tetrachloride. Figures 8 and 9 
show the self-diffusion results for benzene and ethanol, respectively, 
plotted versus the mole fraction of carbon tetrachloride in the mixture. 
These data are also given in Table ^ of the Appendix. Comparative data 
for benzene from the work of Johnson and Babb (30) are also plotted while 
the results from Hardt, e^ a2. (23) are shown for ethanol. Data from 
both of these sources were obtained from a capillary cell technique using 
carbon-l4 as the radioactive tracer. The data were taken at 25°C and had 
a reported accuracy of 5%. 
Since these mixtures contained only one resonant component, the spin 
echo amplitudes followed Equation 26 as in the case of a pure component. 
2 
Plots of In g(G,2T) versus G yielded slopes from which the self-diffu-
sion coefficients could be calculated directly. The observations of 
benzene self-diffusion were carried out at 2T settings of 60 and 70 milli­
seconds. Including the pure benzene sample, a total of 13 samples were 
used covering mixtures of up to a carbon tetrachloride mole fraction of 
0.583. Beyond this composition the diluting effect of the carbon tetra­
chloride reduced the signal to noise ratio from a peak value of about 30 
to 1 for pure benzene to 10 to 1 or less. Since the spin echo relaxation 
curve for benzene has relatively little slope in the practical time range 
available for the observations, the signal strength could not be material­
ly increased by reducing 2%. 
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tetrachloride 
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Figure 9* Self-diffusion coefficients of ethanol in ethanol-carbon 
tetrachloride 
The ethanol-carhon tetrachloride studies were carried out at 2t values 
of 40 and 50 milliseconds using 13 samples covering a carbon tetrachloride 
mole fraction of up to 0.64b. Observations were restricted to these lower 
2T values because the modulation effects of J-coupling reduced the spin 
echo amplitudes considerably in the longer time ranges as will be shown in 
the next section. The most desirable 2T range for the ethanol observa­
tions would have been 60 to 70 milliseconds for the values of the field 
gradient, G, amilable in this experiment. Wherever possible, the value 
of 2T selected should provide an exponent magnitude of at least 1.5 for 
the maximum G value in use, thereby reducing the spin echo signal to 22% 
or less of its initial value. This procedure caused significant changes 
2 in spin echo amplitude over reasonable increments in G . As a result, the 
2 
slopes of the plots of the logarithm of spin echo amplitude versus G 
could be more accurately determined.- For a self-diffusion coefficient of 
10 \ approximately that of ethanol, a 2T value of about 65 milliseconds 
would have been preferred. The desired 2T setting varies inversely as 
the cube root of the diffusion coefficient under observation. 
For the ethanol-carbon tetrachloride and benzene-carbon tetrachloride 
2 
mixtures, spin echo amplitudes were recorded at 10 to 12 settings of G . 
Each recorded value consisted of a mental average of 3 or 4 observations 
of the oscilloscope trace. Together with the required checking of the 2T 
settings, about 30 minutes were required to obtain one set of diffusion 
data on each sample. The computation of the self-diffusion coefficient 
could be completed in approximately 15 minutes. In those cases in which 
the slope could not be obtained from the data because of excessive scatter, 
which occurred in about 25% of the runs, the sample was still available 
for running again. This offers a considerable advantage over other tech­
niques of self-diffusion measurement. 
Smooth curves were passed through the data as shown in Figures8 and 
9. The benzene self-diffusion coefficients had a mean absolute deviation 
from the smooth curve of 1.1% with a maximum deviation of 5.5^* A mean 
absolute deviation of 1.2% and a maximum deviation of 5.0% were obtained 
for the ethanol data. The self-diffusion coefficients for benzene were 
consistently lower than those of Johnson and Babb over the mole fraction 
range covered in this work. • The maximum difference between smooth curves 
was 3.3% occurring at a carbon tetrachloride mole fraction of 0.35. On 
the other hand, the ethanol self-diffusion coefficients obtained here were 
generally higher than those of. Hardt, al. (23) with a maximum difference 
of 5.1% at a carbon tetrachloride mole fraction of 0.6. This agreement is 
within the stated accuracy of the comparative data. 
While the self-diffusion data obtained by MR techniques exhibited 
good internal consistency, there is no evidence to support a claim to a 
higher degree of accuracy than obtained from the capillary cell technique. 
However, the increased speed with which results can be obtained and the 
availability of the samples for reuse offer considerable advantage to the 
MR procedure in systems containing only one resonant component. On the 
other hand, the lack of the ability to obtain data over a greater portion 
of the mole fraction range, at least with the equipment available for this 
work, hinders a complete study of the diffusion processes in these 
mixtures. 
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Spin Echo Signal Combinations 
An investigation into the combination of spin echo signals from the 
two contributing components in binary mixtures was made. The three sys­
tems considered were hexane-dodecane, ethanol-methanol, and ethanol-
benzene. These systems gave spin echo relaxation curve forms of expo­
nential-exponential, modulâted-modulated, and modulated-exponential, 
respectively. The possibility of linear signal combinations (Equation 
2T) as proposed by McCall, Douglass, and Anderson (39) was of primary 
interest. The study was carried out in the range of 2T from 30 to 90 
milliseconds and across the full proton fraction range of each mixture. 
Figure 10 shows the relaxation data for each of the five pure com­
ponents used. The three exponential relaxation curves appear linear 
because of the short 2T range considered as compared to the long spin-
spin relaxation times of" these systems. The results from the two compo­
nent mixtures are plotted in Figures 11, 12 and 13. It was noted that 
the systems hexane-dodecane and ethanol-methanol followed Equation 27 
quite well. On the other hand, the system ethanol-benzene exhibited a 
positive deviation from linearity at all values of 2T greater than 30 
milliseconds (at which point the relaxation curves of the two pure com­
ponents intersect). Volume changes on mixing are too small in all of 
these systems to have had any significant effect. 
It was assumed that the benzene relaxation envelope was invariant 
with the ethanol concentration, and that the positive deviation was due 
entirely to an alteration of the ethanol relaxation process. On this 
basis. Equation 27 was used to calculate hg^Qg(2T) for each ethanol proton 
fraction used. Representative results from these calculations are given 
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Figure 10. Spin echo amplitude, arbitrary units, vs 2T for the five com­
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Figure 12. Spin echo amplitude, arbitrary units, vs proton fraction of 
ethanol at various values of 2T for the system ethanol-
methanol 
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in Figure lU. 
The results from the hexane-dodecane system followed the predictions 
of McCall, Douglass, and Anderson as expected. The fact that the ethanol-
methanol system followed Equation 27 in spite of the presence of the modu­
lated echo relaxation envelope was a result of the particular nature of 
the mixture. Both ethanol and methanol are associated liquids, and self-
diffusion data indicate that their mixtures give rise to the same type 
of associations as experienced in the pure components. The spin echo 
relaxation process is related to the mobility of the molecular system 
and to the nature of the electron cloud and nuclear magnetic surroundings 
of the spin system under observation (l). The linear combination of spin 
echo signals indicates, therefore, that no basic change in either of these 
characteristics occurred in the ethanol-methand mixtures. This is a 
reasonable conclusion since l) infrared results have shown the molecular 
associations to involve only the hydroxyl groups (11), so that the dif­
ference in the nature of the alkyl groups in the system would have little 
effect on the associations; and, 2) the nearly ideal behavior of the self-
diffusion data for this system shows that no marked change in association 
character is experienced upon the mixture of these two components. 
The behavior of the ethanol-benzene system MR response can also be 
explained through an examination of the molecular associations in the alco­
hol. As explained by Johnson and Babb (30) on the basis of self-diffusion 
data, the addition of benzene hinders the association processes in the 
ethanol. This effect becomes more marked as benzene becomes the predominant 
component in the mixture. This breaking up of the alcohol molecular asso­
ciations increases molecular mobility as indicated by the continuous 
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increase in the self-diffusion coefficient of ethanol with increasing 
benzene concentration. Since the self-diffusion coefficient of benzene 
is relatively invariant with system composition, it is reasonable to 
assume that no significant association with the alcohol takes place. 
This evidence supports the assumption that the deviation of the spin echo 
data from linearity can be attributed entirely to the contributions from 
the ethanol. Further support is drawn from the consistency of the relax­
ation envelopes so obtained. 
The combination of spin echo signals in two component systems can be 
adequately determined in selected mixtures. The presence of modulated 
echo relaxation envelopes in one or both of the components does not 
necessarily complicate the analysis procedure. However, in such cases, 
a great deal of other information about the molecular nature of each 
component and the mixture must be available. This technique would not 
provide sufficient information to analyze a system in which the nuclear 
spin processes of both components were materially affected. 
The results obtained in this work are in fundamental agreement with 
the information available from other sources on the systems studied. 
Therefore, observations of this type appear to have some potential value 
in describing the nature of liquid mixtures, especially when combined 
with information available from other sources such as diffusion or vis­
cosity data. Certainly in the use of NMR techniques involving studies of 
multi-component systems, information derived from such a study-is 
invaluable. 
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Self-Diffusion Data From Mixtures Containing Two Resonant Components 
The self-diffusion coefficients calculated from the HMR observations 
of the systems hexane-dodecane, ethanol-henzene and ethanol-methanol are 
given in Tables 5 through 9 of the Appendix. Figures l6, l8 and 20 show 
the smoothed results for the mixtures along with comparative data from 
other sources. Data were obtained from Johnson and Babb (30) for the sys­
tems ethanol-benzene and ethanol-methanol. The dashed lines in Figures l8 
arid 20 indicate the smooth curves passed through the data by those authors. 
The data were taken using radioactive tracers in a capillary cell technique 
and had a reported accuracy of 5^. Since no self-diffusion data for 
hexane-dodecane mixtures were available, the mutual diffusion data of 
Bidlack and Anderson (4) are given in Figure l6. Those mutual diffusion 
coefficients were obtained by interferometric techniques with a reported 
accuracy of 1%. 
Since the self-diffusion results were obtained from the KMR observa­
tions on these mixtures by the non-linear optimization technique, con­
siderably more effort was required in taking the data than was necessary 
for the mixtures with only one resonant component. Approximately 20 spin 
echo amplitudes were recorded at intervals along the available field 
gradient range. The spin echo amplitudes were read to the nearest 0.1 
vertical subdivision on the oscilloscope with a probable accuracy of ^  0.1 
subdivision. Since a peak amplitude of about 15 oscilloscope subdivisions 
was available, the reading precision attempted was 1 part in 150 at peak 
signal strength. Up to 10 observations of each spin echo were required 
for this work. Immediately after each data set was taken, it was plotted 
to evaluate the scatter of the data and retaken if necessary. All points 
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which deviated from a smooth curve through the data hy more than 0.2 
oscilloscope subdivisions were rejected. 
This procedure was followed for each of three settings of 2r with 
the 2T values selected following the suggestions made in the discussion 
of the work on mixtures with one resonant component. The total process 
required about 3 hours for each sample with an additional hour usually 
required to prepare the data for computation. Because of the long delay 
between the experimental observations and the computed results, the samples 
were discarded without reuse to avoid the possibility of composition 
changes by evaporation losses. An example of the data obtained by this 
procedure is shown in Figure 15 in which In r(G,2T) versus G is plotted. 
In addition, calculated plots based on the self-diffusion coefficients 
computed from that data set are given for each component. The data were 
taken from hexane-dodecane at a hexane mole fraction of 0.6U2U, 2t = éO 
msec, and calculated = O.ifTT* These data yielded = 2.60x10"^ 
2 2 
cm. /sec. and Dg = 1.29xlO~ cm. /sec. 
The three methods of obtaining the self-diffusion coefficients from 
mixtures with two resonant components were described previously. All of 
these methods - from local minima in the sum of squares surfaces, from 
intersections of minimum sum of squares contours, and from direct optimi­
zation using independent values - were used in this work where applic­
able. The independent values of the signal fraction were obtained from 
the results of the signal combination study. The data obtained by direct 
optimization using those values was used as a standard of comparison 
for the results from the other methods for two reasons. The availibility 
of dependable data reduced the uncertainty in the optimization process 
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and, it was assumed, gave a corresponding increase in accuracy in the 
results. In addition, this computation technique was available for all 
systems considered so that it provided a uniform standard of comparison 
throughout. 
The quality of the data obtained was examined from several points of 
view. The internal consistency of each data set was evaluated from the 
average percent absolute deviation from the mean self-diffusion coefficient 
at each mole fraction. The results from the secondary computation pro­
cedures were evaluated for internal consistency by the same manner where 
possible and were compared to the standard technique through the average 
percent deviation between the means of each data set. In addition, the 
sum of squares results from the computation procedures were available to 
evaluate the quality of the MR observations. 
The direct optimization method using independent values for the 
hexane-dodecane mixtures yielded data with very little scatter as can be 
seen by reference to Table 5 of the Appendix. This occurred because the 
self-diffusion coefficients of the two components differed by a factor of 
greater than 2 over most of the mole fraction range, thereby sharpening 
the contours in the sum of squares surface. The average deviations in the 
results were 0.3% and 1.0% for the self-diffusion coefficients of hexane 
and dodecane respectively. 
Comparison of the self-diffusion data to the mutual diffusion data • 
for hexane-dodecane shows only fair agreement with diffusion theory. Ex­
trapolation of the hexane self-diffusion data to infinite dilution yields 
a coefficient about 13% above the mutual diffusion coefficient at that 
point, whereas in theory the two poiilts should coincide. The slope of the 
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dodecane curve is too steep near infinite dilution to make a reasonable 
estimate of an extrapolated value. The self-rdiffusion coefficient obtain-
—5 2 
ed in this work for pure hexane (3.90x10 cm. /sec.) differs from that 
of Douglass and McCall (15) (4.21x10 cm. /sec.) by. 7.9%, however. 
The separation between and in this system was sufficient to 
allow the location of a local minimum in the sum of squares surface. The 
results of the computations based on these minima are given in Table 6 
of the Appendix and are compared to the direct optimization results in 
Figure 17. The average absolute deviations from the direct optimization 
results were 1.2% and 1.6% for hexane and dodecane respectively with in­
ternal consistencies of 2.7% and 2.2%. These comparisons are misleading, 
however, because they conceal the large amount of scatter which occurred 
toward each end of the mole fraction range. In thoseregions where 
approached either 1 or 0, the estimation of the two self-diffusion coef­
ficients became difficult. The local minima were not sharp in any case, 
often requiring a change in the estimate of 50% to obtain a twofold 
increase in the sum of squares. From these results, it was estimated that 
an increase in precision of one order of magnitude in the MR data would 
be required to obtain adequate dependability from this computation 
technique. 
Results for the ethanol-benzene mixtures were obtained by direct 
optimization with fixed and from the intersections of minimum sum of 
squares contours as shown in Tables 7 and 8 of the Appendix. The direct 
optimization results had an internal consistency comparable to those for 
hexane-dodecane. While the ratio of D^ to in this system was not 
adequate to give local minima in thé sum of squares surfaces, the ratio 
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was greater than 1A over the entire range resulting in sharp minimum sum 
of squares contours. Comparison of these data to those of Johnson and Babh 
(30) in Figure I8 show agreement to within 3% over the range of this work. 
However, the NMR technique could yield no results below an ethanol mole 
fraction of 0.2 because of both the intersection of the self-diffusion 
data as shown in Figure I8 and the domination of the signal by benzene in 
this region as shown by Figure 21. 
The data obtained from the intersection of the minimum sum of squares 
contours are compared to the direct optimization data in Figure 19- The 
two sets of results are in good general agreement although the data from 
the intersection technique show a consistent negative deviation from the 
direct optimization data. Since the computation procedure yields only a 
mean value for each intersection, no check on internal consistency was 
available. However, in the general application of the MR technique in 
diffusion studies with the equipment used in this work, the technique 
making use of the intersections of minimum sum of squares contours should 
prove most reliable. In the absence of an independent evaluation of S^, 
this computation method brings the largest possible amount of MR data to 
bear on the problem simultaneously. The method does require a relatively 
large 2T dependence by 8^ as occurs with ethanol-benzene mixtures. This 
dependence can be seen in Table 11 of the Appendix. In addition, separa­
tions between the two self-diffusion coefficients of 1.5 or greater would 
always be desirable. 
The system ethanol-methanol proved to be an example of the type'of 
mixtures to which the general application of the MR technique would be 
least fruitful. The two self-diffusion coefficients differ by only 25^ 
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or less over the entire mole fraction range. In addition, the 2T depen­
dence of vas at most 10% over the practical range of 2T. As a result, 
the only method available for computing values of and was the direct 
optimization procedure through the application of data from the signal 
combination study. The data from this system are shown in Figure 20 with 
more detailed information given in Table 9 of the Appendix. The diffi­
culties presented by these mixtures are apparent from the average percent 
absolute deviations of 1.2% and 3.1% for and D^, respectively. In addi­
tion, the mean values obtained here differ by as much as 3.9% from those 
of Johnson and Babb. 
Complete signal fraction data are given in Tables 10, 11 and 12 of 
the Appendix for the three systems studied here. Figure 21 compares sig­
nal fractions from the signal combination study to those computed in the 
self-diffusion study for the systems hexane-dodecane and ethanol-benzene 
at 2x = 60 msec. These computed data were obtained from the local minima 
in the sum of squares surface and the intersections of minimum sum of 
squares contours, respectively. The results from both of the computation 
procedures show qualitative agreement with the signal combination study 
data in that the general form of the two curves are retained. However, 
the quantitative agreement leaves a great deal to be desired. Deviations 
from the signal combination study data were as great as hO% in some 
instances. 
A summary of the observed errors in this study is given in Table 2. 
It was noted that the root mean square error computed from the MR data 
*"3 
was consistently around 2.8x10 . These values agree with the stated 
accuracy to which the echo amplitudes could be read from the oscilloscope. 
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Table 2. Summary of error information on self-diffusion data 
System Using Known Signal Fraction Assuming Unknown Signal Fraction 
Ave. Ave. % Total Ave. % Ave. % Ave. % Ave. % Total 
Abs. Dev. Abs. Dev. system Abs. Dev Abs. Dev. Abs. Dev, Abs. Dev. system 
from from RMS from from from from RMS 
Mean D^ Mean Dg Error Mean D^ Mean D^ Primary Primary Error 
xlO^ ^1 ^2 xlO^ 
Hexane-
Deodecane 0.3 1.0 2.7 2.7 2.2 1.2 1.6 2.7 
Ethanol-
Benzene 0.3 0.5 2.8 — 1.6 3.1 . 2.8 
Ethanol-
Methanol 1.2 3.1 2.8 — — 
^Subscript 1 refers to components hexane, benzene, and methanol. 
^"Primary" refers to data using known signal fraction. Deviation computed as difference between 
average values of the two methods. 
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This fact indicates that the procedures used in taking the data were as good 
as the equipment on hand would allow. The greatest difficulty encountered 
in gaining the desired accuracy was in setting and maintaining a selected 
2T. A large number of data sets which appeared to have adequate smoothness 
failed to yield computed results. The most likely cause of this failure 
was a drift in 2T during those runs. 
Application of Mutual and Self-Diffusion Coefficient Correlations 
The equations of Darken (Equation 6), Lamm (Equation 13) and Prager 
(Equation lU) for correlating mutual and self-diffusion coefficients were 
applied to the self-diffusion data obtained in this work. These correla­
tion equations will be presented again here for convenience: 
Darken's 
91na^  di  
1^2 (sinx, ^(^ 2*1 °1^ 2^ ' 
Lamm's 
x 81nyp 
= . ana 
\ d° 
Prager's 
Slny 
1^2 " °i(^  * ainx.^ • 
Lamm's equation has been modified here in that volume changes on mixing 
have been neglected. This should introduce negligible error in the sys­
tems studied in this work since volume changes are slight or non-existent 
for these mixtures. 
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The correlations were applied to both sets of self-diffusion coeffi­
cients where obtained and were based on smooth curves through these data. 
The mutual diffusion coefficients calculated from these equations are 
contained in Tables 13 through it of the Appendix. The results are com­
pared to experimental mutual diffusion data from the literature in Figures 
22 through 26. A key to the identification of the curves in these figures 
is given in Table 3. Mutual diffusion data for the benzene-carbon tetra­
chloride, system are given by Caldwell and Babb (j). These data were taken 
at 25.25 + 0.1°C using a Mach-Zehnder interferometer. Mutual diffusion 
data for ethanol-carbon tetrachloride obtained from a diaphragm cell at 
25°C are given by Hammond and Stokes (22). Bidlack and Anderson (4) re­
ported data for hexane-dodecane at 25.1 +. 0.05°C from interferometric 
methods. Ethanol-benzene mutual diffusion data at 25.15°C from a Mach-
Zehnder interferometer are given by Anderson, Hall and Babb (2), 
Activity data for the system benzene-carbon tetrachloride at 20°C 
were obtained from Christian, Neparko, and Affsprung (lO). Activity co­
efficients were calculated from the vapor pressure data given for this 
system at 40°C by Scatchard, Wood and Mochel (45). A graphical inter-' 
polation was performed on these data to obtain activity coefficients at 
25°C and the slopes were then taken graphically using a mirror. Ishikawa 
and Yamaguchi (28) reported activity data for ethanol-carbon tetrachloride 
at 25°C. Slopes were calculated from these data using graphical techniques. 
Bidlack and Anderson (4) gave the relationship 
In Yj ~ - 0.0396 Xg (46) 
for hexane-dodecane at 25°C. This expression was differentiated directly. 
Table 3. Guide to application of mutual and self-diffusion coefficient correlations 
Correlations used^ 
System Figure Exp. 
^12 
Prager's 
from 
^1 
Prager's 
from 
^2 
Lamm's 
from 
^1 
Lamm's 
from 
®2 
Darken's 
from 
^1 
Darken's 
from 
^2 
CgEg - CCl^ 22 A B D 
CgS^OE - CCl^ 23 A B D 
^6^14 " ^12^26 2k A B C D E F 
CgE^OH _ CgEg 25 A B . C D . E F G 
CgH^OH - CH^OH 26 F 
^Subscript 1 refers first component in system name in Column 1. 
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Figure 22. Correlations of diffusion data for benzene-carbon tetrachloride 
using equations of Prager and Lamm 
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A modified van Laar equation was used to correlate the activity data for 
the ethanol-benzene system by Black (5). The equations were 
= 0:93 I + 0-11 + 2 Xg] 
0.66 Xg) (U7) 
and ' 
l'a = l'ïi Xg 2 * + 2 "il 
0.93 (48) 
at 25°C where the subscript 1 refers to ethanol. These equations were 
differentiated directly. The system ethanol-methanol is considered ideal. 
With few exceptions, the application of the correlation equations 
yielded unsatisfactory results. Darken's equation did not closely approx­
imate the mutual diffusion data of any of the systems except possibly 
that of ethanol-methanol. The correlation for that ideal system is shown 
in Figure 26 along with the self-diffusion data, but no comparative mutual 
diffusion data were available. For the system hexane-dodecane, the results 
were within 13% of the experimental data but did not approximate the shape 
of the experimental curve. In the case of ethanol-benzene. Darken's equa­
tion was totally inadequate as were all others. 
Lamm's equation did not fit any system. In the two mixtures ethanol-
carbon tetrachloride and ethanol-benzene the results were no worse than 
those from any other correlation, however. Prager's correlation offered 
the most promising results. The mutual diffusion coefficients obtained 
for benzene-carbon tetrachloride were within 7^ of the experimental data 
over the range covered, but the trend of the curve indicated that such 
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agreement would be lost outside this range. The proper curve form was 
obtained for hexane-dodecane with the curves falling above and below the 
experimental data when obtained from hexane and dodecane self-diffusion 
data, respectively. In the system ethanol-benzene, Prager's equation 
gave results similar to those of Darken and Lamm. 
The results using benzene activity data were too high and those using 
ethanol activity data were too low for every correlation applied to 
ethanol-benzene. The source of the large discrepancies could be attribut­
ed to thé type of activity data used for this system, however. 
These comparisons have shown that none of the correlations considered 
were capable of fitting the experimental data of a variety of systems. 
The lack of adequate activity data which can be accurately differentiated 
prevents the general testing of these, correlations. A program in which 
complete physical data are obtained on a large number of systems will be 
required to improve the methods of correlation of mutual and self-diffusion 
coefficients. The WMR technique for measuring self-diffusion coefficients 
can make a significant contribution to that study. 
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CONCLUSIONS MD RECOMMENDATIONS 
Conclusions 
'1. Spin echo NMR techniques are capable of measuring self-diffusion co­
efficients in 2-component liquid mixtures containing either one or two 
resonant components. The samples required for the method are small and 
simple to prepare. 
2. In mixtures with one resonant component, the self-diffusion data on 
that component can he obtained in a short period of time using graphical 
techniques. The samples are in no way affected by the procedure and are 
available for reuse. The full mole fraction range of these mixtures can­
not be covered, however, because dilution by the non-contributing compo" 
nent reduces the spin echo signal strength. 
3. The observation of spin echo amplitudes across the mole fraction range 
of two resonant component mixtures can in many cases provide a complete 
description of the combination of signals from the two components. The 
signal fraction data obtained from such a study are invaluable in comput­
ing self-diffusion coefficients from NMR data. When these observations 
do not yield a complete signal fraction description, insight may be gained 
toward the degree of dependence of signal fraction on spin echo delay time. 
4. When signal fraction data are available, NMR observations can yield 
dependable values of the two self-diffusion coefficients provided the 
ratio between the two is 1.1 or greater. In the absence of complete sig­
nal fraction data, the equipment used in this work can give the best self-
diffusion data from systems with a strong dependence of signal fraction 
on 2T. If the ratio of the self-diffusion coefficients is on the order 
of 2 or greater, a local minimum in the sum of squares surface can be used 
to calculate the results. An increase in the KMR precision of one order 
of magnitude may he required for dependable data from this technique, how­
ever. A further increase in the self-diffusion coefficient ratio would 
reduce this requirement. In any case, the method is incapable of acquir­
ing data approaching infinite dilution for either component because of the 
tendency of the signal fraction to approach 0 or 1 in these regions. 
5- The graphical technique used on the mixtures with one resonant compo­
nent gave results with an accuracy of about 5^ . The use of known signal 
fractions in the two resonant component systems yielded self-diffusion 
data which can be considered accurate to within 3^  in the mixtures studied. 
The computation techniques involving the determination of local minima in 
the sum of squares surfaces or the intersections of contours of minimum 
sums of squares are capable of accuracies of to 10^  with the equipment 
used in this work. The greatest uncertainty experienced was in setting 
and maintaining the desired spin echo delay times. 
6. The mutual and self-diffusion correlations of Darken, Lamm and Pragfer 
gave unsatisfactory results when applied to the systems considered. How­
ever, the quality of portions of the activity data available was 
questionable. 
Recommendations 
1. It is recommended that the measurement of self-diffusion coefficients 
in 2-component liquid mixtures be carried out on additional systems. 
2. Since signal fraction data are required for the most dependable re­
sults, future work should be directed toward an improved understanding 
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of the nature of spin echo signal combinations in 2-component systems. 
Any self-diffusion study should "be preceded "by observations of' the signal 
combinations in the system under consideration. 
3. Possible improvements of the NMR circuitry should begin with the 
pulsed programmer used in setting spin echo delay times. Improvement of 
the signal to noise ratio in the receiver circuit should also be considered. 
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NOMENCLATURE 
A(t) spin echo attenuation factor resulting from diffusion, 
dimensionless 
a^  activity of component i in a mixture, dimensionless 
concentration of a component in solution, moles/cm^  
C total concentration of a solution, moles/cm 
d sample diameter, cm 
2 
self-diffusion coefficient of component i, cm /sec 
dT ,P.. mutual diffusion coefficients in the volume and mass frames 
ir ij 
2 
of reference respectively, cm /sec 
f(2T) function describing strength of nuclear spin system net 
3 
magnetization, magnetic moment/cm 
3 f^  activity coefficient defined by a^  = f\C^ , cm /mole 
G magnetic field gradient, gauss/cm 
g(G,2T) spin echo amplitude in presence of gradient, volts 
h(2x) spin echo amplitude in homogeneous field, volts 
hu(2T) spin echo amplitude in homogeneous field from sample of 
pure i, volts 
h^ (2T) contribution of component i to spin echo from a mixture, 
volts 
average strength over sample of fixed magnetic field, gauss 
strength of magnetic component of input rf signal, gauss 
molar flux of component i in mass and volume frames of 
2 
reference respectively, moles/cm sec 
k Boltzman's constant, dyne cm/molecule °K 
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K constant of proportionality between nuclear spin system 
3 
and signal display, volts/magnetic moment/cm 
îS nuclear spin magnetization, magnetic moment/cm^  
3 
eq.uilibrium nuclear spin magnetization, magnetic moment/cm 
p^  fraction of protons contributed by component i in a mixture, 
dimensionless 
Q sum of squares calculated from NMR data, dimensionless 
r(G^ ,2T) ratio of spin echo in presence of gradient to that in 
homogeneous field, dimensionless 
S^ (Ci,2T) signal fraction contributed in homogeneous field by 
component i of a mixture, dimensionless 
t^  pulse sequence repetition period, sec 
T temperature, °K 
spin-lattice relaxation time, sec 
Tg spin-spin relaxation time, sec 
molar average and volume average velocities, respectively, 
of a mixture, cm/sec 
average velocity of component i in a mixture, cm/sec 
3 partial molal volume, cm /mole 
x^  mole fraction of component i in a mixture, dimensionless 
Y gyromagnetic ratio of nuclear spin system, gauss ^ sec ^  
activity coefficient defined by a^  = Y\x^ ) dimensionless 
2 
n viscosity, dyne sec/cm 
(j) magnitude of precessing nuclear magnetization unattenuated 
by relaxation, magnetic moment/cm 
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characteristic molecular dimension, cm/molecule 
T delay time between 90° and l80° rf pulses, sec 
2 
ç.,ç. intermolecular friction coefficients, dyne cm sec/cm 
1 ij 
molecule 
i 
8k 
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Table 4. Self-diffusion coefficients for the systems benzene-carbon 
tetrachloride and ethanol-carbon tetrachloride 
Mole 
Fraction 
CCI4 
D X 10^ 
GgHg 
2 
cm /sec 
Mole 
Fraction 
CCI4 
D X 10^ 
CgE^OH 
2 
cm /sec 
0.0 2.16 0.0 1.05 
0.1277 2.04 0.1197 1.03 
0.1380 1.97 0.1398 1.02 
0.1890 1.95 0.2155 1.03 
0.2011 1.94 0.2222 1.05 
0.2649 1.86 0.2724 1.10 
0.2828 1.89 0.3169 1.05 
0.3795 1.68 0.3716 1.04 
0.3810 1.77 0.3793 1.08 
0.4534 1.74 0.5111 1.12 
0.4735 1.70 . - 0.5124 1.11 
0.5756 1.68 0.5891 1.13 
0.5830 1.66 0.6444 1.17 
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Table 5* Self-diffusion data from hexane-dodecane mixtures calculated 
using signal combination data 
Mole 2T 5^  D_ X 10^  Ave. D X 10^  Ave. RMS 
Fraction msec d. 
2 
cm /sec X 10^ 
2 
cm /sec 
C. 
2, 
cm /sec DG X 10^  
2 
cm /sec 
error 
X 10^ 
1.0 50 3.90 • 
0.8735 4O 3.20 3.20 1.91 1.91 2.9 
50 3.21 1.89 2.4 
60 3.19 1.92 3.2 
0.7615 50 2.85 2.85 1.47 . 1.48 3.1 
60 2.85 1.50 2.6 
70 2.85 1.48 3.2 
O.6K2K 50 2.60 2.60 1.29 1.29 2.9 
60 2.59 1.31 2.5 
70 . 2.61 1.27 3.2 
0.5016 60 2.35 2.34 1.00 1.00 2.2. 
70 2.35 1.03 3.2 
80 2.33 0.98 2.0 
0.3h3h 60 2.05 2.05 0.87 0,85 3.0 
70 2.05 0.83 2.7 
80 2.04 0.86 3.2 
0.2208 60 1.90 1.91 0.80 0.80 2.7 
70 1.92 0.79 2.4 
80 1.90 0.82 2.6 
0.1117 60 1.78 1.77 0.80. 0.80 2.4 
70 1.75 0.80 2.5 
80 1.78 0.80 3.1 
0.0 80 0.80 
^Component 1 - hexane, component 2 - dodecane. 
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Table 6. Self-diffusion data from hexane-dodecane mixtures using minimum 
sum of squares 
Mole 
Fraction 
2T 
msec 
5^ X 10"^ 
2 , 
cm /sec 
Ave. 
x'lO^  
2 , 
cm /sec 
DG X 10^ 
2 . 
cm /sec 
Ave. 
DG X 10^ 
2 , 
cm /sec 
RMS 
error 
X 10^ 
1.0 50 3.90 
0.8735 i+0 3.10 3.17 1.50 1.77 2.9 
50 3.26 2.03 J 2.4 
60 3.14 1.77 3.2 
0.7615 50 2.75 2.76 1.37 1.38 3.0 
60 2.75 1.36 2.6 
70 2.78 1.42 3.2 
Q.6I12I1 50 2.53 . 2.58 1.25 1.28 2.9 
60 2.56 1.28 2.5 
70 2.65 1.32 3.2 
0.5016 60 2.36 2.34 1.01 0.01 2.1 
70 2.32 0.99 3.2 
80 2.34 1.02 2.0 
0.3434 60 1.92 2.01 0.83 0.84 3.0 
70 2.14 0.86 2.6 
80 1.98 0.84 3.2 
0.2208 60 1.85 1.84 0.79 0.79 2.7 
70 1.92 0.80 2.4 
80 1.76 0.79 2.5 
0.1117 60 2.08 1.97 0.81, 0.81 2.3 
70 2.05 0.81 2.4 
80 1.77 0.80 3.1 
0.0 80 0.80 
^Component 1 - hexane, component 2 - dodecane. 
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Table 7» Self-diffusion data from ethanol-benzene mixtures using signal 
combination data 
Mole 2T 5^ D, X lO'^  Ave. D X 10^ Ave. RMS 
Fraction msec 1 2, 
cm /sec  X 10^ 
2 , 
cm /sec 
d. 
2, 
cm /sec DG X 10^ 
2, 
cm /sec 
error 
X 10^ 
1.0 50 2.16 
0.7622 Uo 2.31 2.30 1.64 1.68 2.5 
50 2.30 1.69 2.8 
60 2.30 1.70 3.6 
0.6530 ilO 2.29 2.30 1.55 1.55 3.3 
50 2.31 1.53 2.9 
60 2.29 1.56 2.1 
0.5018 40 2.25 2.2h l.4i 1.1+2 2.7 
50 2.2K k.k2 2.7 
60 2.23 iM 3.1 
0.3805 ho 2.15 2.16 1.32 1.31 2.6 
50 2.16 1.31 2.5 
60 2.16 1.31 2.7 
0.25^7 Uo 2.05 2.05 1.21 1.21 2.3 
50 2.05 1.21 3.0  
60 2.0U 1.22 2.7 
0.1096 4o 1.97 1.93 1.11 1.112 2.6 
50 1.92 1.12 3.1 
60 1.91 1.12 2.2 
0.0 60 1.05 
C^omponent 1 - benzene, component 2 - etbanol. 
9k 
Table 8. Self-diffusion data for ethanol-benzene mixtures using inter­
sections of minimum sum of squares contours 
Mole 2T D, X 10^  D X 10^  RMS 
Fraction msec _L d. error 
cra^ /sec cm^ /sec X 10^ 
1.0 50 2.16 
0.7622 ko 2.28 . 1.61 
50 2.8 
60 3.6 
0.6530 ko 2.28 1.51 3.3 
50 
60 2.1 
0.5018 4o 2.19 1.33 2.7 
50 2.7 
60 3.1 
0.3805 4o 2.18 I.3U 2.6 
50 2.5 
60 2.7 
,0.2547 ko 2.03 1.20 2.3 
50 3.0 
60 2.7 
0.1096 ko 1.86 1.09 2.6 
50 3.1 
60 2.2 
0.0 60 1.05 
C^omponent 1 - "benzene, component 2 - ethanol. 
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Table 9- Self-diffusion data from ethanol-metbanol mixtures using signal 
combination data 
Mole 
Fraction 
CHgOH 
2t 
msec 
5^  D X 10^  
, 
2, 
cm /sec 
Ave. 
X 10^ 
2 . 
cm /sec 
Dg X 10^  
2, 
cm /sec 
Ave. 
Dg X 10^  
2, 
cm /sec 
RMS 
error 
X 10^ 
1.0 60 • 2.26 
0.8881 50 2.15 2.16 1.85 1.75 • 2.6 
60 2.16 1.72 2.9 
70 2.16 1.68 2.5 
0.7687 50 1.97 1.99 1.73 •1.59 3.1 
60 1.99 1.53 2.6 
70 2.00 1.52 2.9 
0.6585 50 1.82 1.83 1.55 1.49 2.2 
60 1.8% 1.43 2.7 
70 1.83 1.48 3.4 
0.5009 50 1.66 1.6k 1.30 1.35 2.9 
60 1.63 1.39 2.4 
70 1.6K 1.35 2.5 
0.3797 50 1.48 1.1+7 1.22 1.25 2.9 
60 l.h2 1.33 5.0 
70 1.50 1.19 2.6 
0.2507 50 1.36 1.36 1.08 1.09 3.0 
60 1.34 1.10 2.5 
70 1.37 1.08 2.5 
0.1120 50 1.15 1.15 1.03 1.03 2.3 
60 1.22 1.00 2.2 
70 1.08 1.05 2.1 
0.0 50 1.05 
C^omponent 1 - methanol, component 2 - ethanol. 
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Table 10. Signal fraction data for hexane-dodecane system 
Mole 
Fraction 
c6%i4 
Proton 
Fraction 
(^ 6:114 
2T 
msec 
Signal Fraction 
^6^4 from 
Signal 
Combination 
Study 
Signal Fraction 
CgH^4 from 
Self-diffusion 
Data 
0.8735 0.7884 40 0.781 0.880 
50 0.780 0.720 
60 0.779 0.832 
0.7615 0.6321 50 0.621 0.700 
60 0.619 0.700 
70 0.616 0.670 
0.6k2k 0.1+918 50 0.480 0.475 
60 0.477 0.500 
70 0.475 0.450 
0.5016 0.3517 60 0.339 0.335 
70 0.337 0.350 
80 0.333 0.330 
0.3^34 0.2197 60 0.210 0.250 
70 0.208 0.185 
80 0.207 0.225 
0.2208 0.1324 60 0.126 o.i4o 
70 0.125 0.130 
80 0.123 0.150 
0.1117 0.0634 60 0.060 o.o4o 
70 0.059 o.o4o 
80 0.059 0.060 
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Table 11. Signal fraction data for ethanol-"benzene system 
Mole 
Fraction 
Proton 
Fraction 
CgEg 
2T 
msec 
Signal Fraction 
CgHg from 
Signal 
Combination 
Study 
Signal Fraction 
CgHg from 
Self-diffusion 
Data 
0.7622 0.7622 ifO 0.808 
50 0.83k 0.870 
60 0.867 0.900 
0.6530 0.6530 4o 0.713 0.742 
50 0.758 
60 0.802 0.831 
0.5018 0.5018 4o 0.588 0.670 
50 0.662 0.735 
60 0.730 0.797 
0.3805 0.3805 Uo 0.484 0.448 
50 0.590 0.567 
60 0.687 0.656 
0.25^ 7 0.2547 1+0 0.353 0.364 
50 0.481 0.496 
60 0.585 0.600 
0.1096 0.1096 ho 0.173 0.220 
50 0.292 0.333 
60 o.4i8 0.467 
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Table 12. Signal fraction data for ethanol-methanol system 
Mole 
Fraction 
CHgOB 
Proton 
Fraction 
CBLOH 
2T 
msec 
Signal Fraction 
ch^ oh from 
Signal 
Combination 
Data 
0.8881 0.8411 50 
60 
70 
0.960 
0.965 
0.957 
0.7687 0.6889 50 
60 
70 
0.912 
0.919 
0.904 
0.6585 0.5655 
«1 
50 
60 
70 
0.858 
0.872 
0.847 
0.5009 0.4009 50 
60 
70 
0.758 
0.774 
0.740 
0.3797 0.2898 50 
60 
70 
0.657 
0.675 
0.635 
0.2507 0.1824 50 
60 
70 
0.511 
^ 0.537 
0.488 
0.1120 0.0776 50 
60 
70 
0.282 
0.301 
0.267 
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Table 13. Application of mutual and self-diffusion correlations to 
"benzene-carbon tetrachloride system 
Mole 
Fraction 
X 10^ 
2/ 
cm /sec 
1^2 " from correlations 
Prager'8 
from 
Data 
Lamm'a 
from 
Data 
0.4 1.66 1.569 1.347 
0.5 1.699 1.582 1.305 
0.6 1.766 1.646 1.294 
0.Ï 1.85 1.734 1.305 
0.8 1.9^1 1.853 1.328 
0.9 2.04 1.972 1.318 
S^ubscript 1 refers to benzene. 
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Table li^ . Application of mutual and self-diffusion correlations to 
ethanol-carbon tetrachloride system 
Mole 
Fraction 
CgH^ OE 
5®" 
X 10^ 
2 , 
cm /sec 
"12 ^  from correlations 
Prager's 
from 
Data 
Lamm's 
from 
D^  Data 
0.3 1.20 0.146 0.143 
O.lf I.1U3 0.123 0.208 
0.5 1.103 0.217 0.276 
0.6 1.072 0.284 0.372 
0.7 1.05 0.421 0.537 
0.8 1.035 0.511 0.698 
0.9 1.03 0.798 0.940 
S^ubscript 1 refers to ethanol 
Table 15- Application of mutual and self-diffusion correlations to hexane-dodecane system 
X 10^  from correlations 
Mole 
Fraction 
5 X 10^  
2/ 
cm /sec 
dg X 10^  
2 . 
cm /sec 
Prager's 
from 
Data 
Prager * s 
from 
Dg Data 
Lamm's 
from 
D^  Data 
Lamm's 
from 
Dg Data 
Darken's 
from 
Data 
0.1 l.Tk 2.02 1.728 0.794 1.627 0.794 1.658 
0.2 1.87 1.66 1.846 0.795 1.634 0.815 1.521 
0.3 2.01 1.37 0.977 0.824 1.637 0.927 1.456 
0.4 2.16 1.156 2.119 0.881 1.633 1.079 0.687 
0.5' 2.32 H
 
0
 
0
 
2.274 0.980 1.619 1.333 1.693 
0.6 2.50 0.898 2.452 1.134 1.594 1.613 1.726 
0.7 2.71 0.838 2.665, 1.347 1.557 1.940 1.802 
0.8 2.95 0.805 2.913 1.639 1.475 2.241 1.942 
0.9 3.29 0.80 3.267 2.006 1.356 2.415 2.162 
S^ubscript 1 refers to hexane 
Table l6. Application of mutual and self-diffusion correlations to ethanol-benzene system 
X 10^  from correlations 
Mole 
Fract ion 
CgE^ OH 
5 X 10^ 
2 , 
cm /sec 
Dg X 10^  
2, 
cm /sec 
Prager's 
from 
Data 
Prager's 
from 
Dg Data 
Lamm's 
from 
D^  Data 
Lamm's 
from 
Dg Data 
Darken's 
from 
Data 
Darken's 
from 
Yg Data 
0.1 2.2U 4.521 1.515 
0.2 1.7% 2.28 0.285 3.514 3.209 0.480 0.302 2.848 
0.3 1.62 2.30 0.064 2.689 2.468 0.107 0.072 2.132 
0.4 1.51 2.28 0.0065 2.231 2.087 0.011 0.0078 1.779 
0.5. • l.kl 2.24 0.015 1.981 1.897 0.244 0.019 1.6l4 
0.6 1.32 2.17 -0.139 1.802 1.784 -0.229 0.193 1.520 
0.7 1.2b 2.09 0.091 1.686 1.730 0.151 0.135 1.481 
0.8 1.17 2.00 0.150 1.620 1.746 0.253 0.236 1.486 
0.9 1.10 1.90 0.192 1.639 1.659 0.326 0.317 1.570 
S^ubscript 1 refers to ethanol 
Table IT- Application of mutual and self-diffusion correlations to 
ethanol-methanol system 
Mole 
Fraction 
CgE^ OH 
a 
X 10^  
2, 
cm /sec 
Dg X 10^ 
2 
cm /sec 
X 10^  from 
Darken's Correlation 
Based on Data 
0.1 1.76 2.18 1.80 
0.2 1.66 2.05 1.74 
0.3 1.555 1.90 1.66 
0.1). 1.45 1.76 1.57 . 
0.5 1.35 1.64 1.50 
0.6 1.24 1.50 l.4o 
0.7 1.143 1.37 1.30 
0.8 1.08 1.26 1.22 
0.9 1.043 1.15 I.l4 
S^ubscript 1 refers to ethanol 
