In this paper we describe new methods of denoising images which combine wavelet shrinkage with properties related to the statistics of quad-trees of wavelet transform values for natural images. They are called Tree-Adapted Wavelet Shrinkage (TAWS) methods. The shift-averaged version of TAWS produces denoisings which are comparable to state of the art denoising methods, such as cycle-spin thresholding and the cycle-spin version of the Hidden Markov Tree method. The non-shift averaged version of TAWS is superior to the classic wavelet shrinkage method, and fits naturally into a signal compression algorithm. These TAWS methods bear some relation to the recently proposed Hidden Markov Tree methods, but are deterministic rather than probabilistic. They may prove useful in settings where speed is critical and/or signal compression is needed.
Introduction
This paper describes a new method of denoising images called TAWS (Tree-Adapted Wavelet Shrinkage). The TAWS method is a modification of wavelet shrinkage, based upon a deterministic selection procedure for distinguishing image dominated wavelet transform values from noise dominated transform values. This selection procedure is adapted from a new image compression algorithm described in [1] . The TAWS algorithm is only slightly more complex than wavelet-shrinkage [2] , yet yields superior denoisings. It has a shift-averaged version which yields denoisings comparable or superior to state of the art denoising methods such as cycle-spin thresholding [3] and uHMT-spin [4] .
The paper is organized as follows. In section 2, we describe the TAWS method. This section begins with a brief summary of the compression method from which TAWS is derived. Understanding the rationale behind this compression technique helps in understanding how TAWS combats the ringing artifacts that wavelet shrinkage suffers from. It also helps in understanding how TAWS dynamically adapts the sizes of thresholds in relation to specific image features. In section 3, we report on denoisings of test images. A comparison of TAWS with various state of the art denoising methods is done in this section. The paper concludes in section 4 with a brief discussion of future work.
The TAWS Method
The TAWS denoising method is built upon the ideas involved in a new lossy image codec called Adaptively Scanned Wavelet Difference Reduction (ASWDR), which is described in [1] . Here is a summary of this method, with some amendments made to adapt to the noise removal case:
Step 3. Choose an initial threshold, ( , such that at least one transform value, £) say, satisfies 0 Step 5 (Refinement pass). Refine quantized transform values corresponding to old significant transform values. Each refined value is a better approximation to the exact transform value. More details of this step will be provided below.
Step 6. Create a new scanning order as follows. For the highest-scale level (the one containing the all-lowpass subband), use the indices of the remaining insignificant values as the scan order at that level. Use the scan order at level¨to create the new scan order at level Q P R $ as follows. Run through the significant values at level¨in the wavelet transform. Each significant value, called a parent value, induces a set of four child values as described in the spatial-orientation tree definition in [7] . The first part of the scan order at level¨S P T $ contains the insignificant values lying among these child values. Run through the insignificant values at level¨in the wavelet transform. The second part of the scan order at level¨U P $ contains the insignificant values lying among the child values induced by these insignificant parent values. Use this new scanning order for level¨Q P R $ to create the new scanning order for level U P & , until all levels are exhausted. We shall explain the rationale for this step below.
Step 7. Divide the present threshold by & and repeat steps 4-7 until this new threshold is less than a preset value V .
A few remarks are in order to clarify the procedure outlined above. First, in the refinement pass, the precision of quantized values is increased to make them at least as accurate as the present threshold. 
H . The refinement pass is therefore simply the bit-plane encoding method used by most state of the art compression algorithms [7] . Second, when the whole procedure is finished, then a final step of further refinement can be done. The quantized values for all the significant coefficients (those whose magnitudes are at least as large as V ) can be further refined by successive divisions of V by & and executing the refinement step (but not the significance step, no new significant values are added). In practice, we have found that five more refinements are usually sufficient for further improvement of signal to noise ratio. (Even when these further refinements are omitted-which is done when including TAWS as an option within the compression procedure ASWDR-there is usually only a small effect on signal to noise ratio.) Finally, all the quantized values are set at the midpoints of the quantization bins, and an inverse transform is performed (after shrinkage, which we discuss below) to produce a denoised image.
Third, and most importantly, the change in scanning order described in Step 6 is a new technique in compression. Unlike most state of the art compression methods, ASWDR is not a zero-tree method. Rather, it utilizes an adaptive scanning designed to efficiently encode the exact positions of significant transform values. It is shown in [1] that this adaptive scanning enables ASWDR to retain more significant details in compressed images. The TAWS method aims to utilize this improved approximation property of ASWDR in order to facilitate noise removal in thresholding of wavelet transforms.
There has been related work done on reduction of quantization noise in compression and denoising ( [8] , [9] , [4] , [10] , and [11] ). In [8] , the emphasis is on compression rather than denoising, and a probabilistic model is employed (TAWS is a deterministic procedure). The work described in [9] shows that a quantization procedure can be used for denoisings, but the procedure described is not linked to a tree-based coding scheme nor to an embedded coder. Both of these desirable features are found in the link between TAWS and the ASWDR compression procedure. The Hidden Markov Tree (HMT) model described in [11] is a more powerful method than the TAWS procedure. The HMT procedure uses a sophisticated denoising scheme based on a hidden Markov tree model for the significance of the elements of quad-trees. As pointed out in [10] , however, the HMT method is an enormously time consuming, hence usually impractical, method. TAWS is a much simpler, low-complexity procedure (requiring . Thus TAWS is more advantageous in situations where speed is critical and/or compression is needed. TAWS bears some relation to the more recently proposed universal HMT (uHMT) method of [4] , which is a low-complexity HMT algorithm. Both TAWS and uHMT use properties of correlations across scales in quad-trees of wavelet coefficients. TAWS, however, is a deterministic procedure, unlike uHMT which is probabilistic. Furthermore, in TAWS the inter-layer correlations between significant wavelet transform values are based on half-threshold correlations between parents and children (more on this below), not on same threshold correlations as in the HMT procedure.
The TAWS method of denoising is a modification of the classic method of wavelet shrinkage denoising. Wavelet shrinkage is described in [2] as a nearly optimal method for removing additive Gaussian noise.
We assume that a given discrete image is contaminated by additive i. Although the Daub 9/7 wavelet transform is not orthogonal, it is close enough to an orthogonal transform that energy-based, threshold denoising is still quite effective using it. Moreover, the symmetry of Daub 9/7 wavelets helps in suppressing artifacts at the edges of denoised images.
In [2] and [12] , a method known as wavelet shrinkage is proven to be asymptotically nearly optimal for removing i.i.d. Gaussian noise. That is, the values ¤ £¥ § ¦ © of the wavelet transformed noisy image are subjected to the following shrinkage function (where V is the threshold):
To be more precise, the shrinkage is performed only on wavelet (detail) subbands, the all-lowpass subband is left unaltered. With a & -or W -level wavelet transform, the noise energy within the. When VisuShrink is applied to discrete images with a finite number of pixels, with low to moderate signal to noise ratio, it tends to oversmooth-removing all the noise, but also removing sharp features from the underlying images. For example, in Figure 1 
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dB which is $ 3 ¡ dB higher than the VisuShrink denoising. There is also significantly less ringing in the TAWS denoising. [ht] One objectionable feature of both denoisings is the "mottling," which is more prominent in the uniform background areas such as the sky and clouds. This mottling artifact is due to the low frequency noise in the all-lowpass subband, which was left unaltered by both VisuShrink and TAWS. To remove this mottling, more levels can be used in the wavelet transform. In Figure 2 (a) and (b), we show denoisings using 3-level wavelet transforms. The mottling artifact is greatly reduced in these images, but the VisuShrink image is of much lower resolution. The TAWS denoising has an SNR of & W
3$
dB which is only slightly below that of the 2-level version. There is a degree of subjectivity here as to which of the TAWS denoisings is better, but clearly they are both superior to the VisuShrink denoisings.
[ht]
The TAWS method is a combination of wavelet shrinkage with the predictive apparatus underlying Step 6 in the ASWDR method described above. This predictive apparatus makes use of an assumed correlation between significant transform values at a threshold ( and their children at threshold ( ( & . In [13] it is shown that there is a high correlation between significant transform values, whose magnitudes are at least (  , and significant 0 P $ , i.e., are either significant at the present threshold or will be significant at the next threshold.
In Figure 3 , we provide an illustration of this correlation. This figure was obtained from a Daub 9/7 wavelet transform of the Boats image. A justification for these correlations for many natural noise-free images is based on the recursive nature of wavelet transforms; the parent values at any level being produced from a halfresolution version of the image that was used to produce the child transform values. When an orthogonal wavelet transform is applied to Gaussian i.i.d. random noise, however, the resulting transform values are uncorrelated since they are also i.i.d. Gaussian random variables (with the same variance as the untransformed noise). Therefore, noise transform values will exhibit parent/child correlations with a low probability. Although the Daub 9/7 wavelet transform is not orthogonal, it is close enough to an orthogonal transform that significant noise transform values still exhibit low parent/child correlations.
We now present some statistics for estimating the conditional probability
of a new significant value being found within the first part of the new scan order (for a fixed level) created by ASWDR. In Table 1 Notice that, for the random noise only, it is highly unlikely that a newly significant child value will be found in the first part of the scan order when the threshold is greater than the standard deviation for the child subband. This facilitates the separation of noise dominated transform values from image dominated transform values at much lower thresholds than is possible with the standard wavelet thresholding methods.
These considerations lead to the following method of extending wavelet shrinkage so as to include more image dominated transform values lying below the VisuShrink threshold, V
2
. In the TAWS method, there are three parameters which are set at the start. One parameter is the descent index § , which is a non-negative integer. The cutoff threshold V is then set atÜV (
, where the height index¨satisfies¨1 $ . For all of the TAWS denoisings reported on in this paper, the value of this second parameter¨was set as & . In Figure 2 (b), for example, the descent index is
and TAWS reduces to the VisuShrink method.
The third parameter is a depth index , which is an integer lying between $ and ¡ , where ¡ is the number of levels in the wavelet transform. We shall clarify below the nature of the depth index . The TAWS method consists of applying Steps 1 through 7 above, but with Step 6 modified as follows. In this step the integer ¢ is defined via the equation (
. That ¢ is an integer can be arranged by a rescaling of wavelet transform values.
Step 6 (TAWS). For the first ¢ cycles through Steps 4-6, produce a new scanning order using the Step 6 described above in the ASWDR method. , scan only through children corresponding to significant parents in the highest subbands (levels 1 to ), while following the original recipe of Step 6 in the ASWDR algorithm for the other, lower, subbands.
From this description we can see that must be no larger than ¡ . For all of the TAWS denoisings reported on below, it was found that setting equal to the smaller of the values of § and ¡ produced the best results.
Step 6 (TAWS) is phrased in terms of adapting a scanning order. Since a scanning order is a process of scanning through insignificant transform values in order to select those having magnitude above the present threshold, this provides a selection procedure for distinguishing transform values dominated by noise from those dominated by image. Unlike VisuShrink and cycle-spin thresholding, which use uniform thresholds for all transform values, the TAWS selection procedure uses different thresholds (¨V In the next section we shall demonstrate that the TAWS procedure outperforms VisuShrink, and is competitive with other, more state of the art, denoising methods.
Simulation results
In section 2 above, we gave one example of the performance of TAWS on denoising a noisy version of the Boats image. It performed significantly better than VisuShrink, both in terms of SNR and subjective visual quality. We shall now examine how TAWS performs on denoising the standard test images-Lena, Goldhill, Boats, and Barbara-contaminated with additive i.i.d. Gaussian noise of various standard deviations. We shall compare its performance on these test images with VisuShrink and with the following state of the art denoising methods: localized Wiener filtering [14] , cycle-spin thresholding, and the uHMT methods.
In Table 2 , we show a summary of how VisuShrink and TAWS performed in denoising these test images. In each case we list the highest SNR values for each method. For instance, for the first entry, the Lena image contaminated with noise of standard deviation`, a 1-level transform Figures 1 and 2 , that TAWS also produces denoised images with better visual quality than VisuShrink denoised images.
The VisuShrink method has been improved upon by several methods. Among the best are the following: MatLab's Wiener method [14] , the cycle-spin thresholding method [3] , and the HMT methods [11] , [10] , and [4] . MatLab's Wiener method utilizes the classic Wiener filtering procedure on W ¢ W subimages of the noisy image. The cycle-spin thresholding method averages hard thresholdings (all wavelet coefficients below the VisuShrink threshold V are set to zero) of all cyclic shifts (' shifts for images having ' pixels) of an image and averages the results. The HMT methods utilize a Bayesian probabalistic approach in connection with Markov relations for the significance states, relative to thresholding, of the nodes in quad-trees of wavelet coefficients. The original HMT method, described in [11] , is prohibitively time consuming. In fact, in [10] and [15] it is stated that it can take from 15 minutes to several hours to denoise
As pointed out in [4] , the universal HMT (uHMT) method was developed in order to circumvent these considerable time costs of the original HMT method. For these reasons, we only compare TAWS with uHMT, since they are both low-complexity F ' H algorithms. There is also a cycle-spin averaged version of uHMT which averages uHMT denoisings of all cyclic shifts of the noisy image. We shall refer to this method as uHMT-spin.
As with cycle-spin thresholding and uHMT-spin, there is a cycle-spin averaged version of TAWS, which we shall refer to as TAWS-spin. The TAWS-spin method simply consists of averaging TAWS denoisings of a finite number of cyclic shifts of the image: C ' H methods, it still requires considerable memory resources to store parts of previously computed transforms of shifted images. The TAWS-spin method requires only a modest increase in memory resources, just two extra arrays equal in size to the image array for holding the image shifts and for storing partial averages. Table 3 : Comparison of various denoisings ( is standard deviation of added Gaussian noise). Key: VS is VisuShrink, W is MatLab's Wiener method, HMT is the uHMT method, TAWS is the TAWS method, C-S is the cycle-spin thresholding method, H-S is the uHMT-spin method, and T-S is the TAWS-spin method.
Image, SNR VS W HMT TAWS C-S H-S T-S
In columns 3-6 of Table 3 , we list the SNR values for denoising the same test images as in Table 2 for each of the methods-VisuShrink, MatLab's Wiener, uHMT, and TAWS-which do not make use of cycle-spin averaging. In columns 7-9, we list the SNR values for the methods-cycle-spin, uHMT-spin, and TAWS-spin-which do utilize cycle-spin averaging. For the four non-averaged methods, the largest SNR value for each of the four tested methods is displayed in bold-face. Likewise, the largest SNR value for each of the three cycle-spin averaged methods is displayed in bold-face. We first discuss the non-averaged methods, and then treat the cycle-spin averaged methods. In every case, the TAWS method employs the same values for § , , and ¡ , as were used in the denoisings summarized in Table 2 . The cycle-spin thresholding method uses for each image the value of ¡ used for the VisuShrink denoisings in Table 2 . We shall explain below which values of § , , and ¡ were used in the TAWS-spin denoisings. For the non-averaged methods, the data in Table 3 show that no one method is superior among the three best (Wiener, uHMT, and TAWS). Wiener and TAWS yield higher SNR values for low or moderate noise levels. On the other hand, uHMT performs better with higher noise levels, much better than Wiener and moderately better than TAWS. Note that TAWS and Wiener significantly outperform uHMT on the Barbara denoisings. The reason for this is that uHMT is based on a single set of prior assumptions for the image data. More precisely, uHMT assumes a particular rate of decay of wavelet coefficients across scales. The default choice of this decay rate, specified in the MatLab code in [15] and derived in [10] , is appropriate for smoother images (images with very little energy in higher spatial frequencies) like Lena. It is not appropriate for an image like Barbara which has much greater energy in higher spatial frequencies. This explains why uHMT performs so well on denoising the Lena images, but not so well on the Barbara images.
Since SNR values are not precisely equivalent to human perception, it is important to examine some denoised images using these methods. We show in Figure 2 , the Wiener and uHMT denoisings of the noisy image from Figure 1(b) , as well as the VisuShrink and TAWS denoisings discussed above. Although the Wiener denoising has the highest SNR, it also exhibits a large amount of residual, low frequency noise, which makes it perceptually inferior to both the TAWS and uHMT denoisings. This is even more clearly revealed by comparing the magnification of the Wiener denoised image, in Figure 6 (a), with the magnifications of the uHMT and TAWS denoisings, in Figure Figures 4(c) and (d) . Comparing the TAWS and uHMT denoisings in Figure 2 , the TAWS denoising appears sharper, more focused, although it retains some residual noise.
This last point is more clearly shown in the magnifications in Figure 4 . The TAWS denoising in Figure 4 (d) has a sharper, more focused, appearance. In contrast, the uHMT denoising in Figure  4 (c) appears slightly blurred, slightly out of focus. On the other hand, there are isolated noisy spots retained in the TAWS image, while the uHMT image appears completely free of random noise. [ht] This raises an interesting question for future research. Since the residual noise retained in the TAWS denoisings consists of isolated noisy spots, it is possible that a filtering out of isolated transform values in the highest subbands could be used to post-process the TAWS denoised images. Preliminary results show this to be effective. It also appears to be of considerable value in denoising images contaminated with speckle noise. Details will be reported in a subsequent paper.
Another possibility is to utilize decay rate assumptions, as uHMT does, in order to remove some wavelet coefficients which survive the correlation filter used by TAWS. Since these coefficients are the source of the isolated noise spots, their removal would eliminate these noise spots.
A third option is to change the value of the height index¨. We show below that this option worked well for improving TAWS-spin denoisings.
We now turn to simulation results for the spin-averaged methods. The SNR values for our test images are shown in the last three columns of . These results are reminiscent of the ones just discussed for the non-averaged methods. Again, there is no method which is clearly superior for all noise levels.
In Figure 5 , we show denoised images of the noisy boat image from Figure 1(a) . In addition to the TAWS-spin denoising using¨ & , we have also shown a TAWS-spin denoising with¨ & (which is the value of¨used for TAWS denoisings). The SNR value for TAWS-spin with¨ & is b
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dB larger than when¨ & is used. Furthermore, although it is hard to see, there is considerably less residual noise in the TAWS-spin denoising for¨ & . By using a higher value of , and a higher value of § , the TAWS-spin denoisings are applying the Step 6 (TAWS) selection procedure over a greater range of threshold values (beginning with a higher value of¨V 2 ) and is thus able to select out more residual noise values than TAWS alone can do. For the simulations reported in Table 3 In Figure 6 , we show magnifications of some denoisings of the noisy boat image from Figure  1 . The MatLab Wiener denoising is clearly inferior to both the TAWS-spin and the uHMT-spin denoising. The TAWS-spin image is the sharpest, most clearly focused, of the denoisings. In addition, it exhibits essentially no residual noise. The uHMT-spin image also seems to contain no residual noise, but is slightly more blurred than the TAWS-spin and the cycle-spin threshold denoisings.
Conclusion
We have described two new methods for denoising images, the TAWS method and the TAWS-spin method, which provide denoisings comparable to state of the art methods. A problem for future research is how to choose the parameters § and used in the TAWS and TAWS-spin method (and how to choose the parameter¨in the TAWS method). One possibility is an initial analysis of the statistical trends at higher thresholds (several standard deviations above the noise), in order to predict a good ending threshold. Better predictive schemes than the parent-child scheme employed at present should also be investigated, as they will reduce the number of isolated, residual, noise spots that appear in TAWS denoisings (as well as increase the SNR). For example, use might be made of a lack of clustering [11] in higher spatial frequency subbands (this is the basis for the isolation filter described above in section 3). Finally, integration of TAWS with ASWDR into a combination compressor/denoiser is an important goal for future research. 
