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a b s t r a c t
This paper proves that the winning strategy for Hauser’s version of Hironaka’s polyhedra
game is almost arbitrary. The winning strategy and its associated invariants are based
on an algorithm of matrix triangulations and matrix diagonalizations. It is proved that
if a set sequence constitutes a winning strategy for the game, then so does every set
sequence containing it. The same holds for Hironaka’s version of the game if every move is
permissible.
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1. Introduction
Hironaka’s polyhedra game was formulated by Hironaka [3] in 1970. There is another version of the game elaborated
by Hauser in [2]. Hironaka’s polyhedra game is intimately related to resolution of singularities. Its winning strategy is
instrumental for the approach of resolution of singularities such that each solution to the game can yield a different method
of resolution [2]. In fact, its winning strategy can be used to determine the resolution center when blowing up a singular
variety.
Spivakovsky [4] published a winning strategy for the original version of Hironaka’s polyhedra game in 1983. Hauser [1]
reduced the polyhedra game to the case of Newton polyhedra without compact facets in 2004. Then in 2006 Zeillinger [5]
found another winning strategy for Hauser’s version of the polyhedra game.
This paper proves that there is an almost arbitrary winning strategy for player P1 for Hauser’s version of the polyhedra
game, regardless of the moves of player P2. And the same holds for Hironaka’s version of the polyhedra game if only every
move of player P1 is permissible. This almost arbitrary winning strategy and its associated invariants are based on an
algorithm ofmatrix triangulations andmatrix diagonalizations. In fact, this paper formulates the polyhedra game into a new
form in terms of the normal vectors of Newton polyhedra. With the same approach in [1], Hauser reduced the polyhedra
game to the case of Newton polyhedra without compact facets. The winning strategy in this special case is named ‘‘partial
inclusion’’ in this paper.
The formulation of the game in terms of the normal vectors of Newton polyhedra enables the authors to prove that if a set
sequence constitutes a winning strategy for the game, then so does every set sequence containing it as a subsequence. This
is the key ingredient for the almost arbitrariness of the winning strategy in this paper which is specified in Definition 2.2.
As usual, we denote the sets of complex numbers, real numbers, rational numbers, integers and natural numbers as C,
R, Q, Z and N respectively. And we adopt the convention that 0 ∈ N and N∗ = N − {0}. Further, the notation Qn≥0 or Zn>0
denotes the set of n-dimensional vectors with non-negative rational components or positive integer components. When a
vector v(k1, . . . , kn) ∈ Zn, i.e., v is an integer vector, by default we assume that gcd(k1, . . . , kn) = 1. For a finite set J , the
notation |J| denotes the number of elements in J . In this paper it is safe to assume that a vector v is in the form of a column
vector whose transpose or row vector is denoted as vT . And we use {e1, . . . , en} to denote the standard basis of Rn.
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2. Two versions of the polyhedra game
First of all we present here two versions of Hironaka’s polyhedra game: the version formulated byHauser and the original
version formulated by Hironaka.
Definition 2.1 (Newton polyhedron NP). Given a finite set of points A = {x1, . . . , xm} ⊂ Nn, their Newton polyhedron
NP ⊂ Rn≥0 is defined as the following positive convex hull:
NP := Conv(A)+ Rn≥0, (1)
where Conv(A) := ∑mi=1 αixi∑mi=1 αi = 1, αi ∈ [0, 1], 1 ≤ i ≤ m.
Hauser’s Version. The game has two players P1 and P2 who are given a finite set of points A ⊂ Nn. The two players compete
as follows. Player P1 starts by choosing a nonempty subset J ⊂ {1, . . . , n}. Then player P2 picks a number j ∈ J . After this first
round of moves, the set A is automatically substituted by a set A′. The set A′ is obtained from A by substituting the jth component
of every vector x ∈ A by the sum of the components xi with i ∈ J . The other components of the vector x are unchanged:
x′j :=
−
i∈J
xi; x′k := xk for k ≠ j. (2)
After this substitution of the set A by the set A′, the Newton polyhedron NP defined in (1) is also automatically substituted by the
following Newton polyhedron NP′:
NP′ := Conv(A′)+ Rn≥0. (3)
The next round of the game starts over again with the set A and Newton polyhedron NP substituted by the set A′ and Newton
polyhedron NP′ respectively: player P1 chooses a nonempty subset J ′ ⊂ {1, . . . , n} and player P2 picks a number j′ ∈ J ′. Then
the Newton polyhedron NP′ is automatically substituted by a Newton polyhedron NP′′. The game continues in this way.
Player P1 wins if, after finitely many rounds of moves, the original Newton polyhedron NP becomes an orthant a + Rn≥0 for
some a ∈ Nn. If this never occurs, player P2 wins.
Hironaka’s Version. The game has two players P1 and P2. They are given a finite set of points A ⊂ Qn≥0 whose Newton
polyhedron NP ⊂ Rn≥0 is defined as the positive convex hull in (1). We further assume that
∑n
i=1 xi > 1 for ∀x = (x1, . . . , xn) ∈
NP.
The two players compete as follows. Player P1 starts by choosing a nonempty subset J ⊂ {1, . . . , n} such that−
i∈J
xi ≥ 1 (4)
for ∀x = (x1, . . . , xn) ∈ NP. Such a subset J is called permissible. Then player P2 picks a number j ∈ J . After this first round
of moves, the set A is automatically substituted by a set A′. That is, every vector x ∈ A is substituted by a vector x′ ∈ A′ in the
following way:
x′j :=
−
i∈J
xi − 1; x′k := xk for k ≠ j. (5)
Subsequently the Newton polyhedron NP is also substituted by the Newton polyhedron NP′ defined as in (3).
The game proceeds in this way. Player P1 wins if, after finitely many rounds of moves, the original Newton polyhedron NP
becomes a Newton polyhedron that contains a point x = (x1, . . . , xn) such that
n−
i=1
xi ≤ 1. (6)
If this never occurs, player P2 wins.
Original Problem. Show that playerP1 always possesses a winning strategy, no matter how playerP2 chooses his or her moves.
That is, player P1 has a strategy for choosing J ⊂ {1, . . . , n} at each round of the game such that it guarantees the victory of
player P1 in a finite number of rounds, regardless of the responses of player P2.
Definition 2.2 (Almost Arbitrariness). A winning strategy for the game is called almost arbitrary if the strategy can produce
a winning set sequenceS such that any set sequence containingS also constitutes a winning strategy for the game.
Conclusion. The winning strategy for player P1 is almost arbitrary for Hauser’s version of the game as well as for Hironaka’s
version of the game starting with positive integer points, no matter how player P2 chooses his or her moves.
2156 S.-M. Ma, Z. Zheng / Journal of Pure and Applied Algebra 215 (2011) 2154–2164
3. Basic geometry of Newton polyhedron
Notation 3.1 (ΠNP; Facet(v); Face(v); C(V ); C◦(V ); ∂C; C∗(V )). Every facet of a Newton polyhedron NP has a normal vector
in the direction of Nn − {0}. The set of all such normal vectors of NP is denoted asΠNP. The facet of a normal vector v is denoted
as Facet(v). Letw ∈ Rn≥0 − {0}. Then
Face(w) := {x ∈ NP | ∀y ∈ NP, ⟨x,w⟩ ≤ ⟨y,w⟩}.
For a vector set V = {v1, . . . , vm} ⊂ Rn≥0 − {0}, its finitely generated cone C(V ) :=
∑m
j=1 λjvj | λj ∈ R≥0
 − {0}. If
we substitute R>0 for R≥0 in the definition of C(V ), we obtain the definition of C◦(V ). The boundary of a cone C is denoted and
defined as ∂C := C − C◦. And C∗(V ) := C(V )− V .
Lemma 3.2. For a Newton polyhedron NP and finite vector set V ⊂ Rn≥0 − {0}, if w ∈ C◦(V ) and the intersection
v∈V Face(v) ≠ ∅, then Face(w) =

v∈V Face(v).
Proof. For ∀x ∈v∈V Face(v) and ∀y ∈ NP, we have ⟨x, v⟩ ≤ ⟨y, v⟩ for ∀v ∈ V . Hence ⟨x,w⟩ ≤ ⟨y,w⟩. Thus x ∈ Face(w)
and

v∈V Face(v) ⊂ Face(w).
Now for ∀y ∈ NP − v∈V Face(v), ∃v ∈ V such that y /∈ Face(v). That is, for ∀x ∈ u∈V Face(u) ≠ ∅, we have
⟨x, v⟩ < ⟨y, v⟩. Hence ⟨x,w⟩ < ⟨y,w⟩ and y /∈ Face(w). Thus Face(w) ⊂v∈V Face(v). 
Notation 3.3 (Vertex Cone Va ; GVa ;ΩNP; FVa ; Face(FVa )). For a vertex a of a Newton polyhedron NP, the normal vector set
GVa := {v ∈ ΠNP | a ∈ Facet(v)} generates a cone Va := C(GVa ) which is called the vertex cone of the vertex a. And the set
GVa is called the generator set of the vertex cone Va . The set of all the vertex cones of NP is denoted asΩNP.
In particular, V◦a = C◦(GVa ) and ∂Va = Va − V◦a . A facet of a vertex cone Va is denoted as FVa . And Face(FVa ) :=
v∈FVa ∩ΠNP Facet(v).
Corollary 3.4. The vertex coneVa of a vertex a of aNewton polyhedronNP satisfies the following properties: (1)ΠNP∩Va = GVa ;
(2) ∀v ∈ GVa , v /∈ C(GVa − {v}); (3) if Vb is the vertex cone of a vertex b ≠ a, then V◦a ∩ V◦b = ∅.
Proof. (1) The definition ofGVa in Notation 3.3 evidently implies thatGVa ⊂ ΠNP∩Va ; for∀v ∈ ΠNP∩Va , if v /∈ GVa , then as
perVa = C(GVa ), there exists a generator subset V ⊂ GVa with |V | > 1 such that v ∈ C◦(V ). Since a ∈

u∈V Facet(u) ≠ ∅,
Lemma 3.2 implies that Facet(v) = u∈V Facet(u) with |V | > 1, which contradicts the dimension of Facet(v). This shows
thatΠNP ∩ Va ⊂ GVa .
(2) For ∀v ∈ GVa , if v ∈ C(GVa − {v}), then there exists a generator subset V ⊂ GVa − {v} with |V | > 1 such that
v ∈ C◦(V ). Since a ∈ u∈V Facet(u) ≠ ∅, Lemma 3.2 implies that Facet(v) = u∈V Facet(u) with |V | > 1, which
contradicts the dimension of Facet(v).
(3) Suppose v ∈ V◦a ∩ V◦b with the vertices b ≠ a. Since a vertex is an intersection of facets, the vertex a =
u∈GVa Facet(u). Lemma 3.2 implies that Face(v) =

u∈GVa Facet(u). Hence Face(v) = a. Similarly Face(v) = b. This
contradicts a ≠ b. 
Let NP be a Newton polyhedron satisfying

Va∈ΩNP Va = Rn≥0 − {0}. For ∀w ∈ Nn − {0} − ΠNP, we can revise NP by
adding w to ΠNP as a new normal vector. In the following lemma let us fix a revised Newton polyhedron NP⋆ such that
ΠNP⋆ = ΠNP ∪ {w}. The conclusion of the lemma does not depend on the choice of NP⋆.
Lemma 3.5. Let NP and NP⋆ be defined as above. Consider the set of vertex conesΩ∅NP := {Va ∈ ΩNP | a /∈ NP⋆} whose total
set of facets is denoted as ∂Ω∅NP := {FVa | Va ∈ Ω∅NP}, as well as the cone C∅ :=

Va∈Ω∅NP Va whose set of boundary facets
is denoted as ∂C∅. If we write Face⋆(FVa ) :=

v∈FVa ∩ΠNP Facet
⋆(v) with Facet⋆(v) denoting the facet of the normal vector
v ∈ ΠNP⋆ of NP⋆, and B∅ := {FVa | Va ∈ Ω∅NP, Face⋆(FVa ) = ∅}, then ∂Ω∅NP − ∂C∅ = B∅.
Proof. For ∀F ∈ ∂Ω∅NP − ∂C∅, ∃Va ,Vb ∈ Ω∅NP such that F is a facet of both Va and Vb . Hence a, b ∈ Face(F ) which
is at most one dimensional. In fact, F is a facet of Va and Vb with F ∩ ΠNP consisting of n − 1 normal vectors and
Face(F ) = v∈F ∩ΠNP Facet(v). Further, a, b /∈ NP⋆ and the convexity of NP⋆ imply that Face(F ) ∩ NP⋆ = ∅, that is,
Face⋆(F ) = ∅. Thus F ∈ B∅. This shows that ∂Ω∅NP − ∂C∅ ⊂ B∅. In particular, this argument can be easily adapted to the
case when B∅ = ∅.
For ∀FVa ∈ B∅, we have Face⋆(FVa ) = ∅. If FVa ∈ ∂C∅, then ∃Vb ∈ ΩNP −Ω∅NP such that FVa = FVb , i.e., FVa is also a
facet of the vertex cone Vb . Hence

v∈GVb Facet
⋆(v) ⊂ Face⋆(FVb ) = ∅. Thus b /∈ NP⋆ and this contradicts Vb /∈ Ω∅NP. This
shows that B∅ ⊂ ∂Ω∅NP − ∂C∅. 
Lemma 3.6. Every Newton polyhedron NP satisfies

Va∈ΩNP Va = Rn≥0 − {0}.
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Proof. Starting from the standard basis {e1, . . . , en} of Rn, the normal vectors inΠNP can be added one by one inductively
to draw the conclusion. In fact, with the same notations as in Lemma 3.5, it suffices to show that for ∀F ∈ ∂C∅, the cone
C((F ∩ΠNP) ∪ {w}) is a vertex cone of NP⋆, and the union of all such vertex cones contains C∅.
Consider a boundary facet F ∈ ∂C∅. Let a be a vertex of NP such that Va ∈ Ω∅NP and F = FVa . On the one hand,
a ∈ Face(FVa ) but a /∈ Face⋆(FVa ) since a /∈ NP⋆; on the other hand, as per Lemma 3.5, FVa ∈ ∂Ω∅NP − B∅ and hence
Face⋆(FVa ) ≠ ∅ after adding the normal vector w. Thus Face⋆(FVa ) ∩ Facet⋆(w) ≠ ∅. Since FVa ∩ ΠNP consists of n − 1
normal vectors, C((FVa ∩ΠNP) ∪w) constitutes a vertex cone of NP⋆.
Finally let us show that C∅ ⊂ F ∈∂C∅ C((F ∩ ΠNP) ∪ w). For ∀v ∈ C∅, it suffices to study the case when v ∈ (C∅)◦.
Consider the extended cone C := {λw + µv | λ ∈ R≤0, µ ∈ R≥0} − {0}. When |λ|/|µ| is small enough, λw + µv ∈ (C∅)◦;
whereas when |λ|/|µ| is big enough, λw + µv /∈ Rn≥0 − {0} and hence λw + µv /∈ C∅. Thus C ∩ ∂C∅ ≠ ∅, i.e., ∃F ∈ ∂C∅
such that C ∩ F ≠ ∅. Hence follows the conclusion. 
In summary, for a Newton polyhedron NP, Lemma 3.6 and Corollary 3.4 together characterize the configuration of its
vertex cones.
Definition 3.7 (GLn(N); SLn(N); C(M);L;L∗;L(NP)). GLn(N) denotes the set of non-degenerate n × n matrices whose
elements are in N. And SLn(N) := {M ∈ GLn(N) | detM = 1}.
Consider a matrixM ∈ GLn(N). Denote its set of column vectors by {c1, . . . , cn} := GM . Thematrix cone generated by the
matrix M is defined as C(M) := C(GM). The matrix M defines a linear transformation L of Rn by L(x) := MT · x. And L
induces a linear transformationL∗ on the dual space of Rn, defined byL∗(v) := M−1 · v, so that ⟨x, v⟩ = ⟨L(x),L∗(v)⟩.
Let A ⊂ Nn − {0} be a finite set such that NP = Conv(A) + Rn≥0 as in (1). If L is a linear transformation, then
L(NP) := Conv(L(A))+ Rn≥0.
Please note that although M ∈ GLn(N), we do not require that M−1, the matrix of the linear transformation L∗, be also
in GLn(N).
Definition 3.8 (Face(L∗(v))). LetNP be a Newton polyhedron andL be a linear transformation whosematrixM ∈ GLn(N).
For ∀v ∈ C(M),
Face(L∗(v)) := {x ∈ L(NP) | ∀y ∈ L(NP), ⟨x,L∗(v)⟩ ≤ ⟨y,L∗(v)⟩}.
Lemma 3.9. Let A ⊂ Nn − {0} be a finite set whose Newton polyhedron is NP and L be a linear transformation whose matrix
M ∈ GLn(N). Then the following conclusions hold. (1) Let a be a vertex of NP andw ∈ Nn − {0}. Then a ∈ Face(w) ⊂ NP if and
only if w ∈ Va ∈ ΩNP. (2) If there exist n linearly independent vectors {v1, . . . , vn} ⊂ Rn≥0 − {0} such that a ∈
n
j=1 Face(vj),
then a is a vertex of NP. (3) L∗(C(M)) = Rn≥0 − {0}. In particular, L∗(GM) = {e1, . . . , en}, the standard basis of Rn. (4) Let
a ∈ NP and V ⊂ C(M) be a finite vector set. Then a ∈v∈V Face(v) if and only ifL(a) ∈v∈V Face(L∗(v)). (5) a is a vertex
of NP and C◦(M) ∩ Va ≠ ∅ if and only if b := L(a) is a vertex ofL(NP).
Proof. (1) Suppose that a ∈ Face(w) but w /∈ Va . Lemma 3.6 implies that ∃Vb ∈ ΩNP with b ≠ a such that w ∈ Vb .
If w ∈ GVb ⊂ ΠNP, then a ∈ Face(w) = Facet(w) implies that w ∈ GVa , contradicting w /∈ Va ; if w ∈ Vb − GVb ,
then ∃Gw ⊂ GVb such that w ∈ C◦(Gw). Further, ∃u ∈ Gw − Va such that a /∈ Facet(u). In fact, if a ∈ Facet(v) for
∀v ∈ Gw , then Gw ⊂ GVa and this contradicts w /∈ Va . Hence Face(w) =

v∈Gw Facet(v) by Lemma 3.2. Nonetheless
this contradicts a ∈ Face(w) but a /∈ Facet(u). Conversely, suppose that w ∈ Va . If w ∈ GVa , then a ∈ Facet(w) already
holds; ifw ∈ Va −GVa , then ∃Gw ⊂ GVa such thatw ∈ C◦(Gw). Hence Face(w) =

v∈Gw Facet(v) by Lemma 3.2 and thus
a ∈ Face(w).
(2) Lemma 3.6 implies that for ∀j ∈ {1, . . . , n}, ∃Vj ∈ ΩNP such that vj ∈ Vj, i.e., ∃Gj ⊂ GVj such that vj ∈ C◦(Gj). Then
Face(vj) = u∈Gj Facet(u) as per Lemma 3.2 and hence a ∈ nj=1u∈Gj Facet(u). Thus a is a vertex of NP sincenj=1 Gj
contains at least n different normal vectors inΠNP due to the linear independency of {v1, . . . , vn};
(3) It suffices to notice that if {c1, . . . , cn} := GM is the set of column vectors ofM , which is the generator set of thematrix
cone C(M), thenL∗(GM) = {e1, . . . , en}, the standard basis of Rn, which is the generator set of the cone Rn≥0 − {0}.
(4) By Definition 2.1 for NP and Definition 3.7 for L(NP), it is easy to deduce that if a ∈ NP, then L(a) ∈ L(NP). The
condition V ⊂ C(M) and (3) imply that L∗(V ) ⊂ Rn≥0 − {0}. Hence a ∈

v∈V Face(v) if and only if for ∀v ∈ V and∀x ∈ NP, we have ⟨a, v⟩ ≤ ⟨x, v⟩. This holds if and only if for ∀v ∈ V and ∀y ∈ A, we have ⟨a, v⟩ ≤ ⟨y, v⟩, which is
equivalent to ⟨L(a),L∗(v)⟩ ≤ ⟨L(y),L∗(v)⟩. Since L∗(v) ∈ L∗(V ) ⊂ Rn≥0 − {0}, this holds if and only if for ∀v ∈ V and∀z ∈ L(NP), we have ⟨L(a),L∗(v)⟩ ≤ ⟨z,L∗(v)⟩. As per the condition v ∈ V ⊂ C(M) and Definition 3.8, this is equivalent
toL(a) ∈v∈V Face(L∗(v)).
(5) Suppose a is a vertex of NP and C◦(M)∩Va ≠ ∅. By (1), there exists a linearly independent vector set {v1, . . . , vn} ⊂
C(M) ∩ Va such that a ∈ nj=1 Face(vj). By (4), this is equivalent to b = L(a) ∈ nj=1 Face(L∗(vj)). Hence according
to (2), b is a vertex ofL(NP) due to the linear independency of {L∗(v1), . . . ,L∗(vn)}. Conversely, if b is a vertex ofL(NP),
then evidently b ∈ Conv(L(A)) and hence a = L−1(b) ∈ Conv(A) ⊂ NP. By (4), b = u∈GVb Facet(u) implies that
a ∈ u∈GVb Face(L∗−1(u))withL∗−1(GVb ) ⊂ C(M) comprising at least n linearly independent vectors. Hence by (2), a is
a vertex ofNP. Since a ∈ Face(L∗−1(u)) for ∀u ∈ GVb , we haveL∗−1(u) ∈ Va for ∀u ∈ GVb by (1). HenceL∗−1(GVb ) ⊂ Va
and as a result, C◦(M) ∩ Va ≠ ∅. 
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Theorem 3.10. Let NP be a Newton polyhedron and L a linear transformation whose matrix M ∈ GLn(N). For ∀V ∈ ΩNP, let
GM∩V denote the minimal generator set of the intersection cone C(M) ∩ V in the case when C◦(M) ∩ V ≠ ∅; and GM∩V := ∅
otherwise. Let GMNP :=

V∈ΩNP GM∩V . ThenL
∗(GMNP) = ΠL(NP).
Proof. For ∀w ∈ C(M) − GMNP, as per Lemma 3.6, there exist a vertex cone Va ∈ ΩNP and a generator subset V ⊂ GM∩Va
with |V | > 1 such that w ∈ C◦(V ). Lemma 3.9(1) implies that a ∈ v∈V Face(v). Then Lemma 3.9(4) implies that
L(a) ∈ v∈V Face(L∗(v)) and hence as per Lemma 3.2, the equality Face(L∗(w)) = v∈V Face(L∗(v)) holds. Thus
Face(L∗(w)) cannot be a facet of L(NP), i.e., L∗(w) /∈ ΠL(NP). Since L∗(C(M)) = Rn≥0 − {0} ⊃ ΠL(NP) by Lemma 3.9(3),
this shows thatΠL(NP) ⊂ L∗(GMNP).
For everyw ∈ L∗(GMNP), ifw /∈ ΠL(NP), then by Lemma 3.6, there exists a vertex b such thatw ∈ Vb ∈ ΩL(NP). Consider
the generator subset Gw ⊂ GVb with |Gw | > 1 such thatw ∈ C◦(Gw). Evidently b ∈

v∈Gw Facet(v). The above conclusion
implies that there exists a generator subset V ⊂ GMNP such that L∗(V ) = Gw and |V | > 1. Lemma 3.9(5) and (4) imply
that a := L−1(b) is a vertex of NP and a ∈ u∈V Face(u) respectively. By Lemma 3.9(1), u ∈ Va for ∀u ∈ V . Hence
V ⊂ GMNP ∩ Va = GM∩Va . We already have L∗−1(w) ∈ C◦(V ) ∩ GMNP. Thus L∗−1(w) ∈ C◦(V ) ∩ GM∩Va with V ⊂ GM∩Va .
As a result, C(M) ∩ Va = C(GM∩Va ) = C(GM∩Va − L∗−1(w)), which contradicts the minimality of GM∩Va . This shows that
L∗(GMNP) ⊂ ΠL(NP). 
Corollary 3.11. Let NP be a Newton polyhedron and L a linear transformation whose matrix M ∈ GLn(N). If Va is a vertex
cone of NP satisfying C◦(M) ∩ Va ≠ ∅ and GM∩Va denotes the minimal generator set of the intersection cone C(M) ∩ Va , then
b := L(a) is a vertex of the Newton polyhedronL(NP) such thatL∗(GM∩Va ) = GVb andL∗(C(M) ∩ Va) = Vb .
Proof. As per Lemma 3.9(5) and (4), b is a vertex of L(NP) and further, a ∈ u∈GM∩Va Face(u) if and only if b ∈
u∈GM∩Va Face(L
∗(u)). Hence for ∀u ∈ GM∩Va , by Lemma 3.9(1),L∗(u) ∈ Vb . Theorem 3.10 implies thatL∗(u) ∈ ΠL(NP).
ThusL∗(u) ∈ GVb according to Corollary 3.4(1) and this shows thatL∗(GM∩Va ) ⊂ GVb .
SimilarlyL∗−1(GVb ) ⊂ C(M) and by Lemma 3.9(4), b ∈

u∈GVb Facet(u) implies that a ∈

u∈GVb Face(L
∗−1(u)). Thus
by Lemma 3.9(1),L∗−1(u) ∈ Va for ∀u ∈ GVb . According to Theorem 3.10,L∗−1(u) ∈ GMNP ∩ Va = GM∩Va and this shows
that GVb ⊂ L∗(GM∩Va ). 
Definition 3.12 (Inclusion; Partial Inclusion). If a matrix cone C(M) is contained in a single vertex cone of a Newton
polyhedron NP, then we say that M is inclusive with respect to NP. With C∗(·) defined as in Notation 3.1, we say that M
is partial inclusivewith respect to NP if C∗(M) ∩ΠNP = ∅.
Lemma 3.13. If a matrix M ∈ GLn(N) is inclusive with respect to a Newton polyhedron NP, then it is also partial inclusive with
respect to NP.
Proof. We prove by contradiction. Suppose that C(M) ⊂ Va ∈ ΩNP. If M is not partial inclusive with respect to NP and
{c1, . . . , cn} := GM is the set of column vectors of M , then there exist a normal vector v ∈ ΠNP and subset V ⊂ GM with
|V | > 1 such that v ∈ C◦(V ). For ∀w ∈ V , consider the generator subset Gw ⊂ GVa such that w ∈ C◦(Gw). Evidently
v ∈ C◦(w∈V Gw). Since w∈V Gw ⊂ GVa with |V | > 1, we have v ∈ C◦(GVa ) ∩ ΠNP and v /∈ GVa . This contradicts
Corollary 3.4(1). 
The converse of the above lemma is not true, that is, a partial inclusive matrix is not necessarily inclusive. A counterex-
ample is as follows.
Example 3.14 (Whitney Umbrella). The Newton polyhedron NP of the Whitney umbrella {x2 = y2z} has two vertices
{a := (2, 0, 0), b := (0, 2, 1)} and five normal vectors {e1 := (1, 0, 0), e2 := (0, 1, 0), e3 := (0, 0, 1), v1 := e1 + e2,
v2 := e1 + 2e3}. The vertex cones are Va := C({e2, e3, v1, v2}) and Vb := C({e1, v1, v2}) respectively. The cone
C1 := C({e1, e2, v1 + e3}) is not partial inclusive with respect to NP; whereas the cone C2 := C({e1, v1, v1 + e3}) is
partial inclusive but not inclusive with respect to NP.
Theorem 3.15. Let NP be a Newton polyhedron and L a linear transformation whose matrix M ∈ GLn(N). Then M is inclusive
with respect to NP if and only ifL transforms NP into an orthant.
Proof. Suppose M is inclusive with respect to NP, i.e., there exists a vertex cone Va ∈ ΩNP such that C(M) ⊂ Va . As per
Theorem 3.10,L∗(GMNP) = ΠL(NP) with GMNP =

V∈ΩNP GM∩V defined as in Theorem 3.10. By Corollary 3.4(3), for any vertex
b ≠ a, we haveC◦(M)∩Vb = ∅ and henceGM∩Vb = ∅. ThusGMNP = GM∩Va = GM . By Lemma 3.9(3),L∗(GM) = {e1, . . . , en}.
In summary,ΠL(NP) = L∗(GMNP) = L∗(GM) = {e1, . . . , en}. As a result,L(NP) has to be an orthant.
Conversely supposeL(NP) is an orthant whose vertex is denoted as c. According to Lemma 3.6, there exists a vertex cone
Va such thatC◦(M)∩Va ≠ ∅. By Corollary 3.11, c = L(a) sinceL(NP) has a unique vertex c andL∗(GM∩Va ) = {e1, . . . , en}
since L(NP) has a unique vertex cone Rn≥0 − {0} generated by {e1, . . . , en}. Nonetheless L∗(GM) = {e1, . . . , en} as per
Lemma 3.9(3). Hence L∗(GM∩Va ) = L∗(GM) and thus GM∩Va = GM since M is non-degenerate. As a result, C(M) ∩ Va =
C(GM∩Va ) = C(GM) = C(M). We have C(M) ⊂ Va and the conclusion follows. 
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4. The strategy for partial inclusion in Hauser’s version
Notation 4.1 ((J, j); Round SequenceS;LJ,j; EJ,j; Record RS ; Rk;Lk). Each round of the game as in (2) can be represented by a
pair (J, j) such that the nonempty subset J ⊂ {1, . . . , n} and j ∈ J . A sequence of rounds is called a round sequence and denoted
byS := {(Jk, jk)}. A constant round sequence refers to the fact that the pair (J, j) is the same for each round.
Each round (J, j) is equivalent to a linear transformation LJ,j whose matrix is denoted as EJ,j ∈ SLn(N), which consists of
column vectors {e1, . . . , ej−1,∑i∈J ei, ej+1, . . . , en}. Here {ei} is the standard basis of Rn.
The record of a round sequence S = {(Jk, jk)} is denoted as RS and defined as the product of all such elementary matrices
EJk,jk from the first round to the last. Rk denotes the record of a game competition from the first round to the kth round. The linear
transformation corresponding to Rk is denoted asLk.
Based on Theorem 3.15 and Notation 4.1, we can reformulate Hauser’s version of the polyhedra game into the following
form.
Equivalent Version. For a Newton polyhedron NP, the solution for Hauser’s version is equivalent to finding a winning strategy
such that after a finite number of rounds, the record of the round sequence generated by the strategy is inclusive with respect to
NP, no matter how player P2 chooses his or her moves.
Evidently for ∀v = (k1, . . . , kn) ∈ Rn≥0 − {0}, we haveL∗J,j(v) = (k′1, . . . , k′n) such that k′i = ki − kj when i ∈ J − {j}, and
k′i = ki otherwise.
Definition 4.2 (Positive Index Set). For a vector v ∈ Rn≥0 − {0}with at least two positive components, a positive index set of
v is defined as a subset J ⊂ {1, . . . , n}with |J| > 1 such that all the components of v with indices in J are positive.
Strategy 4.3 (For Partial Inclusion). The game starts with a Newton polyhedronNP that is not an orthant and the recordR0 = En
which denotes the n × n unit matrix. For k ∈ N∗, player P1 starts the kth round by choosing an arbitrary normal vector
v ∈ C∗(Rk−1) ∩ ΠNP, and an arbitrary positive index set J of L∗k−1(v). Such a positive index set J exists if and only if the record
Rk−1 is not partial inclusive with respect to NP since we require |J| > 1. Player P2 then responds by choosing an index j ∈ J .
Lemma 4.4. For a Newton polyhedron NP and v ∈ ΠNP, ifS1 is a round sequence whose record RS1 satisfies v /∈ C∗(RS1), then
for every round sequenceS2 containingS1 as a subsequence, its record RS2 also satisfies v /∈ C∗(RS2).
Proof. It suffices to notice thatS1 being a subsequence ofS2 implies that C∗(RS2) ⊂ C∗(RS1). 
Lemma 4.5. For a Newton polyhedron NP, every round sequenceS engendered by Strategy 4.3 has a partial inclusive record RS
with respect to NP after a finite number of rounds, which is independent of the moves of player P2.
Proof. For a fixed v ∈ ΠNP, the choice of Strategy 4.3 for the subset J ensures that the components of L∗k(v) with indices
in J are strictly decreasing from those of L∗k−1(v), regardless of the moves of player P2. Evidently this engenders a round
sequenceS such that v /∈ C∗(RS)with RS being the record ofS. The correctness of Strategy 4.3 with choosing an arbitrary
normal vector in C∗(Rk−1) ∩ΠNP for ∀k ≥ 1 is an easy consequence of Lemma 4.4. 
The proof of the above lemma shows that Strategy 4.3 depends on the decrease of positive components of normal vectors
and is essentially the same as that of Hauser in [1].
Example 4.6. Suppose that in Example 3.14, the round sequence is simply a repetition of the round (J1, j1)with J1 = {1, 2, 3}
and j1 = 3. Evidently C(EJ1,j1) = C1 as in Example 3.14 is not partial inclusive with respect to NP. And LJ1,j1(NP) is just
a translation of NP, i.e., LJ1,j1(NP) = NP + (0, 0, 2). The repetition of LJ1,j1 can never yield an octant. This shows that the
winning strategy cannot be completely arbitrary.
The normal vector v1 in Example 3.14 satisfies v1 = L∗J1,j1(v1). As per Strategy 4.3, playerP1 should choose J2 = {1, 2}. If
playerP2 chooses j2 = 2 such that the recordR2 := EJ1,j1 ·EJ2,j2 , thenwe obtain thematrix coneC(R2) = C2 in Example 3.14
that is partial inclusive but not inclusive with respect to NP; if player P2 chooses j2 = 1, then we obtain the matrix cone
C(R2) = C(EJ1,j1 · EJ2,j2) = C({v1, e2, v1 + e3}) ⊂ Va , which is inclusive with respect to NP.
5. The strategy and invariants for inclusion in Hauser’s version
A partial inclusive matrix is always inclusive in the two-dimensional case. Evidently this is not necessarily true for the
generic n-dimensional case.
Example 5.1 (Transform by Partial Inclusive Matrix). In Example 4.6, the linear transformation L2 of the record R2 when
player P2 chooses j2 = 2, as per Theorem 3.10, satisfiesΠL2(NP) = {e1, e2, e3, v2} and henceL2(NP) is not an octant.
Suppose that M ∈ SLn(N) is partial inclusive with respect to a Newton polyhedron NP. It is easy to see that M is not
inclusive with respect to NP if and only if ∃Va ∈ ΩNP such that C◦(M) ∩ ∂Va ≠ ∅.
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Definition 5.2 (Boundary Partition SetBMVa ; Resolution SequenceSV andSVa ). For M ∈ SLn(N) and Va ∈ ΩNP, when
C◦(M) ∩ ∂Va ≠ ∅, let GM∩Va denote the minimal generator set of the intersection cone C(M) ∩ Va . A generator subset
V ⊂ GM∩Va satisfying both |V | = n− 1 and C◦(V ) ⊂ C◦(M)∩ ∂Va is called a boundary partition of C◦(M)∩ ∂Va . The set of
all the boundary partitions of C◦(M) ∩ ∂Va is denoted asBMVa . When C◦(M) ∩ ∂Va = ∅, we defineBMVa := ∅.
When C◦(M) ∩ ∂Va ≠ ∅, a round sequence S is called a resolution sequence for a boundary partition V ∈ BMVa and
denoted by SV if the record RS of S satisfies C◦(M · RS) ∩ C(V ) = ∅. When C◦(M) ∩ C(V ) = ∅, we define SV := ∅.
In particular, S is called a resolution sequence for the vertex cone Va and denoted as SVa if the record RS of S satisfies
C◦(M · RS) ∩ ∂Va = ∅. When C◦(M) ∩ ∂Va = ∅, we defineSVa := ∅.
Lemma 5.3. Let M ∈ SLn(N) and Va ∈ ΩNP such that C◦(M) ∩ ∂Va ≠ ∅. For a V ∈ BMVa , every round sequence containing
a resolution sequence SV as a subsequence is also a resolution sequence for V . Every round sequence containing a resolution
sequenceSVa as a subsequence is also a resolution sequence for Va .
Proof. Same as Lemma 4.4. 
Lemma 5.4 (Concatenation of Resolution Sequences). Suppose M is not inclusive with respect to NP. To transform M into an
inclusive matrix, it suffices to concatenate the set of resolution sequences {SVa | Va ∈ ΩNP}. The concatenation of the set of
resolution sequences {SV | V ∈ BMVa } constitutes a resolution sequence for the vertex cone Va .
Proof. The conclusion is an easy consequence of Lemma 5.3. In fact, if we denote the concatenation of {SVa | Va ∈ ΩNP} as
S, then M · RS is inclusive with respect to NP. 
Definition 5.5 (Partial Order Pair). We define a partial order on the set of row vectors of a matrixM . For two row vectors r1
and r2 of M , let k
(i)
j denote the jth component of the row vector ri with i = 1, 2. We say that r1 precedes r2 if k(1)j ≤ k(2)j for
1 ≤ j ≤ n, which is denoted as r1 ≺ r2. In this case r1 and r2 are called a partial order pair of the matrix M .
Definition 5.6 (Row Contraction; Losing Move). Let M ∈ SLn(N), Va ∈ ΩNP and V ∈ BMVa . If L∗M(V ) has a partial order pair
rk ≺ rj, then after a constant and finite round sequenceS = {(J, k)}with J = {k, j}, the row vector pair r′k,r′j ofL∗M·RS (V ) is
no longer a partial order pair. Such rounds of eliminating partial order pairs are called row contractions. For simplicity, we
always write L∗M·RS (V ) as V henceforth and by default we assume that each round is preceded by row contractions such
that the matrix V has no partial order pairs. Further, the round (J, j) clearly satisfies C◦(M · EJ,j) ∩ C(V ) = ∅ and is called a
losing move of player P2. By default we assume that P2 never makes a losing move during row contractions.
Example 5.7 (Priority of the Row Contraction). This example shows that player P1 should always make row contractions
first. Evidently the 3×2matrixL∗M(V ) = [v1 v2]with v1, v2 defined as in Example 3.14 has a partial order pair. Nevertheless
consider the round sequenceS = {(Jk, jk)} such that J2l−1 = {1, 3}, J2l = {2, 3} and j2l−1 = j2l = 3 for k, l ∈ N∗. It is easy to
verify thatL∗M·R2k(V ) = [v1 v2] = L∗M(V ) for ∀k ∈ N∗. Thus no sequenceS of finite length is a resolution sequence for V .
Definition 5.8 (Column Contraction). LetM ∈ SLn(N),Va ∈ ΩNP and V ∈ BMVa . After a round (J, j), ifC◦(M ·EJ,j)∩C(V ) ≠ ∅
andL∗M·EJ,j(V ) has negative elements, we make elementary column operations in the matrixL
∗
M·EJ,j(V ) to obtain a matrixV
whose n−1 column vectors are a subset of theminimal generator set of the coneC(M ·EJ,j)∩C(V ). We call these elementary
column operations a column contraction. For simplicity, we alwayswriteL∗M·EJ,j(V ) asV henceforth andwe assume that each
round is followed by a column contraction by default.
Lemma 5.9. The choice for the column vectors of the matrixV in the minimal generator set of the cone C(M · EJ,j) ∩ C(V ) in
Definition 5.8 has no influence on the result of the game.
Proof. It suffices to notice that the rank of the matrix V is at most n − 1 since it is an n × (n − 1) matrix. Since all the
possible column vectors of V are generated from those of V through column contractions, the rank of all these possible
column vectors is at most n− 1 as well. 
Lemma 5.10. Let M ∈ SLn(N), Va ∈ ΩNP and V ∈ BMVa . Suppose that S is a round sequence of finite length. IfL∗M·RS (V ) has a
row vector with only zero elements, then C◦(M · RS) ∩ C(V ) = ∅, i.e.,S constitutes a resolution sequence for V .
Proof. If we denote the set of column vectors of M · RS by GM·RS = {c1, . . . , cn}, then this means that V = [c1 · · · cn] ·[v1 · · · vn−1] with v1, . . . , vn−1 ∈ Rn≥0 − {0} sharing a common zero component. As a result, C◦(M · RS) ∩ C(V ) = ∅ and
S constitutes a resolution sequence for V . 
Notation 5.11 (BPn(N); Tn⊕1(N); Dn⊕1(N); Dn⊕0(N); En⊕1(N); P(k; j)). BPn(N) denotes the set of (n + 1) × n matrices with
elements in N each of whose column vectors has at least one zero element and each of whose row vectors has at least one nonzero
element; Tn⊕1(N) denotes, up to finite row and column permutations, the set of (n + 1) × n matrices whose first n row vectors
constitute an n × n lower or upper triangular submatrix and each of whose row vectors has at least one nonzero element. In
particular, the diagonal elements of the n×n triangular submatrix are referred to as the diagonal elements of thematrix;Dn⊕1(N)
denotes the subset of Tn⊕1(N)whose n×n triangular submatrix is a diagonal submatrix;Dn⊕0(N) denotes the same set of (n+1)×n
matrices as Dn⊕1(N) except that its (n + 1)th row vector has only zero elements; En⊕1(N) denotes the subset of Dn⊕1(N) which
further requires that all its diagonal elements be equal.
P(k; j) denotes the submatrix of a matrix P formed by deleting the kth row and jth column of the matrix P.
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Strategy 5.12 (From D2⊕1(N) to D2⊕0(N)). For n = 3, let M ∈ SL3(N), Va ∈ ΩNP and V ∈ BMVa . The game starts with the
record R0 = M . For k ∈ N∗, player P1 starts the kth round by choosing an arbitrary positive index set of an arbitrary column
vector ofL∗M·Rk−1(V ) following default row contractions.
Lemma 5.13. For n = 3 and with the same notations as above, Strategy 5.12 engenders a finite resolution sequence for V ,
regardless of the moves of player P2. In fact, there is a strictly decreasing invariant associated with Strategy 5.12 that terminates
the game at a matrix in D2⊕0(N).
Proof. A paradigm of the matrixL∗M(V ) ∈ BP2(N) = D2⊕1(N) is as follows.a1 0
0 a2
b1 b2

(7)
with aj, bj ∈ N∗ and aj > bj for j = 1, 2. The zero matrix elements are due to the fact that V ⊂ ∂C(M). The inequalities
aj > bj for j = 1, 2 are due to the default row contractions in Definition 5.6.
In the special case when a1 = a2 = a ∈ N∗ in (7), i.e.,L∗M(V ) ∈ E2⊕1(N), a round ({j, 3}, 3) leads to the following matrix
in E2⊕1(N) after column contractionsa− bj 0
0 a− bj
b1 b2

for j = 1, 2 respectively, in which the diagonal elements a1 = a2 = a in (7) decrease strictly to the diagonal elements
a− bj < a in the above matrix.
In the above special case when a1 = a2 = a in (7), i.e., L∗M(V ) ∈ E2⊕1(N), a round ({j, 3}, j) for j = 1 or 2 leads to the
following matrix in E2⊕1(N) after column contractions and row permutations b2 0
0 b2
a− b1 a

or
b1 0
0 b1
a a− b2

,
in which the diagonal elements a1 = a2 = a in (7) decrease strictly to the diagonal elements b2 < a or b1 < a.
For a generic matrix L∗M(V ) ∈ BP2(N) with a1 ≠ a2 as in (7), we scale each column vector of L∗M(V ) to obtain a matrix
in E2⊕1(N) whose diagonal elements equal the least common multiple a := lcm(a1, a2). In this way we are reduced to the
special case as discussed above and a = lcm(a1, a2) serves as the strictly decreasing invariant for the algorithm.
It is easy to see that a round sequence S of finite length as above satisfies L∗M·RS (V ) ∈ D2⊕0(N). As per Lemma 5.10,
C◦(M · RS) ∩ C(V ) = ∅ andS constitutes a resolution sequence for V . 
As per Lemma 5.4, a concatenation of all the resolution sequences for V ∈ BMVa that are engendered by Strategy 5.12
constitutes a resolution sequence for Va .
Strategy 5.14 (From D3⊕1(N) to D3⊕0(N)). Let P ∈ D3⊕1(N). After default row contractions, player P1 starts by scaling each
column vector ofP to obtain amatrix in E3⊕1(N)which is still denoted asP; thenP1 considers an arbitrary submatrixQ ∈ E2⊕1(N)
and invokes Strategy 5.12 with the highest priority given to the row contractions for the submatrix Q. In particular, if player P2
makes a losing move for a partial order pair of the submatrix Q, then P1 converts Q into a submatrix in D2⊕0(N); after that P1
treats the newly obtained matrix as P and starts the game again.
Lemma 5.15. With the same notations as above, Strategy 5.14 terminates the game at a matrix in D3⊕0(N) in a finite number of
rounds. The diagonal elements of P ∈ E3⊕1(N) constitute the strictly decreasing algorithmic invariant. In particular, if player P2
makes a losing move for a partial order pair of the submatrix Q, the matrix P becomes a matrix in E3⊕1(N) with strictly reduced
diagonal elements after Q is converted into a submatrix in D2⊕0(N).
Proof. If player P2 never makes a losing move for every partial order pair of the submatrix Q, it is easy to verify that the
diagonal elements of P ∈ E3⊕1(N) constitute the strictly decreasing invariant. Thus it suffices to study the case when P2
makes a losing move for a partial order pair of the submatrix Q. Suppose
P =
 a 0 00 a 00 0 a
b1 b2 b3
 ∈ E3⊕1(N)
with a > bj for j = 1, 2, 3 due to the default row contractions in Definition 5.6. Consider the submatrix, say, P(3; 3) ∈
E2⊕1(N). Without loss of generality, a round ({1, 4}, 1) followed by p1 row contractions ({1, 2}, 1)with p1 ∈ N leads to the
following matrix after column contractions:
P =
b2 0 0r1 a 00 0 a
0 b2 b3
 (8)
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such that r1 := a − b1 − p1b2 < b2. The submatrix P(3; 3) in (8) is still in E2⊕1(N) with the reduced diagonal elements b2
although the matrix P is not in E3⊕1(N).
The submatrix P(3; 3) in (8) has a partial order pair since a > b2. As per the priority of the row contractions for the
submatrix P(3; 3) in Strategy 5.14, p2 rounds ({2, 4}, 4) with p2 ∈ N convert the submatrix P(1; 1) into a submatrix in
E2⊕1(N) with reduced diagonal elements r2 := a − p2b2. Nonetheless, in the case of r2 = a − p2b2 ≥ b2, a losing move
({2, 4}, 2) for the submatrix P(3; 3) followed by column contractions leads to the following matrix:
P =
b2b3 0 0r1b3 b3 0r1r2 r2 − b2 r2
0 0 b3
 . (9)
It is easy to verify that a repetitive choice of {1, 2} by playerP1 converts the submatrix P(3; 3) in (9) into a submatrix in
D2⊕0(N)with diagonal elements b3. In fact, the round ({1, 2}, 1) leads to the conclusion; whereas a repetition of the round
({1, 2}, 2) for q ∈ N times converts the b2 in the matrix P in (9) into a new form b′2 := b2 − qr1 and further, it suffices to
notice that the Euclid algorithm for the pair b2, r1 yields the greatest common divisor gcd(b2, r1) that divides r1. As a result
of the submatrix P(3; 3) ∈ D2⊕0(N), the matrix P becomes a matrix in D3⊕1(N)with reduced diagonal elements b3 < a. 
Example 5.16 (Priority of the Row Contractions for Submatrix). The following example shows that for P ∈ D3⊕1(N), the
highest priority should be given to the row contractions for its submatrix under consideration. Let
P =
4 0 00 2 00 0 3
1 1 1
 ∈ D3⊕1(N)
and suppose we are considering its submatrix P(3; 3). It is easy to verify that the round sequence S = {({1, 4}, 1),
({1, 2}, 1), ({1, 2}, 1)} with column contractions within the submatrix P(3; 3) satisfies L∗RS (P) = P. Thus a finite repe-
tition of the round sequenceS is never a resolution sequence for P. In fact, the round subsequence {({1, 4}, 1), ({1, 2}, 1)}
ofS with a column contraction in between converts P into:
P =
2 0 01 2 00 0 3
0 1 1
 . (10)
The submatrix P(3; 3) under consideration in (10) has a partial order pair. Hence player P1 should have chosen the partial
order pair {2, 4} of the submatrix P(3; 3) instead of making the last move {1, 2} inS.
Strategy 5.17 (From Dn⊕1(N) to Dn⊕0(N)). For P ∈ Dn⊕1(N), consider an arbitrary submatrix Q ∈ D3⊕1(N) of P and invoke
Strategy 5.14 to convert it into a submatrix in D3⊕0(N). Repeat this strategy to the newly obtained matrix.
Lemma 5.18. With the same notations as above, Strategy 5.17 terminates the game at a matrix in Dn⊕0(N) in a finite number of
rounds. The least common multiple of the diagonal elements of the submatrix Q constitutes the strictly decreasing invariant.
Proof. A dimensional induction readily leads to the conclusion. 
Strategy 5.19 (From Tn⊕1(N) to Dn⊕1(N)). For P ∈ Tn⊕1(N), suppose the first n row vectors of P constitute a lower triangular
n×n submatrix. PlayerP1 nullifies the non-diagonal elements of the submatrix in the increasing order of its row vectors as follows.
For an element ajk ∈ N∗ with j > k in the triangular submatrix, P1 can reduce it to zero by a finite repetition of the move {k, j}
and by making column contractions using the diagonal element ajj ∈ N∗. In the case of zero diagonal elements in the triangular
submatrix, it is easy for P1 to produce a zero row vector for P through these moves.
Lemma 5.20. With the same notations as above, Strategy 5.19 terminates the game at a matrix in Dn⊕1(N) in a finite number of
rounds.
Proof. The conclusion readily follows from an induction on the dimensions of the submatrices. 
Definition 5.21 (Nullity Nul(P); Partial Triangular Form). Let P ∈ BPn(N). The nullity of P is defined as themaximal number
of zero elements in the row vectors of P and denoted as Nul(P). After finite row and column permutations, the first row
vector of P is called a premier row vector if it satisfies the following two conditions: (1) the number of its zero elements
equals Nul(P); (2) its first element is nonzero and is followed by all its contiguous zero elements. For a matrix P with a
premier row vector, the contiguous submatrix of P formed by the rows 2 to n + 1 and columns 2 to Nul(P) is called the
affiliated submatrix of the premier row vector. A matrix P is recursively defined as in the partial triangular form if its first row
vector is a premier row vector whose affiliated submatrix is also in the partial triangular form.
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Strategy 5.22 (From BPn(N) to Dn⊕1(N)). For P ∈ BPn(N), a rule for the strategy is to convert P into a partial triangular form
via finite row and column permutations before each round. Consider the principal square submatrix of P that is a lower triangular
submatrix to the maximal dimensions. Player P1 should invoke the strategy in Strategy 5.19 to reduce the lower triangular
principal submatrix into a diagonal principal submatrix. Then P1 should invoke Strategy 5.17 to nullify those elements in the
row right under the diagonal principal submatrix, which increases the dimensions of the triangular principal submatrix.
Lemma 5.23. With the same notations as above, Strategy 5.22 can transform P ∈ BPn(N) into a matrix in Dn⊕1(N) in a finite
number of rounds.
Proof. It suffices to notice that in the case of a losing move for a submatrix of P under consideration, Nul(P) or the nullities
of the affiliated submatrices of P strictly increases. The conclusion of the lemma follows from a dimensional induction on
the diagonal principal submatrix of P to the maximal dimensions. 
Lemma 5.24 (Almost Arbitrariness). The winning strategy for Hauser’s version of the game is almost arbitrary in the sense of
Definition 2.2.
Proof. The conclusion readily follows from Lemma 5.3. 
Strategy 5.22 and Strategy 5.17 constitute a winning strategy for the game through matrix triangulations and matrix
diagonalizations. It depends on such new invariants as the nullities and the least common multiples of diagonal elements
of submatrices as per Lemmas 5.18 and 5.23. It is different from the known strategies of Spivakovsky [4] and Zeillinger [5].
Example 5.25 (From Partial Inclusion to Inclusion). The matrix cone C2 := C({e1, v1, v1 + e3}) in Example 3.14 is partial
inclusive but not inclusivewith respect toNP. If we denote thematrix ofC2 asM , then the boundary partition setBMVb = {V }
with V := {v1, e1 + 2(v1 + e3)}. Evidently L∗M(V ) = [e2 v2] ∈ BP2(N) which has a partial order pair with v2 defined as in
Example 3.14. As per the strategy in Strategy 5.12, a constant set sequence J = {1, 3} constitutes a resolution sequence for
V and hence for Vb .
Please note that starting with the record R0 = En which denotes the n × n unit matrix, we can directly invoke the
strategies in Strategy 5.22 and Strategy 5.17 for inclusion without invoking Strategy 4.3 for partial inclusion. Whether we
invoke Strategy 4.3 first to reduce R0 = En to a partial inclusive matrix is an arbitrary decision.
6. The strategy for Hironaka’s version
The Hironaka’s version of the polyhedra game starts with a finite set of points A ⊂ Qn≥0. The difference between these
two versions of the game is that in Hironaka’s version, it is required that player P1 make permissible moves as in (4).
In the case of the Newton polyhedron being an orthant, player P1 has the following strategy to win the game.
Lemma 6.1. If the Newton polyhedron is an orthant in Hironaka’s version of the game, then player P1 has a trivial strategy to
win the game regardless of the moves of player P2.
Proof. Let us focus on the vertex a = (a1, . . . , an) of the orthant. As long as it is permissible, player P1 should first persist
in choosing an arbitrary set J ⊂ {1, . . . , n}with |J| = 1 until for ∀j ∈ {1, . . . , n}, the component aj ∈ [0, 1). Here we abuse
the notation a bit and still use a = (a1, . . . , an) to denote the transformed vertex. Then as long as it is permissible, player
P1 should persist in choosing an arbitrary set J ⊂ {1, . . . , n} with |J| = 2 until for ∀j, k ∈ {1, . . . , n}, aj + ak ∈ [0, 1). In
fact, after each round of the game, according to (5), the new component a′j or a
′
k = aj+ ak− 1 < min{aj, ak}. The conclusion
follows from an increasing induction on |J|. 
Corollary 6.2. If the Hironaka’s version of the game starts with a finite set of points A ⊂ Zn>0 whose positive convex hull is the
initial Newton polyhedron NP ⊂ Rn≥0, then player P1 possesses an almost arbitrary winning strategy regardless of the moves of
player P2.
Proof. It is easy to see that the condition A ⊂ Zn>0 makes every move of playerP1 permissible if only every subset J chosen
by player P1 satisfies |J| > 1. Thus player P1 can invoke the almost arbitrary winning strategy for Hauser’s version of the
game to transform NP into an orthant first. Then P1 can apply the winning strategy in Lemma 6.1 to the orthant. 
The above proof indicates that, if only all the moves of player P1 are permissible, the winning strategy for Hironaka’s
version of the game is almost arbitrary as well. Nevertheless the following example shows that the winning strategy for
Hauser’s version of the game, although being almost arbitrary, cannot always help with Hironaka’s version of the game due
to the restriction of the permissibility condition.
Example 6.3. Consider the finite set

a := 0, k, 12 , b := (k, k, 0) ⊂ Qn≥0 with k ∈ N∗ and k > 10. The vertex cones of
its Newton polyhedron NP are Va := C({e1, e2, e1 + 2ke3}) and Vb := C({e2, e3, e1 + 2ke3}) respectively. Let M = E3
and consider the boundary partition V = {e2, e1 + 2ke3}. Here E3 denotes the 3× 3 unit matrix. Player P1 is limited to the
following permissible moves:
J ∈ {{1, 2, 3}, {1, 2}, {2, 3}, {2}}.
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After a constant and finite round sequence S = {({1, 2, 3}, 2)} of length 2k − 1, we have L∗RS (V ) = {e2 + (2k −
1)2e3, e1 + 2ke3} and hence C◦(RS) ∩ ∂Va ≠ ∅ and C◦(RS) ∩ ∂Vb ≠ ∅. Thus RS is not inclusive with respect to NP and
LRS (NP) is not an octant as per Theorem 3.15. Nonetheless by (5),LRS (a) = (0, 12 , 12 ) and playerP1 alreadywins the game
according to (6).
The above example shows that the winning strategy for Hauser’s version of the polyhedra game does not always work
for Hironaka’s version of the polyhedra game.
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