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Résumé : Cette thèse a consisté à élaborer une méthode qui permet de résoudre l’équa-
tion intégrale comportant comme inconnues les courants et les charges introduite récemment
par Taskinen et Ylä-Oijala par une méthode d’éléments frontière sans aucune contrainte de
continuité au niveau des interfaces des éléments aussi bien pour les courants que pour les
charges. Nous avons d’abord montré comment on pouvait construire cette équation de fçaon
simple et similaire à celle des formulations intégrales usuelles en imposant au problème in-
térieur relatif au système de Picard, qui est en fait une extension du système de Maxwell,
des conditions aux limites adéquates. Pour des géométries régulières de l’objet diffractant,
nous avons établi de façon théorique la stabilité et la convergence des schémas numériques
ci-dessus en montrant que cette équation peut être décomposée sous la forme d’un système
elliptique coercif et d’un opérateur compact dans le cadre des fonctions de carré intégrable.
Toute cette étude a été confirmée par des tests numériques tridimensionnels. Comme pour les
équations intégrales usuelles de seconde espèce, le cadre théorique valable pour des surfaces
régulières ne l’est plus pour des surfaces avec des singularités. L’utilisation formelle de cette
équation, pour des surfaces singulières, a donné des résultats entâchés d’erreur. Nous avons
mis en évidence l’origine des instabilités numériques à l’origine de ces erreurs lorsque les
géométries sont singulières en développant une version bidimensionnelle de cette équation.
Cette version nous a permis en particulier de montrer que les instabilités étaient dues à des
oscillations parasites concentrées autour des singularités de la géométrie. Dans ce cadre nous
avons pu mettre en oeuvre plus aisément des approches pour supprimer ou atténuer ces os-
cillations parasites ou leur effet sur les calculs en champ lointain. Nous avons montré qu’un
procédé d’augmentation des degrés de liberté pour la charge par rapport au courant pouvait
sensiblement réduire ces instabilités. A la suite de l’amélioration observée sur les résultats
dans le cas 2D, nous avons transposé cette procédure au cas tridimensionnel. A travers di-
vers tests, nous avons constaté l’amélioration de la qualité de l’approximation amenée par la
procédure de stabilisation.
Mots-Clés : Méthode des éléments de frontière, Equations intégrales de frontière, Equa-
tions intégrales courants et charges, Diffraction d’ondes électromagnétiques.
Abstract The objective of this thesis was to develop a method that solves the integral
equation whose unknowns are the currents and the charges, recently introduced by Taskinen
and Ylä-Oijala, by a boundary element method without any continuity constraint at the inter-
faces of the elements, for both the unknowns. We first show how to construct this equation in
a simple way, similar to the usual integral formulations, through imposing to the internal pro-
blem related to the Picard system, which is an extension of the Maxwell system, appropriate
boundary conditions. For regular geometries, we have established a theoretical background
ensuring the stability and the convergence of numerical scheme, by proving that this equa-
tion can be decomposed in a coercive elliptic and a compact parts in the context of square
integrable functions. Our study was validated by three-dimensional numerical tests. In the
case of usual integral equations of the second kind, the theoretical background for smooth
surfaces is no longer valid when the surfaces is singular. The formal use of this equation for
singular surfaces gave erroneous results. We pointed out the origin of numerical instabilities
by developing a two-dimensional version of this equation. This version has allowed us to
show that the instabilities were due to parasitic oscillations accumulating on the geometrical
singularities. In this context, we have implemented some approaches to reduce this parasitic
oscillations on the calculations in the far field. We have shown that the method of increasing
the freedom degrees for the charges relatively to the current could significantly reduces these
instabilities. As a result, we have implemented this procedure in three-dimensional case.
Throughout various tests, we noted the improvement on the approximation brough bay to
the stabilization procedure.
Keywords : Boundary element method, boundary integral equation, current and charge
equation, electromagnetic scattering.
iv
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Introduction générale
Notre objectif dans cette thèse est de faire ressortir certaines propriétés mathématiques
de l’équation intégrale combinée des courants et des charges introduite par Taskinen & Ylä-
Oijala [43]. Nous allons en fait établir qu’elle a des propriétés mathématiques très proches de
celles d’une équation intégrale de Fredholm de second espèce lorsque l’obstacle ne comporte
aucune singularité géométrique. Cette propriété importante montre alors qu’il est possible
de résoudre cette équation par une méthode d’éléments frontière sans aucune contrainte de
continuité au niveau des interfaces des éléments aussi bien pour les courants que pour les
charges.
La problématique de départ de Taskinen & Ylä-Oijala était de construire une équation
intégrale robuste qui permet de traiter les problèmes aussi bien en moyenne qu’en basse
fréquence. Leur idée, pour construire cette équation, a été d’utiliser la charge comme une
inconnue supplémentaire dans la formulation du problème de diffraction d’une onde élec-
tromagnétique. Il est alors nécessaire d’ajouter une nouvelle équation pour compenser l’in-
connue supplémentaire qui compense la conservation de la charge. Pour ce faire, ils relaxent
l’équation de conservation de la charge, et font en sorte qu’elle soit le résultat de la réso-
lution et non imposée a priori. Ils posent pour cela une équation à l’aide de la composante
normale du champ électrique, qui est en fait directement liée la charge, comme équation
supplémentaire. Ils ajoutent alors la trace du potentiel de simple couche créé par le résidu de
l’équation de conservation de la charge à l’équation sur la composante normale qui, comme
nous la verrons, est destinée à stabiliser le système obtenu. L’unicité de ce système assure
directement qu’il résout le problème initial.
Cependant, si les résultats numériques obtenus par Taskinen & Ylä-Oijala semblaient
valider la méthode, l’analyse, même formelle, de l’unicité de sa solution était problématique
directement sur la formulation obtenue. Dans un autre article Taskinen avec Vanska [44]
ont pu rattacher l’équation courants et charges à un système de Maxwell augmenté d’une
inconnue et d’une équation supplémentaire obtenu par Picard [39]. L’analyse, au moins de
l’unicité, devenait ainsi beaucoup plus aisée.
Dans ce travail, nous allons tout d’abord bien faire ressortir les difficultés rencontrées
pour poser cette équation dans le cadre d’un domaine à frontière lipschitzienne. Nous mon-
trerons que ce sont exactement les mêmes difficultés que celles de l’équation classique com-
binant le champ électrique et magnétique (CFIE). Nous donnons ensuite une construction de
l’équation courants et charges de Taskinen et Ylä-oijala d’une manière similaire à celle des
formulations intégrales usuelles. Une étude complète de cette équation sera effectuée dans
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le cadre d’un domaine à frontière régulière. Nous donnons en particulier des résultats de
coercivité qui permettent de vérifier complètement que son approximation par des éléments
frontière totalement discontinus est stable et convergente. Nous montrons qu’en fait l’inté-
rêt de cette équation est d’être inversible dans le cadre uniquement L2 pour les charges mais
aussi pour les courants au moins pour une géométrie sans singularité. Nous reprenons ensuite
cette analyse dans le cadre particulier d’une géométrie sphérique à l’aide de développements
en potentiels de Debye, qui sont solutions du système de Maxwell s’exprimant à l’aide d’une
harmonique sphérique et de la fonction de Ricatti-Bessel qui lui est associée. Cette analyse
confirme l’inversibilité L2 établie dans le cas général.
Nous validons ensuite numériquement la méthode dans le cadre des approximations
usuelles avec des approximations pour les courants conformes pour la divergence surfacique
et ensuite dans le cas d’approximations par des courants constants par triangle pour ce type
de géométrie. Ceci permet d’utiliser des maillages sans les conditions de raccord restric-
tives des méthodes d’éléments finis. En plus nous vérifions que, contrairement à l’équation
intégrale du champ magnétique qui peut aussi être utilisée avec ce type d’approximation
pour les courants, la formulation courants et charges ne présente pas de courants parasites
polluant le calcul en champ lointain (Surface Equivalente Radar ou SER ). L’utilisation de
cette méthode pour des géométries avec des singularités a montré que, malheureusement,
les courants et les charges qu’elle fournit sont entachés d’une erreur et ceci même avec des
approximations du courant conforme pour la divergence. Afin d’essayer de faire ressortir la
source de ces erreurs, nous avons développé une version bidimensionnelle de cette équation,
d’abord construite de façon formelle à partir du cas tridimensionnel et ensuite dérivée de ma-
nière directe et rigoureuse. L’étude de l’origine des instabilités est plus aisée dans ce cadre.
Elle nous a permis en particulier de montrer que ces erreurs étaient des oscillations parasites
se concentrant au voisinage des singularités de la géométrie. Dans ce cadre, nous avons pu
mettre en oeuvre plus aisément des approches pour supprimer ou atténuer les oscillations
parasites ou leur effet sur les calculs en champ lointain.
L’examen des caractéristiques des instabilités dans le cas bidimensionnel nous a amené
à penser qu’un des éléments à l’origine de ces instabilités est une compatibilité, incorrecte-
ment rendue au niveau de la discrétisation, entre les courants et les charges. Nous avons alors
expérimenté des techniques d’augmentation de l’approximation de la charge suivant en cela
les procédés utilisés pour stabiliser les schémas d’approximation du système de Stokes. A la
suite de l’amélioration observée sur les résultats dans le cas 2D, nous avons transposé cette
procédure au cas tridimensionnel. A travers divers tests, nous avons constaté l’amélioration
de la qualité de l’approximation amenée par la procédure de stabilisation. Cela fait de la
formulation courants et charges un complément précieux pour la validation des résultatsob-
tenus par les formulations usuelles, car dans certaines configurations, les résultats fournis par
l’équation combinée (CFIE) et l’équation usuelle du champ électrique (EFIE) donnent des
résultats non concordants. Cette équation donne aussi une technique avec un champ d’appli-
cation en dehors de la portée des méthodes usuelles comme l’utilisation d’un maillage sans
conditions de raccord, la possibilité de raffiner celui-ci dans une zone sans avoir à se soucier
du raccord avec les zones voisines, ou de préconditionner par une matrice masse qui serait
diagonale par bloc.
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Chapitre 1
Cadre fonctionnel relatif au système de
Maxwell en régime harmonique
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Ce chapitre, à caractère introductif, donne le cadre fonctionnel qui permet de poser les
problèmes aux limites pour le système de Maxwell en régime harmonique et surtout pour
effectuer la résolution de ces derniers par équations intégrales. Nous commençons par une
présentation du problème aux limites relatif à la diffraction d’une onde électromagnétique
par un obstacle parfaitement conducteur. La deuxième section est ensuite consacrée aux dé-
finitions et aux principales propriétés des espaces fonctionnels qui interviennent dans la for-
mulation précise de ce problème aux limites dans le cas où la géométrie a une régularité
lipschitzienne.
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1.1 Diffraction par un obstacle parfaitement conducteur
1.1.1 Description du problème physique
Dans un premier temps, nous introduisons les données caractéristiques du problème de
diffraction qui sont représentées par :
– un obstacle placé dans le vide, occupant un volume de l’espace, décrit par un domaine
borné Ω− de R3, représentation géométrique du métal parfaitement conducteur ;
– sa frontière Γ, dont nous préciserons la régularité par la suite, est la surface de l’objet
métallique ; n est la normale à Γ sortante de Ω− ;
n
G
W
-
W
+
FIG. 1.1 – Vue schématique de la géométrie du problème de diffraction
– Ω+ = R3\Ω− est le domaine extérieur ayant Γ comme interface commune avec Ω−,
comme l’indique le schéma de la figure FIG 1.1 ;
– une onde plane incidente (Einc,Hinc) harmonique avec une dépendance implicite en
temps en e−iωt où ω > 0 est la pulsation.
Le but est de trouver le champ diffracté (Ediff,Hdiff) par l’obstacle, ou ce qui est équivalent,
du champ total
(
E,H
)
=
(
Einc,Hinc
)
+
(
Ediff,Hdiff
)
,
qui est lui aussi harmonique avec une dépendance implicite en temps en e−iωt, supprimée par
linéarité. Nous notons en gras les vecteurs à trois composantes réelles ou complexes dans un
repère cartésien de l’espace.
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1.1.2 Les équations de Maxwell
Écriture formelle du problème aux limites
Le problème modèle s’écrit à partir des équations de Maxwell en régime fréquentiel. Le
problème aux limites associé dans Ω+ est le suivant :
∇× E− iκZ0H = 0, dans Ω+,
∇×H+ iκZ−10 E = 0, dans Ω+,
E+ × n = 0, sur Γ,
lim|x|−→∞ |r(x)|
(
E− Einc + r(x)|r(x)| × Z0
(
H−Hinc)) = 0.
(1.1)
Les notations sont les suivantes
– r(x) est le rayon vecteur (ou vecteur position) du point x
r(x) =
 x1x2
x3
 ;
– le produit vectoriel est noté par le symbole ×, et le produit scalaire (et non le produit
hermitien) de deux vecteurs à trois composantes réelles ou complexes par · ;
– la conditionE+×n peut être définie de façon équivalente, au moins pour une géomé-
trie assez régulière, à l’aide de la trace tangentielle
E+t = n×
(
E+ × n)
= E+ − (E+ · n) n,
E± =
(
E|Ω±
)|Γ,
et permet de prendre en compte la condition de métal parfaitement conducteur à la
frontière de Ω+ ;
– les exposants ± indiquent que les traces respectives sont prises à partir de Ω+ ou Ω−.
Dans ce système, l’impédance du vide Z0 est écrite à partir de la permittivité électrique
ε0 et de la perméabilité magnétique µ0 de l’air :
Z0 =
√
µ0
ε0
,
(Z0 ≈ 100pi dans le système international S.I.). Nous rappelons que la vitesse des ondes
électromagnétiques dans l’air est donnée par
c =
1√
ε0µ0
.
La longueur d’onde est associée à la pulsation ω et à la vitesse c par :
λ =
2pic
ω
,
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et le nombre d’onde κ est défini par
κ =
2pi
λ
.
Le vecteur unitaire ν donne les cosinus directeurs de la direction opposée à celle suivant
laquelle se propage l’onde incidente
ν =
 sin θ cosϕsin θ sinϕ
cos θ
 ,
où θ et ϕ sont les angles utilisés en coordonnées sphériques usuels. Les ondes planes harmo-
niques sont des solutions particulières du système de Maxwell du type
Einc(x) = E0 e
−iκν·r(x), Hinc(x) = H0 e
−iκν·r(x), (1.2)
où les amplitudes des champs E0, H0 et le vecteur ν sont reliées par la relation suivante{
E0,H0,−ν
}
forment un repère direct et |E0| = Z0|H0|.
Écriture normalisée du système de Maxwell
Pour alléger l’écriture, nous substituons H à Z0H. Le système de Maxwell se réécrit
alors sous la forme suivante
∇×E− iκH = 0, dans Ω+,
∇×H+ iκE = 0, dans Ω+,
E+t = 0, sur Γ,
CR
(
E− Einc,H−Hinc) = 0,
(1.3)
qui correspond à un milieu d’impédance caractéristique Z0 = 1. La condition de radiation
prend alors la forme suivante :
CR
(
E− Einc,H−Hinc) = lim
|x|−→∞
|r(x)|
((
E− Einc)+ r(x)|r(x)| × (H−Hinc)
)
. (1.4)
En l’absence de cadre fonctionnel, le problème (1.3) est posé seulement de façon for-
melle. Nous allons nous attacher dans la suite à en donner un énoncé précis. En fait les
conditions de Meixner imposant que l’énergie électromagnétique reste bornée sur tout do-
maine borné (cf. e.g., [5]), conduisent naturellement à rechercher E et H dans L2(Ω+a ) pour
tout a > 0 où Ω+a = Ω+ ∩ Ba, Ba est la boule de centre 0 et de rayon a. Les équations
à l’extérieur de Ω+ sont écrites au sens des distributions sur Ω+. La difficulté essentielle
pour poser de façon précise le problème (1.3), provient du sens à donner aux conditions aux
limites. Nous allons dans ce qui suit préciser le sens de ces dernières.
Cadre fonctionnel 9
1.2 Cadre fonctionnel
Le cadre fonctionnel, pour donner un sens aux conditions aux limites ci-dessus, est fourni
par une synthèse des résultats donnés dans [7, 8, 9, 11, 12, 34] pour définir les espaces fonc-
tionnels appropriés sur la frontière Γ, dans le cas général où le domaine Ω+ est lipschitzien.
Nous en profiterons pour introduire les opérateurs différentiels tangentiels qui agissent sur
les fonctions scalaires et vectorielles de ces espaces. Ces définitions seront nécessaires à
la construction des opérateurs intégraux sur Γ intervenant dans la résolution par équations
intégrales du système de Maxwell (1.3).
Nous commençons tout d’abord par donner une définition précise du type de géomé-
trie avec laquelle nous travaillons. Nous donnons ensuite un bref rappel sur les espaces de
Sobolev et les espaces de trace correspondants.
1.2.1 Rappels et définitions
Nous supposons que le domaine Ω− est un domaine borné lipschitzien, i.e., il peut être
décrit au voisinage d’un point x de la frontière comme un domaine situé au dessus d’un
graphe lipschitzien [34]. De façon générique, nous désignons par Ω l’un des domaines Ω−
ou Ω+. Les espaces de Sobolev Hs(Ω) pour tout s ∈ R peuvent être définis sur un domaine
lipschitzien Ω comme suit (voir McLean [34], par exemple). Les espaces Hs(Ω), correspon-
dant à un exposant s ≥ 0, sont définis comme les restrictions à Ω de fonctions dans Hs(R3)
Hs(Ω) =
{
u ∈ D′(Ω) ; ∃ v ∈ Hs(R3) tel que u = v|Ω
}
.
L’espace Hs(Ω) est muni de la norme quotient
‖u‖Hs(Ω) = inf
v∈Hs(R3), v|Ω=u
‖v‖Hs(R3).
qui lui confère une structure d’espace de Hilbert. Nous avons en particulier H0(Ω) = L2(Ω).
Pour définir l’espace de Sobolev relatif à un exposant s < 0, nous considérons d’abord
l’espace H˜s(Ω) constitué des fonctions dans Hs(R3) à support contenu dans Ω (voir McLean
[34])
H˜s(Ω) = Hs
Ω
(R3) =
{
u ∈ L2(Ω) ; u˜ ∈ Hs(R3)},
où u˜ est le prolongement de u par zéro à R3
u˜ =

u(x) si x ∈ Ω,
0 si x ∈ R3\Ω.
L’espace H−s(Ω) pour s > 0 est alors le dual topologique de H˜s(Ω). Clairement, comme
dual d’un espace de Hilbert, cet espace est aussi un espace de Hilbert.
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Sur la frontière Γ, nous utiliserons les espaces standard de Sobolev Hs (Γ) qui, pour le
cas lipschitzien, sont définis pour −1 ≤ s ≤ 1 par coordonnées locales, où le passage d’un
système de coordonnées à un autre se fait par un changement de variable lipschitzien. Il est
de ce fait un espace de Hilbert pour la topologie définie par la famille de semi normes définies
pour u ∈ Hs (Γ) par ‖ϕ (u ◦ T )‖Hs(R2) où T : U ⊂ R2 7→ Γ est un système de coordonnées
locales sur Γ et ϕ ∈ D(U).
Il est aussi possible de définir de façon équivalente l’espace Hs (Γ), pour 0 < s < 1,
comme l’espace des traces γ
(
Hs+
1
2 (Ω)
)
où γ est l’opérateur standard de trace défini pour les
fonctions régulières par
γ : Hs+
1
2 (Ω) 7→ Hs (Γ) . (1.5)
u 7→ u|Γ
Il est connu que cet opérateur est linéaire, continu et surjectif et admet aussi un relèvement
continu [12, 2]. Les espaces Hs (Γ) et H−s(Γ), pour −1 ≤ s ≤ 1, sont en dualité avec de
plus L2 (Γ) comme espace pivot.
1.2.2 Trace tangentielle des champs vectoriels H1
Nous considérons d’abord les deux opérateurs qui permettent de passer à la “composante
tangentielle”
pi× : L
2 (Γ) 7→ L2t (Γ) et pi‖ : L
2 (Γ) 7→ L2t (Γ) ,
u 7→ u× n u 7→ n× (u× n) (1.6)
où l’espace L2t (Γ) est le sous-espace de L2 (Γ) donné par
L2t (Γ) =
{
u ∈ L2 (Γ) ; u · n = 0}.
Les espaces des champs de vecteurs à trois composantes complexes dans un repère ortho-
normé de l’espace R3 sont notés en gras. Pour un domaine lipschitzien, la normale n est un
champ dans L∞ (Γ) qui est un espace de multiplicateurs pour L2 (Γ). Les opérateurs pi× et
pi
‖
sont donc bien définis, linéaires et continus, de même que l’espace L2t (Γ). En utilisant
les propriétés du produit vectoriel, il est facile de vérifier que
kerpi× = kerpi‖ dans L
2 (Γ) . (1.7)
Dans le cas où le domaine est régulier, C∞ (Γ) pour simplifier, la normale n est un champ
dans C∞ (Γ). Ce champ de vecteurs est ainsi un multiplicateur dans tout espace de Sobolev
Hs (Γ). L’espace de champs de vecteurs tangents à Γ
Hst (Γ) =
{
u ∈ Hs (Γ) ; u · n = 0}. (1.8)
est ainsi bien défini et les opérateurs de passage à la trace tangentielle sont donnés dans ce
cadre par :
pi× : H
s (Γ) 7→ Hst (Γ) , pi‖ : H
s (Γ) 7→ Hst (Γ) . (1.9)
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Si le domaine Ω est seulement lipschitzien et s 6= 0, l’espace Hst (Γ) ne peut plus gé-
néralement être défini par (1.8). Nous allons dans la suite adapter la construction de [12]
pour définir ces espaces et en particulier caractériser la trace des éléments de H(rot,Ω) qui
sera définie plus loin. Cet espace donne le cadre fonctionnel naturel pour poser le système de
Maxwell suite à la condition de Meixner, i.e., que les champsE etH sont de module de carré
intégrale au voisinage de tout point du bord. Les développements qui suivent sont largement
inspirés de cet article.
Les opérateurs pi× et pi‖ étant définis de L2 (Γ) dans L2t (Γ), nous pouvons définir algé-
briquement avec [12] les images des deux opérateurs précédents
H
1/2
× (Γ) = pi×
(
H1/2 (Γ)
)
, H
1/2
‖ (Γ) = pi‖
(
H1/2 (Γ)
)
. (1.10)
que nous munissons d’une structure d’espace de Hilbert à l’aide des normes quotient corres-
pondantes
‖u‖
H
1/2
× (Γ)
= inf
v∈H1/2(Γ),pi×v=u
‖v‖H1/2(Γ), (1.11)
‖u‖
H
1/2
‖
(Γ)
= inf
v∈H1/2(Γ),pi
‖
v=u
‖v‖H1/2(Γ). (1.12)
Les opérateurs
pi× : H
1/2 (Γ) 7→ H
1/2
× (Γ) , pi‖ : H
1/2 (Γ) 7→ H
1/2
‖ (Γ) , (1.13)
sont ainsi définis comme des opérateurs linéaires, continus et surjectifs. Ils admettent donc
un relèvement continu , i.e., il existe pi−1× et pi−1‖ tels que
pi× ◦ pi−1× v = v, ∀v ∈ H1/2× (Γ) , pi‖ ◦ pi−1‖ v = v, ∀v ∈ H
1/2
‖ (Γ) .
Les espaces duaux de H1/2× (Γ) et de H
1/2
‖ (Γ), en prenant L
2
t (Γ) comme espace pivot,
sont respectivement notés par H−1/2× (Γ) et H
−1/2
‖ (Γ) qui sont aussi des espaces de Hilbert
munis de leurs normes naturelles d’espace dual d’un espace de Hilbert. Ces espaces sont à la
base de la construction des traces des éléments de H(rot,Ω).
Dans le cas où Ω est un domaine à frontière régulière, par exemple de classe C2, il est
important de noter que ces espaces coïncident avec l’espace de champs de vecteurs tan-
gents (1.8). Généralement, cependant, dans le cas d’un domaine lipschitzien, ce sont des
espaces différents. Cette identité entre les espaces de trace tangentielle H1/2× (Γ) , H
1/2
‖ (Γ)
et H1/2t (Γ) pour un domaine régulier doit être remplacée par des isomorphismes appropriés
lorsque le domaine Ω est lipschitzien, comme on va le rappeler, suivant en cela l’étude effec-
tuée dans [12], mais en travaillant ici directement avec les espaces de trace H1/2 (Γ) et non
avec les éléments de H1(Ω).
Nous introduisons avec [12] les opérateurs adjoints de pi× et de pi‖
i× : L
2
t (Γ) 7→ L
2 (Γ) et i
‖
: L2t (Γ) 7→ L
2 (Γ) . (1.14)
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Grâce à l’hypothèse de régularité lipschitzienne sur le domaine Ω, nous pouvons définir un
repère local orthonormé (τ 1, τ 2,n) pour presque tout x ∈ Γ. Ici, τ 1 et τ 2 sont deux vecteurs
orthonormés, tandis que n est la normale sortante de Ω. On peut écrire alors
pi
‖
u = (u · τ 1)τ 1 + (u · τ 2)τ 2, (1.15)
pi×u = (u · τ 2)τ 1 − (u · τ 1)τ 2. (1.16)
En conséquence, l’opérateur i
‖
associe simplement à un vecteur dans L2t (Γ) le vecteur avec
les mêmes composantes tangentielles et une composante normale nulle. L’opérateur i× est
défini de la même façon mais en tournant les composantes tangentielles autour de la normale
u ∈ L2t (Γ) , u = u1τ 1 + u2τ 2,
{
i
‖
u = u1τ 1 + u2τ 2,
i×u = −u2τ 1 + u1τ 2.
(1.17)
Les champs de vecteurs i
‖
u et i×u sont considérés comme des champs vectoriels particuliers
sur Γ. Les opérateurs définis en (1.14) peuvent être prolongés, en des isomorphismes [12] et
[11, Proposition 2.3], sur des espaces de régularité plus faible de la façon suivante
i× : H
−1/2
× (Γ) 7→ H
−1/2
0 (Γ) , i‖ : H
−1/2
‖ (Γ) 7→ H
−1/2
0 (Γ) , (1.18)
où l’espace H−1/20 (Γ) peut être défini de comme suit
H
−1/2
0 (Γ) :=
(
kerpi× ∩H1/2 (Γ)
)0⊂ H−1/2 (Γ), (1.19)
=
{
ψ ∈ H−1/2 (Γ) ; 〈ψ,u〉 1
2
,Γ = 0 ∀u ∈ kerpi× ∩H1/2 (Γ)
}
.
Nous notons le produit de dualité entreH−s (Γ) etHs (Γ) par 〈·, ·〉s,Γ, l’exposant 0 désignant
l’ensemble polaire. L’espace ci-dessus admet plusieurs caractérisations équivalentes qui sont
mises en évidence et détaillées dans [12, Lemme 2.3]
H
−1/2
0 (Γ) = i×
(
L2t (Γ)
)H−1/2(Γ)
= i
‖
(
L2t (Γ)
)H−1/2(Γ)
, (1.20)
H
−1/2
0 (Γ) =
{
ψ ∈ H−1/2 (Γ) ; 〈ψ,γ(∇u)〉1
2
,Γ
= 0 ∀u ∈ H2(Ω) ∩ H10(Ω)
}
, (1.21)
où W V
′
désigne la fermeture de W pour la norme de V ′. En utilisant (1.21), on peut mon-
trer qu’il existe des domaines lipschitziens pour lequel H−1/20 (Γ) ≡ H−1/2 (Γ). Dans ce
cas, l’identification (1.20) implique que l’espace L2t (Γ) est dense dans H−1/2 (Γ) qui, dans
ce cas, est isomorphe aux espaces H−1/2× (Γ) et H
−1/2
‖ (Γ). Les propriétés (1.18) et (1.19)
caractérisent H−1/2× (Γ) et H
−1/2
‖ (Γ) comme des sous-espaces de H−1/2 (Γ). Elles seront
cruciales au chapitre deux pour donner un sens aux potentiels créés par un des éléments de
ces espaces.
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1.2.3 Opérateur de rotation
L’opération géométrique n×, qui est définie dans L2t (Γ), peut être étendue en un opéra-
teur linéaire et continu de H−1/2× (Γ) à H
−1/2
‖ (Γ). Plus précisément, l’opérateur de rotation
n×, agissant sur L2t (Γ), donné comme composition des opérateurs i−1‖ et i×, définit ainsi un
opérateur borné
n× : L2t (Γ) 7→ L2t (Γ) . (1.22)
En utilisant (1.13) et la définition de H1/2× (Γ) et de H1/2‖ (Γ), on en déduit immédiatement
que l’opérateur de rotation peut être restreint àH1/2× (Γ) et prolongé àH
−1/2
× (Γ) comme suit
n× : H1/2× (Γ) H1/2‖ (Γ) , n× : H−1/2× (Γ) H−1/2‖ (Γ) . (1.23)
Enfin, l’opérateur n× est inversible avec (n×)−1 = (n×)? = −n×, où (n×)? est l’opérateur
adjoint de n×. De plus, pour tout u ∈ L2(Γ), nous avons
pi×u = −n× (pi‖u), pi‖u = n× (pi×u).
Il est important de noter que, par le simple argument d’analyse fonctionnelle donné en (1.23),
l’opérateur de rotation est bien défini entre les deux espaces H−1/2× (Γ) et H
−1/2
‖ (Γ). C’est
une généralisation de l’opération géométrique n×.
1.2.4 Opérateurs différentiels surfaciques
Dans la suite, nous avons besoin d’opérateurs différentiels définis sur la surface Γ, bord
du domaine lipschitzien ci-dessus. Nous considérons les opérateurs différentiels linéaires et
continus usuels : gradient et rotationnel vectoriels surfaciques
∇Γ : H
1 (Γ) 7→ L2t (Γ) , curlΓ : H
1 (Γ) 7→ L2t (Γ) .
u 7→ ∇Γu u 7→ ∇Γu× n (1.24)
qui sont définis sur Γ de la façon habituelle par un argument de localisation (cf., e.g., [12]).
Leurs opérateurs transposés sont respectivement la divergence et le rotationnel scalaires sur-
faciques qui sont linéaires et continus
∇Γ· : L
2
t (Γ) 7→ H
−1 (Γ) , curlΓ : L
2
t (Γ) 7→ H
−1 (Γ) .
u 7→ ∇Γ · u u 7→ curlΓ u
(1.25)
Ces opérateurs transposés sont alors définis au sens du produit de dualité suivant〈
∇Γ · u, ϕ
〉
1,Γ
= −〈u,∇Γϕ〉t,Γ, u ∈ L2t (Γ) , ϕ ∈ H−1 (Γ) , (1.26)〈
curlΓ u, ϕ〉1,Γ =
〈
u, curlΓ ϕ
〉
t,Γ, u ∈ L2t (Γ) , ϕ ∈ H−1 (Γ) , (1.27)
où nous notons par 〈·, ·〉t,Γ le produit scalaire dans L2t (Γ) qui est défini par
〈u,v〉t,Γ =
∫
Γ
u · v dΓ pour u,v dans L2t (Γ) .
En utilisant le produit de dualité (1.26) et (1.27), il est facile de vérifier que
curlΓ u = −∇Γ · (n× u), ∇Γ · u = curlΓ (n× u) ∀u ∈ L2t (Γ) . (1.28)
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Nous allons maintenant rappeler l’étude donnée dans [12] sur les prolongements des opé-
rateurs ∇Γ, curlΓ et leurs opérateurs adjoints. On commence par définir l’espace H3/2 (Γ).
Définition 1.2.1 L’espace H3/2 (Γ) est défini comme l’espace des traces des éléments de
H2(Ω), (cf. [12, 7, 8]),
H3/2 (Γ) =
{
v|Γ ; v ∈ H2 (Ω)
}
.
Cet espace de trace n’a pas de définition intrinsèque à la surface Γ dans le cas où Ω est
seulement lipschitzien. Cependant, il est un espace de Hilbert pour la norme quotient
‖v‖H3/2(Γ) = inf
u∈H2(Ω), u|Γ=v
‖u‖H2(Ω).
Nous notons H−3/2 (Γ) son espace dual avec L2 (Γ) comme espace pivot 1.
Les opérateurs ∇Γ et curlΓ peuvent être restreints à des espaces de fonctions plus ré-
gulières. Nous référons à [7, 8] pour le cas d’un domaine polyédrique, et à [12] pour le
cas Ω d’un domaine à frontière lipschitzienne. Les opérateurs définis en (1.24) peuvent être
prolongés en des opérateurs linéaires et continus [12, Proposition 3.4]
∇Γ : H
3/2 (Γ) 7→ H
1/2
‖ (Γ) , curlΓ : H
3/2 (Γ) 7→ H
1/2
× (Γ) . (1.29)
En conséquence, leurs opérateurs adjoints sont des opérateurs linéaires, continus et surjectifs
∇Γ· : H
−1/2
‖ (Γ) 7→ H
−3/2 (Γ) , curlΓ : H
−1/2
× (Γ) 7→ H
−3/2 (Γ) , (1.30)
qui peuvent être définis au sens du produit de dualité suivant〈
∇Γ · u, ϕ|Γ
〉
3
2
,Γ
= −〈u,∇Γ(ϕ|Γ)〉‖,Γ, u ∈ H−1/2‖ (Γ) , ϕ ∈ H2(Ω), (1.31)〈
curlΓ v, ϕ|Γ
〉
3
2
,Γ
=
〈
v, curlΓ (ϕ|Γ)
〉
×,Γ
, v ∈ H−1/2× (Γ) , ϕ ∈ H2(Ω), (1.32)
où nous notons par
–
〈·, ·〉
‖,Γ
le produit de dualité entre H−1/2‖ (Γ) et H
1/2
‖ (Γ) ;
–
〈·, ·〉
×,Γ
le produit de dualité entre H−1/2× (Γ) et H
1/2
× (Γ).
Par un argument de dualité, en utilisant (1.31), (1.32) et l’opérateur de rotation défini en
(1.23), nous pouvons étendre (1.28) aux u ∈ H−1/2× (Γ) et aux v ∈ H−1/2‖ (Γ)
curlΓ u = −∇Γ · n× u et ∇Γ · v = curlΓ n× v. (1.33)
1i.e. H3/2 (Γ) ⊆ L2 (Γ) ⊆ H−3/2 (Γ)
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1.2.5 Trace tangentielle des champs vectoriels dans H(rot,Ω)
L’espace H(rot,Ω) joue un rôle essentiel dans l’analyse des propriétés d’existence et
d’unicité des solutions du système de Maxwell. Afin de poser de façon précise le système de
Maxwell et de décrire les propriétés de ses solutions, on définit l’espace fonctionnel suivant
H(rot,Ω) =
{
u ∈ L2(Ω) ; ∇× u ∈ L2(Ω)}.
La formule d’intégration par partie suivante peut être aisément établie à l’aide d’un argument
de densité
∀u ∈ H(rot,Ω), ∀ψ ∈ H1(Ω) :∫
Ω
(
u · ∇×ψ −ψ · ∇× u) dΩ = 〈pi×γu,pi‖γψ〉‖,Γ
= −〈pi
‖
γu,pi×γψ
〉
×,Γ
, (1.34)
la normale étant orientée vers l’extérieur de Ω. Pour tout ψ ∈ H1(Ω) on a γψ ∈ H1/2(Γ).
De plus pi×γψ et pi‖γψ sont des éléments respectivement dans H
1/2
× (Γ) et dans H
1/2
‖ (Γ).
Grâce à la surjectivité des opérateurs pi×, pi‖ et γ définis respectivement en (1.13) et en
(1.5), l’opérateur de trace tangentielle γ
‖
= pi
‖
γ et l’opérateur de trace tangentielle tourné
γ× = pi×γ peuvent être définis comme suit
γ
‖
: H1(Ω) 7→ H
1/2
‖ (Γ) , γ× : H
1(Ω) 7→ H
1/2
× (Γ) .
u 7→ γ
‖
u = pi
‖
γu u 7→ γ×u = pi×γu
(1.35)
Ces opérateurs tangentiels sont linéaires, continus et surjectifs. La formule (1.34) peut se
réécrire
∀u ∈ H(rot,Ω), ∀ψ ∈ H1(Ω) :∫
Ω
(
u · ∇×ψ −ψ · ∇× u) dΩ = ∫
Γ
u× n ·ψ dΓ = 〈γ×u,γ‖ψ〉‖,Γ
= −
∫
Γ
u · (ψ × n) dΓ = −〈γ
‖
u,γ×ψ
〉
×,Γ
. (1.36)
Ces deux dernières relations permettent alors d’obtenir que les opérateurs tangentiels, γ× et
γ
‖
donnés en (1.35), peuvent être prolongés en des opérateurs linéaires et continus comme
suit
γ
‖
: H(rot,Ω) 7→ H
−1/2
× (Γ) , γ× : H (rot,Ω) 7→ H
−1/2
‖ (Γ) . (1.37)
Il est important de remarquer que
– la trace tangentielle de l’espace H(rot,Γ) est définie dans le dual de l’espace de la
trace tangentielle tournée H−1/2× (Γ) ;
– la trace tangentielle tournée de l’espace H(rot,Γ) est définie dans le dual de l’espace
de la trace tangentielle H−1/2‖ (Γ) ;
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– plus précisément, les produits de dualités 〈·, ·〉‖,Γ et 〈·, ·〉×,Γ peuvent être redéfinis
〈·, ·〉‖,Γ : H−1/2‖ (Γ)×H1/2‖ (Γ) 7→ C,
〈·, ·〉×,Γ : H−1/2× (Γ)×H1/2× (Γ) 7→ C,
via la formule de Green
∀u ∈ H(rot,Ω), ∀ψ ∈ H1(Ω) :∫
Ω
(
u · ∇×ψ −ψ · ∇× u) dΩ = 〈γ×u,γ‖ψ〉‖,Γ
= −〈γ
‖
u,γ×ψ
〉
×,Γ
. (1.38)
Remarque 1.2.1 En outre, à partir de (1.38), on a également que les applications, définies
pour ϕ ∈ H1(Ω), par
ϕ 7→ γ×∇ϕ = curlΓ γϕ et ϕ 7→ γ‖∇ϕ =∇Γγϕ,
sont linéaires, continues et ne dépendent que de la trace de ϕ sur la frontière Γ. De la même
façon , comme ci-dessus en remplaçant dans (1.38) u par ∇ϕ, on obtient∫
Ω
∇ϕ · ∇×ψ dΩ = 〈γ×∇ϕ,γ‖ψ〉‖,Γ = 〈curlΓ γϕ,γ‖ψ〉‖,Γ, (1.39)∫
Ω
∇ϕ · ∇×ψ dΩ = −〈γ
‖
∇ϕ,γ×ψ
〉
×,Γ
= −〈∇Γγϕ,γ×ψ〉×,Γ. (1.40)
Ceci conduit à prolonger∇Γ et curlΓ en des opérateurs linéaires et continus à valeurs dans
H
−1/2
‖ (Γ) et dans H
−1/2
× (Γ) [12, Proposition 3.6] comme suit
∇Γ : H
1/2 (Γ) 7→ H
−1/2
× (Γ) , curlΓ : H
1/2 (Γ) 7→ H
−1/2
‖ (Γ) . (1.41)
De manière analogue, les opérateurs adjoints introduits en (1.30) sont aussi linéaires et
continus pour le choix d’espaces suivant
∇Γ· : H
1/2
× (Γ) 7→ H
−1/2 (Γ) , curlΓ : H
1/2
‖ (Γ) 7→ H
−1/2 (Γ) . (1.42)
qui peuvent être définis au sens du produit de dualité ci-dessus〈
curlΓ u, γϕ
〉
1
2
,Γ
=
〈
curlΓ γϕ,u
〉
‖,Γ
, u ∈ H1/2‖ (Γ) , ϕ ∈ H1(Ω), (1.43)〈
∇Γ · v, γϕ
〉
1
2
,Γ
= − 〈∇γϕ,v〉
×,Γ
, v ∈ H1/2× (Γ) , ϕ ∈ H1(Ω). (1.44)
Enfin, l’égalité (1.33) reste encore valable pour tout u ∈ H1/2‖ (Γ) et v ∈ H1/2× (Γ).
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L’intérêt de la caractérisation de l’espace des traces tangentielles et de l’espace des com-
posantes tangentielles de trace dans H(rot,Ω), ou de façon analogue dans Hloc(rot,Ω+),
apparaît maintenant de façon claire. On désigne par
H−1/2(divΓ,Γ) :=
{
u ∈ H−1/2‖ (Γ) ; ∇Γ · u ∈ H−1/2 (Γ)
}
, (1.45)
H−1/2(curlΓ,Γ) :=
{
u ∈ H−1/2× (Γ) ; curlΓ u ∈ H−1/2 (Γ)
}
. (1.46)
Ce sont des espaces de Hilbert muni de la norme du graphe induite
‖u‖
H−1/2(divΓ,Γ)
:=
(
‖u‖2
H
−1/2
‖
(Γ)
+ ‖∇Γ · u‖2H−1/2(Γ)
)1/2
,
‖u‖
H−1/2(curlΓ,Γ)
:=
(
‖u‖2
H
−1/2
× (Γ)
+ ‖curlΓ u‖2H−1/2(Γ)
)1/2
.
Ces espaces permettent de caractériser la trace tangentielle d’un élément dansH(rot,Ω−)
(ou Hloc(rot,Ω+)). Les résultats suivants ont été démontrés dans [12, 24] pour un domaine
lipschitzien et dans [8] pour un domaine à frontière polyédrique.
Théorème 1.2.1 Les opérateurs γ±× et γ±‖ peuvent être prolongés en des opérateurs linéaires
et continus définis sur H(rot,Ω−) ou sur Hloc(rot,Ω+). On a notamment que
γ+× : Hloc(rot,Ω
+) 7→ H−1/2(divΓ,Γ), γ
−
× : H(rot,Ω
−) 7→ H−1/2(divΓ,Γ),
γ+
‖
: Hloc(rot,Ω+ 7→ H
−1/2(curlΓ,Γ), γ
−
‖
: H(rot,Ω−) 7→ H−1/2(curlΓ,Γ),
sont linéaires, continus et surjectifs. De plus, les produits de dualités 〈·, ·〉‖,Γ et 〈·, ·〉×,Γ
peuvent alors être prolongés en des formes sésquilinéaires comme suit
〈·, ·〉×,Γ : H−1/2(curlΓ,Γ)×H−1/2(divΓ,Γ) 7→ C,
〈·, ·〉‖,Γ : H−1/2(divΓ,Γ)×H−1/2(curlΓ,Γ) 7→ C,
où l’espace dual de H−1/2(divΓ,Γ) est donnée par{
H−1/2(divΓ,Γ)
}′
:= H−1/2(curlΓ,Γ).
Remarque 1.2.2 A partir de ces définitions, on en déduit que l’opérateur de rotation n×
défini en (1.23) peut être donné comme composition des opérateurs tangentiels γ
‖
et γ× de
la façon suivante
n× = −γ×γ−1‖ , ou n× = γ‖γ−1× , (1.47)
et prolongé comme suit [24]
n× : H−1/2(divΓ,Γ) H−1/2(curlΓ,Γ). (1.48)
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1.2.6 Trace normale des champs vectoriels dans H(div,Ω)
La densité deD(Ω) dans H(div,Ω)
H(div,Ω) =
{
u ∈ L2(Ω) ; ∇ · u ∈ L2(Ω)},
permet de définir la trace normale des éléments de cet espace. Plus précisément, pour u ∈
H(div,Ω), la trace normale u · n est bien définie dans H−1/2 (Γ) à partir de la formule de
Green (cf., e.g., [2]),
∀ϕ ∈ H1(Ω),
∫
Ω
(
ϕ∇ · u− u · ∇ϕ) dΩ = 〈u · n, γϕ〉1
2
,Γ
. (1.49)
Le point clé qui permet d’établir l’existence de cette trace est le fait que dans la formule
(1.49) n’intervient que la trace ϕ|Γ ∈ H1/2 (Γ) et non pas les valeurs de ϕ à l’intérieur de
Ω. Nous sommes même assurés de la surjectivité de cette trace en résolvant un problème de
Neumann (cf., e.g., Brezzi-Fortin [6]). Ceci conduit à la définition de l’opérateur de trace
normale
γ
N
: H(div,Ω) 7→ H−1/2 (Γ) .
u 7→ γ
N
u = u · n
(1.50)
1.2.7 Frontière courbe polyédrique
Les espaces précédents, introduits dans le cadre d’un domaine lipschitzien, sont définis
de façon abstraite à l’aide d’arguments d’analyse fonctionnelle. Cependant, les surfaces, qui
interviennent en pratique, en plus d’être lipschitziennes sont de classe C∞ par morceaux
formant des polyèdres à faces courbes. Lorsque le domaine Ω a un tel type de frontière,
il est possible de donner une caractérisation plus explicite de H1/2× (Γ) et H
1/2
‖ (Γ) par des
conditions intégrales vérifiées par les restrictions des éléments de ces espaces aux différentes
faces constituant Γ.
Pour mettre en évidence les conditions de raccord des restrictions aux différentes faces
du domaine polyédrique courbe, nous allons examiner l’exemple simple suivant.
Traces tangentielles d’un champ régulier sur la frontière d’un quart d’espace
Nous nous concentrons sur une singularité de type arête. Comme ces comportements
singuliers sont de nature locale, il nous suffit en fait de considérer le cas du quart d’espace
suivant
Ω =
{
(x, y, z) ∈ R3; x > 0, y > 0}.
Soit le champ u ∈ C∞(R3) défini par
u(x, y, z) =
 u(x, y)0
0
 ,
Cadre fonctionnel 19
où la fonction u est une fonction de classe C∞ dépendant seulement de x et y. La trace
tangentielle ut est donnée
ut
∣∣y=0
x>0
=
 u0
0
 , ut∣∣x=0
y>0
=
 00
0
 .
Nous voyons clairement que les propriétés de régularité de u, (c’est-à-dire sur chaque com-
posante de u) qui seraient conservées pour ut lorsque la frontière est régulière, sont perdues
dans ce cas. Cette discontinuité de ut provient de celle de la composante normale ut · ν à
l’arête {x = 0, y = 0} où ν est une normale unitaire à l’arête qui est choisie dans le plan
tangent à Γ comme suit
ν∣∣y=0
x>0
=
 −10
0
 , ν∣∣x=0
y>0
=
 0−1
0
 .
Observons cependant que nous conservons un raccord de la composante tangentielle ut · τ à
l’arête où τ est un vecteur colinéaire à l’arête.
x > 0, y = 0
x = 0, y > 0
ν = (−1, 0, 0)
ν = (0,−1, 0)
En électromagnétisme, nous sommes souvent amenés à travailler avec les courants que
nous obtenons à partir des champs par une rotation de pi/2 autour de la normale n, où n ici
est la normale unitaire orientée vers l’extérieur de Ω définie par :
n∣∣y=0
x>0
=
 0−1
0
 , n∣∣x=0
y>0
=
 −10
0
 .
Nous avons ici un raccord des traces tangentielles au sens suivant
(n× ut)∣∣y=0
x>0
=
 00
u
 , (n× ut)∣∣x=0
y>0
=
 00
0
 .
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(n× ut · ν)∣∣y=0
x>0
=
 00
u
 ·
 −10
0
 = 0,
(n× ut · ν)∣∣x=0
y>0
=
 00
0
 ·
 0−1
0
 = 0.
Les propriétés mises en évidence dans le cas simple précédent s’étendent en fait à des
domaines polyédriques à faces courbes généraux et dans le cadre des espaces de Sobolev
H(rot,Ω) et H(div,Ω).
Cas d’un domaine polyédrique courbe
Introduisons quelques notations à la suite de [11] :
– les faces courbes du polyèdre Ω sont notés par
{
Γi
}N
i=1
où Γi est un domaine lui même
à frontière lipschitzienne tracé sur une surface régulière ;
– le vecteur normal à Γi est noté par ni ;
– pour tout champ de vecteurs tangents à Γ, ui désigne la restriction de u sur Γi ;
– τ i est le vecteur tangent unitaire à la frontière de Γi orienté dans le sens direct induit
par ni ;
– on note par Eij l’arête commune partagée par Γi et Γj, qui sera supposée être une
courbe régulière ;
Eij
ni
Γi
Γi
nj
– la normale unitaire νi à Eij considérée est celle qui est tangente à Γi et orientée vers
l’extérieur de Γi tel que τ i := ν i × ni est un vecteur tangent unitaire à Eij ;
– le couple (τ i,νi) est une base orthonormale du plan tangent à Γi, de plus (τ i,νi,ni)
est une base orthonormale de R3.
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Nous avons besoin des définitions suivantes [11]. Pour tout u ∈ H1/2t (Γi), on définit
N×ij (u) :=
∫∫
Γi×Γj
|ui · ν i(x) + uj · νj(y)|2
‖x− y‖3 dΓi(x) dΓj(y), ∀j, i ∈ Ij ,
N ‖ij(u) :=
∫∫
Γi×Γj
|ui · τ i(x) + uj · τj(y)|2
‖x− y‖3 dΓi(x) dΓj(y), ∀j, i ∈ Ij,
où on noté Ij l’ensemble des indices i tels que Γi partage une arête Eij avec Γj. Dans ce cas,
u ∈ H1/2× (Γ) si et seulement si pour tout système
{uj}Nj=1 avec uj ∈ H1/2t (Γj) pour tout j,
on a N×ij (u) <∞ pour tout i ∈ Ij . De plus u ∈ H1/2‖ (Γ) si et seulement si les composantes
tangentielles uj · τ j sur les arêtes se raccordent au sens d’une condition intégrable, i.e.,
N ‖ij(u) <∞ pour tout i ∈ Ij . En outre, les normes de ces espaces, données par
‖u‖
H
1/2
× (Γ)
:=
 N∑
j=1
‖uj‖2
H
1/2
t (Γj)
+
N∑
j=1
∑
i∈Ij
N×ij (u)
1/2 ,
‖u‖
H
1/2
‖
(Γ)
:=
 N∑
j=1
‖uj‖2
H
1/2
t (Γj)
+
N∑
j=1
∑
i∈Ij
N ‖ij(u)
1/2 ,
sont respectivement équivalentes aux normes définies en (1.11) et en (1.12) (cf., e.g., [11,
Lemme 1]).
1.2.8 Écriture précise du problème aux limites
L’espace H0(rot,Ω) des champs dans H(rot,Ω) ayant une trace tangentielle nulle sur
la frontière Γ
H0(rot,Ω) =
{
u ∈ H(rot,Ω) ; u× n = 0 sur Γ},
intervient d’une façon fondamentale pour le problème (1.3). En fait cet espace peut aussi être
défini de façon plus simple comme l’adhérence de D(Ω) dans H(rot,Ω). Il est naturel de
chercher la solution (E,H) de ce problème dans le cadre fonctionnel suivant
Hloc(rot,Ω+) =
{
u ∈ D′(Ω+) ; ϕu ∈ H(rot,Ω+), ∀ϕ ∈ D(R3)}, (1.51)
H0,loc(rot,Ω+) =
{
u ∈ D′(Ω+) ; ϕu ∈ H0(rot,Ω+), ∀ϕ ∈ D(R3)
}
. (1.52)
Le problème de Maxwell extérieur en régime harmonique peut alors être posé comme suit :
E ∈ H0,loc(rot,Ω+), H ∈ Hloc(rot,Ω+) :
∇×E− iκH = 0, dans Ω+,
∇×H+ iκE = 0, dans Ω+,
CR
(
E− Einc,H−Hinc) = 0,
(1.53)
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où la condition γ+
‖
(E) = 0 est incluse dans la définition de l’espace H0,loc(rot,Ω+).
1.2.9 Extension pour un second membre quelconque
Il est aussi intéressant d’étudier un type de problème particulier, qui n’est un problème de
diffraction, que si la donnée aux limites g correspond à la trace tangentielle d’une onde inci-
dente. Pour cela, posons d’abord le problème (1.53) à l’aide du champ diffracté (Ediff,Hdiff)
et non du champ total (E,H)
Ediff,Hdiff ∈ Hloc(rot,Ω+) :
∇× Ediff − iκHdiff = 0, dans Ω+,
∇×Hdiff + iκEdiff = 0, dans Ω+,
γ+
‖
Ediff = g, sur Γ,
lim|x|−→∞ |r(x)|
(
Ediff +
r(x)
|r(x)| ×H
diff
)
= 0,
(1.54)
où g = −γ
‖
Einc ∈ H−1/2(curlΓ,Γ) l’opposé de la trace tangentielle du champ électrique
correspondant à l’onde incidente. Nous pouvons alors considérer le problème
E,H ∈ Hloc(rot,Ω+) :
∇×E− iκH = 0, dans Ω+,
∇×H+ iκE = 0, dans Ω+,
γ+
‖
E = g, sur Γ,
lim|x|−→∞ |r(x)|
(
E+
r(x)
|r(x)| ×H
)
= 0,
(1.55)
pour une donnée g quelconque dans H−1/2(curlΓ,Γ).
Les résultats de [35, 34] permettent d’établir à l’aide du cadre fonctionnel précédent
l’existence et l’unicité d’une solution pour le problème (1.55) et par suite pour le problème
(1.53).
Mis à part un ensemble discret de nombres d’onde 0 < κ1 < κ2 · · · tendant vers +∞
et correspondant aux fréquences de résonance de la cavité Ω− pour des murs électriques,
ces mêmes résultats établissent l’existence et l’unicité pour le même problème posé dans Ω−
sans la condition de radiation qui est dans ce cas sans objet (voir par exemple [4, 19]).
1.3 Conclusion
Nous avons introduit dans ce chapitre le cadre fonctionnel qui permet de donner un
énoncé précis et des résultats d’existence-unicité pour le problème de diffraction d’une onde
électromagnétique par un obstacle parfaitement conducteur.
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En utilisant la densité de D(Ω+) dans H0(rot,Ω+), nous aurions pu poser de façon ri-
goureuse le problème de diffraction (1.53) et retrouver les résultats d’existence-unicité qui le
concernent sans rentrer dans les développements d’analyse et d’espaces fonctionnels précé-
dents. Ces développements sont, cependant, nécessaires pour introduire les représentations
intégrales qui interviennent dans les formulations par équations intégrales de frontière qui
font l’objet de ce travail.
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Chapitre 2
Représentation intégrale des solutions du
système de Maxwell
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Dans ce chapitre, nous rappelons les représentations intégrales des solutions du système
de Maxwell. Ces représentations sont données à l’aide des traces tangentielles des champs
(tournées de pi/2 autour de la normale) appelés courants équivalents et des traces normales
qui sont à un coefficient multiplicatif près les charges : c’est la célèbre formule de Stratton-
Chu. Ces représentations sont à la base des résolutions par équations intégrales du système
de Maxwell
2.1 Représentations intégrales
Notre objectif est de ne pas résoudre le système (1.53) de façon directe, mais de ramener
la détermination dans Ω+ des champs (E,H) vérifiant la condition de radiation à l’infini et
les équations de Maxwell, à celle de courants (J,M) et de charges (%, %m) équivalents sur la
surface Γ de l’obstacle. Nous passons ainsi d’un problème où les inconnues sont volumiques
à un problème posé sur la frontière du domaine.
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2.1.1 Courants et charges équivalents
La considération de courants (J,M) équivalents correspond exactement au prolonge-
ment de la solution (E,H) du système (1.53) par une solution du système de Maxwell dans
le domaine intérieur Ω− 
E,H ∈ H(rot,Ω−) :
∇×E− iκH = 0, dans Ω−,
∇×H+ iκE = 0, dans Ω−.
(2.1)
Du fait de ce prolongement, nous allons pouvoir travailler dans l’espace R3 tout entier.
Nous rappelons tout d’abord comment s’obtient la formule de représentation de la solu-
tion du problème (1.53) dans le cas général d’un domaine Ω+ à frontière lipschitzienne (cf.
[24] et [11, relation 30]). Le point de départ de la représentation est fourni par les formules
d’intégration par parties, données au chapitre précédent en (1.38) pour Ω = Ω−, dans Ω+ et
Ω− que l’on rappelle ci-dessous∫
Ω±
(
E · ∇×ψ −ψ · ∇×E) dΩ = ∓〈γ±×E,γ‖ψ〉‖,Γ,∫
Ω±
(
H · ∇×ψ −ψ · ∇×H) dΩ = ∓〈γ±×H,γ‖ψ〉‖,Γ.
Ces formules sont valables pour tout domaine lipschitzien et pour ψ ∈ D(R3). Nous obte-
nons ainsi directement que l’expression du rotationnel deE et deH, au sens des distributions
sur R3 tout entier, est donné par{
∇× E = F− [γ×E], dans D′(R3),
∇×H = G−[γ×H], dans D′(R3), (2.2)
où
[ · ] indique le saut à travers Γ donné par la différence des traces[
γ×ψ
]
= γ+×ψ − γ−×ψ,
et F et G sont les champs de vecteurs de composantes dans L2loc(R3) définis presque partout
par
F =∇× E|Ω+∪Ω−, G =∇×H|Ω+∪Ω−. (2.3)
Remarque 2.1.1 Le champ
[
γ×E
] ∈ H−1/2(divΓ,Γ) peut être interprété aussi comme une
distribution vectorielle sur R3 donnée par〈[
γ×E
]
,ψ
〉
D′,D
=
〈[
γ×E
]
,γ
‖
ψ
〉
‖,divΓ
. (2.4)
Pour alléger les notations, nous ne distinguons pas entre les deux objets, i.e., (1.38) et (2.4).
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Les formules (2.2) montrent que le champ défini sur Ω+∪Ω− par (E|Ω+,H|Ω+) solution
de (1.53) et (E|Ω−,H|Ω−) solution de (2.1) vérifie
∇× E− iκH = −M, dans D′(R3),
∇×H+ iκE = J, dans D′(R3),
CR
(
E− Einc,H−Hinc) = 0, (2.5)
où les sauts des traces J et M sont appelés par les physiciens courants équivalents. Ils sont
définis sur la surface Γ par
J = −[γ×H], M = [γ×E]. (2.6)
Remarque 2.1.2 Les courants J et M sont deux distributions sur R3 et sont des champs
tangents à Γ au sens du théorème 1.2.1 dans H−1/2(divΓ,Γ) . Comme cela est mentionné
dans la remarque ci-dessus. Nous ne distinguons pas entre J et M comme éléments de
H−1/2(divΓ,Γ) et les distributions sur R3 qui leur sont associées comme en (2.4).
Il reste à définir les charges afin de pouvoir donner une représentation intégrale de E et
H. Les formules d’intégration par parties (1.50) dans Ω+ et Ω− donnent∫
Ω±
(
E · ∇ϕ+ ϕ∇ · E
)
dΩ =
〈
γ±
N
E, γϕ
〉
1
2
,Γ
.
pour E,H ∈ H(div,Ω−) ∩Hloc(div,Ω+) et ϕ ∈ D(R3). De la même façon, on a pour le
champ magnétique ∫
Ω±
(
H · ∇ϕ+ ϕ∇ ·H
)
dΩ =
〈
γ±
N
H, γϕ
〉
1
2
,Γ
.
Ces formules d’intégration par parties dans Ω+ et Ω− montrent alors que nous avons{
∇ · E = f +
[
γ
N
E
]
, dans D′(R3),
∇ ·H = g +
[
γ
N
H
]
, dans D′(R3),
(2.7)
où de même que F et G ci-dessus, f et g sont des fonctions dans Lloc(R3) définies presque
partout par
f =∇ · E|Ω−∪Ω+ , g =∇ ·H|Ω−∪Ω+. (2.8)
Remarque 2.1.3 Le champ scalaire
[
γ
N
E
] ∈ H−1/2(Γ) peut être interprété aussi comme
une distribution scalaire sur R3 donnée par〈[
γ
N
E
]
, ϕ
〉
D′,D
=
〈[
γ
N
E
]
, γϕ
〉
1
2
,Γ
. (2.9)
Pour alléger les notations, nous ne distinguons pas de même ces deux objets, c’est à dire,
(1.49) et (2.9).
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Cette formule montre que le champ défini sur Ω+ ∪Ω− par (E|Ω+,H|Ω+) solution de (1.53)
et
(
E|Ω−,H|Ω−
)
solution de (2.1) vérifie{
∇ · E = %, dans D′(R3),
∇ ·H = %m , dans D′(R3),
(2.10)
où la charge électrique % et magnétique %m sont deux champs scalaires définis sur Γ par
% =
[
γ
N
E
]
, %m =
[
γ
N
H
]
. (2.11)
La représentation intégrale des champs E et H, qui donne les valeurs des champs E et H
en tout point x de R3\Γ à l’aide des courants et charges équivalents, sera exprimée par des
opérateurs intégraux qui sont définis à l’aide d’un potentiel de simple-couche scalaire ou vec-
toriel, dans ce dernier cas obtenue à partir du potentiel scalaire composante par composante,
pour l’équation d’Helmholtz. Nous allons rappeler la résolution de l’équation d’Helmholtz
dans R3 qui est à la base de la définition de ces potentiels et montrer comment les représen-
tations intégrales de E et H s’expriment à l’aide seulement d’un potentiel de simple-couche.
2.1.2 Résolution de l’équation d’Helmholtz et du système de Maxwell
dans R3
La représentation intégrale des champs E et H est basée sur la résolution explicite en
dehors du support compact, des courants J etM, que nous supposons pour le moment donnés
et quelconques dans E ′(R3), 1
∇× E− iκH = −M, dans D′(R3),
∇×H+ iκE = J, dans D′(R3),
CR
(
E− Einc,H−Hinc) = 0. (2.12)
Remarque 2.1.4 Les lois de Gauss
∇ · E =
1
iκ
∇ · J, dans D′(R3),
∇ ·H =
1
iκ
∇ ·M, dans D′(R3),
(2.13)
sont contenues dans le système (2.12). A partir de la formule usuelle d’analyse vectorielle
∇×∇×W =∇∇ ·W−∆W, (2.14)
1De façon classique, E(R3) désigne l’espace des fonctions de classe C∞ sur R3 et E ′(R3) son dual topo-
logique qui est l’espace des distributions à support compact dans R3.
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on en déduit que les solution de (2.12) vérifient le système découplé sur chaque composante
− (∆E+ κ2E) = − 1
iκ
∇∇ · J+ iκJ−∇×M,
− (∆H+ κ2H) =∇× J− 1
iκ
∇∇ ·M+ iκM.
(2.15)
Les champs E et H sont donc C∞ en dehors du support des courants J et M, ce qui donne
un sens à la condition de radiation de Silver-Müller du système (2.12). On utilise maintenant
le fait que la condition de Silver-Müller est équivalente à celle de Sommerfeld (cf., e.g., [17,
Théorème 6.7]) pour ramener la résolution du système (2.12) à six équations découplées
d’Helmholtz dans R3
− (∆ψ + κ2ψ) = T, dans D′(R3),
lim
|x|→+∞
|x| (∂|x| (ψ − ψinc)− ik (ψ − ψinc)) = 0, (2.16)
où ψinc est une onde scalaire plane
ψinc = ψinc0 e
−iκν·r(x). (2.17)
On a alors
Théorème 2.1.1 Le problème (2.16) possède une solution et une seule donnée pour x /∈
suppT par
ψ(x) = ψinc(x) +
〈
T, G(x, ·)
〉
E ′,E
, (2.18)
où G est le noyau de Green relative à la solution élémentaire sortante de l’équation d’Helm-
holtz
G(x, y) =
eiκ|x−y|
4pi|x− y| , x 6= y dans R
3, (2.19)
et
〈
T, G(x, ·)
〉
E ′,E
indique la convolution de la distribution T sur la fonction test y 7→
G(x, y) qui est de classe C∞ au voisinage du support de T si x /∈ suppT. De plus, le champ
lointain xˆ ∈ S2 7→ FT(xˆ) de ψ − ψinc, où S2 est la sphère-unité de R3 et xˆ := x/|x| est la
direction radiale, est aussi donné par l’évaluation de la distribution T sur une fonction test
particulière
ψ(x) = ψinc(x) +
eiκ|x|
|x| FT (xˆ) + o (1/|x|) , (2.20)
FT(xˆ) = 1
4pi
〈
T, G∞(xˆ, ·)
〉
E ′,E
, (2.21)
où y 7→ G∞(xˆ, y) est la fonction dans E(R3) donnée par
G∞(xˆ, y) = e
−iκr(y)·xˆ. (2.22)
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Démonstration. Le lemme de Rellich et la régularité elliptique locale permettent d’établir
que le système (2.16) admet au plus une solution. Considérons maintenant la solution élé-
mentaire, définie pour y 6= 0 par E(y) = G(0, y), correspondant au noyau (2.19). La distri-
bution
ψ = ψinc + E ∗ T, (2.23)
est une solution de l’équation d’Helmholtz du système (2.16). Pour montrer que ψ vérifie la
condition de radiation, on considère une fonction de troncature χ ∈ C∞(R) telle que χ′ ≤ 0{
χ(r) = 1, pour r ≤ 1
2
,
χ(r) = 0, pour r ≥ 1,
et on écrit que
E ∗ T = (χE) ∗ T + ((1− χ) E) ∗ T, (2.24)
avec χ(x) = χ(|x|/). On observe maintenant que suppT ⊂ (suppT) où (suppT) est
l’ensemble des points distants du suppT de  au plus. Si on fixe x /∈ suppT et si on choisit
 assez petit, on voit ainsi que E ∗ T, au voisinage de x, est donné par une fonction de classe
C∞ explicite
E ∗ T = 〈T, (1− χ) (x− ·)G(x, ·)〉E ′, E (2.25)
=
〈
T, G(x, ·)
〉
E ′, E
.
Le reste de la démonstration est une conséquence directe du développement uniforme suivant
en x, lorsque y varie dans suppT, de la distance de x à y.
|x− y| = |x| − 1|x| r(x) · r(y) + o(1), |x| → +∞. (2.26)
Le théorème précédent permet alors de résoudre le système (2.12).
Théorème 2.1.2 Le système (2.12) admet une solution et une seule donnée par
E(x) = Einc(x)− 1
iκ
∇∇ ·AJ(x) + iκAJ(x)−∇×AM(x),
H(x) = Hinc +∇×AJ(x)− 1
iκ
∇∇ ·AM(x) + iκAM(x),
(2.27)
pour x /∈ suppJ ∪ suppM2, où AJ est le potentiel vecteur défini composante par compo-
sante par
AJ(x) =
〈
J, G(x, ·)
〉
E′,E
, x /∈ supp J. (2.28)
2Dans le cas d’une propagation libre, le support des courants appliqués J et M est borné ; c’est-à-dire que
J et M sont nuls à l’extérieur de la boule BR de centre 0 et de rayon R, BeR :=
{
x ∈ R3; |x| ≥ R} ,.
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De la même façon que pour le cas scalaire, le champ lointain de E − Einc et H −Hinc est
donné par 
E(x) = Einc(x) +
eiκ|x|
|x| iκxˆ×
(
FJ(xˆ)× xˆ−FM(xˆ)
)
,
H(x) = Hinc(x) +
eiκ|x|
|x| iκxˆ×
(
FM(xˆ)× xˆ+FJ(xˆ)
)
,
(2.29)
où FJ(xˆ) est défini composante par composante de façon analogue à AJ(x).
Démonstration. Les formules (2.27) donnent la solution du (2.15) à partir des règles usuelles
de dérivation d’un produit de convolution. On va établir la formule donnant le champ lointain
E∞(xˆ) du champ E−Einc, celle du champ magnétique est obtenue de façon analogue. On a
d’abord par un calcul composante par composante
E∞(xˆ) =
〈(
− 1
iκ
∇∇ · J+ iκJ−∇×M
)
y
, e−iκr(y)·xˆ
〉
E′,E
, (2.30)
où nous avons introduit symboliquement la variable y pour indiquer que la distribution
− 1
iκ
∇∇ · J + iκJ − ∇ ×M est évaluée sur la fonction test y 7→ e−iκr(y)·xˆ. On consi-
dère maintenant un vecteur constant à trois composantes éventuellement complexes V et on
remarque que
E∞(xˆ) ·V =
〈(
− 1
iκ
∇∇ · J+ iκJ−∇×M
)
y
, e−iκr(y)·xˆV
〉
E
′,E
, (2.31)
où maintenant la dualité est entre deux champs de vecteurs. On peut alors utiliser la définition
par dualité des opérateurs différentiels sur les espaces de distributions pour écrire〈
∇y∇y · Jy, e
−iκr(y)·xˆV
〉
E′,E
=
〈
Jy,∇y∇y ·
(
e−iκr(y)·xˆV
)〉
E′,E
=
((
− κ2
〈
Jy, e
−iκr(y)·xˆ
〉
E′,E
· xˆ
)
xˆ
)
·V,
〈
−∇y ×My, e−iκr(y)·xˆV
〉
E′,E
=
〈
−My,∇y ×
(
e−iκr(y)·xˆV
)〉
E′,E
=
(
− iκ
〈
−My, e−iκr(y)·xˆ
〉
E′,E
× xˆ
)
·V.
Ceci donne directement (2.27) sachant que l’identification est effectuée pour un vecteur ar-
bitraire quelconque V. Les formules donnant H∞(xˆ) s’obtiennent exactement de la même
façon.
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2.1.3 Le potentiel de simple-couche pour l’équation d’Helmholtz
Remarquons que
AJ(x) =
〈
Jy, G(x, y)
〉
E′,E
,
s’exprime composante par composante par le potentiel de simple-couche
Sλ(x) =
〈
λ, G(x, ·)
〉
1
2
,Γ
, x /∈ Γ,
où encore
Sλ(x) =
∫
Γ
G(x, y) λ(y) dsy, x /∈ Γ, (2.32)
lorsque les composantes de λ sont dans L2 (Γ). Si λ est moins régulier cette intégrale s’in-
terprète comme une dualité H−s (Γ), Hs (Γ), pour tout s ∈ [−1
2
, 1
2
]
. Le champ scalaire
S : Hs−1/2 (Γ) 7→ Hs+1loc (R3), (2.33)
est un opérateur linéaire et continu (cf., e.g., [18, 24, 25, 34]). Il satisfait les équations
d’Helmholtz dans le domaine Ω+ ∪ Ω−
∆Sλ(x) + κ2Sλ(x) = 0, x /∈ Γ,
et la condition de radiation de Sommerfeld. Le résultat de la régularité (cf., e.g., [18, Théo-
rème 3]), donne alors que l’opérateur surfacique{
γ±S := S vérifiant :
S : Hs−
1
2 (Γ) 7→ Hs+
1
2 (Γ) ,
(2.34)
pour tout s ∈ [0, 1
2
]
, est aussi un opérateur linéaire et continu, où γ est l’opérateur standard
de trace défini en (1.5). Cet opérateur surfacique est un opérateur intégral donné par un
intégrale faiblement singulière si λ est assez régulière, par exemple dans C0(Γ),
Sλ(x) =
∫
Γ
G(x, y)λ(y) dsy, x ∈ Γ.
Touts les détails se trouvent dans ([18], [34, Théorème 6.11], [24, Lemme 4.1 et 5.2]).
Les propriétés du potentiel de simple-couche vectoriel peuvent être déduit en appliquant
S à chaque composante du champ de vecteurs λ ∈ H−1/2‖ (Γ), qui s’identifie à un sous-
espace de H−1/2 (Γ) (cf., e.g., [11, Proposition 2.3]). Comme H−1/2‖ (Γ) s’identifie à un
sous-espace de H−1/2 (Γ) (cf., les propriétés (1.18) et 1.19)),
S : H
−1/2
‖ (Γ) 7→ H
1
loc(R
3), (2.35)
est également un opérateur linéaire et continu.
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Il est aussi important d’étudier la trace tangentielle et normale de ce champ vectoriel
compte tenu de son importance dans la formulation par équations intégrales du système
de Maxwell. A partir du théorème de trace pour l’opérateur γ
‖
, on peut introduire la trace
tangentielle du potentiel de simple-couche vectoriel qui est continue à la traversée de Γ, de
façon analogue à la trace du potentiel de simple couche scalaire, comme suit γ
±
‖
S := γ
‖
S tel que :
γ
‖
S : H
−1/2
‖ (Γ) 7→ H
1/2
‖ (Γ) ,
(2.36)
En outre, et à partir de (1.35) et (2.35), il facile d’observer que l’opérateur composé suivant
γ×S : H
−1/2
‖ (Γ) 7→ H
1/2
× (Γ), (2.37)
est bien défini. Il est aussi un opérateur linéaire et continu. Plus de détails, nous référons à
[11, Proposition 4.1], [34, Théorème 7.1], à [18, Théorème 1], et à [24, Lemme 4.1 et 5.2].
De plus, comme le potentiel de simple-couche, d’un champ de vecteurs tangent à Γ, est
un élément dans l’espace H1loc(R3), sa trace normale extérieure et intérieure peuvent être
définies par exemple comme un élément de L2(Γ) γ
±
N
S := γ
N
S tel que :
γ
N
S : H
−1/2
‖ (Γ) 7→ L
2 (Γ) .
(2.38)
La démonstration du lemme suivant se trouve dans [24, Lemme 4.2]
Lemme 2.1.3 Pour J ∈ H−1/2(divΓ,Γ), on a l’identité suivante
∇ · SJ = S(∇Γ · J), dans L2(R3). (2.39)
En utilisant ce lemme, on obtient
∇×∇× SJ− κ2SJ =∇×∇× SJ+∆SJ
=∇∇ · SJ (2.40)
=∇S (∇Γ · J) ,
en chaque point hors de la frontière Γ et globalement dans L2loc(R3).
Après ce rappel sur les potentiels de simple-couche et leurs propriétés, on peut maintenant
énoncer la représentation intégrale des champs E et H dans R3\Γ à l’aide des courants et
des charges sur la surface Γ.
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2.2 Représentation intégrale
Dans cette section, nous allons voir d’abord que les solutions du système de Maxwell
admettent une représentation intégrale définie uniquement en utilisant les courants et ensuite
à l’aide des courants et charges. Ces représentations intégrales sont données en utilisant les
lois de Gauss.
Nous verrons ensuite l’importance de la relation de conservation de la charge, fonda-
mentale pour la conformité et la stabilité des schémas numériques, qui sont utilisés dans la
résolution par équations intégrales usuelles.
2.2.1 Représentation intégrale à l’aide des courants uniquement
La représentation de (E,H), définie en (2.27), peut alors se réécrire, à l’aide du potentiel
de simple-couche de la façon suivante
E(x) = Einc(x)− 1
iκ
∇∇ · SJ(x) + iκSJ(x)−∇× SM(x),
H(x) = Hinc(x) +∇× SJ(x)− 1
iκ
∇∇ · SM(x) + iκSM(x).
Le lemme 2.1.3 permet d’écrire cette formule de représentation comme suit
E(x) = Einc(x)− 1
iκ
∇S (∇Γ · J) (x) + iκSJ(x)−∇× SM(x),
H(x) = Hinc(x) +∇× SJ(x)− 1
iκ
∇S (∇Γ · M) (x) + iκSM(x),
(2.41)
où encore à l’aide des opérateurs intégrauxK et T{
E(x) = Einc(x) + iκT J(x) +KM(x), x /∈ Γ,
H(x) = Hinc(x)−KJ(x) + iκTM(x), x /∈ Γ, (2.42)
qui sont définis, uniquement à l’aide des courants, par
KJ = −∇× SJ, (2.43)
T J = SJ− 1
κ2
∇S (∇Γ · J) . (2.44)
Nous allons maintenant établir que les représentations (2.41) s’expriment en fait à l’aide
des courants et des charges. Ces expressions sont basées sur les relations de conservation de
la charge que nous allons préciser maintenant.
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2.2.2 Conservation des charges
Les conservations de la charges sont contenues dans (2.10), (2.11) et (2.13) comme
relations entre distributions de R3. Nous allons les traduire en relations sur Γ. Nous obtenons
au sens des distributions pour tout ϕ ∈ D(R3)
iκ
〈
∇ · E, ϕ
〉
D′,D
=
〈
∇ · J, ϕ
〉
D′,D
= −〈J,∇ϕ〉
D′,D
.
En utilisant (1.40) puis (1.44), nous avons
iκ
〈
∇ · E, ϕ
〉
D′,D
= −〈γ
‖
∇ϕ,J
〉
×,Γ
= −〈∇Γϕ,J〉×,Γ = 〈∇Γ · J, γϕ〉 1
2
,Γ
.
En multipliant la première équation de (2.10) par iκ nous obtenons ainsi au sens des distri-
butions
iκ
〈
∇ · E, ϕ
〉
D′,D
= iκ
〈
%, ϕ
〉
D′,D
= iκ
〈
%, γϕ
〉
1
2
,Γ
.
Ces dernières relations permettent de déduire que
∇Γ · J = iκ%,
comme élément de H−1/2(Γ). De la même façon, nous avons pour les courants et charges
∇Γ · M = iκ%m .
Ces relations expriment en fait le principe physique de conservation des charges surfaciques
∇Γ · J− iκ% = 0, ∇Γ · M− iκ%m = 0, sur Γ. (2.45)
Remarque 2.2.1 Dans le cas d’une surface suffisamment régulière, la formule de Stokes
permet d’écrire
∇×E+ · n =∇Γ · E+ × n, ∇×H+ · n =∇Γ · H+ × n. (2.46)
En utilisant les équations de Maxwell (1.53), nous obtenons alors
∇×E+ · n− iκH+ · n = ∇Γ · E+ × n− iκH+ · n
= ∇Γ · M− iκ%m
= 0.
On a de même, pour la deuxième équation du système de Maxwell
∇×H+ · n+ iκE+ · n = ∇Γ · H+ × n+ iκE+ · n
= −∇Γ · J+ iκ%
= 0.
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2.2.3 Représentation intégrale à l’aide des courants et charges
On obtient directement à partir des formules (2.41) de représentation à l’aide des cou-
rants et des charges{
E(x) = Einc(x) + iκSJ(x)−∇S%(x) −∇× SM(x), x /∈ Γ,
H(x) = Hinc(x) +∇× SJ(x)−∇S%m(x) + iκSM(x), x /∈ Γ.
(2.47)
Si nous redéfinissons l’opérateur T , de façons ce qu’il fasse intervenir les courants et les
charges,
T (J, %) = SJ− 1
iκ
∇S%, (2.48)
la représentation intégrale (2.47) peut alors se réécrire comme suit{
E(x) = Einc(x) + iκT (J, %) +KM, x /∈ Γ,
H(x) = Hinc(x)−KJ+ iκT (M, %m), x /∈ Γ.
(2.49)
2.2.4 Représentation intégrale dans le cas d’un conducteur parfait
Particularisons maintenant la représentation au cas d’un champ qui vérifie la condition
aux limites relative à un conducteur parfait. La condition aux limites induit que le courant
magnétique est nul
M = 0,
et conduit, à l’aide de l’équation de conservation des charges magnétiques, à
%m = 0.
Souvent cette condition, dans la forme n ·H+ = 0, est incorrectement ajoutée à la condition
de conducteur parfait E+ × n = 0 alors qu’elle est contenue dans cette dernière si (E,H)
vérifie le système de Maxwell.
La représentation intégrale du problème (1.53) relatif à la condition aux limites de type
conducteur parfait s’écrit ainsi{
E(x) = Einc(x) + iκSJ(x)−∇S%(x), dans Ω+,
H(x) = Hinc(x) +∇× SJ(x), dans Ω+.
(2.50)
2.2.5 Formule de Stratton-Chu
Si nous prolongeons la solution E et H de (1.53) (resp. E et H de (2.1)) par 0 dans Ω−(
resp. dans Ω+
)
, nous obtenons alors une formule de représentation de type (2.49) connue
sous le nom de formule de Stratton-Chu pour lesquelles, (cf., e.g., [16])[
J+
%+
]
=
[ −γ+×H
γ+
N
E
]
,
[
M+
%m
]
=
[
γ+×E
γ+
N
H
]
,
Représentation intégrale 37
respectivement [
J−
%−
]
= −
[ −γ−×H
γ−
N
E
]
,
[
M−
%−
m
]
= −
[
γ−×E
γ−
N
H
]
,
En particulier,
[
Einc
Hinc
]
+
[
iκT K 0 0
0 0 −K iκT
]
(J+, %+)
M+
J+
(M+, %+
m
)
 =

[
E
H
]
si x ∈ Ω+,
0 si x ∈ Ω−,
[
iκT K 0 0
0 0 −K iκT
]
(J−, %−)
M−
J−
(M−, %−
m
)
 =

[
E
H
]
si x ∈ Ω−,
0 si x ∈ Ω+,
Remarque 2.2.2 Les formules de Stratton-Chu, fournissent une représentation intégrale du
champ total (E,H) requiérant non seulement la donnée de deux courants de surface, le
courant électrique J et le courant magnétique M qui sont des champs tangents à Γ, mais
également celle de la charge électrique % et de la charge magnétique %m qui sont deux
champs scalaires sur la frontière Γ. En prenant en compte la relation de conservation des
charges, ces formules s’expriment uniquement à l’aide des courants J et M comme suit
[
Einc
Hinc
]
+
[
iκT K
−K iκT
][
J+
M+
]
=

[
E
H
]
si x ∈ Ω+,
0 si x ∈ Ω−,
[
iκT K
−K iκT
][
J−
M−
]
=

[
E
H
]
si x ∈ Ω−,
0 si x ∈ Ω+.
C’est à partir des formules de Stratton-Chu que sont construites les équations intégrales
usuelles : l’équation en champ électrique (EFIE pour Electric Field Integral Equation) et
l’équation en champ magnétique (MFIE pour Magnetic Field Integral Equation), et surtout
qu’on établit qu’elles sont bien posées. On a en ce sens la proposition suivante.
Proposition 2.2.1 SoientE etH constituant une solution du système de Maxwell rayonnante
dans Ω+. Alors E et H sont nuls dans Ω+ si et seulement si les traces tangentielles des
champs vérifient
γ+×E = γ
+
×H = 0. (2.51)
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On a un énoncé et un résultat analogue dans Ω− : E et H sont nuls dans Ω− si et seulement
si
γ−×E = γ
−
×H = 0. (2.52)
Remarque 2.2.3 Cette proposition peut être établie plus rapidement en prolongeant par 0
dans le domaine complémentaire toute solution rayonnante du système de Maxwell dans Ω+
dont les champs sont à trace tangentielle nulle sur Γ ou tout champ électromagnétique dans
la cavité Ω− qui serait à trace tangentielle nulle sur Γ. C’est pourquoi les traces tangentielles
des champs peuvent être vues comme les données de Cauchy du système de Maxwell.
Nous verrons, cependant, que sauf cas exceptionnel correspondant à une fréquence de
résonance pour la cavité Ω−, il suffit d’annuler une seule des données de Cauchy pour
annuler le champ (E,H). Ceci traduit le fait que le problème aux limites correspondant est
bien posé. Cette proposition sera cruciale dans la construction et l’analyse des formulations
par équations intégrales usuelles qui seront détaillées dans le chapitre suivant.
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Nous commençons par introduire les principales formulations par équations intégrales
utilisées pour la résolution du problème de la diffraction d’une onde par un obstacle par-
faitement conducteur. Même en faisant le choix d’une formulation, on dispose encore de
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plusieurs façons de l’introduire. Celle que nous adoptons ici correspond à l’annulation du
champ électromagnétique intérieur.
La deuxième partie de ce chapitre présente brièvement une construction, à notre avis
plus rapide, de l’équation courants et charges, introduite par Taskinen & Ylä-Oijala [43],
dans le cadre considéré ici de la détermination de l’onde diffractée par un métal parfaitement
conducteur. Nous terminons ce chapitre en établissant successivement l’unicité, l’existence
de solution et le caractère bien posé de cette équation dans le cas d’une géométrie régulière.
3.1 Potentiels vectoriels et leurs traces
3.1.1 Définitions et propriétés
SoitA un opérateur intégral associant à un champ J de vecteurs tangents à Γ, un champ
AJ défini dans Ω+∪Ω−. Les écritures {AJ}±
‖
et
{
AJ
}±
N
désignent respectivement la trace
tangentielle et la trace normale deAJ définies par :{
AJ
}±
‖
:= γ±
‖
AJ,
{
AJ
}±
N
:= γ±
N
AJ. (3.1)
L’opérateur A, que nous sommes amenés à considérer, sera essentiellement l’un des opé-
rateurs intégraux T et K définis en (2.48) et (2.43) à l’aide du potentiel de simple-couche
scalaire et vectoriel. Ils sont appelés respectivement opérateur de l’équation intégrale du
champ électrique (ou EFIE) et opérateur de l’équation intégrale du champ magnétique (ou
MFIE) pour des raisons qui seront claires dans un moment.
En bref, les deux opérateurs intégrauxK et T vérifient
∇× T J = −KJ, ∇×KJ = − 1
κ2
T J, dans Ω+ ∪ Ω−. (3.2)
Ils permettent ainsi de définir des solutions du système de Maxwell dans Ω+ ∪ Ω−. De plus,
ils satisfont à la condition de radiation de Silver-Müller. On déduit alors les propriétés ci-
dessous : les opérateurs suivants sont continus, (cf., e.g., [24, Lemme 4.1 et Théorème 4.3]),
K,T : H−1/2(divΓ,Γ) 7→ H(rot
2,Ω−) ∩Hloc(rot2,Ω+), (3.3)
où les espaces H(rot2,Ω−) et Hloc(rot2,Ω+) sont définis par
H(rot2,Ω−) :=
{
u ∈ L2(Ω−) ; ∇× u ∈ L2loc(Ω−) et ∇×∇× u ∈ L2(Ω−)
}
,
Hloc(rot
2,Ω+) :=
{
u ∈ D′(Ω+); u|Ω+∩BR ∈ H(rot2,Ω+ ∩ BR), ∀BR
}
,
où dans toute la suite BR est la boule de centre 0 et de rayon R de R3.
Avant de détailler la trace tangentielle et la trace tangentielle tournée des opérateurs
intégrauxK et T , nous allons faire un rappel des propriétés de l’opérateur intégral de double-
couche et de ses traces dont on a besoin par la suite pour poser l’équation intégrale courants
et charges.
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3.1.2 Le potentiel de double-couche et ses propriétés
Le potentiel de double-couche, créé par une densité scalaire λ sur la frontière Γ, est
défini si λ est assez régulière par :
Nλ(x) = −
∫
Γ
∂ny G(x, y)λ(y) dsy, x /∈ Γ. (3.4)
Pour tout s ∈ ]−1
2
, 1
2
[
, ce champ scalaire
N : Hs+1/2 (Γ) 7→ Hs+1(Ω−), (resp. H1loc(Ω+)), (3.5)
est un opérateur linéaire et continu (cf., e.g., [18, Théorème 1], [34, Lemme 6.11, page 203]).
On note de façon formelle comme un transposé, l’opérateur défini par
N tλ(x) = −
∫
Γ
∂nxG(x, y)λ(y) dsy, x /∈ Γ.
Pour simplifier la notation, il est utile de recourir à la moyenne 〈·〉 qui est définie sur Γ pour
les champs (scalaire ou vectoriel) par
〈u〉 = 1
2
(
γ+u+ γ−u
)
.
On s’intéresse aussi à la trace des fonctions précédentes sur Γ. Ces potentiels sont discontinus
à la traversée de Γ. Leurs traces sont données par les formules suivantes γ
±Nλ(x) = ∓ 1
2
λ(x) +Nλ(x), x ∈ Γ,
γ±N tλ(x) = ± 1
2
λ(x) +N tλ(x), x ∈ Γ,
(3.6)
avec de nouveau un opérateur intégral noté à présent N , qui est linéaire et continu,
N : Hs+1/2 (Γ) 7→ Hs+1/2 (Γ) ; s ∈ [0, 1
2
]
, (3.7)
qui est défini pour x sur Γ comme suit
Nλ(x) =
〈
γNλ(x)〉 = −∫
Γ
∂ny G(x, y)λ(y) dsy.
L’opérateur intégral N t =
〈
γN t〉 est le transposé de l’opérateur N pour le produit scalaire
L2(Γ)
N t : Hs−1/2 (Γ) 7→ Hs−1/2 (Γ) ; s ∈ [0, 1
2
]
. (3.8)
Nous renvoyons à [11, 18, 24, 25, 34] pour plus de détails et pour la définition de ces poten-
tiels.
Remarque 3.1.1 Les opérateurs S et N sont associés à des intégrales convergentes respec-
tivement faiblement et fortement singulières 1.
1Une intégrale faiblement singulière converge uniformément pour x au voisinage de Γ, contrairement à une
intégrale fortement singulière.
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3.1.3 Traces des potentiels
Les traces intérieures et extérieures de T (J, %) et de KJ jouent un grand rôle dans
l’écriture des équations intégrales permettant de résoudre le système (1.53) et dans l’analyse
de l’existence et de l’unicité de leur solution. Nous allons faire quelques rappels à ce sujet
ci-dessous en référant à [11, 15, 16, 17, 24, 25, 37, 34] pour les démonstrations.
Les traces tangentielles et normales de T (J, %) sont respectivement continues et discon-
tinues à la traversée de Γ. Elles sont données à l’aide d’opérateurs intégraux S et N sur Γ
comme suit {
T (J, %)
}±
‖
= γ
‖
T (J, %) := γ
‖
SJ− 1
iκ
∇ΓS%, (3.9)
{
T (J, %)
}±
N
= γ
N
SJ+
1
iκ
(±1
2
%+N t%
)
. (3.10)
La trace tangentielle deK est discontinue à la traversée de Γ et est définie par la formule
suivante en tout point x ∈ Γ où la surface est régulière{
KJ
}±
‖
= ±1
2
n× J+ γ
‖
KJ, (3.11)
avec de nouveau un opérateur intégral sur Γ fortement singulier défini par :
γ
‖
KJ(x) = n(x)× (KJ(x)× n(x)) , x ∈ Γ.
En outre, la composante normale
{
KJ
}±
N
est continue à la traversée de Γ et est donnée par{
KJ
}±
N
= −∇Γ · γ×SJ. (3.12)
3.1.4 Formule des sauts et des moyennes
L’opérateur de saut jouera un rôle essentiel dans les résolutions par équations intégrales.
Il est également utile de définir la moyenne normale et tangentielle d’un opérateur intégral
A associant à un champ du vecteur J tangent à Γ qui sont définies par
2
〈
AJ
〉
‖
=
{
AJ
}+
‖
+
{
AJ
}−
‖
, 2
〈
AJ
〉
N
=
{
AJ
}+
N
+
{
AJ
}−
N
.
De plus, le saut normal et tangentiel peut être aussi donné comme suit[
AJ
]
‖
=
{
AJ
}+
‖
− {AJ}−
‖
,
[
AJ
]
N
=
{
AJ
}+
N
− {AJ}−
N
.
Les formules (3.9) et (3.10) donnent aussi pour l’opérateur T[
T (J, %)
]
‖
= 0,
[
T (J, %)
]
N
=
1
iκ
%,
〈
T (J, %)
〉
‖
= γ
‖
T (J, %),
〈
T (J, %)
〉
N
= γ
N
SJ+
1
iκ
N t%.
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De même, le saut et la moyenne deK s’expriment au moyen de (3.11) et (3.12) par[
KJ
]
‖
= n× J, [KJ]
N
= 0,〈
KJ
〉
‖
= γ
‖
KJ,
〈
KJ
〉
N
= −∇Γ · γ×SJ.
3.2 Traces de représentations intégrales
Pour des courants et des charges quelconques, i.e. non reliées aux traces, la représen-
tation intégrale (2.50) définit un champ électromagnétique non seulement dans Ω+ mais
également dans Ω−, la cavité intérieure{
E = Einc + iκSJ−∇S%, dans Ω±,
H = Hinc +∇× SJ, dans Ω±.
(3.13)
Pour alléger les notations, nous écrivons dans cette section Xloc(Ω±) pour décrire une
régularité fonctionnelle traduite par l’appartenance à l’espace X (Ω± ∩BR) pour toute boule
de centre 0 et de rayon R assez grand. Bien sûr cette condition est sans objet pour Ω− car
Xloc(Ω−) = X (Ω−). Cette écriture nous permet cependant des énoncés unifiés pour Ω− et
Ω+. L’espace Xloc(R3) a son sens usuel.
Supposons d’abord que % ∈ H−1/2(Γ) et J ∈ H−1/2‖ (Γ) ⊂ H−1/2(Γ). Comme les poten-
tiels de simple-couche scalaire et vectoriel
S : H−1/2 (Γ) 7→ H1loc(R3), S : H−1/2‖ (Γ) 7→ H1loc(R3),
sont des applications linéaires et continues, nous avons
S% ∈ H1loc(R3), ∇S% ∈ L2loc(R3), SJ ∈ H1loc(R3).
Cela permet de déduire
E ∈ L2loc(R3). (3.14)
En appliquant maintenant successivement le rotationnel et la divergence à la représentation
intégrale de E, nous obtenons{
∇× E =∇× Einc + iκ∇× SJ,
∇ · E =∇ · Einc + iκ∇ · SJ+ κ2S%,
et donc
∇×E ∈ L2loc(Ω±), ∇ · E ∈ L2loc(Ω±). (3.15)
Les deux relations (3.14) et (3.15) entraînent que
E ∈ Hloc(rot,Ω±), E ∈ Hloc(div,Ω±).
Le théorème 1.2.1 et la relation (1.50) montrent alors que le champ électrique E possède
des traces tangentielles et normales définies successivement dans H−1/2(curlΓ,Γ) et dans
H−1/2(Γ).
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Si nous voulons faire une combinaison entre la trace tangentielle deE et deH tournée, par
exemple, comme pour la CFIE et pour l’équation courant et charge qui seront définies plus
loin, il y a, dans ce cas, des difficultés théoriques à assurer que la représentation intégrale
de H est à rotationnel dans l’espace L2. Les difficultés rencontrées sont mises en évidence
par l’observation suivante : si J ∈ H−1/2‖ (Γ), alors le champ H n’est pas forcément dans
Hloc(rot,Ω±), comme le montre l’observation suivante :
∇×H =∇×Hinc +∇∇ · SJ+ κ2SJ,
n’est pas obligatoirement dans L2loc(Ω±), car à priori∇∇·SJ est seulement dans H−1loc (R3).
On s’affranchit de ces difficultés en faisant l’hypothèse
J ∈ H−1/2(divΓ,Γ), (3.16)
qui comme on l’a vu précédemment, est naturellement satisfaite si J est un saut de la trace
tangentielle tournée du champ magnétique correspondant à une solution du système de Max-
well. Dans ce cas particulier et à partir du lemme 2.1.3, nous avons
∇×∇× SJ =∇S (∇Γ · J) + κ2SJ, dans L2loc(Ω±).
Cela permet alors de déduire H ∈ Hloc(rot,Ω±).
Théorème 3.2.1 Pour % ∈ H−1/2(Γ) et J ∈ H−1/2(divΓ,Γ), nous avons alors
E,H ∈ Hloc(rot,Ω±) ∩Hloc(div,Ω±).
Dans ce cas particulier, le champ (E,H) possède des traces tangentielles et normales défi-
nies respectivement au théorème 1.2.1 et (1.50).
On souhaite aussi poser les équations dans le cadre L2. Si % ∈ L2(Γ) et J ∈ L2
t
(Γ), nous
avons
S% ∈ H3/2loc (Ω±), SJ ∈ H3/2loc (Ω±),
et donc
∇S% ∈ H1/2loc (Ω±), ∇× J ∈ H1/2loc (Ω±).
Cela permet de déduire que le champ électrique E ∈ H1/2loc (Ω±). En appliquant maintenant
le rotationnel au champ E
∇× E =∇× Einc − iκ∇ × SJ ∈ H1/2loc (Ω±),
nous en déduisons alors
E ∈ H1/2loc (rot,Ω±). (3.17)
A partir du théorème [9, Théorème 3]2, nous en déduisons que le champ E est bien dé-
fini dans l’espace H1/2loc (rot,Ω±). La trace tangentielle tournée est alors bien définie dans
L2(divΓ,Γ).
2 La trace tangentielle tournée γ× peut être prolongée en une application continue
γ
×
: Hs (rot,Ω) 7→ Hs−1/2 (divΓ,Γ) , 0 ≤ s < 1.
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En appliquant la divergence au champ E, nous obtenons
∇ · E =∇ · Einc + iκS (∇Γ · J) + κ2S% ∈ H1/2loc (Ω±),
nous avons alors E ∈ Hloc(div,Ω±), et donc γNE ∈ H−1/2(Γ).
Si on essaye la même démarche pour le champ magnétique, nous retrouvons les difficultés
théoriques rencontrées plus haut dans le cadre H−1/2. Dans ce cas, si J ∈ L2t (Γ), le champ
magnétiqueH n’est pas forcément dans l’espaceH1/2loc (rot,Ω±), parce que a priori∇∇·SJ
est seulement dans H−1/2t (Ω±) et donc
∇×H =∇×Hinc +∇∇ · SJ+ κ2SJ,
n’est pas forcément dans H1/2t (Ω±).
Afin d’éviter ces difficultés et pour que le champ H puisse avoir des traces tangentielles
et normales, nous faisons une hypothèse d’extra régularité sur J.
Théorème 3.2.2 Pour % ∈ L2(Γ) et J ∈ L2
t
(divΓ,Γ), nous avons
E,H ∈ H1/2(rot,Ω±) ∩H(div,Ω±).
De plus, les traces tangentielles tournées et normales de (E,H) sont bien définies successi-
vement dans L2(divΓ,Γ) et dans H−1/2(Γ).
Remarque 3.2.1 Nous verrons, que dans le cas d’une géométrie régulière, l’équation cou-
rants et charges que nous obtiendrons pourra être posée sans avoir à recouvrir à cette extra
régularité∇Γ · J ∈ L2(Γ).
3.2.1 Traces de la représentation intégrale de l’onde totale diffractée
par un obstacle parfaitement conducteur
En prenant la trace tangentielle de (3.13) sur Γ, qui peut être écrite à l’aide des traces
tangentielles des opérateurs intégraux T etK, nous obtenons ce qui est usuellement appelée
la formule de saut et qui jouera un rôle essentiel dans la résolution par équations intégrales,
γ±
‖
E = γ
‖
Einc + iκγ
‖
SJ−∇ΓS%,
γ±
‖
H = γ
‖
Hinc ∓ 1
2
n× J− γ
‖
KJ.
(3.18)
La trace normale des représentations (3.13) s’écrit à l’aide de la trace normale de T et deK
γ±
N
E = γ
N
Einc + iκγ
N
SJ± 1
2
%+N t%,
γ±
N
H = γ
N
Hinc +∇Γ · γ×SJ,
(3.19)
où la trace normale et tangentielle du champ incident sont continues à la traversée de Γ
γ±
N
Einc := γ
N
Einc, γ±
‖
Einc := γ
‖
Einc, sur Γ. (3.20)
Les formules (3.18) et (3.19) seront à la base de notre construction des équations intégrales
courants et charges.
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3.2.2 Traces de la représentation intégrale du champ correspondant à
un second membre quelconque du problème de diffraction
Nous reprenons le problème correspondant à un second membre quelconque défini en
(1.55) pour une donnée g quelconque dans H−1/2(curlΓ,Γ), nous avons
E,H ∈ Hloc(rot,Ω+) :
∇×E− iκH = 0, dans Ω+,
∇×H+ iκE = 0, dans Ω+,
γ+
‖
E = g, sur Γ,
lim|x|−→∞ |r(x)|
(
E+
r(x)
|r(x)| ×H
)
= 0.
(3.21)
Les formules de Stratton-Chu permettent d’exprimer les deux champs dans R3\Γ, à l’aide
du potentiel de simple-couche scalaire et vectoriel, comme suit{
E = iκSJ−∇S%−∇× SM, dans Ω+,
H = iκSM−∇S%m +∇× SJ, dans Ω+.
(3.22)
Les traces tangentielles de cette représentation intégrale sont définies par
γ±
‖
E = iκγ
‖
SJ−∇ΓS%± 12 n×M+ γ‖KM,
γ±
‖
H = iκγ
‖
SM−∇ΓS%m ∓ 12 n× J− γ‖KJ.
(3.23)
De la même manière, les traces normales du champ sont données par
γ±
N
E = iκγ
N
SJ± 1
2
%+N t%−∇Γ · γ×SM,
γ±
N
H = iκγ
N
SM± 1
2
%m +N
t%m +∇Γ · γ×SJ,
(3.24)
où M et %m sont définis, en utilisant la condition aux limites qui est définie à l’aide de la
donnée g, de la façon suivante
M = γ+×E = γ
+
‖
E× n = g × n, (3.25)
suite à la remarque 1.2.1, on peut donc affirmer que ∇Γ · g × n ∈ H−1/2(Γ) et obtenir les
charges magnétiques %m par la relation de conservation de la charge
%m =
1
iκ
∇Γ · g × n. (3.26)
3.3 Formulations intégrales
3.3.1 Méthode du champ nul
La ligne directrice de la “méthode du champ nul” consiste à annuler le champ intérieur
relatif à la représentation (3.13) dans Ω− en lui imposant de vérifier des conditions aux
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limites intérieures. C’est une autre façon d’introduire les méthodes directes (cf., e.g., [27]).
Ceci permet, via les formules des sauts de la section 3.1.4, de relier les courants et les charges
équivalents aux traces. En observant que la condition aux limites de type conducteur parfait
est traduite à l’aide des courants et des charges magnétiques qui sont supposés nuls, nous
obtenons ainsi le champ recherché. Insistons sur le fait qu’une fois les conditions aux limites
traduites sur les courants et les charges équivalents, en supposant ici que les courants et les
charges magnétiques sont nuls, le lien des courants et charges électriques avec les traces
tangentielles et normales du champ électromagnétique sera une conséquence de la procédure
de résolution et non imposé a priori.
3.3.2 Liens de l’équation de conservation de la charge et du système de
Maxwell
Nous pensons qu’il est utile, pour bien comprendre le principe de la construction de
la formulation courants et charges que nous considérons, de montrer d’abord comment la
conservation de la charge intervient dans les formulations usuelles. Cela permet en outre de
bien faire ressortir la différence de ce type de formulations et celle considérée dans ce travail.
Nous avons aussi pris en compte au niveau de la représentation la condition aux limites
de type conducteur parfait. A partir de maintenant nous considérons les champs (E,H) as-
sociés à (3.13) et que J et % sont à priori quelconques. Les champs E et H, définis dans Ω±,
sont solutions de l’équation d’Helmholtz vectorielle
∆E+ κ2E = 0, ∆H+ κ2H = 0, dans Ω±, (3.27)
et satisfont aussi à l’équation de Lenz-Faraday
∇×E− iκH = 0, dans Ω±.
La représentation intégrale (3.13) ne vérifie pas, cependant, la loi de Maxwell-Ampère. Nous
obtenons le résidu suivant lorsque nous l’injectons dans la première équation du système de
Maxwell (1.53)
∇×H+ iκE =∇× (Hinc +∇× SJ)+ iκ (Einc + iκSJ−∇S%)
=∇×∇× SJ− κ2SJ− iκ∇S%
=∇×∇× SJ+∆SJ− iκ∇S%
=∇
(
∇ · SJ− iκS%), dans Ω±.
Ce résidu s’exprime comme le gradient d’un potentiel de simple-couche
∇×H+ iκE =∇S(∇Γ · J− iκ%), dans Ω±. (3.28)
On obtient ainsi le lien entre la propriété de conservation de la charge et le fait que la
représentation d’un champ (E,H) à l’aide de courants et de charges est effectivement un
champ électromagnétique.
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Proposition 3.3.1 Les champs E et H définis dans Ω± par (3.13), seront donc solution du
système de Maxwell si et seulement si les courants et les charges vérifient l’équation ci-
dessus de conservation de la charge (2.45).
Cette dérivation montre bien l’écart que nous introduisons avec les solutions du sys-
tème de Maxwell si nous introduisons intentionnellement ou par erreur une non conformité
relativement à cette équation de continuité.
3.3.3 Équations intégrales usuelles
Pour annuler le champ (E,H) dans le domaine intérieur Ω−, il suffit de lui imposer une
condition aux limites interne qui assure l’unicité du problème aux limites posé pour les équa-
tions de Maxwell. Cette condition aux limites permet d’obtenir différentes équations inté-
grales usuelles : l’équation en champ électrique (EFIE pour Electric Field Integral Equation)
et l’équation en champ magnétique (MFIE pour Magnetic Field Integral Equation). Ces
équations intégrales sont bien posées pourvu que κ2 ne soit pas valeur propre du problème
de Maxwell intérieur pour la condition aux limites correspondante. Le défaut majeur de ces
équations intégrales est qu’elles sont mal posées à certaines fréquences, dites fréquences de
résonance ou exceptionnelles, pour lesquelles κ2 est une valeur propre du problème aux li-
mites pour le système de Maxwell dans Ω− pour la condition aux limites considérée. L’équa-
tion combinée des champs ou CFIE (pour Combined Field Integral Equation) permet de
pallier à ce défaut. Elle est bien posée pour tout nombre d’onde κ. Cette équation est une
combinaison convexe de la EFIE et de la MFIE.
Équation intégrale du champ électrique
On impose dans le problème intérieur la condition γ−
‖
E = 0 sur Γ, nous aurons
∇× E− iκH = 0, dans Ω−,
∇×H+ iκE = 0, dans Ω−,
γ−
‖
E = 0, sur Γ,
(3.29)
ceci entraîne que E|Ω− = H|Ω− = 0 si κ2 n’est pas une valeur propre pour le problème
(3.29), ou encore pour la cavité Ω− à bord électrique. Ces valeurs exceptionnelles constituent
une suite tendant vers +∞ (voir par exemple [4, 19]). En traduisant la condition imposée sur
la frontière Γ à l’aide de la formule des sauts, on obtient l’équation intégrale à résoudre :
iκγ
‖
SJ− 1
iκ
∇ΓS (∇Γ · J) = −γ‖Einc. (3.30)
Cette équation est une équation universelle, valable pour les surfaces ouvertes ou fermées
et adaptable pour les fils. Elle permet de résoudre le problème initial (1.53). Observons que
nous avons pris en compte la condition de la conservation de la charge pour éliminer % de la
formulation.
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Équation intégrale du champ magnétique
Cette équation est valable seulement pour les surfaces fermées et est désignée par MFIE.
Elle consiste à prendre n×γ−
‖
H = 0 sur Γ dans le problème intérieur. On traduit la condition
sur Γ par :
1
2
J+ n× γ
‖
KJ = n× γ
‖
Hinc. (3.31)
C’est une équation intégrale qui est posée à l’aide de la seule inconnue J. Cette équation
assure que le champ électromagnétique est nul dans Ω− si le problème
∇× E− iκH = 0, dans Ω−,
∇×H+ iκE = 0, dans Ω−,
γ−×H = 0, sur Γ,
(3.32)
est bien posé, i.e., si κ2 n’est pas une fréquence de résonance pour le problème (3.32), ou
encore pour la cavité Ω− à bord magnétique. Là aussi ces nombres d’onde exceptionnels
constituent une suite tendant vers +∞ (cf., e.g., [4, 19]).
D’un point de vue pratique, aux fréquences de résonance de la EFIE, le courant solution
est pollué par des courants parasites, notés par Jp. C’est-à-dire que la solution de la EFIE
n’est plus unique. Cependant la formule de représentation montre que le champ correspon-
dant à ces courants parasites est à trace nulle sur Γ il est donc nul dans tout Ω+. Les courants
parasites Jp ne rayonnent ainsi aucun champ dans Ω+. On calcule donc correctement le
champ électrique diffracté : le calcul du champ lointain par cette méthode reste stable (cf.,
e.g., [42]).
De même qu’avec la EFIE, des courants parasites apparaissent pour les fréquences de
résonances de la MFIE. Les courants parasites Jp rayonnent dans ce cas un champ dans Ω+
car la trace tangentielle du champ rayonné est maintenant non nulle. Par conséquent, la MFIE
ne peut être utilisée pour la résolution du problème de diffraction surtout lorsque on monte
en fréquence et qu’on dépasse aussi la première fréquence de résonance de la cavité à murs
magnétiques (cf., e.g., [42]).
L’équation EFIE est donc plus stable que l’équation MFIE. C’est la raison pour laquelle,
en pratique, l’équation EFIE est généralement préférée à l’équation MFIE pour la résolu-
tion du problème de diffraction. C’est aussi la seule pour laquelle on dispose d’une analyse
mathématique et numérique complète. (cf., e.g., [10, 25]).
Équation combinée des champs
Puisque le bien fondé mathématique des formulations intégrales EFIE et MFIE dépend
de la fréquence, ceci limite l’utilisation pratique de ces équations pour la résolution de pro-
blèmes de diffraction. Cependant, il est possible de s’affranchir de ce défaut en combinant
ces deux équations pour former l’équation CFIE. Cette équation est bien posée quelle que
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soit la fréquence. Elle est souvent formulée à l’aide d’un paramètre α ou β de la façon sui-
vante
CFIE = αEFIE + (1− α)MFIE, avec 0 < α < 1,
CFIE = EFIE + βMFIE, avec 0 < β,
les paramètres α et β sont souvent calibrés pour améliorer le conditionnement du système
linéaire à résoudre. La CFIE standard, dont les inconnues sont les courants J, est obtenue
pour α = 1/2, en imposant la condition dissipative au bord du domaine intérieur Ω−
γ−
‖
E+ n× γ−
‖
H = 0. (3.33)
Notons qu’il y a une difficulté pour poser cette équation car les deux traces ne sont pas a
priori dans le même espace étant respectivement dans H−1/2 (curlΓ,Γ) et H−1/2 (divΓ,Γ).
On peut cependant lui donner un sens dans H−1/2 (Γ) car chacun de ces espaces s’identifie
à un sous-espace de ce dernier. Cette équation est ensuite écrite sous forme explicite
1
2
J− iκγ
‖
SJ+ n× γ
‖
KJ+
1
iκ
∇ΓS (∇Γ · J) = γ‖E
inc + n× γ
‖
Hinc. (3.34)
Ceci peut être relié aux méthodes dites indirectes dans la littérature (cf., e.g., [27]). En suppo-
sant une extra régularité pour γ−
‖
E et γ−×H : γ−‖ E et γ
−
×H sont toutes les deux dans L2t (Γ),
en utilisant le théorème de Poynting, on obtient aisément que E|Ω− = H|Ω− = 0 et ainsi que
J est effectivement le courant attendu. Cette extra régularité est à rapprocher de celle qu’on
utilise pour la formulation du problème aux limites pour le système de Maxwell relatif à une
condition d’impédance (cf., e.g., [35]).
Dans le cas d’un domaine polyédrique courbe, une approche a été développé dans [9]
pour contourner cette difficulté. Un opérateur régularisant et compact, défini de l’espace
naturel H−1/2 (divΓ,Γ) dans lui-même, a été utilisé pour donner un sens d’abord à l’équa-
tion (3.33) et qu’elle soit bien posée ensuite dans le même espace H−1/2 (divΓ,Γ) (cf., [9,
Equation 52]). En formulant la CFIE avec un terme régularisé, ces auteurs évitent aussi la
difficulté liée à la formulation variationnelle de la CFIE. Cette équation ne peut être posée
a priori que dans le cadre H−1/2(Γ). Ce qui n’est bien sûr pas une façon satisfaisante de le
faire. En effet H−1/2(Γ) décrit tous les champs de vecteurs dont les composantes ont une ré-
gularité de H−1/2(Γ) et ne se réduit pas à des champs tangents. L’idée d’utiliser un opérateur
régularisant pour une équation intégrale combinée du champ est due à R. Kress [29].
Remarque 3.3.1 Nous nous intéressons à poser une CFIE dans le cas d’un second membre
quelconque. Ceci peut être obtenu en imposant la condition (3.33) sur Γ pour le problème
intérieur de (1.55). En utilisant les formules de saut (3.23) donnant les traces tangentielles
du champs diffracté (E,H) et la condition qui est imposée sur la frontière Γ, nous obtenons
la formulation CFIE pour le problème aux limites (3.21) correspondant à un second membre
général
1
2
J− iκγ
‖
SJ+ n× γ
‖
KJ+∇ΓS% = −12 g + γ‖K (g× n) + iκn× γ‖S (g× n)
− 1
iκ
n×∇ΓS (∇Γ · g× n) . (3.35)
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Cette équation va jouer un rôle important pour la comparaison de la CFIE avec la formu-
lation courants et charges dans le cas où la donnée g est singulière.
3.3.4 Système de Picard
Les liens entre le système de Picard, qui est une extension du système de Maxwell, et la
formulation courants et charges ont été mis en évidence par Taskinen et Vanska [44]. Nous
montrons ici comment la relaxation de l’équation de conservation de la charge permet de
traduire ce lien de façon naturelle.
L’équation (2.45), exprimant la conservation des charges, n’est plus imposée mais va
résulter du processus de résolution. Nous avons ainsi une inconnue additionnelle : la charge
électrique %. Pour obtenir le système de Picard, nous prenons le rotationnel de chacun des
deux champs de la représentation intégrale (3.13), que nous rappelons ci-dessous{
E = Einc + iκSJ−∇S%, dans Ω±,
H = Hinc +∇× SJ, dans Ω±,
pour obtenir 
∇× E =∇×Einc + iκ∇× SJ, dans Ω±,
∇×H =∇×Hinc +∇×∇× SJ,
= −iκEinc +∇S(∇Γ · J) + κ2SJ, dans Ω±.
En retranchant respectivement iκH à la première équation et en augmentant par iκE la se-
conde, on obtient{
∇× E− iκH = 0, dans Ω±,
∇×H+ iκE+∇S(iκ% −∇Γ · J) = 0, dans Ω±.
L’inconnue volumique correspondant à l’introduction de la charge comme inconnue sera de
façon naturelle la fonction ϕ donnée par le potentiel de simple-couche créé par la densité
surfacique iκ%−∇Γ · J
ϕ = S(iκ%−∇Γ · J), et donc γ±ϕ = S(iκ%−∇Γ · J). (3.36)
Pour compenser l’inconnue auxiliaireϕ, il faut une dernière équation. Pour cela nous prenons
la divergence de la représentation intégrale du champ électrique E ci-dessus
∇ · E = ∇ · Einc + iκ∇ · SJ−∇ ·∇S%
= iκS(∇Γ · J)−∆S%
= −iκS(iκ%−∇Γ · J)
= −iκϕ.
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Nous obtenons ainsi, que les champs vecteurs et scalaire, respectivement E, H et ϕ donnés
par 
E = Einc + iκSJ−∇S%, dans Ω±,
H = Hinc +∇× SJ, dans Ω±,
ϕ = S(iκ%−∇Γ · J), dans Ω±, (3.37)
satisfont le système de Picard :
∇×E− iκH = 0, dans Ω±,
∇×H+ iκE+∇ϕ = 0, dansΩ±,
∇ · E+ iκϕ = 0, dans Ω±.
(3.38)
Remarque 3.3.2 On peut interpréter le système de Picard comme l’introduction d’un cou-
rant inconnu volumique J = −∇ϕ. La dernière équation du système de Picard devient
∇ · E+ iκϕ =∇ · E− iκ% = 0,
où % est associée à J par la relation de conservation de la charge
∇ · J = −∆ϕ = κ2ϕ = iκ%.
3.3.5 Équation courants et charges
C3IE dans le cas d’un problème de diffraction
Le point de départ de la formulation courants et charges est exactement celui des for-
mulations usuelles. On pourait considérer la CCEIE (Current and Charge Electric Integral
Equation) mais nous nous limitons ici à la C3IE (Current and Charge Combined Integral
Equation). C’est en fait un système où les inconnues sont les courants J et les charges %.
Cette formulation a été construite par Taskinen et Ylä-Oijala [43] de façon complètement
intuitive. Il est remarquable qu’elle peut être en fait déduite du système de Picard ci-dessus
(3.38) en imposant aux traces intérieures des champs E, H et ϕ , qui sont donnés par la
représentation intégrale (3.37), de vérifier les conditions suivantes sur Γ{
γ−
‖
E+ n× γ−
‖
H = 0,
γ−
N
E+ γ−ϕ = 0.
(3.39)
La première équation, correspondant à J, est juste la CFIE dans laquelle on n’élimine pas
la charge. La seconde, correspondant à %, est construite par Taskinen & Ylä-Oijala de la
façon suivante. Elle est obtenue en annulant la composante normale du champ électrique
γ−
N
E = 0 et en augmentant l’équation obtenue par le potentiel créé par le résidu relatif à
la conservation de la charge. L’équation avec la composante normale est naturelle contrai-
rement à l’argumentation par S(iκ% −∇ · J) qui peut être remplacée par toute fonction de
iκ%−∇ · J.
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En utilisant maintenant les formules donnant les traces des potentiels scalaires et vecteur,
nous pouvons écrire ces conditions sous forme explicite{
1
2
J+ n× γ
‖
KJ− iκγ
‖
SJ+∇ΓS% = γ‖E
inc + n× γ
‖
Hinc,
S
(
∇Γ · J
)− iκγ
N
SJ+ 1
2
%−N t%− iκS% = γ
N
Einc.
(3.40)
Cette équation peut aussi se réécrire sous la forme matricielle suivante[
1
2
+ n× γ
‖
K− iκγ
‖
S ∇ΓS
S∇Γ · −iκγNS 12 −N t − iκS
][
J
%
]
=
[
γ
‖
Einc + n× γ
‖
Hinc
γ
N
Einc
]
.
Nous retrouvons les difficultés de la CFIE pour poser le système (3.40) dans un espace
adapté. Nous allons montrer qu’en fait cette équation présente l’intérêt d’être inversible dans
le cadre uniquement L2 pour les charges mais aussi pour les courants au moins pour une
géométrie qui n’est pas singulière.
Insistons sur le point suivant : le système (3.40) est exactement l’équation combinée “équi-
librée” courant et charge de Taskinen & Ylä-Oijala et Vanska introduite et étudiée dans
[43, 44].
Remarque 3.3.3 Nous pouvons aussi retrouver la partie de l’équation relative à la compo-
sante normale au moins pour une géométrie régulière en prenant la divergence surfacique
de l’équation MFIE
1
2
∇Γ · J+∇Γ · n× γ‖KJ =∇Γ · n×Hinc. (3.41)
La formule de Stokes donne d’abord
∇Γ · n×Hinc = −n · ∇×Hinc = iκγNEinc.
En utilisant la formule [17, page 169]
∇Γ · n× γ‖KJ = κ2γNSJ−N t (∇Γ · J) .
L’équation (3.41) peut alors se réécrire, à l’aide de cette dernière équation et de la conser-
vation de la charge, comme suit
iκ
2
%+ κ2γ
N
SJ− iκN t% = iκγ
N
Einc.
En divisant cette dernière équation par iκ et en y ajoutant l’augmentation de Taskinen &
Ylä-Oijala S (∇Γ · J− iκ%), nous obtenons finalement l’équation correspondante à %
S
(
∇Γ · J
)− iκγ
N
SJ+ 1
2
%−N t%− iκS% = γ
N
Einc.
Nous pensons que cette façon de procéder, tout comme l’approche de Taskinen & Ylä-Oijala
n’est pas aussi naturelle que la construction à partir du système de Picard qui n’exige aucune
augmentation.
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C3IE pour une donnée quelconque
En reprenant la démarche que nous avons utilisée pour déduire la formulation courants
et charges dans le cas du problème de diffraction, nous considérons le système de Picard
comme une extension du système de Maxwell dans le cas général d’un second membre
quelconque 
∇×E− iκH = 0, dans Ω+,
∇×H+ iκE+∇ϕ = 0, dans Ω+,
∇ · E+ iκϕ = 0, dans Ω+,
γ+
‖
E = g, sur Γ,
C.R.(E,H, ϕ) = 0,
(3.42)
avec une condition aux limites permettant d’annuler ϕ, par exemple,
γ+(∂nϕ) = 0, sur Γ.
La C3IE, pour un second membre quelconque, peut être obtenue en imposant dans le pro-
blème intérieur (3.42) la condition (3.39) sur la frontière Γ. L’équation, correspondant à J,
est juste la CFIE, dans le cas général donnée en (3.35). Pour obtenir l’équation correspondant
à %, il suffit de traduire la deuxième condition aux limites de (3.39), à l’aide des formules
donnant les traces scalaires et vectorielles définies en (3.24) et en (3.36). Nous avons
1
2
J+ n× γ
‖
KJ− iκγ
‖
SJ+∇ΓS% = −12 g + γ‖K (g × n) + iκn× γ‖S (g × n)
− 1
iκ
n×∇ΓS (∇Γ · g× n) ,
S
(
∇Γ · J
)− iκγ
N
SJ+ 1
2
%− 〈γN t%〉 − iκS% = −∇Γ · n× γ×S (g × n) .
(3.43)
La section suivante est dédiée à établir l’existence et l’unicité d’une solution de la for-
mulation courants et charges dans le cas d’une géométrie régulière.
3.4 Équation courants et charges pour des géométries ré-
gulières
Notre objectif est de montrer l’existence et l’unicité d’une solution et les propriétés de ré-
gularité de l’équation intégrale (3.40). Nous allons d’abord montrer que l’équation courants
et charges peut se décomposer sous la forme :“isomorphisme (coercif et elliptique)+ com-
pact”. Ensuite, nous établissons l’unicité de la solution. L’existence d’une solution découlera
alors de l’alternative de Fredholm.
3.4.1 Notations et définitions
Dans la suite de cette section, nous allons considérer que la surface Γ est régulière, i.e.
C∞. Pour plus de clarté, nous regroupons ici des résultats d’analyse mathématique qui nous
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seront utiles. Définissons maintenant les espaces suivants :
– L’espace C∞ (Γ) = C∞ (Γ) × C∞ (Γ) où C∞ (Γ) désigne l’espace des champs de
vecteurs dans C∞ (Γ).
– L’espace Hs(Γ) := Hs(Γ) × Hs(Γ), qui est un espace de Hilbert muni de la norme
suivante, pour tout (u, ψ) ∈ Hs(Γ), nous avons∥∥(u, ψ)∥∥2
Hs(Γ)
= ‖u‖2
Hs(Γ) + ‖ψ‖2Hs(Γ).
Nous notons H0(Γ) = L2(Γ) := L2(Γ)× L2(Γ).
3.4.2 Propriétés des potentiels
Le potentiel de simple-couche scalaire correspondant à κ = 0 est noté par S0 qui est
défini pour λ assez régulière par
S0λ(x) =
∫
Γ
1
4pi|x− y| λ(y) dsy, x ∈ Γ,
et correspond au noyau de laplacien sur R3. L’opérateur S0 est un opérateur pseudo-différentiel
d’ordre −1 (cf., e.g., [15, 26, 27],[3, Proposition 2]). Plus précisément, cet opérateur joue un
rôle important dans la théorie du fait de la propriété de coercivité suivante
∃α0 > 0 :
〈
λ, S0λ
〉
1
2
,Γ
≥ α0‖λ‖2
H−
1
2 (Γ)
, ∀λ ∈ H−1/2(Γ).
Autrement dit, S0 est un opérateur coercif de H−1/2(Γ) dans H1/2(Γ) , et induit un isomor-
phisme de Hs(Γ) vers Hs+1(Γ) pour tout s réel. Enfin, l’opérateur S − S0 est un opéra-
teur compact de H−1/2(Γ) vers H1/2(Γ), plus précisément un opérateur pseudo-différentiel
d’ordre −3, qui est défini par(
S − S0
)
λ(x) =
∫
Γ
eiκ|x−y| − 1
4pi|x− y| λ(y) dsy.
Nous ferons principalement usage des propriétés ci-dessous
S0λ = S0λ,
〈
λ, S0µ
〉
s,Γ
=
〈
µ, S0λ
〉
s,Γ
.
Touts les détails se trouvent dans [11, 13, 25].
Dans notre étude, nous avons besoin des propriétés de régularité des potentiels de simple
et double couche et leurs dérivés. Pour tout x, y ∈ Γ, nous avons∣∣n(x)− n(y)∣∣ ≤ α0 |x− y| , (3.44)∣∣ (r(x)− r(y)) · n(y)∣∣ ≤ α0 |x− y|2 , (3.45)
où α0 est une constante positive (cf., e.g., [16, Théorème 2.2]). Un noyau K(x, y) est dit
faiblement singulier s’il est continu pour tout x, y ∈ Γ, x 6= y, et qu’il existe des constantes
positives β0 et α telque ∣∣K(x, y)∣∣ ≤ β0|x− y|α−2, 0 < α ≤ 2. (3.46)
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Cela permet alors de déduire que le noyau de Green∣∣G(x, y)∣∣ ≤ 1
4pi|x− y| , (3.47)
est faiblement singulier avec β0 = 1/4pi et α = 1, le potentiel de simple-couche est alors
bien défini pour tout point x ∈ Γ. Il est aussi un opérateur pseudo-différentiel d’ordre −1
(cf., e.g., [3, Théorème 1]). Il est aussi intéressant de regarder la dérivé normale de la fonction
de Green qui peut être donnée par
∂nyG(x, y) =∇yG(x, y) · n(y)
=
eiκ|x−y|
4pi|x− y|
(
iκ− 1|x− y|
)
r(y)− r(x)
|x− y| · n(y). (3.48)
A partir de (3.45), nous en déduisons que∣∣∂nyG(x, y)∣∣ ≤ C|x− y| , pour x, y ∈ Γ, (3.49)
i.e., ∂nyG(x, y) est faiblement singulier et en particulier, les potentiels N et N t sont des
opérateurs pseudo-différentiels d’ordre −1 (cf., e.g., [26, 27, 36]).
Comme indiqué précédement, et en utilisant l’identité (b× c)×a = c(a · b)−b(a · c),
l’opérateur n × γ
‖
K est également faiblement singulier ainsi qu’il ressort de l’observation
classique suivante
nx × γ‖KJ =
∫
Γ
nx ×
(
∇yG(x, y)× J(y)
)
dsy
=
∫
Γ
{
nx · J(y)∇yG(x, y)− nx · ∇yG(x, y)J(y)
}
dsy
=
∫
Γ
{
(nx − ny) · J(y)∇yG(x, y) + ∂nxG(x, y)J(y)
}
dsy.
Le premier terme est en fait obtenu en notant que ny · J(y) = 0, car J est tangent. Selon
(3.45) et (2.1.1), nous avons∣∣(nx − ny) · ∇yG(x, y)∣∣ ≤ C|x− y| ;
le second terme est directement l’opérateur N t. Les deux noyaux sont faiblement singuliers.
La théorie des opérateurs pseudo-différentiels (cf. e.g., [26, 27, 37],[15, Chap. 4.4]) montre
alors que n× γ
‖
K est un opérateur pseudo-différentiel d’ordre −1.
3.4.3 Réduction à une alternative de Fredholm
Nous allons utiliser la décomposition usuelle S = S0 +
(
S − S0
)
. Dans le cas où la
surface Γ est assez régulière, la propriété de la régularisation des potentiels assure que la
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C3IE est posée à l’aide d’un opérateur pseudo-différentiel d’ordre 0. Comme S0 est un
opérateur pseudo-différentiel d’ordre −1, cela donne que ∇ΓS0 et S0∇Γ· sont aussi des
opérateurs pseudo-différentiel d’ordre 0. De plus, On a vu précédemment que n × γ
‖
K, N
et N t sont des opérateurs pseudo-différentiels d’ordre −1 et que S − S0 est un opérateur
pseudo-différentiel d’ordre −3 (cf., e.g., [36]). En conséquence, il sera commode dans la
suite de noter la formulation courants et charges (3.40) sous la forme condensée suivante
(Ap +Ac)X = F
inc; X :=
[
J
%
]
∈ Hs(Γ), (3.50)
où Ap partie principale de l’opérateur de la C3IE, est défini par
Ap : H
s(Γ) −→ Hs(Γ) , tel que :
Ap
[
J
%
]
=
[
1
2
∇S0
S0∇Γ·
1
2
][
J
%
]
,
(3.51)
et l’opérateur compact Ac, qui est en fait un opérateur pseudo-différentiel d’ordre −1, est
défini par
Ac : H
s(Γ) −→ Hs+1(Γ) , tel que :
Ac
[
J
%
]
=
[
n× γ
‖
K− iκγ
‖
S ∇Γ(S − S0)
(S − S0)∇Γ · −iκγNS −N t − iκS
][
J
%
]
.
(3.52)
Enfin, le vecteur incident Finc est donné par
Finc =
[
γ
‖
Einc + n× γ
‖
Hinc
γ
N
Einc
]
. (3.53)
La partie principaleAp de ce système, obtenu en négligeant les termesAc, n’est pas un mul-
tiple de l’identité. La C3IE n’est donc pas une équation intégrale de Fredholm de seconde
espèce. Grâce à la compacité de l’opérateurAc, notre étude d’analyse de l’équation courants
et charges se réduit à celui d’analyse des propriétés de la partie principaleAp de l’opérateur
associé à celle-ci.
3.4.4 Partie principale de l’équation courants et charges
Les propriétés de l’opérateur Ap sont résumés dans les lemmes suivants
Lemme 3.4.1 Ap est un opérateur coercif sur H0(Γ)
< (ApX,X)
H0(Γ)
= 1
2
∥∥X∥∥2
H0(Γ)
, (3.54)
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où
(
ApX,X
)
H0(Γ)
est le produit scalaire deApX etX dans H0(Γ) et
∥∥X∥∥
H0(Γ)
est la norme
correspondante sur X qui est définie par∥∥X∥∥2
H0(Γ)
=
∥∥J∥∥2
L2(Γ)
+
∥∥%∥∥2
L2(Γ)
.
Démonstration. Pour tout X ∈ H0(Γ), nous avons(
ApX,X
)
H0(Γ)
=
∫
Γ
1
2
(|J|2 + |%|2)+∇ΓS0% · J+ S0(∇Γ · J) % dΓx
=
∫
Γ
1
2
∣∣X∣∣2 − S0% (∇Γ · J) + S0% (∇Γ · J) dΓx.
En prenant la partie réelle de cette dernière égalité, on obtient
<(ApX,X)
H0(Γ)
= 1
2
∥∥X∥∥2
H0(Γ)
,
d’où la coercivité de l’opérateur Ap.
Lemme 3.4.2 Ap est un opérateur elliptique d’ordre 0.
Démonstration. Notons par ξ =
(
ξ1, ξ2
)t la variable duale de Fourier de x = (x1, x2)
relativement au plan tangent à Γ. Les commutateurs de ∇Γ et de ∇Γ· avec S0 peuvent être
définis comme suit[
∇Γ, S0
]
% =∇ΓS0%− S0∇Γ%,
[
∇Γ· , S0
]
J =∇Γ · S0J− S0 (∇Γ · J) .
Nous avons alors
∇ΓS0% = S0∇Γ%+
[
∇Γ, S0
]
%, S0(∇Γ · J) =∇Γ · S0J−
[
∇Γ· , S0
]
J.
Puisque le commutateur
[
∇Γ· , S0
]
est un opérateur d’ordre −1 par rapport à ∇Γ · S0 et
S0∇Γ· , nous en déduisons, pour le symbole principal,
σ0 (S0∇Γ· ) = σ0 (∇Γ · S0) = σ0 (S0) σ0 (∇Γ· ) .
De la même façon, nous avons
σ0 (∇ΓS0) = σ0 (S0∇Γ) = σ0 (∇Γ) σ0 (S0) .
Nous utilisons le résultat bien connu (cf., e.g., [15, 31]) que le symbole principal de S0 est
σ−1(S0) = 1/(2 |ξ|). Le symbole principal de Ap, qui est un opérateur pseudo-differentiel
sur Γ, a la forme suivante
σ0(Ap)(ξ) =
1
2
 1 0 iξ1/|ξ|0 1 iξ2/|ξ|
iξ1/|ξ| iξ2/|ξ| 1
 .
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Pour terminer la preuve, il suffit juste de remarquer que
det σ0(Ap) =
1
8
det
 1 0 iξ1/|ξ|0 1 iξ2/|ξ|
iξ1/|ξ| iξ2/|ξ| 1
 = 1
4
> 0.
Cela permet de montrer que l’opérateur Ap est un opérateur elliptique d’ordre 0 au sens
d’Agmon-Douglis-Nirenberg (voir [27, page 329]).
Remarque 3.4.1 Nous aurons l’occasion de revenir sur le calcul du symbole de la démons-
tration précédente en le vérifiant par un calcul en géométrie sphérique à l’aide d’un déve-
loppement en potentiels de Debye.
Les deux lemmes précédents conduisent directement au résultat suivant
Lemme 3.4.3 Ap est un automorphisme de Hs(Γ) pour tout s réel.
Démonstration. Les deux lemmes précédents 3.4.1 et 3.4.2 permettent de déduire immédia-
tement que Ap est un opérateur automorphisme de H0(Γ). Le lemme 3.4.2 montre que Ap
est un opérateur de Fredholm d’indice nul de Hs(Γ) dans lui-même. L’unicité résulte ensuite
du fait que si (J, %) ∈ Hs(Γ) vérifie Ap(J, %) = 0, alors J et % sont dans C∞(Γ) et en
particulier dans L2(Γ). D’où le résultat sachant qu’un opérateur de Fredholm d’indice nul et
injectif est un automorphisme.
3.4.5 Unicité de la solution de l’équation courants et charges
La première étape consiste à s’assurer de l’unicité de la solution de la C3IE qui est
ainsi ramenée à celle du problème aux limites (3.40) posé dans la cavité intérieure Ω−. Dans
cette partie, le couple (J, %) désigne une solution de la C3IE qui sera dans C∞(Γ) si et
seulement si Finc ∈ C∞(Γ) car, comme on l’a vu ci-dessus, elle est posée à l’aide d’un opé-
rateur elliptique. Les champs E, H et ϕ sont définis dans Ω+ et Ω− par leur représentations
intégrales respectives (3.13) et (3.36). Les propriétés usuelles des potentiels de simple- et
double-couche montrent alors que E, H et ϕ sont dans C∞(Ω+) et C∞(Ω−).
Pour montrer l’unicité de la formulation courants et charges, nous commençons d’abord
par la démonstration du lemme suivant.
Lemme 3.4.4 Si la géométrie et E,H et ϕ sont suffisamment régulières, alors 0 est l’unique
solution à l’intérieur du domaine Ω− du problème aux limites (3.38) posé à l’aide du système
de Picard avec la condition aux limites (3.39).
Démonstration. La démonstration est presque identique à celle relative à la CFIE. Claire-
ment E,H et ϕ sont solution du système de Picard (3.38) et vérifient la condition aux limites
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(3.39). En combinant et intégrant, sur Ω−, de façon adéquate les deux premières équations
du système de Picard (3.38), que nous rappelons ci-dessous
∇× E− iκH = 0, dans Ω−,
∇×H+ iκE+∇ϕ = 0, dansΩ−,
∇ · E+ iκϕ = 0, dans Ω−.
nous arrivons à
iκ
∫
Ω−
(|E|2 − |H|2) dΩ+ ∫
Ω−
∇ϕ · E dΩ = −
∫
Ω−
(
E · ∇×H−H · ∇× E) dΩ.
Les formules d’intégration par parties et la formule de Green donnent
iκ
∫
Ω−
(
|E|2 − |H|2
)
dΩ−
∫
Ω−
ϕ∇ · E dΩ =
〈
γ−
‖
E,γ−×H
〉
×,Γ
− 〈γ−
N
E, γ−ϕ
〉
1
2
,Γ
.
En utilisant la troisième équation du système de Picard, nous obtenons
iκ
∫
Ω−
(
|E|2 − |H|2 − |ϕ2|
)
dΩ =
〈
γ−
‖
E,γ−×H
〉
×,Γ
− 〈γ−
N
E, γ−ϕ
〉
1
2
,Γ
.
Nous utilisons les conditions aux limites sur les composantes tangentielles et normales{
γ−
‖
E+ n× γ−
‖
H = 0, sur Γ,
γ−
N
E+ γ−ϕ = 0, sur Γ,
pour écrire
iκ
∫
Ω−
(
|E|2 − |H|2 − |ϕ|2
)
dΩ = −〈n× γ−
‖
H,γ−×H
〉
×,Γ
+
〈
γ−ϕ, γ−ϕ
〉
1
2
,Γ
.
ou encore
iκ
∫
Ω−
(
|E|2 − |H|2 − |ϕ|2
)
dΩ =
∫
Γ
(∣∣γ−×H∣∣2 + ∣∣γ−ϕ∣∣2) dΓ.
En prenant la partie réelle de cet égalité, nous en déduisons
γ−×H = 0 = γ
−
‖
H, γ−ϕ = 0.
Cela permet alors de déduire à l’aide de la condition aux limites
γ−
‖
E = 0, γ−
N
E = 0.
Nous avons alors que toutes les traces intérieures de E, H et ϕ sont nulles sur Γ. Le prolon-
gement par 0 à tout l’espace de E, H et ϕ satisfait le système de Picard dans R3 entraînant
que chaque composante deE,H ainsi que ϕ satisfont l’équation d’Helmholtz. Il s’ensuit que
E, H et ϕ sont nuls à l’intérieur du domaine Ω−.
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Théorème 3.4.5 Si Ω+ et Ω− sont de classe C∞, l’équation courants et charges (3.40) admet
au plus une solution.
Démonstration. Soit (J, %) une solution de l’équation (3.40) correspondant à une onde in-
cidente nulle Einc = Hinc = 0. L’ellipcité de la C3IE montre que (J, %) est dans C∞(Γ). Le
champ (E,H, ϕ) associé à (J, %) par (3.37) est alors dans C∞(Ω±). Par construction de la
C3IE, il vérifie le système de Picard (3.38) dans Ω+∪Ω− et les conditions aux limites (3.39)
dans Ω−. Le lemme précédent permet d’en déduire que E, H et ϕ sont nuls dans Ω−. On a
alors que ϕ = 0 dans Ω+ car ϕ est donné par un potentiel de simple-couche qui est continu
à la traversée de Γ. Les formules de saut montrent alors que l’équation de conservation de
la charge est vérifiée. On est ainsi ramené à un système de Maxwell vérifiant la conditon de
radiation dans Ω+ et dont la trace tangentielle de champ électrique est nulle sur Γ. Tout le
champ électromagnétique est nul dans Ω+. Les formules de saut assurent alors que J et %
sont nuls. Ce qui termine la démonstration du théorème.
3.4.6 Existence de la solution de l’équation courants et charges
Le but de cette section est de montrer l’existence de la solution du système (3.40) avec
une aux limites de type conducteur parfait. En écrivant le problème considéré comme une
perturbation compacte d’un problème coercif, nous allons utiliser l’alternative de Fredholm
pour en déduire l’existence de solution. Comme conséquence du résultat d’unicité précédent,
l’alternative de Fredholm permet d’établir de façon immédiate le théorème suivant.
Théorème 3.4.6 L’opérateurAp +Ac est inversible avec un inverse borné sur Hs(Γ) pour
tout s ∈ R. Plus particulièrement, l’équation intégrale (3.40) est inversible dans un cadre
L2(Γ) et sa solution est dans C∞(Γ).
Démonstration. Nous avons d’abord que l’opérateurAp est un isomorphisme. Il est alors un
opérateur de Fredholm d’indice nul. L’unicité, démontrée ci dessus, équivaut à l’inversibilité.
Le résultat de régularité s’obtient par la propriété d’ellipticité.
Remarque 3.4.2 L’inversibilité dans le cadre L2 est plus qu’un simple résultat théorique.
Jointe à la propriété de type “inégalité Garding ”donnée par la coercivité de la partie prin-
cipaleAp, cette inversibilité montre que l’équation courants et charges qui peut être résolue
comme la MFIE sur un maillage qui ne requiert pas les conditions de recollement contrai-
gnantes usuelles des méthodes d’éléments finis sans théoriquement les inconvénients bien
connus de la MFIE liés à l’existence ou au rayonnement des courants parasites. De même,
le fait de pouvoir utiliser des méthodes d’élements de frontière sans condition de recollement
permet de définir des discrétisations dont la matrice masse est diagonale par bloc beaucoup
plus aisément inversible que les matrices relatives à une discrétisation des équations EFIE
ou CFIE usuelles.
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Chapitre 4
Étude analytique de l’équation courants
et charges en géométrie sphérique
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4.1 Introduction
Ce chapitre est consacré à la validation de l’analyse de l’équation courants et charges
effectuée au chapitre précédent à l’aide des techniques d’opérateurs pseudo-différentiels en
la reprenant par analyse modale dans le cas d’une géométrique sphérique. Cela nous per-
mettra aussi de comparer le comportement de cette formulation, vis à vis d’une résolution
itérative, à celui de la CFIE qui reste la référence en ce domaine pour la résolution par équa-
tions intégrales du système de Maxwell. Pour ces géométries, nous savons utiliser des bases
qui diagonalisent les opérateurs intégraux-différentiels : ces bases sont construites à partir
des harmoniques sphériques. Cette partie est assez technique car elle utilise des propriétés
de certaines fonctions spéciales mais l’idée est simple : lorsque nous spécifions une équation
intégrale sur une géométrie sphérique, nous pouvons faire une diagonalisation “à la main” de
cette équat ion et regarder très finement ses propriétés d’inversibilité, de conditionnement et
son comportement vis à vis des solveurs itératifs. Plus précisément, nous pouvons diagona-
liser, complètement ou partiellement , tous les opérateurs selon une décomposition modale
qui fait intervenir les harmoniques sphériques pour la quantité scalaire (comme la charge)
et les gradients et rotationnels surfaciques de ces mêmes harmoniques sphériques pour les
champs tangents (les courants). Nous retrouvons aussi les résultats obtenus précédemment
dans le cas général, à savoir que la C3IE est une perturbation compacte d’un opérateur coer-
cif et qu’elle est toujours inversible. Il y a une partie longue et technique dans ces études :
elle concerne l’obtention des valeurs propres des opérateurs et la décomposition modale de
l’onde incidente.
Nous commençons par donner la définition d’un certain nombre de fonctions classiques
qui seront constamment utilisées par la suite, telles que : fonctions de Bessel sphériques,
fonctions de Hankel sphériques, fonctions de Riccati-Bessel, polynôme de Legendre, fonc-
tions de Legendre, harmoniques sphériques, etc. Nous donnons ensuite la décomposition
modale des opérateurs servant à exprimer la C3IE. Après avoir décomposé en modes l’onde
incidente, nous ramenons la résolution à celle d’un système linéaire par troncature du dé-
veloppement modal. La résolution itérative du système obtenu et celui obtenu par le même
problème pour la CFIE nous permettra alors de tester si la C3IE est adaptée à une résolution
par une méthode itérative.
4.2 Coordonnées sphériques
Nous introduisons dans cette section les fonctions permettant d’effectuer une séparation
de variables lorsqu’on exprime l’équation d’Helmholtz en coordonnées sphériques.
4.2.1 Rappels sur les fonctions de Bessel sphériques et de Ricatti-Bessel
Nous notons de façon classique les fonctions de Bessel sphériques suivantes qui sont
définies par (cf., e.g., [22])
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– fonction de Bessel sphérique d’ordre p
jp(t) = t
p
(
− 1
t
∂t
)p sin t
t
;
– fonction de Neumann sphérique d’ordre p
yp(t) = −tp
(
− 1
t
∂t
)p cos t
t
;
– fonction de Hankel sphérique de première espèce et d’ordre p qui est définie comme
une combinaison des deux fonctions précédentes :
h(1)p (t) = jp(t) + iyp(t) = −tp
(
− 1
t
∂t
)p eit
t
.
Les fonctions de Ricatti-Bessel sont plus adaptées pour définir les conditions aux limites à
l’aide des composantes tangentielles des champs :
– fonction de Ricatti-Bessel d’ordre p
ψp(t) = tjp(t);
– fonction de Ricatti-Neumann d’ordre p
ζp(t) = typ(t);
– fonction de Ricatti-Hankel de première espèce et d’ordre p qui est défini à l’aide de la
fonction de Ricatti-Bessel et Ricatti-Neumann
ξ(1)p (t) = th
(1)
p (t).
Les identités de wronskien s’écrivent ici :
ψp(t) ζ
′
p(t)− ψ′p(t) ζp(t) = 1, ψp(t) ξ(1)p
′
(t)− ψ′p(t) ξ(1)p (t) = i. (4.1)
Enfin, le comportement asymptotique des fonctions de Ricatti-Bessel, pour les grands argu-
ments x p, est donné par
ψp(x) ' cos
(
x− p+1
2
pi
)
, ζp(x) ' sin
(
x− p+1
2
pi
)
, ξ(1)p (x) ' exp
(
x− p+1
2
pi
)
.
Ces propriétés des fonctions de Bessel se trouvent dans [17, 37, 33, 22].
4.2.2 Harmoniques sphériques
Pour fixer la dimension de l’obstacle, nous pouvons choisir une sphère de rayon a, notée
S2a . La sphère-unité de R3 sera notée S2. Il faut bien faire la différence entre les opérateurs
sur S2 et S2a . Peut-être faut-il auparavant dire que S2a peut être paramétrisée par la sphère-
unité : xˆ ∈ S2 7→ axˆ ∈ S2a . Il est donc naturel dans cette géométrie d’utiliser les coordonnées
sphériques (θ, φ).
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Les harmoniques sphériques sont définies à l’aide des fonctions de Legendre. Une ex-
pression compacte des polynômes de Legendre Pp d’ordre p peut être obtenue à l’aide de la
formule de Rodrigues
Pp(x) =
1
2p p!
(
d
dx
)p
(x2 − 1)p.
Cette suite de polynômes est une suite orthogonale et on a l’égalité suivante∫ 1
−1
Pp(x) P` (x) dx =
∫ pi
0
Pp(cos θ)P`(cos θ) sin θ dθ =
2
2p+ 1
δp`,
où δp` est l’indice de Kronecker. Pour q entier positif, on a la formule suivante, qui relie les
fonctions de Legendre aux polynômes de Legendre
P qp (x) = (1− x2)
q
2
(
d
dx
)q
Pp(x), q ≥ 0.
On a aussi une formule reliant P−qp (x) pour q positif à P qp (x)
P−qp (x) = (−1)q
(p− q)!
(p+ q)!
P qp (x).
A q fixé, cette suite de fonctions est orthogonale∫ 1
−1
P qp (x)P
q
` (x) dx =
∫ pi
0
Pp(cos θ)P`(cos θ) sin θ dθ =
2
2p+ 1
(p− q)!
(p+ q)!
δp`.
En utilisant l’orthogonalité des exponentielles eimφ sur l’intervalle [0, 2pi], on montre
aisément que les harmoniques sphériques Yqp d’ordre p constituent une famille orthonormée
sur la sphère-unité
Yqp (xˆ) =
(
2p+ 1
4pi
(p− |q|)!
(p+ |q|)!
)1/2
P |q|p (cos θ) e
iqϕ, p ≥ 0, |q| ≤ p, (4.2)
où, d’une façon générique dans la suite, une variable notée en gras avec un chapeau telle que
xˆ désignera un point de la sphère-unité. La relation suivante relie les indices q positifs et
négatifs
Y−qp (xˆ) = (−1)q Yqp (xˆ).
Comme xˆ et yˆ sont deux vecteurs unitaires, leur produit scalaire est donné par
xˆ · yˆ = cos(xˆ, yˆ),
où (xˆ, yˆ) désigne l’angle entre xˆ et yˆ. Les fonctions harmoniques forment un système or-
thonormal complet dans L2(S2). Elles vérifient de plus la formule d’addition suivante : pour
xˆ, yˆ ∈ S2
p∑
q=−p
Yqp (xˆ) Y
q
p (yˆ) =
2p+ 1
4pi
Pp
(
xˆ · yˆ
)
. (4.3)
Coordonnées sphériques 67
En particulier, si xˆ = yˆ, on a
p∑
q=−p
∣∣Yqp (xˆ)∣∣2 = 2p+ 14pi . (4.4)
Afin de donner quelques propriétés supplémentaires des harmoniques sphériques vec-
torielles, on va introduire des opérateurs différentiels qui opèrent sur les fonctions et sur
les champs de vecteurs tangents de la sphère S2a . En coordonnées sphériques, les opérateurs
différentiels liés à S2a s’écrivent
– gradient tangentiel
∇S2
a
=
1
a
(
∂θ eˆθ +
1
sin θ
∂ϕ eˆϕ
)
;
– rotationnel tangentiel lié à la sphère
∇S2
a
× n = 1
a
(
∂θ eˆϕ − 1
sin θ
∂ϕ eˆθ
)
;
– Laplacien surfacique (opérateur de Laplace-Berltrami)
∇S2
a
· ∇S2
a
= ∆S2 =
1
a2
(
1
sin θ
∂θ (sin θ ∂θ) +
1
sin2 θ
∂2ϕ
)
.
Les vecteurs eˆr, eˆθ, eˆϕ forment le repère orthonormé direct usuel associé aux coordonnées
sphériques.
On peut noter que, suite à la parametrisation xˆ 7→ axˆ de la sphère S2a par la sphère-unité
S2, on relie les opérateurs différentiels ci-dessous sur la sphère S2a aux opérateurs analogues
définis sur la sphère-unité :
∇S2
a
ψ =
1
a
∇
S
2ψ,
∇S2
a
·ψ =
1
a
∇
S
2 ·ψ,
∆
S
2
a
ψ =
1
a2
∆
S
2 ψ,
où pour simplifier les notations nous ne distinguons pas entre une fonction xˆ 7→ ψ(xˆ) définie
sur la sphère-unité et la fonction obtenue par transport sur S2a par x ∈ S2a 7→ ψ(x/a).
Du fait que les harmoniques sphériques sont des fonctions propres de l’opérateur de
Laplace-Berltrami sur la sphère-unité, on a
∆
S
2Yqp (xˆ) = − p(p+ 1) Yqp (xˆ). (4.5)
La propriété correspondante sur S2a s’écrit
∆
S
2
a
Ypq (x) = −
p(p+ 1)
|x|2 Y
p
q (x), (4.6)
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où nous désignons dans toute la suite par Ypq (x) la fonction sur R3 obtenue en prolongeant
Ypq en une fonction indépendante de la variable radiale r. Pour plus de détails, nous référons
à [17, 37, 33, 22].
Nous allons rappeler dans la suite comment se résout le problème aux limites intérieur
et extérieur à l’aide des harmoniques sphériques et fonctions de Bessel sphériques. Nous
cherchons la solution de (3.40) sous la forme d’une somme de fonctions à variables séparées
de (r, θ, φ) où S2a va jouer ici le rôle de Γ.
Il est bien connu que comme la famille des harmoniques sphériques constitue une base
orthonormée de L2(S2). On en déduit directement que la famille
{
1
a
Yqp , q ≤ p, p ≥ 0
}
constitue aussi une base orthonormée de L2(S2a ).
Toute fonction λ de L2(S2a ) peut ainsi être développée sous la forme
λ(x) =
∞∑
p=0
p∑
q=−p
λqp
1
a
Ypq (x), (4.7)
où les coefficients de Fourier λqp sont définis par
λqp =
∫
S2a
λ(x) Ypq (x) ds. (4.8)
De même, tout champ de vecteurs tangent à S2a et dans L2(S2a ) peut être décomposé comme
suit
J(y) =
∞∑
p=1
p∑
q=−p
Jq,+p
1√
p(p+ 1)
∇S2
a
Ypq (y)
+
∞∑
p=1
p∑
q=−p
Jq,−p
1√
p(p+ 1)
(
yˆ ×∇S2
a
Ypq (y)
)
.
(4.9)
Les deux familles
{
∇S2
a
Yqp
}
et
{
yˆ×∇S2
a
Yqp
}
constituent une base orthonormée des vecteurs
tangents à S2a dans L2(S2a ).
Rappel 4.2.1 Soit Ypq une harmonique sphérique, alors : uqp(x) = jp(κr)Yqp (θ, ϕ) est une
solution de l’équation d’Helmholtz dans R3. De même, vqp(x) = h
(1)
p (κr)Yqp (θ, ϕ) est une
solution de l’équation d’Helmholtz dans tout domaine contenu dans R3\{0}, vérifiant la
condition de radiation de Sommerfeld.
4.3 Diagonalisation de quelques opérateurs intégraux
Pour décrire succinctement cette section, nous pouvons dire que nous allons exprimer
les opérateurs intégraux de la C3IE à l’aide de développements en harmoniques sphériques.
Nous commençons par des calculs préliminaires liés aux points suivants.
– La première partie est assez technique et consiste à trouver la diagonalisation de
l’opérateur qui associe à un champ tangent à la sphère la composante normale du
potentiel de simple-couche créé par celui-ci.
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– La deuxième partie consiste à calculer la diagonalisation de le divergence surfacique
de l’opérateur γ
‖
K avec lequel est posée la MFIE. Cela permet de vérifier la formule
donnée par Colton et Kress [16] pour la divergence de cet opérateur.
– La dernière partie est consacrée à obtenir les expressions dans les bases d’harmoniques
sphériques des opérateurs locaux classiques : gradient et divergence surfaciques et
opérateur de Laplace-Beltrami.
4.3.1 Diagonalisation de la composante normale du potentiel de simple-
couche
L’objet est de diagonaliser l’opérateur suivant
xˆ · SJ(x) =
∫
S2a
G(x, y) J(y) · xˆ dsy, x ∈ S2a , (4.10)
avec J(y) un champ de vecteurs tangentiel à S2a et xˆ = x/|x|.
Lemme 4.3.1 Soit J un champ tangent à S2a dans L2(S2a ) ; alors l’action de l’opérateur xˆ·S
sur J est donnée pour |x| ≥ a par
xˆ · SJ(x) =
∞∑
p=1
p∑
q=−p
SN,p(|x|, a) Jq,+p Ypq (x), (4.11)
avec
SN,p(|x|, a) =
(
i
√
p(p+ 1)
t
(
z j′p(z) h
(1)
p (t) + t jp(z) h
(1)
p
′
(t) + jp(z) h
(1)
p (t)
)) ∣∣∣t=κ|x|
z=κa
=
(
i
√
p(p+ 1)
tz
(
z ψ′p(z) ξ
(1)
p (t) + t ψp(z) ξ
(1)
p
′
(t)− ψp(z) ξ(1)p (t)
)) ∣∣∣t=κ|x|
z=κa
(4.12)
Démonstration. Nous allons démontrer d’abord le lemme pour |x| > a. Le cas |x| = a
s’obtient par passage à limite lorsque x tend vers un point de la sphère S2a .
Nous partons de la décomposition de la fonction de Green donnée par Colton et Kress
[17, page 185] pour |x| > |y| = a,
G(x, y)J · xˆ = G(1)(x, y) +G(2)(x, y) +G(3)(x, y);
G(1)(x, y) = iκ
∞∑
p=1
1
p(p+ 1)
p∑
q=−p
N
q
p(x) · xˆ M
q
p(y) · J(y)
G(2)(x, y) =
i
κ
∞∑
p=1
1
p(p+ 1)
p∑
q=−p
∇×Nqp(x) · xˆ ∇× Mqp(y) · J(y)
G(3)(x, y) =
i
κ
∞∑
p=0
p∑
q=−p
∇vqp (x) · xˆ ∇u
q
p (y) · J(y).
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avec
vqp (x) = h
(1)
p (κ|x|) Ypq (x), uqp (y) = jp(κ|y|) Ypq (y),
N
q
p(x) =∇×
(
r(x) vqp (x)
)
, Mqp(y) =∇×
(
r(y)uqp (y)
)
.
On vérifie immédiatement pour un calcul en coordonnées sphériques que
N
q
p(x) = h
(1)
p (κ|x|)∇S2Yqp (xˆ)× xˆ,
M
q
p(y) = jp(κ|y|) ∇S2Yqp (yˆ)× yˆ.
Ces fonctions vérifient également [17, page 180]
xˆ×∇×Nqp(x) =
( 1
|x| h
(1)
p (κ|x|) + κh(1)p
′
(κ|x|)
)
xˆ×∇
S
2Yqp (xˆ),
yˆ ×∇×Mqp(y) =
( 1
|y| jp(κ|y|) + κ j
′
p(κ|y|)
)
yˆ ×∇
S
2Yqp (yˆ),
ce qu’on peut écrire sous la forme plus condensée
xˆ×∇×Nqp(x) =
(
h(1)p (t) + t h
(1)
p
′
(t)
)
|t=κ|x| xˆ×∇S2|x|Ypq (x),
yˆ ×∇×Mqp(y) =
(
jp(z) + zj
′
p(z)
)
|z=κa yˆ ×∇S2
a
Ypq (y).
On a, en particulier,
N
q
p(x) · xˆ = 0,
et donc
G(1)(x, y) = 0.
On calcule maintenant G(2)(x, y). En utilisant la formule de Stokes, il vient
∇×Nqp(x) · xˆ =∇S2|x| ·Nqp(x)× xˆ
=∇
S
2 ·
(
h(1)p (κ|x|)
1
|x| ∇S2Y
q
p (xˆ)× xˆ
)× xˆ
= −h(1)p (κ|x|)
1
|x|∇S2 · ∇S2Y
q
p (xˆ)
=
p(p+ 1)
|x| h
(1)
p (t)|t=κ|x|Yqp (xˆ). (4.13)
Comme J(y) est tangentiel à S2a , on peut écrire en utilisant une relation élémentaire sur le
produit vectoriel
∇×Mqp(y) · J(y) =
(
yˆ ×∇×Mqp(y)
)
· (yˆ × J(y))
=
(
jp(z) + z j
′
p(z)
) |z=κa (yˆ ×∇S2
a
Ypq (y)
)
· yˆ × J(y)
=
(
jp(z) + z j
′
p(z)
)|z=κa ∇S2
a
Ypq (y) · J(y).
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On obtient alors directement
G(2)(x, y) =
∞∑
p=1
p∑
q=−p
i
t
(
jp(z) h
(1)
p (t) + z j
′
p(z) h
(1)
p (t)
)∣∣∣t=κ|x|
z=κa
∇S2
a
Ypq (y) · J(y) Y
p
q (x).
(4.14)
On passe maintenant au troisième terme G(3)(x, y). On a directement
∇vqp (x) · xˆ = κ
(
h(1)p
′
(t)
)∣∣∣
t=κ|x|
Ypq (x), (4.15)
et comme J est tangent à S2a
∇uqp (y) · J(y) =∇S2
a
uqp (y) · J(y) = jp(z)|z=κa ∇S2
a
Ypq (y) · J(y). (4.16)
On obtient alors
G(3)(x, y) =
∞∑
p=1
p∑
q=−p
(
i jp(z) h
(1)
p
′
(t)
)∣∣∣t=κ|x|
z=κa
∇S2
a
Ypq (y) · J(y)Y
p
q (x). (4.17)
En regroupant le tout, on a donc
G(x, y)J(y) · xˆ =
∞∑
p=1
p∑
q=−p
βp∇S2
a
Ypq (y) · J(y) Y
p
q (x),
avec
βp =
i
t
(
jp(z) h
(1)
p (t) + z j
′
p(z) h
(1)
p (t) + t jp(z) h
(1)
p
′
(t)
)∣∣∣t=κ|x|
z=κa
Les propriétés d’orthogonalité des harmoniques sphériques donnent en utilisant la décompo-
sition (4.9) ∫
S2a
∇S2
a
Ypq (y) · J(y) dsy =
√
p(p+ 1) Jq,+p .
Ceci établit le formule (4.11) pour |x| > a.
Pour passer à la limite lorsque x tend vers un point de S2a , on opère comme suit. On com-
mence d’abord à approcher J par en tronquant son développement (4.9) pour en conserver
un nombre fini de termes. Si le développement est fini, on peut utiliser alors la continuité des
fonctions de Hankel sphériques h(1)p pour passer à la limite lorsque |x| → a.
On établira dans la suite en exprimant SN,p(a, a) à l’aide des fonctions de Ricatti-Bessel
que
SN,p(a, a) = O
(1
p
)
.
Ceci montre en particulier que la suite des coefficients SN,p(a, a), p ≥ 1, est bornée et donc
que l’opérateur xˆ · S est borné dans L2(S2a ). On repasse à la limite alors pour retrouver le
développement complet de J. On obtient aussi l’expression de xˆ · SJ pour J quelconque
tangent à S2a dans L2(S2a ).
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4.3.2 Divergence surfacique de la trace tangentielle tournée de l’opéra-
teur K
Dans ce paragraphe, nous déterminons les valeurs propres des opérateurs intégraux
usuels. Nous établissons auparavant une identité remarquable concernant la divergence de
la trace tangentielle tournée de l’opérateurK. Désormais, pour simplifier les notations, nous
utilisons les notations suivantes
αp(t) :=
√
p(p+ 1)
t
et αp := αp(t)|t=κa.
Proposition 4.3.2 Soit J un champ de vecteurs tangent à S2a . On a
∇S2
a
· n× γ
‖
KJ = κ2γ
N
SJ−N t(∇S2
a
· J
)
. (4.18)
Démonstration. La diagonalisation de la dérivée normale d’un potentiel de simple-couche1
sur une sphère de rayon a est bien connue ; si
λ(x) =
∞∑
p=1
p∑
q=−p
λqp
1
a
Ypq (x),
alors
N tλ =
∞∑
p=1
p∑
q=−p
N tp λ
q
p
1
a
Ypq (x), (4.19)
avec
N tp = −
i
2
(
t2
d
dt
(
jp(t) h
(1)
p (t)
))
|t=κa
= − i
2
(
d
dt
(
ψp(t) ξ
(1)
p (t)
)
− 2
t
ψp(t) ξ
(1)
p (t)
)
|t=κa. (4.20)
Puis, si J admet la décomposition (4.9), nous avons
∇S2
a
· J(y) =
∞∑
p=1
p∑
q=−p
Jq,+p
1√
p(p+ 1)
∇S2
a
· ∇S2
a
Ypq (y)
= −
∞∑
p=1
p∑
q=−p
Jq,+p
√
p(p+ 1)
a
1
a
Ypq (y). (4.21)
A partir de ces dernières relations et par composition, nous en déduisons
N t
(
∇S2
a
· J
)
(x) =
∞∑
p=1
p∑
q=−p
ξp J
q,+
p
1
a
Ypq (x), (4.22)
1Dans ce paragraphe,N tλ désigne la dérivée normale d’un potentiel de simple-couche et non son opposé.
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avec
ξp =
iκ
2
(
t2αp(t)
d
dt
(
jp(t) h
(1)
p (t)
))
|t=κa.
Les calculs précédents (4.11) donnent
κ2γ
N
SJ(x) =
∞∑
p=1
p∑
q=−p
sp J
q,+
p
1
a
Ypq (x),
avec
sp = iκ
√
p(p+ 1)
(
d
dt
(
t jp(t) h
(1)
p (t)
))
|t=κa.
En retranchant N t
(
∇S2
a
· J
)
(x) de cette dernière relation, nous trouvons
κ2γ
N
SJ(x)−N t(∇S2
a
· J
)
(x) =
∞∑
p=1
p∑
q=−p
δp J
q,+
p
1
a
Ypq (x),
avec
δp =
iκ
2
αp
( d
dt
(
t2 jp(t) h
(1)
p (t)
) )|t=κa.
Nous reconnaissons les fonctions de Ricatti-Bessel et leurs dérivées. Les coefficients de Fou-
rier δp se réécrivent alors comme suit
δp =
iκ
2
(
αp(t)
d
dt
(
ψp(t) ξ
(1)
p (t)
))
|t=κa. (4.23)
Nous reprenons l’opérateur γ
‖
K défini par
γ
‖
KJ(x) =
∫
S2a
∇y G(x, y)× J(y) dsy,
Nous savons que pour une sphère, l’opérateur γ
‖
K se diagonalise comme suit
γ
‖
KJ =
∞∑
p=1
p∑
q=−p
κp J
q,+
p
1√
p(p+ 1)
(
yˆ×∇S2
a
Ypq (y)
)
+
∞∑
p=1
p∑
q=−p
κp J
q,−
p
1√
p(p+ 1)
∇S2
a
Ypq (y),
(4.24)
où les coefficient de Fourier κp sont donnés par
κp =
i
2
(
d
dt
(
ψp(t) ξ
(1)
p (t)
))
|t=κa. (4.25)
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D’après (4.23) et (4.25), il facile d’observer que les coefficients δp et κp sont reliés par
δp = καp κp.
En appliquant maintenant yˆ× à la relation (4.24), nous obtenons
yˆ × γ
‖
KJ =
∞∑
p=1
p∑
q=−p
−κp Jq,+p
1√
p(p+ 1)
∇S2
a
Ypq (y)
+
∞∑
p=1
p∑
q=−p
κp J
q,−
p
1√
p(p+ 1)
(
yˆ ×∇S2
a
Ypq (y)
)
.
(4.26)
En prenant la divergence de cette dernière relation, ce qui d’abord supprime le deuxième
terme, et en appliquant ensuite la relation (4.6) au premier terme, nous obtenons finalement
∇S2
a
· yˆ × γ
‖
KJ =
∞∑
p=1
p∑
q=−p
−κp Jq,+p
1√
p(p+ 1)
∇S2
a
· ∇S2
a
Ypq (y)
=
∞∑
p=1
p∑
q=−p
καp κp J
q,+
p
1
a
Ypq (y)
=
∞∑
p=1
p∑
q=−p
δp J
q,+
p
1
a
Ypq (y)
= κ2γ
N
SJ−N t(∇S2
a
· J
)
.
D’où le résultat annoncé.
Remarque 4.3.1 Il y a un facteur −2 entre la définition des opérateurs donnée par Colton-
Kress [16] et celle utilisée ici. Avec les notations de ces auteurs, nous aurions
Mλ = −2
(
n×Kλ
)
,
et nous retrouvons bien la relation établie dans [16] pour une surface quelconque régulière
∇S2
a
·Mλ = −κ2γ
N
Sλ−N t(∇S2
a
· λ
)
,
car
γ
‖
Sλ(x) = 2
∫
S2a
G(x, y) λ(y) dsy, N
tλ(x) = 2
∫
S2a
∂nxG(x, y) λ(y) dsy.
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4.3.3 Diagonalisation de la conservation de la charge
Comme % et J ont même dimension, la dimension d’un courant2, on a
%(x) =
∞∑
p=1
p∑
q=−p
ρqp
1
a
Ypq (x) (4.27)
=
1
iκ
∇S2
a
· J(x).
Pour écrire cette relation de continuité dans les bases orthonormales ci-dessus, nous prenons
la divergence de l’expression de J dans ces bases. Nous trouvons
∇S2
a
· J(x) = −
∞∑
p=1
p∑
q=−p
καp J
q,+
p
1
a
Ypq (x). (4.28)
La charge électrique a la décomposition suivante
%(x) =
1
iκ
∇S2
a
· J(x)
=
∞∑
p=1
p∑
q=−p
iαp J
q,+
p
1
a
Ypq (y), (4.29)
et donc, nous retrouvons
ρqp = iαp J
q,+
p .
Nous avons également
∇S2
a
%(x) =
∞∑
p=1
p∑
q=−p
ρqp
1
a
∇S2
a
Ypq (x)
=
∞∑
p=1
p∑
q=−p
καp ρ
q
p
1√
p(p+ 1)
∇S2
a
Ypq (x). (4.30)
Enfin, dans la suite, nous aurons besoin d’utiliser le gradient surfacique de la divergence
surfacique du courant. Il est donné par la relation
∇S2
a
∇S2
a
· J(x) = iκ∇S2
a
%(x)
=
∞∑
p=1
p∑
q=−p
καp ρ
q
p
1√
p(p+ 1)
∇S2
a
Ypq (x)
=
∞∑
p=1
p∑
q=−p
−κ2α2p Jq,+p
1√
p(p+ 1)
∇S2
a
Ypq (x). (4.31)
2 Ce bon dimensionnement est crucial lorsque l’on utilise des méthodes itératives ; comme le gradient
dépend de la métrique utilisée, les algorithmes se comportent différemment suivant la mise à l’échelle retenue.
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4.4 Diagonalisation de quelques équations intégrales
Nous commençons cette section par rappeler la diagonalisation de la CFIE. La décom-
position de cette équation intégrale va jouer un rôle très important en vue de sa comparaison
avec la C3IE. Nous supposons que la sphère S2a est parfaitement conductrice et est éclairée
par une onde plane incidente. Les équations intégrales considérées, posées à l’aide des cou-
rants électriques pour la première et des courants et des charges pour la seconde, admettent
la décomposition suivante
%(x) =
∞∑
p=1
p∑
q=−p
ρqp
1
a
Ypq (x),
J(y) =
∞∑
p=1
p∑
q=−p
Jq,+p
1√
p(p+ 1)
∇S2
a
Ypq (y)
+
∞∑
p=1
p∑
q=−p
Jq,−p
1√
p(p+ 1)
(
yˆ ×∇S2
a
Ypq (y)
)
.
Le but de ce qui suit est d’écrire les équations intégrales en termes de relations linéaires
indépendantes entre les coefficients Jq,±p , ρqp et les coefficients relatifs à la décomposition en
harmoniques sphériques du second membre des équations.
4.4.1 Diagonalisation de la CFIE
Rappelons que la CFIE avec un coefficient α = 1/2 pour combiner la EFIE et la MFIE
s’énonce comme suit
− iγ
‖
T J+ 1
2
J+ n× γ
‖
KJ = γ
‖
Einc + n× γ
‖
Hinc. (4.32)
Nous écrivons de façon condensée cette équation par
Zcfie J = Fcfie .
avec
γ
‖
T = κγ
‖
S +
1
κ
∇S2
a
S∇S2
a
· .
La diagonalisation du second membre s’écrit
Fcfie =
∞∑
p=1
p∑
q=−p
Fq,+p
1√
p(p+ 1)
∇S2
a
Ypq (y)
+
∞∑
p=1
p∑
q=−p
Fq,−p
1√
p(p+ 1)
(
yˆ ×∇S2
a
Ypq (y)
)
.
(4.33)
Les coefficients Fq,±p seront donnés plus tard.
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Proposition 4.4.1 La diagonalisation de la CFIE posée sur S2a s’écrit sous la forme
Zcfie J =
∞∑
p=1
p∑
q=−p
Z+p Jq,+p
1√
p(p+ 1)
∇S2
a
Ypq (y)
+
∞∑
p=1
p∑
q=−p
Z−p Jq,−p
1√
p(p+ 1)
(
yˆ×∇S2
a
Ypq (y)
)
,
(4.34)
avec 
Z+p = −i
(
ξ(1)p
′
(t)
(
ψp(t) + iψ
′
p(t)
)) ∣∣
t=κa
,
Z−p =
(
ξ(1)p (t)
(
ψp(t) + iψ
′
p(t)
) )∣∣
t=κa
,
(4.35)
de sorte que la la résolution de la CFIE s’obtient par F
q,+
p = Z+p Jq,+p ,
Fq,−p = Z−p Jq,−p .
(4.36)
Démonstration. Nous avons la diagonalisation (cf., e.g., [16] )
γ
‖
T J =
∞∑
p=1
p∑
q=−p
(
i ψ′p(t) ξ
(1)
p
′
(t)
)∣∣
t=κa
Jq,+p
1√
p(p+ 1)
∇S2
a
Ypq (y)
+
∞∑
p=1
p∑
q=−p
(
i ψp(t) ξ
(1)
p (t)
)∣∣
t=κa
Jq,−p
1√
p(p+ 1))
(
yˆ ×∇S2
a
Ypq (y)
)
.
D’où nous déduisons à l’aide de (4.26) et de (4.25)
Zcfie J =
∞∑
p=1
p∑
q=−p
Z+p Jq,+p
1√
p(p+ 1)
∇S2
a
Ypq (y)
+
∞∑
p=1
p∑
q=−p
Z−p Jq,−p
1√
p(p+ 1)
(
yˆ ×∇S2
a
Ypq (y)
)
,
avec
Z+p =
(
ψ′p(κa) ξ
(1)
p
′
(κa)
)∣∣
t=κa
+ 1
2
− κp,
Z−p =
(
ψp(κa) ξ
(1)
p (κa)
)
+ 1
2
+ κp.
Nous utilisons le wronskien des équations de Ricatti-Bessel
ψp(κa) ξ
(1)
p
′
(κa)− ψ′p(κa) ξ(1)p (κa) = i,
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qui conduit à
1
2
− κp = − i
2
i− i
2
(
ψp(κa) ξ
(1)
p
′
(κa) + ψ′p(κa) ξ
(1)
p (κa)
)
= − i
2
(
ψp(κa) ξ
(1)
p
′
(κa)− ψ′p(κa) ξ(1)p (κa)
)
− i
2
(
ψp(κa) ξ
(1)
p
′
(κa) + ψ′p(κa) ξ
(1)
p (κa)
)
= −iψp(κa) ξ(1)p
′
(κa).
De la même façon, nous avons également
1
2
+ κp = − i
2
i+
i
2
(
ψp(κa) ξ
(1)
p
′
(κa) + ψ′p(κa) ξ
(1)
p (κa)
)
= − i
2
(
ψp(κa) ξ
(1)
p
′
(κa)− ψ′p(κa) ξ(1)p (κa)
)
+
i
2
(
ψp(κa) ξ
(1)
p
′
(κa) + ψ′p(κa) ξ
(1)
p (κa)
)
= iψ′p(κa) ξ
(1)
p (κa).
Nous remplaçons le 1
2
± κp dans l’expression des z±p , et nous trouvons,
Z+p = ψ′p(κa) ξ(1)p
′
(κa)− i ψp(κa) ξ(1)p
′
(κa),
Z−p = ψp(κa) ξ(1)p (κa) + i ψ′p(κa) ξ(1)p (κa).
En factorisant ces deux relations, nous en déduisons finalement la relation (4.35).
Remarquerons que les valeurs propres ne peuvent jamais s’annuler car ψp et ψ′p n’ont
aucun zéro commun.
4.4.2 Diagonalisation de l’équation courants et charges
Nous reprenons les équations de base de la C3IE γ‖E
inc + n× γ
‖
Hinc = 1
2
J+ n× γ
‖
KJ− iκγ
‖
SJ+∇ΓS%,
γ
N
Einc = 1
2
%−N t%− iκγ
N
SJ+ S
(
∇Γ · J− iκ%
)
.
En écrivant l’opérateur −iκγ
‖
SJ sous la forme suivante
−iκγ
‖
SJ = −i
(
κγ
‖
SJ+
1
κ
∇ΓS
(
∇Γ · J
))
+
i
κ
∇ΓS
(
∇Γ · J
)
= −iγ
‖
T J− 1
iκ
∇ΓS
(
∇Γ · J
)
,
(4.37)
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on est conduit à réécrire la C3IE comme suit γ‖E
inc + n× γ
‖
Hinc = 1
2
J+ n× γ
‖
KJ− iγ
‖
T J+∇ΓS
(
%− 1
iκ
∇Γ · J
)
,
γ
N
Einc = 1
2
%−N t%− iκγ
N
SJ+ S
(
∇Γ · J− iκρ
)
.
Nous reconnaissons l’opérateur de la CFIE avec α = 1/2
γ
‖
Einc + n× γ
‖
Hinc = Zcfie J+∇ΓS
(
%− 1
iκ
∇Γ · J
)
,
γ
N
Einc = 1
2
%−N tρ− iκγ
N
SJ+ S
(
∇Γ · J− iκ%
)
,
ou encore sous une forme matricielle[
ZJJ ZJ%
Z%J Z%%
] [
J
%
]
=
[
FJ
F%
]
,
où les opérateurs intégraux respectivement vectoriels et scalaires Z×× et Z×× sont définis
comme suit
ZJJ = Zcfie +
1
iκ
∇ΓS∇Γ· , Z
J% =∇ΓS,
Z%J = S∇Γ · −iκγNS, Z%% =
1
2
−N t − iκS,
et le second membre est donné par
FJ = γ
‖
Einc + n× γ
‖
Hinc, F% = γ
N
Einc. (4.38)
Le résultat suivant donne la diagonalisation de chaque bloc de la C3IE.
Lemme 4.4.2 La diagonalisation de la C3IE est donnée par
– le premier membre de la première équation se diagonalise de façon suivante
ZJJJ+ZJ%% =
∞∑
p=1
p∑
q=−p
(
ZJJ,+p Jq,+p + ZJ%p ρqp
) 1√
p(p+ 1)
∇S2
a
Ypq (y)
+
∞∑
p=1
p∑
q=−p
ZJJ,−p Jq,−p
1√
p(p+ 1)
(
yˆ ×∇S2
a
Ypq (y)
)
;
(4.39)
– le premier membre de la deuxième équation se diagonalise comme suit
Z%JJ+ Z%%% =
∞∑
p=1
p∑
q=−p
(
Z%J,+p Jq,+p + Z%%p ρqp
) 1
a
Ypq (y), (4.40)
avec
ZJJ,−p Jq,−p = Z−p Jq,−p ,
ZJJ,+p Jq,+p + ZJ%p ρqp =
(Z+p − iκα2p Sp) Jq,+p + (καp Sp) ρqp,
Z%J,+p Jq,+p + Z%%p ρqp = (−iκSN,p − καp Sp) Jq,+p +
(
1
2
−N tp − iκSp
)
ρqp,
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où les coefficients Z±p , SN,p, N tp et Sp sont donnés par
Z+p = −i
(
ξ(1)p
′
(t)
(
ψp(t) + iψ
′
p(t)
))∣∣
t=κa
,
Z−p =
(
ξ(1)p (t)
(
ψp(t) + iψ
′
p(t)
))∣∣
t=κa
,
SN,p = i
√
p(p+ 1)
κ
(
d
dt
(
1
t
ξ(1)p (t)ψp(t)
))∣∣
t=κa
,
N tp = −
i
2
(
d
dt
(
ψp(t) ξ
(1)
p (t)
)
− 2
t
ψp(t) ξ
(1)
p (t)
)∣∣
t=κa
,
Sp = i
κ
(
ψp(t) ξ
(1)
p (t)
)∣∣
t=κa
.
Démonstration. Nous commençons d’abord par diagonaliser la première équation de la
C3IE qui correspond au courant J. Nous avons
γ
‖
Sλ =
∞∑
p=1
p∑
q=−p
Sp λqp
1
a
Ypq (y),
avec
Sp = i
κ
(
ψp(t) ξ
(1)
p (t)
)∣∣
t=κa
.
En utilisant la décomposition de∇S2
a
· J
∇S2
a
· J(y) = −
∞∑
p=1
p∑
q=−p
καp
1
a
Jq,+p Y
p
q (y),
nous obtenons
S(∇S2
a
· J) = −
∞∑
p=1
p∑
q=−p
καp Sp Jq,+p
1
a
Ypq (y); (4.41)
on a alors
1
iκ
∇S2
a
S(∇S2
a
· J) = −
∞∑
p=1
p∑
q=−p
iκα2p Sp Jq,+p
1√
p(p+ 1)
∇S2
a
Ypq (y).
En retranchant Zcfie de cette dernière relation, nous trouvons
ZJJJ =
∞∑
p=1
p∑
q=−p
(Z+p − iκα2p Sp) Jq,+p 1√
p(p+ 1)
∇S2
a
Ypq (y)
+
∞∑
p=1
p∑
q=−p
Z−p Jq,−p
1√
p(p+ 1)
(
yˆ ×∇S2
a
Ypq (y)
)
.
(4.42)
Si la décomposition de la charge % est donnée par
%(x) =
∞∑
p=1
p∑
q=−p
ρqp
1
a
Ypq (x),
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nous avons
ZJ%% =∇S2
a
S% =
∞∑
p=1
p∑
q=−p
1
a
Sp ∇S2
a
Ypq (y) (4.43)
=
∞∑
p=1
p∑
q=−p
καp Sp ρqp
1√
p(p+ 1)
∇S2
a
Ypq (y). (4.44)
A partir de (4.42) et (4.43), nous en déduisons que la première équation de la C3IE se
diagonalise comme suit
ZJJJ+ZJ%% =
∞∑
p=1
p∑
q=−p
( (Z+p − iκα2p Sp) Jq,+p + καp Sp ρqp) 1√
p(p+ 1)
∇S2
a
Ypq (y)
+
∞∑
p=1
p∑
q=−p
Z−p Jq,−p
1√
p(p+ 1)
(
yˆ×∇S2
a
Ypq (y)
)
.
En comparant avec (4.39), cela conduit facilement à diagonaliser la première équation, qui
correspond à J, de l’équation courants et charges Z
JJ,−
p J
q,−
p = Z−p Jq,−p ,
ZJJ,+p Jq,+p + ZJ%p ρqp =
(Z+p − iκα2p Sp) Jq,+p + καp Sp ρqp.
Il reste à diagonaliser la deuxième équation de la C3IE qui correspond à la charge. Rap-
pelons que la diagonalisation des opérateurs γ
N
S et S∇S2
a
· est donnée respectivement en
(4.10) et (4.41). En retranchant iκγ
N
SJ de la relation (4.41), nous trouvons
Z%JJ =
∞∑
p=1
p∑
q=−p
(−καp Sp − iκSN,p) Jq,+p
1
a
Ypq (y). (4.45)
Nous regroupons la décomposition de %, de N t et de S. La diagonalisation de l’opérateur
Z%% est alors donnée par
Z%%% =
∞∑
p=1
p∑
q=−p
(
1
2
−N tp − iκSp
)
ρqp
1
a
Ypq (y). (4.46)
Ces deux dernières relations conduisent immédiatement à la décomposition de la deuxième
équation de la formulation courants et charges.
4.4.3 Analyse mathématique de la C3IE pour une sphère
Nous allons montrer d’abord que les coefficients permettant d’exprimer la solution de la
C3IE suivant les harmoniques sphériques sont bien déterminés. Une analyse du comporte-
ment asymptotique du système permettant d’obtenir ces coefficients nous permettra ensuite
de montrer que la C3IE peut être résolue dans le cadre L2.
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Les composantes sur les harmoniques sphériques de la solution de la C3IE sont données
par la résolution d’un système partiellement couplé
ZJJ,−p 0 0
0 ZJJ,+p ZJ%p
0 Z%J,+p Z%%p


Jq,−p
Jq,+p
ρqp
 =

Fq,−p
Fq,+p
Eqp
 . (4.47)
Dans toutes les formules ci-dessus p est non nul, sauf pour le coefficient Z%%0 .
Lemme 4.4.3 Le déterminant de la matrice du système (4.47) ne s’annule jamais.
Démonstration. Nous avons
Z−p = ξ(1)p (t)
(
ψp(t) + iψ
′
p(t)
)
.
Comme le wronskien
ζ ′p(t)ψp(t)− ζp(t)ψ′p(t) = 1,
ψp(t) et ψ′p(t) ne peuvent pas s’annuler en même temps. Comme
ξ(1)p (t) = ψp(t) + iζp(t) = t (jp(t) + iyp(t)) ,
et que jp et yp constituent un système fondamental de solution pour l’équation de Bessel
sphérique, ξ(1)p (t) ne peut pas s’annuler. Le coefficient Z−p n’est jamais nul. Il nous reste à
montrer que la matrice Mp
Mp =
[ Z+p − iκα2pSp καpSp
−iκS
N,p − καpSp 12 −N tp − iκSp
]
,
a un déterminant non nul. Cette matrice peut encore se réécrire sous la forme suivante
Mp =
[ Z+p − iκα2pSp καpSp
αpdp − καpSp γp − iκSp
]
,
avec
dp = − iκ
αp
S
N,p, γp =
1
2
−N tp.
Un calcul simple montre que detMp, noté ∆p dans la suite, est donné par
∆p = Z+p (γp − iκSp)− iκα2p (γp − idp)Sp.
En utilisant l’expression du wronskien,
ψp(t) ξ
(1)
p
′
(t)− ψ′p(t) ξ(1)p (t) = i,
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nous simplifions
γp = iξ
(1)
p (t)
(
ψ′p(t)−
1
t
ψp(t)
)
,
et nous obtenons
γp − idp = −iψp(t) ξ(1)p
′
(t),
γp − iκpSp = iψ′p(t) ξ(1)p (t) +
t− i
t
ψp(t) ξ
(1)
p (t).
Il s’ensuit que
∆p =
(
i
(
ψ′p(t)
)2 − i
t
ψ′p(t)ψp(t)− i
(
1 + α2p
)
ψ2p(t)
+ 2ψ′p(t)ψp(t)−
1
t
ψ2p(t)
)
ξ(1)p (t) ξ
(1)
p
′
(t).
Comme les deux fonctions de Ricatti-Bessel ξ(1)p
′
(t) et ξ(1)p (t) ne peuvent jamais s’annuler
en même temps, un zéro possible de ∆p devrait alors satisfaire((
ψ′p(t)
)2 − 1
t
ψ′p(t)ψp(t)−
(
1 + α2p
)
ψ2p(t)
)
i+ 2ψ′p(t)ψp(t)−
1
t
ψ2p(t) = 0.
En prenant les parties réelles et imaginaires de cette dernière relation, cela conduit aux rela-
tions 
2ψp(t)
(
ψ′p(t)−
1
2t
ψp(t)
)
= 0,
2ψ′p(t)
(
ψ′p(t)−
1
2t
ψp(t)
)
−
( (
ψ′p(t)
)2
+
(
1 + α2p
)
ψ2p(t)
)
= 0,
qui ne peuvent être satisfaites, car jp(t) et h(1)p (t) n’ont pas de zéro commun.
Nous nous intéressons au cas où p, le numéro du mode, tend vers l’infini. Tout d’abord on
a (cf., e.g., [17])
ψp(t) =
tp+1
1 · 3 · · · (2p+ 1)
(
1 +O
(1
p
))
, ξ(1)p (t) =
1 · 3 · · · (2p− 1)
itp
(
1 +O
(1
p
))
,
et donc
ψp(t) ξ
(1)
p (t) =
−it
2p+ 1
(
1 +O
(1
p
))
. (4.48)
A partir de la définition de ψp et de ξ(1)p , il est important d’observer que
ψp+`(t) =
∏`
k=1
t
2p+ 2k + 1
ψp(t),
ψp−`(t) =
∏`
k=1
2p+ 2k − 1
t
ψp(t),
(4.49)
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et 
ξ
(1)
p+`(t) =
∏`
k=1
2p+ 2k − 1
t
ξ(1)p (t),
ξ
(1)
p−`(t) =
∏`
k=1
t
2p− 2k + 1 ξ
(1)
p (t),
(4.50)
où k et ` sont des entiers positifs. Nous allons aussi utiliser dans la suite les identités suivantes
(cf., e.g., [17]) 
1
2
(ψp−1(t)− ψp+1(t)) = ψ′p(t)−
1
2t
ψp(t),
1
2
(ψp−1(t) + ψp+1(t)) =
2p+ 1
2t
ψp(t),
(4.51)
et 
1
2
(
ξ
(1)
p−1(t)− ξ(1)p+1(t)
)
= ξ
(1)
p
′
(t)− 1
2t
ξ(1)p (t),
1
2
(
ξ
(1)
p−1(t) + ξ
(1)
p+1(t)
)
=
2p+ 1
2t
ξ(1)p (t),
(4.52)
En fait, la preuve de ces résultats est plutôt technique et sera dérivée des propositions sui-
vantes.
Proposition 4.4.4 Soit t un nombre réel positif, les asymptotiques suivantes sont vérifiées
Sp = i
κ
ψp(t) ξ
(1)
p (t) = O
(1
p
)
,
kp =
i
2
(
d
dt
(
ψp(t) ξ
(1)
p (t)
))
= O
(1
p
)
,
SN,p = i
√
p(p+ 1)
κ
(
d
dt
(
1
t
ψp(t) ξ
(1)
p (t)
))
= O
(1
p
)
,
N tp = −
i
2
(
d
dt
(
ψp(t) ξ
(1)
p (t)
)
− 2
t
ψp(t) ξ
(1)
p (t)
)
= O
(1
p
)
,
mp = ξ
(1)
p
′
(t)ψ′p(t) + α
2
p(t)ψp(t) ξ
(1)
p (t) = O
(1
p
)
.
Démonstration. Tout d’abord, l’asymptotique de Sp est une conséquence directe de l’asymp-
totique donnée en (4.48)
Sp = i
κ
ψp(t) ξ
(1)
p (t) =
1
κ
1
2p+ 1
(
1 +O
(1
p
))
= O
(1
p
)
.
En insérant (4.51) et (4.52) dans
d
dt
(
ξ(1)p (t)ψp(t)
)
= ψ′p(t) ξ
(1)
p (t) + ψp(t) ξ
(1)
p
′
(t),
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nous obtenons
d
dt
(
ξ(1)p (t)ψp(t)
)
=
1
2
(
ψp−1(t)− ψp+1(t) + 1
t
ψp(t)
)
ξ(1)p (t)
+
1
2
(
ξ
(1)
p−1(t)− ξ(1)p+1(t) +
1
t
ξ(1)p (t)
)
ψp(t).
En utilisant les identités (4.49) et (4.50), nous arrivons à écrire cette dernière relation uni-
quement à l’aide de produit ψp(t) ξ(1)p (t) comme suit
d
dt
(
ξ(1)p (t)ψp(t)
)
=
1
2
(
2p+ 1
t
− t
2p+ 3
+
1
t
)
ψp(t) ξ
(1)
p (t)
+
1
2
(
t
2p− 1 −
2p+ 1
t
+
1
t
)
ψp(t) ξ
(1)
p (t)
=
1
2
(
t
2p− 1 −
t
2p+ 3
+
2
t
)
ψp(t) ξ
(1)
p (t)
= O
(1
p
)
.
Cela conduit directement à calculer l’asymptotique de kp. A partir de cette dernière relation
Nous en déduisons
d
dt
(
1
t
ξ(1)p (t)ψp(t)
)
= − 1
t2
ψp(t) ξ
(1)
p (t) +
1
t
d
dt
(
ψp(t) ξ
(1)
p (t)
)
=
(
− 1
t2
+
1
2(2p− 1) −
1
2(2p+ 3)
+
1
t2
)
ψp(t) ξ
(1)
p (t)
=
−it
2(p+ 1)
(
1
2p− 1 −
1
2p+ 3
)(
1 +O
(1
p
))
.
Nous en déduisons
d
dt
(
1
t
ξ(1)p (t)ψp(t)
)
= O
( 1
p2
)
. (4.53)
Le comportement asymptotique de SN,p est alors donné par
SN,p = i
√
p(p+ 1)
κ
d
dt
(
1
t
ξ(1)p (t)ψp(t)
)
= O
(
1
p
)
.
L’asymptotique pour N tp vient de l’identité
N tp = −
i
2
(
d
dt
(
ψp(t) ξ
(1)
p (t)
)
− 2
t
ψp(t) ξ
(1)
p (t)
)
= −kp − i
t
ψp(t) ξ
(1)
p (t) = O
(1
p
)
.
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Nous calculons à présent l’asymptotique de mp
mp = ξ
(1)
p
′
(t)ψ′p(t) + α
2
p(t)ψp(t) ξ
(1)
p (t)
=
((
ψ′p(t)−
1
2t
ψp(t)
)
+
1
2t
ψp(t)
)((
ξ(1)p
′
(t)− 1
2t
ξ(1)p (t)
)
+
1
2t
ξ(1)p (t
)
+
(2p+ 1)2
4t2
ψp(t) ξ
(1)
p (t)−
1
4t2
ψp(t) ξ
(1)
p (t)
=
(
ψ′p(t)−
1
2t
ψp(t)
)(
ξ(1)p
′
(t)− 1
2t
ξ(1)p (t)
)
+
(2p+ 1)2
4t2
ψp(t) ξ
(1)
p (t) +
1
2
d
dt
(
1
t
ψp(t) ξ
(1)
p (t)
)
.
Nous utilisons les relations (4.51) et (4.52), nous obtenons
mp =
1
4
(
ψp−1(t)− ψp+1(t)
)(
ξ
(1)
p−1 − ξ(1)p+1
)
+
1
4
(
ψp−1(t) + ψp+1(t)
)(
ξ
(1)
p−1 + ξ
(1)
p+1
)
+
1
2
d
dt
(
1
t
ψp(t) ξ
(1)
p (t)
)
=
1
2
(
ψp−1(t) ξ
(1)
p−1(t) + ψp+1(t) ξ
(1)
p+1(t)
)
+
1
2
d
dt
(
1
t
ψp(t) ξ
(1)
p (t)
)
.
La relation (4.53) entraîne que mp = O
(1
p
)
.
Remarque 4.4.1 L’asymptotique ci-dessus de SN,p montre en particulier qu’il reste borné
lorsque p→∞ et établit le point annoncé dans la preuve du lemme 4.3.1.
Lemme 4.4.5 La matrice du système (4.47) a le comportement suivant lorsque p→ +∞
ZJJ,−p 0 0
0 ZJJ,+p ZJ%p
0 Z%J,+p Z%%p
 = Mp +O(1p), p→ +∞, (4.54)
avec
Mp =
1
2
 1 0 00 1 1
0 −1 1
 . (4.55)
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Démonstration. Nous calculons d’abord l’asymptotique de Z−p
Z−p = ξ(1)p (t)
(
ψp(t) + iψ
′
p(t)
)
=
(
1 +
i
2
(
2p− 1
t
− t
2p+ 3
+
1
t
))
ψp(t) ξ
(1)
p (t)
=
2p− 1
4p+ 2
(
1 +O
(1
p
))
=
1
2
− 2
2p+ 1
(
1 +O
(1
p
))
=
1
2
+O
(1
p
)
.
Il est maintenant facile d’obtenir l’asymptotique de notre système. Étant donné que, si t =
κa, Selon l’asymptotique de z−p , nous avons
ZJJ,−p = Z−p =
1
2
+O
(1
p
)
.
De plus, l’asymptotique de mp et de kp nous donnent
ZJJ,+p = Z+p − iκα2p Sp
=
1
2
− kp + ψ′p(t) ξ(1)p
′
(t) + α2p(t)ψp(t) ξ
(1)
p (t)
=
1
2
− kp +mp = 1
2
+O
(1
p
)
.
Pour les termes diagonaux, nous obtenons
ZJ%p = καp(t)Sp =
√
p(p+ 1)
t
t
2p+ 1
(
1 +O
(1
p
))
=
1
2
+O
(1
p
)
.
En utilisant la définition de Sp et de SN,p, nous avons
Z%J,+p = −iκSN,p −
κ
√
p(p+ 1)
t
Sp = −1
2
+O
(1
p
)
.
Enfin, l’asymptotique de Z%%p peut être donnée par
Z%%p =
1
2
−N tp − iκSp =
1
2
+O
(1
p
)
.
En regroupant le tout, nous avons alors (4.54).
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Remarque 4.4.2 Il convient de signaler que, pour la CFIE, la propriété donnée par le théo-
rème ci-dessus est conservée seulement pour la composante “rotationel” des courants tandis
que la composante “gradient” est d’ordre p lorsque p→∞.
Z−p =
1
2
+O
(1
p
)
, Z+p =
ip
2κa
+O(1). (4.56)
Cela montre que la CFIE est définie en termes d’un opérateur qui n’est pas borné dans le
cadre fonctionnel L2. Ce fait a été mentionné précédemment et était connu bien longtemps
avant dans [26].
Théorème 4.4.6 La C3IE est inversible dans le cadre L2 et est posée à l’aide d’un opérateur
coercif sur L2 modulo une perturbation compacte.
Démonstration. La première partie de la démonstration est donnée par les lemmes 4.4.3 et
4.4.5. Pour la seconde il suffit d’observer que
[
J
q,−
p J
q,+
p %
q
p
] 1
2
 1 0 00 1 1
0 −1 1

 J
q,−
p
Jq,+p
%qp
 = 12 ∣∣J+,qp ∣∣2+12 ∣∣J−,qp ∣∣2+12 ∣∣%qp∣∣2+i=(Jq,−p %qp) .
et donc en prenant la partie réelle de cette égalité, nous obtenons
<
[
J
q,−
p J
q,+
p %
q
p
] 1
2
 1 0 00 1 1
0 −1 1

 J
q,−
p
Jq,+p
%qp
 = 12 (∣∣J+,qp ∣∣2 + ∣∣J−,qp ∣∣2 + ∣∣%qp∣∣2) ,
ce qui termine la démonstration.
Remarque 4.4.3 La démonstration établit aussi que l’opérateur de la C3IE vérifie une in-
égalité de Garding. Ce fait, déjà établi dans ce cas général, est fondamental pour la conver-
gence de l’approximation par des méthodes d’éléments frontière de cette équation.
4.5 Formation des seconds membres
Dans ce paragraphe, nous dérivons l’expression du second membre de l’équation cou-
rants et charges lorsque la résolution concerne la diffraction d’une onde plane incidente par
la sphère. Après troncature de développements, cela nous permettra de mettre en oeuvre et
de tester le solveur GMRES pour chacune des deux équations intégrales précédentes dans
une telle situation.
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4.5.1 Décomposition d’une onde plane
Nous supposons que le champ incident est une onde plane, et que zˆ est le sens opposé
de la propagation de cette onde. La polarisation de l’onde plane considérée est (xˆ,−yˆ). Ici,
(xˆ, yˆ, zˆ) représente les directions usuelles des coordonnées cartésiennes. Nous avons
Einc(x) = xˆ e−iκ zˆ·r(x), Hinc(x) = −yˆ e−iκ zˆ·r(x). (4.57)
Nous nous intéressons d’abord à décomposer la composante normale des champs incidents,
sur la sphère de rayon a, qui est définie comme suit[
Einc · xˆ
−Hinc · xˆ
]
=
[
sin θ cosϕ
sin θ sinϕ
]
e−iκa cos θ.
Lemme 4.5.1 Si nous posons
1
a
Y1,cp (x) =
1
a
√
2
(
Y1p (x) + Y
−1
p (x)
)
,
1
a
Y1,cp (x) = −
i
a
√
2
(
Y1p (x)−Y−1p (x)
)
.
(4.58)
La composante normale des champs incidents sur la sphère de rayon a se décompose alors
comme suit [
Einc · xˆ
−Hinc · xˆ
]
=
∞∑
p=1
1
a
[
E1p 0
0 H1p
][
Y1,cp (x)
Y1,sp (x)
]
, (4.59)
avec 
E1p =
i
κ2a
ςp
√
p(p+ 1)ψp(κa),
H1p =
1
κ2a
ςp
√
p(p+ 1)ψp(κa),
(4.60)
où le facteur de normalisation ςp est défini par
ςp =
1
κ
(−i)p
√
2pi(2p+ 1). (4.61)
Démonstration. Pour obtenir la décomposition en harmoniques sphériques, on dérive la
série de Jacobi-Anger
e−iκa cos θ =
∞∑
p=0
(−i)p (2p+ 1) jp(κa)Pp (cos θ) ,
par rapport à θ ; cela donne
iκa sin θ e−iκa cos θ = −
∞∑
p=0
(−i)p (2p+ 1) jp(κa) sin θ P ′p (cos θ).
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Comme
sin θ P ′p (cos θ) = P
1
p (cos θ),
nous voyons que[
Einc · xˆ
−Hinc · xˆ
]
=
∞∑
p=1
i
κ2a
(−i)p ψp(κa) 1
a
[
(2p+ 1)P 1p (cos θ) cosϕ
(2p+ 1)P 1p (cos θ) sinϕ
]
.
Cette décomposition fait intervenir les harmoniques sphériques avec q = 1. nous en dédui-
sons
(2p+ 1)P 1p (cos θ) cosϕ =
√
2pi(2p+ 1)
√
p(p+ 1)
1√
2
(
Y1p (x) + Y
−1
p (x)
)
=
√
2pi(2p+ 1)
√
p(p+ 1)Y1,cp (x),
(2p+ 1)P 1p (cos θ) sinϕ =
√
2pi(2p+ 1)
√
p(p+ 1)
1
i
√
2
(
Y1p (x) + Y
−1
p (x)
)
= −i
√
2pi(2p+ 1)
√
p(p+ 1)Y1,sp (x).
Cela permet de montrer immédiatement l’identité (4.59).
Proposition 4.5.2 Soit (Einc,Hinc) le champ électromagnétique donné en (4.57). Le second
membre (FJ,F%) de la C3IE défini en (4.38) se décompose alors comme suit
FJ =
∞∑
p=1
F1,+p
1√
p(p+ 1)
∇S2
a
Y1,cp (x)
+
∞∑
p=1
F1,−p
1√
p(p+ 1)
(
xˆ×∇S2
a
Y1,sp (x)
)
,
F% =
∞∑
p=1
E1p
1
a
Y1,sp (x),
avec 
 F
1,+
p = ςp
(
iψ′p(κa) + ψp(κa)
)
,
F1,−p = −ςp
(
iψ′p(κa) + ψp(κa)
)
,
E1p =
i
κa
ςp
√
p(p+ 1)ψp(κa).
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Démonstration. Avant de commencer, rappelons que les décompositions tangentielles des
champs incidents, sur une sphère de rayon a, sont définies par, [32],
γ
‖
Einc =
∞∑
p=0
(
einc
)1,+
p
1√
p(p+ 1)
∇S2
a
Y1,cp (x)
+
∞∑
p=0
(
einc
)1,−
p
1√
p(p+ 1)
(
xˆ×∇S2
a
Y1,sp (x)
)
,
et
n× γ
‖
Hinc =
∞∑
p=0
(
hinc
)1,+
p
1√
p(p+ 1)
∇S2
a
Y1,cp (x)
+
∞∑
p=0
(
hinc
)1,−
p
1√
p(p+ 1)
(
xˆ×∇S2
a
Y1,sp (x)
)
,
avec 
(
einc
)1,+
p
= iςp ψ
′
p(κa),
(
einc
)1,−
p
= −ςp ψp(κa),(
hinc
)1,+
p
= ςp ψp(κa),
(
hinc
)1,−
p
= −iςpψ′p(κa).
Une simple combinaison du coefficient du champ électromagnétique fournit le second membre
de la CFIE
FJ = Fcfie = γ‖E
inc + n× γ
‖
Hinc.
En combinant les résultats précédents pour la décomposition des composantes tangentielles,
nous obtenons
FJ =
∞∑
p=0
ςp
(
iψ′p(κa) + ψp(κa)
) 1√
p(p+ 1)
∇S2
a
Y1,cp (x)
+
∞∑
p=0
−ςp
(
iψ′p(κa) + ψp(κa)
) 1√
p(p+ 1)
(
xˆ×∇S2
a
Y1,sp (x)
)
.
Cela permet de calculer les coefficients F1,±p .
Remarque 4.5.1 Si l’on quotiente ce résultat par les valeurs propres de la CFIE on trouve
J1,+p =
F1,+p
Z+p
=
iςp
ξ
(1)
p
′
(κa)
,
J1,−p =
F1,−p
Z−p
=
−ςp
ξ
(1)
p (κa)
.
Le courant
J(x) =
∞∑
p=1
J1,+p
1√
p(p+ 1)
∇ΓY
1,c
p (x)
+
∞∑
p=1
J1,−p
1√
p(p+ 1)
(
xˆ×∇S2
a
Y1,sp (x)
)
,
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est bien le courant électrique induit par l’onde plane sur la sphère parfaitement conductrice
de rayon a.
La formulation C3IE exige la décomposition de la composante normale de l’onde incidente.
Selon (4.60), elle est fournie par
E1p =
i
κ2a
ςp
√
p(p+ 1)ψp(κa).
4.6 Comportement relativement à une résolution itérative
Nous allons maintenant passer de la théorie à des questions plus pratiques. Il est bien éta-
bli que la solution de la CFIE par un solveur itératif de Krylov converge en peu d’itérations.
Il est donc intéressant de vérifier si la C3IE peut atteindre le même niveau de performances.
Pour ce faire, nous abordons le problème correspondant à la diffraction d’une onde plane par
une sphère. D’une manière usuelle, cette comparaison peut être effectuée par la résolution
du système linéaire issu de l’approximation des équations considérées sur un maillage de
la surface sur laquelle elles sont posées au moyen d’une méthode itérative. Cependant, une
telle comparaison doit être effectuée en utilisant un préconditionneur qui doit au moins sup-
primer la distorsion induite par le maillage sur la distribution du spectre des opérateurs avec
lesquels sont exprimés les équations. Le plus simple préconditionnement est probablement
celui correspondant à la matrice de masse. Cependant comme nous le verrons dans les cha-
pitres suivants, la formation et l’inversion de la matrice masse ne sont en rien comparables
pour les deux méthodes. C’est pourquoi nous utilisons plutôt le procédé suivant. Nous tron-
quons le développement en harmoniques sphériques, tout en contrôlant la précision de cette
troncature sur l’onde incidente, et nous résolvons les systèmes linéaires résultant par une
méthode de Krylov. Cette façon de procéder fournit un moyen rapide et généralement fiable
qui permet de comparer l’adaptation des différentes formulations par équations intégrales
relativement à une résolution itérative.
4.6.1 Troncature
Nous allons montrer comment tronquer l’onde incidente en contrôlant l’erreur induite
par le troncature. L’énergie de la trace tangentielle de l’onde incidente est donnée par
E =
∫
S2a
∣∣∣γ
‖
Einc
∣∣∣2 dsx = a2 ∫ 2pi
0
(∫ 2pi
0
(
1− sin2 θ cos2 ϕ) sin θ dθ) dϕ,
soit
E = 8pia
2
3
,
et également
E =
∞∑
p=1
∣∣∣(einc)1,+
p
∣∣∣2 + ∣∣∣(einc)1,−
p
∣∣∣2 = 2pi
κ2
∞∑
p=1
(2p+ 1)
(
(ψp(κa))
2 +
(
ψ′p(κa)
)2)
.
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Si nous regardons l’énergie correspondant aux P premiers modes, nous avons que
EP = E
(
3
4(κa)2
P∑
p=1
(2p+ 1)
(
(ψp(κa))
2 +
(
ψ′p(κa)
)2))
,
avec
lim
P→∞
3
4(κa)2
P∑
p=1
(2p+ 1)
(
(ψp(κa))
2 +
(
ψ′p(κa)
)2)
= 1.
Nous nous intéressons à une solution approchée à  près. Nous prenons en compte que les
P(κa) premiers modes avec
3
4(κa)2
∞∑
p=P+1
(2p+ 1)
(
(ψp(κa))
2 +
(
ψ′p(κa)
)2) ≤ .
Ceci implique de prendre P(κa) plus grand que κa mais pas beaucoup plus. Une formule du
genre
P(κa) = κa+ 1.8
(
κa log210
1

)1/3
,
convient sur une large plage de valeurs de κa.
Le seuil P(κa) est choisi de telle sorte que la norme de L2 de l’erreur de troncature sur
le second membre est inférieure à 10−10. Cela revient à choisir P(κa) comme le plus petit P
telle que
3
4(κa)2
∞∑
p=P+1
(2p+ 1)
(
(ψp(κa))
2 +
(
ψ′p(κa)
)2) ≤ 10−10.
4.6.2 Estimation du conditionnement
Numériquement, il est difficile de calculer les fonctions de Bessel avec des arguments
trop petits par rapport à l’indice. Les coefficients intervenant dans le conditionnement peuvent
être estimés cependant à l’aide de leur comportement asymptotique. On s’aperçoit que, nu-
mériquement, on peut malgré tout calculer le conditionnement pour p assez grand et atteindre
l’asymptotique. On constate que les plus petites et les plus grandes valeurs propres de la ma-
trice du système tronqué multipliée par sa transposée conjuguée satisfont
Λ+(κa) = sup
p<P
max
i=1,2,3
∣∣∣√λip(κa)∣∣∣ < C0κa1/3,
Λ−(κa) = min
p<P
min
i=1,2,3
∣∣∣√λip(κa)∣∣∣ > C1κa−1/3,
d’où un conditionnement en (κa)2/3.
Une estimation numérique du nombre conditionnement de la matrice du système linéaire
ci-dessus pour une sphère de grande taille donne le comportement suivant
κC3IE = Λ+(κa)/Λ−(κa).
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On a établi numériquement que
κC3IE ≈ pi
e
(κa)2/3. (4.62)
Ce conditionnement est pi fois moins bon que celui de la CFIE (tronquée aux modes signifi-
catifs pour les ondes planes, cf. le paragraphe sur la troncature des ondes planes). On observe
que
κCFIE ≈ 1
e
(κa)2/3. (4.63)
Le e et le pi sont surprenant mais cela semble concorder avec ce qu’indique la figure FIG 4.1.
Les deux relations 4.62 et 4.63 indiquent que la C3IE est environ trois fois moins bien condi-
tionnée que la CFIE. Nous constatons également que les valeurs propres les plus grandes et
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FIG. 4.1 – Comparaison des conditionnements ; en rouge, κC3IE(κa) en bleu piκCFIE(κa).
les plus petites sont toujours dans la zone des rayons rampants : p ' κa− Cκa 13 .
En fait, on “arrange” un peu les résultats puisque le conditionnement est en fait infini
pour la CFIE. Mais comme le comportement de Z+p est ip/(2κa) + O(1), il ne surpasse
l’effet des p ' κa que si p dépasse 2κa : Ces p n’interviennent pas pour une onde plane
lorsque κa est grand lorsqu’ on l’approche par les modes significations qui permettent de le
représenter.
4.7 Expériences numériques
4.7.1 Comparaison des convergences GMRES
Dans cette section, le solveur de Krylov utilisé est GMRES sans restart qui correspond
à ne pas poser de limite supérieure pour la dimension de l’espace de Krylov engendré (voir.
e.g., [21, 41]). Nous avons uniquement regardé la diffraction d’une onde plane et donc nous
ne pouvons pas envisager le comportement à basse fréquence car le champ incident se dé-
compose principalement sur quelques modes quand la fréquence est basse. Si nous voulons
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étudier le comportement à basse fréquence, il vaudrait mieux regarder la diffraction d’un
dipôle situé à disons un quart de longueur d’onde ; mais pour ce faire ; il faudrait avoir les
formules de la décomposition d’un dipôle sur la base des harmoniques sphériques, ce qui est
complexe analytiquement.
4.7.2 Comparaison des convergences C3IE et CFIE
Nous choisissons quatre exemples correspondant à quatre rayons de sphère : de plus en
plus grand (κa = 2pin, n = 1, 10, 100, 1000 longueurs d’ondes). La décomposition des
seconds membres en modes de Fourier est représentée sur la figure FIG. 4.2. Le nombre de
modes pris en compte est Nd = 25, 103, 714 et 6468 pour les quatre valeurs du rayon du
plus petit au plus grand.
Le tableau TAB. 4.1 indique que l’équation C3IE converge deux fois moins vite que la
CFIE ; la taille du système linéaire est plus grande (3Nd contre 2Nd).
κa/2pi 1 10 102 103
 = 10−2 CFIE 7 11 23 51
C3IE 10 19 46 107
 = 10−3 CFIE 11 16 39 99
C3IE 15 28 77 206
 = 10−4 CFIE 16 21 53 144
C3IE 18 35 100 296
 = 10−5 CFIE 19 26 64 184
C3IE 21 42 122 375
 = 10−6 CFIE 23 30 73 214
C3IE 25 48 140 441
TAB. 4.1 – Nombre des itérations nécessaires pour résoudre la CFIE et la C3IE dans le cas
des différentes valeurs du rayon de la sphère.
Nous avons également vérifié que le résidu obtenu donnait un bon contrôle de la solu-
tion : pour les deux équations l’erreur sur la solution est de l’ordre de l’erreur sur le résidu.
4.7.3 Allure des spectres
Nous regardons les spectres et nous observons que toutes les valeurs propres sont situées
dans le demi-plan =z > 0. Les figures FIG. 4.3 et FIG. 4.4 représentent respectivement la
distribution des valeurs propres du système linéaire à résoudre de la CFIE et de la C3IE.
Bien qu’aucune conclusion définitive ne puisse être tirée à partir de ce cas géométrique
simple, il donne une indication précieuse sur le comportement de la méthode itérative. En
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FIG. 4.2 – Valeur du module du second membre sur chacun des modes pour quatre valeurs
du rayon de la sphère : a = nλ avec n = 1, 10, 100 et 1000.
conséquence, même si la C3IE semble être un peu moins efficace relativement à une ré-
solution itérative que la CFIE, ce n’est pas d’une manière disqualifiante surtout que cette
performance légèrement moindre sera compensée, comme nous le verrons dans les chapitres
suivants, par des propriétés très intéressantes sur le plan numérique.
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Nous montrons comment la mise en oeuvre informatique de la C3IE peut être effec-
tuée à partir de petites adaptations des codes usuels d’électromagnétisme et d’acoustique en
régime harmonique. Nous examinons d’abord l’utilisation d’un maillage habituel associé à
une approximation des courants conforme pour la divergence surfacique. Nous passerons
ensuite à une approximation des courants et des charges constante par triangle qui permet
l’utilisation de maillages pouvant être sans raccord.
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5.1 Discrétisation et résolution
5.1.1 Discrétisation de la géométrie
On approche la surface de l’obstacle par un nombre fini d’éléments bidimensionnels.
Dans notre cas, ce seront des triangles. Ce maillage approche la surface Γ par une surface
polyédrique notée encore Γ. L’intersection de deux triangles distincts se réduit soit au vide,
soit à un sommet commun, soit à toute une arête commune. Les sommets du maillage sont
sur la surface Γ.
• Numérotation locale : à tout triangle K est associée la numérotation locale suivante :
les sommets aKj , j = 1, 2, 3 sont numérotés localement dans le sens direct en accord
avec la normale nK sortante. Les arêtes sont ensuite numérotées de sorte que l’arête
K ′j soit l’arête reliant les sommets aKj et aKj+1. On note aussi par |K| l’aire du triangle
K, par |K ′j| la longueur de K ′j , par νj la normale unitaire à K ′j dans le plan de K,
sortante de K, par r(x) le rayon vecteur du point x, vecteur d’origine 0 et d’extrémité
x, et par rKj les rayons vecteurs respectif des sommets de K. La fonction vectorielle
suivante (voir figure FIG. 5.1)
BKj (x) =
1
2|K|
(
r(x)− rKj−1
)
, pour x ∈ K, (5.1)
est appelée en ingénierie électromagnétique la fonction de base de Rao. Cet élément
fini a en fait été introduit par Raviart et Thomas [40]. Sur chaque triangle, le courant
s’écrit comme une combinaison linéaire des trois fonctions de base
J|K =
3∑
j=1
JKj B
K
j (x), (5.2)
les composantes locales JKj sont simplement les flux sortants de K à travers chaque
arête
JKj =
∫
K ′
J · νj ds, j = 1, 2, 3. (5.3)
• Numérotation globale : le nombre de triangles et le nombre d’arêtes du maillage sont
respectivement notés par Ne et par Na. Les triangles sont numérotés comme suit Kj
avec j = 1, · · · , Ne. De même, les arêtes du maillage sont numérotées de 1 à Na.
La table de connectivité indique les numéros d’arêtes qui limitent chaque triangle. De
plus, on met une orientation sur chaque arête permettant de compter de façon positive
ou négative le courant qui la traverse. Si deux triangles partagent l’arête `, on note K+`
le triangle tel que l’orientation fixée sur l’arête ` coïncide avec le flux sortant de ce
triangle. L’autre triangle sera noté K−` , voir la figure FIG. 5.2.
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aK1
aK2
aK3
K
x
r(x)− r1
νK′2
K ′2
FIG. 5.1 – Fonction de base de Rao
+
K+`
K−`
ν−`,j
ν+`,i
a+`,i−1
a+`,i = a
−
`,j+1
a+`,i+1 = a
−
`,j
a−`,j−1
FIG. 5.2 – Orientation sur une arête
(
K+`,i
)′
=
(
K−`,j
)′ du maillage.
Les sommets des triangles K+` et K−` sont successivement notés par
{
a+`,i
}
et
{
a−`,j
}
.
De plus, ν+`,i et ν
−
`,j désignent les normales unitaires à
(
K+`,i
)′ ≡ (K−`,j)′, respective-
ment dans le plan de K+` et K−` et orientées vers l’extérieur de K+` et K−` .
La fonction de base liée à l’arête ` a pour support K+` et K−` . La restriction à K+` est
égale à la fonction de base (5.1) ci-dessus. Sur K−` , elle est égale à l’opposé de cette
fonction de base (voir FIG. 5.3)
B`(x) =

1
2|K+` |
(
r(x)− rK`,i−1
)
, si x ∈ K+` ,
−1
2|K−` |
(
r(x)− rK`,j−1
)
, si x ∈ K−` ,
0, si x /∈ K+` ∪K−` .
(5.4)
Ainsi les courants surfaciques J (et les courants tests J′) sont représentés à partir de la
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K+`
K−`
+
a+`,i−1
a−`,j−1
FIG. 5.3 – Fonction de base de Raviart-Thomas associé à la `eme arête.
valeur de leur flux surfaciques à travers les arêtes ` du maillage de Γ, {J`}Na1 et {J′`}Na1
J(x) =
Na∑
`=1
J` B`(x), J
′(x) =
Na∑
`=1
J′` B`(x). (5.5)
Il est intéressant de décrire la densité de charge surfacique associée à chaque fonction
de base. Cette densité est proportionnelle, en régime harmonique, à∇Γ · B`
∇Γ · B`(x) =

+
1
|K+` |
, sur K+` ,
− 1|K−` |
, sur K−` ,
0, ailleurs.
(5.6)
La propriété∇Γ · J ∈ L2 (Γ) est exprimée par les physiciens qui parlent d’absence de
concentration de charges aux arêtes ou aux sommets. Pour des champs J réguliers sur
chaque triangle du maillage,∇Γ · J sera dans L2 (Γ) si et seulement si
J|K+` · ν
+
`,i + J|K−` · ν
−
`,j = 0, i, j = 1, 2, 3, (5.7)
pour tout arête
(
K+`,i
)′ ≡ (K−`,j)′ de Γ ; ce qui est exprimé directement en travaillant
avec les fonctions de base de Rao précédentes.
5.1.2 Discrétisation de la CFIE
Afin d’assurer la conservation des flux de J et de J′, on décompose ces champs de
vecteurs sur l’élément de Rao par (5.5). On peut alors discrétiser la CFIE par cette méthode
d’éléments finis qui s’appelle alors méthode des éléments frontière∫
Γ
(
1
2
J · J′ + n× γ
‖
KJ · J′ − iκγ
‖
T J · J′
)
ds(x) =
∫
Γ
(
γ
‖
Einc + n× γ
‖
Hinc
)
·J′ ds(x),
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Le système matriciel que l’on obtient est donc le suivant. On cherche J caractérisé par ses
composantes {Jj}Naj=1 qu’on organise suivant le vecteur colonne [J] tel que
[J′]
>
{
1
2
[M ] + [K]− iκ [T ]
}
[J] = [J′]
>
{
[E] + [H]
}
,
pour tout fonction test J′. Si on désigne par [M ], [K], [T ] les matrices associées aux formes
bilinéaires ∫
Γ
J′ · J ds,
∫
Γ
J′ · γ
‖
KJ ds et
∫
Γ
J′ · γ
‖
T J ds,
et par [E] et [H] les matrices associées aux formes linéaires∫
Γ
Einc · J′ ds et
∫
Γ
n× γ
‖
Hinc · J′ ds,
de façon usuelle, cette équation variationnelle se ramène à un système linéaire[Zcfie] [J] = [Fcfie] , (5.8)
avec 
[Zcfie] = 1
2
[M ] + [K]− iκ [T ] ,[
Fcfie
]
= [E] + [H] .
Il est facile de voir que les matrices [K] et [T ] sont des matrices pleines entraînant que
la matrice
[Zcfie] l’est aussi. C’est le prix à payer pour réduire le maillage à un maillage de
surface.
Remarque 5.1.1 La discrétisation de la CFIE et le calcul des matrices élémentaires se
font de façon standard. En particulier, les singularités des intégrales sont calculées analy-
tiquement. Tous les résultats du cadre tridimensionnel ont été obtenus à l’aide du code du
CERFACS comporte ces calculs d’intégrales singulières.
5.2 Approximation standard des courants
5.2.1 Discrétisation de la C3IE
L’écriture variationnelle de la C3IE est la suivante,
∫
Γ
(
1
2
J · J′ + n× γ
‖
KJ · J′ − iκγ
‖
SJ · J′ +∇ΓS% · J
′
)
dsx =
∫
Γ
(
γ
‖
Einc + n× γ
‖
Hinc
)
· J′ dsx,
∫
Γ
(
S (∇Γ · J) %
′ − iκγ
N
SJ %′ + 1
2
% %′ −N t% %′ − iκS% %′) dsx = ∫
Γ
γ
N
Einc %′ dsx,
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pour tout couple de fonctions test (J′, %′). Les densités (J,J′) ont la forme (5.5). De plus,
(%, %′) sont approchées par une constante par triangle. Le système discret consiste donc à
résoudre le système linéaire suivant[Zc3ie] [Xc3ie] = [Fc3ie] , (5.9)
avec 
[
Xc3ie
]
=
[
[J]
[%]
]
,
[
Fc3ie
]
=
[ [
FJ
]
[F%]
]
,
[Zc3ie] = [ [ZJJ] [ZJ%][Z%J] [Z%%]
]
.
Les matrices [Z××] et les vecteurs [F×] seront définis plus loin. Il est évident de voir que la
matrice
[Zc3ie] , de taille (Na + Ne) × (Na + Ne), est dense. Le vecteur [Xc3ie], de taille
Na + Ne, collecte respectivement les valeurs du courant traversant les arêtes du maillage et
les valeurs de la charge supposée constante par triangle.
5.2.2 Mise en oeuvre numérique et informatique
La C3IE est donc résolue numériquement en utilisant pour le moment l’approximation
standard conforme pour la divergence. C’est la façon habituelle de discrétiser la EFIE et la
CFIE. Ce procédé requiert un maillage de Γ en triangles astreints à satisfaire les conditions
habituelles de raccord de la méthode des éléments finis : deux triangles distincts ne peuvent
partager qu’un sommet commun ou toute une arête commune. C’est une contrainte sévère
lorsqu’on traite une structure très complexe dont on peut par ailleurs mailler de façon in-
dépendante ses diverses parties. Une autre difficulté de l’approximation conforme pour la
divergence provient de l’absence de façon simple d’inverser la matrice masse qui lui est re-
lative pour supprimer la distorsion induite par le maillage sur la répartition du spectre de la
matrice des équations à résoudre.
Cette façon de résoudre la C3IE est celle qui a été adoptée par Taskinen et Ylä-Oijala
[43] lors de l’introduction de cette formulation. Leur principale motivation était de dévelop-
per une méthode qui soit stable aussi bien en très basse qu’en moyenne fréquence.
On indique maintenant comment elle a été implantée à partir du code d’électromagné-
tisme et du code d’acoustique du CERFACS
• Code acoustique
Couplage charges-charges
– trace normale d’un potentiel de simple-couche : opérateur 1
2
−N t ;
– approximation constante par élément, inconnue et fonction test ;
– matrices
[%′]
>
(
1
2
[M ]− [N ]>
)
[%] = 1
2
∫
Γ
% %′ dsx+
∫∫
Γ×Γ
∂nyG(x, y) %
′(y) %(x) dsy dsx;
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– [M ] : matrice masse ;
– [N ] : matrice associée à moyenne des traces d’un potentiel de double-couche ;
– trace d’un potentiel de simple-couche : opérateur S ;
– approximation constante par élément, inconnue et fonction test ;
– matrice
[%′]
>
[S] [%] =
∫∫
Γ×Γ
G(x, y) %(y) %′(x) dsy dsx.
Le bloc [Z%%] de la matrice [Zc3ie] est ainsi défini par
[Z%%] = 1
2
[M ]− [N ]> − iκ [S] ; (5.10)
Couplage charges-divergence des courants
– opérateur J→S∇Γ · J ;
– approximation pour élément de Rao pour les courants et constante par triangle
pour les fonctions test ;
– ∇Γ · J est constante par triangle ;
– matrice
[%′]
>
[S] [D] [J] =
∫∫
Γ×Γ
G(x, y)∇Γ · J(y) %
′(x) dsy dsx,
où [D] désigne l’expression matricielle de l’opérateur divergence1 ;
Couplage courants-charges
– opérateur %→∇ΓS% ;
[J′]
>
[D]> [S] [%] = −
∫∫
Γ×Γ
J′(x) · ∇ΓxG(x, y) %(y) dsy dsx
=
∫∫
Γ×Γ
G(x, y)∇Γ · J
′(y)%(x) dsy dsx.
Cela permet de définir2 [ZJ%] = [D]> [S] ; (5.11)
• Code d’électromagnétisme
Couplage charges-courants
– opérateur J→ n · SJ ;
– approximation RWG pour les courants et constante par triangle pour les charges ;
– matrice (notée symboliquement [n · S]) ;
[%′]
>
[n · S] [J] =
∫∫
Γ×Γ
G(x, y)J(y) · n(x) %′(x) dsy dsx;
le code du CERFACS forme les matrices élémentaires de la EFIE. La partie∫∫
Γ×Γ
G(x, y)J(y) · J′(x) dsy dsx,
a été adaptée pour construire la matrice élémentaire correspondant à [n · S].
1En fait [S] et [D] ne sont pas formées explicitement : le produit [S] [D] formé directement par assemblage.
2[D]
>
[S] est le transposé de [S] [D]
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On a alors [Z%J] = [S] [D]− iκ [n · S] ; (5.12)
Couplage courants-courants
– opérateur J → 1
2
J + n × γ
‖
KJ − iκγ
‖
SJ qui correspondant à l’opérateur
J→ ZcfieJ− 1
iκ
∇ΓS (∇Γ · J) ;
– approximation conforme pour la divergence pour les courants inconnus et cou-
rants test ;
– matrice obtenue en adaptant l’assemblage de la matrice correspondant à la
CFIE
peut être aussi obtenue sans rentrer dans l’assemblage en utilisant la matrice[Zcfie] de la CFIE et en lui ajoutant la matrice correspondant au terme
[J′]
> 1
iκ
[D]> [S] [D] [J] =
1
iκ
∫∫
Γ×Γ
G(x, y)∇Γ · J(y)∇Γ · J
′(x) dsy dsx.
Le bloc
[ZJJ] est alors défini par[ZJJ] = [Zcfie]− 1
iκ
[D]> [S] [D] ; (5.13)
• Onde incidente
fonction test : charge
– vecteur chargement obtenu par un assemblage type éléments finis ;
[%′]
> [
EN
]
=
∫
Γ
Einc · n %′dsx;
fonction test : courant
– vecteur chargement exactement celui de la CFIE
[J′]
[
Fcfie
]
=
∫
Γ
(
γ
‖
Einc + n× γ
‖
Hinc
)
· J′(x) dsx.
5.2.3 Tests numériques avec l’approximation standard des courants sur
une sphère
Pour valider notre étude théorique ci-dessus, nous allons examiner le cas de la sphère
de rayon R. Dans ce cas, on dispose des expressions exactes pour les courants sous forme
d’une série de Mie. Les graphes dans la figure FIG. 5.4 comparent les erreurs sur les courants
obtenus par les trois formulations pour des nombres d’onde entre les fréquences de résonance
et les très basses fréquences.
Assez curieusement, on voit que, si l’approximation fournie par la EFIE se dégrade
effectivement à partir d’une taille pour la sphère en deça de 1/10000 ème de la longueur
d’onde, la CFIE, fournit le bon résultat, tout comme la C3IE jusqu’à des fréquences très
basses où le rayon est de l’onde du milliardième de la longueur d’onde.
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FIG. 5.4 – Erreur relative en % sur les courants calculés par les trois formulations EFIE,
CFIE et C3IE
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5.3 Approximation courants constants par triangle
5.3.1 Mise en oeuvre numérique et informatique de l’approximation
courants constants par triangle
L’existence d’un inverse stable dans L2 conjugué avec des propriétés de coercivité de
l’opérateur intégral Ap +Ac suggère d’utiliser des approximations par des courants totale-
ment discontinus. L’intérêt de ce type d’approximation est de permettre des maillages très
généraux qui ne requièrent pas les restrictions habituelles de raccord de ceux utilisés pour les
méthodes d’éléments finis. On pourra par exemple utiliser un maillage où un sommet d’un
triangle est à l’intérieur d’une arête. La figure FIG. 5.5 donne un exemple d’un tel maillage.
Il consiste en une capsule maillée en utilisant plusieurs types de maillages obtenus de façon
indépendante.
FIG. 5.5 – Maillage des différentes parties de la capsule construites indépendamment les uns
des autres.
La mise en oeuvre informatique de la C3IE approchée par courants constants par tri-
angle ne nécessite que quelques adaptations de celle discrétisée ci-dessus à l’aide de courants
conformes pour la divergence surfacique. On indique ci-dessous ces adaptations :
– Assemblage. Un point très important de cette approche est qu’elle ne nécessite aucun
assemblage car aucune des fonctions approchantes, inconnues ou fonctions test, n’est
soumise à une quelconque condition de raccord. Ceci peut se révéler un avantage
décisif pour une écriture parallélisée des codes ou une mise en oeuvre par une méthode
multipôle. Un autre avantage extrêmement précieux est que la matrice masse associée
à cette discrétisation est diagonale par bloc, ce qui est loin d’être le cas pour celle
associée à l’approximation conforme usuelle pour la divergence. C’est d’ailleurs un
des défauts majeurs de cette méthode d’éléments frontière pour laquelle n’existe pas
une méthode satisfaisante de condensation de masse.
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– Description des courants. Les courants sont décrits par deux degrés de liberté par tri-
angle. Comme il n’y a aucune condition de raccord, il y a donc 2Ne degrés de liberté
pour les courants et Ne degrés de liberté pour les charges. Elle nécessite donc 2 fois
plus de degrés de liberté qu’une CFIE standard. On peut bien sûr décrire les courants,
constants par triangle, par deux composantes dans chaque triangle relativement à une
base du plan du triangle. Si on veut cependant conserver les développements existants
avec les éléments standard, il suffit, comme on l’a adopté pour la mise en oeuvre de
cette approche, d’utiliser une propriété spéciale des éléments conformes pour la diver-
gence. Pour décrire cette propriété, rappelons que les fonctions de forme de l’élément
de Raviart-Thomas peuvent être décrites comme suit
JK(x) =
3∑
j=1
JKj B
K
j (x) = α
K + βK r(x). (5.14)
avec αK vecteur constant du plan de K et βK constante.
– La divergence∇Γ · JK est constante sur K. La formule de Green donne∫
K
∇Γ · JK(x) dsx = |K|∇Γ · JK = JK1 + JK2 + JK3 = 2βK.
On obtient donc la caractérisation suivante : un champ de vecteurs dans le plan de K
sera constant sur K si et seulement sa divergence est nulle, c’est à dire, s’il s’écrit
sous la forme (5.14) et ses degrés de liberté vérifient
JK(x) = J
K
1 B
K
1 (x) + J
K
2 B
K
2 (x)−
(
JK1 + J
K
1
)
BK3 (x), x ∈ K.
On utilise donc JK1 et JK2 comme degrés de liberté sur K. Les calculs des matrices
élémentaires se déduisent du cas précédent.
– Couplage charges – divergence des courants. Cette propriété est particulièrement
intéressante pour la mise en oeuvre du procédé sur une plate-forme parallèle. Tous les
calculs pour obtenir ce système linéaire peuvent être effectués en utilisant les évalua-
tions de valeurs de potentiels de simple couche créés par une densité constante sur un
triangle disponible dans les codes d’acoustique ou d’électromagnétisme, en particulier
le code du CERFACS, mis à part les contributions des termes de couplage∫
Γ
% S(∇Γ · J) dsx,
qui donnent lien à des intégrales doubles, l’une sur un triangle et l’autre concentrée
sur une arête. Étant donné que les courants sont liés à une discrétisation complètement
discontinue, ce terme est évalué à partir de la matrice élémentaire définie, pour toute
paire de triangle K et L, par
[%L] [Z]
 JK1JK2
JK3
 =∑
K′i
JKi
|∂Ki| %L
∫
∂Ki
(∫
L
eiκ|x−y|
4pi |x− y| dsx
)
d`y, (5.15)
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où d`y et |∂Ki| sont respectivement la longueur élémentaire et la longueur associé à
l’arête i du triangle K. L’intégrale (5.15) est calculée numériquement lorsque les deux
triangles K et L n’ont aucun point commun. Sinon, la singularité du noyau est prise
en compte en utilisant une formule semi-analytique :∫
L
1
|x− y| dsx =
∑
L′j
sgn
(
λ(j)y
)
hj
(
hj ln
s
(j)
2 +R
(j)
2
s
(j)
1 +R
(j)
1
)
+ dy
(
arctan
(
dy s
(j)
2
hjR
(j)
2
)
− arctan
(
s
(j)
2
hj
))
− dy
(
arctan
(
dy s
(j)
1
hjR
(j)
1
)
− arctan
(
s
(j)
1
hj
))
.
Dans l’expression ci-dessus, sgn
(
λ
(j)
y
)
est la signe de la coordonnée barycentrique
λ
(j)
y de la projection yL de y sur le plan deL, dy = |y − yL|, s(j)m =
(
y − x(j)m
)
·τ (j), x(j)1
et x(j)2 étant les deux sommets de ∂Lj. Le vecteur τ (j) est le vecteur tangent à l’arête
∂Lj dirigé de x(j)1 à x
(j)
2 , hj est la distance de yL sur ∂Lj etR
(j)
m =
√(
s
(j)
m
)2
+ h2j + d
2
y.
5.3.2 Résultats numériques obtenus avec l’approximation courants cons-
tants par triangle sur des géométries régulières
On a utilisé la C3IE discrétisée à l’aide de courants et de charges constants par triangle
sur le maillage sans raccords de la figure FIG. 5.5 et la CFIE pour résoudre le même pro-
blème sur un maillage standard. La figure FIG. 5.6 de la SER bistatique calculée par ces
deux approches donnent une indication claire sur la validité de l’approximation par courants
discontinus sur un maillage sans raccord.
Bien sûr, la MFIE, ne faisant pas intervenir les charges, peut être résolue par la même
méthode numérique que la C3IE. Cependant, il est bien connu que le champ rayonné par les
courants parasites peuvent détériorer de façon rédhibitoire la qualité des résultats. La figure
FIG. 5.7 met clairement en évidence ce défaut.
Ceci confirme bien que la formulation courants et charges peut être utilisée sur des maillages
généraux ne satisfaisant pas nécessairement les conditions usuelles de raccord correspondant
à l’utilisation des approximations conformes pour la divergence (cf., e.g., [28]).
L’objectif initial de Taskinen et Ylä-Oijala [43] pour introduire la C3IE était de concevoir
une équation intégrale de frontière qui reste stable à des moyennes et basses fréquences. Le
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FIG. 5.6 – SER bistatique de la capsule obtenus par la CFIE sur un maillage conforme et
la C3IE sur un maillage non-conforme. Les deux résultats diffèrent d’au plus 0,13 dB.
même objectif est poursuivi par Epstein et Greengard [20], qui ont présenté une approche
destinée à étendre les bonnes propriétés de stabilité de potentiels de Debye à basse fréquence
à une géométrie générale avec cependant, la nécessité de résoudre un problème posé en
termes d’un opérateur de Laplace-Beltrami sur Γ. La figure FIG. 5.8 montre que le compor-
tement à basse fréquence de la C3IE observé avec l’approximation standard des courants se
retrouvent avec l’approximation des courants constants par triangle.
Cependant, comme le montre la figure FIG. 5.9, le conditionnement numérique de la CFIE
se détériore continuellement en 1/κ quand κ tend vers zéro, tandis que celui de la C3IE est
constant au-delà du nombre d’onde critique à partir duquel la solution fournie par la EFIE
devient inconsistante.
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FIG. 5.7 – SER monostatique calculée par les formulations MFIE, CFIE et C3IE.
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FIG. 5.8 – Erreur relative en % sur les courants calculés par les formulations CFIE, EFIE
et C3IE sur un maillage usuel et raffiné de la sphère.
Approximation courants constants par triangle 113
10−8 10−6 10−4 10−2 100 102
102
104
106
108
1010
1012
Wave number κ 
N
um
er
ic
al
 e
st
im
at
e 
of
 th
e 
co
nd
itio
n 
nu
m
be
r
 
 
CFIE
C3IE
FIG. 5.9 – Conditionnement numérique fournis par SCALAPACK de la CFIE et la C3IE
pour la sphère-unité.
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5.4 Géométries avec des singularités
La base théorique, ci-dessus garantissant la stabilité et la convergence de la C3IE, n’est
plus applicable pour les géométries singulières. Cependant, on peut alors utiliser la procédure
de résolution telle quel, exactement comme elle est utilisée pour le traitement de la CFIE.
Cela revient en fait à utiliser la C3IE sur un maillage d’une surface singulière comme s’il
correspondait au maillage d’une surface régulière. Les géométries considérées sont succes-
sivement la goutte, l’haltère, et le cube.
Lorsque les singularités sont circonscrites à des points bien séparés comme pour la goutte,
qui est représentée sur la figure FIG. 5.10, les SER obtenues par les équations CFIE et
C3IE, qui sont indiquées dans la figure FIG. 5.11, montrent clairement que la précision de
la formulation courants et charges est préservée pour de telles singularités. Cette forme de
goutte est empruntée à [17]. Elle est exprimée en coordonnées cylindriques et dans les unités
de longueur d’onde pour ϕ fixé par r = sin t, z = 2 sin (t/2) (0 ≤ t ≤ 2pi).
De même, Les SER bistatiques obtenues par la C3IE et la CFIE sont en très bon accord
comme cela est indiqué dans la figure FIG. 5.13, pour la forme représentée sur la figure
FIG. 5.12 dont les singularités ne forment pas un angle dièdre aigu.
Malheureusement, les résultats reportés à la figure FIG. 5.14, n’ont pas été à la hauteur
des attentes, lorsque la géométrie est un cube. On obtient des résultats différents des ceux
fournis pour la CFIE qui a été validée pour ce type de géométrie. Même si les écarts sont
réduits par le raffinement du maillage de la surface, ils restent à un niveau substantiel de 3, 5
dB et 1, 3 dB pour les maillges respectivement de 20 points et 40 points par longueur d’onde.
Il faut noter, cependant que, les figures FIG. 5.15 et FIG. 5.16 visualisant l’erreur sur la
charge, calculée par rapport aux valeurs données par la CFIE, indiquent clairement que les
erreurs, restent concentrées au niveau des singularités de la géométrie.
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FIG. 5.10 – Maillage d’une goutte.
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FIG. 5.11 – SER monostatique de la goutte calculée à partir de la CFIE et de la C3IE. Les
deux courbes diffèrent de moins de 0, 03 dB.
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FIG. 5.12 – Maillage d’une haltère.
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FIG. 5.13 – SER bistatique de l’haltère calculée par la CFIE et la C3IE. Les deux courbes
diffèrent de moins de 0, 13 dB.
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FIG. 5.14 – SER bistatique d’un cube obtenue en résolvant la C3IE sur des maillages
habituels et raffinés et la CFIE sur un maillage très raffiné.
FIG. 5.15 – Erreur sur la charge obtenue par la C3IE. Les niveaux d’erreur sont représentés
par le bleu pour le plus bas jusqu’au rouge pour le plus élevé.
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FIG. 5.16 – Même tracé d’erreur sur un miallage raffiné.
5.5 Conclusion
Il est clair que la EFIE ne peut être utilisée en basse fréquence. Malgré le comportement
de son conditionnement, il faudrait disposer d’autres solutions de référence pour disqualifier
la CFIE par rapport à la C3IE en très basse fréquence. Malheureusement le seul cas où on
dispose d’une solution analytique est la sphère. Mais la sphère a des propriétés trop spéciales
pour constituer un cas déterminant permettant d’avoir une comparaison fiable entre les deux
méthodes. Une perspective d’étude pourrait être l’utilisation de modèles issus de l’analyse
asymptotique en basse fréquence pour tester la robustesse relative des deux méthodes.
Contrairement à la CFIE, la C3IE ne reste pas valide pour des géométries singulières.
Un point positif cependant, qui laisse entrevoir une possibilité de corriger cette insuffisance
de la C3IE : les erreurs sont concentrées sur les éléments qui sont en contact avec la singu-
larité.
Dans le prochain chapitre, nous construisons une version bidimensionnelle de la C3IE.
Cela nous permettra de faire ressortir plus clairement la source de ce défaut et de proposer
des approches pour en atténuer les effets.
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Nous allons dans cette section considérer la version bidimensionnelle de l’équation cou-
rants et charges. Cela nous permettra, dans le chapitre suivant, de mettre en évidence la
nature des instabilités de cette équation dues à une singularité de la géométrie. Nous com-
mençons par dériver cette équation de façon formelle à partir du cas tridimensionnel. Cela
nous permettra de la dériver plus aisément à partir de l’équation d’Helmholtz qui caracté-
rise l’expression du système de Maxwell en 2D. La considération de géométries singulières
n’amènent rien de nouveau d’un point de vue théorique par rapport au cas 3D. Là aussi à
cause de l’absence de propriétés de coercivité où de compacité pour les opérateurs relatif à
la trace d’un double-couche ou la trace normale d’un simple-couche pour ce type de géo-
métrie, on n’a pas de résultat précis d’existence et de stabilité. C’est pourquoi nous nous
concentrons uniquement ci-dessous sur la dérivation et les propriétés de l’équation courants
et charges en supposant que la frontière est de classe C∞.
6.1 Dérivation formelle
6.1.1 Le problème invariant le long de l’axe x3
Nous supposons que la géométrie est invariante par translation le long de l’axe x3 et que
l’onde est une onde transverse électrique, dans le sens où le champ électrique est un champ du
plan transverse à la direction d’invariance de la géométrie. Nous gardons les mêmes notations
pour les sections des différentes données géométriques dans le plan x3 = 0. Le domaine Ω−
est donc un domaine du plan x = (x1, x2). Nous notons alors par τ la tangente unitaire
obtenue par une rotation de + pi/2 de la normale dans le sens direct
τ =
[ −n2
n1
]
. (6.1)
En polarisation transverse électrique (TE), le champ magnétique est orienté suivant l’axe
d’invariance x3. Nous considérons seulement la polarisation TE car la charge n’apparaît pas
dans l’autre polarisation TM, pour laquelle le rôle de E et H sont inversées. La compo-
sante suivant l’axe x3 du champ magnétique est normalisée comme suit, respectivement pour
l’onde totale et l’onde incidente,
H(x) =
 00
ψ(x)
 , Hinc(x) =
 00
ψinc(x)
 ,
où ψ(x1, x2) est la composante suivant x3 du champ magnétique total. La fonction ψinc est
une onde plane décrite en dimension deux par son angle d’incidence θ et par le nombre
d’onde κ. La forme générale est donnée par
ψinc(x) = e−iκν·r(x), (6.2)
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où r(x) est le vecteur position point x
r(x) =
[
x1
x2
]
,
et ν est le vecteur unitaire donnant les cosinus directeurs de la direction opposée de celle où
se propage l’onde incidente
ν =
[
cos θ
sin θ
]
.
L’expression du rotationnel vecteur appliqué à une fonction ψ(x1, x2) est donnée par :
∇× ψ(x1, y2) =
[
∂x2ψ
−∂x1ψ
]
. (6.3)
Les composantes du champ électrique sont ainsi données par
E(x) = − 1
iκ
∇× ψ = − 1
iκ
[
∂x2ψ
−∂x1ψ
]
.
L’onde incidente (Einc,Hinc) est une solution des équations de Maxwell dans l’espace R3.
L’onde incidente Einc peut alors être décrite, à l’aide de l’onde plane incidente ψinc, comme
suit
Einc(x) = − 1
iκ
∇×Hinc = − 1
iκ
[
∂x2ψ
inc
−∂x1ψinc
]
.
Résoudre le problème total de diffraction (1.53) en polarisation TE revient ainsi à ré-
soudre le problème aux limites suivant dans Ω+,
∆ψ + κ2ψ = 0, dans Ω+,
γ+∂nψ = 0, sur Γ,
C.R.
(
ψ − ψinc) = 0, (6.4)
où C.R. est la condition de radiation sortante définie par :
C.R.
(
ψ − ψinc) = lim
|x|→∞
|x| 12 (∂n (ψ − ψinc)− iκ (ψ − ψinc)) . (6.5)
Pour simplifier les notations, nous allons noter par γ+ψ (respectivement γ−ψ) la trace exté-
rieure (respectivement intérieure) de la fonction ψ sur Γ qui sont prises à partir de Ω+ et Ω−.
Remarque 6.1.1 On dira que la fonction ψ et sa dérivée normale sont continues à la tra-
versée de Γ si
γ+ψ = γ−ψ et γ+∂nψ = γ
−∂nψ.
Dans le cas où les limites sont différentes, on dira que ψ ou sa dérivée normale possèdent
un saut à la traversée de Γ[
γψ
]
= γ+ψ − γ−ψ, [γ∂nψ] = γ+∂nψ − γ−∂nψ.
Toutes ces définitions nous seront utiles pour caractériser les potentiels que nous définirons
plus loin.
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6.1.2 Construction formelle de l’équation C3IE dans le cas TE
Si nous exprimons les courants surfaciques J tangentiels à Γ à l’aide de leur composante
suivant τ
J(x) = λ(x)τ (x), (6.6)
la relation de conservation de la charge devient
∂sλ(x)− iκ%(x) = 0, (6.7)
où ∂s est la dérivée par rapport à l’abscisse curviligne croissante dans la direction du vecteur
τ . La correspondance entre les modèles 2D et 3D est obtenue alors formellement, en utilisant
la relation suivante entre les noyaux des solutions sortantes des équations d’Helmholtz bi- et
tridimensionnelles,
G(x, y) =
i
4
H
(1)
0 (κ|x− y|) =
∫ +∞
−∞
eiκ
√
|x−y|2+x23
4pi
√|x− y|2 + x23 dx3, (6.8)
où H (1)0 est la fonction de Hankel de première espèce et d’ordre 0 qui est définie par
H
(1)
0 (x) = J0(x) + iY0(x), pour x > 0, (6.9)
où J0 et Y0 sont respectivement les fonctions de Bessel et de Neumann d’ordre 0. Les poten-
tiels vectoriels de double-couche et de simple-couche se réécrivent alors
Nλτ = n× γ
‖
KJ, Sλτ = γ
‖
SJ, (6.10)
où les potentiels S et N sont respectivement définis
Sλ(x) =
∫
Γ
i
4
H
(1)
0 (x− y) λ(y) dsy, x ∈ Γ,
Nλ(x) = −
∫
Γ
i
4
∂nH
(1)
0 (x− y) λ(y) dsy, x ∈ Γ.
Nous en déduisons que la formulation courants et charges en 2D peut être définie à partir de
la formulation courants et charges en 3D définie en (3.40) comme suit
1
2
λτ +Nλτ +∇ΓS%− iκSλτ = − 1
iκ
∇Γ × ψinc + ψincτ ,
1
2
%−N t%− iκn · Sλτ + S(∂sλ− iκ%) = − 1
iκ
∇Γ × ψinc · n.
Puisque τx1 = −nx2 , τx2 = nx1 et à partir de (6.3), il facile alors d’observer que
τ · ∇Γ × ψinc = − ∂nψinc, n · ∇Γ × ψinc = ∂sψinc.
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FIG. 6.1 – Géométrie bidimensionnelle
La formulation courants et charges bidimensionnelle se réduit aux deux équations scalaires
suivantes 
1
2
λ+Nλ− iκτ · Sλτ + ∂sS% = 1
iκ
∂nψ
inc − ψinc,
S∂sλ− iκn · Sλτ + 12 %−N t%− iκS% = −
1
iκ
∂sψ
inc,
(6.11)
oùN t est le transposé de N au sens de produit scalaire L2 (Γ). Notons que le courant inconnu
λ est relié à la trace de ψ+ par
λ = −γ+ψ. (6.12)
6.2 Dérivation directe et rigoureuse de la formulation 2D
6.2.1 Problème aux limites
Nous nous donnons un domaine Ω− ouvert de R2, représentation géométrique de la
section du métal parfaitement conducteur, de frontière Γ. La normale sortante de Ω− et la
tangente unitaire obtenue par une rotation de + pi/2 de la normale sont respectivement notées
par n et τ . Nous notons par Ω+ = R2 \Ω− le domaine extérieur séparé de Ω− par la frontière
Γ de l’obstacle, comme l’indique le schéma de la figure FIG. (6.1).
Nous considérons le problème de diffraction d’une onde électromagnétique polariséeTE
dans un cadre bidimensionnel. Le champ magnétique est noté ψ dans le domaine extérieur
de propagation Ω+. Il vérifie 
∆ψ + κ2ψ = 0, dans Ω+,
γ+∂nψ = 0, sur Γ,
C.R.
(
ψ − ψinc) = 0, (6.13)
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La condition sur Γ permet de prendre en compte la condition de métal parfaitement conduc-
teur à la frontière de Ω+, et C.R. est la condition de radiation sortante à l’infini qui est donnée
en (6.5). Le problème (6.13) admet une solution et une seule dans le cadre fonctionnel suivant
[45]
H1loc(Ω
+) =
{
ψ ∈ D′ (Ω+) ; vψ ∈ H1 (Ω+) ; ∀v ∈ D(R2)}.
Remarque 6.2.1 Comme l’espace H−1/2 (Γ) s’identifie par extension du produit scalaire de
L2 (Γ) au dual de H1/2 (Γ), la formule de Green usuelle, pour u de classe C2 et v de classe
C1, ∫
Γ
γ+∂nu γ
+v ds =
∫
Ω+
(∆u v +∇u · ∇v) dx,
s’étend aux u dans H1loc
(
Ω+
)
à laplacien dans L2loc(Ω+) et v dans H1 (Ω+) et à support
borné. Lorsque de plus u vérifie l’équation d’Helmholtz, en interprétant l’intégrale sur Γ
comme le crochet de dualité H1/2(Γ), H−1/2(Γ), on peut écrire∫
Ω+
(
∇u · ∇v − κ2u v) dΩ = 〈γ+∂nu , γ+v〉 1
2
,Γ.
Notre but est de trouver directement la formulation courants et charges (6.11) à partir du
système (6.13), sans passer par la formulation courants et charges en 3D, et par le lien entre
le problème bidimensionnel et le problème tridimensionnel défini en (6.8).
6.2.2 Représentation des solutions de L’équation d’Helmholtz
Le point de départ de la formulation par équations intégrales d’un problème aux limites
posé pour l’équation d’Helmholtz est l’existence d’une représentation intégrale de la solution
à l’aide d’un potentiel de simple-couche et de double-couche. Cette propriété nous permet de
rechercher les densités des potentiels plutôt que la solution (le champ)ψ. Cette représentation
est effectuée à l’aide de la fonction de Green G(x, y) définie en (6.9) et de deux densités λ
et p qui sont définies sur la surface Γ par
λ ∈ H1/2 (Γ) , p ∈ H−1/2 (Γ) . (6.14)
D’une manière générale, les solutions de l’équation d’Helmholtz (problème intérieur ou
extérieur) sont représentées à l’aide d’une combinaison de potentiel de simple et de double-
couche
ψ(x) = ψinc(x) + Sp(x) +Nλ(x), dans Ω±, (6.15)
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où les potentiels de simple et double-couche sont respectivement définis par
Sp(x) =
∫
Γ
G(x, y) p(y) dsy, x /∈ Γ,
Nλ(x) = −
∫
Γ
∂nyG(x, y)λ(y) dsy, x /∈ Γ,
Lorsque le prolongement est égal à zéro dansΩ−, les densités λ et p correspondent à l’opposé
des traces
λ = −γ+ψ, p = −γ+∂nψ, (6.16)
et sont à une constante multiplicative près, respectivement les courants électriques et magné-
tiques de surface équivalents sur Γ.
Rappelons que les potentiels de simple et double-couche S et N sont respectivement
continus et discontinus à la traversée de Γ. Leurs traces sont données par les formules sui-
vantes (cf., e.g., [15, 17, 37, 34])
lim
z∈Ω±→x∈Γ
Sp(z) = Sp(x), lim
z∈Ω±→x∈Γ
Nλ(z) = ∓ 1
2
λ(x) +Nλ(x),
lim
z∈Ω±→x∈Γ
∂nNλ(z) = Dλ(x), lim
z∈Ω±→x∈Γ
∂nSp(z) = ∓ 12 p(x)−N tp(x),
avec des opérateurs intégraux à présent définis pour x sur la frontière Γ
Sp(x) =
∫
Γ
G(x, y) p(y) dsy,
Nλ(x) = −
∫
Γ
∂nyG(x, y)λ(y) dsy,
N tp(x) = −
∫
Γ
∂nxG(x, y) p(y) dsy,
Dλ(x) = −∂nx
∫
Γ
∂nyG(x, y)λ(y) dsy.
Les traces première et seconde ψ et ∂nψ sur Γ s’écrivent alors γ
±ψ = ψinc + Sp∓ 1
2
λ+Nλ, x ∈ Γ,
γ±∂nψ = ∂nψ
inc ∓ 1
2
p−N tp+Dλ, x ∈ Γ.
(6.17)
Le développement asymptotique de la fonction de Green et sa dérivée normale lorsque
|x| → +∞ sont donnés par (cf. e.g., [17])
G(x, y) =
eiκ|x|√|x| e
ipi
4√
8piκ
e−iκr(y)·xˆ
(
1 +O
(
1
|x|
))
,
∂nyG(x, y) = −iκ
eiκ|x|√|x| e
ipi
4√
8piκ
xˆ · n(x) e−iκr(y)·xˆ
(
1 +O
(
1
|x|
))
.
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Cela permet de développer le champ de diffracté ψdiff = ψ − ψinc sous la forme
ψdiff(x) =
eiκ|x|√|x| a(xˆ) +O
(
1
|x|3/2
)
.
Dans la formule, a(xˆ) est appelé l’amplitude de diffusion. Son expression est définie par
a(xˆ) =
ei
pi
4√
8piκ
∫
Γ
e−iκr(y)·xˆ
(
p(y) + iκxˆ · n(y)λ(y)
)
dsy.
La SER s’obtient dans le cas où l’onde incidente est donnée par l’onde plane (6.2)
SER dB(xˆ) = 10 log10 lim
|x|→∞
2pi|x| |ψ
diff(x)|2
|ψinc(x)|2 ;
en normalisant ψinc à 1
SER dB(xˆ) = 10 log10
(
2pi |a(xˆ)|2) . (6.18)
Remarque 6.2.2 La définition des opérateurs intégraux sur la surface Γ fait intervenir des
intégrales qui n’ont pas toutes la même signification. L’intégrale définissant Sp est une in-
tégrale usuelle car le noyau, à singularité logarithmique, est localement intégrable. Celles
définissant Nλ et N tp sont déjà plus complexes car le gradient de la fonction de Hankel
G(x, y) est non intégrable en x = y sur Γ. Ces intégrales peuvent néanmoins être définies
comme intégrales impropres. Enfin, le cas le plus compliqué est la définition de Dλ qui fait
intervenir une valeur principale de Cauchy. Une régularisation de cet opérateur hypersin-
gulier, c’est à dire une écriture de cet opérateur à l’aide d’intégrales usuelles, sera donnée
plus loin.
6.2.3 Résolution par équations intégrales
Nous utilisons ici encore ce qu’il est convenu de désigner par la méthode du champ
nul pour construire les équations intégrales de frontières (EIF) que nous considérons pour
résoudre le système (6.13). On part de la représentation intégrale (6.15) de la solution ψ de
(6.13) à l’aide de ses traces (6.16). On utilise la condition aux limites pour annuler p. On
obtient ainsi une représentation intégrale à l’aide de λ qui définit une fonction ψ dans Ω+
mais aussi dans Ω−.
Pour annuler le champ ψ dans le domaine intérieur Ω−, il suffit de lui imposer une condi-
tion aux limites qui assure l’unicité du problème aux limites posé pour l’équation d’Helm-
holtz. Cette condition aux limites permet d’obtenir différentes formulations par équations
intégrales. Si ψ|Ω− = 0 alors les formules de saut (6.16) s’écrivent respectivement
λ = −γ+ψ, et p = −γ+∂nψ. (6.19)
Comme p = 0, la représentation intégrale donne bien une solution de problème (6.13).
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Formulation EFIE
On impose la condition γ−∂nψ = 0 sur Γ, obtenant l’équation appelée EFIE. Si κ2 ne
correspond pas à une valeur propre du problème de Neumann intérieur pour le Laplacien, le
problème aux limites suivant {
∆ψ + κ2ψ = 0, dans Ω−,
γ−∂nψ = 0, sur Γ.
(6.20)
a une unique solution ψ = 0 dans Ω−. En effet, dans ce cas, les densités λ et p correspondent
au saut des traces ψ et ∂nψ à la traversée de Γ définies en (6.19). La condition p = 0 nous
donne la condition de conducteur parfait sur Γ : γ+∂nψ = 0.
En utilisant les formules donnant les traces (6.17), on peut écrire la condition γ−∂nψ
imposée sur la frontière Γ sous la forme explicite
Dλ = −∂nψinc, x ∈ Γ. (6.21)
Cette équation permet de trouver la valeur du courant λ sur Γ et ainsi d’en déduire la valeur
du champ ψ dans Ω+.
Des courants parasites peuvent apparaître lors de la résolution de cette équation pour les
fréquences de résonance du problème intérieur. Plus précisément, si κ2 est une valeur propre
du problème de Laplace pour la condition de Neumann, le problème (6.20) peut admettre
une solution ψ vérifiant
γ−∂nψ = 0, et γ−ψ 6= 0 sur Γ.
On a alors λ = γ−ψ−γ+ψ qui comporte un courant dit parasite γ−ψ. Observons cependant,
suite au fait que la dérivée normale de double-couche est continue à la traversée de Γ, que
γ+∂nψ = 0.
La représentation intégrale ψ = ψinc + Dλ est une solution du problème (6.13). Ce qui
montre que les courants parasites ne rayonnent pas à l’extérieur du domaine Ω+.
Formulation MFIE
On impose maintenant au problème intérieur de vérifier γ−ψ = 0 sur Γ. Le problème
aux limites posé pour l’équation de Helmholtz dans le domaine Ω− avec cette condition aux
limites admet une seule solution, qui est la solution triviale ψ = 0 dans la cavité intérieur
Ω−, si κ2 n’est pas une valeur propre du problème de Dirichlet intérieur pour le laplacien.
On a donc
γ−∂nψ = γ
−ψ = 0, sur Γ,
et les relations de saut assurent que la représentation intégrale résout le problème (6.13).
Nous avons par ailleurs γ+∂nψ = 0, cela relie donc directement la densité p à la donnée aux
limites γ−∂nψ = 0 et entraîne p = 0, (cf. (6.19)).
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La condition γ−ψ = 0 sur Γ s’écrit
1
2
λ+Nλ = −ψinc, sur Γ. (6.22)
Cette équation, ou MFIE permet ainsi de trouver la valeur de λ sur la frontière Γ.
Cependant, des modes parasites peuvent apparaître pour les fréquences de résonance
du problème intérieur. Les courants parasites de la MFIE entraînent que γ+∂nψ 6= 0. Ils
rayonnent donc dans Ω+ et détériorent donc le champ obtenu dans Ω+ et c’est pour cela que
cette équation n’est généralement pas utilisée sauf en très basse fréquence.
Formulation de Burton-Miller ou CFIE
Cette formulation est obtenue à partir des formulations EFIE et MFIE. Elle est souvent
formulée en fonction d’un paramètre 1 < α < 0 de la façon suivante
CFIE = αEFIE− iκ(1− α)MFIE. (6.23)
Cette condition entraîne que ψ = 0 dans le domaine Ω− quelque soit le nombre d’onde
κ > 0.
En utilisant les formules donnant les traces des potentiels de simple et de double-couche,
la condition (6.36) imposée sur Γ, pour α = 1/2, s’écrit sous la forme explicite
1
2
λ+Nλ− 1
iκ
Dλ =
1
iκ
∂nψ
inc − ψinc. (6.24)
Il n’existe pas avec cette formulation de fréquence de résonance pour le problème in-
térieur. Elle ne présente donc pas de courants parasites. Le conditionnement étant meilleur,
cette formulation est généralement employée dans les résolutions itératives.
6.3 Construction de la formulation courants et charges 2D
Le principe de la construction de la formulation courants et charges est exactement celui
des formulations intégrales usuelles précédentes. Ici, non seulement les traces intérieures et
extérieures de la dérivée normale mais aussi celles de la dérivée curviligne du potentiel de
double-couche joueront un rôle essentiel pour construire cette formulation. Le calcul de ces
traces est basé sur les deux lemmes suivants.
Lemme 6.3.1 On note par α ∈ C2 → α⊥ ∈ C2 la rotation de +pi/2 dans le sens direct
d’un vecteur de C2, (i.e. α⊥ = [−α2, α1]> si α = [α1, α2]> en identifiant les vecteurs de C2
à un vecteur colonne). SoitC un endomorphisme de C2 ; alors
Cα =
(
C>α⊥
)⊥
+ trC α, ∀α ∈ C2, (6.25)
Construction de la formulation courants et charges 2D 129
où C> est le transposé de C . On a en particulier
β ·C α = −β⊥ ·C>α⊥ + trC α · β, (6.26)
β⊥ ·C α = β ·C>α⊥ − trC α⊥ · β, (6.27)
pour tout α et β dans C2.
Démonstration. La formule (6.26) est établie par vérification directe à l’aide des compo-
santes dans [27]. La formule (6.27) s’obtient directement à partir de la précédente sachant
que
α · β⊥ = −α⊥ · β; (β⊥)⊥ = −β⊥.
La formule (6.25) est établie dans [37] pour le cas où C un opérateur symétrique du plan
tangent à une surface. On la vérifie ici directement pour un endomorphisme quelconque sur
les composantes en calculant d’abord
C α⊥ =
[ −c11α2 + c12α1
−c21α2 + c22α1
]
,
et en ajoutant et retranchant c22α2 et c11α1 respectivement à la première et la seconde com-
posante
C α⊥ =
[ −c12α1 + c22α2
−(c21α1 + c22α2)
]
+ trC
[ −α2
α1
]
,
ou encore
C α⊥ = − (C>α)⊥ + trC α⊥,
en remplaçant α par α⊥ dans cette formule on arrive
C
(
α⊥
)⊥
= − (C>α⊥)⊥ + trC (α⊥)⊥ ,
d’où la formule (6.25) sachant que (α⊥)⊥ = −α. Les deux formules (6.26) et (6.27) sont
alors une simple conséquence de (6.25).
Lemme 6.3.2 La trace intérieure et extérieure de la dérivée normale et de la dérivée curvi-
ligne du potentiel de double-couche sont données par
γ±∂nNλ = − ∂sS(∂sλ)− κ2τ · S (λτ ) , (6.28)
∂sγ
±Nλ = ∓ 1
2
∂sλ−N t(∂sλ) + κ2n · S (λτ ) . (6.29)
Démonstration. Définissons d’abord la matrice hessienneH par
Hu(x) =
[
∂2x1u(x) ∂x1∂x2u(x)
∂x2∂x1u(x) ∂
2
x2u(x)
]
.
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Pour x /∈ Γ; x 6= y, il est facile alors d’observer
(nx · ∇y) (∇yG(x, y) · ny) = nx · Hy G(x, y) ny,
(τ x · ∇y) (∇yG(x, y) · ny) = τ
⊥
x · Hy G(x, y) ny.
Nous avons alors
(nx ·∇x) Nλ(x) = −nx ·∇x
∫
Γ
ny ·∇yG(x, y)λ(y) dsy
=
∫
Γ
(nx · ∇y) (∇yG(x, y) · ny) λ(y) dsy
=
∫
Γ
nx · HyG(x, y)ny λ(y) dsy.
En utilisant la première relation du lemme 6.3.1, Hsiao et Wendland [27] retrouvent de cette
façon la régularisation de la trace normale du potentiel de double-couche donnée par Hamdi-
Nédéléc [23, 38],
(nx · ∇x) Nλ(x) =
∫
Γ
(−τ xHyG(x, y) τ y + (trHyG(x, y) τ x · τ y) λ(y) dsy
= −
∫
Γ
(τ x · ∇y) ∂syG(x, y)λ(y) dsy + τ x ·
∫
Γ
∆y G(x, y)λτ (y) dsy
= τ x · ∇x
∫
Γ
∂syG(x, y)λ(y) dsy − κ2τ x ·
∫
Γ
G(x, y)λτ (y) dsy
= −τ x · ∇x
∫
Γ
G(z, y) ∂syλ(y) dsy − κ2τ x ·
∫
Γ
G(x, y)λτ (y) dsy
= − ∂s S (∂sλ) (x)− κ2τ x · S (λτ ) (x).
En passant aux traces, on établit ainsi la formule (6.28).
Nous utilisons la même technique pour la régularisation de la trace tangentielle du po-
tentiel de double-couche. Pour x /∈ Γ et y ∈ Γ, nous avons
(τ x · ∇x) Nλ(x) = −τ x · ∇x
∫
Γ
ny · ∇y G(x, y)λ(y) dsy
=
∫
Γ
(τ x · ∇y) (∇yG(x, y) · ny) λ(y) dsy
=
∫
Γ
τ⊥x · HyG(x, y) ny λ(y) dsy.
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En utilisant la deuxième relation du lemme 6.3.1, nous obtenons
(τ x · ∇x) Nλ(x) =
∫
Γ
(nx · HyG(x, y) τ y − trHyG(x, y) τ y · nx)λ(y) dsy
=
∫
Γ
(nx · ∇y) ∂syG(x, y)λ(y) dsy − nx ·
∫
Γ
∆y G(x, y)λτ (y) dsy
= −nx · ∇x
∫
Γ
∂syG(x, y)λ(y) dsy + κ
2nx ·
∫
Γ
G(x, y)λτ (y) dsy
= ∂nx
∫
Γ
G(z, y) ∂syλ(y) dsy + κ
2nx ·
∫
Γ
G(z, y)λτ (y) dsy
= ∂nS (∂sλ) (x) + κ2n · S (λτ ) (x),
ce qui est équivalent à
∂sNλ = −N t (∂sλ) + κ2n · S (λτ ) ,
Nous passons à la limite sur Γ, la dérivée curviligne du potentiel de double-couche s’exprime
explicitement par (6.29).
6.3.1 Équation courants et charges
C3IE dans le cas d’un problème de diffraction
On suit une démarche analogue au cas 3D en introduisant une densité auxiliaire % des-
tinée à être égale après résolution à ∂sλ/iκ. Notons que tous les calculs effectués dans la
limite ont un sens précis si on prend λ dans l’espace naturel H1/2(Γ) et % ∈ H−1/2(Γ). Pour
ne pas alourdir l’exposé, nous n’insistons pas sur les arguments d’analyse fonctionnelle qui
permettent d’établir cette équation de façon précise. On notera donc par
ϕ = S (∂sλ− iκ%) , (6.30)
le potentiel de simple-couche créé par la densité ∂sλ− iκ% en ayant dans l’idée de poser des
équations qui vont annuler ce potentiel.
Pour retrouver l’équation courants et charges bidimensionnelle, on part de l’équation de
Burton-Miller à laquelle on ajoute la dérivée par rapport à l’abscisse curviligne de l’augmen-
tation de Taskinen et Ylä-Oijala (6.30).
γ−∂nψ − iκγ−ψ + ∂sγ−ϕ = 0. (6.31)
Ce qu’on explicite en utilisant l’expression de Hemdi-Nédélec de la trace normale d’un po-
tentiel de double-couche donnée au lemme 6.3.2
− ∂sS∂sλ− κ2τ · S(λτ )− iκ
(
1
2
+N
)
λ+ ∂sS(∂sλ− iκ%) = − ∂nψinc + iκψinc.
En divisant cette équation par−1/iκ et en simplifiant le terme ∂sS∂sλ, on obtient la première
équation de (6.11).
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On considère maintenant la dérivée curviligne de la trace interne du potentiel de double
couche (6.29) donnée au lemme 6.3.2. On peut compenser la trace N t∂sλ en retranchant
le terme γ−∂nϕ. On retranche en fait une combinaison de type Burton-Miller pour ϕ pour
stabiliser l’équation
∂sγ
−ψ + iκγ−ϕ− γ−∂nϕ = 0, (6.32)
ou encore(
1
2
−N t) ∂sλ+ κ2n · S(λτ ) + iκS(∂sλ− iκ%)− (12 −N t) (∂sλ− iκ%) + ∂sψinc = 0.
On simplifie les termes
(
1
2
−N t) ∂sλ et on divise l’équation obtenue par iκ pour obtenir
la seconde équation du système (6.11) qu’on peut réécrire ci-dessous à l’aide d’un cadre
fonctionnel adéquat
(
1
2
+N
)
λ− iκτ · S (λτ ) + ∂sS% = 1
iκ
∂nψ
inc − ψinc,
S (∂sλ)− iκn · S (λτ ) +
(
1
2
−N t) %− iκS% = − 1
iκ
∂sψ
inc.
(6.33)
C3IE pour une donnée quelconque
En utilisant les mêmes étapes suivies pour en déduire l’équation courants et charges,
dans le cas d’un problème de diffraction, la C3IE pour un second membre quelconque, peut
être définie en imposant les conditions aux limites (6.31) et (6.32) au problème suivant
∆ψ + κ2ψ = 0, dans Ω+,
γ+∂nψ = g, sur Γ,
C.R. (ψ) = 0,
(6.34)
pour tout g ∈ H−1/2 (Γ). La solution de ce système est donnée par
ψ = −Sg +Nλ, x /∈ Γ, (6.35)
L’équation de Burton-Miller prend la forme explicite suivante
1
2
λ +Nλ− 1
iκ
γ−∂nNλ = 1
iκ
(−1
2
+N t + iκS
)
g. (6.36)
En procédant comme ci-dessus, on obtient l’équation courants et charges dans le cas du
problème (6.34).
(
1
2
+N
)
λ− iκτ · S (λτ ) + ∂sS% = 1
iκ
(−1
2
+N t + iκS
)
g,
S (∂sλ)− iκn · S (λτ ) +
(
1
2
−N t) %− iκS% = 1
iκ
∂sSg.
(6.37)
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6.3.2 Unicité de la solution de l’équation courants et charges
On commence par montrer que toute solution de (6.33) donne une solution du problème
de diffraction (6.13).
Théorème 6.3.3 Soient λ ∈ H1/2(Γ) et % ∈ H−1/2(Γ) solution de (6.33). Alors ϕ défini par
ϕ = S(∂sλ− iκ%),
est identiquement nul et
ψ = ψinc +Nλ,
est solution du problème (6.13).
Démonstration. On a vu ci-dessus que (6.33) correspond à imposer à ϕ et ψ les conditions
aux limites (6.31) et (6.32). On a ainsi〈
γ−∂nψ, γ−ψ
〉
1
2
,Γ
− iκ ∥∥γ−ψ∥∥2
L2(Γ)
= − 〈∂sγ−ϕ, γ−ψ〉 1
2
,Γ
,
où le crochet indique la dualité H−1/2(Γ) et H1/2(Γ). De même〈
γ−∂nϕ, γ−ϕ
〉
1
2
,Γ
− iκ ∥∥γ−ϕ∥∥2
L2(Γ)
=
〈
∂sγ
−ψ, γ−ϕ
〉
1
2
,Γ
.
En ajoutant membre à membre ces deux équations, on obtient〈
γ−∂nψ, γ−ψ
〉
1
2
,Γ
+
〈
γ−∂nϕ, γ−ϕ
〉
1
2
,Γ
− iκ
(∥∥γ−ψ∥∥2
L2(Γ)
+
∥∥γ−ϕ∥∥2
L2(Γ)
)
=
〈
∂sγ
−ψ, γ−ϕ
〉
1
2
,Γ
− 〈∂sγ−ϕ, γ−ψ〉 1
2
,Γ
. (6.38)
Comme les potentiels vérifient l’équation d’Helmholtz dans Ω−, la formule de Green montre
que les deux premiers termes sont réels〈
γ−∂nψ, γ−ψ
〉
1
2
,Γ
+
〈
γ−∂nϕ, γ−ϕ
〉
1
2
,Γ
=
∫
Ω−
(|∇ψ|2 − κ2 |ψ|2) dΩ+ ∫
Ω−
(|∇ϕ|2 − κ2 |ϕ|2) dΩ
En intégrant par partie le second terme du second membre de (6.38), on le peut mettre sous
la forme〈
∂sγ
−ψ, γ−ϕ
〉
1
2
,Γ
− 〈∂sγ−ϕ, γ−ψ〉 1
2
,Γ
=
〈
∂sγ
−ψ, γ−ϕ
〉
1
2
,Γ
+
〈
∂sγ−ψ, γ−ϕ
〉
1
2
,Γ
.
Ceci montre que le second membre est aussi réel. On a donc∥∥γ−ψ∥∥2
L2
+
∥∥γ−ϕ∥∥2
L2
= 0.
En utilisant (6.32), comme γ−ψ = 0, ceci établit que γ−∂nϕ = 0. Ceci montre que ϕ = 0 et
que λ est une solution de l’équation de Burton-Miller. D’où le théorème.
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On en déduit alors
Corollaire 6.3.4 Si (λ, %) ∈ H1/2(Γ) × H−1/2(Γ) correspondent à une solution du système
(6.33) avec ψinc = 0, alors λ = 0 et % = 0.
Démonstration. Immédiate à partir de l’unicité de la solution de l’équation de Burton-Miller.
6.4 Analyse de l’équation courants et charges
L’existence-unicité obtenue pour l’équation courants et charges dans la section précé-
dente est insuffisante car elle ne permet pas par exemple de montrer qu’une approximation
par une méthode de Galerkin est convergente. On va montrer à l’instar du cas 3D, qu’elle est
bien posée à l’aide d’un opérateur elliptique dans le cadre L2 et qu’elle vérifie des relations
de Garding qui la rend apte à être approchée par une méthode d’éléments frontière.
6.4.1 Réduction à une alternative de Fredholm
L’analyse de l’équation courants et charges est basée sur la propriété suivante : l’opéra-
teur S peut être décomposé sous la forme
S = S0 +R,
où S0 est un opérateur pseudo-différentiel d’ordre −1 qui est défini pour µ assez régulière
par
S0µ = − 1
2pi
∫
Γ
log |x− y| µ(y) dsy,
et R un opérateur pseudo-différentiel régularisant d’ordre −3. Les propriétés de S0 que nous
utilisons ci-dessous est la suivante : S0 est un opérateur auto-adjoint dans le sens suivant
〈S0λ, %〉 1
2
,Γ = 〈S0%, λ〉 1
2
,Γ ,
pour tout λ et % qui serait au moins dans H−1/2(Γ).
Comme les opérateurs S, N et N t sont des opérateurs pseudo-différentiels d’ordre −1,
la formulation courants et charges peut ainsi s’écrire sous la forme condensée suivante
(Ap +Ac)X = F
inc; X =
[
λ
%
]
∈ L2(Γ) = L2(Γ)× L2(Γ), (6.39)
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où les opérateurs Ap etAc sont définis par
Ap ,Ac : L
2(Γ) −→ L2(Γ) , tel que :
Ap =
[
1
2
∂sS0
S0∂s
1
2
]
,
Ac =
[
−iκτ · Sτ +N ∂s (S − S0)
(S − S0) ∂s − iκn · Sτ −N t − iκS
]
.
(6.40)
L’opérateur Ap est la partie principale de l’opérateur permettant de poser la C3IE, etAc est
une perturbation compacte. Le vecteur Finc du second membre de la C3IE est donné par
Finc =
1
iκ
[
∂nψ
inc − iκψinc
− ∂sψinc
]
, (6.41)
pour le problème de la diffraction (6.13) mais peut être un élément quelconque dans L2(Γ).
6.4.2 Partie principale de l’équation courants et charges
Les propriétés de l’opérateur Ap sont résumées dans le lemme suivant.
Théorème 6.4.1 Les propriétés suivantes sont vérifiées :
– Ap est un opérateur coercif sur L2(Γ)
< (ApX,X) = 12 ‖X‖2L2(Γ) ,
où (ApX,X) est le produit scalaire deApX et X dans L2(Γ) ;
– Ap est un opérateur elliptique d’ordre 0.
– Ap est un automorphisme de Hs(Γ) = Hs(Γ)× Hs(Γ) pour tout s réel,
Démonstration. Le seul point qui n’est pas immédiat est queAp est un opérateur elliptique.
Nous utilisons la même démarche au chapitre précédent donnée en lemme 3.4.2. Si nous
notons par ξ la variable duale de Fourier relativement au point x sur Γ, le symbole principal
de S0, comme opérateur pseudo-differentiel sur Γ, est donné par
σ−1 (S0) =
1
2|ξ| .
Nous avons ainsi pour symbole principal des opérateirs S0∂s et ∂sS0
σ0 (∂sS0) = σ0 (S0∂s) = σ0 (∂s) σ0 (S0) =
i
2
ξ
|ξ| .
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Cela permet de déduire que le symbole principal de l’opérateur Ap est donné par
σ0 (Ap) =
1
2
[
1 iξ/|ξ|
iξ/|ξ| 1
]
.
Pour terminer la preuve, il suffit juste de remarquer que
det σ0(Ap) =
1
4
det
[
1 iξ/|ξ|
iξ/|ξ| 1
]
=
1
2
> 0.
Cela permet de montrer que l’opérateur Ap est un opérateur elliptique d’ordre 0 au sens
d’Agmon-Douglis-Nirenberg (cf., e.g., [27, page 329]). Les autres propriétés sont consé-
quence de l’ellipticité et de la coercivité dans L2(Γ).
6.5 Étude analytique de l’équation courants et charges en
géométrie circulaire
Pour mettre en évidence des comportements fins de la résolution de l’équation courants
et charges, nous allons considérer une géométrie circulaire et effectuer un développement
modal de cette équation comme nous l’avons soit en 3D.
6.5.1 Rappel sur les fonctions de Bessel
On considère donc que Γ est un cercle de rayon a
Γ =
{
(x, y); x2 + y2 = a2
}
.
Pour un entier ` = 1, 2, · · · , les fonctions de Bessel et Neumann d’ordre ` sont notées res-
pectivement par J` et Y` . Les fonctions de Bessel J` sont en fait des solutions régulières, à
valeurs réelles, de l’équation de Bessel
t2 y′′(t) + t y′(t) + (t2 − `2) y(t) = 0,
qui admettent le développement en série
J`(t) :=
∞∑
k=0
(−1)k
k! (k + `)!
(
t
2
)`+2k
, pour ` = 1, 2, · · · ,∞. (6.42)
Pour ` = −n, les n premiers termes disparaissent et donc
J−n = (−1)nJn, n = 1, 2 · · · ,∞,
ce qui montre que Jn et J−n sont linéairement dépendants. Cependant, si ` 6= n, il est facile
de voir que J` et J−` sont des solutions linéairement indépendantes de l’équation de Bessel.
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Rappelons que les fonctions de Neumann Y` sont d’autres solutions, réelles, indépen-
dantes de J`, qui sont régulières sur la demi-droite réelle sauf à l’origine où elles possèdent
une singularité
Y` (t) :=
2
pi
J`(t)
(
log
t
2
+ C
)
− 1
pi
`−1∑
k=0
(`− k − 1)!
k!
(
t
2
)2k−`
−1
pi
∞∑
k=0
(−1)k ( t
2
)`+2k
k!(`+ k)!
(Ψ(k + 1) + Ψ(k + `+ 1)) , (6.43)
où la fonction Ψ est définie par Ψ(0) := 0,
Ψ(p) :=
p∑
m=1
1
m
, p = 1, 2, · · · ,
et C est la constante d’Euler
C := lim
p→∞
( p∑
m=1
1
m
− log(p)
)
.
Enfin, pour ` positif la fonction Y−` est définie par
Y−`(t) = (−1)` Y` ,
ce qui implique que J` et Y` sont linéairement indépendants pour tout ` = 0,±1,±2, · · · . A
partir des développements en série précédents, on peut montrer que
J ′0(t) = −J1(t) et Y ′0(t) = −Y1(t),
et plus généralement que{
J ′`(t) =
1
2
(J`−1(t)− J`+1(t)) , ` ≥ 1,
Y ′` (t) =
1
2
(Y`−1(t)− Y`+1(t)) , ` ≥ 1.
(6.44)
La combinaison des deux donne naissance aux fonctions de Hankel de première espèce
et d’ordre `
H
(1)
` (t) = J`(t) + iY` (t); t ∈ R,
et H
(1)
0 correspond au cas où ` = 0. Les fonctions de Hankel possèdent donc une singularité
d’ordre t−p pour ` ≥ 1 et logarithmique pour ` = 0 en t = 0. On a également
H
(1)
0
′
(t) = −H (1)1 (t), H
(1)
`
′
(t) =
1
2
(
H
(1)
`−1(t)−H
(1)
`+1(t)
)
, ` ≥ 1.
Une description plus détaillée des fonctions de Bessel-Hankel se trouve dans [14, 17, 1].
138 Équation courants et charges bidimensionnelle
6.5.2 Solution exacte du problème de diffraction
En géométrie circulaire, la solution exacte λext est connue et calculée par un développe-
ment en série de Fourier-Hankel qui peut s’écrire à l’aide des coefficients de Fourier sous la
forme suivante
λext(r, θ) =
+∞∑
`=−∞
λext` (r) e
i`θ, pour tout θ ∈ [0, 2pi], (6.45)
où les coefficients exacts de Fourier sont définis par
λext` (r) =
1
2pi
∫ 2pi
0
λext(r, θ) e−i`θ dθ. (6.46)
Pour simplifier l’étude, nous allons choisir r = 1. Rappelons que la solution extérieure
(6.15) de l’équation d’Helmholtz associée à une condition aux limite de type parfaitement
conducteur est donnée par
ψ+(x) = ψinc(x) +Nλext(x), x ∈ Ω+.
La relation de Jacobi-Anger pour les ondes planes est donnée par
ψinc(r, θ) = e−iκν·rx =
+∞∑
`=−∞
(−i)` J`(κ r) ei`θ. (6.47)
La solution fondamentale de l’équation d’Helmholtz en deux dimensions peut se réécrire à
l’aide de la formule d’addition (cf. e.g., [17])
G(x, y) =
i
4
+∞∑
`=−∞
H
(1)
` (κ|x|) J` (κ|y|) ei`(θx−θy); |x| > |y, (6.48)
où θ est l’angle entre x et y. Nous avons alors pour le potentiel de double-couche
Nλext(r, θ) = − i
4
∫ 2pi
0
∂ryH
(1)
0 (k|x− y|)λext(ry, θ) dθy
= − i
4
∫ 2pi
0
∂ry
(
H
(1)
` (κ|x|) J`(κ|y|)
)
λext(ry, θ) e
i`(θx−θy) dθy
= −iκ
4
H
(1)
` (κ|x|) J ′`(κ|y|) ei`θx
∫ 2pi
0
λext(ry, θ) e
−i`θy dθy,
et donc
Nλext(r, θ) = −iκpi
2
+∞∑
`=−∞
H
(1)
` (κ|x|) J ′`(κ|y|) λext` (ry) ei`θx . (6.49)
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La solution extérieure ψ peut être alors développée en fonction de série de Fourier, pour
rx > 1, comme suit
ψ+(r, θ) =
+∞∑
`=−∞
(
(−i)`J`(κ|x|)− iκpi
2
H
(1)
` (κ|x|) J ′`(κ|y|)λext` (ry)
)
ei`θ.
Pour déterminer les coefficient de Fourier λext` , il suffit de traduire la condition à la limite,
qui correspond en fait la condition conducteur parfait, définie par
γ+∂rxψ = (∂rxψ) |rx=1 = 0. sur Γ,
Cela permet d’en déduire
λext` =
2(−i)`
iκpi H
(1)
`
′
(κ)
, sur Γ. (6.50)
En remarquant que λext−` = λext` , nous trouvons que la solution exacte λext du problème de
diffraction d’une onde plane s’écrit sous la forme suivante
λext(θ) =
+∞∑
`=−∞
λext` e
i`θ
= λext0 +
+∞∑
`=1
λext`
(
e−i`θ + ei`θ
)
,
ce qui est équivalent à
λext(θ) = λext0 + 2
+∞∑
`=1
λext` <
(
ei`θ
)
; θ ∈ [0, 2pi] . (6.51)
6.5.3 Solution exacte du problème général
Nous reprenons la solution extérieure de l’équation d’Helmholtz dans le cas général, i.e.,
pour un second membre quelconque, est donnée par
ψ(x) = −Sg(x) +Nλ(x), x ∈ Ω+.
A l’extérieur du cercle, la décomposition du potentiel de double-couche est calculée en
(6.49). De plus, le potentiel de simple-couche peut se décomposer sur la base des fonctions
de Bessel-Hankel comme suit, pour rx > 1,
Sg(r, θ) = i
4
∫ 2pi
0
H
(1)
0 (κ|x− y|) g(y) dsy
=
i
4
+∞∑
`=−∞
J`(κ|y|)H (1)` (κ|x|) ei`θx
∫ 2pi
0
g(ry, θ) e
−i`θy dθy,
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et donc
Sg(r, θ) = ipi
2
+∞∑
`=−∞
J`(κ|y|)H (1)` (κ|x|) g`(|y|) ei`θx . (6.52)
Nous obtenons d’après l’expression de ces potentiels
ψ(r, θ) = −ipi
2
+∞∑
`=−∞
(
J`(κ|y|)H (1)` (κ|x|) g`(|y|)− κ J ′`(κ|y|)H
(1)
` (κ|x|) λext` (ry)
)
ei`θx .
En utilisant la condition sur la limite Γ
γ+∂rxψ = g, sur Γ,
nous obtenons
λext` = −
2 + ipiκ J`(κ)H
(1)
`
′
(κ)
ipiκ2 J ′`(κ)H
(1)
`
′
(κ)
g`.
Nous utilisons le wronskien (cf., e.g., [17])
J`(κ)H
(1)
`
′
(κ)− J ′`(κ)H
(1)
` (κ) =
2i
piκ
. (6.53)
Les coefficients λext` se réécrivent alors
λext` = −
H
(1)
` (κ)
κH
(1)
`
′
(κ)
g`. (6.54)
Pour la valeur où ` est négatif, ces coefficients prennent la forme suivante
λext−` =
{
λext` , si g−` = g`,
−λext` , si g−` = −g`.
(6.55)
Enfin, ces propriétés permettent d’écrire la solution exacte sous la forme suivante
λext(θ) =

λext0 + 2
+∞∑
`=1
λext` <(ei`θ), si g−` = g`,
λext0 + 2i
+∞∑
`=1
λext` =(ei`θ), si g−` = −g`,
(6.56)
pour tout θ ∈ [0, 2pi].
6.5.4 Diagonalisation de quelques opérateurs intégraux
Pour une géométrie circulaire, il est possible de faire une diagonalisation “à la main”
des opérateurs intégraux qui font intervenir les fonctions de Hankel-Bessel et leurs dérivées
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normales. La décomposition de ces opérateurs sera donnée sous forme d’une somme de
fonctions de la variable r d’une part, et de la variable θ d’autre part. Si la densité λ a la
décomposition suivante
λ(θ) =
∞∑
`=−∞
λ` e
i`θ, (6.57)
il est naturel de chercher à écrire un opérateur intégral, par exemple A associé à une densité
λ, sous la forme
Aλθ) =
∞∑
`=−∞
A` λ`(r) e
i`θ. (6.58)
Cela nous permet ainsi de diagonaliser les formulations intégrales usuelles ainsi que la C3IE.
Nous pouvons dans le cas du cercle donner les liens entre les opérateurs intégraux usuels
surfaciques et les développements en série de Fourier. Cela peut être résumé dans le lemme
suivant.
Lemme 6.5.1 Pour un cercle de rayon r = 1, les potentiels de simple-couche, double-
couche et leurs dérivées normales peuvent être développés sous la forme
Sλ(θ) =
∞∑
`=−∞
S` λ` ei`θ, Nλ(θ) =
∞∑
`=−∞
N` λ` e
i`θ,
N tλ(θ) =
∞∑
`=−∞
N t` λ` e
i`θ, Dλ(θ) =
∞∑
`=−∞
D` λ` e
i`θ,
avec 
S` = ipi
2
(
H
(1)
` (t) J`(t)
)
|t=κ,
N` = N
t
` = −
iκpi
4
d
dt
(
H
(1)
` (t) J`(t)
)
|t=κ,
D` = −iκ
2pi
2
(
H
(1)
`
′
(t) J ′`(t)
)
|t=κ.
Démonstration. Le coefficients S` peut être directement déduit à partir de (6.52). Rappelons
que la trace extérieure du potentiel de double-couche est définie par
γ+Nλ = 1
2
λ−Nλ.
L’opérateur N a été déjà décomposé. Nous rappelons ci-dessous sa décomposition
Nλ (r, θ) = −iκpi
2
+∞∑
`=−∞
H
(1)
` (κ|x|) J ′`(κ|y|)λ`(ry) ei`θ, |x| > |y|,
et donc
γ+Nλ = −iκpi
2
+∞∑
`=−∞
H
(1)
` (κ) J
′
`(κ)λ` e
i`θ.
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Cela permet de déduire
Nλ(θ) =
1
2
λ(θ)− iκpi
2
+∞∑
`=−∞
H
(1)
` (κ) J
′
`(κ)λ
ext
` e
i`θ
=
+∞∑
`=−∞
(
1
2
− iκpi
2
H
(1)
` (κ) J
′
`(κ)
)
λ` e
i`θ.
En utilisant le wronsksien (6.53)
1
2
=
iκpi
4
(
J ′`(κ)H
(1)
` (κ)− J`(κ)H
(1)
`
′
(κ)
)
, (6.59)
nous obtenons
Nλ(θ) =
+∞∑
`=−∞
−iκpi
4
(
J ′`(κ)H
(1)
` (κ) + J`(κ)H
(1)
`
′
(κ)
)
λ` e
i`θ,
d’où les coefficients du développement du potentiel de double-couche
N` = −iκpi
4
d
dt
(
J`(t)H
(1)
` (t)
)
|t=κ.
De façon analogue, l’opérateur N t est donné par
N tλ = −
(
1
2
λ+ γ+N tλ
)
,
avec
γ+N tλ = iκpi
2
+∞∑
`=−∞
H
(1)
`
′
(κ) J`(κ)λ` e
i`θ.
En utilisant l’égalité (6.59), nous obtenons
N tλ(θ) =
+∞∑
`=−∞
−iκpi
4
(
J ′`(κ)H
(1)
` (κ) + J`(κ)H
(1)
`
′
(κ)
)
λ` e
i`θ,
et donc
N t` = −
iκpi
4
d
dt
(
J`(t)H
(1)
` (t)
)
|t=κ = N`.
Nous calculons à présent les coefficients de l’opérateur D qui est en fait défini par
Dλ = γ+Dλ,
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avec
Dλ(r, θ) = i
4
∂rx
∫ 2pi
0
∂ryH
(1)
0 (κ|x− y|) λ(ry, θ) dθy
=
i
4
∂rx∂ry
(
J`(κ|y|)H (1)` (κ|x|)
)
ei`θx
∫ 2pi
0
λ(ry, θ) e
−i`θy dθy
=
iκ2pi
2
∞∑
`=−∞
J ′`(κ|y|)H
(1)
`
′
(κ|x|) λ`(ry) ei`θx ,
et donc
Dλ(θ) = γ+Dλ = iκ
2pi
2
∞∑
`=−∞
J ′`(κ)H
(1)
`
′
(κ) λ` e
i`θx .
D’où nous déduisons
D` =
iκ2pi
2
J ′`(κ)H
(1)
`
′
(κ).
6.5.5 Diagonalisation de la composante normale et tangentielle du po-
tentiel de simple-couche
L’objet est de diagonaliser les opérateurs suivants
n · S(λτ )(x) = n(x) ·
∫
Γ
G(x, y)λτ (y) dsy, x ∈ Γ,
τ · S(λτ )(x) = τ (x) ·
∫
Γ
G(x, y)λτ (y) dsy, x ∈ Γ,
Lemme 6.5.2 Si λ a la décomposition (6.57), les actions de n · Sτ et de τ · Sτ sur λ sont
données, à l’aide du développement du potentiel de simple-couche, comme suit
n · S(λτ )(θ) =
∞∑
`=−∞
i
2
(S`+1 − S`−1) λ` ei`θ,
τ · S(λτ )(θ) =
∞∑
`=−∞
1
2
(S`+1 + S`−1) λ` ei`θ,
Démonstration. L’opérateur n ·Sτ peut écrire à l’aide de la formule d’addition comme suit
n · S(λτ )(θ) =
i
4
∞∑
`=−∞
J`(κ)H
(1)
` (κ)
∫ 2pi
0
ein(θx−θy) nx · τ y λ(θ) dθy.
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Nous avons d’abord
nx · τ y = sin (θx − θy) = 1
2i
{
ei(θx−θy) − e−i(θx−θy)} ,
ce qui conduit à
n · S(λτ )(θ) =
1
8
∞∑
`=−∞
Jn(κ)H
(1)
n (κ)
∫ 2pi
0
ei(n+1)(θx−θy) λ(θ) dθy
− 1
8
∞∑
`=−∞
Jn(κ)H
(1)
n (κ)
∫ 2pi
0
ei(n−1)(θx−θy) λ(θ) dθy
=
1
8
∞∑
`=−∞
Jn(κ)H
(1)
n (κ) e
i(n+1) θx
∫ 2pi
0
e−i(n+1) θy λ(θ) dθy
− 1
8
∞∑
`=−∞
Jn(κ)H
(1)
n (κ) e
i(n−1) θx
∫ 2pi
0
e−i(n−1) θy λ(θ) dθy.
Nous effectuons le changement d’indice n = ` − 1 pour la première intégrale et n = ` + 1
pour la seconde. Nous obtenons
n · S(λτ )(θ) =
pi
4
∞∑
`=−∞
(
J`−1(κ)H
(1)
`−1(κ)− J`+1(κ)H
(1)
`+1(κ)
)
λ` e
i`θ,
ou encore à l’aide du développement du potentiel de simple-couche
n · S(λτ )(θ) =
i
2
∞∑
`=−∞
(S`+1 − S`−1) λ` ei`θ.
Nous calculons à présent le développement de l’opérateur τ · Sτ . De façon analogue
au calcul précédent, nous utilisons successivement la formule d’addition de la fonction de
Hankel, puis l’égalité suivante
τ x · τ y = cos (θx − θy) = 1
2
{
ei(θx−θy) + e−i(θx−θy)
}
,
nous obtenons
τ · S(λτ )(θ) =
i
8
∞∑
`=−∞
Jn(κ)H
(1)
n (κ)
∫ 2pi
0
ei(n+1)(θx−θy) λ(θ) dθy
+
i
8
∞∑
`=−∞
Jn(κ)H
(1)
n (κ)
∫ 2pi
0
ei(n−1)(θx−θy) λ(θ) dθy.
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Enfin, en effectuant un changement de variables et en utilisant la définition des coefficients
du développement du potentiel de simple-couche, nous arrivons à
τ · S(λτ )(θ) =
1
2
∞∑
`=−∞
(S`+1 + S`−1) λ` ei`θ,
où S` est le développement du potentiel de simple-couche.
6.6 Solution modale de certaines équations intégrales
6.6.1 Solution modale de la CFIE
Nous reprenons l’équation CFIE
Zcfie λ = Fcfie, (6.60)
où l’opérateur de la CFIE est défini par
Zcfie = 1
2
+N − 1
iκ
D,
et le second membre peut être défini à l’aide d’une onde plane ou en fonction d’une donnée
g quelconque comme suit 
Fcfie =
1
iκ
∂nψ
inc − ψinc,
Fcfie =
1
iκ
(−1
2
+N t + iκS
)
g.
(6.61)
Lemme 6.6.1 Supposons que les coefficients de Fourier à l’opérateur Zcfie et à Fcfie sont
notés respectivement par Z` et F` . La solution modale de la CFIE , induit par l’onde plane
ou par une donnée g quelconque sur le cercle parfaitement conducteur de rayon r = 1, est
donnée par
λ(θ) =
∞∑
`=−∞
λ` e
i`θ, λ` =
F`
Z` , (6.62)
pour tout θ ∈ [0, 2pi], où Z` est défini par
Z` = 1
2
+N` − 1
iκ
D`, (6.63)
avec
– dans le cas où le second membre est une onde plane
F` = − (−i)` (J`(κ) + iJ ′`(κ)) , (6.64)
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– pour un second membre défini à l’aide d’une donnée quelconque g
F` =
1
iκ
(−1
2
+N` + iκS`
)
g`. (6.65)
Démonstration. L’équation intégrale de la CFIE, définie en (6.60), peut se décomposer
∞∑
`=−∞
Z` λ` ei`θ =
∞∑
`=−∞
F` ei`θ,
ou encore
∞∑
`=−∞
(Z` λ` − F` ) ei`θ = 0.
Nous en déduisons alors que pour tout mode ` fixé, nous avons
λ` =
F`
Z` .
Pour terminer la preuve, il suffit de calculer les coefficients Z` et F` . Les coefficients Z` de
l’opérateurZcfie peuvent être directement déduits, à partir des développements des opérateurs
intégraux donnés au lemme 6.5.1, comme suit
Z` = 1
2
+N` − 1
iκ
D`.
En utilisant la relation de Jacobi-Anger (6.47), nous en déduisons
ψinc =
∞∑
`=−∞
(−i)` J`(κ) ei`θ, sur Γ,
∂rxψ
inc =
∞∑
`=−∞
(−i)` κ J ′`(κ) ei`θ, sur Γ.
Le second membre peut alors se diagonaliser comme suit
Fcfie =
1
iκ
∂nψ
inc − ψinc
=
∞∑
`=−∞
(
1
iκ
(−i)` κ J ′`(κ)− (−i)` J`(κ)
)
ei`θ
=
∞∑
`=−∞
− (−i)` (J ′`(κ) + iJ`(κ)) ei`θ.
Cela permet de déduire
F` = − (−i)` (J`(κ) + iJ ′`(κ)) .
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De plus, dans le cas où le second membre correspondant à un second membre quelconque,
nous avons
Fcfie =
1
iκ
(−1
2
+N t + iκS
)
g.
Le coefficient F` peut être alors donné, en utilisant le lemme 6.5.1, par
F` =
1
iκ
(−1
2
+N` + iκS`
)
g`.
où g` est le coefficient de Fourier de la donnée g.
Remarque 6.6.1 Dans le cas où le second membre correspond à l’onde plane, nous avons
Z−` = Z`, F−` = F`, et donc λ−` = λ`.
La solution calculée par la série de Fourier de la CFIE peut être décrite de façon précise
comme suit :
λ(θ) = λ0 + 2
∞∑
`=1
λ` <(ei`θ). (6.66)
De plus, si le second membre est défini à l’aide d’une donnée quelconque, nous avons
λ(θ) =

λ0 + 2
∞∑
`=1
λ` <(ei`θ), si g−` = g`,
λ0 + 2
∞∑
`=1
λ` =(ei`θ), si g−` = −g`,
λ0 +
∞∑
`=1
(
λ` e
i`θ + λ−` e
−i`θ
)
, sinon.
(6.67)
pour tout θ ∈ [0, 2pi].
6.6.2 Solution modale de la C3IE
Le point de départ est la C3IE
Zc3ie X = Fc3ie, (6.68)
où l’opérateur de la C3IE est donné par
Zc3ie :=
[ Zλλ Zλ%
Z%λ Z%%
]
:=
[
1
2
+N − iκτ · Sτ ∂sS
S∂s − iκn · Sτ 12 −N t − iκS
]
,
et le second membre Fc3ie est défini soit à l’aide d’une onde plane[
Fλ
F%
]
=
1
iκ
[
∂nψ
inc − iκψinc
−∂sψinc
]
, (6.69)
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soit en fonction d’une donnée g quelconque[
Fλ
F%
]
=
1
iκ
[ (
1
2
+N t + iκS
)
g
∂sSg
]
. (6.70)
La C3IE peut se réécrire [ Zλλ Zλ%
Z%λ Z%%
][
λ
%
]
=
[
Fλ
F%
]
. (6.71)
Diagonalisation du premier membre de la C3IE
Nous pouvons résumer cette diagonalisation dans le lemme suivant.
Lemme 6.6.2 Si les densités λ et % ont la décomposition suivante
λ(θ) =
∞∑
`=−∞
λ` e
i`θ, %(θ) =
∞∑
`=−∞
%` e
i`θ,
sur un cercle de rayon r = 1, la C3IE peut se diagonaliser par
Zc3ie X =
∞∑
`=−∞
Z`X` e
i`θ, (6.72)
où Z` et X` désignent successivement le coefficient matriciel relatif à l’opérateur Zc3ie et
les coefficients de Fourier des inconnus λ et %
Z` =
[ Zλλ` Zλ%`
Z%λ` Z%%`
]
, X` =
[
λ`
%`
]
,
où les coefficient Z××` sont définis, en fonction des développements des potentiels de simple
et double-couche, comme suit
Zλλ` =
1
2
+N` − iκ
2
(S`−1 + S`+1) ,
Zλ%` = i`S`,
Z%λ` = i`S` −
κ
2
(S`−1 − S`+1) ,
Z%%` =
1
2
−N` − iκS`.
(6.73)
Démonstration. Les opérateurs Zλλ et Z%% sont définis par
Zλλ = 1
2
+N − iκτ · Sτ ,
Z%% = 1
2
−N t − iκS.
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A partir des lemmes 6.5.1 et 6.5.2, nous trouvons directement que les coefficients de ces
opérateurs peuvent être définis par
Zλλ` =
1
2
+N` − iκ
2
(S`−1 + S`+1) ,
Z%%` =
1
2
−N` − iκS`.
La diagonalisation du potentiel de simple-couche est donnée par
Sλ(θ) =
∞∑
`=−∞
S` λ` ei`θ, S` = ipi
2
J`(κ)H
(1)
` (κ).
Nous en déduisons alors
∂sSλ(θ) =
∞∑
`=−∞
i`S` λ` ei`θ, (6.74)
d’où Zλ%` = i`S`.
Comme λ admet la décomposition (6.57)
∂sλ(θ) =
∞∑
`=−∞
i` λ` e
i`θ,
et S (∂sλ) est donné par
S (∂sλ) (θ) =
∞∑
`=−∞
i`S` λ` ei`θ. (6.75)
Cela permet de déduire Z%λ à l’aide de lemme 6.5.2.
Diagonalisation du second membre de la C3IE
Lemme 6.6.3 La diagonalisation du second membre de la C3IE est donnée par
Fc3ie =
∞∑
`=−∞
F` ei`θ, F` =
[
Fλ`
F%`
]
, (6.76)
où les coefficients de Fourier Fλ` et F%` , correspondant à une onde plane, peuvent être définis
par [
Fλ`
F%`
]
= − (−i)`
 J`(κ) + iJ ′`(κ)
`
κ
J`(κ)
 , (6.77)
ou pour une donnée g quelconque comme suit[
Fλ`
F%`
]
=
1
iκ
[ (−1
2
+N` + iκS`
)
g`
i`S` g`
]
. (6.78)
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Démonstration. Clairement, le second membre Fλ de la C3IE qui correspondant à λ est
juste le second membre de la CFIE donné en (6.61). Leur diagonalisation dans le cas d’une
onde plane ou pour un second membre quelconque est respectivement définie en (6.64) et
(6.65).
Pour terminer la preuve, il faut calculer le coefficient du second membre correspondant
à %. A partir de la relation de Jacobi-Anger (6.47), nous déduisons
∂sψ
inc =
∞∑
`=−∞
i` (−i)` J`(κ) ei`θ,
et donc
F%` = −
` (−i)`
κ
J`(κ).
De plus, le simple-couche associé à une donnée g quelconque peut se diagonaliser par
Sg =
∞∑
`=−∞
S` g` ei`θ,
et donc
∂sSg =
∞∑
`=−∞
i`S` g` ei`θ,
ce qui conduit à
F%` =
`
κ
S` g`.
D’où la diagonalisation du second membre de la C3IE qui correspondant à %.
Les composantes sur les fonctions de Bessel de la solution de la C3IE sont données par
la résolution d’un système partiellement couplé[
Zλλ` Zλ%`
Z%λ` Z%%`
][
λ`
%`
]
=
[
Fλ`
F%`
]
,
qui correspond aux deux équations scalaires Z
λλ
` λ` + Zλ%` %` = Fλ` ,
Z%λ` λ` + Z%%` %` = F%` .
En résolvant ce système à la main, nous obtenons
λ` =
Z%%` Fλ` − Zλ%` F%`
detZ`
,
%` =
Zλλ` F%` −Z%λ` Fλ`
detZ`
,
(6.79)
où les coefficients Z××` sont définis en (6.73) et les coefficients F×` sont donnés en (6.77) ou
(6.78).
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6.6.3 Analyse mathématique de la C3IE sur un cercle
Nous nous intéressons au cas où nombre du mode ` tend vers l’infini. Les comportements
asymptotiques de J` et H
(1)
` sont définis par (cf., e.g., [17])
J`(t) =
t`
`! 2`
(
1 +O
(1
`
))
, `→∞,
H
(1)
` (t) =
(`− 1)! 2`
ipi t`
(
1 +O
(1
`
))
, `→∞.
Nous en déduisons alors
J`(t)H
(1)
` (t) =
1
ipi`
(
1 +O
(
1
`
))
.
Cela permet immédiatement de déduire les comportements asymptotiques de S` et de N`
S` = 1
2`
(
1 +O
(
1
`
))
,
N` = O
(
1
`
)
.
(6.80)
Le théorème suivant montre que la C3IE est bien posée comme perturbation compacte d’un
isomorphisme de L2 (Γ).
Théorème 6.6.4 La C3IE est une perturbation compact d’un opérateur coercif. Plus pré-
cisément, si les composantes de la solution de la C3IE sont données par la résolution d’un
système complètement couplé[ Zλλ` Zλ%`
Z%λ` Z%%`
][
λ`
%`
]
=
[
Fλ`
F%`
]
,
alors (
M` +O
(
1
`
))[ λ`
%`
]
=
[
Fλ`
F%`
]
,
avec
M` =
1
2
[
1 i
i 1
]
.
Démonstration. La démonstration est immédiate déduite à partir de la définition des coeffi-
cients Z××` définis en (6.58) et du comportement asymptotique de S` et N` qui sont donnés
en (6.80).
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6.7 Résultats numériques sur le cercle-unité
6.7.1 Diffraction d’une onde plane
La géométrie est un cercle-unité dans ce cas, le second membre est défini en (6.69) et
son développement est donné en (6.77). La solution modale (λ, %) de la C3IE peut être alors
exprimée par 
λ(θ) = λ0 + 2
∞∑
`=1
λ` <
(
ei`θ
)
,
%(θ) = %0 + 2i
∞∑
`=1
%` =
(
ei`θ
)
,
avec 
λ−` = λ` =
Z%%` Fλ` − Zλ%` F%`
detZ`
,
%−` = − %` = Z
λλ
` F
%
` − Z%λ` Fλ`
detZ`
.
Dans ce cas particulier, la solution exacte est connue à partir des séries de Fourier-Hankel
en (6.51). Nous considérons successivement
– κ = 3 et un nombre de mode égale à 3 ;
– κ = 3 et un nombre de mode égale à 15.
Les figures FIG. 6.2, FIG. 6.3, FIG. 6.4 et FIG. 6.5 montrent que les courants et les SER
calculées par la C3IE et par la méthode exacte sont parfaitement confondus.
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(Trait discontinu)
FIG. 6.2 – Comparaison des courants exacts et des courant calculés par la C3IE pour un
obstacle circulaire.
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FIG. 6.3 – Comparaison des SER exactes et des SER obtenues par l’équation intégrale
C3IE pour un obstacle circulaire.
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FIG. 6.4 – Comparaison des courants exacts et des courant calculés par la C3IE pour un
obstacle circulaire.
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FIG. 6.5 – Comparaison des SER exactes et des SER obtenues par l’équation intégrale
C3IE pour un obstacle circulaire.
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6.7.2 Problème général de la C3IE
Cas où la donnée g est régulière
Nous nous donnons g = −∂nψinc. A partir de la relation de Jacobi-Anger, cette donnée
peut être développée en fonction de série de Fourier comme suit
g` =
∞∑
`=−∞
g` e
i`θ, g` = −κ(−i)`J ′`(κ).
Le second membre de la C3IE, dans ce cas est défini par[
Fλ`
F%`
]
=
1
iκ
[ (
1
2
+N` − iκS`
)
g`
i`S` g`
]
.
Comme g−` = g`, nous avons
Fλ−` = F
λ
` , F
%
−` = −F%` ,
et donc 
λ−` = λ` =
Z%%` Fλ` − Zλ%` F%`
detZ`
,
%−` = − %` = Z
λλ
` F
%
` − Z%λ` Fλ`
detZ`
.
La solution modale de la C3IE, dans ce cas particulier, a alors la forme suivante
λ(θ) = λ0 + 2
∞∑
`=1
λ` <
(
ei`θ
)
,
%(θ) = %0 + 2i
∞∑
`=1
%` =
(
ei`θ
)
.
De plus, la solution exacte, correspondant au cas où g−` = g`, est donnée en (6.56), et
rappelée ci-dessous
λext(θ) = λext0 + 2
+∞∑
`=1
λext` <(ei`θ).
Nous fixons également κ = 3. Le seul paramètre variable est le nombre de modes
– nombre de mode = 3,
– nombre de mode = 15.
Sur les figures FIG. 6.6 et FIG. 6.7, nous constatons que les différentes courbes des SER et
des courants exacts et modales calculés par la C3IE sont superposés.
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FIG. 6.6 – Comparaison des courants exacts et des courant calculés par la C3IE pour un
obstacle circulaire dans le cas où la donnée g est singulière.
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FIG. 6.7 – Comparaison des SER exactes et des SER obtenues par l’équation intégrale
C3IE pour un obstacle circulaire dans le cas où la donnée g est singulière.
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La donnée g est singulière
Nous considérons un autre test où nous prenons g comme suit
g =
{
1, pour y ≥ 0,
0, pour y < 0.
(6.81)
Le coefficients de Fourier de g sont donnés par
g` =
(−1)` − 1
2pii`
, avec g0 = 0.5.
En remarquant que g−` = −g`, il est alors facile d’observer
Fλ−` = −Fλ` , F%−` = F%` .
Cela conduit à 
λ−` = −λ` = Z
%%
` F
λ
` −Zλ%` F%`
detZ`
,
%−` = %` =
Zλλ` F%` − Z%λ` Fλ`
detZ`
.
La solution modale de la C3IE peut être définie, dans ce cas, par
λ(θ) = λ0 + 2i
∞∑
`=1
λ` =
(
ei`θ
)
,
%(θ) = %0 + 2
∞∑
`=1
%` <
(
ei`θ
)
.
(6.82)
En outre, la solution exacte , qui correspond au cas où g−` = g`, est donnée en (6.56) que
nous rappelons ci-dessous.
λext(θ) = λext0 + 2i
∞∑
`=1
λext` =
(
ei`θ
)
. (6.83)
Les figures FIG. 6.8 et FIG. 6.9 comparent respectivement les courants et les SER calculées
par l’équation C3IE et par la méthode exacte.
Remarque 6.7.1 Il est important de noter pour la suite que la troncature de la solution
modale pour la solution singulière ne donne lieu à aucun phénomène de Gibbs.
6.8 Conclusion
Nous avons obtenu l’équation courant courants et charges directement à partir de la re-
présentation de la solution à l’aide de sa trace et d’un potentiel de double-couche. Nous avons
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FIG. 6.8 – Comparaison des courants exacts et des courants calculés par la C3IE pour un
obstacle circulaire.
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FIG. 6.9 – Comparaison des SER exactes et des SER obtenues par l’équation intégrale
C3IE pour un obstacle circulaire.
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montré que cette équation est bien posée dans le cadre L2 avec des propriétés de coercivité.
Ceci permet de montrer que son approximation est convergente pour une approximation de
type éléments frontière. Ce que nous allons confirmer par des tests numériques au chapitre
suivant.
Nous allons dans le chapitre suivant étendre formellement cette résolution par éléments
frontière à des domaines à frontière Γ présentant un point anguleux et observer que l’on
retrouve les mêmes instabilités que dans le cas 3D.
160 Équation courants et charges bidimensionnelle
Chapitre 7
Stabilisation de l’équation intégrale
courants et charges
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Nous allons mettre en évidence les instabilités numériques que la formulation courants et
charges présente pour des géométries singulières. Nous présentons ensuite les différentes ap-
proches que nous avons développées pour comprendre l’origine de ces instabilités et essayer
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d’y remédier. L’étude de l’origine des instabilités, dans le cas d’une version bidimension-
nelle, est plus aisée que celle du cas tridimensionnel. Nous pouvons mettre en oeuvre plus
facilement des approches pour supprimer ou atténuer les défauts de cette formulation ou leur
effet sur les calculs de réflectivité en champ lointain.
L’examen des caractéristiques des instabilités dans le cas bidimensionnel laisse penser
qu’un des éléments à l’origine de ce mauvais fonctionnement est une compatibilité, incor-
rectement rendue par la discrétisation, entre les courants et les charges. Nous avons alors
expérimenté des techniques d’augmentation de l’approximation de la charge suivant en cela
les procédés utilisés pour stabiliser les schémas d’approximation du système de Stokes. A la
suite de l’amélioration observée sur les résultats, nous avons alors transposé cette procédure
au cas tridimensionnel. A travers divers tests, nous avons constaté l’amélioration de la qua-
lité de l’approximation amenée par la procédure de stabilisation. Cela fait de la formulation
courants et charges, non seulement un complément précieux pour la validation des résultats
obtenus par les formulations usuelles, mais aussi une technique avec un champ d’application
hors de portée des méthodes usuelles comme l’utilisation d’un maillage sans conditions de
raccord ou la possibilité de raffiner celui-ci dans une zone sans avoir à se soucier du raccord
avec les zones voisines.
7.1 Discrétisation et résolution de l’équation bidimension-
nelle
7.1.1 Discrétisation de la géométrie
La première étape consiste donc à approcher la courbe Γ de l’obstacle par une ligne
polygonale notée encore Γ, dont les sommets ai, i = 1, · · · , Ns, sont sur la courbe exacte
Γ et ordonnés dans le sens des abscisses curvilignes croissantes. Nous introduisons alors le
maillage de Γ comme d’une partition de Γ en segments du plan
Ki = [ai, ai+1] , i = 1, · · · , Ns,
où Ns est nombre de segments tel que aNs+1 = a1.
7.1.2 Discrétisation des inconnues
Les densités λ (et les fonctions test λ′) sont représentées à partir de Ns composantes
{λi}Nsi=1 (et {λ′i}Nsi=1 ) sous la forme suivante
λ(x) =
Ns∑
i=1
λi ϕi(x), λ
′(x) =
Ns∑
i=1
λ′i ϕi(x), (7.1)
où les ϕi sont les fonctions de base de l’approximation qui seront définies plus loin. Le
problème est ainsi ramené au calcul des constantes complexes {λi}Nsi=1. L’inconnue λ est
approchée par une méthode d’éléments finis classiques, plus précisément :
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– dans un premier temps, on utilise pour discrétiser les inconnues λ une méthode P1-
continus, ce qui signifie que chacune de ces inconnues est entièrement déterminée sur
la courbe par ses valeurs nodales. Donc la fonction de base ϕi est définie par
ϕi(x) =

x− ai−1
|Ki| , x ∈ [ai−1, ai] ,
−x− ai+1|Ki+1| , x ∈ [ai, ai+1] ,
la notation |Ki| désigne la longueur du segment Ki qui est définie par |Ki| = |ai −
ai−1| ;
– dans un deuxième temps, l’inconnue λ est approchée par des constantes (P0-discontinus)
sur chaque segment Ki. La fonction de base est alors définie par
ϕi(x) =
{
1, sur le segment Ki,
0, ailleurs.
7.1.3 Discrétisation de la CFIE
La formulation variationnelle pour la CFIE est∫
Γ
λ′
{
1
2
+N − 1
iκ
D
}
λ ds =
∫
Γ
λ′
{
1
iκ
∂nψ
inc − ψinc
}
ds, (7.2)
pour toute fonction test λ′. Notons par [M ], [N ] et [D] les matrices associées aux formes
bilinéaires ∫
Γ
λ′λ ds,
∫
Γ
λ′Nλds,
∫
Γ
λ′Dλds,
et par [E] et [F] les matrices associées aux formes linéaires∫
Γ
λ′ψinc ds,
∫
Γ
λ′∂nψ
inc ds.
L’équation (7.2) s’écrit alors en collectant les Ns composantes de λ et λ′ en des vecteurs
colonne respectivement [λ] et [%]
[λ′]
>
{
1
2
[M ] + [N ]− 1
iκ
[D]
}
[λ] = [λ′]
>
{
1
iκ
[E]− [F]
}
.
De façon usuelle, cette équation variationnelle se ramène à un système linéaire[Zcfie] [λ] = [Fcfie] ,
avec 
[Zcfie] = 1
2
[M ] + [N ]− 1
iκ
[D] ,
[
Fcfie
]
=
1
iκ
[E]− [F] .
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L’inversion du système revient alors à résoudre une équation linéaire avec une matrice à
coefficients complexes, pleine et non hermitienne.
Remarque 7.1.1 Le calcul des différentes matrices élémentaires est effectué de façon pré-
cise, particulièrement celui de la singularité des opérateurs intégraux, à l’aide du code du
CERFACS.
7.1.4 Discrétisation de la C3IE
La formulation variationnelle du système (6.33) peut réécrire de façon générale
∫
Γ
λ′
{
1
2
λ +Nλ− iκτ · S(τλ) + ∂sS%
}
ds =
∫
Γ
λ′
{
1
iκ
∂nψ
inc − ψinc
}
ds,
∫
Γ
%′
{
S(∂sλ)− iκn · S(λτ ) + 1
2
%−N t%− iκS%
}
ds) =
1
iκ
∫
Γ
%′∂sψ
inc ds,
pour tout couple de fonctions test (λ′, %′). Les charges % et %′ sont toujours approchées par des
constantes par segment. Le problème est aussi ramené au calcul des constantes complexes
{λi , %i}Nsi=1. Le système variationnel discret s’écrit alors :[
[λ′] [%′]
]>  [Zλλ] [Zλ%]
[Z%λ] [Z%%]
 [λ]
[%]
 = [ [λ′] [%′] ]>
 [Fλ]
[F%]
 . (7.3)
Le système discret consiste donc à résoudre le système linéaire suivant[Zc3ie] [Xc3ie] = [Fc3ie] , (7.4)
avec 
[
Xc3ie
]
=
[
[λ]
[%]
]
,
[
Fc3ie
]
=
[ [
Fλ
]
[F%]
]
,
[Zc3ie] = [ [Zλλ] [Zλ%][Z%λ] [Z%%]
]
.
Nous supposons que les vecteurs
[
Xc3ie
]
, de taille 2Ns, collectent les valeurs nodales des
fonctions inconnues (λ, %). Les matrices [F×], qui sont de taille 2Ns, sont associées aux
formes linéaires
1
iκ
∫
Γ
λ′
(
∂nψ
inc(x)− iκψinc(x)) ds, − 1
iκ
∫
Γ
λ′∂sψ
inc(x) ds.
Les matrice [Z××], de taille 2Ns× 2Ns, sont définis, à l’aide du code d’acoustique du CER-
FACS, de la façon suivante[Zλλ] = 1
2
[M ] + [N ]− iκ [τ · Sτ ] ,
[Z%%] = 1
2
[M ] + [N ]> − iκ [S] .
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Le seul point non usuel dans l’assemblage du système linéaire correspondant à cette dicréti-
sation concerne les termes S% ∂sλ′ et S∂sλ %′ qui, lorsque les courants λ et λ′ sont approchées
par des constantes par segment, qui donnent un couplage entre les degrés de liberté %n relatifs
à la charge % et de manière similaire à %′, et ceux λ′m attachés à λ par
Sn(xm) %n
(
λ′m − λ′m−1
)
, (7.5)
avec xm sommet du maillage,
Sn(xm) =
∫
[xn,xn−1]
G(x, y) ds, (7.6)
où G(x, y) est le noyau (6.8) et [xn, xn−1] est le segment n du maillage. Si on utilise une
méthode P1-continue pour l’approximation de λ et λ′, cette matrice est donnée à partir de
la matrice [S] associée au potentiel de simple-couche avec une approximation à l’aide de
constantes par segment [Zλ%] = [S] [Ds] ,[Z%λ] = [Ds]> [S]− iκ [n · Sτ ] ,
où [Ds] désigne l’expression matricielle de l’opérateur de la dérivée sur chaque segment.
7.2 Résultats numériques pour une courbe régulière
Nous allons présenter un exemple numérique relatif au cercle unité. Nous reprenons
également l’exemple du cercle et considérons d’autres géométries comme l’ellipse. Nous
testons la validité de la C3IE de la façon suivante
– en utilisant la CFIE comme référence pour le cas d’une courbe fermée, régulière ou
singulière, avec une discrétisation pour λ et % des éléments P1-continus ;
– en utilisant la formulation de la MFIE en discrétisant λ et % par une méthode P0-
discontinus.
7.2.1 Diffraction d’une onde plane
Comme dans le cas tridimensionnel, lorsque la courbe Γ ne présente aucun point angu-
leux, le système variationnel de la C3IE peut être résolu de façon stable dans le cadre L2.
Cette propriété est importante surtout parce qu’elle traduit le fait que la solution du système
variationnel de la C3IE peut être approchée numériquement en utilisant des approximations
sans aucun raccord de continuité aux interfaces séparant deux éléments du maillages. Prati-
quement ici, nous pouvons donc utiliser des approximations de λ et % et des fonctions test
correspondantes qui sont constantes sur chaque élément. La figure FIG. 7.1 montre un
exemple de maillage et des noeuds utilisés pour la résolution numérique.
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Noeud
Fonctions inconnues et fonctions test
approchées par une constante 
sur chaque segment
Extrémité 
d’un segment
FIG. 7.1 – Noeuds utilisés pour l’approximation des courants λ et des charges % dans l’équa-
tion C3IE.
En accord avec la prédiction théorique, ce type de schéma numérique donne un résultat
concordant parfaitement avec celui d’une CFIE usuelle utilisant des approximations conti-
nues pour λ et λ′. La figure FIG. 7.2 donne le maillage d’un cercle qui a été utilisé pour
obtenir la comparaison des courants à la figure FIG. 7.4 et des SER à la figure FIG. 7.5.
Pour les deux calculs, nous avons utilisé un maillage raffiné, pour les calculs bidimensionnels
de 30 points par longueur d’onde.
Dans le cas de l’ellipse, avec un maillage à 20 points par longueur d’onde, les figures
FIG. 7.6 et FIG. 7.7 de la SER et du courant, calculés par les équations intégrales
MFIE et C3IE, donnent une indication claire sur la validité de l’approximation par courants
discontinus.
Résultats numériques pour une courbe régulière 167
-1.5 -1 -0.5 0 0.5 1 1.5
-1
-0.5
0
0.5
1
Maiilage d’un cercle
FIG. 7.2 – Maillage du cercle à 30 points par longueur d’onde utilisé pour la résolution des
équations CFIE, MFIE et C3IE.
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FIG. 7.3 – Maillage à 20 points par longueur d’onde utilisé pour la résolution des équations
MFIE, CFIE et C3IE.
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FIG. 7.4 – Comparaison des courants obtenus par les équations CFIE et C3IE sur un
maillege d’un cercle.
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FIG. 7.5 – Comparaison des SER bistatiques obtenues par les équations CFIE et C3IE sur
un maillage d’un cercle.
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FIG. 7.6 – Comparaison des courants obtenus par les équations MFIE et C3IE pour une
ellipse.
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FIG. 7.7 – Comparaison des SER bistatiques obtenues par les équations MFIE et C3IE
pour une ellipse.
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7.2.2 C3IE avec second membre général
Donnée g régulière
Pour faire intervenir les variations de courbure, nous choisissons une ellipse avec a = 1
et b = 1.5 comme demi-axes. Nous utilisons un maillage de 20 points par longueur d’onde.
Nous nous donnons g = −∂nψinc. Dans ce cas particulier les matrices
[
Fc3ie
]
correspondant
au second membre de la C3IE sont données par[
Fλ
]
=
1
iκ
(−1
2
[M ] + [N ] + iκ [S]
)
[g] ,
[F%] =
1
iκ
[S] [Ds] [g] .
Nous avons utilisé la C3IE discrétisée à l’aide de courants et de charges continus par seg-
ment et la CFIE pour résoudre le même problème. Les figures FIG. 7.8 et FIG. 7.9
montrent que les courbes en champ lointain et des courants calculés par les équations CFIE
et C3IE sont superposés.
Dans le cas d’un cercle unité, nous obtenons la même précision lorsque nous comparons la
SER et les courants obtenus par les équations intégrales MFIE et C3IE, comme l’indique
les schémas des figures FIG. 7.10 et FIG. 7.11. Cette qualité d’approximation est valable
en basse fréquence et en fréquence plus élevée.
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FIG. 7.8 – Comparaison des courants obtenus par CFIE et C3IE pour une ellipse dans le
cas où la donnée g est régulière.
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FIG. 7.9 – Comparaison des SER bistatiques obtenues par CFIE et C3IE pour une ellipse
dans le cas où la donnée g est régulière.
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FIG. 7.10 – Comparaison des courants obtenus par les équations MFIE et C3IE pour un
cercle dans le cas où la donnée g est régulière.
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FIG. 7.11 – Comparaison des SER bistatiques obtenues par MFIE, et C3IE pour un cercle
dans le cas où la donnée g est régulière.
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FIG. 7.12 – Comparaison des SER bistatiques obtenues par MFIE et C3IE sur une ellipse
à 30 points par longueur d’onde dans le cas où la donnée g est singulière.
Donnée g singulière
La géométrie est un cercle unité. Nous considérons la donnée g définie en (6.81). Les
courants obtenus par la formulation C3IE ont été comparés aux courants calculés par des
formulations reposant sur une MFIE et une CFIE. Nous observons des oscillations parasites
des courants associées à la formulation courants et charges. Ces oscillations sur le courant
n’affectent pas le calcul du champ lointain. L’effet régularisant du champ lointain est mis en
évidence sur les figures FIG. 7.12, FIG. 7.13 et FIG. 7.14. Pour les deux calculs, nous
avons utilisé successivement un maillage de l’ellipse à 30 points par longueur d’onde et un
maillage du cercle à 15 points par longueur d’onde.
Nous considérons successivement un maillage du cercle à 120 points et un maillage de
l’ellipse à 30 points par longueur d’onde. Nous utilisons d’abord pour discrétiser λ et % et les
fonctions testes correspondantes sur le cercle des éléments P1-continus. Si nous traçons les
parties imaginaires des courants obtenus par la CFIE et la C3IE, nous trouvons que
– il existe une concentration des oscillations parasites des courants fournis par la C3IE
à 0 et à pi, pour la plus basse fréquence (voir la figure FIG. 7.15), i.e., aux points de
discontinuité de la donnée singulière g ;
– les courbes des courants de la CFIE et de la C3IE sont superposées, dans le cas d’une
fréquence assez élevée, figure FIG. 7.16.
Les inconnues (λ, %) et les fonctions test (λ′, %′) sont approchées par des constantes sur
chaque élément. Les figures FIG. 7.17 et FIG. 7.18 montrent que les oscillations para-
sites existent toujours sur la partie imaginaire du courant de la C3IE en basse et plus haute
fréquence.
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FIG. 7.13 – Comparaison des SER bistatiques obtenus par CFIE et C3IE sur un maillage
du cercle à 15 points par longueur d’onde dans le cas où la donnée g est singulière.
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FIG. 7.14 – Comparaison des SER bistatiques obtenus par MFIE et C3IE sur un maillage
du cercle à 15 points par longueur d’onde dans le cas où la donnée g est singulière.
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FIG. 7.15 – Comparaison des courants obtenus par CFIE et C3IE sur un maillage du cercle
à 15 points par longueur d’onde dans le cas où la donnée g est singulière.
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FIG. 7.16 – Comparaison des courants obtenus par les équations CFIE et C3IE sur un
maillage de l’ellipse à 30 points par longueur d’onde dans le cas où la donnée g est singulière.
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FIG. 7.17 – Comparaison des courants obtenus par CFIE et C3IE sur un maillage du cercle
à 15 points par longueur d’onde dans le cas où la donnée g est singulière.
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FIG. 7.18 – Comparaison des courants obtenus par CFIE et C3IE sur un maillage de l’el-
lipse à 30 points par longueur d’onde dans le cas où la donnée g est singulière.
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7.2.3 Traitement du second membre à l’aide de la relation de Calderon
Nous avons précédemment vu que l’approximation pour une méthode d’éléments fron-
tière de la C3IE, fournit de bons résultats pour un problème de diffraction ou pour une
donnée régulière, si la géométrie n’a pas des singularités. La phénomène d’oscillations n’ap-
paraît pour une géométrie régulière que si le second membre est singulier. Cela nous permet
de penser que c’est à niveau qui se situe la cause des oscillations parasites de la solution.
Pour essayer de comprendre l’origine du phénomène oscillation, nous reprenons le com-
portement asymptotique de l’équation courants et charges définie pour une donnée quel-
conque[
1
2
+N` − iκ2 (S`−1 + S`+1) i`S`
i`S` − κ2 (S`−1 − S`+1) 12 −N` − iκS`
][
λ`
%`
]
=
1
iκ
[ −1
2
+N` + iκS`
i`S`
]
g`.
A partir du théorème 6.6.4 et du développement des potentiels de simple et double-couche,
nous pouvons écrire
(
M` +O
(
1
`
))[ λ`
%`
]
=
(
F` +O
(
1
`
))
g`,
avec
M` =
1
2
[
1 i
i 1
]
, F` =
1
2iκ
[ −1
i
]
.
En résolvant ce système quand ` → ∞ et en négligeant les termes du second-ordre, nous
obtenons {
λ` + i%` = −g˜`,
iλ` + %` = ig˜`,
avec
g˜` =
1
iκ
g`.
Cela permet de déduire
λ` = 0, %` = ig˜`.
En prenant g = ei`θ, la figure FIG. 7.19 montre que les parties imaginaires et les modules
des courants calculés par la C3IE sont en bon accord avec les valeurs exactes si l’ordre `
du mode est petit, mais se détériorent lorsque ` devient grand, comme l’indique la figure
FIG. 7.20.
Dans le second membre intervient en fait un opérateur qui permet de régulariser le courant
λ de façon que la relation de conservation de la charge ∂sλ = iκ% soit vérifiée par la solution.
Cette propriété n’est plus valable au niveau du schéma discret. Nous allons voir que l’on peut
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FIG. 7.19 – Tracé des parties imaginaires et des modules des courants exacts et des courants
modaux calculés par la C3IE pour les modes d’ordre ` petit.
0 50 100 150 200
-0.1
-0.05
0
0.05
0.1
Exact
Modules-exact
C3IE
Module-C3IE
Parties imaginaires, methodes P0-discontinues
Nmode=23,  k=2
FIG. 7.20 – Tracé des parties imaginaires et des modules des courants exacts et des courants
modaux calculés par la C3IE pour les modes d’ordre ` grand.
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en forcer la prise en compte en utilisant une relation de Calderon. On écrit le second membre
de la C3IE sous la forme de la somme de deux opérateurs Bp et Bc définis par
Bp =
[
−1
2
∂sS
]
, Bc =
[
N + iκS
0
]
.
La formulation courants et charges se réécrit alors comme suit
(Ap +Ac)X =
1
iκ
(Bp +Bc) g, (7.7)
où les opérateurs Ap etAc sont définis par
Ap =
[
1
2
∂sS
S∂s
1
2
]
, Ac =
[
N − iκτ · Sτ 0
−iκn · Sτ −N t − iκS
]
.
Le traitement sera effectué seulement sur le second membre de (7.7) et surtout sur la partie
principale Bp. Pour cela, nous utilisons l’opérateur Ap. En multipliant l’opérateur Bp par
ApA
−1
p , nous obtenons
(Ap +Ac)X =
1
iκ
ApA
−1
p Bp g +
1
iκ
Bc g
=
1
iκ
Ap
[
λ0
%0
]
+
1
iκ
Bc g, (7.8)
où λ0 et %0 sont définis par [
λ0
%0
]
= A−1p Bp g.
A partir de la définition des opérateurs Ap et Bp, nous en déduisons
1
2
λ0 + ∂sS%0 = −12g,
S∂sλ0 +
1
2
%0 = ∂sSg,
et donc 
λ0 = −
(
1
4
− ∂sS2∂s
)−1 (
(∂sS)
2 + 1
4
)
g,
%0 =
(
1
4
− S∂2sS
)−1 (
S∂s + ∂sS
)
g.
(7.9)
L’opérateur (∂sS)2+1/4 qui est la somme de deux opérateurs pseudo-différentiels d’ordre 0
est a priori un opérateur d’ordre 0. En fait, c’est un opérateur régularisant d’ordre −1. Pour
traduire explicitement cette propriété, nous allons utiliser la relation de Calderon (cf., e.g.,
[38])
DS = 1
4
− (N t)2. (7.10)
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La régularisation de la distribution hypersingulière de l’opérateur D est exprimée en termes
d’une dérivée curviligne et d’un potentiel de simple-couche comme suit
D = − ∂sS∂s − κ2τ · Sτ .
La relation de Calderon (7.10) se réécrit
DS = − (∂sS)2 − κ2τ · Sτ S = 14 −
(
N t
)2
.
Cela permet de déduire
(∂sS)
2 + 1
4
=
(
N t
)2 − κ2τ · Sτ S,
indiquant maintenant de façon claire que cet opérateur est d’ordre −1. En injectant cette
dernière relation dans (7.9), nous obtenons λ0 =
(
1
4
− ∂sS2∂s
)−1 (− (N t)2 + κ2τ · Sτ S) g,
%0 =
(
1
4
− S∂2sS
)−1
(S∂s + ∂sS) g.
(7.11)
La formulation courants et charges (7.8) se réécrit alors à l’aide du traitement basée sur la
relation de Calderon
1
2
λ+Nλ− iκτ · S(λτ ) + ∂sS% = 1
iκ
(
1
2
λ0 + ∂sS%0
)
+
1
iκ
N tg + Sg,
1
2
%−N t%− iκS%+ S (∂sλ)− iκn · S(λτ ) = 1
iκ
(
1
2
%0 + S (∂sλ0)
)
.
Les figures FIG. 7.21 et FIG. 7.22 montrent que la procédure atténue assez bien les
oscillations parasites des courants fournis par la C3IE dans le cas d’une fréquence assez
élevée, même si elle ne les supprime pas complètement en basse fréquence.
De plus, la figure FIG. 7.23 montre la correction du phénomène de Gibbs de la partie
imaginaire et du module des courants exacts et des courants calculés par la C3IE à l’aide du
traitement à l’aide de la relation de Calderon.
7.2.4 Erreur relative
Pour compléter notre étude numérique, il est intéressant de calculer le pourcentage d’er-
reur commise sur le courant. Lorsque Γ est un cercle, nous disposons des expressions exactes
pour les courants sous forme d’une série de Fourier. L’erreur relative, entre les courants
exacts et les courants obtenus par la C3IE ou la CFIE, est calculée en norme L2 discrète
sous la forme suivante
Erreur relative en % = 100 ‖λ
ext − λapp‖L2
‖λext‖L2 , (7.12)
où λapp désigne le courant approché.
Sur la figure FIG. 7.24, il apparaît clairement d’une part que l’erreur diminue lorsque
le nombre de points par longueur d’onde augmente, et d’autre part cette erreur décroît de
manière significative lorsque nous utilisons la méthode du traitement du second membre à
l’aide de la relation de Calderon.
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FIG. 7.21 – Traitement des oscillations parasites des courants fournis par la C3IE à l’aide
de la relation de Calderon sur un maillage de 120 points du cercle en basses fréquences.
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FIG. 7.22 – Traitement des oscillations parasites des courants fournis par la C3IE à l’aide
de la relation de Calderon sur un maillage de l’ellipse à 30 points par longueur d’onde dans
le cas d’une fréquence assez élevée.
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FIG. 7.23 – Tracés des parties imaginaires des courants exacts et des courants calculés à
l’aide du traitement basée sur la relation de Calderon et leurs modules en fréquence assez
moyenne.
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FIG. 7.24 – Erreur relative en % sur le courant exacts et celui-ci calculé par la C3IE en
fonction de nombre de sommets Ns = 100 + 20` ; ` = 1, 2 · · ·10.
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FIG. 7.25 – Maillage du carré à 15 points par longueur d’onde utilisé pour la résolution de
la CFIE et de la C3IE.
7.3 Instabilités de l’équation C3IE dans le cas d’une sur-
face singulière
Dans le cas du carré, avec un maillage à 15 points par longueur d’onde donné par la figure
FIG. 7.25, nous observons les mêmes instabilités dues aux singularités de la géométrie que
dans le cas tridimensionnel comme le rapportent les figures FIG. 7.26 et FIG. 7.27 qui
comparent respectivement les courants et les SER bistatiques calculées par les équations
CFIE et C3IE.
Si nous doublons le maillage en passant à 30 points par longueur d’onde, nous observons
une concentration des oscillations parasites des courants fournis par la C3IE au niveau des
singularités géométriques sur la figure FIG. 7.28. Même si le calcul de la SER monostatique
s’améliore légèrement avec un écart à 2.6 dB entre la CFIE et la C3IE, la figure FIG. 7.29
montre clairement que les instabilités dues aux singularités géométriques bloquent la conver-
gence de la méthode.
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FIG. 7.26 – Courants calculés par la CFIE et la C3IE sur un maillage à 15 points par
longueur d’onde en fréquence assez élevée.
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FIG. 7.27 – SER bistatiques calculées par la CFIE et la C3IE sur un maillage à 15 points
par longueur d’onde en fréquence assez élevée . Nous avons un écart de 4.8 dB entre la CFIE
et la C3IE par la SER monostatiques (i.e., à θ = 0).
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FIG. 7.28 – Courants calculés par la CFIE et la C3IE sur un maillage à 30 points par
longueur d’onde en fréquence assez élevée.
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FIG. 7.29 – SER bistatiques calculées par la CFIE et la C3IE sur un maillage à 30 points
par longueur d’onde en fréquence assez élevée. Nous avons un écart de 2.6 dB entre la
CFIE et la C3IE pour la SER monostatiques.
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FIG. 7.30 – Courants calculés par la CFIE et la C3IE sur un maillage à 100 points par
longueur d’onde en fréquence moyenne.
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FIG. 7.31 – SER bistatiques calculées par la CFIE et la C3IE sur un maillage à 100 points
par longueur d’onde en moyenne fréquence. Nous avons un écart de 0.7 dB entre la CFIE et
la C3IE pour la SER monostatique.
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FIG. 7.32 – Courants calculés par la CFIE et la C3IE sur un maillage à 200 points par
longueur d’onde en moyenne fréquence.
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FIG. 7.33 – SER bistatiques calculées par la CFIE et la C3IE sur un maillage à 200 points
par longueur d’onde en moyenne fréquence. Nous avons un écart de 0.76 dB entre la CFIE et
la C3IE pour la SER monostatiques.
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7.4 Stabilisation de l’équation C3IE en dimension 2
La localisation au voisinage des singularités des oscillations nous a orienté d’emblée
sur une amplification des composantes spectrales haute fréquence contenues dans la solution
pour le schéma numérique. Ces composantes correspondent à des modes évanescents qui en
principe ne rayonnent pas et de ce fait ne doivent pas induire une détérioration de la SER
calculée. Cependant, le couplage des modes évanescents avec les modes propagatifs tant
intrinsèque au problème lui-même qu’au niveau du procédé de discrétisation répercute cette
amplification sur ces derniers et par suite détériore aussi le calcul de la SER .
L’exemple considéré dans la section sur la reconstruction d’une solution modale à partir
de la discrétisation a montré que ces oscillations sont dues à une amplification des modes
évanescents lorsque l’obstacle est un disque. Nous avons aussi montré qu’elle était due à
une compatibilité entre les deux seconds membres de l’équation C3IE non correctement
respectée au niveau du schéma discret pour les modes évanescents. La correction de cette
anomalie pour une géométrie régulière mais avec des données discontinues a donné de bons
résultats comme nous l’avons vu précédemment. Malheureusement cette correction est basée
sur des propriétés de régularisation de l’opérateur intégral de double-couche N qui ne sont
plus vérifiées pour une géométrie avec des singularités. Ce traitement n’a donc pas donné les
résultats escomptés en géométrie singulière.
Le type d’instabilité observée, une amplification des modes spectraux correspondant à
des fréquences spectrales élevées, est celui que nous observons dans les schémas pour le
système de Stokes lorsque la condition de Brezzi-Babuska (cf, e.g., [6]) assurant la stabi-
lité de l’approximation des vitesses et des pression n’est pas assurée. Le système relatif aux
équations de la formulation C3IE possèdent des propriétés de coercivité en λ et en % qui
en principe permettent d’éviter cette amplication. Le comportement cependant du schéma
numérique semble reproduire les difficultés que nous rencontrons dans les approximations
usuelles du système de l’élasticité pour des matériaux faiblement compressibles. Nous avons
alors essayé une procédure de stabilisation usuellement utilisée pour le système de Stokes :
approcher l’une des inconnues par un schéma plus précis. Nous avons d’abord tenté une
procédure similaire à celle utilisée pour le système de Stokes : doubler le nombre de degrés
de liberté pour l’approximation du courant λ en introduisant un maillage double par rapport
à celui utilisé pour %. Cette procédure n’ayant pas réussi à stabiliser le schéma d’approxi-
mation, nous avons alors utilisé une approximation double pour la charge qui a présenté un
meilleur comportement. Nous décrivons maintenant plus en détail la mise en oeuvre et les
résultats obtenus par cette approche.
7.4.1 Equation C3IE bidimensionnelle avec approximation double pour
la charge
Nous doublons le maillage initial sur Γ en introduisant comme sommets les milieux de
chaque segment. Il est important de noter que le maillage ainsi obtenu n’est pas un maillage
raffiné de Γ au sens usuel car les milieux des segments qui sont introduits ne sont pas sur la
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FIG. 7.34 – Maillage double et maillage pour doubler l’approximation de la charge.
frontière. La figure 7.34 montre un maillage raffiné obtenu en doublant un maillage initial et
le maillage construit pour doubler le nombre de degrés de liberté pour l’approximation de la
charge.
Comme les codes d’éléments frontière utilisent les mêmes maillages pour les interac-
tions sur une même courbe, les couplages entre λ et % qui ne comportent pas les dérivées
∂sλ sont calculés sur le maillage servant à approcher la charge et multiplié par la matrice qui
identifie les degrés de liberté sur chaque moitié de segment. Il y a une seule matrice de ce
type ; elle est relative à l’interaction
∫
Γ
n %′ · S(λτ ) ds =
[
%′1 %
′
1/2 · · · %′Ns−1/2 %′Ns
] [ Z ]

λ1
λ1/2
.
.
.
λNs−1/2
λNs
 ,
où %′n, %′n+1/2 et λn, λn+1/2 pour n = 1, · · · , Ns sont les valeurs de %′ et λ sur la première et
la seconde moitié du segment [xn, xn+1] du maillage initial. La matrice à assembler dans le
système à résoudre est alors
[ Z ]

1
1
1
1
.
.
.
.
.
.
1
1

, (7.13)
où la seconde matrice du produit a 2Ns lignes et Ns colonnes. Les contributions à l’assem-
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FIG. 7.35 – Courants calculés par la CFIE et la C3IE sur un maillage à 15 points par
longueur d’onde dans le cas d’une haute fréquence.
blage des termes % ∂sλ donnent simplement de manière analogue à (7.5)
Sn+`/2(xm)%n+`/2
(
λ′m − λ′m−1
)
, (7.14)
avec ` = 0, 1, Sn+`/2(xm) est défini de façon analogue à (7.6) en intégrant sur le segment[
xn+`/2, xn+(`+1)/2
]
, et xn est un sommet du maillage initial.
Les figures FIG. 7.35 et FIG. 7.36 montrent que la procédure atténue assez bien les
oscillations parasites même si elle ne les supprime pas complètement, dans le cas d’une haute
fréquence. Cette atténuation des oscillations parasites résulte assez naturellement en une
amélioration notable du calcul du diagramme bistatique comme le montre la figure FIG. 7.37.
L’écart avec le résultat fourni par l’équation CFIE pour la SER monostatique n’est plus que
de 0.8 dB.
Les test effectués ici utilisent une approximation P1-continue pour les courants. Les mêmes
test ont été effectués aussi pour une approximation P0-discontinue pour les courants et ont
donné exatement le même type de comportement.
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FIG. 7.36 – Zoom indiquant l’atténuation des oscillations au niveau des singularités de la
géométrie en fréquence assez élevée.
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FIG. 7.37 – SER bistatique calculée par la CFIE et la C3IE sur un maillage à 15 points par
longueur d’onde en fréquence assez élevée. Nous avons un écart de 1.8 dB entre la CFIE et
C3IE sur la SER monostatique.
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FIG. 7.38 – Atténuation des oscillations parasites fournies par la C3IE sur un maillage ha-
bituel pour le courant et double pour la charge en fréquence moyenne basse.
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FIG. 7.39 – SER bistatique calculée par la CFIE et par la C3IE pour un maillage double
pour la charge en fréquence moyenne. Nous avons un écart de 0.25 dB entre la CFIE et
C3IE sur la SER monostatique.
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FIG. 7.40 – Courants calculés par la CFIE et la C3IE sur un maillage de 100 points dans le
cas d’une basse fréquence.
20 25 30 35 40
-1.3
-1.2
-1.1
-1
-0.9
-0.8
-0.7
Methodes P1-continues
k=0.5,   Ns=100
FIG. 7.41 – Zoom indiquant l’atténuation des oscillations au niveau des singularités de la
géométrie dans le cas d’une basse fréquence.
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FIG. 7.42 – Schéma de la subdivision de chaque triangle du maillage en 4 sous-triangles
7.5 Stabilisation de l’équation C3IE dans le cas tridimen-
sionnel
Nous retournons à notre objectif initial qui consiste maintenant à traduire l’amélioration
constatée sur la stabilité de l’équation C3IE pour le problème tridimensionnel.
7.5.1 Approximation augmentée de la charge
L’extension naturelle de la procédure d’augmentation de l’approximation de la charge
consiste à subdiviser chaque triangle du maillage en quatre triangles en introduisant le milieu
de chaque arête comme l’indique la figure FIG. 7.42.
La charge est alors approchée par une constante sur chaque sous-triangle. L’approxima-
tion des courants est inchangée : ils restent toujours approchés par un vecteur constant sur
chaque triangle du maillage initial.
On peut adopter une procédure relativement simple pour l’assemblage correspondant à
cette augmentation des degrés de liberté pour l’approximation de la charge. Elle s’obtient en
interprétant l’approximation du courant J comme celle correspondant à un macro-élément
associé aux quatre sous-triangles. Plus précisément, on opère comme suit :
– On boucle sur les paires de triangles K et L du maillage initial.
– On boucle sur les paires Ki et Lj des sous-triangles respectivement de K et de L.
– On effectue une petite modification de la matrice élémentaire [Zij] relative à
l’interaction de Ki et Lj qui intervient dans la méthode C3IE avec courants et
charges constants par triangle en omettant les contributions des termes∫∫
Ki×L
′
j
G(x, y) %′(x) (J · ν) (y) dKx dL′y et
∫∫
K′i×Lj
G(x, y) (J′ · ν) (x)%(y) dK′x dLy,
lorsque l’arête K ′i de Ki ou celle L′j de Lj sont internes à K ou L. Rappelons que
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ν est le vecteur unitaire normal au bord du triangle correspondant, dans le plan
et dirigé vers l’extérieur de ce dernier.
– On exprime la matrice [Zij ] à 4 lignes et 4 colonnes à l’aide des degrés de liberté
de J|L et J′|K relatifs aux triangles K et L du maillage initial
[
Ẑij
]
=
 M>i
0
0
0
0 0 0 1
 [Zij]
 Mj
0
0
0
0 0 0 1
 .
– On assemble la contribution de la matrice
[
Ẑij
]
.
Les matrices Mi et Mj expriment les degrés de liberté locaux relatifs aux courants dans
respectivement les sous-triangles Ki et Lj par rapport aux degrés de liberté relatifs respecti-
vement à K et L. Ces matrices ne dépendent pas du triangle considéré et s’obtiennent comme
suit. Les arêtes sont numérotées localement de sorte que l’arête ` ait pour sommet opposé
r`+2. Dans toute la suite, on adopte la convention de notation circulaire des indices par rap-
port à 3. La fonction de base de Rao est déjà notée par B` que nous rappelons ci-dessous
B`(x) =
1
2 |K| (r(x)− r`+2) , (7.15)
Notons de même parB(i)` la même fonction de base relative au sous-triangle Ki et à son arête
`. Sachant que l’aire |Ki| de Ki est donnée par |Ki| = |K| /4, on obtient directement à partir
de la figure FIG. 7.42 qui indique comment sont numérotées les arêtes de Ki
B`(x) =
1
4
B
(`)
1 (x), pour x ∈ K`; ` = 1, 2, 3. (7.16)
L’expression de B`+1(x) et B`+2(x) à l’aide des fonctions de base relatives à K` s’obtient à
l’aide de la remarque suivante due à P. Lineres [30]
B`+m(x) =
1
2 |K| (r(x)− r`+m+2)
=
1
4
1
2 |K`|
(
2
(
r(x)− 1
2
(r`+m+2 + r`+2)
)
− (r(x)− r`+2)
)
=
1
4
(
B
(`)
m+1(x)−B(`)1 (x)
)
, (7.17)
pour x ∈ K` et m = 1, 2. En désignant par J1, J2, J3 les trois flux sortant des arêtes de K,
on peut écrire dans K`
J1B1 + J2B2 + J3B3 =
1
4
(
J`B
(`)
1 + J`+1
(
2B
(`)
2 −B(`)1
)
+ J`+2
(
2B
(`)
3 −B(`)1
))
=
1
4
(
(J` − J`+1 − J`+2)B(`)1 + 2J`+1B(`)2 + 2J`+2B(`)3
)
.
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On déduit aisément de cette relation l’expression des matrices M` pour ` = 1, 2, 3
M1 =
1
4
 1 −1 −10 2 0
0 0 2
 , M2 = 1
4
 2 0 0−1 1 −1
0 0 2
 , M3 = 1
4
 2 0 00 0 2
−1 −1 1
 , (7.18)
La détermination de la matrice M4 utilise un procédé analogue
B`(x) =
1
4
1
2 |K4| (r(x)− r`+2)
=
1
4
1
2 |K4|
(
(r(x)− (r`+2 + r`) /2) + (r(x)− (r`+2 + r`+1) /2)
− (r(x)− (r` + r`+1) /2)
)
=
1
4
(
B
(4)
`+1(x) +B
(4)
`+2(x)−B(4)` (x)
)
.
On obtient donc
M4 =
1
4
 −1 1 11 −1 1
1 1 −1
 . (7.19)
L’assemblage du second membre est plus direct. L’assemblage relatif aux courants test
est celui de la méthode initiale. Celui correspondant aux charges test est celui relatif à la
décomposition de chaque triangle du maillage initial.
7.5.2 Comportement numérique de l’équation courants et charges sta-
bilisée pour quelques exemples de géométries singulières
Les exemples considérés
Les résultats fournis par la formulation courants et charges stabilisée est en bon accord
avec l’équation C3IE pour les géométries sans singularité. Comme notre objectif dans ce
rapport est de stabiliser l’équation C3IE dans le cas de géométries singulières, nous nous
limitons dans cette partie à des exemples qui relèvent de ce dernier cas.
Nous considérons d’abord un cube maillé de façon conforme dont la figure FIG. 7.43
donne un aperçu.
Calcul du diagramme bistatique d’un cube
Pour avoir une valeur de référence sur la précision du calcul de la SER du cube ci-
dessus, nous comparons d’abord les résultats fournis par deux méthodes usuelles. La figure
FIG. 7.44 compare le diagramme bistatique obtenu en utilisant la CFIE et la EFIE.
La figure FIG. 7.45 montre l’amélioration apportée par la procédure de stabilisation. Les
résultats reportés dans la table TAB. 7.1 indiquent un ordre d’erreur comparable à celui
qu’on peut observer entre des calculs effectués par les équations usuelles.
Stabilisation de l’équation C3IE dans le cas tridimensionnel 197
FIG. 7.43 – Cube maillé de façon conforme
.
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FIG. 7.44 – Diagramme bistatique du cube obtenu par les équations EFIE et CFIE.
EFIE C3IE
version directe
C3IE
raffinement de maillage
C3IE
version stabilisée
0.27 dB 16 dB 3.9 dB 0.45 dB
TAB. 7.1 – Ecart (valeur absolue de la différence) entre la SER monostatique du cube et
celle fournie par la CFIE
.
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FIG. 7.45 – Comparaison du diagramme bistatique du cube fourni par diverses versions de
l’équation C3IE avec celui obtenu par l’équation CFIE.
Raffinement de maillage localisé pour la C3IE
Nous avons pvu récédemment que la formulation courants et charges bidimensionnelle
est polluée par des oscillations parasites concentrées au niveaux des singularités de la géomé-
trie. Une idée simple pour profiter du fait que la C3IE est résolue en utilisant des courants
et des charges discontinus est de raffiner le maillage près d’un point singulier de la géo-
métrie en subdivisant simplement les éléments triangulaires. Un exemple de raffinement du
maillage est donné dans la figure FIG. 7.46. Observons que le maillage raffiné obtenu ne peut
pas être utilisé pour résoudre la CFIE. Pour simplifier les notations, les écritures R-C3IE et
RS-C3IE désignent successivement que la C3IE et la C3IE stabilisée sont calculées sur un
maillage raffiné.
Expériences numériques
On a déjà représenté une comparaison entre la SER bistatique d’un cube obtenues en
résolvant la C3IE de façon suivante
– sur un maillage habituel de 10 points par longueur d’onde ;
– sur des maillages raffinés respectivement à 20 et 40 points par longueur d’onde,
et la SER bistatique obtenue par la CFIE sur un maillage très raffiné dont on rappelle les
résultats sur la figure FIG. 7.47. Cette figure montre clairement une sorte de verrouillage
numérique qui bloque la convergence de la procédure de la résolution. La figure FIG. 7.48
confirme que le raffinement du maillage au niveau des singularités de la géométrie en utili-
sant la version R-C3IE ne suffit pas pour traiter le défaut de la convergence.
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FIG. 7.46 – Mallage raffiné au niveau des singularités de la géométrie.
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FIG. 7.47 – SER bistatique d’un cube obtenue en résolvant le C3IE sur des maillages
habituels et raffinés et la CFIE sur un maillage très raffiné.
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FIG. 7.48 – SER bistatique d’un cube obtenue à partir de la version R-C3IE. La figure
montre que le raffinement simple du maillage au niveau des singularités de la géométrie ne
suffit pas à corriger le blocage numérique.
Nous revenons à des tests numériques réalisées pour la plaine C3IE ci-dessus mais cette
fois avec la version S-C3IE. Les expériences numériques qui suivant on été conduites avec
le pavé reproduit dans la figure FIG. 7.49 car ce cas de figure qui donnait lien à l’écart le
plus grand entre la C3IE et la CFIE. La figure FIG. 7.50 montre l’amélioration obtenue par
la version stabilisée de la C3IE même si l’absence de convergence peut être observée dans
les directions proches de 60o et 120o et dans la direction d’extinction pour une résolution sur
un maillage habituel de 10 points par longueur d’onde.
Enfin, la figure FIG. 7.51 affiche les SER bistatiques obtenues en combinant la C3IE sta-
bilisée et la procédure du raffinement du maillage. Il montre que, même si certains écarts per-
sistent lors de l’utilisation d’un maillage standard de 10 points par longueur d’onde, contrai-
rement aux procédures précédentes, la méthode converge maintenant puisque les résultats
obtenus avec une résolution de maille de 20 points par longueur d’onde sont parfaitement
compatibles avec la solution de référence obtenue par le CFIE avec 40 points par longueur
d’onde.
L’amélioration gagnée par la stabilisation de la C3IE est également mise en évidence par
le tableau TAB. 7.2 qui indique l’écart en dB de la SER obtenue par les différentes versions
de la C3IE et par la CFIE sur un maillage très raffiné.
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FIG. 7.49 – Afficher le problème de diffraction considéré.
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FIG. 7.50 – SER bistatique obtenue à partir de la version C3IE stabilisé.
Maillage 10 pts/λ 20 pts/λ 40 pts/λ
C3IE 6.4 1.4 1.3
R-C3IE 4.7 1.9 –
S-C3IE 0.7 0.6 0.5
RS-C3IE 0.6 0.1 –
TAB. 7.2 – Erreur en dB sur la SER pour les différentes versions de la C3IE.
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FIG. 7.51 – SER bistatique obtenue à partir de la version RS-C3IE.
Conditionnement et oscillations parasites
On termine cette étude numérique en collectant dans le tableau TAB. 7.3 les condition-
nement fournis par SCALAPACK pour les différentes formes traitées ci-dessus. Clairement,
il apparaît que les oscillations parasites résultant pour des géométries singulières ne pre-
viennent pas de l’absence d’inversibilité de l’équation matricielle correspondante. Certes, le
conditionnement de la C3IE est d’environ 30 à 70 fois plus grand que celui de la CFIE et
même beaucoup plus pour la S-C3IE, mais ce n’est pas à un ordre qui pourrait affecter la
précision de la résolution par une méthode directe. Il convient de signaler que, contrairement
à la CFIE, le conditionnement de la C3IE peut être facilement réduit en utilisant une ma-
trice de masse diagonale par blocs comme préconditionneur. Le conditionnement élevé de la
S-C3IE est certainement dû à la petite taille des triangles obtenus en subdivisant celles du
maillage initial. Ceci peut aussi être atténué par un préconditionnement simple par la matrice
de masse diagonale par blocs.
Diamètre Conditionnement ∗105
Forme (en longueurs d’onde) CFIE C3IE S-C3IE
Capsule 3 0.1 2.9 –
Goutte 2 0.05 0.6 –
Haltère 3.5 0.04 2.9 –
Pavé 1 0.03 1. 9.
TAB. 7.3 – Conditionnement lié à des différentes formes et méthodes considérées.
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7.6 Conclusion
La formulation C3IE stabilisée que nous proposons peut être une approche complémen-
taire aux formulations usuelles destinée à alerter l’utilisateur dans le cas où des effets géo-
métriques induiraient des erreurs importantes sur la détermination de la SER . La possibilité
d’utiliser des maillages non-conformes est précieuse lorsque les différentes parties d’une
structure sont formées à l’aide de CAO et maillées de façon indépendante. A notre avis la
stabilité et la précision de ce type de méthode devraient être améliorées considérablement
par des études supplémentaires portant sur la nature fine du comportement des opérateurs
intégraux en présence de singularités géométriques et sur des conditions de stabilité relatives
à la compatibilité de l’approximation des courants et des charges.
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Conclusion et Perspectives
Rappelons que l’objectif de cette thèse était l’étude de l’équation intégrale comportant
comme inconnues les courants et les charges introduite récemment par Taskinen & Ylä-
Oijala. Nous avons donné une construction plus rapide de cette équation. Nous avons montré
qu’elle était presque une équation intégrale de seconde espèce : une problématique impor-
tante en électromagnétisme pour laquelle on avait peu de réponses en ce sens comme le
mentionne le récent article de Greengard & Epstein [20]. “Presque” ici est au sens que cette
équation a exactement les propriétés de coercivité de ce type de formulation. Une des par-
ticularités des équations intégrales de seconde espèce est de pouvoir être résolues numéri-
quement à l’aide du maillage sans aucune condition de raccord. Nous avons établit de façon
théorique la stabilité et la convergence des schémas d’approximation numérique de l’équa-
tion courants et charges sur des maillages sans condition de raccord pour des géométries
régulières de l’objet métallique diffractant ; ce qui la rend extrêmement intéressante pour
les applications industrielles. Nous avons aussi vérifié que les résultats numériques effec-
tifs étaient en accord avec les prédictions théoriques. Nous sommes passés aussi au cas où la
géométrie de l’objet métallique comporte des singularités. Notant que le cadre mathématique
ayant permis l’analyse de l’équation courants et charges dans le cas de géométries régulières
n’est plus valable, nous avons d’abord mis en évidence que les singularités de la géomé-
trie pouvaient engendrer des instabilités numériques qui détériorent la qualité de la solution
numérique. Par une classification des différents types de singularités géométriques que l’on
peut rencontrer en pratique, nous avons pu mettre en évidence que c’est seulement des arêtes
correspondant à un angle dièdre sortant, comme celles d’un cube, qui donnaient lieu à ces
instabilités.
Pour mieux cerner la nature de ces instabilités, nous avons développé, en utilisant les
techniques de régularisation d’intégrales hypersingulière introduites par Nédélec et Hamdi
et systématisées par Hsiao et Wenndland, une version bidimensionnelle de l’équation cou-
rants et charges. Nous avons établi ainsi que les instabilités étaient dues à des oscillations
parasites concentrées autour des singularités géométriques. Nous avons utilisé des géomé-
tries circulaires qui permettent de mettre en évidence la nature de ces oscillations parasites :
une amplification des modes spectraux fortement oscillants. Nous avons utilisé ensuite un
procédé d’augmentation des degrés de liberté pour la charge par rapport au courant pour
sensiblement réduire ces instabilités.
Cette étude a élaboré une méthode qui permet de résoudre cette équation par une mé-
thode d’éléments frontière sans aucune contrainte de continuité au niveau des interfaces des
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éléments aussi bien pour les courants que pour les charges et, en même temps, permet d’évi-
ter les instabilités connues de la MFIE en raison de résonances internes. Les perspectives
peuvent se regrouper selon les points suivants.
– Nous pensons d’abord que cette façon de procéder peut être améliorée par une analyse
théorique approfondie de cette question et en corrigeant de ces instabilités à partir
d’une connaissance plus approfondie de la source du phénomène d’oscillation et de
la façon de les supprimer. Nous espérons que d’autres auteurs s’intéresseront à cette
question qui doit certainement gagner à être examinée à partir d’un autre point de vue.
– Le second point concerne la considération d’une physique du problème plus complexe
que celle que nous avons considérée. En effet, nous nous sommes limités à des confi-
gurations d’obstacle parfaitement conducteur. Il est possible d’étendre la méthode au
cas des diélectriques.
206
Bibliographie
[1] H. Ammari. An Introduction to Mathematics of Energing Biomedical Imaging.
Springer-Verlag, 2008.
[2] C. Amrouche, C. Bernardi, M. Dauge and V. Girault. Vector potentials in three-
dimensional non-smooth domains. Math. Methods Appl. Sci, 21 : 823 –864, 1998.
[3] M.A. Bahayou. Sur le problème de Helmholtz. Rend. Sem. Mat. Univ. Pol. Torino,
65(4), 2007.
[4] M. S. Birman and M. Z. Solomyak. L2 Theory of the Maxwell operator in arbitrary
domains,. Uspekh Mat. Nauk, 42(6) :61–76, 1986.
[5] J. Bladel. Electromanetic Fields. Hemisphere Publishing Corporation, 1985.
[6] F. Brezzi and M. Fortin. In Mixed and Hybrid Finite Element Method. Volume 15.
Springer-Verlage, 1991.
[7] A. Buffa and P. Ciarlet. On traces for for functional spaces related to Maxwell’s equa-
tons part I : Hodge decompositions on the boundary of Lipschitz polyhedra and appli-
cations. Math. Meth. Appl. Sci., 24 :9–30, 2001.
[8] A. Buffa and P. Ciarlet. On traces for for functional spaces related to Maxwell’s equa-
tons part II : Hodge decompositions on the boundary of Lipschitz polyhedra and appli-
cations. Math. Meth. Appl. Sci., 24 :31–48, 2001.
[9] A. Buffa and R. Hiptmair. Gaerking boundary element methods for electromagnetic
scattering. Numer. Math, 92 (4) :679–710, 2002.
[10] A. Buffa and S. Christiansen. The electric field integral equation on Lipschitz screens :
Definition and numerical approximation. Numer. Mathem, 94 :229–267, 2003.
[11] A. Buffa, M. Costabel and C. Schwab. Boundary element methods for Maxwell’s equa-
tions on non-smooth domains. Numer. Math, 92 (4) :679–710, 2002.
[12] A. Buffa, M. Costabel and D. Sheen. On traces for H(curl,Ω) in Lipschitz domains.
J. Math.Anal. Appl, 276 :845–867, 2002.
[13] A. Buffa, R. Hiptmair, T. von Petersdroff and C. Schwab. Boundary element methods
for Maxwell’s equations on Lipschitz domains. Numer. Math., submitted, 2001.
[14] F. Cakoni and D. Colton. Qualitative Methods in Inverse Scattering Theory. Springer-
Verlag, 2006.
[15] G. Chen and J. Zhou. Boundary Element Metods. ACADEMIC PRESS, 1992.
207
208 BIBLIOGRAPHIE
[16] D. Colton and R. Kress. Integral Equation Methods in Scattering Theory. John Wiley
& Sons, 1983.
[17] D. Colton and R. Kress. Inverse Acoustic and Electromagnetic Scattering Theory.
Series in Applied Mathematics, vol.93, Springer-Verlag, New York, Berlin, Hedeberg,
1992.
[18] M. Costabel. Boundary integral operators on Lipschitz domains Elementary results.
SIAM J. MATH. ANAL, 19(3), May 1988.
[19] M. Costabel and M. Dauge. Computation of resonance frequencies for Maxwell equa-
tions in non-smooth domains. In M. Ainsworth, P. Davies, D. Duncan, P. Martin,
and B. Rynne, editors, Topics in Computational Wave Propagation, Direct and Inverse
Problems., chapter 4, pages 125–162. Springer-Verlag, Berlin, Heidelberg, 2003.
[20] C. L. Epstein and L. Greengard. Debye sources and the numerical solution of the time
harmonic maxwell equations. Communications on Pure and Applied Mathematics,
63(4) :0413–0463, 2010.
[21] V. Frayssé, L. Giraud, S. Gratton, and J. Langou. A set of GMRES routines for real and
complex arithmetics on high performance computers. ACM Transaction on Mathema-
tical Software, 35(2) :1–12, 2008.
[22] N. A. Gunerov and R. Duraiswani. Fast Multipole Methods for the Helmholtz Equation
in the dimensions Elsevier. Amsterdam, 2004.
[23] M. Hamdi. Une formulation variationnelle par équations intégrales pour la résolution
de l’équation d’Helmholtz avec des conditions aux limites mixtes. C. R. Acad. Sci. Pa-
ris Sér II, 292 :17–20, 1981.
[24] R. Hiptmair. Coupling of finite elements and boundary elements in electromagnetic
scattering. SIAM J. Numer. Anal., 41(3) :919–944, 2003.
[25] R. Hiptmair and C. Schwab. Natural boundary element methods for the electric field
integral equation on polyhedra. SIAM Journal on numerical Analysis, 40 (1) :66–86,
2011.
[26] G. C. Hsiao and R. L. Kleinman. Mathematical foundations for error estimation in
numerical solution of integral equations in electromagnetics. IEEE Trans. on Antennas
and Propagation, 45(3) :316–328, 1997.
[27] G. C. Hsiao and W. L. Wendland. Boundary Iintegral Equations. Springer, Berlin-
Heidelberg, 2008.
[28] J.-M. Jin. The Finite Element Method in Electromagnetics, Second Edition. John Wiley
& Sons, New York, 2002.
[29] R. Kress. On the boundary operator in electromagnetic scattering,. Proc.Royal
Soc.Edinburgh, 103A :91–98, 1986.
[30] P. Lineres. Etude du rayonnement des antennes patch. Technical Report
WN/EMC/00/67, CERFACS, Toulouse, 2000.
[31] R.C. MacCamy and E. Stephan. A boundary element method for an exterior problem
for three-dimensional Maxwell’s equations. Applicable Analysis, Vol. 16, pp. 141-163,
1983.
BIBLIOGRAPHIE 209
[32] A. Makhlouf. Résolution de problèmes de dffraction d’ondes électromagnétiques
par équations intégrales de frontière avec condition d’impédance. Technical Report
WN/EMC/04/93, CERFACS, 2004.
[33] P. A. Martin. Multiple Scattering : Interaction of Time-harmonic Waves With N obs-
tacles. Cambridge University Press, 2006.
[34] W. Mclean. Strongly Elliptic Systems and Boundary Integral Equations. Cambridge
University Press, 2000.
[35] P. Monk. Finite Element Methodes for Maxwell’s Equations. Clarendon Press Oxford,
2003.
[36] J. C. Nédélec. Acoustic and electromagnetic equations : Integral representations for
harmonic problems. Vol. 44 of Applied Mathematical Sciences, Springer, Berlin, 2001.
[37] J. C. Nédélec. Onde acoustiques et électromagnétique. equation intégrale. Cours DEA,
Université PARIS VI, PARIS XI, 2001.
[38] J. C. Nédéléc. Integral equation with non-integrable kernel. Integral Equation Operator
Teory, 5 :561–572, 1982.
[39] R. Picard. On a structural observation in generalized electromagnetic thery.
J. Math. Anal. Appl., 110 :247–264, 1985.
[40] S. M. Rao, J.-M. Wilton, and A.-W. Glisson. Electromagnetic Scattering by Surfacs of
Arbitrary Shape. IEEE Trans. Antennas Propagat., 30(3) :409–418, 1982.
[41] Y. Saad. Iterative Methods for Sparse Linear Systems. PWS Pblishing Company,
Boston, 1996.
[42] Sophie Borel. Étude d’une équation intégrale stabilisée pour la résolution itérative
de problèmes de diffraction d’ondes harmoniques en électromagnétisme. PhD thesis,
UNIVERSITE PARIS XI, 2006.
[43] M. Taskinen and P. Ylä Oijala. Current and Charge Integral Equation Formulation.
IEEE Transactions on Antennas and Propagation, 54(1) :58–67, January 2006.
[44] M. Taskinen and S. Vanska. Current and Charge Integral Equation Formulations and
Picard’s Extended Maxwell System. IEEE Transactions on Antennas and Propagation,
55 (12) :3495–3503, December 2007.
[45] C. Wilcox. Scattering Theory for the d’Alembert Equation in Exterior Domains, vo-
lume 442 of Lecture of Mathematics. Springer, Berlin, 1975.
210 BIBLIOGRAPHIE
211
Résumé : Cette thèse a consisté à élaborer une méthode qui permet de résoudre l’équation
intégrale comportant comme inconnues les courants et les charges introduite récemment par Taskinen
et Ylä-Oijala par une méthode d’éléments frontière sans aucune contrainte de continuité au niveau
des interfaces des éléments aussi bien pour les courants que pour les charges. Nous avons d’abord
montré comment on pouvait construire cette équation de fçaon simple et similaire à celle des formu-
lations intégrales usuelles en imposant au problème intérieur relatif au système de Picard, qui est en
fait une extension du système de Maxwell, des conditions aux limites adéquates. Pour des géométries
régulières de l’objet diffractant, nous avons établi de façon théorique la stabilité et la convergence des
schémas numériques ci-dessus en montrant que cette équation peut être décomposée sous la forme
d’un système elliptique coercif et d’un opérateur compact dans le cadre des fonctions de carré inté-
grable. Toute cette étude a été confirmée par des tests numériques tridimensionnels. Comme pour les
équations intégrales usuelles de seconde espèce, le cadre théorique valable pour des surfaces régu-
lières ne l’est plus pour des surfaces avec des singularités. L’utilisation formelle de cette équation,
pour des surfaces singulières, a donné des résultats entâchés d’erreur. Nous avons mis en évidence
l’origine des instabilités numériques à l’origine de ces erreurs lorsque les géométries sont singulières
en développant une version bidimensionnelle de cette équation. Cette version nous a permis en parti-
culier de montrer que les instabilités étaient dues à des oscillations parasites concentrées autour des
singularités de la géométrie. Dans ce cadre nous avons pu mettre en oeuvre plus aisément des ap-
proches pour supprimer ou atténuer ces oscillations parasites ou leur effet sur les calculs en champ
lointain. Nous avons montré qu’un procédé d’augmentation des degrés de liberté pour la charge par
rapport au courant pouvait sensiblement réduire ces instabilités. A la suite de l’amélioration observée
sur les résultats dans le cas 2D, nous avons transposé cette procédure au cas tridimensionnel. A tra-
vers divers tests, nous avons constaté l’amélioration de la qualité de l’approximation amenée par la
procédure de stabilisation.
Abstract : The objective of this thesis was to develop a method that solves the integral equa-
tion whose unknowns are the currents and the charges, recently introduced by Taskinen and Ylä-
Oijala, by a boundary element method without any continuity constraint at the interfaces of the ele-
ments, for both the unknowns. We first show how to construct this equation in a simple way, similar to
the usual integral formulations, through imposing to the internal problem related to the Picard system,
which is an extension of the Maxwell system, appropriate boundary conditions. For regular geome-
tries, we have established a theoretical background ensuring the stability and the convergence of
numerical scheme, by proving that this equation can be decomposed in a coercive elliptic and a com-
pact parts in the context of square integrable functions. Our study was validated by three-dimensional
numerical tests. In the case of usual integral equations of the second kind, the theoretical background
for smooth surfaces is no longer valid when the surfaces is singular. The formal use of this equation
for singular surfaces gave erroneous results. We pointed out the origin of numerical instabilities by
developing a two-dimensional version of this equation. This version has allowed us to show that the
instabilities were due to parasitic oscillations accumulating on the geometrical singularities. In this
context, we have implemented some approaches to reduce this parasitic oscillations on the calcula-
tions in the far field. We have shown that the method of increasing the freedom degrees for the charges
relatively to the current could significantly reduces these instabilities. As a result, we have implemen-
ted this procedure in three-dimensional case. Throughout various tests, we noted the improvement on
the approximation brough bay to the stabilization procedure.
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