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Abstract
The time-dependent radiation transport equation is discretized using the meshless-local Petrov-Galerkin
method with reproducing kernels. The integration is performed using a Voronoi tessellation, which creates a
partition of unity that only depends on the position and extent of the kernels. The resolution of the integration
automatically follows the particles and requires no manual adjustment. The discretization includes streamline-
upwind Petrov-Galerkin stabilization to prevent oscillations and improve numerical conditioning. The angular
quadrature is selectively refineable to increase angular resolution in chosen directions. The time discretization
is done using backward Euler. The transport solve for each direction and the solve for the scattering source are
both done using Krylov iterative methods. Results indicate first-order convergence in time and second-order
convergence in space for linear reproducing kernels.
Keywords: radiation transport, meshless local Petrov-Galerkin (MLPG), streamline-upwind Petrov-Galerkin
(SUPG), Voronoi tessellation
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1 Introduction
Meshless methods have a rich variety of applications in hydrodynamic modeling, particularly in situations that
are challenging to mesh initially or where complex flows make it difficult to maintain a good meshed description.
Examples include problems with large deformations, fractures, unstable flows, and a variety of astrophysical prob-
lems (where such methods originated) [1]. However, many astrophysical problems in the high energy density physics
regime also require a thermal radiation transfer treatment [2], and to date there has been much less work on meshfree
treatments for radiation transport. One fundamental choice one must make is what sort of angular representation
of the radiation is appropriate for the physics problem at hand. The few prior meshfree thermal radiative transfer
treatments have generally focused on radiation diffusion and similar approximations [3, 4, 5, 6, 7], wherein the
angular distribution of the radiation is neglected. This is appropriate for situations dominated by scattering and
absorption (such as deep in stellar interiors), but many interesting problems include both transparent and opaque
regions. To model these problems accurately, a more complicated angular discretization of the radiation transport
equation is needed. The goal of this work is to develop a discrete ordinates radiation transport implementation
that is compatible with a method such as smoothed particle hydrodynamics [8] and variations of the reproducing
kernel particle method [9, 10]. For this paper, the transport does not include radiation hydrodynamics effects and
the nonlinear emission terms in thermal radiative transfer.
The discrete ordinates radiation transport equation has been solved previously using meshless methods, including
for collocation methods [11, 12, 13, 14, 15, 16] and the meshless local Petrov-Galerkin (MLPG) method [17, 18]. The
collocation methods often use the second-order form of the radiation transport equation, such as the self-adjoint
angular flux equation [19], while the MLPG methods use a background mesh for the integration.
This paper extends the past MLPG discretizations of the radiation transport equation in several ways. First, re-
producing kernels [9] are used instead of moving least squares, which reduces the number of linear solves needed to
evaluate the kernels. Using these RK functions, higher-than-second-order convergence is demonstrated for certain
choices of RK correction order. Second, the implementation is time-dependent, which adds additional complexity
and means that the integration, which for for some problems may be performed at each time step, cannot require
manual adjustment and needs to be efficient. Third, the integration is done using a Voronoi decomposition, which
meets both of these criteria. Fourth, the angular quadrature can be refined, which permits consideration of prob-
lems that require high angular resolution in specific directions. Finally, the implementation of the code has been
done inside a code that already includes radiation hydrodynamics with diffusion [20, 21] and reproducing kernel
hydrodynamics [10], which should permit future consideration of meshless radiation hydrodynamics.
In many cases, including the meshless Galerkin approach [22], the integration is done using a background mesh [23].
In the original MLPG paper, the authors recommend using circular (2D) or spherical (3D) domains of integration
to retain a truly meshless method [24]. Integration can also be performed by introducing a quadrature into the
lens-shaped intersection of two kernels [25] or by reducing the dimensionality of the integrals [26]. One method of
avoiding any evaluations outside of the kernel centers is by using nodal integration, which may require stabilization
for the derivatives [27] and cannot be further refined to increase accuracy [28], although using a Voronoi tessellation
to create the volumes can increase accuracy [29]. By using a quadrature within a Voronoi tessellation to integrate
the kernels, the resolution of the integrals follows the resolution of the particles and that the integration mesh
depends only on the location of the particles and the boundary surfaces of the problem. This, in effect, makes the
integration invariant to the rotation or translation of the points within the domain.
The paper is structured as follows. In Sec. 2, the smoothed particle hydrodynamics (SPH) and reproducing kernels
(RK) are introduced, along with methods for calculating derivatives. Next, the integration method using a Voronoi
tessellation is discussed in Sec. 3 and transformations from local to global coordinates are derived in App. A. The
time-dependent transport equation is introduced and discretized using these kernels and integration methods in
Sec. 4. The discretization is then tested in Sec. 5 for a purely absorbing problem, two manufactured solutions, a
purely-scattering problem with disparate cross sections, and a problem with a source in a void far from a strong
absorber whose solution is derived in App. B. Finally, conclusions and future work are discussed in Sec. 6.
2 Interpolation methods
This section introduces the smoothed particle hydrodynamics (SPH) and reproducing kernel (RK) functions. Here
and throughout this paper, Greek superscripts represent dimensional indices, with repeated indices representing
summation, e.g. xα is the component α of the vector x and Xαβ is the component α, β of the tensor X. The
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notation ∂αx denotes the partial derivative with respect to xα. Subscripts denote evaluation of a function at a
discrete point, e.g. fj = f (xj), unless otherwise noted.
2.1 Introduction to smoothed particle hydrodynamics
In SPH, spatial fields are interpolated from the discrete values at individual points using functions referred to as
kernels, which are symmetric functions (typically of vector distance) with compact support, i.e., they fall to zero at
some range. The support of the kernel is determined by a smoothing parameter, which translates from physical space
to the reference space for the kernel. This smoothing parameter can either be a scalar h, as in standard SPH, or a
symmetric tensor Hαβ , as in adaptive smoothed particle hydrodynamics (ASPH) [30]. This smoothing parameter
is generally allowed to vary point to point, so Hαβi in general. Note that when using SPH, the interpolation kernel is
radially symmetric, while under ASPH this is not necessarily true. Because the ASPH Hαβ tensor is symmetric, the
corresponding smoothing scale isocontours around a point are elliptical (2D) or ellipsoidal (3D). Using the tensor
smoothing parameter (which has units of inverse length), the transformed distance vector in ASPH reference space
η (x) and the scaled distance χ (η) are
ηα = Hαβxβ , (1)
χ =
√
ηαηα. (2)
Note that SPH is a simply a special case of ASPH, wherein Hαβ = h−1δαβ , so in the SPH case Eq. (1) reduces to
ηα = xα/h. (3)
With these conventions in mind the kernel equations can be written in terms of Hαβ and apply equally to SPH or
ASPH. The kernel W (x) and its derivatives can be defined in terms of the base kernel in reference space W b (χ) as
W = W b, (4)
∂γxW = ∂
α
η χ∂
γ
xη
α∂χW
b. (5)
The derivative equation can be simplified by inserting the derivatives of χ and η,
∂αη χ =
ηα
χ
, (6)
∂γxη
α = Hαγ , (7)
which results in
∂γxW =
ηα
χ
Hαγ∂χW
b. (8)
As the kernels approximate delta functions (W (x)→ δ (x) as Hαβ →∞), they can be used in interpolation,
f (x) =
∫
V
∂ (x− x′) f (x′) dV ′
≈
∫
V
W (x− x′) f (x′) dV ′. (9)
The kernels are normalized such that formally the volume integral is unity,∫
V
W (x− x′) dV ′ = 1, (10)
though this property is only approximately true in the discrete case for SPH. The interpolant can be discretized for
a set of these kernels with discrete positions xj with associated volumes Vj ,
f (x) =
∑
j
VjWj (x) fj , (11)
where
Wi (x) = W (x− xi) (12)
and f denotes the discrete interpolant of f .
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2.2 Introduction to reproducing kernels
In general, the standard SPH kernels cannot reproduce even a constant solution exactly,∑
j
VjWj (x) 6= const. (13)
The SPH kernels can be augmented with RK functions [9], which permit exact interpolation of functions up to a
certain polynomial order. Interpolation with RK functions Ui (x) works the same as in SPH,
f (x) =
∑
j
VjUjfj , (14)
with the caveat that the RK functions have the property that∑
j
VjUj (x) fj = f (x) , f (x) ∈ Pn (15)
where Pn is the space of polynomials with degree less than or equal to n. These functions and their derivatives are
defined in terms of the SPH functions as
Ui = P
>
i CWi, (16)
∂γUi =
(
∂γxP
>
i C + Pi∂
γ
xC
)
Wi + P
>
i C∂
γ
xWi, (17)
where P (x) is the polynomial basis vector,
P (x) =
[
1, xα, xαxβ , · · · ]> , (18)
Pi = P (x− xi) , (19)
Pij = P (xj − xi) , (20)
and C (x) =
[
C0 (x) , C1 (x) , C2 (x) , · · · ]> is a corrections vector of the same size as the polynomial vector with
coefficients Ck (i.e. the component k of C) to be determined. Suppose that F is a vector of arbitrary coefficients.
The RK method calculates C such that the reproducing kernels can exactly represent F>P . The term F>Pi is
interpolated as
F>Pi =
∑
j
VjF
>PjiUj
= F>
∑
j
VjPjiP
>
j CWj . (21)
This equation must be true for each component of F ,
Pi =
∑
j
VjPjiP
>
j CWj , (22)
and can be evaluated at the point xi to produce simple conditions for the coefficients,∑
j
VjPjiP
>
jiWjiCi = G, (23)
where Wji = Wj (xi) and G = [1, 0, 0, · · · ]>. The matrix for this linear system and its derivatives can be written
explicitly as
Mi =
∑
j
VjPjiP
>
jiWji, (24)
∂γMi =
∑
j
Vj
[(
∂γPjiP
>
ji + Pji∂
γP>ji
)
Wji + PjiP
>
ji ∂
γWji
]
. (25)
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In terms of these matrices, the linear systems to solve for Ci and its derivatives can be written as
MiCi = G, (26)
∂γMiCi +Mi∂
γCi = 0. (27)
By first solving for Ci and then ∂γCi, the only matrix that needs to be inverted is Mi,
Ci = M
−1
i G, (28)
∂γCi = −M−1i ∂γMiCi, (29)
which lets us reuse its factorization.
3 Meshless integration
In this section, the methodology for creating a Voronoi tessellation is introduced, the meshless integration process is
described, and the connectivity for the weak-form kernels is derived in terms of a similar strong-form connectivity.
3.1 Process of creating the Voronoi tessellation
As discussed in the introduction (Sec. 1), there have been several methods developed to integrate radial basis
functions. For these results, the problem is decomposed using what is essentially a Voronoi tessellation constructed
using the PolyClipper library [31], with one line segment (1D), polygon (2D), or polyhedron (3D) per meshfree
point. Each cell is then further decomposed into triangles (2D) or tetrahedra (3D), with surfaces defined by points
(1D), line segments (2D) or triangles (3D). It is worth pointing out that the decomposition is not truly the Voronoi.
Rather the decomposition begins with an initial polytope for each point that encompasses the finite kernel extent of
that point (i.e., the space over which its kernel value is non-zero), which is progressively clipped by planes halfway
between the point in question and each neighbor point it interacts with. In the end, this results in a tiling of space
with these polytopes per point that exactly constructs a partition of unity in space for all points that overlap.
Note that the topological connection between the polytopes for each point is not computed, but only a unique
polygon or polyhedron for each point independently. Figure 1a shows a cartoon of this process. The goal is to
construct the Voronoi-like polygon for the central red point, which has a set of neighbor points it overlaps (in blue),
and a non-zero kernel extent represented as the gray region. The starting polygon for this point is the bounding
surface of this gray region, which is progressively clipped by planes half-way between the central red point and each
of its neighbors. In the end all that is left is the central light red polygon, which is the unique volume closer to
the red point than any of its neighbors. To facilitate simple integration quadratures, these polytopes for each point
are further broken down into triangles (in 2D) and tetrahedra (in 3D). Fig. 2 shows this procedure for the polygon
generated in Fig. 1, where the cross markers denote the centroid of each of the sub-triangles in the polygon. Note
the centroid of the polygon does not necessarily coincide with the original point used to construct it.
3.2 Meshless integration quadrature
The set of integration quadratures over the base shapes represents a contiguous, non-overlapping quadrature that
covers the domain. A Gauss-Legendre quadrature is used for integration of the line segments, while symmetric
quadrature rules as described in Ref. [32] are used to integrate the triangles and tetrahedra. Appendix A presents
information on how the integrals are transformed from physical to reference space.
At each integration point, all the functions whose support includes the integration point must be evaluated. The
RK functions (Sec. 2.2) are expensive to evaluate relative to a standard SPH kernel and the evaluation of one such
function depends on the values of all other functions at that point. As such, a large amount of computation can be
saved by making the quadrature the outermost loop in the code, as shown in Alg. 1. For each quadrature point,
all functions whose support includes the integration quadrature point are evaluated. Then these values are used to
perform each integral.
It is worth comparing this approach with prior background integration methodologies, wherein a traditional back-
ground mesh (often some sort of orthogonal Cartesian grid aligned with the lab frame) is placed independently of
the meshless points, even if the point locations inform characteristics of the background mesh. The approach in this
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section, using a Voronoi tessellation for the integration, produces an integration mesh whose properties are solely
determined by the volume and relative positioning of the meshless points, which makes it invariant to rotation or
translation. This integration does not meet the strictest of meshless criteria, in which no mesh is allowed [33], but
does meet a looser criterion in that all information can be derived directly from the meshless points. The geometry
of each point’s unique volume is constructed based solely on the positions of surrounding points without storing,
evolving, or specifying anything except the the point positions and kernel extents.
3.3 Strong and weak forms for reproducing kernels
For the following sections, to simplify the notation, volume and surface integrals will be written as
〈f, g〉 =
∫
V
fgdV, (30)
(f, g) =
∫
S
fgdS. (31)
For many applications, such as hydrodynamics and diffusion, SPH and RK can be used to directly discretize the
equations via collocation [8]. The equation, in this example
aα∂αx f + bf = 0, (32)
is first integrated by parts,
(Ui, n
αaαf)− 〈∂αxUi, aαf〉+ 〈Ui, bf〉 = 0, (33)
(with n denoting the surface normal), the surface term is discarded, and interpolants [Eq. (14)] and the delta
function property [Eq. (9)] are used to simplify the equation to
−
∑
j
Vja
α
j fj∂
α
xiUji + bifi = 0. (34)
While this form of the equation has the advantage of simplicity, it depends on a one-point quadrature rule for the
integration, ∫
V
Uif (x) ≈ fi, (35)
and generally throws away surface terms. Another option, and the one used in this paper, is to insert a basis
function expansion,
f (x) =
∑
j
VjUjgj (36)
(with coefficients gj), ∑
j
Vj [(Ui, n
αaαUj)− 〈∂αxUi, aαUj〉+ 〈Ui, bUj〉] gj = 0, (37)
and perform the integrals directly using a quadrature like the one described in Sec. 3.2,
〈∂αxUi, aαUj〉 ≈
∑
k
wk∂
α
xk
Uika
α
kUjk, (38)
where wk are the weights of a quadrature spanning the integration volume. For functions with compact support,
this is the Meshless-Local Petrov-Galerkin (MLPG) method.
3.4 Meshless connectivity
Two types of connectivity are used in evaluating and storing the MLPG integrals. In a standard SPH code, the
connectivity is the sets of points whose evaluation is nonzero at the center of the other, so points i and j are
neighbors if the support of Wi includes the point xj or vice versa, or
χ (η (xi − xj)) ≤ r, (39)
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where r is the dimensionless support radius of the kernel. For MLPG, the connectivity (or sets of points for which
the bilinear integrals are nonzero) is determined by whether points have overlapping support, so points i and j are
neighbors if the support regions of Wi and Wj intersect. The overlap connectivity is a subset of the set of points
for which
χ (η (xi − xj)) ≤ 2r. (40)
To show this, suppose that there is a point xk that is in the support radius of Wi and Wj . It follows from Eq. (39)
and the triangle inequality in Euclidean space that χ (η (xi − xj)) ≤ χ (η (xi − xk)) + χ (η (xk − xj)) ≤ 2r.
Standard SPH connectivity information can be used to both create the overlap connectivity and calculate which
functions are nonzero at each integration point, which is similar to standard SPH connectivity. If the radius of
the MLPG kernels is doubled (or the smoothing length altered to produce a similar effect), then by Eqs. (39) and
(40), the standard SPH connectivity of the doubled-radius will include all overlap neighbors. As each cell produced
by the Voronoi tessellation is completely contained within the support of its associated MLPG point, this same
double-radius SPH connectivity for i and j will include all integration points in the cell i for which the kernel Wj
is nonzero. This is why the same connectivity can be used for both the overlap of two kernels and the overlap of a
kernel with a Voronoi cell associated with a kernel in Alg. 1.
4 Radiation transport
In this section, the radiation transport equation is introduced and discretized using MLPG with RK functions.
Then, the iterative methods that are used for the solution of the discretized equation are described. Finally, the
angular quadrature with selective refinement is introduced.
4.1 Discretization of the transport equation
The gray radiation transport equation, which is the transport equation integrated over all energies, is
∂tψ + Ω
α∂αxψ + σtψ =
1
4pi
σsφ+ q, (41)
with the boundary condition
ψ = ψb, x ∈ ∂V, Ωαnα > 0, (42)
and initial condition
ψ = ψinit, t = 0,
where Ω is the radiation propagation direction, ψ is the angular flux, φ =
∫
4pi
ψdΩ is the scalar flux, σs is the
scattering cross section, σa is the absorption cross section, σt = σa + σs is the total cross section, q is a source that
may include physics such as thermal emission, ψb is the incoming flux at the boundary, ψinit is the initial angular
flux, and ∂V denotes the boundary of the domain. The discrete-ordinates approximation evaluates this equation
at discrete angles that are ordinates of a quadrature over a unit sphere. Denoting these ordinates as Ωm for the
angular index m, integrals over the unit sphere become∫
4pi
fdΩ ≈
∑
m
wmfm, (43)
where wm are the weights of the quadrature. The transport equation evaluated at the discrete ordinate m becomes
∂tψm + Ω
α
m∂
α
xψm + σtψm =
1
4pi
σsφ+ qm, (44)
with the scalar flux φ =
∑
m wmψm. The backward Euler (or fully-implicit) method is used to discretize in time,
1
c∆t
ψm + Ω
α
m∂
α
xψm + σtψm =
1
c∆t
ψn−1m +
1
4pi
σsφ+ qm, (45)
where all variables are evaluated at time index n except where noted otherwise as a superscript.
A standard Galerkin approach to transport would be to multiply the transport equation by Ui and then integrate
over the support of Ui. For streamline-upwind Petrov-Galerkin (SUPG) stabilization, the transport equation is
7
instead multiplied by Ui + τiΩα∂αxUi, where τ is a proportionality constant with unit length that is chosen to be
constant for each trial function. Performing this operation, the transport equation becomes
1
c∆t
〈Ui, ψm〉+ 1
c∆t
τiΩ
α
m 〈∂αxUi, ψm〉+ (Ui,Ωαmnαψm)Ωαnα>0 − Ωαm 〈∂αxUi, ψm〉
+ τiΩ
α
mΩ
β
m
〈
∂αxUi, ∂
β
xψm
〉
+ 〈Ui, σtψm〉+ τiΩαm 〈∂αxUi, σtψm〉
=
1
c∆t
〈
Ui, ψ
n−1
m
〉
+
1
c∆t
τiΩ
α
m
〈
∂αxUi, ψ
n−1
m
〉
+
(
Ui, |Ωαmnα|ψbm
)
Ωαnα<0
+
1
4pi
〈Ui, σsφ〉+ 1
4pi
τiΩ
α
m 〈∂αxUi, σsφ〉+ 〈Ui, qm〉+ τiΩαm 〈∂αxUi, qm〉 . (46)
The surface integral term produced by integration by parts has been split into known (incoming) and unknown
(outgoing) parts and the boundary condition [Eq. (42)] has been applied. Inserting a basis function expansion for
the scalar and angular flux [as in Eq. (36)],
φ =
∑
j
VjUjΦj , (47a)
ψ =
∑
j
VjUjΨj , (47b)
the equation becomes∑
j
Vj
[
1
c∆t
〈Ui, Uj〉+ 1
c∆t
τiΩ
α
m 〈∂αxUi, Uj〉+ (Ui,ΩαmnαUj)Ωαnα>0 − Ωαm 〈∂αxUi, Uj〉
+τiΩ
α
mΩ
β
m
〈
∂αxUi, ∂
β
xUj
〉
+ 〈Ui, σtUj〉+ τiΩαm 〈∂αxUi, σtUj〉
]
Ψm,j
=
∑
j
Vj
[
1
c∆t
〈Ui, Uj〉+ 1
c∆t
τiΩ
α
m 〈∂αxUi, Uj〉
]
Ψn−1m,j +
(
Ui, |Ωαmnα|ψbm
)
Ωαnα<0
+
1
4pi
∑
j
Vj [〈Ui, σsUj〉+ τiΩαm 〈∂αxUi, σsUj〉] Φj + 〈Ui, qm〉+ τiΩαm 〈∂αxUi, qm〉 . (48)
Note that, in general, Φi 6= φi and Ψi 6= ψi. Once Eq. (48) is solved for Φ and Ψ, the solution at each point must
be recovered using Eqs. (47).
The effect of the SUPG stabilization is to reduce oscillations and make the system of equations easier to solve
iteratively while not affecting global particle balance [18]. For the results in Sec. 5, the stabilization parameter is
set to be
τi =
hi
k
,
where k is approximately the number of points across the kernel radius. This results in a τi that is approximately
equal to the spacing between the points.
Because RK permits interpolation, the initial condition can be set using initial values of the angular flux instead of
needing to interpolate coefficients, or Ψi
∣∣∣∣
t=0
= ψinit
∣∣∣∣
x=xi
. This is what is done for the results in Sec. 5.
4.2 Methods for solution of the transport equation
The transport equation can be written in operator form as
LΨ = T Ψn−1 +MSΦ + r, (49)
or in terms of Φ as (I − DL−1MS)Φ = DL−1 (T Ψn−1 + r) , (50)
8
with the operators defined as
(LΨ)m,i =
∑
j
Vj
[
1
c∆t
〈Ui, Uj〉+ 1
c∆t
τiΩ
α
m 〈∂αxUi, Uj〉+ (Ui,ΩαmnαUj)Ωαnα>0 − Ωαm 〈∂αxUi, Uj〉
+τiΩ
α
mΩ
β
m
〈
∂αxUi, ∂
β
xUj
〉
+ 〈Ui, σtUj〉+ τiΩαm 〈∂αxUi, σtUj〉
]
Ψm,j , (51)(T Ψn−1)
m,i
=
∑
j
Vj
[
1
c∆t
〈Ui, Uj〉+ 1
c∆t
τiΩ
α
m 〈∂αxUi, Uj〉
]
Ψn−1m,j , (52)
(MSΦ)i,m =
1
4pi
∑
j
Vj [〈Ui, σsUj〉+ τiΩαm 〈∂αxUi, σsUj〉] Φj , (53)
(DΨ)i =
∑
m
wmΨm,i, (54)
(r)i,m =
(
Ui, |Ωαmnα|ψbm
)
Ωαnα<0
+ 〈Ui, qm〉+ τiΩαm 〈∂αxUi, qm〉 . (55)
Note that using this notation, Φ = DΨ. The notation L−1 denotes the linear inverse of the L operator, which is
block diagonal in angle. With the first-flight source defined as
bψ = L−1
(T Ψn−1 + r) , (56)
bφ = Dbψ, (57)
the equation can be simplified to (I − DL−1MS)Φ = bφ. (58)
Equation (58) can be solved directly using a matrix-free linear solver such as GMRES or iteratively using a method
such as fixed point iteration. Once the scattering source is converged, the angular flux is recovered for use in the
next time step by performing an additional solve using the converged scalar flux,
Ψ = L−1MSΦ + bψ. (59)
For the results in Sec. 5, the L−1 operation is performed using two packages from Trilinos [34], the Belos package
for GMRES and the Ifpack2 package for the ILUT preconditioner. The ILUT factorizations for each angle are
precomputed at the start of the time step and reused to minimize computation. The iterations to converge the
scattering source [the solution of Eq. (58)] are also performed using GMRES from Belos without a preconditioner.
For a discussion on preconditioners for the scattering iterations, see Sec. 6.
4.3 Refinement of the angular quadrature
For the problems in Sec. 5, the Gauss-Legendre quadrature is used in 1D, while the LDFE (linear discontinuous
finite element) quadrature [35] is used in 2D and 3D. The LDFE quadrature is hierarchal, meaning that each octant
of the unit sphere can be further subdivided into four ordinates, which can themselves be subdivided and so on.
This can be used to produce a high density of angular ordinates in chosen directions object to prevent ray effects,
which as shown in Sec. 5.4. Given a goal quadrature, the refined angular discretization keeps all ordinates from the
goal quadrature that hit the object and combines the ordinates that do not hit the object inasmuch as is possible
(Alg. 2). This significantly reduces the number of angles needed for a given number of rays from a small source to
hit a distant object.
5 Results
In this section, five problems are considered to test the discretization described in Sec. 4 with the integration in
Sec. 3. The first two problems use the method of manufactured solutions. The third problem considers a purely
absorbing medium, while the fourth problem considers a purely scattering medium. The final problem shows a
possible application of the code to simulate an asteroid absorbing a large quantity of radiation from a distant
source. All the problems use a kernel sampling radius of 4 neighbors (i.e., the equivalent smoothing scale is 4
times the local particle spacing) and an RK order of one, as described in Sec. 3, except for the purely absorbing
problem, which also explores other combinations of RK order and neighbors. Note that for uniformly spaced points,
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a sampling radius of 4 neighbors implies a total number of overlap neighbors for each point of 8 (1D), 50 (2D), and
268 (3D).
The first two sections use the relative error as a measure for convergence. This is defined as
rel =
∑
i
∣∣∣φnumerici − φanalytici ∣∣∣∑
i φ
analytic
i
(60)
for the numeric and analytic scalar fluxes at the MLPG centers i.
5.1 Manufactured problems
The method of manufactured solutions works by selecting a solution for ψ, solving for a source q by inserting
this solution into the continuous transport equation [Eq. (41)], assigning the boundary source ψb to be equal
to the solution, and then calculating a numerical solution using the discretized transport equation [Eq. (48)] for
comparison to the original solution.
The spatial and time convergence of the manufactured problems is considered in 1D, 2D, and 3D. In 1D, due
to the low cost of integration and because the integration cells are not subdivided, the integration is performed
using a 64-point Gauss-Legendre quadrature. In 2D, the integration of the subcell triangles is performed using
a tenth-order symmetric quadrature with 25 points, while in 3D, the integration of the surface triangles and the
subcell tetrahedra is performed using a third-order symmetric quadrature with 8 points. For more information on
the integration quadratures, see Sec. 3.
The spatially-dependent results are run for several cases between 8d and 128d points (for the dimension d) without
time dependence. For the time-dependent case, the simulation is run until t = 1 with time steps between 0.001 and
1.0 and 64d points. The minimum time step is increased to 0.01 in 2D and 0.1 in 3D. In each case the points are
laid down in a spatially uniform lattice configuration. For the non-uniform cases, the point positions are randomly
perturbed by up to 0.2 times the point distance in each dimension, or xα = xα ±∆xαγα, where −0.2 ≤ γα ≤ 0.2
is randomly generated for each point and dimension independently and ∆xα is the point spacing for the given
dimension.
5.1.1 Sinusoidal manufactured problem
The first manufactured solution,
ψsinusoidal = 1 +
1
2pi
∏
α
cos (pi (xα + t)) , (61)
is designed to test convergence of the discretized transport equation [Eq. (48)]. The solution is chosen such that
the manufactured source never becomes negative, which would be unphysical. To ensure that the integration of the
cross sections [Sec. 3] works correctly, the scattering and absorption opacities are also chosen to have sinusoidal
values that are out of phase with the solution and one another,
σa = 1 +
2
3
∏
α
cos (3xα) , (62)
σs = 1 +
3
4
∏
α
sin (2xα) . (63)
The domain is −1 ≤ xα ≤ 1. For the steady-state case, the manufactured solution is fixed at t = 0.
The spatial convergence results in Fig. 3a indicate second-order convergence in 1D, 2D, and 3D, as expected for
linear RK corrections. The 3D results eventually plateau around 96 points. It is likely that the difference between
the numeric and analytic solution is reaching the accuracy limit of the third-order quadrature in 3D, which appears
to reduce the convergence order to first-order. The inclusion of spatially-dependent cross sections does not appear
to hinder convergence.
When the point positions are randomly perturbed (Fig. 3c), the convergence rate stays the same, with a caveat.
The algorithm for calculating kernel extents is designed for hydrodynamics and requires that the average level of
support is above a certain threshold, not the support for each point. It is possible that in 2D and 3D, the solution
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reaches the accuracy of the poorly-supported RK calculation and stops converging for certain points. Before this
occurs, the convergence is second-order. When the calculation is run with a higher kernel extent (not pictured), the
quantitative behavior is similar but the error levels off at a lower value. The other difference between dimensions is
the integration quadrature, which is coarser and less accurate between dimensions. This could be contributing to
the leveling off of the error.
The temporal convergence rate is first-order (Fig. 4a), as expected from the backward Euler time discretization.
The 2D and 3D results have similar or lower error than the 1D results for a similar number of points, which may be
due to the higher level of connectivity in 2D and 3D. For this problem, the time discretization error even with the
smallest time step considered (0.001) is similar to the spatial discretization error with 32d points. It is expected that
to increase the accuracy of a time-dependent simulation at the point where the temporal and spatial discretization
errors are similar, the time step would need to be decreased as the distance between points squared.
5.1.2 Outgoing wave manufactured problem
The second manufactured problem represents a wave traveling from the origin outward,
ψwave = 1 +
1
t2 + 6
exp
(
−10 [|x| − t]2
)
,
with constant opacities of σa = 0.5 and σs = 2.0 and a domain of −1 ≤ xα ≤ 1. For the steady-state case, the
manufactured solution is fixed at t = 0.5.
As in the sinusoidal case, the spatial convergence is second-order (Fig. 3b) and the temporal convergence is first-
order (Fig. 4b). The magnitude of the error is similar in the wave and the sinusoidal case, and just as in the
sinusoidal case, the error in 3D plateaus on the spatial convergence plot, probably due to the integration error. The
perturbed version of the steady-state problem (Fig. 3d) has similar behavior to the sinusoidal case described above,
with second-order convergence until reaching issues with either RK kernel support or integration.
5.2 Purely absorbing problem
One challenge in transport is handling highly absorptive regions without incurring negative fluxes. In this problem,
a single ray with Ω = {1, 0, 0} is incident on a purely absorbing slab with a domain 0 ≤ x ≤ 1, which is modeled
in 1D. First, a constant cross section of σa = 5 is considered with a variable number of points between 8 and 64.
Then, the number of points is held constant at 32 and the cross section is varied between 1 and 64. The points are
again placed uniformly.
Convergence results are shown in Fig. 5 for a few cases of the RK order and the number of neighbors, which is the
number of other points across a kernel radius for the base connectivity used to create the overlap connectivity. The
number of neighbors for the reduced-radius kernels should be at least one higher than the RK order to prevent the
system in Eq. (24) from being singular, which means that the number of neighbors for the original kernels (which
is the number reported here) should be two times the RK order plus one. For zeroth-order RK corrections, the
solution converges with approximately second-order accuracy. For first-order corrections, the solution converges
with approximately second-order accuracy for 4 neighbors and between second and third order for 6 neighbors.
With second-order corrections and 6 neighbors, the convergence order is between third and fourth. In general, for
a smooth solution, the expected convergence order is one greater than the RK order.
Results for the case with a constant number of points and a changing cross section are shown in Fig. 6. For this
problem, in which the primary gradient is at the edge of the problem with the lowest point density, the MLPG
approach requires around one point per mean free path of the material to avoid negativities, which is reflected in the
results. The solution begins to exhibit negativities at σa = 32 for the case with 6 neighbors, while for 4 neighbors,
the negativities show up for σa = 64 and above. Note that the error is an absolute error, since the normalization
would otherwise skew the results. As in the convergence study, an increasing number of neighbors and RK order
decrease the solution error.
Based on these results, it may be tempting to use kernels with large radii and high RK order for other problems to
increase solution accuracy. One issue with this is computational cost, which increases significantly in 2D and 3D
as the function radii increase. Since the RK order is limited for kernels with small radii, this also limits the RK
order. For instance, in 3D, the number of neighbors increases as r3, where r is the kernel radius, so moving from 4
neighbors across the kernel radius to 6 will more than triple the cost. This also increases the difficulty of solving
the transport system (the L−1 operation). Another issue is negativities, which are present for all the 32-point
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simulations with 6 neighbors but not for any 32-point simulations with 4 neighbors. These negativities can become
amplified in time-dependent problems, where a negative absorption becomes an unphysical source of particles. For
more discussion on negative fluxes, see Sec. 6.
5.3 Crooked pipe problem
This problem is described in Ref. [36] as a test of diffusion synthetic acceleration (DSA). Results for the MLPG code
with the Krylov iteration as described in Sec. 4.2 are compared to those from a code based on the discontinuous
finite element method (DFEM) with acceleration based on a variable Eddington factor (VEF), as described in Ref.
[37].
The geometry for the problem is shown in Fig. 7, with σs = 200 in the wall and σs = 0.2 in the pipe. The
absorption cross section is zero in both regions. The relatively coarse angular discretization with 16 ordinates
is identical between the MLPG and DFEM codes. The MLPG results have a spatial discretization with 716,800
equally-spaced points (or 160 by 160 points per unit area), while the DFEM results are calculated on a mesh with
1,335,296 elements, with a higher density of elements placed near the pipe-wall boundary. The MLPG points and
DFEM mesh at quarter resolution (or 16 times fewer points) is shown in Fig. 8. The units for the problem are set
such that the speed of light is c = 1. The problem is run until t = 20 with a fixed time step of ∆t = 0.1.
A comparison of the crooked pipe results at t = 10 and t = 20 is shown in Fig. 9. The propagation speed of the
radiation appears is nearly identical between the two codes. For the t = 10 plot, the radiation would have traveled
10 unit distance at most in the 10 unit time (since c = 1). The minimum path the radiation could take to reach the
plane at x = 2 from the source at x = −3.5 is 6.5 unit distance. Depending on the direction, the actual distance the
radiation would need to travel to reach the plane x = 2 would be at between 7 and 12 unit distance. The strongest
visible ray is at Ωα = 1/
√
3, which would have reached x = 2 at t = 9.5 if scattering and corners were neglected.
As the radiation appears to have just reached x = 2 at t = 10, the calculated time of arrival is close to the distance
the radiation would have traveled in that time.
The results show significant ray effects, but because the two codes use the same angular quadrature, the effects
appear to be the same. Before reaching the crooked part of the problem, there are no significant differences visible
between the two solutions. After the radiation has gone around the obstacle, the MLPG solution is higher in
magnitude, which is visible in the t = 10 plot near the right edge of the obstacle or in the t = 20 plot at the exiting
surface of the pipe. Part of this could be due to the higher resolution along the pipe-wall interface in the DFEM
simulation, which could affect the scattering rate at the interface. The contours of the solution near the interfaces
also line up very closely, except at the wall edge at x = 0.5, where the MLPG solution reaches a further through
the wall, which could again be due to the lower resolution near the interface.
As mentioned before, this problem has been used as a test of DSA. The Krylov solution procedure [for the solution
of the MLPG system in Eq. (58)] works for this case without preconditioning, with an average of 64 iterations to
converge. As the ILUT factorization of the matrices representing the L−1 operation is performed once and stored,
this doesn’t increase the total simulation time by nearly 64 times more than a single iteration, as the factorization
is a far larger cost than a single solve. Within each scattering iteration, the transport GMRES solver converges to a
tolerance of 10−15 in 55 iterations on average. The DFEM solution, however, required only one transport solve and
two VEF solves per time step, which if applied to the MLPG solution could open up more cost-effective methods
for solving for the scattering source.
For general reference, the RK transport code takes 15,943 seconds, or 79 seconds per time step, to run the crooked
pipe problem with 16 ordinates and 716,800 points on 288 processors, which equates to 2,488 points or 39,808
unknowns per processor on average. This includes the time for integration, computation of the ILUT preconditioners
for all 16 directions, and convergence of the solution and scattering source. With an effective preconditioner and
possibly avoiding ILUT decompositions, the solve time would decrease significantly. The need for appropriate
preconditioning is discussed further in Sec. 6.
5.4 Asteroid problem
One motivation for combining radiation transport with a smoothed particle hydrodynamics code is for a planetary
defense application: the deflection of an asteroid due to radiation from a standoff nuclear burst. In this scenario,
the absorbed radiation energy ablates the surface of the asteroid, causing material to blow off and alter the orbit
of the asteroid via momentum conservation. This problem is a simplified version of that scenario, a spherical rock
“asteroid” that absorbs radiation from a distant point source in 2D. This problem is similar to the purely-absorbing
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version of Kobayashi benchmarks [38], which also have features that are difficult to angularly resolve and a small
source emitting particles into a void. The asteroid has an absorption cross section of σa = 10.0, while the medium
surrounding the asteroid has an absorption cross section of σa = 0.001. Neither material includes scattering. The
asteroid has a radius of 35 and is centered at the origin. The point source is located a distance of 70 away from the
surface of the asteroid. The asteroid can be modeled by a shell, since almost all of the radiation is absorbed at the
surface of the asteroid.
The shell of the asteroid is set to be 20 mean free paths thick. The distance between points is set to be 0.2 at the
inside of the shell of the asteroid, 0.1 at the outside of the shell, 1.0 halfway between the source and the asteroid, and
0.1 near the source. The initial angular quadrature of 4,096 ordinates is refined as described in Sec. 4.3 down to 550
ordinates, of which 480 hit the asteroid. The problem is run with a single time step large enough for the radiation
to propagate throughout the domain. Afterward, the numeric solution is compared to the analytic solution, which
is derived in App. B. The solution points and integration mesh for this problem are shown in Fig. 10. Note that
the integration mesh is further broken down into triangles for use with standard quadratures (Sec. 3).
The analytic and numeric solutions to the asteroid problem are shown in Fig. 11. The most obvious difference at
first glance is the large areas at the top of the numeric solution where the solution is close to zero. These are areas
where, by design, the angular refinement has not put a sufficient number of angles to resolve the solution. These
should not affect the solution at the asteroid, since there, the solution should be sufficiently resolved in the angular
domain. While there are 480 rays that hit the asteroid from the point source, the radiation is still not angularly
uniform in the region that is resolved, as can be seen by the more intense ray that hits the asteroid around the
point {11, 33}.
Near the y = 0 plane, where there is approximately one point per mean free path in the direction the solution is
changing, the contours of the analytic and numeric solutions line up very well, with the exception of the aforemen-
tioned oscillations. This agrees with the purely absorbing results (Sec. 5.2), in which the solutions with around one
point per mean free path showed higher accuracy and few oscillations compared to those with more than one point
per mean free path.
There are two connected difficulties in this problem, which are ray effects and negativities. Oscillations can be
seen toward the inner surface of the asteroid at all positions, but the oscillations are by far the worst where the
radiation is traveling nearly parallel to the surface of the asteroid. At these points, the solution will change from the
vacuum solution just outside of the surface to nearly zero inside of the surface. This causes oscillations that lead to
negativities. The SUPG stabilization does a good job of handling the oscillations that may develop in the direction
of radiation propagation (near the y = 0 plane), but more consideration is needed to prevent the oscillations that
develop perpendicular to the radiation propagation direction or when the solution changes discontinuously.
This problem is designed to stress the code and show opportunities for future work. If the results needed to
be accurate, the source could be analytically calculated just before it hits the asteroid and inserted as a boundary
source there, which would reduce much of the need for a refined and specialized quadrature. The negatives, however,
would persist, which is something that would need to be addressed before this calculation would work well in a
time-dependent or thermal radiative transfer scenario, as discussed in Sec. 6.
6 Conclusions and future work
The MLPG discretization in this paper simplifies the process running a problem with meshless transport. The
fully-implicit time differencing is stable for large time steps. The SUPG stabilization works to prevent oscillations
and increase the efficiency of inverting the transport matrix. The integration with a Voronoi diagram is robust and
follows the resolution of the meshless points without user input. The SUPG stabilization and Voronoi integration
add complexity to the code, which could be a barrier to entry, but reduces the need for specialized solvers or
repeated adjustments of a background mesh.
The RK functions used in the discretization permit higher-than-second-order convergence, but practically, the radii
of the kernels should often be minimized to reduce negativities and computation cost, which constrains the RK
order. With the fully-implicit time discretization and first-order RK corrections, the results are consistent with
second-order convergence in space and first-order convergence in time. For a purely absorbing problem with an
incoming source, higher-order convergence is achieved in space with second-order RK corrections and larger kernel
radii. The two manufactured solutions show the capability to represent spatially-dependent cross sections and
converge in 1D, 2D, and 3D.
There are at least three issues that remain to be resolved. The first is negativities. In the purely-absorbing
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problem, around one point is needed per mean free path to avoid negativities. In the asteroid problem, negativities
are difficult to avoid due to ray effects, as the SUPG stabilization applies numerical diffusion only in the direction
of radiation propagation. A negative flux fixup method such as the zero-and-rescale approach [39] may work for
meshless transport, but care would need to be taken to rescale a quantity that should always be positive and not the
expansion coefficients. While this could inhibit the effects of oscillations on time-dependent problems and perhaps
keep them from growing, it would be much more difficult to remove oscillations entirely.
The second issue is preconditioning. In the crooked pipe problem, the solution converged when using only GMRES
to converge the scattering source and agreed well with a DFEM solution, but this required many iterations to
achieve. Combining the Krylov solve with a method such as DSA [40] could significantly reduce the number of
iterations needed to converge the scattering source. The MLPG transport equation without SUPG should have
the diffusion limit, similar to a high-order DFEM discretization [41], but it is not apparent whether the same is
true with SUPG. The process of deriving DSA for the SUPG system should give information on whether it has the
diffusion limit and if not, what changes may be made to the discretized system to ensure it has the diffusion limit.
The third issue is ensuring proper support for the RK kernels. As shown in the manufactured problems, randomly
perturbing the point positions can lead to a limit on convergence. Ensuring that every point has the needed support
individually through a more robust calculation may resolve these issues.
The current meshless discretization works well for problems in which the solution does not go negative. Once a
negative flux fixup treatment is applied, the addition of additional physics to the transport discretization such as
thermal radiative transfer and radiation hydrodynamics would be more achievable. In a radiation hydrodynamics
simulation, where the meshless topology is constantly changing, the consistently discretized transport with a Voronoi
integration approach eliminates mapping to and from a mesh for radiation transport and is far cheaper than placing
a non partition-of-unity quadrature for each kernel.
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A Integral transformations
This section describes transformations of volume and surface integrals from a reference element (a line segment in
1D, a triangle in 2D, and a tetrahedron in 3D) to an element in physical space. For information on the meshless
integration methods that produce these elements, see Sec. 3.
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A.1 Volume integrals
The integrals described in Sec. 3 need to be mapped from reference space R to physical space V ,∫
V
f (x) dV =
∫
R
f (x (ξ)) |J | dR, (64)
where x and ξ are the coordinates in physical and reference space, respectively, and J is the Jacobian determinant
of the transformation,
Jαβ =
∂xβ
∂ξα
. (65)
In discrete form, the quadrature is mapped using∫
V
f (x) dV ≈
∑
m
wm |Jm| f (x (ξm)) , (66)
where wm are the weights of the reference quadrature, which effectively converts the ordinates to x (ξm) and the
weights to wm |Jm| for the integration.
The line quadrature is assumed to have the bounds −1 ≤ ξ ≤ 1, while the triangular and tetrahedral quadratures
have the bounds 0 ≤ 1αξα ≤ 1, where 1α represents a vector of ones. For a line with points p0 and p1 in physical
space, the mapping to reference space is
x (ξ) = p0 + (p1 − p0) (ξ + 1)
2
. (67)
For a triangle with points p0, p1, and p2 or a tetrahedron with an additional point p3, the mapping is
x (ξ) = p0 + (pα − p0) ξα. (68)
A.2 Surface integrals
For surface integrals, the mapping is between reference space T with coordinates ξ and physical space S with
coordinates x, ∫
S
f (x) dS =
∫
T
f (x (ξ))KdT, (69)
where K is a differential surface element. For a triangle mapped from a 2D reference element to a 3D surface
element, this term is
K = |∂ξ1x× ∂ξ2x| , (70)
while for a line mapped from a 1D to a 2D line element, the differential element is
K = |∂ξx| , (71)
with the line and surface integrals mapped as in Eqs. (67) and (68), with the exception that the p vectors have
one more element than the ξ ones (e.g. in 3D, the p vectors have three elements, while the ξ, which is a surface
parameterization, has only two). In discrete form, the surface integrals are∫
S
f (x) dS ≈
∑
m
wmKmfm. (72)
B Analytic solution to asteroid problem
In this section, the analytic solution for the asteroid problem described in Sec. 5.4 is derived. In 2D, the “asteroid”
is actually an infinite cylinder and the “point source” is a line source. The transport equation for this problem can
be written in cylindrical geometry as
µ
1
r
∂r (rψ) + σaψ = δ (r) , (73)
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where r is the distance from the point source and µ is the cosine of the angle between the x-y plane and the radiation
propagation direction. The cross section is
σa =
{
σa,background, r < dasteroid,
σa,asteroid, otherwise,
(74)
where dasteroid is the distance from the source to the asteroid for a given evaluation point. The solution to this
equation is
ψ =
1
r
exp
(
− 1
µ
ω
)
, (75)
where
ω =
∫ r
0
σadr
′, (76)
which can be calculated using only the distance travelled in each of the asteroid and the background along with
their respective cross sections. Integrating this equation over all forward angles, 0 ≤ µ ≤ 1 (which is also the only
set of angles for which the solution is nonzero), the scalar flux solution is
φ =
1
r
[
exp (−ω)− ω
∫ ∞
ω
1
ω′
exp (−ω′) dω′
]
. (77)
The remaining integral is the exponential integral, which can be evaluated directly in many mathematical software
packages.
To find the distance from the source to the asteroid, let the position of the source in the xy plane be xsrc and the
evaluation point be xeval. The parametric equation for the line connecting these is
x = xsrc + (xeval − xsrc) s, (78)
where s = 0 is located at the source and s = 1 is at the evaluation point. Inserting this equation into the equation
for the asteroid centered at the origin,
|x|2 = r2asteroid, (79)
and solving for s results in the two intercept locations,
sint =
−`1 ±
√
`21 − `0`2
`2
, (80)
where
`0 = x
α
srcx
α
src − r2, (81)
`1 = x
α
src (x
α
eval − xαsrc) , (82)
`2 = (x
α
eval − xαsrc) (xαeval − xαsrc) . (83)
If `21 − `0`2 < 0, then the ray from the source to the evaluation point does not travel through the asteroid. The
evaluation point may be before the ray intersects with the asteroid, inside the asteroid, or after the ray has exited
the asteroid. Given the distances traveled in each of the asteroid and the background, the integral in Eq. (76) can
be evaluated, which permits evaluation of either the angular or scalar flux [Eq. (75) and (77), respectively].
18
Algorithm 1 Meshless integration algorithm shown for the example functions 〈∂αxUi, fUj〉 and (Ui, nαgαUj).
1 c l a s s B i l i n e a rK e r n e lDKe r n e l : p u b l i c B i l i n e a r I n t e g r a l
2 f unc addTo In t eg r a l ( b a s i s , dba s i s , o r d i n a t e , we ight ) :
3 s e t numBasis to number o f b a s i s f u n c t i o n s ( n e i g hbo r s )
4 f o r ( i = 0 ; i < numBasis ; ++i )
5 f o r ( j = 0 ; j < numBasis ; ++j )
6 i n t e g r a l ( i , j ) += we ight ∗ c o e f f i c i e n t ( o r d i n a t e ) ∗ b a s i s [ i ] ∗ b a s i s [ j ]
7 Spa r s eMat r i x i n t e g r a l
8 c l a s s B i l i n e a r S u r f a c eK e r n e l K e r n e l : p u b l i c B i l i n e a r I n t e g r a l
9 f unc addToSu r f a c e I n t e g r a l ( b a s i s , o r d i n a t e , weight , normal ) :
10 s e t numBasis to number o f b a s i s f u n c t i o n s ( n e i g hbo r s )
11 f o r ( i = 0 ; i < numBasis ; ++i )
12 f o r ( j = 0 ; j < numBasis ; ++j )
13 i n t e g r a l ( i , j ) += we ight ∗ normal . dot ( c o e f f i c i e n t ( o r d i n a t e ) ) ∗ b a s i s [ i ] ∗
b a s i s [ j ]
14 Spa r s eMat r i x i n t e g r a l
15 f unc p e r f o rm I n t e g r a t i o n ( v o l ume I n t e g r a l s , s u r f a c e I n t e g r a l s ) :
16 f o r ( i = 0 ; i < numPoints ; ++i )
17 s e t n e i g hbo r s to n e i g hbo r s o f p o i n t i
18 s e t c e l l to the vo r ono i t e s s e l a t i o n f o r the po i n t i
19 decompose c e l l i n t o s u b c e l l s
20 f o r ( c = 0 ; c < numSubce l l s ; ++c )
21 s e t o r d i n a t e s and we i gh t s to volume quad ra tu r e f o r s u b c e l l s [ c ]
22 f o r ( q = 0 ; q < numOrdinates ; ++q)
23 s e t b a s i s / d b a s i s to RK e v a l u a t i o n s / d e r i v a t i v e s at o r d i n a t e s [ q ] f o r each
ne i ghbo r
24 f o r each v o l ume I n t e g r a l
25 i n t e g r a l . a ddTo In t eg r a l ( b a s i s , dba s i s , o r d i n a t e s [ q ] , we i gh t s [ q ] )
26 decompose c e l l s u r f a c e i n t o s u b s u r f a c e s
27 f o r ( s = 0 ; s < numSubsur faces ; ++s )
28 s e t o r d i n a t e s and we i gh t s to s u r f a c e quad ra tu r e f o r s u b s u r f a c e s [ s ]
29 s e t normal to normal f o r s u b s u r f a c e s [ s ]
30 f o r ( q = 0 ; q < numOrdinates ; ++q)
31 s e t b a s i s to RK e v a l u a t i o n s f o r each ne i ghbo r po i n t at o r d i n a t e s [ q ]
32 f o r each s u r f a c e I n t e g r a l :
33 i n t e g r a l . a ddToSu r f a c e I n t e g r a l ( b a s i s , o r d i n a t e s [ q ] , we i gh t s [ q ] , normal [ s ] )
Algorithm 2 Method for refinement of the angular quadrature to resolve a region of interest.
1 f unc ge tRe f i n edQuad ra tu r e ( minRule , goa lRu l e , a n g l eH i t sOb j e c t ) :
2 i n i t i a l i z e o r d i n a t e s and we i gh t s to be empty
3 get quad ra tu r e f o r the goa l r u l e
4 f o r ( r u l e = minRule ; r u l e < goa lRu l e ; ++r u l e )
5 i n i t i a l i z e o r d i n a t e s and we i gh t s f o r t h i s quad ra tu r e
6 f o r ( i = 0 ; i < numPoints f o r t h i s r u l e ; ++i )
7 get the i n d i c e s from the goa l quad r a tu r e tha t t h i s p o i n t r e p r e s e n t s as
g o a lPo i n t s
8 i f not a n g l eH i t sOb j e c t ( g o a lPo i n t s [ j ] ) f o r any such goa l quad r a tu r e i nd ex j :
9 add t h i s p o i n t to the o r d i n a t e s and we i gh t s
10 remove t h i s p o i n t from the goa l quad r a tu r e and we i gh t s
11 add the r ema in i ng goa l quad r a tu r e o r d i n a t e s and we i gh t s to the o r d i n a t e s and
we i gh t s
12 r e t u r n the o r d i n a t e s and we i gh t s
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Figure 1: To construct the unique volume for the point
in red, a polygon is constructed that bounds the point’s
non-zero kernel volume. This polygon is then clipped
by the perpendicular half-planes for each point it in-
teracts with. For overlapping points this results in a
polygon equivalent to the Voronoi tessellation for the
point in question.
Figure 2: Once the polygon for a point is created, it is
decomposed into triangles (2D) or tetrahedra (3D) for
integration.
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(a) Manufactured sinusoidal solution, uniform.
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(b) Manufactured wave solution, uniform.
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(c) Manufactured sinusoidal solution, perturbed.
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(d) Manufactured wave solution, perturbed.
Figure 3: Spatial convergence of the manufactured solutions at steady-state in 1D, 2D, and 3D, with the dotted
line indicating second-order convergence. For two of the cases, the point positions are randomly perturbed. The
perturbation may cause insufficient support for the RK functions or lower integration accuracy, leading to a lack of
convergence.
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(a) Manufactured sinusoidal solution.
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(b) Manufactured wave solution.
Figure 4: Temporal convergence of the manufactured solutions in 1D, 2D, and 3D, with the dotted line indicating
first-order convergence.
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Figure 5: Relative error of the numeric solution to the purely absorbing problem as the number of points is increased
for various combinations of the number of neighbors and RK correction order, with the dotted lines indicating second,
third, and fourth-order convergence.
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Figure 6: Absolute error of the numeric solution to the purely absorbing problem for various combinations of the
number of neighbors, RK correction order, and absorption cross section.
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Figure 7: Geometry of the cooked pipe problem. The scattering opacities are σs = 200 in the black region and
σs = 0.2 in the gray region.
Figure 8: The MLPG points (top) and DFEM mesh (bottom) for the crooked pipe problem, at 1/4 resolution for
visibility. Note that the DFEM mesh has additional resolution near the thin-thick boundary.
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(a) t = 10
(b) t = 20
Figure 9: The scalar flux for the MLPG (top) and DFEM (bottom) solutions to the crooked pipe problem at two
times.
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Figure 10: The solution points (top) and integration mesh (bottom) for the asteroid problem. Note that the
resolution of the integration mesh mirrors that of the kernels. The integration cells are further subdivided into
triangles for integration.
Figure 11: The numeric (top) and analytic (bottom) scalar flux solution to the asteroid problem. The low resolution
for rays that miss the asteroid is by design. Note the ray effects where the radiation propagation direction is parallel
to the surface of the asteroid.
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