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Abstract
A new combinatorial approach to the ribbon tableaux generating functions and q-Littlewood–Richardson
coefficients of Lascoux et al. [A. Lascoux, B. Leclerc, J.-Y. Thibon, Ribbon tableaux, Hall–Littlewood sym-
metric functions, quantum affine algebras, and unipotent varieties, J. Math. Phys. 38 (3) (1997) 1041–1068]
is suggested. We define operators which add ribbons to partitions and following Fomin and Greene [S.
Fomin, C. Greene, Noncommutative Schur functions and their applications, Discrete Math. 193 (1998)
179–200] study non-commutative symmetric functions in these operators. This allows us to give combina-
torial interpretations for some (skew) q-Littlewood–Richardson coefficients whose non-negativity appears
not to be known. Our set-up also leads to a new proof of the action of the Heisenberg algebra on the Fock
space of Uq (ŝln) due to Kashiwara et al. [M. Kashiwara, T. Miwa, E. Stern, Decomposition of q-deformed
Fock spaces, Selecta Math. 1 (1996) 787–805].
c© 2006 Elsevier Ltd. All rights reserved.
1. Introduction
The aim of this paper is to provide a new combinatorial framework for studying ribbon
tableaux and the ribbon tableaux generating functions Gλ/µ(X; q) of Lascoux, Leclerc and
Thibon [10]. The functions Gλ/µ(X; q) are to ribbon tableaux what skew Schur functions are
to usual (skew) Young tableaux.
Lascoux, Leclerc and Thibon developed the theory of ribbon tableaux generating functions in
connection with the Fock space representation F ofUq(ŝln). Though the definition of Gλ/µ(X; q)
is purely combinatorial, Lascoux, Leclerc and Thibon showed that Gλ/µ(X; q) were symmetric
functions using a theorem of [7], which describes an action of the Heisenberg algebra on F. The
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theory was further developed in [11] by showing that the q-Littlewood–Richardson coefficients
cνλ(q) given by
Gλ(X; q) =
∑
ν
cνλ(q)sν(X)
were related to the canonical basis of F. More recently, Haglund et al. [6] and Haglund [5] have
conjectured mysterious relationships between the ribbon tableaux generating functions on the
one hand and Macdonald polynomials and diagonal harmonics on the other hand.
We will study ribbon tableaux generating functions in an elementary fashion, proving their
symmetry, the result of Kashiwara, Miwa and Stern [7] concerning the action of the Heisenberg
algebra on F, and also developing an approach to the non-negativity of the polynomials cνλ/µ(q)
(known to be true for µ = ∅ [11]). Our approach follows Fomin and Greene’s work on non-
commutative Schur functions [4]. We define ribbon Schur operators ui which add a ribbon to a
partition with the head along diagonal i , if possible, and multiplying by a power of q according to
the spin of the ribbon. These operators are related to the LLT ribbon tableaux generating functions
in the same way that the operators which add boxes along specified diagonals are related to Schur
functions (see [4]). Following [4], we study non-commutative symmetric functions, in particular
non-commutative Schur functions sν(u) in the operators ui . We show directly that sν(u) is a non-
negative sum of monomials for the cases when ν is a hook shape or of the form ν = (s, 2). This
in turn proves the non-negativity of the polynomials cνλ/µ(q) for any skew shape λ/µ, and ν of
the above form.
In Section 2 we begin by defining semistandard ribbon tableaux and the ribbon Schur
operators ui . In Section 3, we describe all the relations in the algebra generated by the ribbon
Schur operators. In Section 4, we show that the non-commutative “homogeneous” symmetric
functions hk(u) in the operators ui commute, and define the non-commutative Schur functions
sν(u). In Section 5, we prove a Cauchy style identity for the operators ui and their adjoints di .
This also proves the action of the Heisenberg algebra on F of [7], and as shown in [9], it implies
ribbon Pieri and Cauchy formulae for ribbon tableaux generating functions. In Section 6, we
relate the non-commutative Schur functions sν(u) to the q-Littlewood–Richardson coefficients
cνλ/µ(q). In Section 7, we give positive combinatorial descriptions of sν(u) for the cases where ν
is a hook shape or a shape of the form (a, 2) or (2, 2, 1a). We conjecture that sν(u) always has
such a positive description. Finally, in Section 8, we give some concluding remarks concerning
ribbon Schur operators.
2. Ribbon Schur operators
Wewill follow mainly [13] and [15] for notation related to partitions and symmetric functions.
Let λ be a partition. We will always draw our partitions in the English notation. The diagonal
or content of a square (i, j) ∈ λ is equal to j − i . Let n be a fixed positive integer. An n-ribbon is
a connected skew shape of size n containing no 2×2 square. The head of a ribbon is the box at its
top right. The spin spin(R) of a ribbon R is equal to the number of rows in the ribbon, minus 1.
Let K denote the field C(q). Let P denote the set of partitions and F denote a vector space
over K spanned by a countable basis {λ | λ ∈ P} indexed by partitions. Define linear operators
u(n)i : F → F for i ∈ Z which we call ribbon Schur operators by
u(n)i : λ 7−→
{
qspin(µ/λ)µ if µ/λ is an n-ribbon with head lying on the i th diagonal,
0 otherwise.
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Fig. 1. A semistandard three-ribbon tableau with shape (7, 6, 4, 3, 1), weight (2, 1, 3, 1) and spin 7.
We will usually suppress the integer n in the notation, even though ui depends on n. If we need
to emphasize this dependence, we write u(n)i . We say that a partition λ has an i-addable ribbon if
an n-ribbon can be added to λ with the head on the i th diagonal. Similarly, λ has an i-removable
ribbon if an n-ribbon can be removed from λ with the head on the i th diagonal.
A skew shape is called a horizontal ribbon strip if it can be tiled with ribbons so that the heads
of every ribbon touch the top of the skew shape. If such a tiling exists, it is necessarily unique
and will be called the natural tiling. Alternatively, λ/µ is a horizontal ribbon strip if there exists
i1 < i2 < · · · < ik so that uikuik−1 · · · ui2ui1 .µ = qaλ for some integer a. A semistandard ribbon
tableau T of shape λ/µ is a chain (µ = λ0 ⊂ λ1 ⊂ · · · ⊂ λr = λ) of partitions where λi/λi−1
is a horizontal ribbon strip for each i ∈ [1, r ]. We usually represent T by tiling each λi/λi−1
with ribbons, in the natural way, and filling each ribbon with the integer i (see Fig. 1). The spin
spin(T ) of a tableau T is the sum of the spins of its composite ribbons.
Littlewood’s n-quotient bijection is a bijection between partitions λ and its n-quotient
(λ0, λ(1), . . . , λ(n−1)) ∈ Pn together with the n-core λ˜. This bijection is described in [13,10].
We will describe it in terms of the operators ui . The n-core λ˜ is obtained from λ by removing
n-ribbons until it is no longer possible to do so. Each n-core δ is determined (not uniquely) by
an integer vector (s0, s1, . . . , sn−1) ∈ Zn of offsets which satisfies si 6= s j mod n for i 6= j . The
offsets interact with the n-quotient in the following way. Suppose λ and µ are two partitions with
λ˜ = δ = µ˜ and so that λ(i) = µ(i) for all i 6= j for some j ∈ {0, 1, . . . , n−1}. If µ( j) = u(1)k λ( j)
then µ = u(n)nk+s jλ. In other words, the operators {u
(n)
i | i = s j mod n} act on the j th partition of
the n-quotient λ( j) by adding squares. This together with the fact that the n-quotient (∅,∅, . . . ,∅)
of an n-core is empty determines the bijection.
Lascoux, Leclerc and Thibon [10] defined weight generating functions Gλ/µ(X; q) (from here
on called ribbon functions) for ribbon tableaux:
Gλ/µ(X; q) =
∑
T
qspin(T )xT
where the sum is over all semistandard ribbon tableaux of shape λ/µ. They proved that
these functions were symmetric functions and defined the q-Littlewood–Richardson coefficients
cνλ/µ(q) by
Gλ/µ(X; q) =
∑
ν
cνλ/µ(q)sν(X).
In [11], it was shown that cνλ/µ(q) was a non-negative polynomial in q for µ = ∅, and the
proof there can be generalized to µ being any n-core (see [6]). However, it appears that the
non-negativity is not known for general skew shapes λ/µ.
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Fig. 2. Calculating relation (5) of Proposition 1.
3. The algebra of ribbon Schur operators
Fix an integer n ≥ 1 throughout. Let U = Un ⊂ EndK (F) denote the algebra generated by the
operators {u(n)i } over K .
Proposition 1. The operators ui satisfy the following commutation relations:
uiu j = u jui for |i − j | ≥ n + 1, (1)
u2i = 0 for i ∈ Z, (2)
ui+nuiui+n = 0 for i ∈ Z, (3)
uiui+nui = 0 for i ∈ Z, (4)
uiu j = q2u jui for n > i − j > 0. (5)
Furthermore, these relations generate all the relations that the ui satisfy. The algebra generated
by {ui }i=kni=1 has dimension (Ck)n where Ck = 12k+1
(
2k
k
)
is the kth Catalan number.
Proof. Relations (1)–(4) follow from the description of ribbon tableaux in terms of the n-quotient
and the usual relations for the operators u(1)i (see for example [4]). Relation (5) is a quick
calculation (see Fig. 2), and also follows from the inversion statistics of [14,6] which give the
spin in terms of the n-quotient.
Now we show that these are the only relations. The usual Young tableau case with n = 1 was
shown by Billey, Jockush and Stanley in [1]. However, when q = 1, we are reduced to a direct
product of n copies of this action as described earlier. The operators {ui | i = k mod n} act on
the kth tableau of the n-quotient independently.
Let f = auu + avv + · · · ∈ U and suppose f acts identically as 0 on F. First suppose that
some monomial u acts identically as 0. Then by the earlier remarks, the subword of u consisting
only of {ui | i = k mod n} must act identically as 0 for some k. Using relation (5), we see that
we can deduce u = 0, using the result of [1].
Now suppose that a monomial v does not act identically as 0, so that v · µ = q tλ for some
t ∈ Z and µ, λ ∈ P . Collect all other monomials v′ such that v′ · µ = qb(v′)+tλ for some
b(v′) ∈ Z. By Lemma 2 below, v′ = qb(v′)v. Since f · µ = 0 we must have ∑v′ av′v′ = 0
and by Lemma 2 this can be deduced from the relations (1)–(5). This shows that we can deduce
f = 0 from the relations.
For the last statement of the theorem, relation (5) reduces the statement to the case n = 1.
When n = 1, we think of the ui as the Coxeter generators si of Sk+1. A basis of the algebra
generated by {u(1)i }ki=1 is given by picking a reduced decomposition for each 321-avoiding
permutation—these are exactly the permutations with no occurrences of si si+1si in any reduced
decomposition. It is well known that the number of these permutations is equal to a Catalan
number. 
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Lemma 2. Suppose u = uikuik−1 · · · ui1 and v = u jlu jl−1 · · · u j1 . If u ·µ = q tv ·µ 6= 0 for some
t ∈ Z and µ ∈ P then u = q tv as operators on F, and this can be deduced from the relations of
Proposition 1.
Proof. Using relation (5) and the n-quotient bijection, we can reduce the claim to the case n = 1
which we now assume. So suppose u ·µ = v ·µ = λ. Then the multisets of indices {i1, i2, . . . , ik}
and { j1, j2, . . . , jl} are identical, since these are the diagonals of λ/µ. In particular we have
k = l.
We need only show that using relations (1)–(4) we can reduce to the case where ui1 = u j1 ,
and the result will follow by induction on k. Let a = min{b | jb = i} where we set i = i1.
We can move u ja to the right of v unless for some c < a, we have jc = i ± 1. But µ has an
i-addable corner, and so ν = u jc−1u jc−2 · · · u j1 ·µ also has an i-addable corner. This implies that
ui±1 · ν = 0 so no such c can exist. 
4. Non-commutative homogeneous symmetric functions in ribbon Schur operators
Let hk(u) = ∑i1<i2<···<ik uik · · · ui1 be the “homogeneous” symmetric functions in the
operators ui (the name makes sense since u2i = 0). Since the ui do not commute, the ordering
of the variables is important in the definition. The action of hk(u) on F is well defined though it
does not lie in U . By the remarks in Section 2, the operator hk(u) adds a horizontal ribbon strip
of size k to a partition. Alternatively, we may write
i=−∞∏
i=∞
(1+ xui ) =
∞∑
i=0
xkhk(u)
where if i < j then (1+ xui ) appears to the right of (1+ xu j ) in the product.
The following proposition was shown in [10] using representation theoretic results in [7]. Our
new proof imitates [4,3].
Theorem 3. The elements {hk(u)}∞k=1 commute and generate an algebra isomorphic to the
algebra of symmetric functions.
Proof. Given any fixed partition only finitely many ui do not annihilate it. Since we are adding
only a finite number of ribbons, it suffices to prove that hk(ua, ua+1, . . . , ub) commute for every
two integers b > a. First suppose that n ≥ b − a. We may assume without loss of generality
that a = 1 and b = n + 1. We expand both hk(ua, ua+1, . . . , ub)hl(ua, ua+1, . . . , ub) and
hl(ua, ua+1, . . . , ub)hk(ua, ua+1, . . . , ub) and collect monomials with the same set of indices
I = {i1 < i2 < · · · < ik+l}. By Proposition 1, any operator ui can occur at most once in
any such monomial. Suppose the collection of indices I does not contain both 1 and n + 1.
Then by Proposition 1 we may reorder any such monomial u = u j1u j2 · · · u jk+l into the form
q tui1ui2 · · · uik+l = q tu I . The integer t is given by twice the number of inversions in the word
j1 j2 · · · jk+l . That the coefficient of u I is the same in hk(ua, ua+1, . . . , ub)hl(ua, ua+1, . . . , ub)
and hl(ua, ua+1, . . . , ub)hk(ua, ua+1, . . . , ub) is equivalent to the following generating function
identity for permutations (alternatively, symmetry of a Gaussian polynomial).
Let Dm,k be the set of permutations of Sm with a single ascent at the kth position and let
dm,k(q) =∑w∈Dm,k q inv(w) where inv(w) denotes the number of inversions in w. Then we need
the identity
dk+l,k(q) = dk+l,l(q).
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This identity follows immediately from the involution on permutations w = w1w2 · · ·wm ∈ Sm
given by w 7→ v where vi = m + 1− wm+1−i .
When I contains both 1 and n + 1 then we must split further into cases depending on
the locations of these two indices: (a) un+1 · · · u1 · · ·; (b) · · · u1un+1 · · ·; (c) · · · un+1 · · · u1;
(d) un+1 · · · u1. We pair case (a) of hk(ua, ua+1, . . . , ub)hl(ua, ua+1, . . . , ub) with case (c) of
hl(ua, ua+1, . . . , ub)hk(ua, ua+1, . . . , ub) and vice versa; and also cases (b) and (d) with itself.
After this pairing, and using relation (5) of Proposition 1, the argument goes as before. For
example, in cases (a) and (c), we move un+1 to the front and u1 to the end.
Now we consider hk(ua, . . . , ub) for b−a > n. Let Eb,a(x) = (1+ xub)(1+ xub−1) · · · (1+
xua). Note that Eb,a(x)−1 = (1− xua)(1− xua+1) · · · (1− xub) is a valid element of U[x]. The
commuting of the hk(ua, ua+1, . . . , ub) is equivalent to the following identity:
Eb,a(x)Eb,a(y) = Eb,a(y)Eb,a(x)
as power series in x and y with coefficients in U which we assume to be known for all (b, a)
satisfying b − a < l for some l > n. Now let b = a + l. In the following we use the fact that ua
and ub commute.
Eb,a(x)Eb,a(y)
= Eb,a+1(x)(1+ xua)(1+ yub)Eb−1,a(y)
= Eb,a+1(y)Eb,a+1(x)
(
Eb,a+1(y)
)−1
(1+ yub)(1+ xua)
× (Eb−1,a(x))−1 Eb−1,a(y)Eb−1,a(x)
= Eb,a+1(y)Eb,a+1(x)
(
Eb−1,a+1(x)Eb−1,a+1(y)
)−1 Eb−1,a(y)Eb−1,a(x)
= Eb,a+1(y)(1+ xub)(1+ yua)Eb−1,a(x)
= Eb,a(y)Eb,a(x).
This proves the inductive step and thus also that the hk(u) commute. To see that they are
algebraically independent, we may restrict our attention to an infinite subset of the operators
{ui } which all mutually commute, in which case the hk(u) are exactly the classical elementary
symmetric functions in those variables. 
Theorem 3 allows us to make the following definition, following [4].
Definition 4. The non-commutative (skew) Schur functions sλ/µ(u) are given by the
Jacobi–Trudi formula:
sλ/µ(u) = det
(
hλi−i+ j−λ j (u)
)l(λ)
i, j=1 .
Similarly we may define the non-commutative symmetric function f (u) for any symmetric
function f .
It is not clear at the moment how to write sλ(u), or even just ek(u) = s1k (u), in terms of
monomials in the ui like in the definition of hk(u). One can check, for example, that p2(u)
cannot be written as a non-negative sum of monomials.
5. The Cauchy identity for ribbon Schur operators
The vector space F comes with a natural inner product 〈., .〉 such that 〈λ,µ〉 = δλµ. Let di
denote the adjoint operators to the ui with respect to this inner product. They are given by
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di : λ 7−→
{
qspin(λ/µ)µ if λ/µ is an n-ribbon with head lying on the i th diagonal,
0 otherwise.
The following lemma is a straightforward computation.
Lemma 5. Let i 6= j be integers. Then uid j = d jui .
Define U (x) and D(x) by
U (x) = · · · (1+ xu2)(1+ xu1)(1+ xu0)(1+ xu−1) · · ·
and
D(x) = · · · (1+ xd−2)(1+ xd−1)(1+ xd0)(1+ xd1) · · · .
So U (x) = ∑k xkhk(u) and we similarly define h⊥k (u) by D(x) = ∑k xkh⊥k (u). The operator
h⊥k (u) acts by removing a horizontal ribbon strip of length k from a partition.
The main result of this section is the following identity.
Theorem 6. The following Cauchy Identity holds:
U (x)D(y)
n−1∏
i=0
1
1− q2i xy = D(y)U (x). (6)
A combinatorial proof of this identity was given by van Leeuwen [12] via an explicit shape datum
for a Schensted correspondence. Our proof is suggested by ideas in [3] but considerably different
to the techniques there. The following corollary is immediate after equating coefficients of xa yb
in Theorem 6.
Corollary 7. Let a, b ≥ 1 and m = min(a, b). Then
h⊥b (u)ha(u) =
m∑
i=0
hi (1, q2, . . . , q2(n−1))ha−i (u)h⊥b−i (u).
Combining Theorem 6 with Theorem 3 we obtain the following corollary, first proved in [7]
(the connection with ribbon tableaux was first shown in [10]):
Corollary 8. The operators B−k = pk(u) and Bk = p⊥k (u) generate an action of the Heisenberg
algebra on F with commutation rule
[Bk, Bl ] = k · 1− q
2n|k|
1− q2|k| · δk,−l . (7)
Proof. When k and l have the same sign, the commutation relation follows from Theorem 3. For
the other case, we first write (see [13,15])
ha(u) =
∑
λ`a
z−1λ pλ(u),
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where zλ = 1m1(λ)2m2(λ) · · ·m1(λ)!m2(λ)! · · · and mi (λ) denotes the number of parts of λ equal
to i . We first show that (7) implies Corollary 7. Thus we need to show that (7) implies(∑
λ`b
z−1λ p
⊥
λ (u)
)(∑
λ`a
z−1λ pλ(u)
)
=
m∑
i=0
hi (1, q2 . . . , q2(n−1))
( ∑
λ`a−i
z−1λ pλ(u)
)( ∑
λ`b−i
z−1λ p
⊥
λ (u)
)
.
Note that pk(1, q, . . . , q2(n−1)) = 1−q2n|k|1−q2|k| . Let µ and ν be partitions such that m =
|ν| = |µ|. One checks that the coefficient of pµ(u)p⊥ν (u) on the right hand side is equal to
z−1ν z−1µ
∑
λ`m z
−1
λ pλ(1, q
2, . . . , q2(n−1)). Let ρ = λ ∪ µ and pi = λ ∪ ν. We claim that the
summand z−1ν z−1µ z−1λ pλ(1, q2, . . . , q2(n−1)) is the coefficient of pµ(u)p⊥ν (u) when applying (7)
repeatedly to z−1pi z−1ρ p⊥pi (u)pρ(u). This is a straightforward computation, counting the number
of ways of picking parts from ρ and pi to make the partition λ.
Thus (7) implies Corollary 7, and since both the homogeneous and power sum symmetric
functions generate the algebra of symmetric functions, the corollary follows. 
In the context of the Fock space of Uq(ŝln), the operators Bk are known as the q-boson
operators (see [7]). In [9], we showed that Corollary 8 implies Pieri and Cauchy formulae for the
ribbon functions Gλ(X; q).
Define the operators h( j)i = (uidi ) j − (diui ) j for i, j ∈ Z and j ≥ 1. The operators h( j)i act
as follows:
h( j)i : λ 7→
−q
2 j ·spin(µ/λ)λ if λ has an i-addable ribbon µ/λ,
q2 j ·spin(λ/ν)λ if λ has an i-removable ribbon λ/ν,
0 otherwise.
Since h( j)i acts diagonally on F in the natural basis, they all commute with each other.
We will need the following proposition, due to van Leeuwen [12].
Proposition 9. Let λ be a partition and suppose ribbons Ri and R j can be added or removed on
diagonals i < j such that no ribbons can be added or removed on a diagonal d ∈ (i, j). Then
one of the following holds:
(1) Both Ri and R j can be added and spin(R j ) = spin(Ri )− 1.
(2) Both Ri and R j can be removed and spin(R j ) = spin(Ri )+ 1.
(3) One of Ri and R j can be added and the other can be removed and spin(R j ) = spin(Ri ).
For example, writing down, from bottom left to top right, the spins of the ribbons that can be
added and removed from the partition in Fig. 1 gives 2, 1,−1, 1,−1, 1, 0 where positive numbers
denote addable ribbons and negative numbers denote removable ribbons.
Lemma 10. Let λ be a partition, i ∈ Z and j ≥ 1 be an integer. Suppose that λ has an i-addable
ribbon with spin s. Then(
k=∞∑
k=i+1
h( j)k
)
λ = −(1+ q2 j + · · · + q2(s−1) j )λ.
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Suppose that a λ has an i-removable ribbon with spin s. Then(
k=∞∑
k=i+1
h( j)k
)
λ = −(1+ q2 j + · · · + q2s j )λ.
Also, if i is sufficiently small so that no ribbons can be added to λ before the i th diagonal, then(
k=∞∑
k=i
h( j)k
)
λ = −(1+ q2 j + · · · + q2(n−1) j )λ.
Proof. This follows from Proposition 9 and the fact that the furthest ribbon to the right
(respectively, left) that can be added to any partition always has spin 0 (respectively, n− 1). 
Lemma 11. Let i, j ∈ Z and j ≥ 1. Then
ui
(
k=∞∑
k=i+1
h( j)k
)
=
(
k=∞∑
k=i
h( j)k
)
ui .
Similarly we have
di
(
k=∞∑
k=i
h( j)k
)
=
(
k=∞∑
k=i+1
h( j)k
)
di .
Proof. We consider applying the first statement to a partition λ. The expression vanishes unless
λ has an i-addable ribbon µ/λ, which we assume has spin s. Then we can compute both sides
using Lemma 10. The second statement follows similarly. 
We may rewrite Eq. (6) as
U (x)D(y) = D(y)
n−1∏
i=0
(1− q i xy)U (x).
Now
n−1∏
i=0
(1− q2i xy) =
n−1∑
i=0
(−1)iei (1, q2, . . . , q2(n−1))(xy)i
and
∑i=∞
i=−∞ h
( j)
i acts as the scalar −p j (1, q2, . . . , q2(n−1)) = −(1 + q2 j + · · · + q2(n−1) j ) by
Lemma 10. Let us use the notation p j (hi ) = −∑∞k=i h( j)k , for i ∈ Z ∪ {∞}. We also write
en(hi ) =
∑
ρ`n
ρz−1ρ pρ(hi )
where pρ(hi ) = pρ1(hi )pρ2(hi ) · · · and ρ = (−1)|ρ|−l(ρ) and zρ is as defined earlier. As scalar
operators on F we have
n−1∏
j=0
(1− q2 j xy) =
n∑
j=0
(−1) je j (h−∞)(xy) j =
∞∑
j=0
(−1) je j (h−∞)(xy) j .
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Lemma 12. Let i ∈ Z. Then
(1+ ydi )
( ∞∑
k=0
(−1)kek(hi )(xy)k
)
(1+ xui )
= (1+ xui )
( ∞∑
k=0
(−1)kek(hi+1)(xyk)
)
(1+ ydi ).
Proof. First we consider the coefficient of xk+1yk . We need to show that ek(hi )ui = uiek(hi+1)
which just follows immediately from the definition of ek(hi ) and Lemma 11. The equality for
the coefficient of xk yk+1 follows in a similar manner.
Now consider the coefficient of (xy)k . We need to show that
diek−1(hi )ui − ek(hi )− uiek−1(hi+1)di + ek(hi+1) = 0.
By Lemma 11, this is equivalent to
((uidi − hi )ek−1(hi+1)− ek(hi )− uidiek−1(hi )+ ek(hi+1)) · λ = 0 (8)
for every partition λ. We now split into three cases depending on λ.
(1) Suppose that λ has an i-addable ribbon with spin s. Then di · λ = 0 so (8) reduces to(
ek(hi+1)+ q2sek−1(hi+1)− ek(hi )
) · λ = 0. Using Lemma 10, this becomes
ek(1, q2, . . . , q2(s−1))+ q2sek−1(1, q2, . . . , q2(s−1)) = ek(1, q2, . . . , q2s)
which is an easy symmetric function identity.
(2) Suppose that λ has an i-removable ribbon with spin s. Then uidi ·λ = hi ·λ so we are reduced
to showing
ek(hi+1)− ek(hi )− q2sek−1(hi ) = 0
which by Lemma 10 becomes the same symmetric function identity as above.
(3) Suppose that λ has neither an i-addable or i-removable ribbon. Then (8) becomes ek(hi )·λ =
ek(hi+1) · λ so the result is immediate. 
Theorem 6 now follows easily.
Proof of Theorem 6. We need to show that U (x)D(y) · λ = D(y)∏n−1i=0 (1 − q2i xy)U (x) · λ
for each partition λ. But if we focus on a fixed coefficient xa yb, then for some integers s < t
depending on λ, a and b, we may assume that ui = di = 0 for i < s and i > t for all our
computations. Thus it suffices to show that
(1+ xus) · · · (1+ xut )(1+ ydt ) · · · (1+ yds)
= (1+ ydt ) · · · (1+ yds)
( ∞∑
k=0
(−1)kek(hs)(xy)k
)
(1+ xus) · · · (1+ xut ).
Since by Lemma 5, (1 + xua) and (1 + ydb) commute unless a = b, this follows by applying
Lemma 12 repeatedly. 
T. Lam / European Journal of Combinatorics 29 (2008) 343–359 353
6. Ribbon functions and q-Littlewood–Richardson coefficients
In this section we connect the non-commutative Schur functions sλ(u) with the
q-Littlewood–Richardson coefficients of Lascoux, Leclerc and Thibon [10,11]. The set-up here
is actually a special case of work of Fomin and Greene [4], though not all of their assumptions
and results apply in our context.
Let x1, x2, . . . be commutative variables. Consider the Cauchy product in the commutative
variables {xi } and non-commutative variables {ui } (not to be confused with the Cauchy identity
in Section 5):
Ω(x,u) =
∞∏
j=1
( ∞∏
i=∞
(1+ x jui )
)
where the product is multiplied so that terms with smaller j are to the right and for the same j ,
terms with smaller i are to the right. We have
Ω(x,u) =
∞∏
j=1
(∑
k
xkj hk(u)
)
=
∑
λ
sλ(X)sλ(u) =
∑
λ
mλ(x)hλ(u)
where we have used Theorem 3 and the classical Cauchy identity for symmetric functions.
Since each hk(u) adds a horizontal ribbon strip, we see that
Gλ/µ(X; q) =
∑
α
xα〈hα(u) · µ, λ〉 =
∑
ν
mν(x)〈hν(u) · µ, λ〉 = 〈Ω(x,u) · µ, λ〉
where the sum is over all compositions α or all partitions ν. In the language of Fomin and
Greene [4], these functions were denoted as Fg/h . The following corollary is immediate.
Corollary 13. The power series Gλ/µ(X; q) are symmetric functions in the (commuting)
variables {x1, x2, . . .} with coefficients in K .
Letting 〈., .〉X be the (Hall) inner product in the X variables. We can write
cνλ/µ(q) = 〈Gλ/µ(X; q), sν(X)〉X
= 〈〈Ω(x,u) · µ, λ〉, sν(X)〉X
=
〈〈∑
ρ
sρ(X)sρ(u) · µ, λ
〉
, sν(X)
〉
X
= 〈sν(u) · µ, λ〉
so that the action of the non-commutative Schur functions in ribbon Schur operators sν(u)
calculate the skew q-Littlewood–Richardson coefficients.
Proposition 14. The non-commutative Schur function sν(u) can be written as a non-negative
sum of monomials if and only if the skew q-Littlewood–Richardson coefficients cνλ/µ(q) ∈ N[q]
are non-negative polynomials for all skew shapes λ/µ.
Proof. The only if direction is trivial since 〈u · µ, λ〉 is always a non-negative polynomial
in q . Suppose cνλ/µ(q) are non-negative polynomials for all skew shapes λ/µ. Write sν(u)
as an alternating sum of monomials. Let u and v be two monomials occurring in sν(u). If
u · µ = v · µ 6= 0 for some partition µ then by Lemma 2, u = v. Now collect all terms v
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in sν(u) such that u · µ = qa(v)v · µ. Collecting all monomials v with a fixed a(v), we see that
we must be able to cancel out any negative terms since all coefficients in cνλ/µ(q) = 〈sν(u) ·µ, λ〉
are non-negative. 
To our knowledge, a combinatorial proof of the non-negativity of the skew q-
Littlewood–Richardson coefficients is only known for the case n = 2 via the Yamanouchi
domino tableaux of Carre´ and Leclerc [2]. For when µ = ∅, Leclerc and Thibon [11] have
shown, using results of [16] that cνλ(q) is equal to a parabolic Kazhdan–Lusztig polynomial.
Geometric results of [8] then imply that cνλ(q) are non-negative polynomials in q.
7. Non-commutative Schur functions in ribbon Schur operators
On the basis of Proposition 14, we suggest the following problem, which is the main problem
of the paper.
Conjecture 15. We have:
(1) The non-commutative Schur functions sλ(u) can be written as a non-negative sum of
monomials.
(2) A canonical such expression for sλ(u) can be given by picking some monomials occurring in
hλ(u). That is, sλ(u) is a positive sum of monomials u = uikuik−1 · · · ui1 where iλ1 > iλ1−1 >· · · > i1 and iλ1+λ2 > iλ1+λ2−1 > · · · > iλ1+1 and so on, where k = |λ|.
By the usual Littlewood–Richardson rule, Conjecture 15 also implies that the skew Schur
functions sλ/µ(u) can be written as a non-negative sum of monomials. If Conjecture 15 is true,
we propose the following definition.
Conjectural Definition 16. Let λ/µ be a skew shape and ν a partition so that n|ν| = |λ/µ|.
Let u = uikuik−1 · · · ui1 be a monomial occurring in (a canonical expression of) sν(u) so that
u.µ = qaλ for some integer a. If Conjecture 15(2) holds, then the action of u on µ naturally
corresponds to a ribbon tableau of shape λ/µ and weight ν. We call such a tableau a Yamanouchi
ribbon tableau.
In their work, Fomin and Greene [4] show that if the ui satisfy certain relations then sλ(u) can
be written in terms of the reading words of semistandard tableaux of shape λ. These relations do
not hold, however, for our ui . We shall see that a similar description holds for our sλ(u) when λ
is a hook shape, but appears to fail for other shapes.
The following theorem holds for any variables ui satisfying Theorem 3. The commutation
relations of Proposition 1 are not needed at all. Let T be a tableau (not necessarily semistandard).
The reading word reading(T ) is obtained by reading beginning in the top row from right to left
and then going downwards. If w = w1w2 · · ·wk is a word, then we set uw = uw1uw2 · · · uwk .
Theorem 17. Let λ = (a, 1b) be a hook shape. Then
sλ(u) =
∑
T
ureading(T ) (9)
where the summation is over all semistandard tableaux T of shape λ. For our purposes, the
semistandard tableaux can be filled with any integers not just positive ones, and the row and
columns both satisfy strict inequalities (otherwise ureading(T ) = 0).
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Proof. The theorem is true by definition when b = 0. We proceed by induction on b, supposing
that the theorem holds for partitions of the form (a, 1b−1). Let λ = (a, 1b). The Jacobi–Trudi
formula gives
sλ(u) = det

ha(u) ha+1(u) · · · ha+b−1(u) ha+b(u)
1 h1(u) · · · hb−1(u) hb(u)
0 1 · · · hb−2(u) hb−1(u)
...
...
...
...
...
0 0 · · · 1 h1(u)
 .
Expanding the determinant beginning from the bottom row we obtain
sλ(u) =
j=b∑
j=1
(
(−1) j+1s(a,1b− j )(u)h j (u)
)
+ (−1)bha+b(u).
Using the inductive hypothesis, s(a,1b− j )(u)h j (u) is the sum over all the monomials u =
ui1ui2 · · · uia+b satisfying i1 > i2 > · · · > ia < ia+1 < · · · < ia+b− j and ia+b− j+1 >
ia+b− j+2 > · · · > ia+b. Let A j be the sum of those monomials also satisfying ia+b− j <
ia+b− j+1 and B j be the sum of those such that ia+b− j > ia+b− j+1 so that s(a,1b− j )(u)h j (u) =
A j + B j . Observe that B j = A j+1 for j 6= b and that Bb = ha+b(u). Cancelling these terms we
obtain sλ(u) = A1 which completes the inductive step and the proof. 
We speculate that when n > 2, the formula (9) of Theorem 17 holds if and only if λ is a hook
shape. We now describe sλ(u) for shapes λ of the form (s, 2). We will only need the following
definition for these shapes, but we make the general definition in the hope that it may be useful
for other shapes.
Definition 18. Let T : {(x, y) ∈ λ} → Z be a filling of the squares of λ, where x is the row index,
y is the column index and the numbering for x and y begins at 1. Then T is an n-commuting
tableau if the following conditions hold:
(1) All rows are increasing, that is, T (x, y) < T (x, y + 1) for (x, y), (x, y + 1) ∈ λ.
(2) If (x, y), (x + 1, y) ∈ λ and y > 1 then T (x, y) ≤ T (x + 1, y). Also if y = 1 and
(x + 1, 2) 6∈ λ then T (x, 1) ≤ T (x + 1, 1).
(3) Suppose the two-by-two square (x, 1), (x, 2), (x + 1, 1), (x + 1, 2) lies in λ for some y.
Then if T (x, 1) > T (x + 1, 1) we must have T (x + 1, 2) − T (x + 1, 1) ≤ n. Otherwise
T (x, 1) < T (x + 1, 1) and either we have T (x, 2) ≤ T (x + 1, 1) or we have both
T (x, 2) > T (x + 1, 1) and T (x + 1, 2)− T (x, 1) ≤ n.
We give some examples of commuting and non-commuting tableaux of shape (2, 2) in Fig. 3.
Let us now note that the operators ui satisfy the following Knuth-like relations, using
Proposition 1. Let i, j, k satisfy either i < j < k or i > j > k; then depending on whether
ui and uk commute, we have
(1) Either uiuku j = ukuiu j or uiuku j = u juiuk .
(2) Either u jukui = u juiuk or u jukui = ukuiu j .
Note that the statements of these relations do not explicitly depend on n.
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Fig. 3. The bottom row contains some 3-commuting tableaux and the top row contains some tableaux which are not
3-commuting.
Theorem 19. Let λ = (s, 2). Then
sλ(u) =
∑
T
ureading(T )
where the summation is over all n-commuting tableaux T of shape λ.
Proof. By definition sλ(u) = hs(u)h2(u) − hs+1(u)h1(u). We have that hs+1(u)h1(u) is equal
to the sum over monomials u = ui1 · · · uis+1uis+2 such that i1 > i2 > · · · > is+1. We will show
how to use the Knuth-like relations (1) and (2) to transform each such monomial into one that
occurs in hs(u)h2(u), in an injective fashion.
Let a = is−1, b = is , c = is+1 and d = is+2 so that a > b > c. We may assume that
a, b, c, d are all different for otherwise u = 0 by Proposition 1. If c > d then u is already a
monomial occurring in hs(u)h2(u). So suppose c < d. Now if d > b > c we apply the Knuth-
like relations to transform v = uaubucud to either v′ = uaubuduc or v′ = uaucudub, where we
always pick the former if ud and uc commute. If b > d > c we may transform v = uaubucud
to either v′ = uaucubud or v′ = uaudubuc again picking the former if ub and uc commute. In
all cases the resulting monomial occurs in hs(u)h2(u) and the map v 7→ v′ is injective if the
information of whether uc commutes with both ub and ud is fixed. Writing { j0 < j1 < j2 < j3}
for {a, b, c, d} to indicate the relative order we may tabulate the possible resulting monomials v′
as reading words of the following “tableaux”:
a > b > c > d : j2 j3
j0 j1
( j0 < j1 < j2 < j3 ∈ Z);
a > b > d > c : j0 j3
j1 j2
(u j0 and u j2 commute)
j1 j3
j0 j2
(u j0 and u j2 do not commute);
a > d > b > c : j1 j3
j0 j2
(u j0 and u j2 commute)
j0 j3
j1 j2
(u j0 and u j2 do not commute);
d > a > b > c : j1 j2
j0 j3
(u j0 and u j3 commute)
j0 j2
j1 j3
(u j0 and u j3 do not commute).
Finally, cancelling these monomials from hs(u)h2(u), we see that the monomials in sλ(u) are
of the form ui1 · · · uis−3uis−2ureading(T ) for a tableau T of the following form (satisfying is−2 > t
where t is the value in the top right hand corner):
j0 j1
j2 j3
with no extra conditions,
j1 j2
j0 j3
if u j3 and u j0 do not commute,
j0 j2
j1 j3
if u j3 and u j0 commute,
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Fig. 4. The 3-commuting tableaux with shape (2, 2) and squares filled with {0, 1, 2, 3}.
Fig. 5. The Yamanouchi ribbon tableau corresponding to c(2,2)
(4,4,4)(q) = q4.
where in the first case j0 < j1 ≤ j2 < j3 and in the remaining cases j0 < j1 < j2 < j3. We may
allow more equalities to be weak, but the additional monomials ureading(T ) that we obtain turn out
all to be 0. One immediately checks that these monomials are the reading words of n-commuting
tableaux of shape (s, 2). 
By Theorem 17, ek(u) =∑i1<i2<···<ik ui1 · · · uik . Thus using the dual Jacobi–Trudi formula,
we can get a description for sλ′(u) whenever we have one for sλ(u) by reversing the order ‘<’ on
Z. This for example leads to a combinatorial interpretation for sλ(u) of the form λ = (2, 2, 1a)
which we will not write out explicitly.
One can also obtain different combinatorial interpretations for sλ(u) by for example changing
ha(u)h2(u) to h2(u)ha(u) in the proof of Theorem 19. This leads to the reversed reading order
on tableaux which also has the order ‘<’ reversed. In the case n = 2, the n-commuting tableaux
are nearly the same as usual semistandard tableaux where row and column inequalities are strict.
The reversed reading order on order-reversed semistandard tableaux would lead to the same
combinatorial interpretation as Carre´ and Leclerc’s Yamanouchi domino tableaux [2].
It seems likely that Theorems 17 and 19 may be combined to give a description of sλ(u) for
λ = (a, 2, 1b) but so far we have been unable to make progress on the case λ = (3, 3).
We end this section with an example.
Example 20. Let n = 3 and λ = (4, 4, 4). Let us calculate the coefficient of s22 in Gλ(X; q).
The shape λ has ribbons on the diagonals {0, 1, 2, 3}, so we are concerned with 3-commuting
tableaux of shape (2, 2) filled with the numbers {0, 1, 2, 3}. There are only two such tableaux S
and T given in Fig. 4. It is easy to see that ureading(T ).∅ = 0 so the coefficient of s22 in Gλ(X; q)
is given by the spin of the ribbon tableau corresponding to ureading(S).∅ = u2u1u3u0.∅. This
tableau has spin 4, so that c(2,2)(4,4,4)(q) = q4 (see Fig. 5).
We may check directly that in fact
Gλ(X; q) = q2s211 + q4(s31 + s22)+ q6s31 + q8s4.
8. Final remarks
8.1. Maps involving Un
The algebra Un has many automorphisms. The map sending ui 7→ ui+1 is an algebra
isomorphism of Un and the map sending ui 7→ u−i is a semi-linear algebra involution.
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Proposition 21. There are (many) commuting injections
U1 ↪→ U2 ↪→ U3 · · ·
and surjections
· · ·U3  U2  U1.
Proof. The injection Un−1 ↪→ Un can be given by sending uk(n−1)+i to ukn+i where i ∈
{0, 1, . . . , n − 2}. The surjection Un  Un−1 is given by sending ukn+i to uk(n−1)+i for
i ∈ {0, 1, . . . , n − 2} and sending ukn+n−1 to 0 for all k ∈ Z. 
8.2. The algebra U∞
Picking compatible injections as above, the inductive limit U∞ of the algebras Un has a
countable set of generators ui, j (the image of u
(n)
i+ jn) where i ∈ N and j ∈ Z. The generators are
partially ordered by the relation (i, j) < (k, l) if either j < l, or j = l and i < k. The generators
satisfy the following relations:
ui, juk,l = uk,lui, j if | j − l| ≥ 2 or if j = l ± 1 and i 6= k,
u2i, j = 0 for any i, j ∈ Z,
ui, jui, j±1ui, j = 0 for any i, j ∈ Z,
ui, juk, j = q2uk, jui, j for i, j, k ∈ Z satisfying i > k,
ui, j+1uk, j = q2uk, jui, j+1 for i, j, k ∈ Z satisfying i < k.
Many of the results of this paper can be phrased in terms of U∞. For example, one can define
∞-commuting tableaux which are maps T : λ → N× Z.
8.3. Another description of Un
There is an alternative way of looking at the algebras Un ⊂ End(F). Let u = u0 be the operator
adding an n-ribbon on the 0th diagonal. We may view a partition λ in terms of its {0, 1}-edge
sequence {pi (λ)}∞i=−∞ (see [15] for example). Let t be the operator which shifts a bit sequence{pi }∞i=−∞ one step to the right, so that (t · p)i = pi−1. Note that t does not send a partition to
a partition so we need to consider it as a linear operator on a larger space (spanned by doubly
infinite bit sequences, for example). It is clear that ui = t iut−i and we may consider Un as sitting
inside an enlarged algebra U˜n = K [u, t, t−1].
8.4. Relationship with affine Hecke algebras and canonical bases
The operators pk(u) = Bi of Corollary 8 were originally described in [7] as power sums in
certain elements y−1i which lie within the thermodynamic limit of the center of the affine Hecke
algebra of type A. In fact, we have sλ(u) = sλ(y−11 , y−12 , . . .) as operators acting on F. It is not
clear what the relationships between these y−1i and the ui are. It is also not always true that the
action of a monomial in the y−1i on a partition λ gives a power of q times some other partition
(or 0), which is the case for monomials in ui . Separately, Leclerc and Thibon [11] have shown
that sλ(u).∅ = G−nλ, a member of the lower global crystal basis of F. It would be interesting to
understand this in terms of the ui .
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8.5. Connection with work of van Leeuwen and Fomin
Van Leeuwen [12] has given a spin-preserving Robinson–Schensted–Knuth correspondence
for ribbon tableaux. The calculations in Section 5 are essentially an algebraic version of van
Leeuwen’s correspondence, in a manner similar to the construction of the generalized Schensted
correspondences in [3].
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