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Abstract. For the low accuracy and calculation speed of traditional fault diagnosis methods, the 
chaos optimization algorithm (COA), quantum particle swarm optimization (QPSO) algorithm 
and support vector machine (SVM) are introduced into the fault diagnosis to propose a novel fault 
diagnosis (CQPSMFD) method in this paper. In the proposed CQPSMFD method, the COA is 
used to initialize the parameters of the QPSO algorithm in order to obtain the CQPSO algorithm 
with the better convergence speed. Then the CQPSO algorithm is used to optimize the parameters 
of the SVM model to construct a high-precision SVM model (CQPSM) with the higher accuracy 
and stronger generalization ability. Next, the CQPSMFD method based on CQPSM method is 
proposed for motor. Finally, the experiment data from Case Western bearing dataset and actual 
motor are selected to verify the CQPSMFD method. The results show that the CQPSO algorithm 
can obtain the optimal parameter combination and the CQPSMFD method can effectively improve 
the fault diagnosis accuracy and speed. 
Keywords: fault diagnosis, quantum particle swarm optimization, chaos optimization algorithm, 
support vector machine, information fusion, optimization parameter. 
1. Introduction 
Fault is a phenomenon of losing specified function or endangering security of the equipments 
or systems in the working due to some reasons. It causes the equipments or systems that cannot 
abnormally operate and reduce their performances. Fault diagnosis is a technology for knowing 
and mastering the operation state of the equipments or systems, determining whether to be in the 
abnormal state, early detecting the fault and its reason, and forecasting the fault trend [1]. It plays 
a very important role to ensure the normal operation of equipments or systems. The fault diagnosis 
method is used to diagnose, identify and classify the faults in order to prevent emergencies and 
accidents. Consequently, it is very meaningful to deeply study new fault diagnosis methods for 
equipments or systems. 
Information fusion is a typical problem that involves the integration of multi-source 
information technologies. A lot of information fusion methods have been developed and proposed 
in recent years [2]. These information fusion methods are essentially summarized as the stochastic 
methods and artificial intelligence methods [3-5]. The stochastic methods mainly include Kalman 
filtering, multi-Bayesian estimation, evidential reasoning and so on. The artificial intelligence 
methods mainly include fuzzy logic, neural network, rough set, cluster analysis, particle swarm 
optimization and so on. These information fusion methods play a huge application role in the 
military, aerospace, energy, metallurgy, petrochemical and other fields. 
The SVM is a method based on the statistical learning theory, and it can establish the accurate 
system model with the good learning ability and generalization ability. Therefore, it is widely 
applied in the field of information fusion [6, 7]. But the parameters of the SVM play a decisive 
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role to evaluate its learning ability and generalization ability. For the parameter optimization 
problems of the SVM, many researchers have deeply researched and discussed from the different 
angle degree in recent years. They proposed a lot of various optimization methods in order to 
obtain the best parameter combination, such as simulated annealing(SA), grid search, genetic 
algorithm(GA), differential evolution(DE), particle swarm optimization (PSO), quantum particle 
swarm optimization(QPSO) algorithm and so on. But these methods have their own defects in the 
actual application. The SA exists the slow convergence speed and long execution time, its 
performance is related to the initial parameter value, and the parameters of the SA are sensitive. 
Grid search method exits the large calculation and long search time. The GA exits the slow 
convergence speed and premature convergence. The DE is easy to fall into the local optimum 
value and low convergence accuracy. The PSO algorithm is easy to fall into the local optimum 
value, and the poor local search ability. The QPSO algorithm is still easy to fall into the local 
optimum value.  
Chaos optimization algorithm(COA) is a population-based stochastic optimization algorithm 
by using the chaotic map. It is not sensitive to initial value, easy to jump out the local optimum 
value, and takes on the fast search speed and high calculation accuracy. So the COA is used to 
improve the QPSO algorithm in order to avoid to fall into local optimum value and premature 
convergence, improve convergence speed and local search ability. Then the improved 
QPSO(CQPSO) algorithm is used to optimize the parameters of the SVM to obtain a new 
information fusion(CQPSM) method, which is applied in the fault diagnosis for proposing a novel 
fault diagnosis(CQPSMFD) method. Finally, the experiment data from Case Western bearing 
dataset and actual motor are selected to test and verify the effectiveness of the proposed 
CQPSMFD method. 
2. Related studies 
Information fusion is initially known as data fusion. Many researchers proposed a lot of 
information fusion methods. Sun and Deng [8] proposed scalar weighting information fusion 
decentralized Kalman filter for discrete time-varying linear stochastic control systems. Xiao et al. 
[9] proposed a data fusion method based on combining the ANN with wavelet analysis for 
structural damage detection. Boutros et al. [10] proposed a fuzzy index fusion method to fuse the 
different indices derived from the same data source of a single sensor. Temko et al. [11] proposed 
the fusion approach of different information sources with the fuzzy integral for the problem of 
classifying. Li et al. [12] proposed a fusion method based on the arc sensing and vision sensing 
information. Jiang et al. [13] proposed a fault diagnosis methodology for rotating machinery by 
using multisensor information fusion. Anibou et al. [14] proposed a supervised classification 
algorithm based on discrete wavelet transform and information fusion for the segmentation of the 
textured images.  
Fault diagnosis method began in the early 1970s. It has been receiving more and more attention. 
A lot of fault diagnosis methods are proposed in the past two decades. Dong et al. [15] proposed 
a framework based on information fusion by combining different diagnostic tools in a systematic 
way. Basir and Yuan [16] proposed a fault diagnosis method based on multi-sensor information 
fusion by using D-S. Peng et al. [17] proposed a vibration fault diagnosis method of hydroelectric 
unit by using LS-SVM and D-S. Okatan et al. [18] proposed a fault detection approach based on 
statistics of mathematical expectation of the spectral norm of a normalized innovation matrix for 
the sensor information fusion Kalman filter. Li et al. [19] proposed an effective autonomous 
navigation system for the integration of star sensor, infrared horizon sensor, magnetometer, radar 
altimeter and ultraviolet sensor. Xu et al. [20] proposed a fault diagnosis method based on 
information fusion method by using interval basic probability assignment in order to deal with the 
ambiguities in the processes of signal acquisition and fault feature extraction. Moosavian et al. 
[21] proposed a bearing fault diagnosis method based on vibration analysis by using fisher linear 
discriminant, K-nearest neighbor and SVM. Li et al. [22] proposed a faulted element identification 
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algorithm based on multisource information fusion for wide-area protection. Dong et al. [23] 
proposed a modified multi-sensor information fusion method based on combining the improved 
JDL data fusion model with the hierarchical processing idea. Sarkar et al. [24] proposed a 
data-driven fault detection method in commercial aircraft gas turbine engines in the framework of 
multisensor information fusion and symbolic dynamic filtering. Hang et al. [25] proposed a 
multi-sensors information fusion technology for fault diagnosis of the wind turbine. Xu et al. [26] 
proposed a sensory information fusion-based diagnostic methodology and framework. Cheng et 
al. [27] proposed a new gear fault diagnosis method by using multi-sensor information fusion 
based on combining wavelet correlation feature scale entropy, self-organizing feature map neural 
network and D-S in strong noise. Xiong et al. [28] proposed an information fusion fault diagnosis 
method based on a static discounting factor, K-nearest neighbors and dimensionless indicators. 
Although these proposed information fusion methods and fault diagnosis methods can better 
realize different fault diagnosis problems from the different degree of angle in order to obtain 
good diagnosis results, they exist the defects of low classification accuracy, weak generalization 
ability and slow convergence speed and so on. So the COA and QPSO algorithm are introduced 
into the SVM to obtain a new information fusion(CQPSM) method, in order to propose a novel 
fault diagnosis (CQPSMFD) method for realizing motor fault diagnosis. 
3. Basic algorithms and methods 
3.1. Quantum particle swarm optimization(QPSO) algorithm 
The PSO algorithm is a population-based search algorithm. It consists of a number of 
individuals, which have one position and one velocity and are denoted as particles. Sun et al. [29] 
proposed a quantum particle swarm optimization(QPSO) by researching the convergence behavior 
of the particles from the perspective of quantum mechanics. The QPSO algorithm improved the 
evolutionary search strategy of the PSO algorithm. This algorithm only needs the velocity vector 
for finding the global optimal solution. The QPSO algorithm is far superior to the all developed 
PSO algorithms for the search ability. 
In the QPSO algorithm, each particle must converge on the respective random point ܲ ,  
ܲ = (݌ଵ, ݌ଶ, ⋯ , ݌௡), the ݆th dimension of the ݅th particle is described as follow: 
௝ܲ =
ܿଵ × ݎଵ௝ × ݌௜௝(ݐ) + ܿଶ × ݎଶ௝ × ݌௚௝(ݐ)
ܿଵ × ݎ௜௝ + ܿଶ × ݎଶ௝ . (1)
A global point is introduced into the PSO algorithm to calculate the next iteration variable of 
the particle, which is defined as the mean best value of the local optimum position in all particles. 
The calculated expression is described as follows: 
ܯ௕௘௦௧ =
1
ܯ ෍ ௜ܲ
ெ
௜ୀଵ
= ൭ 1ܯ ෍ ௜ܲଵ
ெ
௜ୀଵ
, ⋯ , 1ܯ ෍ ௜ܲ௝
ெ
௜ୀଵ
൱, (2)
௜ܲ = ݎଵ ∗ ௜ܲ௝ + ݎଶ ∗ ௚ܲ௝, (3)
ݔ௜(ݐ + 1) = ௜ܲ ± ߚ ∗ |ܯ௕௘௦௧ − ݔ௜(ݐ)| ∗ ln ൬
1
ݑ൰, (4)
where ܯ௕௘௦௧  is the intermediate position in the ௕ܲ௘௦௧ , ܯ  is the number of the particles, ݆  is 
dimension value of the particle, ௜ܲ is the best position of the particle, ௜ܲ௝ is the found optimal 
solution ( ௕ܲ௘௦௧) of the particle, ௚ܲ௝ is the found optimal solution (ܩ௕௘௦௧) of all particles, ݔ௜(ݐ) is 
the related position information. ߚ is the contraction or expansion coefficient, ݎଵ, ݎଶ and ݑ are the 
random number in the [0, 1].  
In the QPSO algorithm, the particle state is only described by the position vector, and there is 
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only one control parameter ߚ. The control of parameter ߚ is very important, because the parameter 
ߚ determines the convergence speed of the algorithm. When the QPSO algorithm is used to solve 
the practical problems, there are several control methods for parameter ߚ. The best simple one is 
that the parameter ߚ is set to be a fixed value in the running. But this method is lack of robustness. 
The other efficient method is linear decreasing strategy that linearly decreases the value of 
parameter ߚ. This method has achieved very good results in the specific practical problems [30]. 
So the linear decreasing strategy is used to determine the value of parameter ߚ in this paper. The 
expression of the linear decreasing strategy is described: 
ߚ = 0.5 + 0.5 ∗ ୫ܶୟ୶ − ݐ
୫ܶୟ୶
, (5)
where ݐ is the current number of iterations, ݐ = 0, 1, 2,…, ୫ܶୟ୶. ୫ܶୟ୶ is the maximum number of 
iterations and the value of parameter ߚ is from 1 to 0.5. 
3.2. Chaos optimization algorithm 
Chaos optimization algorithm (COA) [31] is a population-based stochastic optimization 
algorithm by using the chaotic map. In the COA, it searches all points in turn within changing 
range of variables, and selects the better point as the current optimum point. Then the current 
optimum point is regarded as the center, a tiny chaotic disturbance is imposed and a careful search 
is performed for searching the global optimal point with the high probability. The COA with the 
refined search space, better search speed and higher search accuracy is selected to optimize QPSO 
algorithm in this paper. The COA is used to get chaotic variables. So Logistic chaotic model is 
used to generate the chaotic variable. The mapping equation is given: 
ܼ௡ାଵ = ܮ(ߤ, ܺ௡) = ߤܼ௡(1 − ܺ௡), ߤ ∈ [0,4], ݊ = 0, 1, 2, 3, …, (6)
where control variable (ߤ ∈ [0, 4]) is the parameter of Logistic. When control variable is ߤ = 4, 
Logistic mapping is fully mapped in [0, 1] and it is in the chaotic state. It takes on the traversal 
between [0, 1], and any state will not repeat. Under Logistic mapping function (the initial 
condition ݔ଴), the generated sequences are not periodic and must converge to the specific value 
outside the given range. 
3.3. Support vector machine (SVM) 
The SVM is one of the popular tools for supervised machine learning method based on 
structural risk minimization [32-34]. The characteristic of SVM is to map the original nonlinear 
data into higher-dimensional feature space. The given training sample is  
ܵ = {(ݔ௜, ݕ௜)|݅ = 1, 2, 3, … , ݉}, ݉ is the number of samples, the set {ݔ௜} ∈ ܴ௡ represents the input 
vector, ݕ ∈ {−1,1} indicates the corresponding desired output vector, the input data is mapped 
into the high dimensional feature space by nonlinear mapping function ߶(•) . The optimal 
classification hyperplane must meet the following conditions: 
൜ω
்ݔ௜ + ܾ ≥ 1,       ݕ௜ = 1,
ω்ݔ௜ + ܾ ≤ −1,   ݕ௜ = −1, (7)
where ߱ is Omega vector of super plane, ܾ is offset quantity. Then the classification decision 
function is described: 
݂(ݔ௜) = sgn(்߱ݔ௜ + ܾ). (8)
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The SVM model is described by the optimization function minఠ,క,௕ܬ(߱, ߦ௜): 
minఠ,క,௕ܬ(߱, ߦ௜) =
1
2 ߱
்߱ + 12 ߛ ෍ ߦ௜
ଶ
௠
௜ୀଵ
, (9)
ݏ. ݐ.  ݕ௜[்߱߶(ݔ௜) + ܾ] = 1 − ߦ௜, ݅ = 1, 2, 3, … , ݉, (10)
where ߦ௜ is slack variable, ܾ is offset, ߱ is support vector, ߦ = (ߦଵ, ߦଶ, ⋯ , ߦ௠), ߛ is classification 
parameter for balancing the fitting error and model complexity. 
The optimization problem transforms into its dual space. Lagrange function is used to solve. 
The corresponding optimization problem of the SVM model with Lagrange function is: 
ܮ(߱, ܾ, ߦ, ߙ) = 12 ߱
்߱ + 12 ߛ ෍ ߦ௜
ଶ
௠
௜ୀଵ
− ෍ ߙ௜{ݕ௜[்߱߶(ݔ௞) + ܾ] − 1 + ߦ௜}
௠
௞ୀଵ
, (11)
where ߙ௜ is the Lagrange multiplier, and ߙ௜ ≥ 0 (݅ = 1, 2, 3,…, ݉).  
The classification decision function is described: 
݂(ݔ௜) = sgn ൭෍ α௜
௠
௜ୀଵ
ݕ௜ܭ(ݔ, ݔ௜) + ܾ൱. (12)
4. CQPSO and information fusion method 
4.1. Chaos quantum particle swarm optimization (CQPSO) algorithm 
The QPSO algorithm has better global search ability than the PSO algorithm. But it still exists 
the premature convergence problem and is easy to fall into the local optimum value. So the 
determining mechanism of premature convergence is used to avoid the local optimal value: 
௜ܲ = ௜݂
− ௕݂௘௦௧
௪݂௢௥௦௧ − ௕݂௘௦௧, (13)
where ௜݂ is the fitness value of current particle, ௕݂௘௦௧ is the best fitness value of current particle, 
௪݂௢௥௦௧ is the worst fitness value of current particle. With the increasing of iteration, the value of 
the ௜ܲ is decreasing. 
The COA method takes on the refined search space, better search speed and higher search 
accuracy. So a new chaos quantum particle swarm optimization (CQPSO) algorithm based on 
combining the QPSO algorithm with the chaos method is proposed to improve the convergence 
speed and convergence precision. In the CQPSO algorithm, Logistic chaotic model is used to 
generate the chaotic variables, which perturb some particles in order to enhance the local search 
ability and improve the search accuracy. The flow of the CQPSO algorithm is described: 
Step 1. Initialize. 
The related parameters and the termination condition are initialized. The ݔ(ݐ) is different 
initial value of the number ݅. The chaotic variables are generated according to Eq. (6). 
Step 2. The parameter ߚ linearly decreases from 1 to 0.5 with the increasing of iteration.  
Step 3. Map ݔ(ݐ + 1)into the space domain: 
ݕ(݇, ݐ + 1) = ܽ௧ + (ܾ௧ − ܽ௧)ݔ(ݐ + 1), ݕ(݇, ݐ + 1) ∈ [ܽ௧, ܾ௧]. (14)
Step 4. Calculate the fitness value. 
According to the selected fitness function, the fitness value is calculated. The individual 
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extremum value (ܲ   ್೐ೞ೟ ) and global extremum value (ܯ௕௘௦௧) are searched and updated.  
Step 5. For each particle, the fitness value of the particle is compared with the fitness value of 
extremum point, and the population is updated.  
Step 6. Determine whether the operation will end. The calculation result meets the end 
condition, then the operation will end. And the obtained result is output. Otherwise go to step 7. 
Step 7. Determine the global extremum value (ܯ௕௘௦௧). If the ܯ௕௘௦௧ is not continuously updated, 
the COA is executed for the best particle in the population. Then go to step 8. 
Step 8. The new particle is generated. Go to step 3. to continue the implementation of the 
CQPSO algorithm. 
4.2. Information fusion method 
In the SVM, the kernel function is used to map the input into the high-dimensional feature 
space to find the optimal superplane. So the kernel function must meet the expression: 
ܭ൫ݔ௜, ݔ௝൯߮(ݔ௜) • ߮൫ݔ௝൯. (15)
For fault diagnosis, because the radial basis kernel function takes on better smoothness and 
analyticity, it is widely applied in the SVM. So the radial basis function is selected as the kernel 
function of the SVM. Its expression is described as follow: 
ܭ(ݔ, ݔ௜) = exp ቆ−
‖ݔ − ݔ௜‖ଶ
ߪଶ ቇ, (16)
where ݔ is a ݉-dimensional input vector, ݔ௜ is the center of the ݅th radial basis function.  
In the SVM, the kernel parameter ߪ is used to determine the corresponding relation between 
the mapping function and feature space. It is a very important to select the appropriate value of 
the ߪ  for the feature space. The penalty coefficient ܥ  is used to adjust the proportion of the 
confidence range and experience risk for obtaining the best learning ability. The penalty 
coefficient ܥ is smaller or larger value, it will cause the poor generalization ability. So it is very 
critical and difficult to determine the optimal values of the ߪ and ܥ in the SVM. The COA takes 
on the advantages of the refined search space, better search speed and higher search accuracy, the 
QPSO algorithm takes on the global optimization ability. So the COA is used to better initialize 
the parameters of the QPSO algorithm to propose the CQPSO algorithm. Because the proposed 
CQPSO algorithm takes on stronger global optimization ability in the feasible solution space, it is 
used to optimize the σand ܥ in order to obtain the optimal value combination of the ߪ and ܥ for 
constructing a high-precision SVM model (called information fusion (CQPSM)method) with the 
higher accuracy and stronger generalization ability. 
The process of optimizing parameters of the SVM is described in detail: the ߪ and ܥ of the 
SVM is selected as combinatorial optimization problem to establish the objective function. Then 
the CQPSO algorithm is used to search the optimal values of the objective function in order to 
find out the optimal parameter combination. Firstly, the fitness function is defined: 
ܴܯܵܧ = ඨ∑ [݂
ᇱ(݅) − ݂(݅)]ଶெ௜ୀଵ
ܯ , (17)
where ܴܯܵܧ is root mean squared error, ܯ is the number of training samples, ݂(݅) is the actual 
value of the ݅th sample, ݂ᇱ(݅) is the predicted value of the ݅th sample. The parameter combination 
with the minimum ܴܯܵܧ is selected. The objective function is described: 
min݂(ܥ, ߪ) = minܴܯܵܧ, (18)
2258. STUDY ON A NOVEL FAULT DIAGNOSIS METHOD BASED ON INFORMATION FUSION METHOD.  
HUIMIN ZHAO, WU DENG, XINHUA YANG, XIUMEI LI, ZHENGGUANG LI 
 © JVE INTERNATIONAL LTD. JOURNAL OF VIBROENGINEERING. DEC 2016, VOL. 18, ISSUE 8. ISSN 1392-8716 5133 
ݏ. ݐ.   ܥ ∈ [ܥ௠௜௡, ܥ௠௔௫], ߪ ∈ [ߪ௠௜௡, ߪ௠௔௫. ] (19)
The function ݂ is objective function. The CQPSO algorithm is used to exhaustively search in 
the domain of ܥ and ߪ in order to let the objective function ݂ to converge to its minimum value. 
At this time, the values of ܥ and ߪ are the optimal parameter combination of the SVM.  
The flow chart of the CQPSM is shown in Fig. 1.  
 
Fig. 1. The flow chart of the CQPSM method 
The steps of the CQPSM are described: 
Step 1. Initialize. 
The initial parameters include population size (ܺ(ݐ) = {ݔଵ, ݔଶ, ⋯ , ݔ௠}), learn factors (ܿଵ and 
ܿଶ), initial control parameter ߚ଴ , ݎଵ , ݎଶ  and ݑ, the maximum iteration ( ୫ܶୟ୶), and the current 
iteration (ݐ = 1). Randomly initialize the velocity and position of each particle in the given range. 
The position of each particle is defined in ݔ௜ ∈ [−1,1].  
Step 2. Code for the parameters. 
When the CQPSO algorithm is selected to optimize parameters (ܥ and ߪ), each particle is 
obliged to be replaced by a set of the potential solutions: 
ݒ௜ = (ܥ, ߪଵ, ߪଶ, ⋯ , ߪ௠ିଵ). (20)
Step 3. The following function is selected as the fitness function: 
ܨ = 1ܴܯܵܧ(ܥ, ߪ). (21)
Step 4. Update the local optimal position ௜ܲ௝ for each particle and other relevant variables. 
Step 5. Update the global optimal position ௚ܲ௝ for each particle and other relevant variables. 
Step 6. Calculate the ܯ௕௘௦௧ value and the random point ௜ܲ for each particle. 
Step 7. Update the position according to the probability plus and minus for each particle. 
Step 8. If the end condition is met, the operation is end and the current best solution is obtained. 
Otherwise, ݐ = ݐ + 1 is executed, return to Step 3 to recalculate until the termination is melted.  
Step 9. The optimal parameter combination is entered in the SVM model in order to obtain the 
information fusion (CQPSM) method. 
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5. Fault diagnosis method and experiment analysis 
5.1. Fault diagnosis method 
In order to effectively realize the fault diagnosis and obtain high correctness and speed, the 
proposed CQPSM method is introduced into fault diagnosis to propose a novel fault diagnosis 
(CQPSMFD) method in this paper. The process of the proposed CQPSMFD method is illustrated 
in Fig. 2. 
 
Fig. 2. The process of the proposed CQPSMFD method 
5.2. Experiment and result analysis 
The standard vibration data from Case Western bearing dataset and the actual data of motor in 
industrial production are used to validate the effectiveness of the proposed CQPSMFD method. 
The experiment environments are Matlab2010b. The initial values of parameters for the 
CQPSMFD method could be a complicated problem itself, the change of parameters could affect 
the optimum value. The selected ones are those that gave the best computational results concerning 
both the quality of the solution and the run time needed to achieve this solution. The initial values 
are: population size ܯ = 60, learning factor ܿଵ = ܿଶ = 2.0, control parameter ߚ଴ = 1. The max 
iteration ୫ܶୟ୶ = 500. 
5.2.1. The standard vibration data for fault diagnosis 
The 6205-2RS JEM SKF deep groove ball bearing is employed. In this bearing, the external 
diameter is 52 mm, the internal diameter is 25 mm, and thickness is 15 mm. These data are 
acquired with the 12 kHz sampling frequency. The vibration signals are 40 samples for the inner 
race fault, the outer race fault, rolling element fault and normal state respectively. Firstly, the 
vibration signals are decomposed by ensemble empirical mode decomposition (EEMD) 
respectively. The instantaneous amplitude energies of eight IMFs are extracted as the input of the 
CQPSMFD method. The obtained feature vectors are randomly divided into 30 training samples 
and 10 testing samples. The feature vectors of bearing are shown in Table 1.  
The BPNFD method based on BP neural network, SVMFD based on SVM, POSMFD method 
based on PSO and SVM, QPOSMFD method based on QPSO and SVM are selected to compare 
with the CQPSMFD method. The comparison results are shown in Table 2. 
As can be seen from Table 2 and Fig. 3, the correctness rates of the proposed CQPSMFD 
method are 100.0 %, 97.5 %, 100.0 % and 95.0 % for normal state, inner race fault, outer race 
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fault and rolling element fault respectively. For each standard vibration data, the average 
correctness rate of the proposed CQPSMFD method is 98.125 %. It is best diagnosis result than 
the BPNFD method, SVMFD method, POSMFD method and QPOSMFD method. The proposed 
CQPSMFD method can obtain the complete correctness result for the normal signal and outer race 
fault signal, the correctness rate is 100 %. So the comparison results show that the proposed 
CQPSMFD method takes on the higher fault pattern recognition accuracy for the standard 
vibration data in the experiment. 
Table 1. The feature vectors of bearing 
State Samples The instantaneous amplitude energy of IMFs ܧଵ ܧଶ ܧଷ ܧସ ܧହ ܧ଺ ܧ଻ ܧ଼ 
Normal state 
1 0.512 0.705 0.104 0.251 0.388 0.072 0.007 0.003 
2 0.529 0.718 0.186 0.263 0.324 0.051 0.013 0.010 
3 0.536 0.726 0.241 0.278 0.285 0.043 0.024 0.013 
Inner race fault 
1 0.962 0.250 0.101 0.048 0.018 0.007 0.001 0.000 
2 0.951 0.292 0.103 0.053 0.017 0.004 0.003 0.001 
3 0.940 0.310 0.106 0.058 0.015 0.002 0.002 0.001 
Outer race fault 
1 0.741 0.668 0.108 0.029 0.010 0.001 0.001 0.000 
2 0.709 0.703 0.105 0.024 0.007 0.003 0.000 0.000 
3 0.688 0.726 0.102 0.020 0.003 0.004 0.003 0.002 
Rolling element fault 
1 0.725 0.633 0.240 0.157 0.035 0.006 0.004 0.003 
2 0.750 0.587 0.266 0.119 0.026 0.003 0.002 0.001 
3 0.778 0.553 0.289 0.098 0.024 0.002 0.001 0.000 
Table 2. The comparison of fault diagnosis results 
State Diagnosis correctness rate (%) BPNFD SVMFD POSMFD QPOSMFD CQPSMFD 
Normal state 82.5 % 85.0 % 92.5 % 97.5 % 100.0 % 
Inner race fault 77.5 % 82.5 % 87.5 % 95.0 % 97.5 % 
Outer race fault 82.5 % 90.0 % 95.0 % 97.5 % 100.0 % 
Rolling element fault 80.0 % 85.0 % 90.0 % 92.5 % 95.0 % 
Average value 80.625 % 85.625 % 91.25 % 95.625 % 98.125 % 
 
Fig. 3. The correct rate comparison result for standard vibration data 
5.2.2. The actual data of motor for fault diagnosis 
The mechanical fault of motor rotor in industrial production is selected as the actual research 
object. The type of motor is Y132M-4 and rated speed is 1450 r/min in this paper. The actual 
vibration signals on the horizontal and vertical directions are collected by using eddy-current 
sensor. The main faults of motor rotor include the rotor unbalance, rotor misalignment, oil whirl, 
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rotation detachment, surge, losing bearing house and so on. Due to the limited page, the normal 
state, rotor unbalance and oil whirl are only considered. ݀ = 0 represents the normal state, ݀ = 1 
represents the rotor unbalance state and ݀ = 2 represents oil whirl state.  
The experiment steps of CQPSMFD method for actual motor are described as follows. 
Step 1. Obtain the training and testing date. 
In this paper, we select 300 samples. 250 samples are randomly selected as the training samples, 
the rest (50) is regarded as the testing samples. The describing of these samples is shown in Table 3. 
Table 3. The describing of these samples 
Data type ݀ = 0 ݀ = 1 ݀ = 2 
Training samples 50 108 92 
Testing samples 8 23 19 
Total samples 58 131 111 
Step 2. Data preprocessing. 
Firstly, the mapminmax normalized function in Matlab2010 is used to process the data to the 
interval of [0, 1]. Rough set is a mathematical method that can be employed to deal with the data 
with the imprecision, incompletion, vagueness, and uncertainty. It can discover implicit 
knowledge and reveal potential rules by analyzing and dealing with all kinds of imprecise, 
incomplete, and disaccord information. So the rough set is used to realize the reduction in order 
to delete the redundancy attributes and obtain the minimum rule set with the greatest degree.  
Step 3. Optimize the parameters of the SVM. 
The CQPSO algorithm is used to optimize the σand ܥ of the SVM in order to obtain the best 
parameter combination. The optimal values are obtained: ܥ = 0.024, ߪ = 0.994. 
Step 4. Obtain the CQPSM method. 
The obtained parameter values are entered in the SVM model, and the training samples are 
used to continuously train the SVM for obtaining the optimal SVM (CQPSM). 
Step 5. Obtain the CQPSMFD method. 
The CQPSM method is applied in fault diagnosis to propose a novel fault diagnosis 
(CQPSMFD) method.  
Step 6. Output diagnosis result. 
The testing samples are used to test the effectiveness of the CQPSMFD method. The diagnosis 
results are obtained in Table 4. 
Table 4. The diagnosis results of CQPSMFD method 
Motor state Testing data Testing result Diagnosis result Correct rate 
Normal state 8 8 ݀ = 0 100 % 
Rotor unbalance 23 22 ݀ = 1 95.7 % 
Oil whirl fault 19 18 ݀ = 2 94.7 % 
Average value    96.8 % 
As can be seen from Table 4, for 50 testing samples, the proposed CQPSMFD method can 
better diagnose the normal state, rotor unbalance and oil whirl fault of motor. For the normal state, 
the proposed CQPSMFD method can obtain 100 % correct rate. For the rotor unbalance fault and 
oil whirl fault, the proposed CQPSMFD method can obtain 95.7 % and 94.7 % correct rate, 
respectively. For the motor fault, the proposed CQPSMFD method can obtain 96.8 % mean correct 
rate in the testing samples. So the experiment results show that the proposed CQPSMFD method 
has the higher diagnosis accuracy.  
In order to further verify the effectiveness of the proposed CQPSMFD method, the BPNFD 
method based on BP neural network, SVMFD method based on SVM model, POSMFD method 
on PSO algorithm and SVM and QPOSMFD method on QPSO and SVM are used to compare 
with the proposed CQPSMFD method. The initial values of parameters of these methods are 
obtained by using the experiment. The results of fault diagnosis are shown in Table 5. 
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As can be seen from Table 5 and Fig. 4, for the given 50 testing samples, the fault diagnosis 
correct rate of the BPNFD method is lowest, its correct rate is only 78 %. The fault diagnosis 
correct rate of the SVMFD method is 86 %, and fault diagnosis correct rate of the POSMFD 
method is 90 %. The fault diagnosis correct rate of the QPOSMFD method is 92 %, and fault 
diagnosis correct rate of the CQPSMFD method is 96 %. Obviously, the proposed CQPSMFD 
method can obtain the best fault diagnosis correct rate than the BPNFD method, SVMFD method, 
POSMFD method and QPOSMFD method. So the experiment results show that the proposed 
CQPSMFD method can obtain the high fault diagnosis correct rate, and takes on strong robustness. 
Table 5. The comparison of diagnosis results 
Diagnosis method Testing samples Testing result Correct rate 
BPNFD 50 39 78 % 
SVMFD 50 43 86 % 
POSMFD 50 45 90 % 
QPOSMFD 50 46 92 % 
CQPSMFD 50 48 96 % 
 
Fig. 4. The correct rate comparison of several methods 
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6. Conclusions 
Fault diagnosis is a technology for knowing and mastering the operation state of the equipment 
or systems, determining whether to be in the abnormal state, early detecting the fault and its  
reason, and forecasting the fault trend. Information fusion involves the integration of multi-source 
information technologies. In this paper, in order to improve the low correctness rate of traditional 
fault diagnosis methods, the COA and QPSO algorithm are introduced into the SVM to optimize 
the parameters of SVM and obtain a new information fusion (CQPSM) method. The COA with 
the refined search space, better search speed and higher search accuracy is used to better initialize 
the QPSO algorithm to obtain the CQPSO algorithm. The CQPSO algorithm with the better global 
optimization performance is used to optimize the parameters of the SVM in order to propose the 
CQPSM method with the higher accuracy generalization ability. The CQPSM method is applied 
in fault diagnosis in order to propose a novel fault diagnosis (CQPSMFD) method. The experiment 
data from Case Western bearing dataset and actual motor are used to verify the effectiveness of 
the proposed CQPSMFD method. The mean correctness rates of the proposed CQPSMFD method 
are 98.125 % for motor bearing and 96.8 % for actual motor rotor in industrial production, 
respectively. The experiment results show that the proposed CQPSMFD method can obtain the 
high correct rate and high robustness. The CQPSMFD method can better meet the requirements 
of the fault diagnosis. 
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