ABSTRACT The virtual training of primitive surgical procedures has been widely recognized as immersive and effective to medical education. Virtual basic surgical training framework integrated with multi-sensations rendering has been recognized as one of the most immersive implementations in medical education. Yet, compared with the original intraoperative data, there has always been an argument on the lower fidelity these data are represented in virtual surgical training. In this paper, a solution is proposed to achieve better training immersion by incorporating multiple higher-fidelity factors toward a trainee's sensations (vision, touch, and hearing) during virtual training sessions. This was based on the proposal of a three-tier model to classify reasons leading to fidelity issues. This include: haptic factors, such as high-quality fitting of force models based on surgical data acquisition, the use of actual surgical instrument linked to desktop haptic devices; visual factors, such as patient-specific CT images segmentation and reconstruction from the original medical data; and hearing factors, such as variations of the sound of monitoring systems in the theatre under different surgical conditions. Twenty seven urologists comprising 18 novices and 9 professors were invited to test a virtual training system based on the proposed solution. Post-test values from both professors' and novices' groups demonstrated obvious improvements in comparison with pre-test values under both the subjective and objective criteria, the fitting rate of the whole puncture processing is 99.93%. Both the subjective and objective results demonstrated a higher performance than the existing benchmark training platform. Combining these in a systematic approach, tuned with specific fidelity requirements, haptically enabled training simulation systems would be able to provide a more immersive and effective training environment.
I. INTRODUCTION
Virtual reality-based surgical simulations have attracted many research attentions over the years and gradually turned into a real-life medical training simulation solution, providing highly immersive and repeatable training experience [1] , without ethical or hygienic issues. Due to the recent advances in the field of haptics, the sense of touch has brought such training into the next level with enhanced immersion and interactivity [2] , [3] . Nevertheless, the challenge of accurate and realistic haptic feedback cannot be overlooked, due to the high frequency update requirement (1000 Hz), many existing force calculation models are based on either artificial or animal based experimental data [4] , [5] . The aim of this study is to propose and evaluate a solution to achieve better training immersion by incorporating multiple higher-fidelity factors towards a trainee's sensations (Vision, Touch, and Hearing) during virtual training sessions. Compared to the existing surgical simulation framework, the major contributions of this work are:
• A 3-tier quantitative grades model is proposed and implemented towards trainee's sensations (Vision, Touch, and Hearing) during virtual training sessions, which is in Table 1 ;
• For the haptic rendering, human-based percutaneous force data from real operation room has been recorded, which provide the 100% immersive haptic data source. • Periodic extension idea is employed into the force data fitting, which demonstrated a high fitting rate.
• It is innovative to integrate intraoperative multisensation data directly into haptically-enabled VR medical training simulation which could complement the training immersion and minimize the gap between virtual and reality. The article is organized as follows: we review recently related studies in Section II. After that, we take the percutaneous biopsy, a typically medial application to introduce the detailed implementation of our novel training framework in Section III. Section IV demonstrates the validations results on our training platform by medical students and experts, and Section V summaries the potential contributions this paper makes.
II. RELATED WORKS
In this section, we review several existing of hapticallyenabled medical training frameworks on different surgical applications and aim to identify key techniques that could improve the immersion of visual, haptic and other potential rendering impacts during the simulation. Laparoscopy simulator is one of the most promising implementations in both research and market. Halic and De Suvranu [6] focused on the visual effect rendering of bleeding and smoke effects during the laparoscopic cholecystectomy, after that Fortmeier et al. [4] appended the haptic perception with java scripts application. Endoscopy which examines the internal lesions in viscera and cavities of human body is another common surgical simulation. Delorme et al. [7] designed a physic-based simulator called NeuroTouch for the endoscope training of cranial microsurgery, they used a simplified haptic model with the customized surgical tools during to improve the immersion, after that, Jiang et al. [8] improved the NeuroTouch to be a portable version for third ventriculostomy micro-neurosurgery. Punak et al. [9] presented a physicalbased endoscopic suturing simulator named Autosuture TM Endo Stitch TM with the real surgical instruments Except the minimally invasive surgical simulators, dental simulator is also another popular field for virtual surgical training. Tse et al. [10] developed the first dental operational simulator with visual and haptic rendering called hapTEL allowing tooth drilling and removing procedures in dentistry. Another oral implantation simulator named ''Computer Assisted Preoperative Planning for Oral Implant Surgery'' (CAPPOIS) was developed by Chen et al. [11] . On this basis, Wang et al. [12] introduced dual-hand haptic feedback interaction in dental simulator to improve the clinic perception [12] , [13] . Arthroscopy is another MIS which utilized for the examination of interior joint repair such as knee or shoulder. Heng et al. designed the first arthroscopic simulator with haptic feedback and physic-based deformation [14] . After Powell and O'Malley add the drilling effect in the bone surgery [15] , Cecil et al. [16] created a haptically-enabled simulator, ''Less Invasive Stabilization System'' (LISS). There are also a few works for biopsy simulation, which is a puncture procedure for take a sampling for examination of pathologic analysis, Ni et al. [17] designed a ultrasound-guided biopsy simulator utilized for the liver puncture simulation, after that Selmi et al. [18] conducted a clinic environment-based prostate biopsy simulator with the didactic teaching and detailed surgical procedures. Yi et al. proposed a feature point sampling method of the virtual model to simplify the collision detection and computation during the puncture simulation [19] . In the field of optometry simulation, Wei et al. [20] designed an immersive Augmented Reality-based (AR) optometry surgical station with the real slit lamp manipulation [3] . For the specific basic surgery manipulations, needle puncture and suturing operation have also been well studied, Jia and Pan [21] focused on the suturing simulation since 2010, after that, Ricardez et al. [22] developed an external suture simulation station named SutureHap. In the field of palpation training which according to the haptic feedback under the skin and surface tissue to detect anomalies of human viscera and bone, conducted Ullrich and Kuhlen proposed a palpation simulator FIGURE 1. The implementation of medical training platform with direct intraoperative data, which includes the multi-channel data recording in operation room (a), data processing and reproduction (b) and the final virtual medical training environment reconstruction (c).
in [1] for the dual-hands needle puncture simulation and Coles et al. developed a AR-based simulator called PalpSim in [23] integrated to the real OR scene based on with three Novint Falcon.
Based on the reviewed literature above, we identify the three major sensations (haptics, visual and audio) that need to be reproduced in haptically-enabled medical simulators, and each sensation can be provided with 3 levels based on the requirement and scale of the system, as shown in Table 1 . For the perception of haptic rendering, force modeling of the soft tissue could reproduce the realistic tactile sense between the surgical tools and the human organ, which may facilitate the trainer to distinguish the details of the tissue and familiarize with operation procedures. Apart from that, real surgical tools and the high DOF haptic device will also provide a high immersive surgical instrument familiarity practice environment, which could also boost the trainer's surgical skills. For the visual perception, realistic patient model provides an authentic surgical model which may improve the training fidelity, tissue deformation and the surgical effects (such as bleeding, burning, and smoking) could also make up the physics immersion parts of the training. Both original visual and audio from the surgical room environment could provide a cognitive training environment which could improve the trainers' cognitive sensation during the surgery. Tool-tissue interaction audio could create a high immersive all-around training scenario to help the novice integrated into the surgical environments faster, and the mistake audio alarm is used to assist the trainer to reduce the mis-operation effectively. With respect to immersion on haptics, force model, operation tool and the degree of freedom can all be categorised into three levels. The top level of immersive force rendering model involves biomechanical experiments with specific surgical manipulations, such as needle puncturing, electrocautery burning and cutting by linear stapling, etc. Furthermore, identical surgical instruments with OR room as well as customised haptic device with high degree of freedoms are also the essential components for the realistic force rendering. The middle level of the haptic immersion involves: empirical force modelling, such as the constitutive models-based continuum mechanics and elastic mechanics, real surgical tools connected on off-the-shelf 6DoF haptic device through 3D print connectors. The minimum level of the haptic immersion involves some basic simplified force models (such as Hook's law) and standard haptic stylus as surgical tools.
With respect to immersion on visual effect, we identified four key visual elements should be satisfied in surgical scene. Patient model is the foundation of anatomical identification and tissue-tool interactions during the simulation, top-level involves specific patient model reconstructed from a set of medical images (CT/MRI/Ultrasound) containing individual anatomical structures which could facilitate the trainee can not only immerse in a high accuracy scenario, but also totally obtain the patient's preoperative conditions. Mid-level still adopts actual patient's data; however, it forms publicly available online databases, different form the top-level model, it merely provides a reasonable visual effect without the matching with other virtual elements. The minimum level model is the artificial human models based on generic human anatomy made by the commercial 3D reconstructed software, such as Maya or 3D Max. Deformation reflects the impact between the surgical tools and soft tissue during the training and is a crucial clue. The top-level deformable simulation is physics-based deformation [24] which directly solves the partial differential equation by numerical calculation to get accurate simulation results, such as mass spring method (MSM) [25] , finite element method (FEM) [26] , boundary element method (BEM) [27] , control point-based method (PBD) [28] as well as meshless method [29] . Mid-level modeling methods are based on the geometry by moving the vertex or surface to achieve the mesh deformation, such as the Bezier-based method and B-spline, for more accurate such as non-uniform rational B spline (NURBS) method. Visual rendering classification is quite similar with the deformation which also included the physic-based, geometric-based and general level. Top-level surgical environment involves the dynamic 360 • OR scene rendering, the mid-level refers to static image-based environments, and the minimum level model is the artificial 3D models based on 3D reconstruction software. Surgical effects levels mean the visual effects implementations such as the bleeding and smoking during the operation.
From the beginning to the end of simulation, the audio of patient's heart rate should be rendered, the most immersive one should be related the patient's real-time heart beating conditions, such as when the massive bleeding or dyspnea during the simulation, the heart rate should be turn to high frequency. Apart from that, the surgical tools sound, such as the electric-scalpel or electrocautery are also another audio needs to be rendering, which is also demonstrated in Table 1 . Except from the various audio aspects of patient's prospect, the doctor's breath sound is also another important immersive aspect, which means if the patient's situation become emergency, the doctor's breath should also turn to fast.
III. MATERIALS AND METHODS
To demonstrate the highlighted direct intraoperative data feature, the proposed medical training platform mainly focuses on three specific aspects. In Fig. 2 we adopted a specific procedure (percutaneous biopsy) as an example to introduce the detailed implementation of our training framework, as well as the major components and their respective functionalities. Data collection, as described previously in Table 1 , three major intraoperative data need to be collected: clinic trials for collecting the puncture feedback force from the needle, patient-specific images from CT and enhanced CT, and audios being played throughout the surgical procedure. In addition, surgical environments including the guide image and the peripheral visual details could also be collected for better immersion.
Data Reproduction is key to the accurate representation of clinic data in the proposed simulator, and a few hardware devices and software packages are needed. We recorded the force data in real-time to fit the force rendering, reconstructed the CT images into 3D mesh model for the virtual patients and the training environment. Audios from different surgical stages were also recorded using a high-quality stereo microphone.
Immersive platform is where all involved aspects of fidelity integrated and delivered to trainees through vision (VR device), hearing (headphone) and touch (haptic device). Through accurate fitting and reconstruction, these human perceptions involved in actual surgery are able to be represented cohesively and in parallel, creating a higher fidelity training experience. Training interface and evaluation sessions are also be developed and conducted to assess both of the trainee's and the system performances.
A. EXPERIMENTAL SETUP
Clinical data collection trials are setup in the division of urology in Yunnan First People's Hospital, Kunming, Yunnan, China. Because of one of the co-authors who is also a professional surgeon in the hospital, all clinical and data collection procedure referred to the patients and surgery are absolutely anonymous and non-identifiable. Clinical procedures are planned and conducted by professional urologists in the hospital and in accordance with associated safety and ethical approvals. The clinical data adopted in this paper was provided to the authors through a public link to a database on haptic force feedback. (http://civ.ynnu.edu.cn/ChineseShow.aspx?ID=1). Fig. 2 shows the clinical system setup for clinical data collection, and the detailed system components in the surgical room implementation.
According to one of the co-authors who is also a professional surgeon, the actual percutaneous therapy involves a urologist holding the percutaneous instrument to conduct the percutaneous surgery while real-time force data is recorded. The procedure involves a force acquisition component (ATI Nano-17), a guide image recording component (ultrasound), as well as an audio recording component.
Force acquisition component is implemented based on a standard trocar needle (18G COOK trocar needle), which is a flexible surgical instrument, consists of a needle core and needle sheath which is demonstrated in Fig. 3 , and specifically for such procedures. A force sensor, a data collector and a power supply were also integrated with the trocar needle, as shown in Fig. 3 . The force sensor is an ATI Nano-17, with X, Y, Z ranges -10∼10N, -10∼10N, -30N∼30N, and accuracy of 0.01N. It connects to the rear end of the trocar needle through a customized 3D print connector.
As the CT images used for visual reconstruction could be obtained before the operation, only the guided image recording is required in real-time. Ultrasound images were recorded with a screen capture software as guiding image. Each frame was recorded for the guide-image in the proposed training environments. The recorded images are cropped to the preoperation part as training interface needs to be overlaid with only shadow's projection of the needle. On audio recording part, we adopted a Sony PCM-D100 high-resolution recorder to capture the working audio of machines inside a theatre. We then replay these as the background audio in our training system. More details of specific audio replay depending on training procedure progression is discussed in section E below.
B. INTRAOPERATIVE DATA-BASED FORCE MODEL
Based on Fung's study [30] , human soft tissues' mechanical properties are characterized by inhomogeneity, non-linearity, anisotropy and viscoelasticity, which is difficult to provide a definitive equation with it, and most existing mechanical modeling works are based on empirical models and experimental data [31] , [32] . Specifically of the four percutaneous therapy procedures: needle tip contacting but without invasion skin; tip and sheath of needle sequentially inserting into the multi-layers tissue; needle forwarding in the tissue; and lastly, pull out of the tissue. Since the pull-out processing is no need to training during the surgery, therefore this paper only focuses on the needle puncture into procedure analysing. Based on the abovementioned procedures, the overall puncture force expression is as follows [24] , [33] :
x means the depth of needle penetration.
As far as we know, the needle puncture procedures are continuity, uncertainty and independence, which may hard to describe it with the existing model. Here, we introduced the periodic extension idea, to converts the non-periodic puncture force into a periodic function with extending the function definition domain to the entire real field. Because of the realtime puncture force are centred on the low-frequency part, according Fourier transforms, each periodic function can be decomposed of numbers of trigonometric periodic functions, which is the Fourier series. The equation as follow:
Because of the Euler formula: e it = cost + isint, we transformed the trigonometric function into an exponential form:
Based on the above formula, the superposition coefficient of a function expression with a known periodic function can be obtained by integration. In our simulation, since the force model is unclear, we employed the function approach method to fitting the experimental data: According to this, we introduced finite triangular periodic functions to approaching the puncture force function f (t) to describe the final model as:
a k and b k are the Fourier coefficient, N means terms number of the Fourier series. The force model is analyzed through frequency spectrogram to determine the Fourier series N, which is set from 1 to 8.
C. HAPTIC RENDERING
In the proposed training framework, urologist guides the realtime C-ARM or ultrasound image navigation to locate the minimal invasive position for needle insertion. To provide immersive haptic rendering of such dual-hand operation, we implemented both ultrasound force and needle insertion force within one haptic rendering loop. Fig. 4 demonstrates the proposed two different haptic rendering algorithms schematic, which could potentially be used in many other image-guide medical simulations.
1) ULTRASOUND FORCE
Ultrasound force rendering is based on the god-object proxy and the virtual-coupling algorithms [34] . The force F a means the vertical external force from the surgery's hand, which attaches to the top of the ultrasound probe. Target position inside renal determines the force feedback on the ultrasound probe and takes into consideration of both the rigid ribs and soft multi-layer tissue. We propose to separate this procedure into two states: 1) initialization state, where the initial position of the ultrasound probe detects collision with the skin and virtual proxy not penetrating the visual object and no force feedback in this should be generated. 2) penetration state with no beyond-the-ribs plane (yellow line in Fig. 4) , when the PosUltra(t 0 ) turns to the PosUltra(t), with external force on ultrasound probe increases and proxy starts penetration into the objects and further away from the PosUltra(t 1 ) where the distance is d = PosUltra (t 1 ) − PosUltra(t 0 ). According to the Hook's Law: F U = k d, all three major layers of the human soft tissue: skin, fat and fascia will generate resistant force. In addition, the ribs, specifically the 11th rib and 12th rib, also contributes to the resistant force, which means. [17] , [35] :
In this case, the backside of human was selected as the percutaneous surgery position. According to Gerovich [33] the average thickness of human back's skin and fat is approximate 0.8mm, fat and muscle thickness are 8.4 mm and 39 mm, furthermore coefficients (stiffness and damping) are employed from [34] as demonstrate in Table 2 .
The ultrasound probe's visual proxy is constrained out of the skin surface, while the virtual proxy needs to be constrained to the depth of 48.2 mm (sum of all three layers). Apart from the vertical constraint, we also set the horizontal constraint which is the collision between virtual proxy of ultrasound probe with the 11 th or 12 th rib. Based on these we can calculate the force in these stage as:
To improve our model for calculation form the traditional multi-layer soft tissue models, we also calculate the force between 11th and 12th ribs as demonstrated in Fig. 5 . F soft refers to the resultant force of different layers, when the virtual proxy immersed in the tissues, the F bone should be the resultant force of F 11th and F 12th , which can be calculate form the angle θ, and F U is:
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2) NEEDLE FORCE the novel forcing model we proposed is based on the intraoperative data of the needle puncture shows in equation (10) . We set four layers for the force rendering for the percutaneous puncture procedures, which is based on the depth form the skin to the percutaneous target. State I is from the needle touching on the virtual surface to the skin break, with the optimal force fitting parameter N = 4. When the needle tip cut into the fat layer and moving through in the stage II, the optimal fitting parameter is N = 6. Stage III and IV are the states when the needle tip cut into the human back fascia and the renal fibrous capsule, and their respective fitting parameter are 8 and 6. As the needle cut through human tissue during the states, the virtual proxy is in the same position of real needle's tip position, we need to constrained the dimension of needle movement after the tip penetration, which means it can only move forward and back in one dimension (Purple arrow's in Fig. 4) . Based on the abovementioned models, the final puncture force model expression can be concluding as:
Real surgical ultrasound probe and the 18G puncture needle are combined with a haptic device stylus (PHANTOM Omni) by a customized 3D print connector respectively, to render a top-level haptic feedback platform for the surgical simulation. Both ultrasound and needle puncture force are rendering in the asynchronous thread separately based on the force models have been proposed abovementioned. Realtime pressure depth and the soft tissue parameters of each layer decided the haptic rendering of the ultrasound, and the coefficients in equation (14) are corresponding with the needle force rendering.
D. VISUAL RENDERNIG
Visual rendering is responsible for visual clues setting up according to an anonymous CT dataset provided by the Yunnan First People's Hospital, Kunming, China. The dataset has a dimension of 512 × 512 × 3172 and 0.51 × 0.51 × 0.50mm accuracy, as demonstrated in Fig. 6 (a) . Visual rendering pipeline is reconstructed on the framework of the Visual Studio 2017, threshold setting and region growing functions of the ITK open library were employed for the image segmentation, and marching cube function of VTK is responsible for the 3D mesh reconstruction modeling. The CT dataset (DICOM format) was first imported for ROI extraction using segmentation functions such as threshold and region growing. Semi-automatic region growing image segmentation is adopted, 3 urologists were invited from Yunnan First People's Hospital to validate auto-segmentation result and perform manual correction where necessary to avoid the over-segmented and under-segmented, as demonstrated in the Fig 6(b) . After that, we employed the marching cube algorithm to reconstruct the dataset into 3D mesh model, with redundant mesh cleaning and Laplacian smoothing as intermedia steps, after that 3D surface models can be output with the FBX file. Finally, we import the mesh files into the Unity engine, use shader language to render the graphic effectiveness. Textures, materials, lighting and the post-processing functions are also been added by the shader languages, which is demonstration as shown in Fig 6 (c) . The size of each demo in Table 3 .
The virtual surgical human body is adjustable transparency to allow the trainees to visually monitor their needle insertion. A number of collision triggers were designed to detect the needle tip colliding with multi-layers of renal, as well as colliding with costas punctured by the trocar needle on its insertion route. We employed the physics-based rendering (PBR) algorithm during the simulation [36] . Different form the empirical bidirectional reflectance distribution functions (BRDF), the microfacet model with more physics process could be adjusted during the visual rendering. The based model of our BRDF is [37] :
In this equation, f d mean the diffuse reflection part and the f s means the specular reflection part. v means the visual direction, n means the normal of the mesh, l means the incident direction, h means the halfway vector,S means the hemisphere and α means the material roughness (range [0,1]). G (v, l, S) and D(S, α) means the geometric attenuation and distribution of the normal. Because of the different Fresnel term (f m ), the diffuse and specular reflection have different form, based on the empirical rendering model of Disney and the specific glistening effects of human organ, we modify the Disney model as:
Towards to the specular term f s , we introduce the classic Cook-Torrance BRDF model to deliver which is like:
There are several distributional functions can be utilized to describe the real environments, focus on the abdominal simulation, we employed he GGX [38] to define as:
θ x is the normal angle and the define of χ (x) is:
The geometric attenuation means the microfacets shadowing of the objects, which can be demonstrated as: 
FIGURE 8.
Surgical devices need to be audio rendering during the percutaneous renal therapy, which are 1-heart monitor, 2-anesthesia apparatus and 3-breathing apparatus.
The basic approximated Fresnel function model presented by [39] can be demonstrated:
There are three categories of audio data need to be reproduced during simulation. The first category is the sound of medical device normal operation in surgical environment. These include heart monitor (1 in Fig. 8 ), anesthesia (2 in Fig. 8 ) and breathing (3 in Fig. 8 ) apparatus. These equipment are needed as the general anaesthesia (Propofol) will put the patient into unconsciousness, and the patient's condition needs to monitor in real time. As muscle relaxant during anaesthesia could also cause the patient to stop breathing during the surgery, the breathing apparatus is needed to keep the respiration. These sounds were recorded and played back as the ambient sound in our training system. The second category sound, which can be interacted in real-time, is the interaction sound between the surgical tool and the organ, which is trigger by VOLUME 6, 2018
the mesh collider box of the Unity engine based on collider detection. As soon as the user started to perform in the virtual environment, physics engine will be continually monitoring all potential collisions and prepare for the real time collision detection and collision responding. If used stared to puncture and needle's tip has collided with the virtual patient, physics engine will report such detection back to the system, which then stat to rendering the prefab audio and the force based on the type of collision detection. This is also the detailed procedures of how the synchronous rendering implemented of visual, haptic and audio modules. The third category is the sound of alerts during surgery indicating mis-operations. These are crucial to the smooth process of a surgery and can be abrupted to surgeons if they are not well trained. To improve the puncture skills in our simulation, we recorded these alert sounds and associated them with potential mis-operations such as blood vessel injury, rib injury, infundibular injury as well as PCS (Pelvicalyceal system) perforations. When trainees committed a mis-operation, the corresponding alert will be played and urge the trainee to conduct proper techniques to handle the condition.
F. SYSTEM INTEGRATION EVALUATION
Unity 3D is a Game Engine which has been integrated basic visual and audio rendering functions, for the haptic rendering, a cross-platform plugin has been written to callback the force model rendering. The following is the detailed processing of each pipeline rendering: for the visual rendering pipeline, the CT images have been reconstructed to the.FBX mesh files, then the bidirectional reflectance distribution functions (BRDF), a physics-based rendering (PBR) algorithm, has been employed to post processing rendering by the shader language. Except the rigid rendering part, a physic-based deformation rendering module by the Bullet plugin and the mass spring algorithm have been also added. The force rendering is through a callback function form the HD library, the force rendering function has been called in the Unity, because the difference between visual (60 HZ) and haptic (1000HZ) refreshment rate, synchronization need to be achieved between visual and haptic rendering by the ''Update'' function of Unity. Finally, the physic engine needed to be invoked to integrate the visual, video and force rendering in the training scene, to meet the realtime interactive surgical simulation, the collider box has been added in the Unity engine based on collider detection on both surgical tool and the virtual organ. Once the collision detection detected, visual, haptic and audio embedded model will rendering corresponding effects in real-time, the detailed diagram of overall integration is show in Figure 9 .
18 novices and 9 experts are invited to assess the virtual reality training platform. Before the training session start, a didactic introduction of system operation is provided to both expert and novice groups. Customized-built Global Rating Scale questionnaire (GRS) is introduced for the subjective evaluation, furthermore, which is shown in the Table 4 . Time interval of improvement test is 30 min between the pre-test a post-test group of the novices, which is the exact period compared with PERC training. Time interval between the training sessions is 24 hours. After finishing the experiments, all 27 trainees' performance were recorded by the objective questionnaires to evaluate our system with details of urological skills improvement.
IV. RESULTS
Haptic data fitted with the measurement result is simulated in MATLAB Simulink, visualization of surgical environments with audio rendering are implemented in the Unity 2017 2.0 (64 bit). Simulator framework implemented on a workstation with Intel i7 6700, 8GB memory and 4 GB 1070 NVIDIA graphics card. Haptic device used PHANTOM Omni with 800HZ-1KHz refresh rate and approximate 60Hz visual refresh rate, shown in Fig.10 .
A. FORCE RENDERING
Nonlinear least squares were utilized to fit the puncture force based on Fourier model is demonstrated in Section III. The proposed model demonstrated a higher fitting degree than all other fitting models. Three different regions of the same individual were also performed to compare the tendency of insertion force, as demonstrated in Fig. 11(a) , Then, the average value was calculated, and the insertion force was modelled except for retraction phase. The relationship curve between the insertion force and time was shown in Figure 11 . The tendency of the insertion force has resemblance broadly, but the position of peaks and valleys of insertion force has a minor deviation due to the anisotropy and inhomogeneity of the internal tissue of the kidney. The low-frequency of the puncture force performance (Fig. 11(b) ), Fig.11(c) demonstrated the fitting rate of the whole puncture processing (99.93%). Comparison among different fitting algorithms is shows in Fig. 11(d) , and the fitting accurate comparison is in the Table 5 .
B. USER STUDY
For the system evaluation result, face and content appraisal median value was 4 (1-5) by 9 experts, which is the same score as the existing percutaneous biopsy surgical training platform. Experts' performance is significantly higher than novices' in total performance. Post-test values of novices group after a few training sessions has shown significant improvement with respect to pre-test GRS and objective scores. In all, Table 6 demonstrated the proposed simulation platform's evaluation showed a higher performance than the exist benchmark training platform.
V. DISCUSSION
The proposed 3-tier model is used to classify reasons leading to fidelity issues in haptically-enabled percutaneous training. Involved high-fidelity factors include: haptic factors such as high-quality fitting of force models based on surgical data acquisition, the use of instrument linked to desktop haptic devices; visual factors such as patient-specific CT images segmentation and reconstruction for the highly immersive surgical simulation scenario; hearing factors such as the sound of monitoring systems under different surgical conditions, etc. Compared to many existing VR simulators, the two significant advantages are direct intraoperative data sensation and physic-based force and visual rendering algorithms. To address the first issue, we employed the clinicset recording system in operation techniques during the percutaneous biopsy training procedures, which recording the intro-operation force, images and the audio details. Afterward VOLUME 6, 2018 this objective recording data for the surgical movement may narrow the gap on lively tactile sensation. We stored the original clinical ultrasound images and the real-time surgical operation audio during percutaneous biopsy surgery, integrated with the virtual ultrasound utilized in the virtual environment to overcome the drawbacks of radiation exposure and unrealistic images of ultrasound training. As the Gold-standard VR training model of percutaneous biopsy: PERC Mentor, has been evaluated having higher fidelity and realistic performance in tactile sensation [40] , [41] , realtime virtual ultrasound control, radiation free, data metrics record, scoring system etc. for training and assessment of percutaneous biopsy skills. Except for the two-novel improvement, our training platform has also demonstrated several additional advantages such as portability, lower-cost and unlimited reuse without hygienic issues. Based on the 3-layers immersion degree in virtual surgery we classified in Table 1 , we compared PERC Mentor and our platform in Table 7 . This study detailed established face, content, construct and criterion validity of the simulator to demonstrate the performance of our training platform simulator as a reliable educational trainer for percutaneous biopsy surgical skills acquisition in clinical practice. For comparison with PERC Mentor, we utilized the same subjective questionnaire in. The experts that participated in this evaluation had greater than 50 clinical surgical operations of percutaneous surgery. our comparison results demonstrate both PERC Mentor and our training platform overall useful appraisal are 4 in a range from 1 to 5 (1 is worst and 5 is best), which is demonstrated in Fig.12 . Compared to the novice group, expert group appears more stringent requirements on both PERC and our simulator training. For the novice group, force rendering demonstrated the best performance on our simulator with the score 3.9, on the contrary, the instrument use and the ability to perform task, PERC shows the best capabilities with the score 3.8. For the expert group, both two simulators are demonstrated the best performance on the force rendering, PERC is 2.4 and our is 2.6, apart from that, the visual rendering of identify anatomy shows the best performance than the PERC's, which is 2.4 vs 2.2.
Simulation complexity and visualization graphics show a higher score on our framework. This can be explained by the real ultrasound images that are integrated in our training platform operation face to provide an accurate visual indication for experts. The training tools and assessment tool displayed a better performance on PERC Mentor. This result may be because the needle simulator in the current version utilizes a real surgical needle integrated with a low-fidelity stylus on a haptic device of the simulator. This may have been confusing for the experts with genuine experience. Moreover, missing the foot pedal fluoroscopy controls may also explain the score deduction. In comparison to PERC Mentor, all experts had the consensus that our training platform is an excellent surgical training simulator for novice urologist of face and content performances. Most of the experts (6/9) still had doubts of this simulator as an assessment or validation standard.
Besides the subjective validation on face and content, more objective evaluations are also required of construct validity [42] , [43] . To the best of our knowledge, it is the first time to validate a VR percutaneous biopsy simulator that utilizes original ultrasound imaging and force recording. The GRS score comparison with PERC Mentor is demonstrated in Fig. 13 . In both percutaneous biopsy cases, experts had significantly shorter resection times than novices. For the objective results of expert group, our simulator shows the best performance in blood vessel injure (1.54), infundibular injure (0.29) and needle puncture time (1.86), however in the rid injury and PCS, PERC show a better score with 1.5 and 0.5 times. Regarding to the novice group, experiments data in Fig. 13 show our simulator is whole prior to the PERC simulator with the score of 1.51 in blood vessel injure, 2.29 of rib injure, 1.57 with PCS, 1.06 of infundibular injure and 1.86 of needle puncture.
In addition, our training platform simulator demonstrated higher scores in the Identification of anatomy and the Overall performance. However, PERC Mentor performed a better gap between experts and novice in most of the GRS scores. Objective measurement showed that the Operation time and Fluoroscopy time are much higher than the PERC Mentor, this may because of the time cost for the control of ultrasound in our simulation. The Rib injury number in our training platform is much lower than the PERC Mentor, possibly due to the facilitation of the guide hand which can detected the rib before puncture. Blood vessel injury is much higher and without statistical significance in our training platform, because of the reconstruction model from spiral CT which includes many blood capillaries. Many of these vessel injuries can be ignored during percutaneous surgery. Another interesting comparation is the priority ranking in results between the experts and the novices, based on the Table 8 , the number priority ranking means the priority order of the significance for the surgical simulator which based on the surgeons' perspective, ''1'' means the most important factor need to be care and ''11'' means the last factor of the surgeons' consider. The visual rendering is the greatest concerned perception for both expert and novice, furthermore, surgical environments and the operation tools are also showing high priority in all the trainees. However, experiment demonstrated some huge differences about the force model ranking between experts and novice group, for the experienced urologist, the force model demonstrated an essential (Num: 3) ranking during the training, on the contrary, the novice's groups is only 7 which means they more focused on the visual training aspects. According to these results, surgical training simulators and surgical rehearse simulators which focus on the novices and the experts respectively, may be emphasized on different contents on visual and haptic parts.
Based on the abovementioned experiments data, the overall simulator training effectiveness expression is as follows:
S (x, y, z) = αS visual (x) + βS hapitc (y) + γ S audio (z) (22) α, β and γ are represent each single weight coefficient of visual, haptic and the audio sensation during the surgical simulation. To evaluate the parameters, a subjective questionnaire has been designed for both expert and novice group in Table 9: Based on the results, a preliminary linear weight of each sub-sensation during the virtual percutaneous biopsy training has been addressed. Both expert and novice are believing the visual clue is the most contribution factor during the surgical training, and the difference is for the expert group, the haptic rendering plays a more significant role than the audio, but for the novice group, there is no such a huge gap between the haptic and the audio effectiveness. The effectiveness equations are demonstrated below: S E (x, y, z) = 0.45S visual (x) + 0.31S hapitc (y)
S N (x, y, z) = 0.54S visual (x) + 0.21S hapitc (y) + 0.25S audio (z)
As far as we know, this is the first time to quantitative analysis the visual, haptic and audio effectiveness weight coefficient for the virtual percutaneous biopsy training, although the validating method is simple and rough, in the future, more evaluate experiment data and mature statistical methods will be improved to evolve the effectiveness weight coefficient, which is not only for the percutaneous biopsy training simulation, but for more various complex surgical trainers. After our training platform training the improvement of novices showed statistically reliable improvement in decreasing both operational time and fluoroscopy time. Nevertheless, our framework also reduced the puncture attempting on the collecting system and perforations numbers. The pre-test and post-test of GRS scores are compared in Fig. 13 . It is notable that many post-test values obtained from the novice group after a few training sessions demonstrated a higher performance than the data form the professional urologists. This may be explained by the affect that the studying may have been because of the consequence of repetition on the identical task.
VI. CONCLUSION
In this paper, we proposed a solution to incorporate multiple higher-fidelity factors towards a surgeon's sensations (Vision, Touch and Hearing) during practical surgery to achieve a higher level of immersion. To the best of the authors' knowledge, it is the first framework to duplicate surgeon's multiple sensations from the intraoperation data into a virtual training simulator. A high immersive percutaneous therapy with direct intraoperative data through visual, haptic and audio rendering of customized clinical trials based on the aforementioned workflow was also implemented. The proposed system combines patient-specific CT image, intraoperative C-ARM data and , percutaneous force data as well as the corresponding audio data to render an immersive virtual training scenario. a novel force modelling algorithm was also proposed, which works well, especially for low-frequency percutaneous force with the 99.93% fitting degree. User studies were also with 27 expert and novice trainees performing trials on both subjective and objective validations. This work may open prospects for highly immersive virtual surgical training on various conditions and In the future, we plan to finalise a few other parameters in the proposed platform, such as physicsbased deformation, additional operation force modelling on tissue cutting, drilling and tearing.
