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Abstract
Quantum devices are affected by intrinsic and environmental noises. An in-depth characteriza-
tion of noise effects is essential for exploiting noisy quantum computing. To this end, we studied
the energy dissipative behavior of a quantum annealer via experiments and numerical simulations.
Our investigation adopts a recently proposed technique that interpolates between pure quantum
dynamics and pure thermodynamics. Experiments were conducted on a quantum annealer with
an anneal pause function, which inserts a thermal relaxation period into the annealing schedule by
pausing the transverse field, which is a source of quantum fluctuation. After investigating the spe-
cial Hamiltonian that characterizes the quantum thermodynamics of the system, we then observed
enhancement of thermodynamic signature depending on the anneal pause parameter. The time de-
velopment of the state vector, observed in the open quantum simulation, provides rich information
for investigating phenomena beyond energy-gap analysis. We identified a special eigenstate bridges
ground states far-separated in Hilbert space and the transfer probabilities from one ground state
to another. This finding can improve the sampling uniformity by reducing the sampling bias in
finding the classical ground states in the quantum annealer. Our study does not only characterize
the open quantum phenomenon of the specific Hamiltonian but also demonstrates the usefulness
of the method in investigating noisy quantum devices.
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I. INTRODUCTION
Quantum mechanics is sufficiently powerful to explore all possible combinations of vari-
ables in quadratic unconstrained binary optimization (QUBO) problems. To exploit this
power, researchers have investigated quantum annealing (QA) in the Ising model [1–9].
In the framework of the Ising model, QUBO problems can be represented with spin-1/2
particles as the binary variables, whose arbitrary relations are encoded as p-body (p ≥ 2)
interactions and their local fields[10–12]. Using a hardware implementation of QA developed
by D-Wave Systems Inc., in which the spin-1/2 variables are superconducting flux qubits,
we can evaluate algorithms for QUBO problems in real-world settings[13].
Reducing the thermal fluctuations and other noise sources would lengthen the coherence
time and improve the reliability of quantum information processing on qubits, but is chal-
lenging in practice. At the same time, the performance to solve QUBO problems by QA
can be improved by thermal relaxation after anticrossing, which recovers the ground state
probability from excited states[14–16]. Analyzing open quantum systems from this perspec-
tive would provide new insights, not only for improving the coherence time and evaluating
device limitations but also for understanding the synergy between quantum and thermal
effects, thereby improving device performance.
Open quantum systems have been studied by perturbation approaches such as the Red-
field and Lindblad equations[17, 18], which handle the microscopic interactions between the
system and the bath. Alternatively, we have analyzed open quantum systems by interpo-
lating between quantum dynamics and thermodynamics[19]. In the interpolated dynamics
(ID), the coupling strength between the system and its environment is parameterized by an
interpolation ratio, negating the need for implementing the system–bath interactions. This
method can analyze the system under any parameter condition. At one extreme of the inter-
polation, ID recovers the closed quantum dynamics; at the other extreme, ID provides the
classical thermodynamics. Between these two extremes, the dynamics are mixed. When the
interpolation ratio is small (i.e., the coupling is weak), the system is dominated by quantum
dynamics and is perturbed by thermodynamics. The dynamics of a two-level system derived
by this method generalize the optical Bloch equations[20, 21]. At the weak-coupling and
asymptotic limits, the Bloch equations and our model equations become equivalent.
Differential equations of the dynamics are derived from a continuous-time limit of re-
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peated mixing process of the two solutions from quantum dynamics and thermodynam-
ics. This methodology is similar to stochastic Shro¨dinger equations (SSE) by taking a
continuous-time limit of repeated quantum measurements of the environment[22, 23]. In
SSE, a system interacts with “a copy” of the environment for a short period, and quantum
measurement of the environment is conducted and repeats the same process with “other
copies” of the environment. The measurement of the environment affects the system indi-
rectly by a projection as they have interacted before the measurement. Note that the solution
is non-deterministic due to quantum jumps (stochastic projections introduced by quantum
measurements). Solutions of the equations are called quantum trajectories. Continuous-time
limit of the equations results in differential equations, and depending on the measurement
type, either jump-type or diffusive-type differential equations are obtained.
While the system is continuously interfered by the indirect continuous measurement in
SSE, another continuous interference is adopted in ID. Here, we briefly review ID, the
method for open quantum systems[19]. We construct ID from Schro¨dinger equation and
classical master equation, which is determined by diagonal elements of the Hamiltonian in
the Schrod¨inger equation. Schro¨dinger equation in the natural unit (h¯ = 1) is
d
dt
|ψ(t)〉 = −iH(t) |ψ(t)〉 , (1)
where the time-dependent Hamiltonian is defined by
H(t) = B(t) Hc + A(t) Hq. (2)
In QA, we adopt Hc is a problem Hamiltonian representing QUBO problems using diagonal
operator σz,
Hc = −
∑
(ij)
Jijσ
z
i σ
z
j −
∑
i
hiσ
z
i , (3)
and Hq is represented by off-diagonal operator σx,
Hq = −
∑
i
σxi . (4)
Time dependence of the Hamiltonian is determined through A(t) and B(t). These scheduling
parameters A(t) and B(t) change monotonically from 0 to 1 and from 1 to 0 respectively.
Therefore, the initial Hamiltonian is Hq, which is the local transverse field, and the ground
state is a superposition of all possible states. The final Hamiltonian is Hc at the end of
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the dynamics, and the ground state realizes the solution of the QUBO problem. The actual
curves of the parameters in this study are depicted in Fig. 1. A and B are functions of not
t directly but indirectly through s(t), where 0 ≤ s ≤ 1. We can design the shape of s(t).
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FIG. 1. (Color online) The scheduling parameters A(s) and B(s) as a function of s in the D-Wave
2000Q. For a standard annealing schedule we choose s(t) = t/τ , where τ is a total annealing period.
In general, s(t) can be an arbitrary piecewise linear function in [0, 1] from 0 at the start to 1 at
the end.
Master equation describes time-development of a probability distribution,
dPi(t)
dt
=
∑
j
LijPj(t), (5)
where Pj(t) is the probability of the j-th state and Lij is the transition rate matrix. This
matrix is characterized by the temperature T and energy levels {Ei} of Hc,
Lij =


[
1 + e
Ei−Ej
T
]−1
(single-spin flip)
−∑k 6=iLki (i = j)
0 (otherwise)
, (6)
where we use the natural unit (kB = 1).
Solutions for Schro¨dinger equation can be expressed as a linear combination of basis states
with complex coefficients,
|ψ(t)〉 =
∑
i
ci(t) |i〉 . (7)
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We assume that both dynamics start from a compatible states, a trivial ground states of the
given initial Hamiltonian, i.e. a superposition of all possible z-basis states for Schro¨dinger
equation and uniform distribution for master equation,
ci(0) = 1/
√
N, (8)
Pi(0) = 1/N, (9)
where N is the number of all possible states. This assumption satisfies the relation |ci(0)|2 =
Pi(0) for any i.
Similar to the short-time development by the total Hamiltonian in SSE, the two systems
develop respectively for a short period. Although SSE introduces the system-environment
interaction in the total Hamiltonian, ID introduces not directly but indirectly as a result of
the latter part of this methodology. To interact the two systems indirectly, we construct a
new state vector based on the solution of Schro¨dinger equation with the solution of master
equation as a source of thermal interference. The new state vector with a parameter α, which
controls the strength of the thermal interference, and an associated probability distribution
are defined by
|ψ˜(t + dt)〉 =
∑
i
c˜i(t + dt) |i〉 (10)
=
∑
i
√
ri(t+ dt)
ci(t+ dt)
|ci(t+ dt)| |i〉 , (11)
P˜i(t + dt) = ri(t+ dt), (12)
where ri(t) = (1− α)|ci(t)|2 + αPi(t). With these definitions, the same relation assumed in
the initial state also satisfies
|c˜i(t+ dt)|2 = P˜i(t + dt) (13)
for any i. Through ri(t), the new state vector |ψ˜(t)〉 carries all information needed for ID.
As we interpolate solutions between Schro¨dinger and master equations parametrized by α,
the new state vector becomes a solution of Schro¨dinger equation in the case of α = 0, and
master equation in α = 1.
We adopt |ψ˜(t+ dt)〉 and {P˜i(t + d)} as a state vector and a probability distribution
at t + dt insted of |ψ(t+ dt)〉 and {Pi(t + d)} for further time-development by Schro¨dinger
equation and master equation. This artificial “jump” form |ψ〉 to |ψ˜〉 (and from {Pi} to
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{P˜i}) is correspond to the stochastic projection by measurement in SSE. While SSE is
non-deterministic, ID is deterministic. Difference equations (discrete jump process) can be
obtained by substituting ci(t + dt) = ci(t) − i
∑
j Hijcj(t)dt from Eq. (1) and Pi(t + dt) =
Pi(t) +
∑
j LijPj(t)dt from Eq. (5) for Eq. (10), and applying the assumption, i.e, replacing
|ψ˜(t+ dt)〉 → |ψ(t+ dt)〉 and Pi(t)→ |ci(t)|2. Then, we have
|ψ(t+ dt)〉 =∑
i
√
(1− α)∣∣ci(t)− i∑
j
H(t)ijcj(t)dt
∣∣2 + α(|ci(t)|2 +∑
j
Lij |cj(t)|2dt
)
× ci(t)− i
∑
jH(t)ijcj(t)dt
|ci(t)− i
∑
jH(t)ijcj(t)dt|
|i〉 . (14)
A series expansion for dt of this equation is
|ψ(t+ dt)〉 =
∑
i
ci(t) |i〉+ F
({ci(t)},H(t),L, α)dt+O(dt2), (15)
where F(· · · ) is the first order coefficient. This can be written as a difference equation,
|ψ(t+ dt)〉 − |ψ(t)〉 = F({ci(t)},H(t),L, α)dt+O(dt2). (16)
Continuous-time limit gives differential equations of ID,
d
dt
|ψ(t)〉 = F({ci(t)},H(t),L, α). (17)
SSE and ID can be expressed in a wave function form as well as a density matrix form,
because the system keeps pure state[22, 23]. We reported the density matrix representation
of ID for a two-level system [19], and a wave function representation is provided in Appendix
A. The differential equations (A9) and (A10) consist of terms from Shro¨dinger equation (the
first and the second terms) and master equation (the third term) as well as additional non-
linear terms in the right-hand side (RHS). The thermal bath is included in the dynamics
not explicitly but indirectly through master equation. As a result, system–bath interaction
is introduced and the interpolation parameter α controls the strength of energy dissipation.
Continuous interference of a wave function by replacing with an interpolated state in our
proposed dynamics and quantum jumps by measurements in stochastic Schro¨dinger equation
have similar roles in terms of introducing thermal (environmental) effects.
In the present paper, we conduct anneal pause experiments on the eight-spin quantum-
signature model[24, 25] depicted in Fig. 2 using the D-Wave quantum annealer. Here we
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consider the ferromagnetic case, and set all the interactions as Jij = 1. Due to the frustration
caused by competition between the ferromagnetic interaction and the local field, the ground
states degenerate into a cluster of 16 ground states with four up-spins in the core, and an
isolated ground state with all eight core and outer spins being down, as follows:
C = { |↑↑↑↑ llll〉 } (cluster of 16 states), (18)
S = { |↓↓↓↓ ↓↓↓↓〉 } (isolated state), (19)
where four spins in the left(right) side represents core(outer) spins and l stands for both
of up (↑) and down (↓) spin configurations. Probabilities of the clustered and the isolated
states are defined by
Pc =
1
|C|
∑
j∈C
∣∣ 〈ψ(t)|j〉 ∣∣2 (20)
Ps =
1
|S|
∑
j∈S
∣∣ 〈ψ(t)|j〉 ∣∣2 = ∣∣ 〈ψ(t)|S〉 ∣∣2. (21)
Note that Pc is the average of 16 states while Ps is calculated from a single state. The original
study[24] found that the isolated state probability is suppressed in quantum dynamics and
enhanced in thermodynamics. A ratio Ps/Pc is 1 at the thermodynamic equilibrium. In
other words, all ground states can be obtained with equal probability. If the ratio is lower
(higher) than 1, the isolated (clustered) state is suppressed and less probability. Therefore
the ratio reflects the imbalance between two types of ground states. In the case that the
ratio is close to 1, all possible ground state configurations can be obtained efficiently, and the
number of annealing trials can be minimized. To this end, understanding the phenomena
in the model helps to mitigate the suppression of the isolated state probability, and the
ultimate goal is to figure out a general methodology to achieve Ps/Pc ∼ 1. This equal
probability sampling is called “fair sampling”[26–29].
The anneal pause depicted in Fig. 3 is a special annealing schedule that pauses the change
of the transverse field for a specified time, in other words, the waiting period. During the
anneal pause period, the quantum mechanics keep the system essentially in the same state
as the Hamiltonian does not change. Therefore, thermodynamics dominate despite the
low temperature and sufficient isolation from the environment. By changing the pausing
level of the transverse field, we can change the Hamiltonian during the period, thereby
controlling the thermodynamics. Numerical simulations are expected to probe the detailed
7
FIG. 2. Eight-spin quantum-signature model. Each circle stands for a 1/2-spin, and spin-spin
interactions are all ferromagnetic (Jij = 1). Local fields are hi = 1 on open circles (core spins) and
hi = −1 on closed circles (outer spins). If core spins are all up, any spin configurations on outer
spins give the same energy level, and all of them are the ground states. In addition, all-spin-down
configuration is the other ground state.
dynamics of the above-described open quantum system, beyond merely analyzing the energy-
gap structure. In particular, we investigate how the probability transfer from the clustered
ground states to the isolated ground state mitigates the bias in the classical ground-state
probabilities.
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FIG. 3. (Color online) Temporal changes in anneal schedule parameters A(t) and B(t) in anneal
pause for τanneal = τpause = 5 µ and spause = 0.46. The parameters are determined through s(t)
according to the relationship in Fig. 1. A pause period starts at t = 2.3 and ends at t = 7.3.
The remainder of this study is organized as follows: Section II describes the setup and
results of the D-Wave experiments of the quantum-signature model. Section III provides the
analytical expression of the differential equations of the model by expanding the interpolation
method, performs the numerical simulations, and conducts data analysis of the dynamics.
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Finally, Section IV summarizes and discusses our results.
II. D-WAVE EXPERIMENTS
The anneal time τanneal plus anneal pause period τpause settings in the anneal pause ex-
periments were varied as 1 + 1, 2 + 2, 5 + 5, and 10 + 10 µs. Under each condition, 49
anneal pause parameters (spause = 0.02, 0.04, . . . , 0.98), normalized by the anneal time, were
tested. For example, spause = 0.46 during τanneal = τpause = 5 µs means that the annealing
is paused at t = 0.46 × 5 = 2.3 µs and lasts for 5 µs. The remaining 2.7 µs is scheduled
for the latter part of the annealing. As a reference, we also performed continuous annealing
without pause, designated spause = 0.0 in the results. The quantum-signature Hamiltonian
can be mapped onto the unit Chimera graph of the D-Wave 2000Q device. In this way,
more than 250 copies are mapped and annealed simultaneously. Each job submitted to the
device comprised 1000 individual runs of the given Hamiltonian. The runs were averaged to
give the final results. To remove the experimental biases, we repeated the measurements in
two ways: First, we mapped different patterns in the physical qubits to reduce the pattern
bias. For each unit Chimera graph, we selected ten mapping patterns from 144 (= 4! ×
4! / 4) patterns implementing the quantum-signature Hamiltonian. Second, we ran ten
experiments, randomizing the job order by shuffling in each run, to cancel out the general
biases depending on the order of experiments, such as the unexpected drift of the opera-
tion temperature, and other time-dependent biases. By the above process, we generated
4 × (49 + 1)×250×1000×10×10 =5 × 109 data points. The quantum processing time and
communication time of the whole process was approximately one hour.
Figure 4 plots the Ps/Pc ratio versus anneal pause spause for various anneal time and
pause periods τanneal+τpause. During longer annealing time, more thermal effects accumulate
through the system–environment coupling; hence, increasing the annealing time increases
the ratio. In addition, the ratio increased in the 0.3–0.7 range of spause under all four anneal-
time conditions. The thermal fluctuations drive the system more efficiently in this region
than outside the region. Although the isolated ground state is suppressed by quantum
dynamics, it recovers during the anneal pause. This mitigation of the imbalance between
Ps and Pc is favorable for fair sampling. The mechanism of the spause-dependent increase of
the ratio will be investigated in the next section.
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FIG. 4. (Color online) Anneal time plus pause period τanneal+ τpause and anneal pause level spause
dependences of Ps/Pc ratio. Error bars represent the standard deviations of 100 jobs for each data
point. Among the 20,000 Ps/Pc ratio data, we eliminated 33 (∼0.17%) data located outside 6
median absolute deviations (about 4 σ).
III. NUMERICAL SIMULATIONS
In our previous paper, we developed a method that represents open quantum systems
by interpolating between quantum mechanics and thermodynamics. Energy in the system
dissipates not through an external thermal bath, but via the incorporated dynamics governed
by the master equation. We reported the dynamics of a single-spin system and larger systems
by analytical and numerical expressions, respectively. In the latter approach, we did not
take a continuous-time limit to obtain final merged differential equations. In the present
paper, we expand our method to the analytical expression of larger systems. The nonlinear
differential equations of the quantum-signature Hamiltonian are symbolically obtained using
Mathematica (version 11.3).
The RHS of Eq. (17) is obtained by the following steps: (1) Construct the Schro¨dinger
and master equations based on the given Hamiltonian in the z-basis. (2) Using Eq. (10),
calculate the total derivative of the interpolated wave function from the total derivatives
of ci(t) and Pi(t). (3) Extract the first order coefficients of dt by series expansion. The
coefficients of dt are the RHSs of the differential equations of the system. Appendix B
provides the Mathematica code which generates C code of RHS of the dynamics, F(· · · ) in
Eq. (17). The final RHS expression constitutes 2n complex variables: n+1 variables in each
10
equation including own state and n neighbor states connected by a single-spin flip. The
system size n is eight in this study. So that, we have 256 equations and each equation has
nine terms in RHS.
As the energy scale of the Hamiltonian is normalized (|Jij| ∼ 1 and |hi| ∼ 1), the
simulation parameters to be specified are the coupling constant (interpolation parameter)
α and the temperature T . To match the operation temperature of the D-Wave annealer
(approximately 15 mK[30]), we chose T = 0.3 GHz (∼ 14.4 mK). We conducted grid search
of the coupling constant α to fit approximately the experimental peak ratio 0.0235 at τanneal
= τpause = 1 µs to the experimental results. This process was started from the grid search
region [0.001, 0.04] followed by [0.003, 0.005]. Finally, we chose α = 0.0045 and the peak
ratio is 0.0238, while the ratio is 0.0196 and 0.0290 for α = 0.004 and 0.005. Although spause
values for the peak of curves in the experiment and the numerical simulation does not match
in our analysis, we prioritize to fit the peak ratio. The effects of varying T and α around
the chosen values are shown in Fig. 5.
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FIG. 5. (Color online) Effects of temperature (T = 0.2, 0.3 and 0.4) and coupling strength
(α = 0.004, 0.0045, and 0.005) on the Ps/Pc ratio versus spause relation. Large T value (T = 0.4,
dotted lines) enhances the thermal signature (larger Ps/Pc ratio) for the low and high spause value
(spause <∼ 0.3 and spause >∼ 0.6), and large α value (α = 0.005, green solid line) does for the low and
middle spause value (spause <∼ 0.3 and 0.4 <∼ spause <∼ 0.5).
The 256 equations were solved by the ordinary differential equation (ODE) solver
scipy.integrate.ode in SciPy. The Adams method in the VODE solver was employed with
nsteps = 200000 and atol = rtol = 1.136871e-13. The ODE time step was selected as 0.01.
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Smaller values of the time step (0.005, 0.002 and 0.001) did not change the results. In each
time step, the total length of the state vector was normalized to 1 to prevent accumulation
of systematic drift. The anneal scheduling parameters A(s) and B(s) of the D-Wave 2000Q
applied to the numerical simulations were provided by D-Wave Systems Inc.
The simulation result (Fig. 6) reproduces the two fundamental characteristics in the
experimental plot of Fig. 4; i.e., the anneal time and transverse field dependences of Ps/Pc.
The probability range was larger in the numerical simulation than in the experiments, and
the detailed curve shapes slightly differed between the two sets of results. To understand
the phenomena that Ps/Pc increases in a certain region (0.34–0.6 for τanneal + τpause = 1 +
1 µs), we investigated the energy-gap structure. The energy gaps are calculated from the
instantaneous eigenstates and eigenvalues. If the system evolves adiabatically, it remains in
the eigenstates with the lowest eigenvalue. The instantaneous energy-gaps for the lowest 20
excited eigenstates as functions of s are plotted in Fig. 7. The instantaneous first excited
eigenstate (blue dashed curve) around s = 0.34 converges with three additional (second,
third, and fourth) excited eigenstates. The thermal energy level of the system (0.3 GHz,
dotted horizontal line in red) exceeds the energy of the first excited eigenstate near s =
0.60. Above this value of s, change in the energy-gap structure is not dominant because the
thermal fluctuation level is higher than the energy gap. In other words, the system freezes
out, and the probabilities do not change during the anneal pause period[31].
As the anneal control parameter τanneal + τpause increased, the simulated system exhibited
more thermodynamic behavior, i.e. larger Ps/Pc was observed as in Fig. 6. Static analysis,
such as energy-gap structure analysis, is of limited help in understanding such behavior.
Although additional static analyses can provide further information, they cannot inform
beyond the dynamical analysis, as discussed later.
During the anneal pause, the quantum dynamics with a time-independent Hamiltonian
do not essentially drive the system. Therefore, the probability should be transferred from
the clustered ground states to the isolated state by the thermodynamic effects dominantly,
which increases Ps/Pc. We investigate the dynamics in instantaneous eigenstates (Fig 8) to
narrow down excited states involved in the dynamics, then focus on z-basis states (Fig. 9)
to understand probability transfer among the isolated and clustered ground states.
Figure 8(a) shows how the simulated wave-function changes during the anneal pause
at spause = 0.46 in terms of overlaps against the instantaneous eigenstates. In Fig. 8(a),
12
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FIG. 6. (Color online) Ps/Pc ratio versus anneal pause parameter spause for different anneal time
plus pause periods τanneal + τpause. Vertical lines mark the spause values of the peak in the curve
for τanneal + τpause = 1 + 1 µs (spause = 0.46), and the low and high limits of the elevated-ratio
range (spause = 0.32 and 0.60). The simulation parameters are T = 0.3 and α = 0.0045.
changes in probability defined as difference of squared overlaps | 〈a|ψ(t2)〉 |2 − | 〈a|ψ(t1)〉 |2
({|a〉}: instantaneous eigenstates, t1 and t2: time of pause start and end) are plotted. The
probability of the instantaneous ground state (the eigenstate with the lowest eigenvalue)
decreased whereas those of the instantaneous fifth and 17th excited eigenstates increased.
The same phenomena, probability change in these eigenstates, are commonly observed in
the region 0.34–0.6, where Ps/Pc ratio increased (see Fig. 8(b)). This observation implies
these eigenstates have an essential role in the anneal pause period. In addition, at the end
of the annealing, the fifth excited eigenstate was identified as the isolated state, as noted in
an earlier study [24] whereas the 17th excited eigenstate was not well characterized.
To characterize the 17th excited eigenstate, the overlaps between the instantaneous 17th
excited eigenstates at s = 0.46 and the z-basis states in Fig. 9(a). This plot helps to
identify essential spin configurations in σz representation including the isolated and clustered
ground states of Hc. The z-basis states highlighted by different shapes and colors have
relatively large overlaps, and they are potentially involved in the probability transfer among
the isolated and clustered ground states. While Fig. 9(a) is a static analysis, Fig. 9(b)
is a dynamic analysis and depicts the probability changes in the z-basis states during the
anneal pause in the numerical simulation. Highlighted points in both figures from static
and dynamic analyses are consistently non-zero and relatively large compared to the non-
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FIG. 7. (Color online) Energy gap (instantaneous energy levels from the ground eigenstate) versus
anneal control parameter s, which determines the magnitude of the transverse field through A(s).
The lowest 20 excited eigenstates (EES) are drawn. Of 16 excited eigenstates converge to zero
when s = 1 (17 ground states in total). Vertical dashed lines are drawn at s = 0.34, 0.46, and
0.60. A horizontal dashed line in red represents the energy level of T = 0.3 GHz. The first, second,
third, and fourth excited eigenstates seem to converge around s = 0.34, and they go lower than
0.3 after s = 0.6
highlighted points (black dots). This consistency supports that these figures contain essential
information to characterize the 17th excited eigenstate.
The z-basis states highlighted in Fig. 9 are located in the path from the clustered to iso-
lated ground states in Fig. 10. The intermediate states can be grouped by the magnetization
of their core spins. Groups with core-spin magnetizations of 2, 1, 0, -1, and -2 are labeled
as CL, E1, E2, E3, and ISO, respectively.
The temporal probability behaviors of these states in the open (α = 0.0045) and closed
(α = 0) quantum systems are displayed in panels (a) and (b) of Fig. 11, respectively. During
the annealing period from t = 0.46 to 1.46 µs, the wave function varied in the open system
but remained static (except for the rotating phases) in the closed system. Referring to the
single-spin flip chain shown in Fig. 10, the E1 group had a relatively large probability at
the start of the anneal pause because its members were directly connected to the clustered
ground states. The lower probabilities of groups E2 and E3 reflect their distances from the
clustered ground state. During the first half of the anneal pause period, the slope of the
probability versus time plot was larger in E3 than in the E2 and E1 groups, supporting a
14
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FIG. 8. (Color online) (a) Changes in instantaneous eigenstate probabilities during anneal pause
for τanneal = τpause = 1 and spause = 0.46. Probability changes for the first 100 eigenstates are
plotted. (b) Changes in probabilities of the instantaneous ground eigenstate and the fifth and 17th
excited eigenstates versus anneal pause parameter spause. GES, EES: instantaneous ground and
excited eigenstate
probability transfer toward the isolated ground state.
IV. SUMMARY AND DISCUSSION
Quantum annealers, such as the D-Wave machine, and other quantum devices are oper-
ated at the finite temperature and are coupled (albeit weakly) with the environment. By
understanding such quantum devices as open quantum systems, we can expect to improve
the control of systems.
The anneal pause function implemented in the D-Wave 2000Q can probe the thermody-
namic effects in open quantum systems. We investigated how the anneal pause modulates
the quantum-signature model. The Ps/Pc ratio in the model reflects the balance between
quantum mechanics and thermodynamics. From the experimental results in Fig. 4, we found
dependences on both the total time of the dynamics and the strength of the transverse field
during the anneal pause. The total time dependence can be explained by accumulative ther-
modynamic intervention from the environment such that long (slow) dynamics enhance the
thermodynamic signature. The dependence on the strength of the transverse field during
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FIG. 9. (Color online) (a) Overlaps between the 17th excited eigenstate and the z-basis at s = 0.46.
(b) Probability changes during anneal pause as functions of the z-basis for τanneal = τpause = 1
and spause = 0.46. The first 16 and the last points represent the clustered and the isolated ground
states of Hc respectively. All plots share the same legend. GS: classical ground state.
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FIG. 10. (Color online) Clustered ground states (top row), isolated ground state (bottom row),
and intermediate states (second, third, and fourth rows) involved in probability transfer from the
top to the bottom states. Connections represent the single-spin flips between the states. Open and
closed circles represent up and down spins, respectively.
the anneal pause is nontrivial and is not well explained by the energy gap structure. To
address these difficulties, we must magnify the phenomenon at the wave function scale in a
quantum simulation analysis.
Performing a fine-grained analysis of the system, we employed a recently developed
method for open quantum systems[19]. This method introduces energy dissipation by inter-
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FIG. 11. (Color online) Temporal changes in probabilities at spause = 0.46 and τanneal = τpause = 1
µs (a) with energy dissipation (α = 0.0045, open quantum dynamics) and (b) without energy
dissipation (α = 0, closed quantum dynamics). As the probability oscillates in the non-eigenbasis,
the curves were smoothened by a moving average of 20 ns. All plots share the same legend.
polating between the quantum dynamics and the thermodynamics. Although the method
provides a numerical interpolation protocol, an accurate analysis requires an analytical form
of the nonlinear differential equations that merge the whole process of the protocol. In the
present paper, we established a method for deriving the nonlinear differential equations of
multi-spin systems, supported by a symbolic computation program.
By properly selecting the parameters, temperature T and coupling α, in the dynamics
of the quantum-signature model, we reproduced the two fundamental features observed in
the experiment. The temperature was selected to approximate the operational temperature
of the real quantum annealer whereas the coupling strength was fitted to the experimen-
tal results. Another potential parameter, which was not considered in this study, is the
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timescale difference between the quantum and thermodynamic phenomena. This parameter
was omitted to reduce a large number of experiments and simulations when fitting multiple
parameters simultaneously, but must be considered in a quantitative comparison.
From the simulation results, we could extract detailed information on the system dynam-
ics. The analyses revealed the essential path driven by the 17th excited eigenstate, which
transfers probability from the clustered ground states to the isolated ground state (the ther-
malization mechanism in this model). Owing to the many large overlaps between the excited
eigenstate and the 11 states in the z-basis, a chain of single spin-flips establishes between
the clustered and isolated ground states. This phenomenon informs us that thermalization
in a quantum system can help to retrieve the classical ground states than pure quantum
dynamics. Mitigating unfair sampling can improve statistical machine learning [32].
For this purpose, we do not have an analytical method to select the best spause to control
Ps/Pc ∼ 1 at this point. Although we need to conduct a grid search on spause, we found
that the Ps/Pc ratio can be improved more than one digit by combining longer annealing
period and appropriate anneal pause setting (see the experimental results in Fig. 4). Further
investigation can provide a better method to select spause. In addition to the previous findings
of thermal relaxation after anticrossing[14–16], we found another role of thermal relaxation
that transfers probabilities among ground states, then mitigates imbalance of probabilities.
This is an example of how quantum and thermal effects work synergistically in quantum
annealing.
For feasible open-quantum simulations, the method solves the nonlinear differential equa-
tions of 2n complex variables originating from n-qubits without introducing the thermal bath
variables. Relaxation of the system by the thermal bath is incorporated directly to the differ-
ential equations of the system through the interpolation with master equation parametrized
by α. This construct reduces the computational cost by removing the Hilbert space expan-
sion for the thermal bath. Conversely, nonlinear differential equations are more computa-
tionally costly to construct and solve than linear ones. In addition, which systems can be
resolved by this method is only partially answered in the present and the previous studies.
We demonstrated the qualitative usefulness of this method by reproducing the trivial and
nontrivial phenomena observed in open quantum systems. In the current formulation, the
system–bath coupling is assumed as σz interaction as our master equation is formulated by
σz. Beyond this assumption, expansion of the method will be required.
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In future work, the potential of the fair-sampling feature should be confirmed in experi-
ments and theoretical analyses using open-quantum simulations. A former study of different
models found that the classical ground state tends to accumulate more probabilities when
the number of free spins is increased[26]. The same conclusion was reached in our current
analysis. Thus, we expect that fair sampling will emerge in the models[26] and in more
general cases. The biased sampling problem and possible performance improvements using
thermal fluctuations have also been discussed[28]. The authors suggested hybrid architec-
tures that encourage thermal fluctuations, as also supported by our findings.
Our method is not only limited to simulate quantum annealers but also can be applied to
enhance the understanding of quantum devices, such as noisy intermediate-scale quantum
devices. Such further applications would reveal the usefulness and limitations of the method.
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Appendix A: Derivation for a two-level system
We demonstrate to derive differential equations of ID for a two-level system. The system
consists of a spin interacting with the virtical field Hc = −hσz and the transverse field
Hq = −Γσx. Thus, a matrix representation of the Hamiltonian is,
H = Hc +Hq =

−h −Γ
−Γ h

 (A1)
Using the diagonal part of the Hamiltonian, we have the following transition rate matrix,
L = 1
eβh + e−βh

−e−βh eβh
e−βh −eβh

 , (A2)
where β is the inverse temperature. For simplicity, we take a zero temperature limit, β →∞.
Then, the matrix is
L =

0 1
0 −1

 . (A3)
A wave function of Schro¨dinger eqation and a probability distribution of master equation
are two components, and we assume that they can be expressed using the same functions,
u(t) and d(t),
|ψ(t)〉 =

u(t)
d(t)

 and P (t) =

|u(t)|2
|d(t)|2

 (A4)
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The following equations are obtained by substituting them for Eq. (14),
u(t+ dt) =
√
(1− α)∣∣u(t) + [ihu(t) + iΓd(t)]dt∣∣2 + α(|u(t)|2 + |d(t)|2dt)
× u(t) +
[
ihu(t) + iΓd(t)
]
dt∣∣u(t) + [ihu(t) + iΓd(t)]dt∣∣ (A5)
d(t+ dt) =
√
(1− α)∣∣d(t) + [iΓu(t)− ihd(t)]dt∣∣2 + α(|d(t)|2 − |d(t)|2dt)
× d(t) +
[
iΓu(t)− ihd(t)]dt∣∣d(t) + [iΓu(t)− ihd(t)]dt∣∣ (A6)
By using series expansion for dt we have difference equations,
u(t+ dt)− u(t) =
{
ihu(t) + iΓd(t) +
α
2
[ |d(t)|2
u∗(t)
− iΓ
(
d(t)− d∗(t) u(t)
u∗(t)
)]}
dt+O(dt2)
(A7)
d(t+ dt)− d(t) =
{
iΓu(t)− ihd(t) + α
2
[
− d(t)− iΓ
(
u(t)− u∗(t) d(t)
d∗(t)
)]}
dt+O(dt2)
(A8)
Finally differential equations of the two level system are derived as,
d
dt
u(t) = ihu(t) + iΓd(t) +
α
2
[ |d(t)|2
u∗(t)
− iΓ
(
d(t)− d∗(t) u(t)
u∗(t)
)]
(A9)
d
dt
d(t) = iΓu(t)− ihd(t) + α
2
[
− d(t)− iΓ
(
u(t)− u∗(t) d(t)
d∗(t)
)]
(A10)
One can confirm that these equations are equivalent to the density matrix representation
previously reported[19],
d
dt
[
u(t)u∗(t)
]
=
d
dt
ρ11 = −iΓ(1− α)(ρ12 − ρ21) + αρ22, (A11)
d
dt
[
u(t)d∗(t)
]
=
d
dt
ρ12 = −iΓ
{
1− 1
2
[
1−
( ρ12
|ρ12|
)2]}
(ρ11 − ρ22)−
(
α(ρ11 − ρ22)
2ρ11
− 2ih
)
ρ12.
(A12)
Appendix B: Generation of C code for simulation
This Mathematica code generates C code to calculate RHS of the interpolated dynamics
for the two-level system in Appendix A. The eight-spin quantum-signature model can be
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calculated by defining H , L, ψ, and P in the same manner.
(∗ Definition of the system ∗)
H = {{−h,−Γ}, {−Γ, h}}
L = {{0, 1}, {0,−1}}
ψ = {ux + I uy, dx + I dy}
P = {u2x + u2y, d2x + d2y}
(∗ Calculate derivatives ∗)
dψ = −I H.ψ dt
dP = L.P dt
ψnext = ψ + dψ
Pnext = P + dP
(∗ Calculate RHS ∗)
ψ2next = ComplexExpand[Conjugate[ψnext]ψnext]
r =
√
(1− α) ψ2next + α Pnext
ph = ψnext/
√
ψ2next
rhs = Coefficient[Series[r ph− ψ, {dt, 0, 1}], dt]
(∗ Output RHS in C code ∗)
Write[OpenWrite[”RHS.c”],CForm[rhs]]
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