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The Blonder-Tinkham-Klapwijk model of the Point-Contact Andreev Reflection spectroscopy 
does not provide an adequate description of experiment in the presence of magnetic field. We 
demonstrate this using a junction between a niobium tip and a copper film. We modify the the-
ory to explicitly take into account the contribution to conductance that stems from the normal 
vortex cores in the superconductor. These results have important implications for interpretation 
of transport spin polarisation measurements using PCAR technique. We demonstrate that stray 
magnetic fields can be responsible for the experimentally observed dependence of the spin po-
larisation on the strength of the interface barrier, and potential misassignment of the inferred 
spin polarisation. 
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The recent theoretical [1-3] and experimental [4-
18] development of point-contact Andreev reflection 
(PCAR) spectroscopy is driven by the interest to find 
materials with high degree of spin polarization P.  
Such materials can be used for integration in spin-
based microelectronics [19-21].  The technique may 
be used to determine the spatial variation of spin-
polarised current in semiconductors [22, 23].  Impor-
tantly, the technique uses a superconducting (SC) tip 
as a probe and  either an externally applied magnetic 
field or the stray field from the sample may affect the 
behaviour of the tip.  Earlier experimental works [24-
28] on PCAR reported the enhancement of spectral 
broadening [29] with magnetic field, although without 
a consistent explanation of the mechanism. The influ-
ence of the magnetic field on the tip has not been ad-
dressed at all in the context of the spin polarisation 
measurements previously, despite the significant num-
ber of experimental studies on point-contact with fer-
romagnetic materials [4-16] and magnetic semicon-
ductors [17,18].   
Here we present the analysis of the behaviour of 
niobium tips in contact with an epitaxial copper film, 
in presence of an external magnetic field H, applied 
parallel or perpendicular to the tip.  To describe the 
field dependence of PCAR spectra, we introduce an 
extension to the Blonder-Tinkham-Klapwijk (BTK) 
model [24] that takes into account the effect of normal 
vortex cores in the SC tip explicitly. We show that the 
effect of vortices has profound implications for the 
analysis of spin polarisation in ferromagnetic samples.  
Point contacts were created by driving a mechani-
cally sharpened Nb tip (made of a 0.25mm-diameter, 
99.9% pure Nb wire), into the surface of a 60-nm 
thick, (100)-oriented copper film. The conductance vs 
voltage ( )(VG ) dependences were recorded using a 
standard lock-in technique, at T =  4.2K.   
Point-contact spectra with the field applied parallel 
or perpendicular to the tip (Fig. 1), show gradual sup-
pression of the spectral features with increasing mag-
netic field.  All spectra are normalized by the back-
ground conductance taken at approximately 20mV, 
where the conductance is independent of voltage.  The 
position of the peaks stays constant at approximately 
±2mV up to 0.4T and starts to narrow progressively at 
higher fields.  Although spectra at H higher than 1.4T 
are not shown, the peaks are still identifiable at 1.8T.  
As the peaks start to converge, the spectral feature 
becomes smaller, and disappears at 2 T, indicating the 
local upper critical field, Hc2 [31]. 
As in our previous work [28], we assume that the 
contact area (~10 µm  in diameter) contains multiple 
randomly-distributed individual junctions. Together 
they probe a large area of the vortex lattice compared 
to the inter-vortex separation, yielding an overall spec-
trum, which is effectively an average over the vortex 
lattice. In order to take into account the normal cores 
of vortices, we consider the total conductance 
)(VG to be a sum of the normal and SC channels 
( NG  and )(VGS , respectively). NG  is invariant 
with voltage, representing an ohmic normal-state junc-
tion. We further assume that )(VGS  is described by 
the BTK model with certain values of the order pa-
rameter ∆ , interface barrier Z and smearing parameter 
ω . We treat the spectral broadening by calculating a 
convolution between the zero-temperature SC density 
of states (DOS) and a Gaussian function of 
widthω [28].  This generic method accounts for all 
sources of broadening. We note that the thermal part 
(kBT = 0.36 meV; kB is the Boltzmann constant) con-
stitutes only about a half of the observed total zero-
field ω . We assume that the non-thermal contribution 
is mainly due to the interface scattering.  
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can assume that the contribution of the normal channel 
is proportional to H. At Hc2 the SC channel should 
disappear. Therefore, )(VG  can be written as  
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where h=H/Hc2. At H=0 and H=Hc2, the conductance 
is BTK and ohmic, respectively, and in between there 
is a progressive suppression of the Andreev-reflection 
features with H. 
Fig.1 presents the experimental data obtained with 
two orthogonal field orientations (parallel and perpen-
dicular to the tip) and the corresponding best fits to 
Eq.1. The fits were obtained by fixing the value of h in 
accordance with the applied field and varying the pa-
rameters ∆ , Z  and ω .  
The quality of fit in itself can not be taken as a 
proof of the validity of the two-channel model, be-
cause fits of similar quality can be obtained using the 
conventional formulae that neglect the effect of vortex 
cores. The difference between the two models be-
comes apparent when the field dependences of the 
inferred parameters are analysed.  
In Fig 2 we plot the fitting parameters for the series 
of curves of Fig 1(a). Taken at face value, the results 
of the conventional BTK fits could be interpreted as 
apparent field dependences of the junction parameters, 
a∆ , Za and aω  (open symbols in Fig. 2). All these 
dependences are strong, but most importantly, the in-
terface barrier, Za appears to diverge as the field ap-
proaches Hc2. Such behaviour is unphysical, as the 
interface and the mechanical properties of the junction 
are not affected by the field.  
However, when the SC part of the conductance is 
first extracted from the experimental data according to 
Eq. (1), and then fitted to the BTK model, the field 
dependences of the parameters change considerably 
(solid symbols in Fig 2). Z is now independent of 
field, reinforcing the validity of the two-channel 
model.  The effective order parameter attains ap-
proximately parabolic dependence on H and the in-
crease of the experimental spectral broadening ω be-
comes less pronounced, although still  present. These 
results demonstrate the  significance of including the 
influence of the normal vortex cores for the analysis of 
the field dependences of the superconductor properties 
inferred from the in-field PCAR spectroscopy.  
In the case of perpendicular field, although the 
zero-field junction properties (primarily the barrier Z) 
were different, the overall evolution of the spectra, and 
the apparent field dependences of the junction parame-
ters were similar to those shown in Fig. 2. This simi-
larity suggests that the point-contact transport is not 
directionally selective, and therefore it couples effi-
ciently to the vortex cores irrespectively of the mutual 
orientation of the tip and the vortices. 
Earlier work by Naidyuk et al [26] on the type I su-
perconductor Zn demonstrates that no spectral broad-
ening in field occurs when there is a sharp first order 
transition to the normal state. The disparity in the be-
haviour of Type I and Type II superconductors con-
vincingly demonstrates that it is the introduction of 
vortices that causes the strong field dependence of the 
PCAR spectra. 
The fact that the BTK formalism does not apply to 
a superconductor in the mixed state can be explained 
as follows.  In the presence of vortices, the order pa-
rameter ∆ of the superconductor (and, consequently, 
the electron DOS) varies spatially. Golubov and Ku-
priyanov [32] have calculated numerically the DOS at 
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Figure 1. Experimental data for a Nb/Cu point con-
tact, in field applied parallel (a) and perpendicular (b) 
to the Nb tip. The solid lines are best fits to Eq.1. 
0.9
1.0
1.1
1.2
1.3
1.4
1.5
0.0 0.2 0.4 0.6 0.8
1.0
1.5
2.0
2.5
3.0
3.5
4.0
0.2
0.4
0.6
0.8
1.0
 
 
 
Z
 
 
h = H/H
c2
ω
/∆
 
 
 
∆ 
(m
eV
)
 
Figure 2. Fitting parameters (barrier Z, SC order pa-
rameter ∆  and relative spectral broadening, ∆/ω ) 
obtained from the experimental data of Fig 1(a) using 
the BTK model and neglecting the effect of the mag-
netic field (open symbols), and the more adequate two-
channel model (solid symbols). Quantitatively similar 
results were obtained in field applied perpendicular to 
the Nb tip. 
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different distances from the vortex centre, and ob-
tained the DOS averaged over the unit cell of the vor-
tex lattice. The density at Fermi level, N(0), increases 
with field following a closely linear dependence [33]. 
The complete treatment of Andreev reflection in mag-
netic field would require using the appropriate theo-
retical DOS in calculating the BTK-like expressions 
for reflection and transmission coefficients at the in-
terface. We show however that to a good approxima-
tion this computationally intensive problem can be 
circumvented by using the much simpler two-channel 
model.  
Shown in Fig 3 (a) is a one-dimensional pictorial 
representation of the actual variation of the order pa-
rameter (solid line) and the simplified rectangular pro-
file used implicitly in the two-channel model (dotted 
line). In our model the continuous variation of the or-
der parameter is replaced by perfectly normal vortex 
cores situated in the otherwise homogeneous super-
conductor.  In Fig 3 (b) we show the comparison be-
tween the exact theoretical DOS calculated in [32] and 
the function that results from the two-channel model. 
Our model proves to describe correctly the principal 
features of the mixed-state DOS, namely the sub-gap 
excitations (i.e., the contribution of the cores) and the 
effective broadening of the DOS features in increasing 
field. In contrast, the conventional BTK model fails to 
describe the low-energy part of the DOS.  
We note that in principle it is formally possible to 
reproduce the vortex-lattice average DOS, and hence 
the experimental results, assuming a very strong and 
field-dependent life-time broadening in the SC [25]. 
However there is a difficulty explaining the origin of 
this effect [24], whereas our interpretation based on 
the vortex contribution is clear and consistent. 
We can therefore conclude that the dominant effect 
in the field dependence of the PCAR spectra is due to 
the normal-state excitations in the vortex cores, and 
the two-channel model reflects the physical essence of 
the phenomenon. 
We can now discuss the implications of the mag-
netic field (either applied externally or the stray field 
of a magnetic sample) for the measurements of spin 
polarisation. The stray field may be particularly 
important. Spin-polarised materials are usually ferro-
magnets with large spontaneous magnetisation. The 
stray field is negligible if the film is uniformly mag-
netised in the plane, but it is high in thin films with 
out-of-plane magnetisation, such as FePd [34]. In sam-
ples with an in-plane easy axis the stray field may be 
high locally in the vicinity of domain walls. Also, the 
tip can be subjected to a strong local field if it creates 
an indentation in the surface of the film fully 
magnetised in the plane. The exact details of the field 
distribution are strongly dependent on the material and 
sample geometry. Here we present a generic analysis 
of the potential impact the magnetic field can have on 
the analysis of PCAR data on spin polarised materials 
The BTK model has been extended to include the 
transport spin polarisation P by Mazin et al [1]. We 
use their expressions to generate the superconducting 
term in Eq (1) (now with non-zero P), and produce a 
series of spectra for varying h. As before, we address 
the dominant effect, and assume for simplicity that 
∆ =1.5 meV, Z=0.5, ω =0.5 meV and P are field-
independent. The generated curves are fitted to the 
zero-field generalised BTK model [1] in order to high-
light the apparent effects due to neglecting the mag-
netic field. The fitting procedure yields for each curve 
a set of apparent parameters, a∆ , Za, Pa and aω  that 
are dependent on h. The apparent value of a∆  de-
creases only slowly with field to reach ~ 1.3 at h=0.5, 
and aω does not show any strong filed dependence 
either. However Pa and Za are generally strongly de-
pendent on the field. Reporting P(Z) dependence is a 
usual way experimental PCAR results are presented 
for magnetic samples [10]; therefore in Fig. 4 we plot 
Pa versus Za with h as an implicit parameter.   
There are several important observations. For low 
P0 we recover the approximately parabolic depend-
ence, similar to what has been reported experimentally 
(e.g., for nickel in [7]). If such dependence is inferred 
from a number of measurements taken at different 
locations on the sample surface with different ar-
rangement of domain walls in the junction area, the 
effective field on the tip will change between the 
measurements, causing the apparent Z and P to 
change. At higher P0 (~0.6) the apparent P(Z) depend-
ence flattens out, and at P close to 1 the gradient of the 
Pa(Za) dependence becomes positive. We can conclude 
that whereas the magnetic mechanism can be a possi-
ble candidate to explain the observations in the rela-
tively low-P materials, it is unlikely to apply in the 
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Figure 3. (a) Schematic spatial variation of the normal-
ized order parameter in the presence of Abrikosov vor-
tices is shown by the solid line (top: low field; bottom: 
high field). In the two-channel model this is approxi-
mated the rectangular function shown as the dashed 
line. ξ  is the coherence length of the superconductor, 
and 0∆  is the zero-field order parameter. (b) Theoreti-
cal DOS in the mixed state of a superconductor at h=0.2 
(Ref [32]; circles). The two-channel model approxi-
mates the exact DOS with the function shown as the 
solid line. The conventional BTK model (dashed line) 
cannot reproduce the sub-gap excitations associated 
with the vortex cores.  
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case of highly spin-polarised CrO2 [7]. Contrary to the 
common assumption, if the magnetic mechanism is 
responsible for the P(Z) dependence, the extrapolation 
to Z=0 can be misleading, especially so for low-P ma-
terials. 
In summary, we have studied the behaviour of the 
point-contact spectra of Nb tip/Cu film as a function 
of applied magnetic field, at 4.2K.  The key effect in 
the variation of the spectra with field is due to the 
normal conduction channel provided by the cores of 
Abrikosov vortices. We present a simple extension to 
the BTK model, which adequately describes the ex-
periment. Ignoring the vortices in the analysis may 
lead to serious artefacts, especially when the spin po-
larisation is measured in a ferromagnetic material with 
high saturation magnetisation. 
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spin polarisation, and to A.A.Golubov and 
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C.H.Marrows for supplying us with the copper film 
for this study. This work has been supported by the 
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Figure 4. Variation of the apparent BTK fitting pa-
rameters Pa and Za for the simulated data with fixed P0
and Z0 and varying reduced field h. Z0 = 0.5 for all 
data and P0 is 0.8, 0.6, 0.3 and 0 (top to bottom). The 
arrows indicate increasing magnetic field, h=H/Hc2, 
which is changed in steps of 0.1. The numbers by the 
data points show the values of h. At small P0, as h
increases Za and Pa vary to produce a smooth nearly 
parabolic dependence. The variation of Pa becomes 
weak for data with large starting P0. 
 
