







Estatística! e! Análise! de! Dados:! unidade!
curricular!do!ensino!superior!em!Timor Lorosa’e!
! Dissertação! apresentada! à!Universidade! de!Aveiro! para! cumprimento!
dos!requisitos!necessários!à!obtenção!do!grau!de!Mestre!em!Matemática!
e! Aplicações,! realizada! sob! a! orientação! científica! da! Doutora! Sónia!




































À!Universidade!de!Aveiro! (UA)! e,! em!particular,! ao!Departamento!de!







aos! meus! filhos! e! aos! meus! pais.! Obrigada! pelo! incentivo,! amor! e!
compreensão!nesta!etapa!importante!da!minha!vida.!
À! minha! orientadora,! Professora! Doutora! Sónia! Cristina! Alexandre!
Gouveia,!agradeço!o!seu!trabalho!dedicação,!paciência,!disponibilidade,!
sabedoria,! atenção,! incentivo! e,! acima! de! tudo,! as! suas! palavras!
encorajamento!e!estímulo.!Muito!obrigada!por!tudo.!
Aos! professores! do! Departamento! de! Matemática! e! todos! os!




























Como! novo! país,! Timor! Leste! necessita! de! recursos! humanos!
adequados! para! o! desenvolvimento! sustentável! do! país.! Desde! a! sua!
independência,! em! 2002,! nenhuma! das! universidades! existentes! possuía!
uma!unidade!orgânica!disseminadora!de!Ciências!Exatas.!A!Universidade!
















letivo! 2019.! O! planeamento! geral! e! os! conteúdos! desta! UC! foram!
desenvolvidos!de!acordo!com!o!Plano!de!estudo!definido!pela!FCE!e,!neste!
trabalho,! foi! dado! especial! ênfase! ao! estudo! aprofundado! das!matérias! a!
lecionar! e! ao! desenvolvimento! de! material! pedagógico! para! exposição!













resumo! de! informação,! para! desenvolvimento! de! literacia! na! leitura! dos!
gráficos,!e!na!aptidão!para!executar!análises!descritivas!e!visualização.!O!
segundo! e! terceiro! capítulos! dão! relevância! à! quantificação! do! grau! de!
relacionamento!entre!varáveis!e!à!construção!de!modelos!estatísticos!que!
representem! adequadamente! relações! entre! variáveis.! Em! particular,!
estudamase! modelo! logalineares! (para! variáveis! qualitativas),! modelos! de!
regressão!linear!(para!variáveis!quantitativas)!e!análise!de!variância!(ANOVA!




















universities! had! an! organic! unit! disseminating! Exact! Sciences.! The! National!
University!of!Timor!Lorosa'e!(UNTL)!is!an!institution!of!Public!Higher!Education!and!
unique! in! the! country! to! have! a! new! organic! unit,! after! signing! a! cooperation!
protocol!with! the!University! of! Aveiro! (UA)! on! January! 2014,!whose! vision! and!




the! FCE! and! implement! the! LCE,! the!UNTL! has! the! technical! and! educational!
support!of!the!UA.!In!particular,!the!UA!has!received!UNTL!professors!to!carry!out!
postgraduate!studies!in!areas!relevant!to!the!new!faculty,!thus!providing!them!with!
a! knowledge! update! and! the! development! of! the! skills! for! a! successful!
implementation!of!each!curricular!unit!(UC)!of!the!LCE.!






and! the!development! of! pedagogical!material! for! theoreticalapractical! exposition!
and!for!training!(in!class!and!for!autonomous!study).!In!particular,!supporting!text!





information! in! order! to! develop! literacy! in! reading! the! graphs! and! increase! the!
ability! to! perform! descriptive! analyzes! and! visualization.! The! second! and! third!
chapters!give!relevance!to!the!quantification!of!the!degree!of!relationship!between!
variables!and! to! the!construction!of! statistical!models! that!adequately! represent!
relations! between! variables.! Special! attention! is! given! to! logalinear!models! (for!
qualitative! variables),! linear! regression! models! (for! quantitative! variables)! and!
































































































































lignocelulósico.! Assim,! é! necessária! uma! formação! fundamental! de! recursos! humanos! para!
transformar! os! recursos! naturais.! A! área! de! ciências! exatas! básicas! como!matemática,! física! e!
química!tornamase!crucial!neste!âmbito!desde!que!os!processos!transformativos!de!matérias!primas!
(i.e.,!de!recursos!naturais)!ocorram!em!indústrias!(químicas,!físicas!ou!biológicas).!A!Ciência!Exata!






privado! e! uma! universidade! pública,! que! é! Universidade! Nacional! de! Timor! Lorosa’e! (UNTL,!
http://untl.edu.tl/pt/),! mas! nenhuma! das! universidades! privadas! possui! uma! unidade! orgânica!
disseminadora! de! ciências! exatas.! A!UNTL! foi! uma! universidade! que! pela! primeira! vez! na! sua!
história!como!uma!instituição!do!Ensino!Superior!Pública!e!única!no!país!a!ter!uma!nova!unidade!
orgânica,! após! a! assinatura! do! protocolo! de! cooperação! entre! Universidade! de! Aveiro! (UA,!
http://www.ua.pt/)! e! UNTL! em! Janeiro! de! 2014,! cuja! visão! e! missão! estão! centradas! na!
disseminação!e!promoção!de!Ciências!Exatas!no!ensino!superior! timorense.!Esta!nova!unidade!
orgânica! será! a! criação! da! faculdade! de! Ciências! Exatas! (FCE,!
http://untl.edu.tl/pt/ensino/faculdades/cienciasaexatas)! e! a! implementação! do! respetivo! curso!
inaugural! de! Licenciatura! em! Ciências! Exatas! (LCE)! com! habilitação! em! Matemática,! Física! e!
Química.!Este!curso!de!LCE!organizaase!em!torno!do!fenómeno!das!ciências!exatas!básicas!e!os!
formalismos! que! o! fundamentam,! lançando! assim! as! bases! para! uma! abordagem! rigorosa! e!
produtiva!ao!desenvolvimento!de!ciência!e!tecnologia.!As!três!áreas!científicas!são!estruturantes!na!
aquisição! de! competências! para! recolher! e! interpretar! informações! científicas! relevantes,!













(PED),! concretamente! da! expansão! eficaz! dos! programas! nacionais! em! áreas! industriais! e! de!
investigação!científica.!
Para!criar!a!FCE,!a!UNTL!conta!com!o!apoio!técnico!e!pedagógico!da!UA.!!No!processo!de!
implementação! da! FCE,! a! UA! é! responsável! pela! identificação! das! infraestruturas! e! dos!
equipamentos! necessários! à! criação! desta! faculdade,! pela! elaboração! do! currículo! desse! curso!







No! âmbito! das! disciplinas! institucionais,! a! UNTL! oferece! um! conjunto! de! unidades!
curriculares! transversais! no! primeiro! ano! curricular! dos! cursos,! cujo! objetivo! é! desenvolver!
competências!nas! línguas!portuguesa!e! tétum,!pensamento! lógico!e!crítico!e!valores!cívicos.!As!
unidades!curriculares!de!base,!contêm!os!conteúdos!que!dão!conhecimento!e!compreensão!teóricas!
básicos! para! tornar! a! seu! cargo! materiais! profissionais.! As! unidades! curriculares! profissionais!
contêm!as!matérias!que!caracterizam!a!identidade!do!curso!que!integra!áreas!de!conhecimentos!
relacionadas! com! uma! particular! profissão.! As! unidades! curriculares! de! especialização! contêm!
conteúdos! específicos! para! aumentar! a! compreensão! e! a! competência! em! desempenhar! uma!
matérias!especificas.!
Ao! nível! da! organização! curricular,! a! LCE! terá! a! duração! de! 10! semestres! (5! anos),!
correspondentes! à! obtenção! de! 300! créditos! ECTS! (Matemática:! 67,! Física:! 65,! Química:! 66,!
Informática:!16,!Língua!Portuguesa:!16,!Língua!Tétum:!4,!Língua!Inglesa:!16,!Direito:!4,!Projeto:!14,!
Menores:!16,!Especialização:!16).!Os!16!créditos!em!especialização!estão!associados!à!habilitação!





Nesta! tese,! é! apresentado! o! trabalho! desenvolvido! na! preparação! da! UC! de!
“Estatística(e(Análise(de(dados((EAD)”,!cuja!primeira!edição!irá!realizarase!no!ano!letivo!2019.!
Uma!das!condições!ou!requisitos!para!entender!melhor!nesta!disciplina,!é!ter!conhecimento!básico!









estatísticas! incluem,! por! exemplo,! o! planeamento,! o! resumo! de! informação! recolhida! e! a!
interpretação! de! resultados.! Assim,! a! Estatística! é! uma! ferramenta! essencial! para! qualquer!
profissional! que! necessite! analisar! informação.! Por! este! motivo,! a! existência! de! Unidades!





Nesta! secção! apresentamase! as! características! da! Unidade! Curricular! de! Estatística! e!









Curso!de! Licenciatura!em!Ciências!Exatas! Departamento! Ciências!Exatas!
Ano!letivo! 2019! Semestre! ímpar! Ano!
curricular!
5º!
Créditos!ECTS! 8! Tipo! Especialização! ! !























































O! estudante! que! pretende! ser!
avaliado!em! regime!de!avaliação!
contínua!deve!estar! presente!em!
mais! de! 75%! do! total! de! aulas!
realizadas.!
O! estudante! que! não! preencher!














ao! estudante! que! faltou!
25%! das! aulas!
realizadas!ou!que!faltou!









A! avaliação! por! exame! em!
época! de! recurso! destinaase!
aos! alunos! que! não! ficaram!
aprovados! no! regime! de!
Avaliação!Contínua.!
O! estudante! que! teve! uma!
classificação! quantitativa!
entre! 0,0! e! 3,9! valores! deve!
realizar!a!Prova!de!Recurso.!
Também! se! destina! aos!
alunos! que! não! ficaram!
























O! recurso! a! um! regime! de! avaliação! baseado! apenas! em! exame! final! pressupõe! o! não!













3)! Regressão! e! análise! de! variância! (ANOVA).! O! tópico! de! “Análise! exploratória! de! dados”!
apresenta!técnicas!de!análise!exploratória!de!dados!(qualitativos!e!quantitativos)!e!métodos!para!
resumo! gráfico! de! informação! com! objetivo! de! desenvolver! aptidão! para! executar! análises!




a! relação! entre! variáveis! quantitativas! e! técnicas! ANOVA! para! analisar! o! relacionamento! entre!
variáveis!independentes!qualitativas!e!variáveis!dependentes!quantitativas.!
2.! Objetivos!e!metodologias!usadas!neste!trabalho!











a! disciplina! em! causa.! Além! disso,! parte! deste! trabalho! também! servirá! como! apontamentos!
BIBLIOGRAFIA!
1.! Everitt,!RB.!e!Torsten,!H.,!2010.!A%Handbook%of%Statistical%Analysis%Using%R.!CRC!Press.!






















segundo! o!Plano! de!Estudo! definido! pela! faculdade,! e! desenhada! em!3! capítulos! temáticos! de!




teste! de! razão! verossimilhanças! e! medidas! de! associação,! teste! exato! de! Fisher! e! teste! de!
McNemar,!localização!de!fontes!de!dependência!e!análise!de!resíduos,!modelos!logalineares!para!
tabelas!de!contingência:!caso!bidimensional!e!tridimensional.!No!capítulo!III,!desenvolvemase!sobre!















O! texto! de! apoio! de! “Estatística! e! Análise! de! Dados”! (EAD)! encontraase! divido! em! 3!
capítulos!temáticos!de!competências.!!














O! terceiro! capítulo! apresenta! modelos! de! regressão! linear! e! métodos! para! análise! de!
variância!(ANOVA).!Neste!capítulo!desenvolvease!em!detalhe!sobre!o!modelo!de!regressão!linear!
simples! e! múltiplo! (para! variáveis! quantitativas),! incluindo! a! definição! do! modelo,! estimação! e!
inferência!dos!seus!parâmetros,!significado!e!avaliação!da!qualidade!da!regressão,!validação!de!





A!parte! II! faz! uma! introdução! teórica!e! alguma!prática! dos! conteúdos,! que! completa! os!




















A! estatística! descritiva! ocupaase! da! organização,! condenação! e! apresentação! da!
informação!fornecido!por!um!conjunto!de!dados,!de!forma!a!caracterizar!quantitativamente!o!objeto!
de!estudo.!Assim,!para!além!da!apresentação!dos!dados!em!tabelas!de!frequência!ou!recorrendo!a!











































organizar! os! dados! de! forma! é! o! da! ordenação! dos! dados! baseada! no! rank! (ordem)! das!
observações,!quer!por!ordem!acrescente!ou!decrescente.!
2.1.! Tabela!de!frequências!
Sejam!60∗ < 69∗ < ⋯ < 6;∗ ,!de!<!observações!distintas!de!ordem!crescente!numa!amostra!de!
dimensão!=.!Geralmente!definemase!os!seguintes!tipos!de!frequências:!
•! Frequência!absoluta:!>? ≡!número!de!vezes!que!se!observou!o!valor!6?∗!na!amostra!
•! Frequência!relativa:!>A? = BCD ≡!proporção!de!valores!iguais!a!6?∗!na!amostrax!
•! Frequência!absoluta!acumulada:!E? = >0 + >9 + ⋯+ >? = >F?FG0 !










! BC;?G0 = =! ! BKC
;







Existem! algumas! regras% básicas! que! deverão! ser! seguidas! na! construção! dos! intervalos! (Reis,!
2009):!!
1)! Em! geral,! o! número! de! classes! (<)! deverá! estar! compreendido! entre! quatro! e! catorze,! é!
adaptada!uma!das!seguintes!soluções:!
i.! < = 5!para!= < 25!
ii.! < ≈ =!para!= ≥ 25!
iii.! Formula!de!Sturges:!< = 1 + 3,3"log"(=)!
2)! Nenhuma!classe!deverá!ter!uma!frequência!nulax!






Para! formalizar! a! distribuição!de! frequência! para! variáveis! contínuas!ou! classificados,! sejam!os!
números!reais!\., \0, . . ."" , \;,!tais!que!\. < \0 <"". . . < " \;,!é!definamase!as!classes! \.", \0 , \0", \9 ,. . ."",""" \;^0", \; .!Assim,!a!distribuição!de!frequências!resultante!é!do!tipo:!
!
!13!





! BC;?G0 = =! ! BKC
;





fechado!e!o!limite!inferior!aberto,!isto!é,!se!classe!]\F^0", \F], a = 1, … , <.!No!entanto,!se!as!classes!
forem!constituídas!a!partir!do!valor!mínimo!da!amostra,!o!limite!inferior!da!classe!deve!ser!fechado!
e!o!limite!superior!deve!ser!aberto.!






EH 6 = 0,"""""""""""""""""""de"6 < 60EA0,""""""de"60 ≤ 6 < 69EA9,"""""de"69 ≤ 6 < 6g⋮1,""""""""""""""""""""de"6 ≥ 6;!
2.2.! Representações!gráficas!da!distribuição!de!frequência!




















































Gráfico 2: Gráfico de linha
fi
0 1 2 3 4
0 1 2 3 4










0 1 2 3 4































Histograma! é! uma! representação! constituída! por! uma! sucessão! de! retângulos! (barras)!
adjacentes!em!que!cada!um!tem!por!base!um!intervalo!de!classe!e!a!altura!é!igual!à!respetiva!
frequência!(relativa!ou!absoluta)!dessa!classe.!
Polígono! de! frequências! é! um! gráfico! de! linhas! onde! são! representadas! as! frequências!

















dados.! No! caso! particular! em! que! as! medidas! de! localização! indicam! os! valores! da! variável!
x
fi
















central.! As! medidas! de! tendência! central! mais! usadas! são! a!média! aritmética,! a!moda! e! a!





conjunto!de!dados!constituído!por!=!observações,!60, 69, … , 6H.!!
•! A! média! de! um! conjunto! de! dados! não! organizados! e! não! tabelados! através! de! uma!
distribuição!de!frequências!(Magalhães!et!al.,!2017),!é!dada!por:!
6 = 1= 6?H?G0 !
•! Caso!os!dados!observados!sejam!relativos!a!uma!variável!estatística!discreta!e!estejam!
tabelados,! a! expressão! anterior! pode! ser,! facilmente,! adaptada,! seja! a!média! dada! por!
(Magalhães!et!al.,!2017):!




que! todas! as! observações! vão! ser! aproximadas! pelo! ponto! médio! da! classe! à! qual!
pertencem.!Assim,!!
6 ≈ 1= >?6X?;?G0 = >A?6X?
;
?G0 !



















ii)! Pelas! frequências! acumuladas! identificaase! a! classe! que! contém! a! mediana!
(ordem!H9!ou!50%!da!frequência!relativa)!e!que!será!a!classe!medianax!
iii)! Calculaase!o!valor!aproximado!da!mediana!através!da!seguinte!fórmula:!



















•! No! caso! variável! contínua,! considerease! a! classe! de! maior! frequência! como! classe!























f)! Quantis:!denominaase!por!quantil!de!ordem!Ö,!Ö ∈ "(0,1),!o!valor!real!que!äÄ!que!detém,!à!
sua!esquerda,!(aproximadamente)!Ö"6"100%!das!observações!que!compõem!a!amostra.!Os!
















ii)! Decis,!são! os! quantis! de! ordens!Ö? = ?0. , "p = 1, " … ,9,! ou! seja,!Ö = " { 00. , 90. , … , ê0.}.!Os!
decis!dividem!um!conjunto!de!dados!em!10!partes!iguais.!






















As! medidas! de! dispersão! têm! como! objetivo! descrever! a! variabilidade! ou! dispersão!
existente!num!determinado!conjunto!de!dados.!!!
!20!
a)! Amplitude! amostral,! também! chamada! amplitude! total! ou! amplitude! do! intervalo! de!
variação,!é!diferença!entre!o!máximo!e!o!mínimo.!Designaase!usualmente!pela!letra!R!devido!
a!palavra!inglesa!“Range”.! V = 6XYZ − 6X?H!
b)! Amplitude!interquartis!ou!distância!interquartis!é!a!diferença!entre!o!terceiro!e!o!primeiro!
quartil,!isto!é,! "íìä = ä.,îï − ä.,9ï!
!
c)! Variância,!não!é!mais!do!que!a!média!dos!desvios!das!observações!em!relação!à!média!da!








d9 ≈ 1= − 1 >? 6X? − 6 9;?G0 !
onde,!6?!é!observação!p!=!é!número!de!observação!d9!é!variância!amostral!6!é!média!amostral!(a!estimar)!6?∗!observação!p!distinta!<! é! número! de! observações! distintas! (variável! discreta)! ou! número! de! classe!
(variável!contínuas)!6X?!é!ponto!médio!da!classe!p!
!






é,! por! vezes! útil! saber! se! a! distribuição! das! frequências! pelos! valores! possíveis! da! variável!
estatística!é!ou!não!simétrica!e,!caso!seja!assimétrica,!será!interessante!definir!uma!medida!que!
indica! o! grau! de! assimetria! e! qual! o! tipo! de! assimetria! existência.! Existem! várias! medidas! de!
assimetria,!entre!as!quais:!
!21!
a)! O!coeficiente!de!assimetria!(Pedrosa!&!Gama,!2016)!ñ = ów Zv^Z òwvôó~ò """""""""""(kikod"=ão"%&iddp>p%ikod)!!




•! Se!ñ = 0,!a!distribuição!é!simétrica!
•! Se!ñ > 0,!há!evidências!de!assimetria!positiva!na!distribuição!
•! Se!ñ < 0,!há!evidências!de!assimetria!negativa!na!distribuição!
!
b)! Comparando!as!três!medidas!de!tendência!central!
•! Çá = ÇÉ = 6 ⟹!distribuição!simétrica!
•! Çá ≤ ÇÉ ≤ 6 ⟹!distribuição!assimétrica!à!esquerda!ou!assimetria!positiva!
•! Çá ≥ ÇÉ ≥ 6 ⟹!distribuição!assimétrica!à!direita!ou!assimetria!negativa!
!
3.4.! Representação!gráfica!






















do! grosso! das! observações.! Todas! as! observações! que! excedam! os! limites! dos! bigodes! são!
identificadas!como!outliers.%Habitualmente,!são!utilizadas!as!seguintes!barreiras!para!definição!de!
outliers!moderados!e!severos:!!
•! os!outliers%moderados%são! todas! as! observações! que! se! situam!para! além!de! barreiras!ä.,9ï − 1,5"×"íìä!e!ä.,îï + 1,5"×"íìä,!


































se!sobre! teste!de!quiaquadrado! (û9)! de! independência,!homogeneidade!e!ajustamentox! teste!de!
razão!verossimilhanças!e!os!testes!alternativa!para!as!tabelas!de!contingência!2"×"2,! isto!é!teste!
exato!de!Fisher!para!amostras!independentes!e!teste!McNemar!para!amostras!emparelahadas!ou!
correlacionadas.! O! quarto! tema! aborda! tabelas! de! contingência! bidimensional,! onde! se!
desenvolvem!técnicas!para!análise!de!resíduos!com!objetivo!para!encontrar!a!localização!de!fontes!






Suponha! que! de! uma! amostra! aleatória! de! tamanho! n,% de! uma! dada! população,! são!
observadas! duas! características! A! e! B! (qualitativas! ou! quantitativas),! com! $! e! %! categorias,!
respetivamente!í0, … , íA!e!ñ0, … , ñü.!
Cada!individuo!da!amostra!é!classificado!pelo!cruzamento!de!duas!categorias.!Podemos!representar!












Totais! †?0A?G0 = ®.¶ """""""…""""""" †?ü
A














a)! Espaço! amostral! ou! espaço! dos! resultados,! é! o! conjunto! de! todos! os! resultados!
possíveis! de! ocorrência! de! um! evento,! simbolicamente! representada! pela:!©"ou"´.!O!
número!de!elementos!do!espaço!amostral!é!denotado!por!D © "ou"D ´ "e"D ´ ≠ Æ.!
b)! Evento!é!qualquer!subconjunto!de!um!espaço!amostral,!denotada!por!qualquer!uma!letra!
maiúscula.!O!número!de!elementos!de!um!evento!é!denotado!por!D . .!
c)! Probabilidade! de! um! acontecimento! (evento)! é! quociente! entre! o! número! de! casos!
favoráveis! ao! acontecimento! e! o! número! de! casos! possíveis,! supondo! que! todos! os!
casos!são!igualmente!possíveis.!Ou!seja:!
! ! ! !Ø . = ⋕"üY~á~"}Y±áAá±≥?~⋕"üY~á~"Äá~~í±≥?~ = D(.)D(´)!,!! 0 ≤ µ . ≤ 1!
d)! Classificação!de!eventos!
•! Evento!certo,!quando!ele!possui!todos!os!elementos!do!espaço!amostral.!Ou!seja,!D . = D(´).!Neste!caso,!Ø . = ¶!
•! Evento!impossível,!quando!número!de!casos!favoráveis!é!zero.!ou!seja,!D . = Æ ⟹µ ∅ = 0!
•! Evento!complementar,!dado!um!evento!A!num!espaço!amostral!´.!O!complementar!
do!evento!í!são!todos!os!elementos!do!espaço!amostral!´!que!não!estão!contidos!
em!A,!então!temos!que!í = ´ − ß!e!ainda!´ = í + ß.!




foi!contado!duas!vezes,!assim!temos:!!= í ∪ ñ = = í + = ñ − =(í ∩ ñ)!
A!probabilidade!de!ocorrência!A!ou!B!é!dada!por:!!µ í ∪ ñ = µ í + µ ñ − µ í ∩ ñ !
Se!A!e!B!são!dois!eventos!disjuntos!ou!mutuamente!exclusiva.!Ou!seja,!!í ∩ ñ = ∅ ⟹ µ í ∩ ñ = 0!
Logo,!a!sua!probabilidade!é!simplificada!por:!
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µ í ∪ ñ = µ í + µ ñ !
•! Evento!intersecção.!Dados!dois!eventos!A!e!B!de!um!espaço!amostral!´.!O!número!
de!elementos!de!A ∩ ñ!é!igual!o!número!de!elementos!simultâneos!em!A!e!B.!!
Assim,!a!probabilidade!da! intersecção!de!dois!eventos!µ(í ∩ ñ)"ou!probabilidade!
conjunta!A!e!B!!corresponde!à!!possibilidade!dos!dois!eventos!ocorrem!simultânea!
ou!sucessivamente.!!
Para!calculo!de!µ í ∩ ñ !pode!ser!feito!à!custa!!das!probabilidades!condicionadas!µ í|ñ ! ou!µ ñ|í ,! onde!µ í|ñ ! representa! a! probabilidade! de! ocorrência! de! A!
sabendo!que!B!ocorreu.!A!relação!entre!as!probabilidades!é!a!seguinte!!µ í ñ = µ(í ∩ ñ)µ(ñ) """" ⟺ """"µ(í ∩ ñ)" = µ(ñ)×µ í ñ !
ou! µ(ñ|í) = µ í ∩ ñµ í """" ⟺ """"µ(í ∩ ñ)" = µ(í)×µ(ñ|í)!
Se!A!e!B!são!eventos!independentes,!a!probabilidade!de!ocorrência!simultânea!de!
A!e!B,!é!simplificada!por:!!
!! ! ! µ í ñ = µ(í)µ(ñ|í) = µ(ñ) ⟺ """"µ(í ∩ ñ)" = µ(í)×µ(ñ)!




3.1.! Teste! de! independência! de! QuiBquadrado! e! de! razão!
verosimilhanças!
















!! = ≥ 20!
!! Todos!os!frequências!esperadas!(Ω?F)!forem!superiores!a!1!
!! Pelo!menos!80%!dos!Ω?F!forem!não!inferiores!a!5!










Se!æ.!for!verdadeiro,!isto!é,!as!variáveis!A!e!B!forem!independentes!então:!Ω?F = =×µ í? ∩ ñF = =×µ í? ×µ ñF = ="×†?.= ×†.F= = †?.×†.F= !
Pois!a!probabilidade!de!uma!intersecção!é!igual!ao!produto!das!probabilidades.!
Portanto,!as!hipóteses!deste!teste!são:!æ.: †?F = Ω?F, ; ∀?F!æ0: †?F ≠ Ω?Fx!para!algum!p, a!
!
Estatística!do!teste!(Mello,!2014)!










ou! igual!o! valor! crítico! !de!û9! num!determinado!nível!de!significância!∆.!Caso!contrário,!não!se!
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rejeitar!hipótese!nula.!Ou!seja,!rejeitaase!æ.!(em!favor!de!æ0)!quando!ûá«~9 !é!maior!ou!igual!ao!valor!
crítico!do!teste,!seja!ƒ ¶^» ; K^¶ ×(§^¶)≈ .!Se!ûá«~9 < ƒ ¶^» ; K^¶ ×(§^¶)≈ !então!não!se!rejeita!æ..!
b)! Medidas!de!associação!!
No! teste! do! Quiaquadrado! apresentado,! se! æ.! de! independência! for! rejeitada,! pode!
interessar! medir! a! intensidade! da! associação! entre! duas! variáveis,! através! de! uma!medida! de!
associação!adequada.!
O!valor!de!uma!medida!de!associação!é!geralmente!baseada!no!valor!de!estatística!do!teste!de!quia
quadrado,!ûá«~9 .!Assim,!se!ûá«~9 = 0!então!a!medida!de!associação!deve!ser!igual!ao!zero!(situação!








  = ÀÃÕzŒH (A^0)(ü^0) , 0 ≤   ≤ 1,"onde!  = 1!ocorre!apenas!para!$ = %.!
!
(3)! Coeficiente!de!contingência!de!V!de!Cramer!(Mello,!2014)!














Variável!I≈! 1! i! s! – + —!2! %! k! § + “!
Total! – + §! — + “! D!
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!
Supondo!æ.!de!independência!verdadeira,!a!estatística!de!teste!de!û9!é!û9 = =(ik − s%)9(i + s)(% + k)(i + %)(s + k)!
!e,! normalizando! de! forma! adequada,! obtemase,!” = ÀÃÕzŒH = |YÉ^«ü|(Yy«)(üyÉ)(Yyü)(«yÉ) ", "0 ≤ ” ≤ 1! que!
pode! ser! usuada! como! uma! medida! de! associação.! Quanto! maior! for! o! valor! de! ”! maior! a!
associação!entre!as!variáveis.!
Alternativamente,! podease! utilizar! ”‘ = YÉ^«ü(Yy«)(üyÉ)(Yyü)(«yÉ) ", −1 ≤ ”‘ ≤ 1! que! permite! medir! a!
intensidade!da!associação!e!também!a!sua!direção!
•! ”‘ = 0 → ik − s% = 0 ⟹!ausência!de!associação!(i.e.,!independência)!
•! ”‘ > 0 → ik > s% ⟹!associação!positiva!








(por!exemplo,!masculinas!e! femininas,!ou! vermelhas,! rosa!e!brancas).! comparar!as! frequências!
observadas! em! cada! categoria! com! as! frequências! esperadas.! Se! o! número! esperado! de!
observações!em!qualquer!categoria!for!muito!pequeno,!o!teste!G!pode!dar!resultados!inexato!e,!em!
vez!disso,!deve!ser!usar!um!teste!exato.!(McDonald,!n.d.)!














h9 = 2 †?F ln †?FΩ?FüFG0
A
?G0 ~û A^0 ×(ü^0)9 !
Quando!o!número!de!observações!é!elevado,!a!estatística!h9!é!aproximadamente!a!Quia
quadrado!com!! $ − 1 × % − 1 !graus!de!liberdade!(isto!é,!û9~ƒ K^¶ ×(§^¶)≈ ).!Assim,!tal!como!no!teste!





















são!equivalentes!às!do!teste!de!independência.!Isto!é,!!!æ.: †?F = Ω?F; ∀?F!æ0: †?F ≠ Ω?Fx!para!algum!p, a!
Estatística!do!teste(
%û9 = ÷v◊^Ÿv◊ ŒŸv◊üFG0A?G0 ~ƒ K^¶ ×(§^¶)≈ !
Decisão:(rejeitaase!æ.!(em!favor!de!æ0)!quando!ûá«~9 ≥ ƒ ¶^» ; K^¶ ×(§^¶)≈ .!Senão!então!não!se!rejeita!æ..!
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b)! Teste!quiBquadrado!de!ajustamento!


















Assim,!as!hipóteses!deste!teste!são:!!!æ.: †? = Ω?"; ∀?!æ0: †? ≠ Ω?x!para!algum!p!
A!frequência!esperada!de!uma!classe,!quando!æ.!é!verdadeira,!é!dada!por:!!Ω? = =×µ?!com!µ? = µ(…?)!
!
Estatística!de!teste!
! !û9 = ÷v^Ÿv ŒŸv;?G0 ~ƒ 0^» ; ;^X^0≈ !
Quando!o!número!de!observações!é!elevado,!a!estatística!û9"tem!aproximadamente!distribição!do!
























!! Calcular!a!probabilidade!de!observada!ÖY!com!i = †00"para!cada!tabela!construída.!ÖY = i + s ! % + k ! i + % ! s + k !=! i! s! %! k! !
!! Calcular! a! probabilidade! de! significância! Ö,! é! dado! pela! soma! das! probabilidades!
calculadas!para!cada!tabela.!Ö^›Yﬁ≥ = ÖY + ÖYy0 + ⋯+ ÖX?H"(Yy«,Yyü)" = Ö~Ä!
Se!†00 < Ω00!então!a!associação!é!negativa!(cauda!da!esquerda)!
!! Hipóteses!a!testar!são!æ.:!!independência!æ0:!associação!negativa!
!! Construir! as! tabelas! de! frequências! de! observadas! mantendo! os! mesmos! totais!
marginais!e!decrescendo!a!frequência!observada!†00 = i!até!zero.!
!! Calcular!a!probabilidade!de!observada!ÖY!para!cada!tabela!construída.!
!! Calcular! a! probabilidade! de! significância! Ö,! é! dado! pela! soma! das! probabilidades!




•! Teste!unilateral:!rejeita!æ.!em!favor!de!æ0!se!µ_›Yﬁ≥ ≤ ∆.!Caso!contrario!não!se!rejeita!æ.!em!
favor!de!æ0.!
















+! i! s! – + —!
B! %! k! § + “!










Considerease! = = s + %! e! ∆! o! nível! de! significância.! A! escolha! do! teste! e! a! regra! de! decisão!
associada!podem!ser!resumidas!do!modo!que!se!segue:!(Reis,!Melo,!Andrade,!&!Calapez,!2016)!
•! Se!s + % ≤ 20,!aplicaase!o!teste!binomial!µ_›Yﬁ≥ = µ W = 6 = HZ µZ(1 − µ)H^Z!onde!W~ñ(s + %, 09),!com!6 = lp=""{s, %}.!
•! Se!s + % > 20,!usaase!o!teste!de!û9!
û9 = †? − Ω? 9Ω?;?G0 = (s − %)9s + % ~ƒ(¶)≈ !
!
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Demonstração:!!Ω? = =Ö? = s + % × 12 ⟺ Ω? = s + %2 !
û9 = †? − Ω? 9Ω?;?G0 = s −
s + %2 9s + %2 + % −
s + %2 9s + %2 !
= s9 − 2s s + %2 + s + %2 9 + %9 − 2% s + %2 + s + %2 9s + %2 !
= s9 − s9 − s% + s + %2 9 + %9 − s% − %9 + s + %2 9s + %2 = −2s% + 2
s + % 94s + %2 !
= −2s% + s + % 92s + %2 =
−4s% + s + % 92s + %2 = −4s% + s + %
92 × 2s + %!





Uma! tabela! contingência,! com! K( linhas! e! §! colunas! dizase! que! tem! dimensão! $"×"%,! e!
designaase!por!tabela!bidimensional!(ver!tabela!3).!!





O! processo! utilizado! para! identificação! das! categorias! responsáveis! por! um! valor!
significante!da!estatística!quiaquadrado!foi!sugerido!por!(Haberman,!1973).!Este!processo!envolve!



















da! amostra! não! é! fixo! e! todas! as! contagens! são,! portanto,! aleatórias.! Então,! as! frequências!
observadas!†?F"(p = 1, … , $; a = 1, … %)!não!são!mais!do!que!realizações!independentes!das!variáveis!
aleatórias! †?F! bem! modelados! por! uma! distribuição! de! Poisson! com! valor! esperado! Ω †?F =Êi$" †?F = Ω?F"(Ω?F > 0"com"p = 1, … , $; a = 1, … %").!Assim,!†?F ~"µopddo=" Ω?F .!
Admitindo!†?F"(p = 1, … , $; a = 1, … %)! independentes! e! identicamente! distribuídas! (i.i.d.),! a! função!
massa!de!probabilidade!conjunta!para!†?F!condicionada!a!Ω?F!é!dada!por!!






com!†?F ∈ ℕ."e"Ω?F ∈ ℝy.!Esta!constitui!a!função!de!verosimilhança!usual!de!Poisson!e,!maximizando!

















razão! verossimilhança,!h9! (Leal,! 1997).! Uma! vez! ajustado! o!modelo,! os! estimadores! dos! seus!
parâmetros!permitiranosaão!quantificar!os!efeitos!que!as!diversas!variáveis!e!as! interações!entre!
elas!exerceram!sobre!os!dados!e!analisar!a!sua!significância.!
Neste! trabalho,! abordaase! a! problemática! da! adaptação! dos! modelos! logalineares! à!
ordinalidade!das!variáveis!em!tabela!de!contingência.!Neste!sentido,!são!abordados!os!modelos!
logalineares! ordinais! que! permitem! descrever! padrões! de! associação! e! interação! (ou! a! sua!







dizemase!estatisticamente!independentes!se,!µ í? ∩ ñF = µ í? ×µ ñF = †?.= ×†.F= , p = 1, . . , $"e"a = 1, … , %!
Supondo!æ.!de!independência!verdadeira,!a!frequência!esperada!é!dada!por!Ω?F = =µ í? ∩ ñF = = †?.= ×†.F= = †?.×†.F= !
Assim,!o!modelo!de!logaritmo!é!dado!por:!ln Ω?F = ln †?.×†F.= = ln †?. + ln †.F − ln =!





Assim,!o!modelo!logalinear!de!independência!deve!ser!escrito!da!seguinte!forma:!ln Ω?F = Í + Î?Ï + ÎFÌ!! ! ! ! ....................................!(*)!
Para!estimar!os!parâmetros!do!modelo!é!necessário!considerar!Î?ÏA?G0 = 0%%% e%% ÎFÌüFG0 = 0,!
e!assim!os!parâmetros!do!modelo!são!estimados!através!de!!
•! Í = 0A×ü ln Ω?FüFG0A?G0 x!efeito!médio!global!
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•! Î?Ï = 0ü ln Ω?FüFG0 − Íx!efeito!principal!da!variável!í!
•! ÎFÌ = 0A ln Ω?FA?G0 − Íx!efeito!principal!da!variável!ñ!
!
Demonstração:! ln Ω?F = ln †?. + ln †.F − ln = ⟺ ln Ω?F = ln Ω?. + ln Ω.F − ln =!! ......................!(i)!
somando!respetivamente!em!p, a!e!p"e"a,!obtivemos!
•! ln Ω?FA?G0 = ln Ω?.A?G0 + ln Ω.FA?G0 − ln =A?G0 !⟺ lnΩ?FA?G0 = ln Ω?.A?G0 + $ ln Ω.F − $ ln =!!⟺ 0A ln Ω?FA?G0 = 0A ln Ω?.A?G0 + ln Ω.F − ln =!!⟺ lnΩ.F = 0A ln Ω?FA?G0 − 0A ln Ω?.A?G0 + ln =!! ! ! .....................!(ii)!
•! ln Ω?FüFG0 = ln Ω?.üFG0 + ln Ω.FüFG0 − ln =üFG0 !⟺ lnΩ?FüFG0 = % ln Ω?. + ln Ω.FüFG0 − % ln =!!⟺ 0ü ln Ω?FüFG0 = ln Ω?. + 0ü ln Ω.FüFG0 − ln =!!⟺ lnΩ?. = 0ü ln Ω?FüFG0 − 0ü ln Ω.FüFG0 + ln =!! ! ! .....................!(iii)!
•! ln Ω?FüFG0A?G0 = ln Ω?.üFG0A?G0 + ln Ω.FüFG0A?G0 − ln =üFG0A?G0 !⟺ lnΩ?FüFG0A?G0 = % ln Ω?.A?G0 + $ ln Ω.FüFG0 − $×% ln =!!⟺ 0A×ü ln Ω?FüFG0A?G0 = 0A ln Ω?.A?G0 + 0ü ln Ω.FüFG0 − ln =!!! .....................!(iv)!
!
substituindo!(ii)!e!(iii)!em!(i),!obtive!ln Ω?F = ln Ω?. + ln Ω.F − ln =!
⟺ lnΩ?F = 1% ln Ω?FüFG0 − 1% ln Ω.F
ü
FG0 + ln = + 1$ ln Ω?F
A
?G0 − 1$ ln Ω?.
A
?G0 + ln = − ln =!
⟺ lnΩ?F = 1% ln Ω?FüFG0 + 1$ ln Ω?F
A
?G0 − 1% ln Ω.F
ü
FG0 − 1$ ln Ω?.
A
?G0 + ln =!
⟺ lnΩ?F = 1% ln Ω?FüFG0 + 1$ ln Ω?F
A
?G0 − 1$ ln Ω?.
A
?G0 + 1% ln Ω.F
ü
FG0 − ln =(?±) !
⟺ lnΩ?F = 1% ln Ω?FüFG0 + 1$ ln Ω?F
A






=?. = 1% ln Ω?FüFG0 !
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=.F = 1$ ln Ω?FA?G0 !=.. = 1$×% ln Ω?FüFG0
A
?G0 !
A!equação!anterior!é!equivalente!a!ln Ω?F = =?. + =.F − =..!⟺ lnΩ?F = =?. − =..ÓvÔ + =.F − =..Ó◊ + =..Ò !
Como! o! número! de! parâmetros! é! respetivamente! 1,! $ − 1! e! % − 1,! logo,! o! número! total! dos!




introduzir!um!termo!representativo!da!interação!entre!as!variáveis,!seja!Î?FÏÌ,!e!o!modelo!fica!!ln Ω?F = Í + Î?Ï + ÎFÌ + Î?FÏÌ!!
Neste!caso,!Ω?F ≠ ÷v."×"÷.◊H ,!pois!æ.!de!independência!não!é!verdadeira!Ω?F = ="×"µ í? ∩ ñF = ="×†?F= = †?F!
Com!as!restrições! Î?ÏA?G0 = 0, " ÎFÌüFG0 = 0"!e!! Î?FÏÌA?G0 = Î?FÏÌüFG0 = 0!
os! parâmetros! do! modelo! são! estimados! de! forma! equivalente! aos! parâmetros! do! modelo! (*)!
substituindo!Ω?F!por!†?F!e!adicionalmente!Î?FÏÌ = ln †?F − (Í + Î?Ï + ÎFÌ).!












Saturado! Í, Î?Ï, ÎFÌ, Î?FÏÌ! (AB)!
Independência! Í, Î?Ï, ÎFÌ! (A,!B)!
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Interpretação!dos!parâmetros!do!modelo!(Bento!Murteira!&!Antunes,!2012)!
•! Se!Î?Ï > 0"(< 0),!o!efeito!da!linhaai%é!positivo!(negativo),!i.e.,!as!frequências!esperadas!da!
linhaa"p!tendem!a!ser!superiores!(inferiores)!à!média!global!(Í).!
•! Se!ÎFÌ > 0"(< 0),!o!efeito!da!colunaaj%é!positivo!(negativo),!i.e.,!as!frequências!esperadas!da!
colunaa"a!tendem!a!ser!superiores!(inferiores)!à!média!global!(Í).!





Hipóteses!a!testar!æ.:!modelo!de!independência!(Î?FÏÌ = 0)!æ0:!modelo!saturado!(Î?FÏÌ ≠ 0)!
!
Passos%para%ajustar%os%modelos%logVlineares:!





Se!uma! tabela! tem!K( linhas,!§!colunas!e! Ú!estratos!dizase!que! tem!dimensão!$"×"%"×"&,!e!
designaase!por!tabela!tridimensional.!Se!tem!dimensão!superior,!a!tabela!de!contingência!designaa
se!por!tabela!multidimensional.!













Totais!•¶ """""…"""""•§ """"""""…"""""""""•¶ """"""…""""""•§!ß¶!⋮!ßK!
†000 """"…"""†0ü0 """"""…"""""""†00ﬁ """"""…"""""†0üﬁ!⋮"""""""""""""""""""""""""""""""""⋮""""""""""""""""""""""""""""""""""""⋮!†A00 """…""""†Aü0 """"""…""""""†A0ﬁ """""…"""""†Aüﬁ!
®C..!⋮!®K..!























?G0 ; p = 1, … , $; "j = 1, … , %; "< = 1, … , &!
•! Total!marginal!de!duas!variáveis:!
†?F. = †?F;ﬁ;G0 ; "†?.; = †?F;
ü
FG0 ; "†.F; = †?F;
A

















Supondo!æ.(9)!verdadeira,!Ω?F; = ÷v.õ×÷.◊.H ; ∀p, a, <!
!! Independência!parcial!entre!í!e!(ñ…)!æ.(g):!a!variável!í!independente!das!restantes!(ñ…)!æ0(g): ~æ.(g)!




Supondo!æ.(0)!verdadeira,!!Ω?F; = =×µ í? ∩ ñF ∩ …; = =×µ í? ∩ ñF|…; ×µ …; = =×µ í?|…; ×µ ñF|…; ×µ …; != =× Û Ïv∩ÙõÛ Ùõ × Û Ì◊∩ÙõÛ Ùõ ×µ …; = =× ıv.õwı..õw × ÷.◊õH = ÷v.õ×÷.◊õ÷..õ ; ∀p, a, <.!
−! Independência!condicional!entre!í"e"…!dada!ñ!æ.(9):!as!variáveis!í"e"…!são!independentes!dada!variável!ñ!æ0(9): ~æ.(9)!
Supondo!æ.(9)!verdadeira,!Ω?F; = ÷v◊.×÷.◊õ÷.◊. ; ∀p, a, <!
−! Independência!condicional!entre!ñ"e"…!dada!í!æ.(g):!as!variáveis!ñ"e"…!são!independentes!dada!variável!í!æ0(g): ~æ.(g)!




































Mutua! ÷v..×÷.◊.×÷..õHŒ !! $%& − $ − % − & + 2!
Parcial!entre!(A,!B)!e!C! ÷v◊.×÷..õH !! ($% − 1)(& − 1)!
Parcial!entre!(A,!C)!e!B! ÷v.õ×÷.◊.H !! ($& − 1)(% − 1)!
Parcial!entre!(B,!C)!e!A! ÷.◊õ×÷v..H !! (%& − 1)($ − 1)!
Condicional!entre!(A,!B)!dada!C!
÷v.õ×÷.◊õ÷..õ !! &($ − 1)(% − 1)!
Condicional!entre!(A,!C)!dada!B!
÷v◊.×÷.◊õ÷.◊. !! %($ − 1)(& − 1)!
Condicional!entre!(B,!C)!dada!A!
÷v◊.×÷v.õ÷v.. !! $(% − 1)(& − 1)!











=?.. = 1a×< ln Ω?F;ﬁ;G0
ü









=?F. = 1< ln Ω?F;ﬁ;G0 """" ; """"=.F; = 1p ln Ω?F;
A
?G0 """ ; """"=?.; = 1a ln Ω?F;
ü
FG0 !


















de!saturado!para!tabela!tridimensional:!ln Ω?F; = Í + Î?Ï + ÎFÌ + Î;Ù + Î?FÏÌ + Î?;ÏÙ + ÎF;ÌÙ + Î?F;ÏÌÙ!
Neste!caso,!Ω?F = ="×"µ í? ∩ ñF ∩ …; = ="× ÷v◊õH = †?F;!
O!número!total!de!parâmetros!independentes!do!modelo!é!igual!a:!1 + $ − 1 + % − 1 + & − 1 + $ − 1 % − 1 + $ − 1 & − 1 + % − 1 & − 1 + $ − 1 % − 1 & − 1 = $%&!
!
b)! Modelo!independência!!
Vamos! considerar! apenas”! modelo! hierárquicos”,! sabendo! que:! um! modelo! dizase!
hierárquico!se,!ao!incluir!um!termo!representativo!de!um!efeito!de!determinada!ordem,!envolvendo!
um! conjunto! de! variáveis!˘,! também! inclui! todos! os! termos! que! representam! efeitos! de! ordens!





i)! Modelo!de!associação!2!a!2!ln Ω?F; = Í + Î?Ï + ÎFÌ + Î;Ù + Î?FÏÌ + Î?;ÏÙ + ÎF;ÌÙ!
ii)! Modelo!de!independência!condicional!
•! ln Ω?F; = Í + Î?Ï + ÎFÌ + Î;Ù + Î?;ÏÙ + ÎF;ÌÙ ⟶!independência!condicional!entre!í"e"ñ!dada!…!
•! ln Ω?F; = Í + Î?Ï + ÎFÌ + Î;Ù + Î?FÏÌ + ÎF;ÌÙ ⟶!independência!condicional!entre!í"e"…!dada!ñ!
•! ln Ω?F; = Í + Î?Ï + ÎFÌ + Î;Ù + Î?FÏÌ + Î?;ÏÙ ⟶ independência!condicional!entre!ñ"e"…!dada!í!
iii)! Modelos!de!independência!parcial!
•! ln Ω?F; = Í + Î?Ï + ÎFÌ + Î;Ù + Î?FÏÌ" ⟶!independência!parcial!entre!(íñ)!e!…!
•! ln Ω?F; = Í + Î?Ï + ÎFÌ + Î;Ù + Î?;ÏÙ ⟶ !independência!parcial!entre!(í…)!e!ñ!
•! ln Ω?F; = Í + Î?Ï + ÎFÌ + Î;Ù + ÎF;ÌÙ ⟶ !independência!parcial!entre!(ñ…)!e!í!






Saturado/completo! Í, Î?Ï, ÎFÌ, Î;Ù, Î?FÏÌ, Î?;ÏÙ, ÎF;ÌÙ, Î?F;ÏÌÙ! (ABC)!
Associação!2!a!2! Í, Î?Ï, ÎFÌ, Î;Ù, Î?FÏÌ, Î?;ÏÙ, ÎF;ÌÙ! (AB,!AC,!BC)!
Independência!
condicional!
entre!B!e!C,!dado!A! Í, Î?Ï, ÎFÌ, Î;Ù, Î?;ÏÙ, ÎF;ÌÙ! (AB,!AC)!
entre!A!e!C,!dado!B! Í, Î?Ï, ÎFÌ, Î;Ù, Î?FÏÌ, ÎF;ÌÙ! (AB,!BC)!
entre!A!e!B,!dado!C! Í, Î?Ï, ÎFÌ, Î;Ù, Î?FÏÌ, Î?;ÏÙ! (AC,!BC)!
Independência!
parcial!
entre!(B,!C)!e!A! Í, Î?Ï, ÎFÌ, Î;Ù, Î?FÙÌ! (BC,!A)!
entre!(A,!C)!e!B! Í, Î?Ï, ÎFÌ, Î;Ù, Î?;ÏÙ! (AC,!B)!
entre!(A,!B)!e!C! Í, Î?Ï, ÎFÌ, Î;Ù, Î?FÏÌ! (AB,!C)!























Quando!o! tamanho!de! amostra! é! elevado!û9! e!h9! têm!aproximadamente! uma!distribuição!Quia
quadrado!com!Ê!graus!de!liberdade!(onde!Ê!dependendo!do!modelo!considerado).!
!






Modelo! Símbolo! Informação*! ˜C¯‹!
Saturado/completo! (ABC)! {†?F;}! †?F;!
Associação!2!a!2! (AB,!AC,!BC)! {†?F.}, †?.; , {†.F;}! Método!iterativo!
Independência!
condicional!
entre!B!e!C,!dado!A! (AB,!AC)! {†?F.}, †?.; ! †?F."×"†?.;†?.. !
entre!A!e!C,!dado!B! (AB,!BC)! {†?F.}, †.F; ! †?F."×"†.F;†.F. !
entre!A!e!B,!dado!C! (AC,!BC)! {†?.;}, †.F; ! †?.;"×"†.F;†..; !
Independência!
parcial!
entre!(B,!C)!e!A! (BC,!A)! {†.F;}, †?.. ! †.F;"×"†?..= !
entre!(A,!C)!e!B! (AC,!B)! {†?.;}, †.F. ! †?.;"×"†.F.= !
entre!(A,!B)!e!C! (AB,!C)! {†?F.}, †..; ! †?F."×"†..;= !










A!comparação!deste!tipo!de!modelos!pode!ser!feita!mediante!o!cálculo!da!estatística:!h9 ÇY Ç« = h9 ÇY − h9 Ç« ~û |ˆ—^ˆ–| "9 !








































Para! analisar! o! relacionamento! entre! duas! variáveis! (uma! variável! independente! e! uma!
variável! dependente)! é! possível! construir! um! modelo! matemático! que! melhor! representa! este!


























Um! dos! métodos! mais! usados! para! estudar! o! tipo! relacionamento! é! diagrama( de(
dispersão.! É! um! gráfico! onde! cada! ponto! representa! um! par! de! valores! observados! (6?, ¸?)!










relação!de!tipo!linear,!¸ = i6 + s.!Quando!o!diagrama!de!dispersão!indica!uma!tendência!para!uma!
relação!linear,!então!os!pontos!encontramase!bem!ajustados!pela!uma!reta!¸ = i6 + s.!
Se! pretende! relacionar! duas! variáveis,! ou! seja,! um! conjunto! de! pares! de! observações!6?, ¸? , p = 1, … , =,!uma!medida!habitual!do!grau!de!relacionamento!é!o!coeficiente!de!correlação!de!
Pearson,!definido!por!(Mello,!2014):!
$ = %oÊ(6, ¸)Êi$ 6 . Êi$(¸) = 6? − 6 ¸? − ¸H?G0 6? − 6 9H?G0 ¸? − ¸ 9 = 6?H?G0 ¸? − =6¸6?9H?G0 − =69. ¸?9H?G0 − =¸9 = ˘Z˝˘ZZ˘˝˝!
!
Em! geral! quando! relacionamos! duas! variáveis! aleatórios! não! encontramos! uma! relação!















Considerease!o!conjunto!de!dados!observados! 6?, ¸? , p = 1, … , =.!Neste!modelo,!em!termos!
de!análise!de!regressão,!que!a%única%variável%que%pode%ter%algum%erro%associada%é%a%variável%¸?,!
admitindo!que!a!variável!6?!é!conhecida!sem!qualquer!erro.!Assim,!a!relação!entre!as!variáveis!6?!e!¸?!não!pode!ser!descrita!por!um!modelo!matemático!da!forma!¸ ? = ˛. + 0˛6?,!mas!sim!por!um!modelo!
do!tipo!ˇ C = !Æ + !¶IC + "C,!onde!˛ .!e!˛ 0!são!os!parâmetros!da!regressão!(˛.!é!coeficiente!constante!




dos!pontos!em!relação!à!reta!de!equação!¸? = ˛. + 0˛6?.!!
!











Verificaase! que! nem! todos! os! pontos! se! encontram! sobre! a! reta! de! regressão! e! essa!




ponto!da!reta.!Analiticamente!isso!significa!que!existe!uma!relação!linear!entre!o!valor!esperado!de!¸?!e!o!valor!do!regressor!que!lhe!corresponde,"6?,!Ω ¸? 6? = ˛. + 0˛6?!
Assim,!uma!equação!de!regressão!permite!estimar!valores!de!¸,!com!base!em!valores!conhecidos!
através!de!! ¸? = ˛. + 0˛6?!
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Assim,!o!modelo!de!regressão!linear,!!ˇC = !Æ + !¶IC + "C!pode!ser!escrever!na!forma:!!¸? = ˛. + 0˛6? + #? ⟺ ¸? = ¸? + #?!
!
E!o!erro!escrevease! #? = ¸? − ¸? ⟺ #? = ¸? − (˛. + 0˛6?)!
!













Sendo! o! objetivo! definir! um!modelo! em! que! os! erros! cometidos! sejam!mais! pequenos!
possíveis,! a!determinação!dos!parâmetros!do!modelo!de! regressão!˛.! e! 0˛,! é! feita! tal! que!seja!
mínima!a!soma!dos!quadrados!erros,!˘.!Portanto,!as!estimativas!˛."e" 0˛!devem!minimizar!a!soma!
dos!quadrados!dos!erros.!
min$%,$ó ˘ "onde"˘ = #?9H?G0 = ¸? − ˛. − 0˛6? 9
H
?G0 !
Para! tornar!S!mínima,!é!necessário!derivar!a! função!em!ordem!˛."e" 0˛,! igualar!a!zero!e!
verificar!o!sinal!da!segunda!derivada!(é!positiva).!Assim,!







Demonstração:!!&&˛. ¸? − ˛. − 0˛6? 9H?G0 = 0&& 0˛ ¸? − ˛. − 0˛6? 9H?G0 = 0
⟺ −2 ¸? − ˛. − 0˛6?
H
?G0 = 0−26? ¸? − ˛. − 0˛6?H?G0 = 0
⟺ −2 ¸? − ˛. − 0˛6?
H
?G0 = 0−2 6?¸? − ˛.6? − 0˛6?9H?G0 = 0
!













⟺ −− 0˛ 6?9H?G0 − 6?H?G0 ¸?H?G0 − 0˛ 6?H?G0 6?H?G0= = − 6?¸?
H
?G0 !
⟺ −0˛ − 6?9H?G0 + 1= 6?
H
?G0






0˛ = − 6?¸?H?G0 + 1= 6?H?G0 ¸?H?G0− 6?9H?G0 + 1= 6?H?G0 9 !
⟺ −0˛ = 6?¸?H?G0 − 1= 6?H?G0 ¸?H?G06?9H?G0 − 1= 6?H?G0 9 ⟺
−
0˛ = 6?¸?H?G0 − 1= 6?H?G0 = 1= ¸?H?G06?9H?G0 − = 1= 6?H?G0 9 !




O!modelo!de! regressão! linear! simples!¸? = ˛. + 0˛6? + #?, p = 1, … , =,! pode!ser!escrito!na!
forma!matricial!
(6?, ¸?)"p = 1, … , = ⟶ ¸0 = ˛. + 0˛60 + #0⋮H¸ = ˛. + 0˛6H + #H ⟺
¸0...¸HH"×"0
=
1""""60. """""".. """"".. """""".1"""6HH"×"9
× ˛.˛09"×"0 +
#0...#HH"×"0
⟺ ' = _.! + "!
A!soma!dos!quadrados!dos!erros!é!dada!por,!
S = "C9H?G0 = "C)"C = ' − _! ) ' − _! = ')' − ')_! − !)_)' + !)_)_!!= ')' − ≈!)_)' + !)_)_!! ! ! ! ! ! .................!(**)!
!
O!valor!mínimo!para!˘!é!obtido!da!seguinte!maneira:!&&˛ ˘ = 0 ⟺ &&˛ ')' − ≈!)_)' + !)_)_! = 0!⟺ −2_)' + 2_)_! = 0 ⟺ _)' = _)_!!
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Portanto,!o!estimador!é!! = _)_ ^0_)'! ! ! ! !
!
Assim,!desde!que!_)_! = _)',!então!a!expressão!(**)!pode!ser!simplificar!da!seguinte!forma:!




•! Ω #?|6 = 0!e!Êi$ #? 6 = +9 > 0,!(independente!de!6)!⟶!homocedasticidade!condicionada!
•! #?~‚(0,+9) ⟶!normalmente!distribuídas!(e!independentes)!
Ao!assumir!que!os!erros!têm!distribuição!normal!concluímos!que!também!as!observações!¸?!vão!ter!
distribuição! normal! já! que! ¸? = ˛. + 0˛6? + #?,! e! soma! de! uma! normal! com! uma! constante! tem!
distribuição!normal.!Assim!para!cada!abcissa!6?!¸?|6?~‚ ˛. + 0˛6?,+9 , p = 1, … , =.!(Hall!et!al.,!2011)!
estimação!de!,≈!
para!estimar!+9!precisar!de!conhecer!#?,!uma!vez!que!a!estimar!+9!é!através!da!variância!amostral!





dos!estimadores!˛.%e% 0˛.!Considere!o!modelo!de!regressão!linear!. = W. ˛ + #,!cujos!estimadores!






Em!forma!matricial,!! = W)W ^0W). = _)_ ^0_) _! + " = _)_ ^0_)_/ ! + _)_ ^0_)"!
Então!concluiase!que!! = ! + _)_ ^0_)"!




•! Variância/covariância! !0! = Êi$ !|_ = Êi$ _)_ ^0_)' _ = " _)_ ^0_) Êi$ '|_G±YA "|_ G1Œ _)_ ^0_!= _)_ ^0_)_/ _)_ ^0+9 = _)_ ^0+9!
Assim,!a!matriz!covariância!dos!parâmetros,!é!dada!por:!!
0! = _)_ ^0+9 = 1= + 69dZZ −6dZZ−6dZZ 1dZZ +9 =
Êi$(˛.) %oÊ(˛., 0˛)%oÊ(˛., 0˛) Êi$( 0˛) !
!
Demonstração:!















1=" 6?9H?G0 − 1=" 6?
H
?G0− 1=" 6?H?G0 1
= 1= + 69dZZ −6dZZ−6dZZ 1dZZ !Êi$ !|_ = +9%??!e!%oÊ !|_ = +9%?F; "p ≠ a.!Onde,!%??!é!elementos!da!diagonal!principal!da!0!!
e!%?F!é!elementos!que!não!sejam!da!diagonal!principal.!





sujeitas! os! erros! elevados! a! incerteza! com!que! estimamos! a! reta,! quer! quanto! ao! declive! quer!
quanto!à!ordenada!na!origem,!é!grande.!
No!primeiro!caso,!vamos!testar!se!a!ordenada!na!origem!é!nula.!!
Hipóteses!a!testar!são:!æ.": "˛. = 0!vs.!æ0": "˛. ≠ 0!
!
A!estatística!de!teste!é!! . = $%23% ~m(H^9),!onde!˘$%!é!desvio!padrão!de!˛.!




O!Intervalo!de!confiança! 1 − ∆ "×"100%"!para!˛.!é! ˛. − m 0^» 9,H^9 ˘$% "; ˛. + m 0^» 9,H^9 ˘$% !
No!segundo!caso,!estamos!a!testar!se!de!facto!a!variável!¸?!depende!de!6?.!!
!
Hipóteses!a!testar!são:!æ.": " 0˛ = 0!vs.!æ0": " 0˛ ≠ 0!
A!estatística!de!teste!é!! 0 = $ó23ó ~m(H^9),!onde!˘$ó!é!desvio!padrão!de! 0˛!
Decisão:!rejeitar!æ.!em!favor!de!æ0!se!  0á«~ > m(0^» 9,H^9).!Caso!contrário!não!rejeitar!æ..!
Se!æ.!não!foi!rejeitada,!ficamos!com!o!modelo!¸? = ˛. + #?!e!não!existe!nenhuma!relação!entre!¸?!e!6?.!













Para! analisar! a! significância,! passemos! à! partição! da! soma! dos! quadrados! através! do!modelo!
ajustado,!isto!é,!a!soma!dos!quadrados!dos!desvios!das!observações!em!relação!à!sua!média,!©4*!
é!igual!à!soma!dos!quadrados!dos!desvios!dos!valores!preditos!(sobre!a!reta!estimada)!em!relação!
à!média,! ©45,! com! os! quadrados! dos! desvios! das! observações! em! relação! ao! respetivo! valor!
predito,!©4˜.!! ˘ä) = ˘ä6 + ˘äŸ ⟺ ¸? − ¸ 9H?G0 = ¸? − ¸ 9
H











•! ˘äŸ! tem! = − Ö! graus! de! liberdade,! que! resultam! =! resíduos! ¸? − ¸?! menos! número! de!
parâmetros!estimados,!onde!Ö = < + 1.!





dos! desvios! explicados! pela! regressão,! ˚45,! e! a! média! de! quadrados! dos! resíduos! (erros!
ajustamento),!˚4˜.! Çä6 = 278; !!e!ÇäŸ = 279H^Ä = +9!
Estatística!de!teste:! E = Çä6ÇäŸ ~E;,H^Ä!
Neste!caso,!em!modelo!de!regressão!linear!simples!< = 1.!

















Fonte!de!variação! ©4! :. Ú.! ˚4! J;—<! ˆ–Ú;K − Ø!
Regressão!
(explicada)! ˘ä6! 1! Çä6 = ˘ä61 ! Çä6ÇäŸ! µ(E > Eá«~)!
Erros!(não!
explicada)! ˘äŸ! = − 2! ÇäŸ = ˘äŸ= − 2! ! !




O! coeficiente! de! determinação! pode! ser! pensado! como! uma!medida! da! quantidade! de!
variabilidade! explicada! pelo! modelo! de! regressão! já! que! consiste! na! razão! entre! a! soma! dos!
quadrados!desvios!aos!resíduos!e!a!soma!dos!quadrados!total.!(Pedrosa!&!Gama,!2016)!V9 = ˘ä6˘ä) = ˘ä) − ˘äŸ˘ä) = 1 − ˘äŸ˘ä) , 0 ≤ V9 ≤ 1!
•! Se!V9 = 1 ⟹ ˘äŸ = 0 ⟺ ¸? − ¸? 9H?G0 = 0 ⟺ ¸? = ¸?, p = 1, … , ="!⟹!existe!uma!relação!linear!perfeito!(quando!todas!as!observações!estão!sobre!a!reta!de!
regressão).!







VY9 = 1 − ˘äŸ= − Ö˘ä)= − 1 , 0 ≤ VY9 ≤ 1!
•! VY9 ≅ 1,!o!modelo!é!bastante!adequado!!




análise! dos! resíduos! #?,! que! deverão! refletir! as! propriedades! dos! erros:! serem! normais,! com!






















Hipóteses!a!testar:!æ.": > = 0!vs!æ0": > ≠ 0!
Sendo!>!é!a!correlação!entre!resíduos!sucessivos!
!
Estatística!de!teste:!k? = -v^-v@ó ŒwvôŒ -vŒwvôó %onde!k?!é!um!valor!tal!que!0 ≤ k? < 4!
Valores!críticos:!ku%e!kA!(tabelados)!
Decisão:!!
•! kA ≤ k? < 4 − kA,!não!se!rejeita!æ.!
•! 0 ≤ k? < ku!ou!4 − ku ≤ k? < 4,!rejeitaase!æ.!
•! ku ≤ k? < kA!ou!4 − kA ≤ k? < 4 − ku,!nada!se!pode!concluir!
!
































Os! métodos! gráficos! citados! anteriormente! têm! a! desvantagem! de! serem! subjetivos,! pois!
dependem!de!interpretação!visual.!Para!um!resultado!mais!objetivo,!podease!usar!os!testes!de!






de! maior! distância! vertical! entre! as! duas! funções.! Este! teste! é! construído! para! qualquer!
distribuição!e!é!válido!para!amostras!de!grande!dimensão.!
Assim,!as!hipóteses!a!testar!são:!æ.": E(6) = E.(6)!vs.!æ0": E 6 ≠ E.(6)!




!BH = supZ |EH 6 − E. 6 |!
Onde:!! EH 6 = ⋕"á«~≥A±Yçõ≥~"F"ZH !é!f.d.a.!empírica!









































Estatística!de!teste:!I = «ŒZv^Z Œwvôó ,!!












estimar!o!parâmetro!K = Ω ¸?|6?0 = %0, 6?9 = %9, … , 6?; = %; = ˛. + 0˛%0 + ˛9%9 + ⋯+ ˛;%;,!
com!<!é!número!de!regressores.!!
!
No!caso!de!modelo!regressão!linear!simples!< = 1.!Neste!caso,!o!estimador!de!K!é!K = ˛. + 0˛%0.!
Fazendo!% = 1 %0 !!então!o!valor!esperado!e!variância!do!estimador!de!K!são!seguintes:!
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Ω K|6, % = Ω ˛. + 0˛%0|6, % = ˛. + 0˛%0 = K!œi$ K|6, % = œi$ %˛|6, % = %"…oÊ ˛|6, % %) = +9% W)W ^0%) ………… . (∗)!
A!raiz!quadrada!de!(*)!é!o!erro!padrão!da!previsão!em!média,!dL = + % W)W ^0%)!







comportamento! médio! do! regressando,! estando! o! investigador! interessado! em! fazer! previsão!
pontual,! isto!é,!prever!apenas!um!particular!valor!desta!variável!referido!a!outra!período!ou!outra!
contexto.!(Bento!Murteira!et!al.,!n.d.)!
Considerease!de!novo!que!6?0 = %0, 6?9 = %9, … , 6?; = %;,!ou!seja,!neste!caso!< = 1,!então!!¸. = ˛. + 0˛%0 + #.!
Enquanto!que!na!previsão!em!média!se!pretendia!estimar!Ω ¸.|6, % ,!na!previsão!pontual!procuraa
se!prever!os!valores!assumidos!por!¸..!
Considerease!o!previsor!mínimo!quadrado!de!¸.,!¸. = ˛. + 0˛%0!
e!o!erro!de!previsão,! # = ¸. − ¸.!
utilizando!a!variável!aleatória!#,!vão!estudarase!as!propriedades!estatísticas!do!previsor.!Como!Ω #|6, % = Ω ¸. − ¸.|6, % = 0!
a!variância!de!#,!condicionada!por!W!e!%,!é!dada!por!œi$ #|6, % = +9 1 + % W)W ^0%) !
Assim,!o!erro!padrão!da!previsão!é!dado!por!d- = + 1 + % W)W ^0%)!










Assim,!o!modelo!de!regressão!linear!múltipla!¸? = ˛. + 0˛6?0 + ⋯+ ˛;6?; + #?, p = 1, … , =, a = 1, … , <!
ou,!!
¸? = ˛. + F˛6?F;FG0 + #?, p = 1, … , =!
onde,!p%é!o!número!de!observações!a!é!o!numero!de!regressores!6?F!é!o!valor!de!observação!p!na!variável!6.!F˛ , a = 0,1, … , <!são!os!parâmetros!da!regressão!Ö = < + 1!é!o!número!de!parâmetros!do!modelo!
Em!notação!matricial,!deve!ser!escrito!como!6?F, ¸? "p = 1, … , =a = 1, . . , < ⟶ ¸0 = ˛. + 0˛600 + ⋯˛;60; + #0⋮H¸ = ˛. + 0˛6H0 + ˛;6H; + #H ⟺ ¸0⋮¸HH"×"0 =
1 600 … """"""60;⋮ ⋮ ⋮ """""""""" ⋮1 6H; … """"""6H;H"×"Ä
× ˛.˛0⋮˛;Ä"×"0
+ #0⋮#HH"×"0!⟺ ' = _.! + "!
!
4.2.! Estimação!e!inferência!sobre!os!parâmetros!
As!estimativas!dos!Ö!parâmetros!da!regressão!(˛., 0˛, … , ˛;)!são!dadas!pelas!soluções!da!
minimização!da!soma!dos!quadrados!dos!erros.!! = _)_ ^0_)'!
onde,!_)!representa!a!matriz!transposta!de!_.!Assim,!a!equação!da!superfície!de!regressão!pode!
ser!escrita!como,! ' = _!!
onde,!!'!é!o!vetor!de!valores!preditos.!
Os!resíduos!continuam!a!ser!definidos!como!a!diferença!entre!as!observações!e!os!valores!preditos!
respetivos.! " = ' − '!
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As!somas!dos!quadrados!dos!erros!são!dadas!por!
˘äŸ = "C9H?G0 = "C)"C = ' − _! ) ' − _! = '*' − !*_*'!˘ä6 = !*_*' − =¸9!˘ä) = ˘ä6 + ˘äŸ!
Tal! como! no! modelo! regressão! linear! simples,! as! estimativas! para! os! parâmetros! são!
centradas,!ou!seja,! ˜ ! = !!
e!as!variâncias!são!dadas!pelos!elementos!da!diagonal!principal!da!matriz! _)_ ^0.!
M! = +9 _)_ ^0!é! Êi$(˛.)%oÊ( 0˛, ˛.)"""""""%oÊ(˛., 0˛)Êi$( 0˛) ⋯⋯ %oÊ(˛., ˛;)%oÊ( 0˛, ˛;)⋮ """"""""""""""""""""""""""" ⋮ ⋱ ⋮%oÊ ˛;, ˛. """"""%oÊ(˛;, 0˛) ⋯ Êi$(˛;) !com!+
9 = 279H^Ä!
!
Assim,!a!distribuição!amostral!dos!parâmetros!é!!¯~‚ !F,+9%Fy0,Fy0 ; a = 0, 1, … , <.!
Teste!de!significância!e!intervalos!de!confiança!para!os!parâmetros!da!regressão!
Hipóteses!a!testar:!æ.": " F˛ = 0!æ0": " F˛ ≠ 0!
Como!os!parâmetros!têm!distribuição!Normal!com!média!e!variância!dadas!acima,!ou!seja,!
F˛~‚ F˛,+$◊9 !
Assim,!a!estatística!de!teste!é!m = $◊^$◊23◊ ~m H^Ä , a = 0, 1, … <,!onde!˘$◊ = + %Fy0,Fy0!
Com!base!nesta!estatística!podemos!construir! intervalos!de!confiança!e!efetuar! testes!de!
hipóteses!aos!parâmetros!individuais!de!forma!análoga!à!efetuada!no!modelo!simples.!Assim,!
Intervalos!de!confiança! 1 − ∆ "para! F˛!é!dado!por!










No!modelo!de!regressão!linear!múltipla!a!ANOVA!dá!resposta!ao!teste!æ.": 0˛ = ˛9 = ⋯ = ˛; = 0!vs.!æ0": F˛ ≠ 0!para!algum!a!
Rejeitaase!æ.!para!os!valores!elevados!da!estatística!de!teste!E = Çä6ÇäŸ ~E;,H^Ä!
No!fundo!estamos!a!testar!o!significado!da!regressão!num!todo,!ou!seja,!estamos!a!testar!se!tem!




por! V9 = ˘ä6˘ä) , 0 ≤ V9 ≤ 1!
Ao!adicionarmos!variáveis!regressoras!ao!modelo!estamos!sempre!a!aumentar!o!valor!de!V9!e!nem!sempre!essas!variáveis!são!estatisticamente!significativas.!Assim,!tal!como!na!regressão!
simples,!definease!o!coeficiente!de!determinação!ajustado!para!corrigir!o!viés!do!coeficiente:!







Tal!como!no!modelo!da!regressão!linear!simples,!pretendease!estimar!o!parâmetro!K = Ω ¸?|6?0 = %0, 6?9 = %9, … , 6?; = %; = ˛. + 0˛%0 + ˛9%9 + ⋯+ ˛;%;!
e!o!estimador!de!K!é!
Fonte!de!variação! ˘ä! n. &.! Çä! Eá«~! µ − Êi&je!
Regressão!
(explicada)! ˘ä6! <! Çä6 = ˘ä6< ! Çä6ÇäŸ! µ(E > Eá«~)!
Erros!(não!explicada)! ˘äŸ! = − Ö! ÇäŸ = ˘äŸ= − Ö! ! !
Total! ˘ä)! = − 1! ! ! !
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K = ˛. + 0˛%0 + ˛9%9 + ⋯+ ˛;%;.!
Fazendo!% = 1 %0""" … """"%; ,!logo!o!valor!esperado!e!variância!do!estimador!de!K!são!os!seguintes:!Ω K|W, % = Ω ˛. + 0˛%0 + ˛9%9 + ⋯+ ˛;%;|W, % = ˛. + 0˛%0 + ˛9%9 + ⋯+ ˛;%; = K!œi$ K|W, % = œi$ %˛|W, % = %"…oÊ ˛|W, % %) = +9% W)W ^0%)!
Portanto,!erro!padrão!da!previão!em!média!é!dado!por!dL = + % W)W ^0%)!
e!o!respetivo!I.C.!de!previsão!para!K!com!confiança!(1 − ∆)!é!dado!por!K − m0^» 9,dL"; K + m0^» 9,H^9dL .!
!
b)! Previsão!pontual!!
Considerease!de!novo!que!6?0 = %0, 6?9 = %9, … , 6?; = %;,!e!seja!!¸. = ˛. + 0˛%0 + ˛9%9 + ⋯+ ˛;%; + #.!
!
Considerease!o!previsor!mínimo!quadrado!de!¸.,!¸. = ˛. + 0˛%0 + ˛9%9 + ⋯+ ˛;%;!
e!o!erro!de!previsão,! # = ¸. − ¸..!
Utilizando!a!variável!aleatória!#,!vão!estudarase!as!propriedades!estatísticas!do!previsor.!Como!Ω #|W, % = Ω ¸. − ¸.|W, % = 0!
a!variância!de!#,!condicionada!por!W!e!%,!é!dada!por!œi$ #|6, % = +9 1 + % W)W ^0%) !
Assim,!o!erro!padrão!da!previsão!é!dado!por!d- = + 1 + % W)W ^0%)!
E!o!respetivo!I.C.!de!previsão!para!¸."com!confiança!(1 − ∆)!é!dado!por!¸. − m0^» 9,d- "; ¸. + m0^» 9,H^9d- .!
4.5.! Validação!dos!pressupostos!da!regressão!


















a)! DFBETA,! mede! a! influência! da! observação! p! sobre! o! coeficiente! de! 6F,! e! a! observação! é!
influente!se! BEñΩ íF(?): ?˛ − F˛(?)äÇΩ(?)%FF > 2= , a = 0, 1, … , <!
b)! DFFITS,!mede!a! influência!que!a!observação! p! tem!sobre!seu!próprio!valor!ajustado.!Neste!
caso,!medimos!a!influência!da!exclusão!da!p −ésima!observação!no!seu!previsto!ou!ajustado,!
e!consideramos!a!observação!influente!se!
BEEì ˘?: ¸? − ¸?(?)äÇΩ(?)ℎ?? > 2 < + 1= − Ö!
c)! Distância!de!Cook,"B?,!mede!influência!da!observação!p!sobre!todos!os!=!valores!ajustados!¸?,!
e!consideramos!a!observação!influente!se!B? = e?9ℎ??< + 1 äÇΩ(1 − ℎ??)9 > 1!
onde,!
•! ¸?(?)!é!previsão!de!¸?!removendo!a!observação!p,!
•! äÇΩ(?) = +(?)9 !é!variância!do!erro!quando!removendo!a!observação!p,!
•! ℎ??!é!diagonal!principal!do!matriz!chapéu,!æ = _ _)_ ^0_),!
•! F˛(?)!é!o!valor!estimado!para! F˛!quando!excluímos!a!observação!(6?, ¸?).!
!
4.5.2.!!Colineariedade!











Assim,! dificulta! a! avaliação! da! importância! relativa! das! variáveis! independentes! ao! explicar! a!
variância!na!variável!independente.!
A! colinearidade! pode! ser! diagnosticada! pela! análise! da! matriz! correlação! bivariadas.!
Quando!mais!de!duas!variáveis!forem!colineares,!a!matriz!de!correlações!já!não!pode!ser!usada.!















por! íì… = −2 ln \ ˛ + 2Ö!


























Quando! os! vários! grupos! são!modelados! pela! distribuição!Normal,! com! igual! variância,!



















x1 x2 x3 x4 x5
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O!modelo!de!ANOVA!com!um!fator!e!efeitos!fixos!pressupõe!que!cada!observação!pode!ser!
modelada!pela!expressão:! .?F = ÍF + #?F = Í + ∆F + #?F; p = 1, … , =F; a = 1, … , <!
onde,%.?F ⟶%observação!p!do!grupo!ax!ÍF ⟶%média!do!grupo!ax!∆F ⟶%efeito!(não!aleatório)!do!grupo!ax!#?F ⟶!erro!aleatório!da!observação!do!p!do!grupo!a.!
!
Se!queremos!testar!a!hipótese!de!igualdade!de!localização!(médias)!dos!vários!grupos!então!
queremos!testar!as!hipóteses!æ.: Í0 = Í9 = ⋯ = Í; = Í!vs.!æ0: ÍF ≠ Í,!para!algum!a!




A! ANOVA! começa! por! decompor! a! variabilidade! das! respostas! em! duas! componentes!
fundamentais,!isto!é,!
.?F − . 9;FG0
H◊
?G0 = =F .F − . 9
;




?G0 ⟺ ˘ä) = ˘äŸ + ˘äO!







liberdade!(há!que!estimar!a!média!do!grupo),!como!há!<!grupos!temos!< =F − 1 = = − <!graus!de!
liberdade!para!˘äO.!Assim!temos!a!seguinte!partição!dos!graus!de!liberdade.!= − 1 = < − 1 + (= − <)!
!




















Hipóteses!a!testar!em!cada!comparação:!æ.: Í? = ÍFæ0: Í? ≠ ÍF; """p ≠ a; """p, a = 1, … , <!
Região!de!rejeição!
•! O!método!de!Tukey:! W? − WF ≥ 7Â;õ;w@õ Q79"H◊ !onde!ä»;;;H^;%é%o!quantil!de!probabilidade!(1 − ∆)!
para!distribuição!Studentized!Range!(tabelada)!com!(<, ""= − <)!graus!de!liberdade.!Este!método!
é!adequado!para!amostras!de!igual!dimensão.!(Mello,!2014)!
•! O! método! de! Scheffé:! W? − WF > ÇäŸ 0Hv + 0H◊ (< − 1)E0^»,;^0,"H^;! onde! E0^»,;^0,"H^;! é% o!
quantil!de!probabilidade!(1 − ∆)!para!distribuição!F!de!Snedecor!(tabelada)!com!(< − 1, "= − <)!
graus!de!liberdade.!É!adequada!para!qualquer!dimensão!de!amostra.!
Fonte!de!variação! ˘ä! n. &.! Çä! Eá«~! µ − Êi&je!
Entre!grupos! ˘äŸ! < − 1! ÇäŸ = ˘äŸ< − 1! ÇäŸÇäO! µ(E > Eá«~)!
Dentro!dos!grupos! ˘äO! = − <! ÇäO = ˘äO= − <! ! !





modelo!é!o!mesmo!da!ANOVA!com!efeitos!fixos,!mas!a!interpretação!é!pouca!diferente.!!.?F = ÍF + #?F = Í + ∆F + #?F; p = 1, … , =F; a = 1, … , <!
onde!neste!caso,!∆F!e!#?F!são!aleatórios.!Assumease!que!os!erros!#?F!são!normalmente!com!média!
0!e! variância!+9,!‚(0,+9),! os!efeitos!∆F! também!são!normalmente! com!média!0!e! variância!+9,!‚(0,+»9).!!
! Num!modelo!de!efeitos!aleatórios,!a!forma!mais!apropriada!de!testar!a!igualdade!das!médias!








•! Para!grupos!com!a!mesma!dimensão!(=0 = =9 = ⋯ = =;),!+Ï9 = Q79^Q7PH◊ !
•! Caso!os!grupos!tiverem!dimensões!diferentes,!=F!deve!ser!substituir!por!
















É! um! teste! paramétrico! para! comparação! de! duas! ou! mais! variâncias! populacionais.!
Suponhaase! que! a! partir! de! <! populações! se! extraíram! <! amostras! aleatórias! simples! e!
independentes,!com!dimensões!=F, a = 1, … , <.!Sejam!+F9, a = 1, … , <!as!variâncias!das!<!populações.!!
Este!teste!é!adequado!quando!se!assume!normalidade!dos!dados.!
Hipóteses!a!testar!são:!æ.: "+09 = +99 = ⋯ = +;9!(variâncias!homogéneas)!!æ0: "+?9 ≠ +F9; p ≠ a; p, a = 1, … , <;!para!algum!a!
!
Estatística!do!teste!(Mello,!2014)!









Hipóteses!a!testar!æ.: "+09 = +99 = ⋯ = +;9!æ0: "+?9 ≠ +F9; p ≠ a; p, a = 1, … , <;!para!algum!a!
Estatística!do!teste!é!dada!por!
I = = − << − 1× =F ‰F − ‰ 9;FG0 ‰?F − ‰F 9H◊?G;FG0 ~E;^0,H^;!
Onde,!!‰?F = 6?F − WF ; p = 1, … , =F; a = 1, … , <x!6?F!é!observação!p!do!grupo!ax!WF!é!média!do!grupo!ax!‰F!é!média!dos!valores!de!‰!para!o!grupo!ax!‰!é!média!global!dos!valores!de!‰.!






É! a! alternativa! da! oneaway! ANOVA,! quando! os! pressupostos! de! normalidade! e!
homogeneidade!são!violados.!Neste!caso,!é!aplicar!o!teste!KruskalaWallis.!
Este! teste! é! uma!generalização,! para!< > 2! ammostras,! do! teste! de!MannaWhitney! que!
permite! encontrar! diferenças! significativas! entre! os! valores! centrais! (mediana)! de! 3! ou! mais!






Hipóteses!a!testar!æ.: K0 = K9 = ⋯ = K;!æ0: K? ≠ KF; p ≠ a; p, a = 1, … , <,!para!algum!a!
!
Estatística!de!teste!(Reis!et!al.,!2016)!  = 02Œ 6vŒHv;?G0 − H Hy0 Œå !(com!valores!repetidos!nas!amostras)!
esta!estatística!reduzase!a! ∗ = 09H(Hy0) 6vŒHv;?G0 − 3(= + 1)!(sem!valores!repetidos!nas!amostras!(não!existe!empates))!
onde,!!˘9 = 0H^0 V W?F 9HvFG0;?G0 − H Hy0 Œå != = =?;?G0 !
!V? = V W?FHvFG0 !é!soma!das!ordens!do!grupo!ax!V W?F !o!posto!atribuído!a!W?Fx!
!
Os! valores! críticos! para! a! rejeição! da!æ.! para! < = 3x!=? ≤ 5,! p = 1, 2, … , "<! e! não! existe!
empates! entre! grupos,! encontramase! na! tabela! “quantis! da! estatística! de! KruskalaWallis! para!
pequenas! amostras”! em! anexo! (anexo! 2.11).! Caso! contrário,! a! estatística! de! teste! segue!
aproximadamente!a!distribuição!quiaquadrado!com!< − 1!graus!de!liberdade.!Ou!seja,!rejeitarase!æ.!
se!  á«~ > mise&ikod! ou! se!  á«~ > û0^»;";^09 .! E! assim,! tem! se! a! região! de! rejeição! é!







Hipótese!a!testar!æ.: K? = KF!æ0: K? ≠ KF; p ≠ a; p, a = 1, … , <,!para!algum!a"!
!
Região!de!rejeição!



























slides! de! apoio! associados! aos! capítulos! apresentados! na! parte! II.! Em! todo! o! conteúdo,! vão!
surgindo! exemplos! resolvidos! (e! respetiva! explicação)! à! medida! que! os! diversos! assuntos! vão!
sendo! apresentados.! Cada! capítulo! termina! com! exercícios,! folhas! práticas! e! atividades! para!
aprendizagem/treino!com!software!R.!








trabalhar! com! o! R! é! necessário! baixáalo! na! página! do! R! Project! da! internet.! Então,! digite!
http://www.raproject.org! na! barra! de! endereços! do! seu! navegador.! Em! seguida! clique! no! link!
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Tópicos Subtópicos Horas Total horas Nº. aula
Análise exploratório de dados
1. Revisão de conceitos de estatística 
descritiva 2
10 5 aulas2. Organização de dados 2
3. Medidas amostrais 6
Análise de tabelas de 
contingência
1. Revisão sobre probabilidades 4
38 19 aulas2. Teste de hipóteses 14
3. Tabelas contingência r x c 6
4. Tabelas contingência r x c x l 14




2. Correlação e regressão
3. Regressão linear simples 14
4. Regressão linear múltipla 12
5. Análise de variância (ANOVA) 10
Avaliação contínua 1º teste 2 4 2 aulas2º teste 2

























Estatística descritiva, é a etapa inicial da análise utilizada para descrever e resumir
os dados, ou seja, consiste na recolha, apresentar, análise e interpretar de dados
numéricos através da criação de instrumentos adequados: quadros, gráficos e
indicadores numéricos.
Inferência estatística integra um conjunto de técnicas que permitem fazer ilações
acerca de uma característica desconhecida da população. Especificamente,
permitem estimar os valores característicos das populações de interesse e efetuar
teste que validem, ou não, uma hipótese formulada sobre esses valores ou sobre a
forma da distribuição da variável.
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I. Análise exploratória de dados
1. Revisão de conceitos de estatística descritiva
O que é a estatística ?
A Estatística é um conjunto de técnicas que permite, de forma sistemática, para
recolher, organizar, apresentar, resumir e interpretar os conjuntos de dados, com
objetivo de tirar conclusões sobre a informação contida nesses dados.































(Conjunto de todos os elementos relativos a um determinado fenômeno que possuem pelo
menos uma caraterística em comum, a população pode ser finita ou infinita).
Amostra
(É um subconjunto finito da população)
Variável








• Nível de escolaridade
• O desempenho
• Classe social
• Nº de filhos
• Nº de casas






























Etapas da Análise Estatística
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População Amostra










Classifique os seguintes conjuntos de dados:
a) Conjuntos dos tempos esperados em uma fila
b) A quantidade de precipitação diária
c) Conjunto dos nome dos dia numa semana
d) Grau de satisfação
e) Conjuntos dos tamanho dos sapatos vendidos numa loja


































2. Organização de dados
Uma maneira de organização de dados de forma estatisticamente seria através de:
! Tabela de distribuição de frequência
! Gráfico
Um procedimento que surge naturalmente antes de organizar os dados de forma
estatisticamente é o da ordenação dos dados. Esta operação é baseada no rank
das observações, e permite ordenar os dados quer por ordem crescente ou
decrescente.
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2.1. Tabela de frequências
Sejam !"∗ < !%∗ < ⋯ < !'∗ de ( observações distintas (variável discreta) de ordem
crescente numa amostra de dimensão ). Geralmente define-se os seguintes tipos
de frequências:
• Frequência absoluta: *+ ≡ número de vezes que se observou o valor !+∗ na
amostra
• Frequência relativa: *-+ = /01 ≡ proporção de valores iguais a !+∗ na amostra;
• Frequência absoluta acumulada: 2+ = *" + *% + ⋯+ *+ = ∑ *5+56"










































A tabela de frequência não é mais do que um quadro que concentra pelo menos
um dos tipos de frequências da variável !" numa amostra ou coleção de dados de
dimensão #.





















0-" = #,"2* 0-3" = 1,52*
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No caso de variáveis contínuas, é necessário definir classes para construir a distribuição
de frequências. Para definir estas classes é necessário fixar o número de classes, a
amplitude de classes e os limites dos intervalos. Logo, para proceder a contagem
destes valores, seguimos os seguintes passos:
Passo 1º: Determinar a quantidade de classes (!)
• ! = 5 para $ < 25
• ! ≈ $  para $ ≥ 25
• Formula de Sturges: ! = 1 + 3,3.log($)
Geralmente, na determinação o número de classe, a regra de Sturges fornece bons











































Passo 2º: calcule a amplitude das classes (ℎ)
• Amplitude do conjunto de dados : M = NOPQ − NO+7
• Amplitude (largura) da classe: ℎ = M (F⁄ ; arredonde convenientemente
Passo 3º: Calcule os Limites das Classes
• 1ª classe: NO+7 até NO+7 + ℎ
• 2ª classe: NO+7 + ℎ até NO+7 + 2ℎ
• .............
• (Fª classe: NO+7 + ( − 1 ℎ até NO+7 + (ℎ
Passo 4º: Ponto médio das classesNO = T+7U + TVWX2
Passo 5º: construir tabela de frequências
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</0'+6" = ) </:0'+6" = 1
Exemplo 1
Os seguintes dados referem-se ao tempo gasto (em minutos) por 42 trabalhadores entre a sua
casa e a local de trabalho no capital de Dili.
1. Construa um quadro de distribuição de frequências para os dados acima.
2. Construa também um quadro de distribuição de frequências depois de definir a amplitude 
das classes do modo que achar mais conveniente.
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5 21 26 42 24 29 37
12 31 5 50 18 33 14
23 22 17 32 7 17 42
15 38 20 11 26 25 29
27 8 24 12 39 25 28










































1. Ordenar os dados: 
5, 5, 7, 8, 9, 11, 12, 12, 14, 15, 17, 17, 18, 18, 19, 20, 21, 22, 22, 23, 24, 24, 25, 25, 26, 26, 27, 28, 28, 29, 
29, 31, 32, 33, 37, 38, 39, 42, 42, 47, 48, 50
Tabela de frequências:
15
5 21 26 42 24 29 37
12 31 5 50 18 33 14
23 22 17 32 7 17 42
15 38 20 11 26 25 29
27 8 24 12 39 25 28
48 47 19 22 28 9 18
80 /0 90 /:0 9:0
5 2 2 0,05 0,05
7 1 3 0,02 0,07
8 1 4 0,02 0,09
9 1 5 0,02 0,11
11 1 6 0,02 0,13
12 2 8 0,05 0,18
14 1 9 0,02 0,20
15 1 10 0,02 0,22
17 2 12 0,05 0,27
18 2 14 0,05 0,32
80 /0 90 /:0 9:0
19 1 15 0,02 0,34
20 1 16 0,02 0,36
21 1 17 0,02 0,38
22 2 19 0,05 0,43
23 1 20 0,02 0,45
24 2 22 0,05 0,50
25 2 24 0,05 0,55
26 2 26 0,05 0,60
27 1 27 0,02 0,62
28 2 29 0,05 0,67
29 2 31 0,05 0,72
80 /0 90 /:0 9:0
31 1 32 0,02 0,74
32 1 33 0,02 0,76
33 1 34 0,02 0,78
37 1 35 0,02 0,80
38 1 36 0,02 0,82
39 1 37 0,02 0,84
42 2 39 0,05 0,89
47 1 40 0,02 0,91
48 1 41 0,02 0,93




2. Os passos de classificação dos dados:
Passo 1º: Determinar a quantidade de classes (k), usando a formula de Sturges( = 1 + 3,3Flog ) = 1 + 3,3Flog 42 = 1 + 3,3F×F1,62 = 6,36 ≈ 7
Passo 2º: Calcule a amplitude das classes (ℎ)M = NOPQ − NO+7 = 50 − 5 = 45⟹ ℎ = M( = 457 = 6,42 ≈ 7
Passo 3º: Calcule os Limites das Classes
• 1ª classe: 5 até 12
• 2ª classe: 12 até 19
• 3ª classe: 19 até 26
• 4ª classe: 26 até 33
• 5ª classe: 33 até 40
• 6ª classe: 40 até 47
• 7ª classe: 47 até 54
16
5 21 26 42 24 29 37
12 31 5 50 18 33 14
23 22 17 32 7 17 42
15 38 20 11 26 25 29
27 8 24 12 39 25 28









































Passo 5º: construir tabela de frequências
17
80 8a0 /0 90 /: 9:
[5, 12[ 8,5 6 6 0,14 0,14
[12, 19[ 15,5 8 14 0,19 0,33
[19,26 [ 22,5 10 24 0,24 0,57
[26,33[ 29,5 9 33 0,21 0,78
[33,40[ 36,6 4 37 0,10 0,88
[40,47[ 43,5 2 39 0,05 0,93
[47,54[ 50,5 3 42 0,07 1
Total 42 1
Passo 4º: Ponto médio das classesNO+ = T+7U + TVWX2⟺ NO" = 5 + 122 = 8,5⋮NOd = 47 + 542 = 50,5
2.2. Representação gráfica da distribuição de frequência
Neste caso, para as variáveis qualitativas nominais, são feitas através de gráficos de
barras (muitas categorias) e gráfico de setores (poucas categorias). Variáveis qualitativas
ordinais é através de gráfico de barras e gráfico de linhas. Variáveis quantitativas discretas é
através de gráfico de barras e gráfico de linhas. E, variáveis quantitativas contínuas é através
de gráfico setores, histograma e polígono de frequências.
a. Gráfico de barras (ou de colunas) é utilizado, em geral, para representar dados de uma
tabela de frequências associadas a uma variável qualitativa. Nesse tipo de gráfico, cada
barra retangular representa a frequência absoluta ou a frequência relativa da respetiva
variável.
18
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b. Gráfico de linhas (ou de segmentos) é utilizado, em geral, para
representar a evolução dos valores de uma variável no decorrer
do tempo.
c. Gráfico de setores, também conhecido como “gráfico de
pizza”, ou “diagrama circular” é utilizado, em geral, para
representar partes de um todo. Para construir um gráfico de
setores é necessário determinar o ângulo dos setores circulares
correspondentes. Neste caso, a frequência total corresponderia
aos 360º e a frequência ou a proporção de cada categoria
corresponderia a um valor desconhecido em graus.









Gráfico 2: Gráfico de linha
fi






d. Histograma e polígono de frequências.
O histograma é uma representação constituída por uma sucessão de retângulos
(barras) adjacentes em que cada um tem por base um intervalo de classe e a altura













O polígono de frequência é um gráfico de linhas
onde são representadas as frequências (relativa
ou absoluta) nos pontos médios das classes. Para
fechar o polígono basta ligar a frequência
associada ao ponto médio da classe extrema
ao ponto de abcissa igual ao limite inferior (para
a primeira classe) ou ao limite superior (para a
última classe) e ordenada zero, tal como











































As medidas de localização indicam os valores da variável estatística onde os dados
observados mais se concentram, estes designam-se por “medidas de tendência central”.
As medidas de tendência central mais usadas são: média aritmética, mediana, moda e
quantis.
Medidas de dispersão
As medidas de dispersão têm como objetivo descrever a variabilidade ou dispersão existente
num determinado conjunto de dados.
As medidas de dispersão são: amplitude amostral, amplitude interquartis, variância e desvio
padrão.
Medidas de assimetria (skewness)




















Neste caso, não representar no gráfico de










































b) Mediana, é o valor da variável que ocupa a posição central de um conjunto de dados
ordenados. A posição da mediana é dada pela expressão
{o = |!}~Ä :6FFFFFFFFFFpmF)F*skFlwvjkP}Ä:}ÇFP}Ä~:}% FFFFpmF)F*skFvjk FFFFFFFFFFFFFF(ijkláimnFolpqkmrj)
No caso variáveis contínua, a mediana é a classe cuja frequência aquela em que a
frequência relativa acumulada atinge os 50%. O valor exato da mediana pode
calcular-se através de expressão:{Ñ = T+6U + )F2 − 2O6Ö* ×FℎFFFFFFFFF(ojospFjtkuvjospFmwFqnjppmp)
onde: {Ñ = MedianaT+6U = Limite inferior de classe mediana2O6Ö = Frequência absoluta acumulada da classe anterior* = Frequência absoluta da classe medianaℎ = Amplitude da classe mediana
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3.1. Medidas de localização
a) Média amostral ou média aritmética é calculado por a soma de todos os valores
observados dividida pelo número de observações. A média é definida pela expressão!̅ = 1)<!+7+6" = 1)<*+!+∗'+6" =<*-+!+∗'+6" (wgfqgwkxFjqimfkng)!̅ ≈ 1)<*+!O+'+6" =<*-+!O+'+6" FFFFF(jgjpiFgofhygjpiFklFmxgiik ⟶ wgfqéwkxFmp)ní)hg)










































c) Moda, é o valor ocorre com maior frequência. A moda não tem de ser única pois pode haver
mais do que um valor !"∗ com igual frequência sendo essa frequência máxima.
Exemplo, ! = 4, 5, 4, 6, 5, 8, 4, 4, 4* ⟹ ,- = 4
No caso de variáveis contínua, a classe modal é a que tiver maior frequência absoluta. Pode
determinar-se valor por aplicação de uma formula ou ilustrar por construção gráfica. A formula
é dada por:,- = ."/0 + d3d3 + d4 ×*ℎ
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Onde,,- é Moda."/0 é limite inferior de classe modald3 é diferença da frequência absoluta da classe
modal e da classe anteriord4 é diferença da frequência absoluta da classe
modal e da classe posteriorℎ é amplitude da classe modal x
fi






d) Mínimo e Máximo
O mínimo é a observação com rank ascendente igual a 1, ou seja, !":$% . O máximo é a
observação com rank ascendente igual a &, correspondendo a !%:$%.
e) Quantis
Denomina-se por quantil de ordem ', ' ∈ $ (0,1), o valor real que ./ que detém, à sua
esquerda, (aproximadamente) '$!$100% das observações que compõem a amostra. Os mais
utilizados são os quartis, os decis e os percentis.
• Quartis, são os quantis de ordens '1 = 13 ,$com 4 = 1,2,3 , ou seja, ' = $ {"3 , "8 , 93} . Os quartis
dividem um conjunto de dados em 4 parte iguais. Assim, o número de quartis é 3, são
respetivos 1º quartil (.") ou quartil inferior, 2º quartil (.8) ou mediana e 3º quartil ou quartil
superior (.9).
• Decis, são os quantis de ordens '1 = 1"; , 4 = 1,… , 9, ou seja, ' = $ { ""; , 8"; , … , >";}. Os decis dividem
um conjunto de dados em 10 partes iguais.
• Percentis, são os quantis de ordens '1 = 1";; , 4 = 1,… , 99 , ou seja, ' = $ { "";; , 8";; , … , >>";;} . Os










































Para facilitar a obtenção dos quantis, que se calculam a partir da amostra ordenada por
ordem crescente. Assim, os quantis de ordem !, podemos calcular das seguintes formas:
"# = %&[(#]*+:(-----------------./-0!-0ã2-324-506/542+7 &(#:(- + &(#*+:(- ----./-0!-324-506/542------------------------(:;45á:/=->5.?4/6;)
e "# = AB(C + (#-D-EFGHC ×-ℎ---------------------------------- K;45á:/=-?206í0M;
Onde [0!] representa a parte inteira de 0!."# é quantil de ordem !AB(C é limite inferior de classe quantil de ordem !0 é total de observaçõesNO(P é frequência acumulada da classe anteriorℎ é amplitude da classe quantil de ordem !3 é frequência absoluta da classe quantil de ordem !
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Para identificar a classe cuja
frequência absoluta acumulada
contem 0×!, isto é, contem o quantil
em estudo.
3.2. Medidas de dispersão
a) Amplitude amostral, também chamada amplitude total ou amplitude do intervalo de
variação, é diferença entre o máximo e o mínimo. Designa-se usualmente pela letra R
devido a palavra inglesa “Range”.! = #$%& − #$()
b) Amplitude interquartil, é a diferença entre o quartil inferior e o quartil superior. Ou seja,










































c) Variância é a soma do quadrado das diferenças entre os valores da variável e a média, dividida
pelo número total de observações. Nesta estatística, habitualmente denotada por !",$quantifica a
variabilidade dos dados em torno de uma característica central que é a média.!" = &'(&∑ *+ − *̅ "'+.& = &'(&∑ /+ *+∗ − *̅ "1+.& $$$$$$(variá89:$;<!=>9?@)
e !" = &'(&∑ /+ *B+ − *̅ "1+.& $$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$(8@><á89:$=CD?íDF@)
onde, *+ é observação <!" é variância amostral*̅ é média amostral (a estimar)*+∗ observação < distintaG é observações distintas (variável discreta) ou número de classe (variável contínuas)*B+ é ponto médio da classe <
d) Desvio-padrão, é define-se como a raiz quadrada da variância, e se denota, naturalmente, por !.
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3.3. Medidas de assimetria (skewness)
As medidas de assimetria indicam o grau de assimetria de uma distribuição. Há varias
maneiras de analisar a simetria de uma distribuição amostral, algumas mais usadas são:
a) Coeficiente de assimetria
! = #$ ∑ &'(&̅ *$'+#,* ---------(/012á/45-62781490) e ! = #$ ∑ <' &='(&̅ *>'+# ,* -----(/012á/45-8?@9í@B0)
• Se ! = 0, a distribuição é simétrica
• Se ! > 0, há evidências de assimetria positiva










































b) Comparando as três medidas de tendência central
• {Ü = {Ñ = !̅ ⟹ distribuição simétrica
• {Ü ≤ {Ñ ≤ !̅ ⟹ distribuição assimétrica à esquerda ou assimetria positiva
• {Ü ≥ {Ñ ≥ !̅ ⟹ distribuição assimétrica à direita ou assimetria negativa
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3.4. Representação gráfica de algumas medidas de localização e de dispersão
A maneira de apresentar graficamente e resumir algumas medidas de localização e dispersão é















No boxplot é possível identificar as seguintes características:
• Localização: indicada pela mediana
• Dispersão: comprimento da caixa (¨≠ã) e do comprimento total
entre os extremos dos bigodes (M)
Todas as observações que excedam os limites dos bigodes
identificadas como outliers.
• Outliers moderados, são todas as observações que se situam
para além de barreiras ã" − 1,5F×F¨≠ã e ãè + 1,5F×F¨≠ã.











































Considerando de cada um dos os dados no “exemplo 1”, determinar:
a) Medidas de localização: Média, mediana, moda, mínimo e máximo, os quartis,
4º decil e 20º percentil
b) Medidas de dispersão: Amplitude de amostra (range), amplitude interquartis,
variância e desvio-padrão
c) Faça uma caixa de bigode e mostrar algumas características sobres medidas
de localização e dispersão.
d) O coeficiente e sinal de assimetria da distribuição
e) Compara os resultados da alínea a) e d), se são coincide.
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Soluções
1. Em relação aos dados completo (dados reais):  
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" Quartis
• y = "ç ⇒ )×y = ç%ç = 10,5 ⇒ Ø∞ = QÅ±ÑQÅÅ% = "≤Ñ"d% = 16
• y = "% ⇒ )×y = ç%% = 21 ⇒ Ø≥ = !%"Ñ" = !%% = 24
• y = èç ⇒ )×y = "%¥ç = 31,5 ⇒ Øµ = Q•ÅÑQ•Ç% = %îÑè"% = 30
" 4º decily = %≤ ⇒ )F×Fy = ∂ç≤ = 16,8 ⇒ ∑∏ = QÅπÑ"d% = %ëÑ%"% = 20,5
" 20º percentil
y = 15 ⇒ )×y = 425 = 8,4 ⇒ ∫≥ª = !∂ + !î2 = 12 + 142 = 13
" Média
!̅ = 2×5F + 1×7 +F…F+ F2×2042 = 102542 ≈ 24,40
" Mediana) = 42F ⟶ ygf}j = !7% + !7%Ñ"2 = !%" + !%%2 = 24
" Moda: neste caso, os dados têm multimodal
" Mínimo e máximo!O+7 = 5 e !OPQ = 50










































" Amplitude de amostra (range)M = !OPQ − !O+7 = 50 − 5 = 45
" Amplitude interquartilMùû = ãè − ã" = 30 − 16 = 14
" Variância, sabendo que !̅ = 15,47i% = 1) − 1<*+ !+∗ − !̅ %¥+6" = 141 (2 5 − 24,40 % + ⋯+ 1 50 − 24,40 %) = 141×F5666,119= 138,198 
" Desvio-padrãoi = 138,198  = 11,756
b) Medidas de dispersão
36 c) Caixa de bigode (boxplot)
d) O coeficiente e sinal de assimetria£ = 1)∑ *+ !+ − !̅ è¥+6" iè = 142F×(567,522)1624,624= 0,349
é assimétrica positiva
e) Compara os resultados da alínea a) e d)
Na alínea a): !̅ = 24,40; }Ü = 24
Assim, }Ü < !̅
Logo, os resultados em a) e d) são




















































!" !#" $" %" $& %&
[5, 12[ 8,5 6 6 0,14 0,14
[12, 19[ 15,5 8 14 0,19 0,33
[19,26 [ 22,5 10 24 0,24 0,57
[26,33[ 29,5 9 33 0,21 0,78
[33,40[ 36,6 4 37 0,10 0,88
[40,47[ 43,5 2 39 0,05 0,93
[47,54[ 50,5 3 42 0,07 1
Total 42 1
! Mínimo e máximo'()* = 5 e '(-. = 50
! Quartis
• 0 = 12 ⇒ 4×0 = 262 = 10,5, a classe 1º quantil é 2ª classe9: = ;<= = >)*? + *ABCDEF? ×Gℎ = 12 + 1J,KBLM ×G7 =15,94
• 0 = 16 ⇒ 4×0 = 266 = 21, a classe de 2º quantil é 3ª classe9O = ;16 = >)*? + 40 − Q-*RS ×Gℎ = 19 + 21 − 1410 ×G7 = 23,9 = WX
• 0 = Y2 ⇒ 4×0 = 16L2 = 31,5, a classe de 3º quantil é 4ª classe9Z = ;16 = >)*? + 40 − Q-*RS ×Gℎ = 26 + 31,5 − 249 ×G7 = 31,83
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80 8a0 /0 90 /: 9:
[5, 12[ 8,5 6 6 0,14 0,14
[12, 19[ 15,5 8 14 0,19 0,33
[19,26 [ 22,5 10 24 0,24 0,57
[26,33[ 29,5 9 33 0,21 0,78
[33,40[ 36,6 4 37 0,10 0,88
[40,47[ 43,5 2 39 0,05 0,93
[47,54[ 50,5 3 42 0,07 1
Total 42 1
2. Em relação aos dados agrupados (classificados)
" Média!̅ = 1)<*+!O+d+6" = 142 ( 6F×F8,5 +F…+ (3F×F50,5) = 142F×F1050 = 25
" Mediana) = 42F ⟹ 7F% = ç%F% = 21 ⟶ classe mediana é 3ª classe}Ü = T+7U + )F2 − 2P7á* ×Fℎ = 19 + 21 − 1410 ×F7 = 23,9
" Moda
Classe modal é 3ª classe, porque tem maior frequência absoluta
}à = T+7U + d"d" + d% ×Fℎ = 19 + 10 − 8(10 − 8) + (10 − 9)×F7 = 23,67










































!" !#" $" %" $& %&
[5, 12[ 8,5 6 6 0,14 0,14
[12, 19[ 15,5 8 14 0,19 0,33
[19,26 [ 22,5 10 24 0,24 0,57
[26,33[ 29,5 9 33 0,21 0,78
[33,40[ 36,6 4 37 0,10 0,88
[40,47[ 43,5 2 39 0,05 0,93
[47,54[ 50,5 3 42 0,07 1
Total 42 1
! 4º decil
' = 410 = 25 ⇒ /0×0' = 845 = 16,8
56 = 789 = :;<= + /' − @A<BC ×0ℎ = 19 + 16,8 − 1410 ×07 = 20,96
! 20º percentil
' = 20100 = 15 ⇒ /×' = 425 = 8,4G6 = 7H9 = :;<= + /' − @A<BC ×0ℎ = 12 + 8,4 − 68 ×07 = 14,1
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!" !#" $" %" $& %&
[5, 12[ 8,5 6 6 0,14 0,14
[12, 19[ 15,5 8 14 0,19 0,33
[19,26 [ 22,5 10 24 0,24 0,57
[26,33[ 29,5 9 33 0,21 0,78
[33,40[ 36,6 4 37 0,10 0,88
[40,47[ 43,5 2 39 0,05 0,93
[47,54[ 50,5 3 42 0,07 1
Total 42 1
! Amplitude de amostra (range)' = )*+, − )*./ = 50 − 5 = 45
! Amplitude interquartis'34 = 56 − 57 = 31,83 − 15,94 = 15,89
! Variância, sabendo que )̅ = 25?@ = 1A − 1BC. )*. − )̅ @D.E7 = 141 (6 8,5 − 25 @ + ⋯+ 3 50,5 − 25 @) = 141×K5764,5 = 140,60 
! Desvio-padrão? = 140,60  = 11,86









































41 c) Caixa de bigode (boxplot)
d) O coeficiente e sinal de assimetria! = 1$∑ &' ()' − (̅ ,-'./ 0, = 1423×(35343)1667,12= 0,50
é assimétrica positiva
e) Compara os resultados da alínea a) e d)
Na alínea a): (̅ = 25, => = =? = 23,67
Assim, =? = => < (̅
Logo, os resultados em a) e d) são








1. Considere os dados de idades dos 30 funcionários na empresa A seguintes:
a) Identifique a categoria dos dados.
b) Ordenar e construir a tabela de frequências dos dados distintos.
c) Representar graficamente (gráfico de barras para frequências absoluta e frequência
relativa, gráfico de setores, gráfico de linha).
d) Calcular as medidas de localização: Média, mediana, moda, mínimo e máximo, os
quartis, 5º decil e 25º percentil.
e) Calcular as medidas de dispersão: Amplitude de amostra (range), amplitude interquartis,
variância e desvio-padrão.
f) Construir a caixa de bigode.
g) Determinar o coeficiente de assimetria e faça o comentário em relação a média,
mediana, moda.
26 33 22 27 34 26 22 32 22 27
27 22 27 26 20 32 36 20 36 27
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2. Considere os seguintes dados de 39 observações, de vendas mensais, em certas u.m., de
uma empresa têxtil :
a) Classificar os dados em classes e representar numa tabela das frequências.
b) Construir a histograma e polígono da frequência.
c) Calcular as medidas de localização: Média, mediana, moda, mínimo e máximo, os
quartis, 5º decil e 25º percentil.
d) Calcular as medidas de dispersão: Amplitude de amostra (range), amplitude interquartis,
variância e desvio-padrão.
e) Faça a representação de caixa de bigode.
f) Determinar o coeficiente e sinal de assimétrica e verifique se o resultado obtido são
coincide em relação a comparação de média, mediana e moda.
4,8 7,3 7,9 8,5 10,7 14,2 14,3 16,9 19,0 19,1
19,6 21,0 22,7 24,0 25,4 28,3 28,3 28,8 31,0 32,6
33,3 33,9 37,0 40,4 44,8 44,8 47,1 47,8 48,6 50,2








































156! 164! 146! 163! 162!
166! 163! 165! 164! 167!
165! 160! 165! 159! 167!
175! 175! 167! 158! 155!



























Estuda! as! características! descritivas! para! os! dados,! representa! graficamente! e! faça! o!
comentário!relativamente!os!resultados!obtidos.!
!
4.! No! âmbito! de! um! estudo! sobre! o! rendimento! disponível! mensal! de! duas! populações,!







b)! Considerar! a! média! aritmética! como! indicador! explicite! qual! a! população! com! maior!
rendimento?!
Grupo!I!
24! 14! 16! 17! 18! 23! 14! 15! 15! 17!
18! 16! 17! 19! 20! 21! 20! 19! 19! 18!
! ! ! ! ! ! ! ! ! ! !
Grupo!II!
21! 22! 25! 21! 20! 18! 20! 17! 16! 14!
17! 15! 18! 23! 17! 19! 15! 23! 19! 20!
A! 12! 40! 24! 45! 68! 32! 68! 23! 34! 45!



















c)! Determine! assimetria! da! distribuição! usando! a! comparação! das! medidas! de! tendência!
central.!
d)! Determine!a!coeficiente!de!assimetria!da!distribuição.!








































































n<-length(xi);n   # dimensão de amostra 




x_bar<-mean(xi);x_bar  # média amostral 
mean(xi,trim=0.1)   # média aparada de 10 % 
Md<-median(xi);Md   # mediana 
quantile(xi,c(0.25,0.5,0.75)) # quartis 
quantile(xi,c(0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.9)) # decis 
var(xi)    # variância 
#var<-sum((x-mean(x))^2)/(n-1);var 
sd(xi)     # desvio padrão 
#sqrt(var) 
round(sd(xi),2)   # arredondar o valor até 2 casas decimais 
 
## Representação numa tabela de frequência ## 
 
fi<-table(xi)    # tabela de frequência absoluta 
Fi<-cumsum(fi)   # frequência absoluta acumulada 
#n<-sum(fi);n 
fri<-fi/n    # frequência relativa 
Fri<-cumsum(fri)   # frequência relativa acumulada 
cbind(fi,Fi,fri,Fri)  # tabela de frequências 
Mo<-names(fi[fi==max(fi)]);Mo # moda 
 
## Gráficos ## 
 
barplot(fi)    # gráfica de barra 
pie(fi)    # gráfica circular 
plot(fi,type="b")   # gráfico de linha 
 
 
# instala o package fBasics antes de aplicar o comando skewness # 
 



















## Agrupar os dados ## 
 
k<-nclass.Sturges(xi);k   # número de classe 
#k<-1+3.3*log(42,10);k 
R<-max(xi)-min(xi);R   # amplitude total 
h<-R/k;h     # amplitude de classe 
     
## Dividindo as observações em intervalos ## 
 
intervalo <- cut(xi,breaks=c(4.8,16.8,28.8,40.8,52.8,64.8,76.8,88.8),right=FALSE) 
intervalo 
 
fi<-table(intervalo);fi   #!frequência!absoluta 
n<-sum(fi);n     # dimensão da amostra 
Fi<-cumsum(fi)    # frequência absoluta acumulada 
fri<-fi/n     # frequência relativa 
Fri<-cumsum(fri)    # frequência relativa acumulada 
cbind(fi,Fi,fri,Fri)   # tabela de frequências 
 
cl_Mo<-names(fi[fi==max(fi)]);cl_Mo # classe modal 
 




freq=TRUE,right=FALSE,col="gray",main="")  # histograma 
lines(c(min(h$breaks), h$mids, max(h$breaks)), c(0,h$counts, 0),  
type = "b",col="blue",pch=16)    # polígono de frequência 
 
















































Tabela de contingência é uma representação de dados, quer do tipo
qualitativo ou quer do tipo quantitativo que podem ser classificados segundo
dois critérios. Nesta tabela as linhas correspondem a um dos critérios e as
colunas correspondem ao outro critério. No interior da tabela, as células
correspondem ao número de observações !"#, que satisfazem ambos os critérios.
Uma tabela contingência, com % linhas e & colunas diz-se que tem dimensão '(×(*, e
designa-se por tabela de contingência bidimensional, com seguinte aspeto:
1 II. Análise de tabelas de contingência
2
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Totais 2.3 . . . 2.& 5
Esta tabela de contingência bidimensional contém:
• uma amostra aleatória de dimensão 5, classificada
relativamente a duas variáveis / e +. (Quantitativa ou
qualitativa),
• % linhas (categorias de variável /);
• & colunas (categorias de variável +);
• %& células (cruzamento das duas variáveis);
• 2%. (totais marginais das categorias de /);
• 2.& (totais marginais das categorias de +).
Algumas questões a responder:
! Será que A e B são independentes?
! Será que 0-, … , 01 tem a mesma distribuição de probabilidade para B?
! Será que a distribuição de probabilidade, por exemplo, de 0- se ajusta a alguma
distribuição conhecida?









































1. Revisão de conceito de probabilidade
Considere-se os seguintes elementos:
a) Espaço amostral ou espaço de amostral universal ou espaços dos resultados, é
o conjunto de todos os resultados possíveis de ocorrência de um evento,
simbolicamente representada pela: 7(ou(:. O número de elementos do espaço
amostral denotada por 5 7 (ou(5 : (e(5 : ≠ =.
b) Evento é qualquer subconjunto de um espaço amostral, denotada por
qualquer uma letra maiúscula. O número de elementos de um evento é
denotado por 5 . .
4
As possibilidades de uma pessoa ter uma cor favorita determinada, podemos calcular
através de probabilidade.
A seguinte tabela de dupla entrada contem informação acerca de duas variáveis:
sexo (linhas) e cor favorita (colunas) .
3
Cor. fav.













Total 83 58 75 84 300
Número de mulheres 
Número de homens 
Número total de pessoas
(tamanho de amostra)Número de pessoas que têm cor favorita preta
Número de pessoas 
que têm cor 
favorita branca
Número de pessoas que têm 
cor favorita vermelha
Número de pessoas que 
têm cor favorita azulCada célula corresponde ao 
número de pessoas com uma 









































c) Probabilidade de um acontecimento (evento) é quociente entre o número de casos
favoráveis ao acontecimento e o número de casos possíveis, supondo que todos os
casos são igualmente possíveis. Ou seja:+ . = ⋕"./010"2/314á3670⋕"./010"8100í3670 = &(.)&(%) , 0 ≤ > . ≤ 1
d) Classificação de eventos
• Evento certo, quando ele possui todos os elementos do espaço amostral. Ou seja,& . = &(%). Neste caso, + . = @
• Evento impossível, quando número de casos favoráveis é zero. ou seja & . = ) ⟹> ∅ = 0
• Evento complementar, dado um evento A num espaço amostral % . O
complementar do evento C̅ são todos os elementos do espaço amostral % que não
estão contidos em A, então temos que C̅ = % − F e ainda % = C̅ + F.
A probabilidade de evento complementar é:> C̅ = > %\C = > % − > C = 1 − >(C)
5
• Evento união. Dados dois eventos A e B de um espaço amostral %. O número de
elementos de A ∪ K é igual à soma do número de elementos de A com o número
elemento de elemento de B, menos uma vez o número de elementos de A ∩ K que
foi contado duas vezes, assim temos:M C ∪ K = M C + M K − M(C ∩ K)
A probabilidade de ocorrência A ou B é dada por:> C ∪ K = > C + > K − > C ∩ K
Se A e B são dois eventos disjuntos ou mutuamente exclusiva. Ou seja,C ∩ K = ∅⟹ > C ∩ K = 0










































• Evento intersecção. Dados dois eventos A e B de um espaço amostral %. O número
de elementos de A ∩ K é igual o número de elementos simultâneos em A e B.
A probabilidade de ocorrência simultânea de A e B, é dada por:> C K = >(C ∩ K)>(K) """"⟺ """">(C ∩ K) "= >(K)×> C K
>(K|C) = > C ∩ K> C """"⟺ """">(C ∩ K) "= >(C)×>(K|C)
Se A e B são eventos independentes, a probabilidade de ocorrência simultânea
de A e B, é simplificada por:> C K = >(C)>(K|C) = >(K)Q ⟺ """">(C ∩ K) "= >(C)×>(K)
7
Problema 1:
1.1. Qual é probabilidade de ser mulher?
1.2. Qual é probabilidade de não ser mulher?
1.3. Qual é probabilidade de uma pessoa ter cor favorita preta?
1.4. Qual é probabilidade de ter cor favorita preta e ser mulher?
1.5. Qual é probabilidade de uma pessoa ser mulher ou ter cor favorita preta?
1.6. Qual é probabilidade de ter cor favorita preta dado que a mulher?
1.7. Qual é probabilidade de ser mulher sabendo que tem cor favorita preta?
Solução:
1.1. 0,5 1.2. 0,5 1.3. 0,28 1.4. 0,16
1.5. 0,62 1.6. 0,32 1.7. 0,57
8 Cor. fav.






















































Problema 2: baseada na tabela,
2.1. Investigue se > C K = >(C) ou se >(C ∩ K) "= >(C)×>(K)
2.2. Investigue se > C ∩ K = 0"ou se > C ∪ K = > C + > K
2.3. Comenta os resultados obtidos nas alíneas anteriores.
Exercício 1
1) Determine a probabilidade de não ter cor favorita preta e ser mulher
2) Determine a probabilidade de ser mulher e ter cor favorita preta ou azul
Solução: 1). 0,34 2). 0,35
9
Cor. fav.













Total 83 58 75 84 300
Exercício 2
Considere os dados de entrada e saída dos estrangeiros (H-homens, M-mulheres) em





H M H M H M
Jan 5131 2996 4342 2360 9473 5356 14829
Feb 3522 1753 3619 1803
Mar 3778 1928 4241 2258
Abr 3991 2165 3966 1983
Maio 4444 2209 4744 2593
Jun 5014 3025 5161 2990
Jul 5835 3453 6182 3473
Agus 5169 2692 5754 3159
Sept 5549 3186 5725 3120
Out 5228 2627 2578 3031
Nov 5723 2955 5831 2873










































Complete os totais da tabela e determine:
1) Qual é probabilidade de um passageiro ser mulher?
2) Qual é probabilidade de um passageiro estar de saída?
3) Qual é probabilidade de um passageiro estar no aeroporto no mês de janeiro?
4) Qual é probabilidade de um passageiro ser mulher e sair do país?
5) Qual é probabilidade de um passageiro estar a entrar ou ser mulher?
6) Qual é probabilidade de um passageiro ser homem e entrar no mês de agosto?
7) Qual é probabilidade de um passageiro que saiu em 2013 ser mulher?
8) Qual é probabilidade de um passageiro que entrou não ser homem?
9) Qual é probabilidade de um passageiro que entra ser homem e entrar no mês de maio?
10) Qual é probabilidade de um passageiro de saída ser homem ou estar no aeroporto no
mês de maio?
Solução: 1). 0,36 2). 0,50 3). 0,08 4). 0,18 5). 0,68
6). 0,03 7). 0,36 8). 0,35 9). 0,05 10). 0,67
11
2. Teste hipótese
2.1. Teste de independência de Qui-quadrado e de razão verossimilhanças
São os testes não paramétrico e que se aplica a amostra
independentes. Simbolicamente denotado por ^_ e `_ ,










































Como obter frequências esperadas (fgh)
se ab for verdadeiro, isto é, as variáveis A e B forem independentes então:eHd = Z×O 0H ∩ ,d = Z×O 0H ×O ,d = Z(×!H.Z ×!.dZ = !H.×!.dZ
Pois a probabilidade de uma intersecção é igual ao produto das probabilidades.
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a) Teste de independência de Qui-quadrado
Objetivo: testar se A e B (variável linha e coluna numa tabela de contingência) são
independentes.
Hipóteses a testar:+, : as variáveis são independentes (não estão associadas).+# : as variáveis não são independentes.
Assim, pretendem-se comparar as frequências observadas ((-.) de cada uma das /0×020células,
com as correspondentes frequências esperadas (3-.) supondo +, verdadeiro.
Frequências observadas ((-.) Frequências esperadas (3-.)!
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15 Estatística de teste^_ = ∑ ∑ lmnopmn qpmn.dr-1Hr-
• Quando o número de observações é elevado, a estatística ^_ é aproximadamente a Qui-
quadrado com ' − 1 × * − 1 graus de liberdade (isto é, ^_~t %o3 ×(&o3)u )
• Rejeita-se ab (em favor de a-) quando ^CvB_ é maior ou igual ao valor crítico do teste, sejat 3ow ; %o3 ×(&o3)u . Se ^CvB_ < t 3ow ; %o3 ×(&o3)u então não se rejeita ab.
Onde: !Hd = frequências observadaseHd = frequências esperadas
• A distribuição ^_ é assimétrica à direita
• Os valores de ^_ são positivos, ou seja, ^_ ≥ 0.
• Um valor de ^_ grande (pequeno) representa menor
(maior) diferença entre !Hd e eHd




Como calcular o valor crítico16
Por exemplo, sendo: '( = (5, *( = (6
e nível de significância | = 5%.










































! ! ≥ 20
! Todos os %&' forem superiores a 1
! Pelo menos 80% dos %&' forem não inferiores a 5
O teste do qui-quadrado é aplicável se todas as condições acima mencionadas
são satisfazem. Caso contrário, a distribuição associada à estatística de teste é
desconhecida, pelo que não se sabe como decidir sobre o ().
17
Exemplo
Retornem-se os dados do exemplo sobre as cores favoritas das pessoas.
Testar se a cor favorita de uma pessoa é dependente do género.
Resolução:
Hipóteses a testar:!": a cor favorita de uma pessoa não depende do género!$: a cor favorita de uma pessoa depende do género
18
cor.fav.























































Calcular as frequências esperadas: e-- = lÖ.×l.ÖÜ = -~b×áààbb = 41,5
.
.
.e_Å = lq.×l.âÜ = -~b×áÅàbb = 42
19
cor.fav.
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Tabela de frequências 
esperadas (eHd)
Tabela de frequências 
observadas (!Hd)
cor.fav.


















• A amostra é grande (! = 300 > 20)
• Todas as frequências esperadas são superiores a 5
Conclusão
Como '()*+ > ',,./;1+ , rejeita-se 23 em favor de 24 .
Conclui-se, ao nível significância 5%, que a cor favorita
de uma pessoa depende do género.
Valor crítico 5 467 ; 864 ×(;64)= = 5 463,3> ; =64 ×(?64)= = ',,./;1@+ = A, B+
Teste estatística
'()*+ = (48 − 41,5)=41,5 + (35 − 41,5)=41,5 + (12 − 29)=29 + (46 − 29)=29 ++ 33 − 37,5 =37,5 + 42 − 37,5 =37,5 + 57 − 42 =42 + 27 − 42 =42'()*+ ≈ 11, AM










































Retornem-se os dados do exemplo sobre as cores favoritas das pessoas.
Tabela de frequências observadas (!Hd) Tabela de frequências esperadas (eHd)
Teste estatística`_ = 2òò !Hd ln !HdeHd.dr-1Hr- = 2× 48× ln 4841,5 + ⋯+ 27× ln 2742 = 35,35
Valor crítico^ -ow ; 1o- ×(.o-)_ = ^b,Ä~;à(_ = 7,82
Conclusão: Como úu > t=,éè;êu , rejeita-se ab (em favor de a- ). Conclui-se, ao nível
significância 5%, que a cor favorita de uma pessoa é depende do género.
22
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b) Teste de razão verosimilhanças
O teste de razão verosimilhanças é um teste não paramétrico que se aplica a uma amostra
independente representada por uma tabela de contingência. É semelhante ao teste /0 mas
apresenta uma estatística de teste diferente.
Hipóteses a testar12: as variáveis são independentes1#: ~12
Se 12 for verdadeira, as frequências esperadas são estimadas por:567 = (6.×(.7:
Estatística de teste;0 = 2== (67 ln (67567$7@#'6@# ~A 'B# ×($B#)0
Decisão: Rejeita-se 12 (em favor de 1#) quando ;0 ≥ A #BF ; 'B# ×($B#)0 . Caso contrário não se rejeita 12.
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c) Medidas de associação
Objetivo: medir o nível de associação entre duas variáveis consideradas numa tabela de
contingência '(×(*.
Em caso de rejeitar ab , como quantificar o nível de associação? ⟹ Medidas de
associação baseadas no valor de ^CvB_ .
Teste de independênciaab: as variáveis são independentes
(não estão associadas).a-:~ab
Medidas de associação:
• Coeficiente de contingência de Pearson
• Coeficiente de Tschuprow
• Coeficiente de contingência de V de Cramér
• Coeficiente fi
Interpretação:
• Se ^CvB_ = 0 então a medida de associação deve ser igual à zero (situação de
independência).
• Quanto maior for a medida de associação, maior o grau de dependência










































Seja ' o número de linhas e * o número de colunas da tabela de contingência.
• Coeficiente de contingência de Pearson, ùû = ^CvB_^CvB_ + Z  (
Limite de variação: 0 ≤ û ≤ †HÜ 1,. o-†HÜ 1,.  , onde o limite superior é sempre inferior a 1.
• Coeficiente de Tschuprow, °¢ = ^CvB_Z (' − 1)(* − 1)  
Limite de variação: 0 ≤ ¢ ≤ 1, onde ¢ = 1 ocorre apenas para ' = *.
• Coeficiente de contingência de V de Cramér, £§ = ^CvB_Z[¶"Z{', *} − 1] 
Limite de variação: 0 ≤ § ≤ 1
25
NOTA:
Em geral, § ≥ ¢ exceptuando para ' = * em que § = ¢
• Coeficiente fi, ™ para % = & = (u
Supondo ab verdadeiro, a estatística de teste de ^_ é^_ = Ü(A´ov.)q(A¨v)(.¨´)(A¨.)(v¨´)
Logo, ≠ = ÆØ∞±qÜ  = |A´ov.|(A¨v)(.¨´)(A¨.)(v¨´)  ( , 0 ≤ ≠ ≤ 1
Alternativamente, ≠≤ = A´ov.(A¨v)(.¨´)(A¨.)(v¨´)  ( ; −1 ≤ ≠≤ ≤ 1
Neste caso, mede-se a intensidade da associação e também a sua direção
• ≠ = 0 → ¥µ − ∂* = 0 ⟹ ausência de associação (i.e., independência)
• ≠ > 0 → ¥µ > ∂* ⟹ associação positiva
• ≠ < 0 → ¥µ < ∂* ⟹ associação negativa
26
Variável ∑- Total1 2
Variável∑_ 1 ¥ ∂ ¥ + ∂2 * µ * + µ










































1. Retornem-se os dados do exemplo sobre as cores favoritas das pessoas (do teste de Qui-
quadrado).
Como já viu ^CvB_ ≈ 33,76, com ^ _o- ×(Åo-)_ = ^à_ que implica rejeitar ab de independência.
As medidas de associação para este exemplo são as seguintes:û = ÆØ∞±qÆØ∞±q ¨Ü  ≈ àà,∏àà,∏¨àbb  ≈ 0,32, onde 0 ≤ û ≤ †HÜ _,Å o-†HÜ _,Å  = -_  ≈ 0.71¢ = ÆØ∞±qÜ (1o-)(.o-)   ≈ àà,∏àbb× (_o-)(Åo-)   = àà,∏àbb× à   ≈ 0,25, onde 0 ≤ ¢ ≤ 1§ = ÆØ∞±qÜ[†HÜ{1,.}o-]  ≈ àà,∏àbb×[†HÜ{_,Å}o-]  = àà,∏àbb×-  ≈ 0,34, onde 0 ≤ ¢ ≤ 1
∴ A associação entre a cor preferida e o género é moderada/forte (aproximação ao limite
superior).
Existem evidências de que a associação não é fraca (aproximação a zero).
27
2. Testar se há associação entre tabagismo e a prática de desporte, e quantificar o seu
grau de associação, se existir.
Valor observado da estatística de teste :








Presente 50 15 65
Ausente 10 25 35
Total 60 40 100











































Valor crítico:| = 0,05 → ^ -ow ; 1o- ×(.o-)_ = ^ -ob,b~ ; _o- ×(_o-)_ = ^b,Ä~;-(_ = 3,84
Decisão:
Como ^CvB_ > ^-(_ rejeita-se ab em favor de a-. Conclui-se, ao nível significância 5%,
que existe uma associação significativa entre tabagismo e prática desportiva.
Como ab é rejeitada, logo, o nível de associação entre as variáveis deve ser
quantificado. Assim,≠ = ÆØ∞±qÜ  ≈ __,--bb  ≈ 0,47, onde 0 ≤ ≠ ≤ 1
∴ A associação entre o tabagismo e a prática desportiva é moderada/forte. Além disso
associação é positiva, isto é, presença/ausência de prática desportiva é associada com
presença/ausência de tabagismo.
29
30 2.2. Outro teste de Qui-quadrado
Além de teste de Qui-quadrado de independência, existe outros testes de Qui-
quadrado que podem ser aplicados a tabelas de contingência, são
! Teste de homogeneidade
! Teste de ajustamento ou teste de aderência
Embora testem hipóteses diferentes, ambos os testes de hipóteses têm cálculos
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a) Teste de homogeneidade de Qui-quadrado
Objetivo: testar se as populações em A são homogéneas.
Hipóteses a testar+,: as proporções em &#,… , &'/são iguais para todas as categorias de B (isto é, as populações
são homogéneas).+#:~+,
Frequências observadas ((34) Frequências esperadas (634)
Os teste de homogeneidade e o teste de independência distinguem-se pela forma de como as
amostras são recolhidas. Tipicamente, num teste de homogeneidade fixam-se os totais marginais
para populações.
!
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Comparar ⋕ esperado de
indivíduos na
intersecção de&# e "#
Como funciona o teste de homogeneidade
A realização deste teste é semelhante à do teste de independência, isto é, as hipóteses
deste teste são equivalente às do teste de independência. Isto é,!": $%& = (%&; ∀%&!+: $%& ≠ (%&; para algum -, /
Estatística de teste: 01 = ∑ ∑ 3456745 87459&:+;%:+ ~= >6? ×(B6?)D
Decisão: Rejeita-se !" (em favor de !+) quando 0EFG1 ≥ = ?6I ; >6? ×(B6?)D . Senão, não se











































Retornem-se os dados do exemplo sobre as cores favoritas das pessoas. Testar se
os géneros mulher e homem têm as mesmas proporções.
Nota:
• Ao fixar os totais para os grupos M e H, o teste de homogeneidade deverá
comparar M e H.
• Se o objetivo do estudo fosse testar se as cores são escolhidas de forma
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Resolução:
Hipóteses a testar:`a: a mulher e o homem têm os mesmos proporções-`: a mulher e o homem têm diferentes proporções
Procedimento do teste:
É semelhante à do teste de independência. Isto é, as frequências esperadas, o valor
de tãåçu e o valor crítico (em nível de significância 5%) são calculados tal como no exemplo
do teste de independência.
Assim, temos: tãåçu ≈ êê, ëó e t=,éè;ê(u = ë, íu
34
Conclusão
Como tãåçu > t=,éè;êu , logo `a é rejeitada em nível significância 5% .
Ou seja, ao nível significância 5%, o homem e a mulher têm









































b) Teste de ajustamento (teste de aderência) de Qui-quadrado
Objetivo: testar se as observações seguem uma determinada distribuição teórica
de probabilidade (discreta ou contínua, com ou sem parâmetros conhecidos).
Hipóteses a testarab: A população segue uma determinada distribuição ∫a-: A população não tem uma determinada distribuição ∫
35
û- . . .    ûª Total
Freq.obs. !- . . .    !ª Z
Freq.esp. e- . . .    eª Z
Como funciona o teste de ajustamento
Para a realização do teste, os dados tem que estar agrupados em ! classes
(intervalos ou categorias). No caso em que a distribuição " é contínua, tais classes
podem ser baseadas nas classes do histograma.
Neste teste também são comparadas duas quantidades:
• O número de observações em cada categoria (frequência observada, #$)
• O número de valores que se teriam em cada categoria admitindo que a
população tem a distribuição " (frequência esperada, %$).
Assim, as hipóteses deste teste são:&': #$ = %$*; ∀$&-: #$ ≠ %$; para algum /










































Estatística de teste!" = ∑ %&'(& )(&*+,- ~/ -'0 ; *'2'-3
Quando o número de observações é elevado, a estatística !"4 segue
aproximadamente uma distribuição Qui-quadrado com 5 − 7 − 1 graus de
liberdade, onde:
• 5 representa o número de categorias e
• 7 representa o número de parâmetros de 9 que é necessário estimar a partir da
amostra.
Decisão : Rejeita-se :; (em favor de :-) quando !<=>" ≥ / -'0 ; *'2'-3 . Senão, não se
rejeita :; ao nível de significância @.
37
Exemplo
Retornem-se os dados do exemplo sobre as cores favoritas das pessoas.
Testar se a distribuição das cores favoritas nas mulheres é uniforme.
Resolução:
Hipóteses a testar:!": a distribuição da probabilidade de mulher tem uma distribuição uniforme!$: a distribuição da probabilidade de mulher tem outra distribuição
38
cor.fav.























































Tabela de frequências observadas e frequências esperadas de mulheres:
39
Preta Branca Vermelha Azul Total2g 48 12 33 57 150>g 1/4 1/4 1/4 1/4 1fg = 5×>g 37,5 37,5 37,5 37,5 150
Probabilidade de 
cada categoria
Como a distribuição é uniforme seria um número
finito de resultados com chances (possibilidades)
iguais de acontecer. Logo, neste caso os OH≤Ω são
iguais, i.e., 1/4.
Outra maneira de calcular o
número de esperado:eH = Zº = 1504 = 37,5
40
Conclusão
Como !"#$% > !',)*;,% , conclui-se de rejeitar -.. Isto é, em nível de
significância 5%, a distribuição de mulheres em relação às cores
favoritas não se ajusta a uma distribuição uniforme.
Estatística de 
teste !"#$% = (48 − 37,5)837,5 + (12 − 37,5)837,5 + (33 − 37,5)837,5 + (57 − 37,5)837,5≈ ,', )=
Valor crítico > = 0, @ = 4. Logo, ! BCD ;(ECFCB)% = !',)*;,% = G, H%
Nível 










































1. Identifique o teste adequado para os seguintes problemas:
a) Avaliar se existe associação significativa entre a cor de uma flor de uma espécie de 
planta e a existência de um tipo de parasita. Avaliaram-se vários exemplares dessa 
espécie e registou-se a cor e a existência ou não do parasita.
b) Avaliar o crescimento de uma planta (baixo, médio e alto) face à presença de luz 
solar direta e indireta. Submete-se durante um ano 50 exemplares à exposição diária 
direta e 50 exemplares à exposição indireta.
c) Em 100 lançamento de um dado, pretende-se avaliar que os resultados obtidos 
sustentam que o dado é honesto.
Solução: 
a) Teste de independência  
b) Teste de homogeneidade (o crescimento não depende do tipo de exposição solar)
c) Teste de ajustamento
41
Exercício 2 – Identifica qual é o teste adequada para os seguintes problemas e resolver:
2.1.Uma pesquisa sobre a qualidade de um serviço público foi realizada enviando-se
questionários pelo correio com porte pago. Desconfiando-se que poderia haver um viés
nas respostas, fez-se também uma pesquisa por e-mail e outra por telefone. Os
resultados estão abaixo. Há relação entre a forma de pesquisa e os seus resultados?
Solução:
Teste adequado é teste de independência
Resultado: ^CvB_ = 8,35 e ^b,Ä~;Å(_ = 9,49, logo não se rejeitar o ab em favor de a- isto é
opinião é independente da forma de pesquisa.
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2.2. Existem três modos de efetuar os pagamentos num supermercado durante o período do
dia, são: por cheque, dinheiro e cartão de crédito. A seguinte tabela de contingência
apresenta os resultados obtidos numa amostra de 4000 clientes:
Testar ao nível de significância de 5% a hipótese de que os três modos de
pagamentos dos clientes tem mesma proporção em relação ao período do dia em
que fazem as compras.
Solução: Teste adequado é teste de homogeneidade
Resultado: tãåçu = 60 e ^b,Ä~;Å(_ = 9,49, logo concluímos rejeitar ab em favor de a- e
portanto os três modos de pagamento tem proporções diferentes em relação ao período dia.
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Período do dia
Modo de pagamento Manhã Tarde Noite
Cheque 750 1500 750
Dinheiro 125 300 75
Cartão de crédito 125 200 175
2.3. Pensa-se que o número de defeitos por circuito, num certo tipo de circuitos, deve
seguir uma distribuição de Poisson. De uma amostra (escolhida aleatoriamente) de
60 circuitos obtiveram-se os resultados seguintes:
Solução:tãåçu ≈ u, éó e t 3ow ;(øo¿o3)u = t=,éè;(3u = ê, í¡, logo não rejeitar ab em favor de a-
44


















































a) Teste exato de Fisher
É chamado exato, porque, permite a calcular a probabilidade exata de
ocorrência de uma frequência observada, ou de valor mais extremos (O_√Aƒ≈G).
No teste independência, as hipóteses a testar são:ab: independênciaa-:~ab
Se ab é verdadeira, então eHd = lm.×l.nÜ ; (((" = 1(, 2 , # = 1(, 2
46
2.3. Teste alternativa de independência para tabelas !"×"!





Variável') 1 * + * + +2 - . - + .
Total * + - + + . /
Alternativa ao teste do Qui-quadrado
• Teste exato de Fisher
Para amostras independentes e quando o teste
Qui-quadrado não se aplica, isto é,
- Para / < 20 ou
- Para 20 < / < 40 e existe pelo menos uma 456 < 5
• Teste McNemar









































• Se !-- > e-- então a associação é positiva (cauda da direita)
ab: independênciaa-: associação positiva
Neste caso, !-- é superior ao esperado e-- (segundo independência) e portanto há mais
observações na diagonal principal.
• Se !-- < e-- então a associação é negativa (cauda da esquerda)
ab: independênciaa-: associação negativa
Neste caso, !-- é inferior ao esperado e-- (segundo independência) e portanto há mais
observações na diagonal secundaria.
47
Variável ∑- Total1 2
Variável∑_ 1 ∆ ∂ ¥ + ∂2 * « * + µ
Total ¥ + * ∂ + µ Z
Variável ∑- Total1 2
Variável∑_ 1 ¥ å ¥ + ∂2 & µ * + µ
Total ¥ + * ∂ + µ Z
Cálculo do >_£∆»… 
• a-: associação positiva (cauda da direita)
!--ÀA > e-- = !-.ÃA¨v × !.-ÃA¨.Z∴ O_√Aƒ≈G = OA + OA¨- + ⋯+ O†HÜ( A¨v,A¨.)( = OB≈I
• a-: associação negativa (cauda da esquerda)
!--ÀA < e-- = !-.ÃA¨v × !.-ÃA¨.Z∴ O_√Aƒ≈G = OA + OAo- + ⋯+ Ob = OHÜD
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Var.∑- Tot.1 2
Var.∑_ 1 ¥ ∂ ¥ + ∂2 * µ * + µ
Tot. ¥ + c ∂ + µ Z
OA = ¥ + ∂ ! * + µ ! ¥ + * ! ∂ + µ !Z! ¥! ∂! *! µ!OA = probabilidade de observar !-- = ¥, mantendo os totais
Probabilidade de observar !-- = ¥ ou inferior 









































Regra de decisãoab: independência
Unilaterala-: associação positiva ou a-: associação negativa
Regra de unilateral: Se O_√Aƒ≈G ≤ | rejeitar ab em favor de a-, senão (i.e., O_√Aƒ≈G ≥ |) não
rejeitar ab
Bilateral:a-: existe associação
Regra de bilateral: Se OB≈I ≤ w_ ou OHÜD ≤ w_( rejeitar ab em favor de a-
49
Exemplo
1. Relativamente ao aparecimento de determinada doença, obtiveram-se os
seguintes dados, numa amostra de 9 pessoas
Pretende-se testar (| = 0,05) se:
a) Existe uma associação entre o aparecimento de determinada doença e o 
género
b) A proporção de doentes é diferente nos homens e nas mulheres
50
Mulher Homem Totais
Doentes 1 3 4
Não doentes 3 2 5









































1. a). XUU = 1 e"hUU = ná.×n.áà = É"×ÉÇ = UÅÇ = 1,78 ⟹ d@@ < "i@@
Hipóteses a testar:ef: não existe associação entre a aparecimento de determinada doença e o géneroeU: existe uma associação negativa entre as variáveis
>U = É!Ä!É!Ä!Ç!U!ä!ä!S! ≈ 0,317 >f = É!Ä!É!Ä!Ç!f!É!É!U! ≈ 0,040
Assim a probabilidade de significância >_≈/∆«6 = >U + >f ≈ 0,317 + 0,040 ≈ 0,357.
Como 0,357 > 0,05 , não se rejeita ef em favor de eU"e conclui-se que não existe
associação significativa entre o aparecimento de determinada doença e o género.
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Mulher Homem Totais
Doentes 1 3 4
Não doentes 3 2 5
Totais 4 5 9
Mulher Homem Totais
Doentes 0 4 4
Não doentes 4 1 5
Totais 4 5 9
Resolução do exemplo:
b). Hipóteses a testar:ef: não existe diferença na proporção de doentes entre mulheres e homenseU:~ef
Na alínea a), obteve-se >_≈/∆«6 ≈ 0,357. 
Uma vez que >_≈/∆«6 > yS" (teste bilateral), seja, 0,357 > 0,025 conclui-se não se rejeita ef em
favor de eU"e assim para um nível de significância de 5%, a proporção de doentes não difere











































Considere-se o resultado de um estudo feito para comparar a eficácia de dois tratamentos e
em que 7 pacientes receberam o tratamento I e 8 pacientes o tratamento II.
Resultados segundo o tratamento
Testar se existe associação entre o resultado e o tipo de tratamento (~ = 0,01).
Solução:>_≈/∆«6 ≈ 0,10
Decisão: não se rejeita ef em nível de significância 1%, e assim não existe a associação
significativa entre o resultado e o tipo de tratamento.
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Totais 7 8 15
b) Teste de McNemar





+ ¥ ∂ ¥ + ∂
- * µ * + µ
Totais ¥ + * ∂ + µ Z
• ∆ e « é o número de indivíduos que não mudaram de
condição
• å é o número de insucessos ⟶ indivíduos que
mudaram de (+) para (-)
• & é o número de sucessos⟶(indivíduos que mudaram
de (-) para (+)
• å + &( é o total de indivíduos que mudaram de
condição.









































Hipóteses a testar:`a: não existe diferença antes e depois do tratamento-`:(existe diferença antes e depois do tratamento
• Se ∂ + * ≤ 20, aplica-se o teste binomialN_√Aƒ≈G = N – = ∑ = Ü— N—(1 − N)Üo— onde –~,(∂ + *, -^), com ∑ = ¶iY({∂, *}.
• Se ∂ + * > 20, usa-se o teste de ]^
]^ = (∂ − *)^∂ + * ~t(3)u
E assim, N_√Aƒ≈G = N(] -^ > ]CvB^ )
Decisão do teste:
Se N_√Aƒ≈G ≤ |, rejeitar `a(em favor de -`(
Senão (i.e., N_√Aƒ≈G > |) não se rejeitar `a em favor de -`
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Exemplo
Uma empresa, que realizou uma campanha publicitária para promoção de um produto
em duas cidades diferentes, pretende saber se as preferências dos consumidores se
modificaram após a dita campanha. As respostas de 80 consumidores na cidade I, e 100
consumidores na cidade II, apresentam-se nas seguintes tabelas:
Cidade I Cidade II
Terá existido uma mudança significativa no consumo do produto após a campanha
publicitária (| = 0,05)?
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Consumo Depois TotalSim Não
Antes Sim 14 7 21Não 26 33 59
Total 40 40 80
Consumo Depois TotalSim Não
Antes Sim 37 3 40Não 13 47 60











































Total de indivíduos que mudaram de condição é 3 + 13( = 16 < 20, logo aplicar o teste
binomial com Y = 16 e ∑ = 3.N_√Aƒ≈G = N – = 3 = 163 × 12 à × 1 − 12 -oà = 16!3! 13!× 12 à ×( 12 -à ≈ 0,01
Conclusão: como N_√Aƒ≈G < |, conclui-se rejeitar `a, i.e., que a campanha publicitária
teve influência no consumo do produto (para um nível de significância de
5%).
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Consumo Depois TotalSim Não
Antes
Sim 37 3 40
Não 13 47 60
Total 50 50 100
Hipóteses a testa:`a: N(Ωi¶( → Yã”) = N(Yã”( → Ωi¶)-`: N Ωi¶( → Yã” ≠ N(Yã”( → Ωi¶)
– Cidade II
Total de indivíduos que mudaram de condição é 7( + (26( = (33 > 20, logo usar o estatística de
teste: ]CvB^ = (∂ − *)^∂ + * = (7 − 26)^7 + 26 ≈ 10,94
N_√Aƒ≈G = N ] -^ > ]CvB^ = N ] -^ > 10,94 < 0,005
Conclusão: como N_√Aƒ≈G < |, conclui-se rejeitar o `a, i.e., que a campanha publicitária teve





Antes Sim 14 7 21Não 26 33 59
Total 40 40 80









































Como `a é rejeitada, deve ser quantificar o nível de associação entre as variáveis. Assim,
≠ = ÆØ∞±qÜ  ≈ -a,ÄÅáa  ≈ 0,37, onde 0 ≤ ≠ ≤ 1
∴ A associação entre a campanha publicitária e o preferências dos consumo do produto é
moderada/forte (aproximação ao limite superior).
Existem evidências de que a associação não é fraca (aproximação a zero).
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Foi uma boa influencia?
É preciso construir ≠≤ a custa de ≠ de forma que:
• ≠≤ > 0( ⟹ efeito positivo
• ≠≤ < 0( ⟹ efeito negativo
Pois * é o número de sucessos e ∂ é o número de insucessos
Se * > ∂ quer dizer que número de sucesso é maior do que número de insucesso, logo é uma 
boa influência.
≠ = ]CvBY^  = ∂ − * ^Y ∂ + *  = |∂ − *|Y ∂ + *  ⟹ ≠≤ = * − ∂Y×(* + ∂) 












































Foram inquiridos no âmbito de dois estados (um encomendando por um jornal diário e por um jornal
um semanário) sobre a preferência entre o partido do governo e o maior partido da oposição, antes
e depois de um importante debate entre os respetivos líderes. Os resultados encontraram-se
sumariados nos quadros seguintes:
(i) Resultados do jornal diário (ii) Resultados do jornal semanário
Testar se o debate teve influência na opinião dos leitores, com nível de significância 5%
Solução:






Gov. 20 12 32
Op. 8 15 23





Gov. 10 22 32
Op. 10 13 23
Tot. 20 35 55
62 3. Tabelas de contingência %×&
3.1. Localização de fontes de dependência por análise dos resíduos
No caso de rejeitar `a de independência, como identificar as células que mais
contribuem para a dependência?












































s,- . . . ,.
/ 0-..
.01
!-- . . .!-.
.            .
.            .





Totais !.- . . . !.. Y
Como calcular o resíduo (‘ef)
O resíduo padronizado é dado por:
’"# = !"# − c"#c"# 1 − !".Y 1 − !.#Y 
Se `a de independência for verdadeira, então ’"#~÷(0,1) quando Y → ∞.
Comparando |’"#| com o quantil de probabilidade ÿ-oŸq da distribuição normal reduzida:
• As células tais que|’"#| ≥ ÿ-oŸq , contribuem (de forma significativa) para a dependência das
variáveis,
• Quanto maior for o valor de |’"#| maior é a contribuição para dependência.
+ Totai
s,- . . . ,.
/ 0-..
.01
c-- . . . c-.
.            .
.            .





Totais c.- . . . c.. Y
+ Totai
s,- . . . ,.
/ 0-..
.01
’-- . . . ’-.
.            .
.            .





Totais ’.- . . . ’.. Y
Frequências observadas (!"#) Frequências esperadas (c"#) Resíduos (’"#)
64 Como determinar o quantil de probabilidade ÿ-o(Ÿq
Sendo | = 0,05
Então, w^ = 0,025










































Retornem-se os dados do exemplo sobre as cores favoritas das pessoas (do teste de Qui-
quadrado de independência). Identificar quais são as cores preferida que mais


















Tot. 83 58 75 84 300













Tot. 83 58 75 84 300
Calculo dos resíduos’-- = !-- − c--c-- 1 − !-.Y 1 − !.-Y  = 48 − 41,541,5 1 − 150300 1 − 83300  ≈ 1,68
.
.
.’^Å = !^Å − c^Åc^Å 1 − !^.Y 1 − !.ÅY  = 27 − 4242 1 − 150300 1 − 84300  ≈ −3,86
Resíduos (’"#)
Vimos que {’-^, ’^^, ’-Å, ’^Å} > ÿ-oŸq, logo as células que contribuem para dependência
são: (1,2), (2,2), (1,4) e (2,4).
Como ’-^(e(’^^ têm maior valor absoluto (i.e., 4,97), então as células que mais contribuem
para a dependência das variáveis são as células (1,2) e (2,2), isto é, a cor branca é que
mais contribui para a dependência.
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A análise log-linear de tabela contingência permite:
• Averiguar a existência (ou não) de dependência entre as variáveis,
• Quantificar os efeitos que as variáveis ou a sua combinação exercem sobre os
resultados observados.
Objetivo: ajustar modelos que caracterizam, tão bem quanto possível, a estrutura
subjacente dos dados.
67
68 a) Modelo independência
Supondo `a de independência verdadeira,c"# = !".×!.#Y , i = 1,… , ' (e(j = {1, … , *}
O modelo de logaritmo é dado por:
ln c"# = ln !".×!#.Y = ln!". + ln!.# − ln Y
Isto é, se as variáveis forem independentes, o logaritmo natural da frequência
esperada c"# é a soma de
• efeito linha i (variável 0),











































Assim, o modelo log-linear de independência deve ser escrito da seguinte forma:ln c"# = € + ‹"› + ‹#ﬁ ........................... (*)
Para estimar os parâmetros do modelo é necessário considerar∑ ‹"›1"r- = 0 e ∑ ‹#ﬁ.#r- = 0,
e assim os parâmetros do modelo são estimados através de
• €ﬂ = -1×. ∑ ∑ lnc"#.#r-1"r- ; efeito médio global
• ‹‡"› = -. ∑ ln c"#.#r- − €; efeito principal da variável 0
• ‹‡#ﬁ = -1 ∑ ln c"#1"r- − €; efeito principal da variável ,
Como o número de parâmetros é respetivamente 1, ' − 1 e * − 1, logo, o número total dos
parâmetros independentes é ' + * − 1.
70 b) Modelo saturado (modelo completo)
Se não houver independência, o modelo anterior (*) torna-se inadequado, sendo
necessário introduzir um termo representativo da interação entre as variáveis, seja ‹"#›ﬁ, e
o modelo fica ln c"# = € + ‹"› + ‹#ﬁ + ‹"#›ﬁ ................... (**)
Neste caso, c"# ≠ lm.×l.nÜ , pois `a de independência não é verdadeirac"# = Y×N 0" ∩ ,# = Y×!"#Y = !"#
Com as restrições ∑ ‹"›1"r- = 0, ∑ ‹#ﬁ.#r- = 0 e ∑ ‹"#›ﬁ1"r- = ∑ ‹"#›ﬁ.#r- = 0
os parâmetros do modelo são estimados de forma equivalente aos parâmetros do
modelo (*) substituindo c"# por !"# e adicionalmente ‹‡"#›ﬁ = ln!"# − (€ + ‹"› + ‹#ﬁ).









































71 Tipos de modelos
" Modelo abrangentes: inclui pelo menos todos os parâmetros relativos aos efeitos
principais de cada uma das variáveis, isto é:
• ln c"# = € + ‹"› + ‹#ﬁ(
• ln c"# = € + ‹"› + ‹#ﬁ + ‹"#›ﬁ
" Modelo não-abrangentes (noncomprehensive): não inclui pelo menos um
parâmetro do efeito principal
• Se ‹#ﬁ = 0 ⟹ lnc"# = € + ‹"›, ∀i, j ⟶ efeito de variável , é nulo, isto é, as *
categorias da variável , são equiprováveis (têm a mesma probabilidade).
• Se ‹"› = 0 ⟹ lnc"# = € + ‹#ﬁ, ∀i, j ⟶ efeito de variável 0 é nulo
• Se ‹"› = ‹#ﬁ = 0 ⟹ lnc"# = €, ∀i, j ⟶ só existe um efeito constante, que não
depende nem de 0 nem de ,.
72 Interpretação dos parâmetros do modelo
• Se ‹"› > 0((< 0) , o efeito da linha-i é positivo (negativo), i.e. as frequências
esperadas da linha-i tendem a ser superiores (inferiores) à média global (€).
• Se ‹#ﬁ > 0((< 0) , o efeito da coluna-j é positivo (negativo), i.e. as frequências
esperadas da coluna-j tendem a ser superiores (inferiores) à média global (€).
• Se ‹"#›ﬁ > 0((< 0), há uma associação positiva (negativa) entre 0 e ,. Para ‹"#›ﬁ = 0,









































73 Por exemplo, considere-se o caso em que, ‹"› > 0.
‹"› > 0 ⟺ 1*òlnc"#.#r- − € > 0 ⟺ 1*òlnc"#.#r- > €
Assim, ‹"› > 0 indica que o efeito da linha-i é positiva, isto é a média do ln das frequências
esperadas é superior à média global €.
Ou de outra forma,1*òlnc"#.#r- − € = 1*òlnc"#.#r- − ** € = 1* òlnc"#.#r- − *€ = 1* òlnc"#.#r- −ò€.#r- = 1* ò(lnc"# − €).#r-
Assim, para ‹"› > 0, 1* ò(lnc"# − €).#r- > 0
isto é, o ln das frequências esperadas é (em média) superior à média global €.
74 Ajustamento de modelos log-lineares
Objetivo: verificar qual dos modelos, o de independência ou o saturado, melhor se ajusta
aos dados.
`a: modelo de independência (‹"#›ﬁ = 0)-`:modelo saturado (‹"#›ﬁ ≠ 0)
Passos para ajustar os modelos log-lineares:
• Aplicar o teste do Qui-quadrado (]^ ) ou o teste de razão de verosimilhança (_^ ),
supondo `a verdadeiro. Se `a for rejeitada, considera-se o modelo saturado. Caso
contrário, considera-se o modelo de independência.
• Estimar os parâmetros do modelo a considerar.










































Retornem-se os dados do exemplo sobre as cores favoritas das pessoas (do teste de Qui-
quadrado de independência), onde se concluir a existência de forte associação. Assim, o
modelo adequado é o saturado.
Estimativas dos parâmetros
Célula 
(e, f) »5(def · ‚e/ ‚f+ ‚ef/+‚3/ ‚u/ ‚3+ ‚u+ ‚ê+ ‚¡+
(1,1) 3,87










O modelo:ln c"# = € + ‹"› + ‹#ﬁ + ‹"#›ﬁ
Por exemplo,ln c-^ = € + ‹-› + ‹ﬁ^ + ‹-›^ﬁ2,48 = 3,54 − 0,07 − 0,38 − 0,612,48 = 2,48 (verdadeiro)
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Interpretação dos resultados:
• € = 3,54 ⟶ o efeito médio global é positivo.
• Os valor dos efeitos de género ‚3/ (mulher) e ‚u/ (homem) são simétricos (esta é a
uma relação esperada uma vez que existem apenas duas classes em A, e estas têm
igual probabilidade).
• Os efeitos das cores favoritas ‚3+ (preta), ‚ê+ (vermelha) e ‚¡+ (azul) são positivos com
maior efeito para a cor azul. Por outro lado, ‚u+ (branca) tem efeito negativo.
• Os efeitos de intersecção são simétricos 2 a 2, isto é: ‚33/+ e ‚u3/+ , o efeito
mulher/homem que têm cor favorita preta é simétrico. Assim como, os pares ‚3u/+ e‚uu/+; ‚3ê/+ e ‚uê/+; ‚3¡/+ e ‚u¡/+.










































A tabela seguinte mostra os resultados de uma avaliação de satisfação com a compra
de um novo modelo de automóvel de luxo.
a) Teste a hipótese de que o resultado de avaliação depende do género.





Homem 30 15 15 60
Mulher 25 10 5 40
Total 55 25 20 100
78 Resolução do exemplo 2
a) Teste de independência
" Hipóteses a testar:`a: o resultado de avaliação não depende do género vs. -`: ~`a
Frequências observadas Frequências esperadas
" Estatística do teste]CvB^ = ∑ ∑ lmnopmn qpmn.#r-1"r- = àaoàà qàà + ⋯+ ~oá qá ≈ 2,56
" Valor crítico: | = 0,05, ' = 2, * = 3 ⟹ ] -ow ; 1o- × .o-^ = ]a,Ä~;^(^ ≈ 5,99
" Decisão: Como tãåçu < t=,éè;uu , não se rejeita `a. Conclui-se, ao nível significância 5%, que o





Homem 33 15 12 60
Mulher 22 10 8 40





Homem 30 15 15 60
Mulher 25 10 5 40









































79 b) Como se concluiu não rejeitar `a, considera-se o modelo de independência.
" Estimação dos parâmetros do modelo
O modelo:ln c"# = € + ‹"› + ‹#ﬁ
Por exemplo,ln c-^ = € + ‹-› + ‹ﬁ^2,71 = 2,69 + 0,20 − 0,192,71 = 2,71 (verdadeiro)
Célula 
(e, f) »5(def · ‚e/ ‚f+ ‚ef/+‚3/ ‚u/ ‚3+ ‚u+ ‚ê+
(1,1) 3,50









" Interpretação dos resultados:
• € = 2,69 ⟶ o efeito médio global é positivo.
• Os valor dos efeitos de género ‚3/ (homem) e ‚u/ (mulher) são simétricos.
• Os efeitos dos resultados de avaliação ‚3+ (muito satisfaz) é positivo com maior
peso.
• ‚u+ (pouco satisfaz) e ‚ê+ (não satisfaz) têm efeitos negativos.
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Tot. !.-. . . .  !... . . .          !.-. . . .  !... Y
• Dimensão da amostra:Y = òòò!"#ªƒªr-.#r-1"r-
• Total marginal de uma só variável:!".. = òò!"#ªƒªr-.#r- ; i = 1,… , '(((((((((!.#. = òò!"#ªƒªr-1"r- ; j = 1,… , *
!..ª = òò!"#ª.#r-1"r- ; º = 1,… , „(
4. Tabelas de contingência %(×(&(×(»
Se uma tabela tem % linhas, & colunas e » estratos diz-se que tem dimensão '(×(*(×(„, e designa-se
por tabela tridimensional.
• Total marginal de duas variáveis:
!"#. = ò!"#ªƒªr- ; i = 1,… , '; j = 1,… , *(((((((((((!".ª = ò!"#ª.#r- ; i = 1,… , *; º = 1,… , „((((((((((((!.#ª = ò!"#ª1"r- ; j = 1,… , '; º = 1,… , „
82 4.1. Hipóteses de Independência
Em tabelas tridimensionais teremos de testar mais do que uma hipótese nula,
• Independência mútua ⟶ Três variáveis são independentes, ou não estão
associados entre si.
• Independência parcial ⟶( Duas variáveis são independentes relativamente à
terceira.
• Independência condicional ⟶ Duas variáveis são independentes para uma
categoria específica da terceira variável, i.e., a terceira variável é controlada.
• Associação 2 a 2 ⟶ A relação parcial condicional entre quaisquer duas









































83 a) Independência Mútua
`a: as três variáveis são independentes-`: ~`a
Supondo `a de independência mútua verdadeira,c"#ª = Y×N 0" ∩ ,# ∩ ûª = Y×N 0" ×N ,# ×N ûª = Y(×!"..Y ×!.#.Y ×!..ªY = !"..×!.#.×!..ªY^ , ∀ijº
Se existe independência 
mútua entre 0, , e û(então,N 0 ∩ , ∩ û) = N 0 ×N , ×N û
84 b) Independência parcial
Existem 3 hipótese para testar independência parcial.
− Independência parcial entre û(e (0,)`a(-): a variável û independente das restantes (0,)
-`(-): ~`a(-)
Supondo `a(-) verdadeira,c"#ª = Y×N 0" ∩ ,# ∩ ûª = Y×N (0" ∩ ,#) ∩ ûª = Y×N 0" ∩ ,# ×N ûª = Y(×!"#.Y ×!..ªY = !"#.×!..ªY ; ∀i, j, º
Se existe independência 









































85 − Independência parcial entre , e (0û)`a(^): a variável , independente das restantes (0û)
-`(^): ~`a(^)
Supondo `a(^) verdadeira, c"#ª = lm.‰×l.n.Ü ; ∀i, j, º
− Independência parcial entre 0 e (,û)`a(à): a variável 0 independente das restantes (,û)
-`(à): ~`a(à)
Supondo `a(à) verdadeira, c"#ª = l.n‰×lm..Ü ; ∀i, j, º
86 c) Independência condicional
Existem 3 hipótese para testar independência condicional.
− Independência condicional entre 0(e(, dada û`a(-): as variáveis 0(e(, são condicionalmente independentes de û-`(-): ~`a(-)
Supondo `a(-) verdadeira,c"#ª = Y×N 0" ∩ ,# ∩ ûª = Y×N 0" ∩ ,#|ûª ×N ûª = Y×N 0"|ûª ×N ,#|ûª ×N ûª == Y×N 0" ∩ ûªN ûª ×N ,# ∩ ûªN ûª ×N ûª = Y× !".ªY!..ªY ×!.#ªY = !".ª×!.#ª!..ª ; ∀i, j, º
Independência condicional,
• N 0|û = N 0









































87 − Independência condicional entre 0(e(û dada ,`a(^): as variáveis 0(e(û são independente dada variável ,
-`(^): ~`a(^)
Supondo `a(^) verdadeira, c"#ª = lmn.×l.n‰l.n. ; ∀i, j, º
− Independência condicional entre ,(e(û dada 0`a(à): as variáveis ,(e(û são independente dada variável 0
-`(à): ~`a(à)
Supondo `a(à) verdadeira, c"#ª = lmn.×lm.‰lm.. ; ∀i, j, º
88
d) Associação 2 a 2
Hipóteses a testar`a: a associação entre duas variáveis não depende das categorias da terceira-`: ~`a
Não é possível escrever explicitamente c"#ª em função dos valores de !… e é necessário









































89 Método iterativo: ajustamento proporcional iterativo
Este método permite obter as estimativas das frequências esperadas c"#ª em modelo
log-lineares hierárquicos. Este método iterativo começa por usar quaisquer estimativas
iniciais, cÂ"#ª(a) , desde que satisfaçam o modelo ajustar. Multiplicando estes valores por
fatores de escala apropriados, ajustam-se sucessivamente as estimativas iniciais de
modo a que os seus valores coincidam com as frequências marginais que consistem
um conjunto mínimo de informação que é “suficiente” para obter c"#ª no modelo.
90 Passos do método de ajustamento proporcional iterativo
Considere-se a tabela inicial !"#ª e os totais marginais
Passo 0: estimar as frequências esperadas iniciais cÂ"#ª(a) e calcular os totais marginais
Passo 1: (neste caso para o modelo (AB,AC,BC))
E assim sucessivamente até os totais marginais das linhas e colunas coincidirem com
os totais marginais obtidas da estimação inicial das frequências esperadas cÂ"#ª(a).
# Ajustar linha/estratos
• cÂ"#ª≤≤ = pÂmn‰Ê ×pÂm.‰(Á)pÂm.‰Ê





• cÂ"#ª≤≤≤ = pÂmn‰ÊÊ ×pÂ.n‰(Á)pÂ.n‰ÊÊ





• cÂ"#ª≤ = lmn‰×pÂmn.(Á)lmn.












































91 Exemplo de aplicação do método iterativo (usando Excel)
Totais marginais:
# Uma só variável:
• !"..(G13:G15), por exemplo, G13=soma(C13:F13)
• !.#.(G17:G18), por exemplo, G17=soma(C17:F17)
• !..ª(C11:F11), por exemplo, C11=soma(C5:C10)
# Duas variáveis:
• !"#.(G5:G10), por exemplo, G5=soma(C5:F5)
• !".ª(C13:F15), por exemplo, C13=soma(C5;C6)




Repetir o processo até obter os totais marginais semelhantes aos totais marginais das











































O processo termina na 4ª iteração, na qual os totais marginais na última tabela (i.e., tabela de
ajustar coluna/estratos) são iguais aos totais marginais das frequências esperadas iniciais cÂ"#ª(a).
Assim, os valores das células na última tabela (i.e. O70:R75) são considerados como os valores das
frequências esperadas do modelo (AB,AC,BC).
C70=O53*O5/S53 I70=C70*K13/C78 O70=I70*K17/I82
94
A estatística de teste: ]^ = ∑ ∑ ∑ lmn‰opmn‰ qpmn‰ƒªr-.#r-1"r-
Quando o tamanho de amostra é elevado, ]^ segue aproximadamente uma distribuição
Qui-quadrado com graus de liberdade :
• Independência mútua: '*„ − ' − * − „ + 2
• Independência parcial entre (A,) e û: ('* − 1)(„ − 1)
• Independência parcial entre (Aû) e ,: ('„ − 1)(* − 1)
• Independência parcial entre (,û) e 0: (*„ − 1)(' − 1)
• Independência condicional entre 0 e , dada û: „(' − 1)(* − 1)
• Independência condicional entre 0 e û dada ,: *(' − 1)(„ − 1)
• Independência condicional entre , e û dada 0: '(* − 1)(„ − 1)
• Associação 2 a 2: (' − 1)(„ − 1)(* − 1)
Decisão: Rejeita-se `a (em favor de -`) quando ]CvB^ é maior ou igual ao valor crítico do









































95 Os passos do teste ]^(para tabela tridimensional:
1) Determinar as hipóteses a testar`a: as variáveis não estão associados (i.e. são independentes)-`: ~`a
2) Calcular os totais marginais
3) Estimar as frequências esperadas c"#ª do modelo, supondo `a verdadeira
4) Calcular o valor observado da estatística do teste ]^
5) Calcular os graus de liberdade (È„) do modelo
6) Determinar o ponto crítico
7) Decisão: Rejeita-se `a (em favor de -`) quando ]CvB^ ≥ t 3ow ;Í»(u . Caso contrário, não se
rejeita `a.
96 Exemplo
A tabela seguinte apresenta o número de respondentes classificados de acordo com
o género, o partido político e a ideologia política.












Democrata 44 47 118 23 32
Republicano 18 28 86 39 48
H
Democrata 36 34 53 18 23









































97 Resolução do exemplo
" Hipóteses a testar:`a: o género, o partido político e a ideologia política não estão associados (ou são
independentes)-`: ~`a
" Os totais marginais
• De uma só variável:
• De duas variáveis:
Gén. P.P Ideologia políticaML LL Mod LC MC
M D 44 47 118 23 32R 18 28 86 39 48








ML LL Mod LC MC








ML LL Mod LC MC
M 62 75 204 62 80
H 48 52 115 63 74
P.P.
Ideologia política
ML LL Mod LC MC
D 80 81 171 41 55
R 30 46 148 84 99
98 " Total de observação: Y = 835
" Estimar as frequências esperadas:c"#ª = !"..×!.#.×!..ªY^ ⟺ c--- = !-..×!.-.×!..-Y^ = 483(×(428(×(110385^ = 32,61
.
.
.c^^~ = !^..×!.^.×!..~Y^ = 352(×(407(×(154385^ = 31,64
Tabela da frequência esperada 
Gén. P.P.
Ideologia política
ML LL Mod LC MC
M
D 32,61 37,65 94,58 37,06 45,66
R 31,01 35,81 89,94 35,24 43,42
H
D 23,77 27,44 68,93 27,01 33,28










































" Estatística do teste:]CvB^ =òòò !"#ª − c"#ª ^c"#ªƒªr-.#r-1"r- = 44 − 32,61 ^32,61 + ⋯+ 51 − 31,64 ^31,64 ≈ 81,50
" Grau de liberdade: È„ = '*„ − ' − * − „ + 2= 2(×(2(×(5 − 2 − 2 − 5 + 2= 13
" Ponto crítico: | = 0,05 ⟹ ] -ow ;Îƒ(^ = ] a,Ä~ ;^Å(^ ≈ 22,36
" Decisão: Como tãåçu > t=,éè;u¡u , rejeita-se `a em favor de -`. Conclui-se, ao nível significância
de 5%, que o género, o partido político e a ideologia política estão significativamente
associados.
100 Exercício
Baseado no problema do exemplo, testar se:
1. Cada par de variáveis está associado com a terceira (independência parcial)
2. Duas variáveis estão associados para uma categoria específica da terceira
(independência condicional)
3. As variáveis estão associados 2 a 2
Soluções:
1. (BC, A)⟹ ]CvB^ = 17,34
(AC, B)⟹ ]CvB^ = 67,37
(AB, C)⟹ ]CvB^ = 74,24
2. (AB, AC)⟹ ]CvB^ = 62,42
(AB, BC)⟹ ]CvB^ = 12,13
(AC, BC)⟹ ]CvB^ = 6,77









































101 4.2. Modelos log-lineares
À semelhança do efetuado para tabelas bidimensionais, nas tabelas tridimensionais devem ser
estabelecidos:
€ = YÏ… ; efeito médio global‹"› = YÏ".. − € ; efeito da variável 0‹#ﬁ = YÏ.#. − € ; efeito da variável ,‹ªÌ = YÏ..ª − € ; efeito da variável ,‹"#›ﬁ = YÏ"#. − YÏ".. − YÏ.#. + € ; efeito da intersecção entre 0(e(,‹"ª›Ì = YÏ".ª − YÏ".. − YÏ..ª + € ; efeito da intersecção entre(0(e(û‹#ªﬁÌ = YÏ.#ª − YÏ.#. − YÏ..ª + € ; efeito da intersecção entre(,(e(û‹"#ª›ﬁÌ = ln c"#ª − YÏ"#. − YÏ".ª − YÏ.#ª − YÏ".. − YÏ.#. − YÏ..ª − € ; efeito da intersecção entre 0, ,(e(û ou intersecção da 2ª
ordem
Restrição adicional:
ò‹"›1"r- = ò‹#ﬁ.#r- = ò‹ªÌƒªr- = ò‹"#›ﬁ1"r- = ⋯ = ò‹"#ª›ﬁÌ.#r- = ò‹"#ª›ﬁÌƒªr- = 0
Considere-se as seguintes notações:YÏ… = 1'×*×„òòòlnc"#ªƒªr-.#r-1"r-YÏ".. = 1j×ºòòlnc"#ªƒªr-.#r- ((((((((((((((YÏ"#. = 1ºò lnc"#ªƒªr-YÏ.#. = 1i×ºòòlnc"#ªƒªr-1"r- (((((((((((((YÏ".ª = 1j òlnc"#ª.#r-YÏ..ª = 1i×jòòlnc"#ª.#r-1"r- ((((((((((((((YÏ.#ª = 1i òlnc"#ª1"r-
102 a) Modelo saturado (modelo completo)
Na tabela bidimensional:ln c"# = €⏟GDG"ÔC.CÜBÔAÜÔG + ‹"› + ‹#ﬁGDG"ÔCB("BCƒA´CB´G(›,ﬁ + ‹"#›ﬁ´GHGÜ´êÜ."A
Na tabela tridimensional:ln c"#ª = €⏟GDG"ÔC.CÜBÔAÜÔG + ‹"› + ‹#ﬁ + ‹ªÌGDG"ÔCB("BCƒA´CB´G(›,ﬁ,Ì + ‹"#›ﬁ + ‹"ª›Ì + ‹#ªﬁÌ + ‹"#ª›ﬁÌ´GHGÜ´êÜ."A
• ‹"#›ﬁ, ‹"ª›Ì, ‹#ªﬁÌ são os efeitos de dependência 2 a 2









































103 b) Modelo independência
" Associação 2 a 2 (0,, 0û, ,û)ln c"#ª = € + ‹"› + ‹#ﬁ + ‹ªÌ + ‹"#›ﬁ + ‹"ª›Ì + ‹#ªﬁÌ
" Independência condicional {(0û, ,û),(0,, ,û),(0,, 0û)}:
• ln c"#ª = € + ‹"› + ‹#ﬁ + ‹ªÌ + ‹"ª›Ì + ‹#ªﬁÌ ⟶ independência condicional entre 0(e(, dada û
• ln c"#ª = € + ‹"› + ‹#ﬁ + ‹ªÌ + ‹"#›ﬁ + ‹#ªﬁÌ ⟶ independência condicional entre 0(e(û dada ,
• ln c"#ª = € + ‹"› + ‹#ﬁ + ‹ªÌ + ‹"#›ﬁ + ‹"ª›Ì ⟶ independência condicional entre ,(e(û dada 0
" Independência parcial {(0,, û),(0û, ,),(,û, 0)}:
• ln c"#ª = € + ‹"› + ‹#ﬁ + ‹ªÌ + ‹"#›ﬁ (⟶ independência parcial entre (0,) e û
• ln c"#ª = € + ‹"› + ‹#ﬁ + ‹ªÌ + ‹"ª›Ì ⟶  independência parcial entre (0û) e ,
• ln c"#ª = € + ‹"› + ‹#ﬁ + ‹ªÌ + ‹#ªﬁÌ ⟶  independência parcial entre (,û) e 0
" Independência mútua (0, ,, û): ln c"#ª = € + ‹"› + ‹#ﬁ + ‹ªÌ
104 Ajustamento de modelos log-lineares
1) Informação mínimas para estimar c"#ª nos modelos log-linear abrangentes
*Esta informação é a necessária para obter os valores de c"#ª para cada modelo considerado
(constitui as chamadas “Estatísticas suficientes mínimas”). Por exemplo, o mínimo de informação
que é “suficiente” para obter c"#ª no modelo de independência mútua é !".., !.#. e !..ª.
Modelo Símbolo Informação*
Saturado/completo (ABC) {!"#ª}
Associação 2 a 2 (AB, AC, BC) {!"#.}, !".ª , {!.#ª}
Independência 
condicional
entre B e C, dado A (AB, AC) {!"#.}, !".ª
entre A e C, dado B (AB, BC) {!"#.}, !.#ª
entre A e B, dado C (AC, BC) {!".ª}, !.#ª
Independência 
parcial
entre (B,C) e A (BC, A) {!.#ª}, !"..
entre (A,C) e B (AC, B) {!".ª}, !.#.
entre (A, B) e C (AB, C) {!"#.}, !..ª









































105 2) Estimar as frequências esperadas dos modelos
Modelo Símbolo dÚefø
Saturado/completo (ABC) !"#ª
Associação 2 a 2 (AB, AC, BC) Método iterativo
Independência 
condicional
entre B e C, dado A (AB, AC)
!"#.(×(!".ª!"..
entre A e C, dado B (AB, BC)
!"#.(×(!.#ª!.#.




entre (B,C) e A (BC, A)
!.#ª(×(!"..Y
entre (A,C) e B (AC, B)
!".ª(×(!.#.Y
entre (A, B) e C (AB, C)
!"#.(×(!..ªY
Independência mútua (A, B, C)
!"..(×(!.#.×(!..ªY^
106 3) Ajuste do modelo
Para a testar o ajustamento global dos modelos log-lineares usa-se a estatística qui-quadrado (]^)
ou a estatística de razão de verosimilhança (_^) dados por]^ =òòò !"#ª − c"#ª ^c"#ªƒªr-.#r-1"r- (((((((((((e(((((((((_^ = 2òòò !"#ª ln!"#ªc"#ªƒªr-.#r-1"r- .
Quando o tamanho de amostra é elevado ]^ e _^ têm aproximadamente uma distribuição Qui-
quadrado com Û graus de liberdade (onde Û dependendo do modelo considerado).
4) Seleção de modelos
Considere-se, dois modelos Ù∆ com Û∆(e Ùå com Ûå graus de liberdade. Sendo Ù∆ um caso
particular de Ùå, então Ù∆ e Ùå dizem-se modelos “encaixados”. A comparação deste tipo de
modelos pode ser feita mediante o cálculo da estatística:_^ ıA ıv = _^ ıA − _^ ıv ~] |ÛåoÛ∆| (^
Decisão: Rejeita-se `a (em favor de -`) quando _^ ıA ıv ≥ ]w; |ÛåoÛ∆|^ .











































Modelo saturado: ln c"#ª = € + ‹"› + ‹#ﬁ + ‹ªÌ + ‹"#›ﬁ + ‹"ª›Ì + ‹#ªﬁÌ + ‹"#ª›ﬁÌ
Associação 2 a 2: ln c"#ª = € + ‹"› + ‹#ﬁ + ‹ªÌ + ‹"#›ﬁ + ‹"ª›Ì + ‹#ªﬁÌ
Permite testar a significância da interação conjunta de três variáveis
Hipóteses a testar:`a: ‹"#ª›ﬁÌ = 0 vs. -`: ‹"#ª›ﬁÌ ≠ 0
A rejeição de `a leva a concluir que o modelo saturado é aquele que descreve
adequadamente os dados. Caso contrário, deve-se considerar o modelo “Associação 2 a 2”
ou um outro modelo encaixado nele.
108 Se `a: ‹"#ª›ﬁÌ = 0 não for rejeitado, testa-se adicionalmente,
Independência condicional
(1) Se as 3 hipóteses `a forem rejeitadas então o modelo sem interação conjunta de três variáveis (i.e.
o modelo “associação 2 a 2”) é adequado.
(2) A não rejeição de uma destas hipóteses `a implica a independência mútua entre o respetivo par
de variáveis. Assim, a não rejeição destas 3 `a simultaneamente implica a independência mútua
entre as 3 variáveis. Então, o modelo de independência mútua é o adequado.
(3) Nas situações intermédias é ainda necessário testar a independência parcial:
• (AB, AC, BC) vs. (AB, BC)`a: ‹".ª›Ì = 0 vs. -`: ‹".ª›Ì ≠ 0 • (AB, AC, BC) vs. (AC, BC)`a: ‹"#.›ﬁ = 0 vs. -`: ‹"#.›ﬁ ≠ 0
• (AB, AC, BC) vs. (AC, B)`a: ‹"#.›ﬁ = ‹.#ªﬁÌ = 0 vs. -`: ~`a • (AB, AC, BC) vs. (BC, A)`a: ‹"#.›ﬁ = ‹".ª›Ì = 0 vs. -`: ~`a• (AB, AC, BC) vs. (AB, C)`a: ‹".ª›Ì = ‹.#ªﬁÌ = 0 vs. -`: ~`a























































Democrata 44 47 118 23 32
Republicano 18 28 86 39 48
H
Democrata 36 34 53 18 23
Republicano 12 18 62 45 51
110 Resolução do exemplo
" Os totais marginais
• De uma só variável:








ML LL mod LC MC








ML LL mod LC MC
M 62 75 204 62 80
H 48 52 115 63 74
P.P.
Ideologia política
ML LL mod LC MC
D 80 81 171 41 55









































111 " Comparação dos modelos:
• Modelo (ABC) vs. Modelo (AB,AC,BC)
Hipóteses a testar:`a: associação 2 a 2 (ıA) vs. -`: saturado (ıv)
Tabela de freq. Esp. do modelo (ABC) Tabela de Freq. Esp. do modelo (AB,AC,BC)
_^ = 53,29 ; È„ = 0 _^ = 32,45 ; È„ = 4
_^ ıA ıv = _^ ıA − _^ ıv = 32,45 − 53,29 = −20,84
Ponto crítico: | = 0,05;⟺ ]w; |ÛåoÛ∆|^ = ]a,a~;Å^ = 9,49
Como _^ ıA ıv > ]a,a~;Å^ , concluirmos rejeitar `a em favor de -`
Gén. P.P.
Ideologia política
ML LL Mod LC MC
M
D 44 47 118 23 32
R 18 28 86 39 48
H
D 36 34 53 18 23
R 12 18 62 45 51
Gén. P.P.
Ideologia política
ML LL Mod LC MC
M
D 46,58 49,80 114,40 22,23 30,99
R 15,42 25,20 89,60 39,77 49,01
H
D 33,42 31,20 56,60 18,77 24,01
R 14,58 20,80 58,40 44,23 49,99
112 • Modelo (AB,AC,BC) vs. Modelo independência condicionalc"#ª do modelo (AB,AC) c"#ª do modelo (AB,BC) c"#ª do modelo (AC,BC)
_^ ıA = 63,80 ; È„ = 8 _^ ıA = 12,21 ; È„ = 8 _^ ıA = 67,76 ; È„ = 5
# _^ ıA ıv = _^ ıA − _^ ıv = 63,80 − 32,45 = 31,35
Ponto crítico: | = 0,05;⟺ ]w; |ÛåoÛ∆|^ = ]a,a~;Å^ = 9,49
# _^ ıA ıv = _^ ıA − _^ ıv = 12,21 − 32,45 = −20,24
Ponto crítico: | = 0,05;(⟺ ]w; |ÛåoÛ∆|^ = ]a,a~;Å^ = 9,49
# _^ ıA ıv = _^ ıA − _^ ıv = 74,54 − 32,45 = 42,09
Ponto crítico: | = 0,05;⟺ ]w; |ÛåoÛ∆|^ = ]a,a~;-^ = 3,84
G. P.P. Ideologia políticaML LL Mod LC MC
M D 49,35 49,96 105,48 25,29 33,93R 16,14 24,75 79,64 45,20 53,27
H D 30,65 31,04 65,52 15,71 21,07R 13,86 21,25 68,36 38,80 45,73
G. P.P. Ideologia políticaML LL Mod LC MC
M D 33,89 40,99 111,50 33,89 43,73R 28,11 34,01 92,50 28,11 36,27
H D 22,36 24,23 53,58 29,35 34,48R 25,64 27,77 61,42 33,65 39,52
G. P.P. Ideologia políticaML LL Mod LC MC
M D 45,09 47,83 109,35 20,34 28,57R 16,91 27,17 94,65 41,66 51,43
H D 34,91 33,17 61,65 20,66 26,43R 13,09 18,83 53,35 42,34 47,57
Conclusão:
Como há hipóteses `a
rejeitadas e não rejeitadas










































113 • Modelo (AB,AC,BC) vs. Modelo independência parcialc"#ª do modelo (BC,A) c"#ª do modelo (AC,B) c"#ª do modelo (AB,C)
_^ ıA = 17,52; È„ = 9 _^ ıA = 69,11 ; È„ = 9 _^ ıA = 74,54 ; È„ = 12
# _^ ıA ıv = _^ ıA − _^ ıv = 17,52 − 32,45 = −14,93
Ponto crítico: | = 0,05;⟺ ]w; |ÛåoÛ∆|^ = ]a,a~;~^ = 11,07
# _^ ıA ıv = _^ ıA − _^ ıv = 69,11 − 32,45 = 36,66
Ponto crítico: | = 0,05;⟺ ]w; |ÛåoÛ∆|^ = ]a,a~;~^ = 11,07
# _^ ıA ıv = _^ ıA − _^ ıv = 74,54 − 32,45 = 42,09
Ponto crítico: | = 0,05;⟺ ]w; |ÛåoÛ∆|^ = ]a,a~;á^ = 15,51
G. P.P. Ideologia políticaML LL Mod LC MC
M
D 46,28 46,85 98,91 23,72 31,81
R 17,35 26,61 85,61 48,59 57,27
H D 33,72 34,15 72,09 17,28 23,19R 12,65 19,39 62,39 35,41 41,73
G. P.P. Ideologia políticaML LL Mod LC MC
M
D 34,78 40,15100,8639,52 48,69
R 28,85 33,31 83,67 32,78 40,39
H D 21,60 24,94 62,65 24,55 30,25R 24,77 28,59 71,82 28,14 34,67
G. P.P. Ideologia políticaML LL Mod LC MC
M
D 31,78 38,44 104,57 31,78 41,01
R 30,22 36,56 99,43 30,22 38,99
H D 24,60 26,65 58,95 32,29 50,74R 23,40 25,35 56,05 30,71 36,07
Conclusão:
Como há hipóteses `a
rejeitadas e não rejeitadas
então é ainda necessário fazer
a seleção para os modelos que`a não é rejeitada.
114
" O modelo adequado
O modelo adequado é escolhido dos modelos para os que `a não é rejeitada, em
comparações dos modelos encaixados. Considera-se o que tem menor grau de
liberdade.
Logo, o modelo adequado é o modelo associação 2 a 2, isto é (AB,AC,BC)ln c"#ª = € + ‹"› + ‹#ﬁ + ‹ªÌ + ‹"#›ﬁ + ‹"ª›Ì + ‹#ªﬁÌ
NOTA:
O modelo adequado é aquele que, apresentado um bom ajustamento aos dados, seja
interpretável e possua mínimo número de parâmetros (o mais parcimonioso).
Modelo Í» úu ˆu
(AB,AC,BC) 4 32,29 32,35
(AB,BC) 8 12,21 12,13









































115 " Estimar os parâmetros do modelo
· ‚e/ ‚f+ ‚øù ‚ef./+ ‚e.ø/ù ‚.fø+ù
3,84
‹-› = 0 ‹-ﬁ = 0 ‹-Ì = 0 ‹--.›ﬁ = 0 ‹-.-›Ì = 0 ‹.--ﬁÌ = 0‹›^ = −0,33 ‹ﬁ^ = −1,11 ‹Ì^ = 0,07 ‹-^.›ﬁ = 0 ‹-.^›Ì = 0 ‹.-^ﬁÌ = 0‹àÌ = 0,90 ‹^-.›ﬁ = 0 ‹-.à›Ì = 0 ‹.-àﬁÌ = 0‹ÅÌ = −0,74 ‹^^.›ﬁ = 0,28 ‹-.Å›Ì = 0 ‹.-ÅﬁÌ = 0‹~Ì = −0,41 ‹-.~›Ì = 0 ‹.-~ﬁÌ = 0‹^.-›Ì = 0 ‹.^-ﬁÌ = 0‹^.^›Ì = −0,14 ‹.^^ﬁÌ = 0,42‹^.à›Ì = −0,37 ‹.^àﬁÌ = 0,86‹^.Å›Ì = 0,16 ‹.^ÅﬁÌ = 1,69‹^.~›Ì = 0,08 ‹.^~ﬁÌ = 1,56
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1. Mello, F.M., 2014. Dicionário de Estatística. 673 entradas Índice remissivo em Português
e inglês. Edições Sílabo, Lisboa
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3. Reis, E., Melo, P., Andrade, R., & Calapez, T. (2016). Estatística aplicada 2. (Edições
Sílabo, Ed.) (5a Edição). Lisboa.
4. Análise de Resíduos - Tabela Cruzada | Portal Action. (n.d.). Retrieved August 7, 2017,
from http://www.portalaction.com.br/tabela-de-contingencia/analise-de-residuos
5. Leal, M. M. (1997). Modelos Log-lineares em Tabelas de Contingência. Lisboa.




















d)! Será! que! escolha! do! meio! de! comunicação! social! depende! de! categoria!
socioprofissional?!Caso!existe!a!dependência,!responda!as!seguintes!questões:!
i)! Quantificar!o!seu!grau!de!associação.!






















! ! Categoria!socioprofissional! !




















Televisão! 26! 19! 44! 181! 270!
Jornais! 18! 49! 87! 107! 261!
Rádio! 9! 4! 4! 16! 33!































4.! Num! determinado! jogo! de! campeonato! do! mundo! de! futebol! estiveram! presentes! 50000!
espectadores,!dos!quais!25000!eram!dinamarqueses,!20000!eram!brasileiros!e!23000!eram!




































7.! Para! se! verificar! se! o! apoio! à! instalação! de! uma! nova! avenida! dependia! do! local! onde! as!
pessoas! moram,! foram! entrevistados! 1000! moradores,! igualmente! divididos! em! quatro!


















pagamento! Manhã! Tarde! Noite!
Cheque! 750! 1500! 750!








































































pretendease! testar! se! esta! diferença! segue! uma! distribuição! normal! de!média! 0,1! e! desvio!
padrão!7,2.!Uma!amostra!de!30!navios!revelou!os!resultados!são!seguintes:!
a6,6! a2! 5! 2,4! a1,8! a0,3! 15! a7,6! a0,6! 2,6!
a7,4! 12,4! a6! a5,8! 15,2! a2,4! a8,9! a5,6! a3,7! 2,2!













pedido! para! tomarem! o! medicamento! A! durante! um! mês! e,! no! mês! seguinte,! tomarem! o!
medicamento!B.!Pediuase!aos!doentes!que!registassem!se!durante!cada!mês!tiveram!ou!não!
dores!de!cabeça.!









total! 62! 38! 100!
!
























































































































1%–%Ainda%estudarW% 2%–%LicenciadoW%3%–%Curso%de% formação%ProfessionalW% 4% –%Ensino%escolar%
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obs    # frequências observadas 
chisq.test(obs)  # teste Qui-quadrado 
chisq.test(obs) $expected # frequências esperadas 
qchisq(0.95,3)  # Valor crítico, alfa = 0.05 (tabelado) 
 
 
#### TESTE DE AJUSTAMENTO DE QUI-QUADRADO ### 
 
Oij<-c(48,12,33,57)  # frequência observada 
n<-sum(Oij);n   # dimensão da amostra 
p<-rep(1/length(Oij),4);p # probabilidade da distribuição uniforme (discreta) 
Eij<-n*p;Eij   # frequências esperadas 
rbind(Oij,p,Eij)  # tabela de frequências observadas e esperadas 
chisq.test(Oij,p=p)  # teste Qui-quadrado 
chisq.test(Oij) $expected # verificar as frequências esperadas 
 
#x<-c(0,1,2,3,4,5)    # observações 
#Oij<-c(6,14,10,7,2,1)   # frequências observadas 
#n<-sum(Oij);n    # dimensão da amostra 
#media<-sum(x*Oij)/sum(Oij);media # lambda (estimar parâmetro lambda) 
#p<-dpois(x,media);p   # f.d.p. da distribuição de Poisson 
#Eij<-n*p;Eij     # frequências esperadas 
#chisq.test(Oij,p=p)   # teste Qui-quadrado 
#chisq.test(Oij) $expected   # verificar as frequências esperadas 
 
 
#### TESTE EXATO DE FISHER ### 
 
a<-matrix(c(1,3,3,2),2,2,byrow=TRUE);a 
fisher.test(a,alternative="less") # alternative="less","greater" ou "two sided". 
 














### MODELOS LOG-LINEARES #### 
 
dados<- data.frame(expand.grid( # cria uma folha de dados de três colunas com 








#cat("\n tamanho da amostra:",n) 
 
## Modelo (ABC) 
m1<-glm(contagem~(B+C+A)^3, data=dados, family=poisson) 
summary(m1) 
 
## Modelo (AB,AC,BC) 
m2<-glm(contagem~(B+C+A)^2, data=dados, family=poisson) 
summary(m2) 
 
## Modelo (AB,AC) 
m31<-glm(contagem~B*A+C*A, data=dados, family=poisson) 
summary(m31) 
 
## Modelo (AB,BC) 
m32<-glm(contagem~A*B+B*C, data=dados, family=poisson) 
summary(m32) 
 
## Modelo (AC,BC) 
m33<-glm(contagem~A*C+B*C, data=dados, family=poisson) 
summary(m33) 
 
## Modelo (BC,A) 
m41<-glm(contagem~B*C+A, data=dados, family=poisson) 
summary(m41) 
 
## Modelo (AC,B) 
m42<-glm(contagem~A*C+B, data=dados, family=poisson) 
summary(m42) 
 
## Modelo (AB,C) 
m43<-glm(contagem~A*B+C, data=dados, family=poisson) 
summary(m43) 
 













































































1 III. Regressão linear e análise de variância (ANOVA)
1. Introdução














(! e y são quantitativos)











x1 x2 x3 x4 x5
ANOVA
(! qualitativo e y quantitativo)
• . → fator
• !#; + = 1, . . , - (tratamentos/grupos)
• !# → fixos ou aleatório
• *2×2- observações
2 2. Correlação e regressão
Para analisar o relacionamento entre duas variáveis (uma variável independente e
uma variável dependente) é possível construir um modelo matemático que melhor
representa este relacionamento, e que é obtido por análise de regressão.
Alternativamente, se o objetivo é simplesmente medir o grau ou força do
relacionamento entre as variáveis pode ser realizada uma análise de correlação.
• uma variável dependente e uma variável independente ⟶ correlação
simples,










































3 A relação entre as variáveis pode ser observada através de um diagrama de dispersão
O grau de relacionamento linear pode ser quantificado através do coeficiente de correlação Pearson,
definido por:
5 = 678(!, 9):;<"â>?";22?@>#A>B;2C>B<C2D2C2E8F5 ! . 8F5(9) H;?B@<2IC2>@<J;K"L;çã@OAC2P;<;>BC2;2Q<@Q<"CI;ICRST<TS
















Onde: VDD =W !" − !̅ Z>"[S ⟺ VDD =W!"Z>"[S − *!̅ZVEE =W 9" − 9\ Z>"[S ⟺ VEE =W9"Z>"[S − *9\ZVDE =W !" − !̅ 9" − 9\>"[S ⟺ VDE =W!">"[S 9" − *!̅9\
Exemplo 1
Considerar os dados sobre as horas de trabalho ] necessárias à produção de lotes de
tamanho ., obtidos em 10 linhas de produção.
Averiguar se existe uma relação linear entre horas de trabalho (]) e a produção de lotes de
tamanho (.) através do diagrama de dispersão e quantificar o grau de relacionamento
linear entre as variáveis.
4



















































Resolução do exemplo 15
Prod.





(`^) _a^ `a^ _^`^
1 30 73 900 5329 2190
2 20 50 400 2500 1000
3 60 128 3600 16384 7680
4 80 170 6400 28900 13600
5 40 87 1600 7569 3480
6 50 108 2500 11664 5400
7 60 135 3600 18225 8100
8 30 69 900 4761 2070
9 70 148 4900 21904 10360
10 60 132 3600 17424 7920
Total 500 1100 28400 134660 61800
Na diagrama observamos que as horas de trabalho ]
e a produção de lotes de tamanho . existe uma
relação linear positiva forte.
• !̅ = ∑ Dcdcef> = ghhSh = 502222e22229\ = ∑ Ecdcef> = SShhSh = 110
• VDD = ∑ !"Z>"[S − *!̅Z = 28400 − 102×250Z = 3400
• VEE = ∑ 9"Z>"[S − *9\Z = 1346602 − 102×2110Z = 13660
• VDE = ∑ !">"[S 9" − *!̅9\ = 618002 − 102×250×2110 = 68005 = qrsqrrqss  = 2tuhh2vwhhh2×2Svtth  2 ≈ 0,998















9 - variável explicada ou dependente! - variável explicativa ou independentezh, zS- parâmetros da regressão
• zh - coeficiente constante ou intercepto (ponto de
intersecção da reta com eixo 99, isto é quando ! = 0).
• zS - declive (ou coeficiente da regressão).9 = zh + zS!2 ⟶ “reta de regressão” ou “reta ajustada”
3. Regressão linear simples
3.1.  Modelo de Regressão Linear Simples (M.R.L.S.)
A relação do tipo linear entre duas variáveis pode ser descrita matematicamente através da equação9 = zh + zS!, sendo:
Interpretação dos parâmetros do modelo
• zh - valor esperado para variável dependente 9 quando ! = 0.










































9" = zh + zS!" + |" ⟺ 9" = 9}" + |"
E o erro escreve-se|" = 9" − 9}" ⟺ |" = 9" − (zh + zS!")
3.2.  Estimação e inferência sobre os parâmetros
a) Estimação dos parâmetros
Uma equação de regressão permite estimar valores de 9, com base em valores conhecidos
através de 9}" = zh + zS!".
Assim, a relação entre 9" e !" deve ser introduzir um termo ~^, que representa um erro (resíduo)
aleatório que descreve o afastamento na vertical dos pontos em relação à reta de equação,
isto é
9}" = zh + zS!"
A menor distância entre os pontos (9) e a reta
da regressão (9}), indica um melhor ajustamento
da reta aos dados.
8 Portanto, as estimativas !"#$e$!"& devem minimizar a soma dos quadrados dos erros.min*+,,*+. / $onde$/ =3456758& =3 95 − !# − !&;5 6758&
Para tornar S mínima, é necessário derivar a função em ordem !#$e$!&, igualar a zero e verificar
o sinal da segunda derivada. Assim,
!"& = $∑ ;595758& − =;̅9?∑ ;56758& − =$;̅6 = /@A/@@!"# = 9? − !"&;̅
Onde, /@A é a variância conjunta entre ; e 9, /@@ é a variância de ; e  9?$B$$;̅ representam as 
médias de 9 e de ;, respetivamente.









































9 Estimação dos parâmetros do modelo (Notação matricial)
O modelo de regressão linear simples 9" = zh + zS!" + |", % = 1,… , *, pode ser escrito na forma
matricial
(!", 9")2% = 1,… , * ⟶ â9S = zh + zS!S + |S⋮9> = zh + zS!> + |> ⟺
9S...9>ã>2×2S
= 12222!S. 22222 .. 2222 .. 22222 .1222!>>2×2Z
× zhzSåZ2×2S +
|S...|>ã>2×2S
⟺ ç = é.è + ~
Soma dos quadrados dos erros S = ∑ ~Z^>"[S = ~ë^~^ = ç − éè ë ç − éè = çëç − aèëéëç + èëéëéè
O valor mínimo para V é obtido da seguinte maneira:ííz V = 0 ⟺ −2éëç + 2éëéèÑ = 0 ⟺ éëç = éëéèÑ ⟺ èÑ = éëé RSéëç
10 Hipóteses básicas do M.R.L.S.
• Linearidade entre ! e 9
• ì |"|! = 0 e 8F5 |" ! = ïZ > 0, (independente de !) ⟶ homocedasticidade condicionada
• |"~ò(0, ïZ) ⟶ normalmente distribuídas (e independentes)
Como estimar ôa ?
Conhecendo !" e 9", obtêm-se as estimativas de zöh2e2zöS e o valor estimado de ï}Z é dado 
por: ï}Z = ∑ |"Z>"[S* − 2 = ∑ 9" − 9}" Z>"[S* − 2
** − 2 ⟶ como temos estimar os dois parâmetros zh e zS2perdemos dois graus de











































(^) Tam. de lote (_^) Horas de trab. (`^) õ`^ ~^ ~a^
1 30 73 70 3 9
2 20 50 50 0 0
3 60 128 130 &2 4
4 80 170 170 0 0
5 40 87 90 &3 9
6 50 108 110 &2 4
7 60 135 130 5 25
8 30 69 70 &1 1
9 70 148 150 &2 4
10 60 132 130 2 4
Total 500 1100 1100 0 60
Exemplo 2 (cont.) retornam ao exemplo 1:
a) Determinar a reta de regressão linear
b) Interpretar os parâmetros do modelo
c) Calcular os resíduos e estimar a sua variância
a) Do exemplo anterior VDD = 3400 e VDE = 6800.
Portanto,zS = VDEVDD = 68003400 = 2zh = 9\ − zS!̅ = 110 − 22×250 = 10
A reta de regressão é 9} = 10 + 2!
b) zS = 2 ⟶ o aumento de uma unidade na
produção de lotes, aumenta em 2 horas o
tempo esperado de trabalho.
c) Variância: σõZ = ∑ ùûü†ûef°RZ = thShRZ = 7,5







= 10 500500 28400
!0! 12 = $$0,84 −0,01−0,01 $$$0,00!0. = $$110061800 5 ⟹ 78 = !0! 12!0. = 10$$2
Assim, a equação da regressão é 9: = 10 + 2<
12

























































13 b) Inferência sobre os parâmetros
Para realizar inferência sobre os parâmetros, é necessário conhecer a distribuição amostral dos
estimadores zh e zS. Considere o modelo de regressão linear ç = é.è + ~, cujo estimadores de è2 são
dados por èÑ = éëé RSéëç.
• Valor esperadoì èÑ|é = éëé RSéëç = éëé RSéë éè + ~ = éëé RS(éëé)è + éëé RSéë~ = è + éëé RSéë ì(~|é)[h = è
• Variância/covariânciaΣèÑ = éëé RSéëç = éëé RSéë 8F5 ~|é[¶ü éëé RSé = éëé RSéëéß éëé RSïZ = éëé RSïZ
Assim, a matriz covariância dos parâmetros, é dada por: ΣèÑ = éëé RSïZ = 8F5(zöh) 678(zöh, zöS)678(zöh, zöS) 8F5(zöS)éëé = * ∑ !">"[S∑ !">"[S ∑ !"Z>"[S ; éëé RS = S> + D̅®rr RD̅®rrRD̅®rr S®rr8F5 èÑ|é = ïZ6"" e 678 èÑ|é = ïZ6"#; 2% ≠ +.
Logo, a distribuição de cada parâmetro zh e zS é èÑ^~ò è", ïZ6"™S,"™S , % = 0,1.
6"" ⟶ elementos da diagonal principal da ΣèÑ6"# ⟶ elementos que não sejam da diagonal
principal
14 Teste de hipóteses e intervalos de confiança para os parâmetros de regressão
Será que os coeficientes de regressão são estatisticamente significativos ?
• Teste de hipóteses, significância !
Hipóteses a testar:"# ∶ %&' = 0 vs. "* ∶ %&' ≠ 0; , = 0, 1
Estatística de teste:&/'~1(&', 34567 ) ⟹ :' = 456;<56 ~=(>?7), onde @456 é desvio padrão de &/'@456 = 3A *> %+% C̅E;FF  se , = 0 e @456 = HIE;FF  se , = 1
Decisão: Rejeitar "# em favor de "* se :'JKL > =(*?N E⁄ ,>?7). Caso contrário não se rejeitar "#.









































Exemplo 3 (cont.) - retornam ao exemplo 1, testar se:
a) o intercepto é estatisticamente significativo
b) o declive é estatisticamente significativo
15
Prod. 
(^) Tam.de lote 
(_^) Horas de trab. (`^) _a^ _^`^ õ`^ ~^ ~a^
1 30 73 900 2190 70 3 9
2 20 50 400 1000 50 0 0
3 60 128 3600 7680 130 &2 4
4 80 170 6400 13600 170 0 0
5 40 87 1600 3480 90 &3 9
6 50 108 2500 5400 110 &2 4
7 60 135 3600 8100 130 5 25
8 30 69 900 2070 70 &1 1
9 70 148 4900 10360 150 &2 4
10 60 132 3600 7920 130 2 4
Total 500 1100 28400 61800 1100 0 60
Dos exemplos anteriores:
• zöh = 10
• zöS = 2
• ï}Z = 7,5
• !̅Z = 2500
• VDD = 3400
Portanto,VÉÑÖ = ï} 1* 2+2 !̅ZVDD  = 2,50VÉÑf = ï}ZVDD  = 0,047
16
a) O intercepto zh é estatisticamente significativo?
Hipóteses a testar:¨h ∶ 2zh = 0 vs. S¨ ∶ 2 zh ≠ 0
A estatística de teste:Øh@≤® = zhVÉÑÖ = 102,50 ≈ 4 ⟶ 4 = 4
Valor crítico:∏ = 0,05 ⟹ ± SR∂ Z∑ ,>RZ = ± h,π∫g2,2u ≈ 2,306
Decisão: como ØS@≤® > ±(h,π∫g2,2u), então rejeitar-se¨h em favor de S¨ com 5%
significância. O intercepto é
significativo no modelo de regressão.
I.C.: zöh − ± SR≥ ü⁄ ,>RZ VÉÑÖ2; zöh + ± SR≥ ü⁄ ,>RZ VÉÑÖ =[4,23; 15,77]
b) O declive zS é estatisticamente significativo?
Hipóteses a testar:¨h ∶ 2zS = 0 vs. S¨ ∶ 2 zS ≠ 0
A estatística de teste:ØS@≤® = zSVÉÑf = 20,047 ≈ 42,58 ⟶ 42,58 = 42,58
Decisão: como ØS@≤® > ±(h,π∫g2,2u) , então rejeitar-
se ¨h em favor de S¨ com 5%
significância. O declive é significativo
no modelo de regressão.









































3.3. Significado, avaliação da qualidade e validação dos pressupostos do modelo
1) Significado estatístico do modelo
• Teste ao declive zS
• Teste ANOVA da regressão
2) Avaliação da qualidade do modelo
• Coeficiente de determinação
• Coeficiente de determinação ajustado
3) Validação dos pressupostos do modelo – análise de resíduos
• ì |"|! = 0 e 8F5 |" ! = ïZ, % = 1,… , *
• |"~ò(0, ïZ)
• |" são independentes
17
a) Significado estatístico do modelo
• Teste ao declive èµ
Verificar se as variáveis independentes !" contribuem significativamente com informação
para explicar linearmente a variação da variável resposta 9", como o que já referido
anteriormente.
Hipóteses a testar¨h ∶ 2zS = 0 vs. S¨ ∶ 2 zS ≠ 0
Estatística de teste:ØS = zöSVÉÑf ~±(>RZ)
Decisão: com ∏2 significância rejeitar ¨h em favor de S¨ se ØS@≤® > ±SR≥ ü⁄ ,>RZ . Caso










































19 • Teste ANOVA da regressão
Avaliar a significância estatística do modelo de regressão
Hipóteses a testar!" ∶ $% = 0 vs. !% ∶ ($% ≠ 0
Estatística de teste:* = +,-+,. ~*%,123
Decisão: Rejeitar !" em favor de !% se *456 > *%28,%,(123. Caso contrário não se rejeita !".
Tabela ANOVA
Nota: 9,- = ∑ ;<= − ;? 31=@% ;(9,. = ∑ ;= − ;<= 31=@% = ∑ B=31=@% ; 9,C = 9,- + 9,. = 9EE; +,. = F<3
Fonte de variação 9, G. I. +, *456 JKILM − N
Regressão (explicada) 9,- 1 +,- = 9,-1 +,-+,. N(* > *456)
Erros (não explicada) 9,. R − 2 +,. = 9,.R − 2
Total 9,C R − 1
Exemplo 4 (cont.) – retornam ao exemplo 1




("!) Horas de trab. (#!) #$! #$! − #& #$! − #& '
1 30 73 70 -40 1600
2 20 50 50 -60 3600
3 60 128 130 20 400
4 80 170 170 60 3600
5 40 87 90 -20 400
6 50 108 110 0 0
7 60 135 130 20 400
8 30 69 70 -40 1600
9 70 148 150 40 1600
10 60 132 130 20 400
Total 500 1100 1100 13600
() = 110;...../01 = 7,5.....e......678 =9 (0: − () 1;:<= = 13600
Hipóteses a testar:@A ∶ C= = 0 vs. @= ∶ .C= ≠ 0
A estatística de teste:
EFGH = 678/01 = 136007,5 ≈ 1813,33
Valor crítico:K = 0,05 ⟹ E=MN,=,.;M1 = EA.PQ,=,.R ≈ 5,32
Decisão: como EFGH > EA.PQ,=,.R, concluímos rejeitar @A
em favor de @=, com 5% de significância.










































b) Avaliação da qualidade do modelo
• Coeficiente de determinação ⟶ Quantificar percentagem da variação de 9 que é
explicada pelo modelo.
≈Z = ∑ 9}" − 9\ Z>"[S∑ 9" − 9\ Z>"[S = VæøVEE
Também pode ser escrito como:
≈Z = 1 − ∑ 9" − 9}" Z>"[S∑ 9" − 9\ Z>"[S = 1 − Væ¿VEE
- Limites de variação: 0 ≤ ≈Z ≤ 1.
- ≈Z ≅ 1, a maior parte da variação de 9 é explicada linearmente por !.
- ≈Z ≅ 0, a maior parte da variação de 9 não é explicada linearmente por !.
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• Coeficiente de determinação ajustado⟶ Quantificar o grau do ajustamento do modelo.
É definido a partir de ≈Z e ajustado com base na dimensão da amostra (*) e no número
de parâmetros do modelo (»). No caso do modelo de regressão simples, » = 2.
≈;Z = 1 − Væ¿/(* − »)VEE/(* − 1)
- Limites de variação: 0 ≤ ≈;Z ≤ 1.
- ≈;Z ≅ 1, o modelo é bastante adequado.










































Exemplo 5 (cont.) – retornam ao exemplo 1
a) Quantificar a variação de 9 explicada pelo modelo.




(_^) Hor. trab. (`^) õ`^ ~a^
1 30 73 70 9
2 20 50 50 0
3 60 128 130 4
4 80 170 170 0
5 40 87 90 9
6 50 108 110 4
7 60 135 130 25
8 30 69 70 1
9 70 148 150 4
10 60 132 130 4
Tot. 500 1100 1100 60
a) Dos exemplos anteriores, Væø = 13600 e VEE = 13660. Portanto,≈Z = q Àqss = SvthhSvtth ≈ 0,996 ou ≈Z = 1 − q Ãqss = 1 − thSvtth ≈ 0,996
Assim, concluímos que cerca de 99,6% da variabilidade de 9 é
explicada pelo modelo.
b) Grau de ajustamento: ≈;Z = 1 − q Ã/(>RZ)qss/(>RS) = 1 − ÕÖŒfœÕÕÖ– ≈ 0,995
O grau de ajustamento é aproximadamente 0,995. Logo, o
modelo é bastante adequado.
c) Validação dos pressupostos do modelo - análise de resíduos
• — ~^|_ = “ e ”‘’ ~^ _ = ôa, ^ = µ,… , ÷ ⟶ Gráficamente
Os pontos do gráfico devem distribuir-se de forma aleatória em torno da reta que 
corresponde ao resíduo zero, formando uma mancha de largura uniforme. Dessa 


















































(_^) Horas de trab. (`^) õ`^ ~^
1 30 73 70 -3
2 20 50 50 0
3 60 128 130 -2
4 80 170 170 0
5 40 87 90 -3
6 50 108 110 -2
7 60 135 130 5
8 30 69 70 -1
9 70 148 150 -2
10 60 132 130 2
Total 500 1100 1100 0
Exemplo 6 (cont.) – retornam ao exemplo 1
Verificar se os resíduos são independentes, têm média zero e variância constante.
Da inspeção visual do gráfico dos resíduos, não há
razão para duvidar que os pressupostos não são
válidos.













• ~^~◊(“, ôa) ⟶ Graficamente
! No histograma dos ~^, se os erros possuírem distribuição Normal: observa-se - Concentração
de valores em torno de um valor central; - Simétrica em torno do valor central; - Frequência
pequena de valores muito extremos.
! No normal QQ-plot, se os erros possuírem distribuição Normal, todos os pontos do gráfico





































































• ~^~◊(“, ôa) ⟶ Teste estatístico
¨h : a amostra provem de uma distribuição normalS¨: ~¨h
Teste de hipóteses:
- Teste Kolmogorov-Smirnov (KS) ⟶ teste construído para qualquer distribuição
amostras grandes.
- Teste de normalidade de Lilliefors ⟶ estatística do teste KS adaptada para o teste
normalidade (teste adequado para * ≥ 30)
- Teste de normalidade de Shapiro-Wilk ⟶(teste adequado para * < 30)
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Teste de Kolmogorov-Smirnov (KS)
Consiste na comparação de função de distribuição acumulada (f.d.a.) dos valores observados e
função de distribuição acumulada teórica, de acordo com ¨h, e na determinação do ponto de maior
distância vertical entre as duas funções.
Hipóteses a testar: ¨h ∶ ª(!) = ªh(!) vs. S¨ ∶ ª ! ≠ ªh(!)
Estatística de teste: €> = supD |ª> ! − ªh ! |
Onde: ª> ! = ⋕2@≤®C<:;çõC®2T2D> é f.d.a. empíricaªh ! = P X ≤ ! é f.d.a. em ¨h
Decisão: rejeita-se ¨h em favor de S¨2se “€> for um valor muito alto”, concretamente se €> ≥ „∂,>










































Teste de normalidade de Lilliefors (* ≥ 30)
O teste de Lilliefors usa a mesma estatística do Teste de KS, mas a tabela de valores críticos é a
Tabela de Teste de Lilliefors, que é usada em vez da Tabela de KS.
Teste de normalidade de Shapiro-Wilk (* < 30)
É uma alternativa ao teste de KS para testar se a variável em estudo na amostra aleatória possui,
ou não, distribuição normal e é adequado para amostras pequenas.
Hipóteses a testar:¨h ∶ .~ò(‰2, ïZ) vs. S¨ ∶ ~2¨h
Estatística de teste:
Â = ≤ü∑ DcRD̅ üdcef , onde Ê = ∑ F>R"™S !(>R"™S) − !(")dü"[S 22Áà2*2é2»F5∑ F>R"™S !(>R"™S) − !(")dÈfü"[S 22Áà2*2é2%Í»F5; em que F>R"™S são tabelados
*!" estão ordenados por ordem crescente
Decisão: rejeitar ¨h em favor de S¨ seÂ@≤® < Â∂,> (tabelado), caso contrário não se rejeita ¨h.
29
Exemplo 7 (cont.) – retornam ao exemplo 1
Será que os resíduos possuem uma distribuição Normal?
" Observar através do histograma ou QQ-plot
30
Da inspeção visual do histograma
não é evidente que os resíduos
provêm de uma distribuição
normal, mas existe uma
proximidade dos pontos em
















































































" Teste de Normalidade
Como * = 10 < 30, logo aplica-se o teste de normalidade de Shapiro-Wilk.
Hipóteses a testar:¨h ∶ ~~ò(02, 7.5) vs. S¨ ∶ ~2¨h
Estatística de teste:Â@≤® = ÊZ∑ |" − |̅ Z>"[S = ÊZ~a^= 54,431960 ≈ 0,9072
Valor crítico:∏ = 0,0 ⟹2Â∂,> = Âh.hg,Sh = 0,842
Decisão: Como Â@≤® > Âh.hg,Sh, então não se rejeita ¨h em favor de S¨, com 5% de significância. Logo,
assume-se que os resíduos possuem uma distribuição normal e o pressuposto fica validado.
31
* = 102é2par
⟹ Ê =WF>R"™S | >R"™S − | ">Z"[S⟺ Ê =WFShR"™S |(ShR"™S) − |(")g"[S⟺ Ê = FShRS™S |Sh − |S + Fπ |π − |Z + ⋯+ FShRg™S |t − |g= 0,5739 5 + 3 +⋯+ 0,0399 −1 + 2 = 7,3778
• Independência de ~^ ⟶ Graficamente
Se os resíduos forem independentes, os pontos do diagrama de dispersão ~^
versus `^2têm uma comportamento aleatório, i.e., não seguem nenhum padrão
na sua distribuição em torno da linha central.
32









































• Independência de ~^ ⟶ teste estatístico
! Teste de Durbin-Watson: se os resíduos forem independentes, a magnitude de um resíduo
não influencia a magnitude do resíduo seguinte. Neste caso, a correlação entre resíduos
sucessivos é nula ( ρ = 0).
Hipóteses a testar:¨h ∶ Ó = 0S¨ ∶ Ó ≠ 0
Estatística de teste: „Ô = ∑ cRcÒf üdceü∑ cüdcef onde „Ô é um valor tal que 0 ≤ „Ô < 4
Valores críticos: „Ú e „Û (tabelados)
33
Decisão:
• „Û ≤ „Ô < 4 − „Û# não se rejeita ¨h
• 0 ≤ „Ô < „Ú ou 4 − „Ú ≤ „Ô < 4# rejeita-se ¨h





(_^) Horas de trab. (`^) õ`^ ~^
1 30 73 70 -3
2 20 50 50 0
3 60 128 130 -2
4 80 170 170 0
5 40 87 90 -3
6 50 108 110 -2
7 60 135 130 5
8 30 69 70 -1
9 70 148 150 -2
10 60 132 130 2
Total 500 1100 1100 0
Exemplo 8 (cont.) – retornam ao exemplo 1
Será que ao resíduos são independentes ?
Da figura, observa-se que a distribuição dos
resíduos não segue nenhum padrão, estando
distribuídos de forma aleatória. Isto indica que o
pressuposto de independência não foi violado.
" Gráfico dos resíduos





















































" Aplicação do teste de Durbin-Watson
Hipóteses a testar:¨h ∶ existe independência vs. S¨ ∶ ~2¨h
Estatística de teste:„Ô = ∑ |" − |"RS Z>"[Z∑ |"Z>"[S = 12960 = 2,15
Valor crítico:∏ = 0,05; * = 10; - = 1 (⋕ de variáveis regressoras )⟹ „Ú = 0,88; „Û = 1,32
Como „Û ≤ „Ô < 4 − „Û ⟺ 1,32 < 2,15 < 2,68, não se rejeita ¨h em favor de S¨. Assim, não
há evidência de que o pressuposto da independência dos resíduos não seja válido.
35 ~^ ~a^ ~^ − ~^Rµ ~^ − ~^Rµ a
3 9 - -
0 0 -3 9
-2 4 -2 4
0 0 2 4
-3 9 -3 9
-2 4 1 1
5 25 7 49
-1 1 -6 36
-2 4 3 9
2 4 0 0
Total 60 129
3.4. Previsão na média e previsão pontual
Ao assumir que os erros tem distribuição Normal concluímos que também as observações ]" vão
ter distribuição Normal já que ç = é.è + ~, e a soma de uma Normal com uma constante tem
distribuição Normal.
èÑ^~ò è", ïZ6"™S,"™S , % = 0,1.~~ò(“, ïZ)
Distribuição amostral de 9" é dada por:
ì ç|é = ì éè + ~|é = ì éè) + —(~|é = éè










































a) Previsão em média (previsão do valor esperado)
No caso previsão em média, pretende-se estimar o parâmetro! = # $%|'%1 = )1, '%2 = )2, … , '%- = )- = .0 + .1)1 + .2)2 + ⋯+ .-)-,
com - é número de regressores.
No caso de modelo regressão linear simples - = 1. Neste caso, o estimador de ! é!2 = .30 + .31)1.
Fazendo ) = 1 )1 então o valor esperado e variância do estimador de ! são seguintes:# !2|', ) = # .30 + .31)1|', ) = .0 + .1)1 = !456 !2|', ) = 456 ).3|', ) = )789: .3|', ) ); = <2) =;= −1); ………… . (∗)
A raiz quadrada de (*) é o erro padrão da previsão em média,C!2 = <D ) =;= −1); 
e, assim, o I.C. de previsão para ! com confiança (1 − F) é dado por!2 − G1−F 2⁄ ,C!27; !2 + G1−F 2⁄ ,J−2C!2 .
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b) Previsão pontual (previsão individual)
Considere-se de novo que !"1 = %1, !"2 = %2, … , !") = %), ou seja, neste caso ) = 1, então *0 = ,0 + ,1%1 + .0
Enquanto que na previsão em média se pretendia estimar / *0|!, % , na previsão pontual procura-se prever os 
valores assumidos por *0.
Considere-se o previsor mínimo quadrado de *0, *10 = ,20 + ,21%1
e o erro de previsão, . = *0 − *10
utilizando a variável aleatória ., vão estudar-se as propriedades estatísticas do previsor. Como/ .|!, % = / *0 − *10|!, % = 0
a variância de ., condicionada por 4 e %, é dada por567 .|!, % = 82 1 + % 494 −1%9
Assim, o erro padrão da previsão é dado por:. = 81 1 + % 494 −1%9 










































Exemplo 9 (cont.) – retornam ao exemplo 1
Calcule o número de horas de trabalho previsto para a produção de um lote de tamanho 40.
comenta os resultados.
Resoluções:!" = 40 ⟶ 6 = 122240 ;* = 10; 2∏ = 0,05
Modelo:y} = 10 + 2! = 10 + 2×40 = 90 = 9}h.ë. RS = 0,83529 −0,01471−0,01471 0,000296 .ë. RS6ë = 0,129ï} = 2,739±SR∂ Z∑ ,>RZ = ±h,π∫g,u = 2,306
39
• Previsão em média (95% confiança)ÁE}Ö = ï} 6 .ë. RS6ë  = 2,739× 0,129  = 0,985∴ I. C. : 9}h ± ±SR∂ Z∑ ,>RZÁE}Ö22 = 87,7292; 92,2722» 87,7292 ≤ 9}h ≤ 92,2722 = 0,95
• Previsão pontualÁE} = ï} 1 + 6 .ë. RS6ë  = 2,739× 1 + 0,129  = 2,910∴ I. C. : 9} ± ±SR∂ Z∑ ,>RZÁE} = 83,2892; 96,7112
A probabilidade do intervalo 87,7292; 92,2722 conter o valor
de previsão (em média) para produção de um lote de
tamanho 40 é 95%. Para a previsão pontual a interpretação
é equivalente.
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Note que os resultados obtidos
permitem mostrar que a
amplitude do I.C. de previsão
pontual é sempre maior do que o
respetivo I.C. da previsão em
média, uma vez queï} 1 + 6 .ë. RS6ë  > ï} 6 .ë. RS6ë  .































































A massa muscular dos adultos decresce, em geral, com a idade. Com o objetivo de averiguar tal
relação em mulheres, um nutricionista selecionou aleatoriamente 16 mulheres com idades entre
os 40 e os 79 anos. Os resultados observados constam da seguinte tabela:
1. Verificar se existe relação linear entre massa muscular e idade, quantificar o grau de
relacionamento e comentar o resultado obtido.
2. No caso de existir correlação:
a) Determinar os parâmetros do modelo de regressão linear e interpretar o coeficiente de
regressão.
b) Calcular os erros padrão dos parâmetros do modelo.
c) Testar se os parâmetros do modelo são estatisticamente significativos, indicando
também os respetivos intervalos de confiança a 95%.
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Idade (x) 71 64 43 67 56 73 68 56 76 65 45 58 45 53 49 78
Medida M.M.(y) 82 91 100 68 87 73 78 80 65 84 116 76 97 100 105 77
d) Testar se o modelo é estatisticamente significativo.
e) Quantificar a percentagem da variação explicada pelo modelo.
f) Quantificar o grau de ajustamento do modelo aos dados.
g) Determinar os resíduos, e averiguar se os resíduos:
i. têm média zero e variância constante,
ii. São normalmente distribuídos,
iii. são independentes.
h) Determinar as previsões de medida de massa de muscular para mulheres que têm 68 anos de
idade e comentor os resultados obtidos.
Soluções:1. 5 = −0,82
2. a) zh = 148,0507; zS = −1,0236
b) ÁÉÖ = 11,5629; ÁÉf = 0,1882
c) ±h@≤® =12,804; I.C.: [123,2507 ; 172,8507]±S@≤® = −5,439; I.C.: [-1,4272 ; - 0,6200]
42
d) ªh@≤® = 29,59
e) 67,88%
f) 65,59%
g) ii. W = 0,9648
iii. Dw = 1,5547
h) Prev. Em média, I.C.: [73,0307 ; 83,8625]










































Pretende-se construir um modelo explicativo do custo de manutenção de rebocadores de
navios em função da idade do rebocador. Os resultados da estimação com o software R são os
seguintes:
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1) Escreva o modelo na forma: 9 = zh + zS! + |
2) Diga o significado do valor do parâmetro zS.
3) Considerando nível de significância 5%, os
parâmetros do modelo são estatisticamente
significativos ?
4) Indique os erros padrão das estimativas dos
parâmetros.
5) Qual a percentagem de variabilidade das
observações que é explicada pelo modelo
linear.
6) Em nível de significância 5%, será que o modelo
é estatisticamente significativo?
44 4. Regressão linear Múltipla
4.1.  Modelo de Regressão linear Múltipla (M.R.L.M.)
Um M.R.L.M. é um modelo linear com mais do que um regressor. Neste caso, relaciona-se uma variável
independente 9 com mais do que uma variável dependente !#, + = 1,… , -.9" = zh + zS!"S + ⋯+ z˝!"˝ + |"
• % = 1,… , * é o número de observações
• + = 1,… , - é o numero de regressores
• !"# é o valor de observação % na variável !.
• z# são os parâmetros da regressão
• » = - + 1 é o número de parâmetros do modelo
Em notação matricial, o M.R.L.M. escrever-se de forma análogo ao M.R.L.S.
(!"#, 9")2% = 1,… , *+ = 1, . . , - ⟶ â9S = zh + zS!SS + ⋯z˝!S˝ + |S⋮9> = zh + zS!>S + z˝!>˝ + |> ⟺ 9S⋮9>å>2×2S =
1 !SS …222222!S˝⋮ ⋮ ⋮2222222222⋮1 !>˝ …222222!>˝>2×2Q ×
zhzS⋮zå˝Q2×2S









































45 4.2.  Estimação e inferência sobre os parâmetro
• As estimativas de zh, zS, … , z˝ que minimizam a soma dos quadrados dos erros sãoèÑ = éëé RSéëç
e, assim, a reta da regressão é dada por 9 = zöh + zöS!S + ⋯+ zö˝!˝
• As somas dos quadrados em forma matricial são dados porVæë = çëç − *9\Z ; Væø = èÑëéëç − *9\Z ; Væ¿ = çëç − èÑëéëç
onde ï}Z = q Ã>RQ = Ωæ¿
• Distribuição amostral de zö#èÑ˛~ò è#, ïZ6#™S,#™S ; + = 0,1, … , -. Onde 6#™S,#™S é elemento da diagonal principal da
ˇèÑ = ï}Z éëé RS é 8F5(zöh)678(zöS, zöh)2222222678(zöh, zöS)8F5(zöS) ⋯⋯ 678(zöh, zö˝)678(zöS, zö˝)⋮222222222222222222222222222⋮ ⋱ ⋮678 zö˝, zöh 222222678(zö˝, zöS) ⋯ 8F5(zö˝) .
46 Teste de hipóteses e intervalos de confiança para os parâmetros da regressão
• Teste de hipóteses para è˛, significância ´
Hipóteses a testar:¨h ∶ 2z# = 0
S¨ ∶ 2 z# ≠ 0
Estatística de teste: zö#~ò z#, ïÉÑÆZ ⟹ ± = ÉÑÆ2R2ÉÆq∞ÑÆ ~± >RQ , + = 0,1, … -, onde VÉÑÆ = ï} 6#™S,#™S 
Decisão: Rejeitar ¨h em favor de S¨ se ±@≤® > ±(SR≥ ü⁄ ,>RQ). Caso contrário não rejeitar ¨h









































47 4.3. Significado e avaliação da qualidade da regressão
a) Significado estatístico do modelo
Teste ANOVA da regressão – equivalente ao referido no M.R.L.S.
Hipóteses a testar¨h ∶ zS = zZ = ⋯ = z˝ = 0S¨ ∶ z# ≠ 0 para algum +
Estatística de teste: ª = " À" Ã ~ª˝ ,>RQ
Decisão: Rejeitar ¨h em favor de S¨ se ª@≤® > ªSR∂,˝,2>RQ. Caso contrário não rejeitar ¨h
Tabela ANOVA
Fonte de variação Væ ¡. ¬. Ωæ ª@≤® √ − 8F¬#à
Regressão (explicada) Væø - Ωæø = Væø- ΩæøΩæ¿ √(ª > ª@≤®)
Erros (não explicada) Væ¿ * − » Ωæ¿ = Væ¿* − »
Total Væë * − 1
b) Avaliação da qualidade do modelo
• Coeficiente de determinação
≈Z = VæøVæë
- Limites de variação: 0 ≤ ≈Z ≤ 1.
- ≈Z ≅ 1, significa maior parte da variação de 9 é explicada linearmente por !.
- ≈Z ≅ 0, significa maior parte da variação de 9 não é explicada linearmente por !.
• Coeficiente de determinação ajustado
≈;Z = 1 − Væ¿/(* − »)Væë/(* − 1)
- Limites de variação: 0 ≤ ≈;Z ≤ 1.
- ≈;Z ≅ 1, o modelo é bastante adequado.










































4.4. Previsão na média e previsão pontual
a) Previsão na média
Tal como no modelo da regressão linear simples, pretende-se estimar o parâmetro! = # $%|'%1 = )1, '%2 = )2, … , '%- = )- = .0 + .1)1 + .2)2 + ⋯+ .-)-
e o estimador de ! é !2 = .20 + .21)1 + .22)2 + ⋯+ .2-)-.
Fazendo ) = 1 )1 333…3333)- , logo o valor esperado e variância do estimador de ! são os seguintes:# !2|4, ) = # .20 + .21)1 + .22)2 + ⋯+ .2-)-|4, ) = .0 + .1)1 + .2)2 + ⋯+ .-)- = !567 !2|4, ) = 567 ).2|4, ) = )389: .2|4, ) ); = <2) 4;4 −1);
Portanto, erro padrão da previão em média é dado por>!2 = <? ) 4;4 −1); 
e o respectivo I.C. de previsão para ! com confiança (1 − A) é dado por!2 − B1−A 2⁄ ,>!23; !2 + B1−A 2⁄ ,E−2>!2 .
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b) Previsão pontual (previsão individual)
Considere-se de novo que !"1 = %1, !"2 = %2, … , !") = %), e seja *0 = ,0 + ,1%1 + ,2%2 + ⋯+ ,)%) + /0
Considere-se o previsor mínimo quadrado de *0,*00 = ,10 + ,11%1 + ,12%2 + ⋯+ ,1)%)
e o erro de previsão, / = *0 − *00.
Utilizando a variável aleatória /, vão estudar-se as propriedades estatísticas do previsor. Como3 /|5, % = 3 *0 − *00|5, % = 0
a variância de /, condicionada por 5 e %, é dada por678 /|!, % = 92 1 + % 5:5 −1%:
Assim, o erro padrão da previsão é dado por;/ = 90 1 + % 5:5 −1%: 











































Foram controladas as variáveis !S e !Z, no intuito de verificar se elas explicam as variações de 9,
tendo sido obtidos os resultados seguintes:
a) Ajuste o modelo da forma 9" = zh + zS!"S + zZ!"Z + |".
b) Calcule as estimativas de 8F5 èÑ e determine o I.C. dos parâmetros do modelo.
c) Determine a soma dos quadrados total (VΩë) construa a tabela ANOVA. Será que se pode
considerar a regressão significativa?
d) Qual a percentagem de variação de 92explicada linearmente por !S e !Z?
e) Considere-se éëé RS = 4.3708 −0.8156 −0.4355−0.8156 0.1558 0.0840−0.4355 0.0840 0.0475 ;
Calcule uma previsão (média e pontual) para !"S = 5 e !"Z = 3 determine os respetivos I.C.
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_µ 1 4 9 11 3 8 6 13 2 7 6_a 8 2 -8 -10 6 -6 0 -13 4 -2 -4` 6 8 1 0 5 3 2 -4 10 -3 5
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a) O modelo ajustado é dado por:9" = 19.4878 − 2.9628!"S − 1.1318!"Z + |"
b) As estimativas de 8F5 èÑ são
• 8F5 zöh = 18,23
• 8F5 zöS = 0,65
• 8F5 zöZ = 0,20
I.C. dos parâmetros èÑ:
• I.C. de zöh : [9,64 ; 29,33]
• I.C. de zöS : [-4,82 ; -1,10]
• I.C. de zöZ : [-2,16 ; -0,11]











































A regressão significativa a 5%, uma vez que o « − 8F¡#à = 0,00095 < α = 0,05.
d) 82,44% da variabilidade de 9 é explicada pelo modelo linear baseado em !S e !Z
e) Previsão para !"S = 5 e !"Z = 32 ⟹ 9}h = 19.4878 − 2.96282×25 − 1.13182×23 = 1,2784
• I.C. para previsão em média: [-1,8627 ; 4,4195]
• I.C. para previsão pontual: [-4,3821 ; 6,9389]
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F.V. %& '( )& *+,-
Reg. 156,64 2 78,32
18,78
Res. 33,36 8 4,17
Tot. 190 10
4.5. Validação dos pressupostos do modelo - análise de resíduos
Os pressupostos do M.R.L.M. são basicamente os mesmos apresentados para o
M.R.L.S., e ainda: colineariedade (isto é, os regressores devem ser independentes)
4.5.1. Diagnóstico de pontos influentes
As observações influentes são aquelas que individualmente ou em conjunto com
as outras observações demonstram ter mais impacto do que as restantes no










































As observações influentes, são habitualmente identificadas como as que violam, pelo menos um, dos
seguintes critérios.
A observação !" = (!"S, !"Z, … , !"˝, 9") é influente se
• ⁄ª.ìØ/#("): ÉÑcRÉÑÆ(c)…"ø(c)?ÆÆ  > Z> 
• ⁄ªª0ØV": E}cRE}c(c)…"ø(c)1cc  > 2 ˝™S>RQ  ⟶ « é número de parâmetro
• Distância Cook: ⁄" = Ccü1cc˝™S …"ø(SR1cc)ü > 1
onde,
• 9}"(") é previsão de 9" removendo a observação %,
• Ωºì(") = ï(")Z é variância do erro quando removendo a observação %,
• ℎ"" é diagonal principal da matriz chapéu, ¨ = é éëé RSéë,
• z#(") é o valor estimado para z# quando excluímos a observação (!", 9").
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Exemplo 2 _ Retornam-se ao exemplo 1
Considere o output do software R abaixo, verifique se existem pontos influentes no modelo
Critérios:
•  ⁄ª.ìØ/#(") > Z>  = ZSS  = 0.6030
• ⁄ªª0ØV" > 2 ˝™S>RQ  = 22× vSSRv  = 1.2247
• ⁄" > 1











































Existe colinearidade quando, no modelo regressão linear, as variáveis independentes estão
fortemente correlacionadas entre si.
A colinearidade pode ser diagnosticada pela análise da matriz correlação bivariada
5 = 5(Df,Df) ⋯ 5(Df,D3)⋮ ⋱ ⋮5(D3,Df) ⋯ 5(D3,D3) ; em que 5DÆ,2D3 = ∑ (DcÆRD̅Æ)(Dc3RD̅3)dcef(>RS)®rÆ®r3 ; % = 1,… , *;ÊDÆ e ÊD3 são desvio padrão de .# e .˝ respetivamente
$ Se existirem apenas duas variáveis independentes, é fortemente correlacionados, então a
seleção de um bom modelo pode ser feita do seguinte modo:
• Testar a significância do modelo linear que inclui cada uma das variáveis independentes
separadamente (ou testar dois M.R.L.S.).
• Observar o valor de coeficiente de determinação e coeficiente de determinação
ajustado do modelo e escolher o modelo com melhor desempenho.
57
Exemplo 3 _ Retornam-se ao exemplo 1
Considere output do software R. Verifique se existe multicolinearidade no modelo e indique um
modelo adequado para ajustar aos dados.
58
Resolução
• Existe colineariedade, pois !S e !Z têm uma correlação negativa forte (5 ≈ −0,9769).
• O bom modelo é o modelo completo, uma vez que as variáveis !S e !Z são estatisticamente
significativas (significância 5%) e no modelo 9" = 9,1125 − 0,9605!"S + |" (9" = 3,9753 + 0,4665!"Z +|") a variabilidade explicada pelo modelo é cerca de 68,25% (52,78%) com grau de ajustamento
de 64,75% (47,54%).










































$ Para mais do que dois regressores, a colinearidade pode ser diagnosticada através do fator
de inflação da variância (ı0ª),ı0ª# = SSRæÆü;
onde ƒ#Z é o ƒZ da regressão de .# sobre as outras variáveis explicativas
Geralmente, a colinearidade existe quando ı0ª ≥ 5. (Mello, F. M. 2014)
Numa situação destas deve-se eliminar uma das variáveis e reestimar os parâmetros do
modelo.
Uma forma sistemática de executar este procedimento é o que se apresenta de seguida.
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4.6. Seleção de variáveis numa regressão múltipla
Um método amplamente utilizado é o Stepwise, que consiste na combinação dos métodos
Backward (inclusão passo atrás) e Forward (inclusão passo a frente). Geralmente parte-se
de um modelo completo e, em cada passo avalia-se a exclusão e a inclusão de variáveis.
Um critério muito utilizado para a comparação de modelos é o Akaike information Criterion
(AIC) dado por /0ˆ = −2 ln 5 z + 2«
em que ln 5 z é o log natural da função de verossimilhança do modelo e « é o número de
parâmetros do modelo. Quanto menor o valor do AIC, melhor é o ajuste do modelo aos
dados.











































Uma experiência foi conduzida para estudar o tamanho de lulas utilizadas como “isco”
para tubarões. As variáveis regressoras !S, … , !g representam características das lulas
(medidas e pesos), enquanto a resposta considerada traduz o peso do tubarões (kg) em
22 tubarões.
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` 0,90 1,33 0,33 0,37 0,50 0,56 0,47 0,89 0,29 0,96 0,91 0,87 3,93 2,06 3,90 2,83 3,46 2,92 2,50 3,57 4,66 3,16_µ 3,34 3,95 2,53 2,53 2,68 2,78 2,75 3,24 2,53 3,42 3,32 3,39 4,74 4,03 1,50 4,59 4,46 4,39 4,28 4,46 5,59 4,41_a 2,73 3,80 2,14 2,12 2,30 2,37 2,12 2,75 2,17 2,88 2,81 2,81 3,75 3,42 3,06 3,98 4,03 3,65 4,00 4,06 2,74 4,26_6 1,12 1,35 0,87 0,87 0,92 1,07 1,02 1,12 0,12 1,15 1,15 1,22 1,53 1,33 1,71 1,68 1,61 1,63 1,84 1,73 1,91 1,61_7 1,91 2,30 1,45 1,38 1,63 1,56 1,30 1,96 1,43 1,96 1,94 1,96 2,58 2,42 4,06 2,60 2,78 2,60 2,45 2,75 3,16 2,91_8 0,89 1,20 0,82 0,69 0,77 0,79 0,79 0,87 0,74 0,94 0,97 0,97 1,66 1,28 5,02 1,50 1,50 1,61 1,73 1,58 1,84 1,40
Para o conjunto de dados referido anteriormente obteve-se o seguinte output do R.62
a) Estabeleça o modelo de regressão a ajustar
aos dados.
b) Verifique se todos os coeficientes são











































c) Considere a seleção das variáveis usando o método
Stepwise indique as variáveis independentes que
foram selecionadas para incluir no modelo. Escreva
o novo modelo de regressão a ajustar aos dados.
Resolução
a) O modelo ajustado inicialmente9" = −3,0149 + 0,3978!"S − 0,2788!"Z − 0,353!"v + 1,1958!"w + 1,7940!"g + |"
b) A constante e o coeficiente de !S são estatisticamente significativos (« − 8F¡#à ≤ 5%)
enquanto que os restantes coeficientes não são significativos (« − 8F¡#à > 5%).
c) O resultado do método Stepwise mostra que as variáveis independentes escolhidas











































1. Proceda à análise dos resíduos por forma a validar os pressupostos do modelo para o exemplo 3.
2. Baseado no resultado do exemplo 4 alínea c:
i. Calcule as estimativas de 8F5 èÑ e determine o I.C. dos parâmetros do modelo.
ii. Completa os espaços a tracejado, na tabela ANOVA a seguir:
iii. Considere os resultados da tabela ANOVA na alínea anterior:
a) Determine a percentagem de variabilidade das observações que é explicada pelo
modelo linear e quantificar o grau de ajustamento do modelo linear.
b) Em nível de significância 5%, será que o modelo é estatisticamente significativo? Porque ?
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F.V. %& '( )& *+,- « − 8F¡#à
Reg. 41,0363 ... ...
.... 0,00095
Res. 2,2627 ... ...
Tot. ... ... ...
iv. Através de visualização dos gráficos e o output do R a seguir, comenta o que é que pode
concluir sobre a validação dos pressupostos do modelo.
v. Construa um I.C. de 95% para uma previsão para 9 através de !Z = 3, !w = 1 e !g = 2,5.
66














































































































1. Os pressupostos do modelo são válidas.
2. i. As estimativas de 8F5 èÑ :
• 8F5 zöh = 0,1151
• 8F5 zöZ = 0,0378
• 8F5 zöw = 0,1512
• 8F5 zög = 0,2827
iii. a). 94,77% variabilidade de observação é explicada pelo modelo linear, e o grau
de ajustamento de modelo é 93,9%.
v. Previsão
• I.C. para previsão em média: [0,3292 ; 4,9119]
• I.C. para previsão pontual: [0,2112 ; 5,0299]
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I.C. dos parâmetros èÑ:
• I.C. de zöh : [-3,4552 ; -2,0300]
• I.C. de zöZ : [-0,7746 ; 0,0426]
• I.C. de zöw : [0,7661 ; 2,4002]
• I.C. de zög : [0,8341 ; 3,0682]
68 5. Análise de variância (ANOVA)
ANOVA é uma metodologia estatística com
o objetivo de comparar de três ou mais
grupos, quer no que respeita à sua
localização. Neste caso, é utilizada para
verificar se existem diferenças significativas
entre as médias dos grupos, que sejam









x1 x2 x3 x4 x5
• . → fator
• !#; + = 1, . . , - (tratamentos/grupos)












































• Efeitos fixos: os grupos são determinados à partida.
• Efeitos aleatórios: os grupos foram selecionadas aleatoriamente dum grande número
(infinito) de população.
Pressupostos básicos da ANOVA a um fator (One-way ANOVA)
• As amostras são aleatórias e independentes.
• As populações têm distribuição normal (o teste é paramétrico).
• As variâncias populacionais são iguais (homogeneidade de variância entre grupos).
Tipos de ANOVA
• ANOVA paramétrica
- ANOVA com um fator e efeitos fixos (ANOVA one-way and fixed effects)
- ANOVA com um fator e efeitos aleatórios (ANOVA one-way and random effects)
• ANOVA não paramétrica
70 5.1. ANOVA com um fator e efeitos fixos (ANOVA one-way and fixed effects)
Neste caso, cada observação é expressa como a soma da média geral „ e o efeito principal ∏#,
que é fixo no sentido de que a população com média „# = „ + ∏# é fixada pelo investigador.
• Modelo: ]"# = „# + |"# = „ + ∏# + |"#; % = 1,… , *#; + = 1,… , -
onde, ]"# ⟶ observação do % do grupo +;„# ⟶média do grupo +;∏# ⟶ efeito (não aleatório) do grupo +;|"# ⟶ erro aleatório da observação do % do grupo +.









































71 • Estatística do teste: ª = "…:"…À ~ª˝ RS,>R˝
Tabela ANOVA
VΩH =W*# !̅# − !̅ Z˝#[S ;2VΩø =W !"# − !̅# Z˝#[S ;2VΩë = VΩH + VΩø
“Tamanho do efeito” = ;Z = q…:q…<
Decisão: Rejeitar ¨h (em favor de S¨) se ª@≤® > ªSR∂,˝RS,2>R˝. Caso contrário não se rejeitar ¨h.
Fonte de variação VΩ ¿. ¡. ºΩ ª@≤® 8F¡75 − ¬
Fatores VΩH - − 1 ºΩH = VΩH- − 1 ºΩHºΩø ¬(ª > ª@≤®)
Erros VΩø * − - ºΩø = VΩø* − -
Total VΩë * − 1
Onde, !̅ ⟶ média global!̅# ⟶ média do grupo +- ⟶2⋕2grupos (níveis do fator)*# ⟶2⋕ observações do grupo +* ⟶2⋕ total de observações
No caso de rejeitar ¨h é desejável efetuar comparação de médias de grupos duas a duas por forma
a detetar diferenças estatisticamente significativas (comparações múltiplas).
O número total de2comparações é È = ˆZ˝ = ˝!Z! ˝RZ !.
Hipóteses a testar em cada comparação:¨h: „" = „#S¨: „" ≠ „#; 222% ≠ +; 222%, + = 1,… , -
Região de rejeição
• Teste de Tukey : .\" − .\# ≥ …≥;3;d3 "…À2 >Æ  onde Ω∂;˝;>R˝ é o quantil de probabilidade (1 − ∏) para
distribuição Studentized Range (tabelada) com (-, * − -) graus de liberdade.
(amostras de igual dimensão)
• Teste de Scheffé : .\" − .\# > ºΩø S>c + S>Æ (- − 1)ªSR∂,˝RS,2>R˝  onde ªSR∂,˝RS,2>R˝é o quantil de















































Um grupo de alunos de uma escola foram sujeitos a quatro técnicas diferentes de ensino. Ao
fim de certo tempo foram testados obtendo-se os resultados da tabela:
73
1ª 2ª 3ª 4ª
65 75 59 94
87 69 78 89
73 83 67 80




a) Verifique se existem diferenças significativas entre as
médias fornecidas pelas técnicas de ensino.
b) Se existirem diferenças significativas, identifique os grupos
que se destacam dos restantes.
74 Resolução:
^ 1ª 2ª 3ª 4ª
1 65 75 59 94
2 87 69 78 89
3 73 83 67 80
4 79 81 62 88
5 81 72 83
6 69 79 76
7 90’˛ 6 7 6 4’ 23∑ _^˛’˛^[µ 454 549 425 351_√˛ 75,67 78,43 70,83 87,75_√ 77,35
VΩH =W*# !̅# − !̅ Z˝#[S = 6× 75,67 − 77,35 Z + ⋯+ 4× 87,75 − 77,35 Z = 712,59
VΩø =W !"# − !̅# Z˝#[S = 65 − 75,67 Z + ⋯+ 69 − 75,67 Z + 75 − 78,43 Z + ⋯+ 90 − 78,43 Z + ⋯+ 88 − 87,75 Z = 1196,63









































75 a) Hipóteses a testar:¨h: „S = „Z = „v = „w = „S¨: „# ≠ „, para algum + = 1,… , 4.
Estatística do teste: ª = "…:"…À
Tabela ANOVA
Ponto crítico: ªSR∂,˝RS,2>R˝ = ªh,πg,v,2Sπ = 3,13
Decisão: Como ª@≤® > ªh,πg,v,2Sπ, (3,77 > 3,13), então rejeita-se ¨h em favor de S¨. Assim, existem
diferenças significativas nas médias fornecidas pelas técnicas de ensino (∏ = 5%).
Fonte de 
variação VΩ ¿. ¡. ºΩ ª@≤®
Fatores VΩH = 712,59 3 ºΩH = 237,53 3,77
Erros VΩø = 1196,63 19 ºΩø = 62,98
Total VΩë = 1909,22 22
76 b) Teste de Scheffé
Hipóteses a testar:¨h: „" = „#S¨: „" ≠ „#, % ≠ +; i,+ = 1,… , 4;2para algum +
• Para .S e .Z
Valor crítico: ºΩø S>f + S>ü (- − 1)ªh,πg,v,2Sπ  = 62,982×2 St + S∫ ×232×23,13  = 13,53.\S − .\Z = 75,67 − 78,43 = 2,76 < 13,53 ⟹ não se rejeita ¨h em favor de S¨.
(. . .) Assim sucessivamente para todos os pares das médias
• Para .v e .w
Valor crítico: ºΩø S>Œ + S>> (- − 1)ªh,πg,v,2Sπ  = 62,982×2 St + Sw ×232×23,13  = 15,697.\v − .\w = 70,83 − 87,75 = 16,92 > 13,53 ⟹ rejeitar-se ¨h em favor de S¨.









































77 5.2. ANOVA com um fator e efeitos aleatórios (ANOVA one-way and random effects)
• Modelo: ]"# = „# + |"# = „ + ∏# + |"#; % = 1,… , *#; + = 1,… , -.
Neste caso, ∏# são variáveis aleatórias onde ∏#~ò 0, ï?Z e ï?Z é a variância do fator,
adicionalmente |"#~ò(0, ïZ) onde ïZ é a variância do erro.
• Hipóteses a testar¨h: ï?Z = 0 (todos os grupos são idênticos)S¨: ï?Z > 0 (existe variação entre grupos)
• Estatística do teste: ª = "…:"…À
Decisão: Rejeitar ¨h (em favor de S¨) se ª@≤® > ªSR∂,˝RS,2>R˝. Caso contrário não se rejeitar ¨h.
Quando ¨h é rejeitada, faz sentido estimar a variância do fator:
• Para grupos com o mesmo dimensão (*S = *Z = ⋯ = *˝), ï?Z = "…:R"…À>Æ
• Caso os grupos tiverem dimensões diferentes, *# deve ser substituir por 5 = S˝RS ∑ *##˝[S − ∑ >Æü3Æef∑ >Æ3Æef .
78 Exemplo 2
Efetuou-se uma experiência com o objetivo de investigar a variabilidade do latex obtido de
árvore de borracha numa grande plantação. Para o efeito, escolheram-se aleatoriamente
cinco árvore da plantação. De cada árvore retiram-se, aleatoriamente, 7 amostras de latex e
mediu-se a sua elasticidade, tendo-se obtido os resultados seguintes:
Árvore
I II III IV V
5,07 5,20 4,52 5,15 5,08
5,20 4,50 4,96 5,39 4,74
4,51 5,29 4,80 4,90 4,92
5,33 5,36 3,72 5,20 4,17
4,97 4,80 4,50 4,99 4,79
5,04 5,58 4,80 4,78 5,77
5,29 5,06 4,03 5,37 4,49
a) Será que a elasticidade varia de
árvore para árvore, na plantação ?











































a) Hipóteses a testar¨h: ï?Z = 0 vs. S¨: ï?Z > 0
Estatística de teste: ª = "…:"…À
Tabela ANOVA
Ponto crítico: ªSR∂,˝RS,2>R˝ = ªh,πg,w,vh = 2,69
Decisão: Como ª@≤® > ªh,πg,w,vh , (3,60 > 2,69) então rejeita-se ¨h em favor de S¨ . Assim,
conclui-se que a elasticidade média varia de árvore para árvore, na plantação.
b) A variância do fator é dada por ï?Z = "…:R"…À> = h,gZRh,Sw∫ ≈ 0,05
F.V. VΩ ¿. ¡. ºΩ ª@≤®
Fator VΩH = 2,07 4 ºΩH = 0,52 3,60
Erros VΩø = 4,30 30 ºΩø = 0,14
Total VΩë = 6,37 34
80
5.3. Validação dos pressupostos da ANOVA a um fator
• Normalidade dos dados em cada grupo + = 1,1, … , - (como já referido no
modelo de regressão linear)
- Teste de Kolmogorov Smirnov (KS)
- Teste de Shapiro Wilk
- QQ-plot
• Homogeneidade de variâncias
- Teste de Bartlett (assume normalidade dos dados)









































81 % Teste de Bartlett
É um teste paramétrico para comparação de duas ou mais variâncias populacionais.
Hipóteses a testar¨h:2ïSZ = ïZZ = ⋯ = ïZ˝S¨: 2ï"Z ≠ ï#Z; % ≠ +; %, + = 1,… , -; para algum +
Estatística do teste
. = 2,3026 ∑ *# − 1 . ¡* ∑ *# − 1 Ê#Z#˝[S∑ *# − 1#˝[S − ∑ *# − 1 . ¡*Ê#Z#˝[S#˝[S1 + 13(- − 1) . ∑ 1*# − 1 − 1∑ *# − 1#˝[S#˝[S = /ˆ~@˝RS
Z
onde, *# é dimensão do grupo + e Ê#Z é variância do grupo +.
Decisão: rejeita-se ¨h quando . > @ SR∂ ;(˝RS)Z . Quando ˆ < @ SR∂ ;(˝RS)Z não é necessário
calcular /, podendo logo concluir-se que não se rejeita ¨h em favor de S¨.
82 % Teste de Levene
É um teste paramétrico para testar a homogeneidade das variâncias.
Hipóteses a testar¨h:2ïSZ = ïZZ = ⋯ = ïZ˝
S¨: 2ï"Z ≠ ï#Z; % ≠ +; %, + = 1,… , -; para algum +
Estatística do teste
‰ = * − -- − 1× ∑ *# A̅# − A̅ Z#˝[S∑ ∑ A"# − A̅# Z>Æ"[#˝[S ~ª˝ RS,>R˝
Decisão: rejeita-se ¨h quando‰ ≥ ªSR∂;˝RS,>R˝. Caso contrário não se rejeita ¨h.
Onde, A"# = !"# − .\# ; % = 1,… , *#; + = 1,… , -;!"# ⟶ observação % do grupo +;.\# ⟶média do grupo +;A̅# ⟶ média dos valores de A para o
grupo +;A̅ ⟶média global dos valores de A.
Se a variável não têm distribuição normal,
então A deve calcular-se por A"# = !"# − .B#










































Baseada no enunciado da questão do exemplo 1 e exemplo 2, avaliar se os pressupostos da análise
são validos.
Resoluções
Do exemplo 1 e 2 – Normalidade (Exercício)
• Do exemplo 1 – Homogeneidade
Hipóteses a testar¨h:2ïSZ = ïZZ = ïvZ = ïwZS¨: 2ï"Z ≠ ï#Z; % ≠ +; %, + = 1,… , 4; para algum +
O teste foi feita através do R:
Dos testes feitos através do R, conclui-se não rejeitam ¨hem favor de S¨ (∏ = 5%). Portanto,
considera-se o pressupostos ANOVA de homogeneidade de variâncias como válido.
• Do exemplo 2 – Homogeneidade (Exercício)
84 5.4. Análise de variância não paramétrica – teste de Kruskal-Wallis
É a alternativa da one-way ANOVA, quando os pressupostos de normalidade e
homogeneidade são violados.
Este teste permite encontrar diferenças significativas entre os valores centrais (mediana)
de 3 ou mais amostras independentes. Aplica-se a variáveis de nível pelo menos ordinal,
sendo baseado em ordenações.
Antes de calcular a estatística de teste ordenar todas as observações por ordem
crescente e a atribuindo a cada uma a sua ordem na amostra global, e no caso
empates (haver os valores repetidos) atribui-se a média das ordens que as observações
teriam.









































85 Estatística de teste¨ = SZ>(>™S) ∑ æÆü>Æ#˝[S − 3(* + 1) (sem valores repetidos nas amostras)
¨∗ = CSR∑ DcŒDc3ÆefdŒd (com valores repetidos nas amostras)
onde, ƒ# = ∑ 5"#>Æ"[S ⟶ soma das ordens do grupo +;5"# ⟶ ordem da observação % da grupo +;±" ⟶ ⋕ observações repetidos.
Os valores críticos para a rejeição da ¨h encontram-se tabelados, mas nos casos
• - = 3 e *# ≥ 6; + = 1, 2, 3
• - > 3 e *# ≥ 5; + = 1, 2, … , -
A distribuição de ¨ é tal que ¨~@˝RSZ
Decisão: rejeita-se ¨h em favor de S¨ se ¨@≤® > @SR∂;˝RSZ . Caso contrário não se rejeita ¨h.
86 No caso de rejeitar ¨h é desejável efetuar um procedimento de comparação múltipla
por forma a detetar diferenças estatisticamente significativas entre si.
Hipótese a testar¨h: Ù" = Ù#S¨: Ù" ≠ Ù#; % ≠ +; %, + = 1, … , -, para algum +2
Região de rejeição|ƒ\" − ƒ\#| ≥ A ∂˝(˝RS) *(* + 1)12 1*" + 1*# 










































Os dados da tabela pretendem avaliar o rendimento de culturas divididas por quatro
grupos diferentes. Pretende-se avaliar se os dados provém de variáveis igualmente
distribuídas.
I II III IV
83 91 101 78
91 90 100 82
94 81 91 81
89 83 93 77
89 84 96 79
96 83 95 81





I II II IV ƒ(.^S) ƒ(.^Z) ƒ(.^v) ƒ(.^w) ƒ .%+ 2 ƒ ."# Z ƒ ."# Z ƒ ."# Z
83 91 101 78 11 23 34 2 121 529 1156 4
91 90 100 82 23 19,5 33 9 529 380,25 1089 81
94 81 91 81 28,5 6,5 23 6,5 812,25 45,25 529 42,25
89 83 93 77 17 11 27 1 289 121 729 1
89 84 96 79 17 13,5 31,5 3 289 182,25 992,25 9
96 83 95 81 31,5 11 30 6,5 992.25 121 900 42,25
91 88 94 80 23 15 28,5 4 529 225 812,25 16
92 91 81 26 23 6,5 676 529 42,25
90 89 19,5 17 380.25 289
84 13,5 182.25













































































89 Hipóteses a testar¨h: ÙS = ÙZ = Ùv = ÙwS¨: Ù" ≠ Ù#; % ≠ +; %, + = 1,… , 4, para algum +
Estatística de testeØ = 1V2 Wƒ%2*%-%=1 − * * + 1 24
Onde,V2 = 1* − 1 WWƒ .%+ 2*%+=1-%=1 − * * + 1 24 = 133 11Z + 23Z + ⋯+ 6,5Z + 4Z − 342×235Z4= 133 121 + 529 +⋯+ 42,25 + 16 − 10142,5 = 133×23251,5 = 98,530
Assim,Ø = 1VZ Wƒ"Z*"˝"[S − * * + 1 Z4 = 198,53 4410 +⋯+ 146,29 − 10142,5 = 198,532×22003,82 = 20,337
90
Como - > 3 e *" ≥ 5,∀# e existem empates entre grupos. Assim, o ponto crítico: ∏ = 0,052 ⟹@SR∂;˝RSZ = @h,πg;vZ = 7,81
Decisão: rejeita-se ¨h em favor de S¨ com significância 5%, uma vez que Ø@≤® > @h,πg;vZ ,
(20,337 > 7,81). Logo, conclui-se que existem diferença significativas entre os









































91 Como se rejeita ¨h, efetuam-se agora comparações múltiplas de medianas.
Hipóteses a testar:¨h: Ù" = Ù#S¨: Ù" ≠ Ù#; % ≠ +; %, + = 1,… , -
Região de rejeição: |ƒ\" − ƒ\#| ≥ ± *−-;1−1 ∏⁄ V2 *−1−Ø*−- S>c + S>Æ  G .
Tabela de comparação das médias
Comp. E√^ E√˛ |E√^ − E√˛| H6—;—.IJ8 K H6—;—.IJ8×2K Diferença significativa
I – II 21 15,5 5,50
2,042
3,931 8,027 Não
I – III 21 26,69 5,69 4,058 8,287 Não
I – IV 21 4,57 16,43 4,216 8,610 Sim
II – III 15,5 26,69 11,19 4,157 8,489 sim
II – IV 15,5 4,57 10,93 4,312 8,804 sim
III – IV 26,69 4,57 22,12 4,428 9,042 sim
92 Exercícios
1. Determinado químico é submetido a tratamento por resinas para eliminar impureza. Em
certa experiência usaram-se três tipos de resinas. Após passagem através de resinas
foram medidas as concentrações de impurezas com os resultados seguintes:
Teste a hipótese de que não há diferenças entre a eficiência das três resinas supondo
que as concentrações de impurezas se distribuem normalmente por cada resina.
Solução: ª@≤® = 0,049
























93 2. Realizou-se uma experiência com vista a examinar o efeito da idade na pulsação cardíaca
quando indivíduos eram sujeitos a exercício físico. Foram selecionados aleatoriamente 10
indivíduos do sexo feminino de cada um de quatro grupos de idades. Todos percorreram o
mesmo percurso, em condições idênticas durante 12 minutos.
Solução: ª@≤® = 1,32
≤ 19 20 - 39 40 - 59 ≥ 60
29 24 37 28
33 27 25 29
26 33 22 34
27 31 33 36
39 21 28 21
35 28 26 20
33 24 30 25
29 24 24 24
36 21 27 33
22 32 33 32
Verifique se existe evidência suficiente para
indicar diferenças as pulsações em relação aos 4
grupos etários. Se houver diferenças identifique os
grupos etários diferentes, supondo a normalidade
das 4 populações.
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defeituosos,! por! um! engenheiro! e! um! gestor! industrial! responsáveis! pelo! processo! de!





i.! ¸ = ˛. + 0˛6 + #!
ii.! ¸ = 0˛6 + #!
b)! Para!o!modelo!escolhido,!admita!que!a!velocidade!da!máquina!está!agora!selecionada!em!







































































c)! Construa!um!I.C.!de!95%!para!o!valor!esperado!de!.,!através!de!60 = 1,!69 = −3!e!6g = −1.!
d)! Construa!um!intervalo!de!predição!de!95%!para!o!valor!esperado!de!.,!com!!60 = 1,!69 =−3!e!6g = −1.!
!
7.! Um!engenheiro!é! responsável!pela! redução!de!custos!num!processo!de!produção! tentando!
manter! equilibrada! a! relação! “custoacontrolo”.! Um! artigo! dispendioso! neste! processo! é!
representado! pela! quantidade! de! água! usada! em! cada!mês! (em! litros)! para! facilidades! de!
produção.! Assim,! decidiuase! a! investigar! o! uso! de! água,! relacionandoaa! com! os! fatores:!


















60! 69! 6g! .!
a3! 5! a1! 1!
a2! 0! 1! 0!
a1! a3! 1! 0!
0! a4! 0! 1!
1! a3! a1! 2!
2! 0! a1! 3!











































































































































































































1! 2! 3! 4! 5!
14,0! 14,2! 14,4! 13,8! 13,9!
13,9! 14,1! 14,3! 13,6! 13,9!
14,1! 14,2! 14,3! 13,7! 14,0!
13,0! 14,3! 14,5! 13,9! 13,8!
13,8! 14,0! 14,2! 13,6! 13,7!
14,0! 14,4! 14,3! 13,5! 13,8!
13,9! 14,3! 14,4! 13,7! 13,9!
!




























numa! fábrica! de! têxteis! e! submetidos! a! um! teste! para! analisar! se! eles! poderiam! ser!
considerados!homogéneos!quanto!à!sua!produção.!Em!intervalos!aleatoriamente!escolhidos,!
pesouase! o! tecido! produzido! por! cada! tear.! Após! cálculos,! obtiveramase! os! resultados!
seguintes:!
60?09?G0 = 199,2"; """"""""" 69?
0å




60? − 60 909?G0 = 58,8"; """"""" 69? − 69 9
0å











V1! V2! V3! V4!
1! 4! 3! 2! 1!
2! 4! 2! 3! 1!
3! 3! 1,5! 1,5! 4!
4! 3! 1! 2! 4!
5! 4! 2! 1! 3!
6! 2! 2! 2! 4!
7! 1! 3! 2! 4!
8! 2! 4! 1! 3!
9! 3,5! 1! 2! 3,5!
10! 4! 1! 3! 2!
11! 4! 2! 3! 1!
12! 3,5! 1! 2! 3,5!
!











plot(y~x,pch=16,main="Diagrama de Dispersão") # Diagrama de dispersão 
r<-cor(x,y);r      # coeficiente de correlação 
 
############### MODELO DE REGRESSÃO LINEAR SIMPLES ################# 
 
modelo<-lm(y~x) # modelo de regressão linear (y~x: modelo y como função 




resid(modelo)  # Resíduos 
coef(modelo)  # coeficiente da regressão 
predict(modelo)  # valores preditos 
#fitted(modelo)  # valores ajustados 
 
plot(y~x,pch=16,main="Diagrama de Dispersão") 
abline(modelo,lty=1,lwd=2,col="blue")  # reta de regressão (reta de 
tendência) 
 
confint(modelo)   # I.C. dos parâmetros 
#confint(modelo, level=0.95) 
anova(modelo)    # teste de ANOVA (significância do modelo) 
 
## Gráfico para verificar E(e)=0 e var(e)=constante ou homogenidade dos resíduos 
plot(predict(modelo),resid(modelo),xlab="Preditos",ylab="Resíduos",pch=16, 









## Testes de hipóteses 
ks.test(resid(modelo),"pnorm",mean(resid(modelo)),sd(resid(modelo))) # teste do 
Kolmogorov-Smirnov 
shapiro.test(rstudent(modelo))   # teste de shapiro wilk (normalidade) 
lillie.test(resid(modelo))  # Lilliefors 









predict(modelo,x0,interval="confidence") # previsão em média 





## Representação gráfica das previsões ## 
matplot(x0,p1$fit,lty=c(1,2,2),type="l",lwd=2,xlab="Tamanho de lote",ylab="Horas 








plot(modelo)  # representação gráfica do modelo 
 
 









cor(da)  # matriz de correlação 
pairs(da,pch=16)  
 
modelo<-lm(Y~X) # modelo de regressão linear múltipla 
# OU 
modelo1<-lm(Y~X1+X2); modelo1      
 




predict(modelo1,x0,interval="confidence") # previsão em média 
predict(modelo1,x0,interval="prediction") # previsão pontual 
 
## PONTOS DE INFLUENTES ## 




















modelo<-lm(Y~X)  # modelo de regressão linear múltipla 
# OU 
modelo1<-lm(Y~X1+X2+X3+X4+X5)       
 
# instal pacote car 
vif(modelo1)    # verificar multicolinearidade 
 
var_selec <- step(modelo1,direction="both",trace=TRUE) 
summary(var_selec) # usa método backward, outros : forward, both (stepwise), 





############### ANÁLISE DE VARIÂNCIAS ################# 
 
dados<- read.table("AV_1.txt", head=T,sep="\t") # importar os dados do 
ficheiro de excel 
attach(dados) 
 






lines(médias,col="blue")  # gráfica da linha de pontos medios 
points(médias,col="red",pch=16) # pontos médios 
 
ANOVA<-aov(Nota~Tecnica); ANOVA # modelo de ANOVA 
 
## comparação múltipla 




## homogeneidade de variâncias ## 
# package stats 
bartlett.test(Nota~Tecnica,data=dados) 












a! interpretar!e!a!analisar!os!dados!obtidos!e!a!apresentar!os! resultados!de!maneira!a! facilitar!a!
decisão,!nas!diferentes!áreas!do!conhecimento!humano.!Ela!não!se!resume!apenas!a!números!e!a!
gráficos,! mas! constitui! uma! ferramenta! essencial! que! auxilia! nas! respostas! às! perguntas!







gráficos,! fazer!estimativas!e! inferências! lógicas!e!analisar!dados!e! informações.!Assim!sendo,!a!
estatística! contribui!significativamente! para! o! desenvolvimento! dessas! capacidades! e,! por! estes!







dados! vindos! de! fontes! ou! variáveis! diferentes,! também! tentamos! entender! as! estruturas! que!
relacionam! as! fontes! entre! si.! Em! construção! de! modelos! estatísticos! que! representam!
adequadamente!relação!entre!variáveis,!neste!caso,!em!particular!o!modelo! logalineares!ordinais!
(para! variáveis! qualitativas),! modelos! regressão! linear! (para! variáveis! quantitativas),! análise! de!




estudantes! adquirir! maior! intuição! e! compreender! mais! facilmente! a! matéria.! Por! outro! lado,! o!
computador!permite!resolver!problemas!cuja!solução!pode!não!ser!obtida!de!forma!analítica.!
Consideraase! este! trabalho! apresenta! algumas! limitações! em! aspectos! distintos.! Assim,!
acrescentamase! algumas! sugestõs! para! futuro! trabalho! e! melhoramentos! que! se! consideram!
relevante!para!este!material!pedagógico.!
Acrescentar! alguns! conteúdos! relacionados! para! completar! e! melhorar! o! material!
pedagógico!desta!Unidade!Curricular,!por!ex.!!
!231!







para! realização! de! trabalhos! em! grupo! e! apresentação! na! sala! de! aula,! com! o! objectivo! de!
desenvolver!a!capacidade!do!aluno!utilizar!em!contexto!muito!prático!os!conteúdos!estudados!nesta!
unidade!curricular.!























2.9.! Tabela!de!valores!críticos!de!DurbinaWatson!∆ = 0,05!
2.10.! Tabela!valores!críticos!da!Distribuição!taStudentized!Range!







































Aula+ Atividades+ Metas+de+aprendizagem+ Estudo+Autónomo+
Aula!1!
(ATP)!
Apresentação! e! informações! gerais! sobre! o!
funcionamento! da! disciplinaW! bibliogafia! e!
componentes!de!avaliação.!
Introdução! a! análise! exploratória! de! dadosW!
Revisão!conceito!de!estatística!descritivas.!





Resolver! exercícios! e! ! consultar!















Medidas! amostrais:!medidas! de! localizaçãoW!
medidas!de!dispersãoW!exemplosW!exercícios.!
Sabem! calcular! as! medidas! de! localização! e!
medidas!de!dispersão!





Medidas! de! assimetria! (skewness)W!
representação!gráfica!de!auxilio!de!medidas!
amostrais!(boxplot)W!!
Saber! calcular! as! medidas! de! assimetria! e! saber!
construir!o!boxplot.!
Ser!capaz!de!identificar!o!sinal!de!assimetria!através!
de! comparação! das! medidas! de! amostrais! e! de!
visualização!de!boxplot.!


















Análise! de! tabelas! de! contingência:!
introduçãoW! revisão! de! conceito! de!
probabilidade.!
Conhecer!os!aspetos!que!contem!numas!tabelas!de!







Continuação! da! aula! anterior:! revisão! de!
conceito!de!probabilidadeW!exemplosW!resolver!
os!exercícios!e!folha!prática!2.!
Saber! calcular! a! probabilidade! de! um!
acontecimento.!!Saber!resolver!os!exercícios!sobre!
as!probabilidades.!








Ser! capaz! em! análise! de! dados! de! variáveis!
categóricas!e!amostra! independentes!numa! tabela!
de! contingência,! saber! calcular! as! frequências!
esperadas.!
consultar! outras! referências!




Continuação! da! aula! anterior:! Teste! de!
independência! de! Quibquadrado! e! teste! de!
razão!verossimilhançaW!exemploW!exercício.!
Saber! aplicar! o! teste! de!Quibquadrado! e! de! razão!
verossimilhançaW! saber! determinar! os! valores!
críticos!através!de!uma!tabela!de!distribuição!e!ser!






Continuação! da! aula! anterior:! medidas! de!
associação!exemploW!exercícioW!
!





!Saber! aplicar! o! R! para! resolver! os! exercícios!
propostos.!
Resolver!exercícios!indicados!usando!




Outros! teste! de! Quibquadrado:! Teste! de!
homogeneidadeW! Teste! de! ajustamentoW!
exemploW!exercício.!
Saber!aplicar!o!teste!de!Quibquadrado!para!testar!a!
hipótese! de! homogeneidade!e! ajustamento! de! um!
conjunto!de!dados.!





Teste! alternativa! de! dependências! para!
tabelas!2!x!2:!teste!exato!de!FisherW!exemplos.!
Saber! aplicar! o! teste! alternativa! numa! situação!
quando!o! teste! de!Quibquadrado!não! se!aplicável,!
para! amostras! independentes! e! amostra!
emparelhados!ou!correlacionados!






Saber! aplicar! o! teste! exato! de! Fisher! e! teste!
McNemar.!
Resolver!exercícios!indicados!usando!




Resolver! os! problemas! do! exemplo,!
exercícios!ou!folha!pratica!2!usando!R.!
Saber! aplicar! o! R! para! resolver! os! exercícios!
propostos.!
Resolver!exercícios!indicados!usando!










Conhecer! e! entender! os! modelos! de! logblineares!
(independência! e! saturado)! de! duas! variáveis!















Continuação! da! aula! anterior:! aplicar! o!
software! R! em! resolução! do! exemplo,!
exercícios!ou!folha!prática!2.!
Saber! aplicar! o! R! para! resolver! os! exercícios!
propostos.!
Resolver!exercícios!indicados!usando!







entre! as! variáveis! categorizadas! numa! tabela! de!
contingência!tridimensional.!Conhecer!as!hipóteses!
de! independências! das! três! variáveis! entre! si!
(independência! mutua),! de! duas! variáveis!
relativamente! ao! terceiro! (independência! parcial),!
duas! variáveis! são! independentes! para! uma!
categoria! específica! da! terceira! (independência!







Continuação! da! aula! anterior:! tabelas! de!













(independências! e! saturado)! numa! tabela!
tridimensional.!






Continuação! da! aula! anterior:! modelos! logb
lineares.!







Continuação! da! aula! anterior:! modelos! logb
lineares.!
Entender!de!selecionar!o!modelo!adequado!a!ajustar!















Continuação! da! aula! anterior:! aplicar! o!
software! R! em! resolução! do! exemplo! e! do!
exercício.!
Saber! aplicar! o! R! para! resolver! os! exercícios!
propostos.!
Resolver!exercícios!indicados!usando!
R! e! ! consultar! outras! referências!
bibliográficas.!
Aula!25! Avaliação!contínua:!1º!teste!




Regressão! linear! e! analise! variância!
(ANOVA):! IntroduçãoW! correlação! e!
regressãoW!exemplo.!
Entender! a! diferença! de! aplicação! de! análise! de!
regressão! e! da! ANOVA.! ! saber! analisar! o!
relacionamento! entre! as! variáveis! (através!
visualização! do! diagrama! de! dispersão),! medir! o!
grau! de! relacionamento! (através! de! coeficiente! de!








Regressão! linear! simples:! modelo! de!
regressão! linear! simplesW! estimação! dos!
parâmetros!do!modeloW!exemplo.!
Saber!estimar!os!parâmetros!do!modelo!e!descrever!
a! relação! linear! entre! duas! variáveis! na! forma!
matemática,!através!da!equação!! = #$ + #&' + ().!
Consultar! outras! referências!





Continuação! da! aula! anterior,! regressão!
linear!simples:!inferência!sobre!os!parâmetros!
do!modeloW!exemplo.!
Conhecer! a! distribuição! amostral! dos! parâmetros,!
saber! fazer! o! teste! de! significância! e! calcular! o!
intervalo!de!confiança!dos!parâmetros!do!modelo!





Continuação! da! aula! anterior,! regressão!
linear! simples:! significado,! avaliação! da!
qualidade!do!modeloW!exemplo.!
Saber! verificar! o! significado! estatístico! do!modelo!
através! de! ANOVA! da! regressãoW! saber! avaliar! a!
qualidade! do! modelo! através! de! coeficiente! de!
determinação! e! saber! calcular! o! grau! de!
ajustamento!do!modelo.!









de! análise! de! resíduos! (* ()|' = 0% e% -./ () ' =01, 34 = 1, … , 7<%()~9(0, 01)%e%()%são%independentes),!
neste!caso,!através!de!visualização!gráfica!e! teste!
de!hipóteses.!











Watson! para! verificar! a! independências! dos! dois!
resíduos!sucessivos.!





Continuação! da! aula! anterior,! regressão!
linear!simples:!continuação!de!resoluções!do!
exemploW! previsão! em! média! e! pontualW!
exemplo.!
Saber! calcular! o! intervalo! de! confiança! para!
previsão!em!media!e!previsão!pontual.!





Aplicar! o! software! R! em! resoluções! dos!
exemplos,!exercícios!e!folha!prática!2.!
Saber! aplicar! o! R! para! resolver! os! exercícios!
propostos.!
Resolver!exercícios!indicados!usando!





Regressão! linear! múltipla:! ! modelo! de!
regressão! linear! múltiplaW! estimação! e!
inferências!dos!parâmetros!do!modelo.!
Saber!estimar!os!parâmetros!do!modelo!e!descrever!
a! relação! linear! entre! uma! variável! dependentes!
com!dois!ou!mais!variáveis!independentes!na!forma!
matemática,!através!da!equação!3!4 = #0 + #1'41 + ⋯ + #='4= + (4! Consultar! outras! referências!bibliográficas.!
Aula!35!
(ATP)!
Continuação! da! aula! anterior,! regressão!
linear! múltipla:! significado! estatístico! do!
modeloW! avaliação! da! qualidade! do! modeloW!
previsão!em!média!e!pontualW!exemplo.!
Saber! verificar! o! significado! estatístico! do!modelo!
através! de! ANOVA! da! regressãoW! saber! avaliar! a!
qualidade! do! modelo! através! de! coeficiente! de!
determinação! e! saber! calcular! o! grau! de!
ajustamento!do!modelo.!!Saber!calcular!o!intervalo!
de! confiança! para! previsão! em! media! e! previsão!
pontual.!















Continuação! da! aula! anterior,! regressão!
linear! múltipla:! diagnostico! de! pontos!




multicolinearidade! e! saber! fazer! a! seleção! de!
variáveis!através!do!R.!
Resolver!exercícios!indicados!usando!




Continuação! da! aula! anterior,! regressão!
linear! múltipla:! seleção! de! variáveis! numa!










Saber! aplicar! o! R! para! resolver! os! exercícios!
propostos.!
Resolver!exercícios!indicados!usando!






teste! estatísticoW! comparações! múltiplasW!
exemplo.!
Conhecer! o! modelo! de! ANOVA! com! um! fator! e!
efeitos!fixosW!saber!aplicar!o!teste!estatísticoW!saber!
identificar! as! diferenças! estatisticamente!
significativas! das! médias! dos! grupos! através! de!
comparações! de!múltiplas,! que! feita! pelo! teste! de!
Tukey!ou!teste!de!Scheffé.!





Continuação! da! aula! anterior,! ANOVA! com!
um!fator!e!efeitos!aleatóriosW!teste!estatísticoW!
exemplo.!
Conhecer! o! modelo! de! ANOVA! com! um! fator! e!
efeitos!fixosW!saber!aplicar!o!teste!estatísticoW!saber!
estimar! a! variância! do! fator! no! caso! rejeitar! a!
hipótese!nula.!





Continuação! da! aula! anterior,! avaliar! os!









Continuação! da! aula! anterior,! ANOVA! não!












Saber! aplicar! o! R! para! resolver! os! exercícios!
propostos.!
Resolver!exercícios!indicados!usando!
R! e! ! consultar! outras! referências!
bibliográficas.!
Aula!45! Avaliação!contínua:!2º!teste!




























































































































































































































































































































































































































































































































Retrieved! November! 22,! 2017,! from! http://www.portalaction.com.br/tabela[de[
contingencia/modelos[log[lineares[para[tabelas[de[contingencia!
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