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Abstract—In this paper, we propose a capacity-approaching
analog fountain code (AFC) for wireless channels. In AFC, the
number of generated coded symbols is potentially limitless. In
contrast to the conventional binary rateless codes, each coded
symbol in AFC is a real-valued symbol, generated as a weighted
sum of d randomly selected information bits, where d and
the weight coefficients are randomly selected from predefined
probability mass functions. The coded symbols are then directly
transmitted through wireless channels. We analyze the error
probability of AFC and design the weight set to minimize the
error probability. Simulation results show that AFC achieves the
capacity of the Gaussian channel in a wide range of signal to
noise ratio (SNR).
Index Terms—AWGN, fountain codes, message passing de-
coder, wireless channels.
I. INTRODUCTION
ONE of the key research focuses in wireless commu-nications is to effectively increase the throughput of
wireless transmission in time-varying channels. One approach
that has been widely used in current wireless systems is to
use a large number of physical layer configurations to adapt
to the channel condition [1]. This approach however, requires
knowledge of channel statistics at the transmitter side which
is obtained from a feedback message of the receiver. Due to
the large number of physical layer configurations in both the
transmitter and receiver side, the overall system complexity
is very high. Moreover, in cases with rapid or unpredictable
channel variations, the transmitter cannot precisely follow the
channel condition, leading to a significant performance loss.
Recently, the design of adaptive systems without knowledge
of channel statistics at the transmitter side has become increas-
ingly important. In this regard, several adaptive systems based
on rateless codes have been proposed [1, 2, 3, 4]. Due to the
random nature of rateless codes, an infinite number of coded
symbols can be potentially generated, thus the transmitter
can send as many as symbols as required by the destination.
Therefore, the system can be efficiently adapted to the channel
condition. In [1], spinal codes have been proposed, which
use an approximate maximum-likelihood (ML) decoding al-
gorithm to achieve the Shannon capacity of both BSC and
To appear in IEEE Communications Letters. Manuscript received June 28,
2013 and revised August 29, 2013. The associate editor coordinating the
review of this letter and approving it for publication was G. Liva.
The material in this paper was presented in part at the 2013 IEEE Wireless
Communications and Networking Conference, Shanghai, China, April 2013.
The authors are with the Center of Excellence in Telecom-
munications, School of Electrical and Information Engineering,
The University of Sydney, Sydney, NSW 2006, Australia (e-mail:
mahyar.shirvanimoghaddam@sydney.edu.au; yonghui.li@sydney.edu.au;
branka.vucetic@sydney.edu.au).
This work was supported in part by the Australian Research Council (ARC)
Grants DP120100190, LP0991663, and FT120100487.
c1 c2 cM−1 cM
b1 b2 b3 bk
w1,1
w1,k
w2,2
w2,3 wM−1,1
wM−1,3
wM−1,k
wM,1
...
...
Fig. 1. Weighted bipartite graph of the analog fountain code.
Gaussian channels. However, the complexity of this decoding
algorithm is polynomial in the size of message bits, and is still
exponential in block-size [5], which makes it very complex in
large block sizes.
In this paper, we propose analog fountain codes with linear
complexity in both the encoder and decoder which have been
designed based on the original work in [6, 7, 8]. In AFC,
modulated signals are directly mapped to information bits in
a rateless fashion, thus the transmitter can potentially send an
infinite number of modulated signals to the destination. Similar
to Raptor codes, to avoid the error floor in large overheads, we
further precode the entire data with a high rate LDPC code. We
show that our work considerably outperforms some existing
approaches [6, 8] and achieves the capacity of the Gaussian
channel for a wide range of SNR values.
Throughout the paper, we use a boldface letter to denote a
vector and the ith entry of vector v is denoted as vi. The rest
of the paper is organized as follows. In Section II, we present
the analog fountain coding approach. The message passing
decoder for the proposed coding scheme and the weight set
design problem are presented in Section III. In Section IV,
some practical considerations of the proposed AFC scheme
are presented. Simulation results are then provided in Section
V, followed by concluding remarks in Section VI.
II. THE ENCODING PROCESS OF AFC
To begin the encoding, the entire message of length k bits is
first BPSK modulated with unit energy to obtain k information
symbols, bi ∈ {−1, 1}, where i = 1, 2, ..., k. Like LT codes
[9], to generate each AFC coded symbol, ci, first an integer
d, called degree, is obtained based on a predefined degree
distribution function. d different information symbols are then
randomly selected and linearly combined in real domain with
real weighting coefficients, gi,j , which have been randomly
obtained based on a predefined weight distribution function
from a weight set as follows:
ci =
k∑
j=1
gijbj . (1)
Let N be the number of transmitted AFC coded symbols, then
(1) can be rewritten in a matrix form c = Gb, where G is an N
by k random generator matrix, and b and c are the k by 1 and
2N by 1 message and output vectors, respectively. The number
of non-zero entries in each row of matrix G is determined by
the degree distribution and each non-zero entry of matrix G is
independently selected at random from the set Ws using the
weight distribution function. More specifically, gij is the jth
element in the ith row of matrix G.
Let Ωd denote the probability that a coded symbol has
degree d, then we can show the degree distribution by its
generator polynomial Ω(x) = ∑Dd=1Ωdxd, where D is the
maximum degree and µ =∑Dd=1 dΩd is the average degree of
coded symbols. We further assume that weighting coefficients
are chosen from a finite weight set, Ws, which have f positive
real members, as follows:
Ws = {a1, a2, ..., af}, ai ∈ R>0, i = 1, 2, ..., f, (2)
where R>0 is the set of positive real numbers. Let qi denote
the probability that a weight ai is selected in generating a
coded symbol, then we can show the weight distribution by
the set Q = {q1, q2, ..., qf}, where
∑f
i=1 qi = 1. By considering
information and coded symbols as variable and check nodes,
respectively, the encoding process of AFC can be described
by a weighted bipartite graph as in Fig. 1.
Since information symbols are selected uniformly at ran-
dom, the variable-node degree distribution becomes asymp-
totically Poisson v(x) = exp(α(x − 1)), where α = mµ/k and
k and m are the number of information and coded symbols,
respectively, that are both very large values. Accordingly, the
probability that a given variable node is not connected to
any coded symbol is e−α. Hence, this code cannot achieve
a decoder error probability lower than e−α (error floor). To
ensure that all information symbols are connected and also
to maximize the average variable node degree, similar to
[10], we modify the encoder structure of AFC as follows. To
generate a coded symbol of degree d, d information symbols
are randomly selected among those with the smallest degrees.
As a result, each variable node has either degree dv or dv− 1,
where dv is the smallest integer larger than or equal to α.
III. THE MESSAGE PASSING DECODER FOR AFC
In [6], a belief propagation decoder has been proposed to
jointly demodulate and decode in the seamless rate adaptation
strategy. This decoder has been originally proposed in [11]
for sparse signal recovery in compressive sensing setting, and
modified in [6] for the case that the input signal is binary.
Further details of this decoder can be found in [6].
A. Error Probability of the AFC code
The AFC decoder’s task is to compute the conditional prob-
ability of b given the entire received sequence u, p(b|u,G),
with the knowledge of the random generator matrix G, where
u = Gb + n, b is the sequence of information symbols, and
n is the zero-mean additive white Gaussian noise vector with
variance σ2I. Based on Bayes’s rule, we have
p(b|u,G) = p(u|b,G)p(b)
p(u|G) ,
where p(u|G) = ∑b∈{−1,1}k p(u|b,G)p(b) is independent of
the message symbols that are transmitted. Also, 2k possible
random vectors b are equally probable, i.e., p(b) = 1
2k
.
Furthermore,
p(u|b,G) =
m∏
i=1
(
1√
2πσ2
)e
−
(ui−
∑k
j=1 bjgij )
2
2σ2 .
Thus we have
ln p(u|b,G) = −M
2
ln(2πσ2)− 1
2σ2
M∑
i=1
(ui −
k∑
j=1
bjgij)
2.
The maximization of ln p(u|b,G) over b is equivalent to
finding the message b that minimizes the Euclidian distance
bˆ = argmin
b
m∑
i=1
(ui −
k∑
j=1
bjgij)
2 = argmin
b
||u−Gb||22.
Let us assume that the message vector b has been transmit-
ted and b′ is different from b only in the first l places. Let
pl|G denote the probability that b′ has lower Euclidian distance
than that of b for a given G, then pl|G can be calculated as
follows.
pl|G = p
(
||u−Gb′)||2 < ||u−Gb)||2∣∣G)
= p

 m∑
i=1
(ni −
k∑
j=1
gij(bj − b′j))2 <
m∑
i=1
n2i
∣∣∣G


= p

 m∑
i=1
(ni −
l∑
j=1
2bjgij)
2 <
m∑
i=1
n2i
∣∣∣G


= p

 m∑
i=1

 l∑
j=1
2bjgij


2
< 2
m∑
i=1
ni
l∑
j=1
2bjgij
∣∣∣G

 .
Since ni’s are identical and independent Gaussian ran-
dom variables with mean zero and the variance σ2n, then∑m
i=1 ni
∑l
j=1 2bjgij is also a Gaussian random variable with
zero mean and variance 4σ2n
∑m
i=1(
∑l
j=1 bjgij)
2
. Therefore,
pl|G can be calculated as follows:
pl|G = Q

 1σn
√√√√√ m∑
i=1

 l∑
j=1
bjgij


2

 , (3)
where Q(x) = 1√
2pi
∫∞
x
e−
x2
2 dx.
B. Optimizing the Weight Set
It is important to note that the proposed code in [6] is a
special case of AFC, when input symbols are from set {0, 1},
each coded symbol has a fixed degree of 8 and the weight set is
Ws = {−4,−2,−1, 1, 2, 4}. More specifically, each row of the
generator matrix has 8 nonzero elements in which 2 of them
are equal to -4, two of them are equal to 4, and four others are
-1,-2,1, and 2. In this case, the summation over each row of the
generator matrix will be zero. Therefore, in Seamless codes
[6], minb{
(∑D
j=1 bjgij
)2
} = 0, which results in pl|G = 0.5.
This means that even in the noiseless case, a coded symbol
associated with some information symbols may not be able
to recover its adjacent information symbols, leading to a poor
performance in high SNRs.
3To overcome this problem, we need to restrict the weights
to be among a specific set in order to minimize the error
probability. Simply weights can be selected in a way that the
following inequalities are satisfied for different values of ni
and Ii,
d∑
i=1
(−1)niIiwi 6= 0, (4)
where ni ∈ {0, 1} and Ii ∈ {0, 1}. In this way {
(∑D
j=1 Ijaj
)2
}
is always larger than zero and pl monotonically decreases by
increasing m.
In other words, in high SNRs, the decoder’s task is to
actually solve a system of binary linear equations. To achieve
a higher throughput in this case, each coded symbol should be
able to recover all its adjacent information bits. This occurs if
and only if the associated linear equation to each coded symbol
has a unique solution. Generally, equation ∑d+1i=1 viwi = u has
a unique solution if exactly one of equations ∑di=1 viwi =
u+wd+1 and
∑d
i=1 viwi = u−wd+1, has a unique solution; but,
not both of them, where vi ∈ {−1, 1} for i = 1, ..., d + 1. The
reason is that if the equation ∑di=1 viwi = u, namely equation
A, has a solution, then∑d+1i=1 viwi = u+wd+1, namely equation
C, has the same solution as equation A with vd+1 = −1. Also,
if the equation ∑di=1 viwi = u−wd+1, namely equation B, has
a solution, then equation C has the same solution as equation
B with vd+1 = 1. Thus, when there are solutions for both
equations A and B, then equation C has at least two different
solutions. The following lemma gives the probability that a
linear equation with l + 1 binary variables does not have a
unique solution.
Lemma 1: Let el denote the probability that equation∑l
i=1 biwi = u does not have a unique solution, where l ≥ 2.
Then el+1 = 1− (1− E)(1− el), where
E =
1
2
f∑
i=1
qi
1
2l
∑
b∈{−1,1}l p(|
∑l
j=1 bjwj | = ai)
1− 1
2l
∑
b∈{−1,1}l p(
∑l
j=1 bjwj = 0)
. (5)
The proof of this lemma has been provided in the Ap-
pendix. Note that the numerator of (5) can be rewritten as
1
2
∑
b∈{−1,1}l+1 p(
∑l
j=1 bjwj + bl+1ai = 0). When condition
(4) is satisfied, and wj’s and ai are all selected from the
weight set, then p(∑lj=1 bjwj + bl+1ai = 0) is zero, which
results in E = 0 and el+1 = el. As shown in [8], we have
e2 =
1
2p(w1 − w2 = 0) = 0. Therefore, as long as condition
(4) is satisfied, the binary linear equation associated with the
respective weight set has a unique solution, i.e., el = 0.
IV. PRACTICAL CONSIDERATIONS OF AFC
Let us consider the general form of AFC with degree
distribution Ω(x). For coded symbol ci of degree d we have
p(ci = u) = p
(
d∑
l=1
wilbil = u
)
, (6)
where Bi = {bi1 , bi2 , ..., bid} is the set of information symbols
that are connected to ci, {wi1 , wi2 , ..., wid} is the set of weights
that are associated with the edges between Bi and ci, and
1 ≤ il ≤ k for l ∈ {1, 2, ..., d}. Since each information symbol
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Fig. 2. Bit error rate (BER) versus the AFC code when SNR=15 dB. For
precoding, a rate-0.95 LDPC code has been used.
is either -1 or 1 with the same probability of 0.5, and weights
are chosen uniformly at random from Ws, then si,l , wilbil
is uniformly distributed as follows.
p(si,l = v) =
1
2f
, v ∈ {−af , ...,−a1, a1, ..., af}. (7)
Furthermore, the mean and variance of si,l are respectively,
ms = 0 and σ2s = 1f
∑f
i=1(a
2
i ). Since si,l’s are identical and
independent random variables, ci has mean 0 and variance dσ2s .
Moreover, when d is relatively large, according to the central
limit theorem, ci has zero mean Gaussian distribution with
variance dσ2s . However, for a small value of d, we need to find
the optimum weight set in order for the signal distribution to
approach the Gaussian distribution. To achieve this, we need to
find the weight coefficients in a way that (4) and the following
condition are simultaneously satisfied, for the given ǫ > 0 and
δ > 0:
|p(i)
δ
− q(i)
δ
|2 ≤ ǫ, for i = 1, 2, ... (8)
where p(i)
δ
= p
(
(i− 1)δ ≤∑dj=1 bjwj < iδ) and q(i)δ =
Q ((i− 1)δ) − Q(iδ). This optimization problem can be nu-
merically solved for different values of δ and ǫ. Note that
(8) ensures that the output signal distribution approaches
the Gaussian distribution. For instance, for δ = 0.2 and
ǫ = 10−4, the weight set {12 , 13 , 15 , 17 , 111 , 113 , 117 , 119} satisfies
both conditions (4) and (8).
Fig. 2 shows the BER versus the rate for the proposed AFC
code, when SNR=15 dB. As can be seen in the figure, the AFC
code reaches an error floor at higher rates. By maximizing the
minimum variable node degree, we can reduce the error floor.
A further reduction in the error floor can be simply achieved
by using a high-rate precoder. As shown in Fig. 2, the AFC
code with maximum minimum variable node degree and a
precoder can achieve a very low error floor.
V. SIMULATION RESULTS
For simulation purposes, we consider the standard additive
white Gaussian noise (AWGN) channels as y = x+n, where x
and y are respectively the input and output signals and n is the
additive white Gaussian noise. To fully utilize the constellation
plane, each two consecutive symbols compose one modulation
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Fig. 3. Achievable rate of AFC versus SNR, when k = 10000 and
BER=10−4 . The LDPC codeword is of length 648 bits.
signal by si+
√−1si+1. We use a rate 0.95 LDPC code which
has been originally proposed in [12] for precoding. We also
assume that coded symbols have a fixed degree of 8 and the
weight set is {12 , 13 , 15 , 17 , 111 , 113 , 117 , 119}.
Fig. 3 shows the achievable rate of the proposed AFC code
in the AWGN channel versus the SNR for BER equals to
10−4, when k = 10000. As can be seen in this figure, the
proposed AFC code can closely approach the capacity of the
Gaussian channel in a wide range of SNRs. More specifically,
the AFC code achieves a throughput of 1.78 bits/symbols and
9.46 bits/symbols at SNR values 5 dB and 30 dB, respectively.
Whilst the seamless code [6] only achieves 0.7 bits/symbols
and 6.7 bits/symbols for the same SNR values. Note that the
maximum achievable rate of the AFC code in high SNRs
can be increased by increasing the degree of coded symbols
and also increasing the weight set size. Fig. 3 also shows
the performance of the LDPC code from the high-throughput
mode of IEEE 802.11n with different code rate and modulation
types. We also show that the achievable rate of the LDPC
coded system with a more sophisticated modulation like Gray
mapped amplitude phase shift keying (APSK) modulation [13]
as QAM has a significant shaping loss compared to Shannon’s
capacity. Clearly, the AFC code outperforms the LDPC coded
scheme with different modulation types in a wide range of
SNRs. It is important to note that fixed rate codes and a fixed
modulation scheme can be optimized for a specific SNR; thus
they are not optimal for other SNRs.
VI. CONCLUDING REMARKS
This paper presented analog fountain codes, which achieve
near optimal performance across a wide range of SNR values.
The modulated symbols of AFC codes are directly generated
from information symbols in a rateless fashion, enabling the
transmitter to adapt to all channel conditions. We further
optimized the weight set and modify the encoding process of
AFC to reduce the error floor in high rates and achieve lower
bit error rates. Simulation results showed that the proposed
AFC code achieve the capacity of the Gaussian channel in a
wide range of SNR values with linear encoding and decoding
complexity.
APPENDIX A
PROOF OF LEMMA 1
Let us first define w and b as the absolute value and the sign
of∑li=1 biwi, respectively. Since bi’s are uniformly selected at
random from the set {−1, 1}, then p(b = −1) = p(b = 1) = 0.5.
Also, we have
p(w = s) =
1
2l
∑
b∈{−1,1}l
p(|
l∑
i=1
biwi| = s),
and
p(w = s 6= 0) =
1
2l
∑
b∈{−1,1}l p(|
∑l
i=1 biwi| = s)
1− 1
2l
∑
b∈{−1,1}l p(
∑l
i=1 biwi = 0)
.
It is clear that equation bw + bl+1wl+1 = u does not have a
unique solution if w = wl+1 and u = 0 [8]. Thus
E =
1
2
p(w = wl+1) =
1
2
f∑
i=1
p(w = ai)p(wl+1 = ai)
=
1
2
f∑
i=1
qi
1
2l
∑
b∈{−1,1}l p(|
∑l
j=1 bjwj | = ai)
1− 1
2l
∑
b∈{−1,1}l p(
∑l
j=1 bjwj = 0)
Also, when equation ∑li=1 biwi = u does not have a unique
solution, equation ∑l+1i=1 biwi = 0 will also not have a unique
solution. This means that el+1 = 1 − (1 − E)(1 − el). This
completes the proof.
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