The problem of searching for experts in a given academic field is hugely important in both industry and academia. We study exactly this issue with respect to a database of authors and their publications. The idea is to use Latent Semantic Indexing (LSI) and Latent Dirichlet Allocation (LDA) to find authors who have worked in a query field. We then construct a coauthorship graph and motivate the use of a variety of graph centrality measures to obtain a ranked list of experts. The ranked lists are further improved using a Markov Chain-based rank aggregation approach. To demonstrate the efficacy of the approach we report on a set of computational simulations using the large Arnetminer dataset.
INTRODUCTION
Identifying experts is a valuable task for finding coauthors for a new research project or grant, assigning reviewers for the peer-review of an article or employing consultants. In so-called Reputation Systems [10] one has explicit ratings of reputation such seller feedback provided on the eBay online auction site. Here we address the more challenging problem of estimating the reputation of authors in a network of authors and their publications.
More formally, consider an undirected graph G = (V, E) composed of vertices {v1, . . . , vn} = V and edges E ⊆ V ×V in which vertices represent authors and edges represent connections between the authors, for example common mediums of influence such as coauthorship or citation. Each vertex has a list of articles associated with it, representing an author's publications. The first question is how can one find all authors who have worked in a given domain Di ⊂ V based Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. on their publications. Next, consider a class of scoring functions over the vertices in Di, f ∈ F , and an unordered set of top k vertices Si = {vx 1 , uv 2 , . . . uv k } ⊂ Di. Our task is to find a ranking function close to the oracle f * for which the top k ranked elements are identical to Si. Thus, the learning problem is to identify the characteristics of a reputable author in domain Di in the space of functions F .
To tackle this problem we first identify authors within the field of interest using Latent Semantic Indexing (LSI, [3] ) and Latent Dirchlet Allocation (LDA, [1] ). We then construct a coauthorship graph using the authors found in this step, and use a variety of centrality measures to score and rank vertices in that particular domain. Furthermore, to leverage the rankings we examine rank aggregation for the task of expert prediction. The chief novelty of this paper is the use of efficient topic modelling approaches and stateof-the-art graph-based algorithms in combination with rank aggregation to study this problem.
In the next section we outline a number of centrality measures in graphs and discuss how these rankings of vertices can be aggregated. Section 3 reviews related work in this area, and computational results are given in Section 4. We conclude with a summary and some perspectives.
RANKING EXPERTS
To evaluate the similarity of a query to the training documents we map the query and documents to the LSI or LDA space and find the highest cosine of the angle between them, known as cosine similarity. If we fix a threshold γ and find all documents with cos(θ) > γ and then the corresponding authors, we have two effective methods of identifying authors in the query domain.
Once we have a collection of authors who have published under a particular domain, we can extract the corresponding coauthorship graph and use this graph to rank authors by their expertise. The key idea is to construct F in such a way that we encapsulate the main characteristics of reputation. For that reason, we consider six well known measures: influence maximisation [7] , PageRank, hub score, closeness centrality, degrees, and betweenness.
To combine the rankings given by the above centrality measures we use the popular Markov chain method of [5] . The principal advantages of Markov Chain based rank aggregation methods is that they can work with partial lists, are efficient, and shown to outperform other methods in [9] . Consider a set of elements D and an ordered list τ whose elements are a subset of the elements of
In the case of rank aggregation we have a number of ranked lists τ1, . . . τn and we also have an ideal ranking τ * . The goal is to find an aggregation function ϕ : τ1, . . . , τ ℓ → x, where x is a score vector for all entries, such that the ordering according to x is as close to τ * as possible.
In the MC2 model of [5] we construct a Markov chain which is a state transition machine in which a transition to a new state is dependent only on the current one. Each item xi ∈ D is represented by a state and then a ranking list τj is selected randomly such that xi is an element of τj. One then selects a random state uniformly from the elements in τj which are not ranked lower than xi.
RELATED WORK
A key driver of expert recommendation in recent years has been the expert finding task in the TREC Enterprise track in 2005 [2] . The data present in this task includes email on public mailing lists, code and web pages extracted from the World Wide Web Consortium (W3C) sites in June 2004.
For academic networks, the topic of discovering experts using graphs has been studied in conjunction with the Arnetminer [13] , academic databases and social networks in [11] . In [4] which focuses on the expert seeking task on the Digital Bibliography and Library Project (DBLP) dataset, three models are proposed, namely a Bayesian statistical language model, a topic-based model and a hybrid one. In [8] , the authors augment the DBLP data with Google search results as well as publication rankings from Citeseer. A more scientometric approach is given in [6] which uses measures such as bibliographic coupling (two authors A1 and A2 are linked if they cite the same references) and author cocitation to recommend similar authors.
SIMULATIONS
In this section we evaluate the expertise ranking algorithms by comparing them to the baseline case of using the author order given solely using topic modelling. We use version 5 of the Arnetminer dataset [12] . This dataset is a list of articles in computer science, along with their authors, the publication venue, year and paper abstracts and citations for some articles. We want to observe the accuracy of our expert finding approach on this dataset in conjunction with experts in 13 fields suggested on the Arnetminer web site.
Before predicting a set of experts, we perform model selection for our learning algorithm and hence split the experts into a 50:50 training/test set. A term frequency/inverse document frequency vectoriser is set up on the title and abstracts of articles for 1 and 2-grams with term counts included if the term frequency is in at least a proportion ρ ∈ {10 −3 , 10 −4 } of the total number of documents. Since the documents being processed are typically small we use binary indicators for terms. For LSI we use a randomised SVD method with an exponent of q = 2 and oversampling of p = 100 and take rank k ∈ {100, 200, . . . , 600}. After this stage, we find similar documents to a query term (the field) using the method outlined above and a cosine similarity threshold of γ ∈ {0.0, 0.1, . . . , 0.9}. Each author in this set is then scored by summing the cosine similarity of their articles and we take the first x authors according to their score (denote this set of authors as U ). In this case x is 10 times the number of training experts. For LDA we choose the number of topics in k ∈ {100, 200, . . . , 600} and otherwise use an identical process. The optimal model is selected by choosing parameters which result in the largest number of training experts across the complete set of 13 fields.
After model selection, the authors in U are positioned in a coauthorship graph. Edges in this graph are weighted according to the number of articles. We compute each centrality metric over the weighted graph and use the inverse of the weights for the computation of betweenness and closeness centrality. This implies for example that two authors who have collaborated 5 times have an edge weight between them of 1/5 and thus are more likely to be on a shortest path than adjacent authors who have collaborated less frequently. For influence maximisation we obtain the 100 most influential authors using 100 repetition of the independent cascade model with transition probability p = 0.05. We also record the order of authors given by the topic modelling approaches and that given by sorting authors according to the total number of citations for articles in U .
The rankings are evaluated using the test set with the Mean Average Precision (MAP) at N metric. The precision at N is the number of experts in the first N items of the ranked list of authors divided by N . Precision falls within the range [0, 1] with 1 signifying that all items at the top of the list are experts. The average precision is the average of all precisions for all of the experts, denoted ap@N for N items. MAP is simply the average precision over all the queries. We look at MAP for N ∈ {5, 10, . . . , 30}. Note that to compute these precisions for the test experts we remove the training experts from the rankings, and vice versa. After computing the graph and topic-based rankings, we use the MC2 algorithm of [5] to aggregate rankings from each field in a greedy fashion: using the training experts we pick the ranking with the best ap@20 score then choose additional rankings that give the best marginal gain until no improvement is obtained.
The proportion of training experts covered by LSA topic modelling is approximately 0.381 compared to that of LDA of 0.318. This indicates the difficulty of finding relevant authors using this dataset. We believe results could be improved with a higher proportion of abstracts. Table 1 shows the MAP values on the test experts in conjunction with the authors returned using LSI. In this table we see that the strongest single method is betweenness followed by the citation and topic orders. A possible reason for the efficacy of betweenness is that reputable authors are also social and attract collaborations and hence participate in many shortest paths in the coauthorship graph. Citation is a good indication of reputation since citations are often positive votes about the value and quality of a paper. A significant improvement is gained by aggregating the rankings of the topic modelling order, citation ranking and betweenness ranking. Table 2 shows the corresponding results using LDA for topic modelling. The best performing rank methods were closeness and PageRank with ap@5 scores of 0.137 and 0.134 respectively. They improve significantly over the baseline topic order score (denoted "Topic" in the table) of 0.111. Interestingly, the citation-based ranking does not perform well in this case because more irrelevant, but highly cited, authors are found in U relative to LSI. The rank aggregate of our greedy MC2 algorithm gives a slight improvement over the using closeness centrality. 
CONCLUSIONS
We proposed an approach for finding experts in a set of authors and their publications which uses LSI and LDA to identify authors within the query domain, and then constructs a coauthorship graph using these authors. In turn, the graph is used for the extraction of expert rankings using centrality measures and rank aggregation is used to improve rankings. On the Arnetminer dataset we show that the citation ranking and betweenness in conjunction with LSI provide the most precise single-rank estimates of experts, and these rankings are improved significantly using aggregations.
