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Abstract
The tight span of a nite metric space is essentially the ‘smallest’ path geodesic space into
which the metric space embeds isometrically. In this situation, the tight span is also contractible
and has a natural cell structure, so that it lends itself naturally to the study of the Cayley graph
of a group. As a rst step in this study, we consider the tight span of a metric space which
arises from the graph metric of an antipodal graph. In particular, we develop techniques for the
study of the tight span of a graph, which we then apply to antipodal graphs. In this way, we are
able to nd the polytopal structure of the tight span for special examples of antipodal graphs.
Finally, we present computer generated examples of tight spans which were made possible by
the techniques developed in this paper. c© 2000 Elsevier Science B.V. All rights reserved.
1. Introduction
The tight span of a metric space, simply stated, is the ‘smallest’ path geodesic space
into which the space embeds isometrically [6]. This was rst studied in [16], where
it was called the injective envelope. Current interest dates from its rediscovery as a
powerful tool in phylogenetics (see for example [7,9]). Since then, as the motivating
example of a T -construction, it has led to the development of T -theory [10]. More
generally, T-constructions are closely related to the theory of valuated matroids [12],
where, for certain valuated matroids, they are shown to be ane buildings [11].
The tight span construction also has applications in group theory [6,7]. For example,
in [6] the tight span is used to nd a combinatorial formula for an upper bound
on the cohomological dimension of certain torsion free groups. The basis of these
applications is the following observation. The tight span of a group, endowed with an
invariant metric, is a contractible cell complex upon which the group acts [6]. Such
( Supported by a scholarship from the European Union’s ‘Algebraic Combinatorics’ project during the course
of this work.
 Corresponding author.
E-mail address: oag@ms.unimelb.edu.au (O. Goodman).
0012-365X/00/$ - see front matter c© 2000 Elsevier Science B.V. All rights reserved.
PII: S0012 -365X(99)00337 -4
74 O. Goodman, V. Moulton /Discrete Mathematics 218 (2000) 73{96
complexes are of primary importance in studying the cohomology of groups (see for
example [3,18]). Our investigations here were motivated by a desire to understand this
construction for certain groups.
Let G be a nitely generated group. Its Cayley graph, with respect to some nite
generating set, can be made into a metric space in which each edge has unit length.
The metric thus induced on G is often called a word metric. If G is a Coxeter
group, with the usual set of reections as generators, the resulting metric space is
antipodal.
Denition 1.1. A metric space (X; d) is antipodal if for each x 2 X there exists x0 2 X ,
the antipode of x, such that d(x; x0) = d(x; y) + d(y; x0) for all y 2 X .
Let (X; d) be an antipodal metric space. For each x 2 X; its antipode x0 is unique
and satises d(x; x0) = diam(X ). The map taking each point to its antipode is an
isometry [2].
We call a connected graph antipodal if its vertex set is antipodal with respect to
the metric in which each edge has unit length. There are many examples of antipodal
graphs [2,13,14] besides those arising from Coxeter groups:
 the 1-skeleta of the cube, octahedron, dodecahedron and icosahedron.
 the 2k-gons, where k>1.
 the 1-skeleta of the k-cubes, k>1.
 the 1-skeleta of zonotopes.
 the k-dimensional octahedra kK2; k>2.
The following constructions give further examples. Cartesian multiplication (which
yields the k-cubes). The K2-joins (yielding the k-dimensional octahedra) which can be
dened as follows: given an antipodal space X0 of diameter 2, add two new points at
distance  from all points of X0 and distance 2 apart. The latter construction, applied
to a hexagon with diameter 3, yields an antipodal space which does not arise from any
(unweighted) antipodal graph.
In Section 2 we give the basic denitions used in this paper, and some results
concerning the tight span of a nite metric space. In Section 3, we introduce the
fundamental technique used in this paper for the study of tight spans: We relate the
cells of the tight span of a graph to certain other graphs with the same vertices, called
path graphs. In Section 4, we obtain necessary and sucient conditions for a graph
to correspond to a cell of the tight span. In particular, we develop a decomposition
of path graphs. In Section 5, we illustrate the use of the results obtained so far by
determining the tight span of the 1-skeleton of a cube.
In Section 6, we see that split decomposition techniques, previously devised for the
study of tight spans and metric decompositions in [1], do not appear to be in general
applicable to the study of the tight span of an antipodal graph. In particular, we show
that a k-connected graph, for k>3, with diameter greater than two is split-prime. In
Section 7, we develop alternative approaches to the study of the tight span of an
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antipodal graph: We characterize the top dimensional, codimension 1, 0-dimensional
and 1-dimensional cells of the tight span of an antipodal graph in terms of path graphs.
In Section 9, we apply our techniques to nd the polytopal structure of the tight
span of a 2k-gon, for k>1. Finally, in Section 10, we present computer generated
tight spans of some antipodal 3-polytope 1-skeletons, which were made possible by
the methods developed in this paper.
2. Preliminary denitions
Throughout this paper X denotes a nite metric space. We write xy for the distance
from x to y in X . Let RX denote the set of all functions f : X ! R, and denote by
PX , the set of f 2 RX which satisfy
f(x) + f(y)>xy for all x; y 2 X:
PX is thus a convex, non-compact polytope bounded by the hyperplanes f(x)+f(y)=
xy. In particular, the denition of PX implies f(x)>0 for all f 2 PX and x 2 X .
Denition 2.1. The tight span, TX of X is the set of all f 2 PX which satisfy
f(x) = sup
y2X
fxy − f(y)g for all x 2 X:
The space TX is a metric space under the usual L1 norm on functions,
fg= jjf − gjj1 = sup
x2X
fjf(x)− g(x)jg:
As a polytope, the faces of PX (of all dimensions) give it a natural cell structure. In
[6] it is shown that TX is the subset of PX consisting of all the compact faces. Thus
TX inherits a cell structure in which each cell is one of the compact faces of PX .
The map from X to TX taking x 2 X to the function ‘distance from x’ gives
an isometric embedding of X into TX . Formally, this map is given by x 7! hx where
hx(y)=xy for all x; y 2 X . With this embedding, each f 2 TX is the function ‘distance
from f’, since f(x) = hxf. Henceforth, we identify X with its image in TX and write
x instead of hx.
Remark 2.2. By denition, any f 2 TX satises the sum condition, f(x)+f(y)>xy.
From what we have just seen it is clear that f also satises the continuity condition,
jf(x)− f(y)j6xy.
The following denition is the key to most of the proofs given in this paper.
Denition 2.3. A sequence of points x1; : : : ; xn in a metric space is geodesic if it
satises x1xn = x1x2 +   + xn−1xn.
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From the triangle inequality it is clear that any subsequence of a geodesic sequence
is geodesic. Furthermore, if xi; y; xi+1 and x1; : : : ; xn are geodesic then x1; : : : ; xi; y;
xi+1; : : : ; xn is also geodesic.
We end this section with some standard terminology concerning graphs. A graph G
on X consists of a nite set X of vertices and a set of edges, pairs (x; y) 2 X 2. A
weighted graph is a graph along with a map assigning a positive real number to each
edge. The support of G, written supp(G) is the set of vertices x 2 X such that some
edge of G contains x. The graph induced by G on a subset S of X is the subgraph of
G having vertices S and, for edges, those edges of G that have both ends in S.
A path between vertices x and y of G is a sequence of vertices x=x0; x1; : : : ; xn=y
such that (xi; xi+1) is an edge of G for i = 0; : : : ; n − 1. The length of this path is
the sum of the edge weights, or just n if G is unweighted. We say G is connected if
it has a path between any two vertices. A connected component of G is a maximal
connected subgraph of G.
Dene the nite metric space X associated with a connected weighted or unweighted
graph G as follows: the points of X are the vertices of G; the distance between two
points of X is the length of the shortest path between the points. Dene the (connected,
weighted) graph G associated with a nite metric space X as follows: the vertices of G
are the points of X ; (x; y) is an edge of G, with weight xy, if x; z; y geodesic implies
z = x or z = y for all z 2 X . For any nite metric space X , the metric space of the
associated graph is again X . Also, if G is a connected unweighted graph, and X is its
metric space, then the associated graph of X is G again (with weight 1 on each edge).
We also consider directed graphs in which edges are ordered pairs (
!
x; y), and mixed
graphs in which some edges are directed and others are undirected. We make no
distinction between directed and undirected edges for the purposes of dening notions
of support and connectedness. We call x= x0; x1; : : : ; xn=y a directed path from x to
y if for i = 0; : : : ; n− 1; ( !xi; xi+1) is a directed edge of G.
3. The cell structure of TX
Throughout this section X is a nite metric space with associated graph G. We
investigate the structure of certain graphs K(f) and Path(f) on X , for f 2 TX , which
correspond to the cells of TX . We show that each of these graphs is a union of simple
pieces and obtain some necessary conditions which say how these pieces have to t
together. Our results are used in Section 5 where we determine the tight span of a
cube.
Denition 3.1. For f2PX we dene K(f) to be the graph on X whose edges are
f(x; y) 2 X 2 jf(x) + f(y) = xyg;
the set of pairs for which the sum condition is tight. Equivalently, these are the pairs
(x; y) such that x; f; y is geodesic.
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We say that an edge (x; y) of K(f) is minimal if for all (x0; y0) 2 K(f) such that
x; x0; y0; y is geodesic, x = x0 and y = y0. The completion of (x; y) 2 K(f) is all pairs
(x00; y00) such that x00; x; y; y00 is geodesic. Observe that we have a partial order 6 on
X 2 given by (x; y)6(x0; y0) if either x0; x; y; y0 or x0; y; x; y0 is geodesic. An edge in
K(f) is minimal if and only if it is minimal with respect to this partial order.
Lemma 3.2. For f 2 TX ; the graph K(f) is the union of the completions of its
minimal edges.
Proof. This follows easily from the observation that if (x; y) is an edge of K(f) and
(x; y)6(x0; y0), then (x0; y0) is also an edge of K(f).
Denition 3.3. The path graph Path(f) of f 2 TX is a mixed graph on X . Its undi-
rected edges are the minimal edges (x; y) 2 K(f). Its directed edges are ( !x; y) such
that (x; y) is an edge of the associated graph G, and f(y)=f(x)+xy, or equivalently,
f; x; y is geodesic in TX .
Observe that, on undirected edges of Path(f), the sum condition is tight while on
directed edges, the continuity condition is tight. One reason for introducing Path(f) is
that it usually has fewer edges than K(f) and is therefore easier to understand. We
now consider the relationship between K(f) and Path(f).
Lemma 3.4. Let f be in TX ; and let (y; z) be an edge of G. Then (
!
y; z) is a directed
edge of Path(f) if and only if there exists x 2 X such that both (x; y) and (x; z) are
edges of K(f) and x; y; z is geodesic.
Proof. Suppose (
!
y; z) is a directed edge of Path(f). Since for f 2 TX , supp(K(f))=X ,
we can choose x such that (x; z) 2 K(f). Then, since x; f; z and f; y; z are geodesic
it follows that x; f; y; z is geodesic. Thus, (x; y) is an edge of K(f), and x; y; z is
geodesic.
Conversely, if x; y; z is geodesic and (x; y) is an edge of K(f), then x; f; y; z is
geodesic. It follows that f; y; z is geodesic and therefore that (
!
y; z) is a directed edge
of Path(f).
Lemma 3.5. Let f be in TX . If (x; y) is an edge of K(f); then Path(f) has an
undirected edge (x0; y0) such that x; x0; y0; y is geodesic; and geodesic directed paths
from x0 to x and from y0 to y.
Proof. Let (x0; y0)6(x; y) be a minimal edge in K(f). Then x; x0; f; y0; y is geodesic.
Therefore any geodesic path in G from x0 to x (or from y0 to y) has the required
directed edges.
A bipartite labelling of a graph is an assignment of the signs ‘+’ and ‘−’ to
the vertices such that the signs at the ends of each edge are opposite. A connected
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Fig. 1. The path completion of (x; y) 2 X 2. Following any path of arrows is following the extension of a
geodesic through (x; y) or (y; x).
component is bipartite if it admits a bipartite labelling. This is clearly equivalent to
the condition that the component contains no circuit having an odd number of edges.
Remark 3.6. In [6] it is shown that the number of bipartite components of K(f) equals
the dimension of the cell of TX to which f belongs.
For a mixed graph we modify the denition slightly. A bipartite labelling of a mixed
graph is an assignment of ‘+’ or ‘−’ to the vertices such that the signs at the ends
of each undirected edge are opposite while signs at the ends of each directed edge
are the same. A connected component has a bipartite labelling exactly when it has no
circuit with an odd number of undirected edges. It is clear from Lemmas 3.4 and 3.5
that K(f) and Path(f) have the same connected components and the same bipartite
components. We consider bipartite components further in Section 4.
We show next that Path(f), like K(f), can be viewed as a union of fairly simple
pieces of the kind shown in Fig. 1. The cone C(x; y) of (x; y) 2 X 2, is a directed
graph on X . Its edges are all pairs (
!
z; w) such that (z; w) is an edge of G and x; y; z; w
is geodesic. The path completion PC(x; y) of (x; y), is the graph containing (x; y) as
an undirected edge and both of the cones, C(x; y) and C(y; x).
Lemma 3.7. For f2TX ; the graph Path(f) is the union of the path completions of
the minimal edges of K(f).
Proof. We show that (
!
y; z) is a directed edge if and only if it is in the path completion
of some minimal edge. By Lemma 3.4, there exists x such that x; y; z is geodesic and
(x; y) 2 K(f). Let (x0; y0) 2 K(f) be a minimal edge such that x; x0; y0; y is geodesic.
Then x0; y0; y; z is geodesic, where (y; z) is an edge of G, and (x0; y0) is a minimal
edge.
Conversely, if (
!
y; z) is in the path completion of the minimal edge (x0; y0), i.e.
without loss of generality x0; y0; y; z is geodesic, then in fact x0; f; y0; y; z is geodesic.
It follows that f; y; z is geodesic and so (
!
y; z) is a directed edge of Path(f).
We show next that both K(f) and Path(f) reect the cell structure of TX as f varies.
Thus, if we can determine all of the path graphs of TX , then we have determined all
of its cells. We denote by min(K(f)) the set of minimal edges in K(f).
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Theorem 3.8. The following are equivalent:
1. f and g belong to the interior of the same cell of TX ;
2. K(f) = K(g);
3. Path(f) = Path(g);
4. min(K(f)) = min(K(g)).
Proof. 1, 2: Holds because the boundary hyperplanes of PX are given by equations
of the form f(x) + f(y) = xy and f and g belong to the interior of the same cell in
TX if and only if they belong to the same bounding hyperplanes of PX .
2) 4: Clear.
4) 2: Follows from Lemma 3.2.
3) 4: Holds because min(K(f)) and min(K(g)) are simply the sets of undirected
edges of Path(f) and Path(g) respectively.
4) 3: Follows from Lemma 3.7.
Let c be a cell of TX . In view of Theorem 3.8, we denote by K(c) (resp. Path(c))
the graph K(f) (resp. Path(f)) for any f in the interior of c. Let c1; c2 be cells of TX .
Since K(ci) tells us which boundary hyperplanes of PX the cell ci belongs to, c1 c2
if and only if K(c2) is a subgraph of K(c1). Clearly, this is a partial order on the
graphs K(f).
We dene the corresponding partial order for path graphs. We say PC(x; y) 
PC(x0; y0) if x; x0; y0; y is geodesic. (In this case, every directed edge of PC(x; y) is
a directed edge of PC(x0; y0).) Let Path(f) and Path(g) be path graphs and consider
each as a union of path completions. We write Path(f)  Path(g) if for each PC(x; y)
in Path(f) there exists PC(x0; y0) in Path(g) such that PC(x; y)  PC(x0; y0). It is easy
to check that  denes a partial order on path graphs. Summarizing these results we
have:
Theorem 3.9. Let c1; c2 be cells of TX . The following are equivalent:
1. c1 is contained in c2;
2. K(c2) is a subgraph of K(c1);
3. Path(c2)  Path(c1).
We end this section with some results about K(f) and Path(f).
Theorem 3.10. Let (x; y) be an edge of K(f). Then C(x; y) is the graph induced by
Path(f) on supp(C(x; y)) (minus the undirected edge (y; y); in the case that y= f).
Proof. Let (x0; y0)6(x; y) be a minimal edge of K(f). Then C(x; y) is a subgraph
of C(x0; y0) and, by Lemma 3.7, C(x0; y0) is a subgraph of Path(f). Let z; w be in
supp(C(x; y)). Then x; f; y; z and x; f; y; w are geodesic in TX . If (
!
z; w) is in Path(f)
then f; z; w is geodesic, and consequently x; f; y; z; w is geodesic, so that (
!
z; w) is in
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Fig. 2. (x; y) and (x0; y0) are edges of K(f). The cones C(x; y) and C(x0; y0) agree on their common
support.
Fig. 3. Edges (x; y) and (x0; y0) of K(f) are such that their cones have intersecting support. By
Theorem 3.12 (x0; y) and (x; y0) are also edges of K(f).
C(x; y). If (z; w) is an undirected edge of Path(f) then it is a minimal edge of K(f);
it follows that w;f; y0; y; z is geodesic, and by minimality, that z = y0 = y; similarly
w=y. Therefore the only possible undirected edge induced on supp(C(x; y)) is (y; y).
But (y; y) 2 K(f) implies f = y.
Corollary 3.11. Let (x; y); (x0; y0) be edges of K(f). If the supports of C(x; y) and
C(x0; y0) intersect then C(x; y) and C(x0; y0) agree on this intersection. (See Fig. 2:)
Theorem 3.12. Let (x; y) and (x0; y0) be edges of K(f). If the supports of C(x; y)
and C(x0; y0) intersect then (x; y0) and (x0; y) are also edges of K(f). (See Fig. 3:)
Proof. Let z be a vertex of the intersection of C(x; y) and C(x0; y0). Then x; y; z
and x0; y0; z are geodesic. Since (x; y) and (x0; y0) are edges of K(f), x; f; y; z and
x0; f; y0; z are geodesic in TX . This implies that x; f; z and f; y0; z are geodesic, which
in turn implies that x; f; y0; z is geodesic. It follows that (x; y0) is an edge of K(f).
By symmetry, (x0; y) is also an edge of K(f).
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4. Characterization of path graphs
In this section we give necessary and sucient conditions for a mixed graph P on
X to be the path graph of some cell of TX . We also dene a map from mixed graphs
on X to cells of TX which is a left inverse for both K and Path.
To begin with we dene a map V , from mixed graphs P on X , to ane subspaces
of RX . Let V (P) be the set of f in RX that satisfy the linear constraints,
1. f(x) + f(y) = xy whenever (x; y) is an undirected edge of P,
2. f(y) = f(x) + xy whenever (
!
x; y) is a directed edge of P.
We say P is consistent if V (P) is non-empty. The next lemma gives a parametri-
zation of V (P) and shows that its dimension is equal to the number of bipartite
components in P.
Lemma 4.1. Let P be a consistent; mixed graph on X . Let m be the number of bipar-
tite components of P. Let x1; : : : ; xm be points of X; one in each bipartite component.
Then there is a unique ane linear map F :Rm ! V (P); parametrizing V (P); such
that f=F(t1; : : : ; tm) satises f( xi)= ti (for i=1; : : : ; m). Moreover; F is an isometry
from Rm; with the L1 metric; to V (P); with the metric induced from the L1 metric
on RX .
Proof. Since P is consistent, there exists f0 in V (P). For each i, 16i6m, let fi be a
function that is +1 on each point labelled + in a bipartite labelling of the component
containing xi, −1 on each point labelled −, and 0 elsewhere. Without loss of generality,
each xi is labelled +. We see that fi(x) + fi(y) = 0 if (x; y) is an undirected edge
of P and that fi(x) = fi(y) if (
!
x; y) is a directed edge. Therefore we can add any
linear combination of the fi to f0 and still have a function which satises the linear
constraints dening V (P). Let F :Rm ! V (P) be given by
F(t1; : : : ; tm):=f0 +
mX
i=1
(ti − f0(xi))fi:
Dene f:=F(t1; : : : ; tm). Then we certainly have f(xi) = ti, for 16i6m.
We show that F is unique. Observe that if two functions in V (P) are equal at x 2 X ,
then they are equal everywhere in the connected component of P containing x. In fact
if g 2 V (P), then given a path  from x to another point y in the same component,
there exists a constant c depending only on  such that g(y) = g(x) + c, where
the sign is positive if the number of undirected edges on  is even, and negative if
odd. Therefore if g satises g(xi) = ti for i = 1; : : : ; m, then g = f on each bipartite
component of P.
Let x belong to a non-bipartite component. There exists a circuit in P containing x
and having an odd number of undirected edges. Therefore, by the above observation,
g 2 V (P) satises an equation of the form g(x) =−g(x) + c for some constant c 2 R,
independent of g. Therefore g= f on each non-bipartite component of P also.
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To summarize, for each x 2 X there exist i 2 f1; : : : ; mg, x 2 f1; 0;−1g, and cx 2 R,
such that f=F(t1; : : : ; tm) satises f(x)= xti+ cx. Furthermore, for each i there exists
an x such that x is non-zero. It follows that F is an isometry.
In Section 3 we dened completions and path completions. The following lemma is
used in the proof of Theorem 4.3.
Lemma 4.2. Let K0 be a set of pairs (x; y) in X 2. Let K be the completion of K0
and let P be the path completion of K0. Then supp (K)= supp (P) and V (K)=V (P).
Proof. We show rst that supp (K) supp (P) and V (P)V (K). Let (x; y) be an edge
of K . Then there exists (x0; y0) 2 K0 such that x; x0; y0; y is geodesic. Therefore the
path completion of (x0; y0) contains geodesic directed paths from x0 to x and from
y0 to y. This shows that supp (K) supp (P). For f 2 V (P), f(x) + f(y) = f(x0) +
xx0+f(y0)+yy0=xx0+yy0+x0y0=xy. Since f 2 V (P) and (x; y) 2 K were arbitrary,
we have shown that V (P)V (K).
For the converse, rst let (x; y) be an undirected edge of P. Then (x; y) is in K0
so (x; y) is in K . If f is in V (K) it satises f(x) + f(y) = xy. Now let (
!
z; w) be a
directed edge of P. There exists (x; y) 2 K0 such that ( !z; w) is in C(x; y). It follows
that x; x; y; z and x; x; y; w are geodesic and therefore that (x; z) and (x; w) are in K .
Any f 2 V (K) satises f(w)−f(z)= xw− xz= zw. We see that supp (P) supp (K)
and V (K)V (P).
Let P be a mixed graph on X . We dene
W (P):=V (P) \ PX = ff 2 V (P) jf(x) + f(y)>xy for all x; y 2 X g:
We show that W is a left inverse for both K and Path. Let u(P) denote the set of
undirected edges of P.
Theorem 4.3. Let P be a union of path completions and suppose that W (P) 6= ;.
Then the following hold:
1. W (P) is a face of PX ;
2. W (P) is a cell of TX if and only if supp (P) = X ;
3. If c is a cell of TX then c =W (K(c)) =W (Path(c)).
Proof. 1. Let K be the completion of u(P). Then by Lemma 4.2, W (P) = V (P) \
PX = V (K) \ PX . This is a face of PX because V (K) is an intersection of bounding
hyperplanes of PX .
2. First suppose supp (P) =X . Then supp (K) =X , so for each x 2 X there exists y
such that (x; y) 2 K . But f 2 W (P) implies f 2 V (K) and therefore f(x)+f(y)=xy.
Since x was arbitrary it follows that f 2 TX .
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On the other hand, if supp (P) 6= X , choose x 62 supp (P). For f0 2 W (P) dene
f(y) =

f0(y) if y 6= x;
f0(x) + 1 if y = x:
Then certainly f 2 V (P) \ PX but f 62 TX .
3. Observe that, by denition, a face c of PX is an intersection of PX with a set
of hyperplanes of the form f(x) + f(y) = xy. Since K(c) is nothing other than the
set of pairs (x; y) for which the corresponding hyperplane contains c, it is clear that
c =W (K(c)). By Lemmas 3.2 and 3.7, K(c) is the completion of its minimal edges
and Path (c) is the path completion of the same set. So by Lemma 4.2, W (Path(c))=
W (K(c)).
By Lemma 4.1, we have a parametrization of V (P) by (t1; : : : ; tm) 2 Rm where m
is the number of bipartite components of P. With respect to this parametrization the
inequalities determining W (P) all take the form ti+aij tj+bij>cij for 16i; j6m,
some choice of signs, and constants aij; bij; cij 2 R. Clearly these reduce to at most
2m2 inequalities of the form Aij6ti+ tj6Bij, for i6j, and Cij6ti− tj6Dij, for i< j,
and constants Aij; Bij; Cij; Dij 2 R.
The following theorem reduces the number of inequalities required to compute W (P).
Theorem 4.4. Let P be a union of path completions such that supp (P) = X . Then
W (P) = ff 2 V (P) jf(x) + f(y)>xy for all x; y 2 supp (u(P))g;
where u(P) denotes the set of undirected edges of P.
Proof. We show that if f 2 V (P) satises f(x)+f(y)>xy, for all x; y 2 supp (u(P)),
then in fact this holds for all x; y 2 X . Let x; y 2 X be arbitrary. Since supp (P)=X we
can nd (x00; x0) 2 u(P) such that x 2 supp (C(x00; x0)) and (y00; y0) 2 u(P) such that
y 2 supp (C(y00; y0)). Then x0; y0 2 supp (u(P)) so f(x0) +f(y0)>x0y0. Also, since f
is in V (P), f(x)=f(x0)+xx0 and f(y)=f(y0)+yy0. Therefore f(x)+f(y)>x0y0+
xx0 + yy0>xy.
In order to state a set of conditions sucient to ensure that a mixed graph P on X
is a path graph we require two more denitions and a lemma. Recall that in Section 3
we dened a partial order on path graphs. The same denition in fact gives a partial
ordering of all graphs which are unions of path completions. Let us call a union of
path completions at if no two path completions in the union are comparable in the
partial order. Certainly path graphs are always at. Let P1 and P2 be at unions of
path completions on X . It is easy to see that in the partial order  on unions of path
completions, P1  P2  P1 implies that P1 = P2.
Lemma 4.5. If P is a union of path completions and W (P) 6= ; then P  Path(W (P)).
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Proof. Let (x; y) be in u(P). Any f 2 W (P) satises f(x) + f(y) = xy so cer-
tainly (x; y) belongs to K(W (P)). Therefore there exists (x0; y0) 2 min(K(W (P))) =
u(Path(W (P))) such that x; x0; y0; y is geodesic. So PC(x; y)  PC(x0; y0) and the result
follows.
Let P be a union of path completions, and let x; y be in X . If f(x)+f(y) is constant
for all f 2 V (P), we call (x; y) a constant pair. If x (or y) belongs to a bipartite
component of P, we can vary f(x) (resp. y) without changing the values f takes on
any other component of P. So if (x; y) is a constant pair, one of the following holds:
1. x and y belong to non-bipartite components of P;
2. x and y belong to the same bipartite component and receive opposite signs in a
bipartite labelling.
We say that P is compatible with its constant pairs if for each constant pair (x; y),
and each f 2 V (P),
1. f(x) + f(y)>xy, and
2. whenever f(x) + f(y) = xy, there is some undirected edge (x0; y0) of P such that
x; x0; y0; y is geodesic.
Theorem 4.6. Let P be a at union of path completions. If P is consistent and
compatible with its constant pairs; and if W (P) has non-empty interior as a subset
of V (P); then P is a path graph.
Proof. Let (x; y) be an undirected edge of Path(W (P)). Then f(x)+f(y)=xy for all
f 2 W (P) and therefore, because W (P) has non-empty interior, the same holds for all
f 2 V (P). Since P is compatible with its constant pairs, there exists some undirected
(x0; y0) of P such that PC(x; y)  PC(x0; y0). We have shown that Path(W (P))  P.
On the other hand, by Lemma 4.5, P  Path(W (P)). Since both P and Path(W (P))
are at unions of path completions, it follows that P = Path(W (P)).
5. Cube example
We determine TX where X is the metric space arising from the 1-skeleton of a cube.
Up to symmetry, there are just four path completions given by the distance between
the two points. We call them distance 0,1,2 or 3 path completions.
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By Theorem 4.6, (0) corresponds to a 0-cell and (1), to a 1-cell in TX .
Since (2) and (3) do not have support equal to the whole of X they do not correspond
to cells of TX . The simplest way to obtain a union of path completions with support
X from (2) or (3) is to add distance 3 path completions.
The function which takes the value 1 on the ends of the distance 2 pair in (20) and 32
on the ends of the distance 3 pairs is an interior point of the cell corresponding to (20).
Thus by Theorem 4.6 (20) corresponds to a 3-cell of TX . Similarly (30) corresponds to
a 4-cell.
We have dealt with all possible path graphs in which the shortest path completion
is distance 0; 1 or 3. We consider the remaining case. There are ve ways in which
we can add a second distance 2 pair to (2).
By Theorem 3.12, any path graph which contained (2:3) would have to contain a
distance 1 pair. By Corollary 3.11, (2:4) cannot appear in any path graph. Using the
parametrization of Lemma 4.1 and Theorem 4.4 we see that (2:1) corresponds to a
square in TX . The same method applied to (2:5) gives a single point whose path graph
is shown in (2:50).
Finally, from (2:2) we can obtain three more graphs not equivalent to any we have
considered so far. Using the parametrization of Lemma 4.1 and Theorem 4.4 we see
86 O. Goodman, V. Moulton /Discrete Mathematics 218 (2000) 73{96
that (2:20) corresponds to a triangle in TX and that (2:2:1) and (2:2:2) correspond to
1-cells.
By examining the symmetries of the cube we determine how many of each kind of
cell appear in TX , grouped by dimension.
0 1 2 3 4
8 (0) 12 (1) 6 (2:1) 12 (20) 1 (30)
2 (2:50) 8 (2:2:1) 24 (2:20)
8 (2:2:2)
Clearly the square 2-cells form a set of faces for the cube. Each 3-cell has one
square and four triangular faces in its boundary and is in fact a solid square based
pyramid. The apex of each pyramid is one of the new 0-cells (2:50), i.e. one not arising
from a point of X . Six 3-cells meet around each new 0-cell and their bases form the
faces of the cube. Thus the 3-cells give rise to a double pyramid based on the cube.
Topologically this is a 3-sphere and it forms the boundary of the single 4-cell.
6. The split decomposition of an antipodal graph
In this section, we show that the metric associated to any unweighted antipodal graph
that has diameter greater than two, and which is k-connected, for k>3, is split-prime.
To explain this concept, we give a brief description of the split decomposition of a
metric d dened on a nite set X (see [1] for more details and proofs). A split of X
is simply a bipartition of X into two non-empty sets. The split-metric associated to a
split A; B is the pseudo-metric A;B dened by the formula
A;B(x; y):=

0 if x; y 2 A or x; y 2 B;
1 otherwise:
For any a; a 2 A; b; b 2 B let
fa; ag;fb; bg:=
1
2  (maxfab+ a b; a b+ b a; a a+ b bg − (a a+ b b)):
The isolation index of the split A; B is given by the formula
A;B:= min
a; a2A; b; b2B
fa; ag;fb; bg;
and is a non-negative number describing ‘how far apart’ the sets A; B are, with respect
to the metric d. The main result of [1] states that, given any nite metric space (X; d),
there exists a unique decomposition of d into the following sum of pseudo-metrics:
d= d0 +
X
A; B a split of X
A;B  A;B;
where the pseudo-metric d0 is a split-prime metric, that is, its isolation index is zero
with respect to every split A; B of X .
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Throughout the rest of this section, let G denote an antipodal graph, and A; B a split
of its vertices.
Lemma 6.1. If either A or B contains a pair of antipodal points then the isolation
index of the split A; B is equal to zero.
Proof. Without loss of generality, assume that a; a 2 A are antipodal. For any b; b 2 B
we have ab + a b6ab + ab + b b = a a + b b and a b + ab6ab + b b + ab = a a + b b.
Therefore fa; agfb; bg is equal to zero.
If neither A nor B contains a pair of antipodal points, then clearly A and B are
antipodal, i.e. B=A0. We call an edge (a; b) of G linking if it has one vertex in A and
the other in B. When A and B are antipodal and (a; b) is linking then clearly (a0; b0) is
also linking. We call f(a; b); (a0; b0)g a linking edge pair. We say that the linking edge
pairs f(a; b); (a0; b0)g and f( a; b); ( a0; b0)g are disjoint if the set fa; b; a0; b0g\f a; b; a0; b0g
is empty.
Lemma 6.2. Let A and B be antipodal. If there exist disjoint linking edge pairs; then
the isolation index of A; B is equal to zero.
Proof. Let f(a; b); (a0; b0)g and f( a; b); ( a0; b0)g be disjoint linking edge pairs. Then
ab0+ a0 b=2(diam(G)−1) while a a0+b0 b62(diam(G)−1) and a b+b0 a062(diam(G)−1)
also. It follows that fa;b0gf a0 ; bg is equal to zero.
We now give a condition for a split A; B with A and B antipodal to have isolation
index zero.
Lemma 6.3. Suppose that diam(G)>3 and let A and B be antipodal. If there exist
three or more linking edges; then the isolation index of A; B is equal to zero.
Proof. In view of Lemma 6.2 we may assume that there do not exist disjoint linking
edge pairs. Let (a; b) be a linking edge. Antipodal to this edge is a second linking
edge (a0; b0), and together they form a linking edge pair. Let ( ~a; ~b) be a third linking
edge. By our assumption, and, without loss of generality, ~b = b. Now ~a 6= b0 for this
would imply diam(G) = 1.
Let  be a geodesic path from ~a to a0. We show that  cannot contain any of the
vertices a; b; b0. Since ~a 6= a, the length of  is at most diam(G)−1. If  contained a; b
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or b0 it would contain a proper subpath of length diam(G) from a to a0, diam(G)− 1
from b to a0 or diam(G)− 1 from ~a to b0 respectively.
Let ( a; b) be an edge where  goes from A to B. By what we have just shown,
a 6= a or b0 and b 6= b. It follows from our initial assumption that b = a0. If ~a 6= a
then f( ~a; b); ( ~a0; b0)g and f( a; b); ( a0; b0)g are disjoint edge pairs: It is sucient to note
that a 6= ~a or b0 and b(=a0) 6= b or ~a0, where the latter holds because a 6= ~a. Since
this contradicts our assumption it follows instead that ~a= a. Then a; b; ~a= a; b= a0; b0;
~a0 = a0; b
0
= a is a symmetric 6-cycle. It follows that diam(G) = 3 and it is easy to
verify that fa; agfb; bg = 0.
Theorem 6.4. If G is an antipodal graph that has diameter greater than two; and G
is k-connected; for k>3; then G is split prime.
Proof. Since G is k-connected, there exist k disjoint paths between any two distinct
vertices in G. Let A; B be any split of the vertices of G, and assume that this split is
antipodal, for otherwise, by Lemma 6.1, it would have isolation index equal to zero.
Let a and b be antipodal points in A and B, respectively. Choose three disjoint paths
from a to b and locate on each a linking edge. By Lemma 6.3, the split A; B has
isolation index equal to zero.
Remark 6.5. The only even graphs of diameter two are exactly the kK2 graphs for
k>2 [17], and these graphs correspond to the 1-skeleta of the cross polytopes [5]. The
1-skeleton of a cross polytope is split prime unless it is equal to the 1-skeleton of the
octahedron. Also, in [15, p. 213], it is shown that the 1-skeleton of a k-dimensional
polytope is k-connected, for k>2. Hence, Theorem 6.4 implies the following: The
only polytope of dimension greater than two whose 1-skeleton is antipodal but not
split-prime is the octahedron.
Remark 6.6. Theorem 6.4 does not extend in any obvious way to arbitrary (nite)
antipodal metric spaces. For example, if we ‘stretch’ the cube so its vertical edges
have length 2, it remains antipodal but is no longer split-prime.
7. The tight span of an antipodal graph
Throughout this section G is an antipodal graph with associated metric space X , and
A is the set of antipodal pairs (x; x0) for all x 2 X .
Theorem 7.1. TX consists of a single closed jX j=2-cell.
Proof. We show rst that K(f) contains A for all f 2 TX . Since supp (K(f))=X , for
each x 2 X there exists y 2 X such that (x; y) is in K(f). The completion of (x; y)
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contains (x; x0) since x; y; x0 is geodesic. Therefore (x; x0) is in K(f) for all x 2 X .
Let f be the constant function f(x):=diam(X )=2 for all x 2 X . Then K(f) = A,
and by Remark 3.6, f belongs to a jX j=2-cell. Since K(f) contains A for all f 2 TX ,
Theorem 3.9 implies that every cell of TX belongs to this jX j=2-cell.
Let L(f) denote the set of directed edges in Path(f).
Lemma 7.2. Edges of L(f) occur in antipodal pairs f( !x; y); (
!
y0; x0)g.
Proof. Let (
!
x; y) be in L(f). Since K(f) contains A; f(x0) = diam(X ) − f(x) and
f(y0) = diam(X )−f(y) = diam(X )− (f(x) + 1). Therefore f(x0) =f(y0) + 1 and so
(y0; x0) 2 L(f).
We refer to f( !x; y); (
!
y0; x0)g as the directed edge pair represented by ( !x; y). The
following lemma explains how K(f) and L(f) are related.
Lemma 7.3. For f 2 TX and x; y 2 X; the following are equivalent:
1. (x; y) 2 K(f),
2. L(f) contains all directed geodesic paths in G from x to y0;
3. L(f) contains a directed geodesic path in G from x to y0.
Proof. 2)3: This is clear because G is connected and nite.
1)2: Since both (x; y) and (y; y0) are in K(f) (the latter because G is antipodal),
f(y0)−f(x) = y0y− xy. Since y; x; y0 is geodesic, it follows that f(y0)−f(x) = xy0.
Now consider any geodesic path in G from x to y0. By the continuity condition f
goes up by at most one along each edge of the path. But in order to go up by xy0,
the length of the path, it must go up by exactly one along each edge. Therefore every
edge in the path is in L(f).
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3)1: 3 implies that f(y0) = f(x) + xy0. But (y; y0) 2 K(f) and y; x; y0 geodesic
shows that f(x) + f(y) = xy.
We call a subset of X symmetric if it is invariant under the antipodal map. The next
lemma follows from the fact that L(f) is a union of directed edge pairs, and from
the relationship between K(f) and L(f) given in Lemma 7.3. Its proof is left to the
reader.
Lemma 7.4. In terms of support; each component of K(f) is either a single symmet-
ric component of L(f); or the union of two antipodally paired components of L(f).
A component is bipartite if and only if the latter holds.
We now give a characterization of the codimension-1 faces of TX for X coming
from the antipodal graph G.
Theorem 7.5. The following are equivalent:
1. f belongs to a codimension-1 face of TX ;
2. K(f) = A [ f(x; y)g for some x; y 2 X with xy = diam(X )− 1;
3. L(f) contains just one directed edge pair.
Proof. 2)1: Since K(f) = A [ f(x; y)g, it is clear that the number of bipartite com-
ponents of K(f) is jX j=2 − 1. By Remark 3.6, this implies that f belongs to a
codimension-1 face of TX .
1 ) 2: By Remark 3.6, K(f) has jX j=2− 1 bipartite components. Certainly K(f)
contains at least one edge (x; y) in addition to the edges in A. Suppose xy< diam(X )−
1. Then, by Lemma 7.3, L(f) contains a geodesic path of length at least 2, and all
points on this path belong to the same component. Therefore the number of bipartite
components is at most jX j=2−2. Since this contradicts our assumption, we deduce that
xy=diam(X )−1. If there is more than one pair (x; y) 2 K(f) such that xy=diam(X )−1
then, once again, the number of bipartite components of K(f) is less than jX j=2− 1.
2,3: This follows from repeated applications of Lemma 7.3.
Remark 7.6. For X antipodal, Theorem 7.5 implies that there is a bijection between
faces of TX and directed edge pairs. Since the number of directed edge pairs of X is
clearly the same as the number of edges it follows that TX has the same number of
codimension-1 faces as G has edges.
We end this section with a useful observation.
Lemma 7.7. The function f is in TX if and only if f(x) + f(x0) = diam(X ); and
jf(x)− f(y)j6xy; for all x; y 2 X .
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Proof. We have already observed that any f 2 TX satises both the antipodal sum
condition, f(x) + f(x0) = diam(X ), and the continuity condition jf(x)− f(y)j6xy.
Conversely, suppose that f satises these two conditions. Let x; y be in X . Then
f(x)+f(x0)= xx0 and jf(x0)−f(y)j6x0y so f(x)+f(y)>xx0− x0y= xy. Since x; y
were arbitrary this shows that f is in PX . But since K(f) contains A, supp(K(f))=X ,
and therefore f is in TX .
8. The tight span of a planar antipodal graph
A graph is planar if it embeds in the 2-dimensional Euclidean plane. As we shall
see, we can obtain detailed information on the 0 and 1-cells of a planar antipodal
graph.
Let G be a connected graph with vertex set X . We say that S X is G-connected
if the induced graph on S is connected. More generally, the connected components of
S are the vertex sets of the connected components of the induced graph.
Lemma 8.1. Let G be a planar antipodal graph with associated metric space X; and
let S X be a non-empty; symmetric; G-connected subset of X . Then the complement
X − S has an even number of connected components. If S 0 is any other non-empty;
symmetric; G-connected subset of X; then S \ S 0 is non-empty.
Proof. Choose any point in S and join it to its antipode by a path which stays in
S. The path together with its antipodal image forms a symmetric closed curve C. If
C is not simple we can replace it by a subset of itself which is again a symmetric
closed curve. Therefore we can assume that C is simple. Let D1 and D2 denote the
two complementary components of C in R2. By Proposition 11:1 the antipodal map
exchanges vertices of G between D1 and D2. Each component of X − S is contained
in one of the Di; those contained in D1 are mapped bijectively by the antipodal map
onto those in D2. It follows that the total number of such components is even. Finally,
if S 0 contains a point x not in S, then it contains a path from x to x0 which necessarily
meets C.
Theorem 8.2. Let G be an antipodal graph with associated metric space X . If f 2 TX
is a 0-cell of TX ; then every component of L(f) is symmetric. Furthermore; if G is
also planar then L(f) is connected.
Proof. Since f belongs to a 0-cell, by Remark 3.6, K(f) has no bipartite components.
It follows from Lemma 7.4 that every component of L(f) is symmetric.
Suppose now that G is planar. Since, by Lemma 8.1, any two non-empty, symmetric,
G-connected subsets of X intersect, L(f) has only one component.
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Since TX is a convex polytope, joining any two points of TX there is a Euclidean
straight line path of the form f + tg where f is a point of TX , t is a real parameter,
and g is antisymmetric, i.e. g(x) + g(x0) = 0 for all x 2 X . Notice that g represents
a tangent vector to the dimension jX j=2 hyperplane containing TX . We say that g is
non-increasing along a directed edge ( ~x; y) if g(y)6g(x).
Remark 8.3. Lemma 7.7 implies that f+ tg 2 TX for all suciently small t>0 if and
only if g is non-increasing along the edges of L(f).
We obtain a characterization of the 1-cells of TX by determining which expressions
f + tg parametrize 1-cells of TX when f is a vertex of TX .
Theorem 8.4. Let G be a planar antipodal graph. Let f 2 TX be a 0-cell and let g be
antisymmetric and non-increasing along the edges of L(f). Then f+ tg parametrizes
a 1-cell of TX if and only if; for some c> 0; g(X ) = fc; 0;−cg or fc;−cg; and each
set g−1(y); for y =c or 0; is L(f)-connected.
Proof. Write ft = f + tg. By Remark 8.3, ft 2 TX for all suciently small t>0.
Furthermore, for all suciently small t > 0, the cell containing ft is constant. Sup-
pose that ft lies in a 1-cell. By Remark 3.6, K(ft) has one bipartite component. By
Lemma 7.4, L(ft) has two antipodal components and zero or more symmetric ones.
Since, by Lemma 8.1, any two non-empty, symmetric, G-connected sets intersect, L(ft)
has at most one symmetric component.
Notice that L(ft) is the subset of L(f) that contains just the edges along which g
is constant. Therefore g is constant on each component of L(ft). By antisymmetry it
is c on the two antipodal components (for some c> 0), and 0 on any symmetric
components. Each g−1(y) is a component of L(ft) and since the latter is a subset of
L(f) it follows that each g−1(y) is L(f)-connected.
Conversely, suppose that g(X ) = fc; 0;−cg or fc;−cg, and that g−1(y) is L(f)-
connected (for each y 2 fc; 0;−cg). Then for small t > 0, L(ft) has two or three
components, each being g−1(y) for some y 2 fc; 0;−cg. If the component g−1(0) is
non-empty then, by the antisymmetry of g, it is symmetric and by Lemma 8.1 it has an
even number of complementary components. It follows, regardless of whether g−1(0)
is empty, that L(ft) has exactly two antipodal components. Therefore, by Lemma 7.4,
K(ft) has one bipartite component and thus ft belongs to a 1-cell of TX .
Corollary 8.5. Let G be a planar antipodal graph. Edges of TX have length 1=2;
1 or 2.
Proof. Let ft =f+ tg parametrize a 1-cell of TX and let l be its length. Multiplying
g by a constant if necessary, we can assume that ft is a parametrization by arc length
and that g(X )f−1; 0; 1g.
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If (x; y) is an edge of G, we call the quantity g(x)− g(y) the edge dierence of g
at (x; y). It is clear that if g is two-valued then the edge dierences of g are 0 and
2. If g is three-valued, then g−1(0) is a connected, symmetric set which separates
g−1(1) from g−1(−1). Therefore, in this case, the edge dierences of g are 0 and 1.
Suppose that all the edge dierences of f0 are integer. As t approaches l, at least
one edge dierence approaches 1. Since all edge dierences which change do so by
the same absolute amount, fl also has integer edge dierences.
It follows that if any vertex f 2 TX has integer edge dierences, then they all
do. But f representing a vertex x of G (by f(y):=xy) has integer edge dierences.
Therefore, f 2 TX has integer edge dierences at each vertex of TX .
Edge dierences which change as ft goes from f to fl do so by 1 or 2. Depending
on whether f is two or three-valued, this is either 2l or l. Since all four possibilities
might occur l is 1=2, 1 or 2.
9. The tight span of a 2k-gon
In this section we show that the tight span of the simplest kind of antipodal graph,
the polygon with 2k edges, is the k-dimensional hypercube.
Let G be the graph with vertices X = fx1; : : : ; x2kg and edges (xi; xi+1) for
i = 1; : : : ; 2k − 1 and (x2k ; x1). By Theorem 7.1, TX is a k-dimensional polytope. The
constant function f(x) = k=2 for all x 2 X is an interior point of TX . Let gi be the
function which assigns the value 1=2 to vertices xi; : : : ; xi+k−1 and −1=2 to the antipodal
vertices. By Lemma 7.7 each sum h = f  g1  : : :  gk is a point in TX . In fact for
each such sum L(h) is one of the 2k possible ways of arranging k directed edge pairs
around G. By Remark 3.6, each h is a vertex of TX and by Theorem 8.2 every 0-cell
arises in this way.
Each k − 1-dimensional face of TX corresponds to L(f) being a single directed
edge pair. Such a face contains exactly half the vertices of TX , those for which L(h)
contains the same directed edge pair. Clearly there are 2k such faces appearing in
mutually disjoint pairs. Any i of them which do not include a disjoint pair have 2k−i
vertices in common. This is a complete description of the combinatorial structure of a
k-dimensional hypercube.
10. Further examples
With the aid of programs written in Mathematica by the rst named author, a
package called PORTA, and the results in this paper, it was possible to compute tight
spans of some larger antipodal graphs than we have so far considered. Table 1 gives
a brief summary of some of the results:
Here d indicates dimension, and f, e, and v, the numbers of faces, edges and vertices
respectively.
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Table 1
Polytope Tight span
d f e v d f v
3-cube 3 6 12 8 4 12 10
4-cube 4 8 32 16 8 32 48
Octahedron 3 8 12 6 3 12 14
Icosahedron 3 20 30 12 6 30 114
Dodecahedron 3 12 30 20 10 30 3594
Permutahedron 3 14 36 24 12 36 528
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Appendix A. Planar antipodal graphs
Our objective in this section is the proof of the following proposition.
Proposition A.1. Let G be a planar antipodal graph with a xed embedding into R2.
Let C be a subgraph of G which is a symmetric simple closed curve. The antipodal
map of G exchanges vertices between the two components of R2 − C.
We rst prove a special case of the above proposition, in which C is what we
shall call a geodesic polygon. The following denition and observations hold for any
antipodal graph G. Let D be the diameter of G. A geodesic polygon C, is an isomet-
rically embedded 2D-gon. It follows from this denition that antipodal points of C are
antipodal in G, and that any path up to length D in C is geodesic in G.
It is not hard to see that any two vertices x; y of G lies on such a polygon. Join x
to its antipode by a geodesic path through y, which of course has length D. The union
of this path with its antipodal image is a polygon having the required properties.
Lemma A.2. Let G be a planar antipodal graph with a xed embedding into R2. Let
C be a geodesic polygon in G. The antipodal map of G exchanges vertices between
the two components of R2 − C.
Proof. Let D1 and D2 denote the closures of the two complementary components of
C in R2. We show rst that if x; y are vertices of G in D1, there exists a geodesic
path from x to y which stays inside D1. To see this, choose any geodesic path from
x to y. If the path leaves D1, let x0 and y0 be the rst and last points respectively at
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which the path crosses C. The distance x0y0 is realized by a path in C which we can
follow instead of the original path, to obtain a geodesic path entirely contained in D1.
To prove the lemma, suppose to the contrary that there exists a vertex p of G such
that both p and its antipode p0 belong to D1 − C. Let c be any vertex of C. Choose
a geodesic path P from c to c0 through p that stays inside D1. In D1, P separates p0
from one or other of the two components of C − fc; c0g. Let C1 be this component.
Observe that both C1 and P are geodesic paths of length diam(G) joining c to c0. Let
q be the unique vertex on C1 such that pc = qc (and therefore also pc0 = qc0).
Join p to p0 by a geodesic path Q through q that stays inside D1. In view of the
fact that P separates p0 from q, there exists a vertex r where P and Q cross. On P
this either lies between p and c or between p and c0, or coincides with p. Suppose r
lies between p and c. Then since p; r; c is geodesic, and p; q; r is also, it follows that
p; q; c is as well. But then pc = qc implies that p = q, contradicting the assumption
that p 62 C. We similarly obtain a contradiction if we suppose that p; r; c0 is geodesic.
Finally, if r = p, then p; q; r geodesic implies immediately that p= q.
To prove Proposition A.1 we deduce from Lemma A.2 how the antipodal map acts
locally on a planar antipodal graph.
Lemma A.3. Let G be a planar antipodal graph with a xed embedding into R2.
Then the antipodal map of G reverses the cyclic order of the edges around each
vertex.
Proof. Clearly it is sucient to show this for any three edges at a vertex. Let p be a
vertex of G and let p1; p2; p3 be the other ends of three edges at p, in counterclockwise
order. Choose a geodesic polygon C through p and p1. Consider C to be directed such
that p1 follows p (and p01 follows p
0). Let p−1 denote the vertex before p. Relative
to the direction, one component of R2 − C lies to the left of C and the other to the
right. There are now a few dierent cases to consider depending on where p2 and p3
lie relative to C.
1. C separates p2 from p3. Then p2 lies to the left of C and p3 to the right. By
Lemma A.2, p02 lies to the right of C and p
0
3 to the left, while on C, p
0
1 follows
p0. Thus, in counterclockwise order, the image vertices are p01; p
0
3; p
0
2.
2. One of p2; p3 lies on C and therefore coincides with p−1. Suppose it is p3. Then
p2 lies to the left of C. By Lemma A.2, p02 lies to the right, while the order of
vertices on C is p03; p
0; p01. Again, in counterclockwise order, we have p
0
1; p
0
3; p
0
2.
3. C does not separate p2 from p3. Suppose that both lie to the left of C (the other
case being similar). Choose a geodesic path from p to p0 through p2 which stays
on or to the left of C. The union of this with its antipode gives a geodesic polygon
which either separates p1 from p3 or passes through one of them. By a suitable
re-labelling we arrive in Case 1 or Case 2 above.
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Proof of Proposition A.1. Choose a direction for C (which we are no longer assuming
to be a geodesic polygon). Suppose that a vertex v of G lies to the left of C. We
can join it to C by a path P whose only intersection with C is its nal vertex. Label
the penultimate and nal vertices of P, p2 and p respectively. On C, label the vertex
before p, p3 and the vertex after, p1. Since p2 lies to the left of C, p1; p2; p3 appear
in counterclockwise order around p. By Lemma A.3, the order of vertices around p0
is p01; p
0
3; p
0
2. Therefore p
0
2 lies to the right of C and is joined to v
0 by the image of
P, which meets C only at its nal vertex p0. It follows that v0 lies to the right of C.
11. For further reading
The following references are also of interest to the reader: [4,8].
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