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Abstract
The classical Strong Szegö–Widom Limit Theorem describes the asymptotic behavior of the determinants
of the finite sections PnT (a)Pn of Toeplitz operators, i.e., of operators which have constant entries along
each diagonal. We generalize these results to operators which have almost periodic sequences as their
diagonals.
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1. Introduction
The classical results. The n× n Toeplitz matrices are defined as
Tn(a) = (aj−k), 0 j, k  n− 1,
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T. Ehrhardt et al. / Journal of Functional Analysis 260 (2011) 30–75 31where a ∈ L∞(T) is a function defined on the unit circle T = {z ∈ C: |z| = 1} with Fourier
coefficients
ak = 12π
2π∫
0
a
(
eix
)
e−ikx dx, k ∈ Z.
Under certain assumptions on a, one of the several versions of the First Szegö Limit Theorem
[23,26] states that
lim
n→∞
detTn(a)
detTn−1(a)
= G[a],
while the Strong Szegö–Widom Limit Theorem [24], under additional assumptions, asserts that
lim
n→∞
detTn(a)
G[a]n = E[a].
Therein G[a] and E[a] are well-defined and non-zero constants. At this point we will not discuss
further details of the Szegö Limit Theorems, but refer to [8,9] and to Chapter 2 of [22], where
also information about the long and rich history can be found. In [18] some milestones in this
field are also mentioned.
Finite Toeplitz matrices Tn(a) are the finite sections PnT (a)Pn of Toeplitz operators
T (a) = (aj−k), j, k ∈ Z+, (1)
which act on 2(Z+), Z+ := {0,1,2, . . .}. The projections Pn are defined by
Pn : {x0, x1, x2, . . .} ∈ 2
(
Z+
) → {x0, . . . , xn−1,0,0, . . .} ∈ 2(Z+).
Furthermore, Toeplitz operators T (a) arise as the compressions PL(a)P of the Laurent operators
L(a) = (aj−k), j, k ∈ Z, (2)
which act on 2(Z). Here P is the Riesz projection operator
P : {xn}∞n=−∞ ∈ 2(Z) → {yn}∞n=−∞ ∈ 2(Z), yn =
{
xn if n 0,
0 if n < 0.
Laurent operators are constant on each diagonal. In other words, they are shift-invariant, i.e., they
satisfy U−nL(a)Un = L(a) for all n ∈ Z, where Un denotes the shift operator
Un : {xk}∞k=−∞ → {xk−n}∞k=−∞ (3)
acting on 2(Z).
The goal of this paper is to generalize the Strong Szegö–Widom Limit Theorem to finite
sections PnPAPPn in which A is a bounded linear operator acting on 2(Z) whose diagonals
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dominated operators with almost periodic diagonals. The paper [18], where two of the authors
dealt with a generalization of the First Szegö Limit Theorem, is thus somewhat related.
Let us proceed with explaining the notion of (band-dominated) operators with almost periodic
diagonals.
Operators with almost periodic diagonals. The set AP(Z) of almost periodic sequences con-
sists of all a ∈ ∞(Z) for which the set
{Una: n ∈ Z}
is relatively compact in the norm topology of ∞(Z). Here
Un : a ∈ ∞(Z) → b ∈ ∞(Z), b(k) := a(k − n), (4)
is the shift operator acting (isometrically) on ∞(Z). Clearly, the rules (3) and (4) are the same,
only the underlying spaces are different. Moreover, we will prefer the notation a(n) to the usual
an for the entries of a sequence a ∈ ∞(Z) because we will use the second notation for the
Fourier coefficients of a sequence a ∈ AP(Z) (see Section 2).
There is an equivalent definition of AP(Z) as the closure in ∞(Z) of the set of all finite linear
combinations of sequences eξ ∈ ∞(Z), where
eξ (n) = e2πiξn, n ∈ Z, ξ ∈ R. (5)
While a Laurent operator can be formally written as
L(a) =
∑
n∈Z
a(n)Un,
where a(n) ∈ C are constants, operators with almost periodic diagonals can be formally written
as
A=
∑
n∈Z
a(n)Un :=
∑
n∈Z
(
a(n)I
)
Un, (6)
where a(n) ∈ AP(Z) and aI stands for the multiplication operator generated by a ∈ ∞(Z),
aI : {xn}∞n=−∞ ∈ 2(Z) →
{
a(n)xn
}∞
n=−∞ ∈ 2(Z). (7)
For sake of brevity, we will usually write (a(n)I )Un as a(n)Un.
To make the notion of operators with almost periodic diagonals more precise, let OAP stand
for the set of all bounded linear operators A on 2(Z) such that their n-th diagonal belongs to
AP(Z) for each n ∈ Z. In other words,
Dn(A) := D(AU−n) ∈ AP(Z), (8)
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2(Z).
A subclass of OAP are band-dominated operators with almost periodic diagonals. This no-
tion is used rather loosely. It is customary to have it referred to the closure of the set of band
operators with almost periodic diagonals with respect to a suitable norm. Band operators are
operators of the form (6) with the sum being finite. For some information on band-dominated
operators see [17,18].
We are going to establish a generalization of the Strong Szegö–Widom Limit Theorem for
certain subclasses of band-dominated operators with almost periodic diagonals. These classes
are weighted Wiener type algebras and will be described later on in this introduction. However,
in order to get some idea of what to expect as a generalization, let us look first at the case of
block Toeplitz determinants.
Operators with periodic diagonals and block Toeplitz matrices. The class AP(Z) contains
all periodic sequences. An operator A acting on 2(Z) whose diagonals are periodic sequences
with fixed period N can be identified with a block Laurent operator in an obvious way. Block
Toeplitz and Laurent operators are defined by formulas (1) and (2), but with a being an N × N
matrix-valued function, whose Fourier coefficients an are N ×N matrices.
Finite block Toeplitz matrices are defined similarly. They arise from the finite sections of the
afore-mentioned operators A by
Tn(a) = PnNPAPPnN,
i.e., when the size of the finite section is a multiple of N .
The block case of the Strong Szegö Limit Theorem was established by Widom [26,9]. We
are going to state this result for generating functions belonging to the Banach algebra B = W ∩
F2,21/2,1/2, which by definition consists of all (continuous) functions a ∈ L∞(T) for which
‖a‖B :=
∞∑
n=−∞
|an| +
( ∞∑
n=−∞
|n| · |an|2
)1/2
< ∞.
Theorem 1.1 (Strong Szegö–Widom Limit Theorem). Let a ∈ BN×N , and assume that deta(t) 	= 0
for all t ∈ T and that deta(t) has winding number zero. Then
lim
n→∞
detTn(a)
G[a]n = E[a] (9)
where
G[a] = exp
(
1
2π
2π∫
0
log deta
(
eix
)
dx
)
and E[a] = detT (a)T (a−1).
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deta in B . Equivalently, we can require that a belongs to the connected component of the group
of all invertible elements of BN×N containing the unit element. Notice that this last condition is
equivalent to requiring that the matrix function a is a finite product of exponentials of functions
in BN×N (see, e.g., [1,20]).
The constant E[a] is defined in terms of an operator determinant. In fact, T (a)T (a−1) equals
identity plus a trace class operator. Only in the case N = 1 (and perhaps in some other very
special cases) a more explicit expression is known:
E[a] = exp
( ∞∑
k=1
k(loga)k(loga)−k
)
.
For more details on the Szegö–Widom Limit Theorem we refer to [8,9,12].
What to expect in the almost periodic case. In view of the results in the block Toeplitz case
(i.e., in the case of periodic diagonals), we can now get an idea of what can and, maybe more
important, what cannot be expected in the almost periodic case.
For instance, for general operators A with almost periodic diagonals one cannot expect an
asymptotic formula of the kind
lim
n→∞
detPnPAPPn
Gn
= E. (10)
Simple counterexamples can be constructed involving block diagonal Laurent operators.
What one can expect is that for certain strictly monotonically increasing sequences h : Z+ →
Z+ we have
lim
n→∞
detPh(n)PAPPh(n)
Gh(n)
= E. (11)
For instance, in the periodic case, we should take h(n) = nN . Then we have GN = G[a] in
comparison with Theorem 1.1. In general such sequences h corresponds to the notion of a dis-
tinguished sequence, which plays a crucial role in this paper as it had in [18].
Moreover, we cannot expect an explicit expression for E besides that of an operator determi-
nant.
Furthermore, we have to restrict the class of band-dominated operators. This corresponds to
take the generating functions in Theorem 1.1 from the Banach algebra B instead of from L∞(T).
Finally, in the almost periodic case a somewhat unexpected difficulty enters the scene. If one
wants to obtain the asymptotics of determinants one should be able to analyze the asymptotics
of traces in the first place. Indeed, to see that this is a necessary step consider the special case of
A = eaI with a ∈ AP(Z), and notice that det(PnPAPPn) = exp(trace(PnPaIPPn)).
To compute the trace for the finite sections of A ∈ OAP , let a = D(A) ∈ AP(Z). Then
trace(PnPAPPn) =
n−1∑
a(k). (12)
k=0
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almost periodic sequence. Desirably we would like to have an error term o(1). However, in the
(almost) periodic case this cannot hold true. Yet one could expect that perhaps for distinguished
sequences h : Z+ → Z+ we have
h(n)−1∑
k=0
a(k) = h(n) ·M(a)+ o(1), n → ∞. (13)
For instance, in the case of a periodic sequence with period N , we can take h(n) = Nn. As will
be shown by counterexamples in the last section of this paper, also this is not true in general! In
the counterexamples the error term may not even be bounded.
Fortunately, for some classes of almost periodic sequences, the asymptotics (13) still holds
true. The validity or failure is connected with the Fourier spectrum of the underlying sequence.
Illustration of the main results. The proof of the main results is very technical. Unfortunately,
even to state the main results in full detail is quite technical, too. One reason is that one has to
deal with three different objects:
1. additive subgroups Ξ of R/Z which are related to the Fourier spectrum of almost periodic
sequences;
2. Banach algebras A of almost periodic sequences involving a weight;
3. Banach algebras R of operators on 2(Z) whose diagonals are sequences of the previous
Banach algebras.
The main result of this paper (Theorem 5.3) will be stated here in the introduction in full general-
ity. It involves the just mentioned additive subgroups Ξ which we will only partially elaborate on
here. Section 2 will provide full details on this matter. Sections 3–4 will provide the major steps
towards the proof. For the proof it is necessary to introduce further auxiliary Banach algebras.
Section 5 will give the main results with their proofs. Section 6 contains the counterexamples
related to the asymptotics of the traces.
Let us now describe the main results. We start with an additive subgroup Ξ of R/Z, which at
this point can be arbitrary. Here R/Z denotes the additive group arising from R by identifying
two numbers whose difference is an integer. As for notation, we will write ξ for both a real
number and the corresponding equivalence class in R/Z.
An admissible weight β on Ξ is a function β : Ξ → R+ for which
1 β(ξ1 + ξ2) β(ξ1)β(ξ2).
For instance, we can put β(ξ) = 1. Another example of admissible weights can be constructed
for finitely generated groups
Ξ = {ξ = α1ξ1 + · · · + αNξN : α = (α1, . . . , αN) ∈ ZN}
with given generators (ξ1, . . . , ξN ) ∈ RN by defining
β(ξ)= (1 + |α|)ω, ω 0 (14)
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over the field Q to make sure that the coefficients αk are uniquely determined by ξ .
For any such additive subgroup Ξ and any admissible weight β we define A = APW(Z,Ξ,β)
as the set of all sequences a ∈ ∞(Z) of the form
a =
∑
ξ∈Ξ
aξeξ such that ‖a‖Ξ,β :=
∑
ξ∈Ξ
β(ξ)|aξ | < ∞
with aξ ∈ C. We will show that A is a Banach algebra with the above norm which is continuously
embedded in AP(Z). All elements in A have Fourier spectrum contained in Ξ .
Next, given such a Banach algebra A and α1, α2  0 define R = Wα1,α2(A) as the set of all
operators A acting on 2(Z) which are of the form
A =
∑
k∈Z
a(k)Uk, a
(k) ∈ A
such that
‖A‖R :=
∥∥a(0)∥∥A + ∞∑
k=1
(
(1 + k)α1∥∥a(k)∥∥A + (1 + k)α2∥∥a(−k)∥∥A)< ∞.
The last condition ensures that the defining series for A converges. The set R is a unital Banach
algebra which is continuously embedded into L(2(Z)) and contained in OAP .
Finally, a strictly increasing sequence h : Z+ → Z+ is called distinguished for Ξ , if
lim
n→∞ e
2πiξh(n) = 1
for each ξ ∈ Ξ . Clearly, the previous condition is satisfied for all ξ ∈ Ξ if it holds for a set of
generators of the group Ξ . Moreover, one can show that all finitely generated groups Ξ possess
distinguished sequences.
Now we can state an auxiliary result. It corresponds to a special case of Theorem 5.2.
Theorem 1.2. Let Ξ , β , A, and R be as above, and assume that α1 + α2 = 1, α1, α2 > 0. Let
h : Z+ → Z+ be a distinguished sequence for Ξ . Then, for A1, . . . ,Ar ∈ R and A = eA1 · · · eAr ,
we have
lim
n→∞
det(Ph(n)PAPPh(n))
exp(trace(Ph(n)P (A1 + · · · +Ar)PPh(n))) = det
(
PAPA−1P
)
.
Therein the determinant on the right-hand side is a well-defined operator determinant of an
operator acting on 2(Z+).
If we compare this theorem with the classical Strong Szegö–Widom Theorem (see Theo-
rem 1.1), then the assumption that the operator A is a product of exponentials corresponds to
the condition that the symbol of the block Toeplitz operator Tn(a) has a non-vanishing deter-
minant with winding number zero. In fact, we one can recover the classical theorem (although
in the setting of a slightly different Banach algebra B) by considering A = L(a), h(n) = nN ,
Ξ = {k/N : k ∈ Z}, β ≡ 1, and α1 = α2 = 1/2, where N is the block size.
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The computation of the trace seems easy. In fact, we have
trace
(
Ph(n)P (A1 + · · · +Ar)PPh(n)
)= h(n)−1∑
k=0
a(k)
where a = D(A1 + · · · + Ar) ∈ A = APW(Z,Ξ,β) ⊆ AP(Z) is the sequence arising from the
main diagonals of the Ak’s. However, as mentioned before, the form of the asymptotics that we
would expect from the classical (periodic) case does not always hold in the almost periodic case.
In order to ensure such an asymptotics, one needs to require a non-trivial extra assumption. This
is an assumption on the underlying group Ξ and the weight β .
We call the weight β compatible on Ξ if
inf
ξ∈Ξ,ξ 	=0 β(ξ) · ‖ξ‖R/Z > 0
where ‖ξ‖R/Z = inf{|ξ − n|: n ∈ Z}. Now we have the following result.
Theorem 1.3. Let β be an admissible and compatible weight on an additive subgroup Ξ of R/Z,
and suppose that h : Z+ → Z+ is a distinguished sequence. Then, for a ∈ APW(Z,Ξ,β),
h(n)−1∑
k=0
a(k) = h(n) ·M(a)+ o(1), as n → ∞.
This theorem is stated and proved in Section 2 (see Theorem 2.7).
It is now clear that if we can combine the last two results, then we obtain
lim
n→∞
det(Ph(n)PAPPh(n))
Gh(n)
= det(PAPA−1P ) with G = exp(M(a)),
which is our main result (Theorem 5.3).
The main question which arises in connection with Theorem 1.3 is: Given an additive sub-
group Ξ , does there exist an admissible and compatible weight? In addition, we do not want the
weights to be growing too fast as this would restrict the classes of almost periodic sequences too
much.
The counterexamples, which will be presented in Section 6, will imply that such compatible
weight do not always exist, not even for every singly-generated group Ξ . On the other hand,
there are positive results. They will be presented in Theorem 2.8 and in Section 2.3. First of all,
it is shown that almost every finitely generated group Ξ possesses an admissible weight is of
the form (14). Here “almost every” is understood in the sense of the Lebesgue’s measure with
respect to the generators of the group. To identify concrete groups which possess such weights is
more complicated and in fact relies on deep results on diophantine approximation. For instance,
positive results are obtained for groups generated by finitely many algebraic numbers.
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{kξ : k ∈ Z} with ξ being irrational. In fact, ξ must be a Liouville number. We will construct
such numbers ξ (in terms of an infinite series) and corresponding almost periodic sequences
a =
∞∑
k=1
akekξ
with exponentially decaying ak’s such that various properties are fulfilled. In particular, the fol-
lowing examples can be realized:
1. ak = b−k , b > 1, x > 0 arbitrary, and ξ suitably constructed: then there exists a distinguished
sequence h such that
h(n)−1∑
k=0
a(k) = x + o(1) as n → ∞.
2. ak = b−k , b > 1, 0 < α < 1 arbitrary, and ξ suitably constructed: then there exists a distin-
guished sequence h such that
h(n)−1∑
k=0
a(k) = h(n)α(1 + o(1)) as n → ∞.
Notice that therein M(a) = 0, and observe that the asymptotics are different from those asserted
in Theorem 1.3.
In view of the main result, yet other questions come up. How can one decide whether an
operator is a product of exponentials (as is required in the assumptions of the main theorem)? We
leave this important question open, although some comments are given at the end of Section 5.
Furthermore, is there a way to compute the constant G directly in terms of A? Also this question
is left open.
Outline of the paper and main idea of the proof. Let us give now a brief outline of the pa-
per. Section 2 is devoted to almost periodic sequences. Besides elaborating on the notion of a
distinguished sequence, we are going to define classes of almost sequences for which the asymp-
totics (13) holds. As mentioned before they are described by a certain condition, and we show,
using known results from diophantine approximation, that this condition is in a certain sense
generically fulfilled.
The proof our main result is based on a Banach algebra approach. This approach was in-
troduced by one of the authors in [12] in the setting of the classical Strong Szegö–Widom Limit
Theorem. The potential of this approach seems large and is by no means restricted to the classical
results.
One could ask if the results of this paper could be proved by other methods. A recent approach
to classical Strong Szegö–Widom Theorem is by means of the of Geronimo–Case–Borodin–
Okounkov identity. However, it seems that for our operators this approach does not work.
The proof of the main result by the Banach algebra approach is done in Sections 3–5. In
Section 3 the appropriate classes of operators on 2(Z) with almost periodic diagonals will be
defined. The notions of suitability, rigidity, and shift-invariance are defined, too. The notion of
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and of sequences are defined, which are derived from rigid, suitable and shift-invariant Banach
algebras. These Banach algebras and their properties are the main ingredients to the Banach
algebra approach. The main result is established in Section 5.
Finally, in Section 6 we present counterexamples to the asymptotics (13). These counterexam-
ples contrast the positive results of Section 2 and show certain limitations of further generalizing
the main results.
Our motivation for establishing the Szegö–Widom Limit Theorem for band-dominated op-
erators with almost periodic coefficients comes from its most prominent example: the almost
Mathieu operator
A= U1 + aI +U−1
Here a(n) = β sin(ξn + δ), and β , ξ , and δ are certain (real) constants. Our results would ap-
ply to the determinants of PnP (A − λI)PPn provided that the appropriate assumptions of the
main theorem are fulfilled. For more information about almost periodic operators we refer to the
monograph [6] and the more recent papers [2,16], where the long standing ten Martini problem
is solved.
2. Banach algebras of almost periodic sequences
Let us start with some basic facts about AP(Z). A basic reference for almost periodic functions
(and thus also for almost periodic sequences) is [11].
For each a ∈ AP(Z) its mean M(a) is well defined by the limit
M(a) = lim
n→∞
1
n
n−1∑
k=0
a(k). (15)
As already mentioned in the introduction, let R/Z denote the additive group arising from R by
identifying two numbers whose difference is an integer. We agree to denote a real number which
is a representative of the equivalence class ξ ∈ R/Z also by ξ .
The Fourier coefficients of a sequence a ∈ AP(Z) are defined by
aξ = M(ae−ξ ), ξ ∈ R/Z,
where eξ ∈ AP(Z) is the sequence defined in (5). The set of all ξ ∈ R/Z for which aξ 	= 0 is
called the Fourier spectrum of a. For each a ∈ AP(Z) this set is at most countable.
A subclass of almost periodic sequences is the Wiener class APW(Z), which is the set of all
sequences a ∈ AP(Z) with absolutely convergent Fourier series. In other words, it is the set of all
sequences which can be represented as
a =
∑
ξ
aξeξ (16)
where the sum is taken over at most countably many elements ξ ∈ R/Z and where
‖a‖APW(Z) :=
∑
|aξ | < ∞.
ξ
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AP(Z).
The goal of this section is to provide information about the asymptotics of
n−1∑
k=0
a(k) (17)
as n → ∞ for a ∈ AP(Z). By the definition of the mean, this sum equals nM(a) + o(n) as
n → ∞. In order to get a better estimate of the error term, let us consider the case where a is a
finite sum (16). Using the obvious facts
M(eξ ) =
{1 if ξ = 0,
0 if ξ 	= 0 (18)
and
n−1∑
k=0
eξ (k) = 1 − e
2πiξn
1 − e2πiξ , (19)
it follows that
n−1∑
k=0
a(k) = n ·M(a)+
∑
ξ 	=0
aξ
1 − e2πiξn
1 − e2πiξ .
The second term behaves oscillatory. Therefore, we are compelled to let run n not through all
positive integers, but to restrict ourselves to certain strictly increasing sequence h : Z+ → Z+.
Indeed, if h is such that
lim
n→∞ e
2πiξh(n) = 1, (20)
for all ξ in the Fourier spectrum of a, then
h(n)−1∑
k=0
a(k)= h(n) ·M(a)+ o(1), n→ ∞.
At this point one is tempted to carry over this result to the case where a is an infinite sum (16),
e.g., for general a ∈ APW(Z). However, as will be shown in Section 6, this kind of asymptotics
does not hold in general.
2.1. Distinguished sequences for subalgebras of AP(Z)
Throughout the rest of the paper, let H stand for the set of all strictly increasing sequences
h : Z+ → Z+.
All Banach algebras which we will consider have a unit element. When we say that A is a
Banach subalgebra of a Banach algebra B we do not imply any relation between the norms of
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the unit elements are the same.
A Banach subalgebra A of ∞(Z) will be called shift-invariant if, for each a ∈ A and n ∈ Z,
we have Una ∈ A and
‖Una‖A = ‖a‖A. (21)
Let A be a shift-invariant Banach subalgebra of ∞(Z). A sequence h ∈ H will be called
distinguished for A if for each a ∈ A we have
lim
n→∞‖U−h(n)a − a‖A = 0. (22)
For certain classes of Banach algebras A, the following proposition provides a simple criterion
for a sequence h to be distinguished for A.
Proposition 2.1. Let Ξ be an additive subgroup of R/Z, and let A be a shift-invariant Banach
subalgebra of AP(Z) such that the linear span of
{eξ : ξ ∈Ξ}
is contained and dense in A. Then a sequence h ∈ H is distinguished for A if and only if for each
ξ ∈ Ξ we have
lim
n→∞ e
2πih(n)ξ = 1. (23)
Proof. From U−h(n)eξ = e2πih(n)ξeξ it follows that
‖U−h(n)eξ − eξ‖A =
∥∥e2πih(n)ξeξ − eξ∥∥A = ∣∣e2πih(n)ξ − 1∣∣ · ‖eξ‖A.
This proves the “only if” part as well as the “if” part for a = eξ . Moreover, assuming (23) it
follows that (22) holds for finite linear combinations of eξ . Using the density assumption an
approximation argument implies the validity of (22) for all a ∈ A. 
The criterion can be relaxed further. In fact, it is sufficient to require (23) only for a set of
generators of the group Ξ .
For the classes of Banach algebras to which the previous proposition can be applied, the
question of h being distinguished is reduced to the underlying group Ξ . In such a setting we will
say that h ∈ H is a distinguished sequence for Ξ .
Not for all additive subgroups Ξ there exist distinguished sequences. A necessary condition
is that the Lebesgue measure of Ξ is zero, a sufficient condition is that Ξ is countable. (We will
not prove these facts here.)
Example 2.2 (Trivial example). Let N ∈ N and
Ξ =
{
k
N
+ Z: k ∈ Z
}
.
Then h(n) = Nn is a distinguished sequence for Ξ .
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Example 2.4. Let ξ1, . . . , ξN ∈ R be such that {1, ξ1, . . . , ξN } are linearly independent over Q,
and let
Ξ = {α1ξ1 + · · · + αNξN : (α1, . . . , αn) ∈ ZN}.
Then distinguished sequences exist. This follows from the well-known fact that the set{
(nξ1, nξ2, . . . , nξN) ∈ (R/Z)N : n ∈ N
}
is dense in (R/Z)N .
The next example is a special case of the previous one, where a particular distinguished se-
quence is described. For details, see [18, Example 2.10].
Example 2.5. Let Ξ = {αξ : α ∈ Z} where ξ ∈ R is irrational. Let pn/qn be the n-th continued
fraction of ξ . Then h(n) = qn is a distinguished sequence for Ξ . This follows from the well-
known fact that |qnξ − pn|< 1/qn.
2.2. Weighted Wiener algebras of almost periodic sequences: the compatibility condition
In what follows we are going to define a concrete class of shift-invariant Banach algebras,
namely weighted Wiener algebras of almost periodic sequences with their Fourier spectrum con-
tained in a prescribed subgroup of R/Z.
Let Ξ be an additive subgroup of R/Z. We call a mapping β : Ξ → R+ an admissible weight
on Ξ if
1 β(ξ1 + ξ2) β(ξ1)β(ξ2) (24)
for each ξ1, ξ2 ∈Ξ . For such Ξ and β , let APW(Z,Ξ,β) stand for the set of all functions
a =
∑
ξ∈Ξ
aξeξ (25)
for which
‖a‖Ξ,β :=
∑
ξ∈Ξ
β(ξ)|aξ | < ∞.
With the above norm, APW(Z,Ξ,β) becomes Banach space which is continuously embedded in
APW(Z). In particular, (25) is an absolutely convergent series. The following theorem guarantees
that APW(Z,Ξ,β) is indeed a Banach algebra and that we can apply the results of the previous
section.
Theorem 2.6. Let β be an admissible weight on an additive subgroup Ξ of R/Z. Then
APW(Z,Ξ,β) is a shift-invariant, continuously embedded Banach subalgebra of AP(Z), and
the linear span of {eξ : ξ ∈Ξ} is a dense subset.
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a =
∑
ξ∈Ξ
aξeξ , b =
∑
ξ∈Ξ
bξeξ
belong to APW(Z,Ξ,β). Since eξ1eξ2 = eξ1+ξ2 , one has
ab =
∑
ξ1∈Ξ
∑
ξ2∈Ξ
aξ1bξ2eξ1+ξ2 =
∑
ξ∈Ξ
( ∑
ξ1∈Ξ
aξ1bξ−ξ1
)
eξ .
From the following estimate we can conclude that ab ∈ APW(Z,Ξ,β) and also that ‖ab‖ 
‖a‖‖b‖:
‖ab‖Ξ,β =
∑
ξ∈Ξ
β(ξ)
∣∣∣∣ ∑
ξ1∈Ξ
aξ1bξ−ξ1
∣∣∣∣

∑
ξ1∈Ξ
∑
ξ2∈Ξ
β(ξ1 + ξ2)|aξ1bξ2 |
=
( ∑
ξ1∈Ξ
β(ξ1)|aξ1 |
)( ∑
ξ2∈Ξ
β(ξ2)|bξ2 |
)
= ‖a‖Ξ,β‖b‖Ξ,β .
Notice that we have used that the weight β is admissible.
Let us now verify that APW(Z,Ξ,β) is shift-invariant. For n ∈ Z we have U−neξ = e2πiξneξ .
Hence
a =
∑
ξ∈Ξ
aξeξ implies U−na =
∑
ξ∈Ξ
aξ e
2πiξneξ .
Because of |e2πiξn| = 1 it follows that U−na belongs to APW(Z,Ξ,β) whenever so does a, and
one also has ‖U−na‖Ξ,β = ‖a‖Ξ,β .
The remaining statements are obvious. 
We are now going to establish the main theorem of this section. Therein we need to require a
somewhat restrictive condition on Ξ and β . In order to describe it, let us introduce
‖ξ‖R/Z := inf
{|ξ − n|: n ∈ Z}, (26)
which corresponds to the natural metric on R/Z. Now we say that β is compatible on Ξ if
inf
ξ∈Ξ,ξ 	=0 β(ξ) · ‖ξ‖R/Z > 0. (27)
We will look in a few moments at the important question whether admissible and compatible
weights exist.
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If a ∈ APW(Z,Ξ,β) and h ∈ H is a distinguished sequence for Ξ , then
h(n)−1∑
k=0
a(k) = h(n) ·M(a)+ o(1), n → ∞. (28)
Proof. First observe that (using M(a) = a0)
h(n)−1∑
k=0
a(k)− h(n)M(a) =
∑
ξ∈Ξ,ξ 	=0
aξ
(
h(n)−1∑
k=0
eξ (k)
)
. (29)
For (fixed) ξ ∈ Ξ , ξ 	= 0, the expression in the braces can be rewritten as follows,
h(n)−1∑
k=0
eξ (k) =
h(n)−1∑
k=0
e2πiξk = 1 − e
2πiξh(n)
1 − e2πiξ ,
and thus, by Proposition 2.1, it converges to zero as n → ∞. On the other hand, the same expres-
sion can be estimated by ∣∣∣∣∣
h(n)−1∑
k=0
eξ (k)
∣∣∣∣∣= 1| sin(πξ)|  Cβ(ξ),
where the constant C comes from the infimum (27). Hence, using dominated convergence, the ex-
pression (29) represents an absolutely convergent series which converges to zero as n → ∞. 
Let us now turn to the question of the existence of admissible and compatible weights. We
are not able to answer this question completely. In fact, it is connected to some deep question of
diophantine approximation.
We are first going to show a pure existence result, namely, that for finitely generated subgroups
there exists “generically” an admissible and compatible weight. In addition, the weight grows
only polynomially. The basis of these observations is the following theorem, which is proved,
e.g., in Section 3.5.3 (N = 1) and Section 4.3.2 (N  2) of [5].
Theorem 2.8. Let N  1 and denote by SN ⊆ (R/Z)N the set of all (ξ1, . . . , ξN) for which there
exist ω > 0 and C > 0 such that
‖α1ξ1 + · · · + αNξN‖R/Z  C
(
max
1iN
|αi |
)−ω
(30)
for all (α1, . . . , αN) ∈ ZN \{0}. Then the complement of SN in (R/Z)N has Hausdorff dimension
N − 1, hence Lebesgue measure zero in (R/Z)N .
It is now obvious, that for ξ ∈ SN we can define an admissible and compatible weight on
Ξ = {ξ = α1ξ1 + · · · + αNξN ∈ (R/Z)N : α = (α1, . . . , αN) ∈ ZN}
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β(ξ) = (1 + |α|)ω, |α| = max
1iN
|αi |.
In the case N = 1, the set S1 is just the set of all numbers which are not Liouville numbers.
2.3. Examples of Banach algebras APW(Z,Ξ,β)
The purpose of this section is to provide concrete examples of classes of additive subgroups
Ξ and admissible and compatible weights β , thus providing examples of Banach algebras
APW(Z,Ξ,β) to which Theorem 2.7 can be applied.
Besides two trivial examples, we consider two other examples. In the first one, Ξ is finitely
generated by algebraic numbers, in the second one, Ξ is generated by finitely many logarithms of
algebraic numbers. Both examples rely on rather deep results from diophantine approximation.
Example 2.9 (Trivial example). Let N ∈ N and
Ξ =
{
k
N
+ Z: k ∈ Z
}
.
Clearly, Ξ contains precisely N elements and we can define an admissible and compatible weight
by β(ξ) = 1. The Banach algebra APW(Z,Ξ,β) consists of all periodic sequences with pe-
riod N .
Example 2.10 (Trivial example). Let Ξ = Q/Z. We can define an admissible and compatible
weight by
β(ξ) = q where ξ = p
q
, p ∈ Z, q ∈ N, and p,q are co-prime.
The Banach algebra APW(Z,Ξ,β) is the closure (with respect to the appropriate norm) of the
set of all periodic sequences (with no conditions on the length of the period).
In order to establish non-trivial examples we need to resort to the theory of diophantine ap-
proximation. We refer to [4,10,25] as some references. Before stating these results, recall the
notion of an algebraic number.
A number ξ ∈ C is called algebraic if there exists a (not identically vanishing) polynomial
with integer coefficients that annihilates ξ . Among all such polynomials there exists one with
smallest degree (or, equivalently, which is irreducible). The degree of the algebraic number is by
definition the degree of this polynomial.
Theorem 2.11 (Roth–Schmidt). Let ξ1, . . . , ξN be algebraic numbers such that {1, ξ1, . . . , ξN } is
linearly independent over Q. Then for every d > 0 there exists a constant Cd > 0 such that
|α0 + α1ξ1 + · · · + αNξN | Cd
(
max
1iN
|αi |
)−N−d
for every (α0, α1, . . . , αN) ∈ ZN+1.
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brated theorem of Roth [19]. Roth’s result was the culmination point of a development starting
with Liouville’s Theorem, where the exponent d depends on the degree of the algebraic num-
ber. The conditions on d were subsequently relaxed by A. Thue, C.L. Siegel, F.J. Dyson, A.O.
Gelfond, and finally by K.F. Roth, who obtained, in some sense, the best possible result.
Notice that if N = 1 and if the (single) algebraic number ξ1 has degree two, then Liouville’s
Theorem gives already a better result, namely the above inequality with d = 0.
Example 2.12. Let ξ1, . . . , ξN ∈ R be algebraic numbers such that {1, ξ1, . . . , ξN } is linearly
independent over Q. Then every Z-linear combination
α1ξ1 + · · · + αNξN
can be considered as an element of R/Z and determines the coefficients α1, . . . , αN uniquely.
Consider
Ξ = {α1ξ1 + · · · + αNξN : (α1, . . . , αN) ∈ ZN},
and for ε > 0 define the weight
β(ξ) = (1 + |α|)N+ε, |α| := max{|α1|, . . . , |αN |}.
Obviously, β is admissible. The compatibility follows from the Roth–Schmidt Theorem.
For the next example we need to state two theorems as preparations. Let Q denote the set of
all algebraic numbers (possibly complex), and let
Λ = {λ ∈ C: exp(λ) ∈ Q}. (31)
In other words, Λ is the set of logarithms of algebraic numbers.
Theorem 2.13 (Baker). If λ1, . . . , λN ∈ Λ are linearly independent over Q, then 1, λ1, . . . , λN
are linearly independent over Q.
This theorem was established by Baker in 1966 [3]. Predecessors to this results were estab-
lished by Gelfond, Kuzmin, and Gelfond–Schneider (see also [4,25]).
The next theorem is more general than the previous one. However, the previous theorem usu-
ally serves as a prerequisite for the next one.
Theorem 2.14 (Feldman). Let λ1, . . . , λN ∈ Λ be linearly independent over Q, and let d ∈ N.
Then there exist (effectively computable) constants C,ω > 0 (depending only on λ1, . . . , λN
and d) such that
|α0 + α1λ1 + · · · + αNλN | Ch−ω (32)
for all α0, . . . , αN ∈ Q of degree  d , where h is the maximum of the heights of α0, . . . , αN .
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the annihilating irreducible polynomial with relatively prime integer coefficients. (The height of
α = 0 is zero by definition.)
Only the following two cases are of interest to us: if α ∈ Z, then its height equals |α|, if α ∈ iZ,
then its height equals |α|2.
The result was established by N.I. Feldman [13] in 1968 (although stated in a slightly different
way). The constants, though explicit, are quite complicated. Improvements of those constants
have been obtained subsequently. Lower estimates of non-algebraic type have been established
earlier by A.O. Gelfond and A. Baker.
In the following example we will take generators ξ1, . . . , ξN for Ξ which belong either to
Λ∩ R or iΛ∩ R. The first class includes numbers such as
log 5 or log(1 + √2 ).
The second class includes numbers such as
π = i log(−1) or arctan(√2 ) = i log
√
1 − i√2√
1 + i√2
.
Example 2.15. Let
ξ1, . . . , ξM ∈Λ∩ R, ξM+1, . . . , ξN ∈ (iΛ∩ R),
and assume that both {ξ1, . . . , ξM} and {ξM+1, . . . , ξN } are linearly independent over Q. Then
the coefficients α1, . . . , αN ∈ Z of any linear combination α1ξ1 + · · · + αNξN considered as an
element in R/Z are uniquely determined. Indeed, we can make an obvious substitution and write
α0 + α1ξ1 + · · · + αNξN
= α0 + α1λ1 + · · · + αMλM + (iαM+1)λM+1 + · · · + (iαN)λN (33)
with λ1, . . . , λN ∈ Λ. It follows from the assumption that the set {λ1, . . . , λN } is linearly inde-
pendent over Q. Hence Theorem 2.13 implies that if the above linear combination is zero, then
all their coefficients must be zero, too.
Now consider the subgroup
Ξ = {α1ξ1 + · · · + αNξN : (α1, . . . , αN) ∈ ZN}
of R/Z. From Theorem 2.14 it follows that there exist constants C > 0 and ω such that estimate
(32) holds, whence by using (33)
‖α1ξ1 + · · · + αNξN‖R/Z  C
(
max
0iN
|αi |
)−2ω
.
Note that the exponent 2ω comes from the fact that we have coefficients iαk , which have height
|αk|2. This implies by a simple computation that the weight
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is compatible and (obviously) admissible.
3. Banach algebras of operators on 2(Z)
The purpose of this section is to find classes of Banach algebras of operators on 2(Z) for
which a generalization of the Strong Szegö–Widom Limit Theorem can be established.
Our proof is based on a “Banach algebra approach”. This approach was established in the
case of classical Szegö–Widom Limit Theorem in [12]. The main idea is to reduce the asymp-
totics of determinants to the asymptotics of traces of certain operators, and it is accomplished by
considering Banach algebras of “symbols”, which are characterized by certain properties.
The main property that such Banach algebras have to possess is that of suitability. It general-
izes the corresponding notion introduced first in [12].
There are also two other notions. They are trivial in the classical setting. The notion of shift-
invariance of such a Banach algebra makes sure that the notion of a distinguished sequence can
be considered properly. A third notion, that of rigidity, is of rather technical nature. One could
probably work without it, but the changes necessary would make the presentation more tedious.
Before we start with this, let us introduce some notation. As usual, L(H) stands for the Banach
algebra of all bounded linear operators on a Hilbert space H . For 1  p < ∞, let Cp(H) refer
to the Schatten–von Neumann class of operators on H , i.e., to the set of all compact operators
K ∈ L(H) for which
‖K‖Cp :=
(∑
n0
sn(K)
p
)1/p
< ∞
where {sn(K)} refers to the sequence of the decreasingly ordered non-zero eigenvalues of
(K∗K)1/2, with multiplicities taken into account.
Let P and J stand for the following operators on 2(Z),
P : {xn}∞n=−∞ → {yn}∞n=−∞ with yn =
{
xn if n 0,
0 if n < 0,
J : {xn}∞n=−∞ → {yn}∞n=−∞ with yn = x−1−n,
and let Q = I − P . For each operator A ∈ L(2(Z)) let
T (A) := PAP, H(A) := PAJP, A˜ := JAJ.
We will identify the image of the projection P with 2(Z+), and hence the operators T (A) and
H(A) are to be considered as operators acting on 2(Z+). The identity operator on 2(Z+) will
be denoted by P .
Using this notation, the identities
PABP = PAPBP + PAQBP = PAPBP + PAJPJBP
= (PAP )(PBP )+ (PAJP )(PJBP ),
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= (PAP )(PBJP )+ (PAJP )(PJBJP ),
read as
T (AB) = T (A)T (B)+H(A)H(B˜), (34)
H(AB) = T (A)H(B)+H(A)T (B˜), (35)
which reminds one on the basic identities between Toeplitz and Hankel operators. We will there-
fore call T (A) and H(A) the Toeplitz and the Hankel operator generated by A ∈ L(2(Z)),
respectively.
3.1. Rigid classes of operators on 2(Z)
A set R of bounded linear operators on 2(Z) is called rigid if for each A ∈ R the following
implication is true:
If T (A) or T (A˜) is compact, then A= 0. (36)
This notion is modeled after the corresponding property for Toeplitz operators. Clearly, each
subset of a rigid set is rigid.
Theorem 3.1. The class OAP is rigid.
Proof. Because A ∈ OAP if and only if A˜ ∈ OAP , it suffices to prove that PAP being compact
implies A= 0.
Fix k and let a(k) := Dk(A) ∈ AP(Z). Write, formally,
PAP =
∑
k∈Z
P
(
a(k)I
)
UkP
to see that
Dk(PAP) = b(k)
where
b(k)(m) :=
{
a(k)(m) if mmax{0, k},
0 otherwise.
We are going to use the peculiar property that for each almost periodic a ∈ AP(Z) there exists
a strictly increasing sequence h : Z+ → Z+ such that
‖U−h(n)a − a‖∞(Z) → 0, as n → ∞.
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a(m) = lim
n→∞a
(
m+ h(n)).
We apply this to a = a(k) and observe that
Dk(U−h(n)PAPUh(n)) = U−h(n)b(k).
The left-hand side converges to zero elementwise because of the compactness assumption, while
the right-hand side converges to a(k). Hence a(k) = 0. Since k was chosen arbitrarily we can
conclude that A= 0. 
3.2. Suitable Banach algebras of operators on 2(Z)
A Banach algebra R of bounded linear operators on 2(Z) will be called suitable if the fol-
lowing conditions are satisfied:
(a) R is continuously embedded into L(2(Z)) and
‖A‖L(2(Z))  ‖A‖R for all A ∈ R,
(b) For all A,B ∈ R, the operators PAQBP and QAPBQ are trace class, and there is a
constant M such that
max
{‖PAQBP ‖C1,‖QAPBQ‖C1}M‖A‖R‖B‖R for all A,B ∈ R.
We proceed with establishing some basic observations, which can easily be verified.
(i) Condition (b) can be reformulated by saying that both H(A)H(B˜) and H(A˜)H(B) are trace
class and
max
{∥∥H(A)H(B˜)∥∥C1 ,∥∥H(A˜)H(B)∥∥C1}M‖A‖R‖B‖R
for all A,B ∈ R. Moreover, by induction, condition (b) implies that
P(ΠAi)P −Π(PAiP ) ∈ C1
(
2(Z)
) (37)
for each finite product of elements Ai ∈ R.
(ii) The set of all operators of the form PAP +QBQ with A,B ∈ L(2(Z)) equipped with the
norm of L(2(Z)) forms a suitable Banach algebra.
(iii) If R is a suitable Banach algebra with respect to the norm ‖.‖R, then the set R˜ of all
operators A˜ = JAJ with A ∈ R forms a suitable Banach algebra with respect to the norm
‖JAJ‖R˜ := ‖A‖R.
(iv) If R is a suitable Banach algebra and A is another Banach algebra which is continuously
embedded in L(2(Z)), then R∩A is a suitable Banach algebra with the norm ‖A‖R∩A :=
‖A‖R + ‖A‖A.
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algebras is the following.
Example 3.2 (Operators with Schatten class corners). For p,q  1, let
Rp,q :=
{
A ∈ L(2(Z)) : PAQ ∈ Cp(2(Z)), QAP ∈ Cq(2(Z))},
and introduce a norm by
‖A‖Rp,q := ‖A‖L(2(Z)) + ‖PAQ‖Cp + ‖QAP ‖Cq . (38)
Proposition 3.3. Rp,q is a Banach algebra with the norm (38) if p,q  1, and it is a suitable
Banach algebra if, in addition, 1/p + 1/q = 1.
Proof. The proof follows easily from the fact that Cp is a closed ideal of L(2(Z)) under the
norm ‖.‖Cp and from CpCq ⊆ C1 whenever 1/p + 1/q = 1, in which case one also has
‖AB‖C1  ‖A‖Cp‖B‖Cq
for arbitrary operators A ∈ Cp and B ∈ Cq . 
Before giving our main example, let us introduce the notions of shift-invariance and of a
distinguished sequence, this time for Banach algebras of operators on 2(Z).
A Banach algebras R of bounded linear operators on 2(Z) will be called shift-invariant if for
each A ∈ R and n ∈ Z we have
U−nAUn ∈ R and ‖U−nAUn‖R = ‖A‖R. (39)
Let R be a shift-invariant Banach algebra of operators on 2(Z). A sequence h ∈ H will be called
distinguished for R, if for each A ∈ R,
lim
n→∞‖U−h(n)AUh(n) −A‖R = 0. (40)
Recall that H denotes the set of all strictly increasing sequences h : Z+ → Z+.
This definition of shift-invariance for Banach subalgebras of L(2(Z)) generalizes the corre-
sponding notion for Banach subalgebras of ∞(Z) considered in the Section 2.1. Indeed, each
element in ∞(Z) can be understood as a diagonal operator acting on 2(Z).
Example 3.4 (A generalized Wiener algebra). Given α1, α2  0 define a weight function α on Z
by
α(k) =
{
(1 + k)α1 if k  0,
(1 + |k|)α2 if k < 0. (41)
Given, in addition, a shift-invariant Banach subalgebra A of ∞(Z), let Wα1,α2(A) stand for the
set all operators A ∈ L(2(Z)) for which
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for each k ∈ Z and
‖A‖Wα1,α2 (A) :=
∑
k∈Z
α(k)
∥∥Dk(A)∥∥A < ∞. (42)
Each operator in Wα1,α2(A) can be written as
A=
∑
k∈Z
Dk(A)Uk,
where the series converges absolutely in the norm of Wα1,α2(A) (hence in the norm of L(2(Z))).
Conversely, given any collection of a(k) ∈ A, k ∈ Z, satisfying∑
k∈Z
α(k)
∥∥a(k)∥∥A < ∞
a corresponding operator A ∈ Wα1,α2(A) is defined by the absolutely convergent series
A=
∑
k∈Z
(
a(k)I
)
Uk, (43)
where a(k)I is the multiplication operator defined in (7).
The main properties of Wα1,α2(A) are stated in the following theorem.
Theorem 3.5. Let α1, α2  0, and let A be a shift-invariant Banach subalgebra of ∞(Z). Then
Wα1,α2(A) is a shift-invariant Banach subalgebra of L(2(Z)). Moreover,
(a) if α1, α2 > 0 and α1 + α2 = 1, then Wα1,α2(A) is suitable,
(b) if A ⊆ AP(Z), then Wα1,α2(A) is rigid.
Proof. It is easy to verify that Wα1,α2(A) is a Banach space. Because of the estimate
‖A‖L(2(Z)) =
∥∥∥∥∑
k∈Z
Dk(A)Uk
∥∥∥∥
L(2(Z))

∑
k∈Z
∥∥Dk(A)∥∥∞(Z)
 ‖A‖Wα1,α2 (A),
Wα1,α2(A) is continuously embedded in L(2(Z)). Now let A be given by (43). Then
U−nAUn =
∑
k∈Z
(
U−na(k)
)
Uk.
From this and the shift-invariance of A it is easy to conclude that Wα ,α (A) is shift-invariant.1 2
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A =
∑
k∈Z
a(k)Uk, B =
∑
k∈Z
b(k)Uk
be elements of Wα1,α2(A). Then
AB =
∑
k1∈Z
∑
k2∈Z
a(k1)Uk1b
(k2)Uk2
=
∑
k1∈Z
∑
k2∈Z
a(k1)
(
Uk1b
(k2)
)
Uk1+k2
=
∑
n∈Z
c(n)Un
with
c(n) =
∑
k∈Z
a(k)
(
Ukb
(n−k)).
The fact that c(n) ∈ A can be seen from the estimate∑
n∈Z
α(n)
∥∥c(n)∥∥A  ∑
n,k∈Z
α(k)α(n− k)∥∥a(k)∥∥A∥∥Ukb(n−k)∥∥A
= ‖A‖Wα1,α2 (A)‖B‖Wα1,α2 (A),
which also implies that AB ∈ Wα1,α2(A) and ‖AB‖  ‖A‖ · ‖B‖. Here we have used the as-
sumption that A is shift-invariant and that
α(n) α(k)α(n− k),
which in turn can be verified straightforwardly.
(a): We show that if α2 > 0 and A ∈ Wα1,α2(A), then PAQ ∈ Cp with p = 1/α2. Indeed,
write
A=
∑
k∈Z
Dk(A)Uk.
Because P commutes with the diagonal operators Dk(A) we then have
PAQ =
∑
k∈Z
Dk(A)PUkQ
=
∑
Dk(A)PUkQ.k>0
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Thus, 1 is a k-fold singular value of PUkQ, and it is the only non-zero singular value of that
operator. Hence, ‖PUkQ‖Cp = k1/p = kα2 , which implies the norm estimate
‖PAQ‖Cp 
∑
k>0
∥∥Dk(A)∥∥∞(Z)‖PUkQ‖Cp ∑
k>0
kα1
∥∥Dk(A)∥∥A < ∞.
In particular, PAQ ∈ Cp . Similarly we obtain QAP ∈ Cq with 1/q = α1 whenever A ∈
Wα1,α2(A) and α1 > 0.
Consequently, if α1 + α2 = 1, then Wα1,α2(A) is continuously embedded into the Banach
algebra Rp,q with Schatten class corners as defined in Example 3.2 where p = 1/α2 and q =
1/α1, and one has
‖A‖Rp,q  ‖A‖Wα1,α2 (A)
for all operators A ∈ Wα1,α2(A). The remark made in (iv) above yields finally that Wα1,α2(A) is
a suitable Banach algebra.
(b): If A ⊆ AP(Z), then Wα1,α2(A) ⊆ OAP . Now Theorem 3.1 applies. 
Proposition 3.6. Let A be shift-invariant Banach subalgebra of ∞(Z), and let α1, α2  0. Then
h ∈ H is distinguished for Wα1,α2(A) if and only if h is distinguished for A.
Proof. The “only if” part follows by considering the special case of A = aI ∈ Wα1,α2(A) with
a ∈ A.
As to the “if” part, consider A of the form (43) and assume U−h(n)a(k) → a(k) in the norm of
A for each k ∈ Z. Because
U−h(n)
(∑
k∈Z
a(k)Uk
)
Uh(n) =
∑
k∈Z
(
U−h(n)a(k)
)
Uk
we can conclude that U−h(n)AUh(n) → A in the norm of Wα1,α2(A). Indeed, we use the fact that
the operators U−h(n) are isometries on A in order to apply dominated converges of the infinite
series. 
The Banach algebra R = Wα1,α2(A) with A = APW(Z,Ξ,β) is the algebra of operators for
which we will state later our generalization of the Strong Szegö–Widom Limit Theorem. Of
course, we also need to assume that β is admissible and compatible on Ξ .
As we have seen, R satisfies the following conditions which one should keep in mind: it
is a Banach algebra, it is suitable, rigid, and shift-invariant. It also contains all band operators
with diagonals in APW(Z,Ξ,β). There are certainly other algebras with these properties which
could take the place of R. Generalizations of the Krein and the Wiener–Krein algebras are good
candidates (see Chapter 5 in [7] and [12,15]). We will not pursue this topic further since the main
applications involve band operators with almost periodic coefficients which are already covered
by this Banach algebra.
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The goal of this subsection is to generalize an operator determinant identity which was estab-
lished in [12] in the context of suitable Banach algebras of Laurent operators (or, functions on
the unit circle, if we stick to the original setting in [12]). We show that this identity holds for
suitable Banach algebras in our context, i.e., it holds also in the non-commutative setting.
In what follows we employ the notion of an analytic Banach algebra valued function. We refer
to [20] for a definition and basic properties.
Proposition 3.7. Let R be a suitable Banach algebra, and let A1, . . . ,Ar ∈ R. Then the functions
F0(λ1, . . . , λr ) := T
(
eλ1A1 · · · eλrAr ) · e−λrT (Ar ) · · · e−λ1T (A1) − P,
F1(λ1, . . . , λr ) := T
(
eλ1A˜1 · · · eλr A˜r ) · e−λrT (A˜r ) · · · e−λ1T (A˜1) − P
are analytic with respect to each variable λk ∈ C and take values in the ideal of the trace class
operators on 2(Z+).
Proof. The analyticity follows easily since λ → eλB is an analytic function for each bounded
linear operator B and since the product of analytic functions is analytic again. To get the trace
class property of F0 note that
F0(λ1, . . . , λr )− T
(
eλ1A1
) · · ·T (eλrAr ) · e−λrT (Ar ) · · · e−λ1T (A1) + P
is trace class by (37). Thus, it is sufficient to prove that
T
(
eλA
)
e−λT (A) − P ∈ C1 (44)
for every A ∈ R. Again by (37), one has
T
(
Ak
)= PAkP = (PAP )k +Rk for each k ∈ Z+
with Rk ∈ C1. This implies that
T
(
eλA
)=∑
k0
λk
k! T
(
Ak
)=∑
k0
λk
k!
(
(PAP )k +Rk
)= eλT (A) +∑
k0
λk
k! Rk.
We claim that the latter series converges in C1. Indeed, by properties (a) and (b) of a suitable
Banach algebra,
‖Rk‖C1 =
∥∥PAkP − (PAP )k∥∥C1
= ∥∥PAPAk−1P − (PAP )k∥∥C1 + ∥∥PAQAk−1P∥∥C1
 ‖PAP ‖L(2(Z+))
∥∥PAk−1P − (PAP )k−1∥∥C1 + ‖A‖R∥∥Ak−1∥∥R
 ‖A‖R
∥∥PAk−1P − (PAP )k−1∥∥ + ‖A‖k .C1 R
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‖Rk‖C1  ‖A‖rR
∥∥PAk−rP − (PAP )k−r∥∥C1 + r‖A‖kR
for each r = 1, . . . , k. In particular, ‖Rk‖C1  k‖A‖kR. Thus, the series
∑
k1
|λ|k
k! k‖A‖
k
R =
∑
k1
|λ|k
(k − 1)! ‖A‖
k
R = ‖λA‖R
∑
k0
‖λA‖kR
k!
is a convergent majorant for ∑k0 λkk! Rk whence the convergence of the latter series in C1. This
settles the proof for F0. The proof for F1 follows from that for F0 if one takes into account that
JRJ is a suitable Banach algebra whenever R is so (see the remark made in (iii) at the beginning
of Section 3.2). 
The preceding proposition implies that
detT
(
eλ1A1 · · · eλrAr ) · e−λrT (Ar ) · · · e−λ1T (A1),
detT
(
eλ1A˜1 · · · eλr A˜r ) · e−λrT (A˜r ) · · · e−λ1T (A˜1)
are well-defined operator determinants which depend analytically on each of the complex pa-
rameters λk . The above determinants has to be understood as operator determinants. For basic
information about operator determinants and operator traces we refer to [14].
The announced operator determinant identity reads as follows.
Theorem 3.8. Let R be a suitable Banach algebra, and let A1, . . . ,Ar ∈ R. Then for each
λ1, . . . , λr ∈ C the operator determinant
f (λ1, . . . , λr) := detT
(
eλ1A˜1 · · · eλr A˜r ) · e−λrT (A˜r ) · · · e−λ1T (A˜1),
is equal to the operator determinant
g(λ1, . . . , λr ) := det eλ1T (A1) · · · eλrT (Ar ) · T
(
e−λrAr · · · e−λ1A1).
For the proof of this theorem, we will further need the following auxiliary facts.
Fact 1. Let A,B be bounded linear operators on a separable Hilbert space H such that both AB
and BA are trace class operators. Then AB and BA have the same trace, and I +AB and I +BA
have the same determinant.
Fact 2. Let U ⊆ C be a domain, and let K :U → C1 be an analytic function. Assume further that
A(λ) := I +K(λ) is invertible (or, equivalently, that detA(λ) 	= 0) for every λ ∈ U . Then
(detA(λ))′
detA(λ)
= trace(A′(λ)A−1(λ))= trace(A−1(λ)A′(λ))
for every λ ∈ U .
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ity of f and g for parameters λ1, . . . , λr which are close to zero. For these parameters, the
operators
A˜= JAJ = eλ1JA1J · · · eλrJArJ = eλ1A˜1 · · · eλr A˜r
and
A−1 = e−λrAr · · · e−λ1A1
are close to the identity, and the corresponding Toeplitz operators T (A˜) = P A˜P and T (A−1) =
PA−1P are invertible on 2(Z+). Hence, f and g are non-zero.
The equality f (λ1, . . . , λr ) = g(λ1, . . . , λr ) will be proved by induction on r . For r = 0,
the assertion is trivial. Assume the equality is already proved for r − 1, e.g., assume that
f (λ1, . . . , λr−1,0) = g(λ1, . . . , λr−1,0) for all parameters sufficiently close to zero. For fixed
λ1, . . . , λr−1, let
B(λr) := T
(
eλ1A˜1 · · · eλr A˜r ) · e−λrT (A˜r ) · · · e−λ1T (A˜1).
By the product rule of differentiation,
B ′(λr) = T
(
eλ1A˜1 · · · eλr A˜r A˜r
) · e−λrT (A˜r ) · · · e−λ1T (A˜1)
− T (eλ1A˜1 · · · eλr A˜r ) · T (A˜r )e−λrT (A˜r ) · · · e−λ1T (A˜1)
whence
B ′(λr )B−1(λr) = T
(
eλ1A˜1 · · · eλr A˜r A˜r
)
T
(
eλ1A˜1 · · · eλr A˜r )−1
− T (eλ1A˜1 · · · eλr A˜r )T (A˜r )T (eλ1A˜1 · · · eλr A˜r )−1
= T (A˜A˜r )T (A˜)−1 − T (A˜)T (A˜r )T (A˜)−1
= H(A˜)H(Ar)T (A˜)−1
due to (34). Thus, by Fact 2, the logarithmic derivative of f with respect to λr is
1
f
∂f
∂λr
= trace(H(A˜)H(Ar)T (A˜)−1)
= trace(H(Ar)T (A˜)−1H(A˜)). (45)
In a similar way, one gets
1
g
∂g
∂λr
= −trace(T −1(A−1)H(Ar)H (A˜−1))
= −trace(H(Ar)H (A˜−1)T −1(A−1)). (46)
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0 = T (A˜)H (A˜−1)+H(A˜)T (A−1)
and, consequently,
0 = H (A˜−1)T −1(A−1)+ T −1(A˜)H(A˜).
In connection with Fact 1, this implies the equality of (45) and (46). Thus, the ratio of the
functions f and g does not depend on λr . Since we already know that f (λ1, . . . , λr ) =
g(λ1, . . . , λr ) for λr = 0, it follows that f (λ1, . . . , λr ) = g(λ1, . . . , λr ) for all complex parame-
ters λ1, . . . , λr . 
4. Banach algebras associated with suitable Banach algebras
4.1. Banach algebras of operators on 2(Z+)
With every rigid and suitable Banach subalgebra R of L(2(Z)), we associate a Banach alge-
bra O(R) of operators on 2(Z+).
Theorem 4.1. Let R be a rigid and suitable Banach subalgebra of L(2(Z)). The set
O(R) := {T (A)+K: A ∈ R, K ∈ C1(2(Z+))}
is a unital Banach algebra with norm∥∥T (A)+K∥∥O(R) := ‖A‖R + ‖K‖C1 .
Proof. The norm is correctly defined since T (A) + K = 0 implies A = 0 and K = 0 due to
rigidity. Evidently, O(R) is a linear space. We are going to check that Q(R) is closed under
multiplication. Let A,B ∈ R and K,L ∈ C1. Then using (34),(
T (A)+K)(T (B)+L)= T (A)T (B)+ T (A)L+KT (B)+KL
= T (AB)+ (T (A)L+KT (B)+KL−H(A)H(B˜)).
This operator is in O(R) because the suitability of R implies that H(A)H(B˜) = PAQBP is
trace class. Moreover, the norm can be estimated as follows:∥∥(T (A)+K)(T (B)+L)∥∥O(R)
= ‖AB‖R +
∥∥T (A)L+KT (B)+KL− PAQBP∥∥C1
 2‖A‖R‖B‖R + ‖A‖L(2(Z))‖L‖C1 + ‖B‖L(2(Z))‖K‖C1 + ‖K‖C1‖L‖C1
 2‖A‖R‖B‖R + ‖A‖R‖L‖C1 + ‖B‖R‖K‖C1 + ‖K‖C1‖L‖C1
 2
(‖A‖R + ‖K‖C1)(‖B‖R + ‖L‖C1)
= 2∥∥T (A)+K∥∥ ∥∥T (B)+L∥∥ .O(R) O(R)
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of the norm on O(R). 
For later purposes, let us make the following observation. Recall that given a Banach alge-
bra R we have defined R˜ as the set of all operators A˜ with A ∈ R with the norm ‖A˜‖R˜ = ‖A‖R.
The definition of rigidity and suitability guarantees that R˜ is suitable and rigid whenever so is R.
Hence we are able to consider O(R˜) as well. Clearly,
O(R˜) = {T (A˜)+K: A ∈ R, K ∈ C1(2(Z+))} (47)
with the norm ∥∥T (A˜)+K∥∥O(R˜) = ‖A‖R + ‖K‖C1 .
Both O(R) and O(R˜) will be used later on.
4.2. Banach algebras of sequences
In this section, we associate with every rigid, suitable, and shift-invariant Banach algebra R,
and with each distinguished sequence h, a Banach algebras Sh(R) of sequences that arise from
the finite sections of operators in O(R).
In the following theorem, we will need the reflection operators
Wn : 2
(
Z+
)→ 2(Z+), (x0, x1, . . .) → (xn−1, xn−2, . . . , x0,0,0, . . .).
Theorem 4.2. Let R be a rigid, suitable, and shift-invariant Banach subalgebra of L(2(Z+)),
and let h ∈ H be distinguished for R. Then the set Sh(R) consisting of all sequences (An)∞n=1 of
operators An : imPh(n) → imPh(n) of the form
An = Ph(n)T (A)Ph(n) + Ph(n)KPh(n) +Wh(n)LWh(n) +Gn (48)
with A ∈ Rh, K,L ∈ C1(2(Z+)), Gn ∈ C1(imPh(n)) and ‖Gn‖C1 → 0 forms a unital Banach
algebra with respect to the operations
(An)+ (Bn) := (An +Bn), (An)(Bn) := (AnBn), λ(An) := (λAn)
and the norm given by∥∥(An)n1∥∥Sh(R) := ‖A‖R + ‖K‖C1 + ‖L‖C1 + sup
n1
‖Gn‖C1 . (49)
Moreover, the set Jh(R) of all sequences (Jn) of the form
Jn = Ph(n)KPh(n) +Wh(n)LWh(n) +Gn
with K,L ∈ C1(2(Z+)), Gn ∈ C1(imPh(n)) and ‖Gn‖C1 → 0 forms a closed two-sided ideal of
Sh(R).
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Ph(n)T (A)Ph(n) + Ph(n)KPh(n) +Wh(n)LWh(n) +Gn = 0
for all n ∈ Z+. Taking the strong limit n → ∞ yields T (A)+K = 0. Because of rigidity, A = 0
and K = 0. Hence
Wh(n)LWh(n) +Gn = 0
for all n ∈ Z+. Now multiply from both sides by Wh(n), use W 2h(n) = Ph(n), and take the strong
limit again in order to obtain L= 0 and finally Gn = 0.
It is evident that Sh(R) is a linear space which is complete with respect to the defined norm.
In order to check that it is an algebra consider
An = Ph(n)T (A)Ph(n) + Ph(n)K1Ph(n) +Wh(n)L1Wh(n) +G(1)n ,
Bn = Ph(n)T (B)Ph(n) + Ph(n)K2Ph(n) +Wh(n)L2Wh(n) +G(2)n .
We have to multiply each term in the first sum with each term in the second sum, and to show that
the product is in Sh(R) again and moreover that the norm can be estimated appropriately. This is
evident if one of the factors is G(1)n or G(2)n . The other cases are considered in what follows. (For
sake of brevity, we will omit some cases which are completely analogous to the ones considered.)
First of all,
Ph(n)K1Ph(n) · Ph(n)K2Ph(n) = Ph(n)K1K2Ph(n) − Ph(n)K1Qh(n)K2Ph(n),
Wh(n)L1Wh(n) ·Wh(n)L2Wh(n) = Wh(n)L1L2Wh(n) −Wh(n)L1Qh(n)L2Wh(n),
Ph(n)K1Ph(n) ·Wh(n)L2Wh(n) = Ph(n)K1Wh(n)L2Wh(n).
Since Qh(n) := P − Ph(n) converges strongly to zero on 2(Z+) and Wh(n) converges weakly to
zero, the last terms in the first two equations as well as the term in the third equation converge to
zero in the trace norm. Quite similarly,
Ph(n)T (A)Ph(n) · Ph(n)K2Ph(n) = Ph(n)T (A)K2Ph(n) − Ph(n)T (A)Qh(n)K2Ph(n)
with the last term converging to zero.
The following two cases are slightly more complicated. Therein we are going to use the as-
sumption that h is distinguished and that R is shift-invariant in order to establish that for A ∈ R
we have U−h(n)AUh(n) ∈ R and
U−h(n)AUh(n) = A+Cn (50)
where Cn → 0 in the norm of R. In particular, Cn → 0 in the operator norm. We are also going
to use the identities
Wh(n)P = Ph(n)PJU−h(n), PWh(n) = Uh(n)JPPh(n). (51)
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Ph(n)T (A)Ph(n)
) · (Wh(n)L2Wh(n))
= Wh(n)(Wh(n)PAPWh(n))L2Wh(n)
= Wh(n)
(
Ph(n)PJ (U−h(n)AUh(n))JPPh(n)
)
L2Wh(n)
= Wh(n)(PJAJPL2)Wh(n) +G′n
= Wh(n)T (A˜)L2Wh(n) +G′n
with T (A˜)L2 ∈ C1(2(Z+)) and
G′n = −Wh(n)PJU−h(n)AUh(n)JPQh(n)L2Wh(n)
+Wh(n)PJ (U−h(n)AUh(n) −A)JPL2Wh(n).
The sequence Gn tends to zero in the trace norm because Qh(n) → 0 strongly, U−h(n)AUh(n) → A
in the operator norm, and L2 is trace class. A careful examination, using in particular
‖U−h(n)AUh(n)‖R = ‖A‖R, shows that we can estimate∥∥G′n∥∥C1  3‖A‖R‖L2‖C1 .
Let us finally consider(
Ph(n)T (A)Ph(n)
) · (Ph(n)T (B)Ph(n))
= Ph(n)T (AB)Ph(n) − Ph(n)H(A)H(B˜)Ph(n) − Ph(n)T (A)Qh(n)T (B)Ph(n).
Here we used (34). The term H(A)H(B˜) is trace class because of the assumption that R is
suitable. Using (51) and Qh(n) = Uh(n)PU−h(n), the last term in the sum can be rewritten as
Wh(n)Wh(n)PAPQh(n)PBPWh(n)Wh(n)
= Wh(n)JQU−h(n)AUh(n)PU−h(n)BUh(n)QJWh(n). (52)
Now we employ the observation made in connection with (50) and substitute U−h(n)AUh(n) =
A + C(1)n and U−h(n)BUh(n) = B + C(2)n , where all terms belong to R and the C(i)n converge to
zero in the norm of R. Hence (52) equals
Wh(n)H
( ˜
A+C(1)n
)
H
(
B +C(2)n
)
Wh(n),
which is Wh(n)H(A˜)H(B)Wh(n) plus three terms whose trace norm can be estimated (because
of property (ii) of suitability) by a constant times
‖A‖R ·
∥∥C(2)n ∥∥R + ∥∥C(1)n ∥∥R · ‖B‖R + ∥∥C(1)n ∥∥R · ∥∥C(2)n ∥∥R.
These three terms converge to zero in the trace norm, and H(A˜)H(B) is trace class. In summa-
rizing the previous steps we obtain
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Ph(n)T (A)Ph(n)
) · (Ph(n)T (B)Ph(n))= Ph(n)T (AB)Ph(n) − Ph(n)H(A)H(B˜)Ph(n)
−Wh(n)H(A˜)H(B)Wh(n) +G′′n (53)
with ‖G′′n‖C1 → 0.
In conclusion, the product of the above defined sequences (An) and (Bn) can be written as
AnBn = Ph(n)T (AB)Ph(n) + Ph(n)KPh(n) +Wh(n)LWh(n) +Gn (54)
with
K = K1K2 + T (A)K2 +K1T (B)−H(A)H(B˜), (55)
L= L1L2 + T (A˜)L2 +L1T (B˜)−H(A˜)H(B) (56)
and where Gn is a sequence of trace class operators tending to zero in the trace norm. Elaborating
on the precise expression for Gn one can actually show that∥∥(An)(Bn)∥∥Sh(R) M · ∥∥(An)∥∥Sh(R)∥∥(Bn)∥∥Sh(R)
with some constant M . This concludes the proof that Sh(R) is a Banach algebra.
The fact that Jh(R) is closed follows immediately from the definition of the norm and that it
is an ideal follows from the formulas (54)–(56). 
Theorem 4.3. Under the assumptions of the previous theorem, the mappings Wh and W˜h defined
by
Wh : (An)n1 ∈ Sh(R) → T (A)+K ∈ O(R), (57)
W˜h : (An)n1 ∈ Sh(R) → T (A˜)+L ∈ O(R˜), (58)
where the sequences (An) of the form (48), are unital Banach algebra homomorphisms.
Proof. In view of the definition of the norms by (49) and
∥∥T (A)+K∥∥O(R) = ‖A‖R + ‖K‖C1 , ∥∥T (B˜)+L∥∥O(R˜) = ‖B‖R + ‖L‖C1,
the continuity of the mappings is obvious. The linearity is also clear. Their multiplicativity fol-
lows from formulas (54)–(56) in connection with (34). 
5. The Strong Szegö–Widom Limit Theorem
Before stating our main result, the generalization of the Strong Szegö–Widom Limit Theorem,
we need an auxiliary fact, namely, a generalization of Proposition 9.2 from [12]. It is in some
way the most important part of the Banach algebra approach, where its main idea is exhibited.
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let A1, . . . ,Ar ∈ R. Then the sequence (Bn)n1 defined by
Bn := Ph(n)T
(
eA1 · · · eAr )Ph(n) · e−Ph(n)T (Ar )Ph(n) · · · e−Ph(n)T (A1)Ph(n) (59)
belongs to Sh(R). Moreover, there exist operators K,L ∈ C1(2(Z+)) and Gn ∈ C1(imPh(n))
with ‖Gn‖C1 → 0 such that
Bn = Ph(n) + Ph(n)KPh(n) +Wh(n)LWh(n) +Gn. (60)
The operators K and L are determined by
P +K = T (eA1 · · · eAr ) · e−T (Ar ) · · · e−T (A1),
P +L= T (eA˜1 · · · eA˜r ) · e−T (A˜r ) · · · e−T (A˜1).
Proof. We first observe the general fact that if (An) ∈ Sh(R), then (eAn) = e(An). From this it
follows that the sequence (Bn) belongs to Sh(R) and that
(Bn)n1 =
(
Ph(n)T
(
eA1 · · · eAr )Ph(n))n1 · e−(Ph(n)T (Ar )Ph(n))n1 · · · e−(Ph(n)T (A1)Ph(n))n1 .
We can write this sequence as
(Bn)n1 = Λ
(
eA1 · · · eAr ) · e−Λ(Ar) · · · e−Λ(A1), (61)
where Λ is the mapping
R → Sh(R), A →
(
Ph(n)T (A)Ph(n)
)
n1.
Evidently, Λ is linear and bounded. Let Φ denote the canonical homomorphism
Φ : Sh(R) → Sh(R)/Jh(R), (An) → (An)+ Jh(R).
It follows from (53) that the mapping
Φ ◦Λ : R → Sh(R)/Jh(R)
is a continuous homomorphism between Banach algebras. Applying Φ to both sides of (61)
yields
Φ
(
(Bn)n1
)= (Φ ◦Λ)(eA1 · · · eAr ) · e−(Φ◦Λ)(Ar ) · · · e−(Φ◦Λ)(A1)
= (Φ ◦Λ)(eA1 · · · eAr e−Ar · · · e−A1)
= (Φ ◦Λ)(I)
= (Ph(n))n1 + Jh(R).
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follow by applying the homomorphisms Wh and W˜h (which were defined in Theorem 4.3) to
both sides of
(Bn)n1 = (Ph(n) + Ph(n)KPh(n) +Wh(n)LWh(n) +Gn)n1,
respectively. 
A consequence of the previous proposition is the theorem that we will state next. It is the first
part of our main result. Therein the asymptotics of determinants are reduced to the asymptotics
of traces. The asymptotics of the traces is left unevaluated, which allows us to stated the result in
greater generality.
For any Banach algebra R we denote by G1R the connected component of the group of all
invertible elements in R which contains the unit element. It is a well-known result of Lorch –
see, e.g., Theorem 3.3.7 in [1], or [20] – that G1R is the set of all finite products of exponen-
tials of elements in R. Hence the basic assumption on the symbol A is that it belongs to G1R.
This corresponds precisely to the basic assumption in the classical Szegö–Widom Theorem (see
Theorem 1.1 and the remarks afterwards).
There is, however, a subtlety in the following statement. The operators A1, . . . ,Ar are not
uniquely determined by A, and they do appear in the limit expression.
Theorem 5.2. Let R be a rigid, suitable, and shift-invariant Banach algebra, and let h ∈ H be a
distinguished sequence for R. If A1, . . . ,Ar ∈ R, and
A= eA1 · · · eAr ,
then
lim
n→∞
det(Ph(n)T (A)Ph(n))
exp(trace(Ph(n)T (A1 + · · · +Ar)Ph(n))) = detT (A)T
(
A−1
)
.
Proof. Consider the sequence (Bn) defined by (59). Take the determinant and observe that
detBn = det
(
Ph(n)T (A)Ph(n) · e−Ph(n)T (Ar )Ph(n) · · · e−Ph(n)T (A1)Ph(n)
)
= det(Ph(n)T (A)Ph(n)) · e−trace(Ph(n)T (Ar )Ph(n)) · · · e−trace(Ph(n)T (A1)Ph(n))
= det(Ph(n)T (A)Ph(n)) · e−trace(Ph(n)T (Ar+···+A1)Ph(n)).
By Proposition 5.1, the sequence Bn is of the form (60). A basic observation (see, e.g., Lem-
mas 9.1 and 9.3 of [12]) implies
lim
n→∞ detBn = det(P +K) · det(P +L). (62)
Again from Proposition 5.1 we infer that the right-hand side is equal to the product of two
operator determinants,
detT (A) · e−T (A1) · · · e−T (Ar )
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detT (A˜) · e−T (A˜1) · · · e−T (A˜r ).
The last determinant can be rewritten, using Theorem 3.8, as
detT
(
A−1
) · eT (Ar ) · · · eT (A1).
Thus both determinants multiplied together yield the constant detT (A)T (A−1). Remark that
T (A)T (A−1) = I − H(A)H(A˜−1) with the product of the generalized Hankel operators being
trace class. 
The second part of our main result is the following. Recall that M(a) stands for the mean of an
almost periodic function, and D(B) stands for the main diagonal of an operator B ∈ L(2(Z)).
Theorem 5.3 (Generalized Strong Szegö–Widom Limit Theorem). Let β be an admissible
and compatible weight on an additive subgroup Ξ of R/Z. Let R = Wα1,α2(APW(Z,Ξ,β))
with α1, α2 > 0 and α1 + α2 = 1. Suppose that h ∈ H is a distinguished sequence for Ξ . If
A1, . . . ,Ar ∈ R, and
A = eA1 · · · eAr , (63)
then
lim
n→∞
det(Ph(n)T (A)Ph(n))
Gh(n)
= detT (A)T (A−1), (64)
with
G := expM(a), a := D(A1 + · · · +Ar). (65)
Proof. Let us first remark that due to Theorem 3.5 the Banach algebra is rigid, suitable, and shift-
invariant. Moreover, h is distinguished for R (see Propositions 2.1 and 3.6, and Theorem 2.6).
Hence Theorem 5.2 can be applied. We are left with the asymptotics of
trace
(
Ph(n)T (A1 + · · · +Ar)Ph(n)
)= h(n)−1∑
k=0
a(k)
with a ∈ APW(Z,Ξ,β) being defined as above. Now it remains to apply Theorem 2.7. 
We conclude this section with a couple of observations and questions.
Ambiguity of the constant G. The constant G is defined only implicitly in terms of A. More
precisely, different choices for A1, . . . ,Ar could yield the same A, but different constants G. As
the following example shows this can happen in the periodic case. We conjecture that this can
always happen in the almost periodic case.
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Choose A= eA1 = eA2 = I with A1 = 0, A2 = aI ,
a(n)=
{
2πi n even,
0 n odd,
i.e., a = πie0 + πie1/2. The corresponding constants G1 = 1 and G2 = −1 are different.
On the other hand, since the constant G describes an asymptotics, it cannot be completely ar-
bitrary. The modification which seem to be “admissible” is replacing G by e2πiξ ·G for arbitrary
ξ ∈ Ξ . In this connection recall that h being distinguished implies that e2πiξh(n) → 1 so that in
fact there is no change in the asymptotic description (64).
Problem of inverse closedness. It seems practically very difficult to decide whether an operator
belongs to G1R with R = Wα1,α2(APW(Z,Ξ,β)). The question arises whether (under reason-
able assumptions) the Banach algebra R is inverse closed in L(2(Z)), i.e.,
GR = R ∩ G(L(2(Z))).
If this would be true, then it is conceivable that
G1R = R ∩ G1
(
L
(
2(Z)
))
.
One can then replace the assumption by a somewhat more tractable one. For instance, if A ∈ R is
self-adjoint and its spectrum sp(A) (in L(2(Z+))) is known, then the theorem applies to A−λI
whenever λ /∈ sp(A).
Of course, the almost Mathieu operator, which serves as the main example, is self-adjoint.
Let us remark that a necessary condition for the inverse closedness of R in L(2(Z)) is the
inverse closedness of APW(Z,Ξ,β) in AP(Z) (hence in ∞(Z)). In the case of finitely generated
groups Ξ , this seems to be the case if the weight β does not grow exponentially.
6. Counterexamples to the asymptotics of the traces
The goal of this section is to show that the asymptotics
h(n)−1∑
k=0
a(k) = h(n) ·M(a)+ o(1), n → ∞, (66)
does not hold in general, i.e., for general a ∈ AP(Z) and h : Z+ → Z+ assumed to be distin-
guished (say, for the group generated by the Fourier spectrum of a).
As has been pointed out in Section 2, the asymptotics (66) does hold if the Fourier spectrum
of a is finite, i.e., if the sum (16) is finite. It also holds “generically” if the Fourier spectrum of
a belongs, for instance, to a singly-generated group Ξξ := (ξZ)/Z, assuming that the Fourier
coefficients decay sufficiently fast (Theorems 2.7 and 2.8). More precisely, for almost every
ξ ∈ R \ Q, there exists ω > 0 such that the asymptotics (66) holds for every
a =
∞∑
akekξ satisfying
∞∑
|ak|
(
1 + |k|)ω < ∞. (67)k=−∞ k=−∞
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a distinguished sequence for Ξξ such that the asymptotics (66) does not hold for certain a of
the form (67). The sequences a we are going to consider have exponentially decaying Fourier
coefficients. Moreover, we assume ak = 0 for k  0, i.e.,
a =
∞∑
k=1
akekξ .
Notice that M(a) = a0 = 0.
From the definition of the mean it follows that the error term in (66) is always o(h(n)). Our
results suggest that not much improvement is possible in general.
We start with constructing irrational numbers ξ which will provide the basis for our coun-
terexamples. They depend on a parameter c > 1, which we can later relate to the exponential
decay of the Fourier coefficients ak .
In what follows we denote by {x} the fractional part of a real number x.
Proposition 6.1. Given c > 1, there exist ξ ∈ R and strictly increasing sequences {qd}∞d=1 and{wd}∞d=1 of natural numbers such that
wd = q1 · · ·qd, lim
d→∞
qd+1
cwd
= 1, ξ =
∞∑
d=1
1
wd
, (68)
{wdξ} = 1
qd+1
(
1 +O
(
1
qd+1
))
, d → ∞, (69)
and
‖kξ‖R/Z  1
wd
− k ·O
(
1
wd+1
)
, (70)
whenever wd  k.
Proof. Starting with any q1 and p1 = 1 we define recursively
wd = q1 · · ·qd, qd+1 =
[
cwd
]+ sd , pd+1 = pdqd+1 + 1,
where [x] denotes the integer part of x ∈ R and sd ∈ Z+ is chosen such that
(i) wd and pd are co-prime,
(ii) wd < sd  2wd
for each d ∈ N. Clearly, (ii) will guarantee that qd and wd are strictly increasing and that qd+1 ∼
cwd as d → ∞.
To show that such a choice of sd is possible we will argue by induction. The case d = 1
is obvious. Assume (i) holds for d . Then, as we will see shortly, there exists sd satisfying (ii)
such that (i) holds for d + 1. Indeed, when trying to find qd+1, let us require pdqd+1 	≡ −1
modulo each prime factor of wd . Because gcd(wd,pd) = 1 these conditions are equivalent to a
68 T. Ehrhardt et al. / Journal of Functional Analysis 260 (2011) 30–75system of congruences for qd+1 (or, equivalently, for sd ) modulo each prime factor of wd . By
the Chinese Remainder Theorem such a system of congruences has a unique solution modulo
the product of the prime factors, and thus we can find the desired sd and qd+1. It follows that
pd+1 = pdqd+1 +1 	≡ 0 modulo each prime factor of wd , which implies that gcd(pd+1,wd)= 1.
Clearly, also gcd(pd+1, qd+1) = 1. Thus we obtain condition (i) for d + 1.
Let us prove (69) and (70). The recursion for pd can be rewritten as
pd+1
wd+1
= pd
wd
+ 1
wd+1
.
Hence
d∑
j=1
1
wj
= pd
wd
, ξ = pd
wd
+
∞∑
j=d+1
1
wj
.
Multiplying ξ with wd equals pd plus the error term
∞∑
j=d+1
wd
wj+1
= 1
qd+1
+ 1
qd+1qd+2
+ 1
qd+1qd+2qd+3
+ · · · .
Since qd is increasing this series can be estimated by a geometric series, and we obtain (69).
Now observe that ‖kpd/wd‖R/Z  1/wd if k is not a multiple of wd (see also (i)). Moreover,
using the same estimate as above,
∞∑
j=d+1
1
wj
= O
(
1
wd+1
)
.
This proves (70). 
The properties stated in (68) and (69) imply that
‖wdξ‖R/Z = O
(
q−1d+1
)= O(c−wd ), d → ∞,
which means that ξ is a Liouville number (hence it is irrational). Moreover, if dn is an increasing
sequence and kn is some sequence such that h(n) := knwdn is strictly increasing and
kn = o(qdn+1)
(
or, equivalently, kn = o
(
cwdn
))
as n → ∞, (71)
then, using property (69), we have
e2πiξh(n) → 1, as n → ∞. (72)
Hence h(n) defined in such a way is a distinguished sequence for Ξξ = (ξZ)/Z.
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b > 1 and m ∈ N be such that c b2m. Then
∑
k∈N\Sm
b−k
|1 − e2πiξk| < ∞, (73)
where Sm = {kwd : 1 k  2m, d ∈ N}.
Proof. For sufficiently large d , say d  d0, we have (2m + 1)wd−1 < wd and qd+1 
2γ (2m + 1)wd , where γ is the constant implied in (70). Using this last estimate and (70) we
conclude that
‖kξ‖R/Z  1
wd
− γ · (2m+ 1)wd
wd+1
 1
2wd
(∗)
whenever d  d0 and k ∈ N is such that wd  k and k  (2m + 1)wd . In regard to the sum (73)
we can omit finitely many terms and decompose the set of the remaining indices into
{
(2m+ 1)wd0−1, . . .
} \ Sm = ∞⋃
d=d0
Ad ∪Bd
with
Ad =
{
(2m+ 1)wd−1, . . . ,wd − 1
}
,
Bd =
{
wd, . . . , (2m+ 1)wd − 1
} \ {kwd : 1 k  2m}.
For k ∈ Ad ∪Bd we have |1− e2πiξk|−1 = O(wd); see (∗). Restricting the sum (73) to all k ∈Ad
and all d  d0 yields an upper estimate of a constant times
∞∑
d=d0
b−(2m+1)wd−1(wd)2  C
∞∑
d=d0
b−(2m+1)wd−1c2wd−1(wd−1)2
 C
∞∑
d=d0
b−wd−1(wd−1)2 < ∞.
Restricting the sum (73) to all k ∈ Bd and all d  d0 yields an upper estimate of a constant times
2m
∞∑
d=d0
b−wd (wd)2 < ∞.
Thus (73) is finite. This concludes the proof. 
70 T. Ehrhardt et al. / Journal of Functional Analysis 260 (2011) 30–75In view of the following theorem, remark that the assumptions therein ensure that h is a
distinguished sequence.
Furthermore, this theorem has to be understood as follows. For given c > 1 we construct an
irrational number ξ as in Proposition 6.1. Then we consider particular distinguished sequences,
namely those characterized by (74). The class of such distinguished sequences h is still quite
large. Independent of h, we consider almost periodic sequences whose Fourier coefficients be-
have roughly as b−k where b ∈ (1, c). More precisely, (75) and (76) hold. Then we are able to
predict the asymptotics. If this asymptotics is different from o(1), then we have found a coun-
terexample to (66).
Theorem 6.3. Let c > 1, ξ ∈ R, {qd}∞d=1 and {wd}∞d=1 be as in Proposition 6.1. Let h(n) = knwdn
be strictly increasing with dn, kn ∈ N such that dn → ∞ and
knwdn
qdn+1
= o(1), n → ∞. (74)
Moreover, let
a =
∑
k1
akekξ , (75)
and assume 1 < b < c such that
b = lim inf
k→∞ |ak|
−1/k = lim
n→∞|awdn |
−1/wdn . (76)
Then
h(n)−1∑
j=0
a(j) = awdnwdnkn
(
1 + o(1))+ o(1), n → ∞. (77)
Proof. First of all observe that
h(n)−1∑
j=0
a(j) =
∞∑
k=1
ak
1 − e2πiξkh(n)
1 − e2πiξk . (78)
Each term in this sum converges to zero because e2πiξh(n) → 1 as n → ∞. Clearly, (74) implies
(71), and hence h(n) is a distinguished sequence.
Let 0 < ε < 1/3 be such that b1+ε < c, and choose m ∈ N such that c b(2m+1)(1−ε). Because
of (76) we have
b−k(1+ε)  |ak| b−k(1−ε)
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(which is clearly o(1) as n → ∞) and
∞∑
d=d0
2m∑
k=1
akwd
1 − e2πiξkwdh(n)
1 − e2πiξkwd +
∑
k∈N\Sm
kK0
ak
1 − e2πiξkh(n)
1 − e2πiξk
with d0 sufficiently large and fixed. In fact, we choose d0 such that
(a) the error term O(1/qd+1) in (69) is bounded by 1/2 for all d  d0,
(b) qd+1 > 3m for all d  d0,
(c) wd0 K0.
Using Proposition 6.2 with b1−ε instead of b, it follows that the second term converges to zero
as n → ∞ because of dominated convergence. Thus we obtain
∞∑
d=d0
2m∑
k=1
akwd
1 − e2πiξkwdh(n)
1 − e2πiξkwd + o(1), n → ∞.
Now assume that n is large enough to ensure that dn  d0. Then one part of the above sum
can be estimated as follows,∣∣∣∣∣
∞∑
d=dn+1
2m∑
k=1
akwd
1 − e2πiξkwdh(n)
1 − e2πiξkwd
∣∣∣∣∣
∞∑
d=dn+1
2m∑
k=1
h(n)|akwd |
 2mh(n)
∞∑
d=dn+1
b−wd(1−ε)
 2mh(n)b
−wdn+1(1−ε)
1 − b−(1−ε)
= O(wdn+1b−wdn+1(1−ε))= o(1), n → ∞.
Here we have used h(n) = o(qdn+1)= O(wdn+1). Thus we are left with
dn∑
d=d0
2m∑
k=1
akwd
1 − e2πiξkwdh(n)
1 − e2πiξkwd + o(1), n → ∞.
Henceforth we will assume d0  d  dn and 1 k  2m. Because of Proposition 6.1, formu-
las (69) and (70), we have the estimates
{ξkwd} = k
qd+1
(
1 +O
(
1
qd+1
))
and
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ξkwdh(n)
}= {ξkwdknwdn} = wdkknqdn+1
(
1 +O
(
1
qdn+1
))
with the error term bounded by 1/2 because of (a). For the first estimate, we have used that
k/qd+1  2m/qd+1 < 2/3, see (b). For the second estimate we have used that wdkkn/qdn+1 
2mwdnkn/qdn+1 = o(1), by (74), which is less than 2/3 for n sufficiently large. We can conclude
that
1 − e2πiξkwdh(n)
1 − e2πiξkwd =
qd+1wdkn
qdn+1
(
1 +O
(
1
qd+1
))
= O
(
qd+1wdkn
qdn+1
)
.
This bound is uniform in k, d , and dn, as long as n is sufficiently large.
In the special case k = 1 and d = dn, we get
awd
1 − e2πiξkwdh(n)
1 − e2πiξkwd = awdn knwdn
(
1 +O
(
1
qdn+1
))
,
which yields the leading term. In general, we have to sum over the terms
akwd
1 − e2πiξkwdh(n)
1 − e2πiξkwd = O
(
akwd qd+1wdkn
qdn+1
)
= awdn knwdnO
(
akwdwdqd+1
awdnwdnqdn+1
)
.
For d = d0, . . . , dn − 1 the error term simplifies to
O
(
akwd
awdn qdn+1
)
= O
(
b(1+ε)wdn−(1−ε)kwd
qdn+1
)
,
which after summation over d = d0, . . . , dn − 1 gives
O
(
b(1+ε)wdn
qdn+1
)
= O
(
b(1+ε)wdn
cwdn
)
.
Because we have chosen ε such that b1+ε < c, this error term is o(1). For d = dn the error term
is just
O
(
akwdn
awdn
)
= O(b(1+ε)wdn−(1−ε)kwdn ),
which is also o(1) for k  2. (Here we use ε < 1/3.) 
To illustrate the applicability of the previous theorem we present the following corollary.
Essentially, we just substitute kn by xn, where xn determines the final asymptotics.
Corollary 6.4. Let c > 1, ξ ∈ R, {qd}∞d=1 and {wd}∞d=1 be as in Proposition 6.1. Moreover, let
a =
∑
akekξ ,k1
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b = lim inf
k→∞ |ak|
−1/k = lim
n→∞|awdn |
−1/wdn .
Let dn ∈ N and dn → ∞. Now assume that xn ∈ R+ is any sequence such that
c
b
> lim
n→∞x
1/wdn
n >
1
b
. (79)
Then h(n) = knwdn with
kn =
[
xn
wdn |awdn |
]
is a distinguished sequence, and
h(n)−1∑
j=0
a(j)= xn
awdn
|awdn |
(
1 + o(1))+ o(1), n → ∞. (80)
Proof. Because of |awdn |−1/wdn → b, it is easily seen that
kn ∼ xn
wdn |awdn |
and that limn→∞ k1/wnn exists and lies between 1 and c. In particular, kn → ∞ as n → ∞. Using
(68) it follows that
knwdn
qdn+1
∼ xn
qdn+1|awdn |
∼ xn
cwdn |awdn |
.
This converges to zero because if we take the wdn -th root, the limit is less than 1. Hence the
previous theorem can be applied. In particular, h is a distinguished sequence. It is now easy to
conclude (80) from (77). 
Given 1 < b < c and ξ (and hence qd and wd ), we can now choose xn and dn in different
ways in order to realize several kinds of asymptotics. We have also some freedom in choosing ak
and dn. We will choose, for simplicity, that ak = b−k , k  1, i.e.,
a =
∞∑
k=1
b−kekξ ,
and dn = n.
Example 6.5. Given 1 < b < c and ξ , choose xn = x > 0. Obviously,
lim x1/wn = 1.
n→∞
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exists a distinguished sequence h such that
h(n)−1∑
j=0
a(j)= x + o(1), n → ∞.
Example 6.6. Choose xn = 1/wn. Since limn→∞ x1/wnn = 1, the corollary can be applied and it
follows that there exists a distinguished sequence h such that
h(n)−1∑
j=0
a(j) = o(1), n → ∞.
This is, of course, not a counterexample, but it shows that the “desired” asymptotics holds at least
for some distinguished sequences.
Example 6.7. Choose xn = bwnα/(1−α) with α such that
0 < α < 1 − logb/ log c < 1.
Clearly, limn→∞ x1/wnn = bα/(1−α), which lies between 1/b and c/b because of the previous
assumption. A simple computation implies that h(n) ∼ bwn/(1−α). We can conclude that
h(n)−1∑
j=0
a(j) = bwnα/(1−α)(1 + o(1))= h(n)α(1 + o(1)), n → ∞.
We see that now this term can be even unbounded. Recall the fact that in any case, the asymptotics
is o(h(n)) as n → ∞. If we choose b and c properly in the beginning, then each 0 < α < 1 can
occur as a possible exponent.
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