n recent years, understanding the structure and function of complex networks has become the foundation for explaining many different real-world complex biological, technological, and informal social phenomena. Techniques from statistical physics have been successfully applied to the analysis of these networks, and have uncovered surprising statistical structural properties that have also been shown to have a major effect on their functionality, dynamics, robustness, and fragility. This paper examines, for the first time, the statistical properties of strategically important organizational networks-networks of people engaged in distributed product development (PD)-and discusses the significance of these properties in providing insight into ways of improving the strategic and operational decision making of the organization. We show that the structure of information flow networks that are at the heart of large-scale product development efforts have properties that are similar to those displayed by other social, biological, and technological networks. In this context, we also identify novel properties that may be characteristic of other information-carrying networks. We further present a detailed model and analysis of PD dynamics on complex networks, and show how the underlying network topologies provide direct information about the characteristics of these dynamics. We believe that our new analysis methodology and empirical results are also relevant to other organizational information-carrying networks.
Introduction
The usefulness of understanding organizational network structure as a tool for assessing the effects of decisions on organizational performance has been illustrated in the social science and management literatures (Granovetter 1973 , Krackhardt and Hanson 1993 , Wasserman and Faust 1999 . There it has been shown that informal networks of relationships (e.g., communication, information, and problemsolving networks)-rather than formal organizational charts-determine to a large extent the patterns of coordination and work processes embedded in the organization. In recent years, networks have also become the foundation for understanding numerous and disparate complex systems outside the field of social sciences (e.g., biology, ecology, engineering, and Internet technology (see Albert and Barabási 2002 , Newman 2003 , and Bar-Yam 1997 ).
The goal of this paper is to examine, for the first time, the statistical properties of an important class of large-scale information-carrying networks-new product development. We discuss the significance of these statistical properties in providing insight into ways of improving the strategic and operational decision making of the organization. In general, information-carrying networks constitute the infrastructure for exchanging knowledge that is important to the achievement of work by individual agents. We believe that our results will also be relevant to other information-carrying networks.
Distributed product development (PD), which often involves an intricate set of interconnected tasks carried out by hundreds of designers, is fundamental to the creation of complex man-made systems (Alexander 1964) . The interdependence between the various tasks makes system development fundamentally iterative (Braha and Maimon 1998) . Iterations are driven by the repetition (rework) of tasks due to the availability of new information generated by other tasks, such as changes in input, updates of shared assumptions, components, boundaries, or the discovery of errors. In such a network of interactions, iterations occur when some development tasks must be attempted even though the complete predecessor information is not available or known with certainty . As this missing or uncertain information becomes available, the tasks are repeated to come closer to the design specifications or goals. This iterative process proceeds until convergence occurs , Klein et al. 2006 .
Design iterations, which are the result of the PD network structure, might slow down the PD convergence or have a destabilizing effect on the system's behavior. This will delay the time required for product development, and thus compromise the effectiveness and efficiency of the PD process. For example, it is estimated that iteration costs about one-third of the whole PD time (Osborne 1993) , while lost profits result when new products are delayed in development and shipped late (Clark 1989) . Characterizing the real-world structure, and eventually the dynamics of complex PD networks, may lead to the development of guidelines for coping with complexity. It would also suggest ways for improving the decisionmaking process, and the search for innovative design solutions.
The last few years have witnessed substantial and dramatic new advances in understanding the largescale structural properties of many real-world complex networks (Strogatz 2001 , Albert and Barabási 2002 , Newman 2003 . The availability of large-scale empirical data on one hand and the advances in computing power and theoretical understanding have led to a series of discoveries that have uncovered statistical properties that are common to a variety of diverse real-world social, biological, and technological networks including the World-Wide Web , the Internet (Faloutsos et al. 1999) , power grids (Watts and Strogatz 1998) , metabolic and protein networks (Jeong et al. , 2001 , food webs (Montoya and Solé 2002) , scientific collaboration networks (Amaral et al. 2000 , Newman 2001 ), citation networks (de S. Price 1965), electronic circuits (Ferrer et al. 2001) , and software architecture (Valverde et al. 2002) . These studies have shown that many complex networks are sparse, that is, they have only a small fraction of the possible number of links. Despite being primarily locally connected, such networks exhibit the "small-world" property of short average path lengths between any two nodes. Studies also have found that complex networks are characterized by an inhomogeneous distribution of nodal degrees (the number of nodes a particular node is connected to), with this distribution often following a power law (termed "scale-free" networks in Barabási and Albert 1999) . Scale-free networks have been shown to be robust to random failures of nodes, but vulnerable to failure of the highly connected nodes . A variety of network growth processes that might occur on real networks, and that lead to scale-free and small-world networks, have been proposed Barabási 2002, Newman 2003) . The dynamics of networks can be understood to be due to processes propagating through the network of connections (BarYam and Epstein 2004) ; the range of dynamical processes include disease spreading and diffusion, search and random walks, synchronization, games, Boolean networks and cellular automata, and rumor propagation. Indeed, the raison d'être of complex network studies might be said to be the finding that topology provides direct information about the characteristics of network dynamics. In this paper, we study network topologies in the context of large-scale product development and discuss their relationship to the functional utility of the system, as well as to the dynamics of the underlying distributed design problem solving.
Planning techniques and analytical models that view the PD process as a network of interacting components have been proposed before (Braha and Maimon 1998 , Klein et al. 2006 , Eppinger et al. 1994 , Steward 1981 , Mihm et al. 2003 . However, others have not yet addressed the large-scale statistical properties of realworld PD task networks. In the research we report here, we study such networks. We show that task networks have properties (sparseness, small-world, scaling regimes) that are like those of other biological, social, and technological networks. We discover a distinctive asymmetry between the distributions of incoming and outgoing information flows (links) of PD networks, which has implications for their functionality, sensitivity, and robustness (error tolerance) properties.
We further present a model of PD dynamics embodying interactions through the network. Using analysis and simulation, we study its behavior to determine the conditions under which all the PD tasks are completed, and the rate of convergence to the completed state. We show that network topology provides key information about the characteristics of convergence, both whether and how rapidly convergence occurs. We find, quite reasonably, that the PD network dynamics will converge unless the total rate at which a task is affected by its neighboring tasks exceeds the "internal completion rate" of the task. Convergence is impeded by the existence of nodes that have high numbers of both incoming and outgoing information flows, i.e., convergence is controlled by the joint distribution of incoming and outgoing links. A more general result, which is presented in Supplement 4 (provided in the e-companion), 1 shows that the characteristics of convergence depend on the incoming and outgoing information flows among multiple tasks. This paper is organized as follows: In §2, we review the basic structural properties of real-world complex networks. In §3, we describe the PD data used in this paper. In §4, we present an analysis of the PD task networks, their small-world property, and node connectivity distributions. We demonstrate the distinct roles of incoming and outgoing information flows in distributed PD processes by analyzing the corresponding in-degree and out-degree link distributions. In §5, we present a dynamical model of PD processes on complex networks, and show analytically and numerically how the empirical structural properties bear on the PD dynamics. In §6, we present simulation results. In §7, we present our conclusions.
Structural Properties of Complex Networks
Complex networks can be defined formally in terms of a graph G = V E , which is a pair of nodes V = 1 2 N , and a set of lines E = e 1 e 2 e L between pairs of nodes. If the line between two nodes is nondirectional, then the network is called undirected; otherwise, the network is called directed. A network is usually represented by a diagram, where nodes are drawn as points, undirected lines are drawn as edges, and directed lines as arcs connecting the corresponding two nodes. Three properties have been used to characterize real-world complex networks Barabási 2002, Newman 2003) . The first characteristic is the average distance (geodesic) between two nodes, where the distance d i j between nodes i and j is defined as the number of edges along the shortest path connecting them. The characteristic path length l is the average distance between any two vertices:
The second characteristic measures the tendency of vertices to be locally interconnected or to cluster in dense modules. The clustering coefficient C i of a vertex i is defined as follows: Let vertex i be connected to k i neighbors. The total number of edges between these neighbors is at most k i k i − 1 /2. If the actual number of edges between these k i neighbors is n i , then the clustering coefficient C i of the vertex i is the ratio
1 An electronic companion to this paper is available as part of the online version that can be found at http://mansci.journal. informs.org/.
The clustering coefficient of the graph, which is a measure of the network's potential modularity, is the average over all vertices,
The third characteristic is the distribution of degrees of vertices. The degree of a vertex, denoted by k i , is the number of nodes adjacent to it. The mean nodal degree is the average degree of the nodes in the network,
If the network is directed, a distinction is made between the in-degree of a node and its out-degree. The in-degree of a node, k in i , is the number of nodes that are adjacent to i. The out-degree of a node, k out i , is the number of nodes adjacent from i. Regular networks, where all the degrees of all the nodes are equal (such as circles, grids, and fully connected graphs), have been traditionally employed in modeling physical systems of atoms (Strogatz 2001) . On the other hand, many real-world social, biological, and technological networks appear more random than regular (Strogatz 2001 , Albert and Barabási 2002 , Newman 2003 . With the scarcity of large-scale empirical data on one hand, and the lack of computing power on the other hand, scientists have been led to model real-world networks as completely random graphs using the probabilistic graph models of Erdős and Rényi (1959) .
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In their seminal paper on random graphs, Erdős and Rényi (1959) considered a model where N nodes are randomly connected with probability p. In this model, the average degree of the nodes in the network is k pN , and a Poisson distribution approximates the distribution of the nodal degree. In a Poisson random network, the probability of nodes with at least k edges decays rapidly for large values of k. Consequently, a typical Poisson random network is rather homogeneous, where most of the nodal degrees are concentrated around the mean. In particular, the average distance between any pair of nodes l random scales with the number of nodes as l random ∼ ln N / ln k . This feature of having a relatively short path between any two nodes, despite the often large graph size, is known as the small-world effect (de Sola Pool and Kochen 1978) . In a Poisson random graph, the clustering coefficient is C random = p k /N . Thus, while the average distance between any pair of nodes grows only logarithmically with N , the Poisson random graph is poorly clustered. Regular networks and random graphs serve as useful models for complex systems, yet many real networks are neither completely ordered nor completely random. Watts and Strogatz (1998) found that social, technological, and biological networks are much more highly clustered than a random graph with the same number of nodes and edges (i.e., C real C random , while the characteristic path length l real is close to the theoretically minimum distance obtained for a random graph with the same average connectivity. Small-world networks are a class of graphs that are highly clustered like regular graphs (C real C random , but with a small characteristic path length like a random graph (l real ≈ l random . Many real-world complex systems have been shown to be small-world networks, including power-line grids (Watts and Strogatz 1998) , neuronal networks (Watts and Strogatz 1998) , social networks (Amaral et al. 2000 , Newman 2001 ), the World Wide Web , the Internet , food webs (Montoya and Solé 2002) , and chemical-reaction networks .
Another important characteristic of real-world networks is related to their nodal degree distribution. Unlike the bell-shaped Poisson distribution of random graphs, the degree distributions of many realworld networks have been documented to have power-law degree distribution,
where p k is the probability that a node has k edges. Networks with power-law distributions are often referred to as scale-free networks (de S. Price 1965, Barabási and . The power-law distribution implies that there are a few nodes with many edges; in other words, the distribution of nodal degrees has a long right tail (resulting in an extremely large variance) of values that are far above the mean (as opposed to the fast decaying tail of a Poisson distribution, which results in a small variance). Powerlaw distributions of both the in-degree and out-degree of a node have also been observed in a variety of directed real-world networks Barabási 2002, Newman 2003) , including the World Wide Web, metabolic networks, networks of citations of scientific papers, and telephone call graphs. Although scalefree networks are prevalent, the power-law distribution is not universal. Empirical work shows that the total node degree distribution of a variety of real networks often has a scale-free regime with an exponential cutoff, i.e., p k ∼ k − f k/k * , where k * is the cutoff (Strogatz 2001 , Amaral et al. 2000 . The existence of a cutoff has been attributed to physical costs of adding links or limited capacity of a vertex (Amaral et al. 2000) . In some networks, the power-law regime is not even present, and the nodal degree distribution is characterized by a distribution with a fast-decaying tail (Strogatz 2001 , Amaral et al. 2000 . It is also not clear that a scale-free network optimizes properties of network behavior, and alternatives have been proposed (Shargel et al. 2003) .
The goal of this paper is to investigate the statistical properties of large-scale distributed product development networks. We show that large-scale PD networks, although of a different nature, have general properties that are shared by other social, technological, and biological networks.
Data
We analyzed distributed PD data of different largescale organizations in the United States and England, involved in vehicle design (Cividanes 2002a) , operating software design (Denker 2002) , pharmaceutical facility design (Newton and Austin 2002) , and a 16-story hospital facility design (Newton and Austin 2002) . A PD-distributed network can be considered as a directed graph with N nodes and L arcs, where there is an arc from task v i to task v j if task v i feeds information to task v j . The documentation of the directed links between the tasks has been based on structured interviews with experienced engineers and design documentation data (design process models). In all cases, the repeated nature of the PD projects and the knowledgeable people involved in eliciting the information flow dependencies reduce the risk of error in the construction of the PD networks. More specifically, Cividanes obtained the vehicle development network by questioning in person at least one engineer from each task, "Where do the inputs for the task come from (e.g., another task)?" and "Where do the outputs generated by the task go to (e.g., another task)?" The answers to these questions were used by him to construct the network of information flows (Cividanes 2002b) . The operating software development network was obtained from module/subsystems dependency diagrams compiled by Denker (2002) ; and both the pharmaceutical facility development and the hospital facility development networks were compiled by Newton and Austin (2002) from data flow diagrams and design-process model diagrams (Austin et al. 1999) deployed by the organizations. An example of a diagram from the pharmaceutical facility and 16-story hospital facility process models is shown in Figure 1. 
Results

Small-World Properties
An example of one of these distributed PD networks (operating software development) is shown in Figure 2. Here we consider the undirected version of the 
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Note. Such diagrams were used to construct the pharmaceutical facility and the 16-story hospital facility networks (adapted from Austin et al. 2000) .
network, where there is an edge between two tasks if they exchange information between them (not necessarily reciprocal communication). We see that this network is sparse (2L/N N − 1 = 0 0114911 , with the average degree of each node only 5.34, which is small compared to the number of possible edges N − 1 = 465. A clear deviation from a purely random graph is observed. We see that most of the nodes have low degree, while a few nodes have a very large degree. This is in contrast to the nodal degree homogeneity of purely random graphs, where most of the nodal degrees are concentrated around the mean. The software development network also illustrates the smallworld property (see §2), which can be detected by measuring two basic statistical characteristics: (1) the average distance (geodesic) between two nodes, and (2) the clustering coefficient of the graph. Small-world networks are a class of graphs that are highly clustered like regular graphs (C real C random , but with small characteristic path length like a random graph (l real ≈ l random . For the software development network, the network is highly clustered, as measured by the clustering coefficient of the graph (C software = 0 327 compared to a random graph with the same number of nodes and edges (C random = 0 021 , but with small characteristic path length like a random graph (l software = 3 700 ≈ l random = 3 448 .
In Table 1 , we present the characteristic path length and clustering coefficient for the four distributed PD networks examined in this paper, and compare their values with random graphs having the same number of nodes and edges. In all cases, the empirical results display the small-world property (C real C random and l real ≈ l random .
An interpretation of the functional significance of the architecture of PD networks must be based on recognition of the factors that such systems are optimizing. Shorter development times, improved product quality, and lower development costs are the key factors for successful complex PD processes. The existence of cycles in the PD networks, readily noted in the network architectures investigated, points to the seemingly undeniable truth that there is an inherent, iterative nature to the design process (Braha and Maimon 1998) . Each iteration results in changes that must propagate through the PD network, requiring the rework of other reachable tasks. Consequently, late feedback and excessive rework should be minimized if shorter development time is required. The functional significance of the small-world property can be attributed to the fast information transfer throughout the network, which results in immediate response to the rework created by other tasks in the network. A high clustering coefficient is consistent with a modular organization, i.e., the organization of the PD process in clusters that contain most, if not all, of the interactions internally, and the interactions or links between separate clusters is minimized (Alexander 1964 , Braha and Maimon 1998 , Bar-Yam 1997 . The dynamic model developed in shows that a speed-up of the PD convergence to the design solution is obtained by reducing or ignoring some of the task dependencies (i.e., eliminating some of the arcs in the corresponding PD network). A modular architecture of the PD process is aligned with this strategy.
In-Degree and Out-Degree Distributions
We compared (see Figures 3(a)-3(d)) the cumulative probability distributions P in k and P out k that a task has more than k incoming and outgoing links, respectively.
3 For all four networks, we find that the in-degree and out-degree distributions can be described by power laws (the "scale-free" property), with cutoffs introduced at some characteristic scale k * ; k − f k/k * (typically the function f corresponds to an exponential or Gaussian). More specifically, we find scaling regimes (i.e., straight-line regimes in the figure) for both P in k and P out k . We note, however, that the cutoff k * is lower by more than a factor of two for P in k than for P out k . 4 It is worthwhile to note that the very low cutoff of the in-degree distribution exhibited by some networks (e.g., vehicle, software, and pharmaceutical) indicates that the in-degree distribution k − f k/k * is broadly governed by the fast-decaying function f for k > k * , implying that tasks with large incoming connectivity are practically absent. In this case, the in-degree distribution might be better fitted by an exponential as seen by the markedly curved-shaped behavior in Figure 3 (c).
The scale-free property suggests that complex PD task networks are dominated by a few highly central tasks. This is in contrast to the bell-shaped Poisson distribution of random graphs, which leads to a fairly homogeneous network where each node has approximately the same number of links (and thus equally affecting the network behavior). The failure (e.g., excessive rework, lack of integration ability, or delays) of central PD tasks will likely affect the vulnerability of the overall PD process. Focusing engineering efforts and resources (e.g., funding and technology support) as well as developing appropriate control and management strategies for central PD tasks will likely maintain the sustainability and improve the performance of the PD process.
To analyze the structure of PD networks, it is important to study the relationships between the indegree and out-degree of tasks. Thus, for example, we are interested in questions such as "Do tasks with high out-degree also have relatively high indegree?" We address such questions by plotting the Figure 4 reveals that when considering the vehicle, pharmaceutical, and hospital PD networks, nodes with large in-degree generally have small out-degree, and vice versa. This kind of selective linking has been verified by calculating the Pearson coefficient between the in-degrees of tasks and their out-degrees; focusing on a reduced set of highly connected tasks for which their in-degree or out-degree exceed a certain threshold.
5 The calculation shows (see Figure 4 ) a noticeable negative correlation between in-and out-degrees for so-defined highly connected tasks. To further illustrate this finding, we present in Table 2 the top 10 tasks of the vehicle development network at General Motors' Research and Development Center, ranked according to their in-degree and out-degree centrality measures. We see that only two out of the 10 tasks (italicized in the table) appear both in the in-degree ranking and in the out-degree ranking. This finding implies that generally there is a clear distinction between large-scale generators of information (i.e., with high out-degree) and large-scale consumers (i.e., with high in-degree); a high generator of information could be a low consumer and vice versa. This further suggests that a distinction has to be made between in-and out-centrality as far as control and management strategies are concerned. Moreover, those tasks that have both high inand out-centrality (e.g., "track total vehicle issues" at General Motors' vehicle design in Figure 4 ) are likely to play a unique role during the product design process. Interestingly enough, when considering the entire set of tasks (i.e., no filter on task connectivities is applied), the results for the vehicle, pharmaceutical, and hospital PD networks reveal almost no correlation between the in-degrees of tasks and their outdegrees. The dynamical model presented in §5 shows that the nature of in-and out-degree correlations has profound and subtle effects on the behavior of PD processes defined on top of complex networks. In particular, the model and simulation provides a theoretical explanation for the observed weak correlation at the level of all tasks, and anticorrelation at the level of highly connected tasks.
The presence of cutoffs in node degree distributions has been attributed to physical costs of adding links and limited capacity of a node (Amaral et al. 2000) . Such networks may also arise if network formation occurs under conditions of preferential attachment with limited information (Mossa et al. 2002) . As previously noted (Amaral et al. 2000 , Mossa et al. 2002 , the limited capacity of a node, or limited information-processing capability of a node, are similar to the so-called "bounded rationality" concept of Simon (1998) .
We find that there is an asymmetry between the distributions of incoming and outgoing information flows. The narrower power-law regime for P in k sug- gests that the costs of adding incoming links and limited in-degree capacity of a task are higher than their counterpart out-degree links. We note that this is consistent with the realization that bounded rationality applies to incoming information, and to outgoing information only when it is different for each recipient, not when it is duplicated. This naturally leads to a weaker restriction on the out-degree distribution.
An additional functional significance of the asymmetric topology can be attributed to the distinct roles of incoming and outgoing links in distributed PD processes. The narrow scaling regime governing the information flowing into a task implies that tasks with large incoming connectivity are practically absent. This suggests that distributed PD networks limit conflicts by reducing the multiplicity of interactions that affect a single task, as reflected in the incoming links. Such architecture reduces the amount and range of potential revisions that occur in the dynamic PD process, and thus increases the likelihood of converging to a successful solution. Our empirical observation is found to be consistent with the dynamic PD model presented in the next section. There it is shown that additional rework might slow down the PD convergence or have a destabilizing effect on the system's behavior. As a general rule, the rate of problem solving has to be measured and controlled such that the total number of design problems being created is smaller than the total number of design problems being solved.
The scale-free nature of the outgoing communication links means that some tasks communicate their outcomes to many more tasks than others do, and may play the role of coordinators (or product integrators, see . Unlike the case of large numbers of incoming links, this may improve the integration and consistency of the problem-solving process, thus reducing the number of potential conflicts. Product integrators put the separate development tasks together to ensure fit and functionality.
Because late changes in product design are highly expensive, product integrators continuously check unfinished component designs and provide feedback to a large number of tasks accordingly.
A Dynamical Model on Complex PD Networks
This section introduces a deliberately simple model of product development on complex directed networks, which captures important features of PD dynamics (e.g., see . We characterize the model's behavior by using analysis and simulations performed on the empirically heterogeneous directed network topologies examined in §4 (rather than on simplified fully connected or lattice topologies). In our model, there is a network of interconnected nodes (elemental tasks); each can be in a "resolved" or "unresolved" state. Each node could be affected by those nodes that directly reach it, and could affect those nodes that are directly reachable from it. The rule by which a resolved node becomes unresolved depends stochastically on the number of unresolved contiguous incoming nodes-the higher the number of unresolved neighbors, the higher the probability of becoming unresolved. This rule reflects the repetition (rework) of tasks due to the availability of new information and input changes generated by other contiguous tasks. An unresolved node may be fully resolved with probability that depends on both its self-completion rate (internal problem-solving rate), and on the number of unresolved neighboring nodes. Incorporating the effect of task j on task i (which possibly differs between each pair of tasks) as well as including nonbinary states (e.g., the number of design problems or open issues associated with a task) can be readily done but does not offer additional understanding on the issues addressed here. Although the motivation is different, it is worthwhile to note that the model considered here is similar in spirit to dynamic models that have been studied in the context of collective action, percolation, majorityvote cellular automata, self-organized criticality, spinflip Ising dynamics, and epidemic spreading.
Model
We consider a network where each node (a task in the network) can be in one of two states, zero or one, representing unresolved or resolved states, respectively. We consider a dynamic process occurring at discrete times, 1 2 t. Node states are updated synchronously, indicating a parallel mode of product development.
6 Let s i t be the state of node i at time t. We consider two cases: Case 1. Node i is resolved at time t (i.e., s i t = 1 . Let k in i be the in-degree connectivity of node i, and let k i t = k in i − j j i ∈E s j t be the number of neighboring unresolved nodes that are directly connected by directional links (arcs) to node i at time t. Node i changes its state according to the following stochastic rule:
where i is a parameter that reflects the sensitivity of the node i state to its neighboring unresolved nodes, and tanh x is the hyperbolic tangent function defined by
The stochastic dynamic rule allows for node state realizations to vary over time even if the node has the same number of unresolved neighbors at different times. The parameter i captures the tendency of a node to be affected by its neighbors. For i = 0, the node's behavior is completely decoupled from its neighbors. A low i corresponds to the case where a node's behavior is not influenced much by the states of its neighbors. For i → , each node's behavior is completely dependent on its neighbors: Any nonzero number of unresolved neighbors will render the node unresolved at the next iteration. Case 2. Node i is unresolved at time t (i.e., s i t = 0 . In this case, node i changes its state according to the following stochastic rule:
0 with probability 1 − r i 1 − tanh i k i t 1 with probability r i 1 − tanh i k i t (8) 6 Note that this assumption can be easily relaxed by randomly selecting, at each time point, a node for an update.
where r i is a parameter that reflects the internal completion rate of task i (0 ≤ r i ≤ 1 . Here we assume that the node can be resolved if two events occur: (1) the node is not affected by its unresolved neighbors, and (2) the task is successfully completed internally in one unit of time with probability r i .
Although the model presented above captures important aspects of PD dynamics, it is worthwhile to discuss some of the underlying assumptions:
The stochastic rule (Equations (6) and (8)) governing the response of each task could be modified in various ways. Still, it is easy to show that the qualitative results of the model will be preserved for a broad family of concave response functions that have continuous second derivatives, and guarantee probabilities in the 0 1 range. The concavity assumption of the response function gives a plausible shape for the marginal effects; that is, at relatively high values, a marginal change in the number of unresolved contiguous incoming nodes will give a relatively smaller modification in the probability of state change.
The model assumes that each task is equally influenced by its neighboring tasks, thus taking into account only the topological structure of the PD network. This assumption could be relaxed by having some tasks more influential than others. This could be formalized by assigning to each arc of the PD network a weight proportional to the dependency strength of the connections among the various tasks of the network. The total weight of a task's connectivities could then be incorporated into a response function. An interesting question here is, What is the dynamic effect of such weighted PD network architectures? Although the answer to this question requires further empirical and analytical study, it is plausible that the main findings reported here (e.g., cutoff asymmetry, and the robustness and sensitivity properties presented in §6) will remain valid for weighted PD networks as well. Evidence for this can be found in recent empirical studies that show some real-world networks (the worldwide airport network and scientific collaboration networks) exhibit strong correlations among weighted quantities and the underlying topological structure of the network (Barrat et al. 2004 ). More specifically, it has been shown that the strength of a node (i.e., the total weight of their connections) increases with the node degree, and that the functional behavior of the strength distribution exhibits similarities with the degree distribution (Barrat et al. 2004 ). Consequently, a node centrality measure based only on topological elements might provide useful information about the characteristics of network dynamics.
In our model, we assume that the resource usage intensity required to accomplish the internal completion rate of the various tasks is uniform throughout the project. Adjustments in effort levels via resource allocation and workload policies could be taken into account by introducing internal completion rates that are time based. Finally, in our model, we assume that the product content, performance, variable cost, investment, quality, and other project attributes do not change over the duration of the project. Project changes could be quantified by introducing an "external field" into the model.
Analytic Results for Random (Erdős-Rényi)
Networks The relaxation of the system to the uniformly resolved state (i.e., s i t = 1 for all tasks) depends on the free parameters i , r i , the initial state of the network, and the PD network topology. Although there is no theorem guaranteeing the relaxation of the network to the uniformly resolved state, we apply a meanfield approximation (Marro and Dickman 1999 ) to the stochastic model we have defined to gain insight about the convergent final state. We derive a rate equation for the density of unresolved tasks at time t,
We assume that for every task i, r i = r, and i = . We also make the following homogeneity condition, which holds particularly well for a completely random graph: For every task i, its number of unresolved neighbors is approximately k i t k in t , where k in denotes the average in-degree of a task in the network. The global density of unresolved tasks t evolves according to the rate equation
After substitution of the hyperbolic tangent function and¯ = k in , we obtain
At an equilibrium d t /dt = 0; thus, we obtain a single equation to be solved for t = :
We conclude that the only stable fixed point of this equation is * = 0 if f =0 < 1, and has a nonzero solution if f =0 > 1. Thus, for¯ < r, the global density of unresolved tasks at equilibrium is * = 0 (i.e., all tasks are successfully completed). This result has a simple intuitive interpretation: If the task's internal completion rate r exceeds the average total sensitivity of the task to its unresolved incoming neighbors¯ = k in , the PD process will converge to the uniformly resolved state; otherwise, it is quite likely that the PD process will converge to a state where a nonzero fraction * > 0 of the tasks remains unresolved.
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When the fraction of unresolved tasks at equilibrium is very small ( * 1), we can find a closed-form expression for * by expanding f in Equation (10) to the second order in and solving for * :
Hence, * ≈ r ¯ − r ¯ 2 1 − r
To gain further insight regarding the rate of convergence to the fixed point of Equation (9), we solve it approximately as follows. For small values of , Taylor's expansion yields
Thus, the differential Equation (9) is approximated by
The solution of Equation (13) is
For¯ < r, lim t→ t = 0 and the system converges exponentially to the uniformly resolved state. For > r, the fraction of unresolved tasks decays at an exponential rate and eventually saturates at a nonzero fraction of unresolved tasks * = lim t→ t =¯ − r 1 − r (note that when * is small, as assumed,¯ /r ≈ 1, and thus the prediction of Equation (12) is consistent with the estimate above). The deterministic analysis of the model has involved a number of assumptions that can be tested by simulation. First, a directed random graph with a prescribed average in-degree of tasks (and same average out-degree) has been generated, and all tasks have been initially selected to be unresolved. The graph contains 10 5 tasks with connectivity k in = k out = 12. We have simulated the model using a synchronous discrete-event implementation. Figure 5 compares a typical simulation run to the corresponding deterministic solution (14). The simulation run has followed Notes. The average number of incoming arcs connected to a node is k in = 12 019. In (a), the time evolution of t when the sensitivity and the internal completion rates of tasks are = 0 061 and r = 0 75, respectively. In this case, k in < r, and the simulation run converges to the uniformly resolved state as predicted by theory. In (b), the sensitivity and the internal completion rates are = 0 064 and r = 0 75, respectively. In equilibrium, the average fraction of unresolved tasks between t = 65 and t = 100 (a stationary regime) is * = 0 087, which agrees reasonably well with the prediction * = 0 090 given in Equation (12). the deterministic solution quite well. Performing multiple independent simulation runs using the same parameters has shown that the variation in the equilibrium obtained across different simulation runs has been quite small.
Analytic Results for Correlated PD Networks
The extreme heterogeneity of the connectivity distributions of undirected scale-free networks significantly affects the dynamical processes that propagate through these networks. In particular, it was shown that the large fluctuations, k 2 , of power-law connectivity distributions cannot be neglected as far as system dynamics is concerned, even for finite-size systems (Anderson and May 1992) . For directed PD networks, we show below that the first-order joint moment of the joint in-degree and out-degree distributions (i.e., k in k out plays an important role in determining the PD dynamics.
To take into account the extreme heterogeneity (related to the degree distributions) of real-world directed PD networks (as shown in §4), we modify the mean-field analysis presented for random (Erdős-Rényi) networks by writing the rate equations governing the time evolution of k t , where k t is the relative density of unresolved tasks with given indegree connectivity k (recall that for Erdős-Rényi networks, k t ≈ t . A general analysis, provided in the appendix (see Supplement 4 provided in the ecompanion), indicates that the characteristics of PD dynamics are related to the degree correlations among neighboring tasks. For directed PD networks, the degree correlations can be measured by four possible linear (Pearson) correlation coefficients between sets of degrees (in-and out-degrees) for all tasks i and j at either ends of a directed edge in the network. More specifically, we consider k in is indeed small. Consequently, we assume that the degree correlations among neighboring tasks can be safely neglected, and proceed with a simplified analysis.
The dynamical mean-field rate equations now become
where t is the probability that any given incoming link (arc) to a task originates from an unresolved task. At an equilibrium d k t /dt = 0 t = , and thus we obtain a single equation to be solved for k t = k :
To solve the equations in (16), we need to derive an expression for . First, we define the probability q m that an incoming link to a task originates from another task with m outgoing links. Because it is more likely that a randomly chosen link originates from a node with high out-degree connectivity, the probability q m is proportional to mP out m and the normalized distribution is given by
We conclude that is given by
where P k in k out is the joint probability distribution of k in and k out . Consequently, Equation (18) yields a consistency equation for . After solving Equation (18) for , the average density of unresolved tasks in the system at equilibrium is evaluated by the relation =
Finding an exact solution of Equation (18) can be difficult, depending on the particular form of P k in k out . Fortunately, we do not have to solve Equation (18) explicitly to gain a qualitative understanding of the underlying PD dynamics. Following the same argument as in Equation (10), we obtain that
where k in k out denotes the first-order joint moment of the joint probability distribution P k in k out , Cov k in k out denotes the covariance 9 of the two random variables k in and k out , andk = k in = k out . Strikingly, the factors Cov k in k out or k in k out in Equation (19) depend solely on the topology of the network; thus, showing how the underlying network topology provides direct information about the characteristics of the network dynamics. For the general case considered here, the model exhibits a threshold behavior at f =0 = 1, which implies that an initial seed of unresolved tasks would lead, at equilibrium, to the uniformly resolved state if f =0 < 1, i.e., for k in k out < r k out . We also note that if k in and k out are uncorrelated, then k in k out = k in k out , from which we recover the condition k in /r < 1 obtained for homogeneous random networks (see §5.2).
The above analysis suggests that the dynamic model does exhibit a threshold behavior, as for homogeneous networks. However, for positive covariance between the two random variables k in and k out , the range of r − values for which the system converges to the uniformly resolved state is more constrained 
Notes. For a fixed network topology (i.e., k in and Cov k in k out are known values), the dynamics are characterized in terms of the parameters r and . The parameter space r − is divided into two distinct regimes: fully resolved (gray) and partially resolved (white). The solid line represents the transition between these two regimes for a completely random (uncorrelated) network, while the dashed line represents the transition between these two regimes for a positively correlated network (i.e., Cov k in k out ≥ 0 .
compared with the corresponding homogeneous situation (see Figure 6 ). It is concluded that high covariance values exhibited in PD networks must be compensated for by either reducing the sensitivity of tasks to their neighbors (reflected by the parameter or by increasing their internal problem-solving rates (reflected by the parameter r if the project is expected to converge to the uniformly resolved state. As mentioned in §4.2, the observed low correlation between the in-degrees and out-degrees of nodes for some PD networks implies that Cov k in k out /k 1 in Equation (19), and thus the predicted threshold behavior at k in /r = 1 (as for random homogeneous networks) could still be a good approximation (this is confirmed by simulations).
The above deterministic analysis has been tested by simulating the model on the software network described in §3 withk = 3 163. The software network indicates a high degree of interdependence or covariance between the two random variables k in and k out (i.e. Cov k in k out ≈ 5 59 and correlation ≈ 0 76 . For example, for internal completion rates r i = 0 75 ∀ i, a threshold behavior is predicted at a value of ≈ 0 086, for which
It is instructive to compare the threshold thus obtained with the prediction for an uncorrelated random network, ≈ 0 237. The actual measurement of the threshold has been found at ≈ 0 103, smaller by a factor of 2.3 than the value corresponding to uncorrelated random networks ( ≈ 0 237 , and in quite good agreement with the prediction for correlated networks ( ≈ 0 086 . The actual threshold appears to be a bit higher than the prediction for correlated networks because the mean-field approximation used to derive the deterministic theory neglected the density correlations among the different tasks (see the appendix in Supplement 4) and because the size of the network is small.
Simulation Results: Sensitivity and Robustness of PD
One of the most practical aspects of a product development process is whether the total number of design problems (e.g., unresolved tasks) being solved remains bounded as the project evolves over time, and eventually falls below an acceptable threshold within a specified time frame . To analyze (from a global perspective) the performance of product development, we measure it by the time T * it takes for the PD process to reach the uniformly resolved state.
10 Because the characterization of the PD systemwide behavior depends on the distribution of i s and r i s, we consider the special case where the sensitivity and the internal completion rates are identical across tasks ( i = and r i = r ∀ i .
We confirmed through simulations that the time it takes for the PD system to reach the uniformly resolved state increases sharply as the sensitivity and completion rate parameters, and r, increase toward the threshold regime (e.g., the solid line in Figure 6 ). Indeed, we note that the exponent in the denominator of Equation (14) begins to dominate the other factors for values of t for which r −¯ t ≈ 1. Thus, we expect the inverse of the mean convergence time, 1/T * , to grow linearly with the scaled parameter = r −¯ = r − k in -the "threshold gap." This is illustrated in Figure 7 for the pharmaceutical network, where the inverse of the convergence time 1/T * is plotted against the threshold gap , which verifies the predicted linear dependence of 1/T * on over a large range of threshold gap values.
We further examine the dynamics of the PD process by analyzing the sensitivity as well as robustness (error tolerance) of the PD network topology with respect to internal and external perturbations such as planned and unplanned design changes. We demonstrate two important properties of complex PD networks: (1) their dynamic behavior is highly insensitive 10 Here we guarantee convergence by proper selection of parameters. In general, we could use a performance measure T p , where T p is the earliest time at which the fraction of resolved tasks is greater or equal to p. 
Threshold gap Mean inverse convergence time
Notes. The average number of in coming arcs connected to a node is k in = 6 37, and the internal completion rates are r i = 0 75 ∀ i. The values of go from 0 to 0.117 in increments of 0.001, and convergence times were averaged over 100 independent simulation runs. The plot shows a linear relationship (Pearson coefficient R > 0 98, p < 0 001 .
(error tolerant) to random perturbations, yet highly sensitive (responsive) to perturbations that are targeted at specific tasks; and (2) if wisely exploited, the sensitivity of PD complex networks to targeted perturbations can yield great benefits with minimal effort, yet the sensitivity characteristic may also result in detrimental effects if not properly controlled.
In the following, perturbations are considered as either planned or unplanned task modifications that could affect the performance 11 of the PD process. Planned task modifications are defined as deliberate improvements of task parameters, and include:
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(1) decreasing the value of sensitivity rates i , or (2) increasing the value of internal completion rates r i . To simulate unplanned task changes, we modified tasks by impairing their sensitivity or completion-rate parameters.
We begin by analyzing the effect of planned changes of tasks on the PD performance. Effective improvement of tasks will preferentially direct resources to the most "important" tasks (rather than selecting tasks randomly). Hence, we consider the following five task modification policies: (1) Information-generating policy: First, modify the task with the highest out-degree, and continue selecting and modifying tasks in decreasing order of their out-degree connectivity k out .
(2) Information-consuming policy: Same as in 1, but 
Pharmaceutical Hospital
Notes. Comparison between five task-modification policies: multiplicative (dotted line), additive (dashed line), information-generating (dashed-dotted line), information-consuming (solid line), and random + . For the nonrandom modification policies, each data point is the average of 1,000 realizations. For the random modification policy, each point is the average of 30 different modified task selections, performed for 100 independent runs. The average in-degree, sensitivity rate, internal completion rate prior to modification, and modified internal completion rate are, respectively, as follows: Vehicle: k in = 3 475, = 0 135, r = 0 5, r + = 1; Software: k in = 3 163, = 0 06, r = 0 5, r + = 1; Pharmaceutical: k in = 6 371, = 0 065, r = 0 5, r + = 1; Hospital: k in = 9 741, = 0 045, r = 0 5, r + = 1.
modify tasks according to their in-degree k in . (3) Multiplicative policy: Same as in 1, but modify tasks according to the product of their in-degree and out-degree k in k out . (4) Additive policy: Same as in 1, but modify tasks according to the sum of their in-degree and out-degree k in + k out . (5) Random policy: Tasks are selected randomly, and modified accordingly. The latter scheme reflects an uninformed modification strategy. We examine the sensitivity and robustness of PD networks with respect to perturbations by studying how the performance is being affected when a small fraction, f , of the tasks is modified according to the task modification policies specified above. In general, as seen in Figure 8 and Figure EC .1 (Supplement 1 provided in the e-companion), planned task modifications tend to increase the performance of the PD process. However, while the PD performance increases slowly with f when the random modification scheme is applied, a drastically different behavior is observed when the deliberate modification schemes are utilized. When tasks are modified preferentially (by either one of the above modification policies), the performance of the PD network increases rapidly, becoming about twice as large as its original value, even if only 6% of the tasks are modified. This sensitivity to deliberate perturbations is deeply ingrained in the inhomogeneity property of the in-degree and out-degree connectivity distributions of PD networks as indicated by their long right tails and extremely large variances (see §4). More specifically, the inhomogeneity property related to the out-degree connectivity means that the PD network is dominated by a few tasks that generate information to a large number of other neighboring tasks. Similarly, the inhomogeneity associated with the in-degree distribution implies that the PD network is dominated by a few tasks that consume information from a large number of neighboring tasks. Consequently, improvement efforts that are channeled towards these dominating tasks (e.g., increasing their internal completion rates) are expected to drastically alter the overall network's performance.
The aggregate-based policies (multiplicative and additive) seem to generally outperform the single-based policies (information-generating and informationconsuming). This result is rooted in the nature of the directed information flows forming the links among the tasks. While not uniquely affected by either the in-degree or out-degree connectivity distributions alone, both distributions are needed to understand the dynamics of the PD process. Tasks with large inand out-degrees have both significant internal complexity associated with assembling the information of several other tasks, and significant external dependability upon which others rely. Thus, it is plausible to expect that tasks with large in-and out-degrees could hamper the PD process.
Figures 8 and EC.1 show that for the vehicle, pharmaceutical, and hospital networks the performance of the information-consuming policy (based on indegree connectivities) is poor relative to the other policies. As observed in §4, these networks have the following properties: (1) the correlation between the in-degree and out-degree of tasks is small, and (2) the in-degree distribution has a cutoff that is significantly lower than the corresponding out-degree cutoff. This suggests that other networks that satisfy these properties and utilize the information-consuming policy might also perform less effectively. Indeed, an early cutoff of the in-degree distribution (relative to the out-degree cutoff) implies that tasks with large incoming connectivities are practically absent. Also, a lack of degree correlation implies that it is unlikely that a highly information-generating task (i.e., with large out-degree connectivity) is also highly information consuming (i.e., with high in-degree connectivity). Consequently, the PD dynamics are generally expected to be more responsive to modifications that focus on tasks with high out-degree connectivities.
Finally, we observe that, for the software network, all the "nonrandom" policies perform similarly. This might be expected for networks for which the in-degree and out-degree connectivities are highly correlated (e.g., for the software network, the correlation is 0.76).
Next, we analyze the effect of unplanned changes of tasks (where task parameters are impaired) on the PD performance. As seen in Figures EC.2 and EC.3 (Supplements 2 and 3, provided in the e-companion), the PD performance decreases slowly with f when tasks are changed randomly. On the other hand, a drastically different behavior is observed if unplanned changes are targeted at central tasks. When tasks are modified preferentially (by either one of the above modification policies), the performance of the PD network decreases rapidly, becoming about twice as low as its original value even if only 6% of the tasks are modified.
Overall 
Summary and Conclusions
In the last few years, the study of complex network topologies has become a rapidly advancing area of research across many fields of science and technology (Strogatz 2001 , Albert and Barabási 2002 , Newman 2003 . One of the key areas of research is understanding the network properties that are optimized by specific network architectures (Amaral et al. 2000 , Valverde et al. 2002 , Cancho and Solé 2003 , Mossa et al. 2002 , Shargel et al. 2003 . Here, we have analyzed the statistical properties of real-world networks of people engaged in product development activities. We have shown that complex PD networks display similar statistical patterns to other real-world networks of different origins, and have shown how the underlying network topologies provide direct information about the characteristics of PD dynamics. In particular:
• PD complex networks exhibit the small-world property, which means that they react rapidly to changes in design status;
• PD complex networks are characterized by inhomogeneous distributions of incoming and outgoing information flows of tasks. Consequently, PD task networks are dominated by a few highly central information-consuming and information-generating tasks;
• PD networks exhibit a noticeable asymmetry (related to the cutoffs) between the distributions of incoming and outgoing information flows, suggesting that the incoming capacities of tasks are much more limited than their counterpart outgoing capacities. The cutoffs observed in the in-degree and out-degree distributions might reflect Herbert Simon's notion of bounded rationality (Simon 1998) and its extension to group-level information processing.
• Focusing engineering and management efforts on central information-consuming and informationgenerating PD tasks will likely improve the performance of the overall PD process;
• Failure of central PD tasks affects the vulnerability of the overall PD process;
• Positive correlation between the in-degree and out-degree of a task tends to limit the range of the parameters' values for which the system converges to the uniformly resolved state;
• PD dynamics is highly error tolerant, yet highly responsive to perturbations that are targeted at specific tasks.
In the context of product development, what is the meaning of these patterns? How do they come to be what they are? We propose several explanations for these patterns. Successful PD processes in competitive environments are often characterized by short time to market, high product performance, and low development costs (Clark 1989) . In many high-technology industries, an important trade-off exists between minimizing time-to-market and development costs and maximizing the product performance. In PD task networks, accelerating the PD process can be achieved by cutting out some of the links between the tasks . Although the elimination of some arcs should result in more rapid PD convergence, this might worsen the performance of the end system. Consequently, a trade-off exists between the elimination of task dependencies (speeding up the process) and the desire to improve the system's performance through the incorporation of additional task dependencies. PD networks are likely to be highly optimized when both PD completion time and product performance are accounted for. Recent studies have shown that an evolutionary algorithm involving minimization of link density and average distance between any pair of nodes can lead to nontrivial types of networks, including truncated scale-free networks, i.e., p k Valverde et al. 2002, Cancho and Solé 2003) . This might suggest that an evolutionary process that incorporates similar generic optimization mechanisms (e.g., minimizing a weighted sum of development time and product quality losses) might lead to the formation of a PD network structure with the small-world and truncated scale-free properties.
Another explanation for the characteristic patterns of PD networks might be related to the close interplay between the design structure (product architecture) and the related organization of tasks involved in the design process. It has been observed that in many technical systems design tasks are commonly organized around the architecture of the product (Eppinger et al. 1994) . Consequently, there is a strong association between the information flows underlying the PD task network and the design network composed of the physical (or logical) components of the product and the interfaces between them. If the task network is a mirror image of the related design network, it is reasonable that their large-scale statistical properties might be similar. Evidence for this can be found in recent empirical studies that show some design networks (electronic circuits, Ferrer et al. 2001 , and software architectures, Valverde et al. 2002) exhibit small-world and scaling properties. The scale-free structure of design networks, in turn, might reflect the strategy adopted by many firms of reusing existing modules together with newly developed modules in future product architectures (Braha and Maimon 1998) . Thus, the highly connected nodes of the scale-free design network tend to be the most reusable modules. Reusing modules at the product architecture level also has a direct effect on the task level of product development; it allows firms to reduce the complexity and scope of the product development project by exploiting the knowledge embedded in reused modules, and thus significantly reduce the product development time.
Of greatest significance for the analysis of generic network architectures, we demonstrated a previously unreported difference between the distribution of incoming and outgoing links in a complex network (see Figure EC .4, which is provided as Supplement 5 in the e-companion, for an analysis of open source software and electronic circuit networks). Specifically, we find that the distribution of incoming communication links always has a cutoff, while outgoing communication links are scale-free with or without a cutoff. In the cases studied, when both distributions have cutoffs, the incoming distribution has a cutoff that is significantly lower by more than a factor of two. From a product development viewpoint, the functional significance of this asymmetric topology has been explained by considering a bounded-rationality argument originally put forward by Simon in the context of human interactions (Simon 1998) . Accordingly, this asymmetry could be interpreted as indicating a limitation on the actor's capacity to process information provided by others, rather than the ability to transmit information over the network. In the latter case, boundedness is less apparent because the capacity required to transmit information over a network is often less constrained, especially when it is replicated (e.g., many actors can receive the same information from a single actor by broadcast). In light of this observation, we expect a distinct cutoff distribution for in-degree as opposed to out-degree distributions when the network reflects communication of information between human beings as a natural and direct outcome of Simon's bounded-rationality argument. It would be interesting to see whether this property can be found more generally in other directed human or nonhuman networks. It seems reasonable to propose that the asymmetric link distribution is likely to hold for such networks when nodes represent information processing elements.
The paper analyzes an intraorganizational network where PD tasks are nodes. It would be interesting to see if the statistical patterns uncovered for intraorganizational networks remain invariant when moving to the interorganizational level, where enterprises form the nodes (e.g., supply chain networks; see Reitman 1997, Nishiguchi and Beaudet 1998 ). We conjecture that the level of abstraction will not significantly change the qualitative structure of the network's topology; but may change the embedded parameters underlying the network's characteristics (e.g., coefficients and cutoffs of the power-law distributions). We have identified two generic categories of network nodes: information-consuming and information-generating. We believe that this categorization could be expanded by at least three methods: (1) considering other unit centrality measures (e.g., closeness and betweenness centrality; see Wasserman and Faust 1999); (2) analyzing the structure of subgraphs (building blocks) embedded in the networks; and (3) assigning richer data structures that more naturally describe a PD; e.g., adding characteristics to each task or adding information bandwidth (weights) to links. Finally, it would be interesting to see (by direct observations) if the group-level information-processing capacity reflected by the distributions' cutoffs can be extended; e.g., by redesigning the structure or topology of the network or by incorporating sophisticated information technologies and transaction protocols.
Electronic Companion
An electronic companion to this paper is available as part of the online version that can be found at http://mansci.journal.informs.org/. 
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Notes. Comparison between five-task modification policies: Multiplicative (dotted line), additive (dashed line), information-generating (dasheddotted line), information-consuming (solid line), and random (+). The average in-degree, sensitivity rate, internal completion rate prior to modification, and modified internal completion rate are, respectively, as follows: Vehicle: k in = 3 475, = 0 135, r = 1, r − = 0 5; Software: k in = 3 163, = 0 06, r = 1, r − = 0 5; Pharmaceutical: k in = 6 371, = 0 06, r = 1, r − = 0 5; Hospital: k in = 9 741, = 0 05, r = 1, r − = 0 5. The software system networks were generated from the call graphs of the Linux operating system kernel, and the MySQL relational database system (version 2.4.19 and version 3.23.32 respectively, data courtesy of Chris Myers, Cornell University). A call graph is a directed graph that represents calling relationship among subroutines. (c and d) Electronic circuits: The electronic circuit networks were generated from the ISCAS89 benchmark set of sequential logic electronic circuits. The nodes represent logic gates and flip-flops (data courtesy of Ron Milo, Weizmann Institute). The log-log plots of the cumulative distributions of incoming and outgoing links show a power law regime for the out-degree distributions with a fast decaying tail for the in-degree distributions. Similar to the product development networks (see Figure 3 in main text), the product design networks exhibit a noticeable asymmetry (related to the cut-offs) between the distributions of incoming and outgoing information flows, suggesting that the incoming capacities of "components" are much more limited than their counterpart outgoing capacities. These product design networks also exhibit a low correlation between the in-degrees and out-degrees of nodes as observed for the PD networks.
