In this study, the performance of two advanced land surface models (LSMs; Noah LSM and Pleim-Xiu LSM) coupled with the fifth-generation Pennsylvania State University-National Center for Atmospheric Research Mesoscale Model (MM5), version 3.7.2, in simulating the near-surface air temperature in the greater Göteborg area in Sweden is evaluated and compared using the GÖTE2001 field campaign data. Further, the effects of different planetary boundary layer schemes [Eta and Medium-Range Forecast (MRF) PBLs] for Noah LSM and soil moisture initialization approaches for Pleim-Xiu LSM are investigated. The investigation focuses on the evaluation and comparison of diurnal cycle intensity and maximum and minimum temperatures, as well as the urban heat island during the daytime and nighttime under the clear-sky and cloudy/rainy weather conditions for different experimental schemes. The results indicate that 1) there is an evident difference between Noah LSM and Pleim-Xiu LSM in simulating the near-surface air temperature, especially in the modeled urban heat island; 2) there is no evident difference in the model performance between the Eta PBL and MRF PBL coupled with the Noah LSM; and 3) soil moisture initialization is of crucial importance for model performance in the Pleim-Xiu LSM. In addition, owing to the recent release of MM5, version 3.7.3, some experiments done with version 3.7.2 were repeated to reveal the effects of the modifications in the Noah LSM and Pleim-Xiu LSM. The modification to longwave radiation parameterizations in Noah LSM significantly improves model performance while the adjustment of emissivity, one of the vegetation properties, affects Pleim-Xiu LSM performance to a larger extent. The study suggests that improvements both in Noah LSM physics and in Pleim-Xiu LSM initialization of soil moisture and parameterization of vegetation properties are important.
Introduction
The fifth-generation Pennsylvania State UniversityNational Center for Atmospheric Research Mesoscale Model (MM5; Dudhia 1993; Grell et al. 1995) has been widely used in operational numerical weather forecasting, air quality studies (e.g., Grell et al. 2000; Seaman 2000; Olerud and Sims 2003; Kemball-Cook et al. 2004; Tonnesen et al. 2005; Miao 2006; Miao et al. 2006) , and wind energy studies (Landberg et al. 2003) . The extensive literature shows that the land surface processes play an important role not only in large-scale atmospheric models (e.g., Chen and Avissar 1994a; Polcher et al. 1998; Desborough 1999; Chen 2005) but also in regional and mesoscale atmospheric processes including precipitation (e.g., Avissar and Pielke 1989; Chen and Avissar 1994b; Tilley and Lynch 1998; Chen and Dudhia 2001a,b; Chen et al. 2001; Xiu and Pleim 2001; Ek et al. 2003; Trier et al. 2004; Mölders and Walsh 2004) . During the development of MM5, two advanced land surface models [LSMs; Pleim-Xiu LSM (Xiu and Pleim 2001) and Noah LSM (Chen and Dudhia 2001a)] were coupled into the MM5 modeling system to represent surface-atmosphere interactions. These model components are under continuous development, and their enhancement and improvement enable the MM5 to be applied more widely and with more confidence.
For model development and applications, the evaluation of model performance against observational data and intercomparison of different schemes within the same model are important, as they can suggest modifi-cations and/or refinements to physical parameterizations. To date, only a few studies from the developers have validated the performances of Noah LSM and Pleim-Xiu LSM in MM5 (Chen and Dudhia 2001a,b; Xiu and Pleim 2001 ) and compared the performance of their respective LSM with the slab model ("standard" LSM in MM5), although the Noah LSM or likeness is increasingly validated and evaluated in climate mode (e.g., Sridhar et al. 2002; Hogue et al. 2005 ). To our knowledge, so far only a few comparative studies between these two LSMs have been undertaken (e.g., Olerud and Sims 2003; Kemball-Cook et al. 2004; Tonnesen et al. 2005) . These studies show that the MM5-modeled results are sensitive to the choice of the LSMs. For the purposes of the Western Regional Air Partnership (WRAP), it may be helpful to explore the model's sensitivity to the LSMs (Kemball-Cook et al. 2004) . The study results from the Project for Intercomparison of Land Surface Parameterization Schemes (PILPS) show that even similarly designed LSMs may provide appreciable differences in the results (e.g., Henderson-Sellers et al. 1995 Pitman et al. 1999 ). More studies are therefore needed to evaluate the performance of the LSMs and to compare their differences for certain applications. It is commonly known that evaluating model performance is very difficult because of the lack of high-resolution spatial and temporal observations to be compared with the model output (Sridhar et al. 2002) . However, the GÖTE2001 campaign (Borne et al. 2005) provides us with a unique opportunity to evaluate the model with high resolutions. During the campaign spanning 2 weeks, nearsurface air temperature measurements at high spatial and temporal resolutions over a 25 ϫ 30 km 2 area are available.
The purpose of this paper is to use the GÖTE2001 dataset to evaluate the performance of the LSMs with high spatial resolution, focusing on the temporal variation and spatial distribution of near-surface air temperature under different weather conditions. The main objectives of the study are threefold. The first is to evaluate the overall performance of the two LSMs at local scale over the greater Göteborg area along the Swedish west coast. The second is to examine the effect of different planetary boundary layer (PBL) schemes coupled with Noah LSM on the simulated surface air temperature. The third is to evaluate the impact of soil moisture initialization for Pleim-Xiu LSM on the estimated surface air temperature. Moreover, some sensitivity experiments are conducted to understand the effects of screen height and land surface characteristics on model performance.
Model description and numerical experiments
Version 3.7.2 of MM5, coupled with the Noah LSM (Chen and Dudhia 2001a ) and the Pleim-Xiu LSM (Xiu and Pleim 2001) , is used in this study. It was released on 12 May 2005 (available online at http://www. mmm.ucar.edu/mm5/mm5v3/v3mm5-chg-v3-7.html) and has some improvement and enhancement relative to previous versions, especially in the Noah LSM.
a. Land surface models

1) NOAH LSM
The Noah LSM used in MM5 (Chen and Dudhia 2001a,b) is based on coupling of the diurnally dependent Penman potential evaporation approach of Mahrt and Ek (1984) , the multilayer soil model of Mahrt and Pan (1984) , and the primitive canopy model of Pan and Mahrt (1987) . It has been extended by Chen et al. (1996) to include the modestly complex canopy resistance approach of Jacquemin and Noilhan (1990) and by Koren et al. (1999) to include frozen ground physics. The LSM is used to predict soil moisture and temperature in 4 layers with thicknesses from top to bottom of 10, 30, 60, and 100 cm, as well as canopy moisture and water-equivalent snow depth. The LSM has one canopy layer, and its total depth of soil layers is 2 m. The upper 1 m of soil serves as the root zone depth, and the lower 1 m of soil acts as a reservoir with gravity drainage. The LSM uses soil and vegetation types in handling evapotranspiration. The dominant vegetation type in each grid is selected to represent the grid vegetation characteristics when the model horizontal grid resolution is larger than 1 km ϫ 1 km, and vegetation parameters (e.g., roughness length and albedo) depend on vegetation type [or, land use category (LUC) ]. Soil thermal properties depend on soil type. More details on this LSM can be found in the related references (e.g., Chen and Dudhia 2001a,b; Sridhar et al. 2003; Ek et al. 2003) . It is coupled with MM5 through the Eta PBL (Janjić 1990 (Janjić , 1994 and Medium-Range Forecast (MRF) PBL (Hong and Pan 1996) schemes, respectively. The coupled MM5-Noah model can diagnostically output 2-m air temperature above ground level (AGL).
2) PLEIM-XIU (PX) LSM
The Pleim-Xiu LSM (Xiu and Pleim 2001; Pleim and Xiu 2003 ) is based on a set of five partial differential equations for soil temperature and soil moisture in two layers (1-cm surface layer and 1-m root zone layer) and canopy moisture (Pleim and Xiu 1995) . Its key elements are a surface model dealing with soil moisture and evapotranspiration based on the Interactions be-tween Soil, Biosphere, and Atmosphere (ISBA) model (Noilhan and Planton 1989) , and a nonlocal closure PBL model developed by Pleim and Chang (1992) . Evaporation has three pathways: direct soil surface evaporation, vegetative evapotranspiration, and evaporation from wet canopies. Ground surface temperature is computed from the surface energy balance using a force-restore algorithm for heat exchange within the soil. In this LSM, a canopy shelter factor is used to account for shading within denser canopies. Soil moisture coefficients used in the prognostic soil moisture equations are formulated in terms of basic soil parameters such as field capacity, wilting point, saturation, and other thermal and hydraulic properties of the soil as described in the work of Jacquemin and Noilhan (1990) . All soil properties are specified according to soil types. Vegetation parameters such as leaf area index (LAI), vegetation coverage, roughness length, and minimum stomatal resistance used in this LSM are aggregated to the grid cell using the 1-km data for these parameters and the weighted techniques (Xiu and Pleim 2001) when the model horizontal spacing is larger than 1 km ϫ 1 km. Note that this LSM is only coupled with the PBL scheme developed by Pleim and Chang (1992) in the MM5. The coupled MM5-PX model can output 1.5-m (AGL) air temperature.
More details on the parameterization equations of the above LSMs can be found in Chen and Dudhia (2001a) , Pleim and Xiu (1995) , and Xiu and Pleim (2001) .
b. Atmospheric model configuration and physics
The MM5 is set up with four nested domains (D1, D2, D3, and D4) with horizontal grid spacings of 54, 18, 6, and 2 km (Fig. 1a) . These four domains consist of 50 ϫ 50, 64 ϫ 55, 62 ϫ 52, and 40 ϫ 46 horizontal grids (N-S direction by E-W direction), respectively. D1 has the size of 2700 km ϫ 2700 km covering Scandinavia and is used to simulate the large-scale meteorological conditions. The inner three domains with finer resolutions are used to capture mesoscale and local-scale features, of which the innermost domain (D4) is the area of interest (Fig. 1b) . All domains have 34 layers in the vertical direction. The lowest layer is at approximately 19 m AGL. The model top is at 100 hPa with a radiative boundary condition for all domains. The physics used with the model for all domains is given in Table 1 . A two-way nesting scheme is used, and data assimilation is not used in the model.
c. Model initialization and numerical experiment
The European Centre for Medium-Range Weather Forecasts (ECMWF) operational analysis pressure level data with the spatial resolution of 0.5°by 0.5°and the temporal resolution of 6 h are used in this study for initial and lateral boundary conditions. The 25-category U.S. Geological Survey vegetation data and global 17-category soil data are used. As an example of vegetation information, Fig. 2 shows the dominant land use category distribution in D4 at 2-km grid spacing. There are four dominant LUCs within this domain: urban, crop, forest, and water, and significant sea-land contrast and urban-rural differences exist.
In this study, we evaluate and compare the simula- The T (Trubaduren) is a lighthouse station, which is used to correct the interpolation of surface air temperature near the coastline from observation sites to model grids. The rectangle marked by the dash-dot line is referred to as Tinytalk area, over which surface air temperature (2 m AGL) was measured using Tinytalk/Tinytag instruments at about 5-km-spaced sites.
tions of near-surface air temperature using two advanced LSMs. Considering the availability of the coupling of these two LSMs to PBL schemes in MM5, as well as the method of soil moisture initialization, four numerical experiments (Table 2 ) are designed and carried out. Since the LSMs are associated with certain PBL schemes, the difference between various experiments are not only due to different LSMs but also the associated PBL schemes. Soil moisture for the first 3 experiments is initialized using ECMWF soil moisture data (4 layers: 0-7, 7-28, 28-100, and 100-289 cm), while that for the last experiment is initialized using climatological values based on land use category and season. Note that there are some differences in using and handling soil and vegetation parameters between the two LSMs. Also, all parameters for LSMs are kept as they are (default). For clarity, some parameters related to vegetation and/or soil used in Noah LSM and Pleim-Xiu LSM for LUCs in D4 are highlighted in Tables 3 and 4 , respectively. All simulations are conducted from 0000 UTC 6 May to 0000 UTC 21 May 2001 with model output at hourly intervals. The first day is discarded as spinup and the remaining 14 days are used for the analyses.
GÖTE2001 data and evaluation methods
The observational data used for evaluation in this study are from 2-m air temperature measurement AGL using Tinytalk/Tinytag dataloggers during the GÖTE2001 campaign (Borne et al. 2005) , which was made at 30 sites over a 25 ϫ 30 km 2 area in a coastal environment with complex land use (Figs. 1b and 2). Over these sites only 2-m air temperature was measured and recorded. Each site represents one 5 km ϫ 5 km area with typical land use characteristics within the cell. The data for 29 of 30 sites are available during the period of 7-20 May 2001, while the data for one site are missing. Data were measured and stored every 16 min. The database is called the GÖTE2001 data in this study. During the GÖTE2001 campaign, the Swedish west coast was dominated by a high pressure system from 7 to 13 May 2001 (W1, first week) and by a low pressure system from 14 to 21 May 2001 (W2, second week).
In this study, the observed surface air temperature is linearly interpolated temporally from 16-min to 1-h time intervals to match the time interval of model output. The modeled near-surface (2 m/1.5 m) air temperature in D4 is horizontally interpolated onto the observational sites using bilinear interpolation. The interpolated model results are used to compare with the observed results for time series evaluation.
To examine the similarity of the pattern between modeled and observed results, air temperature at 2 m AGL at the observational sites is interpolated onto the model grids over the subdomain in D4 (Figs. 1b and 2) using the Griddata method (Sandwell 1987 ) and bilinear method.
Also, several statistical measures over space and/or time (e.g., Hogrefe et al. 2001; Zhong and Fast 2003; Zhong et al. 2005; Miao et al. 2007 ) are computed to quantitatively evaluate the LSM performance. These five measures are 1) the mean bias error,
which represents systematic errors caused by the consistent misrepresentation of local properties (e.g., land use and topography) and the physical mechanisms (e.g., convection and radiation), 2) the root-mean-square error,
3) the ratio mod / obs of modeled to observed standard deviations (referred to subsequently as "ratio"), 4) the standard deviation of the difference between the modeled and observed variables, (Janjić 1990 (Janjić , 1994 , MRF model scheme (Hong and Pan 1996) , Pleim-Chang PBL scheme (Pleim and Chang 1992) Explicit moisture (microphysics)
Simple ice microphysics scheme (Dudhia 1989 ) Radiation Cloud radiation shortwave scheme (Dudhia 1989) , Rapid Radiative Transfer Model (RRTM) longwave scheme (Mlawer et al. 1997 ) Surface parameterization (land surface process)
Noah LSM (Chen and Dudhia 2001a) , Pleim-Xiu LSM (Xiu and Pleim 2001) which may indicate nonsystematic errors resulting from incorrect specification of model initial and boundary conditions or uncertainties in the observations [it also contains a component of natural observed variability because the model value is an average over a grid volume whereas the observed value is a discrete point measurement (Case et al. 2002) ], and 5) the correlation coefficient R.
In the above formulas, Ј i is the departure of the modeled variables from the observed values at the ith sampling point (i.e., modeled values minus observed values) and N is the total sampling over space and time-that is, N ϭ m ϫ n, in which m is number of spatial points and n is number of observational/forecast hours (temporal points). If m ϭ 1, the statistical measures are computed only over the temporal domain. FIG. 2 . Dominant land use category used in the innermost model domain (D4) with 2 km ϫ 2 km spacing. Red color denotes urban or built-up land (called urban for short), yellow cropland/grassland mosaic (crop), green evergreen needleleaf forest (forest), and dark blue water bodies (water, including sea and lake). The subdomain marked by the thick black line corresponds to the rectangle referred to in Fig. 1b (Tinytalk area).
Results and discussion
a. Mean hourly near-surface air temperature
To identify the overall model performance on nearsurface air temperature, Fig. 3 shows the time series of modeled and observed near-surface air temperature averaged over all the observational sites. As seen from Fig. 3a and Fig. 3b shows that the difference between the two PBL schemes (Eta and MRF) coupled with Noah LSM is not evident, but the Eta PBL scheme has higher skill than the MRF PBL scheme. The difference between Fig. 3c and Fig. 3d indicates that soil moisture initialization plays an important role. Soil moisture for PX-SMEC is initialized by interpolating large-scale model output (ECMWF), while PX-SMLU is initialized using climatological values based on vegetation type. It is clear that the PX-SMLU scheme performs better than the PX-SMEC scheme. This is partly because PX-SMLU uses more reasonable soil moisture initialization in terms of spatial distribution.
b. Diurnal heating and diurnal cycle
To examine the ability of LSMs to simulate diurnal heating, diurnal cycle intensity (DCI), which is defined as the difference between daily maximum and minimum near-surface air temperatures, is used in this study. Figure 4 shows the modeled versus observed DCIs with different schemes. All schemes underestimate DCI, with a range of 2.5°-5.0°C. Among these four schemes, the PX-SMLU scheme with soil moisture using climatological values performs best in estimating DCI, while the other three schemes display similar performance. The underestimate of DCI (Fig. 4) is partly due to the underestimate of maximum temperature during the daytime and the overestimate of minimum temperature during the nighttime (Fig. 3) , especially under clear sky conditions (7-12 May 2001) . Also, Figs. 3 and 4 indicate that the performance of all schemes in simulating DCI changes from day to day and strongly depends on weather conditions. Statistical measures of modeled daily maximum (Tmax) and minimum (Tmin) temperatures with different schemes are presented in Fig. 5 . The figure shows that all schemes underestimate daily maximum temperature but overestimate daily minimum temperature. Near-surface air temperature is mainly controlled by the surface energy budget, especially the sensible heat during the day and outgoing longwave radiation during night. The underestimated daytime temperatures indicate that the models either underestimate the absorbed solar radiation at the surface or underestimate the upward sensible heat flux. For the nighttime temperature, the balance between the outgoing radiation and upward heat release from the underlying surface determines the change of the temperature. Thus, the overestimate is an indication that either the longwave radiation is underestimated or , respectively (Chen et al. 2004 ). the heat flux from the underlying surface is overestimated. Unfortunately, since there was no detailed energy budget measured during the study period, the real cause behind the differences cannot be speculated.
c. Urban heat island
The urban effect on temperature, wind, and humidity in the PBL is important for mesoscale models applied at fine scales. Improper parameterization of urban land use results in bias in forecasted boundary layer variables, and further, in predicting the temperature and wind fields (Chen et al. 2004 ). The urban heat island (UHI) is characterized by urban warming relative to the surrounding rural areas and is the most salient feature of urbanization.
Over the last few years, some efforts have been made to include the urban effect in MM5 in order to improve the model's performance in urban climate applications (e.g., Zehnder 2002; Chen et al. 2004; Otte et al. 2004; Mölders and Olson 2004; Dupont et al. 2004; Fan and Sailor 2005; Grossman-Clarke et al. 2005; Dandou et al. 2005) . These studies show that the modeling of urban effect is dependent on the 1) implementation of urban canopy parameterization schemes in the model and 2) representation of land use characteristics for urban categories such as albedo, heat capacity, and roughness. In this study, it is examined how UHI is modeled by the MM5 with different LSM parameterizations. For this purpose, we select the 9 urban sites and the 20 rural sites out of the 29 observation sites based on the modelresolved dominant LUCs in D4 (Fig. 2) , and compute the averaged urban-rural air temperature difference for the modeled and observed results as an indicator of UHI intensity. Figure 6a shows the time series of the modeled and observed UHI intensity. Generally, Noah LSM predicts the presence and amplitude of UHI reasonably well, while Pleim-Xiu LSM can only capture the presence of UHI but clearly underestimates its strength. This is partly due to the fact that Noah LSM includes the urban effect by incorporating a bulk parameterization for urban land use (Chen et al. 2004; Liu et al. 2006) in MM5 (cf. Figure 6b presents UHI intensity and frequency of occurrence for modeled and observed UHIs with different schemes during daytime and nighttime under different weather conditions. For Noah LSM, its coupling with Eta and MRF PBL schemes displays similar performance in predicting UHI, especially under clear sky conditions. Figure 7 shows the diurnal cycle of near-surface temperature MBE with different schemes for urban and rural sites. Interestingly, most schemes underestimate near-surface air temperature during the daytime but overestimate it during the nighttime. For Noah LSM, it shows no evident difference in MBE between urban and rural sites, whereas the Pleim-Xiu LSM shows a slight difference between them, especially for the PX-SMLU scheme. The MBE for the PX-SMLU scheme has a different sign during the afternoon in the rural area than in all of the other simulations. Figures 8 and 9 show the spatial distribution of nearsurface air temperature simulated by different schemes over one subdomain in D4, and the observed 2-m air temperature ("Tinytalk OBS") over the corresponding area. It is found that 1) during the daytime under the high pressure system, Noah-Eta and Noah-MRF simulate the urban effect fairly well, and PX-SMEC can also recognize this feature, but all three schemes underestimate the near-surface temperature over the urban area by approximately 1°-2°C. PX-SMLU cannot recognize the presence of UHI (Fig. 8a) ; 2) during the nighttime Table 3 . ** SLMO: surface moisture availability (fraction), which is only used in PX-SMLU experimental scheme for initialization (cf. notes of Table 2 ). under the high pressure system, Noah LSM can simulate the presence of UHI but overestimates the nearsurface temperature over the urban area by about 2°C, whereas Pleim-Xiu LSM cannot reproduce the observed UHI. The observed nighttime surface temperature is found to be very sensitive to land use variations, but the modeled results are less sensitive to the variations. All schemes cannot simulate the low values of the temperature well in the mountain-valley contrast area ( Fig. 8b; cf. Fig. 1b); 3) during the daytime under the low pressure system, Noah LSM simulates the presence of UHI well but overestimates the near-surface air temperature over the urban area by 1°-2°C, while PleimXiu LSM simulates the presence of UHI to some extent (Fig. 9a) ; and 4) during the nighttime under the low pressure system, Noah LSM exaggerates the UHI, while Pleim-Xiu LSM can simulate the presence of weak UHI (Fig. 9b) . The above results suggest that the model performance in simulating the effects of land cover and surface characteristics on near-surface air temperature (e.g., UHI) is dependent on daytime/ nighttime and weather conditions, as well as on the LSMs used.
d. Spatial distributions
e. Surface energy fluxes
Tables 5 and 6 present the surface energy fluxes [sensible heat flux (SH), latent heat flux (LH), and soil heat flux G] averaged over different LUCs during daytime and nighttime for the two distinct weather conditions, respectively. Under fine weather conditions (clear-sky days), the simulated SH over the vegetated surfaces (urban, crop, and forest) during the day with the PX-SMLU scheme is clearly larger than that with the Noah-Eta, Noah-MRF, and PX-SMEC schemes, respectively. This likely contributed to the relatively high skill of the PX-SMLU scheme in predicting maximum temperature (cf. whereas Pleim-Xiu LSM has negative sensible heat flux. This may be associated with the fact that Noah LSM has explicit urban parameterization. The increased daytime heat storage in the urban area results in a positive nighttime sensible heat flux. The soil heat flux G during the nighttime over the vegetated surfaces displays different signs between Noah LSM and PleimXiu LSM. Under cloudy and rainy conditions, Noah LSM gives higher sensible heat flux than PX LSM over the urban area during the day. This most likely contributed to the overestimated near-surface air temperature over the urban area with Noah LSM. During the night, Noah LSM and Pleim-Xiu LSM have opposite signs in estimating sensible heat flux over the urban area. Soil heat fluxes simulated with Noah LSM and Pleim-Xiu LSM are also opposite in sign. During the whole period, the latent heat flux over the urban area simulated with Noah LSM is generally less than that simulated with Pleim-Xiu LSM, which helps explain the difference in modeling UHI between Noah LSM and Pleim-Xiu LSM.
f. Sensitivity to screen height
As mentioned in section 2a(2), the coupled MM5 and Pleim-Xiu LSM model outputs 1.5-m (AGL) air temperature. This is based on the fact that the screen height is set to 1.5 m (default) in Pleim-Xiu LSM. In the above study, the observed 2-m air temperature is used to compare with the modeled 1.5-m air temperature for the experiments related to Pleim-Xiu LSM (PX-SMEC and PX-SMLU). Obviously, this invokes the question: Does inconsistency in screen heights for observed and modeled near-surface air temperatures introduce a bias into the analysis? Theoretically, it would introduce a bias, as large vertical temperature gradients may exist in the lowest layer of the atmosphere. To evaluate the difference caused by different screen heights, we repeated the PX-SMEC experiment using 2-m screen height in Pleim-Xiu LSM, instead of the default value (1.5 m). The scatterplot of 1.5-versus 2-m air temperature (which is, respectively, output from the experiment results using 1.5 and 2.0 m as the screen height) over 29 sites during 7-20 May 2001 is shown in Fig. 10 . The result shows that the difference is statistically significant at the 95% confidence level (t test). The difference between the temperatures at 1.5 and 2.0 m, T 1.5m Ϫ T 2.0m , is Ϫ1.1°C during daytime and 0.4°C during nighttime. The performance statistics of PX-SMEC experiments using different screen heights (1.5 and 2.0 m) are summarized in Table 7 . Relative to using 1.5-m screen height, the statistical measures of PX-SMEC using 2-m screen height show small biases or errors in overall performance as expected, being characterized by increased ratio from 0.58 to 0.88, decreased diff from 2.7°to 2.1°C, and higher R in hourly near-surface air temperature TS (Table 7) . The bias or error of DCI is clearly decreased: MBE drops by 3.4°C while ratio increases to 0.81 from 0.47, and diff is lower. Also, the biases or errors of daytime maximum temperature and nighttime minimum temperature are clearly decreased (Table 7) .
g. Version 3.7.2 versus version 3.7.3
The above results are based on version 3.7.2 of MM5. On 21 November 2005, a newer version of MM5, version 3.7.3, was released (documented online at http:// www.mmm.ucar.edu/mm5/mm5v3/v3mm5-chg-v3-7.html) and became the latest version of MM5 as of this writing. In this version, some modifications to surface longwave radiation parameterizations in Noah LSM are made, and some adjustments to parameter values for the vegetation properties are also done. The difference Observed and modeled mean UHI (top) intensities and (bottom) frequencies during daytime and nighttime for (left) the first week (W1) and (right) second week (W2). Modeled UHI frequency is defined as a percentage of occurrence of the modeled UHI Ͼ 0 when observed UHI Ͼ 0 during a certain period, while the observed UHI frequency is set to 100% in this case.
between these two versions in Noah LSM is presented in Table 8 , and that in vegetation parameter is given in Table 9 . It is noted that the emissivity in Table 9 (also  in Table 3 ) is not only used in Noah LSM, but also in Pleim-Xiu LSM, and therefore the changes in the emissivity might affect the simulated results with these two LSMs. To examine the difference between using version 3.7.2 and version 3.7.3 in simulating near-surface air temperature with Noah and Pleim-Xiu LSMs, respectively, two additional numerical experiments are performed using version 3.7.3: Noah-Eta_V3.7.3 and PX-SMEC_V3.7.3. The Noah-Eta_V3.7.3 is the same as the Noah-Eta in Table 2 but different in the parameterizations for upward/downward longwave radiation (Table 8 ) and in vegetation parameters (Table 9) , while the PX-SMEC_V3.7.3 is the same as the PX-SMEC in Table 2 but different in the emissivity presented in Table 9 . For the convenience of discussions, we hereinafter refer to Noah-Eta and PX-SMEC in Table 2 as Noah-Eta_V3.7.2 and PX-SMEC_V3.7.2, respectively. For Pleim-Xiu LSM, the emissivity effect is included in the net longwave radiation computation at ground: Ϫ(T 4 g Ϫ GLW). Here, is the emissivity, is the Stefan-Boltzmann constant, T g is the ground temperature, and GLW is the longwave downward component of the flux at ground. The performance statistics of the Noah-Eta and PX-SMEC experiments using two different versions (versions 3.7.2 and 3.7.3) are summarized in Table 10 .
1) NOAH-ETA EXPERIMENTS
Relative to version 3.7.2, the statistical measures of Noah-Eta for version 3.7.3 show some improvements in overall performance, characterized by increased ratio, decreased diff , and higher R in TS (Table 10 ). The prediction of DCI is clearly improved: MBE drops by about 1°C while ratio increases from 0.46 to 0.56, and diff is lower. The better performance for estimating DCI using version 3.7.3 is mainly due to the evident improvement in predicting nighttime minimum temperature. The daytime maximum temperature shows no improvement (Table 10 ). This implies that the parameterization of longwave radiation is crucial only to estimating minimum temperature. To separate the above combined effect of downward longwave radiation, upward longwave radiation, and vegetation parameters for Noah-Eta using version 3.7.3 (Tables 8 and 9 ), two sensitivity experiments are carried out in this study to investigate the individual effect of downward longwave radiation and upward longwave radiation on simulated results, respectively. The sensitivity experiment that was the same as Noah-Eta_V3.7.2 but only considering the emissivity effect in the parameterization of downward longwave radiation suggests that both the maximum temperature and minimum temperature have some improvements, but the improvement is not significant. In contrast, the sensitivity experiment that was the same as Noah-Eta_V3.7.2 but using air temperature at the first model level above ground instead of using skin temperature for the parameterization of upward longwave radiation indicates that the minimum temperature has evident improvements. For example, MBE decreases from 2.5°to 1.8°C, diff decreases from 2.6°to 2.4°C, and R increases from 0.49 to 0.56, while the maximum temperature has no improvement and is even a little worse in the performance statistics.
2) PX-SMEC EXPERIMENTS
The only difference between version 3.7.2 and version 3.7.3 for Pleim-Xiu LSM is the change in emissiv- Fig. 2) . The observed field (Tinytalk OBS) is derived from the interpolation of surface air temperature from the observational sites to model grids using the Griddata method (Sandwell 1987 ) and bilinear method. ity (Table 9) , which affects downward and upward longwave radiations at ground, and thus net longwave radiation. This effect is dependent on vegetation type and divided into indirect and direct ones on simulated results in D4. The direct effect is caused by the resolved LUCs in D4, while the indirect effect resulted from atmospheric forcing affected by the resolved LUCs in other domains. The statistical measures for the PX-SMEC experiment in Table 10 show that using adjusted emissivity in version 3.7.3 leads to improved model performance. For overall performance, ratio is increased from 0.58 to 0.92, while diff decreased from 2.7°to 2.1°C, and R is increased. The performance for estimating DCI clearly gets improved: MBE is increased from Ϫ4.8°to Ϫ0.8°C, ratio increased from 0.47 to 0.87, diff decreased from 4.4°to 3.3°C, and R is also increased evidently. At the same time, both the maximum and minimum temperatures also display a good performance: MBE for the minimum temperature decreases from 2.7°to 1.5°C, resulting in a smaller warm bias, while that for the maximum temperature changes from a relatively large cold bias (Ϫ2.1°C) to a relatively small warm bias (0.4°C). The results show the importance of the surface emissivity in modeling near-surface air temperature and also imply some uncertainty in mesoscale modeling caused by surface parameters (e.g., Mölders 2001).
Summary and conclusions
In this study, we evaluate and compare the performances of Noah and Pleim-Xiu land surface models coupled with MM5. The study focuses on the evaluation and comparison of spatial and temporal variations of near-surface air temperature for four different experiment schemes using the GÖTE2001 data of 2-m air temperature. These four schemes are designed to reveal 1) the effect of Eta and MRF PBL schemes in the Noah LSM and 2) the effect of two approaches for soil moisture initialization in the Pleim-Xiu LSM. At the same time, the differences between the Noah LSM and Pleim-Xiu LSM are also compared. These experiments are conducted in the context of MM5, version 3.7.2. The analyses suggest the following:
1) There is no systematic temperature bias for all the experiments (Noah-Eta, Noah-MRF, PX-SMEC, and PX-SMLU), but there is a daytime cold bias and a nighttime warm bias for Noah-Eta, Noah-MRF, and PX-SMEC schemes, especially under clear-sky conditions. This results in the overestimate of the minimum temperature and the underestimate of the maximum temperature, which causes an overall underestimated DCI. This underestimate also depends on weather conditions. In contrast, the PX-SMLU scheme performs relatively well in estimating the near-surface air temperature, especially during the daytime (e.g., maximum temperature). The DCI can therefore be simulated fairly well. 2) There is no evident difference in predicting nearsurface air temperature between Eta and MRF PBLs coupled with the Noah LSM (Noah-Eta and Noah-MRF), but Eta PBL performs slightly better than MRF PBL. However, there is an evident difference between the simulations using the PX-SMEC and PX-SMLU schemes, in which different soil initialization is used in the Pleim-Xiu LSM. Using soil moisture at finescale for initialization in the LSM most likely contributed to the improvement of the model performance. 3) Noah-Eta and Noah-MRF schemes can simulate the urban effect reasonably well, whereas PX-SMEC and PX-SMLU schemes do not show this capability very much. This is partly due to parameterization of vegetation properties for urban land * GLW: longwave downward component of the flux at ground; : emissivity at 9 m (longwave). ** Here is Stefan-Boltzmann constant; T 1 is ground/canopy/ snowpack effective skin temperature, and T 24 is air temperature at the first model level above ground. Fig. 3) , DCI (cf. Fig. 4) , Tmin, and Tmax (cf. Fig. 5 Also, all schemes show some difference between urban and rural areas in the diurnal mean bias error (MBE) of temperature. 4) The adjustment of screen height in the Pleim-Xiu LSM is necessary for model evaluation when compared with the observed air temperature measured at a different screen height.
In addition, the latest version of MM5 (version 3.7.3) is compared with the version 3.7.2 in simulating nearsurface air temperature using the Noah-Eta and PX-SMEC schemes, respectively. The comparative results show that 1) for Noah LSM, version 3.7.3 has some improvement in overall model performance in nearsurface air temperature as compared with version 3.7.2, and 2) for the Pleim-Xiu LSM, version 3.7.3 has significant improvement in predicting near-surface air temperature relative to version 3.7.2. 
