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Abstract
We consider a class of statistics C based on -divergence for the test of independence in r × s con-
tingency tables. The class of statistics C includes the statistics Ra based on the power divergence as a
special case. Statistic R0 is the log likelihood ratio statistic and R1 is Pearson’s X2 statistic. Statistic R2/3
corresponds to the statistic recommended by Cressie and Read [Multinomial goodness-of-ﬁt tests, J. Roy.
Statist. Soc. B 46 (1984) 440–464] for the goodness-of-ﬁt test. All members of statistics C have the same
chi-square limiting distribution under the hypothesis of independence. In this paper, we show the derivation
of an expression of approximation for the distribution of C under the hypothesis of independence. The
expression consists of continuous and discontinuous terms. Using the continuous term of the expression,
we propose a new approximation of the distribution of C. Furthermore, on the basis of the approximation,
we obtain transformations that improve the speed of convergence to the chi-square limiting distribution of
C. As a competitor of the transformed statistic, we derive a moment-corrected-type statistic. By numerical
comparison in the case of Ra , we show that the transformed R1 statistic performs very well.
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1. Introduction
In the contingency table Table 1, let X = (X11, . . . , X1r , . . . , Xs1, . . . , Xsr )′ be distributed
according to a multinomial distribution Multrs(n;p11, . . . , p1r , . . . , ps1, . . . , psr ), where∑si=1∑r
j=1 Xij = n, 0 < pij < 1 (i = 1, . . . , s; j = 1, . . . , r) and
∑s
i=1
∑r
j=1 pij = 1, and let
the marginal probabilities of rows and columns be pi· = ∑rj=1 pij (i = 1, . . . , s) and p·j =∑s
i=1 pij (j = 1, . . . , r), respectively. Then the null hypothesis of independence is
H0 : pij = pi·p·j (i = 1, . . . , s; j = 1, . . . , r). (1.1)
For testing the hypothesis H0, we consider a class of statisticsC based on-divergence [5,1].We
denote themaximum likelihood estimators ofpij by pˆij and themaximum likelihood estimators of
pi· and p·j under H0 by pˆi· and pˆ·j , respectively, i.e., pˆij = Xij /n (i = 1, . . . , s; j = 1, . . . , r),
pˆi· = Xi·/n (i = 1, . . . , s), and pˆ·j = X·j /n (j = 1, . . . , r), where Xi· = ∑rj=1 Xij and
X·j = ∑si=1 Xij . Then the -divergence statistics C are given by
C = 2n
s∑
i=1
r∑
j=1
pˆi·pˆ·j
(
pˆij
pˆi·pˆ·j
)
, (1.2)
where (t) is a real convex function for t > 0, satisfying (1) = ′(1) = 0 and ′′(1) = 1 [20].
When we choose a convex function
a(t) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
{a(a + 1)}−1{ta+1 − t + a(1 − t)} (a = 0,−1),
t log t + 1 − t (a = 0),
− log t − 1 + t (a = −1)
as (t), Ca become statistics based on power divergence as follows [14, pp. 23–24]:
Ra ≡ Ca = 2n
s∑
i=1
r∑
j=1
I a(pˆij , pˆi·pˆ·j ), (1.3)
Table 1
r × s contingency table
Total
X11 · · · X1j · · · X1r X1·
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
Xi1 · · · Xij · · · Xir Xi·
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
Xs1 · · · Xsj · · · Xsr Xs·
Total X·1 · · · X·j · · · X·r n
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where
I a(e, f ) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
1
a(a + 1)e
{(
e
f
)a
− 1
}
(a = 0,−1),
e log
(
e
f
)
(a = 0),
f log
(
f
e
)
(a = −1).
It is immediately shown that R0 is the log likelihood ratio statistic and that R1 is Pearson’s X2
statistic. Statistic R2/3 corresponds to the statistic recommended by Cressie and Read [4] for the
goodness-of-ﬁt test. Under the null hypothesis H0 given by (1.1), it is known that all members of
the class of statistics C have the 2(r−1)(s−1) limiting null distribution.
In the case of the goodness-of-ﬁt test for a multinomial distribution, Yarnold [19] obtained an
approximation based on asymptotic expansion for the null distribution of Pearson’s X2 statistic.
The expansion consists of a termofmultivariateEdgeworth expansion for a continuous distribution
and a discontinuous term. In a fashion similar to that for Pearson’s X2 statistic, approximations
based on asymptotic expansions for null distributions of the log likelihood ratio test statistic and
the Freeman–Tukey statistic were obtained by Siotani and Fujikoshi [16], an approximation of the
power divergence statistics was obtained by Read [12] and an approximation of the -divergence
statistics was obtained by Menéndez et al. [11]. The numerical accuracy of the approximation
was shown by Yarnold [19] for Pearson’s X2 statistic and by Read [13] for power divergence
statistics. Similar approximations for distributions of power divergence statistics and-divergence
statistics under local alternatives were obtained by Taneichi et al. [18,17]. Unlike in the case of
the null distribution of Pearson’s X2 statistic, it is very difﬁcult to represent the discontinuous
term in a simple form in the case of distributions of power divergence statistics under local
alternative hypotheses. Taneichi et al. [18] used only multivariate Edgeworth expansion for a
continuous distribution to approximate the distributions of power divergence statistics under
local alternatives. Sekiya and Taneichi [15] derived approximations for the distributions of power
divergence statistics under nonlocal alternatives using multivariate Edgeworth expansion for a
continuous distribution.
In this paper,we investigate the asymptotic approximation of the distribution of the statistic (1.2)
for testing hypothesis (1.1). In Section 2, we outline Bartlett adjustment and improved transforma-
tions. In Section 3,we describe a local Edgeworth approximation for the probability ofX underH0.
In Section 4, we consider expression of asymptotic expansion for the distribution ofC under H0.
Evaluation for the continuous and discontinuous terms of the expression is considered. In Section
5, using the term of multivariate Edgeworth expansion assuming a continuous distribution in the
expression in Section 4, we construct transformations for improving small-sample accuracy of the
2 approximation of distribution ofC under H0 and propose the transformedC statistics as test
statistics. In Section 6, we consider moments ofC and derive a moment-corrected-type statistics
as a competitor of transformed C statistics. In Section 7, in the case of Ra , performance of the
transformed statistics, the moment-corrected-type statistic, and original statistic is investigated
numerically.
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2. Preliminary results
Before discussing the test of independence in r × s contingency tables, we outline Bartlett
adjustment and transformations on the basis of Fujikoshi [6,7] that yield improvement in the 2
approximation for some statistics.
Suppose that a nonnegative random variable T has an asymptotic expansion such that
Pr(T x) = Pr(2f x) +
1
n
m∑
j=0
ajPr(2f+2j x) + O(n−2), (2.1)
where m is a positive integer. Here the coefﬁcients aj ’s do not depend on the parameter n > 0
and must satisfy the relation
∑m
j=0 aj = 0, which can be derived by letting x → ∞ in (2.1).
For m = 1, in order to increase the accuracy of the 2 approximation of the distribution of a
random variable T , we have the following theorem.
Theorem 1. Suppose that a nonnegative random variable T has an asymptotic expansion (2.1)
with m = 1. Then for a transformed random variable T1 deﬁned by
T1 =
(
1 − 2a
f n
)
T ,
where a = a0 = −a1, it holds that
Pr(T1x) = Pr(2f x) + O(n−2).
The result of this theorem is known as a typical Bartlett adjustment. Lawley [10], Bandorff-
Nielsen and Cox [2] and Bandorff-Nielsen and Hall [3] discussed the Bartlett adjustment for the
log likelihood ratio statistic. For m = 3, in order to increase the accuracy of the 2 approximation
for the random variable T , we consider the following monotone transformations Ti = Ti(T ) (i =
2, 3):
(i) For any ,  and ,
T2 = (n+ )2 log
[
1 + 1
(n)2
{
T + 1
n
(T 2 + T 3)
+ 1
(n)2
(
1
3
T 3 + 3
4
T 4 + 9
2
20
T 5
)}]
.
(ii) For any ,  and ,
T3 = (n+ )2
[
1 − exp
{
− 1
(n)2
{
T + 1
n
(T 2 + T 3)
+ 1
(n)2
(
1
3
T 3 + 3
4
T 4 + 9
2
20
T 5
)}}]
.
Then we have the following theorem.
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Theorem 2. Suppose that a nonnegative random variable T has an asymptotic expansion (2.1)
with m = 3. Assume that the quantities ,  and  are deﬁned by
 = − f (f + 2)
2(a2 + a3) ,
 = − (f + 2)a0
2(a2 + a3) ,
and
 = a3
(f + 4)(a2 + a3) .
Then it holds that Ti (i = 2, 3) are monotone functions of T and
Pr(Tix) = Pr(2f x) + O(n−2) (i = 2, 3).
The proof of the results for transformation T2 is given by Yanagihara in a master’s thesis of
Hiroshima University entitled “Transformations for improving normal and chi-squared approx-
imations’’ written in Japanese. The proof is derived by applying the idea of Kakizawa [8] to
the theory of improved transformation given by Fujikoshi [6,7]. The results for T3 are shown
immediately on the basis of the proof of T2 and the relation
log(1 + t) − {1 − exp(−t)} = O(t3).
3. Local Edgeworth approximation
In this section, we consider a local Edgeworth approximation for the probability of X =
(X11, . . . , X1r , . . . , Xs1, . . . , Xsr )′ under the null hypothesis H0. Let X be distributed according
to Multrs(n;p1·p·1, . . . , p1·p·r , . . . , ps·p·1, . . . , ps·p·r ).
Let
Uij = Xij − npi·p·j√
n
(i = 1, . . . , s; j = 1, . . . , r). (3.1)
Then U = (U11, . . . , U1r , . . . , Us1, . . . , Us,r−1)′ is a lattice random vector that takes values in
the set
L =
{
u = (u11, . . . , u1r , . . . , us1, . . . , us,r−1)′ : u = x˜ − np˜√
n
, x˜ ∈ M
}
,
where
p˜ = (p1·p·1, . . . , p1·p·r , . . . , ps·p·1, . . . , ps·p·r−1)′ (3.2)
and
M = {x˜ = (x11, . . . , x1r , . . . , xs1, . . . , xs,r−1)′ : xij ’s are nonnegative integers and
x11 + · · · + x1r + · · · + xs1 + · · · + xs,r−1n
}
.
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The following theorem can be obtained fromLemma 2.1 of Siotani and Fujikoshi [16] changing
p0 = (p01, . . . , p0k−1) by p˜.
Theorem 3. For each x˜ ∈ M , let u = (x˜ − np˜)/√n. Then
Pr(U = u|H0) = n−(rs−1)/2f (u)
{
1 + 1√
n
h1(u) + 1
n
h2(u) + o(n−1)
}
,
where
f (u) = (2)−(rs−1)/2||−1/2 exp
(
− 12 u′−1u
)
, (3.3)
 = diag(p1·p·1, . . . , p1·p·r , . . . , ps·p·1, . . . , ps·p·r−1) − p˜p˜′, (3.4)
h1(u) = −12
s∑
i=1
r∑
j=1
uij
pi·p·j
+ 1
6
s∑
i=1
r∑
j=1
u3ij
p2i·p2·j
, (3.5)
h2(u) = 12 {h1(u)}
2 + 1
12
(1 − IJ ) + 1
4
s∑
i=1
r∑
j=1
u2ij
p2i·p2·j
− 1
12
s∑
i=1
r∑
j=1
u4ij
p3i·p3·j
, (3.6)
usr = −(u11 + · · · + u1r + · · · + us1 + · · · + us,r−1), (3.7)
I =
s∑
i=1
1
pi·
, (3.8)
J =
r∑
j=1
1
p·j
, (3.9)
and p˜ is given by (3.2).
4. Asymptotic approximation for the distribution of C under H0
We derive an approximation based on an asymptotic expansion for the distribution ofC under
H0. We consider the following approximation for the distribution of C under H0 corresponding
to approximations (2.3) of Taneichi et al. [17] for the goodness-of-ﬁt test.
Pr(Cb|H0) ≈ J ∗1 + J ∗2 ,
where the J ∗1 term is multivariate Edgeworth expansion assuming a continuous distribution and
the J ∗2 term, which corresponds to the K2 term of Taneichi et al. [17] in the case of a goodness-
of-ﬁt test, is a discontinuous term to account for the discontinuity. With regard to evaluation of
the J ∗1 term, we obtain the following theorem.
Theorem 4. The J ∗1 term is evaluated as
J ∗1 = Pr(2(r−1)(s−1)b) +
1
24n
3∑
j=0
w

j Pr(
2
(r−1)(s−1)+2j b) + o(n−1), (4.1)
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where
w

0 = −2(I − 1)(J − 1),
w

1 = 3{(I − s2)(J − r2) + 2(I − s)(J − r)} + 6′′′(1)(I − s2)(J − r2)
+{′′′(1)}2{3(I − s2)(J − r2) + 2(I − 3s + 2)(J − 3r + 2)}
−3(4)(1)(I − 2s + 1)(J − 2r + 1),
w

2 = −6{(I − s2)(J − r2) + (I − 2s + 1)(J − 2r + 1)}
−4′′′(1){3(I − s2)(J − r2) + (I − 3s + 2)(J − 3r + 2)}
−2{′′′(1)}2{3(I − s2)(J − r2) + 2(I − 3s + 2)(J − 3r + 2)}
+3(4)(1)(I − 2s + 1)(J − 2r + 1),
w

3 = {1 + ′′′(1)}2{3(I − s2)(J − r2) + 2(I − 3s + 2)(J − 3r + 2)},
and I being given by (3.8) and J being given by (3.9).
Proof of Theorem 4 is shown in Appendix A.1. If we apply a as  in Theorem 4, we obtain
the following corollary for the statistics based on power divergence.
Corollary 1. When the statistic is Ra given by (1.3), the J ∗1 term is evaluated as
J ∗1 = Pr(2(r−1)(s−1)b) +
1
24n
3∑
j=0
w
(a)
j Pr(
2
(r−1)(s−1)+2j b) + o(n−1),
where w(a)j (j = 0, 1, 2, 3) are deﬁned as wj (j = 0, 1, 2, 3) in the case of ′′′(1) = a − 1 and
(4)(1) = (a − 1)(a − 2), respectively.
Let B(b) be a set deﬁned by
B(b) = {u∗ = (u∗1, . . . , u∗rs−1)′ : C(u) ≡ C(u∗) < b}, (4.2)
where
u∗l = uij , l = (i − 1)r + j for i = 1, . . . , s, j = 1, . . . , r, (4.3)
and C(u) is given by substituting u for U in C(U) deﬁned in (A.1). Consider the set Bl ⊂
Rrs−2 (l = 1, . . . , rs − 1) and continuous functions l (·) and 	l (·) on Rrs−2 into R1 such that
B(b) deﬁned by (4.2) is represented as
B(b)= {u∗ = (u∗1, . . . , u∗rs−1)′ : l (u˜∗l ) < u∗l < 	l (u˜∗l ),
u˜∗l = (u∗1, . . . , u∗l−1, u∗l+1, . . . , u∗rs−1)′ ∈ Bl}. (4.4)
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Then
J ∗2 = −
1√
n
rs−1∑
l=1
n−(rs−1−l)/2
∑
u∗l+1∈Ml+1
· · ·
∑
u∗rs−1∈Mrs−1
×
∫
· · ·
∫
Bl
[S1(
√
nu∗l + np∗l )f (u∗)]	l (u˜
∗
l )
l (u˜
∗
l )
du∗1 · · · du∗l−1, (4.5)
where
M

l = B(b) ∩ Ll, l = 1, . . . , rs − 1,
Ll =
{
yl : yl = nl − np
∗
l√
n
, nl is an integer
}
, (4.6)
p∗l = pi·p·j , l = (i − 1)r + j for i = 1, . . . , s, j = 1, . . . , r, (4.7)
S1(t) = t − [t] − 12 , (4.8)
and f (·) being deﬁned by (3.3). In order to evaluate the J ∗2 term of the test statistics using the
same method as that of Yarnold [19], it is necessary to show
[S1(√nu∗l + np∗l )f (u∗)]	l (u˜
∗
l )
l (u˜
∗
l )
= c[S1(√nu∗l + np∗l )]	l (u˜
∗
l )
l (u˜
∗
l )
+ o(1), (4.9)
where c is a constant. From (A.2), (A.3) and the fact that l (u˜∗l ) and 	l (u˜∗l ) in (4.4) are values of
u∗l such that C(u) = C(u∗) = b, where b is a constant, we ﬁnd that
u′−1u = b +
s∑
i=1
u2i·
pi·
+
r∑
j=1
u2·j
p·j
+ o(1)
when u∗l = l (u˜∗l ) or u∗l = 	l (u˜∗l ). Therefore, we cannot evaluate u′−1u as a constant when
u∗l = l (u˜∗l ) or u∗l = 	l (u˜∗l ). Since f (u) is a constant if and only if u′−1u is a constant, we
cannot prove (4.9). Thus, unlike the null distribution of goodness-of-ﬁt test statistics, we cannot
obtain a simple form of approximation of J ∗2 such as Kˆ2 given by (2.6) of Taneichi et al. [17].
By another method of Yarnold [19], J ∗2 is evaluated as follows.
Theorem 5. The J ∗2 term can be represented in the following form:
J ∗2 = A − B + C + O
(
n−1
)
, (4.10)
where
A = n−(rs−1)/2
∑
u∗1∈M1
· · ·
∑
u∗rs−1∈Mrs−1
f (u∗),
B = Pr(2(r−1)(s−1)b),
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and
C = 1√
n
∫
· · ·
∫
B(b)
S1(
√
nu∗rs−1 + np∗rs−1)
(
u∗rs−1
p∗rs−1
− u
∗
rs
p∗rs
)
f (u∗) du∗, (4.11)
where du∗ = du∗1 · · · du∗rs−1.
Proof of Theorem 5 is shown in Appendix A.2.
With regard to the C term in Theorem 5, we obtain the following theorem.
Theorem 6. If

(i, j) < 1 for i = 1, . . . , r, j = 1, . . . , s, (4.12)
then the C term in Theorem 5 satisﬁes the following:
|C|+ O
(
n−1
)
, (4.13)
where
= 1√
n
1√
2
∞∑
k=0
Pr(2(r−1)(s−1)+2kb)
×
⎧⎨
⎩ 1ps·p·r
s∑
i=1
r∑
j=1
√
pi·p·j (pi· + p·j − 2pi·p·j )(k)(i,j)
−
√
ps· + p·r − 2ps·p·r
ps·p·r
(k)(s,r) +
√
ps· + p·r−1 − 2ps·p·r−1
ps·p·r−1
(k)(s,r−1)
⎫⎬
⎭ ,
(k)(i,j) = {
(i, j)}k
(
1/2
k
)
,

(i, j) =
(
pi·
1 − pi· +
p·j
1 − p·j
)−1
,
and
(
a
b
)
are binomial coefﬁcients.
Proof of Theorem 6 is shown in Appendix A.3.
According to Theorems 5 and 6, the J ∗2 term is approximated well by A − B when condition
(4.12) is satisﬁed and  is sufﬁciently small. However, condition (4.12) is never satisﬁed in r × s
contingency tables when r3 and s3. Furthermore, in 2 × 2, 2 × 3 or 3 × 2 contingency tables,
condition (4.12) is satisﬁed in only restricted domains of pi· and p·j . Therefore, for the test of
independence in contingency tables, it is very difﬁcult to obtain an appropriate approximation for
the J ∗2 term.
In the case of the goodness-of-ﬁt test for a multinomial distribution, Yarnold [19] numerically
examined the accuracy of approximations given by K ′1 + Kˆ2 of Taneichi et al. [17, p. 213], 2
approximation, and Edgeworth approximation assuming a continuous distributionK ′1 of Taneichi
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et al. [17, p. 213] and concluded that the approximation given byK ′1+Kˆ2 performed better than the
others in the case of Pearson’s X2 statistic. However, for the test of independence in contingency
tables, it is very difﬁcult to obtain an appropriate approximation such as Kˆ2 in the case of the
goodness-of-ﬁt test for a multinomial distribution, and, 2 approximation rarely performs better
than Edgeworth approximation assuming a continuous distribution in the numerical results of
Yarnold [19]. Furthermore, Taneichi et al. [18] and Sekiya and Taneichi [15] numerically showed
that Edgeworth approximation assuming a continuous distribution performs better than does
noncentral 2 approximation for the goodness-of-ﬁt test under local and nonlocal alternatives.
Consequently, on the basis of the numerical results of the goodness-of-ﬁt test, we propose the use
of J ∗1 as an approximation for the distribution of C under H0.
5. Transformed statistics based on the approximation
In this section, applying the evaluation (4.1) given by Theorem 4 to Theorems 1 and 2 in Section
2, we construct transformations for improving small-sample accuracy of the 2 approximation of
the distribution of C under H0.
Since equation
∑3
j=0 w

j = 0 holds in Theorem 4, we obtain the following transformed
statistics C˜2 and C˜
3
 from Theorem 2:
C˜2 = (n+ )2 log (1 + Q) (5.1)
and
C˜3 = (n+ )2 {1 − exp (−Q)} , (5.2)
where
Q = 1
(n)2
{
C + 1
n
((C)
2 + (C)3) + 1
(n)2
(
1
3
(C)
3 + 3
4
(C)
4 + 9
2
20
(C)
5
)}
,
 = − (r − 1)(s − 1){(r − 1)(s − 1) + 2}
2(w2 + w3 )
,
 = −{(r − 1)(s − 1) + 2}w

0
2(w2 + w3 )
,
and
 = w

3
{(r − 1)(s − 1) + 4}(w2 + w3 )
.
Therefore, we propose the following approximation:
Pr(C˜jb|H0) ≈ Pr(2(r−1)(s−1)b) (j = 2, 3).
When statistics are Ra (a = 0), by substituting w(a)j (j = 0, 1, 2, 3) for wj (j = 0, 1, 2, 3)
and Ra for C in (5.1) and (5.2), we obtain transformed statistics R˜a2 as a special case of C˜2 and
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transformed statistics R˜a3 as a special case of C˜
3
, respectively. When the statistic is R
0 (the log
likelihood ratio statistic), equations w(0)2 = w(0)3 = 0 and w(0)0 + w(0)1 = 0 hold in Corollary 1.
Therefore, we can adopt Bartlett adjustment as a transformed statistic and we obtain the following
statistic from Theorem 1:
R˜01 =
{
1 − 2w
(0)
0
n(r − 1)(s − 1)
}
R0.
As well as R˜a2 (a = 0) and R˜a3 (a = 0), we propose the following approximation for the
statistic R˜01:
Pr(R˜01b|H0) ≈ Pr(2(r−1)(s−1)b).
Now, wl (l = 0, 1, 2, 3) include I and J , which are functions of unknown parameters pi· (i =
1, . . . , s) and p·j (j = 1, . . . , r). Then, in practical applications, we must estimate I and J . By
substituting pˆi· = Xi·/n and pˆ·j = X·j /n for pi· and p·j , respectively, we use the maximum
likelihood estimators of (3.8) and (3.9), that is,
Iˆ =
s∑
i=1
1
pˆi·
(5.3)
and
Jˆ =
r∑
j=1
1
pˆ·j
. (5.4)
6. Approximate moments and a moment-corrected-type statistic
In this section, we consider approximate moments and a moment-corrected-type statistic for
improving the accuracy of the 2 approximation of the distribution of the statistic C under H0.
Though the moments of C are inﬁnite, the probability that C is inﬁnite goes to zero quickly as
n becomes large. Therefore, using the following methodologies, we derive approximate moments
and a moment-corrected-type statistic of C. We expand C under H0 as
C = K(U) + op(n−1),
where K(U) is given by substituting U for u in K(u) deﬁned in (A.3). Then the mean and
variance of K(U) under H0 are approximated as
E(K(U)) = (r − 1)(s − 1) +
m
n
+ o(n−1) (6.1)
and
var(K(U)) = 2(r − 1)(s − 1) +
v
n
+ o(n−1), (6.2)
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where
m=(r−1)(s−1)+ 13 ′′′(1)(I−3s+2)(J−3r+2)+ 14 (4)(1)(I−2s+1)(J−2r+1),
v = (I − s2)(J − r2) + 2(I − 3s + 2)(J − 3r + 2) − 2(I − 2s + 1)(J − 2r + 1)
+4(r − 1)(s − 1) + 2′′′(1){(I − s2)(J − r2) + 2(I − 3s + 2)(J − 3r + 2)}
+ 13 {′′′(1)}2{3(I − s2)(J − r2) + 2(I − 3s + 2)(J − 3r + 2)}
+2(4)(1)(I − 2s + 1)(J − 2r + 1),
I being given by (3.8) and J being given by (3.9). From (6.1) and (6.2), we also obtain
E(K(U)2) = {2 + (r − 1)(s − 1)}(r − 1)(s − 1) +
m2
n
+ o(n−1), (6.3)
wherem2 = v+2(r−1)(s−1)m. The coefﬁcients such asm,m2, and v are called second-
order correction terms. In this case, they are considered as an index of the speed of convergence
of K(U) or C to a 2 distribution of degrees of freedom (r − 1)(s − 1). For the goodness-of-ﬁt
test for a multinomial distribution, Cressie and Read [4] showed that among the power divergence
statistics, the two roots a1 and a2 where second-order correction terms of the ﬁrst three moments
are zero go to a1 = 1 and a2 = 23 as the number of categories k goes to inﬁnity under the null
hypothesis. This result is one of the reasons why Cressie and Read [4] recommend the statistic
when a = 23 for the goodness-of-ﬁt test for the multinomial distribution.
With regard to the test of independence in r × s contingency tables, we obtain the following
theorem.
Theorem 7. If pi· > 0 (i = 1, . . . , s) and p·j > 0 (j = 1, . . . , r), then for -divergence
statistics C,  which satisﬁes m = 0 and m2 = 0 satisﬁes
4′′′(1) + 3(4)(1) = 0 (6.4)
as r, s → ∞, under independent hypothesis (1.1).
Proof of Theorem 7 is shown in Appendix A.4.
When the statistics are Ra , the second-order correction terms ma and m2a are deﬁned as m
and m2, respectively, by substituting a− 1 for ′′′(1) and (a− 1)(a− 2) for (4)(1). Therefore,
we obtain the following corollary.
Corollary 2. If pi· > 0 (i = 1, . . . , s) and p·j > 0 (j = 1, . . . , r), then for the statistics based
on power divergenceRa , the two roots a1 and a2 where both of the second-order correction terms
ma and m2a are zero go to a1 = 1 and a2 = 23 as s and r go to inﬁnity under independent
hypothesis (1.1).
We note that Theorem 7 and Corollary 2 hold even in the case that marginal probabilities are
not pi· = s−1 (i = 1, . . . , s) and p·j = r−1 (j = 1, . . . , r). From Corollary 2, for the test of
independence in r × s contingency tables, the statistic R2/3 is therefore recognized as one of the
special statistic such as R0 (the log likelihood ratio statistic) and R1 (Pearson’s X2 statistic).
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Next, we consider a moment-corrected-type statistics as a competitor of the transformed C
statistics. If we put
 = (r − 1)(s − 1)
(
1 −
√

)
+ m
n
and
 = 1 +
v
2n(r − 1)(s − 1) ,
then
E
(
K(U) − √

)
= (r − 1)(s − 1) + o(n−1)
and
var
(
K(U) − √

)
= 2(r − 1)(s − 1) + o(n−1).
From the discussion above, we consider approximation of the distribution of
CM =
C − √

(6.5)
as the 2(r−1)(s−1) distribution, that is,
Pr(CMb|H0) ≈ Pr(2(r−1)(s−1)b).
When the statistics are Ra , we deﬁne a and a as  and  in the case of m = ma and
v = va , respectively. Then, by substituting Ra , a , and a for C, , and  in (6.5), we obtain
the moment-corrected-type statistics RaM as a special case of CM .
Expressions m and v include I and J , which are functions of unknown parameters pi· (i =
1, . . . , s) and p·j (j = 1, . . . , r). Then, in practical applications, we propose the use of the
maximum likelihood estimators of I and J , that is, Iˆ and Jˆ given by (5.3) and (5.4), respectively.
7. Numerical investigations
In this section, we focus on the statisticsRa based on power divergence as concrete statistics and
numerically investigate the small-sample performance of the approximation of the distribution for
the original statisticRa , the transformed statistics R˜01 , R˜
a
2 , and R˜
a
3 , and themoment-corrected-type
statistic RaM . The performance can be evaluated by the following procedure.
For a given n, we consider the probability of observing xij (i = 1, . . . , s; j = 1, . . . , r) under
H0, that is,
n!
s∏
i=1
r∏
j=1
(pi·p·j )xij
xij ! . (7.1)
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Table 2
Values of (IS() − IE()) × 105 for 3 × 3 tables under marginal probabilities (a)
a  = 0.01  = 0.05
R0 R˜01 R˜
a
2 R˜
a
3 R
a
M R
0 R˜01 R˜
a
2 R˜
a
3 R
a
M
0 −23 −15 * * −15 10 21 * * 24
2/3 −5 * −8 −8 −2 −7 * −3 −3 −3
1 −6 * −8 −8 −5 −20 * −19 −19 −18
2 −12 * −9 −9 −10 −25 * −17 −17 −15
We also consider the totality of (r× s) dimensional vectors x = (x11, . . . , x1r , . . . , xs1, . . . , xsr )′
with xij 0 (i = 1, . . . , s; j = 1, . . . , r) and∑si=1∑rj=1 xij = n. The number of vectors x is
H =
(
n + rs − 1
n
)
.
Then we arrange the vectors as x(i) (i = 1, . . . , H). Let T (x(i)) be the value of a statistic
T at x(i). Let 2(r−1)(s−1)() be the 100 upper percentile of the 
2
(r−1)(s−1) distribution. Let
S() be the set of i that satisﬁes the condition T (x(i))2(r−1)(s−1)(). Let Pr{x(i)|H0} be the
probability of observing x(i) under H0 given by (7.1). Then the performance of approximation
for the distribution can be evaluated precisely on the basis of the index
IE() =
∑
i∈S()
Pr{x(i)|H0} −  (7.2)
for each statistic. However, this procedure needs an enormous amount of calculation as n, r and
s increase. Therefore, this procedure can only be used when the model is small. If the model is
not so small, we evaluate the performance using the following Monte Carlo procedure.
We generate N1 multinomial contingency tables using multinomial random vectors under H0
and arrange the tables as xS(i) (i = 1, . . . , N1). Let T (xS(i)) (i = 1, . . . , N1) be the value
of a statistic T at xS(i), and let N2 be the number of elements of the set of i that satisﬁes the
condition T (xS(i))2(r−1)(s−1)(). Then the performance of approximation for the distribution
can be evaluated on the basis of the index
IS() =
N2
N1
−  (7.3)
for each statistic.
First, using small models for whichwe can calculate the index IE() given by (7.2), we investigate
the accuracy of the index IS() given by (7.3). In 3 × 3 contingency tables, we calculate the values
of IS() for statistics R
a
, R˜01 , R˜
a
j (j = 2, 3), and RaM when N1 = 106, n = 45, and  = 0.01
and 0.05 under marginal probabilities (a) p1· = p2· = p3· = 13 , p·1 = p·2 = p·3 = 13 and (b)
p1· = p·1 = 0.489,p2· = p·2 = 0.333,p3· = p·3 = 0.178.We also calculate the values of IE() for
the same statistics under the same conditions. Tables 2 and 3 show the values of (IS()−IE())×105
under marginal probabilities (a) and (b), respectively. From Tables 2 and 3, we ﬁnd that the index
IS() obtained by using the Monte Carlo procedure is very accurate. Therefore, we use the index
IS() to evaluate the performance of the statistics.
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Table 3
Values of (IS() − IE()) × 105 for 3 × 3 tables under marginal probabilities (b)
a  = 0.01  = 0.05
R0 R˜01 R˜
a
2 R˜
a
3 R
a
M R
0 R˜01 R˜
a
2 R˜
a
3 R
a
M
0 5 6 * * 7 −64 −43 * * −47
2/3 7 * 7 7 8 −32 * −32 −32 −33
1 8 * 7 7 6 −17 * −19 −19 −17
2 9 * 18 18 21 −34 * −13 −13 −6
For statisticsRa , R˜01 , R˜
a
j (j = 2, 3), andRaM and 4×4 contingency tables, that is, r = 4, s = 4,
three cases that correspond to the following sets of marginal probabilities are considered:
Case (I): All marginal probabilities are equal; that is,
pi· = s−1 (i = 1, . . . , s),
p·j = r−1 (j = 1, . . . , r).
Case (II): Marginal probabilities pi· and p·j increase in proportion to i and j , respectively;
that is,
pi· = 2i
s(s + 1) (i = 1, . . . , s),
p·j = 2j
r(r + 1) (j = 1, . . . , r).
Case (III):Marginal probabilitiespi· andp·j thatwere used for investigating sparse contingency
tables by Koehler [9]:
pi· = s−1
(
0.1 + 0.9
s∑
m=i
m−1
)
(i = 1, . . . , s),
p·j = r−1
⎛
⎝0.1 + 0.9 r∑
m=j
m−1
⎞
⎠ (j = 1, . . . , r).
As N1 = 106 and sample size n = lrs (l = 4, 5, 6, 7, 10, 15), we execute the above Monte
Carlo procedure. We consider a statistic when a = 0 (the log likelihood ratio statistic) and
a statistic when a = 1 (Pearson’s X2 statistic). Furthermore, we also consider a statistic when
a = 23 because of the discussion in Section 6. For 4×4 contingency tables, the values of IS()×105
for statistics that correspond to a = 0, 23 , and 1 are shown in Tables 4–6.
From Table 4, we ﬁnd the following results when a = 0 for each case:
Case (I): Statistic R0 (the log likelihood ratio statistic) is always improved by R˜01 .
Case (II): Statistic R0 is always improved by R˜01 and R0M .
Case (III): Statistic R0 is always improved by R˜01 when sample size n6rs.
From Table 5, we ﬁnd the following results when a = 23 for each case:
Case (I): Statistic R2/3 is mostly improved by R˜2/32 and R˜2/33 .
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Table 4
Values of IS() × 105 for 4 × 4 tables when a = 0 in the cases of (I), (II), and (III)
Case n  = 0.01  = 0.05
R0 R˜01 R
0
M R
0 R˜01 R
0
M
(I) 64 1128 320 374 3549 1148 1314
80 840 255 290 2586 832 934
96 656 200 223 1925 544 612
112 509 143 158 1495 349 399
160 267 42 48 881 100 125
240 170 26 29 553 55 65
(II) 64 682 −399 −299 3021 −968 −562
80 684 −221 −147 2847 −346 −67
96 641 −117 −62 2596 −28 173
112 612 −38 3 2393 169 321
160 473 43 60 1823 327 403
240 353 68 79 1216 278 310
(III) 64 311 −743 647 2028 −2675 −2109
80 452 −559 −462 2353 −1754 −1321
96 474 −427 −347 2331 −1172 −835
112 512 −309 −246 2322 −740 −474
160 486 −125 −90 2065 −76 62
240 404 1 20 1606 254 319
Table 5
Values of IS() × 105 for 4 × 4 tables when a = 2/3 in the cases of (I), (II), and (III)
Case n  = 0.01  = 0.05
R2/3 R˜2/32 R˜
2/3
3 R
2/3
M R
2/3 R˜2/32 R˜
2/3
3 R
2/3
M
(I) 64 −74 −18 −18 −99 93 −77 −77 −113
80 −53 −10 −10 −72 119 −10 −10 −44
96 −34 9 9 −52 119 17 17 −16
112 −21 11 11 −35 111 25 25 −7
160 −22 4 4 −31 61 2 2 −23
240 −4 11 11 −12 57 19 19 0
(II) 64 −268 −156 −156 −215 −572 −589 −589 −560
80 −197 −99 −99 −156 −392 −376 −376 −380
96 −170 −76 −76 −131 −300 −274 −274 −293
112 −141 −57 −57 −109 −215 −184 −184 −211
160 −82 −13 −13 −60 −105 −64 −64 −101
240 −49 −5 −5 −35 −73 −42 −42 −71
(III) 64 −290 −194 −194 −192 −901 −910 −910 −747
80 −214 −113 −113 −133 −611 −562 −562 −482
96 −197 −91 −91 −121 −508 −432 −432 −402
112 −154 −64 −64 −92 −420 −333 −333 −332
160 −109 −35 −35 −65 −261 −171 −171 −199
240 −77 −18 −18 −46 −154 −75 −75 −110
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Table 6
Values of IS() × 105 for 4 × 4 tables when a = 1 in the cases of (I), (II), and (III)
Case n  = 0.01  = 0.05
R1 R˜12 R˜
1
3 R
1
M R
1 R˜12 R˜
1
3 R
1
M
(I) 64 −111 6 6 −52 −201 −100 −100 −124
80 −85 8 8 43 −127 −33 −33 62
96 −71 17 17 −33 −82 0 0 −33
112 −60 18 18 −25 −63 9 9 −20
160 −38 12 12 −18 −61 0 0 −32
240 −27 9 9 −10 −23 20 20 −3
(II) 64 −95 −1 −1 30 −379 −163 −163 −105
80 −78 4 4 15 −306 −94 −94 −89
96 −75 3 3 7 −259 −61 −61 −77
112 −76 −3 −3 −4 −223 −45 −45 −73
160 −37 16 16 10 −145 −8 −8 −43
240 −30 5 5 −1 −126 −28 −28 −59
(III) 64 131 15 15 255 −110 −82 −83 124
80 115 44 44 212 −62 44 44 132
96 62 19 19 148 −119 9 9 38
112 54 23 22 122 −115 22 22 18
160 33 22 22 79 −131 −2 −2 −41
240 15 11 11 44 −114 −11 −11 −54
Case (II): Statistic R2/3 is always improved by R2/3M .
Case (III): Statistic R2/3 is always improved by R2/3M .
From Table 6, we ﬁnd the following results when a = 1 for each case:
Case (I): Statistic R1 (Pearson’s X2 statistic) is always improved by R˜12, R˜13 and R1M .
Case (II): Statistic R1 is always improved by R˜12 and R˜13.
Case (III): Statistic R1 is always improved by R˜12 and R˜13.
We also investigated the performance of the statistics in 3 × 3 and 5 × 5 contingency tables,
and the results were similar to those for 4 × 4 tables.
We ﬁnd the following results as a whole.
Performance of the transformed statistic R˜a2 is the same as that of the transformed statistic R˜
a
3 .
In the case of a = 0 and 1 (the log likelihood ratio statistic and X2 statistic), the transformed
statistics perform better than do the original statistics. If we compare the transformed statistics
and the moment-corrected-type statistics, the former perform better than the latter, but there is
only a slight difference. Furthermore, moment-corrected-type statistics have a weak point that 
given by (6.5) sometimes takes a negative value (i.e., v takes a negative value) and we cannot
calculate the values of the statistics. Therefore, we conclude that we recommend the transformed
statistics between the two.
Next, we consider the power of the statistics. In 4 × 4 contingency tables, we consider the
following alternative hypotheses to the null hypothesis given by the marginal probabilities pi· and
p·j of Cases (I)–(III).
H(k)1 : pij = pi·p·j + d(k)ij (i = 1, . . . , s; j = 1, . . . , r), k = 1, 2,
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Table 7
Simulated power against the alternative H(1)1 when  = 0.015 and level  = 0.05 in 4 × 4 tables
Case n R0 R˜01 R
2/3 R˜2/32 R˜
2/3
3 R
1 R˜12 R˜
1
3
(I) 64 0.271 0.220 0.201 0.197 0.197 0.193 0.195 0.195
80 0.305 0.262 0.252 0.248 0.248 0.244 0.246 0.246
96 0.348 0.309 0.306 0.302 0.302 0.298 0.301 0.301
112 0.395 0.360 0.360 0.357 0.357 0.353 0.356 0.356
160 0.544 0.519 0.522 0.520 0.520 0.517 0.519 0.519
240 0.751 0.738 0.740 0.739 0.739 0.738 0.739 0.739
(II) 64 0.418 0.303 0.357 0.356 0.356 0.379 0.387 0.387
80 0.493 0.400 0.447 0.447 0.447 0.468 0.475 0.475
96 0.563 0.487 0.532 0.533 0.533 0.551 0.558 0.558
112 0.627 0.566 0.610 0.611 0.611 0.627 0.633 0.633
160 0.787 0.755 0.790 0.791 0.791 0.802 0.805 0.805
240 0.936 0.926 0.941 0.941 0.941 0.945 0.946 0.946
(III) 64 0.525 0.347 0.490 0.489 0.489 0.538 0.539 0.539
80 0.624 0.490 0.599 0.601 0.601 0.637 0.641 0.641
96 0.708 0.608 0.692 0.694 0.694 0.723 0.726 0.726
112 0.777 0.703 0.769 0.771 0.771 0.792 0.796 0.796
160 0.909 0.882 0.912 0.913 0.913 0.922 0.924 0.924
240 0.985 0.981 0.987 0.987 0.987 0.989 0.989 0.989
where
(
d
(1)
ij
)
=
⎛
⎜⎜⎜⎜⎜⎝
  − −
  − −
− −  
− −  
⎞
⎟⎟⎟⎟⎟⎠ and
(
d
(2)
ij
)
=
⎛
⎜⎜⎜⎜⎜⎝
3 2 −2 −3
2  − −2
−2 −  2
−3 −2 2 3
⎞
⎟⎟⎟⎟⎟⎠ .
We generate 106 contingency tables by the multinomial random vectors under H1. Using the
tables, we calculate the simulated power of statistics Ra, R˜01 and R˜
a
j (j = 2, 3). Table 7 shows
the simulated power of each statistic against the alternative H(1)1 when null hypotheses are given
by marginal probabilities of Cases (I)–(III),  = 0.015, and level  = 0.05. Table 8 shows the
simulated power against the alternative H(2)1 when  = 0.005 and level  = 0.05. From Tables 7
and 8, we ﬁnd the following results. When a = 0, the original statistic (the log likelihood ratio
statistic) performs better than does transformed statistic R˜01 . When a = 1, transformed statistics
R˜12 and R˜
1
3 perform better than does the original statistic (Pearson’s X2 statistic). In Case (I)
(all marginal probabilities being equal), R0 performs better than do the others. In Case (II), R˜12
and R˜13 (transformed Pearson’s X2 statistics) perform better than do the others as n increases. In
Case (III), R˜12 and R˜13 statistics perform better than do the others. The results shown in Tables
7 and 8 indicate that transformed R1 statistics R˜12 and R˜
1
3 perform well among the transformed
statistics.
From the viewpoints of accuracy of approximations to the 2 distribution and power, trans-
formed R1 statistics R˜12 and R˜
1
3 perform well among the transformed statistics.
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Table 8
Simulated power against the alternative H(2)1 when  = 0.005 and level  = 0.05 in 4 × 4 tables
Case n R0 R˜01 R
2/3 R˜2/32 R˜
2/3
3 R
1 R˜12 R˜
1
3
(I) 64 0.170 0.132 0.116 0.113 0.113 0.110 0.112 0.112
80 0.178 0.146 0.136 0.134 0.134 0.131 0.133 0.133
96 0.191 0.163 0.158 0.156 0.156 0.153 0.155 0.155
112 0.209 0.183 0.181 0.179 0.179 0.177 0.179 0.179
160 0.276 0.255 0.255 0.254 0.254 0.252 0.253 0.253
240 0.405 0.389 0.390 0.389 0.389 0.387 0.388 0.388
(II) 64 0.267 0.175 0.219 0.218 0.218 0.242 0.248 0.248
80 0.306 0.229 0.269 0.270 0.270 0.292 0.299 0.299
96 0.345 0.278 0.320 0.321 0.321 0.343 0.349 0.349
112 0.384 0.325 0.371 0.372 0.372 0.394 0.400 0.400
160 0.504 0.461 0.515 0.516 0.516 0.538 0.542 0.542
240 0.693 0.668 0.714 0.715 0.715 0.732 0.735 0.735
(III) 64 0.320 0.177 0.299 0.298 0.298 0.350 0.351 0.351
80 0.378 0.257 0.366 0.368 0.368 0.414 0.417 0.417
96 0.432 0.328 0.431 0.433 0.433 0.476 0.480 0.480
112 0.483 0.393 0.492 0.495 0.495 0.534 0.538 0.538
160 0.623 0.565 0.651 0.654 0.654 0.686 0.690 0.690
240 0.805 0.777 0.835 0.836 0.836 0.856 0.859 0.858
8. Concluding remarks
We have obtained an approximation for the distribution ofC under the hypothesis of indepen-
dence in r × s contingency tables on the basis of multivariate Edgeworth expansion assuming a
continuous distribution. Using the expansion, we propose transformations that improve the speed
of convergence to the chi-square limiting distribution of the statistic C. Based on the results of
numerical investigations in the case of Ra , we recommend transformed R1 statistics R˜12 and R˜
1
3
for testing independence in r × s contingency tables.
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Appendix A.
A.1. Proof of Theorem 4
By the transformation (3.1), statistic C can be rewritten as
C(U) = 2n
s∑
i=1
r∑
j=1
pi·p·j
(
1 + Ui·√
npi·
)(
1 + U·j√
np·j
)
(D), (A.1)
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where
D =
(
1 + Ui·√
npi·
)−1 (
1 + U·j√
np·j
)−1 (
1 + Uij√
npi·p·j
)
,
Ui· = ∑rj=1 Uij (i = 1, . . . , s) and U·j = ∑si=1 Uij (j = 1, . . . , r). If we regard
f (u)
{
1 + 1√
n
h1(u) + 1
n
h2(u)
}
,
where f (·), h1(·) and h2(·) are given by (3.3), (3.5) and (3.6), respectively, as the continuous
density function of U, then we can regard
J ∗1 =
∫
· · ·
∫
B(b)
f (u)
{
1 + 1√
n
h1(u) + 1
n
h2(u)
}
du,
as the distribution function ofC(U), where du = du11 · · · dus,r−1. So, the characteristic function
of C(U) is calculated as
c(t) =
∫ ∞
−∞
· · ·
∫ ∞
−∞
exp
{
itC(u)
}
f (u)
{
1 + 1√
n
h1(u) + 1
n
h2(u)
}
du.
We can expand C(u) as
C(u) = K(u) + o(n−1), (A.2)
where
K(u)=
⎛
⎝ s∑
i=1
r∑
j=1
u2ij
pi·p·j
−
s∑
i=1
u2i·
pi·
−
r∑
j=1
u2·j
p·j
⎞
⎠
+ 1√
n
⎡
⎣1
3
′′′(1)
s∑
i=1
r∑
j=1
u3ij
p2i·p2·j
+ 2 {1 + ′′′(1)} s∑
i=1
r∑
j=1
ui·u·j uij
pi·p·j
+
{
1 + 2
3
′′′(1)
}⎛⎝ s∑
i=1
u3i·
p2i·
+
r∑
j=1
u3·j
p2·j
⎞
⎠
− {1 + ′′′(1)}
⎛
⎝ s∑
i=1
r∑
j=1
ui·u2ij
p2i·p·j
+
s∑
i=1
r∑
j=1
u·j u2ij
pi·p2·j
⎞
⎠
⎤
⎦
+1
n
⎡
⎣ 1
12
(4)(1)
s∑
i=1
r∑
j=1
u4ij
p3i·p3·j
+
{
1 + 2′′′(1) + 1
2
(4)(1)
} s∑
i=1
r∑
j=1
u2i·u2·j
pi·p·j
−
{
1 + 4
3
′′′(1) + 1
4
(4)(1)
}⎛⎝ s∑
i=1
u4i·
p3i·
+
r∑
j=1
u4·j
p3·j
⎞
⎠
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−1
3
{
2′′′(1) + (4)(1)
}⎛⎝ s∑
i=1
r∑
j=1
ui·u3ij
p3i·p2·j
+
s∑
i=1
r∑
j=1
u·j u3ij
p2i·p3·j
⎞
⎠
+
{
1 + 2′′′(1) + 1
2
(4)(1)
}⎛⎝ s∑
i=1
r∑
j=1
u2i·u2ij
p3i·p·j
+
s∑
i=1
r∑
j=1
u2·j u2ij
pi·p3·j
⎞
⎠
+
{
1 + 3′′′(1) + (4)(1)
} s∑
i=1
r∑
j=1
ui·u·j u2ij
p2i·p2·j
−
{
2 + 4′′′(1) + (4)(1)
}⎛⎝ s∑
i=1
r∑
j=1
u2i·u·j uij
p2i·p·j
+
s∑
i=1
r∑
j=1
ui·u2·j uij
pi·p2·j
⎞
⎠
⎤
⎦ . (A.3)
Since
exp
{
itC(u)
}=
⎡
⎣exp
⎧⎨
⎩it
⎛
⎝ s∑
i=1
r∑
j=1
u2ij
pi·p·j
−
s∑
i=1
u2i·
pi·
−
r∑
j=1
u2·j
p·j
⎞
⎠
⎫⎬
⎭
⎤
⎦
×
[
1 + 1√
n
g

1 (u) +
1
n
g

2 (u) + o(n−1)
]
,
where
g

1 (u)= it
⎡
⎣1
3
′′′(1)
s∑
i=1
r∑
j=1
u3ij
p2i·p2·j
+ 2 {1 + ′′′(1)} s∑
i=1
r∑
j=1
ui·u·j uij
pi·p·j
+
{
1 + 2
3
′′′(1)
}⎛⎝ s∑
i=1
u3i·
p2i·
+
r∑
j=1
u3·j
p2·j
⎞
⎠
− {1 + ′′′(1)}
⎛
⎝ s∑
i=1
r∑
j=1
ui·u2ij
p2i·p·j
+
s∑
i=1
r∑
j=1
u·j u2ij
pi·p2·j
⎞
⎠
⎤
⎦
and
g

2 (u)=
1
2
{
g

1 (u)
}2
+it
⎡
⎣ 1
12
(4)(1)
s∑
i=1
r∑
j=1
u4ij
p3i·p3·j
+
{
1 + 2′′′(1) + 1
2
(4)(1)
} s∑
i=1
r∑
j=1
u2i·u2·j
pi·p·j
−
{
1 + 4
3
′′′(1) + 1
4
(4)(1)
}⎛⎝ s∑
i=1
u4i·
p3i·
+
r∑
j=1
u4·j
p3·j
⎞
⎠
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−1
3
{
2′′′(1) + (4)(1)
}⎛⎝ s∑
i=1
r∑
j=1
ui·u3ij
p3i·p2·j
+
s∑
i=1
r∑
j=1
u·j u3ij
p2i·p3·j
⎞
⎠
+
{
1 + 2′′′(1) + 1
2
(4)(1)
}⎛⎝ s∑
i=1
r∑
j=1
u2i·u2ij
p3i·p·j
+
s∑
i=1
r∑
j=1
u2·j u2ij
pi·p3·j
⎞
⎠
+
{
1 + 3′′′(1) + (4)(1)
} s∑
i=1
r∑
j=1
ui·u·j u2ij
p2i·p2·j
−
{
2 + 4′′′(1) + (4)(1)
}⎛⎝ s∑
i=1
r∑
j=1
u2i·u·j uij
p2i·p·j
+
s∑
i=1
r∑
j=1
ui·u2·j uij
pi·p2·j
⎞
⎠
⎤
⎦ ,
c(t) is represented as
c(t)=
∫ ∞
−∞
· · ·
∫ ∞
−∞
(2)−(rs−1)/2||−1/2
×
⎡
⎣exp
⎧⎨
⎩−12u′−1u + it
⎛
⎝ s∑
i=1
r∑
j=1
u2ij
pi·p·j
−
s∑
i=1
u2i·
pi·
−
r∑
j=1
u2·j
p·j
⎞
⎠
⎫⎬
⎭
⎤
⎦
×
[
1 + 1√
n
g

1 (u) +
1
n
g

2 (u)
] [
1 + 1√
n
h1(u) + 1
n
h2(u)
]
du + o(n−1).
Furthermore, if we put matrix  as
 = 1 + 2, (A.4)
where
1 = (Irs−1 Ors−1) A1 (Irs−1 Ors−1)′ ,
2 =
(
1
1 − 2it − 1
)
(Irs−1 Ors−1) A2 (Irs−1 Ors−1)′ ,
Irs−1 being the (rs − 1) × (rs − 1) identity matrix and Ors−1 being the (rs − 1) dimensional
zero vector,
A1 = diag(p1·, . . . , ps·) ⊗ diag(p·1, . . . , p·r ) − (pLp′L) ⊗ (pCp′C),
A2 =
(
diag(p1·, . . . , ps·) − pLp′L
)⊗ (diag(p·1, . . . , p·r ) − pCp′C) ,
pL = (p1·, . . . , ps·)′, pC = (p·1, . . . , p·r )′, and ⊗ denotes the Kronecker product, then
c(t)=
( ||
||
)−1/2 ∫ ∞
−∞
· · ·
∫ ∞
−∞
(2)−(rs−1)/2||−1/2
{
exp
(
−1
2
u′−1u
)}
A(u) du
+o(n−1), (A.5)
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where
A(u) = 1 + 1√
n
{
h1(u) + g1 (u)
}
+ 1
n
{
h2(u) + h1(u)g1 (u) + g2 (u)
}
,
and  is given by (3.4). By carrying out the integration of (A.5), the characteristic function c(t)
is expanded as
c(t) =
( ||
||
)−1/2 ⎡⎣1 + 1
24n
3∑
j=0
(1 − 2it)−jwj + o(n−1)
⎤
⎦ , (A.6)
where wj (j = 0, 1, 2, 3) are deﬁned in (4.1). Since
( ||
||
)−1/2
= (1 − 2it)−(r−1)(s−1)/2, (A.7)
then (||/||)−1/2 is the characteristic function of the 2(r−1)(s−1) distribution. Therefore, by
inverting (A.6), we obtain (4.1). We have completed the proof of Theorem 4.
A.2. Proof of Theorem 5
The function S1(
√
nu∗l + np∗l ) deﬁned by (4.8) is differentiable except when u∗l ∈ Ll deﬁned
by (4.6), and f (u∗) is a differentiable function on Rrs−1. Therefore, by (8.10) in the proof of
Lemma 1 of Yarnold [19],
[S1(
√
nu∗l + np∗l )f (u∗)]	l (u˜
∗
l )
l (u˜
∗
l )
=
∫ 	l (u˜∗l )
l (u˜
∗
l )
DlS1(
√
nu∗l + np∗l )f (u∗) du∗l
+
	l (u˜
∗
l )∑
u∗l =l (u˜∗l )
u∗l ∈Ll
lS1(
√
nu∗l + np∗l )f (u∗), (A.8)
where
[h(u∗)]	l (u˜∗l )l (u˜∗l ) = h(u
∗
1, . . . , u
∗
l−1, 	l (u˜
∗
l ), u
∗
l+1, . . . , u∗rs−1)
−h(u∗1, . . . , u∗l−1, l (u˜∗l ), u∗l+1, . . . , u∗rs−1),
lF (x)= F(x1, . . . , xl−1, xl + 0, xl+1, . . . , xrs−1)
−F(x1, . . . , xl−1, xl − 0, xl+1, . . . , xrs−1),
and DlF(x) = (/xl)F (x). Since lS1(√nu∗l + np∗l )f (u∗) = −f (u∗) and
DlS1(
√
nu∗l + np∗l )f (u∗) = f (u∗)
{√
n − S1(√nu∗l + np∗l )
(
u∗l
p∗l
− u
∗
rs
p∗rs
)}
,
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from (A.8),
[S1(
√
nu∗l + np∗l )f (u∗)]	l (u˜
∗
l )
l (u˜
∗
l )
= √n
∫ 	l (u˜∗l )
l (u˜
∗
l )
f (u∗) du∗l −
	l (u˜
∗
l )∑
u∗l =l (u˜∗l )
u∗l ∈Ll
f (u∗)
−
∫ 	l (u˜∗l )
l (u˜
∗
l )
S1(
√
nu∗l + np∗l )f (u∗)
(
u∗l
p∗l
− u
∗
rs
p∗rs
)
du∗l . (A.9)
Using (A.9), J ∗2 given by (4.5) is represented as
J ∗2 = A − B∗ + C∗,
where
B∗ =
∫
· · ·
∫
B(b)
f (u∗) du∗
and
C∗ =
rs−1∑
l=1
n−(rs−l)/2
∑
u∗l+1∈Ml+1
· · ·
∑
u∗rs−1∈Mrs−1
∫
· · ·
∫
B(b)
S1(
√
nu∗l + np∗l )
×
(
u∗l
p∗l
− u
∗
rs
p∗rs
)
f (u∗) du∗1 · · · du∗l .
Furthermore, B∗ = B + O(n−1) and C∗ = C + O(n−1). Therefore, we obtain (4.10). We have
completed the proof of Theorem 5.
A.3. Proof of Theorem 6
Because of (3.7) and (4.3),
u∗rs−1
p∗rs−1
− u
∗
rs
p∗rs
= 1
p∗rs
(
u∗1 + · · · + u∗rs−2
)+
(
1
p∗rs−1
+ 1
p∗rs
)
u∗rs−1. (A.10)
If we put
C∗l =
∫
· · ·
∫
B(b)
S1(
√
nu∗rs−1 + np∗rs−1)u∗l f (u∗) du∗, l = 1, . . . , rs − 1, (A.11)
then, from (A.10) and (4.11),
C = 1√
n
{
1
p∗rs
(
C∗1 + · · · + C∗rs−2
)+
(
1
p∗rs−1
+ 1
p∗rs
)
C∗rs−1
}
. (A.12)
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Since − 12S1(
√
nu∗rs−1 + np∗rs−1) < 12 and (A.11),
|C∗l |
1
2
∫
· · ·
∫
B(b)
|u∗l |f (u∗) du∗, l = 1, . . . , rs − 1. (A.13)
If we put
∗l =
∫ ∞
−∞
· · ·
∫ ∞
−∞
|u∗l |f (u∗) du∗, l = 1, . . . , rs − 1,
then ∫
· · ·
∫
B(b)
|u∗l |f (u∗) du∗ = ∗l
∫
· · ·
∫
B(b)
gl(u
∗) du∗, l = 1, . . . , rs − 1, (A.14)
where gl(u∗) = |u∗l |f (u∗)∗−1l and
∫∞
−∞ · · ·
∫∞
−∞ gl(u
∗) du∗ = 1. If we regard gl(u∗) as the
density function of U∗ = (U∗1 , . . . , U∗rs−1)′, where U∗l = Umj , l = (m − 1)r + j for m =
1, . . . , s, j = 1, . . . , r , then we can regard∫
· · ·
∫
B(b)
gl(u
∗) du∗
as the distribution function of C(U∗). By using relations (4.3) and (4.7), the characteristic
function of C(U∗) is calculated as
cgl (t)=
∫ ∞
−∞
· · ·
∫ ∞
−∞
exp{itC(u∗)}gl(u∗) du∗
= ∗−1l
{( ||
||
)−1/2
Fl + O
(
n−1/2
)}
, (A.15)
where
Fl =
∫ ∞
−∞
· · ·
∫ ∞
−∞
(2)−(rs−1)/2||−1/2|u∗l |
{
exp
(
−1
2
u∗′−1u∗
)}
du∗, (A.16)
 being given by (A.4) and being given by (3.4). Carrying out integral (A.16) by noting relations
(4.3) and (4.7), we obtain
Fl =
√
2ll

,
where ll is the (l, l) element of , that is,
ll = pm·p·j (pm· + p·j − 2pm·p·j ){1 + (1 − 2it)−1
(m, j)}.
Therefore, when |
(m, j)| < 1, Fl can be expanded as
Fl =
√
2(m, j)

∞∑
k=0
(k)(m,j)(1 − 2it)−k, (A.17)
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where (m, j) = pm·p·j (pm· + p·j − 2pm·p·j ). From (A.7), (A.15), and (A.17),
cgl (t)=2∗−1l
√
(m, j)
2
(1−2it)−(r−1)(s−1)/2
∞∑
k=0
(k)(m,j)(1−2it)−k+O
(
n−1/2
)
. (A.18)
Inverting (A.18), we obtain∫
· · ·
∫
B(b)
gl(u
∗) du∗
= 2∗−1l
√
(m, j)
2
∞∑
k=0
(k)(m,j)Pr(
2
(r−1)(s−1)+2kb) + O
(
n−1/2
)
. (A.19)
Applying (A.19) to (A.14),∫
· · ·
∫
B(b)
|u∗l |f (u∗) du∗
= 2
√
(m, j)
2
∞∑
k=0
(k)(m,j)Pr(
2
(r−1)(s−1)+2kb) + O
(
n−1/2
)
. (A.20)
If we put
Cmj = C∗l , l = (m − 1)r + j for m = 1, . . . , s, j = 1, . . . , r, (A.21)
then, from (A.13), (A.20) and (A.21),
|Cmj |
√
(m, j)
2
∞∑
k=0
(k)(m,j)Pr(
2
(r−1)(s−1)+2kb) + O
(
n−1/2
)
. (A.22)
From (A.12) and (A.21),
|C| 1√
n
⎛
⎜⎜⎝ 1ps·p·r
s∑
m=1
r∑
j=1
(m,j)=(s,r)
|Cmj | + 1
ps·p·r−1
|Cs,r−1|
⎞
⎟⎟⎠ . (A.23)
By applying (A.22) to (A.23), we obtain (4.13). We have completed the proof of Theorem 6.
A.4. Proof of Theorem 7
Since I = ∑si=1 p−1i· and J = ∑rj=1 p−1·j , then
Is2 and J r2,
with equality if and only if pi· = s−1 (i = 1, . . . , s) and p·j = r−1 (j = 1, . . . , r), respectively.
Therefore, we can represent I and J as
I = cs2, J = dr2, (A.24)
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where 1c < ∞ and 1d < ∞. The second-order correction term of the ﬁrst central moment
of C is
m=(r−1)(s−1)+ 13 ′′′(1)(I−3s+2)(J−3r+2)+ 14 (4)(1)(I−2s+1)(J−2r+1).
Then, by (A.24), we can represent m as
m = 112
{
4′′′(1) + 3(4)(1)
}
c dr2s2 + O(rs2) + O(r2s). (A.25)
If  satisﬁes m = 0, then, by (A.25),{
4′′′(1) + 3(4)(1)
}
+ o(1) = 0.
Therefore (6.4) holds as r, s → ∞, under independent hypothesis (1.1). Similarly, second-order
correction term of the second central moment of C is m2 = v + 2(r − 1)(s − 1)m. Then,
we can represent m2 as
m2 = 16
{
4′′′(1) + 3(4)(1)
}
c dr3s3 + O(r2s3) + O(r3s2).
Therefore,  which satisﬁes m2 = 0 also satisﬁes (6.4) as r, s → ∞, under independent
hypothesis (1.1). We have completed the proof of Theorem 7.
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