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Frames
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Abstract
For finding the numerical solution of operator equations in many
applications a decomposition in subspaces is needed. Therefore, it is
necessary to extend the known method of matrix representation to the
utilization of fusion frames. In this paper we investigate this represen-
tation of operators on a Hilbert space H with Bessel fusion sequences,
fusion frame and Riesz decompositions. We will give the basic defini-
tions. We will show some structural results and give some examples.
Furthermore, in the case of Riesz decompositions, we prove that those
functions are isomorphisms. Also, we want to find the pseudo-inverse
and the inverse (if there exists) of such matrix representations. We are
going to apply this idea to the Schatten p-class operators. Finally, we
show that tensors of fusion frame are frames in the space of Hilbert-
Schmidt operators.
Key words and phrases : Frames, Matrix representation, Fusion frames,
Fusion Riesz bases, Pseudo-inverse, Schatten p-class operators.
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1 Introduction
Frames were introduced by Duffin and Schaefer [29] and became a popular
topic of mathematical research with the rise of wavelets [27]. Frames have
been the focus of active research, both in theory [19, 30, 35] and applications
[17, 38, 9, 15, 23]. Frame theory has given rise to deep conjectures and results
such as the Feichtinger conjecture [37, 44]. Also several generalizations have
been investigated, e.g. [1, 2, 53, 56], among them fusion frames [20, 21, 33],
which are the topic of this paper. The reason why frames became more
and more important was that it can be hard to find a ’good’ orthonormal
basis, in the sense that it sometimes cannot fulfill given chosen properties,
as formally expressed e.g. in the Balian-Low theorem [36] for Gabor frames,
or some No-Go theorems for wavelets [26].
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This is also the reason why frames have become more popular in de-
scribing operators. The numerical treatment of operator equations, Of = g,
requires a discrete formulation, M ~f = ~g. This is often done with a so-
called Galerkin scheme [49], i.e. choosing atoms (ψk) and look at matrices
〈Oψk, ψlk〉. In the Finite Element Method [16] and the Boundary Element
Method [32] usually spline-like bases are used. Recently, wavelet bases [25]
and frames [54, 39] have been applied.
On an abstract level, it is well known that for orthonormal sequences
operators can be uniquely described by a matrix representation [34]. An
analogous result holds for frames and their duals [7, 8]. For solving this
problem, frames are widely developed by many authors [12, 22, 27, 31].
In approaches solving operator equations numerically one of the problems
is the splitting of the considered spaces. Domain decomposition methods
[58] solve a boundary value problem by splitting it into smaller boundary
value problems on subdomains. Fusion frames allow the combination of
solution on subspaces in a natural way. A first link of the concepts of space
splittings and fusion frames was done in [47]. A first approach towards the
matrix representation was done in [52], where a view-point of a Gram-like
operator was taken.
In this paper, we investigate this approach from a frame theory point
of view, generalizing the approach in [34] (for bases) and [7] (for Hilbert
frames). We settle the basic properties for a matrix representation of opera-
tors using fusion frames. In fact, we represent an operator by fusion frames
and show that this representation is unique if the fusion frames are fusion
Riesz bases. We will settle the question how the invertibility of operators
and matrices are related. In Section 2 we review basic notations and collect
needed results. In Section 3 we give matrix representation of operators by
Bessel fusion sequence and fusion frames. For an operator O we obtain a
matrix induced by two Bessel fusion sequences and conversely, associated
with a matrix M we define an operator induced by the matrix M with
respect to the Bessel fusion sequences. In Section 4 we obtain necessary
and sufficient conditions for the invertibility and pseudo-invertibility of such
matrix representations. We restricted our attentions to Schatten p−class of
operators in Section 5. We investigate the properties of matrix representa-
tions for Hilbert-Schmidt class of operator and show that for fusion frames
W and V , the space (W ⊗ V ) constitutes a fusion frame for S2(H), the set
of Hilbert-Schmidt operators.
2
2 Preliminaries
Throughout this paper, πW denotes the orthogonal projection from H onto
a closed subspaceW, IH the identity operator on H and {ei}i∈I an orthonor-
mal basis for H. By B (H1,H2) we denote the space of all bounded operators
between Hilbert spaces H1 and H2 and write B (H) for H1 = H2 = H. Also,
we represent the range and null space of a bounded operator O ∈ B (H1,H2)
by R (O) and N (O), respectively. Moreover, O† is the pseudo-inverse of
bounded and closed range operator O ∈ B (H1,H2) .
2.1 Fusion frames
For each sequence (Wi, ωi) of closed subspaces in H, the space(∑
i∈I
⊕
Wi
)
ℓ2
=
{
{fi}i∈I : fi ∈Wi,
∑
i∈I
‖fi‖2 <∞
}
,
with the inner product〈
{fi}i∈I , {gi}i∈I
〉
=
∑
i∈I
〈fi, gi〉,
is a Hilbert space.
We now give the central definition of fusion frames:
Definition 2.1 Let {Wi}i∈I be a family of closed subspaces of H and {ωi}i∈I
be a family of weights, i.e. ωi > 0, i ∈ I. The sequence W = (Wi, ωi) is
called a fusion frame for H if there exist constants 0 < AW ≤ BW < ∞
such that
AW ‖f‖2 ≤
∑
i∈I
ω2i ‖πWif‖2 ≤ BW‖f‖2, (f ∈ H).
The constants AW and BW are called fusion frame bounds. If we only as-
sume the upper bound, we call (Wi, ωi) a Bessel fusion sequence. A fusion
frame is called tight, if AW and BW can be chosen to be equal, and Parseval
if AW = BW = 1. If ωi = ω for all i ∈ I, the collection (Wi, ωi) is called
ω-uniform and we abbreviate 1- uniform fusion frames as {Wi}i∈I . A fusion
frame (Wi, ωi) is said to be a fusion orthonormal basis if H =
⊕
i∈I Wi and
it is called a Riesz decomposition of H if for every f ∈ H there is a unique
choice of fi ∈Wi such that f =
∑
i∈I fi.
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It is clear that every fusion orthonormal basis is a Riesz decomposition for
H, and also every Riesz decomposition is a 1-uniform fusion frame for H
[20]. Moreover, a family {Wi}i∈I of closed subspaces of H is a fusion or-
thonormal basis if and only if it is a 1-uniform Parseval fusion frame [20].
Note that SW = idH if and only if W is a fusion orthonormal basis. In
contrast, for Hilbert frames SΨ = idH if and only if Ψ is a Parseval frame.
The synthesis operator TW : (
∑
i∈I
⊕
Wi)ℓ2 → H for a Bessel fusion
sequence (Wi, ωi) is defined by
TW ({fi}i∈I) =
∑
i∈I
ωifi, ({fi}i∈I ∈
∑
i∈I
⊕Wi).
The adjoint operator T ∗W : H → (
∑
i∈I
⊕
Wi)ℓ2 which is called the analysis operator
is given by
T ∗W f = {ωiπWif}i∈I , (f ∈ H).
Both are bounded by
√
BW .
If W = (Wi, ωi) is a fusion frame, the fusion frame operator SW : H →
H, which is defined by SW f = TWT ∗W f =
∑
i∈I ω
2
i πWif , is bounded (with
bound BW ), invertible and positive [20, 33].
Every Bessel fusion sequence (Vi, υi) is called a Gaˇvrut¸a-dual of (Wi, ωi),
if
f =
∑
i∈I
ωiυiπViS
−1
W πWif, (f ∈ H), (2.1)
for more details see [20, 33]. From here on, for simplicity we say dual instead
of Gaˇvrut¸a-dual. The sequence of subspaces W˜ :=
{(
S−1W Wi, ωi
)}
i∈I
, which
is a fusion frame for H, is called the canonical dual of W .
A Bessel fusion sequence (Vi, υi) is a dual of fusion frame W = (Wi, ωi)
if and only if
TV φVWT
∗
W = idH, (2.2)
where the bounded operator φVW : (
∑
i∈I
⊕
Wi)ℓ2 → (
∑
i∈I
⊕
Vi)ℓ2 is given
by
φVW ({fi}i∈I) = {πViS−1W fi}i∈I (2.3)
and ‖φVW ‖ ≤
∥∥S−1W ∥∥.
Another approach to duality [40, 41] uses a fixed arbitrary bounded
operator M :
∑
i∈I
⊕
Wi →
∑
i∈I
⊕
Vi. Starting with two fusion frames the
duality is defined analogously to (2.2), i.e. TV M T
∗
W = idH. We stick to the
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Gaˇvrut¸a duals, but all results herein can be adapted to this other definition
of duality.
Let {Wi}i∈I be a family of closed subspaces of H and {ωi}i∈I a family of
weights. We say that (Wi, ωi) is a fusion Riesz basis for H if span{Wi} = H
and there exist constants 0 < C ≤ D < ∞ such that for each finite subset
J ⊆ I
C
∑
j∈J
‖fj‖2 ≤ ‖
∑
j∈J
ωjfj‖2 ≤ D
∑
j∈J
‖fj‖2, (fj ∈Wj). (2.4)
The next proposition explores fusion Riesz bases with respect to local
frames and their operators.
Proposition 2.1 [20, 52] Let (Wi, wi) be a family of closed subspaces and
{eij}j∈Ji be an orthonormal basis for Wi for each i ∈ I. Then the following
conditions are equivalent:
(1) (Wi, wi) is a Riesz decomposition of H.
(2) The synthesis operator TW is bounded and bijective.
(3) The analysis operator T ∗W is bounded and bijective.
(4) (Wi, wi) is a fusion Riesz basis for H.
(5) {wieij}i∈I,j∈Ji is a Riesz basis for H.
The following characterizations of fusion Riesz bases will be used fre-
quently in this note.
Proposition 2.2 [51, 52] Let W = (Wi, wi) be a fusion frame in H. Then
the following are equivalent:
1. W is a fusion Riesz basis.
2. S−1W Wi ⊥Wj for all i, j ∈ I, i 6= j.
3. ω2i πWiS
−1
W πWj = δijπWj , for all i, j ∈ I.
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2.2 Tensor Product of Operators
Let S ∈ B (H3,H4) and T ∈ B (H1,H2), the tensor product of two operators
as an element of BLB (H1,H3) ,B (H2,H4) is defined as follows
(S ⊗ T )(O) := S ◦O ◦ T ∗, (O ∈ B (H1,H3)). (2.5)
The basic properties of tensor product of operators, see e.g. [28], can be
summarized in the following:
(1) (S ⊗ T )∗ = T ∗ ⊗ S∗.
(2) ‖S ⊗ T‖ = ‖S‖‖T‖.
(3) S ⊗ T is injective, surjective, respectively invertible if and only if S
and T are injective, surjective, respectively invertible. In the later
case, (S ⊗ T )−1 = S−1 ⊗ T−1,
when S ∈ B (H1,H4) and T ∈ B (H1,H2). Moreover, if H1 = H2 = H4 = H,
then
(4) idH ⊗ idH = idH.
(5) (S ⊗ T )(A⊗B) = (SA)⊗ (TB).
3 Matrix Representations
For orthonormal sequence it is well known that operators can be uniquely
described by a matrix representation [34]. For sequences the matrix rep-
resentation using Bessel sequences, frames, Riesz bases and orthonormal
bases have been investigated theoretically in [7]. The matrix representa-
tion of frames has also been used for the numerical treatment of operator
equations [24, 39, 54].
Here we extend the concept to Bessel fusion sequences and fusion frames.
For that let (Wi, wi) and (Vi, vi) be two sets of closed subspaces of H and
Bj,i : Vi → Wj is a bounded operator. Define the block-matrix of operators
[3] B :
∑
i∈I
⊕
Vi →
∑
i∈I
⊕
Wi as
Bf :=
∑
i
Bj,ifi, (3.1)
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where f = {fi}i∈I ∈
∑
i∈I
⊕
Vi.
1 This extends the definition of the operator
defined by a (possibly infinite) matrix: (Mc)j =
∑
k
Mj,kck. Any operator
in B
(∑
i∈I
⊕
Vi,
∑
i∈I
⊕
Wi
)
can be represented as matrix of operators. (See
[43, 42].)
We will start with the more general case of Bessel fusion sequences. Note
that we will use the notation ‖.‖H1→H2 for the operator norm in B (H1,H2)
to be able to distinguish between different operator norms.
3.1 Matrix Representation for Bessel fusion Sequences
Assume that W = (Wi, wi) and V = (Vi, vi) are Bessel fusion sequences in
H1 andH2, respectively. Using the tensor product of operators, for any oper-
ator O ∈ B (H1,H2) we can define a matrix operator in B
(∑
i∈I
⊕
Vi,
∑
i∈I
⊕
Wi
)
by (
M(W,V )(O)
)
i,j
= wjviπWjOπVi , (i, j ∈ I). (3.2)
Theorem 3.1 LetW = (Wi, wi) and V = (Vi, vi) be Bessel fusion sequences
in Hilbert spaces H1 and H2 with bounds BW and BV , respectively.
1. Let O : H1 → H2 be a bounded linear operator. Then the matrix
of operators (3.2), denoted by M(W,V )(O), defines a bounded operator
from
∑
i∈I
⊕
Vi to
∑
i∈I
⊕
Wi with
∥∥∥M(W,V ) (O)∥∥∥∑
i∈I
⊕
Vi→
∑
i∈I
⊕
Wi
≤
√
BW ·BV · ‖O‖H1→H2 .
As an operator
∑
i∈I
⊕
Vi →
∑
i∈I
⊕
Wi
M(W,V ) (O) = T ⋆WOTV = (T ∗W ⊗ T ∗V ) (O). (3.3)
This means the function M(W,V ) : B (H)→ B
(∑
i∈I
⊕
Vi,
∑
i∈I
⊕
Wi
)
is
a well-defined bounded operator.
1This could be called a generalized subband matrix, motivated by system identification
applications [45].
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2. On the other hand, let M be an infinite matrix of operators defining
a bounded operator from
∑
i∈I
⊕
Vi to
∑
i∈I
⊕
Wi, (Mf)i =
∑
k
Mi,kfk.
Then the operator O(W,V ) defined by
O(W,V )(M) := TWMT ∗V = (TW ⊗ TV ) (M)
is a bounded operator from H1 to H2 with∥∥∥O(W,V ) (M)∥∥∥
H1→H2
≤
√
BW ·BV ‖M‖∑
i∈I
⊕
Vi→
∑
i∈I
⊕
Wi
.
This means the function O(W,V ) : B
(∑
i∈I
⊕
Vi,
∑
i∈I
⊕
Wi
)
→ B (H1,H2)
is a well-defined bounded operator.
Proof: Let O ∈ B (H1,H2). Then(
M(W,V ) (O) f
)
j
=
∑
k
(
M(W,V ) (O)
)
j,k
fk
=
∑
k
vkwjπWjOπVkfk
= wjπWj
∑
k
vkOfk
= wjπWjO
∑
k
vkfk = ((T
⋆
W ⊗ TV ) (O)f)j .
Hence, ∥∥∥M(W,V )f∥∥∥∑
i∈I
⊕
Wi
≤
√
BWBV ‖O‖H1→H2 ‖f‖∑
i∈I
⊕
Wi
.
The second part can be proved. ✷
For an operator O and a matrixM as in Theorem 3.1, we callM(W,V )(O) the
matrix induced by the operator O with respect to the Bessel fusion sequences
W = (Wi, wi) and V = (Vi, vi), and O(W,V )(M) the operator induced by the
matrix M with respect to the Bessel fusion sequences W and V . For an
example, suppose that W = (Wi, wi), V = (Vi, vi) be fusion frames and
W u = (Wi, 1), V
u = (Vi, 1). Then
diag
(
M(Wu,V u)(S−1V )
)
= φW,V .
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Trivially, we have(
M(W,V ) (O)
)∗
= M(V,W ) (O∗) (3.4)(
O(W,V )(M)
)∗
= O(V,W )(M∗). (3.5)
3.2 Matrix Representation for Fusion Frames
LetW = (Wi, wi) and V = (Vi, vi) be fusion frames with the frame operators
SW and SV , respectively. Then we define operators by means of M(W,V )
and O(W,V ):
M(W,V )⊗ = (T ∗W ⊗ T ∗V ) ◦
(
S
−1/2
W ⊗ S−1/2V
)
=
(
M(W,V )
)
◦
(
S
−1/2
W ⊗ S−1/2V
)
.
On the other hand
O(W,V )⊗ =
(
S
−1/2
W ⊗ ◦S−1/2V
)
◦ (TW ⊗ TV ) =
(
S
−1/2
W ⊗ S−1/2V
)
◦
(
O(W,V )
)
.
These operators have nicer properties than the original ones, see below.
Theorem 3.2 Let W = (Wi, wi) and V = (Vi, vi) be fusion frames. Then
M(W,V )⊗ and O(W,V )⊗ are bounded operators, moreover,
O(W,V )⊗ M(W,V )⊗ = idB(H). (3.6)
Proof: Using Theorem 3.1 we have∥∥∥M(W,V )⊗ ∥∥∥ ≤ ∥∥∥(M(W,V )) ◦ (S−1/2W ⊗ S−1/2V )∥∥∥
≤
√
BW ·BV
∥∥∥S−1/2W ∥∥∥ ∥∥∥S−1/2V ∥∥∥ ≤√BW · BVAW · AV .
Similarly, ∥∥∥O(W,V )⊗ ∥∥∥ ≤√BW ·BVAW ·AV .
Moreover,
O(W,V )⊗ M(W,V )⊗ O =
(
S
−1/2
W ⊗ S−1/2V
)
O(W,V )M(W,V )
(
S
−1/2
W ⊗ S−1/2V
)
O
= S
−1/2
W TWT
∗
WS
−1/2
W OS
−1/2
V TV T
∗
V S
−1/2
V = O,
for all O ∈ B (H). ✷
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Notice that in [52] we investigated the U -cross Gram matrix, i.e. the
operator φWV T
∗
WOTV , denoted by GO,W,V . In the notation of the current
paper we have
GO,W,V = φWVM(W,V ) (O) =
{
πViS
−1
W M(W,V ) (O)
}
i∈I
.
There a reconstruction formula is shown:[
Tw ⊗
(
T ∗WS
−1
W
)]GO,W,V = O.
Note the similarity and difference toM(W,V )⊗ (O) =M(W,V )
(
S
−1/2
W OS
−1/2
V
)
.
Besides the different definition, the scope of this paper is also different, see
Theorem 4.6 and Theorem 4.5 . Nevertheless let us summarize some of the
results in [52] interesting for this manuscript using the new terminology.
If O = IH, it is called fusion cross Gram matrix and denoted by GW,V .
We used GW for GW,W ; the so called fusion Gram matrix. For a fusion
orthonormal basis W = (Wi, ωi), it is shown that GW = φWW = I∑
i∈I
⊕
Wi .
Moreover, GO,W,W is invertible if and only if W is a fusion Riesz basis and
O is invertible, in this case,
G−1O,W,W = GS−1
Wu
O−1S−1
Wu
,W,W ,
whereW u = (Wi, 1) is the uniformization ofW . Similar results are obtained
for G
O,W˜ ,W
, G
O,W,W˜
and G
O,W˜ ,W˜
. Also, if O has closed range and O† denote
its pseudo inverse, then with some additional assumptions we obtain(
G
O,W˜ ,W
)†
= G
O†,W˜ ,W
, (GO,W,W )† = GLWO†L−1W ,W,W ,
where LW = TWφWWT
∗
W is the so called ”alternate fusion frame operator”
of W . For the proofs we refer the reader to [52].
4 Invertibility
In this section we investigate some conditions for the invertibility of O(W,V ),
M(W,V ), O(W,V )⊗ , M(W,V )⊗ and the operators induced by a matrix M and
operator O. We will see that their invertibilities, for some cases, are equiv-
alent.
Specifically, let W = (Wi, wi), V = (Vi, vi) be Bessel fusion sequences,
O ∈ B (H) and M ∈ B
(∑
i∈I
⊕
Vi,
∑
i∈I
⊕
Wi
)
. Then M(W,V )(O) has left
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(resp. right) inverse implies that V (resp. W ) is fusion Riesz sequence.
Similarly, O(W,V )(M) has left (resp. right) inverse implies that V (resp. W )
is fusion frame.
As an easy consequence of the properties of the tensors of operators, see
Subsection 2.2 we get
Corollary 4.1 Let W = (Wi, wi) and V = (Vi, vi) be Bessel fusion se-
quences. Then we have the following properties:
1. The operator M(W,V ) = T ∗W ⊗ T ∗V is surjective if and only if T ∗W and
T ∗V are surjective (i.e. W and V are fusion Riesz bases).
2. The operator M(W,V ) = T ∗W ⊗ T ∗V is injective, if and only if T ∗W and
T ∗V is injective (i.e. W and V are complete).
3. The operator O(W,V ) = TW ⊗ TV is surjective if and only if TW and
TV are surjective (i.e. V and W are fusion frames).
4. The operator O(W,V ) = TW ⊗TV is injective if and only if TW and TV
are injective.
4.1 Banach-algebra properties
For every fusion frame W = (Wi, wi), the function M(W,W ) is a Banach-
algebra homomorphism between the algebra of bounded operators B (H)
and the matrices of operators in B
(∑
i∈I
⊕
Wi
)
if and only if W is a fusion
orthonormal basis in H. Indeed, M(W,W ) is a homomorphism only if
M(W,W )(O1)M(W,W )(O2) = T ∗WO1SWO2TW
= T ∗WO1O2TW
= M(W,W )(O1O2).
In particular, O1SWO2 = O1O2. This easily follows that (take O1 = O2 =
idH) SW = idH and so W is a fusion orthonormal basis.
Proposition 4.2 For every fusion frameW = (Wi, wi), the functionM(W,W )⊗
is a C∗-algebra monomorphism between B (H) and the matrices of operators
in B
(∑
i∈I
⊕
Wi
)
. It is an isomorphism if and only if W is a fusion Riesz
basis.
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Proof: Clearly, for all O1, O2 ∈ B (H) we have
M(W,W )⊗ (O1O2) = T ∗WS−1/2W O1O2S−1/2W TW
= T ∗WS
−1/2
W O1S
−1/2
W TWT
∗
WS
−1/2
W O2S
−1/2
W TW
= M(W,W )⊗ (O1)M(W,W )⊗ (O2) .
Hence, M(W,W )⊗ is a C∗-algebra homomorphism by using (3.4) and (3.5).
Furthermore,
M(W,W )⊗ (idH) = T ∗WS−1/2W idHS−1/2W TW . (4.1)
Hence, The rest follows from Corollary 4.1. ✷
Corollary 4.3 Let W = (Wi, wi) be a fusion frame in H, O ∈ B (H) and
M ∈ B
(∑
i∈I
⊕
Wi
)
. The following are equivalent:
1. W is a fusion Riesz basis.
2. If O is invertible, thenM(W,W )⊗ (O) is invertible and
(
M(W,W )⊗ (O)
)−1
=
M(W,W )⊗ (O−1).
3. IfM is invertible, then O(W,W )⊗ (M) is invertible and
(
O(W,W )⊗ (M)
)−1
=
O(W,W )⊗ (M−1).
4.2 Invertibility for Riesz Fusion Sequences
Similar to the Hilbert frame case [10, 11] we can show formulas for the inverse
and pseudo-inverse of the matrix induced by operators. They are not just a
straightforward generalization, because of the interesting situation for fusion
duals. In the next, we compute the inverse of operator matrix induced by
the operator O with respect to fusion Riesz bases W and V . First we give
the following proposition.
Proposition 4.4 Let W = (Wi, wi) be a fusion frame in H and O ∈ B (H)
an invertible operator. The following are equivalent:
1. W is a fusion orthonormal basis.
2. M(W,W )(idH) = id∑
i∈I
⊕
Wi.
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3. M(W,W )(O) is invertible and (M(W,W )(O))−1 =M(W,W )(O−1).
Proof: (1 ⇒ 2) Let W be a fusion orthonormal basis, then Wi ⊥ Wj, for
all i 6= j by Proposition 2.2. Hence,
M(W,W )(idH) = T ∗WTW = id∑
i∈I
⊕
Wi .
(2⇒ 1) Conversely, suppose that M(W,W )(idH) = id∑
i∈I
⊕
Wi . Then
S2W = TWT
∗
WTWT
∗
W
= TWM(W,W )(idH)T ∗W
= TWT
∗
W = SW .
The invertibility of SW implies that SW = idH and so W is a fusion or-
thonormal basis.
(1⇒ 3) Let W be a fusion orthonormal basis. For an orthonormal basis
W we obtain
M(W,W )(O−1)M(W,W )(O) = T ∗WO−1TWT ∗WOTW
= T ∗WO
−1SWOTW
= M(W,W )(idH) = id∑
i∈I
⊕
Wi .
Similarly, M(W,W )(O−1) is a right inverse of M(W,W )(O).
(3⇒ 1) Conversely, ifM(W,W )(O) is invertible, then W is a fusion Riesz
basis by Theorem 4.4. Also, if
(M(W,W )(O))−1 =M(W,W )(O−1), then
S−1W = (T
∗
W )
−1
id∑
i∈I
⊕
Wi (TW )
−1
= (T ∗W )
−1M(W,W )(O−1)M(W,W )(O) (TW )−1
= O−1TWT
∗
WO = O
−1SWO.
The above computations show that SWOSW = O. Putting O := S
−1
W we
obtain SW = idH since SW being positive. Hence, W is a fusion orthonormal
basis which is equivalent to M(W,W )(idH) = id∑
i∈I
⊕
Wi .
✷
The next result states the invertibility of some matrix operators when the
operator O ∈ B (H) is not necessary invertible. Those results might seem
trivial, but note that S−1W πWi 6= πWiS−1W , which is the reason for many
interesting properties of fusion duals see also (2.1).
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Theorem 4.5 Suppose that W = (Wi, wi) is a fusion frame in H and O ∈
B (H). Then
1. M(W,W˜ )(O) is invertible if and only if M(W,W )(OS−1W ) is invertible.
2. M(W˜ ,W )(O) is invertible if and only if M(W,W )(S−1W O) is invertible.
3. M(W˜ ,W˜ )(O) is invertible if and only if M(W,W )(S−1W OS−1W ) is invert-
ible.
4. M(W,W˜ )⊗ (O) is invertible if and only if M(W,W )⊗ (OS−1/2W˜ S
−1/2
W ) is in-
vertible.
5. M(W˜ ,W )⊗ (O) is invertible if and only if M(W,W )⊗ (S−1/2W S−1/2W˜ O) is in-
vertible.
6. M(W˜ ,W˜ )⊗ (O) is invertible if and only ifM(W,W )⊗ (S−1/2W S−1/2W˜ OS
−1
W˜
S
−1/2
W )
is invertible.
Proof: 1. First, we show that
T
W˜
= S−1W TW (⊕SW ), (4.2)
where ⊕SW :
∑
i∈I
⊕
W˜i →
∑
i∈I
⊕
Wi is given by
⊕SW (g) = {SW gi}i∈I ,
(
g = {gi}i∈I ∈
∑
i∈I
⊕
W˜i
)
. (4.3)
More precisely, by (4.3) we obtain for {fi}i∈I ∈
∑
i∈I ⊕Wi,
T
W˜
g = T
W˜
{
S−1W fi
}
i∈I
= S−1W
∑
i∈I
πWifi
= S−1W TW {SW gi}i∈I = S−1W TW (⊕SW )g,
Furthermore, applying (4.2) we have
M(W,W˜ )(O) = T ∗WOTW˜
= T ∗WOS
−1
W TW (⊕SW ) =M(W,W )(OS−1W )(⊕SW ).
So, (1) follows immediately by the invertibility of ⊕SW .
14
2. To obtain the second part, note that
M(W˜ ,W )(O) = T ∗
W˜
OTW
= (⊕SW )∗T ∗WS−1W OTW = (⊕SW )∗M(W,W )(S−1W O).
Moreover, (⊕SW )∗ :
∑
i∈I
⊕
Wi →
∑
i∈I
⊕
W˜i is invertible, and hence (3) is
easily proved.
4. Using (4.3) and the fact that
M(W,W˜ )⊗ O = M(W,W˜ )
(
S
−1/2
W ⊗ S−1/2W˜
)
O
= T ∗WS
−1/2
W OS
−1/2
W˜
T
W˜
= T ∗WS
−1/2
W OS
−1/2
W˜
S−1W TW (⊕SW ) =M(W,W )⊗
(
OS
−1/2
W˜
S
−1/2
W
)
(⊕SW )
follow the result.
5. Applying the identity T
W˜
= S−1W TW (⊕SW ), proven in (1), we obtain
M(W˜ ,W )⊗ O = M(W˜ ,W )
(
S
−1/2
W˜
⊗ S−1/2W
)
O
= T ∗
W˜
S
−1/2
W˜
OS
−1/2
W TW
= (⊕SW )∗T ∗WS−1W S−1/2W˜ OS
−1/2
W TW = (⊕SW )∗M(W,W )⊗
(
S
−1/2
W S
−1/2
W˜
O
)
.
It immediately implies the result by the invertibility of ⊕SW . The proof of
(3) and (6) are similar. ✷
We are ready now to state the main result of this section.
Theorem 4.6 Let W = (Wi, wi), V = (Vi, vi) be fusion frames in H. Then
the following are equivalent:
1. W and V are fusion Riesz bases.
2. M(W,V ) is onto.
3. M(W,V ) is invertible and (M(W,V ))−1 = (S−1W ⊗ S−1V )O(W,V ).
4. There exists an invertible operator O ∈ B (H) such that M(W,V )(O) is
invertible and(
M(W,V )(O)
)−1
=M(V,W )(S−1V ⊗ S−1W )(O−1).
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5. M(W,V )⊗ is onto.
6. M(W,V )⊗ is invertible and
(
M(W,V )⊗
)−1
= O(W,V )⊗ .
7. There exists an invertible operator O ∈ B (H) such that M(W,V )⊗ (O) is
invertible and (
M(W,V )⊗ (O)
)−1
=M(V,W )⊗ (O−1).
Proof: (1 ⇔ 2 ⇔ 3) follows from Corollary 4.1. The formula for the
inverse is easy to show.
(3⇒ 4) Assume thatM(W,V ) is invertible. So, by Corollary 4.1, W and
V are fusion Riesz bases. Moreover, using Proposition 2.1 for a fusion Riesz
basis W easily follows that
T ∗WS
−1
W TW = id
∑
i∈I
⊕
Wi . (4.4)
So,
M(W,V )(O)M(V,W )(S−1V O−1S−1W ) = T ∗WOTV T ∗V S−1V O−1S−1W TW
= T ∗WS
−1
W TW = id
∑
i∈I
⊕
Wi .
Moreover,
M(V,W )(S−1V O−1S−1W )M(W,V )(O) = T ∗V S−1V O−1S−1W TWT ∗WOTV
= T ∗V S
−1
V TV = id
∑
i∈I
⊕
Vi .
(4⇒ 3) For the reverse, suppose that M−1 ∈ B
(∑
i∈I
⊕
Wi,
∑
i∈I
⊕
Vi
)
is the
inverse of M(W,V )(O). Then
id∑
i∈I
⊕
Vi =M
−1M(W,V )O =M−1T ∗WOTV
and
id∑
i∈I
⊕
Wi =M(W,V )OM−1 = T ∗WOTVM−1
follow that TV and T
∗
W are injective and surjective, respectively, and so
W and V are fusion Riesz bases by Proposition 2.1. The rest is clear by
Theorem 4.6.
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(5)⇔ (6)⇔ (7) are similar.
(2)⇔ (5), (3) ⇔ (6) by the definition of M and M⊗.
✷
The interesting aspect of the last result was, that from the invertibility for
only one instance, the invertibility of the whole operator can be deduced.
4.3 Pseudo-Inverse
Suppose that U : H1 → H2 is a bounded linear operator with closed range
R(U). Then there exists a unique bounded linear operator U † : H2 → H1
[22] satisfying
R
(
U †
)
= R (U∗) , N
(
U †
)
= N (U∗) , UU †U = U.
The operator U † is called the pseudo-inverse operator of U . If U has closed
range, then U∗ and UU∗ have closed range and (U∗)† =
(
U †
)∗
and (UU∗)† =
(U∗)† U †.
Our goal of this subsection is to obtain the pseudo-inverse of the oper-
ators induced in the third section. Here, we assume that M(W,V )(O) and
M(W,V )⊗ (O) have closed range, which is true, for example if O is onto. The
advantage ofM(W,V )⊗ (O) over M(W,V )(O) is that its (pseudo-inverse) repre-
sentation is obtained without any condition.
Theorem 4.7 LetW and V be fusion frames, O ∈ B (H) andM ∈ B
(∑
i∈I
⊕
Vi,
∑
i∈I
⊕
Wi
)
have closed range. Then the following assertions hold.
1. IfM(W,V )(O) has closed range, then (M(W,V )(O))† =M(V,W )(S−1V O†S−1W )
if and only if SV R (O
∗) = R (O∗) and SWR (O) = R (O).
2. If M(W,V )⊗ (O) has closed range, then
(
M(W,V )⊗ (O)
)†
=M(V,W )⊗ (O†).
Proof: It is straightforward to see that
M(W,V )(O)M(V,W )(S−1V O†S−1W )M(W,V )(O) =M(W,V )(O).
Clearly, SV R (O
∗) = R (O∗) if and only if
R
(
T ∗V S
−1
V O
†
)
= R (T ∗VO
∗) . (4.5)
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So,
R
(
M(V,W )(S−1V O†S−1W )
)
= R
(
T ∗V S
−1
V O
†S−1W TW
)
= R
(
T ∗V S
−1
V O
†
)
(by using (4.5)) = R (T ∗VO
∗)
= R (T ∗VO
∗TW ) = R
((
M(W,V ) (O)
)∗)
.
Also, SWR (O) = R (O) if and only if
N
(
O†S−1W TW
)
= N (O∗TW ) (4.6)
N
(
M(V,W )(S−1V O†S−1W )
)
= N
(
T ∗V S
−1
V O
†S−1W TW
)
= N
(
O†S−1W TW
)
(by using (4.6)) = N (O∗TW )
= N (T ∗V O
∗TW ) = N
((
M(W,V )(O)
)∗)
.
Hence,
(M(W,V )(O))† =M(V,W )(S−1V O†S−1W ).
2. One can see that
M(W,V )⊗ (O)M(V,W )⊗ (O†)M(W,V )⊗ (O) =M(W,V )⊗ (O).
Also,
R
((
M(W,V )⊗ (O)
)†)
= R
(
T ∗V S
−1/2
V O
†
)
= R
(
T ∗V S
−1/2
V O
∗
)
= R
(
T ∗V S
−1/2
V O
∗S
−1/2
W TW
)
= R
((
M(W,V )⊗ (O)
)∗)
.
and
N
((
M(W,V )⊗ (O)
)†)
= N
(
O†S
−1/2
W TW
)
= N
(
TV S
−1/2
V O
∗S
−1/2
W TW
)
= N
((
M(W,V )⊗ (O)
)∗)
.
Therefore,
(
M(W,V )⊗ (O)
)†
=M(V,W )⊗ (O†). ✷
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5 Matrix representation of Schatten p-class oper-
ators
Given 0 < p <∞, we define the Schatten p-class of H, denoted by Sp(H), as
the space of all compact operators T on H with the singular value sequence
{λn}n∈I belonging to ℓp. The space Sp(H) is a Banach space with the norm
‖T‖p =
(∑
n
|λn|p
) 1
p
. (5.1)
The Banach space S1(H) is called the trace class of H. A compact oper-
ator T ∈ S1(H) if and only if trace(T ) :=
∑
i∈I 〈Tei, ei〉 < ∞, for every
orthonormal basis {ei}i∈I for H. Also, S2(H) is called the Hilbert-Schmidt
class and T ∈ S2(H) if and only if ‖T‖22 =
∑
i∈I ‖Tei‖2 <∞.
We know that T ∈ Sp(H) if and only if {‖Ten‖}n∈I∈ ℓp for all orthonor-
mal bases {en}n∈I . For 0 < p ≤ 2 it is even enough to have the property for
only one orthonormal basis. It is well known that Sp(H) is a two sided ∗-
ideal of B (H), that is, a Banach algebra under the norm (5.1) and the finite
rank operators are dense in (Sp(H), ‖.‖p). Moreover, for T ∈ Sp(H), one has
‖T‖p = ‖T ∗‖p, ‖T‖ ≤ ‖T‖p and if S ∈ B (H1,H2), then ‖ST‖p ≤ ‖S‖‖T‖p
and ‖TS‖p ≤ ‖S‖‖T‖p. It is well known that S2(H1,H2), the space of
Hilbert-Schmidt operators from H1 to H2, is a Hilbert space under the fol-
lowing inner product
〈U1, U2〉 = trace(U∗1U2), (U1, U2 ∈ S2(H1,H2)) .
For more information about these operators, see [34, 48, 50, 57].
Lemma 5.1 Let W = (Wi, wi), V = (Vi, vi) be Bessel fusion sequences in
H and O ∈ B (H). For 0 < p <∞, the following are valid.
1. If O is compact, then M(W,V )(O) and M(W,V )⊗ (O) are compact.
2. If O ∈ Sp(H), thenM(W,V )(O),M(W,V )⊗ (O) ∈ Sp
(∑
i∈I
⊕
Vi,
∑
i∈I
⊕
Wi
)
.
When W and V are fusion frames, then (1) and (2) are equivalent.
Proof: The sentences (1) and (2) are followed by the ideal property com-
pact operators and Sp(H) in B (H1,H2). For compact operators see Theorem
4.18 of [Rudin, 1973]. Conversely, if W and V are fusion frames then
O = S−1W TWT
∗
WOTV T
∗
V S
−1
V = S
−1
W TWM(W,V )(O)T ∗V S−1V .
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Again by the ideal property Sp(H) in B (H1,H2) the result follows immedi-
ately. ✷
The following theorem computes the pseudo-inverse of M(W,V ), O(V,W ),
M(W,V )⊗ and O(V,W )⊗ restricted to Hilbert-Schmidt operators, which are de-
noted by M(W,V )HS , O(V,W )HS , M(W,V )⊗HS and O(W,V )⊗HS , respectively.
Theorem 5.2 Let W and V be fusion frames in H. Then
1.
(
M(W,V )HS
)†
=
(
S−1W ⊗ S−1V
)O(V,W )HS .
2.
(
M(W,V )⊗HS
)†
= O(V,W )⊗HS .
Proof: Obviously, we can see thatM(W,V )HS : S2(H)→ S2
(∑
i∈I
⊕
Vi,
∑
i∈I
⊕
Wi
)
given by
M(W,V )HS (O) = T ∗WOTV ,
for all O ∈ S2(H) is well-defined. Also,
M(W,V )HS
(
S−1W ⊗ S−1V
)O(V,W )HS M(W,V )HS =M(W,V )HS .
Moreover,
(
M(W,V )HS
)∗
M = TWMT
∗
V . Indeed, for allM ∈ S2
(∑
i∈I
⊕
Vi,
∑
i∈I
⊕
Wi
)
we have〈(
M(W,V )HS
)∗
M,O
〉
= 〈M,T ∗WOTV 〉
= trace(M∗T ∗WOTV )
= trace(TVM
∗T ∗WO) = 〈TWMT ∗V , O〉 ,
for all O ∈ S2(H). The third identity follows from the fact that trace(UT ) =
trace(TU) for all U ∈ S1(H) and T ∈ B(H). Hence,(
S−1W ⊗ S−1V
)O(V,W )HS (M) = S−1W TWMT ∗V S−1V = S−1W (M(W,V )HS )∗MS−1V
and this immediately follows that R
(
O(V,W )HS
)
= R
((
M(W,V )HS
)∗)
and N
(
O(V,W )HS
)
=
N
((
M(W,V )HS
)∗)
. Hence,
(
M(W,V )HS
)†
= O(V,W )HS . In the same way, (2) fol-
lows. ✷
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5.1 Fusion Frames in Hilbert Schmidt Operators
The above results bear a striking resemblance to the frame-related operators,
the analysis and synthesis operators, which we will make more formal below.
In the discrete frame case, it is known that the tensor product of frames build
a frame again, see [7, 6]. For fusion frame we can show a similar result.
SupposeW = (Wi, wi) and V = (Vi, vi) are fusion frames. Let us denote
by Wj ⊗ Vi the space of Hilbert-Schmidt operators from Vi to Wj. This
notation is justified as this space is isomorphic to the tensor product of
the two spaces with the inner product introduced above [28]. This can be
considered as a subspace of S2(H), which we will also denote by H⊗H.
Lemma 5.3 Let W = (Wi, wi) and V = (Vi, vi) be fusion frames. Then for
all i, j we have;
1. Wj ⊗ Vi =
{
πWjOπVi , O ∈ S2(H)
}
2. πWj ⊗ πVi is the orthogonal projection on Wj ⊗ Vi. i.e. πWj⊗Vi =
πWj ⊗ πVi . In particular, Wj ⊗ Vi is a closed subspace of S2(H),
Proof: Using the ideal property of S2(H) immediately follows that πWjOπVi ∈
Wj ⊗ Vi, for all O ∈ S2(H). Conversely, assume that Uji : Vi → Wj belongs
to Wj ⊗ Vi, then Uji can be extended to a bounded operator O from H to
Wj. In particular, O ∈ S2(H) and Uji = πWjOπVi . This proves (1). To
compute the orthogonal projection on Wj ⊗ Vi we first apply (1) to show
that πWj ⊗ πVi : S2(H) → Wj ⊗ Vi is the identity on Wj ⊗ Vi. In addition,
if U ∈ (Wj ⊗ Vi)⊥ and O ∈ S2(H), then
〈(πWj ⊗ πVi)U,O〉 = 〈πWjUπVi , O〉
= trace
(
πViU
∗πWjO
)
= trace
(
U∗πWjOπVi
)
= 〈U, πWjOπVi〉 = 0,
where the last identity follows from (1).
✷
We can prove (similar to the results in [?, 6]) that the tensors of fusions
systems are fusion systems in the class of Hilbert-Schmidt operators with
the same properties in the following sense:
Theorem 5.4 The sequences (W,wi) and (V, vi) are Bessel fusion sequences
(fusion frames, fusion Riesz sequences) with frame bounds AW , BW and
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AV , BV , respectively if and only if W ⊗ V := (Wj ⊗ Vi, viwj) is a Bessel
fusion sequence (fusion frame, fusion Riesz sequence) for S2(H) with frame
bounds AVAW and BVBW .
Proof: Let T ∗W⊗V : S2(H)→
∑
i,j
⊕
(Wj⊗Vi) denote the analysis operator
of W ⊗ V . Then
T ∗W⊗VO =
{
wjviπ(Wj⊗Vi)O
}
=
{
wjviπWjOπVi
}
= (T ∗W ⊗ T ∗V ) (O),
for all O ∈ S2(H). Combining [20, Theorem 3.12] and Corollary 4.1 the
result follows immediately .
✷
Suppose that W and V are Bessel fusion sequences in H. Denote by
SW⊗V the fusion frame operator of W ⊗ V , then
SW⊗V = TW⊗V T
∗
W⊗V
= (TW ⊗ TV ) (T ∗W ⊗ T ∗V )
= SW ⊗ SV .
As a consequence, we summarize the basic facts of frames of Hilbert-Schmidt
operators as following.
Corollary 5.5 Let (Wi, wi) and (Vi, vi) be fusion frames. Then the follow-
ing assertions for W ⊗ V hold:
1. SW⊗V = SW ⊗ SV is the frame operator of W ⊗ V .
2. S−1W⊗V = S
−1
W ⊗S−1V . In particular, the canonical dual of W ⊗V is the
tensor product of their canonical duals.
3. The tensor product of alternate duals of W and V is an alternate dual
of W ⊗ V .
6 Solving Operator Equations
Recall that for discrete frames Φ and Ψ, we denote T ∗ΨOTΦ by M(Ψ,Φ)(O)
as the Gram-matrix of an operator O ∈ B(H), also O(Ψ,Φ)(M) = TΨMT ∗Φ
indicates the operator induced by a matrixM ∈ B(ℓ2). By a straightforward
calculation we can prove the following lemma (see [42]):
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Lemma 6.1 Let {Wi}i∈I be a family of closed subspaces in H and Ui ∈
B(Wi), for all i ∈ I such that supi∈I‖Ui‖ < ∞. Then ⊕Ui :
∑
i∈I
⊕
Wi →∑
i∈I
⊕
Wi defined by ⊕Ui{fi}i∈I = {Uifi}i∈I is a well-defined bounded oper-
ator.
The following result can also be shown in a straightforward way (see also
[42]):
Lemma 6.2 Let W = (Wi, wi) be a fusion frame in H and Ψ(i) = {ψi,j :
j ∈ Ji} be a Riesz basis (resp. frame) for Wi, for all i ∈ I with bounds Ai
and Bi, respectively such that
0 < infi∈IAi ≤ supi∈IBi <∞. (6.1)
Then Ψ := {wiψij}i∈I,j∈Ji is a Riesz basis (resp. frame). Moreover,
(1) TW ◦ (⊕TΨ(i)) = TΨ.
(2) SΨ = TW ◦ (⊕SΨ(i)) ◦ T ∗W .
Proof: Using [20, Theorem 3.2], [52, Proposition 2.4] and the assumptions
we have Ψ is a Riesz basis (resp. frame) for H. The synthesis operator
TΨ :
∑⊕
ℓ2 → H is defined by TΨ{cij}i∈I,j∈Ji =
∑
i∈I
∑
j∈Ji
cijψij , where
we identify ℓ2 ⊗ ℓ2 by ∑⊕ ℓ2. Also, (6.1) follows that supi∈I‖TΨ(i)‖ < ∞.
Hence, ⊕TΨ(i) :
∑⊕
ℓ2 → ∑
i∈I
⊕
Wi is a well-defined and bounded operator
by Lemma 6.1. ✷
A fusion frame W = (Wi, wi) with the local frames {Ψ(i)}i∈I satisfied in
the Theorem 6.2 is called a fusion frame system and denoted by W =
(Wi, wi, ψij). If (W,wi, ψij) and (V, vi, φij) are fusion frame systems, then
(W ⊗ V, viwi, ψij ⊗ φij) is also a fusion frame system for S2(H).
In combination we get:
Corollary 6.3 Let W = (Wi, wi,Ψij) and V = (Vi, vi,Φij) be fusion frame
systems (with the same index sets K = {(i, j) : i ∈ I, j ∈ Ji}). Then for all
O ∈ B (H) and M ∈ B (ℓ2) we have
(1) [M(Ψ,Φ)(O)](i,j)(k,l) = [⊕M(Ψ(i),Φ(k))(M(W,V )(O))](i,j)(k,l).
(2) O(Ψ,Φ)(M) = O(W,V )[⊕O(Ψ(i),Φ(k))(M)](i,k).
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As a result of the above theorem we have
[M(Ψ,Φ)(S−1/2W ⊗ S−1/2V )(O)](i,j)(k,l) = [⊕M(Ψ
(i),Φ(k))(M(W,V )⊗ (O))](i,j)(k,l).
Also,
(S
−1/2
W ⊗ S−1/2V )O(Ψ,Φ)(M) = O(W,V )⊗ [⊕O(Ψ
(i),Φ(k))(M)](i,k).
In particular, if SΨ = SW and SΦ = SV , for example every local frame
Ψ(i) and Φ(i) are Parseval (see Lemma 6.2), then
[M(Ψ,Φ)⊗ (O)](i,j)(k,l) = [⊕M(Ψ
(i),Φ(k))(M(W,V )⊗ (O))](i,j)(k,l).
Consider the operator equation
Of = g, (6.2)
where O ∈ B (H). For the operator equation (6.2) we can introduce the
following system of linear equations
M(W,W )(O)T ∗W f = T ∗W g (6.3)
M(W,W )(OS−1W )T ∗WS−1W f = T ∗WS−1W g (6.4)
M(Ψ,Ψ)(OS−1Ψ )T ∗Ψf = T ∗Ψg (6.5)
M(W,W )⊗ (O)T ∗W f = T ∗W g (6.6)
M(W˜ ,W )⊗ (O)T ∗W f = T ∗W g. (6.7)
Note that, for numerical computations, the above linear systems are solved.
It is very natural to ask which representation above is numerically more
efficient. Between (6.3) and (6.4), the second is more suitable since S−1W in
the all process of (6.3) is appear, however, in (6.4) it is only in the final step.
Obviously, (6.6) coincide (6.3) when the subspaces Wi, for all i ∈ I are one-
dimensional. In general, every equation of (6.3) is a linear combination of
equations of (6.5). Therefore, applying (6.3) reduces the computation time
and iterations. An important distinction is between nonlinear equation (6.2)
and linear systems (6.5),..., (6.7). It is not difficult to see that the solutions
of (6.2) coincide with the solutions of (6.3) and (6.5). Also, there exists a
one to one correspondence between solutions of (6.2) and solutions of (6.6)
and (6.7).
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6.1 Block matrices by fusion frames
By (3.2) we have a block-matrix representation. Assuming finite frames
[5, 18] (just for this representation) we can write for Ui,j =
(M(W,W )(O))
i,j
:
O = T
W˜
φ
W˜W

U0,0 U0,1 · · · U0,b−1
U1,0 U1,1 · · · U1,b−1
...
...
. . .
...
Ub−1,0 Ub−1,1 · · · Ub−1,b−1
φW˜WT ∗W˜ , (6.8)
7 Applications
In this section, we show that existing algorithms and operator representa-
tions can be interpreted as fusion frames representations. In particular, we
focus on convolution operators, where it is shown that the degrees of free-
dom obtained by using redundant fusion frames can be used to obtain sparse
and structured representations of convolutions.
7.1 Overlapped convolution algorithms
We consider convolution operators in L2(R). For a function h ∈ L1(R), the
convolution operator O is defined by
O(f)(t) = (h ⋆ f)(t)
=
∫
R
f(t− u)h(u)du.
Boundedness ofO is guaranteed by the Young inequality, i.e. ‖O‖L2(R)→L2(R) ≤
‖h‖L1(R).
Fusion frames can be used to find efficient representations of a convolu-
tion operator as a matrix of convolution operators on bounded intervals. Nu-
merically, such convolutions can be efficiently computed using Fast Fourier
Transforms.
At first fusion frame representation of O is obtained by considering the
fusion orthogonal basis (Wi)i∈Z where Wi = L
2(i, i + 1), with orthogonal
projections πWi(f) = f1(i,i+1).
In this orthogonal fusion basis, the convolution O is represented by the
matrix of operators M(W,W )(H) with (see (3.2))(
M(W,W )(O)
)
j,i
= πWiHπWj
= Oij
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where
Oj,i(f) = 1[i,i+1]
(
h ⋆ (1[j,j+1]f)
)
.
In the definition of Oj,i, h can be replaced by hi−j with hk = 1[k−1,k+1]h.
Furthermore, Oij(f) can be obtained by computing a circular convolution:
without loss of generality, for j = 1 and i = 0, O10(f) is equal, in the interval
(1, 2), to the circular convolution of h1 and 1[0,1]f , computed in the interval
(0, 2). As the Fourier coefficients of the circular convolution are given by the
products of the Fourier coefficients of h1 and 1[0,1]f in the interval (0, 2), H10
is a frame multiplier [4]Mm,Φ,Ψ, where the symbol m is given by the Fourier
coefficients of h1, Φ = (φn)n∈Z and Ψ = (ψn)n∈Z are frames on L
2(0, 1) and
L2(1, 2) resp., with φn(t) = ψn(t) = exp(iπnt)/
√
2.
We consider now the case where the support of h is the interval [0, L],
with finite L. We show that the Overlap-Add and Overlap-Save algorithms
[55, 46] for fast numerical convolutions can be interpreted as fusion frame
matrix representations of the convolution operator O. These algorithms
compute convolutions of a long signal with a short impulse response by
splitting the signal in short segments, and computing convolutions of sig-
nals with finite support using the Fast Fourier Transform. Here, we take
advantage of the non-uniqueness of the fusion frame representation of an
operator to get a simple representation of a convolution operator.
Overlap-add consists in decomposing f using the frameW as
∑
i∈Z f1(i,i+1),
and applying H on each term:
h ⋆ f =
∑
i∈Z
h ⋆ (f1(i,i+1))
As the support of h ⋆ f1(i,i+1) is included in [i, i + L+ 1], each term of the
sum is in a subspace of the fusion frame V , with Vi = L
2(i, i + L+ 1), and
the convolution H can be represented as
O = O(V,W )(Moa)
with Moa the matrix of operators such that Moaij = 0 for i 6= j, and Moaii :
Wi → Vi is defined by Moaii (f) = h ⋆ f .
Similarly, the Overlap-Save algorithm is obtained by using the fusion
frames V and U , with Ui = L
2(i + L, i + L + 1). Then H = O(U,V )(Hos)
with Hosij = 0 for i 6= j, and
Mosii (f) = 1[i+L,i+L+1](h ⋆ f)
In both cases, the convolution operator is decomposed as a diagonal
matrix of operators, where the operators on the diagonal are convolutions
on bounded intervals, that can be computed using Fourier series.
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7.2 Non-standard representation of operators in wavelet frames
In this second example, we give a fusion frame interpretation of the non-
standard representation of operators in wavelet bases [13].
We consider a multiscale analysis, i.e., a dense, nested sequence of finite
dimensional subspaces
· · · ⊆ V2 ⊂ V1 ⊆ V0 ⊆ V−1 ⊆ V−2 ⊆ · · · ⊆ Vj ⊆ · · · ⊆ L2(R),
such that
L2(R) =
⋃
j∈N0
Vj , V0 =
⋂
j∈N0
Vj .
We define Wj as the orthogonal complement of Vj in Vj−1,
Vj−1 = Vj ⊕Wj .
Then L2(R) =
⊕
Wj .
As in [13] let us consider {ψj,k} an orthonormal basis for Wj and {ϕj,k}
and ONB for Vj. Pj and Qj are the orthogonal projections in Vj and Wj,
respectively.
The space V0 of the approximations of functions of L
2(R) at scale 0 can
be decomposed as a space of coarse approximations Vn, and detail subspaces
Wj:
V0 = Vn +
n∑
j=1
Wj.
An approximation T0 of an operator at scale 0 is given by T0 = P0TP0.
Using this fusion orthogonal basis (Vn,Wn, . . . ,W2,W1) to represent the
operator T0 would involve operators between spaces at different scales.
Following [13], we use the nonstandard form of an operator T , i.e. the
set of triplets {Aj , Bj ,Γj}j∈Z, where
Aj = QjTQj
Bj = QjTPj
Γj = PjTQj
Using the nonstandard form of an operator allows to decompose the
operator using operators between spaces at the same scales :
T0 = Tn +
n∑
j=1
(Aj +Bj + Γj) .
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This can be interpreted as a fusion frame representation of T0 by consid-
ering the fusion frame Fn = (Vn, Vn−1, . . . , V1,Wn,Wn−1, . . . ,W1), and the
matrix representation
T0 = O(Fn, Fn)(M)
with
M =

Tn Γn
Γn−1
. . .
Γ1
Bn An
Bn−1 An−1
. . .
. . .
B1 A1

In the case where T is an integral operator of the form
T (f)(x) =
∫
R
K(x, y)f(y)dy,
then the coefficients of the matrix representations of An, Bn and Γn using
the orthogonal bases of Wn and Vn are given the 2D wavelets coefficients of
K(x, y) [14].
Furthermore, if T is translation-invariant (i.e. K(x, y) = h(x − y)), the
representation of Aj in the wavelet basis of Wj is given by the coefficients
αjil =
∫ +∞
−∞
ψj,i(x)(Tψj,l)(x)dx
=
∫ +∞
−∞
ψj,i−l(x)(Tψj,0)(x)dx
which has a Toeplitz structure. Similar structures are found for the matrix
representations of Bj and Γj.
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