Abstract. In this paper we study the action of the fundamental group of a finite metric graph on its universal covering tree. We assume the graph is finite, connected and the degree of each vertex is at least three. Further, we assume an irrationality condition on the edge lengths. We obtain an asymptotic for the number of elements in a fixed conjugacy class for which the associated displacement of a given base vertex in the universal covering tree is at most T .
Introduction
Let G be a finite connected graph. We always assume that each vertex of G has degree at least 3, in which case the fundamental group of G is a free group F on k ≥ 2 generators. We make G into a metric graph by assigning to each edge e a positive real length l(e). The length of a path in G is given by the sum of the lengths of its edges. We assume the set of closed geodesics in G (i.e. closed paths without backtracking) has lengths not contained in a discrete subgroup of R.
The universal cover of G is an infinite tree T and the metric on G lifts to a metric d T on T . Let x ∈ F and fix a base vertex o ∈ T . We define L : F → R + by L(x) = d T (o, ox). Let h denote the positive constant h = lim T →∞ 1 T log #{x ∈ F : L(x) ≤ T }. Guillopé [3] showed that #{x ∈ F : L(x) ≤ T } ∼ ce hT as T → ∞, fore some c > 0. Here f (T ) ∼ g(T ) means that f (T )/g(T ) → 1 as T → ∞.
Let C be a non-trivial conjugacy class in F . Then C is infinite and it is interesting to study the restriction of the above counting problem to this conjugacy class, i.e. to study the asymptotic behaviour of
The following is our main result.
Theorem 1.1. Suppose that G is a finite connected metric graph such that the degree of each vertex is at least 3 and the set of lengths of closed geodesics in G is
not contained in a discrete subgroup of R. Let C be a non-trivial conjugacy class in F . Then, for some constant C > 0, depending on C,
hT /2 , as T → ∞.
In the case of a co-compact group of isometries of the hyperbolic plane, an analogue of Theorem 1.1 was obtained by Huber [4] in the 1960s. If Γ is a cocompact Fuchsian group and C is a non-trivial conjugacy class, he showed that #{g ∈ C : d H 2 (o, og) ≤ T } ∼ C(Γ)e T /2 , as T → ∞, for some C(Γ) > 0 (while the unrestricted counting function #{g ∈ Γ : d H 2 (o, og) ≤ T } is asymptotic to a constant times e T ). Very recently, Parkkonen and Paulin [7] have studied the same problem in higher dimensions and variable curvature, obtaining many results. In particular, they have shown that for the fundamental group of a compact negatively curved manifold acting on its universal cover, the conjugacy counting function has exponential growth rate equal to h/2, where h is the topological entropy of the geodesic flow.
More closely related to our situation, suppose that G is a (q + 1)-regular graph (i.e. each vertex has degree q + 1) with each edge given length 1. Then Douma [1] showed that N C (n) ∼ Cq ⌊(n−l(C))/2⌋ , as n → ∞ (for n ∈ Z + ), for some C > 0, where l(C) is the length of the closed geodesic in the conjugacy class C.
In contrast to the geometric approach of Parkkonen and Paulin in [7] or the use of spectral theory of the graph Laplacian in [1] (which is inspired by Huber's original spectral approach [4] ), we use a method based on a symbolic coding of the group F in terms of a subshift of finite type. We may then study a generating function via the spectra of a family of matrices. In the next section, we set out the background we shall need and describe how the lengths may be encoded in terms of a function on our subshift. In section 3, we use this function to define a family of matrices and in section 4 we use the preceding ideas to sketch a proof Guillopé's result given above. In the final section we introduce a generating function appropriate to our problem and carry out an analysis which leads to the proof of Theorem 1.1.
Preliminaries
A (finite, connected) graph G = (V, E) consists of a finite collection of vertices V and edges E. Let E o denote the oriented edge set of the graph G. For each e ∈ E o we indicate the edge with reversed orientation by e. A path is a sequence of consecutive oriented edges e 0 , . . . , e n−1 ; and we call a path non-backtracking if, in addition, e i+1 = e i for i = 0, . . . , n − 1. Path e 0 , . . . , e n−1 is said to be closed if the terminal vertex of e n−1 and the initial vertex of e 0 are the same. We say a closed path e 0 , . . . , e n−1 is a closed geodesic if the path is non-backtracking and e n−1 = e 0 , i.e. each path given by a cyclic permutation of e 0 , . . . , e n−1 is non-backtracking.
The condition that each vertex has degree at least 3 ensures that the fundamental group of G is a free group F on k ≥ 2 generators and that the universal cover is an infinite tree T . We put a metric on G by assigning a positive length to each edge and this lifts to a metric on T .
Fix a generating set A = {a 1 , . . . , a k }, k ≥ 2, for the free group F and write
for i = 0, . . . , n − 1 and a cylically reduced word if, in addition, x n−1 = x −1 0 . Each non-identity element of F has a unique representation as a reduced word. For x ∈ F the word length |x| of x is the number of terms in its reduced word representation. Let C be a non-trivial conjugacy class in F . Then C contains a cyclically reduced word x 0 · · · x n−1 in A ∪ A −1 . The only other cyclically reduced words in this conjugacy class are obtained by cyclic permutation and the elements of C represented by non-cyclically reduced words have word length greater than n.
To study our counting problem, we will introduce a symbolic dynamical system called a subshift of finite type. Before specialising to the particular system we will use, we make some general definitions. Let S be a finite set of symbols and let A be a |S| × |S| matrix with entries in {0, 1}. A finite string of symbols s 1 , . . . , s n in S is called an admissible word if A(s i , s i+1 ) = 1 for i = 1, . . . , n − 1. We define Σ + A to be the set of all infinite admissible words:
We say that A is irreducible if, for each (s, s ′ ) ∈ S × S, there exists n ≥ 1 such that A n (s, s ′ ) > 0 and that A is aperiodic if there exists n ≥ 1 such that, for each (s, A with x n = y n for every 0 ≤ n ≤ N we have f (x) = f (y). If f is locally constant then it is Hölder continuous (i.e. there exist positive constants α and κ such that |f (x) − f (y)| ≤ κd(x, y) α , for every x, y ∈ Σ + A ). We will use the notation
Two Hölder continuous functions f, g : Σ
We characterise the cohomology of Hölder functions f and g in terms of the periodic points of σ: f and g are cohomologous if and only if f n (x) = g n (x) for every x ∈ Fix n (σ) := {x ∈ Σ + A : σ n x = x}. Let M denote the the set of σ-invariant probability measures on Σ + A . We denote by h(µ) the measure theoretic entropy of σ with respect to µ. For a continuous function f : Σ + A → R, we define its pressure P (f ) by
We say that m ∈ M is an equilibrium state for f if the supremum is attained at m. When f is a Hölder continuous function the Variational Principle ( [9] , Theorem 3.5) tells us the equilibrium state is unique.
We will use the following standard result on non-negative aperiodic matrices. (Here, we do not assume the matrix only has entries in {0, 1}.) We will also need to consider the spectra of complex matrices and will use the following theorem. We now introduce a specific subshift of finite type suitable for our analysis. We define a 2k × 2k matrix A, with rows and columns indexed by the set S = A ∪ A −1 , by A(a, b) = 1 if b is not the inverse of a, and A(a, b) = 0 otherwise. It is clear that A is a aperiodic. We will write Σ + = Σ + A . (It will be convenient to maintain an ambiguity between reduced words in A ∪ A −1 as elements of F and as admissible words for the shift Σ + .) Remark 2.3. Another subshift of finite type naturally associated to the graph is obtained by taking the symbols S to be the set of oriented edges and setting A(e, e ′ ) = 1 if and only if e ′ follows e in the graph. The advantage of our approach is that is makes it easier to systematically enumerate the elements of a given conjugacy class. On the other hand, it requires more work to represent the edge lengths and we introduce a function that does this below.
In order to represent elements of F in this framework, we introduce an augmented sequence space that associates to each group element in F an infinite sequence. have the same periodic points. We associate to a group element x ∈ F , with reduced word representation x 0 · · · x n−1 , the infinite sequence (x 0 , . . . , x n−1 ,0). As in [10] and [11] ), we define a function on Σ + 0 from which one can recover
We use the following lemma from [11] to extend this definition to all sequences in Σ 
. . , x n−1 ,0) and n < N and r((
If min{k ∈ N : x k = y k } > N then r(x) = r(y), so r : Σ + 0 → R is locally constant. Furthermore, the next lemma follows from the definition (cf. [11] ).
The periodic orbit sums of r n (x) are related to the lengths of the closed geodesics L(x 0 · · · x n−1 ) in the following lemma.
Lemma 2.7. Let γ be the unique closed geodesic corresponding to the periodic orbit {x, σx, . . . , σ n−1 x} (σ n x = x). Then r n (x) = l(γ). In particular, {r n (x) : x ∈ Fix n , n ≥ 1} is not contained in a discrete subgroup of R.
Proof. Let (x 0 , . . . , x n−1 ) (m) denote the m-fold concatenation of the cyclically reduced word (x 0 , . . . , x n−1 ). For sufficiently large m, we have
and so, r mn (x) = mr n (x) and r mn ((x 0 , . . . ,
Now consider the closed geodesic γ in G. This lifts to a geodesic path in T , from some vertex p to pg, where g ∈ F is conjugate to x 0 · · · x n−1 . For each m ≥ 1, we have ml(γ) = d T (p, pg m ). For any vertex q ∈ T , the triangle inequality gives
This completes the proof.
Matrices and spectra
It will be convenient to use a family of matrices which encode information about the edge lengths. We can only do this directly if N = 2, i.e. if r(x) = r(x 0 , x 1 ). More generally, we introduce a new subshift of finite type Σ + by state splitting so that the new symbol set consists of the set W N −1 of admissible words of length N − 1 in A ∪ A −1 and transition matrix A defined by
Then A is aperiodic and the shiftσ :
, Chapter 2). We define a functionr : Σ + → R by setting
. We now define a family of matrices A s for s ∈ C by setting, for x, y ∈ W N −1 , A s (x, y) = e −sr(x,y) A(x, y).
When s ∈ R, the matrix A s is aperiodic and so, by the Perron-Frobenius Theorem, has a simple and positive eigenvalue β(s), which is strictly greater in modulus than all of the other eigenvalues of A s . Let u(s) and v(s) denote the left and right eigenvalues of A s corresponding to β(s). We normalise the eigenvectors so that x∈WN−1 u x (s) = 1; and
We have the following lemma. 
where µ −sr is the equilibrium state for −sr. Furthermore, r dµ −sr > 0.
Proof. The first two statements are standard, see [9] . Let ϕ : Σ + → Σ + be the obvious topological conjugacy. Thenr = r • ϕ and it follows easily from uniqueness of equilibrium states that ϕ * µ −sr = µ −sr , the equilibrium state of −sr. Thus r dµ −sr = r dµ −sr . For any n ≥ 1, r is cohomologous to n −1 r n and, for n sufficiently large, r n is strictly positive. These observations prove positivity of the integrals. Proof. By comparing with the trace of A n s , one can easily check that β(0) > 1 and that β(s) < 1 for sufficiently large s. By Lemma 3.1, β(s) is strictly decreasing, so the required number h exists and is unique.
We shall see in the next section that this number h agrees with the growth rate h introduced in section 1.
We will also need to consider A s for s ∈ C. In particular, we have the following result. Proof. By construction, {r n (x) : x ∈ Fix n (σ), n ≥ 1} = {r n (x) : x ∈ Fix n (σ), n ≥ 1} and, by Lemma 2.7, this is not contained in a discrete subgroup of R. It then follows from [8] that the result holds.
Finally in this section, we introduce a larger family of matrices B s , indexed by the words in W N −1 together with strings of length N −1 of the form (x 0 , . . . , x q , 0, . . . , 0), where (x 0 , . . . , x q−1 ) ∈ W q for 0 ≤ q ≤ N − 2 and the string (0, . . . , 0), and defined by
(Note that B 0 should not be thought of as a transition matrix owing to the term B 0 ((0, . . . , 0), (0, . . . , 0)) = 0.) It is easy to see that B s has the same non-zero spectrum as A s (though B s has additional zero-valued eigenvalues). For s ∈ R, letû(s) andv(s) denote, respectively, the left and right eigenvectors of B s associated to the eigenvalue β(s). We denote by W (m) n the strings of length n with m non-zero terms:
The entries ofû(s) are given as follows. We first define a vectorû 0 and then choose a normalisation to giveû. To start, we let (û 0 (s)) y = (u(s)) y if y ∈ W N −1 . Then, for y ∈ W (N −2) N −1 , the entry (û 0 (s)) y is given by
We continue our construction iteratively: for y ∈ W (q)
Clearly, each entry ofû 0 (s) is positive by construction. Finally, we defineû(s) = ((û 0 (s)) (0,...,0) ) −1û 0 (s) (so that (û(s)) (0,...,0) = 1). The right eigenvectorv(s) is given byv(s) = ((û 0 (s)) (0,...,0) )v 0 (s), wherev 0 (s) has entries given by
Thusv(s) is normalised so thatû(s) ·v(s) = 1.
Guillopé's Theorem
In this section we explain why the number h defined above by β(h) = 1 is equal to the growth rate h = lim T →∞ 1 T log #{x ∈ F : L(x) ≤ T } from the introduction. We will do this by sketching a proof of Guillopé's theorem. This will also serve as a prelude to the analysis in the next section, where the arguments will be given in more detail.
To evaluate the asymptotic behaviour of #{x ∈ F : L(x) ≤ T } we first establish analytic properties of the complex generating function
where φ(s) is an entire function. Letting 1 = (1, . . . , 1), we can rewrite η(s) in terms of the matrices A s :
This converges absolutely for β(Re(s)) < 1, i.e. for Re(s) > h. Since β(s) is a simple eigenvalue, it varies analytically and we can show that η(s) = c 0 /(s − h) + ψ(s) where ψ(s) is an analytic function in a neighbourhood of s = h and c 0 = −1/β ′ (h) > 0. Furthermore, using Lemma 3.3, we may show that η(s) has no further poles on the line Re(s) = h.
The generating function η(s) is related to the counting function N (T ) := #{x ∈ F : L(x) ≤ T } by the following Stieltjes integral:
This enables us to apply the Ikehara-Wiener Tauberian Theorem. As a consequence, we recover Guillopé's result that
for some c > 0, and hence the formula h = lim T →∞
A complex generating function
Suppose that C is a non-trivial conjugacy class in F and let
i.e. the minimum word length of an element of C. For m ≥ k, write C m = {x ∈ C : |x| = m}. Then each g ∈ C k is represented by a cyclically reduced word g 1 · · · g k and the other elements of C k are obtained from g by cyclic permutation. For a given g ∈ C k , we denote by W m (g) the elements of F whose reduced word representation
k . We observe that, for w = w 1 · · · w m ∈ W m , the word w −1 gw has no pairwise cancellation of terms if
,
It is clear that, for all n ≥ 0, C k+n is non-empty if and only if n is even. Each element x ∈ C k+2m has a unique reduced word representation of the form w w ∈ W m (g, y) . In order to study the counting problem in the conjugacy class C, we define a generating function
2m+k (x,0) .
We write η C (s) in terms of C k , W N −1 (g) and W m (g, y) as follows:
where φ 1 (s) is the entire function given by φ 1 (s) = N −2 m=1 x∈C k+2m e −sL(x) . Our next step is to evaluate the sum
. . , g k , w 1 , . . . , w m ,0). We introduce the following notation. Suppose that x ∈ F has the reduced word representation
We have the following lemma.
Lemma 5.1. Suppose that w −1 uw ∈ F has word length 2m + k. Then
(For brevity, we have written L N −1 (w
for the terms L N −1 (w
Using Lemma 5.1, we obtain that, modulo the addition of the entire function φ 1 (s),
Since L(w) = r m (w,0) and w ∈ W m (g, y), we have
where e y and e (0,...,0) denote standard unit column vectors. Thus η C (s) can be written as
m 2s e (0,...,0) , again modulo the addition of an entire function. We will need the following simple lemma. Proof. Suppose that w = cv +ṽ, for some c ∈ C. Then
Now u is orthogonal to any generalised right eigenvector of M associated to an eigenvalue other than β, so that u andṽ are orthogonal. Thus c = 1. Proof. For s ∈ R, B 2s has spectral radius β(2s). Since this is strictly decreasing and β(h) = 1, it is clear that
m 2s e (0,...,0) converges for s ≥ h/2 and hence that, for s ∈ C, η C (s) is analytic for Re(s) > h/2. Now suppose s 0 = σ + it ∈ C. By Wielandt's Theorem (Theorem 2.2) and the correspondence between the spectra of A s and B s , either (1) spr( B s0 ) = spr( A σ ), in which case B s0 has a simple eigenvalue β(s 0 ) with |β(s 0 )| = β(σ) and such that the remaining eigenvalues are strictly smaller in modulus; or (2) spr( B s0 ) < spr( B σ ). When (1) holds, standard eigenvalue perturbation theory gives that the simple eigenvalue β(s) persists and is analytic for s in a neighbourhood of s 0 , as are the corresponding left and right eigenvectorsû(s) andv(s) [5] . By Lemma 5.2, e (0,...,0) = v(2s) +ṽ(2s), whereṽ(2s) is a vector in the subspace spanned by the eigenvectors associated to the non-maximal eigenvalues of B 2s . Thus we have 
