This research work sets forward a new formulation of Linear Quadratic Regulator problem (LQR) applied to a Wind Energy Conversion System (WECS). A new necessary and sufficient condition of Lyapunov asymptotic stability is also established. The problem is mathematically described in form of Linear Matrix Inequalities (LMIs). The considered WECS is based on a Doubly Fed Induction Generator (DFIG). An appropriate Linear Parameter Varying (LPV) model is designed. This model stands for a realistic representation of the randomly time varying wind velocity. Stability and robustness of the controller over the admissible values of time varying parameter are investigated. The newly lifted Lyapunov condition gives less conservative conditions for LMI approach in case of parameterdependent Lyapunov functions PDLF. The considered PDLF has the same variation dynamics as the system matrix. The intrinsic objective for our research is to offer more freedom degrees to the control problem and to improve the efficiency of the controller in case of uncertainties or parametric variations. The performances of the proposed theorems are validated to achieve active and reactive powers tracking of the WECS over the admissible range of wind speeds. The interesting features of the proposed solution are the simpler implementation and the larger robustness margin. It also has the advantage of providing a linear control to the considered nonlinear system without resorting to linearization. The LMIs implementation is performed on Yalmip Matlab toolbox. The proposed controller is verified on a Matlab Simulink emulator. This work presents an extension of the LQR control problem to LPV systems.
I. INTRODUCTION
In recent years, the growing global energy needs and the permanent increase in the fossil fuels costs stand for the main concerns inciting a big interest in renewable energy harvesting. Among the existing resources, wind energy has attracted the attention of scientists and whetted their interest. In fact, it is one of the cleanest renewable resources [1] [2] [3] . Wind energy produces no greenhouse gas emissions and is much available. Several wind turbine technologies have emerged [4] . DFIG based one proves to be the most advantageous. It operates at a wide range of wind speeds. It provides higher energy capture. In addition, the DFIG allows a decoupled control of active and reactive power thanks to its Rotor Side Converter (RSC), and provides a constant DC voltage control thanks to its Grid Side Converter (GSC) [5] [6] .
The control and the functioning of DFIG based WECS presents some challenges due to the interaction of electrical and mechanical subsections [7] . The stability of the gridconnected system is one of the most significant challenges that is raised due to the nonlinear and stochastic nature of wind speed. Enhancement of scientific research in this context, have significantly improved the exploitation of the good points of DFIG based WECS [8] .
Among the existing control techniques, the classical PI gives satisfactory performances in several control applications. However, this controller has many limitations mainly in case of severe parameters variations [4] [9] . In an attempt to overcome the PI limitations, such nonlinear control as sliding mode and backstepping have invaded the research laboratories. The main advantage of these techniques is that the control law is able to ensure at the same time satisfactory tracking performances and stability of the system [9] [10] [11] [12] [13] [14] . However, robustness of these controllers are mostly evaluated in different constant values of the varying parameters. This implies that none of these control strategies takes into consideration the variation dynamics of the systems parameters. In addition, despite their good tracking performances, none of these controllers gives a good trade-off between the regulation and the control energy. Therefore, new methods based on optimal control theory have been investigated. The objective is to achieve good tracking performances with a better control energy efficiency. Taking advantage of the LQR robustness and availability to MIMO systems such as DFIG [15] [16] [17] , this optimal controller is used to improve the dynamic response, the stability and the robustness of the control system against parameters variations. The authors of [18] [19] [20] [21] [22] [23] have proposed different LQR control schemes for the considered system. These presented methods are mainly based either on a Linearized Time Invariant (LTI) model or on a small signal model of the system. However, such representations do not depict the real dynamics of the WECS. Furthermore, the control law is typically obtained through solving Riccati equation or based on quadratic stability Lyapunov theory. In both cases, the control problem is unfeasible unless a unique constant riccati or corresponding Lyapunov function is found. This makes the presented solutions conservative. 566 | P a g e www.ijacsa.thesai.org This paper proposes a new LQR control scheme for DFIG active and reactive powers tracking. An appropriate LPV model that describes the time varying dynamics of the system is established. A new LMI formulation of the asymptotic Lyapunov stability condition based on the results of [24] is enunciated. The tracking performance of the non-conservative proposed method is proved. Robustness of the obtained controller over all the admissible range of parameters variations is verified. It is also shown that the proposed control scheme can significantly improve the stability of the system.
The remainder of this work is presented as follows. Section II, presents the state of the art of the considered DFIG based WECS. Section III raises the control problem. An appropriate system model suitable for the control objectives is identified. Section IV, enunciates a new formulation of the Lyapunov asymptotic stability condition based on mathematical relaxation techniques. Then a new LMI formulation of the robust LQR compensator is introduced. Section V, exhibits the simulation results and verifies the viability of the proposed method. Conclusion of this investigation is displayed in the last section.
II. SYSTEM MODELLING
The studied DFIG based WECS has the structure presented in Fig. 1 . On the one hand, the wind generator is coupled to the wind turbine through a gearbox. On the other hand, the stator has a direct connection to the grid. The rotor is interfaced through a variable frequency back-to-back converter. The most important advantage of this technology is that it allows a decoupled control of active and reactive powers through the RSC and provides a constant voltage control on the DC link through the GSC. The structure of this kind of wound-rotor generator allows the WECS to operate at a variable speed range beyond synchronism
A. The Wind Turbine Model
The wind power available to a wind turbine is given by the following equation [25] [26] :
where  is the air density, R is the turbine radius and V is the wind velocity. However, according to Betz's law, the real aerodynamic power captured by the generator is:
It is in function of the blade pitch angle β and the tip speed ratio λ such as:
turb  is the mechanical speed of the low-speed shaft. The relation between turb  and the mechanical speed of the highspeed shaft mec  is given by equation (4):
G is the gearbox ratio. The electrical speed of the rotor r  is related to mec  as follows:
n p is the number of pole pairs. We consider the case of one pole pair machine and the angular speed frequency of the rotor currents is 2
s  is the angular speed frequency of the stator currents. p C is defined as follows:
The power coefficient is specific for each WECS and it is relevant in the efficiency study of a wind turbine. The characteristic of p C for different values of β and λ is illustrated in Fig. 2 . The turbine parameters i c with 1...9 i  are given in Table 2 . Tables 1 and 3 show respectively the turbine and the generator parameters. 
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The rotor shaft dynamics are described by the following equation: 
max g V is the magnitude of the grid voltage:
Based on these assumptions, the connection between stator and rotor currents are given as follows: 
III. CONTROL PROBLEM FORMULATION
This subsection defines the control objective and describes the considered approach to formulate the control problem.
A. Control Objective
The WECS fills the grid with active and reactive power through its stator windings. In a variable speed concept, for each wind velocity, the system can operate at a wide range of mechanical speeds. This implies that different values of wind power can be extracted. Fig. 3 shows that in an uncontrolled operation mode and for a constant wind velocity, the maximum power point does not correspond to the maximum mechanical rotational speed value. Optimization algorithms have been developed in this sense in order to impel the wind turbine system to track the maximum power point trajectory [28] [29] . In this work, based on the Maximum Power Point Tracking results, we manage to achieve a robust tracking of both active and reactive powers of the WECS by means of a stabilizing LQR controller. The control scheme that we intend to establish is that of a state feedback compensator based on Lyapunov theory. Robustness and tracking performances of the regulator will be verified over the whole time varying parameter's admissible range. Generally, LQR controllers for LPV systems such as DFIG are mostly based either on linearized model of the system or through interpolation of different control gains obtained at different operating points. The abovementioned methods present some weaknesses related to linearization inaccuracies mainly in case of parameters variations and deficiencies in interpolation assumptions. Our contribution consists in deriving a robust LQR controller based on a realistic Linear Parameter Varying model of the system.
B. Model for Controller Design
The LPV model considered for the design of the control law has the following shape:
Where the notations used in (21) are as follows:
The state space matrices ( ( )) At  and ( ( )) Bt  depend affinely on () t  . The real parameter () t  is not real-time measurable but it varies in a defined polytope Θ of 2 r N  vertices. The signification of () t  in function of the system parameters will be revealed later. This paper investigates power flux control of the wind system. Therefore, the choice of the state model is based on the expressions of active and reactive powers equations in a Park frame: 
Introducing the vector control (equations (18), (19) and (20)), equations (22) and (23) become:
Equations (24) and (25), show that active and reactive powers tracking can be performed through rotor currents control. These latter can be controlled through direct and quadratic components of stator and rotor voltages. In order to define the relationship between these parameters, let us start with equations (10) and (11) where rotor flux can be replaced according to (20) :
Replacing (26) and (27) in (10) and (11) 
with:
If a constant load voltage is considered,  s is constant as well. Hence, (28) and (29) 
Hence, equation (24) is obtained by replacing  s in (31) as in (18) . Thus, the derivatives of direct and quadratic components of the rotor current are given as follows: 
From (32) and (33), the state and the input matrix in (21) are respectively deduced as in (34) and (35):
 is the stator angular speed frequency. Assuming that the studied WECS is grid connected then is constant:
with f is the grid frequency.
The analogy between matrices in (21), (34) and (35) is deduced. The electrical speed of the rotor
is the timevarying parametric uncertainty of the DFIG. In the general case of an LPV system, () t  must range as follows: Based on these assumptions, the normalized LPV affine model is deduced. The normalization concept is detailed in [30] . The state matrices of the normalized model have the following form:
The normalized LPV affine plant is then given by the following expression:
C and D are constant and they respectively stand for the output and the feedforward matrix. The control objective involves the states feedback, therefore only state matrix ( ( ))  At and input matrix ( ( ))  Bt are concerned. The conversion of (42) into a polytopic LPV structure is more convenient for the formulation and the implementation of convex optimization problems. As in [30] , the new polytopic model is obtained from (42) based on the following changes: 
 and  are the maximal and minimal values of () t  .
is the polytopic time-varying uncertain parameter. Then the LPV polytopic plant is derived as follows:
The polytopic LPV structure of (42) is given by:
Such that:
The state matrix ( ( )) p At  and ( ( )) p Bt  have a polytopic dependence on the newly defined time-varying parameter () t  . This work focuses on a tracking control problem. Accordingly, the tracking error is considered for the controller synthesis. In the next paragraph, the error system is modelled.
C. The Error Model Synthesis
The main objective is to achieve robust active and reactive powers tracking to the studied WECS. The robustness of the controller refers to its availability for the entire convex polytope that contains the admissible parameters variations of the system. The control diagram in Fig. 4 describes the proposed control scheme. From (24) and (25), one can conclude that impelling the system to operate at desired values of s P and s Q , means imposing a precise value of the couple ( , ). In other words, for given values of sref P and sref Q , the rotor must operate at a precise value of the couple ( 
Accordingly, the error state space model that we provide in this chapter is obtained from the following assumptions:
(49) is equivalent to (50):
Let (50) compute the dynamics of the error. For trajectory tracking, () et is considerably small. In addition, by expanding, simplifying (50) and admitting that () t  is its unique timevarying parameter, the error dynamic can be modelled as follows: www.ijacsa.thesai.org 
Hence, the LQR state feedback control law is:
v Ke 
Substituting back e and v, the focused control law becomes: Tracking (MPPT) control can provide the optimal value of r  . The final polytopic LPV error model is obtained as well as (46) after normalization and polytopic conversion of its affine structure. Both controllability and observability are verified for the newly defined model (51). In the following chapter, the stability analysis of system (51) will be checked in order to validate the error model.
IV. LMI FORMULATION OF AN LQR STATE FEEDBACK
CONTROL LMI approach is a convex optimization based method that aims at solving a set of linearly dependent equations. In the following subsections, we will adopt this approach in order to synthetize an optimal controller to the considered LPV system based on a new formulation of Lyapunov condition. The synthesis of a robust LQR regulator for (51) under a convex minimization problem is emphasized for both constant and time varying Lyapunov candidate matrices. The main objective is obviously the state space tracking controller synthesis for (21) .
A. LQR Robust Control Problem
The LQR problem consists in finding the optimal state feedback control law u(t) Kx(t)

that minimizes the quadratic performance index (55) [18] : 
P is a definite positive symmetric matrix that will satisfy the Lyapunov stability condition [27] [28] .
B. Robust Control Problem for a Constant Lyapunov Matrix P
Lyapunov theory states that the linear system (61) is quadratically stable if there exists a matrix P satisfying the quadratic function (62):
With:
There must exist P0  to assure quadratic stability. The inequality (63) is an LMI since it contains linear dependence on the variable P and can be solved through convex optimization methods. In this study, the LMI formulation of the LQR problem into a convex optimization one is adapted from [31] . The LQR optimal control law must minimize the following cost: 
Subject to:
The nonlinearity in
must also be eliminated by introducing a new slack variable X that satisfies:
(68) can be decomposed by Schur complement under the following LMI form:
The inequality (67) is homogeneous on the matrices P and Y . Otherwise for any matrices * P and * Y that satisfy this LMI, .P  and .Y  , with 0  will also fulfill the inequality.
In this case there will not be a dependence between 1 K YP   and μ [31] .
Hence (67) 
C. LQR Robust Control Problem for a Time Varying Lyapunov Candidate Matrix P
The time derivative of the Lyapunov candidate matrix is non-null and expressed as follows [24] :
are as in [24] .
( ( )) ( ) ( ( ) ( )) = ( ( ( )) ( ( )))
Thus, the LMI formulation of the LQR control problem under Lyapunov stability theory for our system is: P,Y,X Tr (QP( (t))) Tr(X( (t))) min    (74)
A( (t))P( (t)) P( (t))A( (t)) B( (t))KP( (t)) P( (t))K B( (t)) b(P( (t)) P( (t))) I 0 and
The first and the second inequalities of (75) corresponding respectively to the Lyapunov stability condition and Schur complement are non-linear. This non-linearity is due to the multiplication of both the dynamic matrix of the system and the controller gain by the Lyapunov candidate matrix. This non-linearity makes the resolution of this LMI problem complex and even impossible in the Yalmip toolbox employed www.ijacsa.thesai.org in this work. Hence, the use of relaxation techniques is necessary to allow efficient solving of the considered LMI problem. In this context, our contribution in this work consists in enunciating a new LMI formulation of the Lyapunov asymptotic stability condition. This newly stated condition in Theorem 1 relaxes mathematical formulation of the problem and gives further freedom degree to the LMI system.
Theorem 1:
The linear system (51) is asymptotically stable in closed loop if there exists a sufficiently large positive scalar  , positive definite symmetric matrices Li X (n n) , Lj X (n n)  and Lk X (n n)  , and matrices Y and G of appropriate dimensions with G is orthogonal such that the following LMI holds:
And the control law is given in function of the relaxation matrices as follows:
Simultaneous multiplication of (76) by i α , j σ and k β gives:
Summing for i 1...N; j 1...N and k 1...N    , we deduce the following expression: 11 12
Assume that there exists a symmetric positive definite P( (t))  that has polytopic dependence on the time dependent parameter (t)  such as:
In this case, based on the expression of Lyapunov matrix's derivative (73), the time derivative of L
X ( (t))
 is obtained as
Also, by considering that G is orthogonal, the following assumption holds:
This allows replacing the identity matrix in (79) as in (82). Y and L X ( (t))  are respectively replaced as in (77) and (80). Hence, the LMI (79) is equivalent to (83): 11 12 21 22 
As previously mentioned, G is orthogonal which means that it is invertible. Let D be the inverse of G . In other words:
Hence, the LMI (83) is equivalent to: 
The equivalence between the LMIs (83) and (85) is obtained through simultaneous right and left multiplication of applying the projection lemma (or the elimination lemma) on the LMI (85), the closed loop Lyapunov stability condition in (75) is obtained. In fact, this lemma is common in the www.ijacsa.thesai.org relaxation of LMIs. It indicates that for a given symmetric matrix  , and N and M matrix of appropriate dimensions, the following statements are equivalent:
The analogy between the LMIs (85) and (87) is obtained by considering the following assumptions: T ( (t)) P( (t)) I 2 P( (t)) (A( (t)) B( (t))K I)
As previously indicated in the statement of Theorem 1, the choice of the positive scalar  , should verify the following inequality: P( (t)) I 2 P( (t)) 0      
According to the projection lemma, (89) allows deducing that (85) is equivalent to: T P( (t)) I 2 P( (t)) 0 P( (t)) I 2 P( (t)) (A( (t)) B( (t))K I) P( (t)) P( (t))(A( (t)) B( (t))K I) 0
The expansion then the factorization of (90) leads to the closed loop Lyapunov stability condition in (75).
Now the slack variables L X ( (t))
 , Y and G have to be considered in the formulation of the entire LQR control problem (i.e. in the performance cost function). For this reason, and based on the results of Theorem 1, Theorem 2 states a new LMI formulation of the stabilizing LQR control problem in the case of a parameter dependent Lyapunov function.
Theorem 2:
The LQR control law (77) stabilizes asymptotically the system (51) in closed loop if it minimizes the performance cost: L w L X ,X Tr (Q X ( (t))) Tr(X( (t))) min    (91) Subject to: 
and:
With the coefficients of (92) are as in (85) and X( (t))  is a positive definite matrix of appropriate dimensions.
Proof:
(92) refers to the newly stated Lyapunov asymptotic stability condition in Theorem 1. (91) and (93) stand for the minimization of the performance cost of the LQR problem. In fact, as in the constant Lyapunov function case, X( (t))  is chosen such that:
Tr (X( (t))) Tr(R KP( (t))K R )   
Besides, Tr (Q.P( (t)))  in (74) is substituted for wL Tr (Q X ( (t)))  in (91) in order to involve the new Lyapunov Tr(G QG X ( (t)))
Given that Q is symmetric and semi definite positive then T G QG holds the same characteristics. In the rest of the problem formulation, T w Q G QG  is considered as the weighting matrix of the focused LQR law. Now (94) is equivalent to:
Applying Schur complement on (96) gives:
The relaxation of (97) is obtained by simultaneous right and left multiplication by respectively
and its transpose. This gives:
In addition, based on the results of [32] , the following inequality is considered for the simplification of the parameter
Then the LMI (98) can be replaced by (93).
As in (70), (71) and (72), this work is based on the formulation of (91), (92) and (93) in the N vertices of the polytope containing the admissible variations of the system dynamics. In each vertices, the studied control problem is formulated as follows:
And:
Thus, the feasibility of the abovementioned LMIs will give the control law gain P var K as in (77) for the case of a parameter dependent Lyapunov function.
V. SILULATION RESULTS
In this section, the simulation results of the system (51) without and with the controller are presented. The control problem for both constant and parameter dependent Lyapunov matrix cases is formulated in the extrema of the convex polytope containing the uncertainties variation ranges. The YALMIP resolution of the problem is performed and simulation results are discussed. Then control performances are studied. The dynamic matrices of the system (51) are given as follows: 
The LMIs resolution of (70), (71) and (72) leads to the following Pconst K control law: Pconst 0 0 0.0005 -0.0253 K 0.0248 0.0019 0.0019 0.0019 The closed loop state visualization of (51) without LQR control is provided in Fig. 5 (The NC symbol depicts the Non-Controlled magnitudes while the CL one refers to the Cloosed Loop system). It shows that the state vector components converge to finite values within a finite time. The error between the measured magnitudes and the desired ones ( ( ))  et reaches zero for the direct components within a considerable time delay while it is nonzero for the quadratic ones.
The simulation of (51) with the feedback law (72) is depicted in Fig. 6 . The NC and CL symbols in the figures denote respectively the non-controlled and the controlled system cases. (IJACSA) International Journal of Advanced Computer Science and Applications, Vol. 10, No. 1, 2019 576 | P a g e www.ijacsa.thesai.org As the simulation indicated, the obtained controller provides a zero error between the measured and the desired rotor current magnitudes for all the admissible values of 1 ()  t and 2 ()  t . In addition, the controller time response is considerably thin. We notice that the already given results are available for any chosen references values since the controller synthesis is independent from the desired inputs. This implies that Pconst K is an invariant robust control law that maintains the same tracking performances for all the admissible variations of the uncertainty. The closed loop state visualization of (51) with the feedback law P var K is given in Fig. 7 . Fig. 8 shows that the P-variable controller (107) gives better tracking performances for the quadratic component of the rotor current. In addition, from (106) and (108), it can be deduced that even the robust LQR controller based on a parameter varying Lyapunov candidate matrix gives a small performance index cost J. Fig. 9 shows that compared to the LQR controller obtained from the predefined Matlab function, both the proposed control laws Pconst K and P var K give better results in terms of time response and zero steady state error. This can be explained by the fact that the predefined controller is calculated in one operating point and not in the whole operating range of the system. However, the approach we give not only considers the Lyapunov stability theory as a constraint of the LMI LQR tracking problem formulation but also derives a static controller that holds for all the admissible uncertainty's variation range. From these simulation results, one can deduce that the variable Lyapunov candidate matrix based regulator, which we obtained through a new LMI formulation of the Lyapunov stability condition, gives an optimal index of the control cost. In addition, the robust stability and tracking performances of the regulator are validated on the error model (51). P var K is then acknowledged for active and reactive power tracking of the considered WECS. The main feature of the proposed approach over others is that it is non-conservative. This means that the feasibility of the problem is not limited to the existence of a unique constant Lyapunov function. It is rather conditioned by the existence of the sum of a set of Lyapunov functions existing in each vertice of the convex polytope containing the system variations. In the next subsection, the validation of the already established control law is carried out on the DFIG model (21) .
B. Robust State Tracking of the LPV DFIG System
In the previous section, we obtained the robust LQR controller for (51) that forces the error between the desired and the measured current components values towards zero in order to achieve active and reactive power tracking of the WECS based on (24) and (25) . The robustness of the presented control law is verified as it is obtained through an LMI approach based on Lyapunov candidate matrix that has the same dynamics as well as the state space system matrix. The objective of this section is to validate the controller tracking performances on the studied system through the accomplished Matlab emulator. By going back to (53), we notice that the obtained control gain, holds for the DFIG error model (51). However, the main concern of this paper is to find the state feedback control law that holds for the accurate DFIG model (21) . Therefore, in order to define the control law that holds for the wind turbine generator model, the adjustment (52) must be applied. The simulations of the previous subsection are respectively performed in this paragraph in order to highlight the same tracking performances for a randomly chosen active and reactive power references.
Simulation results of direct and quadratic rotor currents, s P and s Q are respectively given in Fig. 16, 17, 18 and 19 . 
VI. CONCLUSION
The main concern of this work was the LQR robust static state tracking control of a polytopic LPV DFIG model based on an LMI approach. Two major contributions were presented in this paper. First, a new formulation of the asymptotic stability condition of Lyapunov theory was established. Then, a new LMI formulation of the LQR state control problem based on a time dependent Lyapunov function was provided. The comparison between a controller based on a quadratic Lyapunov function and a controller with a time dependent Lyapunov function shows that the latter gives more freedom degrees to the control synthesis. Robustness of the controller is validated over all the admissible range of the system time varying parameter. Simulation results demonstrated also that the proposed non-conservative regulator gave good tracking performances for different active and reactive power references. This work is a step that can be taken further. The obtained results can be evaluated on a real-world emulator. Moreover, it can be extended to a case of a Low Voltage Ride Through (LVRT) where the grid voltage is considered as the time varying parameter. Future works can also investigates the possibility to extend the current results for general non-linear systems based on dynamic models.
