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ON THE SEPARATION DISTANCE OF MINIMAL GREEN ENERGY
POINTS ON COMPACT RIEMANNIAN MANIFOLDS
JUAN G. CRIADO DEL REY
Abstract. In this article we study point configurations minimizing the discrete en-
ergy on a compact Riemannian manifold, where the energy kernel is taken to be the
Green’s function for the Laplacian. We show that every point in a minimizing config-
uration lies inside an open set called harmonic ball where no other point can enter,
and that the minimum distance between any two distinct points has the optimal as-
ymptotic order. We compute explicit bounds for the minimum distance in the case of
Compact Rank One Symmetric Spaces.
1. Introduction and main results
In this article we continue the study initiated in [3] about the role of the Green’s
function for the Laplacian on a compact Riemannian manifold (M, g) of dimension
n ≥ 2 as a tool for obtaining well–distributed points. The Green’s function G(x, y) is
symmetric, smooth off the diagonal, and it satisfies
(1) ∆G(x, ·) = δx − V −1vol
in the sense of distributions, where vol is the Riemannian volume form or density, and
V = vol(M) is the volume of M (see [2, Ch. 4]). Throughout this article we adopt the
sign convention for the Laplacian so that its representation in local coordinates becomes
∆ = − 1√|g|∂i
√
|g|gij∂j ,
where |g| is the determinant of the metric, gij are the coefficients of g−1, and we use the
Einstein summation convention. It is customary to fix G from (1) by imposing
∫
G = 0.
The Green energy of a set of N ≥ 2 distinct points ωN = {x1, ..., xN} ⊂ M is the sum
of the pairwise interactions between the points. This is,
(2) EG(ωN ) = EG(x1, ..., xN ) =
∑
i 6=j
G(xi, xj).
When M = S2 is the two dimensional sphere, G(x, y) is (up to scaling by positive
constants) the logarithmic kernel log ‖x−y‖−1 and thus EG corresponds to the classical
logarithmic energy given by
(3) Elog(ωN ) =
∑
i 6=j
log ‖xi − xj‖−1.
WhenM = Sn for n > 2, the Green’s function is proportional to ‖x−y‖2−n plus higher
order terms (see [3, A. 1]), so in this case one would expect EG to share some properties
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with the Riesz s–energy
(4) Es(ωN ) =
∑
i 6=j
‖xi − xj‖−s
for the value of the parameter s = n− 2.
Points minimizing Elog and Es on the unit sphere tend to exhibit good distribution
properties. Classical Potential Theory [26] shows, for example, that point configurations
minimizing Elog or Es for s ∈ (0, n) are asymptotically uniformly distributed. This
means that if (ω∗N )N is a sequence of minimal energy points, then the empirical measures
1
N
∑
x∈ω∗N δx converge weak
∗ to the uniform probability measure on Sn. In particular,
minimal logarithmic and Riesz energy points are feasible candidates for their use in
quasi Monte Carlo integration on Sn.
The separation distance dsep(ωN ) of a point configuration ωN on a subset of Euclidean
space is the least distance between any two pair of distinct points. This is,
(5) dsep(ωN ) = min{‖x− y‖ : x, y ∈ ωN , x 6= y}.
Rakhmanov, Saff and Zhou proved in [29] that minimal logarithmic energy points are
never too close one to each other, in the sense that there is a positive constant c such
that, if (ω∗N )N is a sequence of minimizing configurations for Elog on S
2, then
(6) dsep(ωN ) ≥ cN−1/2.
This result was later improved by Dubickas [17] and Dragnev [15]. It is easy to see
that the asymptotic order in (6) cannot be improved. More generally, the asymptotic
order for the separation distance on any n–dimensional submanifold of Rm is at most
Ω(N−1/n). For this reason, we say that a sequence of point configurations (ωN )N is
well–separated if there is a positive constant c such that dsep(ωN ) ≥ cN−1/n.
To our knowledge, it is still unknown whether minimal logarithmic energy points are
well–separated on Sn for n > 2. Damelin and Maymeskul proved [14] that sequences of
minimal Riesz s–energy points on Sn for n > 2 satisfy
dsep(ωN ) ≥ cN−
1
s+2
for s ∈ (0, n−2], which shows that minimal Riesz energy points are well–separated when
s = n−2. As s increases, the problem becomes more similar to the best packing problem
(because the least distance in (4) dominates the total energy), so that minimal Riesz
energy points on Sn are well–separated when s ≥ n − 2 (see [16] for s ∈ (n − 2, n − 1),
[18] for s = n−1, [25] for s ∈ (n−1, n) and [24] for s ∈ (n,∞)). A general result due to
Dahlberg [13] states that minimal Riesz energy points with s = n−1 are well–separated
on C1,α hypersurfaces of Rn+1. In [4] the authors study a particular determinantal
point process on the sphere called harmonic ensemble. Points drawn from the harmonic
ensemble have low expected Riesz and logarithmic energy and, moreover, they are likely
to have a separation distance of order Ω(N
− 2n+2
n2+2n ).
In [9, 10, 11] the authors study minimal energy configurations on the sphere in the
presence of an external field Q : Sn → R ∪ {+∞} and they develop a technique to find
bounds on the separation distance of (free–field) minimal energy points. In this article
we adopt a similar approach, but using a slightly different language. The main reason
why their technique cannot be directly applied to general Riemannian manifolds has to
do with the mean value property (MVP) for harmonic functions. When M = Sn, if we
pick a geodesic ball B and a harmonic function ϕ : B → R, the MVP states that
(7) −
∫
B
ϕ = ϕ(p),
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where −
∫
B = vol(B)
−1 ∫ is the average value of the function. This property does not
hold for a general M without further assumptions on the symmetries of M. There
exist, however, certain open subsets of M called harmonic balls (see Definition 2.2)
for which the MVP holds true. These sets will be the natural “areas of influence” of
points belonging to a minimizing configuration for the Green energy. Harmonic balls
were introduced in [32] for the case M = Rn, and they were studied in [33, 20, 31, 30]
in the context of Hele–Shaw flow problems on manifolds. The authors in [19] study
harmonic balls within the theory of partial balayage on Riemannian manifolds. The
rigorous definition of harmonic balls will be given at the beginning of Section 2. By
now, let us denote the harmonic ball with center p and radius a by Bh(p, a), and keep in
mind that it is an open set whose size increases with a. Our first result states that every
point in a minimizing configuration for the Green energy is surrounded by a harmonic
ball (of suitable radius) where no other point in the configuration can enter. The proof
of this theorem can be found in Section 2.
Theorem 1.1. Let M be a compact Riemannian manifold of dimension n ≥ 2, and let
ω∗N = {x∗1, ..., x∗N} be a configuration of N ≥ 2 distinct points minimizing the discrete
Green energy on M. Then, for every i 6= j,
x∗i /∈ Bh
(
x∗j ,
V
N − 1
)
,
where V = vol(M) is the volume of M.
When the manifoldM is symmetric enough, it is possible to obtain a simple radially
symmetric expression for the Green’s function. As a consequence, in this case harmonic
balls are just geodesic balls. Gustafsson and Roos proved [19, Theorem 14] that in
dimension 2, and for a sufficiently small radius, geodesic and harmonic balls coincide as
families if and only if M is a surface with constant Gaussian curvature. Here we will
show that these concepts also coincide for a family of very symmetric manifolds called
locally harmonic Blaschke manifolds (see Theorem 3.7). In particular, the statement
holds true for the Compact Rank One Symmetric Spaces (CROSS), consisting of the
sphere Sn, the projective spaces RPm, CPm, HPm, and the Cayley plane OP2 (we adopt
the convention that the projective spaces and the Cayley plane all have diameter π/2).
With this result in hand, the following separation result, whose proof can be found in
Section 3, is an easy consequence of Theorem 1.1. If ωN = {x1, ..., xN} is a set of N ≥ 2
points on a Riemannian manifold, we define
dsep(ωN ) = min{d(x, y) : x, y ∈ ωN , x 6= y},
where d(x, y) is the intrinsic Riemannian distance between x and y.
Theorem 1.2. Let M be a CROSS, and let (ω∗N )N≥2, be a sequence of minimal Green
energy points. Then, for every N ≥ 2,
dsep(ω∗N ) ≥ CM(N − 1)−1/n,
where the values of the constants CM are given by
M Sn RPm CPm HPm OP2
CM
(
n
√
pi Γ(n2 )
Γ(n+12 )
)1/n (
m
√
pi Γ(m2 )
2Γ(m+12 )
)1/m
1
(
1
2m+1
)1/4m (
1
165
)1/16
Remark 1.3. We do not know whether the values for the constants given in Theorem 1.2
are sharp or not. However, when M = S2, we get CS2 = 2. Thus dsep(ω∗N ) ≥ 2(N−1)1/2 .
Since ‖x − y‖ and d(x, y) are approximately the same for points x and y very close
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one to each other, this bound is analogous to the one obtained in [15, Theorem 2] for
minimal logarithmic energy points on S2.
In the general case we will adapt the results and arguments in [7] and [5] to show
that every harmonic ball contains a geodesic ball of proportional radius. Combining
this fact with Theorem 1.1 yields the following theorem:
Theorem 1.4. Let M be a compact Riemannian manifold of dimension n ≥ 2. There
exists a constant c > 0 such that, for every configuration ω∗N = {x∗1, ..., x∗N} of N ≥ 2
distinct points on M minimizing the discrete Green energy,
dsep(ω∗N ) ≥ cN−1/n.
This is, minimal Green energy points are well–separated.
The proof of Theorem 1.4 will be presented in Section 4.
2. Harmonic balls and the areas of influence of minimal Green energy
points
This section will be devoted to the definition and basic properties of harmonic balls,
and the proof of Theorem 1.1. In [19] Gustafsson and Roos establish the foundations of
the theory of partial balayage on Riemannian manifolds. In its most simple formulation,
the partial balayage ν = Bal(σ, λ) of a signed measure σ with respect to a reference
signed measure λ is another signed measure obtained by rearranging the mass of σ in
such a way that ν stays below λ, using the least amount of energy (see [19, Definition 1]).
This formulation, however, is not enough if we want to define the balayage of measures
with infinite energy such as the delta distribution σ = δp.
In this article we will not make use of the definition of partial balayage in its full
generality and we will consider only the case when σ− has finite energy (as in the first
part of Section 5 in [19]). We begin by introducing the notion of harmonic ball.
Remark 2.1. Throughout this article it will be convenient to use the notation
ta = 1− aV −1,
where V = vol(M) is the volume of M, and a is some real number with 0 < a < V .
Observe that ta > 0 and ta > tb if 0 < a < b < V . The number ta equals minus the
mass of the charge distribution σ = aδp − vol and the notation comes from [19].
Definition 2.2. Let a be a real number with 0 < a < V , where V = vol(M) is the
volume of M, and let us denote by Gδp(x) = G(p, x) the Green’s function centered at
p. Consider the set
Ka = {u ∈W 1,2(M) : u ≤ aGδp},
where W 1,2(M) denotes the Sobolev space of square integrable functions on M whose
first weak derivatives are also square integrable. The functional
Ja(u) =
∫
M
〈∇u,∇u〉 − 2tau,
has a unique minimizer ua in Ka. The minimizer ua is a continuous function, and in
terms of it we define the harmonic ball with center p and volume a as the non–contact
set
Bh(p, a) = {x ∈ M : ua(x) < aGδp(x)}.
Remark 2.3. Since ua is continuous (see [19, Remark 3] and also [21, Lemma 3]) the
harmonic ball Bh(p, a) is an open set and, moreover, since limx→p aGδp(x) = +∞, we
always have p ∈ Bh(p, a).
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Remark 2.4. Theorem 11 in [19] shows that the free boundary ∂Bh(p, a) has (Riemann-
ian) measure zero and that
(8) ∆ua = tavolχ{ua<aGδp} + (aδp − aV −1vol)χ{ua=aGδp}
in the sense of distributions, where χB denotes the indicator function of a subset B ⊆M.
Moreover, since p ∈ Bh(p, a) = {ua < aGδp} (see Remark 2.3), (8) becomes simply
(9) ∆ua = tavolχ{ua<aGδp} − aV 1volχ{ua=aGδp}.
It follows that
∆(ua − aGδp) = vol− aδp on Bh(p, a)
in the sense of distributions. Hence, if ϕ is harmonic on Bh(p, a), then
(10) 0 =
∫
Bh(p,a)
(ua − aGδp)∆ϕ =
(∫
Bh(p,a)
ϕ
)
− aϕ(p).
Taking ϕ ≡ 1 yields that vol(Bh(p, a)) = a, and thus (10) can be expressed in the more
familiar MVP form
(11) −
∫
Bh(p,a)
ϕ = ϕ(p).
Remark 2.5. The function ua can be also seen as the solution to an obstacle–type
problem. From the general definition of partial balayage [19, Definition 5] and [19,
Theorem 7], ua is the largest function u such that, in the sense of distributions, satisfies
(12)
{
u ≤ aGδp ,
∆u ≤ ta.
We now prove that harmonic balls are connected sets. The argument is the same as in
[20, Proposition 2.6], where the authors consider harmonic balls on hyperbolic surfaces,
but we include it here for completeness.
Proposition 2.6. Bh(p, a) is a connected subset of M.
Proof. Let B be the connected component of Bh(p, a) containing p (see Remark 2.3).
Assume, to the contrary, that there is another connected component B′ of Bh(p, a).
Since B is open and p ∈ B, the point p is positive distance away from B′, so ∆aGδp =
−aV −1 in B′. From (9), in B′ we have ∆ua = 1−aV −1. Thus ∆ua ≥ ∆aGδp in B′, and
both functions coincide on ∂B′. By the Maximum Principle, ua ≥ aGδp in B′, which is
a contradiction. 
The next proposition shows that harmonic balls are nested according to their volume.
A similar result is proved in [5, Lemma 4.1], where the authors consider harmonic balls
intersecting a reference submanifold with boundary. Again, the argument here is very
similar, but we include it for completeness.
Proposition 2.7. Let 0 < a ≤ b < V . Then Bh(p, a) ⊆ Bh(p, b).
Proof. Consider the obstacle problems
(Pa) maxu :
{
u ≤ aGδp ,
∆u ≤ ta. (Pb) maxu :
{
u ≤ bGδp ,
∆u ≤ tb.
From Remark 2.5, we know that ∆ub ≤ 1− bV −1, so
∆(ub − bGδp + aGδp) ≤ (1− bV −1)vol − bδp + bV −1vol + aδp − aV −1vol
= (1− aV −1)vol + (a− b)δp,
≤ (1− aV −1)vol,
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because a ≤ b. Moreover, since ub − bGδp ≤ 0, we have that
ub − bGδp + aGδp ≤ aGδp .
Hence ub − bGδp + aGδp is a competing function for the problem (Pa). Since ua solves
(Pa), we conclude that
ub − bGδp + aGδp ≤ ua,
or
aGδp − ua ≤ bGδp − ub.
The proposition follows. 
We are now almost ready to prove Theorem 1.1. First, we will first prove the following
simple but useful lemma.
Lemma 2.8. Let q be a point different from p. Assume that there is a function f ,
continuous in a neighborhood of q, such that
(1) f(q) = aGδp(q),
(2) f ≤ aGδp ,
(3) ∆f ≤ ta.
Then q /∈ Bh(p, a).
Proof. Since f ≤ aGδp and ∆f ≤ ta, from Remark 2.5 we know that f ≤ ua. Since both
f and ua are continuous in a neighborhood of q, the inequality holds pointwise around
q. Therefore,
aGδp(q) = f(q) ≤ ua(q)
and the lemma follows. 
Proof of Theorem 1.1. By symmetry, it is enough to show that x∗N−1 /∈ Bh
(
x∗N ,
V
N−1
)
.
Consider the function
h(x) =
V
N − 1
(
G
δx∗
N (x) +
N−2∑
i=1
G(x∗i , x)
)
=
V
N − 1

EG(x∗1, ..., x∗N−2, x, x∗N )− N−2∑
i 6=j
G(x∗i , x
∗
j )−
N−2∑
i=1
G(x∗i , x
∗
N )


Since {x∗1, ..., x∗N} is a minimizing configuration for EG, the point x∗N−1 is a global
minimum for h. Hence, if we set
f(x) = h(x∗N−1)−
V
N − 1
N−2∑
i=1
G(x∗i , x),
then f is continuous in a neighborhood of x∗N−1 and
V
N − 1G
δx∗
N (x) ≥ f(x)
for every x ∈ M, with equality if x = x∗N−1. Moreover,
∆f = − V
N − 1
N−2∑
i=1
∆G
δx∗
i ≤ N − 2
N − 1vol =
(
1− 1
N − 1
)
vol.
The proof concludes by applying Lemma 2.8 with a = VN−1 , p = x
∗
N and q = x
∗
N−1. 
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3. Separation distance for symmetric spaces
In this section we will prove Theorem 1.2. The MVP (11) is not true in general if
one replaces Bh(p, a) by some geodesic ball, and thus harmonic balls and geodesic balls
are not the same subsets of M in the general case. There are some manifolds, however,
for which the MVP for geodesic balls holds true. These are called locally harmonic
manifolds. We say that M is locally harmonic at a point p if every sufficiently small
geodesic sphere around p has constant mean curvature. In this article we will be using
an alternative definition of local harmonicity involving volume density.
Remark 3.1. Recall that if x ∈ M is any point, and if r > 0 is sufficiently small,
we can define normal coordinates expx : Br → B(x, r) on the geodesic ball around x,
where Br = {v ∈ Rn : ‖v‖ = r} is the ball centered at the origin of TxM (which
we identify with Rn) with radius r. Normal coordinates have the advantage that they
preserve the metric in the radial directions, in the sense that for every v ∈ Br we
have that d(x, expx v) = ‖v‖. The maximal r > 0 such that expx : Br → B(x, r) is a
diffeomorphism is called the injectivity radius of x, and it is denoted by inj(x). The
injectivity radius of M is the number
inj(M) = inf
x∈M
inj(x).
If M is compact, then inj(M) is always positive, so we can use normal coordinates on
B(x, r) for every 0 < r < inj(M) not depending on x.
Another important concept is that of cut locus. The cut locus of a point x ∈ M
is the set of points y ∈ M \ {x} such that y is conjugate to x (see, for example, [22,
Definition 4.3.1]) or two different minimizing geodesics emanating from x arrive at y.
We denote the cut locus of x by Cut(x). It can be shown that Cut(x) has measure zero
and that d(x,Cut(x)) = inj(x).
All these facts, which will be relevant when we define locally harmonic and Blaschke
manifolds, are covered for instance in [28].
Definition 3.2. Let M be a Riemannian manifold, and let x ∈ M be any point.
The volume density ω(x, y) = ωx(y) is a continuous function on M×M whose local
expression in normal coordinates around x is
(13) ωx(y) =
√
|g|(y),
where |g| is the determinant of the metric (see [6, 6.3] or [23] for a coordinate–free
definition).
The following proposition can be found in [3, Proposition 2.5]. It summarizes some
of the properties of the volume density.
Proposition 3.3. The volume density satisfies the following properties:
(1) ωx is smooth in any normal neighborhood around x.
(2) ωx(x) = 1.
(3) ωx(y) > 0 if d(x, y) < inj(x).
(4) ωx(y) = 0 if and only if y is conjugate to x.
(5) ωx(y) = ωy(x).
Definition 3.4. Let M be a Riemannian manifold, and let x ∈ M be any point. We
will say that M is locally harmonic at x if there exists an ε > 0 such that ωx is radially
symmetric on B(x, ε). In other words, if there is a function Ωx : [0, ε) → R such that
ωx(y) = Ωx(d(x, y)) for every y ∈ B(x, ε). We will say that M is locally harmonic if it
is locally harmonic at x for every x ∈ M.
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See [6, Chapter 6] for more on locally harmonic manifolds. It is easy to see that the
Euclidean space Rn is locally harmonic with Ωx(r) ≡ 1. The so–called Compact Rank
One Symmetric Spaces (CROSS) are also locally harmonic manifolds. These are the
sphere Sn, the projective spaces RPm, CPm, HPm and the Cayley plane OP2. We will
also be using the concept of a Blaschke manifold.
Definition 3.5. We will say thatM is a Blaschke manifold ifM is compact and if the
injectivity radius of M coincides with its diameter.
As the next result shows, the Green’s function on a locally harmonic Blaschke man-
ifold is radially symmetric and thus it is easier to study. The proof can be found in
[3].
Proposition 3.6. LetM be a locally harmonic Blaschke manifold of diameter D. Then
the Green’s function is given by G(x, y) = φ(d(x, y)), where
(14) φ′(r) = −V
−1 ∫ D
r v(t)dt
v(r)
and φ is a primitive of φ′ making
∫
M φ(d(x, y)) = 0. Here v(r) denotes the volume of
the geodesic sphere of radius r, which in the case of locally harmonic Blaschke manifolds
does not depend on the center of the sphere (see [3, Remark A6]).
We now present a result similar to [19, Theorem 14] for locally harmonic Blaschke
manifolds of any dimension.
Theorem 3.7. Let M be a locally harmonic Blaschke manifold of dimension n ≥ 2 and
diameter D. Then, for every 0 < r < D, we have that
B(p, r) = Bh(p, V (r)),
where V (r) = vol(B(p, r)) is the volume of the geodesic ball (which does not depend on
the center of the ball for locally harmonic Blaschke manifolds).
The proof of Theorem 3.7 will require two lemmas. In what follows we will adopt the
following notations: for a compact manifoldM, dSr will denote the induced Riemannian
measure on the geodesic sphere S(p, r), and vp(r) =
∫
S(p,r) dSr will denote the volume
of the sphere. We will denote the uniform probability measure on S(p, r) by σr (so
σr = dSr/vp(r)). Finally, we will denote by Vp(r) = vol(B(p, r)) the volume of the
geodesic ball around p.
Remark 3.8. If x ∈ M is any point, then for any y ∈ Cut(x) we have the inequalities
inj(M) ≤ inj(x) ≤ d(x, y) ≤ diam(M).
(see Remark 3.1). If M is Blaschke, then all of the above quantities coincide, and so
for every continuous function f :M→ R,∫
M
f(x)dvol(x) =
∫ D
0
∫
x∈S(p,r)
f(x)dSr(x),
where p ∈ M is any point, since Cut(p) has measure zero.
The following result is just a remark about integration over spheres on locally har-
monic manifolds.
Lemma 3.9. Let M be a compact manifold, and let p ∈ M be any point. Assume
that there exist a real number ε with 0 < ε ≤ inj(M) and a function Ωp : [0, ε) → R
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such that ωp(x) = Ωp(d(p, x)) for every x ∈ B(p, ε). Then, for every integrable function
f :M→ R and for every 0 < r < ε, we have that
(15)
∫
y∈S(p,r)
f(y)dSr(y) =
∫
θ∈Sn−1
f(expp rθ)r
n−1Ωp(r)dθ,
In particular, taking f ≡ 1, one has
vp(r) = vol(S
n−1)rn−1Ωp(r).
Proof. Let us denote by Sn(t) = {v ∈ Rn+1 : ‖v‖ = t} the Euclidean sphere of dimension
n and radius t together with its standard measure. Observe that∫ r
0
∫
θ∈Sn−1
f(expp tθ)t
n−1Ωp(t)dθdt =
∫ r
0
∫
θ∈Sn−1(t)
f(expp θ)Ωp(t)dθdt
=
∫ r
0
∫
θ∈Sn−1(t)
f(expp θ)
√
|g|(expp θ)dθdt
=
∫
B(p,r)
f(y)dvol(y)
=
∫ r
0
∫
y∈S(p,t)
dSr(y)dt.
The result follows by taking the derivative with respect to r. 
In the next lemma we provide an explicit expression for the potential of the uniform
measure on a geodesic sphere in the case of locally harmonic manifolds.
Lemma 3.10. Let M be a compact manifold, and let p ∈ M be any point. Assume
that there exist a real number ε, with 0 < ε ≤ inj(M), and a function Ωp : [0, ε) → R
such that ωp(x) = Ωp(d(p, x)) for every x ∈ B(p, ε). Then, for every 0 < r < ε, the
function
fr(x) =
∫
y∈S(p,r)
G(x, y)dσr(y),
is continuous and, moreover,
fr(x) =


Gδp(x) + V −1
∫ r
0
Vp(u)
vp(u)
du if x ∈ M \B(p, r),
Gδp(z) + V −1
∫ r
0
Vp(u)
vp(u)
du− ∫ rd(p,x) duvp(u) if x ∈ B(p, r).
where z ∈ S(p, r) is an arbitrary point.
Proof. Let t = d(p, x). Consider the function
F (u) =
∫
S(p,u)
G(x, y)dσu(y), u ∈ (0, ε),
and observe that fr(x) = F (r). By taking normal coordinates around p, if u 6= r, we
can use (15) in Lemma 3.9 to obtain that
F (u) =
1∫
θ∈Sn−1 u
n−1Ωp(u)dθ
∫
θ∈Sn−1
G(x, expp uθ)u
n−1Ωp(u)dθ
=
1
vol(Sn−1)
∫
θ∈Sn−1
G(x, expp uθ)dθ.
Hence, if u 6= r, then
F ′(u) =
1
vol(Sn−1)
∫
θ∈Sn−1
d
du
G(x, expp uθ)dθ =
∫
S(p,u)
∇NG(x, y)dσu(y),
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where N is the outward unit normal vector field on S(p, u).
Suppose that x ∈ M \ B(p, r), so that r < t. Then there exists δ > 0 such that, for
every u ∈ (0, r+ δ), the point x does not belong to B(p, u). By Green’s Second Identity,
we get
vp(u)F
′(u) = −
∫
y∈B(p,u)
∆G(x, y)dvol(y) = V −1Vp(u), u ∈ (0, r + δ).
Moreover, by continuity of the Green’s function,
lim
u→0+
F (u) = Gδp(x).
Therefore,
fr(x) = F (r) = G
δp(x) + V −1
∫ r
0
Vp(u)
vp(u)
du.
To see that this formula is also valid when r = t, we will show that fr is continuous.
For each δ > 0, consider the compact set
Eδ = {(x, y) ∈ M×M : G(x, y) ≤ δ−1}.
Since G|Eδ is continuous, by Tietze’s Extension Theorem there is a continuous function
Gδ :M×M→ R with Gδ|Eδ = G|Eδ , and Gδ ≤ δ−1. Then the function
fδ(x) =
∫
y∈S(p,r)
Gδ(x, y)dσr(y)
is continuous. For each x ∈ M, we have that |Gδ(x, y)| ≤ |G(x, y)| for every y ∈ M.
Let us show that y 7→ G(x, y) is σr–integrable. In what follows C will represent an
arbitrary positive constant. If n > 2, then G(x, y) ≤ Cd(x, y)2−n (see, for example, [2,
Theorem 4.13]), so∫
y∈S(p,r)
|G(x, y)|dσr(y) ≤ C
∫
y∈S(p,r)
d(x, y)2−ndσr(y).
Taking normal coordinates around p, we can write
C
∫
y∈S(p,r)
d(x, y)2−ndσr(y) = C
∫
v∈Sn−1(r)
d(expp u, expp v)
2−ndv,
where u = exp−1p x. Since exp−1p is smooth on the closed ball B(p, r), it is Lipschitz
continuous, and hence there is a constant L > 0 such that ‖u− v‖ ≤ Ld(expp u, expp v).
Therefore,
C
∫
v∈Sn−1(r)
d(expp u, expp v)
2−n ≤ C
∫
v∈Sn−1(r)
‖u− v‖2−ndv <∞.
The case n = 2 is similar using the fact that G(x, y) ≤ C log ‖x−y‖−1. Since y 7→ G(x, y)
is σr–integrable, the Dominated Convergence Theorem applies and we get
fr(x) =
∫
y∈S(p,r)
lim
δ→0
Gδ(x, y)dσr(y) = lim
δ→0
∫
y∈S(p,r)
Gδ(x, y)dσr(y).
Now fr is the pointwise limit of a non–decreasing sequence of continuous functions on
a compact manifold. By Dini’s Theorem, the convergence is uniform and thus f is
continuous.
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Finally, if x ∈ S(p, r), then we can take a sequence (xm)m of points in M with
xm → x and d(p, xm) > r for every m. Then
f(x) = lim
m→∞ f(xm)
= lim
m→∞G
δ
p(xm) + V
−1
∫ r
0
Vp(u)
vp(u)
du
= Gδp(x) + V −1
∫ r
0
Vp(u)
vp(u)
du,
since Gδp is continuous at x.
To finish the proof, assume now that r > t. Then there exists δ > 0 such that
x ∈ B(p, u) for every u ∈ (t, r + δ). By Green’s Second Identity,
vp(u)F
′(u) =
∫
M\B(p,u)
∆G(x, y)dvol(y) = Vp(u)V
−1 − 1, u ∈ (t, r + δ).
Then
F (r) = F (t) +
∫ r
t
V −1Vp(u)− 1
vp(u)
du,
and by the continuity of f and its expression for r = t, we obtain that if z ∈ S(p, r) is
any point, then
f(x) = F (r) = Gδp(z) + V −1
∫ t
0
Vp(u)
vp(u)
du+
∫ r
t
1− V −1Vp(u)
vp(u)
du
= Gδp(z) + V −1
∫ r
0
Vp(u)
vp(u)
du−
∫ r
t
du
vp(u)
.

We can now prove Theorem 3.7 stating that on locally harmonic Blaschke manifolds
geodesic and harmonic balls coincide as families.
Proof of Theorem 3.7. Let us denote by hr the potential of the measure χB(p,r)vol. This
is,
hr(x) =
∫
y∈B(p,r)
G(x, y)dvol(y),
and let
(16) br(x) = hr(x)− V −1
∫ r
0
v(r)
∫ t
0
V (u)
v(u)
dudt.
Applying Lemma 3.10, if x ∈ M \B(p, r), then
hr(x) =
∫ r
0
v(r)
∫
S(p,t)
G(x, y)dσt(y)dt
=
∫ r
0
v(r)
(
Gδp(x) + V −1
∫ t
0
V (u)
v(u)
du
)
dt
= V (r)Gδp(x) + V −1
∫ r
0
v(r)
∫ t
0
V (u)
v(u)
dudt,
so that
(17) br(x) = V (r)G
δp(x) on M\B(p, r).
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If x ∈ B(p, r), then again by Lemma 3.10 we get that
(18) br(x) = V (r)G
δp(z)−
∫ r
0
v(t)
∫ t
d(p,x)
du
v(u)
dt,
for some z ∈ S(p, r). From the expression (14) for φ′ in Proposition 3.6, we see that the
function x 7→ V (r)Gδp(x) is decreasing with the distance to p, and thus V (r)Gδp(z) <
V (r)Gδp(x) for every z ∈ S(p, r) and every x ∈ B(p, r). This fact together with (18)
gives us
(19) br(x) < V (r)G
δp(x) on B(p, r).
From the definition of br (16) it is clear that
∆br = ∆hr = χB(p,r)vol− V −1V (r)vol,
and in particular,
(20) ∆br ≤ (1− V −1V (r))vol on M.
Moreover, Lemma 3.10 implies that hr is continuous, and so br is also continuous. Now
(17), (19) and (20) together with Lemma 2.8 imply thatM\B(p, r) ⊆M\Bh(p, V (r)).
That is,
(21) Bh(p, V (r)) ⊆ B(p, r).
Now let ua be the function from Definition 2.2 with a = V (r). We have the following:
(1) ua ≤ 1− V (r)V −1 everywhere on M and, in particular, in B(p, r).
(2) From the definition, ∆br = ∆hr = 1− V (r)V −1 on B(p, r).
(3) From (17), br = V (r)G
δp on M\B(p, r).
(4) From (21) and the definition of Bh(p, V (r)), ua = V (r)G
δp on M\B(p, r).
By the Maximum Principle, ua ≤ br everywhere on M. However, since br ≤ V (r)Gδp
and ∆br ≤ 1−V (r)V −1 onM, br is a competing function for the obstacle problem (12)
for ua. Hence we get br = ua. Finally, the strict inequality in (19) together with (17)
imply that
Bh(p, V (r)) = {x ∈M : ua < aGδp} = {x ∈ M : br < aGδp} = B(p, r).

As a consequence of Theorem 1.1 and Theorem 3.7, we obtain a separation distance
result for locally harmonic Blaschke manifolds.
Corollary 3.11. Let M be a locally harmonic Blaschke manifold of dimension n ≥ 2
and let ω∗N = {x∗1, ..., x∗N} be a collection of N ≥ 2 points minimizing the discrete Green
energy. Then,
x∗i /∈ B(x∗j , rN ),
where rN is the radius such that V (rN ) = V/(N − 1). In particular, since V (r) ≤ Crn
for some constant C > 0, there exists a constant c > 0 such that, for every sequence of
minimizers (ω∗N )N ,
dsep(ω∗N ) ≥ cN−1/n.
We can now write down explicit bounds for the separation distance in the case of the
CROSS. The proof of Theorem 1.2 consists of computing the radius rN in Corollary
3.11.
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Proof of Theorem 1.2. The CROSS are known to be locally harmonic manifolds. For
the sphere Sn, we have that
rn−1Ω(r) = sinn−1 r.
By Lemma 3.9, the volume of the ball V (r) = VSn(r) is
V (r) =
∫ r
0
∫
θ∈S(p,t)
dθdt
=
∫ r
0
vol(Sn−1) sinn−1 tdt
From the fact that sin t ≤ t, we obtain that
V (r) ≤ vol(S
n−1)
n
rn.
Hence,
V
[(
n vol(Sn)
vol(Sn−1)(N − 1)
)1/n]
≤ vol(S
n)
N − 1 ,
Since V (r) is an increasing function, the radius rN from Corollary 3.11 satisfies
(22) rN ≥
(
n vol(Sn)
vol(Sn−1)
)1/n
(N − 1)−1/n.
Now, the volume of the sphere Sn is given by
(23) vol(Sn) =
2π
n+1
2
Γ
(
n+1
2
) =


2
n+3
2 pi
n+1
2
n! if n is even,
2pi
n+1
2
(n+12 −1)!
if n is odd,
and thus the value of the constant in (22) is
CSn =
(
n vol(Sn)
vol(Sn−1)
)1/n
=
(
n 2π
n+1
2 Γ
(
n
2
)
2π
n
2 Γ
(
n+1
2
)
)1/n
=
(
n
√
π Γ
(
n
2
)
Γ
(
n+1
2
)
)1/n
.
The projective spaces KPm (where K ∈ {R,C,H,O}, and we assume that m = 2 if
K = O) have dimension n = m dimRK. Their volume densities were calculated in [23,
Proposition 3.3.1] under the assumption that they all have diameter π. Here we will
adopt the convention that the diameter of the projective spaces is π/2. To compute the
corresponding volume densities, we can look at the last statement in Lemma 3.9, which
tells us how does volume density change if we scale distances on the manifold. It is easy
to see that the volumes v(r) and vˆ(r) of geodesic spheres in the diameter π/2 setting
and in the diameter π setting, respectively, are related by
v(r) = 21−nvˆ(2r).
Therefore, using the formulas in [23, Proposition 3.3.1],
rn−1Ω(r) = 21−n 2
dimR K
2
(m−1)(sin 2r)dimR K−1(1− cos 2r)dimR K2 (m−1)
= 21−n 2
n
2
− dimR K
2 2dimR K−1 sindimR K−1 r cosdimR K−1 r 2
n
2
− dimR K
2 sinn−dimR K r
= sinn−1 r cosdimR K−1 r.
Now we can apply the same argument as in the case of the sphere. Since sin t ≤ t and
cos t ≤ 1, we get
(24) rN ≥
(
n vol(KPm)
vol(Sn−1)
)1/n
(N − 1)−1/n.
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Since projective spaces (except for the Cayley plane) are quotients of spheres, their
volumes can be easily calculated (see, for example, [8]). The volumes are the following:
vol(RPm) =
π
m+1
2
Γ
(
m+1
2
) , vol(CPm) = πm
m!
,
vol(HPm) =
π2m
(2m+ 1)!
, vol(OP2) =
3!π8
11!
.(25)
By using the formulas in (23) and (25), we can start computing the values for the
constant in the right hand side of (22). For the real projective space (n = m), we get
that
CRPm =
(
n vol(RPm)
vol(Sn−1)
)1/n
=
(
mπ
m+1
2 Γ
(
m
2
)
Γ
(
m+1
2
)
2π
m
2
)1/m
=
(
m
√
π Γ
(
m
2
)
2Γ
(
m+1
2
)
)1/m
.
For the rest of the projective spaces, we use the fact that Sn−1 is always an odd dimen-
sional sphere and look at (23). In the case of CPm (n = 2m),
CCPm =
(
n vol(CPm)
vol(Sn−1)
)1/n
=
(
2mπm(m− 1)!
m! 2πm
)1/2m
= 1.
In the case of HPm (n = 4m),
CHPm =
(
n vol(HPm)
vol(Sn−1)
)1/n
=
(
4mπ2m(2m− 1)!
(2m+ 1)! 2π2m
)1/4m
=
(
1
2m+ 1
)1/4m
.
Finally, for OP2 (n = 16),
COP2 =
(
16 vol(OP2)
vol(S15)
)1/16
=
(
16 · 3!π87!
11! 2π8
)1/16
=
(
1
165
)1/16
.

4. Separation distance in the general case
In this last section we include the proof of Theorem 1.4, which essentially amounts
to show that every (sufficiently small) harmonic ball contains a geodesic ball of suitable
radius. In the Fermi lectures in 1998, Caffarelli stated a mean value theorem for general
divergence form elliptic operators L. On page 9 of [12] his argument requires a key test
function which can be obtained by solving the problem
(26) −Lw = δp − 1
Rn
χ{w>0}
for R > 0. It turns out that proving the existence of a solution to (26) is not trivial,
and in [7] Blank and Hao give a detailed proof of the statement by Caffarelli. Moreover,
they show that the non–contact set NR for the solution is always nested between two
(Euclidean) balls, in the sense that there exist positive constants c and C such that
BcR ⊆ NR ⊆ BCR
for every R > 0. In [5], and more recently in [1], the authors generalize some of the
results in [7] to the setting of Riemannian manifolds. In this section we will simply
adapt some of the arguments in [7] and [5] to our case in order to show that every
sufficiently small harmonic ball contains a geodesic ball of proportional radius. Some of
the proofs are virtually the same and we will not include them.
We begin with a non–degeneracy theorem that describes how the graphs of ua and
aGδp separate one from each other near the boundary ∂Bh(p, a). The proof relies on the
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estimate from [5, Theorem 2.3] which bounds the Laplacian of the squared Riemannian
distance function in terms of bounds for the Ricci curvature.
Theorem 4.1 (Local nondegeneracy). There exist a radius rND > 0 and a constant
CND such that for every p ∈ M, 0 < a < V , x0 ∈ Bh(p, a) and 0 < r ≤ rND,
(27) sup
x∈B(x0,r)
(aGδp(x)− ua(x)) ≥ CNDr2.
We do not include the proof of this theorem, which simply amounts to mimic that of
[5, Theorem 2.3]. Next, we prove a lemma that will be necessary to adapt the argument
in the proof of [5, Lemma 4.1].
Lemma 4.2. The function ua is bounded from below by minx∈M aGδp(x).
Proof. Let ma = minx∈M\Bh(p,a) aGδp(x). Then ua ≥ ma on M\Bh(p, a), because ua
coincides with aGδp in this set. In particular, ua ≥ ma on ∂Bh(p, a), and since ua is
superharmonic in Bh(p, a), it follows from the Maximum Principle that ua ≥ ma also
on Bh(p, a). Hence ua ≥ ma everywhere on M.
Now, since aGδp ≥ ua on Bh(p, a), we have that
inf
x∈Bh(p,a)
aGδp(x) ≥ inf
x∈Bh(p,a)
ua(x) ≥ ma = min
x∈M\Bh(p,a)
aGδp(x).
Therefore ma = minx∈M aGδp(x) and the lemma follows. 
Throughout the rest of this section we will fix a radius 0 < R < inj(M). The next
proposition shows that for every small enough a, the harmonic ball Bh(p, a) is positive
distance away from ∂B(p,R).
Proposition 4.3. There exists a constant a0 with 0 < a0 < V such that, for every
p ∈ M and for every 0 < a ≤ a0, Bh(p, a) ⊂ B(p,R).
Proof. Let δ be a number with 0 < δ < min{rND, R/2}, where rND is the radius from
Theorem 4.1. Let us denote by η2δ(∂B(p,R)) the 2δ–tubular neighborhood of ∂B(p,R).
Since p /∈ η2δ(∂B(p,R)), there is a constant C such that Gδp ≤ C on η2δ(∂B(p,R)) ∩
B(p,R). Let y0 ∈ B(p,R) be a point such that d(y0, ∂B(p,R)) = δ, and assume by
contradiction that y0 ∈ Bh(p, a) for every 0 < a < V . Then, by (27) in Theorem 4.1,
aC − inf
y∈B(y0,δ)
ua(y) ≥ sup
y∈B(y0,δ)
(aGδp(y)− ua(y)) ≥ CNDδ2,
which implies
(28) inf
y∈B(y0,δ)
ua(y) ≤ aC − CNDδ2.
Let m = minx∈MGδp . Then am = minx∈M aGδp and, by Lemma 4.2, am ≤ ua every-
where on M. Hence (28) implies
am ≤ aC − CNDδ2,
which gives a contradiction as soon as a is sufficiently small.
We have shown that, as soon as a is bounded above by some a0, B
h(p, a) ∩ B(p,R)
is either empty or positive distance away from ∂B(p,R). The fact that Bh(p, a) is
connected (Proposition 2.6) and p ∈ Bh(p, a) ∩B(p,R) finishes the proof. 
With Proposition 4.3 in hand we can now rigorously prove that the mean value sets
Dp(r) from [5] and harmonic balls B
h(p, a) from [19] are the same subsets of M as long
as r and a are sufficiently small. The mean value sets are defined in terms of G
δp
R , the
Green’s function of the geodesic ball B(p,R). This function satisfies:
16 JUAN G. CRIADO DEL REY
(1) G
δp
R (x) > 0 on B(p,R) \ {p},
(2) G
δp
R (x) is smooth on B(p,R) \ {p},
(3) G
δp
R (x) = 0 for every x ∈ ∂B(p,R),
(4) limx→pG
δp
R (x) = +∞,
(5) ∆G
δp
R = δp in the sense of distributions.
(See [2, Ch. 4]). If Ω ⊂M is an open set with smooth boundary, we denote by W 1,20 (Ω)
the completion of C∞0 (Ω) with respect to the Sobolev norm in W
1,2(Ω). The definition
of the mean value sets is as follows:
Definition 4.4. Let p ∈ M be any point and let r > 0. There is a unique function wr
which minimizes the functional
Jˆr,R(w) =
∫
B(p,R)
‖∇w‖2 − 2r−nw
among all functions in W 1,20 (B(p,R)) with w ≤ GδpR . The function wr is the solution to
the obstacle problem {
∆w = 1rnχ{w<GδpR }
in B(p,R),
w = 0 on ∂B(p,R).
wr is continuous and we define the mean value set Dp(r) by
Dp(r) = {wr < GδpR }.
Proposition 4.5. There is an r0 > 0 such that, for every p ∈ M and for every
0 < r ≤ r0, the sets Dp(r) and Bh(p, rn) are compactly contained in B(p,R), and,
moreover,
Dp(r) = B
h(p, rn).
Proof. In the proof of Lemma 4.1 in [5] it is shown that there exists a radius r˜0 > 0
such that, for every p ∈ M and for every 0 < r ≤ r˜0, Dp(r) ⊂ B(p,R). Let a0 be the
constant from Theorem 4.3, and let r0 = min{a1/n0 , r˜0}.
Let 0 < r ≤ r0 be any radius, and let us set a = rn. From Theorem 7 in [19], the
function ua is the unique minimizer of the functional
Ja(u) =
∫
M
‖∇u‖2 − 2tau
among all the functions u ∈ W 1,2(M) with u ≤ aGδp . By Proposition 4.3, if we let u˜a
be the unique minimizer of the functional
Ja,R(u) =
∫
B(p,R)
‖∇u‖2 − 2tau
in the set
Ka,R = {u ∈W 1,2(B(p,R)) : u− aGδp ∈W 1,20 (B(p,R)), u ≤ aGδp},
then ua is equal to u˜a extended to all M by u˜a = aGδp on M\B(p,R). Consider now
the set Kˆa,R given by
Kˆa,R = {w ∈W 1,20 (B(p,R)) : w ≤ GδpR }.
Let sR be the solution to the problem{
∆s = −V −1 in B(p,R),
s = Gδp on ∂B(p,R).
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It is easy to check that ϕ(u) = 1au− sR is a bijective map between Ka,R and Kˆa,R with
inverse ϕ−1(w) = a(w + sR) (just note that G
δp
R = G
δp − sR in B(p,R)). Hence, the
function ϕ(u) is the unique minimizer to the functional Ja,R ◦ϕ−1. Let us compute the
expression for this functional. If w ∈ Kˆa,R, then
Ja,R ◦ ϕ−1(w) =
∫
B(p,R)
‖∇a(w + sR)‖2 − 2(1− aV −1)a(w + sR)
=
∫
B(p,R)
a2‖∇w‖2 + a2‖∇sR‖2 + 2a〈∇w,∇sR〉
− 2aw − 2asR + 2a2V −1w + 2a2V −1sR
Since w ∈W 1,20 (B(p,R)), by Green’s First Identity we get that∫
B(p,R)
〈∇w,∇sR〉 =
∫
B(p,R)
w∆sR =
∫
B(p,R)
−V −1w.
Therefore, we can write
Ja,R ◦ ϕ−1(w) = 1
a2
(∫
B(p,R)
‖∇w‖2 − 2a−1w
)
+
∫
B(p,R)
a2‖∇sR‖2 − 2asR + 2aV −1sR.
It follows that w minimizes Ja,R◦ϕ−1 if and only if it minimizes the functional JˆR,r from
Definition 4.4 for r = a1/n. By uniqueness of the minimizers, u˜a = wa1/n (or u˜rn = wr)
and
Bh(p, a) = {u˜a < Gδp} = {wr < GδpR } = Dp(r).

Proposition 4.3 allows us to work in coordinates and use results for elliptic operators
defined on subsets of Rn. We consider operators of the form
L = Dia
ijDj ,
with smooth coefficients aij which are uniformly elliptic in the sense that there exist
ellipticity constants Λ ≥ λ > 0 such that
λ‖ξ‖2 ≤ aijξiξj ≤ Λ‖ξ‖2
for every vector ξ = (ξ1, ..., ξn) ∈ Rn. In this setting, the Riemannian Laplacian has the
coordinate expression
∆ = − 1√|g|L,
where aij =
√|g|gij .
Remark 4.6. SinceM is compact and R < inj(M), we can look at the properties of the
volume density in Proposition 3.3 to see that ωx(y) is bounded above by 1 and below
by a positive constant in the set
{(x, y) ∈ M×M : d(x, y) ≤ R}.
The coordinate expression for ωx(y) in normal coordinates is precisely
√|g| (see Def-
inition 3.2), and hence this function will share the same bounds for every p ∈ M.
Moreover, since the eigenvalues of g−1 can be bounded in terms of
√|g|, we can always
take the same ellipticity constants Λ ≥ λ > 0, not depending on p, for the expression
of the Laplacian in normal coordinates on B(p,R).
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In what follows we will use the same notation for functions in M and for their
coordinate expressions in Rn obtained by composing with the exponential map expp.
The following result is analogous to [7, Lemma 4.4].
Lemma 4.7. Let L be a differential operator defined on the Euclidean ball BR = {x ∈
R
n : ‖x‖ < R} of the form
L = Dia
ijDj ,
where the aij are smooth and uniformly elliptic with ellipticity constants λ and Λ. Let
b be a function with b ≤ 1. Assume that there is a continuous function w that satisfies{
Lw = − brn in BR,
w = 0 on ∂BR,
where r > 0. Then there exists a constant k = k(r, λ) > 0 such that w ≤ k.
Proof. Let w˜ be the solution to the problem{
Lw = − 1rn in BR,
w = 0 on ∂BR.
Since b ≤ 1, we have that − brn ≥ − 1rn . By the Maximum Principle, w ≤ w˜. Now
consider the scalar multiple of the Euclidean Laplacian given by
Lλ =
n∑
i=1
DiλDi.
The function
ℓ(x) =
1
λrn
(
R2 − ‖x‖2
2n
)
≤ R
2
2λrnn
satisfies {
Lλℓ = − 1rn in BR,
ℓ = 0 on ∂BR.
Since Lλ also has ellipticity constant λ, by [27, Corollary 7.1] there is a constant K > 0
depending only on λ such that w˜ ≤ Kℓ. Hence,
w ≤ w˜ ≤ Kℓ ≤ KR
2
2λrnn
=: k(r, λ).

We can now prove that every sufficiently small harmonic ball contains a geodesic ball
with proportional radius.
Theorem 4.8. There exists a constant c > 0 such that for every 0 < a ≤ a0, where a0
is the constant from Proposition 4.3, and for every p ∈M,
B(p, ca1/n) ⊆ Bh(p, a).
Proof. By Proposition 4.5, it suffices to prove that there is a constant c > 0 such that,
for every 0 < r ≤ r0 and for every p ∈ M, B(p, cr) ⊆ Dp(r). Let wr0 be the function
associated to Dp(r0) (so that urn
0
= rn0 (wr0 + sR) as in the proof of Proposition 3.7).
The function wr0 is continuous and satisfies{
Lwr0 = −
√
|g|
rn
0
χ{wr0<G
δp
R }
in BR,
wr0 = 0 on ∂BR,
for the operator
L = Di
√
|g|gijDj,
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which is uniformly elliptic on BR and, from Remark 4.6, has ellipticity constants 0 <
λ ≤ Λ not depending on p. Since √|g| ≤ 1, we know from Lemma 4.7 that there exists
a constant k > 0, depending only on r0 and λ, such that wr0 ≤ k. From [27, Theorem
7.1], there is also a constant k˜ = k˜(λ) > 0 such that
G
δp
R (x) ≥
k˜
d(p, x)n−2
if n > 2, and
G
δp
R ≥ −k˜ log d(x, y)
if n = 2. We will prove the Theorem for n > 2. The case n = 2 is similar. With these
bounds, we have that
G
δp
R (x)− wr(x) ≥
k˜
d(p, x)n−2
− k,
which is positive as long as d(p, x) < c˜ := (k˜/k)
1
n−2 . This shows that there is a constant
c˜ = c˜(r0, λ) > 0 such that
B(p, c˜) ⊆ {wr0 < GδpR } = Dp(r0) = Bh(p, rn0 ).
Now let 0 < s ≤ 1 be some scaling factor, and consider the map ϕs : B(p,R) →
B(p, sR) given by ϕs = expp s exp
−1
p . Let Ls be the operator
Ls = Di(
√
|g|gij ◦ ϕs)Dj .
It is easy to see that the function wsr0 ◦ ϕs satisfies
Lswsr0 = −
√|g| ◦ ϕss2−n
rn0
χ{wsr0◦ϕs<G
δp
R ◦ϕs}
.
Moreover,
LsG
δp
R ◦ ϕs = s2−nδp =
√
|g| ◦ ϕss2−nδp.
Hence, if we let vsr0 = G
δp
R −wsr0 , then we have
Ls(s
n−2vsr0◦ϕs) =
√
|g|◦ϕs
(
δp +
1
rn0
χ{vsr0◦ϕs>0}
)
=
√
|g|◦ϕs
(
δp +
1
rn0
χ{sn−2vsr00◦ϕs>0}
)
.
Since
√|g| ◦ ϕs ≤ 1 and Ls has the same ellipticity constant λ as L, we obtain that
B(p, c˜) ⊆ {vsr0 ◦ ϕs > 0},
or
B(p, sc˜) ⊆ {vsr0 > 0} = Dp(sr0).
Finally, the change of variables s = rr0 and c˜ = r0c yields
B(p, cr) ⊆ Dp(r)
for every 0 < r ≤ r0. 
Theorem 1.4 is now a trivial consequence of the above.
Proof of Theorem 1.4. From Theorem 1.1, every two distinct points x and y in a mini-
mizing configuration for the Green energy satisfy
x /∈ Bh
(
y,
V
N − 1
)
.
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From Theorem 4.8, there is a constant c, depending only on M, such that for every
sufficiently large N ,
B
(
y, c
(
V
N − 1
)1/n)
⊆ Bh
(
y,
V
N − 1
)
.
This implies that for sufficiently large N ,
d(x, y) ≥ c
(
V
N − 1
)1/n
.
By making c smaller if necessary, there is another constant c′ such that d(x, y) ≥ c′N−1/n
for every N ≥ 2. 
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