Abstract. In this paper, the generalized orthogonal solutions of the matrix inverse problem AX = B and associated optimal approximation problem are considered. The properties and structure of generalized orthogonal matrices are given, the relationship between the generalized orthogonal matrices and the orthogonal matrices are discussed. Necessary and sufficient conditions for the solvability of the matrix inverse problem AX = B, the general expression of solutions, and its procrustes problem are discussed. In addition, the corresponding optimal approximation solutions are presented. Finally, the algorithms and corresponding computational examples are given.
Introduction
In this paper, I n is the identity matrix of dimension n. R(A), A T and A denote the column space, the transpose and the Frobenius norm of a matrix A, respectively. R n×m , OR n×n , OR p×n , GOR p×n R (X) and R n×m r denote the sets of real n × m matrices, real n × n orthogonal matrices, real p × n column orthogonal matrices, real p × n generalized orthogonal matrices over space R(X) and real n × m matrices with rank r, respectively.
Matrix inverse problem has many applications in Hopfield neural networks [1] , structural design [2, 3] , parameter identification [4] , vibrating theory [5, 6] , and so on. The matrix inverse problem AX = B associated with many kinds of matrix sets have been disscussed, such as symmetric matrices, positive semidefinite symmetric matrices, orthogonal matrices, centrosymmetric matrices, Hermitian reflexive matrices, re-nonnegative definite matrices, re-positive definite matrices, symmetric ortho-symmetric matrices, symmetric positive semidefinite matrices, (bi)symmetric nonnegative definite matrices and symmetric orthogonal matrices, see [7 − 19] .
In this paper, we first consider the matrix inverse problem AX = B for generalized orthogonal matrices. Problem I(Procrustes problem) Given X ∈ R n×m , B ∈ R p×m , find A ∈ GOR p×n R(X) such that
Denote the set of all the solutions of problem I by S E 1 .
Denote the set of all the solutions of problem II by S E 2 . Problem III(Approximation problem) Given A * ∈ R p×n , find A ∈ S E 1 , A ∈ S E 2 such that (a) ||A * − A|| = min
where || · || is the Frobenius norm.
The Properties of Generalized Orthogonal Matrices
In this section, we give the definition and corresponding properties of generalized orthogonal matrices. Definition 2.1 Given X ∈ R n×m , A ∈ R p×n , A is said to be generalized orthogonal matrix over subspace
denote all the p × n generalized orthogonal matrices over subspace R(X). If m = n, r(X) = n,
Lemma 2.1(Singular Value Decomposition) For any X ∈ R n×m r , then
where
if and only if X T A T AX = X T X.
Proof. (Sufficiency)For any x ∈ R(X), then there exists y ∈ R m such that x = Xy, since X T A T AX = X T X, so we have y T X T A T AXy = y T X T Xy, it follows that
(Necessity)For any y ∈ R n , let x = Xy, then x ∈ R(X) and (Ax, Ax) = (x, x), this implies that
Theorem 2.1 Suppose that X ∈ R n×m r has the singular value decomposition as in Lemma 2.1, and
, by Lemma 2.3, we have X T A T AX = X T X. Combining with the Lemma 2.1, and let
Conversely, for any A ∈ S, this implies that A = (F, G)U T , F ∈ OR p×r , we have
.
Corollary 2.1 If
for any Q ∈ OR p×n .
Corollary 2.2 There exists
and |A| 0 such that A OR n×n .
The General Solutions of Problem I and II
In this section, we use the singular value decomposition to give the necessary and sufficient conditions for the existence of generalized orthogonal solutions to the matrix inverse AX = B, and the general solutions of problem I and II.
Theorem 3.1 Let X ∈ R n×m , B ∈ R p×m , then the solution set S E 1 of problem I can be expressed as
where Q, P, U are determined by X, B.
, by Lemma 2.3, we have
so AX − B = min is equivalent to tr(B T AX) = max, by (2.1) and Theorem 2.1, we have
Assume that the singular value decomposition of ΣV T 1 B T can be written as
By (3.2) and (3.3), we have
γ i if and only if f ii = 1.
So let F =
, we have tr(B T AX) = max, then let
Next, we give the solvability conditions for problem II and give an expression of the general solution of problem II.
Lemma 3.1 [10] Suppose that X ∈ R n×m r has the singular value decomposition as in Lemma 2.1, if B ∈ R p×m and X T X = B T B, then
, B ∈ R p×m . Then the solution set S E 2 of problem II is nonempty if and only if 
and A 0 X = B, then the solution set S E 2 of problem II is nonempty. Moreover, if A ∈ S E 2 , then AX = B, that is,
The Solution of Problem III
In this section, for a given matrix, we give the optimal approximation solutions in solutions sets of problem I and II.
Lemma 4.1 Suppose that X ∈ R n×m r has the singular value decomposition as in Lemma 2.1, then there exists Y ∈ OR n×m such that
For convenience, we denote O(X) = Y in Lemma 4.1. Theorem 4.1 Given A * ∈ R p×n , partition A * U conformally with (2.2) as
and partition Q T A 1 P conformally with (3.3) as
Then there exists A ∈ S E 1 such that
Moreover, A can be represented as
Proof. Let A ∈ S E 1 , from the orthogonal invariance of the Frobenius norm, we have
is equivalent to G = A 2 and S − A 22 = min
by Lemma 4.1, we know that (4.2) holds if and only if
Theorem 4.2
Given A * ∈ R p×n , partition A * U conformally with (3.6) as
Then there exists A ∈ S E 2 such that
Proof. Let A ∈ S E 2 , from the orthogonal invariance of the Frobenius norm, we have
Remark 4.1
The problem III(a) has a unique solution if and only if the matrix A 22 is full column rank or full row rank matrix.
The problem III(b) has always a unique solution.
Algorithms and Computational Examples
In this section, we give algorithms and corresponding computational examples to illustrate the theoretical results. 
Note that A 22 in (4.1) is full column rank, then the optimal approximation problem of procrustes problem has the unique solution. By Algorithm 5.1, the unique optimal approximation solution A of problem III(a) is 
Note that A 22 in (4.1) is 4 × 3 matrix with rank 1, by Algorithm 5.1, the 
are both the optimal approximation solutions of Problem III(a), and A 1 − A * = A 2 − A * = 3.1233,
Algorithm 5.2
The optimal approximation solution of matrix inverse problem. Step 1. Input A * , B, X; Step 2. Calculate the singular value decomposition of X;
Step 3. Decompose B by Lemma 3.1;
Step 4. Calculate A by Theorem 4.2.
Example 5.2 Consider the matrix inverse problem 
