I. INTRODUCTION
M ULTIPLE-INPUT multiple-output (MIMO) technology is a key factor for achieving high data rate for wireless technologies such as LTE and LTE-Advanced. Mobile manufacturers and cellular operators are pushing for standard test methods to evaluate MIMO device performance. As a promising solution to evaluate MIMO device performance in realistic conditions in the lab, MIMO over the air (OTA) testing has attracted huge attention from both industry and academia [1] . Standardization work for the development of the MIMO OTA test methods is ongoing in CTIA, 3 GPP and COST IC1004 [1] . One promising candidate is the multi-probe anechoic chamber based method.
The major challenge for MIMO OTA testing with the multi-probe method is to emulate a realistic environment which accurately reflects the real wireless propagation environment. Mainly two channel emulation techniques have been proposed for multi-probe based MIMO OTA setups. One technique is the plane wave synthesis (PWS) technique reported in [2] - [6] . The basic idea of the PWS technique is that static plane waves with arbitrary impinging angle of arrivals (AoAs) can be created inside the test area by selecting appropriate complex weights for the probes. Desired radio channels inside the test area can be formed based on superposition of a plurality of plane waves as detailed in [2] , [3] . The other technique is named the prefaded signal synthesis (PFS) technique [2] and has been adopted in several commercial tools [7] - [9] . The essence of this technique is to allocate proper power weights to the probes to reproduce the channel desired spatial characteristics at the receiver (Rx) side [7] . The test area is the geometrical area inside which the DUT is located during the measurement. Acceptable error levels are defined for the channel emulation to ensure that the target propagation environment is reproduced around the DUT with certain accuracy. The required number of probes is a key issue related to the multi-probe anechoic chamber solution. It is generally assumed that the number of probes depends on the test area size, the center frequency, the channel model, the OTA probe angular locations, and the acceptable error level [2] , [6] , while the DUT antenna pattern has been considered irrelevant. The above-mentioned two techniques generally assume that:
• shows that the impact of the antenna pattern on the received voltage accuracy is ruled by Nyquist sampling theory.
• The impact of the antenna pattern on emulation accuracy for spatial correlation of the received signals in the PFS method is demonstrated by simulation and measurement results.
• We show that to test realistic DUTs with higher variations in directivity, we need more probes to maintain the same received voltage and spatial correlation accuracy level.
II. METHOD

A. Plane Wave Synthesis Technique
In this section, we describe the optimization techniques to generate a single static plane wave with an arbitrary direction impinging the test area for both vertical and horizontal polarization. Note that the PWS technique for vertical polarization has been addressed in several contributions and the same notations as in [2] has been adopted in this paper. The main contribution of this part lies in two aspects: the optimization problem is formed as a convex optimization problem, which gives optimal results and low complexity; an optimization technique for PWS of the horizontal polarization is introduced. 1) Vertical Polarization: As shown in Fig. 1 , a target plane wave is with an arbitrary direction impinging the test area. is a wave vector with . We approximate the target plane wave inside the test area by superposing the radiated fields from each of the OTA probes. Complex weights are obtained by minimizing the difference between the target field and the synthesized field within the test area. One constraint with the practical system is that probe weights are limited, as the output gain of typical channel emulators is limited to 0 dB. The weighting vector for a vertically polarized single plane wave can be obtained by solving the optimization problem as follows: (1) where • denotes the second order norm.
• is a vector of the complex weights for vertically polarized probes. is the number of probes.
• is a vector of vertically polarized complex target field samples.
is the total number of sample points.
is a position vector of sample point .
• is a transfer matrix of known gains from the probes to the sample points.
The target field for an ideal plane wave is with uniform power distribution and linear phase front along the propagation direction, that is, (2) where the field strength is assumed constant and is the dot product operator. The transfer coefficient from the th OTA antenna to the th location is:
where is the distance from the th OTA antenna to the th location.
is the free space path loss factor.
is a position vector of the th probe.
2) Horizontal Polarization:
The same principle can be applied for the horizontal polarization: (4) where and are defined similarly to the vertical polarization.
The PWS technique for vertical and horizontal polarizations is addressed in [4] , [10] , [11] . In a 2D MIMO OTA setup as illustrated in Fig. 1 , the direction of the vertically polarized field will be perpendicular to the (azimuth) plane both for the emulated and target fields. However, for the horizontally polarized field, the direction of the target field is on plane and perpendicular to the AoA of the target plane wave, while the direction of the radiated field from a horizontally polarized probe is on the plane and perpendicular to the AoA from where the probe is located. That is, the direction of the target field and emulated field might be different. In order to ensure that the emulated field matches with the target field in terms of magnitude, phase, and polarization for the sample points inside test zone, decomposition into the two orthogonal axes and is required for the horizontal polarization. This effect is, however, not considered in the literature so far.
We can decompose the target field and the transfer matrix into and orthogonal components, as:
• with
• with where is the AoA of the target plane wave and is angle between and axis, as illustrated in Fig. 1 . Then the objective function to obtain the optimal weights for horizontal polarization can be rewritten as: (5) Both objective functions in (1) and (5) are quadratic programming problems with linear constraints. This standard convex optimization problem can then be solved using the cvx package in MATLAB with high efficiency [12] .
B. Equivalent Induced Voltage (EIV) Technique
For the PWS technique, the goal is to generate the plane waves with arbitrary AoAs impinging the test area. However, what matters is the difference between the induced received voltage, with waves radiated from the probes and the target received voltage, with ideal impinging plane waves. The induced received voltage accuracy will depend on the field synthesis accuracy and the DUT antenna pattern. The goal of the EIV technique is to obtain the complex weights such that the target received voltage with an arbitrary impinging plane wave can be reproduced with the multiple probes.
The antenna radiation pattern is defined as a complex function of direction, whose value gives the intensity of the radiated field in the far field area. Due to the reciprocity theorem, the same complex function gives us the voltage on the antenna terminals depending on from which direction an ideal plane wave is impinging to the antenna. The received voltage can be represented as (6) If the electric intensity of the incident field is constant, then the induced voltage varies with the AoA of the plane wave according to the radiation pattern . also represents the effective length of an antenna.
In a multi-probe anechoic chamber OTA setup as shown in Fig. 1 , the OTA ring radius is much larger than the DUT and ideal plane waves radiating from the probes are assumed. The resulting received voltage at the antenna terminal will be given by the superposition of the partial voltages which corresponds to antenna pattern sampled at the discrete angles in which the OTA probes are placed: (7) where is the complex weight assigned for the th probe. is the angular location of th probe.
is the resulting value of the antenna pattern at arbitrary direction , given by a summation of the samples of antenna pattern at the directions of the probes, weighted by the complex weights. To ensure to we obtain , we need to find so that we have for an arbitrary direction . This can be seen as an antenna pattern interpolation problem, where we need to reconstruct the antenna pattern from discrete periodic samples .
We assume the probes are located on the OTA ring with equal spacing between them, (8) The antenna pattern sampled by equidistant probes is a periodic (with the period ) sequence. The EIV problem can be solved by TI, as stated below.
1) Trigonometric Interpolation: Let us describe the interpolation of the radiation pattern as (9) where is the azimuth angle of the plane wave. The weights of the probes can then be expressed, using trigonometric interpolation [13] , as (10) with , where is the ceiling operator which rounds up the number inside the bracket to the next higher integer.
If the phase at the ring center is set to 0. The complex weights for interpolation is: (11) where is the wave number. Note that the complex weights are independent of the antenna pattern samples and plane wave polarizations.
In this part, ideal plane waves radiating from the probes are assumed. Also, uniform probe configuration on the OTA ring is assumed for the sake of simplicity. The TI used for EIV technique detailed here can be extended to the case where OTA probes are not uniformly located on the OTA ring [13] . The TI can also be extended to 3D MIMO OTA configurations.
2) Antenna Pattern Impact on the EIV Technique: According to the Nyquist sampling criterion, the number of probes for complete reconstruction of the antenna pattern must exceed two times the highest harmonics in the spatial frequency spectrum of the antenna pattern. We expect to have certain conditions on smoothness of the antenna pattern versus density of number of probes. That is, if the antenna pattern variation is too high with respect to the number of probes, will not satisfy the Nyquist criterion. As a result, the resulting interpolated values will present aliasing. An example is shown in Fig. 2 , where uniformly located probes are used to sample the antenna pattern. However, since the antenna pattern variation is too high with respect to the number of probes, the interpolated antenna pattern is different from the original antenna pattern . As a result, the resulting received voltage will not be the same as the target received voltage for some AoAs. More probes are required to obtain the correct induced received voltage.
3) Required Number of Probes for the EIV Technique:
The antenna radiation pattern of any antenna with a fixed size (inside a limited test volume) can be described with a finite series of spherical wave functions [14] . That is, the highest harmonics in the spatial frequency spectrum of the antenna pattern is limited. The antenna pattern is thus a band-limited periodic function, which can be perfectly reconstructed with a finite number of probes. The highest significant wave mode present is given by [14] , (12) where is the radius of the minimum spherical volume that contains the DUT. The minimum number of required probes for the complete reconstruction of , according to Nyquist criterion is [14] : (13) where the superscript refers to the 2D MIMO OTA configurations.
C. Prefaded Signal Synthesis Technique
A channel model specifies a certain continuous power azimuth spread (PAS) at the Rx. However, with a limited number of probes, we can only approximately reproduce the PAS inside the test area. Spatial correlation has been selected as the main figure of merit (FoM) to characterize the channel spatial information at receiver side [2] , [6] - [9] , [15] . Omnidirectional antenna patterns are used for the channel emulation purpose as the DUT antenna pattern is typically not known beforehand. Furthermore, if some antenna patterns are embedded to the channel model, the channel model itself will assume some DUT antennas. Thus, it is not realistic to use the emulated channel to evaluate the DUT performance [7] , [8] .
As explained in [2] , The PFS technique works the same for both vertically and horizontally polarized PAS. The theoretical spatial correlation between a pair antenna elements can be determined according to [16] : (14) where and are the complex radiation patterns of antennas and , respectively, with a common phase center.
is the PAS. In order to be used as an angular power density function, the needs to satisfy . Using this property and the omnidirectional antenna pattern assumption, we can rewrite (14) as: (15) where and are vectors containing the position information of antenna and , respectively. is an unit vector corresponding to the azimuth angle .
The goal is to obtain OTA probe power weights which minimize the deviation between the theoretical spatial correlation resulting from the target continuous PAS, and the emulated correlation resulting from the discrete PAS characterized by the power weights of the probes. Similar to (15) , the emulated spatial correlation can be calculated based on the discrete PAS as: (16) where is the power weight for the th probe. is a unit position vector of the th probe. Optimization techniques to obtain power weights have been discussed in [2] , [7] , [8] and results from [7] are used here.
Once the optimal power weights vector is found, the resulting spatial correlation with antenna pattern can be written as: (17) where and can be obtained through electromagnetic antenna simulations or measurements in an anechoic chamber.
The deviation between and shows how well the channel PAS is reconstructed, and hence it is generally selected as FoM to investigate the relationship between the number of required probes and test area size [2] , [7] - [9] , [17] . However, this does not take into account the DUT antenna pattern and what really matters is the deviation between target correlation and emulated spatial correlation with antenna patterns. In this paper, the focus is on the impact of antenna pattern on deviation between and .
III. MIMO OTA MEASUREMENT
A. Introduction
An illustration of a general multi-probe anechoic chamber setup is shown in Fig. 3 . In the measurement of the current work, the BSE is replaced by a vector network analyzer (VNA). Fig. 4 shows the multi-probe setup used for measurements at Aalborg University. 16 dual polarized horn antennas are equally spaced and fixed on an aluminum OTA ring with radius meters.
B. Measurement Setup for PFS 1) System Setup:
The PFS measurement setup is summarized in Table I .
2) Test DUTs and Test Channel Scenarios:
Since the paper aims at investigating the antenna pattern impact, special attention has been paid to selecting DUTs. a) Test DUTs: Three test DUTs were used for the measurements: a pair of practical dipoles with antenna separation (at frequency 2100 MHz) (shown in Fig. 5(a) ), the CTIA band 7 good antenna (shown in Fig. 5(b) ) and the CTIA band 7 nominal antenna (shown in Fig. 5(c) ) both with antenna separation (at frequency 2655 MHz). The CTIA reference antennas are used to rule out the measurement uncertainty introduced by antenna patterns between different labs [18] . The so-called "good" antennas were designed to emulate good MIMO antenna systems that present low correlation coefficient, high total antenna efficiency and low gain imbalance, while the "nominal" antennas present median correlation coefficient, median total antenna efficiency and low gain imbalance. Note that the CTIA reference antennas were designed for the isotropic incoming power distribution only. The correlation coefficient in this work will depend on how the antennas are placed and the specific incoming power distribution. All three DUTs are vertically placed with respect to the OTA ring (as shown in Fig. 5(a) and Fig. 6(a) ).
Mobile terminals could be arbitrarily positioned by the end users in real life and the antenna pattern in certain orientations can be critical compared to that in vertical positions. CTIA antennas are slanted 45 in the measurements as well, as shown in Fig. 6(b) . Note that the DUT positions were carefully calibrated to ensure that the center of the two antennas on the DUT match with the center of the OTA ring and the rotation center of the is selected as the standard channel models, e.g., the 3 GPP spatial channel model extended (SCME) models, which have been considered as the target channel models in the MIMO OTA setup, are with for the clusters [1] , [19] , [20] . Four test scenarios are emulated with the channel emulators as listed in Table II . One channel emulator and 8 probes were used to emulate scenario A and B, while two channel emulators and 16 probes were used for scenario C and D. Only vertical polarization is considered.
3) Measurement Procedure: For each DUT, complex radiation patterns of the two antenna elements are measured with the VNA at the same time with 1 degree resolution. Correlation measurements are performed for each test scenario with the same setup just after the antenna pattern measurements to ensure that the radiation patterns of the DUT remain unchanged for the correlation measurements. The VNA sweep time is selected according to the maximum Doppler shift defined in the test scenarios to meet the Nyquist sampling criterion.
The measured spatial correlation at DUT orientation is calculated according to the correlation definition: (18) where and are the th complex signals received at antenna element and , respectively, at the antenna orientation index . and are the mean received signal over all measured samples for the two antennas, respectively.
IV. RESULTS AND DISCUSSION
A. Comparison Between the PWS and the EIV Technique
As mentioned previously, the goal of the PWS technique is to obtain complex weights to create plane waves impinging the test area, while the EIV technique is used to obtain complex weights to reproduce the target received voltage with arbitrary impinging plane waves. In this part, we will first show the complex weights obtained by the two techniques. After that the relationship between the two techniques is described. In the end, we will show the pros and cons of each technique.
The real and imaginary part of the complex weighting matrix obtained with the EIV technique with m and GHz is shown in Fig. 7 . The plots show the real and imaginary parts of a 360 8 complex weighting matrix with the th row containing the 8 complex weights for the EIV at angle . The periodic pattern observed in Fig. 7 is with period 45 due to the symmetry of the probe configuration. The complex weighting matrix and are used to represent the complex weighting matrix obtained for vertically and horizontally polarized plane waves with AoA ranges from 0 to 359 with 1 step, respectively. The difference between and for m, m, m is shown in Fig. 8 (figures on the left) . The difference depends on the ratio between test area radius and ring radius . Simulation results show that complex weights for the two polarizations are practically the same for meters, which is consistent with the fact that the complex weights obtained with the EIV technique is independent of polarizations.
The difference between and for m, m, m is shown in Fig. 8 (figures on the right) . The difference between the two complex weighting matrix is due to the limited ring radius. As explained in Section II.B, ideal plane waves radiating from the probes are assumed. The complex weighting matrix obtained with the EIV technique is practically the same as the weights obtained with the PWS optimization technique for large case. The conclusion for relationship between test area size and number of probes is consistent for the PWS and the EIV techniques. For the PWS technique, the smaller the test area, the smaller number of required probes we need to maintain the field synthesized accuracy. For the EIV technique, the smaller the test area, the smaller number of required probes we need to reconstruct the received voltage. Note that for a multi-probe setup with m, complex weighting matrix and are practically the same. Depending on the number of samples selected for field synthesis and the number of plane waves for optimization, the PWS can be computationally heavy. While the EIV technique offer a closed form solution for large case. However, for small cases, the PWS technique offer better accuracy. Furthermore, accurate field synthesis is not sufficient to guarantee accurate resulting received voltage. The received voltage accuracy depends on the DUT antenna pattern, which can not be demonstrated by the PWS technique.
Measurement verification of the PWS technique is given in [5] . Good agreement between measurements and simulations has been achieved in terms of the received voltage, as an omnidirectional Satimo calibration dipole was used as the DUT.
B. Results for Prefaded Signal Synthesis (PFS) 1) Measured Radiation Pattern Results:
The measured radiation patterns of the DUTs are shown in Figs. 9 and 10. Due to the close-by antenna coupling impact, the dipole gain patterns are not omnidirectional. The measured phase patterns of the practical dipoles, vertically placed CTIA good and nominal antennas over DUT orientation follow sinusoidal curves quite well, as shown in Fig. 9 . However, the measured phase patterns of 45 slanted CTIA good and nominal antennas do not follow sinusoid curves at all (not shown). Phase patterns are quite inaccurate when the gain patterns are in deep fades. Deep nulls are present in the gain patterns for the two DUTs, as shown in Fig. 10 . The measured antenna pattern are used to calculate and as specified in (14) and (17), respectively. Table III summarizes the spatial correlation emulation error for all the DUTs in the four test scenarios. The ideal DUT denotes two omnidirectional antennas with antenna separation. for the practical dipoles present comparable accuracy when compared with ideal DUT case for all the test scenarios. However, the relative error level is higher for practical dipoles, as correlation over orientations for the ideal DUT ranges from 0.25 to 0.8, compared with from 0.45 to 0.7 for the practical dipoles, as shown in Fig. 11 .
2) Emulated Spatial Correlation Results:
in the test scenario A present better accuracy than in B for all the DUTs. This is expected since the test area performance is the best if the cluster is arriving to the test area from the direction where one of the OTA antennas are located (Scenario A), while the worst case is the cluster impinging from an angle exactly in the middle of two adjacent OTA probes (Scenario B). Emulation results in test scenario C and D present comparable accuracy. Test area emulation accuracy highly depends on the number of probes used in the setup. Therefore, emulation accuracy results in scenario C and D are much better than in A and B for all the DUTs, respectively. For test scenario A and B, the antenna patterns have a great impact on emulation accuracy. Maximum emulation error is 0.15 for the ideal DUT for test scenario B and up to 0.71 for the 45 slanted CTIA good antenna. Fig. 12 shows the target, emulated and measured spatial correlation for the vertically placed CTIA good antenna for test scenario B. The root mean square (RMS) emulation error is 0.29, although follows the tendency of very well over orientations. Fig. 13 shows the real and imaginary part of the target, emulated and measured spatial correlation for the 45 slanted CTIA good antenna for test scenario B. Although both the real and imaginary part of follow the tendency of , big deviations exist. If the antenna pattern variation is too high with respect to the number of probes, will be inaccurate. The antenna pattern hence have to be considered when investigating the required number of OTA probes. The antenna pattern impact on spatial correlation emulation accuracy in test scenario C and D is negligible. As shown in Fig. 14 , both the real and imaginary parts of follow accurately for the 45 slanted CTIA nominal antenna for test scenario C.
3) Measurement Results: Statistics of the deviation between the measured correlations from the emulated correlations for all the DUTs in all test scenarios are shown in Table III . Measurement verification of the ideal DUT with a virtual uniform linear array (ULA) can be found [17] . Measured spatial correlation for all scenarios generally matches accurately, as shown in Figs. 11-14 . RMS deviations of up to 0.05 can be found for the practical dipoles while the RMS deviation is up to 0.08 for vertically placed for the CITA good and nominal antennas. When placed 45 slanted, very few big deviations can be found in some orientations for the CTIA antennas while the RMS deviation levels are only slightly higher than the vertically placed cases. Deviations are likely due to the cable movement. During the antenna pattern and correlation measurements, the cables that connect the DUT to the VNA are moving and bending around the turntable. Different cable movements may happen during the antenna pattern and correlation measurements, and hence the measured antenna patterns might be different from the antenna patterns that the DUT presents during the correlation measurements.
4) Number of Required Probes for Accurate Spatial Correlation Reconstruction:
Results have shown depends on the target channel model. One criterion we should follow is that inside the test area, emulation accuracy should be sufficiently good even for the worst channel case. Fig. 15 shows the number of required probes for realistic DUTs for a Laplacian shaped PAS with and . The measured DUT radiation patterns are used to calculate for a given number of probes. Fig. 15 shows that we need only 8 probes for the dipoles within a test area size of with 0.05 rms error accuracy requirement. However, to obtain the same test area performance, we need as many as 14 probes for the 45 slanted CTIA good antenna. The number of probes, which is considered enough to obtain accurate for ideal DUTs [2] , [7] - [9] , [17] , is generally not sufficient for realistic DUTs.
V. CONCLUSION
This paper investigates the impact of the antenna pattern on test zone performance for multi-probe based MIMO OTA setup from the received voltage and spatial correlation point of view. The PWS technique for horizontal polarization is introduced, and simulation results show that complex weights for the two polarizations are practically the same for large . A novel closed form technique named the EIV technique to reproduce received voltage with arbitrary plane waves based on trigonometric interpolation is presented. The EIV technique presents practically the same complex weights as the PWS techniques for large MIMO OTA setups. We have shown that the received voltage accuracy depends not only on the field synthesis accuracy, but also on the DUT radiation pattern. The impact of the antenna pattern on the received voltage accuracy is ruled by the Nyquist sampling theory. We show that more probes are required for DUTs with bigger variation in the antenna pattern to obtain accurate received voltage. Furthermore, in the PFS method, the impact of the antenna pattern on spatial correlation accuracy is investigated. Simulation and measurement results show that the number of probes, which is considered enough to obtain accurate spatial correlation for ideal DUTs, is generally not sufficient for realistic DUTs with higher variation in the antenna pattern. For example, RMS emulation error for test scenario A with 8 uniformly spaced probes is 0.03 for the ideal DUTs for a test area of , while up to 0.29 for the 45 slanted CTIA good antenna. We show that only 8 probes are sufficient to achieve 0.05 rms error accuracy for the dipoles within a test area size of . However, to obtain the same test area performance, we need as many as 14 probes for the 45 slanted CTIA good antenna.
