The Block BiCGSTAB method is an efficient method for solving linear systems with multiple right-hand sides. However, when the number of right-hand sides is large, this method may not generate high accuracy approximate solution due to an error in the computation of matrix-matrix multiplication. In this paper, in order to improve the accuracy of the approximate solution, the recursions of the Block BiCGSTAB method are reconstructed by using the group-wise updating technique. Moreover, the convergence property of the proposed method is also improved when the number of right-hand sides is large.
Introduction
We consider solving linear systems with multiple right-hand sides:
where A ∈ C n×n is a nonsingular and non-Hermitian matrix, and X, B ∈ C n×L . The linear systems (1) appear in projection-based eigensolvers [1] , physical value calculation in lattice quantum chromodynamics (QCD) calculation [2] , and so on. Numerical methods for solving (1) are divided into direct methods and iterative methods. The LU factorization method, which is one of the direct methods, is an efficient method for solving (1) . However, when the dimension of the problem n is large, it is difficult to apply the direct methods in terms of the computational complexity and the memory requirement. As iterative methods for (1), Block Krylov subspace methods have been proposed such as the Block Conjugate Gradient (Block CG) method [3, 4] for Hermitian positive definite linear systems, and the Block Bi-Conjugate Gradient (Block BiCG) method [3] , the Block Quasi-Minimal Residual (Block QMR) method [5] , and the Block Generalized Minimal Residual (Block GMRES) method [6] for non-Hermitian linear systems. By using the Block Krylov subspace methods, the linear systems (1) can be solved simultaneously, and may solve in smaller number of iterations than Krylov subspace methods for linear systems with a single right-hand side. However, when the number L of the right-hand sides is large, we may not obtain high accuracy approximate solution of (1) due to the error which occurs in the computation of matrix-matrix multiplication.
In order to generate high accuracy approximate solution of (1), the Block BiCGGR method [7] , which is one of the Block Krylov subspace methods, has been proposed. The approximate solution generated by the Block BiCGGR method are often more accurate than that generated by the Block BiCGSTAB method [8] . However, when the number L of righthand sides is large, it has reported that the convergence property of the Block BiCGGR method becomes worse than that of the Block BiCGSTAB method [9] . Therefore, by improving the accuracy of the approximate solution of the Block BiCGSTAB method, it is expected that the robust method can be developed in terms of the convergence property and the accuracy.
In this paper, the recursions of the Block BiCGSTAB method are reconstructed for improving the accuracy of the approximate solution. We employ a technique called group-wise updating [10] for reconstructing the recursions. By using this technique, the recursions are reconstructed so that the computations that cause the accuracy degradation of the approximate solution are avoided. This paper is organized as follows. In Section 2, the Block BiCGSTAB method is described and the cause of the accuracy degradation of the approximate solution is analyzed. We propose the Block GWBiCGSTAB method by incorporating the group-wise updating technique into the Block BiCGSTAB method in Section 3. In Section 4, the convergence property of the Block GWBiCGSTAB method is improved by residual orthonormalization. In Section 5, the performance of the Block GWBiCGSTAB method is evaluated through numerical experiments. This paper is concluded in Section 6.
The Block BiCGSTAB method and the accuracy degradation of the approximate solution
In this section, first, we derive the Block BiCGSTAB method [8] . Then, the cause of the accuracy degradation of the approximate solution is evaluated. After that, the accuracy degradation of the approximate solution is numerically investigated by preliminary experiments.
Derivation of the Block BiCGSTAB method
Let X k+1 ∈ C n×L and R k+1 ∈ C n×L be the (k + 1)th approximate solution of (1) and the corresponding residual matrix, respectively. The approximate solution X k+1 is computed so that the following condition:
is satisfied. Here, B k+1 (A; R 0 ) is a Block Krylov subspace [11] defined as follows:
The corresponding residual matrix R k+1 is defined as
Here, H k+1 (A) ∈ C n×n and R (B) k+1 ∈ C n×L are the stabilization polynomial of order k + 1 with respect to A and the (k +1)th residual matrix of the Block BiCG method [3] , respectively. By introducing the auxiliary matrix P (B) k+1 ∈ C n×L , the matrix R (B) k+1 can be computed as follows:
Here, the matrices R (B) k+1 and P (B) k+1 belong to the Block Krylov subspace B k+2 (A; R 0 ). The matrices α k and β k are determined so that the following bi-orthogonality conditions:
are satisfied. Here, the matrixR 0 ∈ C n×L \{0} is an arbitrary matrix. The recursion of the stabilization polynomial H k+1 (A) is defined as follows:
where ζ k ∈ C. We construct the recursions for computing the residual matrix (2) .
can be computed by the following recursions:
By introducing the n × L auxiliary matrices
, the following recursions can be obtained: From Eqs. (2), (4) and (5) , the approximate solution X k+1 can be computed by the following recursion:
The matrices α k and β k are computed as follows so that the bi-orthogonality conditions (3) are satisfied.
The parameter ζ k is determined as follows so that ∥R k+1 ∥ F is minimized.
Here, ∥ · ∥ F denotes the Frobenius norm of a matrix. The algorithm of the Block BiCGSTAB method is summarized as shown in Fig. 1 . In this algorithm, two matrix-matrix multiplications with A per iteration are required for computing the matrices AP k and AT k .
Analysis of the gap between the recursive residual matrix and the true residual matrix
In this subsection, the cause of the accuracy degradation of the approximate solution of the Block BiCGSTAB method is analyzed. The residual matrix R k+1 computed by the recursion (4) is called recursive residual matrix. On the other hand, B − AX k+1 is called true residual matrix corresponding to X k+1 . Theoretically, R k+1 = B − AX k+1 . However, in general, this relation does not hold in finite precision computations. The gap between the recursive residual matrix R k+1 and the true residual matrix B − AX k+1 is analyzed. By expanding the recursions (6) and (4), the following equations can be obtained.
In Eq. (8), the matrices AP i and AT i are enclosed in parentheses because these matrices are computed as the matrix-matrix multiplication with A in advance. By using Eqs. (7) and (8), the true residual matrix B − AX k+1 is rewritten as follows:
Here, the error matrix E k+1 ∈ C n×L is defined as
The error matrix E k+1 represents the explicit form of the gap between the recursive residual matrix R k+1 and the true residual matrix B − AX k+1 , and causes the accuracy degradation of the approximate solution. E k+1 is theoretically O, but, in general, E k+1 O in finite precision computations. If ∥E k+1 ∥ > ∥R k+1 ∥ and if ∥R k+1 ∥ is a sufficiently small, the decrease of ∥B − AX k+1 ∥ stagnates around ∥E k+1 ∥. In particular, when the condition number of AP i is large, ∥E k+1 ∥ tends to increase.
Preliminary experiments
In this subsection, the relationship between the relative norm of the error matrix (∥E k ∥ F /∥B∥ F ) and the true relative residual norm (∥B − AX k ∥ F /∥B∥ F ) is evaluated. We introduce the following relative error of the matrix-matrix multiplication of AP k α k .
This value is also evaluated in preliminary experiments.
The test matrix poisson3Da [12] was used in the preliminary experiments. The dimension n and the number of nonzero elements of the test matrix are 13,514 and 352,762, 
respectively. The right-hand side B was set to B = [e 1 , e 2 , . . . , e L ], where e j ∈ C n×L is a jth unit vector. The initial guess X 0 was X 0 = O, and the elements of the matrixR 0 were given by the random number generator. The number L of right-hand sides was L = 1 and L = 4. If the condition ∥R k ∥ F /∥B∥ F ≤ 10 −16 was satisfied, then the iteration was stopped.
Histories of the recursive relative residual norm, the true relative residual norm, the relative norm of the error matrix, and the relative error norm of the matrix AP k α k are shown in Fig. 2 . We note that the relative norm of the error matrix ∥E k ∥ F /∥B∥ F was calculated by using Eq. (9). The recursive relative residual norm achieved to 10 −16 in both cases of L = 1 and L = 4. However, the true relative residual norm stagnated at 1.9 × 10 −14 for L = 1 and 5.8 × 10 −10 for L = 4. In this case, the relative norm of the error matrix increased to 1.9×10 −14 for L = 1 and 5.8×10 −10 for L = 4. Moreover, the maximum value of the relative error norm of AP k α k was almost the same as max i ∥E i ∥ F /∥B∥ F . From the above results, we found that the main cause of the accuracy degradation of the Block BiCGSTAB method was the error in the computation of the matrix AP k α k .
Accuracy improvement of the Block BiCGSTAB method
From the results of the preliminary experiments in Section 2.3, we can see that the error in the computation of the matrix AP k α k has a large influence on the accuracy of the approximate solution of the Block BiCGSTAB method. Hence, it is expected that the accuracy of the approximate solution can be improved by avoiding the computation of AP k α k . In this section, in order to avoid the computation of AP k α k , the recursions for the approximate solution X k+1 and the corresponding residual matrix R k+1 are reconstructed. As a technique for improving the accuracy of the approximate solution, the group-wise updating technique [10] has been proposed.
In this section, the recursions for X k+1 and R k+1 are reconstructed by using this tech-nique. Then, the gap between the recursive residual matrix and the true residual matrix is analyzed. After that, the performance of the proposed method is evaluated by preliminary experiments.
Reconstruction of the recursions by group-wise updating technique
In this subsection, the recursions for the approximate solution X k+1 and the corresponding residual matrix R k+1 are reconstructed by using the group-wise updating technique. The iteration number k is rewritten as k = ms + j. Here, s (≥ 1) is an integer parameter given by user, m ≡ ⌊k/s⌋, and 0 ≤ j ≤ s − 1. The recursion (6) for X k+1 can be rewritten as follows:
We introduce the auxiliary matrix U (l,s) q ∈ C n×L defined as follows:
By using the matrix U (l,s) q , the recursion for X ms+ j+1 can be expressed as follows:
The matrix U (m,s) j+1 can be computed by
The corresponding residual matrix R ms+ j+1 can be computed by the following recursion:
By using the recursions (10) and (11), the computation of (AP i )α i can be avoided. It is desirable to compute the parameter ζ ms+ j so that the ∥R ms+ j+1 ∥ F is minimized. However, since the proposed method does not compute the matrix AT ms+ j , the parameter ζ ms+ j which minimizes the residual norm ∥R ms+ j+1 ∥ F can not be computed. The residual matrix R ms+ j+1 can be expanded as follows:
Choose a parameter s (≥ 1), X 0 ∈ C n×L is an initial guess, In the Block BiCGGR method [7] , the parameter ζ ms+ j is computed so that ∥R ms+ j −ζ ms+ j AR ms+ j ∥ F is minimized. However, since the proposed method does not compute AR ms+ j , it is not possible to compute the parameter ζ ms+ j which minimizes ∥R ms+ j − ζ ms+ j AR ms+ j ∥ F . Instead, we compute the parameter ζ ms+ j which minimizes ∥P ms+ j −ζ ms+ j AP ms+ j ∥ F . As described above, the matrix P ms+ j − ζ ms+ j AP ms+ j is a part of the recursion of the residual matrix R ms+ j+1 . The detailed verification of the effectiveness of this strategy is our future work.
The proposed method is named as Block GWBiCGSTAB method. The algorithm of the Block GWBiCGSTAB method is summarized as Fig. 3 .
Analysis of the gap between the recursive residual matrix and the true residual matrix
In this subsection, the gap between the recursive residual matrix R ms+ j+1 and the true residual matrix B − AX ms+ j+1 of the Block GWBiCGSTAB method is analyzed. By expanding the recursion (11), the following recursion is obtained.
By using Eqs. (10) and (12), the true residual matrix B − AX ms+ j+1 is represented as follows:
The error matrix G ms+ j+1 ∈ C n×L is defined as
The error matrix G ms+ j+1 represents the explicit form of the gap between the recursive residual matrix R ms+ j+1 and the true residual matrix B − AX ms+ j+1 . In the case of s → ∞ and m = 0, the error matrix G j+1 does not occur as follows:
However, using large s may deteriorate the convergence property of the Block GWBiCGSTAB method. This situation will be shown in Numerical experiments (Section 5).
Preliminary experiments
The performance of the Block GWBiCGSTAB method is evaluated. The test matrix and the experimental conditions were the same as those in Section 2.3. Figure 4 shows the histories of the recursive relative residual norm, the true relative residual norm, and the relative norm of the error matrix of the Block GWBiCGSTAB method. We note that relative norm of the error matrix ∥G k ∥ F /∥B∥ F was calculated by using Eq. (13) . Here, the parameter s of the Block GWBiCGSTAB method was set to s = 30. In both cases of L = 1 and L = 4, the increase of the norm of the error matrix ∥G k ∥ F was suppressed. In particular, the relative norm of the error matrix ∥G k ∥ F /∥B∥ F was completely zero for k ≤ 30. The true relative residual norm was 9.4 × 10 −16 for L = 1 and 1.3 × 10 −15 for L = 4. The accuracy of the approximate solution was dramatically improved by avoiding the computation of the matrix-matrix multiplication AP k α k .
Improvement of the convergence property of the Block GW-BiCGSTAB method
When the number L of right-hand sides is large, the convergence property of the Block Krylov subspace methods tends to become worse. This situation comes from loss of linear independence among column vectors of n × L rectangular matrices. In [13] , it has reported that the orthonormalization of column vectors of the residual matrix improves the convergence property of the Block CG method. Therefore, this strategy is adopted to improve the convergence property of the Block GWBiCGSTAB method. The residual matrix R ms+ j+1 is factored as follows by the thin QR factorization.
whereR ms+ j+1 ∈ C n×L and ξ ms+ j+1 ∈ C L×L are the column orthogonal matrix which satisfieŝ R H ms+ j+1R ms+ j+1 = I, and the upper triangular matrix, respectively. By using the relation (14) , the recursion (11) can be rewritten as follows:
Here, the matricesÛ (m,s) j+1 ∈ C n×L and τ (m,s) j+1 ∈ C L×L are defined asÛ (m,s) j+1 ≡ U (m,s) j+1 ξ −1 ms and τ (m,s) j+1 ≡ ξ ms+ j+1 ξ −1 ms , respectively. The matricesR ms+ j+1 and τ (m,s) j+1 can be computed by performing the thin QR factorization ofR ms − AÛ (m,s) j+1 . The recursion for the approximate solution X ms+ j+1 (10) is represented as follows:
The recursions for T ms+ j , P ms+ j+1 and U (m,s) j+1 can be transformed aŝ
where the matricesT ms+ j ∈ C n×L andP ms+ j ∈ C n×L are defined asT ms+ j ≡ T ms+ j ξ −1 ms+ j and P ms+ j ≡ P ms+ j ξ −1 ms+ j , respectively. The matricesα ms+ j andβ ms+ j are computed aŝ
As with the Block GWBiCGSTAB method without residual orthonormalization, the parameter ζ ms+ j is determined such that ∥P ms+ j − ζ ms+ j AP ms+ j ∥ F is minimized. However, in the GWBiCGSTAB method with residual orthonormalization, since the matrices P ms+ j and AP ms+ j do not exist explicitly, the matrices P ms+ j =P ms+ j ξ ms+ j and AP ms+ j = AP ms+ j ξ ms+ j are computed for computing ζ ms+ j which minimizes ∥P ms+ j −ζ ms+ j AP ms+ j ∥ F . The parameter ζ ms+ j is computed as follows:
By summarizing the above equations, the algorithm of the Block GWBiCGSTAB method with residual orthonormalization can be obtained. We call this method the "Block GW-BiCGSTABrQ" method. "rQ" denotes residual orthronormalization. Algorithm of the Block GWBiCGSTABrQ method is shown in Fig. 5 . Here, qr( · ) denotes the thin QR factorization of a matrix.
Numerical experiments
In this section, the performance of the Block GWBiCGSTAB method is evaluated through numerical experiments. The effect of the parameter s of the Block GWBiCGSTAB method and the influence of the number L of the right-hand sides are investigated. The Block GWBiCGSTAB method is compared with the Block BiCGSTAB method and the Block BiCGGR method in terms of the true relative residual norm, the number of iterations and the elapsed time. If the true relative residual norm is sufficiently small, then the accuracy of the approximate solution is good.
The test problem used in numerical experiments was a linear system with non-Hermitian coefficient matrix A, which derived from the lattice quantum chromodynamics (QCD) calculation [14] . The size n and the number of nonzero elements of the matrix A is 1,572,864 and 80,216,064, respectively. The matrix A is constructed as A = I − κD, where the matrix D ∈ C n×n and κ ∈ R are the sparse matrix derived from the QCD calculation and the scalar parameter, respectively. In numerical experiments, the parameter κ was set to 0.1359. The
Choose a parameter s (≥ 1), X 0 ∈ C n×L is an initial guess,
0R ms+ j+1 /ζ ms+ j forβ ms+ j , P ms+ j+1 =R ms+ j+1 + (P ms+ j − ζ ms+ j AP ms+ j )β ms+ j End For End For right-hand side B was set to B = [e 1 , e 2 , . . . , e L ]. The initial solution X 0 was set to X 0 = O. The elements of the matrixR 0 were given by the random number generator. If the condition ∥R k ∥ F /∥B∥ F ≤ 10 −16 was satisfied, then the iteration of the Block Krylov subspace methods was stopped. The maximum number of iterations was 4,000. The thin QR factorization of the residual matrix was performed by the Cholesky QR2 method [15] .
Numerical experiments were carried out in double precision arithmetic on the workstation with CPU: Intel Xeon E5-2620v3 2.4GHz (6 cores) ×2, Memory: 64GiB of DDR4 2133MHz, Compiler: Intel Fortran ver. 19.0.0, Compile options: -qopenmp -axCORE-AVX2. All calculations were parallelized by OpenMP with 12 threads. The environment variable KMP_AFFINITY=compact was used for the thread allocation of OpenMP. 
The effect of the parameter s of the Block GWBiCGSTAB method
In this subsection, the effect of the parameter s of the Block GWBiCGSTAB method is evaluated. The numbers L of right-hand sides of linear systems solved in this subsection were 1 and 4. Figures 6 and 7 show the true relative residual norm as a function of the parameter s of the Block GWBiCGSTAB(rQ) method. From Fig. 6 , we can see that when L = 1, as the parameter s increased, the true relative residual norm decreased. The accuracy of the approximate solutions generated by the Block GWBiCGSTAB(rQ) method was more accurate than the conventional methods. As shown in Fig. 7(a) , except for s = 10, 40, 45, the accuracy of the approximate solutions generated by the Block GWBiCGSTAB method were comparable or better than those by the Block BiCGGR method. The number of iterations of the Block BiCGSTAB method and the Block GWBiCGSTAB method with s = 10, 40, 45 reached the maximum number of iterations. As shown in Fig. 7(b) , the accuracy of the approximate solutions generated by the Block GWBiCGSTABrQ method were more accurate than those by the Block BiCGGRrQ method except for the case of s = 40. When s = 40, unfortunately, the residual norm happened to rapidly increase at j = s − 1. This caused the accuracy degradation of the approximate solution. Fig. 8 , we can see that when L = 1, the number of iterations of the Block GWBiCGSTAB(rQ) method was almost the same as or larger than that of the conventional methods. As shown in Fig. 9(a) , the number of iterations of the Block GWBiCGSTAB method was almost the same as or larger than that of the Block BiCGGR method. The number of iterations of the Block BiCGSTAB method and the Block GWBiCGSTAB method with s = 10, 40, 45 reached the maximum number of iterations. As shown in Fig. 9(b) , when s ≤ 200, the number of iterations of the Block GWBiCGSTABrQ was almost the same as the conventional methods. For large s, the number of iterations of the Block GWBiCGSTABrQ method tended to increase. 
The influence of the number L of right-hand sides
The influence of the number L of right-hand sides on the true relative residual norm, the number of iterations, and the elapsed time of the Block Krylov subspace methods are investigated. In this subsection, in order to improve the convergence property of the Block Krylov subspace methods, the orthonormalization of the residual matrix is adopted for all Block Krylov subspace methods. The parameters s of the Block GWBiCGSTABrQ method were set to 1 and 50. Figure 12 shows the true relative residual norm as a function of the number L of righthand sides. When L = 1, the true relative residual norm of the four methods were smaller than 10 −14 . However, for L ≥ 2, the true relative residual norms of the Block BiCGSTABrQ method were the largest among the four methods. The true relative residual norms of the Block BiCGGRrQ method and the Block GWBiCGSTABrQ method with s = 1 were almost the same. Those of the Block GWBiCGSTABrQ method with s = 50 were the smallest among the four methods. When L = 100, the true relative residual norm of the Block BiCGSTABrQ method, the Block BiCGGRrQ method, the Block GWBiCGSTABrQ method with s = 1 and that with s = 50 were 1.7 × 10 −11 , 2.4 × 10 −14 , 2.5 × 10 −14 and 1.4 × 10 −15 , respectively. Figs. 13 and 14 , the number of iterations and the elapsed time per L of the Block BiCGSTABrQ method and the Block GWBiCGSTABrQ method were almost the same. However, for large L, those of the Block BiCGGR method were the largest among the four methods.
Conclusions
In this paper, we have analyzed the cause of the accuracy degradation of the Block BiCGSTAB method. The main cause of the accuracy degradation of the Block BiCGSTAB method is the error in the computation of the matrix-matrix multiplication of AP i α i . In order to avoid this calculation, we have proposed the Block GWBiCGSTAB method. The Block GW-BiCGSTAB method has developed by reconstructing the recursions of the Block BiCGSTAB method by using the group-wise updating technique.
By using larger parameter s of the Block GWBiCGSTAB method, this method can generate approximate solution with higher accuracy than the conventional Block Krylov sub- space methods. However, using larger s tends to degrade the convergence property of the method. By setting the parameter s appropriately, we found that the Block GWBiCGSTAB method shows almost the same convergence property as the Block BiCGSTAB method, and can generate the approximate solution with higher accuracy than the conventional methods.
The performance of the Block GWBiCGSTAB method strongly depends on the parameter s. How to determine the appropriate parameter s of this method is our future work.
