Chimera states are dynamical patterns in networks of coupled oscillators in which regions of synchronous and asynchronous oscillation coexist. Although these states are typically observed in large ensembles of oscillators and analyzed in the continuum limit, chimeras may also occur in systems with finite (and small) numbers of oscillators. Focusing on networks of 2N phase oscillators that are organized in two groups, we find that chimera states, corresponding to attracting periodic orbits, appear with as few as two oscillators per group and demonstrate that for N > 2 the bifurcations that create them are analogous to those observed in the continuum limit. These findings suggest that chimeras, which bear striking similarities to dynamical patterns in nature, are observable and robust in small networks that are relevant to a variety of real-world systems.
I. INTRODUCTION
Synchronization is an important feature of swarms of fireflies [1] , pedestrians on a footbridge [2] , systems of Josephson junctions [3] , the power grid [4] , oscillatory chemical reactions [5] and cells in the heart and brain [6] [7] [8] . Since the pioneering work of Winfree [9] and Kuramoto [10] , mathematical models of arrays of coupled oscillators have been used to gain insight into the origin of spontaneous synchronization in a variety of different settings [11] . In addition to uniform synchronous and asynchronous oscillation, many networks of oscillators are known to exhibit a type of partial synchronization known as a "chimera" state [12, 13] .
Chimera states are spatio-temporal patterns in which regions of coherence and incoherence coexist [14] . These patterns have been reported in analysis and simulation of coupled oscillators with a variety of network topologies [12, [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] and appear to be robust to a variety of perturbations [24] [25] [26] [27] [28] . Recently, they were also observed in experiments with optical [29] , chemical [30, 31] , mechanical [32] and electrochemical oscillators [33] . They bear a strong resemblence to patterns of electrical activity in the human brain [34] [35] [36] [37] .
When they coined the term "chimera" state, Abrams and Strogatz defined it as a state in which an array of identical oscillators splits into domains of synchonized and desynchronized oscillation. Recently Ashwin et al. formalised this idea into a definition of a "weak chimera" [38] such that one can prove the existence of, and investigate the stability and bifurcation of chimeralike solutions in small networks. For our purposes, we will use the term "chimera state" to refer to a trajectory in which two or more oscillators are synchronized (in phase and frequency) and one or more oscillators drift in phase and frequency with respect to the synchronized group; these are weak chimeras with the additional restriction of phase synchronization.
In nature oscillators often experience non-local interactions with other oscillators that promote synchronization. It is natural to model the dynamics on these networks using finite systems of differential equations. In models like the Kuramoto model, fully synchronized states can be understood as stationary solutions in a rotating frame of reference. Unfortunately, chimera states and other partially synchronized solutions are more difficult to characterize due to fluctuations in the local degree of synchrony, which is measured by an order parameter. As a result, until recently [38, 39] , little progress has been made in analyzing chimera states for finite networks.
Instead, theoretical investigations of chimera states often replace a finite network of oscillators (discrete) with an infinite network (continuum) [14, 17, 18, 40] . In the continuum limit, the order parameter is stationary for a variety of synchronized and desynchronized solutions, including chimera states. This makes it possible to characterize chimera states by solving an eigenvalue problem. Unfortunately, rigorous analysis of the detailed dynamics and stability of chimera states remains difficult, even in the continuum limit (it is possible in certain lower dimensional cases [40] ). So, researchers typically discretize the theoretical solutions from the continuum limit and assess the stability using numerical simulations with large ensembles of oscillators. The implicit assumption is that these two systems, one with an infinite number of oscillators and the other with a finite number, should behave in similar ways. However, at this time there is no rigorous justification for why this would need to be the case. Although there is evidence that this holds for certain coupling schemes [38] , there are cases where chimera states are stable in the continuum limit but not when the number of oscillators is finite. For example, Wolfrum and Omel'chenko [41] study a ring of oscillators with phases θ k described by
for k = 1, 2, . . . N where N is the number of oscillators. For finite N , and R proportional to N they show that chimera states are not attracting, but instead appear as chaotic transients. This means one can observe a period of chimera-like behavior for certain initial conditions but the duration of this period is finite. In large systems (N > 50) the observation of the collapse of a chimera in simulation is extremely rare, but in small networks (N < 25) the lifetime can be quite short. It is unknown to what degree these observations apply to other topologies.
Here we explore a simple network with two groups of oscillators. We show that in this network, the analogues of chimera states need not be transients -they exist as stable periodic orbits with as few as two oscillators per group. We start with the system studied in [17, 26, 42, 43] consisting of two groups of N phase oscillators with Kuramoto-Sakaguchi type coupling sin(ϕ + α) = cos(ϕ − β) for β = π/2 − α. We assume an inter-group coupling strength of ν = (1 − A)/2 and intra-group coupling µ = (1 + A)/2, where 0 ≤ A ≤ 1; figure 1 illustrates such a network. Let
II. TWO GROUPS OF
represent the phases of oscillators in groups 1 and 2 respectively. If all oscillators have the same natural frequency ω, then their phases are governed by
Note that the A and β used here are the same as those in Abrams et al. [17] . [17] .) The yellow and green shaded regions correspond to the respective regions of existence for stationary and breathing chimeras.
The dynamics of (2)-(3) were studied in the limit N → ∞ in [17] . Summarizing, they use the Ott/Antonsen ansatz [43, 44] to derive a set of ordinary differential equations (ODEs) satisfied by the complex order parameters for the two groups of oscillators (which measure the degree of synchrony within each group). A chimera state in our sense corresponds to one group being perfectly synchronized (so that the magnitude of its order param-
iθj is equal to 1) while oscillators in the other group are asynchronous (so that magnitude of its order parameter satisfies 0 ≤ |z| < 1). In this case, Abrams et al. derive a pair of real ODEs for the magnitude of the order parameter of the asynchronous group and the difference in phases of the two order parameters. Analyzing these equations on varying A and β, they obtain the behavior shown in Fig. 2 . For small β, as A is increased from zero, two chimera states (one stable and one a saddle) are created in a saddle-node bifurcation. As A increases the stable chimera undergoes a supercritical Hopf bifurcation, leading to a "breathing" chimera. Increasing A further results in this solution colliding with the saddle chimera in a homoclinic bifurcation, and no stable chimeras remain.
B. Dynamics for finite N
Generating initial conditions consistent with the stationary chimera in the continuum limit for varying N we obtain the trajectories for order parameter z = 1 N N j=1 e iθj shown in Fig. 3 . When N is small, it appears that the dynamics of the order parameter in the desynchronized group are dominated by fluctuations, a finite size effect not observed in the infinite N limit. As N increases, the magnitude of these fluctuations decreases and the dynamics approach those of the continuum limit. For N > 50 the dynamics of the order parameter are virtually indistinguishable from the results predicted by the continuum theory. For parameter values above the Hopf bifurcation shown in Fig. 2 we obtain the results shown in Fig. 4 . For large but finite N we see similar fluctuations superimposed on the oscillations of the order parameter shown in the N = ∞ case. However, such an oscillatory state does not appear to be stable when N is small, and it is not clear why this is the case. Therefore, at least for small N , the finite size effects dominate the dynamics and the intuition that one can gain from the N = ∞ case is limited.
In order to study these phenomena further it is helpful to reduce the dimensionality of the system. Watan- abe and Strogatz showed that arrays with N globallycoupled identical phase oscillators possess N − 3 constants of motion, provided that N > 3, for almost all initial conditions [45] . In other words, only three governing equations are needed to describe the dynamics. Pikovsky and Rosenblum [46] extend this analysis to networks with multiple groups [46] . We therefore consider their alternative parametrization of the system in which the dynamics of each group are governed by
for j = 1, 2, where
where
and the ψ (j)
k , with k = 1, . . . N , are the constants associated with the Watanabe and Strogatz transformation for population j. In this system, ρ j measures the degree of synchrony in group j (but it is not equivalent to the order parameter in Ref. [17] ). Φ j and Ψ j are related to the mean phase and spread of the phases of oscillators, respectively, within group j. Assume we are in a chimera state where ρ 1 = 1. Then γ 1 = 1 and
(9)
where Γ and ξ are functions of Ψ 2 and ρ 2 . Now for a uniform distribution of the ψ
/N (which is the appropriate choice for comparison with dynamics on the Ott/Antonsen manifold in the N → ∞ case) Pikovsky and Rosenblum [46] showed that
As N → ∞, we have γ 2 → 1, ξ → 0, Γ → ρ 2 and (11)- (12) decouple from (13) , resulting in equations (12) from [17] (after a redefinition of parameters). For finite N the equations are coupled. Simulating (11)- (13) with appropriate initial conditions for varying N we obtain similar results to those in Figs. 3 and 4 (results not shown) although as noted above, ρ 2 does not correspond exactly to the magnitude of the order parameter plotted there. In all of these chimera states observed, Ψ 2 decreases monotonically.
C. Dynamics and bifurcations for two groups of N = 4 phase oscillators
We now consider the case N = 4 in more detail. To understand the dynamics we place a Poincaré section, Σ, in the flow at Ψ mod 2π = π and record the values of ρ and ∆ as Ψ decreases through Σ. We drop subscripts for notational convenience and seek chimera states corresponding to periodic solutions of (11)- (13) . These correspond to fixed points of the first return map for Σ. Following this fixed point as A is varied and β = 0.1 we use numerical continuation to obtain the results shown in Fig. 5 .
As A is increased from zero a stable and unstable chimera are created in a saddle-node bifurcation. Increasing A further results in the stable chimera becoming unstable via a Hopf bifurcation. Integrating (11)- (13) for values of A above the Hopf bifurcation we obtain the results shown in Fig. 6 . This strongly suggests that the Hopf bifurcation is supercritical, and that the stable solution created at this bifurcation is destroyed in a global bifurcation as A is increased even further. This sequence of bifurcations is remarkably similar to the one observed Investigations for larger N (results not shown) suggest that as N → ∞ the curves of local bifurcations in Fig. 7 smoothly deform into the corresponding curves in Fig. 2 . However, the stability of solutions indicated in Fig. 5 is with respect to perturbations of just the variables in (11)- (13) , not to those in the original system (2)-(3). Simulations of (2)-(3) for N = 4 (again, not shown) suggest that chimera solutions shown as stable in When N ≤ 3, the Watanabe-Strogatz ansatz used above no longer applies. Instead, we consider the original system (2)-(3). In a chimera state, one group is completely synchronized while the other is not, so, without loss of generality, we look for solutions in which the second group is synchronized, i.e. φ i = φ for i = 1, . . . N and consider the phase differences ψ i = θ i − φ. In this rotating frame of reference, the dynamics of the desynchronized cluster decouple from the synchronized cluster and the phase differences ψ i satisfy
for i = 1, 2 . . . N . Note that, in general, this frame of reference does not have a constant frequency, because φ satisfies
Nonetheless, for the purpose of investigating the existence of chimera states, this equation can be ignored (in Appendix A we derive conditions under which having a synchronized group is stable). Setting N = 3 in (14) we find stable chimera states for some parameter values. In these states, all ψ i increase monotonically in time, and thus we can reduce the dimensionality of the system by again placing a Poincaré section in the flow at, say, ψ 3 mod 2π = π. The chimera state corresponds to a fixed point of the dynamics mapping this section to itself under the dynamics of (14) . Following such a fixed point as A is varied we obtain Fig. 8 . As in the N = 4 case, a stable and unstable chimera are created in a sadle-node bifurcation as A is increased from zero, then the stable one loses stability through a Hopf bifurcation.
Increasing A beyond the Hopf bifurcation and recording the times between successive crossings of the Poincaré section ψ 3 = π we obtain Fig. 9 , which suggests that the Hopf bifurcation is supercritical. However, the bifurcation associated with the appearance of the apparent period-5 orbit and its fate as A is increased further are unclear. Following the saddle-node and Hopf bifurcations as A and β are varied we obtain Fig. 10 . These curves of local bifurcations qualitatively form the same arrangement as in Figs. 2 and 7 , for N = ∞ and N = 4, respectively. As in the N = 4 case, numerical investigation of the full system (2)-(3) for N = 3 suggests that the chimera states marked as stable in Fig. 8 
do correspond to stable chimeras in (2)-(3).

III. DYNAMICS FOR TWO GROUPS OF N = 2 PHASE OSCILLATORS
For general identical phase oscillator networks with fewer than four identical phase oscillators, chimera states in our sense cannot occur; see for example [38] . The simplest case of our system (two groups of N = 2 clusters) in which a chimera state can occur is therefore a network with 4 oscillators. For convenience, we rescale time by a factor of (1 + A)/2 and consider the specific case of Eq. (14) with N = 2:
Note that Eq. (16) is invariant under symmetries ψ 1 → ψ 1 + 2πn and ψ 2 → ψ 2 + 2πn where n is an integer. It is also invariant under the symmetry (ψ 1 , ψ 2 ) → (ψ 2 , ψ 1 ). Any solution will either be preserved by these symmetries, or mapped to a new solution by the symmetry. Hence, any solution above the line ψ 1 = ψ 2 will have a symmetric solution below the line as well as translates shifted by 2πn in either direction.
We use sum/difference coordinates
to write (16) in the more compact form:
A. Invariant structures in phase space for N = 2
For N = 2 the system has an integral of the motion when β = 0,
This can be seen by computing
and observing that for β = 0 we have In addition, the symmetry of interchanging (ψ 1 , ψ 2 ) means that the line δ = 0 (which corresponds to ψ 1 = ψ 2 = σ) is invariant for all and A, β. Along this manifold, the flow is governed by
Two fixed points lie on this manifold: p 0 , for which ψ 1 = ψ 2 = 0, representing the fully synchronized solution, and p π , for which ψ 1 = ψ 2 = π, representing a solution in which oscillators within each group are synchronized but the two groups are π out of phase (antiphase) with each other (see Fig. 11 ). For 0 ≤ β ≤ π/2, the domain where chimera states are typically of interest, the fully synchronized solution p 0 is stable while the out of phase solution, p π , is a saddle. Linearizing (18) about the manifold δ = 0 gives
and thus this manifold may be repelling for some σ and attracting for others, depending on the values of A and β. For parameters of interest, there are also two pairs of fixed points with ψ 1 = ψ 2 , one pair, p 1 and p 1 , near (0,0) and another pair, p 2 and p 2 , near (π, π) (see Fig. 11 , Appendix B). p 1 and p 1 are mapped to one another by the operation (ψ 1 , ψ 2 ) → (ψ 2 , ψ 1 ), as are p 2 and p 2 . For concreteness, we say that p 1 and p 2 are above the diagonal, while p 1 and p 2 are below. All of these are unstable. Analysis of the Jacobian at these fixed points reveals that both p 1 and p 2 are saddles when A is small. As A increases, p 2 becomes an unstable spiral node. Eventually, at a critical value of A (see Appendix C) p 1 and p 2 collide in a saddle node bifurcation. In order to explore the solutions of Eqns. (16), we integrate the equations for a variety of initial conditions satisfying 0 ≤ ψ 1 , ψ 2 ≤ 2π; see Fig. 12 . For fixed β we observe two different types of long-term attracting behaviors. When β = 0, all trajectories remain on level curves of L that either connect pairs of neutrally stable fixed points or are infinitely long periodic orbits. For 0 < β 1, most initial conditions evolve toward the fully synchronized state (p 0 ). However, there is a set of initial conditions that give rise to a stable chimera solution where ψ 1 and ψ 2 increase indefinitely at an asymptotically linear rate, and for which ψ 1 (t) = ψ 2 (t). In order to understand this behavior better we now examine the (ψ 1 , ψ 2 ) phase plane as A is varied. This figure reveals a variety of different scenarios. When A is small, all trajectories converge to p 0 (the fully synchronous state). As A increases, a global bifurcation occurs (see Fig. 13(b) ). The nearly-vertical unstable manifold of p 1 (magenta) merges with part of the stable manifold of p 1 (blue), where by "p 1 " we mean, in this case, p 1 shifted vertically by 2π. This results in the creation of a periodic orbit with an infinite period. Beyond this bifurcation, a narrow "channel" bounded by the unstable manifolds of p 1 and p 1 forms. Initial conditions within this channel (including those along the magenta unstable manifolds) cannot approach any fixed point without crossing one of these stable manifolds (see Fig. 13(c)) , therefore, the lifetimes of these trajectories are infinitely long. Over time, they approach a periodic orbit that represents a chimera state. As A continues to increase, eventually the nearly-vertical unstable manifold of p 1 merges with a stable manifold of the image of p 1 under the action (ψ 1 , ψ 2 ) → (ψ 1 +2π, ψ 2 +2π) (see Fig. 13(d) ). This causes a second global bifurcation in which the two manifolds exchange orientations (see Fig. 13(e) ). Here the stable manifolds of p 1 and p 1 can be traced backwards indefinitely. Thus there are arbitrarily long transients in the system (which we refer to as 'backwards chimera states'), but all trajectories eventually approach p 0 . The lifetimes of these transients are displayed in Fig. 14 . Eventually, these "channels" completely vanish when p 1 and p 2 disappear as p 1 and p 2 approach each other (see Fig. 13(f) ) and undergo a saddle node bifurcation.
C. Bifurcations for N = 2
The bifurcations described above appear for a range of β values. As is the case for N = 3, the parameter values at which these bifurcations occur can be computed numerically by placing a Poincaré section in the flow, say at ψ 1 mod 2π = π. Following fixed points of the map from this section to itself we obtain the results in Fig. 15 . We see that the bifurcations observed when N = 2 differ from those found above for N = 3, 4 and in Ref. [17] for N → ∞. Stable periodic orbits in the flow first appear at the global bifurcation involving the unstable manifold of p 1 , as shown in Fig. 13(b) . As A increases, a supercritical pitchfork bifurcation of this orbit occurs and the stable periodic orbit splits into a pair of stable orbits and an unstable orbit. Eventually, both of the stable chimera states disappear when the second global bifuration occurs, as shown in Fig. 13(d) . The unstable periodic orbit persists for larger A. Following the bifurcations shown in Fig. 15 we obtain Fig. 16 . Although the bifurcations involved in creating and destroying chimera states are different than for the N > 2 cases, surprisingly, two types of stable chimeras still exist in a "wedge" in parameter space with one corner at the origin in (A, β) space. Although only the results of numerical calculations have been shown so far, in Appendix D we present analytical calculations of the left boundaries of the blue and green curves in Fig. 16,  (A 0 , 0) and (A 1 , 0) , respectively. 
IV. DISCUSSION/CONCLUSION
Chimera states have been observed in a variety of networks [12, 14-16, 18-23, 25, 26, 28-31] but perhaps the simplest network in which they are seen is one consisting of two groups of N oscillators each, with all-to-all coupling within and between groups [17, 24, 27, 32, 46] . Most analysis of chimera states has been in the continuum limit -where N is taken to be infinite -but here we have investigated the opposite limit, seeing how few oscillators were needed in a network in order to observe what could be referred to as a chimera. Surprisingly, we found that chimera states exist and are stable even for N = 2, and that the bifurcation scenarios for N > 2 are qualitatively the same as for N = ∞.
For N > 3 we used the Watanabe/Strogatz transformation and the prior calculations of Pikovsky and Rosenblum [46] to derive the three ODEs (11)-(13) which describe the asynchronous group of oscillators. For N = 4 we found a bifurcation scenario which was qualitatively the same as that for the N = ∞ case. For N = 3 we studied the three equations (14) for the phases differences between the two groups and also found a bifurcation scenario which was qualitatively the same as that for the N = ∞ case. The N = 2 case is described by the two ODEs (16) and the bifurcation scenario corresponding to this system is quite different from all other cases, as it involves global bifurcations and a pitchfork bifurcation.
Note that the chimeras discussed here are "weak chimeras" in the sense of [38] . In that paper, for the case N = 2 and a set of phase oscillators that reduces to the problem considered here for a special choice of parameters, attracting weak chimeras are found even in the limit ν → 0 for fixed µ.
For chimera states to be observable they must be robust with respect to hetereogeneity. Previous investigations have shown that they are robust with respect to non-identical frequencies [24, 25] (in the continuum limit) and removal of connections within a large but finite network [27] . The derivation of many of the equations in this paper has relied upon the oscillators having identical intrinsic frequencies, but we have verified numerically that the stable chimera states found here do persist when the intrinsic frequencies are randomly chosen from distributions with sufficiently small variances, for all N ≥ 2 (results not shown).
Another question that arises is whether these results can be extended to networks of oscillators which are not described by just a phase variable. Clearly chimera states are possible in these systems, as some of the first observations of chimera states were in networks of such oscillators [12, 15] (also see [47] [48] [49] [50] ). However, all of these studies considered large (or infinite) networks, and there is an open question as to whether the chimera states found here in small networks of phase oscillators exist in small networks of more general oscillators. In order to show that the manifold in which one group is synchronized is stable, we begin by considering considering equations (2)-(3). Moving into a rotating frame of reference, we let Φ i = φ i − φ and ψ i = θ i − φ where
After rescaling time by a factor of (1 + A)/2 and defining η(A) = (1 − A)/(1 + A), we obtain
Note that Φ i = 0 is an invariant manifold in equation (A2). We now derive conditions on ψ j , A, β such that this state is stable. To achieve this, we treat ψ j as external forcing functions and compute the Jacobian of equation (A2). It is straightforward to show that along the synchronized manifold (Φ i = 0) the Jacobian satisfies The eigenvector corresponding to λ 1 is 1 representing a uniform phase shift along the synchronized manifold. Thus the stability transverse to the manifold is determined by λ 2 . Rearranging, we observe that λ 2 < 0 is equivalent to Z > − sin β η(A) .
Z depends on the phases of the oscillators in the desynchronized group and its value cannot be determined a priori. However, it is clearly bounded by −1 ≤ Z ≤ 1. So the synchronized manifold is always stable for η(A) < sin β, or A > 1 − sin β 1 + sin β .
In practice, however |Z| remains close to 0 in a chimera state, so the synchronous group is stable to a variety of perturbations provided (the integrand has symmetry I(σ +π) = −I(σ)) meaning there is a periodic solution close to the curve L 0 = 0 that is a weak chimera for 0 < A. We compute
which has a unique zero for 0 < A 0 at
For 0 < β 1, if 0 < A < A 0 then M (0) < 0 and the periodic orbit is stable while for A > A 0 it becomes unstable at a pitchfork of (weak chimera) limit cycles.
The homoclinic connection between p 1 and p 1 (with both variables shifted by 2π) for 0 < β 1 can similarly be found by finding a value of A such that the chimera periodic orbit is at the level L 0 = 2A/(1+A) corresponding to the heteroclinic orbit of the integrable system at β = 0. On this orbit we can similarly calculate
and so in the limit 0 < β 1 the bifurcation is at Λ(2A/(1 + A)) = 0, meaning that
The heteroclinic connection between p 1 and p 1 (with one variable increased by 2π) is at A = 0 in the limit 0 < β 1, which is where the L 0 = 0 chimera solution has unbounded period. The values of A 0 and A 1 are shown in Fig. 16 .
