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Parallel evolution algorithmAbstract The continuous growth of air trafﬁc has led to acute airspace congestion and severe
delays, which threatens operation safety and cause enormous economic loss. Flight assignment is
an economical and effective strategic plan to reduce the ﬂight delay and airspace congestion by rea-
sonably regulating the air trafﬁc ﬂow of China. However, it is a large-scale combinatorial optimiza-
tion problem which is difﬁcult to solve. In order to improve the quality of solutions, an effective
multi-objective parallel evolution algorithm (MPEA) framework with dynamic migration interval
strategy is presented in this work. Firstly, multiple evolution populations are constructed to solve
the problem simultaneously to enhance the optimization capability. Then a new strategy is pro-
posed to dynamically change the migration interval among different evolution populations to
improve the efﬁciency of the cooperation of populations. Finally, the cooperative co-evolution
(CC) algorithm combined with non-dominated sorting genetic algorithm II (NSGA-II) is intro-
duced for each population. Empirical studies using the real air trafﬁc data of the Chinese air route
network and daily ﬂight plans show that our method outperforms the existing approaches, multi-
objective genetic algorithm (MOGA), multi-objective evolutionary algorithm based on decom-
position (MOEA/D), CC-based multi-objective algorithm (CCMA) as well as other two MPEAs
with different migration interval strategies.
ª 2015 The Authors. Production and hosting by Elsevier Ltd. on behalf of CSAA & BUAA. This is an
open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
In the past decade, the air transportation of the whole world
has increased rapidly. The increasing growth of the number
of ﬂights in the airspace has caused severe airspace congestion
which not only threatens the safety of airspace operation, but
also leads to massive economic loss. For instance, the ﬂight
Fig. 1 Description of airspace structure.
Strategic ﬂight assignment approach based on multi-objective parallel evolution algorithm with dynamic migration interval 557delay in China has wasted billions of dollars in the past
decades.1,2
How to reduce the air congestion and ﬂight delay is always
the research highlight for researchers from air trafﬁc manage-
ment.3 In general, this problem is solved by strategically
adjusting the departure time and ﬂight routes of the involved
ﬂights to balance the air trafﬁc ﬂow among different sectors.
For instance, when a sector is predicted to undergo congestion,
the involved ﬂights are delayed at the departure airports or
their routes are partly changed in order to avoid aggravating
the congestion of this sector. However, the ﬂight assignment
problem includes thousands of ﬂights with tightly coupled
decision variables and constraints, and it has been proved to
be NP hard which is very difﬁcult to deal with.
In the early research, the problem is simpliﬁed as a mono-
objective instance. The researchers assigned ground delays for
ﬂights in single or multiple airports, which is known as ground
holding program.4,5 With the aim to ensure safety and save
fuel energy, this strategy transfers the ﬂight time in the air to
the delay on the ground by optimizing the departure time for
ﬂights. Abad and Clarke proposed a routes assignment
method for ﬂights based on mixed integer linear programming
to reduce airspace congestion.6 However, when the number of
ﬂights increases, it will provide more ﬂexible solutions for con-
trollers with the consideration of both the time and the space
adjustment. Delahaye and Odoni introduced stochastic
optimization techniques to optimize the routes and time slots
simultaneously.7 They used genetic algorithm to solve the
problem.8,9 Bertsimas and Patterson presented an efﬁcient
deterministic approach with consideration of both the time
and route assignment.10 Sun et al. proposed a large-capacity
cell transmission model for air trafﬁc ﬂow management11–13
and applied integer program to solve it. Recently, the coopera-
tive co-evolution multi-objective algorithm (CCMA) was
introduced to resolve the ﬂight assignment problem in a simpli-
ﬁed network.14
These works only formulate the minimization of the air-
space congestion or the ﬂight delay as a mono-objective prob-
lem. However, in the real operation, controllers are more likely
to seek a good trade-off between the airspace congestion and
the ﬂight delay. Hence, Daniel et al. used a multi-objective
genetic algorithm (MOGA) to optimize the airspace conges-
tion and ﬂight delays at the same time.15 Real data in
French airspace is used to verify their method. Similar work
has been considered using the empirical data of China.16
However, MOGA is apt to fall into the local optima because
of the huge search space.
The parallel evolution algorithms (PEAs) show great super-
iority when dealing with large-scale combinatorial optimiza-
tion problems because there are several populations evolving
simultaneously. During the evolving process, different
populations will exchange individuals, which is called
migration.17–20 The migration interval is a critical problem in
PEAs which can affect the solution quality dramatically.21–23
Currently, the migration interval is considered as a
constant.24,25
In order to avoid premature and obtain better solutions, we
propose a multi-objective parallel evolution algorithm to solve
this problem. Firstly, multiple evolution populations are con-
structed to solve the problem simultaneously to improve the
optimization capability. Then, a dynamic migration interval
is proposed to improve the efﬁciency of the cooperation ofpopulations. Finally, the cooperative co-evolution (CC) algo-
rithm combined with non-dominated sorting genetic algorithm
II (NSGA-II) is introduced for each population. Experiments
with the real air trafﬁc data from the China air route network
and daily ﬂight plans show that the proposed approach can
improve the solution quality effectively and efﬁciently, and it
is superior to the existing approaches such as the multi-objec-
tive genetic algorithm (MOGA), the multi-objective evolution-
ary algorithm based on decomposition (MOEA/D), CC-based
multi-objective algorithm as well as other two MPEAs with
different migration interval strategies.
The paper is organized as follows. The problem for-
mulation is described in Section 2. Section 3 presents the
framework of the multi-objective parallel evolution algorithm
and the dynamic migration interval strategy. Experimental
results on the real data of the national route of China are given
in Section 4. Finally, we conclude the work in Section 5.
2. Problem formulation
A ﬂight path will be re-arranged with the extra cost as less as
possible when congestion happens.26 Fig. 1 demonstrates how
a ﬂight will choose another path. The rectangular airspace
includes several sectors and there are several waypoints (circle
points) in the sectors. It is supposed that a ﬂight from airport
A in the left bottom will ﬂy to airport B in the top right corner.
In real operation, the aircraft does not ﬂy along a straight line
from A to B. It will ﬂy along the waypoints between airport A
and airport B, because a waypoint is a navigation marker and
ﬂights need the information, such as the desired track and
heading direction, which can be provided by the ground
navaids. It is assumed that there are three paths passing
through different sectors from A to B in Fig. 1. For example,
if congestion in sector 6 becomes severe, then the ﬂight can
choose path 3 which does not pass through sector 6.
A ﬂight plan L is previously determined by the air trafﬁc
management department, airlines and airports which can be
described as follows:
L ¼ ðS1;Tin1;Tout1Þ;f ðS2;Tin2;Tout2Þ; . . . ; ðSk;Tin k;Tout kÞ; . . .g
ð1Þ
where Sk is the kth sector the aircraft will pass, Tin k is the time
slot it enters into the sector and Tout k is the time slot it leaves
the sector.
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Supposed that there are n ﬂights (F1, F2,. . ., Fn) with different
ﬂight plans. For each ﬂight ið1 6 i 6 nÞ, there is a pair of deci-
sion variable ðdi; riÞ associated with it, where di represents the
delay from the original departure time slot and ri is a feasible
route. If di is negative, it means the ﬂight will take off ahead of
the original time. Besides, for real operation consideration, di
should not be delayed or advanced too much and ri
should not much longer than the original path. So H and R
denote the slot set and the route set can be described as
follows:
H ¼ fdq;dq þ 1; . . . ;1; 0; 1; 2; . . . ; dp  1; dpg ð2Þ
R ¼ fr0; r1; r2; . . . ; rmaxg ð3Þ
where dp is the maximum delay, dq the maximum advance for a
ﬂight, r0 the best route and rmax the worst one. Our goal is to
ﬁnd the best departure time and routes for all the ﬂights from
the two ﬁnite sets. Hence, we can see that the ﬂight assignment
problem is a large-scale combinatorial optimization problem.2.2. Objective functions
With the consideration of ensuring safety and efﬁciency, the
airspace congestion and the total ﬂight delay are considered
as objectives which will be optimized at the same time. The
two objective functions can be descripted as follows.2.2.1. Airspace congestion
The workload of controllers of a sector can reﬂect the airspace
congestion. The workloadWtSk in a sector Sk at time t includes
two parts, the monitoring workload Wtmo;Sk and the coordina-
tion workload Wtco;Sk .
8 It can be roughly expressed as
WtSk ¼ Wtmo;Sk þWtco;Sk ð4Þ
where Wtmo;Sk is equal to the number of aircraft in the sector
and the coordination workload Wtco;Sk indicates the number
of aircraft passing through the boundaries of this sector at time
t. Wtmo;Sk can be deﬁned by
Wtmo;Sk ¼
1þMtSk  Ctm;Sk if MtSk > Ctm;Sk
0 else

ð5Þ
where MtSk means the number of aircraft in sector Sk at time t,
and Ctm;Sk the monitoring critical capacity of the sector at time
t.
Similarly, Wtco;Sk in Eq. (4) can be deﬁned by
Wtco;Sk ¼
1þ CtSk  Ctc;Sk if CtSk > Ctc;Sk
0 else

ð6Þ
where Ctc;Sk is the critical coordination capacity of sector Sk at
time t, and CtSk the number of aircraft passing the boundaries
of sector Sk at time t.
So the ﬁrst objective function can be deﬁned as follow:15
y1 ¼ min
Xk¼P
k¼1
X
t2T
WtSk
 !/
 ðmaxt2TWtSkÞ
u
0
@
1
A ð7Þwhere P is the number of sectors, T the considered time period,
and / and u weight factors. We can ﬁnd that the objective is to
minimize the total workload of all sectors. Besides, the more
congested sector Sk is, the higher probability sector Sk will
have to reduce workload. If there are 1000 ﬂights, 10 paths
and 10 time slots for each ﬂight, it can be concluded that the
solution space will be extremely large and up to1001000.
2.2.2. Total delay
The total delay consists of the delay on the ground and the
delay in the air. For ﬂight i, the ground delay can be expressed
as dsðiÞ ¼ jtn  tkj, where tk is the planned departure time slot
and tn is the actual departure time slot,. In general, the cost of
the air delay is three times of the ground delay. Hence, the air
delay can be presented as drðiÞ ¼ 3ðTr  T0Þ, where Tr is the
actual ﬂight time and T0 the shortest ﬂight time. With the con-
sideration of the equity between aircraft, the second objective
function for all the ﬂights is formulated by the quadratic sum-
mation of delays instead of a regular linear one:15
y2 ¼
XN
i¼1
ðdsðiÞ þ drðiÞÞ2 ð8Þ
The search space of the ﬂight assignment problem will be huge,
and its computation complexity can be obtained by
jspacej ¼
YN
i¼1
ðjRij  jHijÞ ð9Þ
where j  j denotes the cardinality of a set, N is the number of
ﬂights, and Hi and Ri denote the slot set and the route set of
ﬂight i.
3. Optimization framework
From the mathematical model mentioned above, it can be con-
cluded that the ﬂight assignment problem is a large-scale
combinational optimization problem with tightly coupled deci-
sion variables. In addition, its computational complexity is
NP-hard which is difﬁcult to solve.15
In order to improve the quality of solutions and avoid the
local optimal, an effective multi-objective parallel evolution
algorithm with a dynamic migration interval strategy is pro-
posed. The algorithm is described in Fig. 2. The main steps
are given as follows. Firstly, M populations are generated to
evolve simultaneously which can improve the search ability.
Secondly, in each population, a cooperative co-evolution algo-
rithm is used via dividing the complex problem into several
low-dimensional sub-problems.27,28 Then, each sub-problem
employs NSGA-II with the differential evolution (DE) algo-
rithm, which is a simple yet effective algorithm for global
optimization.29 At last, the optimal solutions are obtained
through cooperation of different sub-problems. For each pop-
ulation, there is a container called archive to store the best
solutions.
3.1. Multi-island parallel evolution algorithm
The multi-island parallel evolution algorithm is a popular
heuristic algorithm, which consists of several populations.
These populations can fully search the solution space and
obtain better solutions.
Fig. 2 Framework of the algorithm.
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population Pi can be denoted as
Pi ¼ fidi 1; idi 2; . . . ; idi psg ð1 6 i 6MÞ ð10Þ
where ps is the number of individuals in a population, and id is
a chromosome of the population.
If there are N ﬂights involving in this problem, the individ-
ual idi_j in each population indicating the chromosome coding
can be deﬁned by
idi j ¼ frij1; dij1; rij2; dij2; . . . ; rijN; dijNg ð1 6 j 6 psÞ ð11Þ
The ﬁtness functions are the two objectives in Eqs. (7) and (8).
In each island, the selection operator, crossover operator and
mutation operator are the same as the ones proposed by
Daniel et al.15
3.2. Dynamic migration interval (DMI)
The migration interval, determining how often migration
occurs, plays an important role in the effect of the MPEA
framework.24 In general, the migration interval is set as a con-
stant. However, with the proceeding of evolution, the best
migration interval may change dynamically. In this paper,
we present a strategy to change the migration intervaldynamically based on the diversity of the non-dominated solu-
tions obtained by parent populations. Next, the population
diversity and the dynamic migration interval strategy will be
described in detail.
3.2.1. Population diversity
Population diversity reﬂecting the spread of solutions is an
important indicator. As the process of evolution, population
diversity degrades gradually,23,24 which could result in prema-
ture. Although the entropy of each population is used to mea-
sure the diversity of the population for the mono-objective
function,25 it cannot be suitable for the multi-objective prob-
lem. Hence, a method to calculate the population diversity
for a multi-objective problem is presented, which is similar
to the classical method used to calculate the diversity of the
nondominated solutions in NSGA-II.30
Suppose that the non-dominated solution set in Fig. 3 is
fx1; x2; . . . ; xng and di represents the distance between xi and
xi+1 which is deﬁned by
di ¼ kfðxiÞ  fðxiþ1Þk2 ð0 < i < nÞ ð12Þ
where f is the vector of objective functions, and f ¼ ðf1; f2Þ.
Hence, the diversity indicator ggth of non-dominated solutions
at the gth generation is deﬁned by
Fig. 3 Non-dominated solution set.
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Xn1
i¼1
di  d
 
ðn 1Þd ð13Þ
where d ¼Pn1i¼1 di=ðn 1Þ. We can conclude that ggth indicates
the spread of the solutions. Especially, when d ¼ di for all the
solutions, ggth ¼ 0. The smaller ggth is, the larger the pop-
ulation diversity is.
3.2.2. Dynamic migration interval strategy
The migration interval determines the frequency of individual
migration which plays an important role in the quality of solu-
tions under the MPEA framework. A constant migration inter-
val is used in most experiments. With the proceeding of
evolution, the diversity of solutions may deteriorate sharply,
so constant migration interval is not the best choice for all
the generations.
In this paper a dynamic migration interval strategy based
on the diversity of the parent solutions is presented to solve
this problem. After each generation, the diversity of solutions
obtained from current population will be calculated. When it
deteriorates obviously, which may cause the local optima,
the migration will be applied. The individuals from other pop-
ulation can help to jump out from the local optima. A ﬂag
variable F(g) is introduced to control the migration which is
deﬁned by
FðgÞ ¼ 1 if g 6 k or ggth > p gðgkÞth
0 otherwise

ð14Þ
where ggth is the diversity of solutions in the gth generation and
k is a constant integer which represents the generation gap. In
order to avoid frequent migration, a scale factor p is multiplied
with gðgkÞth.
F(g) controls the migration frequency following the rules:
when F(g) is 1, migration will be applied; when F(g) is 0, migra-
tion is not used.Table 1 Parameters of experiments.
Parameters Description MOGA
Popsize Population size 100
Maxgen Max generation 150
pc Crossover probability 0.9
pm Mutate probability 0.14. Experiments
In this paper, we use the real air trafﬁc data of China including
ﬂight plans, the national route network and the sectors to test
and verify the efﬁciency of the algorithm. The national route
network of China consists of 1706 legs, 940 waypoints and
150 airports. The ﬂights are classiﬁed as light, medium and
heavy with different speeds of 700 km/h, 800 km/h and
900 km/h.
The algorithms, such as our proposed method, MOGA,
MOEA/D31 and cooperative co-evolution-based algorithm,
in this work were implemented in C++, and the simulations
were performed on a server with an E5620 2.4 GHz CPU with
12 GB RAM. For each algorithm, the results were collected
and analyzed on the basis of 15 independent runs. Besides,
the proposed approach was realized by multithreaded pro-
gramming. Then, the optimization of all the islands and sub-
problems of each population can proceed separately and
simultaneously which can reduce the computation time. The
parameter M is 5, the maximum delayed time is 45 min, and
the maximum number of routes of each ﬂight is 10. Two
weight factors in Eq. (7) are set as / ¼ 0:9, u ¼ 0:1. In Eq.
(14), k= 5, p= 1.05. Other parameters used in all the experi-
ments are listed in Table 1.
4.1. Comparison with other algorithms
In order to test the effectiveness of MPEA, in this part, we will
compare the proposed MPEA with some existing algorithms,
including the classical MOGA, MOEA/D, and a CC-based
multi-objective algorithm (CCMA). In the experiment, we con-
sider two scenarios, 960 ﬂights and 1664 ﬂights. The results cal-
culated based on 15 independent runs were analyzed
statistically.
For evaluating the performance of the solutions obtained
by each of the algorithm, three typical metrics are adopted:
the convergence metric c,30 the spread metric D,31 and the
Hypervolume metric IH.
32 c suggests the average Euclidean
distance from the obtained non-dominated solution set to
the actual Pareto front. D indicates the diversity of solutions
along the Pareto front. IH can evaluate the convergence and
the extent of spread of the solutions without the real Pareto
front.
Tables 2 and 3 show the average value of IH, c and D over
15 independent runs of the algorithms for the two scenarios
respectively. In each row of the table, the best value is high-
lighted in boldface. It can be seen from the tables that
MPEA outperforms the other three algorithms in terms of
IH, c and D. Moreover, when the number of ﬂights increases,
MPEA performs much better. It can be concluded that
MPMA has superiority to solve this large-scale problem.MOEA/D CCMA MPEA
100 100 100
150 150 150
0.9 0.9 0.9
0.1 0.1 0.1
Table 3 Comparison of different existing algorithms for 1664
ﬂights.
Algorithm IH (10
12) c (104) D
MOGA 3.6509 2193.1 1.0113
MOEA/D 77.791 1137.3 1.0409
CCMA 205.23 385.42 1.0243
MPEA 229.50 6.1393 0.5597
Table 2 Comparison of different existing algorithms for 960
ﬂights.
Algorithm IH (10
12) c (104) D
MOGA 12.970 668.65 1.0077
MOEA/D 21.090 193.50 1.2706
CCMA 34.922 34.252 1.0524
MPEA 36.274 0.9461 0.9980
Table 4 Comparison of different migration interval strategies
for 960 ﬂights.
Algorithm IH (10
12) c (104) D
DMI 0.19275 1.3418 1.0219
CMI 0.16156 3.1351 1.1707
RMI 0.17743 2.1757 1.2152
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four algorithms. The horizontal axis represents airspace con-
gestion which is related to the congestion in each sector as
the Eq. (7) describes. The vertical axis indicates the cost of
delay which includes the cost of delay on the ground and the
cost of extra ﬂying distance in the air. Safety and cost is a pair
of contradiction. In practical operation, with consideration of
the workload, the air trafﬁc controllers in general choose the
suitable solutions to balance the cost and congestion. From
Fig. 4 it can be concluded that MPEA performs the best
because its solutions can dominate those obtained by other
algorithms. Besides, it can be seen that MOGA has the worst
performance, and CCMA performs better than MOEA/D, but
MOEA/D has good performance in terms of diversity.
From the experimental results, we ﬁnd that MPEA per-
forms better than the other three methods for the two scenar-
ios. While the ﬂight assignment problem has a large searching
space which also increases exponentially over the number of
ﬂights, MOGA has difﬁculty in ﬁnding feasible solutions in
this problem. Though MOEA/D can get the solutions with
better spread, it can easily fall into local optimum and evolves
slowly in the later generation. CCMA divides the complexFig. 4 Comparison of different algoritproblem into several low-dimensional sub-problems which is
easier to solve, and it performs better than MOEA/D.
However, the variables and constraints are so tightly coupled
to ﬁnd better solutions. The proposed MPEA adopts an effec-
tive multi-island parallel evolution framework which can
improve the optimization capability. Besides, the dynamic
migration interval strategy can further avoid premature and
improve the solution quality.
4.2. Comparison of dynamic migration interval strategy with
others
The ﬁrst experiment has justiﬁed the superiority of MPEA
over the existing methods. It is still unclear how the dynamic
migration interval strategy works. To investigate this issue,
we have compared MPEA with other two migration interval
strategies. These algorithms share the same settings except
for the migration interval strategy. They are brieﬂy described
as follows:
(1) Constant migration interval (CMI): The migration inter-
val is set as a constant. It means that the subpopulations
will exchange individuals after a constant interval. In the
experiment, the constant interval is set as 5.
(2) Random migration interval (RMI): The migration inter-
val is controlled by a parameter pr between 0 and 1. In
each generation, if pr is larger than a random number
between 0 and 1, the migration will be applied. Here,
pr is set as 0.2.
Tables 4 and 5 show the results by the three compared
methods in terms of the values of the metrics over 15 indepen-
dent runs of the algorithms when the number of ﬂights is 960hms for 960 ﬂights and1664 ﬂights.
Table 5 Comparison of different migration interval strategies
for 1664 ﬂights.
Algorithm IH (10
12) c (104) D
DMI 2.4138 6.1393 0.5597
CMI 1.7418 33.502 0.9049
RMI 1.7138 36.342 0.9358
562 X. Zhang et al.and 1664 respectively. From the tables we can see that in the
two scenarios, DMI has the least D which means the solutions
distribute uniformly. Furthermore, it can get the least c; indi-
cating that the solutions are closer to Pareto Front. With
respect to IH, DMI shows superior performance than other
two strategies. It can be concluded from the tables that the
dynamic migration interval strategy outperforms other two
strategies.
The superiority of DMI can be analyzed from Tables 4 and
5. During the process of evolving, after each generation, the
diversity of solutions will be calculated. When the solutions
will converge to a local optima, the individual migration
operation will be applied which can improve the search
capability. So DMI can get better solutions in convergence
and diversity.
Furthermore, like the ﬁrst experiment, the non-dominated
solutions of the compared strategies are depicted in Fig. 5.
The vertical axis indicates the cost of delay which includes
the cost of delay on the ground and the cost of extra ﬂying dis-
tance in the air. Fig. 5 shows that the dynamic migration inter-
val strategy performs better than others and almost all non-
dominated solutions obtained by DMI can dominate the ones
obtained by other strategies especially for scenario 2. When the
number of ﬂight is 960, DMI could not achieve obvious advan-
tages compared with other strategies. When the number comes
to 1664, DMI performs much better than the other two strate-
gies especially with respect to the total delay. With the same
airspace congestion, DMI can reduce total delay sharply. It
can be concluded that when the scale of the problem increases,
the diversity of solutions may deteriorate sharply, which can
cause local optima. However, the CMI strategy and the RMI
strategy are not so efﬁcient by adjusting the frequence ofFig. 5 Comparison of different migration interindividual migration in a blind and passive way. On the con-
trary, the DMI strategy based on the diversity of the parent
solutions can effectively avoid local optima.
5. Conclusions
With the rapid development of air transportation, ﬂight delay
and airspace congestion have become more and more serious
which lead to huge economic loss and threaten the safety of
passengers, so it is very important to assign the ﬂight economi-
cally and effectively:
(1) An effective multi-objective parallel evolution algorithm
(MPEA) framework is developed in this paper to deal
with the ﬂight assignment problem. In this framework,
there are several populations evolving simultaneously
to different directions, so it can avoid sinking into local
optima.
(2) Firstly, multiple evolution populations are constructed
and in each population, the cooperative co-evolution
algorithm combined with NSGA-II is introduced to
solve the problem. Cooperative co-evolution algorithm
adopting the idea of divide-and-conquer strategy is used
in each population as the global optimization method.
(3) Moreover, a specially designed dynamic migration inter-
val strategy is presented to further improve the searching
capability. The strategy dynamically changes the migra-
tion interval according to the diversity of obtained solu-
tions which will guarantee the distribution of solutions
at a satisﬁed level.
In order to test and verify the effectiveness and feasibility of
the proposed method, empirical studies using the real trafﬁc
data of the Chinese air route network and daily ﬂight plans
are used which show that our approach outperforms the exist-
ing approaches including the multi-objective genetic algorithm,
the well-known multi-objective evolutionary algorithm based
on decomposition, a CC-based multi-objective algorithm and
MPEAs with other two migration interval strategies. In the
future, we will improve the model to consider the inﬂuence
of severe weather.val strategies for 960 ﬂights and 1664 ﬂights.
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