Many recent tracking algorithms rely on model learning methods. A promising approach consists of modeling the object motion with switching autoregressive models. This article is involved with parametric switching dynamical models governed by an hidden Markov Chain. The maximum likelihood estimation of the parameters of those models is described. The formulas of the EM algorithm are detailed. Moreover, the problem of choosing a good and parsimonious model with BIC criterion is considered. Emphasis is put on choosing a reasonable number of hidden states. Numerical experiments on both simulated and real data sets highlight the ability of this approach to describe properly object motions with sudden changes. The two applications on real data concern object and heart tracking.
Introduction
It was recently proposed the use of switched dynamical systems to describe the evolution of object contours in video sequences ( [1] [2] [3] ). This type of models allows to describe complex motion dynamics with abrupt changes by using a set of dynamical systems, each of them being tailored to a speciÿc type of motion or shape conÿguration. For example, a tra c monitoring system in which cars are being tracked could use di erent models to track di erent types of motion and manoeuvres. It is assumed that at each instant of time only one dynamical system is active i.e., the observed data is produced by one of the systems at each instant of time but we do not know which. Switching between two di erent models can occur at any moment. A discrete Markov process is used to model the switching process.
The estimation of the state vector and active model can be performed by using nonparametric methods (e.g., particle
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ÿlters [1] ) or parametric methods (e.g., based on mixtures of Gaussian distributions, [2] or [4] ). In many applications, the switched models are supposed to be known or are identiÿed from previous learning samples. A notable contribution, in the object tracking domain, to identify and exploit a switching model in the same exercise is the paper of North [3] which proposes a Monte Carlo EM algorithm (see Tanner [5] ) to identify a multi-class dynamical model. Their model is analogous to the one we present here. But their so-called CONDENSATION algorithm is painfully slow since it involves a large amount of sampling operations in order to obtain a reliable identiÿcation of the model dynamics. They proposed complexity improvements by using importance sampling [3] , but by its very nature, Monte Carlo EM remains a time consuming algorithm. They were obliged to consider a Monte Carlo approximation of the EM algorithm because they were facing a di cult problem where the observed data are noisy and mainly where there is no one to one mapping between the observed data and the true signal. In the present paper, we restrict attention to situations where there is such a one to one mapping between the observations and the sequence of mixed states. This is a less general situation than the one considered by North [3] , but it is a situation recovering most of the applications. We model the switching dynamical system with an hidden Markov chain, the unobserved Markov chain being the sequence of unobserved labels indicating the active model at each instant. Thus, taking proÿt of the incomplete data structure, we derive the exact EM algorithm for maximum likelihood estimation of the model parameters without needing Monte Carlo approximations. By the way, we provide a much faster algorithm for an e cient identiÿcation of such multi-class systems. Moreover, we give elements to answer the question of choosing the number of models to be switched for a speciÿc application by using penalized likelihood criteria as the BIC criterion (see for instance [6] ).
The paper is organized as follows. In Section 2, we describe the hidden Markov model (HMM) used in this paper. In Section 3, the formulas of the EM algorithm for this particular HMM are detailed. In Section 4, the model selection problem is considered and we derived possible penalized criteria for choosing among several speciÿc models, focusing essentially on the number of hidden states. In Section 5, we present illustrative numerical experiments on both simulated and real data sets and a short discussion section ends the paper.
The model
Let (Ct); t ∈ [0; T ], be the contour of an object to be tracked in a video sequence and let xt be a vector of parameters which characterizes the object contour at the time instant t (see Ref. [7] for details). In this paper we shall consider a system identiÿcation problem: given a set sequence x = (x1; : : : ; xn), we wish to estimate a switched dynamical model which describes the data.
Thus, we consider an observed sequence x1; : : : ; xn in R d and a hidden sequence z1; : : : ; zn in {1; : : : ; m} such that
where the wt are independent random variables following a normal distribution with mean 0 and variance matrix S zt , and wt and x are independent variables if t ¿ . Moreover the sequence (zt) is supposed to be an ergodic Markov chain with transition matrix B of dimension m where
Let Â=(Ai; Si; i=1; : : : ; m; B) be the vector-valued parameter of the model. The parameters are usually unknown and need to be estimated from the data.
Learning algorithm
This model is a hidden Markov model where the missing data are the hidden labels z1; : : : ; zn. However there are some di erences with respect to the most common hidden Markov chain models used for instance in speech recognition (see Rabiner [8] ) since the observed data are not conditionally independent, given the hidden Markov states. But, as it happens with the ordinary hidden Markov chains it is advantageous to make use of the EM algorithm to estimate the parameter through the maximum likelihood approach (see for instance McLachlan and Krishnam [9] ). In this section, we detail the EM algorithm for the switching dynamic model we consider.
An iteration of this algorithm consists of computing the expected value of the complete loglikelihood of Â with respect of the missing data z = (z 1; : : : ; zn), knowing the observed data x = (x1; : : : ; xn) and a current value of the parameter (E step) and then deriving the parameter value maximizing this expected loglikelihood (M step).
Assuming a speciÿc initial condition for x1 and z1 the complete loglikelihood of Â is
where p(xt | zt; xt−1; Â) is the density of a Gaussian distribution with mean Az t xt−1 and variance matrix Sz t , p(x1 | z1; Â) is the initial distribution of the state vector and p(z1) is the initial distribution of the hidden state. Thus up to an additive constant, the complete loglikelihood of Â is
Since it is di cult to maximize directly the observed likelihood L(x; Â)=ln P(x|Â), it is convenient to take proÿt of the missing data structure of the model with the EM algorithm which consists of an iterated maximization of the expectation of the complete loglikelihood knowing the observed data
In the present context, the essential task of the E step is computing the conditional probabilities of the hidden states z knowing x and a current value of the parameter Â. This can be performed using a forward-backward algorithm as described in Muri [10] . Actually, using Markov property, we get P(z|x; Â) = n t=2 P(zt|zt−1; x; Â) P(z1|x; Â) and, for all t = 1; : : : ; n, P(zt|zt−1; x; Â) = P(zt; zt−1|x; Â) P(zt−1|x; Â) :
Both terms are computed in the forward-backward algorithm described hereafter in the E step of the EM algorithm. In the following the upper index r will denote the current parameter estimates at the rth iteration of EM. Moreover, we will denote x t 1 = (x1; : : : ; xt) and z t 1 = (z1; : : : ; zt).
E step
This step consists of computing the conditional distribution of the hidden sequence z given x and Â r . It is decomposed into two recursions, the forward and the backward recursions and is leading to the computation of P(zt−1; zt|x; Â r ) and P(zt|x; Â r ) by the formulas (4) and (5) derived below.
Forward recursion
This recursion consists of solving the prediction equation and the ÿltering equation to update the distribution of zt given past and current measurements.
The prediction equation is as follows for all j = 1; : : : ; m and t = 1; : : : ; n
The ÿltering equation is as follows for all j = 1; : : : ; m and t = 1; : : : ; n
Thus, using Markov property for (xt), we get
Backward recursion
This recursion consists of solving the smoothing equation to obtain P(zt−1; zt|x; Â r ) and P(zt|x; Â r ). We have
and from the independence of the future observations given zt
Thus by Bayes formula
and using the independence of zt and x , t ¿
And we have
which, from Eq. (4), can be written
; that is
Remark. There is no need to compute the joint probability P(zt−1 =i; zt =j|x; Â r ) in order to compute P(zt−1 =i|x; Â r ). (The backward recursion (5) is self content.)
Finally the E step consists of (1) Starting from P(z1 = j|x1; Â r ) for j = 1; : : : ; m (computed using the initial conditions of the processes (xt) and (zt)) compute P(zt=j|x t−1 1 ; Â r ) and P(zt=j|x t 1 ; Â r ) for j = 1; : : : ; m using the forward step. (2) Then it is possible to derive P(zn = i|x; Â r ) for i = 1; : : : ; n using the ÿnal result of the forward step. And, using the backward step, we get P(zt−1 =i; zt =j|x; Â r ) and P(zt−1 = i|x; Â r ) for i = 1; : : : ; m and j = 1; : : : ; m.
M step
The M step consists of updating the estimate of the unknown parameter Â by maximizing the current expectation of the complete likelihood
where
We have from (2)
Thus, denoting A=(A i ; i=1; : : : ; m) and S=(S i ; i=1; : : : ; m), Q(Â|Â r ) is of the form Q1(A; S|Â r )+Q2(B|Â r ) and we have
and
And, thus, we deduce straightforwardly the update values A r+1 and S r+1 from the m.l. equations given in [3] .
Eq. (6) can be rewritten
In the same manner, the update of B is derived straightforwardly in this HMM context (see for instance Ref. [10] or Ref. [11] ). For those alternative models, it is possible to derive the update estimation of S i in the M step without di culty. It is often useful to know the most probable sequence of hidden dynamic models given the observed data x and the estimateÂ obtained with the above EM algorithm. This can be achieved with a Viterbi-like algorithm that we now describe. Following Ref. [11] , it takes the following form. Denoting for j = 1; : : : ; m and t = 1; : : : ; n t (j) = max
Â being the m.l. estimate of Â obtained at the convergence of the EM algorithm, we proceed to the following forward and backward steps.
Forward step
Starting from 1( j) = P(z1 = j)P(x1|z1 = j; ;Â) compute for j = 1; : : : ; m and t = 1; : : : ; n t (j) = P(xt|xt−1; zt; Â r ) max
r (i; j):
Backward step
Starting from zn = arg max i=1; :::; n n(i) compute for t = n − 1; : : : ; 1,
Choosing an honest model
An important question when using a multi-class model, is to choose a reliable model, containing enough parameters to ensure a realistic ÿt to the learning data set, but not too much to avoid overÿtting and poor performances for future use of the model. In our context, a particular type of variance matrices S i , i = 1; : : : ; m, was chosen to reduce the number of free parameters. More important is to determine a reliable number m of hidden states. A classical way to deal with this dimension selection problem is to minimize a penalized loglikelihood criteria, of the form "Deviance+Penality", where
L(Â|x) being the observed loglikelihood evaluated at the parameter value maximizing it. The deviance is a measure of the ÿt of the model to the learning sample x. The Penalty term is an increasing function of the number of free parameters in the model (see for instance Burnham and Anderson [6] ). Thus the art of model selection lies on choosing a good penalty function. For instance the BIC criterion, ÿrst proposed by Schwarz [12] , and which can be regarded, in the Bayesian framework, as an approximation of the integrated loglikelihood L(x) = L(Â|x) (Â) dÂ, (Â) being a noninformative prior distribution on the parameter Â (see Kass and Raftery [13] ), is as follows for a model M
M denoting the number of free parameters of the model M . It has been proved to be reliable on an empirical ground for mixture models (see for instance Roeder and Wasserman [14] ) and, on a theoretical ground, it has been proved to provide a consistent estimate of the dimension of a hidden Markov model under reasonable assumptions (Gassiat [15] ). Another well-known criterion is the AIC criterion of Akaike [16] which makes use of the less stringent penalty term 2 M and which, in many circumstances, is expected to select too complex models (see Burnham and Anderson [6] ). In the present paper, we use the BIC criterion to select the number of hidden states of the models we experimented.
In order to derive penalized loglikelihood criteria as BIC, it is necessary to calculate the observed likelihood value of the parameter estimateÂ, '(Â|x) = p(x1; : : : ; xn|Â):
It is possible to compute this likelihood directly from the output of the EM algorithm as follows. We have
Remarking that for t = 1; : : : ; n, we have for any j = 1; : : : ; m p(xt|x t−1
the observed likelihood can be derived straightforwardly from the ÿltering equation (3) at the last iteration of EM.
Experimental results
This section presents experimental results with synthetic and real images to test the performance of the proposed algorithm.
Synthetic data

Example 1-model learning
The ÿrst example is an experiment in which we try to estimate the parameters of a switched dynamic model from a sequence of synthetic images. This example considers an object contour moving according to three di erent dynamics. The object shape is assumed to be known and only translation motions are considered. A state vector sequence xt with 3500 samples was generated according to Eq. (1). At each time the state vector contains the displacement coordinates, thus xt ∈ R 2 . This experiment was performed with the following dynamic matrices 
and variance S i = I; i = 1; 2; 3. In this example the number of models is assumed to be known and the following initializations were used 
The goal is to estimate the di erent dynamics as well as the covariance matrices which characterize the trajectory of the object. One way to visualize di erent dynamical models in the context of shape tracking consists of showing the reference shape at a given position and orientation together with the predicted shapes according to the di erent dynamical models. The parameters of the predicted shapes are given bŷ xt = A i xt−1, where i denotes the index of the active model. Fig. 1(a) shows the reference shape at position (1; 1) (bold solid line) and the predicted shapes obtained from (8) according to the dynamic models (thin solid lines). Fig. 1(b) shows the initializations obtained from (9) (dashed lines). The goal, is thus, to approximate the solid lines (true positions of the object) by the dashed lines (estimated positions of the object). To illustrate the evolution of the model estimates obtained by the EM method, Fig. 2 shows the estimates at iteration 5, 10, 12 and 20, as well as the evolution of the weights. Each ÿgure depicts the correct model label and the weights associated to each model.
It can be concluded that a good estimation of all model weights is achieved in the E step. A data con ict appears at iteration 5 (see Fig. 2(a) ) where two prototypes compete to represent the same position of the object. Therefore, the convergence of the weights associated to the competing models is slower.
The estimate of the dynamic and covariance matrices obtained in this experiment are the following: 
Example 2-estimation of the number of models
This example illustrates the estimation of the number of switched dynamical models that should be used to represent a trajectory of an object. We wish to determine the number of models which describes the trajectory best.
For this purpose we consider two di erent situations with three dynamic models, depicted in Fig. 3 . In the ÿrst case ( Fig. 3(a) ) the models are the same as in example 1. In the second case (Fig. 3(b) ) two of the models are very close to each other in such a way that the object predictions are overlapped.
In this example, it is assumed that the number of models is unknown. To achieve an honest guess for the number of models we vary the number of models from one up to four models. Two criteria for choosing the number of models are considered: the BIC criterion and the mean square error criterion given bŷ Table 1 shows the results of three experiments. In the ÿrst case the BIC criterion chooses 3 models in all the experiments. This is the best classiÿcation, since the use of one or two models is not enough to represent the data, and choosing four models corresponds to an overÿtting.
In the second case, the BIC criterion chooses two models. A single model is used to represent the dynamical models with similar parameters. Fig. 4 shows the results obtained by the mean square criterion. It appears clearly that using a single model leads to a larger error. The number of models cannot be obtained by computing the minimum of the mean square error since it is a decreasing function. But, it can be found by detecting an elbow shape of this function if it exists.
To assess the previous results Monte Carlo experiments were performed. We have generated 100 di erent data experiments according to Eq. (1), each one with 3500 samples for the state vector x. Three random initializations were adopted for each experiment and the best number of models according to BIC criterion was chosen. The covariance matrices were initiated as follows: S i = kI; i = 1 : : : 4 and the dynamics A i were initialized with diagonal matrices with random diagonal values uniformly distributed in (−1; 1) . Fig. 5 shows the choice frequencies for K =1; 2; 3; 4 using BIC for the nonoverlapping case (a) and the overlapping case (b). The BIC criterion provides a reliable choice of the number of models in the nonoverlapping case, and, as expected, BIC prefers two models most of the time in the overlapping case.
Real data
Here we present several experiments with image sequences of a hand moving and a heart beating. In both cases, the shape or motion has abrupt changes. Thus, multiple models are needed to cope with these changes. As in the previous examples, we estimate ÿrst the models involved in the data generation (learning) and we perform an exact estimation of the number of models involved in the sequence by using BIC criterion.
In the following experiments we have used the robust multi model tracker (RMMT) proposed by Nascimento [4] which allows to track moving objects with multiple models in the presence of outliers. The method works very well if the dynamic models are known in advance. Here we extend this method to the more general case in which the number of models and the model parameters are unknown. The output of this tracker provides an estimate of the object shape evolution throughout the video sequence. This information is contained in the state vector x t which represents the parameters of a time-varying shape at time t. This information will be the input to the learning algorithm proposed herein. From this information it is possible to learn the dynamics as well as to infer the number of models which are useful to describe the object boundary.
Shape modeling
In the following examples it is assumed that the object shape is a transformed version of a (known) template plus an additional deformation, both of them being described by B-splines.
Let v(s) be a mapping in I → R 2 representing the object boundary, where I ⊂ R and let v r (s) : I → R 2 be a reference shape. It is assumed that
where v(s), G(v r (s)) and v d (s) represent the observed shape, the transformed version of the reference shape and the shape deformation, respectively. These curves are modeled by
where n(s) : I → R; n = 1; : : : ; M is a set of B-spline basis functions, Ân ∈ R 2 is the nth control point of the B-spline. The curves deÿned in Eq. (14) are sampled at N equally spaced points, leading to the following curve discretization 
Eq. (14) can be written as
where v, G(v r ) and v d , are 2N × 1 vectors. In the following examples we model the shape of the object by using two transformations: a translation (2 degrees of freedom) or an Euclidean similarity (4 degrees of freedom). Since the object may deform locally we need to take into account the deformation of the boundary curve. Thus, we can deÿne a state vector containing both kind of information 
where x is a (D + 2M ) × 1 vector. The ÿrst D coe cients deÿne the global transformation, the remaining coe cients deÿne the shape deformation. Eq. (17) can be written in a matrix notation as where C and e are a 2N × (D + 2M ) and 2N × 1 shape matrices, respectively, depending on the transformation being considered in the tracking experiments.
Gesture tracking
The ÿrst example considers a hand oscillating in front of a shirt. In this example the state vector xt is 2 dimensional containing the displacement coordinates of the translation vector (see Fig. 6 ).
The shape matrices are 
where 1; 0, and e are 2N × 1 vectors, e containing the coordinates of the reference shape.
Since the prediction of the state vector is given bŷ
the upwards and downwards hand motion can be obtained adopting di erent dynamics for each model. Two dynamical models were used in this experiment with
where 1 = 0:91, and 2 = 1:10. Thus, the ÿrst model describes the upper motion by allowing a scale in the y-coordinate (xt is a ected by this factor applying in Eq.
(1)), while the second describes the down motion. In Fig. 7 it is shown the estimated results provided by the RMMT. In Fig. 7(a) the ÿrst row shows the best model label, the second row shows the translation in x-coordinate (almost constant during the sequence), the third row illustrates the y-coordinate translation. The last ÿgure shows that there is a sudden change in the hand motion (frame 7) corresponding to a switching between the models. Fig. 7(b) shows the evolution of the hand boundary provided by the RMMT tracker.
The estimated matrices are the followinĝ 
The ÿrst diagonal coe cient represents the displacement in x. From Fig. 7(b) we may conclude that there is a small drift during the experiment, meaning that the hand does not have a pure vertical motion. The second diagonal coe cients describe the vertical motion.
To ÿnd a honest model we vary the number of models from one up to three models and compute the BIC criterion in each case. In this task, we generated ten di erent initializations and we selected the best BIC. The diagonal entries of the dynamic matrices were randomly initialized. Fig. 8 depicts the BIC for each case, the dashed line corresponds to the BIC computed using three models (upper dashed line) and using one model (down dashed line). The bold line is the BIC values using two models. It is clearly seen that the best BIC is reached with two models. Higher values of this BIC correspond to poor initializations (eighth and ninth values).
Heart tracking
In this example we estimate the motions and the number of models needed to track the left ventricle in a sequence of ultrasound images. Fig. 9 displays two ultrasound images showing the four heart cavities in two di erent phases. Fig.  9(a) shows an ultrasound image which corresponds to the systole phase. The walls of the left ventricle are contracted. Fig. 9(b) shows an image in the diastole phase, in which the walls of the left ventricle are expanded.
We have considered the group of Euclidean transformations to model the motion of the ventricle. Therefore, we have four degrees of freedom (D = 4). To model the deformation, a B-spline sampled at 48 points with M = 25 control points was used. The observation model for this case is given by In this case the di erent matrices provide a di erent scale on the boundary of the ventricle. The ÿrst one produces a contraction ( 1 = 0:9) while the second one produces an expansion ( 2 = 1:1).
Applying the RMMT to this example it is possible to collect the motion in the state vector xt (results of this tracker are presented in Ref. [17] ). In this case the dimension of xt is 54×1 (containing the global and local parameters). In the learning process of multiple motion classes, we do not take into consideration the local parameters (deformation on the curve) of xt. This can be illustrated in Fig. 10 .
This ÿgure shows the estimated evolution of the left ventricle contour through a sequence of images in two cases: without deformation in xt (a) and with deformation (b). It can be seen that the clusters of the contours remain similar, which is the information needed to learn the dynamics as well as to infer the number of motion models. In conclusion, the local information in xt can be neglected if we wish to learn the dynamic model of the motion parameters. In this way we can reduce the complexity of the problem. Fig. 11 shows the evolution of the weights during the iteration process. The estimation of the model weights is achieved by using a transition matrix for the Markov chain that keep the switching rate slow. In fact, the EM learning method has more di culties to learn when the switching rate increases. The ÿrst row of the Fig. 11 shows the label of the active model. The low level corresponds to the systole phase, whereas the high level corresponds to the diastole phase. The second and third rows of this ÿgure show the evolution of the models weights at di erent iteration of the EM algorithm.
Initial matrices A are diagonal matrices with random coe cients in the interval (−1; 1) and the estimated values are the following: 
The ÿrst value in each dynamic matrix is the scaling factor which accounts for the contractions (matrixÂ 1 ), and expansions (matrixÂ 2 ) of the ventricle walls. This example can however be simpliÿed, reducing the computational complexity. Fig. 12 depicts the evolution of the four coe cients contained in the state vector during three cardiac cycles. The second and fourth rows (ÿrst and third coe cient of xt) describe the evolution of scaling and rotation coe cients. The third and ÿfth rows (second and fourth coe cient of xt) show horizontal and vertical translations, respectively. Given the label model illustrated in the ÿrst row, we can conclude that the scaling contains valuable information about the heart motion cycle.
Under this reasoning we repeated the experience in the EM framework. The initializations were random in the interval (−1; 1), and the obtained estimates wereÂ 1 = 0:97 andÂ 2 = 1:01 which, corresponds to the desired characterizations of the motion classes. Fig. 13 shows the evolution of the weights during the iteration process.
To choose a reasonable number of switching models we use the same procedure as in the previous example. Fig.  14(a) depicts the BIC values using 10 di erent initializations. Here the dashed lines corresponds to the BIC computed using just one model (dashed line at the bottom) and using three models (upper dashed line). In Fig. 14(a) we see that the best BIC is obtained by using two models (ÿve times), this is already expected since the contour of the left ventricle su ers from abrupt shape changes leading to two classes of shapes (see Fig. 12 ). These results were obtained with random diagonal matrices. If we improve the initialization using prior information, namely the fact that the only random entry is the one related to the scale coe cient, it appears that the superiority of the two models solution is more pronounced with BIC criterion, as illustrated in Fig. 14(b) .
Conclusions
In this article a new algorithm to learn complex motions with abrupt shape or motion changes is presented. The technique proposed herein is based on a hidden Markov model for object tracking and maximum likelihood estimation of the model parameters is derived.
The motion trajectory is represented by a sequence of dynamic models where discontinuous changes are allowed. Thus, the object undergoes motion or shape deformation during the observation period. The data is provided by the so called robust multi model tracker (RMMT) [4] , which was already proposed in context of multiple models. This tracker deals with sudden changes in shape or motion by describing the data as the output of a bank of non linear ÿlters equipped with a switching mechanism. The tracking data is then used to estimate a set of switched dynamic models using the EM algorithm. It was experimentally observed, in synthetic and real images, that the proposed algorithm eciently estimates the dynamical models involved in the object motion with complexity reduction. The discussion was extended to determine the number of models that describe best the trajectory. This is incorporated in the same framework, where the BIC is directly obtained from the E-step. It was concluded that a satisfactory estimation of the number of switching models can be achieved as well.
One of the most important future directions of this work is the improvement of the initial conditions. Sometimes the initial position may appear to lead to a poor solution, and there is the need to ÿnd a good initialization strategy for the EM algorithm. This point is important since the highest maximized likelihood enters the deÿnition of many criteria, including BIC, aiming to select a good switching model and especially to choose a relevant number of hidden states. Automatic strategies as those described in Biernacki et al. [18] or Berchtold [19] . 
