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We report the first measurement of the double-differential and total muon-neutrino charged-
current inclusive cross sections on argon at a mean neutrino energy of 0.8 GeV. Data were collected
using the MicroBooNE liquid argon time projection chamber located in the Fermilab Booster neu-
trino beam, and correspond to 1.6× 1020 protons on target of exposure. The measured differential
cross sections are presented as a function of muon momentum, using multiple Coulomb scattering as
a momentum measurement technique, and the muon angle with respect to the beam direction. We
compare the measured cross sections to multiple neutrino event generators and find better agree-
ment with those containing more complete physics at low Q2. The total flux integrated cross section
is measured to be 0.693± 0.010 (stat.)± 0.165 (syst.)× 10−38 cm2.
Current and next generation precision neutrino oscil-
lation experiments aim to probe beyond Standard Model
physics, such as CP violation in the lepton sector and
sterile neutrinos. These experiments measure the os-
cillation probability which depends on the neutrino en-
ergy, and therefore requires a way to link the energy
of reconstructed secondary hadrons and leptons emerg-
ing from the neutrino’s interaction to its initial energy.
This link is complicated by the existence of nuclear ef-
fects and final state interactions, which to date can-
not be modeled exactly, in particular for heavy tar-
get nuclei typically used in modern neutrino experi-
ments. Many future experiments, including DUNE [1–
3] and the SBN [4] program, employ liquid argon time
projection chambers (LArTPCs) as detectors. As a
consequence, neutrino-argon cross section measurements
have paramount importance, especially given the relative
scarcity of neutrino-argon data [5, 6].
We present the first νµ charged-current (CC) inclusive
double-differential (in muon momentum and scattering
angle) cross section measurement on argon. Neutrinos in
the same ∼ 1 GeV energy range will be studied by the
SBND and ICARUS experiments, and this is the energy
of the second oscillation maximum for the DUNE experi-
ment. The inclusive CC process, in which only the outgo-
ing muon is required to be reconstructed, comprises mul-
tiple interaction processes and is dominantly quasi-elastic
scattering in the case of MicroBooNE [7]. Inclusive mea-
surements are particularly important as the clear signal
definition allows a straightforward comparison to theory
models and other experiments. They are also the founda-
tion for studies of more complex event topologies involv-
ing detection of hadrons in the final state. With the fully-
active and high-resolution MicroBooNE LArTPC detec-
tor, the outgoing muon phase space can be probed with
full acceptance in both angle and momentum for the first
time. The momentum of the outgoing muon is measured
by using multiple Coulomb scattering (MCS) [8] thus al-
lowing the analysis sample to include both exiting and
contained muons.
The MicroBooNE detector is located along the Booster
Neutrino Beam (BNB) at Fermilab, 463 m from the tar-
get. The BNB consists primarily of νµ (93.6%) with en-
ergy from a few tens of MeV to ∼2 GeV. In the Micro-
BooNE detector [9], charged particles traverse a volume
of highly-pure liquid argon leaving trails of ionization
electrons along their paths, and also create prompt ul-
traviolet scintillation photons. Ionization electrons drift
in an electric field of 273 V/cm to a system of three an-
ode wire planes located 2.5 m from the cathode plane
and are detected by electronics immersed in the liquid ar-
gon [10]. Scintillation photons are observed by 32 photo-
multipliers (PMTs) [11].
The data used in this analysis are taken from an expo-
sure of 1.6×1020 protons-on-target (POT), after applying
data quality criteria for the beam and detector operating
conditions. This corresponds to a four-month exposure,
from February to July 2016. Two different data streams
are used in this analysis: an on-beam data sample, trig-
gered by BNB neutrino spills; and an off-beam data sam-
ple, taken during periods when no beam was received.
The off-beam data sample is used for a data-driven mea-
surement of cosmic ray (CR) backgrounds, which is im-
portant because the MicroBooNE detector operates on
the Earth’s surface.
The flux of neutrinos at the MicroBooNE detector
is simulated using the framework built by the Mini-
BooNE collaboration [12]. Neutrino interactions in the
MicroBooNE detector are simulated using the Genie
event generator [13], which generates the primary neu-
trino interaction inside the nucleus, the production of all
final-state particles in the nucleus (hadronization), and
the transport and rescattering of the final-state parti-
cles through the nucleus (final state interactions). CRs
crossing the detector volume within the readout win-
dow of neutrino events are simulated with Corsika [14].
The simulation of the MicroBooNE detector is based on
Geant4 [15] and includes particle propagation, drift of
ionization electrons to the wire planes, as well as propa-
gation of scintillation light to the PMTs. All simulation
3is carried out within the LArSoft framework [16].
Data processing begins with a requirement that PMT
activity occurs in coincidence with the arrival of neutri-
nos, which results in a negligible loss of signal. TPC
waveforms originate from drift electrons inducing bipo-
lar signals on the first two wire planes and a unipolar
signal on the last plane, which collects the electrons. A
noise filtering algorithm removes inherent and electronic
noise [10], and the signals are deconvolved to a Gaus-
sian to further eliminate detector artifacts [17]. Individ-
ual signal waveforms are identified as hits and are sorted
spatially to form clusters. Clusters are matched across
planes and identified as track-like or shower-like by the
Pandora multi-algorithm pattern recognition framework
[18]. Optical reconstruction combines correlated PMT
waveforms across the detector into flashes.
A series of algorithms is used to identify and remove
CRs. These algorithms identify tracks that traverse the
detector from top to bottom, adding optical information
to identify CRs that enter from the anode or cathode
planes. Stopping muon tracks originating outside the
detector are identified as CRs either by their Bragg peak
or by their Michel decay.
This analysis makes use of the optical system to fur-
ther use the flash identified in the 1.6 µs beam window,
which is in coincidence with the beam spill, matching it
to an ensemble of TPC tracks and showers originating
from a common vertex. This matching is crucial to the
mitigation of the high CR rate. Calorimetric informa-
tion in the form of a truncated mean value of the de-
posited charge per unit length, dQ/dx, and track length,
are used to discriminate muons from protons. The can-
didate interaction must contain a track that has a mea-
sured dQ/dx compatible with a muon. If more than one
track is present, the longest track is selected as the muon
candidate. Several algorithms ensure the quality of the
fitted track by limiting the allowed spatial dispersion of
the reconstructed hits with respect to the track hypoth-
esis.
The momentum of the muon is measured using Multi-
ple Coulomb Scattering. Here, the magnitude of the mo-
mentum is a fit parameter that describes the scattering
pattern of the track [8]. The strength of this algorithm
is that it can estimate the muon momentum for muon
tracks spatially contained in the detector as well as exit-
ing tracks. In addition, the measured momentum using
MCS for contained tracks is used to identify and exclude
mis-reconstructed tracks from the analysis by comparing
the MCS momentum to the momentum estimate from
the track’s range. The two would disagree if the recon-
structed track is incomplete or inaccurate.
Figure 1 shows the measured vs. generated muon mo-
mentum pµ and the measured vs. generated cos θµ for
simulated events, where θµ is the muon angle with respect
to the incident neutrino beam direction. There is a possi-
bility for tracks to be mis-reconstructed with the opposite
direction [18]. The impact is strongest in the two back-
wards bins, cos θµ ∈ [−1,−0.5) and cos θµ ∈ [−0.5, 0),
where 46% and 56% of events come from the same bin
they were generated in, respectively. The other events are
actually forward going but get reconstructed with the op-
posite direction [18]. This effect is included in the smear-
ing matrix and muon kinematic distributions of data and
simulation remain comparable with each other.
The final selected sample contains 27,200 events. The
signal selection efficiency, measured in simulation, is
57.2%. The selection accepts events across the entire
angular phase space. The purity of the final selection is
50.4%. The efficiency and purity are relatively flat as
a function of muon kinematics and the number of final
state particles. Different interaction processes have ap-
proximately the same efficiency. The main backgrounds
in this analysis are: (i) CRs that overlap in time with
the beam spill and trigger the readout (estimated to be
29.1% of all selected events); (ii) CRs overlaid with neu-
trino interactions in which the cosmic muon was misiden-
tified as coming from a neutrino interaction (6.4%); (iii)
neutrinos that interact outside the fiducial volume with
an entering track selected as the muon candidate (7.6%);
(iv) events in which a neutrino interacts outside the cryo-
stat but the muon enters the TPC and is selected (here
called “dirt” interactions) (4.4%); (v) neutral current in-
teractions where a final state particle is misidentified as a
muon (1.6%); (vi) beam intrinsic muon antineutrino in-
teractions (0.4%); and (vii) beam intrinsic electron (anti-
)neutrino interactions (0.1%). The largest background
(i) is measured with off-beam data and subtracted from
the on-beam data. The off-beam data sample has twice
the statistics of the on-beam data. Other backgrounds
are estimated from simulation. The accuracy of the de-
tector modeling has been verified by looking at selected
event distributions of variables not affected by the neu-
trino interaction physics, e.g., the interaction points in
the detector, where we have good data to simulation
agreement.
This analysis measures the double-differential νµ CC
cross section on argon as a function of the muon mo-
mentum pµ (measured using MCS) and the cosine of
the muon angle θµ with respect to the beam direc-
tion. The flux-integrated, double-differential cross sec-
tion measured in bin i is defined as:(
d2σ
dpµd cos θµ
)
i
=
Ni −Bi
˜i · T · Φνµ · (∆pµ ·∆ cos θµ)i
, (1)
where Ni, Bi and ˜i are the number of selected data
events, the expected background events, and the de-
tection efficiency in bin i. (∆pµ · ∆ cos θµ)i is the ith
bin area. T and Φνµ are the number of target nucle-
ons, and the integrated BNB muon-neutrino flux from
0 to 10 GeV. The total integrated BNB νµ flux in neu-
trino mode running, corresponding to 1.6× 1020 POT, is
Φνµ = 1.16× 1011 νµ/cm2, and its mean neutrino energy
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FIG. 1. Comparison of the generated vs. measured muon momentum (a) and cosine of the muon angle (b) for the simulated
and selected νµ CC events. The binning is the same as used in the cross-section extraction.
is 823 MeV. The relevant energy range for this measure-
ment is from 325 to 1325 MeV, which includes 68% of
neutrinos from the BNB.
We report the final cross section result as a function
of measured kinematic variables following a “forward-
folding” approach. This is done using a migration ma-
trix S, which transforms the number of generated events
Ngenj in a bin j of generated momentum and angle to
the number of events Ni in a bin i of measured momen-
tum and angle. Ni =
∑M
j=1 SijN
gen
j where S is given by
Sij = P (measured in bin i | generated in bin j) and M is
the total number of bins. The efficiency used in Eq. (1)
as a function of the measured quantities, ˜i, is given by
˜i =
∑M
j=1 SijN
sel
j∑M
j=1 SijN
gen
j
, (2)
where N selj and N
gen
j are the number of selected and gen-
erated signal events in bin j, respectively, with j being a
bin in generated momentum and angle.
The uncertainty on the measurement is dominated by
systematic uncertainties, which come from the neutrino
flux, neutrino interaction model, and detector response.
Uncertainties, both statistical and systematic, are en-
coded in a covariance matrix, E. The total uncertainty
matrix is a combination of the statistical and systematic
errors, E = Estat+Esyst, where Estat is the statistical un-
certainty matrix, and Esyst is the systematic covariance
matrix.
To assess the uncertainties on the neutrino flux predic-
tion, the final flux simulation from the MiniBooNE col-
laboration is utilized [12], updated to the MicroBooNE
detector location. For neutrino cross section model-
ing uncertainties, we use the Genie framework of event
reweighting [13, 19] with its standard reweighting param-
TABLE I. Contributions to the total cross section systematic
uncertainty.
Source of uncertainty Relative uncertainty [%]
Beam flux 12.4
Cross section modeling 3.9
Detector response 16.2
Dirt background 10.9
Cosmic ray background 4.2
MC statistics 0.2
Stat 1.4
Total 23.8
eters. For both cross section and flux systematics we use
a multisim technique [20], which consists of generating
several MC replicas, each one called a “universe”, where
parameters in the models are varied within their uncer-
tainties. Each universe represents a different reweighting.
N such universes are then created that can be combined
to construct the covariance matrix:
Eij =
1
N
N∑
n=1
(σni − σcvi )(σnj − σcvj ), (3)
where σ is a shorthand notation for the double-
differential cross section in Eq. (1), i and j correspond to
bins in measured quantities, σcvi is the central value cross
section in bin i, and σni is the cross section evaluated in
the systematic universe n.
A different model is followed for systematics associated
with the detector model. In this case unisim samples [20]
are generated, where only one detector parameter at a
time is changed by its uncertainty. For M detector pa-
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FIG. 2. νµ CC inclusive double-differential cross section on argon per nucleon n as a function of the measured muon momentum
and cosine of the measured muon polar angle (angle with respect to the incoming neutrino direction). The data (black) is
compared to a Genie v2 with empirical MEC prediction (green), a Genie v3 prediction (blue), a GiBUU prediction (orange),
and a NuWro prediction (red), as described in the text. The vertical bars show statistical and systematic uncertainties.
rameters, the covariance matrix is
Eij =
M∑
m=1
(σmi − σcvi )(σmj − σcvj ). (4)
The total flux, cross section, and detector uncertainties
amount to 12%, 4%, and 16% of the total cross section,
respectively. The largest individual contribution to the
detector uncertainty comes from using a simple model to
simulate the induced charge on neighboring wires of the
TPC, leading to a 13% uncertainty on the total cross
section. Additional uncertainties are assessed on the
dirt and simulated CR background interactions overlay-
ing neutrino interactions, which yield 11% and 4% uncer-
tainties on the final cross section measurement, respec-
tively. A summary of systematic uncertainty is shown in
Table I.
The double-differential cross section is presented in
Fig. 2 and compared with several predictions from differ-
ent generators. The first uses the default Genie configu-
ration in Genie v2.12.10, with the addition of a Meson
Exchange Current (MEC) interaction channel modeled
with an empirical approach [21]. We also compare to a
more recent version of Genie – v3.0.4 – in which we
use the G18 10a 02 11a comprehensive model configura-
tion. This includes a number of theoretically motivated
improvements. It replaces the Bodek-Ritchie Fermi Gas
nuclear model with a Local Fermi Gas (LFG) for the nu-
clear initial state. The Valencia model is used for quasi-
elastic and MEC interactions [22, 23], and the Kuzmin-
Lyubushkin-Naumov [24] and Berger-Seghal [25] model
with form factors from MiniBooNE data [26] for reso-
nant pion production. We also compare to predictions
from NuWro and GiBUU. NuWro 19.02.1 [27] uses a
similar set of models to the Genie v3.0.4 configuration,
though the resonant pion production form factors are
modified [28] and the final state interaction model is the
Oset intranuclear cascade model [29]. GiBUU 2019 [30]
has consistent nuclear medium corrections throughout. It
also uses a LFG model to describe the nucleon momenta,
a separate MEC model [31], and propagates final state
particles according to the Boltzmann-Uehling-Uhlenbeck
transport equations.
This is the first test of neutrino event generators
against double differential neutrino scattering data on
6argon. As is also seen in comparisons to neutrino data
on carbon [32, 33], high χ2 values between data and
predictions are observed taking into account the full
covariance matrix with off diagonal elements (not dis-
played in Fig. 2). The largest disagreements between the
data and predictions are observed in the high-momentum
bins in the most forward-going muon angular bins of
0.94 ≤ cos(θ) ≤ 1 and 0.86 ≤ cos θ < 0.94. This region
strongly disfavors the Genie v2 with empirical MEC,
while other predictions show less tension with the data
in the highest momentum bin with the angular range of
0.94 ≤ cos(θ) ≤ 1, but not for 0.86 ≤ cos θ < 0.94. The
lowest χ2 value is obtained for the Genie v3 model with
a χ2 of 108.8 for 42 bins. The reduced tension originates
from the overall reduced cross section in the forward re-
gion when adopting the Local Fermi Gas nuclear initial
state, which is expected to be a more realistic momen-
tum distribution of the initial state nucleons, and to a
lesser extent the RPA correction as included in the Ge-
nie v3 and NuWro predictions. These effects have the
largest impact at low neutrino energies and for heavy nu-
clear targets, which explains why MicroBooNE is more
sensitive to these effects than previous experiments. For
this reason, these new MicroBooNE cross section results
are very valuable for addressing and testing the details of
the current neutrino cross section models and for mak-
ing progress in understanding the physics associated with
neutrino interactions.
Additionally, we compute a flux-integrated cross sec-
tion σ(νµ + Ar→ µ− +X) per nucleon of
σ = 0.693±0.010 (stat.)±0.165 (syst.)×10−38 cm2, (5)
which is obtained by integrating the number of signal and
background events, as well as the efficiency over all bins.
In summary, we have reported the first double-
differential νµ charged-current inclusive cross section on
argon. The presented analysis has full angular cover-
age and uses multiple Coulomb scattering to estimate
the muon momentum, a significant step forward for the
LArTPC technology.
As shown in the comparison with various predictions,
these data provide a way to differentiate models in neu-
trino event generators. These measurements not only
inform the theory of neutrino-nucleus scattering, but
also reduce the systematic uncertainties associated with
cross section measurements in neutrino oscillation exper-
iments.
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