The Bandwidth Problem asks for a simultaneous permutation of the rows and columns of the adjacency matrix of a graph such that all nonzero entries are as close as possible to the main diagonal. This work focuses on investigating novel approaches to obtain lower bounds for the bandwidth problem. In particular, we use vertex partitions to bound the bandwidth of a graph. Our approach contains prior approaches for bounding the bandwidth as special cases. By varying sizes of partitions, we have a trade-off between quality of bounds and efficiency of computing them.
Introduction
The Bandwidth Problem (BP) is the problem of labeling the vertices of a given undirected graph with distinct integers such that the maximum difference between the labels of adjacent vertices is minimal. Determining the bandwidth is NP-hard [26] and even approximating the bandwidth within a given factor is known to be NP-hard [31] . Moreover, the BP is known to be NP-hard even on trees with maximum degree three [13] and on caterpillars with hair length three [24] . On the other hand, the Bandwidth Problem has been solved for a few families of graphs having special properties. Among these are the path, the complete graph, the complete bipartite graph [5] , the hypercube graph [17] , the grid graph [6] , the complete k-level t-ary tree [29] , the triangular graph [21] , and the triangulated triangle [19] .
The Bandwidth Problem originated in the 1950s from sparse matrix computations, and received much attention since Harary's [15] description of the problem and Harper's paper [16] on the bandwidth of the n-cube. Berger-Wolf and Reingold [1] showed that the problem of designing a code to minimize distortion in multi-channel transmission can be formulated as the Bandwidth Problem for the generalized Hamming graphs. The Bandwidth Problem arises in many different engineering applications related to efficient storage and processing. It also plays a role in designing parallel computation networks, VLSI layout, constraint satisfaction problems, see e.g., [4, 11, 23] and the references therein.
Several lower and upper bounding approaches for bounding the bandwidth of a graph are considered in the literature. Well known heuristic for general graphs is Cuthill-McKee heuristic [7, 30] . For graphs with symmetry there exists an improved reverse Cuthill-McKee algorithm, see [32] . We list below results on lower bounding approaches. Fundamentals for obtaining lower bounds for the BP have been established by Juvan and Mohar in [22] , where the authors derive eigenvalue bounds for the bandwidth of a graph. Helmberg et al. [18] derived a lower bound for the bandwidth of a graph by exploiting spectral properties of the graph. The same lower bound was derived by Haemers [14] by exploiting interlacing of Laplacian eigenvalues. The eigenvalue bound from [18, 14] is stronger than the bound from [22] . Povh and Rendl [27] showed that the eigenvalue bound from [18] can also be obtained by solving a Semidefinite Programming (SDP) relaxation for the Minimum Cut (MC) problem. They further tightened the SDP relaxation and consequently obtained a stronger lower bound for the Bandwidth Problem. Rendl and Sotirov [28] showed how to further tighten the SDP relaxation from [27] . Dunagan and Vempala [12] used an SDP relaxation for the BP derived by Blum et al. [2] to derive an O(log 3 n √ log log n) approximation algorithm for the BP, where n is the number of vertices. De Klerk et al. [8] proposed two lower bounds for the graph bandwidth based on SDP relaxations of the Quadratic Assignment Problem (QAP). The numerical results in [8] show that both their bounds dominate the bound of Blum et al. [2] , and that in most of the cases their bounds are stronger than the bound by Povh and Rendl [27] . In [32] , the authors derived an SDP relaxation of the minimum cut problem by strengthening the well known SDP relaxation for the QAP. They derive strong bounds for the bandwidth of highly symmetric graphs with up to 216 vertices by exploiting symmetry. For general graphs, their approach is rather restricted. The bounds mentioned above are either unsatisfyingly weak, or computationally very demanding already for small (general) graphs, that is for graphs of about 30 vertices. Here, we present new modeling approaches that are based on vertex partitions for obtaining strong lower bounds on the bandwidth.
Main results and outline. We formally introduce the Bandwidth Problem in Section 2. In Section 3, we present our modeling approach based on vertex partitions. For that purpose we introduce the Minimal Partition Problem. Two special cases of our modelling approach were previously used to obtain lower bounds for the BP. Both of them are extreme cases in our setting. In Section 4 we present several SDP models for the Minimal Partition Problem. Our smaller model has matrix variables of order n, while the larger model has a matrix variable of order O(nk). To solve our strongest relaxation efficiently, we implement the Alternating Direction Method of Multipliers (ADMM). Numerical results in Section 5 show the efficiency of our new bounding approach. We provide bounds for graphs with up to 128 vertices in a reasonable time frame.
Notation. The space of n × n symmetric matrices is denoted by S n and the space of n × n symmetric positive semidefinite matrices by S + n . For two matrices X, Y ∈ R n×n , X ≥ Y , means x ij ≥ y ij , for all i, j. The set of n × n permutation matrices is denoted by Π n .
We use I n to denote the identity matrix of order n, and e i n to denote the i-th standard basis vector of length n. Similarly, J n and e n denote the n × n all-ones matrix and all-ones n-vector, respectively.
The diag operator maps an n × n matrix to the n-vector given by its diagonal, while the vec operator stacks the columns of a matrix in a vector. The adjoint operator of diag we denote by Diag. The trace operator is denoted by trace, and ·, · denotes the trace inner product. The Hadamard product of two matrices A and B of the same size is denoted by A • B and defined as (A • B) ij = a ij · b ij for all i, j.
The Bandwidth Problem
In this section, we formally introduce the Bandwidth Problem (BP) and show its relation to the Quadratic Assignment Problem (QAP).
Let G = (V, E) be an undirected simple graph with |V | = n vertices and edge set E. A bijection φ : V → {1, . . . , n} is called a labeling of the vertices of G. The bandwidth of a graph G with respect to the labeling φ is defined as follows
The bandwidth of a graph G is defined as the minimum of bdw(φ, G) over all labelings φ, i.e., bdw(G) := min {bdw(φ, G) : φ labeling of G} .
Equivalently, one can consider the adjacency matrix A of the graph G. The bandwidth of A amounts to a simultaneous permutation of the rows and columns of the adjacency matrix such that the largest distance of a nonzero entry from the main diagonal is as small as possible. Hence, the bandwidth of an adjacency matrix A is therefore defined as:
Therefore, from now on we assume that a graph G is given through its adjacency matrix A. Since in terms of matrices the BP asks for a simultaneous permutation of the rows and columns of A such that all nonzero entries are as close as possible to the main diagonal, a 'natural' problem formulation is as follows.
Let r be an integer such that 1 ≤ r ≤ n − 2, and B r,n = (b ij ) be the symmetric matrix of order n defined as follows
Then, the following holds:
The minimization problem has the form of a QAP, which might be even harder to solve than actually computing bdw(A). The idea of formulating the Bandwidth Problem as a QAP was suggested by Helmberg et al. [18] . De Klerk et al. [8] considered two SDP-based bounds for the Bandwidth Problem that are obtained from the SDP relaxations for the QAP introduced in [35] and [9] . The results show that it is hard to obtain bounds for graphs with 32 vertices, even though the symmetry in the graphs under consideration was exploited.
Since it is very difficult to solve QAPs in practice for sizes larger than 30 vertices other approaches are needed for deriving bounds for the bandwidth of graphs.
Partition Approach
We show how to use vertex partitions in order to obtain lower bounds for the bandwidth of a graph. Our approach contains prior approaches for bounding the bandwidth of a graph as special cases.
For 3 ≤ k ≤ n let m ∈ N k be given with m i ≥ 1,
We consider partitions of the vertex set V into k subsets {S 1 , . . . , S k } such that |S j | = m j , j = 1, . . . , k. These are in one-to-one correspondence with n × k partition matrices:
where for the partition (S 1 , . . . , S k ) we set x ij = 1 whenever i ∈ S j . Since any vertex i ∈ V is assigned to precisely one of the blocks S j we can define the map p : V = {1, . . . , n} → {1, . . . , k} given by
which identifies the partition block containing vertex i. Thus, given the partition matrix X ∈ P m we get S j = {i ∈ V : p(i) = j} for all 1 ≤ j ≤ k. For 1 ≤ r ≤ k − 2 let B r,k = (b ij ) be the 0-1 matrix of order k with
Suppose that i ∈ S u , j ∈ S v , i.e., p(i) = u, p(j) = v. Then for X ∈ P m the following holds:
Therefore we can derive
Hence, this term counts the number of edges with endpoints in partition subsets of distance greater than r. There exist several possibilities for these edges. In particular, for each i = {1, . . . , k−r−1}, we have at least one of the following cases:
Case (i) . . . the edge connects a vertex in S i to a vertex in {S r+1+i , . . . , S k }.
For an illustration of this property, we use the following example.
Example 1. We consider a 15 × 15 matrix and the partitioning m = (3, 3, 3, 3, 3) T . Moreover, we choose r = 2. If A, XB r,k X T > 0 then there must be an edge with endpoints in blocks of distance larger than r = 2. Such edges are S 1 → S 4 , S 1 → S 5 , or S 2 → S 5 which require to 'jump' over {S 2 , S 3 } or {S 3 , S 4 } at least.
Basic Partition. For a straightforward interpretation of the term General Partition. In general, any matrix X ∈ P m can be obtained from the basic partition matrix X by row-permutations that are defined by a permutation matrix P ∈ Π n . Thus
where X is the basic partition matrix. The following transformation is obtained by replacing X by P X:
This shows that it is irrelevant if the permutation P ∈ Π n is applied to the adjacency matrix A or to the basic partition matrix X. We summarize the above observations in the following proposition.
Proposition 1. Let A be a n × n adjacency matrix, and let 3 ≤ k ≤ n and m ∈ N k be given with
Proof. From above observations we know that if the premise min X∈Pm 1 2 A, XB r,k X T > 0 holds, at least one of the following k − r − 1 cases does occur, see (4) .
In case (1) there must be some edge joining S 1 and {S r+2 , . . . , S k }. Therefore, regardless of which sets are connected, the respective edge must reach over the blocks {S 2 , . . . , S r+1 }. This corresponds to a distance greater than |{S 2 , . . . ,
Similarly, in case (2) there must be some edge joining S 2 and {S r+3 , . . . , S k } which results in a distance greater than m 3 + . . . + m r+2 .
The distance is determined analogously for all other cases. Finally, in case (k − r − 1) the resulting distance is m k−r + . . . + m k−1 . Therefore bdw(A) must be larger than the smallest of these numbers.
Conversely, a proposition regarding the upper bound can be given.
Proposition 2. Let A be a n × n adjacency matrix, and let 3 ≤ k ≤ n and m ∈ N k be given with
In Figure 1 we illustrate the lower and upper bounds given by Propositions 1 and 2, respectively. We now formally introduce the Minimal Partition Problem (minPart):
In other words, the minPart is the problem of finding a partition of the vertices that has minimal number of edges in the blocks, defined by the one-entries in matrix B r,k . Note that there are many choices for k and m ∈ N k such that k i=1 m i = n. Corollary 3. Let A be a n × n adjacency matrix of G, and let 3 ≤ k ≤ n and m ∈ N k be given with
In a similar way we get good choices of m in case r = 2.
Corollary 4. Let A be a n × n adjacency matrix of G, and let r = 2 and m ∈ N k be given with
By cyclically repeating the sizes, we can insure that the minimum in Proposition 1 is attained in each term simultaneously as above.
Relation to Prior Work. We present below two important special cases of our new modelling approach and their relation to prior work. T Proposition 1 states that if there exists X ∈ P m such that A, XB 1,3 X T > 0 then bdw(A) > m 2 . This observation is used in [18] to derive lower bounds on bdw(A), and is further refined in [27, 32] .
The case k = n. Another notable case occurs for k = n, which implies that m 1 = . . . = m n = 1. Hence, for any r ∈ {1, . . . , n − 2} it follows from Proposition 1 that bdw(A) > r if there exists a partition matrix X ∈ P m such that A, XB r,n X T > 0. However, in this case the basic partition matrix becomes the identity matrix of rank n, i.e., X = I n . Thus, X becomes a permutation matrix Q ∈ Π n and we recover the statement
from (1). This approach is used e.g., in [8] to derive lower bounds on bdw(A).
To summarize, we have shown that once the minPart problem has a positive value for given B r,k and m, we get a lower bound on the bandwidth from Proposition 1. The minPart problem is itself NP-complete, so our strategy is to consider tractable lower bounds for the minPart problem. If some lower bound turns out to be positive for given B r,k and m, then clearly minPart has a positive value, and our bounding argument can be applied. In the following section we consider relaxations of minPart, based on semidefinite optimization. This will result in matrix variables of order nk + 1 where the user has some flexibility in the choice of k (and m), as we will see below.
SDP models
In this section we derive several SDP relaxations for the Minimal Partition Problem. Our first two SDP relaxations are obtained by matrix lifting and therefore have matrix variables of order O(kn), while the third relaxation has k matrix variables of order n.
SDP model in S n·k+1
In this section, we derive an SDP relaxation whose matrix variable is of order nk + 1.
Let X ∈ P m be a partition matrix, see (2) . Let x 1 , . . . , x k be the columns of X, i.e., X = x 1 · · · x k , and x := vec(X) ∈ R n·k . Now, the constraint Y = xx T may be weakened to Y − xx T 0 which is well known to be equivalent to the following convex constraint
In this section, we use the following block notation for Z ∈ S n·k+1 :
where X i corresponds to x i x 
Similarly, we have
From orthogonality of vectors x i , i = 1, . . . , k, it follows diag X ij = 0. Let us describe the matrix (3) as the sum of symmetric matrices having only one non-zero entry, i.e., B r,k =
Therefore, we can rewrite the Minimal Partition Problem, see (5), as:
We collect now all above mentioned constraints and propose the following model for the Minimal Partition Problem based on the matrix lifting approach.
Here Z ∈ S + kn+1 . The feasible region of the above SDP relaxation equals the feasible region of the SDP relaxation for the graph partition problem derived by Wolkowicz and Zhao [33] . In order to further improve the relaxation, one can add nonnegativity constraints.
Below, we analyze the feasible region of the model (6).
Lemma 5. Let Z satisfy (6b), (6c), (6d), (6e), and (6g). Then
forms the nullspace of Z.
For a proof we refer the reader to [28, Lemma 10 and Section 5.2] as well as to [33] . Note that the vectors from Lemma 5 correspond to a (n · k + 1) × (n + k) matrix. As the sum of the first k columns is equal to the sum of the last n columns, the nullspace of Z has rank n + k − 1.
Lemma 6. Let Z satisfies (6b), (6c), (6d), (6e), and (6g). Then
Again, we refer the reader to [28, Section 5.2], and [33] for a formal proof. As a consequence of the previous lemma, the block X k1 X k2 . . . X k,k−1 X k x k is determined by X 1 , . . . , X k−1 , X ij , (i = j, i, j = 1, . . . , k − 1), and x 1 , . . . , x k−1 . Hence, matrix Z can be reduced by one block of rows and their corresponding columns without loss of information. This leads us to the reduced SDP model presented in the following section.
One can also derive the Slater feasible version of the SDP relaxation (6) by exploiting a basis of the orthogonal complement to the nullspace of Z given in Lemma 5. For details see e.g., [35, 28] . The Slater feasible version may be efficiently solved by using the Alternating Direction Method of Multipliers (ADMM) as described in [25] . The ADMM is a first-order method for convex problems that decomposes an optimization problem into subproblems that may be easier to solve.
Reduced SDP Model in S n·(k−1)+1
In this section we provide an SDP relaxation that is equivalent to the one from the previous subsection, but contains less variables. In particular, based on Lemma 6 we propose the following SDP relaxation for the Minimal Partition Problem.
Here Z ∈ S + (k−1)n+1 . Note that the nullspace of the reduced matrix Z has still rank k − 1. We show below that the SDP relaxation (7) is equivalent to (6) . The number of equations in this SDP is moderate i.e., O(nk). Additional sign constraints
insure that the lower bound from this model is always nonnegative.
Lemma 7. From (7b) -(7g) follows (6b) -(6g).
Proof.
Step 1: From Lemma 6 directly follows that, given Z, the missing entries of Z can be expressed by:
Nonnegativity of x k follows from (7c) and (7g).
Step 2:
Constraint (6g). From [28, Section 5], we know that under (7b) -(7g) holds that
where
Hence, holds (6g).
Constraint (6b). In addition to (7b) diag(X k ) = x k must hold. In particular, from
Step 1 it follows
Constraint (6c). In addition to (7b) diag(X ik ) = 0, i = 1, . . . , k − 1, must hold. Again, by using Step 1 we have:
Constraint (6d). From (7b) and
Step 1 we have (6b). Thus, from diag(
Constraint (6f). In addition to (7f), J n , X ik + X T ik = 2m i m j , i = 1, . . . , k − 1, must hold. Thus,
Note that the direction opposite to the one in the lemma follows directly. To make the SDP relaxation (7) with additional nonnegativity constraints equivalent to SDP relaxation (6) with additional nonnegativity constraints, we need to add nonnegativity constraints to the 'missing' blocks [X k1 X k2 . . . X k,k−1 X k x k ] in (7) . In particular we have the following proposition.
Proposition 8. The SDP relaxation (6) with additional constraints Z ≥ 0 is equivalent to the SDP relaxation (7) with additional constraints Z ≥ 0 and
In Section 5 we demonstrate strength of our SDP relaxations.
SDP model in S n
To derive an SDP relaxation whose matrix variable is of order n, we exploit the spectral decomposition of the matrix B r,k . Similar approach was exploited in [10, 34] to derive SDP relaxations for the quadratic assignment problem. It follows from the well known Spectral Decomposition theorem that B r,k can be written as
where λ i are the eigenvalues of B r,k and u i ∈ R k the corresponding normalized eigenvectors. Hence, the term XB r,k X T can be written as
For each i ∈ {1 . . . , k}, we introduce a matrix variable Q i ∈ S n that corresponds to (Xu i )(Xu i ) T , and derive constraints that relate Q i and X.
By exploiting the fact that X T e n = m, we obtain the following constraints:
From the definition of Q i we derive:
The last equality above follows from Xu i = u
(1)
· χ k , where χ i is the indicator vector of ones in the ith column of X.
From
it follows:
Now, we derive semidefinite programming constraints that correspond to matrices Q i , i = 1, . . . , k. Namely, by relaxing Q i = (Xu i )(Xu i )
T we obtain the following SDP constraint
In the following lemma we show that the SDP constraint
under additional conditions. Lemma 9. Let Xe k = e n and X T e n = m, and Q i , i = 1, . . . , k, satisfy (10). Then
Proof. Suppose that Q i 0, i = 1, . . . , k. Let α ∈ R n be an arbitrary vector. Then, by using the Cauchy-Schwarz inequality we have:
After substituting Q i e n = (m T u i )Xu i and e T n Q i e n = (m T u i ) 2 into the above inequality, it reduces to (α
Now, for any α ∈ R n and β ∈ R we have
The other direction is trivial. Finally, we collect constraints (10)-(13), add several obvious ones, and arrive to the following SDP relaxation for the Minimal Partition Problem.
Note that Q i ∈ S n for all i. Thus, the order of SDP matrices does not depend on k.
It is not difficult to verify that for Q i , i = 1, . . . , k, feasible for (14), the following is satisfied:
In the case of equipartition, the constraint
Q i 0 is also implied by the rest of the model constraints. We prove this in the following lemma.
Lemma 10. Let m 1 = m 2 = . . . = m k = n k and Q i , i = 1, . . . , k be feasible for (14) . Then,
Proof. As the columns of X are orthogonal and each column contains
Due to the well known Basis Completion Theorem we can complete X to a basis of dimension n,
Hence, we have
from where it follows
and thus I n − XX T 0. Now, by using this and
The constraint (15) does not hold for general partitions m, as instead of X T X = m 0 I k only the following weaker constraint X T X = Diag(m) holds. The SDP model (14) can be further strengthened by adding triangle inequalities.
Finally, one can derive an SDP relaxation by exploiting the spectral decomposition of the adjacency matrix of the graph A. This leads to an SDP relaxation with matrix variables of order k. It turns out that the resulted relaxation is too weak and therefore we do not present it here.
Computational Experiments

Solving the SDP relaxations
The partition-based lower bounds for the bandwidth problem lead to semidefinite programs with either k semidefinite matrices Q i of order n, see (14) , or one big matrix of n · (k − 1) + 1, see (7) . The resulting relaxations can be solved routinely with standard SDP packages such as SDPT3 only for limited values of n and k.
We now focus on the strongest model which has one matrix variable of order n · (k − 1) + 1 and roughly nk 2 equality constraints. We also consider nonnegativity constraints which adds another O(n 2 k 2 ) potentially violated sign constraints to our relaxation. Interior point based methods for such a scenario turn out to be too slow, so we propose to use the ADMM method, which works well for SDP with simple sign constraints. To use the ADMM, we first derive the Slater feasible version of the SDP relaxation (6) by exploiting (9) . The resulting SDP relaxation has a matrix variable of order (k − 1) · (n − 1) + 1, see e.g., [33] . Then, we proceed in the same manner as described in [25, 20] .
Test problems
We investigate the practical performance of our lower bounds on the following classes of graphs.
Torus graphs
For given integer k the torus graph T k has k 2 vertices which we label by (i, j) for i, j ∈ {1, . . . , k}. We introduce 'vertical' edges of the form [(i, j), (i + 1, j)] for 1 ≤ i ≤ k − 1 and [(1, j), (k, j)]. Altogether there are k 2 such edges. In a similar way we add 'horizontal' edges of the form [(i, j), (i, j+1)] for j < k together with [(i, 1), (i, k)]. This graph therefore has n := k 2 vertices and 2n edges. Even though T k is very sparse, its bandwidth is relatively large. We found labelings showing that bdw(T k ) ≤ 2k, but we do not know the exact value of bdw(T k ).
Torus graphs plus Hamiltonian path
Here we start out with the torus graph T k , choose a labeling of its vertices yielding a bandwidth of size 2k, and add the Hamiltonian path from the first to the last vertex in this labeling. The resulting graph is denoted by T H k . It is still sparse having roughly 3|V (T H k )| edges and bandwidth again at most 2k.
Dense embeddings of Torus graphs
We take the graph T H k and randomly add edges within the bandwidth 2k where each edge appears with probability 1 2 . The resulting graph is denoted T D k and has bandwidth at most 2k.
Hamming graphs
The Hamming graph H(d, q) is the Cartesian product of d copies of the complete graph K q . The Hamming graph H(d, 2) is also known as the hypercube (graph) Q d . Thus, the hypercube graph Q d has 2 d vertices. The bandwidth of the hypercube graph was determined by Harper [17] and is given by the following expression:
Hence, we use the hypercube graphs to test the quality of our bounds.
Computations
Torus graphs. In the tables to follow we always provide the following information. The first block of data contains the vector m of cardinalities for the partition blocks. We consider partitions into k ∈ {4, 5, 6} blocks. We set r = 1 and ask that m 2 = m 3 = . . . = m k−1 .
The sizes m 1 and m k are chosen such that k i=1 m i = n and |m 1 − m k | ≤ 1. Next we provide upper and lower bounds for the Minimal Partition Problem. The upper bound (ub) is obtained by running a standard Simulated Annealing heuristic [3] to find a good partition. The lower bound (lb) is obtained from the SDP relaxation (6) with all nonnegativity constraints included. Our main interest lies in values of m, where the obtained lower bound is nontrivial, i.e., lb > 0. We give an illstrutation of the obtained solutions in Figure 2 .
First, we consider Table 1 , which contains computational results for the Torus graph T 7 . Initially, we consider 4 blocks with m 2 = m 3 = 8 leading to a lower bound lb > 1.23. Hence, Corollary 3 allows us to conclude that bdw(T 7 ) > 8. We next try m 2 = m 3 = 9 where we only obtain the trivial lower bound of 0. Therefore we get no further restriction on bdw(T 7 ) from 4-partitions. The 5-partition with m 2 = m 3 = m 4 = 9 however yields a positive lower bound and therefore bdw(T 7 ) > 9. Also, 6-partitions, given in the last block of the Figure 2 : Illustration of the T D 6 graph. On the left, we show the unpermuted graph, in the center, the permuted graph is shown, on the right, the obtained solution of the minPart problem with m = (9, 9, 9, 9) T is shown. The value of minPart is 5, the corresponding entries are indicated by stars.
The results for the Torus graphs T 8 , T 9 , and T 10 are summarized in Table 2 . We proceed as before and consider partitions with k ∈ {4, 5, 6}. We can prove a lower bound of 11 for bdw(T 8 ) and bdw(T 9 ). It turns out that proving positive lower bounds for our partition problems get increasingly difficult as either n or k increases. The use of 6-partition blocks for T 10 allows us to prove a lower bound of 14 for T 10 . As a second experiment, we consider the graphs T H 7 , . . . , T H 10 consisting of the union of the Torus graph and a Hamiltonian path such that T H k ≤ 2k is insured. The results are summarized in Table 3 . Compared to the Torus graphs we get slightly stronger lower bounds even though these graphs are still quite sparse, with |E(T H k )| < 3|V (T H k )|. Again, we see increasing gaps between lower and upper bounds as the number of nodes of the graph increases. Next, we consider results for the dense embeddings of the Torus graphs, see Table 4 . We partition into 4 blocks and note that in all cases we get tighter estimates for the bandwidth as compared to the previous tables. We find partitions of value 0 for values m 2 ≤ 2k − 1 such that our approach (with the number of blocks limited to 4) is not strong enough to close the gap between lower and upper bounds of the bandwidth for these graphs. In contrast to the previous results we always get lower bounds which rounded up give the optimal value of the partition problem.
To demonstrate the quality of the SDP relaxation (14) we compute the 4-partition with m = (13, 11, 11, 14) T for T D 7 . We obtain the optimal value 1.59. This result leads again to the conclusion that bdw(T D 7 ) ≥ 12. Similar experiment for T D 8 results with provable lower bound on the bandwidth of 14, while our strongest relaxation provides a better result, see Table 4 .
We summarize the bandwidth information for all variations of the Torus graphs in Table 5 . Our partitioning approach provides nontrivial lower bounds on all instances. The bounds are particularly strong for the densest instances in this collection. Now, let us provide some information on computation time. To compute 4-partitions for graphs with 49 vertices we need about 20 seconds, for 5-partitions about 30 seconds, and for 6-partitions about 90 seconds. On the other hand, to compute a 4-partition (resp. 6-partition) on a graph with 100 vertices, our ADMM code needs about 200 seconds (resp. 700 seconds). Clearly, computational times increase with respect to increasing partition sizes and vertices of graphs. However, we obtain bounds in reasonable time for all tested graphs.
Hamming graphs. Results for the Hamming graphs H 5 , H 6 , and H 7 are summarized in Table  6 . The table reads similar to the previous tables. To show a lower bound of 10 for bdw(H 5 ), our ADMM needs only 4 seconds. For comparison purposes we computed a lower bound for H 5 and the case k = 32. Thus we solved the QAP relaxation for that instance, and obtained 11 for the lower bound of the BP.
For the Hamming graph H 6 the 4-partition with m 2 = m 3 = 17 and r = 1 yields a positive lower bound, and therefore bdw(H 6 ) ≥ 18. We also compute the 6-partition with m = (15, 9, 8, 9, 8, 15) T and r = 2, and obtain a positive lower bound, which leads again to the conclu- 
Discussion
Based on our limited computational experiments we reach the following conclusion.
• The partitioning approach leads to acceptable lower bounds for the Bandwidth Problem. Our results indicate that the bounds get weaker as the number of nodes gets larger. This should come as no surprise in view of the hardness results known for the Bandwidth Problem.
• Our approach offers some flexibility in choosing the number k of partition blocks to estimate the bandwidth. A larger k would result in tighter bounds at higher computational cost.
• Further tightening of the semidefinite models are possible by adding additional constraints, e.g., triangle inequalities. This results in SDPs which require a refined computational setup.
Summary and Conclusion
We have shown that the partition approach provides a versatile tool to obtain lower bounds for the bandwidth of a graph. The choice of the model parameters k, m, and r are highly problem dependent. However, our experiments indicate that even with a small number of partition blocks (k n) we are able to derive nontrivial lower bounds on the bandwidth, even for very sparse graphs. Further research is necessary to explore this approach for larger graphs.
