INVERTING OPERATORS FOR SINGULAR BOUNDARY VALUE PROBLEMS
The method here provides Green's functions for singular boundary value problems associated with nonself-adjoint, as well as self-adjoint, linear differential expressions. The asymptotic boundary conditions in (1) permit one to extend some of the regular two-point boundary value problem techniques suggested by [3] and [4] to the singular case without being restricted to the Hubert Space L 2 [Q, oo) . Similar, but different, asymptotic boundary conditions are used by Coddington and Levinson in [2, Chapter 10] , and by Benzinger [1] .
As noted in § 3 of [3] there exists a unique continuous function M from [0, oo) x [0, oo) to β so that if each of x, t, and u is in [0, oo) , 
for boundary value problem (1) (1) and so
Jo
Now, assume (ii) holds; since A is a determinate boundary condition function for Q on c ίy c 2 ,
and let R A denote the integral operator with kernel 
t)H(t) exists

Jo
for each x and furthermore, if U is defined as
then U is a solution of boundary value problem (1) 
(x, t)H(t) .
Jo
Two aspects of the present development which differ from other treatments of Green's functions for singular boundary value problems are: (1) the Green's functions here are not necessarily square integrable in either place and (2) the domains of the associated integral inverting operators are not restricted to functions which are square integrable on [0, oo). However, the domain of R A does depend upon the problem, i.e., upon the particular Q and A involved. This dependence is the subject of the following two theorems.
Two sets of continuous function on [0, oo) which are relevant to the description of D are defined as follows. Let D ι denote the collection of continuous functions H on [0, oo) for which there exists a solution of (1) 
LEMMA. Suppose H belongs to D λ Π D 2 ; let Y denote the solution of (1) for H and let X{%) = Π dt K A (x, t)H(t) for all x in [0, oo),
Jo
then T n [Y(0) -X(0)) = [A(0)Γ(0) + A(c n )Y(c n )] + [A(0) -T n π] [ n dt M(0, t)H(t)
Jo
dt(π-I)M(0,t)H(t)
for each positive integer n.
Proof. Let n denote a positive integer; property (iii) of the M function provides that
)H(t) .
Jo
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Also,
T n X(0) = [A(0) + A(c n )M(c n , 0)] \~dt(π -/)Λf (0, t)H(t) .
Jo
A straightforward computation provides the result of the lemma. The domain D of the inverting operator R A may be studied for the following three cases. Case 1. There is an increasing sequence of positive integers n lf n 2 , such that T~\ exists for all i and the transformation sequence {T~:}T=i is uniformly norm bounded. Case 2. There is an increasing sequence of positive integers n 19 n 2 , such that T~\ exists for all i, but no subsequence of inverses is uniformly norm bounded.
Case 3. There is a positive integer N such that if n> N, then T" 1 does not exist.
Note. Case 1 above is a sufficient condition for a function A from (0, oo) into B to be a determinate boundary condition function for Q on c χ1 c 2 ,
Proof. By the lemma and existence of T~\ for all i, we obtain in the notation of the lemma that
Y(0) -X(0) = T-}[A(0)Y(0) + A(c ni )Y(c ni )] + T-}[A(0) -T ni π] J^ dt M(0, t)H(t) -Γ dt(π-I)M(0, t)H{t)
for each i .
H in A provides that lim^o. Γ dt(π-I)M(0, t)H(t) = 0 and Y satis-
fies the asymptotic boundary condition so
and so Y = X, i.e., X is the unique solution of (1) 
Jo for each positive integer n. Where Y denotes the solution of (1) for H and X is defined on (0, oo) by
Jo
F satisfies the asymptotic boundary condition so
The transformation sequence {T n }~= 1 is uniformly norm bounded and H is in A so
t)H(t) .
J
The result of the theorem follows from A being a determinate boundary condition function.
The following example illustrates the subcase for a Case 1 problem and shows that the domain of R A may be a proper subset of 
