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Abstract
The paper proposes the estimation of a graphon function for network
data using principles of the EM algorithm. The approach considers both,
variability with respect to ordering the nodes of a network and estimation of
the unique representation of a graphon. To do so (linear) B-splines are used,
which allows to easily accommodate constraints in the estimation routine so
that the estimated graphon fulfills the canonical representation, meaning its
univariate margin is monotonic. The graphon estimate itself allows to apply
Bayesian ideas to explore both, the degree distribution and the ordering of
the nodes with respect to their degree. Variability and uncertainty is taken
into account using MCMC techniques. Combining both steps gives an EM
based approach for graphon estimation.
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1 Introduction
The analysis of network data has achieved increasing interest in the last years.
Goldenberg et al. (2010), Hunter et al. (2012), Fienberg (2012) and Salter-Townshend
et al. (2012), respectively, published survey articles demonstrating the state-of-the-
art in the field. We also refer to Kolaczyk (2009), Kolaczyk and Csa´rdi (2014) and
Lusher et al. (2013) for monographs in the field of statistical network data analysis,
see also Kolaczyk (2017). The statistical workhorse model for network data are
Exponential Random Graph Models (ERGM) which make use of an exponential
family distribution to model the network’s adjacency matrix as a random matrix.
This model class was proposed by Frank and Strauss (1986) and is extensively
discussed in Snijders et al. (2006).
A different modeling strategy results through comprehending the network adja-
cency matrix Y ∈ {0, 1}N×N to be generated by a so called graphon. The graphon
as data generating model comes into play by assuming that we draw N random
variables
U1, . . . , UN
i.i.d.∼ Uniform[0, 1] (1)
and simulate the network entries Yij conditional on Ui and Uj and independently
through
Yij|Ui, Uj ∼ Binomial(1, w(Ui, Uj)). (2)
The function w(, ) is thereby called a graphon (= graph function). In case of
symmetric networks we additionally require symmetry so that Yij = Yji (and
hence in principle we assume w(u, v) = w(v, u)). We generally omit so called self-
loops and we set Yii = 0 for i = 1, . . . , N . Apparently, additional constraints are
necessary to make the graphon function w(, ) unique. These are required since any
permutation of the indices should yield the same model. This is not guaranteed
with (2) unless we impose additional constraints on w(, ). The common setting to
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achieve identifiability is therefore to postulate that
g(u) =
∫
w(u, v) dv (3)
is strictly increasing in u which leads to the so called canonical representation of
the graphon w(, ). Note that g() can be interpreted as (asymptotic) distribution
of the degree proportion.
Graphon estimates for modeling network data have recently found attention in
the statistical literature. Graphons can be related to ERGMs, at least for simple
statistics like two-star or triangles, as shown in Diaconis and Chatterjee (2013).
He and Zheng (2015) make use of this connection and propose to use asymptotic
properties of graphons to derive estimates in high dimensional ERGMs. Wolfe
and Olhede (2013) and Yang et al. (2014) discuss non-parametric estimation of
graphons including tests on the validity of prespecified graphon shapes, see also
Chan and Airoldi (2014) or Airoldi et al. (2013). Gao et al. (2015) discuss optimal
graphon estimation in stochastic block models, Olhede and Wolfe (2014) propose
histogram estimates. For a general discussion on graphons we refer to Borgs et al.
(2008), Lova´sz (2012), Diaconis and Janson (2008) or Bickel and Chen (2009). In
this paper we propose to use penalized linear B-splines for graphon estimation.
This borrows ideas suggested in Kauermann et al. (2013) for copula estimation,
since B-splines easily allow to accommodate side constraints such as (3) for the
resulting estimate. This in contrast is difficult to accommodate in histogram or
kernel based estimation. Penalized estimation with B-splines has thereby a long
standing tradition in smooth estimation, starting with Eilers and Marx (1996) and
Ruppert et al. (2003, 2009), see also Wood (2017). We extend the idea here to
graphon estimation.
Smooth estimation is carried out over the unit square considering Ui as given
for i = 1, . . . , N . However, quantities Ui are latent and the common approach in
graphon estimation is to use the ordered network matrix Y . Ordering refers to
the degree of the nodes so that degree(i) ≤ degree(j) of i < j, where degree(i) =∑
j 6=i Yij. The underlying reasoning for the ordering is to make the graphon es-
timate unique reflecting that the (asymptotic) degree distribution g() in (3) is
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monotone. Note that taking (2) with U = u being a sample from (1) we have
1
N
E(degree(i)|U = u) = 1
N
∑
j 6=i
P (Yij = 1|U = u)
=
1
N
∑
j 6=i
w(ui, uj)
N→∞−→ g(ui)
which motivates the ordering of Y prior to estimating the graphon. In fact, since
g() is strictly increasing the expected average degree asymptotically provides a
unique ordering of the nodes of Y such that the ordering of the nodes corresponds
with the ordering of the latent variables Ui. It should be noted, however, that
degree(i) is a random quantity implying that conditional on Uj < Ui, we still
may observe degree(j) > degree(i). In other words, ordering the nodes based
on the observed degree imposes random variability which in fact induces random
variability on the graphon estimate just based on the random ordering of the nodes
(on top of the randomness based on the random entries Yij). In this paper we aim
to explore this variability by taking a Bayesian view. We take model (2) as data
generating process and estimate the posterior distribution of U given Y = y, i.e.
f(u|y). This is pursued using MCMC simulations which are surprisingly simple.
A central requirement for the MCMC to work is however a reasonable estimate
of the graphon. We use the graphon estimate based on B-splines proposed above.
Combining these two steps in an iterative manner yields in fact the base for the
EM algorithm. This will be further explored in the paper.
The paper is organized as follows. Section 2 illustrates what can be said about
the univariate posterior distribution of Uk considering only the marginal expected
degree proportion of the empirical graphon. In Section 3 we describe how the
multivariate posterior distribution of U can be derived with MCMC sampling if
w(, ) is known. Graphon estimation will be proposed in Section 4 using linear
B-splines which is then combined with the Bayesian approach. Section 5 extends
this idea to an EM algorithm. A discussion concludes the paper.
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2 Empirical Graphon Estimation
2.1 Graphon Representation
We assume that w : [0, 1]2 → [0, 1] is the unique (canonical) representation of a
graphon, so that g(u) =
∫
w(u, v) dv is strictly increasing, see Bickel and Chen
(2009) or Yang et al. (2014). We assume further that w(, ) is symmetric and
generates a network of size N through the following process. For N independent
uniform variables
Ui ∼ Uniform[0, 1], i = 1, . . . , N
we obtain the symmetric network through
P (Yij = 1|Ui = ui, Uj = uj) = w(ui, uj) (4)
for 1 ≤ i < j ≤ N , where Yji = Yij and Yii = 0. Even though the probability
model (4) used for the construction of networks is simple, it is usually not used
for estimation. The reason is that variables Ui are unobservable and hence can
not directly be employed to estimate the graphon w(, ). Instead, in the recent
literature the graphon w(, ) is usually estimated from the adjacency matrix Y
subject to a rearrangement of the nodes. Let σ : {1, . . . , N} → {1, . . . , N} be a
permutation such that
Uσ(i) ≤ Uσ(j)
with i < j. This means Uσ(i) = U(i), where U(1) ≤ U(2) ≤ . . . ≤ U(N) define the
ordered variables Ui. Note that since Ui, i = 1, . . . , N are not observable we can
also not observe σ() which therefore needs to be estimated. This is usually done
by making use of the degree. Let therefore σˆ : {1, . . . , N} → {1, . . . , N} be a
permutation such that
degree(σˆ(i)) ≤ degree(σˆ(j))
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for i < j. Note that σˆ() serves as a direct estimate for σ() and we define a resulting
initial prediction for Uj based on this simple sorting through
uˆempj =
rank(degree(j))
N + 1
, (5)
where rank(degree(j)) is the rank from smallest to largest of the jth element of
{degree(i), i ∈ {1, . . . , N}}. Note that the values i/(N+1), i = 1, . . . , N represent
the expected values of N ordered independently Uniform[0, 1] distributed variables.
The setting in (5) is also equivalent to define uˆempσˆ(j) = j/(N + 1). Chan and Airoldi
(2014) prove asymptotic convergence rates for σˆ(). We here aim to explore finite
sample properties to investigate numerically what can be said about the difference
between σ and σˆ.
To do so we take a Bayesian view by looking at the posterior probability of
U = (U1, . . . , UN) given Y = y. Note that since U1, . . . , UN are i.i.d. uniform we
have
f(u|y) ∝
∏
i,j
j>i
w(ui, uj)
yij(1− w(ui, uj))1−yij .
If we look at the univariate distribution of a single variable Uk given the entire
network Y = y, this results through
fk(uk|y) ∝
∫
. . .
∫ ∏
i,j
j>i
w(ui, uj)
yij(1− w(ui, uj))1−yij du1 . . . duk−1 duk+1 . . . duN .
(6)
Apparently, the distribution is too complex to calculate it analytically. In par-
ticular if N is large. We will therefore explore (6) in the following sections by
pursuing a Bayesian approach. Before doing so we pursue a simple approxima-
tion and replace w(ui, uj) in (4) by its empirical version wˆ
emp(, ) which is defined
through
wˆemp(u, v) = yσˆ(duNe)σˆ(dvNe), (7)
6
where d.e defines the next largest integer value. Note that wˆemp(, ) just mimics the
ordered adjacency matrix scaled towards the unit square. If we now look at the
conditional distribution of Uk with Uj set to uˆ
emp
j for j 6= k we get that
wˆemp
(
uˆempi , uˆ
emp
j
)yij (1− wˆemp (uˆempi , uˆempj ))1−yij = 1
for i 6= j and i, j 6= k. This leads to
fˆ empk
(
uk|uˆemp−k ,y
) ∝∏
j 6=k
wˆemp
(
uk, uˆ
emp
j
)yjk (1− wˆemp (uk, uˆempj ))1−yjk ,
where u−k is u without its kth component. Taking this function and integrate over
u−k as substitute for uˆ
emp
−k yields an approximation for the marginal distribution
of Uk given Y = y. This is then defined as
fˆ empk (uk|y) ∝
∫
. . .
∫ ∏
j 6=k
wˆemp(uk, uj)
yjk(1− wˆemp(uk, uj))1−yjk duj
∝ gˆemp(uk)degree(k)(1− gˆemp(uk))N−degree(k),
(8)
where gˆemp(uk) =
∫
wˆemp(uk, v) dv = degree(σˆ(dukNe))/N . With (8) we can
approximate the posterior distribution of Uk|Y = y which in turn mirrors how
“close” σˆ() is to σ(), i.e. how reliable is the ordering of the degree of the nodes
to represent the ordering of the latent quantities Uk. We stress that (8) gives a
univariate statement only, that is we look at the posterior of Uk by canceling out
all other Uj with j 6= k by simplified approximations.
2.2 Facebook Example
We exemplify the estimate (8) using network data from Facebook, which has been
collected by McAuley and Leskovec (2012) and are available on the Stanford Large
Network Dataset Collection (Leskovec and Krevl 2014). We take one of these ego
networks with 333 actors, which is plotted in Figure 1. We then order the nodes
based on their degree, where the ordered nodes are now labeled with k = 1, . . . , N
with respect to an ascending degree, which means degree(i) ≤ degree(j) for i < j.
The emerging empirical graphon estimate wˆemp(, ) is depicted in the top left plot
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Figure 1: Facebook ego network.
in Figure 2 and the corresponding degree profile is shown in the top right plot.
The fitted univariate posterior distribution (8) for four selected nodes is shown in
the four lower plots. For k = 1, the node with the lowest degree, we see that the
posterior of U1|Y covers roughly a range between zero and 0.4. For k = 75 the
posterior of U75|Y changes towards the right, which is also seen for k = 235. For
k = 333, the node with the most edges, we obtain stronger posterior information
with a probability mass centered approximately between 0.95 and 1. The example
demonstrates that based on the empirical graphon we can already draw univariate
information on the latent coefficient Uk given the network matrix Y = y.
3 Bayesian Approach
In the above section we took a univariate view by looking at a single Uk. We now
extend this and explore the entire posterior distribution of U . We pursue this step
by constructing an MCMC Gibbs sample from this posterior of U . Note that by
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Figure 2: Empirical graphon estimate wˆemp(, ) from (7) for the Facebook ego
network (top left), degree profile (top right) and posterior distribution of Uk based
on wˆemp(, ) for selected indices (four lower plots). The vertical dashed line (see
also number in the box) gives the value uˆempk .
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conditioning on Y = y and all Uj = uj except of Uk one gets
fk(uk|u1, . . . , uk−1, uk+1, . . . , uN ,y) ∝
∏
j 6=k
w(uk, uj)
ykj(1− w(uk, uj))1−ykj . (9)
We pretend in this section that the graphon w(, ) is known. This allows to easily
sample from (9) using Gibbs sampling and MCMC. To do so, we assume that
u(t) = (u(t)1, . . . , u(t)N) is the current state of the Markov chain and we aim to
update component k. Then u(t+1)j := u(t)j for j 6= k and component uk is updated
by drawing from (9). To pursue this step we first need a proposal density. We
here make use of a normal proposal using a logit link. To be specific let z(t)k =
log(u(t)k/(1−u(t)k)) = logit (u(t)k). We then propose to draw z∗k = z(t)k+N(0, σ2)
and set u∗k = logit
−1(z∗k) = exp(z
∗
k)
/
(1+exp(z∗k)). Hence, the proposal density for
Uk is proportional to
q(u∗k|u(t)k) =
∂u∗k
∂z∗k
φ(z∗k|z(t)k)
∝ 1
u∗k(1− u∗k)
exp
(
−1
2
(logit (u∗k)− logit (u(t)k))2
σ2
)
,
where φ() is the normal density. Consequently, the ratio of proposals equals
qk(u(t)k|u∗k)
qk(u∗k|u(t)k)
=
u∗k(1− u∗k)
u(t)k(1− u(t)k) .
The proposed value u∗k is accepted (and hence we set u(t+1)k = u
∗
k) with probability
min
{
1,
∏
j 6=k
[(
w(u∗k, u(t)j)
w(u(t)k, u(t)j)
)ykj ( (1− w(u∗k, u(t)j))
(1− w(u(t)k, u(t)j))
)1−ykj] u∗k(1− u∗k)
u(t)k(1− u(t)k)
}
.
If we do not accept u∗k we set u(t+1)k = u(t)k.
The Gibbs sampling approach is straightforward and simple, but requires the
knowledge of the graphon w(, ). Apparently, in practice the graphon is not known
and we need to replace w(, ) in the formula above by an estimate. Working with the
empirical graphon wˆemp(, ) does not work since the Markov chain will not move
appropriately. We therefore need to derive a suitable estimate for w(, ) which
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allows to use the above Bayesian approach. This will be discussed in the next
section.
4 Spline based Graphon Estimation
4.1 Linear B-Splines
For smooth estimation of the graphon w(, ) we first formulate an approximation
through spline bases in the form
wapproxθ (u, v) = [B(u)⊗B(v)]θ, (10)
where B(u) ∈ R1×K is a linear B-spline basis on [0, 1], normalized to have maxi-
mum value 1, see Figure 3. Parameter vector θ ∈ RK2×1 is indexed through
θ = (θ11, . . . , θ1K , θ21, . . . , θK1, . . . , , θKK)
> .
Using (10) we obtain the likelihood
l(θ) =
∑
i
∑
j 6=i
[yij log (Bijθ) + (1− yij) log (1−Bijθ)] ,
where Bij = B(ui)⊗B(uj). Taking the derivative leads to the score function
s(θ) =
∑
i
∑
j 6=i
B>ij
(
yij
wapproxθ (ui, uj)
− 1− yij
1− wapproxθ (ui, uj)
)
.
Moreover, taking the expected second order derivative leads to the Fisher matrix
I(θ) =
∑
i
∑
j 6=i
B>ijBij [w
approx
θ (ui, uj) · (1− wapproxθ (ui, uj))]−1 .
Our intention is to maximize l(θ) which could be simply done by Fisher scoring.
The resulting maximizer does however not lead to a canonical representation of
a graphon since constraint (3) is not taken into account. We therefore need to
impose additional linear side constraints on θ to guarantee that (3) is fulfilled.
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Figure 3: Normed linear B-spline basis for the approximation of the graphon. The
(equidistant) inner knots are denoted by τj with j = 1, . . . , K.
Note that with (10) we get gapprox(u) through
gapprox(u) =
B(u)⊗ 1∫
0
B(v) dv
θ. (11)
For standard B-splines we can easily calculate the integral and for equidistant
knots we obtain
1∫
0
B(v) dv =
 1∫
0
B1(v) dv,
1∫
0
B2(v) dv, . . . ,
1∫
0
BK(v) dv

=
1
K − 1
(
1
2
, 1, . . . , 1,
1
2
)
︸ ︷︷ ︸
=:A
.
This allows to rewrite (11) to gapprox(u) = [B(u)⊗A]θ. Hence, the marginal func-
tion gapprox() is also expressed as a linear B-spline and a monotonicity constraint
is easily accommodated by postulating monotonicity at the knots τ1, . . . , τK . That
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is we need
gapprox (τl)− gapprox (τl−1) ≥ 0⇔ [(B (τl)−B (τl−1))⊗A]θ ≥ 0
for l = 2, . . . , K, which is a simple linear constraint on the coefficient vector.
Besides monotonicity we also impose symmetry on the graphon which is also easily
accommodated as linear constraints θpq = θqp for p 6= q. Finally, we need that
0 ≤ wapproxθ (, ) ≤ 1, which is again a simple linear constraint. All in all we can
write the side constraints as Cθ ≥ 0 and Dθ = 0 for matrices C and D chosen
accordingly. With the above linear constraints and the maximization of l(θ) we
obtain an (iterated) quadratic programming problem which can be solved using
standard software (see e.g. Andersen et al. 2004 or Turlach and Weingessel 2013).
4.2 Penalized Estimation
Following ideas from the penalized spline estimation (see Eilers and Marx 1996
or Ruppert et al. 2009) we may additionally impose a penalty on the coefficients
to achieve smoothness. This is necessary since we intend to choose K large and
unpenalized estimation will lead to wiggled estimates. We refer to Eilers and Marx
(1996) for a motivation of penalized estimation. To do so, we penalize the difference
between “neighbouring” elements of θ to achieve smoothness. Let therefore
L =

1 −1 0 . . . 0
0 1 −1 . . . 0
...
. . .
...
0 . . . 0 1 −1

be the first order difference matrix. We then penalize [L⊗ I]θ and [I ⊗L]θ,
where I is the identity matrix. This is leading to the penalized likelihood
lP (θ, λ) = l(θ)− 1
2
λθ>Pθ,
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where P = (L⊗ I)> (L⊗ I) + (I ⊗L)> (I ⊗L) and λ serves as smoothing pa-
rameter. The corresponding penalization score function is given through
sP (θ, λ) = s(θ)− λPθ
and the penalized Fisher matrix in the form
IP (θ, λ) = I(θ) + λP .
We define the resulting estimate with θˆP . The estimate apparently depends on
the penalty parameter λ which is suppressed in the notation. Setting λ→ 0 gives
an unpenalized fit while setting λ→∞ leads to a constant graphon, i.e. an Erdo˝s-
Re´nyi model. The smoothing parameter λ therefore needs to be chosen data driven.
We here follow Kauermann et al. (2013) and make use of the Akaike Information
Criterion (AIC) (Hurvich and Tsai 1989, see also Burnham and Anderson 2010).
To do so we define the corrected AIC through
AICc(λ) = −2l(θˆ) + 2 df(λ) + 2 df(λ) (df(λ) + 1)
(N(N − 1))− df(λ)− 1 ,
where θˆ is the penalized parameter estimate and df(λ) is the degree of the model,
which we define in the usual way as trace of the product of the inverse penalized
Fisher matrix and the unpenalized Fisher matrix. To be specific
df(λ) = tr
{
I−1P (θˆ, λ)I(θˆ)
}
.
4.3 One Step Spline and Bayes Estimation
Now that we have an estimate for the graphon we can make use of the Bayesian
approach proposed in the previous section. That is we employ the Gibbs sampler
given in Section 3 with the graphon estimated by the penalized linear B-spline esti-
mate wˆspline(, ). We order the nodes with respect to their degree, that is estimating
the graphon using (5). This now allows to apply the Gibbs sampler from above to
obtain the full posterior distribution. More precisely, the MCMC sequence which
follows from (9) provides (after appropriate thinning) information about the poste-
14
ID Graphon
1 w1(u, v) = 1/2 (u+ v)
2 w2(u, v) = 0.8 (1− u) (1− v) + 0.85(u · v)
Table 1: Exemplary graphons considered for simulations.
rior distribution of U given the network Y = y. In principle we could now explore
the MCMC samples in the usual way, see e.g. Gelfand and Smith (1990). We go
a different route here and make use of the structure of the conditional density of
Uk given U−k = u−k defined in (9). Again we therefore replace the graphon by its
spline estimate yielding
fˆ splinek (uk|u−k,y) ∝
∏
j 6=k
wˆspline(uk, uj)
ykj(1− wˆspline(uk, uj))1−ykj .
We then calculate the conditional distribution of Uk using the MCMC samples
through
fˆ splinek (uk|y) =
1
n
n∑
s=1
fˆ splinek (uk|u(s·N ·r)−k,y), (12)
where u(t)−k = (u(t)1, . . . , u(t)k−1, u(t)k+1, . . . , u(t)N) is the tth state of the Gibbs
sampling sequence without the kth component, r ∈ N describes a thinning factor
and n is the number of MCMC states which are taken into account. We demon-
strate the idea with two simulation examples.
4.4 Simulation Examples
We consider simulated networks for the two graphons given in Table 1. For both
of them we draw a network with dimension N = 500 using the data generating
process (4). The B-spline based estimation for graphon w1(, ) is shown in the
top right panel in Figure 4. The estimate seems to capture the structure of the
real graphon (top left). Considering the observed degree in comparison to the
expected degree (illustrated in the second row, left panel) emphasizes the proximity
15
Figure 4: Graphon estimation (top right) based on B-splines and uˆemp for graphon
w1(, ) from Table 1 (top left). The two plots in the second row illustrate the ob-
served degree versus the expected degree (left) and uˆemp versus the true simulated
u (right). The lower four plots show the posterior distribution of Uk based on
the MCMC samples with respect to the degree based estimate wˆspline(, ) for some
selected indices. The dashed vertical line (see also number in the box) represents
the estimation uˆempk .
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between those two quantities. The expected degree here is simply given through
(N − 1) · g(ui), where ui are the simulated values. The same consequently applies
for the comparison between the estimated uˆempi and the simulated ui, which can
be seen in the right plot in the second row. The four lower plots show that
the estimates uˆempk (vertical dashed lines) for four selected indices are adequately
represented by the posterior distribution of Uk calculated from the MCMC samples
as is designated in (12). Overall, for graphon w1(, ) sorting the network by degree
is eligible and results in an adequate graphon estimate even in one step. This
does not hold for graphon w2(, ) as it is demonstrated in Figure 5. Apparently,
in this case the ordering by degree is misleading and the predictions uˆempi do not
match the simulated values ui at all, which both is depicted in the second row,
respectively. This misplacement leads to an inadequate fit of the graphon as can be
seen by comparing the real and the estimated graphon in the first row of Figure 5.
Thus, the ordering by degree is not appropriate in this case. A further indication
of the unstructured ordering is depicted in the four lower plots. Here uˆempk is for
none of the selected indices adequately represented by the corresponding posterior
distribution. We show in the next section how the EM approach can correct this
issue.
5 EM based Graphon Estimation
5.1 EM based Spline and Bayes Estimation
The EM algorithm suggests to replace the missing value of Uj by its mean value
E(Uj|Y = y) calculated with the parameter estimates of the previous step of the
EM algorithm. Given that we are primarily interested in the ordering of the nodes
of the network we modify the E-step by looking at the expected ordering only. To
do so, we use the MCMC sequence (after applying an appropriate thinning) to
estimate the posterior mean in the mth step of the EM algorithm through
u¯
(m)
j =
1
n
n∑
s=1
u(s·N ·r)j.
17
Figure 5: Graphon estimation (top right) based on B-splines and uˆemp for graphon
w2(, ) from Table 1 (top left). The two plots in the second row illustrate the ob-
served degree versus the expected degree (left) and uˆemp versus the true simulated
u (right). The lower four plots show the posterior distribution of Uk based on
the MCMC samples with respect to the degree based estimate wˆspline(, ) for some
selected indices. The dashed vertical line (see also number in the box) represents
the estimation uˆempk .
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We then use the rank of the posterior means to reorder the network matrix ac-
cordingly. This corresponds to setting the missing values of Uj to
uˆ
(m)
j =
rank(u¯
(m)
j )
N + 1
.
The principle idea of the EM based algorithm is sketched as follows.
Algorithm:
Step 1: Initial estimation of u by degree → uˆ(0) = uˆemp
Step 2: Graphon estimation with linear B-splines → wˆ(m)(, ) (M-step)
Step 3: Reordering of uˆ(m) based on the MCMC mean→ uˆ(m+1) (E-step)
Step 4: Iteration between Step 2 and Step 3 until convergence is reached.
Note that in the beginning the approximation of the posterior mean is allowed
to be rather rough as there might be anyway a large gap between its ordering and
the ordering of the true Uj due to an incorrect graphon specification. For being
more efficient we therefore start with a small number of considered MCMC states
n to approximate E(Uk|Y = y) which then will be increased successively in each
iteration. This is, for example, also supposed by Tanner and Wong (1987, sec.
7). We terminate the algorithm if changes on the graphon estimate fall below a
threshold, or, of course, if a maximum number of iteration steps is exceeded. The
final estimate is defined as wˆEM(, ) and the corresponding ordering is denoted as
uˆEM . To demonstrate the procedure we consider again graphon w2(, ) from Table 1
and the Facebook example from 2.2.
5.2 Simulation and Facebook Example
5.2.1 Simulation
With the iterative approach we achieve for w2(, ) the graphon estimate which is
shown in the top right plot in Figure 6. The structure of the real graphon (top
left) is now well captured by the estimate, in particular compared to the estimation
based on uˆemp in Figure 5. Also the proportional degree profile is now represented
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Figure 6: Graphon estimation (top right) based on the EM algorithm for graphon
w2(, ) from Table 1 (top left). The comparison between their marginalizations is
illustrated in the second row on the left. The right plot in the second row illustrates
the difference between uˆEM and the true simulated u. The lower four plots show
the posterior distribution of Uk based on the MCMC samples with respect to the
EM based estimate wˆEM(, ) for some selected indices. The dashed vertical line
(see also number in the box) represents the estimation uˆEMk .
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adequately by gˆEM(u) =
∫
wˆEM(u, v) dv, where the comparison is illustrated in
the left plot in the second row. Considering the EM based estimated uˆEMi a good
approximation of the corresponding true simulated ui can be seen (right plot in the
second row). The resulting posterior distribution for selected indices in the four
lower plots emphasizes the proximity between uˆEMi and the posterior mean and
hence indicates a good conformity of the components uˆEM and wˆEM(, ). All in all,
the proposed EM algorithm provides appropriate estimates even if initial ordering
of the nodes by their degree is not adequate. A convergence of the algorithm
with respect to local graphon values can be seen as of the 11th iteration, which is
illustrated in Figure 7.
Figure 7: Trajectory of wˆ(m)(u, v) for graphon w2(, ) from Table 1 for exemplary
pairs of values for the proceeding EM iterations.
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5.2.2 Facebook Data
Applying the algorithm to the Facebook network leads to the graphon estimate
shown in the top right panel in Figure 8. The structure of the network in the
top left plot can to some extent be recognized in the estimated graphon, e.g. the
bundle in the center of the lower section and its behavioral connectivity among
themselves and to other nodes, which is located in the graphon approximately
between 0.7 and 1. Regarding the posterior distribution in the four lower plots
reveal that apparently it is now much more compact compared to the posterior
distribution derived using the empirical ordering, which was shown in Figure 2.
Of course, taking the behavior of connectivity into account instead of merely the
overall power of connectivity provides much more information. The corresponding
estimates uˆEMk for some selected indices are again adequately represented by the
posterior mean, which demonstrates the well-matching of the graphon estimation
wˆEM(, ) and the estimated uˆEM .
6 Discussion
The paper proposes a novel estimation routine for graphon estimation which ex-
plicitly takes the variability of ordering the nodes into account. The proposed
semi-parametric estimation based on B-splines allows to incorporate uniqueness
restrictions in the estimation. The Bayesian approach relying on Gibbs sampling
illuminates the uncertainty about the degree and its distribution. Both steps com-
bined give an EM algorithm which allows for flexible graphon estimation even in
large networks. The approach outperforms available routines in two aspects. First,
the B-spline estimate has a unique representation guaranteed, that is (3) holds for
the estimate. Secondly, based on the Bayesian formulation and the EM algorithm
one can assess the amount of uncertainty for ordering the nodes based on their
degree.
The latter can also be used in more complex models like stochastic block mod-
els, where we assume that nodes cluster and form within and between the clusters
simple Erdo˝s-Re´nyi models. The latter is subject of current research and beyond
the scope of the current paper.
22
Figure 8: Graphon estimation (top right, in log scale) based on the EM algorithm
for the Facebook network (top left). The lower four plots show the posterior
distribution of Uk based on the MCMC samples with respect to the EM based
estimate wˆEM(, ) for some selected indices. The dashed vertical line (see also
number in the box) represents the estimation uˆEMk .
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