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O sono é um estado inconsciente, caracterizado por processos fisiológicos complexos e 
com uma estrutura organizada, tendo um papel muito importante nos mecanismos de regulação 
e de produção hormonal. É um estado natural recorrente do organismo, fundamental para a 
recuperação física e mental. 
A má qualidade do sono de um modo geral está relacionada com inúmeras desordens do 
sono e com a diminuição de funções cognitivas. O interesse no estudo do sono ganhou 
relevância nas últimas décadas, devido ao aumento das patologias associadas à má qualidade 
do sono. O diagnóstico médico baseado no estudo do sono é feito com recurso a um exame 
polissonográfico, exigindo um grande dispêndio de recursos técnicos e económicos, pelo que 
não é um exame acessível à maioria da população.  
Métodos como o electrocardiograma, que consiste num conjunto de sensores muito mais 
reduzido que a polissonografia, permitem obter informações úteis sobre os padrões de sono dos 
pacientes, estudando os efeitos do sistema nervoso autónomo na regulação do ritmo cardíaco.  
Este trabalho pretende contribuir para o desenvolvimento de uma ferramenta de 
classificação do sono (SLEEPS – Sleep Stager v1.0), baseada na análise de medidas temporais, 
espectrais e não lineares da variação do ritmo cardíaco, às quais são aplicadas métodos de 
classificação automática dos estágios do sono, com dados de treino previamente adquiridos.  
Os resultados mostraram que a viabilidade de um sistema de classificação automática do 
sono deve ser considerada num futuro próximo. 
 
Palavras-chave: ECG, HRV, Estágios de Sono, Classificação, SLEEPS. 
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Sleep is an unconscious state, characterized by complex physiological processes and an 
organized structure, having an important role in the regulation and hormonal production pro-
cesses. It is a naturally recurring state, paramount in mental and physical recovery. 
A poor quality of sleep is generally connected to countless sleep disorders and to a reduc-
tion in cognitive function. The interest in sleep studies increased in the last decades due to an 
increase in pathologies associated to a poor quality of sleep The medical diagnosis based on 
sleep studies is performed through a polysomnographic exam, demanding a great amount of 
technical and economical resources, making it an unacessible exam to the majority of the popu-
lation. 
Methods like the electrocardiogram, which relies on a much smaller set of sensors than the 
PSG, allow the gathering of useful information on the patients’ sleep patterns, studying the effects 
of the autonomous nervous system in the heart rate regulation. 
This work seeks to contribute to the development of a sleep classification tool (SLEEPS – 
Sleep Stager v1.0), based on the analysis of temporal, spectral and nonlinear features of the 
heart rate variability, to which are applied methods of automatic classification of sleep stages, 
with training data previously acquired. The results have shown that the feasibility of a portable 
automatic sleep stager should be considered in the near future. 
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É de grande interesse o estudo do sono para determinar patologias relacionadas com a 
sua má qualidade [1]. A realização de exames de estudo do sono serve não só como meio de 
diagnóstico mas também num quadro de prevenção. A qualidade do sono é um dos aspectos 
menos considerados quando se aborda a problemática do bem-estar, quando comparada com 
outros indicadores como o exercício ou a dieta. A sua importância é efectivamente 
menosprezada, embora a falta de sono seja um factor de risco para patologias cardiovasculares, 
diabetes, obesidade, deficiências imunitárias, morte súbita infantil, narcolepsia, problemas 
renais, apneia do sono, para além de agravar condições crónicas [2][3][4][5]. 
O estudo do sono mais completo é realizado pelo meio de uma polissonografia (PSG), um 
teste multiparamétrico, podendo ser utilizado para detectar patologias cardiovasculares latentes 
ou presentes. A aquisição dos sinais usados para obtenção do gold standard na classificação do 
sono, a polissonografia, envolve a detecção de actividade cerebral (EEG), muscular (EMG), 
cardíaca (ECG), respiratória e a detecção de movimentos oculares (EOG). Este teste tem que 
ser realizado em ambiente hospitalar, num laboratório de sono, o que resulta numa utilização 
elevada de recursos técnicos, humanos e materiais para o hospital. Tomando em consideração 
a necessidade de existirem laboratórios de sono dedicados e pessoal técnico especializado 
percebe-se que as patologias relacionadas com o sono e a sua qualidade do sono sejam 
subestimadas pelo esforço económico e técnico necessário, sendo deste modo pouco acessível 
à população [6]. Num relatório recente, a DGS – Direcção Geral de Saúde aponta para tempos 
de espera médios de 6,8 meses, sendo que para 29,1% dos casos esse valor tenha sido superior 
ao recomendado, chegando mesmo a tempos de espera na ordem dos 3 anos [7]. Para além do 
mais, exige-se mais do que uma noite de sono para meio de controlo e é de esperar que a 
qualidade do sono do paciente seja inferior, estando ele num ambiente que não lhe é familiar e 
numa situação de desconforto provocada pelo elevado número de ligações. Movimentos 
voluntários ou involuntários provocados por este desconforto podem corromper alguns dos 
dados. 
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Em tempos recentes, tem aumentado o interesse em realizar exames de estudo do sono 
utilizando técnicas que exijam recursos financeiros e humanos mais reduzidos. Pressupõe-se 
então que o exame seja feito em ambiente domiciliário, sem supervisão médica ou paramédica. 
Claramente, esta metodologia implica a simplificação do sistema de aquisição, nomeadamente 
no número de sensores envolvidos e na sua localização. As desvantagens na redução da 
complexidade do sistema podem ser compensadas pelo facto do paciente se encontrar no seu 
ambiente natural e poder ter uma sessão de sono mais representativa da sua realidade. Neste 
sentido, um simples conjunto de eléctrodos aplicados no tórax pode ser facilmente colocado pelo 
próprio paciente e é minimamente intrusivo comparado com a pletora de eléctrodos utilizados na 
polissonografia tradicional.  
 O interesse no estudo das variações temporais entre batimentos cardíacos, conhecidas 
como variação do ritmo cardíaco (HRV - Heart Rate Variability) é abrangente. A sua relevância 
clínica foi apreciada pela primeira vez em 1963 por Hon e Lee [8] e desde então muitos métodos 
têm sido propostos para a análise da HRV. A presença de um sinal HRV que não esteja em 
conformidade com os padrões pode ser um indicador de hipertensão, insuficiência cardíaca 
congestiva, cardiomiopatias, morte súbita ou ataque cardíaco, arritmias, disfunções metabólicas, 
cirrose hepática, entre outros [9].  
Esta tese propõe desenvolver um método robusto baseado na variação do ritmo cardíaco 
para a classificação automática dos estágios de sono, com resultados que possam ser 
futuramente interpretados por pessoal clínico na avaliação do paciente. Foi desenvolvido um 
pacote de software que permite ao utilizador realizar a análise da HRV de um modo automático, 
podendo escolher os parâmetros de classificação que mais se adequam.   
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1.2 Identificação do problema 
As doenças derivadas de perturbações do sono são de grande importância, existindo um 
interesse cada vez maior na sua detecção. A HRV é vista como uma alternativa à PSG para 
realizar uma análise dos estágios do sono, por ser um método economica e tecnicamente mais 
acessível. 
No âmbito da classificação do sono os custos associados ao seu estudo descem 
consideravelmente, dada a possibilidade de realizar o teste num ambiente domiciliário, tendo 
como único sinal necessário para proceder à análise da HRV um electrocardiograma (ECG), com 
recurso a um sistema de monitorização cardíaca. A colocação dos eléctrodos é um processo 
relativamente trivial. É pressuposto que exista um equipamento de aquisição no domicílio do 
paciente, mas estes sistemas são correntemente de baixo custo. 
A bibliografia existente demonstra que existe uma relação entre os mecanismos de 
regulação do ritmo cardíaco e os diferentes estágios do sono [10][11]. Contudo, é frequente 
existirem resultados contraditórios no âmbito da classificação do sono, pelo que ainda não existe 
uma ferramenta adequada capaz de produzir resultados passíveis de ser utilizados como suporte 
em ambiente clínico. Alguns estudos apontam ainda para incongruências entre os estágios 
classificados numa mesma base de dados, quer ao nível da classificação visual dos mesmos por 
parte de especialistas, quer ao nível da classificação automática [12].  
Existem ferramentas que permitem calcular a variação do ritmo cardíaco e extrair medidas 
que poderão ser úteis na análise dos estágios do sono. Contudo, não existem sistemas 
implementados que reunem a capacidade de processamento dos dados e extracção de medidas 
com um algoritmo de classificação automática. Um sistema integrado que possibilite a entrada 
dos dados e apresente a descrição dos estágios do sono numa determinada noite poderá ter 
diversas aplicações clínicas, podendo ser uma ferramenta complementar de diagnóstico versátil 
e económica. 
A polissonografia é considerada um método superior e mais fiável que a análise da HRV 
para o estudo do sono. A multiparametrização permite uma análise mais detalhada, com outro 
tipo de indicadores que, pela sua diversidade, permitem ao profissional de saúde classificar com 
maior precisão e critério os estágios do sono. Contudo, os elevados requisitos técnicos, 
humanos, materiais e económicos, bem como o facto da qualidade do sono poder ser posta em 
causa devido a estar num ambiente estranho, tornam esta uma solução pouco aprazível para o 
utente. No estado da arte actual, a classificação em ambiente clínico ainda é tipicamente feita 
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por inspecção visual dos sinais de PSG. Existe uma desconfiança relativamente aos módulos de 
classificação automática que estão normalmente incluidos no software comercial de aquisição 
do PSG. Já o estudo por meio da análise da HRV tem um leque de vantagens e desvantagens 
quase antagónico relativamente à polissonografia: os custos e requisitos são muito menores de 
que no caso da PSG, permitindo-lhe realizar o exame num ambiente domiciliário, mas é 
necessária uma parametrização das características obtidas pela análise da HRV do utente quase 
singular, havendo dificuldades em torná-la um método universal para o estudo do sono. Contudo 
há uma relação de equilíbrio entre estes dois métodos de análise, o que torna o estudo do sono 
por meio da análise da HRV relevante. 
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1.3 Estado da arte 
Existe ampla bibliografia que estabelece uma relação entre a HRV e os estágios do sono, 
fortemente suportada na regulação do ritmo cardíaco por parte do sistema nervoso autónomo. 
Neste capítulo apresentam-se alguns sistemas desenvolvidos para classificação automática dos 
estágios do sono. 
Penzel apresentou um sistema de classificação automático baseado unicamente na 
análise espectral em períodos de 30 segundos e num conjunto de regras heurísticas, obtendo 
resultados na ordem dos 57,5% [6], mas que indicavam uma estratificação entre a análise 
espectral nos diversos estágios. Já havia introduzido a DFA (Detrended Fluctuation Analysis) 
num outro estudo, com análise de variância. obtendo resultados na ordem dos 78,4% [13].  
Redmond utilizou características temporais, espectrais e respiratórias (estimadas a partir 
da análise espectral), com sucesso semelhante a Penzel, na ordem dos 79%, mas nas suas 
conclusões chamou à atenção para uma questão que não deve ser ignorada no âmbito desta 
tese, que é o problema da independência do classificador em relação ao sujeito. Devido ao facto 
dos pacientes serem fisiologicamente diferentes e, portanto, as suas características da HRV 
serem distintas, há uma dificuldade acrescida em treinar um classificador que não sofra um 
decréscimo no desempenho devido aos dados de treino serem de sujeitos diferentes. Neste 
capítulo, Redmond obteve um desempenho médio de 67% [14].  
Noviyanto extraíu características do sinal ECG, da HRV e da EDR (ECG-Derived 
Respiration), avaliando o seu desempenho em quatro classificadores diferentes, com resultados 
de 79,80% com um classificador random forest [15].  
Adnane executou uma classificação que distinguia entre os estados desperto e a dormir, 
com recurso à DFA e a uma variante da DFA denominada de WDFA (Windowed Detrended 
Fluctuation Analysis), com um classificador SVM (Support Vector Machine), conseguindo um 
desempenho médio de 79,99% [16].  
Yilmaz usou apenas 3 medidas temporais invariantes a outliers para efectuar a análise. 
Embora tenha conseguido apenas um desempenho máximo de 61,8% na classificação do 
estágio NREM2 – que representa neste estudo 60% a 70% de todos os estágios do sono – o seu 
desempenho aumento para 85% a 99% nos restantes estágios, com um classificador SVM. 
Outros classificadores usados como o kNN (k-Nearest Neighbours) e QDA (Quadratic 
Discriminant Analysis) apresentaram resultados ligeiramente inferiores, mas igualmente 
satisfatórios [17].  
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1.4 Descrição da tese 
Este trabalho está dividido em 4 capítulos. Este capítulo introdutório faz uma identificação 
do problema a abordar na tese. A viabilidade de um sistema de análise da HRV e classificação 
dos estágios do sono é avaliada. O trabalho existente e o estado da arte nesta área é reportado, 
sendo sumariamente apresentadas algumas soluções para o problema. É feita por fim uma 
descrição deste trabalho e da sua estrutura.  
O segundo capítulo fornece um contexto teórico a esta tese. Uma explicação da fisiologia 
do coração humano é apresentada e são descritos os processos de regulação do ritmo cardíaco 
que contribuem para a variação do mesmo. Esta variação do ritmo cardíaco mediada pelos 
processos de regulação está intimamente relacionada com os estágios do sono, podendo-se 
inferir sobre os mesmos a partir de medidas estatísticas, espectrais ou não lineares da HRV.  
O terceiro capítulo descreve em pormenor a metodologia utilizada, que se inicia na escolha 
da base de dados, nos métodos de tratamento prévio dos sinais e de processamento dos 
mesmos. São também descritos os métodos de classificação utilizados. Seguidamente é feita 
uma descrição visual do software com recurso a uma amostra de execução. Por último, são feitos 
alguns testes de relevância clínica com o software desenvolvido. No fim do capítulo desenvolve-
se uma conclusão sobre os resultados obtidos.  
No quarto capítulo são apresentados os resultados e discussão sobre o desempenho dos 
classificadores, comparando os resultados obtidos com os esperados, de acordo com outros 
estudos feitos na área obtidos previamente por especialistas. São retiradas conclusões sobre a 
viabilidade clínica do programa. Indicam-se áreas a melhorar no presente trabalho e novas 
funcionalidades para o futuro.  É feita uma conclusão sobre os objectivos propostos da tese e o 
seu cumprimento aos diversos níveis. 
Os objectivos desta tese apresentam-se de seguida e descrevem aquilo que o software 
criado para o efeito deve atingir: 
 
1. A detecção dos complexos QRS e a criação da série temporal dos intervalos RR, 
livre de artefactos (Capítulos 3.2 e 3.3); 
2.  A escolha e análise das medidas temporais, espectrais e não lineares a analisar, 
de acordo com as recomendações padrão (Capítulos 3.4 a 3.7); 
3. A classificação dos estágios do sono e a produção de um hipnograma (Capítulo 
3.8); 
4. A viabilidade clínica da aplicação e o seu desempenho em testes reais (Capítulos 
4.1 e 5.1) 
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2. Contexto Teórico 
Este capítulo descreve as bases teóricas do funcionamento do coração humano e dos 
seus mecanismos de regulação. As interacções do sistema nervoso autónomo com o coração, 
nomeadamente com o nodo sinoatrial, provocam uma variação no ritmo cardíaco. O tipo de 
interacção despoleta reacções diferentes no nodo sinoatrial, portanto torna-se importante 
compreender estes processos. As medidas da HRV relevantes para a caracterização do sono 
são fundamentadas, com base na literatura existente. 
2.1 Fisiologia do Coração Humano 
 O coração humano é o órgão central do sistema cardiovascular. É um órgão muscular 
oco, responsável pelo bombeamento do sangue até aos órgãos e aos vasos sanguíneos através 
da sua contracção involuntária. O coração é composto por 2 átrios e 2 ventrículos. A circulação 
do sangue pelo coração começa com a recepção de sangue venoso pelo átrio direito, passando 
pelo ventrículo direito e fornecendo sangue às artérias pulmonares, onde ocorrem as trocas entre 
oxigénio e dióxido de carbono. Este sangue entra então no átrio esquerdo pelas veias 
pulmonares, passando pelo ventrículo esquerdo até chegar à aorta, onde é distribuído por todos 
os órgãos via sistema arterial. Dentro dos órgãos, os vasos sanguíneos vão-se ramificar até 
eventualmente chegarem aos capilares, onde vão ocorrer trocas sanguíneas. O fluxo de sangue 
regressa então pelas veias sistémicas até fluir de novo para o coração. A Fig. 1 ilustra o fluxo 
sanguíneo dentro do coração. O sangue provém das veias cavas superior e inferior (SVC e IVC, 
respectivamente) para o átrio direito, flui pelo ventrículo direito até à artéria pulmonar. Finda a 
circulação pulmonar, o sangue regressa pelo átrio esquerdo e enche o ventrículo esquerdo, 
bombeando sangue pela aorta para todo o organismo. 
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Fig. 1: Fluxo sanguíneo dentro do coração [18]. 
Faz sentido considerar o coração como uma bomba que recebe sangue dos vasos 
sanguíneos venosos a baixa pressão e o expele pelas artérias a alta pressão, graças a 
sucessivas contracções. Essas contracções são despoletadas por uma série de impulsos 
eléctricos com origem em nodos especificamente localizados no miocárdio. É possível observar 
na Fig. 2 o diagrama da condução eléctrica destes impulsos. Um impulso eléctrico gerado pelo 
nodo sinoatrial (SA) provoca uma despolarização do músculo atrial. O sinal eléctrico atinge e 
activa o nodo atrioventricular (AV), sendo conduzido pelo feixe de His e pelas fibras de Purkinje 
até ao músculo ventricular, que será estimulado, despolarizando os ventrículos. Uma 
repolarização do músculo ventricular, num período refractário de pelo menos 200 ms, reconduz 
este ao seu potencial eléctrico de repouso, completando um ciclo cardíaco. 
 
Fig. 2: Descrição electrofisiológica de um batimento cardíaco [19]. 
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Uma onda ECG é composta por 3 ondas distintas, resultantes da despolarização e 
repolarização do tecido muscular. A primeira onda, onda P, corresponde à despolarização do 
músculo atrial antes da contracção. O complexo QRS é causado pela despolarização ventricular. 
Sendo esta porção de maior amplitude num sujeito saudável, será aquele facilmente detectável 
num ECG, nos denominados picos R. Durante o complexo QRS ocorre ainda a repolarização 
atrial, embora não seja visível devido à baixa amplitude desse sinal. Por último, a onda T é 
causada pela repolarização ventricular [18]. Estes impulsos sucessivos geram uma mudança de 
potencial da ordem dos mV, cujo sinal pode ser adquirido por um electrocardiograma. Um sinal 
típico de electrocardiograma pode ser observado na Fig. 3. 
 
 
Fig. 3: Esquema ilustrativo da aquisição de um sinal ECG. Na imagem alargada está 
representada a forma de onda de um batimento cardíaco, onde estão indicadas as ondas P, o 
complexo QRS, a onda T e os intervalos PR, ST e QT. Ciclo de polarização e despolarização do 
coração conforme adquirido pelo electrocardiograma. Fonte: [20] 
 
Da detecção destes complexos QRS surge o denominado intervalo RR. Definido como a 
distância temporal entre dois batimentos cardíacos, é este intervalo que constitui o sinal HRV.  
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2.2 Regulação do ritmo cardíaco 
O sistema nervoso autónomo (SNA) é um sistema de controlo subconsciente de funções 
como a respiração, digestão e circulação, sendo também o mecanismo de regulação 
homeostática, isto é, dos processos necessários para manter o equilíbrio do sistema face a 
condições consideradas adversas, como o controlo de temperatura ou do ritmo cardíaco. O SNA 
está dividido em dois sub-sistemas: o sistema nervoso simpático e o sistema nervoso 
parassimpático ou vagal. Estes exercem efeitos distintos nos órgãos que afectam. O sistema 
nervoso simpático é activado em situações de tensão aguda física ou mental e provocam um 
aumento no ritmo cardíaco (HR - Heart Rate), débito cardíaco, dilatação das pupilas ou 
diminuição da actividade do sistema digestivo para o aumento do fluxo sanguíneo para os 
músculos. O sistema nervoso vagal produz efeitos que se podem considerar opostos, induzindo 
uma baixa do ritmo e débito cardíaco, a constrição das pupilas ou o aumento da actividade do 
sistema digestivo. A Fig. 4 descreve a relação do sistema nervoso autónomo com o coração e 
os mecanismos de modulação da função cardíaca. 
 
 
Fig. 4: Organização do sistema nervoso autónomo. A principal região de regulação do ritmo 
cardíaco reside na medula [21]. 
A variação do ritmo cardíaco é despoletada pela regulação do sistema nervoso autónomo 
no nodo SA. Esta regulação é feita por intermédio de neuromodeladores com efeitos 
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antagónicos. O hipotálamo tem um papel integrante, modulando a actividade neuronal na medula 
como resposta a situações emergentes. Os nervos aferentes como os barorreceptores entram 
na medula, que inibe neurónios estimulantes da actividade simpática e activa neurónios 
estimulantes da actividade parassimpática. A estimulação pode ocorrer no nodo sinoatrial, pelo 
nervo vagal direito ou no nodo atrioventricular, pelo nervo vagal esquerdo. 
Um coração humano saudável deverá ter um ritmo cardíaco entre 70 e 80 batimentos por 
minuto, devido à manifestação dos sistemas simpático e vagal. Verifica-se, portanto, que a 
modulação da actividade do sistema nervoso, patente em processos de regulação, é quantificada 
na HRV.  
Um outro tipo de mecanismo de regulação é aquele em que não há estimulação, mas sim 
uma reacção desenhada para manter a homeostase. O mecanismo mais importante é o 
barorreflexo arterial. Barorreceptores existentes no arco aórtico e no seio carotídeo transmitem 
um sinal à medula através do nervo vago e do nervo glossofaríngeo, respectivamente, que por 
sua vez vai modular a actividade dos sistemas nervosos simpático e parassimpático, estimulando 
a actividade parassimpática e inibindo a actividade simpática. A Fig. 4 descreve graficamente as 
interacções entre os barorreceptores e a medula. 
Uma componente que também influencia o ritmo cardíaco é a respiração, mais 
concretamente a RSA (Respiratory Sinus Arrythmia). Em repouso, o ritmo cardíaco aumenta com 
a inspiração e diminui com a expiração. Este fenómeno está relacionado com o mecanismo 
anterior, o barorreflexo arterial, modulando a actividade vagal eferente. Devido à distensão dos 
pulmões durante a inspiração, o nervo vago é excitado. Devido ao aumento de actividade vagal 
aferente a actividade vagal eferente e, por conseguinte, a actividade simpática, é reduzida, 
aumentando o ritmo cardíaco. O processo é o inverso no caso da expiração: a actividade vagal 
aferente é reduzida, levando a uma diminuição no ritmo cardíaco. 
Para além do controlo autonómico do ritmo cardíaco, existem substâncias humorais que 
podem afectar a função cardiovascular, exercendo influência directa nos vasos sanguíneos e 
cardíacos ou através da alteração do volume sanguíneo. As principais substâncias de controlo 
incluem o sistema renina-angiotensina-aldosterona, catecolaminas como a dopamina, ou outras 
substâncias como o estrogénio, a insulina ou hormonas de crescimento [18].  
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2.3 HRV e os estágios do sono 
O sono não é um estado simplesmente definido pela necessidade do corpo estar em 
repouso para despoletar a regulação metabólica. É caracterizado por mudanças importantes na 
modulação autónoma da actividade cardiovascular, que influenciam os tecidos cardíacos e 
controlam a oscilação do intervalo entre batimentos consecutivos, isto é, a HRV [10]. Conforme 
foi descrito no capítulo anterior, os diferentes de mecanismos de regulação do ritmo cardíaco 
estão largamente dependentes da actividade do sistema nervoso autónomo. O conceito de 
balanço simpato-vagal, embora não esteja muito bem definido, reflecte o estado autónomo 
resultante da influência a que o nodo sinoatrial está sujeito por parte dos sistemas simpático e 
parassimpático [22]. Contudo, tem surgido alguma controvérsia sobre o real efeito do sistema 
nervoso autónomo na modulação do ritmo cardíaco. Eckberg afirma que não há uma 
fundamentação fisiológica para a interacção constante e para a reciprocidade entre a actividade 
simpática e parassimpática [23]. Goldstein afirma que a componente de baixa frequência da 
análise espectral da HRV (ver Capítulo 2.4.2) não é uma medida do tónus simpático mas da 
função dos barorreceptores já descrita anteriormente [24]. Altimiras afirma que os métodos que 
contradizem a existência de um mecanismo de medição do balanço simpatovagal são 
reducionistas e introduzem perturbações que isolam diferentes componentes do sistema em vez 
de estudar o sistema como um todo. A variabilidade do ritmo cardíaco reflecte o resultado de um 
sistema complexo que inclui componentes harmónicas e não harmónicas de origem fisiológica 
[25]. 
Em diferentes estágios do sono, os processos de regulação do organismo de que é 
responsável o sistema nervoso autónomo variam consideravelmente, exercendo influência mista 
sobre a função cardíaca. É possível, então, inferir que diferentes estágios do sono têm reflexos 
na variação do ritmo cardíaco [13][14]. Os testes efectuados apontam para um domínio 
parassimpático e uma redução no tónus eferente simpático durante o sono NREM, registando 
um descréscimo no ritmo cardíaco e para uma modulação simpática acentuada, com flutuações 
notáveis no balanço simpato-vagal durante o sono REM, verificando-se que o ritmo cardíaco 
aumenta neste estado. 
 
2.3.1 Arquitectura do sono 
Os estágios do sono dividem-se em 5: um estágio denominado REM (Rapid Eye 
Movement) e quantro estágios denominados NREM1-4 (Non-Rapid Eye Movement). Geralmente 
os estágios de sono são identificados recorrendo a sinais do electroencefalograma (EEG), mas 
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também ao electrooculograma (EOG) e ao electromiograma (EMG). Estes sinais são marcados  
visualmente como pertencendo a um determinado estágio em períodos de 30 segundos, de 
acordo com regras específicas, produzindo um hipnograma, construído conforme se pode 
observar na Fig. 5. Até 2007 o padrão para classificação de estágios de sono era o manual de 
Rechtschaffen e Kales [28], até que o trabalho da American Academy of Sleep Medicine (AASM) 
veio definir os novos padrões actualizados [29]. As principais alterações consistem na inclusão 
de eventos cardíacos, respiratórios, de movimento e de excitação, para além da passagem de 4 
estágios NREM para 3, formando os estágios 3 e 4 um único estágio. 
 
 
Fig. 5: Hipnograma de um voluntário saudável [6]. 
Uma noite de sono típica para um sujeito saudável deverá seguir os seguintes estágios: 
W -> N1 -> N2 -> N3 -> N2 -> REM. Estes estágios repetir-se-ão ciclicamente, com a duração 
de cada estágio a alterar ligeiramente ao longo da noite, conforme o ciclo de sono. No manual 
da AASM os critérios são exclusivamente com base nos sinais EEG, EOG e EMG, não havendo 
um critério único e específico para a classificação dos estágios do sono com base no ECG.  
O estágio W (Wake), representa o estado acordado, que inclui desde o estado desperto 
até ao estado sonolento. A maioria dos sujeitos com os olhos fechados vai demonstrar um padrão 
alfa no EEG, no intervalo 8 – 13 Hz. Com olhos abertos pode registar-se uma actividade cerebral 
de baixa voltagem, com frequência entre o padrão alfa e beta. O EOG pode demonstrar 
movimentos oculares ou piscar de olhos intermitente, consoante o estado de alerta do sujeito. O 
EMG é de amplitude variável, mas é geralmente superior que durante os estágios de sono. 
O estágio N1 (NREM 1) é geralmente o início do período de sono, sendo acompanhado 
de movimentos oculares lentos e de uma ilusão de consciência por parte dos sujeitos, que 
pensam estar despertos. Neste estágio surge actividade EEG de padrão teta, no intervalo 4 – 7 
Hz. Podem surgir alguns fenómenos excitatórios que conduzem o sujeito de novo ao estágio W, 
como a mioclonia nocturna, caracterizada por um sobressalto ou uma contracção repentina [30].  
O estágio N2 (NREM 2) caracteriza-se por um estado de inconsciência completa e de uma 
muito rara ocorrência de sonhos, com frequências cardíacas e respiratórias mais baixas que nos 
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estágios anteriores. Nota-se o aparecimento de sleep spindles, ou fusos de sono, e de ondas 
EEG do complexo K, conforme se pode ver na Fig. 6. A actividade EEG encontra-se no intervalo 
11 – 16 Hz e não há registo de movimentos oculares.  
O estágio N3 (NREM 3) é um estado de sono profundo, também conhecido por SWS (Slow 
Wave Sleep). Neste estágio, as ondas EEG têm uma amplitude grande e uma frequência no 
intervalo 0.5 – 2 Hz, na região delta. É mais frequente a ocorrência de sonhos e a actividade 
cardíaca e respiratória é mais baixa em comparação com outros estágios NREM. Há uma 
frequência maior de parassónias neste estágio [30][31]. Pode-se observar um estado de 
hipotonia, com o tónus muscular baixo. 
O estágio R (REM) é um estado de sono activo, com características semelhantes ao 
estado acordado. As ondas EEG são de amplitude baixa e frequência variável, com movimento 
ocular rápido. Há também uma paralisia quase total, inibindo os movimentos corporais, 
denominada de atonia muscular ou atonia REM. É neste estágio que ocorrem a maioria dos 
sonhos. O estágio REM é também chamado de estágio paradoxal devido às semelhanças com 
o estágio W na actividade neuronal. 
 
 
Fig. 6: Ondas EEG para os diferentes estágios do sono. Adaptado de [32] 
 
Existe extensa bibliografia que utiliza a análise da HRV para distinguir entre os diferentes 
estágios do sono. Na Fig. 7 pode-se observar uma definição visual dos intervalos RR, que 
constituem a base de um sinal de HRV. A Fig. 8 apresenta a componente temporal e espectral 
de um sinal de HRV nos diferentes estágios. Estas componentes são consideradas o ground 
truth, pois uma simples análise visual permite distinguir perfeitamente entre os diferentes 
estágios. 
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Fig. 7: Componentes do electrocardiograma. Em cima estão representados várias ondas 
correspondentes aos batimentos cardíacos, onde está indicado também a medida quantitativa de 
um intervalo RR, em segundos, definido pelo intervalo temporal entre dois picos R. Adaptado de: 
[18]. 
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Fig. 8: Sequência de intervalos RR e PSD de um sinal HRV. Na esquerda estão as sequências 
de intervalos RR. Na direita estão os gráficos PSD para o mesmo conjunto de intervalos RR. A 
legenda mais à esquerda indica o estágio de sono [33]. 
 
A análise do sinal RRI no domínio do tempo e da frequência é predominante nos estudos 
efectuados [26],[27]. Nos capítulos seguintes ir-se-ão estudar as relações entre os estágios de 
sono e as medidas dos intervalos RR, sendo depois comparados com o ground truth estabelecido 
pela Fig. 8.  
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2.4 Medidas HRV relevantes para a 
determinação dos estágios do sono 
Conforme visto no capítulo anterior, a análise da HRV é relevante para a determinação 
dos estágios do sono, devido à capacidade de inferir sobre a modulação autónoma do ritmo 
cardíaco através de medidas estatísticas, espectrais ou longas correlações temporais. Existe um 
conjunto alargado de medidas com base na HRV, dependentes ou independentes de efeitos de 
escala, estudadas com o objectivo de desenvolver medidas não invasivas de avaliação da função 
cardiovascular. 
 
2.4.1 Medidas do domínio temporal 
As medidas da HRV mais triviais serão as medidas estatísticas resultantes da análise no 
domínio temporal, como a média, máximo, mínimo e desvio padrão. Através desta análise é 
possível determinar em qualquer instante o ritmo cardíaco ou o intervalo entre batimentos 
cardíacos. Na observação de um electrocardiograma determinam-se os intervalos RR ou NN (os 
intervalos entre picos R do complexo QRS que correspondam realmente à despolarização do 
nodo sinoatrial).  
No tratamento estatístico destes dados, deve-se ter em consideração a diferença entre as 
medidas obtidas directamente dos intervalos RR das medidas resultantes da diferença entre os 
mesmos intervalos. 
O European Heart Journal considera, como métodos de estatística descritiva da HRV, que 
se usem quatro medidas para uso generalizado em estudos clínicos: duas que indexam a HRV 
global, uma que estima a HRV a curto prazo e outra que estima a HRV a longo prazo [9]. As 
medidas que estimam a HRV global são: a) o desvio padrão de todos os períodos cardíacos 
normais (SDNN) e b) o índice triangular (TiNN). Este último mede a dispersão dos intervalos RR 
em torno do valor modal, expresso pela razão entre o número total de intervalos RR e o número 
de intervalos RR pertencentes a uma determinada classe modal. A medida recomendada para 
estimar a HRV a curto prazo é a raíz das diferenças sucessivas entre intervalos RR adjacentes 
(RMSSD).  Por último, o desvio padrão da média dos intervalos RR para cada época de 5 minutos 
serve como uma estimativa da HRV a longo prazo (SDANN). Uma outra medida relevante para 
analisar a HRV a curto prazo é a percentagem de intervalos sucessivos com uma diferença 
temporal absoluta entre si superior a 50ms (pNN50). As medidas aqui apresentadas podem estar 
sujeitas à influência de outliers, tipicamente presentes em sinais ECG reais. Para além destas 
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medidas, podem-se considerar outras medidas, invariantes a outliers, baseadas na análise 
temporal da HRV: a distância entre o primeiro e o terceiro quartil (IQR), a média dos desvios 
absolutos em relação ao valor central (MAD) e a mediana de cada época [17]. 
 
2.4.2 Medidas do domínio espectral 
Um outro conjunto de medidas é a análise espectral da HRV. A PSD (Power Spectral 
Density) permite-nos obter informações sobre a distribuição da quantidade de potência em 
função da frequência. De notar que, independentemente do método utilizado, apenas uma 
estimativa poderá ser obtida deste espectro de frequências através dos algoritmos adequados.  
As componentes espectrais distinguem-se pela sua banda de frequências, cujos intervalos 
são os tipicamente considerados para a análise da HRV. A primeira, VLF (Very Low Frequency) 
ou muito baixa frequência, caracteriza a banda dos 0.003 Hz – 0.04 Hz. Os seus efeitos 
fisiológicos não estão muito bem definidos mas aparentam estar relacionados com mecanismos 
de regulação que não podem ser estudados nos intervalos temporais tipicamente considerados 
para a análise espectral da HRV [10]. A segunda, LF (Low Frequency), corresponde à banda dos 
0.04 Hz - 0.15 Hz. É caracterizado por modulações simpáticas e parassimpáticas, embora seja 
de salientar que esta é uma questão que levanta alguma controvérsia, com alguma da literatura 
a atribuir particular responsabilidade às flutuações do tráfico simpático ao nodo SA, como já 
referido. Entende-se que esta banda de frequência está relacionada também com flutuações 
síncronas na pressão sanguínea, denominadas de ondas Mayer [34]. A última componente, HF 
(High Frequency) ou alta frequência, constitui a banda 0.15 Hz - 0.4 Hz. É mediada largamente 
pela inervação vagal do nodo SA. É considerado um indicador da função vagal cardíaca. É nesta 
banda que é detectável o ritmo respiratório, através da cíclica RSA, que possui valores em torno 
dos 0.30 Hz. Estas bandas de frequência podem ser observadas na Fig. 9, representante do 
gráfico da PSD de um segmento de 30 segundos. 
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Fig. 9: PSD de um segmento de 30 segundos. As barras verticais, nas frequências 0.04 Hz, 
0.15 Hz e 0.4 Hz indicam a separação entre as bandas de frequência. 
Existe ainda uma componente ULF (Ultra Low Frequency), ou ultra baixa frequência, 
constituindo a banda 0 Hz - 0.003 Hz, embora esta banda seja ignorada por três motivos. O 
primeiro é que o segmento de tempo a analisar teria que ser longo o suficiente para se inferir 
sobre a influência desta banda de frequências. O segundo motivo prende-se com a falta de 
documentação que valide esta banda de frequências como sendo relevante para a análise da 
HRV. O terceiro motivo é que as técnicas de remoção de tendências lineares invalida a 
informação presente nesta banda de frequência.  
Neste contexto, o cálculo da PSD permite-nos obter as seguintes medidas: a densidade 
espectral total e nas componentes VLF, LF e HF e relativas percentagens, a frequência do pico 
de maior intensidade nas bandas VLF, LF e HF e as componentes normalizadas de LF e HF (isto 
é, retirando a contribuição da banda VLF). A relação entre a densidade espectral da banda LF e 
da banda HF é vista como um marcador importante do balanço simpato-vagal descrito 
anteriormente, estando representado pela medida LF/HF, dada pelos valores absolutos de LF e 
HF.  
 
2.4.3 Medidas de complexidade 
O domínio não linear é particularmente importante na análise da HRV. Devido ao complexo 
sistema que domina os estágios do sono e os processos regulatórios, existe uma enorme 
correlação entre o batimento cardíaco e operações de sistemas não lineares dinâmicos como 
modelos de sistemas hemodinâmicos, electrofisiológicos ou, como já visto, devido a processos 
de regulação do sistema nervoso autónomo e central. 
O conceito de fractal é associado a sistemas geométricos com uma estrutura que exibe 
duas propriedades: a auto-similaridade, isto é, a decomposição de um sistema em sub-sistemas 
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que são estatisticamente semelhantes ao sistema original; e ter uma dimensão fractal, que se 
entende por ser invariante à escala.  
As medidas lineares e espectrais da HRV caracterizam-na segundo uma escala de tempo 
ou frequência. A DFA (Detrended Fluctuation Analysis) é usada para quantificar as propriedades 
fractais de sinais de ritmo cardíaco em curtos intervalos, isto é, quantificar a estrutura e a 
complexidade independentemente da escala. São estudadas as correlações numa larga escala 
temporal, sendo importante que os dados a analisar estejam desprovidos de tendências, que são 
causadas por efeitos externos e em nada estão relacionadas com as correlações a larga escala. 
A vantagem da DFA neste sentido é que é capaz de eliminar tendências de ordens diferentes, 
permitindo inferir sobre a variância natural do ritmo cardíaco. 
O gráfico de Poincaré, outra medida de carácter não linear, é uma representação 
geométrica da série temporal, representada por um gráfico dos intervalos RR sucessivos. 
Pretende avaliar a dinâmica da HRV entre batimentos sucessivos, permitindo observar 
acelerações e desacelerações no ritmo cardíaco. A sua visualização corresponde a uma elipse, 
cuja linha de identidade e a sua ortogonal são denominadas de descriptores (SD – Standard 
Descriptors), que caracterizam a assimetria deste gráfico e são as características usadas para 
efeitos de classificação. 
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Neste capítulo descrevem-se os processos convencionados para a análise HRV, bem 
como aqueles seguidos no intuito desta tese. É feita uma descrição das bases de dados 
utilizadas. Os processos de aquisição dos intervalos RR a partir da detecção dos complexos 
QRS e a filtragem necessária dos mesmos são descritos no capítulo 3.2 e 3.3. Os capítulos 3.4 
a 3.7 apresentam os métodos de análise HRV. No capítulo 3.8 é feita uma análise aos algoritmos 
de classificação abordados no âmbito desta tese, sublinhando as diferenças entre cada um. O 
capítulo 3.9 descreve uma sessão de utilização do programa, incluindo a detecção dos 
complexos QRS, a análise dos dados e a computação do hipnograma. No capítulo 3.10 
apresentam-se alguns testes realizados com o programa em duas formas distintas de 
classificação: uma em que são recolhidos os dados de vários pacientes para classificar um outro 
paciente, outro em que são utilizados dados do paciente de sessões anteriores, ou de parte da 
sessão, para classificar outras sessões de sono, ou o restante da sessão. São ainda analisadas 
variadas situações clínicas, onde se incluem pacientes com um sono regular, pacientes que não 
contém sono profundo, entre outros. Este capítulo termina com uma avaliação aos pressupostos 
da tese e ao sucesso ou insucesso dos algoritmos utilizados. 
Na Fig. 10 está representado um fluxograma com os passos de processamento do 
programa. 
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Fig. 10: Fluxograma das etapas de processamento do programa. 
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3.1 Bases de dados 
Para este estudo foi considerada uma base de dados de registos polissonográficos, a 
SHHS (Sleep Heart Health Study), que contém registos de mais de 6440 pacientes. Foi feita uma 
selecção dos pacientes que inclui as restrições apresentadas na tabela 1.  
Tabela 1: Descrição das variáveis utilizadas para limitar a selecção dos sujeitos. Os valores 
das condições podem ser lógicos (0 ou 1), podem ser um valor limite ou um valor fixo [35].  
Variável Condição Valor 
ai_all Arousal Index < 10 
Rdi0p Overall RDI all oxygen desaturations < 20 
rdisn PSG Scoring Notes (SHHS1): RDI as assessed by scorer < 5 
restAn1 PSG Scoring Notes (SHHS1): Was entire record scored 1 
Hrov150 PSG Quality Assessment (SHHS2): Medical Alert - HR > 150 0 
Hrund30 PSG Quality Assessment (SHHS2): Medical Alert - HR < 30 0 
oxyund70 PSG Quality Assessment (SHHS2): Medical Alert - SaO2 < 70 0 
AHIov50 PSG Quality Assessment (SHHS2): Medical Alert - AHI > 50 0 
prerdi PSG Quality Assessment (SHHS1): Preliminary RDI < 5 
HF15 MD Reported Heart Failure (SHHS1) 0 
Pacem15 History of Pacemaker (SHHS1) 0 
crbron15 History of Chronic Bronchitis (SHHS1) 0 
asthma15 History of Asthma (SHHS1) 0 
asth1215 Asthma attack in last 12 months (SHHS1) 0 
smknow15 Health Interview (SHHS1): now smoke cigarettes 0 
HTNDerv_s1 Hypertension (SHHS1) 0 
bmi_s1 BMI (SHHS1) < 30 
Hrqual Quality of the heart rate signal 4 
SLP_EFF Sleep Efficiency 85 % 
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Com estas restrições ficou-se com um conjunto de 47 pacientes, dos quais foram 
escolhidos 20 com base na qualidade do sinal e na inexistência de ruído. Como o objectivo 
principal desta tese não inclui um tratamento robusto do sinal para o eliminar de ruído, foram 
escolhidos aqueles com melhor qualidade. Esta base de dados consiste então em gravações de 
10 pacientes, dos quais 4 são do sexo masculino e 6 são do sexo feminino. Nos pacientes do 
sexo feminino a idade média é de 51.6 anos (idades entre os 43 e 78 anos) e o peso médio de 
61.80 Kg (peso entre 59.2 Kg e 66.6 Kg). Nos pacientes do sexo masculino a idade média é de 
44.5 anos (idade entre 41 e 52 anos) e o peso médio de 75.78 Kg (peso entre 67.6 Kg e 92.4 
Kg). As gravações foram efectuadas no primeiro ciclo de ensaios clínicos, realizado entre 1995 
e 1998 e têm uma sessão de sono média de 6 horas e 41 minutos (duração entre 5h42m e 
7h25m), excluindo os períodos acordados, resultando num total de 9361 períodos. Este estudo 
foi inicialmente desenhado para determinar se a respiração irregular durante o sono poderia ser 
um factor de risco de doenças cardíacas, acidentes vasculares cerebrais e hipertensão, entre 
outros. 
Foi ainda considerada uma base de dados de registos polisssonográficos, a MIT-BIH PSG 
[36], que consiste em 16 gravações a partir de 60 pacientes do sexo masculino com idade média 
de 40 anos (idades entre 32 e 56 anos) e peso médio de 119 Kg (peso entre 89 Kg e 152 Kg). 
Os pacientes foram observados no laboratório de sono do Hospital Beth Israel, em Boston, na 
década de 1970. A duração média destas gravações é de 5h20m (gravações entre 1h17m e 
6h30m). O objectivo desta base de dados era estudar os efeitos da técnica CPAP - Constant 
Positive Airway Pressure ou Pressão Contínua Positiva das Vias Respiratórias - no tratamento 
de pacientes que sofrem de patologias relacionadas com a obstrução das vias respiratórias. 
Contudo o impacto desta na comunidade científica que estuda os padrões de sono e patologias 
relacionadas tem sido inestimável, sendo uma das bases de dados mais utilizadas em 
publicações do género.  
É de notar que na base de dados MIT-BIH PSG muitos dos registos estão marcados por 
períodos de ausência de sinal e de ruído elevado. Por se entender que, por um lado, os sinais 
devem ser o mais reais possível (e por isso não é recomendável a eliminação de períodos da 
gravação, onde continua a haver a marcação manual dos estágios do sono) e que, por outro 
lado, se procura desenvolver um sistema o mais eficiente possível, a escolha da base de dados 
a utilizar recaiu sobre a do Sleep Heart Health Study. 
Estas bases de dados possuem anotações dos estágios de sono, marcadas visualmente 
com o auxílio de um perito, e que servirão como ground truth para avaliação de desempenho. 
Os sinais extraídos foram os sinais ECG, os sinais de HRV e as anotações dos estágios de sono, 
no caso da MIT-BIH e os sinais ECG e anotações dos estágios de sono no caso da SHHS. 
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3.2 Detecção dos complexos QRS 
A detecção dos complexos QRS é o primeiro módulo e o mais importante de todo o pré-
processamento. É necessário um sistema de detecção robusto e capaz de corrigir eventuais 
erros ou não-detecções. O algoritmo de Pan-Tompkins [37] é um dos algoritmos mais célebres 
para esta função, tendo sido implementado em diversos softwares e sendo aplicado neste 
programa. O método descrito por Pan e Tompkins é aqui descrito: o sinal ECG é sujeito a um 
filtro passa-banda de 5 a 15 Hz para eliminar desvios da baseline, ruído da fonte, muscular e 
outros tipos de ruído. O sinal é então derivado para providenciar informação sobre a monotonia 
local do sinal. Após isto o sinal é elevado ao quadrado para evidenciar os picos R. No final, ocorre 
uma integração com uma janela móvel, isto é, uma janela que englobe um determinado número 
de amostras percorre o sinal todo. Após este procedimento, são obtidos os chamados pontos 
fiduciais, correspondentes ao limite superior da região crescente no sinal integrado. A partir daqui 
são aplicados thresholds para caracterizar os pontos fiduciais como ruído, complexos QRS ou 
ondas T. Uma descrição mais completa deste algoritmo pode ser consultado no artigo de Pan e 
Tompkins, que é tido como o standard nas detecções de complexos QRS, tendo sido citado mais 
de 2700 vezes e implementado em diversos softwares. 
Uma variação a este algoritmo é a implementada no software Kubios HRV, que consiste 
nos seguintes passos: o sinal é sujeito a um filtro passa-banda e é imediatamente elevado ao 
quadrado, sendo sujeito à mesma integração com janela móvel. As regras de decisão incluem 
um threshold de amplitude e um threshold temporal, que estipula a distância mínima, 
fisiologicamente estabelecida, entre dois complexos QRS. Uma novidade é a interpolação do 
sinal na janela em torno do ponto fiducial a 2000 Hz para melhorar a resolução temporal e permitir 
uma melhor detecção [38]. 
No software aqui desenvolvido, o algoritmo utilizado tem a seguinte estrutura: é feita uma 
detecção de picos inicial com um threshold temporal e de amplitude pré-definido. Após 
verificação que o sinal não está invertido e que o número de picos não excede determinados 
valores, é apresentado o sinal ECG com os picos detectados. Nesta altura é perguntado ao 
utilizador se deseja fazer correcções manuais nos thresholds, ou inverter o sinal. Este processo 
continua até que o utilizador esteja satisfeito com o resultado obtido. No passo seguinte, é feito 
um varrimento do sinal para a detecção de outliers, cujas regras de detecção se encontram 
descritas no capítulo seguinte. Após todos os passos descritos são apresentados o sinal ECG 
com os picos R identificados e o sinal HRV, constituído pela sequência de intervalos RR. 
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Uma das limitações deste algoritmo é a intervenção manual do utilizador. De facto, este 
processo necessita de alguma experiência por parte do utilizador, embora a capacidade para 
interpretar sinais ECG seja fundamental para o cumprimento dos objectivos a que o programa 
se propõe. Entende-se, portanto, que o utilizador seja proficiente no tratamento de sinais ECG. 
Uma verdadeira desvantagem que este algoritmo apresenta poderá ser o excesso de fine-tuning: 
a adaptação excessiva dos thresholds para obter um sinal limpo pode levar a que se considerem 
áreas predominantemente marcadas por ruído como sendo picos R. Por outro lado, um threshold 
não adaptivo pode ter efeitos negativos num sinal ECG com alguma variabilidade na amplitude 
dos complexos QRS, não sendo imune à detecção de picos P, antes do complexo QRS, o que 
levaria o software a ignorar o complexo QRS devido ao threshold temporal. A Fig. 11 mostra o 
exemplo de um caso em que o fine-tuning foi excessivo, levando a uma detecção incorrecta. 
 
 
Fig. 11: Exemplo de uma detecção incorrecta de um pico R. Neste caso o threshold da 
amplitude (a linha tracejada a azul) foi definido manualmente para um valor demasiado baixo. 
Apesar de todas as desvantagens descritas, o controlo por parte do utilizador permite que 
o programa seja mais robusto face a sinais ECG com demasiado ruído, com falhas de aquisição, 
entre outros. Uma implementação do algoritmo de Pan Tompkins sem algum tipo de revisão 
manual iria em muitos casos distorcer os intervalos RR, o que comprometeria o seu uso como 
conjunto de treino de um classificador de estágios de sono. É de notar que os algoritmos de 
correcção dos intervalos RR, também eles sujeitos a controlo manual, permitirão a detecção de 
todos estes intervalos erróneos e o seu processamento. 
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O pré-processamento dos intervalos RR é fundamental para reduzir efeitos de ruído do 
sinal e de eventuais detecções erróneas. Clifford estudou o efeito de batimentos ectópicos – 
batimentos fora de sítio, extra-sistólicos ou prematuros –, mostrando aumentos na componente 
de alta frequência e reduções na componente de baixa frequência [20]. Isto provoca uma 
distorção do já falado rácio LF/HF, considerado como uma medida do balanço simpato vagal e 
de grande importância na classificação dos estágios do sono. Todas as outras medidas 
baseadas no cálculo dos intervalos RR também estarão sujeitas a distorções, pelo que o 
desempenho do classificador pode ficar altamente degradado. Estes intervalos erróneos são 
fundamentalmente considerados como distorções do sinal que necessitam de ser removidas.  
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3.3 Pré-Processamento dos intervalos RR 
Os intervalos RR, como dito anteriormente, descrevem o intervalo de tempo entre dois 
picos R do complexo QRS, resultando portanto no intervalo entre dois batimentos cardíacos. 
Devido à susceptibilidade do ECG ao ruído e à presença de batimentos cardíacos anómalos, ou 
batimentos ectópicos, é de esperar que nem todos os intervalos RR estejam adequadamente 
caracterizados. Como tal é necessária a filtragem e o pré-processamento do sinal RR, 
obedecendo a um conjunto de regras heurísticas e fisiológicas. 
Conforme descrito no capítulo anterior, os complexos QRS são detectados com uso a um 
algoritmo que permite o controlo manual por parte do utilizador. Pressupõe-se que estes dados 
não estão isentos de valores fora do intervalo fisiologicamente aceitável, ou atípicos, pelo que 
após a sua detecção é feita a detecção de artefactos, que obedece às seguintes regras: é 
definido um threshold adicional para a detecção de anomalias, sob a forma de percentagem da 
mediana dos últimos 30 intervalos RR. Caso o intervalo RR em análise ultrapasse este threshold 
num sentido ou noutro, é perguntado ao utilizador se deseja remover este pico R. Findo o 
varrimento, é apresentado o sinal final ao utilizador. Na Fig. 12 pode-se observar o sinal ECG 
com os picos R e o sinal RR correspondente. 
 
 
Fig. 12: Gráfico do sinal ECG (em cima) e do sinal HRV (em baixo). No sinal ECG, pode-se 
verificar a detecção dos picos R, assinalada pelos pontos vermelhos. Em baixo, é reproduzido o 
sinal que resulta da diferença temporal entre dois picos R consecutivos. 
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A questão da estacionaridade tem que ser tida em conta. A análise espectral assume que 
a série de dados é pelo menos fracamente estacionária, isto é, que a média e covariância 
(primeiro e segundo momento da série de dados) sejam invariantes no tempo. A presença de 
tendências irregulares ou de baixa frequência pode distorcer as componentes espectrais e levar 
a más interpretações. Esta é uma questão complexa porque problemas de estacionariedade no 
ritmo cardíaco podem ser bastante frequentes. O problema da estacionariedade é resolvido 
removendo as tendências de baixa frequência associadas aos processos biológicos [20], como 
se pode ver na Fig. 13. Existem na literatura vários métodos de remoção das tendências de baixa 
frequência: métodos lineares e polinomiais, de wavelets e o método smoothness priors. 
 
 
Fig. 13: Diferença entre os intervalos RR (topo) e os mesmos intervalos RR, com a eliminação 
da tendência de baixa frequência atribuída a mecanismos biológicos (fundo). A linha a tracejado no 
gráfico superior indica a tendência que foi removida. 
 
3.3.1 Métodos Lineares e Polinomiais 
Um dos métodos mais simples, que consiste na remoção do ajuste linear de mínimos 
quadrados (Least Squares Fit). Semelhante ao método linear, o método polinomial consiste na 
remoção de um ajuste polinomial de segunda ou terceira ordem. 
 
3.3.2 Métodos de wavelet 
Os métodos de wavelet consistem em decompor a série de dados em coeficientes de 
aproximação e detalhe usando a Transformada de Wavelet Discreta (DWT), com os coeficientes 
de detalhe a corresponderem à banda HF e os de aproximação a corresponder à banda LF. O 
nível mais alto de aproximação corresponde às frequências mais baixas. O método usado 
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consiste então em reconstruir a banda correspondente ao nível mais alto de aproximação através 
da DWT inversa. O sinal obtido é a tendência de baixas frequências, que é removida à série de 
dados. Mais detalhes sobre os métodos de wavelets podem ser consultados no capítulo 3.7. 
 
3.3.3 Métodos de smoothness priors 
Neste método considera-se que a série de dados tem uma componente estacionária ou 
quase estacionária e uma componente tendencial, aperiódica, ou seja, 𝑧 = 𝑧𝑠𝑡𝑎𝑡 + 𝑧𝑡𝑟𝑒𝑛𝑑. 
Pretende-se modelar a componente tendencial com um modelo de observação linear tal que:  
𝑧𝑡𝑟𝑒𝑛𝑑 = 𝐻𝜃 + 𝜈 
Onde 𝐻 é a matriz de observação, 𝜃 são os parâmetros de regressão e 𝜈 é o erro de 
observação. O objectivo é estimar os parâmetros através de um procedimento de ajuste de modo 
que ?̂?𝑡𝑟𝑒𝑛𝑑 = 𝐻𝜃 possa ser usado como estimativa da tendência. O método mais usado para 
estimar 𝜃 é o método dos mínimos quadrados, ou least squares fitting. Um método mais 




{‖𝐻𝜃 − 𝑧‖2 + 𝜆2‖𝐷𝑑(𝐻𝜃)‖
2} 
   (3.3.1) 
Onde 𝜆 é o parâmetro de regularização e 𝐷𝑑 indica a aproximação discreta do d-ésimo 






?̂?𝑡𝑟𝑒𝑛𝑑 = 𝐻𝜃𝜆 
   (3.3.3) 
Este parâmetro de regularização pode ser controlado pelo valor de 𝜆, que define 
frequências de corte proporcionais à frequência de amostragem, como se pode ver na Fig. 14. 
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Fig. 14: Respostas em frequência obtidas para 𝝀 = 1, 2, 4, 10, 20, 50 e 300, respectivamente. 
As frequências de corte correspondentes são 0.189, 0.132, 0.093, 0.059, 0.041, 0.025 e 0.011. Retirado 
de [39]  
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3.4 Análise Temporal 
Através da sequência de intervalos RR obtidos, podem-se retirar algumas medidas 
estatísticas. Os exemplos mais comuns serão a média, os valores máximos e mínimos, a 
mediana e o desvio padrão.  
Foi retirado um outro conjunto de medidas do domínio temporal, englobado no objectivo 
de produzir medidas que fossem invariantes a outliers como, por exemplo, um intervalo RR 
excessivamente longo ou curto. Neste sentido, apresentam-se duas medidas adicionais 
sugeridas por Yilmaz [17]: a IQR (Inter-Quartile Range), definida como a diferença entre o 
primeiro e terceiro quartil da distribuição dos intervalos RR, e a MAD (Mean Absolute Deviation), 
dada por: 
𝑀𝐴𝐷 =  |𝑅𝑅 − 𝑅𝑅̅̅ ̅̅ |̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅  
    (3.4.1) 
Onde RR é a sequência dos intervalos RR. A Fig. 15 mostra-nos o gráfico dos valores 
médios do ritmo cardíaco em períodos de 30 segundos, para a sessão inteira de sono de um 
sujeito.  
 
Fig. 15: Exemplo de um gráfico dos valores médios do ritmo cardíaco. Cada ponto no gráfico 
representa um período de 30 segundos, no qual é calculado o ritmo cardíaco médio para esse 
mesmo período. 
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Na tabela 2 pode-se observar os resultados médios obtidos para cada estágio de sono no 
domínio temporal. Para cada período de 30 segundos são calculados, do conjunto dos intervalos 
RR que o compõem, os valores apresentados na primeira coluna da tabela. 
 
Tabela 2: Valores médios e respectivos desvios-padrão das medidas temporais obtidas para 
cada estágio do sono, no modelo tradicional Wake/Light/Deep/REM 
Measure Wake Light Deep REM 
Max 960 ± 145 1032 ± 101 991 ± 65 1005 ± 97 
Min 750 ± 107 842 ± 79 836 ± 48 830 ± 68 
Mean 839 ± 92 928 ± 66 906 ± 39 908 ± 63 
Median 835 ± 93 926 ± 69 904 ± 40 907 ± 64 
SDNN 48 ± 32 44 ± 25 36 ± 15 42 ± 25 
IQR 61 ± 45 61 ± 37 50 ± 22 58 ± 38 
MAD 38 ± 26 36 ± 20 29 ± 12 34 ± 20 
NNx 2.3 ± 4.5 1.6 ± 3.2 1.0 ± 1.7 0.8 ± 2.1 
RMSSD 13.1 ± 10.9 11.9 ± 7.0 10.0 ± 4.0 9.4 ± 5.9 
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3.5 Análise Espectral 
Os intervalos RR podem ser vistos como uma série de amostras não uniformemente 
distribuídas. A análise espectral por intermédio da transformada de Fourier discreta requer uma 
série de amostras uniformemente distribuídas. Torna-se, portanto, necessário, fazer uma 
interpolação das amostras para obter uma série adequada à análise espectral. A escolha da 
frequência de interpolação é essencial. Uma frequência mais baixa resultará em perdas de 
informação, embora reduza o tempo de processamento e a dimensão dos dados. 
Estudos demonstraram que a escolha da frequência de amostragem, embora arbitrária, é 
geralmente de 4 Hz [11]. Esta frequência de amostragem permite representar correctamente a 
regulação do sistema nervoso autónomo, uma vez que permite computar estimativas espectrais 
entre DC e 1Hz, representando a banda de frequências onde o sistema nervoso autónomo actua.  
As flutuações no ritmo cardíaco podem ser quantificadas calculando a PSD (Power 
Spectrum Density), que se representa pela potência do sinal em função da frequência, sendo 
possível estimar informação sobre a potência de uma determinada banda de frequência. Como 
referido anteriormente, as bandas de frequência consideradas de interesse para a análise da 
variação do ritmo cardíaco são a gama de muito baixa frequência, VLF, a gama de baixa 
frequência, LF, e a gama de alta frequência, HF.  
Embora não exista de acordo com a literatura [40] um método preferido para realizar a 
análise espectral recomenda-se o uso, quer de métodos paramétricos, quer de métodos não 
paramétricos, para inferir sobre as componentes espectrais do sinal. Os métodos mais populares 
no cálculo da PSD são baseados em Transformadas de Fourier ou na Modelação Autoregressiva 
(AR - Autoregressive) [11].  
Apresentam-se de seguida três métodos utilizados para efectuar a análise espectral. Estes 
são o método de Welch, de Burg e de Lomb-Scargle. O método de Lomb-Scargle, cuja descrição 
se seguirá, é o único dos três que não necessita que as amostras estejam linearmente 
espaçadas, não sendo necessário nenhum tipo de interpolação do sinal. 
 
3.5.1 Método de Welch 
Antes de descrever o método de Welch, é necessário perceber como funciona a 
Transformada de Fourier Discreta (DFT - Discrete Fourier Transform). 
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Considere-se uma variável 𝑋 medida numa série de tempos 𝑡𝑗 = 𝑛 igualmente espaçados. 
O enésimo ponto DFT de uma variável aleatória 𝑋(𝑛) é dado por: 





   (3.5.1) 
onde 𝜔 = 2𝜋𝑓 é a frequência angular. 









        𝑘 = 0,1, … , 𝐿 − 1 
  (3.5.2) 
A DFT de um sinal tem dimensões finitas e assume que este é periódico. Como um sinal 
de dimensão finita raramente é periódico nos seus limites, a potência do sinal no periodograma 
vai aparecer em outras frequências. Este fenómeno é denominado de vazamento espectral 
(spectral leakage). Para minimizar os efeitos do vazamento espectral utiliza-se uma janela de 









      𝑘 = 0,1, … , 𝐿 − 1 




 ∑ 𝑤2(𝑛)𝑀−1𝑛=0   e 𝑤(𝑛) é a janela de Hanning. Com vista a reduzir a 
variância, a série de dados é depois dividida em N segmentos sobrepostos. Para cada um destes 
segmentos será calculado o periodograma indicado em (3.5.3), sendo depois calculada a média 








  (3.5.4) 
3.5.2 Método de Burg 
Este é um método paramétrico, de modelação autoregressiva, que difere dos métodos 
não-paramétricos como o método de Welch no sentido em que tentam modelar os dados em vez 
de estimar a PSD directamente. O método de Burg é o mais comum na análise da HRV. 
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O espectro de potência de um processo autoregressivo de ordem p é dado por: 













onde 𝜀𝑝 é o erro dos mínimos quadrados total, e 𝛼𝑝 os parâmetros de modelação 
autoregressiva de Burg. Recomenda-se uma ordem p entre 16 e 20 para a análise HRV de um 
ser humano reamostrada a 2 - 4 Hz. 
 
3.5.2.3 Método de Lomb-Scargle 
Lomb descreveu um método, também conhecido como LSSA (Least-Squares Spectral 
Analysis), que não necessita de utilizar uma série de dados uniformemente espaçada, como é o 
caso dos métodos anteriores [41]. Estudos demonstram que o seu desempenho é equiparado 
ao dos métodos autoregressivos ou Transformadas de Fourier quando ausentes de ruído [20]. 
Na presença de ruído os resultados usando o método de Lomb são mais próximos do caso 
original que os outros métodos. 
O periodograma de Lomb-Scargle de uma variável X medida numa série de tempos 𝑡𝑛 
arbitrários, isto é, não uniformemente espaçados, é dada por: 
 





















onde ?̅? é a média da variável 𝑋, 𝜎2 é a sua variância e 𝜏 é o atraso temporal dependente 
da frequência, definido de modo a tornar o periodograma insensível a variações temporais. 𝜏 é 




𝑛=1 )] e é uma medida de desvio 
que torna o periodograma invariante ao deslocamento temporal do sinal. 
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Fig. 16: Gráfico comparativo dos PSD no método de Welch (topo), AR (centro) e Lomb-Scargle 
(baixo), com as medidas espectrais resultantes à direita do respectivo gráfico. 
Neste gráfico podem-se observar as diferenças entre os métodos escolhidos. O gráfico de 
Lomb-Scargle, por não precisar de interpolação, é mais sensível às várias frequências. Por 
contraste, nos gráficos de Welch e AR verifica-se que a densidade espectral está distribuída mais 
uniformemente, apresentando dois ou mais picos proeminentes. É possível observar algum 
vazamento espectral no gráfico do centro junto dos 0 Hz, devido à partição do sinal inteiro em 
janelas discretas de 30 segundos. Ainda no gráfico da esquerda, podem-se ver harmónicas 
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sobretudo em torno do pico correspondente ao sinal respiratório, na região dos 0.3 Hz. É de notar 
ainda que este pico não é visível no gráfico de Lomb. Na tabela 3 pode-se observar um conjunto 
de medidas espectrais obtidas para os diferentes estágios do sono. 
 
Tabela 3: Valores médios e respectivos desvios-padrão das medidas espectrais  obtidas para 
cada estágio do sono, no modelo tradicional Wake/Light/Deep/REM 
Measure Wake Light Sleep Deep Sleep REM 
aVLF 322 ± 679 231 ± 513 150 ± 236 235 ±379 
aLF 1223 ± 2548 946 ± 1795 683 ± 843 920 ± 1479 
aHF 1342 ± 2336 1106 ± 1639 838 ± 807 732 ± 1107 
aTotal 2885 ± 4722 2283 ± 3362 1670 ± 1564 1887 ± 2508 
pVLF 17.91 ± 15.07 13.53 ± 11.99 11.36 ± 9.90 17.16 ± 13.66 
pLF 44.10 ± 19.39 35.69 ± 18.68 32.00 ± 16.98 43.48 ± 17.95 
pHF 37.98 ± 23.36 50.78 ± 23.75 56.64 ± 21.20 39.37 ±2 1.46 
nLF 0.561 ± 0.241 0.430 ± 0.238 0.373 ± 0.207 0.539 ± 0.222 
nHF 0.439 ± 0.241 0.570 ± 0.238 0.627 ± 0.207 0.461 ± 0.222 
peakVLF 0.032 ± 0.014 0.033 ± 0.014 0.033 ± 0.014 0.033 ± 0.013 
peakLF 0.080 ± 0.030 0.081 ± 0.030 0.080 ± 0.030 0.078 ± 0.029 
peakHF 0.258 ± 0.053 0.240 ± 0.030 0.238 ± 0.023 0.233 ± 0.036 
LFHF 4.165 ± 7.111 1.922 ± 4.792 1.119 ± 1.848 2.914 ± 5.790 
 
  
SLEEPS – Um software para a classificação automática dos estágios do sono usando a 




3.6 Análise Não Linear 
Como anteriormente referido, os sistemas de regulação cardíaca induzem uma 
componente fractal na HRV. Para analisar este fenómeno, recorrem-se a medidas que analisam 
o sinal HRV em escala, ou seja, para detectar correlações no tempo e estruturas complexas de 
auto similaridade. De seguida apresentam-se duas medidas utilizadas: a DFA e o gráfico de 
Poincaré. 
 
3.6.1 Detrended Fluctuation Analysis 
A DFA (Detrended Fluctuation Analysis) é um método com a capacidade de detectar 
correlações numa escala de tempo alargada em séries temporais não estacionárias, 
quantificando o comportamento de escala das flutuações do ritmo cardíaco, a diferentes escalas 
de tempo e quantidade de dados do sinal [13]. A propriedade de correlação da função de 
flutuação 𝐹(𝑛) é expressa por componentes de escala 𝛼. 
Para calcular a função de flutuação 𝐹(𝑛) a série temporal é acumulada: 




       (3.6.1) 
Esta série acumulada é dividida em compartimentos (bins) não sobrepostos de igual 
dimensão 𝑛 e a tendência local 𝑦𝑛(𝑘) em cada compartimento é removida. A remoção da 
tendência é feita subtraindo a tendência local a cada segmento. No final, a RMS é calculada, 









Repetindo este processo para compartimentos de determinadas dimensões pode exibir 
uma série temporal com comportamento de escala. A relação linear entre log(𝐹) e log (𝑛) 
representa a componente de escala 𝛼 [42]. Frequentemente existem duas regiões distintas no 
gráfico 𝑙𝑜𝑔 − 𝑙𝑜𝑔 que são utilizadas para descrever as componentes de curta duração, 𝛼1 e as 
SLEEPS – Um software para a classificação automática dos estágios do sono usando a 




componentes de longa duração 𝛼2. Estas duas regiões estão separadas por um marcador de 
quebra (breakpoint) localizado entre 12 e 16 batimentos [43]. 
De acordo com a random walk theory, a componente de escala para dados não 




. Se a componente de escala se situar no intervalo 𝛼 = (0.5,1) então há uma correlação 
persistente power law de longa duração, de tal modo que um intervalo RR longo é mais 
susceptível de se seguir a um outro intervalo RR longo. Se, contudo, 𝛼 = (0,0.5) então verifica-
se uma correlação power law de tal modo que a grandes valores da série temporal se seguirão 
pequenos valores. Na Fig. 17 pode-se ver a DFA de uma noite inteira de sono, sendo possível 
inferir sobre as correlações temporais para os diferentes estágios do sono. As linhas a tracejado 
representam um declive de 0.5 e 1.0, considerados indicadores de correlação. Observa-se que 
para o estágio light sleep e deep sleep há uma perda de correlação, com o seu gráfico a tender 
para a linha tracejada inferior do gráfico. 
 
 
Fig. 17: Gráfico representativo de uma noite de sono de um paciente saudável. [44].   
 
2.6.2 Gráfico de Poincaré 
O gráfico de Poincaré é um gráfico que representa um intervalo RR em função do anterior, 
também conhecido como mapa de retorno. Assim, pares de intervalos RR sucessivos formam 
um atractor no gráfico de Poincaré. Geralmente uma elipse é desenhada modelando o gráfico 
obtido, com uma linha de identidade e uma linha ortogonal, denominados de SD (Standard 
Descriptors). Pontos acima da linha de identidade indicam um intervalo RR superior ao anterior 
e pontos abaixo desta linha indicam um intervalo RR inferior ao anterior. 
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Uma limitação desta técnica é que assume que uma representação bidimensional de um 
atractor dinâmico é suficiente para detectar características dinamicamente relevantes, não 
detectando padrões ou tendências. Estas características podem ser vistas como medidas de 
autocorrelação não linear. Se valores sucessivos na série temporal não estão linearmente 
correlacionados, vai haver um desvio na linha de identidade [45].  
As características que se podem retirar deste gráfco são o eixo na direcção ortogonal à 
linha de identidade (SD1), o eixo na direcção da linha de identidade (SD2) e a sua combinação, 




 e o índice vagal cardíaco (CVI - Cardiac Vagal Index) dado pela expressão 
𝑙𝑜𝑔10(16 𝑥 𝑆𝐷1 𝑥 𝑆𝐷2) [42].  
 
 
Fig. 18: Gráfico de Poincaré de um período de 30 segundos. A linha de identidade e a sua 
ortogonal compostas pelo conjunto dos intervalos RR consecutivos definem a elipse representada 
na imagem. 
Na tabela 4 pode-se observar os valores das medidas não lineares, que incluem as 
componentes 𝛼1 e 𝛼2 da DFA e os SD do gráfico de Poincaré, bem como as medidas compostas 
CSI e CVI. 
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Tabela 4: Valores médios e respectivos desvios-padrão das medidas não lineares  obtidas 
para cada estágio do sono, no modelo tradicional Wake/Light/Deep/REM 
Measure Wake Light Deep REM 
Alpha1 1.23 ± 0.26 1.13 ± 0.23 1.08 ± 0.19 1.24 ± 0.22 
Alpha2 0.09 ± 0.45 0.25 ± 0.34 0.24 ± 0.26 0.04 ± 0.36 
SD1 9.29 ± 7.72 8.45 ± 4.95 7.10 ± 2.83 6.68 ± 4.21 
SD2 67.56 ± 45.31 62.04 ± 36.10 50.55 ± 21.66 58.62 ± 34.69 
CVI 3.68 ± 0.51 3.72 ± 0.39 3.58 ± 0.28 3.59 ± 0.42 
CSI 9.74 ± 5.23 8.22 ± 4.32 7.37 ± 2.53 9.77 ± 4.74 
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3.7 Análise Tempo-Frequência 
A análise espectral, embora importante para obter informação sobre a distribuição do sinal 
pelas diversas bandas de frequência, não fornece nenhuns dados sobre a evolução temporal do 
espectro. O termo tempo-frequência aplica-se aos métodos que permitem visualizar a informação 
nos dois domínios. É sabido que os parâmetros derivados da PSD, como as frequências 
dominantes nas diferentes bandas ou a potência do sinal que lhes é atribuída, variam com o 
tempo. Torna-se, portanto, importante poder fazer uma avaliação quantitativa e qualitativa destas 
medidas. 
Um dos métodos considerados foi criar uma janela temporal que segmentava o sinal e 
deslizava ao longo do mesmo, aplicando-lhe a Transformada de Fourier para cálculo da PSD. 
Os valores eram apresentados num plano bi-dimensional com o tempo e a frequência como eixos 
horizontal e vertical, respectivamente. Este método é chamado de Transformada de Fourier em 
janela, ou de curta duração (STFT - Short Term Fourier Transform), ou periodograma em janela. 
Esta última expressão permite incluir outros métodos de análise espectral como as descritas no 
capítulo 2.4. O periodograma de Burg e o de Lomb-Scargle consistem em dividir o sinal em 
segmentos de igual duração. Dado que o método de Lomb-Scargle não necessita de fazer a 
reamostragem do sinal, cada segmento pode conter uma quantidade diferente de pontos. Após 
esta segmentação constroem-se as PSD de acordo com o método descrito em 2.4.2. 
A quantificação da HRV usando métodos de tempo-frequência pode ser feita ao sinal todo 
de um modo global, ou aos diferentes segmentos. Embora o primeiro método possa ser 
redundante quando comparado com a análise espectral tradicional, este permite controlar as 
variâncias dado que calcula a média de vários espectros [46]. Outro método consiste em calcular 
os parâmetros da HRV para os diferentes segmentos e no final obter as médias destes 
parâmetros. Este último método fornece medidas discretas de frequência em função do tempo. 
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Fig. 19: Gráfico tempo-frequência de uma amostra de 60 minutos. A representação das 
diferentes componentes espectrais é contínua. As barras verticais identificam as bandas de 
frequência de 0.04 Hz, 0.15 Hz e 0.4 Hz, da esquerda para a direita.  
 
A análise em tempo frequência permite-nos tirar um dado importante: o rácio global do 
balanço simpato-vagal. A medida LFHF (o rácio entre a energia da banda LF e a energia da 
banda HF) é tida como um indicador do balanço simpato-vagal. É certo que a energia de HF está 
largamente correlacionado com a actividade vagal, contudo crê-se que na banda LF existem 
processos regulatórios simpáticos e vagais. Se considerarmos uma linha em que LFHF = 1, isto 
é, que o espectro de frequências apresenta igual energia nas bandas LF e HF, considera-se que 
para LF > HF existe um domínio simpático e que para LFHF < 1 existe um domínio vagal. 
Contudo, dado que a contribuição do sistema nervoso autónomo na componente LF não está 
bem definida, este conceito pode ser tido como simplista e não é aceite por toda a comunidade 
científica, estando aqui apresentado como uma visão e não como uma especificação deste 
sistema [47].  
Um outro método de análise tempo frequência é denominado de wavelet. O termo wavelet 
implica uma pequena onda de dimensão e energia finitas. Como a transformada de Fourier, a 
wavelet separa o sinal nas suas componentes fundamentais. Contudo, a transformada de Fourier 
é baseada numa combinação de ondas base sinusóides, ao passo que a wavelet resulta de um 
conjunto infinito de ondas base, chamadas wavelets-mãe. A wavelet possui ainda a característica 
de poder ser aplicável a sinais não estacionários [48]. 
A transformada wavelet correlaciona uma wavelet-mãe com partes do sinal original para 
produzir coeficientes de wavelets. Esta wavelet-mãe é translaccionada no tempo para gerar 
conjuntos de coeficientes ao longo do sinal temporal, sendo posteriormente contraída ou dilatada 
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para criar coeficientes a várias escalas temporais. Estas wavelets escaladas são normalizadas 
para garantir que têm a mesma energia. Neste processo são identificados dois parâmetros, de 
escala e de translacção. 
 
3.7.1 Wavelet de Haar 
A wavelet de Haar é a wavelet mais simples, estando relacionada, na sua forma discreta, 
com a transformada de Haar. Esta transformada serve de protótipo para as outras transformadas 
de wavelet [49]. 
Um sinal é geralmente descrito como 𝑓 = (𝑓1, 𝑓2, … , 𝑓𝑁), onde 𝑁 é um número inteiro 
positivo par, que se entende como o comprimento de 𝑓. Como todas as transformadas de 
wavelet, a transformada de Haar decompõe o sinal em dois sub-sinais com metade do 
comprimento. Um sub-sinal corresponde à média móvel ou tendência, o outro à diferença móvel 
ou flutuação. A tendência 𝑎 = (𝑎1, 𝑎2, … , 𝑎𝑁/2) é obtida calculando as médias entre pares de 








  (3.7.1) 
A multiplicação por √2 está relacionada com o processo de normalização para garantir 
que a transformada de Haar tem a mesma energia que o sinal. O segundo sub-sinal, a flutuação 
𝑑 = (𝑑1, 𝑑2, … , 𝑑𝑁/2) é obtido dividindo a diferença entre pares de valores do sinal por 2 e 














A inversão da transformada de Haar permite-nos obter a seguinte expressão para 
determinar o sinal a partir da tendência e da flutuação: 
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3.7.2 Wavelets de Daubechies 
As transformadas de Daubechies são definidas essencialmente da mesma maneira que 
as transformadas de Haar, usando médias e diferenças móveis. O que difere sobretudo é o facto 
de que as médias e diferenças são calculadas com mais alguns valores do sinal. Isto resulta 
numa melhoria tremenda nas capacidades destas transformadas.  
Uma explicação de como estas wavelets são computadas é descrita em "Ten Lectures on 
Wavelets" [50]. As wavelets abordadas neste trabalho são a db4 e db6. O índice do wavelet, 
neste caso 4 e 6, representa o número N de coeficientes. 
 
3.7.3 Transformada de Wavelet Contínua  
Para um determinado sinal 𝑓(𝑡) e uma função wavelet 𝜓𝑎,𝑏(𝑡), a função 𝑊(𝜏, 𝛼) mostra a 
similaridade de 𝑓(𝑡) com um wavelet escalado por 𝛼 a um instante 𝜏. Numa Transformada de 
Wavelet Contínua (CWT - Continuous Wavelet Transform), os coeficientes de escala e 












onde 𝜓∗ é o complexo conjugado da wavelet-mãe 𝜓, 𝜏 é o coeficiente de translacção e 𝛼 
o coeficiente de escala. Em teoria os coeficientes da CWT são calculados para escalas e 
translacções infinitesimais. A implementação da CWT deve permitir especificar o número de 
escalas a calcular [51]. 
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3.8 Classificação dos Estágios do Sono 
Os estágios do sono possuem características distintas no que diz respeito a medidas 
temporais e de frequência. Através de métodos não lineares, é também possível detectar uma 
transição entre dois estágios de sono. O ritmo cardíaco, por exemplo, é maior enquanto o sujeito 
está acordado que num estado inicial de sono ligeiro, o que significa que os intervalos RR são 
maiores entre si. Num período de 30 segundos, analisar-se-ia a média dos intervalos RR durante 
esse período e comparar-se-ia com outros períodos. Deste modo seria possível distinguir entre 
dois estágios de sono diferentes com base nas suas características. 
Para proceder a esta classificação, é necessário desenvolver um algoritmo capaz de 
analisar as características de um período e estabelecer uma base comum entre estágios iguais, 
averiguando as correlações entre as características. As ferramentas utilizadas encontram-se na 
extensão do MATLAB®, Statistics Toolbox®. 
 
3.8.1 Support Vector Machines 
Os SVM – Support Vector Machines – são dos algoritmos mais utilizado recentemente, 
devido à sua robustez e precisão. Estes assentam a sua base teórica nos conceitos estudados 
por Vapnik, que estudou o reconhecimento de padrões em dados no início dos anos 70, tendo 
desenvolvido com Alexey Chervonenkis a teoria da aprendizagem estatística [52]. Os SVMs são 
o resultado da aplicação desta teoria. 
Enquanto algoritmo de classificação, os SVM requerem poucos exemplos para o seu treino 
e são insensíveis à dimensionalidade. É um algoritmo que assenta no cálculo da margem 
máxima de separação entre os membros de classes distintas, com recurso a fronteiras lineares 
ou não lineares, mapeando os dados num plano de dimensão superior. Este mapeamento é feito 
com recurso a kernels. Um kernel é uma função que processa o produto escalar de dois pontos 
num outro espaço de maior dimensão. Os kernels podem ser de diversos tipos, gerando a função 
de mapeamento implicitamente. A sua aplicação será descrita nas secções seguintes. 
 
Support Vector Machines lineares 
Considere-se o exemplo mais simples, de separação entre duas classes, designadamente 
entre bolas verdes e vermelhas como se pode observar na Fig. 20. O algoritmo SVM procura 
definir um hiperplano, isto é, um sub-espaço bidimensional que separe os membros de cada 
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classe em lados distintos e que pode ser descrito através de uma equação linear. A escolha do 
hiperplano corresponde a encontrar uma função de classificação que maximize a margem de 
separação entre os pontos do conjunto de dados mais próximos do hiperplano. Estes pontos são 
designados de vectores de suporte ou Support Vectors. Uma descrição visual do conceito pode 
ser observada na Fig.20. 
 
Fig. 20: Vectores de suporte, definidos como os pontos mais próximos do hiperplano que 
separa as duas classes [53]. 
 
O objectivo do processo de aprendizagem é maximizar a margem entre os membros das 
classes distintas. No exemplo dado acima, é possível determinar um hiperplano que separe as 
classes por meio de uma equação linear: 
?⃗⃗? . 𝑥 + 𝑏 = 0 
    (3.8.1) 
Onde ?⃗⃗?  é o vector normal ao hiperplano, 𝑥  representa o conjunto de dados, ?⃗⃗? . 𝑥  o produto 
vectorial entre estes e 𝑏 corresponde ao desvio. É atribuído o valor de -1 ou 1 a cada uma das 
classes. A partir dos vectores de suporte anteriormente designados pode-se calcular a  margem 
do hiperplano, como se pode ver na Fig. 21. 
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Fig. 21: Separação entre as margens do hiperplano, definidas pelos vectores de suporte 𝒙𝟏⃗⃗⃗⃗  e 
𝒙𝟐⃗⃗⃗⃗ . Adaptado de [53]. 
 
Sejam 𝑥1e 𝑥2 dois vectores de suporte tais que ?⃗⃗? . 𝑥1⃗⃗  ⃗ + 𝑏 = −1 e ?⃗⃗? . 𝑥2⃗⃗⃗⃗ + 𝑏 = 1. A 
diferença entre os vectores de suporte, que define a margem do hiperplano [54], é dada por: 









A solução passa, portanto, por maximizar a margem dada por 
2
‖?⃗⃗? ‖
. A maximização da 





      (3.8.3) 
Sujeito a: 
𝑦𝑖(𝑤. 𝑥𝑖 + 𝑏) − 1 ≥ 0, ∀𝑖, … ,𝑚 
  (3.8.4) 
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Onde 𝑥𝑖 corresponde ao conjunto dos 𝑚 dados e 𝑦𝑖 corresponde aos respectivos rótulos.  
Esta é denominada a forma primal do problema. A formulação dual permite restrições mais 














  (3.8.5) 
Sujeito a: 
{






     (3.8.6) 
Onde 𝑎𝑖 são os multiplicadores de Lagrange e 𝑊 é a função objectivo.  
Consideremos agora o caso em que os dados não são facilmente separáveis por meio de 
um hiperplano, sem que este se torne demasiado complexo, causando overfitting, isto é, o ajuste 
demasiado específico do classificador aos dados. Na Fig. 22 está representado um conjunto de 
dados, em que a solução óptima foi encontrada com um SVM linear, com alguns dados a violar 
a equação (3.4).  
 
Fig. 22: Os vectores de suporte mantém-se suporte 𝒙𝟏⃗⃗⃗⃗  e 𝒙𝟐⃗⃗⃗⃗ , mas é dada uma margem de erro 
de classificação, que se procurará minimizar. As margens estão representadas pelas linhas a 
vermelho e verde (Adaptado de [53]). 
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São introduzidas variáveis de folga 𝜉𝑖 à equação, que passa a ser definida da seguinte 
forma: 
𝑦𝑖(𝑤. 𝑥𝑖 + 𝑏) + 𝜉𝑖 − 1 ≥ 0,    ∀𝑖, … ,𝑚,    𝜉𝑖 ≥ 0 
  (3.8.7) 
Os SVM cuja formulação do problema segue esta definição designam-se de SVM com 
margens suaves (soft margin SVM), ao passo que os anteriormente definidos são os SVM com 
margens rígidas (hard margin SVM). Procura-se então maximizar a margem do hiperplano, 








    (3.8.8) 
Onde C é uma constante de regularização que penaliza instâncias mal classificadas, 
impondo um peso adicional na minimização do erro. Deste modo, a formulação do problema dual 
com recurso à Lagrangiana é semelhante, com uma restrição adicional imposta aos 













  (3.8.9) 
Sujeito a: 
{






        (3.8.10) 
Support Vector Machines não lineares 
Considere-se agora o caso em que os conjuntos de dados não são linearmente separáveis 
por meio de um hiperplano concebido como o da secção anterior. Para a separação correcta das 
classes, exige-se uma fronteira curva, como no exemplo da Fig. 23. Os SVM não lineares 
processam estes conjuntos de dados através do uma função de mapeamento para um espaço 
de maior dimensão e linearmente separável, com margens suaves, de onde resulta o problema 
de optimização, estando sujeito às mesmas restrições: 
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  (3.8.11) 
Sujeito a: 
{









Fig. 23: Descrição da concepção de um hiperplano com fronteira curva. Em a) observa-se a 
fronteira circular no espaço de dimensão bidimensional. Em b) observa-se o espaço de 




Como referido na introdução a este capítulo, um kernel é a ferramenta utilizada para o 
mapeamento dos dados num plano de dimensão superior, efectuando o produto escalar entre 
eles. O recurso aos kernels permite reduzir significativamente o tempo de processamento do 
algoritmo, evitando a dimensionalidade elevada e calcular o mapeamento dos dados mas sim o 
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dos produtos escalares, que são efectuados no espaço de entrada em vez do espaço de 
características [57]. Apresentam-se de seguida os tipos de kernels em estudo: 
Kernel linear 
O kernel linear é dado pela expressão: 
𝐾(𝑥𝑖 , 𝑥𝑗) = 𝑥𝑖. 𝑥𝑗 
    (3.8.13) 
Kernel polinomial 
O kernel polinomial é dado pela expressão: 
𝐾(𝑥𝑖 , 𝑥𝑗) =




    (3.8.14)  
Com 𝑑 𝜖 ℕ. 
Kernel RBF (Radial Basis Function) 
O kernel RBF, ou gaussiano, é definido por: 








 é um parâmetro livre. 
 
3.8.2 Discriminant Analysis 
A Discriminant Analysis é um método baseado na extracção de gradientes dominantes 
subjacentes aos dados, isto é, são obtidas combinanções lineares num conjunto de dados, de 
modo a maximizar a separação entre os grupos e minimizar a variação entre os elementos de 
um grupo [58]. Estas combinações lineares também são designadas de eixos discriminantes ou 
variáveis canónicas. É necessário encontrar uma função de dispersão das classes, sendo que 
no caso da análise discriminante linear (LDA), a expressão é da forma: 
𝑋 = 𝛼0 + 𝛼1𝑥1 + 𝛼2𝑥2 + ⋯+ 𝛼𝑚𝑥𝑚 
   (3.8.16) 
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Onde 𝛼0, 𝛼1, … , 𝛼𝑚 corresponde aos pesos das respectivas variáveis 𝑥1, … , 𝑥𝑚 para 
determinar a classe pertencente.  
 
Fig. 24: Conjunto de dados com 3 classes distintas, representadas a vermelho, azul e verde. 
As funções de dispersão a) e b) são duas soluções que discriminam os dados, projectando-os ao 
longo da linha. A solução a) é claramente inferior na discriminação entre as classes. Uma 
representação da solução b) está representada à direita, mostrando que de facto há uma separação 
bem definida entre as classes. Adaptado de [59]  
Este método assenta no cálculo do rácio entre a dispersão dentro dos grupos 𝑆𝑤 e a 
dispersão entre grupos 𝑆𝑏[60]. Procura-se determinar as matrizes de dispersão acima 
designadas através das expressões: 







Onde 𝜇𝑦𝑘 é a média associada a cada classe 𝑦𝑘, 𝑥𝑘 corresponde às amostras de dados. 






Onde 𝑛𝑘 é o número de amostras, 𝜇𝑘 é a média associada à classe 𝑘 e 𝜇 corresponde à 
média global das amostras dada por 𝜇 =
1
𝑚
∑𝑛𝑘𝜇𝑘. A LDA pode ser formulada como um 
problema de optimização que visa encontrar um conjunto de combinações lineares, de 
coeficientes 𝑤, que maximiza o rácio entre 𝑆𝑏 e 𝑆𝑤, através da expressão: 
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O problema de identificar a combinação linear que maximiza este rácio pode ser 
solucionado através da determinação dos valores próprios, sendo que serão gerados no máximo 
𝑚 − 1 valores próprios: 
𝑆𝑏𝒘 = 𝜆𝑆𝑤𝒘 
(3.8.20) 
Assim que são encontrados os valores próprios, a classificação é feita no espaço 
transformado por 𝒘 baseado numa distância métrica 𝑑, como a euclidiana ou de cosenos. A 





Existem alguns pressupostos a ter em conta nesta técnica. O primeiro é que a LDA assume 
variáveis independentes, distribuições normais, e matrizes de covariância iguais para cada 
classe. 
A Quadratic Discriminant Analysis é aplicada quando as matrizes de covariância são 
diferentes para cada classe. Neste caso torna-se necessário calculá-las independentemente. A 






−1(𝑥 − 𝜇𝑘) −
1
2
ln|𝐶𝑘| + ln𝑃(𝐶𝑘) 
(3.8.22) 
Onde |𝐶𝑘| é o determinante da matriz de covariância 𝐶𝑘 da classe 𝑘 e 𝑃(𝐶𝑘) representa 
a probabilidade a priori da respectiva classe. A regra de classificação é semelhante à da LDA, 
sendo objectivo a maximização da função discriminante. 
 
3.8.3 k-Nearest Neighbours 
O algoritmo k-Nearest Neighbours é uma extensão da Discriminant Analysis, para casos 
em que não há conhecimento sobre a distribuição dos dados. Desenvolvido pela necessidade 
de fazer uma análise discriminante quando estimativas paramétricas são desconhecidas ou 
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difíceis de determinar. A partir de um conjunto de dados de treino, cada um dos dados de teste 
é classificado por uma maioria de votação entre os seus 𝑘 vizinhos, isto é, entre os pontos 
marcados no conjunto de treino de acordo com a distância a estes [61]. Esta distância é 
normalmente euclidiana, podendo também ser usadas outras, como a de Mahalanobis. O valor 
de 𝑘 é determinado tendo em conta os dados fornecidos. Geralmente, um valor maior de 𝑘 é 
mais insensível ao ruído, tendo maior precisão. 
 
Fig. 25: Processo de classificação do kNN. Por maioria simples, o círculo preto será 
classificado como um círculo verde. Adaptado de [62] 
Devido ao modo como a distância é calculada, pode haver um problema com a diferença 
de escala entre as variáveis. Variáveis que são numericamente superiores teriam um peso 
consideravelmente superior, se não for aplicado nenhum processo de normalização da ordem 
de grandeza dos dados. 
 
3.8.4 Decision Trees 
As árvores de decisão categorizam as instâncias com base nas medidas de uma ou mais 
variáveis preditoras [63]. É um método de classificação de natureza hierárquica, em forma de 
árvore. O conjunto de dados é dividido em subconjuntos cada vez mais pequenos, que estão 
sujeitos a uma restrição por ramo.  
SLEEPS – Um software para a classificação automática dos estágios do sono usando a 





Fig. 26: Esquema de decisão das árvores de decisão. Em cada “ramo”, há uma decisão 
associada, em que é feita uma restrição que distinga um ramo do outro. Esta restrição pode ser um 
valor limite ou uma decisão binária [63]. 
Dados 𝑥𝑖 , com 𝑖 = 1,… ,𝑚 vectores de treino e o vector de classes 𝑦𝑖 , com 𝑖 = 1,… ,𝑚, 
uma árvore de decisão parte recursivamente o espaço tal que instâncias da mesma classe sejam 
agrupadas. Esta divisão segue um conjunto de regras, definidas por thresholds nos dados. Um 
candidato a divisor consiste numa variável e num threshold 𝑡ℎ que parta os dados tais que o 
ramo da esquerda 𝑄𝑒𝑠𝑞 é definido pela condição 𝑥𝑖 ≤ 𝑡ℎ e o ramo da direita 𝑄𝑑𝑖𝑟 definido por 
𝑥𝑖 > 𝑡ℎ. Este recurso a regras heurísticas prossegue até que todas as instâncias estejam 
classificadas. Existe um factor de impureza ou de heterogeneidade associado a cada nodo, 
funcionando como critério de separação. Alguns critérios usados baseiam-se simplesmente na 
fracção de classificações incorrectas num determinado nodo, outros na entropia, calculada 
através de expressões tais como:  
 Gini’s Diversity Index (GDI): 1 − ∑ 𝑝2(𝑖)𝑖 . 𝑝(𝑖) representa a fracção da classe 𝑖 que 
atinge o nodo. Um nodo com uma única classe designa-se um nodo puro. 
 Deviance: −∑𝑝(𝑖) log 𝑝(𝑖). Definido de modo semelhante ao GDI, um nodo puro tem 
um desvio nulo. 
 Node error: 1 − 𝑝(𝑗). 𝑗 representa a classe com mais amostras no nodo. 
A classificação de uma instância procura minimizar a seguinte expressão: 
?̂? =
𝑎𝑟𝑔𝑚𝑖𝑛
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Onde ?̂? é a classificação obtida, 𝐾 é o número de classes, ?̂?(𝑘|𝑥) é a probabilidade a 
posteriori da classe 𝑘 para a observação 𝑥 e 𝐶(𝑦|𝑘) é o custo de uma classificação incorrecta. 
 
3.8.5 Naive Bayes 
O classificador Bayesiano é baseado no teorema de Bayes com variáveis independentes 
entre si. É um algoritmo que não tem parâmetros de estimação de implementação complexa, 
mas tem resultados bastante favoráveis apesar da sua simplicidade. Este assenta no cálculo das 






Onde 𝑃(𝑥) é a probabilidade a priori da variável 𝑥, isto é, antes de qualquer observação, 
𝑃(𝑐) é a probabilidade a priori de 𝑐, sendo entendida como uma estimativa inicial da 
probabilidade de pertença a essa classe e 𝑃(𝑥|𝑐) é a probabilidade de observar os dados como 
pertencendo a determinada classe [64]. 𝑃(𝑥) pode-se obter calculando ∑ 𝑃(𝑥𝑖|𝑐) 𝑃(𝑐)𝑛𝑖=1 , 
restando 𝑃(𝑐) e 𝑃(𝑥|𝑐) para estimar através da tabela de frequências do conjunto de dados 
de treino. Esta definição estende-se ao conjunto de todas as variáveis de dados, independentes 
entre si, podendo-se generalizar a expressão a um produto de 𝑛 termos tais que: 





O classificador de Bayes vai então fornecer a distribuição de probabilidades de 𝑐 para 
cada instância 𝑥 que lhe é pedido para classificar. A expressão que devolve a probabilidade de 
𝑐 tomar o seu k-ésimo valor é dada por: 
𝑃(𝑐𝑘|𝑥1 …𝑥𝑛) =
𝑃(𝑐𝑘)∏ 𝑃(𝑥𝑖|𝑐𝑘)𝑖
∑ 𝑃(𝑐𝑗)𝑗 ∏ 𝑃(𝑥𝑖|𝑐𝑗)𝑖
 
(3.8.26) 
Onde 𝑐𝑗 corresponde a todos os valores possíveis de 𝑐. 
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Os objectivos da classificação levam a que se determine a classe mais provável de 𝑐. 








SLEEPS – Um software para a classificação automática dos estágios do sono usando a 




3.9 Descrição do Software 
 
Neste trabalho foi concebido um software que permita ao utilizador analisar várias 
características dos intervalos RR introduzidos. O software confere ao utilizador uma variedade 
de opções de processamento do sinal. Os passos de uma sessão de caracterização do sono 
consistem no seguinte: primeiro é feita a aquisição do sinal ECG, fora do âmbito desta tese. Os 
intervalos RR são calculados e removidos de artefactos. Seguidamente é feita uma extracção de 
medidas temporais, espectrais, não lineares e uma representação em tempo-frequência. Por 
último é apresentado o painel de classificação dos estágios do sono. 
Na Fig. 27 podem-se ver as configurações da análise HRV, um navegador de sujeitos e 
de estágios, bem como um gráfico onde estará presente o gráfico dos intervalos RR. O 
navegador de sujeitos contém uma lista pré-definida de sujeitos cujo sinal ECG é disponibilizado 
juntamente com o programa.  
 
 
Fig. 27: Ecrã inicial do programa. O gráfico superior representa o sinal ECG que estará visível 
durante toda a execução do programa, bem como o navegador lateral. 
 Existe uma barra de separadores, onde se apresentam diversas ferramentas do software. 
A primeira, RRI Detection, é uma ferramenta interactiva de extracção de intervalos RR, caso a 
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opção de detecção manual dos intervalos RR seja escolhida no ecrã inicial. Isto confere ao 
utilizador um maior domínio sobre o processo de detecção, podendo definir vários limiares como 




Fig. 28: Ecrã de detecção dos picos R. Em cima observa-se o sinal ECG, com os picos R 
indicados a vermelho. Em baixo está o correspondente sinal HRV. 
Numa primeira fase é apresentado o gráfico acima indicado. O gráfico superior representa 
o sinal de ECG, tendo os picos assinalados a vermelho. A linha tracejada a azul representa o 
limiar a partir do qual os picos serão considerados como picos R. O gráfico inferior representa 
os intervalos RR, gerados a partir da distância temporal entre dois picos R. O botão Paused 
serve para que o utilizador possa conferir se o threshold é o mais indicado, ou se deve procurar 
por um threshold alternativo, usando as ferramentas de zoom. Na Fig. 29 está um exemplo de 
dois picos R que não foram detectados.  
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Fig. 29: Detalhe do processo de detecção dos picos R. Na figura podem-se observar dois 
picos R que não foram detectados, em torno dos 4811 e 4812 segundos. Pode-se observar ainda o 
aumento dos intervalos RR, resultante desta não detecção. 
O utilizador deverá, neste caso, optar por mudar os parâmetros de configuração. Ao 
seleccionar a opção Yes, segue-se um outro menu com várias opções, entre as quais os 
thresholds de amplitude ou temporais, a hipótese de inverter o sinal ECG ou alterar a 
sensibilidade a intervalos RR anómalos. 
Esta análise inicial é feita automaticamente. Os batimentos anómalos são detectados pelo 
programa e corrigidos automaticamente. É perguntado ao utilizador se deseja repetir o processo 
de detecção no modo de correcção manual. A motivação para este passo alternativo é que a 
detecção de batimentos anómalos nem sempre é bem sucedida, ocorrendo por vezes por 
excesso ou por defeito. Como tal, se o utilizador não estiver satisfeito com a detecção automática, 
deverá optar pela correcção manual. Em caso de resposta afirmativa, o processo reinicia, com 
as configurações de thresholds anteriormente seleccionadas. Segue-se um período em que os 
batimentos anómalos detectados pelo programa serão apresentados ao utilizador, que optará 
por corrigi-los ou não. Será dada uma indicação temporal e o gráfico fará zoom em torno do 
ponto seleccionado para auxiliar o utilizador na sua decisão.  
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Fig. 30: Detalhe da correcção imposta pelo utilizador. Pode-se observar que houve uma 
detecção incorrecta em torno dos 7024 segundos. 
Findo este processo, o utilizador pode exportar os dados para um ficheiro para uso em 
sessões futuras, utilizá-los durante a sessão actual ou reiniciar o processo de detecção. Após 
esta selecção, o gráfico RR criado será disposto na parte superior do programa, estando visível 
durante todo o processo de análise. Uma nova janela de navegação aparecerá, podendo o 
utilizador navegar entre os diferentes gráficos RR, correspondentes a sujeitos diferentes. 
 
 
Fig. 31: No final do processo de detecção é perguntado ao utilizador se deseja gravar os 
dados num ficheiro, se apenas pretende usá-los nesta sessão ou ainda, caso não esteja satisfeito 
com o resultado final, reiniciar o processo de detecção. 
Os quatro separadores diferentes, Time, Frequency, Nonlinear e Time-Frequency 
permitem ao utilizador visualizar os resultados da análise HRV, obtidos nos diferentes domínios 
e separados por estágios de 30 segundos, 1 minuto ou 5 minutos, conforme seleccionado no 
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ecrã principal. No separador temporal para além dos resultados obtidos podemos visualizar os 
gráficos do ritmo cardíaco, o gráfico RR ou histograma dos intervalos RR, para o estágio 
seleccionado. Respeitante ao sinal completo podemos ver o valor médio e o desvio padrão dos 




Fig. 32: Ecrã "Time", com informação sobre as medidas temporais obtidas bem como gráficos 
de suporte. O gráfico da direita representa a medida “Mean Heart Rate” obtida relativamente ao sinal 
completo. 
No domínio da frequência podemos visualizar um gráfico da PSD para o estágio 
seleccionado, bem como os seguintes gráficos respeitantes ao sinal completo: a energia de cada 
banda de frequência, a energia relativa das bandas de baixa e alta frequência (LF e HF, 
respectivamente), o pico de frequência de cada banda e o rácio LF/HF.  
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Fig. 33: Ecrã "Frequency", onde se pode observar a PSD correspondente ao período de 30 
segundos em que o utilizador se encontra. O gráfico da direita é relativo ao sinal completo. 
No domínio não linear vemos os resultados e os gráficos da DFA e de Poincaré. Podemos 
observar se há uma correlação entre batimentos consecutivos ou numa maior escala temporal 
usando estes gráficos como suporte. 
 
 
Fig. 34: No separador "Nonlinear", podemos observar os gráficos de Poincaré e DFA. 
O separador tempo-frequência mostra-nos alguns gráficos já identificados no domínio 
espectral, mas com a componente temporal. Deste modo é possível visualizar a evolução da 
energia de cada banda de frequência, do pico de frequência ou do rácio LF/HF para um único 
estágio, ao invés do sinal completo. É possível ainda construir um espectrograma ou visualizar 
gráficos de superfície ou de cascata para um período de tempo pré-definido, que pode ir de 1 
minuto a todo o sinal. 
 
SLEEPS – Um software para a classificação automática dos estágios do sono usando a 





O último separador diz respeito ao hipnograma. Este gráfico será gerado a partir do 
classificador construído neste programa, com várias configurações. O utilizador pode escolher o 
método de classificação (supervisionado ou um conjunto de classificadores), o tipo de 
classificador (Classification Tree, Linear Discriminant, Quadratic Discriminant, k-Nearest 
Neighbours, Naive Bayes, Support Vector Machines ou Neural Networks). Escolhe-se o sistema 
de classificação (Subject-Specific ou Subject-Independent System). Para além destas opções, 
pode ainda escolher-se o conjunto de estágios (Wake-Sleep, WLDR, WNR, Deep) e se se 
pretende normalizar as medidas obtidas, ou correr um algoritmo de escolha de medidas. Ao 
correr a classificação, o hipnograma gerado será sobreposto ao original para efeitos de 
comparação. Uma caixa de texto ao lado do botão Run indicará o desempenho do classificador, 
isto é, a percentagem de estágios identificados correctamente, com base num sistema de cores 
(vermelho, amarelo e verde) como se pode ver na Fig. 35. 
 
 
Fig. 35: Painel de classificação. Pode-se observar um hipnograma gerado com um LDA, para 
distinguir entre o estado acordado e a dormir. 
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Foram explicadas as funcionalidades deste programa. A sua capacidade de efectuar as 
tarefas na secção 1.4 será avaliada nos capítulos seguintes, com testes de classificação. É 
possível, para além da classificação dos estágios do sono, observar visualmente um gráfico da 
densidade espectral em função do tempo, ferramenta que pode ser útil para o pessoal clínico 
devidamente habilitado. 
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Os testes de classificação consistem na capacidade do programa determinar o 
hipnograma de um paciente com uma fracção ou com o total dos dados. Procurou-se definir 
objectivos de acordo com uma possível viabilidade clínica. O classificador funcionou de acordo 
com quatro conjuntos de estágios: o conjunto WS, ou Wake-Sleep, que distingue entre os 
estágios em que o sujeito está acordado ou a dormir, para efeitos de estudo da qualidade do 
sono de um modo geral; o conjunto WLDR, ou Wake/Light/Deep/REM, que classifica todos os 
estágios de acordo com a nomenclatura existente; o conjunto WNR, ou Wake/NREM/REM, que 
agrega os estágios de sono ligeiro e profundo, discriminando-os do sono REM; e o conjunto D, 
ou Deep, que discrimina o sono profundo comparativamente aos restantes. 
Os diferentes classificadores usados foram a LDA, QDA, kNN, Decision Trees, Naive 
Bayes e SVM de acordo com o descrito na secção 3.8. Foram utilizados dois conjuntos de 
selecção de características, com base no Student’s T-Test e na Sequential Feature Selection. O 
desempenho do classificador foi obtido pela percentagem de casos correctamente classificados 
durante a sessão. 
Nestas sessões utilizaram-se dois sistemas de classificação. No primeiro sistema descrito 
foram feitos testes individuais a cada sujeito, com uma percentagem dos dados utilizada para o 
treino do classificador, denominado de sistema de classificação intra-sujeito. Outro sistema 
utilizado cria o conjunto de dados de treino a partir de todos os pacientes, excepto aquele que 
será integrado no conjunto de teste, sendo este denominado de sistema de classificação inter-
sujeito.  
 
4.1.1 Classificação intra-sujeito 
O sistema de classificação intra-sujeito tem as seguintes características: uma parte dos 
dados de uma sessão de sono – definida como 20% neste programa – é usada como conjunto 
de treino. O conjunto de teste é composto pela sessão inteira. Embora o conjunto de dados seja 
menor, este descreve com muito mais precisão o sistema em causa, dado que não há variância 
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entre sujeitos e que, exceptuando distúrbios grandes no sono, o sujeito exibirá características 
semelhantes ao longo da noite. As Figs. 36 a 39 demonstram o desempenho global dos 
diferentes classificadores utilizados, para cada um dos pacientes. 
 
 
Fig. 36: Desempenho do classificador Wake-Sleep 
 
No caso da discriminação entre os estágios acordado e adormecido, pode-se observar um 
desempenho acima dos 90% em todos os sujeitos para o melhor classificador, que no caso deste 
sistema de classificação foi o kNN, como se pode observar na Fig. 36. O programa demonstra 
ser um bom detector de sono em alguns casos e permite inferir sobre a eficiência do sono do 
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Fig. 37: Desempenho do classificador Deep Sleep. Nota-se que o sujeito 201368 não aparece 
nos resultados devido a não possuir sono profundo, o que gerou uma incoerência no 
classificador. 
Na discriminação do sono profundo, pode-se observar um desempenho bastante 
satisfatório, de 70 a 80%. Contudo, este desempenho tem como base todas as instâncias 
correctamente classificadas, não ficando patente na observação dos resultados uma tendência 
para classificar as instâncias como não sendo de sono profundo. É nos pacientes com menos 
épocas de sono profundo que o desempenho mais aumenta. Crê-se, portanto, que os resultados 
da Fig. 37 são exageradamente optimistas. A disparidade na quantidade de épocas de sono 
profundo de um sujeito para outro é relevante no que diz respeito ao treino do classificador. 
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No teste que visa distinguir os estágios Wake, NREM e REM houve classificadores com 
desempenhos muito satisfatórios, como é o caso da kNN e da Decision Tree, com valores entre 
os 80% e 90%. Os classificadores baseados na LDA e QDA obtiveram resultados medíocres. 
 
Fig. 39: Desempenho do classificador a 4 estágios (Wake, Light, Deep, REM) 
Os mesmos classificadores voltaram a mostrar resultados favoráveis, de mais de 80%, 
agora para uma classificação a quatro estágios. Mais uma vez pode-se observar que o kNN é o 
classificador com desempenho mais favorável. No âmbito de um sistema de classificação 
dependente do sujeito, pode-se concluir que os resultados foram globalmente muito favoráveis.  
 
4.1.2 Classificação inter-sujeito 
 




































SLEEPS – Um software para a classificação automática dos estágios do sono usando a 




O classificador Wake-Sleep tem um desempenho bastante aceitável, de 80% a 90%, 
embora sejam notórios os resultados inferiores quando comparados com a classificação intra-




Fig. 41: Desempenho do classificador Deep Sleep, para um sistema independente do sujeito. 
Como já referido aquando da análise do desempenho do classificador na discriminação 
do sono profundo, os resultados podem ser enganadores. Por exemplo, o sujeito 
“shhs1_202291” tem um desempenho de 100% em 4 dos 6 classificadores. Isto deve-se 
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Fig. 42: Desempenho do classificador a 4 estágios (Wake, Light, Deep, REM), para um sistema 
independente do sujeito. 
Com uma performance de 50 a 60%, o desempenho deste classificador é medíocre. 
Contudo, e como será discutido em pormenor na secção 5.1 não seria expectável obter 




Fig. 43: Desempenho do classificador a 3 estágios (Wake, NREM, REM), para um sistema 
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Como seria de esperar, o aumento do número de classes a classificar traduz-se numa 
complexidade maior, pelo que o classificador dos 4 estágios obteve os piores resultados, na 
ordem dos 30% a 50%. Isto poderá significar que a variância dentro de cada classe é elevada, 
gerando conjuntos de treino com medidas distintas na mesma classe, ou medidas semelhantes 
em classes diferentes. 
Nas tabelas 5 e 6 segue-se um resumo dos melhores resultados apurados por cada 
conjunto parâmetros configuráveis, como o sistema de classificação (inter ou intra sujeito), o 
conjunto de estágios (Wake-Sleep, Deep Sleep, Wake-NREM-REM e Wake-Light-Deep-REM). 
Apresenta-se o melhor classificador e o desempenho obtido. 
Tabela 5: Melhor desempenho e classificador para cada conjunto de estágios no sistema 
inter-sujeito. O caso assinalado com um “–“ deu erro devido a só haver uma classe no conjunto de 
treino. 
Sujeito Wake-Sleep Deep Sleep WNR WLDR 
shhs1_200122 97.0% kNN 96.4% SVM 89.9% kNN 84.3% kNN 
shhs1_200215 96.9% SVM 93.6% SVM 88.1% kNN 81.8% kNN 
shhs1_200309 98.5% kNN 91.0% SVM 90.5% kNN 84.0% kNN 
shhs1_200843 95.4% kNN 94.8% SVM 88.4% kNN 81.7% kNN 
shhs1_200920 94.8% SVM 97.6% SVM 87.3% kNN 84.9% kNN 
shhs1_201368 96.2% kNN 94.9% kNN 91.3% kNN 87.5% kNN 
shhs1_202257 97.6% kNN 96.2% kNN 90.9% kNN 87.0% kNN 
shhs1_202291 96.6% kNN - - 88.9% kNN 90.1% kNN 
shhs1_202715 95.9% SVM 94.5% SVM 84.5% kNN 79.0% kNN 
shhs1_202726 95.0% kNN 95.0% kNN 90.2% kNN 85.1% kNN 
 
 
Tabela 6: Melhor desempenho e classificador para cada conjunto de estágios no sistema 
inter-sujeito. O caso assinalado com um “–“ deu erro devido a só haver uma classe no conjunto de 
treino. 
Sujeito Wake-Sleep Deep Sleep WNR WLDR 
shhs1_200122 90.6% LDA 84.3% LDA 60.8% kNN 40.7% kNN 
shhs1_200215 89.8% SVM 77.2% SVM 63.4% LDA 42.4% LDA 
shhs1_200309 93.1% LDA 68.9% LDA 68.7% LDA 43.5% LDA 
shhs1_200843 87.5% Bayes 81.7% LDA 62.6% LDA 48.1% LDA 
shhs1_200920 82.2% SVM 92.3% LDA 56.4% LDA 41.1% Tree 
shhs1_201368 81.2% Bayes 74.8% SVM 54.5% LDA 38.6% Bayes 
shhs1_202257 92.8% LDA 84.6% LDA 61.5% LDA 44.1% LDA 
shhs1_202291 87.9% LDA - - 67.2% LDA 39.8% kNN 
shhs1_202715 86.2% SVM 79.2% LDA 55.2% LDA 39.4% LDA 
shhs1_202726 87.5% Bayes 82.2% LDA 53.6% kNN 36.4% kNN 
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5.1 Avaliação de Desempenho 
No capítulo da classificação existem dois conjuntos de resultados distintos, que são 
indicativos da natureza e da dificuldade inerente à classificação automática do sono com recurso 
à HRV. O primeiro conjunto, relativo à classificação inter-sujeito, apresentou resultados menos 
favoráveis, porém expectáveis. 
Um factor que já foi referido nos capítulos introdutórios referia-se às diferenças fisiológicas 
entre os sujeitos. A influência destas está claramente exibida na diferença entre os resultados 
obtidos para sistemas de classificação independentes do sujeito – isto é, em que o conjunto de 
treino é composto pelos dados de vários sujeitos e o conjunto de teste consiste numa sessão de 
sono de um único sujeito – e sistemas de classificação dependentes do sujeito.  
No que diz respeito, portanto, ao desempenho do sistema independente do sujeito, os 
resultados são modestos. A percentagem de classificações correctas situa-se na ordem dos 30% 
a 50% no caso da classificação a 3 estágios, tendo os resultados da classificação dos 4 estágios 
do sono um desempenho global de 40% a 70%. Para a distinção entre o sono e o estado 
acordado, estes valores são bem melhores, a rondar os 80% a 95%, podendo-se registar 
resultado semelhante para a detecção de sono profundo. 
Redmond deparou-se com a mesma dificuldade ao tentar classificar correctamente os 
estágios do sono. De facto, uma comparação com os resultados obtidos via EEG permite 
fundamentar melhor a hipótese de que as diferenças fisiológicas comprometem o desempenho 
do classificador[14]. Pôde-se registar um decréscimo no coeficiente kappa de Cohen do 
classificador EEG de cerca de 0.07. Muita da bibliografia existente nesta matéria não refere se 
os resultados obtidos são relativamente a sistemas dependentes ou independentes do sujeito. 
Adnane chegou a afirmar que «as grandes alterações nos sinais fisiológicos e comportamentos 
de um indivíduo para outro tornam de facto impossível definir uma regra comum para a 
classificação dos estágios do sono. (...) Ainda que a ideia de um sistema independente do sujeito 
para a classificação dos estágios do sono seja motivador, pensamos que não é verosímil, pelo 
menos usando apenas o sinal ECG para a classificação».  
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Relativamente a este tipo de classificação, não se pode considerar que os resultados 
sejam favoráveis. Mesmo com um sistema de detecção dos picos R efectivo e robusto face a 
artefactos, a variância inter-sujeito obriga a que se repense a transformação das características 
em outras mais eficazes e invariantes à fisiologia dos sujeitos. Propõe-se que, para um trabalho 
futuro, se estude formas de diminuir a variância inter-sujeito, através de processos de 
normalização ou transformação das medidas obtidas. Também se pode procurar obter conjuntos 
diferentes de características, baseadas em sinais passíveis de ser obtidos pelo ECG, como a 
respiração derivada do ECG, ou EDR (ECG-Derived Respiration).  
No segundo sistema de classificação, dependente do sujeito, o conjunto de dados de 
treino pode ser parte de uma noite de sono ou a noite inteira e o conjunto de teste pode ser o 
resto dessa noite ou uma noite posterior, respectivamente. Os resultados obtidos foram bastante 
aceitáveis, abrindo as portas para um sistema de monitorização caseiro, no âmbito dos cuidados 
continuados, por exemplo. A possibilidade de monitorizar um paciente em várias noites 
consecutivas ou periodicamente permite inferir do ponto de vista clínico sobre eventuais 
patologias relacionadas. Neste sentido, pode-se considerar a sua utilização em áreas como o 
tratamento da apneia do sono. 
A existência de vários classificadores diferentes permite treinar e desenvolver esta 
ferramenta às especificidades dos utilizadores e dos sujeitos. Nota-se que certos classificadores 
têm um desempenho melhor ou pior consoante o modo como os estágios estão definidos, o 
conjunto de dados de treino e teste é gerado, ou consoante as características escolhidas serem 
normalizadas ou não. Optou-se por não parametrizar demasiado a classificação, embora sejam 
fornecidos nos testes executados os conjuntos de escolhas que determinaram os melhores 
resultados.  
De um modo geral, os resultados podem ser considerados satisfatórios. Embora não se 
possa usar esta ferramenta para medir com precisão o estágio do sono em que o paciente se 
encontra em determinado instante, permite obter medidas como a eficiência do sono, a presença 
ou ausência de certas componentes do sono essenciais para uma vida saudável ou indicadoras 
de uma patologia mais grave. 
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5.2 Trabalho Futuro 
Numa perspectiva de evolução do trabalho desenvolvido, apresentam-se 3 pontos chave 
cujo estudo importa aprofundar. O primeiro consiste no desenvolvimento de um sistema de 
aquisição de ECG portátil cuja saída de dados esteja emparelhada com o input deste software. 
Também o software precisaria de ser actualizado para permitir esta ligação. O objectivo seria ter 
uma ferramenta pronta a realizar testes em tempo real, com os actuais dados a alimentar o 
classificador para criar os conjuntos de treino. Seria necessário um conjunto de opções que 
permitisse especificar o paciente, a hora de teste e outros dados relevantes. O resultado final 
seria um sistema integrado de classificação dos estágios do sono, apresentando também outras 
ferramentas de análise importantes como a visualização em tempo-frequência em períodos mais 
alargados, para obter uma visão dinâmica – e passível de ser clinicamente utilizada por 
especialistas – da sessão de sono do sujeito. 
O segundo ponto será implementar um conjunto de novos desenvolvimentos ao software. 
Os resultados obtidos na classificação intra-sujeito sugerem que seria uma grande vantagem ter 
um sistema que permitisse uma redução no tempo dedicado pelo especialista a analisar os 
dados. A minimização da quantidade de épocas necessárias para alimentar o classificador é uma 
forma de reduzir a subjectividade que resulta da classificação visual dos estágios do sono. Um 
avanço no estudo do sono através da análise HRV seria um sistema que, após a classificação 
visual de alguns períodos pertencentes a cada um dos estágios, produzisse automaticamente 
um hipnograma. Outros desenvolvimentos incluem a adição de características da EDR, novas 
características no domínio temporal, espectral e sobretudo não linear (como medidas de 
entropia), uma relação entre o sinal tempo-frequência e a classificação do sono, a detecção de 
transições entre estágios do sono, a detecção de períodos de apneia do sono, entre outros. É 
de referir que todos estes pontos apresentados foram idealizados como sendo melhorias ao 
software, não implicando que daí resultem melhorias no desempenho do classificador. Pretende-
se ter uma ferramenta o mais completa possível. 
O último ponto, teoricamente exaustivo, seria estabelecer uma verdadeira e unívoca 
relação entre os estágios do sono e as características temporais, espectrais e outras correlações 
do sinal HRV. Pensa-se que este será um avanço que surgirá nos próximos anos resultante da 
investigação a ser feita e da melhoria da qualidade de aquisição dos sinais e das bases de dados 
existentes. No âmbito da classificação dos estágios do sono com base na HRV, o maior avanço 
será o estabelecimento de regras de classificação comuns a todos os pacientes e demonstráveis 
em quaisquer condições. 
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5.3 Considerações Finais 
Foi desenvolvido um sistema de raiz para a classificação automática dos estágios do sono. 
Este software recebe como input os sinais ECG em formato digital, com uma frequência mínima 
recomendada de 125 Hz. A partir dos sinais são gerados conjuntos de intervalos RR, que 
representam a variação do ritmo cardíaco – o sinal HRV. A base deste projecto é o estudo deste 
sinal, nas suas medidas temporais, espectrais e não lineares. Através destas medidas, o 
programa constrói um hipnograma – a representação visual dos estágios do sono em que a 
pessoa se encontra durante uma noite de sono.  
Este mesmo hipnograma só poderia ser gerado, anteriormente, num laboratório de sono, 
num hospital, com uma pletora de eléctrodos, sob a permanente vigilância de pessoal médico 
especializado, consumindo recursos ao paciente e ao hospital. O sistema aqui implementado 
propõe-se obter resultados análogos com muito menos recursos económicos, com um nível de 
monitorização mínima, um número consideravelmente menor de eléctrodos e em condições bem 
mais familiares para o repouso, aumentando o conforto do paciente. 
Na área da classificação dos estágios do sono, entende-se que este projecto está a par 
com outros projectos realizados sobre a matéria. Ainda não há um consenso sobre standards 
para a aplicação da HRV enquanto ferramenta para a determinação dos estágios do sono. Uma 
extensão do projecto inicial foi a visualização dos dados obtidos, em particular a representação 
em tempo-frequência, alargando o âmbito da tese ao estudo e à interacção com as medidas 
obtidas. A capacidade de configuração por parte do utilizador permite uma diversificação do 
portfolio de análises que o programa é capaz de realizar.  
Por estes motivos procurou-se, para além dos objectivos propostos, maximizar a 
versatilidade desta ferramenta para que possa ter um desenvolvimento futuro em diversos 
sentidos. A extensa lista de propostas de trabalho futuro, embora apresentada de um modo 
sucinto, revela quão vasto é o horizonte da variação do ritmo cardíaco, da qual tão pouco se 
sabe. 
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