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MRI with Zero Echo Time: Quick, Quiet, Quantitative
Emil Ljungberg
Abstract
Magnetic Resonance Imaging (MRI) is a powerful imaging method for studying the
human body. One issue with MRI is the loud acoustic noise produced by the scanner,
requiring the subject to wear hearing protection, which typically solves the problem, but
in some cases, even the attenuated noise can cause discomfort. In other situations, hearing
protection might not even be possible, such as in utero MRI. The reduction of acoustic
noise during scanning can improve patient comfort and is believed to increase patient
compliance.
The Rotating Ultra-Fast Imaging Sequence (RUFIS) is an inherently silent MRI ac-
quisition technique using a zero echo time (ZTE), 3D radial acquisition. The sequence
is designed to have minimal gradient switching which results in a near-silent acquisition.
RUFIS has not yet been adopted in research studies nor in clinical settings, likely due to
the lack of options for different image contrasts, such as T1 and T2. This thesis aims to
improve our understanding of how to produce useful contrasts using RUFIS through the
development of quantitative T1 and T2 mapping methods.
Through theoretical analysis of the pulse sequence, it is shown that RUFIS can be
treated as a spoiled gradient echo (SPGR) sequence. In a feasibility study, RUFIS is
compared to Cartesian SPGR for variable flip angle T1 mapping at 3T, a study which is also
extended to 1.5T and 7T scanners. T2 contrast is introduced in RUFIS using an adiabatic
T2 preparation module. A multi-contrast acquisition is then developed, combining T1 and
T2 magnetisation preparation for simultaneous T1 and T2 mapping. To further extend the
usability of RUFIS, a novel retrospective motion correction technique is developed using a
new k-space trajectory for self-navigation. The technique is validated through simulation
and in a phantom.
This thesis proves that RUFIS can be used for silent T1 and T2 mapping. Combined
with retrospective motion correction, RUFIS provides a competitive pulse sequence option
in situations where silent imaging is warranted.
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LAeq A-weighted equivalent continuous sound level.
mBIR modified B1-insensitive rotation.
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MPRAGE magnetisation prepared rapid gradient echo.
MRF MR fingerprinting.
MRI Magnetic Resonance Imaging.
MT magnetisation transfer.
MTR magnetisation transfer ratio.
NEX number of excitations.
NIOSH National Institute for Occupational Safety and Health.
NIST National Institute of Standards and Technology.
NMR nuclear magnetic resonance.
NUFFT non-uniform fast Fourier transform.
PCM phase correlation method.
PD proton density.
PET positron emission tomography.
PETRA Pointwise Encoding Time Reduction with Radial Acquisition.
PSF point spread function.
QALAS QuAntification using an interleaved Look-Locker Acquisition Sequence with T2
preparation pulse.
qMRI Quantitative Magnetic Resonance Imaging.
QRAPMASTER Quantification of Relaxation Times and Proton Density by Multiecho
acquisition of a saturation-recovery using Turbospin-Echo Readout.
RAGE rapid gradient echo.
RF radio frequency.
RMSE root mean square error.
RUFIS Rotating Ultra-Fast Imaging Sequence.
SAR specific absorption rate.
SIMBA SIlent Magnetisation prepared B1-map Acquisition.
SNR signal to noise ratio.
SPGR spoiled gradient echo.
TE echo time.
TGV total generalised variation.
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TWIRL twisting radial lines.
VFA variable flip angle.
WASPI Water- and Fat-Suppressed Solid-State Proton Projection Imaging.
WM white matter.
ZTE zero echo time.
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Magnetic Resonance Imaging (MRI) is a non-invasive medical imaging technique. It can
be used for whole body, tomographic, imaging and in contrast to, for instance, computed
tomography (CT) or positron emission tomography (PET) it does not have any associated
ionising radiation dose. One area in which MRI is used frequently, both clinically and for
research, is in the study of the central nervous system, especially the brain. MRI offers
unparalleled soft tissue contrast compared to CT, enabling detailed study of both anatomy
and pathology.
One of the reasons that MRI has found such widespread use, especially in research,
is that there are no known health effects from repeated exposure to the magnetic and
radio frequency fields inside the scanner. However, due to the strong magnetic field, the
subject cannot wear any magnetic materials or have any implants that have not been
classified as MR safe. Additionally, the acoustic noise produced by the scanner during data
acquisition, which can reach up to 130dBA [1], requires the subject to wear ear protection
during the whole scan [2]. There have been reports of temporary hearing loss after MRI
scans [3, 4], however there is no evidence for permanent hearing loss. The acoustic noise
during scanning is commonly reported as one of the main unpleasant features of the scan
experience by patients [5, 6], and it is therefore assumed that reduced acoustic scanner
noise would improve patient comfort and compliance.
Several methods have been developed, and are used clinically, for reducing acoustic
noise during the MRI examination. The most important is the use of earplugs or head-
phones to passively reduce the acoustic noise. It is highly recommended for anyone inside
the scan room to wear one, or both, of these devices [2]. Acoustic noise reduction is also
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an important element in the design of the magnetic field gradient systems that form an
essential part of the scanner. Torque balanced and mechanically dampened coils are com-
monly used to reduce the acoustic noise [5]. Additional noise reduction can be achieved by
reducing the slew rate of the gradients, commonly referred to as quiet MRI [5]. Such quiet
MRI techniques, pulse sequences, typically suffers from increased acquisition time and re-
duced performance due to the increased gradient rise time [5]. The technique used in this
thesis builds on the Rotating Ultra-Fast Imaging Sequence (RUFIS)[7] in which acoustic
noise is reduced by ensuring minimal changes in gradient amplitude, similar to quiet MRI
techniques. However, unlike quiet MRI techniques, RUFIS has minimal changes in gradi-
ent amplitude by design, due to the design of the data acquisition, rather than through
restriction of the gradient performance. The image contrast obtained with RUFIS is proton
density weighted, and thus of limited use in research and clinical settings where additional
contrasts such as T1 and T2 are crucial. The purpose of this thesis is therefore to investi-
gate methods for introducing T1 and T2 contrast into RUFIS, and to extend these methods
to allow RUFIS-based quantitative measurements of T1 and T2.
1.1 Thesis Overview
Chapter 2 will introduce the relevant MRI concepts that will be referred to throughout
this thesis. The explanation starts by introducing nuclear magnetic resonance (NMR),
focusing on T1 and T2 relaxation. The transition to imaging will then be described, with
an explanation of the theory behind spin-warp imaging together with a short note on
image reconstruction. The distinction between qualitative and quantitative MRI will be
made and a brief review of methods for quantitative T1 and T2 mapping will be given. The
characteristics of brain tissue in terms of MR parameters (T1 and T2) will be described.
The chapter concludes with a review of acoustic noise in MRI, together with strategies for
noise reduction.
Chapter 3 provides a thorough description and characterisation of the Rotating Ultra-
Fast Imaging Sequence (RUFIS) pulse sequence [7]. Acquisition parameters used in RUFIS,
and how these interact, are described. A mathematical framework for studying the quan-
titative signal in RUFIS is developed and unique features of the RUFIS image acquisition,
including the excitation profile and the deadtime gap are investigated. The acoustic noise
produced by RUFIS is measured and characterised.
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Chapter 4 describes T1 mapping using the variable flip angle (VFA) method [8] with
RUFIS together with a novel B1 mapping technique called SIlent Magnetisation prepared
B1-map Acquisition (SIMBA). The proposed B1 mapping technique is similar to the double
angle method, but utilises a preparation module and RUFIS readout for silent B1 map-
ping [9]. A feasibility study is presented, studying the repeatability and reproducibility
of RUFIS for VFA T1 mapping, compared to standard Cartesian spoiled gradient echo
imaging. This work is extended in chapter 5, which presents a study on VFA T1 mapping
across field strengths of 1.5, 3, and 7T. Difficulties and opportunities at each field strength
are investigated.
Chapter 6 combines the quantitative signal equations from chapter 3 and presents
the development of a rapid T2 mapping sequence using T2 prepared RUFIS. It will be
shown that the RUFIS readout inherently introduces T1 contrast, and that quantitative
T2 estimates cannot be obtained without T1 correction. To solve this, a combined T1 and
T2 method is presented.
Chapter 7 presents a novel technique for retrospective, self-navigated, motion correction
using RUFIS. A 3D phyllotaxis k-space trajectory is introduced into RUFIS, which enables
time resolved acquisition for self-navigation. A motion-correction framework, here called
MERLOT (Motion Eliminating Radial acquisition Leveraging Overlapping Trajectories),
is developed through simulations and validated using real data acquired on a phantom.
The thesis concludes with chapter 8, which summarises the main findings from this
PhD thesis and discusses the contributions made to the field.
1.2 Student Contribution
Unless stated otherwise, the work presented in this thesis was carried out by me. How-
ever, the work presented herein would not have been possible without the help from my
supervisors as well as numerous collaborators. Therefore, each chapter contains a separate
section clarifying my contribution and the extent to which collaborators helped me with
the work.
1.3 Ethical Approval
The data acquisition performed at King’s College London to develop and test the tech-
niques presented in this thesis is covered under an ethical approval entitled "Development
of Magnetic Resonance Imaging and Spectroscopy Methods" (Research Ethics Commit-
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tees (REF) reference: 04/Q0706/72, South London and Maudsley NHS Foundation Trust
(SLaM) R&D Ref: CSA/09/008, King’s College Hospital (KCH) R&D Ref: 05NB32), held
by Professor Gareth Barker, King’s College London. Data collected on the 7T scanner at
University of California San Francisco, for the work presented in chapter 5, was collected
under "Determination of MR Acquisition Parameters for Human Studies at 7 Tesla" (Insti-
tutional Review Board (IRB): 10-01710). Data for chapter 5 collected on the 1.5T scanner
at Menlo Park was covered under "Development of MR Systems, Components, and Ac-
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Summary
In this chapter, the basics of Magnetic Resonance Imaging (MRI) and the fundamentalcontrast mechanisms (proton density, T1, and T2) will be introduced. Spatial localisa-
tion using spin warp imaging is described, and the basics of Fourier image reconstruction
is provided. Features of brain tissue, in terms of MRI parameters, are described in the
context of relaxometry. Commonly used methods for quantitative MRI are described. A
review of acoustic noise in MRI, reasons and methods for reducing it is provided. Basic
metrological concepts for quantitative MRI are discussed.
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2.1 Introduction to Magnetic Resonance Imaging
Nuclear magnetic resonance (NMR) imaging, commonly referred to as MRI, is one of the
most powerful and versatile medical imaging techniques. This section will outline the basic
physical phenomenon behind NMR, using a classical approach, i.e. not quantum mechan-
ical [10], followed by a brief description of how the spin warp technique enables spatial
localisation, the foundation of MRI. Basic NMR/MRI contrast mechanisms are described
both from a physical point of view and with respect to their biological interpretation.
2.1.1 Nuclear Magnetic Resonance Physics
MRI is an imaging extension of NMR, in which the properties of a range of nuclei can be
studied using magnetic fields. In the human body, the nucleus of particular interest is 1H
Hydrogen, which is in high abundance due to the high water content of the human body.
Other nuclei that can be studied using MRI commonly refereed to as X-nuclei include:
23Na, 39K, 35Cl, and 17O [11], however in this thesis only 1H is studied. When a piece of
biological tissue is placed inside a strong magnetic field, all nuclei with non-zero spin, and
thus a non-zero magnetic moment, will begin to precess at a frequency, referred to as the
Larmour frequency, given by
ω0 = γB0 (2.1)
where B0 is the strength of the static magnetic field and γ is the gyromagnetic ratio, which
differs between nuclei (for 1H γ/2π = 42.58 MHz/T). Consider a small volume V inside
the sample, such that the magnetic field can be considered constant across it, containing
a large number N of hydrogen nuclei, hereafter referred to as spins. Without any external
field, the orientation of the spins will be random and evenly distributed in all directions.
Inside a magnetic field, the distribution of spins will be skewed, making spins more likely
to align with the direction of the magnetic field. In a review paper by Hanson, the classical
analogy of compasses inside a tumble drier was used to describe this phenomenon; because
of the tumbling (analogous to thermal energy) the direction of the compass pin will change
randomly, but with a large number of compasses, there will be a tendency to measure the
pin pointing north because of the earth’s magnetic field [10]. In an MRI experiment, the
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where ~ is the reduced Planck’s constant ( h2π ), k is Boltzmann’s constant, and T the
absolute temperature of the sample [12]. At a typical field strength of 3T, Sf ≈ 1 · 10−5
at room temperature. The acquired signal in an NMR experiment is proportional to the
excess magnetisation Sf , usually referred to as net magnetisation, hereafter labelled asM0.
Since Sf scales with B0, higher field strength will increase the signal to noise ratio (SNR),
which is the driving factor in development of MRI scanners with ultra-high magnetic field
strengths. The change in SNR with field strength will be further studied and discussed in
chapter 5.
The magnetisation is typically described as a vector M̄ = (Mx,My,Mz), precessing
around the z-axis by ω0, in a coordinate space where the z-axis is parallel to the main
magnetic field. The magnitude of M̄ is given by M0, which is directly proportional to
the proton density (PD) inside the imaging volume, i.e. the number of 1H spins. To
study the dynamics of M̄ , a frame of reference rotating around the z-axis with an angular
frequency ω0 is typically used [12]. In this rotating frame of reference, M̄ is static in
the absence of additional magnetic fields or relaxation (described later), in contrast to
the stationary frame of reference where M̄ is rotating with ω0 around the z-axis. In the
stationary frame of reference, the magnetisation vector can be tipped from the longitudinal
axis toward the transverse plane, by applying a radio frequency (RF) field, oscillating with
ω0, perpendicular to the main magnetic field. The angle through which the magnetisation





where B1 and τ are the amplitude and duration of the RF pulse. For a hard pulse (i.e. a
B1 applied at a constant amplitude) this reduces to
α = γB1τ. (2.4)
In the rotating frame of reference, this will be observed as a rotation, while in the stationary
frame of reference, M̄ will follow a complex path around the z-axis while being nutated by
α towards the transverse plane.
Application of an RF pulse with flip angle α will produce a transverse component
M⊥ = M0 sinα, and a longitudinal component Mz = M0 cosα. In the stationary frame
of reference, M̄ is now rotating in the transverse plane with ω0, producing a magnetic
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flux which can be observed as an induced voltage in a receive RF coil placed close to
the sample, which is the signal measured by the MRI scanner. In the rotating frame of
reference however, the transverse component will be stationary. After the magnetisation
has been tipped into the transverse plane, it will try to align with the main magnetic
field again, a process known as relaxation. The return to the equilibrium state takes place
through two processes: recovery of Mz occurs with a time constant T1, and decay of M⊥
with a time constant T2.
If an additional magnetic field with strength B̂ is applied, the magnetisation vector
will begin to precess in the rotating frame of reference with an angular frequency ω̂
ω̂ = γB̂. (2.5)
The angle of M̄ in the transverse plane relative to the x or y axis (typically x, although
the choice is arbitrary) is referred to as the phase of the magnetisation, φ. A set of spins
experiencing the same magnetic field will maintain the same relative phase, and are referred
to as an isochromat. The concept of phase will return in the discussion of T2 relaxation
and spin-warp imaging.
Magnetisation in the transverse plane produce a flux which can be detected by nearby






where ρ(r̄) is the proton density (PD) at position r̄, and Λ includes scaling factors for the
flip angle and parameters in the receive circuit such as gain.
T1 Recovery Through Spin-Lattice Interactions
The regrowth of the longitudinal magnetisation from the transverse plane is characterised
by the time constant T1. To use an analogy from thermodynamics, tipping the magneti-
sation into the transverse plane corresponds to increasing the spin temperature. To return
to the equilibrium state, the hot spin system will exchange energy with the cold lattice,
i.e. neighbouring atoms, which were not excited by the RF pulse. The rate of exchange of
energy with the lattice is proportional to the longitudinal magnetisation, i.e. the spin tem-
perature, similar to heat exchange. In NMR this is expressed in the Bloch equations [13],
which give a phenomenological description of the NMR signal evolution. The longitudinal
34
E Ljungberg MRI with ZTE; Quick, Quiet, Quantitative














In brain tissue, T1 is on the order of 1s, however it is field strength dependent and
increases with increasing field strength [14]. Tissues with high water content will have a
longer T1 [15], e.g. gray matter (PD ≈ 80%) has a longer T1 than white matter (PD
≈ 70%) [16]. Figure 2.1a shows examples of T1 recovery curves following an RF pulse with
a flip angle of π2 (i.e. a pulse that fully tips M0 into the transverse plane) for a range of T1
values typical of biological tissues (note that the signal curves are normalised to 1.0, i.e.
all tissues are assumed to have the same proton density).
T2 Decay Through Spin-Spin Interactions
The decay of the transverse magnetisation is characterised by the time constant T2. It is
driven by individual spins randomly reorienting at a rate characterised by the correlation
time τc, resulting in random fluctuations in the local magnetic field experienced by nearby
spins. Variations in the magnetic field will result in slightly different precession frequencies
for the spins, causing dephasing, i.e. loss of phase coherence. The signal detected by the
MRI scanner is the sum of all spins inside each volume element V , and thus signals from
spins with opposite phase will cancel and reduce the detected signal. The dephasing of the
magnetisation is caused by random fluctuations and thus irreversible.






which has the solution
M⊥ = M⊥(0)e
−t/T2 . (2.10)
Figure 2.1b shows T2 relaxation curves for typical T2 times found in the brain (and again
assuming the same proton density values for each tissue). Similar to T1, gray matter has a
longer T2 than white matter. However, since the interactions causing T2 relaxation occur
between spins, the environment around the spins themselves will affect T2. In brain tissue,
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the clearest example is the difference in T2 between white and gray matter. White matter
is characterised by its large number of myelinated axons as well as glial cells, with most
of the water located around or within the axons, i.e. intra-extra cellular water. Myelin is
a lipid-protein membrane structure which is wrapped in layers around the axons, creating
compartments of water between the myelin layers [17, 18]. Water molecules between and
within axons is free to move and will reorient at relatively fast rate, resulting in a long T2.
Due to the geometry, water molecules between the myelin bilayers will randomly reorient
at a slower rate, which leads to a shorter T2 [19]. The combined effect is a shorter mean
T2 in white matter compared to gray matter.
In a practical MRI system, the magnetic field is never perfectly uniform over the whole
imaging volume. Local difference in magnetic susceptibility (for example between brain
tissue and air in sinuses in the head, or between bone and other tissues) cause inhomo-
geneities in the magnetic field. These inhomogeneities, along with those due to magnet
imperfections, contribute to dephasing and their effects are characterised by an additional
relaxation time T′2. The overall transverse decay in the presence of magnetic field inhomo-










An important distinction between T2 and T′2 is that while T2 decay is irreversible, as it
is caused by random fluctuations, decay by T′2 is potentially reversible as it is caused by
static variations in the magnetic field. Whether the signal that is measured decays away
as T∗2 or T2 depends on the details of the technique, "pulse sequence", used to perform the
measurement, as described in the next section.
Free Induction Decay, Gradient Echo and Spin Echo
Magnetisation precessing in the transverse plane can be detected using a coil tuned to the
resonant frequency ω0. The signal decay observed following an RF pulse is called the free
induction decay (FID), and will decay with T∗2. Acquiring the FID results in very low
contrast between tissues, as there is no time to produce tissue contrast from T1, T2, or
T∗2 relaxation. To enhance the contrast, the acquisition can be delayed from the time of
excitation, which for the FID signal would result in T∗2 contrast. For pure T2 contrast, the
effects of T′2 have to be removed which can be achieved using a spin echo [20], illustrated
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Figure 2.1: Example of (a) T1 recovery of Mz and (b) T2 relaxation of M⊥ following
a π/2 RF pulse.
in figure 2.2. An excitation RF pulse is applied at time t0 after which the signal decays
with T∗2, i.e. the spins dephase. At a time t1, equal to half the echo time (TE), a 180°
RF pulse is applied along an axis in the transverse plane perpendicular to the axis used
for the excitation pulse (e.g. y and x respectively). This RF pulse flips the dephased
magnetisation like a pancake in the transverse plane, causing the magnetisation which
previously dephased with T∗2 to rephase at a time t2 = TE, resulting in a signal which
only has decayed by T2.
To acquire a signal with a given amount of T∗2 weighting, i.e. allowing T∗2 decay to
occur to differentiate between tissues with different T∗2, a gradient echo is used instead,
illustrated in figure 2.3. After RF excitation, an external magnetic field gradient is applied
at time t = t0, causing deliberate dephasing of the spins. The magnitude of the external
field is then inverted at t = t1 = TE/2, thus reversing the deliberate dephasing of the spins
to produce a partly refocused magnetisation at t = t2 = TE. At this point, the transverse
magnetisation has decayed by T∗2.
2.1.2 Spatial Localisation in MRI
To produce an image from an NMR experiment, a method for spatial localisation is re-
quired. The following sections will describe two related methods, projection reconstruction,
and spin warp imaging. The discussion will begin with 1D examples, introduction of the
Fourier transform, and finally extend to 2D and 3D methods.
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Figure 2.2: Illustration of a simple spin echo experiment showing the pulse sequence
diagram in (a) and the evolution of five isochromats in (b). Excitation is
performed at t = t0, a 180° refocusing pulse is applied at t = t1 = TE/2
producing a refocused spin echo at t = t2 = TE.
Projection Reconstruction and the Fourier Transform
Spatial localisation in MRI relies on magnetic field gradients G in the three spatial dimen-
sions, x, y, and z. To begin, consider a 1D example. With a linear field gradient, which is
typically used, the strength at position x0 is given by G(x0) = x0 ·G. Addition of a time
varying field gradient results in a relative change of the resonant frequency relative to the
Larmour frequency as
ωG(x, t) = γxG(t). (2.12)
At time t, spins at different locations will accumulate additional phase given by




In the data acquisition, the detected signal, as expressed in (2.6), is demodulated by ω0
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Figure 2.3: Illustration of a simple gradient echo experiment showing the pulse se-
quence diagram in (a) and the evolution of five isochromats in (b). Excitation
is performed at t = t0 after which a gradient is applied to cause deliberate de-
phasing of the spins. At t = t1 = TE/2, the gradient amplitude is inverted
and a gradient echo is produced at t = t2 = TE. The isochromats are not
perfectly refocused, thus resulting in T∗2 decay.
where ρ(x) is the unknown spin density. The time dependence of (2.14) is encoded in the
phase by the field gradient. Equation (2.14) can elegantly be rewritten as
s(k) =
∫






which is the Fourier transform of ρ(x) in k, and thus the spin density can elegantly be




The Fourier relationship between ρ(x) and s(k) is the cornerstone of spatial localisation in
MRI.
The method above only allows for acquisition of a 1D profile of the spin density, however
the method is easily extended to 3D projection imaging by applying constant field gradients
along y and z as well. The precession frequency relative to the Larmour frequency is then
a function of all three spatial dimensions
ωG(x, y, z) = γ(xGx + yGy + zGz) (2.17)
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and thus also the phase accumulation
φG(x, y, z, t) = −
∫ t
0
ωG(x, y, z, τ)dτ. (2.18)
The spin density along a given direction defined by the relative strength of the three field
gradients is given by the 3D Fourier transform as




To reconstruct an image of the whole object, numerous projections in different directions
have to be acquired, after which an image can be recovered using projection reconstruction
for instance [21]. The exact number of projections required to fully sample the image space
will be described in chapter 3.
Cartesian Spin-Warp Imaging
Projection reconstruction, as described in the previous section, was one of the first methods
applied for spatial localisation in MRI, similar to the technique presented in the seminal
1973 Nature paper by Lauterbur [22]. One of the limitations of projection imaging, is that
the data are acquired along radial projections. In the 1D example, the spin density could
be recovered using the inverse Fourier transform, but in higher dimensions, this does not
apply since the samples are not evenly distributed along kx, ky, and kz. If data could be
sampled on a multi-dimensional Cartesian, i.e. rectangular evenly spaced grid, then the
image could be reconstructed directly using the inverse Fourier transform.
In 1980, Edelstein et al. presented a method for spatial localisation in MRI known
as spin-warp imaging [23] which allows 2D and 3D data to be efficiently acquired on a
Cartesian grid and reconstructed using the inverse Fourier transform. The main difference
to the acquisition of projections is the successive application of gradients along the different
spatial dimensions. To illustrate the concept behind spin-warp imaging, a simple spin echo
pulse sequence, shown in figure 2.4, is used. In section (1) of the pulse sequence, an
excitation RF pulse is applied together with a gradient along the z-axis, a slice select
gradient. Using an RF pulse with narrow bandwidth, only the part of the sample on
resonance with the RF pulse is excited, i.e. a slice. In section (2), gradients are applied
along y and x resulting in spatially dependent phase accumulation according to (2.18). The
coloured lines in the y-gradient indicate that different amplitudes are applied at subsequent
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Figure 2.4: Schematic of a 2D spin echo pulse sequence. (1) Slice encoding along
the z axis is followed by (2) phase encoding along y, the coloured lines indicate
the gradient amplitude at subsequent repetitions with different amplitudes to
traverse k-space along different frequency encoding lines. (3) At a time TE/2,
a 180° refocusing pulse is played out to produce a spin echo at time TE (4)
where data is acquired with a frequency encoding gradient along x.
repetitions of the pulse sequence, the reason for which is described later. In section (3), a
180° RF pulse, applied at time TE/2, refocuses the magnetisation to produce a spin echo
in section (4) at time TE when data is acquired.
MRI data is acquired in the time domain, which in equation (2.15) was shown to
correspond to sampling of a variable k in a domain known k-space [24], where the axes
are kx, ky and kz. Thus, k-space can be used to visualise the acquired data in the time
domain, where each data point corresponds to a spatial frequency. Figure 2.5 shows the k-
space sampling pattern from the 2D spin echo sequence described in the previous section. In
section (2) where gradients are applied in x and y, phase is accumulated proportional to the
x and y position, resulting in a diagonal trajectory through k-space. The y gradient is here
referred to as a phase encoding gradient. In section (4), when data is acquired, a gradient
is applied along x, known as the frequency encoding gradient. During frequency encoding,
phase is accumulated during the data acquisition along x, resulting in a trajectory along kx
in k-space. In the next repetition, the amplitude of the phase encoding gradient is reduced
and the k-space trajectory during the frequency encoding will follow a different line along
kx, resulting in another set of acquired k-space points. After a number of repetitions, when
all points in k-space have been acquired, the image can be reconstructed using the inverse
Fourier transform.
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Figure 2.5: (a) K-space sampling diagram for the spin echo sequence shown in figure
2.4 with (b) examples of where different spatial frequencies are located in k-
space.
Readout Bandwidth and Nyquist Sampling
The bandwidth of the acquired signal s(t) is determined by the strength of the frequency
encoding gradient, as this will modify the resonance frequency across the sample. If an
object with size D is imaged with a readout gradient Gx, the bandwidth required along
the readout direction to cover the whole object is given by BW = (γ/2π)GxD. Different
MR vendors use different notations for readout BW , here the convention used by GE,
∆ν = ±BW/2 is used. If a field of view (FOV) L, smaller than the size of the object D is
desired, the analogue signal can be lowpass filtered to remove the signal from area outside












to avoid aliasing in the signal. The distance between samples in k-space is determined by
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The same requirement holds in the other spatial dimensions as well. However, there is
a important difference between the readout direction and the phase encoding direction
(in 3D imaging, slice selection is a special case of phase encoding, and thus the following
derivation also applies in the same way). As previously mentioned, the analogue signal
acquired during the frequency encoding can be lowpass filtered to remove signal from parts
of the object outside the field of view (as determined by their resonant frequency) which
otherwise would cause aliasing in the image domain. In the phase encoding direction, the
phase variation generated by the applied gradient will affect all spins in the object that
have been excited by the excitation pulse, thus potentially including points outside the
desired imaging volume. These signals cannot be removed through lowpass filtering, as
spins have a unique, position dependent, frequency only in the direction of the frequency
encoding gradient. Therefore, the phase encoding direction has to encompass the whole
object to avoid aliasing, or phase-wrap1.
So far, the process of how to obtain an image with a given field of view have been
discussed, but not how to obtain a given resolution or voxel size. Note that while the
terms are often used interchangeably, there is an important distinction between voxel size
and image resolution in MRI. The voxel size is directly determined by the size of the




where Nx is the size of k-space in kx. Analogous expressions hold for the other spatial
dimensions as well. The image resolution on the other hand depends on the point spread
function of the acquisition and is affected by other acquisition parameters. For instance, if
the duration of the readout is on the time scale of T∗2, then the signal will experience decay
during the readout, effectively creating a filter in k-space, which will reduce the amplitude
of the points in the edge of k-space, resulting in a wider point-spread function. This can be
understood by studying the spatial frequencies corresponding to different parts in k-space,
1If the volume of the sample that is excited can be limited, using spatially selective RF excitation, then
alias free imaging of a field of view smaller than the object in the phase encoding direction is possible.
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shown in figure 2.5. Close to the centre of k-space contains the low spatial frequencies,
while the edge of k-space contains high spatial frequencies, necessary to produce details
in the image and thus determining the actual resolution, i.e. point spread function, of the
acquisition.
2.1.3 Image Reconstruction
To reconstruct an image from k-space data, a matrix equation can be formulated describing
the reconstruction problem as [25]
y = E · x (2.25)
where y and x are vectors of the acquired k-space samples and the unknown image inten-
sities, and E is the Fourier encoding matrix which is fully determined from the k-space
sampling scheme. To solve (2.25), E needs to be inverted which in many situations is
impractical. Instead, if the data points fall on a Cartesian grid, as is the case for spin warp
imaging, the reconstruction problem is typically solved using the fast Fourier transform
(FFT). The transformed data yields a complex valued image from which the magnitude and
phase data can be calculated. In non-Cartesian imaging experiments, i.e. where data is not
sampled on a Cartesian grid, the direct formulation in (2.25) can still be used [25, 26], but
a more practical option is to grid the data onto a Cartesian grid and then reconstruct the
image using the FFT [27]. Image reconstruction of non-Cartesian data will be described
in further detail in chapter 3.
In the work presented in this thesis, reconstruction will in some cases be performed (in
MATLAB [The MathWorks, Inc., Natick, Massachusetts, United States]), instead of online
on the scanner, using open source reconstruction software such as the Berkeley Advanced
Reconstruction Toolbox (BART) [28], to enable adoption of the latest advanced imaging
reconstruction techniques. Details and background about the specific image reconstruction
techniques used will be presented in the relevant chapters throughout this thesis.
2.2 MRI of the Brain
MRI is a whole body imaging technique capable of imaging everything from ankle joints to
the brain. Each anatomical region in the body poses different unique technical challenges.
The focus of this thesis is exclusively on brain MRI, and this section will therefore present
a short overview of the tissue composition of the brain, in particular with respect to how
this influences T1 and T2, along with common technical difficulties in brain imaging.
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Table 2.1: T1 relaxation values in the literature. (aMagnetisation Prepared Rapid
Gradient Echo, bVariable Flip Angle, cInversion Recovery)
Tissue Field Strength [T] Method T1 Ref.
White Matter 7 MPRAGEa 1130± 100 [30]
White Matter 7 VFAb 1500± 100 [31]
White Matter 3 MPRAGEa 840± 50 [30]
White Matter 3 VFAb 1100 [32]
White Matter 3 VFAb 933± 15 [33]
White Matter 3 IRc 1084± 45 [34]
White Matter 1.5 MPRAGEa 650± 30 [30]
White Matter 1.5 IRc 884± 50 [34]
Gray Matter 7 MPRAGEa 1940± 150 [30]
Gray Matter 7 VFAb 2000± 100 [31]
Gray Matter 3 MPRAGEa 1600± 110 [30]
Gray Matter 3 VFAb 1700 [32]
Gray Matter 3 VFAb 1380± 59 [33]
Gray Matter 3 IRc 1820± 114 [34]
Gray Matter 1.5 MPRAGEa 1200± 130 [30]
Gray Matter 1.5 IRc 1124± 50 [34]
Table 2.2: T2 relaxation values in the literature. (aCarr-Purcell-Meiboom-Gill spin
echo sequence)
Tissue Field Strength [T] Method T1 Ref.
White Matter 1.5 CPMGa 72± 4 [34]
Gray Matter 1.5 CPMGa 95± 8 [34]
White Matter 3 CPMGa 69± 3 [34]
Gray Matter 3 CPMGa 99± 7 [34]
The brain is composed of 75-80% water [29], making it an excellent target for MRI
examination because of the correspondingly high number of MR visible hydrogen nuclei.
The three main tissue types (white matter (WM), gray matter (GM) and cerebrospinal
fluid (CSF)) can be distinguished using MRI due to differences in PD, T1, and T2 arising
from differences in the tissue properties. Tables 2.1 and 2.2 show typical values of T1 and
T2 found in white and gray matter, obtained at different field strengths and using different
techniques. The influence of field strength on T1 will be discussed further in chapter 5 and
the different measurement techniques will be described in this chapter in section 2.4.
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2.2.1 White Matter
White matter has a high density of myelinated axons, giving it a white-ish colour under
light microscopy. Myelin, a structure composed of several different lipids and proteins, is
wrapped around the axons in a layered structure with water trapped between the myelin
bi-layers [17]. This produces three distinct water compartments in white matter: intra-
cellular, extra-cellular, and myelin water. The intra- and extra-cellular water is typically
assumed to have the same relaxation time of T1≈ 800ms and T2=70-80ms, while myelin
water has a much shorter T2≈ 20 ms[16]. The signal fraction originating from the myelin
water relative to the total water signal is around 11% in WM [16]. While considered
separate compartments, exchange of magnetisation does take place between the compart-
ments, which may result in averaging of the effective relaxation values, or more complex
relaxation behaviour, depending on the time scale of the acquisition [35]. Because of the
multiple water compartments, T2 measurements in white matter should include at least
two components to account for the multi-exponential signal decay. Previous studies have
applied multi-component T1 relaxometry in white matter across field strengths, finding a
stronger short T1 component from myelin water at higher field [36]. However, the existence
of multi-component T1 in vivo is not well established. An NMR study investigating T1
and T2 relaxation in bovine brain found that at body temperature (37◦C), only a single
T1 component could be identified [37].
MR signals from non-aqueous protons are typically considered MR invisible due to their
very short T∗2, on the sub millisecond scale. In white matter, this includes signal from the
non-aqueous protons in the myelin. Recent studies have proposed that the signal from
non-aqueous myelin protons can be observed using ultra-short and zero echo time (ZTE)
acquisition methods [38, 39, 40, 41]. However, due to the ultrashort T∗2, an extremely fast
imaging system is required to capture the signal before it has decayed, so the applicability
of such direct myelin imaging using clinical system remains debatable [42].
2.2.2 Gray Matter
In the brain, gray matter is found on the cerebral surface, the cortex, as well as in deep
gray matter structures such as the thalamus and the basal ganglia. It has lower myelin
content and higher water content than WM, resulting in a longer T1 [16]. Because of a
lower fraction of macro-molecules in GM compared to WM, water molecules can move
more freely, resulting in a longer T2 as well [16].
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2.2.3 Cerebrospinal Fluid - CSF
CSF is found in the ventricles in the brain, as well as in the subarachnoid space surrounding
the brain. Since CSF is mainly water, it has a very long relaxation times, T1≈4s and T2≈2s,
almost equivalent to water [43], however in vivo measurements of these values are difficult
in CSF due to pulsatile motion related to the cardiac cycle [44].
2.3 Contrast Weighted Imaging and Acquisition Parameters
One of the reasons MRI finds applications in many different areas is the range of imaging
parameters that can be optimised to tune the image contrast for a specific application. The
main tissue parameters that produce contrast in MRI are T1, T2 and PD, the influence of
which on final image appearance are controlled by the acquisition parameters. Typically,
images are referred to as being weighted by a particular contrast, i.e. T1, T2, or PD,
however all three factors will contribute to some degree to the obtained image intensity
and contrast. In this section, examples of how different image contrast can be obtained
by altering the acquisition parameters of a spin echo and gradient echo sequence will be
shown.
To obtain a PD weighted image, influence of T1 is minimised using a long repetition
time (TR) (≈3-5·T1), allowing for full T1 recovery, and the shortest possible TE to minimise
T2 decay, example shown in figure 2.6a. T2 contrast is obtained by increasing the TE to
be on the order of the T2 of interest to allow for T2 decay, while retaining a long TR to
allow full T1 recovery, example shown in figure 2.6b and c. A T1 weighted image can be
obtained by using an inversion pulse (180°) and wait a time inversion time (TI) to produce
the desired T1 weighting, example shown in figure 2.6d. Again, a short TE would be used
to minimise T2 weighting.
T1 weighting can also be achieved by using a very short TR gradient echo acquisition,
resulting in reduced T1 recovery between acquisitions. The lack of T1 recovery between
acquisition results initially in a transient state where the available magnetisation for each
repetition changes [46], after which a steady-state is reached. The signal in the steady-state
depends on the excitation flip angle as well as T1 and PD. Therefore, the flip angle can be
used to change the amount of T1 contrast in a steady state acquisition, which later will be
shown to be the foundation of variable flip angle (VFA) T1 mapping [8]. To obtain pure
T1 contrast, the transverse magnetisation between excitations needs to be fully spoiled,
i.e. only having a longitudinal component [46]. Figure 2.7 shows examples of the change
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Figure 2.6: Example of contrast weighted images simulated by the BrainWeb plat-
form [45]. (a) PD weighted spin echo (SE), TE/TR: 10/5000ms. (b)
T2 weighted SE, TE/TR: 100/5000ms. (c) Stronger T2 weighted SE,
TE/TR: 200/5000ms. (d) T1 weighted inversion recovery SE, TE/TI/TR:
3/1100/2530ms.
Figure 2.7: Example of short TR spoiled gradient echo images for different flip an-
gles simulated using the BrainWeb platform [45]. (Simulation parameters:
TE/TR=2/5ms)
in contrast with a spoiled gradient echo sequence as a function of flip angle where stronger
T1 contrast is observed at higher flip angles.
2.4 Quantitative Parameter Mapping
In contrast weighted images, the signal intensity value in each voxel cannot be interpreted
quantitatively. This is in contrast to quantitative imaging2, where the goal is to obtain an
image where the voxel values can be interpreted and related to some physical property of
the tissue. The field of Quantitative Magnetic Resonance Imaging (qMRI) encompasses all
MRI techniques which provide quantitative measurement of tissue properties, for example:
relaxation times, or perfusion, diffusion and flow velocities. In this thesis, the focus is on
relaxometry techniques, i.e. T1 and T2 quantification. To obtain a quantitative parameter
map, i.e. an image with the T1 or T2 time as the voxel values, multiple images with different
2Pun intended
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degrees of T1 and or T2 weighting have to be obtained after a data fitting procedure is
used to estimate T1 and T2. A wide range of methods have been developed for T1 and T2
mapping, which will be briefly reviewed in this section.
2.4.1 T1 mapping
T1 mapping techniques can be divided into two main categories: magnetisation preparation
techniques and steady state acquisitions. The former includes the simplest technique,
inversion recovery, which is still considered a gold standard. By applying a 180° RF pulse
and waiting a time TI before applying the 90° and 180° pulses of a standard spin warp spin
echo sequence, a T1 weighted image can be acquired [47]. In practice, inversion recovery
is more commonly coupled with a fast readout such as echo-planar imaging (EPI), or a
spoiled gradient echo acquisition known as magnetisation prepared rapid gradient echo
(MPRAGE) [48]. To quantify T1, two or more images with different inversion times are
acquired, from which a quantitative T1-map can be calculated by measuring the change in
contrast as a function of TI [49, 50].
The alternative to magnetisation prepared T1 mapping is steady state imaging using
spoiled gradient echo images with different flip angles, a technique known as the VFA
method, also sometimes referred to as Driven Equilibrium Single Pulse Observation of T1
(DESPOT1) [51, 52, 53, 8, 54]. In a spoiled gradient echo acquisition where a steady state
has been reached in the longitudinal magnetisation, the transverse magnetisation can be
expressed as




If data are acquired with two or more flip angles, the signal equation can be fitted for T1
and PD.
Measurements of T1 can, depending on the method, be affected by variations in the
transmit RF field (B+1 ). In magnetisation prepared methods with multiple readouts, vari-
ations in B+1 can be corrected for [49], however the VFA method requires a separate acqui-
sition to map the B+1 . To resolve this issue, numerous methods have been developed for
mapping the B+1 , which will be discussed further in chapter 4.
2.4.2 T2 mapping
The most commonly used method for obtaining T2 contrast is using spin echoes [20].
Following the excitation pulse, a 180° RF pulse is applied at a time τ , producing a spin
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echo at a time TE = 2τ . The signal from images acquired with different TEs will follow
an exponential decay with respect to TE, as shown in (2.10). In a system with only a
single T2 component, only two TEs are required to fit for T2 using an exponential model.
These two echo times can be acquired in two separate acquisition, or for higher efficiency
in a multi-echo spin echo experiment, where a large number of TE values are acquired
within a single series [55]. Note that in most biological samples, including brain WM, the
assumption of a single T2 component is not valid, and additional measurements are needed
to more fully characterise the complex relaxation behaviour [19].
T2 weighting can also be obtained with a magnetisation preparation module, similar
to a spin echo. A 90° pulse tips the magnetisation into the transverse plane, followed
by a 180° pulse to refocus the magnetisation and finally a -90° tip-up pulse to return the
magnetisation to the longitudinal axis [56]. The end result is a longitudinal magnetisation
which is reduced by a factor proportional to the T2 decay which occurred during the time
between the tip down and tip up pulses. After the T2 preparation, a range of readout
modules such as EPI, spin echo or gradient echo, can be used to read out the prepared
magnetisation, and if multiple images with different preparation delays are collected, a
T2 map can be calculated [56]. T2 preparation can also be achieved using an adiabatic
preparation pulse for reduced B0 and B1 sensitivity [57], which will be discussed further in
chapter chapter 6.
A third method of T2 mapping is steady state imaging using balanced Steady-State Free
Precession (bSSFP) [58], a technique sometimes referred to as Driven Equilibrium Single
Pulse Observation of T2 (DESPOT2) [59]. Similar to the VFA method for T1 mapping,
DESPOT2 uses a steady state acquisition but instead of spoiling the transverse magneti-
sation after each readout, it is deliberately refocused which leaves the magnetisation in the
transverse plane, allow for T2 decay and thus T2 weighting.
2.4.3 Combined T1 and T2 Mapping Methods
The aforementioned techniques are all methods specialised to measure only T1 or T2,
individually. There has been an increasing interest recently in developing methods for
quantifying T1 and T2 simultaneously, from data collected in the same acquisition, as
the two parameters often are intertwined in the signal model describing the final image
intensity. Two categories of techniques have emerged in this area: the so-called MR-
fingerprinting method and non-fingerprinting methods. The idea behind MR-fingerprinting
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is to use a pseudo-random pulse sequence, by changing for instance the flip angle of a
gradient echo acquisition from TR to TR, causing each combination of T1 and T2 to
produce a unique finger print [60]. Using dictionary fitting methods, the T1 and T2
corresponding to the signal evolution can be found.
Non-fingerprinting methods on the other hand typically employ a pulse sequence where
T1 and T2 contrast is controlled. One example is Quantification of Relaxation Times and
Proton Density by Multiecho acquisition of a saturation-recovery using Turbospin-Echo
Readout (QRAPMASTER) which consists of a partial saturation pulse followed by a turbo
spin echo readout [61]. T1 is quantified by changing the slice order to acquire slices with
different effective TI. Similarly, T2 is quantified by acquiring slices at different effective
TE values in the spin echo train. More recent work by the same authors is the QuAntifi-
cation using an interleaved Look-Locker Acquisition Sequence with T2 preparation pulse
(QALAS) sequence [62] which utilises interleaved T2 preparation and inversion recovery
with 3D spoiled gradient echo readout for simultaneous T1 and T2 mapping. A method
for combined T1 and T2 mapping with RUFIS, similar to QALAS will be presented in
chapter 6.
2.4.4 Synthetic Imaging
With knowledge about T1, T2 and PD it is possible to generate, or synthesise, many of the
standard contrast weighted images commonly acquired in clinical settings [63]. Synthesis
of weighted MRI images from quantitative parameter maps was first proposed in 1984 by
Riederer et al. [64], but it is only recently that the concept has been adopted widely [63,
65, 66, 67, 40]. The goal of these techniques is that the MR examination can be reduced
to one scan, acquiring all the necessary information, and thus reduce scan time and costs.
2.4.5 Theories, Models, and Representations
The aim of qMRI is to probe tissue properties using the MRI scanner, but due to the
complexity of biological systems studied with qMRI, the list of confounding factors usu-
ally never ends. After years of efforts in the field of developing quantitative metrics for
clinical use, very few have made it into clinical practice, why? A recent paper by Novikov
et al. suggests that there might be fundamental problems that are still unresolved in the
models [68]. The remainder of this section will summarise the highlights of the Novikov
51
E Ljungberg MRI with ZTE; Quick, Quiet, Quantitative
et al. paper, as a foundation for discussions about development of qMRI techniques using
RUFIS later in this thesis.
On the lowest level, a theory is constructed to describe how the system behaves,
in this case the biophysics of the brain tissue in terms of MRI features such as T1, T2,
magnetisation transfer (MT) and diffusion. One important step in building the theory is
determining the relevant degrees of freedom. For instance, in a T1 mapping experiment,
the theory is built on spin-lattice relaxation (T1) which is assumed to be the main source
of contrast in the acquisition. Spin-lattice relaxation can be explained through quantum
mechanical concepts but for the scale of the measurement, these effects will average out
and a classical description of the spin system can be used. T2 or diffusion effects do not
need to be included but MT might be included in the theory for instance [69].
The second step involves developing a model for the system, which can be used to
describe the outcome of a given measurement. In a single-component T1 measurement,
the signal can be described using the Bloch equations. If exchange between multiple tissue
compartments, or magnetisation transfer effects, are to be included, the model has to be
expanded [70]. Different measurement techniques can then used to measure T1 in vivo,
such as VFA or inversion recovery. To obtain the T1 estimate, a representation of the
signal, i.e. the signal equation, is developed, based on the type of measurement.
A signal representation that fits the data is only meaningful if it is rooted in a well
defined model with a solid theory. As an example, the multi-component T2 relaxation
model proposed by Mackay et al. has been shown to be a valid model for studying myelin
in the brain [19]. However, if this model would be applied outside the central nervous
system and multiple T2 components are identified through a good fit to a given signal
representation, it does not mean that the tissue contains myelin. Models should be as
specific as possible to the tissue characteristic that is measured, and the scope within
which the model is valid needs to be defined.
2.4.6 Metrology
Metrology, the scientific study of measurements, is crucial to the study of qMRI, but the
existing literature on metrology from other fields is usually overlooked. In this section
some of the fundamental metrological concepts that will be the foundation for the study
of quantitative measurements later in this thesis are outlined. The definitions presented
herein are taken from the National Institute of Standards and Technology (NIST) Technical
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Note 1297 Guidelines for Evaluating and Expressing the Uncertainty of NIST Measurement
Results [71].
The first and most important term is accuracy, defined in Appendix D of the NIST
document as:
. . . accuracy of measurement [VIM 3.5]3: closeness of the agreement be-
tween the result of a measurement and the value of the measurand.
In MRI, the value of the measurand, sometimes referred to as the true value, is only known
in experiments using calibrated phantoms. Alternatively, if a gold standard method exists
as a comparison, the results of such a measurement could be considered the true value.
Another term commonly mentioned together with accuracy is precision, commonly in-
terpreted as the variability in repeated measurements obtained under certain conditions.
There are many different conditions under which an experiment can be repeated, however.
Taylor and Kuyatt therefore recommend the use of repeatability and reproducibility
to distinguish between various factors of variability that affects the repeated measure-
ment [71]. Repeatability is defined as:
. . . repeatability (of results of measurements) [VIM 3.6]: closeness of
the agreement between the results of successive measurements of the same
measurand carried out under the same conditions of measurement.
The following repeatability conditions need to apply: (1) the same measurement procedure,
(2) the same observer, (3) the same measuring instrument used under the same conditions,
(4) the same location, (5) repetition over a short period of time. Repeatability may be ex-
pressed quantitatively in terms of the dispersion characteristics of the results. Translating
this into MRI terms, a repeatability measurement would be obtained if the same subject
or sample is scanned more than once within the same scan session without repositioning,
and preferably without retuning the spectrometer. If all other terms are kept constant, the
repeatability would be inherently related to the SNR of the measurement. Reproducibility
on the other hand is defined as:
. . . reproducibility (of results of measurements) [VIM 3.7]: closeness
of the agreement between the results of measurements of the same measurand
carried out under changed conditions of measurement
3ISO, International Vocabulary of Basic and General Terms in Metrology, second edition (Interna-
tional Organization for Standardization, Geneva, Switzerland, 1993), abbreviated as VIM in the NIST
documentation.
53
E Ljungberg MRI with ZTE; Quick, Quiet, Quantitative
It is therefore crucial to specify which conditions that changed between the repeated mea-
surements. Example of reproducibility measurements in an MRI study include:
• Repositioning of the subject in the same session: After repositioning a new landmark
position will usually need to be set and the scanner will typically both retune and
reshim, thus changing the conditions of the measurements.
• Scans acquired on different days: Such measurements would incorporate the vari-
ability due to repositioning but now also longer term changes in the scanner such
as variation in the scan room environment and potentially hardware or software up-
dates. Day to day biological variations in the subject will also be another source of
variability.
• Scans acquired on different scanners: This would introduce yet another source of
variability, due to different hardware and software.
• Scans acquired with scanners from different vendors: Different implementation of the
pulse sequence between vendors will introduce yet another source of variability.
• Different scanner operators: The operator running the scanner can potentially also
influence the measurement from different positioning of the subject and the scan
volume prescription.
2.5 Acoustic Noise in MRI
This chapter has mainly focused on theoretical aspects of MRI including contrast mecha-
nisms, pulse sequences, and qMRI methods. There are however practical aspects of MRI
experiments that are sometimes overlooked, one of them, which is at the core of this thesis,
is the acoustic noise produced by the scanner. The acoustic noise is produced by rapid
switching of the magnetic field gradients used for spatial localisation in the MRI scanner
during data acquisition can reach levels far over 100 dB(A) [72, 73, 5, 1, 74, 75, 76]. The
gradients are constructed of wires organised in specific patterns to produce the desired
magnetic field gradient when currents are run through them. Since the coils are placed
inside the main magnetic field, they will experience Lorentz forces proportional to the cur-
rent and the strength of the magnetic field B0 [72]. The force F experienced by a conductor
with length |L| in a magnetic field B, with a current I running through it is given by
F = LI ×B. (2.27)
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The gradient waveforms required for standard pulse sequences typically have a trapezoidal
shape, and thus the amplitude of current through the coils is varying in time. From
(2.27) it is seen that a time varying current produces time varying forces, which in turn
produce vibrations in the system. Higher gradient amplitude and faster gradient slew rate,
produce stronger forces and bigger vibrations, which in turn produce louder acoustic noise.
For a thorough mathematical description of the mechanics behind the noise production
in gradient coils, the reader is referred to the excellent work by Mansfield et al. [72].
The strength of the vibration also scales with the field strength, from the factor B in
(2.27), and thus stronger vibrations and higher acoustic noise is expected at higher field
strengths. This has been observed experimentally, with studies showing increasing acoustic
noise levels from 80 dB(A) at 0.2T, to 115 db(A) at 3T [77]. In addition to vibrations
of the gradient coils, one study found that induced eddy currents in metal structures in
the scanner, including the inner bore of the cryostat and the RF body coil, also cause
vibrations [78].
2.5.1 Common Notations and Descriptions of Acoustic Noise
Sound pressure level Lp is reported on a logarithmic scale in units of decibel as






where prms is the root-mean-square of the sound pressure, and pref is the standard refer-
ence sound pressure4. The human ear is not equally sensitive to all frequencies of sound,
therefore a special weighting, the A-weighting, was developed to give an estimate of the
loudness perceived by the human ear [79]. Most measurements related to human exposure
are therefore A-weighted and given in the units of dB(A). Other commonly used weight-
ings are: Z-weighting, as in zero or no weighting, and C-weighting which is considered a
better choice for perceived loudness at high noise levels. To quantify exposure to noise
over time, the equivalent continuous sound level is commonly used, defined as the mean
squared sound pressure over a given time period. The A-weighted equivalent continuous
sound level is written as LAeq.
4Sound pressure of 20µPa in air (ISO 1683:2015).
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Figure 2.8: Maximum exposure time at different sound pressure levels.
2.5.2 Exposure Limits for Acoustic Noise and Hearing Protection
Exposure to loud acoustic noise can produce temporary hearing loss, quantified as a thresh-
old shift in the sensitivity of hearing. Long term and/or repeated exposure to high acoustic
noise however can lead to permanent hearing loss. In guidelines developed by National In-
stitute for Occupational Safety and Health (NIOSH), the limit for exposure to acoustic
noise over the course of an eight hour workday is set to 85dB(A) [80]5. For higher levels





where L is the sound pressure level, also shown graphically in figure 2.8.
If the sound pressure level exceeds 85dB(A), hearing protection should be used to
reduce the noise to below 85dB(A). The most commonly used form of hearing protection
in MRI is disposable earplugs. All hearing protections are rated with a number, the Noise
Reduction Rating (NRR), which is a measure in dB of how much they reduce the noise on a
C-weighted scale. If the noise exposure is given in dB(A), the NRR is reduced by 7 to given
the A-weighted equivalent [80]. The effectiveness of hearing protection is only guaranteed
if they are properly used, i.e. in the case of earplugs properly inserted, which cannot always
be guaranteed. Numerous studies, summarised in a report by NIOSH [80], have found that
the effective NRR typically is much less than that stated by the manufacturer. Based on
these results, NIOSH recommend that the NRR should be adjusted by up to 75% for ear
plugs. A more recent study found large variability in the effective NRR ranging from more
5This specific number was decided on after population level studies where exposure to 85dB(A) for 8
hours every day, over the course of 40 years, results in a 15% excess risk of hearing loss.
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than half of the expected to almost no protection [81]. It is therefore crucial that hearing
protection is correctly used to achieve the expected level of hearing protection to ensure
patient safety.
2.5.3 Motivation for Reducing the Acoustic Noise
The sound pressure levels produced by a 3T MRI scanner during a typical exam can reach
up to 110dB(A)[4], with extreme cases measuring up to 130dB(A) for EPI acquisitions [1].
The peak sound pressure limit of an MRI scanner is limited 140dB by the IEC standard [82],
which also is the ceiling level of maximum sound pressure levels that humans should be
exposed to [80]. At 100dB(A), the maximum exposure time without hearing protection is
1.5 min, given by (2.29), and seen in figure 2.8. Subjects are therefore highly recommended
to wear hearing protection during MRI scans [2], to reduce the noise experienced by the
patient. Earplugs with NRR=376 would reduce scan noise at 110dB(A) to 80dB(A), given
that the earplugs are properly fitted and actually achieves the given NRR, which many
studies have shown not to be the case [80]. If hearing protection is worn properly, it is
assumed that no hearing damage will be sustained, although one study found decreased
cochlear function in patients with suspected acoustic neuroma compared to controls fol-
lowing MRI scanning [83]. Similarly, a recent study (with subjects wearing earplugs with
NRR=37) found a 5dB increase in the hearing threshold after MR examination, compared
to a baseline assessment [4].
One patient group unable to be fitted with earplugs are fetuses in utero, although this
appears to not be a significant issue. A 1995 study investigated the sound dampening
effects of the uterus using a fluid filled stomach with a microphone in it as a phantom, and
found a 30dB reduction in noise, enough to reduce a the noise from a typical MRI down
to non-harmful levels [84]. This conclusion is supported by a 2010 study by Reeves et al.
who found no neonatal hearing impairment after scanning on a 1.5T scanner during the
second and third trimester [85]. The 2015 UK Safety Guidelines for Magnetic Resonance
Imaging Equipment in Clinical Use concludes that pregnant patients can be scanned in
normal mode7 [2]. However, the studies described were all performed at 1.5T, which is
associated with lower acoustic noise than 3T scanners. And even though their hearing is not
permanently affected, a study of newborns undergoing MRI scanning observed changes in
6This is the specification of the ear plugs used at our centre (3M 1100B).
7Normal mode is an operation mode where the RF power, gradient switching rate, and maximum field
strength is limited
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blood pressure, heart rate, and/or oxygenation status, suggesting that they are nevertheless
aware of the scanner noise [86].
A related area where reduction of the acoustic noise could be helpful is pediatric MRI,
where deep sedation or general anaesthesia sometimes are used to minimise motion arte-
facts [87]. While the acoustic noise is only one aspect of the environment that can cause
discomfort to the patient, it is believed that acoustic noise reduction can help with com-
pliance during scanning, and reduction in motion artefacts [88].
The effects of exposure to the acoustic noise in the MR scanner is generally considered
to not be an issue for most patient groups, as long as the required precautions, such as
hearing protection, are followed. However, patients with hyperacusis, denoting increased
sensitivity to sounds which would not trouble a normal individual[89, 90, 91], might not be
able to tolerate the sounds from the scanner even with properly fitted hearing protection.
Hyperacusis has been linked to serveral peripheral and central conditions including: Lyme
disease, tinnitus, Williams syndrome, depression, migraine, post-traumatic stress disorder,
autism, and chronic pain [91, 92, 93, 90]. Many of these conditions affect the central
nervous system and investigation of changes in the brain are essential for understanding of
the disease. Reduction of the acoustic noise during MR examination would thus be likely
to increase accessibility to the MR scanner for these cohorts.
It is also known that the acoustic noise increase with field strength, as shown by
Lorentz law, and observed in MRI studies [77]. A 2013 study on subject tolerance of 7T
examinations found that the acoustic noise was the second most unpleasant feature of the
scanning experience (reported by 33% of the subjects), after the dizziness moving in to the
scanner (reported by 34% of the subjects) [94]. Acoustic noise reduction could therefore
be particular important for high field imaging.
2.5.4 Methods for Reducing the Acoustic Noise
Methods for reducing the noise from the MRI scanner can be categorised by three main
approaches. First, and most fundamentally, the construction and mounting of the gradient
coils will affect the noise produce by the scanner [72, 78]. The second approach is software
based, adjusting how the gradient coils are controlled, i.e. through the pulse sequence [95].
The third approach is passive noise reduction, such as ear-plugs, headphones, and in some
cases foam padding inside the scanner [96]. The focus of this thesis is noise reduction
through the pulse sequence modifications.
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The strength of the magnetic field produced by the gradient coils is directly proportional
to the current put through the coil, and thus stronger Lorentz forces are produced with
higher gradient strength if the slew rate is kept constant. Reducing the amplitude of each
gradient pulse, or the slew rate, are therefore two simple, although not efficient, approaches
for reducing acoustic noise in any MRI sequence. To maintain the same field of view and
voxel size, a reduction of the readout gradient amplitude can be achieved by reducing the
bandwidth, although this will increase the acquisition time. Similarly, ramping up to the
desired gradient amplitude more slowly, i.e. reduced slew rate, will also increase the overall
acquisition time. An alternative to a constant reduction of the slew-rate is using a soft
gradient pulse shape, where the rectangular waveforms are convolved with a smoothing
function, resulting in smooth waveforms with plateaus [97]. This method effectively band
limits the gradient waveform to frequency bands where the acoustic frequency response
of the MR system is low. Further reduction can be achieved by removing the plateaus
altogether and sample the data with sinusoidal gradients [95]. This method was shown
to reduce the noise further and without reducing the performance of the scan, however, it
leads to non-cartesian k-space data.
The method chosen in this thesis is a pulse sequence designed to have minimal gradient
switching and thus inherently produces minimal acoustic noise. The pulse sequence Rotat-
ing Ultra-Fast Imaging Sequence (RUFIS) was introduced by Madio and Lowe in 1995 but
has only recently been adopted for clinical systems due to the high demands put on the
RF transmit system, which will be further discussed in the next chapter. With the RUFIS
sequence (distributed on GE scanners as Silent Scan, part of their Silent Scan package),
the noise level during scanning is increased by a only few dB compared to the background
noise in the scan room [98]. Only a few studies have used RUFIS so far, likely due at least
in part to the restricted range of contrast weightings currently available. Studies to date
have mainly used RUFIS for T1-weighted imaging, observing comparable image quality to
conventional, noisy, pulse sequences [98, 99, 100]. The aim of this thesis was to increase
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Summary
In this chapter, the Rotating Ultra-Fast Imaging Sequence (RUFIS) is introduced andthe core imaging parameters relevant to image acquisition with RUFIS are explained.
It will be shown that RUFIS can be treated as a spoiled gradient echo sequence with zero
echo time (ZTE). Constraints imposed by the ZTE readout are discussed and the image
reconstruction methods used in this thesis are described. Four sub-studies are presented
which investigate specific aspects of RUFIS including: gridding methods, a quantitative
signal equation, non-selective excitation profile effects, and acoustic noise.
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3.1 MRI with Zero Echo Time
3.1.1 Reducing the Echo Time
In the previous chapter, a basic 2D spin echo sequence and its corresponding k-space
diagram were discussed. In a spin echo sequence, an echo is produced by refocusing the
magnetisation using a 180° pulse at the echo time (TE) after the excitation pulse, figure
3.1a. The minimum TE in a spin echo sequence is limited by the time it takes to play
out the phase encoding gradient, the 180° refocusing radio frequency (RF) pulse, and the
frequency encoding gradient, typically around 5 ms. In a gradient echo sequence, there is
no refocusing RF pulse, instead, a gradient echo is produced by the frequency encoding
gradient, figure 3.1b. The negative lobe on the readout gradient will de-phase the spins,
the positive readout gradient will then refocus the spins in the middle of the readout,
producing the gradient echo. The TE in a gradient echo sequence is limited only by the
duration of the phase and frequency encoding gradients, plus half of the excitation pulse,
thus a shorter TE than in a spin echo sequence can be achieved.
Figure 3.1: Comparison between spin echo (a), gradient echo (b), and zero TE
(ZTE) (c) pulse sequences. These pulse sequence diagrams are simplified for
illustration of the different concepts, practical implementations will differ to
these sketches.
A further reduction in the TE can be achieved with zero echo time (ZTE) sequences,
by performing RF excitation with the frequency encoding gradient already on and starting
readout immediately after excitation, figure 3.1c [101]. ZTE can, therefore, be considered
a special case of projection imaging. No spin or gradient echo is produced, instead, the
free induction decay (FID) is acquired. Figure 3.1c shows a simplified ZTE sequence where
the gradients are ramped up and down for each FID. Practical implementations of ZTE
sequences, such as RUFIS, typically ramp only between the desired gradient amplitudes
for subsequent readouts to reduce gradient switching, and thus acoustic noise, as will be
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discussed later. Since readout is performed immediately after RF excitation, the effective
TE is zero (ZTE), resulting in minimal signal decay, i.e. T∗2 decay, which is advantageous
for several applications. With TE=0, there is no phase evolution before the readout which
results in an acquisition that is robust to both flow and motion [102, 21, 7]. ZTE can
also be used for imaging of tissues with low water content, and thus ultra-short T2, which
typically would be MR invisible, such as bone [103], tendons [104] and lung tissue [105].
With the gradient structure in ZTE, as shown in figure 3.1c, radial projections, originat-
ing from the centre of k-space are acquired. The repeated sampling of the centre of k-space
leads to uneven sampling density in k-space, and thus less optimal sampling efficiency. In
a direct comparison with Cartesian sequences, projection reconstruction methods are sig-
nificantly slower than the Cartesian equivalent [106]. However, ZTE sequences can achieve
much shorter TR than a Cartesian sequence and, will therefore, have higher efficiency per
TR. In chapters 4 and 5, Cartesian gradient echo and ZTE sequences will be compared in
more detail.
3.1.2 ZTE with RUFIS
The ZTE imaging sequence used in this thesis is the Rotating Ultra-Fast Imaging Sequence
(RUFIS) [7]. The first works using RUFIS aimed at measuring turbulent flow using a 2D
implementation [7, 107]. The first quantitative relaxometry work using RUFIS, to my
knowledge, was T1 mapping using the transient state behaviour in RUFIS [108]. In these
early publications, the silent aspect of RUFIS was not highlighted. Only more recent work,
following the commercialisation of a 3D RUFIS sequence by General Electric Healthcare,
did exploit the near-silent properties of RUFIS. Comparisons have been made between T1-
prepared RUFIS to standard T1 weighted imaging at both 3T and 7T, finding comparable
image contrast with RUFIS but substantially reduced acoustic noise levels, at or just
above the ambient noise in the scan room [98, 99, 104]. Using T2-preparation Solana et al.
used RUFIS for silent BOLD-fMRI [109], and recently diffusion prepared RUFIS has been
demonstrated [110].
The ZTE feature in RUFIS is not directly beneficial in standard neurological exams,
however, it is useful for studying tissues with short T2 outside the brain. Recent work has
utilised high bandwidth (BW) RUFIS acquisitions for bone imaging in the head, show-
ing that the resulting images can be transformed to produce attenuation maps useful for
combined positron emission tomography (PET)/Magnetic Resonance Imaging (MRI) ac-
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quisitions [103]. RUFIS has also been used for lung imaging, where its high sensitivity to
tissue with short and rapid acquisition are attractive features [105]. Imaging using RUFIS
outside the head typically requires high imaging bandwidth to avoid water-fat shift arte-
facts. Recent work by Engström et al. has shown that by acquiring two sets of data with
different bandwidths the signal from fat can be separated from the water signal and a pure
in-phase image can be reconstructed, free from water-fat shift artefacts [111].
3.2 The RUFIS Pulse Sequence
An overview of the RUFIS pulse sequence is shown in figure 3.2. The sequence consists
of a segmented readout, with each segment consisting of a number of data acquisitions
(each in the presence of a slightly different readout gradient), referred to as spokes. The
segmented layout of the sequence allows for contrast preparation between segments [109].
Excitation is performed using an ultra-short (≈8-64µs) hard RF pulse, which typically
limits the flip angle to the range of 1-10° due to RF amplifier and specific absorption rate
(SAR) constraints. The repetition time (TR) is defined as the time between two spokes,
typically on the order of 1-4 ms, determined by the BW and the matrix size. Since the
TR is only limited by the readout time, the imaging time scales almost linearly with the
bandwidth. Increasing the bandwidth imposes constraints on other imaging parameters
though, which will be discussed in section 3.6.
At the beginning of each segment, the gradients are slowly ramped up to the required
amplitude and direction of the first spoke. RF excitation is performed with the gradients
on, and the RF system switches from transmit to receive mode immediately, achieving
an effective echo time of zero1. The k-space trajectory is designed such that the end
points of the spokes trace a spiral on a sphere in k-space, minimising the gradient change
between subsequent spokes, and thus ensuring a near silent acquisition. An example of a
k-space trajectory (i.e. the spoke end-points) with 512 spokes for RUFIS is shown in figure
3.3. In this thesis, the standard RUFIS trajectory is a single path through k-space which
produces a uniform distribution of points, similarly as described by Wong and Roos [112].
In chapter 7, another trajectory, the 3D spiral phyllotaxis trajectory, will be presented for
the application of motion correction [113]. Unless stated otherwise, the k-space trajectory
used in this work is the standard RUFIS trajectory.
1The switching time is finite which results in a deadtime gap where data can be missed; this is discussed
further later in this chapter.
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Figure 3.2: Overview of the RUFIS sequence. (a) The sequence is divided into seg-
ments, where each segment (b) consists of a number of spokes, i.e. collection of
data along centre-out radial projections in k-space. (c) Each spoke comprises
a single hard RF pulse and an FID readout. The time from the centre of the
RF pulse (when the trajectory through k-space beings) to the beginning of
data collection leads to a deadtime gap ∆1, resulting in missed k-space sam-
ples (gray dots in (c)). The number of samples missed depends on the dwell
time τ .
The phase of the excitation RF pulse is incremented between excitations to spoil the
transverse magnetisation [114]. Additional spoiling is achieved from dephasing of the sig-
nal by the gradients during readout. If residual transverse magnetisation remains after
the readout, it will be refocused when the time integral of the applied gradients is zero2.
Coherences excited at the beginning of the acquisition, with strong positive z -gradient will
not be refocused until the end of the acquisition. Spokes in the middle of the trajectory
on the other hand, where Gz ≈ 0 (i.e. around the equator), can be rapidly refocused. The
spoiling behaviour of the RUFIS sequence is therefore not trivial. For Cartesian spoiled
gradient echo (SPGR), numerical methods have been developed for studying effects of im-
perfect spoiling [116, 117]. These techniques are not directly translatable to RUFIS, as
they assume dedicated gradient spoiling along one axis, which is not true for the 3D gradi-
ents applied in RUFIS. Recent work has studied spoiling behaviour in radial SPGR [118],
suggesting that a random RF phase increment provides the best spoiling behaviour. The
RUFIS implementation used in this thesis uses a 117° phase increment [114]. It was outside
the scope of this thesis to do a thorough study of the optimal phase increment.
2It was accidental refocusing in a RUFIS in a lung imaging experiment using a phyllotaxis trajectory
that sparked the idea of Looping Star, a variation of RUFIS where the signal is purposefully refocused to
obtain a gradient echo and thus produce T∗2 weighted images [115] (Personal communication with Florian
Wiesinger).
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(a) Gradient Amplitude (b) 3D k-space Trajectory
Figure 3.3: Example of a RUFIS k-space trajectory. (a) Gradient waveforms
(Gx, Gy, Gz) showing the spiral trajectory in x and y while the z gradient
is linear. (b) 3D view of the k-space trajectory showing the end-points of
the spokes connected by a line, demonstrating the smooth changes between
subsequent spokes, and thus near-silent readout.
While the spoiling behaviour in RUFIS is still not fully understood, no evidence of
imperfect spoiling was noted in the images collected for this thesis and the transverse
magnetisation after each FID is therefore assumed to be fully spoiled. The sequence can
thus be treated as a segmented SPGR, also known as fast low angle shot (FLASH) [119],
sequence, with optional magnetisation preparation, similar to as described by Haase et
al. [120], or more recently in pulse sequences such as magnetisation prepared rapid gradient
echo (MPRAGE) and MP2RAGE [48, 49]. In an MPRAGE experiment, the contrast can
be manipulated both by changing the inversion time (TI) but also the view ordering of the
rapid gradient echo (RAGE) readout, as the k-space line closest to the centre of k-space
determines the image contrast. In RUFIS, each spoke originates in the centre of k-space,
thus the effective image contrast is the average of the signal from all spokes in the segment
and is not affected by the order in which these are collected.
3.2.1 Radial Sampling
The Nyquist criterion for Cartesian imaging requires ∆k = 1/L to avoid aliasing. In
centre-out 3D radial imaging, each readout originates in the centre of k-space, figure 3.4a,
resulting in a sampling density proportional to the square of the radial distance kr from
the centre of k-space. To satisfy the Nyquist criterion in radial imaging, both the radial
and angular sampling density need to be considered, figure 3.4b. The readout along the
spoke can be compared to the frequency encoding in Cartesian imaging, with the data
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being low-pass filtered to satisfy Nyquist. In the angular direction, it is typically consid-
ered that the distance between the endpoints of the spokes has to satisfy the relationship
∆kφ = 1/L [121]. The following derivation will be based on this assumption, after which
the implication of non-uniform sampling, and the effect on the Nyquist criterion will be
discussed.
The endpoints of the spokes all lie on the same spherical shell in k-space at the radius
kr,max spaced ∆kφ apart in each direction to satisfy Nyquist, figure 3.4c and d. The area
of the sphere at the end of the spokes is given by Amax = 4πk2r,max = 4π(∆k ·Npts)2, where
Npts is the number of points along the spoke. If the surface of the sphere is approximated
by squares, each sample occupies an area Asamp = ∆k2. The total area covered by Nspokes
spokes is thus given by AN = Nspokes∆k2. To satisfy the Nyquist criterion, the following
relationship should therefore hold
AN = Amax → 4π∆k2N2pts = N∆k2.→ N = 4πN2pts (3.1)
Since the spokes are sampled from centre out, Npts is half the matrix size MAT , which
yields
Nnyquist = π ·MAT 2. (3.2)
The definition of the Nyquist criterion ∆kφ = 1/L is derived for uniform sampling
and does therefore not strictly apply in the same sense for radial acquisitions where the
sampling density scales with 1/k2r . The requirement Nspokes = π ·MAT 2, which is typically
quoted for 3D radial acquisitions [121], will ensure that Nyquist is satisfied at the very edge
of k-space, which means that it is more than well satisfied in the centre where the density is
higher. It was shown by Landau that for non-uniform sampling, it is the average sampling
density that has to satisfy the Nyquist criterion [122, 123]. Therefore, the number of spokes
required to satisfy Nyquist for average sampling density is lower than Nnyquist = π ·MAT 2,
and the exact number will depend on the trajectory.
Undersampling in the angular direction in a radial acquisition by reducing the num-
ber of spokes, will not produce coherent aliasing artefacts as observed in undersampled
Cartesian acquisitions [124, 125]. The undersampled radial acquisition will produce alias-
ing artefacts manifesting in all directions, resulting in blurring or, depending on the level
of undersampling, streaking, artefacts [104, 126]. It is therefore common to undersample
3D radial acquisitions by a factor π as long as the signal to noise ratio (SNR) is suffi-
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Figure 3.4: (a) Schematic 2D view of a radial trajectory showing the spokes orig-
inating from the centre of k-space. (b) To satisfy Nyquist, the samples are
spaced ∆k apart in the radial direction, and ∆k in the angular direction at the
end of the spokes. (c) The endpoints of the spokes fall onto the same spherical
shell in k-space, where each spoke occupies an area Asamp = ∆k2 (d).
cient [104]. In the implementation of RUFIS used in this work, undersampling with a
factor π is considered fully sampled, i.e. number of excitations (NEX)=1. The inherent
non-uniform sampling in 3D radial acquisitions lends itself well to compressed sensing
(CS) reconstruction where non-uniform, pseudo-random, sampling with radially increasing
sampling density is preferred [127].
3.2.2 The Deadtime Gap
Since the readout gradients are already on during excitation, the radial-out trajectory in
k-space starts immediately. Due to the finite switching time from transmit to receive mode,
a number of samples may be missed during this time, as shown in figure 3.2 and referred to
as the deadtime gap [128]. This results in region in the centre of k-space without acquired
k-space samples, with the number of samples missed directly proportional to the readout
bandwidth and the switching time of the transmit/receive chain.
Figure 3.5 shows examples of the type of image artefacts that appears when samples
in the centre of k-space are missed, and how artefact free images can be recovered by
filling the deadtime gap, as explained below, in this case using the WASPI method. At
7.8kHz readout BW, the number of samples missed is negligible and an image can be
reconstructed without filling the deadtime gap. Increasing the BW, and thus the number
of samples missed, results in severe image artefacts. The data shown in figure 3.5 were
collected using a single channel transmit/receive coil3 which has a much longer deadtime
gap compared to transmission on the body coil and a dedicated head receive coil. The
artefacts are the same using a different setup, but the deadtime artefacts will appear at
3The GE phantom only fits in this coil
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Figure 3.5: Example of images acquired with four different readout bandwidths (7.8,
15.6, 31.2, 62.5 kHz) with and without centre k-space filling using WASPI. The
effect of missing samples in the centre of k-space is seen in the top row.
higher bandwidths. For example, using a 32 channel Nova Medical head receive coil it is
possible to acquire artefact free images at 15.6 kHz without filling the centre of k-space.
Various methods have been developed to fill the deadtime gap [128], which can be
categorised as either acquisition or interpolation based. One of the earliest interpolation
methods, co-authored by the authors who originally introduced RUFIS, is referred to as
algebraic reconstruction [25]. It requires a k-space trajectory in which each spoke is paired
up with another spoke with the opposite direction, forming a complete 1D projection
through k-space. The missing samples in the centre can be interpolated by requiring that
the data has finite support in image space, i.e. the image is zero around the edge of the
field of view. The algebraic reconstruction works well as long as the number of missed
samples is low [128]. Alternatively, a separate acquisition for the centre of k-space can
be used, which is an approach taken by two main methods: Water- and Fat-Suppressed
Solid-State Proton Projection Imaging (WASPI) and Pointwise Encoding Time Reduction
with Radial Acquisition (PETRA) [129, 130]. In WASPI, a second acquisition is performed,
with k-space trajectory and other parameters similar to the main sequence but with a lower
gradient amplitude (and accordingly less number of spokes), which results in a longer dwell
time and fewer missed samples, as illustrated in figure 3.2. In PETRA on the other hand,
individual points are acquired on a Cartesian grid in the region of k-space where points
were missed due to the deadtime gap.
The choice of deadtime gap filling method depends on the acquisition requirements [128].
Algebraic reconstruction requires no additional acquisition, but imposes additional con-
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straints on the k-space trajectories. With WASPI, near silent acquisition can be maintained
since a similar k-space trajectory as the main acquisition is used, except fewer spokes. Us-
ing a gradient reduction factor k, the WASPI acquisition requires a factor k2 fewer spokes
compared to the nominal number of spokes. PETRA is the preferred method for imaging of
samples with ultra-short T2∗, as each k-space sample is collected separately and therefore
produces no T2 apodisation, i.e. weighting of the k-space samples as a function of radius
from the centre. However, this is at the expense of increased acoustic noise as the k-space
trajectory is no longer silent. In this thesis, the deadtime gap was addressed using the
WASPI method [129].
3.3 Image Reconstruction
Data acquired with RUFIS are encoded in non-Cartesian, radial, coordinates, along spokes
originating from the centre of k-space. Since the sampling points do not fall onto a Carte-
sian grid, a direct inverse Fourier transform can not be used to obtain the image. Instead,
the data is interpolated onto a Cartesian grid, a process called gridding, after which an in-
verse Fourier transform can be applied [131]. Alternatively, the reconstruction can be done
in one step using the non-uniform fast Fourier transform (NUFFT) [27]. In this thesis, the
method of gridding and inverse Fourier transform is used. The following sections outline
typical steps in non-Cartesian image reconstruction and common problems that have to
be solved.
3.3.1 Gridding
Interpolating non-cartesian data onto a Cartesian grid is a non-trivial problem both from
the theoretical and practical point of view. The gridding algorithm calculates the con-
tribution of the data from each non-Cartesian point to each Cartesian grid point using a
gridding kernel. Generally, the non-Cartesian data is interpolated onto a twice oversam-
pled Cartesian grid, resulting in twice the field of view in image space, compensated for by
cropping the image after the reconstruction. In this thesis, two different gridding methods
are used: Kaiser-Bessel, and nearest neighbour gridding, both in 3D.
The k-space sampling trajectory, or pattern, can be described by k-space coordinates
for each sample point (kx, ky, kz). In nearest-neighbour gridding, the trajectory coordi-
nates for each point are rounded to the nearest integer value [132], and assigned to the
corresponding Cartesian grid point (assuming that the Cartesian grid points have integer
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coordinates). A more sophisticated, commonly used, gridding method is the Kaiser-Bessel
method, where the non-Cartesian data are convolved with a 3D Kaiser-Bessel kernel onto a
twice oversampled Cartesian grid [131]. The Kaiser-Bessel method is more computationally
intensive but can produce less artefacts. Convolution by a kernel in k-space is equivalent
to multiplication of the fast Fourier transform (FFT) of the same kernel in image space,
which must be corrected for by dividing the image by the FFT of the convolution kernel,
a process referred to as apodisation.
In nearest-neighbour gridding, the gridding kernel can be approximated as a shifted
delta function, with a unique shift for each data point (although the gridding process is
not strictly a convolution). The FFT of a delta function is a uniform function and results
only in a change of the (already arbitrary) scaling of the data [132]. However, since the
delta function has a different shift for each sample point, the gridding kernel will have a
unique phase ramp for each sample point in image space, according to the Fourier shift
theorem. In contrast to Kaiser-Bessel gridding, apodisation is not required after nearest-
neighbor gridding, since the gridding kernel is uniform in image space. See section 3.4 for
a comparison between the two methods, and further discussion on the implications on the
image quality.
With non-Cartesian sampling, it is common to end up with variable sampling density
in k-space, which has to be accounted for in the reconstruction to avoid artefacts. If
the data are sampled along straight radial spokes, evenly distributed radially in k-space,
the sampling density will be proportional to the square of the radius from the centre of k-
space, as shown in section 3.2.1. The radial density compensation (DC) for a 3D acquisition





3.3.2 Self-calibrated Sensitivity Maps
A coil sensitivity map is an image quantifying the sensitivity of the receive coil, which is a
prerequisite for image-based parallel imaging methods such as SENSE [124], and can also
improve the reconstruction of un-accelerated multi-coil data. Sensitivity maps are spatially
smooth and thus typically obtained through a separate, fast, low-resolution, acquisition.
It can also be extracted from the image data of a given acquisition if a non-aliased low-
70
E Ljungberg MRI with ZTE; Quick, Quiet, Quantitative
resolution image can be reconstructed from the centre part of k-space [133], known as self
calibration. With RUFIS, such a low resolution image can always be reconstructed as each
spoke originates in the centre of k-space, as shown in figure 3.6 and outlined below.
An image acquired from a single receive coil, ci, can be described as the true proton
density ρ multiplied by the coil sensitivity C.
Icoil(x, y, z, ci) = ρ(x, y, z) · C(x, y, z, ci) (3.4)
Reconstruction of an image from the centre of k-space yields a low resolution representation
of the proton density multiplied by the coil sensitivity. However, the coil sensitivity image
is spatially smooth and thus accurately described even by such a low resolution image.
I lowacq (x, y, z, ci) = (ρ(x, y, z) · C(x, y, z, ci))low = ρ(x, y, z)lowres · C(x, y, z, ci) (3.5)
A low resolution estimate of the proton density can be obtained by calculating the root
sum of squares of all coil images as




|I lowacq (x, y, z, i)|2 (3.6)
The coil sensitivities can thus be calculated as
C(x, y, z, ci) =
I lowacq (x, y, z, ci)
ρlowresRSS (x, y, z)
(3.7)
Using these coil sensitivity maps, a high resolution coil-combined image can be obtained
by summing the individual coil images, weighted by the complex conjugate of the coil
sensitivity
Icomb(x, y, z) =
N∑
i=1
Icoil(x, y, z, i) · C∗(x, y, z, i). (3.8)
3.3.3 Full Reconstruction Pipeline
An example of a multi-channel RUFIS reconstruction pipeline is outline in figure 3.7. The
dimensions of the input data are npts, nspk, ncoils, where npts is the number of readout
points along the spoke, nspk is the number of spokes in the acquisition and ncoils is the
number of receiver channels. First, the radial density compensation DCradial is applied to
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Figure 3.6: Example of how a low resolution reconstruction of RUFIS data can be
used to produce sensitivity maps. Radial data is Fermi filtered and gridded
to produce a low resolution image. Image from each coil is divided by the
root-sum-of-squares (RSS) image to produce complex valued coil sensitivity
maps.
the raw data. If density compensation is not performed, the image will appear blurry, as
shown in 3.7, as this is equivalent to convolving the image with the Fourier transform of
the DC. After gridding the data, a Cartesian k-space with dimensions (nx, ny, nz, ncoils)
is obtained where, in the case of isotropic voxel size, nx = ny = nz = 2npts. After inverse
Fourier transform of the density compensated k-space, individual coil images are obtained
from which the magnitude image can be calculated using a root-sum-of-squares (RSS)
combination or complex valued coil combination using (3.8)4. Due to the standard two
fold oversampling, an image with the prescribed FOV is obtained by cropping the final
image to half the image size, indicated by the white rectangle.
In many standard image reconstruction pipelines, an apodization filter is applied to
smooth the transition in the edge of k-space. If the k-space samples in the edge of k-space
have high intensity, the sharp transition at the edge can lead to artefacts such as Gibbs




1 + e(r−rf )/wf
(3.9)
where rf and wf is the filter radius and width respectively.
4There are numerous other methods for coil combination, in particular iterative methods which may
have better noise-propagation. Here, a simple root-sum-of-square is used for simplicity and illustrating the
concept.
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Figure 3.7: Example of RUFIS multi-coil reconstruction pipeline. In the top row,
DC compensation is not applied resulting in significant blurring of the image.
3.4 Study A: Comparison of Gridding Methods
3.4.1 Study A: Purpose
To compare the Kaiser-Bessel (KB), and Nearest-Neighbor (NN) gridding methods and
evaluate how the choice of method influences the point spread function (PSF) and image
artefacts.
3.4.2 Study A: Methods
Three experiments were carried out: (1) an investigation of the point spread function (PSF)
using simulated data, (2) reconstruction of simulated phantom data, and (3) reconstruction
of in vivo data. To study the PSF, a point source was simulated by creating a k-space
data set of ones, assuming no deadtime gap. To study gridding artefacts, k-space data for
a 3D Shepp-Logan phantom were produced using the Berkeley Advanced Reconstruction
Toolbox (BART) [28]. A trajectory with N1 = 16384 spokes, 128 readout points along
each spoke, and two-fold oversampling was generated, resulting in a nominal matrix size
of 128× 128× 128. The data were density compensated using a radial DC filter, gridded
using both the Kaiser-Bessel and Nearest-Neighbor gridding methods, and inverse Fourier
transformed. The same procedure was then also performed with N2 = 3 · N1 number of
spokes to study the effect of higher sampling density in k-space.
The in vivo data were collected on a 3T GE MR750 scanner with a 12 channel head
coil, using a modified RUFIS sequence. Acquisition parameters: field of view (FOV)=
192× 192× 192 mm3, voxel size=1.5× 1.5× 1.5 mm3, TR=4.4 ms, α =12°, BW=±7.8kHz.
The data were reconstructed using the procedure outlined above, with addition of radial
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Fermi filtering. Reconstruction was performed using in house developed scripts in MAT-
LAB (The Mathworks, Natick, MA).
3.4.3 Study A: Results
There was a clear difference in the PSF between the two gridding methods, as shown in
figure 3.8. The most visible difference was that KB gridding produced less structured
artefacts in the final image. Studying the line profiles in the bottom row of figure 3.8
shows that the drop-off from the main peak was smoother with KB compared to NN. The
line profiles in the three spatial dimensions showed different patterns, most clearly visible
with KB where the z direction showed the widest drop-off, but similar behaviour in x and
y. Using NN gridding, the difference in the PSF is smaller between the three dimensions.
With N1 spokes, the PSF artefacts are right at the border of the nominal field of view.
Increasing the number of spokes by a factor of 3 widens the smooth drop-off region of the
PSF, most clearly visible in the KB images and PSF, but also apparent, to a lesser degree,
with NN gridding.
The full width half max (FWHM) of the PSF, which can be interpreted as an estimate
of image resolution, was comparable for KB and NN. At N1 number of spokes the FWHM
was 1.48 and 1.51 for KB and NN respectively. Increasing the number of spokes to 3 ·N1
did not change the FWHM of the PSF.
The results from the phantom experiment are shown in figure 3.9. Visual inspection
shows that both methods produced good quality images. Visualising the data on a loga-
rithmic intensity scale, however, shows artefacts in the NN image outside the object that
are not present in the KB image. Studying the line profile through the phantom, 3.9c,
shows less structured noise-like artefacts with the KB method and a sharper drop-off in
intensity outside the object, especially with Nspokes = 3 ·N1.
The in vivo data showed similar results to the phantom, with an initial visual inspection
indicating comparable image quality from both methods within the central portion of the
image, figure 3.10. With NN gridding, however, there was a gridding artefact around the
brain, similar to that seen in the phantom data visualised on the logarithmic scale. Again,
the artefact appeared along the border of the prescribed FOV indicated by the dashed
white lines in the figure, but was not present with KB gridding. Studying the line profiles
in 3.10c shows differences in intensity in the middle of image, indicating a brightening
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Figure 3.8: Comparison of point spread functions obtained using (a) Kaiser-Bessel
and (b) Nearest-Neighbour gridding. Top row shows the point function in
image space, and bottom row the line profile through isocentre along each of
the three axes. The data is visualised on a logarithmic scale. The dashed
white rectangle in the top row outlines the nominal field of view.
artefact which could be due to imperfect density compensation. This was also observed in
the line profiles from the phantom experiment, shown in figure 3.9c.
3.4.4 Study A: Discussion and Conclusion
The results from simulations and in vivo experiments presented in this sections shows the
difference in image quality and artefacts that arise from using different gridding methods.
The Kaiser-Bessel gridding method produced images with less structured and noise-like
artefacts. It should be noted that while the NN gridding appears to by noisier, there was
no noise introduced in these simulations, and thus it is not noise in the final image either.
Rather, it should be interpreted as structured artefacts that appears noise-like. Oesterle
et al. showed that the image quality with NN gridding improves as the oversampling factor
in the gridding is increased [132]. Here, a factor of 2 was used, increasing this further would
likely exceed the memory limits available on a typical workstation. A likely origin of the
structured, noise-like, artefacts observed in the NN gridding is the variability in the phase
of the gridding kernel. With NN gridding, the gridding kernel is a shifted delta function,
with a unique shift for each point. This produces a kernel with a uniform intensity in
image space, but with a unique phase ramp for each point. Due to variable direction and
amplitude of these phase ramps, interference patterns can be produced in image space,
producing the artefacts observed as here.
75
E Ljungberg MRI with ZTE; Quick, Quiet, Quantitative
Figure 3.9: Shep-Logan phantom after gridding using KB (a) and NN (b) visualised
on linear scale and logarithmic scale, together with line profile (c) along the
white dashed line. Top row shows data with N1 number of spokes, and bottom
row 3·N1 number of spokes. Solid rectangle indicates the nominal field of view.
The 1D PSF shown in figure 3.8 showed different patterns in the three spatial dimen-
sions, even though the sampling is uniform over the sphere. This highlights the fact that
even though this is a 3D acquisition with cubic FOV, the choice of scan plan should still be
considered. The specific pattern of the PSF in the three dimensions require more detailed
analysis of the sampling trajectory which will be the goal of further work.
Increasing the number of spokes pushed the radial gridding artefacts further away from
the centre of the FOV, as seen in the PSF and phantom experiments. The width of the
PSF did not change with increasing number of spokes, as the resolution depends on the
sampling radius in k-space and not the sampling density.
Based on these results, KB is the preferred method for reconstructing high quality
images with RUFIS. However, there was a substantial difference in computation time;
gridding the in vivo data presented here using the Nearest-Neighbour method took 11s,
while the Kaiser-Bessel method took 77 s seconds (calculations performed on a MacBook
Pro with 2.5 GHz Intel Core i7 and 16 GB of DDR3 RAM). Thus, when fast reconstruction
is required, NN is the preferred choice, but when time is not of essence, KB gridding is
the recommended method. Further acceleration could be achieved with more efficient
implementations in for instance C++. In this work, both methods were implemented in
MATLAB, with the KB gridding as compiled MEX code, but there is still overhead time
for interfacing with MATLAB.
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Figure 3.10: Comparison of KB and NN gridding in vivo. Brain slices in (a) shows
less gridding artefacts with NN compared to KB. Line profiles in (b) shows
difference in image intensity in the middle of the brain, similar to the phantom
examples. Solid rectangles in (a) and dashed black lines in (b) indicate the
nominal field of view.
3.5 Study B: A Quantitative Signal Equation for RUFIS
3.5.1 Study B: Purpose
This thesis aims to develop quantitative methods for RUFIS, and thus a quantitative
signal representation for RUFIS is required. In this section, an analytical signal equation
for the acquired signal from an individual RUFIS segment is derived. A semi-iterative
signal equation for a complete magnetisation prepared RUFIS acquisition will also be
investigated.
3.5.2 Study B: Method
Analytical Method
The segmented structure of the RUFIS sequence, and repeated sampling from the centre
of k-space, requires the calculation of the average magnetisation of all spokes in a segment,
given an initial longitudinal magnetisation. The first part of the derivation outlined here
can also be found in previous works such as Hsu and Lowe [108]. However, the focus
here is on calculating the average magnetisation within a segment which is the effective
magnetisation that is observed in the resulting images.
The acquired signal is given by the transverse magnetisation, which given a longitu-
dinal magnetisation Mz and excitation flip angle α is calculated by MT = sinα · Mz.
Each RF pulse acts on the longitudinal magnetisation, decreasing it by a factor of cosα,
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while the time required for the spoke readout results in T1 recovery. Since the transverse
magnetisation is spoiled, only the longitudinal magnetisation is considered here.
Consider two RF pulses in a given segment. The longitudinal magnetisation before RF
pulse n+ 1 depends on the time since RF pulse n (i.e. the TR) as well as the flip angle α
as
Mz(n+ 1) = Mz(n) · cosα · E1 + ρ(1− E1). (3.10)
where E1 = e−TR/T1 . The solution to this recursive expression can be written as
Mz(n) = Mz(0) · cosn α · En1 + ρ(1− E1) ·
1− cosn α · En1
1− cosα · E1
(3.11)
where Mz(0) is the magnetisation at the beginning of the segment, prior to any RF exci-
tation. As n→∞, (3.11) reduces to the standard SPGR equation [51]
lim
n→∞
Mz(n) = Mz,SPGR = ρ ·
1− E1
1− cosα · E1
(3.12)
Equation (3.11) can be simplified by substituting ξ = cosα · E1 and the expression for
Mz,SPGR, which yields
Mz(n) = Mz(0) · ξn + (1− ξn) ·Mz,SPGR. (3.13)
The acquired signal from a segment Mseg with N spokes is given by the average signal of
all N spokes





[Mz(0) · ξn + (1− ξn) ·Mz,SPGR] (3.14)






and Mz(0) is the longitudinal magnetisation before the first spoke. Due to the inter-
segment delay in RUFIS, a perfect steady state will never be reached, due to T1 recovery
between segments. If an inter-segment steady state has been reached, however, such that
the Mz(0) is the same for each segment, here called Mz,SS , then the magnetisation at the
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beginning of each segment can be described as
Mz,SS(0) = Mz(N) · e2τ/T1 + ρ(1− e−2τ/T1) (3.17)
= (Mz,SS(0) · ξN + (1− ξN ) ·Mz,SPGR) · e−2τ/T1 + ρ(1− e−2τ/T1) (3.18)






(1− ξN ) ·Mz,SPGR · e−2τ/T1 + ρ · (1− e−2τ/T1)
)
. (3.19)
If τ → 0, and N →∞ then Mz,SS →Mz,SPGR.
Iterative Method
The analytical method presented above provides an efficient calculation of the quantitative
signal in a RUFIS acquisition, but it is only suitable for a steady state acquisition. For
more complicated sequences with magnetisation preparation modules in place of, or in
addition to the inter-segment delay, e.g. T1 and T2 preparation which will be described
in chapter 6, the magnetisation evolution is difficult to describe analytically. An iterative
method provides a more flexible framework for describing the magnetisation quantitatively,
albeit at the cost of being more computationally expensive.
Consider a magnetisation prepared RUFIS sequence as outlined in the figure 3.11.
Here, a T1 preparation in the form of an inversion pulse is applied, followed by four RUFIS
segments, T2 preparation with a given TE, and another RUFIS segment. Each RUFIS
segment is defined by its TR, flip angle (α), number of spokes N , and gradient ramp up
time τ . Since the transverse magnetisation is continuously spoiled in RUFIS, only the
longitudinal magnetisation needs to be tracked through the sequence.
Figure 3.11: Example of RUFIS sequence with multiple magnetisation preparation
modules.
Let the acquired signal in RUFIS segment i be given by yi. To reach a steady state,
a number of dummy repetitions (dda) of the sequence are applied before acquiring data.
This is accounted for in the simulation by running a loop dda + 1 times and only saving
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the signal from the last iteration. The algorithm outlined in Algorithm (1) can be used to
calculate the magnetisation evolution.




ξ ← cosα · e−TR/T1
for k ≤ (dda+ 1) do . Repeat loop for dummy acquisitions
Mz ← −Mz . Inversion pulse
l← 0
for l < 4 do . Acquire RUFIS segments
Mz ←Mz · Eτ + ρ(1− Eτ ) . Ramp up gradient(s)
yk,1 ← sinα · (Mz · fN + (1− fN ) ·Mz,SPGR) . Segment Average
Mz ←Mz · ξN + (1− ξN ) ·Mz,SPGR . Effect of N RF pulse
Mz ←Mz · Eτ + ρ(1− Eτ ) . Ramp down gradient(s)
end for
Mz ←Mz · e−TE/T2 . T2-preparation
Mz ←Mz · Eτ + ρ(1− Eτ ) . Ramp up gradient(s)
yk,1 ← sinα · (Mz · fN + (1− fN ) ·Mz,SPGR) . Segment Average
Mz ←Mz · ξN + (1− ξN ) ·Mz,SPGR . Effect of N RF pulse
Mz ←Mz · Eτ + ρ(1− Eτ ) . Ramp down gradient(s)
end for
3.5.3 Study B: Results
In a steady state RUFIS experiment, the steady state is slightly disturbed by inter-segment
delays. Figure 3.12a shows the transverse magnetisation in a RUFIS experiment for differ-
ent number of spokes, compared to the conventional SPGR equation. With 512 spokes per
segment, as would typically be used for a steady state experiment, there is ≈1% difference
between the two signal representations at high flip angles. If the SPGR equation is used
for quantifying T1 with data simulated by the RUFIS equation, the error in T1 is thus
small, with a error of < 1% over a large range of T1, as seen in figure 3.12b.
Figure 3.13 shows an example of the iterative method, calculating the signal of a con-
trast prepared RUFIS sequence. The RUFIS readout produces T1 weighting from the
repeated excitation and T1 recovery. At longer T1, 3.13a, there is less T1 recovery. In-
creasing the number of spokes per segment increases the T1 weighting, 3.13b. The iterative
simulation method will be further validated in chapter 6 where it is used in the context of
T1 and T2 mapping.
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(a) (b)
Figure 3.12: (a): Example of steady state signal simulations of the RUFIS sequence
for different number of spokes per segment. With 512 spokes per segment
(maximum), the error between the SPGR equation and analytical RUFIS
equation is negligable. (b): Error in quantitative T1 fitting using the SPGR
equation with simulated RUFIS data
Figure 3.13: Simulation of contrast prepared RUFIS acquisition simulated using the
iterative method. (a) 256 spokes per segment, T2=80ms, TE=80ms. (b)
T1=1s. T2=80ms, TE=80ms.
3.5.4 Study B: Discussion and Conclusions
In this section, it was shown that RUFIS imaging in the steady state, with a high number
of spokes per segment, is well approximated by the SPGR equation. Given the small flip
angles and short TR used in RUFIS, the SPGR equation could also be simplified with a
first order approximation as
Mz,RUFIS =
ρ




The iterative signal representation method presented in here is a powerful method for
describing any type of contrast-prepared RUFIS acquisition. The key difference between
contrast-prepared RUFIS and a segmented gradient echo readout is the signal averaging
over the readout segment. With a contrast prepared FLASH acquisition, the contrast is set
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by the k-space line acquired closest to centre of k-space, thus if the k-space is filled centre-
out then the contrast is dominated by the first readout, at the beginning of the segment.
With RUFIS, the segment averaging results in additional T1 weighting in the signal from
the repeated nutation and recovery periods. To maintain the prepared contrast, the number
of spokes per segment must be low, although this will reduce the overall efficiency of the
sequence (because of increased number of preparation periods needed and the "wasted"
time for gradient ramps up and ramp down) and will thus increase acquisition time.
3.6 Study C: A Rotating 3D Excitation Profile
3.6.1 Study C: Purpose
In RUFIS, excitation is performed with a non-selective, hard, RF pulse which is applied in
the presence of the readout gradients, resulting in a sinc shaped excitation profile5, similar
to slice or slab selection, but here in the direction of the current readout spoke [130]. In this
substudy, a theoretical framework for simulating the excitation profile will be presented,
together with data showing the excitation profile effect in a spherical phantom.
3.6.2 Study C: Theory
The width of the main lobe of the sinc shaped excitation profile is proportional to the
gradient amplitude (i.e. the bandwidth), and the width of the excitation pulse τrf as
E(r̄) = sinc(τrf · γ · Ḡ · r̄) (3.21)
where r̄ is the position in the field of view and Ḡ is a vector describing the direction of the
applied gradient. The excitation profile is the spatial profile of the B1 efficiency, i.e. the
effective flip angle across the field of view. To obtain uniform signal intensity over the field
of view, the shortest possible pulse width should therefore be used. As the spoke direction
constantly changes, so does the excitation profile. With a large number of spokes, the
excitation profile will average out to a radially symmetric shape.
5With a linear gradient, and for the low flip angles typical of RUFIS, the excitation profile is given by
the Fourier transform of the excitation pulse which here is a rectangular pulse, resulting in a sinc shaped
excitation profile.
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3.6.3 Study C: Methods
To simulate the excitation profile an iterative method was developed in MATLAB (The
Mathworks, Natick, MA). Let T be the sampling trajectory with size [3, nspokes] containing
unit vectors describing the direction of each spoke. In an acquisition with matrix size
[nx, ny, nz], a readout bandwidth of ±BW , and a RF excitation with a pulse width pw,
the excitation profile SP for spoke i can be simulated using the code in listing 3.1. Using
this approach, a 3D excitation profile was generated for each of the gradient directions in
a given trajectory, averaged and normalised.
Listing 3.1: Excitation profile MATLAB code
1 fx = linspace(-BW, BW, nx);
2 fy = linspace(-BW, BW, ny);
3 fz = linspace(-BW, BW, nz);
4 [X,Y,Z] = meshgrid(fx,fy,fz);
5 SP = sinc(pw*(T(1,i)*X + T(2,i)*Y + T(3,i)*Z));
An MR experiment was carried out with a spherical fluid filled phantom on a 3T GE
MR750w using the head section of a GE 24 channel head neck spine (HNS) array coil.
Data were acquired with voxel size 3× 3× 3 mm3, matrix size 64× 64× 64, 1° flip angle
and ±7.8kHz readout bandwidth. Eight different datasets were acquired with the RF pulse
width set to: 8, 16, 32, 48, 64, 80, 96 and 128µs.
3.6.4 Study C: Results
Simulations
The direction of the excitation profile changes with the trajectory, therefore the effective
flip angle in every spatial location within in the sample, except iso-centre, will also change
over time. An example of this phenomenon is shown in figure 3.14a, showing the B1
efficiency, for spins in two different locations r̄1 =
√
1/3 · [1, 1, 1] and r̄2 = [0, 0, 1]. These
two spins are the same distance from iso-centre, i.e. |r̄1| = |r̄2|, which means the effective
B1-efficiency is the same as can be found by calculating the average B1 efficiency over all
spokes, shown by the dashed line in 3.14a. However, the spin history is very different, a
phenomenon that will not be captured with the proposed correction.
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(a) (b)
Figure 3.14: (a) Effect of the rotating excitation profile at two different positions, on
the same radius from iso-centre, over 1000 spokes for τrf = 64µs at ±7.8kHz
readout bandwidth. (b) Effective excitation profile for different pulse widths
at ±7.8kHz readout bandwidth, after averaging the excitation profile for all
spokes.
Simulating the excitation profile for all spokes in the trajectory and calculating the
average excitation profile produce a sinc-like shape, as shown in figure 3.14b. With in-
creasing pulse width, the excitation profile becomes narrower, i.e. less homogeneous flip
angle across the field of view. The excitation profile is radially symmetric, and therefore
it is here shown on a radial x-axis.
Phantom Data
The results from the simulations are mirrored in the acquired phantom data. Figure 3.15
shows an increased "doming" effect for longer pulse widths. The line profiles through
the phantom, bottom row of figure 3.15, clearly show the effect of the excitation profile.
There is also some additional B1-inhomogeneity visible, most evident in the profile for
the shortest pulse width, which can be attributed to the receive and transmit sensitivity
of the coil. With longer pulse width, the effect of the sinc excitation profile becomes
more prominent, and at τrf = 64µs there is substantial doming occurring. As the pulse
width is further increased, the excitation profile effect becomes stronger, but effects from
the increased deadtime gap associated with longer pulses are also observed, resulting in
apparent increased signal intensity outside the phantom.
When data is collected in a steady state, the image intensity is not only proportional
to the flip angle but also dependent on the T1 and TR of the acquisition, as shown in
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Figure 3.15: Example of phantom data showing the effect of changing the width of
the excitation pulse. Data obtained from spherical phantom with different
pulse widths (top) and the corresponding line profiles through the phantom
(bottom).
equation (3.12) and (3.20). Therefore, the spatial variations in flip angle caused by the
excitation profile cannot be corrected for by a simple division by the simulated excitation
profile. Therefore, only visual comparison of the excitation profiles is presented here.
3.6.5 Study C: Discussion and Conclusion
The excitation profile arising from application of the RF pulse in the presence of the
readout gradient can produce a substantial reduction in B1-efficiency, in particular at the
edge of the FOV. For qualitative imaging, the excitation pulse width needs to be short
relative to the readout bandwidth, to ensure that the contrast is constant across the FOV.
For quantitative imaging reliant on the B1 field for the fitting, such as the variable flip
angle method for T1-mapping, a simulated excitation profile can be incorporated into the
fitting procedure, as further described in chapter 4.
With prior knowledge of the excitation profile, it is also possible to incorporate it
into the reconstruction process [130]. However, the method presented by Grodzki et al.
for excitation profile correction requires direct inversion of the encoding matrix, which is
difficult for a 3D acquisition with multiple coils [130]. An alternative to matrix inversion is
to use iterative methods, which have been shown to be very powerful for a range of image
reconstruction problems [134, 135, 136], albeit at the expense of computational time. It is
also possible to reduce the excitation profile effect within the acquisition itself, by using
shaped RF pulses, although this results in lower flip angle for the same pulse duration [137].
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3.7 Study D: Acoustic Noise
3.7.1 Study D: Purpose
To measure the acoustic noise produced by the RUFIS sequence and study the effects of
changing resolution and readout bandwidth on the acoustic noise profile.
3.7.2 Study D: Theory
Acoustic noise is produced by the MRI scanner from the vibrating gradient coils, as de-
scribed in chapter 2. The level of the acoustic noise is a function of the acoustic properties
of the system [138], the magnetic field strength (Lorentz Law) [77], and the rate of change
of the gradient amplitude [95]. In RUFIS, the gradient amplitude is gradually switched
between spokes, resulting in minimal change in the gradients, and thus minimal acoustic
noise. The noise that is produced by the sequence is determined by the size of the gradient
steps and the duration of the readout. The size of the gradient steps are determined both
by the maximum gradient amplitude and the number of spokes in the trajectory, as fewer
spokes require larger gradient steps.
3.7.3 Study D: Methods
Acoustic noise measurements were performed on a GE MR750 3T MRI scanner, using
an MR safe microphone (Casella, CEL-495), mounted on a cylindrical phantom placed
in the centre of a 32-channel head coil (Nova Medical). The microphone was calibrated
before the measurements using the provided calibration unit. Measurements were taken
for a period of 20s. The microphone was connected to a sound meter (Casella, CEL-
63X) which performed the processing of the sound recordings. The A-weighted equivalent
continuous sound level (LAeq) and the C-weighted peak sound level (LCpeak) as well as
the A-weighted sound levels at 11 octave bands from 16Hz to 16kHz were recorded.
A RUFIS acquisition was set up with FOV=192× 192× 192 mm3 and flip angle 1°. The
standard trajectory was used with twice the nominal number of spokes, i.e. N = 2 ·MAT 2.
The acquisition was performed at three different bandwidths ±7.8/15.6/31.2 kHz and two
different resolutions 1× 1× 1 mm3 and 1.5× 1.5× 1.5 mm3. As a comparison, measure-
ments were also taken from a standard SPGR sequence with 1.5× 1.5× 1.5 mm3 resolu-
tion, TR=10.6ms, BW=±16.67kHz. A measurement was also taken of the background
noise before the start of the scan as a reference.
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Figure 3.16: Average sound pressure levels, (a) LAeq and (b) LCpeak, from the 20s
measurement period, comparing RUFIS at different bandwidths and resolu-
tions, to SPGR and background noise levels.
3.7.4 Study D: Results
The average acoustic noise levels with RUFIS was less than 3dB(A) higher than the back-
ground noise for all sequence settings tested here, compared to SPGR which was 41.1 dB(A)
louder, figure 3.16a. Similarly, the LCpeak was less than 3dB(C) higher than the back-
ground for all settings, compared to SPGR which was 29.2dB(C) louder, figure 3.16b. The
acquisitions with higher resolution produced lower acoustic noise, while higher bandwidth
produced higher acoustic noise, both in terms of LAeq and LCpeak.
The frequency profile of the sound from RUFIS was distinctly different from SPGR,
as expected from the different gradient waveforms. Figure 3.17a shows a comparison of
the sound levels at different frequencies, between: RUFIS, SPGR and the background
noise. SPGR has a wide frequency distribution which diverges from the background noise
around 30Hz, and with a peak at 500Hz. RUFIS on the other hand traces the background
noise up to 4kHz after which it has a higher sound pressure level at the higher frequency
bands. Comparison of RUFIS acquisitions at different bandwidths, figure 3.17b, shows
an increased sound pressure at the high frequency content with higher bandwidth at all
frequency bands above 500Hz.
Figure 3.18 shows a breakdown of how the frequency content of the noise changes
with resolution at the three different bandwidths. At ±7.8kHz, the difference is minimal
between the two resolutions, while at ±31.2kHz there is a noticeable difference in the
frequency bands between 1-4kHz.
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Figure 3.17: Acoustic noise levels (LAeq [dB(A)]) across 11 octave bands from
16Hz to 16kHz. (a) Comparison between RUFIS (1.5× 1.5× 1.5 mm3
and BW=7.8kHz), SPGR, and background noise levels. (b) Compari-
son of RUFIS acquisitions different readout bandwidths at resolution of
1.5× 1.5× 1.5 mm3
Figure 3.18: Acoustic noise levels (LAeq [dB(A)]) across 11 octave bands from 16Hz
to 16kHz comparison RUFIS acquisitions with different resolutions at band-
widths of (a) 7.8kHz, (b) 15.6kHz, (c) 31.2kHz.
3.7.5 Study D: Discussion and Conclusion
The acoustic noise produced by RUFIS was within 3dB(A) of the background noise lev-
els for the range of sequence parameters tested here. The high resolution RUFIS image
acquired at ±31.2kHz bandwidth, which would be a commonly used setting, was only
1.1dB(A) louder than the background noise levels in the scan room. This is in compari-
son to the SPGR sequence which here was 41.1dB(A) louder than the background noise.
Changing the readout bandwidth and resolution in the RUFIS acquisition altered both
the acoustic noise levels and frequency profiles. Increasing the bandwidth, which reduces
the TR, i.e. the time between spokes, and thus shorter time between gradient updates,
increased the acoustic noise across all frequencies above 500Hz. The subjective experience
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of this is thus a higher pitched sound from the scanner. Changing the resolution changes
both the number of spokes in the acquisition and the length of the spokes. Lower resolution
would therefore be expected to produce higher acoustic noise, which also was measured
here, with the largest difference at high bandwidths.
Subjective accounts from MR acquisitions using RUFIS have reported changes in the
acoustic noise when changing the flip angle. In a VFA experiment, a subject reported the
noise to decrease with decreasing flip angle. This could be explained by a phenomenon
known in the literature as RF hearing [139]. The first studies on this phenomenon was
published by Alan Frey in the 1960s, where subjects reported hearing buzzing, clicking, or
knocking inside or just behind their head, while being exposed to pulsed electromagnetic
radiation in the RF frequency range from radars [140]. It was also reported that the
perceived loudness of the sound was mainly affected by peak power in the RF pulses, rather
than the average power [141]. While both of these studies operated in a frequency range
outside that of the carrier frequency of an MR scanner, similar findings have been reported
in the MRI literature [142]. Röschmann described the outcome of a failed MR experiment
where the gradient system broke down during scanning, but there was still an audible sound
produced by the scanner [142]. After investigation, it was concluded that it originated from
the RF system. A study was therefore conducted with several healthy volunteers using
different RF coils and results similar to those reported by Frey was observed. Röschmann
used pulse trains with 100µs pulses at a repetition rate between 1Hz and 5kHz. In the
300 Hz range, i.e. inter pulse spacing of 3ms which is the range expected with RUFIS, the
sound was described as buzzing or hissing, similar to the subjective report from this thesis.
The biophysical phenomenon behind this is believed to be thermoelastic expansion in the
tissue, caused by a ≈ 5 · 10−6◦C temperature increase[139]. The expansion of the tissue
produces a pressure wave which propagates through the tissue and is observed as sound
by the ear. For most MR sequences, the contribution of RF hearing to the acoustic noise
is minimal as it is masked by the sound produced by the gradients. With silent sequences,
such as RUFIS however, this sound could be an important component of the perceived
noise during the acquisition and warrants further investigation.
In conclusion, this experiment have shown that the acoustic noise produced by the
RUFIS sequence is very low and the sequence can be considered to be near silent with
noise levels less than 3dB(A) above the background noise in the scan room, which measured
62.3dB(A). At the sound levels reported here, hearing protection would not be needed. In
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practice however, hearing protection should still be used at all times in the scanner as there
currently are no safety systems in place to limit the acoustic noise, similar to operation
modes for SAR and peripheral nerve stimulation.
3.8 Chapter Discussion and Conclusions
This chapter have presented a detailed study of a range of features of the RUFIS sequence
which will be important for the development of quantitative parameter mapping methods.
One of the key parameters in a RUFIS experiment is the readout BW which determines
duration of the readout and thus the TR. It also determines the number of missed points
during the deadtime gap. Increasing the bandwidth increases the gradient amplitude,
which also results in a stronger excitation profile effect and thus limits the maximum width
of the excitation pulse, and therefore also directly the maximum achievable flip angle. The
BW also changes the water-fat shift, but in contrast to a Cartesian sequences, the fat-water
chemical shift difference manifest as out-of-phase spherical blurring artefacts, especially at
tissue interfaces [143, 111]. In chapter 5, interactions between acquisition parameters are
discussed in further detail in the context of RUFIS imaging across field strengths.
The segmented readout in RUFIS is similar to a FLASH readout, used in many mag-
netisation prepared sequences such as MP2RAGE [49]. In a Cartesian MPRAGE sequence,
it is common to order the phase encoding steps such that the first phase encode is in the
centre of k-space, thus determining the main image contrast. In RUFIS, all spokes origi-
nate from the centre of k-space and the image contrast is therefore an average of all spokes,
as shown in section 3.5. Higher number of spokes will lead to faster acquisition, but will
also introduce T1 weighting from the repeated nutation and T1 recovery, as described by
(3.14). If T1 is known, it can be corrected for to obtain the desired prepared contrast [110],
but otherwise it is advisable to minimise the number of spokes per segment to maintain
the desired contrast weighting.
The unique feature of RUFIS motivating this thesis, is the low acoustic noise achieved
by small gradient steps between subsequent readouts, here measured to be less than
3dB(A). Shorter spoke duration, i.e. a faster readout as a result of high bandwidth or
small matrix size, will result in faster gradient updates, and higher acoustic noise. The
number of spokes in the acquisition will change the gradient step size between spokes,
with fewer spokes producing larger steps and thus higher acoustic noise. However, while
90
E Ljungberg MRI with ZTE; Quick, Quiet, Quantitative
the variations in acoustic noise with acquisition parameters is observable to the ear, the
variations are still within 3dB(A) of the background noise levels.
3.9 Publications and Contribution
3.9.1 Publications
The analytical signal equation and excitation profile correction presented in here have been
presented in a conference presentation and journal article
• Ljungberg E, Wood T, Solana AB, Kolind S, Williams SCR, Wiesinger F, et al.
Silent T1 mapping using the variable flip angle method with B1 correction. Magn
Reson Med. 2020;(December 2019):1–12. DOI:10.1002/mrm.28178
• Ljungberg E, Beatriz A, Sanchez S, Wood TC, Kolind S, Wiesinger F, et al. Silent
T1-Mapping Using the Variable Flip Angle Method with Zero Echo Time. In: Proc
Intl Soc Mag Reson Med 26. Paris; 2018. p. 0270.
3.9.2 Contribution
The theory presented in this chapter was mainly developed by me, with support from
my supervisors. The gridding methods used here were provided by collaborators at GE
Healthcare. The Nearest-Neighbor (NN) gridding method was implemented by one of my
supervisors, Dr. Wiesinger. The KB gridding method was implemented internally at GE
Healthcare and provided by Dr. Wiesinger.
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Summary
In this chapter, a method for T1 mapping with RUFIS using the variable flip anglemethod is introduced. A novel, silent, B+1 mapping method based on magnetisation
prepared RUFIS is developed and combined with VFA RUFIS for a unified, silent T1
mapping framework. The technique is evaluated in a quantitative phantom and a small
group of healthy volunteers, and compared to standard Cartesian SPGR VFA T1 mapping.
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4.1 Introduction
In chapter 3 it was shown that, theoretically, the Rotating Ultra-Fast Imaging Sequence
(RUFIS) can be treated as a spoiled gradient echo (SPGR) sequence as long as the number
of spokes per segment is high, and the delay between segments is kept to a minimum. The
longitudinal magnetisation in a steady state SPGR sequence is described by the SPGR
equation as [51]
Mz,spgr = ρ ·
1− E1
1− cosα · E1
, E1 = e
−TR/T1 (4.1)
where ρ is the proton density (PD), α is the flip angle, and TR the repetition time. For
small flip angles and short TRs, this can be simplified to [144, 145]
Mz,spgr =
ρ




The acquired signal is only proportional to T1 and PD since the transverse magnetisation
is spoiled between excitations. If multiple volumes are acquired with different excitation
filp angles, it is possible to fit for T1 and PD, a method referred to as the variable flip angle
(VFA) method, or sometimes DESPOT1 [51, 52, 53, 146, 8, 54]. This is a highly efficient
method for T1 mapping as data are acquired in the steady state, i.e. very high sampling
efficiency compared to, for instance, inversion recovery T1 mapping [59].
To describe a T1 measurement using the VFA method, it is useful to reiterate the
concepts behind Theories, Models and Signal Representations presented in chapter 3 [68].
The model used here is the VFA method with a RUFIS acquisition, and the signal repre-
sentation is the SPGR equation 4.1. The relevant degrees of freedom in the theory only
includes PD and T1.
In a VFA experiment, the flip angle α is the independent variable and must, therefore,
be known with high accuracy to obtain an unbiased T1 estimate. However, at magnetic
field strengths B0≥3T, the transmit RF field, B+1 , is not homogenous over the imaging
volume, but has a spatial profile which largely depends on the dielectric properties of the
sample [147]. In equation 4.2 it can be seen that the flip angle is directly coupled to
T1, the dependent variable, and can therefore not be estimated from the measured data,
but has to be measured independently. Measurements of the effective flip angle across
the sample is obtained from a B+1 map, for which there are numerous dedicated methods,
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none of which are silent, however. A fully silent VFA T1 mapping protocol using RUFIS,
therefore, requires a novel B+1 mapping technique.
4.1.1 Outline of Chapter
This chapter will describe a method for performing a VFA T1 mapping experiment with
RUFIS. First, a description of relevant acquisition parameters and constraints imposed
by the RUFIS acquisition is presented, followed by protocol recommendations. Excitation
profile effects are investigated and a method for correction is presented. Secondly, a novel
B+1 mapping technique using magnetisation prepared RUFIS is developed, implemented
and tested. Third, the fully silent RUFIS VFA T1 mapping protocol, including B+1 correc-
tion, is compared to a Cartesian SPGR protocol, in a small group of healthy volunteers
and a quantitative phantom. Reproducibility and repeatability of both protocols are in-
vestigated. Finally, the chapter is concluded with a discussion on future improvements and
applications of the technique.
4.2 Considerations for VFA T1 Mapping with RUFIS
4.2.1 Flip Angle Selection
The primary design consideration in a VFA experiment is the choice of flip angles. For
a single T1, the optimal sampling scheme consists of a pair of flip angles on either side
of the Ernst angle αe [148, 149], which is the flip angle that gives the highest transverse
magnetisation, given by [150]
cosαe = E1 → αe = cos−1 (exp(TR/T1)) (4.3)
To balance the signal to noise ratio (SNR) in the two data points, the two flip angles should
produce equal signal intensity. The low flip angle image will have mainly PD contrast, while
the high flip angle will have T1 contrast. Wood showed that the pair of optimal flip angles








E Ljungberg MRI with ZTE; Quick, Quiet, Quantitative
Figure 4.1: Examples of SPGR curves showing the transverse magnetsiation with the
optimal pair of flip angles, indicated with dots, and the Ernst angle, crosses,
for different T1 (a) and TR (b)
Figure 4.1 shows SPGR signal curves for different T1 and TRs, together with the pair of
optimal flip angles, and the Ernst angle. The Ernst angle, and thus the high optimal flip
angle, increase with TR but decrease with T1.
4.2.2 Flip Angle Limitations with RUFIS
In a conventional SPGR acquisition, the flip angles are mainly limited by SAR constraints,
but in RUFIS there are additional constraints to consider. For a hard, i.e. rectangular, RF
pulse used in RUFIS, the flip angle is given by
α = γB1τ (4.5)
where γ is gyromagnetic ratio, B1 is the amplitude of the RF pulse, and τ is the RF pulse
width. Since RF excitation is performed using hard pulses with the readout gradient on, the
excitation profile will have a sinc shape across the field of view, as described in chapter 3,
Study C: A Rotating 3D Excitation Profile. To maintain an acceptable excitation profile,
the bandwidth of the RF pulse, which is inversely proportional to the pulse width, has to
encompass the readout bandwidth across the field of view. Therefore, the RF pulse width
has to scale with the readout bandwidth, which means that also the flip angle will scale with
the readout bandwidth. The achievable flip angle for a given pulse width is determined by
the peak B1 of the RF system, which is limited by both hardware and safety constraints.
Empirical tests on our scanner (3T GE MR750) showed that ≈0.25°/µs is achievable for
most subjects. At a readout bandwidth of BW= ±15 kHz, the maximum pulse width would
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be 32µs, which gives a maximum flip angle of 8°. Even if the RF bandwidth encompasses
the readout bandwidth, there will be a noticeable excitation profile across the field of view
(FOV), affecting the actual flip angle. An excitation profile correction should, therefore,
be simulated, as described in chapter 3, and treated as a B+1 map in the T1 estimation.
It should be noted here that the flip angle limitations are not strict rules, but rather
recommendations for optimal image quality. Longer pulse width, and thus higher flip
angles, is possible but image quality will be degraded due to increased excitation profile
effects. Furthermore, differences in patient weight and coil loading will set different limits
to the peak B1, which will affect the pulse width. It is therefore recommended to have
a conservative approach when deciding on a maximum flip angle to ensure that the same
protocol will be applicable across a wide range of subjects.
4.3 Silent B+1 Mapping
4.3.1 Principles of B+1 Mapping
The term B1 includes both B+1 , the profile of the transmit field, and B
−
1 , the profile of the
receive field. Variations in the B+1 are largely due to spatial variations in the dielectric
properties of the sample being imaged [147]. The B+1 field is therefore unique for each scan
prescription and has to be measured. The B−1 field is affected by the same properties as
B+1 , and at low field strengths, the principle of reciprocity can be used to calculate B
−
1
directly from B+1 [151]. However, at higher field strengths, this relation is no longer valid
and dedicated B−1 techniques have to be used [152, 153]. With multi-channel coils, B
−
1 will
also include the sensitivity of the coil elements.
Techniques for B1 mapping typically refers to quantification of the B+1 field as it affects
the spin dynamics by changing the flip angle, while the B−1 field affects the received signal
only by a scaling factor. In a VFA T1 mapping experiment, the B−1 affects each measure-
ment point as a constant scale factor, and does therefore not affect the T1 quantification,
but it does affect the PD map [153]. The B+1 , on the other hand, has a non-linear effect as
it affects the flip angle directly. B1 correction in a VFA T1 mapping experiment therefore
only focus on B+1 . The B
+
1 field is a smoothly varying field which can be sufficiently sam-
pled with a low resolution acquisition. It is therefore common to acquired B+1 maps with
low resolution and to smooth the B+1 field in post-processing to avoid noise propagation
into the calculated T1 maps [154].
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Table 4.1: Summary of commonly used B+1 mapping techniques. (
† Number of cita-
tions obtained from Google Scholar on January 28th 2020)
Name Ref. Data Type Citations†
Actual Flip Angle Method (AFI) [154] 3D, Magnitude 841
Bloch-Siegert Shift [157] 2D, Phase 423
Double Angle Method (DAM) [9] 2D, Magnitude 316
Saturated Double angle [162] 2D, Magnitude 357
Dual Refocusing Echo Acquisition Mode (DREAM) [158] 2D, Magnitude 202
Phase Imaging [163] 3D, Phase 158
180° Null [160] 3D, Magnitude 141
Turbo Saturated Flash [164] 2D, Magnitude 116
Stimulated Echo [159] 3D, Magnitude 84
There is a wide range of B+1 mapping techniques available, briefly summarised in table
4.1. The main difficulty with B+1 mapping methods is that the effects of T1, T2, and PD
have to be removed. It is outside the scope of this thesis to give a thorough review of B+1
mapping techniques. The interested reader is referred to original articles cited in table 4.1
or reviews such as Ref [155] and [156]. Instead, the more relevant question here is if any
existing method can be adapted to work with RUFIS to achieve silent B+1 mapping. For an
existing technique to be directly applicable to RUFIS, it has to use a segmented readout.
This excludes popular methods such as AFI [154], Bloch-Siegert Shift [157], DREAM [158]
or stimulated echoes [159]. The 180° Null method [160] is not possible either as it requires
flip angles that are outside the possible range for RUFIS. One of the oldest, and most basic,
B+1 mapping method is the double angle method (DAM) [9]. Two images are acquired
with flip angles α and 2α from which the B+1 field can be calculated. However, the method
is very time consuming as it requires T1 recovery between readouts and in the original
implementation, the readout was performed with a gradient echo readout. The acquisition
can be accelerated using an EPI readout instead (EPI-DAM) [161], which makes it resemble
a magnetisation prepare RUFIS acquisition. The next section will describe a B+1 mapping
technique based on magnetisation preparation, similar to EPI-DAM.
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4.3.2 Silent Magnetisation Prepared B+1 Acquisition - SIMBA
Theory
The lack of directly translatable methods for B+1 mapping with RUFIS necessitated devel-
opment of a new method. One of the issues with RUFIS is that the readout produce T1
weighting and therefore methods such as the double angle method cannot be used directly,
as it would results in signal changes that depend not only on B+1 but also T1. Instead,
the method proposed here produces B+1 contrast by a magnetisation preparation module,
similar to EPI-DAM. In the following calculations, the B+1 efficiency will be denoted by λ
where λ = 1 is the prescribed B+1 , i.e. flip angle.
In chapter 3 it was shown that the acquired signal in a RUFIS segment is given by
Mseg = sinα · (Mz(0) · fN + (1− fN ) ·Mz,SPGR). (4.6)
If a preparation RF pulse with flip angle αprep is applied before the RUFIS segment,
assuming fully spoiled transverse magnetisation after the preparation, then
Mz(0) ∝ cos(λ · αprep). (4.7)
If multiple volumes are acquired with different αprep, assuming full T1 recovery between
preparations, it is possible to fit for λ as
Mseg,i = cos(λ · αprep,i) ·A+B (4.8)
where A and B are constants which contain T1 and PD information. The important part
is that A and B do not change with αprep,i. Similarly, the factor sinα can be removed as
the readout flip angle is the same for each volume. This method can thus be described as
a magnetisation preparation version of the classic double angle method [9]. More than two
flip angles (as in double) are required though since λ,A,B all have to be fit for.
The B+1 preparation can be done with any type of RF pulse. In this work, a composite
pulse consisting of a series of hard RF pulses, similar to those used in the RUFIS readout,
are used. This was motivated by initial experiments with the RUFIS sequence suggesting
that the hard RF pulses are not perfectly rectangular, as this would require infinitely fast
ramping of the RF amplifier. Imperfections in the RF pulse shape will result in a reduction
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Figure 4.2: Pulse sequence diagram of the SIMBA sequence showing the composite
magnetisation preparation module before the RUFIS readout. (Reproduced
from my publication [166] with permission from Wiley and Sons.)
of the effective flip angle, without any spatial pattern. By using the same RF pulses in
the preparation as in the readout, the aim is to capture RF imperfections in the B+1 map
and thus incorporating these into the B+1 correction. A train of n RF pulses each with
flip angle αSAT will act as a single pulse with flip angle αprep = n · αSAT as long as each
pulse has the same phase and that the spacing between the pulses is short. This resembles
a DANTE pulse train used for selective excitation or tagging [165], however, the tagging
or selective excitation features will not be present given tight spacing and no variation in
phase.
Since each new MR pulse sequence needs its catchy own name for referencing, this
method is named SIMBA - SIlent Magnetisation prepared B+1 map Acquisition. Figure
4.2 shows the outline of the SIMBA sequence with the composite preparation module
before the RUFIS readout. After the preparation, a crusher gradient is applied on the z
axis to destroy any transverse magnetisation. After the readout, there is a delay τr for T1
recovery. Figure 4.3A shows simulations of the SIMBA pulse sequence for different values
of λ, i.e. B+1 error, and 4.3B shows the effect of different number of spokes in the readout.
B+1 error shows as a change in the "wavelength" of the signal curve, while more spokes per
segment increase T1 saturation and thus decreases the dynamic range of the measurement.
Pulse Sequence Implementation
The SIMBA sequence was implemented using the GE pulse programming environment
EPIC. The main difficulty in implementing this pulse sequence is the generation of the
preparation module. To ensure that the accumulated flip angle of the preparation module
is the sum of all the individual RF pulses, they have to be spaced as tightly as possible.
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Figure 4.3: Simulations showing the effects of (A) different B+1 efficiency (λ) and
(B) number of spokes in the RUFIS readout (Simulations parameters λ = 1,
T1 = 1s, RUFIS α=2° and TR=1 ms. (Reproduced from my publication [166]
with permission from Wiley and Sons.)
Typically, when RF pulses are added into an MR sequence there is a minimum spacing
between subsequent pulses of ≈300µs to unblank the RF power amplifier. With an RF
pulse width of 6-64µs, as used in RUFIS, 300µs spacing is proportionally very long and
would increase the length of the pulse train significantly as well as potentially introducing
unwanted relaxation effects. To avoid this, a custom preparation module was written where
the RF power amplifier is unblanked before the pulse train, each hard RF pulse is added
manually, spaced 4µs apart, and then the amplifier is unblanked afterwards again1. The
preparation module was programmed such that the flip angle and number of pulses in
the preparation could be controlled during the acquisition, enabling multiple volumes with
different αprep to be acquired in quick succession.
MR Experiment
To demonstrate the SIMBA method, a single healthy volunteer was scanned on a 3T GE
MR750 with the SIMBA sequence. The acquisition was performed with αprep=(0, 90, 180
and 270)°, αSAT =5°, 256 spokes per segment, TR=1.2 ms, α=1°, voxel size=6× 6× 6 mm3,
FOV=192× 192× 192 mm3 and τr=3 s. Images were reconstructed offline in MATLAB
with Kaiser-Bessel gridding. Coil sensitivity maps were estimated from the centre of k-
space using Berkeley Advanced Reconstruction Toolbox (BART) [133, 28]. Real data was
used for the fitting to distinguish negative signals based on the signal phase. The SIMBA
1For those using EPIC, this involves generating manual SSP packets and writing the RF pulses into
the waveform memory directly.
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Figure 4.4: Example of SIMBA acquisition showing axial slices from four volumes,
the calculated B+1 map as well as signal curves from three regions of interest
(ROI). (Reproduced from my ISMRM abstract [167])
B+1 map was obtained by fitting the acquired data to equation 4.8. The standard B
+
1 map
available on the GE platform, 2D Bloch-Siegert B+1 mapping [157], was also acquired as a
comparison.
Figure 4.4 shows the four images acquired with the SIMBA acquisition with different
preparation flip angles, together with the resulting B+1 map from the fitting. The signal
intensity across the brain changes in a cosine pattern as expected, as shown by the signal
curves from isolated regions of interest. The best fit curve for each ROI, solid line, shows
a good, but not perfect, fit to the data. It is clear though that the "wavelength" of the
curve is increased for areas with low B+1 , i.e. the green ROI.
The B+1 map from SIMBA compared well to the standard B
+
1 map with Bloch-Siegert,
shown in figure 4.5. The resolution of the SIMBA acquisition was lower than Bloch-Siegert,
thus the map appears slightly smoother. The key features of this comparison are: (1) there
is no tissue contrast in either of the maps, indicating that T1, T2, or PD do not affect the
maps; (2) both maps shows the same B+1 pattern, i.e. higher B
+
1 in the centre of the brain
and drop-off toward the edges. The utility of SIMBA B+1 mapping will be demonstrated
in the next section where it is combined with VFA RUFIS for silent T1 mapping.
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Figure 4.5: Comparison of B+1 maps from SIMBA and the standard B
+
1 map on
the GE platform, 2D Bloch-Siegert. The same patterns of the B+1 field are
observed with both sequences. SIMBA was acquired with lower resolution and
is therefore appearing less noisy. (Reproduced from my ISMRM abstract [167])
4.4 Reproducibility and SPGR Comparison Study
4.4.1 Introduction
In this section, RUFIS is compared to Cartesian SPGR for VFA T1 mapping, comparing
quantitative results between the two techniques as well as repeatability and reproducibility.
This is a feasibility study, demonstrating that RUFIS can be used for silent T1 mapping
together with B+1 correction using SIMBA.
4.4.2 Methods
MR Acquisition
Four healthy volunteers were scanned on a 3T GE MR750 using the body coil for trans-
mit and a Nova Medical 32 channel head receive coil. VFA T1 mapping using RUFIS was
compared to a Cartesian SPGR sequence. The two acquisitions were matched in resolution
(1.5× 1.5× 1.5 mm3), field of view (192× 192× 192 mm3), and acquisition time (≈2min
per flip angle). Because of the different structures of the pulse sequences, the TR will be
different and thus the optimal flip angles are different. The sampling flip angles were calcu-
lated as the optimal pair for T1=1s, given the TR for each sequence. RUFIS data was ac-
quired with α=2° and 12°, while Cartesian data was acquired with α=3.5° and 20°. Acqui-
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sition details for RUFIS: TR=4.4 ms, TE=0 ms, readout bandwidth=±7.8 kHz, 512 spokes
per segment, 24576 readout spokes in total, and RF spoiling phase increment=117.0°, RF
pulse width fixed to 64µs. Similarly, for the Cartesian data: TR=10.6 ms, TE=3.4 ms,
parallel imaging factor=1.5 (ASSET), and RF spoiling increment=115.4°. A relative low
bandwidth (±7.8kHz) was used with RUFIS to allow for high sampling flip angles (12°), as
required for the optimal sampling scheme, while still maintaining an acceptable excitation
profile. At ±7.8kHz readout bandwidth, the deadtime gap is negligible, and therefore no
dedicated deadtime gap compensation was required. The fixed RF pulse width of 64µs was
a conservative choice but required in order to use the same setting for all subjects in this
study.
Similarly to the VFA acquisition, two sets of B+1 maps were acquired: SIMBA, based on
RUFIS; and 2D Bloch-Siegert, based on SPGR. Bloch-Siegert data was collected with a 2D
multi-slice sequence using an 8 ms Fermi pulse applied 4 kHz off resonance, readout parame-
ters: FA=15°, TE/TR=13.1/18ms, in-plane resolution=4× 4 mm2, FOV=256× 256 mm2,
40 slices with 4 mm slice thickness, duration=1:40 min. SIMBA data was collected using
the protocol described in section 4.3.2.
Each subject was scanned twice, on average 50 days between the two scans (range 48-
52 days). In each scan session, the full T1 mapping acquisition (VFA and B+1 map) was
acquired twice for RUFIS and the Cartesian protocol respectively, without repositioning
between scans. Each session also included a high resolution T1w scan (GE BRAVO) which
was used for tissue segmentation. BRAVO acquisition parameters: TE/TR/TI=3/7/400ms,
FOV=270× 270× 240 mm3, slice thickness=1.2 mm, in-plane resolution=1.05× 1.05 mm2,
FA=11°, BW=±31.25 kHz, and ASSET=1.75.
The two sequences were also compared in a quantitative phantom (EUROSPIN test
object TO5) [168]. The phantom consisted of 12 vials of doped agarose gel mounted in
a Styrofoam holder, see appendix B.1 for further details. The same sequences were used
for the phantom, as in vivo, except for the SIMBA acquisition where the voxel size was
decreased to 4× 4× 4 mm3 to accurately map B+1 in the small vials. Higher resolution
results in larger matrix size, longer TR and thus more T1 saturation during the readout.
This was compensated for by reducing the number of spokes per segment to 176.
Acoustic noise measurements were performed by mounting an MR safe microphone
(Casella, CEL-495, IDEAL Industries, Ill) to a phantom and placing it in the middle of
the bore. The sound from each sequence was measured for 40s with a sampling rate of 1
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sampled every 2s using a sound meter (Casella, CEL-63X), from which the average LAeq
and LCpeak values were calculated.
Image Reconstruction
Cartesian SPGR data were reconstructed online on the scanner using the manufacturer’s
standard reconstruction methods. RUFIS data were reconstructed offline in MATLAB.
Gridding was performed using the Kaiser-Bessel method, after which coil sensitivity maps
were obtained using the ESPIRiT method, implemented in BART [169, 28]. Final recon-
struction was performed using an iterative SENSE reconstruction method with 3D total
variation regularisation λ = 0.001, implemented in BART. SIMBA data were reconstructed
using the method outlined in section 4.3.2.
Image Analysis
The RUFIS and Cartesian VFA data were motion-corrected using mcFLIRT [170] and the
two VFA scans within each session were co-registered using a an affine transformation [171].
The SIMBA and Bloch-Siegert B+1 maps were then registered to the respective VFA dataset
using an affine transformation [171] and smoothed with a Gaussian kernel with a full width
half max (FWHM) of 8 mm to reduce the noise.
The first RUFIS and Cartesian SPGR acquisition in each session were registered to the
high resolution T1 weighted image using a combined affine and non-linear transformation,
implemented in the ANTs toolbox [171]. Minor differences in distortions were observed
between the different acquisitions and therefore a non-linear transformation was used to
improve the registration.
The high resolution T1w volume (BRAVO) was processed using FreeSurfer to obtain
unbiased regions of interest (ROI) [172]. From the FreeSurfer analysis, the following ROIs
were used: Pallidum (ID: 13+52), Thalamus (ID: 10+49), Caudate (ID: 11+50), Putamen
(ID: 12+51), Corpus Callosum (CC) posterior (ID: 255), CC anterior (ID: 251), cerebral
white matter (WM) (ID: 2+41), cerebral cortex (ID: 3+42). The average T1 value was
calculated within each ROI, bi-lateral ROIs were averaged. The analysis pipeline was
implemented into the nipype framework [173], including the T1 estimation, described in
the next section.
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T1 Estimation
Quantitative T1 and PDmaps were obtained through a linear fit implemented in QUIT [174].
For the Cartesian data, the Bloch-Siegert map was used for B+1 correction. For RUFIS,
the SIMBA B+1 map was multiplied by the simulated excitation profile generated from a
trajectory of 1024 spokes, using the method outlined in chapter 3 "Study C: A Rotating
3D Excitation Profile". The combined SIMBA and excitation profile B+1 map was then
used for B+1 correction.
Statistical Analysis
In this study, there were three goals of the statistical analysis:
1. Compare the quantitative T1 values between RUFIS and Cartesian SPGR
2. Compare the repeatability
3. Compare the reproducibility
All of these goals were accomplished using the methods described by Bland and Alt-
man [175]. Comparison between the two techniques was performed using Bland-Altman
plots (i.e. plotting the difference vs. mean of the two methods), as well as histogram anal-
ysis from whole brain white matter and cortical gray matter. Repeatability was previously
defined in chapter 2 as [71, 176]
. . . repeatability (of results of measurements) [VIM 3.6]: closeness of
the agreement between the results of successive measurements of the same
measurand carried out under the same conditions of measurement.
In this study, this refers to the repeated scans within the same session where it is assumed
that nothing has changed. The only possible change is variability in the pre-scan settings
of the scanner which is assumed to not influence the measurement. This is in contrast to
reproducibility which was defined as [71, 176]
. . . reproducibility (of results of measurements) [VIM 3.7]: closeness
of the agreement between the results of measurements of the same measurand
carried out under changed conditions of measurement
which here are the repeated visits, where day to day biological variability, changes in the
scan room environment, and positioning inside the scanner are factors that can change.
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Bland and Altman described a framework for quantifying both repeatability and re-
producibility using the coefficient of reproducibility/repeatability, abbreviated COR [175].
Subscript w is here used for repeatability, as in within session, and subscript b for repro-
ducibility, as in between sessions. The CORw was calculated as CoRw = 2sd where sd is
the standard deviation of T1 across subjects for a given ROI, sequence, and visit. The










d,2, where sD is the
standard deviation of the difference of the average T1 values at each session, and sd,x is
the within session standard deviation as used in the calculation of CORw. In addition to
the ROI analysis, T1 histograms were calculated from the whole brain white matter and
cortical gray matter masks.
4.4.3 Results
B+1 Mapping
Figure 4.6 shows a comparison of the calculated B+1 maps from SIMBA (4.6A) and the
Bloch-Siegert method (4.6B). The maps have been processed by registration to the VFA
volume and smoothed, as described in the methods. The B+1 estimates from SIMBA were
lower across the whole brain compared to Bloch-Siegert, appearing to be a global scaling.
To study the impact of using different B+1 maps, the RUFIS VFA data from one subject
was analysed using both the SIMBA and Bloch-Siegert B+1 maps. The comparison, shown
in figure 4.6C, shows clear improvements using any of the B+1 maps compared to no B
+
1
correction. The difference between using SIMBA or Bloch-Siegert appears to be small,
and again, more of a global scaling. In this figure, R1 = 1/T1 is shown instead of T1 as it
highlights the B+1 errors more clearly. Figure 4.6D shows a quantitative comparison of the
T1 values obtained from RUFIS VFA data using SIMBA and Bloch-Siegert correction. The
relative error in T1 shows up as a global scale factor, with no tissue contrast, indicating
again that there is a global difference in the B+1 maps and that it does not affect the tissue
specific T1 quantification.
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Figure 4.6: Comparison of B+1 maps between (A) SIMBA and (B) Bloch-Siergert.
(C) R1 maps (1/T1) calculated from RUFIS data without B+1 correction and
with correction using the two different methods. (D) Relative T1 error in
RUFIS VFA when processed using the two different B+1 maps. (Reproduced
from my publication (Ref [166]) with permission from Wiley and Sons.)
T1 Mapping
Representative quantitative T1 and PD maps from one subject, presented in figure 4.7,
show excellent image quality from both acquisitions. There are a few noticeable differences
though. In the SPGR data, there are regions where the T1 estimation failed, particularly
around the brain, showing up as noise in the T1 map. The RUFIS T1 map is much more
uniform with almost no areas where the fitting appears to have failed. This is due to the
effective TE=0 in the RUFIS acquisition which enhances sensitivity to tissues with short
T∗2, in this case most clearly the cortical bone, indicated with white arrows in figure 4.7.
The same is observed in the PD map where a higher PD is estimated in the cortical bone
with RUFIS, compared to SPGR.
T1 histograms comparing the two acquisitions in all four subjects are shown in figure
4.8. The T1 values in WM correspond well between the two sequences, while larger de-
viations were observed in GM. The average difference between the peak T1 values were
∆WMpeak = 70 ± 40ms and ∆GMpeak = −180 ± 70ms. Even though there are some
differences, the T1 distributions in WM and GM show the same shape indicating that the
same tissue feature is being quantified.
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Figure 4.7: Representative T1 and PD maps from one subject, acquired with RUFIS
and SPGR. With RUFIS a T1 and PD estimate can be obtained in the cortical
bone (white arrow) due to effective TE=0. (Reproduced from my publication
(Ref [166]) with permission from Wiley and Sons.)
Comparison of isolated ROIs, figure 4.9A, shows the same results as the histogram
analysis; T1 estimates with RUFIS are lower in GM compared to SPGR, but higher in
WM. Results from the quantitative phantom, figure 4.9B, further support these results,
also showing lower estimated T1 with RUFIS compared to SPGR in the vials with long
T1. However, in the phantom data, RUFIS consistently produce lower T1 values compared
to SPGR, compared to the in vivo data where RUFIS estimated higher T1 in WM.
The average repeatability, i.e. variability within session, across ROIs was compara-
ble between RUFIS CoRw,1/CoRw,2 = 0.06/0.02 and SPGR CoRw,1/CoRw,2 = 0.05/0.08.
The average reproducibility, i.e. variability between session, was better with RUFIS (CoRb =
0.07) compared to SPGR (CoRb = 0.2). The full breakdown of repeatability and repro-
ducibility estimates are presented in table 4.2.
Acoustic Noise
The results from the acoustic noise measurements are presented in table 4.3. RUFIS
showed no measurable increase in the acoustic noise, compared to a 33dB(A) increase
with Cartesian SPGR, relative to the ambient noise levels in the scan room. There was a
5dB(A) increase in the noise with SIMBA created by the crusher gradient after the SIMBA
preparation pulse. This noise could be reduced by reducing the slew rate of the crusher
gradient.
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Figure 4.8: T1 histograms from WM and GM from each subject, obtained with
RUFIS (black) and SGPR (gray). With RUFIS, T1 is slightly higher in WM
but lower in GM. Histograms calculated from the average of the two scans in
the first visit. (Reproduced from my publication (Ref [166]) with permission
from Wiley and Sons.)















































Figure 4.9: Comparison of T1 estimates between RUFIS and SPGR within (A) in
vivo ROIs and (B) the quantitative phantom. Both experiments shows similar
results with lower estimates for longer T1 with RUFIS. Data is from first scan
in first visit. (Reproduced from my publication (Ref [166]) with permission
from Wiley and Sons.)
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Table 4.2: T1 values in isolated ROIs averaged between the two scans in the first visit
together with within session repeatability estimates (CORw) from the first visit
and between sessions reproducibility measurements (CORb). Lower values of
COR are better
RUFIS SPGR
ROI T1[s] CoRw,1 CoRb T1[s] CoRw,1 CoRb
Cerebral WM 1.13±0.09 0.07 0.07 1.08±0.04 0.01 0.08
Thalamus 1.23±0.09 0.05 0.05 1.38±0.08 0.09 0.2
Caudate 1.5±0.1 0.06 0.09 1.63±0.08 0.05 0.2
Putamen 1.4±0.1 0.05 0.05 1.55±0.08 0.04 0.2
Pallidum 1.15±0.07 0.04 0.04 1.16±0.04 0.02 0.1
CC Posterior 0.99±0.03 0.05 0.05 1.01±0.03 0.04 0.1
CC Anterior 1.07±0.06 0.06 0.04 1.01±0.03 0.08 0.1
Cerebral Cortex 1.7±0.2 0.1 0.1 1.92±0.08 0.04 0.2
Mean - 0.06 0.07 - 0.05 0.2
Table 4.3: Summary of acoustic noise measurements from each sequence. Values are
reported as mean±σ noise levels over a 40 s period. The large standard deviation
in the noise levels for SIMBA is due to the periodic spoiling gradients. (LAEQ
- A-weighted equivalent continuous sound level, LCPEAK - C-weighted peak
sound level)
Sequence LAEQ [dB(A)] LCPEAK [dB(C)]
Ambient 70.0 ± 0.2 89.7 ± 0.7
RUFIS 70.0 ± 0.2 89.6 ± 0.7
SIMBA 75.2 ± 4.0 102.5 ± 9.5
SPGR 103.3 ± 0.04 116.2 ± 0.1
Bloch-Siegert 98.8 ± 0.04 111.0 ± 0.1
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4.4.4 Discussion
Silent T1 Mapping
The T1 values estimated in this study are within the expected range from the literature,
such as those reported in the study by Stanisz et al. who measured T1=1084±45/1820±114
in WM/GM [34]. There is however great variability in the T1 mapping literature with
regards to what the "normal" T1 is in WM and GM, where results seem to depend on
which technique is used. But even with the VFA method, different flip angle schemes and
B+1 mapping methods have been shown to affect the results [177, 69].
Both RUFIS and SPGR showed high repeatability and reproducibility in this study, al-
though RUFIS had slightly better reproducibility, i.e. between session performance. Given
the small number of subjects (N = 4) and only two visits, only limited statistical con-
clusions can be drawn. I chose to use the coefficient of reproducibility (COR) as it is a
directly applicable measure for this type of small study [175]. This is in contrast to the co-
efficient of variation (COV) and intra class correlation coefficients (ICC) which have been
used in larger studies to quantify repeatability and reproducibility. For example, Deoni
et al. calculated voxel wise intra-site CoV=6.4 in whole brain white matter [178]. Similarly,
Weiskopf et al. calculated intra-site CoV of R1 in the corpus callosum and caudate nucleus
of 3.9 and 4.7 [179].
No increase in acoustic noise was measured using RUFIS compared to the ambient
background noise levels, similar to Alibek et al. [98]. The acoustic noise measurements
presented in chapter 3 were lower than those presented here, which can be explained by
the much higher background noise here, 70dB(A) compared to 62db(A) in chapter 3.
The T1 values from RUFIS and SPGR in the current study were in the same range
in WM and GM. However, T1 values from RUFIS were slightly higher in WM compared
SPGR, but lower in GM, as seen in figure 4.8 and 4.9. The biggest difference was observed
in subject 2 while the difference was smaller for the three other subjects. This pattern of
difference in T1 between tissue types cannot be explained simply by an overall B+1 error
as this would result in a scaling of all T1 values. The following sections will discuss the
potential influence of ZTE effects, magnetisation transfer, and spoiling on the quantitative
T1 estimates.
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ZTE Effects
The effect of the zero echo time (ZTE) readout appears most clearly in the cortical bone,
which has a very short T∗2 and thus the signal decays too quickly for the SPGR acquisition
to capture any signal. Using RUFIS, a T1 and PD fit could be obtained in the cortical
bone, which resulted in a more homogeneous T1 and PD map, see figure 4.7. One issue that
could arise from this, however, is reduced performance of brain extraction algorithms which
rely the on difference in image intensity between brain tissue, CSF, and the skull [180].
Conversely, one application for which this aspect of the ZTE readout could find applications
is outside the brain, e.g. for imaging of joints as recently demonstrated by Engström et al.
who used VFA ZTE for T1 mapping in the knee [111].
The contribution from ultra-short T2 components in WM and GM, macromolecules
such as myelin, is believed to be negligible in this study. Firstly, the relative proton density
of the macromolecular pool is very small compared to the free water pool. Secondly, if
the signal indeed could be measured, it would have decayed within the first few samples of
the readout, resulting in extremely poor localisation of the signal. Seifert et al. performed
measurements at 3T and 9.4T and quantified the observable fraction of the signal from solid
myelin [41]. Their analysis showed that with the range of flip angles used here, less than
2% of the total signal from myelin can be measured. The observable fraction can only be
increased by decreasing the deadtime and increasing the sampling rate in the experiment.
Preliminary work by Weiger et al. showcased a custom built 3T system with a deadtime of
15 µs, and readout bandwidth of 2000 kHz [181]. By subtracting two images with different
deadtimes, Weiger et al. produced a "myelin image" with very strong WM contrast.
Magnetisation Transfer
One potential contribution to the discrepancies in the quantitative T1 values observed in
this study between RUFIS and SPGR is magnetisation transfer (MT) [182]. The magnitude
of the MT effect in an experiment is driven both by the type of RF pulses used and
the power delivered by the pulses. In this work, there is a clear difference between the
approaches investigated: RUFIS uses ultra-short hard RF pulses with close to peak B+1 ,
while SPGR uses shaped pulses, with lower B+1 , for slab selection. If the bound pool (i.e.
the non aqueous protons) is fully saturated in an MR experiment, the effective T1 will
approach T1SAT (T1 observed when the bound pool is fully saturated) [183, 184], which is
shorter than T1 in the absence of MT. The effect is typically observed in MT experiments
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where off-resonance pulses are applied to saturate the bound pool [182], but it can also be
observed with on-resonance excitation pulses as they will also partly saturate the bound
pool [184]. Recently, Teixeira et al. showed that the estimated T1 decreases in both WM
and GM with increasing peak B1 of the excitation pulse, when other acquisition parameters
were kept constant, due to MT effects [69]. In the context of the present experiment, RUFIS
has a higher peak B1 due to the ultra-short hard RF pulses, but RUFIS also used much
lower flip angles than SPGR. Further quantitative analysis of the RF pulses used in the
experiment is required to estimate the MT effect produced by the excitation pulse. Another
contributing factor is the TR; RUFIS has a much shorter TR than SPGR which leads to
less time for recovery of the bound pool, and thus likely higher saturation.
If MT was the main contributing effect to the difference observed in T1 in this exper-
iment, then the largest difference should be observed in WM, under the assumption that
the T1 estimates would correlate perfectly in the absence of MT. However, the biggest
difference is here observed in GM, suggesting that even in the absence of MT, there is a
difference between the techniques. This is further supported by the phantom experiment,
figure 4.9b, which has very low macromolecular content, where the same pattern of larger
difference for longer T1 was observed. There will be some MT effect in vivo, affecting the
T1 results, but it is more likely that the discrepancies in T1 between RUFIS and SPGR is
a complex combination of several factors, one of them being MT. Overall, a more detailed,
quantitative, analysis is required to fully understand the influence of MT in the RUFIS.
Spoiling
The signal equation used to model the signal in the VFA experiment assume complete spoil-
ing of the transverse magnetisation between excitations [114]. In SPGR, this is achieved
through a dedicated spoiling gradient and cycling the phase of the RF pulse. In RUFIS on
the other hand, only RF spoiling (phase cycling) can be used to maintain a silent readout2.
Incompletely spoiled signals will refocus whenever the integral of the accumulated gra-
dient trajectory on all three axes crosses zero, i.e. the zeroth-moment m0 is zero. Assume
that excitation of spoke s0 in the trajectory produce unspoiled transverse magnetisation.
The relevant question is then, at which spoke si, later in the acquisition, will the signal
refocus? The integral of the gradients on axis k between spoke s0 and s1 (equivalent to
2Some spoiling will be produced by the readout gradient in RUFIS, but this will be similar to the
spoiling achieved by the readout gradients in SPGR.
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If m0,k = 0, the signal has refocused on the given axis. Only if m0,k = 0 on all three
axes for the same pair of spokes, however, will the signal completely refocus and produce
a spoiling artefact.
Figure 4.10 shows a simulation where the magnitude of m0,k, i.e. the zeroth moment, is
visualised on a grayscale for pairs of spokes in a 1024 spoke trajectory. White color indicates
m0,k = 0, i.e. refocused on the given axis, and black indicates out of phase. For the X
and Y gradient, which have sinusoidal shapes, m0,x and m0,y crosses zero repeatedly, while
m0,z is only zero at equidistant points from the equator. In a trajectory with N spokes,
spoke si will refocus on the z-axis at spoke N − si. Therefore, the complete refocusing is
limited by the z-axis, shown in figure 4.10D where the shading is most white in middle
around spoke N/2. Overall, this suggests that if refocusing occur with RUFIS, it is most
likely to appear around the k-space equator, which would produce spoiling artefacts that
appearing in the scan plane (i.e. axial plane for an axial acquisition).
In practice, RUFIS uses a segmented readout where the gradient amplitude is slowly
ramped up to the required amplitude for the first spoke, resulting in additional spoiling
between segments. The discussion of accidental refocusing can thus be limited to within a
single segment. Refocusing is therefore most likely to occur in low resolution acquisitions
where a small number of spokes is used, and a single segment covers both sides of the
k-space equator. The extent to which these potential artefacts affect the image quality
needs to be investigated further, but from visual inspection there was no sign of spoiling
artefacts in the acquired data presented in this chapter.
Insufficient spoiling is known to affect quantitative T1 results [116]; this has been
studied thoroughly for Cartesian sequences, and correction methods have been developed
to account for the effects [117]. Studies investigating spoiling in radial sequences, have
mainly focused on image quality rather than the effects on quantitative measurements,
but have found that a random RF phase increment is the optimal approach [185, 118]. In
the current study no corrections for insufficient spoiling were applied, mainly because the
available correction methods are designed for Cartesian sequences with gradient spoiling.
Future work will further investigate the spoiling behaviour of RUFIS, and in particular
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Figure 4.10: Simulation demonstrating the refocusing behaviour of the RUFIS tra-
jectory with 1024 spokes, showing the integral of the X, Y, and Z gradient
(A-C), as well as the magnitude of the gradient along all three axes (D) (i.e.
square root sum of squares), calculated using equation 4.9.
whether a random RF phase increment can improve image quality and to which extent it
affects the quantitative results.
4.5 Chapter Discussion and Conclusion
In this chapter, VFA T1 mapping using RUFIS has been studied. It was first shown,
through theoretical derivations, that the flip angles that can be achieved with RUFIS
are tightly linked to the readout bandwidth. To achieve high flip angles, as required
for VFA T1 mapping, a low readout bandwidth must be used, here ±7.8kHz. Higher
bandwidth could accelerate the acquisition and improve image quality by reducing chemical
shift artefacts. However, a higher bandwidth will reduce the maximum flip angle possible
and thus, depending on the TR of the acquisition, the optimal flip angles might not be
achievable. In the next chapter, the VFA experiment is extended to 1.5T and 7T scanners,
and it will be demonstrate that higher readout bandwidths are required at high field
strengths, requiring these interactions to be investigated further.
To enable VFA T1 mapping with RUFIS, a new B+1 mapping technique, SIMBA, was
developed. The SIMBA B+1 map showed similar B
+
1 profile but overall lower estimated B
+
1
compared to a standard Bloch-Siegert B+1 acquisition. Future work will investigate whether
the global scaling factor in B+1 between the sequences originates from imperfections in the
hard pulses used in the preparation, and is thus a feature that should be captured, or
reflects an error in the model used. It is also possible that the RF pulses in the preparation
module are spaced too tightly relative to the ringdown time of the RF transmit chain,
leading to erros in the total flip angle achieved. Further experiments could be carried out
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to investigate this in which the composite preparation pulse is replaced with a single long
hard pulse of equivalent flip angle.
Combining SIMBA with a RUFIS VFA resulted in a near silent VFA T1 mapping
protocol (within 5dB(A) of the background noise levels). The silent T1 mapping protocol
was compared to a standard Cartesian SPGR acquisition, showing that the estimated T1
values from the two methods compared well in WM but that there was a larger difference
in GM. The underlying cause for the discrepancy in T1 is unknown, but hypothesised
to be driven by a combination of different spoiling behaviour, and different magnetisation
transfer effects, between the sequences. Further work will extend the simulation framework
presented by Malik et al. for studying and modelling the MT effects in RUFIS [70].
With a two flip angle protocol, as used here, the acquisition is optimised for a single
T1, here T1=1s (approximate T1 in WM). An alternative approach would be to acquire a
larger number of flip angles over a wider range, in order to optimise the acquisition for a
range of T1. If the number of flip angles is high enough, and each volume is sampled with
a unique k-space pattern, low-rank reconstruction methods could be used in the flip angle
dimension [186, 187]. This could improve precision of the T1 measurement over a larger
range of T1.
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4.6.2 Contribution
Collaborator at GE Healthcare had investigated the idea of VFA T1 mapping with RUFIS
prior to me starting the PhD. The study presented here was formed through discussions
with my supervisor Dr. Wiesinger at GE Healthcare, and thus influenced by their early
developments. I performed all the pulse programming in this chapter, with advice from
Prof. Barker. The idea to use a train of hard pulses for the SIMBA technique came from
Prof. Barker. All modelling and data analyses were developed and performed by me.
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Summary
In this chapter, the utility of using RUFIS for quantitative T1 mapping using the variableflip angle method across three field strengths (1.5, 3, and 7T) is demonstrated. A single
subject is scanned at all three field strengths with RUFIS and a Cartesian spoiled gradient
echo sequence for comparison. Recommendations for implementation of VFA T1 mapping
with RUFIS at each field strength are presented.
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5.1 Introduction
Development of scanners with higher magnetic field strength is largely driven by the in-
creased spin polarisation at high field, resulting in more available magnetisation for imag-
ing, and thus increased signal to noise ratio (SNR). However, with higher field strength,
many imaging artefacts and issues faced at lower field strengths are amplified. Some of the
main issues, affecting most imaging sequences include:
• Specific absorption rate (SAR), which increases quadratically with field strength
• Off-resonance effects, both from susceptibility differences and chemical shift, which
increase linearly with field strength
• B1 inhomogeneity which increases with field strength due to the decreased RF trans-
mit wavelength.
• Increase in T1 and decrease in T2∗ relaxation times.
Ultra-high field scanners (≥7T) have, to date, mainly found applications within re-
search, due to high costs and regulatory issues [188], and as many of the needs of clinical
Magnetic Resonance Imaging (MRI) can be satisfied with 1.5T or 3T scanners. A survey by
the Clinical Imaging Board (CIB) in the U.K., representing approximately 42% of the MR
systems in the U.K., showed that 1.5T scanners make up 79% of the clinical scanners, and
17% are 3T [189]. Given the interest in pushing MRI technology to ultra-high field as well
as utilising the large number of 1.5T scanners currently available, it is of interest to study
the utility of the Rotating Ultra-Fast Imaging Sequence (RUFIS) across field strengths.
Most of the work to date (at the time of writing this thesis) has been focused on 3T, with
some applications described at 7T, but no work at 1.5T. In this chapter, the limitations
on the RUFIS acquisition with regards to field strength are investigated. A theoretical
study is presented, investigating how factors such as SNR, contrast to noise ratio (CNR),
SAR and acoustic noise change with field strength. Field-strength specific interactions
are investigated and presented as corollaries. Finally, an in vivo study of T1-mapping at
1.5, 3, and 7T is presented, demonstrating the performance of variable flip angle (VFA)
T1-mapping across field strengths.
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5.2 A Theoretical Perspective on RUFIS Across Field
Strengths
A change in field strength (B0) does not directly necessitate changing any of the imaging
parameters, except the frequency of the RF transmit and receive systems. It is common,
though, to adjust parameters such as: readout bandwidth, to reduce off-resonance effects;
echo time and repetition time, to account for change in relaxation times; and RF pulse
types, to stay within the SAR limits. The following sections will describe how the imaging
parameters in RUFIS are affected by the field strength by analysing constraints imposed
by the RUFIS sequence.
5.2.1 Readout Bandwidth
The readout bandwidth determines sampling rate and thus the duration of the signal read-
out, given a fixed matrix size. It is the primary acquisition parameter that can be adjusted
to reduce off-resonance effects, produced by variation in the local precession frequency.
Off-resonance effects can be caused by variation in magnetic susceptibility, or differences
in chemical shift, most commonly between water and fat. The absolute difference in reso-
nance frequency between water and fat is
∆f = γ ·B0 · δfat [Hz]. (5.1)
where δfat = 3.5ppm. At the out of phase time (Top = 1/2∆f), the phase of the fat
signal relative to water is π, causing destructive interference and a reduction of the signal
at any water-fat interfaces encoded by the specific k-space location being sampled at this
time [111]. The influence of off-resonance effects depends on the duration of the readout,
which for a fixed matrix size is adjusted via the readout bandwidth. Figure 5.1 shows
the in and out of phase behaviour of water and fat at 1.5, 3, and 7T along the k-space
readout for a spoke with 64 readout points [111]. In the brain, where fat is mainly located
in a small area around the skull, i.e. represented by a high spatial frequency component,
water and fat need to be in phase at the edge of k-space in order to accurately localise
this signal. This can be achieved by setting acquisition time equal to Tip = 1/∆f . This
is equivalent to achieving a water-fat shift of 1 voxel. Figure 5.1 shows that for a 64
point spoke, this corresponds to a readout bandwidth of ≈15 kHz at 3T and ≈31 kHz at
7T. Figure 5.1 shows that a 15 kHz readout bandwidth at 7T will also put water and fat
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Figure 5.1: Demonstration of the in- and out-of-phase behaviour at 1.5, 3, and
7T. Lines shows k-space readout timings for different readout bandwidths.
Greyscale background shows the in- and out-of-phase behaviour of water and
fat, with white being in-phase and black out of phase.
in phase, however this would increase the water-fat shift to 2 voxels, i.e. result in more
obvious image artefacts. This leads to the first corollary, stating the relationship between
bandwidth and field strength
Corollary 1 For an acquisition with Np points along the spoke, the readout bandwidth
should scale with B0, to maintain the same level of susceptibility artefacts, as
BW = ∆f · Np
2
= γB0 · δfat ·
Np
2
→ BW ∝ B0 (5.2)
Since the RUFIS readout is mainly limited by the duration of data acquisition, the repe-
tition time (TR) is proportional to the bandwidth (BW), leading to the second corollary











The peak B1 achievable on a given scanner, and thus the maximum flip angle possible,
depends on the radio frequency (RF) transmit system. It is impossible to make a gener-
alised argument across field strengths regarding RF performance, as amplifier performance
varies greatly between scanners. For the sake of making an argument here, two different
assumptions are considered in order to develop a better understanding of the likely range
of possible B1. If a fixed peak B1 is assumed to be achievable across field strengths, this
would require more powerful RF amplifiers at high field since the absorbed power in tissue
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scales with B02. To achieve the same peak B1 as a 15 kW amplifier delivers at 1.5T would
therefore require a 70 kW amplifier at 7T (this is the most realistic scenario). Alternatively,
it could be assumed that the same RF amplifier is used across field strength with fixed
power output. Since the absorbed power scales with B02, this results in a decrease in peak
B1 with field strength proportional to 1/B0. In reality, this would not be the case as the
RF system then would be the limiting factor of a very expensive high-field MR system.
It is still useful though to consider this situation as it builds an understanding of how a
change in field strength influences other factors of the MR system
In reality, stronger RF amplifier are typically used in higher field scanners, in order to
achieve sufficient B1 power, but the increased power deposition also results in higher SAR
which can become the limiting factor instead. The type of transmit coil will also make
a difference; at 7T, it is common to utilise local transmit coils which reduce the SAR by
only irradiating a small part of the body, as well as reducing the power required from the
amplifier.
Corollary 3 The peak B1 achievable at a given field strength will be generalised as a
function of field strength as
B1 = q(B0). (5.4)
Two cases can be considered. Either the peak B1 is assumed to be constant across field
strength
q(B0) = B1,peak (5.5)





5.2.3 Excitation RF Pulse Width
In RUFIS, RF excitation is performed in the presence of a readout gradients, resulting in
a sinc shaped excitation profile in the readout direction [130], as discussed in chapter 3.
To maintain B+1 uniformity, the bandwidth of the RF pulse has to encompass the readout
bandwidth, i.e. BWRF > BWacq. The bandwidth ∆f , defined as the full width half max
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The flip angle (α) of a hard RF pulse with width τrf and amplitude B1 is given by
α = γB1τrf . (5.9)
To reach the highest possible flip angle with RUFIS, the maximum RF amplitude (B1) is
used with the maximum pulse width, given by (5.8). From equations (5.3), (5.9), (5.8) and
corrollary (3), it can be seen that the maximum flip angle is limited by B0, leading to the
third corollary:
Corollary 4 The maximum obtainable flip angle αmax is inversely proportional to B0 as










The acoustic noise produced during an MRI scan originates from vibrations of the gradient
coils and vibrations from induced eddy currents in other parts of the scanner [78]. A
conductor L, with length |L|, carrying a current I inside a magnetic field B will experience
a Lorentz force F given by [72]
F = I · L×B. (5.11)
If the magnetic field is oriented along z and the conductor along x, then the force, along
y is Fy = I · Bz. During an MRI experiment, the current through the gradient coils will
vary over time, according to the k-space trajectory, causing a change in this force and thus
inducing vibrations. The force on the gradient coils are proportional both to the strength
of the gradients (I) and the main magnetic field (B). As the field strength is increased, the
gradient amplitude is also increased to maintain the same chemical shift for equivalent im-
age quality, corollary (1). Therefore, the Lorentz force will increase approximately as B20 .
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That does not mean though that the acoustic sound pressure will increase quadratically
with field strength, however, as the acoustic noise produced by the scanner is also heavily
influenced by the construction of the system [78]. Higher field strength scanners are typi-
cally bigger, producing a larger resonant body, compared to lower field strength. However,
studies have found an increase in acoustic noise levels with increasing field strength [77].
5.2.5 Change in Relaxation Times
Relaxation times (T1 and T2) change with the resonance frequency, i.e. with field strength.
The theory presented by Bloemberg, Purcel and Pound (commonly abbreviated BPP the-
ory) can be used to predict T1 and T2 in liquids. The relaxation times depends on the



























The correlation time τc is a measure of the molecular tumbling rate, i.e. how quickly
molecules reorient themselves. This tumbling produces fluctuations in the dipolar field,
which in turn causes spin transitions between energy states, and thus T1 and/or T2 re-
laxation. T1 is most sensitive to transitions at ω and 2ω, as seen in (5.12), while T2 is
dominated by the constant term (5.13), equivalent to transition between spin states with-
out energy difference1. BPP theory therefore predicts that T1 changes with B0 while T2
remains relatively constant. In practice, the apparent transverse relaxation time T2∗ does
change with B0 however, as it is also influenced by magnetic field inhomogeneities, which
increase with field strength.
It is not possible to directly predict relaxation times in tissues using BPP theory as
it only valid for liquids, however studies have confirmed that the theoretically predicted
trends in relaxation times still hold. Stanisz et al. studied T1 and T2 relaxation at 1.5T
and 3T in various tissues and found clear increases in T1, while the changes in T2 where
within the margin of the measurement error [34]. Several studies have investigated changes
in T1 across field strength confirming that it increases with field strength [191, 14, 30].
1e.g. in a two spin system this would be ↑↓ to ↓↑
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Attempts have been made to develop simplified analytical models for approximating
T1 and T2∗ as a function of field strength for white and gray matter based on in vivo
measurements [192, 191]. The models for T1 and T2∗ used here, in (5.14) and (5.15)
(below), were proposed by Bottomley et al. [191]. Each model takes two tissue specific
design parameters, shown in table 5.1, obtained from Rooney et al. [14]. Figure 5.2 shows
the two models evaluated from 0.5-7T in white and gray matter, showing an increase in
T1 and decrease in T2∗ with increasing field strength.
Corollary 5 The longitudinal relaxation time T1 increases with field strength, T2∗ de-
creases, and T2 stays constant.
T1(B0) = a · (γB0)b [ms] (5.14)
T ∗2 (B0) = c · e−dB0 [ms] (5.15)
Table 5.1: Tissue specific design parameters for analytical models of T1 and T2∗
relaxation in white and gray matter.
T1 Model T∗2 Model
Tissue a b c d
White Matter 0.71 0.382 90 0.142
Gray Matter 1.16 0.376 64 0.132
(a) - T1 (b) - T2*
Figure 5.2: Simulation of (a) T1 and (b) T2∗ as a function of field strength in white
and gray matter.
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5.2.6 Signal to Noise Ratio - SNR
The signal in an nuclear magnetic resonance (NMR) experiment is proportional to both
the magnetisation and the Larmour frequency, which results in a quadratic increase with
field strength [193]
S ∝ ωM → S ∝ B20 (5.16)
while the noise in the acquired signal scales linearly with field strength [193]
ν ∝ B0. (5.17)




→ SNR ∝ B0. (5.18)
These calculations assume that the main contributor to reduction of the signal is in the
sample. At low field strength, the resistance in the coils become a significant contributor
to the noise, and the SNR instead scales by SNR ∝ B7/40 . At the field strengths relevant
to the work in this thesis, a linear increase in SNR will be assumed.
Corollary 6 The SNR scales linearly with field strength, with all other parameters held
constant
SNR ∝ B0 (5.19)
5.2.7 Specific Absorption Rate
The SAR is calculated as the average power deposition across the duration of the acquisi-
tion, taking the different RF pulses and delays into account. For a single hard RF pulse,
as used in RUFIS, the SAR can be approximated as [121]
SARpulse ∝ B20 · (B1τRF )2 ·∆f (5.20)
where τRF is the duration, B1 is the amplitude and ∆f is the bandwidth of the RF pulse.
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To achieve the maximum flip angle, which would yield the highest SAR, the B1 is kept
constant and the flip angle is only changed by changing τRF . However, τRF also change
with field strength, corollary (4), which yields




Assuming that the whole acquisition is performed using identical RF pulses and the TR is









= B20 . (5.23)
The results of equation (5.23) shows that the time average SAR (SARave) does not depend
on the TR or flip angle, if the maximum achievable flip angle is used. If the flip angle
was kept constant, the SARave would increase if TR is decreased. However, as the TR is
decreased by increasing the bandwidth in RUFIS, the maximum flip angle will be decreased
as a result, which decreases the SAR.
Corollary 7 For an acquisition with constant TR, determined by the BW, and identical
RF pulses, with maximum amplitude at the given BW, the time average SAR increase
quadratically with B0
SARave ∝ B20 . (5.24)
5.2.8 Effective Contrast to Noise Ratio
Given the linked constraints described in the previous sections concerning the RUFIS
acquisition across field strength, the relevant question for most clinical applications, and
qualitative research studies, is how the contrast to noise ratio (CNR) in the acquired data
changes with field strength. The CNR will be affected by change in relaxation times,
flip angle and TR limitations, as well as the SNR. Since this chapter focuses on VFA T1
mapping, only the CNR of a steady-state RUFIS acquisition will be studied here. The
CNR between two tissue types A and B is here defined as
CNR = SNRA − SNRB = B0 · [S(α, TR, T1,A, PDA)− S(α, TR, T1,B, PDB)] (5.25)
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Figure 5.3: Relative CNR (CNR/B0) at four different field strength as a function of
TR and flip angle. The relative CNR is shown to highlight the effects of the
change in T1 over field strengths. Solid line indicates maximum T1 contrast,
dashed vertical line indicates the in-phase TR (TRip)
where S(·) is the acquired signal given the acquisition and tissue parameters. For a steady
state acquisition, S is the spoiled gradient echo (SPGR) equation




In the brain, the most relevant contrast is between white and gray matter, for which the
T1 values can be found using the analytical expression described in Equation (5.14). The
proton density is assumed to be fixed across field strengths; here PDWM = 0.70 and
PDGM = 0.81 will be used [194].
Figure 5.3 shows the CNR scaled by B0 at four different field strengths, as a function of
the TR and flip angle of the acquisition. The increase in T1 at higher field strength reduces
the difference in signal between white matter (WM) and gray matter (GM) resulting in
reduced CNR. Additionally, this figure also indicates the maximum readout time, i.e. TR,
that can be used at each field strength while ensuring that the fat and water signal are in
phase at the edge of k-space, i.e. TR < Tip. At 0.5T this is 13.42ms compared to 0.96ms
at 7T. The reduction in TR, corollary (2), further reduces the possible contrast at high
field strengths.
To maintain a TR < Tip across field strengths, the bandwidth has to be increased
proportionally. With increased BW the maximum pulse width is reduced and consequently
the flip angle, corollary (4). The achievable flip angle is a function of the maximum pulse
width and the achievable peak B1, the latter being a complex function of RF amplifier
performance, transmit coil design, and SAR limitations. To enable some conclusions to
be drawn, constant B1 amplitude across field strength is assumed here. Figure 5.4 shows
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Figure 5.4: (a) Achievable flip angle for different RF amplifier specifications together
with the flip angle for optimal CNR. (b) Maximum CNR as a function of field
strength for the same RF amplifier specifications. Dashed vertical lines indicate
field strength for the maximum CNR.
the achievable flip angle for maximum contrast for three different peak B1 levels, assuming
TR = Tip and T1 changing with field strength. The flip angle for optimal contrast (black
line) decreases with B0 since the TR also decreases. At high field strengths, the optimal flip
angle cannot be achieved and thus the maximum WM-GM contrast can not be achieved.
The achievable flip angle directly affects the CNR shown in figure 5.4. With high B1 power,
the CNR increase steadily with field strength but for low B1 power, the CNR reaches a
maximum and then decrease with B0, Figure 5.4. The reduction in CNR shows that the
linear increase in SNR with field strength is not enough to compensate for the reduced
signal difference between WM and GM as the maximum flip angle is reduced.
From figure 5.4 it is clear that the performance of the RF system strongly determines
the maximum T1 contrast that can be achieved. Through scans carried out in this study
(presented later), it was found that 0.25° µs−1 was feasible across field strengths (1.5, 3
and 7T), i.e. the blue line in figure 5.4. While high field scanners can produce higher
peak B1, at high flip angles the SAR limit can become an issue which was not included
in this comparison. Furthermore, this is only a measure of CNR for T1 contrast using
steady state RUFIS and there are other ways of producing T1 contrast at 7T, using for
instance inversion or saturation pulses. The overall conclusion that can be drawn from this
simplified analysis is that it is more difficult to produce strong T1 contrast at high field
strengths with RUFIS, given the flip angle limitations imposed by the excitation profile.
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5.2.9 Conclusion
Imaging at high field greatly improves the SNR but for most approaches it is associated
with a slew of issues related to image acquisition, and RUFIS is no exception. There
are a series of linked constraints which limit the acquisition parameters. In this section,
these constraints were analysed theoretically to build a theory which experiments can be
developed from.
To maintain acceptable image quality with low off-resonance effects, the BW has to
be linearly increased with field strength, which reduces the maximum flip angle that can
be achieved. While the SNR increases linearly with field strength, due to the simulta-
neous required change in other acquisition parameters (mainly reduced max flip angle),
the maximum contrast between white and gray matter is reduced at higher field strength.
Theoretically, the CNR will increase at higher field strength, but due to RF amplifier
limitations, the CNR reaches a maximum which depends on the peak B1. The results
presented from this theoretical study shows that the T1 contrast with RUFIS is limited by
the flip angle at higher field strength, while at low field strengths, optimal T1 contrast can
be achieved.
The following in vivo study will follow and confirm some these theoretical results
through VFA T1-mapping at 1.5, 3, and 7T.
5.3 RUFIS T1 Mapping at 1.5, 3, and 7T
5.3.1 Introduction
Translation of imaging techniques across field strength enables adoption in both clinical
settings, commonly performed on lower field scanners, as well as cutting edge research
using (ultra)-high field scanners. The previous section outlined some of the issues related to
implementation of RUFIS at higher field strength. Following the successful implementation
of RUFIS VFA T1 mapping at 3T, presented in chapter 4, the current study aimed to extend
the method to both 1.5T and 7T, acquiring data at 1.5, 3, and 7T.
Pilot Study
The most challenging part of this study was the translation of RUFIS to 7T, mainly
due to the increased B1 and off-resonance effects. To investigate these issues, a small pilot
study was conducted together with collaborators at University of California, San Francisco.
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Figure 5.5: Comparison of steady state RUFIS data collected at 7T with ±7.8 and
±15.6kHz readout bandwidth. Severe off-resonance artefacts are seen around
the sinuses (red arrow) and chemical shift artefacts around the skull (yellow
arrow).
From the 3T VFA T1 mapping study, it was found that a relatively low readout bandwidth
(±7.8 kHz) was required to reach high enough flip angles for accurate T1-mapping. Data
were therefore collected on the 7T system with readout bandwidth ±7.8 and ±15.6kHz
to study, mainly, the off-resonance effects. The results of this study, shown in figure 5.5,
clearly show that a readout bandwidth of ±7.8kHz is, as expected, not feasible at 7T.
Doubling the readout bandwidth to ±15.6kHz clearly reduced the artefacts, but there are
still some visible, shown by the red and yellow arrows. According to corollary (1), to
achieve the same level of off-resonance artefacts at 7T as with ±7.8 kHz bandwidth at 3T,
a bandwidth of (7/3 · 7 =) ±18.2kHz is required, i.e. slightly higher than ±15.6 kHz which
was used here.
Design of Main Study
Following the pilot study, a second study was undertaken, with a primary aim of performing
VFA T1 mapping at 1.5, 3, and 7T using RUFIS and comparing the results to conventional
SPGR. There are numerous options for designing a field strength comparison study such
as this. One option, as in the theoretical study above, is to scale bandwidth with field
strength to reduce the chemical shift to 1 voxel. This option was rejected for the current
study, however, as it results in the maximum flip angle at 7T being at or below the Ernst
angle. Taking normal B+1 variation at 7T into account (50-150%) [195], the highest flip
angle would be far below the Ernst angle, which would not allow reliable T1 maps to be
produced. Instead, it was decided to acquire data at the same two bandwidths at each field
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strength, which results in the same acquisition time for each scan, enabling comparison
of the inherent SNR difference across field strengths. This choice also makes it easier to
study changes in T1 across field strengths as the sampling scheme remains the same.
5.3.2 Methods
Scanners
This study was carried out on three different GE MRI scanners:
• 1.5T GE MR450w on software version DV26, at GE Research Centre, Stanford Re-
search Institute, Menlo Park, CA, US. Body coil for transmission and GE 12 channel
receive head coil.
• 3T GE MR750 on software version DV25, at King’s College London, London, UK.
Body coil for transmission and Nova Medical 32 channel receive head coil.
• 7T GE MR950 on software version 7T23, at University of California, San Francisco,
CA, US. Combined head 2 channel transmit and 32 channel receive head coil, Nova
Medical.
Pulse Sequence Development
The same base RUFIS sequence was used across all three scanners (initially developed at
DV25) and only modified where necessary to comply with the requirements at each software
level. This was done to ensure that any differences between scanners were due to field
strength and not the pulse sequence code. For each scanner, the default ("product") SPGR
sequence for the scanner’s particular software level was used for the VFA comparison. These
were all based on the same original sequence (efgre3d), and to our knowledge there were
no major differences between software versions.
The RUFIS sequence was modified to acquire all flip angles sequentially by reading
in the flip angle scaling factors from a text file stored on the scanner. This allowed all
data to be collected following a single prescan, and avoided potential changes in transmit
and/or receive settings between flip angles. Multiple flip angles were acquired manually
with SPGR by performing a manual prescan for the first image (highest flip angle), and
then changing the variable within the pulse sequence which directly controls the scaling
of the amplitude of the excitation RF pulse for subsequent acquisitions, keeping the same
prescan settings (and thus again avoiding changes to transmit and/or receive settings).
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An Optimal Set of Flip Angles
An integral part of the design of a VFA experiment is the choice of flip angles, which
depends on the TR of the acquisition and the T1 for which the acquisition is optimised.
An optimum acquisition protocol is a pair of flip angles, one on each side of the Ernst
angle, which result in images of the same intensity (ideally equal to
√
2 of the intensity
at the Ernst angle) [149]. The two point measurement has some limitations though: (1)
it is only optimised for a single T1, (2) it is not possible to estimate the quality of the
fit since there is always a perfect fit with only two data points, and (3) with large B+1
variation the actual flip angles may be far from the optimal pair at some positions within
the imaging volume. Therefore, in this study a measurement protocol with five points was
chosen, spanning the available range of flip angles.
In this study, RUFIS acquisitions were performed with ±15.6 and ±31.2kHz readout
bandwidths. Initial piloting showed that the RF amplifiers in all the scanners could gener-
ate 0.25◦/µs, which resulted in maximum flip angles of 8° at ±15.6kHz and 4° at ±31.2kHz.
At 7T, the minimum flip angle was set to 0.5° to achieve sufficiently low flip angle in areas
where the B+1 efficiency >1. At 1.5T and 3T, the minimum flip angle was set to 1° as the
B+1 errors are less extreme at lower field strengths.
Given the minimum and maximum flip angles (αmin, αmax) there are several methods
for determining the 3 intermediate flip angles in the 5 flip angle protocol; here, the method
presented by Helms et al. was used [148]. The SPGR equation, normally written as




can rewritten with two substitutions2




= 2 · tan(R1 · TR/2) (5.29)
which transforms the SPGR equation into a lower order polynomial as
S(τ) = ρ · τ
1 + τ2/(2φ)
. (5.30)
2Helms et al. use ρ1 instead of φ, the substitution was made here to avoid confusion with ρ being used
to refer to proton density.
133
E Ljungberg MRI with ZTE; Quick, Quiet, Quantitative
Figure 5.6: Comparison of the standard and linearised version of the SPGR equation,
as proposed by Helms et al. [148], with an example 5 point sampling scheme.
(Curves simulated with TR=2 ms and T1=1 s)
To visualise this linearised version of the SPGR equation, X = S · τ, Y = S/τ can be
plotted, as shown in figure 5.6. The linearised SPGR equation has several other elegant
features. Firstly, the Ernst angle is given by
τE = αE =
√
2φ. (5.31)
Secondly, an optimal flip angle scheme with n points, centred around the Ernst angle can
be calculated by




· τE . (5.32)
Figure 5.6 shows an example 5 point flip angle scheme calculated using (5.32), clearly
demonstrating that the flip angles are equally spaced along the linearised SPGR curve,
but not when plotted in the conventional form. Additionally, the middle flip angle is the
Ernst angle and the four others are on equal signal level on either side of the Ernst angle.
The motivation for distributing the flip angles evenly on the linearised version of the SPGR
equation is to improve the fit by balancing the SNR in the data; points on equal signal
level, on different sides of the Ernst angle will have the same SNR. The 5 point sampling
scheme therefore consists of 5 points with pairs of images having the same signal intensity.
With RUFIS, there are restrictions on the minimum and maximum flip angles, and the
optimal sampling scheme might not be feasible. Equation (5.32) can be modified to include
the RUFIS flip angle constraints. Given the minimum flip angle τ0 and the maximum N th
flip angle τN , a flip angle distribution for N points, evenly distributed on the linearised
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SPGR equation, is given by
τi = τE
√
1− y(τ0) + i ·∆y
y(τ0)− i ·∆y
(5.33)
y(τ) = S(τ)/τ → ∆y = y0 − yN
N − 1
(5.34)
where y0 = S(τ0)/τ0. See appendix C for full derivation.
In the present study where RUFIS is compared to SPGR for VFA T1 mapping, an
equivalent sampling scheme for each sequence is required to produce comparable acquisi-
tions. Since the TR is different between the two scans, the same flip angle scheme cannot
be used, as it would result in a different distribution of sampling points over the SPGR
curve. To produce an equivalent flip angle scheme between RUFIS and SPGR, the RUFIS
flip angles were scaled by the ratio of the Ernst angle for RUFIS and SPGR.





A single healthy volunteer was scanned on each scanner, after giving written consent under
the relevant local ethical approval procedures. In each scan session, VFA data were col-
lected with RUFIS and SPGR using the respective 5 flip angle protocols. The flip angles
for RUFIS were calculated using equation (5.33) given the TR of the acquisition at each
field strength (outlined below) and T1 values of: 1.5T=875 ms, 3T=1000 ms, 7T=1500
ms, corresponding to T1 values intermediate to those of WM and GM [14, 49]. The SPGR
flip angles were then calculated through scaling by the Ernst angle, as shown in (5.35). As
described above, for RUFIS, the flip angles were changed dynamically in the acquisition
by repeating the acquisition 5 times and automatically scaling the instruction amplitude
of the excitation RF pulse. With SPGR, the acquisition was repeated 5 times and the
instruction amplitude of the excitation RF pulse was manually changed by the operator.
The field of view was fixed to 192× 192× 192 mm3 and resolution 1.5× 1.5× 1.5 mm3,
resulting in a matrix size of 128× 128× 128. RUFIS data were acquired with two fold
radial oversampling, resulting in a full field of view of 384× 384× 384 mm3. At 1.5T, data
were collected at ±15.6 kHz readout bandwidth resulting in a TR for RUFIS and SPGR
of 2.4/6.9ms respectively, with TE in SPGR of TE=2.8ms. The same parameters were
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used at 3T, with only a change in the SPGR TR, to TR=6.7ms. At 7T, the ±15.6 kHz
RUFIS acquisitions used the same TR as at 3T, while the SPGR acquisition had TE/TR of
1.78/5.8 ms. An additional acquisition with bandwidth 31.2 kHz was also acquired at 7T,
resulting in RUFIS and SPGR TR of 1.3/4.6ms respectively and SPGR TE=1.8ms. Since
the SPGR sequence only accepts integer values for the flip angle, the maximum flip angle
was set to 13° and 8° for the ±15.6 and ±31.2kHz bandwidths respectively. The SPGR
flip angle schemes were rescaled to these maximum flip angles (which are very close to the
calculated ones), resulting in a small change (<1°) to the final flip angles. The T1-analysis
was performed using the actual flip angles used during data acquisition.
When the bandwidth was increased in the RUFIS acquisitions at 7T, twice the number
of spokes were acquired in order to balance the SNR. Due to limitations in the number
of NEX available with SPGR, however, 1 NEX data were acquired at both ±15.6 and
±31.2kHz. The acquisition time was 1:50 min per flip angle for SPGR ±15.6kHz and 1:16
min for SPGR ±31.2kHz, equivalent to 1 NEX. For RUFIS the acquisition time was 1:05
and 1:12.
At 3T, a high resolution inversion recovery prepared SPGR (IR-SPGR/BRAVO) was
also acquired for tissue segmentation (TE/TR/TI=3/7/400 ms, FOV=270× 270× 240 mm3,
slice thickness=1.2mm, in-plane voxel size=1.05× 1.05 mm2, FA=11°, BW=±31.25 kHz,
and ASSET=1.75).
At 1.5T, due to time restrictions, only four flip angles could be acquired, for both
RUFIS and SPGR data. A five flip angle scheme was calculated in the same way as at the
other field strengths, but data from the middle flip angle of the five were not collected.
(This point was chosen as it contains the least amount of T1 information).
B+1 mapping was performed at 3T and 7T, using the Bloch-Siegert method [157].
At 1.5T the B+1 -inhomogeneity can be considered negligible and B
+
1 -mapping is not re-
quired [59]. The SIMBA B+1 mapping method presented in chapter 4 was not used in
this study, partly due to time constraints but also to isolate potential differences between
results to the VFA acquisition itself, avoiding additional confounds due to any implemen-
tation effects in the B+1 mapping method used.
Image Reconstruction
RUFIS data were reconstructed offline in MATLAB using Kaiser-Bessel gridding with
density compensation and radial Fermi filtering. Reconstructed images from each coil
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were combined with sum-of-squares combination and the combined image was cropped to
the nominal field of view (FOV). The ±15.6kHz data from 1.5T was also reconstructed
using the full FOV to demonstrate the potential for large FOV T1 mapping. Using the
full FOV, it was not possible to apply the manufacturers gradient non-linearity correction.
SPGR data were reconstructed online on the scanner.
Image Processing
VFA data were motion corrected using mcFLIRT in FSL [196]. For the 3T and 7T data,
the B+1 maps were transformed to the space of the VFA data using a linear registration
implemented in ANTs [171] and fitted to a 6th order polynomial to reduce noise in the
B+1 map [174], based on the assumption that B1 is smoothly varying [154]. For the RU-
FIS acquisition, the radial excitation profile was simulated and used in the fitting as an
additional B+1 correction, at all field strengths. The quantitative T1 and proton density
(PD) maps were calculated using a linear fit implemented in QUIT [174]. From the T1 fit,
the residuals were calculated as the root mean square error (RMSE) across all flip angles.
Since the RMSE is proportional to the magnitude of the signal (i.e. the PD) the RMSE was
divided by PD to obtain a metric that was quantitatively comparable between acquisitions
and field strengths.
The BRAVO data, acquired at 3T, were processed using the recon-all pipeline in
FreeSurfer to obtain an accurate brain mask and subcortical tissue masks (the aseg out-
put) [172]. The VFA images acquired at each field strength were registered to the 3T
BRAVO image using an affine registration, and tissue masks were subsequently trans-
formed using the inverse transformation with multilabel interpolation.
5.3.3 Results
Qualitative Cross Field Comparison
Results from the 1.5T acquisition are shown in figure 5.7. Visually, the T1 maps from
RUFIS and SPGR appear very similar, with slightly less WM to GM contrast in the
RUFIS data. On the sagittal slice it is clear how the ZTE readout in RUFIS increases
sensitivity to short T2 species, such as the cortical bone which shows a measurable T1 and
higher PD than SPGR (pink arrows in 5.7). Another bone that is visible with RUFIS is
the clivus, indicated by yellow arrows in fig 5.7. From the PD maps, it can be seen that
there is much less contrast between tissue and CSF in RUFIS than SPGR. In the sagittal
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view, there is almost no contrast around the cerebellum with RUFIS, while there is a clear
difference in the SPGR image. The residuals in the T1 fit from RUFIS and SPGR both
show a uniform noise distribution within the brain, indicating that the data fit the T1
model well in all brain tissues. However, the residuals were slightly higher with RUFIS
than SPGR. This could be due to higher SNR in the SPGR acquisition from using higher
flip angles. Although difficult to see in figure 5.7, the SPGR T1 maps are slightly sharper
than RUFIS, which could be a result of the difference in k-space sampling density between
Cartesian and radial sampling.
Figure 5.7: Quantitative maps from the 1.5T experiment, comparing the results from
RUFIS and SPGR. Arrows indicate regions with short T2 specices where a
good fit was obtained with RUFIS but not SPGR (pink: cortical bone, yellow:
the clivus)
The results obtained at 3T, shown in figure 5.8, shows similar patterns to the results
from 1.5T, with T1 and PD maps appearing similar between RUFIS and SPGR. Again,
the main difference between the two sequences is the signal from short T2 species, such as
bone. In the PD maps, the CSF contrast is lower with RUFIS than SPGR. However the fit
residuals show clear tissue contrast for both SPGR and RUFIS, suggesting that there are
additional parameters which need to be included in the signal model. With RUFIS, the
residuals are higher in CSF than in tissue, while with SPGR the opposite is true. Further
more, compared to 1.5T, the PD maps at 3T shows signs of stronger B−1 effects around
the skull.
At 7T, two T1 experiments were performed, with ±15.6 and ±31.2kHz readout band-
widths respectively. The results, presented in figure 5.9 in axial slices and 5.10 in sagittal
slices, show very similar T1 and proton density maps at both readout bandwidths, for
both RUFIS and SPGR. The quantitative maps have been brain masked, since at 7T the
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Figure 5.8: Quantitative maps from the 3T experiment, comparing the results from
RUFIS and SPGR.
Figure 5.9: Quantitative maps in axial slices from the 7T experiment, comparing the
results from RUFIS and SPGR at both ±15.6 and ±31.2kHz readout band-
widths.
B+1 map did not provide an accurate B
+
1 correction outside the brain, resulting in large
fit errors. For both RUFIS and SPGR, the fit residuals were lower at higher bandwidth.
Compared to the 1.5 and 3T data, there is a clear spatial pattern in the RUFIS residuals,
and potentially a similar but smaller pattern in the SPGR data, indicating another effect.
The pattern resembles the B+1 field, and thus the flip angle variation across the brain. The
ring in the RUFIS data with the lowest residuals could be where the nominal flip angle is
achieved (discussed more later), and thus the model fit is optimal. However, variation in
the flip angle should result in a direct scaling of the T1 values. It is also not clear why the
effect would be different between RUFIS and SPGR. Additionally, the PD maps here also
show stronger effects of B−1 as expected at high field strengths.
139
E Ljungberg MRI with ZTE; Quick, Quiet, Quantitative
Figure 5.10: Quantitative maps in sagittal slices from the 7T experiment, comparing
the results from RUFIS and SPGR at both ±15.6 and ±31.2kHz readout
bandwidths.
Quantitative Cross Field comparison
Using the whole brain white and gray matter masks from the FreeSurfer segmentation, T1
histograms were calculated for RUFIS and SPGR across the three field strengths, figure
5.11. Comparing RUFIS and SPGR across field strengths showed an increasing in the
difference between the sequences at higher field strength, although this difference was
reduced when the bandwidth was increased at 7T. There was also a clear broadening in
the T1 histograms for both sequences with higher field strength.
Comparing T1 histograms across field strengths for each sequence showed a clear in-
crease in T1 with field strength for both RUFIS and SPGR (figure 5.12), as predicted
by the theory. At 7T, increasing the bandwidth resulted in increased T1 for RUFIS but
decreased T1 with SPGR.
Figure 5.11: Comparison of T1 histograms between RUFIS and SPGR across field
strengths.
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Figure 5.12: Comparison of T1 histograms across field strengths for RUFIS and
SPGR in white matter (top) and gray matter (bottom).
Figure 5.13: Change in T1 with field strength for within isolated ROIs for (a) RUFIS
and (b) SPGR. 7T data point is the 15.6 kHz data.
Studying T1 values from individual ROIs (figure 5.13) showed similar patterns between
RUFIS and SPGR. For all ROIs, there was a clear increase in T1 between 1.5T and 3T
and again between 3T and 7T. The measured T1 values followed the pattern of predicted
change in T1 described by the model of Bottomley et al., however SPGR produced higher
T1 than the theoretical model in both WM and GM, while RUFIS produced higher T1 in
WM but lower in GM [191]. T1 values obtain at the three different field strengths in the
present are similar to those obtain in previous studies, as shown in table 5.2.
Histograms of the fit residuals (RMSE) from cerebral white matter, shown in figure
5.14, display distinct differences in patterns between RUFIS and SPGR. With RUFIS, the
RMSE was lowest at 3T and highest at 1.5T. High RMSE at low field is indicative of
low SNR, as expected. With higher field strength, the SNR increases and the residuals
decrease. Higher RMSE at 7T compared to 3T could indicate that the model does not fit
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Table 5.2: T1 values in white matter (WM) and (GM) obtained from the current
study and compared to previous studies. (Abbreviations, LL: Look-Locker, IR:
Inversion Recovery)
Sequence B0 [T] WM GM Ref.
RUFIS 1.5 0.72± 0.01 0.98± 0.02 This study
SPGR 1.5 0.78± 0.01 1.12± 0.01 This study
LL 1.5 0.656± 0.16 1.188± 0.069 Rooney et al. [14]
MPRAGE 1.5 0.650± 30 1.197± 0.135 Wright et al. [30]
IR 1.5 0.884± 0.05 1.124± 0.05 Stanisz et al. [34]
RUFIS 3 0.98± 0.02 1.32± 0.01 This study
SPGR 3 1.119± 0.002 1.670± 0.004 This study
MPRAGE 3 0.840± 0.05 1.607± 0.112 Wright et al. [30]
IR 3 1.084± 0.045 1.820± 0.045 Stanisz et al. [34]
RUFIS 7 1.44± 0.05 2.13± 0.08 This study
SPGR 7 1.61± 0.04 2.46± 0.06 This study
LL 7 1.22± 0.036 2.132± 0.103 Rooney et al. [14]
MPRAGE 7 1.130± 0.100 1.939± 0.150 Wright et al. [30]
SPGR 7 1.256± 0.089 1.867± 0.164 Olsson et al. [197]
IR-EPI 7 1.253± 0.082 1.928± 0.158 Olsson et al. [197]
the data well, i.e. that there are other factors affecting the measurement besides T1. For
SPGR, however, the central peak of the RMSE plots overlap for 1.5T, 3T and the 15.6
kHz acquisition at 7T.
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Figure 5.14: Comparison of residual histograms across field strengths for (a) RUFIS
and (b) SPGR calculated within the cerebral WM mask.
B1 and Off-Resonance Artefacts
Higher field strength results in larger off-resonance artefacts, as shown in figure 5.15, where
off-resonance artefacts appear stronger around the sinues at 7T than 1.5T. Similarly, B1
inhomogeneity increases with field strength, both on the transmit and receive side. Maps
of the B+1 field acquired at 3T and 7T (figure 5.16a) show substantially larger B
+
1 variation
at 7T compared to 3T. At 7T, the effective flip angle is between 50% to 150% of the
prescribed. For the ±15kHz RUFIS acquisition, this means that the lowest flip angle
varied between 0.25° and 1.5°, while the highest flip angle varied between 4° and 12°. This
should be compared to the Ernst angle which, at the given TR=2.4ms and T1 measured
in WM at 7T T1=1.44s, was αE =3.3°, i.e. the range of flip angles covered both sides of
the Ernst angle.
The B−1 field is also more inhomogeneous at 7T, as seen in the low flip angle images at
each field strength, figure 5.16b. The two fields produce a compound effect in the images,
but since two different coils are used for transmit (2 channel) and receive (32 channels),
the effect of the two can be seen separately in some regions of the data. This is especially
evident around the skull, where areas close to coil elements are brighter than other areas
(figure 5.16b).
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Figure 5.15: Off resonance effects with increasing bandwidth seen around the sinuses
(white arrow) on the raw low flip angle images at each field strength. By
doubling the bandwidth at 7T to 31.2 kHz, the artefact is reduced.
Figure 5.16: B1 inhomogeneity increase at higher field strength, both on the trans-
mit and receive side. (a) B+1 maps acquired at 3T and 7T, showing sub-
stantially higher B+1 variation at 7T. (b) Low flip angle RUFIS images at all
three field strengths showing the compound effect of B+1 and B
−
1 . The effect
of B−1 is most clearly seen around the skull where there are localised areas of
higher signal, which are strong at 7T but almost non-existant at 1.5T.
5.3.4 Discussion
T1 Across Field Strengths
This study demonstrated that RUFIS VFA T1 mapping can be successfully implemented
across field strengths (1.5, 3, and 7T), making it the first cross field strength study using
RUFIS. Qualitatively, T1 maps from RUFIS were of similar quality to those from SPGR
at all field strengths. Quantitatively, the T1 histogram results were similar to those in the
T1 mapping study presented in chapter 4, with lower T1 in GM with RUFIS compared
to SPGR. The results from the this study agree with the literature showing increase in
T1 with field strength, table 5.2 [191, 192, 14, 30]. In figure 5.13, T1 values from this
study are compared to the model presented by Bottomley et al., showing a very similar
pattern in the increase of T1, but with global offsets [191]. In the study by Rooney et al.,
the width of whole brain T1 histograms were shown to increase at higher field strength,
which was also observed in the current study, see figure 5.12. These results align with the
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theoretical model for T1 presented in this chapter, which shows larger difference in T1 with
field strength, figure 5.2a.
The T1 values measured with RUFIS and SPGR increased across field strengths as
expected, but there were clear differences between the techniques. One potential cause of
this is magnetisation transfer (MT) effects, which are driven by RF irradiation, and are
therefore proportional to the B+1 field. In this study, the peak B1 was kept approximately
constant across field strengths, i.e. the same pulse width was used to obtain the same flip
angles. The saturation of the bound pool would thus be equivalent across field strengths,
and with all other parameters constant, the MT effect would not change. However, T1 of
both the free and bound pool change with field strength, as shown in the theory section,
which will affect the MT effect [198]. Duvvuri et al. observed a 26% change in MTR
between 1.5T and 4T, believed to be driven mainly by changes in T1, although this was
not proved in the study [199]. The difference in T1 across field strengths in this study is
mainly observed in WM, which has a much higher macromolecular content than GM, and
thus expected to produce a stronger MT effect. A recent study by Teixeira et al. found
that quantitative T1 estimates obtained with SPGR VFA were decreased with increasing
B+1 as a result of MT effects [69]. Further work is needed to investigate these effects more
fully.
Another effect that can drive differences in T1 is insufficient spoiling. In a study by
Olsson et al., where VFA T1 mapping was performed at 7T, spoiling errors were observed
for the highest flip angles in areas with B+1 efficiency >1 [197]. Insufficient spoiling could
thus potentially contribute to the spatial profile of the residual maps at 7T which resembles
the patterns of the B+1 map. At 3T, there is a similar pattern in the SPGR residuals,
although not as strong. At 1.5T the residuals appear as uniform noise for both RUFIS
and SPGR, indicating that neither spoiling nor MT effects are resulting in poor fit to the
signal equation.
In chapter 4, where T1 mapping using VFA was compared between RUFIS and SPGR
at 3T, the two techniques showed good agreement in WM but the RUFIS T1 estimates
were lower in GM. In this study, the T1 estimates from RUFIS where consistently lower
than SPGR, although at 3T, the difference in T1 was larger in GM than in WM. The
discrepancy to the results in chapter 4 could have multiple explanations. First, looking
at the data from 1.5T, the correspondence between RUFIS and SGPR was good in WM,
but with lower T1 from RUFIS in GM, similar to chapter 4. At 1.5T, variations in the
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B+1 field are assumed to be negligible and thus no correction was made. At 3T, where the
same B+1 correction was applied to both techniques, a longer T1 was measured in WM
with SPGR, suggesting that the differences could be driven by B+1 . The same pattern was
observed at 7T. Additionally, as discussed previously, potential MT effects are stronger
in WM than GM, and thus if MT effects are more dominant in RUFIS from higher peak
B1 and shorter TR, this would lead to decrease in T1 as observed here. Furthermore, the
RUFIS and SPGR protocols used in this study at 3T are not the same as those used in
chapter 4 (different TR and flip angles), which is known to produce different T1 values [69].
In conclusion, it is likely that the difference between RUFIS and SPGR in this chapter,
and the difference to the results in chapter 4, are driven by a combination of B+1 and MT
effects.
Change in T1 with Bandwidth at 7T
Increasing the readout bandwidth at 7T changed the T1 values for both RUFIS and SPGR,
but in opposite directions, resulting in almost perfect agreement between the two sequences.
The exact cause of this apparent change in T1 with bandwidth is not fully understood but
again, this could be due to MT or spoiling effects effects. When the bandwidth was changed
in the 7T experiment, both the bandwidth and flip angles were changed. Changing in flip
angles will change the RMS of the B+1 , thus affecting the MT effect, and changing the TR
will reduce the T1 recovery of bound pool, which again will affect the MT effect. Again,
further work is needed in order to fully understand the effects of MT in VFA RUFIS.
B1 Inhomogeneity
Translation of MRI techniques across field strengths require adjustments of acquisition pa-
rameters because of changes in the imaging environment at each field strength, including B1
inhomogeneity, off-resonance effects and change in relaxation times. For VFA T1 mapping,
the increased B1 inhomogeneity at high field is a major issue that has to be accounted for.
At 1.5 and 3T it is common to perform a two point measurement as this results in optimal
noise propagation into the T1 estimates [149]. With large B+1 inhomogeneity however, the
actual flip angles across the brain will deviate from the optimal scheme. In this study, this
was addressed at 7T by acquiring 5 flip angles from 0.5 up to the maximum permissible
flip angle given the readout bandwidth, in an attempt to achieve near optimal sampling
across the whole brain, or at least flip angles on both sides of the Ernst angle. Olsson
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et al. took an alternative approach where they mapped the Ernst angle across the brain,
estimated the median Ernst angle, and calculated the optimal pair of flip angles based on
this estimate [197]. They did however reduce the high flip angle from 23° to 16° to reduce
effects of incomplete spoiling.
The pattern in the B+1 map in figure 5.16a is similar to the pattern in the residuals
observed in the 7T RUFIS data, suggesting that the quality of the fit depends on the
flip angle. The scheme that was derived for the acquisition was based on 5 flip angles
distributed around the Ernst angle. In areas where the flip angle is higher than prescribed,
the lowest actual flip angle is much closer to the Ernst angle, thus reducing the dynamic
range of the measurement and leading to a poorer T1 fit. Similarly, in areas with flip angles
lower than prescribed, the highest flip angle will approach the Ernst angle and again the
dynamic range of the measurement is reduced, leading to a poorer fit of the data.
B1 inhomogeneity is not only an issue in terms of optimising acquisition parameters,
it also requires accurate mapping of the B+1 field for the T1 estimation, which can be
difficult at high field. In the current study, the Bloch-Siegert method was used for B+1
mapping [157]. Signal drop-out was observed in the temporal lobes, however, which re-
sulted in poorly quantified B+1 , which propagated into the T1 and PD maps. Further work
will implement the SIMBA technique at 7T.
SAR
At 7T, SAR is one of the main issues [200] and this was also noticed in the current study.
For both sequences, the SAR was not an issue at neither 1.5 nor 3T. However, at 7T, the
flip angles had to be interleaved (high-low-high-low) in order to avoid reaching the SAR
limit with both RUFIS and SPGR. High resolution VFA acquisition, with long acquisition
times, could therefore be difficult with RUFIS or SPGR at 7T due to SAR restrictions.
5.3.5 Conclusion
The VFA method is a highly efficient method for T1 mapping, with minimal deadtime in
the acquisition [59]. The technique is well suited for low field imaging, but at higher field
strengths (>1.5T), the B+1 inhomogeneity needs to be measured using a separate sequence,
as has been shown here. Incorporating such B+1 maps into the T1 fitting process can,
however, produce uniform T1 maps across field strengths, as demonstrated here.
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In summary, in the current study we have shown that RUFIS can be used for quanti-
tative T1 mapping at 1.5, 3, and 7T, and that the quantitative values follow theoretical
predictions of increased T1 with field strength.
5.4 Chapter Discussion and Conclusion
In this chapter, the utility of RUFIS for VFA T1 mapping across field strengths have
been demonstrated, building on the results at 3T in chapter 4. The unique constraints
on RUFIS for VFA T1 mapping related to the readout bandwidth was here shown to also
have an indirect field strength dependency. Common features of low and high field imaging
such as B1 inhomogeneity and chemical shift artefacts apply to RUFIS in the same way as
other sequences. The main difference with RUFIS, as discussed in previous chapters, is the
relation between bandwidth and flip angles. To reduce off-resonance effects at high field,
the readout bandwidth must be increased proportional to the change in field strength.
Since the bandwidth of the excitation pulse has to encompass the readout bandwidth, this
introduces a unique field strength constraint on the excitation flip angle with RUFIS. This
constraint results in lower maximum flip angles at high field, and thus a less optimal T1
mapping sampling scheme.
The RUFIS acquisition presents unique advantages and disadvantages at each field
strength which do not exist in Cartesian SPGR. At high field strength, the flip angle
in RUFIS is limited by both SAR and bandwidth constraints. Therefore, RUFIS might
not be optimal choice for T1 mapping with the VFA method at 7T. These issues are
further exacerbated by severe B+1 inhomogeneity. Magnetisation preparation methods such
as MP2RAGE might therefore be a better choice for T1 mapping at 7T [49, 201]. In
collaboration with my colleague Tobias Wood, I have previously shown an implementation
of the MP2RAGE formalism with a RUFIS readout with successful results at 3T [202].
Symms et al. have shown results at 7T, also using the MP2RAGE formalism with RUFIS,
but using two separate acquisition, with images showing excellent white and gray matter
contrast [203]. At low field strengths on the other hand, the flip angle constraints with
RUFIS are more relaxed, and given the low B1 inhomogeneity, the VFA method is a very
useful method for T1 mapping. It could even be consider that VFA T1 mapping could
replace conventional T1 weighted imaging, such as MP(2)RAGE, as VFA has very high
sampling efficiency. With low B1 inhomogeneity, synthetic T1 weighted images can easily
be generated from the T1 and PD maps [64].
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An advantage of RUFIS at all field strengths, but especially at 7T, is the silent readout.
Studies have reported that acoustic noise from the scanner is one of the most unpleasant
features of the 7T scan experience compared to being scanned at 1.5T [200]. Further
development and implementation of silent structural and functional imaging techniques at
7T would therefore directly benefit research subjects and patients.
Several theoretical corollaries describing the field strength dependency of RUFIS acqui-
sition parameters were presented in the beginning of this chapter. Some of these were vali-
dated in the present study, such as the linear increase in bandwidth to reduce off-resonance
effects. However, further work is required to experimentally validate the corollaries relating
SAR and acoustic noise, to the magnetic field strength.
In conclusion, RUFIS can be used across field strengths with results comparable to an
equivalent spoiled gradient echo acquisition. This motivates further applications at both
1.5 and 7T, such as T2 prepared RUFIS for quantitative imaging [204], T1 prepared RUFIS
for MP2RAGE imaging [202], and functional imaging using T2 prepared RUFIS [109] or
the closely related Looping Star sequence [115].
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Summary
In this chapter a multi-parametric sequence for quantitative T1 and T2 mapping withRUFIS is introduced. An adiabatic T2 preparation module is presented and it is demon-
strate how it can be integrated into the RUFIS sequence to obtain T2 weighted images.
Using a combination of inversion recovery and T2 preparation, a multi-contrast RUFIS
sequence for simultaneous T1 and T2 mapping is developed.
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6.1 Introduction
In this chapter, a modification of the Rotating Ultra-Fast Imaging Sequence (RUFIS) se-
quence for silent quantitative T1 and T2 mapping is presented. It was shown in previous
chapters, that RUFIS can be used for quantitative T1 mapping using the variable flip
angle (VFA) method. However, RUFIS can not produce T2 contrast, and therefore con-
trast preparation pulses are required. Previous studies have used T2 prepared RUFIS for
functional Magnetic Resonance Imaging (fMRI) studies [109] as well as for quantitative
imaging [205]. The work presented here is an extension, and deeper exploration, of the
work by Wiesinger et al. [115] to which I made contributions during the initial development.
The development of the multi-parametric RUFIS sequence, referred to here as MUPA,
is divided into three parts. First, an adiabatic T2 preparation pulse, the modified B1-
insensitive rotation (mBIR)4 pulse, is introduced and Bloch simulations are performed to
study the behaviour of this preparation pulse under different B0 and B+1 inhomogeneity
conditions. The mBIR4 pulse is then incorporated into the RUFIS sequence, in order to
demonstrate that it can produce T2 weighting in vivo. It is shown that the RUFIS acquisi-
tion inherently produces T1 contrast from the segment readout, and thus for quantitative
T2 mapping (rather than simple T2 weighting), information on T1 is also required. The
T2 prepared RUFIS sequence is therefore combined with an inversion recovery module in
order to quantify T1 and T2 simultaneously. The resulting MUPA sequence is evaluated
in a quantitative phantom and in a healthy volunteer.
6.2 T2 Contrast Using Magnetisation Preparation
To produce T2 contrast, the magnetisation has to decay in the transverse plane, which
typically is achieved with a spin echo sequence [20], from which images acquired at differ-
ent echo times can be used to quantify T2 [19]. To introduce T2 contrast into RUFIS, a
magnetisation preparation module is used to encode T2 contrast in the longitudinal mag-
netisation prior to the RUFIS readout [204]. This preparation approach can also be used to
introduce magnetisation transfer contrast [206], T1-weighting using inversion or saturation
recovery [207, 202], or diffusion weighting [110]. The following two sections will describe
two methods for producing T2 contrast using magnetisation preparation: a spin echo prepa-
ration using hard pulses, and an adiabatic T2 preparation module [208, 209, 210, 211].
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Figure 6.1: Examples of T2 preparation using (a) a spin echo and (b) the adiabatic
mBIR4 pulse. The inter pulse spacing ∆T which can be adjusted to change
the TE is indicated with red arrows, along with the resulting effective TE.
6.2.1 Spin Echo Preparation
T2 contrast preparation can be achieved using a spin echo module, figure 6.1a, comprising a
series of radio frequency (RF) pulses: 90x−(180y)n−(−90)x, i.e. the magnetisation is tipped
into the transverse plane and refocused by n 180° pulses (applied on an axis orthogonal to
the excitation pulse) and finally tipped back up along the longitudinal axis [212, 213, 214,
56]. The TE is controlled by changing the inter-pulse spacing ∆T , demonstrated for two
180° pulses in figure 6.1a. For long TEs, larger number of refocusing pulses can be used
together with the MLEV phase cycling scheme to reduce sensitivity to B0 variations [215].
The available magnetisation at the beginning of the RUFIS readout is then proportional
to the degree of T2 weighting achieved during the preparation module.
A preparation module using hard pulses enables short minimum echo time, and is
simple to model as the pulses can be considered to act instantaneously. However, this type
of T2 preparation is very sensitive to inhomogeneities in B0 and B+1 [211]. The robustness
of the preparation can be improved using adiabatic pulses, which will be described in the
next section.
6.2.2 The Adiabatic mBIR-4 Pulse
Adiabatic RF pulses have a time varying amplitude and phase, and therefore the effective
flip angle is not simply determined by the integral of the RF amplitude. In general,
adiabatic RF pulses can be designed to achieve a desired flip angle over a wide range of B+1
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and B0, thus improving the robustness of imaging experience in presence of experimental
imperfections [209]. In this work, the mBIR4 pulse is used for T2 preparation [208, 216],
which has previously been demonstrated at 3T [217, 218] and 7T [219, 220], as well as for
quantitative T2 mapping [221, 211, 222].
The mBIR4 pulse is a composite pulse, consisting of four adiabatic half-passage (AHP)
pulses [223], two forward (F-AHP) and two time-reversed (TR-AHP). The amplitude fB(t)
and frequency modulation fω(t) functions for the AHP are given by [224]





where 0 < t < 1, and (λ, β,A,∆ω) are design parameters. It is common to choose β =
tan−1(10), and λ = 10, which is also used here. The critical design parameters are therefore
A and ∆ω which control the peak B1 amplitude and frequency sweep respectively. The






An example of an mBIR4 T2 preparation pulse is shown in figure 6.1b, showing the
amplitude, phase and wrapped phase (angle). The first TR-AHP, segment A, performs a
90° nutation from the longitudinal axis to the transverse plane. A combined F-AHP and
TR-AHP, segment B, then acts as a refocusing pulse, followed by a F-AHP, segment C, to
tip up the magnetisation along the longitudinal axis again.
6.2.3 Pulse Design
Thorough optimisation of the design parameters of the mBIR4 pulse is outside the scope of
this thesis. Instead, the parameters determined by Nguyen et al. (A = 0.21G, ∆ω = 9kHz,
total duration of 10 ms without delays) are used in this work [211]. Nguyen et al. used
the mBIR4 pulse for multi-component T2 mapping at 3T using a spiral readout, which is
similar to the objective of this project. Bloch simulations were carried out to evaluate the
effective TE of the preparation pulse and to evaluate the B0 and B+1 1 profiles.
154
E Ljungberg MRI with ZTE; Quick, Quiet, Quantitative
Effective Echo Time
The TE of the mBIR4 pulse is set by changing the inter pulse spacing ∆T , as shown in
figure 6.1b. If the RF (sub-)pulses could be considered instantaneous then the TE of the
preparation would be TE = 2∆T . The mBIR pulse used in this work has a total duration
of 10ms (2.5+5+2.5 ms) which cannot be considered instantaneous, however, and therefore
the relaxation behaviour during the pulse has to be understood in order to determine the
effective TE [225].
The relaxation behaviour during the pulse was studied for a range of inter-pulse spacings
2∆T = 10 · 2i with i = 0..5, using Bloch simulations with 20 linearly spaced T2 values
from 10 to 200ms, assuming nominal B1 amplitude and no B0 error. The magnetisation at
the end of the mBIR4 pulse, i.e. the prepared magnetisation Mprep at a given ∆Ti, can be
modelled as
Mprep(∆Ti, T2) = a · e−2∆Ti/T2 · e−τeff/T2 = a · e−TEeff/T2 (6.4)
where τeff is the effective relaxation time in the transverse plane during the mBIR4 pulse,
and TEeff = 2∆Ti + τeff is the overall effective TE. Figure 6.2a shows the simulated
T2 prepared signal for each value of 2∆Ti, together with the best fit line to equation 6.4,
obtained using a non-linear fitting algorithm. The TEeff was then plotted against 2∆T ,
and a linear fit was calculated to find the slope and offset, shown in figure 6.2b. For the
10ms pulse used here, TEeff = 2∆T + 7.4ms, i.e. the effective echo time is, to a very good
approximation, the time from the middle of segment A to the middle of segment C, as
outlined in figure 6.1b.
B0 and B+1 Profiles
Using Bloch simulations, the behaviour of the CPMG and mBIR4 T2 preparation modules,
shown in figure 6.1, were simulated for T2=80 ms, B0 variation -500 Hz to 500 Hz, and
B+1 variation of 0.75-1.25 of the nominal value. (Details of the Bloch simulation can be
found in appendix D). The effective TE was set to 80 ms (longer than that shown in figure
6.1) in order to achieve T2 weighting similar to that typically used in vivo. Figure 6.3
shows the relative error in the prepared magnetisation, relative to preparation performed
on resonance with nominal B+1 , as a function of B0 and B
+
1 . These results clearly show
the high sensitivity to variation in B0 and B+1 of the CPMG preparation sequence and
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Figure 6.2: (a) Plot of prepared magnetisation (circles) for 6 different mBIR4 pulses
with different inter pulse spacing (in legend), and the best exponential fit to
equation 6.4 (solid line). (b) Effective TE as a function of 2∆T in ms.
Figure 6.3: Off-resonance and B+1 profiles of (a) the spin echo preparation and (b)
mBIR4 pulse at T2=80ms and TEeff = 80ms. The colour shows the relative
error of the prepared magnetisation at a given off-resonance frequency and
B+1 -error relative to the magnetisation on-resonance at nominal B
+
1 .
the improved robustness with the adiabatic mBIR4 pulse. Figure 6.4 shows additional
examples of the prepared magnetisation for different effective TEs, ranging from 10 to 200
ms. Longer TEs are more affected by off-resonance and B+1 effects than short TEs, which
appear very stable across the range of simulated B0 and B+1 .
The magnetisation evolution of the mBIR4 pulse, shown in figure 6.5, demonstrates the
behaviour of the magnetisation in the presence of B0 and B1 variations. At nominal B1
and on resonance, figure 6.5a, segment A puts the magnetisation in the transverse plane,
segment B brings it up along the longitudinal axis and back into the transverse plane, and
finally segment C puts it up back along the longitudinal axis again. At 250Hz off resonance,
figure 6.5b, segment A will produce negative longitudinal magnetisation, segment B will
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Figure 6.4: Curves showing the prepared magnetisation (dots) as a function of T2 for
11 different TEs, for combinations of three different off-resonance frequencies
and three values of B+1 error. Solid lines indicate the expected magnetisation
under nominal conditions. The results for the combination that is on-resonance
and with nominal B+1 are indicated with a red frame.
again bring it back up along longitudinal axis but will then generate positive longitudinal
magnetisation, and finally segment C will put it back along the longitudinal axis. If
the B1 efficiency is lower than the nominal B1, as shown in figure 6.5c, the behaviour
of the magnetisation remains very similar to figure 6.5a, with only minor changes in the
oscillations in each segment.
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Figure 6.5: The mBIR4 pulse creates a complex magnetisation evolution, which can
be partly understood by studying it under different conditions. Here the evolu-
tion is shown (a) on resonance and at nominal B1, (b) at 250Hz off resonance
(at nominal B1), and (c) on resonance but with 0.75 nominal B1.
T1 Sensitivity
Ideally, the T2 preparation pulse should only produce contrast proportional to T2, and not
be influenced by T1. To study the effect of T1 on the mBIR4 T2 preparation pulse, the
mBIR4 pulse was simulated for 100 linearly spaced T1 values between 0.5s to 3s and 100
linearly spaced T2 between 30ms and 200ms, with nominal B1 and on resonance. Four
different effective TEs were investigated: 40, 80, 160, and 320 ms. Figure 6.6 shows the
magnetisation following the T2 preparation pulse, and clearly indicates that (as desired)
there is no influence of T1 during the preparation.
Figure 6.6: Simulation of the mBIR4 pulse over a range of different T1 and T2,
demonstrating that the preparation produces weighting proportional to T2
and is not influenced by T1.
6.3 A T2 Prepared RUFIS Sequence
6.3.1 Introduction
In this section a T2 prepared RUFIS sequence using an adiabatic mBIR4 pulse will be
presented. The most basic layout of a T2 prepared RUFIS sequence is to apply the prepa-
ration, acquire a RUFIS segment, and then wait for T1 recovery, typically on the order
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of 1-3 seconds. This results in lengthy acquisition times, and it will be shown that the
acquisition can be accelerated using interleaved T2 preparation and RUFIS readouts.
A T2 prepared RUFIS acquisition will inherently produce T1 contrast from the readout,
as shown by the signal equations in chapter 3. This makes T2 prepared RUFIS different
from previous work using T2 prepared acquisitions for T2 mapping such as Nguyen et al.
who used the mBIR4 pulse together with a spiral readout for multi-component T2 map-
ping [211]. With a spiral acquisition, only a single excitation pulse is used followed by
a long readout, resulting in perfect T2 weighting, other than any T2 or T∗2 decay during
the readout. The influence of the T1 contamination in the RUFIS acquisition will here be
demonstrated through simulations and phantom experiments.
6.3.2 Pulse Sequence Design and Development
The mBIR4 T2 preparation pulse was implemented into the RUFIS sequence as a separate
and flexible preparation module. The time between segment A-B and B-C in the pulse
was set through a variable which could be changed during scanning to enable different TEs
to be acquired in the same run. After the mBIR4 pulse, a trapezoidal crusher gradient
with an area of 54mT s m−1 was applied to destroy any residual transverse magnetisation.
The rise time was increased and maximum amplitude of the crusher gradient reduced by
a factor of 5 relative to the minimum rise time (248µs to max amplitude) and maximum
amplitude (50µT m−1) to reduce the acoustic noise.
The T2 preparation was implemented as a multi TE acquisition consisting ofN repeated
T2 preparations and RUFIS readout pairs, followed by a recovery period, see figure 6.7.
Each RUFIS segment encoded the same part in k-space and data were stored as separate
"volumes", thus producing N volumes with different T2 contrasts. The TEs of the T2
preparations were varied to achieve different degrees of T2 weighting in each volume.
Figure 6.7: Schematic of the multi TE T2 prepared RUFIS pulse sequence. Each
RUFIS segment, except the first, is coupled with a T2 preparation module.
After the repeated T2 preparation and RUFIS readout, there is a wait period
for T1 recovery.
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Figure 6.8: Effect of the RUFIS readout on T2prepared RUFIS for different num-
ber of spokes in the readout, compared to pure single exponential T2 decay
(dashed line), as would be observed in a spin echo sequence. In (a), the curves
are shown on a linear scale, and in (b) on a logarithmic scale. With increas-
ing number of spokes, the RUFIS curves deviates more from the reference.
(Simulation parameters: TR=2ms, α =2°, T1=1000ms, T2=80ms)
6.3.3 Simulations
Single TE
A simulation framework, based on the analytical signal equation in chapter 3 was developed
to study the effect of a single RUFIS readout on the T2 weighting obtained from the
preparation module. T2 decay was simulated with TEs from 0 to 320 ms, with a T2 of
80ms. The effect of a single RUFIS readout was modelled using the signal equation from
chapter 3





where Mz(0) = exp(−TE/T2) and ξ = cosα · e−TR/T1 . Figure 6.8 shows the results of
the simulation, clearly demonstrating that with increasing number of spokes in the RUFIS
readout, the signal deviates further from the standard T2 decay signal. The RUFIS signal
appears to decay with a longer T2 with increasing number of spokes, which on a logarithmic
scale would appear as a different slope. However, in figure 6.8b where the T2 prepared
RUFIS signal is plotted on a logarithmic scale, it is seen that the signal can not be modelled
as a single exponential.
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Multiple TEs
The simulation framework was expanded to simulate interleaved T2 preparation and RU-
FIS readouts. With a single T2 preparation, the signal can be calculated with equation
(6.5). With multiple T2 preparations, the T2 preparation before segment i is applied to
the signal at the end of segment i− 1, i.e. spoke N
M iz(0) = e
−TEi/T2 ·M i−1z (N) (6.7)
where
M i−1z (N) = M
i−1
z (0) · ξN + (1− ξN ) ·Mz,SPGR. (6.8)
If the effect of the readout is ignored, the effective TE of segment i is the accumulated TE
of the preceding preparation modules as


















and this will thus be the TE assigned to volume i in a multi-TE T2 prepared RUFIS
acquisition.
Figure 6.9 shows simulation of an interleaved T2 prepared RUFIS acquisition, plotted
against the accumulated TE, with preparation periods of TR=10, 40, 80, 160 and 320ms.
With a single spoke readout, figure 6.9a, the T2 prepared RUFIS follows the reference spin
echo signal. With increasing number of spokes, the acquisition deviates more strongly from
the reference as expected due to T1 effects. In figure 6.9b, it is shown that the T2 prepared
RUFIS sequence is inherently sensitive to T1. Shorter T1 results in more longitudinal
recovery during the readout, and thus stronger deviation from the reference. However,
most importantly, as shown in figure 6.9c, the multi-TE T2 prepared RUFIS sequence does
remain sensitive to changes in T2.
6.3.4 Experiments
Amulti TE T2 prepared RUFIS experiment was performed on the EUROSPIN quantitative
test object [168] and a single healthy volunteer. The acquisition consisted of 5 RUFIS
readouts coupled with T2 preparation TEs: 0, 10, 20, 40 and 90ms, i.e. the first volume had
no T2 preparation. There was a 1.5s recovery period after the last RUFIS segment. The T2
preparation module consisted of a mBIR4 preparation pulse with the parameters outlined
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Figure 6.9: Example of the effects of interleaved T2 preparation and RUFIS read-
outs. The repeated excitation in the RUFIS readout produces both T1 and
T2 contrast. (a): Higher number of spokes increases the deviation from the
reference spin echo curve. (b): Shorter T1 results in more T1 recovery dur-
ing the RUFIS readout and larger deviation from the reference. (c) Signal
curves obtained with different T2. (Simulation parameters: TR=2ms, α =2°,
128 spokes per segment. T2=80ms when T1 is changed. T1=1s when T2 is
changed.)
in section 6.2.3. The RUFIS readout consisted of 384 spokes, α =2° and TR=1.6ms. The
field of view (FOV) was 192× 192× 192 mm3 with voxel size 1.2× 1.2× 1.2 mm3.
A 2D, multi slice multi-echo fast spin echo (FSE) was also acquired, for comparison to
the T2 prepared RUFIS, with acquisition parameters: 16 echoes, TE=10ms, 1.5s recovery
period, 1.5× 1.5 mm2 in-plane voxel size, and 3mm slices. All data were acquired on a GE
MR750 3T scanner using the body coil for RF transmission and a head only 32-channel
receive coil (Nova Medical). Acoustic noise from the RUFIS and FSE acquisitions were
measured using an MR safe microphone (Casella, CEL-495) placed inside the bore and
connected to a sound meter (Casella, CEL-63X).
In the volunteer data, two ROIs in were defined in posterior WM and putamen GM.
The size of the ROI was 3× 3× 3 voxels in the RUFIS data (volume 46.7cm3), and 3× 3
voxels in a single slice on the FSE data (60.7cm3).
Phantom Results
Figure 6.10 shows signal decay curves from the T2 prepared RUFIS in two different vials of
the EUROSPIN phantom. The two vials have similar T2 (≈90ms) but different T1 (464ms
and 623ms). The spin echo experiment, dashed curves, showed almost identical signal
curves for the two vials, as expected. With RUFIS, the vial with the shorter T1 shows less
apparent T2 decay, due to the increased T1 recovery. Plotting the curves on a logarithmic y-
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Figure 6.10: Signal curves from two vials in the EUROSPIN phantom with similar
T2 but different T1 plotted on (a) linear and (b) logarithmic scale. Solid
lines is data acquired with T2 prepared RUFIS and dashed lines is FSE. The
vial with shorter T1 shows greater T1 recovery and thus less apparent T2
decay.
axis shows the single exponential behaviour of the spin echo acquisition. While the RUFIS
acquisition shows a non-single exponential signal curve, this does not indicate multi T2
component decay but rather a complex combination of T1 and T2 relaxation. What does
show though is that the complex combination of T1 and T2 relaxation cannot be modelled
simply as an "effective TE" based on the number of spokes in the acquisition, as this would
appear as a straight line in figure 6.10b but with a different slope compared to the spin
echo acquisition.
The first volume in the RUFIS acquisition has an effective TE=0, because of both the
lack of T2 preparation and the zero echo time (ZTE) readout. In figure 6.10 the signal
curves from RUFIS and spin echo were normalised to their respective values at TE=10ms,
to aid direct comparison. On the logarithmic scale, the spin echo signal can be linearly
extrapolated back to zero, which clearly aligns with the RUFIS TE=0 point.
In Vivo Results
Similar contrast changes with TE were observed in vivo using the T2 weighted RUFIS and
spin echo brain acquisitions, figure 6.11. The TE=0ms RUFIS volume has very low soft
tissue contrast, as expected from an almost pure proton density (PD) weighted image. With
increasing accumulated TE, the T2 weighting in the RUFIS acquisition increases similarly
to the spin echo acquisition. At longer echo times (TE=70ms and above), it becomes clear
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Figure 6.11: In vivo brain images, comparing T2 prepared RUFIS at different effec-
tive TEs to fast spin echo (FSE) at the same TEs. Only axial slices shown
with FSE as data were collected in 2D slices. Image intensity was normalised
to 1 for the WM ROI in the TE=10ms image, the window levels are the same
for all slices.
that the RUFIS acquisition has lower T2 contrast than the spin echo, however, due to T1
contamination as demonstrated in the phantom experiment.
Signal curves from isolated WM and GM ROIs for RUFIS and FSE are shown in figure
6.12. Similarly to the simulations and phantom experiment, the signal curves from RUFIS
shows less apparent T2 decay and a non-single exponential signal decay. There is however
a clear difference in the observed T2 decay between WM and GM with T2 prepared RUFIS.
The in vivo results also demonstrate the B0 and B1 robustness of the mBIR4 pulse.
If present, B1 inhomogeneity would manifest as loss of T2 weighting around the edge of
the brain where the B1 efficiency is low, but here uniform contrast is observed across the
brain. The spatial variation of the signal inhomogeneity in the TE=0ms image (brighter
in spots around the skull) suggest that it is due to the receive profile of the coil, i.e. B−1 .
The acoustic noise measurements showed low acoustic noise with RUFIS, as reported
previously. Ambient background noise was 66dB(A), T2 prepared RUFIS 68dB(A), and
FSE measured 104dB(A).
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Figure 6.12: Signal curves from isolated WM and GM ROIs acquired with T2 pre-
pared RUFIS and FSE shown on (a) linear and (b) logarithmic scale. T1
contamination from the RUFIS readout results in less apparent T2 decay in
T2 prepared RUFIS. ROIs used are shown in (c)
6.3.5 Discussion
Using T2 preparation, images with T2 weighting can be acquired with RUFIS. The mBIR4
pulse provides a B0 and B1 robust T2 preparation, with inter-pulse spacing that easily can
be adjusted to change the effective TE. The RUFIS readout inherently produces T1 weight-
ing which contaminates the T2 weighting in the multi-TE T2 prepared RUFIS acquisition,
thus preventing direct quantitative T2 mapping.
For neuroimaging applications, the T1 contamination from the RUFIS readout results in
loss of contrast between WM and GM. White matter has shorter T2 than GM, resulting in
faster T2 decay, producing the desired, albeit weak, T2 contrast seen in the brain. However,
WM also has a shorter T1 than GM which results in a more T1 recovery during the RUFIS
readout, resulting in an increase in the signal relative to the case with pure T2 decay,
and thus reduced contrast to GM. For clinical purpose though, the most relevant contrast
is that between WM/GM and pathology, such as lesions in Multiple Sclerosis (MS). MS
lesions typically show up as hyperintense on T2 weighted images, i.e. they have a longer
T2 than the surrounding tissue. A T2 hyperintense MS lesion will appear hyperintense
also on a T2 prepared RUFIS image, however the overall contrast will also depend on
the T1 of the lesion [226, 227]. This is relevant as a proportion of T2 hyperintense MS
lesions will also appear hypointense on T1 weighted images, i.e. have a longer T1, and are
referred to as "black-holes". These lesions will therefore have stronger T2 contrast on a T2
weighted RUFIS acquisition due to reduced T1 recovery during the RUFIS readout, and
thus stronger pure T2 weighting.
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Because of the mixed T1 and T2 contrast described above, quantitative T2 mapping
with a T2 prepared RUFIS requires knowledge of T1 to account for T1 recovery during
the readout. The next section will describe a pulse sequence design which combines T2
prepared RUFIS with inversion recovery to simultaneously quantify T1 and T2.
6.4 Combined T1 and T2 Mapping with RUFIS
6.4.1 Introduction
To enable quantitative T2 mapping with RUFIS, knowledge of T1 is required. This can
be obtained through a separate experiment, such as a VFA acquisition described in chap-
ter 4, or T1 data collection can be combined in the same acquisition as the T2 mapping
experiment. The pulse sequence described in the previous section required a delay period
after the last RUFIS readout to allow for T1 recovery, similar to a spin echo acquisition.
This delay period can be used to acquire additional RUFIS segments with T1 contrast, in
a manner similar to a Look-Locker acquisition [228], adding T1 information without ex-
tending the total acquisition time [205]. If the recovery period is fully occupied by RUFIS
segments, the magnetisation will converge towards a steady state and thus the available
magnetisation for the T2 preparation will be lower than with free T1 recovery. The se-
quence combining T1 and T2 weighting with RUFIS is here referred to as MUPA. Figure
6.13 shows a schematic of the MUPA pulse sequence diagram outlining the sequence "mod-
ules", i.e. preparation pulses and ZTE readout segments. The first four RUFIS segments
(ZTE 1-4), will have variable different T1 contrast as the magnetisation approaches the
steady state. T2 preparation modules are then used to produce T2 contrast, acquired by
segment 5 and 6.
Similar approaches for integrated multi-contrast acquisitions using magnetisation prepa-
ration have been proposed previously. The method used here resembles the QuAntifica-
tion using an interleaved Look-Locker Acquisition Sequence with T2 preparation pulse
(QALAS) method, which utilises a rapid gradient echo (RAGE) readout with centre out
elliptical k-space ordering [62]. By acquiring the centre of k-space in the first excitation,
the T2-weighting is not affected by T1 recovery during the RAGE readout. Cao et al. used
contrast-prepared (mBIR4) RAGE at 7T to obtain T1, T2 and diffusion weighting [216].
The common principle of these approaches, and the method presented here, is to exploit
the, sometimes complex, combination of T1 recovery and T2 decay in an MR acquisition.
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Figure 6.13: Schematic of the proposed multi-contrast RUFIS acquisition (MUPA).
An inversion pulse (IR) is played out followed by a series of RUFIS segments
(RUFIS 1-4), similar to the Look-Locker method. T2 preparation modules
followed by RUFIS readouts are used to produce T2 contrast (RUFIS 5-6).
6.4.2 Purpose
To develop a pulse sequence which introduces controllable T1 preparation into a T2 pre-
pared RUFIS acquisition for combined T1 and T2 mapping. Different acquisition strategies
will be compared, and quantitative parameter mapping analysis methods will be described.
6.4.3 Pulse Sequence Design and Development
The T2 prepared RUFIS sequence was modified to include adiabatic inversion recovery
for T1 contrast, described in detail below. For rapid prototyping of different acquisition
protocols, the pulse sequence was modified to allow user input through a text file, specifying
the outline of the sequence (i.e. the order of the preparation and readout modules to be
used), example shown in table 6.1 corresponding to the layout in figure 6.13. Preparation
pulses and RUFIS readouts are treated as modules with two parameters: time and scale.
For preparation pulses, the time parameter sets the TI or TE. The scale parameter
controls the B1, providing a method for changing the excitation flip angle, as demonstrated
in table 6.1 where the second to last RUFIS segment has a flip angle scaled by 0.7.
T1 Preparation
An adiabatic inversion pulse, with Silver Hoult design, was used for T1 preparation [229].
The pulse has a total duration of 8.6ms and a peak B1 of 0.12G at nominal flip angle of
180°. Increasing the flip angle of an adiabatic inversion pulse will improve its adiabatic
performance, i.e. decreased sensitivity to B0 and B1 variation, and it is therefore common
to use a flip angle higher than the nominal one. Figure 6.14a shows the waveform of the
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Table 6.1: Example of what the file input to multi-contrast RUFIS sequence looks
like. Duration of preparation pulses are controled by the Time parameter, and











Figure 6.14: (a): Plot of the adiabatic inversion pulse with α = 180◦. The B0
and B1 profiles shown in (b) and (c) showed decreased sensitivity to off-
resonance and B1 variation with higher flip angle, at the cost of slightly
reduced inversion efficiency.
inversion pulse at nominal flip angle of 180°, together with the B0 and B1 profiles of the
inversion efficiency at 180° (figure 6.14b) and 250° (figure 6.14c). Increasing the flip angle
to 250° reduces the B0 and B1 sensitivity, at the expense of higher peak B1 and thus higher
specific absorption rate (SAR).
The adiabatic inversion pulse has a total duration of 8.6ms and can therefore not be
considered instantaneous, so T1 and T2 relaxation are expected during the pulse. The
relaxation behaviour during the pulse is modelled here as combined T1 and T2 relaxation
during effective times τ1 and τ2, making the inverted magnetisation M1 a function of T1
and T2, given initial magnetisation M0 as
M1(T1, T2) =
(
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Figure 6.15: Inversion efficiency as a function of T1 and T2 at nominal B1 and on
resonance for effective flip angle of (a) 180° and (b) 250°.
Using Bloch simulations, the effective T1 and T2 relaxation during inversion pulse were
simulated over 100 linearly spaced T1 values between 0.5s to 3s and 100 linearly spaced T2
values between 30ms and 200ms. The results of this simulation are shown in figure 6.15.
The simulated signal was then fitted to equation (6.10) using a non-linear least squares fit.
With a nominal flip angle of 180°, the effective relaxation delay parameters were τ1 = 4.4ms
and τ2 = 2.5ms with R2 = 0.9918. Increasing the flip angle to 250° resulted in τ1 = 2.9ms
and τ2 = 3ms with R2 = 1.0. With a higher peak B1 of the RF pulse, the magnetisation
spends a longer time in the transverse plane, resulting in more T2 decay, as indicated by
the increase in τ2.
The effective T1 and T2 relaxation during the inversion pulse is small, but it should be
included in the fitting procedure to produce accurate quantitative T1 and T2 estimates.
However, even though the efficiency of the inversion pulse is robust with change in B1, the
effective relaxation behaviour will change with B1, as evident from the change in τ1 and
τ2 between 180° and 250° effective flip angle. A change from 180° to 250° would require a
relative increase in B1 efficiency of 39% which is higher than expected at 3T. Nevertheless,
while the values of τ1 and τ2 only apply on resonance and at nominal B1, it is a good
approximation, for an effect that is already small.
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6.4.4 Quantitative Parameter Mapping Fitting Methods
Quantitative parameter fitting procedures for T1, T2 and PD mapping were developed
in Python. For rapid prototyping of different acquisition scheme, a semi iterative signal
equation was used, sacrificing speed for flexibility. The multi-parametric sequence can be
split up in separate modules, where the relationship between the initial and final mag-
netisation (M0/M1) can be described analytically. For the RUFIS segments, the final and
acquired magnetisation, given some initial magnetisation were calculated from equation
(6.5) and (6.8). T1 preparation, was modelled using equation (6.10), and T2 preparation
using equation (6.4). Off-resonance and B1 effects were ignored as the preparations use
adiabatic pulses and the hard pulses have low B0 sensitivity. Five loops of the sequence
were simulated to achieve steady state and only the magnetisation from the last loop was
used for the fitting. The whole signal evolution was used to simultaneously fit for T1 and
T2.
Calculation of the signal equation was accelerated using the jit decorator in Numba [230].
The fitting was performed using lmfit [231] with least squares optimisation using the Trust
Region method.
6.4.5 Sequence Optimisation
Optimisation of sequence acquisition parameters is a difficult process due to the large
search space of possible parameters, and the choice of cost function: should the sequence
be optimised for speed, signal to noise ratio (SNR) or SNR efficiency? In most cases, the
latter cost function is used, but there can still be many possible options. It was outside the
scope of this chapter to perform a thorough investigation of optimal acquisition parameters
for multi-parametric RUFIS, instead, guidelines for choosing appropriate parameters are
presented here.
T1 Contrast During Approach to Steady State
The transient approach towards the steady state from the RUFIS readouts after the inver-
sion pulse depends on the readout TR and the flip angle, as well as the T1 of the tissue of
interest. In chapter 3 it was shown that the magnetisation of spoke n in a RUFIS segment
can be described by
Mz(n) = M0 · ξn +Mz,spgr(1− ξn) (6.11)
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where M0 is the initial magnetisation, ξ = cosα · e−TR/T1 , and Mz,spgr the longitudinal
steady state magnetisation of an spoiled gradient echo (SPGR) acquisition. If the delays
between segments during the inversion recovery period are ignored, the approach to steady
state can be modelled as one long segment. Once steady state has been reached, acquiring
additional segments does not provide additional T1 information. Steady state can be
considered to be reached when ξn < ε, where ε is an arbitrary tolerance. The number of








Figure 6.16a shows how the value of ε influences on the number of spokes required to reach
steady state. Reducing the TR will reduce the amount of T1 recovery during the readout,
but it will also result in a faster readout. Figure 6.16b shows that reducing the TR always
leads to reduction in the total time it takes to reach steady state, even though it requires
more spokes. This can also be shown analytically by calculating the total time to steady
state from (6.12) as TR · n. Therefore, the TR should be minimised and the flip angle
maximised to reduce the time it takes to reach steady state.
In RUFIS, the TR is directly proportional to the bandwidth, and therefore the band-
width should be set as high as possible to reduce the TR. However, to achieve the highest
possible signal, the acquisition should also be performed at the Ernst angle, as this will
produce the highest steady state transverse magnetisation. Given the interaction of the
bandwidth and RF pulse width in RUFIS, the bandwidth must be limited to ensure that
the Ernst angle, or close to this, can be achieved.
A practical example is useful for gaining an appreciation of the likely range of the
acquisition parameters. From previous experiments, is has been found that the max-
imum flip angle at a bandwidth of ±7.8kHz is about 12°. To maintain homogeneous
excitation, the maximum flip angle must scale inversely with bandwidth, which means
that at ±15.6kHz, the maximum flip angle is 6°. A typical acquisition would use a FOV
of 200× 200× 200 mm3 and resolution of 1× 1× 1 mm3. With a readout bandwidth of
±15.6kHz, the TR is approximately TR ≈ 100 · 1/(2 · 15.6 · 103) = 3.2ms. Optimising
the acquisition for T1=1s yields an Ernst angle of 4.6°, which is below the maximum 6°.
Increasing the bandwidth to ±31.25kHz gives TR ≈ 1.6ms, and an Ernst angle of 3.2°
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Figure 6.16: Simulation of the transient approach to steady state. (a) Comparison
of different values of ε (T1=1s, TR=2ms) (b) Time required to reach steady
state with different TRs (T1=1s, ε=0.05). A shorter TR will, even though it
produces less T1 recovery, lead to a quicker approach to the steady state.
which is just beyond the maximum 3°. A good compromise for a 1mm3 protocol might
therefore be a readout bandwidth of ±32kHz and a flip angle of 3°.
Optimal T2 Contrast
In a typical spin echo experiment used for T2 mapping, a large number of TEs are used to
accurately capture the T2 decay [232]. Given a maximum desired TE, shorter TEs can be
acquired without additional acquisition time using repeated spin echoes. In a T2 prepared
RUFIS experiment on the other hand, each TE is acquired individually and therefore
the TE of the T2 preparation has to be tuned for optimal T2 quantification. Optimal
measurement for a single component T2 measurement consists of two echo times [233, 234].
While the existence of multiple T2 components in WM is well established [19], multi-
component T2 mapping requires a large number of echo times which is not feasible with
RUFIS. Therefore, despite the demonstration of multi-TE T2 imaging with RUFIS, the
discussion will be limited to optimisation of a single TE. Here, the optimisation method
presented by Shrager et al. will be used [235], ignoring the effects off T1 relaxation from
the RUFIS readout.
The optimal set of acquisition parameters in a T2 mapping experiment should minimise
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Table 6.2: Optimised TEs (TEopt) for single TE measurement of T2 in WM, GM
and both WM and GM, together with the T2 range used for the optimsiation
(T2,A to T2,B). Reference T2 at 3T values taken from Stanisz et al. [34]
Tissue T2,A [ms] T2,B [ms] TEopt [ms]
WM 59 79 75
GM 89 109 108
WM+GM 59 109 87
To find the set of TEs that minimize σ̄, Shrager et al. used linearised least squares anal-























where σ/M0 is the SNR of the acquisition, which does not depend on the TE. Finding the
optimal TEs is thus reduced to finding the set of τi which minimize g. Optimising the


















where τ∗i are the optimal sampling times. This optimisation problem can be expressed
in words as: find the set of tis which minimises the maximum of g over the range of T2s
of interest, i.e. minimise the maximum possible variance in the T2 estimate over a given
range.
In T2 mapping in the brain, white and gray matter are usually the tissues of interest.
The acquisition should therefore be optimised for T2,WM ≈ 70ms and/or T2,GM ≈ 100ms
(at 3T) [34]. With T2 prepared RUFIS, t1 = 0 corresponding to the RUFIS segment before
the T2 preparation. Here, the optimal TE for a single T2 preparation is calculated. Figure
6.17 shows maximum value of g2 for three different ranges of T2s: WM, GM, andWM+GM.
The T2 range for each tissue was set to T2±10 ms to account for normal variability and
partial volume effects. The optimal TEs, presented in table 6.2, were 75ms for WM, 108ms
for GM, and 87ms for WM and GM combined.
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Figure 6.17: Maximum value of g2 for different range of T2. The minimum of each
curve, indicated with vertical dashed line, is the optimum TE for the given
range of T2.
The theory presented by Shrager et al. assumes a spin echo acquisition, and does not
account for T1 saturation effects in RUFIS. The theory should therefore only be used to
provide guidance, and will not be directly applicable to multiple T2 preparations.
Another consideration for T2 quantification is the difference in SNR between the two
echo times. In a two point measurement, as described here, the two data points should
have equal SNR for optimal parameter quantification, as in the case for VFA T1 mapping
described earlier where the two flip angles were chosen to result in the same signal inten-
sity [149]. The same applies for T2 mapping as well [233]. This can either be achieved
through additional averaging, but in a combined sequence like MUPA, it would instead
be better to change the flip angles between the segments to balance the SNR. For the T2
quantification this results in a higher flip angle after the T2 preparation to balance the
SNR for the T2 decay.
6.4.6 Sequence Validation - Phantom Experiment
Phantom experiments were carried out to validate the sequence design and development,
by showing that change in acquisition parameters can be properly modelled and do not
change the quantitative results. In addition, the phantom experiment also allowed the
accuracy of MUPA to be compared to calibrated T1 and T2 values.
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Method
The quantitative EUROSPIN phantom was scanned on a GE 3T MR750 scanner using
the multi-parametric RUFIS sequence. Four different acquisition schemes were evaluated,
shown in figure 6.18. Scheme S.1 and S.2 were used to ensure that the TE can be changed
during the scan and to evaluate whether the inclusion of two T2 preparation periods im-
proves the quantification of T2. Scheme S.3 was designed test whether changing the flip
angle of the excitation RF pulse during the scan improves the T2 quantification, to balance
SNR as described in section 6.4.5. Finally, scheme S.4 was design to study the effect of
changing flip angle and addition of a third T2 preparation module.
Figure 6.18: Outline of the MUPA schemes used for the phantom experiment.
The experiment used the body coil for RF transmit and a 32 channel head coil (Nova
Medical) for receive. FOV=192× 192× 192 mm3, resolution=1.5× 1.5× 1.5 mm3, TR=2.3ms,
FA=2°, NEX=1.25, BW=±15.6kHz, 256 spokes per segment. Acquisition time was 4:47min
for scheme S.1, 5:47min for scheme S.2 and S.3, and 6:48 for scheme S.4. The acquisition
used the standard RUFIS k-space spoke trajectory.
Image reconstruction was performed offline in MATLAB, using the KB gridding method.
Coil sensitivity maps were generated from the 4th image (i.e. just before the T2 prepara-
tion), which has the highest SNR, using the method outlined in chapter 3 for self-calibrated
sensitivity maps. Individual coil images were linearly combined, weighted by the conjugate
of the coil sensitivity. The real part of the data was used for the fitting, to allow for the
negative signal amplitudes which can occur after the inversion pulse.
Results
The quantitative T1 and T2 results from the phantom experiment are presented in figure
6.19 and 6.20, compared to the calibrated T1 and T2 values for each vial, as provided by the
phantom manufacturer. Overall, the T1 and T2 values obtained with MUPA correspond
well to the calibrated phantom values. While there are some differences between the four
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protocols, it can be concluded that the sequence was successfully implemented and that
variations in the protocol are correctly accounted for in the fitting process.
In terms of T1 estimation, the four schemes perform almost identically, as seen in the
correlation and Bland-Altman plots. This is expected, since most of the T1 information
comes from the inversion recovery part of the sequence, which is unchanged between the
four protocols. The main difference is in the T2 measurements, where figure 6.20 shows
an improvement in T2 estimation (for the vial with the longest T2), with scheme S.3 and
S.4. The improvement between S.1 and S.4 appears marginal for T2 values in the range
expected in the brain, i.e. <200 ms, however, it could help with quantification of T2 in
regions with partial volume effects close to cerebrospinal fluid (CSF) spaces.
Discussion and Conclusion
The results from the phantom experiments show that the sequence implementation and
parameter fitting model both work as expected, and that the TE and flip angles can be
changed and correctly modelled in the parameter fitting. T1 accuracy remained the same
between the different protocols, as expected given equivalent sampling scheme after the
inversion pulse up until the T2 preparation. Accuracy in the T2 estimation was improved for
the vial with long T2 when two TEs were used, S.1 vs S.2, and using flip angle modulation
in the T2 part of the sequence, S.2 vs S.3. Adding in a third echo time, S.4, did improve
the fitting slightly, but at the expense of further increased acquisition time.
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Figure 6.19: Results from MUPA phantom experiment showing the estimated T1
and T2 values in each vial for the four different acquisition schemes. The
true T1 and T2 values were provided by the phantom manufacturer. Dashed
line is the identity line, i.e. a perfect 1 to 1 correspondence.
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Figure 6.20: Results from MUPA phantom experiment visualised as Bland-Altman
plots, showing the T1 and T2 estimation error in each vial for the four different
acquisition schemes. Solid line indicate the average difference and dashed
lines the 95% confidence interval (i.e. mean±1.96σ).
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6.4.7 Optimised Protocol - Phantom and In Vivo
After validating that the sequence and quantitative fitting methods worked as expected, a
second experiment was carried out with an optimised protocol.
Method
The EUROSPIN quantitative phantom and a single healthy volunteer were both scanned
on a GE MR750 3T scanner using the body coil for transmit and a 32 channel Nova head
receive coil. Two protocols were evaluated, a fast and a slow protocol. The following
parameters were common for both protocols: BW=±32kHz, FOV=200× 200× 200 mm3,
voxel size=1× 1× 1 mm3, TR=1.88ms, NEX=1.5. The T2 preparation TE was set to the
optimised value for WM and GM, TE=87 ms, as described in section 6.4.5. The number
of spokes required to reach steady state was calculated using equation 6.12 with ε = 0.02
which yields n = 1029 spokes. The flip angle was set to the Ernst angle given TR=1.88ms
and T1=1s, giving α =3.5° (RF pulse width 16µs).
The slow protocol was acquired with four segments after the inversion pulse, each with
256 spokes, for a total of 1024 spokes. The fast protocol was acquired with three segments
after the inversion, each with 384 spokes, for a total of 1152 spokes. Both protocols had
a single T2 preparation with TE=87ms, as the phantom experiments showed that the this
resulted in good T2 estimation for the range of T2 values expected in the brain, but also
to keep the acquisition time around 10 min. Total acquisition time was 11:04 and 8:48 min
for the slow and fast protocols, respectively.
A 2D multi-slice multi-echo spin echo acquisition was also acquired as a reference for
the T2 values. The acquisition was performed with TR=2s, TE=10ms, 16 echoes, 3 mm
slices with 3 mm gaps. Large gaps between slices were chosen to avoid slice "crosstalk"
effects from excitation of neighbouring slices [236]. Acquisition time was 4 min. Image
reconstruction of RUFIS data was performed offline in MATLAB using the same method
as in section 6.4.61.
Results
Figures 6.21 and 6.22 shows the reconstructed images for the healthy volunteer, from the
fast and slow MUPA protocols. The first images (TIx) show the expected change in T1
contrast from inversion to steady state. In both cases, the T2 weighted images are almost
1N.B. The file size of the raw data from the slow protocol was over 17 Gb, making reconstruction in
MATLAB cumbersome.
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iso-intense with little WM to GM contrast. The intensity in the T2 prepared image is a
mix of T1 and T2 contrast from adding T2 weighting to the initially T1 weighted image,
as well as T1 saturation from the RUFIS readout.
Figure 6.21: Reconstructed images from the slow MUPA protocol showing the 4 T1
weighted images following the inversion pulse (TI 1-4) and the T2 weighted
volume.
Figure 6.22: Reconstructed images from the fast MUPA protocol showing the 3 T1
weighted images following the inversion pulse (TI 1-3) and the T2 weighted
volume.
Quantitative T1 and T2 estimates of the phantom data shown in figure 6.23 showed
excellent correlation between the two protocols (figure 6.23A). T1 values deviated from the
calibrated values for long T1, figure 6.23B, similarly to the previous phantom experiments
(figure 6.19). The main difference between the protocols used here and that used in figure
6.19 is the excitation flip angle. Here, α =3.5° was used compared to α =2°. Higher flip
angles increase the effect of B1 variation and, indeed, the vials which shows the largest T1
variation are around the edge of the phantom setup, and would thus be more affected by
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Figure 6.23: Results from phantom experiment. Each vial is colour coded for com-
parison between T1 and T2 results. Top row showing T1 and bottom row T2.
(a) Comparison between the two protocols showing close to perfect agree-
ment. (b) Fast protocol compared to calibrated phantom values. (c) Fast
protocol with reduced B1 showing better correlation to the calibrated values.
Black dashed line indicate line of unity in all plots.
B1 variation. Running the fitting process with a simulated lower flip angle, here 0.9 ·3.5° =
3.15°, resulted in better agreement in T1 to the calibrated values, figure 6.23C. The T2
estimates showed a good correlation to the calibrated values, and appear to be unaffected
by the flip angle.
The quantitative T1, T2 and PD maps obtained from the in vivo data are shown in
figure 6.24, together with the T2 and PD map from the spin echo acquisition. The T1 map
showed good WM/GM contrast but the quantitative values were lower than expected, with
T1 around 650 in WM and 750 in GM, see table 6.3. The fast and slow protocol produced
slightly different values, but within the error of margin for each ROI. For both protocols,
the T1 estimate in CSF was very noisy, and the estimated T1 was very low for CSF at
around 1.2s. The MUPA T2 maps produced overall lower T2 values compared to the spin
echo reference data. With MUPA, T2 in WM was measured as 40ms, while the spin echo
acquisition gave a value of approximately 80ms, table 6.3. The MUPA PD maps showed
similar WM to GM contrast as the spin echo PD map. However PD estimates in CSF with
MUPA were abnormally low, with PD values lower than WM and GM.
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Figure 6.24: Quantitative T1, T2 and PD maps from the two MUPA experiments
and T2 map from the spin echo acquisition. There is a clear underestima-
tion in T2 with MUPA, and the proton density is also badly estimated with
apparent lower PD in CSF than WM and GM.
Table 6.3: ROI T1 and T2 values given as average values within ROI ±σ. (WM -
Frontal WM, GM - Caudate Nucleus, CSF - Lateral Ventricle)
T1 [ms] T2 [ms]
ROIs Slow Fast Slow Fast Spin Echo
WM 622± 64 658± 59 39± 7 40± 6 80± 3
GM 767± 111 761± 134 49± 8 47± 10 82± 4
CSF 1246± 295 1271± 429 393± 281 436± 876 1814± 52
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Discussion
In this section, an optimised MUPA protocol was evaluated in a quantitative phantom and
in vivo. Similarly to the previous phantom experiment, good correlation to the calibrated
values was observed in the phantom. Despite this, the in vivo results showed discrepancies
relative to the reference T2 map obtained with spin echo acquisition, however. Estimated
T1 values in vivo were also lower than typical values expected in the brain. The estimated
PD map showed lower PD values in CSF compared to WM and GM, potentially indicating
an issue with the underlying model. Looking at the in vivo images in figure 6.21 and 6.22,
the signal in CSF is very low throughout the experiment which would make it difficult to
obtain a good fit to the signal model.
6.4.8 Discussion about Combined T1 and T2 Mapping
Using magnetisation preparation modules, namely adiabatic inversion and T2 preparation,
RUFIS can be used for quantitative T1 and T2 mapping. Through investigation of the
sequence design using Bloch simulations and phantom experiments, a new flexible pulse
sequence was designed with the capability of quantifying T1 and T2 in phantoms accurately.
Translation of the method to in vivo experiments, however, proved to be more challenging,
producing T1, T2, and PD values outside the expected ranges, with underestimated T1
and T2, and with lower PD in CSF than WM and GM. While these values appear to be
abnormal relative to conventional measurements, they are similar to those published in the
MR fingerprinting (MRF) literature. Recent work by Hilbert et al., studying the effects
of MT in MRF, for example, measured T2=35 ms in frontal WM, when MT effects were
not accounted for [237]. Including MT effects in the model increased the value to T2=47
ms, which is still significantly lower than their CPMG measurement of T2=74 ms. Hilbert
et al. also measured lower PD in CSF then WM and GM, but did not give any further
explanation to why this might occur. 3D MRF experiments by Ma et al. also reported
low T2 in WM (35 ms) [238]. Although MUPA is not a MRF method per se, there are
similarities in that it is a non-steady state sequence with little deadtime.
The parameter estimation in CSF was shown to be very poor with the proposed proto-
col, with underestimated T1, T2 and abnormally low PD in CSF. This is likely a result of
overall low SNR and small dynamic range of the signal in CSF. The in vivo images in figure
6.21 and 6.22 clearly shows that the signal in CSF is consistently very low, which would
make any parameter estimation very difficult. One approach, supported by unpublished
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results from our collaborators at GE Healthcare, is to acquire a purely PD weighted image
separately and use this as additional information in the fitting process. In particular, they
found that the PD estimation was more accurate when this additional acquisition was in-
cluded, and this also led to some improvement to the other quantitative maps. However,
they still observed lower than normal T2 values, as also observed here, suggesting that
there are still gaps in the model.
In the initial phantom experiments where MUPA schemes with multiple T2 preparations
were investigated, the improvement in T2 fitting was only observed in the long T2, and
therefore a single T2 preparation was used in the optimised in vivo experiment. Adding in
additional T2 preparations could potentially improve the T2 estimation in vivo as it adds
additional T2 information. The process for calculating the optimal TE presented previously
only applies to a single TE, and should therefore be extended to multi-TE acquisitions as
well as taking the T1 effects into account. Another aspect of the acquisition scheme is
that while sampling at the Ernst angle gives the highest acquired signal, it will result
in a lower steady-state longitudinal magnetisation, thus reducing the dynamic range of
the T1 recovery. Further work will focus on implementation of a Monte Carlo simulation
framework where different acquisition schemes can be evaluated with different levels of
added noise to find the optimal sampling scheme.
As discussed in chapter 2 in section Theories, Models, and Representations, a quantita-
tive measurement of T1 and T2 is based on a theory, a model and a signal representation.
Here, the same theory, model and signal representation is used in phantoms and in vivo,
and given that results in the latter have proved to be erroneous, it must be asked which part
of the measurement process is inaccurate or inappropriate. The theory used here is that the
spin dynamics are governed only by T1 and T2 relaxation, and that the signal is propor-
tional to the proton density. One effect that this theory ignores is magnetisation transfer,
which recent studies have shown to be non-negligible in steady state acquisitions [70]. This
simplified theory remains appropriate in the phantoms, since their macromolecular content
is very small, and thus MT effects are negligible, but is leads to incorrect values in vivo.
Including MT effects in the theory used here requires expanding the model, and modifying
the signal representation. Section 6.5 will outline a signal representation framework for
MUPA which incorporates MT effects.
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6.5 Simulating MT Effects in Multi-Contrast RUFIS
6.5.1 Introduction
Quantitative measurement of a given MR tissue parameter is inherently very difficult to
perform as the measurement will, to some degree, always be affected by other features of
the tissue as well. For instance, in a spin echo experiment, the signal is mainly T2 weighted,
but with a finite TR, there will also be T1 weighting, although this is typically ignored.
In chapter 2, the concept of Theories, Models, and Representations in quantitative MRI
was discussed, and in this chapter these concepts will be revisited to further investigate
the MUPA sequence.
The in vivo MUPA experiments presented in the previous section showed T2 values
that were below the expected range in WM and GM, and strongly deviating from T2
values obtained with the spin echo acquisition. This was in contrast to the phantom
experiments, where an almost perfect agreement was found between the T1 and T2 values
obtained with MUPA and the calibrated values. The phantom used in these experiments,
the EUROSPIN phantom [168], consists of a number of vials with doped agarose gels.
There is unfortunately limited documentation on the actual content of the vials, such as
agarose concentration and how exactly they are doped, but work from the authors who
initially created the phantom suggests that the agar content is in the range of 2-4% (i.e.
low) [239]. Low agar concentration means low macromolecular content, typically quantified
as the bound pool fraction F in the magnetisation transfer (MT) literature. Studies on
MT have shown that agar content of 2-4% results in F between 0.5-1% [240, 241], which
is much smaller than typical values for brain tissue which are F=14% for WM and F=6%
for GM [242]. This means that the MT effect in vivo is much larger than in the phantom,
and therefore MT is a possible candidate for the discrepancy in the quantitative values in
vivo.
Briefly, MT is an effect occurring in tissues with both free protons (i.e. water), with a
narrow absorption lineshape, and protons bound to macro molecules, with a wide absorp-
tion lineshape [182]; referred to as the two pool model. If a narrow bandwidth RF pulse is
applied off resonance with respect to the free water signal, it will not excite water protons,
but instead saturate the bound protons. Since the two pools are tightly coupled, they can
exchange magnetisation in both directions, i.e. saturated magnetisation will exchange from
the bound pool into the free pool, and unsaturated magnetisation will exchange from the
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free pool into the bound pool. This will lead to a partial saturation of the free pool, and
accelerated recovery of the bound pool magnetisation. The partial saturation effect can
then be measured by exciting the free water pool, and comparing the resulting signal to an
acquisition collected without applying the off resonance pulse. The difference is commonly
expressed as the magnetisation transfer ratio (MTR), and has been used extensively to
study brain pathology [243, 244, 245].
Even if off-resonance pulses are not explicitly included in an acquisition, MT effects
can still manifest in many different ways. In 2D multi-slice experiments, for instance, ex-
citation of one slice effectively acts as an off-resonance pulse on adjacent slices, potentially
introducing MT effects [236]. MT effects can also be produced by an on-resonance (ex-
citation) pulse, since the lineshape of the bound and free pool overlap. Recent work by
Teixeira et al. showed that quantitative T1 and T2 maps acquired with DESPOT1/2 [59]
are strongly influenced by MT effects from the excitation pulse [69]. The effect can be mit-
igated by using multi-band pulses to maintain a constant pulse power while changing the
excitation flip angle, thus maintaining the same level of saturation of the bound pool [69].
Work from the same group has also introduced simulation frameworks for modelling the ef-
fects of MT on quantitative measurements via the Bloch-McConnell equations, using either
the extended phase graph formalism [236] or, more recently, a steady state approach [70].
In the current work, the framework developed by Malik et al. will be used to model the
MT effects in T1 and T2 prepared RUFIS [70].
6.5.2 Purpose
To quantify the effects of magnetisation transfer (MT) on quantitative T1 and T2 estimates
obtained with MUPA.
6.5.3 Method
A Matrix Solution to the Bloch-McConnel Equations
The simulation framework presented by Malik et al. was adapted to include the mBIR4 T2
preparation pulse and the Silver-Hoult inversion pulse used in the MUPA experiments [70].
A brief description of the simulation framework and its implementation will be presented
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As previously mentioned, brain tissue can be modelled as being composed of two pools:
a free water pool (f) and a bound, or semi-solid, pool (b). To model the magnetisation
evolution, including exchange, the Bloch-McConnel (BM) equations, which are a combi-
nation of two different theories, can be used. The most fundamental description of the
magnetisation are the Bloch equation which can be used to model the magnetisation evo-
lution of a single component under the influence of T1 and T2 relaxation [13]. The Bloch
equations were modified by McConnell to also include exchange between two pools [246],
here between the free and bound pool.
In the model used in the framework presented by Malik et al., the bound pool is
further divided into two components: one with dipolar ordering, which gives rise to the
inhomogeneous magnetisation transfer (ihMT) effect [247]; and one without dipolar order-
ing. However, to produce the ihMT effect, off-resonance excitation is required, and as all
excitation is on-resonance for MUPA, the dipolar ordered pool is ignored in the following
simulations. Thus the magnetisation vector M has four components, three for the free
pool (Mfx ,Mfy ,Mfz ) and one for the bound pool M bz .
The BM model is composed of a set of differential equations which describes the effect
of an RF pulse on the system, modelling: nutation of the free pool, saturation of the bound
pool, relaxation, and exchange between the pools. Periods during which no RF is applied
are described in a similar way but without nutation or saturation. Malik et al. showed that
the evolution of the magnetisation vector can be described as a homogeneous differential
equation in matrix form as







The matrix A describes the effects of an applied B1 field, relaxation effects, and exchange,
according to the BM theory, while the matrix C describes the regrowth of the longitudinal
component from T1 recovery. If matrix A is constant over a short time period ∆t, i.e. for
constant B1, the magnetisation evolution can be described as
M̃(t+ ∆t) = exp( ˜A(t)∆t)M̃(T ). (6.18)
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The net effect of an RF pulse or delay of duration τ = N∆t can be described as






which can include time varying B1 fields as is necessary for modelling adiabatic RF pulses
for instance.
In an MR acquisition, it is common to have recurrent sequence elements, such as
identical RF pulses and delays of constant length. With this framework, simulation of an
MR acquisition can be reduced to calculation of a small number of X̃ matrices which are
repeatedly used. For the MUPA experiment, the following matrices are needed
• X̃T1: Effect of the inversion pulse
• X̃T2: Effect of the T2 preparation pulse
• X̃α: Effect of the excitation RF pulse
• ˜XTR: Effect of the TR, i.e. time between RF pulses
• ˜Xramp: Effect of the ramps between segments
• Φ = diag[0, 0, 1, 1]: Spoiling of the transverse magnetisation
Using these matrices, the dynamics of the whole MUPA sequence can be modelled through
repeated multiplication of the different X̃ matrices and the spoiling matrix with the mag-
netisation vector M .
Simulations
Simulations of the MUPA sequence were performed in MATLAB using the framework
described above. RF pulses were discretised with 2µs resolution. A tissue model based on
parameters from the internal capsule was used, with T1/T2 of the free pool of 650/80 ms
and a bound pool fraction of 14.7% [247]. A MUPA sequence was simulated for parameters
equivalent to the "fast protocol" in the in vivo experiment in the previous section. The
result of the simulation is a time series of the magnetisation at each time-point during the
acquisition. From this, the average transverse magnetisation within each RUFIS segment
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was calculated as a representation of the voxel value expected in an MRI experiment.
The simulation ran the MUPA sequence five times, in order to reach steady, with only
the results of the last loop stored. The fitting routine used for the in vivo experiment,
described in section 6.4.6, was then used to obtain T1, T2 and PD estimates from the
simulation.
In the MUPA acquisition, there are two types of RF pulses: adiabatic preparation
pulses (T1 and T2) and ultra-short hard excitation pulses. While there is expected to
be some MT effect from the preparation pulses, the most relevant effect here is from the
excitation pulses. To quantify this effect, the simulation was performed with excitation RF
pulse widths from 4 to 60 µs. The nominal pulse width for this flip angle would typically
be 16µs, this will therefore be the reference. For comparison purposes, the simulation was
also performed without MT effects included, which was achieved by setting the exchange
constant between the free and solid pool to 0.
6.5.4 Results
Figure 6.25 shows the magnetisation evolution of the MUPA sequence, from which several
key results can be observed. Firstly, figure 6.25a shows that the longitudinal magnetisation
of the free and bound pools evolve in a similar way during the acquisition, first being
inverted, recovering, and then being attenuated by the T2 preparation. In figure 6.25b,
the longitudinal magnetisation of the free pool is shown in the absence of MT, and under
the MT effect of three different RF pulse widths. When MT effects are included, the signal
from the free pool is decreased, with greater decrease for shorter pulse width, which can
be explained by the results in 6.25c, showing greater saturation of the bound pool with
shorter pulse width. The more the bound pool is saturated, the more the free pool will
be saturated through exchange with it. Shorter pulse width will thus lead to an overall
decrease in the free pool signal, as seen in 6.25b.
If MT is not included in the simulation, the MUPA fitting should produce T1 and
T2 estimation that are identical to the true values used in the simulation. Indeed, the
estimated values correspond well to the true values: T1=0.65s, T2=0.08s, PD=0.86 (i.e.
1-F). When MT is included, all parameters are underestimated, as shown in figure 6.26. As
the pulse width is increased, i.e. as MT effects are reduced, T1 and PD increase, with PD
appearing to asymptotically approach its true value while T1 appears to converge towards
a value which remains a large underestimation. T2 is consistently underestimated at all
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Figure 6.25: Results from MT simulation of the MUPA acquisition using the BM
theory. (a) Time evolution of the longitudinal magnetisation of the free
and bound pool with 16µs RF pulse width. (b) Evolution of the free pool
with different pulse widths, and without MT, showing signal reduction as the
pulse width is decreased. (c) Percentage signal change of the free pool (Mzf ,
top) and bound pool (Mzb, bottom) over 3 TRs, at t = 2s, as indicated by
the dashed line in (b), normalised to the first data point. With shorter pulse
widths, the bound pool saturation is greater, which in turn causes a reduction
in the signal of the free pool, as indicated by the lower signal amplitude of
the purple line.
Figure 6.26: Effects of MT on the MUPA parameter estimates showing the estimated
T1 (a), T2, (b) and PD (c). All quantitative parameters are consistently
underestimated. (Nom pw.: nominal pulse width)
pulse widths, only showing a small increase (i.e. trend towards the correct value) at short
pulse widths.
6.5.5 Conclusion and Discussion
Magnetisation transfer is expected to have a substantial effect on the quantitative pa-
rameter estimates in the MUPA experiment, as demonstrated here through simulations.
Simulations suggest that T1 and T2 will be consistently underestimated, which is consis-
tent with the results observed in vivo. These effect cannot be corrected for using simple
correction factors or functions, since the MT effect depends on the tissue composition and
would therefore have to be included into the fitting process. The signal representation
used here to model MT could be used for the curve fitting, however it is very compu-
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tationally demanding as the X̃ matrices have to be calculated for each combination of
parameters. The search space of parameters also increases when the bound pool fraction
F is included in addition to T1, T2, and PD. The BM model also requires parameters for
the exchange time between the different pools. This can be included in the fitting, as is
done in mcDESPOT [248], but will further increase the multi-dimensional search space and
is thus likely to reduce the quality of the fit. Alternatively, a fixed value for the exchange
rate between the two pools can be assumed, typically chosen as the expected value for
WM [237]. While this makes the fitting easier, it is an obvious simplification of the system
and limits the applicability of the technique to only healthy brain tissue.
6.6 Chapter Discussion and Conclusion
6.6.1 Silent T2 Mapping
The work presented in this chapter developed from the aim of performing silent T2 mapping
with RUFIS. Simulations and phantom experiments using a multi-TE RUFIS acquisition
demonstrated that T2 weighting can be obtained but that T1 will influence quantitative
measurements with RUFIS, and therefore a multi-contrast approach with combined T1 and
T2 mapping, MUPA, was developed. The MUPA sequence estimated T1 and T2 with high
accuracy in a quantitative phantom, but the results diverged from the expected values in
vivo. The variations observed here indicate that additional degrees of freedom need to be
taken into account, most likely MT.
However, variability between methods for quantitative parameter mapping is not un-
common and one of the major issues in qMRI [249]. The issue is well known in the
T1 mapping literature, where numerous commonly used methods produce different val-
ues [177]. T2 mapping on the other hand is most typically performed with spin echo
sequences, which reduces the variability. However, with steady state techniques such as
DESPOT2 [59], PLANET [250], and MRF [60, 237] there is variability in their quantitative
estimates. One explanation for variability between techniques could be that the models
and signal representations used are too simplistic. Important features of the acquisition,
such as spoiling errors and MT effects are commonly ignored as it is too difficult to model
properly. In some situations, it is enough to achieve high precision in the measurement
over a long period of time, such as in a longitudinal clinical trial. The accuracy, or bias,
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in the measurement only becomes relevant when the measurement is compared to other
techniques or other sites, which, eventually will be required if qMRI is to be used clinically.
While the MUPA sequence is the first realisation of quantitative T2 mapping with
RUFIS, Schulte et al. used a combination of spin echo and BURST-ZTE readouts for
silent T2 mapping (11.6dB(A) increase above ambient noise levels) [251]. They reported
T2 in WM of 65-75ms which corresponds well to literature values. The acquisition time
for a dual echo acquisition, with TE=89.7 and 179ms, at 1.7× 1.7× 1.7 mm3 isotropic
resolution was 11.5 min. Another approach to T2 mapping with reduced acoustic noise is
to use sinusoidal waveforms with a spin echo acquisition. Hennel demonstrated fast spin
echo imaging with up to 40dB(A) reduction in acoustic noise compared to standard a pulse
sequence with linear ramps [95].
6.6.2 MT Effects and Multi-Component T2 Relaxation
Magnetisation transfer effects were shown to affect the magnetistation evolution of the
free water pool in the MUPA experiments. Simulations showed that both T1 and T2 will
be underestimated if MT effects are not included in the fitting, consistent with what was
observed in the in vivo experiment. The phantom experiments on the other hand did not
show the same discrepancy, which is likely to be explained by the low macromolecular con-
tent in agarose gels used, highlighting the importance of in vivo evaluation of quantitative
methods. While phantoms are useful for initial validation of the pulse sequence, unless the
composition of the phantom is the same as brain tissue, it will not be a fully representa-
tive measurement. In addition, factors such as physiological noise, including motion and
fluctuations in B0 from breathing, and coil loading would also need to be accounted for to
achieve a realistic tissue phantom.
Further work on MUPA will include MT in the theory and signal representation to
achieve accurate and precise measurements of T1 and T2. To account for the MT effects,
there also needs to be enough information in the measurement to accurately estimate,
here, the bound pool fraction F. It is not known if the current schemes would support such
measurement, but additional MT information could be encoded by changing the width
of the excitation RF pulses while maintaining the same flip angle. Or, the scheme could
potentially be combined with interleaved off-resonance saturation, as in a standard MT
experiment.
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One aspect of T2 relaxometry that has yet not be discussed in this chapter is the multi-
component T2 relaxation that occurs, in particular, in white matter [19]. Water trapped
between the myelin bi-layers has a T2 ≈ 20ms, compared to the intra-extra cellular water
with T2 ≈ 80ms [19]. In a spin echo acquisition with a TE that is longer than the myelin
water T2, the influence of the short T2 component is low. With T2 prepared RUFIS on the
other hand, the RUFIS segment before the T2 preparation has an effective TE=0, and will
thus contain signal from the myelin water. The T2 weighted volume, with TE≈80ms will
have no contribution of the myelin water, thus resulting in an apparently fast decay of the
signal. This could lead to an underestimation of T2, however, simulations will be required
to verify this hypothesis. Related to this is the exchange between the myelin water and
intra-extra cellular water, similar to the exchange between the free and solid pool in the
Bloch-McConnel theory. The simulation framework used to model MT effects could be
reformulated to model both the bi-exponential T2 decay and the exchange between the
two water pools.
6.7 Publications and Contribution
6.7.1 Publications
This work has in part been published in
1. Wiesinger F, Ljungberg E, Engström M, Kaushik S, Wood T, Williams S, et al.
PSST. . . Parameter mapping Swift and SilenT. In: Proc Intl Soc Mag Reson Med
28. 2020. (Accepted)
2. Ljungberg E, Wood T, Solana AB, Burns B, Williams SCR, Wiesinger F, & Barker
GJ, (2019). Silent Multi-Contrast Neuroimaging. In ESMRMB 2019, 36th Annual
Scientific Meeting, Rotterdam, NL (p. S07.03). Rotterdam.
3. Ljungberg E, Burns B, Wood T, Kolind S, Wiesinger F, & Barker GJ, (2019).
Rapid, multi-TE, T2-prepared RUFIS for Silent T2-weighted imaging. In Proc. Intl.
Soc. Mag. Reson. Med 27 (p. 4571). Montreal.
4. Wiesinger F, Janich MA, Ljungberg E, Barker GJ, Solana AB. Silent, 3D MR
Parameter Mapping using Magnetization Prepared Zero TE. In: Proc Intl Soc Mag
Reson Med 26. Paris; 2018. p. 0061.
193
E Ljungberg MRI with ZTE; Quick, Quiet, Quantitative
6.7.2 Contribution
The original idea to combine T1 and T2 mapping came from Dr. Wiesinger and was pre-
sented at ISMRM 2018 [205]. I was co-author on this work and contributed to the abstract.
After the abstract I developed a PSD independently as well as the fitting method. Dr.
Brian Burns provided the pulse sequence code for the T2 preparation and MATLAB code
for designing the mBIR-4 T2 preparation pulse. Dr. Tobias Wood provided very helpful








7.2 The Spiral Phyllotaxis Trajectory 199
7.3 Translation and Rotation Correction in k-space 213
7.4 A Numerical Brain Phantom 215
7.5 Using 3D Phyllotaxis for Rotation Correction 216
7.6 Using 3D Phyllotaxis for Translation Correction 229
7.7 Rigid Body Motion Correction 232
7.8 Chapter Discussion and Conclusion 241
7.9 Publications and Contribution 245
Summary
In this chapter, a new k-space trajectory, the 3D spiral phyllotaxis trajectory, is in-troduced into RUFIS, to enable a self-navigated acquisition. A motion correction
framework built on volume co-registration in k-space is developed and verified through
simulations in a numerical brain phantom and in a MR experiment using a phantom.
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7.1 Introduction
7.1.1 Motion in MRI
Image acquisition in Magnetic Resonance Imaging (MRI) requires the object being imaged
to be static over the time scale of the acquisition to avoid image artefacts. Rapid imaging
techniques such as echo-planar imaging (EPI), used for functional MRI (fMRI), where
images are acquired in a few few seconds, can resolve some patient motion and correct for
motion between images in post processing [170]. High resolution structural image however
typically requires several minutes to acquire a single image, and thus subject motion during
this time will produce artefacts [252].
Motion artefacts manifest in different ways depending on the k-space sampling strategy.
Figure 7.1 shows a simple comparison of image artefacts produced by head motion in
an acquisition using the Rotating Ultra-Fast Imaging Sequence (RUFIS), compared to
Cartesian spoiled gradient echo (SPGR). In a Cartesian acquisition, motion manifests
mainly as ghosting artefacts in the phase encode direction, due to inconsistencies between
phase encoding steps. This is seen in figure 7.1d where the phase encode direction is left-
right. In radial imaging, the topic of this thesis, motion instead manifests as blurring and
streaking artefacts, as seen in figure 7.1b. With each spoke sampling the centre of k-space,
the low spatial frequencies are repeatedly sampled, resulting in averaging of the motion
during the acquisition, i.e. blurring. Radial imaging techniques are therefore considered to
be more motion robust, however details are still lost in the final image and thus ability to
visualise lesions, for example, is still reduced. Motion correction (MOCO) is therefore still
necessary for radial imaging to obtain uncorrupted, high resolution, images.
To reduce motion artefacts in MRI, numerous MOCO techniques have been devel-
oped [253], which can be divided into two general classes: prospective and retrospective.
In prospective MOCO, the data acquisition is constantly updated with a motion estimate
of the subject, in order to acquire and store data that are internally consistent despite
the motion, thereby minimising artifacts. In retrospective MOCO, motion corrupted data
are acquired and correction is performed in post processing. Both techniques requires
a method for estimating the motion of the subject, which will be discussed in the next
section.
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Figure 7.1: Comparison of motion artefacts using RUFIS, (a) and (b), and Carte-
sian spoiled gradient echo, (c) and (d). With RUFIS, streaking and blurring
artefacts are observed, while with SPGR, motion appear as ghosting artefacts
in the phase encode direction (left-right here). Participant was instructed to
move freely throughout the acquisition.
A complete review of MOCO techniques is outside the scope of this thesis. Instead,
an overview of the main types of methods available will be given and a more detailed
discussion will be devoted to methods that are relevant for MOCO in RUFIS.
7.1.2 Estimating Subject Motion in MRI
In order to correct for motion in an MRI experiment, the motion has to be measured.
Again, two categories of methods can be identified: external sensors, and methods using
data acquired by the MRI scanner. Both of these approaches will be described in this
section.
There is a range of external tracking devices that can be used for measuring subject
motion during MRI data acquisition. Subject motion can be measured using a camera
mounted outside the scanner [254], inside the bore [255], or inside the coil [256], typically
coupled with markers attached to the subject. Marker-less optical motion tracking system
have also recently been developed, utilising advanced surface registration methods [257].
Motion can also be estimated using active markers, effectively nuclear magnetic resonance
(NMR) probes, attached to the subject using a headband for instance [258]. The position
of the markers is measured using a rapid imaging sequence interleaved with data collection
for the main acquisition; see navigators echoes in the next section. A recent improvement
of active markers include the use wireless inductively coupled markers [259].
Methods that use MRI data for measuring motion are referred to as navigator based
methods. Navigator is a generic term for a quick acquisition, performed either 1D, 2D or
3D, to estimate the position of the subject, with processing occuring either in k-space [260,
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261, 262, 263] or image space [264, 265]. The advantage of using navigators is that motion
estimates are obtained directly fromMRI data, and thus no additional hardware is required.
Two types of navigators will be distinguished: navigator echoes, and self-navigation.
A navigator echo is an additional, short, acquisition inserted into the main imaging
sequence in order to estimate the subject position. In lung imaging, for instance, where
motion is mainly in the anterior-posterior (AP) direction, a 1D projection in the sagittal
plane is sufficient to estimate the position of the chest wall [105]. A popular technique using
2D navigators for prospective MOCO is PROMO (PROspective MOtion correction) [264],
in which three orthogonal 2D spiral navigator echoes are acquired in order to estimate
head motion. The technique was designed to be used in IR-SPGR or FSE acquisitions
where there is an inherent deadtime for T1 recovery, which leaves a window to acquire the
navigators without time penalty. For 3D navigators, spirals are again a commonly used
sampling scheme, as they offers rapid sampling of k-space [262, 266].
Self-navigated acquisitions reconstruct multiple low-resolution images from the data
acquired in the main acquisition (at n time points), taking advantage of pulse sequences
which include repeated sampling of the centre of k-space. The PROPELLER method
(Periodically Rotated Overlapping ParallEL Lines with Enhanced Reconstruction) acquires
strips of k-space consisting of a number of parallel lines sampling the whole of k-space in one
in-plane direction but with very restricted k-space coverage in the perpendicular direction.
These strips (or "blades") are centred on the centre of k-space and rotated throughout
the acquisition, like a propeller, to obtain full k-space coverage [263]. Motion parameters
can be estimated from each strip of k-space and corrected for during reconstruction of the
final, complete, data-set in order to obtain a motion free image.
Radial acquisitions lend themselves particularly well to self-navigation since the centre
of k-space is inherently repeatedly sampled [267, 268]. With full radial acquisitions (i.e. −kr
to +kr), 1D projections can be calculated and used for MOCO [267]. RUFIS, however,
acquires centre-out spokes (i.e. 0 to ±kr rather than a full acquisition) and thus a 1D
projection cannot be readily reconstructed for MOCO.
7.1.3 Self-Navigation with RUFIS
In this chapter, a new retrospective MOCO technique, using a self-navigated 3D radial
acquisitions with RUFIS is presented, hereafter referred to as MERLOT (Motion Elimi-
nation in Radial acquisition Leveraging Overlapping Trajectories). To achieve this, a new
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k-space trajectory, the 3D spiral phyllotaxis trajectory, is introduced which enables self-
navigated acquisition with RUFIS. The implementation details of the new trajectory will
be discussed, as well as the effects on the image quality. In vivo experiments will be used
to demonstrate how the acquisition can be used to obtain motion estimates from a high
resolution, single volume, acquisition.
The MOCO method proposed here is similar to that underlying PROPELLER [263]
in that it is a self-navigated acquisition, and thus the similarity in the naming. The
data acquisition however is more similar to spherical navigators [262], but instead of only
acquiring a single shell, a filled 3D k-space sphere is collected. Rigid body MOCO is,
also similar to PROPELLER, divided into rotation and translation estimation, both of
which are performed in k-space, as explained in section 7.3. Rotation correction is applied
directly to the k-space trajectory (avoiding re-sampling the data themselves) and correction
for translational motion is applied as a phase correction to the k-space data. The corrected
data can then be combined and the full, motion-corrected, image can be reconstructed. The
performance of MERLOT is demonstrated through simulations and phantom experiments
in section 7.7. Finally, limitations and potential future improvements are discussed.
7.2 The Spiral Phyllotaxis Trajectory
In this section, a new k-space trajectory, the spiral phyllotaxis is introduced. The term
phyllotaxis (Ancient greek: phýllon=leaf and táxis=arrangement) comes from the field of
botany, in which it refers to the geometric arrangement of leaves on plants. Two forms of
phyllotaxis exist: decussate, where the leaves grow in pairs on opposite side of a stem, as
commonly seen on flowers and trees; and spiral, where leaves and seeds are arranged in a
spiral pattern, found in plants such as sunflowers [269].
The spiral phyllotaxis observed in the head of the sunflower, or pine cones follows
a consistent pattern, example in figure 7.2 [269]. Vogel observed that the organisation
of branches (leafs or seeds) in spiral phyllotaxis follows two rules [270]. First, the angle
between subsequent branches is the same, i.e. a fixed angular increment. Secondly, each
new branch is placed at a constant fraction within the largest available gap. Given these
two conditions he showed that an angular increment of the golden angle αg = 137.5°
satisfies both of these criterion. See appendix E for further details about the golden angle
and its relation to the golden ratio.
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Figure 7.2: Spiral phyllotaxis arrangement of leaves. From Mitchison GJ. Phyl-
lotaxis and the Fibonacci Series. Science, 1977;196(4287):270–5. [269].
Reprinted with permission from AAAS.
The connection between arrangement of flower petals and k-space sampling in MRI
might not be obvious, but the two features of the phyllotaxis trajectory described by
Vogel makes it particularly useful for MRI applications [271]. Instead of leaves, consider
the distribution of spokes in a radial MR acquisition. The first feature, constant angular
increment, results in a simple pulse sequence implementation. Secondly, the fact that
new spokes will occupy the largest unfilled gap results in a more or less even distribution
of spokes, no matter the total number of spokes [271, 272]. Furthermore, any subset of
spokes during the acquisition also will form a uniform distribution of spokes, and thus
images can be reconstructed at different time points [272]. Radial acquisitions with the
golden angle are therefore commonly used for dynamic acquisitions such as heart [273] or
contrast enhanced imaging [274]. It should be noted here that there is a difference in golden
angle sampling between radial out (as in RUFIS), and full diameter spokes (as commonly
used in non-ZTE radial MRI). In full diameter sampling αg = 111.2°, while in centre-out
sampling αg = 137.5°, for more details the reader is referred to appendix E.
Distribution of radial spokes by the golden angle is straight forward in 2D (constant
angular increment of αg), but there is no direct analogy in 3D. Piccini et al. introduced a
3D spiral phyllotaxis over one hemisphere in spherical coordinates as [113]
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where φn and θn is the azimuthal and polar angle for each spoke. The azimuthal angle φn
is incremented by the golden angle for each sample, while the polar angle θn changes with
the square root of the ratio between the spoke number to the total number of spokes N .
The trajectory calculation can be generalised to cover a whole sphere as















N/2 , if n > N/2
(7.4c)
An alternative formulation of the 3D phyllotaxis trajectory was given by Swinbank and
Purser who proposed a cos−1 modulation of the polar angle [275], which results in a linear
z gradient trajectory1. With the square-root modulation used by Piccini et al., slightly
more time is spent around the equator in k-space.
Since only the spiral phyllotaxis trajectory is relevant for MRI k-space sampling, the
term spiral will be removed for brevity in the remainder of the chapter. The following sec-
tions will discuss the practical details of the implementation of such a phyllotaxis trajectory
with RUFIS, along with evaluation of the resulting image quality.
7.2.1 A New RUFIS k-space Trajectory
To implement the phyllotaxis trajectory in a 3D RUFIS acquisition, the trajectory is first
converted from polar coordinates to Cartesian coordinates. This is achieved through the
following transformation, where G is the maximum gradient amplitude
xn = G · sin θn · cosφn (7.5)
yn = G · sin θn · sinφn (7.6)
zn = G · cos θn. (7.7)
Given the large increment of the azimuthal angle between spokes (αg = 137.5◦), subsequent
spokes will spaced far apart, thus not producing a silent k-space trajectory. This is shown
in figure 7.3 where the phyllotaxis and standard trajectories are compared, showing the
1Swinbank et al. used a latitude/longitude coordinate system where θ = 0 is at the equator, instead of
along the z-axis as used here.
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Figure 7.3: Comparison of the standard trajectory (a,b) and phyllotaxis (c,d) for a
trajectory with 1000 spokes. In (a) and (c) the spoke distribution is visualised
as points. In (b) and (d), subsequent spokes are connected by lines, showing
a non-smooth path with the phyllotaxis trajectory. (The transparency of the
lines were reduced in (d) to better visualise the overlapping lines)
distribution of spokes as points (a,c) and subsequent spokes connected by lines (b,d).
When subsequent spokes are connect in the phyllotaxis trajectory, large steps are required,
resulting in a seemingly erratic trajectory.
To achieve smooth transitions between spokes, thus enabling silent acquisition, the
phyllotaxis trajectory needs to be sub-sampled by a factor k ∈ Fn where Fn is a number in
the Fibonacci sequence [113]2. The connection between the golden angle and the Fibonacci
numbers is not directly apparent, but in short, the angle ∆φ0 between the first and kth
spoke will be the smallest for spoke k = Fn, and ∆φ0 will scale by 1/gn [271, 272], see
appendix E for further details. The subsampled trajectory is referred to as an interleave,
corresponding to a full traverse through k-space from pole to pole. Therefore, sub-sampling
with a factor of k results in k interleaves, denoted as nint. Figure 7.4 show examples of
a phyllotaxis trajectory sub-sampled with k = (8, 13, 14). The distance between spokes is
smaller with k = 13 than k = 8, and the path of the interleave is shorter. With k = 14,
i.e. not a Fibonacci number, large steps appear in the trajectory which would result in a
non-silent acquisition.
To make the phyllotaxis k-space trajectory practically useful with RUFIS, the individ-
ual interleaves are acquired in sequence, resulting in a trajectory traversing k-space along
the z-axis nint times. Due to the limitation of using a segmented structure with equal
segment lengths in the implementation of RUFIS used here, each interleave is divided into
a whole number of segments which are acquired in order, shown in figure 7.5a. After all
segments in one interleave has been acquired, a full pass through k-space has been achieved
2The Fibonacci sequence is described by Fn = Fn−2 + Fn−1, ∀n > 1, where F0 = 0, F1 = 1.
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Figure 7.4: Phyllotaxis trajectory with 2000 spokes. (a) Spoke distribution as
points. Trajectory sub-sampled by factor (b) k = 8, (c) k = 13, and (d)
k = 14.
and a low-resolution navigator image can be reconstructed. The next interleave is then ac-
quired, which follows a similar trajectory, but rotated by αg. This is similar to a 2D radial
golden angle acquisition where each spoke fills the largest gap, but since this acquisition is
in 3D, the 2D spoke is now a 3D trajectory through k-space.
The requirement of having a whole number of segments per interleave, and Fn number
of interleaves puts practical limitations on the acquisition. If the total number of spokes in
the trajectory is Ntotal, the spokes per segment nsps, and number of segments per interleave
is nseg then it should hold that
Ntotal = nsps · nint · nseg where nint ∈ Fn, nsps, nseg ∈ N (7.8)
To satisfy these requirements the total number of spokes cannot be freely chosen, but
instead has to be a multiple of the relevant Fibonacci numbers. These restrictions which do
not exist in 2D golden angle acquisitions comes from the added dimension of 3D sampling.
Further investigation will look into how the trajectory design can be made more flexible,
but in this thesis the phyllotaxis trajectory will be designed given the requirements in (7.8).
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Figure 7.5: Description of interleaves and segments in the phyllotaxis trajectory. (a)
Each interleave consists of a few segments, here example shown with three seg-
ments, which are acquired in order. (b) As new interleaves are acquired, they
fill up current gaps in k-space. (c) After all interleaves have been acquired,
uniform sampling density has been achieved.
7.2.2 Impact on the Acoustic Noise
With the phyllotaxis trajectory, k-space is traversed from pole to pole multiple times to
enable reconstruction of separate interleaves. This results in larger updates in the gradient
amplitude between spokes, which in turn will impact the acoustic noise. In this section,
the acoustic noise produce by RUFIS with different 3D phyllotaxis trajectories is studied
and compared to the standard k-space trajectory.
Method
Acoustic noise measurements were performed on a 3T GE MR750, using an MR safe
microphone (Casella, CEL-495), mounted on a cylindrical phantom placed in the centre
of a 32-channel head coil (Nova Medical). The microphone was calibrated prior to the
measurements using the provided calibration unit. Measurements were taken for a period of
20s. The microphone was connected to a sound meter (Casella, CEL-63X) which performed
the processing of the sound recordings. The time period average A-weighted equivalent
continuous sound level (LAeq) as well as the A-weighted sound levels at 11 different octave
bands from 16Hz to 16kHz were recorded. To get an estimate of variations in sound
pressure over time, the LAfmax and LAfmin (max and min A-weighted sound pressure
levels at a fast sampling rate (0.125s)) were also recorded.
The RUFIS acquisition was set up with field of view (FOV)=192× 192× 192 mm3,
resolution=1× 1× 1 mm3, and flip angle=1°. The acquisition was performed at three
different bandwidths 7.8/15.6/3.12 kHz resulting in TRs=6.5/3.4/1.8ms. The standard k-
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Table 7.1: Trajectories used for the acoustic noise measurement comparing the stan-
dard trajectory Ts and the three phyllotaxis trajectories Tp,x, where x indicate
the number of interleaves. The total number of spokes were matched as closely
as possible.
Trajectory nint nseg nsps Ntotal
Ts - - 512 36864
Tp,21 21 4 440 36960
Tp,13 13 6 472 36816
Tp,8 8 10 460 36800
space trajectory with 36864 number of spokes was compared to three different phyllotaxis
trajectories with 21, 13, and 8 interleaves (nint), corresponding to different temporal res-
olutions, listed in table 7.1. The number of segments (nseg) per interleave was minimised
such that the number of spokes per segment (nsps) was less than the maximum of 512.
The total number of spokes for each of the phyllotaxis trajectories were matched as closely
as possible to the standard trajectory.
Results
The phyllotaxis trajectory produced a slight increase in the acoustic noise, compared to
the standard trajectory for all configurations and bandwidths, figure 7.6. Similar to the
acoustic noise measurements presented in chapter chapter 3, the noise levels increased
with higher bandwidth. An increase in acoustic noise was observed when the number
of interleaves was reduced, as expected since more interleaves will result in a smoother
trajectory as shown in figure 7.4. At ±31.5kHz bandwidth, the difference between the
standard trajectory and phyllotaxis with Nint = 8, i.e. the lowest number of interleaves
evaluated, was 14.7dB(A), suggesting that a higher number of interleaves should be used
to minimise the acoustic noise.
Studying the frequency profile of the acoustic noise produced by the phyllotaxis trajec-
tory, figure 7.7, shows a clear increase in the frequency bands between 1-8kHz, compared to
the standard trajectory. With decreasing number of interleaves, the profile stays roughly
the same but the overall amplitude across all bands >500Hz increase.
At the point in the trajectory where the spokes cross the equator, the gradient steps
in the x and y direction are the largest, and thus higher acoustic noise will be produced.
Figure 7.8a shows the difference in noise levels during the 20s measurement period. With
the standard trajectory, the difference was about 4dB(A) between LAfmax and LAfmin,
205
E Ljungberg MRI with ZTE; Quick, Quiet, Quantitative
Figure 7.6: Comparison of acoustic noise levels with phyllotaxis trajectories with dif-
ferent number of interleaves (nint) at different readout bandwidths, compared
to the standard trajectory and ambient background noise levels. Numbers in
bars show the LAeq sound pressure level in dB(A).
Figure 7.7: Comparison of frequency profile of produced by the phyllotaxis trajec-
tory with different number of interleaves (nint) at readout bandwidths of (a)
±7.8kHz, (b) ±15.6kHz, and (c) ±31.2kHz, compared to the standard trajec-
tory and background noise levels.
compared to the phyllotaxis trajectory, where 12.4dB(A) difference was observed with
Nint = 8 at ±31.2kHz. In general, bigger differences in sound levels were observed with
lower number of interleaves, as also shown in figure 7.6. This can be explained by studying
the magnitude of the gradient of the gradient waveform from a single interleave |∇Gint|
played out by the scanner, shown in figure 7.8b. Large |∇Gint| means large steps in
the gradient waveform, which would predict higher acoustic noise. As expected, |∇Gint|
reaches a maximum in the middle of the interleave, i.e. when the spokes cross the equator
in k-space. With fewer interleaves, the gradient steps in the angular direction are bigger
which produces larger |∇Gint|, and as a result higher acoustic noise as observed. These
results also shows that the gradient waveform steps along the z axis, i.e. the polar angle,
which will increase with larger number of interleaves, appear to be negligible in comparison
to the gradient steps in x and y, at least for the configurations evaluated here.
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Figure 7.8: (a) Difference between LAfmax and LAfmin during the measurement
period for the three phyllotaxis trajectories with different number of inter-
leaves (Nint) compared to the standard trajectory. (b) Magnitude of gradient
of the MR gradient waveform for one interleave from the three phyllotaxis
trajectories.
Discussion
Introducing the phyllotaxis trajectory in the RUFIS sequence was shown to affect the
acoustic noise levels and frequency profile. Higher number of interleaves produced lower
acoustic noise, since sub-sampling with a higher Fibonacci number results in smaller incre-
ments of the azimuthal angle between spokes, as shown in section 7.2.1. With a fixed total
number of spokes, a higher number of interleaves results in more passes through k-space
in the same time, and thus bigger gradient steps in z. However, the gradient steps in z
appear to be negligible compared to the steps in x and y from these measurements.
With nint = 21, the increase in LAeq compared to the standard trajectory was the
highest at 31.2kHz, 7.4dB(A) above ambient. However, the acquisition was still very quiet,
measuring only 71.1dB(A). The loudest acoustic noise was measured using the phyllotaxis
trajectory with nint = 8 at 31.2kHz, 78.4dB(A).
The requirement for using a large number of interleaves for low acoustic noise puts a
practical limitation on the phyllotaxis trajectory. For low resolution acquisitions, which
require fewer spokes, the phyllotaxis formulation will require large steps in the polar angle
in order to maintain small steps in the azimuthal angle, likely resulting in high acoustic
noise. In these situations, the standard trajectory formulation for a single interleave would
be better [112].
In conclusion, using the phyllotaxis trajectory increases the acoustic noise levels with
RUFIS slightly, but with a high number of interleaves, the increase can be minimised. For
all combinations presented here, the noise was below the threshold of 85dB(A).
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7.2.3 Point Spread Function and Effective Resolution
The point spread function (PSF) can be used to evaluate how the k-space sampling pattern
affects image resolution. Introduction of a new k-space sampling trajectory, the spiral
phyllotaxis, therefore warrants a study of the PSF. A simulation was performed, comparing
the phyllotaxis and standard k-space trajectories. An acquisition with N1 = 13312 and
N2 = 2 · N1 spokes, and 128 points per spoke with two-fold oversampling was simulated.
A simulated k-space dataset consisting of ones was reconstructed using the Kaiser-Bessel
method, from which 2D and 1D point spread functions were obtained.
Figure 7.9 shows a comparison of the PSF obtained from the phyllotaxis and the stan-
dard RUFIS trajectory. In the X/Y plane, both the phyllotaxis and standard trajectory
produce a relatively similar, radially symmetric, PSF, albeit with the phyllotaxis PSF dis-
playing less abrupt changes at the edge of the field of view. In the X/Z plane however, the
trajectories differ substantially.
The image resolution was defined as the full width half max (FWHM) of the PSF. This
is equivalent to the distance required between two point sources such that their intensity
profiles overlap where they are reduced to half the maximum intensity. The FWHM of the
PSF was narrower with phyllotaxis trajectory along X and Y but wider in Z compared to
the standard trajectory, as shown in table 7.2.
Table 7.2: Full Width Half Max (FWHM) of the point spread function obtained with
the phyllotaxis and standard trajectory along each axis.
Phyllotaxis Standard
Axis N=13312 N=26624 N=13312 N=26624
X 1.41 1.41 1.48 1.48
Y 1.41 1.41 1.48 1.48
Z 1.67 1.67 1.48 1.48
Each interleave in the phyllotaxis acquisition can be reconstructed as a low resolution
image, as it covers the whole k-space sphere, albeit in a heavily undersampled manner. A
phyllotaxis interleave with n spokes has a very different sampling pattern compared to an
acquisition with n spokes using the standard trajectory. Each interleave is essentially an
undersampled k-space trajectory, and the Nyquist sampling criterion will, by definition,
be violated to some extent.
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Figure 7.9: Point spread function in 1D and 2D using the phyllotaxis and standard
trajectories. The dashed white lines shows the nominal field of view, as the
RUFIS acquisition typically is twice oversampled.
The distance between neighbouring spokes provides an estimate of the degree to which
the Nyquist criterion is violated. To study this further, a simple simulation was performed
by generating a phyllotaxis trajectory with Nspk = π ·MAT 2 number of spokes, i.e. fully
sampled according to Nyquist, split up over Nint = 5 (undersampled) interleaves. A stan-
dard trajectory was then generated with Nspk/Nint number of spokes, which yields an
evenly undersampled trajectory. Figure 7.10a and b shows the phyllotaxis trajectory com-
pared to the standard trajectory. The phyllotaxis trajectory produces a sampling pattern
with sparse lines that are densely sampled, whereas the standard trajectory produces an
even undersampling across the whole domain.
Given two spokes r1 and r2, the angle θ between the two spokes can be calculated using
the dot product
r1 · r2 = |r1| · |r2| cos θ → θ = arccos(r1 · r2) (7.9)
The distance between the two spokes at the edge of k-space ∆k can be estimated using
the small angle approximation as ∆k ≈ Npts · θ. If ∆k̂ = ∆k/MAT/2 > 1 then the
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Figure 7.10: Comparison of the sampling density in k-space with the phyllotaxis and
standard trajectory. (a) Fully sampled trajectory with 2500 spokes, phyl-
lotaxis trajectory with 5 interleaves. (b) Undersampled trajectories with 500
spokes. Phyllotaxis is undersampled by taking one interleave, standard tra-
jectory by taking every 5th spoke. (c) Comparison of how much the Nyquist
criterion is violated with the two trajectories for the two closest spoke to
every spoke.
Nyquist criterion is violated, and the magnitude of ∆k̂ will indicate by how much. For the
phyllotaxis and standard trajectory, ∆k̂ was calculated for each spoke to its two nearest
neighbouring spokes, the result of which is shown in figure 7.10c. For each spoke in the
phyllotaxis trajectory, there is a pair of spokes which are almost at the same distance away.
The distance to these spokes changes during the trajectory, and in the middle, when data
are being collected around the equator in k-space, the spokes satisfy Nyquist, even though
the trajectory is undersampled by a factor of 5. For the standard trajectory, the distance
to the two closest spokes are overlapping lines with ∆k̂ = 2.256 ≈
√
5, as expected with
5 fold undersampling. These results can be related back to the 2D visualisations of the
PSF in figure 7.9, where the PSF in the X/Z is noticeably different between the standard
and phyllotaxis trajectory. With the phyllotaxis trajectory, the apparent FOV extends
left-right (i.e. in X) much further than the standard trajectory, due to the higher sampling
density around the k-space equator, as k-space sampling density corresponds to field of
view in the image domain. Practically, this suggests that the choice of scan-plane is more
relevant for an undersampled acquisition with the phyllotaxis trajectory compared to the
standard trajectory.
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7.2.4 Time Resolved Acquisition
The phyllotaxis trajectory with multiple interleaves enables multi-volume, time resolved,
acquisition with RUFIS, with each volume being sampled over a unique set of k-space
points. While each interleave, i.e. each sparsely sampled sphere in k-space, can be recon-
structed as a separate volume, all interleaves can also be jointly reconstructed to obtain
a single high resolution image. To demonstrate this, a RUFIS acquisition was performed
using a phyllotaxis trajectory with 21 interleaves, 6 segments per interleave, and 512 spokes
per segment, resulting in a total of 64512 spokes. Data were acquired with 1× 1× 1 mm3
isotropic resolution, 192× 192× 192 mm3 field of view, ±15.6kHz bandwidth, flip angle
of 4°. T1 preparation using an inversion pulse and inversion time of 400ms was used to
increase contrast between white and gray matter. Total acquisition time was 4:47min,
resulting in 14s per interleave. The data were reconstructed offline in MATLAB, using
Kaiser-Bessel gridding.
Reconstructing each interleave as a separate image produce severe streaking artefacts,
figure 7.11a, as expected from section 7.2.3. The images from the individual interleaves
appear superficially identical, but the streaking pattern is unique to each image. Recon-
structing the k-space data from all interleaves together produced a high resolution image
without streaking artefacts, figure 7.11b. These results demonstrate that the phyllotaxis
trajectory can, in principle, be used to collect data for a self-navigated RUFIS acquisition,
since if motion occurs during the scan, it can be detected in the individual interleaves.
Motion can then be corrected for before the data are combined to form the final image,
which is the core of the method presented in the remainder of this chapter.
It is also possible to visualise how the image quality gradually improves as additional
interleaves are acquired, as shown in figure 7.12. While the reconstructed resolution is the
same in all 21 images, the image quality increase and streaking artefacts are reduced as
more spokes are included in the acquisition. Given appropriate computing hardware, this
type of dynamic image quality enhancement could be achieved online on the scanner, and
combined with various image analysis techniques to determine when the image quality is
sufficient for radiological reporting or for image analysis [276].
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Figure 7.11: Example of time resolved ZTE acquisition where each interleave is re-
constructed individually (a) and then combined into a single high resolution
image (b).
Figure 7.12: Example of dynamic increase of image quality as additional data from
a phyllotaxis sampling scheme are included. The numbers in each image
indicate the number of interleaves used to reconstruct the image.
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7.3 Translation and Rotation Correction in k-space
7.3.1 Introduction
Rigid body motion in 3D can be described by a translation t̄ and rotation θ̄ using six
parameters (tx, ty, tz, θx, θy, θz). The goal of MOCO is to estimate these six parameters
from the data. Image based MOCO techniques typically employ registration algorithms
which estimate translation and rotation simultaneously [196, 171]. With k-space methods,
rotation and translation can be separated and corrected separately, as in PROPELLER,
for example [263]. This section outlines how motion affects k-space data, setting the stage
for development of the MOCO techniques used later.
To simplify the derivations in this chapter, a set of mathematical operators, listed in
table 7.3, will be used. To describe a MOCO experiment, the term motion state will
be used for an image acquired in a given position of the subject. In reality, motion is
continuous and a motion state will represent an average position during the acquisition
time, while in simulations, discrete motion states will be assumed for simplicity.
7.3.2 The Phase Correlation Algorithm for Estimating Translation
Translational motion during an MR acquisition can be observed as changes in the k-space
data, described by the Fourier shift theorem, which in 1D states that
f(x− x1)↔ F (ξ)e−iξx1 , (7.10)
which means that translation in image space appear as a linear phase gradient in k-space.
Similar to image domain based registration methods, an iterative algorithm could be used
to find the phase shift in k-space which best describes the motion, but it is also possible
to estimate this phase shift without iterative methods, using the phase correlation method
(PCM). The PCM is built on the Fourier shift theorem (7.10) and the cross-correlation
similarity metric, and has been used in the field of image processing [277, 278] and MRI
previously [279, 280, 281].
Consider a 1D example with two functions f(x) and g(x), where g(x) = f(x− x1) i.e.
a shifted version of f , and the goal is to estimate this shift. According to the Fourier shift
theorem in (7.10), the Fourier transform of g can therefore be expressed as
F (g(x)) = G(ξ) = F (ξ) · e−iξx1 . (7.11)
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Table 7.3: Mathematical notations used in this chapter.
Xrk Radial k-space data from motion state k
Xck Cartesian k-space data from motion state k
Yk Image for motion state k
Y Image reconstructed from combining all interleaves
tk K-space trajectory for motion state k
G(t) Gridding operator for trajectory t
F/F−1 Forward/Inverse fast Fourier transform
D(t, t0) Delauny interpolation from trajectory t to t0
δ̄ = (δx, δy, δz) Estimated translation of the object
θ̄ = (θz, θy, θz) Estimated rotation of the object
R(θ̄) Rotation matrix
H(δ̄) Phase shift operator for translation
The phase term can then be isolated as
Q =
F ∗(ξ) ·G(ξ)
|F (ξ)| · |G(ξ)|
=
F ∗(ξ) · F (ξ) · e−iξx1
|F (ξ)|2
= e−iξx1 . (7.12)
In the absence of noise or any other factor that will influence the phase, the shift x1 can
be estimated by the Fourier transform of Q. The same method applies to 3D applications,
as is the case in the methods described in the current work.
The main advantage of using PCM over iterative methods is that translation is es-
timated directly without multiple iterations being needed, which speeds up calculations.
However it should be noted that in a real MR acquisition there are other factors that
can influence the phase, and any phase variations between two volumes that are being
compared using PCM will influence the translation estimation. While this is could be a
concern, there is very little time for phase accumulation using RUFIS due to the ZTE
readout.
7.3.3 Rotation Correction in 3D Radial k-space
Rotation of an image manifests as an equivalent rotation of the magnitude data in k-
space [282, 263]. If the rotation is limited to 2D, it can be converted into a translation along
the polar angle of the magnitude k-space data, and the PCM can be used (in the same way
as for translation) to find the rotation angle. Rotations in 3D, however, cannot be expressed
as translations in spherical coordinates, so the PCM cannot be directly applied. Several
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approaches have been suggested to enable the use of PCM for rotations in 3D [283, 280],
motivated by the non-iterative nature of the algorithm.
Alternatively, the 3D rotation problem can be solved using an iterative technique, as
in conventional image registration approaches. Because of the equivalence of the rotation
in the two domains, such iterative algorithms can operate either in image space or on
magnitude k-space data. Previous studies have shown that rotation correction can be
performed in k-space. Pipe performed rotation correction in 2D with magnitude k-space
data, acquired with PROPELLER, and Welch et al. followed the same idea but with 3D
data acquired using spherical navigators [263, 262].
7.3.4 Combining Rotation and Translation Correction in k-space
The two previous sections have described methods for estimating rotation and translation
from k-space data. By combining these two methods, the PCM and iterative rotation
correction, rigid body image registration can be achieved [263]. The order in which rotation
and translation estimation are performed, however, are crucial for the technique to work.
First, rotation is estimated from magnitude k-space data. Since translational motion
is encoded in the phase of the k-space data, operating with magnitude data removes the
effect of translation, and thus rotations will always appear around the centre of k-space.
The estimated rotation is then used to correct the k-space trajectory, which is used to
grid the radial data for translation estimation using the PCM. The result of the PCM is a
phase correction matrix which can be used together with the corrected trajectory to obtain
a motion-free image.
7.4 A Numerical Brain Phantom
To develop and evaluate the MERLOT MOCO framework, the numerical BrainWeb T1
phantom [284, 285, 45], shown in figure 7.13, was used. RUFIS k-space sampling with
a given trajectory was simulated using the forward NUFFT function in BART [28], to
generate synthetic 3D radial k-space data. For simplicity, the effect of missing samples
in the centre of k-space, as described in chapter 3, was ignored. To simulate motion, the
phantom was rotated and translated before NUFFT sampling. Rotation was performed in
MATLAB using imrotate3 with cubic interpolation. Translation was achieved by shifting
the phantom an integer number of voxels.
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Figure 7.13: The Brainweb T1-weighted phantom used for the simulated MERLOT
MOCO experiments.
7.5 Using 3D Phyllotaxis for Rotation Correction
7.5.1 Introduction
This section outlines the implementation of rotation correction using an interleaved RUFIS
acquisition with a 3D phyllotaxis trajectory. The centre-out radial sampling strategy in
RUFIS results in spherical coverage in k-space, which is excellent for estimating rotation.
Previous studies have used single shot spherical, single shell, navigators for motion cor-
rection [262, 266, 286]. Self-navigated motion correction with RUFIS is similar to these
methods, but instead of collecting a spherical navigator, a full 3D acquisition is used with
multiple shells thus providing more data for rotation estimation, but with longer acquisition
time.
7.5.2 Quantifying Rotation
A key step in all registration algorithms is the interpolation step, where the moving data
are interpolated onto the grid of the fixed data in order to evaluate the cost function. In
RUFIS, k-space data are sampled along radial spokes on concentric spherical shells, and
k-space samples are therefore suitably described by spherical coordinates (r, θ, φ). Since
the spokes are straight, the polar (θ) and azimuthal (φ) angle is the same along the whole
spoke. Interpolation of data acquired with a given trajectory onto a common grid can
therefore be reduced to calculating an interpolation in a 2D space (θ, φ) and then apply
the same interpolation at each point along the spoke.
Previous studies using spherical navigators for motion correction have utilised the De-
launay triangulation as a linear interpolation method between a given trajectory tx and
a common grid t0 in spherical coordinates [262, 266]. The Delauany triangulation is a
commonly used method for interpolation of non-uniformly scattered data, and was chosen
instead of gridding as it provides a very efficient method for tri-linear interpolation [287].
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Briefly, the method creates a triangular grid where each data point is a vertex of a triangle,
and no other data point falls within the circumcircle of another triangle. To calculate the
interpolation of a new point p, the triangle within which the point falls is found, and then
the barycentric coordinates of the point inside the triangle are calculated. The interpo-
lated value is calculated as a linear combination of the values at the vertices, weighted by
the distance to each vertex, which is given by the barycentric coordinates. Further details
about the Delaunay interpolation can be found in appendix A.
An example of the triangulation over θ and φ from a single shell is shown in figure
7.14a. Around the poles (θ = 0 and θ = π) there are fewer sampling points and therefore
the convex hull of the triangulation (red line) does not cover the whole domain of φ =
[0, 2π], θ = [0, π]. This is problematic, as it does not allow data to be interpolate onto
points outside the convex hull. To address this, points are added in the missing corners
[(0, 0), (0, 2π), (π, 2π), (π, 0)], and assigned to the k-space value of the respective pole point.
Doing so, the triangulation is expanded to the full domain and any point on the sphere
can be interpolated, as shown in figure 7.14b.
(a) (b)
Figure 7.14: Example of a Delaunay triangulation for a single shell of a RUFIS
trajectory. (a) By default, the triangulation will not cover the full domain, as
indicated by the convex hull shown in red. (b) Adding in the missing points,
black markers, which are assigned the same value as the point acquired at
the pole, the triangulation covers the full spherical domain.
As discussed previously, rotation in image space results in an equivalent rotation in
k-space. Figure 7.15 shows two images, one image rotated by 20° relative to the other,
together with the corresponding k-space data, visualised on a single shell. It can clearly
be seen that the two k-space spheres are rotated relative to each other, in a manner that
directly corresponds to the rotation in image space.
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Figure 7.15: Rotation of an image results in an equivalent rotation in k-space, here
demonstrated by projecting the radial k-space data onto a sphere. The radius
used for the spherical projection is indicated with a white line in the radial
k-space data, an arbitrary choice but it shows the effect clearly.
To find the rotation between two radial k-space datasets, Xr1 and Xr2 , the following
cost function is minimised
E = 1−NC
(
|D1Xr1 |, |D2(θ̄)Xr2 |
)
(7.13)
where D1 = D(t1, t0) and D2 = D(R(θ̄)t2, t0), R(θ̄) rotates the trajectory points by θ̄, and








The normalised correlation is well suited as a cost function, as its value always ranges
between -1 and 1. The cost function E will thus cover the domain 0..2, where 0 indicates
perfect correlation between the two datasets. Other common choice of cost functions
are entropy [288] and the L2 norm [289]. In this work, the normalised correlation was
used as it has been used in previous studies for rotation correction of magnitude k-space
data [282, 263].
7.5.3 Implementation
The rotation correction framework was implemented in MATLAB (The Mathworks Inc.,
Natick, MA). All code was implemented using the base MATLAB library, which includes
the Delaunay triangulation algorithm. Equation (7.13) was solved using a constrained
non-linear solver, (fmincon), with the active-set optimiser algorithm, constrained to an
angular search range of -45°-45° along each axis. The default common grid for interpolation
consisted of 360 azimuthal and 180 polar grid points.
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7.5.4 Radially Symmetric Spokes
RUFIS data are collected as centre-out radial projections, and the trajectory is typically
designed such that there are no mirrored spokes, i.e. no spoke is paired with parallel spoke
projecting in the opposite direction from the centre of k-space. However, the magnitude
k-space data |S(kx, ky, kz)|, which is used for rotation correction, is symmetric in k-space
and thus the number of spokes can be doubled by mirroring each spoke. This can be shown
through a simple 1D proof. The power spectrum of a complex valued function f(x) ∈ C is




f∗(x)f(u+ x)dx = |F (u)|2 (7.15)
where F (u) is the Fourier transform of f(x). The autocorrelation function is an even
function, i.e. Rff (u) = Rff (−u), and thus, the magnitude of k-space data, which is the
square root of the power spectrum, is also an even function3. Therefore, for the purpose
of rotation correction, spokes can be directly mirrored to double the number of spokes and
thus increase the angular resolution of the data. The k-space coordinates of the mirrored
spokes are given by
θmirror = π − θ (7.16)
φmirror = π + φ. (7.17)
7.5.5 Quantifying the Accuracy of Rotation Correction
To evaluate the rotation correction technique, a measure of the accuracy of the technique
is required. Rotations in 3D around the (x, y, z) coordinate axes can be described by three




0 cos θ − sin θ
0 sin θ cos θ
 Ry(θ) =

cos θ 0 sin θ
0 1 0
− sin θ 0 cos θ
 Rz(θ) =

cos θ − sin θ 0




3This can be proved by making the substitution p = u+ x.
219
E Ljungberg MRI with ZTE; Quick, Quiet, Quantitative
A combined rotation around all three axes can be described by multiplication of the three
matrices as
R(θx, θy, θz) = Rx(θx) ·Ry(θy) ·Rz(θz). (7.19)
While there are multiple combinations of individual rotations which result in the same
final result, any rotation matrix can be decomposed into a single rotation θ around a unit
vector u, providing unique values which we can use when evaluating accuracy. Given a
rotation matrix R(θx, θy, θz), the vector u around which the rotation is performed is an
eigenvector of R, as it has to satisfy
Ru = u (7.20)
with corresponding eigenvalue λ = 1. The angle of rotation θ around u can be found by
applying R to a vector v orthogonal to u, and calculating the angle between Rv and v
using the dot product.
For the simulations performed in this chapter, motion is simulated by rotating the
phantom around a given axis by a certain angle. The result from the rotation correction
on the other hand is the three rotation angles θx, θy, θz, which gives a rotation matrix
Rest. To estimate the accuracy, the effective axis of rotation u and rotation angle θ were
calculated from Rest and compared to the true values. The angle between the estimated
and true rotation axis was calculated using the dot product.
7.5.6 Cost Function Characterisation
To design an effective optimisation algorithm for rotation correction, it is helpful to de-
velop an understanding of how the cost function behaves under different conditions and its
sensitivity to variation in the optimisation variables, here the rotation angles.
Methods
To find the rotation angle between two sets of k-space data, the optimisation algorithm
finds the value that minimises the cost function E. In image space, all voxels are typically
given equal weighting in the cost function evaluation. However, using k-space this is not
necessarily the optimal solution. In the reconstruction of radial k-space data, a density
compensation filter has to be applied to achieve even energy in k-space. It would therefore
seem appropriate to apply the same correction to k-space data for rotation correction.
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In practice, rotation correction will be applied to undersampled data which means that
the density of samples in the edge of k-space is lower than the Nyquist criterion. If MOCO
was being performed in image space, it would reasonable to apply a low-pass filter with
a cut-off around the radius for which the Nyquist criterion is satisfied. A similar cut-off
could therefore also be applied to the k-space. Note that with RUFIS, undersampling by




where nspokes is the number of spokes in the trajectory. Decreasing the radius of k-space
data used in the registration also has the additional advantage of reducing computation
time.
To study the effect on the cost function of applying density compensation and applying
a radial cut-off, a simulation was performed using radial k-space data generated from
the BrainWeb T1 phantom. A phyllotaxis trajectory was generated with 21 interleaves
and 2048 spokes per interleave. Two volumes were generated using 8 different interleaves
each, resulting in 16384 spokes per volume, corresponding to π undersampling, which
is considered "fully sampled" for RUFIS. The cost function was evaluated for rotations
between −10° and 10° along the z-axis. The simulation was repeated with and without
density compensation.
To study the effect of undersampling, a volumes with four times undersampling K = 4,
i.e. 4096 spokes per volume, were generated. The for these volumes, the Nyquist radius
is RNQ =
√
4096 = 64, i.e. only half that data would be used. The simulation was
performed with and without limiting the radius to RNQ, as well as with and without
density compensation as in the fully sampled simulation.
Results
The results from the simulations are presented in figure 7.16 and table 7.4. Without
any filtering, the cost function has a very shallow profile, 7.16a, with almost no difference
between the fully sampled and undersampled acquisition. With density compensation filter,
7.16b, the cost function has a more narrow minimum around θz = 0◦, and larger dynamic
range. When the undersampled acquisition is limited to k-space radius of r = RNQ the cost
function profile changes, and the minima is closer to the full sampled case. The FWHM
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Figure 7.16: Results from the simulation showing the cost function evaluated as a
function of rotation angle around the z-axis without filter in (a) and with
density compensation filter in (b).
Table 7.4: Quantitative results from the cost function experiment with DC filter, as
shown in figure 7.16b. The dynamic range is defined as the max-min value of
the cost function. (FWHM: Full width half max, i.e. how narrow the valley of
the cost function is)
Acquisition FWHM [◦] Dynamic Range
NEX=1 7.33 0.084
NEX=1/4 9.30 0.058
NEX=1/4 with rmax = RNQ 9.30 0.065
of the cost function, shown in table 7.4, is slightly narrower when limiting the radius. The
dynamic range, calculated as the difference between the minimum and maximum of the
cost function, over the range of rotation angles investigated here, is greater when limiting
the radius.
Discussion and Conclusion
Application of a density compensation filter to the radial k-space data is essential for a
accurate rotation correction, as clearly shown in figure 7.16. When the data is under-
sampled, the registration algorithm can be limited to only using k-space shells up to the
Nyquist radius with equivalent, if not better, performance of the registration, indicated by
narrower FWHM and larger dynamic range of the cost function. Reducing the number of
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data points in the registration process, by limiting the radius, will also reduce computation
time.
In experiments to follow, unless stated otherwise, density compensation will always be




7.5.7 Orthogonal Axis Rotation Validation
After characterising the cost function in the previous section, the rotation correction al-
gorithm is demonstrated in a phantom experiment using the BrainWeb phantom with
rotations around each of the three coordinates axes.
Methods
The BrainWeb phantom was sampled using the same strategy as in section 7.5.6. The
reference volume was generated using the first 8 interleaves, and the rotated volumes were
all generated using the 8 following interleaves. Three images were generated, rotated 5°
around the x, y, and z axis respectively. The same trajectory was used for the rotated
volumes to ensure that the results could be easily compared. The registration was per-
formed with the full k-space, which in this case is equivalent to the Nyquist radius. Maas
et al. proposed initialising the registration algorithm at 45° to maintain sensitivity to small
rotations [282]. Here, the registration algorithm was initialised at θx = θy = θz = 10◦ to
speed up convergence and avoid local minima.
Results
Figure 7.17 shows the results from the registration, including the evolution of the optimi-
sation algorithm. In all three cases, the correct rotation was estimated with less than 0.2°
error around the main axes of rotation. The optimiser converged after 30 iterations or less
in all three cases.
Discussion and Conclusion
This experiment shows that the registration algorithm will converge to the correct rota-
tion with high accuracy (<0.2° error) and within a reasonable number of iterations, less
than 30. These results are similar to those presented by Welch et al., using spherical
navigators [262]. Their algorithm converged within 20-50 iterations and they found that
the estimated rotation was always within 0.2° of the actual rotation. Here, fully sampled
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Figure 7.17: Evolution of the minimisation algorithm in the registration algorithm
for rotation around the x (a), y (b) and z (z) axes.
volumes were used, which in section 7.5.6 was shown to produce a very narrow minimum
in the cost function. A real acquisition will use undersampled data, acquired with dif-
ferent interleaves and with rotations around all three axes simultaneously, which will be
investigated in the next experiment.
7.5.8 Interleaved Acquisition Simulation
After demonstrating that the algorithm can estimate rotation in a fully sampled acqui-
sition, the phyllotaxis trajectory is used to simulate a real acquisition where each under-
sampled interleave is rotation corrected and a combined reconstruction is performed.
Methods
A phyllotaxis trajectory was generated with 21 interleaves, 3072 spokes per interleave, and
256 points readout points per spoke. Each volume was sampled with a separate interleave,
to simulate a real acquisition. The simulation was performed with and without doubling
the number of spokes through mirroring as described in section 7.5.4. The first volume
was used as reference volume and therefore not rotated. The following 20 volumes were
rotated by a random angle around a random axis. The rotation angle was sampled from
a uniform distribution between −15° and 15°. The z-axis was chosen as the main axis of




, u′ = [0, 0, 1] + [δx, δy, δz] (7.22)
where δx, δy, δz were sampled from a normal distribution centred around 0, and with σ =
0.25. The accuracy of the rotation correction was evaluated by calculating the principal
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Figure 7.18: Example of the rotation correction algorithm applied to the BrainWeb
T1 phantom showing the first seven interleaves in the experiment. (a) Ro-
tated phantom images. (b) Phantom sampled using the undersampled phyl-
lotaxis trajectory. (c) Interleaves after rotation correction with the nominal
number of spokes.
axis of rotation û and the effective rotation angle θ̂ and comparing it to the true rotation
axis and angle.
When the effective rotation has been estimated by the registration algorithm, the ro-
tation correction is achieved by rotating the trajectory points, which means that the dis-
tribution of samples is no longer even in k-space, which can lead to incoherent streaking
artefacts in the reconstructed image. Furthermore, the density compensation used previ-
ously in this thesis, the r2 correction, also requires even sample distribution to be valid,
which is no longer the case. To study this further, the reference image was sampled with
the corrected (i.e. non-uniform) trajectory and then reconstructed. This should produce a
motion free image since the same trajectory is used for both forward and inverse gridding,
and therefore any artefacts are due to the trajectory.
Results - Interleaves
Figure 7.18b shows the first seven images in the series of motion images after NUFFT
sampling, with the reference highlighted with red border. After MOCO with the nominal
number of spokes, shown in figure 7.18c, the images appear visually to align well with
reference.
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Figure 7.19: Accuracy of the rotation correction. (a) The true rotation angle θ, (b)
the error in the estimated effective rotation angle with nominal and double
number of spokes ∆θ = θ− θ̂. (c) The angle between estimated and true axis
of rotation Θ. Interleave 5, 14, and 21 shows large errors in the estimated
rotation axis; for these interleaves the true rotation angle is close to zero, as
indicated with gray vertical lines in (a).
Results - Rotation Accuracy
Figure 7.19 shows the errors in the estimated rotation angle ∆θ = θ − θ̂, and the angle
Θ between the estimated (û) and true rotation axis (u). Increasing the number of spokes
through mirroring improved the accuracy of the rotation estimation, as shown in figure
7.19b. The average absolute error in estimating the rotation angle was ∆̄θ =0.75° (range:
−1.77°-0.81°) for nominal number of spokes and ∆̄θ =0.18° (range: −0.38°-0.48°) for double
the number of spokes. Estimation of the effective rotation axis was also improved with
doubling the number of spokes. In figure 7.19c, showing the error in the estimated rotation
axis, three interleaves shows very large deviations from the true axis. These have been
highlighted with gray vertical lines in all three sub figures, which in figure 7.19a is seen to
be the interleaves where the true rotation angle was the smallest, close to 0°. Therefore,
the implication of estimating the axis of rotation incorrectly is negligible.
Results - Combined Reconstruction
In order to correct for motion, the k-space trajectories (as opposed to the data themselves)
are adjusted by rotating the trajectory points by the angles found by the registration
algorithm. Using the corrected trajectories, a single, motion corrected, image can be
reconstructed. Figure 7.20 shows the combined reconstruction after MOCO, compared
to the motion free image and the corrupted image reconstructed without MOCO. It is
clear from visual inspection that the MOCO algorithm greatly improves image quality,
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particularly within the brain itself. It can also be seen that doubling the number of spokes
improves the results still further, in particular by reduction of streaking artefacts outside
the brain.
Figure 7.20: Result from MOCO experiment showing the reference image without
motion (a), the motion corrupted image (b), and the motion corrected image
with the nominal (c) and twice (D) the number of spokes.
Results - Residual Artefacts
Despite the clear improvements given by the MOCO algorithm, it is nevertheless clear that
the corrected image in figure 7.20d does not fully recover the high image quality of the
original motion free image. There are two explanations to this. First, as observed in figure
7.19, the algorithm does not find the exact angle, and therefore there will be some residual
motion in the motion corrected image. However, the residuals are very small and thus the
more likely cause of the artefacts is uneven sampling density in k-space after correcting
the trajectory. The latter is supported by figure 7.21 showing a comparison between the
phantom sampled with the corrected and non-corrected trajectory, showing clear artefacts
when the corrected trajectory is used.
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Figure 7.21: Comparison of reference volume sampled and reconstructed with the
trajectory obtained from rotation correction (a) compared to the nominal
trajectory (b), showing streaking artefacts with the corrected trajectory
Discussion and Conclusion
This simulation showed that it is possible to use the proposed rotation correction method
for an undersampled acquisition, similar to that which would be used in vivo. By mirroring
the spokes, the angular resolution was doubled, which improved the MOCO, shown both by
the accuracy of the algorithm (figure 7.19) and the final combined reconstruction, figure
7.20d. The accuracy of the rotation estimation here was <0.2° using mirrored spokes,
comparable to the fully sampled experiment in the previous section, and also to the results
obtained by Welch et al. using spherical navigators [262].
The motion corrected image, after combined reconstruction, showed streaking artefacts
inside and outside the brain. Sampling and reconstructing the reference volume with the
trajectory corresponding to the results of the MOCO showed streaking artefacts (7.21)
similar to those observed in the motion corrected image. Therefore, it was concluded that
the residual artefacts are due to the trajectory, not residual motion. The nominal trajectory
was designed to achieve uniform k-space sampling when all interleaves were reconstructed
together. After MOCO, however, the trajectory points from each interleave are rotated
according to the estimated motion, which results in an uneven overall sampling density.
Prospective MOCO techniques, such as PROMO [264], avoid the issue of uneven sam-
pling in k-space by updating the acquisition based on the current motion estimate before
the data are acquired, thus retaining even density in k-space. For retrospective approaches
such as MERLOT, it is possible that iterative SENSE reconstruction methods could be
used to reduce the trajectory related artefacts [134]. Previous studies have implemented
such iterative methods for 2D radial data to reduce streaking artefacts with total variation
228
E Ljungberg MRI with ZTE; Quick, Quiet, Quantitative
(TV) [291] and generalise total variation (TGV) [126] regularisation with great results.
Translation to 3D radial can be difficult though, as the whole data set has to be processed
simultaneously, with correspondingly high memory requirements [292], and was beyond
the scope of this thesis.
7.6 Using 3D Phyllotaxis for Translation Correction
7.6.1 Introduction
This section introduces an implementation of the PCM for correction of translation motion
in an interleaved RUFIS acquisition, inspired by the work of Pipe[263].
7.6.2 Quantifying Translation
Methods
After bulk rotation has been corrected, as demonstrated in the previous section, the rel-
ative translation between two sets of k-space data Xr1 and Xr2 , with associated k-space
trajectories t1 and t2, can be estimated using PCM in Cartesian k-space. Both sets of










After the translation ∆r̄ = (∆x,∆y,∆z) has been estimated, a radial phase correction
matrix H(∆r̄) can be calculated, containing the elements
Hi,j(∆r̄) = exp (iπ ·∆r̄ · ξ̄i,j) (7.24)
where i is the spoke index, j the readout point index, and ξ̄ the spatial frequency encoded at
point (i, j), i.e. the normalised k-space trajectory coordinate. Similar to rotation correction,
the phase correction matrix H is a correction that can be applied to the raw data prior to
gridding through elementwise multiplication.
To demonstrate the 3D-radial PCM algorithm, a RUFIS acquisition was simulated
using the Brainweb T1-weighted phantom [45]. A phyllotaxis trajectory with 8 interleaves
and 2048 spokes per interleave was used, resulting in 16384 spokes per volume. The same
trajectory was used for the reference and moving volume to better visualise the PCM
algorithm. Motion was simulated by translating the moving volume by 20 pixels in x and
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10 in y. Gridding was performed using the Kaiser-Bessel method, after which the PCM
algorith was used to estimate the translation. The moving volume was then reconstructed
again using the phase correction.
Results
Figure 7.22 shows the important steps of the registration algorithm. The radial data are
first interpolated onto a Cartesian grid, after which the PCM is applied in Cartesian space.
The translation is identified as ∆r̄ and the radial phase correction matrix H is calculated
using (7.24). This phase correction is then applied to the original, radial, k-space data to
produce an image to aligns perfectly with the reference.
Figure 7.22: Overview of the steps in the translation correction. (a) Radial k-space
is generated from the BrainWeb phantom, and (b) gridded to Cartesian k-
space. (c) Element wise multiplication of the two sets of k-space reveals
wrapped phase ramp produced by the relative translation. (d) After an
inverse Fourier transform the "phase roll" is transformed into a translation in
the inverse domain. (e) The estimated translation of the data in this domain
is then used to calculate a radial phase correction matrix H (using equation
(7.24)) which is applied to the original k-space data Xr1 (f). Comparison of
the corrected image to the reference now shows no shift.
Discussion
The PCM is an efficient method for estimating relative translation between two images
using k-space data, however, the disadvantage of using it with radial data is that gridding
is required. In this small experiment, the utility of PCM for estimating translation in 3D
radial data was demonstrated. Translation is corrected by calculating a phase correction
matrix H which is applied to the original, motion corrupted, data. This example used
fully sampled data sets, using the same k-space trajectory, to clearly demonstrate how the
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translation appears as a phase ramp in the PCM. With undersampled data, using different
k-space trajectories, the phase difference will not be as clearly visible. The next section
will investigate a more realistic example using PCM for translation correction with the 3D
phyllotaxis trajectory.
7.6.3 Interleaved Acquisition Simulation
In this simulation, the utility of using PCM for translation motion correction is demon-
strated using an undersampled acquisition, similar to section 7.5.8.
Methods
The same numerical phantom and simulated acquisition was used as in the experiment
studying rotation optimisation in section 7.5.8. Motion was simulated by translating the
phantom in 3D, prior to obtaining the radial k-space through NUFFT sampling. The
translation for each interleave was sampled from a uniform distribution ranging from -15
to 15 voxels shift in each dimension.
To combine data from all interleaves and reconstruct as a single, motion corrected
volume, the phase correction matrix was applied to the raw data from each interleave and
the data was concatenate along the spoke dimension. Gridding and FFT was then used to
reconstruct the motion corrected volume in a single step.
Results
Figure 7.23a shows axial slices of the phantom for the first five interleaves before (7.23a1)
and after (7.23a2) radial sampling. Although not clearly visible here, the translation was
applied in all three dimensions, as shown by the black line in figure 7.23b.
The PCM algorithm estimated the translation correctly for all 21 interleaves, shown by
the aligned volumes in figure 7.23a3 and the red line in figure 7.23b which overlaps perfectly
with the actual translation in black. Figure 7.24 shows the combined reconstruction of the
phantom without and with motion, clearly showing the effect of the MOCO. The corrected
image appears identical to the reference image.
Discussion
This experiment demonstrated that the PCM algorithm can be used for translation cor-
rection with an undersampled phyllotaxis trajectory, where each volume is sampled with a
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Figure 7.23: (a) Axial slices of the BrainWeb T1 phantom with translation motion.
Top row shows the phantom with motion, middle row sampled phantom with
motion, and bottom row motion corrected sampled data. (b) Actual and
estimated translation of each interleave along x, y and z. Perfect overlap is
observed for all interleaves along all axes.
unique set of spokes. The correct translation was estimated for all 21 interleaves and the
combined reconstruction after MOCO produced an image identical to the reference image.
In vivo, motion will not appear as discrete translations for each interleaves, but instead
as an average motion throughout an interleave. It would be possible to simulate this as
well, however this will be better tested through actual in vivo experiment. From this
simulation it can be concluded that the PCM can be used for translation correction. In
the next section, it will be combined it with rotation correction to perform rigid body
MOCO.
7.7 Rigid Body Motion Correction
7.7.1 Introduction
In this section, the methods outlined previously for rotation and translation are combined
into a complete MOCO framework, which together with the self-navigated RUFIS acquisi-
tion, comprise the MERLOT method. The method is validated in the BrainWeb numerical
phantom, and on phantom data acquired in the scanner.
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Figure 7.24: Results from the translation correction. (a) Reference image without
motion. (b) Motion corrupted image, showing severe motion artefacts. After
MOCO (c), the image quality is restored, appearing identical to the reference.
7.7.2 Simulated Rigid Body Motion
Methods
The BrainWeb phantom was sampled using a 3D phyllotaxis trajectory with 21 interleaves,
1024 spokes per interleave, and 128 readout points per spoke. For each interleave, random
subject motion was simulated by first translating the phantom, with the same parameters
as in section 7.6.3, and then apply rotation, with the same parameters as used in section
7.5.8. The first seven interleaves of the moving phantom is shown in figure 7.25a. Each
interleave was then sampled with the respective trajectory, figure 7.25b.
MOCO was performed in two steps. First, rotation was estimated from the magnitude
of the radial k-space data. The number of spokes was doubled for this step by mirroring
each spoke. The rotation estimates were then used to update, i.e. rotate, the trajectories
for each interleave. In the second step, translational motion was estimated using the PCM.
Radial k-space data were gridded using the nearest neighbour method (for speed) using the
corrected trajectories from the first step. From the estimated translation, a radial phase
correction matrix was calculated for each interleave. Finally, the individual interleaves
were reconstructed separately and combined using the phase correction and the corrected
trajectories.
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Figure 7.25: Overview of the first seven interleaves in the simulated MERLOT ex-
periment. Reference image for MOCO is indicated with red border. (a)
Fully sampled BrainWeb phantom with motion. (b) Phantom sampled with
phyllotaxis trajectory. (c) Rotation corrected. (d) Translation and rotation
corrected.
Results
Results from MOCO of individual interleaves are presented in figure 7.25. In the first
step, rotation was successfully corrected, resulting in the images shown in figure 7.25c.
Followingly, translation motion was corrected, as shown in figure 7.25D, in which it visually
can be seen that the interleaves align with the reference image (identified with red border).
The combined reconstruction at each step, figure 7.26, shows that the MOCO reduces
the motion artefacts substantially, but, as with the rotation correction results in section
7.5.8, there are still residual artefacts produced by the uneven sampling distribution in
k-space.
Discussion and Conclusion
In this section, the full MERLOT framework was demonstrated in the BrainWeb T1 phan-
tom. The results from this experiment show that rigid body motion, i.e. rotation and
translation, can be separated into two MOCO steps as hypothesised, and that these can
then be corrected for separately, through trajectory correction and phase correction. The
final reconstructed image after MOCO still shows some residual motion artefacts, however.
These appear similar to the residual artefacts observed in section 7.5.8, in which rotation
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Figure 7.26: Results from simulated rigid body MOCO experiment showing the com-
bined reconstruction of all interleaves. (a) Fully sampled reference image.
(b) Motion corrupted image. (c) Rotation corrected. (d) Full MOCO with
both rotation and translation corrected.
was corrected for in the absence of any translation, but such artifacts were not seen in the
example where only translational motion was considered, section 7.6.3. This strongly sug-
gests that it is the rotation correction step which results in the residual artefact seen, likely
due to the uneven distribution of spokes in k-space following the trajectory correction. Ad-
ditionally, the simple radial density correction used (r2) may not be totally appropriate, as
the spokes are no longer evenly distributed. Ideally, iterative methods would therefore be
used in the final reconstruction step, in order to determine and apply a more appropriate,
data driven, density compensation. Iterative methods would also allow use to be made of
data from multiple coils [134]. An investigation of such iterative approaches is beyond the
scope of the current thesis, however.
7.7.3 MR Experiment
Introduction
The previous sections have provided thorough evidence that the MERLOT method works
in a simulation environment. In this section, the theoretical results will be substantiated
through MR experiment using a phantom.
One major difference between the simulated experiments and an actual MR experiment
is the multiple receiver coils typically used in the latter, which modulate the k-space data
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by a coil geometry specific sensitivity profile. For MOCO in image space, simple coil
combination using sum of squares can be used to produce a single high SNR image from
data from multiple coils [293]. The same is not possible for the k-space data themselves,
however, since the data from each coil effectively is convolved with the Fourier transform
of the sensitivity profile. A simple solution to this would be to perform MOCO on the
k-space data from each coil separately, however initial in vivo experiments (not shown)
showed that the SNR of the data from individual coils was too low for this to be effective.
Therefore, for this phantom validation, a single channel transmit and receive (TX/RX)
coil was used in order to remove the confound of multiple receiver channels, allowing the
experiment to be focused on the MOCO technique itself.
Methods
A phantom constructed from a cantaloupe and two pears4 (see appendix B.2 for photo of
the phantom) was scanned on a 3T GE MR750 with a single channel transmit-receive head
coil. A steady state RUFIS acquisition was used with the following acquisition parameters:
FOV=225× 225× 225 mm3, voxel size=2× 2× 2 mm3, α =6°, TR=3.96ms. A phyllotaxis
trajectory with 13 interleaves and 2048 spokes per interleave was used, resulting in a total
of 26624 spoke. Total acquisition time was 2 min. A low bandwidth of ±7.8kHz was used
to ensure centre of k-space was sufficiently sampled such that no separate filling of the
centre k-space was required, again allowing the experiment to be focused on the MOCO
technique itself, rather than other confounds.
To simulate motion, the acquisition was repeated six times, with the phantom being
moved (both translated and rotated) between each acquisition. This resulted in six fully
sampled volumes, each with a different phantom orientation. From this dataset, a single
motion-corrupted volume was compiled by combining 2 interleaves from each acquisition,
as described in figure 7.27. The first interleave from the first volume was excluded, in
order to have an equal number of interleaves from each volume, resulting in 12 interleaves
in total. (Since the acquisition was oversampled, removing one interleave in this way
does not degrade the image quality significantly). MOCO was then applied to the motion
corrupted volume, using the framework described previously. As previously, during the
rotation correction, the number of spokes was doubled by mirroring.
4The standard phantoms at our disposal are all symmetrical and are therefore not suitable for evaluating
MOCO.
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Figure 7.27: Schematic showing how interleaves from the six different volumes, each
in a different position, are combined into a single motion corrupted k-space
data set.
To assess the accuracy of the rotation and translation correction, the MOCO was
repeated on images created using different permutations of interleaves. The reference
volume was always the first two interleaves in the first acquisition. For each of the remaining
volumes, all possible permutations of interleave pairs from interleaves 4-13 were used for





. Since all pairs of interleaves in the same
volume encode the same motion state, any permutation should yield the same rotation
and translation estimation. Residual variability in the MOCO results can therefore be
considered as an estimate of the accuracy of the method.
Results
Figure 7.28a shows reconstructed images from the two interleaves used for MOCO from
each volume. Although the individual images have poor SNR, it can clearly be seen
that the phantom has been rotated and translated between the acquisitions. Combining
and reconstructing interleaves from each acquisition produced a single motion corrupted
volume, shown in figure 7.28b.
MOCO was successfully applied to the motion corrupted volume, resulting in substan-
tially improved image quality figure 7.29b. The structure of the core in the cantaloupe is
now clearly visible, and the edge is much sharper, similar to the reference in figure 7.29c.
Figure 7.29d shows line profiles through the phantom clearly showing improved edge con-
trast after MOCO. There are still residual errors in the motion corrected image, however,
resulting in slight variations in the image intensity, compared to the reference volume.
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Figure 7.28: (a) Overview the six acquired volumes reconstructed with two inter-
leaves each, and (b) the combined reconstruction. Slices from two orthogonal
planes at the same position are shown for each volume, chosen as they high-
light structure of the phantom. The rotation and translational motion applied
between the volumes can be clearly seen.
Results from running the MOCO with different permutations of the interleaves are
presented in figure 7.30. Overall, the technique appears stable, however for some interleave
permutations, the registration fails, resulting in large errors, indicated with filled circles
in figure 7.30a. It was consistently the same interleave combinations that resulted in poor
registration (ipair = (7, 13, 18, 22, 36)). Inspection of the results from the optimiser shows
that the final value of the cost function E is higher in all these cases compared to the
otherwise almost constant value across the other interleaves (figure 7.30b), indicating that
the optimiser has become stuck in a local minimum. Errors in rotation estimation also
propagate into the translation correction step (figure 7.30c), with a clear correspondence
between permutations showing problems in rotation and translation estimates. (Note that
translation is estimated in integer number of voxels, resulting in discrete steps in the
results).
To estimate the accuracy of the registration, the permutations where the registration
failed (indicated with filled dots in figure 7.30) were excluded for two reasons. First, using
a better minimisation techniques these local minima can most likely be avoided. Secondly,
and most importantly, studying the cases where the optimisation was successful provides
a better characterisation of the cost function. A shallow cost function can result in wide
variations even if the global minimum is found. The mean and standard deviation for the
rotation estimation, calculated over the remaining permutations, are presented in table
7.5. The standard deviation of the rotation estimates ranged between 0.13° and 1.03°.
The variability in translation estimation was much lower, as seen in figure 7.30c. For the
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Figure 7.29: (a) Motion corrupted volume, (b) Volume after successful MOCO, (c)
Fully sampled reference volume. (d) Line profiles through the phantom, as
indicated with white lines in (c) comparing the image intensity in each voxel.
Table 7.5: Results from rotation estimation using permutations of different inter-
leave pairs. Values are reported as mean±σ. Permutations where the rotation
estimated failed were ignored.
Axis Vol. 2 Vol. 3 Vol. 4 Vol. 5 Vol. 6
X 1.47◦ ± 1.03 1.77◦ ± 0.39 2.11◦ ± 0.32 4.47◦ ± 0.37 4.61◦ ± 0.37
Y −17.48◦ ± 0.22 −12.63◦ ± 0.22 7.15◦ ± 0.19 14.57◦ ± 0.13 11.91◦ ± 0.15
Z −1.16◦ ± 0.41 −2.71◦ ± 0.16 0.74◦ ± 0.53 1.28◦ ± 0.26 17.07◦ ± 0.18
volumes where rotation estimation was successful, the estimated translation is identical in
almost all cases, and varies by only 1 voxel in the remainder.
Discussion and Conclusion
Through MR phantom experiments, the MERLOT framework was shown to work with
real acquired data, in addition to simulated data, albeit only in a phantom. Large motion,
with rotation up to 17° and translation up to 20mm, was successfully corrected, resulting
in greatly improved image quality.
Similarly to the simulated results, the final motion corrected image is not of as high
a quality as the static reference image, however. Again, this can be attributed to both
residual motion and uneven sampling density in k-space following trajectory correction. In
this experiment, the accuracy of the MOCO was estimated by running the algorithm for
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Figure 7.30: (a) Estimated rotation on each axis. (b) Value of cost function for the
rotation correction. (c) Estimated translation along each axis. Interleave
permutations where the rotation registration algorithm failed are indicated
with filled circles.
all possible permutations of interleaves in each volume, resulting in a standard deviation
of the estimated rotation angle <0.5°, except for the x-axis in one volumed which had a
standard deviation of 1.03°. It is therefore likely that the residual artefacts seen are due
to uneven sampling density in k-space following rotation of the trajectory.
Running the registration with different permutations of interleaves revealed that the
registration algorithm did not always reach the global minimum, resulting in the wrong
rotation estimate. Further work is required to improve the optimisation algorithm to
ensure that the global minimum is always reached. One method, commonly used in image
registration algorithms, is to run multiple iterations of the algorithm with different initial
values, or at different scales [171]. Another approach, specifically designed for spherical
navigators, is to calculate the spherical harmonic expansion of the k-space data [286], and
use discrete formulation of the harmonic to estimate rotation, which removes ambiguities
that could result in local minima.
In a real, in vivo, MR acquisition, patient motion is not stepwise, as simulated here,
but rather continuous and/or erratic, resulting in intra-segment motion which cannot be
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corrected for with the current framework. One way to overcome this is to this would be to
achieve a high temporal resolution in the acquisition, i.e. acquire interleaves quickly. In the
current experiment, the time resolution was 4048 · TR ≈ 16s, but this can be improved.
Most importantly, the TR can be reduced by using a higher readout bandwidth, here
±7.8kHz was used, and thus time reduction of x4 can be achieved at ±31.2kHz readout
bandwidth. The minimum number of spokes required for accurate motion correction is not
known, and will be the subject of further investigation.
7.8 Chapter Discussion and Conclusion
7.8.1 Motion Correction using Self-Navigation
In this chapter, a novel self-navigated motion correction method, MERLOT, was intro-
duced which utilises a 3D spiral phyllotaxis trajectory together with motion correction in
k-space. The technique can be seen as a 3D extension to PROPELLER, using rotating
spherical volumes instead of rotating blades in k-space. Using self-navigated MR acquisi-
tions for MOCO has the benefit that no external hardware, such as cameras or sensors, are
needed, and that the structure of the pulse sequence does not need to be modified to make
room for separate navigators. It is relatively easy to make RUFIS into a self-navigated
sequence, since each spoke originates in the centre of k-space, and thus the only necessary
modification is to alter the temporal ordering of the spokes.
The temporal resolution of MERLOT is limited by the number of spokes required
for accurate motion correction as well as the signal to noise ratio (SNR). The limit of
the temporal resolution was not studied in this chapter, however, previous studies using
spherical navigators have found that between 2000-4000 points on a sphere was required for
motion correction [262, 266]. With RUFIS, that means 2000-4000 spokes, which, depending
on the acquisition settings, can result in temporal resolutions around 2 to 8s. In the acoustic
noise measurements presented in section 7.2.2, the trajectory with 21 interleaves had 1760
spokes per interleave, resulting in a temporal resolution of 3.2s. This could compared
to PROPELLER, where about 30 lines of k-space are required for a motion estimate,
which can be acquired in a single turbo spin echo acquisition for instance, resulting in sub-
second temporal resolution [279]. Recent work have also demonstrated quiet PROPELLER
imaging at 1.5 and 3T with less than 6dB(A) increase in the acoustic noise relative to the
ambient noise [294, 295]. The acquisition time of the quiet PROPELLER sequences were
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about 50% longer compared to the comparable noisy sequence, in both these studies. Also,
PROPELLER only allows for in-plane MOCO, i.e. in 2D, while MERLOT is 3D.
Using radial k-space data for rotation correction makes it possible to utilise the inher-
ent symmetry in the k-space magnitude data to mirror the radial spokes. Here, it was
used double the angular resolution, however it could also be used to double the temporal
resolution for the rotation correction, while still maintaining the same angular resolution.
The full k-space, as required for translation correction, could then be obtained using partial
k-space techniques with an initial centre k-space acquisition [296].
7.8.2 Improvements to Registration Framework
There are several potential future improvements to the MERLOT image registration frame-
work presented here. The first issue, which was highlighted in the interleaved rotation
correction simulation, were the image artefacts after rotating the k-space trajectories to
account for rotation of each individual volume. The final combined image showed streak-
ing artefacts, with a similar pattern to a volume sampled and reconstructed with the same
trajectory, indicating that it was the trajectory, and not imperfect rotation correction, that
caused the artefacts. It is the uneven distribution of points in k-space which give rise to
these incoherent artefacts. Iterative SENSE reconstruction methods with total variation
(TV) [291] or total generalised variation (TGV) [126] have shown great promise for artefact
reduction in radial acquisitions, and could be combined with MERLOT in the final image
reconstruction step.
The MR phantom experiment presented in this chapter was performed on a single chan-
nel transmit and receive coil to remove the confound of multiple coils. Receive coils with
multiple channels have several advantages for motion correction in general, but incorpo-
ration into MERLOT has not yet been achieved. One advantage with multi-channel coils
is the localised signal reception, which potentially can remove non-linear motion from the
neck for instance. Array coils can also achieve higher SNR. Finally, the sensitivity profile
of the different channels in an array coil can also be used to estimate motion. Kober et al.
used FID navigators to detect motion in an MP-RAGE sequence where motion was deter-
mined from changes in the FID signal [297] (note that motion was only detected and not
corrected). In RUFIS, FIDs are repeatedly acquired, and thus there might be an opportu-
nity to estimate bulk motion by studying the relative change in the first points in the FID
from each coil. The main difficulty with incorporating multi-channel data into MERLOT
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is how to best utilise k-space data from multiple coils for rotation correction. Either, the
registration is performed on all the data from all coils simultaneously, effectively N -fold
number of data points, using a receive coil with N channels. Alternatively, the data could
be combined into a single k-space data set with high SNR, however the mathematical model
for achieving this has not been resolved yet. Further work will explore these opportunities
and develop a method for incorporating multi-channel data into MERLOT.
7.8.3 A Modular Framework
One of the main strengths of the MERLOT method, is the modular structure of the tech-
nique, as outlined in figure 7.31. The k-space trajectory, which determines the temporal
resolution, is sent to the scanner and motion corrupted data is acquired. At this point,
the standard image reconstruction pipeline can be invoked, which would result in a motion
corrupted image, pathway A in figure 7.31. With MERLOT, pathway B in figure 7.31, rigid
body motion correction is performed by separating rigid body motion into rotation and
translation. Rotation correction produces a corrected MOCO trajectory, and translation
correction applies a phase correction to the k-space data. These data are in exactly the
same shape and format as the data initially collected on the scanner, and thus the standard
image reconstruction pipeline can be invoked. Alternatively, advanced compressed sensing
or deep learning reconstruction methods can be used to improve image quality [127, 298].
Practically, this means that the MERLOT pulse sequence and motion correction can be
implemented to feed directly into the standard image reconstruction pipeline on the scan-
ner. It could even be combined with more sophisticated data driven auto-focusing methods
for MOCO [289, 288], where MERLOT is used to remove the effects of bulk movement and
additional software to "fine tune" the correction.
Using MERLOT only requires modification of the k-space trajectory, and it is thus
compatible with any contrast weighting. Steady-state acquisitions will provide the highest
frame rate for motion estimates, since there is no deadtime in the sequence. MERLOT
could also be used in multi-contrast acquisitions such as MUPA by distributing the spokes
in each interleave over the different contrast weighting, thus obtaining a fully sampled,
albeit mixed contrast, interleave for each loop in the MUPA sequence. Further work
is required to evaluate how changes in contrast weighting across k-space will affect the
motion correction.
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Figure 7.31: Schematic of the modular structure of MERLOT and how it can be
integrated into the image acquisition pipeline before the standard image re-
construction step. Pathway A shows the standard reconstruction, resulting
in a motion-corrupted image, while pathway B incorporates the motion cor-
rection step before the standard image reconstruction step.
7.8.4 Conclusion
In this chapter, a novel method, for motion correction with RUFIS, was presented. The
method named MERLOT (Motion Elimination Radial acquisition Leveraging Overlapping
Trajectories) uses the 3D phyllotaxis trajectory with the RUFIS sequence to enable a
self-navigated acquisition. Measurements of the acoustic noise showed a slight increase
using the phyllotaxis trajectory, but it was still well below 85dB(A). It was found that
higher number of interleaves, i.e. higher temporal frame rate, produce the lowest acoustic
noise. A k-space based MOCO framework, in which rigid body motion is decomposed into
rotation and translation, was presented and validated through simulations. The MERLOT
technique, including acquisition and motion correction, was evaluated through simulations
and in an MR experiment using a phantom, demonstrating that the technique can correct
for rigid body motion.
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7.9 Publications and Contribution
7.9.1 Publications
The content of this chapter has not been presented previously.
7.9.2 Contribution
Collaborators at GE Healthcare have previously investigated a different implementation of
the phyllotaxis trajectory for motion correction. The implementation of the 3D phyllotaxis
trajectory used here was developed by me. The idea to use an interleaved RUFIS acquisi-
tion for retrospective MOCO originated from discussions between me and my supervisors.
I performed the implementation of the pulse sequence and developed technique for retro-
spective MOCO. Thanks to Prof. Barker and Nikou Damestani for helping me coming up
with the MERLOT acronym.
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Chapter 8
Conclusions and Further Work
Magnetic Resonance Imaging (MRI) is today one of the most important techniques for brain
research [299, 300], as well as in clinical practice where it can provide soft-tissue contrast
not achievable with CT. One limitation of MRI, however, is the very loud acoustic noise
produced by the scanner, which reduces patient comfort. For some patient groups, with
for instance hyperacusis [89], the noise can be intolerable, making it difficult to complete
scans. The acoustic noise is produced by mechanical vibrations in the gradient coils due
to Lorentz forces, and can thus be reduced by minimising the gradient switching. In this
thesis, the near-silent Rotating Ultra-Fast Imaging Sequence (RUFIS) has been studied.
Silent MRI using RUFIS could have a wide-reaching impact in clinical practice as well as
in research studies through improved patient comfort, increased accessibility for patients
with hypersensitivity to noise, as well as by providing a better working environment for
staff. In meetings with service users, I have repeatedly received positive feedback regarding
the development of silent MRI techniques, with many service users saying that the noise
was one of the major discomforts during the MRI exam.
One of the reasons that silent MRI with RUFIS has not reached the clinical setting,
nor research studies yet, however, is that the standard RUFIS sequence can only produce
proton density (PD) or weak T1 contrast, which limits its applications. This thesis aimed to
improve our understanding of the RUFIS sequence through the development of quantitative
imaging protocols for T1 and T2 mapping. In accordance with the title of this thesis, I
would like to summarise the contributions made to the field in this thesis through the three
main keywords: Quick, Quiet, and Quantitative.
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8.1 Quick
RUFIS is a zero echo time (ZTE) sequence, in which excitation is performed with the
readout gradient already turned on after which the free induction decay (FID) is acquired.
The lack of slice and phase encoding gradients, as well as spoiling gradients, results in a
TR that is only limited by the data sampling, resulting in almost 100% sampling efficiency.
The effective TE=0 and quick readout enhances sensitivity to tissues with short T∗2 [301],
but it also leads to several constraints and unique features of the acquisition, which were
studied in detail in chapter 3. For example, the RF pulse width, which determines the flip
angle when operating in the regime of peak B1, is limited by the readout bandwidth as it
is necessary to ensure that the excitation bandwidth encompass the readout bandwidth,
a constraint not present in non-ZTE sequences. If high flip angles are desired for a given
measurement, long pulse widths will be required and thus a low readout bandwidth must
be used to ensure a uniform the excitation profile across the field of view. For qualita-
tive, i.e. not quantitative, contrast weighted imaging the resulting non-uniformity can be
partially compensated for using the same filtering techniques as currently typically used
to address receive non-uniformity from surface and array coils [302]. However, such tech-
niques cannot be used to compensate for changes in contrast due to changes in the flip
angle, as required for quantitative imaging. In that situation, iterative simulations can be
used to determine the effect of the resulting excitation profile and to incorporate it into
quantitative measurements as an additional B+1 correction, as demonstrated in chapter 4.
Another feature unique to ZTE is the deadtime gap between RF excitation and beginning
of data collection which, depending on the readout bandwidth, requires special consider-
ations for filling the centre of k-space to avoid image artefacts [128]. After studying and
understanding these constraints, it was shown that the RUFIS sequence can in general be
treated as an SPGR/FLASH sequence with very short TR.
Another aspect of quick, which was studied in the last chapter of the thesis, is the
rapid time-resolved acquisition with RUFIS, enabled by a 3D spiral phyllotaxis k-space
trajectory. By acquiring a large number of low-resolution volumes at high temporal reso-
lution, each volume with a unique set of k-space points, a self-navigated data acquisition
was demonstrated. A new motion correction technique named Motion Elimination in Ra-
dial acquisition Leveraging Overlapping Trajectories (MERLOT) was developed, which
features rotation and translation estimation, and correction, directly on k-space data. The
technique was demonstrated in a simulated brain phantom, showing that rotation and
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translation can be estimated in two separate steps and corrected for jointly. MR experi-
ments using a phantom showed that the technique also works on real MR data. With a
frame rate on the order of seconds, the method should be able to correct for movements
such as when patients re-position themselves during a scan, but not for ongoing random or
pseudo-random movement. Further work on MERLOT will investigate optimal incorpora-
tion of data from multiple coils, along with optimisation of the final reconstruction step,
using iterative methods with regularisation for improved image quality [126].
One possible future modification to the RUFIS sequence, which has not been inves-
tigated in this thesis, is modification of the spoke readout. Acquiring straight spokes in
k-space results in a sampling density which scales as k2r . An optimal sampling scheme,
on the other hand, should have even sampling density across all of k-space. While perfect
uniformity is impossible for any trajectory for which each spoke originates in the centre
of k-space, the uniformity can be improved using curved spokes. Jackson et al. presented
a k-space sampling strategy known as twisting radial lines (TWIRL) where each readout
consists of a radial and spiral part [303]. The larger the proportion of the spoke that is
spiral, the more uniform the sampling density is. However, a larger twist on the spoke
also requires more switching of the gradients and thus potentially higher acoustic noise.
If spokes are arranged such that the initial direction of a given spoke is the same as the
direction at the end of the previous spoke, however, minimal gradient switching is required
between spokes, potentially allowing the low acoustic noise properties of RUFIS to be
maintained. The implementation of TWIRL presented by Jackson is only applicable to 2D
imaging, and translation to 3D, required for RUFIS, is not straight forward. One possible
3D extension was proposed by Boada et al. for application to sodium imaging [304]. Their
trajectory follows a straight spoke at first but then transitions into a cone. Depending on
the length of the readout, the 3D radial/cone trajectory might be possible with RUFIS
but this will require further investigation.
8.2 Quiet
Noise from the MRI scanner is commonly not considered a major issue, and in most
cases, it can be handled with the proper use of hearing protection to reduce the acoustic
noise down to the recommended 85dB(A) [2]. For patients with hypersensitivity to noise,
studies involving sleep, or investigation of auditory or vocal phenomena however, a silent
imaging protocol could be an important improvement to the environment during the MR
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examination. Silent imaging would also improve the working environment for staff and
enable easier communication with the subject undergoing the MR examination. It could
also find applications in interventional MRI where surgeons are in the scan room with the
patient.
Current methods, other than RUFIS, for reducing the acoustic noise have focused
on modifying existing pulse sequences, mainly by smoothing the gradient waveforms and
reduce gradient slew rates [95, 5]. RUFIS, on the other hand, is a silent pulse sequence
by design, as the gradients are not rapidly ramped up and down between readouts, but
instead gradually changed between spokes. The acoustic noise produced by conventional
MR sequences can reach above 100dB(A), levels at which hearing protection is required
to avoid hearing loss from prolonged exposure. With RUFIS, the acoustic noise can be
limited to well below the 85dB(A) threshold for requiring hearing protection. In chapter 3
it was shown that the sound pressure level in a RUFIS acquisition depends on acquisition
parameters such as readout bandwidth and resolution. The 3D phyllotaxis trajectory,
introduced in chapter 6, was shown to increase the acoustic noise slightly, with the highest
recorded sound pressure level of 78.4dB(A). Nevertheless, by choosing a higher number of
interleaves (which resulted in equally good image quality) it was possible to reduce the
noise to 71.1dB(A), relative to the ambient noise level of 62.3dB(A). In conclusion, within
the wide range of acquisition parameters used in this thesis, the acoustic noise from RUFIS
was always below the 85dB(A) threshold at which hearing protection is required, and in
almost all cases it was within a few dB(A) of the background noise levels in the scan room.
The quantitative techniques developed in this thesis either utilised the inherent contrast
in the RUFIS acquisition (i.e. T1) or added additional contrast (T1 and T2) through
magnetisation preparation modules. Neither of these approaches increased the acoustic
noise. Other contrast mechanisms, such as diffusion, rely on gradients for producing the
desired contrast and therefore require special consideration. Nevertheless, recent work has
shown a successful implementation of diffusion weighted RUFIS imaging [110].
The MERLOT motion correction technique presented in chapter 7 uses a self-navigated
RUFIS acquisition and does therefore not introduce additional acoustic noise, as long as
an appropriate k-space trajectory is used. Silent implementations of the PROPELLER
method, which is similar to MERLOT but with acquisition of 2D Cartesian "blades", have
been demonstrated [294, 295]. In these studies, the acquisition time was increased by about
50% in order to reduce the acoustic noise. With MERLOT, however, there is no increase
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in acquisition time, making it a competitive method for silent, 3D, retrospective motion
correction.
8.3 Quantitative
The main focus of the work in this thesis was quantitative T1 and T2 mapping with RUFIS.
In chapter 3, the RUFIS sequence was studied in order to develop a quantitative signal
equation for RUFIS, showing that a steady-state RUFIS acquisition can be treated as a
spoiled gradient echo (SPGR) sequence, a crucial step in further developing quantitative
methods with RUFIS. The most basic quantitative measurement that can be performed
with SPGR, and thus RUFIS, is a T1 measurement using the variable flip angle (VFA)
method, and this was therefore the first quantitative method that was evaluated with
RUFIS. The VFA method is highly sensitive to variations in B+1 , thus requiring a separate
B+1 map. A method for silent B
+
1 mapping using magnetisation prepared RUFIS was
therefore developed and shown to produce B+1 maps very similar to the standard Bloch-
Siegert method. VFA T1 mapping with RUFIS was then compared against a standard
Cartesian SPGR acquisition in chapter 4, and found to produce similar T1 values, with
equivalent repeatability but better reproducibility.
Following the successful implementation of VFA T1 mapping at 3T with RUFIS, the
method was extended to 1.5T and 7T. At 1.5T, B+1 inhomogeneity is negligible and separate
B+1 mapping was therefore not required. In addition, with lower SAR constraints at low
field strength, higher flip angles can be used, thus resulting in a more optimal sampling
scheme for VFA T1 mapping. At 7T on the other hand, B+1 inhomogeneities range between
≈50-200% of the prescribed flip angle, and with the increased SAR at 7T, the flip angles
that can be achieved are limited. Nevertheless, good results were obtained at 7T by
carefully choosing the flip angles and applying B+1 corrections. This study showed that
RUFIS can measure the field dependence of T1, as shown theoretically and demonstrated
in previous studies [30, 14], which provides further evidence of the T1 specificity of the
acquisition. In conclusion, similarly to SPGR, VFA T1 mapping with RUFIS is challenging
at 7T but very easy at 1.5T. For clinical applications, further work should focus on the
implementation of VFA T1 mapping at 1.5T for generating clinically useful T1w images.
An alternative method for T1 mapping, that is an attractive choice at 7T, is MP2RAGE,
where the flip angle bias is corrected for in the acquisition directly [49, 202].
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To introduce T2 contrast into RUFIS, a T2 preparation was implemented using the adi-
abatic mBIR4 (modified B1 insensitive rotation) pulse. Simulations were used to demon-
strate the B0 and B1 robustness of the T2 preparation. Experiments in phantoms and in
vivo showed that interleaved T2 preparation can be used to produced multiple volumes
with increasing T2 contrast, but the signal is contaminated by T1 from the repeated exci-
tation during the RUFIS readout. The sequence was therefore combined with an inversion
pulse followed by multiple RUFIS readouts, to achieve combined T1 and T2 mapping. The
combined sequence was shown to accurately quantify T1 and T2 in a quantitative phan-
toms, but in vivo, the results were consistently underestimated. Simulations using the
Bloch-McConnell equations showed that magnetisation transfer (MT) effects are expected
to result in underestimation of T1 and T2, potentially explaining the discrepancy between
the phantom and in vivo experiments. Future work will aim at developing an acquisition
protocol and data fitting method which enables simultaneous quantification of T1, T2,
proton density, and the bound pool fraction (F), which controls the magnitude of the MT
effect.
The overarching goal of further work following this PhD will be to combine the multi-
parametric T1 and T2 mapping protocol with the MERLOT framework for motion insensi-
tive, multi-parametric, silent neuroimaging. Such a protocol could be instrumental, and a
very competitive alternative, for research into conditions associated with hypersensitivity
to noise.
8.4 Summary of Main Contributions
The results presented in this thesis have contributed to the field of neuroimaging through
the following developments:
1. A framework for quantitative imaging with RUFIS was developed through derivations
of a signal equation. A method for simulating the effective excitation profile was also
developed. Constraints on the acquisition due to the interactions between different
acquisition parameters were presented.
2. A new method for silent B+1 mapping, SIMBA, using a magnetisation prepared RU-
FIS acquisition was developed.
3. A comparison study of variable flip angle (VFA) T1 mapping using RUFIS and
Cartesian SPGR was perfomed, showing that steady-state RUFIS can be used for T1
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mapping using the VFA method. Together with B+1 correction using SIMBA, this
produced a silent T1 mapping protocol.
4. A study showing that RUFIS can be utilised across three field strengths, 1.5, 3, and
7T, was presented, outlining issues and opportunities at each field strength.
5. A method and a pulse sequence for combined T1 and T2 mapping using magnetisation
preparation was developed. The technique was shown to work well in phantoms,
but in vivo, the results diverge from standard techniques. Simulations showed that
magnetisation transfer (MT) effects will lead to underestimation of T1 and T2 and
need to be accounted for, or minimised, to obtain correct T1 and T2 estimates.
6. A method for retrospective motion correction of RUFIS data, using a self-navigated
acquisition with a 3D spiral phyllotaxis trajectory was developed. The technique




Delaunay Interpolation on Spherical
Shells
One important step in image registration algorithms is evaluation of the cost function to
determine how well aligned the moving and fixed images are. Interpolating data can be
a very computationally expensive procedure. With 3D radial k-space sampling, the data
are acquired along straight spokes, resulting in concentric shells in k-space on which the
data lie. Interpolating two 3D radial k-space data sets onto a common set of grid points
is equivalent to interpolating onto the same spokes. Therefore, a 2D interpolation method
can be used which is only calculated once for the polar and azimuthal angles of a single
single shell and then applied across all shells.
The Delaunay triangulation method for 2D interpolation turns out to be a very powerful
tool for this purpose [262, 266]. Given a set of N points with coordinates (ix, iy), the
method calculates a triangular mesh where each triangle needs to satisfy one important
criterion: every circumcircle must be empty, as illustrated in figure A.1a. The triangle
composed of (r1, r2, r3) is enclosed by the circle C1. This circle does not include r4 or any
other point, and the same applies to C2. The result of the Delaunay triangulation DT is
a list P with size (N, 2) of points with coordinates of the vertices and a connectivity list
K with size (Nk, 3) where Nk is the number of triangles in the triangulation.
For image registration, where the moving data has to be interpolated onto the same
grid points as the fixed data, the list of coordinate points of the fixed image PF is used
to find which triangle in DT that each point is contained within. In addition to the infor-
mation about which triangle the point is located within, it also produces the barycentric
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Figure A.1: (a): Triangle circumcircles in a valid Delaunay triangulation. The cir-
cles are not allowed to contain any other points. (b): Given a point within the
triangle, it is possible to find barycentric coordinates (λ1, λ2, λ3) representing
the distance to each corner point
coordinates of the point within the triangles. This is shown in figure A.1b. The coordi-
nates (λ1, λ2, λ3) indicates how far from each corner of the triangle the point is located.
Any point within the triangle can therefore be expressed as a linear combination of the
coordinates of the corners as
r = λ1r1 + λ2r2 + λ3r3. (A.1)
The barycentric coordinates will always obey
λ1 + λ2 + λ3 = 1 and λ1, λ2, λ3 > 0. (A.2)
If the function value is known at the corner points (r1, r2, r3) the function value at any
point within the triangle rq can be calculated as a weighted sum of the function value at
the vertices as:




B.1 The Quantitative EUROSPIN Phantom
For the quantitative experiments presented in this thesis, the EUROSPIN test object 5
(T05)[168], consisting of a number of vials with doped agarose gels, was used. The vials
are normally mounted in a plastic, water-filled, cylinder with space for 12 vials. Initial
tests showed that this mount produced severe artefacts in 3D acquisitions. Therefore, a
styrofoam mount of similar size, also with room for 12 vials, was manufactured, as shown in
figure B.1. The phantom was placed in the head coil such that the vials were parallel with
B0, i.e. axial slices will cut through the vials. The relaxation time values for the vials used
in this thesis are presented in table B.1 and figure B.2. Note that there is a temperature
dependency for T1 and T2 of the EUROSPIN phantom. The manual provides calibrated
values at 292, 296 and 300K. Our scan room is typically around 20◦C and therefore the
values here have been interpolated to give the relaxation times at 20◦C.
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Figure B.1: Photographs of the quantitative phantom consisting of vials from the
EUROSPIN phantom in a Styrofoam mount.













Table B.1: T1 and T2 values
in the vials used from
the EUROSPIN phan-
tom at T=20◦C.
Figure B.2: Distribution of T1 and T2 values
for the vials used from the EUROSPIN
phantom at T=20◦C
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B.2 Motion Correction Phantom
Figure B.3 shows photographs of the phantom used for investigation of motion correction
in chapter 7. This phantom was constructed with three main goals: (1) to have some
internal structure, here core of the cantaloupe; (2) to not be spherical symmetrical, thus
the pears; and (3) to have relaxation times in the range of normal brain tissue, which is
expected from the watery fruit flesh.
Figure B.3: Photographs of the home-made phantom used for the motion correc-
tion experiments in chapter 6, constructed of a cantaloupe and two British
Conference pears kept together with Teflon tape.
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Appendix C
Restricted Linear Flip Angle
Sampling Scheme
This section outlines a method for calculating an evenly spaced flip angle scheme between a
given minimum and maximum flip angle based on the method outlined by Helms et al.[148].
The SPGR equation, commonly expressed as




can rewritten using the following substitutions




= 2 · tan(R1 · TR/2) (C.3)
which transforms the SPGR equation into a lower order polynomial as
S(τ) = ρ · τ
1 + τ2/(2φ)
. (C.4)
This linearised version of the SPGR equation is typically plotted with X = S · τ, Y = S/τ .
With this formulation, the Ernst angle is given by
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An optimal flip angle scheme with n points, centred around the Ernst angle, can be calcu-
lated by




· τE . (C.6)
The issue with this formulation for the RUFIS experiment is that the flip angles cannot be
chosen freely but the maximum flip angle is limited by the readout bandwidth. Instead, a
flip angle sampling scheme with N points between y(τ0) = S(τ0)/τ0 and y(τN ) = S(τN )/τN
is desired. The spacing between the samples on the y-axis ∆y is then given by



























Assuming normalized amplitude, i.e. A = 1
yiτ
2
i = 2φ(1− yi) (C.10)
which using the linearised expression of the Ernst angle (τE = αE =
√







The scheme for evenly spaced flip angles within a limited range can thus be expressed as
τi = τE
√
1− y(τ0) + i ·∆y
y(τ0)− i ·∆y
(C.12)







The single pool Bloch-Simulator used in this thesis builds on compiled MATLAB code
(MEX files) from Brian Hargraves at Stanford. The original source code is available from
http://mrsrl.stanford.edu/~brian/blochsim/. In this thesis, a framework was developed, with
Dr. Hargraves Bloch-Simulator code as its basis, specifically for simulating T2 preparation
modules. Parts of the T2 preparation simulation code were provided by Dr. Brian Burns
at GE and developed in collaboration with Peng Cao [216]. The time step was set to 2µs,
since this is the smallest time step available for specifying radio frequency (RF) waveforms
on the scanner. Unless stated otherwise, the simulations were performed with T1=10s to
minimise effects of T1 relaxation and allowing the simulations to focus on T2.
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Appendix E
The Golden Angle and the 3D Spiral
Phyllotaxis Trajectory
E.1 Introduction
This appendix summarises some of the main concepts behind golden angle sampling in
MRI, starting from the definition of the golden ratio, its connection to the Fibonacci
sequence and practical implementations of golden angle sampling for 2D and 3D MRI
applications. The material presented here does not contain novel results, but is merely a
brief review of the current literature on the subject for the interested reader.
E.2 The Golden Ratio and the Fibonacci Sequence
The golden ratio g1 is defined as the ratio between two quantities, for example lengths,
where the ratio of the larger quantity (a) to the smaller quantity (b) is the same as the








The value of g is thus given by solving the quadratic equation





1The golden ratio is typically written as φ, here g is used to distinguish it from the azimuthal angle φ
used for the notation in spherical coordinate systems.
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Figure E.1: (a) Graphical representation of the connection between the Fibonacci
sequence and the golden ratio. Rectangles are built by squares with side length
given by Fibonacci numbers. The ratio of the side lengths of the resulting
rectangles approach the golden ratio. (b) Numerical example showing the
convergence of the ratio of subsequent Fibonacci numbers towards the golden
ratio.
The golden ratio has an interesting connection to the Fibonacci sequence Fn, which is
defined as
Fn = Fn−1 + Fn−2, F0 = 0, F1 = F2 = 1 ∀n > 0 (E.3)
It was observed by Johannes Kepler [305] that the ratio of subsequent Fibonacci numbers






which also can be proved using Binet’s formula [306].
To build an intuitive understanding of this limit, a graphical example is presented in
figure E.1. The Fibonacci sequence is visualised as squares with side length equal to a
Fibonacci number. Starting from the initial case of two squares with sides of 1, they
combine to a rectangle with sides 1 and 2. The next Fibonacci number is given by the sum
of two squares, i.e. 2. This is visualised by adding a square with side 2. As this continues,
rectangles of increasing size, with side lengths that are Fibonacci numbers, are generated.
The ratio of the sides in these rectangles will approach the golden ratio, as illustrated in
figure E.1. Subsequent Fibonacci numbers can therefore be seen as integer solutions to
equation (E.1), with a better solution for higher values.
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E.3 The Golden Angle - From Botany to Brain Imaging
Observations in botany have found that flowers and seeds growing in spiral patterns in
plants tend to be distributed with a fixed angular increment of 137.5° [270]. This angle
has become known as the golden angle, similar to the golden ratio. The golden angle, here
notated as αg, can be explained similar to the golden ratio as the ratio of two angles in a
circle divided into two segments, as shown in figure E.2.
Figure E.2: Diagram of the golden angle in a circle



















Alternatively, α′g = 360− αg could also be used which, thanks to symmetry of the golden
ratio is given by



















This graphical description of the golden angle does not explain though why the golden
angle is observed in distribution of leaves and flowers in plants. Instead, it is more informa-
tive to study the derivation of the golden angle as explained by Vogel [270]. By studying
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the sunflower head, he concluded that the angular increment between subsequent seeds in
the sunflower head is constant. Also, each new seed filled the biggest available gap, and
was positioned at a constant fraction within that gap. Based on these observations, he
proved that a 137.5° angular increment does satisfy these conditions, using the following
approach. Assume that the angular increment can be expressed as δ = z2π, where z is
expressed as a ratio z = p/q, where p and q are co-primes, i.e. no common denominator.
Start with the initial guess z0 = 1/3, resulting in δ = 120◦. The 0th leaf is placed at δ0 = 0
and the following leaves at δn = n·z2π. This will result in the 3rd (i.e. qth) leaf overlapping
with the 0th, see figure E.3a, which is not the desired result. Now, the guess is updated to
z1 such that the third leaf instead occupy the gap between the 0th and the 1st leaf, cutting
a fraction z1 into this gap, E.3b. The gap between leaf 0 and 1 was previously 1/q0. The
location of leaf 3 is now δ3 = 2π(3 · z0 + z1 · 1/q0), or equivalently δ3 = 2π(3 · z1). This can








Vogel showed that the Fibonacci sequence satisfies this equation with
























The derivation by Vogel demonstrates the key concept behind golden angle sampling
in radial MRI; with a constant angular increment of 137.5°, any new spoke added to the
acquisition will fill the largest available gap. And since the golden ratio is irrational, no two
spokes will overlap. Any subset of a larger set of radial projections spaced with the golden
angle will therefore be uniformly spaced over the whole angular domain. This enables
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Figure E.3: The two first iterations in Vogel’s approach to find the golden angle.
reconstruction of images along the temporal direction of the acquisition, commonly used
in dynamic acquisitions [272].
The derivation of golden angle sampling presented above was built on radial-out dis-
tribution of leaves/spokes. In radial MRI, full radial projections, i.e. diameters, are most
commonly used and then the golden angle will have to be defined over a half-circle, and
thus αg = 111.2° or αg = 68.8° [271, 272]. It is therefore important to distinguish between
centre-out (half), and full projection radial imaging as the angle between subsequent pro-










≈ 68.8◦ or πg ≈ 111.2
◦
(E.14)
The work by Piccini et al., which introduced the 3D phyllotaxis trajectory used in this
thesis, used αg = 137.5 as this was designed for a spiral k-space trajectory on a sphere,
equivalent to centre-out projections. Figure E.4 and E.5 demonstrates the effect of using the
wrong angular increment for half and full projection radial imaging, resulting in unwanted
grouping of spokes.
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Figure E.4: Example of full diameter radial sampling with 13 spokes using different
angular increments. Using αg = 137.5°, spokes appear in groups due to the
diameter overlap. With the golden angle reduced to half the circle αg = 111.2°
or αg = 68.5°, uniform sampling is achieved.
Figure E.5: Example of radial centre-out (half) sampling with 34 spokes using differ-
ent angular increments. Using αg = 137.5°, even sampling over the whole do-
main is achieved. With the golden angle reduced to half the circle αg = 111.2°,
the spokes appear in groups. Using αg = 360− 137.5 = 222.5° produces uni-
form sampling as well.
For most MRI applications of golden angle sampling, a full projection radial acquisition
is used where the angle between subsequent spokes is the golden angle (111.2°). This results
in large gradient steps between spokes. In 3D radial, silent imaging, a smooth gradient
waveform is required and the golden angle trajectory cannot be used as it is. However, it
is still desirable to use the golden angle distribution as it provides a uniform distribution
of points over the sphere. To produce a smooth trajectory, spokes in the trajectory which
are as close to each other as possible should be acquired in order. Köhler showed that after
n spokes where n is the ith Fibonacci number, the distribution of spokes will be even, with
gaps between spokes equivalent to either 2π/gi−1 or 2π/gi−2 [271] (for a formal proof by
induction, see appendix in Ref. [272]). Figure E.6a shows 13 (the 7th Fibonacci number)
radial out spokes, spaced by αg = 137.5°. Only two gaps between any two neighbouring
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Figure E.6: Figure showing spacing between spokes using the golden angle distribu-
tion. (a)With 13 spokes (i.e. Fibonacci number 7) there are only two different
gaps between spokes: |∆φ1| = 20.06°, |∆φ2| = 32.46°. (b) Adding in a 14th
spoke cuts the larger gap by the golden ratio creating two new smallest gaps
of |∆φ3| = 20.06°, |∆φ4| = 12.40°.
spokes with size ∆φ1 = 20.06° and ∆φ2 = 32.46° can be observed. These gaps correspond
to, as predicted by Köhler, ∆φ1 = 2π/g6 and ∆φ2 = 2π/g5. When a 14th spoke is added,
as shown in figure E.6b, it will cut a gap given by the golden ratio into the largest available
gap (∆φ2), creating two new gaps with sizes



















Sub-sampling a golden angle trajectory with a factor k = Fi, results in a trajectory
consisting of spokes (1, 1 + k, 1 + 2k, ..., 1 +nk). Figure E.6 demonstrated that the spacing
between spoke 1 and 1 + k will be ∆φk = 2π/gi, for k = Fi. In conclusion, higher sub-
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