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Abstract
We propose to study a novel approach for Ad-Hoc WiFi based distribution of information, usable in
large crowds of mobile users. We follow a basic opportunistic networking approach by making use of
the smartphones’ built-in WiFi hotspot functionality which in combination with the devices’ switching
between access point and client modes can facilitate the propagation of messages. In this position paper
we outline three contributions with respect to previous work on the topic.
First, we show how to empirically determine core parameters from the performance of modern
smartphones such as the maximum number of devices attached to an access point (which tends to be
much smaller than in conventional WiFi networks), range, bandwidth etc. Second, to maximize system
performance under such circumstances, we propose to study heuristics and offer an algorithm for a
mode switching strategy based on client mobility instead of the random strategies that have mainly been
utilized so far. Third and ﬁnally, we compare our performance to a random role switching strategy in
a large-scale simulation which is based on data of movement traces of 28’000 people during a 3-day
festival in Zurich. By means of the the simulation we investigate the inﬂuence of various parameters on
the system’s behavior in conditions otherwise untestable.
This work is thus an example of synergy between 3 different approaches: deployment of embedded
systems, the study of heuristic algorithms, and computational simulations that link the two.
Keywords: Information Distribution, Ad-hoc Communication, Large-Scale Agent Based Simulation
1 Introduction and Problem Setting
Managing crowds at public events and during everyday life in urban areas is a complex and highly
dynamic problem. Quality knowledge about the dynamic state of a crowd (e.g. its density) is absolutely
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vital for security but also for communication. This includes the earliest possible detection of potential
hot areas and the means to communicate with the crowd in an efﬁcient manner to solve problems before
they turn into critical situations.
This position paper grows out from work reported in [4, 6, 7]. Over the past few years, we have
developed and studied a smartphone based crowd management system, which analyzes smartphone
sensor data voluntarily contributed by visitors of large scale events and creates a real time overview
about crowd conditions such as crowd density, crowd pressure and crowd turbulences [14, 13]. The
system also provides means for event organizers and emergency forces to communicate with the crowd
in a targeted fashion using location based messages [3]. This system has been deployed during numerous
international events [4] and was consequently used by over 100.000 users who contributed well over 50
million data points in total. The deployment during the Zurich festival [2] for example resulted in the
creation of the largest GPS based mobility dataset collected at a public event, up to our knowledge.
A key concern that has emerged was the ability to deal with network outages. Such outages must
be expected during emergency situations and are also not uncommon at large enough public gatherings
under normal circumstances. Clearly, a network outage during an emergency would mean that the
system functionality (information gathering, message delivery) would become unavailable at the very
moment when it is most needed. To respond to this, we have extended the system with the ability to use
the WiFi capability of users’ smartphones to create an Ad-Hoc network within the crowd. We follow
a basic opportunistic networking approach by making use of the smartphones’ built-in WiFi hotspot
functionality1 which in combination with the devices switching between access point and client modes
facilitates the propagation of messages on a multi-hop basis.
The use of the hotspot mode instead of the various peer-2-peer networking capabilities built into
modern smart phone operating systems is motivated by the need to be compatible with as many devices
as possible. While the P2P capabilities differ between devices, the ability to log on into a hotspot is
virtually universal. A number of publications have dealt with this topic from a networking point of view
before, yet there is currently little insight into the speciﬁc features of a highly mobile smartphone-driven
scenario.
For completeness, we discuss the boundary conditions imposed on the core parameters by the ca-
pabilities of smartphones (which differ greatly from standard networking devices) and also consider the
inﬂuence of the human body on the system’s performance. In the main part of the paper we introduce
our mobility based mode switching strategy which is more ﬁt for use in crowd management scenarios
than traditional random strategies. Finally, we present a large-scale simulation based on a dataset con-
sisting of movement traces from 28’000 people (recorded at the Zurich festival as mentioned before).
Using this simulation, the inﬂuence of various parameters on the system is investigated in situations
otherwise untestable.
The task of establishing communication networks in the absence of a ﬁxed infrastructure (i.e. build-
ing ad-hoc networks) has been researched for decades and was initially motivated by military and disas-
ter recovery motives. Especially the ﬁeld of mobile ad-hoc networks (MANETs) has gained increased
interest already in the 1990s [1]. More recently Trifunovic et al. introduced WiFi-Opp in 2011 [11]
which lays the basis of our work and is designed as a delay tolerant opportunistic network. WiFi-Opp
relies on the fact that modern smartphones have a built-in WiFi-hotspot functionality. The underlying
principle is that if a certain amount of devices take over the role as hotspots and the others are trying to
connect to those hotspots, information can be exchanged between the connected devices. If those modes
are switched periodically, the information is propagated to all participating devices. To assign modes to
devices, WiFi-Opp employs a random strategy which is further reﬁned in [12].
Previous works have thus presented smartphones as a simple “tool” to enable opportunistic network-
1Whenever hotspot is mentioned in this paper, we mean mobile hotspots in this sense, and not the areas attracting a number
of people, which are called differently.
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Figure 1: Results of Smartphone Evaluation
ing without actually determining conditions to be met by the overall system in order for the smartphones
to be utilized well from a network performance point of view. We therefore deal with an empirical anal-
ysis of the related capabilities and limitations of smartphones currently available on the market. These
serve as a basis for our opportunistic networking approach also considering the effects that a dense
crowd of people has on network performance. We then present a novel mode switching strategy based
on node mobility. We show that using this strategy enables information spreading in a crowd with a
lower amount of devices acting as access points at a comparable or even greater speed compared to
traditional random mode switching approaches. Our switching strategy is heavily based on device mo-
bility. Hence, it could be assumed that it is not working in situations without node mobility. Therefore,
we also present the results of a real world experiment under worst case conditions – i.e. in a scenario
where all devices are immobile. It will be shown that information can be spread at decent speeds even
under those circumstances. Finally, we present the ﬁndings of a large scale simulation of an event where
a temporary network outage affects a certain area of the event region. The simulation is used to ﬁne-tune
the parameters of our switching strategy. The virtual agents in the simulation follow a movement model
that was extracted from a real dataset containing data from 28.000 people and can therefore be assumed
to be realistic.
2 Core Parameters Based on Smartphones
To design and test our algorithms, an understanding about the capabilities and limitations of smartphones
from an opportunistic networking perspective is needed. We summarize this brieﬂy and refer to [4] for
a more complete analysis.
Device type2. To learn if older smartphones perform worse with respect to opportunistic networking
than the latest ﬂagship models, we performed a series of tests where a ﬁxed number of messages (each
100 characters long) was transmitted between an access point device and a client device. We chose the
Google Nexus S, the Samsung Galaxy S3 and the Google Nexus 5 as reference devices. Our ﬁndings
2Note that we were only interested in the safe choice of communication parameters and not in the comparison of devices per
se. Our claims are are only relevant from the point of view of devising a suitable switching algorithm that serves all.
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clearly show that the oldest device (Nexus S) performs broadly on the same level as the newest device
(Nexus 5), with the “middle aged” device (Galaxy S3) surprisingly outperforming both (Fig.1, top left).
Payload size. To evaluate the impact of the payload size on the transmission speed, we performed
a series of tests where messages with varying payload sizes were exchanged between an access point
device and a client. Payload size ranged between 100 and 10’000 characters. Our ﬁndings show that
while there is a linear dependency between size and transmission time, this is a very small effect and
therefore does not have a meaningful impact on the communication protocol (Fig. 1, top right).
Packaging strategy. A key design decision for our communication protocol was whether to exchange
all messages within one large packet or if each message should be transmitted as a single small packet.
Since our ﬁndings showed that the former performed about 7 times better than the latter (see bottom left
plot in Fig. 1), we made the decision to exchange messages between devices in bulks.
Distance between devices. A further experiment was performed to ﬁnd out if the distance between
two devices had a large impact on transmission times – especially in scenarios with a lot of mobility this
would be an important factor. Our ﬁndings clearly show that under line-of-sight (LOS) conditions, the
distance between the devices can be disregarded (see bottom right plot in Fig. 1).
The effect of dense crowds. WiFi signals are mainly transmitted in the 2.4 GHz range – more or less
the resonance frequency of water [5]. As the human body is made up of up to 72%water [9], people have
an effect on the transmission of WiFi signals – a fact relevant in our scenario consisting of (potentially
very dense) crowds. However, tests in crowded open air environments have shown that the smartphones
carried inside of trouser pockets were still able to communicate over a distance of approximately 50 m
but would lose their connection when the subjects moved even further.
Access point performance. During our experiments we realized that smartphone vendors actually
limit their devices when it comes to the number of clients that can connect to an access point simulta-
neously. This limit does not seem to depend on hardware factors alone as we discovered that identical
phones running different operating systems imposed different limitations on the access point feature.
Having analyzed 14 different phones it is safe to say that each device can handle at least 5 clients access
point mode – an important limit for the mode switching strategy.
Mode switching duration. Two critical performance parameters are the time for an access point
device to offer a WiFi hotspot and the time for a client to connect to the access point. Our experiments
showed that it can take a device anything between 5 and 10s to create a usable WiFi hotspot, and client
devices took a maximum of 5s to connect to an access point. Based on the dataset recorded we found that
the average speed of a pedestrian is rarely above 1 m/s. Assuming maximal access point range of 50m
and a micro-network setup time of 15 seconds, this leaves enough time for information synchronization.
3 Our Mode Switching Strategy
As mentioned earlier, our approach to ad-hoc communication [4] takes the works of [11] as a starting
point: some smartphones enable their built-in WiFi hotspot mode, while others connect to those access
points as clients. Information can then be exchanged within this micro network. If the modes of access
point and client are frequently changed, this leads to an eventual propagation of the information to all
participating devices – data is consequently being transmitted in a multi-hop fashion. (At this point it
is worth mentioning, that we deliberately decided against implementing other means of wireless com-
munication such as WiFi Direct or Bluetooth. Given that our approach is supposed to be supported by
as many devices as possible, we therefore decided to use WiFi as it is implemented on most devices
currently available on the market.)
We maintain that a good strategy should maximize the amount of new information exchanged within
each micro-network. Hence, the case where the same devices are part of the same micro-network in
consecutive iterations should be avoided as far as possible. Taking this goal as a basis, based on [4]
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we present our mobility based mode switching strategy below which is based on the following two
assumptions: (i) Devices with a high mobility carry potentially more relevant information than those
with a low mobility. The reasoning is intuitive: if a device traveled a long distance, it potentially carries
information from a source that’s physically further away from it’s current location. Since opportunistic
networking is mainly about bridging physical distances as quickly as possible, device mobility should
clearly be regarded as an important factor. We therefore introduce the quality factor device mobility as
DM and the device mobility threshold asDMthresh. (ii) Ideally, each micro network consists of devices
that haven’t been connected for a long time. Again, the reasoning is rather intuitive: the likelihood of
new and therefore relevant information being exchanged between devices in an opportunistic network
is higher when the devices haven’t been in touch with one another for a long time, since they will have
had the chance to collect new information in the meantime. We therefore introduce the quality factor
last seen as LS and the last seen threshold as LSthresh.
Our mode switching strategy follows a strict asynchronous approach: as soon as a device loses
connectivity for a certain amount of time, it enters into opportunistic networking mode and initiates
a so-called decision phase where it decides whether it becomes an access point or a client without
complying with a global schedule like it is done in [10].
So the key is the decision phase to determine what role to take next. Within the decision phase, the
following main steps are taken [4]:
1. The device collects information about all available access points that are within reach.
2. All access points with DM ≥ DMthresh are inserted into a list LDM ranked according to their
DM values.
3. All access points with LS ≥ LSthresh are inserted into a list LLS ranked according to their LS
values.
4. An overall ranking is computed based on each access point’s ranking within LDM and LLS . Both
rankings can be weighted (see section “Large Scale Simulation” for details on the optimal weight
factors DMweight and LSweight).
5. The device goes into client mode and connects to the access point with the highest overall ranking.
6. If no suitable access point could be found (because either none was available or none exceeded
DMthresh or LSthresh), the device collects information about all available devices that are within
reach.
7. If there are at least n devices within reach, the device goes into access point mode and waits for
clients to connect. Due to the limitations of some devices discovered during our experiments (see
above), the initial value of n should not be greater than 5.
Furthermore, we need to ﬁne tune the actual communication within a micro-network. An integral
element of the mode switching strategy is namely to deﬁne when a device currently acting as a hotspot
should quit its current mode and go back into the decision phase. We assume that when no data exchange
has taken place for a set duration U is the micro network dissolved by the hotspot going back into a
decision phase which triggers the clients to do the same. For further elaboration on the value of U we
refer to Section 4. Clients are also automatically disconnected from the micro-network when they move
out of the access point’s range.
Since our mode switching strategy is heavily based on device mobility we wanted to assess how
it would fare under worst case conditions – i.e. in a scenario where all devices are immobile. For 14
devices over an area of approximately 500 m2 using a total number of 200 messages 100 characters
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long, with U = 3 minutes we found that it took an average of roughly 3 minutes for each message to
make it to another device and almost 13 minutes for all 200 messages to be available on all 14 devices.
While those values might seem high at ﬁrst glance, they can be easily explained by the fact that each
decision phase needed to be iterated numerous times as all devices were stationary. In summary, we
come to the conclusion that our approach even works under adverse conditions that are destructive to
the mode switching strategy’s underlying concepts.
4 The Large-Scale Simulation
To test the effect of various parameters on our switching algorithm and its efﬁciency under a wide
range of realistic conditions that go beyond testability with real users due to the large number of exper-
iments required, we developed and analyzed a large-scale agent-based simulation model (ABM) using
the framework NetLogo with a Network and GIS extension. The simulation example is based on the
real-world motion dataset obtained during the 2013 Zurich festival and the map of Zurich where pedes-
trians are randomly located with the desired density and motion parameters. This way we deﬁne abstract
pedestrians that are “as good as real” and that allow us to study realistic motion patters as well as their
effect on communication.
The simulation GUI offers interactive visualization and experimentation possibilities, backing up
broader parameter sweeps that we have obtained using NetLogo’s own BehaviorSpace module in “head-
less” mode (that is, without a graphic interface). We developed 2 varieties of the model, both of which
have been parametrized using real data. One version uses city street maps (shapeﬁles) and the other a
free area to obtain a general model. The shapeﬁle version has been tested on various city layouts and
is here studied at the example of Zurich. A rectangular area can be deﬁned to deﬁne a signal outage,
i.e. an area within which opportunistic communication is simulated. Pedestrians can be put on streets
randomly or by mouse commands to deﬁne “hot areas” (such as Bahnhofstrasse, Bu¨rkliplatz and the
Quaibru¨cke bridge in the above festival). Using our simulation model, various crowd situations during
catastrophes and outages can be studied and various communication algorithms tested. Our simulation
unites a motion model with the communication model. For the former, see the next subsection; the latter
directly implements the algorithm given in Section 3.
parameter initial value range tested
population N 1,000 ﬁxed
device range r 50 m ﬁxed
server mode uptime U 180 s ﬁxed
uptime std error stdU 35 s ﬁxed
max # clients per server k 5 ﬁxed
# clients required per server n 1 1-4
device mobility weight DMweight 1.0 0-1.0
device mobility threshold DMthresh 0 0-0.6
Last Seen weight LSweight 0 0-0.6
Last Seen threshold LSthresh 0 0-60
Table 1: Simulation parameters.
4.1 A Realistic Pedestrian Motion Model
Using the Zurich festival dataset we estimated the key walking parameters and used them in the simu-
lation in a motion model. Shapeﬁles represent streets by their segments, and our motion model consists
of navigation along a network deﬁned by the segments. Pedestrians share a common average walking
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speed but have individual walking and staying times, characterized with their average walking/standing
times and their standard errors, respectively. Pedestrians are heading towards an adjacent segment and
upon reaching it select a new adjacent destination segment, never turning back in a single step. Direction
choice is random.
Sample walking data is presented on Figure 2. Our motion model is based on a “mean ﬁeld” approx-
imation of the pedestrian motion, hence we use the averages for walking speed 0,5 m/s, standing length
55s (std 100) and the time between standings 40s (std 65), respectively. We take these as ﬁxed external
parameters to test effect of the internal parameters of the mode switching algorithm. With the motion
model realized, we ﬁnd that about half of all agents are immobile at any given time, about 20% never
move at all and another 20% never stand still (values which seem intuitive for a street festival). These
values will be signiﬁcant for the simulation results.
(a) Walking time sampled at different time points. (b) Variance of walking time at different time points.
Figure 2: Plots of walking time and its variance during a Zurich festival day. The outlier is the start of
ﬁreworks.
4.2 Parameter Sweeping
Here we present key results directly bearing upon open questions left about parameters in the empirical
tests. A more complex analysis of our model is left to a subsequent paper. In the simulation runs, we
have used the parameters as in Table 1 above. The model is consistently scaled for 1 patch = 7 meters
and 1 tick = 1 sec. A useful visualization renders 1 patch as 4x4 pixels. The area tested was 1’500x1’500
meters, i.e. 2’250’000 square meters.
We are here presenting 2 cross-sections of analysis, ﬁrst keeping the algorithmic parameters related
to DM and LS ﬁxed at < 1.0, 0, 0, 0 > as in Table 2, and looking for the effects of n. In the second
study we set n to the best value found and perform multi-dimensional sweeps for the 4 DM and LS
parameters (prior tests justify this strategy and have indeed been suggesting optimization of n ﬁrst.). The
simultaneous analysis of all parameters of Table 2 would require advanced DoE (design of experiment)
tools such as adaptive sampling and is beyond the focus of this paper.
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Figure 3: Convergence speed and number of access points against n, minimum number of clients re-
quired per access points.
Among the output variables studied, of utmost importance are the ones related to efﬁciency, i.e.
convergence time t (the time that a single initial message on a device reaches all devices) and the
percentage of access points (i.e. the average % of the devices found in access point mode). The ﬁrst
study shows a tradeoff between these two variables as a function of n using 10 random runs with
identical parameters, as shown on Figure 3.
(a) The effect on device mobility and “last seen”
thresholds on convergence speed
(b) Device mobility threshold and weight effecting
convergence speed
Figure 4: The effect of device mobility, “last seen” and weight on convergence.
The number of access points used stands clearly in a strong negative linear relation with n (also
tested but not shown using correlation package “car” in R). The effect of n on convergence speed is
less profound however, and t has a ﬂat minimum at n = 1 or 2. If access point efﬁciency is also taken
into account this indicates n = 2 as best value. To appreciate these results, we observe that at this
value (using ca. 40% of agents as servers) the message reaches all 1’000 individual users moving over
more than 2 million square meters in a time of about 33 minutes; the same would be achievable by only
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20-25% of servers in ca. 40 minutes. While these numbers may seem high at ﬁrst sight, we refer back
to the choice that we did not test U values smaller than 3 minutes on average. Clearly that value is a
bottleneck in scenarios with low mobility. A dramatic increase of speed can be expected using smaller
values (and a faster establishment of connections with the technologies of the near future, such as WiFi
Direct.).
Using n = 2, our further simulation runs were intended to clarify the relations of DMweight,
DMthresh, LSweight and LSthresh. In the intervals given in Table 2, the output variable t varied
between 1’800 and 4’100 seconds, with all t values below 2’000 reached at DMthresh = 0 at any
value of the other 3 parameters. On the other end, high t values are characterized by high values of
DMthresh, but also by high values of the other parameters. Motivated by these ﬁndings, we look into
the 3D sections of the resulting space (Figure 2). Convergence speed versus DMweight and LSweight,
or versus LSweight and LSthresh do not give any interesting insight, reinforcing the recognition that LS
is not offering the most relevant contribution. The 3D plots using the threshold variables (Fig. 2a) and
the plot of convergence speed against DMweight, DMthresh (Fig. 2b) have a clearer message. Lower
values of DMthresh combined with higher values of DMweight give best results largely independently
from LSweight and LSthresh values.
As a summary, we may conclude that “last seen” (i.e. the information surplus brought in by the
servers long time not visited by a given client) is suppressed by the effects of high mobility - indeed in
a realistic motion model this is expected, as many agents are sessile or have low mobility, designating
them as weak candidates for quick information propagation.
5 Conclusion and Outlook
This paper deﬁnes a study framework and shows a working example. The core conclusion is that under
realistic circumstances the use of smartphone hotspot functionality based Ad-Hoc networks for infor-
mation distribution in large urban crowds is a viable approach. However, the mode switching strategy
is critical and what is known about the user and crowd dynamics (in particular, the motion parameters)
should be carefully taken into account.
In the future we want to do more research on deﬁning suitable strategies for handling those members
of the crowd which are “at the edge” of the region affected by a temporary network outage, for instance.
Our current system assumes that those people will eventually walk into the affected region, thereby
“carrying” messages with them that were received previously. Only once those users arrived in the
affected region, would their smartphones switch into opportunistic networking mode and start to spread
the messages amongst their peers. The system’s performance could be increased however if a smart
strategy was found that would allow those “edge users” to recognize devices in opportunistic networking
mode in their vicinitiy prior to entering the zone. With such a mechanism in place, we wouldn’t have
to rely on “edge users” walking into the affected region in order to start disseminating their stored
messages.
We furthermore want to look into the possibility of incorporating an approach like it is presented
in [8] into our system. Here, the authors are utilizing public WiFi access points to enlarge the reach of
their opportunistic network which would obviously be a great help in our scenario.
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