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HTTP HyperText Transfer Protocol protokol za prenos hiperteksta
JS Javascript javascript




HTML Hyper Text Markup Language jezik za oznacˇevanje hiperte-
ksta
JSON Javascript Object Notation objektni javascript zapis
NPM Node Package Manager Node upravljalnik paketov
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Povzetek
Naslov: Porazdeljeno upodabljanje s sledenjem zˇarkov v spletnih brskalnikih
Avtor: Luka Prijatelj
Glavni cilj nasˇe diplomske naloge je predstaviti razvoj sistema za upodabljanje
3D scen z uporabo porazdeljenih naprav, ki za svoje delovanje potrebujejo
zgolj spletni brskalnik. Sistem, ki smo ga razvili, omogocˇa novim napravam,
da se vkljucˇijo v sistem med samim procesom upodabljanja. Odjemalec, ki
sodeluje pri upodabljanju, lahko spremlja napredek ostalih odjemalcev. Ko se
upodabljanje koncˇa, ima vsak odjemalec prikazano celotno upodobljeno sliko.
Predstavili bomo nacˇrt implementacije ter zacˇetne pogoje, ki so nas usmer-
jali pri nacˇrtovanju. Opisali bomo delovanje strezˇnika ter njegovo vlogo v sis-
temu. Prikazali bomo razlicˇne vrste komunikacij med strezˇnikom in odjemalci.
V sklopu odjemalca bomo opisali njegovo delovanje ter metodo, ki jo uporablja
za upodobitev 3D scene. Predstavili bomo tudi probleme, na katere smo na-
leteli med implementacijo upodabljanja scene. Opisali bomo rezultate, ki smo
jih pridobili pri upodobitvi dveh testnih scen. Rezultate bomo nato prikazali
s pomocˇjo grafov, s katerih je razvidna cˇasovna zahtevnost upodabljanja celic.
Na koncu bomo sˇe opisali nasˇe ugotovitve ter mozˇne izboljˇsave za pospesˇitev
sistema.




Title: Distributed rendering with ray tracing in web browsers
Author: Luka Prijatelj
The main objective of our graduation thesis is to present development
of the 3D scenes rendering system by using distributed devices that require
only web browser for their functioning. The system we developed enables
new devices to integrate in the system during the rendering process itself.
Client taking part in rendering can monitor progress of other clients. When
rendering is completed, every client sees entire rendered image. We will present
implementation plan and initial conditions that guided us during planning. We
will describe server operations and its role in the system. We will represent
various types of communications among the server and clients. In the client’s
scope, we will describe their operations and method used to render 3D scene.
Further, we will also present problems we encountered during implementation
of scene rendering. We will describe results obtained by rendering the two
test scenes. Results will be represented in graphs which also present time
complexity of rendering cells. At the end, we will describe our findings and
potential improvements for system’s acceleration.




Filmska industrija zˇe vrsto let uporablja napredne metode racˇunalniˇske gra-
fike za prikaz namiˇsljenih predmetov, oseb ter stavb. V podjetju Marvel1 so
na primer ustvarili kar celotno namiˇsljeno vesolje. Prikazali so ga v svojem
bogatem seznamu2 filmov. Upodabljanje tako velikega projekta kot je film,
je zelo cˇasovno zahteven proces. Podjetje DreamWorks naj bi za upodobitev
filma Kako izuriti svojega zmaja 2 skupno porabilo 90 milijonov ur procesor-
skega cˇasa [10] za izris 130 tisocˇ slik (angl. Frames). Za zmanjˇsanje tako
velikega sˇtevila ur so morali uporabiti zelo veliko visoko-zmogljivih naprav za
upodabljanje. Celoten sistem je moral biti popolnoma avtomatiziran, da je
lahko upodobil toliko slik. Tak sistem naprav imenujemo strezˇniˇska farma za
namene upodabljanja (angl. Render Farm).
Omenjen nacˇin predstavlja visok strosˇek za filmsko industrijo, zato si ga
posamezniki ali manjˇsa podjetja tezˇko privosˇcˇijo. Ena izmed resˇitev bi lahko
bila uporaba zˇe obstojecˇih naprav za pomocˇ pri upodabljanju. Uporabili bi
lahko naprave, kot so osebni racˇunalniki, prenosniki ter mobilni telefoni. Vsaka






bljanja ter tako pripomogla k racˇunanju podatkov. Resˇitev je implementacija
sistema, ki bo upodobil 3D scene z uporabo porazdeljenih naprav, kar je tudi
cilj diplomske naloge.
Takoj na zacˇetku si moramo postaviti zacˇetne pogoje, ki nas bodo usmerjali
pri izdelavi diplomske naloge. Pogoji so sledecˇi:
• sistem, ki ga bomo zasnovali, mora biti zelo prilagodljiv,
• biti mora platformno neodvisen, saj si bodo naprave po strojni opremi
med seboj zelo razlicˇne,
• delovati mora v okolju spletnega brskalnika, saj je ta najvecˇkrat prisoten
na uporabniˇskih napravah,
• izkoristiti mora zmogljivost odjemalcˇeve naprave za cˇim hitrejˇse rezultate
- v nasˇem primeru to pomeni uporabo tehnologije imenovane nitenje
(angl. Threading),
• vsak od odjemalcev, ki sodeluje pri upodabljanju, naj tudi sproti prika-
zuje napredek vseh drugih odjemalcev,
• cˇe v katerem koli cˇasu ustavimo proces izrisovanja ali ga dokoncˇno pre-
kinemo na strani strezˇnika, morajo to narediti tudi vsi odjemalci,
• sˇtevilo odjemalcev ni podano vnaprej, zato mora biti sistem zanesljiv in
delovati tudi v primeru priklopa ali odklopa katerekoli od naprav in
• naprava postane odjemalec v trenutku, ko obiˇscˇe dolocˇeno povezavo v
svojem brskalniku.
V drugem poglavju pregledamo podrocˇje obstojecˇih porazdeljenih siste-
mov za upodabljanje in tehnologije, uporabljene v diplomskem delu. Nekatere
izmed tehnologij so zˇe vkljucˇene v okolje spletnih brskalnikov, druge pa so
vkljucˇene v obliki zunanjih knjizˇnic in sluzˇijo kot pomocˇ za hitrejˇsi razvoj
aplikacije.
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V tretjem poglavju je predstavljena implementacija sistema. Posvetili se
bomo nalogam, ki jih izvaja strezˇnik, nato pa opisali postopek delitve dela na
manjˇse dele, ki jih prejmejo udelezˇenci ter komunikacijo med strezˇnikom in
odjemalci. Po tem postopku sledijo naloge odjemalca ter problemi, na katere
smo naleteli pri implementaciji upodabljanja 3D okolja.




Pregled podrocˇja in uporabljene
tehnologije
Kot smo zˇe omenili, je lahko proces upodabljanja zelo cˇasovno zahtevna ope-
racija. Na trgu lahko zato najdemo programska orodja, ki na razlicˇne nacˇine
skusˇajo pospesˇiti proces upodabljanja. Programsko orodje V-Ray1 omogocˇa
3D urejevalnikom kot sta Blender2 in Autodesk Maya3, uporabo naprav v
omrezˇju kot pomocˇ pri upodabljanju. Programsko orodje CyclesPhi4 omogocˇa
uporabo Intel Xeon Phi kartic za namene upodabljanja [11]. Ogrodje Equali-
zer5 omogocˇa upravljanje OpenGL aplikacij na razlicˇnih napravah [8]. Namesto
uporabe zˇe obstojecˇih orodij, se je veliko podjetij odlocˇilo razviti svoj lastni
sistem porazdeljenih naprav [16, 12, 9].
Projekta kot sta SETI@Home6 in Folding@Home7 sta primera lastne imple-
mentacije sistema, ki uporablja porazdeljene naprave kot pomocˇ pri racˇunanju










ziranjem radijskih signalov in satelitskih posnetkov [4]. Sistem ne uporablja
lastnih naprav za analizo podatkov, temvecˇ se zanasˇa na naprave drugih upo-
rabnikov. Za sodelovanje mora uporabnik le prenesti program z spletne strani
SETI@Home in ga zagnati. Uporabnikova naprava se bo nato povezala s
strezˇnikom ter zacˇela z obdelavo podatkov. Na enak nacˇin deluje tudi pro-
jekt Folding@Home, katerega namen je simuliranje zlaganja beljakovin v me-
dicinske namene. Uporabnik lahko sodeluje pri raziskavi bolezni s prenosom
programa iz spletne strani Folding@Home [7]. Ob zagonu se program povezˇe
s strezˇnikom ter zacˇne z obdelovanjem podatkov.
Projekta SETI@Home in Folding@Home zahtevata za svoje delovanje na-
mestitev programa z njihove spletne strani. Namesˇcˇanje dodatnih programov
lahko odvrne uporabnike od sodelovanja, zato bomo v diplomski nalogi upo-
rabili le tehnologije, ki so prisotne v okolju brskalnika.
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2.1 Javascript
Javascript8, ponavadi okrajˇsano kar JS, je interpretiran programski jezik, ki
je skladen z ECMAScript standardom9. Prvotno ga je razvil Brendan Eich za
podjetje Netscape zaradi potrebe po skriptnem jeziku, ki bi naredil staticˇne
spletne strani bolj dinamicˇne in bi deloval v brskalniku Netscape Navigator.
Zaradi podobnosti sintakse jezika Java se ga je prijelo ime Javascript. Kljub
temu, da je skladen s standardom ECMAScript za implementacijo skrbijo pod-
jetja, ki imajo v lasti brskalnike. Posledicˇno ima lahko Javascript na razlicˇnih
brskalnikih drugacˇno implementacijo.
Vse do danes je JS ostal edina izbira za izvrsˇevanje skriptne kode na od-
jemalcˇevem brskalniku. Med razvijalci spletnih strani je zelo popularen, saj
ponuja preprostost in dinamicˇnost pri razvoju programskih resˇitev.
2.2 Web workers
Web worker10 je aplikacijski programski vmesnik (angl. Application Program-
ming Interface - API), ki omogocˇa ustvarjanje, brisanje in komunikacijo z
nitmi. Web workerji nam omogocˇajo, da izvrsˇujemo Javascript skripte v ozadju
in zaradi tega ne prekinjamo dela glavne niti. Z uporabo nitenja lahko spletne
strani postanejo hitrejˇse in bolj odzivne, saj se delo med nitmi opravlja ne-
odvisno in socˇasno. Niti so pomemben del resˇitve nasˇe diplomske naloge, saj






WebGL11 je aplikacijski programski vmesnik za izrisovanje visoko-zmogljive
interaktivne 3D ali 2D grafike [15]. Ustvarjen je bil izkljucˇno za delovanje v
brskalniku, zasnovali so ga na na obstojecˇem OpenGL standardu [5]. WebGL
2.0 API je skladen z OpenGL ES 3.012 standardom, ki omogocˇa komunikacijo
z graficˇno kartico preko Javascript-a. Podprt je na vseh glavnih brskalnikih,
strojna oprema na kateri se bo program izvajal, mora vsebovati podporo za
WebGL 2.0. Za uporabo ne potrebujemo nobenega dodatnega vticˇnika (angl.
Plug-in).
2.3.1 ThreeJS
ThreeJS13 je brskalniˇsko neodvisna Javascript knjizˇnica in aplikacijski pro-
gramski vmesnik. Uporablja se za ustvarjanje in prikazovanje 2D ali 3D
racˇunalniˇske grafike. Podpira vecˇ razlicˇnih tehnologij upodabljanja. Ena izmed
tehnologij je tudi WebGL, ki smo jo uporabili v nasˇi nalogi. Knjizˇnica vsebuje
vrsto razlicˇnih matematicˇnih funkcij iz linearne algebre, ki smo jih potrebovali
za racˇunanje polozˇajev tocˇk (angl. Vertices). Implementirano ima tudi pod-
poro za branje datotek razlicˇnih formatov, ki vsebujejo podatke o predstavitvi
3D prizora. V nasˇi diplomski nalogi smo uporabljali format *.GLTF [1] (angl.






Web socket14 je aplikacijski programski vmesnik, ki deluje preko TCP proto-
kola in omogocˇa dvosmerno interaktivno sejno komunikacijo med uporabniko-
vim brskalnikom in strezˇnikom [13]. S tem API-jem lahko posˇiljamo sporocˇila
strezˇniku ter sprejemamo odgovore, brez da bi predhodno posˇiljali zahtevo na
strezˇnik. Posamezni paketi sporocˇil so manjˇse velikosti od obicˇajnih HTTP
sporocˇil [2]. Zaradi manjˇse velikosti je tudi cˇas posˇiljanja krajˇsi.
2.4.1 SocketIO
SocketIO15 je Javascript knjizˇnica, ki omogocˇa obojestransko dogodkovno usmer-
jeno komunikacijo v realnem cˇasu. Uporabljata jo tako odjemalec kot tudi
strezˇnik. Podpira zaznavanje za priklop in odklop posameznega odjemalca. S
tem poskrbi, da je strezˇnik seznanjen z aktualnimi spremembami na omrezˇju.
SocketIO omogocˇa zanesljivost in je primeren za aplikacije, kjer je mozˇna od-





NodeJS16 je odprtokodno in platformno neodvisno (angl. Cross-platform) Ja-
vascript okolje, ki omogocˇa dostop do strezˇniˇskega sistema in orodij ukazne
vrstice. Deluje po principu asinhronih dogodkov (angl. Asynchronous Event-
Driven). Vsak klic na strezˇnik se izvrsˇi neodvisno od drugih klicev.
Razvijalcu je na voljo tudi Node upravljalnik paketov17 (angl. Node Pac-
kage Manager - NPM), ki omogocˇa uvoz knjizˇnic za enostavnejˇsi razvoj. Zaradi
svoje preprostosti je NodeJS postal zelo popularen med razvijalci strezˇniˇskih
sistemov. Za prevajanje in izvajanje izvorne kode skrbi Googlov V8 prevajalnik





Nacˇrtovanje je prvi korak pri izdelavi programskih resˇitev in je najbolj po-
memben. Izpustitev tega koraka bi nas lahko pripeljala do tezˇav v cˇasu imple-
mentacije. Morali bi spreminjati (angl. Refactoring) obstojecˇo izvorno kodo,
ker slabo nacˇrtovani sistem ne bi bil dovolj zanesljiv. S spreminjanje izvorne
kode bi narasla verjetnost programskih napak (angl. Bug). Ugotovili smo, da
je bilo pri nasˇi diplomski nalogi pet glavnih nalog, ki smo jih morali dolocˇiti.
Prva naloga je bila iskanje ustreznih programskih jezikov in orodij. Druga na-
loga je bila dolocˇitev API klicev za povezovanje in usklajevanje komunikacije
med strezˇnikom in odjemalci. Pri tem smo morali locˇiti tri vrste komunikacij:
strezˇnik-odjemalec, odjemalec-strezˇnik in strezˇnik-odjemalci. Vse komunika-
cije so morale biti zanesljive, cˇe smo zˇeleli, da bi algoritem pravilno deloval.
Naslednja naloga je bila iskanje nacˇina za shranjevanje podatkov. Paziti smo
morali, da je bilo branje in pisanje podatkov zelo hitro. Nekatere podatkovne
baze so namrecˇ pocˇasne in bi lahko upocˇasnjevale proces upodabljanja. Ena
od nalog je bila povezana z algoritmi za izrisovanje 3D scene. Pri resˇitvi te
naloge smo morali poiskati knjizˇnico, ki vsebuje matematicˇne funkcije - sem na
primer sodijo operacije nad vektorji in matrikami. Za konec smo potrebovali sˇe
knjizˇnico za branje 3D scene iz datoteke in metodo za izrisovanje 3D prizora.




Vsak sistem porazdeljenih naprav potrebuje dolocˇeno tocˇko oziroma napravo
za sinhronizacijo podatkov. V nasˇem primeru je to strezˇnik. Poskrbeti mora
za razdelitev dela posameznim napravam. Hraniti mora podatke o celicah ter
obvestiti naprave o spremembi izrisanih celic. Na koncu mora zdruzˇiti vse
izrisane celice v koncˇno sliko, da jo lahko nato uporabnik prenese na svoj
racˇunalnik. Strezˇnik mora zato imeti pravilno zasnovan sistem asinhronih
klicev, ki poskrbijo za izvajanje ustreznih funkcij. Za nasˇ sistem smo sklenili
razdeliti klice v tri skupine. Prva skupina klicev upravlja proces upodabljanja.
Klici so prikazani na izseku kode 3.1. Druga skupina klicev, prikazanih na
odseku kode 3.2, skrbi za posodobitev in pridobitev celic za odjemalca. V
tretji skupini se nahajajo klici za obvesˇcˇanje o spremembi stanja odjemalcev.
Vidni so na izseku kode 3.3.
Izvorna koda 3.1: Seznam API klicev za upravljenje s procesom upodabljanja
/ render ing / s t a r t
/ render ing / pause
/ render ing /resume
/ render ing / stop
/ render ing / setOpt ions
/ render ing / getOptions
/ render ing / ge tSta t e
/ render ing / f i n i s h e d
/ render ing / p rog r e s s
Izvorna koda 3.2: Seznam API klicev za upravljanje s celicami
/ c e l l s / g e tA l l
/ c e l l s / getWaiting
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/ c e l l s /update
Izvorna koda 3.3: Seznam API klicev za obvesˇcˇanje o spremembah odjemalcev
/ c l i e n t s / ge tA l l
/ c l i e n t s /add
/ c l i e n t s /remove
3.1.1 Delitev dela
Za razdelitev dela med posamezne odjemalce najprej potrebujemo podatke za
upodabljanje. Te podatke pridobimo preko odjemalca, ki smo ga pooblastili za
administratorja in sluzˇi kot pomocˇ uporabniku za prikaz 3D scene ter dolocˇitev
parametrov, ki jih potrebujemo za izrisovanje. Strezˇnik prejme od administra-
torja podatke o izbrani sceni ter parametre za upodabljanje. Nato zacˇne z
’razrezom’ koncˇne velikosti slike v manjˇse celice za izrisovanje. V primeru, da
velikost slike ni v sorazmerju z velikostjo celic, se lahko zgodi, da so robne
celice manjˇse velikosti, kot je dolocˇeno v parametrih za izrisovanje.
1 let startY = 0;
2 let MAX WIDTH = options.CANVAS WIDTH;
3 let MAX HEIGHT = options.CANVAS HEIGHT;
4
5 let index = 0;
6
7 while(startY < MAX HEIGHT)
8 {
9 let startX = 0;
10
11 while(startX < MAX WIDTH)
12 {
13 let endX = startX + options.BLOCK WIDTH;
14 let endY = startY + options.BLOCK HEIGHT;
14 Luka Prijatelj
15
16 let MAX X = endX < MAX WIDTH ? endX : MAX WIDTH;
17 let MAX Y = endY < MAX HEIGHT ? endY : MAX HEIGHT;
18




22 startX += options.BLOCK WIDTH;
23 }
24
25 startY += options.BLOCK HEIGHT;
26 }
Izvorna koda 3.4: Algoritem za izrez slike v posamezne celice
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3.1.2 Sinhronizacija podatkov
Za zanesljivo delovanje celotnega sistema sinhronizacije podatkov mora biti
zanesljiva komunikacija med strezˇnikom in odjemalci. To zanesljivost nam
omogocˇa SocketIO knjizˇnica, ki poskrbi, da je strezˇnik vedno obvesˇcˇen o spre-
membah odjemalcev prikljucˇenih v omrezˇje. 3D izrisovanje je zelo procesno
zahtevna operacija in se lahko zgodi, da je glavna nit preobremenjena. V
tem primeru knjizˇnica SocketIO ne more zanesljivo opravljati svojega dela.
Posledica je lahko zamujanje sporocˇil ter neodzivnost odjemalca na sporocˇila
strezˇnika. Tezˇave, ki pri tem nastanejo lahko resˇimo na zelo preprost nacˇin.
Rezerviramo si dodatno procesorsko nit, ki bo skrbela samo za delo knjizˇnice
SocketIO. Tako nasˇa knjizˇnica za komunikacijo ne bo vecˇ odvisna od zah-
tevnosti dela izrisovanja, delovala bo neodvisno v svoji niti. Implementacija
komunikacije med strezˇnikom in odjemalci je graficˇno prikazana na sliki 3.1.
Z zeleno barvo so oznacˇene vse povezave, za katere skrbi knjizˇnica SocketIO.
Slika 3.1: Prikaz komunikacije strezˇnik-odjemalci
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Strezˇnik-odjemalci
Ko strezˇnik koncˇa z deljenjem nalog na manjˇse dele oziroma celice, lahko ob-
vesti odjemalce, da se je postopek izrisovanja zacˇel. Vsakemu od njih posˇlje
sporocˇilo, ki vsebuje informacijo o trenutnem stanju izrisovanja. To stanje
je lahko nedejavno, delujocˇe, ustavljeno ali koncˇano. Cˇe je stanje izrisovanja
nedejavno ali koncˇano, potem je komunikacija med strezˇnikom in odjemalci
koncˇana, vse dokler se ne spremeni stanje izrisovanja. V primeru, da je sta-
nje delujocˇe ali ustavljeno odjemalec izvrsˇi klic za pridobitev prostih celice od
strezˇnika.
Slika 3.2: Prikaz poteka sporocˇila za pricˇetek upodabljanja
Strezˇnik-odjemalec
Odjemalec je izvrsˇil klic za pridobitev prostih celic. Strezˇnik iz tabele celic
poiˇscˇe proste celice ter jih posreduje odjemalcu. Strezˇnik vrne seznam celic
namesto posamezne celice, da je sˇtevilo komunikacij cˇim manjˇse. Strezˇnik
ima prav tako mozˇnost blokiranja komunikacije odjemalca, cˇe je sˇtevilo zˇe
prikljucˇenih odjemalcev enako maksimalnemu sˇtevilu.
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Slika 3.3: Prikaz posˇiljanja seznama prostih celic odjemalcu
Odjemalec-strezˇnik
Ko je odjemalec koncˇal z izrisovanjem vseh svojih celic, obvesti strezˇnik o
spremembi in posˇlje izrisane celice. S tem je obvestil strezˇnik o posodobitvi
celic in lahko nadaljuje s ponovno zahtevo za pridobitev naslednjih prostih
celic. Strezˇnik nato obvesti vse ostale odjemalce ter jim posreduje posodobljene
celice.
Slika 3.4: Prikaz posˇiljanja seznama izrisanih celic na strezˇnik
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3.1.3 Agregacija podatkov
V poglavju 3.1.1 smo opisali postopek deljenja problema izrisovanja na manjˇse
dele, kar je pomenilo zacˇetek nasˇega procesa za upodobitev slike. Sledi poglavje
3.1.2, kjer smo opisali vrste komunikacij med strezˇnikom in odjemalci med
postopkom izrisovanja. Zakljucˇek procesa upodabljanja se zgodi, ko strezˇnik
prejme sˇe zadnjo izrisano celico od odjemalca. Nato izvede ponovni pregled
vseh celic v seznamu in s tem zagotovi, da ni manjkajocˇih podatkov. Cˇe vse
celice vsebujejo izrisani del slike, potem lahko nadaljuje z zdruzˇevanjem celic
v koncˇno sliko. Postopek je zelo preprost. Strezˇnik si rezervira prostor v obliki
tabele velikosti sˇirine krat viˇsine krat sˇtevila barvnih kanalov. Nato izvede
prepisovanje slikovnih pik iz posameznih celic v koncˇno sliko. Algoritem za
prepisovanje celic v koncˇno sliko je prikazan v izseku kode 3.5. Sliko si nato
shrani na podatkovni disk v obliki *.PNG formata ter obvesti odjemalce, da
je upodabljanje zakljucˇeno. Shranjena slika je sedaj uporabniku na voljo za
prenos.
1 getImagesBuffer: function(width, height)
2 {
3 let NUM OF CHANNELS = 4;
4 let buffer = new Uint8Array(width ∗ height ∗ NUM OF CHANNELS);
5
6 let cellsTable = DATABASE.tables.renderingCells;
7
8 for (let a=0; a<cellsTable.rows.length; a++)
9 {
10 let cell = cellsTable.rows[a];
11
12 for (let j=0; j<cell.height; j++)
13 {
14 for (let i=0; i<cell.width; i++)
15 {
16 let globalPosition = 0;
17 globalPosition += (cell.startY + j) ∗ width;
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18 globalPosition += cell.startX + i;
19 globalPosition ∗= NUM OF CHANNELS;
20
21 let localPosition = 0;
22 localPosition += j ∗ cell.width;
23 localPosition += i;
24 localPosition ∗= NUM OF CHANNELS;
25
26 buffer[globalPosition + 0] = cell.rawImage.imageData.data[localPosition + 0];
27 buffer[globalPosition + 1] = cell.rawImage.imageData.data[localPosition + 1];
28 buffer[globalPosition + 2] = cell.rawImage.imageData.data[localPosition + 2];







Izvorna koda 3.5: Funkcija za zdruzˇevanje vseh celic v eno sliko
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3.2 Odjemalec
Odjemalec je vsak brskalniˇski zavihek, ki ima dostop do nasˇe povezave za
odjemalce. V teoriji to pomeni, da ima lahko ena naprava vecˇ odjemalcev. V
praksi se to zˇal ne obnese najbolje. Cˇeprav ima lahko brskalnik odprtih vecˇ
zavihkov, mora zaradi omejene procesorske zmogljivosti prepustiti prednost
aktivnemu zavihku. Zaradi tega so ostali zavihki prikrajˇsani za polno uporabo
procesorske mocˇi. Delo teh zavihkov je zato mnogo bolj pocˇasno in v vecˇini
primerov samo upocˇasnjuje proces izrisovanja. V nasˇi diplomski nalogi bomo
zato obravnavali napravo in odjemalca kot enakovredna.
3.2.1 Metoda sledenja zˇarku
Metoda sledenja zˇarku (angl. Ray Tracing) je postopek v racˇunalniˇski grafiki,
s katerim pridobimo realisticˇne slike prostorskih predmetov. Vsakemu svetlob-
nemu zˇarku posebej sledimo od ocˇesa proti svetilom in pri tem uposˇtevamo od-
boj in razprsˇitev svetlobe na povrsˇini. Sled zˇarka in njegovi odboji so vidni na
sliki 3.5. Pri odbojih uposˇtevamo tudi prehode skozi prozorne ali polprozorne
predmete. Tako dobimo ustrezno vrednost za vsako slikovno piko podobe [14].
Tako pridobljeni rezultati so lahko zelo realisticˇni, vendar je postopek racˇunsko
zelo zahteven. Slika 3.6 prikazuje koncˇno sliko upodobljeno z metodo sledenja
zˇarku.
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Slika 3.5: Prikaz poteka zˇarka pri uporabi metode sledenja zˇarku. (https:
//developer.nvidia.com/discover/ray-tracing)





V poglavju 3.1.2 o komunikaciji med strezˇnikom in odjemalci smo omenili, da
strezˇnik na zacˇetku procesa upodabljanja posreduje zacˇetne parametre vsem
odjemalcem. Parametri so v obliki JSON formata in vsebujejo podatek o
velikosti koncˇne slike, spletno povezavo do datoteke s 3D sceno, podatek o
polozˇaju kamere, seznam lucˇi v 3D sceni, podatek o vrsti metode za izriso-
vanje ter njene parametre. Odjemalec si na podlagi teh podatkov inicializira
upodabljalnik ter pripravi platno za sprotni prikaz napredka. V naslednjem
koraku odjemalec izvrsˇi prosˇnjo za pridobitev celic za upodabljanje. V odgo-
vor prejme seznam prostih celic v obliki tipa SharedCell. Struktura celice tipa
SharedCell je predstavljena na izseku kode 3.6.
1 var SharedCell = function(index, startX, startY, width, height)
2 {
3 this. id = SharedCell.generateId(startX, startY);
4 this.index = index;
5 this.width = width;
6 this.height = height;
7 this.startY = startY;
8 this.startX = startX;
9 this.socketIoClient = null;
10 this.progress = 0;
11 this.timeRendering = 0;
12 this.startTimestampSending = 0;
13 this.endTimestampSending = 0;
14 this.fullTime = 0;
15 this.rawImage = null;
16 };
Izvorna koda 3.6: Prikaz strukture objekta SharedCell
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3.2.2 Nitenje
Odjemalec ima pripravljene vse celice, ki jih potrebuje. Sedaj sledi deljenje
dela izrisovanja na manjˇse dele. V poglavju 3.1.1 smo poskusˇali razdeliti pro-
blem upodabljanja med vecˇ odjemalcev. V tem poglavju pa bomo poskusˇali
razdeliti problem upodabljanja z uporabo nitenja. Odjemalec si bo preko web
worker API-ja ustvaril toliko niti, kot jih ima na voljo - z izjemo tiste, ki skrbi
za nemoteno komunikacijo med odjemalcem in strezˇnikom. Vsaki niti bo do-
deljena ena izmed celic, ki sˇe cˇaka na izris. Cˇe je sˇtevilo prostih celic vecˇje
od sˇtevila razpolozˇljivih niti, bodo preostale proste celice morale pocˇakati, da
katera nit koncˇa z delom. Ob menjavi izrisane celice s prosto celico se ponovno
uporabi zˇe obstojecˇo nit. Za ukinjanje stare in ustvarjanje nove niti bi pora-
bili prevecˇ cˇasa, saj mora vsaka nit na zacˇetku prenesti podatke o 3D sceni.
Slika 3.7 prikazuje delovanje niti. V rdecˇih kvadratkih lahko opazimo podrocˇja
delovanja posameznih niti. Pod kvadrati je prikazan indeks vsake niti.
Slika 3.7: Prikaz sprotnega izrisovanja na enem izmed odjemalcev
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3.2.3 Problemi
Pri implementaciji upodabljanja scene smo se zˇe na zacˇetku srecˇali z ome-
jitvami skriptnega jezika Javascript. Le-ta namrecˇ ne podpira neposrednega
branja slikovnih pik iz slike. Zaradi dinamicˇnosti Javascript tudi ne uporablja
podatkovnih tipov na enak nacˇin kot ostali programski jeziki, kar pomeni, da
je bilo potrebno pretvoriti podatke, ki smo jih prejeli iz strezˇnika v ustrezne
podatkovne tipe. Pretvorba JS objektov v besedilo na strezˇnikovi strani je
namrecˇ povzrocˇila izgubo podatkovnega tipa.
Pretvorba slik v seznam slikovnih pik
Kot smo zˇe omenili, Javascript ne podpira neposrednega branja slikovnih pik
iz slike. To je lahko velik problem, saj sledenje zˇarkov potrebuje podatek o
dolocˇeni slikovni piki teksture 3D modela. Morali smo poiskati nacˇin, kako
pretvoriti JS slikovni objekt v seznam slikovnih pik. Eden izmed nacˇinov kako
to storiti je, da nam strezˇnik zˇe ob zahtevi za prenos teksture vrne seznam
slikovnih tocˇk. Tovrsten pristop pristop ni prevecˇ dinamicˇen in obremenjuje
komunikacijo.
Odlocˇili smo se, da bomo za pretvorbo v seznam slikovnih pik poskrbeli kar
na odjemalcu. Vsaka tekstura, ki jo vsebuje 3D model se preko asinhronega
klica nalozˇi na odjemalca. Slika se nato izriˇse na platno in ima enako velikost
kot originalna slika. Nato se izvede funkcijo, imenovano toImageData, ki iz
platna prebere vse slikovne pike ter jih vrne v objektu, ki vsebuje seznam
slikovnih pik. Izsek algoritma za pretvorbo je viden na izvorni kodi 3.7. Na
taksˇen nacˇin lahko pretvorimo poljubno sliko v seznam slikovnih pik. Omenjeni
postopek je edini nacˇin, kako z Javascriptom pridobimo seznam slikovnih pik.
1 Image.prototype.toRawImage = function()
2 {
3 var this = this;
4
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5 var canvas = new namespace.html.Canvas();
6 canvas.width = this.width;
7 canvas.height = this.height;
8
9 var context = canvas.getContext('2d');
10 context.drawImage( this, 0, 0, this.width, this.height);
11
12 var rawImage = new namespace.core.RawImage( this.src);




Izvorna koda 3.7: Algoritem za pretvorbo v slike v seznam slikovnih pik
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Sinhronizacija z glavno nitjo
Vsaka nit v brskalniku vsebuje svoje okolje izvajanja, ki je locˇeno od drugih
niti, tudi od glavne niti. Vse spremenljivke in funkcije so dostopne le v niti,
v kateri so ustvarjene. Edini nacˇin, kako lahko nit dostopa do podatkov osta-
lih niti je, da posˇlje poizvedbo. V tem cˇasu mora nit svoje delo prekiniti ter
pocˇakati na odgovor. Nit mora biti tudi pripravljena ustaviti svoje delovanje,
cˇe se stanje izrisovanja spremeni. To pomeni, da mora v intervalih posˇiljati po-
izvedbo o stanju izrisovanja. Hkrati mora poslati tudi svoj napredek izrisanih
celic, da lahko glavna nit posodobi platno. V nasˇi nalogi je interval posˇiljanja
poizvedbe nastavljen na 500 milisekund.
Vecˇkratno vzorcˇenje
V poglavju 3.2.1 smo omenili, da metoda sledenja zˇarku deluje tako, da skozi
vsako slikovno tocˇko posˇlje en zˇarek. Ta zˇarek se nato odbije tolikokrat, kot
mu dolocˇimo v parametrih izrisovanja. Ko dosezˇemo najvecˇje sˇtevilo odbojev,
iz zˇarka pridobimo koncˇni rezultat slikovne pike. Omenjen postopek deluje,
vendar kmalu ugotovimo, da ne prinese dovolj ustreznih rezultatov. Koncˇna
slika vsebuje zelo ostre robove. Resˇitev, ki smo jo izbrali, se imenuje vecˇkratno
vzorcˇenje (angl. Multisampling). Namesto enega zˇarka posˇljemo skozi slikovno
piko vecˇ zˇarkov. Prikaz razporeditve zˇarkov lahko vidimo na sliki 3.8. Rezul-
tate na koncu sesˇtejemo ter delimo s sˇtevilom zˇarkov. Slika bo imela tako bolj
gladke robove in na pogled bo bolj naravna.
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Slika 3.8: Prikaz razporeditve zˇarkov pri n=1 in je n=3
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3.2.4 Rezultati
Nasˇ sistem za porazdeljeno upodabljanje je implementiran. Preostalo nam je
le sˇe testiranje. Uporabili smo 3D scene, ki smo jih prenesli z javno dostopnega
repozitorija na Github-u1.
Prva je bila na vrsti scena gradu. Vsebovala je 192496 ogljiˇscˇ (angl. Ver-
tices), 262267 ploskev (angl. Faces) in 67 tekstur. Velikost 3D scene skupaj s
teksturami je bila 112 MB. Velikost koncˇne slike smo dolocˇili na 1280 krat 720
slikovnih pik. Velikost celic smo omejili na 25 krat 25 slikovnih pik v skupine
po 7. Vseh celic skupaj je bilo 1507. Faktor vzorcˇenja smo nastavili na 4, kar
pomeni, da se je za vsako slikovno tocˇko ustvarilo 16 zˇarkov (4 krat 4). Sˇtevilo
niti smo omejili na 3. V procesu upodabljanja je sodelovalo 30 odjemalcev.
Povprecˇni cˇas odjemalca za upodobitev ene celice je viden na grafu 3.9. Graf
3.10 prikazuje sˇtevilo celic, ki jih je vsak odjemalec uspel izrisati.




















Slika 3.9: Prikaz povprecˇnega cˇasa izrisovanja celice za posameznega odjemalca
1https://github.com/KhronosGroup/glTF-Sample-Models
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Slika 3.10: Prikaz sˇtevila izrisanih celic za posameznega odjemalca




















Slika 3.11: Prikaz cˇasa upodabljanja vseh celic posameznega odjemalca
Upodabljanje scene gradu je trajalo priblizˇno 1 uro. Cˇe bi namesto 30-ih
odjemalcev opravljal delo le en odjemalec, lahko s sesˇtevanjem cˇasov, prika-
zanih na grafu 3.11, ugotovimo, da bi za upodabljanje potreboval 28 ur. Z
uporabo 30-ih odjemalcev nam je uspelo pridobiti skoraj 28-kratno pohitritev.
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Povprecˇni cˇas izrisovanja odjemalca je bil 56 minut. Uporabimo ga lahko za
ugotovitev pohitritve pri razlicˇnem sˇtevilu odjemalcev. Cˇas upodabljanja z
10-imi odjemalci bi znasˇal 3 ure. Pohitritev bi bila skoraj 9-kratna.
Naslednja je bila na vrsti scena otoka. Vsebovala je 285489 tocˇk, 167217
ploskev ter 7 tekstur. Velikost 3D scene skupaj s teksturami je bila 23 MB.
Velikost celic smo omejili na 25 krat 25 slikovnih pik v skupine po 8. Ostale
parametre smo pustili enake kot pri sceni gradu. Povprecˇni cˇas odjemalca za
upodobitev ene celice je viden na grafu 3.12. Graf 3.13 prikazuje sˇtevilo celic,
ki jih je vsak odjemalec uspel izrisati.
Upodabljanje scene otoka je trajalo priblizˇno 10 minut. Cˇe bi namesto
30-ih odjemalcev opravljal delo le en odjemalec, lahko s sesˇtevanjem cˇasov,
prikazanih na grafu 3.14, ugotovimo, da bi za upodabljanje potreboval 3 ure in
30 minut. Z uporabo 30-ih odjemalcev nam je uspelo pridobiti skoraj 20-kratno
pohitritev. Povprecˇni cˇas izrisovanja odjemalca je bil 7 minut. Uporabimo ga
lahko za ugotovitev pohitritve pri uporabi 10-ih odjemalcev. Cˇas upodabljanja
bi znasˇal 20 minut. Pohitritev bi bila skoraj 10-kratna.
Kot lahko opazimo je na vseh grafih opazno odstopanje od povprecˇja na
zadnjih petih odjemalcih. V primerjavi z drugimi odjemalci opravljajo izriso-
vanje mnogo pocˇasneje, ter zato upocˇasnjujejo proces upodabljanja. Razlog
za odstopanje od povprecˇja je uporaba razlicˇnih operacijskih sistemov in br-
skalnikov. 25 odjemalcev je poganjalo operacijski sistem Microsoft Windows
in brskalnik Google Chrome2. Ostalih pet odjemalcev je poganjalo distribu-
cijo operacijskega sistema Linux in brskalnik Mozilla Firefox3. Odjemalci z
brskalnikom Google Chrome so hitreje opravljali svoje delo, saj je le-ta znan
























Slika 3.12: Prikaz povprecˇnega cˇasa izrisovanja celice za posameznega odje-
malca

















Slika 3.13: Prikaz sˇtevila izrisanih celic za posameznega odjemalca
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Slika 3.14: Prikaz cˇasa upodabljanja vseh celic posameznega odjemalca
Poglavje 4
Zakljucˇek
Izdelava diplomske naloge se je izkazala za mnogo obsezˇnejˇsi projekt, kot smo
si na zacˇetku predstavljali. Med implementacijo upodabljanja 3D scene smo
naleteli na sˇtevilne probleme. Vecˇina problemov je nastala zaradi omejenosti
strojne opreme. V primeru, da bi zˇeleli izrisati 3D sceno, ki bi vsebovala
veliko sˇtevilo trikotnikov in tekstur, bi kaj hitro ugotovili, da vecˇina naprav,
ki so v splosˇni uporabi, ne zmore shraniti celotne scene v pomnilnik. Sceno bi
morali razdeliti na vecˇ delov - na primer z uporabo AABB kvadrov. Morali bi
implementirati algoritem za prenos tistega dela scene, kamor je usmerjen zˇarek.
Posledicˇno bi se povecˇalo tudi sˇtevilo komunikacij na strezˇnik. Predvidevamo,
da je to eden izmed razlogov, da smo med iskanjem literature in zˇe obstojecˇih
resˇitev mnogokrat naleteli na projekte, ki podpirajo le majhno sˇtevilo tekstur
ali pa jih sploh ne.
Prav tako smo naleteli na probleme manjkajocˇe podpore na razlicˇnih brskal-
nikih. Resˇitev smo poskusˇali smo implementirati za najbolj razsˇirjene brskal-
nike, vendar se je na koncu izkazalo, da ima najboljˇso podporo za uporabljene
tehnologije le brskalnik Google Chrome. Koncˇno resˇitev nasˇe diplomske naloge
nam je kljub tezˇavam uspelo implementirati. Delovanje se je izkazalo za zelo
zanesljivo, saj je zˇe v prvem poskusu sistem deloval brez tezˇav. Vseh 30 od-
jemalcev, prisotnih v ucˇilnici na Fakulteti za racˇunalniˇstvo in informatiko, je
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svoje izrisane celice poslalo strezˇniku, ki jih je zdruzˇil in shranil sliko. Postopek
izrisovanja v ucˇilnici je viden na sliki 4.1.
Slika 4.1: Prikaz upodabljanja v eni izmed ucˇilnic
Zakljucˇimo lahko, da nam je uspelo implementirati sistem porazdeljenih
naprav za upodabljanje, ki za svoje delovanje potrebujejo le spletni brskalnik.
4.1 Nadaljnje izboljˇsave
Nasˇ sistem za porazdeljeno upodabljanje deluje zanesljivo. To pa ne pomeni,
da deluje tudi optimalno. Med izdelavo sistema smo opazili mozˇnosti za iz-
boljˇsave, ki bi zelo pripomogle k bolj optimalnemu delovanju sistema. Ugoto-
vili smo, da trenutna implementacija ne omogocˇa shranjevanja delno izrisanih
celic. V primeru, da je dolocˇen odjemalec zˇe izrisal vecˇino celic, a je bil za-
radi slabe povezave odklopljen iz sistema, se vsi njegovi rezultati izgubijo. To
bi lahko popravili s sprotnim posˇiljanjem napredka na strezˇnik. Strezˇnik bi
tako za vsako celico vedel koliksˇen del je bil zˇe izrisan. Ob primeru odpovedi
odjemalca bi lahko strezˇnik predal delo naslednjemu odjemalcu.
Druga izboljˇsava bi bila dinamicˇno deljenje velikosti slike na manjˇse dele.
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Trenutna resˇitev vedno deli velikost slike na enake dele, kar pomeni, da odje-
malci, ki so strojno bolj zmogljivi prejemajo enake velikosti celic kot tisti, ki
so manj zmogljivi.
Tretja izboljˇsava bi bila, da iz procesa izrisovanja izlocˇimo vse pocˇasne
odjemalce, saj zaradi svoje manj zmogljive strojne opreme upocˇasnjujejo izri-
sovanje slike, kar je razvidno v poglavju 3.2.4.
Predstavili smo le nekaj izmed izboljˇsav za pospesˇitev nasˇega sistem. Ob-
stajajo pa tudi izboljˇsave za upodabljanje 3D scene.
Zelo zanimivo bi bilo na primer videti, cˇe bi namesto izrisovanja le ene slike
poskusˇali izrisati niz slik. Tako bi lahko zdruzˇili slike v enotno animacijo.
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