Irrationality of ζq(1) and ζq(2)  by Postelmans, Kelly & Van Assche, Walter
Journal of Number Theory 126 (2007) 119–154
www.elsevier.com/locate/jnt
Irrationality of ζq(1) and ζq(2) ✩
Kelly Postelmans, Walter Van Assche ∗
Katholieke Universiteit Leuven, Department of Mathematics, Celestijnenlaan 200B, B-3001 Leuven, Belgium
Received 13 April 2006; revised 7 July 2006
Available online 3 February 2007
Communicated by D. Zagier
Abstract
In this paper we show how one can obtain simultaneous rational approximants for ζq(1) and ζq(2) with a
common denominator by means of Hermite–Padé approximation using multiple little q-Jacobi polynomials
and we show that properties of these rational approximants prove that 1, ζq(1), ζq(2) are linearly indepen-
dent over Q. In particular this implies that ζq(1) and ζq(2) are irrational. Furthermore we give an upper
bound for the measure of irrationality.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
There are a lot of things known about the irrationality of the Riemann zeta-function
ζ(s) =
∞∑
n=1
1
ns
at integer values s ∈ {2,3,4, . . .}. It is known that ζ(2n) = (−1)n−122n−1B2nπ2n/(2n)!, where
B2n are Bernoulli numbers (which are rational), so it follows that ζ(2n) is an irrational number
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is irrational for an infinite number of n ∈ N0 [3,7,22]. Furthermore at least one of the numbers
ζ(5), ζ(7), ζ(9), ζ(11) is irrational [21,26] (a weaker result is proved in [17]).
A possible way for a q-extension of the Riemann zeta-function is
ζq(s) =
∞∑
n=1
ns−1qn
1 − qn , s = 1,2, . . . , (1.1)
with q ∈ C and |q| < 1. Then the limit relations
lim
q→1
|q|<1
(1 − q)sζq(s) = (s − 1)!ζ(s), s = 2,3, . . . , (1.2)
hold [24]. Earlier it was shown that ζq(1) is irrational whenever q = 1/p, with p an integer
greater than 1 (see, e.g., [19] and the references there). Results of Nesterenko [13] show that
ζq(2) is transcendental for every algebraic number q with 0 < |q| < 1. Zudilin gave an upper
bound for the measure of irrationality of ζq(2) [23] with 1/q ∈ {2,3,4, . . .}. Furthermore Krat-
tenthaler, Rivoal and Zudilin [12] proved that there are infinitely many ζq(2n) (and infinitely
many ζq(2n + 1)) which are irrational, and that at least one of the numbers ζq(3), ζq(5), ζq(7),
ζq(9), ζq(11) is irrational whenever 1/q ∈ Z and q = ±1. From now on we only use values of q
for which p = 1/q ∈ N \ {0,1} = {2,3,4, . . .}.
In this paper we will show how one can obtain good simultaneous rational approximations for
ζq(1) and ζq(2) with a common denominator, which are related to multiple little q-Jacobi poly-
nomials and Hermite–Padé approximation techniques. The method that we use is an extension
of the method that Van Assche [19] used to prove the irrationality of ζq(1) and is an application
of Hermite–Padé approximation of a system of Markov functions [14, Chapter 4], [20].
In Section 2 we will describe the construction of the simultaneous rational approximants
using Hermite–Padé approximation to two Markov functions which are chosen appropriately.
The solution of this Hermite–Padé approximation problem depends on multiple little q-Jacobi
polynomials [15], and in Section 3 we give the relevant formulas for the special case where all
parameters are equal to zero. In Section 4 we will show that these rational approximations give a
good rational approximation to ζq(1) and in particular we will prove the following result:
Theorem 1.1. Suppose p > 1 is an integer and q = 1/p. Let αn and βn be given by (4.3)–(4.4)
for all n ∈ N. Then αn,βn ∈ Z and βnζq(1) − αn = 0. Furthermore
lim
n→∞
∣∣βnζq(1) − αn∣∣1/n2  p− 3(π2−4)π2 < 1.
In Section 5 we show that we also get a good rational approximation to ζq(2):
Theorem 1.2. Suppose p > 1 is an integer and q = 1/p. Let an and bn be given by (5.2)–(5.3)
for all n ∈ N. Then an, bn ∈ Z and bnζq(2) − an = 0. Furthermore
lim
n→∞
∣∣bnζq(2) − an∣∣1/n2  p− 3(π2−8)π2 < 1.
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by using the following elementary lemma:
Lemma 1.1. Let x be a real number and suppose there exist integers an, bn (n ∈ N) such that
(1) bnx − an = 0 for every n ∈ N,
(2) limn→∞ |bnx − an| = 0.
Then x is irrational.
This lemma expresses the fact that a rational number is approximable to order 1 by rational
numbers and to no higher order [10, Theorem 186]. The measure of irrationality r(x) can be
defined as
r(x) = inf{r ∈ R: |x − a/b| < 1/br has at most finitely many integer solutions (a, b)}.
It is known that if |x − an/bn| =O(1/b1+sn ) with 0 < s < 1 and bn < bn+1 < b1+o(1)n , then the
measure of irrationality r(x) satisfies 2  r(x)  1 + 1/s (see, e.g., [4, exercise 3 on p. 376]
for the upper bound; the lower bound follows since every irrational number is approximable to
order 2 [10, Theorem 187]).
Our rational approximations to ζq(1) give the upper bound 5.0444 . . . for the measure of
irrationality of ζq(1), which is not as good as the upper bound of 2.5082 . . . in [19] or the up-
per bound of 2.4649 . . . in [25] (the announcement of the upper bound 2.4234 . . . in [24] was
incorrect). For ζq(2) we obtain the upper bound 15.8369 . . . for the measure of irrationality,
which is not as good as the upper bound 4.07869374 . . . that Zudilin obtained in [23]. Our ra-
tional approximations, however, basically use the same denominator: for ζq(1) we have rational
approximants αn/βn with βn = d2n−1(p)pn,n−1(p2n−1), and for ζq(2) we have rational approx-
imants an/bn with bn = d22n−1pn,n−1(p2n−1), where pn,n−1(p2n−1) is a multiple little q-Jacobi
polynomial evaluated at p2n−1. Hence we have constructed simultaneous rational approximants
for (ζq(1), ζq(2)) with a common denominator. The price we pay for this is that the order of
approximation for each individual number is not as good as possible. But we gain some very im-
portant information because our simultaneous rational approximants are good enough to prove
our main result:
Theorem 1.3. The numbers 1, ζq(1) and ζq(2) are linearly independent over Q.
This result is stronger than the statement that ζq(1) and ζq(2) are irrational. This linear in-
dependence was recently also proved by Bundschuh and Väänänen [5] and Zudilin [26] for
q = 1/p, where |p| ∈ {2,3, . . .} but by a different method. We prove this theorem by means
of the following lemma, which extends Lemma 1.1 (see [11, Lemma 2.1] for a similar lemma
but with a different third condition).
Lemma 1.2. Let x, y be real numbers. Suppose that there exist integers pn, qn and rn, where
n ∈ N, such that
(1) |pnx − qn| → 0 as n → ∞,
(2) |pny − rn| → 0 as n → ∞,
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(3) apn + bqn + crn = 0 for every n ∈ Λ.
Then 1, x, y are linearly independent over Q.
Proof. Suppose that 1, x and y are linearly dependent over Q. Then there exist integers a, b, c
such that a + bx + cy = 0. Multiplying by pn and adding the terms −bqn − crn on both sides,
we obtain
b(pnx − qn) + c(pny − rn) = −(apn + bqn + crn).
On the right-hand side we have an integer different from zero, hence the right-hand side is in
absolute value at least 1 for every n ∈ Λ. But the expression on the left-hand side tends to 0 as n
tends to infinity, hence we have a contradiction. 
If we take x = ζq(1) and y = ζq(2), then Condition (1) follows from Theorem 1.1 together
with limn→∞ d2n−1(p)1/n
2 = p12/π2 , which follows from Lemma 3.1, and Condition (2) follows
from Theorem 1.2. In Section 6 we will show that Condition (3) of Lemma 1.2 holds. This re-
quires some results about cyclotomic polynomials and cyclotomic numbers from number theory.
2. Multiple little q-Jacobi polynomials
2.1. Multiple little q-Jacobi polynomials
Little q-Jacobi polynomials are orthogonal polynomials on the exponential lattice {qk, k = 0,
1,2, . . .}, where 0 < q < 1. In order to express the orthogonality relations, we will use the
q-integral
1∫
0
f (x)dqx =
∞∑
k=0
qkf
(
qk
)
, (2.1)
(see, e.g., [1, §10.1], [9, §1.11]) where f is a function on [0,1] which is continuous at 0. The
orthogonality is given by
1∫
0
pn(x;α,β|q)xkw(x;α,β|q)dqx = 0, k = 0,1, . . . , n − 1, (2.2)
where
w(x;α,β|q) = (qx;q)∞
(qβ+1x;q)∞ x
α. (2.3)
We have used the notation
(a;q)n =
n−1∏(
1 − aqk), (a;q)∞ = ∞∏(1 − aqk).
k=0 k=0
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orthogonality conditions (2.2) determine the polynomials pn(x;α,β|q) up to a multiplicative
factor. When we define pn(x;α,β|q) as monic polynomials, they are uniquely determined by
the orthogonality conditions.
The Rodrigues formula for pn(x;α,β|q) is given by
pn(x;α,β|q) = (q
α+n − qα+n−1)n
(qα+β+n+1;q)nw(x,α,β|q)D
n
q−1w(x,α + n,β + n|q) (2.4)
and an explicit formula by
pn(x;α,β|q) = (−1)nqn(n−1)/2 (q
α+1;q)n
(qα+β+n+1;q)n 2φ1
(
q−n, qn+α+β+1
qα+1
∣∣∣∣q;qx
)
= (−1)nqn(n−1)/2 (q
α+1;q)n
(qα+β+n+1;q)n
n∑
k=0
(q−n;q)k(qn+α+β+1;q)k
(qα+1;q)k
qkxk
(q;q)k . (2.5)
We have introduced multiple little q-Jacobi polynomials in [15]. Suppose that β > −1 and that
α1, α2, . . . , αr are such that each αi > −1 and αi − αj /∈ Z whenever i = j . Then the multiple
little q-Jacobi polynomial pn(x; α,β|q) for the multi-index n = (n1, n2, . . . , nr ) ∈ Nr is the
monic polynomial of degree |n| = n1 + n2 + · · · + nr that satisfies the orthogonality conditions
1∫
0
pn(x; α,β|q)xkw(x;αj ,β|q)dqx = 0, k = 0,1, . . . , nj − 1, j = 1,2, . . . , r. (2.6)
These are the multiple little q-Jacobi polynomials of the first kind. We only consider the case
r = 2, so we take n = (n,m), with m  n. From [15] we know that the Rodrigues formula for
pn,m(x; (α1, α2), β|q) is given by
pn,m
(
x; (α1, α2), β|q
)= (qα1+n+m − qα1+n+m−1)n(qα2+m − qα2+m−1)m
(qβ+α1+n+m+1;q)n(qβ+α2+n+m+1;q)mw(x,α1, β|q)
× Dn
q−1
[
xα1−α2+nDm
q−1w(x,α2 + m,β + n + m|q)
] (2.7)
and that an explicit expression for pn,m(x; (α1, α2), β|q) is given by
pn,m
(
x; (α1, α2), β|q
)
= (−1)n+m q
nm(qα1+1;q)n(qα2+1;q)mqn(n−1)/2qm(m−1)/2
(qβ+α1+n+m+1;q)n(qβ+α2+n+m+1;q)m
×
m∑
k=0
n∑
j=0
(q−n;q)j (q−m;q)k(qα1+n+1;q)k(qα1+β+n+1;q)j+k(qα2+β+n+m+1;q)k
(qα1+1;q)j+k(qα1+β+n+1;q)k(qα2+1;q)k
× q
k+j xk+j
qkn(q;q)k(q;q)j . (2.8)
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When we take α1 = α2 = α, then (2.6) gives only n conditions. However, when we look at
expression (2.8) we see that pn,m(x; (α1, α2), β|q) still has degree n + m. We use the notation
p
(α,α,β)
n,m (x) for pn,m(x; (α1, α2), β|q) with α1 = α2 = α. We will now show that p(α,α,β)n,m (x),
defined by the Rodrigues formula (2.7), again satisfies n + m orthogonality conditions, namely
1∫
0
p(α,α,β)n,m (x)w(x,α,β|q)x dqx = 0,  = 0,1, . . . , n − 1, (2.9)
1∫
0
p(α,α,β)n,m (x)w(x,α,β|q)x logq x dqx = 0,  = 0,1, . . . ,m − 1, (2.10)
where logq x = logx/ logq is the logarithm with base q of x. To prove these orthogonality con-
ditions we will need the following lemma.
Lemma 2.1 (Summation by parts). When g(q−1) = 0 we have that
∞∑
k=0
qkf
(
qk
)
Dq−1g(x)|qk = −q
∞∑
k=0
qkg
(
qk
)
Dqf (x)|qk . (2.11)
We start with the first n orthogonality conditions. When we use the Rodrigues formula (2.7),
we obtain
1∫
0
p(α,α,β)n,m (x)w(x,α,β|q)x dqx = Cn,m
1∫
0
Dn
q−1
[
xnDm
q−1w(x,α + m,β + n + m|q)
]
x dqx,
with
Cn,m = (q
α+n+m − qα+n+m−1)n(qα+m − qα+m−1)m
(qβ+α+n+m+1;q)n(qβ+α+n+m+1;q)m .
Now we can rewrite the right-hand side as an infinite sum using (2.1) and then apply summation
by parts (2.11) n times. This gives
1∫
0
p(α,α,β)n,m (x)w(x,α,β|q)x dqx
= (−1)nqnCn,m
∞∑
k=0
qk
[
xnDm
q−1w(x,α + m,β + n + m|q)
]∣∣
x=qkD
n
qx

∣∣
x=qk .
Since Dnqx = 0 for  < n, we see that (2.9) holds.
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parts (2.11) n times
1∫
0
p(α,α,β)n,m (x)w(x,α,β|q)x logq x dqx
= (−1)nqnCn,m
1∫
0
Dnq
(
x logq x
)[
xnDm
q−1w(x,α + m,β + n + m|q)
]
dqx.
To calculate Dnq(x logq x) we can use the q-analogue of Leibniz’ rule
Dnq
[
f (x)g(x)
]= n∑
k=0
[
n
k
]
q
(
Dn−kq f
)(
qkx
)(
Dkqg
)
(x), n = 0,1,2, . . . . (2.12)
This gives
1∫
0
p(α,α,β)n,m (x)w(x,α,β|q)x logq x dqx
= C
1∫
0
n∑
k=0
[
n
k
]
q
(
Dn−kq x
)∣∣
qkx
(
Dkq logq x
)∣∣
x
[
xnDm
q−1w(x,α + m,β + n + m|q)
]
dqx,
with C a constant. Obviously we have for k < n −  that Dn−kq x = 0 and for k  n −  that
Dn−kq x is a polynomial of degree  − n + k, say πk,−n+k . It is also easy to see that Dkq logq x
is a constant times 1/xk for k  1. So we get
1∫
0
p(α,α,β)n,m (x)w(x,α,β|q)x logq x dqx
=
1∫
0
n∑
k=n−
ck
[
n
k
]
q
πk,−n+k
(
qkx
) 1
xk
xnDm
q−1w(x,α + m,β + n + m|q)dqx,
where the ck are constants. Now πk,−n+k(qkx)xn/xk is a polynomial of degree , say ρk,(x).
Using the Rodrigues formula (2.4) for little q-Jacobi polynomials, we get
1∫
0
p(α,α,β)n,m (x)w(x,α,β|q)x logq x dqx
= (−1)n
n∑
k=n−
c′k
[
n
k
]
q
1∫
ρk,(x)w(x,α,β + n|q)p(α,β+n)m (x) dqx,0
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that the right-hand side is 0 for  < m, so that (2.10) holds.
2.3. The case α1 = α2 = β = 0
From now, we will work with the multiple little q-Jacobi polynomial pn,m(x; (α1, α2), β|q)
where α1 = α2 = β = 0 and with another normalization, namely
pn,m
(
0; (α1, α2), β|q
)= 1. (2.13)
We will denote this polynomial by pn,m(x). Since w(x,0,0|q) = 1, it follows from (2.9)–(2.10)
that pn,m can be defined by
1∫
0
pn,m(x)x
 dqx = 0,  = 0,1, . . . , n − 1, (2.14)
1∫
0
pn,m(x)x
 logq x dqx = 0,  = 0,1, . . . ,m − 1, (2.15)
together with the normalization (2.13).
From (2.8) we see that
pn,m
(
0; (α1, α2), β|q
)= (−1)n+m qnm(qα1+1;q)n(qα2+1;q)mqn(n−1)/2qm(m−1)/2
(qβ+α1+n+m+1;q)n(qβ+α2+n+m+1;q)m . (2.16)
Multiplying (2.7) and (2.8) by [pn,m(0; (α1, α2), β|q)]−1 and setting α1 = α2 = β = 0 gives
pn,m(x) =
m∑
k=0
n∑
j=0
(qx)k+j
(q;q)k(q;q)j
1
qkn
(qn+1;q)j+k
(q;q)j+k
(qn+m+1;q)k
(q;q)k
(
q−n;q)
j
(
q−m;q)
k
(2.17)
and the Rodrigues formula becomes
pn,m(x) = (−1)n+mqn(n−1)/2qm(m−1)/2 (q − 1)
n+m
(q;q)n(q;q)mD
n
q−1
[
xnDm
q−1
(
(qx;q)n+mxm
)]
. (2.18)
Equation (2.17) expresses the polynomial pn,m in the basis {1, x, x2, . . . , xn+m}. Sometimes it
is more convenient to use the basis {(qx;q), 0    n + m}. The Rodrigues formula (2.18)
allows us to obtain an expression for pn,m(x) in this basis. Recall the q-analog of Newton’s
binomial formula
(x;q)n =
n∑[ n
k
]
q
qk(k−1)/2(−x)k, (2.19)
k=0
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xn =
n∑
k=0
[
n
k
]
q
(−1)kq−nk+k(k+1)/2(x;q)k. (2.20)
This is a special case of the q-binomial series [1, §10.2] [9, §1.3]
∞∑
n=0
(a;q)n
(q;q)n x
n = (ax;q)∞
(x;q)∞ , |q| < 1, |x| < 1. (2.21)
Using (2.20) with argument qn+m+1x and exponent m gives
xm = p(n+m+1)m
m∑
k=0
[
m
k
]
q
(−1)kq−mk+k(k+1)/2(qn+m+1x;q)
k
.
Using this in the Rodrigues formula (2.18), we find
pn,m(x) = (−1)n+mqn(n−1)/2qm(m−1)/2 (q − 1)
n+m
(q;q)n(q;q)mp
(n+m+1)m
×
m∑
k=0
[
m
k
]
q
(−1)kq−mk+k(k+1)/2Dn
q−1
[
xnDm
q−1(qx;q)n+m+k
]
,
because (qx;q)n+m(qn+m+1x;q)k = (qx;q)n+m+k . One easily finds that
Dkp(qx;q)n =
(q;q)n
(q;q)n−k(1 − p)k (qx;q)n−k, (2.22)
so we get
pn,m(x) = (−1)n+mqn(n−1)/2qm(m−1)/2 (q − 1)
n+m
(q;q)n(q;q)mp
(n+m+1)m
×
m∑
k=0
[
m
k
]
q
(−1)kq−mk+k(k+1)/2 (q;q)n+m+k
(q;q)n+k(1 − p)mD
n
q−1
[
xn(qx;q)n+k
]
.
Using (2.20) again, this time with argument qn+k+1x and exponent n, gives
xn = p(n+k+1)n
n∑
j=0
[
n
j
]
q
(−1)j q−nj+j (j+1)/2(qn+k+1x;q)
j
,
and since (qx;q)n+k(qn+k+1x;q)j = (qx;q)n+k+j we obtain
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n+m
(q;q)n(q;q)mp
(n+m+1)m
m∑
k=0
[
m
k
]
q
(−1)kq −mk+k(k+1)2
× (q;q)n+m+k
(q;q)n+k(1 − p)mp
(n+k+1)n
n∑
j=0
[
n
j
]
q
(−1)j q−nj+j (j+1)/2Dn
q−1(qx;q)n+k+j .
Again using formula (2.22) and also using that
(q;q)k = (−1)kp−k(k+1)/2(p;p)k,
[
n
k
]
q
= p−k(n−k)
[
n
k
]
p
,
we can rewrite the expression for pn,m(x) as
pn,m(x) = (−1)n+m
m∑
k=0
n∑
j=0
(−1)k+j
[
n + m + k
m
]
p
[
n + k + j
n
]
p
[
m
k
]
p
[
n
j
]
p
× (qx;q)k+jp(n−j)(n−j+1)/2p(m−k)(m−k+1)/2. (2.23)
3. Hermite–Padé approximation of f1 and f2
We define two measures μ1 and μ2 by taking dμ1(x) = dqx and dμ2(x) = logq(x) dqx,
where dq is defined by (2.1) Then μ1 and μ2 are supported on {qk, k = 0,1,2, . . .}, which is a
bounded set in [0,1] with one accumulation point at 0. The Markov functions for the measures
μ1 and μ2 are
f1(z) =
1∫
0
dμ1(x)
z − x =
∞∑
k=0
qk
z − qk , (3.1)
f2(z) =
1∫
0
dμ2(x)
z − x =
∞∑
k=0
kqk
z − qk . (3.2)
Observe that for every N ∈ N
ζq(1) = f1
(
pN
)+ N−1∑
k=1
1
pk − 1 ,
ζq(2) = f2
(
pN
)+ N−1∑
k=1
k
pk − 1 + Nf1
(
pN
)
,
therefore we will look for rational approximants of f1(z) and f2(z) with common denominator
and evaluate these at z = pN for an appropriate choice of N . We can find these rational approxi-
mants by Hermite–Padé approximation of type II.
For Hermite–Padé approximation of type II one requires a polynomial pn,m of degree 
n + m, and polynomials qn,m and rn,m such that
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(
1
zn+1
)
, z → ∞, (3.3)
pn,m(z)f2(z) − rn,m(z) =O
(
1
zm+1
)
, z → ∞. (3.4)
It is known [14, Chapter 4] that for m n the polynomial pn,m is, up to a multiplicative factor,
uniquely given by
1∫
0
pn,m(x)x
 dμ1(x) = 0,  = 0,1, . . . , n − 1, (3.5)
1∫
0
pn,m(x)x
 dμ2(x) = 0,  = 0,1, . . . ,m − 1, (3.6)
and that qn,m and rn,m are given by
qn,m(z) =
1∫
0
pn,m(z) − pn,m(x)
z − x dμ1(x), rn,m(z) =
1∫
0
pn,m(z) − pn,m(x)
z − x dμ2(x). (3.7)
The remainder in the approximation (3.3) is
pn,m(z)f1(z) − qn,m(z) =
1∫
0
pn,m(x)
z − x dμ1(x), (3.8)
and for (3.4)
pn,m(z)f2(z) − rn,m(z) =
1∫
0
pn,m(x)
z − x dμ2(x). (3.9)
Comparing (3.5)–(3.6) with (2.14)–(2.15) we see that the common denominator is given by
the multiple little q-Jacobi polynomial pn,m. So (2.23) gives an explicit expression for pn,m.
Then it follows that we can compute qn,m and rn,m explicitly using (3.7). For qn,m we have to
compute
qn,m(z) =
∞∑
=0
pn,m(z) − pn,m(q)
z − q q
. (3.10)
By using the explicit expression (2.23) for pn,m(z), we find
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m∑
k=0
n∑
j=0
(−1)k+j
[
n + m + k
m
]
p
[
n + k + j
n
]
p
[
m
k
]
p
[
n
j
]
p
× p(n−j)(n−j+1)/2p(m−k)(m−k+1)/2
∞∑
=0
(qz;q)k+j − (q+1;q)k+j
z − q q
.
Now use
(qx;q)k − (qy;q)k
x − y = −
k∑
=1
q(qy;q)−1
(
q+1x;q)
k−,
which one can prove by induction, then this gives
qn,m(z) = (−1)n+m+1
m∑
k=0
n∑
j=0
(−1)k+j
[
n + m + k
m
]
p
[
n + k + j
n
]
p
[
m
k
]
p
[
n
j
]
p
× p(n−j)(n−j+1)/2p(m−k)(m−k+1)/2
k+j∑
r=1
qr
(
qr+1z;q)
k−r+j
∞∑
=0
q
(
q+1;q)
r−1.
By using the q-binomial series (2.21), we can compute the modified moments
∞∑
=0
q
(
q+1;q)
r−1 =
1
1 − qr , (3.11)
so that
qn,m(z) = (−1)n+m+1
m∑
k=0
n∑
j=0
(−1)k+j
[
n + m + k
m
]
p
[
n + k + j
n
]
p
[
m
k
]
p
[
n
j
]
p
× p(n−j)(n−j+1)/2p(m−k)(m−k+1)/2
k+j∑
r=1
(qr+1z;q)k−r+j
pr − 1 . (3.12)
For an explicit expression of rn,m we use (3.7), which gives
rn,m(z) =
∞∑
=0
pn,m(z) − pn,m(q)
z − q q
. (3.13)
Completely analogous to qn,m we find
rn,m(z) = (−1)n+m+1
m∑
k=0
n∑
j=0
(−1)k+j
[
n + m + k
m
]
p
[
n + k + j
n
]
p
[
m
k
]
p
[
n
j
]
p
× p(n−j)(n−j+1)/2p(m−k)(m−k+1)/2
k+j∑
qr
(
qr+1z;q)
k−r+j
∞∑
q
(
q+1;q)
r−1.
r=1 =0
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∞∑
=0
q
(
q+1;q)
r−1 = (q;q)r−1
∞∑
=0
q
(qr ;q)
(q;q) . (3.14)
Using the q-binomial series (2.21), we have that
(x;q)r
∞∑
=0
(qr ;q)
(q;q) x
 = 1.
By taking the derivative with respect to x we find
d
dx
[
(x;q)r
] ∞∑
=0
(qr ;q)
(q;q) x
 + (x;q)r
∞∑
=0

(qr ;q)
(q;q) x
−1 = 0.
It is not difficult to see that
d
dx
[
(x;q)r
]= − r−1∑
i=0
(x;q)r
1 − xqi q
i,
so we find
∞∑
=0

(qr ;q)
(q;q) x
 = x
r−1∑
i=0
qi
1 − xqi
∞∑
=0
(qr ;q)
(q;q) x
.
From this it follows that (3.14) becomes
∞∑
=0
q
(
q+1;q)
r−1 = (q;q)r−1q
r−1∑
i=0
qi
1 − qi+1
∞∑
=0
(qr ;q)
(q;q) q
.
Using expression (3.11) for the modified moments we find
∞∑
=0
q
(
q+1;q)
r−1 =
1
1 − qr
r∑
i=1
1
pi − 1 .
When we use this in the expression for rn,m we get
rn,m(z) = (−1)n+m+1
m∑
k=0
n∑
j=0
(−1)k+j
[
n + m + k
m
]
p
[
n + k + j
n
]
p
[
m
k
]
p
[
n
j
]
p
× p(n−j)(n−j+1)/2p(m−k)(m−k+1)/2
k+j∑ r∑ (qr+1z;q)k−r+j
(pr − 1)(pi − 1) . (3.15)
r=1 i=1
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that pn,m(pn+m) is an integer. From the q-version of Pascal’s triangle identity
[
n
k
]
p
=
[
n − 1
k − 1
]
p
+ pk
[
n − 1
k
]
p
=
[
n − 1
k
]
p
+ pn−k
[
n − 1
k − 1
]
p
, (3.16)
it follows (by induction) that [n
k
]
p
is an integer whenever p is an integer. Furthermore we have
(
qpn+m;q)
k+j =
(
pn+m−1;p−1)
k+j =
k+j∏
i=1
(
1 − pn+m−i).
For each value of i in this product, the factor 1 − pn+m−i is an integer. This means that
pn,m(p
n+m), with pn,m given by (2.23), is an integer.
Now we will evaluate qn,m(z) and rn,m(z) at pn+m. We can use (3.12) at z = pn+m and
(qr+1pn+m;q)k−r+j = (pn+m−k−j ;p)k−r+j , to find
qn,m
(
pn+m
)= (−1)n+m+1 m∑
k=0
n∑
j=0
(−1)k+j
[
n + m + k
m
]
p
[
n + k + j
n
]
p
[
m
k
]
p
[
n
j
]
p
× p(n−j)(n−j+1)/2p(m−k)(m−k+1)/2
k+j∑
r=1
(pn+m−k−j ;p)k−r+j
pr − 1 . (3.17)
The terms in the sum for qn,m(pn+m) are not all integers, because of the expression pr − 1 in the
denominators. In order to obtain an integer we have to multiply qn,m(pn+m) by a multiple of all
pr − 1 for r = 1,2, . . . , n + m.
For rn,m(pn+m) we use (3.15) at z = pn+m and again (qr+1pn+m;q)k−r+j =
(pn+m−k−j ;p)k−r+j , to find
rn,m
(
pn+m
)= (−1)n+m+1 m∑
k=0
n∑
j=0
(−1)k+j
[
n + m + k
m
]
p
[
n + k + j
n
]
p
[
m
k
]
p
[
n
j
]
p
× p(n−j)(n−j+1)/2p(m−k)(m−k+1)/2
k+j∑
r=1
r∑
i=1
(pn+m−k−j ;p)k−r+j
(pr − 1)(pi − 1) . (3.18)
We see that in order to get an integer now, we have to multiply rn,m(pn+m) by a multiple of
(pr − 1)(pi − 1) for r = 1,2, . . . , n + m and i = 1,2, . . . , n + m.
Define
dn(x) =
n∏
Φk(x), (3.19)
k=1
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Φn(x) =
n∏
k=1
gcd(k,n)=1
(
x − e2πik/n) (3.20)
are the cyclotomic polynomials. Each cyclotomic polynomial is monic and has integer coeffi-
cients. It is known [18] that
xn − 1 =
∏
d|n
Φd(x), (3.21)
and that every cyclotomic polynomial is irreducible over Q[x]. Hence dn(p) is a multiple of all
p − 1 for  = 1,2, . . . , n. The growth of this sequence is given by the following lemma [19,
Lemma 2].
Lemma 3.1. Suppose x > 1 and let dn(x) be given by (3.19). Then
lim
n→∞dn(x)
1/n2 = x3/π2 .
Since dn+m(p) is a multiple of p − 1 for all  = 1,2, . . . , n + m, we conclude that
dn+m(p)qn,m(pn+m) and d2n+m(p)rn,m(pn+m) are integers.
4. Rational approximations to ζq(1)
From (1.1) we know that
ζq(1) =
∞∑
n=1
qn
1 − qn =
∞∑
n=1
1
pn − 1 .
In this section we will construct rational approximations to ζq(1), prove the irrationality and give
an upper bound for its measure of irrationality.
4.1. Rational approximations
In (3.1) we defined the function f1. When we evaluate f1 at pn+m, we get
f1(p
n+m) =
∞∑
k=0
qk
pn+m − qk =
∞∑
k=0
1
pn+m+k − 1 = ζq(1) −
n+m−1∑
k=1
1
pk − 1 (4.1)
and hence
ζq(1) = f1
(
pn+m
)+ n+m−1∑
k=1
1
pk − 1 . (4.2)
We now take m = n − 1 and define
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(
p2n−1
)
, (4.3)
αn = d2n−1(p)
[
qn,n−1
(
p2n−1
)+ pn,n−1(p2n−1) 2n−2∑
k=1
1
pk − 1
]
. (4.4)
Then it follows from Eq. (4.2) and from the Hermite–Padé approximation of f1 (3.8) that
βnζq(1) − αn = d2n−1(p)
[
pn,n−1
(
p2n−1
)
f1
(
p2n−1
)− qn,n−1(p2n−1)]
= d2n−1(p)
1∫
0
pn,n−1(x)
p2n−1 − x dqx. (4.5)
4.2. Irrationality of ζq(1)
Using Lemma 1.1, we can prove the irrationality of ζq(1). We will first show that
lim
n→∞
∣∣βnζq(1) − αn∣∣= 0,
i.e., using (4.5), we want to find an estimate for
1∫
0
pn,n−1(x)
z − x dqx.
When we use the Rodrigues formula (2.18) for pn,m we get
1∫
0
pn,m(x)
z − x dqx = C
1∫
0
Dn
q−1
[
xnDm
q−1
(
(qx;q)n+mxm
)] 1
z − x dqx,
where
C = (−1)n+mqn(n−1)/2qm(m−1)/2 (q − 1)
n+m
(q;q)n(q;q)m . (4.6)
Repeated application of summation by parts (2.11) gives
1∫
0
pn,m(x)
z − x dqx = C(−q)
n
1∫
0
xnDm
q−1
(
(qx;q)n+mxm
)
Dnq
[
1
z − x
]
dqx.
Now it is easy to see by induction that
Dnq
[
1
z − x
]
= (q;q)n(1 − q)
−n
(z − x)(z − xq) . . . (z − xqn) =
(q;q)n
(1 − q)nzn+1
1
( x ;q) ,
z n+1
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1∫
0
pn,m(x)
pn+m − x dqx = C(−q)
n (q;q)n
(1 − q)np(n+m)(n+1)
1∫
0
xnDm
q−1((qx;q)n+mxm)
(qn+mx;q)n+1 dqx.
Again we apply summation by parts (2.11) several times and use the q-analogue of Leibniz’
formula (2.12). This gives
1∫
0
pn,m(x)
pn+m − x dqx = C(−q)
n+m (q;q)n
(1 − q)np(n+m)(n+1)
×
m∑
k=0
[
m
k
]
q
1∫
0
(qx;q)n+mxmDm−kq
(
xn
)∣∣
qkx
Dkq
1
(qn+mx;q)n+1 dqx.
By induction, it is easy to see that for r  s
Drq
(
xs
)= (q;q)s xs−r
(1 − q)r (q;q)s−r , (4.7)
and that
Dkq
1
(qn+mx;q)n+1 =
qk(n+m)(qn+1;q)k
(1 − q)k(qn+mx;q)n+k+1 .
Using this we find
1∫
0
pn,m(x)
pn+m − x dqx = C(−q)
n+m (q;q)n
(1 − q)np(n+m)(n+1)
×
m∑
k=0
[
m
k
]
q
qk(2n+k)(q;q)n(qn+1;q)k
(1 − q)m(q;q)n−m+k
1∫
0
(qx;q)n+mxn+k
(qn+mx;q)n+k+1 dqx. (4.8)
The integrand is always positive and (qn+mx;q)n+k+1  (qn+m;q)n+k+1, hence we find
1∫
0
(qx;q)n+mxn+k
(qn+mx;q)n+k+1 dqx 
1
(qn+m;q)n+k+1
1∫
0
(qx;q)n+mxn+k dqx
 1
(qn+m;q)n+k+1
∞∑
=0
(
q+1;q)
n+m
(
q
)n+k+1
 (q;q)n+m
(qn+m;q)n+k+1
∞∑ (qn+m+1;q)
(q;q)
(
qn+k+1
)
.=0
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1∫
0
(qx;q)n+mxn+k
(qn+mx;q)n+k+1 dqx 
(q;q)n+m
(qn+m;q)n+k+1
(q2n+k+m+2;q)∞
(qn+k+1;q)∞
= (q;q)n+k
(qn+m;q)n+k+1(qn+m+1;q)n+k+1 .
This estimate, together with the definition of C in (4.6), then gives
∣∣∣∣∣
1∫
0
pn,m(x)
pn+m − x dqx
∣∣∣∣∣ q
n(n−1)/2qm(m−1)/2qn+m
p(n+m)(n+1)(q;q)m
×
m∑
k=0
[
m
k
]
q
qk(2n+k)(q;q)n(qn+1;q)k(q;q)n+k
(q;q)n−m+k(qn+m;q)n+k+1(qn+m+1;q)n+k+1 .
Some simple estimations then give
∣∣∣∣∣
1∫
0
pn,m(x)
pn+m − x dqx
∣∣∣∣∣ q
n(n−1)/2qm(m−1)/2qn+m
p(n+m)(n+1)(q;q)m
1
(qn+m;q)2n+m+2
m∑
k=0
(
q2n
)k
= q
n(n−1)/2qm(m−1)/2qn+m
p(n+m)(n+1)(q;q)m(qn+m;q)2n+m+2
1 − q2n(m+1)
1 − q2n .
This gives a useful estimate for the integral on the right-hand side of Eq. (4.5), which (for m =
n − 1) implies that
∣∣βnζq(1) − αn∣∣< d2n−1(p) qn(n−1)/2q(n−1)(n−2)/2
p(2n−1)(n+1)
q2n−1
(q;q)n−1(q2n−1;q)22n+1(1 − q2n)
. (4.9)
Now we can prove Theorem 1.1.
Proof of Theorem 1.1. From Section 3 we know that αn and βn are integers. From Eqs. (4.5)
and (4.8) it follows that βnζq(1) − αn = 0 because d2n−1(p) = 0 and because the integral on the
right-hand side of (4.5) can be written as a sum with all terms different from zero and of the same
sign. From (4.9) we can find that
lim
n→∞
∣∣βnζq(1) − αn∣∣1/n2  lim
n→∞d2n−1(p)
1/n2q3
= p12/π2p−3 = p− 3(π
2−4)
π2 < 1,
where we have used Lemma 3.1. Hence limn→∞ |βnζq(1) − αn| → 0. The irrationality now
follows from Lemma 1.1. 
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Theorem 1.1 gives rational approximations αn/βn for ζq(1) that satisfy
∣∣∣∣ζq(1) − αnβn
∣∣∣∣=O
(
p
(
−3(π2−4)
π2
+)n2
βn
)
(4.10)
for every  > 0, with βn = d2n−1(p)pn,n−1(p2n−1) We already know the asymptotic behavior of
d2n−1(p), so what remains is to find the asymptotic behavior of pn,n−1(p2n−1) as n → ∞.
Since {1, x, x2, . . . , xn−1, logx, x logx, x2 logx, . . . , xm−1 logx} is a Chebyshev system on
[0,1] whenever m n, we know that all the zeros of pn,m(z) are simple and lie in the interval
(0,1). If we call these zeros x1, x2, . . . , xn+m then we can write pn,m(x) as
pn,m(x) = κn,m
n+m∏
j=1
(x − xj ).
For |x| > 1 we have |x| − 1 |x − xj | |x| + 1, hence
(|x| − 1)n+m  n+m∏
j=1
|x − xj |
(|x| + 1)n+m,
so multiplying by |κn,m| and evaluating at x = pn+m gives
|κn,m|
(
pn+m − 1)n+m  ∣∣pn,m(pn+m)∣∣ |κn,m|(pn+m + 1)n+m.
For m = n − 1 one obtains
|κn,n−1|1/n2
(
p2n−1 − 1) 2n−1n2  ∣∣pn,n−1(p2n−1)∣∣1/n2  |κn,n−1|1/n2(p2n−1 + 1) 2n−1n2 ,
so we have that
lim
n→∞
∣∣pn,n−1(p2n−1)∣∣1/n2 = p4 lim
n→∞|κn,n−1|
1/n2 .
Equation (2.16) implies that the leading coefficient of pn,m is given by
κn,m =
[
p(0,0,0)n,m (0)
]−1 = (−1)n+m (qn+m+1;q)n(qn+m+1;q)m
qnm(q;q)n(q;q)mqn(n−1)/2qm(m−1)/2 . (4.11)
Since (qn+1;q)k = (q;q)n+k/(q;q)n, we can rewrite the leading coefficient of pn,m as
κn,m = (−1)n+m
[
2n + m
n
] [
n + 2m
m
]
p(n+m)2/2p−(n+m)/2. (4.12)q q
138 K. Postelmans, W. Van Assche / Journal of Number Theory 126 (2007) 119–154This gives limn→∞ |κn,n−1|1/n2 = p2, so we have
lim
n→∞
∣∣pn,n−1(p2n−1)∣∣1/n2 = p6. (4.13)
Combining this with Lemma 3.1 we have for the integers βn in (4.3) that
lim
n→∞|βn|
1/n2 = p12/π2p6 = p 6(π
2+2)
π2 .
Together with (4.10) this gives that
∣∣∣∣ζq(1) − αnβn
∣∣∣∣=O
(
1
β
1+ π2−4
2(π2+2)−
n
)
(4.14)
for every  > 0, which implies the following upper bound for the measure of irrationality
r
(
ζq(1)
)
 1 + 2(π
2 + 2)
π2 − 4 =
3π2
π2 − 4 ≈ 5.04443.
5. Rational approximations to ζq(2)
From (1.1) we know that
ζq(2) =
∞∑
n=1
nqn
1 − qn =
∞∑
n=1
n
pn − 1 .
In this section we will construct rational approximations to ζq(2), we will prove that ζq(2) is
irrational, and we will give an upper bound for its measure of irrationality.
5.1. Rational approximations
Evaluating the function f2, which we defined in (3.2), at the point pn+m, gives
f2(p
n+m) =
∞∑
k=0
kqk
pn+m − qk =
∞∑
k=0
k
pn+m+k − 1 .
So we have
f2
(
pn+m
)= ∞∑
k=0
n + m + k
pn+m+k − 1 − (n + m)
∞∑
k=0
1
pn+m+k − 1
= ζq(2) −
n+m−1∑ k
pk − 1 − (n + m)f1
(
pn+m
)
,k=1
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ζq(2) = f2
(
pn+m
)+ n+m−1∑
k=1
k
pk − 1 + (n + m)f1
(
pn+m
)
. (5.1)
We now take m = n − 1 and define
bn = d22n−1(p)pn,n−1
(
p2n−1
)
, (5.2)
an = d22n−1(p)
[
rn,n−1
(
p2n−1
)+ pn,n−1(p2n−1) 2n−2∑
k=1
k
pk − 1 + (2n − 1)qn,n−1
(
p2n−1
)]
. (5.3)
Then it follows from (5.1) and from the Hermite–Padé approximation of f1 and f2 (3.8)–(3.9)
that
bnζq(2) − an = d22n−1(p)
[∫
pn,n−1(x)
p2n−1 − x dμ2(x) + (2n − 1)
∫
pn,n−1(x)
p2n−1 − x dμ1(x)
]
. (5.4)
From Section 3 we know that the numbers an and bn are integers for all n ∈ N. We will show that
lim
n→∞
∣∣bnζq(2) − an∣∣= 0,
and that bnζq(2)− an = 0 for all n ∈ N, so that Lemma 1.1 implies the irrationality of ζq(2). But
before we can do that, we have to prove some results about the asymptotic behavior of pn,m as
n,m → ∞.
5.2. Asymptotic behavior of pn,m
It is well known that the common denominator of Hermite–Padé approximants satisfies a mul-
tiple orthogonality relation. Driver and Stahl [6] showed that for a Nikishin system these common
denominators also satisfy an ordinary orthogonality relation. Although in our case (f1, f2) do not
form a Nikishin system, we can prove in a similar way that pn,m in our case also satisfies an or-
dinary orthogonality relation. We need the following theorem.
Theorem 5.1. Let pn,m be the multiple little q-Jacobi polynomial given by (2.14)–(2.15), let qn,m
be defined by (3.10) and let m n. Then we have
0∫
−∞
(y − 1)k[pn,m(y)f1(y) − qn,m(y)]dy = 0 (5.5)
for k = 0,1, . . . ,m − 1.
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that
0∫
−∞
(y − 1)k[pn,m(y)f1(y) − qn,m(y)]dy =
0∫
−∞
(y − 1)k+1
y − 1
[ 1∫
0
pn,m(x)
y − x dμ1(x)
]
dy.
If we add and subtract (x − 1)k+1 on the right-hand side, then we have
0∫
−∞
(y − 1)k[pn,m(y)f1(y) − qn,m(y)]dy
=
0∫
−∞
1
y − 1
[ 1∫
0
((y − 1)k+1 − (x − 1)k+1)
y − x pn,m(x) dμ1(x)
]
dy
+
0∫
−∞
1
y − 1
[ 1∫
0
(x − 1)k+1
y − x pn,m(x) dμ1(x)
]
dy.
Now ((y − 1)k+1 − (x − 1)k+1)/(y − x) is a polynomial of degree k in x, so because of the
orthogonality (2.14) the first integral on the right-hand side vanishes for k < n. Since m n, this
integral therefore vanishes for k = 0,1, . . . ,m − 1. Changing the order of integration gives
0∫
−∞
(y − 1)k[pn,m(y)f1(y) − qn,m(y)]dy =
1∫
0
(x − 1)kpn,m(x)
0∫
−∞
(x − 1)
(y − 1)(y − x) dy dμ1(x).
By a partial fraction decomposition we obtain
1
1 − y −
1
x − y =
(x − 1)
(y − 1)(y − x) ,
so we find that
0∫
−∞
(x − 1)
(y − 1)(y − x) dy = limt→−∞
[ 0∫
t
dy
1 − y −
0∫
t
dy
x − y
]
= logx.
Using this in the previous expression, we find
0∫
−∞
(y − 1)k[pn,m(y)f1(y) − qn,m(y)]dy =
1∫
0
(x − 1)kpn,m(x) logx dμ1(x).
The orthogonality relations (2.15) then imply that the right-hand side is equal to zero for
k < m. 
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interval (−∞,0). For suppose pn,m(y)f1(y)−qn,m(y) has only r < m sign changes on (−∞,0),
say at s1, s2, . . . , sr , then we have with πr(z) = (z − s1)(z − s2) . . . (z − sr ) that
0∫
−∞
πr(y)
[
pn,m(y)f1(y) − qn,m(y)
]
dy = 0
because the integrand has no sign changes on (−∞,0). This gives a contradiction with the fact
that this integral can be written as a linear combination of integrals of the form
0∫
−∞
(y − 1)k[pn,m(y)f1(y) − qn,m(y)]dy
with k  r < m, because from Theorem 5.1 we know that these integrals are all zero. So
pn,m(y)f1(y) − qn,m(y) has at least m sign changes on (−∞,0). The condition m  n and
(3.3) guarantee that these integrals are finite.
Let s1, s2, . . . , sm be m points where pn,m(z)f1(z)− qn,m(z) changes sign on (−∞,0). Then
we define the polynomial w by
w(z) = (z − s1)(z − s2) . . . (z − sm). (5.6)
Now we can prove that pn,m also satisfies an ordinary orthogonality relation.
Theorem 5.2. Let w be defined by (5.6) and let pn,m be the multiple little q-Jacobi polynomial
defined by (2.14)–(2.15). Then
1∫
0
pn,m(y)y
k dμ1(y)
w(y)
= 0,
for k = 0,1, . . . , n + m − 1.
Proof. Let γ be a closed positively oriented path of integration with winding number 1 for all its
interior points, such that the interval [0,1] is in the interior of γ and the zeros of w are outside γ .
Using (3.8) we have that
1
2πi
∫
γ
yk
w(y)
1∫
0
pn,m(x)
x − y dμ1(x) dy =
1
2πi
∫
γ
yk
[
pn,m(y)f1(y) − qn,m(y)
] dy
w(y)
.
Changing the order of integration on the left-hand side gives
1∫
pn,m(x)
1
2πi
∫
yk
x − y
dy
w(y)
dμ1(x) = 12πi
∫
yk
[
pn,m(y)f1(y) − qn,m(y)
] dy
w(y)
.0 γ γ
142 K. Postelmans, W. Van Assche / Journal of Number Theory 126 (2007) 119–154The only singularity inside γ is x, hence Cauchy’s formula on the left-hand side gives
1∫
0
pn,m(x)
xk
w(x)
dμ1(x) = 12πi
∫
γ
yk
[
pn,m(y)f1(y) − qn,m(y)
] dy
w(y)
.
Since all zeros of w are also zeros of pn,m(y)f1(y) − qn,m(y), the function yk[pn,m(y)f1(y) −
qn,m(y)]/w(y) is analytic in C \ [0,1]. Furthermore γ encloses the interval [0,1], hence for R
sufficient large
∣∣∣∣∣
1∫
0
pn,m(x)x
k dμ1(x)
w(x)
∣∣∣∣∣=
∣∣∣∣ 12πi
∫
ΓR
yk
[
pn,m(y)f1(y) − qn,m(y)
] dy
w(y)
∣∣∣∣,
with ΓR the circle with center 0 and radius R. We can estimate the expression by
∣∣∣∣∣
1∫
0
pn,m(x)x
k dμ1(x)
w(x)
∣∣∣∣∣R maxy∈ΓR
∣∣∣∣yk pn,m(y)f1(y) − qn,m(y)w(y)
∣∣∣∣.
Using (3.3), we know that the function yk [pn,m(y)f1(y) − qn,m(y)]/w(y) has a zero of order
n + m + 1 − k at infinity. So when R tends to infinity we find
∣∣∣∣∣
1∫
0
pn,m(x)x
k dμ1(x)
w(x)
∣∣∣∣∣=O
(
1
Rn+m−k
)
.
Therefore
1∫
0
pn,m(x)x
k dμ1(x)
w(x)
= 0
when k  n + m − 1. 
Now we have proved that pn,m satisfies an ordinary orthogonality relation. Using this, we can
easily show that pn,m(z)f1(z) − qn,m(z) has exactly m sign changes in the interval (−∞,0),
namely at the zeros of w. Using (3.8) we have
pn,m(z)f1(z) − qn,m(z) =
1∫
0
pn,m(y)
z − y
w(y)
w(y)
dμ1(y).
If we add and subtract w(z) on the right-hand side, then we get
pn,m(z)f1(z) − qn,m(z) =
1∫
pn,m(y)
z − y
w(y) − w(z)
w(y)
dμ1(y) + w(z)
1∫
pn,m(y)
z − y
dμ1(y)
w(y)
.0 0
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that
pn,m(z)f1(z) − qn,m(z) = w(z)pn,m(z)
pn,m(z)
1∫
0
pn,m(y)
z − y
dμ1(y)
w(y)
.
Now we add and subtract pn,m(y) on the right-hand side, so we get
pn,m(z)f1(z) − qn,m(z)
= w(z)
pn,m(z)
1∫
0
pn,m(y)
z − y
(
pn,m(z) − pn,m(y)
)dμ1(y)
w(y)
+ w(z)
pn,m(z)
1∫
0
p2n,m(y)
z − y
dμ1(y)
w(y)
.
Again, the first expression on the right-hand side vanishes because of the orthogonality (Theo-
rem 5.2), so we find
pn,m(z)f1(z) − qn,m(z) = w(z)
pn,m(z)
1∫
0
p2n,m(y)
z − y
dμ1(y)
w(y)
. (5.7)
The integrand is not identically zero and has a constant sign for z ∈ R \ [0,1], hence the integral
cannot be zero, so it follows from this expression that the sign changes of pn,m(z)f1(z)−qn,m(z)
in R \ [0,1] are at the m simple zeros of w in (−∞,0).
5.3. Irrationality of ζq(2)
We will now show that limn→∞(bnζq(2) − an) = 0 and bnζq(2) − an = 0 for all n ∈ N, so
that Lemma 1.1 implies the irrationality of ζq(2). First we can reduce the right-hand side of (5.4)
as follows. When we look at the Cauchy transform of pn,m(z)f1(z)− qn,m(z) and use (3.8), then
we find
0∫
−∞
pn,m(z)f1(z) − qn,m(z)
y − z dz =
0∫
−∞
dz
y − z
1∫
0
pn,m(x)
z − x dμ1(x).
Because
1
(y − z)(z − x) =
1
(y − x)
[
1
y − z −
1
x − z
]
,
we find by changing the order of integration
0∫
−∞
pn,m(z)f1(z) − qn,m(z)
y − z dz =
1∫
0
pn,m(x)
y − x dμ1(x)
0∫
−∞
[
1
y − z −
1
x − z
]
dz
=
1∫
pn,m(x)
y − x logx dμ1(x) − logy
1∫
pn,m(x)
y − x dμ1(x). (5.8)
0 0
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dμ2(x), we obtain
d2n+m(p)
logq
0∫
−∞
pn,m(z)f1(z) − qn,m(z)
y − z dz
= d2n+m(p)
[ 1∫
0
pn,m(x)
y − x dμ2(x) −
logy
logq
1∫
0
pn,m(x)
y − x dμ1(x)
]
.
Evaluating at z = pn+m gives the right-hand side of (5.4) when m = n − 1, so it turns out that
bnζq(2) − an =
d22n−1(p)
logq
0∫
−∞
pn,n−1(z)f1(z) − qn,n−1(z)
p2n−1 − z dz. (5.9)
Now we will estimate the expression on the right-hand side. Multiplying and dividing by
w(pn+m) and adding and subtracting w(z) gives that the right-hand side is equal to
d22n−1(p)
logq
1
w(p2n−1)
[ 0∫
−∞
(
w
(
p2n−1
)− w(z))pn,n−1(z)f1(z) − qn,n−1(z)
p2n−1 − z dz
+
0∫
−∞
w(z)
pn,n−1(z)f1(z) − qn,n−1(z)
p2n−1 − z dz
]
.
The first term is 0 because of the orthogonality relations given by Theorem 5.1, so we find
bnζq(2) − an =
d22n−1(p)
logq
1
w(p2n−1)
0∫
−∞
w(z)
pn,n−1(z)f1(z) − qn,n−1(z)
p2n−1 − z dz. (5.10)
Since w is a monic polynomial of degree m = n − 1 and all the zeros of w are in the interval
(−∞,0), we have that w(p2n−1) > (p2n−1)n−1. We also have that p2n−1 − z > p2n−1 for z ∈
(−∞,0), so we find
∣∣bnζq(2) − an∣∣−d22n−1(p)logq
(
q2n−1
)n∣∣∣∣∣
0∫
−∞
w(z)
[
pn,n−1(z)f1(z) − qn,n−1(z)
]
dz
∣∣∣∣∣. (5.11)
The integral on the right-hand side can be evaluated exactly, which is done in the following
lemma.
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0∫
−∞
w(z)
[
pn,m(z)f1(z) − qn,m(z)
]
dz = qn(m+1)(q;q)m (q;q)n−m−1
(qn+m+1;q)m+1
(q;q)m
(q;q)n logq. (5.12)
Proof. Multiply both sides of Eq. (5.8) by w(y), then add and subtract w(z) on both sides of
this expression and use the orthogonality relations (5.5) for the left-hand side and (2.14)–(2.15)
for the right-hand side, to find
0∫
−∞
w(z)
y − z
[
pn,m(z)f1(z) − qn,m(z)
]
dz
=
1∫
0
w(z)
y − zpn,m(z) log z dμ1(z) − logy
1∫
0
w(z)
y − zpn,m(z) dμ1(z).
Multiply both sides by y and add and subtract z in the second term on the right-hand side to find
0∫
−∞
y
y − zw(z)
[
pn,m(z)f1(z) − qn,m(z)
]
dz
=
1∫
0
y
y − zw(z)pn,m(z) log z dμ1(z) − logy
1∫
0
w(z)pn,m(z) dμ1(z)
− logy
1∫
0
z
y − zw(z)pn,m(z) dμ1(z).
We know that w is a polynomial of degree m. For m n − 1 the orthogonality relations (2.14)–
(2.15) imply that the second integral on the right-hand side is 0. Taking the limit for y going
to ∞, we get
0∫
−∞
w(z)
[
pn,m(z)f1(z) − qn,m(z)
]
dz =
1∫
0
w(z)pn,m(z) log z dμ1(z).
Since w is a monic polynomial of degree m, it follows from the orthogonality relations (2.15)
that
0∫
w(z)
[
pn,m(z)f1(z) − qn,m(z)
]
dz =
1∫
zmpn,m(z) log z dμ1(z). (5.13)−∞ 0
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0∫
−∞
w(z)
[
pn,m(z)f1(z) − qn,m(z)
]
dz = C
1∫
0
zm log zDn
q−1
[
znDm
q−1
(
(qz;q)n+mzm
)]
dμ1(z),
with C given by expression (4.6). Repeated application of summation by parts (2.11), gives
0∫
−∞
w(z)
[
pn,m(z)f1(z) − qn,m(z)
]
dz
= (−1)nqnC
1∫
0
Dnq
[
zm log z
]
znDm
q−1
[
(qz;q)n+mzm
]
dμ1(z).
For Dnq [zm log z] we use the q-analogue of Leibniz’ rule (2.12) to find
Dnq
[
zm log z
]= n∑
k=0
[
n
k
]
q
(
Dn−kq xm
)∣∣
x=qkz
(
Dkq logx
)∣∣
x=z. (5.14)
Equation (4.7) gives us an expression for Dn−kq zm when n− k m. For n− k > m we know that
Dn−kq zm is 0. It is also easy to see that for k > 0
Dkq logx = (−1)kq−k(k−1)/2
logq
(1 − q)k
(q;q)k−1
xk
,
so it turns out that
0∫
−∞
w(z)
[
pn,m(z)f1(z) − qn,m(z)
]
dz
= (−1)nqnC
n∑
k=n−m
[
n
k
]
q
(q;q)m
(1 − q)n
(qk)m−n+k
(q;q)m−n+k
× (−1)kq−k(k−1)/2(q;q)k−1 logq
1∫
0
zmDm
q−1
[
(qz;q)n+mzm
]
dμ1(z). (5.15)
We now have to evaluate a q-integral and a finite sum.
(2) We start with the integral in (5.15). Apply summation by parts m times to find
1∫
zmDm
q−1
[
(qz;q)n+mzm
]
dμ1(z) = (−1)mqm
1∫
Dmq
[
zm
]
(qz;q)n+mzm dμ1(z).0 0
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turns out that
1∫
0
zmDm
q−1
[
(qz;q)n+mzm
]
dμ1(z) = (−1)mqm (q;q)m
(1 − q)m
∞∑
j=0
(
qj
)m+1(
qj+1;q)
n+m.
We can compute the sum on the right-hand side by using the q-binomial series (2.21). This gives
∞∑
j=0
(
qm+1
)j (
qj+1;q)
n+m = (q;q)n+m
∞∑
j=0
(
qm+1
)j (qn+m+1;q)j
(q;q)j
= (q;q)n+m (q
n+2m+2;q)∞
(qm+1;q)∞
= (q;q)m
(qn+m+1;q)m+1 .
So we find that
1∫
0
zmDm
q−1
[
(qz;q)n+mzm
]
dμ1(z) = (−1)mqm (q;q)m
(1 − q)m
(q;q)m
(qn+m+1;q)m+1 . (5.16)
(2) Now we will work out the finite sum
n∑
k=n−m
[
n
k
]
q
(q;q)m
(1 − q)n
(qk)m−n+k
(q;q)m−n+k (−1)
kq−k(k−1)/2(q;q)k−1
in (5.15). Changing the index of summation gives
m∑
k=0
[
n
k + n − m
]
q
(q;q)m
(1 − q)n
(qk+n−m)k
(q;q)k (−1)
k+n−mq−(k+n−m)(k+n−m−1)/2(q;q)k+n−m−1.
Writing out the q-binomial coefficient and rewriting the powers of q gives that this is equal to
m∑
k=0
(−1)k+n−m (q;q)n(q;q)m(q;q)k+n−m−1
(q;q)k+n−m(q;q)m−k(q;q)k
qk(k+1)/2qmnq−n(n−1)/2q−m(m+1)/2
(1 − q)n .
Use (q;q)k+n−m−1/(q;q)k+n−m = 1/(1 − qk+n−m) to rewrite this sum as
(−1)n+mqmnq−n(n−1)/2q−m(m+1)/2 (q;q)n
(1 − q)n
m∑
(−1)k
[
m
k
]
q
qk(k+1)/2
(1 − qk+n−m) .
k=0
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1 − qk+n−m =
∞∑
=0
(
qk+n−m
)
to find
(−1)n+mqmnq−n(n−1)/2q−m(m+1)/2 (q;q)n
(1 − q)n
∞∑
=0
(
qn−m
) m∑
k=0
(−1)k
[
m
k
]
q
(
qk
)+1
qk(k−1)/2.
If we now use the q-analog of Newton’s binomial formula (2.19) with x = q+1 then the expres-
sion reduces to
(−1)n+mqmnq−n(n−1)/2q−m(m+1)/2 (q;q)n
(1 − q)n
∞∑
=0
(
qn−m
)(
q+1;q)
m
.
Using the q-binomial series (2.21), we have
∞∑
=0
(
qn−m
)(
q+1;q)
m
= (q;q)m
∞∑
=0
(
qn−m
) (qm+1;q)
(q;q)
= (q;q)m (q
n+1;q)∞
(qn−m;q)∞
= (q;q)n−m−1 (q;q)m
(q;q)n .
With this we then find
n∑
k=n−m
[
n
k
]
q
(q;q)m
(1 − q)n
(qk)m−n+k
(q;q)m−n+k (−1)
kq−k(k−1)/2(q;q)k−1
= (−1)n+mqmnq−n(n−1)/2q−m(m+1)/2 (q;q)m
(1 − q)n (q;q)n−m−1. (5.17)
Using this result together with (5.16) and the expression (4.6) for C, we find that (5.15) gives the
required result. 
The integral in (5.12) can also be evaluated for m = n but with much more effort, which is
the main reason why we have chosen m = n − 1 for our rational approximants. Lemma 5.1 and
(5.11) now imply that for m = n − 1
∣∣bnζq(2) − an∣∣ d22n−1(p)(q2n−1)nqn2 (q;q)2n−1(q2n;q)n(q;q)n . (5.18)
Now we can prove Theorem 1.2.
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follows that bnζq(2)−an = 0 because the integrand has a constant sign. Furthermore Lemma 3.1
gives that
lim
n→∞
(
d22n−1(p)
)1/n2 = p24/π2 .
From(5.18) we see that
lim
n→∞
∣∣bnζq(2) − an∣∣1/n2  p 24π2 lim
n→∞q
2n−1
n q = p 24π2 q3 = p− 3(π
2−8)
π2 < 1
so that limn→∞ |bnζq(2) − an| → 0 for n → ∞. The irrationality now follows from Lem-
ma 1.1. 
5.4. Measure of irrationality for ζq(2)
Theorem 1.2 gives rational approximations an/bn for ζq(2) that satisfy
∣∣∣∣ζq(2) − anbn
∣∣∣∣=O
(
p
(
−3(π2−8)
π2
+)n2
bn
)
(5.19)
for every  > 0, with bn = d22n−1(p)pn,n−1(p2n−1). Combining the result of Lemma 3.1 with the
asymptotic behavior of pn,n−1(p2n−1) given in (4.13) gives
lim
n→∞|bn|
1/n2 = lim
n→∞
∣∣d22n−1(p)pn,n−1(p2n−1)∣∣1/n2 = p24/π2p6 = p 6(π2+4)π2 .
Together with (5.19) this gives
∣∣∣∣ζq(2) − anbn
∣∣∣∣=O
(
1
b
1+ π2−8
2(π2+4)−
n
)
(5.20)
for every  > 0, which implies the following upper bound for the measure of irrationality
r
(
ζq(2)
)
 1 + 2(π
2 + 4)
π2 − 8 =
3π2
π2 − 8 ≈ 15.8369.
6. Linear independence of 1, ζq(1), ζq(2) over Q
In this section we prove Theorem 1.3 by using Lemma 1.2. To apply this lemma we need
rational approximations for ζq(1) and ζq(2) with common denominator. From Eqs. (4.3)–(4.4)
and (5.2)–(5.3), it follows that we can take p∗n = bn = d2n−1(p)βn, q∗n = d2n−1(p)αn and r∗n =
an, i.e.
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(
p2n−1
)
, (6.1)
q∗n = d22n−1(p)
[
qn,n−1
(
p2n−1
)+ pn,n−1(p2n−1) 2n−2∑
k=1
1
pk − 1
]
, (6.2)
r∗n = d22n−1(p)
[
rn,n−1
(
p2n−1
)+ pn,n−1(p2n−1) 2n−2∑
k=1
k
pk − 1 + (2n − 1)qn,n−1
(
p2n−1
)]
. (6.3)
Then Theorems 1.1 and 1.2 imply that p∗n, q∗n and r∗n are integers. The following verification
of the 3 conditions of Lemma 1.2 will establish the linear independence of 1, ζq(1) and ζq(2)
over Q.
6.1. Condition 3
We will now show that ap∗n + bq∗n + cr∗n = 0 for all n ∈ N for which 2n − 1 is prime and
2n − 1 > c. It is sufficient to prove that
ap∗n + bq∗n + cr∗n ≡ 0 mod Φ2n−1(p)
or
Φ2n−1(p)  ap∗n + bq∗n + cr∗n
for these values of n. We prove this in three steps.
Step 1. In the first step we prove that
ap∗n + bq∗n + cr∗n ≡ −c
d22n−1(p)
(p2n−1 − 1)2 mod Φ2n−1(p). (6.4)
First note that d2n−1(p) = Φ2n−1(p)d2n−2(p), which implies that Φ2n−1(p) divides the integers
d22n−1(p)pn,n−1(p2n−1) and d22n−1(p)qn,n−1(p2n−1) in Z. Using this we get
ap∗n + bq∗n + cr∗n ≡ cd22n−1(p)rn,n−1
(
p2n−1
)
mod Φ2n−1(p)
≡ cd2n−1(p)d2n−2(p)Φ2n−1(p)rn,n−1
(
p2n−1
)
mod Φ2n−1(p).
Expression (3.18) implies that all the terms in the sum cd2n−1(p)d2n−2(p)rn,n−1(p2n−1) are
integers except for the one with r = i = 2n − 1. So we see
ap∗n + bq∗n + cr∗n ≡ −c
[
3n − 2
n − 1
]
p
[
3n − 1
n
]
p
d22n−1(p)
(p2n−1 − 1)2 mod Φ2n−1(p).
Now we only have to eliminate the binomial numbers. This can be done by the following lemma.
By applying it twice, with (n,m) replaced by (n,n − 1) and (n − 1, n), we obtain Eq. (6.4).
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n + 2m
m
]
x
≡ 1 mod Φn+m(x) (6.5)
for all n,m ∈ N.
Proof. We prove this result by induction on m. Obviously relation (6.5) is satisfied for all n ∈ N
when m = 0. Suppose that [
n + 2m − 2
m − 1
]
x
≡ 1 mod Φn+m−1(x) (6.6)
for all n ∈ N, then we can prove (6.5) as follows. The q-version of Pascal’s triangle identity
(3.16) gives that [
n + 2m
m
]
x
=
[
n + 2m − 1
m
]
x
+ xn+m
[
n + 2m − 1
m − 1
]
x
.
Note that (3.21) implies that xn+m ≡ 1 mod Φn+m(x). We can also write, using (3.21),
[
n + 2m − 1
m
]
x
= (x;x)n+2m−1
(x;x)m(x;x)n+m−1 =
∏n+2m−1
ν=n+m (1 − xν)∏m
ν=1(1 − xν)
=
∏n+2m−1
ν=n+m
∏
d|ν Φd(x)∏m
ν=1
∏
d|ν Φd(x)
.
Since
[
n+2m−1
m
]
x
is a polynomial in x with integer coefficients, the cyclotomic polynomials
Φd(x) are irreducible over Q, and Φn+m(x) is a factor of the numerator and not of the denomi-
nator, it follows that Φn+m(x) divides
[
n+2m−1
m
]
x
. Using this, it turns out that
[
n + 2m
m
]
x
≡
[
n + 2m − 1
m − 1
]
x
mod Φn+m(x).
Now we can apply the induction hypothesis (6.6) with n + 1 instead of n. This proves the
lemma. 
Step 2. In the second step we prove that
gcd
(
c,Φ2n−1(p)
)= 1. (6.7)
For this we need the following result of Legendre (see, e.g. [8,16]).
Lemma 6.2. For all positive integers p, s and every cyclotomic polynomial Φn we have that if
s | Φn(p) then s = n + 1 for some  ∈ N0, or s|n.
Suppose gcd(c,Φ2n−1(p)) = s > 1. Then s|Φ2n−1(p) so from Lemma 6.2 it follows that
s = (2n − 1) + 1 for some  ∈ N0 or s|2n − 1. Since s > 1 and 2n − 1 is a prime number, we
have in both cases that s  2n−1. But s|c and we only consider values of n for which 2n−1 > c.
This gives a contradiction and proves Eq. (6.7).
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Φ2n−1(p) 
d22n−1(p)
(p2n−1 − 1)2 = d
2
2n−3(p), (6.8)
where the latter equality follows since 2n−1 is prime. We will do this by contraposition: suppose
that there exists an integer A = 0 such that
d22n−3(p) = AΦ2n−1(p)
or, when we use (3.19)–(3.21),
2n−3∏
k=1
Φ2k (p) = AΦ2n−1(p).
Suppose s is a prime number so that s | Φ2n−1(p), then it follows from the previous equation
that there exists an integer k, with 2 k  2n − 3, such that s | Φk(p). We first prove that this
implies gcd(Φ2n−1(x),Φk(x)) = 1 in (Z/sZ)[x]. For this we need the following lemma [18,
Section 4.9]:
Lemma 6.3. If s is a prime not dividing n, then xn − 1 has no repeated factors in (Z/sZ)[x].
Since s | Φ2n−1(p) we can first apply Lemma 6.2 and distinguish between two cases.
Case 1. s = (2n− 1)+ 1 for some  ∈ N0. In this case it is obvious that s  2n− 1, and also s  k
because k  2n− 2 < s. So we can apply Lemma 6.3 with parameter k(2n− 1) instead of n. We
get that xk(2n−1) − 1 has no repeated factors in (Z/sZ)[x]. This means, using (3.21), that
Φk(x) · Φ2n−1(x) ·
∏
d|k(2n−1)
d =k, d =2n−1
Φd(x)
has no repeated factors, so gcd(Φ2n−1(x),Φk(x)) = 1 in (Z/sZ)[x].
Case 2. s | 2n − 1. Since s and 2n − 1 are both prime, we see that s = 2n − 1 in this case. Since
s is prime, we also know that Φs(x) = (xs − 1)/(x − 1). In (Z/sZ)[x] this implies
Φs(x) = x
s − 1
x − 1 =
(x − 1)s
x − 1 = (x − 1)
s−1.
So gcd(Φk(x),Φ2n−1(x)) = gcd(Φk(x), (x − 1)s−1) = (x − 1)u, for some u with 0 u s − 1
in (Z/sZ)[x]. We know that s is a prime not dividing k, so applying Lemma 6.3 gives that xk −1
has no repeated factors in (Z/sZ)[x]. Now we can write xk − 1 as
xk − 1 = Φ1(x) · Φk(x) ·
∏
d|k
Φd(x)1<d<k
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that gcd(Φ2n−1(x),Φk(x)) = 1 in (Z/sZ)[x].
So in both cases we have gcd(Φ2n−1(x),Φk(x)) = 1 in (Z/sZ)[x]. Integer division gives
us two polynomials u(x) and v(x) such that u(x)Φ2n−1(x) + v(x)Φk(x) = 1 in (Z/sZ)[x].
Evaluating this expression at x = p gives in Z the equality
u(p)Φ2n−1(p) + v(p)Φk(p) = 1 + sw,
where w is an integer. But from s | Φn+m(p) and s | Φk(p) we see that s | 1, which gives a
contradiction and proves (6.8).
From these three steps it follows that Φ2n−1(p)  ap∗n + bq∗n + cr∗n for infinitely many values
of n, so the third condition of Lemma 1.2 is satisfied.
Remark. If c = 0 then ap∗n + bq∗n = 0 for infinitely many n. This follows from Theorem 1.1
(or Theorem 1.2). Indeed, without loss of generality we may assume that a and b are coprime.
If ap∗n + bq∗n = 0 for n  n0, then aβn + bαn = 0 for n  n0. This means that βn = −λnb and
αn = λna, with λn ∈ Z \ {0}. But then Theorem 1.1 implies that limn→∞ λn(bζq(1) + a) = 0,
and since ζq(1) /∈ Q one would have limn→∞ λn = 0, which is in contradiction with |λn| 1 for
n n0. The case c = b = 0 is obvious.
6.2. Conditions 1 and 2
From the definition of p∗n and q∗n , it follows that |p∗nζq(1) − q∗n | = d2n−1(p)|βnζq(1) − αn|.
By using Theorem 1.1 together with Lemma 3.1, it turns out that
∣∣p∗nζq(1) − q∗n ∣∣1/n2 = (d2n−1(p))1/n2 ∣∣βnζq(1) − αn∣∣1/n2 = p− 3(π2−8)4π2 < 1,
so that |p∗nζq(1) − q∗n | → 0 when n → ∞.
It also follows from the definition of p∗n and r∗n that |p∗nζq(2)− r∗n | = |bnζq(2)− an| and from
Theorem 1.2 we know already that this expression tends to zero when n tends to infinity.
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