We study the computational complexity of deciding whether a given set of term equalities and inequalities has a solution in an ω-categorical algebra A. There are ωcategorical groups where this problem is undecidable. We show that if A is an ω-categorical semilattice or an abelian group, then the problem is in P or NP-hard. The hard cases are precisely those where Pol(A, =) has a uniformly continuous minor-preserving map to the clone of projections on a two-element set. The results provide information about algebras A such that Pol(A, =) does not satisfy this condition, and they are of independent interest in universal algebra. In our proofs we rely on the Barto-Pinsker theorem about the existence of pseudo-Siggers polymorphisms. To the best of our knowledge, this is the first time that the pseudo-Siggers identity has been used to prove a complexity dichotomy. arXiv:1912.09815v1 [math.LO] 
Introduction
The problem of deciding whether a given system of linear equations has a solution in Z p is one of the central computational problems that can be solved in polynomial time, for example by Gaussian elimination. The problem can also be rephrased as follows: fix the structure (Z p ; +, 0, 1, . . . , p − 1) where + is the binary addition operation and 0, 1, . . . , p − 1 are constants; the problem is then to decide whether a given conjunction of atomic formulas in the signature of this structure is satisfiable in this structure. Analogous computational problems can be formulated for other algebraic structures A instead of (Z p ; +, 0, . . . , p − 1), and have been studied systematically in the special cases of groups [26] , monoids [36] , and semigroups [30] .
An even more general class of computational problems is the class of constraint satisfaction problems (CSPs); here we fix a structure A with a finite signature τ , and the task is to decide whether a given conjunction of atomic τ -formulas is satisfiable in A. This problem, denoted by CSP(A), is typically introduced only for relational signatures; the restriction to relational signatures is not severe, because we may replace each operation f of arity k in A by the k + 1-ary relation R f := {(x 1 , . . . , x k , x 0 ) | x 0 = f (x 1 , . . . , x k )}. Then every atomic formula over A can be translated into a finite set of atomic formulas in the new signature to obtain a satisfiability-equivalent instance in the new signature. We might have to introduce some additional variables to eliminate nested terms in atomic formulas, but the overall reduction changes the size of the input only by a linear factor. It has been conjectured by Feder and Vardi [25] that CSPs for fixed structures A with a finite domain have a complexity dichotomy in the sense that they are either in P or NP-complete. The dichotomy conjecture has been confirmed recently, independently by Date: December 23, 2019.
Bulatov [20] and by Zhuk [46] . This achievement has been made possible because of an important link between constraint satisfaction and central topics in universal algebra; see, e.g., the survey articles in [31] .
There are many famous computational problems that can be phrased as solving equation systems over algebraic structures A with an infinite domain; for example, CSP(A) for the structure A = (Z; +, ·, 1) is Hilbert's tenth problem, and known to be undecidable [35] , whereas the problem can be solved in polynomial time for A = (Z; +, 1) (see, e.g., [42] ). In full generality, the mentioned connection between constraint satisfaction and universal algebra breaks down (see the survey article [13] ). However, if the structure A is ω-categorical, i.e., if all countably infinite models of the first-order theory of A are isomorphic, then the universal-algebraic approach is still applicable [5, 14] . Note that when studying the CSP of infinite-domain structures A we still require the signature of A to be finite. In particular, we no longer have constants for every element in the domain. If the signature contains no constants at all, then solving equation systems becomes trivial for many algebraic structures: for instance for monoids with unit element 1, we might satisfy all the equations by setting all variables to 1. The natural signature for studying the problem of solving equations over infinite domains is to additionally allow inequalities in the input, i.e., atomic formulas of the form s = t where s and t are terms. In this article we study problems of the form CSP(A; =) where A is a finite-signature algebra 1 . For example, for a given monoid A, the problem CSP(A; =) is non-trivial in general since we may no longer map all the variables in the input to 1.
1.1. Applications. If CSP(A; =) can be solved in polynomial time, then various other interesting computational problems can be solved in polynomial time, too. Let A be an algebra with a finite signature τ and a (finite or infinite) domain A. The Identity Checking Problem (for A) is the problem of deciding whether for given τ -terms s, t over the variables x 1 , . . . , x n the identity s ≈ t is valid in A, i.e., whether A |= ∀x 1 , . . . , x n : s(x 1 , . . . , x n ) = t(x 1 , . . . , x n ). (1.1) Note that this is the case if and only if there are no elements a 1 , . . . , a n ∈ A such that A |= s(a 1 , . . . , a n ) = t(a 1 , . . . , a n ); by introducing additional variables and equations we can translate this into an instance of CSP(A; =) which is unsatisfiable if and only if (1.1) holds. Hence, if CSP(A; =) is in NP, then the Identity Checking Problem for A is in coNP, and if CSP(A; =) is in P, then the Identity Checking Problem for A is in P, too.
In the so-called Entailment Problem (for A) we are given a finite set of equations s 1 = t 1 , . . . , s m = t m and another equation s 0 = t 0 over a common set of variables V , and the question is whether every assignment V → A that satisfies s 1 = t 1 ∧ · · · ∧ s m = t m also satisfies s 0 = t 0 . Note that this is the case if and only if the formula s 1 = t 1 ∧ · · · ∧ s m = t m ∧ s 0 = t 0 is unsatisfiable, so again the problem reduces in polynomial time to the complement of CSP(A; =).
Finally, there is a strong link between CSP(A; =) and the problem CSP(A; a 1 , . . . , a n ), where a 1 , . . . , a n ∈ A are constants, if the algebra A is model-complete. The notion of model-completeness is a central concept from model theory and can be seen as a weak form of quantifier elimination: A is model-complete if every first-order sentence is equivalent to an existential sentence over A. It follows from results in [7, 12] that if A is model-complete, then for all a 1 , . . . , a n ∈ A the problem CSP(A; =) and the problem CSP(A; =, a 1 , . . . , a n ) are polynomial-time equivalent; in particular, there is a polynomial-time reduction from CSP(A; a 1 , . . . , a n ) to CSP(A; =). Conversely, we will see that if A satisfies an additional assumption, namely 2 that there is an embedding A 2 → A (i.e., an isomorphism between A 2 = A × A and a substructure of A), then there are a 1 , . . . , a n ∈ A such that there is a polynomial-time reduction from CSP(A; =) to CSP(A, a 1 , . . . , a n ) (Proposition 3.8).
1.2.
Results. We initiate the study the computational complexity of CSP(A; =) for ωcategorical algebras A. We first observe that there are ω-categorical groups A such that CSP(A, =) is undecidable (Section 5.2). For abelian ω-categorical groups, however, we show that CSP(A, =) is in P or NP-complete (Theorem 5.16). Recall that if P and NP are distinct then there are also problems in NP that are of intermediate complexity, i.e., neither in P nor NP-hard ( [32] ). We also show a P versus NP-hard complexity dichotomy for ω-categorical semilattices (Theorem 6.5).
Outline.
In our proofs we rely on recent universal-algebraic results for ω-categorical structures, in particular from [2, 4, 5] , so we start by giving a self-contained introduction to the universal-algebraic approach in Section 2. Universal-algebraic concepts are also needed to precisely state the border between the NP-hard and the polynomial cases in our results. In Section 3 we specialise the universal-algebraic approach to structures of the form (A; =) where A is an algebra, and in Section 4 we specialise further to monoids. Section 5 contains our classification for ω-categorical abelian groups. Finally, Section 6 contains our classification for ω-categorical semilattices. We close with a discussion and some open problems in Section 7.
The Universal-Algebraic Approach
The universal-algebraic approach is based on the following concept from universal algebra. An operation f : A k → A preserves a relation R ⊆ A m if for all t 1 , . . . , t k ∈ R the m-tuple f (t 1 , . . . , t k ) obtained from applying f componentwise is also contained in R. Note that if g : A m → A is an operation, then f preserves the graph R g of g, defined as
if and only if f commutes with g, i.e., for all a 1,1 , . . . , a n,m ∈ A f (g(a 1,1 , . . . , a 1,m ), . . . , g(a n,1 , . . . , a n,m )) = g(f (a 1,1 , . . . , a n,1 ), . . . , f (a 1,m , . . . , a n,m )).
In this case we say that f preserves g. An operation f is a polymorphism of a structure A if f preserves all relations and all operations of A. Note that the projections π k i : A k → A defined by π k i (a 1 , . . . , a k ) := a i is a polymorphism of every structure with domain A. We also would like to mention that similarly as the set of all automorphisms of A forms a group, the set of all polymorphisms of A, denoted by Pol(A), forms a clone, i.e., the set of polymorphisms is closed under composition and contain the projections. The clone of projections on a two-element set will be denoted by P. A map between two clones is called minor-preserving if it maps operations to operations of the same arity, and if ξ(f (p 1 , . . . , p n )) = ξ(f )(p 1 , . . . , p n ) for all n-ary operations f and projections p 1 , . . . , p n of the same arity m. In the introduction we have mentioned that CSP(A) is for every finite structure A with finite relational signature in P or NP-complete; using polymorphisms, the border between the two cases can be stated as follows, combining results from [4, 20, 22, 43, 46] . in this case, CSP(A) is in P, or • Pol(A) has a minor-preserving map to P; in this case, CSP(A) is NP-complete.
The fact that CSP(A) is NP-hard if A does not have a Siggers polymorphism [43] was already known before the break-through result from [20, 46] . The equivalence of the existence of a Siggers polymorphism and of the non-existence of a minor-preserving map to P is from [4] . For general ω-categorical structures, the equivalence is no longer valid [2] , but we still have the following hardness condition.
Theorem 2.2 ([4]
). Let A be an ω-categorical structure with a finite relational 4 signature. If Pol(A) has a uniformly continuous 3 minor-preserving map to P then CSP(A) is NPhard.
To apply this hardness condition, we need the following terminology from [7] . An ωcategorical structure A is called a core if every endomorphism of A (i.e., every homomorphism from A to A) is an embedding. Two structures A and B are called homomorphically equivalent if there is a homomorphism from A to B and vice versa. Clearly, two structures that are homomorphically equivalent have the same CSP. 7, 12] ). Every ω-categorical relational structure B is homomorphically equivalent to a model-complete core structure C, which is unique up to isomorphism, and again ω-categorical, and which will be called the model-complete core of C.
A first-order formula φ is called primitive positive if it is of the form
where φ 1 , . . . , φ n are atomic formulas. Every primitive positive relation of a relational structure B is preserved by the polymorphisms of B. If B is ω-categorical then conversely every relation left invariant by polymorphisms of B is primitive positive definable [14] .
The following is implied by results in [4] .
Proposition 2.4. Let B be an ω-categorical relational 4 structure.
• If C is homomorphically equivalent to B then there is a uniformly continuous minorpreserving map from Pol(B) to Pol(C). • If C is the model-complete core of B and c 1 , . . . , c n ∈ C, then Pol(C) (and Pol(B)) has a uniformly continuous minor-preserving map to Pol(C, c 1 , . . . , c n ). • If A is a substructure of B whose domain is primitive positive definable in B, then there is a uniformly continuous minor-preserving map from Pol(B) to Pol(A).
Hence, if Pol(C, c 1 , . . . , c n ) or Pol(A) in Proposition 2.4 has a uniformly continuous minorpreserving map to P, then CSP(B) is NP-hard by Theorem 2.2, because the composition of uniformly continuous minor-preserving maps is uniformly continuous and minor-preserving. For model-complete cores, we will use the following result.
Theorem 2.5 (Barto and Pinsker [5] ). Let C be an ω-categorical relational 4 structure which is a model-complete core. Then at least one of the following holds.
• C has a pseudo-Siggers polymorphism, i.e., a polymorphism s : C 6 → C and endomorphisms e 1 , e 2 : C → C satisfying e 1 s(x, y, x, z, y, z) ≈ e 2 s(y, x, z, x, z, y) .
• Pol(C) has a uniformly continuous minor-preserving map to P.
In this article we will show how to use the pseudo-Siggers identity to obtain structural information about C if C is of the form (A; =) where A is an ω-categorical semilattice or abelian group. Remark 2.6. In many situations, the two items in Theorem 2.5 are mutually exclusive; two general conditions that imply this have been presented in [2] . However, these conditions do not cover our setting, not even in the special case of semilattices. Abelian groups are covered, but this requires an extra argument that will be given in Section 5.5.
Algebras
An algebra A is a structure with domain A and with a purely functional signature. The n-ary polymorphisms of A are precisely the (algebra) homomorphisms g : A n → A. In this section we make some observations that are relevant for the universal-algebraic approach to the CSP of structures of the form (A, =).
Conventions. We write ω = {0, 1, 2, . . . } for the set of natural numbers including zero. The equality symbol is always allowed in first-order formulas.
3.1.
Homogeneity. An important source of ω-categorical structures comes from Fraïsséamalgamation. The age of a τ -structure is the class of all finitely generated τ -structures that embed into the structure. A structure is called homogeneous if every isomorphism between finitely generated substructures extends to an automorphism. Let τ be a countable signature and let K be a class of finitely generated τ -structures which is closed under subalgebras, has the joint embedding property and the amalgamation property, and contains countably many isomorphism types of structures. Then there exists a countable homogeneous τ -structure F whose age is K (Theorem 6.1.2. in [28] ). A structure A is called uniformly locally finite if there exists a function f : ω → ω such that every substructure of A generated by n elements has at most f (n) elements. If A is ω-categorical then A must be uniformly locally finite. Conversely, every homogeneous uniformly locally finite structure is ω-categorical ( [28] , Corollary 6.2).
Model companions.
Let A and B be algebras with the same signature. Note that homomorphisms between (A; =) and (B; =) must be embeddings (which is not true in general if A and B are arbitrary structures). It follows that structures of the form (A; =) must be cores. Two structures A and B are called companions if they satisfy the same universal first-order sentences (for instance, if A is a semilattice, so is every companion of A). Note that in this case, A and B have the same age. The implication from (1) to (2) in the following lemma can be shown by a compactness argument (see, e.g., [7] ); it is straightforward to prove the other implications in cyclic order. A structure B is called a model companion of A if A and B are companions and B is model-complete. Every ω-categorical structure has a model companion [40] , which is unique up to isomorphism and ω-categorical (see, e.g., [27] ). For illustration, we present an example of an ω-categorical algebra and its model companion.
x ≤ b} and min for the binary operation that returns the minimum of its two arguments. Then ([0, 1]; min) and (Q; min) are companions. Since (Q; min) is model-complete, it is the model companion of ([0, 1]; min).
Unfortunately, several of the results that we cited in Section 2 were originally only formulated for relational signatures. But it is not difficult to see that they also hold for structures that might involve operations, as we will see in the following. The definition of model-complete cores for general ω-categorical structures B is the same as the one we gave for the relational case: a structure C is a model-complete core of B if C and B are homomorphically equivalent and C is a model-complete core.
Let B be a structure. We write B * for the relational structure obtained from B by replacing each operation g in B of arity k by a relation symbol R g of arity k + 1 that denotes in B * the graph of the operation g B . Remark 3.3. There are homogeneous algebras A such that A * is not homogeneous: for example, consider the group A := Z 2 × Z 3 generated by an element a of order 2 and an element b of order 3. Then it is easy to verify that A is homogeneous in the signature {·} of semigroups, but in A * the substructures induced by {a} and {b} are isomorphic, and no automorphism of A * maps a to b. Lemma 3.4. Let B be an ω-categorical structure. Then B has a model-complete core C, which is unique up to isomorphism and again ω-categorical. Moreover, C * is the modelcomplete core of B * .
Proof. By Theorem 2.3, the relational structure B * has a model-complete core C which is ω-categorical. Since C and B * are homomorphically equivalent, there are homomorphisms h : B * → C and i : C → B * . For each k-ary function symbol g from the signature τ of B, the relation denoted by R g in C is the graph of a k-ary operation on C . In-
is the graph of the function g B . Thus, a = b because i is injective.
Let C be the τ -structure with the same domain and relations as C and such that every operation symbol g ∈ τ denotes the operation whose graph is R C g . Clearly, C * equals C . We prove that C is a model-complete core of B: the maps h and i are homomorphisms from B to C and from C to B, respectively, showing that B and C are homomorphically equivalent. Every endomorphism of C is an endomorphism of C , and hence preserves all first-order formulas over C and also preserves all first-order formulas over C. So C is a model-complete core.
If D is a model-complete core that is homomorphically equivalent with B, then D * is homomorphically equivalent to C * , and hence D * and C * are isomorphic. It follows that D and C are isomorphic, showing the uniqueness of C up to isomorphism.
As in the relational case, because of the uniqueness of the model-complete core up to isomorphism we call C the model-complete core of B. Proof. The structure (C, =) is a model-complete core and homomorphically equivalent to (A, =) by Lemma 3.1. So the model-complete core of (A, =) must be isomorphic to (C; =).
3.3. Square embeddings. In theoretical computer science [37] , a first-order τ -theory T is called convex if for every finite set of atomic τ -formulas S the set
If A is a structure, we write Th(A) for the first-order theory of A, i.e., for the set of all firstorder sentences that hold in A. If T = Th(A) for some structure A, then an alternative terminology [19] for convexity is that = is 1-independent from A. Proposition 3.7. Let A be an ω-categorical algebra. Then the following are equivalent.
(1) Th(A) is convex;
(2) A has a binary injective polymorphism;
Proof. The equivalence of (1) and (2) is shown for relational ω-categorical structures [8] , and the same proof also works for ω-categorical structures with functions. The implication from (2) to (3) holds because A is an algebra. The implications from (3) to (4) and from (4) to (5) are clear. For the implication from (5) to (1), suppose that Th(A) ∪ S ∪ {x i = y i } is satisfiable for each i ∈ {1, . . . , m}. Let A i be the substructure of A induced by the variables of S and {x i , y i }. Then by assumption A 1 × · · · × A m is a substructure of A and witnesses that Th(A) ∪ S ∪ {x 1 = y 1 , . . . , x m = y m } is satisfiable.
We present an application of square embeddings in the context of equation solving.
Proposition 3.8. Let A be a model-complete ω-categorical structure with finite signature τ such that A 2 → A. Then there are finitely many a 1 , . . . , a n ∈ A such that CSP(A; =) is polynomial-time equivalent to CSP(A; a 1 , . . . , a n ).
Proof. We have already mentioned in the introduction that if B is a model-complete ωcategorical structure then for all a 1 , . . . , a n ∈ B there is a polynomial-time reduction from CSP(B, a 1 , . . . , a n ) to CSP(B); see [7, 11] . For the converse reduction, note that for every conjunction of atomic τ -formulas φ the formula
. . , m}, because Th(A) is convex. By introducing new variables and new identities in φ, we may assume that each of the conjuncts s i = t i is in fact of the form x i = y i for variables x i and y i . To test whether φ ∧ x i = y i is satisfiable, we pick representatives a 1 , . . . , a l for each orbit of pairs in Aut(A). Note that φ ∧ x i = y i is satisfiable if and only if φ ∧ x i = a ∧ y i = a is satisfiable in A for some orbit representatives a, a ∈ {a 1 , . . . , a l }. Hence, CSP(A, =) can be reduced to CSP(A, a 1 , . . . , a l ). The reduction is in AC 0 , and in particular in Logspace and Ptime.
The following lemma shows that the property to have a square embedding implies the existence of a pseudo-Siggers polymorphism in an important situation. Lemma 3.9. Let A be an ω-categorical algebra. If A 2 is isomorphic to A, then A has a pseudo-Siggers polymorphism.
Proof. Clearly there exists an isomorphism g : A 6 → A. Let α : A → A be the map defined as follows. For a ∈ A, let (a 1 , . . . , a 6 ) ∈ A 6 be such that g(a 1 , . . . , a 6 ) = a. Define α(a) := g(a 2 , a 1 , a 4 , a 3 , a 6 , a 5 ); then α is an automorphism of A, because g is an isomorphism, and for all x, y, z ∈ A we have that α(g(x, y, x, z, y, z)) = g(y, x, z, x, z, y), so g is a pseudo-Siggers polymorphism.
Pseudo-Siggers polymorphisms. If
A is an ω-categorical algebra, then the existence of a pseudo-Siggers polymorphism of (A, =) has an interesting consequence, which is in fact equivalent if the algebra A is even homogeneous.
If A is homogeneous, the converse implication holds as well.
Proof. Let s be a pseudo-Siggers operation, i.e., there are e 1 , e 2 ∈ End(A, =) such that e 1 (s(x, y, x, z, y, z)) = e 2 (s(y, x, z, x, z, y)). Now observe that
Conversely, suppose that s satisfies (3.1). By the lift lemma (Lemma 3 in [17] ) it suffices to show that for every finite F ⊆ A there exists α ∈ Aut(A) such that s(x, y, x, z, y, z) = αs(y, x, z, x, z, y) for all x, y, z ∈ F . Since A is homogeneous, it suffices to verify that for every k ∈ ω and a 1 , a 2 , a 3 ∈ F k the k-tuples s(a 1 , a 2 , a 1 , a 3 , a 2 , a 3 ) and s(a 2 , a 1 , a 3 , a 1 , a 3 , a 2 ) satisfy the same atomic formulas in the language of (A; =). So let r, t be terms in the language of A such that r(s(a 1 , a 2 , a 1 , a 3 , a 2 , a 3 )) = t(s(a 1 , a 2 , a 1 , a 3 , a 2 , a 3 )). Then s(r(a 1 ), r(a 2 ), r(a 1 ), r(a 3 ), r(a 2 ), r(a 3 )) = r(s(a 1 , a 2 , a 1 , a 3 , a 2 , a 3 )) = t(s(a 1 , a 2 , a 1 , a 3 , a 2 , a 3 )) = s(t(a 1 ), t(a 2 ), t(a 1 ), t(a 3 ), t(a 2 ), t(a 3 )) and therefore the assumption implies that s(r(a 2 ), r(a 1 ), r(a 3 ), r(a 1 ), r(a 3 ), r(a 2 )) = s(t(a 2 ), t(a 1 ), t(a 3 ), t(a 1 ), t(a 3 ), t(a 2 )), which in turn implies that r(s(a 2 , a 1 , a 3 , a 1 , a 3 , a 2 )) = t(s(a 2 , a 1 , a 3 , a 1 , a 3 , a 2 )). Symmetrically, one can show that every atomic formula that holds on s(a 2 , a 1 , a 3 , a 1 , a 3 , a 2 ) also holds on s(a 1 , a 2 , a 1 , a 3 , a 2 , a 3 ).
We would like to point out that in later sections, whenever we use the assumption that A has a pseudo-Siggers polymorphism, we do this by using Property (3.1), and we are not aware of an ω-categorical algebra where the converse of Lemma 3.10 does not hold.
Monoids
Let M = (M ; ·, 1) be a monoid. Polymorphisms f : M n → M of M have the particularly pleasing property that they decompose in the following sense: for any x 1 , . . . , x n ∈ M we have Note that f I is not necessarily a self-embedding of (M ; ·, 1). For example, the projection f (x, y) = x is a polymorphism of (M ; ·, 1), and f {2} is constant. However, there must be a subset I of {1, . . . , n} such that f I is an embedding. Proposition 4.3. Let (M ; ·, 1, =) be a monoid and f : M n → M a polymorphism of (M ; ·, 1). Then for any partition I 1 ∪ I 2 ∪ · · · ∪ I k of {1, . . . , n} there exists j ∈ {1, . . . , k} such that f I j is a self-embedding of (M ; ·, 1).
Proof. Let I 1 ∪ I 2 ∪ · · · ∪ I k be a partition of {1, . . . , n}. Suppose for contradiction that for every j ∈ {1, . . . , k} there exist distinct x j , y j ∈ M such that f I j (x j ) = f I j (y j ). Letx be the n-tuple such thatx i = x j if i ∈ I j , and similarly letȳ be the n-tuple such thatȳ i = y j if i ∈ I j . Then
showing that f does not preserve =, a contradiction. Proof. For any x, y, z ∈ M we have
to which the result follows.
Groups
Let G be an ω-categorical group. There are homogeneous ω-categorical groups such that CSP(G, =) is undecidable (Section 5.2). However, we are able to classify the complexity of CSP(G, =) if G is additionally abelian; in this case, CSP(G, =) is in P or NP-complete (Section 5.5). Some of the structural results we obtain not only hold for abelian groups, but for general groups with a pseudo-Siggers polymorphism, and they will be presented in Section 5.1.
The order of an element g ∈ G is the cardinality of the subgroup of G generated by g. We say that G is a torsion group if every element of G is of finite order. Since an ω-categorical group is uniformly locally finite, it must be of finite exponent [38] , i.e., there exists n ∈ ω such that g n = 1 for every g ∈ G; the minimum such n is called the exponent of G. This follows from the well-known fact that ω-categorical structures B are uniformly locally finite (Corollary 7.3.2 in [27] ), that is, there exists a function f : ω → ω such that for every n ∈ ω each substructure of B generated by n elements has at most f (n) elements. In particular, every ω-categorical group must be a torsion group.
Remark 5.1. Note that the identity element 1 of G has the quantifier-free definition x · x = x (in the language {·} of semigroups), and we may therefore assume that there is a constant symbol for 1 in the signature. Similarly, the inverse function has a quantifier-free definition, and we assume that the signature contains a unary function symbol for taking inverses.
Pseudo-Siggers
Groups. An involution is an element of G of order 2. An element x ∈ G is central if xg = gx for all g ∈ G. Clearly, an involution generates a normal subgroup if and only if it is central. Since every group is in particular a monoid, we may use Proposition 4.3 and obtain the following.
Proposition 5.2. Let G be an ω-categorical group such that (G, =) has a pseudo-Siggers polymorphism f . Then
Proof. By Proposition 4.3 we may assume without loss of generality that f {1,3} is an embedding. Let g be the binary polymorphism of (G, =) given by Claim. Im(g) is bi-embeddable with G × Im(f {2,4,5,6} ). Suppose that there exist x, y ∈ G such that g(x, 1) = g(1, y). Then x = 1 or y = 1 since g preserves =.
So 1, 1, 1, 1, 1) and Equation 3 . 1, 1, 1, 1, 1) . Hence, f (i, i, i, i, i 2 , i 2 ) = 1, and we must have
Let H and K be ω-categorical groups. We say that H and K are of relatively prime exponent if the exponents of H and K are co-prime. Proof. Let h ∈ ω be the exponent of H and k ∈ ω the exponent of K, and let G := H × K. Suppose that (G; =) has a pseudo-Siggers polymorphism s. Then H is isomorphic to the subgroup H × {1 K } of G, which is precisely the set of all elements of G that satisfy x h = 1; hence, H × {1 K } is primitive positive definable in G, and the restriction of s to this set is a pseudo-Siggers polymorphism of (H × {1 K }, =). Therefore, (H, =) has a pseudo-Siggers polymorphism. Similarly, (K, =) has a pseudo-Siggers polymorphism.
5.2.
Undecidable ω-categorical groups. Saracino and Wood [39] showed that there are 2 ω non-isomorphic homogeneous ω-categorical groups. Homogeneous ω-categorical structures have quantifier elimination [28] and in particular they are model-complete. Hence, if two homogeneous ω-categorical structures are companions, then they must be isomorphic [28] . Recall from Lemma 3.1 that ω-categorical algebras A and B are companions if and only if CSP(A, =) and CSP(B, =) are the same computational problem. Since there are only countably many Turing machines, it follows that there are ω-categorical homogeneous groups A such that CSP(A, =) is undecidable. 5.3. The abelian case. We now consider ω-categorical abelian groups G. Our main results are a characterisation of the case that (G, =) has a pseudo-Siggers polymorphism and a full complexity classification for CSP(G; =). It is standard to then use additive notation; so the identity element is from now on denoted by 0 and the group composition by +.
Recall that a p-group is a group whose elements have orders that are powers of a fixed prime p. For example, the cyclic group Z p n of order p n is a p-group. A subgroup of G which is a p-group is also called a p-subgroup. We write i∈I G i for the direct sum of the G i , i.e., for the subgroup of i∈I G i containing all elements that are 1 at all but finitely many indices. If G i = G for all i ∈ I then we also write G (I) instead of i∈I G. Finite direct products G 1 × · · · × G k coincide with finite direct sums G 1 ⊕ · · · ⊕ G k and we use the latter notation in this section. As mentioned earlier, an ω-categorical group G must be a torsion group.
Theorem 5.4 (Theorem 1 in [29] ). Every abelian torsion group G is the direct sum of its p-subgroups.
Recall that every ω-categorical group must be of finite exponent.
Corollary 5.5. Every abelian group G of finite exponent is a finite direct sum of its psubgroups.
As a consequence of Corollary 5.5 and Lemma 5.3 we need to consider abelian p-groups. We first recall another basic fact from the theory of abelian groups.
Theorem 5.6 (Theorem 6 in [29] ). Every abelian group of finite exponent is a direct sum of cyclic groups.
A group is called trivial if it only consists of the identity element 1, and non-trivial otherwise. Proof. Theorem 5.6 shows that G = i∈ω Z c i for some integer sequence (c i ) i∈ω with c i ≥ 2 for all i ∈ ω. Theorem 5.4 implies that each c i is of the form c i = p n i for some n i ∈ {1, 2, 3, . . . }. So we may write G = i∈ω Z (s i ) p n i where s i ∈ ω ∪ {ω}. As G has finite exponent we have s i = 0 for all but finitely many i ∈ ω.
Proposition 5.8. If G is an ω-categorical abelian group then CSP(G, =) is in NP.
Proof. By Theorem 5.4 the group G can be written as G p 1 ⊕ · · · ⊕ G pr , where r ∈ ω and p 1 , . . . , p r are primes, and G p i for i ∈ {1, . . . , r} is a non-trivial p i -subgroup of G. Each of the p-subgroups is of the form as described in Corollary 5.7. An instance of CSP(G, =) with n variables is satisfiable in (G, =) if and only if it is satisfiable in (H, =) where H is the (finite) group where we replace each expression (ω) in the superscript of the above description of G by (n). The existence of a solution in (H, =) can thus be viewed as a (uniform 6 ) finite domain constraint satisfaction problem and can be decided in non-deterministic polynomial time.
Understanding p-groups up to bi-embeddability will be useful. For groups of the form (5.1) we define m G := 0 if s i ∈ ω for every i ∈ {1, . . . , k} max{n : s n = ω} otherwise.
Note that G is finite if and only if m G = 0. The following is a consequence of a more general result about bi-embeddability of abelian p-groups [6] (Corollary 5.4); see Remark 4.12 in [23] . 
Claim.
x is a power of some generator g i . Suppose without loss of generality that x = (m 1 g 1 , . . . , m r g r , 0, . . . ) for r ∈ ω and m 1 , . . . , m r ∈ ω powers of two. Let t ∈ {1, . . . , r} be such that m t is minimal among m 1 , . . . , m r , and let a i := m i /m t for i ∈ {1, . . . , r}. Let y = (a 1 g 1 , . . . , a r g r , 0, 0, . . . ) be so that x = y mt . Since a 1 , . . . , a r have greatest common divisor 1, we may use the following lemma (Lemma II.3.b in [41] ): if g 1 , . . . , g r are generators of an abelian group H, and if a 1 , . . . , a r are integers with greatest common divisor 1, then the element a 1 g 1 + a 2 g 2 + · · · + a r g r is one of a set of r generators of H. So there are h 2 , . . . , h r ∈ G such that G can be written as
2 k / x is of the form as described in the statement.
2 n ⊕ Z 2 n+1 for some n ∈ ω. Proof. By Corollary 5.7, the 2-group G can be written as n∈{1,...,k} Z (sn) 2 n for s k > 0. First suppose that G is bi-embeddable with G ⊕ G/ x for some involution x ∈ G. If G 2 → G then we are done. Otherwise, by Lemma 5.10 the group G is not bi-embeddable with Z (ω) p n for some n ∈ ω. Corollary 5.7 then implies that s k < ω. By Lemma 5.11 there exists a unique i ∈ {1, . . . , k} such that G/ x is isomorphic to
Since G is bi-embeddable with G ⊕ G/ x Lemma 5.9 implies that either s k = s k (s k − 1) if k = i or s k = 2s k otherwise. Since s k is finite and non-zero (as G contains an involution, it must be non-trivial) we conclude that k = i and s k = 1. If s k−1 is finite then s k−1 = 2s k−1 +1 by Lemma 5.9, a contradiction. So s k−1 = ω, and by Lemma 5.9 G is bi-embeddable with
2 n for some n ∈ ω, and in fact n ≥ 1 since G is non-trivial. Hence, there exists an involution x ∈ G and G/ x is biembeddable with Z 2 n−1 ⊕ Z (ω) 2 n by Lemma 5.11, which is bi-embeddable with Z (ω) 2 n by Lemma 5.9. We conclude that G is bi-embeddable with G ⊕ G/ x . If G is bi-embeddable with Z (ω) 2 n ⊕ Z 2 n+1 for some n ∈ ω, let x be an involution generated by an element of order 2 n+1 . Then G/ x is bi-embeddable with Z (ω) 2 n ⊕ Z 2 n , which is isomorphic to Z Proof. If G is trivial then it is bi-embeddable with Z (ω) 1 and we are done. Otherwise, by Corollary 5.5 the group G is G p 1 ⊕ · · · ⊕ G pr , where r ≥ 1, p 1 , . . . , p r are primes, and G p i for i ∈ {1, . . . , r} is a non-trivial p i -subgroup of G. By Lemma 5.3, for each p ∈ {p 1 , . . . , p r } the structure (G p , =) has a pseudo-Siggers polymorphism.
By Proposition 5.2 we have G 2 p → G p or G p is bi-embeddable with G p ⊕ G p / x for some involution x ∈ G and p = 2. In the first case, G p is bi-embeddable with Z (ω) p n for some n ∈ ω by Lemma 5.10. In the latter case, G p is bi-embeddable with Z (ω) 2 n ⊕ Z 2 n+1 or with Z (ω) 2 n for some n ∈ ω by Lemma 5.12. So we deduce that there are n 1 , . . . , n r ∈ {1, 2, 3, . . . } such that G is bi-embeddable with
pr nr where p 1 = 2 and p i > 2 for every i ∈ {2, . . . , r}.
Let m := p n 1 1 p n 2 2 · · · p nr r . In case (1), the group G is isomorphic to Z (ω) m . In case (2), we have
5.4.
Polynomial-time tractable abelian groups. Let n ∈ ω. In this section we present a polynomial-time algorithm for CSP(Z 2n ⊕Z (ω) n , =). Continuing with the additive notation, we let Z k = {0, 1, . . . , k − 1} for each k ∈ ω. So let Φ be a conjunction of atomic formulas of the form x = y + z and of the form x = y over a finite set of variables V . We would like to test whether Φ is satisfiable in Z 2n ⊕ Z (ω) n for some fixed n ≥ 2.
Remark 5.14. Note that over Z 2 every disequality x = y can be translated into an equality x = y + 1 and hence satisfiability of the entire system can be solved in polynomial time with Gaussian elimination. The same trick does not work for solvability in Z n if n ≥ 3, and indeed satisfiability of disequalities over Z n is NP-complete for n ≥ 3.
Linear equation systems over Z k , for any k ∈ ω, can be solved in polynomial time [26] . We need this algorithm for equation systems over Z 2n . Alternatively, we can use a more general algorithm of Bulatov and Dalmau for constraints preserved by a Maltsev operation [21] . Let m : Z 3 2n → Z 2n be the Maltsev operation given by (x, y, z) → x − y + z. Observe that m is idempotent, preserves the graph of addition, and also preserves the following relation
The algorithm. Let Φ e be all the conjuncts in Φ that are equations, and let Φ d be all the conjuncts in Φ that are disequalities. Our algorithm is the following.
(1) Test for each disequality x = y in Φ d with Gaussian elimination whether Φ e implies x = y in Z n . Let Φ * d be the set of all disequalities where this is the case. Conversely, suppose that the algorithm accepts. Hence, the input to the Maltsev constraints has a solution r :
For each i ≤ k there exists a solution t i to Φ e over Z n such that t i satisfies φ i . We then construct a solution s : V → Z 2n ⊕ Z k n of Φ as follows:
which may naturally be viewed as a solution s :
n . The map s satisfies Φ e since each of r, t 1 , . . . , t k does. Moreover, s satisfies Φ * d since r does. Finally, s satisfies φ i for i ∈ {1, . . . , k} since t i does. 5.5. The classification. We combine the results obtained in the previous sections to prove our complexity dichotomy for ω-categorical abelian groups (Theorem 5.16). The border is given by the existence of a pseudo-Siggers polymorphism of the model companion of (G; =). Then we strengthen the statement by providing an exact characterisation of those ω-categorical abelian groups G such that (G; =) has a pseudo-Siggers polymorphism (Theorem 5.17). We finally prove that for abelian groups the two cases in Theorem 2.5 are disjoint, which provides yet another equivalent characterisation of the complexity border in terms of uniformly continuous minor-preserving maps to P. The border between polynomial-time tractable and NP-hard cases can be described mathematically in several equivalent ways.
Theorem 5.17. Let G be an ω-categorical abelian group. Then the following are equivalent.
(1) (G, =) has a pseudo-Siggers polymorphism;
(2) G is bi-embeddable with either Z (ω) n or Z (ω) n ⊕ Z 2n for some n ≥ 1;
(3) the model-complete core of (G, =) has a pseudo-Siggers polymorphism.
Proof. The implication from (1) to (2) is Proposition 5.13.
To prove the implication from (2) to (3) it suffices to prove that Z (ω) n and Z (ω) n ⊕ Z 2n are model-complete and have a pseudo-Siggers polymorphism. Since (Z
n , the structure (Z (ω) n , =) has a pseudo-Siggers polymorphism by Lemma 3.9. Moreover, it is well-known and easy to see that Z
(ω) n is homogeneous, and therefore model-complete. Now let G = Z (ω) n ⊕ Z 2n . Let (a i ) i∈ω be a sequence of elements of G of order n and let b be an element of G of order 2n such that G = i∈ω a i ⊕ b . We construct a pseudo-Siggers polymorphism s of G as follows. Let g : i∈ω a i 6 → i∈ω\{1,...,6} a i be an isomorphism. Note that the map h : i∈ω a i 6 → i∈ω\{1,...,6} a i given by h(x 1 , x 2 , x 3 , x 4 , x 5 , x 6 ) := g(x 2 , x 1 , x 4 , x 3 , x 6 , x 5 ) is an isomorphism, too, and hence there exists an automorphism α of i∈ω\{1,...,6} a i such that α(h(x 1 , . . . , x 6 )) = g(x 1 , . . . , x 6 ). Note that for all x, y, z ∈ i∈ω a i we have g(x, y, x, z, y, z) = α(h(x, y, x, z, y, z)) = α(g(y, x, z, x, z, y)).
Extend g to a homomorphism f :
.
This fully determines f by (4.1) and because G is generated by b and (a i ) i∈ω . We claim that f preserves =.
Indeed, suppose that f (x 1 , . . . , forces r − s = 0 mod 2n and r i = s i mod n for every i ∈ {1, . . . , 6}, say r i = s i + k i n. Then as 2r i = 2s i mod 2n we have r − (2r 2 + 2r 3 + 2r 6 ) = r 1 + r 4 + r 5 = s 1 + s 4 + s 5 = s − (2s 2 + 2s 3 + 2s 6 ) mod 2n.
Hence (k 1 + k 4 + k 5 )n = 0 mod 2n, so k 1 + k 4 + k 5 is even. One of k 1 , k 4 , and k 5 must be even, say k 1 = 2t is even (the other two cases can be shown analogously). Then Finally, the implication from (3) to (1) is a well-known general fact for ω-categorical structures that follows from the lift lemma presented in [17] (see [5] ): if the model-complete core of an ω-categorial structure B has a pseudo-Siggers polymorphism, then so has B. Item (3) in Theorem 5.17 is the condition from the first infinite-domain tractability conjecture (see [5] ). We already know from Theorem 5.16, Theorem 5.17, and from Theorem 2.2 that if G is an ω-categorical abelian group such that (G, =) has a pseudo-Siggers polymorphism, then Pol(G, =) cannot have a uniformly continuous minor-preserving map to P, unless P=NP. It is surprisingly difficult to verify this also without the complexitytheoretic assumption; however, by bounding the orbit growth 7 of (G, =) this follows from a result of [1] , as we will see below.
Proposition 5.18. Let G be an ω-categorical abelian group. Then (G, =) has a pseudo-Siggers polymorphism if and only if Pol(G, =) has no uniformly continuous minorpreserving map to P.
Proof. Let H be the model companion of G. First suppose that (G, =) has no uniformly continuous minor-preserving map to P. Then neither has (H, =), by Proposition 2.4, and so (H, =) has a pseudo-Siggers polymorphism by Theorem 2.5. Hence, (G, =) has a pseudo-Siggers polymorphism by Theorem 5.17. Now suppose that (G, =) has a uniformly continuous minor-preserving map to P. It is known that if B is an ω-categorical structure with a uniformly continuous minor-preserving map to P and if the number of orbits of n-tuples of Aut(B) grows slower than doubly exponentially, then B cannot have a pseudo-Siggers polymorphism [2] . Steitz [44] proved that for every ω-categorical ω-stable structure B there exists m ∈ ω such that for every k > 0 the number of orbits of n-tuples of Aut(B) is smaller than 2 mk 2 . The groups Z (ω) n and Z (ω) n ⊕ Z 2n are for every n ∈ ω totally categorical: the models of cardinality κ are clearly isomorphic to Z (κ) n or to Z (κ) n ⊕ Z 2n , respectively, and hence in particular ω-stable (see [45] ).
Semilattices
A semilattice is an algebra (S; ∧) where ∧ is a binary operation that is associative, commutative, and idempotent. For a, b ∈ A we define a ≤ b iff a = ab = ba. Clearly, (A; ≤) is a partial order and polymorphisms of (A; ∧) are monotone with respect to ≤. Note that semilattices with a greatest element ⊥ are special monoids (where the greatest element takes the role of 1). As in the case of monoids, we often omit the symbol ∧ and write ab instead of a ∧ b. Example 6.1. Let P n be the Boolean algebra with the atoms {1, . . . , n}. Clearly, the {∧}reduct S n of P n is a semilattice. It is well-known that every finite semilattice (S; ∧) has the following embedding e into S n , for n := |S|, which we recall here for the convenience of the reader: if b is any bijection between S and {1, . . . , n}, define
This map is injective: if e(x 1 ) ≤ e(x 2 ) then in particular b(x 1 ) ≤ e(x 2 ) and since b(x 1 ) is an atom we must have b(x 1 ) ≤ b(y) for some y ≤ x 2 . Since b(y) is an atom we must have x 1 = y and hence x 1 ≤ x 2 . Together with the symmetric argument we obtain that e(x 1 ) = e(x 2 ) implies that
Moreover, e preserves ∧: let x 1 , x 2 , x 3 ∈ S be such that x 1 ∧ x 2 = x 3 . Let a be an atom of S n and c ∈ S be such that b(c) = a. Then This shows that e(x 1 ) ∧ e(x 2 ) = e(x 3 ) and concludes the proof. Example 6.2. The class L of all finite semilattices forms an amalgamation class. To see this, suppose that B 1 and B 2 are two finite semilattices such that B 1 ∩B 2 is the domain of a subsemilattice A of both B 1 and B 2 . We have to prove that there exists a finite semilattice C and embeddings e 1 : B 1 → C and e 2 : B 2 → C such that e 1 (a) = e 2 (a) for all a ∈ A. Note that the poset (A; ≤) induced by A is a subposet of the posets (B 1 ; ≤) and (B 2 ; ≤) induced by B 1 and B 2 , respectively. Let C be the Dedekind-McNeille completion [33] of the poset amalgam of (B 1 ; ≤) and (B 2 ; ≤). Then C has the required properties.
We write U for the Fraïssé-limit of L, i.e., for the up to isomorphism unique countable universal homogeneous semilattice, studied e.g. in [34] where a finite axiomatisation of its first-order theory is presented. Note that U is ω-categorical, because it is uniformly locally finite: in the subalgebra of U generated by u 1 , . . . , u n there are precisely the elements of the form u∈V for a subset V of {u 1 , . . . , u n }, and hence their number is bounded by 2 n . Also note that L is closed under taking finite direct products, and it follows from Proposition 3.7 that U 2 → U.
CSP(U, =) might be viewed as a special case of Horn-Horn set constraints [10] , which might be solved in polynomial time. We do not want to introduce Horn-Horn sets constraints here, but for the convenience show how to derive a polynomial-time algorithm for CSP(U, =) from Fact 24 in [10] , which implies the following. Proof. Since U 2 → U (Proposition 3.7) it suffices to consider the situation that φ is of the form x = y ∧ ψ where ψ does not contain formulas involving =. By the previous lemma φ is satisfiable if and only if either ψ ∧ x = 0 ∧ y = 1 or ψ ∧ x = 1 ∧ y = 0 is satisfiable in ({0, 1}; ∧, 0, 1). However CSP({0, 1}; ∧, 0, 1) can be solved in polynomial time (see, e.g., [30] ), to which the result follows.
In this section we prove the following dichotomy result. Theorem 6.5. Let S be a countable ω-categorical semilattice. Then either (1) there is a uniformly continuous minor-preserving from Pol(S, =) to the clone of projections, in which case CSP(S, =) is NP-hard, or (2) the model-companion C of S is isomorphic to U. In this case Pol(S, =) is in P.
We first prove that the two cases are indeed disjoint. The identities that appear in the next proposition have been discovered by Jakub Rydval in a different context [18] ; note that these identities have height one and hence are preserved by all minor-preserving maps [4] . Proposition 6.6. There are f, g 1 , . . . , g 4 ∈ Pol(U, =) such that for all x, y ∈ U Proof. Let Φ be the following (infinite) set of atomic {∧, =}-formulas. The variables of these formulas consist of the elements of semilattices (W 0 ; ∧), (W 1 ; ∧), . . . , (W 4 ; ∧) such that there is an isomorphism α 0 from U 4 to (W 0 ; ∧) and an isomorphism α i from U 3 to (W i ; ∧) for each i ∈ {1, . . . , 4}. The formulas in Φ come from three groups.
• For i ∈ {0, . . . , 4} and x, y, z ∈ W i the set Φ contains the atomic formula (x∧y) = z if and only if (x ∧ z) = z holds in (W i ; ∧). • For i ∈ {0, . . . , 4} and distinct x 1 , x 2 ∈ W i the set Φ contains x 1 = x 2 . • Finally, whenever g i (x 1 , x 2 , x 3 ) = f (y 1 , y 2 , y 3 , y 4 ) is an identity from the statement then the set Φ contains the atomic formula x = y where x is the variable α i (x 1 , x 2 , x 3 ) ∈ W i and y is the variable α 0 (y 1 , . . . , y 4 ) ∈ W 0 . Note that any satisfying assignment of Φ in U restricted to the elements of W i defines a polymorphism of U because of the atomic formulas of the first group; these polymorphisms will be injective because of the atomic formulas of the second group; and jointly they satisfy the identities given in the statement because of the atomic formulas of the third group.
Since U is ω-categorical, it suffices to show that every finite subset φ of formulas in Φ is satisfiable. If φ contains no atomic formulas of the form x = y then φ is trivially satisfiable by mapping all variables to the same element of U. Since U 2 → U it suffices by Proposition 3.7 to consider the situation that φ is of the form x = y ∧ ψ where ψ does not contain formulas involving =. By Lemma 6.3 it suffices to show that either ψ ∧ x = 0 ∧ y = 1 or or ψ∧x = 1∧y = 0 is satisfiable in ({0, 1}; ∧, 0, 1). We construct a solution to ψ∧x = 1∧y = 0.
Suppose that x, which must be assigned to 1, is of the form α 1 (y, x, x). If the variable x 0 := α 0 (x, y, x, x) is present in φ, assign it to 1, too. If the variable x 3 := α 3 (x, y, x) is present in φ, assign it to 1, too. If the variable x 4 := α 4 (x, x, y) is present in φ, assign it to 1, too. Note that assigning all other variables to 0 is a satisfying solution to φ.
Before we prove Theorem 6.5 we consider a special case that will be used in the proof. Every linear order (A; ≤) gives rise to a semilattice (A; ∧), by defining a ∧ b := a iff a ≤ b. Semilattices that arise from linear orders in this way are called linear. A semilattice (S; ∧) is called semilinear if for every x ∈ S the subsemilattice induced by {y ∈ S | y ≤ x} is linear. Lemma 6.7. Let (S; ∧) be a countable ω-categorical semilinear semilattice with |S| > 1. Then Pol(S; ∧, =) has a uniformly continuous minor-preserving map to P.
Proof. If |S| = 2 then the statement follows from the proof of Schaefers classification: (S; ∧, =) is neither preserved by min, max, or constant operations because these operations do not preserve =, and neither preserved by minority and majority because these operations do not preserve ∧. If |S| > 2 is finite then the statement holds because of the well-known fact that in this case all polymorphisms of (S; =) only depend on one argument. Otherwise, (S; ∧) is countably infinite, and so is its model companion (C; ∧). First consider the case that (C; ∧) is linear. Every ω-categorical infinite linear order embeds all finite linear orders, and thus (C; ∧) and (Q; min) have the same age. Since both structures are modelcomplete, they have the same first-order theory, and by the ω-categoricity of (Q; min) they are isomorphic. Let
The primitive positive formula ψ(x, y, z) given by min(y, z) = x ∧ y = z defines S in (Q; min, =). It follows from Theorem 51 in [15] in combination with Theorem 28 in [16] that Pol(Q; S) has a (uniformly) continuous homomorphism to P and hence the same holds for Pol(Q; min, =). It follows in particular that there exists a uniformly continuous minor-preserving map from Pol(Q; min, =) to P (see [4] ).
To prove the general case, choose an element x ∈ C such that T := {y ∈ C | y ≤ x} contains more than one element; such an element x must exist because C has more than one element. Then the subsemilattice of (C; ∧) with domain T is linear, and we have proved above that Pol(T ; ∧, =) has a uniformly continuous minor-preserving map to P. Since T is primitive positive definable in an expansion of the model-complete core (C; ∧, =), it follows that Pol(C; ∧, =) has a uniformly continuous minor-preserving map to P, too (Proposition 2.4).
Proof of Theorem 6.5. If there is a uniformly continuous minor-preserving map from Pol(S, =) to P, then the NP-hardness of CSP(S, =) follows from Theorem 2.2. In this case, the model-companion of S cannot be isomorphic to U: otherwise, there would be a minor-preserving map from U via Pol(S, =) to P, and such a map preserves the identities from Proposition 6.6 (see [4] ). Clearly, these identities cannot be satisfied by projections on a two-element set, so we reached a contradiction. Now suppose that there is no uniformly continuous minor-preserving map from Pol(S, =) to P. We will prove that for every n ∈ ω, S n embeds into every infinite ω-categorical semilattice T such that Pol(T, =) has no uniformly continuous minor-preserving map to P. The proof is by induction on n ∈ ω. The statement is clear for n = 1, and for n = 2 the statement follows from Lemma 6.7. Now suppose inductively that n ≥ 2 is such that S n embeds into every ω-categorical semilattice T such that Pol(T, =) has no uniformly continuous minor-preserving map to P. We would like to show that S n+1 embeds into T, too. We may assume that T is model-complete; otherwise, let C be the model-companion of T, which exists and is again an ω-categorical countable semilattice (Lemma 3.4). Moreover, there is a uniformly continuous minor-preserving map from Pol(T, =) to Pol(C; =), and hence there is no uniformly continuous minor-preserving map from Pol(C, =) to P. We may therefore replace T by C. and so y = y as f preserves =. A similar argument shows that g(c, y) = g(c, y ) forces y = y . Finally, if g(b, x) = g(c, x) then multiplying both sides by f (c, a, c, a, a, a) we obtain f (b, a, b, a, a, a) = f (c, a, c, a, a, a), contradicting our hypothesis. This shows that S 1 × S n embeds into T. Since S 1 × S n S n+1 we have that S n+1 embeds into T, which concludes the induction.
We obtain that S and C have the same age as U. Since C and U are model-complete, they must be isomorphic. The polynomial-time tractability of CSP(S, =) then follows from Proposition 6.4. Corollary 6.8. Let S be a countable ω-categorical semilattice. Then CSP(S, =) is in P or NP-hard.
Conclusion and Future Work
In previous work about CSPs for ω-categorical structures A, algebras were used to analyse the polymorphism clones of A (and these algebras are oligomorphic, but never ωcategorical). In this article, in contrast, the structure A itself is assumed to be an algebra, expanded by the disequality relation. Our result underlines the importance of • uniformly continuous minor-preserving maps Pol(A; =) → P as a tool for proving hardness (in Section 6), and • pseudo-Siggers polymorphisms of model-complete cores to obtain structural (and subsequently algorithmic) results.
We are not aware of any previous result that would use the Siggers (or pseudo-Siggers) identity directly, even for algebras over finite domains. For example, the result that every structure with a finite domain that has a Siggers polymorphism also has a cyclic polymorphism departs from the (a priori) weaker assumption that the structure has a Taylor polymorphism [3] . We close with some open problems.
• Let A be an ω-categorical model-complete algebra. Suppose that A 2 → A. Does then (A, =) have a binary pseudo-symmetric polymorphism? The converse is false (a counterexample can be found in the class of ω-categorical model-complete algebras with a single unary function symbol). The forward implication is true if A 2 is isomorphic to A [9] . • Let L be an ω-categorical lattice. Does CSP(L, =) satisfy a complexity dichotomy P versus NP-hard? We may assume that L is model-complete. Using similar techniques as in Section 6 it is possible to show that if Pol(L, =) does not have uniformly continuous minor-preserving maps to P, then L must have a square embedding L 2 → L. So we may assume that the age of L is closed under taking products and thus contains the class of all distributive lattices. The countable homogeneous universal distributive lattice has a uniformly continuous continuous minor-preserving maps to P (this has essentially been observed in [10] ). Are there any other examples of model-complete ω-categorical lattices with L 2 → L? Note that the class of all finite lattices forms an amalgamation class, but the countable homogeneous lattice L with this age is not ω-categorical: this can be seen from the fact that every finite lattice can be embedded in a finite lattice with three generators [24] (page 224). Hence, there exists an infinite number of inequivalent formulas with three variables over L.
