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Algoritmos de ranking de páginas Web podem ser criados usando 
técnicas baseadas em elementos estruturais da página Web, em 
segmentação da página ou na busca personalizada. Esta pesquisa aborda 
um método de ranking de documentos previamente filtrados, que 
segmenta a página Web em blocos de três categorias para delas eliminar 
conteúdo irrelevante.  O método de ranking proposto, chamado Filtered-
Page Ranking (FPR), consta de duas etapas principais: (i) segmentação 
da página web e eliminação de conteúdo irrelevante e (ii) ranking de 
páginas Web. O foco da extração de conteúdo irrelevante é eliminar  
conteúdos não relacionados à consulta do usuário, através do algoritmo 
proposto Query-Based Blocks Mining (QBM), para que o ranking 
considere somente conteúdo relevante. O foco da etapa de ranking é 
calcular quão relevante cada página Web é para determinada consulta, 
usando critérios considerados em estudos de recuperação da informação. 
Com a presente pesquisa pretende-se demonstrar  que o QBM extrai 
eficientemente o conteúdo irrelevante e que os critérios utilizados para 
calcular quão próximo uma página Web é da consulta são relevantes, 
produzindo uma média de resultados de ranking de páginas Web de 
qualidade melhor que a do clássico modelo vetorial. 
Palavras-chave: Remoção de ruídos em páginas HTML. Ranking. 









Web page ranking algorithms can be created using content-based, 
structure-based or user search-based techniques. This research addresses 
an user search-based approach applied over previously filtered 
documents ranking, which relies in a segmentation process to extract 
irrelevante content from documents before ranking. The process splits 
the document into three categories of blocks in order to fragment the 
document and eliminate irrelevante content. The ranking method, called 
Page Filtered Ranking, has two main steps: (i) irrelevante content 
extraction; and (ii) document ranking. The focus of the extraction step is 
to eliminate irrelevante content from the document, by means of the 
Query-Based Blocks Mining algorithm, creating a tree that is evaluated 
in the ranking process. During the ranking step, the focus is to calculate 
the relevance of each document for a given query, using criteria that 
give importance to specific parts of the document and to the highlighted 
features of some HTML elements. Our proposal is compared to two 
baselines: the classic vectorial model, and the CETR noise removal 
algorithm, and the results demonstrate that our irrelevante content 
removal algorithm improves the results and our relevance criteria are 
relevant to the process. 
 
Keywords: HTML noise removal. Page segmentation. Ranking. Web 
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O processo de ranking de documentos surge em muitas 
aplicações, tais como máquinas de busca (LANGVILLE and MEYE, 
2011; BRIN and PAGE, 2012; SU et al. 2014), sistemas de 
recomendação (KARATZOGLOU et al. 2013; LERCHE and 
JANNACH, 2014; SONG et al. 2011; BALOG and RAMAMPIARO 
2013) e classificação de documentos (BERARDI et al. 2015; FANG et 
al. 2007; LI et al. 2011; CHEN et al. 2014; ZHU et al. 2013),  entre 
outros.  
As abordagens propostas variam e usualmente definem 
parâmetros relevantes para o ranking. O processo de ranking de 
documentos tem sido tratado, tradicionalmente, como um problema de 
correspondência (matching) entre uma consulta e um conjunto de 
documentos. Neste contexto, um desafio comum é encontrar uma 
maneira de selecionar documentos representativos para uma consulta 
específica e explorar novos modelos de classificação que produzam 
resultados precisos para cada consulta. 
A explosão de dados publicados na Web traz uma grande 
quantidade de conteúdo interessante e útil, mas, ao mesmo tempo, uma 
grande quantidade de dados considerados ruídos, como banners, 
slogans, imagens comerciais, menus, rodapés, etc., considerados 
irrelevantes, além de dificultarem o processo de classificação usando os 
algoritmos mais clássicos que tratam toda informação apresentada nos 
documentos de maneira uniforme, sem desconsiderar áreas com dados 
inúteis para a busca efetuada. Espera-se um melhor resultado de 
ranqueamento de documentos com a remoção de conteúdos irrelevantes. 
A comunidade de recuperação da informação tem se 
preocupado com este fato. Antes da etapa de ranking, alguns estudos 
foram desenvolvidos a fim de excluir o máximo de ruídos de páginas 
Web (LIU 2011; BURGET and RUDOLFOVA 2009; INSA et al. 2013; 
VELLOSO and DORNELES 2013; WENINGER et al. 2010). Neste 
contexto, diferentes abordagens são desenvolvidas como técnicas 
baseadas na análise textual de documentos (WENINGER et al. 2010), 




padrões de elementos (VELLOSO and DORNELES 2013; CRESCENZI 
et al. 2001) dentre outros. Ocorre, também, que mais de uma técnica 
pode ser considerada (LIU, 2011). A maioria das técnicas de extração de 
ruídos encontradas na literatura não considera a consulta do usuário. 
O conteúdo dos documentos ranqueados é crucial para a 
qualidade de um ranking. Esperam-se melhores resultados de ranking 
com a limpeza do conteúdo, ou seja, com a remoção de ruídos. Em 
geral, apenas a região principal de uma página é de interesse, ou com 
informação útil, sendo outras regiões do documento consideradas ruídos 
e portanto, não relevantes.  
Não existe uma forma única de realizar o ranking de um 
conjunto de documentos. É possível, por exemplo, utilizar agregação de 
ranking (JOACHIMS, 2002), onde o resultado de um ranking é utilizado 
como peso para a geração de um novo ranking. Agregação de ranking é 
a combinação de diferentes ordens de rankings, de modo a obter uma 
“melhor” ordenação (DWORK et al., 2001). A recuperação da 
informação na Web na forma de rankings individuais é abundante e é 
geralmente baseada em métodos de recuperação da informação, em 
algoritmos baseados na análise de links e outros, usados para computar a 
relevância da pesquisa no documento. O resultado pode variar muito de 
acordo com o critério do ranking (ADALI et al., 2006).  
O presente trabalho apresenta um método de ranking chamado 
Filtered-Page Ranking (FPR) que realize o ranqueamento de uma base 
de documentos HTML levando-se em consideração a proximidade das 
páginas Web com a consulta realizada pelo usuário através de duas 
etapas principais:  
(i) extração de conteúdo irrelevante com fragmentação de 
página; e  
(ii) (ii) ranking dos documentos.  
  
O objetivo do processamento executado na etapa de extração é 
eliminar do documento original conteúdos não relacionados à consulta 
efetuada, através do algoritmo proposto Query-Based Blocks Mining 
(QBM), gerando um documento filtrado, que é avaliado na etapa de 




da segmentação, em blocos, de uma página Web, para posterior 
ranqueamento destes documentos. A segmentação realizada é baseada 
nos termos de busca do usuário e nas características de delimitação de 
segmentos de determinadas tags HTML; os documentos são 
segmentados em blocos-segmento, blocos-destaque e blocos-descarte, 
sendo excluídos os blocos considerados irrelevantes. Durante a etapa de 
ranking, são utilizados critérios de relevância para quantificar quão 
próximo o conteúdo de uma página é dos termos da busca. O ranking 
foca na definição da relevância das páginas HTML para uma dada 
consulta. 
Para avaliar a proposta, experimentos são realizados sobre um 
repositório de páginas HTML. Os resultados são comparados nos 
aspectos de ranking e extração com dois baselines: o algoritmo de 
ranking do modelo vetorial (SALTON and BUCKLEY, 1988), através 
da implementação no Lucene, e o algoritmo de remoção de ruídos 
chamado CETR (WENINGER et al., 2010). Os experimentos 
demonstram que a etapa de extração de conteúdo irrelevante por meio 
da abordagem proposta melhora os resultados da busca e que os critérios 
utilizados para cálculo da relevância das páginas Web são relevantes no 
processo. 
O Lucene (HATCHER et al., 2004) será utilizado como 
parâmetro por ser uma ferramenta (biblioteca de classes) de código 
aberto, bastante utilizada como núcleo de várias ferramentas de buscas 
locais, seja de páginas Web, seja de qualquer outro formato de 
documento do qual se possa extrair texto. Do mesmo modo, o algoritmo 
CETR, que apresenta bons resultados na extração automática de ruídos e 
possui implementação em código aberto, disponível em linguagem java, 




  Os estudos de ranking de documentos e extração de conteúdo útil 
são muito utilizados em pesquisas de datamining. Poucos estudos 
mostram rankings de documentos com extração de conteúdo com a 




algoritmos de extração e ranking é encontrada no trabalho de Wang and 
Lochovsky (2002), que unem extração automática da região principal de 
páginas HTML e o algoritmo de ranking HITS. Também há trabalhos 
que utilizam  segmentação de página no processo de ranking 
(SANCHES, 2013; CALLAN 1994; FERNANDES et al., 2007; CAI et 
al., 2004). Não encontramos algoritmos de ranking que avaliem quão 
relevante seja uma página Web para uma consulta efetuada e que leve 
em consideração aspectos da linguagem HTML (como palavras em 
destaque, no título, em links, etc.), com implementação, ou, pelo menos, 




Propor um método de ranking que retire conteúdos irrelevantes de 
páginas HTML e ranqueie o conteúdo relacionado à busca efetuada pelo 
usuário, focando o ranking em uma página cujo conteúdo (links, textos, 
tabelas...) não relacionado à busca tenha sido removido. 
 
1.3 OBJETIVO GERAL 
 
O principal objetivo do presente trabalho é definir uma abordagem de 
construção de ranking de documentos HTML, a fim de que este ranking 
seja realizado somente sobre conteúdo útil para a busca do usuário, o 
que será feito unindo mineração de dados e critérios vistos em estudos 
de indexação e rankings na Web para concepção do método proposto 
Filtered-Page Ranking. 
 
1.3.1 Objetivos Específicos 
Objetivamos, especificamente, com o presente trabalho, propor: 
 um método de ranking de páginas Web com extração de ruídos que 
possa ser aplicado em um repositório de páginas HTML, com 
índices de precisão e revocação melhores que os do Lucene; 
 um método de extração de dados em páginas Web que elimine 
conteúdo não relacionado às palavras-chaves pesquisadas, 




e ranking na parte mais relevante da página. 
 
No presente trabalho, é proposto um método novo de extração 
de conteúdo útil, com base nas palavras-chave da consulta e avaliamos a 
revocação e a precisão desta extração da região relevante, além de 
estabelecer os critérios que serão avaliados para a definição do ranking e 
seus pesos. Abordaremos trabalhos relacionados à extração automática 
de ruídos em páginas HTML na seção 2.2, ranking de páginas HTML na 
seção 2.3, em seguida, apresentaremos a proposta deste trabalho na 
seção 3, que une extração automática de conteúdo em páginas Web com 
ranking; experimentos na seção 4 e conclusão e possíveis trabalhos 





























2 TRABALHOS RELACIONADOS 
 
Este capítulo apresenta trabalhos que abordam técnicas de 
extração de ruídos em páginas HTML e métodos de ranking de páginas 
HTML, temática pertinente à tratada nesta pesquisa. 
 
2.1 BASE CONCEITUAL 
 
Antes de introduzirmos métodos encontrados na literatura de 
extração de conteúdo em páginas Web e de ranking de documentos, é 
importante definir o conceito de árvore DOM utilizado em muitos 
algoritmos de extração além de detalharmos a ferramenta Lucene que 
utiliza o clássico modelo vetorial para determinar quão próximo um 
documento é de uma consulta efetuada.   
 
2.1.1 Árvore DOM 
 
Antes de entrar nos métodos de extração de conteúdo em 
páginas WEB, apresentamos o conceito de árvore DOM, utilizado em 
muitos algoritmos de mineração de documentos HTML. 
Árvore DOM é a representação de um documento HTML em 
estrutura de árvore, também conhecida como “árvore de tags”. É 
construída a partir do código HTML de uma página, com a utilização de 
um parser. Como a tarefa de parsing de um código-fonte HTML pode 
tornar-se extremamente complicada devido à grande quantidade de 
códigos mal escritos que se encontram na WEB, é comum a utilização 
de um renderizador HTML para auxiliar nesta tarefa. O fato de existir 
grande quantidade de códigos mal escritos na WEB se deve à própria 
linguagem HTML, por possuir “forgiving syntax”, o que permite que o 
código seja apresentado corretamente em um browser, mesmo quando 








informação de alta performance que permite adicionar capacidades de 
pesquisa textual na aplicação. É um projeto de código aberto, maduro, 
implementado em java e do Apache Software Foundation (HATCHER 
et al., 2004).  
Hatcher et al. (2004) esclarecem que Lucene não é uma 
ferramenta de pesquisa completa ou um motor de busca na WEB, mas 
uma biblioteca que se preocupa com indexação e pesquisa de qualquer 
documento do qual se possa extrair texto, como 
arquivos .html, .pdf, .doc, etc. As principais tarefas do Lucene são 
análise de documento, indexação e pesquisa. Para que o Lucene possa 
indexar um documento, é necessário informar qual indexador será 
utilizado pela classe responsável por gerar os índices. O Standard 
Analyzer é o mais sofisticado. O Lucene não torna o resultado da 
indexação visível ao usuário, sendo função do QueryParser analisar que 
documentos se relacionam melhor com a busca efetuada. O QueryParser 
do Lucene permite expressões sofisticadas na busca como “presidente 
obama” e +harvard +professor, buscando documentos que contenham 
a frase presidente obama (no primeiro caso) e documentos que 
contenham harvard e professor (no segundo caso). 
  Sempre que um documento combina com uma pesquisa, o 
Lucene computa um escore, número de relevância. Escores altos 
refletem mais similaridade do documento com a busca efetuada.  
  Existem três modelos teóricos de pesquisa textual:  
i. modelo booleano;  
ii. modelo espaço-vetorial e  
iii. modelo probabilístico.  
  O Lucene trabalha tanto com o espaço vetorial quanto com o 
booleano. No booleano, o resultado indica se o documento combina ou 
não com a consulta, sem escore de relevância. Na pesquisa do trabalho, 
utilizamos o modelo espaço-vetorial, conhecido por vector space model, 
por o considerarmos o mais indicado para consultas com grandes 
quantidades de documentos, nas quais poderemos querer somente os top 
N documentos mais relevantes. No vector space model, a relevância é a 
medida da distância entre a pesquisa e o documento.  




utilizando os parâmetros TF-IDF (TF = term frequency/frequência do 
termo, IDF = inverse document frequency/frequência do documento 
inversa) para cada termo da fórmula: 
 ݏܿ݋ݎ݁ሺݍ, ݀ሻ = ܿ݋݋ݎ݀ሺݍ, ݀ሻ ∗ ݍݑ݁ݎݕ�݋ݎ݉ሺݍሻ∗  ∑[ݐ݂ሺݐ ∈ ݀ሻ ∗  ݂݅݀ሺݐሻଶ ∗ ܾ݋݋ݏݐሺݐ. ݂݈݅݁݀ ∈ ݀ሻ∗ ݈݁݊݃ݐℎ�݋ݎ݉ሺݐ. ݂݈݅݁݀ ∈ ݀ሻ] 
 
Tabela1 – Termos Fórmula Ranking Lucene 
Fórmula Explicação 
Q Pesquisa, busca efetuada. 
D Documento. 
 
Número de vezes em que o termo aparece no 
documento. 
 
Número de documentos que contêm o 
termo/número de documentos. 
 
Quantos termos da pesquisa aparecem no 
documento. 
 
Normalizar o escore das pesquisas, dividindo 
pelo maior resultado. 1/maior escore. 
 
O custo da indexação do termo no 
documento, especificado durante o processo 
de indexação. 
 
Fator normalizador de termos curtos e de 
grande custo de indexação. 
Fonte: Molková, 2011. 
 
2.2 EXTRAÇÃO DE RUÍDOS EM PÁGINAS HTML 
 
2.2.1 Abordagens de extração de dados ou segmentação da página 
WEB 
 




pode ser considerado irrelevante (INSA, 2013). A extração automática 
do conteúdo principal de páginas HTML permite que ferramentas de 
indexação sejam mais precisas eliminando conteúdos irrelevantes. Essas 
técnicas variam em escala e automatização. Para algumas, é necessário 
conhecimento prévio de uma página do site que servirá de modelo para 
extração de conteúdo, como é o caso do RoadRunner (CRESCENZI, 
2001). Outros métodos, como o MDR (LIU, 2011), percorrem a árvore 
DOM em busca da localização de registros de dados. Há também outras 
técnicas de extração automática de conteúdo HTML, que levam em 
consideração a razão de palavras por nó para inferir a região principal e 
descartar blocos de dados irrelevantes (INSA, 2013).  
Toda técnica de extração automática de conteúdo HTML é uma 
forma de mecanizar um trabalho que poderia ser feito manualmente se o 
conjunto de páginas fosse pequeno. Na prática, porém, isso não ocorre 
devido ao grande volume de dados e páginas existentes nas bases 
alcançadas pelas ferramentas de pesquisa. Quanto mais automatizado é o 
método, quanto menos intervenção humana, menor a precisão. Daí a 
importância do estudo da extração automática, ou semiautomática, de 
dados na Web para que se aumentem a precisão e a qualidade da 
extração e do resultado das ferramentas de indexação e ranking. 
   Técnicas de extração de ruídos podem ser construídas sob 
várias perspectivas. Neste trabalho, são propostas três categorias 
distintas:  
(i) técnicas baseadas na análise de texto presente nas tags ou 
linhas do documento: nessas técnicas, a ideia principal é 
encontrar o subconjunto de tags ou região do documento HTML 
que possui a maior parte do conteúdo textual (INSA et al.. 2013; 
WENINGER et al., 2010);  
(ii) técnicas baseadas em informações visuais: consideram 
aspectos de apresentação do conteúdo como diferenças de 
estilo, cor ou tamanho da fonte, para realizar a segmentação 
(CAI et al. 2003; BURGET and RUDOLFOVA; 2009);  
(iii) técnicas de extração baseadas em padrões de tags ou de 
apresentação de registros HTML: procuram por similaridades 




determinado padrão (registros simples ou aninhados) para 
extração da região de dados (CRESCENZI et al., 2001; WANG 
and LOCHOVSKY, 2002; LIU, 2011; VELLOSO and 
DORNELES, 2013). 
 
O algoritmo RoadRunner (CRESCENZI et al., 2001) é 
utilizado para extração de dados de múltiplas páginas. Dado um 
conjunto de páginas similares, geralmente de um mesmo site, contendo 
um ou mais registros, o algoritmo compara as páginas para encontrar 
similaridades e diferenças entre elas, gerando uma expressão regular 
durante o processo. A cada comparação, a expressão regular é 
refinada/generalizada, resolvendo as diferenças encontradas, da seguinte 
maneira: 
i. diferenças entre texto indicam campos de dados; 
ii. diferenças entre tags indicam itens opcionais ou listas. 
 
Após o término das comparações, a expressão regular é 
utilizada para extração de dados de outras páginas. A complexidade do 
algoritmo é exponencial em relação ao tamanho do código fonte HTML 
e não é eficiente para extrair registros em páginas com layouts com 
pouca semelhança, pela difícil determinação de um padrão. 
 O MDR (LIU, 2011) é utilizado na extração de registros simples 
de documentos HTML. O algoritmo percorre o DOM, recursivamente, 
em profundidade, no sentido da raiz para as folhas (top-down), 
procurando por padrões na árvore. Em cada nível da árvore, os filhos de 
cada nó (e as subárvores) são comparados entre si para verificar se 
existe alguma semelhança entre eles. As comparações são realizadas 
combinando os nós em grupos de 1 até k nós. Para evitar comparar todas 
as combinações possíveis de nós (o que seria proibitivo, devido à 
complexidade computacional), o algoritmo faz duas suposições a 
respeito dos registros que podem ser encontrados: 
i. um grupo de registros de dados é apresentado em uma região 
contígua à página, utilizando estruturas HTML similares; 
ii. uma lista de registros em uma região é formada por 





De acordo com essas possibilidades, é necessário realizar apenas 
as comparações com grupos de nós adjacentes. Sempre que o algoritmo 
inicia as comparações no nó seguinte, não é necessário realizar as 
comparações anteriores. Esta forma de comparar os nós reduz 
consideravelmente a complexidade computacional com relação à 
alternativa de comparar todas as combinações possíveis de nós. Para a 
comparação das subárvores, pode-se utilizar o algoritmo Simple Tree 
Matching (STM) (LIU 2011) para medir o grau de semelhança entre 
duas árvores. O MDR não necessita de um template ou realizar 
comparações entre páginas WEB para encontrar um padrão entre elas, 
sendo voltado à extração de registros de dados semiestruturados. 
O TPS (VELLOSO and DORNELES, 2013), similarmente ao 
MDR, é um processo automático que não depende de páginas modelo 
para extração de registro de dados semiestruturados e leva em 
consideração a tag-path para definir regiões. Como a tag-path é o 
caminho do topo até qualquer nó na árvore DOM, sendo duas regiões da 
árvore DOM com  tag-paths e estilos iguais, consideradas uma mesma 
região de registros de dados, este método parte da premissa de que 
regiões com dados semiestruturados com maior densidade de registros 
constituam a região principal da página WEB, sendo extraídas as regiões 
de dados cujos tag-paths se repetem mais vezes. Este é um método útil 
para extrair dados em páginas com muitos registros. 
 Wang and Lochovsky (2002) propõem o Data-rich Section 
Extraction  (DSE), que é um algoritmo de extração de regiões ricas de 
dados em páginas de um mesmo site que utilizam um template comum. 
Páginas de um mesmo site são transformadas na árvore de tags DOM 
para realização das comparações entre árvores,  dessa forma, são 
identificadas as que possuem a mesma estrutura. Subárvores que 
compartilham as mesmas informações em árvores de tags diferentes são 
removidas (região que se repete entre as páginas do site). O que resta é a 
região rica em dados; com isto, pretende-se eliminar menus, 
propagandas e outros elementos comuns a todas as páginas do site. É um 
método que não extrai apenas registros, mas, assim como o 




o mesmo layout/template. 
 O trabalho apresentado em VIPS (CAI et al., 2003) propõe a 
divisão da página em blocos, percorrendo a árvore DOM de cima para 
baixo, construindo uma nova árvore de blocos com base nas 
informações visuais da estrutura da página WEB. Assim, a página WEB 
é separada em blocos determinados por informações visuais da árvore 
DOM original, como tamanho da fonte, quebra de linhas, cor de fundo. 
Método similar, mas mais específico para artigos e necessitando de 
treino da base de dados para dividir diferentes partes de uma página 
HTML com informações visuais é realizado por Burget and Rudolfova 
(2009), que extraem partes do texto de base de artigos que têm seus 
blocos classificados de acordo com suas informações visuais (fonte, 
característica de cor, de borda e outras) e posição espacial na página. 
Este método permite detectar algumas regiões de artigos como subtítulo, 
parágrafo, data e autor. Intitulado WEB Page Element Classification 
Based on Visual Features, o abreviaremos por CVF.  
O método proposto por Insa et al. (2013), intitulado 
Words/Leafs Ratio – WLR -, percorre toda a árvore DOM em busca de 
subárvores que possuam maior concentração de texto. Este método não 
necessita de uma página modelo, nem conhecer outras páginas do 
mesmo site. Para isto, exclui os nós title, script, comment e os nós folhas 
que não possuem conteúdo-texto, além de unir nós filhos de um mesmo 
nó, os quais  geralmente representam uma única porção de texto, sendo 
representados por nós irmãos, que possuem as tags p, a, u, b, i, em, span, 
sub, sup, strong e div. Uma função de Relevância que leva em 
consideração os nós com maior densidade de texto nele e em seus filhos 
é responsável por escolher a subárvore de maior relevância.  
A abordagem Content Extraction via Tag Ratio (CETR) 
(WENINGER et al., 2010) percorre todo o código HTML da página 
WEB, linha a linha, construindo um vetor cujo índice é a linha e, o 
conteúdo, a razão de quantidade de caracteres por tag de cada linha. Não 
havendo tag, o conteúdo é a quantidade de caracteres. Após este 
procedimento, constrói-se um gráfico/histograma no qual é possível 
visualizar as áreas das páginas com maior concentração de conteúdo 




2010). Depois disso, utilizam-se algoritmos de clustering para agrupar o 
gráfico em grupos de dados; em seguida, escolhe-se o grupo com maior 
quantidade de conteúdo. Esta abordagem é muito útil e apresenta bons 
resultados na extração automática de ruídos como menus, propagandas e 
outras áreas não relacionadas ao conteúdo textual, além de estar 
disponível na WEB, toda a implementação do método em código-fonte 
java. 
 
Figura 1 – Histograma CETR 
 
Fonte: Weninger et al., 2010. 
 
Apesar da divisão das técnicas de extração nos grupos acima, 
com base em suas características principais, uma técnica pode utilizar 
aspectos relacionados a outras. O TPS, por exemplo, verifica os estilos 
das tags para diferenciação de trilhas de tags com o mesmo “tag-path”; o 
CETR parte da premissa de que a maioria das páginas contém um 
pequeno banner no topo, uma lista de links à esquerda ou à direita e o 
conteúdo principal na região do meio. A técnica de extração proposta no 
presente trabalho, Query-based Blocks Mining (QBM), se aproxima dos 
trabalhos do grupo (ii) por definir blocos HTML, aninhados ou não, e a 





2.2.2 Análise Comparativa 
 
Quando comparadas aos trabalhos citados, podem-se destacar as 
características apontadas na tabela 2. Sendo:  
 “Depende de HTML”, são métodos que se baseiam nas tags 
específicas HTML para segmentação da página em blocos ou 
extração da região principal do documento HTML; 
 “Direcionado à extração de registros”, são métodos cujo 
processo de segmentação da página ou extração da região 
principal do documento HTML é voltado para identificação de 
registros de dados, sejam eles simples ou aninhados. Registros 
de dados são regiões, da página html, de dados 
semiestruturados que podem ser considerados linhas de 
informações tabulares; 
 “Página Modelo”, são métodos cujo processo de segmentação 
ou extração da região principal do documento HTML necessita 
de uma ou algumas páginas modelos que seguem layout ou 
estrutura html semelhante para realização de comparações entre 
a página que se deseja extrair dados e o modelo comparado e 
posterior segmentação ou extração de dados; 
 “Extração Direcionada à Consulta”, caso que os termos da 
consulta do usuário influenciam no processo de segmentação ou 
extração da região principal do documento HTML; 
 
Tabela 2: Algoritmos de Extração de dados de páginas Web 









VIPS Sim Não Não Não 
CETR Não Não Não Não 
WLR Não Não Não Não 
TPS Não Sim Não Não 
MDR Não Sim Não Não 
Road 
Runner Não Não Sim Não 
DSE Não Não Sim Não 
CVF Sim Não Não Não 
QBM Sim Não Não Sim 





A proposta apresentada possui a vantagem de se voltar 
especificamente à busca efetuada, focando apenas nas regiões que 
possuem conteúdo relacionado aos termos da consulta, excluindo as 
demais áreas, além de não necessitar de página modelo para 
identificação de regiões principais e não ser específico a para extração 
de registros semiestruturados. 
Como o trabalho proposto tem o intuito de apresentar um 
método de ranking de páginas HTML que satisfazem à consulta 
efetuada, executado sob uma base local com páginas apresentando 
formatos (layout) variados, independente de serem páginas de e-
commerce, fóruns, bibliotecas (wikipedia por exemplo), podendo o 
conteúdo principal ser apresentado de forma tabular ou não, faz com que 
neste contexto específico a distribuição de melhor configuração de 
valores das colunas da Tabela 2 para o método de filtro ou segmentação 
capaz de identificar a região de interesse para usuário a ser aplicado seja 
{sim, não, não, sim}. 
 
2.3 RANKING DE DOCUMENTOS HTML 
 
 Algoritmos de ranking de documentos HTML podem ser 
construídos levando-se em conta vários aspectos. Selvan et al. (2012) 
propõem três categorias para algoritmos de ranking: 
(i) a primeira, baseada na análise dos links, trata de 
trabalhos focados na análise de links de um conjunto de 
documentos para definição do ranking; são exemplos 
PageRanking (PAGE et al., 1999) e HITS 
(KLEINBERG, 1999);  
(ii) a segunda, baseada na busca personalizada, considera 
a consulta do usuário ou aspectos de feedback fornecidos 
por ele; entre eles, ClickThroughData (JOACHIMS, 
2002), Page Content Ranking (POKORNY and 
SMIZANSKY, 2005) e o clássico modelo vetorial 
utilizado pelo Lucene (HATCHER et al., 2004) -  nesta 




(WEB Usage Mining) para identificar estes trabalhos; 
(iii) a terceira, baseada na segmentação da página, consta 
de algoritmos que dividem a página em blocos, da qual 
se podem citar: FixedPs (CALLAN, 1994), Incorporating 
Window-Based Passage-Level Evidence in Document 
Retrieval (XI, 2001), Block-Based WEB Search (CAI et 
al., 2004) e Computing Block Importance for Searching 
on WEB Sites (FERNANDES et al., 2007). 
 
O clássico algoritmo de PageRanking (PAGE et al., 1999) 
utiliza uma técnica de ranking baseada no relacionamento entre diversas 
páginas WEB. Um crawler realiza o download de centenas de milhares 
de páginas WEB. Através dos links destas páginas, são baixadas mais 
páginas; quanto mais uma página for referenciada por outras, maior será 
o ranking desta página. Este algoritmo é completamente automatizado e 
muito útil para definição do ranking inicial de um grande conjunto de 
páginas WEB, sem necessidade de interação com o usuário. 
Similarmente, o HITS (KLEINBERG, 1999), desenvolvido 
para quantificar o valor de authority e do hub de uma página, também 
calcula o ranking com base na análise de links. Uma página tem o valor 
de authority alto quando esta é apontada por muitas outras páginas 
(hubs) e o valor de hub é alto quando aponta para várias outras páginas 
(authorities). Uma máquina de busca retorna às páginas WEB que mais 
satisfazem uma determinada consulta, o que é chamado conjunto raíz R; 
neste subconjunto R de páginas, aplica-se o algoritmo HITS (DEVI et 
al., 2014). 
Em Joachims (2002), a proposta é o uso de uma função de 
aprendizado de máquina chamada clickthrough data, que utiliza 
especificamente as informações dos links acessados (clicados) pelo 
usuário para tornar estas páginas visitadas mais prioritárias que as 
demais. O método proposto em Pokorny and Smizansky (2005), 
intitulado Page Content Ranking (PCR), avalia a proximidade da página 
WEB com os termos da pesquisa efetuada, baseado em características 
como frequência dos termos, número de páginas que contêm o termo e a 




PageRank. O PCR utiliza uma rede neural para detectar a importância de 
uma página para uma dada busca, o que requer treinamento da rede e, 
consequentemente, interação do usuário.  
Nesta categoria baseada na busca personalizada, também pode-
se citar o algoritmo de ranking do Lucene (HATCHER et al., 2004), que 
usa o Modelo Vetorial (VSM) ou o Modelo Booleano, para determinar a 
relevância de um dado documento em relação a uma consulta específica 
de um usuário. Este modelo é amplamente utilizado em ferramentas de 
máquinas de busca, como o Lucene da Apache Software Foundation, 
que possui implementação disponível em código java e não utiliza 
aprendizado de máquina. 
Callan (1994) divide a página em janelas de tamanhos entre 50 
e 300 palavras, unindo parágrafos pequenos e subdividindo, quando 
maiores. Neste estudo, ele conclui que realizar o ranking em parágrafos 
(janelas) de tamanho fixo é melhor que realizar o ranking de passagens 
obtidas pelas sentenças limite dos parágrafos e que, apesar de eficiente o 
ranking em janelas de 50 a 300 palavras, o tamanho ideal irá depender 
de cada base de documentos.  
De maneira similar, Xi (2001) combina o ranking baseado em 
janelas de tamanho fixo com o ranking do documento inteiro para obter 
um melhor ranking final. A ideia é que um parágrafo ou seção 
importante para determinada consulta possa não ser retornado se o 
documento, como um todo, for irrelevante para determinada consulta. A 
ideia é que realizar a similaridade da consulta com pequenas partes de 
documentos muitos longos pode melhorar o ranking. Estes métodos são 
utilizados em documentos textuais, avaliando df e idf como critérios de 
ranking. Em (CAI et al., 2004), a página é dividida em blocos, com base 
em janelas de tamanho fixo, no algoritmo VIPS, e em uma combinação 
dos dois; após isto é calculado o ranking destas páginas WEB 
analisando as janelas criadas através destes três diferentes métodos. O 
melhor resultado é obtido com a combinação do algoritmo VIPS, que 
gera blocos de páginas HTML, tornando este de tamanho fixo, 
retornando como escore o BM25 do melhor bloco avaliado em cada 
página.  




blocos páginas com estruturas similares (podendo os blocos ser 
divididos por outro método, ou mesmo manualmente), criando o 
conceito de page class (classe de páginas) que são páginas WEB com 
estrutura HTML equivalentes e block class (classe de blocos), ou 
conjunto de blocos similares de cada page class. Este algoritmo assume 
que quanto mais blocos, em uma mesma página, um termo possui, mais 
relevante ele é para o assunto principal da página, utilizando uma 
adaptação da medida idf, para, no lugar de considerar a frequência 
inversa de termos nos documentos, fazer a medida por blocos. Assim, 
quanto mais blocos de uma classe de blocos possuem conteúdo igual, ou 
muito similar, o icf (inverse class frequence) dos termos dessa classe de 
blocos será baixo e a classe de blocos que seu conteúdo não se repete 
entre as páginas, terá seu valor médio de icf elevado. Em uma mesma 
página, blocos de classes diferentes, mas que possuem termos em 
comum com outros blocos dentro da mesma página, tenderão a ter seu 
assunto relacionado ao conteúdo principal da página, gerando o conceito 
de blockSpread, que será maior quanto mais termos em comum este 
bloco tiver com outros da mesma página, fazendo com que o 
classSpread, média dos blockspread dos blocos da classe, seja alto. 
Assim o ranking da página é avaliado em função do aicf  (média do icf) 
e do classSpread dos blocos que possuem os termos da consulta, 
produzindo melhores resultados que o ranking do BM25 aplicado aos 
mesmos documentos. 
Estes métodos não consideram aspectos específicos de 
documentos HTML na etapa de ranking; não diferenciando se os termos 
estão em destaque, no título ou em descrição de links.  
O método proposto neste trabalho realiza um processo de 
segmentação; ao mesmo tempo, utiliza a consulta do usuário para a 
melhoria do ranking, possuindo assim fortes aspectos de (ii) ou (iii). 
 
2.2.3 Análise Comparativa 
 
A tabela 3 contém as características dos algoritmos de ranking. 
Sendo: 




necessita do uso de tags específicas HTML para definição da 
relevância. Quando o método avalia informações como se o 
termo está em destaque, no título, como descrição de links, em 
itálico ou quantidade de links de uma página web, por exemplo, 
necessitará reconhecer determinadas tags HTML, mesmo que 
utilize alguma biblioteca que abstraia o reconhecimento destas 
tags; 
 “Personalização”, analisa se o método de ranking necessita 
reconhecer o usuário que está realizando a consulta para que 
através de suas preferências de pesquisa anteriores possa alterar 
o peso das páginas web de maneira específica baseado nas 
características pessoais de navegabilidade coletadas deste 
usuário, retornando um ranking personalizado; 
 “Proximidade documento e consulta”, analisa se o método de 
ranking depende dos termos da consulta do usuário para 
determinar a relevância do documento analisado; 
 “Aprendizado de Máquina” analisa se o método de ranking 
utiliza aprendizado de máquina o que requer uma base grande 
para treino e maior complexidade computacional para 
determinação do melhor ranking. 
 












Ranking Sim Não Não 
Não 
PCR Não Não Sim Sim 
VSM Não Não Sim Não 
Callan 
(1994) Não Não Sim 
Não 





















Não Não Sim Não 




O FPR é um algoritmo de ranking de segmentação da página 
com mineração de conteúdo (WCM), ou seja, extrai o conteúdo da 
página HTML para determinar sua relevância para determinada 
consulta, especificamente utilizando-se da mineração de texto (Web 
Text Mining), não sendo objeto do algoritmo a mineração de imagens e 
vídeos.  
Pode-se destacar ser este mais específico que os algoritmos 
PageRanking e HITS, permitindo um ranking próprio para uma consulta 
específica. O FPR é voltado a documentos HTML; avalia aspectos 
específicos de tags HTML que  Pokorny and Smizansky (2005),  Callan 
(1994), Xi (2001), Cai et al. (2004) e Fernandes et al. (2007) não 
consideram, como termos em destaque, ocorrência no título e palavras-
chaves em links. Além disso, tem a vantagem, sobre os métodos de 
ranking -  PageRanking, HITS, PCR, Vector Space Model, Clickthrough 
Data, de realizar a extração de ruídos antes da etapa de ranking.  
Com relação ao uso de inteligência artificial, esta pode ser 
utilizada para determinação dos valores fixos dos pesos dos critérios de 
ranking, após isto, o processo de ranking deve seguir sem o uso de 
inteligência artificial, o que se tornaria muito custoso para uma base de 
dados locais de páginas HTML que não é estática (pode crescer) além de 
se ter um número imenso de  diferentes consultas efetuadas e a 
necessidade de se obter o ranking em tempo hábil para o usuário. 
O uso de personalização para cada usuário no método de 




reconhecidas e as preferências de cada usuário cadastrado sejam 
armazenadas pelo método de ranking, o que não faz parte do escopo 
deste trabalho, podendo isto ser feito com agregação de ranking para 
definição de um ranking final, o método proposto FPR além de ser 
voltado para páginas HTML é voltado para consulta efetuada, mas não 
realiza o reconhecimento do usuário, podendo este entrar como ranking 
inicial caso seja preferível o ranking de páginas HTML personalizado 
para cada usuário. 
Sendo assim, no contexto de um processo de ranking específico 
de páginas HTML voltado à consulta efetuada em uma base local, 
utilizada por usuários não previamente cadastrados e que deve retornar o 
resultado em tempo hábil, temos a melhor configuração de valores das 





























3 FILTERED-PAGE RANK 
 
O método de ranking proposto, chamado FPR (Filtered-Page 
Ranking), possui duas etapas principais:  
(i) Segmentação da página Web; e  
(ii) (ii) ranking dos documentos.  
O objetivo do processamento executado na etapa de 
segmentação é identificar os blocos relevantes para consulta que serão 
utilizados na etapa de ranking de documentos HTML e com isto 
eliminar do processo de ranking nodos que não sejam relevantes para a 
busca (menus, imagens, informes, entre outros, contendo texto não 
relacionado às palavras-chave da consulta). Durante a etapa de ranking, 
o foco é a ordenação dos documentos relevantes para uma dada 
consulta, usando certos critérios para quantificar quão próximo o 
conteúdo de uma página é dos termos da busca. 
 
3.1 VISÃO GERAL 
 
O processo geral de coleta das páginas Web e ranqueamento é 
bastante similar ao funcionamento de um sistema de recuperação de 
informação tradicional. O procedimento de coleta das páginas pode ser 
realizado por qualquer crawler. As páginas são armazenadas de tal forma 
que dados e metadados são mantidos em um repositório para posterior 
consulta. Nesta etapa, são armazenados metadados com as informações 
da árvore DOM original, mapeando os termos com os nodos 
relacionados e demais propriedades do nodo, tais como a tag HTML, 
quantidade de vezes que o termo aparece no nodo, entre outros. Estes 
dados são parâmetros para o algoritmo de ranking. Apenas um 
subconjunto de nodos da árvore DOM original, chamada de DOM 
filtrada, é analisado, não sendo foco deste trabalho a forma de 
armazenagem e a recuperação destes metadados.  
De forma geral, a partir da(s) palavra(s) submetida(s) a 
consulta, o processador analisa os metadados presentes na árvore DOM 
filtrada, utilizando-os para quantificação da relevância da página 




os resultados são exibidos de forma decrescente de relevância. Na fase 
de consulta, o usuário pode especificar termos que obrigatoriamente 
devem aparecer nas páginas. Se a página não tiver alguma palavra 
obrigatória, ela não é retornada. 
 
3.2 QUERY-BASED BLOCKS MINING 
 
O QBM é a etapa no qual o documento HTML é segmentado em 
blocos. Os blocos delimitam regiões que terão tratamento específico 
para definir o que é conteúdo relevante ou não. O objetivo desta fase é 
extrair uma árvore DOM filtrada que só possua blocos diretamente 
relacionados à busca do usuário, descartando conteúdo irrelevante.  
O método QBM proposto foi criado para identificar em páginas 
HTML, que utilizam o HTML 5.0 ou inferior, blocos relacionados às 
palavras-chaves da consulta efetuada, permitindo que métodos de 
indexação ou ranking foquem seu processamento somente em partes da 
página Web consideradas relevantes para determinadas palavras-chaves. 
O objetivo do método de extração proposto é melhorar a precisão 
do FPR na etapa de ranking de páginas HTML. Etapa esta que avalia a 
proximidade de um documento com uma consulta efetuada, através da 
análise de critérios utilizados em estudos de recuperação da informação 
apresentados na seção 3.3.  
 
3.2.1 Categorização dos blocos 
 
Para que esta tarefa seja executada, primeiramente o documento 
HTML coletado é tratado como uma árvore DOM, cujos nodos são 
categorizados em três grupos: (i) blocos-segmento; (ii) blocos-descarte e 
(iii) blocos-destaque, cujas categorias são utilizadas para delimitar 
conteúdo útil e inútil ou em fase de ranking. 
 
Definição 1. (Árvore DOM categorizada): Seja N = {n1, ... , ni} um 
conjunto de nodos e A = {a1, ... , ai-1} o conjunto de arestas que liga os 
nodos de N. Uma árvore DOM categorizada é definida como um par 




representar Blocos-Segmento, Blocos-Destaque ou Blocos-Descarte. 
Uma árvore DOM categorizada, que representa o documento 
HTML original, conforme coletado da WEB, possui tanto nodos 
importantes para o processo de ranking quanto nodos a serem 
eliminados. Estes nodos podem representar blocos-segmento, blocos-
destaque ou blocos-descarte, que são tratados conforme definição 
abaixo. 
Definição 2 (Bloco-Segmento). Seja DC uma árvore DOM categorizada 
e nj um nodo qualquer de DC. Um bloco Bsg = nj é uma subárvore de 
DC, chamado bloco-segmento, tal que nj seja qualquer região contínua 
de texto, Bsg ⊂ DC. 
Blocos-segmento são subárvores da árvore DOM categorizada, 
capazes de delimitar regiões; ou seja, blocos-segmento são elementos 
que o FPR considera capazes de delimitar contexto (agrupando 
elementos HTML, ou conjunto de palavras que precede ou segue as 
palavras-chave da consulta), podendo um bloco-segmento estar contido 
em outros. Estas regiões podem indicar blocos nos quais o termo 
consultado está inserido, ou conter blocos que possuem ruído e devem 
ser eliminados. Geralmente, delimitam regiões contínuas de texto ou 
inseridas dentro de um contexto que as agrupe, caso da tag form ou div, 
que define um conjunto de dados de um formulário ou o estilo e 
formatação, respectivamente. Blocos-segmento podem ser 
representados, por exemplo, pelas tags {html, body, form, div, table, tr, 
iframe, article, section, ul, li, title, meta}. 
Definição 3 (Bloco-Destaque). Seja nj um nodo qualquer, que pode 
conter um elemento HTML de formatação de caractere. Um bloco Bdq 
= nj é uma subárvore de DC, chamado bloco-destaque, tal que Bdq ⊂ 
Bsg e Bdq sejam representados por um nodo que contenha um elemento 
de formatação de caractere. 
Blocos-destaque são blocos especiais que contêm elementos 
HTML de formatação de caractere, ou seja, formatam ou destacam 
determinados pedaços de texto, podendo, por exemplo, sublinhar, 
marcar em negrito ou itálico e alterar o tamanho da fonte. Sempre está 
contido em um bloco-segmento e não delimita regiões que o FPR 




de texto. O bloco-destaque não é considerado na etapa de extração, só 
sendo preservado se seu bloco-segmento ascendente mais próximo 
também for preservado. Os blocos-destaque são importantes na etapa de 
ranking para determinar o quanto o conteúdo texto da página HTML é 
próximo dos termos da consulta. Podem ser representados, por exemplo, 
pelas tags {strong, b, i, u, span, a, h1, h2, h3, h4, h5, h6}. 
Definição 4 (Bloco-Descarte). Seja nj um nodo qualquer, que pode 
conter um elemento vazio, invisível ou oculto. Um bloco Bdc = nj é uma 
subárvore de DC, chamado bloco-descarte, tal que Bdc ⊂ DC, e Bdc é 
um elemento vazio (não contém texto nem subárvores) ou invisível ou 
oculto. 
Blocos-descarte são blocos de eliminação automática, pois não 
têm conteúdo texto visível (são vazios, ocultos ou invisíveis). Toda 
subárvore é excluída automaticamente, por ser bloco-descarte, quando: 
(i) o nodo representa um elemento vazio, ou seja, não possui texto em si; 
(ii) o nodo representa um elemento que tem semântica de oculto, ou 
invisível, não aparecendo na apresentação da página HTML, contendo, 
por exemplo, atributos iguais a “style” = “display: none”;“visibility” = 
“hidden” e  “visibility” = “collapse”. 
 
 
3.2.2 Criação da árvore filtrada 
 
Em uma árvore DOM categorizada, o nodo-pai é o bloco-
segmento principal, que pode ser formado por diversos outros blocos-
segmento (conforme se pode observar na figura 2). Os blocos-segmento 
que possuem alguma palavra-chave da busca do usuário formam a 
árvore DOM filtrada. 
Definição 5 (Árvore DOM filtrada). Seja DC uma árvore DOM 
categorizada, C = {t1, t2,...,tn} o conjunto de palavras-chaves da 
consulta do usuário, BDC = {bdc1, bdc2,...bdcn} o conjunto de blocos-
descarte da árvore original e BSG’ = {bsg1, bsg2,...bsgn} o conjunto de 
blocos-segmentos, tal que BSG’ ⊄ ti. Uma árvore DOM filtrada (Af) é 





Uma árvore DOM filtrada é composta por blocos-segmentos que 
contenham alguma palavra-chave da busca do usuário, sem os blocos-
descarte que já foram automaticamente eliminados. Para a geração da 
árvore filtrada, os blocos-segmento que não possuem qualquer uma das 
palavras-chave da consulta são descartados. Em blocos-segmentos 
aninhados, os blocos filhos que não possuem nenhuma palavra-chave 
são excluídos, preservando o bloco-segmento pai se este ou pelo menos 
um bloco-segmento filho tiver pelo menos uma palavra-chave da busca. 
Em blocos aninhados, a palavra pertence a determinado nodo nj e a 
todos os nodos ascendentes de nj, mas não pertence aos nodos 
descendentes, ou irmãos de nj na árvore DOM.  
A figura 2 mostra um exemplo de uma árvore DOM categorizada, 
com blocos-segmento, blocos-destaque e blocos-descarte. A figura 3, 
uma árvore filtrada sem os nodos excluídos, por serem nodos-descarte 
(por exemplo, o nodo script) ou por serem blocos-segmento e não 
conterem algum termo da busca. Os blocos-segmento são os retângulos 
com fundo preenchido. 
 















3.3 RELEVÂNCIA DE UMA PÁGINA HTML 
 
Para a realização do processo de ranqueamento, o algoritmo 
utiliza alguns parâmetros cujos valores são obtidos na árvore filtrada ou 
nos metadados armazenados. Alguns critérios são baseados em um 
estudo realizado por pesquisadores da área de Ciência da Informação 
(BORGES, 2009), que afirmam que para a compreensão do conteúdo do 
documento a leitura integral é ideal, embora seja impraticável.  
Neste estudo, que levou em conta diversos trabalhos da 
comunidade de recuperação de informação, definem-se os trechos de 
documentos e critérios que deveriam ser considerados mais importantes 
para a indexação de documentos em meio digital, dos quais o FPR 
utiliza: (i) título, (ii) introdução e primeiras frases de 
capítulos/parágrafos, (iii) tabelas e listas, (iv) palavras em destaque, 
(v) frequência dos termos, (vi) palavras vazias de significado e (vii) 
frases-termo. Além dos critérios baseados neste estudo, o FPR utiliza 
ainda (viii) quantidade de links com todas as palavras-chave da 
busca em sua descrição e (ix) quantidade de palavras para definir 
quão próximo uma página HTML é de determinada consulta. 
A adaptação feita no FPR para definição dos critérios de 
relevância deve levar em conta, também, os elementos HTML. Cada 




(i) título: é uma fonte importante de extração das palavras-
chave de um documento; em uma página HTML; 
consideram-se as tags title e meta que  seguem o mesmo 
raciocínio e são blocos-segmentos;  
(ii) introdução e primeiras frases de capítulos e parágrafos: 
este fato é baseado na observação que as primeiras frases 
de capítulos e parágrafos, em geral, possuem os termos 
mais relevantes para um processo de indexação,  o 
algoritmo de extração QBM parte de premissa similar e 
infere que o conteúdo relevante para a definição do 
ranking está próximo dos termos da consulta, contido no 
mesmo bloco-segmento de algum termo da consulta;  
(iii) tabelas e listas: são consideradas blocos-segmento, e todo 
seu conteúdo é levado em conta, podendo ser 
representados, por exemplo, pelos elementos table, ul/ol, tr 
e li;  
(iv) palavras em destaque: são palavras enfatizadas no texto, 
e podem ser sublinhadas, em negrito ou destacadas, com 
tamanho ou fontes diferentes, e são consideradas para 
pontuação diferenciada, aumentando a relevância de um 
documento; estão contidas em blocos-destaque;  
(v) frequência dos termos: quanto mais vezes um termo da 
busca efetuada aparecer no documento, maior será a 
relevância do documento;  
(vi) palavras vazias de significado: palavras que não influem 
na relevância do documento e prejudicam o método de 
ranking, filtro ou indexação caso sejam consideradas no 
processo, pois são vazias de significado e representam 
artigos, preposições ou conjunções que não são 
consideradas palavras-chave/termos da busca efetuada; são 
as chamadas stop-words (BAEZA, 1999). 
(vii)  frases-termo: representam palavras mais específicas, 
inseridas dentro de um mesmo contexto, não devendo ser 
tratadas de forma isolada, os termos da consulta são 





Ademais, quanto menos texto, menos relevante tende a ser a 
página Web que satisfaz determinada consulta, assim a quantidade de 
palavras é considerada como critério e em páginas HTML links/âncoras 
representam um importante elemento da linguagem HTML e permite o 
direcionamento entre páginas ou para uma parte específica na mesma 
página HTML com isto a ocorrência de palavras-chaves em links deve 
ser tratada de forma diferenciada. O método proposto FPR armazena as 
informações dos links das páginas HTML em metadados como 
propriedades dos blocos-segmento. Optou-se por não tratar link como 
bloco-destaque no algoritmo QBM, pelo fato de só considerar este para 
atribuir uma pontuação maior para página HTML caso este possua todas 
as palavras-chaves e atribuir um peso maior para esta ocorrência. Todos 
os blocos-destaque possuem função de realçar, em geral, pequenas 
porções de texto e link função de navegabilidade. Além disto, blocos-
destaque possuem o mesmo tratamento de considerar cada palavra-
chave isoladamente e todos terem o mesmo peso no algoritmo FPR. Por 
estes motivos as informações dos links são armazenadas em metadados 
e avaliadas no processo de ranking e não consideradas blocos-destaque. 
Em trabalhos futuros sugerimos um estudo específico na definição de 
pesos ótimos, podendo ser atribuído um peso para cada tipo de bloco-
destaque e links serem tratados como tal. 
Segundo Borges (2009): “Em geral, não é necessário armazenar 
as palavras de forma composta, pois este processo de unificação das 
palavras exige tempo”. Salton (1983) e Croft (1982) recomendam que 
ela não seja utilizada, pois não aumenta de forma considerável a 
eficiência do sistema. O que pode ser feito é o armazenamento da 
informação sobre as distâncias entre as palavras de um mesmo 
documento e deixar que a técnica de consulta avalie se as palavras são 
ou não adjacentes. O FPR penaliza páginas cujos termos da consulta 
estão separados por uma distância maior que um valor pré-determinado 
d, definido na seção 4 – Avaliação Experimental, por inferir que não 
fazem parte de um mesmo contexto. Este dado é obtido pela observação 
segundo a qual, em páginas relevantes, as palavras-chaves da consulta se 




que as páginas irrelevantes com muito conteúdo texto possuem, na 
maioria dos casos, distâncias mínimas entre as palavras-chave maior que 
d. Esta característica aumenta a precisão do FPR, passando a considerar 
corretamente irrelevantes algumas páginas que antes eram tratadas como 
relevantes, não se observando o oposto, que é o de passar a considerar 
irrelevantes páginas relevantes. A quantidade de links com todas as 
palavras-chave em sua descrição aumenta o ranking de uma página, pois 
links são elementos de destaque de páginas HTML e desempenham 
papel importante na concepção das páginas WEB, direcionando o 
usuário para a parte da página, ou a outra página, que trata do assunto da 
descrição do link, sendo considerada uma fonte valiosa para se encontrar 
a informação desejada. 
Os experimentos mostraram que, de forma geral, as páginas 
WEB são relevantes por possuírem uma quantidade de texto 
significativa sobre o assunto consultado ou uma quantidade mínima de 
links com as palavras-chave da consulta em sua descrição; com isto, 
páginas WEB que não possuem uma quantidade mínima de palavras não 
vazias de significado ou que não tenham uma quantidade mínima de 
links com todas as palavras-chaves obrigatórias em suas descrição serão 
penalizadas no seu ranking final. Esta característica aumentou a precisão 
do FPR e será chamada de função de conteúdo mínimo, ou fmin, para 
abreviar. 
 
3.4 FUNÇÃO DE RANKING E O ALGORITMO FPR 
 
A função de ranking é definida levando em conta os critérios de 
relevância descritos na seção anterior, considerando a importância de 
certas partes do documento (título e destaques, por exemplo), bem como 
o número de ocorrência dos termos da consulta em certas partes do 
documento. 
Antes de introduzir a função de ranking, é importante definir a 
correlação entre as palavras-chave da consulta. A pesquisa em questão 
considera que os termos não são mutuamente independentes, ou seja, 
casos em que ti não possui relação nenhuma com ti+1, o que não ocorre 




“informação” tendem a aparecer próximas em documentos sobre 
sistemas de recuperação da informação (BAEZA-YATES 199, 
RIBEIRONETO 1999). Nestes documentos, o aparecimento de uma 
palavra-chave atrai o surgimento de outra, pois são termos que possuem 
correlação. Nesta pesquisa, refletimos sobre esta relação, que é medida 
pela distância entre as palavras-chave em cada documento de acordo 
com o seguinte: 
Definição 6 (Função correlação). Seja Seja C = {t1, ..., tn} o conjunto de 
palavras-chaves da consulta, DC uma árvore categorizada DOM 
(filtrada ou não), a correlação de C em DC é calculada pela seguinte 
função: 
 
 ܦሺܥ, ܦܥሻ = {1, ݀ሺݐ݅, ݐ݆ሻ < ݀�, ݀ሺݐ݅, ݐ݆ሻ ≥ ݀ 
 
 Nesta definição, d é um parâmetro que indica a distância 
máxima entre as palavras-chave da consulta na página WEB e α um 
valor menor que 1, usado para penalizar quando a distância entre os 
termos da consulta é maior que d; ou seja, se há termos de C na página 
WEB distante mais que d caracteres de qualquer outro termo de C, então 
o ranking desta página é penalizado. 
Definição 7 (Função Fmin). Seja Seja C = {t1, ..., tn} o conjunto de 
palavras-chaves da consulta, DC uma árvore DOM categorizada 
(filtrada ou não) e ftt(DC) uma função que retorna o total de termos em 
DC e L = {l1, ..., lk} o conjunto de k links com todos os termos de C em 
sua descrição, a função de conteúdo mínimo é calculada pela seguinte 
função: 




 Nesta definição, x é um parâmetro que indica a quantidade 




todas as palavras-chave na descrição e α um valor menor que 1, usado 
para penalizar quando a página WEB possui menos de x palavras não 
vazias de significado, ou menos de y links com as palavras-chave na 
descrição. 
Definição 8 (Função de ranking). Seja C = {t1, ..., tn} o conjunto de 
palavras-chaves da consulta, DC uma árvore DOM categorizada e L = 
{l1, ..., lk} o conjunto de k links com todos os termos de C em sua 
descrição. O grau de relevância R(C, DC) de DC para a consulta C é 
calculada pela seguinte função: 
 




D(C; DC) é a função de correlação descrita na definição 6; 
Fmin(C; DC) é a função de conteúdo mínimo descrita na definição 7; 
fo(ti) é o número de ocorrência do termo ti na árvore DC; 
fhb (ti) é o número de ocorrência do termo ti  em blocos destaque de DC; 
k é o total de links com todas as palavras-chaves na descrição; 
ftm (ti) é o número de ocorrência do termo ti nas tags title ou meta da DC; 
ft é o total de palavras em DC e 
Wi: indica o peso atribuído a cada critério. 
 
 A função R(C,DC) tem o intuito de calcular a proximidade de 
uma página HTML DC com a consulta C, utilizando os critérios de 
relevância listados na seção 3.3. A cada critério é atribuído um peso, 
representado por Wi, conforme podemos constatar na definição 8. 
O algoritmo que implementa o método de ranking FPR é 




segmentação/remoção e (ii) ranking. Nas linhas 2 a 4, valores de 
relevância são atribuídos a cada documento HTML da coleção que 
satisfaz a consulta (linha 1). A função de extração de conteúdo 
irrelevante, chamada segmentRemoval (linha 23), segmenta a página em 
diferentes categorias de blocos e remove os blocos-descarte (definição 
4) e os blocos-segmentos (definição 2) que não possuem termos da 
consulta efetuada (linhas 26 a 33); então, o resultado da relevância de 
cada página filtrada é calculado com base em critérios predeterminados 
(linhas 11 a 21) e, finalmente, retornado em ordem decrescente de 
relevância (linha 5).  
 
 




























4 AVALIAÇÃO EXPERIMENTAL 
 
Nesta seção, são descritos os experimentos realizados para 
demostrar a eficácia da proposta apresentada. Para análise e avaliação 
do processo de extração, são armazenados alguns metadados da página 
original e filtrada, tais como quantidade de palavras do texto, quantidade 
de nodos, de blocos de destaque, de blocos-segmentos, nome do 
arquivo, consulta realizada, código HTML além de um mapeamento de 
termos e nodos. Para contextualizar os resultados apresentados pelo 
algoritmo proposto, o modelo vetorial, implementado pelo Lucene, foi 
usado como baseline. 
A função de ranking utiliza diferentes pesos, nestes 
experimentos o número de ocorrências de alguma palavra-chave tem 
peso w1 = 9,98; a quantidade de palavra-chave em destaque tem peso w2 
= 15; a quantidade de links com todas as palavras-chaves da consulta em 
sua descrição, peso w3 = 15; a ocorrência de cada palavra-chave no 
título peso w4 = 60 e a quantidade de termos do documento tem peso w5 
= 0;02. Os valores utilizados de penalização das funções de correlação e 
Fmin possuem α iguais a 0.08 e 0.1 respectivamente, sendo o valor de d 
(definição 6) igual a 1000 caracteres e x e y (definição 7) iguais a 300 
termos e 10 links respectivamente. 
Os pesos foram calibrados manualmente baseado nas 
observações dos metadados das páginas HTML. Para calibração foram 
dados valores iniciais para cada critério e ajustados para mais ou para 
menos conforme o melhor resultado de precisão e revocação do FPR 
sobre as páginas HTML originais, sem a aplicação de nenhum filtro, 
para que só depois fosse validado se a aplicação do QBM, antes da etapa 
de ranking, melhoraria o ranking médio geral. Foi comum encontrar 
páginas HTML com mais de 10.000 ou 20.000 palavras, então um peso 
aparentemente insignificante para quantidade de palavras se torna 
significante. Depois de encontrado pesos satisfatórios (que tornam o 
FPR melhor que o lucene), estes foram ajustados para que o somatório 
dos pesos desse 1 (um). 
O Lucene foi utilizado como baseline porque é amplamente 




disponível, além de determinar a relevância do documento com relação 
à consulta efetuada. Lucene não tem as restrições de necessidade de 
reconhecimento do usuário (ClickThrough Data), do uso de Inteligência 
Artificial (PCR, ClickThrough Data) e a necessidade que muitas páginas 
dividam um mesmo template (Computing Block Importance for 
Searching on Web Sites). Block-Based Web Search apresenta melhores 
resultados se comparado ao FixedPS e usa páginas Web no método de 
ranking. Como trabalhos futuros é mencionado que a comparação entre 
FPR/QBM e Block-Based Web Search pode ser feita, com a melhoria de 
coletar o conteúdo textual da tag <body> ao invés da tag <title> no 
método Block-Based Web Search. 
 
4.1 CONFIGURAÇÃO DAS CONSULTAS E DO CONJUNTO DE 
DOCUMENTOS 
 
Páginas HTML que satisfizeram 30 consultas em 5 diferentes 
áreas foram coletadas do google e incluídas em uma base de páginas 
HTML de modo a garantir que pelo menos 10 páginas relevantes sobre 
cada assunto estaria contido na base de páginas HTML e a quantidade 
de páginas irrelevantes ficasse maior ou igual que a quantidade de 
páginas relevantes. Cada página recebeu um escore de 1 a 4 na seguinte 
escala: insignificante (1), pouco significante (2), significante (3) e muito 
significante (4). As páginas com escores médios de 3 ou mais foram 
classificadas como Relevantes e as demais como Irrelevantes. 
O conjunto de documentos usado nos experimentos totaliza 
1.530 páginas WEB, coletadas de diferentes sites de notícias e 
entretenimento ao longo do ano de 2015. As consultas realizadas para os 
experimentos estão associadas a cinco diferentes domínios, que servem 
para verificar se alguns deles se comportam muito diferentemente dos 
outros: história, direito, doenças, eletrônicos e personalidades. A tabela 4 
apresenta a configuração, em números, para cada um dos domínios. A 
coluna PR-All indica a quantidade de páginas relevantes nas quais 






Tabela 4 - Consultas realizadas para os experimentos 
Domínio Termos de Busca PR-All 
História Segunda Guerra Mundial 11 
História Ceará 11 
Descobrimento Brasil 14 
Primeira Guerra Mundial 13 
História Estado Santa Catarina 11 
Independência do Brasil 11 
Direito Serviço Público Conceito 13 
Direitos Fundamentais 10 









Eletrônicos TV LED 11 
Tablet 22 
Impressora 3D 10 
IPhone 23 
Personalidades Dilma Rousseff 15 
Marco Feliciano 10 
Guarrincha 10 
Ronaldinho Gaúcho 11 




4.2 METODOLOGIA E MÉTRICAS DE AVALIAÇÃO 
 
Para fins de comparação com o algoritmo proposto FPR, os 
experimentos foram configurados utilizando combinações de algoritmos 
de ranking e de extração de ruídos. Como baseline de algoritmo de 




disponibilizada pelo Lucene) e, para fins de extração de conteúdo 
irrelevante, o algoritmo CETR. Os testes foram conduzidos levando-se 
em consideração as seguintes configurações:  
a. Lucene: algoritmo de ranking do modelo vetorial clássico, usando a 
implementação do Lucene sobre a base de documentos sem 
aplicação de filtro sobre eles; 
b. FPR(-): o algoritmo de ranking proposto neste trabalho sobre a base 
de documentos sem aplicação de filtro sobre eles; 
c. FPR + CETR: algoritmo de ranking proposto neste trabalho, sobre 
a base de documentos filtrados através do algoritmo CETR; 
d. FPR + QBM: algoritmo de ranking proposto neste trabalho, sobre a 
base de documentos filtrados através do algoritmo QBM. 
 
O foco dos algoritmos propostos está na qualidade dos 
resultados retornados. Portanto, as métricas usadas para avaliação foram 
as clássicas da comunidade de recuperação de informação (BAEZA-
YATES et al. 1999): revocação, precisão e medida F. O valor de 
revocação foi obtido através da proporção de documentos relevantes, 
que, em cada consulta, de fato foram recuperados. A precisão foi 
calculada pela proporção dos recuperados considerados relevantes. A 
medida-F é a média harmônica entre revocação e precisão. 
Os experimentos descritos nesta seção avaliam o algoritmo FPR 
proposto. Primeiro, é analisada a efetividade em eliminar ruídos do 
método QBM e, então, é feita uma avaliação do FPR com ou sem o uso 
de filtros. 
 
4.3 ANÁLISE DO QBM 
 
O intuito do QBM é preservar áreas contínuas de texto 
próximas das palavras-chave da consulta, delimitadas por nodos 
específicos no qual se considera  que não haverá quebra de ligação entre 
as palavras, eliminando os nodos considerados blocos-descarte e blocos-
segmentos que não possuem palavras-chave da consulta nele e em 
nenhum de seus nós descendentes. 




remover ruídos de páginas HTML em comparação com o baseline 
CETR (WENINGER et al., 2010). Para avaliar os resultados, os dois 
algoritmos foram testados num mesmo conjunto de páginas. Os 
parâmetros considerados foram: 
(i) qtdPUDF: total de palavras úteis da DOM filtrada;  
(ii) qtdPDF: total de palavras da DOM filtrada;  
(iii) qtdPUDO: total de palavras úteis da DOM original.  
  De posse destes parâmetros, foi possível avaliar a precisão e 
revocação da seguinte forma: revocação = qtdPUDF/qtdPUDO;  
precisão = qtdPUDF/qtdPDF. 
Os testes foram realizados em páginas aleatórias e calculados 
em termos de precisão, revocação e f-value. O QBM alcançou mais de 
80% de precisão, sendo melhor que o CETR na maioria dos casos, 
conforme podemos verificar na tabela 5, sendo, portanto, mais indicado 
para uso com o FPR, conforme seu propósito de ser um método de 
ranking de páginas HTML que tiveram os conteúdos irrelevantes 
excluídos. 
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A tabela 5 apresenta o resultado de 10 páginas analisadas (uma 
lista de um conjunto analisado para que possamos abordar alguns 
pontos). A página listada com número 8 tem 0% de precisão e revocação 
devido ao fato de tanto o QBM quanto o CETR não avaliarem o objeto 
relacionado aos termos da busca, o que demandaria um trabalho muito 
árduo de inteligência artificial e, consequentemente, maior 
complexidade do algoritmo QBM, que é da ordem O(n). Por exemplo, 
numa situação em que os termos da consulta são “história” e “ceará” e 
o objeto do assunto pesquisado seja “história do Estado do Ceará”, o 
filtro pode extrair a região considerada útil de uma página com conteúdo 
relacionado ao objeto “história do time Ceará Esporte Clube”, que é uma 
página inútil para o objeto de “história do Estado do Ceará”, resultando 
em revocação e precisão 0% nos casos específicos em que as mesmas 
palavras são utilizadas para objetos de pesquisas distintos. 
O mesmo acontece com a página 2, no qual uma página pouco 
relevante combina com a consulta “serviço público conceito” e no 




somente uma pequena parte aborda o conceito de serviço público. Na 
página 3, o CETR extrai os nós da árvore DOM, formando uma árvore 
filtrada, mas somente com conteúdo irrelevante para a consulta. A 
medida f-measure é a mais indicada para avaliar a efetividade do filtro, 
pois não adianta um filtro que tenha alta precisão e baixa revocação, 
nem o inverso. 
Para avaliar os filtros, extraímos o código HTML das páginas 
filtradas e exibimos em um navegador o resultado. Como as páginas 
Web são salvas somente pelo conteúdo HTML, sem incluir arquivos 
anexos, elas podem aparecer com layout desformatado no navegador, 
mas isto não afeta o resultado final, pois, para o FPR, só importa o texto 
extraído dos nós HTML e, quando apresentadas em ordem decrescente 
de ranking, somente as páginas Web originais são exibidas aos usuários. 
Para uma pequena demonstração e melhor entendimento do 
funcionamento dos filtros, anexamos 3 páginas Web originais (Anexos 
1, 4 e 7) e o resultado da aplicação dos filtros QBM e CETR sobre elas.  
O anexo 1 trata de uma página Web que apresenta informações 
variadas sobre tablets e realiza o comparativo em tablets de 4 marcas 
(Sony, Samsumg, Apple e Motorola); nesta página, há três grandes 
regiões localizadas no cabeçalho, no centro e no rodapé e somente a 
parte central apresenta conteúdo relevante para a consulta efetuada.  
Podemos perceber, pelo anexo 2, que o filtro QBM eliminou 
praticamente todo conteúdo irrelevante do cabeçalho e do rodapé, sendo, 
neste caso, uma parte maior de conteúdo irrelevante preservada pelo 
CETR, conforme podemos perceber no Anexo 3. Além disto, nem todo 
conteúdo útil foi preservado, tanto pelo QBM quanto pelo CETR, sendo 
mais conteúdo útil aproveitado pelo QBM.  
No anexo 4, temos uma página Web que trata da Segunda 
Guerra Mundial. Pelos anexos 5 e 6, percebemos que tanto o QBM 
quanto o CETR conseguiram aproveitar todo conteúdo relevante, sendo 
praticamente todo conteúdo irrelevante extraído pelo QBM (exceção da 
sessão “comente”, na qual restou uma palavra) e também extraído pelo 
CETR, que só preservou uma pequena parte do conteúdo irrelevante 
mostrado pelo anexo 6 (em vermelho).  




tv led teve quase todo conteúdo irrelevante (representado pela área 
delimitada em vermelho no Anexo 7) extraído pelo QBM, restando 
somente dois componentes de pesquisa interna como conteúdo 
irrelevante preservados e que o CETR apesar de aproveitar todo 
conteúdo relevante, também trouxe muito conteúdo irrelevante (ocultos 
ou não)  presentes no cabeçalho e rodapé. 
 
4.4 ANÁLISE DO FPR 
 
Os resultados da aplicação do algoritmo FPR são descritos em 
dois grandes grupos, considerando as análises realizadas.  
No primeiro grupo, cada domínio foi analisado 
individualmente, de forma a identificar se algum deles se comportaria de 
forma muito diferente do geral. No segundo grupo, são apresentados os 
resultados gerais, considerando valores de média sobre todo o conjunto 
de documentos (os 1.530 documentos), de forma a ter uma ideia geral do 
comportamento, independentemente da distribuição dos dados nos 
domínios. 
 




























































































A figura 5 apresenta os resultados de precisão com 
experimentos realizados em três diferentes rankings, conforme medida 
clássica da área de recuperação de informação.  
O primeiro ranking, até a posição 10; o segundo, até a posição 
15 e o terceiro, até a posição 20. Da esquerda para direita, cada grupo de 
4 barras verticais representa FPR + QBM, FPR(-), FPR+CETR e 
Lucene, respectivamente. Pela análise da figura 5, pode-se perceber que 
FPR+QBM possui precisão média melhor que o baseline (Lucene). O 
filtro QBM fez com que a precisão média do FPR melhorasse nos 
ranking P@10, P@15 e P@20 e apresentou melhores resultados que o 
baseline CETR (método automático de extração da região principal de 
uma página). 
 
Figura 6 - F-Measure 20 primeiras posições 
 
 
Fonte: Autor  
 
Os resultados da avaliação de valores de F-Measure (eixo y) nas 
20 primeiras posições (eixo x) são apresentados na figura 6, levando em 
consideração a precisão e a revocação média das consultas realizadas. 




baseline CETR. Quando comparamos a medida clássica de Revocação x 
Precisão, o FPR+QBM oferece o melhor resultado nas pesquisas, 
mostrando que o método criado para ranking de páginas filtradas e o 
filtro QBM atingem bons resultados, se comparados ao baseline. 
Pela análise dos dados, nota-se que a média da revocação, da 
precisão e da medida f-measure nas primeiras 10 posições se dão melhor 
com a aplicação do método proposto do que com o uso do Lucene, que 
utiliza a técnica VSM para definir quão próximo um texto é de uma 
pesquisa efetuada. Além disto, o FPR apresenta melhores resultados 
quando utilizado em conjunto com o QBM. Apesar de o filtro ser 
específico para determinadas tags HTML, ele funciona com boa 
precisão (acima de 85%) para a maioria das páginas testadas, que 
utilizam de tags div e span para posicionar e agrupar conteúdo e não 
apenas tabelas, mantendo a precisão do filtro em páginas de e-commerce 
que usam amplamente estas tags para apresentação de conteúdos. 
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CONCLUSÕES E TRABALHOS FUTUROS 
 
Este trabalho apresentou um processo de ranking de páginas 
HTML que avalia quão próximo um documento é de uma consulta com 
base em critérios (termos em destaque, frequência dos termos, 
correlação dos termos...) considerados em estudo de recuperação da 
informação aplicados ao contexto de páginas Web. Também foi 
verificado que o FPR, aplicado em páginas que tiveram seu conteúdo 
irrelevante para consulta eliminado, melhora a qualidade do ranking do 
FPR. O processo de filtro envolve segmentação de páginas HTML e 
definição do conteúdo relevante para consulta efetuada através da 
identificação de blocos-segmentos que estão ligados à consulta e com 
isto extração de conteúdo irrelevante da árvore DOM filtrada que será 
avaliada na etapa de definição da relevância, contendo somente blocos-
segmentos ligados à consulta; assim, os documentos são segmentados 
em blocos. São excluídos os blocos considerados irrelevantes para a 
consulta efetuada, calculando-se em seguida quão relevante um 
documento é para a consulta do usuário. O método de ranking proposto, 
chamado Filtered-Page Ranking, possui duas etapas principais:  
(i) segmentação da página Web e eliminação do conteúdo 
irrelevante para consulta;  
(ii) ranking dos documentos.  
Pode-se concluir que o FPR(com aplicação do QBM) é um 
método de ranking, com prévia eliminação de conteúdo irrelevante, 
satisfatório se comparado com métodos da literatura que podem ser 
usados para definir a relevância de páginas HTML em relação à busca 
efetuada, além de servir como um método de ranking que possa ser 
utilizado e melhorado. 
Não é o foco do trabalho proposto melhorar o ranking do 
Lucene utilizando o modelo vetorial, os experimentos iniciais 
demonstraram que tanto o QBM quanto o CETR pioram o ranking do 
Lucene, devido a própria natureza do modelo vetorial. Quanto mais 
irrelevante for a página Web para determinada consulta, menos conteúdo 
tende a ser preservado após esta passar pelo filtro QBM. Quanto menos 




consulta, melhor este  é avaliado pelo método VSM, recebendo maior 
escore, por ser considerado um documento com conteúdo mais próximo 
da consulta efetuada. 
Propomos como trabalhos futuros, avaliar se o QBM melhora a 
precisão de outros métodos de ranking específicos de páginas Web que 
avaliem quão próximo uma página Web é de uma consulta efetuada, 
como o Block-Based Web Search, com a melhoria de coletar o conteúdo 
textual da tag <body> ao invés da tag <title> no método Block-Based 
Web Search. 
Com relação ao método FPR, acreditamos que futuramente 
poderão ser feitos trabalhos como encontrar um nível ótimo de pesos 
dos critérios relevantes para a definição do ranking, desenvolver um 
processo de indexação que dê suporte aos dados e metadados 
interligados com o método de ranking FPR, de tal modo que permita a 
criação de uma máquina de busca completa (análise, indexação, 
pesquisa e ranking) em uma base local de documentos HTML, além de 
fornecer novos critérios relevantes para definição de ranking como 
inverse document frequence (IDF) e explorar novos critérios relevantes 
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Anexo 9 – Página Filtro CETR (Consulta: TV Led) 
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