Grid systems are proving increasingly useful for managing the batch computing jobs of organizations. One well known example for that is Intel which uses an internally developed system called NetBatch to manage tens of thousands of machines. The size, heterogeneity, and complexity of grid systems are extreme. Therefore, these systems are very difficult to configure. This often results in part of the machines being inadequately set-up. Such misconfigured machines can have adverse effects on the entire system.
INTRODUCTION
Grid systems have developed, over the last fifteen years, as a natural extension to both high-performance cluster technology and batch management systems. The supreme flexibility and scalability of grid systems proved key for the management of organizational computing power in today's data immersed and computationally intensive business arena. Grid systems manage pools of heterogeneous machines which usually already exist in organizations (e.g., servers and workstations). These machines are harnessed for the execution of jobs which can be submitted by any user in the organization. The number of machines controlled by a single system can sometimes reach tens of thousands -e.g., Condor [14] up to 20,000 at U. Wisconsin and NetBatch [8] as many as 35,000 at Intel. Many of the deployments of these systems manage computers located in several administration sites that are often geographically separated, and are organized in pools containing up to thousands of machines each.
Grid systems are notoriously difficult to configure. First, every installation of a grid system is slightly different because the organization of each pool -placement and number of services, etc. -reflects the network topology at the site. Secondly, the machines managed by a typical grid system can be very different from one another. Finally, many of the resources available to the different machines are time varying (e.g., software licenses expire, and storage space is filled-up with time). Hence, the number of attributes the system administrators have to configure is great, and each site might suffer very different problems. The configuration task requires administrators to have deep understanding of both grid system's internals and their own site organization. It is a complex and error-prone task.
Misconfigured machines, together with machines with faulty hardware or buggy software, can lead to the occurrence of 'black holes' (machines that accept many jobs and fail to complete any of them) or to other irregular machine misbehavior. At worst, a misconfigured machine can obstruct the work of the entire organization. The more daily effect of misconfigured machines is the reduction of the system's goodput ("the allocation time when a remotely executing application uses the CPU to make forward progress" [3] ). Worse still, misconfigured machines reduce the ability of users to predict system's response times. In production environments, where predictable availability of computing resources is important such problems cannot be tolerated.
To identify misconfigured machines, most organizations rely on user feedback and on domain experts' manual analysis of log files. However, many problems are not fixed because they pass unnoticed or unreported. Without any indication for the existence of a problem, analysis becomes nearly infeasible. Even when experts are aware of a problem, the information essential for detecting a misconfigured machine might be divided among different machines in the pool (e.g., matching related data at the matchmaker, submission related data on the machine from whom the job was submitted, etc.). Within each such machine, the details required for the analysis of the problem might be hidden in the vast amounts of configuration attributes, event logs, etc. relating to the multiple services (NFS, DFS, JVM, etc.) which interact in a large system. Clearly, therefore, manual analysis is time consuming, error-prone, and exhausting.
The dominant approach for automatizing misconfiguration detection in enterprise computing systems is relying on a rule-based expert system. A typical system employ the knowledge of domain experts to construct a set of rules for identifying problems and taking adequate corrective actions. However, expert systems have some limitations: the rules are constructed manually and therefore the accuracy of the rules and their completeness are limited [9] , experts' time is scarce and very expensive, and the rules are very difficult to maintain (e.g., when the system moves to a new version).
Contrast to expert systems, data mining algorithms extract useful information from large data sets with limited, if any, prior knowledge about the data. Therefore, it is suggested that a tool using data mining techniques can outperform rule based tools in misconfiguration detection. Assuming the majority of the machines in a well maintained pool are properly configured, the normative behavior of machines can be modeled and misconfigured machines can be detected as outliers.
We implemented the Grid Monitoring System (GMS) -an extension to the Condor grid system which automatically detects oddly behaving machines. The challenges in building GMS relate to both system architecture and data mining. On the system side, the challenges are the immensity of the data and the limited system resources allocated for monitoring on one hand, and the need to leave the Condor system unchanged -i.e., to rely entirely on existent data sources. We address the former problem by building a fully distributed information system in which data is not moved from its origin -thus producing in GMS about the same overhead existing logging facilities require. To make use of existing data source we implemented a mechanism that transforms the data from its raw form to an ontologically meaningful one.
On the algorithmic side, a distributed outlier detection algorithm was implemented in which every participant (i.e., computer in the grid system) can proceed at a different pace -based on its availability and the data it has. This allows detecting outliers even if most of the normative machines are not available. The algorithm was implemented using recursive calls for Condor workflows. Analysis is initiated by submitting a condor job and progresses through the automated submission of further jobs. To our best knowledge, our algorithm is the first distributed data mining algorithm which operates in a grid environment. Let alone, it is the first application of data mining for solving a grid related problem.
We experimented with GMS in a pool of 42 heterogeneous machines. Of these, GMS indicated four were misconfigured. In the first machine indicated, we found that an incorrect operating system configuration turned on a network service which overloaded the machine CPU. This overload caused Condor to evict jobs after a constant period of time. GMS pointed out that the user receives very little CPU, which made debugging easy. In the second machine an incorrect BIOS setting turned HyperThreading on and divided each processor into two weaker virtual machines. GMS identified that the CPU model does not match job launching and execution times. The third misconfigured machine had a disk which was nearly full. GMS indicated the higher than usual disk usage. The fourth machine had a temporary phenomena which dis-appeared when we rerun the experiment. We deem that result a false-positive. Further experiments verified GMS is scalable and suitable for operation in a real-life system. The rest of this paper is organized as follows: The next section presents a brief review of related works in the areas of automated failure analysis and outlier detection, as well as a brief introduction to grid systems' architecture. Section 3 describes the data, its acquirement and its preprocessing. Section 4 describes the analysis of the data and the distributed outliers detection algorithm. Section 5 briefly describes the architecture and implementation of the system. Section 6 outlines our experiments. Finally, conclusions are drawn in section 7.
PRELIMINARIES AND RELATED WORK

System Misconfiguration Detection
There are two general approaches to automated system management: the white-box and the black-box approaches. The white-box approach relies on knowledge of the system and its behavior. A typical white-box management system such as Tivoli's TEC [17] interprets system events according to a set of rules. These rules specify exceptional behavior patterns and their appropriate responses. The biggest drawback of the white box approach is the reliance on domain experts for the definition of patterns. Expert opinion is hard to get in the first place, and even harder to maintain when the system develops and updates. Furthermore, an expert system can never exceed the capabilities and knowledge of the experts.
The black-box approach detects and diagnoses problems with limited, if any, knowledge about the system. It attempts to learn which behaviors are abnormal. Black box management systems are far more economical and simple to deploy and maintain. In the long run, they can yield results which are comparable to those of an expert systems -even ones that are well updated and maintained. The black box approach is today implemented in several systems. For example, eBay (see Chen et al. [7] ) experimented with a system which diagnoses failures by training a degraded decision tree on the record of successful and failed network transactions. The route leading to a leaf associated with failed transactions identifies feature-value combinations that may explain the reason to the failure. The main disadvantage of eBay's system is that each transaction is described by just six features. This is mainly because the system centralizes the data and processes it on-the-fly. Obviously, six features offer a very limited description of the variety of possible reasons for failure. A further disadvantage is that the algorithm used focuses on negative examples (failures) and thus performs sub-optimal learning.
Kola et al. [13] describe a client-centric grid knowledge-base that keeps track of the performance and failures of jobs submitted by the client to different machines. The client can use this knowledgebase to choose an appropriate machine for future jobs. This system has several limitations: First, it does not allow clients to learn from each other's experience. This would become a problem when the number of machines is large and when some clients have either few jobs or ones that are very different from each other. Furthermore, the system takes no advantage of the wealth of information available on the machine side, and that imposes a static view of every machine. To exemplify that, consider a specific machine has high load during the execution of a client's job. When the client submits a new job this machine would not be used although it may now have a relatively low load.
The PeerPressure system, proposed by Wang et al. [18] , automatically troubleshoots misconfigured registry entries of one machine by comparing them configuration to those of many other machines. It is, however, the user's responsibility to identify the misconfigured machine in the first place, and and to operate the troubleshooting process.
Our system -GMS -is different from previous work in several key factors: First, it is fully distributed. It processes and stores the data where it was created, which means that the overhead it normally creates is negligible. The low overhead permits GMS to process a wealth of attributes (hundreds in our implementation), where other machines use just few. The only time some system overhead is created is during analysis. Then, too, the overhead is limited because GMS employs an efficient distributed data mining algorithm. Second, unlike previous work our system does not process raw data but rather translate it first into semantically meaningful terms using an ontology. Besides leveraging output interpretability, this translation also rids the data of semantically meaningless terms and construct semantically meaningful features from combinations of raw features. By that, the quality of the data mining process is greatly improved. In addition to these two differences, the GMS system is also non-intrusive, relying solely on existing logging capabilities of the monitored system. Last, for data analysis we chose an unsupervised outlier detection algorithm, removing the need for tagged learning examples, which are often hard to come-by.
Outlier Detection
An outlier point is, by Hodge and Austin's definition [10] , ". . . one that appears to deviate markedly from other members of the sample in which it occurs." Of course, this definition leaves a lot to interpretation. It is a fact that, in the absence of a model for the data, the definition of an outlier is necessarily heuristic. Of the many proposed heuristics, this paper focuses on unsupervised methods, which are less demanding of the user. Specifically, we choose to focus on distance-based outliers detection methods, in which the main responsibility of the user is to define a distance metric on the domain of the data. Following, we outline some of the more popular heuristics.
Several distance-based outliers detection methods are described in literature. One of the first, is that of Knorr and Ng [12] . They define a point p an outlier if no more than k points in the data set are within a d-size neighborhood of the point p, where the k and d parameters are user defined.
Definitions such as that of Knorr and Ng consider being an outlier a binary property. A more sophisticated approach is to assign a degree of being an outlier to each point. Ramaswamy et al. [16] presented a distance-based outlier detection algorithm which sorts the points according to their distance from their respective m th nearest neighbor. Hence, the point farthest from its m th nearest neighbor is the most likely outlier, etc. Breuing et al. [5] , extend this idea by presenting Local Outlier Factor (LOF) -a measure distinguishing outliers proportionally to the density of points in their near environment. This definition handles well data sets in which multiple clusters exist with significantly different densities.
In GMS, we use a definition which was proposed by Angiulli et al. [1] . By this definition, the outlier score of a point is its average distance to its m nearest neighbors. This can be seen as a compromise between the definition of Ramaswamy et al. and that of LOF. Of further importance to our purposes is that this definition lends itself for parallelization more easily than LOF. A distributed version of the HilOut algorithm exists in literature [4] , in the context of Wireless Sensor Networks (WSN). Grid systems, however, are different from WSNs in that the main challenge they pose is not reducing messaging but rather addressing the limited availability of resources. Thus, we describe a different distributed scheme for HilOut, which is innovative in its own right.
Grid Systems
Grid systems manage and run users' jobs using a collection of computers called pools. A pool contains mainly two types of machines: execution machines, which are also termed resources and submission machines. Additionally some machines in the pool provide other system services, as described below.
Submission machines serve as proxy for the users of the system; users submit their jobs to the grid system through these machines. A submission machine then finds machines where the job may be executed, perform the required transaction with this execution machine, traces the status of the job while it executes and manages reruns in case the job fails to complete. Eventually, after a job has completed, the submission machine retrieves the job's outputs and stores them for the user.
Execution machines share their computational capabilities with the pool according to the policies of the machine's owner. For example, the owner may decide that its machine should only receive jobs submitted by a specific group of users and only if the machine has been idle for more than an hour. The owner can place further limitations on jobs, such as that they will be Java jobs requesting no more that 100 megabytes of memory.
As both submission and execution machines pose requests and requirements, the task of matching between jobs and machines requires a third component -the matchmaker. The matchmaker collects information about all the pool participants, calculates satisfiability of their demands, and notifies the submission and the execution machines of potential compatible partners.
In order to achieve high resources utilization, a grid system has to efficiently schedule the jobs and balance the load among the execution machines. Load balancing and scheduling are done slightly differently in different grid systems. Condor, for example, retains a queue at every submission machine. Submission machines autonomously schedule jobs to the machines allocated to them by the matchmaker. Intel NetBatch, on the other hand, implement a hierarchical matchmaker (see Nimmagadda and Harari [15] ).
One last service, of which GMS takes advantage, is the ability in many grid systems to plan and execute workflows. These are groups of jobs which depend on one another. Condor, for example, provides a service which supports synchronization (i.e., waiting for job termination before starting another one) and limited control structures.
ACQUIRING, PREPROCESSING, AND STOR-ING DATA
It is well accepted that the quality of any data mining process is critically dependent on data acquisition and preprocessing. Furthermore, the organization of the data is one of the main factor determining which algorithms can be used, and consequently the performance of the process. Respective to the importance of these issues, this section outlines the main points of interest in GMS approach to data acquisition, preprocessing, and organization.
Data sources and acquisition
There are two main approaches to system data acquisition, the intrusive approach and the non-intrusive one. Intrusive data acquisition requires the manipulation of the system for the extraction of data. An example would be methods such as those employed by the Paradyn performance tools which dynamically instruments the code of a "black-box" piece of software with logging and measurement hooks [11] . The non-intrusive approach, which is the one employed by GMS, prefers using existing data sources. This is both because those source include data about high level objects (jobs, etc.) and because in this way the overhead incurred by monitoring is minimized. The sources used by GMS are:
• Log files: each machine in a grid system is represented by a grid daemon. System services, too, have their own daemons. Every daemon logs its actions in a dedicated log file, mainly for the purpose of debugging. This file also contains timestamps, utilization statistics, error messages, and other important information. Log files are read as event streams.
• Utilities: Grid systems supply utilities which extract useful information about the state of each machine, the overall status of the pool, machine configurations, and information about the jobs. Utilities are used through sampling -they are called periodically and can be matched against log file data predominately using time-stamp data.
• Configuration files: Each grid system has configuration files which contain hundred of attributes. These files are read (once) and the data is stored in reference tables.
Preprocessing
Preprocessing of data in GMS mainly takes form of converting raw data into semantically meaningful data. This is done by translating it into ontological terms. The use of ontologies in data mining is broadly discussed in literature. Mostly, its benefits are three: One, it increases the interpretability of the outcome. Two, it enriches the data with background information; for instance it allows linking multiple executions of a single job, and constructing features such as the cumulative running time of a job across all executions. Three, it allows data reduction by focusing on parts of the data the ontology architect deems more important. Finally, from a systems design perspective, the use of ontology allows virtualization of the data, and thus easy porting of the higher levels (the analytical part) of GMS from one grid system to the next.
The ontology used in GMS follows on the principles suggested by Cannataro et al. [6] . It is hierarchical, with the highest level of the hierarchy containing the most general concepts. Each of these concepts is then broken down into more subtle concepts until, at the lowest level, ground concepts or basic concepts are considered. The relation between levels is that an upper level concept is defined by the assignment to lower level concepts. For instance, Figure 1 schematically depicts the concept hierarchy starting at the machine general concept. As can be seen, a machine, from a grid system perspective, is defined by its hardware, software, state, configuration, and a unique identifier.
The other general concepts of the ontology are a job, a pool, and matchmaking. The job concept contains the definition of the job in terms of inputs and requirements, and the events that occur with respect to that job's execution. The matchmaking concept contains statistics about the status of the machines in the pool, and the result of the matchmaking process. The pool concept depicts the deployment of the batch system daemons in the entire pool. The full ontology, containing hundreds of concepts, is too large to include in this context and will be made available on-line.
Beside translation into ontological terms, the other part of preprocessing in GMS regards addressing missing values. Missing values mostly stem from three sources. There are concepts, such as utilization of some of the levels of the memory hierarchy, whose reading is not available in some architectures (Windows). Other concept may become temporarily unavailable due to the failure of a component (e.g., NFS statistics when the NFS fails). Last, since there are concepts that are combined from both sampled and event based data, there are cases the system is unable to complete the sampled detail (e.g., return code) of event data (respectively, job termination), and thus the higher level concept becomes missing. Our choice for dealing with missing values is to treat the first kind as a value in its own right, and to purge altogether records of the second and third kind.
Data Organization
The organization of the data in GMS is fully distributed. The reasons for this are the desire to restrict to a minimum the overhead of GMS while no analysis takes place, and the need for scalability with the number of machines. Regarding the latter, it is enough to note that the average data rate at an execution machine can top a kilobytes per second. Accumulating this data over a 24 hours sliding window in a 1,000 machine pool would yield more than a hundred gigabytes of raw data, an amount requiring specialized resources for management if centralized. However, if the data remains distributed then the amount per execution machine -a mere hundred megabytes -can be supported by off-the-shelf, even free, databases such as MySQL [2] .
Respective to that, GMS stores each piece of data where it originated. For instance, all machine related statistics (load averages, etc.) are stored in the machine where they are measured, all matchmaking data is stored at the machine running the matchmaker daemons, and so forth. The resulting database is, therefore, a mix of a horizontally partitioned database -with every execution machine, e.g., storing the same kinds of data regarding jobs it executed -and a vertically partitioned database -with, e.g., submission machines storing different data than execution machines.
Motivated by the same desire for overhead limitation, GMS processes data lazily. That is to say that data is stored at its raw form unless requested for. When it does, it is preprocessed and stored in its ontological form. This is especially important for these concepts that require, for their instantiation, raw data which is produce at different machines. Clearly, the instantiation of those concepts is costly and should not be carried out unless requested for.
DATA ANALYSIS 4.1 General approach
Our approach to detecting misconfigured machines relies on two major assumptions: Firstly, we assume that the majority of machines in a well maintained pool are properly configured. Secondly, we assume that misconfigured machines behave differently from other similar machines. For example, misconfigured machine might run a job significantly slower, or faster, than that job would run on other, similar, machines. The first of these assumptions limits our approach to systems that are generally operative, and predicts that it would fail if most of the resources are misconfigured.
The second assumption limits the usefulness of GMS to misconfigurations that affect the performance of jobs (and not, e.g., system security).
Our choice of an algorithm is strongly influenced by two computational characteristics of grid systems. First, function shipping in grid system is, by far, cheaper than data shipping -i.e., it pays to process the data where it resides rather than ship it elsewhere for processing. This, together with the difficulty in storing centralized data (as discussed in the previous section) motivates a distributed outliers detection algorithm. Secondly, machines in a grid system are expected to have very low availability. Thus, the algorithm has got to be able to proceed asynchronously, and produce results based on the input of just part of the machines.
Finally, our approach is influenced by characteristics of the data itself: It takes many features to accurately describe events which occur in grid systems, and those events are very heterogeneous. For instance, NetBatch reportedly serve more than 700 different applications and about 20,000 different users. This means that the data is extremely sparse and has a very intricate distribution. To overcome data sparsity, one can focus on just one application. For instance, in NetBatch a great percentage of the actual executions are by a single application which takes in the description of a circuit and a random input vector and validates that the output of the circuit is within spec. In our implementation, we did not have access for this kind of an application. Rather we emulate it by executing standard benchmarks with random arguments.
Because the data regarding an execution is always generated and stored on the execution machine the resulting database is cleanly horizontally partitioned; a property of which we take advantage in our implementation. Still, the partitions of the database may be very different from each other. A sampling approach, therefore, seems unsuitable for the problem. Instead, we concentrate on an algorithm which guarantees exact results once all of the machines have finally become available, and which would often yield accurate results even in the absence of many of the well-configured machines.
Annotations
Let P = {P1, P2, . . . } be a set of participants in the algorithm, and let Si = n x 1 i , x 2 i , . . . o be the input of participant Pi. Each input tuple x j i is taken from an arbitrary metric space D, on which the metric d : D → R + is defined. We denote SN the union of the inputs of all participants. Throughout the rest of this paper we assume the distances between points in SN are unique 1 . Among else, this means that for each S ⊆ SN the solution of the HilOut outliers detection algorithm is uniquely defined.
For any arbitrary tuple x we denote the support of x, [ x|S] m , the set of m points in S which are the closest to x. For two sets of points S, R ⊆ D we denote the support of R from S the union of the support from S for every point in R. We denoted ( x, S) the average distance of x from the points in S. Consequently,d` x, [ x|S] md enotes the average distance of x from its m nearest neighbors in S. For any set S of tuples from D we define A k,m (S) the top k outliers as computed by the (centralized) HilOut algorithm when executed on S. By definition of HilOut, these are k points from S such that for all
.3 Algorithm
The basic idea of the Distributed-HilOut algorithm is to have the participants construct together a set of input points SG from which the solution can be deduced. SG would have three important qualities: First, it is eventually shared by all of the participants. Secondly, the solution of HilOut, when calculated from SG, is the same one which is calculated from SN -A k,m (SG) = A k,m (SN ). Thirdly, the support of the solution on SG from SG -[A k,m (SG) |SG] m -is the same as the support from the entire set of inputs SN -
Since many of the participants are rarely available, the progression of SG over time may be slow. Every time a participant Pi becomes available (i.e., a grid resource can accept a job related to the analysis) it will receive the latest updates to SG and will have a chance to contribute to SG from Si. By tracking the contributions of participants to SG, an external observer can compute an ad hoc solution to HilOut at any given time. Beside providing for temporal (sometimes lasting) non-availability of resources the benefits of the algorithm are two: One, the size of SG is often disproportionally small respective to SN and the number of participants contributing to SG disproportionally small with respect to the overall number of participants. Two, often times A k,m (SG) converges quite quickly, with the rest of the computation taking care solely of the convergence of [A k,m (SG) |SG] m . This is because there could be many well-configured machines which can be used to point out a specific outlier.
The details of the Distributed HilOut algorithm are given in Algorithms 1 through 3. The algorithm is carried out by a sequence of recursive workflows. The first algorithm, Algorithms 1, is run by the user. It submits a workflow (Algorithm 2) to every resource in the pool and terminates. Following, each of these workflows submits a job to its designated resource and awaits the job successful termination. If the jobs returns with an empty output the workflow terminates. Otherwise, it adds the output to SG and submit another workflow -similar to itself -to each resource in the pool.
The job that is submitted by the workflow (Algorithm 3) implements the computation which is performed by the resource. Using SG, the job executing on resource Pi decides whether any point from Si needs to be added to SG. If there are points which should be add, they are removed from Si and are returned as the output of the job. This happens on one of two conditions: 1. When there are points in the solution of HilOut over Si ∪ SG which come from Si and not SG. 2. When there are points in the support from Si∪SG to the solution as calculated over SG alone, that are part of Si and not SG. Following, we show that these two conditions alone guarantee correctness.
Moving points from Si to SG may change the outcome of HilOut on SG. Thus, the second condition needs to be repeatedly evaluated by Pi until no more points are moved from Si to SG. Strictly for the sake of efficiency, this repeated evaluation is encapsulated in a while loop.
Algorithm 1 Distributed HilOut -User Side
Input: 
Optimizations
One optimization which we found necessary in out implementation is to store at every execution machine the latest version of SG it has received. In this way, the argument to every Distributed HilOut job can be the changes in SG rather than the full set. A second optimization relates to the way data is to purge, at the beginning of a workflow, all of the other workflows intended for the same resource from the Condor queue. This is possible since the purpose of every such workflow is only to propagate some additional changes to the resource. Since the first workflow transfers all of the accumulated changes, the rest of the workflows are unneeded.
Correctness and Termination
Termination of Distributed HilOut is guarantied because points are transferred in one direction only -from Si to SG. Assuming static Si (or, rather, that Si is a static query even though the data might change) the algorithm has to terminate either when all Si are empty or some time before that. It is left to show that at termination the outcome of the algorithm -A k,m (SG) is correct. Hence, Pj has to return z. However, this stands in contradiction to our premise that on this last round Pj returns an empty output. Thus, our initial assumption has to be wrong and there could be no such y.
THE GMS SYSTEM
Architecturally, GMS is divided into two parts. One part -the data parser -takes charge of data acquisition while the other part -the data miner -is in charge of analysis. The two parts are very different from one another. The data parser is a stand-alone software component which is installed on the resources that are to be monitored by GMS. The data miner, on the other hand, is a grid workflow which executes jobs, exchanges data between resources, and produces the outcome.
Naturally, the data parser is the more complex part. It is made of three layers: the lowest layer contains a set of adapters. An adapter is a module designed to siphon data from a particular data source. The adapters convert raw data, collected from the data sources, into an intermediate representation. In this intermediate form, data can be stored in a MySQL database, but is still not expressed in ontological terms. We implement the adapter as a series of java programs and Perl script which, in a Linux system, are periodically executed by the cron daemon. Our current implementation was not ported to other operation systems.
The middle layer is the ontology-builder that organizes the data acquired by the adapters, into relational tables according to the ontology scheme. This mapping process, from the adapter tables to the ontology tables, involves the integration of data from various data source to a single ground concept. It is at this stage that complex features are created and that redundant ones are eliminated. The ontology-builder is implemented as a set of SQL queries and is therefore machine independent.
The top layer of the data-parser is the data-extractor. It is a standard SQL interface which receives queries ontological terms (e.g., SELECT * FROM job WHERE job.status=idle) and provides the appropriate data. The analytical part of GMS uses this interface to execute a data mining algorithm. In our implementation this part is an off-the-shelf JDBC engine. The analytical part of GMS is implemented using Condor DAGs. The Condor DAGman is a workflow management engine. It supports execution of mutually dependent Condor jobs, and limited control structures. In our implementation, there are two dependencies: The system submit a job to a specified execution machine and then wait for it to terminate successfully. Following, if the job returned non-empty output then the workflow dictates that a number of new workflows be instantiated -one for every execution machine. These new workflows, in turn, repeat the same process recursively. It should be noted that the use of DAGs means that Condor itself takes charge of the server side of the data mining algorithm.
EVALUATION
To validate the usefulness of GMS we conducted an experiment in a pool of 42 heterogeneous Linux machines (84 virtual machines in all): 10 dual Intel XEON 1800 MHz machines with 1GB RAM, 6 dual Intel XEON 2400 MHz with 2GB RAM, and 26 dual IBM PowerPC 2200 MHz 64 bits machines with 4GB RAM.
We independently run two benchmarks: BYTEmark -a benchmark that tests CPU, cache, memory, integer and floating-point performance -and Bonnie, which focuses on I/O throughput. We sent multiple instances of these benchmarks as condor jobs to every machine in the pool, varying their arguments randomly across a large range. In all, an order of 9,000 jobs were executed. We then independently run Distributed HilOut on the resulting datasets. After preprocessing the dataset, we selected 56 attributes, which describe job execution and the properties of the execution machine. Job execution attributes include runtime and CPU loads, memory usage, etc., while the machine properties contain attributes such as CPU architecture, memory size, disk space, condor version, and floating point performance.
We used the following distance metric d: First, all of the numeral features were linearly normalized to the range [0, 1], so that the weight of different attributes would not to be influenced by range differences. Given two points the distance between numeral features was calculated using a weighted L2 norm -with more weight allocated to performance indicators (runtime, etc.) and less to configuration features (memory size, etc.). This different weighting compensates for the smaller number and lower mutual dependency of the former respective to the latter. Nominal features contributed zero to the overall distance if their value was the same, and a constant otherwise. This is with the exception of the machine identifier. This field contributed a very large constant if it was the same and zero otherwise. The reason for that is that we wanted neighbor points to belong to different machines -so that our algorithm detect exceptional machines rather than exceptional executions in the same machine.
Below, we describe three different experiments we conducted. We note that between experiments some of the misconfigured machines have been fixed. Hence, the differences in the number of outlied machines, of data points, etc.. Although experimentally undesirable, this is an unavoidable outcome of working in a truly operational system. Finally, we note that in all our experiments the number of neighbors (m) was set to five.
Qualitative Results
We run Distributed HilOut separately on the records of each benchmark. The outcome of the analysis was a list of suspected machines. Additionally, as shown in Tables 1 and 2, the algorithm ranked for each outlier the main attributes which contributed to the high score. In both tests two machines, i3 and bh10, were indicated as misconfigured. Additionally, the test based on BYTEmark data indicated that bh13 and i4 are also outlied. With the help of a system administrator, we analyzed the four machines who had the highest ranking.
The machine that was ranked highest was bh10. The reason it was ranked so high was excessive swap activity. In our analysis we were not able to recreate the phenomena and concluded it had been of temporary nature.
The next highest ranked machine was i4, which contributed five of the top nine outlied points. In all of the outlaid executions one of the outstanding attributes has been user CPU, which was extraordinarily low. A quick check found that the CPU load of that machines was very high. The source of the high load turns out to be a network daemon (Infiniband manager) which was accidentally installed on the machine. As a result, the user was only allocated a small percentage of the CPU time. After the system administrator shut the daemon down the machine started to behave normally. The third ranked machine was bh13. With that machine the algorithm indicated a mismatch of the CPU model and the time it takes to launch a job. As it turned out, this machine had wrong BIOS setup: It was configured with active HyperThreading, which meant each CPU (the machine had two) was presented as two CPUs with half the system resources (memory, etc.). Consequently, it launched jobs slower than other machines with same CPU model.
The fourth ranked machine was i3. Here, GMS indicated a higher than usual use of the root file system. We found the root file system was nearly full. This led to the failure of the benchmark, and thus to much shorter runtime than usual.
Although qualitative, we consider the validation process highly successful. Of the four highest ranked machines, three were found to actually have been misconfigured. In all three GMS contributed to the analysis by pointing out not only which machines to check but also what attributes differ in the outlaid machine respective to comparable machines. The further analysis of the misconfiguration, beyond using GMS required no access of logs or configuration files. On the flip side, we indicate that the Bonnie benchmark missed two out of the three misconfigured machines. We attribute the to the narrow nature of this benchmark, which focuses on I/O. Our second experiment aims to evaluate the scalability of the Distributed-HilOut algorithm. Specifically, we wish to examine what portion of the entire data set, SN , is collected into SG. To be scalable, SG needs to grow sublinearly with the number of execution machines and at most linearly with the number of desired outliersk. Tables 3 and 4 depict the percentage, out of the total points produced by 10, 20, or 30 machines, of points collected into SG. As the number of machines grows, that percentage declines. In a largescale set-up with hundreds of execution machines we expect the percentage to decline much further.
Quantitative Results
Figures 5 and 6 depict the percentage, out of the total points produced by 30 machines, of the points that were collected when the user chooses to search for 3, 5, or 7 outliers. That percentage increases linearly. We conclude that our approach is indeed scalable.
Interoperability
Our final set of experiments validated the ability of GMS to operate in a real life grid system. For this purpose we conducted two experiments. In the first, we ran the Distributed HilOut algorithm while the system was under its regular operation load. We noted the progression of the algorithm in terms of the recall (portion of the outcome correctly computed) and observe both the recall in terms of outlied machines (Recall -M) and in terms of data points (Recall -P). The latter is important because for the same outlied machines there could be several indication of its miss behavior, such that the dominant attributes explaining the problem differ from one to the next.
As can be seen in Tables 7 and 8 the progression of the recall is quite fast: Although the entire execution took 46 minutes for the BYTEmark data (88 for Bonnie), within ten minutes one or two misconfigured machines were already discovered. This means the administrators were able to start analyzing misconfigured machines al most right away. In both benchmarks, a quarter of an hour was sufficient to discover all outlied machines, and most of the patterns indicating the reason for them being outliers. The computational overhead was not very large -in all, about forty workflows have resulted in additions to SG. The percentage of SG in SN , however, was quite high -about 25%. Further analysis shows that many of the points in SG were contributed in response to the initial message -the one with an empty SG. We extend on that below.
In the second set, we repeated the same experiment with twenty of the well-configured machines shut down. Then, when no more workflows were pending, we turned the machines up and sent another batch of workflows (without emptying SG). The purpose of this experiment was to observe GMS behavior in the presence of failure.
The results of this second test are somewhat surprising. With respect to the recall our expectations -fast convergence regardless of the missing machines -were met. As Tables 9 and 10 show, the rate of convergence was about the same as that in the previous experiment. Furthermore, nearly complete recall of the patterns was achieved in both benchmarks, and all of the outlied machines were discovered. What stands out, however, is that all this was achieved with far less overhead in both workflows and data points collected. The overhead remained low even after we turned the missing machines on again (as described below the double line).
Further analysis of the algorithm reveals the reason for its relative inefficiency in the first setup. Had all of the computers been available at the launching of the algorithms, and had Condor been able to deliver the jobs to them simultaneously, they would all receive an empty SG as an argument. In this case, each computer would return its seven most outlied points with their support (five points to each outlier). Because of the possible overlap between outliers and support, this could result in 7 to 42 points per computer. Multiplied by the number of computer this gives anything between around 300 to around 1,600 points that are sent before any real analysis can begin.
We see three possible solutions to this: One, we could emulate the second setup by sending the initiation message to small sets of computers. Two, we could add a random delay to the first workflow, increasing the chance of non-empty SG being delivered with it. Three, we could restrict the return value of the first job to just part of the outliers and support. However, we believe non pf these solutions is actually needed. In a real system some of the jobs would always be delayed and some of the machines would always be unavailable when the algorithm initiates. Furthermore, Condor itself delays jobs enough to stop this worst-case scenario from ever happening.
CONCLUSION AND FUTURE WORK
We study the problem of detecting misconfigured machines in large grid systems. The heterogeneity of these systems require a rich description of their operation, while their scale makes centralization of the data, as well as manual analysis of the data, inefficient. We therefore suggest a distributed architecture which enables automatic analysis of the data via data mining algorithms.
We implement a highly portable Grid Monitoring System (GMS) that relies on an ontology for virtualization of the underlying batch system and for enhancing data quality. We deploy our system on a heterogeneous Condor pool, and demonstrated its effectiveness by discovering three misconfigured machines.
Outlier detection is just one of the algorithms which can be implemented on top of GMS. Respectively, misconfiguration detection is just one of the possible applications of data mining for grid systems. We intend to extend GMS for various applications, such as resource preservation in workflows, runtime predication, etc.
Monitoring data is not static by nature. One of the more interesting aspects of this data, which we did not yet investigate, is its temporal nature. In the future, we intend to look into ways to analyze the temporal behavior of a grid system via GMS.
