Distributed AI (DAI) systems exploiting CBR techniques have to deal with the problem of retrieving episodes which are themselves distributed across a set of agents. From a Gestalt perspective, a good overall case may not be the one derived from the summation of best subcases. Each of the agent's partial view may result in local cases that are best matches based on the local view. However, these local cases when assembled may not result in the best overall case in terms of global measures. We propose a negotiation-driven case retrieval algorithm as an approach to dynamically resolving inconsistencies between different case pieces during the retrieval process. Agents augment each other's view with nonlocal information to the extent that a good overall episode is formed from the integration of locally retrieved cases.
Introduction
Multi-agent systems (MAS) exploiting Case-Based Reasoning(CBR) techniques have to deal with the problem of retrieving episodes which are themselves distributed across a set of agents. From a Gestalt perspective, a good overall case may not be the one derived from the summation of best subcases. Each of the agents' partial view may result in local cases that are best matches based on the local view. However, these local cases when assembled may not result in the best overall case in terms of global measures. We propose a negotiationdriven case retrieval algorithm as an approach to dynamically resolving inconsistencies between different case pieces during the retrieval process. Agents augment each other's view with non-local information to the extent that a good overall episode is formed from the integration of locally retrieved cases. In our work on Negotiated Search [3] , we proposed certain general mechanisms for performing distributed search in multi-agent systems. We draw upon our experience with these methods to extend them to case-based systems in a distributed environment.
In a multi-agent system, a problem-solving episode may not be present at a single physical location and may be distributed across a set of agents. How do distributed case bases arise in these systems? A system that performs rote learning by storing successful problemsolving episodes, where each agent stores its own local case in its case base, could give rise to such a Distributed Case Base (DCB). However, this may not be the only way. If the agents are a set of reusable agentsf21, then each of the agents could have acquired its own independent problem-solving experiences by participating in different teams of agents. Or a Case-Knowledge Engineer could design each of the case bases by giving them episodes from his collection of cases. Another scenario one could envisage in near future is the existence of casebases spread across a communication network. Certain queries may not be satisfied by any one case base and may need a composite case derived through cases from different case bases. Barletta and Mark[ 13 and Redmond[6] deal with distributed cases in single agent systems. Each case is divided into subcases or snippets and a snippet is indexed using both global goals and the local context of that snippet within the case. This kind of elaborate engineering in the form of indexing the case pieces using both global and local problem solving contexts may not be feasible for multi-agent CBR systems. The agents may have only a partial view of the global problem solving context and the internal context of a case piece. Case bases for individual agents may be built independently, without the knowledge of the kinds of problem solving systems in which they are going to participate. In this paper, we propose an alternative to using elaborate indexing to avoid interactions when case pieces are re-instantiated in a new problem solving context. Case pieces are iteratively retrieved and assembled into a case, dynamically resolving any conflicts that arise during the process through negotiation among the participant agents. There are a few other important issues to note here. It may in fact be true that even though the cases for individual agents may be derived from past problemsolving experience, there could be combinations of these cases that may be assembled into an episode that the system as a whole has never seen before. As discussed later, this has some important implications in DCBs. In addition, local case integration does not require that the overall episode be completely represented at any one node; in some situations, the distributed episode components are integrated only by their mutual consistency.
Negotiated Case Retrieval
The set of agents involved in distributed Case Based Reasoning need to perform a coordinated retrieval of local cases through cornmunication of relevant non-local information. Below, we briefly present some notation and then our Negotiated Retrieval Algorithm.
Let cq represent the local input feature set for agent i. p; represents the shared input feature set for agent i. The features in this set are used as inputs for case retrieval but they also participate in inter-agent constraints which involve features known to more than one agent. They could be formed and refined from that part of the problem specification that is known and relevant to the agent, from locally available constraints and also from information (in the form of constraints or data) communicated from other agents. Agents need to negotiate on these features to get globally consistent values for them. 7; represents a set of output features extracted from aretrieved case in agent i. 
More Generic Retrieval
Reaching this stage implies that the system may be over-constrained for the given problem specification and we may have to relax some of the hard constraints or report failure if this is not allowed. This is expected to take the retrieval process to qualitatively different regions (can be a superset too) of the case base. Just as with soft constraints, the choice of which constraint to relax is based on system-wide knowledge of some sort or on generic strategies each agent possesses.
If there are changes in Phase III -like relaxing a constraint or changing the ranges of values of shared input parameter -goto Phase I.
Agents implementing the Negotiated Retrieval Algorithm are performing an asynchronous parallel distributed search to obtain a good overall episode assembled from case pieces. The asynchronous nature of the search could be attributed to the fact that an agent could be in any phase of the NFU for a given case evolution at a given time. Since many partial cases could be evolving simultaneously, an agent could be in different NFU phases for different solutions at any given time. Also note that the NRA presented here is very general and all systems need not necessarily go through all the phases.
Experimental Results
aspects of CBR-TEAM, while stripping it of domain-specific complexities. Rest of this section will discuss ABSTRACT-TEAM in some detail and follow it with some experimental results demonstrating the benefits of negotiated retrieval. Agents in ABSTRACT-TEAM have to assemble a mutually consistent composite feature vector from local features vectors retrieved from local case bases. Each agent possesses constraints which may be defined on both local and shared features. Each agent has a local case base which is a list of feature vectors. During Phase I of the NRA, all the agents retrieve best local feature vectors in parallel, based on the problem specification. In this phase, each agent constrains its local retrieval to avoid cases which violate constraints on local features. During Phase II, the agents assemble a composite feature vector from the local feature vectors. Each agent checks in turn, if its constraints on non-local shared features apply to the composite feature vector. If a violation is detected, the algorithm moves to Phase m, where the corresponding constraint is conveyed to the relevant agents and a new iteration of the NRA is initiated, but this time with an enhanced view of the problem-solving requirements for at least one agent.
For the experiments reported below, we used two agents. A case of Agent 1 was a feature vector of three features, and a local case base was built by randomly generating feature vectors and their corresponding costs. Cases for Agent 2 had four features and a local case base was similarly generated. Constraints that could be communicated to other agents had a In order to get a better insight into the proposed negotiated retrieval mechanism for distributed case bases, we built a steam condenser design system called CBR-TEAM, and an abstract version of the CBR-TEAM called the ABSTRACT-TEAM. It captures the essential representation similar to that in CBR-TEAM; numeric-valued constraints on single features. Composite feature vector had seven features corresponding to three from Agent 1 and four from Agent 2. Problem specification consists of required ranges on certain features. algorithm against a simpler algorithm which involves retrieving and conflict detection but no explicit feed back through negotiation and exchange of constraints. Thus, detection of conflict simply leads to another round of retrieval. We again conducted thirty runs at each case base size, noting the time difference between the simple retrieval algorithm and the NRA for each case base. Figure 2 shows that the difference rises sharply with the case base size with the simple retrieval algorithm taking increasingly larger times compared to the NRA.
Related Work
lThe exact units of time are unimportant here. We used (get-internal-run-time) provided by Harlequin's Lispworks development environment. break cases into pieces where each piece is a sequence of actions used to recover from a hypothesized fault. JULIANA [7] and CELIA[6] implement distributed case representation that is closer in spirit to the work described here. Cases are broken into pieces called snippets, each of which represents the pursual of a goal. These snippets are linked to other causally related snippets. Following the links can reconstruct a full case. Each snippet has a pointer to the case header, its goal and the context in which it is embedded. During problem solving, an individual snippet can be retrieved and used to pursue a subgoal related to its goal. The next subgoal can be pursued using a snippet from an entirely different case. In all these systems, both the global context and the internal context of a piece in a case are carefully extracted and used as indices for that piece to avoid inconsistencies among pieces participating in a problem solving run. However, in multi-agent systems the agent case bases may be developed in disparate situations making it impractical to follow this strategy. So the NRA tries to deal with incompatibilities between pieces by detecting and resolving them at the retrieval time. of an agent can implicitly capture many of the interactions and thus provide good guidance to a similar future situation for coordinated actions. This paper makes an initial foray into methods for performing distributed case-based reasoning. We presented a strategy for retrieval of episodes distributed across multiple agents. Constraints emerge dynamically, as a result of the on-going problem solving activity. Negotiated retrieval performs focused information exchange to achieve a more coordinated distributed episode retrieval. In future, we intend to further investigate the issues of commitment retraction, agent modeling, other control, search and learning issues which can possibly use a DCB component to be able to exploit the wealth of CBR techniques in literature.
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