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Abstract
Let Ω be a domain in R2, not necessarily bounded. Consider the semi-linear elliptic equation
−u = R(x)eu, x ∈ Ω.
We prove that, for any compact subset K of Ω , there is a constant C, such that the inequality
sup
K
u+ inf
Ω
u C (1)
holds for all solutions u.
This type of inequality was first established by Brezis, Li, and Shafrir [H. Brezis, Y.Y. Li, I. Shafrir,
A sup+ inf inequality for some nonlinear elliptic equations involving exponential nonlinearities, J. Funct.
Anal. 115 (1993) 344–358] under the assumption that R(x) is positive and bounded away from zero.
It has become a useful tool in estimating the solutions of semi-linear elliptic equations either in Eu-
clidean spaces or on Riemannian manifolds (see [H. Brezis, Y.Y. Li, I. Shafrir, A sup+ inf inequality for
some nonlinear elliptic equations involving exponential nonlinearities, J. Funct. Anal. 115 (1993) 344–358;
C.-C. Chen, C.-S. Lin, A sharp sup+ inf inequality for a nonlinear elliptic equation in R2, Comm. Anal.
Geom. 6 (1998) 1–19; W. Chen, C. Li, Gaussian curvature in the negative case, Proc. Amer. Math. Soc.
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for solutions of −u = V eu in dimension two, Indiana Univ. Math. J. 43 (1994) 1255–1270]).
In Brezis, Li, and Shafrir’s result, the constant C depends on the lower bound of the function R(x). In this
paper, we remove this restriction and extend the inequality to the case where R(x) is allowed to have zeros,
so that it can be applied to obtain a priori estimates for a broader class of equations, as we will illustrate in
the last section. The key to prove this inequality is the analysis of asymptotic decay near infinity of solutions
for a corresponding limiting equation in R2, which is interesting and useful in its own right.
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1. Introduction
Let Ω be a domain in R2, may or may not be bounded. Let − be the Euclidean Laplace
operator. Consider the semi-linear elliptic equation
−u = R(x)eu(x), x ∈ Ω. (2)
It is well known that, even for a fixed bounded smooth function R(x), the solutions of (2) may
not be uniformly bounded. In particular, when R(x) ≡ 1 and Ω = R2, we [5] classified all the
solutions of (2) and show that they must assume the form of
φλ,xo (x) = ln 8λ
2
(1 + λ2|x − xo|2)2 ,
where xo is any point in R2, and 0 < λ < ∞.
From this expression, one can see that as λ → ∞, at point xo, the family of solutions φλ,xo
approaches positive infinity; while at other points, it tends to negative infinity. More interestingly,
for any domain Ω containing xo, there is a constant C depending only on Ω and xo, such that
supφλ,xo + infφλ,xo  C. (3)
Then one may wonder if this holds in general for all solutions of (2). Indeed, Brezis, Li, and
Shafrir [2] proved
Proposition 1 (Brezis–Li–Shafrir). Assume R(x) is a Lipschitz function satisfying
0 < a R(x) b < ∞.
Let K be a compact subset of Ω . Then there exists a constant
C = C(a, b,‖∇R‖L∞,K,Ω)
such that
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K
u+ inf
Ω
u C
holds for all solutions u of Eq. (2).
C.-C. Chen and C.-S. Lin [4] also established some sharp sup+ inf inequalities for the same
Eq. (2) in R2.
This kind of sup+ inf inequality has become a powerful tool in analyzing the behavior of a
blowing-up sequence, and hence obtaining a priori estimates for solutions of semi-linear elliptic
equations in domains of R2 as well as on two-dimensional manifolds (see [2,4,8,10,13]).
In both articles [2] and [4], the authors assumed that R(x) is positive and bounded away from
zero, a technical condition due to the methods, and their constant C depends on the lower bound
of R(x).
Then one may naturally ask:
What if the function R(x) is not bounded away from zero? Do we still have sup+ inf inequality
near zeros of R(x)?
The main objective of this paper is to answer the above question. We prove that if R(x) is
roughly a polynomial growth near each of its zeros, then the sup+ inf inequality holds. More
generally and precisely, we have
Theorem 1. Assume that
(R1) R(x) 0 and near each of its zeros, say xo,
R(x) = (1 + (x))H(x), with H(x) = ∣∣x − xo∣∣γ g(θ), (4)
where γ is any real number greater than 1;
(R2) g(θ) is a C1 function for θ ∈ [0,2π] with only isolated zeros. If θo is a zero of g, then
g(θ) ∼ ∣∣θ − θo∣∣k, for some 0 < k  γ ;
(R3) (x) is non-decreasing in radial direction from the center xo, and (x) → 0 as x → xo.
Then for any compact subset K of Ω , we have, for all solutions u of (2),
sup
K
u+ inf
Ω
u C. (5)
Here C depends only on K , the diameter of Ω and the C1 norm of R(x).
Remark. Our local assumption (4) is rather relaxed, for instance, it is satisfied by most poly-
nomials and homogeneous functions. For xo = 0, simple examples of R(x) are: |x|γ , x21 , x21x22 ,
etc.
Closely related to this in higher dimensions, for prescribing scalar curvature equations
−u = R(x)un+2n−2 , u > 0, x ∈ Rn, n 3, (6)
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Proposition 2 (Lin). Suppose that R(x) is a C1 homogeneous function of degree γ > 0, and
satisfies
c1|x|γ−1 
∣∣∇R(x)∣∣ c2|x|γ−1
for positive constants c1 and c2. Then Eq. (6) possesses no solutions.
In [1], Berestycki, Hamel, and Rossi established Liouville type theorems for some general
semi-linear elliptic equations.
Based on Lin’s result, if, for example, R(x) = |x|γ , then problem (6) has no solution. Sur-
prisingly enough, we find that the same is NOT true in dimension two. One can verify that the
equation
−u = |x|γ eu(x), x ∈ R2,
possesses a family of solutions
uλ(x) = ln 2(γ + 2)
2λγ+2
(1 + (λ|x|)γ+2)2 , ∀λ > 0,
which are obvious not uniformly bounded. However, one can verify that they do obey the
sup+ inf inequality.
Lin’s Liouville type theorems are useful tools in obtaining a priori estimates on the solutions
for prescribing scalar curvature equation on compact Riemannian manifolds near zeros of R(x).
(Also see [7] and [9].) His main idea is using a blowing-up and re-scaling argument. If there
exists a sequence of solutions which are not bounded, then by re-scaling, one would arrive at the
limiting Eq. (6) in Rn to contradict with Lin’s non-existence result. However, the phenomena in
two dimensions are completely different, and hence the similar argument does not work. As a
remedy, our sup+ inf inequality can be used to obtain a priori estimates in this situation, as we
will show in the last section.
We will use the method of moving spheres and blowing up and re-scaling technique to prove
Theorem 1. To this end, it is essential to obtain some needed asymptotic behavior near infinity of
the solutions of the limiting equation:
−u = R(x)eu(x), x ∈ R2, (7)
where
R(x) = |x|γ g(θ)
is obtained from the local expression of the original R(x) near xo through re-scaling. Here g(θ)
satisfies (R2).
We first prove
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β = 1
2π
∫
R2
R(x)eu dx < ∞.
Then
−β ln(|x| + 1)−C  u(x)−β ln(|x| + 1)+C
with β > 2 + γ. Furthermore
∫
R2
x · ∇R(x)eu(x) dx = πβ(β − 4). (8)
As a direct consequence, we have
Corollary 1. If u is a solution of (7) with
∫
R2
R(x)eu(x) dx < ∞, (9)
then
∫
R2
R(x)eu dx = 4(2 + γ )π, (10)
and
−2(2 + γ ) ln(|x| + 1)−C  u(x)−2(2 + γ ) ln(|x| + 1)+C. (11)
To see how Theorem 2 implies Corollary 1, one only needs to notice that
x · ∇R(x) = γR(x).
Remark. Here, Theorem 2 is actually a generalization of a corresponding result in [6].
In Section 2, we study asymptotic decay of solutions and prove Theorem 2. In Section 3,
we establish the sup+ inf inequality and prove Theorem 1. In Section 4, we illustrate how this
sup+ inf inequality can be used to obtain a priori estimates for solutions of prescribing Gaus-
sian curvature problem on two-dimensional manifolds where the given functions are allowed to
change signs.
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In this section, we prove Theorem 2. Assume that
R(x) = |x|γ g(θ)
for some real number γ > 1 with g(θ) satisfying (R2).
The following lemma is an important ingredient in obtaining the asymptotic decay of the
solutions near infinity.
Lemma 2.1. For each solution u of (7) with
∫
R2
R(x)eu dx < ∞, (12)
there exists a constant C, such that
R(x)eu(x)  C, ∀x ∈ R2. (13)
To prove the lemma, we need a proposition from [3].
Proposition 3 (Brezis and Merle). Assume that Ω ⊂ R2 is a bounded domain and let u be a
solution of
{−u = f (x), x ∈ Ω,
u(x) = 0, x ∈ ∂Ω,
with f ∈ L1(Ω). Then for every δ ∈ (0,4π), we have
∫
Ω
exp
{
(4π − δ)|u(x)|
‖f ‖L1(Ω)
}
dx  4π
2
δ
(diamΩ)2.
Proof of Lemma 2.1. Let xo = (xo1 , xo2 ) be a point in R2 with |xo| sufficiently large. We establish
(13) in B1(xo) with the constant C independent of xo. The proof consists of two parts.
In Part I, we show that if
R(xo) > 0, and co 
R(x)
R(xo)
 Co ∀x ∈ B2
(
xo
)
, (14)
for some positive constants co and Co, then (13) holds in B1(xo).
In Part II, we further study condition (14) to see when it holds. And in the case the condition
is violated, we prove the lemma in a different way.
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Let v(x) = u(x)+ lnR(xo). Then v satisfies
−v = R(x)
R(xo)
ev(x), x ∈ B2
(
xo
)
.
Write
f (x) = R(x)
R(xo)
ev(x) = R(x)eu(x).
Split v into two parts v = v1 + v2, where vi are solutions of the following problems respec-
tively:
{−v1 = f (x) in B2(xo),
v1 = 0 on ∂B2(xo), (15){−v2 = 0 in B2(xo),
v2 = v on ∂B2(xo). (16)
We first show that v1 is bounded in B1(xo).
For each M > 0, let
fM(x) =
{
f (x) if f (x)M,
0 if f (x) > M.
Again split v1(x) into two parts:
v1 = w1 +w2,
where
{−w1 = f (x)− fM(x) in B2(xo),
w1 = 0 on ∂B2(xo), (17){−w2 = fM(x) in B2(xo),
w2 = 0 on ∂B2(xo). (18)
We claim that, for any p > 1, there is a constant C = C(p), such that
∫
B2(xo)
ep|v1(x)| dx  C, ∀xo ∈ R2, with ∣∣xo∣∣ 3. (19)
To this end, we first estimate w1.
For a given p > 1, choose M > 0, such that
‖f − fM‖L1(R2) =
∫ ∣∣f (x)∣∣dx  2π
p
. (20)f (x)>M
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Applying the proposition of Brezis and Merle to w1 with δ = 2π and by (20), we have
∫
B2(xo)
ep|w1(x)| dx  8π. (21)
Then we work on w2. Since 0 fM(x)M , from the standard elliptic estimate,
∣∣w2(x)∣∣ C(M). (22)
This verifies the claim. Now f ∈ Lp(B2(xo)) for p > 1. Then by (14) and the standard elliptic
estimate, v1 ∈ W 2,p(B2(xo)), and hence bounded in B1(xo).
Next, we estimate v2(x). By the standard estimate for harmonic functions, we have
sup
B1(xo)
v+2 (x) C1
∫
B2(xo)
v+2 (x) dx
 C2
∫
B2(xo)
ev
+
2 (x) dx
 C3
∫
B2(xo)
ev2(x) dx +C4
 C5
∫
B2(xo)
ev(x) dx +C4
= C5
∫
B2(xo)
R
(
xo
)
eu(x) dx +C5
 C6
∫
B2(xo)
R(x)eu(x) dx +C5  C. (23)
Here, the last inequality was due to condition (14).
Part II
In this part, we first investigate condition (14) to see when it holds. Then in the remaining
cases, we prove the lemma in a different way. By a re-scaling, we may just consider B1(xo)
instead of B2(xo).
Recall that
R(x) = |x|γ g(θ), with 0 θ  2π.
Case (i). Away from zeros of g.
Without loss of generality, let 0 and θo be two consecutive zeros of g(θ).
For each small number δ > 0, there exist an M > 0, such that whenever
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we have
ao|x|γ R(x)Ao|x|γ
for some positive constant ao and Ao. It follows that
co 
R(x)
R(xo)
 Co ∀
∣∣xo∣∣M and ∀x ∈ B1(xo).
By the argument in Part I, we are done in this case.
Case (ii). Close to the zeros of g.
We first consider the region where θ is small.
By (R2), we can choose δ > 0 so small that for some 0 < k  γ,
g(θ) ∼ θk, or R(1, x2) ∼ |x2|k whenever 0 θ  δ. (24)
For convenience, write
xo = (λ,λt) and x = (λ+ a,λt + b) with a2 + b2  1.
We may assume that |λ| ≡ |xo1 | 2.
By virtue of (24), we have
R(λ,λt) ∼ |λ|γ |t |k.
It follows that
R(x)
R(xo)
∼
∣∣∣∣λ+ aλ
∣∣∣∣
γ ∣∣∣∣ λt + bλt + at
∣∣∣∣
k
.
From here one can easily see that if |λt | ≡ |xo2 | 2, then R(x)R(xo) is bounded from both above and
below, and we are done.
Now in the remaining cases when |xo2 | 2, we prove the lemma as the following.
Let
u¯ = u+ (γ − k) lnλ,
then
−u¯ = R(x)|λ|γ−k e
u¯.
Under the condition that |xo| = |λt | 2 and by (24), one can easily verify that2
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|λ|γ−k  C ∀x ∈ B1
(
xo
)
,
with some constant C independent of xo. Then by the same argument as in Part I, we conclude
that
u¯+  C,
and hence
R(x)
|λ|γ−k e
u¯  C,
or equivalently
R(x)eu(x)  C.
This completes the proof of the lemma. 
Lemma 2.2. For each solution u of (7) with
∫
R2
R(x)eu dx  C < ∞,
there exists a constant C1, such that
u(x) C1, ∀x ∈ R2. (25)
Proof. Let xo be any point in R2. We derive (25) in the ball B1(xo) with constants C1 and C2
independent of xo.
Since
3∫
2
∫
∂Br (xo)
R(x)eu ds dr  C,
there exists 2 k  3 such that
∫
∂Bk(x
o)
R(x)eu ds  C. (26)
Write u = u1 + u2 with
{−u1 = R(x)eu, x ∈ Bk(xo),
u1 = 0, x ∈ ∂Bk(xo);
and
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u2 = u x ∈ ∂Bk(xo).
By Lemma 2.1, u1 is bounded in R2. While u2 is harmonic, we have
sup
B1(xo)
u2 A1
∫
∂Bk(x
o)
u+2 ds
A1
{ ∫
∂Bk(x
o)
(
u2 + lnR(x)
)+
ds +
∫
∂Bk(x
o)
(− lnR(x))+ ds
}
A2
∫
∂Bk(x
o)
R(x)eu ds +A3.
Consequently, by (26), we arrive at (25). This completes the proof of the lemma. 
Lemma 2.3. Assume that
R(x)eu(x) M < +∞
and u is a solution of (7) with
∫
R2
R(x)eu(x) dx < +∞.
Let
β = 1
2π
∫
R2
R(x)eu(x) dx.
Then β > γ + 2 and
−β ln(|x| + 1)−C  u(x)−β ln(|x| + 1)+C (27)
for some constant C.
Proof. (i) Let
w(x) = 1
2π
∫
R2
(
ln |x − y| − ln(|y| + 1))R(y)eu(y) dy.
Then it is easy to see that w(x) is well defined and
w(x) = R(x)eu(x), x ∈ R2.
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w(x)
ln |x| → β, uniformly as |x| → ∞.
To see this, we need only to verify that
I ≡
∫
R2
ln |x − y| − ln(|y| + 1)− ln |x|
ln |x| R(y)e
u(y) dy → 0
as |x| → ∞. Write I = I1 + I2 + I3, where I1, I2 and I3 are the integrals on the regions D1 =
{y; |x − y|  1}, D2 = {y; |x − y| > 1 and |y|  K} and D3 = {y; |x − y| > 1 and |y| > K}
respectively. We may assume that |x| 3.
(a) To estimate I1, we simply notice that
I1  C
∫
|x−y|1
R(y)eu(y) dy + 1
ln |x|
∫
|x−y|1
ln |x − y|R(y)eu(y) dy.
Then by the boundedness of R(y)eu(y) and
∫
R2 R(y)e
u(y) dy, we see that I1 → 0 as |x| → ∞.
(b) For each fixed K , in region D2, we have, as |x| → ∞,
ln |x − y| − ln(|y| + 1)− ln |x|
ln |x| → 0
hence I2 → 0.
(c) To see I3 → 0, we use the fact that for |x − y| > 1
∣∣∣∣ ln |x − y| − ln(|y| + 1)− ln |x|ln |x|
∣∣∣∣ C.
Then let K → ∞.
(ii) Consider the function v(x) = u(x)+w(x). Then v = 0 and, by Lemma 2.2,
v(x) C +C1 ln
(|x| + 1)
for some constants C and C1. Hence v must be constant. Therefore
u(x)
ln |x| → −β.
(iii) By the above proof, one can write the solution of (7) as
u(x) = C − 1
2π
∫
R2
(
ln |x − y| − ln(|y| + 1))R(y)eu(y) dy. (28)
Since
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∫
R2
(
ln |x − y| − ln(|y| + 1))R(y)eu(y) dy ln(|x| + 1)
∫
R2
R(y)eu(y) dy  2πβ ln
(|x| + 1)
we have, by (28),
u(x)−β ln(|x| + 1)−C.
Now the assumption on R(x) and
∫
R2
R(x)eu(x) dx < ∞
imply β > 2 + γ . This proves one side of the inequality (27).
(iv) To prove the other side of the inequality (27), it suffices to show that
w(x) β ln
(|x| + 1)−C1
for some constant C1. In fact, for |x − y| 1, we have
|x| |x − y|(|y| + 1).
Then
ln |x| − 2 ln(|y| + 1) ln |x − y| − ln(|y| + 1).
Consequently,
w(x) 1
2π
∫
|x−y|1
(
ln |x| − 2 ln(|y| + 1))R(y)eu(y) dy
+ 1
2π
∫
|x−y|1
{
ln |x − y| − ln(|y| + 1)}R(y)eu(y) dy
 β ln |x| − ln |x|
2π
∫
|x−y|1
R(y)eu(y) dy
+ 1
2π
∫
|x−y|1
ln |x − y|R(y)eu(y) dy − 1
π
∫
R2
ln
(|y| + 1)R(y)eu(y) dy
= β ln |x| + I1 + I2 + I3.
Taking into account of the fact that
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ln |x| → −β and β > 2 + γ
and by the boundedness of R(x)eu(x), one can easily see that
as |x| → ∞, I1, I2 → 0
and that I3 is finite. Therefore
w(x) β ln
(|x| + 1)−C.
This completes the proof. 
Lemma 2.4. Assume that
R(x)eu(x) M < +∞
and u is a solution of (7) with
∫
R2
R(x)eu(x) dx < +∞.
Let
β = 1
2π
∫
R2
R(x)eu(x) dx.
Then
urr → −β and uθ → 0, as r → ∞
where (r, θ) is the polar coordinate in R2, and ur , uθ are partial derivatives of u with respect
to r and θ respectively.
Proof. Applying (28), we have
rur = x1u1 + x2u2 = −β − 12π
∫
R2
y · (x − y)
|x − y|2 R(y)e
u(y) dy
and
uθ = 12π
∫
R2
y¯ · (x − y)
|x − y|2 R(y)e
u(y) dy
where y¯ = (y2,−y1). Hence it suffices to show that
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∫
R2
|y|
|x − y|R(y)e
u(y) dy → 0, as |x| → ∞.
In fact
I =
( ∫
|x−y||x|/2
+
∫
|x|/2|x−y|
) |y|
|x − y|R(y)e
u(y) dy = I1 + I2.
We are going to show that each of the above two integrals approaches to 0 as |x| → ∞.
(i) For I1, notice that in the region |x − y| |x|/2, we have
|x|
2
< |y| < 3|x|
2
.
Then it follows by Lemma 2.3,
|y|R(y)eu(y)  C|x|1−β+γ
for β > 2 + γ . Hence
I1 
∫
|x−y|<|x|/2
1
|x − y| dy ·C|x|
1−β+γ  C1|x|2−β+γ .
Now it is obvious that I1 → 0 as |x| → ∞.
(ii) To estimate I2, we use BK(0), the ball of radius K centered at origin, to divide the region
|x|/2 |x − y| into two parts.
For each fixed K , it is obvious that
∫
(|x|/2|x−y|)∩BK(0)
|y|
|x − y|R(y)e
u(y) dy → 0, as |x| → ∞;
while
∫
(|x|/2|x−y|)∩(|y|>K)
|y|
|x − y|R(y)e
u(y) dy  3
∫
|y|>K
R(y)eu(y) → 0
as K → ∞, due to the condition that
∫
R2
R(y)eu(y) dy < ∞.
This completes the proof. 
Completing the proof of Theorem 2. Multiplying both sides of Eq. (7) by x · ∇u , then inte-
grating on the ball BK(0) we get
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∂BK(0)
r
(
1
2
|∇u|2 − u2r
)
ds = −
∫
BK(0)
x · ∇Reu dx − 4πβ +
∫
∂BK(0)
rReu ds.
Write
|∇u|2 = u2r +
1
r2
u2θ .
Then by Lemma 2.4,
∫
∂BK(0)
r
(
1
2
|∇u|2 − u2r
)
ds → −πβ2.
While Lemma 2.3 implies
∫
∂BK(0)
rReu ds → 0 as K → ∞.
Therefore
πβ2 =
∫
R2
rRre
u dx + 4πβ.
This implies (8) and thus completes the proof of the theorem. 
3. Method of moving spheres
In this section, we use the method of moving spheres to prove Theorem 1.
Let Ω be a region in R2, may or may not be bounded. Let K be a compact subset of Ω . Let u
be a solution of
−u = R(x)eu, x ∈ Ω. (29)
We will show that there is a constant C, such that
sup
K
u+ inf
Ω
u C. (30)
We argue by contradiction. Suppose that (30) does not hold, then there exists a sequence of
solutions {ui} of (29), such that
sup
K
ui + inf
Ω
ui → ∞, as i → ∞.
Let xi ∈ K , with ui(xi) = supK ui , then
ui
(
xi
)+ infui → ∞, as i → ∞. (31)Ω
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Brezis, Li, and Shafrir implies that R(xo) = 0. Through a translation and a proper rescaling, we
may assume, without loss of generality, that
xi → 0, with R(0) = 0, and ui
(
xi
)+ inf
B3(0)
→ ∞. (32)
The assumption on R for x ∈ B3(0) now becomes
R(x) = (1 + (x))H(x). (33)
Here H(x) is a homogeneous function of degree γ with any real number γ > 1, and one can
express
H(x) = |x|γ g(θ),
with g(θ) satisfying condition (R2) and (x) satisfying (R3).
Let Γ = {x ∈ B3(0) | R(x) = 0}, δi = dist(xi,Γ ), and αi = e
ui (x
i )
γ+2
. We prove Theorem 1 in
the following 6 steps.
Step 1. Estimating δi .
We claim that there exists a constant C, such that
δi
αi
 C, ∀i = 1,2, . . . . (34)
Otherwise, by passing to a subsequence, we may assume that δi
αi
→ ∞. Let
vi(x) = ui
(
xi + δix
)+ (γ + 2) ln δi .
Then vi(0) → ∞ and
−vi(x) = Ri(x)evi (x), x ∈ B3/δi (0),
where
Ri(x) =
[
1 + (xi + δix)]H
(
xi
δi
+ x
)
.
By the well-known results on prescribing Gaussian curvature equation (for example, see [11]
or [12]), we must have
∇Ri(0) → 0, as i → ∞.
Also one can verify, by the expression of Ri , that
∇Ri(0) → ∇H(x¯),
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δi
→ x¯. It follows that
∇H(x¯) = 0.
Consequently, through a straight forward calculation, one would infer that g(θ¯) = 0, and hence
H(x¯) = 0. (35)
However, on the other hand, by the definition of δi , it is obvious that
dist(x¯,Γ ) = 1.
This contradicts with (35), and therefore verifies (34).
Step 2. Bounding the energy.
In this step, we use the idea of Brezis, Li, and Shafrir [2]. We obtain a bound of the energy in
a ball centered at xi with not so small size (as compare to αi ). More precisely, we claim that
lim
∫
BKαi (x
i )
R(x)eui dx  4(2 + γ )π, for all K > 0. (36)
Let
F(r) = ui
(
xi
)+ 1
2πr
∫
∂Br (xi )
ui(x) ds + 2(2 + γ ) ln r, 0 < r  2.
It is easy to verify that
F ′(r) = 1
2πr
∫
∂Br (xi )
∂ui
∂r
ds + 2(2 + γ )
r
= 1
2πr
∫
Br(xi )
ui dx + 2(2 + γ )
r
.
Consequently, from Eq. (29), we conclude that
F ′(r) 0 ⇐⇒
∫
Br (xi )
R(x)eui dx  4(2 + γ )π.
Obviously the function F(r) achieves its maximum on [0, 2] at some point 0 < μi  2, at which
F ′(μi) 0. It follows that
∫
Bμi
(
xi
)
R(x)eui dx  4(2 + γ )π.
Since ui is super-harmonic, we have
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(
ui
(
xi
)+ (2 + γ ) lnμi) ui(xi)+ 12πμi
∫
∂Bμi (x
i )
ui ds + 2(2 + γ ) lnμi
= F(μi) F(2) = ui
(
xi
)+ 1
4π
∫
∂B2(xi )
ui ds + 2(2 + γ ) ln 2
 ui
(
xi
)+ inf
∂B2(xi )
ui + 2(2 + γ ) ln 2
 ui
(
xi
)+ inf
B2(xi )
ui + 2(2 + γ ) ln 2.
It follows that
ui
(
xi
)+ 2(2 + γ ) lnμi → +∞ as i → ∞,
that is, by the definition of αi
ln
(
μi
αi
)
→ +∞.
Hence for any given K > 0, there is a sufficiently large i, so that Kαi  μi and therefore
∫
BKαi (x
i )
R(x)eui dx 
∫
Bμi (x
i )
R(x)eui dx  4(2 + γ )π.
This verifies (36).
Step 3. Locating local maxima.
In order to carry out a proper re-scaling, we need xi to be a maximum in its neighborhood.
However, recall that xi is just a maximum of ui in the compact set K , and it may not be a local
maximum. Instead, we will show that the local maximum of ui is actually very close to xi , and
the energy is still bounded in a ball (with not so small size) centered at the local maximum. More
precisely, we have
Lemma 3.1. There exists a sequence of points {yi}, such that
(1) yi → 0.
(2) yi is the maximum of ui in the ball Bαiro (yi) for some fixed ro > 0.
(3) ui(yi) ui(xi).
(4) Let βi = e−
ui (y
i )
2+γ
, and let
vi(x) = ui
(
yi + βix
)+ (2 + γ ) lnβi.
Then
vi(x) → v(x), as i → ∞,
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−v(x) = H(x¯ + x)ev(x), x ∈ R2,
where x¯ is some point in R2 as mentioned in Step 1. Furthermore
∫
R2
H(x + x¯)ev(x) dx  4(2 + γ )π. (37)
Proof. Let wi(x) = ui(xi + αix)+ (γ + 2) lnαi. Then
−wi = Ri(x)ewi(x), x ∈ B3/αi (0), (38)
where
Ri(x) =
[
1 + (xi + αix)]H
(
xi
αi
+ x
)
.
For each K > 0, by (36), we have, for i sufficiently large,
∫
BK(0)
Ri(x)e
wi(x) dx  4(2 + γ )π. (39)
Case (i). For any K > 0, {wi} is uniformly bounded in BK(0). Then by a standard elliptic
argument, wi(x) → w(x), and
−w = H(x + x¯)ew(x), x ∈ R2,
where x¯ is the point mentioned in Step 1. Furthermore
∫
R2
H(x + x¯)ew(x) dx  4(2 + γ )π.
It follows from Theorem 2 that w(x) attains its maximum at some point zo ∈ R2, and con-
sequently, there exists a sequence {zi} which are maxima of {wi}, and zi → zo. Now take
yi = xi +αizi , then again by a standard elliptic argument, we reach the conclusion of the lemma.
We call zo a blow-up point of the sequence {wi}, if there exists a sequence of points zi , such
that wi(zi) → ∞ and zi → zo. From the above energy bound (39) and by Proposition 3 of Brezis
and Merle, we conclude that for each fixed K > 0, the sequence {wi} can have only finitely many
blow-up points.
Case (ii). There exist positive numbers Ko and ro, such that zo ∈ BKo(0) is a blow-up point
and there are no other blow-up points of {wi} in B2ro (zo). Then there exists a sequence of points
zi which are maxima of wi in Bro(zi), such that wi(zi) → ∞. Let
yi = xi + αizi and βi = e−
ui (y
i )
2+γ .
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αiro
βi
→ ∞; yi → 0; ui
(
yi
)− ui(xi)→ ∞.
Make a new re-scaling
vi(x) = ui
(
yi + βix
)+ (2 + γ ) lnβi.
Using a similar argument as in Step 1, one can show that
dist(yi,Γ )
βi
 C.
Now again by a standard elliptic argument, vi(x) → v(x) uniformly on any ball BK(0),
−v(x) = H(x¯ + x)ev(x), x ∈ R2,
for some x¯ ∈ R2, and (37) holds.
This completes the proof of the lemma. 
Rewrite βi in Lemma 3.1 as αi . It follows from Lemma 3.1 that
ui(0)− ui
(
xi
)= vi
(
−x
i
αi
)
→ v(−x¯). (40)
Based on this observation, for simplicity, we may just consider
vi(x) = ui(αix)+ (γ + 2) lnαi,
and would still be able to guarantee the boundedness and hence convergence of {vi}.
It is easy to verify that
−vi(x) = R(αix)
α
γ
i
evi(x) = (1 + (αix))H(x)evi(x), x ∈ B 1
αi
(0).
Again by a standard elliptic argument, one can see that, as i → ∞ and possibly by passing to
a subsequence,
vi(x) → v(x) in C1+α
(
R2
)
, (41)
and
−v(x) = H(x)ev(x), x ∈ R2. (42)
We will apply the method of moving spheres on vi(x) to derive the desired inequality in the
following three steps.
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Let λ be a positive number. Make an inversion reflecting about the circle |x| = √λ:
vλi (x) = vi
(
λx
|x|2
)
+ (γ + 2) lnλ− (2γ + 4) ln |x|.
Then vλi satisfies:
−vλi =
(
1 + 
(
αiλx
|x|2
))
H(x)ev
λ
i (x), |x| λα2i .
For each fixed i, compare vλi with vi in the annulus
Gλi ≡
{
x
∣∣∣√λ |x| 1
αi
}
.
Let wλi (x) = vi(x)− vλi (x). Then for λ sufficiently small, we claim:
wλi (x) 0, ∀x ∈ Gλi . (43)
To see this, we divide the region Gλi into three parts.
(a) For sufficiently small δ > √λ, in the region where √λ |x| δ, (43) can be derived from
the following two facts:
(i) wλi (x) vi(x)+ (2γ + 4) ln |x| − (2 + γ ) lnλ;
(ii) wλi (x) = 0 for |x| =
√
λ, and ∂w
λ
i (x)
∂r
> 0 for r = |x| small but √λ.
To see (i), one only needs to notice that vi  0. First part of (ii) comes directly from the
definition of wλi . The second part can be deduced from (41) and the following fact
∂wi
∂r
(x) = ∂vi
∂r
(x)+ λ
r2
∂vi
∂r
(
λx
|x|2
)
+ 2γ + 4
r
. (44)
(b) Let ro >
√
λ be any fixed number. In the part where δ  |x|  ro, we use the fact that
vi(x) → v(x) uniformly; and for the limit v(x), we can make
v(x)+ (2γ + 4) ln |x| − (γ + 2) lnλ
arbitrarily large by choosing λ sufficiently small. Since vi(x) 0 and by the definition of wλi (x),
we can conclude that for sufficiently small λ and for large i,
wλi (x) vi(x)+ (2γ + 4) ln |x| − (γ + 2) lnλ 0, ∀δ  |x| ro.
(c) In the rest of Gλi where ro  |x| 1αi , since there is no uniform convergence of vi(x), we
will use a maximum principle to derive (43).
First, on the outer boundary |x| = 1
αi
, we must have
wλ(x) 0,i
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denoted by {wλi }), such that wλi (ai) < 0 for some ai on this boundary. It follows that
ui
(
xi
)+ inf
∂B1(0)
ui  C(λ).
This contradicts with our assumption on {ui}.
While on the inner boundary, as shown in (b), we already have
wλi (x) 0.
Suppose wλi is negative somewhere in this region. Let φ be a positive function (to be deter-
mined later), and let w¯λi (x) = w
λ
i (x)
φ(x)
. Then w¯λi (x) must attain its negative minimum at some point
xo with ro < |xo| < 1αi . It follows that
0−w¯λi
(
xo
)=
[
−w
λ
i
φ
+ 2∇φ
φ
∇w¯λi +
φ
φ
w¯λi
](
xo
)
. (45)
By using a mean value theorem and due to the monotonicity assumption on (x), we derive
−wλi (x)
[
1 + (αix)
]
H(x)eψi(x)wλi (x), (46)
where ψi(x) is some value between vi(x) and vλi (x).
It follows from (45) and (46) that
0 w¯λi
(
xo
)(φ(xo)
φ(xo)
+C∣∣xo∣∣γ e(γ+2) lnλ−(2γ+4) ln |xo|
)
= w¯λi
(
xo
)(φ(xo)
φ(xo)
+ C(λ)|xo|γ+4
)
(47)
where C(λ) is some constant depending on λ. Here we have used the facts that vi(x) is bounded
from above and
H(x) C|x|γ , wλi
(
xo
)
< 0, and ∇wλi
(
xo
)= 0.
On the other hand, choose φ(x) = ln(|x| − 1). Then it is easy to verify that
φ(x) = −1|x|(|x| − 1)2 . (48)
Consequently, for each fixed λ, we can choose ro sufficiently large, so that as |xo| ro, we have
φ(xo)
φ(xo)
+ C(λ)|xo|m+4 < 0.
This contradicts with (47). Therefore we must have, for sufficiently large ro,
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Now it follows from (46) and (43) that, for such a small λ, we also have
−wλi (x) 0, ∀x ∈ Gλi . (49)
Based on (43) and (49), we are now able to move the sphere starting from such a small λ, that
is, to increase λ as long as (43) holds, until it reaches the limit. For each fixed i, define
λo(i) = sup
{
λ
∣∣wλi (x) 0, ∀x ∈ Gλi }.
Step 5. Estimating λo(i).
Let
λo = lim
i
λo(i).
We estimate λo.
Fix a λ and let i → ∞. Then by (41),
wλi (x) → wλ(x) ≡ v(x)+ (2γ + 4) ln |x| − v
(
λx
|x|2
)
− (γ + 2) lnλ. (50)
Since wλi (x) 0, obviously we have
wλ(x) 0, ∀|x|√λ,
and it follows that
(γ + 2) lnλ v(x)+ (2γ + 4) ln |x| − v
(
λx
|x|2
)
. (51)
Fix this λ, let |x| → ∞. By Theorem 2, we arrive at
λ C,
for some constant C. Consequently, for i sufficiently large, we have
λo(i) 2C. (52)
Step 6. Reaching the desired inequality.
According to the definition of λo(i), and applying the maximum principle by virtue of (43)
and (49), we can see that there must exist some point xi on the outer boundary of Gλi , i.e.
|xi | = 1
αi
, such that
w
λo(i)
(
xi
)= 0. (53)i
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λo(i) is the largest such λ.
From (52), (53), the definition of wλi , and the fact that vi(x) 0, we obtain, for all sufficiently
large i,
vi
(
xi
)
 (2γ + 4) lnαi +C. (54)
Notice that ui(0) = −(γ + 2) lnαi , we have
ui
(
xi
)+ ui(αixi) C. (55)
It follows immediately that
ui
(
xi
)+ inf
B1(0)
ui  C (56)
for all sufficiently large i. This again contradicts with the assumption on {ui}, and therefore
completes the proof of the theorem. 
4. A priori estimates on manifolds
In this section, we indicate how our sup+ inf inequality can be used to obtain a priori estimates
for solutions of semi-linear elliptic equations on two-dimensional compact manifolds. We will
only illustrate the idea by using some simple examples. Interested readers may apply it to many
other cases.
Consider the prescribing scalar curvature equation on standard two sphere S2:
−u+ 2 = R(x)eu(x), x ∈ S2. (57)
Example 1. Assume that R(x) 0 and satisfies (4) near its zeros. Let Γ = {x ∈ S2 | R(x) = 0}.
Then by virtue of Theorem 1, we can conclude that there exists a neighborhood N(Γ ) of Γ and
a constant C, such that, for all solutions of (57),
u(x) C, ∀x ∈ N(Γ ). (58)
In fact, if (58) is false, then similar to the argument in the previous section, there exists a
sequence of solutions {ui}, with local maxima xi such that ui(xi) =→ ∞ and R(xi) → 0.
Choose a local coordinates, so that xi → 0. Let
vi(x) = ui
(
xi + αix
)+ (γ + 2) lnαi
with
αi = e−
ui (x
i )
γ+2 .
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−v = H(x)ev(x), x ∈ R2, (59)
where H(x) = |x|γ g(θ). By Corollary 1, we must have
∫
R2
H(x)ev(x) dx = 4(γ + 2)π. (60)
This contradicts with the fact that
∫
S2
R(x)eu(x) dx = 8π
because
8π  lim
i
∫
B(xi )
R(x)eui(x) dx 
∫
R2
H(x)ev(x) dx = 4(γ + 2)π.
Here γ > 1.
Example 2. Assume that R(x) changes signs. At zeros near which R(x) has different signs,
we assume that ∇R = 0. Then by one of our results in [7], the solutions of (57) are uniformly
bounded near this type of zeros and in the region where R(x) is negative. We show that the solu-
tions are also uniformly bounded near zeros where R(x) 0. Otherwise, there exists a sequence
of solutions {ui} that blows up at some point xo, with R(xo) = 0 and R(x) 0 near xo. Then by
Theorem 1, there is some point x1 near xo, such that
ui
(
x1
)→ −∞. (61)
Again by a result in [7], for any x in the region where R(x) is negative, we have
ui(x) ui
(
x1
)+C.
And consequently,
ui(x) → −∞.
It follows that
8π =
∫
S2
R(x)eui(x) dx
=
∫
R(x)eui(x) dx + o(1)
R(x)0
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∫
R2
H(x)ev(x) dx + o(1)
 4(γ + 2)π + o(1).
Again a contradiction. Therefore, the solutions must be uniformly bounded in a neighborhood
of xo.
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