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Abstract—In the field of Continual Learning, the objective is
to learn several tasks one after the other without access to the
data from previous tasks. Several solutions have been proposed
to tackle this problem but they usually assume that the user
knows which of the tasks to perform at test time on a particular
sample, or rely on small samples from previous data and most
of them suffer of a substantial drop in accuracy when updated
with batches of only one class at a time. In this article, we
propose a new method, OvA-INN, which is able to learn one
class at a time and without storing any of the previous data.
To achieve this, for each class, we train a specific Invertible
Neural Network to extract the relevant features to compute
the likelihood on this class. At test time, we can predict the
class of a sample by identifying the network which predicted
the highest likelihood. With this method, we show that we can
take advantage of pretrained models by stacking an Invertible
Network on top of a feature extractor. This way, we are able
to outperform state-of-the-art approaches that rely on features
learning for the Continual Learning of MNIST and CIFAR-100
datasets. In our experiments, we reach 72% accuracy on CIFAR-
100 after training our model one class at a time.
Index Terms—Continual Learning, Catastrophic forgetting
I. INTRODUCTION
A typical Deep Learning workflow consists in gathering
data, training a model on these data and finally deploying
the model in the real world [1]. If one would need to update
the model with new data, it would require to merge the old
and new data and process a training from scratch on this
new dataset. Nevertheless, there are circumstances where this
method may not apply. For example, it may not be possible
to store the old data because of privacy issues (health records,
sensible data) or memory limitations (embedded systems, very
large datasets). In order to address those limitations, recent
works propose a variety of approaches in a setting called
Continual Learning [2].
In Continual Learning, we aim to learn the parameters w of
a model on a sequence of datasets Di = {(xji , yji )}nij=1 with the
inputs xji ∈ X i and the labels yji ∈ Yi, to predict p(y∗|w, x∗)
for an unseen pair (x∗, y∗). The training has to be done
on each dataset, one after the other, without the possibility
to reuse previous datasets. The performance of a Continual
Learning algorithm can then be measured with two protocols :
multi-head or single-head. In the multi-head scenario, the task
identifier i is known at test time. For evaluating performances
on task i, the set of all possible labels is then Y = Yi. Whilst
in the single-head scenario, the task identifier is unknown, in
that case we have Y = ∪Ni=1Yi with N the number of tasks
learned so far. For example, let us say that the goal is to learn
MNIST sequentially with two batches: using only the data
from the first five classes and then only the data from the
remaining five other classes. In multi-head learning, one asks
at test time to be able to recognize samples of 0-4 among the
classes 0-4 and samples of 5-9 among classes 5-9. On the other
hand, in single-head learning, one cannot assume from which
batch a sample is coming from, hence the need to be able to
recognize any samples of 0-9 among classes 0-9. Although the
former one has received the most attention from researchers,
the last one fits better to the desiderata of a Continual Learning
system as expressed in [3] and [4]. The single-head scenario
is also notoriously harder than its multi-head counterpart [5].
We will mainly be focusing on the single-head setting in the
present work.
Updating the parameters with data from a new dataset
exposes the model to drastically deteriorate its performance
on previous data, a phenomenon known as catastrophic forget-
ting [6]. To alleviate this problem, researchers have proposed
a variety of approaches such as storing a few samples from
previous datasets [7], adding distillation regularization [8],
updating the parameters according to their usefulness on
previous datasets [9], using a generative model to produce
samples from previous datasets [10]. Despite those efforts
toward a more realistic setting of Continual Learning, one can
notice that, most of the time, results are proposed in the case of
a sequence of batches of multiple classes. This scenario often
ends up with better accuracy (because the learning procedure
highly benefits of the diversity of classes to find the best tuning
of parameters) but it does not illustrate the behavior of those
methods in the worst case scenario. In fact, Continual Learning
algorithms should be robust in the size of the batch of classes.
In this work, we propose to implement a method specially
designed to handle the case where each task consists of only
one class. It will therefore be evaluated in the single-head sce-
nario. Our approach, named One-versus-All Invertible Neural
Networks (OvA-INN), is based on an invertible neural network
architecture proposed by [11]. We use it in a One-versus-All
strategy : each network is trained to make a prediction of a
class and the most confident one on a sample is used to identify
the class of the sample. In contrast to most other methods, the
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training phase of each class can be independently executed
from one another.
The contributions of our work are (i) a new approach for
Continual Learning with one class per batch; (ii) a neural
architecture based on Invertible Networks that does not require
to store any of the previous data; (iii) state-of-the-art results
on several tasks of Continual Learning for Computer Vision
(CIFAR-100, MNIST) in this setting.
We start by reviewing the closest methods to our approach
in Section II, then explain our method in Section III, analyse
its performances in Section IV and identify limitations and
possible extensions in Section V.
II. RELATED WORK
Generative models: Inspired by biological mechanisms
such as the hippocampal system that rapidly encodes recent
experiences and the memory of the neocortex that is consol-
idated during sleep phases, a natural approach is to produce
samples of previous data that can be added to the new data to
learn a new task. FearNet [10] relies on an architecture based
on an autoencoder, whereas Deep Generative Replay [12] and
Parameter Generation and Model Adaptation [13] propose to
use a generative adversarial network. Those methods present
good results but require complex models to be able to generate
reliable data. Furthermore, it is difficult to assess the relevance
of the generated data to conduct subsequent training iterations.
Coreset-based models: These approaches alleviate the con-
straint on the availability of data by allowing the storage of
a few samples from previous data (which are called coreset).
iCaRL [7] and End-to-end IL [14] store 2000 samples from
previous batches and rely on respectively a distillation loss
and a mixture of cross-entropy and distillation loss to alleviate
forgetting. The authors of SupportNet [15] have also proposed
a strategy to select relevant samples for the coreset. Gradient
Episodic Memory [16] ensures that gradients computed on new
tasks do not interfere with the loss of previous tasks. Those
approaches give the best results for single-head learning. But,
similarly to generated data, it is not clear which data may
be useful to conduct further training iterations. In this paper,
we are challenging the need of the coreset for single-head
learning.
Distance-based models: These methods propose to embed
the data in a space which can be used to identify the class of
a sample by computing a distance between the embedding of
the sample and a reference for each class. Among the most
popular, we can cite Matching Networks [17] and Prototypical
Networks [18], but these methods have been mostly applied
to few-shot learning scenarios rather than continual.
Regularization-based approaches: These approaches
present an attempt to mitigate the effect of catastrophic forget-
ting by imposing some constraints on the loss function when
training subsequent classes. Elastic Weight Consolidation [9],
Synaptic Intelligence [19] and Memory Aware Synapses [20]
prevent the update of weights that were the most useful to
discriminate between previous classes. Hence, it is possible to
constrain the learning of a new task in such a way that the most
relevant weights for the previous tasks are less susceptible to
be updated. Learning without forgetting [8] proposes to use
knowledge distillation to preserve previous performances. The
network is divided in two parts : the shared weights and the
dedicated weights for each task. When learning a new task
A, the data of A get assigned “soft” labels by computing
the output by the network with the dedicated weight for each
previous task. Then the network is trained with the loss of task
A and is also constrained to reproduce the recorded output
for each other tasks. In [21], the authors propose to use an
autoencoder to reconstruct the extracted features for each task.
When learning a new task, the feature extractor is adapted
but has to make sure that the autoencoder of the other tasks
are still able to reconstruct the extracted features from the
current samples. While these methods obtain good results for
learning one new task, they become limited when it comes to
learn several new tasks, especially in the one class per batch
setting.
Expandable models: In the case of the multi-head setting,
it has been proposed to use the previously learned layers and
complete them with new layers trained on a new task. This
strategy is presented in Progressive Networks [22]. In order to
reduce the growth in memory caused by the new layers, the
authors of Dynamically Expandable Networks [23] proposed
an hybrid method which retrains some of the previous weights
and add new ones when necessary. Although these approaches
work very well in the case of multi-head learning, they cannot
be adapted to single-head. On the contrary, it is possible to
run OvA-INN in a multi-head setting, we demonstrate this in
section IV-D.
III. CLASS-BY-CLASS CONTINUAL LEARNING WITH
INVERTIBLE NETWORKS
A. Motivations and Challenge
We investigate the problem of training several datasets in
a sequential fashion with batches of only one class at a time.
Most approaches of the state-of-the-art rely on updating a
feature extractor when data from a new class are available. But
this strategy is unreliable in the special case we are interested
in, namely batches of data from only one class. With few or
no sample of negative data, it is very inefficient to update
the weights of a network because the setting of deep learning
typically involves vast amounts of data to be able to learn to
extract valuable features. Without enough negative samples,
the training is prone to overfit the new class. Recent works
have proposed to rely on generative models to overcome this
lack of data by generating samples of old classes. Nevertheless,
updating a network with sampled data is not as efficient as with
real data and, on the long run, the generative quality of early
classes suffer from the multiple updates.
B. Out-of-distribution detection for Continual Learning
Our approach consists in interpreting a Continual Learn-
ing problem as several out-of-distribution (OOD) detection
problems. OOD detection has already been studied for neural
networks and can be formulated as a binary classification
problem which consists in predicting if an input x was sampled
from the same distribution as the training data or from a
different distribution [24], [25]. Hence, for each class, we can
train a network to predict if an input x is likely to have been
sampled from the distribution of this class. The class with the
highest confidence can be used as the prediction of the class of
x. This training procedure is particularly suitable for Continual
Learning since the training of each network does not require
any negative sample.
Using the same protocol as NICE [11], for a class i, we
can train a neural network fi to fit a prior distribution p and
compute the exact log-likelihood li on a sample x :
li(x) = log(p(fi(x)) (1)
To obtain the formulation of log-likelihood as expressed in
Equation 1, the network fi has to respect some constraints
discussed in Section III-C. Keeping the same hypothesis as
NICE, we consider the case where p is a distribution with
independent components pd :
p(fi(x)) =
∏
d
pd(fi,d(x)) (2)
In our experiments, we considered pd to be standard normal
distributions. Although, it is possible to learn the parameters
of the distributions, we found experimentally that doing so
decreases the results. Under these design choices, the compu-
tation of the log-likelihood becomes :
li(x) =
∑
d
log(pd(fi,d(x)) (3)
= −
∑
d
1
2
fi,d(x)
2 +
∑
d
log
(
1√
2pi
)
(4)
= −1
2
‖fi(x)‖22 + β (5)
where β = −n log
(√
2pi
)
is a constant term.
Hence, identifying the network with the highest log-
likelihood is equivalent to finding the network with the small-
est output norm.
C. Invertible Neural Networks
The neural network architecture proposed by NICE is de-
signed to operate a change of variables between two density
functions. This assumes that the network is invertible and
respects some constraints to make it efficiently computable.
Invertible Network can be modeled as a stack of several
invertible blocks. An invertible block (see Figure 1) consists
in splitting the input x into two subvectors x1 and x2 of
equal size; then successively applying two (non necessarily
invertible) networks f1 and f2 following the equation :{
y1 = f1(x2) + x1
y2 = f2(y1) + x2,
(6)
and finally, concatenate y1 and y2. The inverse operation can
be computed with :{
x2 = y2 − f2(y1)
x1 = y1 − f1(x2).
(7)
+
f2
+
f1
x0:n/2
xn/2:n
y0:n/2
yn/2:n
Fig. 1: Forward pass in an invertible block. x is split in x0:n/2
and xn/2:n. f1 and f2 can be any type of Neural Networks as
long as the dimension of their output dimension is the same
as their input dimension. In our experiments, we stack two
of these blocks one after the other and use fully-connected
feedforward layers for f1 and f2.
These invertible equations illustrate how Invertible Net-
works operate a bijection between their input and their output.
Other invertible architectures can be used to learn a trans-
formation that maximizes the likelihood on a dataset but we
choose this one for its simplicity.
D. Continual Learning setting
We propose to specialize each Invertible Network to a
specific class by training them to output a vector with small
norm when presented with data samples from their class.
Given a dataset Xi of class i and an Invertible Network fi,
our objective is to minimize the loss L :
L(Xi) = 1|Xi|
∑
x∈Xi
‖fi(x)‖22 (8)
Once the training has converged, the weights of this network
will not be updated when new classes will be added. At
inference time, after learning t classes, the predicted class
y∗ for a sample x is obtained by running each network and
identifying the one with the smallest output :
y∗ = argmin
y=1,...t
‖fy(x)‖22 (9)
As it is common practice in image processing, one can also
use a preprocessing step by applying a common pretrained fea-
ture extractor beforehand. Using a pretrained feature extractor
allow to save time and memory since it is usually not necessary
to retrain low level features to discriminate new classes. This
fixed representation of data can be transfered from a model
trained on Imagenet or from unlabelled data [26]. Noting φ
this fixed pretrained model, the inference equation can be
expressed as :
y∗ = argmin
y=1,...t
‖fy(φ(x))‖22. (10)
IV. EXPERIMENTAL RESULTS
We compare our method against several state-of-the-art
baselines for single-head learning on MNIST and CIFAR-100
datasets.
A. Implementation details
Topology of OvA-INN: Due to the bijective nature of
Invertible Networks, their output size is the same as their
input size, hence the only way to change their size is by
changing the depth or by compressing the parameters of
the intermediate networks f1 and f2. In our experiments,
these networks are fully connected layers. To reduce memory
footprint, we replace the square matrix of parameters W of
size n× n by a product of matrices AB of sizes n×m and
m × n (with a compressing factor for the first and second
block m = 16 for MNIST and m = 32 for CIFAR-100).
Regularization: When performing learning one class at
a time, the amount of training data can be highly reduced:
only 500 training samples per class for CIFAR-100. To avoid
overfitting the training set, we found that adding a weight
decay regularization could increase the validation accuracy.
More details on the hyperparameters choices can be found in
Appendix A.
Rescaling: As ResNet has been trained on images of size
224 × 224, we rescale CIFAR-100 images to match the size
of images from Imagenet.
B. Evaluation on MNIST
We start by considering the MNIST dataset [27], as it is a
common benchmark that remains challenging in the case of
single-head Continual Learning.
Baselines: We compare our approach with methods based
on generative models such as Parameter Generation and
Model Adaptation (PGMA) [13] and Deep Generative Replay
(DGR) [12]; and with methods based on exemplar storage
such as iCaRL [7], SupportNet [15], GEM [16] and with RPS-
Net [28] which rely on a random path selection algorithm.
We report the results from the original papers; except for
iCarL and SupportNet where we use the provided code of
SupportNet to compute the results for MNIST with two layers
of convolutions with poolings and a fully connected last layer.
We have also set the coreset size to s = 800 samples.
Analysis: We report the average accuracy over all the
classes after the networks have been trained on all batches
(See Table I). Our architecture does not use any pretrained
feature extractor common to every classes (contrarily to our
CIFAR-100 experiment) : each sample is processed through
an Invertible Network, composed of two stacked invertible
blocks. Our approach presents better results than all the other
reference methods while having a smaller cost in memory and
being trained by batches of only one class.
C. Evaluation on CIFAR-100
We now consider a more complex image dataset with
a greater number of classes [29]. This allows us to make
comparisons in the case of a long sequence of data batches and
TABLE I: Comparison of accuracy and memory cost in
number of parameters (and memory usage for storing samples
if relevant) of different approaches on MNIST at the end of
the Continual Learning. The Learning type column indicates
the number of classes used at each training step.
Model Accuracy Memory cost Learning type
PGMA [13] 81.70% 6,000k 2 by 2
SupportNet [15] 89.90% 940k 2 by 2
GEM [16] 92.20% 4,919k 2 by 2
DGR [12] 95.80% 12,700k 2 by 2
iCaRL [7] 96.00% 940k 2 by 2
RPS-Net [28] 96.16% 4,919k 2 by 2
OvA-INN 96.40% 520k 1 by 1
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Fig. 2: Comparison of the accuracy of several Continual
Learning methods on CIFAR-100 with various batches of
classes. FearNet’s curve has no point before 50 classes because
the first 50 classes are learned in a non-continous fashion.
to illustrate the value of using a pretrained feature extractor
for Continual Learning.
Baselines: FearNet [10] is based on a generative model.
It uses a pretrained ResNet48 features extractor. In their
experiments, the authors rely on a warm-up phase. Namely,
the network is first trained with all the first 50 classes of
CIFAR-100, and subsequently learns the next 50 classes one
by one in a continual fashion. iCaRL [7], End-to-end IL [14]
both use 2k exemplars from previous classes and retrain a
ResNet32 features extractor respectively with a distillation
loss and with a cross-entropy together with distillation loss.
RPS-Net [28] also use 2k exemplars from previous classes
but it trains several ResNet18 in parallel and assign different
paths for predicting each classes. Nearest prototype is our
implementation of the method consisting in computing the
mean vector (prototype) of the output of a pretrained ResNet32
for each class at train time. Inference is performed by finding
the closest prototype to the ResNet output of a given sample.
Analysis: Image data are provided by batch of classes.
When the training on a batch (Di) is completed, the accuracy
of the classifier is evaluated on the test data of classes from all
TABLE II: Comparison of the accuracy of several multi-head
Continual Learning methods on CIFAR-100 on 10 tasks of 10
classes.
Model Accuracy
EWC [9] 81.34%
Progressive Networks [22] 88.19%
DEN [30] 92.25%
OvA-INN 92.58%
previous batches (D1, ...,Di). We report the results from the
literature with various sizes of batch when they are available.
OvA-INN uses the weights of a ResNet32 pretrained on
ImageNet and never update them. FearNet also uses pretrained
weights from a ResNet. iCaRL, End-to-End IL and RPS-Net
use a similar architecture but retrain it from scratch at the
beginning and fine-tune it with each new batch.
The performance of the Nearest prototype baseline proves
that there is high benefit in using pretrained feature extractor
on this kind of dataset. FearNet shows better performance by
taking advantage of a warm-up phase with 50 classes. We
can see that OvA-INN is able to clearly outperform all the
other approaches, reaching 72% accuracy after training on
100 classes. For comparison, we were only able to reach 76%
accuracy on a Resnet trained on all the CIFAR-100 data at
once. We can see that the performances of methods retrain-
ing ResNet from scratch (iCaRL, End-to-End IL and RPS-
Net) quickly deteriorate compared to those using pretrained
parameters. Even with larger batches of classes, the gap is
still present.
It can be surprising that at the end of its warm-up phase,
FearNet still has an accuracy bellow OvA-INN, even though
it has been trained on all the data available at this point. It
should be noted that FearNet is training an autoencoder and
uses its encoding part as a features extractor (stacked on the
ResNet) before classifying a sample. This can diminish the
discriminative power of the network since it is also constrained
to reproduce its input (only a single autoencoder is used for
all classes).
D. Experiments in multi-head Continual Learning
We provide additional experimental results in the multi-
head learning of CIFAR100 with 10 tasks of 10 classes each
in Table II. The training procedure of OvA-INN does not
change from the usual single-head learning but, at test time,
the evaluation is processed by batches of 10 classes (instead of
the whole dataset). The accuracy score is the average accuracy
over all 10 tasks. We report the results from various methods
of multi-head learning. Although our approach is able to match
state-of-the-art results in accuracy, it should be noticed that it
is drastically more memory and time consuming than some
baselines. OvA-INN requires to train entire new layers whilst
DEN is optimized to use as little additional parameters as
possible to learn a new task. That being said, none of the
compared methods can be applied in the single-head setting.
V. DISCUSSION
A. Visualization
To further understand the effect of an Invertible Network
on the feature space of a sample, we propose to project the
different feature spaces in 2D. To perform this projection,
we rely on the t-SNE algorithm, which is an non-linear
dimensionality reduction technique commonly used for high
dimensional data visualization [31]. In Figure 3, we project
the features of the first five classes of CIFAR-100 test set,
each class is represented with a different color. The projection
of features extracted by the Resnet is displayed on a single
plot since those features are computed from a single network.
Cluster centers are represented by black crosses. A sample
closer to a cluster center indicates a higher confidence of
the network to predict the class corresponding to the cluster.
For the Resnet projection, we can see that some samples
appears in a cluster of a different class. Those samples are
likely to be misclassified by a distance-based method since the
dimensionality reduction did not manage to distinguish them
from samples of other classes. For the Invertible Networks,
we display the projection of features computed by each of
the five networks on separate plots. In this case, we observe
that classes that are already well represented in a cluster with
ResNet features (like violet class) are clearly separated from
the clusters of Invertible Networks; an classes represented with
ambiguity with ResNet features (like light green and red) are
better clustered in the Invertible Network space.
B. Limitations
A limiting factor in our approach is the necessity to add a
new network each time one wants to learn a new class. This
makes the memory and computational cost of OvA-INN linear
with the number of classes. Recent works in networks merging
could alleviate the memory issue by sharing weights [32] or
relying on weights superposition [33]. This being said, we
showed that Ova-INN was able to achieve superior accuracy on
CIFAR-100 class-by-class training than approaches reported in
the literature, while using less parameters.
Another constraint of using Invertible Networks is to keep
the size of the output equal to the size of the input. When one
wants to apply a feature extractor with a high number of output
channels, it can have a very negative impact on the memory
consumption of the invertible layers. Feature Selection or
Feature Aggregation techniques may help to alleviate this issue
[34].
Finally, we can notice that our approach is highly de-
pendent on the quality of the pretrained feature extractor.
In our CIFAR-100, we had to rescale the input to make it
compatible with ResNet. Nonetheless, recent research works
show promising results in training feature extractors in very
efficient ways [35]. Because it does not require to retrain its
feature extractor, we can foresee better performance in class-
by-class learning with OvA-INN as new and more efficient
feature extractors are discovered.
(a) (b) (c)
(d) (e) (f)
Fig. 3: t-SNE projections of feature spaces for five classes from CIFAR-100 test set (colors are given by the ground truth).
(a): feature space before applying Invertible Networks (black crosses are the clusters centers). (b),(c),(d),(e),(f): each feature
space after the Invertible Network of each class. The samples of a class represented by a network are clustered around the
zero vector (black cross) whilst the samples from other classes appear further away from the cluster.
C. Future research directions
One could try to incorporate our method in a Reinforcement
Learning scenario where various situations can be learned sep-
arately in a first phase (each situation with its own Invertible
Network). Then during a second phase where any situation
can appear without the agent explicitly told in which situation
it is in, the agent could rely on previously trained Invertible
Networks to improve its policy. This setting is closely related
to Options in Reinforcement Learning.
Also, in a regression setting, one can add a fully connected
layer after an intermediate layer of an Invertible Network and
use it to predict the output for the trained class. At test time,
one only need to read the output from the regression layer of
the Invertible Network that had the highest confidence.
Other invertible architectures, such as Neural Ordinary
Differential Equations [36], could be studied to alleviate the
limitations of the NICE architecture used in this work.
VI. CONCLUSION
In this paper, we proposed a new approach for the challeng-
ing problem of single-head Continual Learning without storing
any of the previous data. On top of a fixed pretrained neural
network, we trained for each class an Invertible Network to
refine the extracted features and maximize the log-likelihood
on samples from its class. This way, we show that we can
predict the class of a sample by running each Invertible Net-
work and identifying the one with the highest log-likelihood.
This setting allows us to take full benefit of pretrained models,
which results in very good performances on the class-by-class
training of CIFAR-100 compared to prior works.
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APPENDIX
Our implementation is done with Pytorch [37], using the
Adam optimizer [38] and a scheduler that reduces the learning
rate by a factor of 0.5 when the loss stops improving. We
use the resize transformation from torchvision with the default
bilinear interpolation.
TABLE III: MNIST Hyperparameters
Hyperparameter Value
Learning Rate 0.002
Number of epochs 200
Weight decay 0.0
Patience 20
TABLE IV: CIFAR-100 Hyperparameters
Hyperparameter Value
Learning Rate 0.002
Number of epochs 1000
Weight decay 0.0002
Patience 30
TABLE V: t-SNE Hyperparameters
Hyperparameter Value
Perplexity 15.0
Principal Components 50
Steps 400
