The benefits of using linear mixed-effects models for occupational exposure assessment were studied by re-analysing three data sets from two published surveys with repeated exposure measurements. The relative contributions of particular characteristics affecting exposure levels were assessed as in a multiple regression model, while controlling for the correlation between repeated measurements. While one-way ANOVA allows one only to estimate unconditioned variance components, a mixed model enables estimation of between-and within-worker variance components of exposure levels while accounting for the fixed effects of work characteristics. Consequently, we can identify the work characteristics affecting each variance component. Mixed models were applied to the data sets with repeated measurements and auxiliary information on work characteristics. The between-worker variance components were reduced by 35, 66 and 80%, respectively, in the three data sets when work characteristics were taken into account. The within-worker (day-to-day) variability was reduced only in the pig farmer data set, by 25%, when accounting for work activities. In addition, coefficients of work characteristics from the mixed model were compared with coefficients resulting from originally published multiple linear regression models. In the rubber manufacturing data, the coefficients of the mixed model showed similar relative importance, but were generally smaller than the coefficients from regression models. However, in the pig farm data, only the coefficients of work activities were somewhat reduced. The mixed model is a helpful tool for estimating factors affecting exposure and suitable variance components. Identifying the factors in the working environment that affect the between-worker variability facilitates a posteriori grouping of workers into more uniformly exposed groups. Identifying the factors that affect the withinworker variance is helpful for hazard control and in designing efficient sampling schemes with reference to time schedule.
INTRODUCTION
Ideally, exposure assessment of air pollutants at the workplace should be based on repeated measurements on randomly selected days of a randomly selected number of workers from a priori defined occupational groups (Rappaport, 1991; Rappaport and Smith, 1991; Burdorf, 1993; Kromhout et al., 1993; Boleij et al., 1995) . Usually measurements done on the same worker are correlated.
Since exposure varies both within and between workers in a given exposure group (Rappaport, 1991; Rappaport and Smith, 1991; Kromhout et al., 1993; Rappaport et al., 1993; Peretz et al., 1997) , these variance components should be taken into account in exposure assessment and for more effective hazard control, as well as in compliance testing and evaluation of exposure-response relationships (Buringh and Lanting , 1991; Heederik et al., 1991; Rappaport et al., 1995; Lyles et al., 1997) .
Understanding the factors in the work environment that affect mean exposure levels enables the estimation of the between-and within-worker variance components conditioned on these factors. The identification of uniformly exposed groups of workers is essential for valid compliance testing and exposure-response evaluation. Identification of the factors in the work environment that are related to the between-worker variance component enables sub-grouping of workers into more uniformly exposed groups.
An understanding of the factors affecting withinworker variance assists in the identification of conditions in the work environment that cause concentrations to vary from day to day. This is a prerequisite for better protection of the individual worker from hazardous exposures.
So far, in studies with repeated measurements designs, most researchers have used either (i) a oneway random-effects model to estimate variance components, ignoring work characteristics (Burdorf et al., 1994; Woskie et al., 1994; Preller et al., 1995a,b; Nieuwenhuijsen et al., 1995; Kumagai et al., 1996; Symanski et al., 1996) and/or (ii) multiple linear regression to model the effect of work characteristics on observed exposure levels, ignoring the correlation between repeated observations from the same worker (Kromhout et al., 1994; Preller et al., 1995a,b) . Mixed-effects models handling unbalanced data simultaneously estimate both the effects and the variance components in a more efficient way (Searle, 1988; Lindskey, 1993; Burton et al., 1998) . For exposure groups those models can describe the influence of fixed and random work environment characteristics on the observed exposure levels, and estimate the within-and between-worker variance components controlled for work characteristics and other determinants of exposure. Recently, mixed-effects models were used by several researchers for different purposes (Symanski et al., 1996; Nylander-French et al., 1999; Rappaport et al., 1999; Burstyn et al., 2000) . A time trend can be introduced into these models as a fixed effect. In this paper we present the benefits of using mixed-effects models for unbalanced data to estimate variance components while controlling for work characteristics. In addition, we present the coefficients of the work characteristics that affect exposure levels, controlled for the correlation between repeated measurements. Finally, we will show which work characteristics affect between-and within-worker variability in exposure concentrations.
For our analysis, we used three existing data sets with repeated personal exposure measurements, as described previously (Kromhout et al., 1994; Preller et al., 1995a,b) . A common feature of the data sets was that they were from systematic surveys. Auxiliary information on the work environment and activities was collected during the measurements. The data sets stemmed from two industry-wide surveys among workers from the rubber manufacturing industry and one survey among pig farmers in The Netherlands. Detailed information on these studies, and the results from the one-way random-effects models and from the multiple linear regression models, can be found in the above-mentioned papers (Kromhout et al., 1994; Preller et al., 1995a,b) .
METHODS

Study design, data collection and previous statistical analysis
First example: industry-wide survey of the rubber manufacturing industry. This study of the rubber manufacturing industry was performed in The Netherlands, to examine relationships between working conditions and chemical exposures. Personal exposures to airborne particulates, rubber fumes and solvents, as well as dermal contaminants, were measured in a representative sample of 10 factories producing an array of different rubber products. For each plant the measurements and observations took 4 days (Tuesday-Friday). Auxiliary data on tasks performed, use of personal protection devices, ventilation characteristics and process characteristics were collected through interviews of sampled workers. Workers were selected as stratified by production function and the job done, and surveyed on randomly chosen days during the course of the 4 day measurement period.
Multiple regression models were applied to evaluate the relationships between the collected auxiliary data and exposure levels, for two groups of workers: 234 workers with 620 measurements exposed to inhalable particulates, and a subgroup of 36 workers with 59 measurements exposed to rubber fumes (measured as the cyclohexane-soluble fraction of the inhalable particulates). Details of the study and the modelling can be found elsewhere (Kromhout et al., 1994) .
Second example: survey on pig farmers' exposure to inhalable endotoxin. In a study among 98 pig farmers from the south of The Netherlands, exposure to inhalable dust and endotoxin was monitored by personal sampling. Exposure was measured during one work shift on a randomly chosen day of the week; one day during the summer of 1991 and one day during the winter of 1992. Outdoor temperature was obtained from a monitoring station in the south of The Netherlands. Task activity patterns and farm characteristics were also recorded. Activities, which were represented by time spent in each activity, were based on daily averages during 12-14 days. For the purpose of this paper, only the exposure data on endotoxin will be used. Multiple linear regression analyses were applied to evaluate the relationship between farm characteristics, activities and outdoor temperature and log-transformed endotoxin concen-trations. A one-way random-effects model was applied to estimate variance components. Details of the study and the modelling can be found elsewhere (Preller et al., 1995a,b) .
Sources of exposure variability
We postulated that the variability of the exposure levels in an industrial hygiene (IH) group of workers arises from four sources.
1. Systematic between-worker variation: systematic differences in factors that define the work conditions of different workers. These factors are mostly spatially related (e.g. local ventilation), varying among workers but constant in time for each worker. Sometimes these factors are both temporal and spatial (e.g. process temperature), meaning that the levels differ among workers (the mean value) and within the same worker along time. 2. Random between-worker variation: differences among workers beyond what can be explained by specific factors. This additional variation may be associated with factors that are not measured due to time/money limations, inability to measure (e.g. workers' habits) or lack of awareness. 3. Systematic within-worker variation: systematic differences in factors that define the work conditions of the same worker over time. These factors are temporal (e.g. burden, activities) and may be common to all workers in the IH group. Time itself is one possible systematic, within-worker factor (e.g. season, year). Usually these withinworker changes are related to the cycle of work, the production, seasonality etc. 4. Random within-worker variation: differences among measurements on the same worker at different time points beyond what can be explained by specific factors. This additional variation may be associated with further within-worker factors (e.g. changes of habits of a worker) that are not measured due to time/money limations, inability to measure or lack of awareness (e.g. measures taken by different hygienists, measurement errors).
Thus, within the same exposure group along time, the usual partition of the total exposure variance into two components-between workers and within workers (Rappaport, 1991; Rappaport and Smith, 1991; Kromhout et al., 1993; Rappaport et al., 1993; Peretz et al., 1997) -can be refined when work characteristics are taken into account. (i) Systematic variation (sources 1 and 3) accounts for differences in work characteristics. These differences can be included as explanatory variables in the model whose effects can be estimated. (ii) Random variation (sources 2 and 4), which is partitioned into two components: (a) between-worker variation, conditioned on the effects of the observed work characteristics (source 2). This variance component reflects additional variation among workers beyond differences due to work factors; and (b) within-worker variation (source 4), which reflects additional variation at the within-worker level.
The total random variance when work characteristics are taken into account is a conditional variance, so its value is less than the total variance when those factors are not taken into account, and is the sum of the conditioned random between-worker variance and the random within-worker variance.
Mixed-effects models
A mixed-effects model is a generalization of the standard linear model (a multiple regression model) that enables the analysis of data generated from several sources of variation instead of just one (SAS, 1996) . It associates one continuous dependent variable (a response, an outcome) with several explanatory variables (categorical or continuous). The unique aspect of the mixed-effects model is the inclusion of both fixed and random factors. Fixed effects provide estimates of the average responses in the group, like in a common regression model, while random effects (e.g. subjects' effects) account for the natural heterogeneity in the responses of different individuals and allow estimation of responses for each individual in the study. Since measurements done on the same subject are correlated, this correlation must be taken into account in modelling. The dependence among the repeated responses can be of different types, leading to specific covariance/correlation structures. The model allows the assumption of several covariance structures and enables estimation of the effects as well as variance parameters. The number of observations per subject can be either the same (a balanced design) or different (an unbalanced design). The time points can be either identical across subjects or not. The time interval between repeated observations can vary across repetitions (Lindskey, 1993) .
Current application of the mixed-effects model
The application of this model for identifying the determinants of exposure and assessing variance components is presented in this paper using two examples: one from the rubber manufacturing industry and another from pig farming. In both examples, the dependent variable was the exposure level of a pollutant and the explanatory variables were workplace characteristics. These fixed effects were either time dependent (e.g. outdoor temperature) or fixed along time (e.g. stable flooring). The individual worker's effect was taken as a random effect. We looked at two sources of random variance: that between workers and that among repeated measurements within workers. In the first example we had three repetitions, and in the second example we had only two repetitions per worker. We assumed that any two repeated measurements of the same worker have equal correlation irrespective of the time interval between them; a compound symmetry covariance structure. This is the covariance structure assumed in classical repeated measurements ANOVA. Furthermore, we assumed that the variance between workers is equal across the fixed factors of work characteristics (defined as homogeneity) and that the effects as well as the variance within workers are equal across all workers in the same group. The residuals were assumed to be independent of each other. Exposure concentrations were assumed to be log-normally distributed (Rappaport, 1991; Rappaport and Smith, 1991; Kromhout et al., 1993; Peretz et al., 1997) .
Mixed models were applied with and without the fixed effects (without-is equivalent to the randomeffects model), to determine the impact of the fixed effects upon the variance component associated with the random effects. The estimated variance components of both models were compared.
PROC MIXED from SAS System Software Version 6.1 (SAS, 1996) was used for the analysis. The procedure enables simultaneous estimation of the effects, their standard error and significance tests, as well as variance components and their confidence limits. Variance components were estimated using the restricted maximum likelihood (REML) method. Nested models were compared by likelihood ratio test.
The mixed-effects model is specified by the following expressions:
for I = 1,…,k (workers) and j = 1,…,n i (repetitions of the ith worker), where Y ij is the log-transformed exposure level; β 0 is an overall intercept for the group that corresponds to mean background exposure (logtransformed) when all factors equal zero; β 1 ,…,β p are fixed effects; x ij1 ,…,x ijp are values of the variables for the ith worker on the jth day; b 1 ,…,b k are workers' random effects; b i is the ith worker random effect, which corresponds to the discrepancy between his intercept and the group intercept β 0 ; and z 1 ,…,z k are workers' indicators (0/1).
It is furthermore assumed that
where b i s are all independent;
where ε ij s are all independent, and b i s and ε ij s are all independent of each other;
where σ 2 b is the variance between-workers and σ 2 w is the variance within-workers;
where ρ is the correlation between any two repeated measures of the same worker.
compound symmetry structure
For every i, i = 1, . . .,k and for every j,l, j,l = 1, . . .,n i (All y ij of the same worker are correlated, and those of different workers are uncorrelated.)
To model the influence of work characteristics on the exposure levels they were considered as fixed effects in the above model; for example, β 1 is the process pressure effect; β 2 is the process temperature effect; β 3 is the local exhaust ventilation effect; x ij1 is the process pressure value for the ith worker on the jth day; x ij2 is the process temperature value for the ith worker on the jth day; and x ij3 is the local exhaust ventilation indicator (0-absent/1-present) for the ith worker on the jth day.
To identify time trends in the above model, a time term was added to the model: β 4 is the period effect; and x ij4 is the period indicator (0-first period/1-second period), for the ith worker on the jth day.
RESULTS
First example: industry-wide survey of the rubber manufacturing industry
Results of the application of both the randomeffects model (the model without the fixed effects) and the mixed-effects model (the model with the fixed effects) were compared in the two data sets with exposure to inhalable particulates and rubber fumes (see Tables 1 and 2 ). The effect of the day of the week on the exposure level was tested separately. Table 1 shows that for workers exposed to inhalable particulates, the factors affected the between-worker component of variance (σ 2 b ) considerably (35% reduction from 1.30 to 0.84), but did not alter the within-worker component of variance (σ 2 w ). In the two models σ 2 b is different from zero (P < 0.05) and the models were significantly different (P = 0.0023). The difference between the models suggests that
there are no systematic changes in work tasks and production characteristics for individual workers during a week. The main difference between the mixed-effects model and the original multiple regression model assuming independence between repeated measurements, was that fewer exposure-affecting factors were statistically significant or borderline statistically significant (P < 0.10) (17 versus 28 factors; see Table 3 ).
However, the coefficients had the same sign for all factors except one task ('extruding-slicing'), whose coefficient was nearly 0 in the mixed-effects model. The tasks 'punching powdered products', 'packing powdered products', 'tube inspection' and 'jointing' affected exposure to inhalable particulates most dramatically, according to both the mixed-effects model and the original multiple regression model. For workers exposed to rubber fumes (Table 2) , the same phenomenon for the components of variance was observed. The three factors, one pure spatial between-workers factor (local ventilation) and the other two (process temperature and pressure) both spatial and temporal, affected the between-worker component of variance (66% reduction from 0.53 to 0.18). The within-worker component of variance (σ 2 w ) was not affected. In the two models σ 2 b is different from zero (P < 0.05) and the models were not significantly different.
The coefficients of the factors were almost identical when compared with the original multiple linear regression (Table 4 ). The effect of 'day of the week' (Tuesday-Friday) on the mean exposure and on the components of variance was non-significant for both exposure models (to inhalable particulates and rubber Table 1 . Variance components estimates for the one-way random-effects and mixed-effects models for exposure to inhalable particulates among workers in the rubber manufacturing industry. (n = 620, k = 234, l = 10) n = no. of measurements; k = no. of workers; l = no. of factories; σ 2 b = between-worker variance component; σ 2 w = within-worker variance component; est. = estimator; CI = 95% confidence interval. fumes), suggesting no systematic differences in exposure over the course of a week. Table 5 presents results both the original one-way random-effects model and a mixed-effects model with 21 fixed effects for both farm characteristics and activities.
Second example: survey on pig farmers' exposure to inhalable endotoxin
Furthermore, results from three additional mixed models with respectively only farm characteristics, only activities and outdoor temperature, and only a season term were elaborated, and are presented in the same table.
From the random-effects model (Table 5 ) it was clear that the within-worker variance component had a greater weight than the between-workers variance component (85 versus 15% of the total exposure variance). The between-worker variance component was low (0.11). Table 5 shows the extent of reduction in both the within-and between-worker variance components by including all the statistically significant factors from the original multiple regression model. The within-worker variance component was reduced by 0.16 (25%) and the two models are significantly different (P < 0.0001). The between-worker variance component was reduced by 0.09 (80%), and while in the random-effects model, σ 2 b is different from zero (P < 0.05), in the mixed model with the farm characteristics, σ 2 b ∼0 . In Table 5 we see that farm characteristics appeared to be solely responsible for the reduction in the between-worker variance component (σ 2 b = 0.01). Outdoor temperature and farmers' activities (pure within-worker factors) had no effect on the betweenworker variance component (σ 2 b = 0.12), while they reduced the within-worker variance component by 25%. This clearly shows that different work environment characteristics contributed independently to the variance components. Farm characteristics, which are almost constant over the time period studied (1 yr), were responsible for differences in average endotoxin concentrations between farmers, while changes from day to day in temperature and activities performed led to temporal variability in exposure concentrations. The season factor was found to have a minor influence on the within-worker variance component. The two models (the random-effects model and the mixed-effects model with season effect) were found to be significantly different (P < 0.0001). When compared with the coefficients of the original multiple linear regression model (Preller, 1995a,b) , the estimated coefficients from the mixedeffects model were almost exactly the same for the farm characteristics, but somewhat smaller for the activities (Table 6 ). Neither the relative order nor the P-values changed.
DISCUSSION
The above examples illustrate the major contribution of the mixed-effects model in unbalanced designs to the investigation of exposure variance components and exposure-affecting factors. In contrast with the one-way random-effects model, the mixed-effects model deals with both fixed and random effects. It estimates the between-and withinworker variance while adjusting for fixed effects. Simultaneously, it assesses the linear relationships between the determinants of exposure (usually fixed factors) and exposure levels. Common multiple linear regression can be correctly applied when each worker has only a single measurement.
With repeated measurements of each worker, some dependence amongst repeated measurements will Table 4 . Coefficients for factors affecting exposure to rubber fumes among workers in the rubber manufacturing industry in the mixed-effects model and multiple linear regression model (n = 59, k = 36, l = 7) n = no. of measurements; k = no. of workers; l = no. of factories a Per 1°C. Table 5 . Variance components estimates for the one-way random-effects and mixed-effects models (full model and three subhierarchical models) for exposure to endotoxins among pig farmers (n = 348, k = 198) n = no. of measurements; k = no. of workers; l = no. of factories; σ 2 b = between-worker variance component; σ 2 w = within-worker variance component; est. = estimator; CI = 95% confidence interval; * = cannot be computed. exist and the correlation between values for a given person must be taken into account when estimating the relationship between the determinants and exposure levels (Lindskey, 1993; Burton et al., 1998) . The mixed-effects model is capable of taking this dependence into account in the modelling process.
In this study we used mixed-effects models to understand the relationship between specific work environment characteristics and between-and within-worker exposure variance components. Identification of specific work characteristics, which affect the betweenworker variance component, will enable development of criteria for defining uniformly exposed groups of workers (Rappaport, 1991; Boleij et al., 1995; Rappaport et al., 1995; Symanski et al., 1996) . Grouping workers into sub-groups is an inherent part of the work of an industrial hygienist in exposure surveys, as well as in compliance tests and epidemiological studies (Rappaport, 1991; Rappaport et al., 1993; Boleij et al., 1995) . Despite the widespread use of grouping strategies, there is so far only limited experience with optimization of these strategies (Boleij et al., 1995; Seixas and Sheppard, 1996; Kromhout et al., 1997) .
The analyses with the mixed-effects models forms the basis for the creation of uniformly exposed groups of workers. Reliance on observational factors such as a job title, which may lead to non-uniformly exposed groups, seems no longer to be necessary (Boleij et al., 1995) . For instance, classifying curing workers in rubber manufacturing based on the determinant process temperature and pressure will lead to more uniform and distinctly different rubber fume exposure groups. It is further recommended that if the IH group cannot be split into sub-homogeneous groups due to the small number of workers, the testing of overexposure in IH groups, as suggested by Lyles et al. (1997) , which relates to both within and between variance components, should be refined to account for the effects of work characteristics in these groups. As we have shown here, these effects can be estimated with mixed-effects models. Also, in this study, specific factors were identified which mainly influenced variability in exposure levels from day to day (within-worker). Hazard control should focus on these factors.
The two examples presented in this paper describe different work situations and measurement strategies. In the first example, 1-3 randomly chosen measurements were performed within a week on two groups of rubber workers in The Netherlands (Kromhout et al., 1994) . In the second example, 1-2 measurements were collected in two different seasons of a particular year among Dutch pig farmers (Preller et al., 1995a,b) . Different work characteristics were documented in each example. In the first example, for exposure to particulates, a reduction of 25% of the between-worker variance component was the effect of 17 factors affecting exposure. Classification of rubber workers into uniformly exposed groups will have to rely on those identified factors. In the second example, exposure to endotoxin among pig farmers, the reduction of 82% in between-worker variance was mainly an effect of the inclusion of 12 farm characteristics. Consequently, the classification of pig farmers into uniformly exposed groups will have to rely on those farm characteristics.
In the second example (pig farmers), there was a clear distinction between characteristics influencing each of the variance components. Eight timedependent activities, as well as outdoor temperature, all pure within-worker factors, reduced the withinperson (day-to-day) variability by 25%. From diary information collected among the pig farmers, it appeared that some of the activities followed a distinct temporal pattern, with some activities taking place only on particular days of the week (Preller et al., 1995a,b) . The farm characteristics, pure betweenworker factors, were responsible for reducing the between-worker variance component to zero. In the mixed model, when the between-worker variance component is close to zero, the coefficients for the fixed effects would be very similar to those from a multiple regression model, assuming independence between repeated observations. In the model for the pig farmers, this was indeed the case (between-worker component = 0.02). For the rubber workers' exposure to inhalable particulates the opposite situation, with a very large between-worker variance component, led to changes in the coefficients. In addition, fewer statistically significant exposureaffecting factors were found in the mixed model, since the significance tests of the coefficients in the mixed model are different.
In all the examples, we assumed that any two repeated measurements of the same worker had equal correlation, irrespective of the time interval between them; a compound symmetry covariance structure. This was because we had only two repetitions per worker in the second example and three in the first example. We also assumed independence across subjects. In general, the residuals can be analysed to check for departures from the independence assumption. However, such analyses will be relevant only when there are a reasonable number of observations within workers, say at least 8-10. Other models with different dependence structures may be applied when the time course of the exposure level of each person is of primary interest, that is, when the correlation itself has scientific relevance. The mixed-effects model was developed over the last decade, and were recently introduced in common statistical packages such as BMDP (5V), SAS (Proc Mixed) and SPlus (BMDP, 1990; SAS, 1996; S-Plus, 1997) . The computerized procedures enable simultaneous estimation of parameters, approximate standard errors and significance tests that have not been available before. One should take into account the fact that, in models for unbalanced data, the estimators are proxies, since the maximum likelihood estimates have approximately normal distribution. Balanced data (the same number of repeated measurements for each worker) are preferable whenever possible, in order to obtain more accurate estimators.
However, the mixed-effects model enables estimation of variance components of exposure levels that have been adjusted for workplace factors in order to improve the assessment of exposure. This statistical method can be used to improve future sampling strategies through the grouping of workers into more uniformly exposed groups, and for the identification of specific workplace conditions that should be controlled.
