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Abstract
For decades, nuclear energy development was based on the expectation that recycling of the
fissionable materials in the used fuel from today's light water reactors into advanced (fast) reactors
would be implemented as soon as technically feasible in order to extend the nuclear fuel resources.
More recently, arguments have been made for deployment of fast reactors in order to reduce the
amount of higher actinides, hence the longevity of radioactivity, in the materials destined to a
geologic repository. The cost of the fast reactors, together with concerns about the proliferation of
the technology of extraction of plutonium from used LWR fuel as well as the large investments in
construction of reprocessing facilities have been the basis for arguments to defer the introduction of
recycling technologies in many countries including the US. In this thesis, the impacts of alternative
reactor technologies on the fuel cycle are assessed. Additionally, metrics to characterize the fuel
cycles and systematic approaches to using them to optimize the fuel cycle are presented.
The fuel cycle options of the 2010 MIT fuel cycle study are re-examined in light of the expected
slower rate of growth in nuclear energy today, using the CAFCA (Code for Advanced Fuel Cycle
Analysis). The Once Through Cycle (OTC) is considered as the base-line case, while advanced
technologies with fuel recycling characterize the alternative fuel cycle options available in the future.
The options include limited recycling in LWRs and full recycling in fast reactors and in high
conversion LWRs. Fast reactor technologies studied include both oxide and metal fueled reactors.
Additional fuel cycle scenarios presented for the first time in this work assume the deployment of
innovative recycling reactor technologies such as the Reduced Moderation Boiling Water Reactors
and Uranium-235 initiated Fast Reactors. A sensitivity study focused on system and technology
parameters of interest has been conducted to test the robustness of the conclusions presented in the
MIT Fuel Cycle Study. These conclusions are found to still hold, even when considering alternative
technologies and different sets of simulation assumptions.
Additionally, a first of a kind optimization scheme for the nuclear fuel cycle analysis is proposed
and the applications of such an optimization are discussed. Optimization metrics of interest for
different stakeholders in the fuel cycle (economics, fuel resource utilization, high level waste,
transuranics/proliferation management, and environmental impact) are utilized for two different
optimization techniques: a linear one and a stochastic one. Stakeholder elicitation provided sets of
relative weights for the identified metrics appropriate to each stakeholder group, which were then
successfully used to arrive at optimum fuel cycle configurations for recycling technologies. The
stochastic optimization tool, based on a genetic algorithm, was used to identify non-inferior
solutions according to Pareto's dominance approach to optimization. The main tradeoff for fuel
cycle optimization was found to be between economics and most of the other identified metrics.
Thesis Advisor: Mujid S. Kazimi
Professor of Nuclear and Mechanical Engineering
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Nomenclature
BWR
Boiling Water Reactor: a direct cycle LWR
CAFCA
Code for Advanced Fuel Cycle Analysis
Cents/kWe-hr
Cost of electricity per kilowatt-hour
CR
Conversion Ratio
$/kg
Natural uranium ore cost
$/kWe
Generating plant capital cost unit
DOT
U. S. Department of Transportation
EIA
Energy Information Administration, a part of U. S. DOE
EPA
U. S. Environmental Protection Agency
EPRI
Electric Power Research Institute
FBR
Fast Breeder Reactor
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FP
Fission products
FR
Fast Reactor
GWd
Gigawatt days of thermal energy production
GWe
Gigawatts (1000 megawatt) electric capacity
HLW
High level waste, either in spent fuel, or reprocessing waste
IAEA
International Atomic Energy Agency
INPO
Institute of Nuclear Power Operations, funded for improvement of operations
kW
Kilo Watt
kWe-hr
Kilowatt-hour of electricity
LMFBR
Liquid metal fast breeder reactor
LWR
Light water reactor, the major power plant type in service
MA
Minor actinides, isotopes heavier that Uranium created in reactors, except for plutonium
MIT
Massachusetts Institute of Technology
MOX
Mixed (Uranium and Plutonium) oxide fuel
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MT
Metric tons
MT/yr
Metric tons per year
MTHM, tHM
Metric Ton of Heavy Metals
MTIHM
Metric tons initial heavy metal (Uranium or Plutonium)
MWd
Mega Watt Day
MWe
Mega (million) watts electric capacity
NEA
Nuclear Energy Agency, under the OECD
NEI
Nuclear Energy Institute
Np-237
Neptunium-237
NPT
Nuclear Nonproliferation Treaty
OECD
Organization for Economic Co-operation and Development
O&M
Operations and Maintenance
OTC
Once Through Cycle
PRA
Probabilistic risk assessment
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PUREX
Original chemical separation process yielding Plutonium
PWR
Pressurized water reactor, an indirect cycle LWR
Pu
Plutonium
Pu-239
Plutonium 239 isotope, a preferred weapons material
RBWR
Reduced Moderation Boiling Water Reactor
R&D
Research and development
SWU
Separative Work Unit
TRU
Transuranic elements, being those having an atomic number higher than uranium
U-235
Uranium isotope that is least abundant, and fissile/a preferred weapons material capacity
U-238
Uranium isotope that is most abundant
UOX
Uranium oxide
U. S. NRC
U. S. Nuclear Regulatory Commission
YMEs
Yucca Mountain equivalents, referring to fuel storage capacity
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Glossary
Blanket
Fast reactor blanket assemblies provide fertile fuel for breeding
Borosilicate glass
Glass "logs" encapsulating high level reprocessing waste
Breeder reactor
A reactor that creates more fissile material than it consumes
Burn up
The thermal energy production of fuel in a reactor
Capacity factor
Ratio of actual annual plant electrical production and maximum annual production capability
Carbon emission
Carbon in the form of carbon dioxide in the atmosphere from fossil fuel combustion
Carbon tax
A tax that would be imposed on fuel combustion proportional to carbon dioxide emission
Centrifuge
Centrifuge devices are a method of uranium enrichment
Closed fuel cycle
A cycle that recovers fissile material from spent fuel, re-fabricates, and reuses it in a reactor
Conversion
Conversion of natural uranium - yellow-cake - to uranium hexafluride for use in an enrichment
plant; and re-conversion to uranium oxide for fuel fabrication
Criticality
Sustained chain reaction
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Curie
Unit of radioactive decay; 1 Curie = 3.7 x 1010 disintegrations/sec
Decay heat
Heat released by fission products and actinides from reactor operation
Depleted uranium
Uranium depleted of the U-235 isotope, e.g., enrichment plant tailings
Densification Factors
Densification factors are numerical values used to aggregate the different types of waste in order to
compare the total repository requirements.
Diffusion
Gaseous diffusion is a process for uranium enrichment
Enriched uranium
Uranium enriched in the U-235 isotope
Enrichment
Separations process that increases the concentration of particular isotopes, such as that of U-235 in
natural uranium
Fuel fabrication
Manufacture, processing, and assembly of fuel elements for reactors
Fast reactor
Reactor designed for criticality and operation by fast neutrons
Fast reactor recycle
Reprocessing and recycle of fast reactor fuel, for breeding fuel or other purposes
Fertile fuel
Capable of conversion to a fissile material
Fissile fuel
Capable of fission, e.g., U-233, U 235, Pu-239 (and higher odd isotopes)
Fission products
Elements resulting from fission
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Geologic repository
Underground storage of spent fuel and/or reprocessing waste
High level waste
Spent fuel or reprocessing waste containing fission products
Mining and milling
Preparation of natural uranium
Moderator
Substance causing slowing down of fast neutrons by collision; necessary for thermal reactors
Once-through fuel cycle
Fuel used in only one cycle, and there is no reprocessing
Proliferation
term used to describe the spread of nuclear weapons, fissile material, and weapons- applicable
nuclear technology and information
Radioactivity
Emission of alpha or beta particles, or gamma rays from substances by radioactive decay
Radiotoxicity
Radioactive substance health hazard
Reactor
Device utilizing nuclear chain reaction for power production
Reactor core
Assembly of fuel elements in a reactor vessel for sustaining a chain reaction and power production
Reprocessing
Processing of spent fuel to recover its fissile material
Severe accident
A reactor accident in which fission products and actinides escape from the reactor primary system
Spent fuel
Fuel removed from reactors at end of its useful life; typically stored in water pools for cooling for
~10 years or more
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Spent fuel dry storage
Stored after ~ 10 years in shielded concrete casks
Thermal efficiency
Plant net electrical output divided by thermal input
Thermal reactor
Reactor designed for criticality and operation by thermal (low speed) neutrons
Thermal reactor recycle
Reprocessing and recycle of Plutonium (and Uranium)in thermal reactors
Waste partitioning
Separation of fission products and actinides in spent fuel
Waste transmutation
Reactor transmutation of long-lived fission products or actinides to stable elements or those that are
less radiotoxic
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1. INTRODUCTION
1.1 MOTIVATION
In 2003 MIT published the interdisciplinary study [MIT, 2003] The Future of Nuclear Power. The
underlying motivation leading to such a comprehensive study was that nuclear energy, which today
provides about 70% of the "zero"-- carbon electricity in the U.S., is an important option for the
market place in a low-carbon world. Since that report, major changes in the U.S. and the world have
taken place as described in the 2009 [MIT, 2009] Update of the 2003 Future of Nuclear Power Report.
Over the past decade increasing concerns about climate change have risen: many countries have
adopted restrictions on greenhouse gas emissions to the atmosphere, and the U.S. is expected to
adopt similar limits. Projections for nuclear-power growth worldwide increased dramatically [AEA,
2010-A] until the spring of 2011 and construction of new plants has accelerated, particularly in
China and India. The Fukushima accident in March 2011 has then changed the landscape of nuclear
energy and, while its impact has still to be fully evaluated, several European countries have
announced the gradual phasing out of nuclear energy (notably Germany and Switzerland). Japan is
also in the process of re-evaluating the structure of its energy portfolio and France, after the 2012
Presidential election, has also expressed the intention of reducing its dependency on nuclear energy
from about 75% to 50% of the total electricity demand by 2050. Other countries, while introducing
a series of measures to increase the safety of the nuclear power plants following the Japanese
accident, have not changed their nuclear energy policy. This is the case of the United States where in
early 2012 and for the first time in about three decades, the Nuclear Regulatory Commission has
granted construction and operation licenses for a total of four new units [NRC, 2012-A,B].
Despite the fact that the current debate on nuclear energy has been focusing again mostly on
reactor safety, over the last decade there has been an increasing activity in the fuel cycle area,
recognizing that nuclear energy technologies extend far beyond the power production phase.
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Nuclear waste management has received increased attention [Schneider and Marignac, 2008], in
particular with the creation of the Blue Ribbon Commission by the current U.S. administration
[BRC, 2012].
Following the previously mentioned work, MIT carried out a study on The Future of the Nuclear
Fuel Cycle [MIT, 2010] recognizing the continuing importance of nuclear power as a low-carbon
option that could be deployed at a scale that is material for mitigating climate change risk, namely,
global deployment at the Terawatt scale by mid-century. To enable an expansion of nuclear power, it
must overcome critical challenges in cost, waste disposal, and proliferation concerns while
maintaining its safety and reliability record. In the relatively near term, important decisions may be
taken with far reaching long-term implications about the evolution of the nuclear fuel cycle-what
type of fuel is used, what types of reactors, what happens to irradiated fuel, and what method of
disposal for long term nuclear wastes. The MIT fuel cycle study aimed at addressing those issues in
the context of the US energy scenario for the next century. However, other aspects only indirectly
addressed in the fuel cycle study [MIT, 2010] and other advanced fuel cycle options need to be
further investigated and evaluated. In addition, the analysis tools used in the fuel cycle study may be
improved to make the results of the fuel cycle analysis more robust and potentially applicable to
policy making and decisional processes. For decades, the discussion about future nuclear fuel cycles
has been dominated by the expectation that a closed fuel cycle based on plutonium startup of fast
reactors would eventually be deployed, following a front-end centered view of the nuclear fuel cycle.
However, this expectation was rooted in an out-of-date understanding about uranium resource
scarcity. The reexamination of fuel cycles [MIT, 2010] suggests that there are many more viable fuel
cycle options and that the optimum choice among them faces great uncertainty-some economic,
such as the cost of advanced reactors, some technical such as implications for waste management
(back-end of the nuclear fuel cycle), and some societal, such as the scale of nuclear power
deployment and the management of nuclear proliferation risks. Greater clarity should also emerge
from this thesis and from the analysis of other alternative fuel cycles [L4EA, 2010-B,C].
In particular, optimization of nuclear fuel cycle and its configuration has not been properly
addressed despite potentially being a very important topic for a better understanding of the system
itself as well as to expand the range of application of fuel cycle analysis. A major objective of this
thesis is indeed the development of an optimization approach to nuclear fuel cycle analysis.
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1.2 BACKGROUND
The Nuclear Fuel Cycle is the series of stages, shown in Figure 1, that nuclear materials, and in
particular nuclear fuel, go through in a cradle to grave approach. Several issues related to nuclear fuel
cycle had been identified since the very beginning of the nuclear age, such as sustainability (fuel
resources on the front end as well as on the back end), health and environmental impacts,
proliferation and, most importantly in a free market, economics. The same issues, even if described
and delineated in different terms, can be found in today's debate about the future of the nuclear
technology [Wilson, 2011] [U.S. Committee, 2009]. Compared to the past, today's debate aims also at
identifying adequate metrics and quantitative approaches to evaluate advantages and disadvantages
of fuel cycle options.
mining Fuel Light Water Interim Waste& -+iConversion 
-+ Enrichment - Fabrication Thermal Reactor Storage Disposalmilling
Fuel I i
* Fabrication
Waste Spent Fuel Fuel Spent Fuel
Disposal Reprocessing Fabrication Reprocessing
Fast Neutron Waste
Reactor Disposal
Figure 1.1 Schematic of Nuclear Fuel Cycle
Nuclear fuel cycle analysis tools can help provide a broader view of the nuclear technology than a
particular reactor design, and bring a better understanding of the strengths and weaknesses of fuel
cycle alternatives [IAEA 2010-B,C] [Wigeland, 2006] [Wigeland and Bauer, 2004]. Current and future
nuclear fuel cycle analysis methodologies are asked to become integral part of policy making tools,
and thus help promote the technology options that accentuate nuclear energy as a fundamentally
low-carbon energy source as well as an economic long term energy option [Piet et al, 2006] [Huff and
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Dixon, 2010] [Bays et a., 2010]. As such, the analysis of nuclear fuel cycle should represent and
model all the individual stages as well as the interactions between them. Of course the complexity
of such a system extends way beyond nuclear reactor engineering and has to take into account not
only the constraints of proper engineering design, but also broader industrial and societal factors.
Because of the extent of its complexity, nuclear fuel cycle analysis is subjected to many assumptions,
which in many cases reflect the point of view of the stakeholder carrying the analysis. To make
different tools agree on simulation results, it is important that the explicit and implicit assumptions
made are clearly listed and explained [Piet and Soelberg, 2011] [Huf and Dixon, 2010].
The analysis of complex systems like the Nuclear Fuel Cycle can be approached in two ways:
static and dynamic analysis. Static analysis implies the use of steady-state models which commonly
assume equilibrium states and commercial maturity of the involved technologies. Those models do
not take into account the time-dependent nature of a dynamically evolving system like the nuclear
fuel cycle. In particular, the nuclear industry is characterized by long time scales, of the order of tens
of years, and actions taken today may not have a significant impact until several years later. Just to
give an example, let's consider the whole nuclear fuel cycle as a system characterized by an
exponential time constant of 40 years, which is of the order of magnitude of the lifetime of current
operating light water reactors. Let's assume for simplicity a linear representation of such a system;
linear system theory would suggest that any perturbation of the initial conditions of the system
(corresponding in this case to the introduction of a new reactor technology at a certain point in
time) would reach equilibrium after about 3 times the exponential time constant. This would mean
about 120 years from the introduction of the perturbation. This example should give the idea of the
big inertia embedded in a complex industrial system like the nuclear fuel cycle, where the facilities
built are expected to have very long lifetimes, and therefore any type of change takes a very long
time before giving the expected result. Such a time-dependent behavior cannot be adequately
represented using a static tool [Piet and Soelberg, 2011].
Therefore, when analyzing the performance of nuclear fuel cycle options, it is important to use a
dynamic analysis approach. The time dependent behavior of the system accounts for time delays,
dynamic feedbacks and constraints, which, compared to the corresponding steady state analysis,
negatively impact the performance of candidate fuel cycles, and thus should be properly taken into
account [Piet and Soelberg, 2011]. Several dynamic tools for nuclear fuel cycle analysis have been
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developed over the years by several stakeholders, mostly involved in R&D activities related to the
nuclear energy field. One of those tools has been developed at MIT under the name of Code for
Advanced Fuel Cycle Assessment (CAFCA) [Guerin et al., 2009-B] [Silva et a!., 2008]. Other existing
tools are:
" Dynamic Analysis of Nuclear Energy System Strategy. (DANESS) code, developed by
Argonne National Laboratory (ANL) [Van den Durpel et al., 2006];
* Verifiable Fuel Cycle Simulation Code (VISION), developed by Idaho National Laboratory
(INL) [Yacout et al., 2006];
* Commelini-Sicard (COSI) Code, developed by the French Atomic Energy Commission
(CEA) [Boucher et al., 2006];
e Nuclear Waste Assessment System for Technical Evaluation (NUWASTE) developed by the
Nuclear Waste Technical Review Board (NWTRB) [Abkowitz, 2010];
e ORION, developed by the National Nuclear Laboratory in the UK [Gregg, 2010];
A number of benchmarking exercises [Guerin et al., 2009-A] [NEA, 2009] have been performed
to compare the results of different system analysis tools, even if they are inevitably challenged by the
different assumptions embedded into the different tools. One of the main conclusions of those
benchmarks is that different tools can often be quantitatively compared over a relatively narrow and
specific range of scenarios and metrics, while qualitative general trends are usually found to be in
good agreement.
1.3 OBJECTIVES and SCOPE of WORK
The ultimate goal of nuclear fuel cycle analysis is, as very well explained in [Huff and Dixon, 2010],
to "develop a fuel cycle simulator as a part of a suite of tools to support dedsion-making, communication and
education that synthesi Zes and visualy explains the multjple attributes of potential fuel gcles". This definition
implies that an ideal tool should be able to cover both the depth and breadth needed to unify
technical details and information with the big picture attributes needed for decision-making. The
developers of the above mentioned tools are at the moment exploring different directions and
29
different objectives with the common goal of providing insight into the dynamics of the processes
and identify common trends. These trends may characterize the development on nuclear fuel cycle
strategies over the next decades, in particular considering the timing of introduction of new
technologies. The harmonization of those efforts under a collaborative program and on a common
developing platform has to be considered desirable.
The overall goal of this thesis is to define, describe and assess the potentialities and the impacts
of alternative nuclear fuel cycles on the characteristics of the nuclear energy system, and evaluate the
impact of chosen criteria on optimum development of nuclear technologies in the context of the US
energy scenario. More specifically, two main objectives were identified: (1) Given the realities of
today, perform an extensive sensitivity analysis to be applied to fuel cycle options, including newly
implemented fuel cycle strategies in CAFCA, to examine the robustness of the conclusions made in
the MIT Fuel Cycle Study [MIT, 2010], and (2) Develop an approach for optimization of the future
fuel cycle systems given appropriate set of criteria to be selected by stakeholders.
The implemented sensitivity analysis methodology and the related results are discussed and
presented in Chapter 3, 4 and 5. A first-of-a-kind optimization scheme for fuel cycle analysis was
proposed, developed and applied to the CAFCA code. Chapter 6, 7, 8 and 9 fully describe the
proposed approach, the criteria selected for optimization, and the results obtained with the
developed optimization tool. Finally, Chapter 10 summarizes the contributions of this work and the
open issues and gives recommendations for future work.
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2. THE CAFCA MODEL: OVERVIEW
2.1 MODELING STRATEGY
CAFCA (Code for Advanced Fuel Cycles Assessment) is a nuclear fuel cycle analysis code that
has been developed at MIT over the last decade. Three previous versions of CAFCA (CAFCA I, II
and III) have been developed in the MATLAB simulation environment [Aquien et al., 2006]. The
current version of CAFCA, designated CAFCA-SD, is coded in System Dynamics, using the
software VENSIM as a platform, with potential interactions with MSExcel spreadsheets and C++
scripts [Oualline, 1997] (and therefore allowing also coupling with other simulation environment such
as MATLAB). System dynamics is a computer-aided approach to policy analysis and design. It
applies to dynamic problems arising in complex social, managerial, economic, or ecological systems -
- literally any dynamic systems characterized by interdependence, mutual interaction, information
feedback, and circular causality. System Dynamics is a very appropriate approach to model and
understand the behavior of a complex system such as the nuclear enterprise, which can be modeled
as a set of stocks and flows, non-linearly connected because of the presence of internal feedback
loops and time delays typical of complex systems evolving over time.
On the programmer side, the graphical interface of VENSIM makes the understanding and
modification of the code easier than a more traditional programming language, through the use of
visual block programming. This relative ease of building of the code and customizing it is an
essential feature, as the code is meant to be shared and open to stakeholders interested in studying
the fuel cycle. On the user side, an MSExcel spreadsheet interface was developed, which contains
the full sets of assumptions and data needed to describe the initial condition of the system, schedule
for the introduction of reactor and recycling technologies as well as data for economic analysis
[Guerin et al., 2009-A]. The version currently used (CAFCA-SD) was created by Silva [Silva, 2008]
and subsequently modified and improved by Guerin [Guerin et al., 2009-B]. The version developed by
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Guerin is the one used to produce most of the results presented in the MIT Nuclear Fuel Cycle
Study [MIT, 2010]. CAFCA is the code used for all fuel cycle analysis presented and discussed in this
work. The basic structure of the code is described in [Silva, 2008] [Silva et el., 2008], and the results
obtained with previous versions of the code and given in [Guerin et al., 2009-B]. This work did not
bring major changes to the CAFCA-SD version and it mostly expanded the number of recycling and
reactor technologies available for study within the code and introduced new features (sensitivity
analysis and optimization) which did not require modification to the structure and logic of the
existing version. More details about the contributions resulted from this work will be given in
Chapter 3, where all fuel cycle scenarios will be presented including the new options added. Chapter
4 is where the sensitivity analysis approach will be presented, and Chapters 6, 7 and 8 will describe
the proposed optimization scheme and some sample applications. The modeling strategy built in
CAFCA is relatively simple as shown in Figure 2.1. The code takes a number of inputs from the
mentioned spreadsheet; in particular, the user is asked to specify an energy scenario characterized by
a nuclear energy demand curve to be satisfied over time. In addition, the fuel cycle strategy and the
reactor technologies made available have to be given as an input. With this given set of inputs,
CAFCA develops a fuel cycle and calculates the evolution of a large number of metrics of interest
over time. In particular, CAFCA provides numerous outputs including uranium ore consumption,
SWU (Separative Work Unit) as well as thermal and fast reprocessing capacity requirements, and
repository capacity needed to store waste for a given scenario. CAFCA eventually generates
economic outputs including the annual system-averaged cost of electricity and the levelized cost of
electricity.
INPUT INPUT
Energy Scenario - Fuel Cycle Strategy
Energy Growth Rate Reactor Technologies
OUTPUT
Installed Capacities over Time
Nuclear Waste Streams
Uranium Consumption
Economics
Figure 2.1 CAFCA input/output logic structure
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More specifically, following the selected nuclear energy demand curve, CAFCA automatically
deploys reactors and reprocessing facilities over time; according to the fuel cycle strategy chosen,
different types of reactors and fuel may be used simultaneously in CAFCA, including once-through
LWRs, LWRs that use recycled MOX fuel and fast reactors with various conversion ratios and of
different design. CAFCA calculates the market share of each technology involved in the scenario so
as to deplete the stockpiles of spent fuel waiting in interim storage, under a set of constraints and
characteristics provided by the user. These user inputs include introduction dates for advanced
technologies as well as capacities of various facilities, their lifetimes, and maximum building rates of
new industrial units. A parameter can be set to deploy used fuel reprocessing facilities in such a way
that a minimum capacity factor is maintained over their lifetimes to ensure their efficient and cost-
effective operation. A full description of the methodology used in CAFCA can be found in [Guerin et
al., 2009-A,B].
2.2 CAPABILITIES AND LIMITATIONS
System Dynamics operates in the time domain and allows the modeling of material stocks and
flows as well as informational fluxes, and the use of mathematical operators, including integration,
derivation and time delays. Some of the variables represented in CAFCA are real outputs, such as
reactors and facilities fleets; others are internal variables that set the decision rules applied to the
system. Thus CAFCA is segmented into single-input single-output (SISO) subsystems that interact,
each of them modeling both a physical structure (e.g. the LWR fleet) and the performance of those
structures (e.g. to order building and decommissioning of LWRs). The model is discrete: rules are
first applied to an initial system defined by the user, based on the state of this system. As a result, the
state of the system at the next time step of the simulation is changed. Rules are applied to the system
based on this new state, and so on. The time step currently used in CAFCA is 0.125 years (1.5
months); no numerical instabilities have been observed by using such a time step. A full list of the
main assumptions can be found in [Guerin et al., 2009-A,B]; here only a brief overview of the main
ones is given to provide the reader with a feeling of the implications that the modeling strategy can
have on the model itself. It should also be noted that most of these assumptions have been tested
and their impact on the results considered in most cases qualitatively as well as quantitatively
negligible [Guerin et al., 2009-B].
33
CAFCA, despite being a discrete-time model, can be considered "continuous-flow" code in the
sense that it does not track actual fuel batches but assumes continuous mass inflows. For any
combination reactor/fuel, the annual mass flow is used as an input as well as the total mass of the
core at the moment of the installation of each unit. Also, for every type of reactor/fuel, transient
regimes are ignored and equilibrium fresh fuel composition is used.
Radioactive decay of the fission products and fuel-relevant isotopes in the spent fuel is ignored.
As a result, both the weight percentage of TRU in the spent fuel and its quality are assumed to be
constant over time. As a consequence, the spent fuel is treated as a homogeneous lump and its aging
is not tracked. When a batch of spent fuel is reprocessed, the code does not "know" how old this
batch is. This approximation has its largest impact on the scenarios involving the use of MOX fuel,
which entails that Pu is separated from the minor actinides. In this case, the older the spent fuel, the
lower the fissile Pu content because of the decay of 24 1 Pu into 241Am. The impact of such an
approximation for this specific case was addressed in [Guerin et al., 2009-B].
For the sake of simplicity, the existing nuclear reactor park is represented by a fleet of 1 GWe-
reactors of the same design, generically designated as "LWR". Likewise, the current U02spent fuel
legacy is assumed to have a fixed composition of a 5-year cooled U02 spent fuel discharged at 50
MWd/kgHM. For the benchmark case presented in section 2.3 these assumptions needed to be
revisited and the coupling of CAFCA with Excel and CASMO-5 (state of the art lattice physics code
for modeling PWR and BWR fuel) was needed to be able to extract more details about the LWR
fleet and the composition of spent fuel.
As mentioned in Chapter 1, it is always recommended that all the underlying assumptions and
approximations are taken into account in the interpretation of the results of the analyzed scenarios.
2.3 BENCHMARKING ACTIVITY: NWTRB WORKSHOP
An additional benchmarking activity was carried out in 2011, aiming at evaluating how different
fuel cycle tools handle the back end of the fuel cycle and in particular the LWR spent fuel
management. For CAFCA, this was a good opportunity to verify that, despite not being able to track
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isotopes, the mass balances and the extrapolated spent fuel composition could be considered
sufficiently accurate to justify the use of fixed isotopic composition. The Nuclear Waste Technical
Review Board (NWTRB) held a Workshop on the Evaluation of Waste Streams Associated with
LWR Fuel Cycle Options in Arlington, VA on June 6-7, 2011. The objectives of this workshop were
to:
a. benchmark respective fuel cycle models/codes/tools;
b. establish consistency in input assumptions for the calculation of U.S. spent fuel generation
and management;
c. understand how the scenario definitions provided by the NWTRB are applied in the
calculation of spent fuel characteristics;
d. reach consensus on areas of agreement, differences, and suggestions for future interactions
and direction;
The scenarios provided were not intended to be realistic representations of U.S. system
operations, nor was the intent of the workshop to identify preferred scenarios. Five scenarios were
defined, sequenced as follows:
1. Determine the characteristics of the U.S. spent fuel inventory as of December 2009.
2. Calculate the quantity and composition of spent fuel discharged through 2100 for a specified
electricity production and reactor burn-up.
3. Assess the impact of repository disposal with respect to the total mass of spent fuel disposed
each year through 2100.
4. Estimate the steady-state valued of mass flows due to reprocessing and fabrication of
pressurized water reactor (PWR) mixed oxide (MOX) and recycled uranium oxide (UOX)
fuel.
5. Determine the impacts of reprocessing combined with repository disposal on spent fuel
mass flows.
Performance measures of interest included the total mass of spent fuel generated, number of
assemblies discharged, waste stream compositions, mass of new fuels generated, and the reduction
in uranium demand realized. The workshop was attended by "participants", defined as those
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organizations who utilized programs to perform analysis of the defined scenarios and present results
at the workshop. In addition to the NWTRB, there were four other participants: AREVA, Idaho
National Laboratory (INL), Massachusetts Institute of Technology (MIT), and the UK National
Nuclear Laboratory (NNL). Representatives of other organizations and members of the public
attended the workshop as "observers". These attendees were offered an opportunity to speak
during structured discussion periods as well as during time set aside at the end of each day for public
comment.
A transcript of this meeting is posted on the NWTRB website (www.nwtrb.gov). From the
workshop's synopsis [NW/TRB, 2011], we report a short description of the codes and methodology
used by other participant as well as the description of the changes made to CAFCA to make it
suitable to evaluate the metrics required for the benchmark exercise.
NUWASTE
The Nuclear Waste Assessment System for Technical Evaluation (NUWASTE) has been
developed by the NWTRB as a material balance tool designed to assess the waste management
implications of alternative fuel cycle scenarios for the existing and planned fleet of U.S. light-water
reactor (LWR) nuclear plants. On the basis of assumed fuel burn-ups and initial uranium
enrichments, NUWASTE calculates the masses of individual isotopes from input values in spent
fuel assemblies that have been, or will be, discharged by the reactor fleet. The isotope masses in
spent nuclear fuel are calculated by the ORIGEN code. Reprocessing scenarios are not based on
any particular separations process, but the degree of separations can be specified. Based on the
quantities of materials in various product streams, the amount of recycle fuel that can be fabricated
is calculated for loading into reactors on a one-year time step basis. NUWASTE keeps track of all
masses, assemblies and waste packages, including the composition of these streams. The tool is self-
contained and pertinent data required for material balance calculations are obtained from externally-
generated lookup tables.
AREVA
The analysis tool used by AREVA was a steady-state spreadsheet material flow calculation
specific to the reprocessing and fabrication of PWR MOX and recycled UOX fuel. All data are
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based on operational experience at the La Hague recycling plant and the MELOX MOX fabrication
plant. The isotopic calculations for fission products, actinides and activation products utilize
CESAR data. The analysis takes into account reprocessing capacity, recycled fuel as PWR UOX
with a specified initial enrichment from natural uranium derived fuel, discharged fuel cooling times,
legacy fuel characteristics, and a fleet spent-fuel discharge rate corresponding to an electric
generation capacity equal to the current U.S. reactor fleet.
VISION
INL has developed VISION, Verifiable Fuel Cycle Simulation, as a tool for evaluating advanced
fuel cycle options. The code represents uranium milling and mining, conversion and enrichment,
fuel fabrication as a function of energy demand, thermal and fast reactors, reprocessing/separations
for spent fuel, and product recycle back to fuel fabrication. Low-level, greater than Class C,
transuranic and high-level waste are considered. Material flow is dependent on energy demand. Up
to 10 reactor types can be evaluated, representing either light-water or fast reactors, and material
flow is routed from reactors to separations, from which fuel constituents can be recycled or
disposed. VISION has a single "legacy" retirement profile that begins in 1960 so that existing
reactors can retire on time, obtains results from an as-stable-as-possible portion of a simulation
rather than a true steady state, incorporates input/output fuel composition rather than performing
reactor physics, and considers only mass flow (not fuel assemblies).
ORION
NNL's fuel cycle model, named ORION, can track up to 2,500 nuclides as nuclear material is
moved through a fuel cycle. The smallest time step that can be defined is one year, thus parameters
such as irradiation time for reactor fuel and reprocessing lead times must be an integer number of
years. ORION will decay material as it flows around a fuel cycle scenario and will calculate the spent
fuel inventory discharged from a reactor directly using cross sections and neutron fluxes generated
by a reactor physics code such as CASMO-4, WIMS or ECCO. Performing the transmutation
calculation in such a way allows ORION to model complex scenarios, where the input fuel
composition varies over time (i.e., closed cycles involving fast reactors and MOX utilization in
LWRs). The current version of ORION does not consider a preference for the reprocessing of
spent fuel with respect to time in/out of storage; material entering storage is mixed with the existing
inventory. However, the program can preferentially process particular streams of material. In
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analyzing the workshop scenarios, present and future spent fuel were divided into separate streams
by considering spent fuel discharged from the current reactor fleet before and after 2010, as well as
new spent fuel from the new-build fleet. Due to the time step limitation of one year, the dwell time
of fuel in a reactor must be an integer number of years, which in turn could limit burn-ups that can
be considered. To circumvent this, varying the input parameter of core mass can be used to achieve
a specified burn-up. For the purpose of this benchmark, individual reactors were not modeled;
rather individual reactors were grouped to form reactor 'units' pertaining to PWRs and BWRs.
CAFCA
To analyze the workshop scenarios, the LWR once-through and twice-through cycles were
selected. CAFCA is a discrete-time code, tracking mass flows of material. Only equilibrium core
compositions are considered and no explicit distinction is made by the code between PWRs and
BWRs. However, the cumulative mass flows can be separated (using MSExcel or any other data-
processing software) once the simulation is completed, if the relative composition of the LWR fleet
is known. No isotope tracking is currently implemented in CAFCA and spent fuel isotopic vectors
are fixed. Combined use of CASMO (for burn-up calculations) and CAFCA allowed the expression
of results according to the metrics specified in the workshop scenarios and to apply different spent
fuel composition vectors to the mass flows estimated by CAFCA. Although a variety of technical
approaches were used by participants to analyze the scenarios provided, the majority of the results
were found to be in general agreement. This suggests that there is a reasonable degree of
consistency in the underlying methodology of various organizations for evaluating fuel cycle options
in terms of the waste streams and waste forms generated by different LWR scenarios. The
benchmark results showed also the sensitivity of isotopic composition to burnup-codes and in
particular the calculation of the quantity of Pu-241 and Pu-240 in the spent fuel discharged as well as
the calculation of the separated masses of UOX and MOX resulting from various combinations of
reprocessing capacity and fuel age at the time of reprocessing. Participants and observers agreed
that the workshop served an important purpose by bringing together stakeholders to discuss the
manner in which waste management implications of various fuel cycle options are evaluated and
future activities will hopefully be undertaken to further this pursuit. Additional details regarding the
results obtained with CAFCA and its coupling with EXCEL and CASMO can be found in
Appendix A.
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Tables 2.1, 2.2, 2.3 and 2.4 show comparative results for the composition of discharged LWRs
fuel through 2100 [NWTRB, 2011]. As can be seen, differences between the different codes are
negligible.
Table 2.1 Total PWR and BWR Assemblies Through 2100
Item Number of Assemblies Mass of Assemblies Check
PWR BWR Total PWR BWR Total
NWTRB 369,165 471,518 840,683 158,741 84,873 243,614 243,614
NNL 361,367 453,409 814,776 155,388 81,614 237,001 236,408
INL 851,053 156,436 88,683 245,119
MIT 288,615 585,581 874,196 124,104 105,405 229,509 239,335
AREVA I I 1 _ _
Table 2.2 Total Mass of U-234, U-235, U-236 and U-238 Discharged [MT]
Item Total (PWR + BWR) Masses (MT)
U-234 U-235 U-236 U-238 Total Enrich
NWTRB 41.5 1,511.7 1,403.2 225,022.2 227,978.6 0.66%
NNL 64.8 1,842.5 656.3 219,505.6 222,069.2 0.83%
INL 8.8 1,745.5 1,353.1 226,320.2 229,427.6 0.76%
MIT 38.0 1,613.5 1,407.5 221,119.7 224,178.6 0.72%
AREVA
Table 2.3 Total Mass of Pu-238, Pu-239, Pu-240, Pu-241 and Pu-242 Discharged [MT]
Item Total (PWR + BWR) Masses (MT)
Pu-238 Pu-239 Pu-240 Pu-241 Pu-242 Total Quality
NWTRB 74.2 1,285.6 688.5 72.8 227.8 2,348.8 57.8%
NNL 39.2 1,349.8 659.6 41.2 187.0 2,276.8 61.1%
INL 70.3 1,401.8 699.5 208.9 211.0 2,591.5 62.2%
MIT 75.0 1,292.4 655.6 383.0 211.0 2,616.9 64.0%
AREVA I _
Table 2.4 Mass of Fission Products and Minor Actinides Discharged [MT]
Item FP & Minor Actinides (MT)1
In PWR Assemblies In BWR Assemblies Total
NWTRB 8,739 4,547 13,287
NNL 8,070 3,992 12,062
INL 8,426 4,673 13,100
MIT 8,425 4,115 12,540
AREVA
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3. FUEL CYCLE SCENARIOS: REFERENCE
CASES with NEW OPTIONS
3.1 INTRODUCTION
This chapter presents CAFCA results for the base case scenarios previously presented in [MIT,
2010] and [Guerin et al., 2009-B] and updated with new assumptions on the projected nuclear energy
demand as well as additional fuel cycle options which were added as part of the present study to
broaden the range of fuel cycle options through innovative technologies. A number of metrics are
presented and analyzed for the various nuclear fuel options presented, including required uranium
resources, amounts of actinides and transuranic (TRU) material and its distribution in the system,
amount of wastes, repository requirement, reprocessing facilities, cost of electricity. The base line
scenarios presented in this chapter are the basis for the sensitivity analysis and optimization tasks
described in the remaining chapters of the thesis.
3.2 DESCRIPTION OF THE REFERENCE CASES
All the cases examined in this chapter reflect the U.S. nuclear energy scenario and in particular
start from the existing LWR fleet, and also the amount of spent fuel currently in dry interim storage
or in spent fuel pools at the reactor sites [MIT, 2010]. Compared to previous studies, the initial
conditions of the U.S. nuclear system were updated. For all the cases a nuclear energy demand
growth rate of 2%/year from 2020 on will be assumed [EIA, 2012-A] [EJA, 2012-B] (following a
slower increase from the present 102 GWe to 110 GWe in 2020); the spent LWR fuel legacy is
assumed to be 61700 MTHM [NWTRB, 2011] and the minimum cooling time of 5 years for all the
types of fuel. Those represent the same set of assumptions, simply updated, used to produce the
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results discussed in the MIT study on the future of nuclear fuel cycle [MIT, 2010] [Guerin et al., 2009-
A]. The base-line scenario as fuel cycle option is the once-through cycle based on current LWR
design. A number of alternative advanced reactors and recycling technologies were then explored
and compared to the results obtained for the OTC scenario. In particular, other than the OTC based
on LWR technology, the impact of introducing the following fuel cycle options and recycling
technologies will be studied, noting the options added to CAFCA since the MIT fuel cycle study:
1) Twice-Through Cycle, characterized by one time Pu recycling in LWRs as MOX fuel;
2) Closed Fuel Cycle characterized by TRU multi recycling in fast burners (FR CR=0.75);
3) Closed Fuel Cycle characterized by TRU multi recycling in self-sustaining fast reactors (FR
CR=1.0);
4) Closed Fuel Cycle characterized by TRU multi recycling in self sustaining epithermal light water
reactors (RBWR CR=1.0) [New];
5) Closed Fuel Cycle characterized by TRU multi recycling in fast breeders (FBR CR= 1.23);
6) Closed Fuel Cycle characterized by TRU multi recycling in fast burners (FR CR=0.75) with
LWRs being replaced by U-235 initiated FRs [New];
7) Closed Fuel Cycle characterized by TRU multi recycling in self-sustaining fast reactors (FR
CR=1.0) with LWRs being replaced by U-235 initiated FRs [New];
8) Closed Fuel Cycle characterized by TRU multi recycling in fast breeders (FBR CR=1.23) with
LWRs being replaced by U-235 initiated FRs [New];
Specific assumptions are made regarding the introduction dates of the recycling technologies and
of the reprocessing plants needed for fuel cycle closure. Most of the assumptions are taken directly
from the MIT fuel cycle study; here only the main ones will be listed as well as the ones for cases
4,6,7,8, which are additional scenarios to the one described in the fuel cycle study [MIT, 2010]. For
the Twice-Through scenario (recycling case 1), the first thermal reprocessing plant starts operation
in 2025 and the separated plutonium is immediately used to make MOX fuel. In the scenarios
involving fast reactors (cases 2,3 and 5), the first thermal reprocessing plant starts in 2035 and
conventional fast reactors (oxide fueled designs) and reprocessing plants are introduced in 2040. The
data for the conventional fast reactor designs considered in this study are mostly taken from
[Hoffman, 2007] [Hoffman, 2006] [Hoffman et aZL, 2006].
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3.2.1. RBWR Design
The RBWR (Reduced Moderation Boiling Water Reactor) is a Light Water Reactor design
derived from the existing Boiling Water Reactor technology [Takeda et al., 1995], which aims at
achieving a self-sustaining fissile material conversion ratio (CR=1.0). To do so, the amount of water
inventory in the core region responsible for neutron energy moderation is reduced, and as a
consequence ,the average void fraction and steam quality is higher than a typical BWR design
[Takeda and Moriya, 2007]. As a result, the neutron spectrum is also harder, which reduces neutron
parasitic captures in the coolant while increasing the number of neutrons generated per fission event
with increasing neutron energy, and relying more on fissions by the epithermal energy neutrons
making possible the achievement of a high conversion ratio in a design based on light water cooled
reactor technology [Feng, 2011]. From a fuel cycle point of view, in which the focus is on the mass
balances more than on the reactor technology deployed, such a design should be compared with a
more typical self-sustaining metal cooled fast reactor design. Table 3.1 reports the main data of
interest for the two designs (RBWR and FR CR=1.0) available for use in CAFCA. The data are
normalized for the same electrical output, namely 1000 MWe.
Table 3.1 Design data of interest for RBWR and self-sustaining FR
RBWR FR CR =1
Capacity Factor 0.9 0.85
Cycle Length [year] 1 1.19
Number of batches 4.62 3.42
Specific Power [kW/kgHM] 29.65 59.7
Discharge Burn Up [MWd/kgHM] 45 73
Residency time [year] 4.62 4.06
Fuel Annual loading [MTHM] 21.55 11.192
Fuel Core mass [MTHM] 107 45.5
TRU enrichment 0.1235 0.1386
As can be seen, the specific power for the self-sustaining fast reactor is twice the one for the
RBWR design, while the TRU enrichment is comparable, and as a result the fuel core mass and the
annual loading are much larger for the RBWR than for the self-sustaining fast reactor. This suggests
that the deployment of the RBWR may be slower because of the higher TRU requirement. On the
other hand, being based on LWR technology, the RBWR could potentially be commercially available
earlier than the self-sustaining fast reactor (we made the assumption of introducing the RBWR in
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2025, while fast reactors are introduced in 2040). A fuel cycle code like CAFCA can be of help in
comparing the performances of the two designs from a fuel cycle point of view. The respective
results are reported in Section 3.3.
3.2.2. U-235 Initiated Fast Reactor Design
As discussed in the MIT Fuel Cycle Study, the rate of introduction of traditional fast reactors
over time may be limited by the availability of separated TRU from LWR spent fuel, which
represents the real bottleneck for rapid deployment of a FR fleet. This limitation is associated with
the capacity of spent fuel reprocessing facilities making impossible the rapid use of the spent fuel
legacy, which represents the source of fuel for the initial installation of fast reactor in a closed fuel
cycle perspective.
To overcome this limitation and allow for a quicker introduction of fast reactor technologies, an
alternative has been studied at MIT [Fei et al., 2012] [Fei et a., 2011] for using U-235 initiated fast
reactors, which would require U-235 enriched fuel, at higher levels than the light water reactors but
within the allowable 20% limit on civilian use of enriched uranium. Therefore, use of the same chain
of supply already in place for the existing fleet would continue, without requiring reprocessing
facilitities and separation of TRU material to start up and feed the fast reactor. Three designs
characterized by three different fuel forms have been studied by the design team (oxide, metal and
carbide); in this thesis the oxide and metal fueled U-235 initiated fast reactor (USFR) designs will be
presented and their fuel cycle performance characterized. Table 3.2 reports the main design data of
interest for the two U-235 initiated Fast reactor designs and a typical LWR design.
Table 3.2 Main Data for USFR - U0 2 , USFR - UZr and LWR - U0 2
Reactor Type USFR - U0 2  USFR - UZr LWR - U0 2
Capacity Factor 0.85 0.85 0.90
Cycle Length [year] 1.22 1.82 1.5
Number of batches 5.00 3.00 3
Specific Power [kW/kgHM] 81.10 61.00 38.7
Discharge Burn Up [MWd/kgHM] 166.00 110.00 50
U235 enrichment 18.45% 12.50% 4.23%
Unit power [GWe] 1.00 1.00 1.00
Fuel Annual loading [MTHM] 4.73 7.20 19.5
Fuel Core mass [MTHM] 28.86 39.33 87.77
Residency time [year] 6.10 5.46 4.5
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As can be seen, the two U-235 initiated fast reactor designs are quite different compared to the
LWR one, and in particular the opposite trends of specific power and discharge Burn-Up on one
side and the U-235 enrichment on the other should be noted. As a result, the fuel mass balances are
quite different, but the total U-235 content in the core is similar and that brings also to a comparable
natural uranium requirement, as shown later in this section. Looking more closely at the two U-235
initiated FR designs, it can be noted that the oxide fueled FR requires a higher enrichment than the
metal one (consistent with the expectation that the oxide fuel form leads to a softer neutron
spectrum than a metal fuel) but also a higher burnup and a longer residency time in the core. Also, a
higher specific power can be achieved with the oxide fueled core design.
The U-235 design was introduced in CAFCA at first as a second reactor technology to be
deployed in a once-through cycle to gradually replace the existing LWR fleet, starting in 2040. This
exercise was useful to compare the LWR and U-235 initiated FR designs at equilibrium in an
equivalent fuel cycle scenario. In particular, two energy demand scenarios were analyzed: an
exponential 2%/year growth rate and a no-growth scenario (i.e. installed capacity kept constant over
time). Figures 3.1 and 3.2 show how installed capacities evolve over time for the two technologies
involved for the exponentially growing energy demand scenario.
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Figure 3.3 and 3.4 show the LWR and U-235 initiated FR installed capacity over time for the
constant energy demand scenario. The difference in the capacity factor between LWRs and U-235
initiated fast reactors, also called USFRs, is the cause for the differences in the total installed
capacity, which does not sum up to the same value. Note that for Figures 3.1-3.4 there is no
difference between the two U-235 initiated FR designs because the installed capacity follows the
energy demand curve.
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The oscillations observed in Figure 3.3 and 3.4 are due to the retirement of units at the end of life
(60 years) and the following replacement with new ones, which is done in a 1 year time lag and not
instantaneously. The observed plateau between 2050 and 2090 follows the decommissioning
schedule of LWRs over time, assuming a lifetime of 60 years. Figure 3.5 and Figure 3.6 show the
SWU requirement as a function of time for the U-235 initiated fast reactor designs (oxide and metal
fuel respectively) compared to the corresponding LWR OTC scenario, for three different values of
the uranium enrichment, xt.
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As expected, the lower the x, the higher the SWU requirement. Also, given the much higher U-
235 enrichment for the fast reactor designs, the SWU requirement for the U-235 initiated FR
designs is higher than for the corresponding LWR-only scenario. Looking at the difference between
the two designs, the SWU requirement is slightly higher for the oxide fueled U-235 initiated FR (the
required U-235 enrichment is higher than for the metal fueled design - see Table 3.2). Figures 3.7
and 3.8 show the same quantity, the SWU Requirement over time, for the no-growth case.
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The same trends as in Figure 3.5 and 3.6 can be observed. In this case the SWU requirement is
constant over a large part of the simulation and shows two regions characterized by similar shape
and an increase in the y axis values. Those two regions and their peaks correspond to the retirement
of the existing fleet, with new reactors and the related first core fuel, which is larger than the annual
loading. When the SWU requirement is constant over time, the reactor fleet is at equilibrium.
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Figure 3.9 and 3.10 show the natural uranium requirement for the OTC LWR scenario and the
U-235 initiated fast reactors (oxide fueled in Figure 3.9 and metal fueled in Figure 3.10).
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scenarios
The trend with respect to the uranium tails enrichment is opposite that of the SWU requirement:
namely, the higher the uranium tails enrichment, the higher the natural uranium requirement. The
two U-235 initiated FR designs (oxide and metal fueled) require basically the same amount of natural
uranium over the simulation, and that turns out to be about 13% higher than the corresponding
OTC LWR scenario. Figures 3.11 and 3.12 show the natural uranium requirement for the zero-
growth scenarios (corresponding to a constant installed capacity of reactors overtime).
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This scenario is useful to evaluate the difference in the uranium requirement for a quasi-
equilibrium case (given the fact that the total capacity does not change over time), as discussed
before. In this case, the difference in the uranium requirement between the U-235 initiated FR
designs and the corresponding OTC LWR scenario is of about 10%. Another relevant metric to
compare once-through cycle options is the amount of TRU in the system. Table 3.3 reports the
composition of the discharged fuel from the U-235 initiated FR designs and from a typical LWR.
Table 3.3 Composition of Spent Fuel for the U-235 initiated FR - UO 2 Design
Reactor Type USFR - U0 2  USFR - UZr LWR - U0 2
Spent fuel cooling time 5 years 5 years 5 years
U fraction 75.91% 82.47% 93.56%
Pu fraction 7.65% 6.45% 1.15%
MA fraction 0.33% 0.17% 0.13%
TRU fraction 7.98% 6.62% 1.28%
FP fraction 16.11% 11.00% 5.16%
The spent fuel composition is different because of the different neutron spectrum and as a result,
the relative TRU content in the spent fuel coming from the U-235 initiated fast reactor design is
about six times the TRU content in a typical LWR spent fuel. Figures 3.13 and 3.14 show the total
amount of TRU in the system, comparing LWR OTC with the oxide fueled U-235 initiated FR
(Figure 3.13) and LWR OTC with the metal fueled U-235 initiated FR (Figure 3.14).
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Comparing Figure 3.13 and 3.14, it can be noticed that the metal fueled U-235 initiated FR
generates a larger amount of TRU compared to the oxide design. This is because, despite having a
lower TRU relative content in the spent fuel, the lower burnup leads to larger mass flows and
ultimately to an overall larger amount of TRU in the system.
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3.2.3. U-235 Initiated Fast Reactor with Recycling
The previous analysis showed that for both designs (metal and oxide) the amount of TRU in the
system is much larger than for the corresponding LWR OTC cycle. This suggests that the stream of
spent fuel from U-235 initiated Fast Reactor would be extremely valuable for reprocessing and TRU
separation to be then used to build a conventional FR fleet and increase the rate of introduction of
conventional FRs compared to what can be achieved with an LWR fleet. In addition, the
introduction of U-235 initiated fast reactor (USFRs) could make unnecessary the reprocessing of the
spent LWR fuel to be then recycled in conventional fast reactors. Thermal reprocessing of spent
LWR fuel is very expensive, requiring revision of regulatory framework, and also more challenging
than the reprocessing of spent FR fuel because of the much smaller TRU content. The LWR spent
fuel legacy would be, in such a case, sent to the geological repository while fast reprocessing
deployed with the introduction of USFRs to feed a fleet of conventional FRs and achieve fuel cycle
closure. Preliminary estimates suggested that in such scenario the uranium consumption would still
be less than in the OTC case. The current analysis aims at verifying this finding. Figure 3.15 shows
how fuel cycle closure would be realized in the two cases . In both cases, there will be two streams
of spent fast reactor fuel to be reprocessed. Furthermore, in both cases, U-235 Initiated Fast
Reactors are introduced to replace entirely the LWR fleet following its decommissioning schedule.
Thermal Reprocessing
LWR Spent Fuel . Facility to be introduced if
decided to reprocess also
LWR spent Fuel legacy
Conventional Fast
.. _.._._  . .. .... .... .. Reactor Fresh Fuel
U-235 Initiated Fast Reactor Fast Reprocessing Facilityac introduced with
Spent Fuel Conventional Fast Reactors
Irradiation in
Conventional
Fast Reactor
Conventional Fast
Reactor Spent Fuel
Figure 3.15 Fuel Cycle closure through U-235 initiated and conventional Fast Reactors
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In this work, we analyze the deployment of U-235 Fast Reactor followed by fuel cycle closure
through the deployment of three different conventional fast reactor designs characterized by three
different conversion ratio values (CR=0.75, CR= 1.0, CR= 1.23 corresponding to scenarios 6, 7 and 8
respectively as listed in Section 3.2). In all cases the U-235 initiated Fast Reactor fleet will be
introduced first in 2040 and will gradually replace the LWR fleet following its decommissioning
schedule. CAFCA gives priority to recycling technologies (in this case conventional FRs) as long as
enough separated TRU material is available for fresh FR fuel. USFRs, similarly to how LWRs are
treated in the other closed fuel cycle scenarios, are installed to make up the remaining difference
between energy demand and current installed capacity.
The USFRs base case scenarios presented and discussed in the next section include also thermal
reprocessing of spent LWR fuel. The scenario of introduction of USFRs followed by fuel cycle
closure with conventional FR technologies but without thermal reprocessing will be presented in
Chapter 4 as a stand-alone sensitivity analysis case.
3.3 RESULTS AND GENERAL TRENDS
Figure 3.16 shows the total LWR-U0 2 installed capacity for all the base-case scenarios. The
installed capacity of LWR-U0 2 is maximum for the OTC case, for which it is the only reactor
technology available. The OTC line represents also indirectly the total capacity required to satisfied
the energy demand growth rate described in Section 3.2. Therefore, for all the other closed fuel cycle
scenarios deploying recycling technologies the lower the LWR installed capacity line, the higher the
penetration of recycling technologies over time.
The fast breeder reactor scenario shows the lower need for LWR installed capacity, followed
closely by the self-sustaining fast reactor scenario [MIT, 2010]. In the LWR installed capacity plot, all
the U-235 initiated fast reactor scenarios collapse into a single line, corresponding to the retirement
of the existing LWR fleet over time and assuming life extension to 60 years for all the existing
plants. This because, as already mentioned in Section 3.2, the LWR fleet is assumed to be replaced
by the U-235 initiated fast reactors starting in 2040, while fuel cycle closure is also achieved in 2040
with the introduction of conventional fast reactor designs.
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Figure 3.16 LWR Installed Capacities over Time
Figure 3.17 shows the installed capacity of U-235 initiated fast reactors over time for the three
different fast reactor technologies to be coupled for fuel cycle closure. The installed capacity of U-
235 Fast Reactors was found to be highest for the CR=0.75 case, followed by the CR=1.0 and
CR=1.23 conventional fast reactor cases. The installed capacity of U235 initiated FRs decreases
between 2090 and 2100 because of the installation of conventional FRs (that have logical priority in
CAFCA) at a rate higher than energy demand following the availability of separated TRU.
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Figure 3.17 U-235 Initiated FR Installed Capacities over Time
10
Figure 3.18 shows the fast breeder reactors installed over time for the reference scenario and for
the scenario with U-235 initiated fast reactors. As can be seen, thanks to the highly enriched TRU
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stream out of the U-235 initiated fast reactors, the number of conventional fast breeder reactors that
can be installed is, at the end of the simulation, larger than in the reference scenario. This supports
the deployment of U-235 initiated fast reactors acting as a booster technology for fuel cycle closure
through conventional fast reactor technology.
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Figure 3.18 Fast Breeder Reactor Installed Capacities over Time
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Similar results can also be observed in Figure 3.19 and 3.20 for CR=0.75 and CR=1.0 recycling
technologies, which include also the RBWR design described in Section 3.2. The boosting effect of
U-235 initiated fast reactor is even more noticeable for CR=0.75 and CR=1.0 recycling technologies
than for Fast Breeder Reactors.
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Figure 3.19 Self Sustaining Reactor (CR=1.0) Installed Capacities over time
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Fast Reactor (CR=0.75) Installed Capacities over Time
The plateau in the installed capacity of conventional FRs that can be observed in figures 3.18,
3.19 and 3.20 reflects the temporary limited amount of separated TRU following the LWR
decommissioning schedule and the initially limited number of fast reprocessing plants After 2070,
however, enough fast reprocessing plants are available to sustain a steeper growth of conventional
FRs.
It is possible to summarize the findings from Figures 3.16, 3.17, 3.18, 3.19 and 3.20 reporting the
installed capacities for all reactor technologies considered as follows:
" LWR's are the dominant technology for each energy scenario, excluding the ones
characterized by the introduction of U-235 initiated Fast Reactors. This is reinforced in
Tables 3.4 and 3.5;
* U-235 initiated Fast Reactors help increase the penetration of fast reactors in the energy
supply over time. By 2100, the increase is between 30% and 40% compared to the reference
scenarios;
" RBWR technology, which is assumed to be available for deployment in 2025, can be
installed in larger numbers than conventional CR=1.0 fast reactors (assumed to be
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deployable after 2040) until 2060, when the trend inverts itself because of the much lower
TRU requirement for the conventional FR design compared to the RBWR design;
Table 3.4 Summary of the results - Installed Capacity in 2050 and 2100
LWR-U02 MOX FR . RBWR FR CR=1.0 FR U-235 FR
Capacity Capacity Capacity Capacity CR=1.23 Capacity
[GWe] [GWe] [Gc] GWe] [GWe] [GWe]
Date 2050 2100 2050 2100 2050 2100 2050 2100 2050 2100 2050 2100 2050 2100
OTC 197 528 0 0 0 0 0 0 0 0 0 0 0 0
MOX 156 471 41 57 0 0 0 0 0 0 0 0 0 0
FRCR=0.75 180 351 0 0 20 191 0 0 0 0 0 0 0 0
RBWR 159 384 0 0 0 0 40 147 0 0 0 0 0 0
FR CR=1.0 174 282 0 0 0 0 0 0 24 259 0 0 0 0
FR CR=1.23 179 224 0 0 0 0 0 0 0 0 20 327 0 0
Table 3.5 Summary of the results - Installed Capacity in 2050 and 2100
Figure 3.21 shows the development of the thermal reprocessing capacities in the analyzed scenarios.
Recall that the unit capacity is 1000 tHM/year and that thermal reprocessing is introduced in 2025
for the MOX and RBWR, 2035 for U-235 initiated FR scenarios and for conventional FR scenarios.
It is clear that the largest capacity is needed for the MOX scenario, while the lowest is that of U-235-
FR followed by the breeder scenario.
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Figure 3.21 Thermal Reprocessing Installed Capacity
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Figure 3.22, 3.23 and 3.24 show the development of the fast reprocessing capacity for different
conversion ratios of recycling reactor technologies. Recall that the unit capacity is 200 tHM/year in
the burner case, and 500 tHM/year in the self-sustaining and breeder scenarios. As expected, USFR
scenarios are characterized by a larger fast reprocessing installed capacity than the corresponding
conventional FR scenarios.
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Figure 3.22 Fast Reprocessing Installed Capacity for FBR scenarios
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Figure 3.24 Fast Reprocessing Installed Capacity for FR CR=0.75 scenarios
Figure 3.25 shows the amount of spent U0 2 fuel in interim storage available for reprocessing. As
long as no reprocessing plant is introduced (OTC scenario), the spent U0 2 fuel discharged from
LWRs is accumulated in interim storage. A few years after the introduction of the first thermal
reprocessing plant, this pile reaches a peak, as the reprocessing rate overtakes the inflow rate. As
seen in Figure 3.21, construction of the thermal reprocessing plants is mainly driven by the spent
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fuel legacy (but is slowed down by the limit on the industrial capacity), which is why the building
schedule is exactly the same in conventional fast reactor scenarios for most part of the simulation.
The legacy is then depleted and the spent U0 2 fuel available is directly proportional to the LWRs-
U0 2 capacity. Figure 3.26 shows the U0 2 fuel in interim storage coming from U-235 initiated FR.
As can be seen, the amount is much smaller than the corresponding U0 2 fuel from LWR, mostly
because of the higher specific power and the absence of spent fuel legacy for the USFRs.
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Figure 3.25 LWR Spent Fuel in Interim Storage (and Repository)
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Figure 3.27 shows the natural uranium utilization rate, while Figure 3.28 shows its integral over
time, namely the natural uranium requirement.
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Figure 3.27 Natural Uranium Utilization Rate
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Figure 3.28 Natural Uranium Requirement over the Simulation
As can be seen, the introduction of recycling technologies reduces the natural uranium
requirement compared to the OTC reference scenario. The introduction of U-235 initiated fast
reactors also helps reducing the natural uranium requirement rate by maximizing the ability for
installation of recycling technologies. Numerical values for uranium requirement and utilization rate
are reported in Tables 3.6, 3.7 and 3.8.
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Table 3.6 Cumulative Uranium Requirement [Million MT]
Scenario By 2050 with By 2100 with By 2050 without By 2100 without
U recycling U recycling U recycling U recycling
OTC 1.035 4.126 1.035 4.126
MOX 0.885 3.361 0.957 3.738
FR CR=0.75 0.989 2.754 1.014 3.095
RBWR 0.843 2.847 0.944 3.192
FR CR=1.0 0.980 2.477 1.005 2.796
FR CR=1.23 0.989 2.341 1.014 2.658
U235 FR and FR CR=0.75 0.988 3.060 1.012 3.296
U235 FR and FR CR=1.0 0.983 2.906 1.008 3.142
U235 FR and FR CR=1.23 0.990 2.927 1.014 3.163
Table 3.7 Natural Uranium Utilization Rate
Scenario Date OTC MOX FR FR FRSeroa OTC___ MOX_____ CR=0.75 CR=1.0 CR=1.23
If the recovered 2050 39,850 28,200 31,300 30,300 31,700uIm he recvered 2050 (-29.2%) (-21.5%) (-24.0%) (-20.4%)
Uranium is recycled 
-083,200 62,500 51,700 40,500(tons/year) 2100 99,400 (-16.3%) (-37.1%) (-48.0%) (-59.3%)
If the recovered 2050 39,850 34,000 35,200 34,200 35,600
uranium is not recycled (-14.7%) (11.7%) (-14.2%) (-10.7%)
(tons/year) 2100 99,400 91,200 68,300 55,600 44,400(-8.25%) (-29.2%) (-31.3%) (-54.8%)
Table 3.8 Natural Uranium Utilization Rate
U-235 in. FR U-235 in. U-235 in. FR
Scenario Date OTC RBWR CR=0.75 FR CR=1.0 CR=1.23
If the recovered 2050 39,850 26,400 34,800 34,000 35,000uIum he recvered 2050 39 (-33.8%) (-12.7%) (-14.7%) (-12.2%)
Uranium is recycled 64,900 62,000 44,500 37,800(tons/year) 2100 99,400 (-34.7%) (-37.6%) (-55.2%) (-62.0%)
If the recovered 2050 39,850 32,200 38,700 37,800 38,900
uranium is not recycled (-19.2%) (-2.89%) (-5.14%) (-2.38%)
(tons/year) 2100 99,400 71,500 63,500 46,000 39,300(tons/year)___2100 99,00 (-28.1%) (-36.1%) (-53.7%) (-60.5%)
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Figure 3.29 shows the total amount of transuranic material (TRU) in the system for the different
fuel cycle options considered.
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Figure 3.29 Total amount of TRU in the System
The total amount of transuranic material in the system shows a different trend compared to
what was seen for natural uranium requirement. Recycling technologies, while not requiring mined
uranium, may have in fact a positive, neutral or negative transuranic balance according to their
conversion ratio. Looking at the reference cases first, Figure 3.29 shows that, except for the Fast
Breeder Reactor scenario, the deployment of recycling technologies reduced the amount of TRU in
the system compared to the OTC scenario. In particular, the fast burner scenario (CR=0.75) is
characterized by the minimum amount of TRU in the system. The fast breeder (CR=1.23) reactor
scenario, due to the conversion ratio of the recycling technology greater than one, is characterized by
a higher amount of TRU in the system compared to the OTC scenario. The introduction of U-235
initiated fast reactor causes the amount of TRU in the system to be higher than that of the
respective reference cases, especially between 2040 and 2060 when USFRs are installed at a high
rate. This is because of the high TRU content in the U-235 initiated fast reactor spent fuel compared
to the amount of TRU in light water reactors spent fuel (see tables 3.5, 3.6 and 3.7). The
combination of U-235 initiated fast reactors and fast breeder reactors increases the amount of TRU
by about 3 0% compared to the OTC cycle. Of course the amount of TRU in the system does not
tell the form or the location of TRU. Figure 3.30 shows the distribution of TRU for the CR=1.0
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reference scenario between reactor cores, cooling storage, interim storage, reprocessing and fuel
fabrication plants and waste. As can be seen, the amount of TRU in the waste category in a closed
fuel cycle is extremely small, and most TRU actively stays in the fuel cycle and keeps being recycled.
Total amount of TRU in the system (FR CR=1.0)
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Figure 3.30 Distribution of TRU in the system for the FR CR=1.0 scenario
Despite the distribution of TRU materials shown in Figure 3.30, societal concern regarding
nuclear energy sustainability is mostly associated with its wastes. The reduction of the amount of
waste to be disposed of in geological repositories may have a significant impact on the public
acceptance of nuclear energy. Although recycling options dramatically reduce the total mass of
wastes, they can't eliminate the necessity of a geological repository, as fission products and
unrecoverable TRU amounts (losses) still have to be disposed of [MIT, 2010]. Figure 3.31 shows the
total mass of HLW destined to a repository in the various scenarios. Recall [Guerin, 2009-B] that
HLW is assumed to be sent to disposal 25 years after it is generated (it is cooled in surface storage
meanwhile). We assume that the repository opens after 2025. As expected, the OTC generates the
greatest amount of HLW in terms of mass. The current spent fuel legacy is assumed to be
transferred to the repository shortly after its opening. An interesting point of reference when
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looking at Figure 3.31
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Figure 3.31 High Level Waste in Repository
2110
However, the mass might not necessarily be an appropriate metric to compare the different
scenarios. Waste forms vary in decay heat, volume (including packages) and radio-toxicity [Cochran
and Tsou/fanidis, 1999]. Figure 3.32 shows the aggregated amount of wastes using the densification
factors (see Glossary) described in [BCG, 2006] [Wige/and, 2006] and reported in Appendix B.
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Figure 3.32 High Level Waste in Repository - Yucca Mountain Equivalent
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Figures 3.33 and 3.34 show the dynamic levelized cost of electricity [de Roo et al., 2009-A,B] and
the fuel cycle cost component of levelized cost of electricity, calculated according to the waste-base
accounting scheme [Guerin,2009B], as a function of time for all the scenarios analyzed [Shropshire et
al., 2009]. The main assumptions underlying this economic analysis are fully described in
[Guerin,2009B]. Table 3.9 summarized the most relevant ones:
Table 3.9 Summary of Main Assumptions for Economic Anal sis
Economic Assumptions - Overnight Costs
Uranium Ore Purchase [$/kgHM] 100
Depleted Uranium Purchase [$/kgHM] 10
Yellow Cake Conversion [$/kgHM] 10
Enrichment [$/SWU] 160
LWR Fuel Fabrication [$/kgHM] 250
MOX Fuel Fabrication [$/kgHM], 2000
FR Fuel Fabrication [$/kgHM] 2000
LWR Construction Cost [M$/GWe] 4000
FR Construction Cost [M$/GWe] 4800
O&M Cost [M$/(GWe*year)] 70
CAFCA also includes a uranium-cost model to predict the cost of uranium in the future
[Matthews and Driscoll., 2009], considering the already used resources over time and adopting cost-
escalation functions from literature [Guerin, 2009-B]
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Figure 3.34 Fuel Cycle Cost Component of Levelized Cost of Electricity
By examining Figure 3.33, OTC is the least expensive fuel cycle option, while the introduction of
recycling technologies translates into higher levelized cost of electricity (fast reactors are assumed to
be characterized by a higher overnight capital cost than light water reactors). The scenarios
characterized by the introduction of U-235 initiated fast reactors show a considerably higher
levelized cost of electricity due to the larger deployment of fast reactors to replace the existing LWR
fleet as well as to achieve the closure of nuclear fuel cycle. Figure 3.34 shows a component of the
levelized cost of electricity, namely the fuel cycle cost. In this case, the trends are different and favor
the use of recycling technologies which are characterized by a lower fuel cycle cost compared to the
OTC fuel cycle. However, the order of magnitude of this cost is about 12% of the total cost of
electricity and the difference in reactor capital costs has a higher influence on the total cost.
Another metric of interest, which will also be further taken into consideration as one of the
optimization criteria (see Chapter 6) is the amount of depleted uranium in the system. Figure 3.35
shows the amount of depleted uranium over time for all the fuel cycle scenarios considered in this
chapter assuming also uranium recycling.
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Figure 3.35 Depleted Uranium Inventory in the System
As can be seen, scenarios characterized by LWR as the dominant technology are also
characterized by large amount of depleted uranium accumulating over time as a result of the
uranium enrichment needed to feed LWR technology. Scenarios characterized by the introduction of
U235 initiated fast reactors, on the other hand, end up relying much less on mined uranium and as a
result see a much smaller and also constant amount of depleted uranium in the system; an
equilibrium is reached towards the end of the time range covered by the simulation between the
amount released by enrichment plants and the one utilized for conventional fast reactor cores after
their introduction in 2040.
Last, Figure 3.36 shows the total SWU [Cochran and Tsoulfanidis, 1999] consumption per year for
all the fuel cycle scenarios analyzed. The introduction of recycling technologies reduces the SWU
requirement, even if for the U-235 initiated fast reactor scenarios some spikes can be observed
related to the LWR fleet retirement and its replacement with a technology characterized by a much
higher U-235 enrichment. Overall, the same trends already identified for depleted uranium inventory
can be observed, as expected, since the two metrics are both related to the uranium enrichment
stage of the nuclear fuel cycle. Also, the total SWU consumption is one of the metrics considered
for fuel cycle optimization (see Chapter 6).
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Figure 3.36 Total SWU Consumption per Year
3.4 SUMMARY OF CONCLUSIONS
Chapter 3 presented the base-case scenarios for nine different fuel cycle options. In particular,
the introduction of RBWRs and U-235 initiated fast reactors (USFR) was studied and compared to
the other reactor technologies presented in the MIT fuel cycle study. It was found that RBWR
installed capacity, thanks to the earlier introduction, can be higher than the conventional FR CR= 1.0
installed capacity until 2060. After 2060, however, a larger number of FR CR=1.0 can be installed,
thanks to the lower TRU requirement for a single unit. USFRs were found to have a great boosting
effect on the installed capacity of conventional fast reactors after 2080 thanks to the much larger
TRU content in the USFR spent fuel. A much larger penetration of USFR (coupled with thermal
reprocessing) and conventional fast reactor technologies was found to minimize the amount of
HLW waste in the system and reduce also the amount of depleted uranium in the system as well as
the natural uranium utilization rate and requirement compared to the OTC case, especially towards
the end of the simulation when the impact of the recycling technology is larger. On the other hand,
more FRs installed over time caused the levelized cost of electricity to be notably higher (about 2 0%
in 2110) than for the OTC reference scenario.
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4. SENSITIVITY ANALYSIS of NUCLEAR
FUEL CYCLE: the APPROACH
4.1 SYSTEM and DESIGN PARAMETERS: CLASSIFICATION
In dynamic system theory, sensitivity analysis is the study of the propagation of perturbations of
the model input to the output of the model. As such, it is often associated and used to study
uncertainty propagation, even if sensitivity analysis covers a broader range of interest, having to do
with the characterization of dynamic system trajectories under forced motion [Luenberger, 1979]. In
order to test the robustness of the conclusions of the MIT fuel cycle study and to identify the most
significant factors in the development of reactor technologies, a sensitivity analysis was performed
over several initial conditions. A proper range defined around a nominal value was associated with
each parameter, and the impact of the variation of a single parameter was evaluated by the
corresponding variation of the output metrics, in particular, the reactor technology installed over
time. The installed capacity of recycling reactor technologies, while not being a goal per se, is an
indirect measure of the achievement of other goals of closed fuel cycle, such as reduction of natural
uranium consumption or amount of high level waste. Among design parameters, we considered
inputs which define the single reactor technologies available in CAFCA. By performing a sensitivity
analysis on those parameters we aimed not at judging the single reactor technologies, but, instead, at
identifying the elements of the design that are more significant for the potential installation of a
specific design over time, such as reactor core mass, fuel enrichment, mass balance per year and
others. The parameters chosen for the sensitivity analysis which are not reactor design parameters
were categorized as system parameters. Most of them are, from a system logic point of view, time
delays or time constraints associated with the introduction of recycling technologies or with the
development over time of a specific fuel cycle strategy. As such, they are directly related to the
dynamic behavior of the fuel cycle model. Of particular interest is to identify bottlenecks and the
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most impacting elements of the decisional framework that can be studied and analyzed only using a
dynamic code like CAFCA [Piet and Soe/berg, 2011] [Guerin et al., 2009-A]. Sensitivity analysis for
system and design parameters of interest is extensively described in Chapter 5. Chapter 4 presents,
on the other hand, examples of sensitivity analysis in a broader sense, presenting how different
designs or fuel cycle configuration impact the development of recycling reactor technologies over
time. By so doing, the robustness of the conclusions of the reference scenarios presented in
Chapter 3 is strengthened. In particular, following an overview of fast breeder reactor designs, the
impact of fuel type (oxide vs. metal) on the development of fast reactors is analyzed. Also, U-235
initiated fast reactor scenarios presented in Chapter 3 are re-analyzed, eliminating the thermal
reprocessing of LWR spent fuel.
4.2 OVERVIEW OF FAST BREEDER REACTOR DESIGNS
The MIT Fuel Cycle Study [MIT, 2010] analyzed the potential development of current and
recycling nuclear technologies over about 100 year time range. Among the future technologies taken
into consideration, one Fast Breeder Reactor was compared to other Fast Reactor designs having
lower Conversion Ratios (ranging from 0 to 1). In particular, self-sustaining fast reactors (CR=1.0)
were found to dynamically perform about the same as fast breeder reactors for a large part of the
time range covered (see also Chapter 3 for an overview of the base-line scenarios and the related
results) [MIT, 2010]. Table 4.1 shows the TRU requirement for the different fast reactor designs
available in CAFCA [Guerin, 2009-B].
Table 4.1 TRU Requirement for Fast Reactors as a Function of CR Normalized to 1 GWe
Conversion Ratio 0 0.5 0.75 1 1.23
TRU Core Load [MTHM] 9.7 8.55 7.74 6.31 8.64
TRU Annual Load [MTHM/yr] 2.741 2.064 1.74 1.552 1.321
As can be noted, while the annual TRU loading decreases monotonically with increasing
conversion ratio, the same cannot be said for the initial TRU load in the core. In particular, self
sustaining fast reactor is characterized by the lowest TRU requirement per unit per electric output.
On the other hand, fast breeder reactor design has the same TRU requirement as the burner design
characterized by a conversion ratio of 0.5. Figures 4.1 and 4.2 show graphically the two trends
identified from table 4.1.
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By using CAFCA as fuel cycle analysis tool, it was shown that the initial TRU/Fissile Material
requirement is a crucial parameter for the development of Fast Breeder Reactors overtime. The
difference in the initial TRU requirement between self-sustaining and breeder reactor designs is what
compensates for the different conversion ratio values and make the two designs almost equivalent
from a fuel cycle point of view, over the simulation time range. It was therefore decided to look for
alternative FBR designs that might present different fuel forms (Oxide vs. Metal) and that might
require different amounts of TRU/Fissile Material. The comparison between those designs aims at
72
10
8
4
2
0
0 0.2 0.4 0.6 0.8 1 1.2 1.4
Conversion Ratio
Figure 4.1 TRU Initial Loading as Function of Conversion Ratio
3
2.5
2
1.5
1
.7
0
I0.50
Figu
identifying the most promising FBR technology from a fuel cycle performance perspective and also
at indirectly suggesting possible reasons for the difference in the initial TRU requirement between
self-sustaining and breeder fast reactor designs [Hoffmann et al., 2010].
4.2.1. ALMR Design: the Reference Case for the Fuel Cycle Study
The Reference FBR Design analyzed in the Fuel Cycle Study and implemented as fast breeder
reactor design of choice in CAFCA is the Advanced Liquid Metal Cooled Nuclear Reactor (ALMR),
which has a breeding ratio of 1.23. Table 4.2 summarized the main characteristics of the reactor,
scaled up to 100OMWe (the power rating of reference for all reactor technologies implemented in
CAFCA) from a 319MWe unit [Guerin, 2009-B].
Table 4.2 ALMR Design - Main Data
Electric Power [MWe] 1000
Thermal Efficiency 38%
Capacity Factor 85%
Cycle Length [years] 1.916
Number of batches 3.50
Specific Power [kW/kgiHM] 27.09
Discharge Burn Up [MWd/kgIHM] 103.23
Irradiation time [years] 5.75
Fuel Annual loading [MT/Year/Unit] 14.843
Fuel Core mass [MT/Unit] 97.13
TRU Enrichment [%] 8.9
From the data reported in Table 4.1 and Table 4.2, the initial TRU Requirement for the
100OMWe ALMR core unit is about 8.64 metric tons. Table 4.3 reports the ALMR-FBR Installed
Capacity in 2050 and 2120 for the Reference Cases discussed in Chapter 3 (2% energy demand
growth, TRU separation technology introduced in 2035 and FRB technology introduced in 2040),
calculated using the code CAFCA.
Table 4.3 ALRM-FBR Installed Capacity for the Reference Case
Reactor Fuel Form Installed Capacity in 2050 [GWe] Installed Capacity in 2100 [GWe]
ALMR Metal 20 327
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4.2.2. Literature Review on Fast Breeder Reactor Designs
In order to identify other promising FBR designs and collect the necessary data for the respective
fuel cycle analysis, a number of literature references was collected [L4EA, 2006] [Dubberley et al.,
2000] [Quinn et al., 1993]. In particular, the IAEA FR Database [IAEA, 2006] represented a good
starting point because it collects information and general data about several Fast Reactor designs
developed over the last five decades and their respective evolutions. Table 4.4 and 4.5 report the
general data available for demonstration or prototype as well as commercial size fast reactors. Note
that older FBR designs did rely on the separation of Plutonium instead of on the use of TRU
coming from LWR spent fuel; the use of separated Plutonium would certainly be beneficial from a
neutronics point of view, but the separation process carries along proliferation concerns which
ultimately lead to development of fast reactor designs that do not require separation of Plutonium.
Table 4.4 Demonstration and Prototype Fast Reactors - IAEA-FR Database [LAEA, 2006]
Reactor Country Fuel Form Rating Pu-39 Tot Pu % Pu/GWeRcCu yF [MWe] [kg] [kg] Pu-39 Pu/Ge
Phenix France MOX 255 717 931 77 3651
SNR-300 Germany MOX - Loop 327 1058 1536 69 4697
PFBR India MOX 500 1361 1978 69 3956
MONJU Japan MOX - Loop 280 870 1400 62 5000
PFR UK MOX 250 760 950 80 3800
CRBRP USA MOX - Loop 380 1468 1705 86 4487
BN-350 Kazakhstan MOX - Loop 130 75 77 97 592
BN-600 Russia MOX 600 110 112 98 187
ALMR USA Metal 303 ? 2283 ? 7535
KALIMER-150 Korea U-TRU-Zr 162 1090 1519.78 72 9381
SVBR-75/100 Russia PUO2-UN 80 ? ? ? ?
BREST-OD-300 Russia PuN-UN-MA 300 ? 2260 ? 7533
Table 4.5 Commercial Size Fast Reactors - Source IAEA, FR Database [L4EA, 2006]
Rating Pu-39 Tot Pu %Reactor Country Fuel Form Rating Pu-39 Pu/GWe[MWe] [kg] [kg] Pu-39
Super Phenix France MOX 1242 4054 5780 70 4654
SNR 2 Germany MOX 1497 4800 8000 60 5344
DFBR Japan MOX - Loop 660 2430 4130 59 6258
CDFR UK MOX 1500 3000 3400 88 2267
BN-1600 Russia MOX 1600 5400 7900 68 4938
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BN-800 Russia MOX 870 1879 2710 69 3115
EFR MOX 1580 ? 8808 ? 5575
ALMR USA Metal 303 ? 2800 ? 9241
SVBR-75/100 Russia PUO2-UN 102 ? ? ?
BN-1 800 Russia PUO2-UN 1800 ? 12070 ? 6706
BREST-1200 Russia PuN-UN-MA 1200 6060 8560 71 7133
JSFR-1500 Japan MOX - Loop 1500 7570 13630 56 9087
From Table 4.5 it can be noticed that the ALMR is the only metal fueled FR listed in the IAEA
database, while most of the other designs are oxide fueled fast reactors. Among the MOX fueled fast
reactors we can also find Monju and Super-Phenix which, given their operational experience, could
be potentially considered the MOX-FBR reference designed.
Table 4.6 Oxide vs. Metal Fuel FBR Comparison-Source IAEA, FR Database [L4EA, 2006]
Reactor Rating [MWe] Fissile Content of a Core [kg] Fissile Content of a Core [kg/GWe]
Monju 280 1400 5000
ALMR 320 2800 8750
Super-Phenix 1200 5780 4817
Table 4.6 compares directly the two MOX-FR designs with the ALMR one. As can be seen, the
fissile material content of the core for the two MOX-FR designs is much smaller compared to the
fissile material content of the ALMR; however it is not correct to assume that Pu, and in particular
Pu-239, can be considered equivalent to LWR generated TRU material when fissioned in a fast
spectrum. Generally, the designs reported in the IAEA FR Database, while being interesting
(especially for what concerns the fissile material content of different fast reactor designs), cannot be
used as specific design for fuel cycle analysis because, in order to properly run the CAFCA code, it is
necessary to know the fuel mass flow rates and the relative enrichment of fresh and spent fuel.
Unfortunately, not all that information is reported in the IAEA database, and extrapolation and
scaling from other sources turn out to be delicate and often not totally accurate. This review showed
the large diversity in the existing fast breeder reactor designs, which is a results of different priorities
and design approaches followed over time. Also, only a couple of designs analyzed in the next
section were found to be detailed enough to allow their use and comparative study with a tool like
CAFCA which requires definition of the mass flows for the equilibrium core.
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4.3 OXIDE AND METAL FUELED FAST REACTOR DESIGNS
4.3.1. Fast Breeder Reactor Studies: ANL-80-40
From an Argonne National Laboratory report [ANL, 1980], however, it was possible to obtain
the design details and sufficient data about two Fast Breeder Reactor Designs, an oxide and a metal
fueled 1000MWe reactor. The collected data include the necessary mass flow rates as well as
enrichment information that made possible the implementation of those two designs into the code
CAFCA. Table 4.7 summarizes the main data of interest for CAFCA. Note that the TRU
enrichment given is relatively low because it was calculated considering both core and blanket
regions.
Table 4.7 LMFBR Designs -Main Data [ANL, 1980]
Metal Core Oxide Core
Electric Power [MWe] 1000 1000
Thermal Efficiency 36.5-38% 36.5-38%
Capacity Factor 75% - 85% 75% - 85%
Cycle Length [years] 1 1
Number of batches 2.72 2.65
Specific Power [kW/kgiHM] 17.3 - 16.65 25.7 - 26.7
Discharge Burn Up [MWd/kgIHM] 53.33 55.33
Irradiation time [years] 2.72 2.65
Fuel Annual loading [MT/Year/Unit] 58.04 40.17
Fuel Core mass [MT/Unit] 158.08 106.64
TRU Enrichment [%] 4.10 6.47
From the data reported in Table 4.7, the TRU amount in the initial oxide core can be easily
estimated and it is equal to about 6.9 metric tons while the TRU amount in the initial metal core is
equal to about 6.48 metric tons. As expected, the TRU requirement for the Metal Fueled FBR is
lower than the corresponding one for the Oxide Fueled FBR.
4.3.2. Fuel Cycle Analysis and Results
Figure 4.3 and Table 4.8 report the fuel cycle analysis results obtained using CAFCA code and
referred to the reference case (2% energy demand growth, 2035 introduction of TRU separation and
2040 introduction of the FBR technology) for the three fast reactor designs.
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Figure 4.3 ALRM and LMFBR Installed Capacity for the Reference Case
Table 4.8 ALRM and LMFBR Installed Capacity for the Reference Case
Reactor Fuel Form Installed Capacity in 2050 [GWe] Installed Capacity in 2120 [GWe]
ALMR metal 20 461
LMFBR oxide 20 387 (-16.1%)
LMFBR metal 20 455 (-1.3%)
The results show that an alternative FBR metal design basically achieves the same penetration
compared to the ALMR design, while the FBR oxide design penetration is significantly lower than
the reference case, due to the lower value of CR (because of the different energy distribution of the
neutron spectrum) achieved by the oxide fueled reactor (1.15) vs. the metal fueled reactor (1.23).
Despite being appreciably different, metal fueled fast breeder reactor designs were found to perform
basically the same at the end of the simulation. On the other hand, the much larger core size of the
oxide fueled FBR design limits the installation pace of such reactor technology and in 2120 the
difference between metal and oxide fueled fast breeder reactor installed capacities is about 15%.
4.3.3. Conventional Fast Reactor Design Scenarios
A similar design comparison was performed between metal vs. oxide fueled FRs characterized by
conversion ratio between 0 and 1. There are, of course, many considerations that can support one
or the other design. Here, we do not aim at giving a preference but simply present a comparison
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between the installed capacity over time of the two types of fuel for the same reactor design (i.e. the
same conversion ratio). For conversion ratios from 0 to 1, the data were taken from Hoffman
[Hoffman, 2007], who analyzed preliminary designs of sodium fast reactor equilibrium core for both
options. For all the cases run, the energy growth rate was 2%, thermal reprocessing introduced in
2035 and FR technologies in 2040. Table 4.9 reports the data of interest for CAFCA for the oxide
and metal design of burner sodium fast reactor characterized by a conversion ratio of 0.75 [Hoffman,
2007]. The metal design is characterized by higher specific power and lower TRU enrichment,
similar to what observed in the previous section for fast breeder reactor designs. On the other hand,
the oxide design is characterized by a higher burnup value due to its longer residency time in reactor,
which is largely affected by material, and therefore ultimately safety related considerations.
Table 4.9 SFR - CR=0.75 [Hoffmann, 2007]
Metal Core Oxide Core
Electric Power [MWe] 1000 1000
Thermal Efficiency 0.38 0.38
Capacity Factor 0.85 0.85
Cycle Length [years] 0.75 1.14
Number of batches 5.95 5.8
Specific Power [kW/kgiHM] 72.16 63.52
Discharge Burn Up [MWd/kgIHM] 99.60 130.39
Irradiation time [years] 4.44 6.65
Fuel Annual loading [MT/Year/Unit] 8.20 6.23
Fuel Core mass [MT/Unit] 36.47 41.43
TRU Enrichment [%] 21.21 25
Table 4.10 reports the data of interest for CAFCA for the oxide and metal
sodium fast reactor characterized by a conversion of 1.0 [Hoffman, 2007].
Table 4.10 SFR - CR=1.0 [Hoffmann, 20071
Metal Core Oxide Core
Electric Power [MWe] 1000 1000
Thermal Efficiency 0.38 0.38
Capacity Factor 0.85 0.85
Cycle Length [years] 1.19 2.16
Number of batches 3.41 3.06
Specific Power [kW/kgiHM] 59.70 51.90
Discharge Burn Up [MWd/kgIHM] 73.00 102.60
design of burner
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Irradiation time [years] 4.06 6.60
Fuel Annual loading [MT/Year/Unit] 11.19 7.94
Fuel Core mass [MT/Unit] 45.50 52.38
TRU Enrichment [%] 13.86 16.9
As can be noticed, also in this second case (CR=1.0) the metal-fueled design is characterized (for
the same electric power output) by a higher specific power and a lower TRU enrichment than the
oxide design. On the other hand, the oxide design can achieve a higher discharge burnup and
requires a smaller fuel loading per year. CAFCA was used to compare the two designs and to see
which one, given the same initial conditions and the same set of assumptions, could be installed at a
faster pace. Figure 4.4 shows the results of the CAFCA simulation in terms of installed capacity of
CR=0.75 fast reactor over time, while Figure 4.5 shows the result for the self sustaining (CR=1.0)
fast reactor designs over time:
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Figure 4.4 and Figure 4.5 show that the metal-fueled self sustaining fast reactor designs can be
introduced at a faster rate compared to the oxide-fueled design. As already pointed out, the lower
initial TRU requirement for the installation is, in this case, the key parameter which favors the metal
fueled design. The difference between the installed capacities in 2120 is below 10% in both cases, as
reported in Table 4.11.
Table 4.11 FR Installed Capacity vs. Conversion Ration and Fuel Form
Conversion Fuel Installed Capacity in 2050 Installed Capacity in 2120
Ratio Form [GWe] and relative difference [GWe] and relative differencefrom metal case (%) from metal case (o)
metal 20 250
0.75 oxide 17 (-15%) 232 (-7.2%)
metal 24 356
oxide 20 (-13%) 323 (-9.3%)
4.3.4. Uranium-235 Initiated and Conventional Fast Reactor Design Scenarios
As described in Chapter 3, Uranium-235 Initiated Fast Reactors can be deployed to replace
LWRs and at the same time to close the fuel cycle by boosting the introduction of conventional Fast
Reactors, thanks to the higher TRU content in the spent fuel compared to regular LWR design.
Chapter 3 also analyzed the performance of metal and oxide fueled U-235 initiated fast reactors in a
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once through cycle comparing the SWU, Natural Uranium requirement and TRU generation of the
two cases to the LWR OTC Reference scenario. Figures 4.6, 4.7 and 4.8, on the other hand compare
the two designs by looking at the installed capacities over time of the conventional fast reactors
operating in a closed fuel cycle and using the reprocessed spent fuel discharged from the U-235
initiated fast reactors.
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For all the three cases considered, corresponding to fuel cycle closure through the deployment of
the three conventional fast reactor technologies discussed in Chapter 3 (CR=0.75, CR=1.0 and
CR=1.23), metal and oxide fueled U-235 initiated fast reactors lead to nearly the same installed
capacity of conventional FR technologies for a large part of the time range covered. Only around
2090 the difference in the TRU content of the spent fuel, which is higher for the metal design, has
an impact on as is quantified in Table 4.12, which reports the installed capacities of the conventional
fast reactor technologies in 2050 and 2100.
Table 4.12 FR Installed Capacity for different Conversion Ratios and Fuel Forms
INSTALLED INSTALLED
CONVERSION FUEL CAPACITY IN CAPACITY IN
RATIO FORM 2050 [GWe] 2100 [GWe]
0.75 metal 19 333
oxide 19 307 (-7.8%)
1 metal 22 425
oxide 22 388 (-8.7%)
1.23 metal 18 431
oxide 18 408 (-5.3%)
The results are quite consistent with previous findings: metal fueled U-235 initiated fast reactors
allow a higher installed capacity of the corresponding conventional fast reactor technology
compared to what can be achieved with oxide fueled U-235 initiated fast reactors.
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4.5 U-235 INITIATED FAST REACTOR FUEL CYCLE SCENARIOS
WITHOUT THERMAL REPROCESSING
Three of the nine base-line scenarios presented in Chapter 3 were characterized by the
introduction of U-235 initiated fast reactors to replace LWRs following their decommissioning
schedule and fuel cycle closure achieved with the introduction of conventional FRs (with conversion
ratios 0.75, 1.0 and 1.23). In all those cases described in Chapter 3, LWR spent fuel, including the
existing spent fuel legacy, was reprocessed in thermal reprocessing plants. However, this step may be
avoided and conventional FRs could be introduced by reprocessing spent fast reactor fuel only in
fast reprocessing plants. This section compares the results obtained for the three U-235 initiated fast
reactor scenarios with and without the introduction of thermal reprocessing, treated as a sensitivity
analysis parameter. Figure 4.9 shows the USFR installed capacity over time for the six scenarios
considered (three with thermal reprocessing and three without).
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Figure 4.9 U-235 Initiated FR Installed Capacities over Time
As can be seen, the elimination of thermal reprocessing leads to a larger installed capacity of
USFRs over time for all the three scenarios considered (the increase is between 35% and 5 5 % in
2110). This was expected, considering that avoiding thermal reprocessing reduces the amount of
separated TRU available for installation of conventional FRs, and therefore more USFRs are
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required to cover the increasing energy demand over time. Figures 4.10, 4.11 and 4.12 show the
installed capacity over time for conventional FRs characterized by conversion ratios equal to 0.75,
1.0 and 1.23 respectively.
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Figure 4.12 Fast Breeder Reactor Installed Capacities over Time
By avoiding thermal reprocessing of spent LWR fuel, the introduction of conventional FRs is
delayed by about 20 years (from 2045 to 2065). This is because the presence of LWR spent fuel
legacy is enough to saturate the industrial capacity of a few thermal reprocessing plants, and that
drives the conventional FR installations for the first 20 years from their introduction. On the other
hand, in the case without thermal reprocessing it is necessary to wait for enough USFR spent fuel to
accumulate in interim storage before a fast reactor reprocessing plant can be built.
Such a delay in the introduction of conventional FRs is the cause for the smaller number of units
installed in 2110, at the end of the time range covered by the simulation. It is also interesting to note
that in both cases (with and without thermal reprocessing) the installation of conventional FRs
significantly increases after 2065. Once again, this reflects the deployment of fast reactor
reprocessing plants, following a large enough accumulation of spent USFR spent fuel in interim
storage. It should be reminded, in fact, that reprocessing plants are built in CAFCA following the
presence in the system of enough spent fuel in interim storage to guarantee a minimum capacity
factor of 8 0% over the reprocessing plant lifetime (assumed to be 40 years). As an industrial capacity
constraint, it is also assumed that no more than one thermal reprocessing plant can be built every
four years and no more than one fast reprocessing plant every two years.
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Figure 4.13 shows the cumulative natural uranium requirement for the six USFR scenarios (with
and without thermal reprocessing) as well as for the OTC reference scenario.
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Figure 4.13 Natural Uranium Requirement over the Simulation
As can be seen, by not introducing thermal reprocessing the uranium requirement increases;
however it remains below the OTC case and therefore the introduction of USFRs leads to natural
uranium savings with and without introducing thermal reprocessing as well. Figure 4.14 shows the
levelized cost of electricity for the six USFR cases and for OTC:
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Figure 4.14 Levelized Cost of Electricity
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The introduction of thermal reprocessing has a little influence on the economics of USFR
scenarios, which is characterized by a much higher levelized cost of electricity because of the much
higher penetration of FR technologies. The difference is mostly given by the higher capital cost of
fast reactors; thermal reprocessing affects only the fuel cycle components of the cost of electricity
and therefore has a small overall impact. It should also be noted that the choice of accounting
scheme (energy vs. waste based) impacts the results and can lead to different trends for fuel cycle
costs and therefore to slightly different values for the levelized cost of electricity as well [Guerin,
2009-B]. For the results shown above, the waste-based accounting scheme was adopted.
Finally, Figure 4.15 shows the amount of HLW to be sent to the repository for OTC and for two
of the six USFR scenarios (the other four would lead to basically the same numerical results as the
two reported in Figure 4.15).
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Figure 4.15 High Level Waste in Repository
As can be seen, by non introducing thermal reprocessing all the spent LWR fuel has to be sent to
the repository, including the spent fuel legacy which is about 60,000 MTHM. As a result, the total
amount of high level waste in the repository by 2110 is reduced only by about 35% compared to the
OTC scenario (250,000 MTHM vs. 380,000 MTHM). On the other hand, by introducing thermal
reprocessing the physical amount of HLW is drastically reduced to about 5% compared to the OTC
scenario (17,000 MTHM vs. 380,000 MTHM).
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4.4 SUMMARY OF CONCLUSIONS
Summarizing the findings reported in this chapter, two main variables were investigated with
respect to their influence in the installed capacity of recycling technologies (fast reactors) over time:
the fuel form (oxide vs. metal) as well as the fissile requirement for the reactor core. When
comparing the same reactor technology, metal fuel was proven to perform better than oxide fuel,
even if significant differences exist when comparing different reactor designs or when some relevant
information is missing or needs to be extrapolated. Other than the initial TRU/fissile material
requirement, also the Burn Up affects the fuel cycle scenarios because of its influence on the initial
separated material to start up a core and the first years of operation.
The reason for the non-monotonic trend shown in Figure 4.1 (TRU initial loading vs. conversion
ratio) stays in the different concept of neutron economy that characterizes burners and self-
sustaining reactors versus breeder reactors. Up to CR--1.0, in fact, neutron economy can be
optimized to the point of looking for the best possible reflector configuration, in which leakage
from the core region is reduced as much as possible to minimize the TRU requirement while
achieving the desired conversion ratio. Fast breeder reactors, however, rely on the presence of radial
blankets to achieve a conversion ratio greater than one. Radial blankets rely on neutron leaking from
the core region to transmute fertile into fissile material. Therefore leakage is not minimized, since it
is needed to breed in the region surrounding the core. As a result, a higher amount of TRU material
compared to a self-sustaining fast reactor is needed to achieve both criticality and breeding at the
same time and over the desired irradiation cycle.
Metal fueled U-235 Fast Reactors were also found to improve the penetration of conventional
fast reactor technologies thanks to the higher amount of TRU in the metal spent fuel compared to
the oxide design; however the difference is quite small (see Chapter 3 for details on the composition
of spent fuel of the two U-235 initiated fast reactor designs) and therefore the two designs were
found to lead to the same pace of introduction of conventional fast reactor technologies for most
part of the time period covered by the CAFCA simulation.
The three USFR scenarios were also re-analyzed excluding the reprocessing of LWR spent fuel
and allowing only for spent fuel to be reprocessed in fast reprocessing plants. By not reprocessing
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the LWR spent fuel legacy, the introduction of conventional FRs was found to be delayed by about
20 years compared to the reference scenarios presented in Chapter 3, consistently with the limits on
the industrial capacity for fast reprocessing plants. Even without thermal reprocessing, the uranium
requirement was found to be lower than in the OTC case. Economics was found to be only slightly
affected by the introduction of thermal reprocessing, which affects only fuel cycle cost. The amount
of HWL to be sent to the geological repository, on the other hand, was found to be greatly reduced
by the introduction of thermal reprocessing and to be of the same order of magnitude as in the
OTC scenario if thermal reprocessing is not introduced.
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5. SENSITIVITY ANALYSIS of NUCLEAR
FUEL CYCLE: RESULTS
5.1 SYSTEM PARAMETERS
To perform the sensitivity analysis task, five system parameters were chosen: energy demand
growth rate, the introduction dates of recycling and reprocessing technologies, the capacity of
reprocessing facilities and the spent fuel cooling times. Table 5.1 shows the five parameters, as their
reference value for the base-line scenarios presented in Chapter 3 as well as the range explored for
the sensitivity analysis exercise.
Table 5.1 List of System Parameters, Reference Values and Range Covered
System Parameter Reference Value Range Covered
Energy Demand Growth Rate 2%/year 1 %/year - 3%/year
2025 - RBWR 2025-2040
Recycling Technology Introduction Date 2040 - FRs 2035-2050
2025 - RBWR 2010-2025
Thermal Reprocessing Introduction Date 2035 - FRs 2025-2040
1000 MT/year - LWR 800-1200 MT/year
Capacity of Reprocessing Facilities 500 MT/year - RBWR 400-600 MT/year
500 MT/year - FRs 400-600 MT/year
Spent Fuel Cooling Time 5 years 2-10 years
The results of the sensitivity analysis task will be presented through the evolution over time of
three metrics of interest, which will help identifying which of the parameters listed in Table 5.1 has
the largest impact on the nuclear fuel cycle option features . The three metrics chosen are: the
installed capacity of the advanced reactor technologies, the levelized cost of electricity and the total
amount of TRU in the system. Those three are just a few of the metrics of interests for nuclear fuel
cycle analysis, and in Chapter 3 many more were shown and discussed for the base case scenarios.
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However, installed capacity, levelized cost of electricity and total amount of TRU in the system are
metrics that can be indirectly related to general figures of merit of closed nuclear fuel cycle, such as
economics, waste management, proliferation and potential penetration of recycling reactor
technologies over time. Sensitivity analysis results will be presented for the new fuel cycle options
discussed in Chapter 3 (RBWR and U-235 initiated FR closed fuel cycle). Results of sensitivity
analysis previously performed on other base-line scenarios are found in [Guerin, 2009-B].
5.1.1. Closed Fuel Cycle - Self sustaining epithermal light water reactors (RBWR CR= 1.0);
In this section, the system parameters sensitivity analysis results for the RBWR fuel cycle
scenarios will be presented. The parameters listed in Table 5.1 will be considered one by one,
starting with the energy growth rate. In order to avoid an overwhelming number of figures, plots
showing very limited sensitivity over the range investigated are not explicitly shown and the
respective trend only qualitatively commented in the text. The same is also done for the other
sections of this chapter.
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Figure 5.1 RBWR Installed Capacity vs. Energy Growth Rate
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Figure 5.3 TRU in the System vs. Energy Growth Rate
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* As expected, the energy growth rate has a large impact on the installed capacity of recycling
technologies (Figure 5.1) because of the much larger LWR fleet needed to sustain a more
aggressive energy demand growth driving more RBWR installations;
* The levelized cost of electricity shows a limited excursion from the nominal case, mainly
because the cost of electricity is controlled by the reactor capital cost, and all reactors here
have the same capital cost. Small differences appear as the RBWR fuel demand changes in
each scenario. Figure 5.2 shows actually that the lowest levelized cost of electricity
corresponds to the most aggressive energy demand growth rate and therefore to the highest
penetration of RBWR in the fuel cycle. This is because, for a more aggressive energy growth
rate, fuel cycle cost become also more relevant and in particular fuel cycle costs increase
because of the increase of uranium cost following a higher demand. Recycling technologies
help reducing fuel cycle costs by relying on reprocessed materials and, therefore, can have a
positive impact on the levelized cost of electricity, as it is the case for RBWR in a higher
energy demand scenario. The amount of TRU in the system increases with the increase in
the energy growth rate, as seen in Figure 5.3;
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Figure 5.5 Levelized Cost of Electricity vs. Thermal Reprocessing Plant Capacity
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Figure 5.6 TRU in the System vs. Thermal Reprocessing Plant Capacity
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* Variation in the thermal reprocessing capacity (20% around the nominal value of
1000MT/year) were found to have a relatively small impact on the installed capacity of
RBWR over time (Figure 5.4). A higher reprocessing capacity leads initially to slightly higher
penetration of RBWR until 2075. After that date, there is a trend inversion and towards the
end of the simulation (2110) the difference between the installed capacity of RBWR for
different thermal reprocessing capacity is negligible.
* The trend inversion can be explained by realizing that in a growing energy demand scenario,
RBWR cannot self-sustain its growth and LWRs are therefore needed to provide enough
TRU to install more RBWR over time. Therefore, a larger RBWR fleet earlier in time implies
also fewer LWRs and less TRU available later in time;
* Consistent with what was observed in Figure 5.4, the levelized cost of electricity in Figure
5.5 and the total amount of TRU in the system, Figure 5.6, show that thermal reprocessing
capacity has little impact on the overall performance of a closed nuclear fuel cycle through
the deployment of the RBWR technology.
RBWR Spent Fuel Reprocessing Capacity (Figures Omitted)
* Variation in the RBWR spent fuel reprocessing capacity (20% around the nominal value of
500 MT/year) were found to have almost no impact at all on the installed capacity of RBWR
over time;
e Once again, this can be explained by the fact that that the RBWR growth is sustained by the
LWR fleet, while the reprocessing of RBWR fuel can only help sustain the existing RBWR
fleet but not additional unit, being a self-sustaining design, i.e. characterized by a conversion
ratio equal to unity;
* The levelized cost of electricity and the total amount of TRU in the system also were not
affected. RBWR spent fuel reprocessing capacity has basically no impact on the overall
performance of a closed nuclear fuel cycle through the deployment of the RBWR
technology.
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Figure 5.8 Levelized Cost of Electricity vs. RBWR Introduction Date
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* Variation in the RBWR Introduction Date (from 2025 to 2040) was found to have relatively
small impact on the installed capacity of RBWR over time (Figure 5.7). The difference is
larger in 2050, but in 2110 the installed RBWR capacity is basically independent of the
RBWR Introduction Date. An earlier introduction of RBWR implies fewer LWRs and
therefore less TRU available over time for further RBWR installation. This explains why
delaying the introduction from 2025 to 2040 has little impact on the installed capacity in
2110 which depends more on the cumulative TRU inventory coming from LWRs. Variation
in the Thermal Reprocessing Introduction date was found to have the same impact and
therefore those results are not shown.
* An earlier introduction of RBWR leads to slightly higher levelized cost of electricity for most
of the simulation time (Figure 5.8) because of the additional costs associated with earlier
spent fuel reprocessing and RBWR installation. The TRU amount in the system, on the
other hand, is dominated by the much larger LWR fleet (about 75% of the total installed
capacity) and was basically unaffected by the RBWR Introduction Date (the relative figure is
also omitted).
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Figure 5.9 RBWR Installed Capacity vs. Spent Fuel Cooling Time
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Figure 5.10 Levelized Cost of Electricity vs. Spent Fuel Cooling Time
" Variation in the Spent Fuel Cooling Time (from 2 to 10 years) was found to have a
significant impact on the installed capacity of RBWR over time (Figure 5.9). In 2110. the
difference in the RBWR installed capacity is about a factor of two between 10 years and 2
year of spent fuel cooling time (the shorter the spent fuel cooling time, the higher the RBWR
installed capacity because recycled TRU is made available earlier for fresh fuel fabrication);
e Figure 5.10 shows the levelized cost of electricity for different values of spent fuel cooling
time. As expected a higher RBWR installed capacity leads to a higher levelized cost of
electricity, consistently with the higher costs associated with the reprocessing of spent fuel
characterized by a shorter cooling time;
" The total TRU amount in the system was found to be basically unaffected by the spent fuel
cooling time. This may be counterintuitive at first, but a reduction of the spent fuel cooling
time simply changes the distribution of TRU in the system by reducing the TRU in storage
and increasing the TRU in new recycling units. The reduction in the LWR fleet has a small
impact on the overall TRU balance.
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5.1.2. Closed Fuel Cycle - U-235 initiated and CR=1.0 conventional Fast Reactors;
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Figure 5.12 U-235 FR Installed Capacity vs. Energy Growth Rate
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Figure 5.11 FR CR=1.0 Installed Capacity vs. Energy Growth Rate
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Figure 5.14 TRU in the System vs. Energy Growth Rate
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" Figure 5.11 and Figure 5.12 show the installed capacity of conventional CR= 1.0 fast reactor
and U-235 initiated fast reactor, respectively for the various growth rates. LWRs are
supposed to phase out following the introduction of U-235 fast reactors in 2040. As
expected, the energy growth rate has a significant impact on the installed capacity of both
technologies over time.
* Figure 5.13 shows the levelized cost of electricity; the phasing out of LWRs in favor of fast
reactor technologies causes the cost of electricity to rise considerably above what was
presented in Chapter 3 for the OTC base-line scenario. As expected, the trend follows the
ones observed in Figure 5.11 and 5.12.
" Figure 5.14 shows the total amount of TRU in the system, which increases for increasing
energy demand growth rate because of the larger fleet. The U-235 initiated fast reactors, by
relying on mined uranium instead of recycled material, are in effect TRU generators;
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Figure 5.15 FR CR=1.0 Installed Capacity vs. Thermal Reprocessing Plant Capacity
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Figure 5.16 U-235 FR Installed Capacity vs Thermal Reprocessing Plant Capacity
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Figure 5.17 Levelized Cost of Electricity vs. Thermal Reprocessing Plant Capacity
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Figure 5.18 TRU in the System vs. Thermal Reprocessing Plant Capacity
" Figure 5.15 and Figure 5.16 show the installed capacity of conventional CR=1.0 fast reactor
and U-235 initiated fast reactor, respectively, for a 20% change in the Thermal Reprocessing
Capacity. LWRs are supposed to phase out following the introduction of U-235 fast reactors
in 2040. For this scenario, thermal reprocessing has a small influence because the LWR fleet
is a minor contributor to the total TRU reprocessed.
" A larger thermal reprocessing capacity helps accelerate the reprocessing of the LWR spent
fuel legacy and therefore increases the number of conventional fast reactor installed over the
first few decades. This reduces the number on U-235 initiated FR and therefore the amount
of TRU available later in time leading to trend inversion.
" Figure 5.17 and 5.18 show the levelized cost of electricity and the total amount of TRU in
the system; both quantities are only marginally affected by changes in the thermal
reprocessing capacity, as expected given the small changes in the installed capacities of fast
reactors shown in Figure 4.20 and 4.21.
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Fast Reactor Spent Fuel Reprocessing Capacity
" Fast reprocessing capacity was found to have almost no impact on FR installed capacities.
The change in the fast reprocessing capacity has such a negligible impact because the highly
TRU enriched spent fuel coming from U-235 initiated fast reactor can saturate the fast
reprocessing capacity over the range explored and conventional FR installations after 2065
are limited by the energy growth rate and not by the availability of separated TRU.
" Also by looking at the levelized cost of electricity and at the total amount of TRU in the
system, Both quantities are only marginally affected by changes in the fast reprocessing
capacity, as expected given the small changes also in the installed capacities of fast reactors.
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Figure 5.19 FR CR= 1 Installed Capacity vs. Thermal Reprocessing Introduction Date
104
77
U
500
450
400
350
300
U
250
'l 200
150
100
50
0
2030 2050 2070
Time [year]
2090 2110
Figure 5.20 U-235 FR Installed Capacity vs. Thermal Reprocessing Introduction Date
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Figure 5.21 Levelized Cost of Electricity vs. Thermal Reprocessing Introduction Date
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Figure 5.22 TRU in the System vs. Thermal Reprocessing Introduction Date
* Figure 5.19 and Figure 5.20 show the installed capacity of conventional CR=1.0 fast reactor
and U-235 initiated fast reactor, respectively, for Thermal Reprocessing Introduction Date
ranging from 2025 to 2040. LWRs are supposed to phase out following the introduction of
U-235 fast reactors in 2040. Delaying the thermal reprocessing leads to more conventional
FR installed in 2110.
* Postponing the introduction of thermal reprocessing reduces the conventional FR
installations but on the other hand increases the installation of U-235 initiated FR, which in
the long run supply most of the TRU for conventional fast reactor units. This leads once
again to trend inversion and to more conventional FR installed later in time compared to
earlier introduction of thermal reprocessing.
* Figure 5.21 and 5.22 show the levelized cost of electricity and the total amount of TRU in
the system. Levelized cost of electricity is only marginally affected, as it depends on the total
number of FRs installed. The total amount of TRU, on the other hand, is related to the U-
235 initiated FRs and the related integral mass balance. The total TRU in the system shows
sensitivity only during the period 2060 to 2080.
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Figure 5.23 FR CR=1 Installed Capacity vs. U235 FR Introduction Date
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Figure 5.24 U-235 FR Installed Capacity vs. U235 FR Introduction Date
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Figure 5.25 Levelized Cost of Electricity vs. U235 FR Introduction Date
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Figure 5.26 TRU in the System vs. U235 FR Introduction Date
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e Figure 5.23 and Figure 5.24 show the installed capacity of conventional CR=1.0 fast reactor
and U-235 initiated fast reactor, respectively, for U-235 Fast Reactor Introduction Date
ranging from 2025 to 2050. Delaying the introduction of U-235 FRs leads to more
conventional FR installed in 2110.
* Postponing the introduction of U-235 initiated FRs increases the importance of thermal
reprocessing which boosts initially the installation of conventional FRs. However, LWRs can
supply TRU for a relatively small number of conventional FR and therefore when U-235 fast
reactors are introduced, a larger number of them is needed to cover the energy demand and
this ultimately leads also to more TRU available for additional installations of conventional
FRs later in the simulation.
" Figure 5.25 and 5.26 show the levelized cost of electricity and the total amount of TRU in
the system; levelized cost of electricity is only marginally affected, as it depends on the total
number of FRs installed. The total amount of TRU, on the other hand, is related to the U-
235 initiated FRs and the related integral mass balance. Both vary only within 10% by the
year 2110.
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Figure 5.27 FR CR=1 Installed Capacity vs. CR=1 FR Introduction Date
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Figure 5.28 U-235 FR Installed Capacity vs. CR=1 FR Introduction Date
* Figure 5.27 and Figure 5.28 show the installed capacity of conventional CR=1.0 fast reactor
and U-235 initiated fast reactor, respectively, for Conventional Fast Reactor Introduction
Date ranging from 2035 to 2050. The introduction date of conventional reactor technology
was found to have little impact on the installed capacity in 2110.
* Postponing the introduction of conventional FRs increases the need for U-235 initiated FRs
over the first few decades. This also leads to an increase in TRU in spent fuel to be
reprocessed and therefore to the potential for more conventional FR units to be installed
later in time. The impact overall is small because the number of conventional FRs that can
be installed until 2065 is limited and therefore delaying the introduction until 2050 does not
change significantly the capacity balance.
" Levelized cost of electricity and the total amount of TRU in the system were also analyzed.
Both quantities are, in this case, only marginally affected by changing the conventional FR
introduction date, consistent with what was observed for the installed capacities over time.
The relative figures are omitted.
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Figure 5.29 FR CR= 1.0 Installed Capacity vs. Spent Fuel Cooling Time
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Figure 5.30 U-235 FR Installed Capacity vs. Spent Fuel Cooling Time
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Figure 5.31 Levelized Cost of Electricity vs. Spent Fuel Cooling Time
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Figure 5.32 TRU in the System vs. Spent Fuel Cooling Time
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* Figure 5.29 and Figure 5.30 show the installed capacity of conventional CR=1.0 fast reactor
and U-235 initiated fast reactor, respectively, for stent fuel cooling time ranging from 2 year
to 10 years. The spent fuel cooling time was found to have significant impact on the installed
capacity after 2090, but not before.
" A shorter spent fuel cooling time allows for a quicker reintroduction into the system of the
reprocessed TRU and therefore to a more efficient recycling in conventional FR cores which
can be installed in larger number. Consequently, fewer U-235 initiated FRs are needed in
such a case, while the opposite happens for longer spent fuel cooling times.
" Figure 5.31 and 5.32 show the levelized cost of electricity and the total amount of TRU in
the system; both quantities were found to increase for longer spent fuel cooling times
because of the consequent larger need for U-235 initiated fast reactors which on one side act
as TRU generators and on the other hand lead to larger cost of electricity because of higher
fuel cycle costs compared to conventional FRs.
5.1.3 Conclusions on System Parameters
Table 5.2 shows a summary of the sensitivity analysis on system parameters:
Table 5.2 Sensitivity Analysis on System Parameters: Summary of Results
RBWR U-235 and RBR U-235 and RBR U-235 and
System Parameter [MWe] R=1.0 FR [$/Wr] R=1.0 FR [MT-TRU R=1.0 FR
~[MWe m e Mh] [$/MWhr] [MT-TRU] TTU
Energ Demand Growth Rate
Recycling RBWR
Technology FR- ---
Introduction Date USFR---
Thermal Reprocess ing---
Introduction Date--
Capacity of LW
Reprocessing RBWR--
Facilities FR -1-
Spent Fuel Cooling Time
Impact on Value of Metric of Interest in 2110 < 5%
5% < Impact on Value of Metric of Interest in 2110 < 10%
Impact on Value of Metric of Interest in 2110 >10%
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The suggested color code helps summarizing the impact of the analyzed parameters on the
installed capacity, levelized cost of electricity and TRU in the system for the recycling technologies
taken into consideration. As expected, energy demand growth rate and spent fuel cooling time have
the largest impact on installed capacities, whereas the capacity of reprocessing facilities was found to
have overall little impact on the results. The reason for that is that on one side the spent fuel legacy
is the driver for the installation of recycling technologies for a few decades, and then the assumed
industrial capacity limit was found not to be a bottleneck for the considered base-case energy growth
rate.
However, it should be noted that for a higher energy growth rate the results may be radically
different and the capacity of reprocessing facility may play a much more significant role in
determining the penetration of recycling technology over time. Energy demand growth rate was also
found to be the most impacting parameter in terms of economics and amount of TRU in the
system.
The levelized cost of electricity for the RBWR scenario was found to be generally only marginally
affected by changes in the analyzed parameters and that reflects on one side relatively small
penetration of RBWRs compared to LWRs for such a fuel cycle scenario and on the other side also
the fact that the two technologies have similar overall economic performance. Similarly, for the
RBWR scenario also the amount of TRU in the system was found to be overall unaffected by the
analyzed parameters, excluding changes in the energy demand growth rate (which also impacts the
LWR capacity needed).
When looking at the U-235 initiated fast reactor scenario with deployment of conventional self
sustaining fast reactor, it was possible to note that economics was only marginally affected by
changes in the system parameters. This because, despite affecting the installed capacity of USFRs vs.
FRs, the overall fast reactor installed capacity is unchanged as LWRs are decommissioned over time.
The two considered FR technologies are characterized by the same capital cost, which is the largest
contributor to the levelized cost of electricity. The amount of TRU in the system was affected by
changes in the recycling technology introduction date and spent fuel cooling time, as a larger
conventional FR installed capacity also means fewer USFRs which are, for this scenario, the net
TRU producer reactors.
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5.2 DESIGN PARAMETERS
To perform the sensitivity analysis task, five design parameters were chosen: reactor capacity
factor, reactor core mass, reactor mass loading per year, fuel enrichment and reactor lifetime.
Compared to system parameters, design parameters should be analyzed even more carefully because
they are directly related to the physics of the reactor designs considered, and therefore the range of
variability cannot be arbitrarily chosen, but does need to be justified using engineering judgment.
Design parameters are inter-dependent and result of many compromises that reflect the multi-
objective nature of nuclear reactor design. An example of the inter-dependence of design parameters
is given by the following equations, which shows how fuel discharge burnup and in-core residence
time are linearly related [Todreas, 2007]:
Bud= 0.365 qs, L Te
Where qp is the specific power and L the capacity factor. Therefore, by making, for example, the
assumption that specific power and capacity factor do not change, the residence time and the
discharge BU are directly proportional. Similarly, other assumptions would highlight other inter-
dependencies and tradeoffs between the same parameters. The inter-dependencies between the
single parameters were not taken explicitly into account when performing sensitivity analysis; as a
result, the parameter range explored for three of the five considered parameters (namely, reactor
core mass, reactor mass loading per year and fuel TRU enrichment) was limited to vary about 5%
around its reference value. Such a limited variability is enough to identify significant trends and, at
the same time, produce realistic results. Table 5.3 shows the five parameters, the reference value for
the base-line scenarios and the range explored. The impact of the design parameters will be assessed
using the three metrics and the two fuel cycle options introduced and analyzed in Section 5.1.
Table 5.3 List of Design Parameters, Reference Values and Range Covered
Design Parameter Reference Value Range Covered
Reactor Capacity Factor 0.85 0.75-0.95
Reactor Core Mass 107 MT - RBWR 101-113 MT - RBWR
ReactorCoreMass 45.5 MT - FR CR=1.0 42.5-48.5 MT - FR CR=1.0
Reactor Mass Loading 21.55 MT/year - RBWR 20.05-23.05 MT/year - RBWR
per Year 11.192 MT/year - FR CR=1.0 10.12-12.12 MT/year - FR CR=1.0
Fuel TRU Enrichment 12.35% - RBWR 11.45%-13.25% - RBWR
13.86% - FR CR=1.0 12.96%-14.76% - FR CR=1.0
Reactor Lifetime 60 years 40-80 years
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5.2.1. Closed Fuel Cycle - Self sustaining epithermal light water reactors (RBWR CR=1.0);
RBWR Capacity Factor
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lied Capacity vs. RBWR Capacity Factor
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Figure 5.34 Levelized Cost of Electricity vs. RBWR Capacity Factor
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* Variation in the RBWR Capacity Factor (from 0.75 to 0.95) was found to have relatively
small impact on the installed capacity of RBWR over time (Figure 5.33). A slight difference
is observed between 2050 and 2070, but in 2110 the installed RBWR installed capacity is
basically independent on the RBWR Capacity Factor;
e The same installed capacity but different capacity factor also implies that the higher the
capacity factor the higher the energy generated by RBWR. Thus, for a given total demand,
less energy is provided by the LWRs.
* Levelized cost of electricity (Figure 5.34) and total TRU in the system (Figure 5.35) are
basically unaffected by changes in the RBWR capacity factor. This should not be a surprise,
given that the penetration of RBWR is relatively small and LWRs are still the dominant
technology over the entire energy scenario (see also Chapter 3).
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Figure 5.36 RBWR Installed Capacity vs. RBWR Core Mass
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Figure 5.37 Levelized Cost of Electricity vs. RBWR Core Mass
118
9
9
8
8
RBWR Fuel Annual Loading
200
180
160
140
120
100
80
60
40
20
0
24 2030 2050 2070 2090
Time [year]
Figure 5.38 RBWR Installed Capacity vs. RBWR Annual Loading
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Figure 5.39 Levelized Cost of Electricity vs. RBWR Annual Loading
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Figure 5.40 RBWR Installed Capacity vs. RBWR TRU Enrichment
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Figure 5.41 Levelized Cost of Electricity vs. RBWR TRU Enrichment
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" Changes in Core Mass, Fuel Annual Loading and TRU enrichment were found to follow the
same sensitivity analysis trend for the RBWR fuel cycle and are therefore commented all at
once.
* Variation in the RBWR Core Mass (from 101 MT to 113 MT), the RBWR Fuel Annual
Loading (from 20.05 MT/year to 23.05 MT/year) and in the RBWR Fuel Enrichment (from
11.45% to 13.25%) were found to have a notable impact on the installed capacity of RBWR
after 2070 (Figure 5.36, Figure 5.38 and Figure 5.40). A reduction in any of those three
design parameters resulted, as expected, in a larger number of RBWRs installed in 2110.
* Variations in the design parameter values have a little impact over the first few decades from
the introduction of RBWRs because the initial growth is mainly driven by the spent fuel
legacy, which allows the industrial capacity to saturate and reduce the impact of the
perturbation. Once the spent fuel legacy is depleted and the TRU balance is more driven by
the existing fleet, the actual value of the three design parameters showing analogous trends
(core mass, fuel annual loading and TRU enrichment) impacts appreciably the number of
units that can be installed over time.
* Levelized cost of electricity (Figure 5.37, Figure 5.39 and Figure 5.41) shows an opposite
trend and it is minimized when RBWR core mass, annual loading or TRU enrichment is
maximized, because that leads to fewer RBWR units installed and a larger presence of LWRs
which are characterized by lower fuel cycle cost. Given the very small impact observed, the
relative figures were omitted.
* The total amount of TRU in the system is basically unaffected by changes in the RBWR
core mass, annual loading and TRU enrichment, consistently with the fact that the
penetration of RBWR is relatively small and LWRs are still the dominant technology over
the entire energy scenario simulation time (see also Chapter 3). Given the very small impact
observed, the relative figures were omitted.
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Figure 5.42 RBWR Installed Capacity vs. RBWR Lifetime
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Figure 5.43 Levelized Cost of Electricity vs. RBWR Lifetime
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Figure 5.44 TRU in the System vs. RBWR Lifetime
e Variation in the RBWR reactor lifetime (from 40 years to 80 years) was found to have a
marginal impact on the installed capacity of RBWR after 2060 (Figure 5.42).
e The difference in RBWR reactor lifetime has a little impact over the first few decades from
the introduction of RBWRs because only towards the end of the lifetime the impact can
emerge, requiring setting separated TRU to replace the units to be decommissioned.
* RBWR reactor lifetime (Figure 5.43) has also a marginal impact on the levelized cost of
electricity, which is directly related to the fleet composition over time. The total amount of
TRU in the system (Figure 5.44) shows marginal dependence on the RBWR reactor lifetime
as well; it can be noticed that for longer reactor lifetime, the amount of TRU in the system is
minimized, consistently with what is shown in Figure 5.42 and the integral of the RBWR
installed capacity over time for different values of reactor lifetime.
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5.2.2. Closed Fuel Cycle - U-235 initiated and CR=1.0 conventional Fast Reactors;
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Figure 5.45 FR CR= 1 Installed Capacity vs. FR CR= 1 Capacity Factor
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Figure 5.46 U-235 FR Installed Capacity vs. FR CR= 1 Capacity Factor
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Figure 5.47 Levelized Cost of Electricity vs. FR CR=1 Capacity Factor
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Figure 5.48 TRU in the System vs. FR CR= 1 Capacity Factor
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" Variation in Conventional FR CR=1.0 Capacity Factor (from 0.75 to 0.95) was found to
have an impact on the installed capacity of Conventional FR CR=1.0 over time (Figure
5.45). A slight difference is observed until 2070, but in 2110 a difference of about 10% can
be observed in the conventional FR CR=1.0 installed capacity;
" A 10% difference in the installed capacity but with a 25% difference in the capacity factor
also implies that the higher the capacity factor, the higher the energy generated (which is
proportional to both installed capacity and capacity factor) by conventional FR CR=1.0, as
can be also seen from Figure 5.60 in which the U-235 initiated FR installed capacities differ
for more than 10%;
e Levelized cost of electricity (Figure 5.47) and total TRU in the system (Figure 5.48) are only
marginally affected by changes in the FR CR=1.0 capacity factor. A higher capacity factor
leads to fewer U-235 initiated FR units and therefore a slightly lower levelized cost of
electricity and total amount of TRU in the system.
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Figure 5.49 FR CR= 1 Installed Capacity vs. U-235 FR Capacity Factor
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Figure 5.50 U-235 FR Installed Capacity vs. U-235 FR Capacity Factor
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Figure 5.51 Levelized Cost of Electricity vs. U-235 FR Capacity Factor
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Figure 5.52 TRU in the System vs. U-235 FR Capacity Factor
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" Variation in U-235 initiated FR Capacity Factor (from 0.75 to 0.95) was found to have a
small impact on the installed capacity of Conventional FR CR=1.0 over time (Figure 5.49).
The difference in the installed capacity in 2110 is only a few percent;
" Very similar installed capacity in 2110 but with 25% difference in the capacity factor also
implies that the higher the capacity factor the higher the energy generated by conventional
FR CR=1.0, as can be also seen from Figure 5.50 in which the U-235 initiated FR installed
capacities differ for about 20%;
* Levelized cost of electricity (Figure 5.51) and total TRU in the system (Figure 5.52) are only
marginally affected by changes in the U-235 initiated FR capacity factor. As observed also
previously, a higher capacity factor leads to fewer U-235 initiated FR units and therefore a
slightly lower levelized cost of electricity and total amount of TRU in the system.
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Figure 5.53 FR CR= 1 Installed Capacity vs. FR CR= 1.0 Core Mass
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Figure 5.54 U-235 FR Installed Capacity vs. FR CR=1.0 Core Mass
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Figure 5.55 FR CR=1 Installed Capacity vs. FR CR 1.0 Annual Loading
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Figure 5.56 U-235 FR Installed Capacity vs. FR CR=1.0 Annual Loading
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Figure 5.57 FR CR=1 Installed Capacity vs. FR CR=1.0 TRU Enrichment
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Figure 5.58 U-235 FR Installed Capacity vs. FR CR=1.0 TRU Enrichment
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* Changes in Core Mass, Fuel Annual Loading and TRU enrichment were found to follow the
same sensitivity analysis trend for the U-235 initiated fast reactor and conventional FR
CR= 1.0 fuel cycle and are therefore commented all at once.
* Variations in the FR CR=1.0 Core Mass (from 42.5 MT to 48.5 MT), Fuel Annual Loading
(from 10.192 MT/year to 12.192 MT/year) and Fuel TRU Enrichment (from 12.96% to
14.76%/6) were found to have a notable impact on the installed capacity of FR CR= 1.0 and U-
235 initiated FR in particular towards the end of the simulation (Figure 5.53 and Figure 5.54
for core mass, Figure 5.55 and Figure 5.56 for fuel annual loading and Figure 5.57 and
Figure 5.58 for fuel TRU enrichment).
* The difference in core mass, fuel annual loading and fuel TRU enrichment has a little impact
over the first few decades from the introduction of FR CR=1.0 because the initial growth is
mainly driven by the spent fuel legacy, which satisfies the industrial capacity and reduces the
impact of the perturbation. Once the spent fuel legacy is depleted and the TRU balance is
more driven by the existing fleet, the actual core mass of the recycling technology impacts
considerably the number of units that can be installed over time.
* Levelized cost of electricity was found to be only marginally affected by changes in FR
CR=1.0 core mass, annual loading and fuel TRU enrichment. This is because the total
number of FR units installed (conventional and U-235) is basically constant. The respective
plots were omitted, considering the small variation in the numerical values observed.
e The total amount of TRU in the system also showed the same trend as the levelized cost of
electricity and is maximized when U-235 initiated FRs are installed in larger quantity, being
TRU producers. The respective plots were omitted, considering the small variation in the
numerical values observed.
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Figure 5.60 U-235 FR Installed Capacity vs. FR CR=1.0 Lifetime
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Figure 5.59 FR CR= 1.0 Installed Capacity vs. FR CR= 1.0 Lifetime
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* Variation in the conventional FR CR= 1.0 reactor lifetime (from 40 years to 80 years) was
found to have a marginal impact on the installed capacity of CR=1.0 and U-235 initiated FR
(Figure 5.59 and Figure 5.60).
* The difference in FR CR=1.0 reactor lifetime has a little impact over the first few decades
after the introduction of FR CR= 1.0s because only towards the end of the lifetime the
impact can emerge, requiring to set aside separated TRU to replace the units to be
decommissioned.
* FR CR= 1.0 reactor lifetime has also a marginal impact on levelized cost of electricity, which
is directly related to the fleet composition over time. The total amount of TRU in the system
shows marginal dependence on the FR CR=1.0 reactor lifetime as well, consistently with
what shown in Figure 5.59, Figure 5.60 and the integral of the U-235 initiated fast reactor
installed capacity over time for different values of reactor lifetime.
5.2.3 Conclusions on Design Parameters
Table 5.4 shows a summary of the sensitivity analysis on design parameters:
Table 5.4 Sensitivity Analysis on Design Parameters: Summary of Results
Impact on Value of Metric of Interest in 2110 < 5%
5% < Impact on Value of Metric of Interest in 2110 < 10%
Impact on Value of Metric of Interest in 2110 >10%
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The suggested color code helps summarizing the impact of the analyzed parameters on the
installed capacity, levelized cost of electricity and TRU in the system for the recycling technologies
taken into consideration. As expected, reactor core mass, fuel loading per year and TRU enrichment
were found to have the largest impact, whereas reactor lifetime and even capacity factors were found
to have overall little impact on the results. TRU availability under different forms (initial loading,
annual loading, enrichment) was found to be the most impacting factor for a fast/slow penetration
rate of recycling technologies. This fact also strengthen the result presented in the MIT fuel cycle
study [MIT, 2010]. In particular, as also discussed in Chapter 4, the trade-off between TRU
availability and TRU requirement determines which recycling technology can be installed in larger
amount over time in the long as well as in the short term. It should therefore be a design priority, for
better fuel cycle performance, to increase the specific power of reactor designs and, by so doing,
reducing the TRU amount necessary for new installation of a given reactor technology.
Looking at the RBWR scenario, levelized cost of electricity was affected by changes in the design
parameters, mostly because they affected the fuel cycle cost components as well as the installed
capacity of RBWRs over time. Similarly, also the amount of TRU in the system for the RBWR
scenario was found to be impacted by design parameters. The economics of the U-235 initiated FR
scenario with deployment of conventional self sustaining FRs, however, was found to be affected
only by changes in reactor capacity facto but not by the other design parameters. This is because, as
pointed out earlier, the total fast reactor installed capacity is basically constant over time and changes
in the fast reactor fleet composition between USFRs and FRs have only minor effects on the
levelized cost of electricity. USFRs are also, for this scenario, the reactors determining the total
amount of TRU in the system. The marginal changes observed in the TRU amount at the end of the
simulation are a result of the integral of the material discharged from USFRs over time. As such,
changes in the installed capacities over time were found to compensate, in particular because of the
'trend inversion' observed for a few cases with respect to the installed capacity of USFRs vs. FRs.
Overall, the analyzed fuel cycle scenarios were once more proven to be high inertia systems,
which are not easily perturbed in their trajectories by small changes in the values of the system or
design parameters.
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6. AN OVERVIEW to OPTIMIZATION of
NUCLEAR FUEL CYCLE OPTIONS
Fuel cycle analysis codes like CAFCA are energy-demand driven and let different technologies
deploy over time following assumptions and constraints directly derived from the logical structure of
the fuel cycle model. They all follow a top-down approach and lack the capability of performing
inverse problems. However, it is becoming of increasing interest to address issues related not only to
the back-end of the fuel cycle, but more generally to the final goals to be achieved through recycling
nuclear technologies. Those goals not only can be achieved in different measures by different
technologies, but also by different nuclear fuel cycle configurations and assumptions. Changing the
nuclear fuel cycle configuration to achieve an identified goal or sets of goal can be classified as an
optimization problem. Such an optimization problem is the main original contribution in this thesis
and the focus of the remaining chapters of this doctoral thesis.
6.1 OPTIMIZATION OF DYNAMIC SYSTEMS: INTRODUCTION and
METHODS
Optimization is a common engineering task to be performed on single or multivariate functions
describing a system or a model. While control deals with a given configuration of a system and aims
at keeping the system trajectory, intermediate and final states under specified ranges of acceptability,
optimization looks for the particular configuration of the system that can attain a desired trajectory
or go through a desired intermediate state or to a desired final state. The dependent variables of the
optimization task can be all the variables of state describing the system as well as the structure of the
system itself. Optimization can therefore be seen also as a particular type of inverse problem, and, as
for many inverse problems, it is of particular importance to accurately state the boundaries of
optimization, as well as if the variables to be optimized affect the outcome in a linear or non linear
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manner [Pham and Karaboga, 2000] [Powell, 1964]. The definition of any optimization problem has its
core in the definition and description of the function, or system of functions, to be simultaneously
optimized. Optimization is not, by definition, a unique problem and therefore can be defined in
many different terms and assume multiple mathematical formulation, of which minimization and
maximization are probably the two most commonly implemented. Single-objective optimization of
linear system is a well known type of problem, with a solid theoretical background based on Fermat
and Lagrange calculus-based formulas for identifying optima [Shapiro, 1979]. The idea of an iterative
approach to optimization was first proposed by Newton and Gauss [Shapiro, 1979]. Multi-objective
optimization can be collapsed to a single-objective equivalent optimization problem by defining a
fitness function that normalizes and weights different criteria into a single numerical quantity to be
optimized. Alternatively, multi-objective optimization can lead to identification of dominant or non-
inferior solutions [Godfrey et al, 2006], as will also be discussed in details in Chapter 8. Once the
optimization problem has been categorized and defined, the following step is the identification and
selection of a suitable method for the optimization problem itself. Several techniques have been
developed to properly approach optimization problems [Pham and Karaboga, 2000]. No general
method or technique is applicable to every type of problem and will guarantee the identification of a
global optimum and the convergence of the solution to it. In fact, the effectiveness of an
optimization technique depends both on the type of the problem to be studied (linear vs. non-linear
system, static vs. dynamic system ... ) and on the optimization function itself (type of metric to be
optimized, single variable vs. multivariable, open or constrained, etc).
6.1.1. Optimization Techniques: Linear Programming
Linear programming is a group of mathematical methods for the optimization of a linear
objective function, which can be subject to linear quality and linear inequality constraints
[Silvennoinen, 1982] [Kinsh and Teghem, 1987] [Powell, 1964]. Linear programs are problems that can be
expressed in a canonical form using matrix notation and properties of linear systems. As such, this
technique takes advantage of the strong mathematical background regarding linear systems and in a
large variety of algorithms that can be used to find the optimum of the object function. On the
other hand, they also suffer from the well known limitations of linear systems, in particular the
applicability range and the representation of non-linear relationships. Non-linear systems can be
studied using Linear Programming, but they need to be linearized and therefore the validity of the
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optimization is limited to the region of the domain where the linearization can be considered an
accurate approximation of the system response. The main advantage of linear programming is the
small computational burden while the main disadvantage is the relatively poor coverage of the
domain space which can result in premature convergence to a local optimum.
6.1.2. Optimization Techniques: Non-Linear Methods
Non linear stochastic methods include a wide variety of methods developed from the 1970s on,
characterized on one side by an adaptable complexity that can follow closely the level of complexity
of the problem to be studied and on the other side by direct random search techniques that can help
finding the global optimal solution in complex multi-dimensional search spaces [Pham and Karaboga,
2000]. The main advantage of stochastic methods is their capability of optimizing non-linear
multimodal functions while the main disadvantage is the heavier computational burden required by
the stochastic nature of those methods. Among the most widely used stochastic methods we find
Genetic Algorithms, Simulated Annealing, Artificial Neural Networks (more properly defined as a
non-linear statistical data modeling tool), Ant Colony, and others. All those methods take inspiration
from different natural, biological or physical phenomena to explore the search space and update
dynamically their own search pattern while looking for and approaching the optimum solution.
Those techniques also do not guarantee convergence to a global optimum, despite their ability to
efficiently explore the dependent variables domain.
Genetic Algorithms [Pham and Karaboga, 2000] are modeled on natural evolution in that the
operators employed are inspired by the natural evolution process. These operators, known as genetic
operators, manipulate individuals (solutions to the system to be optimized) in a population over
several generations to improve their fitness gradually. Individuals in a population are likened to
chromosomes and usually represented as strings of binary numbers. Through the use of genetic
operators (the most common are selection, crossover and mutation) the population evolves
gradually trying to optimize the fitness of the individuals.
Simulated Annealing [Pham and Karaboga, 2000] is an algorithm derived from statistical mechanics
based on the analogy between the annealing of solids and the problem of solving combinatorial
optimization problems. In the analogy, the states of the solid represent feasible solutions of the
optimization problem, the energies of the states correspond to the values of the objective function
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computed at those solutions, the minimum energy state corresponds to the optimal solution to the
problem and rapid quenching can be viewed as local optimization.
Artificial Neural Networks [Pham and Karaboga, 2000] are modeled on the operation of the brain
and they have a parallel distributed information processing structure. The two major features of
neural networks are their ability to learn from examples and their tolerance to noise and damage to
their components. Artificial neural network also need a training set of data to be then applied, and
therefore require preliminary knowledge of the structure and performance of the system [Fana and
Pereira, 2003]. The system represented using neural networks can then be optimized by using the so
developed and trained network connections following a user-defined optimization function
operating on system inputs and outputs.
Ant Colony Algorithms [Colorni et al, 1991] also called swarm intelligence methods, are examples
of meta-heuristic optimizations. Initially proposed in 1992, the first algorithm was aiming to search
for an optimal path in a graph, based on the behavior of ants seeking a path between their colony
and a source of food. The original idea has since diversified to solve a wider class of numerical
problems, and as a result, several problems have emerged, drawing on various aspects of the
behavior of ants. In the natural world, ants wander randomly, and upon finding food return to their
colony while laying down pheromone trails. If other ants find such a path, they are likely not to keep
travelling at random, but to instead follow the trail, returning and reinforcing it if they eventually
find food. Over time, however, the pheromone trail starts to evaporate, thus reducing its attractive
strength. The more time it takes for an ant to travel down the path and back again, the more time
the pheromones have to evaporate. A short path, by comparison, gets marched over more
frequently, and thus the pheromone density becomes higher on shorter paths than longer ones. This
can be translated into an optimization problem, by associating the corresponding value function to
be optimized to the length of the paths getting marched.
As can be noticed through the short description provided, stochastic tools share several common
logical elements and can be considered therefore, to some extent, equivalent. The nature of the
problem, more than the nature of the method itself, is what drives the choice among them. In the
context of the task of optimization for nuclear fuel cycle analysis, Genetic Algorithm was the
stochastic method of choice. Chapter 8 provides more details and reasons supporting such a choice.
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6.2 OPTIMIZATION OF THE NUCLEAR FUEL CYCLE
The nuclear fuel cycle is made up of all operations undergone by the nuclear fuel ranging from
natural uranium mining to the disposition of the spent fuel. It is, by definition, a cradle-to-grave
view of the fuel processing. Many alternative schemes are possible, both in the front end as well as
in the back-end of the cycle and, of course, different reactor technologies can be part of the fuel
cycle itself. Because all those stages are interrelated, the definition of an optimum fuel cycle policy is
a complex task, which involves the evaluation of contrasting interests between different players
along with technology options for the fuel cycle. This is already true when a single objective of
optimization is considered, and the complexity increases even more when multiple objectives are
considered at once as part of the same optimization task [Silvennoinen, 1982] [Kinsh and Teghem, 1987].
The objective of the optimization of the Nuclear Fuel Cycle with respect to multivariate metrics of
interest is to give a bottom-top understanding of the dynamics of the system itself (similar to inverse
problems). Since the structure of the Fuel Cycle model described by CAFCA is known, the next step
before selecting the appropriate optimization technique is to determine the metrics of interest to be
optimized in the context of a Nuclear Fuel Cycle Model.
When referring to nuclear fuel cycle analysis, there are several metrics that can be the goal of the
optimization process, depending on which aspect of nuclear technology and policy is emphasized
and which stakeholders are considered in the process. A metric can be defined as the combination
of a criterion and the related value function to be optimized. The following non-exhaustive table
lists several metrics of interest when referring to nuclear fuel cycle analysis [Kinsh and Teghem, 1987]
[KropacZek, 2009]:
Table 6.1 Partial List of Metric of Interest for the Nuclear Fuel Cycle
Criterion Example of Value Function
Electricity Production Levelized Cost of Electricity
Economic Independence Importation Cost of Natural Resources
Commercial Balance Import-Export of Technology and Services
National Technological Level Skilled Labour and Technological Development
Environmental Impact ?
Nuclear Waste Management ?
Proliferation Risk
Societal Benefit ?
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As can be seen from Table 6.1, the definition of Criteria can be considered relatively easy, while
the same cannot be said for the definition of the corresponding value function which may not be
unique for the same criterion or, in some cases, undefined. However, to be able to choose the best
optimization technique, the value function should be defined in advance. It was decided to focus our
analysis on four general metrics with arrows on the side (Table 6.1), namely Economics,
Environmental Impact, Resource Utilization and Proliferation/TRU Inventory. Section 6.3 will
discuss those metrics in details introducing also the related criteria and value functions as
implemented in CAFCA. The approach presented in this work should not be considered complete
or exhaustive and it does suffer from some limitations which are also connected with the capabilities
of CAFCA and which will be discussed in the next section. However, the flexibility of the approach
and methodology presented in this work makes it easily extendable to a more sophisticated list of
criteria and value function and potentially implementable also for other nuclear fuel cycle analysis
codes, like the ones presented in Chapter 1 and 2. Further refinement of this method is also possible
and encouraged, starting with the identification of more detailed value functions, in particular for
criteria such as environmental impact, nuclear waste management, proliferation risk and societal risk-
benefit which, despite being used and quoted in daily debates surrounding the future of nuclear
energy, still suffer from an incomplete characterization and the lack of widely accepted quantitative
measures also on the existing once-through-cycle. This lack of information and consensus should
not, however, prevent developing an optimization approach, whose results would naturally depend
also on the choice of criteria, but whose methodology can be improved through its extensive
development and practice, independently of the choice of criteria. The absence of consensus should
not prevent using quantitative information and indices and promoting their use as a way to increase
the range of capabilities and impacts of nuclear fuel cycle analysis tools [Inhaber, 1976].
6.3 IDENTIFICATION OF CRITERIA FOR MULTI-OBJECTIVE
OPTIMIZATION OF NUCLEAR FUEL CYCLE OPTIONS
The identification and selection process of criteria for multi-objective optimization of nuclear
fuel cycle options was not an easy and brief task, with multiple discussions involving several
professors interested in this work. In some sense, the choice of criteria was connected to the
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differences between fuel cycle options and their widely recognized strengths and weaknesses. For
example, it is well known that partitioning and transmutation of transuranic material would make it
possible to increase the capacity of a geological repository and therefore increase the overall
sustainability of the nuclear fuel cycle. At the same time closed fuel cycles are likely to be more
expensive than the Once-Through cycle and the deployment of spent fuel recycling facilities and fast
reactors is constrained by large barriers to entry, such as capital costs, licensing processes, and safety
requirements. When considering both these aspects, the optimization of the fuel cycle strategies
should have the target of achieving the desired goal in terms of nuclear waste management while
minimizing fuel cycle costs and optimizing the deployment of spent fuel recycling facilities and
technologies. Optimum choices of fuel cycle options and recycling capacities can be determined
using a multi-criterion approach based on fuel cycle considerations, which are to some extent
arbitrary and dependent also on external factors, such as societal concern or energy policy (as has
been the case in the U.S. for the decision of not pursuing recycling of commercial spent fuel since
the late 1970s).
We identified four main areas that help characterize the performance of nuclear fuel cycle options
towards a more sustainable life cycle of this energy source: Economics, Environmental Impact,
Resource Utilization and Proliferation/TRU Inventory. We are aware that areas of particular
importance in the debate surrounding nuclear energy have been left aside, such as Safety and
Societal Concern and Opposition. However, our need was to deal with metrics that could be
quantitatively implemented in the context of a fuel cycle analysis code. Safety is definitely a relevant
area of nuclear engineering and several metrics have been developed to quantify it, both
deterministically as well as probabilistically through the use of PSA/PRA methodologies [Inhaber,
1982]. However, most of those metrics are related to the single power plant scale and cannot be
easily extended to other essential elements of the nuclear fuel cycle, such as reprocessing facilities or
recycling technologies still to be fully developed at a commercial scale and for which a full regulatory
framework has still to be developed. It was decided not to include safety in the list of criteria for
nuclear fuel cycle optimization. Similarly, radiological impact is not explicitly mentioned as one of
the criteria for evaluation of the environmental impact. Fuel cycle analysis deals with a more
extended time frame than a single plant lifetime, and separate studies are needed to produce metrics
able to compare risk of radiological impacts at different point in time [Till and Grogan, 2008].
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6.3.1. List of Criteria for Nuclear Fuel Cycle Optimization
Economics
e Criterion #1: Minimize Construction of Thermal and Fast Spent Fuel Recycling Plants
4. This criterion indirectly accounts for how capital intensive the fuel cycle strategy is by
trying to minimize the number of thermal fuel and fast fuel reprocessing plants over the
entire simulation
* Criterion #2: Maximize Construction of Thermal and Fast Spent Fuel Recycling Plants
m This criterion indirectly accounts for the economic benefits associated with
establishment of recycling technologies in terms of number of qualified and non
qualified jobs and the R&D activities needed for the closure of the fuel cycle;
* Criterion #3: Minimize the Levelized Cost of Electricity
4 This criterion reflects the economic competitiveness of the different fuel cycle options,
considering the cost of the entire nuclear energy system;
* Criterion #4: Minimizing the Fuel Cycle Component of the Levelized Cost of Electricity
4 This criterion looks at the economics of the fuel cycle costs, which affects utilities cash
flows, for different fuel cycle options;
Comments: The four criteria listed under 'Economics' aimed at evaluating not only the cost of
electricity itself (criterion #3), but also other aspects which reflect the overall economic performance
of a nuclear fuel cycle option, and therefore its sustainability in a competitive market such as the
electricity market. Criterion #1 and Criterion #2 use the same value function, which is however read
in two diametrically opposite ways depending on which of the two aspects is considered more
relevant.
Environmental Impact
e Criterion #5: Minimize the Amount of Depleted Uranium Tails in the System
4 This criterion looks at the accumulation of U tails in the system as a waste form whose
minimization is of interest for the reduction of the environmental impact;
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* Criterion #6: Minimize the Cumulative Equivalent High Level Waste Inventory in the System
4 This criterion accounts for the overall accumulation of HLW in the system as a waste
form (not the recycling streams) as an indirect measure of the capacity of the HLW
repository;
Comments: As already pointed out, value functions directly related to radiological impacts are at
the moment excluded, assuming they all will conform to the limits on acceptable release rates of
radioactivity. The amount of depleted uranium in the system is of particular interest, and especially
the question is should it be considered in the future as a waste and not as a resource. Depleted
uranium is a source material as defined by Section 11(z) of the Atomic Energy Act, and, if treated as
a waste, would fall under the definition of Class A low-level radioactive waste under 10 CFR
61.55(a). However, the Nuclear Regulatory Commission recognizes that the assessment supporting
10 CFR 61.55 did not address the disposal of significant quantities of depleted uranium. In a Staff
Requirements Memorandum (SRM-SECY-08-0147), dated March 18, 2009, the Commission
approved the staffs recommendation to proceed with rulemaking in 10 CFR Part 61 to specify a
requirement for a site-specific analysis for the disposal of unique waste streams, including but not
limited to significant quantities of depleted uranium. Given the massive amount under consideration
(see also Chapter 3 for details on reference case scenarios), the classification of depleted uranium as
a waste could change the picture of low level radioactivity waste management.
Disposal of uranium tails is addressed in 10 CFR Part 40, Appendix A, "Criteria Relating to the
Operation of Uranium Mills and the Disposition of Tailings or Wastes Produced by the Extraction
or Concentration of Source Material from Ores Processed Primarily for Their Source Material
Content." In particular, the criteria in Appendix A cover the siting and design of tailings
impoundments, disposal of tailings or wastes, decommissioning of land and structures, groundwater
protection standards, testing of the radon emission rate from the impoundment cover, monitoring
programs, airborne effluent and offsite exposure limits, inspection of retention systems, financial
surety requirements for decommissioning and long-term surveillance and control of the tailings
impoundment, and eventual government ownership of the tailings site under an NRC general
license.
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The high level waste inventory to be minimized is measured in mass (metric tons of heavy metal).
There may be more proper metrics for it, such as cumulative activity or radio-toxicity. However,
current legislation is mostly concerned with physical quantities such as mass, which has been used as
the limiting factor for the capacity of the U.S. nuclear waste repository of Yucca Mountain. In
addition, CAFCA does not currently differentiate between waste forms and is not capable of
performing isotope tracking. Therefore, more detailed value functions based on isotopic
composition and waste form would not be suitable for the nuclear fuel cycle analysis tool used in
this work.
Resource Utilization
e Criterion #7: Minimizing Required Natural Uranium
4 This criterion reflects the natural uranium requirement over the simulation to be
minimized to optimize the utilization of this natural resource;
Comments: The value function chosen to characterize resource utilization is probably the most
intuitive, as all the fuel cycle options considered in this study rely on mined natural uranium, which
ultimately is the natural resource consumed to produce electricity. It should also be noted that the
extraction of uranium from the earth crust is also by far the most impacting front-end operation
considering a variety of metrics, as fully shown and discussed in [Schneider et al., 2010]. In fact, more
that 80% of the front-end operations environmental impact (considering energy consumption,
carbon dioxide emissions, water and land use and collective dose) is associated with uranium
extraction and conversion [Schneider et al., 20/0]. The minimization of the natural uranium required
to cover a given energy demand also minimizes the environmental impact of front-end operations
(i.e. before irradiation of nuclear fuel in nuclear reactors) of the nuclear fuel cycle.
Proliferation and TRU Inventory
e Criterion #8: Minimize Inventory of TRU in Interim Storage
. This criterion looks at the management of the nuclear waste, in particular at the
accumulation of TRU at interim storage, as a way to evaluate the complexity of the waste
disposal strategy required by the different fuel cycle options;
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" Criterion #9: Minimize Cumulative TRU Inventory in the Entire Nuclear Energy Sste
v4 This criterion minimizes the total TRU inventory in the system as an indirect way to
increase the proliferation resistance of the fuel cycle and also the amount of long-lived
radioactive sources in the fuel cycle;
" Criterion #10: Minimize the Total SWU Required over the Simulation
4 This criterion looks at the Separative Work Units required over the simulation by the
different fuel cycle options as a way to indirectly minimize the potential proliferation
issues associated with enrichment processes;
Comments: The three criteria listed under Proliferation and TRU Inventory are quite generic and
refer to physical quantities such as mass or SWU requirement instead of a specific waste form,
isotopic composition or more advanced figure of merit for proliferation resistance as recently
developed and characterized [Bathke et al., 20121. Once again, the reason is that a full proliferation
assessment would require information and data that are currently not implemented or tracked down
in CAFCA and could not be put in use at this stage of code development. There is however a clear
interest in reducing both the amount of spent fuel in interim storage and the total amount of TRU in
the system for waste management policy reasons as well as to decrease the risk of diversion. It is also
reasonable to expect that, independently of scientifically sound considerations, public concern
regarding back end and long term sustainability of nuclear energy is related also to the quantity of
materials to be disposed of and therefore to the number of communities accepting the burden of
proximity of nuclear waste management facilities, such as geological repositories [EPRI, 2006).
Table 6.2 below summarizes the ten criteria and how each criterion qualitatively impact the four
categories through the use of color code. The green color is used for the category to which each
criterion was assigned, but it should be recognized that most criteria also have an indirect impact on
other categories and that, in a complex system such. as the nuclear fuel cycle, most metrics and value
functions are in fact inter-related and not totally independent. Multi-objective optimization allows
for arbitrary weighting of the single-objective criteria and therefore for a re-ranking of the relations
between the single criteria according to the vector of weights, as will be discussed in Section 6.4.
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Table 6.2 Categories and Criteria for Nuclear Fuel Cycle Optimization
Criterion Description
1 Minimize Construction of Thermal and FastSpent Fuel Recycling Plants
2 Maximize Construction of Thermal and FastSpent Fuel Recycling Plants
3 Minimize the Levelized Cost of Electricity
4 Minimizing Fuel Cycle Component ofLevelized Cost of Electricity
5 Minimize the Amount of Depleted UraniumTails in the System
6 Minimize of Cumulative Equivalent 1HighLevel Waste Inventory in the System
7 Minimizing Natural Uranium Required
8 Minimize Inventory of TRU in InterimStorage
9 Minimize Cumulative TRU Inventory in theEntire Nuclear Energy System
10 Minimize the Total SWU Required over the
Simulation
Economics EnvironmentalImnact
Resource Proliferation
Utilization TRU Inventorv
Color Code
major impact
appreciable impact
minor or negligible impact
6.4 SOLICITATION OF EXPERTS AND STAKEHOLDERS IN THE
NUCLEAR ENERGY FIELD
As already pointed out earlier in this chapter, when referring to nuclear fuel cycle optimization,
there is the need to formulate optimization with more than one objective, since a single objective
with several constraints may not adequately represent the problem being faced. If so, optimization
can be formulated through a vector of objectives,
F(x) = [ F1(x) , F 2 (x) , ... , Fm(x) ],
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that must be traded off in some way. The relative importance of these objectives is not generally
known until the system's best capabilities are determined and tradeoffs between the objectives fully
understood. As the number of objectives increases, tradeoffs are likely to become complex and less
easily quantified. The designer must rely on his or her intuition and ability to express preferences
throughout the optimization cycle. Multi-objective optimization is, therefore, concerned with the
minimization of a vector of objectives F(x) that can be the subject of a number of constraints or
bounds. One way of approaching this problem is to assign relative weights to the single objectives
and collect them into a so calledfitnessfunction, to be then globally minimized or maximized. In order
to build a fitness function with the ten criteria identified, two more steps are needed: first of all the
criteria need to be normalized and made non-dimensional so that they can be combined together to
create a unique index to be optimized. The normalization procedure chosen saw each value function
normalized to its integral average over time for the reference scenario, as will also be mentioned in
Chapter 7. Once all the Fm(x), where x is non-dimensional, have been defined, the second step is the
definition of a proper vector of weights [ca, , ... , p ] to combine them together to analytically
define the fitness function:
F(x) =[-F 1 (x) + [-F 2 (x) + ... -Fm(x)
The selection of the single weights is totally subjective and should reflect from one side the
relative importance given to the single criterion and the respective category and on the other side
also an evaluation about how accurately the chosen criterion captures key concerns related to
nuclear fuel cycle optimization. It should be expected that different stakeholders in the nuclear
energy sector would express different vectors of weights, reflecting the different priority they may
give to different areas to be optimized (economics vs. proliferation or waste management, for
example). This gives to the optimization tool a great flexibility and a wide range of potential
application with the idea of pursuing the development of nuclear fuel cycle analysis codes as tools to
support decision making. The optimization approach here proposed should not be considered as
aiming at providing the optimum configuration of the nuclear fuel cycle, but at providing a tool to
investigate optimum configurations as functions of different priorities, objectives or points of view
that the user of the tool may have. Therefore flexibility is an essential feature of such a tool and so is
its adaptability to different and even radically different approaches to nuclear fuel cycle and to the
priorities that should be pursued, which are inevitably to a certain extent arbitrary and subjective.
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In order to better illustrate this point, it was decided to perform an expert elicitation among
different types of stakeholders in the nuclear energy field. The elicitation included representation
from academia (professors as well as students), utilities and Electric Power Research Institute,
Department of Energy, Nuclear Regulatory Commission, National Laboratories and others. Experts
from each organization have been asked to review the list of criteria and provide their personal
vector of weights, assigning to each criterion a weight from 0 to 1000 and keeping the sum of all
weights to 1000. The submitted vector of weights and the results of the respective optimization run
will be presented and discussed in Chapter 9.
6.5 OPTIMIZED VARIABLES
So far, an approach to optimization of the nuclear fuel cycle has been proposed, and in particular
ten criteria have been identified and described with respect to four areas of interest in nuclear fuel
cycle analysis. Methods commonly used to perform optimization of a dynamic system have also
been briefly introduced and will be described in details in the following chapters. The criteria
identified represent variables that control the optimization and that can be combined to form a
fitness function to be globally maximized or minimized. The optimized variables, however, have not
been explicitly mentioned. In other terms, what is being optimized as a function of the evolution
over time of the ten metrics of interested expressed through the ten criteria? What are the
dependent variables of the optimization approach here proposed? In Chapter 4 a classifications of
the variables modeled in the CAFCA code between system and design parameters was introduced;
the optimization scheme here described can be applied to any combination of both design and
system parameters. Some combinations are, of course, of greater interest and will be therefore
discussed in greater details in the following chapters. Particular focus will be given to the system
parameters related to the introduction dates of recycling technologies. The optimization task can, in
that case, be expressed in the following terms: given a specific set of weights assigned to the
identified criteria, should the nuclear fuel cycle be closed and, if so, at which point in time to
minimize the fitness function defined as the linear combination of the identified criteria through the
given set of weights? The following chapters will address this question.
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7. A LINEAR PROGRAMMING TOOL for
OPTIMIZATION
7.1 MAIN FEATURES
Chapter 6 discussed general features of optimization techniques widely used in engineering
application. It was decided to test at first a linear programming tool, mostly because of its simplicity,
the strong theoretical background and its availability in Vensim, the environment in which CAFCA
is programmed. In particular, the optimization tool available in Vensim is a modified version of the
Power Hill Climbing Algorithm [Powell, 1964], which is a linear programming (LP) technique
developed in the 60s. Hill climbing is a mathematical optimization technique which performs a local
search by iteratively attempting to find a better solution than the initial one by incrementally
changing a single element of the solution at a time. The main limitation of such a method is that
local search techniques get often trapped around local optima and lack the capability of exploring a
large portion of the domain space to find the global optimum.
By definition, when very simple optimization cases are run, corresponding to monotonic trends
of the optimized variables with respect to the optimization criterion (or criteria), the linear
programming tool is able to identify the global optimum corresponding to one of the two extremes
of the assigned domain space. This was indeed the first use of such a tool, in order to test its
performance on cases which could be easily optimized analytically. The first example is shown in
Figures 7.1, 7.2 and 7.3, where a simple OTC based on existing LWR technology was run. The
optimization task was, for this specific case, the minimization of the levelized cost of electricity by
allowing the capital cost of LWR's to vary over an assigned range. Obviously, the minimum levelized
cost of electricity should correspond to the minimum possible value of capital cost of the reactor
technology made available in a once-through cycle. Figure 7.1 shows the levelized cost of electricity
for the reference case and for the optimized scenario, while Figure 7.2 shows how the optimized
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variable was changed by the LP tool to achieve the desired optimum, correctly identifying the
minimum allowed value of capital cost. Finally, Figure 7.3 shows that the fuel cycle cost is not
affected by changes in the capital cost of the reactor technology, and is therefore the same for both
the reference and the optimized scenario.
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A second case was then run in order to minimize the levelized cost of electricity by exploring a
range of uranium prices. The uranium price was allowed to change between 50 and 150 $/kg; the
nominal value in CAFCA is 100 $/kg.
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Figure 7.4 Levelized Cost of Electricity for Reference and Optimized Scenario
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Figure 7.4, 7.5 and 7.6 show that also in this case the linear programming tool identified correctly
the minimum value of uranium price that leads to also the minimum levelized cost of electricity due
to a corresponding decrease in the fuel cycle cost component.
A third case was run making potentially available also FBR's in addition to LWR's through fuel
cycle closure. The optimization goal was still the minimization of the levelized cost of electricity by
mixing different reactor technologies. Figure 7.7 shows that the capital cost for the optimal solution
is the same as for the nominal case, which suggests that, as expected, no FBR's are built if the
levelized cost of electricity has to be minimized. This is also consistent with the values assigned in
CAFCA to costs of different reactor technologies [MIT, 2010].
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When examining the levelized cost of electricity and the fuel cycle cost (Figures 7.8 and 7.9), we
can see that the optimized case collapses on the reference case, showing once more that if only
economics is taken into account, the once through cycle is the optimum configuration and recycling
technologies, such as fast breeder reactors, are not introduced at any point in time as shown in
Figures 7.10 and 7.11.
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7.2 BENCHMARKING ACTIVITY
Section 7.1 presented simple, single-objective optimization cases involving (separately) capital and
fuel cycle costs and the availability of LWR and FBR technologies. The obtained trends met the
expectations and the linear programming tool was found to perform well. A more complicated and
interesting case is presented next.
The problem approached is the economical optimization of the enrichment/discharge burnup of
LWR fuel in a once through cycle subjected to only the constraint of a constant cycle length for the
same reactor type. This problem was also considered in [Xu, 2003], however using simplifying
assumptions regarding and the variables of interest. CAFCA represents a more powerful tool to look
into this type of optimization, since it includes the dynamics of the entire fuel cycle and its
economics. It was previously shown [Xu, 2003] that, under a specific set of assumption, the Nuclear
Fuel Cycle Cost presents a minimum as a function of Discharge Burnup, because of the contrasting
impact on fuel cycle cost of the enrichment cost on one side and fuel fabrication cost on the other.
The optimum Burnup value is also inversely proportional to the SWU cost (the lower the SWU cost,
the higher the optimum BU).
Before approaching the optimization problem, CAFCA was used to check this expected trend as
a function of discharge burnup, SWU cost and time (not taken into account in the previous study).
The linear reactivity model was assumed valid and the BU vs.Enrichment correlation found and
discussed in [Xu, 2003] was adopted. Core mass and specific power were also assumed to be
constant, as well as the cycle length. The explored burnup range was between 40 and 100
MWd/kgHM, corresponding to an enrichment range of 3.75-8.54 wt%. Burnup steps of 5
MWd/kgHM were considered and three values of SWU cost were assumed: 120 $/SWU,
160$/SWU (nominal case in CAFCA) and 200$/SWU. In addition, the same cases were run
activating and deactivating the Uranium Price Model available in CAFCA, to make sure that this
model was not decisively impacting the obtained results. The uranium-cost model predicts the cost
of uranium in the future, given the already used resources and adopts cost-escalation functions from
literature [Guerin, 2009-B]. Figures 7.12-7.17 show the results obtained for the six cases run (3 SWU
Costs Values with/without the Uranium Price Model) in terms of fuel cycle cost as a function of
discharge burnup, evaluated at different points in time:
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Figure 7.12 Fuel Cycle Cost as a function of discharge burnup for 120 $/SWU, with uranium price
model;
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Figure 7.13 Fuel Cycle Cost as a function of discharge burnup for 160 $/SWU, with uranium price
model;
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Figure 7.14 Fuel Cycle Cost as a function of discharge burnup for 200 $/SWU, with uranium price
model;
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Figure 7.15 Fuel Cycle Cost as a function of discharge burnup for 120 $/SWU without Uranium
Price Model
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Figure 7.16 Fuel Cycle Cost as a function of discharge burnup for 160 $/SWU without Uranium
Price Model
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Figure 7.17 Fuel Cycle Cost as a function of discharge burnup for 200 $/SWIU without Uranium
Price Model
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Figures 9.12-9.17 show that CAFCA is able to show the expected behavior [Xu, 2003] in terms
of Fuel Cycle Cost - Discharge Burnup trend. The next step is to use the Linear Programming tool
to optimize the Discharge burnup in order to minimize the fuel cycle cost. Table 7.1 summarizes the
result obtained using the LP tool for all the cases run.
Table 7.1 Discharge Burnup Optimization Exercise: Results
SWU Cost Uranium Price Optimized Discharge BU Optimum Enrichment
[$/SWU] Model [MWd/kg] [%o]
120 Yes 60 5.1
160 Yes 57.75 4.94
200 Yes 56 4.8
120 No 60.5 5.14
160 No 58 4.96
200 No 56 4.8
The Optimization was successful both in terms of identifying the expected trend (optimum point
shifts towards higher BU as SWU cost decreases) as well as for the numerical value of the optimized
discharged BU which falls between 55 and 60 MWd/kgHM. In order to complete the benchmarking
of the linear programming tool for optimization, it was necessary to use the same cost/price
hypothesis reported in [Xu, 2003] to show also the quantitative consistency of the results obtained
with CAFCA. Figure 7.18 shows the fuel cycle cost as a function of discharge burnup for such a set
of assumptions [Xu, 2003]
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Figure 7.18 Discharge Bumup vs. Fuel Cycle Cost for [Xu, 2003]
As shown in Figure 7.18, the numerical value of the optimized discharge BU falls at 65
MWd/kgHM as reported in [Xu, 2003]. Because of the use of a linear reactivity model, the uranium
cost does not affect the burnup value corresponding to the minimum fuel cycle cost. The natural
uranium requirements turn out to be basically the same for burnups between 40 MWd/kg and 100
MWd/kg. With this benchmarking exercise, we gained confidence that the linear programming tool
added to CAFCA works correctly and can be used for nuclear fuel cycle optimization.
7.3 APPLICATION OF THE LP TOOL AND MAIN RESULTS
In Chapter 6 ten criteria for multi-objective optimization of the nuclear fuel cycle were
introduced and discussed. The same ten criteria were used to form combinations of criteria to be
used within the linear programming tool which was then asked to identify the optimum
configuration of the nuclear fuel cycle for a given combination of criteria.
* Criterion
e Criterion
e Criterion
* Criterion
* Criterion
* Criterion
" Criterion
e Criterion
* Criterion
#1:
#2:
#3:
#4:
#5:
#6:
#7:
#8:
#9:
Minimize Construction of Thermal and Fast Spent Fuel Recycling Plants
Maximize Construction of Thermal and Fast Spent Fuel Recycling Plants
Minimize the Levelized Cost of Electricity
Minimizing Fuel Cycle Component of Levelized Cost of Electricity
Minimize the Amount of Depleted Uranium Tails in the System
Minimize Cumulative Equivalent High Level Waste Inventory in System
Minimizing Natural Uranium Required
Minimize Inventory of TRU in Interim Storage
Minimize Cumulative TRU Inventory in the Entire Nuclear Energy System
e Criterion #10: Minimize the Total SWU Required over the Simulation
Table 7.2, 7.3 and 7.4 report point data for the ten criteria and the related CAFCA variables for
the nine reference scenarios at the beginning (2010) and at the end (2110) of the time range
considered. For multi-objective optimization, each criterion is normalized with respect to the
integral over time of the respective value function, and the normalized value is made equal to 100
for each reference case. Each normalized criterion is then summed up algebraically and the total
represents the fitness function to be minimized by changing the values of the dependent variables,
which, for the cases presented in this chapter, are the introduction dates of recycling technologies.
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Table 7.2 Optimization Matrix and Reference Values for OTC, MOX and FR CR=0.75 Scenarios.
For each criterion, condition in 2010 and 2110 are gien
Description CAFCA Variable Year
Criterion Minimize Construction of Thermal # of Reprocessing 2010
#1 and Fast SF Recycling Plants Plants 2110
Criterion Maximize Construction of Thermal # of Reprocessing 2010
#2 and Fast SF Recycling Plants Plants 2110
Criterion Minimize Levelized Cost of Levelized Cost of 2010
#3 Electricity Electricity [$/MWhr] 2110
Criterion Minimize Fuel Cycle Cost Fuel Cycle Cost 2010
#4 Component of LCoE [$/MWhr] 2110
Criterion Minimize Amount of Depleted U Depleted U 2010
#5 Tails Inventory [MM1] 2110
Criterion Minimize HLW Inventory HLW in Repository 2010
#6 [MMT] 2110
Criterion Minimize Amount of Natural Natural U mass 2010
#7 Uranium Required needed [MMT] 2110
Criterion Minimize TRU in Interim Storage TRU in Interim 2010
#8 Storage [MT] 2110
Criterion Minimize Cumulative TRU TRU: total mass in 2010
#9 Inventory the system [MT] 2110
Criterion Minimize total SWU Requirement Total SWU 2010
#10 consumption [SWU] 2110
Table 7.3 Optimization Matrix and Reference Values for RBWR, FR CR=1.0 and FR CR=1.23
Scenarios. For each criterion, condition in 2010 and 2110 are given
Description CAFCA Variable Year
Criterion Minimize Construction of Thermal # of Reprocessing 2010
#1 and Fast SP Recycling Plants Plants 2110
Criterion Maximize Construction of Thermal # of Reprocessing 2010
#2 and Fast SP Recycling Plants Plants 2110
Criterion Minimize Levelized Cost of Levelized Cost of 2010
#3 Electricity Electricity [$/MWhr] 2110
Criterion Minimize Fuel Cycle Cost Fuel Cycle Cost 2010
#4 Component of LCoE [$/MWhr] 2110
FR
CR=1
0
7+8
0
7+8
82
89
9.2
8.8
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Criterion Minimize Amount of Depleted U Depleted U 2010
#5 Tails Inventory [MM] 2110
Criterion Minmi HW I t HLW in Repository 2010
#6 [MMT] 2110
Criterion Minimize Amount of Natural Natural U mass 2010
#7 Uranium Required needed [MMT] 2110
Criterion Minimize of TRU in Interim TRU in Interim 2010
#8 Storage Storage [NM] 2110
Criterion Minimize Cumulative TRU TRU: total mass in 2010
#9 Inventory the system [MT] 2110
Criterion . . . . Total SWU 2010
#10 consumption [SWU] 2110
Table 7.4 Optimization Matrix and
Conventional FR CR=0.75, 1.0, 1,23.
Reference Values for U-235 initiated FR Scenarios and
For each criterion, condition in 2010 and 2110 are given
U-235
Description CAFCA Variable Year FR and
CR=0.75
Criterion Minimize Construction of Thermal # of Reprocessing 2010 0
#1 and Fast SP Recycling Plants Plants 2110 2 + 19
Criterion Maximize Construction of Thermal # of Reprocessing 2010 0
#2 and Fast SP Recycling Plants Plants 2110 2 + 19
Criterion Minimize Levelized Cost of Levelized Cost of 2010 82
#3 Electricity Electricity [$/MWhr] 2110 100
Criterion Minimize Fuel Cycle Cost Fuel Cycle Cost 2010 9.2
#4 Component of LCoE [$/MWhr] 2110 10.0
Criterion Minimize Amount of Depleted U Depleted U Inventory 2010 2.00
#5 Tails [MMT] 2110 3.44
Criterion Minimize HLW Inventory HLW in Repository 2010 0
#6 [MMT] 2110 0.0656
Criterion Minimize Amount of Natural Natural U mass 2010 0
#7 Uranium Required needed [MMT] 2110 3.750
Criterion Minimize of TRU in Interim TRU in Interim 2010 666
#8 Storage Storage [MT] 2110 79
Criterion Minimize Cumulative TRU TRU: total mass in 2010 903
#9 Inventory the system [NT] 2110 7,820
Criterion .Total SWUJ 2010 12,329Cri10ro Minimize total SWU Requirement co tion SU 2110 1,400#10 consumption [SWU) 2110 81,400
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The following three examples will illustrate a few of the results obtained with the LP tool through
the combination and integral normalization of the identified criteria for the three conventional FR
technologies (CR=1.23, CR=1.0 and CR=0.75).
Example 1: Combination of Criteria #8 (which would favor FBRs over LWRs) and #3 (which
would favor LWRs over FBRs); the two criteria were normalized and equally weighted;
Dependent Variables: Introduction Date of Thermal Reprocessing (reference value 2035)
and Introduction Date of FBR Technology (reference value 2040), which
were allowed to vary between 2010 and 2100;
Optimized Result: Deployment of Thermal Reprocessing as soon as possible (i.e. 2010 in
the simulation) and deferral of FBR technology introduction to 2060s
(i.e. 2063 in the simulation)
Figure 7.19, 7.20 and 7.21 show the TRU in interim storage, the levelized cost of electricity and
FBR installed capacity over time for the OTC and the FR CR= 1.23 reference scenarios and the
scenario with the optimized dates of introduction for the recycling technology (FBR).
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Figure 7.19 TRU in Interim Storage for OTC, reference and optimized FR CR=1.23 scenario
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Figure 7.20 Cost of electricity for OTC, reference and optimized FR CR 1.23 scenario
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Figure 7.21 FBR installed capacity for OTC, reference and optimized FR CR= 1.23 scenario
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Example 2: Combination of Criteria #10 (which would, standing alone, favor conventional FRs over
LWRs) and #3 (which would, on the contrary, favor LWRs over conventional FRs); the
two criteria were normalized and equally weighted;
Dependent Variables: Introduction Date of Thermal Reprocessing (reference value 2035)
and Introduction Date of FR CR=1.0 Technology (reference value
2040), which were allowed to vary between 2010 and 2100;
Optimized Result: Anticipation of Thermal Reprocessing up to 2030 (not earlier because
of the greater SWU requirements associated with the use of recycled Uranium)
and anticipation of FR CR=1.0 technology introduction to 2035 (earliest
compatible with Thermal Reprocessing starting at 2030);
Figure 7.22 shows the levelized cost of electricity, Figure 7.23 the SWU requirement and Figure 7.24
the FR CR=1.0 installed capacity over time for the OTC reference scenario, the FR CR= 1.0
reference scenario and the optimized FBR scenario
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Figure 7.22 Levelized Cost of Electricity over Time for Reference and Optimized Scenarios
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Figure 7.23 SWU requirement over Time for Reference and Optimized Scenarios
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Figure 7.24 FBR installed capacity for OTC, reference and optimized FR CR=1.0 scenario
As shown by figure 7.23 and 7.24, the reference scenario for FR CR= 1.0 is already very close to the
optimum configuration when only criteria #3 and #10 are considered and equally weighted in the
optimization scheme.
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Example 3: Combination of Criteria #5 (which would, standing alone, favor conventional FRs over
LWRs) and #3 (which would, on the contrary, favor LWRs over conventional FRs); the
two criteria were normalized and equally weighted;
Dependent Variables: Introduction Date of Thermal Reprocessing (reference value 2035)
and Introduction Date of FR CR=0.75 Technology (reference value
2040), which were allowed to vary between 2010 and 2100;
Optimized Result: Anticipation of Thermal Reprocessing up to 2020 and anticipation of
FR CR=0.75 technology introduction to 2035;
Figure 7.25 shows the levelized cost of electricity, Figure 7.26 the uranium tails inventory and Figure
7.27 the FR CR=0.75 installed capacity over time for the OTC reference scenario, the FBR
reference scenario and the optimized FR CR=0.75 scenario
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Figure 7.25 Cost of electricity for OTC, reference and optimized FR CR=0.75 scenario
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Figure 7.26 Uranium Tails Inventory over Time for Reference and Optimized Scenarios
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Figure 7.27 FR installed capacity for OTC, reference and optimized FR CR=0.75 scenario
As shown by figure 7.26 and 7.27, the reference scenario for FR CR=0.75 is already quite close
to the optimum configuration when criteria #3 and #5 are considered and equally weighted.
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7.4 LIMITATIONS
Despite the good results initially obtained, some limitations intrinsically related to the linear
nature of the tool were subsequently identified then the LP tool was used to study a larger number
of cases, as will be shown in this section and as can also be seen in Appendix C. The limitations
associated with the developed LP tool could not be resolved and were therefore the major
motivation for the development of the probabilistic tool which is described in Chapter 8.
7.4.1 Two-Variable Optimization
Following the successful benchmark exercise, optimization runs combining two criteria at a time
equally weighted for each of the four recycling technology considered with the linear programming
tool (FR CR=0.75, FR CR=1.0, FBR CR=1.23 and RBWR) are shown in matrix form in Tables 7.5
to 7.8. All simulations were run from 2010 to 2110, covering a 100 year period. A subset of six
criteria out of the ten previously presented was considered for this specific application and the
criteria selected are listed hereunder:
e Criterion A: Minimize Inventory of TRU in Interim Storage
* Criterion B: Minimize Cumulative Equivalent High Level Waste Inventory in System
e Criterion C: Minimize Construction of Thermal and Fast Spent Fuel Recycling Plants
e Criterion D: Minimize the Amount of Depleted Uranium Tails in the System
* Criterion E: Minimize the Total SWU Required over the Simulation
e Criterion F: Minimize the Levelized Cost of Electricity
In the lower diagonal of each matrix, the combinations of optimization criteria that were run are
shown. In the upper diagonal part, the qualitative impact of the optimization scenarios is shown
when comparing the related results with the reference values reported in Table 7.2, 7.3 and 7.4. The
letter 'M' is used when the optimization trend is monotonic and the optimized variables, the
introduction dates of recycling technologies, assumed the initial or the final time step of the
simulation (2010 or 2110).
Green More than 20 years difference in the introduction of recycling technologies
Orange Between 10 and 20 years difference in the introduction of recycling technologies
Red,= Less than 10 years difference in the introduction of recycling technologies
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Table 7.5 Matrix Results for the LWR-FBR CR=1.23 Scenario
A B C D E
A
B X
C X X
D X XX
E X X X X
F
Table 7.6 Matrix Results for the LWR-FR CR=1 Scenario
A B C D E
A
B X
C X
D X XX
E X X X X
F
Table 7.7 Matrix Results for the LWR-RBWR Scenario
A B C D E
A
B X
C X X
D X X X
E X X XX
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F
Table 7.8 Matrix Results for the LWR-FR CR=0.75 Scenario
A B C D E
A
B X
C X X
D XXX
E X X XX
F
The four matrices look similar and that is expected since, at least qualitatively, all recycling
technologies should follow the same optimization trends for relatively simple optimization cases.
Table 7.9 shows in details the results of the optimization runs in terms of the optimized introduction
dates of recycling technologies.
Table 7.9 Optimized Introduction Dates of Recyclin3 Technologies for all the cases run
FBR FR CR=1 RBWR FR CR=0.75
Criteria Th RP FR Tech Th RP FR Tech Th RP FR Tech Th RP FR Tech
A,B 2010 2035 2012 2043 2010 2110 2010 2035
A,C 2010 2105 2010 2062 2010 2109 2010 2105
B,C 2110 2110 2110 2110 2110 2110 2110 2110
A,D 2010 2035 2010 2035 2010 2020 2010 2035
B,D 2090 2087 2110 2087 2089 2087 2090 2088
C,D 2041 2100 2038 2039 2110 2110 2040 2048
A,E 2010 2035 2010 2035 2010 2015 2010 2035
B,E 2110 2075 2084 2067 2081 2071 2073 2073
C,E 2041 2044 2040 2038 2110 2110 2042 2042
D,E 2024 2035 2023 2035 2010 2015 2027 2035
A,F 2010 2063 2010 2109 2010 2110 2010 2110
B,F 2091 2110 2091 2108 2091 2109 2091 2110
C,F 2041-2110 2041-2110 2041-2110 2041-2110 2110 2110 2110 2110
D,F 2020 2035 2021 2035 2012 2015 2018 2035
E,F 2030 2035 2029 2035 2025 2015 2030 2035
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Some of the results obtained and shown in Table 7.9 were highlighted (yellow cells) because
inconsistencies between the different fuel cycle options or unexpected outcomes were observed (in
particular conflicting trends between recycling technologies expected to lead to the same qualitative
results in terms of the optimized fuel cycle closure dates). A more detailed description of the general
trends identified from Table 7.9 follows:
7.4.2 Discussion of general trends
Combination of Criteria A and B (Interim Storage and HLW in Repository);
The anticipation of the introduction of thermal reprocessing helps minimizing the inventory of
spent fuel in interim storage. Recycling reactor technologies are then introduced reducing
consequently the amount of HLW to be disposed in a repository.
Combination of Criteria A and C (Interim Storage and Number of Reprocessing Plants);
The anticipation of the introduction of thermal reprocessing helps minimizing the inventory of
spent fuel in interim storage. The introduction of recycling technologies is postponed as much as
possible to minimize the number of reprocessing plants built over the simulation.
Combination of Criteria B and C (HLW in Repository and Number of Reprocessing Plants);
Thermal reprocessing is delayed, but still introduced to avoid the disposal of spent fuel in a
repository; the number of reprocessing plants built over the simulation is basically zero, since also
the introduction of recycling technologies is postponed to the very end of the scenario.
Combination of Criteria A and D (Interim Storage and Depleted Uranium Inventory);
To minimize the spent fuel in interim storage and the depleted uranium inventory both thermal
reprocessing and recycling technologies are introduced as soon as possible, compatibly with the
constraints applied.
Combination of Criteria B and D (HLW in Repository and Depleted Uranium Inventory);
Delaying the introduction of reprocessing and recycling technologies reduces the amount of material
to be disposed in a repository (it accumulates in interim storage). This reduction turns out to be
larger than the potential decrease of the depleted uranium inventory.
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Combination of Criteria C and D (Number of Reprocessing Plants and Depleted Uranium
Inventory);
Reduction of reprocessing plants is achieved by delaying the introduction of recycling technologies
while the reduction of the depleted U inventory by their anticipation. A general trend for all the
recycling technologies considered could not be observed.
Combination of Criteria A and E (Interim Storage and total SWU Requirement);
To minimize interim storage and total SWU requirement, both thermal reprocessing and recycling
technologies are introduced as early as possible. The impact of recovered uranium on total SWU
requirement does not influence the trend of the optimization.
Combination of Criteria B and E (HLW in Repository and total SWU Requirement);
The introduction of thermal reprocessing and recycling technologies is largely postponed in this
case, but a general quantitative trend was not observed for all recycling technologies.
Combination of Criteria C and E (Number of Reprocessing Plants and SWU Requirement);
The introduction of thermal reprocessing is slightly postponed while the introduction of recycling
technologies is close to the reference cases for FRs. The RBWR case is different because of the
larger relative reduction achievable in the number of reprocessing plants compared to SWU
Requirement.
Combination of Criteria D and E (Depleted Uranium Inventory and SWU Requirement);
This is another example of monotonic optimization resulting in the anticipation of the introduction
of both thermal reprocessing and SWU requirement. The introduction of thermal reprocessing is
partially balanced by the increase in SWU requirement associated with the use of recovered
Uranium.
Combination of Criteria A and F (Interim Storage and Levelized Cost of Electricity):
To minimize interim storage, thermal reprocessing is introduced as soon as possible, while, to
minimize cost of electricity, recycling technologies (which are less economically attractive) are
introduced towards the end of the simulation.
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Combination of Criteria B and F (HLW in Repository and Levelized Cost of Electricity);
In this case both reprocessing and recycling technologies are introduced at the end of the simulation,
keeping cost of electricity low and not generating any reprocessing losses to be sent to the HLW
repository. Spent fuel is kept in interim storage.
Combination of Criteria C and F (Number of Reprocessing Plants and Levelized Cost of
Electricity);
In this case, the optimization follows a monotonic trend and delays as much as possible reprocessing
and introduction of recycling technologies, as expected. Local optima (i.e., different optimized
results were obtained for different initial values of fuel cycle closure dates) were encountered for the
FBR and FR CR=1.0 scenarios and couldn't be avoided directly with the linear programming
optimization tool.
Combination of Criteria D and F (Depleted Uranium Inventory and Levelized Cost of Electricity);
The general trend identified for this optimization scenario is the anticipation both the thermal
reprocessing and the introduction of recycling technologies. In this case, the relative reduction in the
depleted U inventory is larger than the relative increase in the levelized cost of electricity.
Combination of Criteria E and F (total SWU Requirement and Levelized Cost of Electricity>
In this scenario there is a slight anticipation of the introduction of reprocessing and recycling
technologies, but overall the reference cases are already fairly close to the optimized configuration.
The six criteria A-F were also combined in all the remaining combinations, taking them in
consideration 3, 4, 5 and 6 at a time, each of them normalized and equally weighted. The related
results are reported in Appendix C. For combinations made of more than two criteria at a time it is
often not easy to identify expected trends and deviations of the obtained results from the expected
trends. This is also why the cases run with simply two criteria at a time were described in greater
details and can provide a better overview of the implemented methodology. In addition, local
minima and inconsistent results (different qualitative trends observed for the analyzed recycling
technologies, which should lead to the same monotonic optimization trends) were already observed
with the simple combinations of two criteria at a time, as shown in Table 7.9.
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In particular, the combination of Criteria C and F was particularly important, because the results
obtained for FBR and FR CR= 1.0 cases were clearly wrong and were found to be dependent on the
initial seed given to the linear programming tool and representing the initial state of the system. This
proved the limitation of a linear programming tool for nuclear fuel cycle analysis optimization as
well as the intrinsic non-linear nature of such a problem. The inconsistencies and unexpected trends
identified with the use of the linear programming tool were in fact the main driver for the study of a
probabilistic tool, with the goal of developing a tool better at avoiding local optima and capable of
exploring larger portion of the domain space identified through changing the dependent (optimized)
variables. The same optimization case (combination of criteria C and F) was also used to benchmark
the probabilistic optimization tool, as will be shown and discussed in Chapter 8.
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8. A GENETIC ALGORITHM
PROBABILISTIC TOOL for OPTIMIZATION
8.1 METHOD OF CHOICE: GENETIC ALGORITHM
The method of choice for the development of a probabilistic tool for optimization is a genetic
algorithm. In Chapter 6, a handful of different methods were mentioned, and many more have been
actually developed over the years to specifically address optimization problems [Battiti et al., 2008].
The choice of a specific method, in this case a genetic algorithm, follows a number of reasons
which have to do with both the optimization problem as well as the developer and user of the
method itself. Genetic algorithms are well known and widely used, and therefore supported by many
computational software and platforms (such as MATLAB). In addition, they are characterized by
good flexibility and adaptability to different type of problems and have been optimized over time,
improving relevant features such as convergence and diversity.
Other methods were taken into consideration in the process, in particular, artificial neural
networks. However, artificial neural networks, despite being characterized by very interesting features
including some degree of predictive capabilities, need separate sets of data to be trained and tuned
to the specifics of the problem under investigation. This works well for plant diagnostics, because
of the abundance of sets of data to be used to train the network. When considering fuel cycle
analysis, however, limited sets of data are available to train the network, particularly for the closed
fuel cycles. Therefore, because of the specific characteristics of the problem considered, artificial
neural networks could not be used to perform nuclear fuel cycle optimization.
The remaining of Section 8.1 will be dedicated to describing in larger details the features of a
generic Genetic Algorithm (GA) as well as the specifics of the one implemented, using MATLAB as
the computational software platform, to perform nuclear fuel cycle optimization, as will be shown in
Section 8.2.
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8.1.1. Introduction [Marseguerra, 2001]
Genetic Algorithms [Chambers, 1995] are numerical search tools aiming at finding the global
maximum (or minimum) of a given objective function of one or more real variables, potentially
subject to various linear or non linear constraints. The name Genetic Algorithm was given because it
is inspired by the process of natural selection. Correspondingly, the adopted language contains many
terms borrowed from biology and applied to the numerical context. Genetic Algorithms operate on
a set of artificial chromosomes, meant as strings of numbers, generally sequences of binary digits (0
and 1). If the objective function has multiple arguments, each string is partitioned in many
substrings, one for each argument and, therefore, each chromosome is analogously partitioned in
artificial genes. The genes constitute the so called genotype of the chromosome, and the substrings,
when de-codified in real numbers called control factors, constitute its phenotype. When the
objective function is evaluated in correspondence of the values of the control factors of a
chromosome, its value is called fitness. Thus, each chromosome gives rise to a sample solution of
the problem. The Genetic Algorithm search is performed by constructing a sequence of populations
of chromosomes, the individuals of each population being the children of those of the previous
population and the parents of those of the successive population. The initial population is generated
by randomly sampling the bits of all the strings. At each step, the new population is then obtained
by manipulating the strings of the old population in order to arrive at a new population, hopefully
characterized by a better fitness. This sequence continues until a termination criterion is reached.
String manipulation consists of selecting and mating pairs of chromosomes in order to obtain
chromosomes of the next population. This is done by repeatedly performing on the strings the
fundamental operations of reproduction, crossover, replacement and mutation. All those
fundamental operations are based on random sampling, which constitutes the basis of the
probabilistic nature of the method itself.
8.1.2. Features
A genetic algorithm is characterized by a population of solutions evolving over time: each
individual solution is characterized by chromosomes, constituted by X genes (with X greater or
equal to 1) and a population is a collection of individuals. Each individual is characterized by a
fitness, defined as the value of the objective function calculated in correspondence to the control
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factors pertaining to that individual. Thus, a population can also be defined as a collection of points
in the solution space.
I I I I I I
Chromosome I Gene # 1i IGene # 21 I Gene # 3 I Bit-string
GenotypeIO"I O 1 0 0 IP1 1 1(of assigned lengths)
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parameters decoding
Phenotype X 2 2 Factors
(one for each 
gene)
Fitness f(x ,x, ,X 3 ) objective function
Figure 8.1 Genetic Algorithm Main Characteristics: From Chromosome to Fitness
[Marseguerra, 2001]
An important feature of a population is its genetic diversity: if the population is too small, the
scarcity of genetic diversity may result in a population dominated by almost equal chromosomes and
then, after decoding the genes and evaluating the objective function, in a quick convergence of the
latter towards an optimum which may be a local one. In other words, the algorithm could easily be
trapped in a local optimum. At the other extreme, in too large populations, the overabundance of
genetic diversity can lead to clustering of individuals around different local optima: then the mating
of individuals belonging to different clusters can produce children lacking the good genetic part of
either of the parents. In addition, the manipulation of large populations may be excessively
expensive in terms of computer time and the procedure does not differ too much from a grid-type
search [Goldberg, 1989]. In most computer codes the population size is kept fixed at a value set by the
user so as to suit the requirements of the model at hand.
8.1.3. Creation of the initial population
As mentioned before, the initial population is generated by random sampling the bits of all the
strings (alternatively, by deterministically specifying the composition of the initial population). This
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procedure corresponds to uniformly sampling each control factor within its range. The sampling can
also be conditioned, meaning that the range of acceptability of the different parameters generating a
solution can be reduced according to constraints explicitly or implicitly identified. By adopting this
condition the search hyper-volume can be drastically reduced and an acceptable solution more
readily found. As a consequence, a chromosome should be accepted only if suitable criteria are
satisfied. More specifically, for nuclear fuel cycle optimization object of this study, a single CAFCA
run generates ten chromosomes, one for each of the identified optimization criteria. Each
chromosomes is made of a number of genes corresponding to the number of dependent variables
considered. The ten chromosomes are then linearly combined to form the fitness function to be
minimized.
8.1.4. The traditional breeding algorithm
The first step of the breeding procedure is the generation of a temporary new population.
Assume that the user has chosen a population of size N (generally an even number). The population
reproduction is performed by implementing the Standard Roulette Selection rule: to find the new
population, the cumulative sum of the fitnesses of the individuals in the old population is computed
and normalized to unity. The new population is generated by random sampling of individuals, one at
a time with replacement, from this cumulative sum which then plays the role of a cumulative
distribution function of a discrete random variable. By so doing, on average, the individuals in the
new population are present in proportion to their relative fitness in the old population. Since
individuals with relatively larger fitness have more chance to be sampled, most probably the mean
fitness of the new population would be larger
The second step of the breeding procedure, the crossover, is shown Figure 8.2: after having
generated the new population as described above, pairs of individuals, the parents, are sampled at
random without replacement and irrespective of their fitness, which has already been taken into
account in the first step. In each pair, the corresponding genes are divided into two portions by
inserting at random a separator in the same position in both genes (one-site crossover): finally, the
first portions of the genes are exchanged. The two chromosomes so produced, the children, are thus
a combination of the genetic features of their parents.
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Figure 8.2 Example of Crossover [Marseguerra, 2001]
The third step of the breeding procedure, performed after each generation of a pair of children,
concerns the replacement in the new population of two of the four involved individuals. The
simplest recipe, again inspired by natural selection, consists of the children replacing the parents:
children live, parents die. In this case each individual breeds only once.
The fourth and last step of the breeding procedure eventually gives rise to the final population by
applying the mutation procedure to the temporary population obtained in the course of the
preceding steps. The procedure concerns the mutation of some bits in the population, i.e. the
change of some bits from their actual values to the opposite one (0 / 1) and vice versa. The
mutation is performed on the basis of an assigned mutation probability for a single bit (generally
small, say 1/1000). The product of this probability by the total number of bits in the population
gives the mean number of mutations. The sequence of successive population generations is usually
stopped according to one or more criteria, such as:
a) when the mean fitness of the individuals in the population increases above
convergence value;
b) when the median fitness of the individuals in the population increases above
convergence value;
c) when the fitness of the best individual in the population increases above an assigned
value. This criterion guarantees that at least one individual is good enough;
d) when the fitness of the weakest individual in the population drops below an assigned
value. This criterion guarantees that the whole population is good enough;
e) when the assigned number of population generations is reached.
an assigned
an assigned
convergence
convergence
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8.1.5. More Advanced breeding procedures
Several alternative procedures for the selection of parents from a given population exist. They
include:
a) Hybrid Roulette Selection: the main disadvantage of the Standard Roulette Selection procedure
follows from the fact that the individual are actually sampled from a multinomial distribution, so
that their fitnesses are fairly dispersed around the mean and the convergence towards the best
solution can be delayed. The Hybrid Roulette Selection rule starts by normalizing the fitnesses to
their sum and by sampling one of them as in the Standard Roulette Selection case. This normalized
fitness is then multiplied by the population size and the integer part of the product yields the
number of individuals, identical to that having fitness f in the old population, which are
deterministically assigned to the new population. The remainder of the product is then treated as the
probability of adding another identical individual to the new population. By so doing, the
permanence of good individuals is favored along the population sequence. However, genetic
diversity may decline.
b) Random Selection and Mating: the two parents are randomly selected with replacement over
the entire population, regardless of the fitnesses of the individuals. Compared to both Roulette
Methods, on average, this procedure is more disruptive of the genetic codes: in other words, the
chromosomes of the two parents, suitably de-codified, can give rise to points very far from each
other in the control factor space and, correspondingly, the fitnesses of the newborn children can be
largely far apart in the solution space.
c) Fit-Fit Selection and Mating: the population is scanned by stepping through the fitness index
and pairing each individual with the next fittest individual. On the average, this procedure is highly
conservative of the genetic information and a (generally local) maximum of the objective function is
soon attained since weak individuals are rapidly eliminated;
d) Fit-Weak Selection and Mating: as in the preceding case, the population is scanned by
stepping through the fitness index, but this time each individual is paired with that individual located
in the symmetric position of the fitness index, with respect to the mid of the fitness list. On average,
this procedure is highly disruptive of the genetic codes, but it helps in improving the genetic
diversity. It is seldom adopted. In all the described procedures, after having selected the two parents
before proceeding to the selection of another couple, the two parents are crossed and the two
individuals resulting from the adopted replacement procedure are immediately replaced in the
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population. Most importantly, before selecting the successive pair of parents, the fitness index is
immediately updated: by so doing, the sampling is performed on a dynamically varying population.
Also, for the crossover stage, an alternative procedures can be implemented: an obvious
generalization of the simple one-site crossing is the multi-site crossing, consisting the interposition
of more than one separator in the substrings representative of the single genes of the parents,
followed by the exchange of pieces of the involved substrings. The simplest case is the two-site
crossing: two separators are randomly positioned in the homologous substrings and the bits between
the two points are interchanged. Multi-site crossing is rarely adopted and that one-site crossover
remains the most popular technique.
Replacement: Alternative procedures include:
a) Fittest individuals: out of the four individuals involved in the crossover procedure, the fittest
two, parent or child, replace the parents. This procedure should not be used when weak individuals
are discarded in the parent selection step, otherwise the weak individuals have a large chance to
remain forever in the population.
b) Weakest individuals: the children replace the two weakest individuals in the entire population,
parents included, provided the children fitness is larger. This technique shortens the permanence of
weak individuals in the successive populations and it is particularly efficient in large populations.
c) Random replacement: the children replace two individuals randomly chosen in the entire
population, parents included. By this technique, weak individuals have the same chance as the fit
ones of being included in the new population. This method is particularly efficient in small
populations since it gives rise to a deep search in the space of control factors.
8.1.6. The Archive
The GA optimization procedure may be improved by implementing an archive in which the
features of the best individuals that appeared in the course of the various generations are stored. At
the end of each generation, the best individual of the current population is a candidate for being
cloned in the archive. As long as the archive is not full, the control factors and the fitness of this
individual are directly stored in the archive. Later, when the archive is full, the best individual in the
population is compared with the worst individual in the archive and the one with the better fitness is
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kept whereas the other is eliminated. The main advantage resulting from the inclusion of an archive
in the GA process is that it allows keeping track of the best individuals which appeared only in one
or a few generations and then disappeared because of the interplay of the various phases of the
breeding procedure. The presence of an archive has the further advantage of allowing the so-called
elitist selection according to which, in the reproduction phase of the breeding algorithm, one of the
two parents to be mated may be sampled with assigned probability from the archive.
Finally, Figure 8.3 graphically shows the main steps of a genetic algorithm:
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Figure 8.3 Schematic of the Main Steps of the Generic Algorithm [courtesy ofEnrico Zio]
8.2 MULTI-OBJECTIVE OPTIMIZATION WITH GENETIC
ALGORITHM: FITNESS VS. NON-INFERIOR SOLUTIONS
Genetic algorithm is a powerful method for multi objective optimization, both when a fitness
function combining multiple objectives can be defined as well as when multiple objectives have to
be simultaneously optimized without recurring to combinations or relative weighting of them. In
this second case the comparison of two solutions is achieved by resorting to the concepts of Pareto
dominance [Srinivas et al, 1995] which enable solutions to be compared and ranked without
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imposing any a priori measure as to the relative importance of individual objectives, neither in form
of subjective weights nor arbitrary constraints. We say that a given solution dominates another
solution if it is better on all the single objectives taken into consideration. The solution not
dominated by any other are said to be non-dominated or non-inferior solutions. Once a population
of individuals has been created, we rank the individuals according to the Pareto dominance criterion
by looking at the N- dimensional space of the single objective functions. Figure 8.4 (a) illustrates the
procedure for the case of two objective function: by testing the dominance of each sample solution
P, all non-dominated individuals in the current population are identified and rank 1 is assigned to
them. Then these solutions are virtually removed from the population and the next set of non-
dominated individuals are identified and assigned rank 2. This process continues until every solution
in the population has been ranked Figure 8.4 (b).
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Figure 8.4 Raking of Solutions according to Pareto Dominance [Marseguerra, 2001]
The selection and replacement procedures of the multi-objective approach are based on this
ranking: every solution belonging to the same rank class has to be considered equivalent to any other
of the same class, i.e. it has the same probability of the others to be selected as a parent for mating.
During the optimization search, the archive is only filled with the rank 1 individuals: at the end of
each generation, all the non-dominated solutions in the population are compared with those stored
in the archive and the following rules are implemented:
a) if the new solutions are better than existing members in the archive, these are removed and the
new solutions are added;
b) if the new solution is dominated by any member of the archive, it is not stored;
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c) if the new solution neither dominates nor is dominated by any member of the archive, and if
the archive is not full, the new solution is stored. If the archive is full, the new solution
replaces the most similar one in the archive. Obviously, this step requires that an appropriate
concept of distance, such as the Euclidean one, must be introduced for measuring the
similarity between two solutions.
8.3 VALIDATION AND PRELIMINARY APPLICATION
The genetic algorithm controlling CAFCA and its optimization was coded in MATLAB, which
offers a good computational support for this type of problem. In particular, CAFCA was loaded as a
dynamic library and its data were fully accessible from MATLAB, making the coupling relatively easy
and computationally efficient. Figure 8.5 shows a schematic of the interaction of MATLAB and
CAFCA and the iterative process reflecting the genetic algorithm as discussed in Section 8.1.
Figure 8.5 Logical Structure of the Coupling of MATLAB and CAFCA
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The coupling of the two codes was successful and allowed for an efficient manipulation of the
CAFCA results. Just to give an idea of the performance of the coupling of the two codes, it was
observed that 600 random runs of CAFCA from MATLAB took about 30 minutes to be completed,
including the access and retrieval of data of interest. Every single run included the evaluation of
payoff for optimization for the 10 criteria identified as discussed in Chapter 6. The dependent
variables were the introduction dates of UO2 spent fuel reprocessing as well as the reactor recycling
technologies (in particular Fast Breeder Reactors). Similarly, all the results presented in this chapter
are focused on such a combination of dependent variables.
Figure 8.6 shows the results of 600 CAFCA runs randomly executed from MATLAB by sampling
the thermal reprocessing introduction date as well as the fast reactor technology introduction date,
both ranging between 2010 and 2110, and comprising the assigned domain. Each dot represents a
CAFCA run characterized by a random couple of dependent variables, in this case the two specified
introduction dates. In this case, an example of conditional sampling (discussed in Section 8.1) can be
also observed: as can be seen all the points are located in the upper diagonal, consistently with the
constraint that FBRs are introduced only after the introduction of Thermal Reprocessing.
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Figure 8.6 Distribution of 600 Random CAFCA Simulations run from MATLAB
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Having chosen to investigate two dependent variables, Figure 8.6 is a 2-D plot. However, as
mentioned before, to each run MATLAB also calculated the payoff corresponding to the selected
combination of criteria and therefore we have an additional dimension we can represent. A 3-D
payoff surface is shown in Figure 8.7 for the 600 runs represented in 2-D in Figure 8.6. The specific
combination of criteria (in this case six of the ten original criteria, equally weighted and summed up)
has no particular meaning, and was chosen merely to illustrate how payoff surfaces can be obtained
by the coupling of MATLAB and CAFCA.
Payoff Surface - 600 Cafca Runs - Criteria # 1,2,3,4,6
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Figure 8.7 Example of Payoff or Optimization Surface
The obtained payoff surface can be seen, however, also as an optimization surface in the sense
that the genetic algorithm should be able to identify the minimum payoff for the specific
combination of criteria analyzed. In other words, we developed a visual tool that can help us check
and validate the numerical results obtained with the genetic algorithm as well as with the linear
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programming tool for multi-objective optimization involving two dependent variables. Of course,
referring to a visual tool is effective only for two dependent variables, since with three or more we
would need to represent a multi-dimensional space with N>3, which would make impossible and
useless the visual representation. Nevertheless, this graphical interpretation is extremely helpful and
leads to a better understanding of both the difference between linear programming and genetic
algorithm tools as well as the optimization problem itself, through the characteristics and topology
of the obtained optimization surfaces. Figure 8.8 shows a 2-D projection of Figure 8.7, representing
again the domain of the two dependent variables with the added color code indirectly representing
the calculated values of the payoff for the 600 random runs.
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Figure 8.8 2-D Projection of Optimization Surface
The implemented genetic algorithm was then used to optimize the combination of criteria
generating the payoff and the optimization surface shown in Figure 8.7. The optimization run,
consisting of 20 generations of populations of solutions of 20 individuals each, took about 40
minutes to be completed. As already explained, the Z axis in Figure 8.7 is the payoff value to be
minimized, and the same figure shows for that particular case a monotonic trend. Therefore, no
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local optima could be identified on the optimization surface. The same optimization case was also
run with the linear programming tool to compare the results obtained by the two different tools.
And the following results were obtained:
LP Optimum Payoff = 578.821 vs. GA Matlab Optimum Payoff = 577.8
LP Optimum Payoff in (2012,2015) vs. GA Matlab Optimum Payoff in (2010,2010)
The results obtained with the Linear Programming tool and with the Genetic Algorithm tool
were found to be consistent with what was graphically observed. The optimization surface obtained,
being monotonic, could be correctly characterized also by the linear programming tool, since no
local optima can be observed. Figure 8.9 shows the convergence plot summarizing the results and
the evolution of the population of solutions generation by generation.
Best: 577.834 Mean: 577.834 -Optimum Solution (2010,2010)
> 620
610
600
590
580 * * @6 SS
570
0 5 10 15
Generation
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As can be seen, convergence is achieved in about 15 generations, when the mean fitness of the
population and its best fitness coincide. The corresponding values of the optimized variables are
(2010,2010) which represent the dark blue portion of the surface in Figure 8.7, as indicated by the
red circle over imposed.
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Example #2: Combination of Criteria 1.3.5,10
A second example worth presenting is the combination of four criteria (out of the ten discussed
in Chapter 6) normalized and equally weighted so that their sum equals 400 for the reference case of
introduction of fast breeder reactors. Figure 8.10 shows the obtained optimization surface following
the same procedure discussed in detail in the previous example.
Payoff Surface - 600 Cafca Runs - Criteria # 1,3,5,10
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Figure 8.10 Optimization Surface for Criteria 1,3,5,10 equally weighted
The optimization surface obtained for this second example is different from the one previously
described. In this case, in fact, the surface shows several local optima and in general a more defined
non-linear nature. The two over imposed red circles show the optima identified by the linear
programming tool (left) and the genetic algorithm (right). In this case, the two tools gave two
different answers. In particular, it is clear that the linear programming tool identified a local
optimum but not the global optimum (minimum), whereas the genetic algorithm gave the correct
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result by comparing it with the graphical visualization of the optimization surface. In particular, the
results obtained were:
LP Optimum Payoff = 398 vs. Matlab Optimum Payoff = 359
LP Optimum Payoff in (2033,2034) vs. Matlab Optimum Payoff in (2110,2110)
Not only the value of the optimum payoff was found to be different between the two tools but,
more importantly, the location of the optimum was in a completely different region of the domain.
This shows that, when dealing with highly non-linear optimization surfaces, the linear programming
tool is not able to provide an accurate evaluation of the optimum configuration of the system.
Figure 8.11 shows the convergence plot summarizing the results and the evolution of the population
of solutions generation by generation.
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Figure 8.11 Genetic Algorithm Fitness Value vs. Number
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As can be seen, convergence is achieved in about 15 generation, when the mean fitness of the
population and its best fitness coincide. The corresponding values of the optimized variables are
(2110,2110) which correspond to the global optimum of the surface, as can be seen comparing this
result with Figure 8.10.
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Example #3: Combination of Criteria 2,4,6
A third example worth presenting is the combination of three criteria, #2, #4 and #6 (out of the
ten discussed in Chapter 6) equally weighted so that their sum equals 300 for the reference case of
introduction of fast breeder reactors. Figure 8.12 shows the obtained optimization surface following
the same procedure discussed in details for the previous example.
Payoff Surface - 600 Cafca Runs - Criteria # 2,4,6
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Figure 8.12 Optimization Surface for Criteria 2,4,6 equally weighted
The optimization surface obtained for this third example is different from the ones previously
described. Similarly to what was observed for the first example, the surface was found to be
monotonic, even if the curvature and the shape is different than what was previously described.
Following what was inferred about the importance of the surface shape, and in particular its
monotonic feature, both the linear programming tool and genetic algorithm tool were expected to
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be able to correctly identify the global optimum of this particular combination of three criteria. The
obtained results were:
LP Optimum Payoff = 213.7 vs. GA Madab Optimum Payoff = 213.2
LP Optimum Payoff in (2090,2090) vs. GA Madab Optimum Payoff in (2089,2093)
The results of the Linear Programming tool and with the Genetic Algorithm were found to be
consistent with what graphically observed. The optimization surface obtained, being monotonic,
could be correctly characterized also by the linear programming tool, since no local optima can be
observed.
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Figure 8.13 Genetic Algorithm Fitness Value vs. Number of Generations
As can be seen, convergence is achieved in about 5 generations, when the mean fitness of the
population and its best fitness coincide. The corresponding values of the optimized variables are
(2089,2093) which represent the dark blue portion of the surface in Figure 8.12, as indicated by the
over imposed red circle.
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Example #4: Combination of Criteria 1,3
The last example worth presenting is the combination of two criteria (out of the ten discussed in
Chapter 6) normalized and equally weighted so that their sum equals 200 for the reference case of
introduction of fast breeder reactors. Figure 8.14 shows the obtained optimization surface following
the same procedure discussed for the previous examples.
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Figure 8.14 Optimization Surface for Criteria 1,3 equally weighted
Similarly to what observed for the second example, also in this case the surface shows several
local optima and in general a more defined non-linear nature. The two over imposed black circles
show the optima identified by the linear programming tool (upper) and the genetic algorithm tool
(lower). In this case, the two tools gave two different answers and it is clear that the linear
programming tool identified a local optimum but not the global optimum, whereas the genetic
algorithm gave the correct result in comparison to the graphical visualization of the optimization
surface. In particular, the results obtained were:
LP Optimum Payoff = 180 vs. Matlab Optimum Payoff = 96.8
LP Optimum Payoff in (2041,2041) vs. Matlab Optimum Payoff in (2110,2110)
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Obviously, the optimum payoff was found to be different between the two tools and, more
importantly, the location of the optimum was in a completely different region of the domain, again
showing that when dealing with highly non-linear optimization surfaces, the linear programming tool
is not able to provide an accurate evaluation of the optimum configuration of the system. Figure
8.15 shows the convergence plot summarizing the results and the evolution of the population of
solutions, generation by generation.
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Figure 8.15 Genetic Algorithm Fitness Value vs. Number of Generations
As can be seen, convergence is achieved in about 5 generation. The corresponding values of the
optimized variables are (2110,2110) which correspond to the global optimum of the surface, as can
be seen in Figure 8.14. It should also be noted that this particular case was in Chapter 7 as one of
the cases that did not produce the expected results when analyzed with the LP tool. The
development of the genetic algorithm tool and the graphic visualization of optimization surfaces
showed the reason for such an unexpected result: the LP tool could not escape a local optimum.
The four examples showed not only four different topology of optimization surfaces, but also
that the shape of the optimization surfaces and their being monotonic or characterized by plateau
and local optima does not depend on the number of criteria considered. Even simple combination
of criteria can, in fact, generate quite complex optimization surfaces. The developed genetic
algorithm was also found to lead to correct results where the LP tool does not, proving it can be
effectively applied to non-monotonic optimization cases.
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Sensitivity Study on GA Features and Options for Convergence /Computational Time
As discussed in Section 8.1, several advanced features can be implemented to improve the
convergence of the genetic algorithm and therefore reduce the computational time required by a
single optimization run. In particular, the genetic algorithm convergence was tested against two
relevant features: Selection Method and Elite count. Two different selection methods were used:
Stochastic Uniform and Roulette. Both methods are expected to be useful search strategies, and the
results reported in table 8.1 and 8.2 confirm that they can be considered equivalent. The Elite Count
specifies the number of individuals that are guaranteed to survive to the next generation, and this
number was chosen to be 2, 5 or 10 out of 20 total individuals for the three sets of test runs. The
increase of the Elite Count lead to a significantly quicker convergence, especially when extremely fit
individuals emerge during the very first few generations and help the algorithm to quickly converge.
A value of elite count of 5 was judged to be the ideal compromise to reduce computational time
without losing genetic diversity. Using the optimized parameter, the computational time for a full
optimization run was reduced from 40 minutes to about 35 minutes.
Table 8.1 Number of Genetic Algorithm Generations to Convergence (1)
Uniform - Elite 2 Uniform - Elite 5 Uniform - Elite 10
1,2,3,4,5,6 8 8 10 8 6 5 6 7 6
average 8.67 6.33 6.33
1,3,5,10 9 11 14 7 11 6 7 5 9
average 11.33 8 7
1,3 10 7 12 9 7 7 5 6 5
average 9.67 7.67 5.33
Table 8.2 Number of Genetic Algorithm Generations to Convergence (2)
Criteria Roulette - Elite 2 Roulete - Elite 5 Roulette - Elite 10
1,2,3,4,5,6 9 9 12 6 6 8 8 5 6
average 10 6.67 6.33
1,3,5,10 7 7 9 6 7 5 5 5 9
average 7.67 6 6.33
6 8
7.67
9 7 7
7.33
8 4 9
6.67
7
Criteria
1,3
average
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GA Multi-Obiective Optimization using Pareto Dominance Approach
As mentioned in Section 8.2, it is possible to optimize the vector of objectives without
introducing a measure of their relative importance, but simply by finding the dominant (for
maximization), or non-inferior (in case of minimization, as for nuclear fuel cycle analysis), solutions
to the problem. Because F(x), representing the system describing the optimization problem, is a
vector, if any of the components of F(x) are competing, there is no unique solution to this problem.
Instead, the concept of non-inferiority also called Pareto optimality) can be used to characterize the
objectives. A non-inferior solution is one in which an improvement in one objective requires a
degradation of another. This approach to multi-objective optimization is, therefore, concerned with
the generation and selection of non-inferior solution points by constructing the Pareto optima. The
Genetic Algorithm can also be used as a tool to construct the Pareto optima, as will be shown
through the following examples.
Example 1 - Minimization of LCoE and total NatU requirement (Criteria #3 and #7)
By referring to two criteria, the corresponding Pareto front can be represented on a 2D plot.
Figure 8.16 is the Pareto Front as calculated and represented by the genetic algorithm.
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Figure 8.16 Pareto Front for Levelized Cost of Electricity vs. Natural Uranium Use
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Figure 8.17 shows the individuals of the population of solutions identified by the genetic
algorithm and divided in ranks, as discussed in Section 8.2.
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Table 8.3 Details of the individuals on the Pareto Front
index Natural U LCoE Th.RP Introduction FR Introduction
1 89.65068 102.1842 2010 2010
11 89.65068 102.1842 2010.218 2010.851
6 93.54965 101.358 2015.549 2025.889
8 97.80787 100.5964 2019.265 2034.7
4 99.17067 100.2595 2024.802 2039.396
10 104.1889 99.56777 2028.94 2049.108
5 109.7042 98.80804 2046.903 2061.093
9 113.5804 98.47212 2042.805 2065.52
7 136.1169 96.7446 2029.328 2085.399
3 141.5768 96.67283 2058.262 2095.161
2 147.1212 96.09498 2010 2110
12 147.1212 96.09498 2010 2109.875
Table 8.3 reports the results of the genetic algorithm run, while Figure 8.18 shows the Optimization
Surface when the Z axis is simply defined as the sum of the relative scores of the two criteria. The
minimum of the sum corresponds to the anticipated closure of the nuclear fuel cycle, both in terms
of the thermal reprocessing as well as the fast breeder reactor technology.
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Figure 8.18 Optimization Surface: Levelized Cost of Electricity and Natural Uranium Use
Finally, we can obtain the Pareto fronts and ranks corresponding to the random generation of
CAFCA runs used to plot the optimization surface by rearranging the data of Figure 8.18 and
plotting the relative scores of the two criteria on a 2D plot (Figure 8.19):
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Figure 8.19 Pareto Fronts as extrapolated from Figure 8.18
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Example 2 - Minimization of LCoE and TRU in Interim Storage (Criteria #3 and #8)
This second example considers a different combination of two criteria. Figure 8.20 shows the
Pareto Front while Figure 8.21 the Ranks distribution as found by the genetic algorithm.
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As can be seen, in this case the Pareto front is collapsed into 1 single point, which reflects the
fact that there is one solution which minimizes both criteria at the same time (no trade off). The
solution corresponds to the anticipated closure of the fuel cycle in terms of the introduction of the
thermal reprocessing plants (which minimizes the TRU in interim storage) and the delay of the
introduction of fast breeder reactor technology (which minimizes the LCoE).
The results obtained with the fitness approach are consistent with that interpretation of the
results, as can be seen from the following 3D Optimization Surface for the two criteria considered.
In fact, the optimization surface shows a monotonic trend and appears relatively linear, suggesting
the existence of a global optimum (minimum) also with respect to the dominance approach.
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Figure 8.23 Optimization Surface: Levelized Cost of Electricity and Interim Storage TRU
Finally, we can obtain the Pareto fronts and ranks corresponding to the random generation of
CAFCA runs used to plot the optimization surface by rearranging the data of Figure 8.23 and
plotting the relative scores of the two criteria on a 2D plot:
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Figure 8.24 Pareto Fronts as extrapolated from Figure 8.18
As can be seen, there is a clear non-inferior solution at the bottom left corner of the plot,
confirming the validity of what the GA found when asked to identify non-inferior solutions and the
reason why the dominant Pareto Front is collapsed into a single point for this specific case.
8.4 SUMMARY OF CONCLUSIONS
This chapter presented the most relevant features of genetic algorithm as an optimization tool to
be applied to nuclear fuel cycle analysis. Preliminary application of the tool developed in MATLAB
were tested using a graphical tool to generate optimization surfaces which were used to visually
identify the location of the global optimum. The developed GA was able to correctly identify the
location of the global optimum, also for the cases for which the LP tool described in Chapter 7 was
found to get trapped around local optima. The GA was also successfully used to study dominance-
type optimization of nuclear fuel cycle identifying non-inferior solutions and generating Pareto
fronts for combinations of two optimization criteria. Last, Table 8.4 lists the main parameters
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chosen for the developed GA and for both fitness and dominance approach, as available in
MATLAB Optimization Tool Menu that helps the user selecting the most appropriate values for the
specific problem analyzed. A specific definition of all the terms in the context of MATLAB
computational environment is given in MATLAB's Optimization Toolbox manual [Mathworks,
2012].
Table 8.4 Genetic Algorithm Parameters for Fuel Cycle Optimization
GA Parameter Fitness Approach Dominance Approach
Population Size 20 30
Initial Population Random Random
Fitness Scaling Rank NA
Selection Stochastic Uniform Tournament
Elite Count 5 NA
Crossover Fraction 0.8 0.8
Migration Fraction 0.2 0.2
Stall Generation 15 15
Fitness Tolerance 0.01 0.01
Pareto Front Fraction NA 0.35
Max Generations 20 20
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9. OPTIMIZATION OF NUCLEAR FUEL
CYCLE OPTIONS: RESULTS
9.1 ANALYSIS OF DIFFERENT STAKEHOLDERS PERSPECTIVE
After having proven that the developed genetic algorithm can be successfully applied to
optimize nuclear fuel cycle, adequate weights for the chosen criteria should be identified to be then
able to define a cumulative fitness function to be optimized. However, this is an extremely
challenging task because of the many different views and priorities that can influence the choice of
weights [Kahneman, 2011] [Keeney et a, 1976].
As mentioned in Chapter 6, a relevant part of the optimization exercise included the solicitation
of experts and stakeholders in the nuclear energy sector in order to be able to assign a relative weight
to the ten identified criteria and linearly combine them into a single fitness function to be
minimized. Chapter 8 discussed a few sample scenarios in which, the weights assigned to the single
criteria were simply either 0 (i.e. the criterion was not considered) or 100, which also means that the
criteria taken into consideration were always equally weighted. This was done to illustrate the
approach and the main features of the computational tool developed, but obviously in more realistic
scenarios the criteria would not be equally weighted. It is expected, in fact, that different
stakeholders would put greater emphasis on, for example, economics rather than the environmental
impact, whereas others may be inclined to give higher relative importance to the reduction of waste
inventory and towards better resource utilization. Having identified ten criteria, the possible
quantitative combinations of relative importance are too many to be studied one by one. By
involving experts and stakeholders in our survey, we aimed at representing different points of view
and, at the same time, at studying the impact of different weights on the optimization scheme itself
(for example, by showing how different sets of weights may produce differently shaped optimization
surfaces, as also discussed in Chapter 8).
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It was decided to group the survey participants into five categories representing average
stakeholder profiles. The five categories are: Students of Nuclear Science and Engineering, Faculty
of Nuclear Science and Engineering, Experts working within the Nuclear Industry (Utilities and
Vendors), Experts working in R&D in the Nuclear Energy Sector (Department of Energy and
National Laboratories), and Technical and Policy experts working as Consultants or Policy Makers
in the Nuclear Energy Field. Each category includes from 3 to 5 single contributions in terms of a
vector of relative weights for the ten identified criteria, as explained in Chapter 6.
Table 6.2 is reported hereunder as a reminder and to summarize the ten chosen criteria and the
numerical order assigned. From now on, the criteria will be identified, for simplicity, with their order
number, from #1 to #10.
Table 6.2 Categories and Criteria for Nuclear Fuel Cycle Optimization
Criterion Description Economics Environmental Resource Proliferation
Impact Utilization TRU Inventory
SMinimize Construction of Thermal and Fast
Spent Fuel Recycling Plants
2Maximize Construction of Thermal and Fast
Spent Fuel Recycling Plants
3 Minimize the Levelized Cost of Electricity
4 Minimizing Fuel Cycle Component ofLevelized Cost of Electricity
Tails in the System
Minimize of Cumulative Equivalent High
Level Waste Inventory in the System
7 Minimizing Natural Uranium Required
8Minimize Inventory of TRU in Interim
Storage
9Minimize Cumulative TRU Inventory in the
Entire Nuclear Energy System
10 Minimize the Total SWU Required over the
Simulation
Color Code
major impact
appreciable impact
minor or negligible impact
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Criterion #2 is conflicting with Criterion #1 and that may seem a contradiction. However,
Criterion #2 was added to the list trying to take into account the economic advantages that closed
fuel cycle facilities could bring to local communities (and therefore increase the acceptability of
nuclear facilities) in terms of skilled jobs and R&D investments, while the fact that the benefits of a
closed fuel cycle do extend much beyond that is properly taken into account by criteria tracking
environmental impact, resource utilization and proliferation and TRU inventory. By including
Criterion #2 in the list, we gave the option to stakeholders to choose between opposite points of
views on the economic impact of a closed fuel cycle beyond the levelized cost of electricity. The
economic impact of other fuel cycle activities (such as storage of spent fuel) were considered to be
smaller than the reprocessing activities and do not merit a separate criterion. Stakeholders had the
option of excluding any criterion they may have considered not relevant by assigning a weight equal
to zero.
The five vectors of weights identifying the single profiles will now be presented and discussed,
while the results of the related optimization runs, including fitness approach as well the
identification of non-inferior solution using Pareto's approach, will be shown and commented on in
Section 9.2. Some general trends as well as some interesting differences can be noticed by observing
the weight sets of Table 9.1 which shows the composition of the five different stakeholder profiles
identified. While the total weights for each set add up to 1000, single weights vary from 0 to 346.
Thus there is a wide range of attitudes about the importance of a number of the criteria.
Table 9.1 Stakeholder Profiles: Vectors of Average Weights and Standard Deviations
Criterion Students a Faculty a Industry C Labs C Policy a
1 38 24 136 207 83 102 107 12 123 63
2 0 0 10 22 38 43 0 0 55 33
3 346 210 310 89 280 203 184 76 250 100
4 112 38 92 87 125 155 43 40 113 85
5 62 33 32 43 83 114 0 0 30 24
6 160 96 100 100 180 87 133 76 90 58
7 138 98 110 82 43 57 133 76 93 30
8 40 26 100 94 68 62 150 87 88 43
9 76 71 60 82 55 44 50 50 58 38
10 28 26 50 50 48 62 200 50 103 50
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Not surprisingly, economic criteria, and in particular criterion #3 (levelized cost of electricity),
received the highest relative weight throughout the identified stakeholder profiles, with the
exception of National Laboratory representatives, which assigned the highest importance to
Criterion #10. Besides that, it is interesting to note that the students gave on average little
importance to criterion #1 and also zero importance to Criterion #2, while still assigning about 50%
of the total importance to criteria related to economics. They also gave the highest weight among
the participants to criterion #7 and the lowest to criteria #1, #8 and #10. Surprisingly, stakeholders
representing the nuclear industry gave a smaller weight to criterion #3 than students and faculty, and
identified criterion #6 as the second most relevant. The same group gave a highest importance to
criterion #5 compared to what was assigned other by groups, even if still relatively low compared to
what assigned to other single Criteria. Members of National Laboratories gave the highest relative
importance to criterion #10, followed by criterion #3, while giving zero importance to criteria #2
and #5. Finally, technical and policy experts assigned high relevance, respectively, to criteria #3, #1,
#4 and #10 and assigned comparable weights to criteria #6, #7 and #8, while the lowest relative
importance was assigned to Criterion #2.
Overall, criteria that received less than about 75 points (i.e., less than 7.5% of the total weight)
consistently across the five stakeholder profiles can be considered of second importance compared
to others. In particular, Criterion #2 received the lowest importance (to the point of being zero the
importance given by the student and national laboratory profiles) and was therefore judged not to be
a relevant one. Similarly, also Criteria #5 and #9 were assigned low importance. This information is
important because further improvement of the optimization tool developed should also include a
revision of the chosen criteria following also the opinion of the participating stakeholders, as will
also be mentioned in Chapter 10.
By looking at the sample standard deviation of the single weights, the limitation associated with
having a relatively small number of participants to the elicitation process emerges. The high standard
deviation can be explained by two major factors encountered during the elicitation process. On one
side it was not easy to involve a large number of people, as many did not reply to the elicitation or
declared no interested. On the other hand, even people belonging to the same group may have
radically different points of view on the relative importance of the ten criteria, which do cover a
wide range of elements and, indirectly, issues associated with the nuclear fuel cycle. As a result, the
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standard deviation is generally high and of the order of magnitude of the average itself, and future
work should also try to reduce it and increase the significance of the average by increasing the
sample size (as discussed in Chapter 10).
Before presenting the results related to the optimization runs, it is interesting to show how
different sets of weight can impact the shape of the optimization surfaces as defined in Chapter 8
and therefore how sensitive the optimization is with respect to the weighting procedure itself. As an
example, let's consider the conventional fast breeder reactor fuel cycle and as dependent variables
the introduction dates of thermal reprocessing and fast reactor technology. Following the procedure
discussed in Chapter 8, and by equally weighting all the criteria (excluding Criterion #2 not to have it
conflicting with Criterion #1, following also the results of the elicitation process) so that for the
reference case the fitness function value is equal to 1000 we could obtain the following optimization
surface (600 CAFCA random runs):
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Figure 9.1 Optimization Surface - FBR - Equal Weight assigned to considered Criteria
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As can be noted from Figure 9.1, by equally weighting the ten criteria the obtained optimization
surface shows a global optimum corresponding to the anticipation of the nuclear fuel cycle closure.
By adopting the set of weights representing the Student Profile as listed in Table 9.1, the
optimization surface for the same fuel cycle scenario was found to be as shown in Figure 9.2:
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Figure 9.2 is clearly different from Figure 9.1 as a result of the different weighting of the ten
selected criteria. In particular, the much higher relevance given to criterion #3 (levelized cost of
electricity), which accounts to about 35% for the average student profile vs. 10% in the equally
weighted scenario, has a very significant impact on the obtained optimization surface. In fact, the
higher the importance given to the levelized cost of electricity, the higher the competitive advantage
of the LWR once through cycle which is characterized by deployment of less expensive reactor
technologies, and therefore by a lower levelized cost of electricity (see Chapter 3 for a full discussion
of the reference scenarios). Consistently, by comparing Figure 9.1 and Figure 9.2 it is evident that
the location of the optimum has shifted from an early closure of the nuclear fuel cycle (as early as
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possible) to a later fuel cycle closure, ideally to be fully achieved only towards the end of the XXI
century. Also, Figure 9.1 is monotonic while Figure 9.2 presents a saddle shape, reflecting the
presence of a global optimum in the central region of the optimized variable explored domain.
Similarly, let's consider the U-235 initiated fast reactor scenario followed by the deployment of a
conventional fast breeder reactor fleet. Once again, the optimization surface obtained in this case by
equally weighting the identified criteria is shown in Figure 9.3:
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Figure 9.3 Optimization Surface - U235 initiated FR and FBR Scenario - 10 Criteria Equally
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By comparing Figure 9.3 with Figure 9.1, it can be seen that Figure 9.3 is not monotonic even for
equally weighted criteria and several local optima can be observed. Still, the global optimum
corresponding to the minimum of the fitness function corresponds to an early closure of the nuclear
fuel cycle, similarly to what observed in Figure 9.1. Note that, for this case as well for the previous
one, conditional sampling (see Chapter 6) had been adopted and the fast reactor technologies were
deployed only after having introduced the thermal reprocessing, as discussed also in Chapter 8.
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Similarly to what was done for the previous example, by adopting the set of weights representing the
Industry Profile as listed in Table 9.1, the optimization surface for the same fuel cycle scenario was
found to be, as shown in Figure 9.3:
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Figure 9.4 Optimization Surface - U235 initiated FR and FBR Scenario - Student Profile
Also in this case, the change in weights assigned to each criterion resulted in a radical chance of
the optimization surface itself both in terms of its shape and in the location of the global optimum.
Again, the great importance given to the levelized cost of electricity moved the optimum dates for
fuel cycle closure much later in time and more than in the previous example, as expected, given the
fact that the deployment of U-235 initiated fast reactor is meant to replace the less expensive LWR
fleet. Similar changes in the optimization surface shapes can be observed by changing the assigned
weights according to other stakeholder profiles, as described in Table 9.1. The probabilistic tool for
optimization developed and described in Chapter 8 was then used to study one by one the fuel cycle
options characterized by the option of fast reactor deployment cases and to identify the optimum
fuel cycle closure dates. Section 9.2 will summarize the findings and discuss in greater details the
more interesting cases.
213
9.2 SYSTEM PARAMETERS
The optimization of system parameters followed the same approach described in Chapter 8 and
adopted in the previous section as well. The optimized variables, as shown in the optimization
surface plots, are the introduction dates of thermal reprocessing technology on one side, and the
introduction date of fast reactor technology on the other side. In principle, all parameters shown to
have high sensitivity (Chapter 5) with respect to the results of metric of interest for nuclear fuel
cycle analysis could be characterized as optimized variables.
9.2.1.Fitness Approach
Using the weights reported in Table 9.1 for the five stakeholder profiles, it was possible to
linearly combine the ten criteria into a unique fitness function to be minimized for each of the
considered combination of stakeholder profile and fuel cycle. As mentioned in previous chapters,
the single criteria were made non-dimensional by using the values corresponding to the reference
scenarios presented in Chapter 3 and Chapter 7 as normalizing factors. Having considered six fuel
cycle scenarios (all the ones involving the deployment of fast reactors characterized by three
conversion ratios, CR=0.75, CR=1.0 and CR=1.23, and the ones involving the deployment of U-
235 initiated fast reactor fleet as presented in Chapter 3) and five stakeholder profiles the total
number of optimization cases analyzed is 30.
In this Chapter the obtained results for two fuel cycle scenarios respectively characterized by the
deployment of a CR=1.0 fast reactor fleet and by the deployment of U-235 initiated fast reactors
followed by fuel cycle closure achieved through the deployment of a CR=1.0 fast reactor fleet are
presented and discussed. All the five different stakeholder profiles will be represented and the
related differences with respect to the optimized nuclear fuel cycle configuration analyzed.
Having chosen two dependent variables to be optimized, it was possible also to plot optimization
surfaces for all the analyzed cases. Similarly to what is presented in Section 9.1., the optimization
surfaces are an intuitive and useful tool to illustrate how different point of views of the ten identify
criteria can bring to significant differences in the optimized nuclear fuel cycle configuration. Finally,
a summary of all the optimization cases run and analyzed can be found in Appendix D.
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9.2.1.1. Conventional Self-Sustaining Fast Reactor (CR=1.0) Scenario
Figure 9.5 shows the optimization surface obtained for the Conventional Self-Sustaining Fast
Reactor (CR=1.0) scenario when equal weight is assigned to each criterion (excluding Criterion #2
not to have it conflicting with Criterion #1, following also the results of the elicitation process). The
reference scenario is characterized by a payoff of 1000 and the optimum configuration is
characterized by the minimum total payoff value.
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Figure 9.5 Optimization Surface - Equal Weight assigned to each considered Criterion
Figure 9.5 shows that in, this case, the minimum of the fitness function corresponds to an early
closure of the nuclear fuel cycle and the deployment of the conventional fast reactor fleet. This is
consistent with having equally weighted the criteria because among them only criteria related to
economics 9 (and in particular criteria #1 and #3), would explicitly favor the OTC cycle, whereas
the remaining ones would be favorable to recycling technologies (even if to different extent
depending on the recycling technology, see also Chapter 3 and 7 for reference values).
The Genetic Algorithm was then run for equally weighted criteria. Figure 9.6 shows how the
population of solutions evolved over the generations and how worst, best and average individual
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ended up collapsing into one single value determining the convergence of the algorithm to its
optimum. The optimum fitness was found to be 957.69 and the location of the optimum on the (x,y)
plane was found to be (2012,2012) corresponding to the anticipated closure of nuclear fuel cycle,
consistently also to what shown in Figure 9.5.
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Figure 9.6 Best, Worst and Average Individual Fitness of the GA Population for each
Generation - Equal Weight assigned to each Criterion
Following the order of stakeholders profile presented in Table 9.1, Figure 9.7 shows the
optimization surface obtained for the same fuel cycle scenario (Conventional FR CR=1.0) but for
the vector of weights representing the profile of the average student. As can be seen, the shape of
the optimization surface is radically different from the one shown in Figure 9.7 and in particular the
minimum payoff is not achieved around the bottom-left corner of the plot (corresponding to the
anticipated closure of the nuclear fuel cycle) but in a more central region of the domain,
corresponding to nuclear fuel cycle closure to be achieved after mid-century. The increased weight
given to economics-related criteria (in particular Criterion #3) delays the fuel cycle closure and
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favors the OTC cycle for a large part of the simulation; however OTC cycle turns out not to be the
optimum in this case, as the cumulative payoff increases again when fuel cycle closure is excessively
delayed.
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Figure 9.7 Optimization Surface - Student Weight assigned to each Criterion
Figure 9.8 shows the evolution of solution populations following the genetic algorithm
generation. In this case the genetic algorithm converged to an optimum characterized by a payoff
value of 976.391 corresponding to nuclear fuel cycle closure to be achieved in (2061, thermal
reprocessing introduction date, and 2062, fast reactor technology introduction date). Interestingly,
the optimum configuration was found to be reasonably close to the reference case, for which
thermal reprocessing is introduced in 2035 and fast reactor technology in 2040, both in terms of the
payoff value (976.391 vs. 1000 for the reference case) and in terms of the location of the optimum in
the dependent variables domain.
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By comparing Figure 9.8 with Figure 9.6, it can be noted that the convergence was somehow
slower for the students' set of weight. This can be explained by looking at the shape of the
optimization surfaces: Figure 9.7 is not as monotonic as Figure 9. 5 and therefore it takes a little
longer for the genetic algorithm to correctly identify the global optimum.
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Figure 9.9 shows the optimization surface obtained by running CAFCA and obtaining the fitness
function by combining the ten criteria using the weights reported in Table 9.1 for the faculty profile.
In this case, the optimization surface is quite similar to the one reported in Figure 9.5 and also the
optimum, corresponding to the minimum value of the fitness function, indicates the anticipation of
the closure of the nuclear fuel cycle at the very beginning of the simulation. The faculty profile is
characterized by a higher weight given to criterion #1, which is the minimization of construction of
recycling plants compared to the weight assigned to the same criterion by the student profile. On the
other hand the weights given to criteria #3 and #4 were reduced and, overall, a lower importance
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was given to economics. As already mentioned, economics is the main area of criteria that would
favor the OTC over recycling and a lower overall importance given to economics leads to an
anticipated fuel cycle closure and the earlier deployment of recycling technologies, as for the case of
the faculty profile.
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Figure 9.10 shows the evolution of solution populations following the genetic algorithm
generation. Also in this case the genetic algorithm converged to an optimum characterized by a
payoff value of 963.385 corresponding to nuclear fuel cycle closure to be achieved in 2012 (thermal
reprocessing introduction date) and 2020 (fast reactor technology introduction date). The obtained
optimum was therefore basically the same as that found for the homogeneous weighting of the ten
criteria, as suggested by the shape of the optimization surface.
From Figure 9.10 it can be seen that monotonic surfaces require a smaller number of genetic
algorithm generation before convergence to the global optimum is fully achieved.
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Figure 9.10 Best, Worst and Average Individual Fitness of the GA Population for each
Generation - Faculty Weight assigned to each Criterion
Figure 9.11 shows the optimization surface obtained by assigning to the ten criteria the weights
according to the industry profile. In this case, the obtained optimization surface is close to Figure
9.7, representing the student profile. By looking at Table 9.1 it was already pointed out that the
industry profile assigned, on average, a lower weight to criterion #3 compared to the other profiles,
but a higher relative weight to criterion #1 and #4. Overall, the importance given to economic
criteria is very similar to the one given by the student profile. Also in this case the optimum can be
found in the central region of the domain, corresponding to fuel cycle closure to be optimally
achieved after mid-century.
Figure 9.12 shows the evolutions of convergence of the genetic algorithm tool. For this case, the
optimum payoff was found to be 904 and optimum fuel cycle closure date to be around 2060 for
thermal reprocessing and 2066 for the introduction of fast reactor technology. Convergence was
achieved in about 10 generations, even if due to the highly non linear nature of the surface, a
relatively small deviation around the optimum payoff was observed among the individuals up to the
end of the simulation, i.e. the 16th generation.
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Figures 9.13 shows the optimization surface obtained using the vector of weights representing
the national laboratory profile, while Figure 9.14 the optimization results obtained by using the
genetic algorithm optimization tool. Similarly, Figure 9.15 is the optimization surface obtained with
the vector of weights representing technical and policy experts working in the nuclear energy field
and Figure 9.16 the corresponding results obtained with the genetic algorithm. Those two profiles
lead to very similar results and are, therefore, discussed together. As can be seen, both optimization
surfaces are monotonic, similar to what was obtained for homogeneous weighting, and the
minimum payoff is achieved when fuel cycle closure and introduction of fast reactor technology is
anticipated near the very beginning of the simulation. Also in these cases, an optimum fuel cycle
configuration by the anticipation of fuel cycle closure is consistent with a lower importance given to
levelized cost of electricity (compared, for example, to the student profile). The higher relevance
given to Criteria 7 to 10 favors an early fuel cycle closure and introduction of fast reactor technology
as well. Also the results obtained with the optimization tool based on genetic algorithm are similar;
in particular for the National Lab profile the optimum payoff was found to be 929, while about 850
for the technical/policy expert profile.
1400,--
01300,-
L1200,,
a. 1100,
00
C
900,
2100
2080 2100
2060 2080
2040 2040 2060
Fast Reactor Introduction Date 2020 2020
Thermal Reprocessing Introduction Date
Figure 9.13 Optimization Surface - National Labs Weight assigned to each Criterion
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Figure 9.15 Optimization Surface - Technical/Policy Experts Weight assigned to each Criterion
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The findings obtained applying the genetic algorithm tool to the conventional FR CR=1.0
scenario can be summarized as follows:
" Faculty, National Lab and Technical/Policy expert profiles were found to lead to similar
optimized fuel cycle configurations, characterized by early fuel cycle closure (similar to the
optimized configuration obtained through homogeneous weighting of the ten identified criteria);
* Student and Industry profiles, on the other hand, were found to lead to reach different
optimized fuel cycle configurations, characterized by fuel cycle closure after mid-century;
e Among the ten criteria, the total weight given to economic criteria (and in particular to levelized
cost of electricity) was found to be dominant and to affect both the shape of the optimization
surface as well as the location of the optimum in the dependent variables domain;
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9.2.1.2. U-235 Initiated and Conventional Self-Sustaining Fast Reactor (CR=1.0) Scenario
The second fuel cycle scenario to be analyzed was the U-235 initiated fast reactor with fuel cycle
closure achieved by the introduction of conventional self sustaining fast reactor. Figure 9.17 shows
the optimization surface obtained by assigning equal weights to nine of the identified criteria
(excluding Criterion #1) and the total arbitrary score of 1000 assigned to reference scenario
described in Chapter 3 (thermal reprocessing introduced in 2035 and fast reactor technologies
introduced in 2040 with U-235 initiated FRs replacing the LWR fleet).
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Figure 9.17 Optimization Surface - Equal Weight assigned to each considered Criterion
The obtained optimization surface shows a payoff minimum corresponding to a relatively early
closure of the nuclear fuel cycle and introduction of recycling and fast reactor technologies. Also, by
comparing it to Figure 9.5, it is noted that Figure 9.17 is non monotonic and local optima and
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plateau can be identified. Figure 9.18 shows the results obtained with the genetic algorithm
optimization tool and the evolution of the solution generations. The optimum payoff was found to
be 910 and corresponding to fuel cycle closure to be achieved in 2012 and fast reactor technologies
to be introduced as soon as possible as well. Convergence was achieved in about 7 generations.
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Figure 9.18 Best, Worst and Average Individual Fitness of the GA Population for each
Generation - Equal Weights assigned to each considered Criterion
The second stakeholder profile analyzed was the student profile. The obtained optimization
surface is shown in Figure 9.19 and it can be seen that it is quite different from Figure 9.17. Also in
this case, the increased importance given to economic criteria delays the optimum dates for nuclear
fuel cycle closure and penalizes an early introduction of fast reactor technologies. Also, the
considered fuel cycle scenario implies a much larger deployment of fast reactor technology since
LWRs are to be replaced by U-235 initiated FRs after their introduction (as discussed in Chapter 3
for the reference scenario). Therefore, economics penalizes this type of fuel cycle more than a
conventional closed fuel cycle with the deployment of conventional fast reactors. Figure 9.19 is
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actually monotonic and the minimum payoff is achieved by pushing the fuel cycle closure to the very
end of the time range considered, i.e. the optimum fuel cycle is in this case the OTC.
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Figure 9.19 Optimization Surface - Student Weight assigned to each Criterion
Figure 9.20 shows the results obtained by performing optimization with the assigned vector of
weights (student profile). The optimum payoff was found to be 923.92 and the optimum fuel cycle
closure dates were both 2110, which means not closing the fuel cycle over the time range
considered.
Figure 9.20 also shows that convergence was achieved in less than 5 generations, proving the
mostly monotonic nature of this particular optimization case, driven by the high importance
assigned to economics and the unfavorable economic metrics of fast reactors for the type of fuel
cycle considered.
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Generation - Student Weight assigned to each Criterion
Figures 9.21 and 9.22 show the optimization surface and the results of the genetic algorithm
optimum search for the faculty profile, reported in Table 9.1. Also in this case, the use of the faculty
weight set produced an optimization surface similar to the one obtained with homogeneous weights
for all the criteria, as seen before for the conventional self sustaining fast reactor fuel cycle. Again,
the explanation is in the reduced importance given to economics compared to the student profile
which means higher weights to other criteria, better satisfied by introducing recycling technologies
earlier in time.
Figure 9.22 shows the convergence of genetic algorithm generations to the identified global
optimum having 953.3 as fitness score and the optimum dates for introducing recycling technologies
as early as possible (2012 for the considered domain of the dependent variables). Given that the
optimization surface is highly non-linear (as can be seen in Figure 9.21), the individuals of the
genetic algorithm still show some distribution around the identified optimum until the convergence
criterion for stopping the algorithm is satisfied after 16 generations.
228
1120
1100
1080
0
t 1060
1040
S1020
0
4-- 1000-
980
960
940
2100
Fast Reactor Introduction Date
2020
2100
2080
2060
2040
2020
Thermal Reprocessing Introduction Date
Figure 9.21
1150
a)
C
U-
Optimization Surface - Faculty Weight assigned to
Best, Worst, and Mean Scores
each Criterion
1100 -.
1050
1000
950 - -
0 2 4 6 8 10
Generation
12 14 16 18 20
Figure 9.22 Best, Worst and Average Individual Fitness of the GA Population for each
Generation - Faculty Weight assigned to each Criterion
229
Figure 9.23 shows the optimization surface for the considered fuel cycle and the industry profile
by using the corresponding weight set as found in Table 9.1. As observed before, the industry
profile leads to similar results to the ones obtained with the student profile. Also figure 9.23 is
monotonic and the minimum payoff is reached towards the very end of the simulation time span,
even if in this case the OTC cycle does not correspond to the optimized configuration of the nuclear
fuel cycle as it was found for the student profile.
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Figure 9.23 Optimization Surface - Industry Weight assigned to each Criterion
Figure 9.24 shows the results of the genetic algorithm optimization; the optimum payoff was
found to be 864.4, corresponding to introduction of thermal reprocessing in 2064 and introduction
of fast reactor technology in 2095. Compared to the student profile, the lower relative importance
given to levelized cost of electricity leads to an optimum fuel cycle configuration which does not
correspond to the OTC cycle, but sees nuclear fuel cycle closure to be achieved later in the
simulation. As can be seen, Figure 9.23 is not monotonic, differently to what seen in Figure 9.19
and, as a result, also the convergence to the identified optimum is reached only after 16 genetic
algorithm generations as shown in Figure 9.24.
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Also for this second fuel cycle, the national lab and technical/policy expert profiles were found
to lead to very similar results and are, therefore, discussed together. Figures 9.25 shows the
optimization surface obtained using the vector of weights representing the national laboratory
profile, while Figure 9.26 shows the optimization results obtained. Similarly, Figure 9.27 is the
optimization surface obtained with the vector of weights representing technical and policy experts
working in the nuclear energy field and Figure 9.28 shows the corresponding results obtained with
the genetic algorithm. Both optimization surfaces are monotonic and the minimum payoff is
achieved at the time of introduction of fast reactor technology near the very beginning of the
simulation. Once again, an optimum fuel cycle configuration by the initiation of fuel cycle closure is
consistent with a lower importance given to levelized cost of electricity. Also the results obtained
with the optimization tool based on genetic algorithm are similar; in particular for the National Lab
profile the optimum payoff was found to be 904, while it is about 832 for the technical/policy
expert profile.
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The findings obtained applying the genetic algorithm tool to the U235 initiated FR and
conventional FR CR=1.0 scenario can be summarized as follows:
" Faculty, National Lab and Technical/Policy expert profiles were found to lead to similar
optimized fuel cycle configurations, characterized by early fuel cycle closure (similar to the
optimized configuration obtained through homogeneous weighting of the ten identified criteria);
" The student profile leads to OTC as the optimum fuel cycle configuration, consistently with
avoiding the higher levelized cost of electricity associated with the deployment of FR
technologies (see also Chapter 3);
e The industry profile leads to an optimized fuel cycle configurations, characterized by
introduction of fast reactor towards the end of the simulation, due to the high importance given
to economic factors and the relatively low importance given to criteria #7,# 8,# 9 and #10;
" Among the ten criteria, the total weight given to economic criteria was found to be dominant
and to affect both the shape of the optimization surface as well as the location of the optimum
in the dependent variables domain;
9.2.2. Dominance Approach
The diametrically opposite approach to optimization does not try to combine the different
criteria, but instead identifies non-inferior or dominant solutions without also assigning any weight
or importance of each single criterion. As discussed in Chapter 8, Genetic Algorithms are a flexible
enough tool to also be used for this type of optimization. In this section, the non-inferior solutions
found for the conventional self sustaining fast reactor scenario and the U-235 initiated fast reactor
scenario with fuel cycle closure achieved through conventional self sustaining fast reactors will be
discussed. The analogous solutions for the other fuel cycle scenarios considered for the optimization
task can be found in Appendix E. It should be noted that, compared to what was discussed in
Chapter 8, Pareto fronts will not be explicitly shown in this chapter. This is because, having
considered ten criteria, Pareto fronts belong to a 10-dimentional space which cannot be visually
represented. 2D projections of these Pareto fronts are possible, but they would be misleading since
all the ten criteria must be simultaneously considered to correctly identify non-inferior solutions.
Instead, tabular forms of the non-inferior solutions as found by the genetic algorithm will be
presented and the most relevant features of such non-inferior solutions will be highlighted.
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9.2.2.1. Conventional Self-Sustaining Fast Reactor (CR=1.0) Scenario
Table 9.2, split in two consecutive sections, reports the non-inferior solutions for the
conventional self sustaining fast reactor fuel cycle. The first two columns represent the dependent
(optimized) variables identifying the coordinates of each non-inferior solution, while the following
columns report the relative score for each payoff corresponding to each of the ten identified criteria.
Table 9.2 Non Inferior Solutions as identified by the Genetic Algorithm
Year 1 Year 2 Payoff 1 Payoff 2 Payoff 3 Payoff 4 Payoff 5
2010 2010 112.1 112.1 101.6 94.2 93.5
2110 2110 0.3 0.3 96.9 117.2 111.8
2088 2088 25.6 25.6 97.0 115.2 111.4
2011 2107.7 100.7 100.7 96.2 111.2 111.7
2068.8 2095.1 72.9 72.9 96.8 112.9 111.4
2014.1 2059.9 103.9 103.9 97.8 105.5 107.0
2030.4 2040 105.0 105.0 100.1 99.5 99.4
2075.7 2078.7 60.1 60.1 97.4 111.6 110.0
2067.7 2086.1 77.5 77.5 97.2 111.1 110.4
2010 2015.3 112.2 112.2 101.6 94.2 93.5
2079.9 2080.7 46.8 46.8 97.2 113.0 110.6
2082.9 2101.1 34.1 34.1 96.8 115.4 111.7
2058.8 2078.3 89.5 89.5 97.6 108.5 109.0
2046.1 2070.8 92.2 92.2 97.9 106.8 107.5
2021.7 2031.9 107.6 107.6 100.6 97.4 97.1
2073.4 2085.5 64.7 64.7 97.2 111.9 110.4
2061.7 2063.4 91.1 91.1 98.4 105.9 106.4
2093.2 2093.7 15.6 15.6 96.9 116.1 111.6
2035.9 2075.5 94.4 94.4 97.4 108.1 108.9
2026.4 2030.8 107.6 107.6 100.6 97.7 97.4
2038.1 2050.8 99.7 99.7 99.5 101.7 102.0
2110 2110 0.3 0.3 96.9 117.2 111.8
2028.6 2040.2 106.9 106.9 100.1 99.3 99.3
2076.9 2090.3 52.3 52.3 97.0 113.3 111.0
2023.9 2044.4 107.7 107.7 99.6 100.7 101.1
2070.2 2108.7 68.5 68.5 96.6 114.5 111.8
2011.3 2013.8 112.1 112.1 101.6 94.2 93.5
2054.9 2109.1 84.7 84.7 96.4 113.1 111.7
2010.4 2106.7 100.7 100.7 96.2 111.2 111.6
2087.4 2109.8 24.6 24.6 96.8 116.4 111.8
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Year 1 Year 2 Payoff 6 Payoff 7 Payoff 8 Payoff 9 Payoff 10
2010 2010 147.4 80.2 32.3 92.3 91.9
2110 2110 0.0 142.8 391.6 111.1 151.7
2088 2088 0.1 140.9 369.4 111.3 145.5
2011 2107.7 150.3 127.5 31.9 105.5 152.7
2068.8 2095.1 14.4 137.1 271.7 99.9 144.7
2014.1 2059.9 149.6 115.4 33.3 70.2 125.1
2030.4 2040 112.6 97.8 82.2 96.6 99.7
2075.7 2078.7 5.3 135.3 315.3 110.3 133.7
2067.7 2086.1 16.6 134.2 261.7 101.7 136.1
2010 2015.3 147.4 80.2 32.3 92.3 91.9
2079.9 2080.7 2.3 137.7 338.4 111.0 138.3
2082.9 2101.1 1.0 141.2 354.0 107.8 148.5
2058.8 2078.3 40.8 127.6 191.3 96.5 127.6
2046.1 2070.8 73.5 121.3 137.3 89.2 122.5
2021.7 2031.9 132.3 90.6 54.4 92.5 96.9
2073.4 2085.5 7.8 135.8 302.2 106.6 136.2
2061.7 2063.4 32.4 121.4 209.4 107.9 114.9
2093.2 2093.7 0.0 142.0 380.9 111.2 148.4
2035.9 2075.5 95.9 123.6 106.5 79.2 131.1
2026.4 2030.8 122.6 91.7 67.8 96.6 96.2
2038.1 2050.8 92.4 105.8 110.6 98.3 104.6
2110 2110 0.0 142.8 391.6 111.1 151.7
2028.6 2040.2 117.5 97.0 75.4 94.7 100.0
2076.9 2090.3 4.2 138.3 325.5 107.0 140.9
2023.9 2044.4 128.7 101.1 60.6 87.4 105.5
2070.2 2108.7 12.1 138.6 282.2 108.4 152.5
2011.3 2013.8 147.4 80.2 32.3 92.3 91.9
2054.9 2109.1 54.5 133.7 168.1 108.5 153.0
2010.4 2106.7 150.3 127.5 31.9 103.6 152.3
2087.4 2109.8 0.2 142.0 368.5 110.8 151.9
Thirty non-inferior solutions were found, covering the entire range of the two dependent
variables. Each non-inferior solution is characterized by a minimum value for at least one of the ten
payoffs. The non-inferior solutions are 30 and not 10 because the output metrics do not change
continuously and it is possible that for a slightly different combination of introduction dates the
output metrics would be the same. Among the solutions to be considered equivalent, it is then
possible to chose, for example, the one characterized by minimum cost of electricity or minimum
natural uranium requirement. By so doing, the two optimization strategies can be combined.
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9.2.2.2. U-235 Initiated and Conventional Self-Sustaining Fast Reactor (CR- 1.0) Scenario
Table 9.3, split in two parts, reports the non-inferior solutions for the U-235 initiated fast reactor
fuel cycle closed with conventional self sustaining fast reactors. Similarly to what reported in Table
9.2, the first two columns represent the dependent (optimized) variables identifying the coordinates
of each non-inferior solution, while the following columns report the relative score for each payoff
corresponding to each of the ten identified criteria.
Table 9.3 Non Inferior Solutions as identified by the Genetic Algorithm
Year 1 Year 2 Payoff 1 Payoff 2 Payoff 3 Payoff 4 Payoff 5
2010 2010 101.6 101.6 104.8 95.9 83.0
2110 2110 0.3 0.3 92.0 111.5 124.6
2010 2109 111.9 111.9 91.4 105.9 124.5
2011.5 2078.1 106.3 106.3 93.6 103.8 120.2
2073 2078.4 70.1 70.1 93.9 107.1 120.5
2023 2048.7 104.8 104.8 97.5 101.1 109.0
2065.6 2065.6 89.0 89.0 95.4 105.2 116.7
2026.8 2057 101.1 101.1 96.3 102.9 113.5
2011.7 2015 106.9 106.9 104.5 95.3 83.9
2012.6 2014.4 106.9 106.9 104.5 95.3 83.9
2041.2 2043.9 101.1 101.1 99.3 101.3 102.8
2083.5 2083.5 40.8 40.8 93.5 108.6 121.8
2109.5 2109.5 0.5 0.5 92.0 111.5 124.6
2011.5 2093.1 112.7 112.7 92.1 104.1 123.3
2037.4 2082.9 98.6 98.6 93.2 105.2 121.5
2010.4 2010.4 101.5 101.5 104.8 95.9 83.0
2058.8 2082.8 91.2 91.2 93.3 106.0 121.5
2010.1 2037.6 103.5 103.5 100.7 98.8 97.5
2048.2 2048.2 96.4 96.4 97.9 102.5 108.2
2025.5 2026.1 102.0 102.0 103.5 97.8 87.7
2018.1 2045.7 106.3 106.3 98.6 99.8 104.9
2089.7 2109.3 22.7 22.7 92.0 110.9 124.6
2032.8 2035.2 102.2 102.2 101.7 99.1 93.9
2095.7 2105.4 12.5 12.5 92.0 110.9 124.6
2010.1 2086.4 110.3 110.3 92.7 104.0 122.2
2108.4 2108.4 0.9 0.9 92.0 111.5 124.6
2070.2 2074.3 77.4 77.4 94.4 106.5 119.4
2068.8 2075.3 79.8 79.8 94.3 106.4 119.6
2110 2110 0.3 0.3 92.0 111.5 124.6
2084 2084 39.6 39.6 93.4 108.6 121.9
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Year 1 Year 2 Payoff 6 Payoff 7 Payoff 8 Payoff 9 Payoff 10
2010 2010 133.9 77.4 28.2 86.4 97.3
2110 2110 0.0 123.9 326.8 89.0 120.9
2010 2109 155.7 110.6 26.7 86.5 121.9
2011.5 2078.1 155.6 110.0 27.2 65.4 122.3
2073 2078.4 8.5 120.1 285.5 101.9 122.0
2023 2048.7 132.5 108.3 48.6 83.5 110.5
2065.6 2065.6 23.2 120.2 242.7 110.1 120.1
2026.8 2057 124.9 113.5 60.1 80.6 118.2
2011.7 2015 135.6 76.4 28.1 85.9 96.5
2012.6 2014.4 135.6 76.4 28.1 85.9 96.6
2041.2 2043.9 87.7 105.9 123.0 105.1 103.3
2083.5 2083.5 0.9 122.1 341.5 103.6 122.8
2109.5 2109.5 0.0 123.9 326.8 89.0 120.9
2011.5 2093.1 155.7 109.6 27.1 69.3 119.3
2037.4 2082.9 98.0 113.0 90.1 67.3 123.5
2010.4 2010.4 133.9 77.5 28.2 86.4 97.4
2058.8 2082.8 42.2 116.3 163.3 79.5 123.3
2010.1 2037.6 143.9 89.9 28.6 74.3 105.1
2048.2 2048.2 72.8 112.5 145.4 107.8 108.7
2025.5 2026.1 118.6 84.5 68.1 92.6 98.0
2018.1 2045.7 140.6 100.6 37.0 77.0 106.9
2089.7 2109.3 0.0 123.4 312.2 88.7 121.0
2032.8 2035.2 104.1 91.7 97.6 97.7 97.7
2095.7 2105.4 0.0 123.7 320.9 88.7 120.3
2010.1 2086.4 155.7 109.6 27.0 66.4 121.9
2108.4 2108.4 0.0 123.9 326.8 89.1 120.8
2070.2 2074.3 12.7 120.2 272.8 105.1 122.3
2068.8 2075.3 15.1 119.5 257.6 101.8 122.0
2110 2110 0.0 123.9 326.8 89.0 120.9
2084 2084 0.7 122.1 341.1 102.9 122.6
Also in this case, the genetic algorithm identified 30 non-inferior solutions, some of which are
characterized by some overlapping in the payoff values. The same screening procedure could also be
applied in this case, and following the identification of non-inferior solution, a ranking could be
proposed and implemented should there be one of the criteria that may be considered more relevant
than others but without assigning a relative weight to it from the very beginning. This could be the
approach to be followed by policy makers which may want avoid to explicitly assigning relative
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importance to a single criterion (sometimes considered a tough exercise because also of the political
implication of giving quantitative weights reflecting a potentially subjective judgment) and, at the
same time, which would still be able to rank equivalent options according to, for example,
economics. By so doing, the impact of subjective opinions could be somehow reduced and a wider
agreement on the fuel cycle option to be adopted could be potentially more easily achieved.
9.3 DESIGN PARAMETERS
The same approach highlighted for system parameters can be implemented for design parameters
as well. In this second case, though, it is essential to apply the right constraints to optimization both
with respect to the physics behind the parameters (see also Chapter 5 and the ranges considered for
sensitivity analysis) as well as to the strong interconnection between design parameters. The design
parameters affect not only the fuel cycle performance of a given technology, but also essential
features such us safety and overall engineering feasibility of the reactor design. A proper application
of the proposed optimization tool to design parameters would therefore require a more extensive
coupling with nuclear reactor design tools to make sure that the optimization itself is meaningful and
that the obtained results sufficiently accurate and acceptable. This coupling and this specific
application of the proposed optimization scheme is therefore left for future work (see also Chapter
10).
However, the possibility of combining fuel cycle optimization to nuclear reactor design should be
considered an extremely promising application that may lead to an overall better performing
technology even outside the reactor design. After all, the success of alternative reactor technologies
will necessarily also imply their success in the context of the nuclear fuel cycle in which they will be
introduced and this should be a sufficient motivation to introduce the use of big picture tools at
several stages of the engineering design. Thus, the interesting design features may be checked for
scalability and therefore may be able to bring the desired benefit to the level of the entire energy
system.
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10. SUMMARY, CONCLUSIONS and
RECOMMENDATIONS for FUTURE WORK
10.1 SUMMARY OF CONTRIBUTIONS
In order to test the robustness of the conclusions of the MIT fuel cycle study and to identify the
most significant factors in the development of reactors with fuel recycling options, this doctoral
thesis introduced a systematic approach to performance of a sensitivity analysis of the parameters
of interest, proposed an optimization scheme for nuclear fuel cycle analysis, and analyzed the impact
of priorities of desirable outcomes on the optimum future fuel cycle options. In addition to the
cases previously studied, two potentially game changing technologies were added to the base case
scenarios: RBWRs (Reduced Moderation Boiling Water Reactors) and USFRs (Uranium-235
Initiated Fast Reactors).
For the sensitivity analysis task, both system and reactor design parameters were investigated. A
proper range defined around a nominal value was associated with each of the important parameter,
and the impact of the variation of a single parameter was evaluated by the corresponding variation
of the output metrics (in particular, the reactor technology installed over time) in comparison with
the base case scenario.
The developed optimization scheme considered the simultaneous optimization of nuclear fuel
cycle options based on up to ten identified criteria. It was shown that a linear optimization scheme
would at times miss the globally optimum fuel cycle options in favor of local optima. Hence, a
probabilistic approach using a genetic algorithm is recommended. Optimization can be performed
considering a number of criteria (desirable outcomes). The recommended optimization scheme is
illustrated using a set of 10 criteria, given different weights assigned by stakeholders in the nuclear
energy technology. The stakeholders in the nuclear energy sector were polled as to the relative
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weighting of each of the 10 single criteria. The developed optimization tool, based on a genetic
algorithm, was then applied to fuel cycle options currently implemented in CAFCA, the MIT fuel
cycle analysis code.
The following list summarizes the main contributions of this work:
" Using the MIT code CAFCA, several aspects of alternative nuclear fuel cycles have been
investigated. Previous work has been reviewed and previous results checked and updated
with particular focus on the conclusion of the interdisciplinary MIT faculty study of the
Future of the Nuclear Fuel Cycle;
" New reactor technologies with significant features to the fuel cycle, such as light water
cooled self-sustaining reduced moderation boiling water reactor (RBWR) and U-235 initiated
fast reactors were added as options in CAFCA;
" Sensitivity analyses have been conducted, focusing on several system and reactor design
parameters;
" Alternative reactor design options, including fuel type (metal vs. oxide fueled fast reactors),
have been investigated and characterized from a fuel cycle perspective;
" A first of a kind optimization scheme for fuel cycle analysis has been proposed and
developed; The optimization tool, implemented through the coupling of CAFCA with
MATLAB, is based on probabilistic method (Genetic Algorithm);
a Ten criteria for multi-objective optimization of the fuel cycle were identified;
- Several stakeholders in the nuclear energy sector were requested to assign relative ranking for
the 10 criteria of optimization;
" The optimization tool was applied to several of the fuel cycle options available in CAFCA
adopting both the fitness and dominance approaches to multi-objective optimization;
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10.2 SUMMARY of CONCLUSIONS
The following are the main conclusions associated with each of the major contributions of this
doctoral work:
m The analyses presented in the MIT fuel cycle study in 2010 were updated with a new set of
assumptions regarding the expected energy growth rate and the existing LWR spent fuel legacy.
The same qualitative conclusions discussed in the MIT fuel cycle study were found to still hold;
= High conversion Light Water Reactor technology (RBWR) was compared to conventional FR
CR=1.0 and found to have a lower penetration in 2110. Until 2060, however, the RBWR
installed capacity can be higher than self sustaining fast reactors because they were assumed to
be commercially available in 2025, 15 years earlier than FR technologies;
" The uranium initiated fast reactors, the USFRs, were compared to light water reactors in a once-
through cycle as well as in a closed fuel cycle configuration. They were found to increase the
installed capacity of conventional fast reactors thanks to the higher TRU content in the spent
fuel compared to LWRs. The deployment of USFRs was also found to have negative impact on
the levelized cost of electricity due to the higher capital cost compared to LWR technology;
- In the sensitivity analysis to the system parameters, the most impacting were found to be the
energy growth rate and spent fuel cooling time. Among design parameters, the most impacting
were found to be reactor core mass, fuel loading per year and TRU enrichment. The impact was
evaluated on three metrics of interest: penetration of recycling technologies (installed capacity),
levelized cost of electricity and amount of TRU in the system;
" Metal fueled fast reactors, thanks to their higher power density and therefore lower TRU
requirement, were found to lead to higher installed capacity of recycling technologies in 2110
than oxide fueled fast reactors.
" The impact USFR scenarios with and without thermal reprocessing was also evaluated. The
introduction of thermal reprocessing was found to reduce the amount of HLW to be disposed
of in a repository and to allow a higher installed capacity of conventional fast reactor
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technologies. The impact on levelized cost of electricity was found to be negligible. It should
also be noted, however, that avoiding thermal reprocessing would at least also avoid all the
licensing and political issues related to the introduction of such a technology in the U.S.
" The optimization tools were used to identify the best fuel cycle configuration in terms of
optimum dates of introduction of thermal reprocessing and recycling technologies according to
five stakeholder profiles characterized by different sets of weights assigned to the ten criteria;
" The main tradeoff identified was between economics (which would favor the OTC scenario) and
criteria evaluating environmental impact, resource utilization and waste management. The
stakeholder profiles assigning higher relevance to economics (in particular the student and
industry profiles) lead to optimized dates of fuel cycle closure towards to the end of the
simulation. On the other hand, when the weight given to economics was overall not so
dominant, an early fuel cycle closure was found to be the optimum fuel cycle configuration.
" Dominance and fitness approaches to optimization were proposed to be combined in a new
policy and decision making scheme. Fuel cycle options could be first evaluated to identify sets of
non-inferior solutions and, as a second step, subjective weights could be used to identify one
single optimum configurations out of the non-inferior ones.
10.3 FUTURE WORK
Despite the fact that the proposed optimization tool was successfully demonstrated, some open
issues are left and should be properly addressed to improve, on one side, the capabilities of the fuel
cycle code CAFCA itself and, on the other side, to further increase the range of application of the
newly developed optimization tool. There are a few limitations associated with CAFCA itself, which
have an impact also on the obtained results and should be considered priorities for further
development of the code [Guerin, 2009-B]. In particular:
" CAFCA's waste management modeling can still be significantly improved, in particular by
implementing isotope tracking as well as differentiation between different waste forms and waste
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types. That would allow to implement better and more advanced metrics to measure the
proliferation resistance of fuel cycle options;
= The economics model could also be further developed, following the suggestions already made
in [Guerin, 2009-B]. In addition, the economics of small-modular reactors could also be studied
using CAFCA [Rosner et al., 2011];
" A more user-friendly interface for new CAFCA users is also still missing as well as a proper
manual of use of the model which should also include benchmarking exercise to test the correct
use of the code itself. A library of all the cases already run and analyzed should also be prepared
and made available for future users to allow for a smoother and easier learning curve of all the
previous work done with CAFCA, even if [Gueuin, 2009-B] and [Silva, 2008] are still excellent
readings and are highly recommended to anyone who may want to use CAFCA.
Besides the issues discussed above, which have to do more with the development of CAFCA,
additional work is needed to improve the optimization tool and expand the sensitivity analysis task,.
A few suggestions in this regard are given hereunder.
First of all, the list of optimization criteria shall be further expanded and revised and, in
particular, Life Cycle Assessment (LCA) studies could be used to increase the number of variables
evaluating the environmental impact of different fuel cycle options as well as those stages of nuclear
fuel cycle that are not fully modeled in CAFCA, such as transportation and interim storage.
Additional studies would be needed to include metrics for risk and radiological risk among the
criteria considered for nuclear fuel cycle optimization, potentially including also PRA-type indicators
which should be relatively easy to implement in CAFCA. This could also imply having to re-define
the weights given to criteria and potentially also allowing for weights to change over time, reflecting
for example different importance (or confidence/uncertainty) assigned to the same metric at
different points in time.
The coupling of CAFCA with other design tools, in particular neutronic codes able to perform
isotope tracking, would allow to expand not only the sensitivity analysis, single and multi-variant, but
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also the range of application of the optimization tool to design parameters, as discussed at the end
of Chapter 9.
The expert elicitation process can be expanded, trying to involve more stakeholder types and
more experts per category so that the sample standard deviation of the collected weight sets may be
reduced and the obtained results made more significant. The fact that the optimization tool has
already been tested and used may also be used as advertising and may lead to higher level of interest
for this type of application of nuclear fuel cycle analysis.
Following an improved elicitation process, it may also be useful to then discuss the results with
the participants in order to show how different criteria cover different numerical ranges. The criteria
may also have different impact on the fitness function, independently on the given weight. That may
lead to modification or changes of the normalization and averaging procedure, so that some of the
differences between the ranges, among which criteria vary, could be reduced and a direct
comparison of criteria and their impact on the fitness function made easier.
The probabilistic optimization tool can also be improved and new interesting features can be
added. In particular, it would be very interesting to study in better details the topology of the
obtained optimization surfaces and to tune some of the genetic algorithm parameters accordingly.
Also, a better study of the surface topology may suggest changes to the structure of the proposed
scheme, in particular to the parameters of the genetic algorithm) or even to identify a better
probabilistic tool for optimization, which, as already pointed out in Chapter 6, cannot be defined a
priori but is intrinsically connected to the nature of the optimization problem investigated.
Together with further development of the optimization scheme, a decisional process for policy
making may be proposed taking inspiration from the combined use of fitness and dominance
approaches to optimization as mentioned in Chapter 9. Despite being a well studied subject,
decision making in the nuclear sector definitely deserves more attention. A refined tool for decision
analysis that is based on exploration of the sensitivity of the outcome to the policy decisions will
enable a better outcome for the debate about the role of nuclear energy in our society.
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Appendix A: NWTRB Benchmark Results
1. Scenarios
2.1. Characteristics of U.S. Spent Fuel Inventory as of December 2009
2.1.1. Assumptions
1) The existing plant database provides present nuclear power plant
characteristics and the wet and dry storage inventories as of December
2009. The information was obtained from:
* For present operating nuclear plants: U.S. Energy Information
Administration web page:
http://www.eia.doe.gov/cneaf/nuclear/page/operation/statoperatio
n.html
e For spent fuel storage pools and reactor core sizes: DOE Total
System Model file, Pool Capacities_012309CB.
" For the number of assemblies in storage and the average
characteristics of the assemblies in storage: DOE Total System
Model file TSMPPSNFDischarge_09_052809.xls.
2) All PWR assemblies contain an initial uranium mass of 0.43 MTU, an initial
23 sU enrichment of 3.43% and a burn-up of 39 GWd/MT.
3) All BWR assemblies contain an initial uranium mass of 0.18 MTU, an initial
235U enrichment of 2.39% and a burn-up of 32 GWd/MT.
2.1.2. Output Measures
Based on the assumptions in Section 2.1.1, calculate the following:
1) Total mass of spent fuel at the beginning of 2010.
2) Total mass of 214U, 235u 23 6U, and 23 8U in spent fuel at the beginning of 2010.
3) Total mass of 2 3spu, 23 9PU 240 PU 24 1Pu, and 242 Pu in spent fuel at the beginning
of 2010.
4) Mass of fission products and minor actinides, either total or by isotope, in
spent fuel at the beginning of 2010.
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2.2. Spent Fuel Discharged Through 2100
2.2.1. Assumptions
1) The assumptions in Section 2.1.1.
2) Nuclear power plant operation starts on January 1 of the year of commercial
operation and all plants operate for 60 years.
3) Sufficient new nuclear power plants will come on line to maintain the current
generation capacity of 100.3 Giga-watts (electrical).
4) A plant capacity factor of 90% (100% of design thermal power for 90% of
the time each year).
5) From 2010 through the end of plant life, PWR fuel assemblies discharged
have an initial 2 3sU enrichment of 4.4% and a burn-up of 55 GWd/MT.
6) From 2010 through the end of plant life, BWR fuel assemblies discharged
have an initial 2 35U enrichment of 4.35% and a burn-up of 55 GWd/MT.
7) No reprocessing available before 2100.
8) No repository available before 2100.
2.2.2. Output Measures
Based on the assumptions in Section 2.2.1, calculate the following:
1) Total number of PWR assemblies discharged.
2) Total number of BWR assemblies discharged.
3) Total mass of 2 4U, 2 3 5 U, U236 and 2 3 8U discharged.
4) Total mass of 2 3spu, 23 9 PU, 2 40PU, 24 1Pu, and 2 42 Pu discharged.
5) Mass of fission products and minor actinides discharged, either total or by
isotope.
2.3. Impact of Repository Disposal
2.3.1. Assumptions
1) The spent fuel discharged in Section 2.2.
2) No reprocessing available before 2100.
3) The repository starts operation in 2040 and begins at full capacity of:
" Scenario 1 - 1,500 MT/year
* Scenario 2 - 3,000 MT/year
4) Spent fuel must be at least 10 years old for repository disposal and fuel
selection starts with oldest fuel first.
2.3.2. Output Measures
Based on the assumptions in Section 2.3.1, calculate the following:
1) Total mass of PWR spent fuel disposed of each year through year 2100 for
each scenario.
2) Total mass of BWR spent fuel disposed of each year through year 2100 for
each scenario.
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2.4. Steady State Reprocessing and Fabrication of PWR MOX and
Recycled UOX Fuel
2.4.1. Assumptions
1) There is a sufficient quantity of spent PWR fuel with the following
characteristics for a reprocessing facility to operate at full capacity:
* Fabricated using new uranium
" Initial enrichment - 4.4%
" Burn up - 55 GWd/MT
2) Only PWR fuel of this type is reprocessed.
3) All other spent fuel is stored.
4) PWR MOX assemblies are fabricated from separated plutonium and fresh
uranium tails (23sU assay in tails mass is 0.2 %). MOX assemblies are limited
to a maximum total plutonium content of 14%. No BWR MOX assemblies
are fabricated.
5) PWR recycled UOX assemblies are fabricated from enriched recycled
uranium (no blending of highly enriched uranium with the separated
uranium). There is no limit on the maximum 23sU assay in the recycled UOX
assemblies to offset the loss of reactivity because of ...U content. No BWR
recycled UOX assemblies are fabricated.
6) There is an unlimited amount of natural uranium, natural uranium
enrichment capacity, and new uranium UOX assembly fabrication capacity.
7) All operations are at steady state:
e Nuclear power plants - no new or replacement units starting up
* Reprocessing facility - operating at full capacity
* MOX fuel fabrication facility - sufficient capacity to recycle all
separated plutonium
" Recycled UOX fuel fabrication facility - sufficient capacity to
recycle all re-enriched separated uranium
8) There are six scenarios:
* Scenario 1 - Reprocessing capacity of 1,500 MT/year and all fuel 5
years old
* Scenario 2 - Reprocessing capacity of 1,500 MT/year and all fuel 25
years old
* Scenario 3 - Reprocessing capacity of 1,500 MT/year and all fuel 50
years old
* Scenario 4 - Reprocessing capacity of 3,000 MT/year and all fuel 5
years old
* Scenario 5 - Reprocessing capacity of 3,000 MT/year and all fuel 25
years old
* Scenario 6 - Reprocessing capacity of 3,000 MT/year and all fuel 50
years old
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2.4.2. Output Measures
Based on the assumptions in Section 2.4.1, calculate the annual values of the
following:
1) Mass of fission products and minor actinides separated by reprocessing,
either total or by isotope.
2) Percent reduction in total natural uranium demand.
3) Either total number or mass, and isotopic composition, of assemblies
fabricated:
* New uranium PWR assemblies
* New uranium BWR assemblies
* PWR recycled UOX assemblies - all equivalent to 4.4% natural 235U
enrichment
* PWR MOX assemblies (including Pu quality, Pu percent)
4) Mass of uranium tails generated:
* New uranium tails
* Recycled uranium tails
2.5. Impacts of Reprocessing Combined With Repository Disposal
2.5.1. Assumptions
1) The spent fuel discharge projections in Section 2.2.
2) The reprocessing facility starts operation in 2030 and begins at full capacity:
" Scenario 1 - 1,500 MT/year
* Scenario 2 - 3,000 MT/year
3) Fuel must be at least 5 years old for reprocessing and fuel selection will start
with youngest fuel first.
4) Only PWR fuel fabricated from new uranium is reprocessed, and none is
disposed of in the repository. All other spent fuel is disposed of in the
repository.
5) PWR MOX assemblies are fabricated from separated plutonium and fresh
uranium tails (21 5U assay in tails mass is 0.2%). MOX assemblies are limited
to a maximum total plutonium content of 14%. No BWR MOX assemblies
are fabricated.
6) PWR recycled UOX assemblies are fabricated from enriched recycled
uranium (no blending of highly enriched uranium with the separated
uranium). There is no limit on the maximum 21'U assay in the recycled UOX
assemblies to offset the loss of reactivity because of 236U content. No BWR
recycled UOX assemblies are fabricated.
7) There is an unlimited amount of natural uranium, natural uranium
enrichment capacity, and new uranium UOX assembly fabrication capacity.
8) The repository starts operation in 2040 and begins at full capacity of 1,500
MT/year spent fuel. High level waste containing fission products and minor
actinides is disposed of in the same repository, and in the same year that
separation takes place, but with no limit on disposal capacity.
9) Spent fuel must be at least 10 years old for repository disposal.
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2.5.2. Output Measures
Based on the assumptions in Section 2.5.1, calculate the following at the end of
year 2100:
1) Total mass of PWR spent fuel disposed of in the repository.
2) Total mass of BWR spent fuel disposed of in the repository.
3) Mass of fission products and minor actinides, either total or by isotope,
disposed of in the repository.
4) Total mass of PWR spent fuel reprocessed.
5) Percent reduction in total natural uranium demand.
6) Either total number or mass, and isotopic composition, of assemblies
fabricated:
e New uranium PWR assemblies
e New uranium BWR assemblies
* PWR recycled UOX assemblies (including 2 3sU assay)
* PWR MOX assemblies (including 2"U assay, Pu quality, Pu percent)
7) Mass of uranium tails generated:
* New uranium tails
* Recycled uranium tails
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Workshop Results for Scenario 2.1:
Characteristics of U.S. Spent Fuel Inventory as of December 2009
Total Mass of Spent Fuel: Beginning of 2010
Item Number of Assemblies Mass of Assemblies (MT)
PWR BWR Total PWR BWR Total Check
NWTRB 94,289 117,694 211,983 40,544.3 21,184.9 61,729.2 61,729.2
NNL 94,400 117,245 211,645 40,591.8 21,104.2 61,696.0 61,624.8
INL 212,021 38,948.0 22,118.0 61,066.0
MIT 94,289 117,693 211,983 40,617.0 21,104.0 61,721.0 61,725.1
AREVA
Mass of U-234, U-235, U-236 and U-238 in Spent Fuel: Beginning of 2010
Item PWR Masses (MT)
U-234 U-235 U-236 U-238 Total Enrich
NWTRB 6.7 327.3 187.3 37,934.8 38,456.1 0.85%
NNL 7.5 293.5 178.1 38,041.0 38,520.0 0.76%
INL 0.5 267.3 157.8 36,622.8 37,048.4 0.72%
MIT 6.0 308.5 181.4 38,055.4 38,551.2 0.80%
AREVA
Mass of U-234, U-235, U-236 and U-238 in Spent Fuel: Beginning of 2010
Item BWR Masses (MT)
U-234 U-235 U-236 U-238 Total Enrich
NWTRB 2.6 73.6 70.0 20,147.7 20,293.8 0.36%
NNL 2.6 85.9 65.5 20,062.0 20,216.1 0.42%
INL 0.2 151.8 79.5 20,921.1 21,152.6 0.72%
MIT 2.3 95.9 68.4 20,063.1 20,229.7 0.47%
AREVA
Total Mass of U-234, U-235, U-236 and U-238 in Spent Fuel: Beginning of 2010
Item Total (PWR + BWR) Masses (MT)
U-234 U-235 U-236 U-238 Total Enrich
NWTRB 9.3 400.8 257.3 58,082.5 58,749.9 0.68%
NNL 10.1 379.4 242.7 58,103.0 58,735.2 0.65%
INL 0.7 419.1 237.3 57,543.9 58,201.0 0.72%
MIT 8.3 404.4 249.8 58,118.5 58,780.9 0.69%
AREVA I I
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Mass of Pu-238, Pu-239, Pu-240, Pu-241 & Pu-242 in Spent Fuel: Beginning of 2010
Item PWR Masses (MT)
Pu-238 Pu-239 Pu-240 Pu-241 Pu-242 Total Quality
NWTRB 7.4 230.2 104.7 29.7 27.2 399.3 65.1%
NNL 6.2 226.3 105.9 30.7 24.8 393.9 65.3%
INL 6.4 205.1 96.3 33.4 23.7 364.9 65.4%
MIT 7.5 224.9 98.5 60.5 25.4 416.8 68.5%
AREVA
Mass of Pu-238, Pu-239, Pu-240, Pu-241 & Pu-242 in Spent Fuel: Beginning of 2010
Item BWR Masses (MT)
Pu-238 Pu-239 Pu-240 Pu-241 Pu-242 Total Quality
NWTRB 1.9 79.9 51.0 9.9 13.7 156.4 57.4%
NNL 2.0 98.4 50.1 12.3 12.0 174.9 63.3%
INL 2.8 112.9 51.5 17.0 11.4 195.6 66.4%
MIT 2.6 87.5 49.6 22.4 12.2 174.2 63.1%
AREVA
Total Mass of Pu-238, Pu-239, Pu-240, Pu-241 & Pu-242 in Spent Fuel: Beginning of 2010
Item Total (PWR +BWR) Masses (MT)
Pu-238 Pu-239 Pu-240 Pu-241 Pu-242 Total Quality
NWTRB 9.3 310.1 155.7 39.6 40.9 555.7 62.9%
NNL 8.2 324.7 156.0 43.1 36.8 568.8 64.7%
INL 9.2 318.0 147.8 50.4 35.1 560.5 65.7%
MIT 10.0 312.4 148.1 82.9 37.6 591.0 66.9%
AREVA I I
Mass of Fission Products & Minor Actinides, Total or by Isotope: Beginning of 2010
Item PWR Masses (MT) BWR Masses (MT) Total Masses (MT)
FP & Minor Actinides FP & Minor Actinides FP & Minor Actinides
NWTRB 1,688.9 734.7 2,423.6
NNL 1,627.6 693.2 2,320.8
INL 1,534.4 769.3 2,303.7
MIT 1,651.9 701.3 2,353.2
AREVA
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Workshop Results for Scenario 2.2:
Spent Fuel Discharged Through 2100
PWR and BWR Assemblies in Storage Prior to 2010
Item Number of Assemblies Mass of Assemblies (MT)
PWR BWR Total PWR BWR Total
NWTRB 94,289 117,694 211,983 40,544 21,185 61,729
NNL 94,399 117,245 211,644 40,592 21,104 61,696
INL 212,021 38,948 22,118 61,066
MIT 94,289 117,694 211,983
AREVA I I I
PWR and BWR Assemblies Generated from 2010 Through 2100
Item Number of Assemblies Mass of Assemblies (MT)
PWR BWR Total PWR BWR Total
NWTRB 274,876 353,824 628,700 118,197 63,688 181,885
NNL 266,968 336,164 603,132 114,796 60,509 175,306
INL 639,032 117,488 66,565 184,053
MIT 194,326 467,887 662,213
AREVA
Total PWR and BWR Assemblies Through 2100
Item Number of Assemblies Mass of Assemblies Check
PWR BWR Total PWR BWR Total
NWTRB 369,165 471,518 840,683 158,741 84,873 243,614 243,614
NNL 361,367 453,409 814,776 155,388 81,614 237,001 236,408
INL 851,053 156,436 88,683 245,119
MIT 288,615 585,581 874,196 124,104 105,405 229,509 239,335
AREVA
Mass of U-234, U-235, U-236 and U-238 Discharged
Item PWR Masses (MT)
U-234 U-235 U-236 U-238 Total Enrich
NWTRB 27.5 1,197.6 928.2 146,179.4 148,332.7 0.81%
NNL 44.4 1,345.4 242.7 143,495.2 145,127.7 0.93%
INL 5.7 1,114.0 870.0 144,359.6 146,349.3 0.76%
MIT 26.0 1,193.3 954.4 146,195.1 148,368.7 0.80%
AREVA I
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Mass of U-234, U-235, U-236 and U-238 Discharged
Item BWR Masses (MT)
U-234 U-235 U-236 U-238 Total Enrich
NWTRB 13.9 314.0 475.1 78,842.9 79,645.9 0.39%
NNL 20.4 497.1 413.7 76,010.4 76,941.5 0.65%
INL 3.1 631.5 483.1 81,960.6 83,078.3 0.76%
MIT 12.0 420.2 453.1 74,924.6 75,809.9 0.55%
AREVA
Total Mass of U-234, U-235, U-236 and U-238 Discharged
Item Total (PWR + BWR) Masses (MT)
U-234 U-235 U-236 U-238 Total Enrich
NWTRB 41.5 1,511.7 1,403.2 225,022.2 227,978.6 0.66%
NNL 64.8 1,842.5 656.3 219,505.6 222,069.2 0.83%
INL 8.8 1,745.5 1,353.1 226,320.2 229,427.6 0.76%
MIT 38.0 1,613.5 1,407.5 221,119.7 224,178.6 0.72%
AREVA
Mass of Pu-238, Pu-239, Pu-240, Pu-241 and Pu-242 Discharged
Item PWR Masses MT)
Pu-238 Pu-239 Pu-240 Pu-241 Pu-242 Total Quality
NWTRB 53.6 950.7 462.0 54.4 148.3 1,669.0 60.2%
NNL 28.8 968.0 443.0 30.8 126.3 1,596.8 62.5%
INL 45.3 896.9 448.5 133.5 136.0 1,660.2 62.1%
MIT 52.0 931.2 434.7 277.8 140.0 1,835.7 65.9%
AREVA I I I I __
Mass of Pu-238, Pu-239, Pu-240, Pu-241 and Pu-242 Discharged
Item BWR Masses (MT)
Pu-238 Pu-239 Pu-240 Pu-241 Pu-242 Total Quality
NWTRB 20.6 334.9 226.5 18.4 79.5 679.8 52.0%
NNL 10.4 381.9 216.6 10.4 60.7 680.0 57.7%
INL 25.0 504.9 251.0 75.4 75.0 931.3 62.3%
MIT 22.9 361.2 220.8 105.3 70.9 781.2 59.7%
AREVA I I
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Total Mass of Pu-238, Pu-239, Pu-240, Pu-241 and Pu-242 Discharged
Item Total (PWR + BWR) Masses (MT)
Pu-238 Pu-239 Pu-240 Pu-241 Pu-242 Total Quality
NWTRB 74.2 1,285.6 688.5 72.8 227.8 2,348.8 57.8%
NNL 39.2 1,349.8 659.6 41.2 187.0 2,276.8 61.1%
INL 70.3 1,401.8 699.5 208.9 211.0 2,591.5 62.2%
MIT 75.0 1,292.4 655.6 383.0 211.0 2,616.9 64.0%
AREVA
Mass of Fission Products and Minor Actinides Discharged, Either Total or by Isotope
Item FP & Minor Actinides (MT)
In PWR Assemblies In BWR Assemblies Total
NWTRB 8,739 4,547 13,287
NNL 8,070 3,992 12,062
INL 8,426 4,673 13,100
MIT 8,425 4,115 12,540
AREVA
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Workshop Results for Scenario 2.3:
Impact of Repository Disposal
Item Assemblies Disposed MTU Disposed
PWR BWR Total PWR BWR Total
NWTRB 138,285 175,164 313,449 59,463 31,530 90,992
NNL 131,922 207,040 338,962 56,727 37,267 93,994
INL 317,688 91,500
MIT 60,460 30,540 91,000
AREVA
Total Mass of PWR and BWR Disposed Through Year 2100 -
Repository Capacity of 3,000 MT/year
Item Assemblies Disposed MTU Disposed
PWR BWR Total PWR BWR Total
NWTRB 277,137 351,560 628,697 119,169 63,281 182,450
NNL 323,086 273,065 596,151 138,927 49,152 188,079
INL 688,963 198,434
MIT 110,845 55,989 166,834
AREVA I I
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Total Mass of PWR and BWR Disposed Through Year 2100 -
Repository Capacity of 1,500 MT/year
Workshop Results for Scenario 2.4:
Steady State Reprocessing and Fabrication of
PWR MOX and Recycled UOX Fuel
Reprocessing Capacity of 1,500 MT/Year and All Fuel 5 Years Old
Item Mass % Uranium Natural Uranium
FP Reduction PWR UOX BWR UOX
(MT) Number Enrichment Number Enrichment
NWTRB 89 18.4% 2,151 4.40% 3,551 4.35%
NNL 90 20.8% 1,846 4.40% 3,288 4.34%
INL 4.59% 4.59%
MIT 87 15.2% 2,197 4.40% 3,636 4.40%
AREVA 1 18.0% 2,123 4.40% 3,483 4.40%
Reprocessing Capacity of 1,500 MT/Year and All Fuel 5 Years Old
Separated Mass
Item PWR UOX PWR MOX Mass Tails (MT)
Number Enrichment Number % Pu Pu Fresh Separated
Quality
NWTRB 399 5.0% 416 10.03% 61.85% 10,996 1,221
NNL 422 5.1% 458 9.90% 64.10% 9,947 1,296
INL 10.60% 64.30%
MIT 349 5.0% 467 8.73% 63.80% 11,596 1,388
AREVA 326 5.0% 312 14.00% 63.20% 12,548 1,252
Reprocessing Capacity of 1,500 MT/Year and All Fuel 5 Years Old
Item Total PWR Recycled % Recycled
Assemblies PWR Assemblies Assemblies
NWTRB 2,966 815 27.5%
NNL 2,725 880 32.3%
INL
MIT 3,013 816 27.1%
AREVA 2,760 637 23.1%
Reprocessing Capacity of 1,500 MT/Year and All Fuel 25 Years Old
Item Mass % Uranium Natural Uranium
FP Reduction PWR UOX BWR UOX
(MT) Number Enrichment Number Enrichment
NWTRB 89 16.6% 2,231 4.40% 3,551 4.35%
NNL 90 18.8% 1,931 4.40% 3,288 4.34%
INL 4.59% 4.59%
MIT 88 14.7% 2,234 4.40% 3,636 4.40%
AREVA 16.0% 2,228 4.40% 3,483 4.40%
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Reprocessing Capacity of 1,500 MT/Year and All Fuel 25 Years Old
Separated Mass
Item PWR UOX PWR MOX Mass Tails (MT)
Number Enrichment Number % Pu Pu Fresh Separated
Quality
NWTRB 399 5.0% 336 11.50% 59.50% 10,950 1,221
NNL 422 5.1% 373 11.36% 62.09% 10,211 1,296
INL 10.60% 64.30%
MIT 349 5.0% 430 8.73% 60.80% 11,711 1,388
AREVA 326 5.0% 286 14.00% 60.20% 12,929 1,254
Reprocessing Capacity of 1,500 MT/Year and All Fuel 25 Years Old
Item Total PWR Recycled % Recycled
Assemblies PWR Assemblies Assemblies
NWTRB 2,966 735 24.8%
NNL 2,725 795 29.2%
INL
MIT 3,013 779 25.9%
AREVA 2,840 612 21.5%
Reprocessing Capacity of 1,500 MT/Year and All Fuel 50 Years Old
Item Mass % Uranium Natural Uranium
FP Reduction PWR UOX BWR UOX
(MT) Number Enrichment Number Enrichment
NWTRB 89 15.8% 2,266 4.40% 3,551 4.35%
NNL 90 18.1% 1,967 4.40% 3,288 4.34%
INL 4.59% 4.59%
MIT 89 14.4% 2,250 4.40% 3,636 4.40%
AREVA 1 15.0% 2,263 4.40% 3,483 4.40%
Reprocessing Capacity of 1,500 MT/Year and All Fuel 50 Years Old
Separated Mass
Item PWR UOX PWR MOX Mass Tails (MT)
Number Enrichment Number % Pu Pu Fresh Separated
Quality
NWTRB 399 5.0% 301 12.36% 58.37% 11,345 1,221
NNL 423 5.2% 336 12.19% 60.80% 10,324 1,296
INL 10.60% 64.30%
MIT 350 5.0% 1 413 8.73% 59.50% 11,763 1,388
AREVA 326 5.0% 274 14.00% 58.90% 13,057 1,254
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Reprocessing Capacity of 1,500 MT/Year and All Fuel 50 Years Old
Item Total PWR Recycled % Recycled
Assemblies PWR Assemblies Assemblies
NWTRB 2,966 700 23.6%
NNL 2,725 758 27.8%
INL
MIT 3,013 763 25.3%
AREVA 2,863 600 21.0%
Reprocessing Capacity of 3,000 MT/Year and All Fuel 5 Years Old
Item Mass % Uranium Natural Uranium
FP Reduction PWR UOX BWR UOX
(MT) Number Enrichment Number Enrichment
NWTRB 178 36.8% 1,335 4.40% 3,551 4.35%
NNL 180 42.4% 966 4.41% 3,288 4.34%
INL 4.59% 4.59%
MIT 173 30.3% 1,381 4.40% 3,636 4.40%
AREVA 34.0% 1,449 4.40% 3,483 4.40%
Reprocessing Capacity of 3,000 MT/Year and All Fuel 5 Years Old
Separated Mass
Item PWR UOX PWR MOX Mass Tails (MT)
Number Enrichment Number % Pu Pu Fresh Separated
Quality
NWTRB 798 5.0% 833 10.03% 61.85% 8,515 2,441
NNL 844 5.2% 916 9.90% 64.10% 7,215 2,592
INL 10.60% 64.30%
MIT 698 5.0% 933 8.73% 63.80% 9,053 2,777
AREVA 1,556 5.0% 593 14.00% 61.80% 10,057 2,505
Reprocessing Capacity of 3,000 MT/Year and All Fuel 5 Years Old
Item Total PWR Recycled % Recycled
Assemblies PWR Assemblies Assemblies
NWTRB 2,966 1,631 55.0%
NNL 2,725 1,760 64.6%
INL
MIT 3,013 1,632 54.2%
AREVA 3,597 2,149 59.7%
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Reprocessing Capacity of 3,000 MT/Year and All Fuel 25 Years Old
Item Mass % Uranium Natural Uranium
FP Reduction PWR UOX BWR UOX
(MT) Number Enrichment Number Enrichment
NWTRB 179 33.1% 1,496 4.40% 3,551 4.35%
NNL 180 38.2% 1,136 4.40% 3,288 4.34%
INL 4.59% 4.59%
MIT 176 29.3% 1,454 4.40% 3,636 4.40%
AREVA 31.0% 1,567 4.40% 3,483 4.40%
Reprocessing Capacity of 3,000 MT/Year and All Fuel 25 Years Old
Separated Mass
Item PWR UOX PWR MOX Mass Tails (MT)
Number Enrichment Number % Pu Pu Fresh Separated
Quality
NWTRB 798 5.0% 672 11.50% 59.50% 9,005 2,441
NNL 844 5.2% 745 11.36% 61.81% 7,743 2,592
INL 10.60% 64.30%
MIT 699 5.0% 860 8.73% 60.80% 9,280 2,777
AREVA 1,561 5.0% 563 14.00% 59.70% 10,492 2,507
Reprocessing Capacity of 3,000 MT/Year and All Fuel 25 Years Old
Item Total PWR Recycled % Recycled
Assemblies PWR Assemblies Assemblies
NWTRB 2,966 1,470 49.6%
NNL 2,725 1,590 58.3%
INL
MIT 3,013 1,559 51.7%
AREVA 3,691 2,124 57.5%
Reprocessing Capacity of 3,000 MT/Year and All Fuel 50 Years Old
Item Mass % Uranium Natural Uranium
FP Reduction PWR UOX BWR UOX
(MT) Number Enrichment Number Enrichment
NWTRB 179 31.6% 1,566 4.40% 3,551 4.35%
NNL 180 36.8% 1,209 4.41% 3,288 4.34%
INL 4.59% 4.59%
MIT 177 28.9% 1,488 4.40% 3,636 4.40%
AREVA 30.0% 1,609 4.40% 3,483 4.40%
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Reprocessing Capacity of 3,000 MT/Year and All Fuel 50 Years Old
Separated Mass
Item PWR UOX PWR MOX Mass Tails (MT)
Number Enrichment Number % Pu Pu Fresh Separated
Quality
NWTRB 798 5.0% 602 12.36% 58.37% 9,217 2,441
NNL 845 5.1% 672 12.22% 60.91% 7,969 2,592
INL 10.60% 64.30%
MIT 699 5.0% 826 8.73% 59.5% 9,386 2,777
AREVA 1,561 5.0% 549 14.00% 58.90% 10,647 2,507
Reprocessing Capacity of 3,000 MT/Year and All Fuel 50 Years Old
Item Total PWR Recycled % Recycled
Assemblies PWR Assemblies Assemblies
NWTRB 2,966 1,400 47.2%
NNL 2,725 1,517 55.7%
INL
MIT 3,013 1,525 50.6%
AREVA 3,719 2,110 56.7%
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Workshop Results for Scenario 2.5:
Impacts of Reprocessing Combined With Repository Disposal
Reprocessing Capacity of 1,500 MT/Year
Assemblies Disposed
Item PWR BWR Total Mass
Number Mass (MT) Number Mass(MT) (MT)
NWTRB 43,482 18,697 403,260 72,587 91,284
NNL 107,780 46,345 248,700 44,766 91,111
INL
MIT 19,043 71,957 91,000
AREVA
Reprocessing Capacity of 1,500 MT/Year
Mass FP & Minor PWR Processed % Reduction
Item Actinides Number Mass (MT) Natural Uranium
Disposed (MT)
NWTRB 5,182 247,648 106,489 13.1%
NNL 5,221 205,808 88,498 11.3%
INL
MIT 5,938 105,000 11.20%
AREVA
Reprocessing Capacity of 1,500 MT/Year
Assemblies Fabricated (after 2009)
Natural Uranium
Item PWRUOX BWRUOX
Number Average Number Average
Enrichment Enrichment
NWTRB 220,520 4.40% 355,437 4.35%
NNL 218,620 4.45% 349,355 4.34%
INL
MIT 242,688 4.40% 345,639 4.40%
AREVA
Reprocessing Capacity of 1,500 MT/Year
Assemblies Fabricated (after 2009)
Separated Mass Tails Mass (MT)
Item PWR UOX PWR MOX
Number Average Number % Pu Pu Fresh Recycled
Enrichment Quality
NWTRB 28,645 4.97% 26,828 10.35% 61.45% 1,106,111 85,469
NNL 33,482 5.10% 23,547 9.33% 64.15% 1,134,434 68,300
INL
MIT 22,784 5.00% 29,805 8.73% 63.80% 941,009 84,783
AREVA I
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Reprocessing Capacity of 3,000 MT/Year
Assemblies Disposed
Item PWR BWR Total Mass
Number Mass (MT) Number Mass(MT) (MT)
NWTRB 56,595 24,336 371,756 66,916 91,252
NNL 57,076 24,543 370,121 66,622 91,164
INL
MIT 25,356 65,664 91,000
AREVA I I I I _I
Reprocessing Capacity of 3,000 MT/Year
Mass FP & Minor PWR Processed % Reduction
Item Actinides Disposed Number Mass (MT) Natural Uranium
(MT)
NWTRB 5,809 293,013 125,996 15.6%
NNL 5,912 256,373 110,240 14.8%
INL
MIT 7,344 130,300 14.3%
AREVA
Reprocessing Capacity of 3,000 MT/Year
Assemblies Fabricated (after 2009)
Natural Uranium
Item PWR UOX BWR UOX
Number Average Number Average
Enrichment Enrichment
NWTRB 209,884 4.40% 355,437 4.35%
NNL 208,722 4.38% 349,355 4.34%
INL
MIT 229,965 4.40% 345,639 4.40%
AREVA
Reprocessing Capacity of 3,000 MT/Year
Assemblies Fabricated (after 2009)
Separated Mass Tails Mass (MT)
Item PWR UOX PWR MOX
Number Average Number % Pu Pu Fresh Recycled
Enrichment Quality
NWTRB 35,087 4.92% 31,022 10.26% 61.81% 1,072,082 101,541
NNL 38,266 5.10% 28,655 9.38% 64.11% 1,094,510 87,700
INL
MIT 32,714 5.00% 35,070 8.73% 63.80% 866,471 104,500
AREVA I I I I I
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Appendix B: Densification Factors
A definition of the densification factor can be found in [BCG, 2006]: "the quality of HLW or
used fuel that can be disposed per unit length of Yucca Mountain is [...] referred to as the "drift
loading factor" and is expressed in MTHM/myM. [...] The densification factor is the ratio of the drift
loading factor of HLW to the drift loading factor of used fuel".
Two constraints are taken into account considered: volume and heat. Densification factors are
also sensitive to the assumptions about the burnup, the cooling time before reprocessing (e.g the
build-up of 241Am from 241Pu decay drives up long-term heat) and far above all to the amounts of
TRU, Cesium and Strontium remaining in the spent fuel [BCG, 2006] [Wigeland, 2006].
Table AB.1 reports the densification factors used in CAFCA. Note that, as explained in [Guerin et
al., 2009-B], "the densifcation factor has a diferent definition when it comes to spent MOX fuel. Indeed, in the case
of the FP (and it is the same principle for FP/MA), a densification factor of 5 means that the FP extracted from
lkgIHM of spent U02 fuel (i.e. 51.6 g of FP) have a repository requirement five times lower than that of 1 kgIHM
of spent UO2 fuel. In the case of the spent MOX fuel, a densfication factor of 0.15 means that 1 kgIHM of spent
MOXfuel has a larger repository requirement (1/0.15 or 6.7 greater) than that of 1 kgIHM of spent UO2 fuel "-
Table AB.1 Densification Factors input in CAFCA
Value UO 2 Spent Fuel Mass Equivalent
Spent U02 fuel (reference) 1 1.00
Spent MOX fuel 0.15 6.67
FP separated from U02 SF 5 3.88
FP/MA separated from U02 SF 4 4.72
MA alone 20 38.31
Separated TRU 1.25 62.40
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Appendix C: linear programming tool results
As mentioned in Chapter 7, the LP tool set up in Vensim-CAFCA was used to run a large
number of optimization cases. The cases run correspond to the permutation of six of the ten
finalized criteria for optimization (see Chapter 6) identified in this Appendix as follows:
Criterion #1:minimize inventory of TRU in interim storage;
Criterion #2:minimize cumulative TRU (waste form) inventory;
Criterion #3: minimize construction of recycling plants;
Criterion #4: minimize the amount of depleted U tails in the system;
Criterion #5: minimize the total SWU required over the simulation;
Criterion #6: minimize the levelized cost of electricity;
The results listed in Table AC.1 and AC.2 show, for four nuclear fuel cycle scenarios analyzed
and for each permutation of criteria, the optimized value of thermal reprocessing and recycling
technology introduction dates, as well as the optimum normalized payoff (equal to 100 per each
criterion for the corresponding reference case).
Table AC.1 Optimization Results obtained with the LP tool for permutation of 6 criteria as listed
above and allowing denleted uranium recvcling
273
156
234
235
236
245 2087 2063 259 2101 2064 251 2110 2067 238 2071 2070 243
246
256 2110 2068 245 2048 2042 284 2081 2072 225 2073 2073 231
345
346 2110 2110 214 2038 2042 299 2047 2110 275 2042 2103 280
3 5 6 2042 2043 298 2038 2038 298 2110 2110 233 2042 2061 298
456 2033 2015 286 2030 2015 289 2010 2015 295 2038 2015 293
1 2 3 5 2012 2015 385 2020 2015 389 2010 2103 363 2018 2045 397
1236
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1246 2010 2110 366
1256
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1346 2010 2043 340
1 3 5 6 2011 2015 334 2010 2017 335 2010 2032 359 2010 2101 36
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Table AC.2 LP tool results for nermutation of 6 criteria without denleted uranium recyc]
2110 1 2076 238 2110 2074 233 2094 2080 217 2080 2079 224
345__ 2066 2041 291
346 204 2045 296 2038 2042 298 2110 2110 207 2110 2110 j207
356 110 2110 j 219
1 2 3 4 2013 2044 389 2013 2018 385 2010 2104 350 2017 2051 392
1 2 3 5 2012 2015 384 2029 2037 396 2010 2103 362 2018 2036 396
1236 
1245
1246 2010 2104 367
1256 2010 2029 370
1345
1 3 4 6 2010 2110 323 2011 2015 335 2010 2104 342 2010 2043 334
1 3 5 6 2011 2015 333 2010 2017 335 2010 2032 359 2011 2060 337
1456
2345
2346
2356
2456 2081 2078 332
3456
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112 3 4 5 6 1 2012 12015 1 5
The green cells in Table AC.1 and AC.2 are the cases which follow the same optimization trend
over the four fuel cycle scenarios analyzed. The yellow cells, on the other hand, highlight cases for
which inconsistencies in the results were observed. As discussed in Chapter 7 for simple cases
combinations of two criteria at a time, linear programming is a tool which was found not to be
adequate to study nuclear fuel cycle optimization because of its poor performance with non-linear
optimization.
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Appendix D: GA optimization tool results (1)
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Figure AD.3 Optimization Surface - FBR Scenario - 10 Criteria - Student Profile
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Figure AD.5 Optimization Surface - FBR Scenario - 10 Criteria - Faculty Profile
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Figure AD.6 Best, Worst and Average Individual Fitness of the GA Population for each
Generation - Faculty Weight assigned to each Criterion - Optimum in 2010,2010
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Figure AD.7 Optimization Surface - FBR Scenario - 10 Criteria - Industry Profile
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Figure AD.8 Best, Worst and Average Individual Fitness of the GA Population for each
Generation - Industry Weight assigned to each Criterion - Optimum in 2060,2060
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Figure AD.9 Optimization Surface - FBR Scenario - 10 Criteria - National Lab Profile
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Figure AD.10 Best, Worst and Average Individual Fit
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Figure AD.11 Optimization Surface FBR Scenario - 10 Criteria - Technical/Policy Profile
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Figure AD.12 Best, Worst and Average Individual Fitness of the GA Population for each
Generation - Technical/Policy Weight assigned to each Criterion - Optimum in 2010,2010
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Figure AD.13 Optimization Surface - U235 initiated FR and FBR Scenario - 10 Criteria Equally
Weighted
Best, Worst, and Mean Scores
1100
1080
1060
1040
- 1020
1000
U-
980
960
940
920'0 2 4 6 8 10 12 14 16 18 20
Generation
Figure AD.14 Best, Worst and Average Individual Fitness of the GA Population for each
Generation - Equal Weight assigned to each Criterion - Optimum in 2010,2010
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Figure AD.15 Optimization Surface U235 in. FR and FBR Scenario - Student Profile
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Figure AD.16 Best, Worst and Average Individual Fitness of the GA Population for each
Generation - Student Weight assigned to each Criterion - Optimum in 2070,2100
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Figure AD.17 Optimization Surface - U235 in. FR and FBR Scenario - Faculty Profile
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Figure AD.18 Best, Worst and Average Individual Fitness of the GA Population for each
Generation - Faculty Weight assigned to each Criterion - Optimum in 2010,2010
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Figure AD.19 Optimization Surface - U235 initiated FR and FBR Scenario - Industry Profile
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Figure AD.20 Best, Worst and Average Individual Fitness of the GA Population for each
Generation - Industry Weight assigned to each Criterion - Optimum in 2064,2110
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Figure AD.21 Optimization Surface - U235 initiated FR and FBR Scenario - National
Laboratory Profile
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Figure AD.22 Best, Worst and Average Individual Fitness of the GA Population for each
Generation - Laboratory Weight assigned to each Criterion - Optimum in 2010,2010
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Optimization Surface - U235 initiated FR and FBR Scenario - Technical/Policy
Expert Profile
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Figure AD.24 Best, Worst and Average Individual Fitness of the GA Population for each
Generation - Technical/Policy Weight assigned to each Criterion - Optimum in 2010,2010
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Figure AD.25 Optimization Surface - FR CR=0.75 Scenario - 10 Criteria Equally Weighted
Best, Worst, and Mean Scores
1140
1120'T
110 C
1 08C
1 06C
104C
102C
1 00C
98C
96C
- - - - - - -
- - -- - --_____ -- - -__
- --- - - - - - - -
I- - - - - - - - - - --- - -- --- --_____
- - - -I
0 2 4 6 8 10 12 14 16 18 20
Generation
Figure AD.26 Best, Worst and Average Individual Fitness of the GA Population for each
Generation - Equal Weight assigned to each Criterion - Optimum in 2010,2010
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Figure AD.27 Optimization Surface - FR CR=0.75 Scenario - 10 Criteria - Student Profile
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Figure AD.28 Best, Worst and Average Individual Fitness of the GA Population for each
Generation - Student Weight assigned to each Criterion - Optimum in 2060,2060
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Figure AD.29 Optimization Surface - FR CR=0.75 Scenario - 10 Criteria - Faculty Profile
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Figure AD.30 Best, Worst and Average Individual Fitness
Generation - Faculty Weight assigned to each Criterion
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Figure AD.31 Optimization Surface FR CR=0.75 Scenario - 10 Criteria - Industry Profile
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Figure AD.32 Best, Worst and Average Individual Fitness of the GA Population for each
Generation - Industry Weight assigned to each Criterion - Optimum in 2059,2060
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Figure AD.33 Optimization Surface - FR CR=0.75 Scenario - 10 Criteria -
National Lab Profile
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Figure AD.34 Best, Worst and Average Individual Fitness of the GA Population for each
Generation - National Lab Weight assigned to each Criterion - Optimum in 2010,2010
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Figure AD.35 Optimization Surface - FR CR=0.75 Scenario - 10 Criteria - Technical/Policy
Expert Profile
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Figure AD.36 Best, Worst and Average Individual Fitness of the GA Population for each
Generation - Technical/Policy Weight assigned to each Criterion - Optimum in 2010,2010
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Figure AD.37 Optimization Surface - U235 initiated FR and FR CR=0.75 Scenario - 10 Criteria
Equally Weighted
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Figure AD.38 Best, Worst and Average Individual Fitness of the GA Population for each
Generation - Equal Weight assigned to each Criterion - Optimum in 2010,2010
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Figure AD.39 Optimization Surface - U235 initiated FR and FR CR=0.75 Scenario - Student
Profile
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Figure AD.40 Best, Worst and Average Individual Fit
Generation - Student Weight assigned to each Crite
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Figure AD.41 Optimization Surface - U235 initiated FR and FR CR=0.75 Scenario - Faculty
Profile
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Figure AD.42 Best, Worst and Average Individual Fitness of the GA Population for each
Generation - Faculty Weight assigned to each Criterion - Optimum in 2034, 2094
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Figure AD.43 Optimization Surface - U235 initiated FR and FR CR=0.75 Scenario - Industry
Profile
1
(D
Cn
u)
Best, Worst, and Mean Scores
Generation
20
Figure AD.44 Best, Worst and Average Individual Fitness of the GA Population for each
Generation - Industry Weight assigned to each Criterion Optimum in 2069,2106
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Figure AD.45 Optimization Surface - U235 initiated FR and FR CR=0.75 Scenario - National
Laboratory Profile
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Figure AD.46 Best, Worst and Average Individual Fitness of the GA Population for each
Generation - National Lab Weight assigned to each Criterion - Optimum in 2010,2010
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Figure AD.47 Optimization Surface - U235 initiated FR and FR CR=0.75 Scenario -
Technical/Policy Expert Profile
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Figure AD.48 Best, Worst and Average Individual Fitness of the GA Population for each
Generation - Expert/Policy Weight assigned to each Criterion - Optimum in 2010,2010
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Appendix E: GA optimization tool results (2)
Table AE.1 Non Inferior Solutions as identified by the GA for the
FR CR=0.75 Fuel C cle Scenario
Year 1 Year 2 Payoff 1 Payoff 2 Payoff 3 Payoff 4 Payoff 5
2010 2010 113.839 113.839 101.1732 93.6965 94.6773
2110 2110 0.2477 0.2477 97.7657 116.5677 109.0954
2025.2 2051.4 115.9133 115.9133 100.5687 88.2427 97.7143
2014.1 2055.7 95.2012 95.2012 98.4806 104.5813 104.9433
2025.4 2051.3 115.774 115.774 100.5723 88.2584 97.7127
2054.4 2062.2 91.6254 91.6254 99.2511 103.7061 103.4291
2011.1 2109.2 82.5697 82.5697 97.1309 110.7321 108.952
2081.6 2102.4 30.2477 30.2477 97.6808 114.8368 109.0362
2058.3 2081 84.613 84.613 98.4676 105.0121 106.217
2070.1 2093.5 59.0402 59.0402 97.776 111.9653 108.5569
2024 2044.8 121.0371 121.0371 101.0308 88.6355 95.9585
2065.3 2072 78.9009 78.9009 98.5818 107.3363 106.1381
2029.8 2065.7 96.0526 96.0526 98.9139 102.4627 103.8742
2060.5 2068.9 84.3963 84.3963 98.8022 105.9713 105.2467
2040.5 2054.4 100.8978 100.8978 99.8242 100.3929 100.9663
2053.9 2084.4 78.452 78.452 97.9987 108.5594 107.4519
2097.9 2098 7.1827 7.1827 97.77 116.1021 109.0579
2034 2109.5 73.9164 73.9164 97.2401 111.7358 108.9932
2087.4 2109.5 20.3251 20.3251 97.6811 115.7902 109.1016
2075.1 2075.7 54.7368 54.7368 98.1739 110.9642 107.6573
2018.8 2064.8 92.291 92.291 98.1641 106.1547 106.163
2062.7 2096.3 68.483 68.483 97.6263 111.3871 108.6547
2027.9 2058.3 108.0805 108.0805 99.8608 94.3793 100.518
2048.7 2056.2 103.839 103.839 99.9075 98.8716 101.0908
2044.2 2067.2 99.7833 99.7833 99.3623 96.4958 102.6887
2032.5 2074.1 85.387 85.387 98.0733 107.4763 106.7762
2077.5 2088.6 43.7152 43.7152 97.918 112.7438 108.4398
2110 2110 0.2477 0.2477 97.7657 116.5677 109.0954
2074.4 2098.1 47.1827 47.1827 97.6866 113.447 108.8719
2011.3 2011.7 113.839 113.839 101.1732 93.6965 94.6773
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Year 1 Year 2 Payoff 6 Payoff 7 Payoff 8 Payoff 9 Payoff 10
2010 2010 148.7384 83.8589 31.7128 89.0072 94.7388
2110 2110 0 134.3384 389.9183 123.1546 134.2911
2025.2 2051.4 126.3602 92.111 65.7416 114.6157 71.8949
2014.1 2055.7 150.0864 109.7508 33.0388 72.9006 115.0913
2025.4 2051.3 125.6927 92.1463 66.6405 114.8012 71.8473
2054.4 2062.2 56.3486 111.1926 163.0595 106.4086 105.3791
2011.1 2109.2 150.624 119.9562 31.7994 120.2307 135.508
2081.6 2102.4 1.4443 132.7547 347.5078 118.965 132.6338
2058.3 2081 42.6255 119.1624 187.2132 105.7585 109.5841
2070.1 2093.5 12.3304 129.0074 280.403 111.3924 127.1047
2024 2044.8 129.0845 87.5791 61.6677 113.9528 74.0022
2065.3 2072 22.0169 121.1746 238.5977 115.0823 113.2586
2029.8 2065.7 112.2776 108.9569 84.4721 89.7974 107.2044
2060.5 2068.9 35.4296 117.5185 204.4449 111.1582 110.3446
2040.5 2054.4 89.0487 102.9542 116.2171 101.6185 98.9704
2053.9 2084.4 57.9521 121.4493 163.4617 95.3147 121.3051
2097.9 2098 0 134.118 385.3792 123.1934 133.3441
2034 2109.5 102.0562 122.7644 97.2046 120.8016 135.508
2087.4 2109.5 0.1726 133.6014 366.5682 122.5538 134.4766
2075.1 2075.7 5.8903 127.8532 310.7029 120.9642 121.4516
2018.8 2064.8 141.5454 113.3195 44.6342 75.1959 118.7068
2062.7 2096.3 28.5988 127.0048 223.2022 104.5486 128.6477
2027.9 2058.3 118.7425 99.8035 76.0619 104.9515 86.5344
2048.7 2056.2 70.5558 104.1722 140.864 111.8821 93.1746
2044.2 2067.2 79.438 107.582 129.1346 110.1724 88.6428
2032.5 2074.1 106.9211 116.7945 91.3536 82.2159 120.4699
2077.5 2088.6 3.7189 130.4748 327.483 118.8475 126.4795
2110 2110 0 134.3384 389.9183 123.1546 134.2911
2074.4 2098.1 6.5025 130.9673 310.7041 114.7187 130.4664
2011.3 2011.7 148.7384 83.8589 31.7128 89.0072 94.7388
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Table AE.2 Non Inferior Solutions as identified by the Genetic Algorithm for the
USFR and FR CR=0.75 Fuel Cycle Scenario
Year 1 Year 2 Payoff 1 Payoff 2 Payoff 3 Payoff 4 Payoff 5
2010 2010 105.6517 105.6517 104.9841 97.5912 83.0673
2110 2110 0.254 0.254 92.048 111.713 124.4177
2015.4 2076.1 84.442 84.442 93.8459 103.728 119.5682
2015.3 2065.1 86.5852 86.5852 95.318 103.4016 116.3066
2012.4 2013.3 109.5412 109.5412 104.7332 97.249 83.7447
2055.4 2055.7 85.6803 85.6803 96.4468 103.0351 113.0702
2010 2011 104.9849 104.9849 105.0267 98.0058 83.0674
2010 2109 84.6801 84.6801 91.447 106.0824 124.2536
2074.8 2109.4 46.1502 46.1502 91.8443 109.8065 124.418
2071.3 2108.8 54.85 54.85 91.7958 109.3372 124.4118
2031.7 2038.5 103.2545 103.2545 100.34 99.2937 98.6061
2039.7 2041.7 96.0946 96.0946 99.7515 100.8458 101.0907
2085.4 2110 24.0038 24.0038 91.9541 110.8346 124.4248
2010.8 2084.3 84.8706 84.8706 92.9436 104.0935 121.5755
2045.8 2063.7 81.9495 81.9495 95.5437 103.6945 115.8642
2012.8 2013.7 109.5094 109.5094 104.7316 97.2124 83.7446
2064.8 2064.9 76.8535 76.8535 95.4593 104.4431 116.3356
2060.3 2072.2 75.2342 75.2342 94.5271 104.9433 118.5157
2109.5 2109.8 0.381 0.381 92.0478 111.7113 124.4177
2046.6 2081.8 73.3926 73.3926 93.3832 105.4129 121.0487
2018.2 2049.5 94.2372 94.2372 97.2822 101.3929 109.9808
2012.6 2013.3 109.5412 109.5412 104.7332 97.249 83.7447
2046.6 2046.9 93.4593 93.4593 98.2426 101.6667 106.6323
2090.3 2109.8 16.2407 16.2407 91.9883 111.1545 124.4242
2068.9 2103 60.2318 60.2318 91.8483 108.3376 124.2755
2035.5 2041.2 99.2856 99.2856 99.7474 100.2141 100.9425
2109.9 2110 0.2858 0.2858 92.048 111.713 124.4177
2085.1 2085.1 30.1159 30.1159 93.3376 108.6901 121.9286
2077.1 2108.5 40.8636 40.8636 91.8726 110.0197 124.4182
2108.5 2109.8 0.635 0.635 92.047 111.7038 124.4178
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Year 1 Year 2 Payoff 6 Payoff 7 Payoff 8 Payoff 9 Payoff 10
2010 2010 130.4515 86.1756 27.9303 83.4888 105.0206
2110 2110 0 121.3872 327.4271 95.1411 109.6609
2015.4 2076.1 153.558 108.0477 29.9843 69.1078 112.0433
2015.3 2065.1 153.1414 110.7101 30.1997 72.0196 114.6784
2012.4 2013.3 131.6494 85.4962 27.9365 83.2747 104.6654
2055.4 2055.7 56.9629 114.763 164.0857 111.6823 106.5605
2010 2011 130.012 86.927 27.9061 83.5406 105.6293
2010 2109 156.1594 108.3909 26.703 92.4469 110.5844
2074.8 2109.4 6.3373 118.943 262.5791 94.0529 110.1105
2071.3 2108.8 10.7917 118.1466 242.9819 93.0923 110.1736
2031.7 2038.5 107.8564 96.9223 84.1813 95.0887 99.6072
2039.7 2041.7 88.0485 103.5362 124.8862 106.7103 100.5773
2085.4 2110 0.4349 120.5451 303.1689 94.8576 109.8533
2010.8 2084.3 156.1594 107.6466 27.0987 70.2859 111.5764
2045.8 2063.7 78.7513 114.21 117.3843 96.2219 109.9804
2012.8 2013.7 131.5694 85.5799 27.8629 83.058 104.5686
2064.8 2064.9 25.3957 117.8491 236.2454 115.8374 109.3642
2060.3 2072.2 37.3924 115.0958 183.866 99.7836 110.1891
2109.5 2109.8 0 121.3872 327.4102 95.1404 109.6618
2046.6 2081.8 74.7076 111.9941 117.9421 75.7494 111.8465
2018.2 2049.5 143.7984 108.4776 36.7783 80.5068 108.4592
2012.6 2013.3 131.6494 85.4962 27.9365 83.2747 104.6654
2046.6 2046.9 77.2422 109.4972 139.507 110.6685 102.4939
2090.3 2109.8 0.0157 120.9491 313.9577 94.9108 109.7642
2068.9 2103 15.0053 117.3425 227.1736 87.5229 109.0631
2035.5 2041.2 98.1276 101.4137 103.4112 101.3116 100.2311
2109.9 2110 0 121.3872 327.4236 95.1409 109.6609
2085.1 2085.1 0.481 119.6929 342.1543 108.5684 110.9033
2077.1 2108.5 4.2472 119.376 273.4223 93.3675 109.96
2108.5 2109.8 0 121.387 327.3555 95.1382 109.6527
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Table AE.3 Non Inferior Solutions as identified by the Genetic Algorithm for the
FBR Fuel Cycle Scenario
Year 1 Year 2 Payoff 1 Payoff 2 Payoff 3 Payoff 4 Payoff 5
2010 2110 85.8108 85.8108 94.8336 102.8202 112.7713
2087.2 2087.2 24.7909 24.7909 95.7573 106.8059 112.2996
2010 2010.3 111.3578 111.3578 102.0312 97.5849 92.79
2030.5 2109.9 79.8906 79.8906 94.924 103.6106 112.8065
2086.1 2097.1 23.906 23.906 95.5282 107.3786 112.7528
2067.9 2095.7 64.8166 64.8166 95.5375 105.3934 112.4444
2052.4 2061.4 89.5914 89.5914 98.0884 102.027 105.8219
2023.2 2069 90.2349 90.2349 96.2561 102.1301 109.944
2029.4 2029.6 111.4382 111.4382 101.5275 94.3532 95.3412
2080.1 2096.1 35.6982 35.6982 95.5559 106.8565 112.6483
2010 2010.1 111.3578 111.3578 102.0313 97.5828 92.7904
2060 2108.1 70.3507 70.3507 95.0765 104.8996 112.878
2064.1 2072 77.4775 77.4775 96.9654 103.7794 109.2585
2074.2 2097.6 49.3565 49.3565 95.4954 106.264 112.646
2027.3 2030.5 113.3848 113.3848 101.6708 94.8143 94.9215
2076.6 2095.2 44.2568 44.2568 95.5828 106.4603 112.555
2011.4 2107.7 85.8108 85.8108 94.8466 102.8689 112.7688
2029 2029.6 112.1782 112.1782 101.5951 94.4898 95.1533
2087 2095.3 22.619 22.619 95.5645 107.3951 112.7015
2039 2047.3 99.6782 99.6782 99.8593 97.455 100.808
2070.9 2108 56.4994 56.4994 95.2027 105.985 112.912
2071 2108.2 56.1937 56.1937 95.2028 105.9958 112.9126
2056.2 2078.8 81.5315 81.5315 96.624 103.3501 109.8265
2044.5 2064.4 94.1924 94.1924 98.3365 98.4282 105.1721
2046.2 2081.9 79.054 79.054 95.9623 103.4836 111.124
2031.6 2045.5 102.4775 102.4775 100.1934 97.506 99.5423
2076.2 2085.3 48.713 48.713 95.9402 106.0558 111.8847
2034.7 2063.9 90.5405 90.5405 97.7899 101.0823 106.299
2026.3 2026.5 108.3655 108.3655 101.4527 97.7782 95.242
2087.3 2094.2 22.4743 22.4743 95.5931 107.3774 112.6587
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Year 1 Year 2 Payoff 6 Payoff7 Payoff 8 Payoff 9 Payoff 10
2010 2110 150.2203 129.8704 31.7207 93.4656 165.1839
2087.2 2087.2 0.1844 142.9665 364.4344 96.7779 155.672
2010 2010.3 148.331 78.5213 32.4842 102.3622 90.9745
2030.5 2109.9 110.0978 132.3887 85.7607 93.2405 165.184
2086.1 2097.1 0.3209 144.0891 362.2142 93.1827 160.328
2067.9 2095.7 16.0695 139.3361 262.9525 84.9615 156.3414
2052.4 2061.4 61.2052 117.5779 153.9088 95.2689 119.8817
2023.2 2069 131.8571 123.7982 57.106 65.2121 143.2077
2029.4 2029.6 117.0412 86.4645 76.9135 115.1531 71.7685
2080.1 2096.1 2.1059 142.9803 340.3206 91.5471 158.7856
2010 2010.1 148.3309 78.5224 32.4841 102.3685 90.9636
2060 2108.1 36.5251 137.8457 203.8651 90.6794 164.9131
2064.1 2072 25.0601 129.8056 230.22 95.2725 133.8234
2074.2 2097.6 6.7531 141.6999 308.3102 88.5256 158.7414
2027.3 2030.5 121.7129 85.091 70.5648 114.2936 72.6183
2076.6 2095.2 4.4873 142.0285 322.1829 90.1807 157.5218
2011.4 2107.7 150.2203 129.8669 31.7207 89.647 164.9718
2029 2029.6 118.0011 85.9136 75.5967 115.2325 71.9229
2087 2095.3 0.1973 144.0632 364.9965 93.8138 159.7631
2039 2047.3 90.5 102.4115 113.4219 106.8236 90.0703
2070.9 2108 10.9336 141.4437 285.9077 91.5057 164.3338
2071 2108.2 10.7474 141.4821 286.8235 91.6536 164.3821
2056.2 2078.8 49.9831 128.6875 173.3683 82.0358 138.2983
2044.5 2064.4 79.0841 114.4054 128.981 95.5437 105.2251
2046.2 2081.9 73.0148 130.4624 137.8904 72.887 148.1045
2031.6 2045.5 108.8539 97.9903 88.4697 103.461 90.0847
2076.2 2085.3 4.8049 140.1944 318.4752 93.8709 151.1869
2034.7 2063.9 100.0341 116.1755 100.4519 81.0333 122.2526
2026.3 2026.5 123.4768 86.103 67.5521 105.4514 86.5572
2087.3 2094.2 0.1722 143.9737 365.6495 94.1367 159.2514
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Table AE.4 Non Inferior Solutions as identified by the Genetic Algorithm for the
USFR and FBR Fuel Cycle Scenario
Year 1 Year 2 Payoff 1 Payoff 2 Payoff 3 Payoff 4 Payoff5
2110 2110 0.2919 0.2919 91.2222 102.9902 125.0507
2012.7 2089.5 98.2671 98.2671 91.6896 96.7854 123.1037
2010.1 2107.5 97.3003 97.3003 90.6509 97.8436 124.8753
2055.6 2055.6 90.2408 90.2408 96.1958 100.1133 113.1867
2024 2073.6 92.7216 92.7216 93.6846 98.4507 119.4104
2063.1 2095.6 78.3291 78.3291 91.4273 99.1862 124.1714
2017.3 2079.2 93.579 93.579 92.866 97.7417 120.8992
2036.6 2036.7 100.6567 100.6567 101.038 100.5169 96.6035
2083.3 2097.3 33.1448 33.1448 91.4961 101.3241 124.515
2011.3 2108.9 97.3003 97.3003 90.6272 97.804 124.8857
2010 2010.2 113.5717 113.5717 105.1354 99.4044 82.7343
2083.5 2083.5 36.7931 36.7931 92.8185 101.4502 122.1414
2011.8 2011.9 113.4258 113.4258 105.048 99.2563 82.964
2077.6 2108.5 45.6403 45.6403 91.0583 101.5175 125.051
2110 2110 0.2919 0.2919 91.2222 102.9902 125.0507
2012.9 2013.4 117.7125 117.7125 104.9088 99.2485 83.4156
2075.8 2085.1 54.4692 54.4692 92.5618 100.6133 122.4246
2031.8 2080.2 88.5808 88.5808 92.8394 98.3358 121.1613
2035.6 2036.7 105.3083 105.3083 101.0208 100.3166 96.5753
2013.1 2043.7 101.5323 101.5323 99.0603 98.1522 102.7239
2088.6 2110 21.6709 21.6709 91.1518 102.3773 125.0577
2109.7 2109.8 0.3648 0.3648 91.2222 102.9899 125.0507
2058.5 2109.1 80.6457 80.6457 90.8368 99.6327 124.9988
2020.8 2029 114.046 114.046 103.2552 99.1861 88.7351
2070.4 2109.5 65.4506 65.4506 90.9614 100.7202 125.044
2068.5 2084.3 71.3608 71.3608 92.5671 99.9166 122.1877
2037.6 2037.7 102.2984 102.2984 100.7355 100.5035 97.6292
2013.7 2089.5 98.2671 98.2671 91.6896 96.7854 123.1037
2089.8 2108.6 19.4819 19.4819 91.1594 102.4154 125.0551
2010.1 2010.1 113.4805 113.4805 105.1422 99.4685 82.7352
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Year 1 Year 2 Payoff 6 Payoff7 Payoff 8 Payoff 9 Payoff 10
2110 2110 0 123.3483 325.5395 80.0382 123.379
2012.7 2089.5 156.1137 108.8405 26.9685 61.0175 122.3495
2010.1 2107.5 156.1137 110.1339 26.549 75.6987 124.2428
2055.6 2055.6 56.5784 116.4498 164.1695 100.2497 117.1941
2024 2073.6 134.9666 111.6692 49.9274 61.0253 126.6436
2063.1 2095.6 28.1908 116.9658 189.9821 69.3813 121.8155
2017.3 2079.2 150.1449 109.773 33.4281 59.6228 125.3767
2036.6 2036.7 93.2676 97.6437 119.7478 104.4625 98.5121
2083.3 2097.3 0.9317 121.7665 299.8264 79.5737 121.7889
2011.3 2108.9 156.1137 110.1422 26.549 77.7722 124.4333
2010 2010.2 135.3572 71.7524 28.5753 97.9411 86.7406
2083.5 2083.5 0.86 121.5824 340.1607 93.6562 125.3769
2011.8 2011.9 135.7492 71.4718 29.0633 97.7764 86.5919
2077.6 2108.5 3.8544 121.3952 274.0661 78.596 123.7093
2110 2110 0 123.3483 325.5395 80.0382 123.379
2012.9 2013.4 136.2024 71.7789 28.5122 97.3328 86.8886
2075.8 2085.1 5.338 120.1977 290.9471 87.2396 124.9477
2031.8 2080.2 113.0721 111.6218 73.6454 60.4367 125.2714
2035.6 2036.7 99.2596 96.6053 104.923 102.4629 97.8414
2013.1 2043.7 146.1031 97.608 28.6376 77.2058 104.2044
2088.6 2110 0.082 122.776 308.7729 79.854 123.5232
2109.7 2109.8 0 123.3483 325.532 80.0381 123.3845
2058.5 2109.1 43.2766 116.4451 160.5686 78.1999 124.3966
2020.8 2029 128.2719 79.5673 44.8013 95.0627 90.8308
2070.4 2109.5 12.1591 119.8298 236.1856 79.0224 124.0626
2068.5 2084.3 15.7145 118.4282 236.9906 81.4322 125.2101
2037.6 2037.7 94.2524 99.2712 115.6811 103.7639 99.6435
2013.7 2089.5 156.1137 108.8405 26.9685 61.0175 122.3495
2089.8 2108.6 0.0274 122.8668 311.2353 79.5147 123.4045
2010.1 2010.1 135.2687 71.9252 28.5722 97.8635 86.9263
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