Abstract. We consider a nonlinear L 2 -critical nonlinear Dirac equation in one space dimension known as the Thirring model. Global well-posedness in L 2 for this equation was proved by Candy. Here we prove that the equation is ill posed in L p for 1 ≤ p < 2, and in the massless case also in H s with s < 0.
Introduction
We consider the following nonlinear Dirac equation on the Minkowski space-time R 1+1 : (−iγ µ ∂ µ + m)ψ = (ψγ µ ψ)γ µ ψ.
In quantum field theory, this is known as the Thirring model [4] and describes the self-interactions of a Dirac field. Here we are interested in the Cauchy problem with initial data ψ| t=0 = ψ 0 .
The unknown is the Dirac spinor field ψ : R 1+1 → C 2 , regarded as a column vector. It is acted on by multiplication from the left by the 2×2 Dirac matrices γ µ (µ = 0, 1), which satisfy γ µ γ ν + γ ν γ µ = 2g µν I (g 00 = 1, g 11 = −1, g 01 = g 10 = 0) and
The constant m ≥ 0 is the mass, and ψ = ψ * γ 0 is the adjoint spinor, where ψ * denotes the complex conjugate. The equation is written in covariant form on R
1+1
with coordinates x µ (µ = 0, 1) and metric (g µν ) = diag (1, −1) , where x 0 = t is time and x 1 = x is spatial position, and we write ∂ µ = ∂/∂x µ , so ∂ 0 = ∂ t and ∂ 1 = ∂ x . In the massless case m = 0, the Thirring model is invariant under the rescaling ψ(x, t) −→ λ 1/2 ψ(λx, λt)
for parameters λ > 0, hence the scaling critical data space is L 2 (R). Global wellposedness in that space (for any m ≥ 0) was proved by Candy [1] . The analogous result for the Thirring model coupled to an electromagnetic field was proved by one of the authors in [3] . The first global existence result is due to Delgado [2] , for more regular data, namely in H 1 (R) = W 1,2 (R). The purpose of this note is to prove that local well-posedness fails below the critical regularity, namely in L p (R) with 1 ≤ p < 2. Moreover, in the massless case, we also show that it fails in H s (R) with s < 0. To be precise, by local well-posedness in a Banach space X 0 of initial data (which for us will be L p (R) or H s (R)), containing L supported square integrable functions) as a dense subspace, we mean here the following: For any data ψ 0 ∈ X 0 there exist This notion of local well-posedness is fairly weak, since we do not require that for every ψ ′ 0 ∈ Ω, the field ψ ′ := S(ψ ′ 0 ) must satisfy the nonlinear Dirac equation in the sense of distributions on R × (0, T ). All we require is that S be an extension of the data-to-solution map for the square integrable and compactly supported functions in Ω, obtained by Candy [1] .
Our main result is that even this rather weak notion of local well-posedness fails for the Thirring model when X 0 = L p (R) with p < 2.
Theorem 1. The Cauchy problem (1) for the Thirring model fails to be locally well posed (in the sense stated above) in the data space L p (R) for 1 ≤ p < 2. Moreover, in the massless case m = 0, local well-posedness fails also in H s (R) for s < 0.
More precisely, the failure of local well-posedness is demonstrated for the specific choice of data
,
is the characteristic function of the interval (−1, 1). This function belongs to L p (R) for 1 ≤ p < 2, but fails to belong to L 2 (R). Moreover, by dual Sobolev embedding it follows that it also belongs to H s (R) for s < 0. We then show that, regardless of the choice of neighborhood Ω of ψ 0 in L p , and regardless of how small we take T > 0, there cannot exist an extension S : [1] . To demonstrate the non-existence of an extension, we consider the approximating data
for ε > 0, which belong to L 2 (R) and therefore evolve to globally well posed solutions ψ ε ∈ C(R; L 2 ) by the result of Candy [1] . Note that as ε → 0, we have ψ
, no matter how small we take T > 0, and similarly in the case of H s . The paper is organized as follows: In the next section, we rewrite the system in terms of the components of the spinor, and we recall one of its key features: the conservation of charge. In section 3 we consider first the massless case, where the above assertion (and the corresponding one for H s ) is easily proved since the solution ψ ε with initial data ψ ε 0 can be computed directly. Moreover, in this case it can also be observed that ψ ε in fact bifurcates to a continuum of possible solutions depending on the sequence along which ε is allowed to tend to zero. Finally in section 5, we give the proof in the massive case.
Preliminaries
Adopting the particular representation
for the Dirac matrices, and writing ψ = (u, v) ⊺ , where u and v take values in C, we see that the Cauchy problem takes the more convenient form
To get ill-posedness we use the data
and the approximations
The latter belong to L 2 (R), hence there is a corresponding global solution to (1) 
In fact, we will remove the characteristic function χ (−1,1) when performing our calculations. By finite speed of propagation, this does not affect the solution in the region |x| + |t| < 1, and for the proof of ill-posedness it will be enough to work in that region.
A key fact that we will make use of is the conservation of charge in its local form,
see, e.g., section 2 of [3] .
The massless case
In this section we assume m = 0, in which case the system
can be integrated by multiplying u and v by integrating factors e −iφ+ and e −iφ− , respectively, where φ + and φ − are defined by
This gives
In particular, |u(x, t)| = |f (x − t)| and |v(x, t)| = |g(x + t)|, so we have
Now we choose our data as in (3), but without the characteristic function (see the remark in section 2) and calculate the solution (u ε , v ε ), so
and we denote this function simply by φ ε . It is given by
and we calculate it for t > 0 by separating into the regions corresponding to x ≥ t, t ≥ |x| and x ≤ −t, respectively:
(ii) For t ≥ |x|,
Thus, in the region t > |x|,
where the right hand sides converge uniformly (as do all derivatives) on compact subsets of t > |x|, as ε → 0. Fixing t ∈ (0, 1/2) and restricting to x ∈ (−t, t), it follows that (u ε , v ε ) cannot converge in L p or in H s , as ε → 0. On the other hand, the data converge in those spaces if p < 2 or s < 0, respectively, so we have a contradiction to local well-posedness in those cases.
This concludes the proof of Theorem 1 in the massless case. The problem is that it is not clear how to generalize the above argument to the massive case. In the next section we provide an alternative argument for the ill-posedness in L p in the massless case, which is less direct but gives us the idea of how to treat the massive case.
The massless case-an alternative approach
The argument for the massless case in the previous section depends strongly on the fact that φ ε + and φ ε − are explicitly known, so that we can integrate the equations. In the massive case, on the other hand, these functions are not explicitly known, so it is hard to see how to generalize the argument. What one does know also in the massive case, however, is that
by the conservation of charge (4) . To make use of this fact, it is natural to try to deduce the ill-posedness in terms of the product uv, since then the above phase appears. We first do this in the massless case to show the idea in a simple setting, and then in the next section we show how to generalize to the massive case.
In the massless case,
In the region t > |x|, this becomes e 4i log ε u ε v ε (x, t) = e 2i log(ε+x+t)
Choosing positive sequences ε n → 0 and ε ′ n → 0 such that e 4i log εn = 1 and e 4i log ε ′ n = −1 for all n ∈ N, we get + u ε v ε (x, t) = e 2i log(ε+x+t)
as well as
Note that as n → ∞, the right hand sides converge pointwise in the region t > |x|, to e 2i log(x+t)
Now let p ∈ [1, 2) and assume that local well-posedness holds in
But convergence in L p implies pointwise converges a.e. of a subsequence. Thus, fixing a t ∈ (0, T ) and passing to suitable subsequences of (ε n ) and (ε ′ n ), we may assume that u ε (x, t) → u(x, t) and v ε (x, t) → v(x, t), for almost every x, along ε = ε n and also along ε = ε ′ n . But then, passing to the limit in (5) and (6), we get +uv(x, t) = −uv(x, t) = e 2i log(x+t)
for almost every x ∈ (−t, t). But this is clearly not possible, since the right hand side is nonzero everywhere in that interval. The assumption of local well-posedness therefore leads to a contradiction. We now show how to generalize this argument to the massive case.
The massive case
In this section we consider the general case, m ≥ 0, so the Cauchy problem reads
Again we define φ + and φ − by
that is,
which integrates to
Thus,
where
Now we take the data (f ε , g ε ) as in (3) and introduce superscripts or subscripts ε on the functions to indicate their dependence on that parameter. By the conservation of charge (4),
where the right hand side was calculated in section 3. Then for t > |x|, e 4i log ε u ε v ε (x, t) = e 2i log(ε+x+t)
where R ε (x, t) = e 2i log(ε+x+t) e 2i log(ε+t−x) 3 j=1 R j,ε (x, t).
Thus, to make the argument from massless case in the previous section work out, all we have to do is to show that the remainder terms R j,ε are negligible compared to the first term on the right hand side of (9), pointwise in some closed ball in the region t > |x|.
We choose the ball B = B δ/4 (0, δ) centered at (x, t) = (0, δ) with radius δ/4, where δ ≪ 1 remains to be chosen. Assuming ε < δ (as we may, since ε will tend to zero), then on the absolute value of the first term on the right hand side of (9) we have the bounds 1 2δ ≤ e 2i log(ε+x+t)
The next step is to derive some pointwise bounds on |R j,ε |. To this end, it suffices to obtain bounds for the integrals
To obtain such bounds we define, for t > 0,
From (7) and (8) we have, for any y ∈ R and σ > 0,
and integrating this with respect to σ ∈ (0, t) we get
By Grönwall's inequality it follows that
for t > 0.
We can now obtain the desired bounds for |R j,ε | in the ball B = B δ/4 (0, δ) for δ > 0 sufficiently small. Clearly,
and for (x, t) ∈ B we have |x±t| ≥ δ/2 and A(t) ≤ cδ 1/2 (where c = 16e 2m suffices), so we get and upper bound sup
uniformly in δ and in ε < δ (in fact, we can take C = 4mc+m 2 c 2 , where c = 16e 2m ). Comparing (10) and (11), we see that on the right hand side of (9), the first term dominates for (x, t) in B = B δ/4 (0, δ) if we choose 0 < δ ≪ 1/C. It is then clear that we can carry through the argument from the massless case in the previous section and we get a contradiction to well-posedness.
This concludes the proof of Theorem 1.
Further remarks on the massless case
We conclude with some remarks on what happens as ε → 0 in the case m = 0. In fact, although the solution (u ε , v ε ) does not have a limit as ε → 0, one can nevertheless observe that by restricting ε to suitable sequences ε n → 0, then the solution does converge in C([0, T ]; L p ), 1 ≤ p < 2, to a valid solution in that space. In this way, one obtains a continuum of possible limiting solutions, depending on the choice of the sequence ε n . We now briefly summarize how this works.
First, we write out the complete solution (u ε , v ε ) for t ≥ 0, as computed in section 3:
Now fix λ ∈ R and choose a positive sequence ε n → 0 such that e −2i log εn −→ e iλ as n → ∞. Letting ε tend to zero along this sequence ε n , the solution (u ε , v ε ) above formally converges to (u, v) given by, for t > 0,
(ii) For t > |x|,
For t = 0 we define u(x, 0) = v(x, 0) = |x| −1/2 . In fact, a straightforward analysis reveals that the convergence (u ε , v ε ) → (u, v) along ε = ε n as n → ∞ is valid in C([0, T ]; L p (R)) for 1 ≤ p < 2 and any T > 0. Moreover, (u, v) makes sense as a solution of the massless Cauchy problem in the sense of distributions on R × (0, T ), if the nonlinear terms are interpreted in a certain principle value sense.
Thus, to every point e iλ on the unit circle in the complex plane there corresponds a valid solution (u, v) which is obtained as a limit from the family of solutions (u ε , v ε ), and these different solutions all have the same initial data u(x, 0) = v(x, 0) = |x| −1/2 . To end, let us briefly show how the nonlinear terms make sense across the characteristics x = ±t. In wave coordinates y = x + t, s = t − x, the massless equations become
We want to check that these are satisfied in a reasonable sense by our functions u and v, which are given by (we exclude the quadrant y, s < 0, since we consider t > 0 only): 
