We consider the generalized continuous-time Lyapunov equation:
Introduction

Consider the generalized continuous-time algebraic Lyapunov equation (GCALE)
A * X B + B * X A = −Q
with given matrices Q, A, B and unknown matrix X . Such equations play an important role in stability theory [6, 18] , optimal control problems [14, 17] and balanced model reduction [16] . In [19] , it is proved that Eq. 
The classical numerical methods to solve Eq. (2) are the Bartels-Stewart method [1] , the Hammarling method [10] and the Hessenberg-Schur method [9] . An extension of these methods to solve Eq. (1) with the assumption A is nonsingular, is given in [5, 7, 8, 9, 19] . Other approaches to solve Eq. (1) are the sign function method [4, 13, 15] , the ADI method [3, 11, 20] . In this paper, we consider Eq. (1), where Q is an N × N Hermitian positive definite matrix and A, B are arbitrary N × N matrices. Using Bhaskar-Lakshmikantham coupled fixed point theorem [2] , we provide a sufficient condition that assures the existence and uniqueness of a Hermitian positive definite solution to Eq. (1). Moreover, we present an algorithm to solve this equation. Numerical experiments are given to illustrate our theoretical result.
Notations and preliminaries
We shall use the following notations: M (N ) denotes the set of all N × N matrices, H (N ) ⊂ M (N ) the set of all N × N Hermitian matrices and P (N ) ⊂ H (N ) is the set of all N × N positive definite matrices. Instead of X ∈ P (N ), we will also write X > 0. Furthermore, X ≥ 0 means that X is positive semidefinite. As a different notation for
We denote by · the spectral norm, i.e., A = λ + (A * A), where λ + (A * A) is the largest eigenvalue of A * A. The N × N identity matrix will be written as I .
It turns out that it is convenient here to use the metric induced by the trace norm · 1 . Recall that this norm is given by A 1 = n j =1 s j (A), where s j (A), j = 1, . . . , n are the singular values of A. In fact, we shall use a slight modification of this norm. For Q ∈ P (N ), we define
For any U ∈ M (N ), we denote by Sp(U ) the spectrum of U , that is, the set of its eigenvalues.
The following lemmas will be useful later. 
The proof of our main result is based on the following fixed point theorems. 
for all x ≥ u and y ≤ v. Suppose also that
(ii) every pair of elements has either a lower bound or an upper bound, that is, for every (x, y) ∈ ∆×∆, there exists a z ∈ ∆ such that x ≤ z and y ≤ z.
Then, there exists a unique x ∈ ∆ such that x = F (x, x). Moreover, the sequences {x n } and {y n } defined by x n+1 = F (x n , y n ) and y n+1 = F (y n , x n ) converge to x, with the following estimate
Theorem 2.2 (Schauder Fixed point theorem) Let S be a nonempty, compact, convex subset of a normed vector space. Every continuous function f : S → S mapping S into itself has a fixed point.
Main result
Our main result is the following.
Theorem 3.1 Suppose that there exists
Then,
(1) has one and only one solution X ∈ P (N ).
(
(iii) Let (X n ) and (Y n ) the sequences defined by X 0 = 0, Y 0 = M , and
We have lim
and the error estimation is given by
for all n, where 0 < δ < 1.
Proof. It is easy to show that Eq. (1) is equivalent to
Consider the continuous mapping F :
Clearly, Eq. (6) is equivalent to
This implies that F is a mixed monotone mapping.
On the other hand, using Lemma 2.1, we have
Thus, we have
Similarly, we have
Now, using (9) and (10), we get
. Now, from Lemma 2.2, (a) and (b), we have δ ∈ (0, 1). Taking X 0 = 0 and Y 0 = M , from (c) and (d), it follows that
Since all the hypotheses of Theorem 2.1 are satisfied, we deduce that there exists a unique X ∈ H (N ) solution to Eq. (8). This implies that Eq. (1) has a unique solution X ∈ H (N ). Now, to establish (i), we need to prove that X ∈ P (N ). The Schauder fixed point theorem will be useful in this step. Define the mapping G :
Note that from (11) and the mixed monotone property of F , we have
Using the mixed monotone property of F , we get
On the other hand, from (11), we have
Again, using the mixed monotone property of F , we get
Since G is continuous, it follows from Schauder's fixed point theorem (see Theorem 2.2) that G has at least one fixed point in this set. However, fixed points of G are solutions of (1), and we proved already that (1) has a unique Hermitian solution. Thus this solution must be in the set [
Thus, we proved (i) and (ii). The proof of (iii) follows immediately from Theorem 2.1.
Now, we present some consequences following from Theorem 3.1, when A, B are Hermitian matrices. (
Corollary 3.1 Suppose that
(iii) Let (X n ) and (Y n ) the sequences defined by X 0 = 0, Y 0 = 2Q, and
Proof. It follows from Theorem 3.1 by taking Q = Q and M = 2Q.
Corollary 3.2 Suppose that
where
(iii) Let (X n ) and (Y n ) the sequences defined by X 0 = 0, Y 0 = I , and
Proof. It follows from Theorem 3.1 by taking Q = M = I .
Numerical experiments
In this section, we present some numerical experiments to check the convergence of the proposed algorithm (3). We take X 0 = 0 and Y 0 = M ∈ P (N ). For each iteration i , we consider the residual errors
All programs are written in MATLAB version 7.1. 
