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Determination of volumetric gas-liquid mass transfer coefficient of carbon monoxide in a batch cultivation system using kinetic simulations
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Introduction
Fossil fuel refinery has been a major source for global energy production. The predicted scarcity, uneven regional distribution, and greenhouse gas emissions have triggered the use of clean technologies for fossil fuels, and to explore alternate energy resources (Verma et al., 2016) . Microbial synthesis gas (syngas) fermentation is a very promising technology in this context; since, it employs biological catalysts to convert syngas into platform chemicals, and clean energy biofuels (Munasinghe & Khanal, 2010 ). Syngas; a mixture of carbon monoxide (CO), hydrogen (H 2 ), carbon dioxide (CO 2 ), can be produced by the gasification of fossil (e.g., coal) and renewable energy resources (e.g., biomass). The versatility of feedstock for syngas production, and its availability in waste streams from thermal power plants, iron works and various chemical processes ) make it superior choice over agroenergy crops for biorefinery (Ramachandriya et al., 2016) .
Bioprocess scale-up for microbial syngas utilization relies on efficient gas-liquid mass transfer of syngas (CO, in particular) in fermentation medium (Bredwell et al., 1999 ; GarciaOchoa & Gomez, 2009; Yasin et al., 2015) . Syngas-utilizing bacteria uptake the gaseous substrates in the dissolved state. The dissolved gas concentrations in the fermentation medium depend on the ability of the bioreactor to deliver gas to the reaction system (Doran, 1995; Garcia-Ochoa & Gomez, 2009 ). The mass transfer rate of bioreactor system dependent on two important parameters: driving force (C*-C CO ) and volumetric gas-liquid mass transfer coefficient (k L a). The determination of aforementioned parameters is a prerequisite to devise scale-up strategies for syngas fermentation (Jeong et al., 2016) . This requires online monitoring and measurement of dissolved CO (C CO ) levels, which is not possible for relatively small systems such as vial and tube culture owing to limited sample volume, configurational limitations and unavailability of online monitoring equipment.
Kinetic modeling has been a valuable tool to predict the nature and control of gas fermentation processes. k L a to achieve those C CO levels during fermentation.
In previous studies, dimensional analysis was used to normalize the mass transfer data, and to predict the k L a values (Ahmed & Semmens, 1992; Munasinghe & Khanal, 2012) . No study has yet been reported to predict the actual k L a that produces real time dissolved gas concentration (C L ) levels in the system. The actual C CO values are important for determining precise microbial activity, in terms of microbial growth and product formation (Merchuk & Asenjo, 1995) . Thus, the microbial kinetic parameters are incorporated into the gas-liquid mass transfer kinetics (Merkel & Krauth, 1999; Vega et al., 1989a; Vega et al., 1989b) .
In this study, gas-liquid mass transfer parameters and modified Monod model were employed to simulate the kinetics of batch microbial cultivation system fed with CO. Time course microbial growth, product formations, and CO consumptions were simulated by predicting the required k L a. Finally, saturated and dissolved CO concentrations; mass transfer rate, and specific CO consumption rates were simulated to represent their variations during batch fermentation.
Materials and methods

Strain and culture
Eubacterium limosum KIST612 was used as a model strain to simulate batch cultivation using CO substrate (Chang et al., 1997) . The composition of the fermentation medium, the growth characteristics of the bacterium, and conditions for strain cultivation can be found elsewhere (Chang et al., 1999 ).
Quantification of cell growth and products
The cell concentrations, and products (CO 2 , and acetic acid) data used in this study are adopted from previous study (Chang et al., 1999) . Standard methods were used for the quantification of cell concentration, acetic acid and CO and CO 2 .
Product inhibition constant
The product inhibition constant of the undissociated acetic acid was determined using the cultivation under different concentrations of sodium acetate (0-480 mM) and a fixed pressure of 1 atm CO. The specific growth rate (ߤ) for each acetate concentration was measured to determine the effect of product inhibition on microbial growth.
Kinetic model
The mathematical model equations were developed to describe the batch system with gas substrate. All numerical simulations and statistical analyses were performed using Microsoft
The Monod kinetic model may be used to describe microbial growth under significantly substrate-limited conditions, such as in vial cultures that cannot maintain a high mechanical agitation speed. In this study, the substrate inhibitory effect of CO was not considered. Therefore, the model began as follows:
Where ‫ܭ‬ ௌ is the substrate saturation constant (mM)
Several organic acid products, such as acetic acid or butyric acid, were produced in the liquid medium, and were present in undissociated forms that could easily pass through the cellular membrane. The undissociated acids that diffused into the cells changes the intracellular pH. Cell death during cultivations is accelerated by high product inhibition.
Because Eqn. 1 did not contain terms relating to the effects of cell death and product inhibition, it was modified by introducing the product inhibition constant of acetate (K P ) and the endogenous cell death coefficient (K d ), as follows:
Product inhibition influences not only the cell death rate, but the growth rate of living cells; therefore, the cell growth term was modified to include a non-competitive product inhibition form as follows:
The formation of the cell mass ‫)ݐ݀/ܺ݀(‬ was expressed as a function of the cell concentration as follows:
Under the experimental conditions, there is no need to use complex equation of state (EOS)
because the behavior of real gas molecules may be modeled as an ideal gas. The CO partial pressure (ܲ ) was predicted from the simulated CO (ܰ ை ) present in the headspace using the ideal gas law to simplify the conversion:
Where ܶ is the temperature (K), ܸ is the headspace volume (L)
The gas-liquid mass transfer parameter was introduced to predict the dynamic behavior of CO as a substrate. A saturated concentration of the dissolved CO (ܲ • ‫ܪ‬ ) was estimated using Henry' law. Finally, the change in dissolved CO concentration by time became:
Where ‫ܪ‬ is Henry's constant of CO (mmol/L/atm), ܻ / is yield coefficient of cell mass from CO (mg/mmol), ܲ is CO partial pressure in headspace (atm) ܰ ை was simulated based on the dissolved CO consumed in the broth(ܸ ) as follows:
CO 2 in the headspace (ܰ మ ) was simulated by combining the CO consumed in the medium with the CO 2 yield on CO (ܻ ை మ /ை ):
In the same way, acetate production was simply predicted from the microbial CO consumption through the acetate yield coefficient on CO (ܻ /ை ):
The initial conditions used for each model are provided in Table 1 . inhibited by high acetate concentrations (Chang et al., 1998) . In this study, acetate does not appear to inhibit cell growth at low concentrations up to 120 mM. Beyond this limit, cells grow more slowly. Inhibition of the specific growth rate was nearly linear up to 480 mM.
These data were used to extrapolate the cell growth inhibition beyond 120 mM to obtain a maximum specific growth rate at 240, 360, and 480 mM to predict the product inhibition constant (K P ). The extrapolation suggested that E. limosum KIST612 could not grow at/above 744 mM sodium acetate in the medium. At this concentration, 4.2 mM of the total acetic acid was present in an undissociated form. This concentration was considered to provide an acetate inhibition constant of E. limosum KIST612 in the neutral pH range. Although the batch culture investigated in this study did not achieve a high titer of acetic acid, this constant was necessary for predicting the microbial kinetics and behaviors of gas molecules in batch or CO fed-batch cultivation systems that can easily reach product quantities of several hundred moles.
Simulation of the kinetic models
In order to simulate this system, Monod equation was first modified using the ‫ܭ‬ ௗ and K P .
Based on this model, the overall microbial kinetics were simulated using a variety of ݇ ܽ.
Although ߤ appeared to be a major parameter, it was significantly affected by C co , determined by the gas-liquid mass transfer and microbial activity of the cultivation system.
Time course measurements for ߤ were simulated using the maximum specific growth rate (ߤ ௫ ) determined from the experimental data. ‫ܭ‬ ௗ of 0.002 /hr was selected by comparing the experimental and simulated values. A k L a of 13 /hr was used based on the results presented in Fig. 3 (A) . The kinetic parameters, constants, and yield coefficients are summarized in Table 2 .
As shown in Fig. 2 graphs using (C co ≠0) condition , the overall simulated lines agreed with the experimental data from 13 to 20 /hr k L a; however, the simulation slightly underestimated the log phase growth at a k L a of 13 /hr because the yield coefficient measurements were obtained using only log phase data and not end point. predicted and measured overall X in Fig. 2 (A) were slightly inconsistent. As a result, a normalized root mean square value (NRMSE) of 6.76 % was obtained. In case of a k L a of 20 /hr, overall trend during log phase showed better fitting than that of a k L a of 13 /hr, but overestimation occurred over 24 hr. Headspace CO 2 showed a good agreement with experimental data at 20 /hr, resulting in 4.1 % NRMSE that is the second lowest value in NRMSE analysis of all the results simulated in this study. The NRMSE values of the simulations using (C co ≠ 0) condition was summarized in Table 3 . In the case of acetate in Fig. 2 (C) , the final Cace of 19.83 mM was 10.7 % higher than the simulated value of 17.7 mM at a k L a of 13 /hr, leading to a 5.60 % NRMSE. Cace was overestimated during late log to stationary phase over a k L a of 20 /hr and reached to around 18.2 mM. Fig. 2 (D) , (E) and (F) are the simulated results using (C co = 0) in Eqn. 6. The simulation trend was almost similar with that of (C co ≠ 0) condition up to a k L a of 3 /hr, however, the simulated line has begun to be overestimated and show a sharp change from a k L a of 6 /hr. At a k L a of 11.5 /hr, all the simulations reached to the maximum value in about 18 hr, leading to significant inconsistency compared to experimental data. It would be due to the maximized mass transfer (݇ ܽ • ܲ • ‫ܪ‬ ) without C co assumption. These results actually showed higher values of NRMSE than (C co ≠ 0) condition at a similar k L a as shown in Table 4 . Fig. 2 indicated a need for appropriate assumption and accurate measurements of coefficients used to mathematical models to achieve a more precise simulation result. In order to simulate a gas cultivation system, delicate C co will have to be introduced based on the mass transfer for the prediction of more accurate simulation parameters as well as ߤ.
Prediction of k L a of the system via the headspace CO simulation
Elaborated model is applicable under kinetically limited and non-limited condition. The differences among the various simulation results of headspace CO are highlighted in Fig. 3 .
Simulations were performed under two conditions (C co = 0 and C co ≠ 0). Eqn. 7 was used to simulate the time courses of the headspace CO. In case of Fig. 3 (B) , same assumption as used in Fig. 2 (D) , (E) and (F) was adopted, which overestimated the gas-liquid mass transfer rate (݇ ܽ • ܲ • ‫ܪ‬ ). This effect resulted in a mismatch between the simulation trend shown in Fig. 3 (B) and the actual data, and smaller values than those plotted in Fig. 3 (A) were obtained at similar k L a. The simulated headspace CO deviation from experimental data increased, even with a slight increase in k L a. The headspace CO simulated in Fig. 3 (B) was depleted within 20 hr at a k L a of only 11.5 /hr. Also, the dramatic change in the simulation line reduced the reliability of this model. It was re-confirmed that no C co assumption produced a large error in the system performance estimates as well as in the simulation, resulting in an incorrect prediction of k L a.
On the other hand, Fig. 3 (A) displayed a much more reasonable change in the headspace CO in all time courses owing to the proper operation of the model described by Eqn. 6. The C co of the system simulated in Fig. 3 Yasin et al., 2014). In the whole reactions, the CO consumption rate achievable by microorganism exceeds the mass transfer rate achievable by gas-liquid equilibrium, and the poor mass transfer makes it impossible to maintain the dissolved CO concentration at a level capable of maximizing the microbial activity. Enhancing k L a of the vial over 13 /hr increased the overall CO consumption rate, as in the case of 50 /hr, shown in Fig. 3(A) .
Simulation of the CO concentration and volumetric mass transfer rate
The headspace CO simulated at 13 /hr k L a, as shown in Fig. 3 (A) , was converted to the partial pressure using Eqn. 5. The corresponding saturated CO concentrations (C * ) were predicted using Henry's law. C co was simulated given continuous microbial CO consumption (ߤ • ܺ/ܻ /ை ), as expressed in Eqn. 6 . Fig. 4 , shows that C co reached near-saturation levels at 0 hr. After inoculation with the microbial source, the CO consumption induced the decline in C co to a specific level such that the net q co and R were nearly equal at 0 h. The net CO consumption gradually increased over time due to cell growth. As a result, the gap between C co and C * increased, thereby increasing the driving force for mass transfer. q co was slightly larger than R. This trend continued to the mid-log phase, and maximized values of R and q co were achieved at 16 hr, as indicated by the dotted lines. After this stage, R and CO consumption began to decrease sharply by the insufficient CO partial pressure. Keeping the mass transfer rate and cell growth rate high required a large driving force; however, during the middle stage of cultivation, the CO partial pressure remaining in the headspace dropped. Finally, C * could not be kept as high as the early stages of the cultivation. C co was maintained below 0.05 mM after 18 hr. Under these conditions, serious cell growth and CO consumption limitation occurs. The gap between q co and R was gradually decreased as shown in the ellipse directed by an arrow in Fig. 4 , indicating that the dependence of the cell growth on the gas-liquid mass transfer increased.
Significance of study and future research directions
Conventional methods for evaluating the k L a involves indirect measurement of C co through gas chromatography, and enzyme assay (Munasinghe & Khanal, 2014) . Challenges for their real applications are listed in table 6. This is the first study which proposed a way to predict the k L a and C co under biotic conditions for batch systems which can be modified for continuous systems. Time course estimation of C co levels during continuous fermentation may help to maintain the optimum C co levels for ideal bioreactor operation.
Summary of equations used to model mass transfer and microbial growth during gas-liquid fermentation is listed in Table 5 . All the previous studied are based on the saturated gas 
Conclusions
This study proposed a kinetic model of batch fermentation systems that utilized gaseous substrates to predict the dynamic behavior of gas molecules. These results revealed that vialscale cultivation could be carried out at a k L a of about 13 /hr under given condition. The predicted k L a was used to simulate CO 2 , acetate, and cell concentrations. The medium was not serious substrate limited condition until mid-log phase. The model proposed in this study may be used to simulate a variety of gas cultivation systems with kinetically limited and nonlimited mass transfer condition. 
݇ Constant for 1st-order decrease in headspace CO The data obtained below 120 mM were extrapolated out to 480 mM to calculate the acetate inhibition constant ‫ܭ(‬ ). Data point that showed highest specific growth rate was used in two or three sample sets. Fig. 2 . Comparison of the simulated model of the cell concentration, headspace CO 2 , and acetate, with the actual experiment data using different k L a values. Simulations were conducted under the assumption that (C co ≠ 0) and (C co = 0) respectively. Batch cultivation data reported previously (Chang et al., 1999) were used for the simulation. Fig. 3 . Change in the headspace CO, simulated using different k L a values, and a comparison with the experimental data points. (B) was simulated under the assumption that (C co = 0) in Eqn. 6. The headspace CO was analyzed in triplicate. Eqn. 7 was used to simulate the headspace CO. The batch cultivation data previously reported in (Chang et al., 1999) were used for the simulation. Fig. 4 . Change in the dissolved, saturated CO concentration, gas-liquid mass transfer, and microbial CO consumption rate in the medium. Saturated CO was predicted using Henry's law and the ideal gas equation based on the simulated headspace CO. The image cannot be display ed. Your computer may not hav e enough memory to open the image, or the image may hav e been corrupted. Restart y our computer, and then open the file again. If the red x still appears, y ou may hav e to delete the image and then insert it again.
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