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ABSTRACT
A MULTIPERIOD CAPITAL BUDGETING PROBLEM: THE 
TEN-YEAR ACQUISITION PROGRAM OF THE TURKISH
ARMED FORCES
Serdar Yavuz
M.S. in Industrial Engineering 
Supervisor: Assoc. Prof. Dr. Ömer S. Benli 
July 2000
Structuring the Ten-year Acquisition Program of the Turkish Armed Forces is a 
critical problem faced during the defense planning process. This is essentially a 
resource allocation process. Since the decisions have long-term impacts on the 
defense capability of the Turkish Armed Forces, it is a high-priority concern of 
the top decision makers. In this study, a binary integer programming model is 
proposed which will aid the decision makers in their formulation of the acquisition 
process. This model determines which projects to select as well as the years at 
which they should be started. Viability of the model is shown by means of 
representative computational runs.
Keywords: Binary integer programming; Planning, Programming, and Budgeting 
Systems (ppb s); capital budgeting.
IV
ÖZET
TÜRK SİLAHLI KUVVETLERİ’NİN ON YILLIK TEDARİK 
PROGRAMI (OYTEP) İÇİN BİR 0-1 TAMSAYI 
PROGRAMLAMA MODELİ
Serdar Yavuz
Endüstri Mühendisliği Bölümü Yüksek Lisans 
Tez Yöneticisi: Doç. Dr. Ömer S. Benli 
Temmuz 2000
OYTEP bir kaynak tahsisi işlemi olan planlama, programlama ve bütçeleme sistemi 
uygulamaları (p pb s) esnasında karşılaşılan kritik bir problemdir, oytep karar­
ları uzun dönemli bir planlama süreci için alındığından ve Türk Silahlı Kuvvet- 
leri’nin savunma yeteneği üzerinde uzun vadeli etkileri olduğundan, Silahlı Kuvvetler’in 
yüksek öncelikli ve karmaşık bir problem alanıdır. Bu çalışmanın amacı, 
o y tep’in hazırlanması esnasında karar vericilere yardımcı olacak bir 0-1 
tamsayı programlama modeli sunmaktır. Bu model askeri projelerin seçimi 
ve başlangıç yıllarının belirlenmesi için kullanılabilecektir. Önerilen modelin 
uygulanabilirliliği, asıl problemin özelliklerini taşıyan örnek problem çözümleriyle 
gösterilmiştir.
Anahtar Kelimeler. 0-1 tamsayı programlama; Planlama, Programlama ve 
Bütçeleme Sistemi (ppb s); kaynakların tahsisi ve bütçelemesi.
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Chapter 1
Introduction
Effective decision making is vital for organizations in coping with the rapid 
technological, social, and economical changes. In many organizations, scientific 
decision making tools are still not in extensive use and the decisions are generally 
made based on judgement and intuition. This managerial shortcoming may result 
in an inadequate decision making process, reducing the competitiveness of these 
organizations.
The aim of this research is to develop a binary integer programming model 
for the Ten-year Acquisition Program of the Turkish Armed Forces which will be 
referred to as o y tep  ^ in the sequel. This model is developed to aid in deciding the 
selection and the timing of the candidate projects. Thus, this will help increase 
the effectiveness of decision making during the oytep formulation.
The rest of the thesis is organized as follows. In Chapter 2, the Planning,
Programming, and Budgeting System (ppb s) of the Turkish Armed Forces is
summarized, oytep document is the outcome of the programming phase of the
PPBS process. Also in this chapter, the oytep problem and its characteristics
 ^OYTEP is the acronym of the Turkish expression for the Ten-year Acquisition Program: On 
Yıllık Tedarik Programı.
CHAPTER 1. INTRODUCTION
are discussed. Following that, extensions of oytep problem are presented and 
an overview of multiperiod capital budgeting and multidimensional knapsack 
problem is given. In Chapter 3, analytical description of the problem is 
presented. After giving the formulation of the binary integer programming 
model, computational results of representative problems are discussed. In the 
final chapter. Chapter 4, summary and conclusions are presented together with 
the further research directions. It is argued that the overall oytep process will 
benefit greatly if the entire operations are to be structured as a decision support 
system (dss). Web based solvers will become significantly more available and 
user friendly in a near future. These solvers will be very useful for especially the 
non-military versions of the problem discussed. Finally constraint programming 
may be the only way to handle more complicated versions of the oytep problem.
Chapter 2
Characteristics of the System 
Studied
Management of the scarce resources in an effective and efficient manner is of 
paramount importance in every organization. The Turkish Armed Forces uses the 
Planning, Programming, and Budgeting System (ppb s) as its primary decision 
making process for managing its resource allocation activities. The oytep 
problem, which is the main concern of this study, is a part of the ppbs process. 
The next section briefly explains this process.
2.1 Planning, Programming, and Budgeting 
System
PPBS is essentially a systematic process for allocating defense resources. The 
purpose of the PPBS is to provide the best mix of forces, equipment, and support 
within the limitation of fiscal constraints. It establishes a framework and provides 
a process for decision making for the future, as well as an opportunity to
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Figure 2.1: The ppbs process
reexamine prior decisions in the light of the present environment (i.e. evolving 
threat, changing economic conditions, etc.) ppbs is a cyclic and iterative process 
consisting of three distinct but interrelated and overlapping phases. The ppbs 
phases and the output of each phase are indicated in Figure 2.1.
Planning: Planning is the first step in the process. During the planning 
phase, the objective is to identify threads to national security, determine current 
capabilities to meet those threads, and recommend forces and systems necessary 
to overcome these. It attempts to answer the question “how much defense is 
enough?” The output of the planning phase is the Strategic Goal Plan.
Program m ing: The purpose of the this phase is to translate the output of 
the planning phase into a ten-year resource proposal. In order to accomplish this, 
in addition to the Strategic Goal Plan, information on the available funding is 
needed. The challenge in this phase is to effectively apply a fiscal constraint to 
non-fiscal output of the planning phase. An acceptable proposal which assigns 
the available money to projects in a most effective way should be formulated. 
This phase answers the question “how much defense can we afford?” rather than 
“how much defense is required?” This phase is concluded by the preparation of 
the Ten-year Acquisition Program (oytep) document. The decisions made in 
this phase form the basis for the next phase: budgeting.
Budgeting: The budgeting phase of ppbs reviews the first two years of 
OYTEP in the light of the fact-of-life execution issues. The purpose is to develop 
an executable proposal that will best accomplish the approved programs of the 
Armed Forces. It is important to note that the major objective here is not to 
revise the warfighting priorities and programs that were developed in the planning 
and programming phase. But rather, it is to form a budget that will most 
efficiently execute those priorities and programs. The emphasis, in this phase, 
is more on execution and less on program utility. The key difference between 
programming and budgeting is the level of precision and accuracy associated 
with resource estimates. More precise budget estimates are required to make 
certain of the executability of the budget. The budgeting phase provides the 
decision maker a final opportunity to reexamine the estimates to reflect the most 
accurate and up-to-date data available.
For further details on p p b s , one can refer to the ppbs Tutorial [28] prepared 
by the U.S. Navy.
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2.2 The Problem
OYTEP document is a product of the programming phase of the PPBS cycle. 
This document identifies the allocation of the resources to the projects which are 
evaluated for ten-year horizon to achieve the force requirements determined in 
Strategic Goal Plan. In Strategic Goal Plan, the aim is to create the planned 
force structure by accomplishing the projects that will eliminate the capability 
deficiencies. The military budgets allocated for oytep use for the next ten years 
are forecasted by the Defense Planning and Resource Management Department of 
Joint Staff. During this time all the projects in Strategic Goal Plan are evaluated 
and then the oytep is formulated under the limitation of modernization budget 
and updated biennially.
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Turkey lies in a region where there exist a high risk of emergence of crises 
and conflicts. To overcome those crises and conflicts it is necessary to keep a 
modernized and a powerful armed force. The modernization of armed forces 
requires acquisition of modern military systems where the readiness can be 
accomplished by flrst rate education and training. The cost of military systems 
is considerable and as a developing country, Turkey’s budget resources for the 
military expenditure are scarce. For this reason, it becomes vital to prepare a 
defense budget that reflects the defense needs in an optimal manner within the 
fiscal constraints, oytep forms a basis for the budgeting phase and the resulting 
decisions are made in a long-term planning horizon and have long-term impacts 
on the capability of the Turkish Armed Forces. In the light of these facts, OYTEP 
is a high-priority concern of the Turkish Armed Forces and it constitutes an 
important problem for decision makers of the ppbs process.
2.2.1 Objective and Constraints
The objective of the oytep decision makers is to achieve the best overall “defense 
contribution” by selecting the projects and deciding on their timing over a ten- 
year planning horizon subject to fiscal constraints and other side conditions. It 
is not at all straight forward to estimate the defense contribution of a project. 
Ozkil and Giirsoy [30] proposed a model to determine the defense contributions 
of projects with maximal consensus among the involved parties (the Army, the 
Navy, and the Air Force.) An overview of this approach is given in Appendix A.
The fiscal constraints of this problem are the yearly procurement budgets 
estimated over a ten-year horizon. Since these constraints depend on estimation, 
they are subjective. Furthermore, they are “soft” , that is, minor violations of 
these constraints, though not desirable, are permissible.
Not all projects in question are independent. In this study, two main types of 
interdependencies among the candidate projects are considered: disjunction and
dependency:
D isjunctive projects. Certain projects aim to serve the same purpose. For 
example, to overcome a possible deficiency of air defense in a certain region, more 
than one force can propose a project that is designed to meet that need. In this 
case, it is reasonable to choose only one of the proposed projects.
D ependent projects. Usually a primary military project has a number of 
secondary dependent projects. Consider a major weapon systems project. There 
can be a number of dependent projects such as;
• an ammunition project to support that weapon system,
• a training simulator for that weapon system,
• a physical facility construction project for that weapon system,
• a rescue or a carrier vehicle for that weapon system,
• a self-protection system (especially against guided missiles) for that weapon 
system.
The dependent projects can be selected only if the primary project is selected. 
Furthermore, there may be a certain level of timing dependency between the 
primary and the dependent projects. For example, a dependent project can start 
at the earliest so many years before (or after) the start of the primary project. 
There may also be similar restrictions on the completion of the projects. These 
side constraints are further discussed in Chapter 3.
2.2.2 Characteristics and Implications
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The decision making process in oytep is fairly unstructured. According to 
Stabell [5] a task is unstructured when:
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•  objectives are ambiguous and nonoperational, or objectives are relatively 
operational but numerous and conflicting;
• it is difficult to determine the cause (after the fact) of changes in decision 
outcomes and to predict (in advance) the effect on decision outcomes of the 
actions taken by the decision maker; and
• it is uncertain what actions taken by the decision maker might affect 
decision outcomes.
All of the above characteristics exist in the process that generates OYTEP. Since 
these decisions will shape the future of the Armed Forces, the oytep decision 
maker should use judgement and insight with the aid of scientific decision making. 
A proper model developed for the problem will help decision makers to gain 
insight into the problem. By using such a model, decision maker can see the 
total picture and determine what decisions are best for the future of the Armed 
Forces as a whole.
Since OYTEP is unstructured, has long term planning horizon and impact, 
and the data requirements for a proper analysis are mainly based on estimates, 
it is clear that obtaining a solution is not an end in itself but just a beginning 
point. At this point, the decision makers must analyze the results based on their 
experiences of similar situations in the past and their intuition about the future.
In the next chapter, a binary integer programming model and its analysis for 
the OYTEP problem are presented together with a discussion on computational 
aspects.
Chapter 3
Formulation and Analysis of the 
Problem
Mathematical models are the tools used to process data and transform them into 
relevant information. The role of models in long-term planning environments, 
such as OYTEP, is lucidly expressed by Bisschop and Meeraus [8]:
“[Models] are used as a framework for analysis, for data collection, 
and for discussion. They are created to improve one’s conceptual 
understanding of the problem. If several decision makers and/or 
institutions are involved in a final decision or set of recommendations, 
models can be used as neutral moderators to guide the discussions. 
Different viewpoints can be tested and examined. In such an envi­
ronment the actual values resulting from testing different scenarios 
are of interest. The model is a learning device, and should never be 
expected to produce final decisions.”
Any model developed for oytep should be thought within these contexts.
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The next section will present the formulation of a binary integer programming 
model for the problem introduced in the previous chapter.
3.1 Mathematical Programming Formulation
There are N  projects to schedule. If project j  {j = 1 , . . N)  is selected, it can 
start at any year k {k = 1 , . . . ,T)  and continue for the duration, dj, without 
preemption. Formally, the planning horizon is T. In order to allow any project j  
to start at period T and be completed at the end of period T + dj, the planning 
horizon is taken asT ' — T  + (D — 1), 
where
D =  max {dj}.
Associated indicator variable is defined as follows:
Xjk —
1, if project j  starts at year k = 1,. . .  ,T ', 
0, otherwise.
If Pji is the resource requirement of project j  during the year I {I = l , . . . , d j )  
of its inception, then define
0, if i < k.
S pj^t_k+i), a  k < t < k + dj.
0, i f t > k  + dj.
That is, if project j  has started in year k, then it will require bjkt amount of 
resource in year t.
Let Bt denote the total amount of resource available in year t {t = 1,. . .  ,T').
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If jji is the return (“defense contribution”) of project j  during the 
year I {I =  1, . . . ,  dj) of its inception, then
O'jkt
0, if i < k,
7j(t-fc+i). if k < t  < k + dj,
0, ii t ^  k dj.
That is, if project j  has started in year k, then it will produce a return of ajkt 
in year t.
Let S  denote an ordered set of pairs (i,j) ^ [1,···,·^] x [1)···)^] where 
(i j),  then, when qij > 0, it is the maximum allowable time lag for project j  
to start before project i is started and when < 0, it is the minimum allowable 
time lag for project j  to start after project i is started, when rij > 0, it is the 
maximum allowable time lag for project j  to be completed after project i is 
completed and when < 0, it is the minimum allowable time lag for project j  
to be completed before project i is completed (see Figure 3.1). Note that the 
following strict inequality must hold for all pairs {i,j) € S,
qij +  di +  rij > dj,
Since, if qij + di + rij = dj, then the start and the completion time for project i is 
fixed with respect to project j", and therefore the projects i and j  can be treated 
as a single project. Clearly, if qij + di + r^ j < dj, then there is no feasible way to 
schedule project i with respect to project j. Finally, for project i to be able to 
start in year k {k =  1, . . . ,  T), project j  must have started at the earliest.
= min{max{l. A: -  Çÿ},T'}, (1)
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i p
j  j
> 0
i y
j  J
<0
time
/ --- r - ---►IJ
c  ^
r > 0
C i
s  ^
< 0
Figure 3.1: Alternative start and completion times for a pair of projects (i,j)
and at the latest,
=  min{max{l, A: + dj + rjj — dj}, T'}. (2)
Let Gh denote the sets of mutually exclusive, disjunctive projects {h = 1, . . . ,  id) 
where in each set only one project can be chosen.
Since it is desirable to achieve the best defense capability as early as possible, 
it may be appropriate to use discounting. Letting a  be the discount factor and 
defining net present worth of project j  as.
Pjk = ¿ ( 1  +  a) j  =  1 , . . . , N  and k =  1, . . . ,T,
t=l
the problem can be stated as
N T
max E E  Pjk ^jk
j=lk=l
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subject to:
T'
< 1, j  = l , . . . , N
k = l
N T'
Y  bjktXjk < Bt, t =  i , . . . ,T'
j = l  k = l
T T'
Y x i k  = Y ^ j k ,  all pairs ( i j )  G S
k = l  k = l
T
E E
jeG/i k = l
(3)
(4)
(5)
Khj,k)
^ik < k = 1, . . . ,  T and all pairs {i,j) G 5 (6)
m=i'{i^ j^ k)
^jk < 1, / 1 = 1 , . . . , / / (7)
^jk G {0,1}, i  = , N  and fc = 1,.. . , r (8)
The constraint (3) ensures that any project can start only once. The 
constraint (4) states that the total resource requirement of the selected projects 
must be less than or equal to total amount of resource available for that year. 
The constraint (5) ensures that if project i is chosen then project j  must also be 
chosen, and vice versa, for all pairs {i,j) G S. Relaxing this constraint, allows 
for choosing project j  without necessarily choosing project i. The constraint (6) 
enforces the feasible start times of projects i and j  with respect to each other, 
where u{i,j,k) and iJ,{i,j,k) are defined in (1) and (2), respectively. Finally, 
the constraint (7) ensures the selection of only one project in each group Gh 
(h = 1.......H).
The necessary jji values can be obtained from the procedure described in 
Ozkil and Giirsoy [30] (see also Appendix A).
3.2 Previous Work
The formulation given in the previous section is basically a multiperiod capital 
budgeting problem with side conditions. The capital budgeting problem 
determines which projects to fund given a constraint on available capital. Net 
present value of each project is calculated and the objective is to maximize the 
NPV of the sum of the chosen projects subject to funding constraint.
The capital budgeting problem is one of the first integer programming 
problems studied. It was first posed by J. H. Lorie and L. J. Savage [23] as:
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max E Cj Xj
subject to:
n
E  % ^3 — ^
j=i
Xj e {0,1}, ;  =
where n projects are under consideration, and Cj is the net present value of 
project j ,  üj is the capital required to fund project j. The total capital available 
for all projects is b. The decision variable xj is equal to 1 if project j  is funded 
and 0 if not.
Weingartner [38] analyzed the above “Lorie-Savage Problem” and established 
a framework for the capital budgeting problems. Following his pioneering work, 
an extensive literature was developed on the mathematical approaches to capital 
budgeting problems using linear programming [6], [39], [12], [27], [31]; goal pro­
gramming [17]; nonlinear programming [31]; mixed-integer programming [9], [19]; 
and simulation [20], [33], [22].
Bean et al. [4] solved a multiperiod version of the problem where the objective 
is to maximize net cash present value profit by divesting assets subject to certain
lower bound on the return on equity that company must achieve each year. 
Another integer programming formulation is by Hall et al. [13]. The problem 
is to decide on project funding at the National Cancer Institute of U.S.A. The 
fleet mix planning of the U.S. Coast Guard is discussed as a capital budgeting 
problem by Bhargava [7]. Similar to oytep problem, the task is to determine a 
set of new assets that can be obtained using a given capital so as to maximize the 
performance of the fleet. For a relatively recent review of approaches to capital 
budgeting problem, including parametric, chance-constrained, and quadratic 
programming formulations see Levary and Seitz [21].
This problem is also referred to as multidimensional knapsack problem in 
the literature [26]. The knapsack problem [11] is NP-hard in the ordinary 
sense [32]. The time requirement for the optimal solution grows exponentially 
with the size of the instance. In addition to the exact methods based on branch 
and bound approach, there are numerous heuristic methods proposed. These 
heuristics may obtain good solutions that are close to optimal in general, but do 
not guarantee the optimality. Good heuristic methods that yields approximate 
solutions to multidimensional knapsack problems are proposed by Senju and 
Toyoda [34], Toyoda [37], Balas and Martin [1], Hillier [14], Kochenberger et 
al. [18], and Magazine and Oğuz [24].
In the next section, the computational experiments with the model will be 
presented.
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3.3 Computational Experiments
The OYTEP of the Turkish Armed Forces contains approximately 1,000 projects 
and the mathematical programming formulation of the problem requires roughly 
10,000 binary variables, requiring considerable computational effort. A series 
of computational experiments were conducted in order to obtain (near-) optimal
solutions within a reasonable solving time. Since the actual data for this problem 
is classified, randomly generated data sets having the same general characteristics 
of the real problem were used.
3.3.1 Test Problems
A total of 10 random problems were generated varying in size from 908 projects 
to 1,067 projects. Their parameter values were chosen in the following manner;
• the number of projects drawn from the uniform distribution [900, 1100],
• the return of projects drawn from the uniform distribution [1, 100],
• the resource requirement for projects drawn from the uniform distribution
[1, 1000],
• the duration of projects were determined using normally distributed random 
numbers with a mean 7 and variance 2,
• the budget values for each year were determined in a way that the number 
of chosen projects is roughly one fourth of the total number of projects,
• the dependency conditions were defined for 30 of the projects in each test 
problem.
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The face validity of test problems are checked by the officials in the Center of 
Scientific Decision Support of the Turkish Armed Forces.
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No. J N M t % C
1 908 9,080 2,144 121.33 98.54 213
2 1,009 10,090 2,368 151.01 98.83 250
3 942 9,420 2,234 125.64 98.82 249
4 1,064 10,640 2,478 156.38 98.78 226
5 996 9,960 2,342 145.71 98.41 227
6 958 9,580 2,266 149.98 98.86 222
7 935 9,350 2,220 141.49 98.77 241
8 1,067 10,670 2,484 154.22 98.48 225
9 918 9,180 2,186 125.63 98.03 232
10 973 9,730 2,296 131.21 98.99 231
Table 3.1: Solutions of test problems 
3.3.2 Computational Results
The initial experimental runs were done using the gams [10] model^ of 
the problem with CPLEX 4.0.7. After that, the mathematical programming 
formulation of the problems was modeled using the modelling language OPL^  (see 
Appendix B) and the randomly generated representative problems were solved 
with CPLEX 6.5.3 on SunOS 5.5-SPARCserver lOOOE.
The results of the computations are shown in Table 3.1. The average solution
^The GAMS code and solutions are available at 
(h ttp ://www. i e .b ilk en t.edu. tr/archive/research/serdar-yavuz/gam s/) .
^The OPL code and solutions of representative test problems are available at 
(h ttp ://www. i e .b ilk en t. edu. tr/arch ive/research /serdar-yavuz/opl/) .
time is 140.26 seconds with a maximum of 1.97 % decline from the objective value 
of LP relaxation. The headers of the columns are:
J  - number of projects,
N  - number of variables,
M  - number of constraints, 
t -solution time in seconds,
% - objective value of the solution found as a percentage of the objective value 
of the LP relaxation,
C - number of selected projects.
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In the next chapter conclusions will be presented together with the possible 
extensions of this work and further research directions.
Chapter 4
Conclusions
In this thesis, a binary integer programming model is proposed which will aid 
the decision makers during the formulation of the oytep process. This model 
is essentially a multiperiod capital budgeting model with side conditions. The 
results of the experimental runs with representative data show that the binary 
integer model can supply needed solutions in a very reasonable time. The 
objective of the oytep decision makers is to achieve the best overall defense 
contribution by selecting the projects and deciding on their timing, for a ten-year 
planning horizon, subject to fiscal constraints and other side conditions.
OYTEP problem is unstructured, has a long-term planning horizon and impact, 
and it is diflftcult to predict the possible effects of the oytep decisions in the 
future. For this reason, post-optimality analysis is of great importance. The 
decision makers must analyze the results by using their past experiences in similar 
situations and their intuition about the future.
The model presented and analyzed in the previous chapter should be viewed 
as the core of an “oytep Decision Support System.” Furthermore, in order to 
achieve full integration with the multi-criteria consensus model of Ozkil and 
Giirsoy [30], fully functional dss for oytep is essential. After a brief overview
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of definitions and the structural elements of decision support systems from the 
literature, a conceptual design for a decision support system to aid decision 
makers in the formulation of OYTEP is discussed in the next section. The possible 
other extensions of this work are along constraint programming formulations 
and the Web based optimization solvers. The final two sections discusses these 
extensions.
4.1 Decision Support Systems
A decision support system (dss) can be described as an interactive computer- 
based information system that helps the decision makers utilize data and models 
to solve unstructured problems [35]. According to Makowski [25] a dss should 
have the following characteristics:
• A DSS is a supportive tool for the management and the processing of large 
amounts of information and logical relations that helps a decision maker 
to extend his habitual domain thus help her to reach a better decision. In 
other words, a DSS can be considered as a tool that, under full control of 
a decision maker, performs the cumbersome task of data processing and 
provides relevant information that enables a decision maker to concentrate 
on this part of the decision making process that can not be formalized.
• A DSS is a problem dedicated system designed for a specific decision making 
process and its environment. The functioning of a DSS should be consistent 
with the actual environment of a decision making process. A DSS is often 
tuned for a specific decision maker.
• A DSS is not a black box type tool. The structure and functioning of a dss 
(including explicit and implicit consequences of assumptions adopted for its 
design) must be such that a decision maker understands and accepts them. 
The user interface of a DSS is designed in such a way that a decision maker
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may obtain, from the DSS, information and answers of questions that he 
considers to be important for a decision making process.
• A DSS is not intended to solve a decision problem. Therefore it should not 
support reaching a single or unique decision nor should it restrict a possible 
range of decisions.
• A DSS should support a user during a decision making process by providing 
two main functions. First, it allows for examination of consequences of any 
(feasible) decision. Second, it helps in finding decisions that are best for 
attaining goals specified by a user.
A DSS is generally considered as consisting of three main components; model 
base, a database and an interactive software system for linking the user to each 
of these. The components of the oytep dss which can be designed within this 
context is illustrated in Figure 4.1. The interrelations among those components 
form the following subsystems:
• The Data Subsystem
This subsystem includes the database that contains relevant information for 
the decision making process and is managed by DBMS. A DBMS is generally 
defined as a collection of computer programs used to create, maintain, 
access, update, and protect one or more databases [36].
Some of the OYTEP data entities are;
-  budget estimates for each year,
-  duration and quantity of projects,
-  estimated defense contribution scores of projects,
-  dependency and disjunction information about the projects
The list can be extended to include the previous years’ data entities and 
the records used to determine these entities such as inflation rate estimates 
for next ten years.
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The OYTEP DSS
Figure 4.1: The components of the oytep dss
With the help of a DBMS, oytep decision makers can access and update 
the previously stored data and have information in a desired format via 
reports or graphical output. The analysis of the historical data can 
result in significant benefits. For example, decision maker can determine 
the percentage of project types that are not completed on time. This 
information might affect the decisions about the same type of projects that 
are a candidate for the present o ytep .
• The Model Subsystem
This subsystem contains all the models required to work the problem 
and the model base management software (mbms) together with the 
user/system interface where decision makers interact with the DSS. 
MBMS supports the creation of mathematical models and translates these
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mathematical models into computer understandable form. The critical 
process of the mbms is to obtain the desired solution to the mathematical 
model. Since this system facilitates the assessment of the results by 
providing “what if’ type analyses, post-solution analysis is required.
The binary integer programming model should be in the model base. To 
illustrate the benefits of such models, a spreadsheet modeP for oytep 
problem is developed. This model contains both data and the solution cells. 
As shown in Figure 4.2, it has data windows for projects, namely resource 
requirements of projects and defense contribution of projects and the total 
amount of resource available at each year. As a template, the user can fill 
these windows with different values and change these to make what-if type 
analysis. After that, the selected projects and their start years are shown in 
the decision window. The other information, after the model is run, is the 
budget used at each year and the return at each year. After getting these 
information, user can make slight changes in each year’s available budget 
and then see the results in related cells. And finally the total eflSciency is 
displayed at the right-bottom cell.
• The User/System Interface
The subsystem through which the user can communicate with, command 
the DSS and receive assistance [35]. This part of the proposed DSS is very 
important because the power, flexibility, and usability of DSS depend on 
the strength of capabilities of user/system interface. The quality criteria 
for user/system interface are [29]:
-  Convenience,
-  Communicativeness,
-  Reliability,
-  Evolvability.
^The template and the demo spreadsheets for OYTEP problem are available at:
(http://www.ie.bilkent.edu.tr/archive/research/serdar-yavuz/spreadsheets/)
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To clarify the conceptual design discussed above, a hypothetical session of 
proposed DSS will be presented. Suppose a user involved in OYTEP decision 
making process wants to do a what-if type analysis. The proposed dss in 
operation can be visualized as follows:
1. First a security control is specified,
2. The OYTEP dss displays a menu listing a set of options from which decision 
maker must select one. This menu must contain the two options about the 
model base and database. Other options might be help or exit .
3. To do a what-if type analysis (for example, to start certain projects in 
certain years) decision maker selects option models.
4. The OYTEP DSS provides a series of prompts in order to perform the analysis 
and the model is run.
5. The OYTEP DSS displays the results in a report format (and if desired in 
graphical format).
6. If the decision maker is satisfied then the process ends, otherwise decision 
maker continues experimenting by using different inputs.
A DSS approach to the oytep problem is to increase the effectiveness of the 
decision making process. Thus, the value of the dss for oytep should be 
evaluated in terms of its ability to improve the decision process. To determine 
such a value, of course is not an easy task. But it is clear that, this value 
of the system depends on the development and implementation process. The 
development of DSS should be evolutionary since it is based on the concepts of 
both an interactive design and an adaptive system. So, the system must be able 
to adopt itself to support the changing needs of the decision maker.
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4.2 Constraint Programming
Constraint programming is a new approach for declarative description and 
effective solving of combinatorial problems especially in areas of scheduling and 
planning. It is the way of implementing a body of problem-solving ideas and 
techniques called constraint satisfaction [16]. Declaration of the constraints 
(requirements) about the problem area and finding the solution that satisfies 
these constraints is the key idea in constraint programming [3]. The strengths of 
constraint programming are;
• provides a flexible modeling language. For example, logical relations, all- 
different constraints and variable indices are possible.
• gets better when constraints are added even if they are unstructured. 
Addition of constraints can make known cuts ineffective, so that increases 
the solution time.
When a fully functional oytep dss is developed, it is highly likely that the 
models in its model base will be more complicated than the current one presented 
in this work. Constraint programming seems like a promising approach to handle 
problems of such dimension and complexity.
For further discussion on constraint programming the reader can refer to the 
Web sites [2] and [15].
4.3 Internet Solvers
With the rapid development in the Internet support, in the future, the Internet 
solvers will be practically used to solve a wide variety of problems. Because of 
the security considerations, these solvers may not be appropriate for military
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applications such as OYTEP, but similar problems of other organizations such as 
ministries of culture, environment, health, or energy can be solved via these tools.
One of such systems is Network Enabled Optimization System (neos). With 
NEOS solvers optimization problems are solved automatically with minimal input 
from the user. Users only need a definition of the optimization problem; 
all additional information required by the optimization solver is determined 
automatically. Each solver has sample problems and background information.
At the present, the integer programming solvers available are: Bon- 
saiG, MiNLP (ampl input), miqp, xpress- mp (mp- model in pu t), xpress- 
MP/iNTEGER. The demo problem (same problem solved in spreadsheet model) is 
solved with NEOS solvers: BonsaiG and xpress- m p/ integer . The latest version 
of the NEOS server can be found at: (http://www.neos.mcs.cinl.gov). Users 
can consult the neos Guide at: ( h t tp : / / www. mcs. einl. gov/otc/G uide).
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APPENDIX A
The Multi-Criteria Consensus 
Model
As it was mentioned in Chapter 3, this model by Ozkil and Giirsoy [30] determines 
the defense contribution scores of the candidate projects. These scores are needed 
in the binary integer programming model, discussed in § 3.1 to help to select 
military projects as well as the years at which they should be started. The 
following is an overview of the approach developed by Ozkil and Giirsoy [30].
There are different stakeholders involved in the process namely, Government, 
Ministry of Defense, Joint Staff HQ, Army, Navy, Air Force. Government is 
the main authority for allocation of the procurement budget and defining the 
national strategy. Given this procurement budget and the defined strategy. Joint 
Staff HQ along with the Ministry of Defense tries to select the best set among 
the candidate projects defined by the Army, the Navy, and the Air Force.
There are mainly three driving forces that define the needs of the Armed 
Forces. These are:
• T hreat: Possible changes in the unstable dynamics of the international
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relations may cause changes in threat definitions. These changes in threat 
definition force the Armed Forces to reevaluate their needs and strategic 
plans. For that reason, threat appears as a main factor in the need 
assessment process.
• D octrine: This is another important factor that drives the future needs 
of the Armed Forces, since it dictates the required capabilities for different 
levels of units.
• Technology: It is essential to catch up with technology in the world we 
live in. Technological power of the Armed Forces is a competitive advantage 
for a nation. For that reason, the technology will unquestionably continue 
to be a deriving force for defining the needs of the Armed Forces.
The process consists of a number of phases. First, each stakeholder defines 
projects as a whole package by considering the effects of possible changes in 
threat, technology, and doctrine in the long run and compares the actual 
capabilities with the desired level of future capabilities. At that time, these 
three forces make a final definition of their future needs and qualify these needs 
in terms of projects and gather all projects in a pool.
After that, an in-depth criteria determination for projects is defined to 
eliminate or at least to decrease the level of inconsistency among the stakeholders. 
This definition is summarized in Figure A.l. Total number of criteria is limited 
and assumed to be a manageable level of ten. The process proceeds with the 
following steps.
• Screening Phase
The purpose in this phase is to eliminate the projects, which are not 
defined properly and do not meet the basic prominent criteria. To do 
this, a checklist type of screening model is implemented. This phase helps 
stakeholders to propose a well-defined and coordinated projects.
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Figure A.l: Criteria branch
• Score Assignment
This phase intends to incorporate group interaction and dynamism. A 
group of experts is gathered to form an evaluation committee. This 
committee is comprised of 3 representatives from each force and 7 
representatives from the Joint Staff Headquarters. First, each member of 
the committee assign a numeric score between “0 and 100” to each criterion 
of each project. After that, each member explains the reasoning behind 
each score. So, this establishes an interaction among committee members 
and shows different viewpoints of the issue. This discussion ends with 
the consistency check, which measures the spread or variation in data set 
by using the standard deviation. At the end of that phase, we have the 
consistent scores for each criterion of each project.
The main difficulty in a project selection and evaluation process is the 
determination of weights of each criterion. The following steps allow stakeholders 
to determine their own weights of criteria on a project basis. That means, each 
project will decide on its own weight combination.
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Weight Determination
In the first stage of project value determination, each project is allowed to 
have its possible highest score without exceeding “100”. This stage is called 
“self-rating” and is modeled as follows:
Let the overall rating value of a project k (k =  1 ,... ,n) be
Rk = max ^  Wkp Skp, for all k,
p = l
where,
Wkp — weight of a criterion p (p =  1, . . . ,  m) of a project k, 
Skp — score of a criterion p of a project k.
Then for each project k the model is.
max E Wkp Skp,
p = l
subject to:
Wkp Sjp < 100, j  = l , . . . , n , (A.l)
p = l
Wkp > 0, p = l , . . . , m . (A.2)
Since this model may result multiple solutions for the criteria weights, a 
second stage is proposed where each project is paired with another one, 
say, {j, A:}. Project owners determine the maximum value for their projects 
(j) without any change for the paired projects {k) and increasing the overall 
value of others (¿) more than 100. Thus, each project is evaluated by project 
k, and most favorable criteria weights are determined. This stage is called 
“cross-rating” and is modeled for all pairs {j, k} as follows.
max E  Wjkp Sjp
p = l
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subject to;
“^jkp
p = l
i^p — 100,
^  ^' ^ j k p  ^ k p — R k i
p = l
Wjkp > 0, p = l , . . . , m .
(A.3)
(A.4)
(A.5)
Finally, new criteria weights ^^ re determined for each project and new
overall rating is calculated as follows,
Rjk =  max
p = l
‘Wjkp Sjp . for all j  and k, j  ^  k.
All these overall rating values form a square efficiency matrix R  where,
“ II ^ j k  II
This square efficiency matrix of R will help to compare and rank the 
projects among themselves. The average of these rating values will 
determine the defence contribution scores that is needed in the binary 
integer programming model presented in Chapter 3. Since there exists a 
possibility of some projects criteria weights become zero (generally this 
is not desirable), it is intended to search a model to define minimum 
acceptable criteria weights and incorporate these values to the model. 
For this reason, a lower bound for all criteria weights is determined as, 
Wkp ^  Sk. In order to get rid of infeasibility, 6k is defined in some interval, 
Oi~ < 5k < ·
This model allows a maximum consensus among the stakeholders. Every 
project is very important for its end users and end users may not appreciate 
the scores of other projects, for that reason, a common understanding for each 
project is provided and at the end of the model, every stakeholder becomes 
convinced and possible disagreements are minimized. In addition to these 
benefits, intense communication gets a shared vision among the representatives 
of different organizations during the group interaction stage.
APPENDIX B
ILOG OPL Studio
ILOG OPL Studio is an integrated development environment for mathematical 
programming and combinatorial optimization applications. It is the graphical 
user interface for the OPL modeling language. OPL is motivated by the 
modeling languages such as ampl and gams that provide computer equivalents 
to traditional algebraic notation of mathematical programming. But OPL 
adds a new dimension to modeling languages beyond the traditional support 
for linear and integer programming; the support for constraint program­
ming. For more information on opl Studio, see the web site of ilog 
(h t tp : / /www. i lo g . com /products/oplstudio /) .
In the next section, the OPL code used and the solution of the demo OYTEP 
problem without side conditions are given. In the final section, the OPL options 
and strategies used in the solution of test problems are presented.
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B .l OPL Code
The following .mod file shows the OPL code for model file of the OYTEP problem 
without side conditions,
reinge Boolean 0..1;
int+ nbProjects = ...;
int+ nbYears = ...;
reinge Projects 1. .nbProjects;
rcinge Years 1..nbYears;
int+ dur[Projects] = ...;
int+ budget[Years] =...;
int+ maxDur = max(t in Projects) dur[t];
range Duration l..maxDur;
float+ Efficiency[Projects,Duration] =...;
int+ Budget[Projects,Duration] =...;
float+ a[Projects,Years,Years];
int b[Projects,Years,Years];
initialize
forallCj in Projects) 
foralKt in Years) 
foralKk in Years)
if (k <= t) & (k + dur[j] > t) then 
a[j,k,t] = Efficiency [j ,t - k + 1] 
else
a[j,k,t] = 0
endif; 
initialize
foralKj in Projects) 
foralKt in Years) 
foralKk in Years)
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if k <= t & k + dur[j] > t then 
b[j,k,t] = Budget[j,t - k + 1] 
else b[j,k,t] = 0 
endif;
float+ P[Projects,Years]; 
initialize
foralKj in Projects) 
foralKt in Years) 
foralKk in Years)
P[j,k] = sum(t in Years) a[j,k,t];
var Boolean x[Projects,Years]; 
maximize
sum(j in Projects & k in Years) P[j ,k] *x[j ,k] 
subject to ■[
forallCj in Projects)
sum(k in Years) x[j,k] <= 1; 
foralKt in Years)
sum(j in Projects & k in Years) b[j,k,t] * x[j,k] <= budget[t];
};
The following .dat file shows the data of the demo oytep problem,
nbProjects = 5; 
nbYears = 10; 
dur = [8,9,5,6,3];
budget = [67,68,65,72,73,67,65,69,75,76]; 
Efficiency = [
[1,1,5,10,10,10,10,15,0]
[2,8,8,8,8 ,8,8,8,8]
APPENDIX B. ILOG OPL STUDIO 40
[4,10,15,15,15,0,0,0,0] 
[2 ,2 ,10,10,10,10,0 ,0 ,0] 
[8,35,35,0,0,0,0,0,0]] ;
Budget = [
[10,12,18,20,20,22,22,22,0] 
[6,12,14,16,16,16,18,18,18] 
[14,16,20,20,20,0,0,0,0] 
[8,12,16,16,20,20,0,0,0] 
[34,34,34,0,0,0,0,0,0]];
The solution of the demo OYTEP problem,
Results
Optimal Solution with Objective Value: 294.0000
x[l,4] = 1
x[2,2] = 1
x[3,2] = 1
x[4,5] = 1
x[5,l] = 1
B.2 Options in OPL Studio 2.1.3
The strategies and the options used in the solution of the representative test 
problems are shown in Table B.l. The definitions of these options and strategies 
are: •
• N ode selection s tra tegy  
Sets the OPL parameter nodeSel. 
Select a value from:
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opl p a ram eter O ption
Root rounding heuristics indicator (heuristic): Use heuristic at node 0
Heuristic frequency (heurfreq): 1
Node selection strategy (nodeSel): Depth-first search
Absolute MIP gap tolerance (epAGap): le-Ol
Relative MIP gap tolerance (epGap): le-01
Variable selection strategy (varSel): Branch on variables with minimum feasibilty
Integrality tolerance (epint): le-03
Table B.l: Strategies and relaxed options
-  Depth-first search
-  Best-bound search
-  Best-estimate search
-  Alternative best-estimate search.
• R oot rounding heuristics indicator
Sets the OPL parameter h e u r i s t i c .
Select a value from:
-  Do not use heuristics
-  Automatically determined
-  Use a rounding heuristic at node 0.
• H euristic  frequency
Sets the OPL parameter heurFreq.
Determines how often to apply the periodic heuristic. 
The value can be:
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0 Do not apply heuristics at nodes 
item or any positive integer 
Default; 0
• Absolute MIP gap tolerance
Sets the OPL parameter epAGap.
Defines an absolute tolerance on the gap between the best integer objective 
and the objective of the best node remaining. When the difference falls 
below the value of this parameter, the MIP optimization is stopped.
The value can be any positive number.
Default : le-06.
• Relative MIP gap tolerance
Sets the OPL parameter epGap.
Defines a relative tolerance on the gap between the best integer objective 
and the objective of the best node remaining. When the value
\bestnode - bestinteger\/{le — 10 + \ bestinteger\)
falls below this value, the MIP optimization is stopped.
The value can be any number between 0 and 1.
Default : le-04.
• Variable selection strategy 
Sets the OPL parameter varSel.
Select a value from :
-  Branch on variables with minimum infeasibility
-  Branch variable automatically selected
-  Branch on variable with maximum infeasibility
-  Branch based on pseudo cost
-  Strong branching
-  Branch based on pseudo reduced cost.
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• Integrality tolerance
Sets the opl parameter ep in t.
Specifies the amount by which an integer variable can be different from an 
integer and still be considered feasible.
The value can be any number between le-09 and 1.
Default : le-05.
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