The paper reviews recently developed simulation-based minimum chi-square estimators for structural models. Particular attention is paid to selection of the auxiliary model that de nes the GMM-type criterion used in the minimum chi-square estimation. Considerations of statistical e ciency and behavior under misspeci cation make a strong case for using a very exible, nonparametric approach to select the auxiliary model. To a v oid a numerically ill-behaved GMM criterion function, the dynamic stability of the auxiliary model must also be veri ed, though, interestingly, the dynamic stability of the structural model itself is automatically enforced and need not be imposed in estimation. The empirical application involves estimation of a single-factor di usion model for the 30-day Eurodollar interest rate. 0
1 Introduction 1.1 Background A structural nancial model typically de nes a stochastic data generator. Using the data generator, it is relatively easy to compute expectations of nonlinear functions, normally by simulation, but the likelihood function itself is intractable. This is the setup for Simulated Method of Moments SMM, as set forth in Ingram and Lee 1991 and Du e and Singleton 1993. SMM is the extension to the time series context of the simulation estimators of McFadden 1989 and Pakes and Pollard 1989. This estimation context arises across a broad range of areas in nance, including estimation of models of market microstructure Foster and Viswanathan, 1995, estimation of equilibrium asset pricing models Gennotte and Marsh, 1993 , and estimation of continuous time models of interest rates and stock prices, as proposed by Melino 1994 in his address for the Sixth World Congress in 1990. The essential feature of each of these applications is the presence of unobserved stochastic processes that enter the structural model nonlinearly. In the microstructure application, the latent processes comprise the random information ow to informed traders and the stochastic behavior of noise traders. For asset pricing, the latent processes are endowment processes along with taste and technology shocks. In continuous time work, the latent processes are the underlying continuous factor processes which m a y b e only partially observed at discrete time intervals.
Recent research develops a new class of minimum chi-square estimators that provide a systematic way of developing moment conditions for estimation by simulation. One approach, developed in Bansal, Gallant, Hussey, and Tauchen 1993 , 1995 , and Gallant and Tauchen 1996 , and termed E cient Method of Moments EMM, uses the score function of an auxiliary model, called the score generator, to de ne a criterion function for GMM estimation Hansen, 1982 . The other approach, developed by Smith 1990 Smith , 1993 and extended by Gouri eroux, Monfort, and Renault 1993, and termed Indirect Inference, uses the parameters of the auxiliary model itself to de ne the GMM criterion. In either approach, so long as the underlying structural model is correctly speci ed, the auxiliary model need not nest the structural model and in fact may be misspeci ed. Subject only to minimal regularity and identi ability conditions, the estimators are still consistent and asymptotically normal. The score-based approach has some computational advantages, as it circumvents the need to re t the auxiliary model evaluate the binding function for each candidate value of the parameter vector, and it eliminates the need to estimate the Hessian matrix of the auxiliary model.
Using an auxiliary model to de ne the GMM criterion brings to bear on the task of estimation the accumulated body of knowledge regarding the statistical characteristics of the relevant data. This knowledge is acquired from the years of experience of many i n v estigators using statistical models to describe the data. The statistical modeling e ort typically provides a family of statistical models that are known to t the data quite well. A case in point pertains to models in the ARCH GARCH class Engle, 1982; Bollerslev, Chou, and Kroner, 1992 which provide excellent rst approximations to the conditional distributions of nancial returns. Another is the evidence from Hamilton 1989 and the follow-up literature that Markov-switching models provide excellent descriptions of the nonlinear dynamics of macro aggregate series. ARCH GARCH models and switching-regime models are candidate auxiliary models for any of the three classes of estimation mentioned above. ARCH-GARCH or switching models provide readily available statistical descriptions of the observed data in empirical microstructure research, in asset pricing contexts, and in estimation of di usion models as well.
Applications of these estimators include Smith 1993, who uses a VAR auxiliary model for estimation of a structural macroeconomic model. Engle and Lee 1994 use a GARCH model with Gaussian errors as an auxiliary model for tting a volatility di usion to daily stock returns data. Pagan, Hall, and Martin 1995 likewise use a GARCH model with Gaussian errors as the auxiliary model to estimate a di usion model for monthly interest rates. Andersen and Lund 1995 employ generalized E-GARCH models as auxiliary models in order to estimate continuous time stochastic volatility models for weekly interest rates. Gouri eroux and Monfort 1994, pp. 153-154 use an autoregressive model with a heteroskedastic error structure to estimate a model of geometric Brownian motion for monthly interest rate data. Buraschi 1994 uses an autoregressive model for tting a model of the monthly term structure. Ghysels and Jasiak 1994 use a exible, nonparametric auxiliary model to estimate a time deformation model for stock returns and volume. Hsu and Kugler 1995 and Bansal, Gallant, Hussey, and Tauchen 1995 also use more exible auxiliary models to estimate term structure models and exchange rate models, while Gallant, Hsieh, and Tauchen 1995 do so for stochastic volatility models.
This paper reviews these minimum chi-square estimators with a particular focus on the selection of the auxiliary model. Section 4 below examines several issues, including statistical e ciency, speci cation testing, behavior under misspeci cation, and numerical stability. The investigation indicates that appropriate choice of the auxiliary model must be based on nonparametric considerations, with particular care taken to ensure that the internal dynamics of the selected model are stable. Previous experience and prior knowledge can, of course, provide an indication of a preliminary candidate model. But one must go beyond such a candidate and actually nd an auxiliary model that fully describes the data at hand. Only by using a exible, nonparametric auxiliary model can one ensure that parameter estimates are fully e cient when the underlying structural model is true and that misspeci cation will be detected when the structural model is false.
The remainder of this paper proceeds as follows. Section 2 sets up the notation and estimation context. Section 3 reviews the minimum chi-square estimators. Section 4 examines in detail the various considerations entailed in selecting the auxiliary model. Section 5 is the empirical application.
Stochastic Data Generators
We set out some basic notation where a structural model de nes a data generator. Throughout, fw t g denotes a vector process of exogenous forcing variables. The process fw t g is assumed to be strictly stationary and Markovian with transition density qw t jw t,Lw ; : : : ; w t , 1 ; ;
where is a parameter vector of length` and L w is the lag length. In many circumstances, w t is unobserved, though the treatment here is su ciently general to handle the case when some elements of w t are observed and others are latent. Let v t denote a vector outcome process, which i s g i v en by the Solution Function: v t = hv t,L 1 ; : : : ; v t , 1 ; w t , L 2 ; : : : ; w t , 1 ; w t ; ;
2:1 where L 1 and L 2 are the longest lags of v t and w t appearing in h and is a parameter vector of length`. The conditional density q and the solution function h jointly de ne a data generation process. Set = 0 0 0 ; where is of length` =` +` and contains all of the parameters. For a candidate value of the parameter, one simulates arti cial realizations as follows:
Given initial valuesŵ ,Lw+1 ; : : : ;ŵ 0 ;generate a realization on the forcing process fŵ g by drawingŵ 1 from qw 1 jŵ ,Lw+1 ; : : : ;ŵ 0 ;ŵ 2 from qw 2 jŵ ,Lw+2 ; : : : ;ŵ 1 ;and so forth. Given initial valuesv L 1 +1 ; : : : ; v 0 and having let fŵ g run long enough so there are least L 2 values available, then v 0 s can be generated iteratively through the solution function 2.1 above.
It is assumed that fqj ; h jg 2R ; R ` ; de nes a strictly stationary Markov data generator. For each 2 R ; the simulated process fŝ g N =1 given that is asymptotically stationary and ergodic with unconditional densities fp J s t,J ; s t , J +1 ; : : : ; s t j g 1 J =0 of stretches of length J + 1 ; J = 0 ; 1 ; 2 ; : : : :
The upshot is simply that Monte Carlo numerical integration works: For a function es t,J ; s t , J +1 ; : : : ; s t such that the expectation exists, then 1 N and fŝ g N =1 is a simulated realization. Du e and Singleton 1993 give more rigorous conditions for the data generator fqj ; h jg 2R ; R ` to be asymptotically stationary and ergodic. In many applications, the elements of the process s t are not completely observed. Let y t = s t 2:3
be an M 1 function of s t that is observed by the econometrician. If any elements of the forcing process enter the observed vector y t ; then the mapping from these elements of w t to y t is just the identity map.
Since y t is a function of s t ; y t is also stationary and ergodic, though not necessarily Markovian. Let p J y t jy t,J ; : : : ; y t , 1 ; = p J y t , J ; : : : ; y t j p J , 1 y t , J ; : : : ; y t , 1 j 2:4 denote the implied transition densities, J = 1 ; 2 ; : : : :A common presumption in much o f time series econometrics is that the observed process is either Markovian, or nearly so, in the sense that p J y t jy t,J ; : : : ; y t , 1 p L y t j y t , L ; : : : ; y t , 1 ; J L; for some su ciently large L: Throughout, it is presumed the user has access to a good method to compute the solution function 2.1. Little attention is paid to that particular issue here, though it bears emphasizing that this is a very active research topic. Early work is discussed in Taylor and Uhlig 1990 and Tauchen and Hussey 1991; more recent w ork is reviewed in Judd 1994. The search for accurate and fast algorithms is well motivated, because experience suggests that most of the computer time in implementing simulation estimators is associated with generating the v t ; not with the calculations directly associated with the optimization.
Estimators
The notational convention in what follows is this: y t is a subvector of a strictly stationary Markov process s t generated by a stochastic model fqj ; h jg 2R ; = 0 0 0 ; as considered in Section 2. p J y t,J ; : : : ; y t j denotes the implied joint density given of a stretch of length J + 1 ; J = 0 ; 1 ; 2 ; : : : ;and fỹ t g n t=1 denotes the realization observed by the econometrician. The stochastic model is assumed to be correctly speci ed, meaning that the joint density o f f y t g n t =1 is p n,1 y 1 ; : : : ; y n j 0 for all n 1; where 0 2 R is the true value.
Below, we often refer to this stochastic model as simply the p-model. The econometrician's task is to estimate 0 : The sample likelihood function L = p n , 1 ỹ 1 ; : : : ; y n j is presumed intractable, rendering maximum likelihood estimation infeasible and motivating consideration of minimum chi-square estimation. The econometrician generates simulated realizations on fy t g given 2 R . F or a candidate value ; fŷ g N =1 denotes a simulated realization of length N; i.e, a random draw from p N,1 y 1 ; : : : ; y N j : i s a v ery good representation of the data. Then, the scores of the f-model are nearly serially uncorrelated as they are essentially martingale di erences. If the scores of the f-model are not serially uncorrelated, the estimator is still consistent and asymptotically normal, though a weighted covariance matrix estimate would be needed:
! n t , rs f ỹ t,L ; : : : ; y t ; s f ỹ r,L ; : : : ; y r ; 0 ; where f! n kg n,L,1 k=,n,L+1 are weights ensuring thatĨ is positive de nite and consistently estimates I: There is an extensive literature on HAC estimation including Gallant 1987 , p. 446, Newey and West 1987 , and Andrews 1991 3.3 The Indirect Inference Estimator Smith 1990 Smith , 1993 
Selection of the Auxiliary Model
We n o w examine in some detail four major considerations for selection of the auxiliary model: e ciency, diagnostics, behavior under misspeci cation, and dynamic stability. The discussion follows the score-based approach described in Subsection 3.2, and so the auxiliary model is termed the score generator.
E ciency
For any xed score generator, the minimum chi-square estimator de ned in 3.15 is not as e cient asymptotically as maximum likelihood. As will be seen, though, by following a suitable strategy for selecting the score generator, the e ciencies can be made arbitrarily close. This motivates the terminology E cient Method of Moments, as method of moments becomes asymptotically as e cient as maximum likelihood.
In what follows, V f denotes the asymptotic variance from 3.21 for the estimator when the score generator is f; and V 0 denotes the asymptotic variance of maximum likelihood. From standard e ciency theory, V f V 0 ; and we are interested in how close V f comes to the lower bound. 
For the same reasons as in Durbin's 1970 classic paper, the quasi-t-ratios are downward biased relative to 2.0. Large magnitudes of the quasi-t-ratios indicate how a p -model goes wrong, but small magnitudes are not necessarily con rmation of the validity of the model.
Misspeci cation
The treatment of misspeci cation of the p-model is along the lines of Newey 1985a , 1985b and Tauchen 1985 consider the e ects on the asymptotic chi-square non-centrality parameter of small deviations in the maintained model from the true model. We can thus have a situation where, for a particular score generator, f;and true DGP h; Covf;h = 0 ; so the test of the overidentifying restrictions is expected to be passed, but the model is misspeci ed. The test of the overidentifying restrictions will be fooled whenever the truth lies in a direction such that Covs f ; = 0. Without very strong a priori knowledge, the only way t o a v oid this situation is to take a exible, more nonparametric approach t o speci cation of the score generator.
Dynamic Stability
Tauchen 1995 examines the issue of dynamic stability of the p-and f-models. The upshot is that one really need not worry about imposing dynamic stability on the structural model itself. Dynamic stability is self-enforcing. If the optimizer wanders into the region of the parameter space where the underlying structural model is unstable, then the data simulator generates a wildly explosive simulated realization that induces a large value of the objective function. The time series properties of this explosive realization are very much unlike the time series properties of the observed data set to which the auxiliary model has been tted, so the objective function attains an exceedingly high value. The situation is actually a bit more subtle, because automatic stability is ensured only if the auxiliary model itself is dynamically stable. The use of a dynamically unstable auxiliary model can be expected to de ne a GMM objective function with very poor numerical properties in both the stable and unstable regions of the parameter space.
Stability is of practical importance. It plays a role in the selection of the auxiliary model in the application below. Likewise, Andersen and Lund 1995 carefully examine a class of generalized GARCH and E-GARCH auxiliary models for the short-term interest rate. They nd the former typically unstable, and therefore unusable as auxiliary models, while the latter are stable. wherep NP ỹ t i s a k ernel estimate of the unconditional density o f y t . This method thus uses the unconditional density o f y t as the standard of t. Ait-Sahalia 1995a develops a second method that uses a kernel estimate of the discrete-time transition density py t+1 jy t .
The criterion of t is developed from two equivalent expressions for the evolution of the continuous-time transition probability as implied by the forward and backward Kolmogorov equations under stationarity. Both of these two methods, as well as the others discussed further below, work directly from parametric speci cations for and : In contrast, Ait-Sahalia 1995b considers another approach that entails inverting the expression for unconditional density to generate a nonparametric estimate of from a nonparametric estimate of the unconditional density. When both and are parameterized this approach is unneeded, though a comparison of the parametric and and nonparametric estimates of can be the basis of a speci cation test. Weighted covariance estimation is needed because my t,1 ; y t ; 0 is not in general a serially uncorrelated vector process.
The EMM method provides an alternative to these procedures. A possible advantage of EMM in this context is that it provides a direct check on whether the time series properties of discrete time realizations fy t g generated via 5.1 are consistent with those implied by a n independent estimate of the discrete time conditional density fy t jy t,L ; : : : ; y t , 1 . Another is that since the auxiliary model ts the model well, then the score should be nearly serially uncorrelated, thus eliminating the need for weighted covariance estimation. A disadvantage is that it entails the added complexity of a simulation-based method for a model with a single observed factor, whereas the other approaches do not need simulation. Plots of simulations are useful for assessing the predicted time series properties though, as in Figure 5 .5 discussed below. All told, the procedures seem complementary. W e n o w turn to implementation of EMM.
Data
The data are weekly Friday observations on the 30-day Eurodollar interest rate, January 1, 1975 October 28, 1994, for 1035 observations. The top panel of Figure 5 .1 is a plot of fỹ t g 1035 t=1 . Data on the seven-day Eurodollar rate were also collected but not used. As is typical of interest rates quoted for very short maturity i n tervals, the seven-day rate shows occasional extraordinarily large movements, presumably due to short-term liquidity or microstructure e ects. My view is that such e ects are not characteristic of the dynamics of the fundamental factor for equilibrium asset pricing, though the EMM method could certainly be used to t 5.1 to the seven-day rate.
Estimation of the Score Generator
The rst step is to t the auxiliary model for the conditional density of the interest rate process. Gallant and Tauchen 1989 , 1992 , 1995a develop a very exible approach, termed the SemiNonParametric SNP approach, to estimation of the conditional density of a discrete time stationary process. The SNP approach is based on a truncated Hermite series expansion. For the interest rate process y t ; the SNP speci cation is f K y t jy t,L ; : : : ; y t , 1 ; = f K y t j x t , 1 ; = 
L r ; L p ; 300 = 1 is a normalization to achieve identi cation, abs is the absolute value function with the corner smoothed out, and by convention L p = 1 when K x = 0 :
The SNP model takes the form of a truncated Hermite series expansion modi ed to make the polynomial nonnegative and to integrate to unity. The leading term of the expansion, obtained by setting K z = K x = 0 i s a n A R L u -ARCHL r model: a linear autoregression of lag length L u with an ARCH error structure of lag length L r : Higher order terms accommodate deviations from this model. Letting K z 0; while K x = 0 ; induces a time homogeneous non-Gaussian error structure, while K z 0 and K x 0 permits non-Gaussianity and conditional heterogeneity b e y ond ARCH. Because of the extreme persistence of the interest rate, we do not use the logistic transformation of x t,1 described in Gallant and Tauchen 1995a.
We need to determine the degrees K z ; K x ; of the polynomial de ned in 5:8 and 5.9 and the lag lengths L u ; L r ; L p in 5:6; 5:7; 5.8, 5.9. A selection strategy that has worked well across several nancial market applications is to use the BIC, i.e., the Schwarz 1978 criterion, to guide rst determination of the appropriate lag lengths, L u and L r ; for the leading term and then go on to determine the appropriate degrees of the polynomials along with L p : Table 5 .1 shows the objective function surface for the SNP estimation. Throughout, the rst 15 observations are reserved for forming lags, leaving 1020 observations, net. From the table, it is seen that L u = 1 and L r = 5 are appropriate under BIC. Expanding from this point to K z = 4 does substantially better under BIC, which re ects a non-Gaussian error density typical of nancial data. Fits with K z = 6 and K z = 8 did slightly better on BIC, though there were some numerical problems with convergence and with the parameter estimates locating in the nonstationary region of parameter space. Nonstationarity i s c hecked by examining plots of very long simulated realizations for evidence of explosive behavior, which is always readily apparent. It was decided to leave K z = 4 ; since it is imperative for the score generator to remain in the stationary region, so EMM is not trying to t to an unstable model. Inspection of plots of error densities revealed only minor di erences across the ts with K z = 4 ; 6 ; or 8; the densities all assumed the typical shape with high concentration of mass near the origin, thick tails, and thin shoulders relative to the Gaussian. In previous experience with nancial applications, K z = 4 has typically been found adequate.
The SNP speci cation with L u = 1 ; L r = 5 ; K z = 4 ; and K x = 0 is a linear autoregression with an ARCH error structure and a homogeneous nonparametric error density. I t i s analogous to the semiparametric GARCH model of Engle and Gonzales-Rivera 1991. The score from this speci cation is termed the Semiparametric ARCH Score." From Table 5 .1, however, it is seen that the further expansion to K x = 1 is warranted, which is evidence that the Semiparametric ARCH model does not capture all features of the data. The SNP model with L u = 1 ; L r = 5 ; K z = 4 ; L p = 1 ; and K x = 1 is the best under BIC of all models con-sidered. The score from this preferred speci cation is termed the Nonlinear Nonparametric Score."
Evaluation of graphic output can help assess the nature of the adequacy of the t. The middle and bottom panels of Figure 5 .1 are time series plots of the one-step conditional means and conditional standard deviations from the Nonlinear Nonparametric score generator evaluated at each data point. This model is seen to do a good job of tracking the mean and volatility o v er the sample period.
This cut at the data generates two score generators for the SDE to confront. The Semiparametric ARCH Score contains 12 indicators that the SDE must match to zero as closely as it can, while the Nonlinear Nonparametric Score contains 17 indicators.
Estimation of the SDE
We examine three basic speci cations of the SDE 5. none of these conditions is imposed. As discussed in Subsection 4.4, the EMM estimation method incorporates a stability penalty to force the tted parameters to generate stationary simulated data so long as the auxiliary model itself is stationary, a s w as checked in Subsection 5.3 above.
To implement the Platen Strong Order 1 Scheme, we scaled time so that one week equals 0.10 units, i.e., h = 0 : 10; and divided the interval t; t + 0 : 10 into 100 equispaced intervals. We generated realizations of length 51,000 and discarded the rst 1,000 to attenuate the e ects of transients, leaving N = 5 0 ; 000: Experimentation showed the results were quite insensitive t o v arious other choices for S; e.g., S = 5 0 o r S = 7 5 ; and also insensitive t o the choice of N so long as N 30; 000. Other experiments showed that the results hardly change if a Weak Order 2 Scheme is used. Labeling one week as 0.10 units of time re ects a particular choice of scaling of the parameters that maintains reasonable numerical stability for the nonlinear optimization. With this scaling, then e 0:10 1 is the discrete-time rst order autocorrelation correlation coe cient implied by model dV = 0 + 1 V dt + 0 dW. F or more general speci cations, though, this interpretation does not hold because interaction e ects alter the interpretation of the individual parameters. Table 5 .2 shows the results of tting these three speci cations of the SDE using the two score generators Semiparametric A R CH and Nonlinear Nonparametric identi ed in Subsection 5.3. The computations were done using the general purpose EMM package of Gallant and Tauchen 1995b which includes code, data, and a worked example. The table shows parameter values^ = 0 0 0 and the objective function de ned in 3.15 rescaled as in 3.22 to follow a c hi-square distribution. The weighting matrixĨ ,1 was formed using the outer-product-of-the-gradient a s g i v en in 3.28. As seen from the table, the Linear-Square-Root speci cation fails to account for the Semiparametric ARCH Score; it is overwhelmingly rejected. Interestingly, though, by increasing 1 from 0.50 to within the range 0.90 0.95, the Linear-CEV speci cation essentially can t the Semiparametric ARCH Score. For 1 = 0 : 95; the p-value is just over 1 percent. The top panel of Figure 5 .2 shows the quasi-t-ratios, de ned in 4.5 above, for the Linear-Square-Root speci cation; the middle panel shows the quasi-t-ratios for the Linear-CEV speci cation with 1 = 0 : 90. As evident from the top panel, the Linear-Square-Root speci cation has a great deal of trouble accounting for both the scores of the ARCH parameters and the scores of the Hermite parameters, which govern deviations in the error density from normality. On the other hand, the Linear-CEV speci cation essentially ts the Semiparametric ARCH Score, a nding consistent with that of Koedijk, Nissen, Schotman, and Wol 1995 for monthly data.
Fitting the Semiparametric ARCH Score, though, is not the same as tting the data. The Nonlinear Nonparametric Score fully accounts for the richness of the data, as it emerges from a complete speci cation search. As seen from Table 5 .2, the Linear-CEV speci cation fails to t this score and is overwhelmingly rejected. There is evidence in favor of the added complexity of nonlinear mean speci cation 5.14, which con rms Conley et al 1995 and Ait-Sahalia 1995a. For 1 = 0 : 75; a criterion di erence test of H 0 : ,1 = 2 = 0 gives X 2 2 = 8:484; p -value=0.0143, while for 1 = 0 : 90 the same test gives X 2 2 = 12:953; p-value=0.0015.
The parameter 1 is di cult to estimate precisely. A test of H 0 : 1 = 0 : 75 versus H 1 : 1 = 0 : 90 gives X 2 1 = 7 : 67; p -value=.0056, so there is considerable evidence for 1 0:75. The concentrated objective function becomes quite at for values of 1 much higher than 0.90, though, making it di cult to pin down 1 precisely. V alues of 1 for which the objective function di ers by less than 3.84 from the value at 0.90 would be included in a 95 con dence interval about 0.90. Values like 1 = 1 : 25 and 1 = 1 : 50 would be included in such a n i n terval.
From Table 5 .2, the Nonlinear-CEV speci cation with 1 pinned at 0.90 comes very close but does not quite t the data. The bottom panel of Figure 5 .2 shows the quasi-t-ratios for this speci cation. The only remaining di culty is the quasi-t-ratios on the quadratic and quartic terms of the Hermite polynomial, suggesting the model might be generating data that is conditionally too Gaussian. The quasi-t-ratios are similar for values of 1 such as 1.25 and 1.50. For the Nonlinear-CEV speci cation, the value 1 = 1 : 50 is in the upper range of values consistent with the data. As a check on robustness, we explore various aspects of this t. Figure 5 .3 provides an assessment of the unconditional density of the data. The top panel shows a kernel estimate of the unconditional density of the observed data while the bottom shows the t to a long realization. The bottom panel is the model's prediction at the tted parameter values, and it is seen that the model ts this dimension of the data quite well. Figure 5 .4 shows the drift and di usion functions 5.14 5.15 of the Nonlinear-CEV speci cation at the tted parameter values. The estimated drift function in the upper panel shows extreme mean reversion at low and high values of the interest rate and little mean reversion in the middle, which is con rmation of the plots in Conley et al 1995 and Ait-Sahalia 1995a. Figure 5 .5 shows volatility scatter plots, which are plots of the rst di erence, y t ; against the lagged level y t,1 of the interest rate. The top panel is the volatility scatter of actual data. The middle is the volatility scatter of a long simulation from the LinearSquare-Root speci cation estimated using the Nonlinear Nonparametric Score. The bottom is the volatility scatter of a long simulation from the Nonlinear-CEV speci cation. With enough patience one could simulate and plot an inde nitely long simulation, so only the outer envelopes of the clouds of simulated points matter, not their densities within the ergodic sets. The middle panel shows that the ergodic set of the Linear-Square-Root speci cation is too small relative to the data, which explains why it performs so poorly. The Nonlinear-CEV scatter looks more like that of the data.
The top panel of Figure 5 .6 shows an extremely long simulated realization 100 years worth from the Nonlinear-Nonparametric Score generator while the bottom panel shows a simulation from the Nonlinear-CEV speci cation. The simulation from the Nonlinear-CEV speci cation is not unreasonable in appearance and, as to be expected, it is somewhat smoother than the simulation from the score generator to which i t i s t .
In summary, there is considerable evidence for values of 1 in the range 0.90 0.95 and possibly as high as 1:50; and for the nonlinear mean speci cation as well. The most general Nonlinear-CEV speci cation comes close, but does not quite t the data. The shape of the nonlinear drift function shown in Figure 5 .4 con rms the shape reported in Conley et al 1995 and Ait-Sahalia 1995a, which w as detected using substantially di erent nonsimulation methods on di erent data sets.
Conclusion
One lesson from the application is the importance of using a exible, fully nonparametric score generator. The Semiparametric A R CH Score reveals the inadequacy in the LinearSquare-Root speci cation and indicates values of 1 in the range 0.90 0.95. However, using this score alone gives misleading ndings, as it suggests the Linear-CEV model is adequate when in fact there is more structure to the data. The Nonlinear Nonparametric Score reveals the nonlinear structure of the data. From Table 5 .1, this score generator is appropriate, as it is prefered under BIC to the Semiparametric A R CH Score.
The remaining misspeci cation of the Nonlinear-CEV speci cation apparent from the bottom panel of Figure 5 .2 can probably be handled by i n troduction of a second stochastic volatility factor where 5.1 is extended to a two-factor model: dV = 1 V; dt + 1 V; U; dW 1 6.1 dU = 2 U; dt + 2 U; dW 2 :
6.2 A v ersion of this model is discussed in Koedijk, Nissen, Schotman, and Wol 1995 and favorable empirical evidence based on a discrete time approximation is available in Brenner, Harjes, and Kroner 1994. The latent v olatility factor U can generate more exaggerated deviations from Gaussianity in the marginal distribution of V than can 5.1, and thus presumably should t the data better. This speci cation can be estimated via EMM. Andersen and Lund 1995 undertake such estimation using GARCH and generalized GARCH models as score generators. Their ndings are that the volatility factor U is indeed needed to account adequately for all of the dynamics of the short interest rate. The bottom panel is a kernel estimate from a long simulation of the unconditional density of the tted stochastic di erential equation 5.1, where the drift and di usion functions are the Nonlinear-CEV speci cation given in 5.14 and 5.15 with 1 = 1 : 5 and the other parameters tted via EMM using the Nonlinear Nonparametric Score. 
