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Introduction
Uniform random sampling has been known for its usefulness and efficiency for generating consistent and unbiased estimates of an underlying population. It has been extensively used in the database community for evaluating queries approximately [2] [10] [15] [16] [27] [36] . This approximate query evaluation may be necessary due to limited system resources like memory space or computation power. Two types of queries have been mainly considered: aggregation queries [2] and join queries [2] [10] . Between the two types, it is far more challenging for join queries because uniform random sampling of join inputs does not guarantee 1 Uniform random sampling on a join result is called join-sampling in [10] . a uniform random sample of the join output [2] [10] . This paper concerns join queries.
In the context of data stream processing, Srivastava et al. [31] addressed that challenge with a focus on streaming out (without retaining) a uniform random sample of the result of a sliding-window join query with limited memory. There are, however, many data stream applications for which such a continuous streaming out is not practical.
One example is the applications that need a block of tuples (instead of a stream of tuples) to perform some statistical analysis like median, variance, etc. For these applications, there should be a way of retaining a uniform random sample of the join output stream.
Another example comes from the applications that collect results of join queries from wireless sensor networks using a mobile sink. Data collection applications have been extensively addressed in research literature [8] [35] . In these applications, a mobile sink traverses the network and collects data from sensors. Thus, each sensor needs to retain a uniform random sample of the join output, instead of streaming out the sample tuples toward the sink.
A natural solution to keep a uniform random sample of the join output stream is to use reservoir sampling [25] [33] . Reservoir sampling selects a uniform random sample of a fixed size from an input stream of an unknown size. However, keeping a reservoir sample over stream joins is not trivial since streaming applications can be limited in memory size [5] [17] [26] .
In this paper we address the problem of reservoir sampling over memory-limited stream joins. To our knowledge, this problem has not been addressed in any previous work. We present two algorithms that perform reservoir sampling on the join result: Reservoir Join-Sampling (RJS) algorithm and Progressive Reservoir Join-Sampling (PRJS) algorithm. The RJS algorithm is straightforward. We simply apply the conventional reservoir sampling to join-sample tuples streaming out from a join operator. The reservoir size is fixed. Naturally, the sample in the reservoir is always a uniform random sample of the join result. Therefore, RJS fits those applications that may use the sample in the reservoir at any time (e.g., continuous queries). This algorithm, however, may not accommodate a memory-limited situation in which the available memory may be too small even for storing tuples in the join buffer. In such a situation, it may be infeasible to allocate the already limited memory to a reservoir with an adequately large size.
The PRJS algorithm is designed to alleviate this problem by increasing the reservoir size during the sampling process. For this, we modify the conventional reservoir sampling technique to what we call the progressive reservoir sampling [3] . The key idea of PRJS is to exploit the property of reservoir sampling that the sampling probability keeps decreasing for each subsequent tuple. Based on this property, the memory required by the join buffer keeps decreasing during the join-sampling (details in Section 4.3). Therefore, PRJS releases the join buffer memory not needed anymore and allocates it to the reservoir.
Evidently, a larger reservoir sample represents the original join result more closely. It, however, comes at a cost in terms of the uniformity of the sample. Once the reservoir size is increased, the sample's uniformity is damaged. Besides, even after the enlarged reservoir is filled again with new tuples, the sample's uniformity is still not guaranteed, that is, the sample's uniformity confidence stays below 100% [3] (details in Section 2). There is a tradeoff that a larger increase of reservoir size leads to lower uniformity confidence after the reservoir is filled again. Therefore, PRJS is suitable for those applications that can be tolerant in terms of the uniformity of the sample. Specifically, it fits those applications that use the sample at a predetermined time (such as applications of data collection over wireless sensor networks). Given such a tradeoff, PRJS is designed so that it determines how much the reservoir can be increased given a sample-use time and a uniformity confidence threshold.
We have done extensive experiments to evaluate the two algorithms with respect to the two competing factors (size and uniformity of sample). We have also compared the two algorithms in terms of the aggregation error resulting from applying AVG on the join result. The experimental results confirm our understanding of the tradeoffs.
In this paper, we make the following contributions:
1. We identify a new problem of reservoir sampling on the output of a memory-limited stream join, and present two algorithms as solutions to the problem: one with a fixed reservoir size (called Reservoir Join-Sampling (RJS)) and the other with an increasing reservoir size (called Progressive Reservoir JoinSampling (PRJS)).
2. For the PRJS algorithm we introduce an algorithm, called progressive reservoir sampling, and formally discuss a property that the uniformity of sample is not guaranteed if the reservoir size is increased in the middle of sampling.
3. We evaluate the two presented algorithms with respect to their performance tradeoffs between the size and uniformity of a reservoir sample as well as aggregation results on the reservoir sample.
The rest of the paper is organized as follows. Section 2 introduces our progressive reservoir sampling algorithm. Section 3 outlines the join-sampling processing model. Section 4 presents RJS and PRJS algorithms. Section 5 evaluates the two algorithms through experiments. Section 6 discusses related work. Section 7 concludes the paper and outlines future work.
Progressive Reservoir Sampling
In this section, we review the conventional reservoir sampling algorithm. Then, we conduct a theoretical study on the effects of increasing a reservoir size in the middle of sampling, and propose our progressive reservoir sampling algorithm. Results of this theoretical study and the origin of the proposed algorithm appear in [3] .
Reservoir sampling
The conventional reservoir sampling [25] selects a uniform random sample of a fixed size, without replacement, from an input stream of an unknown size (see Algorithm 1). 
Algorithm 1 Conventional Reservoir Sampling
if k ≤ r then 6: add the tuple to the reservoir 7: else 8: sample the tuple with the probability r k and replace a randomly selected tuple in the reservoir with the sampled tuple 9: end if 10: end for Initially, the algorithm places all tuples in the reservoir until the reservoir (of size r tuples) becomes full. After that, each k th tuple is sampled with the probability r k . A sampled tuple replaces a randomly selected tuple in the reservoir. This way, the reservoir always holds a uniform random sample of all the tuples seen from the beginning [25] .
To increase the size of a reservoir
A sample is a uniform random sample if it is produced using a sampling scheme in which all statistically possible samples of the same size are equally likely to be selected. Number of tuples to be selected from k after increasing the reservoir size y Number of tuples to be selected from m after increasing the reservoir size p 1 Join sampling probability in the first phase of the algorithms RJS and PRJS p 2 Reservoir sampling probability in the second phase of the algorithms RJS and PRJS
In this case, we say the uniformity confidence in the sampling algorithm equals 100%. In contrast, if some statistically possible samples cannot be selected using a certain sampling algorithm, then we say the uniformity confidence in the sampling algorithm is below 100%. Thus, we define uniformity confidence as follows.
the number of different samples of the same size possible with the algorithm the number of different samples of the same size possible statistically × 100
(1) For reservoir sampling, the uniformity confidence in a reservoir sampling algorithm which produces a sample S of size r (denoted as S [r] ) is defined as the probability that S [r] is a uniform random sample of all the tuples seen so far. That is, if k tuples have been seen so far, then the uniformity confidence is 100% if and only if every statistically possible S [r] has an equal probability to be selected from the k tuples. As we show below, if the reservoir size is increased from Suppose the size of a reservoir is increased from r to r+δ (δ > 0) immediately after the k th tuple arrives (see Figure 1) . Then, the reservoir has room for δ additional tuples. Clearly, there is no way to fill this room from sampling the k tuples as they have already passed by. We can only use incoming tuples to fill the room. The number of incoming tuples used to fill the enlarged reservoir is denoted as m and called the uniformity confidence recovery tuple count.
For the sake of better uniformity, we allow some of the r existing tuples to be evicted probabilistically and replaced by some of the incoming m tuples. In our work, we randomly pick the number of tuples evicted (or equivalently, the number of tuples retained). Clearly, the number of tuples that are retained, x, can be no more than r. Besides, x should not be less than (r + δ) − m if m < r + δ (because otherwise, with all m incoming tuples the enlarged reservoir cannot be refilled), and no less than 0 otherwise. Hence, we can have x tuples, where x ∈ [max{0, (r + δ) − m}, r], from the k tuples and the other r + δ − x tuples from the m tuples. This eviction scheme allows for
On the other hand, the number of different samples of size r + δ that should be statistically possible from sampling k + m tuples is k+m r+δ . Hence, with the eviction in place, the uniformity confidence is expressed as follows:
Examining this formula shows that the uniformity confidence increases monotonously and saturates as m increases. Figure 2 shows this pattern given one setting of k, r, and δ.
Note that the uniformity confidence never reaches 100%, as exemplified by Figure 3 which magnifies the uniformity confidence curve of Figure 2 for m ≥ 9000.
The following theorem summarizes the uniformity confidence property of reservoir sampling in the event of increasing the reservoir size in the middle of sampling. Theorem 1 If the size of a reservoir is increased from r to r + δ (δ > 0) while sampling from an input stream is in progress (after seeing more than r tuples), it is not possible to maintain the sample in the enlarged reservoir with a 100% uniformity confidence. Proof Let x be the number of tuples that can be selected in the enlarged reservoir (of size r + δ) from the k tuples seen so far in the input stream. Then, the uniformity confidence is equal to 100% if and only if x can be any value in the range of [0,r + δ]. However, x cannot be more than r since we have only r tuples from the k tuples seen so far. From this we conclude that the uniformity confidence cannot reach 100%.
Progressive reservoir sampling algorithm

Algorithm 2 Progressive Reservoir Sampling
Inputs: r {reservoir size} k {number of tuples seen so far} ζ {uniformity confidence threshold} 1: while true do 2: while reservoir size does not increase do 3: conventional reservoir sampling (Algorithm 1).
4:
end while 5: Find the minimum value of m (using Equation 2 with the current values of k, r, δ) that causes the UC to exceed ζ. 6: flip a biased coin to decide on the number, x, of tuples to retain among r tuples already in the reservoir (Equation 3). 7: randomly evict r − x tuples from the reservoir. 8: select r + δ − x tuples from the incoming m tuples using conventional reservoir sampling (Algorithm 1). 9 : end while Based on the above discussion, our progressive reservoir sampling works as shown in Algorithm 2. As long as the size of the reservoir does not increase, it uses the conventional reservoir sampling to sample the input stream (Line 3). Once the reservoir size increases by δ, the algorithm computes the minimum value of m (using Equation 2) that causes the UC to exceed a given threshold (ζ) (Line 5). Then, the algorithm flips a biased coin to decide on the number of tuples (x) to retain among the r tuples already in the reservoir (Line 6). The probability of choosing the value x is defined as: After that, the algorithm randomly evicts r − x tuples from the reservoir (Line 7) and refills the remaining reservoir space with r + δ − x tuples from the arriving m tuples using the conventional reservoir sampling (Line 8). Eventually, the algorithm continues sampling the input stream using the conventional reservoir sampling (Line 3) as if the sample in the enlarged reservoir were a uninform random sample of the k + m tuples.
We will use these results to design the Progressive Reservoir Join-Sampling algorithm presented in Section 4.3. Figure 4 illustrates the processing model of joinsampling, i.e., uniform random sampling over a (two-way) join output stream. Tuples in the two sliding windows (W 1 and W 2 ) on the input data streams (S 1 and S 2 ) are equijoined, i.e., with S 1 S1.A=S2.A S 2 . (A is the join attribute.) A sliding window is either time-based or tuplebased. If time-based, at any time τ a window W i (i = 1, 2) contains the tuples of S i whose timestamp t is in the range We adopt the following notions from the join-sampling processing model in [31] . Every join-result tuple is classified as either an S 1 -probe join tuple or an S 2 -probe join tuple. When a new tuple s 1 arrives on S 1 and is joined with a tuple s 2 ∈ W 2 , s 1 is said to produce an S 2 -probe join tuple. An S 1 -probe join tuple is defined symmetrically. A tuple s 1 ∈ S 1 may first produce S 2 -probe join tuples when it arrives. Then, before it expires from W 1 , it may produce S 1 -probe join tuples with tuples newly arriving on S 2 . n 1 (s 1 ) is a function which returns the number of S 1 -probe join tuples produced by a tuple s 1 ∈ S 1 before it expires from W 1 . n 2 (s 2 ) is defined symmetrically.
Join-Sampling Processing Model
Tuples arrive in a data stream in a monotonically increasing order of the timestamp. In other words, there is no out of order arrival. The available memory M is limited, and insufficient for the join buffer to hold all tuples of the current sliding windows. We assume the initial reservoir size, r, is given. Determining the initial reservoir size, that is, allocating the memory M between the reservoir and the join buffer, is an interesting future research problem.
Under this join-sampling processing model, we have observed that as time passes we can lower memory requirement on the join buffer and transfer memory from the join buffer to the reservoir. This makes our results on progressive reservoir sampling applicable to this processing model.
Join-Sampling Algorithms
In this section, we first give an overview of the Uniform Join-Sampling (UNIFORM) algorithm [31] , and then present our proposed algorithms: Reservoir Join-Sampling (RJS) and Progressive Reservoir Join-Sampling (PRJS). UNIFORM is used as a building block in RJS and PRJS. Each of the proposed algorithms has two phases: join sampling phase and reservoir sampling phase. We denote the sampling probabilities used in the first phase as p 1 and the sampling probability used in the second phase as p 2 .
Uniform join-sampling
Algorithm 3 Uniform Join-Sampling (UNIFORM)
1: for each s2 in W2 where s2.A = s1.A do 2: s2.num = s2.num + 1 3: if s2.num = s2.next then 4: output s1 s2 5: decide on the next s1 to join with s2 6: end if 7: end for 8: pick X ∼ G(p1) {geometric distribution} 9: s1.next = s1.num + X 10: if s1.next > n1(s1) then 11: discard s1 12: end if UNIFORM [31] streams out a uniform random sample of the result of a sliding-window join query in a memorylimited stream environment. Algorithm 3 outlines the steps of the algorithm for one-way join from S 2 to S 1 . (Join in the opposite, from S 1 to S 2 , is symmetric.) The basic assumption of the algorithm is that n i (s i ) (see Table 1 ) (i = 1, 2) is known. The algorithm works with two prediction models that provide n i (s i ): frequency-based model and age-based model. Frequency-based model assumes that, given a domain D of the join attribute A, for each value v ∈ D a fixed fraction f 1 (v) of the tuples arriving on S 1 and a fixed fraction f 2 (v) of the tuples arriving on S 2 have value v of the attribute A. Age-based model assumes that for a tuple s 1 ∈ S 1 the S 1 -probe join tuples produced by s 1 satisfies the conditions that (1) the number of S 1 -probe join tuples produced by s 1 is a constant independent of s 1 and (2) out of the n 1 (s 1 ) S 1 -probe join tuples of s 1 , a certain number of tuples is produced when s 1 is between the age g − 1 and g. These definitions are symmetric for a tuple s 2 ∈ S 2 . The choice of a predictive model is irrelevant to our work; thus, without loss of generality, we use the frequency-based model in the rest of the paper.
For the frequency-based model, n 1 ( s 1 .A) . The join sampling probability p 1 is computed by first obtaining the expected memory usage (i.e., the expected number of tuples retained in the join buffer) in terms of p 1 and, then, equate this to the amount of memory available for performing the join and solving it for p 1 . The expected memory usage of W 1 thus obtained as [31] :
A symmetric expression holds for the expected memory usage of W 2 , assuming the same sampling probability p 1 for the S 2 -probe join tuples. That is, (Line 8-9 ). To do that, UNIFORM picks X at random from the geometric distribution with parameter p 1 , G(p 1 ). If all remaining S1-probe join tuples of s 1 are rejected in the coin flips, s 1 is discarded (Line 10-12).
Reservoir join-sampling
RJS applies the conventional reservoir sampling on the output of UNIFORM. Thus, it uses a fixed size reservoir, and always holds a uniform random sample in the reservoir. Algorithm 4 outlines the steps of RJS. Given a fixed reservoir of size r, the first r join-sample tuples produced by UNIFORM are directly placed in the reservoir (Line 3-4). After that, each join-sample tuple is re-sampled using reservoir sampling with a probability p 2 so that a p 1 × p 2 = r/(k + 1), that is, p 2 = (r/(k + 1)/p 1 (Line 6).
Algorithm 4 Reservoir Join-Sampling (RJS)
1: k = 0 2: for each tuple output by UNIFORM do 3: if k ≤ r then 4: add the tuple to the reservoir 5: else 6: sample the tuple with the probability p2 = (r/(k + 1))/p1 7: end if 8: k = k + (1/p1) 9: end for
Algorithm 5 Progressive Reservoir Join-Sampling (PRJS)
{Initially, the memory utilization of the join buffer is 100%.} 2: while the memory utilization of the join buffer does not decrease do 3: for each tuple output by UNIFORM do 4: if k ≤ r then 5: add the tuple to the reservoir 6:
sample the tuple with a probability p2 = (r/(k + 1))/p1 
set p1 = r/(k + 1) {for the next incoming tuple} 11: recompute the memory utilization of the join buffer using Equations 4 and 5 12: end for 13: end while 14: while (RC(m) ≥ ξ) and (UC(S r+δ ) ≥ ζ) and (m ≥ (x + y) − (p1(k + 1))) do 15: decrease p1 by a specified constant value 16: recompute the memory utilization of the join buffer using Equations 4 and 5 17: increase δ by the amount of unused memory 18: end while 19: 
if δ = 0 then 22: return 23: end if 24 : end while 25 : release δ memory units from the join buffer and allocate the released memory to the reservoir. 26 : flip a biased coin to decide on x and y (Equation 3) 27: randomly evict r − x sample tuples from the reservoir 28: get y sample tuples out of m using Algorithm 1 29: continue sampling the input stream using Algorithm 1 k is an index of the original join output tuples that would be generated from the join. Since join-sampling selects only a portion of them, the value of k should be estimated. This estimation is done as follows. When a tuple s 1 produces an S 2 -probe join tuple, 1/p 1 tuples would be generated on average from the exact join since the algorithm samples a join result tuple with probability p 1 . Therefore, k = k + (1/p 1 ) (Line 8). This estimation process is symmetric for S 1 -probe join tuples.
Progressive reservoir join-sampling
The key idea behind PRJS is to utilize the property of reservoir sampling that the sampling probability keeps decreasing for each subsequent tuple (see Algorithm 1). This property allows to release memory from the join buffer and transfer it to the reservoir. However, the benefit of increasing a reservoir size comes at a cost on the uniformity of the sample, as stated in Theorem 1.
PRJS needs to know the values of m (uniformity confidence recovery tuple count) and ζ (uniformity confidence threshold). Given the time left until the sample-use (or collection) time (denoted as T), the number of tuples (denoted as l) that would be generated during T if there were no joinsampling is computed as follows:
PRJS proceeds in two phases: join-sampling phase and reservoir-sampling phase. Tuples in the join-sampling phase are sampled with a probability p 1 . Therefore, the expected number of tuples to be seen by the reservoirsampling phase (m) is: m = lp 1 (7) Given m and ζ, PRJS works as shown in Algorithm 5. There are four main steps in the algorithm. The first step (Lines 2-13) concerns the memory transfer mechanism of PRJS. Initially there is no memory that can be transferred, since the memory utilization of the join buffer is 100%. As long as this is the case, PRJS works in the same way as RJS does (Algorithm 4) except that, for each new tuple s i arriving on join input stream S i , p 1 is decreased to r/(k + 1) and, accordingly, PRJS recomputes memory utilization of the join buffer. The reason for assigning this particular value to p 1 is that all S i -probe join tuples to be produced by s i while s i ∈ W i should be sampled with effectively a probability of no more than r/(k + 1). In other words, this is the smallest possible value that can be assigned to p 1 . PRJS keeps decreasing p 1 and recomputing the memory utilization until it finds that some memory can be released from the join buffer and transferred to the reservoir.
In the second step (Lines 14-18) and in the third step (Lines 19-24), PRJS finds the largest amount of memory (δ) that can be released from the join buffer and transferred to the reservoir, considering the following constraints:
• Refill confidence: The refill confidence, RC, is defined as the probability that m is at least the same as the enlarged reservoir size. That is given r and δ: RC(m) = probability(m >= r + δ) (8) Unlike the progressive reservoir sampling (Section 2), PRJS cannot guarantee that the enlarged reservoir will be filled out of m tuples since m is only an expected number of tuples on the outcome of the join-sampling phase (see Equation 7 ). That is, the value of m is an expected value rather than an exact value. This means that actual value of m may be less than r + δ, and this implies that δ ≤ y ≤ min(m, r + δ). (y is the number of tuples to be selected from the m tuples). Therefore, the algorithm has to make sure that y falls in that range with a confidence no less than a given threshold ξ.
• Uniformity confidence:
That is, the uniformity confidence should be no less than ζ after the enlarged reservoir is filled.
• Uniformity-recovery tuple count: m ≥ (x + y) − (p 1 (k + 1)). The rationale for this constraint is as follows. PRJS assumes the reservoir sample (of x + y tuples) will be used (or collected) after it will have seen m tuples. But if the sample-use does not happen, then it will have to continue with the conventional reservoir sampling on the join-sample tuples as if the sample in the reservoir were a uniform random sample of all join result tuples seen so far. In this case,
). If all these three constraints are satisfied, then in the second step PRJS keeps decreasing p 1 and increasing δ until one or more of them are not satisfied anymore. The more p 1 is decreased, the larger δ can be. Therefore, PRJS finds the smallest possible p 1 that makes the three constraints satisfied. This ensures to find the largest possible memory (δ) to be transferred to the reservoir.
When PRJS enters the third step, δ has been set too large to satisfy one or more of the three constraint. So, PRJS decreases δ until the constraints are satisfied or δ becomes 0. The latter case means that the reservoir size cannot be increased.
Once δ (> 0) is determined, in the fourth step (Line 25-29) PRJS releases δ memory units from the join buffer and allocates the released memory to the reservoir. Then, PRJS works in the same way as in the progressive reservoir sampling (see Lines 6-8 of Algorithm 2) to refill the reservoir.
Performance Evaluations
As mentioned in the Introduction, there is a tradeoff between the two presented algorithms: Reservoir JoinSampling (RJS) and Progressive Reservoir Join-Sampling (PRJS). Thus, in our evaluation we aim to compare these two algorithms in terms of the two traded factors: the achieved reservoir sample size and the achieved (recovered) uniformity of the sample. In addition, we conduct another set of experiments to put our evaluations in the database context. Specifically, we do an aggregation (AVG) on the reservoir sample, and compare the aggregation errors between the two algorithms.
The experimental results confirm the following:
• Size of reservoir sample: Regardless of the initial reservoir size, PRJS eventually results in a reservoir larger than the fixed-size reservoir of RJS.
• Uniformity of reservoir sample: Naturally, RJS's sample uniformity is always no lower than PRJS's sample uniformity. For PRJS, the uniformity is degraded when the reservoir size is increased but starts recovering promptly and approaches toward 100% as additional join-sample tuples are generated.
• Aggregation on a reservoir sample: For all the experimental settings used, we have observed from the results of aggregation errors on the reservoir sample that the benefit of gaining reservoir size is larger than the cost of losing sample uniformity. Naturally, PRJS achieves smaller aggregation errors than RJS unless the initial reservoir size is too large for PRJS to have room for increasing the size.
Setup
Algorithm setup: Both window sizes (W 1 and W 2 ) are set to 500 time units, and the two stream rates (λ 1 and λ 2 ) are set to 1 tuple per time unit and 5 tuples per time unit, respectively. These settings of sliding window sizes and stream rates are the same as those used in UNIFORM [31] which provides a basis of RJS and PRJS. Memory allocated to join buffer is 50% of the memory required for an exact result. The initial size of reservoir is 100 (i.e., r = 100 tuples) which represents 6% of the total available memory. We set both the uniformity confidence threshold ζ and the refill confidence threshold ξ to 0.90. We believe this value is sufficiently large to constrain the increase of reservoir size in PRJS. Unless stated otherwise, the results we report are obtained as an average of the results of 50 runs.
Data streams setup We have generated stream data sets each of which contains tuples amounting to 10000 time units. Values of join attribute in the input stream tuples are generated assuming the frequency-based model as indicated in Section 4. The values are drawn from a normal distribution with mean µ = 1000 and variance σ 2 = 1000. Values of aggregate attribute are drawn from a normal distribution with mean µ = 1000 and variance σ 2 = 10000.
Reservoir sample size
The objective of this experiment is to observe how the size of a sample in the reservoir changes size over time. sample size increases linearly until the enlarged reservoir is filled, and then the increase saturates. The same happens for RJS, but sample size does not ever exceed the initial reservoir size. Figure 6 shows the sample size over the first 1000 time units for a single run. Note that the sample size decreases initially because some sample tuples are evicted from the reservoir after x and y are decided. This is recovered quickly after that. Figure 7 shows the effect of PRJS on the reservoir size for varying l. We use l instead of m because the value of m is an expected value for a given l (see Equation 7 ). The figure shows that the increase of size is larger for larger values of l. The effect saturates for relatively large values of l.
Reservoir sample uniformity
The purpose of this set of experiments is to test the uniformity of the sample in the reservoir. We use χ 2 statistic [18] [23] as a metric of the sample uniformity. Higher χ 2 indicates lower uniformity and vice versa. χ 2 statistic measures, for each value v in a domain D, the relative difference between the observed number of tuples (o(v)) and the expected number of tuples (e(v)) that contain the value. That is: Figure 8 shows χ 2 statistic over time for both algorithms, at the interval of 100 time units. The underlying assumption is that the input stream is randomly sorted on the join attribute value. The results in the figure show that for PRJS the uniformity is decreased after the reservoir size . is increased, but it starts recovering before the sample-use time. As expected, the sample uniformity for RJS is better and is almost stable over time.
Since PRJS evicts some tuples from the reservoir in order to refill the reservoir with the incoming tuples, the uniformity can be damaged more if there is some sort of dependence in the arrival of join attribute values on the input streams. Therefore, we conduct an experiment to test the effect of the ordering of tuples in the input streams by the join attribute. For this, we generate partially sorted streams. This is done by configuring the values in the domain of the attribute into a tree structure. In the tree, the value in a parent node has a precedence in appearing in the input stream over the values in the children nodes. Between siblings there is no precedence conditions. The number of children of each node is fixed and is parameterized as fanout. As the value of fanout decreases, the stream becomes more sorted. That is, if fanout = 1, the stream is totally sorted. We set the value of fanout to 2, 3, and 4 as shown in Figure 9 . The figure shows that, for PRJS, there is more damage on the uniformity when the degree of the input stream ordering is higher. On the other hand, RJS is not sensitive for any kind of ordering in the input stream. This is evident for RJS and, thus, we omit the graph.
Aggregation on a reservoir sample
In this set of experiments, we compare RJS and PRJS in terms of the accuracy of aggregation (AVG) query results. We report the average absolute error (AE), at the interval of 500 time units, for each algorithm. Absolute error (AE) is defined as follows:
where A i (i = 1, 2, ..., n) is the exact aggregation result computed from the original join result andÂ i is the aggregation result computed from a sample in the reservoir, and n is number of runs.
The results shown in Figure 10 demonstrate that right after the reservoir size increases, PRJS gives a larger aggregation error but, after that, as the sample size increases the aggregation errors decreases. The curve of PRJS crosses over the curve of RJS even before reaching the sample-use time (marked as a circle on the PRJS curve). This happens because the benefit of the enlarged reservoir size dominates over the damage in the uniformity. As the uniformity recovers more, the aggregation error decreases more.
Related Work
The problem addressed in this paper combines three main research topics: sampling from data streams, uniform random sampling over joins, and memory-limited stream joins. We briefly review related work to each topic and then point out current research combining them.
In addition to the reservoir sampling [25] [33], there are special-purpose algorithms for sampling over data streams, such as heavy hitters [24] and distinct counts [14] . Heavy hitters find the elements that appear in a data stream for at least a certain fraction of all tuples, and distinct counts estimate the number of distinct values for a given target attribute over an input stream. In [7] Babcock et al. present memory-efficient algorithms for maintaining a uniform random sample of a specified size from a moving window over a data stream. In [20] , Johnson et al. abstract the process of sampling from a stream and design a generic sampling operator which can be specialized to implement a wide variety of stream sampling algorithms. In [3] , we theoretically study the effects of increasing and decreasing the reservoir size in the middle of sampling on the sample uniformity. We present an adaptive-size reservoir sampling algorithm and apply it to an application in which samples are collected from wireless sensor networks using a mobile sink. Uniform random sampling over joins has been addressed in the context of relational databases. Olken et al. [28] [27] assume that the relations being operated on should be base relations and have indexes. They consider both the case in which the join attribute is a key in one or more base relations and the case in which the join attribute is not a key in any of the base relations. Chaudhuri et al. [10] improve on Olken's results by considering more general settings in which intermediate relations in a query tree are typically not materialized and indexed. Acharya et al. [2] focus on computing approximate aggregation on multi-way joins by making use of pre-computed samples (known as join-synopses).
Memory-limited stream processing [26] has been considered in the context of stream joins. In [12] , [22] , and [34] this problem has been addressed by dropping tuples from input streams randomly [22] or based on the tuple content [12] . Xie et al. [34] present a stochastic process for load shedding by observing and exploiting statistical properties of input streams. Sketching techniques are proposed by Dobra et al. in [13] and by Alon et al. [4] for evaluating multi-join aggregate queries over data streams with limited memory.
There are a few research works combining some of these topics. With the of objective of minimizing answers inaccuracy in sliding-window aggregation queries where processing power is limited, Babcock et al. [6] propose a load shedding technique which includes random sampling operators in a query plan. Their work is different from ours as they assume a streaming environment in which the processing power, not the memory, is limited. In [31] , the problems of sampling from data streams, uniform random sampling over joins, and limited memory-limited stream joins are combined. However, our work is different from theirs as we have the objective of maintaining the sample in a reservoir, instead of streaming out the sample tuples. This makes the problem we are addressing distinct and challenging.
Conclusion
In this paper, we studied reservoir sampling over memory-limited stream joins, and presented two algorithms for this problem. One algorithm uses fixed-size reservoir and always maintains a uniform sample. The other algo-rithm allows the reservoir size to increase during the joinsampling by releasing memory from the join buffer and allocating it to the reservoir. We show theoretically that such an increase comes with a negative impact on the probability of the sample being uniform. We reported experimental evaluation comparing the two presented algorithms.
Several issues are still open for future work. It is interesting to extend the presented algorithms to support group-by queries, where a reservoir may naturally keep tuples from multiple groups. In this case, we may need to bias the sampling in order to collect as equal number of tuples as possible from each group, which results in an accurate approximation of the query results [1] . It is also challenging to study the addressed problem when resources are shared among multiple queries. In this case, the developed algorithm should optimally allocate the memory between reservoirs and join buffers of all participating queries.
