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1. Introduction
For a linear bounded operator A in a Hilbert space X , the numerical range of A is defined as
W(A) = {(Ax, x) : ‖x‖ = 1} =
{
(Ax, x)
(x, x)
: x = θ
}
.
By the well-known Toeplitz–Hausdorff theorem, the numerical range of A is convex and satisfies so-
called spectral inclusion property:
σp(A) ⊂ W(A), σ (A) ⊂ W(A),
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for the point spectrum σp(A) and the spectrum σ(A) of A. The numerical range of an unbounded
operator A in a Hilbert space X is defined as
W(A) = {(Ax, x) : x ∈ D(A), ‖x‖ = 1} =
{
(Ax, x)
(x, x)
: θ = x ∈ D(A)
}
,
and similarly to the bounded case, W(A) is convex and satisfies σp(A) ⊂ W(A). In general, the con-
clusion σ(A) ⊂ W(A) does not surely hold for unbounded operators A (i.e. there exist unbounded
symmetric operators A such that σ(A) = C), and an additional condition is required for the inclusion
of the spectrum.
Proposition 1.1. If A is a densely defined closed linear operator, then σ(A) ⊂ W(A) holds if and only if
σr,1(A) ⊂ W(A), where σr,1(A) = {λ ∈ σr(A) : R(A − λ) is closed}.
Proof. We may claim that σ(A) = σap(A) ∪ σr,1(A) and σap(A) ⊂ W(A), where σap(A) denotes the
approximate point spectrum, i.e.
σap(A) =
{
λ ∈ C : (A − λ)xn → 0, {xn}+∞n=1 ⊂ D(A), ‖xn‖ = 1, n = 1, 2, . . .
}
.
The proof of σ(A) = σap(A) ∪ σr,1(A) is obvious. Let λ ∈ σap(A), then there exists {xn}+∞n=1 ⊂
D(A), ‖xn‖ = 1, n = 1, 2, . . . such that
(A − λ)xn → 0.
Let λn = (Axn, xn), then λn ∈ W(A) and λn → λ, thus λ ∈ W(A) and hence σap(A) ⊂ W(A).
If σr,1(A) ⊂ W(A), then in view of σap(A) ⊂ W(A) we have σ(A) ⊂ W(A). If σ(A) ⊂ W(A), then
we also have σr,1(A) ⊂ W(A) and the proof is complete. 
Proposition 1.2. If the densely defined closed operator A in a Hilbert space X satisfies σp,1(A
∗) = φ, then
σ(A) ⊂ W(A) holds, where σp,1(A∗) = {λ ∈ σp(A∗) : R(A∗ − λ) = X}.
Proof. It is easy to show λ ∈ σr,1(A) if and only if λ ∈ σp,1(A∗), hence σp,1(A∗) = φ implies
σr,1(A) = φ, and thus σ(A) ⊂ W(A) by Proposition 1.1. Indeed, let λ ∈ σr,1(A), then λ ∈ σp(A∗) and
R(A∗ − λ) is closed. Suppose R(A∗ − λ) = X , then there exists x0 = θ such that
((A∗ − λ)x, x0) = 0
holds for all x ∈ D(A),which implies x0 ∈ D(A) and (A−λ)x0 = 0.However, on account ofλ ∈ σr,1(A),
we can see that A − λ is injective and thus x0 = 0. It is a contradiction and thus R(A∗ − λ) = X .
Let λ ∈ σp,1(A), then λ ∈ σp(A∗)∪σr(A∗). Suppose λ ∈ σp(A∗), then there exists θ = x0 ∈ D(A∗)
such that (A∗ − λ)x0 = 0, and thus
(x, (A∗ − λ)x0) = ((A − λ)x, x0) = 0
holds for all x ∈ D(A). In view of R(A − λ) = X , we have x0 = θ and it is a contradiction. Therefore,
λ ∈ σr(A∗), by closeness of R(A − λ), we have R(A∗ − λ) is closed and thus λ ∈ σr,1(A∗). 
Proposition 1.3. If the densely defined closed operator A satisfies D(A) ⊃ D(A∗), then σ(A) ⊂ W(A)
holds.
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Proof. By Proposition 1.1, it is sufficient to show that σr,1(A) ⊂ W(A). Let λ ∈ σr,1(A), then λ ∈
σp(A
∗), therefore, there exists x0 ∈ D(T∗), ‖x0‖ = 1 such that (A∗ − λ)x0 = 0. That is
(A∗x0, x0) = λ.
Since D(A) ⊃ D(A∗), so x0 ∈ D(A) and thus (Ax0, x0) = λ, which implies σr,1(A) ⊂ W(A).
Recently, the numerical range of an operator in an indefinite inner product space has been studied
by many of authors(see [1,2,5,6,9]). The numerical range of a bounded operator A in an indefinite
inner product space {K, [·, ·]} is defined as
W(A) =
{ [Ax, x]
[x, x] : [x, x] = 0
}
,
and called the -numerical range, where [·, ·] = (·, ·). It is easy to verify that
W(A) = {[Ax, x] : [x, x] = 1} ∪ {−[Ax, x] : [x, x] = −1},
and the following example illustrate that the spectral inclusion property
σp(A) ⊂ W(A), σ (A) ⊂ W(A)
does not hold in general. 
Example 1. Taking T =
⎡
⎣ A B
C D
⎤
⎦ =
⎡
⎢⎣ 0 I− d2
dx2
0
⎤
⎥⎦ , K = {K, [·, ·]},  =
⎡
⎣ 0 iI
−iI 0
⎤
⎦, where X =
L2[0, 1],D(C) = {x ∈ X : x′is absolutely continuous, x′, x′′ ∈ X, x(0) = x(1) = 0}, K = X × X,
then we can see that the operator iT is self-adjoint in the space K and thusW(T) ⊂ iR. On the other
hand, through simple calculations we can obtain that
σ(T) = σp(T) = {kπ : k = ±1,±2, . . .},
which implies that the spectral inclusions σp(T) ⊂ W(T), σ (T) ⊂ W(T) do not hold.
In view of the above example, we can see that the numerical range of an operator in an indefinite
inner product space is quite different from that in a Hilbert space. Similarly to the bounded case,
the numerical range of an unbounded operator A in an indefinite inner product space {K, [·, ·]} is
defined as
W(A) =
{ [Ax, x]
[x, x] : x ∈ D(A), [x, x] = 0
}
,
and it is easy to verify that
W(A) = {[Ax, x] : x ∈ D(A), [x, x] = 1} ∪ {−[Ax, x] : x ∈ D(A), [x, x] = −1}.
Themain aim of this paper is to answer one of the open questions of [1] andwe prove under certain
assumptions that the spectral inclusion properties hold in an indefinite inner product space.
Throughout this paper, the symbols C, R, iR denote the set of complex numbers, the set of real num-
bers, the set of pure imaginary numbers, respectively. The indefinite inner product space {K, [·, ·]}
denotes anon-degenerate, decomposable, complete inner product space (i.e. Krein space) and [·, ·] =
(·, ·), where is called the canonical symmetry of the Krein space and satisfies = −1 = ∗. The
adjoint of A in an indefinite inner product space and Hilbert space is denoted as Ac and A∗. For a closed
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linear operator T in a Hilbert space X , the symbols D(T), R(T), ρ(T) and σ(T) = C\ρ(T) denote the
domain, the range, the resolvent set and the spectrum of T , and we shall say that λ ∈ ρ(T) if T − λ is
injective and R(T − λ) = X . It is well-known that
σ(T) = σp(T) ∪ σr(T) ∪ σc(T),
where
σp(T) = {λ ∈ C : T − λ is not injective};
σr(T) = {λ ∈ C : T − λ is injective, R(T − λ) = X};
σc(T) = {λ ∈ C : T − λ is injective, R(T − λ) = X, R(T − λ) = X}.
2. Preliminaries
We start with the following statement:
Definition. A symmetric operator A in an indefinite inner product space {K, [·, ·]} is said to be
positive (or uniformly positive) if [Ax, x]  0 (or [Ax, x]  M(x, x),M > 0) for every x ∈ D(A).
Lemma 2.1. Let A be a densely defined positive operator in {K, [·, ·]}. If an element x0 ∈ D(A) satisfies[Ax0, x0] = 0, then Ax0 = 0.
Proof. See [3, Lemma VII1.1]. 
Lemma 2.2. Let A be a densely defined closed operator in {K, [·, ·]}. Then
(a) λ ∈ ρ(A) ⇔ λ ∈ ρ(Ac);
(b) λ ∈ σr(A) ⇒ λ ∈ σp(Ac);
(c) λ ∈ σp(A) ⇒ λ ∈ σp(Ac) ∪ σr(Ac).
Proof. See [10, Theorem II1.16]. 
3. Main result
Theorem 3.1. Let A be a bounded self-adjoint and positive operator in {K, [·, ·]} (i.e. A = Ac  0). Then
σp(A)\{0} ⊂ W(A), σ (A) ⊂ W(A).
Proof. Letλ ∈ σp(A)\{0}, then there exists x0 = θ such thatAx0 = λx0, thus [Ax0, x0] = λ[x0, x0].
We can claim that [x0, x0] = 0. Indeed, if [x0, x0] = 0 then [Ax0, x0] = 0 and by Lemma 2.1 we
have Ax0 = 0, and thus λ = 0, a contradiction. Therefore,
λ = [Ax0, x0][x0, x0] ∈ W(A)
hence σp(A)\{0} ⊂ W(A).
Next we will prove σ(A) ⊂ W(A). By [10, Corollary II3.25], it is easy to check that σ(A) ⊂ R and
σr(A) = ∅, thus σ(A) = σap(A), where σap(A) denotes the approximate point spectrum, i.e.
σap(A) = {λ ∈ C : (A − λ)xn → 0, {xn}+∞n=1 ⊂ D(A), ‖xn‖ = 1, n = 1, 2, . . .}.
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Let λ ∈ σap(A)\{0}, then there exists xn such that (A − λ)xn → 0 and ‖xn‖ = 1, which implies
[Axn, xn] − λ[xn, xn] → 0.
Suppose [xn, xn] → 0, then we can see that
[Axn, xn] = (Axn, xn) = ((A) 12 xn, (A) 12 xn) → 0,
which implies (A) 12 xn → 0. Since (A) 12 is bounded, soAxn = (A) 12 (A) 12 xn → 0 thus Axn → 0
and λxn → 0, which contradicts that ‖xn‖ = 1, and therefore, σap(A)\{0} ⊂ W(A).
Let 0 ∈ σap(A), then there exists ‖xn‖ = 1 such that Axn → 0. If [xn, xn] does not tend to 0, then
we have 0 ∈ W(A) and the proof is complete. If [xn, xn] → 0, taking yn = xn + xn then
[yn, yn] = [xn, xn] + [xn, xn] + [xn,xn] + [xn,xn] → 2,
and
[Ayn, yn] = [Axn, xn] + [Axn, xn] + [Axn,xn] + [Axn,xn] → 0,
which implies
λn = [Ayn, yn][yn, yn] → 0,
and thus 0 ∈ W(A). The proof is complete. 
Remark 3.1. In Theorem 3.1, the inclusion σp(A) ⊂ W(A) does not surly hold, and for an unbounded
operator A in {K, [·, ·]}, the inclusion σ(A) ⊂ W(A) also does not surely hold even if A satisfies
A = Ac  0.
Example 2. Let X be a Hilbert space whose inner product is denoted by (·, ·). Let K = X × X and
[·, ·] = (·, ·), where  =
⎡
⎣ 0 I
I 0
⎤
⎦. Firstly, taking A =
⎡
⎣ 0 0
I 0
⎤
⎦, then W(A) = { (x,x)2Re(x,y) :
⎡
⎣ x
y
⎤
⎦ ∈
X × X, Re(x, y) = 0} and it is easy to show that 0 ∈ σp(A) and 0 /∈ W(A). Secondly, let B be an
unbounded self-adjoint positive operator in a Hilbert space X . Taking A =
⎡
⎣ 0 0
B 0
⎤
⎦, then the operator
A is self-adjoint positive in the Krein space {K, [·, ·]} and W(A) ⊂ R. On the other hand, choosing
an x0 /∈ D(B) the element
⎡
⎣ x0
0
⎤
⎦ does not belong to R(A − λI) for any λ. Hence σ(A) = C and thus
σ(A) ⊂ W(A) does not hold.
The following result implies that if 0 /∈ σ(A), then the spectral inclusion property holds for an
unbounded self-adjoint positive operator in a Krein space.
Theorem 3.2. Let A be a self-adjoint positive operator in the space {K, [·, ·]} and 0 ∈ ρ(A). Then
σp(A) ⊂ W(A), σ (A) ⊂ W(A).
Proof. Similarly to the proof of Theorem 3.1, we can see that σp(A) ⊂ W(A) and σr(A) = ∅. Let
λ ∈ σc(A), then there exists ‖xn‖ = 1 such that (A − λ)xn → 0 and which implies
[Axn, xn] → λ[xn, xn].
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Since [Axn, xn]  M, so there exits N > 0, such that λ[xn, xn]  M holds for all n > N, and thus
λn = [Axn, xn][xn, xn] → λ,
which implies σc(A) ⊂ W(A) and so σ(A) ⊂ W(A). The proof is complete. 
Remark 3.2. When A = Ac  0, it is easy to show that 0 ∈ ρ(A) if and only if A = Ac  M for some
M > 0 (i.e. A is a uniformly -positive operator), therefore, we have the following theorem.
Theorem 3.3. Let A be a uniformly -positive operator in {K, [·, ·]} (i.e. A = Ac  M, where M > 0).
Then σp(A) ⊂ W(A), σ (A) ⊂ W(A).
References
[1] C.K. Li, L. Rodman, Shapes and computer generation of numerical ranges of Krein space operators, Electron. J. Linear Algebra 3
(1998) 31–47.
[2] C.K. Li, N.K. Tsing, F. Uhlig, Numerical ranges of an operator in an indefinite inner product space, Electron. J. Linear Algebra 1
(1996) 1–17.
[3] J. Bognar, Indefinite Inner Product Spaces, Springer-Verlag, Berlin, Heidelberg, New York, 1974.
[5] N. Bebiano, R. Lemos, J. da Providência, G. Soares, On the geometry of numerical ranges in spaces with an indefinite inner
product, Linear Algebra Appl. 399 (2005) 17–34.
[6] N. Bebiano, R. Lemos, J. da Providência, G. Soares, On generalized numerical ranges of operators on an indefinite inner product
space, Linear and Multilinear Algebra 52 (2004) 203–233.
[9] T. Bayasgalan, The numerical range of linear operators in spaces with an indefinite metric, Acta Math. Hungar. 57 (1991 (in
Russian)) 7–9.
[10] T.Y. Azizov, I.S. Iokhvidov, Linear Operators in Spaceswith an IndefiniteMetric,Wiley and Sons, 1989 (translation from Russian).
Further readings
[4] M. Fiedler, Geometry of the numerical range of matrices, Linear Algebra Appl. 37 (1981) 81–96.
[7] T.Y. Tam, Convexity of generalized numerical range associated with a compact Lie group, J. Austral. Math. Soc. 72 (2001) 1–10.
[8] T.Y. Tam, On the shape of numerical range associated with Lie groups, Taiwanese J. Math. 5 (2001) 497–506.
