Abstract -This paper studies the techniques of performance enhancement for decision tree classifiers (DTC) that are based on data structure analysis. To improve the performance of DTC, two methods are used -class decomposition that uses the structure of class density and taxonomy based DTC design that uses interactions between attribute values. The paper shows experimental exploration of the methods, their strengths and imperfections and also outlines the directions for further research.
I. INTRODUCTION
The classification task is very popular in various domainsmedicine, finance, biology, engineering etc. and there are many diverse classification methods that are applied to the data. One of the most popular approaches to classification is using decision tree classifiers to discriminate between classes. Decision tree classifiers are fairly easy to construct and they are very easy to understand even for experts that have little knowledge in data mining and about classification methods. One does not need to know how decision trees were constructed to successfully use them for classification of new instances.
Decision tree classifiers are quite an old approach (first algorithms CART and C4.5 were first used in the 1980s by Breiman et al. [1] and Quinlan [2] ) and are modified and improved ever since their first appearance. Classification trees are an unstable method meaning that they produce different classification models if training data change even slightly. To avoid this imperfection, classifier ensembles are widely used. Decision tree classifiers are combined together resulting in decision forests and they are also combined with other classification methods (like neural networks, Naïve bayes classifiers etc.) resulting in hybrid decision trees.
Another way to improve the performance of decision tree classifiers is to use various data preprocessing routines and data analysis tools to gain meta-information about data sets that can be used in decision tree design. Various features of data sets can be used to modify the process of decision tree design; this area is not widely studied and there is almost no information about the most important features of a data set that can help in choosing the best classification algorithm and building a classifier that best fits the data.
If the data is viewed as a combination of input and output parameters, these two parts can both be used in classifier design. The input parameters hold various values of several attributes. The nature of these attributes and their values can be used to construct more compact and accurate classifiers. The composition of output data or classes can give more information about requirements towards classifiers and help the scientists to build classifiers that fit the complex nature of classes. Therefore this article examines two methods of decision tree classifier accuracy enhancement. Taxonomy based decision tree design uses interactions between values of attributes to build compact and accurate classifiers whereas class decomposition splits complex class structures into compact and dense areas that can be viewed as subclasses and separated more easily using classical classification algorithms.
The paper is organized as follows. An overview of related work by other researchers is presented in Section 2. A description of the used methods is given in Section 3. The results of the conducted experiments are presented Section 4. Finally, some concluding remarks are made.
II. RELATED WORK
When classical algorithms do not give the expected results, scientists have tried to use the features of the data structure to adapt classifiers to data. In this section two directions of those researches are inspected -the use of data structure features to build local classifiers and the use of ontologies to build more efficient classifiers.
A. Data structure analysis for classifier design
The transition from global data structure exploration to local analysis was first introduced by Fulton et al. [2] . The authors described local design of decision trees, exploring the objects that are nearest to the object that is being classified. This method is similar to kNearest Neighbor method and uses it to find the nearest objects (the authors also propose other methods to find the nearest objects). Then a classifier is built using the found objects as a training set. The proposed method introduces interactive classification but for each new sample there has to be found a set of objects that will classify the instance. Therefore this method is very resource costly. It is also very difficult to find the nearest neighborhood that would represent the specifics of the domain.
Brazdil et al. [4] proposed a meta-learning system that examines the data set and chooses the most suitable classifier by comparing the meta-information of the data set with the information about other data sets that is stored in a database. Then a classification method is chosen based on the performance of classifiers using data sets that are in the data base. It is very difficult to properly describe a data set and therefore such system cannot be built using methods and knowledge that is available at the moment. More data structure analysis methods need to be constructed to fully understand the nature of the data and the behavior of the classification methods.
Vilalta [5] proposed a method of data exploration using kmeans clustering to identify areas of high density within classes. The clusters found during the process of clustering are treated as separate classes. This enables the use of less complex classifiers (the author used linear classifiers) but the number of needed classifiers increases. The author also used Naïve Bayes classifier to test the proposed method and achieved better results.
B. Ontology based classifier design
The use of ontologies is very popular in data mining, especially in the field of biomedicine and text mining. But this approach is relatively new to classical classification tasks.
Taylor et al. [6] proposed the use of ontology in classifier design, using knowledge acquisition from data bases, combining relation data bases and ontologies to acquire new possibilities in query construction. The authors introduce the ParkaDB tool to manage ontologies and use them in rule construction and classification.
Zhang et al. [7] propose a new decision tree classification method that uses attribute value taxonomies. The proposed method ODT uses data in various abstraction levels and builds classification trees. To choose a split criterion this method searches the attribute space in various abstraction levels (enabled by attribute value taxonomies of each attribute) and chooses the best value based on Information gain. This research only leaves the question about the construction of taxonomies open.
Kang et al. [8] proposed the method of automatic taxonomy construction called AVT-Learner. This method is clustering based because it uses distances between attribute values and combines the closest values. The authors experimented with various distance measures and found Jensen-Shannon divergence to be the most successful. The authors used this proposed method with Naïve Bayes classifier and achieved better results than without the use of AVT-Learner.
III. METHODOLOGY
In this research two decision tree classifier efficiency enchancement methods that use information about data structure in building classifiers were used -the class decomposition that uses class density structures and the ontology based decision tree design that uses information about interactions between attributes.
A. Class Decomposition
Class decomposition enables the use of data structure features in the process of decision tree building. This method uses clustering approach to acquire meta-information like high-density areas within each class about the structure of input data. This information can later be used in building decision tree classifiers that are more accurate because the classifiers are adapted to the data. A benefit of this method is that it does not need any prior information about the data -it extracts all the needed information.
The first step of class decomposition is splitting the data according to classes. Given a data set T={(x,y)}, where x = {x 1 , x 2 , …, x n ) is an n-dimensional vector that describes an object of the data set and y = { y 1 ,y 2 , ..., y m } is the set of classes, the data set T is split into subsets T 1 , T 2 , …, T k so that all records of one subset belong to the same class T i = {(x, y i )} and i = 1 ... m , and all records of the initial data set belong to exactly one subset.
A hierarchical agglomerative clustering algorithm is applied to each subset T i . A hierarchical algorithm is chosen because it does not need any prior information about clusters (number of clusters, centroids etc.) and it can reveal the underlying patterns in the data. This method also reveals the number of clusters that are furthest from each other (maximum distance between two mergers in the dendrogram) that will be easier to separate using decision tree classifiers and the clusters are compact (Ward's distance is used to choose clusters that will be merged in each step of clustering). After clustering algorithm is applied, a number of clusters is chosen that represents the clusters that are furthest apart from each other. Each record x is then labeled according to their belonging to the clusters resulting in modified T i subsets T i '.
In the next step the optimal number of clusters and their structure is determined using various combinations of clusters chosen in the first step and decision tree classifiers (algorithms C4.5 and CART) to assess the separation ability. The best combination is the combination whose subclasses can be separated with the least error.
The records of the subset with the best cluster combination * are each given a label y j ' according to the cluster combinations;as a result, a subset T i ' turns into subset = {(x, y j ')}. The label is chosen in a way that lets identify the primary class from the new label that is treated as the new class.
Then all of the subsets are joined into one set and the classification algorithm (C4.5 and CART) is applied to this set allowing to evaluate class decompositions. To evaluate the accuracy of the classifiers the new class labels are converted to original classes.
B. Ontology Based Classifier Design
To use the dependencies between attributes in classifier design, they have to be represented in a comprehensible manner. In this case taxonomy (a hierarchical ontology that uses IS-A links) is used to represent the connections. There are many ways to construct taxonomy. In this research manual and AVT-Learner produced taxonomies are used.
The manual taxonomy is constructed using the information that is available about the domain or that is obtained using statistical data analysis.
To construct the taxonomies automatically the AVTLearner method (first proposed by Hang et al. in [8] ) is used. This method implements the following process for each attribute: The algorithm chooses an attribute to split the data set which will cause the maximum decrease in entropy. The algorithm consists of the following steps:
1. If all records in data set S belong to the same class, it returns the class label in a tree that consists of one leaf; 2. Otherwise the best attribute and concept for splitting is determined using Gain measure; 3. The splitting criteria are successors of the chosen concept; 4. The data set S is split using the chosen criteria; 5. The algorithm performs the previous steps to construct the sub-trees. The cut in the taxonomy is performed in a way that for each leaf node l of the taxonomy the following conditions are true: l belongs to the cut line or is a successor of a node that belong to the cut line and each two nodes that belong to the cut line are not predecessors or successors to each other.
C. Combination of both methods
This research also focuses on the combination of class decomposition and ontology based decision tree classifier design. First class decomposition is performed until labels of new classes are assigned to each record. Then taxonomies are built and the classification using these taxonomies is applied to the data set. Then the original class labels are assigned and the resulting accuracy is evaluated.
IV. RESULTS
Experiments were conducted using each of the proposed methods alone and using several different data sets. Then the combination of methods was applied to three data sets. The results were compared to the performance of algorithms CART and C4.5 without the use of any performance enhancement methods.
A. Class decomposition
For experiments using class decomposition method UCI Machine Learning Depository [10] data sets were used: Iris data set, Wisconsin Breast Cancer (Diagnostic) data set and Parkinsons data set. These data sets were chosen because they had few classes (to decrease the number of classes that was derived using class decomposition for illustrational purposes) and enough records to support each of the new subclasses.
Without the use of class decomposition the error of decision tree classifiers using Iris data set was around 5.33%. But the use of class decomposition increased the performance to an error of 4%.
For Wisconsin Breast Cancer data set both classifiers showed different results -C4.5 algorithm had 4.92% error but CART algorithm showed 7.56% error. This once again shows that although both decision tree classification algorithms are similar, they may have a significant performance difference and no one decision tree classification algorithm is superior in all data sets. Each class in the Wisconsin Breast Cancer data set was split into four clusters because dendrograms showed that this number of clusters was optimal -the next merge was between clusters with the largest distance in the dendrogram.The last merge was not taken into account because splitting a class into two subclasses gives no reason for cluster combinations and gives little information about the class structure. If the structure of the class is best described by these two clusters, the cluster combination that represents these two clusters will reveal this structure. All combinations of the clusters were tested using classification algorithms. The result for class Malicious is shown in Table I . Although Vilalta [5] states that the best combinations can be revealed within each class by classification, two of the best combinations for each class were chosen for full classification to test the hypothesis. Then all combinations of single class decompositions were used for full classification using algorithms C4.5 and CART. The classification results are shown in Table II . The classification accuracy decreased from 4.92% to 5.62% for algorithm C4.5 when class decomposition was applied. This can be explained by specific class structure that makes it harder to distinguish subclasses for this particular algorithm. The performance of CART algorithm increased from 7.56% to 5.80% when class decomposition was applied.
The last row in the table shows results for class decomposition combination of Malicious class that did not show the best results in the within class evaluation and the cardinality is not the highest possible (previously proposed heuristic for choosing the best combination) but the result in the full classification is the best for CART algorithm. This means that subclasses of different classes overlap although subclasses within one class did not overlap and were easily partitioned by the same classification algorithms.Within class evaluation of cluster combinations needs more research and new heuristics. The best evaluation using available heuristics is the full classification that needs more calculations and resources. The results using Parkinsons data set are shown in Table III . Without the use of class decomposition the best result is using C4.5 algorithm with 14.36%. But the use of class decomposition improved the performance of CART algorithm more and the best result was 10.77% error that outperformed the best result of C4.5 algorithm (the best result using C4.5 algorithm was 13.33%).
These experiments show that class decomposition can significantly improve the performance of decision tree classifiers but it needs more research to improve the heuristics of cluster combination choice.
B. Ontology based classifiers
To successfully use ontologies in decision tree classifier design it is important to use specific data sets that have attributes with many values that can be merged to build attribute value taxonomies. For this purpose Miles per Gallon data set (mostly continuous variables that can be categorized) and Iris data set (also continuous attributes) from the UCI Machine Learning Repository were used. Also the following data sets from The Data and Story Library were used: Acorn data set, Flea Beetle data set and Reading test data set.
Ontologies were built for all attributes that had more than four values and they were used for decision tree classifier design using algorithm C4.5. Ontologies were built using available information about the data sets (also statistical information) and AVT-Learner algorithm. The performance of C4.5 classifier using Miles per Gallon data set without the use of ontologies was 25.77% and the classification tree was rather large for the data set. The use of ontologies improved the performance of the classifiers and the use of ontologies built by AVT-Learner method also decreased the number of nodes in the classification tree while improving the performance. The results are shown in Table IV . The performance of the algorithm using Iris data set without the use of ontologies was 5.33% and it did not improve when AVT-Learner ontologies were used. But the use of manually built ontologies improved the performance by 2%. The Iris data set is widely known and the meta-information about the attributes is easy to deduce therefore the manually built taxonomies outperformed AVT-Learner taxonomies that did not capture the character of the attribute value interactions, however the use of AVT-Learner ontologies reduced the tree size significantly and therefore improved the efficiency of the classifier.The results are shown in Table V . The classification error of the classifier using Acorn data set was 28.21%. The classifier consisted of one leaf node and classified all instances into the dominant class. When the taxonomies were used to build the classifier it classified instances into both classes. The best performance was shown by the classifier that used AVT-Learner taxonomies. The performance increased by almost 8% and the tree was compact -it consisted of five nodes, four of which were leafs. This means that one attribute was enough to reach this classification accuracy. Maybe using more attributes would increase the performance but the data set is small and larger trees are not efficient and are often overfitted. The results are shown in Table VI . When classification was performed without using taxonomies on Flea Beetle data set, the classification error was very large -48.65%. The use of manual taxonomies increased the performance by 40% and reduced the size of the classification tree. The use of AVT-Learner taxonomies in decision tree design improved the performance even more and the classification error was only 1.35% and the tree size was also reduced. The great improvement of the classifier efficiency can be explained by the specific character of the data set. The classifier built without the use of taxonomies classified all instances using only one attribute and the projections of the classes on this attribute axis overlapped a lot. The number of instances in this data set is small and the tree was not grown further. The use of taxonomies enabled the use of attribute values with higher abstraction level and therefore less values and each leaf held more instances and the tree could be built further resulting in better classification performance because the classes in two-dimensional space overlap less than their projections on one axis. The results are shown in Table VII .
The accuracy of the classifier was very low using Reading Test data set -the error was 62.12% because the classes overlap a lot and are hard to separate. The use of taxonomies in decision tree design improved the efficiency of the classifier -the classification error was reduced by 30% and the tree size was reduced by 50% leading to more accurate and faster classification of new instances. The results are shown in Table VIII .
The use of taxonomies in decision tree design process improved the accuracy of decision tree classifiers significantly. It also reduced the size of the classifiers making them more resource-efficient while classifying new instances.
C. Combination of both methods
Although both methods that were examined previously use information about data structure to design more accurate classifiers that suit data better, they have different approaches in studying the structure of data sets. Therefore the use of both methods simultaneously could improve the efficiency of decision tree classifiers even more.
For working with both methods the data has to suit both methods (especially the use of attribute value taxonomies because they require attributes with many values that would be enough to build a taxonomy) and the following data sets were chosen for experiments: Iris data set, Acorn data set and Flea Beetle data set.The combination of both methods was tested using C4.5 algorithm. The performance of decision tree classifiers using Iris data set was improved by both methods when only one method was applied. The use of attribute value taxonomies in decision tree design decreased the classification error from 5.33% to 3.33% (the results are shown in Table IX ) whereas the use of class decomposition resulted in 4% classification error. When both methods were applied to this data set the classification error was 4% (the error was the same when only class decomposition was applied) but the size of the classification tree decreased significantly -from 46 nodes to 23 nodes. The performance of decision tree classifiers using Acorn data set was very similar. The use of taxonomies showed the best improvement in accuracy -the classification error decreased by almost 8%. The use of class decomposition improved the accuracy by 5%. Also the use of both methods simultaneously showed the same classification error as class decomposition alone although the classifier was different and the tree was slightly larger (17 nodes instead of 13). The results are shown in Table X . The C4.5 algorithm had the most increase in accuracy when taxonomy was used in decision tree design -the classification error dropped by 47%. The use of class decomposition also improved the accuracy but the increase was not that sharpthe classification error was 16% lower. The use of both methods showed the same classification accuracy as the use of taxonomies but the tree was slightly larger.The results are shown in Table XI .
This shows that although both methods proved to increase the efficiency of decision tree classifiers, the use of both methods simultaneously does not show even better results although the results are comparable to those obtained using only one of the methods. This means that both methods interfere in the process of classifier design and prevent further improvement of the performance.
V. CONCLUSION
The methods examined in this paper deal with two imperfections of decision tree classifiers -the static attribute values that impact the performance of classifiers and the tree sizes, and the approach of classification -decision trees divide the attribute space into hyperplanes that belong to the same class, therefore classes that are not compact and overlay other classes are hard to identify. Attribute-value taxonomies were used to get the most information from attributes while keeping the tree compact. Class decomposition was used to split classes withcomplex structure into areas of high density and improve the classifier's ability to separate the classes.
The proposed methods improved the performance of decision tree classifiers in most cases, although there were some exceptions when performance decreased when class decomposition was applied. This can be explained by specific structure of classes in these data sets -the subclasses of different classes are closer and therefore harder to separate than the original classes. Also the shape of classes or subclasses has a great impact on performance of decision tree classifiers when class decomposition was applied.
The experiments show that there is not enough information about choosing the right algorithm and the influence of the proposed methods. In some experiments the method that showed superior results without the use of these efficiency enhancement methods was outperformed by other classification methods when class decomposition was applied.
The experiments also showed that the heuristics for choosing the best cluster combinations in class decomposition proposed by other authors (like choosing combinations with the highest cardinality) are not always correct. The best evaluation of cluster combinations should include analysis of overlapping with other classes that has a great impact on later classification using the chosen subclasses.
The use of ontologies in decision tree classifier design can improve classification accuracy and also produce more compact trees. There is no best approach to building a taxonomy that fits all data sets equally. In data sets where the underlying interactions between attribute values are well known the manually built taxonomies (taxonomies built by experts) are the best choice but if the knowledge about the data is not good enough the best results can be achieved using AVT-Learner taxonomies that explore the interactions in data using statistical approach.
The combination of both methods does not give more improvement to efficiency because both methods use information about data structure to improve the performance of classification algorithms and the meta-data that they use appear to be similar and interfere with the other method.
