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Abstract
Complexity and decidability of logical systems is a major research area cur-
rently involving a huge range of different systems from fragments of first-order
logic to modal logic, description logics, et cetera. Due to the sheer number
of different frameworks investigated, a systematic approach could be benefi-
cial. We introduce a research program based on an algebraic approach to
systematic complexity classifications of fragments of first-order logic and be-
yond. Our base system GRA, or general relation algebra, is equiexpressive
with FO. The system GRA resembles cylindric algebra and Codd’s relational
algebra, but employs a finite signature with seven different operators. We pro-
vide a comprehensive classification of the decidability and complexity of the
systems obtained by limiting the allowed sets of operators. Furthermore, we
also investigate algebras with sets of operators not included in the list of the
seven basic ones and use such operator sets to give algebraic characterizations
to some of the best known decidable first-order fragments. To lift the related
studies beyond FO, we also define a notion of a generalized relation operator.
These operators can be seen to slightly generalize the notion of a generalized
quantifier due to Mostowski and Lindstro¨m.
1 Introduction
The failure of Hilbert’s program and the realization of the undecidability of first-
order logic FO put an end to the most prestigious plans of automating mathematical
reasoning. However, research with more modest aims continued right away. Per-
haps the most direct descendant of Hilbert’s program was the work on the classical
decision problem, i.e., the initiative to classify the quantifier prefix classes of FO ac-
cording to whether they are decidable or not. This major program was successfully
completed in the 1980’s, see [7] for an overview.
Subsequent work has been more scattered but highly active. Currently, the
state of the art on decidability and complexity of fragments of FO divides roughly
into two branches: research on variants of two-variable logic FO2 and the guarded
fragment GF. Two-variable logic FO2 is the fragment of FO where only two variable
symbols x, y are allowed. It was proved decidable in [30] and NexpTime-complete
in [13]. The extension of FO2 with counting quantifiers, known as C2, was proved
decidable in [14, 32] and NexpTime-complete in [33]. Research on variants of
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FO2 is currently very active. Recent work has focused on the complexity issues
in restriction to particular structure classes and also questions related to built-in
relations, see, e.g., [5, 19, 9, 26] for a selection of recent contributions. See also
[15, 18] where the uniform one-dimensional fragment U1 is defined. This system
extends FO2 to a logic that allows an arbitrary number of variables but preserves
most of the relevant metalogical properties, including the NexpTime-completeness
of the satisfiability problem.
The guarded fragment GF was initially conceived as an extension of modal
logic, being a system where quantification is similarly localized as in the Kripke
semantics for modal logic. After its introduction in [1], it was soon proved 2Ex-
pTime-complete in [12]. The guarded fragment has proved successful in relation
to applications, and it has been extended in several ways. The loosely guarded [6],
clique guarded [11] and packed [27] fragments impose somewhat more liberal condi-
tions than GF for keeping quantification localized, but the basic idea is the same.
All these logics have the same 2ExpTime-complete complexity as GF (see, e.g.,
[4]). The more recently introduced guarded negation fragment GNFO [4] is a very
expressive extension of GF based on restricting the use of negation in the same way
GF restricts quantification. The logic GNFO also extends the unary negation frag-
ment UNFO [39], which is orthogonal to GF in expressive power. Despite indeed
being quite expressive, GNFO shares the 2ExpTime-completeness of GF, and so
does UNFO.
Decidability and complexity of fragments of first-order logic plays a central role
also in the somewhat more applied realm of knowledge representation, especially in
relation to description logics [2]. In this field, complexities of fragments are classified
in great detail, operator by operator. The Description Logic Complexity Navigator
website provides an overview of the rather extensive and detailed taxonomy of
the best known relatively recent results: http://www.cs.man.ac.uk/~ezolin/dl/.
Most description logics limit to vocabularies with at most binary relations—being
extensions of standard modal logic—but there are notable extensions such as the
ExpTime-complete description logic DLR [8].
Somewhat less studied decidable fragments of FO include the Maslov class [28];
the fluted logic [35], [34]; the binding form systems [29] and the generalizations of
prefix classes in, e.g., [40]. Also, the monadic fragment of FO, being probably the
first non-trivial fragment of FO to have been shown decidable (see [25]), deserves a
mention here. Out of these frameworks, research relating to [40] and also work on
fluted logic has recently been active. The systems studied in [40] are largely based
on limiting how the variables of different atomic symbols can overlap, while fluted
logic restricts how variables can be permuted.
While the completion of the classical decision problem in the 1980s was a major
achievement, that project concentrated only on a very limited picture of first-order
logic, namely, prefix classes only. The restriction to prefix classes can be seen
as a rather strong limitation, both from the theoretical as well as applied point
of view. The subsequent research trends—e.g., the work on the guarded fragment,
two-variable logic, and description logics—of course lifted this limitation, leading to
a more liberal theory with a wide range of applications from verification to database
theory and knowledge representation. Indeed, as we have seen above, the current
state of the art studies a huge number of different logical frameworks, tailored for
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different purposes. However, consequently the related research is scattered, and
could surely benefit from a more systematic approach.
Our contributions. We introduce a research program for classifying complexity
and decidability of fragments of FO (and beyond) within an algebraic framework.
To this end, we define an algebraic system designed to enable a systematic and
fine-grained approach to classifying first-order fragments. A key idea is to identify
a finite collection of operators to capture the expressive power of FO, so our algebra
has a finite signature. In FO, there are essentially infinitely many quantifiers ∃xi
due to the different variable symbols xi, and this issue gives rise to the infinite
signature of cylindric set algebras, which are the principal algebraic formulation
of FO. Basing our investigations on finite signatures leads to a highly controlled
setting that directly elucidates how the expressive power of FO arises.
Our main system is built on the algebraic signature (u, p, s, I,¬, J,∃). Atomic
terms are relation symbols of different arities, and complex terms are built from
atoms by applying the operators in the signature. This defines an algebra over
every relational structure M. The atomic terms R are interpreted as the relations
RM; ¬ is the complementation operator; J the join operator; ∃ the existential
quantification (or projection) operator; p a cyclic permutation operator; s a swap
operator (swapping the first two elements of tuples); I an identity operator (deleting
tuples whose first two members are not identical); and u the constant operator
denoting the unary universal relation, i.e., the domain of M.
We let GRA(u, p, s, I,¬, J,∃) refer to the system based on these operators,
with GRA standing for general relation algebra. To simplify notation, we also
let GRA stand for GRA(u, p, s, I,¬, J,∃) in the current article. Furthermore, by
GRA \ f1, . . . , fk we refer to GRA with the operators f1, . . . , fk ∈ {u, p, s, I,¬, J,∃}
removed.
We first prove that GRA and FO are equiexpressive. The next aim is to classify
the decidability and complexity properties of the principal subsystems of GRA.
Firstly, GRA \ ¬ is trivially decidable. Nevertheless, GRA \ ¬ is interesting as it
can define precisely all conjunctive queries with equality. Then we establish that
GRA \ ∃ is NP-complete. The upper bound follows from an obvious translation
to quantifier-free FO, but the lower bound requires some—relatively light—work,
mainly since we do not have all the standard Boolean connectives in the system. We
then also show that satisfiability of GRA \ J can be checked by a finite automaton,
and futhermore, we prove GRA\I to be NP-complete (in fact already GRA(¬, J,∃)
turns out NP-hard). We note that, interestingly, it turns out that GRA \ I does
not correspond to equality-free FO.
On the negative side, we show that GRA(p, I,¬, J,∃) is Π01-complete, so remov-
ing either u or s (or both) from GRA does not lead to decidability. Thus we have
the following close to complete first classification: removing any of the operators
¬,∃, I, J gives a decidable system, while dropping u or s (or both) keeps the system
undecidable. We leave the study of the complexity and decidability of subsystems
of GRA there in this introductory article. It would be particularly interesting to
investigate the open case whether GRA \ p is decidable.
To push our program further, we define a general notion of a relation operator.
The definition can be seen as a slight generalization of the notion of a generalized
quantifier due to Mostowski [31] and Lindstro¨m [24]; we regard the the definition
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as one of the key contributions of this work. We then study variants of GRA
with different sets of relation operators. In particular, we characterize the guarded
fragment, two-variable logic and fluted logic by different algebras. The guarded
fragment corresponds to GRA(e, p, s, \, ∩˙,∃) where the first new symbol e denotes
a constant corresponding to the identity (or equality) relation, the symbol \ denotes
the relative complementation operator and ∩˙ is a special intersection that can op-
erate on relations of different arities. Two-variable logic—over vocabularies with
at most binary relation symbols—corresponds to GRA(e, s,¬, ∩˙,∃). Fluted logic
turns out to be GRA(¬, ∩˙, ∃´) where ∃´ is the variant of ∃ that projects away the last
member of each input tuple rather than the first one like ∃. All the other systems
we have mentioned so far have exactly the same expressive power if we replace ∃
by ∃´, while in GRA(¬, ∩˙, ∃´), switching ∃´ to ∃ affects the expressivity.
The systems for fluted logic and two-variable logic (using ∃´) are intimately
related (note that we do not impose restrictions on relation symbol arities for fluted
logic). Also, since the guarded fragment is characterized by GRA(e, p, s, \, ∩˙,∃), and
since GRA(e, s,¬, ∩˙,∃) and GRA(e, p, s,¬, ∩˙,∃) can be shown equiexpressive over
vocabularies with at most binary relations, we observe that also two-variable logic
and the guarded fragment are nicely linked. These kinds of results demonstrate the
explanatory power and potential usefulness of the idea of comparing FO-fragments
under the same umbrella framework based on different kinds of finite signature
algebras. A natural future research direction involves also pushing these studies
beyond first-order logic by using the notion of relation operator defined here.
The contributions of this article can be summarized as follows.
1. The main objective is to introduce the program of classifying complexity and
decidability properties of logics with different finite signature algebras. The
additional technical results are an important but not the primary focus of this
article.
2. Nevertheless, we provide a comprehensive classification of the principal sub-
systems of GRA(u, p, s, I,¬, J,∃), the principal open case being GRA \ p.
3. We provide algebraic characterizations of the guarded fragment, two-variable
fragment and fluted fragment in our framework.
4. We define the notion of a generalized operator. This relates also to further
directions in our study summarized in the concluding section.
Further notes on related work. We already extensively described the related
work concerning our program above. Nevertheless, we provide here some further
related information, emphasizing especially the algebraic side of the story.
There are various algebraic approaches to FO, e.g., Tarski’s cylindric algebras,
their semantic counterparts cylindric set algebras and the polyadic algebras of Hal-
mos. The book [17] gives a comprehensive and relatively recent account of the these
systems. Also, variants of Codd’s relational algebra [10] must be mentioned here,
although the main systems studied within the related database-theory oriented set-
ting are not equivalent to standard FO but instead relate to domain independent
first-order logic. The closest approach to our system is Quine’s predicate functor
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logic [36], [37], [38]. This system comes in several variants, with different sets of
operators used. But the spirit of the approach bears a similarity to the main alge-
braic system we study in this article, the signature in predicate functor logic being
finite. Variants of predicate functor logic can be naturally considered to be within
the scope of our research program. Predicate functor logic has been studied very
little, and we are not aware of any work relating to complexity theory. The notable
works within this framework include the complete axiomatizations given in [20]
and [3]. Concerning further algebraic settings, Tarski’s relation algebra (see [17])
is also related to our work, but focuses on binary relations. Finally, the system
GRA(u, p, s, I,¬, J,∃) was briefly presented in the preprint [22], but here we take
the first steps to begin developing the related theory.
2 Preliminaries
Let A be an arbitrary set. As usual, a k-tuple over A is an element of Ak. When
k = 0, we let ǫ denote the unique 0-tuple in Ak = A0. Note that A0 = B0 = ∅0 =
{ǫ} for all sets A and B. Note also that ∅k = ∅ for all positive integers k. If k is a
non-negative integer, then a k-ary AD-relation over a set A is a pair (R, k) where
R ⊆ Ak is a k-ary relation in the usual sense, i.e., simply a set of k-tuples. Here
‘AD’ stands for arity definite. We call (∅, k) the empty k-ary AD-relation. For
a non-negative integer k, we let ⊤k (respectively, ⊥k) denote an operator that maps
any set A to the AD-relation ⊤k(A) := (A
k, k) (respectively, ⊥k(A) := (∅, k)). We
may write ⊤Ak for ⊤k(A) and simply ⊤0 for ⊤0(A), and we may write ⊥
A
k or ⊥k for
⊥k(A). We note that the operators ⊤k and ⊥k are proper classes, and we also note
that ⊥∅k = ⊤
∅
k iff k 6= 0. When T = (R, k) is a k-ary AD-relation, we let rel(T )
denote R and write ar(T ) = k to refer to the arity of T . It is important to recall
below that when T is an AD-relation, then t ∈ T means that t ∈ rel(T ).
The notion of a model is defined as usual in model theory, assuming model
domains are never empty. For simplicity, we restrict attention to relational models,
i.e., vocabularies of models do not contain function or constant symbols. We use
the convention where the domain of a model A is denoted by A, the domain of B by
B et cetera. We let τˆ denote the full relational vocabulary containing countably
infinitely many relation symbols of each arity k ≥ 0. We let VAR = {v1, v2, . . . }
denote the countably infinite set of exactly all variables used in first-order logic FO.
We also use metavariables (e.g., x, y, z, x1, x2 . . . ) to refer to symbols in VAR. By
an FO-formula ϕ(x1, . . . , xk) we refer to a formula whose free variables are exactly
x1, . . . , xk. An FO-formula ϕ (without a list of variables) may or may not have
free variables. The set of free variables of ϕ is denoted by Free(ϕ). Now, let
k ≥ 0 and consider an FO-formula ϕ(vi1 , . . . , vik) where i1 < · · · < ik. The formula
ϕ(vi1 , . . . , vik) defines the AD-relation
(
{(a1, . . . , ak) ∈ A
k | A |= ϕ(a1, . . . , ak) }, k
)
in the model A. Notice that we make crucial use of the linear ordering of the
subindices of the variables vi1 , . . . , vik . We let ϕ
A denote the AD-relation defined
by ϕ in A. Notice—to give an example—that ϕ(v1, v2, v3) and ϕ(v6, v8, v9) define the
same AD-relation over any model. It is important to recall this phenomenon below.
When using the six metavariables x, y, z, u, v, w, we always assume (x, y, z, u, v, w) =
(vi1 , vi2 , vi3 , vi4 , vi5 , vi6) for some i1 < i2 < i3 < i4 < i5 < i6.
Consider the formulas ϕ := v1 6= v1 and ψ := v1 6= v1 ∧ v2 6= v2. Now ϕ
A is the
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empty unary AD-relation and ψA the empty binary AD-relation. The negated
formulas ¬ϕ and ¬ψ then define the universal unary and binary AD-relations
(¬ϕ)A = (A, 1) and (¬ψ)A = (A × A, 2), respectively. These are two different
AD-relations, of course. This demonstrates the intuition behind the choice to con-
sider AD-relations rather than ordinary relations: if ϕ and ψ both defined the
ordinary empty relation ∅ in A, then the action of ¬ in A on the input ∅ would
appear ambiguous. Ordinary relations suffice for most purposes of studying FO,
but we need to be more careful.
A conjunctive query (CQ) is a formula ∃x1 . . . ∃xk ψ where ψ is a conjunction
of atoms of the form R(y1, . . . , yk); for example ∃y∃z(Rxyz ∧ Syzuv) is a CQ with
the free variables x, u, v. Conjunctive queries are a first-class citizen in database
theory. A conjunctive query with equality (CQE) is otherwise similar but also
allows equality atoms in addition to atoms R(y1, . . . , yk). The CQE x = y, which
defines the identity relation, demonstrates that CQEs can define relations that CQs
cannot.
3 An algebra for first-order logic
In this section we define an algebra equiexpressive with FO. To this end, consider
the algebraic signature
(
u, p, s, I,¬, J,∃
)
where u is an algebraically nullary symbol
(i.e., a constant symbol), p, s, I,¬,∃ have arity one and J arity two. Let τ be a
vocabulary, i.e., a set of relation symbols. The vocabulary τ defines a set of terms
(or τ-terms) built by starting from the the symbols u and R ∈ τ and composing
terms by using the symbols p, s, I,¬, J,∃ in the usual way. So u and each R ∈ τ
are terms, and if T and T ′ are terms, then so are p(T ), s(T ), I(T ), ¬(T ), J(T ,
T ′), ∃(T ). We often leave out brackets when using unary operators and write,
for example, IpR instead of I(p(R)). Each term T is associated with an arity
ar (T ) (which, as we will see later on, equals the arity of the AD-relation that T
defines on a model). We define that ar(R) is the arity of the relation symbol R;
ar (u) = 1; ar (pT ) = ar(T ); ar(sT ) = ar(T ); ar(IT ) = ar (T ); ar (¬T ) = ar (T );
ar (J(T ,T ′)) = ar (T )+ar(T ′); and ar(∃T ) = ar (T )−1 if ar (T ) ≥ 1 and ar (∃T ) =
0 when ar (T ) = 0.
Given a model A of vocabulary τ , each τ -term T defines some AD-relation T A
over A. The arity of T A will indeed be equal to the arity of T . Consider terms
T and S and assume we have defined AD-relations T A and SA. Then the below
conditions hold.
R ) Here R is a k-ary relation symbol in τ , so R is a constant term in the algebra.
We define RA =
(
{(a1, . . . , ak) |A |= R(a1, . . . , ak) }, k
)
.
u ) We define uA = (A, 1). The constant u can be called the universe constant
or the universal unary relation constant.
p ) If ar (T ) = k ≥ 2, we define
(p(T ))A =
(
{(a2, . . . , ak, a1) | (a1, . . . , ak) ∈ T
A }, k
)
,
where (a2, . . . , ak, a1) is the k-tuple obtained from the k-tuple (a1, . . . , ak)
by moving the first element a1 to the end of the tuple. If ar(T ) is 1 or 0,
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we define (p(T ))A = T A. We call p the permutation operator, or cyclic
permutation operator.
s ) If ar (T ) = k ≥ 2, we define(
s(T ))A =
(
{(a2, a1, a3, . . . , ak) | (a1, . . . , ak) ∈ T
A }, k
)
,
where (a2, a1, a3, . . . , ak) is the k-tuple obtained from the k-tuple (a1, . . . , ak)
by swapping the first two elements a1 and a2 but keeping the other elements
as they are. If ar (T ) is 1 or 0, we define (s(T ))A = T A. We refer to s as the
swap operator.
I ) If ar (T ) = k ≥ 2, we let
(I (T ))A =
(
{(a1, . . . , ak) | (a1, . . . , ak) ∈ T
A and a1 = a2}, k
)
.
If ar(T ) is 1 or 0, we define (I (T ))A = T A. We refer to I as the identity
operator, or equality operator.
¬ ) Let ar (T ) = k. We define
(¬(T ))A =
(
{(a1, . . . , ak) | (a1, . . . , ak) ∈ A
k \ rel(T A) }, k
)
.
Note in particular that if T A = (∅, 0) = ⊥A0 , then (¬(T ))
A = ({ǫ}, 0) = ⊤A0 ,
and vice versa, if T A = ⊤A0 , then (¬(T ))
A = ⊥A0 . We refer to ¬ as the
negation or complementation operator.
J ) Let ar (T ) = k and ar(S) = ℓ. We define
(J(T ,S))A
=
(
{(a1, . . . , ak, b1, . . . , bℓ) | (a1, . . . , ak) ∈ T
A and (b1, . . . , bℓ) ∈ S
A}, k+ℓ
)
.
Here we note that ǫ is interpreted as the identity of concatenation, so if
rel(T A) = {ǫ}, then (J(T ,S))A = (J(S,T ))A = SA and (J(T ,T ))A =
({ǫ}, 0). We refer to J as the join operator.
∃ ) If ar (T ) = k ≥ 1, we let
(∃(T ))A =
(
{(a2, ... , ak) | (a1, ... , ak) ∈ T
A for some a1 ∈ A }, k
)
where (a2, ... , ak) is the (k − 1)-tuple obtained by removing the first element
of the tuple (a1, ... , ak). When ar (T ) = 0, then (∃(T ))
A = T A. We call ∃ the
existence operator, or projection operator.
We denote our algebra by GRA(u, p, s, I,¬, J,∃) where GRA stands for gen-
eral relation algebra. Each collection {f1, . . . , fk} of operators defines simi-
larly the general relation algebra GRA(f1, . . . , fk); we shall define such systems
later on. In this paper—only to simplify notation—we simply write GRA for
GRA(u, p, s, I,¬, J,∃). We identify GRA(f1, . . . , fk) with the set of τˆ -terms of this
algebra, where τˆ is the full relational vocabulary. Similarly, we identify FO with
the set of τˆ -formulas for the full relational vocabulary τˆ .
An FO-formula ϕ and term T are equivalent if ϕA = T A for every τ -model A
(where τ is an arbitrary vocabulary that is large enough so that ϕ is a τ -formula
and T a τ -term). For example, R(v1, v2) is equivalent to R, while the formula
R(v2, v1) ∧ (P (v1) ∨ ¬P (v1)) is equivalent to sR. Note that under our definition,
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R(v3, v6) and R(v1, v2) are both equivalent to the term R while the formulas are
not equivalent to each other. This causes no ambiguities as long as we use the
terminology carefully. Also, R(v1, v2)∧v3 = v3 is not equivalent to the term R as it
defines a ternary rather than binary relation. Furthermore, note that T (v1, v1, v2)
defines a binary relation and v8 = v8 a unary relation. Generally, in the below
investigations, it is important to remember how the use of the operator p is reflected
to corresponding FO-formulas: if rel
(
RA
)
= {(a, b, c, d)} = rel
(
(Rxyzu)A
)
, then
rel
(
(pR)A
)
= {(b, c, d, a)} = rel
(
(Ruxyz)A
)
, so the tuple (a, b, c, d) has its first
element moved to the end of the tuple, while Rxyzu has the last variable u moved
to the beginning of the tuple of variables.
Let S1 be a set of terms of our algebra and S2 a set of FO-formulas. We say
that S1 and S2 are equiexpressive if each T ∈ S1 has an equivalent formula in S2
and every ϕ ∈ S2 an equivalent term in S1. The sets S1 and S2 are sententially
equiexpressive if every sentence ϕ ∈ S2 has an equivalent term in S1 and every
term of arity 0 in T ∈ S1 has an equivalent sentence in S2.
Theorem 3.1. FO and GRA are equiexpressive.
Proof. Let us find an equivalent term for an FO-formula ϕ. Consider first the
cases where ϕ is one of the four atomic formulas ⊤, ⊥, x = x, x = y. Then the
corresponding terms are, respectively, ∃u, ¬∃u, u, I(J(u, u)).
Assume then that ϕ is R(vi1 , . . . , vik) for k ≥ 0. Suppose first that no variable
symbol gets repeated in the tuple (vi1 , . . . , vik) and that i1 < · · · < ik. Then the
term R is equivalent to ϕ. We then consider the cases where (vi1 , . . . , vik) may
have repetitions and the variables may not be linearly ordered (i.e., i1 < · · · < ik
does not necessarily hold). We first observe that we can permute any relation in
every possible way by using the operators p and s; for the sake of completeness, we
present here the following steps that prove this claim:
• Consider an arbitrary tuple (a1, . . . , ai, . . . , aℓ) of the relation R in a model A.
Now, we can move the arbitrary element ai an arbitrary number n of steps to
the right (while keeping the rest of the tuple otherwise in the same order) by
doing the following:
1. Repeatedly apply p to the term R, making ai the leftmost element of the
tuple.
2. Apply then the composed function ps (so s first and then p) precisely n
times.
3. Apply p repeatedly, putting the tuple into the ultimate desired order.
• We can similarly move ai to the left. Intuitively, this is achieved simply by
moving ai to the right and even past the rightmost end of the tuple. Formally,
we move ai by n steps to the left by performing the above steps so that in
step 2, we apply the composed function ps precisely ℓ− n− 1 times.
This shows that we can move an arbitrary element anywhere in the tuple, and
thereby it is clear that with p and s we can permute a relation in all possible ways.
Since we can permute tuples in every way, we can also deal with the possible
repetitions of variables in R(vi1 , . . . , vik). Indeed, we can bring any two elements to
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the beginning of a tuple and then use I. For example, consider R(v2, v1, v2) (which
defines a binary relation). We observe that R(v2, v1, v2) is equivalent to the term
p∃Ipp(R). Note that ∃ is used to indeed make this a binary rather than ternary
relation. Now, it is easy to see that using p, s, I,∃, we find an equivalent term for
every quantifier-free formula R(vi1 , . . . , vik).
Now suppose we have equivalent terms S and T for formulas ϕ and ψ, respec-
tively. We will discuss how to translate ¬ϕ, ϕ∧ψ and ∃viϕ. Firstly, clearly ¬ϕ can
be translated to ¬S. Translating ϕ∧ψ is done in two steps. Suppose ϕ and ψ have,
respectively, the free variables vi1 , . . . , vik and vj1 , . . . , vjℓ . We first write the term
J(S,T ) which is equivalent to χ(v1, . . . , vk+ℓ) := ϕ(v1, . . . , vk) ∧ ψ(vk+1, . . . , vk+ℓ);
note here the new lists of variables. We then deal with the possible overlap in the
original sets {vil , . . . , vik} and {vjl , . . . , vjℓ} of variables of ϕ and ψ. This is done
by repeatedly applying p, s, I and ∃ to J(S,T ) in the very same way as used
above when dealing with atomic formulas. Indeed, we above observed that we can
arbitrarily permute relations and identify variables by using p, s, I,∃.
Finally, translating ∃viϕ is easy. We first repeatedly apply p to the term S
corresponding to ϕ to bring the element to be projected away to the left end of the
tuple. Then we use ∃. After this we again use p repeatedly to put the term into
the final wanted form.
Translating terms to equivalent FO-formulas is straightforward.
Analyzing the above proof, we can also identify an algebra that is equiexpressive
with the equality-free fragment of FO. We assume here that ⊥ and ⊤ are not part
of the logic, even though this makes a difference only if we limit attention to empty
vocabularies. Let Iˆ denote the composed operator ∃I obtained by first applying I
and then ∃. We have the following equivalence.
Theorem 3.2. Equality-free FO is equiexpressive with GRA(p, s, Iˆ ,¬, J,∃).
Proof. For the direction from the equality-free FO to GRA(p, s, Iˆ,¬, J,∃), we ob-
serve that the only place in the proof of Theorem 3.1 where we used I without
using ∃ immediately afterwards, was when we were translating atomic formulas of
the form x = y. Also, u was used only to deal with equality atoms and the constants
⊥,⊤ which we here assume not to be part of the logic.
For the converse direction we observe that Iˆ can be thought of as a substitution
operation in the following sense. Suppose that we have translated a term T of arity
k to a formula ψ(v1, . . . , vk). If k = 1, then Iˆ(T ) is equivalent to ∃v1ψ(v1), and if
k = 0, then Iˆ(T ) is equivalent to ψ. On the other hand, if k ≥ 2, then the term
Iˆ(T ) is equivalent to ∃v1(v1 = v2 ∧ ψ(v1, . . . , vk)) which is in turn equivalent to
ψ∗(v2, . . . , vk) obtained from ψ(v1, . . . , vk) by replacing free occurrences of v1 by
v2.
The FO-equivalent algebra GRA = GRA(u, p, s, I,¬, J,∃) is only one of many
interesting related systems. Defining alternative algebras equiexpressive with FO
is one option, but it is also interesting to consider weaker, stronger as well as or-
thogonal systems. The equality-free logic discussed above was only the first related
example. We next provide a definition that gives a general way to work with dif-
ferent general relation algebras. In the definition, we let ADA denote the set of all
AD-relations (of every arity) over A. If T1, . . . , Tk are AD-relations over a set A,
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then (A,T1, . . . , Tk) is called anAD-structure. A bijection g : A→ B is an isomor-
phism between AD-structures (A,T1, . . . , Tk) and (B,S1, . . . , Sk) if ar(Ti) = ar (Si)
for each i and g is an ordinary isomorphism between (A, rel (T1), . . . , rel(Tk)) and
(B, rel(S1), . . . , rel(Sk)).
Definition 3.3. A k-ary relation operator f is a map that outputs, given an arbi-
trary set A, a k-ary function fA : (ADA)
k → ADA. The operator f is isomorphism
invariant in the sense that if the AD-structures (A,T1, . . . , Tk) and (B,S1, . . . , Sk)
are isomorphic via g : A → B, then (A, fA(T1, . . . , Tk)) and (B, f
B(S1, . . . , Sk))
are, likewise, isomorphic via g.
We define an arity-regular relation operator to be a relation operator that
satisfies the further constraint that the arity of the output AD-relation is always
determined fully by the sequence of arities of the input AD-relations.
Let us define some natural relation operators for illustration. Suppose T and S
are both of arity k. We define (T ∪ S)A = (rel(T A) ∪ rel(SA), k) and (T ∩ S)A =
(rel(T A)∩ rel(SA), k). We also define (T \S)A = (rel (T A) \ rel (SA), k). If T and S
have different arities, ∩ and ∪ return (∅, 0) and \ returns T A. Suppose then that
T and S have arities k and ℓ, respectively. Calling m := max{k, ℓ}, we let
(T ∩˙ S)A =
(
{(a1, . . . , am) | (am−k+1, . . . , am) ∈ T
A and (am−ℓ+1, . . . , am) ∈ S
A}, m
)
,
so intuitively, the tuples overlap on some suffix of (a1, . . . , am); note here that when
k or ℓ is zero, then (am+1, am) denotes the empty tuple ǫ. For example R(x, y)∧P (y)
is equivalent to R ∩˙P and R(x, y) ∧ P (x) to s(sR ∩˙P ). The operator ∩˙ can be
called the suffix intersection. Finally, define the (equality or identity) constant
operator e such that eA =
(
{(a, a)| a ∈ A}, 2
)
. Appendix A (on GF) and Appendix
B (on FO2) prove the following.
Theorem 3.4. GF and GRA(e, p, s, \, ∩˙,∃) are sententially equiexpressive. FO2
and GRA(e, s,¬, ∩˙,∃) are sententially equiexpressive over vocabularies with at most
binary relation symbols.
Characterizations not limiting to sentential equiexpressivity will be discussed in
the full version. We note that [16] defines a Codd-style relational algebra (with an
infinite signature) for sentences of GF.
Now, let GRA2(e, s,¬, ∩˙,∃) denote the terms of GRA(e, s,¬, ∩˙,∃) that use at
most binary relation symbols; there are no restrictions on term arity, although it is
easy to see that at most binary terms arise. The proof of Theorem 3.4 gives a trans-
lation from FO2-sentences (with at most binary symbols) to GRA2(e, s,¬, ∩˙,∃).
However, that translation is not polynomial, and thus it is not immediately clear
if we get a NexpTime lower bound for the the satisfiability problem of the system
GRA2(e, s,¬, ∩˙,∃). Nevertheless, it is established in Appendix B that the satisfia-
bility problem of GRA2(e, s,¬, ∩˙,∃) is NexpTime-complete.
For further charaterizations of expressive power, consider the operator ∃´ that is
otherwise as ∃, but while ∃ always projects away the first element of each tuple, ∃´
projects the last element away. Now, as observed in the proof of Theorem 3.1, the
operators p and s suffice for permuting relations in every way. Furthermore, it is
obvious that s alone suffices for at most binary relations. Therefore it is easy to see
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that we can replace ∃ by ∃´ in the characterizations of Theorems 3.1, 3.2 and 3.4. In
particular FO2 and GRA(e, s,¬, ∩˙, ∃´) are sententially equiexpressive over vocabu-
laries with at most binary relation symbols. Now, it is easy to show (see Appendix
C) that fluted logic—as defined in [34]—is equiexpressive with GRA(¬, ∩˙, ∃´). Thus
the algebras of FO2 and fluted logic are quite interestingly related, and the full
system GRA(e, s,¬, ∩˙, ∃´) obviously contains both fluted logic and FO2.
Going beyond first-order expressivity is an obvious future research direction.
Many interesting operators can be investigated. For brevity, we very briefly men-
tion only one out of numerous different interesting possibilities. So, consider the
equicardinality operator H such that (H(T ,S))A = ⊤0 if the relations rel(T
A) and
rel(SA) have the same (possibly infinite cardinal) number of tuples, and else the
output is ⊥0. No restrictions on the input relation arities are imposed. Adding
related quantifiers (e.g., the Ha¨rtig quantifier) to quite weak fragments of FO is
well known to lead to undecidability. Neverthelss, it is likely that interesting and
natural decidable systems can be found with suitable restrictions.
4 Decidable fragments of GRA
Let G be some set of terms of some general relation algebra GRA(f1, . . . , fn). For-
mally, the satisfiability problem for G takes as input a term T ∈ G and returns
‘yes’ iff there exists a model A such that T A is not the empty AD-relation of arity
ar (T ). In this section we identify subsystems of GRA = GRA(u, p, s, I,¬, J,∃) with
a decidable satisfiability problem. We concentrate on systems obtained by limiting
to a subset of the operators involved. We show that removing any of the operators
¬,∃, J, I leads to decidability, and we also pinpoint the exact complexity of each
system. As a by-product of the work, we make observations about conjunctive
queries (CQs) and show NP-completeness of GRA(¬, J,∃) and GRA(p, I,¬, J).
Our first result concerns GRA with the complementation operation ¬ removed.
All negation-free fragments of FO without the atom ⊥ are trivially decidable—
every formula being satisfiable—and thus so is GRA(u, p, s, I, J,∃). Nevertheless,
this system has the following interesting property concerning conjunctive queries
with equality, or CQEs.
Proposition 4.1. GRA(u, p, s, I, J,∃) is equiexpressive with the set of CQEs. The
system GRA(p, s, Iˆ, J,∃) is equiexpressive with the set of conjunctive queries.
Proof. Analyzing the proof that GRA(u, p, s, I,¬, J,∃) and FO are equiexpres-
sive, we see that GRA(u, p, s, I, J,∃) can express every formula built from rela-
tional atoms and equality atoms with conjunctions and existential quantification.
Conversely, an easy induction on term structure establishes that every term of
GRA(u, p, s, I, J,∃) is expressible by a CQE. The claim for GRA(p, s, Iˆ , J,∃) fol-
lows in a similar way; see the equivalence proof of equality-free FO and the system
GRA(p, s, Iˆ ,¬, J,∃) for the related key points.
Conjunctive queries are well studied, so many interesting issues follow from
there. Now, the next result concerns GRA without ∃. It is easy to see that this
system translates in polynomial time into quantifier-free FO. (The converse fails:
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for example R(v1, v1, v2) can clearly not be expressed in GRA without ∃ as it gives
a binary relation and ∃ is the only operator reducing relation arity.)
Theorem 4.2. The satisfiability problem for GRA(u, p, s, I,¬, J) is NP-complete.
Proof. The satisfiability problem for quantifier-free FO is well known to be NP-
complete, whence we get the upper bound. For the lower bound, we give a reduction
to SAT. In fact, we will show that the satisfiability problem is already NP-hard for
GRA(p, I,¬, J). Let ϕ be a propositional logic formula and {p1, . . . , pn} the set
of proposition symbols of ϕ. Let {P1, . . . , Pn} be a set of unary relation symbols.
We translate ϕ to an equisatisfiable term T of GRA(p, I,¬, J) as follows. Every
pi translates to Pi. If ψ is translated to T , then ¬ψ is translated to ¬T . If ψ
translates to T and θ to P, then ψ ∧ θ is translated to J(T ,P). Let T (ϕ) be the
resulting formula. Note that T (ϕ) is not yet equisatisfiable with ϕ, as for example
p1 ∧ ¬p1 translates to a term equivalent to P1(v1) ∧ ¬P1(v2). Thus we still need to
express that all variables vi are equal. This is easy to do with I and p.
We then consider the join-free fragment of GRA which turns out to be quite
tame.
Theorem 4.3. Satisfiability of GRA(u, p, s, I,¬,∃) can be checked by a finite au-
tomaton.
Proof. Consider first terms that are built up starting from u and using p, s, I,¬ and
∃. By induction on the structure of such terms, we see that in every model A, the
interpretation of such a term is always one of ⊤A1 ,⊥
A
1 ,⊤
A
0 ,⊥
A
0 . We obtain ⊥
A
1 or
⊥A0 if and only if the term has an odd number of negations, giving a simple criterion
for deciding satisfiability.
Let R be a k-ary relation symbol. Define two {R}-models A and B, both
having the same singleton domain A = {a} but with RA = ⊤Ak and R
B = ⊥Ak . In
any model M with a singleton domain, every n-ary term T of GRA can receive
only two interpretations, ⊥Mn or ⊤
M
n . Using this observation and induction over the
structure of terms T formed from R with p, s, I,¬,∃, we can show that T A = ⊥An
iff (¬T )B = ⊥An . This implies in particular that every such term T is satisfiable,
since if T A = ⊥An , then (¬T )
B = ⊥An , and thus T
B = ⊤An .
We will next show that GRA without I is decidable and NP-complete. Thus this
system is very different from equality-free FO. We first define a certain equality-free
fragment F of FO as follows:
1. R(x1, . . . , xn) ∈ F for all relation symbols R and all variables x1, . . . , xn.
2. If ϕ,ψ ∈ F and Free(ϕ) ∩ Free(ψ) = ∅, then (ϕ ∧ ψ) ∈ F .
3. If ϕ ∈ F , then ¬ϕ ∈ F and also ∃xϕ ∈ F for any variable x.
We then give a series of lemmas ultimately showing NP-completeness of the system
GRA(u, p, s,¬, J,∃).
Lemma 4.4. The satisfiability problem of F is in NP.
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Proof. Let χ ∈ F be a formula. Start by transforming χ into negation normal
form, thus obtaining a formula χ′. Now note that in F , the formula ∀x(ϕ ∨ ψ) is
equivalent to either (ϕ∨ψ), (∀xϕ∨ψ) or (ϕ∨∀xψ) since Free(ϕ)∩Free(ψ) = ∅.
Similarly, ∃x(ϕ ∧ ψ) is equivalent to (ϕ ∧ ψ), (∃xϕ ∧ ψ) or (ϕ ∧ ∃xψ). Thus we
can push all quantifiers past all binary connectives in the formula χ′ in polynomial
time, getting a formula χ′′.
Consider then the following standard trick. Firstly, let C denote the set of
all conjunctions obtained from χ′′ as follows: we begin from the syntax tree of
χ′′ and keep eliminating disjunctions ∨ by always keeping exactly one of the two
disjuncts. Clearly χ′′ is satisfiable iff some β ∈ C is satisfiable. Starting from χ′′,
we nondeterministically guess some β ∈ C (without constucting C).
Now, β is a conjunction of formulas Q1x1 . . . Qkxk η where Qi ∈ {∀,∃} for each
i and η is a literal. Putting β in prenex normal form, we get a Herbrand fragment
formula; thus it can be checked in polytime whether it is satisfiable, see Theorem
8.2.6 in [7].
Lemma 4.5. GRA(u, p, s,¬, J,∃)-terms translate to equisatisfiable formulas of F
in polytime.
Proof. Let U be a unary predicate. We will translate each term T of the system
GRA(u, p, s,¬, J,∃) to a formula ϕT that is equivalent to T in all models that that
satisfy ∀xU(x). The desired equisatisfiable formula for T will then be ϕT ∧∀xU(x).
(Note that we assume, without loss of generality, that T does not contain U .)
We use induction on the structure of terms T of GRA(u, p, s,¬, J,∃). We trans-
late every k-ary term to a formula χ(v1, . . . , vk), so the free variables are precisely
v1, . . . , vk. For the base case we note that u is equivalent to U(v1) and R to
R(v1, . . . , vk). If T is equivalent to ϕ, then ¬T is equivalent to ¬ϕ and ∃T to
∃v1 ϕ. Suppose then that T is equivalent to ϕ(v1, . . . , vk). We translate sT to the
variant of ϕ(v1, . . . , vk) that swaps v1 and v2 and pT to ϕ(vk, v1, , . . . , vk−1). Finally,
suppose that T translates to ϕ(v1, . . . , vk) and P to ψ(v1, . . . , vℓ). Now J(T ,P) is
translated to ϕ(v1, . . . , vk) ∧ ψ(vk+1, . . . , vk+ℓ).
Lemma 4.6. The satisfiability problem of GRA(¬, J,∃) is NP-hard.
Proof. We give a reduction from SAT. Let ϕ be a formula of propositional logic.
Let {p1, . . . , pn} be the set of propositional symbols in ϕ, and let {P1, . . . , Pn} be a
set of unary relation symbols. Let ϕ∗ be the formula obtained from ϕ by replacing
each symbol pi with ∀xPi(x). It is easy to see that ϕ and ϕ
∗ are equisatisfiable.
Finally, since ∀xPi(x) is equivalent to ¬∃¬Pi, we see that the sentence ϕ
∗ can be
expressed in GRA(¬, J,∃).
Corollary 4.7. The satisfiability problem of GRA(u, p, s,¬, J,∃) is NP-complete.
5 Undecidable fragments of GRA
In this section we identify undecidable subsystems of GRA. We begin with GRA
without u.
Proposition 5.1. The satisfiability problem of GRA(p, s, I,¬, J,∃) is Π01-complete.
Proof. Analyzing the proof that GRA is equivalent to FO, we see that the system
GRA(p, s, I,¬, J,∃) contains the identity-free fragment of FO (we can assume the
atoms ⊤ and ⊥ are not included in the logic, as they cannot be expressed in the
GRA(p, s, I,¬, J,∃) if we limit to empty vocabularies). This gives the lower bound.
The upper bound follows from GRA(p, s, I,¬, J,∃) being contained in FO.
Our next aim is to consider GRA without s. To this end, we will establish that
the satisfiability problem of GRA(p, I,¬, J,∃) is Π01-complete (giving an alternative
lower bound proof for Proposition 5.1). Let us first recall the tiling problem of
N×N. A tile is a function t : {R,L, T,B} → C where C is a countably infinite set
of colours. We let tX denote t(X). Intuitively, tR, tL, tT and tB correspond to the
colours of the right, left, top and bottom edges of a tile. Now, let T be a finite set
of tiles. A T-tiling of N×N is a function f : N×N→ T such that for all i, j ∈ N,
we have tR = t
′
L when f(i, j) = t and f(i+ 1, j) = t
′, and similarly, tT = t
′
B when
f(i, j) = t and f(i, j + 1) = t′. Intuitively, the right colour of each tile equals the
left colour of its right neighbour, and analogously for top and bottom colours. The
tiling problem for the grid N × N asks, with the input of a finite set T of tiles, if
there exists a T-tiling of N×N. It is well known that this problem is Π01-complete.
We will show that the satisfiability problem for GRA(p, I,¬, J,∃) is undecidable by
reducing the tiling problem to it.
Define the standard grid GN := (N× N, R, U) where
R = {((i, j), (i + 1, j)) | i, j ∈ N}
and
U = {((i, j), (i, j + 1)) | i, j ∈ N}.
If G is a structure of the vocabulary {R,U} with binary relation symbols R and
U , then G is grid-like if there exists a homomorphism τ : GN → G. Consider then
the extended vocabulary {R,U,L,D} where also L and D are binary. Define the
sentences
ϕinverses := ∀x∀y(R(x, y)↔ L(y, x)) ∧ ∀x∀y(U(x, y)↔ D(y, x)),
ϕsuccessor := ∀x(∃yR(x, y) ∧ ∃yU(x, y)),
ϕcycle := ∀x∀y∀z∀u[(L(y, x) ∧ U(x, z) ∧R(z, u))→ D(u, y)].
Define Γ := ϕinverses ∧ ϕsuccessor ∧ ϕcycle. The intended model of Γ is the stan-
dard grid GN extended with two additional binary relations, L pointing left and D
pointing down.
Lemma 5.2. Let G be a structure of the vocabulary. {R,U,L,D}. Suppose G
satisfies Γ. Then there exists a homomorphism from GN to G ↾ {R,U}, i.e,. to the
restriction of G to the vocabulary {R,U}.
Proof. As G satisfies ϕinverses and ϕcycle, it is easy to see that G satisfies the
sentence ϕgrid−like := ∀x∀y∀z∀u[(R(x, y) ∧ U(x, z) ∧ R(z, u)) → U(y, u)]. Using
this sentence and ϕsuccessor, it is easy to inductively construct a homomorphism
from GN to G ↾ {R,U}.
The sentence ϕgrid−like in the above proof reveals the key trick in our argu-
ment towards proving undecidability of GRA(p, I,¬, J,∃). The sentence ϕgrid−like
would be the natural and canonical choice for our argument rather than ϕcycle.
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Indeed, we could replace Γ = ϕinverses ∧ ϕsuccessor ∧ ϕcycle in the statement of
Lemma 5.2 by ϕsuccessor ∧ ϕgrid−like, as the proof of the lemma establishes. How-
ever, translating ϕgrid−like to GRA(p, I,¬, J,∃) becomes a challenge. We solve this
by using the formula ϕcycle instead of ϕgrid−like. By extending the vocabulary, we
can suitably formulate ϕcycle so that the variables in it occur in a cyclic order. The
proof of Theorem 5.4 establishes that using this cyclicity, we can express ϕcycle in
GRA(p, I,¬, J,∃) even though it lacks the swap operator s.
Now fix a set of tiles T. We simulate the tiles by unary relation symbols Pt for
each t ∈ T. Let ϕT be the conjunction of the following four sentences:
1
∀x
∨
t∈T
Pt(x),
∧
t6=t′
∀x¬(Pt(x) ∧ Pt′(x)),
∧
tR 6=t
′
L
∀x∀y¬(Pt(x) ∧R(x, y) ∧ Pt′(y)),
∧
tT 6=t
′
B
∀x∀y¬(Pt(x) ∧ U(x, y) ∧ Pt′(y)).
Now ϕT expresses that N× N is T-tilable:
Lemma 5.3. N× N is T-tilable iff ϕT ∧ Γ is satisfiable.
Proof. Suppose first that there is a model G so that G |= ϕT ∧ Γ. By Lemma 2.4,
there exists a homomorphism τ : GN → G ↾ {R,U}. Define a tiling T of N × N by
setting that T ((i, j)) = t if τ((i, j)) ∈ Pt. Since G |= ϕT and τ is homomorphism,
the tiling is well-defined and correct.
Now suppose that there exists a tiling T of N×N using T. Thus we can expand
GN = (N×N, R, U) to G
′
N
= (N×N, R, U,L,D, (Pt)t∈T) in the obvious way. Clearly
G
′
N
|= ϕT ∧ Γ.
We are now ready to prove the following theorem.
Theorem 5.4. The satisfiability problem of GRA(p, I,¬, J,∃) is Π01-complete.
Proof. The upper bound follows by GRA(p, I,¬, J,∃) being contained in FO. For
the lower bound, we will establish that ϕT and each sentence in Γ can be expressed
in GRA(p, I,¬, J,∃).
Now, note that ϕinverses is equivalent to the conjunction of the sentences
∀x∀y(R(x, y)→ L(y, x)) ∧ ∀x∀y(L(y, x)→ R(x, y)),
∀x∀y(U(x, y)→ D(y, x)) ∧ ∀x∀y(D(y, x)→ U(x, y)).
Let us express the first sentence in GRA(p, I,¬, J,∃). To that end, consider the
formula R(x, y) → L(y, x). To express this, we consider first the formula ψ :=
R(x, y) → L(z, u) which can be expressed by the term T = ¬J(R,¬L). Now, to
make ψ equivalent to R(x, y) → L(y, x), we could first write x = u ∧ y = z ∧ ψ
and then existentially quantify u and z away. On the algebraic side, an essentially
corresponding trick is done by transitioning from T first to ∃Ip (T ) and then to
∃Ip∃Ip (T ). This term is equivalent to R(x, y) → L(y, x). Therefore the sentence
∀x∀y(R(x, y)→ L(y, x)) is equivalent to ¬∃¬¬∃¬∃Ip∃IpT .
Consider then the formula
1Including the second sentence would not strictly speaking be necessary for our argument.
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ϕcycle = ∀x∀y∀z∀u[(L(y, x) ∧ U(x, z) ∧R(z, u))→ D(u, y)].
In the quantifier-free part, the variables occur in a cyclic fashion, but with
repetitions. We first translate the repetition-free variant
(L(v1, v2) ∧ U(v3, v4) ∧R(v5, v6))→ D(v7, v8)
by using ¬ and J , letting T be the resulting term. Now we would need to modify
T so that the repetitions are taken into account. To introduce one repetition, first
use p on T repeatedly to bring the involved coordinates to the left end of tuples,
then use I and after that ∃. Here p suffices (and s is not needed) because ϕcycle was
designed so that the repeated variable occurrences are cyclically adjacent to each
other in the variable ordering. Thus it is now easy to see that we can form a term
T ′ equivalent to (L(v1, v2)∧U(v2, v3)∧R(v3, v4))→ D(v4, v1), and the term T
′ can
easily be modified to give a term for ϕcycle.
From subformulas of ϕT, consider the formula ¬(Pt(x)∧R(x, y) ∧Pt′(y)). Here
ψ(x, y) := Pt(x)∧R(x, y) is equivalent to T := ∃IJ(Pt, R) and ψ(x, y)∧Pt′ (y) thus
to p∃IpJ(T , Pt′). The rest of ϕT and the other remaining formulas are now easy to
translate.
Corollary 5.5. The satisfiability problem of GRA(u, p, I,¬, J,∃) is Π01-complete.
6 Conclusion
The main point of the article has been to introduce our program that facilitates a
systematic study of logics via an algebraic approach based on finite signatures. The
technical results obtained demonstrate how the setting works, but they are not the
primary focus of the above study.
After presenting GRA, we proved it equivalent to FO. We also provided al-
gebraic characterizations for FO2, GF and fluted logic and introduced a general
notion of a relation operator. We then provided a comprehensive classification of
the decidability of subsystems of GRA. Out of the cases obtained by removing one
operator, only the case for GRA without p was left open. In each solved case we
also identified the related complexity.
Our work can be continued into several directions; the key is to identify rele-
vant collections of relation operators—as defined above—and provide classifications
for the thereby generated systems. This work can naturally involve systems that
capture FO, but also stronger, weaker and orthogonal systems. In addition to decid-
ability, complexity and expressive power, also completeness for equational theories
(including the one for GRA) is an interesting research direction. Furthermore,
model checking for different particular systems and model comparison games for
general as well as particular sets of relation operators are interesting research top-
ics. Also, it is natural to combine the approach in [21] to n-ary description logics
with the algebras presented above. The algebras (e.g., GRA) provide natural and
well-justified collections of operators on relations that can be used in order to define
n-ary roles for related n-ary description logics. Different collections of operators of
course give logics with different kinds of properties. Furthermore, developing a
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coinductive semantics for the algebras presented here is easy and surely on the
agenda.
Finally, from the studies above it is easy to see that GRA(e, p, s, Iˆ) can express
exactly all first-order atoms (excluding ⊤ and ⊥). Thus the system
GRA(e, p, s, Iˆ ,¬, J,∃),
which we can now easily see to be equivalent to FO, seems particularly ‘FO-like’
system. Furthermore, perhaps the likewise clearly FO-complete variant
GRA(e, p´, s´, Iˆ,¬, J, ∃´)
is even closer to the typical use of standard FO. Here p´ is like p but puts the last
element to the beginning of tuples and s´ swaps the last two elements. Note also
that GRA(e, p´, s´, Iˆ, \, J, ∃´) is equiexpressive with GRA(e, p´, s´, Iˆ,¬, J, ∃´). Now, we
can easily see, e.g., that GRA(e, p´, s´, Iˆ , \, ∩˙, ∃´) is sententially equiexpressive2 with
GF, and simply changing ∩˙ to J gives us an FO-equivalent system. Also, FO2
on vocabularies with at most binary relations is sententially equiexpressive with
GRA(e, p´, s´,¬, ∩˙, ∃´), so it is also nicely related. Now, let U denote the constant
operator that outputs the universal binary relation A×A in every model A. Now,
FO2 is sententially equiexpressive also with GRA(U, e, p´, s´, \, ∩˙, ∃´) over vocabularies
with at most binary relations.
Now, we can of course also add U to GRA(e, p´, s´, Iˆ, \, J, ∃´), getting the equiex-
pressive GRA(U, e, p´, s´, Iˆ , \, J, ∃´). From here we get an algebra sententially equiex-
pressive with FO2 over vocabularies with at most binary symbols by replacing J
with ∩˙ (dropping Iˆ is not necessary). We get an algebra sententially equiexpres-
sive with GF from GRA(U, e, p´, s´, Iˆ, \, J, ∃´) now by dropping U (dropping Iˆ is not
necessary) and changing J to ∩˙.
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A Algebra for the guarded fragment
In this section we consider GRA(e, p, s, \, ∩˙,∃) and show that it is sententially
equiexpressive with GF. Recall that GF is the logic that has all atoms R(x1, . . . , xk),
x = y and x = x, is closed under ¬ and ∧, but existential quantification is restricted
to patterns ∃x1 . . . ∃xk(α ∧ ψ) where α is an atomic formula (a guard) having (at
least) all the free variables of ψ ∈ GF.
In [16], the author considered a Codd-style relational algebra that was intended
to capture the expressive power of the guarded fragment GF. This system uses an
infinite signature and differs in its operators also in other respects from ours. It was
shown in [16] that GF contains the guarded relational algebra defined there. The
converse direction does not hold in general, because in GF, one can form arbitrary
Boolean combinations of atomic formulas that cannot be simulated in the setting
of the guarded relational algebra of [16]. However, it was shown that on the level
of sentences, the expressive power of the guarded relational algebra coincides with
the guarded fragment.3
We now provide a similar result in our setting, showing that
GRA(e, p, s, \, ∩˙,∃)
is sententially equiexpressive with GF. We start by defining that a term guard of
a term T of arity at least one is a term S with the following properties.
3A similar result was obtained in [23], where it was proved that a relational algebra with semijoin
corresponds in a similar fashion to GF.
20
1. S is either the term e or a relation symbol in T .
2. The arity of S is at least the arity of T .
3. For every model A and (a1, . . . , ak) ∈ T
A, there exists a tuple (b1, . . . , bm) ∈
SA and a permutation (i.e., bijection) f : {1, . . . ,m} → {1, . . . ,m} so that
(a1, . . . , ak) is a subtuple of (bf(1), . . . , bf(m)). (By a subtuple we mean a tuple
obtainable simply by deleting some of the coordinate values.)
The following lemma will be used below when translating algebraic terms to
formulas of the guarded fragment.
Lemma A.1. Every term T ∈ GRA(e, p, s, \, ∩˙,∃) of arity at least one has a term
guard.
Proof. Straightforward induction on the structure of terms.
We will also make use of the following lemma which implies that we can use I
in GRA(e, p, s, \, ∩˙,∃).
Lemma A.2. The operator I can be expressed with e, p and ∩˙, i.e., any term I(T )
has an equivalent term built from T by using e, p and ∩˙.
Proof. Consider the term I(T ). If ar(T ) > 1, then I(T ) is expressed as follows:
first write the term (ppT ∩˙ e) and then use p repeatedly to bring this term into the
the right order. If ar(T ) is 1 or 0, then I(T ) is equivalent to T .
We can now prove the following.
Theorem A.3. GRA(e, p, s, \, ∩˙,∃) and GF are sententially equiexpressive.
Proof. We will first show that for every formula ∃x1 . . . ∃xk ψ of GF, there exists
an equivalent term T of GRA(e, p, s, \, ∩˙,∃). Let us begin by showing this for a
formula ϕ := ∃x1 . . . ∃xk ψ where ψ is quantifier-free. We assume
ϕ = ∃x1 . . . ∃xk(α(y1, . . . , yn) ∧ β(z1, . . . , zm))
where α(y1, . . . , yn) is an atom and we have both {z1, . . . , zm} ⊆ {y1, . . . , yn} and
{x1, . . . , xk} ⊆ {y1, . . . , yn}.
Now consider a conjunction α ∧ ρ where α = α(y1, . . . , yn) is our guard atom
and ρ an arbitrary atom whose set of variables is a subset of {y1, . . . , yn}. We call
such a conjunction an α-guarded atom. For each α-guarded atom, we can find an
equivalent term as follows. First, recall from the proof of Theorem 3.1 that we can
write a term equivalent to any atom T (u1, . . . , uq) by applying p, s, I,∃ in a suitable
way to the involved relation symbol; note that we can use I in GRA(e, p, s, \, ∩˙,∃)
by Lemma A.2. Note also that x = y is equivalent to the term e and x = x to
∃e. These remarks show that we can find terms Tα and Tρ equivalent to α and
ρ, respectively. Now, the term T ∩˙ S is not likely to be equivalent to α ∧ ρ, as
the variables in α ∧ ρ can be unfavourably ordered instead of matching each other
nicely. However—recalling that p and s can be composed to produce arbitrary
permutations—we first permute Tα to match Tρ at the last coordinates of tuples,
then we combine the terms with ∩˙, and finally we permute the obtained term to
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the final desired form. In this fashion we obtain a term for an arbitrary α-guarded
atom.
Now recall the formula α(y1, . . . , yn)∧β(z1, . . . , zm) from above. For each atom
γ in β, let T αγ denote the term equivalent to the α-guarded atom formed from γ.
The formula β is a Boolean combination composed from atoms by using ¬ and ∧.
We let Tβ denote the term obtained from β by replacing each atom γ by the term
T αγ , each ∧ by ∩˙ and each ¬ by relative complementation with respect to Tα (i.e.,
formulas ¬ η become replaced by Tα \ η
∗ where η∗ is the translation of η). It is easy
to show that Tβ is equivalent to α(y1, . . . , yn) ∧ β(z1, . . . , zm). Thus we can clearly
use p and ∃ in a suitable way to the term Tβ to get a term equivalent to the formula
ϕ = ∃x1 . . . ∃xk(α(y1, . . . , yn) ∧ β(z1, . . . , zm)).
Thus we managed to translate ϕ. To get the full translation, we mainly just
keep repeating the procedure just described. The only difference is that above the
formula β(z1, . . . , zm) was a Boolean combination of atoms, while now β will also
contain formulas of the form ∃x1 . . . ∃xr(δ ∧ η) in addition to atoms. Proceeding by
induction, we get a term equivalent to ∃x1 . . . ∃xr(δ∧η) by the induction hypothesis,
and otherwise we proceed exactly as described above. This concludes the argument
for translating formulas to terms.
Let us then consider how to translate terms into equivalent formulas of GF. The
proof proceeds by induction. Since GF is closed under Boolean operators, the only
non-trivial case is the translation of the projection operator ∃. The hard part in
this case is to indeed ensure that we can translate ∃ so that the resulting formula
has the right guarding pattern and thereby belongs to GF.
So suppose that we have translated T to ψ(v1, . . . , vk), so ar (T ) = k. Now, if
k = 0 (and hence ψ is a sentence), we translate ∃T to ψ. Let us then consider the
case k ≥ 1. Recall that by Lemma A.1, every term of arity at least one has a term
guard. Let τ be the set that contains
1. all the relation symbols that occur in T and have arity at least k and,
2. if k ≤ 2, then also the equality symbol ‘=’.
Thus τ corresponds to the set of potential term guards for T . Let R ∈ τ (if R is
the equality symbol, then below R(x, y) and R(x, x) denote the atoms x = y and
x = x, respectively). Let n denote the arity of R (with n = 2 if R is the equality
symbol). Define the ‘R-guard atom set’
GR = { R(vi1 , . . . , vin) | {vi1 , . . . , vin} = {v1, . . . , vn} }
which contains all atomic formulas that have R and exactly the set {v1, . . . , vn} of
variables. Note that GR lists all permutations of the tuple (v1, . . . , vn). Therefore,
by Lemma A.1, if R is a term guard for T , then every tuple in T A will be a
subtuple of the set (
∨
GR)
A defined by the formula
∨
GR. Furthermore, we have
defined GR so that if we existentially quantify away any n−k coordinates of the the
n-ary relation (
∨
GR)
A, then the obtained relation will contain T A as a subrelation.
Now, for each n ≥ k, define
Gn :=
∨
R∈ τ
ar(R) = n
α∈GR
∃v1∃vk+1 . . . ∃vn (α ∧ ψ(v1, . . . , vk)).
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Note that Gn is a GF-formula. Let m
′ denote the maximum arity of the relation
symbols in T and define m := max{2,m′}. The disjunction of the formulas Gn for
each n ∈ {k, . . . ,m} is equivalent to ∃T and in GF.
B An algebra for two-variable logic
Here we establish that GRA(e, s,¬, ∩˙,∃) is sententially equivalent to the two-
variable fragment of first order logic FO2 when we restrict attention to vocabularies
that consist of relation symbols of arity at most two. By GRA2(e, s,¬, ∩˙,∃) we de-
note the set of terms of GRA(e, s,¬, ∩˙,∃) that use at most binary relation symbols,
but the arity of the terms themselves is not restricted. However it is easy to see
that the terms of GRA2(e, s,¬, ∩˙,∃) have arity at most two.
Theorem B.1. GRA(e, s,¬, ∩˙,∃) and FO2 are sententially equivalent over vocab-
ularies with at most binary relation symbols.
Proof. As GRA2(e, s,¬, ∩˙,∃) contains only terms of arity at most two, it is easy to
translate GRA2(e, s,¬, ∩˙,∃) into FO
2. We then consider the converse translation.
We assume that FO2 is built using ¬,∧ and ∃ and treat other connectives and ∀ as
abbreviations in the usual way.
Now, let ϕ ∈ FO2 be a sentence with at most binary relations and let x and
y be the two variables that occur in ϕ. Note indeed that ϕ is a sentence, not
an open formula. We first convert ϕ into a sentence that does not contain any
subformulas of type ψ(x) ∧ χ(y) (or of type ψ(x) ∨ χ(y)) as follows. Consider any
subformula ∃x η(x, y) where η(x, y) is quantifier-free. Put η into disjunctive normal
form and distribute ∃x over the disjunctions. Then distribute ∃x also over the over
conjunctions as follows. Consider a conjunction αi(x, y) ∧ βi(y) ∧ γi where each of
αi, βi, γi are conjunctions of literals; the formula γi contains the nullary relation
symbols and αi(x, y) contains the literals of type π(x, y) and π
′(x). We distributed
∃x into αi(x, y) ∧ βi(y) ∧ γi so that we obtain the formula ∃xαi(x, y) ∧ βi(y) ∧ γi.
Thereby the formula ∃ η(x, y) gets modified into the formula
∨n
i=1(∃xαi(x, y) ∧
βi(y) ∧ γi) which is of the right form and does not have x as a free variable. Next
we can repeat this process for other existential quantifiers in the formula (by treating
the subformulas with one free variable in the way that atoms with one free variable
were treated in the translation step for η(x, y) described above). Having started
from the sentence ϕ, we ultimately get a sentence that does not have subformulas
of the form ψ(x)∧χ(y) or of the form ψ(x)∨χ(y) but is nevertheless equivalent to
ϕ.
Next we translate an arbitrary sentence ϕ ∈ FO2 that satisfies the above condi-
tion to an equivalent term. We let v ∈ {x, y} denote a generic variable.
Atoms of the form P (v) (respectively v = v) translate to P (respectively ∃e).
Relation symbols of arity 0 translate to themselves and
1. R(x, y) translates to R,
2. R(y, x) translates to sR,
3. R(v, v) translates to ∃(R ∩˙ e),
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4. x = y and y = x translate to the term e.
Now suppose we have translated ψ to T . Then ¬ψ translates to ¬T . If ψ has
one free variable v, then ∃vψ translates to ∃T . If ψ has two free variables, then we
either translate ∃vψ into ∃T when v is x and into ∃sT when v is y.
Consider now a formula ψ ∧ χ and suppose that we have translated ψ to T and
χ to S. If at least one of ψ and χ is a sentence, we translate ψ ∧ χ to (T ∩˙ S).
Otherwise, due to the form of the sentence ϕ to be translated, we have that Free(ψ)∩
Free(χ) 6= ∅. Now ψ(x, y)∧χ(x, y), ψ(y)∧χ(x, y) and ψ(x, y)∧χ(y) are all translated
to T ∩˙ S, while ψ(x, y) ∧ χ(x) and ψ(x) ∧ χ(x, y) are translated to s(sT ∩˙ S) and
s(T ∩˙ sS) respectively.
Our above translation of FO2-sentences to GRA2(e, s,¬, ∩˙,∃) is clearly not poly-
nomial, and thus it is not immediately clear if we get a NexpTime lower bound for
the complexity of the satisfiability problem of GRA2(e, s,¬, ∩˙,∃). However, we can
prove the following theorem.
Theorem B.2. The satisfiability problem of GRA2(e, s,¬, ∩˙,∃) is NexpTime-
complete.
Proof. The upper bound follows from the fact that GRA2(e, s,¬, ∩˙,∃) translates
easily into FO2 in polytime, and FO2 is well known to have NexpTime-complete
satisfiability problem.
The arguments in Appendix C show that the two-variable fragment of fluted logic
over vocabularies with at most binary relation symbols translates in polynomial time
into GRA2(e, s,¬, ∩˙, ∃´) (where we now have ∃´ instead of ∃). In [34], it is established
that this fragment of fluted logic is NexpTime-complete. Thus we only need to
translate GRA2(e, s,¬, ∩˙, ∃´) into GRA2(e, s,¬, ∩˙,∃) in polytime. This is easy, as ∃
and ∃´ are equivalent on terms of arity at most one, while on terms of arity two, ∃´
is equivalent to the composed operation ∃s, i.e., first s and then ∃.
C An algebra for fluted logic
The fluted logic FL is a fragment of FO that was originally considered by Quine in
relation to his work on the predicate functor logic [35], but it has also received some
attention recently. For the (somewhat complicated) history of FL, we recommend
the introduction of the article [34].
We first give the definition of FL as given in [34]. Fix the infinite sequence
vω = (v1, v2, ...) of variables. For every k ∈ N, we define sets FL
k as follows.
1. Let R be an n-ary relation symbol and consider the subsequence
(vk−n+1, . . . , vk)
of vω containing precisely n variables. Then R(vk−n+1, . . . , vk) ∈ FL
k.
2. For every ϕ,ψ ∈ FLk, we have that ¬ϕ, (ϕ ∧ ψ) ∈ FLk.
3. If ϕ ∈ FLk+1, then ∃vk+1ϕ ∈ FL
k.
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Finally, we define the set of fluted formulas to be FL :=
⋃
k FL
k.
The logic FL can also be described with the natural algebraic operators ¬, ∩˙, ∃´.
The equivalence of the two representations is already implicit in the fact that the
more traditional syntax for FL was building on such algebraic syntax. For the sake
of completeness, we give an explicit translation below.
Theorem C.1. FL and GRA(¬, ∩˙, ∃´) are equiexpressive.
Proof. We first translate formulas to algebraic terms. Formulas which have the
form R(vk−n+1, . . . , vk) are translated to R. Note that when if R has arity 0, then
R(vk−0+1, vk) of course denotes the formula R (which translates to the term R).
Suppose then that ¬ϕ, (ϕ∧ψ) ∈ FLk and that we have translated ϕ to T and ψ to
S. We translate ¬ϕ to ¬T . Now, observe that if α ∈ FLk, then the free variables
of α form some suffix of the sequence (v1, . . . , vk). Thus we can translate (ϕ ∧ ψ)
to (T ∩˙ S). Finally, if ∃vk+1ϕ ∈ FL
k and ϕ translates to T , then we can translate
∃vk+1ϕ to ∃´T .
We then translate algebraic terms into fluted logic. An easy way to describe
the translation is by giving a family of translations fvm,...,vk where (vm, . . . , vk) is
a suffix of (v1, . . . , vk). (It is also possible that fvm,...,vk = fvk+1,vk which happens
precisely when translating a term of arity zero.) The translations are as follows.
1. fvm,...,vk(R) := R(vm, . . . , vk) for ar(R) = k −m+ 1. (When ar(R) = 0, then
R translates to R.)
2. fvm,...,vk(¬T ) = ¬fvm,...,vk(T ) for ar(T ) = k −m+ 1.
3. fvm,...,vk(T ∩˙ S) = fvn,...,vk(T ) ∧ fvℓ,...,vk(S) for ar(T ∩˙ S) = k −m+ 1;
ar(T ) = k − n+ 1; and ar(S) = k − ℓ+ 1.
4. fvm,...,vk(∃´T ) = ∃vk+1fvm,...,vk+1(T ) for ar(∃´T ) = k −m+ 1.
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