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Introduction
There is a chemical bond between two atoms or groups of
atoms in case that the forces acting between them are such
as to lead to the formation of an aggregate with sufficient
stability to make it convenient for the chemist to consider it
as an independent molecular species.
Linus C. Pauling
This definition contains the most important aspects of the chemical bond which shall
be explained in the following: first, the chemical bond is a conceptual entity which is
used to explain the formation of thermodynamically stable aggregates of atoms; second,
the forces acting between the atoms represent the physical origin of the chemical bond;
third, and maybe most interestingly, the chemical bond exhibits an ambiguity which
basically means: there is a chemical bond when a chemist draws it.
A chemical bonding model represents a simple rule or a set of simple rules
which relate experimental observations to the concept of the chemical bond and allow
the rationalization of old and the prediction of new observations. The formulation of
a chemical bonding model reveals the true power of the concept of the chemical bond:
the ambiguity in its definition is not a conceptual drawback as it might appear at
first sight, it rather allows the empirical rationalization of experimental observations
independent of the underlying physical laws. In principle, a chemical bonding model
may be constructed from a simple correlation between the atomic structures of a group
of compounds. Even if the physical forces that form the atomic structures are not
1
1. INTRODUCTION
yet known, the chemical bonding model helps the chemist to anticipate the results of
upcoming experiments.
In the early 20th century the known laws of atomic physics i.e. the Coulomb
forces between charged particles (de Coulomb, 1785), the periodic system of the ele-
ments (Mendeleev, 1871) and the Rutherford-Bohr model of atoms (Rutherford, 1911
[1], Bohr, 1913 [2]) combined with the examination of empirical correlations between
the structures of main-group molecules lead to the development of chemical bonding
rules that were summarized by, extended by and later named after Gilbert N. Lewis
[3]. Many years before the first physical evidence, Lewis impressively postulated new
principles of the constitution of atoms like the division into a chemically inactive “ker-
nel” and the chemically active “outer atom”, the pairing of electrons (“rule of two”)
and the principle of covalent bonding (“chemical union”). It is important to note that
some early chemical bonding rules like the “cubical atom” which later turned out to
be inconsistent with new physical insights were pragmatically excluded from the Lewis
model and are no longer used today. The course of the Lewis model illustrates five
important characteristics of a successful chemical bonding model:
1. The chemical bonding model contains empirical rules, which result from the
careful examination of a large number of experimental facts. The experimen-
tal facts serve to overdetermine a physically unsolved problem and allow the
generation of valuable insights beyond the physical consensus.
2. The chemical bonding model is based on the physical consensus of its respective
time. There must be a balance between physical facts and empirical correlation
to lower the high risk to postulate false causation.
3. The chemical bonding model is simple to apply. There should be a mathe-
matical and graphical representation of the basic ideas to increase the model’s
efficiency and practicality. If possible, the new chemical bonding model con-
nects to the language and principles of already existing ones to increase the
popularity.
4. The chemical bonding model is as exact and unambiguous as possible in its
formulation and application to increase the model’s predictive power.
2
5. The chemical bonding model remains flexible after its publication and adjusts
to new experimental observations and physical insights. With increasing popu-
larity, the chemical bonding model is more likely to be adjusted to new insights
instead of being replaced by a new model.
The development of modern quantum mechanics and computer aided scientific
methods was both a blessing and a curse for chemical bonding models. On the one hand
quantum mechanics laid a physical basis for many bonding phenomena like covalent
bonding [4] or the Pauli Principle [5] and allowed the differentiation between different
bonding types via various indices either in orbital space (Natural Bond Orbital (NBO)
analysis [6], Energy Decomposition Analysis (EDA) [7]) or in position space (Quantum
Theory of Atoms in Molecules (QTAIM) [8], Electron Localizability Indicator (ELI)
[9, 10, 11, 12]). Fast computer technology made the in silico treatment of many large
chemical systems possible and the results were used to develop new powerful chemical
bonding models like the Woodward-Hoffmann rules [13] or the isolobal analogy [14]. In
solid-state chemistry, the Zintl-Klemm concept was recovered in a quantum-chemical
framework [15, 16, 17]. On the other hand, quantum chemical calculations became
fast enough to predict the structure and properties of many technologically relevant
compounds without the empirical vagueness of a chemical bonding model and led to
the emergence of new scientific branches like “ab-initio thermochemistry” [18] or “ab-
initio high-throughput calculations” [19]. Especially in materials science, new exotic
physical properties e.g. conventional superconductivity, thermoelectric properties or
spin-selective transport properties were described by quantum mechanical models very
efficiently while the search for empirical correlations to create a corresponding chemical
bonding model turned out to be very difficult.
Today, chemical bonding models and quantum mechanical calculations reach
their full potential when used as complementary tools. For example, the identification
of stable atomic structures for a given elemental composition can only be treated com-
putationally by the “ab-initio” calculation of total energies in the whole configurational
space. Chemical bonding models are an ideal alternative to limit the number of pos-
sible atomic configurations by empirical rules. Concerning the prediction of physical
properties chemical bonding models are most beneficially used to preselect promising
elemental compositions, which are then analyzed by quantum mechanical calculations
[20].
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Facing the latest developments, how should a contemporary chemical bonding
model in materials science look like? First, the persistent success of the Zintl model and
its extensions towards transition metal containing compounds [21] and heteroatomic
bonding [22] shows that the classical approach to examine correlations between experi-
mentally observed structures still provides valuable insight and even more importantly
that the classical language of Lewis diagrams receives the widest acceptance within
the community of solid state chemists. Second, the quantum-chemical bonding indi-
cators are an invaluable tool to extract more information about the physical nature
of interatomic interactions than can be anticipated from the examination of atomic
structures. Especially in mixed bonding situations far away from the established pro-
totypes, quantum-mechanical calculations help to identify new correlations. Third, a
strong connection between the quantum-chemical method and the language of Lewis
diagrams facilitates the identification of trends and the transferability of the calcu-
lated results into the language of a chemical bonding model, which is adopted by the
community of solid state chemists.
One quantum-chemical method, which fits these considerations very convinc-
ingly is the position-space analysis. Within the QTAIM space-partitioning scheme,
the identity of atoms and functional groups - main ingredient of the Lewis model - is
recovered and physically defined [8]. The evaluation of electron fluctuations between
QTAIM atoms gives rise to the delocalization index which is connected to the bond
order [23] and to measures of three-center bonding [24]. The electronic shell struc-
ture of atoms and their division into a chemically inactive kernel and the chemically
active valence region is recovered quantitatively by position-space electron-localization
schemes like the Electron Localization Function (ELF) and the Electron Localizability
Indicator (ELI) [25, 26]. Combined approaches like the ELI-D/QTAIM intersection
technique deliver a quantitative and intuitive measure of bond polarity [27].
The previous paragraphs describe the guidelines, intentions and justifications of
this dissertation. With the aid of experimental observations and the quantum-chemical
position-space analysis, the chemical bond was examined in a number of MgAgAs-type
semiconductors and related compounds. The results were used to raise basic bonding
rules of the Lewis model on a quantum mechanical basis. Then, the chemical bonding
model was extended to rationalize the found structures and predict new observations.
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Methods
This chapter is dedicated to the theoretical background of the presented thesis. For
the sake of brevity, the basics of quantum mechanics and density functional theory are
omitted. The interested reader is advised to consider comprehensive monographs for
further study [28, 29, 30, 31].
2.1 Electrons in a Periodic Potential
In a crystalline solid, the electrons are exposed to a periodic potential Ṽ (r). This
means that the potentials at two positions r and r + R, with R being a lattice vector
of the crystal, are the same.
Ṽ (r) = Ṽ (r + R) (2.1)
The Schrödinger equation for an electron in a periodic potential reads
Ĥψ(r) =
[
− ~
2
2m
∆ + Ṽ (r)
]
ψ(r) = Eψ(r). (2.2)
The solutions to equation 2.2 are called Bloch functions [32] and are of the general form
ψk(r) = uk(r)e
ik·r. (2.3)
The vector k is a quantum number in reciprocal space and is commonly called the wave
vector or crystal momentum. It occurs due to the periodicity of the potential. The
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factor uk(r) reflects the periodicity of the lattice.
uk(r) = uk(r + R) (2.4)
The Bloch theorem states that for each solution to the Schrödinger equation with
periodic boundary conditions the translation by a lattice vector is equal to the mul-
tiplication by a phase factor of a certain wave vector eik·R. Bloch functions fulfill the
Bloch theorem:
ψk(r + R) = uk(r + R)e
ik·reik·R = ψk(r)e
ik·R (2.5)
Examples for the factor uk(r) are plane waves or periodically repeated atomic orbitals.
The case of a constant factor uk(r) recovers the model of the free electron gas.
Bloch functions and the corresponding eigenvalues are periodic in reciprocal
space. Thus, ψk(r) = ψk+K(r) and Ek = Ek+K with K being a reciprocal lattice
vector. It is sufficient to calculate the eigenvalues in the first Brillouin zone to obtain
the full eigenvalue spectrum. The eigenvalue spectrum of one-electron energies is called
the band structure. The number of energy states per infinitesimal energy interval dE
is called the density of states DOS(E).
2.2 Augmented Plane-Wave Methods
Plane waves fulfill the Bloch theorem and are a natural basis for the calculation of the
one-electron wave functions ψk(r) in solids. However, plane waves are very inefficient
to model the strong fluctuations of the wave function close to the atomic cores. To
overcome this drawback of pure plane-wave based methods in an all-electron framework,
the augmented plane wave (APW) method has been suggested [33]. In the APW scheme
the space is divided into two regions. The muffin-tin spheres with radius RαMT are non-
overlapping spheres centered around the atomic nuclei α. Within the muffin-tin spheres
the wave function is represented by the atomic solution to the Schrödinger equation.
Outside the muffin-tin spheres, in the interstitial region I, the wave function is described
by plane waves (Equation 2.6).
ψk(r) =
{∑
L a
α,k
L u
α
l (r
′, ε)YL(r
′) r′ < RαMT
Ω−
1
2 exp [ik · r] r ∈ I
(2.6)
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L is the reduced angular momentum index {lm}, r′ = r− rα with the atomic positions
rα and Ω is the unit-cell volume. u
α
l is the numerical solution to the radial Schrödinger
equation depending on the distance r′ and the energy ε, YL is a spherical harmonic.
aα,kL is a parameter chosen such that the atomic wave functions match the values of the
plane waves at the muffin-tin boundary. The main drawback of the APW method is the
energy dependence of the radial functions uαl . For each eigenenergy of a Kohn-Sham
wave function inside the muffin tin sphere a different set of uαl radial functions must be
found resulting in a non-linear eigenvalue problem.
This computationally demanding process was first simplified in the linearized
augmented plane wave (LAPW) method [34]. Here, the energy dependent radial func-
tions uαl are expanded in energy and truncated after the first derivative (Equation
2.7).
ψk(r) =

∑
L
[
aα,kL u
α
1l(r
′) + bα,kL u̇
α
1l(r
′)
]
YL(r
′) r′ < RαMT
Ω−
1
2 exp [ik · r] r ∈ I
(2.7)
uα1l and u̇
α
1l are the radial function and its energy derivative for a fixed so-called lin-
earization energy ε1l. So, within LAPW the basis set is only linearly energy dependent
and still provides enough flexibility to accurately model the wave function inside the
muffin-tin spheres.
In order to improve the accuracy of muffin-tin states far away from the lin-
earization energies, it is possible to add so-called local orbitals (LO) [35].
ψLO(r) =

∑
L
[
aα,LOL u
α
1l(r
′) + bα,LOL u̇
α
1l(r
′) + cα,LOL u
α
2l(r
′)
]
YL(r
′) r′ < RαMT
0 r ∈ I
(2.8)
The LOs contain the radial function and its derivative at the original linearization
energy ε1l plus a third radial function u
α
2l(r
′) at ε2l. They are normalized and required
to have zero value and slope at the muffin-tin boundary. The introduction of LOs
increases the accuracy of the LAPW method and is more efficient than improving the
linearization to continuous second and third derivatives.
Local orbitals were also introduced into the APW method, i.e. APW+lo [36].
Here, the basis functions are evaluated at a fixed energy and flexibility is increased by
a new type of local orbitals (denoted as lo’s). The lo’s are constructed at the original
linearization energy ε1l. They are normalized and constrained to have zero value at the
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muffin-tin boundary. It has been shown that the APW+lo method reaches the same
accuracy as the LAPW method and converges faster for the same number of plane
waves [37].
In addition to the partitioning in muffin-tin and interstitial region, the indi-
vidual orbitals are divided into core, semi-core and valence orbitals. A core orbital
is almost completely confined inside the corresponding muffin-tin sphere. Thus, core
orbitals are set to zero in the interstitial region and are usually treated in a fully rel-
ativistic way. The semi-core and valence states have a significant contribution to the
interstitial region and are subject to the augmentation process. Valence states are
orbitals with the highest occupied principal quantum number. The semi-core states
are augmented orbitals with a principal quantum number smaller than the one of the
valence states.
The main drawback of the APW+lo method when used in combination with
the quantum-chemical position-space analysis is the discontinuity of the wave function
at the muffin-tin boundary. The resulting jumps in the derivative of the electron-pair
density can lead to artifact maxima in electron localization schemes like ELF or ELI at
the muffin-tin boundary. For this reason, all APW+lo calculations have to be performed
with large basis sets to improve the smoothness wave function as far as possible.
2.3 The Quantum Theory of Atoms in Molecules
The Quantum Theory of Atoms in Molecules (QTAIM) utilizes the electron density
ρ(r) in position space to relate chemical concepts like atomic size or charge to quantum
mechanics [8]. The zero-flux surfaces S fulfilling equation 2.9 partition the space into
space-filling and non-overlapping regions (QTAIM basins). In most cases such a basin
includes a nucleus, and is called atomic basin (QTAIM atom). The case of non-atomic
basins is very rare in general and was not observed for the compounds investigated in
this work. The zero-flux surface of ρ(r) represents the boundary between two atoms
(interatomic surface),
∇ρ(r) · n(r) = 0, ∀ r ∈ S. (2.9)
Quantity n(r) denotes the normal vector of the zero-flux surface S at position r . The
zero-flux condition ensures the validity of the virial theorem for each atomic basin. This
uniquely defines the energy of an atom within a chemical system (molecule, solid).
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Within the QTAIM approach a compound can be characterized by the set of
critical points (CPs) of the electron density in the unit cell. A critical point at position
r c is characterized by the zero gradient of the electron density. Depending on the
sign of the three eigenvalues of the Hessian matrix at r c, four different (topologically
stable) types of CPs are distinguished: maxima (MAX), minima (MIN) and two types
of saddle points, the bond CP (BCP) and the ring CP (RCP). For systems with periodic
boundary conditions, the corresponding Poincaré-Hopf theorem is fulfilled [38], which
relates the number N of the critical point types:
N(MAX)−N(BCP) +N(RCP)−N(MIN) = 0. (2.10)
For atom X with atomic number Z(X) the integration of the electron density
within an atomic basin ΩQTAIMX ≡ ΩX yields the average electronic population N̄(ΩX)
and the QTAIM effective charge Qeff(ΩX):
N̄(ΩX) =
∫
ΩX
ρ(r)dr (2.11)
Qeff(ΩX) = Z(X)− N̄(ΩX). (2.12)
For the sake of brevity, QTAIM atomic basins ΩX and QTAIM atoms X are no longer
distinguished: ΩX ≡ X.
2.4 Delocalization Indices
The electron-pair density ρ2(r1, r2) is the probability density to find one electron in
the region r1 + dr1 and a second electron in r2 + dr2 [23].
ρ2(r1, r2) = ρ(r1)ρ(r2) + ρ
xc
2 (r1, r2) = ρ(r1)ρ(r2) + ρ(r1)ρ(r2)f(r1, r2) (2.13)
In this notation the electron-pair density consists of the product of the two uncorre-
lated electron densities and the so-called exchange-correlation part of the pair-density
ρxc2 (r1, r2). The latter contains the exchange-correlation factor f(r1, r2). Within
single-determinant methods like Kohn-Sham DFT and Hartree-Fock, f(r1, r2) rep-
resents the so-called Fermi hole. The Fermi hole correlates the motion of same-spin
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electrons. When two same-spin electrons approach each other, r1 → r2, the exchange-
correlation factor becomes −1 and ρ2(r1, r1) = 0. This way, the electron-pair density
behaves according to the Pauli exclusion principle. The motion of opposite-spin elec-
trons is uncorrelated in Kohn-Sham DFT and Hartree-Fock.
The integral of ρ2(r1, r2) gives the number of same-spin electron pairs D2.
D2 =
∫ ∫
ρ2(r1, r2)dr1dr2 =
∫ ∫
[ρ(r1)ρ(r2) + ρ
xc
2 (r1, r2)] dr1dr2
= N2 −N (2.14)
N is the number of same-spin electrons. Equation 2.14 shows that the integration of
the uncorrelated electron densities gives N2. The exchange-correlation part of the pair
density integrates to−N and thus corrects the self-pairing contained in the uncorrelated
term.
The integral of the pair-density within a QTAIM atom X gives the number of
pairs contained within this region.
D2(X) =
∫
X
∫
X
ρ2(r1, r2)dr1dr2 = N
2(X)− λ(X) (2.15)
As not necessarily all self pairs are formed within X, λ(X) ≤ N(X). λ(X) is the
so-called localization index. It becomes N(X) in the limiting case, when the electrons
of the QTAIM atom X form a distinct set. The difference between the population
N(X) and the localization index λ(X) is the so-called variance σ2(X). The variance
σ2(X) shows how many self pairs of electrons referenced to the QTAIM atom X are
formed outside this region. The number of electrons referenced to X and delocalized
into another QTAIM atom Y is represented by F (X,Y ). It measures to what extent
the Fermi hole of the reference electron located in X spreads into Y and corrects the
self-pairing between the electron populations of two different QTAIM basins.
D2(X,Y ) =
∫
X
∫
Y
ρ2(r1, r2)dr1dr2 = N(X)N(Y )− F (X,Y ) (2.16)
The same expression holds for D2(Y,X) and thus F (X,Y ) = F (Y,X). The sum of
F (X,Y ) and F (Y,X) gives the so-called (2-center) delocalization index δ(X,Y ). The
delocalization index between QTAIM atoms has been shown to recover the bond orders
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of homonuclear diatomics at Hartree-Fock level [23]. Therefore, δ(X,Y ) is often termed
electron sharing index or “effective covalent bond order”. The delocalization index has
become a widely used indicator of covalent bonding in molecular [39, 40, 41] and recently
in extended systems [42, 43, 15]. Insertion of Equation 2.13 into Equation 2.16 leads
to:
δ(X,Y ) = −2
∫
X
∫
Y
ρxc2 (r1, r2)dr1dr2 (2.17)
The delocalization index δ(X,Y ) and the variance σ2(X) are related via
σ2(X) =
1
2
∑
X 6=Y
δ(X,Y ). (2.18)
Within an orbital based approach like DFT or Hartree-Fock, the delocalization index
is calculated via the orbital overlap integrals Sij(X) confined to the QTAIM atoms X
and Y :
δ(X,Y ) = 2
∑
i,j
Sij(X)Sij(Y ) (2.19)
The concept of the 2-center delocalization index is extendable to n-center electron
sharing. In order to characterize 3-center bonding, the 3-center delocalization index
δ(X,Y, Z) has been applied [44].
δ(X,Y, Z) = 6
∑
i,j,k
Sij(X)Sjk(Y )Ski(Z) (2.20)
The 3-center delocalization index resembles the 2-center delocalization index via the
following sum rule:
δ(X,Y ) =
2
3
[δ(X,Y,X) + δ(X,Y, Y )] +
1
3
∑
Z 6=X,Y
δ(X,Y, Z) (2.21)
= 4(X,Y )self +4(X,Y )fluc (2.22)
Similar to the partitioning of the electronic population of a QTAIM atom into a local-
ized and a fluctuating population, λ and σ2, respectively, the delocalization index is
decomposed into a localized “self” bond population 4(X,Y )self and a fluctuating bond
population 4(X,Y )fluc. The 3-center character of a delocalization index is character-
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ized by the ratio G(X,Y ) [24].
G(X,Y ) =
4(X,Y )fluc
1
2 4(X,Y )self
(2.23)
In an ideal 2-center bond, the 2-center delocalization index δ(X,Y ) = 4(X,Y )self and
the fluctuating bond population is zero, 4(X,Y )fluc = 0. Then, G(X,Y ) is also zero.
In an ideal 2-electron 3-center bond, i.e. the 1s orbital of H+3 , G(X,Y ) = 1. For
m-electron n-center bonding with m ≥ 2 and n > 3, G(X,Y ) reaches values larger
than 1 or even becomes negative [45]. The internal G-value, Gi, evaluates the bond
delocalization within a particular triangle of atoms X, Y and Z [45].
Gi(X,Y, Z) =
δ(X,Y, Z)
1
2 [4(X,Y )self +4(Y, Z)self +4(Z,X)self]
(2.24)
The internal G value represents the ratio of the fluctuating charge and the self charge
within the triangle. This way, Gi addresses the question “is the triangle X − Y − Z
a three-center bond?” rather than “is the bond X − Y three-center like?” which is
addressed by the normal G value. Gi becomes zero if the triangle is not a three-center
bond, i.e. δ(X,Y, Z) = 0. In H+3 , Gi(H1,H2,H3) = 1.
2.5 Interacting Quantum Atoms
Within the Interacting Quantum Atoms (IQA) approach, the many-electron Hamilton
operator Ĥ is partitioned into QTAIM atomic and QTAIM atom-pair contributions
[46].
Ĥ =
∑
X
[
T̂ (X) + V̂en(X,X) + V̂ee(X,X)
]
+
∑
X<Y
[
V̂en(X,Y ) + V̂ne(X,Y ) + V̂ee(X,Y ) + V̂nn(X,Y )
]
(2.25)
X and Y denote QTAIM atoms. T̂ (X) represents the electron kinetic energy operator
with respect to the QTAIM atomX. V̂en(X,X) is the intraatomic interaction energy op-
erator between electrons and nucleus. V̂en(X,Y ) and V̂ne(X,Y ) denote the interatomic
interaction energy operators between electrons and nuclei of different QTAIM atoms.
Note that the indices indicate whether an electron or a nucleus of atom X interacts with
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a nucleus or an electron of atom Y . There are also intra- and interatomic operators
for the electron-electron interaction, V̂ee(X,X) and V̂ee(X,Y ), respectively. V̂nn(X,Y )
denotes the operator for the internuclei interaction. Applying the Born-Oppenheimer
approximation, T̂ (X), V̂en(X,X), V̂en(X,Y ) and V̂ne(X,Y ) are one particle operators.
The corresponding energies are calculated via
T (X) =
∫
X
T̂ ρ1(x ,x
′)dx (2.26)
Ven(X,Y ) =
∫
X
V̂en(Y )ρ1(x ,x
′)dx = −
∫
X
ρ(r)Z(Y )
r1Y
dr (2.27)
with ρ1(x ,x
′) being the first-order density matrix. x denotes the combined spin and
space coordinates. ρ(r) represents the spin-independent diagonal part of the first-order
density matrix, the electron density. Z denotes the nuclear charge and r1Y the distance
between the electron and the nucleus of QTAIM atom Y .
V̂ee(X,X) and V̂ee(X,Y ) are two-particle operators. The two-electron energies,
Vee(X,X) and Vee(X,Y ), are obtained via
Vee(X,Y ) =
∫
X
∫
Y
ρ2(r1, r2)
r12
dr1dr2. (2.28)
The electron-pair density ρ2(r1, r2) is shown. Quantity r12 represents the distance be-
tween the two electrons. The case Y = X denotes the intraatomic term, Y 6= X denotes
the interatomic terms. Within the Born-Oppenheimer approximation, V̂nn(X,Y ) and
the corresponding energy Vnn(X,Y ) are a constant. The kinetic energy of the nuclei is
zero and therefore omitted in Equation 2.25.
Within IQA the total energy of a system E is decomposed into the presented
atomic and atom pair contributions:
E =
∑
X
[T (X) + Ven(X,X) + Vee(X,X)]
+
∑
X<Y
[Ven(X,Y ) + Vne(X,Y ) + Vee(X,Y ) + Vnn(X,Y )] (2.29)
These energies are gathered into chemically meaningful groups. All monoatomic terms
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form the atomic net energy Enet(X):
Enet(X) = T (X) + Ven(X,X) + Vee(X,X) (2.30)
The interaction energy between two QTAIM atoms Eint(X,Y ) is given by all diatomic
energy terms:
Eint(X,Y ) = Ven(X,Y ) + Vne(X,Y ) + Vee(X,Y ) + Vnn(X,Y ) (2.31)
This way, the total energy is expressed as a sum of net and interaction energies:
E =
∑
X
Enet(X) +
∑
X<Y
Eint(X,Y ) (2.32)
The electron-electron interaction energy is written as a sum of a Coulomb part VC and
an exchange-correlation part Vxc.
Vee(X,Y ) = VC(X,Y ) + Vxc(X,Y ) (2.33)
VC(X,Y ) =
∫
X
∫
Y
ρ(r1)ρ(r2)
r12
dr1dr2 (2.34)
Vxc(X,Y ) =
∫
X
∫
Y
ρxc2 (r1, r2)
r12
dr1dr2 (2.35)
Within the Hartree-Fock method, VC of the whole space is represented by the Coulomb
integral J , which contains the classical repulsion of electrons. Vxc of the whole space
is represented by the exchange integral −K, which is a non-classical and stabilizing
interaction. There is no correlation included within Hartree-Fock. Within Kohn-Sham
DFT, VC and Vxc are not uniquely defined, making the energy partitioning somewhat
arbitrary. For this reason, all IQA calculations within this work are performed using
the Hartree-Fock scheme. Equation 2.33 gives rise to the partitioning of the total
interaction energy Eint(X,Y ) into a classical contribution Vcl(X,Y ) and the quantum-
mechanical exchange-correlation contribution Vxc(X,Y ).
Eint(X,Y ) = Vcl(X,Y ) + Vxc(X,Y ) (2.36)
Vcl(X,Y ) = Ven(X,Y ) + Vne(X,Y ) + Vnn(X,Y ) + VC(X,Y ) (2.37)
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The classical term Vcl(X,Y ) is mainly affected by charge transfer, is the dominat-
ing term in ionic bonding situations and therefore represents ionic bonding [12]. The
exchange-correlation term contains the position-space effect of antisymmetry, Fermi-
and in principle Coulomb correlation. In this respect, Vxc(X,Y ) represents covalent
bonding between the QTAIM atoms X and Y . Comparison of Equations 2.17 and 2.35
shows that Vxc(X,Y ) and the “effective covalent bond order”, the delocalization index
δ(X,Y ), differ mainly by r−112 in the integrand. This similarity additionally suggests
the interpretation of Vxc(X,Y ) as covalent bond energy.
2.6 The Electron Localizability Indicator
The Electron Localizability Indicator (ELI) is a family of functionals used for the
analysis of atomic interactions. It may be seen as a generalization of the traditional
Electron Localization Function (ELF) [47, 48] at a correlated level of theory. In the
framework of ELI the ω-restricted space partitioning is applied to combine two position-
dependent quantities, the electron density and the pair density [12]. Depending on the
spin coupling of the analyzed pairs and how the electron- and the pair density are
utilized in the ω-restricted space partitioning, there exist a number of different ELI
functionals [49, 50, 9, 10, 51].
2.6.1 ω-Restricted Space Partitioning
Within the ω-restricted space partitioning, the space is divided into very small regions,
so-called micro-cells µi. Each micro-cell is centered around the position a i. The volume
of the µi depends on the so-called control function fc, which is set to integrate to
the same fixed value ω in each micro-cell. Thus, the control function controls the
partitioning of space and in principle, the micro-cells can adopt any shape. In practice,
the shape of the µi is parametrized to obtain a compact and uniform space partitioning.
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Figure 2.1: The ω-restricted space partitioning for the 1-dimensional control function
fc(x) = e
−x. All blue rectangles cover the same area ω = e−3.5. The central position ai
and the length si of one micro-cell µi are shown.
Let us consider the 1-dimensional control function fc(x) = e
−x. We assume the
function to be linear within each micro-cell, which is a good approximation for small
enough µi. In this example, the micro-cells are 1-dimensional objects with length si
and are centered around position ai. If ω is set to e
−3.5 the space-partitioning shown
in Figure 2.1 can be obtained. The ω restriction is visualized by the blue rectangles,
i.e. ωi = si · fc(ai) = const. Note that the width of the micro-cells becomes smaller
and smaller with increasing fc(ai).
The micro-cells from the ω-restricted space partitioning are used as sample vol-
umes for a second function, the sample function fs. This means, that fs is integrated
within each micro-cell to obtain a second set of discrete values {ξi}. The values {ξi} ex-
tremely depend on both functions fc and fs. Hence, the ω-restricted space-partitioning
is a procedure to intertwine two independent functions.
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Figure 2.2: Values {ξi} at the micro-cell positions ai (blue crosses) for the sampling
function fs =
1
4 x. The control function fc(x) = e
−x and the corresponding ω-restricted
space partitioning are shown in Figure 2.1.
Figure 2.2 shows the values {ξi} (blue crosses) for the sampling function fs =
1
4 x integrated in the micro-cells of the control function fc(x) = e
−x (Figure 2.1). The
{ξi} get closer to each other according to the width si of the micro-cells.
The discrete values of {ξi} can be converted into a quasi-continuous function
fcs for the limiting case ω → 0. This function is obtained via a suitable rescaling of ω
and {ξi}, which are approximated with the Taylor expansion around a point inside the
micro-cell µi. For the general case of fc and fs having m and n independent coordinates,
the Taylor expansion reads:
ω =
∫
µi
dr1 · · ·
∫
µi
drm fc(r1, ..., rm) = tc(a i)V
ϑc
i + εc(a i) (2.38)
ξi =
∫
µi
dr1 · · ·
∫
µi
drm fs(r1, ..., rm) = ts(a i)V
ϑs
i + εs(a i) (2.39)
The terms tc(a i)V
ϑc
i and ts(a i)V
ϑs
i are the first non-vanishing terms of the Taylor
expansion. εc(a i) and εs(a i) are correction factors and contain the remaining terms
of the Taylor expansion. ϑc and ϑs represent the exponents of the first non-vanishing
Taylor expansion term. Equations 2.38 and 2.39 are combined via Vi:
ξi = ts(a i)
[
ω − εc(a i)
tc(a i)
]ϑs/ϑc
+ εs(a i) = ts(a i)
[
ω
tc(a i)
]ϑs/ϑc
+ ε(a i) (2.40)
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The correction terms are summarized to ε(a i). The quasi-continuous function fcs is
obtained within the so-called limit after rescaling:
fcs(r) = lim
ω→0
{
ξi
ωϑs/ϑc
}
= ts(r)
[
1
tc(r)
]ϑs/ϑc
= ts(r)Ṽ
ϑs(r) (2.41)
The volume function Ṽ (r) represents the limit of the rescaled micro-cell volume.
Figure 2.3: The quasi-continuous function fcs resulting from the ω-restricted space par-
titioning of the control function fc and the sampling function fs. The discrete set of {ξi}
values is shown as well.
Figure 2.3 shows the control function, the sampling function, the values {ξi}
and finally the quasi-continuous function fcs of the example. Note that the function fcs
does not coincide with the sampled values {ξi} and is ω independent. fcs is proportional
to {ξi} via ξi = fcs(ai) · ω.
2.6.2 ELI-D
The functional ELI-D ΥσD(r) is obtained from the ω-restricted space partitioning of
the electron-pair density as control function fc = ρ2(r1, r2) and the electron density as
sample function fs = ρ(r). In the limit after rescaling, Υ
σ
D(r) is written as the product
of the spin-selective electron density ρσ(r) and the pair-volume function Ṽ
σ
D(r) for
same-spin (σ) electron pairs:
ΥσD(r) = ρσ(r) · Ṽ σD(r). (2.42)
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The ELI-D can be interpreted as the charge necessary to locally form a fixed fraction of
a same-spin electron pair. Loosely speaking, ELI-D is related to the spatial avoidance of
same-spin electrons due to the Pauli principle. A highly localized electron repels other
same-spin electrons from its region which is reflected by a large ELI-D value. The
pair-volume function is proportional to the volume necessary to form a fixed fraction
of a same-spin electron pair around position r ,
Ṽ σD(r) =
[
12
gσ(r)
] 3
8
(2.43)
with gσ(r) being the Laplacian of the σσ-spin pair density at coalescence.
The local maxima of ELI-D (attractors) are located inside the ELI-D basins
(analog to the QTAIM space partitioning). In an isolated atom, there is a spherical
ELI-D attractor for each atomic shell and the corresponding basins contain the number
of electrons according to the Aufbau principle (±0.2 e−) [25, 26]. In the following
analysis the inner shells of an atom X are combined into one ELI-D core basin set
ΩcoreX ≡ CX . ELI-D attractors in the valence regions of a compound are interpreted
as signatures of chemical bonding i.e. bonds and lone pairs. The population of the
corresponding basins Ωvalence ≡ B indicates how many electrons belong to a particular
bond or lone-pair region.
2.6.3 ELI-D/QTAIM Intersection
The synapticity is the number of ELI-D core basins CX which share a common surface
with the valence basin B [52, 53]. The synapticity of a particular bonding basin is
denoted by lX,mY,nZB with l core basins of element X, m core basins of element Y and
n core basins of element Z sharing a common surface with the valence basin B. The
synapticity is used to interpret an ELI-D valence basin in terms of one- (lone pair), two-
or multi-center bonding, and the ELI-D/QTAIM intersection technique is applied to
quantify the participation of each QTAIM atom therein. For this purpose one performs
a segmentation of each ELI-D valence basin Bi with the overlapping QTAIM basins of
atoms X. The integration of the electronic density in the overlap volumina BXi yields
the contribution of atom X to the ELI-D bonding basin (Figure 2.4). The bond fraction
p(BXi ) of the QTAIM atom X for the valence basin Bi ranges between zero and one
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(similar to the Raub-Jansen index [27]):
p(BXi ) =
N̄(BXi )
N̄(Bi)
. (2.44)
A zero value means that the QTAIM atom X does not overlap with the ELI-D valence
basin Bi, whereas a value of one implies that the ELI-D valence basin completely resides
within the QTAIM atom X and represents a lone-pair of X. For a disynaptic basin
p(BXi ) = 0.5 represents the case of a non-polar bond.
The ELI-D/QTAIM intersection technique also plays a role in the recovering
of the classical concept of oxidation numbers. To calculate the oxidation numbers
in a particular compound classically, the valence electrons are assigned to the most
electronegative element. The ELI-D based oxidation numbers (ELIBON) assign the
valence electrons to the atoms of a compound depending on the bond fractions [54, 55]:
ELIBON(X) = Z(X)− N̄(CX)−
∑
i
N̄(BXi ) ·Θ(BXi ), (2.45)
Θ(BXi ) =

0, if there exists an atom Y with p(BYi ) > p(B
X
i )
1
m , if there exist (m− 1) X
′ with p(BX
′
i ) = p(B
X
i ) = max
1, if all p(BYi ) < p(B
X
i )
For a given valence basin Bi this means that the electron population is completely
counted to the ELIBON of X if it has the highest bond fraction (Figure 2.4). If
there are m atoms with the same - highest - bond fraction the electrons are distributed
equally among them. The electron population of an ELI-D basin does not influence the
ELIBON of X if there is another atom with a higher bond fraction.
20
2.6 The Electron Localizability Indicator
Figure 2.4: The ELI-D/QTAIM intersection technique: Top left - the QTAIM basins
ΩX (green), ΩY , ΩZ , ΩY ′ and ΩZ′ (blue) of the atoms X, Y , Z, Y
′ and Z ′; Top right -
the ELI-D topology with atomic core basins CX , . . . , CZ
′
, and with the disynaptic valence
basins X,YB1, . . . ,X,Z′ B4, the index X,Y indicates that the valence basin X,YB1 touches
the two core basins CX and CY ; Bottom left - for the ELI-D/QTAIM intersection, each
point of a valence ELI-D basin is assigned to an atom, resulting in the intersected valence
regions X,YB
X
1 , . . . ,X,Z′ B
X
4 and X,YB
Y
1 , . . . ,X,Z′ B
Z′
4 ; Bottom right - within the ELIBON
concept, the dominating contribution of atom X in all intersected ELI-D valence basins
yields the complete assignment of these basins to atom X.
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Position-Space Analysis of
MgAgAs-Type Compounds
Main focus of this dissertation is the quantum-chemical position-space analysis of semi-
conductors with MgAgAs structure type. Additionally, diamond-type and zinc-blende-
type compounds as well as Zintl phases and typical salts (NaCl type and CaF2 type)
are investigated to test the found trends and develop chemical bonding models on a
more general basis.
3.1 Crystal Structures and Structural Relations
Members of the MgAgAs-type family are ternary compounds with a 1:1:1 stoichiometric
ratio of the components. The cubic face-centered crystal structure is characterized by
the space group F 4̄3m (Figure 3.1) [56, 57]. Lattice parameters are found between five
and seven Angstrom in most cases. Magnesium and silver constitute a rock-salt partial
structure, arsenic forms zinc-blende partial structures with both other components.
Thus, it has eight nearest neighbors, the coordination polyhedron is a cube. As the
vertices of this cube are formed by alternating Mg and Ag atoms, this position is called
the heterocubic site (HC), hereafter. Mg and Ag each have four As atoms in the first
coordination sphere forming a tetrahedron.
Concerning only the number of nearest neighbors, there are two qualitatively
different positions in the MgAgAs structure type - one with cubic and two with tetra-
hedral coordination. This results in three possible atomic arrangements of a compound
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XY Z according to the three possibilities to occupy the heterocubic site. Although
they are configurationally isotypic [58] one may distinguish three chemical subtypes
with either the most electronegative or one of the less electronegative elements at the
heterocubic site. For practical reasons the following notation for the three arrange-
ments is introduced - a compound XY Z with the MgAgAs-type crystal structure and
the Y component at the heterocubic site is written as XY HCZ.
Figure 3.1: MgAgAs in the MgAgAs structure type. The occupied Wyckoff positions
and the coordination polyhedra of Ag and As are shown.
MgAgAs-type compounds crystallize with a variety of different elements. Com-
pounds containing three main-group elements A′AEHC are known with A′ and A being
early main elements of group 1, 2 or 13. E is typically a late main-group element of
group 14 or 15 and occupies the heterocubic site. A′AE compounds have 8 valence
electrons per formula unit. MgAgAs-type compounds with up to two transition met-
als (T ′ and T ) and rare-earth elements (R) are known: ATE, T ′TE and RTE. The
semiconducting representatives of the transition metal containing compounds have 18
valence electrons per formula unit and crystallize in the subtypes ATEHC or ATHCE,
T ′THCE and RTHCE [20].
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The energies of 648 hypothetic 8-electron MgAgAs-type compounds were cal-
culated in all three atomic arrangements. The majority of the compounds was found
to be most stable when the late main-group element occupies the heterocubic site [59].
The MgAgAs structure type is among the most common ternary structure types with
a stoichiometric ratio 1:1:1. A variant of the “Global Space Group Optimization algo-
rithm has been applied to assign 488 ternary compounds to 41 structure types. Only
main-group elements and elements of groups 11 and 12 have been investigated in 1:1:1
stoichiometries with 8 or 18 valence electrons. The MgAgAs structure type was found
to be among the top four most common structure types lying behind the LiGaGe struc-
ture type with space group P63/mmc, the PbClF structure type (P4/nmm) and the
TiNiSi structure type (Pnma) [60].
Figure 3.2: The MgAgAs structure type and its relatives. Space group and occupied
Wyckoff positions are shown for each structure type.
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The diamond, zinc-blende, fluorite and rock-salt structure types are closely
related to the MgAgAs type (Figure 3.2). The zinc-blende and rock-salt types are defect
variants of the MgAgAs type (occupation of a subset of equivalent Wyckoff positions).
The fluorite type is a coloring variant of the MgAgAs type (occupation of different
Wyckoff positions with the same element). Taking into account the Li/Mg disorder,
LiMgN is described by the fluorite type rather than the MgAgAs type structure [61].
The diamond type is a coloring variant of the zinc-blende type. The MnCu2Al structure
type or Heusler structure is shown to illustrate the origin of the popular name “half-
Heusler structure” for the MgAgAs structure type: the MgAgAs type is a defect variant
of the MnCu2Al structure type. NaCl type, fluorite type and MnCu2Al type crystallize
in the higher symmetric space group Fm3̄m than zinc-blende type and MgAgAs type
(F 4̄3m).
3.2 MgAgAs-Type Compounds - Bonding and Properties
The chemical bonding of compounds with MgAgAs structure type has been subject to
many investigations since their discovery. The first attempt to classify the chemical
interactions in terms of ionic or metallic features was made in the pioneer paper from
1941 [56]. The authors characterize the substances MgCuAs, MgCuSb, MgCuBi and
MgAgAs as valence compounds with ionic bonding. Referring to [62] MgAgAs is de-
scribed by the charge balance Mg2+Ag1+As3− indicating the formal charge distribution
in the structure. The constant composition and the absence of defects indicates ionic
interactions in MgAgAs-type compounds, whereas metallic bonding would manifest in
a significant homogeneity range and a mixed occupation of lattice sites [56]. However,
it had already been shown that disorder can also occur in salt-like compounds when the
electrostatic energy is insensitive to a random distribution of some components like in
LiFeO2 [63]. The lithium and iron atoms statistically occupy the cation positions in the
rock-salt lattice formed with the oxygen anions. The ionicity of compounds with MgA-
gAs structure type was ranked between Mg3As2 which has a higher ionicity and Cu2Sb
with lower ionicity by comparing color, melting points and interatomic distances. It
was also anticipated that the ratio of the atomic radii may play a role in the formation
of a certain atomic arrangement [56].
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This discussion was continued in a publication about the MgAgAs-type nitrides
LiMgN and LiZnN [64]. The authors point out that ionicity cannot play an important
role in MgAgAs-type compounds when the transition metal occupies the heterocubic
sites. Then, two cations face each other with the shortest interatomic distance of
d =
√
3/4 a in the structure which is not favorable for electrostatic interactions. In
LiMgN and LiZnN however, nitrogen occupies the heterocubic site and is surrounded by
eight cations. This would indicate ionic interactions explaining the chemical properties
i.e. high melting points, easy hydrolisability and the light color of LiMgN [64].
However, none of the early authors considered covalent interactions to explain
the chemical differences of MgAgAs-type phases to other intermetallic compound fam-
ilies. This was first recognized in the analysis of the volume contractions which are
usually observed when metals form intermetallic phases. The latter are virtually ab-
sent in MgAgAs-type compounds. Thus, it was emphasized that the realization of high
coordination numbers and efficient (high) space filling can usually be interpreted as
manifestations of metallic bonding in intermetallic phases whereas the absence of these
characteristics in the MgAgAs-type compounds “can be taken as an indication for di-
rectional bonding” [65]. This assumption was previously confirmed in the analysis of
the structural transformation in TiPtGe. The low-temperature semiconducting phase
with the MgAgAs structure type transforms at elevated temperatures into the metallic
one with the TiNiSi-type of crystal structure. Thereby, the volume reduces by 10 %
after the phase transition [66].
The increasing demand on semiconductor materials for microelectronics and
photovoltaic applications was an important development that greatly enhanced the
interest in the family of MgAgAs-type compounds. Theoretical investigations were
carried out how noble gas atoms affect the band structure of zinc-blende type binary
semiconductors when they enter the vacancies. A shift from an indirect to a direct gap
semiconductor was found [67]. The change in the electronic properties can be explained
as the insertion of noble gas atoms into a vacant site of the zinc-blende crystal structure
influences each band energy independently proportional to the charge density of the
corresponding band at the insertion site [68]. Moreover, LiZnP was predicted to be
a stable direct band gap semiconductor and the formation of a [ZnP]− polyanionic
network with Li+ as positive counter-ions was reasoned to create the analogy to the
noble gas infused binary semiconductors. This concept was extended to an “interstitial
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insertion rule” which explains the indirect gap to direct gap transition according to the
afore mentioned model [69].
The concept to consider MgAgAs-type compounds of the main-group elements
as polyanionic networks Xn+[Y Z]n− with the most electropositive cations Xn+ pro-
viding solely electrons for covalent bonding within the polyanion [Y Z]n− became very
popular and is used until today. Similar to the Zintl concept, the concept of the
polyanionic network is deduced from the generalized 8 −N rule which predicts struc-
ture patterns for a given material composition [70]. For example, the calculated phonon
spectrum of LiMgAs is in agreement with the presence of the polyanionic network. The
calculated Born effective charges from the splitting of longitudinal and transverse opti-
cal phonons indicate a strong similarity of the [MgAs] substructure in LiMgAs to AlAs.
Thus, LiMgAs is described as a polyanionic compound according to Li1+[MgAs]1−
[71]. The concept of the polyanionic network was also supported by the analysis of the
electronic density of states (DOS) and diagrams of the crystal orbital Hamiltonian pop-
ulation (COHP), the distribution of valence charge density and the valence part of the
electron localization function (valence ELF) [72]. For compounds solely comprised of
main-group elements A′AEHC the authors found strong covalent interactions between
the two most electronegative elements of a compound. Describing these compounds
as filled zinc-blende structures, A′n+[AEHC]n−, would reflect the bonding properties
of the compounds. The comparison of the main-group MgAgAs-type compounds with
the diamond structure of silicon showed strong similarities in the bonding indicators
which additionally underlined their chemical relation. By the aid of quantum-chemical
position-space indicators it was shown that the A′AE MgAgAs-type compounds realize
a bonding scenario in-between the polyanionic network A′n+[AE]n− and a completely
ionic situation A′n+Am+E[n+m]− depending on the electronegativity difference of the
components [15, 17]. Additionally, the A′AE compounds were shown to follow the
8−N rule for heteropolar bonding situations [16]. The latter publications are part of
this dissertation. The results are described in detail in the Chapters 3.4 and 4.
The compounds with 18 valence electrons per formula unit T ′THCE showed
the same trends in the analysis of valence charge density and valence-ELF maps [72].
Additionally, COHP diagrams revealed significant bonding between the transition metal
at the heterocubic site of the crystal structure and all its eight neighbors. This finding
is confirmed in another study applying the same quantum chemical tools to a different
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set of MgAgAs-type compounds. The authors point out that compounds with two
transition elements, “bonding-wise, belong to a separate branch of the half-Heusler
family” than MgAgAs-type phases with three main-group or group 11, 12 elements
[73]. Indeed, the analysis of the topology of the electron localizability indicator (ELI-
D) in TiPtGe revealed ELI-D attractors that indicate covalent interactions between Pt
at the heterocubic site and all eight neighbors. The corresponding ELI-D basins were
interpreted as two-center Ti−Pt bonds and three-center Ti−Pt−Ge bonds, respectively
[66]. A detailed analysis of the position-space bonding patterns of transition-metal
MgAgAs-type compounds and the comparison to the bonding of MgAgAs-type main-
group compounds is presented in Chapter 3.5.
The semiconducting 18-electron compounds were predicted to be more stable
than phases with a different valence electron count because the COHP diagrams of the
valence bands showed a transition from bonding to antibonding states at a filling level
of 18 electrons. The phases with an electron number different from this ideal value
should therefore be more likely to crystallize in another structure type and often show
cooperative magnetism or metallic behavior [72]. Overall, the majority of MgAgAs-
type compounds has 18 valence electrons per formula unit [73]. It was also found
that the existence of unoccupied bonding or the occupation of antibonding states can
be related to the homogeneity range of compounds with MgAgAs structure type [74].
The importance of the valence electron count in MgAgAs-type compounds was first
recognized in [75]. Furthermore, ferromagnetism was predicted for phases with 17
and 19 valence electrons which show a sharp peak at the Fermi level of the non-spin-
polarized DOS [76, 77].
Aiming to identify new compounds for optoelectronic applications, the chem-
ical mechanism responsible for the formation of a band gap in MgAgAs-type com-
pounds with 8 and 18 valence electrons was investigated extensively. These compounds
are proposed as “green” alternatives to the established buffer-layer material CdS in
ZnO/CdS/Cu(In,Ga)Se2 heterojunctions [78, 79]. In phases with three main-group or
group 11, 12 elements the gap is found between bonding and antibonding sp3 states
within the polyanion of the polyanionic network. Additionally, the width of the gap
can be related to the electronegativities of the three components. A higher electroneg-
ativity difference between the elements of the polyanion decreases the band dispersion
and therefore increases the width of the band gap [72]. A decreasing electronegativity
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of the remaining cation supports the complete transfer of its valence electrons to the
polyanion, which additionally increases the width of a compound’s band gap [80]. How-
ever, LiZnN displays a smaller band gap than the less polar LiZnP [81]. The analysis
of the band structure and DOS showed that nitrogen p states lie quite close to the
zinc d states in LiZnN. Thus, the smaller band gap arises from strong p-d coupling
which overcompensates for the polarity effect. Furthermore, the smaller band gap in
the compounds LiZnX (X = N, P, As) compared to their binary analogs is due to the
volume increase of the ternary compounds [81].
Compounds with two transition metals exhibit a so called “d-d gap” between
bonding and antibonding states of the transition metals [82, 83]. Also the symmetry
reduction (with respect to the rock-salt partial structure) by the occupation of tetra-
hedrally coordinated lattice sites was found to induce a necessary band anticrossing for
the gap to be opened [82]. The concept of electronegativity differences influencing the
band gap was also formulated for compounds containing two transition metals. The gap
grows with increasing electronegativity difference of the components [84]. MgAgAs-type
semiconductors T ′TE are promising thermoelectric materials. Because chemical substi-
tutions over a large composition range are possible, n-type and p-type materials with the
same parent compound can be designed [79], which is favorable for a thermoelectric de-
vice [85]. Additionally, MgAgAs-type compounds with 18 valence electrons, rare-earth
and other heavy elements show interesting properties for the design of new spintronic
devices: bulk magnetism (LnPtBi, Ln = Nd,Sm,Gd,Tb,Dy [86]), giant magnetoresis-
tance (GMR in DyNiSb and TbNiSb [87]), extraordinary magnetoresistance (EMR in
DyNiBi [88]), heavy-Fermion behavior (YbPtBi [89]), superconductivity (LaPtBi [90]),
and topological-insulator behavior (LuPtBi [91]). The variety of different constituent
combinations and the possibility to dope the MgAgAs-type compounds facilitates the
discovery and study of new/combined spintronic effects, which is the basis for the de-
sign of new innovative devices [79]. The classical bonding concepts and an overview on
properties and possible future applications of MgAgAs-type compounds can be found
in a review article about Heusler compounds [20].
Extensive studies were also carried out to explain the energetic order of the
three atomic arrangements in MgAgAs-type structures. The bond lengths for each
arrangement in LiZnAs were compared to the ideal bond lengths defined in the semi-
classical valence-force-field model [92]. The deviation of the calculated from the ideal
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bond lengths increased with decreasing stability of the arrangements, and the value
of the Madelung constants was consistent with the calculated stability sequence [93].
Additionally, the comparison of valence charge density maps showed covalent interac-
tions between zinc and arsenic. Therefore, LiZnAs was described as a “half covalent
half ionic” compound with covalence between zinc and arsenic and ionic interactions
induced by the presence of the positively charged lithium. The least stable arrangement
LiHCZnAs (MgAgAs) was predicted to be metallic [93].
For MgAgAs-type compounds containing transition elements, the stability or-
der of the three atomic arrangements was investigated. For this purpose they were
decomposed into the corresponding binary partial structures. In particular, for the
compounds T ′NiSn (T ′ = Ti, Zr, Hf) the rock-salt and zinc-blende like arrangements
of the binary partial structures T ′Ni, T ′Sn and NiSn were compared. The ZrSn rock-
salt partial structure contained in the most stable ternary arrangement turned out to
be much more stable than the zinc-blende partial structure ZrSn contained in the less
stable arrangements whereas the energy differences between the remaining pairs of bi-
nary partial structures were negligible. It was concluded that the relative stability of
ZrNiHCSn was dominantly determined by the interactions in the ZrSn partial struc-
ture [82]. In the study on the MgAgAs-type compounds T ′NiE (T ′ = Sc, Ti, Zr, Hf,
E = Sn, Sb) it was emphasized that the stability of the atomic arrangements T ′NiHCE
is due to interactions in all three binary partial structures [94]. Integrated COHP values
for the interaction between the late transition metal and the main-group element were
found to be largest for the most stable atomic arrangement in a representative series of
MgAgAs-type compounds with two transition metals. Therefore, the increased cova-
lence was made responsible for the relative stability of an arrangement [83]. Quantum
chemical real-space techniques were also utilized to systematically investigate the en-
ergetic sequence of the atomic arrangements in MgAgAs-type compounds A′AE, ATE
and T ′TE [43]. The atomic arrangement EHC is favorable for ionic interactions, the
atomic arrangement THC is favorable for covalent interactions. Depending on the dom-
inating interaction of a compound, the corresponding atomic arrangement is formed.
The latter publication is part of this dissertation. The results are described in detail
in the next section 3.3.
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3.3 The Most Stable Atomic Arrangement in MgAgAs-
Type Semiconductors
MgAgAs-type compounds are known to realize two out of three possible atomic ar-
rangements of this structure type. The number of transition metal components typi-
cally determines which of the alternatives is favored. On the basis of DFT calculations
for all three variants of 22 eight- and eighteen-valence-electron compounds, the ex-
perimentally observed structural variant was found to be determined by basically two
different bonding patterns [43]. They are quantified by employing two complementary
position-space bonding measures. The Madelung energy EQTAIMM , calculated with the
QTAIM effective charges, reflects contributions of the ionic interactions to the total en-
ergy. The sum of nearest-neighbor delocalization indices ςnn characterizes the covalent
interactions through electron sharing. With the aid of these quantities, the energetic
sequence of the three atomic arrangements for each compound is rationalized. The
resulting systematic is used to predict a scenario in which an untypical atomic arrange-
ment becomes most favorable.
3.3.1 QTAIM Madelung Energy and Nearest-Neighbor Sharing
In general, the Madelung energy represents the electrostatic interactions between point
charges in extended systems [95]. The corresponding Equation (3.1) contains the
Madelung factor fM reflecting the interaction between the chosen point charges on
the infinite lattice of the given type of crystal structure. dAC is the shortest distance
between anions and cations. Equation (3.1) is used to calculate the Madelung part of
the lattice energy EM [96, 97]
EM = −
NAfMe
2
4πε0dAC
(3.1)
where NA denotes the Avogadro number and ε0 the vacuum permittivity. In certain
highly symmetrical cases it is possible to write the Madelung factor as a product of a
charge-independent Madelung constant M and the charge product |QAnionQCation|, e.g.
for zinc-blende, rock-salt and CsCl-type compounds. From the QTAIM effective charges
obtained at the optimized lattice parameters, a new measure for the contribution of
the ionic interactions to the total energy is introduced. This quantity is called the
QTAIM Madelung energy EQTAIMM in the following. We assume that meaningful ionic
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interaction energies can be obtained for compounds with partial charge transfer by
applying the QTAIM effective charges.
The QTAIM Madelung energy is calculated with Equation (3.1) by employing
the appropriate Madelung factors fM, which now contain effective charges Q
eff instead
of formal charges (Equations 3.2 and 3.3). The Madelung factor of the MgAgAs-
type structure can be derived by decomposition of the corresponding Madelung sum
into groups that represent the Madelung sums of more simple crystal structures for
which a Madelung constant is known (see Appendix A.2) [98, 99]. Thus, the Madelung
factor fM for each atomic arrangement can be calculated with the Madelung constants
(with respect to dAC) of the zinc blende, rock salt, and CsCl structures, which are
MZnS = 1.6381, MNaCl = 1.7476, and MCsCl = 1.7627, respectively [93].
fM
(
XY ZHCmin
)
= MZnS
[
|Qeff(X)|2 + |Qeff(Y )|2
]
+MCsCl |Qeff(X)Qeff(Y )| (3.2)
fM
(
XminY Z
HC
)
= MZnS
[
|Qeff(Xmin)| − |Qeff(Y )|
]2
+
√
3
2
MNaCl |Qeff(Xmin)Qeff(Y )|
(3.3)
Equation (3.2) represents the scenario that the minority ion (the anion in a compound
with two cations or the cation in a compound with two anions) occupies the heterocubic
site. Equation (3.3) represents the opposite case in which one of the majority ions is at
the HC site and the minority ion X is part of the rock salt partial structure. X, Y , and
Z in Equations (3.2) and (3.3) stand for chemical elements with different coordination
numbers (X and Y : four-coordinated, Z: eight-coordinated; detailed explanation in
Chapter 3.1). The two equations cover the variety of different possibilities to occupy
the heterocubic site and to find the minority charge among the elements. For example,
in Mg2+Ag+As3− the atomic arrangement MgAgAsHCmin is described by Equation (3.2),
that is, X = Mg, Y = Ag and Z = As. Equation (3.3) describes the remaining
arrangements MgHCAgAsmin (X = As, Y = Ag and Z = Mg) and MgAg
HCAsmin (X =
As, Y = Mg and Z = Ag). Inserting the charge fraction y = |Qeff(Y )Qeff(min)−1|,
where Qeff(min) is the effective charge of the particular minority ion X or ZHC, into
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Equations (3.2) and (3.3) we obtain the charge-reduced Madelung factors.
fM
(
XY ZHCmin
)
|Qeff(ZHCmin)|2
= MZnS
[
y2 + (1− y)2
]
+MCsCl y(1− y) (3.4)
fM
(
XminY Z
HC
)
|Qeff(Xmin)|2
= MZnS [y − 1]2 +
√
3
2
MNaCl y (3.5)
According to Equation (3.1), for fixed charges and a fixed lattice parameter, the en-
ergetic sequence of the Madelung energies is given by the charge-reduced Madelung
factors (Figure 3.3) for the three MgAgAs structure motifs. Mg2+Ag+As3− serves as
an example. The atomic arrangement with the minority ion at the heterocubic site
MgAgAsHCmin is always the most stable (black line). The second stable atomic arrange-
ment has the majority ion with the higher charge at the heterocubic site, AsminAgMg
HC
(red line, charge fraction y = 0.33). The order of the components is changed to indicate
the relation to equation 3.5. Since the decisive stabilizing ionic interactions occur in the
Mg2+As3− zinc-blende partial structure, which has a higher Madelung constant than
the rock-salt structure (MZnS >
√
3
2 MNaCl for the same distance), this arrangement is
more stable than the atomic arrangement AsminMgAg
HC with the main ionic interac-
tions in the Mg2+As3− rock-salt partial structure (red line, charge fraction y = 0.67).
The energetic sequence of the three atomic arrangements is given by the difference be-
tween the black (most stable XY ZHCmin) and red (less stable XminY Z
HC) lines in Figure
3.3, which increases with increasing rock salt character of the charge distribution in
XminY Z
HC (increasing charge fraction y). It becomes largest for a charge fraction of
unity, for which the effective charge of the ZHC component becomes zero.
To prevent the structure from collapsing, the Madelung part of interatomic
interaction must have a balancing destabilizing interaction counterpart, which was not
evaluated in the present context. This still allows for the working hypothesis that a
larger Madelung energy implies a stronger ionic interaction and justifies the analysis of
trends among the Madelung energies for the three configurations in one compound, but
prevents a quantitative comparison between EQTAIMM and the calculated total energy
differences.
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Figure 3.3: Charge-reduced Madelung factors for the MgAgAs-type of crystal structure
versus the charge fraction y. The dashed lines mark points where the charge-reduced
Madelung factor of the MgAgAs-type crystal structure coincides with the Madelung con-
stants of some (pseudo)binary structures. MCaF2 = 1.2596 is the Madelung constant of
the fluorite-type crystal structure for a charge of Q(Ca) = +2.
As already indicated in Chapter 2.5, the energetic significance of a particular
delocalization index increases when the corresponding atomic basins approach each
other (additional r−112 dependence of Equation 2.35 compared to Equation 2.17). In
order to calculate the covalent interaction energy from delocalization indices, all non-
vanishing delocalization indices must be multiplied with a corresponding weighting
factor. However, this factor is not easily determined. In a first approximation, only
nearest-neighbor (nn) electron sharing ςnn is considered. Consideration of next-nearest-
neighbor sharing leads to the same results (Chapter 5.3). The nearest-neighbor sharing
is defined as the sum of the delocalization indices between nearest neighbors in the
crystal structure per formula unit. The closest distances in MgAgAs-type compounds
are found in the two zinc blende partial structures. The ςnn value for a phase XY Z
HC
yields Equation (3.6):
ςnn = 4δ(X,Z
HC) + 4δ(Y,ZHC) (3.6)
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Hereafter, ςnn is called the covalence index, that is, the covalence counterpart to the
QTAIM Madelung energy EQTAIMM . Both indicators were calculated for 22 MgAgAs-
type compounds in all three atomic arrangements (Tables 3.2 and 3.3). The trend
for each indicator was analyzed and related to the energetic sequence of the atomic
arrangements.
3.3.2 The Three Atomic Arrangements of MgAgAs-Type Compounds
Ten of the phases studied belong to the group of A′AE compounds: LiAlSi, LiAlGe,
LiInGe, LiInSn, LiMgN (neglecting Li/Mg disorder [61]), LiMgP, LiMgAs, LiMgSb,
LiMgBi, and BeAlB. Furthermore, two ATE and ten T ′TE compounds were inves-
tigated: MgAgAs, MgCuSb, ScNiSb, VFeSb, TiNiSn, TiCoSb, ZrCoSb, TiRhSb, Zr-
RhSb, YPdSb, YPdAs, and YPdP. The optimized lattice parameters of the most stable
atomic arrangement agree well with the experimental lattice parameters (Table 3.1).
In all cases but VFeSb, the calculated values are slightly larger than the experimental
ones. For computational details see Appendix A.1. YPdAs and YPdP are experimen-
tally unknown.
Table 3.1: Experimental (aexp) and optimized (aopt) lattice parameters of MgAgAs-type
semiconductors A′AE, ATE and T ′TE in all three atomic arrangements.
A′AE aexp[E
HC] aopt[E
HC/AHC/A′HC] T ′TE aexp[T
HC] aopt[T
HC/EHC/T ′HC]
LiMgN [61] 4.995 5.003/5.077/4.874 MgCuSb [100] 6.168 6.256/6.458/6.462
LiMgP [101] 6.003 6.014/6.031/5.774 ScNiSb [102] 6.065 6.118/6.329/6.432
LiMgAs [103] 6.181 6.212/6.229/5.975 TiCoSb [104] 5.872 5.892/6.077/6.102
LiMgSb [105] 6.60 6.672/6.653/6.391 VFeSb [106] 5.823 5.790/5.961/5.910
LiMgBi [105] 6.73 6.865/6.855/6.603 TiNiSn [107] 5.927 5.949/6.134/6.158
LiAlSi [108] 5.922 5.937/5.953/5.758 TiRhSb [109] 6.088 6.143/6.222/6.220
LiAlGe [108] 5.977 6.020/6.053/5.897 ZrCoSb [110] 6.068 6.109/6.324/6.434
LiInGe [111] 6.304 6.404/6.457/6.260 ZrRhSb [109] 6.261 6.336/6.435/6.529
LiInSn [111] 6.676 6.820/6.812/6.580 YPdSb [112] 6.4973 6.619/6.764/6.907
BeAlB [113] 4.93 4.962/5.197/4.975 YPdAs - 6.394/6.435/6.636
MgAgAs [105] 6.20 6.341/6.293/6.339 YPdP - 6.276/6.272/6.512
The compounds T ′THCE and A′AEHC show clearly different bonding charac-
teristics (Figure 3.4). The covalence index ςnn of the T
′TE phases exhibits large values
between 4 and 6. At the same time, the QTAIM Madelung energies stay quite small,
between 0.5 and 1.8 MJ/mol. For the A′AE compounds the values of ςnn are between
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1 and 3, and the QTAIM Madelung energies vary within a wide range between 0.5 and
10 MJ/mol. This variation is due to large differences in the effective charges Qeff of the
anions and optimized lattice parameters aopt of the compounds.
Figure 3.4: Bonding characteristics of the MgAgAs-type semiconductors, THC (com-
pounds with the late transition metal T at the heterocubic site) and EHC (compounds
with the late main group element E at the heterocubic site). The T ′THCE and A′AEHC
compounds are exclusively located in the red and black regions, respectively.
In general, the combination of both indicators EQTAIMM and ςnn yields two bond-
ing patterns for the MgAgAs-type semiconductors with the compositions T ′TE and
A′AE. The compounds containing two transition metals are characterized by a high
degree of covalence and weak ionic interactions due to low charge transfer. As a striking
difference to the A′(+)A(+)E(−) compounds they feature a qualitatively different effec-
tive charge distribution, namely T ′(+)T (−)E(−) (Tables 3.2 and 3.3). The A′AE phases
are more salt-like compounds with smaller ςnn values and larger QTAIM Madelung
energies. Only the QTAIM Madelung energies of LiInGe and LiInSn are smaller than 1
MJ/mol, due to the small charge transfer and large lattice parameters of the optimized
atomic arrangements. They are still clearly separated from the T ′TE compounds by
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the smaller values of the covalence indicator. The ATE compounds MgAgAsHC and
MgCuHCSb show similar bonding characteristics, although they adopt different atomic
arrangements. They cannot be clearly distinguished by the absolute values of the two
bonding indicators.
For all compounds with THC arrangement in the most stable structure variant,
that is, T ′THCE and MgCuHCSb, the covalence index reaches its largest value for the
most stable atomic arrangement, whereas the QTAIM Madelung energy is not neces-
sarily at its highest (Tables 3.2 and 3.3). In agreement with the higher coordination
number (larger electron supply), the effective charge of a particular anion is always
much larger when it occupies the heterocubic site compared to the other two atomic
arrangements, in which it does not.
For seven of the experimentally observed THC compounds, the sequence of the
ςnn values completely matches the energetic sequence, whereas the QTAIM Madelung
energies do not always decrease with increasing total energy. Exceptions are the least
stable atomic arrangements TiCoSbHC and TiRhSbHC, which show higher covalence
indices than the corresponding second most stable atomic arrangements. In all T ′TE
compounds and MgCuSb the optimized lattice parameters are smallest for the most
stable atomic arrangement with THC.
The bonding characteristics of the EHC compounds A′AE and MgAgAs are
complementary to the patterns of the THC phases. Here, the QTAIM Madelung ener-
gies decrease from the most stable to the second most stable atomic arrangement in all
cases, whereas the covalence index often increases slightly. Comparing the second most
stable with the least stable atomic arrangement reveals that the QTAIM Madelung
energy decreases even further for the compounds LiAlSi, LiAlGe, LiMgSb, LiMgBi,
BeAlB, and MgAgAs. For the remaining compounds, the least stable atomic arrange-
ment with LiHC exhibits slightly larger QTAIM Madelung energies than the second
most stable atomic arrangement. This is due to the contraction of the lattice param-
eter, which always occurs for the atomic arrangement with LiHC, whereas the lattice
parameters of the two more stable atomic arrangements are very similar. Here, reduced
interatomic distances do not correspond to a more favorable total energy. Consider-
ation of the strong covalence index decrease is necessary to understand the complete
energetic sequence in A′AE compounds in which the third stable atomic arrangement
does not have the lowest EQTAIMM .
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Table 3.2: The bonding characteristics of MgAgAs-type semiconductors A′AE and ATE
with the late main-group element at the heterocubic site (EHC): ∆E - total energy differ-
ence to the most stable atomic arrangement in [kJ mol−1]; Qeff - effective charge; EQTAIMM
- QTAIM Madelung energy in [MJ mol−1]; δ - delocalization index; ςnn - nearest-neighbor
sharing.
XY ZHC ∆E Qeff(X) Qeff(Y ) Qeff(ZHC) EQTAIMM δ(X,Z
HC) δ(Y,ZHC) ςnn
LiMgNHC 0.0 +0.81 +1.57 −2.38 −4.72 0.102 0.222 1.30
NLiMgHC +201.3 −2.29 +0.79 +1.50 −4.06 0.242 0.010 1.01
NMgLiHC +202.4 −2.33 +1.57 +0.76 −4.27 0.124 0.008 0.53
LiMgPHC 0.0 +0.83 +1.49 −2.32 −3.70 0.084 0.232 1.26
PLiMgHC +98.7 −2.20 +0.82 +1.38 −3.11 0.266 0.008 1.01
PMgLiHC +101.9 −2.20 +1.43 +0.77 −3.19 0.108 0.008 0.46
LiMgAsHC 0.0 +0.83 +1.46 −2.29 −3.51 0.081 0.240 1.28
AsLiMgHC +83.5 −2.17 +0.84 +1.33 −2.91 0.280 0.008 1.15
AsMgLiHC +90.1 −2.16 +1.39 +0.77 −2.96 0.103 0.009 0.45
LiMgSbHC 0.0 +0.84 +1.39 −2.23 −3.07 0.077 0.259 1.34
SbLiMgHC +53.3 −2.10 +0.84 +1.26 −2.54 0.301 0.008 1.24
SbMgLiHC +59.9 −2.04 +1.26 +0.78 −2.45 0.097 0.020 0.47
LiMgBiHC 0.0 +0.84 +1.31 −2.15 −2.76 0.074 0.278 1.41
BiLiMgHC +42.0 −1.98 +0.84 +1.14 −2.17 0.330 0.010 1.36
BiMgLiHC +48.6 −1.85 +1.06 +0.79 −1.94 0.090 0.013 0.41
LiAlSiHC 0.0 +0.82 +1.40 −2.22 −3.42 0.072 0.538 2.44
SiLiAlHC +39.9 −1.88 +0.82 +1.06 −2.25 0.600 0.024 2.50
SiAlLiHC +111.6 −1.30 +0.54 +0.76 −1.12 0.080 0.036 0.46
LiAlGeHC 0.0 +0.83 +1.34 −2.16 −3.21 0.070 0.536 2.42
GeLiAlHC +41.7 −1.79 +0.82 +0.97 −1.99 0.598 0.024 2.49
GeAlLiHC +100.0 −1.16 +0.39 +0.77 −0.90 0.070 0.036 0.42
LiInGeHC 0.0 +0.84 +0.18 −1.02 −0.74 0.048 0.688 2.94
GeLiInHC +34.1 −0.61 +0.83 −0.22 −0.42 0.692 0.037 2.92
GeInLiHC +61.7 −0.78 −0.01 +0.79 −0.54 0.053 0.038 0.36
LiInSnHC 0.0 +0.84 −0.00 −0.84 −0.54 0.046 0.681 2.91
SnLiInHC +8.1 −0.42 +0.84 −0.42 −0.39 0.699 0.035 2.94
SnInLiHC +26.8 −0.58 −0.21 +0.79 −0.41 0.051 0.037 0.35
BeAlBHC 0.0 +1.42 +2.08 −3.50 −10.08 0.208 0.352 2.24
BAlBeHC +142.6 −2.40 +1.84 +0.56 −4.64 0.422 0.098 2.08
BBeAlHC +244.4 −1.95 +0.81 +1.14 −2.79 0.484 0.063 2.19
MgAgAsHC 0.0 +1.56 −0.16 −1.40 −1.82 0.150 0.612 3.05
AsAgMgHC +72.5 −1.20 −0.33 +1.53 −1.64 0.146 0.078 0.90
AsMgAgHC +82.4 −0.84 +1.54 −0.70 −1.41 0.682 0.098 3.12
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Table 3.3: The bonding characteristics of MgAgAs-type semiconductors T ′TE and ATE
with the late transition metal at the heterocubic site (THC): ∆E - total energy difference
to the most stable atomic arrangement in [kJ mol−1]; Qeff - effective charge; EQTAIMM -
QTAIM Madelung energy in [MJ mol−1]; δ - delocalization index; ςnn - nearest-neighbor
sharing.
XY ZHC ∆E Qeff(X) Qeff(Y ) Qeff(ZHC) EQTAIMM δ(X,Z
HC) δ(Y, ZHC) ςnn
MgSbCuHC 0.0 +1.54 −0.84 −0.70 −1.42 0.088 0.692 3.12
MgCuSbHC +52.5 +1.52 −0.09 −1.43 −1.77 0.172 0.584 3.02
CuSbMgHC +115.3 −0.35 −1.14 +1.49 −1.51 0.070 0.168 0.95
ScSbNiHC 0.0 +1.39 −0.60 −0.79 −1.20 0.354 0.674 4.11
ScNiSbHC +161.5 +1.36 −0.35 −1.01 −1.21 0.397 0.626 4.09
NiSbScHC +233.9 −0.47 −0.83 +1.30 −1.09 0.277 0.388 2.66
TiSbCoHC 0.0 +1.21 −0.37 −0.84 −1.00 0.590 0.704 5.18
CoSbTiHC +232.6 −0.43 −0.59 +1.02 −0.69 0.502 0.480 3.93
TiCoSbHC +240.0 +1.13 −0.30 −0.83 −0.91 0.480 0.649 4.52
VSbFeHC 0.0 +0.87 −0.23 −0.64 −0.54 0.757 0.687 5.78
FeSbVHC +173.8 −0.21 −0.37 +0.58 −0.24 0.682 0.542 4.90
VFeSbHC +265.4 +0.77 −0.11 −0.66 −0.45 0.539 0.633 4.69
TiSnNiHC 0.0 +1.22 −0.20 −1.02 −1.12 0.510 0.616 4.50
TiNiSnHC +199.8 +1.13 −0.43 −0.70 −0.80 0.477 0.578 4.22
NiSnTiHC +209.8 −0.59 −0.42 +1.01 −0.68 0.437 0.459 3.58
TiSbRhHC 0.0 +1.30 −0.10 −1.20 −1.33 0.581 0.748 5.32
RhSbTiHC +165.7 −0.75 −0.39 +1.14 −0.87 0.515 0.424 3.76
TiRhSbHC +187.5 +1.19 −0.70 −0.49 −0.85 0.429 0.709 4.55
ZrSbCoHC 0.0 +1.40 −0.53 −0.87 −1.24 0.576 0.668 4.98
ZrCoSbHC +264.4 +1.30 −0.33 −0.97 −1.11 0.522 0.606 4.51
CoSbZrHC +287.2 −0.49 −0.71 +1.20 −0.91 0.476 0.509 3.94
ZrSbRhHC 0.0 +1.53 −0.29 −1.24 −1.62 0.583 0.712 5.18
ZrRhSbHC +214.8 +1.41 −0.74 −0.67 −1.15 0.472 0.666 4.55
RhSbZrHC +231.0 −0.81 −0.55 +1.36 −1.16 0.502 0.450 3.81
YSbPdHC 0.0 +1.61 −0.58 −1.03 −1.53 0.336 0.674 4.04
YPdSbHC +109.5 +1.58 −0.66 −0.92 −1.41 0.388 0.614 4.01
PdSbYHC +200.6 −0.71 −0.84 +1.55 −1.41 0.263 0.365 2.51
YAsPdHC 0.0 +1.65 −0.82 −0.83 −1.59 0.355 0.617 3.89
YPdAsHC +31.2 +1.65 −0.59 −1.06 −1.65 0.370 0.594 3.86
PdAsYHC +162.0 −0.64 −0.98 +1.62 −1.62 0.279 0.345 2.50
YPdPHC 0.0 +1.67 −0.52 −1.15 −1.78 0.374 0.608 3.93
YPPdHC +4.2 +1.66 −0.94 −0.72 −1.64 0.363 0.627 3.96
PdPYHC +145.5 −1.09 −0.56 +1.65 −1.74 0.284 0.346 2.52
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3.3.3 Prediction of an Unusual Arrangement
It was shown that the atomic composition of a MgAgAs-type phase strongly influences
the arrangement of the components and their characteristic bonding pattern. T ′TE
compounds crystallize with the atomic arrangement THC, and the site preference is
determined by covalent interactions. A′AE compounds are most stable with EHC, and
the site preference is decided by ionic interactions, even in cases in which these are
comparably small and similar to those for T ′TE compounds. The decisive point is
that the covalent interactions do not strongly discriminate between the two competing
variants EHC and AHC, whereas EQTAIMM does.
Figure 3.5: Charge-reduced Madelung factors (Equation 3.5) of the two most stable
atomic arrangements of YPdSb, YPdAs, and YPdP vs the charge fraction. The arrows
point in the direction of decreasing total energy.
One possible strategy to find an exception to these trends, that is, a stable
T ′TEHC compound, is to change the bonding pattern according to the A′AE phases.
A larger negative charge on the main group element would increase the preference of
the atomic arrangement with the latter element at the heterocubic site. To realize this
idea, an electropositive early transition metal from group 3 as T ′ and an electronegative
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main group element E from group 15 were chosen. To maintain the valence-electron
count of 18, T must be a group 10 transition metal. The pnictides YPdPn fulfill these
criteria. The electronegativity of Y is low, which should increase the negative charge
on Pn. However, YPdSb, which is the documented MgAgAs-type phase in this series
with the most electronegative main-group element, is most stable with Pd occupying
the heterocubic site (Table 3.3). This atomic arrangement even has a larger QTAIM
Madelung energy than YPdSbHC, whereas the nearest-neighbor sharing stays almost
constant. There are two reasons explaining the larger QTAIM Madelung energy of
YPdHCSb. First, the optimized lattice parameter is significantly smaller (∆aopt =
0.15 Å). Secondly, in YPdSbHC the negative effective charge is more evenly distributed
(charge fraction y closer to 0.5), which additionally increases EQTAIMM compared to
YPdHCSb, in which one anion accumulates the majority of the negative charge (Figure
3.5).
To decrease the lattice parameter and increase the negative charge of the pnic-
tide, antimony was substituted by its smaller and more electronegative earlier ho-
mologues in the hypothetical compounds YPdAs and YPdP (Table 3.3). Although
YPdHCAs is still the most stable, the energetic difference between the latter and
YPdAsHC has decreased. The Madelung factor of YPdAsHC becomes larger than
fM(YPd
HCAs). For YPdP the atomic arrangement with PHC is most stable, although
by only 4 kJ/mol, which is less than the expected accuracy of the calculation. However,
the energetic approach of the two most stable atomic arrangements is, as expected, due
to an increase of the ionic interactions in YPdPnHC. On going from YPdSbHC to
YPdPHC the lattice parameter decreases relative to the optimized lattice parameter of
YPdHCPn, and the negative charge on the pnictide increases for YPdPnHC. At the
same time the atomic arrangement YPdHCPn becomes less favorable for ionic interac-
tions as the negative charge becomes more evenly distributed among Pd and Pn (Figure
3.5). So, YPdP and probably also other T ′TE phases with a small and electronega-
tive main-group element (carbon, nitrogen) are predicted to be most stable with E
occupying the heterocubic site, if they can be prepared in the MgAgAs type of crystal
structure.
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3.3.4 Summary
The QTAIM Madelung energies EQTAIMM and the nearest-neighbor sharing index ςnn
were introduced as measures of ionic and covalent interactions. These direct-space
bonding indicators were used to analyze and predict structural features of MgAgAs-type
compounds. For the 22 compounds studied, the analysis of the bonding characteristics
gave a consistent picture explaining the formation of two different atomic arrangements,
either with the late transition metal at the heterocubic site (THC) or with the late main
group element occupying the heterocubic site (EHC).
The increased covalent interactions are proposed to be the main driving force for
the formation of the atomic arrangement in T ′THCE compounds. The sequence of the
total energies usually matches the sequence of the covalence indices. Ionic interactions
are comparably weak and do not consistently decrease with increasing total energy.
The A′AEHC phases display large QTAIM Madelung energies in most cases and smaller
ςnn values than the T
′THCE compounds. The most stable atomic arrangement with
the anion E at the heterocubic site shows the strongest ionic interactions, whereas
the difference of the ςnn value to that of the second most stable atomic arrangement
is negligible. The further energetic sequence of the A′AE compounds is caused by a
strong decrease of covalent interactions (except BeAlB) and either decreased or virtually
constant ionic interactions. The compounds with the “mixed” composition ATE adopt
two different atomic arrangements, because two opposing driving forces compete with
each other. Covalent interactions become optimized when the late transition metal T
occupies the heterocubic site. The ionic interaction, however, becomes maximized when
the late main group element E, which is always anionic, is located at the heterocubic
site.
3.4 Bonding Analysis of Main-Group MgAgAs-Type Com-
pounds
The position-space bonding patterns of the ten A′AE compounds, LiMgN, LiMgP,
LiMgAs, LiMgSb, LiMgBi, LiAlSi, LiAlGe, LiInGe, LiInSn, and BeAlB, are further
analyzed in the most stable atomic arrangement [114, 15, 17].
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3.4.1 QTAIM Topology and Effective Charges
The critical points of the electron density in the unit cell are found to be the same
(number and Wyckoff positions) for all analyzed compounds (Table 3.4). The maxima
are located at the atomic positions, the minima at the heterocubic vacancies. There are
two types of bond critical points with a different free parameter value of the correspond-
ing Wyckoff position (Table 3.4). They occur between the atom at the heterocubic site
and its 4+4 neighbors. The ring critical points octahedrally surround each atom within
the rock-salt partial structure of the crystal structure (Figure 3.6). The numbers of
critical points (N) fulfill the Poincaré-Hopf theorem for systems with periodic boundary
conditions.
Table 3.4: The critical points of the electron density in MgAgAs-type phases. Curvatures
can be positive (+) or negative (−).
Critical point Curvatures Number Wyckoff site Coordinates
MAX − − − 3× 4 4a, 4b, 4d (0, 0, 0), (12 ,
1
2 ,
1
2), (
3
4 ,
3
4 ,
3
4)
MIN + + + 4 4c (14 ,
1
4 ,
1
4)
BCP − − + 2× 16 16e, 16e (x, x, x)
RCP − + + 24 24f (x, 0, 0)
Figure 3.6: The set of critical points for LiInSn. The maxima (MAX) coincide with the
positions of the atoms. Orange lines are bond paths. The set is the same for all main-group
MgAgAs-type compounds.
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Figure 3.7 summarizes the QTAIM effective charges: the two early main-group
elements play the role of cations and the late main-group element is the only anion
(Table 3.2). In general, the charge distribution pattern of the A′AE compounds is
consistent with the ionic bonding model (Chapter 3.2). In particular, the pnictides
LiMgE are well-described by this concept. Less ionic compounds, like LiInE, should
show significant covalent bonding. BeAlB shows by far the largest charge separation,
Qeff(B) = −3.5.
Figure 3.7: QTAIM effective charges (Qeff) of the MgAgAs-type A′AE compounds.
3.4.2 ELI-D Topologies and Bond Fractions
The bonding patterns in the A′AE compounds are presented in the form of the spa-
tial distributions of the ELI-D. In the A′AE compounds, ELI-D adopts two different
topologies (Figure 3.8). Around each atom at the heterocubic site in compounds LiAlSi,
LiAlGe, LiMgN, and LiMgP, there are four equal ELI-D bonding attractors on the inter-
connection line to either aluminum or magnesium (Figure 3.8, left). The corresponding
ELI-D basins 3A′,A,EB are populated by two electrons (N̄(3A′,A,EB), Table 3.5). The
subscript describes the synapticity of the ELI-D basin B (Chapter 2.6.3). Each basin
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3A′,A,EB touches five core basins of neighboring atoms (pentasynaptic basin). Apart
from the two cores of the two most electronegative elements A and E, additional three
cores of the most electropositive component, 3A′, forming a regular triangle share a
surface with the bonding basin (Figure 3.8).
Figure 3.8: Two ELI-D topologies in A′AE compounds with one (left) and two (right)
types of attractors. The isosurfaces visualize the location of ELI-D maxima: LiMgPHC,
ELI-D isovalue = 1.500 (left); LiInSnHC, isovalue = 1.135 (right). The pentasynaptic basin
3A′,A,EB is shown in the lower left corner; the disynaptic basin A′,EB appears on the right
side. Each atomic core basin that touches one of the bonding basins is shown.
The remaining A′AE compounds, LiInGe, LiInSn, LiMgAs, LiMgSb, LiMgBi,
and BeAlB, show an ELI-D topology where each anion at the heterocubic site is sur-
rounded by eight (4+4) ELI-D maxima (Figure 3.8, right). In all cases A′AE, the four
new maxima occur on the direct connection line of the most electronegative compo-
nent E on the heterocubic site and the most electropositive component A′ (in BeAlB,
A′ = Al). These new basins A′,EB are disynaptic. The total electronic population of
a pair of one pentasynaptic and one disynaptic basin is two. In the majority of cases,
the electron populations of basins 3A′,A,EB and A′,EB are very different, and only in
BeAlB are they similar (Table 3.5).
Within the sequences LiMgN, LiMgP, LiMgAs, LiMgSb, LiMgBi and LiAlSi,
LiAlGe, LiInGe, LiInSn the ELI-D topology changes from that with one type of attrac-
tors to the other one with two types of attractors between the second and the third
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compound in each sequence. Appearance of the second kind of attractor (basin A′,EB)
is the result of a bifurcation process [8] that occurs due to the electronegativity and size
difference between the components. Analysis of the ELI-D Laplacian [11] (Appendix
A.3.1) and the discussion below characterize the topological change as part of a gradual
development. The presence of different ELI-D distribution patterns within one crystal-
lographic structure type seems to originate in the chemical nature of the components
and, if a gradual topological development between different patterns is possible, does
not mean different patterns of chemical bonding. One of the reasons for a gradual
development is the difference in electronegativity of the components, which influences
the bond polarity.
Table 3.5: Real-space bonding analysis of main-group MgAgAs-type semiconductors:
Qeff - QTAIM effective charge; δ - delocalization index; ςnn - nearest neighbor sharing; G
- delocalized character of bonds A′ − E and A − E; N̄ - average number of electrons; p -
bond fraction; PE(E) - genuine charge claim of E; PE(A
′
tot) and PE(Atot) - summarized
residual charge claims of A′ and A for the access set sE ; CI3E - connection index for the
access set sE .
A′AE LiMgN LiMgP LiMgAs LiMgSb LiMgBi LiAlSi LiAlGe LiInGe LiInSn AlBeB∗
Delocalization indices
δ(A′, A)† 0.040 0.004 0.003 0.003 0.004 0.010 0.010 0.015 0.014 0.009
δ(A′, E) 0.102 0.084 0.081 0.077 0.074 0.072 0.070 0.048 0.046 0.352
δ(A,E) 0.222 0.232 0.240 0.259 0.278 0.538 0.536 0.688 0.681 0.208
ςnn 1.33 1.27 1.28 1.34 1.41 2.44 2.42 2.95 2.91 2.24
G(A′, E) 0.29 0.37 0.41 0.46 0.54 0.80 0.82 1.32 1.44 0.56
G(A,E) 0.22 0.26 0.28 0.29 0.33 0.36 0.35 0.32 0.35 0.79
ELI-D basin 3A′,A,EB: four basins per formula unit, pentasynaptic (3A
′, 1A, 1E)
N̄(3A′,A,EB) 1.94 1.94 1.92 1.64 1.54 1.95 2.02 1.85 1.52 0.99
p(BA
′
) 0.018 0.016 0.014 0.007 0.003 0.017 0.015 0.012 0.006 0.035
p(BA) 0.045 0.055 0.060 0.080 0.098 0.195 0.196 0.343 0.430 0.125
p(BE) 0.937 0.929 0.926 0.913 0.899 0.788 0.789 0.645 0.564 0.841
ELI-D basin A′,EB: four basins per formula unit, disynaptic (1A
′, 1E)
N̄(A′,EB) − − 0.10 0.39 0.52 − − 0.14 0.41 0.95
p(BA
′
) − − 0.045 0.054 0.049 − − 0.054 0.052 0.182
p(BE) − − 0.955 0.946 0.951 − − 0.946 0.948 0.818
PE(A
′
tot) 0.018 0.016 0.016 0.016 0.015 0.017 0.015 0.015 0.015 0.106
PE(Atot) 0.045 0.055 0.057 0.065 0.073 0.195 0.196 0.319 0.339 0.064
PE(Etot) 0.937 0.929 0.927 0.919 0.912 0.788 0.789 0.666 0.646 0.830
CI3E 0.18 0.20 0.20 0.23 0.24 0.51 0.51 0.68 0.70 0.44
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In order to assess the bond polarity, bond fractions within the ELI-D/QTAIM
basin intersection approach were calculated (Equation 2.44). The pentasynaptic ELI-
D basins all have in common that the three bond fractions of the most electropositive
component (aluminum in BeAlB) are very small. Thus, we classify them hereafter
as effectively diatomic. The bond fractions of the two remaining components vary
within a wide range. In LiMgPn (Pn = pnictide), the pentasynaptic basins are mainly
monatomic in character, as the bond fraction of the pnictide is always larger than 89%.
Such effectively monatomic ELI-D basins are conceptually equivalent to lone pairs. In
the following, they will be termed lone-pair-like.
From BeAlB to LiAlSi and from LiAlGe to LiInGe and LiInSn, the bond frac-
tion of the most electronegative component decreases. In LiInSn, the pentasynaptic
basin corresponds to a slightly polar bond with a bond fraction of tin of 56% and a
bond fraction of indium of 43%. The disynaptic basins almost always correspond to
lone-pair regions of the anion (p(BE) > 94%). Only in BeAlB the bond fractions do
indicate certain two-center character of the disynaptic basin, as the bond fraction of
aluminum is 18%.
3.4.3 Classifying the Bonding Patterns with New Position-Space Bond-
ing Indicators
Further quantitative characterization of the gradual topological development of the
bonding pattern was obtained applying the newly developed charge claims. A set of
ELI-D bonding basins, which are in direct contact to the ELI-D core basin CX , are
called the access electron set sX . The genuine charge claim PX(X) represents the
average bond fraction of atom X within its access set. The subscript in PX(X) refers
to the set of ELI-D valence basins sX and the atom in parentheses indicates for which
atom the bond fraction BXi is calculated.
PX(X) =
∑sX
i=1 p(B
X
i ) · N̄(Bi)∑sX
i=1 N̄(Bi)
=
∑sX
i=1 N̄(B
X
i )
N̄ELIacc (C
X)
(3.7)
∗The order of components is chosen such that the ELI-D basin block can be read correctly (disy-
naptic ELI-D basin is between Al and B).
†This delocalization index does not contribute to ςnn because the components form the rock-salt
partial structure.
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The access electron number N̄ELIacc (C
X) represents the number of electrons contained
in the ELI-D bonding basins of the access set sX . The residual charge claims PX(Y ),
PX(Z), etc. of the remaining contributors Y , Z, etc. for the chosen access set of X
can be calculated according to
PX(Y ) =
∑sX
i=1 p(B
Y
i ) · N̄(Bi)∑sX
i=1 N̄(Bi)
=
∑sX
i=1 N̄(B
Y
i )
N̄ELIacc (C
X)
. (3.8)
The sum of genuine charge claim and residual charge claims for the access set is unity.
The residual charge claims of equivalent atoms are summarized in Table 3.5 for A′
(PE(A
′
tot)) and A (PE(Atot)), see Appendix A.3.2 for a representative example.
The charge claims obtained for the A′AE compounds are related to the two
extreme (reference) bonding model cases (Chapter 3.2), the ideal ionic bonding, and
the ideal polyanionic network (Table 3.5 and Figure 3.9). The set sE of the late main-
group element E contains all various ELI-D valence basins and completely describes the
bonding. sE is 4 or 8 for the two ELI-D topologies in Figure 3.8. In an ideal polyanionic
network, the most electropositive component A′ contributes all of its valence electrons
to the polyanion (PE(A
′) = 0). The components comprising the polyanion [AE] form
a non-polar bond in an ideal case, which corresponds to the charge claims PE(E) =
PE(Atot) = 0.5. In an ideal ionic compound, the two early main-group elements A
′
and A transfer all of their valence electrons to the most electronegative component E,
leading to a charge claim of 100%, i.e., PE(E) = 1 and PE(A
′
tot) = PE(Atot) = 0. The
intermediate cases with PE(E) > 0.5 > PE(Atot) and PE(A
′) = 0 are considered to be
a polyanionic network with polar bonding within the polyanion.
The delocalization indices were calculated to complement the ELI-D/QTAIM
topological analysis. First, the bond orders (delocalization indices) were derived for the
extreme bonding models. In the view of the polyanionic network, no electron sharing
between the most electropositive component A′ and the remaining two components is
expected: δ(A′, E) = 0 and δ(A′, A) = 0. Ideally, a non-polar single bond occurs be-
tween the two more electronegative components that form the polyanion corresponding
to a delocalization index δ(A,E) = 1. Within the ionic bonding model, no electron
sharing occurs according to δ(A,E) = 0 and δ(A′, E) = 0.
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Figure 3.9: Real-space bonding indicators for A′AE compounds quantify their relation to
the extreme bonding models. Red crosses refer to the delocalization indices representation
(top x axis and right y axis, δ(A,E) and δ(A′, E), respectively); black crosses refer to
the charge claim representation (bottom x axis and left y axis, PE(Atot) and PE(E),
respectively).
The A′AE compounds show a bonding pattern in-between the two extreme
models for both ELI-D/QTAIM and QTAIM/DI direct-space bonding representations.
In all cases, except BeAlB, the most electropositive component does not participate
in covalent interactions, i.e., PE(A
′
tot), δ(A
′, E), and δ(A′, A) are small (Figure 3.9
and Table 3.5). The bonding picture in LiInSn and LiInGe (LiInE) gets close to the
reference model of the polyanionic network. The large delocalization index between
indium and the tetrel indicates sizable non-polar interactions. Accordingly, the charge
claims of the latter two elements are closest to the ideal value of 0.5. The bonding
pattern of LiAlSi and LiAlGe (LiAlE) is similar to the one of LiInGe and LiInSn
but with a more polar bond between the aluminum and the tetrels (larger PE(E) /
smaller δ(Al, E)). The pnictides LiMgE show the largest proximity to the ionic bonding
model. With increasing electronegativity of the pnictide, the residual charge claim of
Mg (7% ≤ PE(Mg) ≤ 4%) / the electron sharing between the two most electronegative
components, Mg and E, decreases (0.28 ≤ δ(Mg, E) ≤ 0.22). In the pnictides, the
value of δ(Li, E) becomes 0.10 at most in LiMgN. BeAlB does not fit well into both
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reference bonding models due to quite pronounced covalent Be−B interaction (Figure
3.9 and Table 3.5). The Al − B bond has a polar character in-between the pnictide
and the Al-tetrel group. Thus, with respect to the bonding pattern, BeAlB is a unique
representative among the A′AE compounds.
For a more condensed characterization of the bonding patterns within the ELI-
D/QTAIM intersection and QTAIM/DI representation, two quantities are applied: the
connection index CIn and the nearest neighbor sharing ςnn (Equation 3.6), respectively.
The connection index condenses the variety of different bond fractions into one number,
CInX =
2n
n− 1
∑
Y <Z
[PX(Y ) · PX(Z)] , (3.9)
where n is the number of components with a nonzero charge claim, see Appendix
A.3.2 for a representative example. The connection index adds pairwise products of
charge claims, each of which being an average of individual bond fractions. Each such
product represents a measure of the equality of the two bond fractions and can be
thought to mimic in a coarse-grained fashion the basic construction principle of the
Fulton sharing index [115] which displays the same bond values at a single determinant
level of theory [116] as the delocalization index. The most simple case occurs when
the access electron set of one component contains all different ELI-D valence basins.
Otherwise, additional connection indices CInY , CInZ , etc. have to be calculated to
describe the bonding of a compound completely. The sum in Equation 3.9 runs over
all combinations of component pairs. The prefactor of the sum is the normalization
constant to scale the connection index between 0 and 1. For n = 2, like that in
diatomic molecules and solids with one kind of bond only such as diamond, zinc-blende,
or rock-salt-type phases, the connection index simply reflects the bond polarity, and
Equation 3.9 reduces to CI2X = 4 · PX(X) · [1− PX(X)] due to PX(Y ) = 1− PX(X).
For increasingly polar bonding along diamond, GaAs, and BeS, the connection index
decreases from CI2C = 4·0.5·0.5 = 1 (non-polar bonding) to CI2S = 4·0.95·0.05 = 0.19
(highly polar bonding). For MgAgAs-type semiconductors A′AE, n = 3. To obtain the
connection indices for the analyzed compounds, it is sufficient to examine the charge
claims of the access electron set of the late main-group element E because it contains
the complete variety of different ELI-D basins. A value of CI3E = 1 corresponds to the
situation of an equal electron contribution of all components to the bonding region, i.e.
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PE(E) = PE(A) = PE(A
′) = 1/3. Again, this represents the case of non-polar covalent
interactions within the ELI-D/QTAIM intersection.
The connection indices and the nearest neighbor sharing of the MgAgAs-type
semiconductors reflect the trend found in the analysis of the bond fractions and de-
localization indices. Ideally, CI3E = 0 and ςnn = 0 for the ionic bonding model and
CI3E = 0.75 and ςnn = 4 for the polyanionic network model (Figure 3.10). The A
′AE
compounds show connection indices between 0.18 and 0.70 as well as a nearest neighbor
sharing between 1.27 and 2.95. The degrees to which a compound is associated with
the reference bonding models are similar for both direct-space indicators, CI3E and
ςnn (Figure 3.10). The differences between the data points of both views become even
more uniform when calculated values of rock salt and silicon are used for the scaling
between covalent and ionic bonding instead of the conceptual ones (Appendix A.3.3).
Figure 3.10: Connection index CI3E (black crosses) and nearest-neighbor sharing ςnn
(red crosses) for A′AE compounds in the context of the reference bonding models.
Three-center interaction is not present in the A′AE compounds (exception
BeAlB). The calculated bond delocalizations G justify this assumption (Table 3.5).
For the zinc-blende partial structure AE, G(A,E) ranges between 0.21 and 0.36, which
is comparable with classical two-center bonds in the diamond structure of carbon
(G(C,C′) = 0.21) or germanium G(Ge,Ge′) = 0.30). The G(A′, E) values become
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larger but the corresponding bonds were shown to be not significant (small p(BA
′
) and
δ(A′, E)). The same is true for the rock-salt partial structure A′A. Only in BeAlB,
the significant covalent bonds Al−B and Be−B show comparably large three-center
character, i.e. G(Al,B) = 0.56 and G(Be,B) = 0.79. This result further corroborates
the particularity of the bonding scenario in BeAlB.
3.4.4 Summary
The chemical bonding in main-group MgAgAs-type compounds A′AE within the quan-
tum chemical position-space approach displays a coexistence of ionic bonding and po-
lar covalent interactions within the AE partial structures (polyanionic network). The
continuous development from the mainly ionic to the network polyanionic bonding is
quantified by two complementary position-space approaches, which show similar re-
sults: one view relies on charge claims PE(A
′), PE(A), PE(E) and the connection
index CI3E , in the second view 2-center delocalization indices δ(A
′, E), δ(A,E) and
the nearest-neighbor sharing ςnn are applied. In the A
′AE compounds LiMgN, LiMgP,
LiMgAs, LiMgSb and LiMgBi, the bonding is mostly ionic and becomes increasingly
covalent from LiAlSi to LiAlGe to LiInGe and LiInSn. BeAlB shows unique bonding
features like significant Be−B (i.e. A′ − E) and three-center bonding.
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3.5 Bonding Analysis of Transition Metal MgAgAs-Type
Compounds
19 T ′TE compounds are analyzed: ScPdSb, ScPtSb, YPtSb, ScPdBi, YPdBi, Sc-
NiSb, TiCoSb, VFeSb, TiRhSb, ZrCoSb, YPdSb, ZrRhSb, NbRuSb, TiNiSn, ZrPdSn,
NbRhSn, TiPtGe, VIrGe and TaIrGe. Computational details are given in Appendix
A.1.3. 11 compounds were not introduced in Chapter 3.3. Their experimental and
optimized lattice parameters are shown in Table 3.6.
Table 3.6: Experimental (aexp) and optimized (aopt) lattice parameters of MgAgAs-type
semiconductors T ′TE (not introduced in Table 3.1).
T ′TE Reference aexp[T
′THCE] aopt[T
′THCE]
ScPdSb [117] 6.310 6.386
ScPtSb [102] 6.310 6.407
YPtSb [118] 6.538 6.642
ScPdBi [119] 6.642 6.544
YPdBi [120] 6.640 6.766
NbRuSb [121] 6.137 6.174
ZrPdSn [65] 6.321 6.405
NbRhSn [65] 6.132 6.122
TiPtGe [66] 5.935 5.999
VIrGe [122] 5.9182 5.838
TaIrGe [122] 5.9627 6.022
3.5.1 ELI-D Topologies and Bond Fractions
The ELI-D representation of the bonding is presented for the T ′TE phases. ELI-
D adopts one topology for the analyzed set of compounds (Figure 3.11 left), except
YPdBi. Each late transition metal at the heterocubic site is surrounded by two kinds
of 4 + 12 ELI-D valence basins. The first kind, T ′,TB, occurs on each direct connection
line between T ′ and T , i.e. four times per formula unit. The subscript describes the
synapticity (Chapter 2.6.3) of the ELI-D basin B giving the number of core basins
which share a common surface with B. The second kind, T ′,T,EB, is trisynaptic and
located within each T ′ − T − E triangle i.e. 12 times per formula unit. The ELI-D
topology of YPdBi shows a variation (Figure 3.11 right). Here, two of the “former”
trisynaptic basins combine to one tetrasynaptic basin T ′,2T,EB.
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Figure 3.11: ELI-D topologies of T ′TE compounds with trisynaptic (TiCoSb, left) and
tetrasynaptic ELI-D basins (YPdBi, right). There are two types of attractors in the valence
region which are visualized by the isosurfaces for TiCoSb (isovalues of 1.03 (orange) and
1.13 (yellow green)). The corresponding valence basins appear as gray objects: for TiCoSb,
2 adjacent trisynaptic T ′,T,EB basins and one disynaptic T ′,TB basin are displayed. For
YPdBi, a tetrasynaptic T ′,2T,EB basins is shown. Each atomic core basin that touches one
of the valence basins is shown.
The population N̄ of the disynaptic valence basin T ′,TB varies within a wide
range from N̄(T ′,TB) = 0.01 in TiNiSn to N̄(T ′,TB) = 0.84 in YPtSb (Table 3.7).
The population of the trisynaptic T ′,T,EB basin is more uniform and ranges from
0.55 (TiPtGe) to 0.76 (ScNiSb). The population of the tetrasynaptic basin in YPdBi,
N̄(Y,2Pd,BiB) = 1.24 i.e. twice the population of the trisynaptic basins. The bond frac-
tions p are calculated to assess the bond polarity (Equation 2.44). For the trisynaptic
basin T ′,T,EB, T and E are the main contributors with 0.19 < p(T ′,T,EB
T ) < 0.40
and 0.48 < p(T ′,T,EB
E) < 0.76. This corresponds to a wide spectrum of polarities,
from very polar T − E bonding as in YPdBi (p(Y,Pd,BiBBi) = 0.757) to almost non-
polar T −E bonding in TiNiSn (p(Ti,Ni,SnBSn) = 0.489). The early transition metal T ′
contributes significantly to the trisynaptic basin, 0.03 < p(T ′,T,EB
T ′) < 0.13 which in-
dicates a certain degree of three-center bonding T ′−T−E (see discussion of three-center
delocalization indices). The disynaptic basin T ′,TB represents polar T
′ − T bonding
0.11 < p(T ′,TB
T ′) < 0.41.
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Table 3.7: ELI-D analysis of T ′TE transition metal MgAgAs-type compounds: N̄ -
average population of the trisynaptic basin T ′,T,EB ≡ 3B and the disynaptic basin
T ′,TB ≡ 2B; p - bond fraction; PT (T ) - genuine charge claim of T ; PT (T ′) and PT (E) -
summarized residual charge claims of T ′ and E for the access set sT ; CI3T - connection
index for the access set sT .
T ′TE N̄(3B) p(3B
T ′) p(3B
T ) p(3B
E) N̄(2B) p(2B
T ′) p(2B
T ) PT (T
′) PT (T ) PT (E) CI3T
ScPdSb 0.660 0.047 0.251 0.702 0.359 0.172 0.828 0.066 0.340 0.594 0.791
ScPtSb 0.593 0.030 0.246 0.724 0.819 0.118 0.882 0.058 0.446 0.496 0.828
YPtSb 0.592 0.037 0.211 0.752 0.840 0.112 0.888 0.061 0.428 0.511 0.828
ScPdBi 0.615 0.046 0.221 0.733 0.469 0.163 0.837 0.070 0.346 0.584 0.801
YPdBi 1.242§ 0.053 0.190 0.757 0.477 0.150 0.850 0.073 0.325 0.602 0.790
ScNiSb 0.764 0.066 0.302 0.632 0.105 0.168 0.832 0.070 0.325 0.605 0.785
TiCoSb 0.742 0.087 0.294 0.619 0.238 0.292 0.708 0.107 0.334 0.559 0.847
VFeSb 0.725 0.110 0.272 0.618 0.324 0.405 0.595 0.148 0.314 0.538 0.885
TiRhSb 0.654 0.058 0.280 0.662 0.522 0.251 0.749 0.099 0.378 0.523 0.861
ZrCoSb 0.762 0.101 0.274 0.625 0.250 0.278 0.722 0.119 0.318 0.563 0.852
YPdSb 0.661 0.052 0.224 0.724 0.388 0.155 0.845 0.069 0.326 0.605 0.784
ZrRhSb 0.665 0.069 0.255 0.676 0.564 0.248 0.752 0.108 0.365 0.527 0.866
NbRuSb 0.668 0.089 0.263 0.648 0.648 0.372 0.673 0.147 0.363 0.490 0.910
TiNiSn 0.739 0.119 0.392 0.489 0.009 0.237 0.763 0.119 0.394 0.487 0.890
ZrPdSn 0.657 0.107 0.351 0.542 0.306 0.229 0.771 0.123 0.408 0.469 0.898
NbRhSn 0.649 0.122 0.373 0.505 0.468 0.251 0.749 0.147 0.446 0.407 0.921
TiPtGe 0.554 0.044 0.335 0.621 0.835 0.182 0.818 0.090 0.497 0.413 0.861
VIrGe 0.574 0.057 0.363 0.580 0.871 0.249 0.751 0.121 0.493 0.386 0.890
TaIrGe 0.543 0.074 0.294 0.632 1.226 0.277 0.723 0.161 0.478 0.361 0.923
3.5.2 Trends of the Position-Space Bonding Patterns
In order to interpret the complete ELI-D topology in terms of chemical bonding, the
charge claims and connection indices are calculated (Table 3.7). The access electron
set of T contains all different ELI-D valence basins. Thus, the charge claims PT (T
′),
PT (T ) and PT (E) are sufficient to describe the bonding (compare Chapter 3.4). The
corresponding connection indices CI3T (Equation 3.9) are large and range from 0.78
(YPdSb) to 0.92 (NbRhSn). Such high connection indices indicate high covalent in-
terconnection and significant three-center bonding. Especially the tetrel containing
compounds show large values of the connection index. The connection index increases
when the electronegativity difference between the transition metals decreases. The
§Two neighboring T ′,T,EB condense and form one T ′,2T,EB
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connection index of the T ′TE compounds is larger than in the A′AE representatives
where three-center bonding is not present (Figure 3.12).
Figure 3.12: The connection index of the component at the heterocubic site for the
different constituent groups, A′AEHC and T ′THCE. The white strips indicate the exact
values of CI3E/T within each histogram bar.
The QTAIM effective charges Qeff and the delocalization indices δ(X,Y ) are
calculated for the set of transition metal MgAgAs-type compounds. The early transition
metal T ′ always carries a positive QTAIM charge Qeff(T ′) and plays the role of the
cation (Table 3.8). The late transition metal T always shows the largest negative
QTAIM charge and plays the role of the anion. The QTAIM charge of the late main-
group element Qeff(E) is in most cases negative but can become positive (NbRhSn,
TiPtGe). It always takes a value in-between Qeff(T ′) and Qeff(T ). The delocalization
indices δ(T ′, T ) and δ(T,E) represent the covalent bonding within the two zinc-blende
partial structures, δ(T ′, E) represents the covalent bonding within the rock-salt partial
structure. The delocalization index between the two transition metals δ(T ′, T ) ranges
between 0.3 and 0.8 (Table 3.8). The delocalization index δ(T,E) is usually larger than
δ(T ′, T ) and ranges between 0.6 and 0.8. Only in VFeSb, NbRuSb, NbRhSn, TaIrGe
and VIrGe δ(T,E) exhibits a smaller value than δ(T ′, T ). The smallest delocalization
index occurs within the rock-salt partial structure, i.e. 0.1 < δ(T ′, E) < 0.3.
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Table 3.8: QTAIM analysis and delocalization indices of T ′TE MgAgAs-type compounds:
Qeff, QTAIM effective charge; EQTAIMM - QTAIM Madelung energy in MJ mol
−1; δ -
delocalization index; ςnn - nearest neighbor sharing.
T ′TE Qeff(T ′) Qeff(T ) Qeff(E) EQTAIMM δ(T
′, T ) δ(T,E) δ(T ′, E) ςnn
ScPdSb +1.537 −1.113 −0.424 −1.515 0.331 0.735 0.167 4.264
ScPtSb +1.568 −1.516 −0.052 −1.947 0.386 0.807 0.129 4.772
YPtSb +1.682 −1.449 −0.233 −1.948 0.387 0.750 0.141 4.548
ScPdBi +1.515 −1.158 −0.357 −1.478 0.321 0.698 0.162 4.076
YPdBi +1.659 −1.113 −0.546 −1.612 0.303 0.621 0.167 3.696
ScNiSb +1.458 −0.821 −0.637 −1.316 0.344 0.708 0.191 4.208
TiCoSb +1.288 −0.886 −0.402 −1.127 0.578 0.742 0.236 5.280
VFeSb +0.925 −0.662 −0.263 −0.602 0.748 0.724 0.279 5.888
TiRhSb +1.377 −1.269 −0.108 −1.495 0.568 0.784 0.199 5.408
ZrCoSb +1.423 −0.872 −0.551 −1.277 0.575 0.691 0.260 5.064
YPdSb +1.652 −1.067 −0.585 −1.613 0.331 0.682 0.179 4.052
ZrRhSb +1.558 −1.276 −0.282 −1.687 0.580 0.737 0.218 5.268
NbRuSb +1.244 −1.133 −0.111 −1.201 0.784 0.740 0.257 6.096
TiNiSn +1.293 −1.079 −0.214 −1.254 0.511 0.653 0.235 4.656
ZrPdSn +1.546 −1.374 −0.172 −1.751 0.511 0.644 0.223 4.620
NbRhSn +1.390 −1.541 +0.151 −1.872 0.744 0.669 0.236 5.652
TiPtGe +1.493 −1.569 +0.076 −2.065 0.584 0.725 0.152 5.236
VIrGe +1.206 −1.426 +0.220 −1.588 0.776 0.735 0.169 6.042
TaIrGe +1.503 −1.584 +0.081 −2.092 0.842 0.692 0.199 6.136
With decreasing electronegativity difference between T ′ and T (same period)
Qeff(T ′) decreases while Qeff(E) becomes more positive, e.g. from ScNiSb to TiCoSb
to VFeSb (Figure 3.13). Within one period of transition metals the QTAIM charge
Qeff(T ) is always largest for T = Co, Rh. The delocalization indices δ(T ′, T ) and
δ(T ′, E) increase when the electronegativity difference between the two transition met-
als decreases. The increase of δ(T ′, T ) is much more pronounced than the increase
of δ(T ′, E). δ(T,E) does not show a strict trend. When the early transition metal
T ′ is substituted by a heavier homologue Qeff(T ′) becomes more positive and Qeff(E)
becomes more negative, e.g. from ScPdSb to YPdSb or from ScPtSb to YPtSb (Figure
3.14). Qeff(T ) is hardly affected and usually becomes slightly more negative. The delo-
calization index between the two transition metals δ(T ′, T ) also stays unaffected by a
substitution of T ′. δ(T ′, E) increases and δ(T,E) decreases. When the late transition
metal T is substituted by a heavier homologue Qeff(T ′) and Qeff(E) become more pos-
itive, Qeff(T ) becomes more negative e.g. from ScNiSb to ScPdSb to ScPtSb (Figure
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3.14). δ(T ′, T ) does not show a uniform trend and in most cases slightly increases.
δ(T,E) increases and δ(T ′, E) decreases when T is substituted by a heavier homologue.
Figure 3.13: Trends of the QTAIM charges and delocalization indices for decreasing
electronegativity difference between the two transition elements (same period).
With decreasing electronegativity difference between T ′ and T (same period)
the nearest neighbor sharing increases significantly (Figure 3.15). The QTAIM Madelung
energy shows a maximum for the Rh containing compound within the sequences YPdSb
to ZrRhSb to NbRuSb and ZrPdSn to NbRhSn. It decreases from VFeSb to TiCoSb to
ScNiSb. The substitution of T ′ by a heavier homologue decreases the covalent bonding
(ςnn) and increases ionic bonding (E
QTAIM
M ). So, the ratio of covalence and ionicity can
be tuned by the choice of the early transition metal. The substitution of the late transi-
tion metal by a heavier homologue increases both indicators. From these considerations
MgAgAs-type compounds with heavy late transition metals (T = Os, Ir, Pt) should ex-
hibit the most favorable bonding pattern. Here, EQTAIMM and ςnn are optimized with
respect to the period of T .
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Figure 3.14: Trends of the QTAIM charges and delocalization indices for the substitution
of one and two transition metals by a heavier homologue.
Figure 3.15: Trends of the QTAIM Madelung energy EQTAIMM and the nearest neighbor
sharing ςnn. T
′ ↔ T indicates the trend for decreasing electronegativity difference between
the transition metals. T ′ ↓ and T ↓ indicate the trend for the substitution of an element
by a heavier homologue.
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Figures 3.16 and 3.17 compare the QTAIM Madelung energies and the ςnn
values of T ′TE compounds with the representatives of the constituent group A′AE.
The A′AE compounds have large QTAIM Madelung energies due to high charges (two
exceptions) and an optimized arrangement of cations and anions (the anion at the het-
erocubic site is surrounded by 8 cations). The transition metal containing compounds
have smaller charges and a less favorable arrangement of anions and cations. The anion
at the heterocubic site is surrounded by 4 anions and 4 cations yielding comparably
small ionic interactions. The nearest neighbor sharing of the transition metal contain-
ing group is much larger than in the A′AE compounds. In A′AE representatives the
covalent interactions are limited to the zinc-blende partial structure of the two most
electronegative elements, in T ′TE compounds the electron sharing within both zinc-
blende partial structures is large (Table 3.8). Additionally, the electron sharing within
the rock-salt partial structure δ(T ′, E) is significant in the T ′TE compounds - in the
A′AE compounds the corresponding δ(A′, A) is close to zero.
Figure 3.16: The QTAIM Madelung energies EQTAIMM of the different constituent groups,
A′AE and T ′TE. The white strips indicate the exact values of EQTAIMM within each
histogram bar.
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Figure 3.17: The nearest neighbor sharing ςnn of the different constituent groups, A
′AE
and T ′TE. The white strips indicate the exact values of ςnn within each histogram bar.
The bond delocalization of the bonds T − E, T ′ − T and T − E is analyzed
(Table 3.9). For the T − E bond (0.6 < δ(T,E) < 0.8) G values between 0.26 and
0.45 are obtained. The majority of antimony-containing compounds shows low values
(G(T,E) < 0.35) which corresponds to ordinary two-center bonds. For the tetrel
compounds, values up to 0.45 indicate the onset of significant three-center bonding.
The bond delocalization of the T ′ − T bond (0.3 < δ(T ′, T ) < 0.8) is even more
pronounced for the majority of compounds and shows significant G values up to 0.56.
For the T ′ − E bond (0.1 < δ(T ′, E) < 0.3) G values between 1.08 and 1.87 indicate
unconventional multi-center bonding. In general, the tetrel-containing compounds show
the largest bond delocalizations.
The largest three-center DIs which contribute to the high G values of the bonds
are δ(T ′, T, E) - the corresponding triangle is the smallest triangle of components in the
structure with the zinc-blende distances T ′−T and T−E and the rock-salt distance T ′−
E (Figure 3.18). The T ′−T−E triangles exhibit small internal G values, Gi(T ′, T, E) <
0.14. This shows, that three-center bonding in T ′TE compounds does not occur within
isolated triangles like in H+3 . There is rather a large number of connected triangles
which contribute to the three-center bonding.
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Table 3.9: Three-center bonding of T ′TE MgAgAs-type compounds: G - three-center
bond delocalization; Gi(T
′, T, E) - internal G-value for the triangles T ′-T -E.
T ′TE G(T ′, T ) G(T,E) G(T ′, E) Gi(T
′, T, E)
ScPdSb 0.550 0.294 1.255 0.110
ScPtSb 0.481 0.262 1.566 0.099
YPtSb 0.437 0.263 1.333 0.100
ScPdBi 0.555 0.327 1.361 0.111
YPdBi 0.510 0.337 1.199 0.112
ScNiSb 0.513 0.292 1.158 0.115
TiCoSb 0.364 0.339 1.228 0.128
VFeSb 0.266 0.420 1.104 0.136
TiRhSb 0.392 0.315 1.345 0.117
ZrCoSb 0.391 0.352 1.108 0.132
YPdSb 0.496 0.297 1.078 0.109
ZrRhSb 0.398 0.332 1.216 0.123
NbRuSb 0.322 0.399 1.146 0.131
TiNiSn 0.515 0.429 1.525 0.158
ZrPdSn 0.564 0.438 1.539 0.158
NbRhSn 0.356 0.450 1.453 0.145
TiPtGe 0.432 0.355 1.868 0.122
VIrGe 0.283 0.378 1.650 0.118
TaIrGe 0.341 0.436 1.579 0.136
Figure 3.18 shows that each T ′ − T − E triangle shares an edge with five
equivalent triangles with the same large δ(T ′, T, E). Thus, the significant bond G values
G(T,E), G(T ′, T ) and G(T,E) mainly originate from three-center bonding within an
interconnected network of T ′−T −E triangles. Compared to the A′AE compounds the
three-center bonding in the T ′TE representatives is larger. The bonds within the zinc-
blende partial structures of the T ′TE compounds show larger G-values than the A−E
bond in the A′AE representatives. Also, three-center bonding within the T ′ − T − E
triangle in T ′TE compounds is much larger than in the A′ − A − E triangles of the
A′AE phases (see Tables A.5 and A.6).
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Figure 3.18: Triangles T ′−T−E in MgAgAs-type compounds. The violet triangle shares
a common edge with five equivalent orange triangles.
3.5.3 Prediction of New MgAgAs-Type Compounds T’TGe
Among the rare-earth-free 18-valence-electron T ′TE compounds the group of the 18
T ′TGe with T ′ = Ti-Hf, V-Ta and T = Ni-Pt, Co-Ir can be seen as a phase bound-
ary between the MgAgAs type and the TiNiSi type. 13 compounds in this range are
reported to crystallize only in the TiNiSi type: VCoGe [123], NbCoGe [123], TaCoGe
[124], VRhGe [122], NbRhGe [125], TaRhGe [126], NbIrGe [127], TiNiGe [123], ZrNiGe
[123], HfNiGe [128], ZrPdGe [125], ZrPtGe [129] and HfPtGe [130]. TiPdGe shows the
TiNiSi and the ZrNiAl types of crystal structure [131]. HfPdGe has a unique struc-
ture type [132]. TiPtGe crystallizes in the TiNiSi and in the MgAgAs structure type
[66]. VIrGe and TaIrGe are experimentally not known. TiPtGe and the unknown com-
pounds VIrGe and TaIrGe contain a heavy 5d late transition metal. The position-space
analysis has shown that MgAgAs-type compounds with heavy late transition metals
show the most favorable bonding patterns i.e. the substitution of T by a heavier ho-
mologue increases both the covalent and ionic bonding indicators (Figure 3.15), ςnn
and EQTAIMM , respectively. Thus, VIrge and TaIrGe are promising candidates for new
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MgAgAs-type modifications T ′TGe. The proposal for the experimental search for new
MgAgAs-type modifications T ′TGe reads:
“In the position-space analysis of 16 T ′TSb and T ′TSn compounds, the representatives
with heavy late transition metals T showed more favorable bonding features than rep-
resentatives of the earlier homologues. Thus, a new MgAgAs-type modification T ′TGe
is more likely to exist for element combinations with a heavy late transition metal.”
The compounds VRhGe, NbRhGe, TaRhGe, VIrGe, NbIrGe and TaIrGe were pre-
pared and annealed at different temperatures [122]. VRhGe, NbRhGe, TaRhGe and
NbIrGe do not show a modification of the MgAgAs-type structure. VIrGe and TaIrGe
indeed show the MgAgAs type of crystal structure, which confirms the proposal from
the position-sapce analysis.
Lately, the MgAgAs-type modification of TaIrGe was published in [133]. Here,
it is predicted by high-throughput total energy calculations. VIrGe is predicted to be
stable in the TiNiSi type of crystal structure. Although all other energy calculations are
in agreement with the experimental results, the prediction of VIrGe as stable TiNiSi-
type compound reveals the weakness of the total energy calculations: temperature
effects, kinetic effects or the choice of the DFT functional can lead to wrong predictions
and the significance of these influences is almost impossible to evaluate from the total
energy calculation alone. The proposal based on trends from the position-space analysis
only indicates favorable element combinations and is not as explicit as the total-energy
calculation. On the other hand, the proposal is less likely to yield a false negative
prediction and also proposes element combinations for metastable modifications.
3.5.4 The Magnetic Compound VCoSb
The magnetic MgAgAs-type compound VCoSb is calculated (see Appendix A.1.3 for
computational details). The optimized lattice parameter matches the experimental one
(Table 3.10). The magnetic moments of the self consistent APW+lo calculation are
listed in Table 3.10. The atomic magnetic moments are in close agreement with the
magnetic moments from LMTO calculations [134, 83]. The main magnetic moment lies
on V. A smaller moment with opposite sign is found on Co. The resulting magnetic
moment is almost 1. In accordance with the LMTO calculations, VCoSb is identified as
a half-metallic ferromagnet (Figure 3.19). This means the Fermi energy EF of VCoSb
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lies within a gap for only one spin direction. The other spin direction shows a non-
vanishing density of states (DOS) at the Fermi energy.
Table 3.10: Lattice parameters a in Angstrom and magnetic moments m in µB from the
APW+lo calculation of VCoSb.
aexp aopt mV mCo mSb minterstitial mtotal
[135] 5.7903 5.828 −0.98 0.15 0.02 −0.17 −0.98
Figure 3.19: Spin-selective density of states (DOS) for VCoSb.
Experimental measurement of the magnetic moments identified VCoSb as a
weak itinerant ferromagnet with a magnetic moment of 0.16 µB [135, 136]. The oc-
currence of spin fluctuations explains the magnetization process at 4.2 K and the tem-
perature dependence of the spontaneous magnetization. Additionally, spin fluctuations
might be the reason for the difference between the theoretically predicted and experi-
mentally measured magnetic behavior of VCoSb. Instead of choosing an experimentally
confirmed half-metallic ferromagnet e.g. many MnTE [20], the position-space analysis
is conducted on the basis of the calculated half-metallic ground state of VCoSb. Analy-
sis of VCoSb rather than MnTE allows a better comparison of the position-space results
with the MgAgAs-type semiconductors TiCoSb and VFeSb to identify the influence of
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magnetism on chemical bonding. Based on the following results, the investigation of
experimentally confirmed half-metallic ferromagnets are interesting for the future.
The spin-density (i.e. the difference of the spin-resolved electron densities) con-
firms the results of the APW+lo calculation: the main magnetic moment is found on
V. This is indicated by 8 maxima of the spin density close to each V core. The spin-
resolved ELI-D topologies as well as the triplet coupled ELI-D all show the same topol-
ogy as the semiconducting representatives: each late transition metal is surrounded by
12 trisynaptic basins V,Co,SbB and 4 disynaptic basins V,CoB. The populations in the
triplet coupled ELI-D representation are N̄(V,Co,SbB) = 0.740 and N̄(V,CoB) = 0.241.
These populations are almost identical to the valence basin populations in TiCoSb and
VFeSb and the access electron numbers are accordingly similar: N̄ELIacc (C
Co) = 9.844
and N̄ELIacc (C
Sb) = 8.880 (compare with Tables 3.7 and 4.4). The penultimate shell
populations are N̄(PV) = 10.497 and N̄(PCo) = 14.155 which are almost the same as
the respective penultimate shell populations in TiCoSb and VFeSb. The total number
of valence and penultimate shell electrons per formula unit is as expected one electron
larger than in TiCoSb and VFeSb i.e. N̄ELIv+p(VCoSb) = 34.496. The bond fractions p,
charge claims P and connection index CI3Co are shown in Table 3.11. Again, VCoSb
shows an almost identical bonding pattern as TiCoSb and VFeSb. In most cases the
values of VCoSb even lie in-between the slightly different values of TiCoSb and VFeSb.
From an ELI-D point of view, the bonding situation of the magnetic compound VCoSb
is the same as in the semiconducting compounds TiCoSb and VFeSb. The only differ-
ence is the increased total number of electrons in the penultimate shells of VCoSb.
Table 3.11: The magnetic MgAgAs-type compound VCoSb: p - bond fractions of ELI-
D valence basins V,Co,SbB ≡ 3B, V,CoB ≡ 2B; PCo(Co) - genuine charge claim of Co;
PCo(V) and PCo(Sb) - summarized residual charge claims of V and Sb for the access set
sCo; CI3Co - connection index for the access set sCo.
p(3B
V) p(3B
Co) p(3B
Sb) p(2B
V) p(2B
Co) PCo(V) PCo(Co) PCo(Sb) CI3Co
0.116 0.281 0.603 0.341 0.659 0.138 0.318 0.544 0.876
The QTAIM atomic charges, delocalization indices and bond delocalizations G
are calculated. The QTAIM atomic charges and the resulting QTAIM Madelung energy
are Qeff(V) = +0.969, Qeff(Co) = −0.728, Qeff(Sb) = −0.241 and EQTAIMM = −0.673.
All values are close to the results of TiCoSb and VFeSb. All values but Qeff(Sb) lie
in-between the results of TiCoSb and VFeSb. The spin-resolved delocalization indices
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show only very small difference between electrons with α and β spin (Table 3.12).
δ(V,Co) and δ(V,Sb) lie in-between the corresponding results of TiCoSb and VFeSb.
δ(Co,Sb) is significantly smaller than in both semiconducting compounds which results
in a slightly smaller nearest neighbor sharing of ςnn = 5.216. The bond delocalizations
G(Co,Sb) and the internal G-valueGi(V,Co,Sb) of the V-Co-Sb triangles are also almost
the same for α and β electrons and the values lie in-between or very close to the
corresponding G values of TiCoSb and VFeSb. The bond delocalizations G(V,Co) and
G(V,Sb) differ significantly for α and β electrons. In both cases the G-value of the
majority spin channel α is still very close to values of TiCoSb and VFeSb. The bond
delocalization of the minority spin channel β is significantly smaller. Interestingly, these
differences only occur for bonds between V, the component with the largest magnetic
moment, and its neighbors.
Table 3.12: Spin-resolved (α, β) delocalization indices δ, the bond delocalizations G and
the internal G-value Gi(V,Co,Sb) of the V-Co-Sb triangles in VCoSb.
δ(V,Co) δ(Co,Sb) δ(V,Sb) G(V,Co) G(Co,Sb) G(V,Sb) Gi(V,Co,Sb)
α 0.307 0.349 0.128 0.350 0.369 1.236 0.138
β 0.311 0.337 0.145 0.209 0.369 0.866 0.129
total 0.618 0.686 0.273 - - - -
Summarizing, the ELI-D and QTAIM/DI analysis reveals that the chemical
bonding situation in VCoSb is similar to the bonding in the semiconducting MgAgAs-
type compounds TiCoSb and VFeSb. Only, the three-center bond delocalizations be-
tween V and its neighbors show differences for the α and β spin channels. According
to all other position-space indicators, the predicted half-metallic ferromagnetism of
VCoSb does not affect chemical bonding. This is somehow unexpected, because the
bands, which create the magnetic moment in a half-metallic ferromagnet are close to
the Fermi energy, i.e. are considered as valence bands. If other magnetic compounds
with the MgAgAs type of crystal structure like MnTE show more significant differences
in chemical bonding is an interesting topic for future investigations.
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the 8-N Rule
In the previous chapter MgAgAs-type compounds of the main-group elements were
categorized according to the formal bonding models (ionic bonding and the polyan-
ionic network). Both views are descendents of the 8 − N rule. Encouraged by the
compatibility of the formal concepts and the position-space view of chemical bonding,
a position-space representation of the 8−N rule is formulated [15, 16, 17].
4.1 The 8−N Rule from a Formal Perspective
For group 14 to 17 elements, the crystal structures are rationalized according to the
8 − N rule, where N is the number of valence electrons [137, 138]. The number of
8 − N nearest neighbors is equal to the number of 2-electron-2-center bonds. The
Zintl-Klemm concept recovers the 8 − N rule for homopolar bonding situations in
polyanionic substructures [62, 139]. In NaIn, for example, a cationic and an anionic
partial structure coexist after the formal charge transfer as Na+In−. The electronic
configuration of In− allows a diamond-like homoatomic indium-partial structure with
four 2-electron-2-center bonds per anion. In this framework the interaction between
the resulting polyanionic covalent network and the Na+ cations is purely ionic. If the
valence electron count per anion exceeds 8, the generalized 8−N rule may be applied
[140, 141]. The excess electrons above 8 remain on the electropositive atoms either for
the formation of bonds within a polycation or as lone pairs [142].
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Figure 4.1: Homopolar (left) and heteropolar (right) structure pattern in InSb (top) and
[Ga2]Se2 (bottom) as obtained from the 8−N rule.
In case of multi-component solid compounds with heteropolar bonding [22],
the 8 − N rule can be applied in two different ways. Within the first view the for-
mal charges are assigned according to the electronegativity differences and assuming
complete transfer of valence electrons from the more electropositive component to the
more electronegative one (Figure 4.1 left). The number of homoatomic bonds is then
given as 8 − N with N being the number of valence electrons of the anion after the
formal charge transfer. For InSb this yields 8− 8 = 0 bonds. For GaSe with 9 valence
electrons, the same procedure leads to maximally possible transfer of 2 electrons from
Ga to Se, i. e. Ga2+ and Se2− species. The generalized 8−N rule in this case predicts
one Ga−Ga bond and no Se−Se bonds.
The second view emphasizes the heteroatomic connections. For example in
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InSb, the heteroatomic bonding pattern of four-bonded (4b)In and four-bonded (4b)Sb,
is presumed from the nearest neighbor coordination spheres, i.e. tetrahedral In@Sb4
and tetrahedral Sb@In4 (Figure 4.1 right). The formal charges are calculated assuming
that one half of each bond (1 electron per bond) is assigned to an atom [138]. The so-
obtained formal charges in InSb, In1− and Sb1+, conflict with the expectation from the
electronegativity difference. In this picture both components (4b)In1− and (4b)Sb1+
have a formal octet configuration and InSb is identified as a valence compound with
tetrahedral In−Sb bonding. Likewise for GaSe, a network of tetrahedral Ga@GaSe3
and pseudo-tetrahedral |Se@Ga3 units is detected which yields formal charges Ga1−
and Se1+, again in conflict with electronegativity difference.
The two complementary ways of working with the 8−N rule highlight different
structural aspects of InSb and GaSe, although both are based on the generalized 8−N
rule. The difference originates from an inconsistent treatment of the heteropolar bonds.
In the first approach they are ignored, treated ’on-top’ of the 8−N rule and the anion’s
valence electrons are counted as 1-center-2-electron lone pairs (Figure 4.1 left). In the
second protocol, the nearest-neighbor diagram is de facto used to define heteropolar
bonds, and they are counted like non-polar covalent 2-center-2-electron bonds resulting
in formal charges which conflict with the electronegativity differences (Figure 4.1 right).
In the following, a consistent and quantitative treatment of heteropolar bonding is
proposed, which leads to the unification of the effective QTAIM charges and the formal
charges of pseudo-atomic species.
4.2 Covalent bonds, lone pairs and heteropolar bonds
According to the Lewis model, a homopolar bond is characterized by an equal electronic
contribution of the bonded atoms (Figure 4.2 left). Then, the electrons are considered
as being non-polar in character. The formation of lone pairs represents the opposite
case to homopolar bonding (Figure 4.2 right). The lone pair completely belongs to
one atom displaying ultimate polar character of the valence region. This situation is
characteristic for ionic compounds like NaCl or noble-gas crystals with van-der-Waals
interactions.
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Figure 4.2: Homopolar bonds, heteropolar bonds and lone pairs: the bold red lines
represent the atomic boundaries of X and L atoms; the blue-green colored part represents
the bond region B with the total electronic population always symbolized by 16 mini-
squares. N(BL) and N(BX) are the electron contributions of atoms L and X, respectively,
to the bond region B. The blue mini-squares symbolize the non-polar part; the green mini-
squares symbolize the polar part of the bond.
In a heteropolar bond the bonded atoms contribute different electron numbers
to the bond region (Figure 4.2 middle). Analogous to a homopolar bond, the non-polar
part of each bonded atom has the same value. It is determined by the contribution
of the minority participating species L [143]. The remaining electrons of the bond
region belong to the majority contributing species and constitute the polar part of the
heteropolar bond. The non-polar contribution may be termed as the covalent part of
the heteropolar bond. The polar contribution is made by one atom only, i. e., is of 1-
center type and may therefore be termed the “hidden lone-pair” part of the heteropolar
bond. This way, the heteropolar bond is interpreted as a superposition of polar and
non-polar parts within the same valence region. In Figure 4.2 the “decomposition” of
the bond region BX (blue and green colored mini-squares) is made only to illustrate the
electronic contributions. There is no real spatial separation within one atomic region
between electrons of the polar and non-polar parts, respectively. Although this scheme
is primarily intended to prepare for the subsequent position space treatment, it should
be understood as an even more general approach including also cases of overlapping
atomic regions.
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4.3 The 8−N Rule from a Position-Space Perspective
4.3.1 Heteropolar Bonds in Position Space
The formal treatment of heteropolar bonding suggested above requires a well-defined
measure of bond polarity in order to assign the polar and non-polar parts for a given
bonding situation. For the purpose of a quantum-chemical realization of the proposed
procedure, a position-space perspective was chosen, which closely mimics the formal
procedure described above (Figure 4.3).
Figure 4.3: The ELI-D/QTAIM intersection technique. Transparent light red and blue
regions are QTAIM atoms L and X; the ELI-D bonding region B is intersected by the
QTAIM atoms which yields two separate regions BL (dark red) and BX (dark blue).
The evaluation of bond polarities is performed with the ELI-D/QTAIM inter-
section technique, where the ELI-D and electron density are superimposed to evaluate
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the QTAIM atomic contributions to the ELI-D valence regions B (Chapter 2.6.3). For
this purpose, the electron density within the ELI-D regions BX is integrated to N̄(BX).
The ratio between N̄(BX) and the complete electron population of the valence region
N̄(B) gives the polarity as bond fraction p(BX) with X being the majority contributing
species (Equation 2.44).
In order to calculate the covalent character cc(B) and the lone-pair character
lpc(B) of an ELI-D valence basin according to the suggested formal scheme (Figure
4.2), the following equations apply:
cc(B) = 2− 2p(BX) (4.1)
lpc(B) = 2p(BX)− 1 (4.2)
lpc(B) + cc(B) = 1 (4.3)
For a non-polar covalent bond with p(BX) = 0.5, cc(B) = 1, lcp(B) = 0; for a lone-pair
like ELI-D valence region with p(BX) = 1, cc(B) = 0, lcp(B) = 1. As the description
with cc(B) and lcp(B) are equivalent (Equation 4.3), only the covalent characters will
be used in the following.
4.3.2 Electron Counting in Position Space
Position-space topological analysis of the electron density and ELI-D allows a consistent
and quantitative treatment of heteropolar bonding. Also the concept of the 8−N rule
can be recovered in position space as is shown in the following. The “8” in 8−N counts
the number of valence electrons around an atom in a Lewis diagram no matter if they
are contained in a formal covalent bond or a lone pair. The same formalism is applied
in position space by counting all electrons in ELI-D valence regions around a particular
ELI-D core region of an atom X. The ELI-D valence regions Bi which share a surface
with the ELI-D core region CX form the access electron set sX , and the sum of the
corresponding electron populations is the ELI-D access electron number known from
Chapter 3.4):
N̄ELIacc (C
X) =
sX∑
i=1
N̄(Bi) (4.4)
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The “N” in 8−N counts the number of valence electrons owned by a particular
atom in a Lewis diagram. The corresponding position-space valence-electron number
N̄ELIval (X) is calculated as the difference between the electron population of a particular
QTAIM atom and the corresponding ELI-D core-region population.
N̄ELIval (X) = N̄(X)− N̄(CX) ≈
sX∑
i=1
N̄(BXi ) (4.5)
It is also given by summation over N̄(BXi ), the QTAIM atom’s contributions to the
ELI-D valence regions within its access electron set.‡ The valence electron number of
the X component N̄ELIval (X) and the corresponding access electron number N̄
ELI
acc (C
X)
are related via the genuine charge claim PX(X):
‡
N̄ELIval (X) ≈ PX(X) · N̄ELIacc (CX) (4.6)
The position-space representation of the 8−N rule is given as:
NELIcb (X) = N̄
ELI
acc (C
X)− N̄ELIval (X) (4.7)
where NELIcb (X) gives the effective number of covalent bonds. The access electron
number N̄ELIacc (C
X) represents the “8”, the valence electron number N̄ELIval (X) represents
the “N” in “8−N”. The position-space representation of the 8−N rule is also expressed
in terms of the effective number of lone pairs NELIlp (X):
NELIlp (X) = N̄
ELI
val (X)−
1
2
N̄ELIacc (C
X) (4.8)
N̄ELIacc (C
X) = 2
[
NELIcb (X) +N
ELI
lp (X)
]
(4.9)
Equation 4.9 indicates that consideration of Equations 4.7 or 4.8 leads to equivalent
results. In the following, only Equation 4.7 will be used. In the formalism presented
there is a direct connection between the 8−N rule and the covalent character cc of an
‡The approximate equality appears because a QTAIM atom X may also contribute electrons to
ELI-D valence regions Bj which do not belong to the access set sX . However, such contributions are
usually very small and can be neglected in most cases.
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ELI-D valence basin:‡
NELIcb (X) = N̄
ELI
acc (C
X)− N̄ELIval (X) ≈
sX∑
i=1
N̄(Bi)−
sX∑
i=1
N̄(BXi )
=
sX∑
i=1
[
N̄(Bi)− p(BXi ) · N̄(Bi)
]
=
1
2
sX∑
i=1
[
2− 2p(BXi )
]
· N̄(Bi)
=
1
2
sX∑
i=1
cc(Bi) · N̄(Bi) (4.10)
The covalent character represents the interpretation of heteropolar bonding (Figure
4.2) in the ELI-D/QTAIM framework.
4.4 Position-Space 8−N Rule for Main-Group Compounds
The position-space representation of the 8 − N rule including a consistent and quan-
titative treatment of heteropolar bonding is applied to a number of main-group in-
termetallic compounds (Table 4.1, Appendix A.4, Figure 4.4). The analyzed phases
are main-group MgAgAs-type compounds LiInSn, LiInGe, LiAlSi, LiAlGe, BeAlB,
LiMgPn (Pn = N-Bi), Zintl phases LiSi, NaP, Na2S2, zinc-blende-type InSb, GaAs,
AlP, BN, BeS, and fluorite-type compounds Mg2Si, Li2S.
Table 4.1: Position-space representation of the 8−N rule for MgAgAs-type compounds:
N̄ELIacc - ELI-D access electron number; N̄
ELI
val - ELI-D valence electron number; cc - covalent
character; lpc - lone-pair character; 5B ≡ 3A′,A,EB, 2B ≡ A′,EB;NELIcb - effective number
of covalent bonds; NELIlp - effective number of lone pairs.
A′AE N̄ELIacc (C
E) N̄ELIval (E) cc(5B) lpc(5B) cc(2B) lpc(2B) N
ELI
cb (E) N
ELI
lp (E)
LiMgN 7.76 7.26 0.13 0.87 - - 0.50 3.38
LiMgP 7.76 7.24 0.14 0.86 - - 0.52 3.36
LiMgAs 8.08 8.08 0.15 0.85 0.09 0.91 0.55 3.49
LiMgSb 8.12 7.47 0.17 0.83 0.11 0.89 0.65 3.41
LiMgBi 8.24 7.52 0.20 0.80 0.10 0.90 0.72 3.40
LiAlSi 7.80 6.14 0.42 0.58 - - 1.66 2.24
LiAlGe 8.08 6.43 0.42 0.58 - - 1.65 2.39
LiInGe 7.96 5.28 0.71 0.29 0.11 0.89 2.68 1.30
LiInSn 7.72 4.99 0.87 0.13 0.10 0.90 2.73 1.13
AlBeB∗ 7.76 6.42 0.32 0.68 0.36 0.64 1.34 2.54
∗The order of components is chosen such that the ELI-D basin block can be read correctly (disy-
naptic ELI-D basin is between Al and B).
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Figure 4.4: Position space 8 − N rule for main-group compounds. The black line and
crosses represent the formal 8−N rule. The underlined element is the anion E. Red crosses
represent the position-space view. The gray shadow indicates the region N̄ELIacc (C
E) =
8± 0.3.
The black line and crosses in Figure 4.4 represent the formal 8 −N rule with
respect to the underlined anion. For example, Si− in LiSi has formally 5 valence
electrons and 3 non-polar Si−Si bonds per Si. The position-space results (red crosses)
are always close to the formal picture indicating that the investigated compounds are
octet compounds with N̄ELIacc (C
E) = 8 ± 0.3 in most cases.§ This is characteristic for
a bonding pattern in agreement with the position-space 8 − N rule. Accordingly, the
compounds analyzed show between 2.95 (LiSi) and 0.24 (Li2S) covalent bonds per anion.
Compared to the formal 8 − N rule, the position-space view allows a consistent and
quantitative treatment of compounds with heteropolar bonding (zinc-blende, MgAgAs
type) and non-tetrahedral coordination (fluorite, MgAgAs type). It is also possible to
identify non-octet compounds e.g. Mg (hcp): N̄ELIacc (C
Mg) = 3.8.
§The deviations originate from well-known ELI-D features: i) non-integer core shell populations
and ii) the tendency to “overpopulate” lone-pair like regions compared to the formal picture.
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Figure 4.5: Position-space representation of the 8−N rule: conceptual analogy between
the bonding patterns of compounds with homopolar bonding/lone pairs (0b−3b, left) and
compounds with heteropolar bonding (4p, right). Only the valence region of the central
atom is shown completely. The anions’ number of covalent bonds NELIcb (E), the anions’
number of lone pairs NELIlp (E) and the QTAIM or formal charges (cf. Text) displayed in the
superscripts of the elemental symbols are rounded to integers for illustration. The double-
arrow symbol indicates the described analogy between the compounds with (0b−3b)E and
(4p)E bonding patterns.
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The equal treatment of compounds with exclusively homopolar bonding/lone
pairs and compounds with exclusively heteropolar bonds leads to an important analogy
between the bonding patterns (Figure 4.5): according to the 8−N rule, a component
with 4, 5, 6, 7, or 8 valence electrons realizes the respective bonding patterns (4b), (3b,
1lp), (2b, 2lp), (1b, 3lp), and (4lp), where symbol nb denotes n two-center-two-electron
non-polar bonds and symbol mlp m two-electron lone pairs (Figure 4.5 left panel). The
compounds with exclusive heteropolar bonding (e.g. zinc-blende, MgAgAs type) realize
the bonding pattern (4p) with four equal heteropolar bonds, which are now interpreted
as a mixture of a partial non-polar (covalent) part b’ and a polar (hidden lone-pair)
part lp’, i.e.
(4p) = (4xb′, 4[1− x]lp′) (4.11)
where x indicates the bond polarity (ranging between x = 1 for the non-polar covalent
bond and x = 0 for the fully polar lone-pair like case). The case of zero covalent
bonds and four lone pairs per atom occurs for the noble gas Kr (4lp) and roughly for
sulfur in the ionic zinc-blende-type compound BeS (4p with x = 0.09). One covalent
bond and three lone pairs occur for sulfur in Na2[S2] (1b, 3lp). An equivalent of one
covalent bond and three lone pairs is mixed in four heteropolar bonds in AlP (4p
with x = 0.24). Accordingly, the remaining compounds in Figure 4.5 illustrate the
correspondence between bonding situations with homopolar bonding/lone pairs and
heteropolar bonding for the cases with two and three (effective) covalent bonds per
anion.
The consistent and quantitative treatment of heteropolar bonding proposed
here unites the two views on the 8 − N rule in solid state chemistry (Figure 4.1).
It leads to a unification of the effective and the formal charge of the pseudo-atomic
species. The starting point for InSb is the formal view as 4-bonded Sb leading to
(4b)Sb+ with the positive formal charge 1+ for Sb. Using 1.99 electrons in each of the
four surrounding Sb−In bond basins in the ELI-D representation instead of the formal
two yields (3.98b)Sb1.02+. Introduction of bond polarity with the aid of ELI-D/QTAIM
basin intersection yields a covalent (non-polar) character of cc(B) = 0.58 and a hidden-
lone-pair (polar) character of 0.42. This leads to (2.32b’, 1.66lp’)Sb0.64−. Thus the
formal charge of 0.64− is calculated analogously to [138] as 5−2.32−2 ·1.66 (assuming
that one half of each bond and the full lone pair is assigned to an atom). Taking into
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account the 0.19 electron underpopulation of the Sb core [26] (45.81 electrons instead of
46) and the corresponding overpopulation of the ELI-D valence region, the so-corrected
formal charge is 0.45−, which is within rounding error identical to the obtained QTAIM
effective charge of 0.46−.
For GaSe the number of valence electrons per formula unit of 9.49 given by
ELI-D/QTAIM already indicates the polycationic character of the compound. Each
Se atom with an effective QTAIM charge of 0.69− displays three heteropolar Se−Ga
bonds each with a population of 1.79 electrons and one lone pair with a population
of 2.85 electrons. Neglecting bond polarity it would be formulated as (3b, 1lp)Se+,
while taking polarity into account changes the charge assignment to (3p, 1lp)Sez−.
The ELI-D basin populations results in (2.69p, 1.43lp)Sez−. The ELI-D/QTAIM basin
intersection yields a covalent character of 0.49 and a hidden lone pair character of 0.51
for each bonding basin, which finally yields (1.32b’, 1.37lp’; 1.43 lp)Se0.92−, where b’
and lp’ are the partial non-polar (covalent) part and the polar (hidden lone-pair) part,
respectively, and lp is the number of the separated two-electron lone pairs:
(yp; [4− y]lp) = (y[x]b′, y[1− x]lp′; [4− y]lp) (4.12)
The formal charge of 0.92− is calculated in this case as 6 − 1.32 − 2 · 1.37 − 2 · 1.43.
The connection with the QTAIM effective charge needs to take into account the ELI-D
core underpopulation [26] of 0.22 electrons (27.78 electrons core population for Se) and
the corresponding valence shell overpopulation. This correction finally yields (1.32b’,
1.37lp’; 1.43lp)Se0.70−. The formal charge of 0.70− is within a rounding error identical
to the QTAIM effective charge of 0.69− given above.
4.5 Applications of the Quantum-Chemical Position-Space
Representation of the 8−N Rule
The quantum-chemical position-space representation of the 8 − N rule classified the
main-group MgAgAs-type compounds as octet compounds with polar-covalent bond-
ing and established a conceptual connection with non-polar-covalently bonded Zintl
phases within the QTAIM/ELI-D framework. In contrast to the formal concept, the
position-space representation allows the application of the 8 − N rule to structures
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with coordination numbers larger than four and non-(pseudo)-tetrahedral structural
motifs. Additionally, the approach can be used to identify non-octet compounds. In
this chapter, the predictive capabilities of the position-space view on the 8 − N rule
are evaluated for solid compounds.
4.5.1 Binary 1:1 Compounds
Binary 1:1 main-group compounds AE with eight valence electrons and within the Li-
Rb-I-F rectangle of the periodic table as well as the elemental structures of tetrels were
analyzed according to the position-space representation of the 8 −N rule [16]. These
51 representatives (BSb is experimentally not known) crystallize either with the rock-
salt, zinc-blende, wurtzite or graphite type. h-BN shows a ordered substitution variant
of the graphite type. To identify the most stable structure type, each structure was
optimized in the DFT/PBE framework (see Appendix A.1.2 for computational details).
The optimized structures are close to the experimentally observed ones. GaN is found
to be more stable in the zinc-blende type [144] than in the wurtzite type [145]. For
LiCl, LiBr and LiI the wurtzite type was found to be more stable than the rock-salt
type. This is in accordance with previous calculations [146] and the recent synthesis of
wurtzite modifications of LiCl [147], LiBr and LiI [148].
Within the precision of ELI-D to recover the formal atomic shell populations
all investigated compounds can be described as octet compounds with access electron
numbers of the anion E between 7.5 and 8.5, i.e., N̄ELIacc (C
E) = 8 ± 0.5. Due to a
large overpopulation of the indium core region, N̄ELIacc (C
N) = 7.23 in wurtzite-type InN.
It is still interpreted as an octet compound because the deviation can be completely
attributed to the ELI-D core populations and does not result from an anomaly in the
ELI-D valence region.
For structure types like zinc-blende or wurtzite, the heteropolar bonds between
nearest neighbors should exhibit a high degree of covalence within the position-space
8 − N rule (NELIcb (E) close to 4). On the other hand, compounds of the ionic rock-
salt structure should show a low degree of covalent bonding. Figure 4.6 shows the
covalent bond numbers for the anions NELIcb (E). Indeed, the graphite and zinc-blende-
type compounds show the highest degrees of covalent bonding and the rock-salt-type
compounds show the most ionic bonding patterns. Moreover, there is a clear line
that differentiates between these more covalent crystal structures and compounds of
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the rock-salt type at NELIcb (E) = 0.31. Thus, the graphite and zinc-blende type are
more stable than the rock-salt type until a very high degree of ionicity. The wurtzite
type occurs with covalent bond numbers between 0.1 and 0.9. Within one row of AE
compounds (Figure 4.6), the wurtzite type plays a kind of mediating role between
the covalent zinc-blende and ionic rock-salt type. Below NELIcb (E) = 0.31 wurtzite-type
compounds always represent the most ionic compound of a row (InN, AlN, BeO), above
NELIcb (E) = 0.31 the wurtzite type occurs only for the most covalent compounds of a
row (LiI-LiCl, MgTe).
Figure 4.6: Optimized stable structures of binary 1:1 compounds and the corresponding
numbers of covalent bonds NELIcb (E) for anions E.
The presented correlation shows that the position-space representation of the
8 − N rule is capable to rationalize basic experimental observations. Compared to
the method of Mooser and Pearson [149] and the method of ionic radii [143, 150], the
position-space view i) is justified by arguments of chemical bonding, ii) only relies on
one parameter and iii) covers a larger range of compounds. The wurtzite type plays
the role of a boundary structure type in all three methods. Structurally, it is very
close to the covalent zinc-blende type; the bonding pattern however, is very ionic. The
question, in which respect the wurtzite type is similar to the rock-salt type is treated
in Chapter 5.2.
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4.5.2 InBi - a Non-Tetrahedral Octet Compound
Although InBi has the same stoichiometry and valence-electron count like classical III-
V semiconductors (GaAs, AlP, cubic BN), it crystallizes in a tetragonal structure of
its own type (space group P4/nmm, Figure 4.7) which does not exhibit a tetrahedral
atomic coordination of anion and cation as it is found in the zinc-blende type structure
of GaAs. Interestingly, InBi is a metallic conductor [151].
Figure 4.7: Crystal structure of InBi: two adjacent unit cells are shown. The first and
second coordination sphere (BiIn4 and BiBi4 pyramids, respectively) as well as the ELI-D
topology (isovalue = 1.04) of the central Bi atom are highlighted. The coordination of all
Bi atoms is the same.
Within the position-space representation all classical III-V semiconductors
showed a bonding pattern in agreement with the position-space representation of the
8 − N rule (Chapter 4.4). The ELI-D topology of InBi (see Table A.2 for computa-
tional details) shows five maxima around each Bi core basin: four equivalent disynaptic
valence basins on the direct connection lines to the neighboring In atoms In,BiB and
one monosynaptic basin BiB pointing to the Bi4 plane of the BiBi4 pyramid. The
disynaptic basins represent non-polar bonds, p(In,BiB
Bi) = 0.49, with a population
of N̄(In,BiB) = 1.25 electrons. The monosynaptic basin represents a Bi lone pair,
p(BiB
Bi) = 1, with a population of N̄(BiB) = 2.80 electrons. The ELI-D access elec-
tron number, the number of valence electrons and the genuine charge claim of Bi yield
N̄ELIacc (Bi) = 7.80, N̄val(Bi) = 5.25, PBi(Bi) = 0.67. According to the position-space
formalism InBi is an octet compound with (2.55b; 1.40lp)Bi. The 2.55 covalent bonds
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occur as 4 fractional non-polar covalent bonds between Bi and In. The sum of bonds
and lone pairs gives 3.95 electron pairs which is slightly more than half of the access
electron number. This deviation occurs because the bond fraction of the In,BiB is
slightly smaller than 0.5 and strictly speaking Bi is no longer the majority contributing
species.
According to the position-space representation of the 8−N rule, InBi is clas-
sified as an octet compound with heteroatomic bonds between In and Bi. This is an
unexpected and puzzling result because traditionally octet compounds e.g. Zintl phases
are semiconductors and show a pseudo-tetrahedral structure motif in the anionic sub-
structure which is related to the valence electron count of the compound (8−N rule).
In the scenario where InBi is considered as an octet compound, semiconducting prop-
erties of main-group compounds are not predicted solely by the fulfillment of the octet
rule. There has to be a second requirement because the octet compound InBi (as iden-
tified in the position-space analysis) is a metallic conductor [151]. The remaining major
difference between InBi and traditional octet compounds is the structure pattern. InBi
does not show a tetrahedral or pseudo-tetrahedral coordination of the anion. This ob-
servation leads to the proposal that metallic behavior apart from being a consequence
of the electronic situation of a compound might also correlate with the arrangement of
atoms. In this scenario, the following relation is proposed:
The metallic behavior of the octet compound InBi can be inferred from the non-tetrahedral
structure pattern.
Of course, this idea is immediately contradicted by main-group compounds of the rock-
salt structure type. These compounds do not show a (pseudo)-tetrahedral atomic envi-
ronment and are insulators with large band gaps. One major difference between these
salt-like compounds and InBi is that InBi shows covalent bonding and NaCl is ionic
(compare with Chapter 4.5.1). This difference is used to extend the previous proposal:
The metallic behavior of the octet compound InBi can be inferred from significant co-
valent bonding within a non-tetrahedral structure pattern.
In the following, examples are presented, which also correlate with the proposal above.
Example 1 addresses the conducting properties of the three atomic arrange-
ments of main-group MgAgAs-type compounds A′AE. The three atomic arrangements
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are characterized by the following partial structures: A′AEHC shows the zinc-blende
partial structures A′E, AE and the rock-salt partial structure A′A. A′AHCE shows
the zinc-blende partial structures A′A, AE and the rock-salt partial structure A′E.
A′HCAE shows the zinc-blende partial structures A′A, A′E and the rock-salt partial
structure AE.
Table 4.2: Obtained electronic band gaps of MgAgAs-type A′AE compounds in all three
atomic arrangements: ∆ - band gap size in eV; DOS(EF ) - density of states at the Fermi
level in states per eV per unit cell.
A′AEHC A′AHCE A′HCAE
A′AE ∆ / DOS(EF ) ∆ / DOS(EF ) ∆ / DOS(EF )
LiMgN 2.30 2.27 2.35
LiMgP 1.52 1.78 0.01
LiMgAs 1.36 1.26 0.04
LiMgSb 1.18 0.91 0.40
LiMgBi 0.32 0.02 0.62
LiAlSi 0.09 0.50 0.99
LiAlGe 0.03 0.36 1.09
LiInGe 0.01 0.11 1.40
LiInSn 0.06 0.10 1.36
BeAlB 0.00 0.79 0.40
The (polar) covalent bonding was found to occur between the two most elec-
tronegative components AE of the ternary compound A′AE (Chapter 3.4). Only the
atomic arrangements A′AEHC and A′AHCE contain the covalent tetrahedral network
AE while in A′HCAE the covalent bonding occurs within the rock-salt partial structure.
The atomic arrangements which contain the covalent bonding within the tetrahedral
partial structures show similar band gaps ∆ or densities of states at the Fermi level
DOS(EF ) (Table 4.2, see Appendix A.1.2 for computational details). When the co-
valent bonding occurs within the rock-salt partial structure the band gap decreases
significantly or the compound becomes (more) metallic. BeAlB and LiMgN represent
special cases within the main-group MgAgAs-type compounds. In BeAlB significant
covalent bonding was found between two partial structures AlB and BeB. Thus, only
in the atomic arrangement BeAlBHC all significant covalent interactions are contained
within a tetrahedral structure pattern. In BeAlHCB and BeHCAlB either BeB or AlB
form the rock-salt partial structure. Compared to BeAlBHC which is almost semicon-
ducting, both remaining atomic arrangements show a strongly increased DOS(EF ).
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LiMgN is the most polar main-group MgAgAs-type compound, PN(N) = 0.94. The co-
valence might be so weak that the atomic arrangement hardly influences the band-gap
size. Example 1 shows, consistent with the proposal stated above, that the metallic
conductivity of the three atomic arrangements in main-group MgAgAs-type compounds
increases when covalent bonding occurs within the rock-salt partial structure, rather
than in the zinc-blende partial structures.
Example 2 addresses the 8-electron representatives of the AlB2 structure type.
These metallic compounds are described as octet compounds with a delocalized system
of π electrons within graphite like layers [152]. Interestingly, within the row CaGa2
(CaIn2 type), SrGa2 (AlB2 type) and BaGa2 (AlB2 type), CaGa2 shows a puckered
variant of the AlB2 type i.e. the CaIn2 type with a tetrahedral network of Ga atoms
instead of the three-bonded layers. The density of states of the tetrahedrally bonded
CaGa2 shows a pseudo gap at the Fermi-energy which disappears in SrGa2 and BaGa2
[152]. So, example 2 is consistent with the proposal stated above. The 8-electron repre-
sentatives of the AlB2 structure type are metallic conductors and show covalent bond-
ing within a non-(pseudo)-tetrahedral structure pattern. When this structure pattern
becomes more tetrahedral (puckering), the metallic behavior becomes less pronounced.
Example 3 addresses β-tin modifications of Si, Ge and Sn. In the position-
space representation of the 8 − N rule, these high-pressure modifications show the
same access electron numbers as the diamond-type modifications and are thus equally
interpreted as octet compounds [153]. So, example 3 is consistent with the proposal
stated above. The mentioned high pressure modifications are metallic conductors and
show covalent bonding within a non-(pseudo)-tetrahedral structure pattern i.e. the
[4 + 2] coordination of the β-tin type. Other high-pressure modifications of main-group
elements are expected to show the same trend, e.g. the Ge(hR8) [154], fcc-Sn, cubic-
primitive As, α-Po or fcc-I [155].
Example 4 addresses the high-pressure modifications of the zinc-blende com-
pounds BAs, AlP, AlAs, InP and InAs. These compounds undergo a phase trans-
formation under pressure and become metallic conductors [156]. As in the element
modifications, this change in properties cannot be attributed to a change in the ful-
fillment of the octet rule (Table 4.3, see Appendix A.1.2 for computational details)
because both modifications show similar access electron numbers N̄ELIacc (E). The simi-
lar bond fractions p(A,EB
E) indicate that both modifications additionally exhibit the
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same degree of covalent bonding. Note that AlP and AlAs show the hexagonal NiAs
type at high pressures [156]. Example 4 is consistent with the proposal stated above.
The high pressure modifications of BAs, AlP, AlAs, InP and InAs are metallic conduc-
tors and show covalent bonding within a non-(pseudo)-tetrahedral structure pattern
i.e. the octahedral coordination of the rock-salt or NiAs structure type.
Table 4.3: Position-space quantities of geometry optimized zinc-blende and rock-salt
modifications of binaries with metallic high-pressure modifications of rock-salt or NiAs (*)
type: p(A,EB
E) - bond fraction of the disynaptic valence basins; N̄ELIacc (E) - access electron
number of E.
ZnS type NaCl type
AE p(A,EB
E) N̄ELIacc (E) p(A,EB
E) N̄ELIacc (E)
BAs 0.657 8.131 0.604 8.120
AlP* 0.889 7.849 0.883 7.842
AlAs* 0.876 8.128 0.858 8.160
InP 0.753 7.754 0.770 7.616
InAs 0.738 8.092 0.746 7.922
Example 5 addresses metallic compounds of the CaAl2Si2 structure type with
16 valence electrons per formula unit, e.g. MAl2E2 with M = Ca, Sr, E = Si, Ge
[157] or SrMg2E2 with E = Sb, Bi [158]. These compounds show a non-(pseudo)-
tetrahedral “umbrella” like coordination of the E atoms (Figure 4.8). 16 valence elec-
tron compounds of the CaAl2Si2 structure type can be described according to the Zintl
concept e.g. Ca2+Al3+2 Si
4−
2 or Ca
2+[Al2Si2]
2−. According to the position-space repre-
sentation of the 8 − N rule, CaAl2Si2 is also found to to be an octet compound, i.e.
N̄ELIacc (Si) = 7.69. The ELI-D topology
† of CaAl2Si2 is indicated by ELI-D isosurfaces
in Figure 4.8. The access electron set of each Si atom consists of one tetrasynaptic
lone-pair like basin 3Ca,SiB (N̄(3Ca,SiB) = 1.24, p(3Ca,SiB
Si) = 0.92), three tetrasynap-
tic ELI-D basins 2Ca,Al,SiB on the interatomic connection lines to three Al neighbors
(N̄(2Ca,Al,SiB) = 1.83, p(2Ca,Al,SiB
Si) = 0.82, p(2Ca,Al,SiB
Al) = 0.17) and one disynaptic
ELI-D basin Al,SiB on the interatomic connection line to the remaining Al neighbor
(N̄(Al,SiB) = 0.96, p(Al,SiB
Si) = 0.74, p(2Ca,Al,SiB
Al) = 0.26) indicating polar covalent
bonding between Si and all four Al neighbors. So, example 5 is consistent with the
†Computational details of the APW+lo calculation of CaAl2Si2: experimental lattice parameters
from [157], program elk [159], PBE functional [160], 512 k-points, lmaxapw = 10, lmaxvr = 9,
gmaxvr = 20.0 and rgkmax = 10.0.
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proposal stated above. 16 valence electron compounds of the CaAl2Si2 structure type
are metallic conductors and show covalent bonding within a non-(pseudo)-tetrahedral
structure pattern i.e. the “umbrella” like coordination of the Si atoms.
Figure 4.8: Coordination of Al and Si in the 2∞
{
[AlSi4/4]
1−} 2-dimensional layers of
CaAl2Si2. The ELI-D topology is indicated by isosurfaces (isovalues: 1.4 and 1.5).
The consistent results of the five examples and InBi are summarized in the
following four correlations. It should be tested if these correlations hold for all main-
group compounds with mainly two-center bonded atoms and a formal and/or position-
space octet configuration.
1. If such a compound shows significant covalent bonding within a non-(pseudo)-
tetrahedral structure pattern it is likely to be a metallic conductor and vice
versa. For example InBi, CaAl2Si2, Li
HCAlSi.
2. If such a compound is semiconducting or insulating and exhibits a non-(pseudo)-
tetrahedral structure pattern, the bonding within the non-(pseudo)-tetrahedral
structure pattern is likely to be highly polar/ionic, for example NaCl, LiHCMgN.
3. Comparing different modifications of such a compound, the ones with signifi-
cant covalent bonding within a non-(pseudo)-tetrahedral structure pattern are
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better metallic conductors (smaller gap, higher DOS(EF)), for example from
zinc-blende InP to rock-salt InP, from α tin to β tin. CaGa2 is less metal-
lic as SrGa2 according to the “more tetrahedral structure pattern” i.e. the
“puckering” of the Ga-layers.
4. Comparing isostructural phases of different compounds (as described above),
the ones with a higher degree of covalence (smaller ∆EN of the components)
within a non-(pseudo)-tetrahedral structure pattern are better metallic conduc-
tors (smaller gap, higher DOS(EF)), for example from rock-salt LiF to rock-salt
BAs, from LiHCMgN to LiHCMgP to LiHCMgAs to LiHCMgSb to LiHCMgBi.
These correlations should be understood as a classical chemical bonding model (Chap-
ter 1). They rationalize experimental observations in terms of chemical bonding and
might allow the prediction of unknown compound properties. However, the physical
mechanism, which creates the link between covalent bonding within a non-(pseudo)-
tetrahedral structure pattern and the closing of the band gap remains unclear and
would be interesting to discover.
4.6 Access Electron Counting for Compounds with Tran-
sition Metals
In Chapters 4.3 and 4.4, a position-space representation of the octet rule was developed
for main-group intermetallic compounds. The 18 electron rule predicts the geometries of
many transition metal complexes [161] and MgAgAs-type compounds with 18 valence
electrons are predicted to be semiconductors (Chapter 3.2). The 18-electron rule is
tried to be recovered in position space using access electron numbers. Table 4.4 shows
the electron populations of core basins C, penultimate shells P and the access electron
numbers, calculated from the valence basin populations (Table 3.7). Note that for the
late transition metal T the valence basins of the access set share a common surface
with the penultimate shell of T . The access electron numbers of the T ′TE are not
as uniform as in the A′AE compounds, where N̄ELIacc (C
E) = 8 ± 0.3. In the T ′TE
compounds N̄ELIacc (C
E) = 8.1± 1.1 and N̄ELIacc (P T ) = 9.8± 0.9 in most cases.
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Table 4.4: ELI-D populations of MgAgAs-type T ′TE compounds: N̄ - average population
of ELI-D core basins C and penultimate shell basins P ; N̄ELIacc - access electron number;
N̄ELIv+p(T
′TE) = N̄ELIv+p(fu) - total number of valence electrons and electrons in penultimate
core basins per formula unit; N̄ELIacc (TE) = N̄
ELI
acc (P
T )+N̄ELIacc (C
E) - summed access electron
numbers of T and E.
T ′TE N̄(CT
′
) N̄(PT
′
) N̄(CT ) N̄(PT ) N̄(CE) N̄ELIacc (P
T ) N̄ELIacc (C
E) N̄ELIv+p(fu) N̄
ELI
acc (TE)
ScPdSb 10.106 8.737 27.998 15.936 45.866 9.356 7.920 34.029 17.276
ScPtSb 10.101 8.727 58.191 16.690 45.900 10.392 7.116 35.809 17.508
YPtSb 27.803 8.880 58.211 16.755 45.885 10.464 7.104 36.099 17.568
ScPdBi 10.105 8.741 28.022 15.935 77.930 9.256 7.380 33.932 16.636
YPdBi 27.797 8.864 28.000 16.069 77.907 16.812 7.452 34.293 24.264
ScNiSb 10.105 8.764 10.455 15.240 45.855 9.588 9.168 33.592 18.756
TiCoSb 10.124 9.531 10.373 14.198 45.881 9.856 8.904 33.585 18.760
VFeSb 10.179 10.405 10.358 13.161 45.896 9.996 8.700 33.562 18.696
TiRhSb 10.124 9.523 27.989 14.525 45.898 9.936 7.848 33.984 17.784
ZrCoSb 27.835 9.537 10.379 14.235 45.871 10.144 9.144 33.916 19.288
YPdSb 27.799 8.896 28.006 15.967 45.852 9.484 7.932 34.347 17.416
ZrRhSb 27.826 9.508 27.978 14.568 45.887 10.236 7.980 34.312 18.216
NbRuSb 27.854 10.346 27.955 13.325 45.914 10.608 8.016 34.279 18.624
TiNiSn 10.128 9.522 10.489 15.079 45.877 8.904 8.868 33.505 17.772
ZrPdSn 27.817 9.515 28.000 15.654 45.901 9.108 7.884 34.277 16.992
NbRhSn 27.849 10.341 27.974 14.259 45.918 9.660 7.788 34.260 17.448
TiPtGe 10.125 9.479 58.156 16.461 27.785 9.988 6.648 35.928 16.636
VIrGe 10.183 10.349 58.030 15.276 27.789 10.372 6.888 35.997 17.260
TaIrGe 57.147 12.507 57.978 15.147 27.796 11.420 6.516 39.074 17.936
Exceptions of these ranges are T ′TGe (N̄ELIacc (C
Sb) < 6.9), YPdBi (N̄ELIacc (P
Pd) =
16.812) and TaIrGe (N̄ELIacc (P
Ir) = 11.420). The strongly increased access electron num-
ber of Pd in YPdBi originates from a slightly different ELI-D topology as in the remain-
ing T ′TE compounds (Chapter 3.5). This shows that the access electron number can
depend strongly on the ELI-D topology and the fact that the latter does not change in
18 out of 19 T ′TE compounds is already a remarkable peculiarity which prevents much
larger scattering of the access electron numbers. The small access electron numbers of
the late main-group element in T ′TGe as well as the large access electron number of
the late transition metal in TaIrGe might be due to the strong deviations of the ELI-D
shell structure compared to the Aufbau principle. The core basins of the heavy late
transition metal are populated by less than 58.3 electrons instead of the expected 60
electrons. Correspondingly, the number of electrons in valence and penultimate basins
per formula unit N̄ELIv+p(T
′TE) becomes much larger than the expected 34 using the
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integer electron shell populations from the periodic table of elements.
N̄ELIv+p(T
′TE) = N̄(P T
′
) + N̄(P T ) + 12 · N̄(T ′,T,EB) + 4 · N̄(T ′,TB) (4.13)
For YPdBi T ′,T,EB occurs only 6 times per formula unit. For all compounds, which
only contain 3d and 4d transition metals N̄ELIv+p(T
′TE) = 34 ± 0.5. This shows that
the ELI-D core populations are close to the formal ones. For compounds with one
5d transition metal, N̄ELIv+p(T
′TE) = 36 ± 0.2. In TaIrGe, the only compound with
two 5d transition metals, N̄ELIv+p(T
′TE) = 39. All exceptions from the shown ranges of
access electron numbers can be summarized into two groups: group one contains all
compounds with a too large total number of valence electrons (ScPtSb, YPtSb, TiPtGe,
VIrGe and TaIrGe), group two contains the compound with a different ELI-D topology
(YPdBi).
Now as the exceptions are categorized, the access electron numbers of the re-
maining compounds are related to formal electron counting rules. The late main-group
element is interpreted to fulfill the position-space representation of the octet rule. As
already mentioned, the deviations are much larger as in the main-group compounds.
However, it is very remarkable that in these compounds with 18 valence d, s and p
electrons, which are distributed among two penultimate shells and two different kinds
of valence basins with different synapticity, the access electron numbers of the late
main-group element are scattered around 8 at all. The access electron numbers of the
late transition metal scatter around 10 electrons (exceptions excluded). This number
is difficult to interpret as there is no formal concept related to it. According to the
ELI-D topology, the 10 access electrons of T can be divided into a group of 8 elec-
trons i.e. the summed populations of the trisynaptic valence basins mainly for the
T − E bonding and a group of 2 electrons i.e. the summed populations of the disy-
naptic valence basins for the T − T ′ bonding. The occurrence of 8 access electrons
for transition-metal main-group-element bonding and 2 access electrons for transition-
metal transition-metal bonding might be another important observation for the real-
ization of a position-space representation of the 18 electron rule.
Furthermore, the link between access electron numbers and the 18 electron rule
might be discovered via the combination of access electron numbers and penultimate
shell populations. Maybe, T and E compete for a stable access electron number in
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T ′TE compounds, which either results in an unsuitable access electron number for one
of the competitors or in a compromise. In this respect, it is interesting to note that the
sum N̄ELIacc (TE) = N̄
ELI
acc (P
T ) + N̄ELIacc (C
E) is always 18± 1.4 (except YPdBi). In order
to develop the position-space representation of the 18 electron rule on more reliable
grounds, more data has to be analyzed which is beyond the scope of the current thesis.
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5
Next-Nearest-Neighbor Bonding
Between Anions
5.1 A New Type of Weak Covalent Interaction
Compared to nearest-neighbor bonding, next-nearest-neighbor bonding is typically
thought to have a small influence on the structure and properties of compounds and
additionally is experimentally and computationally difficult to detect. The only calcu-
lation of next-nearest-neighbor bond energies from experimental formation enthalpies
in small hydrocarbon molecules is based on the assumption that the bond energy
of the nearest-neighbor 1,2 carbon-carbon bond has a constant value for the hydro-
carbons investigated [162]. Taking ethane with the nearest-neighbor bond energy
Eint(C1,C2) = 78.85 kcal/mol as a reference molecule without next-nearest-neighbor
carbon-carbon bonding, the 1,3 carbon-carbon bond energy was consistently deter-
mined for the remaining data set molecules to be Eint(C1,C3) = 2.3± 0.2 kcal/mol i.e.
3 % of the nearest-neighbor interaction.
In solid-state chemistry, next-nearest-neighbor ionic bonding is considered con-
ceptually for the determination of critical ionic radius ratios which are used to distin-
guish between the structures of binary 1:1 compounds [143]. Previously, analysis of
the delocalization indices between two anions δ(E,E) suggested a certain significance
of next-nearest-neighbor covalent bonding in MgAgAs-type and zinc-blende-type com-
pounds of the main-group elements e.g. in BeAlB δ(B,B) = 0.18 [114]. Due to the
large number of 12 next-nearest boron neighbors, the summed next-nearest-neighbor
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delocalization indices ςnnn(B) = 2.16 become as large as the nearest-neighbor sharing
ςnn = 2.24 (Table 5.1) being composed of 8 nearest-neighbor contributions according
to Equation 3.6.
ςnnn(E) = 12 · δ(E,E) (5.1)
Large next-nearest-neighbor sharing only occurs for anions with valence electron num-
bers of the anion Nval(E) close to 8. Compounds with comparably small Nval(E) like
diamond (δ(C,C) = 0.04), GaAs (δ(As,As) = 0.07), LiInGe (δ(Ge,Ge) = 0.06) and
LiInSn (δ(Sn,Sn) = 0.06) exhibit smaller next-nearest-neighbor sharing ςnnn(E).
Table 5.1: Next-nearest-neighbor sharing of the late main-group elements E in main-
group MgAgAs-type, zinc-blende-type compounds and diamond: Nval(E) - valence electron
number of E; δ(E,E) - next-nearest neighbor sharing; ςnnn(E) - summed next-nearest-
neighbor sharing; ςnn - nearest-neighbor sharing.
Compound Nval(E) δ(E,E) ςnnn(E) ςnn
BeO 7.59 0.10 1.20 0.57
BeS 7.55 0.14 1.68 0.71
LiMgN 7.26 0.09 1.08 1.30
LiMgP 7.24 0.12 1.44 1.26
LiMgAs 7.53 0.12 1.44 1.28
LiMgSb 7.47 0.13 1.56 1.34
LiMgBi 7.52 0.13 1.56 1.41
BN 7.08 0.14 1.68 1.46
AlP 6.98 0.13 1.56 1.55
BeAlB 6.42 0.18 2.16 2.24
LiAlSi 6.14 0.12 1.44 2.44
LiAlGe 6.43 0.11 1.32 2.42
Diamond 3.89 0.04 0.48 3.65
In this chapter, the energetic significance of the large next-nearest-neighbor
sharing is evaluated for diamond, zinc-blende BN and zinc-blende BeO using the energy
decomposition scheme of Interacting Quantum Atoms (IQA) [46]. IQA is not available
for solid-state calculations, yet. Hence, the calculations are done with a molecular
cluster model. In order to simulate the diamond- and zinc-blende-type structures, the
geometry of larger and larger adamantane-like clusters [AkElHm]
n is optimized with
Gaussian 09 [163] using Hartree-Fock and Dunning’s correlation consistent double-zeta
basis set [164]. Hartree-Fock is favored over a DFT method because in Hartree-Fock
the exchange energy is a well defined quantity (Chapter 2.5). n represents the absolute
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electronic charge of the cluster. The effective charges, delocalization indices and IQA
interaction energies are calculated with the program AIMAll [165].
Since the results of the solid-state calculation using DFT and the molecular
cluster calculation using Hartree-Fock will not become the same in general for larger
and larger clusters, two method-independent criteria are applied to estimate the con-
vergence in the center of the cluster to a solid-like situation. The first criterion ∆Q is
the sum of effective charges of two neighboring atoms A′ and E′ in the cluster center
∆Q = Q
eff(A′) + Qeff(E′) which is exactly zero in the solid compound. The second
criterion ∆geo is the mismatch of quasi lattice parameters obtained either from the
nearest-neighbor distance d(A′, E′) or the next-nearest-neighbor distance d(E′, E′′) in-
side the cluster (Equation 5.2). In a diamond- or zinc-blende-type solid AE the lattice
parameter can be equally calculated via the corresponding nearest- and next-nearest-
neighbor distances, i.e. ∆geo = 0.
∆geo =
∣∣∣∣ 4√3 d(A′, E′)−√2 d(E′, E′′)
∣∣∣∣ (5.2)
Table 5.2 shows the convergence ∆ → 0 of the two criteria for different cluster sizes
of [CkClHm] = [Ck+lHm], [BkNlHm]
n, [BekOlHm]
n, the corresponding distances from
the geometry optimization and the effective charges from the IQA analysis. The values
given correspond to the innermost atoms of each cluster, indicated by primes after
each atomic symbol (A′, E′, E′′). The SCF cycles in the geometry optimizations of the
clusters [Be10O16H32]
12+, [Be16O10H32]
12− and [LikFlHm]
n did not converge due to the
high absolute charges. According to the values of ∆Q and ∆geo, the biggest clusters
[A40E44H64]
n+ are reasonably converged to a solid-like situation. An excess charge of
less than 0.03 electrons and a lattice parameter mismatch ∆ < 0.03 Å are considered
negligible.
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Table 5.2: Convergence of the adamantane-like clusters [Ck+lHm], [BkNlHm]
n and
[BekOlHm]
n to solid diamond, zinc-blende BN and zinc-blende BeO, respectively. Effective
charges (in units of electrons) and distances (in Å) are given for the A′, E′ and E′′ com-
ponents in the center of each cluster (C1, C2, C3 for carbon cluster). The corresponding
convergence criteria ∆Q and ∆geo are plotted in the diagrams.
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Additionally, the calculated delocalization indices of the solid compounds and the
corresponding clusters are in good agreement taking the difference in the exchange-
correlation functional into account (Table 5.3).
Table 5.3: Delocalization indices of diamond, zinc-blende BN, zinc-blende BeO (PBE
method) and the corresponding [A40E44H64]
n+
clusters (Hartree-Fock method). For dia-
mond/carbon cluster E′ = C1, A′ = C2, E′′ = C3
A′E′ C BN BeO
Calculation Solid Cluster Solid Cluster Solid Cluster
δ(A′, E′) 0.913 0.927 0.366 0.292 0.143 0.102
δ(E′, E′′) 0.038 0.035 0.140 0.136 0.103 0.079
Table 5.4: IQA analysis of [A40E44H64]
n+
clusters. IQA energies for atoms in the cluster
center A′, E′ and E′′ (C1, C2, C3 for carbon cluster) are given in kcal/mol.
[A40E44H64]
n+ [C40C44H64] [B40N44H64]
4+ [Be40O44H64]
8+
Eint(A
′, E′) −87.0 −594.4 −311.3
Vcl(A
′, E′) +3.9 −567.5 −303.0
VX(A
′, E′) −90.9 −26.9 −8.0
Eint(E
′, E′′) −1.73 +333.55 +182.59
Vcl(E
′, E′′) +0.07 +342.43 +187.11
VX(E
′, E′′) −1.80 −8.88 −4.52
The total IQA interaction energies between nearest neighbors Eint(A
′, E′) (C1
and C2 for carbon cluster) and next-nearest-neighbor anions Eint(E
′, E′′) (C1 and C3
for carbon cluster), are shown in Table 5.4. As shown in Chapter 2.5, the total inter-
action energy between two atoms Eint(X,Y ) is the sum of the classical electrostatic
contribution Vcl(X,Y ) and the exchange term VX(X,Y ) (Equation 2.36). The IQA in-
teraction energies Eint(C1,C2) and Eint(C1,C3) in [C84H64] are in good agreement with
the absolute nearest- and next-nearest neighbor C−C bond energy increments obtained
from experimental enthalpies of formation i.e. 78.85 kcal/mol and 2.3 kcal/mol, respec-
tively [162]. Vcl represents all classical electrostatic interaction terms between electrons
and nuclei. Thus, it is related to ionic bonding (Chapter 2.5). VX is the non-classical
exchange term related to the delocalization index and covalent bonding. The almost
uncharged carbon cluster exhibits very small and repelling Vcl for the nearest- and
next-nearest-neighbor interaction. Hence, the total interaction energies are dominated
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by the attractive exchange terms VX. This situation changes drastically for the polar
BN and BeO clusters. Here, the interaction energy is dominated by Vcl, which is at-
tractive for the oppositely-charged nearest neighbors and repelling for the alike-charged
next-nearest neighbors. The nearest-neighbor exchange energy decreases to less than
30 % in BN / 10 % in BeO compared to that of the carbon cluster. On the other
hand, the next-nearest-neighbor exchange energy increases to −8.88 kcal/mol in the
BN cluster and to −4.52 kcal/mol in the BeO cluster. Thus, the covalent anion-anion
bond between next-nearest neighbors as found in [B40N44H64]
4+ and [Be40O44H64]
8+ is
classified as a weak interaction similar to moderate hydrogen bonds (4− 15 kcal/mol)
as found in organic molecules [166].
Table 5.5: IQA total interaction energy contributions (in kcal/mol) in diamond, zinc-
blende BN and zinc-blende BeO. Cation A and anion E are nearest neighbors (C1 and C2
in diamond), two anions E are next-nearest neighbors (C1 and C3 in diamond).
Compound diamond zinc-blende BN zinc-blende BeO
4 · VX(A,E) −363.6 −107.6 −32.0
12 · VX(E,E) −21.6 −106.6 −54.0
VX,dist(E) −7.1 −11.6 −13.2
Vcl(E) +14.0 −1294.9 −982.3
Eint(E) −378.3 −1520.7 −1081.5
Due to the satisfying convergence of the cluster calculations to a solid-like sit-
uation, the IQA energies of the atoms in the cluster centers are assumed to be also
representative for the corresponding solids - diamond, zinc-blende BN and zinc-blende
BeO. The energetic significance of the large delocalization indices and hence the co-
valence between the next-nearest-neighbor anions E (C in diamond) is evaluated in
relation to the total interaction energies Eint(E). Eint(E) is comprised of a classical
Coulomb contribution Vcl(E) and a non-classical exchange contribution VX(E) (Equa-
tion 2.36). In the diamond and zinc-blende-type structure, VX(E) decomposes into a
nearest-, a next-nearest-neighbor and a more distant contribution, VX(A,E), VX(E,E)
and VX,dist(E), respectively. VX(A,E) and VX(E,E) are weighted with the correspond-
ing coordination number.
VX(E) = 4 · VX(A,E) + 12 · VX(E,E) + VX,dist(E) (5.3)
98
5.1 A New Type of Weak Covalent Interaction
Table 5.5 shows the different contributions to the total interaction energies of C in
diamond and the anions E in zinc-blende BN and zinc-blende BeO.
For the non-polar diamond the most important contribution to the total in-
teraction energy of each carbon atom is 4 · VX(C1,C2) which makes more than 95 %
of Eint(C) (Figure 5.1). The remaining contributions are of minor importance. Note
that Vcl(C) is slightly repelling. In zinc-blende BN, the classical Coulomb term Vcl(N)
is strongly increased and attractive due to the large charge transfer. It makes up 85 %
of Eint(N). The nearest- and next-nearest-neighbor exchange energies are almost iden-
tical and together make up 14 % of Eint(N). In zinc-blende BeO, Vcl(O) even reaches
a higher percentage i.e. 91 % of Eint(O). The nearest- and next-nearest-neighbor ex-
change energies now only reach 8 %. However, with 5 %, the next-nearest-neighbor
exchange energy is almost twice as large as the nearest-neighbor exchange energy.
Figure 5.1: Contributions of different interaction energies to the total interaction energy
of E = C in diamond and the anion E in zinc-blende BN and zinc-blende BeO. The
histogram of diamond starts at negative percentages because of the small repelling Vcl(C)
term.
Summarizing, the summed next-nearest-neighbor delocalization indices between
the anions in highly polar zinc-blende-type compounds are expected to be of similar
energetic significance as the overall nearest-neighbor sharing. This is demonstrated via
a molecular cluster model for zinc-blende BN and zinc-blende BeO. The overall non-
classical exchange energy between next-nearest-neighbor anions - energetic counterpart
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to the delocalization index - becomes almost twice as large as the overall nearest-
neighbor exchange energy in the highly ionic zinc-blende BeO. At the same time, the
classical Coulomb energy strongly increases. This is why the overall next-nearest-
neighbor exchange energy makes up at most 7 % of the total interaction energy of an
anion (zinc-blende BN), even if it represents the most important exchange interaction.
VX(E,E) is either much smaller than the nearest-neighbor exchange energy (diamond)
or outreached by the classical Coulomb energy (zinc-blende BeO). Nevertheless, with
up to 9 kcal/mol the anion-anion exchange interaction between next-nearest neighbors
is classified as a new type of weak chemical interaction with similar binding energies as
moderate hydrogen bonds.
A similar role of covalent next-nearest-neighbor interactions between the anions
in MgAgAs-type compounds is expected. The corresponding delocalization indices and
anion-anion distances are very similar as in the zinc-blende-type compounds. The
face-centered cubic arrangement of the anions is the same.
5.2 Influence of Next-Nearest-Neighbor Covalent Bond-
ing on the Structure Formation of Binary Solids
Covalent next-nearest-neighbor anion-anion bonding was found to be of similar ener-
getic significance as moderate hydrogen bonds. So, the former type of interaction might
also have an influence on structure formation. In Chapter 4.5.1 the topological analysis
of QTAIM and ELI-D rationalized the formation of either the zinc-blende or the rock-
salt structure type but could not give an explanation for the occurrence of the wurtzite
structure type among the main-group binary compounds with a stoichiometric ratio
1:1. Surely, as the QTAIM and ELI-D space partitionings result in non-overlapping
space-filling regions, only bonds between topologically close components are visualized
with this technique. Close in this sense means that there has to be a contact between
the surfaces of atomic QTAIM basins or between ELI-D core and valence regions. Thus,
for the 1:1 binary compounds only nearest-neighbor bonding influences the topological
QTAIM and ELI-D analysis. It might be that the occurrence of the wurtzite type de-
pends on more distant covalent interactions like the next-nearest-neighbor anion-anion
bonding.
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Table 5.6: Position-space analysis of LiF, LiCl, BeO, BeS, BN, AlN and AlP in the rock-
salt, wurtzite and zinc-blende modifications: ∆Etot - total energy difference to the most
stable modification (BN type modification of BN not shown) in kcal/mol/f.u. calculated
with the programs FHI-aims and elk; Nval(E) - number of valence electrons of the anion
E; Qeff(E) - effective charge of E; EQTAIMM - QTAIM Madelung energy in kcal/mol/f.u.;
ςnn - nearest-neighbor sharing; ςnnn(E) - next-nearest-neighbor sharing of E.
∆Etot
AE modification aims elk Nval(E) Q
eff(E) EQTAIMM ςnn ςnnn(E)
LiF rock salt 0.0 0.0 7.76 −0.904 −268.4 0.2851 0.5504
LiF wurtzite +0.2 +0.6 7.74 −0.893 −229.8 0.3102 0.4022
LiF zinc blende +0.8 +1.1 7.74 −0.895 −229.4 0.3065 0.3956
LiCl rock salt +1.2 +1.0 7.82 −0.903 −212.0 0.1613 0.9220
LiCl wurtzite 0.0 0.0 7.81 −0.890 −180.4 0.2788 0.6036
LiCl zinc blende +0.2 +0.2 7.82 −0.889 −179.9 0.2816 0.6116
BeO rock salt +21.2 +21.5 7.62 −1.753 −1126.5 0.5020 1.6476
BeO wurtzite 0.0 0.0 7.59 −1.709 −957.5 0.5400 1.2558
BeO zinc blende +0.4 +0.3 7.58 −1.723 −971.5 0.5728 1.2352
BeS rock salt +25.9 +26.1 7.55 −1.626 −764.1 0.6586 2.2944
BeS wurtzite +0.3 +0.3 7.55 −1.621 −676.8 0.7086 1.7472
BeS zinc blende 0.0 0.0 7.55 −1.620 −675.1 0.7125 1.7136
BN rock salt +84.5 +83.7 6.83 −1.955 −1460.7 1.6016 1.9024
BN wurtzite +4.4 +4.1 7.00 −2.121 −1558.8 1.4606 1.6476
BN zinc blende +3.6 +3.3 7.08 −2.120 −1556.4 1.4627 1.6756
AlN rock salt +7.6 +6.4 7.35 −2.472 −2009.6 0.6814 1.7328
AlN wurtzite 0.0 0.0 7.31 −2.419 −1671.6 1.1304 1.3432
AlN zinc blende +1.1 +1.0 7.25 −2.371 −1601.8 1.1775 1.2928
AlP rock salt +13.4 +13.1 6.98 −2.012 −1069.0 0.9823 2.1004
AlP wurtzite +0.2 +0.2 6.98 −2.054 −963.3 1.5372 1.5322
AlP zinc blende 0.0 0.0 6.98 −2.049 −957.0 1.5481 1.5236
The compounds which realize the wurtzite type structure show similar valence
electron numbers of the anions Nval(E) as BN (Table 5.6) and are therefore suspected
to show covalent next-nearest-neighbor anion-anion bonding of similar strength. Table
5.6 additionally shows the energy differences calculated either with the programs FHI-
aims [167] or elk [159] and the results of the position-space analysis of LiF, LiCl, BeO,
BeS, BN, AlN and AlP. For computational details see Chapter A.1.2. The employed
position-space quantities to measure ionic bonding as well as nearest- and next-nearest
neighbor covalent bonding are the QTAIM Madelung energy EQTAIMM (calculated with
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the program MAPLE [168] for the wurtzite type compounds), the nearest-neighbor
sharing ςnn and the next-nearest-neighbor sharing between the anions ςnnn(E), respec-
tively. The latter three indicators can only be compared qualitatively because their
quantitative impact on the total energies of the three modifications is not known.
The rock-salt modifications of all investigated compounds except BN have the
highest QTAIM Madelung energy. This confirms that the rock-salt type structure is
favorable for compounds with ionic bonding as dominant interaction. On the other
hand, the nearest-neighbor sharing of the rock-salt modifications is the lowest except
for BN. Thus, compounds with dominant covalent interactions are unlikely to form
the rock-salt structure type under normal conditions. The exception of these trends,
rock-salt BN can be explained via the effective charges. In the rock-salt modification of
BN, Qeff(E) is significantly smaller than in the corresponding wurtzite and zinc-blende
modifications which results in a small QTAIM Madelung energy and large nearest-
neighbor sharing - according to the 8 −N rule the electronically less populated anion
has to form more covalent bonds to obtain an octet configuration.
The trends of EQTAIMM and ςnn are consistent with the assumption in Chapter
4.5.1 that 1:1 binaries with the smallest number of covalent bonds should be more
stable in the rock-salt type than in the wurtzite or zinc-blende types. All rock-salt-type
compounds show the largest anion-anion sharing ςnnn(E) of the three modifications. LiF
is the only stable rock-salt modification among the compounds investigated i.e. the only
case where the larger QTAIM Madelung energy and anion-anion sharing outweighs the
smaller nearest-neighbor sharing.
The comparison of the wurtzite and zinc-blende types does not give a consis-
tent explanation for their energetic order. This might originate in the small energy
differences (∆Etot < 1.1 kcal/mol/f.u.) which seem to be difficult to rationalize within
the precision of the position-space indicators even for the high-accuracy standard of
the APW+lo wave function applied (for definition see Chapter A.1.2). Nevertheless, at
least one position-space indicator is always larger in the more stable tetrahedral mod-
ification. The stable zinc-blende modifications always show a larger nearest-neighbor
sharing and in BN additionally larger anion-anion sharing. The more stable wurtzite
modifications are favored by the QTAIM Madelung energy in 3 of 4 cases i.e. LiF, LiCl
and AlN. Only in LiF, the more stable wurtzite modification is favored by the nearest-
neighbor sharing. The anion-anion sharing favors the more stable wurtzite modification
102
5.3 Influence of Next-Nearest-Neighbor Covalent Bonding on the Energy
Sequence of MgAgAs-Type Atomic Arrangements
in 3 of 4 cases i.e. LiF, BeO and AlN. There are cases where either EQTAIMM or ςnnn(E)
are the only position-space indicator which favors the more stable wurtzite type indicat-
ing that both ionic and covalent anion-anion bonding can be decisive for the energetic
preference: in LiCl the lower energy of the wurtzite type can only be related to a more
favorable QTAIM Madelung energy. The nearest- and the next-nearest neighbor shar-
ing are larger in the zinc-blende modification (Table 5.6). In BeO the occurrence of
wurtzite structure can only be rationalized by the larger anion-anion sharing ςnnn(O).
The nearest-neighbor sharing and the QTAIM Madelung energy are more favorable in
the zinc-blende modification (Table 5.6).
Summarizing, for a set of 7 binary 1:1 compounds the energetic order of the
rock-salt, wurtzite and zinc-blende types was related to position-space indicators of
ionic bonding and covalent bonding between nearest and next-nearest neighbors. The
rock-salt modifications show the largest ionic bonding and the smallest nearest-neighbor
covalent bonding consistent to the topological analysis of the electron density and ELI-
D (Chapter 4.5.1). Comparing the wurtzite with the zinc-blende structure type, the
wurtzite structure type is favored by higher ionic bonding and higher covalent next-
nearest-neighbor anion-anion bonding. The next-nearest-neighbor anion-anion bonding
was found to be the decisive interaction for the formation of the wurtzite structure of
BeO. Still, the very small differences discussed between the position-space indicators
and the small data set with a significant number of exceptions do not allow a more
general conclusion regarding the influence of covalent next-nearest-neighbor anion-anion
bonding on the energetic order of the wurtzite and zinc-blende modifications.
5.3 Influence of Next-Nearest-Neighbor Covalent Bond-
ing on the Energy Sequence of MgAgAs-Type Atomic
Arrangements
In the previous chapters the next-nearest-neighbor covalent bonding was character-
ized as a small but significant covalent interaction in highly charged zinc-blende and
wurtzite-type compounds. In the study of the energetic ordering of MgAgAs-type
atomic arrangements in Chapter 3.3 only delocalization indices between nearest neigh-
bors were taken into account to quantify covalent bonding. Consideration of next-
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nearest-neighbor covalent bonding might change the predicted stability sequences of
the atomic arrangements. This aspect is now investigated.
Table 5.7 shows the summed next-nearest-neighbor delocalization indices
ςnnn(X), ςnnn(Y ) and ςnnn(Z) (Equation 5.1) of all three components and the overall
next-nearest-neighbor delocalization indices for the atomic arrangements of a number
of MgAgAs-type compounds:
ςnnn = ςnnn(X) + ςnnn(Y ) + ςnnn(Z) (5.4)
Table 5.7: Summed next-nearest-neighbor sharing ςnnn(X) etc. and overall next-nearest-
neighbor delocalization indices ςnnn for all three atomic arrangements of MgAgAs-type
compounds (XHC, Y HC, ZHC). Colors indicate the energetic sequence of the atomic ar-
rangements: most stable, second most stable, least stable. For quantitative comparison of
the energy differences of the atomic arrangements, see Tables 3.2 and 3.3.
ςnnn(X) ςnnn(Y ) ςnnn(Z) ςnnn
XY Z XHC Y HC ZHC XHC Y HC ZHC XHC Y HC ZHC XHC Y HC ZHC
LiMgN 0.00 0.00 0.00 0.01 0.02 0.02 1.15 0.98 1.06 1.16 1.00 1.08
LiMgP 0.00 0.00 0.00 0.00 0.02 0.02 1.63 1.42 1.42 1.63 1.44 1.44
LiMgAs 0.00 0.00 0.00 0.01 0.02 0.02 1.66 1.44 1.42 1.67 1.46 1.44
LiMgSb 0.00 0.00 0.00 0.01 0.02 0.02 1.75 1.58 1.55 1.76 1.60 1.57
LiMgBi 0.00 0.00 0.00 0.16 0.04 0.01 1.60 1.51 1.50 1.76 1.55 1.51
LiAlSi 0.00 0.00 0.00 0.10 0.14 0.10 0.98 1.27 1.44 1.08 1.41 1.54
LiAlGe 0.00 0.00 0.00 0.21 0.19 0.12 0.79 1.13 1.30 1.00 1.32 1.42
LiInGe 0.00 0.00 0.00 0.28 0.47 0.36 0.52 0.57 0.70 0.80 1.04 1.06
LiInSn 0.00 0.00 0.00 0.29 0.47 0.35 0.53 0.59 0.74 0.82 1.06 1.09
BeAlB 0.04 0.01 0.00 0.05 0.17 0.05 1.20 0.82 2.11 1.29 1.00 2.16
MgAgAs 0.00 0.00 0.00 0.14 0.36 0.26 0.60 0.58 0.67 0.74 0.94 0.93
MgCuSb 0.00 0.00 0.00 0.12 0.31 0.22 0.75 0.76 0.89 0.87 1.07 1.11
ScNiSb 0.17 0.17 0.24 0.17 0.36 0.34 0.37 0.47 0.40 0.71 1.00 0.98
TiCoSb 0.29 0.34 0.32 0.30 0.52 0.52 0.34 0.37 0.31 0.93 1.23 1.15
VFeSb 0.38 0.44 0.38 0.43 0.61 0.67 0.29 0.30 0.24 1.10 1.35 1.29
TiNiSn 0.48 0.53 0.59 0.22 0.38 0.29 0.29 0.35 0.30 0.99 1.26 1.18
TiRhSb 0.29 0.42 0.34 0.29 0.47 0.49 0.24 0.28 0.22 0.82 1.17 1.05
ZrCoSb 0.26 0.26 0.32 0.30 0.56 0.54 0.30 0.35 0.31 0.86 1.17 1.17
ZrRhSb 0.22 0.25 0.31 0.28 0.48 0.47 0.23 0.28 0.23 0.73 1.01 1.01
YPdSb 0.14 0.10 0.21 0.12 0.34 0.30 0.30 0.39 0.33 0.56 0.83 0.84
YPdAs 0.12 0.09 0.18 0.12 0.32 0.27 0.26 0.33 0.35 0.50 0.74 0.80
YPdP 0.11 0.08 0.17 0.12 0.31 0.28 0.26 0.33 0.36 0.49 0.72 0.81
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For the main-group compounds A′AE the sequence of ςnnn usually matches the
complete energetic sequence. In LiMgPn with Pn = N, P, As, Sb, Bi, the next-nearest
neighbor sharing of the least stable atomic arrangement ςnnn(Li
HCMgPn) is larger than
the next-nearest neighbor sharing of the most stable atomic arrangement LiMgPnHC.
However, the nearest-neighbor sharing ςnn(Li
HCMgPn) is by far the smallest and the in-
fluence of the larger next-nearest neighbor sharing is considered negligible. The overall
next-nearest-neighbor sharing of the atomic arrangements LiMgHCPn and LiMgPnHC
is almost identical. For the compounds containing two transition metals T ′TE the most
stable atomic arrangement T ′THCE has the highest ςnnn (except YPdPn). The atomic
arrangement T ′TEHC has the second highest and T ′HCTE the smallest ςnnn. So, for
TiCoSb, VFeSb and TiRhSb, the overall next-nearest neighbor sharing contradicts the
energetic sequence of the second and least stable atomic arrangement. However, these
differences are rather small (∆ςnnn ≈ 0.2) and the energetic impact is considered lower
than the impact of the nearest-neighbor sharing. Also in YPdPn the overall next-
nearest neighbor sharing contradicts the energetic sequence. Again, the differences
∆ςnnn are very small.
In general, the differences of the next-nearest neighbor sharing are much smaller
than the differences of the nearest-neighbor sharing. This can be understood be-
cause only the delocalization indices which contribute to the nearest neighbor sharing
are different for each atomic arrangement. For example in LiAlSi, ςnn(LiAlSi
HC) =
4 · [δ(Al,Si) + δ(Li,Si)] whereas ςnn(LiAlHCSi) = 4 · [δ(Al,Si) + δ(Li,Al)]. The next-
nearest-neighbor sharing is calculated according to equation 5.4 for all three atomic
arrangements i.e. it always contains all three terms. Thus, the differences in ςnnn only
originate from differences in the atomic properties (effective charge or volume) and not
from the consideration of different delocalization indices. For the two ATE compounds
MgAgAs and MgCuSb, the differences in ςnnn are again too small to have a significant
energetic impact.
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Conclusion and Outlook
In this work, chemical bonding models are developed and extended by the aid of the
quantum-chemical position-space analysis. The chemical bonding models are then uti-
lized to rationalize and predict the structure and conducting properties of MgAgAs-type
and other intermetallic compounds. Additionally, new position-space bonding indica-
tors are developed: the QTAIM Madelung energy EQTAIMM is the Madelung energy
utilizing QTAIM effective charges and represents the extend of ionic bonding in a solid.
The nearest-neighbor sharing ςnn summarizes the energetically most significant delocal-
ization indices δ between nearest neighbors in a structure and represents a measure of
covalent bonding. It is used as the covalent counterpart to the QTAIM Madelung en-
ergy (Chapter 3.3). The connection index CInX is introduced as a measure of covalent
interconnection based on the ELI-D/QTAIM intersection technique. The connection
index gives similar results as the nearest-neighbor sharing (Figure 3.10).
The QTAIM Madelung energy and the nearest-neighbor sharing are used to ra-
tionalize the occurrence of different atomic arrangements in compounds of the MgAgAs
type (Chapter 3.3). When ionic bonding is dominant like in the main-group compounds
A′AE, the atomic arrangement with the late main-group element E at the so-called
heterocubic site (the only position with a cubic coordination) is realized. When co-
valent bonding is dominant like in the compounds containing two transition metals
T ′TE, the atomic arrangement with the late transition metal T at the heterocubic site
is realized. This relation is used to tune the bonding pattern of T ′TE compounds and
predict a scenario where the atomic arrangement with the late main-group element E
at the heterocubic site becomes most stable.
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The stable atomic arrangements of MgAgAs-type compounds A′AE and T ′TE
are analyzed in more detail. The nearest-neighbor sharing and the connection indices
of A′AE compounds categorize the bonding patterns according to the formal bonding
models, the ionic bonding model and the concept of the polyanionic network (Chapter
3.4). The T ′TE compounds show even higher nearest-neighbor sharing and connection
indices than the most covalent A′AE compound (Chapter 3.5). Analysis of the trends
within EQTAIMM and ςnn suggests compositions with heavy late transition metals T to be
particularly favorable in the MgAgAs-type structure. Following this observation, a new
MgAgAs-type compound VIrGe is synthesized [122]. The group of T ′TGe with MgAgAs
structure type only has three representatives, all containing a 5d late transition metal
T , which corroborates the observation from the position-space analysis. The magnetic
compound VCoSb shows no significant differences in the bonding pattern compared to
the semiconducting compounds TiCoSb and VFeSb.
The 8 − N rule is formulated in the position-space framework, introducing
the ELI-D access-electron number N̄ELIacc as the position-space analogon to the formal
octet configuration and the ELI-D valence-electron number N̄ELIval as the position-space
analogon of the valence electron number from the periodic table. The difference N̄ELIacc −
N̄ELIval gives the position-space representation of the 8 − N rule. The 8 − N rule is
extended to consistently and quantitatively account for heteropolar bonding situations
within the position-space representation, where the assessment of bond polarities is
possible within the ELI-D/QTAIM intersection approach (Chapter 4.3). The MgAgAs-
type compounds A′AE and other classical octet compounds (zinc-blende type, Zintl
phases) are treated within the position-space representation of the 8−N rule (Chapter
4.4). The position-space representation identifies these compounds as octet compounds
in accordance with the formal concept, i.e. N̄ELIacc = 8 ± 0.3. The equal treatment of
homopolar and heteropolar bonding situations creates an interesting analogy between
the different bonding patterns (Figure 4.5). The position-space representation of the
8 − N rule unifies the charge concepts of the formal charge and the QTAIM effective
charge and is, in contrast to the formal concept, applicable to compounds with non-
(pseudo)-tetrahedral structures and non-octet electron configurations.
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Table 6.1: Estimated parameter ranges of the most electronegative component E in
different (pseudo) main-group elements and compound families in the solid state: Q -
charge; Nacc - access electron number; Nval - valence electron number; Ncb - number of
covalent bonds; Nlp - number of lone pairs; covalent CN - number of covalently bonded
nearest neighbors. [x; y] is an interval including the values of x and y, [x; y[ includes all
values larger or equal to x and smaller than y.
Table 6.1 shows the estimated position-space parameter ranges for a variety of
different (pseudo) main-group elements and compound families. These ranges represent
the expected outcome of possible future investigations and show a first differentiation
between the displayed elements and compound families in the context of position-space
valence electron counting. The noble gases are chemically non-bonded and have a spe-
cific set of parameter values. The MgAgAs-type and Zintl phases with heteroatomic
polyanions show a charge transfer and a heteropolar bonding pattern in agreement
with the position-space representation of the 8−N rule. The rock-salt and CsCl struc-
ture types appear in the ionic limit of the concept. Zintl phases with homoatomic
bonds within anions and integer numbers of covalent bonds and lone pairs are polar
with respect to the charge transfer between the cations and the anion(s) and fully
covalent within the polyanion(s). Concerning their position-space parameter ranges,
the rock-salt and CsCl-type compounds as well as the Zintl phases can be included
into the group of phases with heteroatomic polyanions, which shows the conceptual
overlap between the three groups of compounds. The electronically neutral diamond-
type tetrels, graphite and the other element modifications with (pseudo) tetrahedral
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structure patterns appear in the non-polar 2-center covalent limit of the position-space
representation of the 8−N rule. The last two rows of Table 6.1 represent an outlook
on (pseudo) main-group elements and compound families with multi-center bonding.
Such a bonding situation is characterized by an access electron number different from
8 (see for comparison ELI-D topologies of alkaline (earth) and rare-earth hexaborides
[24] as well as of bcc-Na [42]). For compounds with multicenter bonding, the concep-
tual meaning of Ncb(E) and Ncb(E) has to be examined. A suitable position-space
representation of the Wade-Mingos rules has yet to be discovered. The approach using
access electron numbers based on ELI-D topologies is independent of the formal octet
counting and their interrelation is to be investigated in more detail. It is also interesting
to transfer the basic ideas of the position-space representation of the 8 − N rule and
the treatment of heteropolar bonding to other quantum-chemical bonding measures
e.g. the localization/delocalization index representation of chemical bonding.
The position-space representation of the 8−N rule including heteropolar bond-
ing is related to experimental observations (Chapter 4.5). Similar to the method of
Mooser and Pearson or the method of ionic radii, the structures of 51 binary 1:1 com-
pounds (rock-salt, wurtzite or zinc-blende type) are rationalized within the position-
space representation of the 8 − N rule. Compounds of the zinc-blende type exhibit
the most covalent bonding patterns (largest NELIcb ). Compounds of the rock-salt type
are clearly separated from the zinc-blende type compounds by smaller NELIcb . The
wurtzite-type compounds always show small NELIcb close to the separation line between
the zinc-blende and the rock-salt type. The analysis of the metallic compound InBi
with non-(pseudo)-tetrahedral structure identifies InBi as an octet compound in the
position-space framework. Working out the consequences of this puzzling result leads
to the formulation of a new chemical bonding model which was backed up by several
examples. In this model, metallic conductivity in octet compounds is related to the
existence of covalent interactions within a non-(pseudo)-tetrahedral structure pattern.
For transition-metal MgAgAs-type compounds T ′TE, the assignment of access
electron numbers e.g. in accordance with the formal 18 electron rule, is more difficult
(Chapter 4.6). The access electron numbers for the late main-group elements scat-
ter around 8 but with a much larger deviation of ±1.2 electrons. The late transition
metals obtain access electron numbers around 10± 1.1 and show exceptions with com-
pletely different values. The scattering of access electron numbers around 8 for the late
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main-group elements and around 10 for the late transition metals is interpreted as an
indication, that there might be a position-space 18-electron counting rule for transition-
metal containing compounds. This dissertation can be considered as starting point for
the realization of position-space electron counting rules of transition-metal compounds.
Large delocalization indices between next-nearest neighbors are found in the
position-space analysis of highly polar MgAgAs and zinc-blende type compounds. The
next-nearest neighbor sharing becomes even larger than the nearest neighbor sharing in
many of these compounds. The approach of interacting quantum atoms (IQA) is used
to quantify the energetic significance of these long-range covalent interactions applying
a cluster model (Chapter 5.1). The electronic situation inside each cluster is converged
until it shows solid like characteristics and the exchange energies VX (energetic coun-
terpart to the delocalization index) between nearest and next-nearest neighbors as well
as the classical interaction energy Vcl (IQA ionic bonding energy) are compared. The
covalent bonding between next-nearest neighbors has an energetic significance up to 9
kcal/mol, similar to ordinary hydrogen bonds. In polar compounds like cubic BN, co-
valent bonding between next-nearest neighbors has a larger energetic significance than
covalent bonding between nearest neighbors. Further investigations should embrace
the impact of covalent bonding between next-nearest neighbor anions on the structure
and properties of yet unconsidered chemical systems.
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A.1 Computational Procedures
The general computational procedure for the conducted solid-state calculations is out-
lined in the following: in most cases, a geometry optimization is performed first to check
the suitability of the calculation method for the chosen chemical system. The GGA
functional of Perdew, Burke and Ernzerhof (PBE) [160] reproduces the experimental
lattice parameters best [114] and is chosen for all calculations. For MgAgAs-type struc-
tures, the geometry optimizations are performed manually within the harmonic poten-
tial approximation with an APW+lo [169] basis set as implemented in the program elk
[159]. For a chosen grid of lattice parameters the energetic minimum is obtained via
a parabolic least-square fit of the corresponding total energies (Figure A.1). The elk
parameters are chosen such that the asymptotic standard errors of the fit parameters
are smaller than 2%. For all other compounds, the Broyden-Fletcher-Goldfarb-Shanno
(BFGS) optimization algorithm [170] as implemented in the FHI-aims code [167] is
utilized with a force convergence criterion of 0.005 eV/Å. The FHI-aims geometry op-
timizations are converged with the safe defaults of the atom centered numeric basis
functions and a k-point set as specified in the sections below.
After each geometry optimization, the input wave function for the position-
space analysis is generated with elk. The elk parameter lradstp is set to one to integrate
the electron density on a finer mesh. Core basis functions sometimes have to be de-
clared semi-core states in the species files to reduce the charge leakage of the muffin-tin
spheres. The charge leakage is not allowed to be larger than 0.0001 electrons. Further
113
A. APPENDIX
elk parameters lmaxapw, lmaxvr, gmaxvr and rgkmax are chosen depending on the
requirements of each calculation and are specified in the sections below. lmaxapw and
lmaxvr define the angular momentum cut-off of the APW functions and the muffin-tin
density, respectively. gmaxvr sets the maximum length for the reciprocal lattice vec-
tors |G|, rgkmax sets the maximum length for the k-point vectors on the reciprocal
lattice vectors |G+k| and defines the minimal wavelength (and size) of the plane-wave
basis set in the interstitial region.
Figure A.1: Geometry optimization of VFeHCSb with elk by fitting the data points to
a harmonic potential. In this graph, the asymptotic standard errors of the fit parameters
are smaller than 0.66%
The electron density/ELI-D fields and basins are calculated with DGrid, version
4.7 [171] on an integration grid of 0.05 bohr mesh size. The appearance of artifact basins
in the topology of ELI-D requires extensive fine tuning of the APW+lo wave function.
The elk parameters lmaxapw, lmaxvr, gmaxvr and rgkmax are often varied to improve
the smoothness of the wave function at the muffin-tin boundary (see sections below
for details). Density grid refinements are performed with an integration precision of
0.01. The delocalization indices are calculated according to Angyan [172]. Two-center
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delocalization indices are calculated with DGrid, version 4.7 [171] with an extension to
crystalline compounds [42] and three-center delocalization indices are calculated with
the program DISij [173]. Computational parameters which are not specified yet, are
chosen for each results chapter individually and are shown in the following.
A.1.1 The Most Stable Atomic Arrangement in MgAgAs-Type Semi-
conductors
For chapter 3.3 and publication [43] about the rationalization of the three atomic ar-
rangements in MgAgAs-type compounds by arguments of covalent and ionic bonding
the following computational parameters are employed: for geometry optimization and
the topological analysis of the electron density and ELI-D, see Table A.1.
Table A.1: Computational details for chapter 3.3 - for each calculation type the numbers
from left to right correspond to the following elk parameters: number of reducible k-points
(and mesh), lmaxapw, lmaxvr, gmaxvr, rgkmax.
Compound Geometry Optimization QTAIM and ELI-D topologies
LiMgN 512 (83) 8 7 12.0 7.0 216 (63) 8 7 12.0 7.0
LiMgP 512 (83) 8 7 12.0 7.0 216 (63) 8 7 12.0 7.0
LiMgAs 512 (83) 8 7 16.0 8.0 216 (63) 10 9 18.0 9.0
LiMgSb 512 (83) 8 7 16.0 8.0 216 (63) 10 9 18.0 9.0
LiMgBi 512 (83) 8 7 16.0 8.0 216 (63) 10 9 18.0 9.0
BeAlB 512 (83) 8 7 12.0 7.0 216 (63) 8 7 12.0 7.0
LiAlSi 512 (83) 8 7 12.0 7.0 216 (63) 8 7 12.0 7.0
LiAlGe 512 (83) 8 7 12.0 7.0 216 (63) 8 7 12.0 7.0
LiInGe 512 (83) 8 7 16.0 8.0 216 (63) 10 9 18.0 9.0
LiInSn 512 (83) 10 9 18.0 9.0 216 (63) 10 9 18.0 9.0
MgAgAs 512 (83) 8 7 16.0 8.0 216 (63) 10 9 18.0 10.0
MgCuSb 512 (83) 8 7 16.0 8.0 216 (63) 10 9 18.0 9.0
ScNiSb 512 (83) 10 9 18.0 9.0 216 (63) 10 9 20.0 10.0
TiCoSb 512 (83) 8 7 16.0 8.0 216 (63) 10 9 18.0 10.0
VFeSb 512 (83) 10 9 18.0 9.0 216 (63) 10 9 20.0 10.0
TiNiSn 512 (83) 10 9 18.0 9.0 216 (63) 10 9 20.0 10.0
TiRhSb 512 (83) 10 9 18.0 9.0 216 (63) 10 9 20.0 10.0
ZrCoSb 512 (83) 10 9 18.0 9.0 216 (63) 10 9 20.0 10.0
ZrRhSb 512 (83) 10 9 18.0 9.0 216 (63) 10 9 20.0 10.0
YPdSb 512 (83) 10 9 20.0 10.0 216 (63) 10 9 20.0 10.0
YPdAs 512 (83) 10 9 20.0 10.0 216 (63) 10 9 20.0 10.0
YPdP 512 (83) 8 7 16.0 8.0 216 (63) 12 10 20.0 10.0
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Due to the computational cost of the delocalization index calculations, the
corresponding elk input wave functions have a reduced accuracy compared to the
calculations of QTAIM and ELI-D topologies, i.e. 216 reducible k-points (63 mesh),
lmaxapw = 8, lmaxvr = 7, gmaxvr = 12.0 and rgkmax = 7.0. This type of APW+lo
wave function standard is called low-accuracy standard from now on. Convergence of
the low-accuracy standard with respect to the delocalization indices was tested in [114].
A.1.2 Position-Space Representation of the 8−N Rule
For chapters 4.3 and 4.5 and publications [15, 16, 17] about the position-space repre-
sentation of the 8−N rule the following computational parameters are employed: for
the main-group MgAgAs-type compounds LiMgE (E = N,P,As,Sb,Bi), BeAlB, LiAlE
(E = Si,Ge) and LiInE (E = Si,Ge), the same parameters apply as in the previous sec-
tion. Additionally, densities of states are calculated with 1000 reducible k-points (103
mesh), lmaxapw = 10, lmaxvr = 9, gmaxvr = 18.0 and rgkmax = 9.0. Three-center
delocalization indices are calculated with the low-accuracy standard.
The fluorite compounds Mg2Si and Li2S are geometry optimized manually with
elk and 512 (Mg2Si) / 216 (Li2S) reducible k-points (8
3/63 mesh), lmaxapw = 8,
lmaxvr = 7, gmaxvr = 16.0 and rgkmax = 8.0. Calculation of densities of states,
QTAIM and ELI-D topologies are based on an APW+lo (elk) wave function with
216 reducible k-points (63 mesh), lmaxapw = 10, lmaxvr = 9, gmaxvr = 18.0 and
rgkmax = 9.0. Two-center delocalization indices are calculated with the low-accuracy
standard.
The 46 rock-salt, zinc-blende and wurtzite-type compounds, hexagonal BN as
well as the elemental structures of graphite, silicon, germanium and tin are geometry
optimized with FHI-aims (3375 reducible k-points (153 mesh), safe default basis func-
tions). QTAIM and ELI-D topologies as well as the available delocalization indices
are based on an APW+lo (elk) wave function with at least 512 reducible k-points (83
mesh), lmaxapw = 10, lmaxvr = 9, gmaxvr = 20.0 and rgkmax = 10.0. This type
of APW+lo wave function standard is called high-accuracy standard from now on. In
order to converge the APW+lo calculations with such large gmaxvr and rgkmax pa-
rameters, the elk option trimvg is activated. This sets the Fourier components of the
Kohn-Sham potential for large reciprocal lattice vectors to zero. Starting from the con-
verged trimvg-on state, the calculation is subsequently converged without the trimvg
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option. The computational parameters of the remaining main-group compounds are
specified in Table A.2.
Table A.2: Computational details for some main-group compounds - for each calculation
type the numbers from left to right correspond to the following elk parameters: number of
reducible k-points (and mesh), lmaxapw, lmaxvr, gmaxvr, rgkmax.
Compound Density of states QTAIM and ELI-D topologies
InBi 216 (63) 14 13 22.0 11.0 216 (63) 14 13 22.0 11.0
LiSi 216 (63) 8 7 12.0 7.0 216 (63) 8 7 12.0 7.0
LiAs 216 (63) 10 9 20.0 10.0 216 (63) 10 9 20.0 10.0
NaP 216 (63) 9 8 16.0 8.0 216 (63) 9 8 16.0 8.0
CaP 216 (63) 11 10 18.0 9.0 216 (63) 11 10 18.0 9.0
Na2S2 216 (6
3) 11 10 18.0 9.0 216 (63) 11 10 18.0 9.0
Na2O2 216 (6
3) 11 10 18.0 9.0 216 (63) 11 10 18.0 9.0
GaSe - 64 (43) 12 11 24.0 11.0
Ca3AlAs3 216 (6
3) 11 10 18.0 9.0 216 (63) 11 10 18.0 9.0
K2SiP2 216 (6
3) 11 10 18.0 9.0 216 (63) 11 10 18.0 9.0
LiPN2 216 (6
3) 11 10 18.0 9.0 216 (63) 11 10 18.0 9.0
A.1.3 Transition-Metal MgAgAs-Type Compounds
For Chapters 3.5 and 4.6 about the position-space analysis of transition metal MgAgAs-
type compounds the following computational parameters are employed: geometry opti-
mizations are performed with the high-accuracy standard for ScPdSb, ScPtSb, YPtSb,
YPdSb, NbRuSb, ZrPdSn, NbRhSn, YRhTe and ZrRuTe. The compounds VIrGe
and TaIrGe are optimized with FHI-aims. For the remaining compounds listed in
Table A.3 a lower accuracy of the APW+lo (elk) wave function gives satisfying re-
sults. Within the test set ScNiSb, TiCoSb, VFeSb, TiRhSb, ZrCoSb, YPdSb, ZrRhSb
and TiNiSn, the two-center delocalization indices change up to 0.05 between calcula-
tions with low- and high-accuracy standard. For these potentially large differences,
QTAIM and ELI-D topologies, two-center and three-center delocalization indices of
MgAgAs-type compounds with two transition metals are equally calculated with the
high-accuracy standard. To partially compensate for the high computational cost of
delocalization index calculations with high-accuracy standard, low-energy semi-core
states which showed a variance σ2 of less than 0.01 in previous calculations are excluded
via the energy window option of DGrid. Due to the remaining ELI-D artifact basins
at high-accuracy standard, the ELI-D fields of the Bi-containing compounds ScPdBi
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and YPdBi are calculated with even higher precision lmaxapw = 12, lmaxvr = 10,
gmaxvr = 21.0 and rgkmax = 10.5.
Table A.3: Geometry optimizations of MgAgAs-type compounds with two transition
metals (no high-accuracy standard) - the numbers from left to right correspond to the
following elk parameters: number of reducible k-points (and mesh), lmaxapw, lmaxvr,
gmaxvr, rgkmax.
Compound Geometry Optimization
ScPdBi 512 (83) 10 9 19.0 9.5
YPdBi 512 (83) 10 9 19.0 9.5
ScNiSb 512 (83) 10 9 18.0 9.0
TiCoSb 512 (83) 8 7 16.0 8.0
VFeSb 512 (83) 10 9 18.0 9.0
TiRhSb 512 (83) 10 9 18.0 9.0
ZrCoSb 512 (83) 10 9 18.0 9.0
ZrRhSb 512 (83) 10 9 18.0 9.0
TiNiSn 512 (83) 10 9 18.0 9.0
TiPtGe 512 (83) 10 9 18.0 9.0
For the magnetic MgAgAs-type compound VCoSb the geometry optimization
(216 reducible k-points (83 mesh) , lmaxapw = 8, lmaxvr = 7, gmaxvr = 18.0
and rgkmax = 9.0), the topological analysis of the electron density and ELI-D (216
reducible k-points (63 mesh), lmaxapw = 12, lmaxvr = 10, gmaxvr = 18.0 and
rgkmax = 9.0) and the calculation of two-center delocalization indices (low-accuracy
standard) is performed.
A.2 Madelung Factors for the MgAgAs Structure Type
In Chapter 3.3, an analytical formula for the calculation of Madelung factors of MgAgAs-
type compounds is given in Equations 3.2 and 3.3. These expressions are now derived
by comparing the complete Madelung sum of the MgAgAs type with the Madelung
sums of the ZnS, NaCl and CsCl type similar to [98, 93]. The Madelung factor fM
of an MgAgAs-type compound XY Z in terms of infinite sums of point charges Q(X),
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Q(Y ) and Q(Z) is given by
fM(XY Z) =
Q(X) ·
{
Q(Z) ·
∞∑
i=1
tXZ [di, cni] +Q(Y ) ·
∞∑
i=1
tXY [di, cni] +Q(X) ·
∞∑
i=1
tXX [di, cni]
}
+Q(Y ) ·
{
Q(Z) ·
∞∑
i=1
tY Z [di, cni] +Q(Y ) ·
∞∑
i=1
tY Y [di, cni] +Q(X) ·
∞∑
i=1
tY X [di, cni]
}
+Q(Z) ·
{
Q(Z) ·
∞∑
i=1
tZZ [di, cni] +Q(Y ) ·
∞∑
i=1
tZY [di, cni] +Q(X) ·
∞∑
i=1
tZX [di, cni]
}
.
(A.1)
Equation A.1 is structured by curly braces which are multiplied with the charge in
front of the curly brace. Such a multiplication of charge and curly brace represents
the Madelung factor which originates from the interaction between the charges at the
atomic positions X, Y or Z and the infinite crystal lattice. For example, the charge
at position X interacts with all charges Q(Z) at the respective positions. This infinite
sum contains terms tXZ which depend on the distances d between the charges and the
respective coordination numbers cn, i.e. the occurrence of a particular distance in the
crystal structure. For Z occupying the heterocubic site in the MgAgAs-type structure,
the first term tXZ [d1, cn1] contains the zinc-blende distance of the MgAgAs structure
type which occurs four times between X and ZHC. The second term in the first curly
brace of Equation A.1 represents the interaction of the charges at the atomic position
X with Q(Y ) which occurs first within the rock-salt partial structure of XY ZHC i.e.
tXY [d1 =
1
2a, cn1 = 6]. The third term in the first curly brace of Equation A.1
represents the interaction of the charges at atomic positions X with other, distant
Q(X) which surround the original position in a face-centered cubic arrangement i.e.
tXX [d1 =
1√
2
a, cn1 = 12]. For the atomic arrangement XY Z
HC, the following relations
apply:
tXZHC = tZHCX = tY ZHC = tZHCY = tzb (A.2)
tXY = tY X = trs (A.3)
tXX = tY Y = tZHCZHC = tfcc (A.4)
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All interactions of Q(ZHC) with either Q(X) or Q(Y ) occur the first time at the zinc-
blende distance in the crystal structure and also have identical more distant terms.
Thus, the respective ts are summarized to tzb. The terms that deal with the charges
on the rock-salt partial structure are summarized to trs. The terms that deal with the
alike charges on the respective fcc partial structures are summarized to tfcc. The new
expressions A.2, A.3 and A.4 are used to simplify Equation A.1:
fM(XY Z
HC) = 2 [Q(X) +Q(Y )] ·Q(ZHC) ·
∞∑
i=1
tzb [di, cni]
+ 2 Q(X)Q(Y ) ·
∞∑
i=1
trs [di, cni]
+
[
Q(X)2 +Q(Y )2 +Q(ZHC)2
]
·
∞∑
i=1
tfcc [di, cni] (A.5)
Equation A.5 can be further simplified when the interdependence of the charges i.e.
Q(ZHC)) = −[Q(X) + Q(Y )] is taken into account. For the case that the minority
charge is located at the heterocubic site, Equation A.6 is obtained:
fM(XY Z
HC
min) =− 2
[
Q(X)2 +Q(Y )2 + 2 Q(X)Q(Y )
]
·
∞∑
i=1
tzb [di, cni]
+ 2 Q(X)Q(Y ) ·
∞∑
i=1
trs [di, cni]
+ 2
[
Q(X)2 +Q(Y )2 +Q(X)Q(Y )
]
·
∞∑
i=1
tfcc [di, cni] (A.6)
To finally obtain the relation of fM(XY Z
HC
min) to the Madelung constants of zinc blende
and CsCl, Equation A.6 is rewritten as
fM(XY Z
HC
min) =
[
Q(X)2 +Q(Y )2
]
·
[ ∞∑
i=1
−2tzb [di, cni] +
∞∑
i=1
2tfcc [di, cni]
]
︸ ︷︷ ︸
MZnS
+Q(X)Q(Y ) ·
[ ∞∑
i=1
−4tzb [di, cni] +
∞∑
i=1
2trs [di, cni] +
∞∑
i=1
2tfcc [di, cni]
]
︸ ︷︷ ︸
MCsCl
. (A.7)
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Equation A.7 shows that the Madelung factor of MgAgAs-type compounds with the
atomic arrangement XY ZHCmin can be calculated with the Madelung constants of zinc
blende and CsCl. The Madelung factor MZnS of a zinc-blende type compound AE is ob-
tained by the summation over two attractive terms −2tzb = −tAE−tEA between the op-
posite charges Q(A) = −Q(E) and two repelling terms 2tfcc = tAA + tEE between alike
charges. The charge of this “virtual” zinc-blende-type compound is
[
Q(X)2 +Q(Y )2
]
.
The Madelung factor MCsCl of a CsCl-type compound AE in a 2 × 2 × 2 supercell
(according to the size of the MgAgAs-type unit cell) is obtained by the summation
over four attractive terms −4tzb = −2tAE − 2tEA accounting for the two zinc-blende
partial structures of opposite charges in the CsCl supercell. Additionally, four repelling
terms 2trs = tAA + tEE and 2tfcc = tAA + tEE account for the pseudo-rock-salt and fcc
partial structures of alike charges in the CsCl supercell. The charge of this “virtual”
CsCl-type compound is Q(X)Q(Y ).
The Madelung factor of the atomic arrangement XminY Z
HC is derived accord-
ingly starting from Equation A.5. However, the product Q(Xmin)Q(Y ) is now negative.
The minus signs are extracted from the charge products in the following Equation A.8:
fM(XminY Z
HC) =− 2
[
|Q(Xmin)|2 + |Q(Y )|2 − 2 |Q(Xmin)Q(Y )|
]
·
∞∑
i=1
tzb [di, cni]
− 2 |Q(Xmin)Q(Y )| ·
∞∑
i=1
trs [di, cni]
+ 2
[
|Q(Xmin)|2 + |Q(Y )|2 − |Q(Xmin)Q(Y )|
]
·
∞∑
i=1
tfcc [di, cni]
(A.8)
After regrouping and zero addition of −|Q(Xmin)Q(Y )|+ |Q(Xmin)Q(Y )| Equation A.8
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transforms into
fM(XminY Z
HC) =
[
|Q(Xmin)| − |Q(Y )|
]2 · [ ∞∑
i=1
−2tzb [di, cni] +
∞∑
i=1
2tfcc [di, cni]
]
︸ ︷︷ ︸
MZnS
+ |Q(Xmin)Q(Y )| ·
[ ∞∑
i=1
−2trs [di, cni] +
∞∑
i=1
2tfcc [di, cni]
]
︸ ︷︷ ︸
√
3
2
MNaCl
. (A.9)
The assignment ofMZnS is the same as for theXY Z
HC
min case. The charge of the “virtual”
zinc-blende-type compound in XminY Z
HC is
[
|Q(Xmin)| − |Q(Y )|
]2
. The Madelung
factor MNaCl of a rock-salt type compound AE is obtained by the summation over
two attractive terms −2trs = −tAE − tEA and two repelling terms 2tfcc = tAA + tEE .
Additionally, the Madelung constant MNaCl is scaled to the shortest distance in the
MgAgAs-type structure i.e.
√
3
4 a instead of
1
2a in rock-salt. Equation A.7 corresponds
to Equation 3.2 with unspecified charges instead of effective charges and without the
redundant absolute values of the charges. Equation A.9 corresponds to Equation 3.3
with unspecified charges instead of effective charges.
A.3 Bonding Analysis of Main-Group MgAgAs-Type Com-
pounds
A.3.1 ELI-D Topologies
While there is always an ELI-D attractor (and a corresponding basin 3A′,A,EB) found
between the two most electronegative species A and E, for certain compounds an
additional attractor is found between A′ and E. Appearance of this second kind of
ELI-D attractors (basin A′,EB) depends on the topology of ELI-D in the vicinity of
the three-fold axis running through the EHC and A′ positions (Figure A.2). There is a
ring critical point (RCP) surrounded by three line critical points (LCPs) for the first
two compounds of the sequences LiMgN, LiMgP, LiMgAs, LiMgSb, LiMgBi and LiAlSi,
LiAlGe, LiInGe, LiInSn. The two types of critical points approach each other and finally
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merge into a maximum which results in the second kind of ELI-D topology (Figure 3.8,
right). This so-called bifurcation process [8] occurs due to the electronegativity and
size differences between the components. The ELI-D Laplacian at the LCPs and RCP
is negative [11], i.e. the whole region of the ELI-D distribution in the vicinity of LCP
and RCP indicates bonding character. Therefore, the two ELI-D topologies are the
result of a gradual development and do not divide the compounds into two different
groups of chemical bonding.
Figure A.2: Bifurcation process (inter relation of critical points) in the ELI-D distribution
of LiMgN, LiMgP and LiMgAs: RCP - ring critical point, a (3,+1) saddle point; LCP -
line critical point, a (3,−1) saddle point; MAX - maximum, a (3,−3) attractor. The ELI-
D Laplacian at all RCPs and LCPs is negative. Plus and minus indicate the sign of the
curvatures in each critical point. A maximum emerges from the unification of RCP and
LCPs.
A.3.2 Calculation of Charge Claims and Connection Indices
Example 1: Silicon
The ELI-D topology of silicon in the diamond structure shows four maxima around each
core on the connection lines to its nearest neighbors. The four corresponding valence
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basins are identical and disynaptic and contain N̄(Bi) = 1.95 electrons. The number of
access electrons per silicon atom is N̄ELIacc (C
Si) = 4·1.95 = 7.8. These four ELI-D valence
basins are contained in the access electron set of one silicon atom. Thus, it is sufficient
to calculate the charge claims for one silicon atom to describe the bonding in silicon.
The bond fraction with respect to each silicon atom is p(BSi = 0.5. In order to calculate
the genuine and residual charge claims, two different groups of silicon atoms have to be
considered. Si represents the silicon atom which is in the center of the chosen set of ELI-
D valence basins i.e. it has a common surface with all four valence basins. Additionally
there are four external silicon atoms (Siext). Each of the external atoms shares surface
with one of the chosen valence basins. In terms of the synapticity notation the set of
access electron basins reads {Si,Siext,1B; Si,Siext,2B; Si,Siext,3B; Si,Siext,4B}. The genuine
charge claim and the residual charge claims are calculated as follows:
PSi(Si) =
4 · 0.5 · 1.95
4 · 1.95
= 0.5 (A.10)
PSi(Siext,1) =
1 · 0.5 · 1.95 + 3 · 0.0 · 1.95
4 · 1.95
= 0.125 (A.11)
The residual charge claims of the other external silicon atoms also yield 0.125. The
sum over charge claim and the residual charge claims is one. The four external silicon
atoms are conceptually and also in the ELI-D/QTAIM intersection picture equivalent
(same PSi(Siext)). In this case they are summarized.
PSi(Siext,tot) =
4∑
i=1
PSi(Siext,i) = 0.5 (A.12)
In order to calculate the connection index CInSi the number of different pairwise in-
teractions has to be identified. Conceptually and in the ELI-D/QTAIM intersection
picture as well there is only one kind of covalent bonds in silicon i.e. between two
neighboring silicon atoms (n = 2). The charge claims of two neighboring silicon atoms
are already calculated and so
CI2Si = 4 · [PSi(Si) · PSi(Siext,tot)] = 1 (A.13)
It is important to note that the sum of charge claims considered for the evaluation of
the connection index is again one. A connection index of one corresponds to a perfect
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covalent connection of all components within the ELI-D/QTAIM intersection picture.
Example 2: LiInSn
The ELI-D topology of LiInSn in the MgAgAs-type structure shows eight maxima
around each tin core on the connection lines to its eight nearest neighbors (4In + 4Li).
For each tin, four valence basins are identical which makes two different kinds of valence
basins. One kind Li,SnB = 2B has an ELI-D maximum on the Sn−Li connection line,
is disynaptic and contains N̄(2B) = 0.41 electrons. The other kind 3Li,In,SnB = 5B
has an ELI-D maximum on the Sn− In connection line, is pentasynaptic and contains
N̄(2B) = 1.52 electrons. The number of access electrons per tin atom is N̄
ELI
acc (C
Sn) =
4 · (0.41 + 1.52) = 7.72. The two different ELI-D valence basin groups are contained
in the access electron set of one tin atom. Thus, it is sufficient to calculate the charge
claims for one tin atom to describe the bonding in LiInSn. The bond fractions of each
bonding basin are p(2B
Li) = 0.052, p(2B
Li) = 0.948, p(5B
Li) = 0.002, p(5B
In) = 0.430,
p(5B
Sn) = 0.564. The genuine charge claim of the central tin and the residual charge
claim of one of the indium atoms are calculated first:
PSn(Sn) =
4 · 0.948 · 0.41
7.72
+
4 · 0.564 · 1.52
7.72
= 0.646 (A.14)
PSn(In1) =
4 · 0.000 · 0.41
7.72
+
1 · 0.430 · 1.52 + 3 · 0.000 · 1.52
7.72
= 0.085 (A.15)
The first term in equation A.14 and A.15 refers to the disynaptic basins, the second
term to the pentasynaptic basins. The residual charge claims of the remaining three
indium atoms are identical: PSn(In1) = PSn(In2) = PSn(In3) = PSn(In4) = 0.085. This
equivalence as well as their conceptual equivalence allows the four indium atoms to be
summarized according to
PSn(Intot) =
4∑
i=1
PSn(Ini) = 0.34 (A.16)
Each lithium atom contributes electrons to four ELI-D basins within the access electron
set of tin: One disynaptic basin and three pentasynaptic basins.
PSn(Li) =
1 · 0.052 · 0.41
7.72
+
3 · 0.002 · 1.52
7.72
= 0.0035 (A.17)
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The charge claims of the four lithium atoms are equivalent: PSn(Li1) = PSn(Li2) =
PSn(Li3) = PSn(Li4) = 0.0035. The four lithium atoms are summarized for the same
reasons as the indium atoms:
PSn(Litot) =
4∑
i=1
PSn(Lii) = 0.014 (A.18)
The sum over the charge claims of the three components is unity by construction.
In order to calculate the connection index CInSn the number of different pairwise
interactions has to be identified. Within the ELI-D/QTAIM intersection picture all
three components participate in the ELI-D valence basins (n = 3). It is important
to note that the sum of charge claims considered for the evaluation of the connection
index has to be unity.
CI3Sn = 3·[PSn(Sn) · PSn(Litot) + PSn(Sn) · PSn(Intot) + PSn(Litot) · PSn(Intot)] = 0.700
(A.19)
A connection index of one would indicate the most covalent bonding pattern from the
ELI-D/QTAIM intersection point of view i.e. PSn(Sn) = PSn(Intot) = PSn(Litot) = 1/3.
The deviation from the ideal value mainly originates from the lithium atoms which are
almost completely excluded from covalent bonding (PSn(Litot) = 0.014.
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Zintl Compounds
A.3.3 Similarity of CI3E and ςnn in main-group MgAgAs-Type Com-
pounds
Figure A.3: Connection index CI3E (black crosses) and nearest neighbor sharing ςnn
(red crosses) for A′AE compounds in the context of the two reference compounds rock
salt (ionic bonding) and silicon (covalent bonding). The more realistic scale compared to
the conceptual values in Figure 3.10 for both bonding measures leads to smaller and more
uniform deviations between CI3E and ςnn.
A.4 Position-space representation of the 8 − N rule for
Zinc-Blende and Zintl Compounds
Table A.4 shows the results of the position-space analysis of zinc-blende and Zintl
compounds (Chapter 4.4). Some of the compounds appear in Figure 4.4 or 4.5. The
tendency of ELI-D to “overpopulate” lone-pair like regions compared to the formal
picture and the effect on access electron numbers becomes obvious in the analysis of
e.g. Na2O2. The ELI-D topology only shows the O−O bonding basin O-OB and the O
lone-pair basins lpsB. The number of valence electrons per O is N̄
ELI
val (O) = 6.72 and
there are 13.64 valence electrons per formula unit which is close to the formal value of 14.
Still, the access electron number of 7.02 has a strong deviation from the expected value
of 8. This is because the bonding basin O-OB only contains N̄(O-OB) = 0.40 electrons
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and the lone-pair regions lpsB are overpopulated with in total N̄(lpsB) = 6.62 electrons.
The access electron number would increase if valence electrons of the lone-pair regions
were transferred to the O−O bonding basin. For example for the oxygen dumbbell
O1−O2 with N̄ELIval (O1) = N̄ELIval (O2) = 6.72, p(O-OBO) = 0.5 and p(lpsBO) = 1.0,
access electron numbers of N̄ELIacc (O1) = N̄
ELI
acc (O2) = 8 are obtained for N̄(O-OB) = 2.56
and N̄(lpsB) = 5.44. Comparison with the actual ELI-D basin populations explains
the term “overpopulation of lone-pair regions”.
Table A.4: Position-space representation of the 8−N rule: N̄ELIacc - ELI-D access electron
number, N̄ELIval - ELI-D valence electron number, N
ELI
cb - effective number of covalent bonds,
NELIlp - effective number of lone pairs.
Compound Reference E N̄ELIacc (C
E) N̄ELIval (E) N
ELI
cb (E) N
ELI
lp (E)
GaAs [174] As 8.48 5.85 2.63 1.61
InSb [175] Sb 7.88 5.63 2.25 1.69
AlP [176] P 7.84 6.89 0.95 2.97
BN [177] N 7.80 6.93 0.87 3.03
BeS [178] S 7.84 7.50 0.34 3.58
ZnS [179] S 7.94 6.76 1.18 2.79
Li2S [180] S 7.84 7.60 0.24 3.68
Mg2Si [181] Si 7.76 6.73 1.03 2.85
LiSi [121] Si 7.68 4.73 2.95 0.89
LiAs [182] As 7.36 6.07 1.29 2.39
NaP [183] P 7.37 5.78 1.59 2.10
CaP [184] P 7.25 6.29 0.96 2.67
Na2S2 [185] S 7.33 6.77 0.56 3.11
Na2O2 [186] O 7.02 6.72 0.30 3.21
GaSe [187] Se 8.23 6.91 1.32 2.80
Ca3AlAs3 [188] As1 8.04 7.26 0.78 3.24
As2 7.87 7.18 0.69 3.25
K2SiP2 [189] P 7.78 6.54 1.24 2.65
LiPN2 [190] N 7.81 7.01 0.80 3.11
128
A.5 Data Overview
A.5 Data Overview
Table A.5: Real-space bonding analysis of main-group MgAgAs-type semiconductors
A′AE: Qeff - QTAIM effective charge; δ - delocalization index; G - delocalized character
of bonds; Gi - internal G-value; N̄ , average number of electrons; p, bond fraction.
A′AE LiMgN LiMgP LiMgAs LiMgSb LiMgBi
QTAIM analysis
Qeff(A′) +0.81 +0.83 +0.83 +0.84 +0.84
Qeff(A) +1.57 +1.49 +1.46 +1.39 +1.31
Qeff(E) −2.38 −2.32 −2.29 −2.23 −2.15
δ(A′, A) 0.040 0.004 0.003 0.003 0.004
δ(A′, E) 0.102 0.084 0.081 0.077 0.074
δ(A,E) 0.222 0.232 0.240 0.259 0.278
δ(A′, A′) 0.000 0.000 0.000 0.000 0.000
δ(A,A) 0.002 0.002 0.002 0.002 0.001
δ(E,E) 0.088 0.082 0.118 0.129 0.125
G(A′, E) 0.29 0.37 0.41 0.46 0.54
G(A,E) 0.22 0.26 0.28 0.29 0.33
G(E,E) 0.26 0.35 0.38 0.42 0.48
Gi(A
′, A,E) 0.03 0.03 0.03 0.03 0.03
ELI-D core basin populations:
N̄(CA
′
) 2.054 2.046 2.046 2.043 2.042
N̄(CA) 10.080 10.081 10.081 10.082 10.083
N̄(CE) 2.119 10.083 27.762 45.765 77.637
ELI-D basin 3A′,A,EB: four basins per formula unit / access
electron set sE , pentasynaptic (3A
′, 1A, 1E)
N̄(3A′,A,EB) 1.94 1.94 1.92 1.64 1.54
p(BA
′
) 0.018 0.016 0.014 0.007 0.003
p(BA) 0.045 0.055 0.060 0.080 0.098
p(BE) 0.937 0.929 0.926 0.913 0.899
ELI-D basin A′,EB: four basins per formula unit / access
electron set sE , disynaptic (1A
′, 1E)
N̄(A′,EB) − − 0.10 0.39 0.52
p(BA
′
) − − 0.045 0.054 0.049
p(BE) − − 0.955 0.946 0.951
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Table A.6: Real-space bonding analysis of main-group MgAgAs-type semiconductors
A′AE: Qeff - QTAIM effective charge; δ - delocalization index; G - delocalized character
of bonds; Gi - internal G-value; N̄ , average number of electrons; p, bond fraction.
A′AE LiAlSi LiAlGe LiInGe LiInSn AlBeB
QTAIM analysis
Qeff(A′) +0.82 +0.83 +0.84 +0.84 +2.08
Qeff(A) +1.40 +1.34 +0.18 −0.00 +1.42
Qeff(E) −2.22 −2.16 −1.02 −0.84 −3.50
δ(A′, A) 0.010 0.010 0.015 0.014 0.009
δ(A′, E) 0.072 0.070 0.048 0.046 0.352
δ(A,E) 0.538 0.536 0.688 0.681 0.208
δ(A′, A′) 0.000 0.000 0.000 0.000 0.004
δ(A,A) 0.008 0.010 0.030 0.029 0.000
δ(E,E) 0.120 0.108 0.058 0.062 0.176
G(A′, E) 0.80 0.82 1.32 1.44 0.56
G(A,E) 0.36 0.35 0.32 0.35 0.79
G(E,E) 0.80 0.81 0.89 1.04 0.78
Gi(A
′, A,E) 0.04 0.04 0.03 0.03 0.09
ELI-D core basin populations:
N̄(CA
′
) 2.050 2.050 2.046 2.044 10.088
N̄(CA) 10.083 10.084 46.287 46.371 2.072
N̄(CE) 10.083 27.734 27.734 45.843 2.095
ELI-D basin 3A′,A,EB: four basins per formula unit / access
electron set sE , pentasynaptic (3A
′, 1A, 1E)
N̄(3A′,A,EB) 1.95 2.02 1.85 1.52 0.99
p(BA
′
) 0.017 0.015 0.012 0.006 0.035
p(BA) 0.195 0.196 0.343 0.430 0.125
p(BE) 0.788 0.789 0.645 0.564 0.841
ELI-D basin A′,EB: four basins per formula unit / access
electron set sE , disynaptic (1A
′, 1E)
N̄(A′,EB) − − 0.14 0.41 0.95
p(BA
′
) − − 0.054 0.052 0.182
p(BE) − − 0.946 0.948 0.818
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Table A.7: Real-space bonding analysis of transition-metal MgAgAs-type semiconductors
T ′TE: Qeff - QTAIM effective charge; δ - delocalization index; G - delocalized character
of bonds; Gi - internal G-value; N̄ , average number of electrons; p, bond fraction.
T ′TE ScPdSb ScPtSb YPtSb ScPdBi YPdBi
QTAIM analysis
Qeff(T ′) +1.537 +1.568 +1.682 +1.515 +1.659
Qeff(T ) −1.113 −1.516 −1.449 −1.158 −1.113
Qeff(E) −0.424 −0.052 −0.233 −0.357 −0.546
δ(T ′, T ) 0.331 0.386 0.387 0.321 0.303
δ(T ′, E) 0.167 0.129 0.141 0.162 0.167
δ(T,E) 0.735 0.807 0.750 0.698 0.621
δ(T, T ) 0.016 0.044 0.041 0.033 0.029
G(T ′, T ) 0.550 0.481 0.437 0.555 0.510
G(T ′, E) 1.255 1.566 1.333 1.361 1.199
G(T,E) 0.294 0.262 0.263 0.327 0.337
G(T, T ) 0.895 0.745 0.633 1.042 0.926
Gi(T
′, T, E) 0.110 0.099 0.100 0.111 0.112
ELI-D core basin populations:
N̄(CT
′
) 10.106 10.101 27.803 10.105 27.797
N̄(CT ) 27.998 58.191 58.211 28.022 28.000
N̄(CE) 45.866 45.900 45.885 77.930 77.907
N̄(P T
′
) 8.737 8.727 8.880 8.741 8.864
N̄(P T ) 15.936 16.690 16.755 15.935 16.069
ELI-D basin T ′,T,EB: 12 basins per formula unit / access
electron set sT , trisynaptic (1T
′, 1T, 1E)
N̄(T ′,T,EB) 0.660 0.593 0.592 0.615 1.242
§
p(BT
′
) 0.047 0.030 0.037 0.046 0.053
p(BT ) 0.251 0.246 0.211 0.221 0.190
p(BE) 0.702 0.724 0.752 0.733 0.757
ELI-D basin T ′,TB: four basins per formula unit / access
electron set sT , disynaptic (1T
′, 1T )
N̄(T ′,EB) 0.359 0.819 0.840 0.469 0.477
p(BT
′
) 0.172 0.118 0.112 0.163 0.150
p(BE) 0.828 0.882 0.888 0.837 0.850
§Two neighboring T ′,T,EB condense and form one T ′,2T,EB
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Table A.8: Real-space bonding analysis of transition-metal MgAgAs-type semiconductors
T ′TE: Qeff - QTAIM effective charge; δ - delocalization index; G - delocalized character
of bonds; Gi - internal G-value; N̄ , average number of electrons; p, bond fraction.
T ′TE ScNiSb TiCoSb VFeSb TiRhSb ZrCoSb
QTAIM analysis
Qeff(T ′) +1.458 +1.288 +0.925 +1.377 +1.423
Qeff(T ) −0.821 −0.886 −0.662 −1.269 −0.872
Qeff(E) −0.637 −0.402 −0.263 −0.108 −0.551
δ(T ′, T ) 0.344 0.578 0.748 0.568 0.575
δ(T ′, E) 0.191 0.236 0.279 0.199 0.260
δ(T,E) 0.708 0.742 0.724 0.784 0.691
δ(T, T ) 0.032 0.045 0.053 0.043 0.049
G(T ′, T ) 0.513 0.364 0.266 0.392 0.391
G(T ′, E) 1.158 1.228 1.104 1.345 1.108
G(T,E) 0.292 0.339 0.420 0.315 0.352
G(T, T ) 0.332 0.043 −0.010 0.470 −0.031
Gi(T
′, T, E) 0.115 0.128 0.136 0.117 0.132
ELI-D core basin populations:
N̄(CT
′
) 10.105 10.124 10.179 10.124 27.835
N̄(CT ) 10.455 10.373 10.358 27.989 10.379
N̄(CE) 45.855 45.881 45.896 45.898 45.871
N̄(P T
′
) 8.764 9.531 10.405 9.523 9.537
N̄(P T ) 15.240 14.198 13.161 14.525 14.235
ELI-D basin T ′,T,EB: 12 basins per formula unit / access
electron set sT , trisynaptic (1T
′, 1T, 1E)
N̄(T ′,T,EB) 0.764 0.742 0.725 0.654 0.762
p(BT
′
) 0.066 0.087 0.110 0.058 0.101
p(BT ) 0.302 0.294 0.272 0.280 0.274
p(BE) 0.632 0.619 0.618 0.662 0.625
ELI-D basin T ′,TB: four basins per formula unit / access
electron set sT , disynaptic (1T
′, 1T )
N̄(T ′,EB) 0.105 0.238 0.324 0.522 0.250
p(BT
′
) 0.168 0.292 0.405 0.251 0.278
p(BE) 0.832 0.708 0.595 0.749 0.722
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Table A.9: Real-space bonding analysis of transition-metal MgAgAs-type semiconductors
T ′TE: Qeff - QTAIM effective charge; δ - delocalization index; G - delocalized character
of bonds; Gi - internal G-value; N̄ , average number of electrons; p, bond fraction.
T ′TE YPdSb ZrRhSb NbRuSb TiNiSn ZrPdSn
QTAIM analysis
Qeff(T ′) +1.652 +1.558 +1.244 +1.293 +1.546
Qeff(T ) −1.067 −1.276 −1.133 −1.079 −1.374
Qeff(E) −0.585 −0.282 −0.111 −0.214 −0.172
δ(T ′, T ) 0.331 0.580 0.784 0.511 0.511
δ(T ′, E) 0.179 0.218 0.257 0.235 0.223
δ(T,E) 0.682 0.737 0.740 0.653 0.644
δ(T, T ) 0.029 0.043 0.051 0.032 0.033
G(T ′, T ) 0.496 0.398 0.322 0.515 0.564
G(T ′, E) 1.078 1.216 1.146 1.525 1.539
G(T,E) 0.297 0.332 0.399 0.429 0.438
G(T, T ) 0.780 0.400 0.265 0.431 0.948
Gi(T
′, T, E) 0.109 0.123 0.131 0.158 0.158
ELI-D core basin populations:
N̄(CT
′
) 27.799 27.826 27.854 10.128 27.817
N̄(CT ) 28.006 27.978 27.955 10.489 28.000
N̄(CE) 45.852 45.887 45.914 45.877 45.901
N̄(P T
′
) 8.896 9.508 10.346 9.522 9.515
N̄(P T ) 15.967 14.568 13.325 15.079 15.654
ELI-D basin T ′,T,EB: 12 basins per formula unit / access
electron set sT , trisynaptic (1T
′, 1T, 1E)
N̄(T ′,T,EB) 0.661 0.665 0.668 0.739 0.657
p(BT
′
) 0.052 0.069 0.089 0.119 0.107
p(BT ) 0.224 0.255 0.263 0.392 0.351
p(BE) 0.724 0.676 0.648 0.489 0.542
ELI-D basin T ′,TB: four basins per formula unit / access
electron set sT , disynaptic (1T
′, 1T )
N̄(T ′,EB) 0.388 0.564 0.648 0.009 0.306
p(BT
′
) 0.155 0.248 0.372 0.237 0.229
p(BE) 0.845 0.752 0.673 0.763 0.771
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Table A.10: Real-space bonding analysis of transition-metal MgAgAs-type semiconduc-
tors T ′TE: Qeff - QTAIM effective charge; δ - delocalization index; G - delocalized character
of bonds; Gi - internal G-value; N̄ , average number of electrons; p, bond fraction.
T ′TE NbRhSn TiPtGe VIrGe TaIrGe
QTAIM analysis
Qeff(T ′) +1.390 +1.493 +1.206 +1.503
Qeff(T ) −1.541 −1.569 −1.426 −1.584
Qeff(E) +0.151 +0.076 +0.220 +0.081
δ(T ′, T ) 0.744 0.584 0.776 0.842
δ(T ′, E) 0.236 0.152 0.169 0.199
δ(T,E) 0.669 0.725 0.735 0.692
δ(T, T ) 0.048 0.051 0.060 0.058
G(T ′, T ) 0.356 0.432 0.283 0.341
G(T ′, E) 1.453 1.868 1.650 1.579
G(T,E) 0.450 0.355 0.378 0.436
G(T, T ) 0.445 0.888 0.545 0.594
Gi(T
′, T, E) 0.145 0.122 0.118 0.136
ELI-D core basin populations:
N̄(CT
′
) 27.849 10.125 10.183 57.147
N̄(CT ) 27.974 58.156 58.030 57.978
N̄(CE) 45.918 27.785 27.789 27.796
N̄(P T
′
) 10.341 9.479 10.349 12.507
N̄(P T ) 14.259 16.461 15.276 15.147
ELI-D basin T ′,T,EB: 12 basins per formula unit / access
electron set sT , trisynaptic (1T
′, 1T, 1E)
N̄(T ′,T,EB) 0.649 0.554 0.574 0.543
p(BT
′
) 0.122 0.044 0.057 0.074
p(BT ) 0.373 0.335 0.363 0.294
p(BE) 0.505 0.621 0.580 0.632
ELI-D basin T ′,TB: four basins per formula unit / access
electron set sT , disynaptic (1T
′, 1T )
N̄(T ′,EB) 0.468 0.835 0.871 1.226
p(BT
′
) 0.251 0.182 0.249 0.277
p(BE) 0.749 0.818 0.751 0.723
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Table A.11: Position-space analysis of binary 1:1 compounds in the zinc-blende (ZnS),
wurtzite (wurtz), BN or graphite (graph) modification according to the lowest calculated
total energy: Qeff - effective charge; EQTAIMM - QTAIM Madelung energy in [MJ mol
−1];
N̄(A,EB) - average number of electrons in the disynaptic ELI-D valence basin; N̄
ELI
acc -
ELI-D access electron number; N̄ELIval - ELI-D valence electron number; PE(E) - genuine
charge claim of E;
AE Mod. Qeff(E) EQTAIMM N̄(A,EB) N̄
ELI
acc (C
E) N̄ELIval (E) PE(E)
LiF ZnS −0.895 −0.960 1.951 7.803 7.735 0.991
LiCl wurtz −0.889 −0.754 1.972 7.887 7.814 0.990
LiBr wurtz −0.884 −0.687 2.047 8.186 8.106 0.990
LiI wurtz −0.877 −0.603 2.066 8.265 8.177 0.989
NaF ZnS −0.883 −0.795 1.943 7.773 7.735 0.991
NaCl ZnS −0.862 −0.624 1.970 7.878 7.790 0.989
NaBr ZnS −0.855 −0.580 2.040 8.162 8.068 0.988
NaI ZnS −0.845 −0.525 2.064 8.255 8.146 0.986
KF ZnS −0.854 −0.645 1.937 7.749 7.700 0.994
KCl ZnS −0.846 −0.532 1.962 7.847 7.773 0.991
KBr ZnS −0.837 −0.495 0.678 8.139 8.058 0.990
KI ZnS −0.828 −0.452 0.686 8.226 8.131 0.988
RbF ZnS −0.863 −0.623 1.935 7.742 7.705 0.995
RbCl ZnS −0.849 −0.512 1.960 7.840 7.773 0.991
RbBr ZnS −0.837 −0.474 0.678 8.136 8.059 0.990
RbI ZnS −0.826 −0.461 0.685 8.220 8.135 0.989
BeO wurtz −1.731 −3.948 1.950 7.798 7.592 0.974
BeS ZnS −1.620 −2.826 1.966 7.864 7.546 0.959
BeSe ZnS −1.569 −2.499 2.041 8.166 7.795 0.954
BeTe ZnS −1.465 −1.992 2.047 8.186 7.712 0.941
MgO ZnS −1.683 −3.225 1.948 7.792 7.546 0.968
MgS ZnS −1.615 −2.404 1.964 7.858 7.542 0.959
MgSe ZnS −1.583 −2.194 2.039 8.157 7.809 0.956
MgTe wurtz −1.538 −1.808 2.051 8.204 7.804 0.951
CaO ZnS −1.457 −2.127 1.251 7.509 7.318 0.975
CaS ZnS −1.435 −1.717 1.900 7.599 7.365 0.969
CaSe ZnS −1.423 −1.615 0.659 7.905 7.660 0.969
CaTe ZnS −1.426 −1.505 0.668 8.012 7.699 0.961
SrO ZnS −1.473 −2.031 1.876 7.505 7.321 0.975
SrS ZnS −1.469 −1.700 1.906 7.625 7.398 0.970
SrSe ZnS −1.447 −1.582 1.320 7.920 7.671 0.968
SrTe ZnS too many ELI-D artifact basins
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Table A.12: Position-space analysis of binary 1:1 compounds in the zinc-blende (ZnS),
wurtzite (wurtz), BN or graphite (graph) modification according to the lower calculated
total energy: Qeff - effective charge; EQTAIMM - QTAIM Madelung energy in [MJ mol
−1];
N̄(A,EB) - average number of electrons in the disynaptic ELI-D valence basin; N̄
ELI
acc -
ELI-D access electron number; N̄ELIval - ELI-D valence electron number; PE(E) - genuine
charge claim of E;
AE Mod. Qeff(E) EQTAIMM N̄(A,EB) N̄
ELI
acc (C
E) N̄ELIval (E) PE(E)
BN BN −2.203 −3.584 2.598 7.793 7.079 0.909
BP ZnS −0.713 −0.587 1.959 7.838 5.635 0.718
BAs ZnS −0.129 −0.018 2.033 8.131 5.344 0.657
AlN wurtz −2.428 −7.026 1.949 7.796 7.307 0.937
AlP ZnS −2.051 −4.015 1.962 7.849 6.978 0.889
AlAs ZnS −1.919 −3.377 2.032 8.128 7.165 0.876
AlSb ZnS −1.626 −2.234 2.034 8.137 6.837 0.840
GaN ZnS −1.629 −3.063 1.989 7.955 6.507 0.818
GaP ZnS −0.879 −0.737 2.052 8.208 5.804 0.707
GaAs ZnS −0.714 −0.466 2.132 8.527 5.953 0.698
GaSb ZnS −0.360 −0.110 2.122 8.491 5.542 0.651
InN wurtz −1.445 −2.114 1.816 7.265 6.329 0.870
InP ZnS −0.916 −0.740 1.939 7.754 5.844 0.753
InAs ZnS −0.737 −0.462 2.023 8.092 5.978 0.738
InSb ZnS −0.457 −0.166 1.993 7.973 5.647 0.708
C graph 0.000 0.000 2.597 7.790 3.895 0.500
Si ZnS 0.000 0.000 1.961 7.844 3.922 0.500
Ge ZnS 0.000 0.000 2.129 8.514 4.257 0.500
Sn ZnS 0.000 0.000 2.067 8.268 4.134 0.500
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Table A.13: Position-space analysis of binary 1:1 compounds in the rock-salt modification:
Qeff - effective charge; EQTAIMM - QTAIM Madelung energy in [MJ mol
−1]; N̄(A,EB) -
average number of electrons in the disynaptic ELI-D valence basin; N̄ELIacc - ELI-D access
electron number; N̄ELIval - ELI-D valence electron number; PE(E) - genuine charge claim of
E;
AE Qeff(E) EQTAIMM N̄(A,EB) N̄
ELI
acc (C
E) N̄ELIval (E) PE(E)
LiF −0.901 −1.116 1.303 7.820 7.759 0.991
LiCl −0.902 −0.886 1.314 7.885 7.822 0.991
LiBr −0.898 −0.821 1.364 8.182 8.116 0.991
LiI −0.894 −0.746 1.378 8.269 8.197 0.990
NaF −0.878 −0.920 1.298 7.788 7.728 0.991
NaCl −0.872 −0.748 1.312 7.873 7.787 0.990
NaBr −0.863 −0.692 1.361 8.163 8.079 0.989
NaI −0.855 −0.629 1.376 8.256 8.155 0.987
KF −0.854 −0.755 0.969 7.752 7.704 0.994
KCl −0.840 −0.620 1.307 7.844 7.773 0.990
KBr −0.830 −0.576 1.016 8.128 8.046 0.992
KI −0.822 −0.529 0.343 8.224 8.127 0.989
RbF −0.857 −0.718 0.969 7.749 7.708 0.995
RbCl −0.846 −0.600 1.308 7.846 7.777 0.991
RbBr −0.830 −0.552 0.677 8.127 8.048 0.990
RbI −0.817 −0.502 0.342 8.203 8.107 0.989
BeO −1.756 −4.732 1.300 7.803 7.622 0.975
BeS −1.625 −3.195 1.311 7.867 7.552 0.957
BeSe −1.538 −2.696 1.361 8.166 7.763 0.949
BeTe −1.284 −1.725 1.361 8.164 7.503 0.918
MgO −1.700 −3.807 1.301 7.807 7.579 0.970
MgS −1.664 −2.967 1.309 7.851 7.589 0.965
MgSe −1.634 −2.716 1.359 8.154 7.861 0.963
MgTe −1.578 −2.337 1.367 8.203 7.844 0.954
CaO −1.486 −2.563 0.945 7.562 7.354 0.972
CaS −1.464 −2.104 1.272 7.634 7.389 0.967
CaSe −1.452 −1.984 1.326 7.957 7.676 0.964
CaTe −1.426 −1.785 0.667 8.002 7.696 0.961
SrO −1.514 −2.474 0.948 7.586 7.378 0.973
SrS −1.477 −2.020 1.278 7.670 7.407 0.966
SrSe −1.455 −1.886 0.663 7.960 7.678 0.964
SrTe −1.436 −1.723 0.334 8.012 7.704 0.962
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Table A.14: Position-space analysis of binary 1:1 compounds in the rock-salt modification:
Qeff - effective charge; EQTAIMM - QTAIM Madelung energy in [MJ mol
−1]; N̄(A,EB) -
average number of electrons in the disynaptic ELI-D valence basin; N̄ELIacc - ELI-D access
electron number; N̄ELIval - ELI-D valence electron number; PE(E) - genuine charge claim of
E;
AE Qeff(E) EQTAIMM N̄(A,EB) N̄
ELI
acc (C
E) N̄ELIval (E) PE(E)
BN −1.957 −6.128 1.299 7.795 6.834 0.876
BP −0.049 −0.003 1.308 7.846 4.971 0.633
BAs +0.309 −0.116 1.353 8.120 4.884 0.604
AlN −2.478 −8.454 1.297 7.780 7.348 0.943
AlP −2.012 −4.476 1.307 7.842 6.937 0.883
AlAs −1.766 −3.296 1.360 8.160 7.007 0.858
AlSb −1.157 −1.304 1.349 8.096 6.330 0.783
GaN −1.685 −3.727 1.318 7.908 6.559 0.832
GaP −0.802 −0.699 1.360 8.158 5.731 0.702
GaAs −0.577 −0.346 1.415 8.489 5.807 0.686
GaSb too many ELI-D artifact basins
InN too many ELI-D artifact basins
InP too many ELI-D artifact basins
InAs too many ELI-D artifact basins
InSb too many ELI-D artifact basins
C 0.000 0.000 0.650 7.806 3.903 0.500
Si 0.000 0.000 1.308 7.849 3.925 0.500
Ge 0.000 0.000 1.415 8.490 4.245 0.500
Sn too many ELI-D artifact basins
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E. Sjöstedt, L. Nordström, Phys. Rev.
B 2001, 64, 195134.
[38] V. Guillemin, A. Pollack, Differential
Topology, AMS Chelsea Publishing,
2010.
[39] C. F. Matta, J. Comput. Chem. 2014,
35, 1165.
[40] M. V. Butovskii, B. Oelkers, T. Bauer,
J. M. Bakker, V. Bezugly, F. R. Wag-
ner, R. Kempe, Chem. Eur. J. 2014,
20, 2804.
[41] B. Boucher, J.-F. Halet, M. Kohout,
Comput. Theor. Chem. 2015, 1068,
134.
[42] A. I. Baranov, M. Kohout, J. Comput.
Chem. 2011, 32, 2064.
[43] D. Bende, Yu. Grin, F. R. Wagner,
Chem. Eur. J. 2014, 20, 9702.
[44] R. Ponec, F. Uhlik, Croat. Chem. Acta
1996, 69, 941.
[45] F. R. Wagner, unpublished results.
[46] M. A. Blanco, A. Martin Pendas,
E. Francisco, J. Chem. Theory Com-
put. 2005, 1, 1096.
[47] A. D. Becke, K. E. Edgecombe, J.
Chem. Phys. 1990, 92, 5397.
[48] A. Savin, O. Jepsen, J. Flad, O. K. An-
dersen, H. Preuss, H. G. von Schnering,
Angew. Chem. 1992, 104, 186.
[49] M. Kohout, K. Pernal, F. R. Wagner,
Yu. Grin, Theor. Chem. Acc. 2005,
113, 287.
[50] M. Kohout, F. R. Wagner, Yu. Grin,
Int. J. Quant. Chem. 2006, 106, 1499.
[51] M. Kohout, F. R. Wagner, Yu. Grin,
Theor. Chem. Acc. 2008, 119, 413.
[52] B. Silvi, A. Savin, F. R. Wagner, Mod-
elling of Minerals and Silicated Materi-
als, Springer, 1997, 179.
[53] B. Silvi, J. Mol. Str. 2002, 614, 3.
140
BIBLIOGRAPHY
[54] I. Veremchuk, T. Mori, Y. Prots,
W. Schnelle, A. Leithe-Jasper, M. Ko-
hout, Yu. Grin, J. Solid State Chem.
2008, 181, 1983.
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übernommenen Gedanken sind als solche kenntlich gemacht. Die Ar-
beit wurde bisher weder im Inland noch im Ausland in gleicher oder
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