A GEOMETRIC INEQUALITY WITH APPLICATIONS TO LINEAR FORMS

JEFFREY D. VAALER
Let C N be a cube of volume one centered at the origin in R N and let P κ be a iΓ-dimensional subspace of R N . We prove that C N Π P κ has iΓ-dimensionai volume greater than or equal to one. As an application of this inequality we obtain a precise version of Minkowski's linear forms theorem. We also state a conjecture which would allow our method to be generalized. I* Introduction* Let C N -[ -1/2, 1/2]^ be the iV-dimensional cube of volume one centered at the origin in R N and suppose that P κ is a if-dimensional linear subspace of R N . Dr. Anton Good has conjectured that the iί-dimensional volume of P κ Π C N is always greater than or equal to one. In case K = N -1 this has recently been proved by Hensley [6] , who also obtained upper bounds for this volume. Our purpose in this paper is to prove the conjecture for arbitrary K and to give some applications to Minkowski's theorem on linear forms. In fact we prove a more general inequality for the product of spheres of various dimensions which contains the conjecture as a special case.
We write x for the column vector I I in R n and ( n \ 1/2 for its length. We define the sphere S n by where ρ n = π' 1/2 {Γ(n/2 + l)} Vί \ It follows that μ n (S n ) = 1 where μ n is Lebesgue measure on R n . Also we let Xu(x) denote the characteristic function of a subset U in R n . Our first main result is contained in the following theorem. THEOREM 1. Suppose that n lf n 2f --,nj We note that if rank(A) < K then each side of (1.1) is infinite. From Theorem 1 we easily deduce a lower bound for μ κ {Q N Π P κ )-
COROLLARY.
Let Q N be as in Theorem 1 and let P κ 
Proof. Choose A in Theorem 1 so that the columns of A form an orthonormal basis for P κ in R N . Then the left hand side of (1.1) is 1 while the right hand side is μ κ (Q N Π P κ ).
The corollary clearly contains Good's conjecture since Q N = C N if n ό = 1 and J = N.
Next we suppose that L0), j = 1, 2, , N are N linear forms in K variables, 
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Theorem 2 was first proved in the case N ^ K and M = 1 by Minkowski [8, p. 104] . Subsequently the extension of Minkowski's convex body theorem by van der Corput [5] The author wishes to thank Professors Patrick Brockett, Douglas Hensley, and Bruce Palka for several helpful discussions on the subject of this paper. 2* Preliminary results* In this section we briefly summerize some facts about logarithmically concave measures and functions. A more detailed discription can be found in the papers of Kanter [7] and Prekopa [9] .
A function /: R n -> [0, oo) is said to be log-concave if for every pair of vectors x lf x 2 in R n and every λ, 0 < λ < 1, we have A probability measure v defined on the measurable subsets of R n is log-concave if for every pair of open convex sets U 1 and U 2 in R n and every λ, 0 < λ < 1, we have
where + on the left hand side of (2. The first part of Lemma 3 is a result of Borell [2, p. 123] while the converse was proved by Prekopa [9] , (see also Kanter [7, Lemma 2.1] ).
Let v x and v 2 be probability measures on R n . We say that v 2 is more peaked
If f and f 2 are probability density functions on R n we say that f 2 is more peaked than f if the measure f 2 dμ n is more peaked than the measure fdμ n .
The notion of peakedness was introduced by Birnbaum [1] and Sherman [10] , A complementary relation is that of symmetric dominance in the sense of Kanter [7] . 3 . For our purposes it is more convenient to work with the relation of peakedness.
If v γ and v 2 are log-concave probability measures on R n then the convolution vfv 2 is also log-concave on R n (Kanter [7, Lemma 2.3] Let ΣΛ-I = {^ G ^% : 1^1 = 1} so that for each x Φ 0 in R n we have the unique polar decomposition x = rx r where r = \x\ and x' e Σ*-i If U is a, closed, convex, symmetric subset of R n then it follows that
where dx! is the induced Lebesgue measure on Σ»-i Now for each fixed x! e Σ w _i we have either 
H s
By the orthogonality condition \Ax + By\ 2 = \Ax\ 2 + \By\ 2 and so as ε -> 0 + the left hand side of (3.7) clearly converges to
To evaluate the corresponding limit on the right hand side of (3.7) we observe that for 0 < β <^ 1 and each x e R κ ,
By)dμAv) £ 1 •
Since Q N and H' are both bounded we have
for sufficiently large \x\ independent of ε. Thus by dominated convergence the limit on the right of (3.7) as ε-^0+ is (3.8 
) ( jlimε-^S X QN (AX + By)dμAv)\dμ κ (x) .
Clearly lim e~κ' \ 1 QN {AX + By)dμAv) = *Q N (AX)
except possibly when Ax is a boundary point of Q N f] P κ , Since this boundary has Z-dimensional measure zero we see that (3.8 
) is equal to
We have now shown that as ε->0+ on each side of (3.7) we obtain (1.1) and this proves the theorem. .
det(-EB) T (-EB
An easy computation shows that B T E 2 B = A*E 2 A and so completes the proof of (4.1).
To prove the second part of Theorem 2 we choose e 3 -= |det A*A\ ί/2K
for j = 1,2, -,r and ε ό = (2/ττ) 1/2 1det A*A\ 1/2K for j = r + 1, r + 2, •• ,ΛΓ. Then I det A*^2^ I -1 and so (1.4) and (1.5) follow from the first part of the theorem. 5* Lower bounds for arbitrary convex bodies* In this section we suppose that Q N is a closed, convex, symmetric subset of R N witĥ γ(Qiγ) = l If A is an NxK matrix, rank(A) = K, we will be interested in the problem of finding a lower bound for
The method used to deduce Theorem 1 from Lemma 5 will also lead to a lower bound in this more general situation, provided that we can find a suitable normal density function on R N which is less peaked than X QN (X). We succeeded in proving Lemma 5 because the special structure imposed on Q N allowed us to appeal to Lemma 4. We now describe an alternative method which leads to a conjectured lower bound for (5.1).
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