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a b s t r a c t
Current state of the art scan registration algorithms which use only position information often fall
victim to correspondence ambiguity and degeneracy in the optimization solutions. Other methods which
use additional channels, such as color or intensity, often use only a small fraction of the available
information and ignore the underlying structural information of the added channels. The proposed
method incorporates the additional channels directly into the scan registration formulation to provide
information within the plane of the surface. This is achieved by calculating the uncertainty both along
and perpendicular to the local surface at each point and calculating nearest neighbor correspondences
in the higher dimensional space. The proposed method reduces instances of degenerate transformation
estimates and improves both registration accuracy and convergence rate. The method is tested on the
Ford Vision and Lidar dataset using both color and intensity channels, as well as with Microsoft Kinect
data from the Freiburg RGBD Office dataset and data obtained from the University of Waterloo campus.
© 2016 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction
Simultaneous localization and mapping (SLAM) is one of the
cornerstone components of autonomous systems operating in an
unknown environment. With many modern sensors, such as LI-
DAR, RGBD cameras, and stereo cameras, providing robots with
reliable 3D point information of their environment, scan regis-
tration techniques have become a prevalent front end solution
to the SLAM problem. Scan registration aligns pairs of scans to
obtain the rotation and translation of the system relative to its
environment between the two poses. These measurements can
then be combined in a pose graph optimization back end, which
refines the SLAM solution and allows for the aggregation of point
cloud data into aggregated maps. These aggregate maps provide
detailed environmental information which can be used for path
planning and obstacle avoidance.
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Classic scan registration formulations such as the Iterative Clos-
est Point (ICP) [1], Generalized ICP (GICP) [2] and Normal Distribu-
tion Transform (NDT) [3] algorithms use only 3D point information
to calculate point correspondences, distributions, and to perform
the registration. These methods have been demonstrated to work
well in a wide range of environments, but registration accuracy
sufferswhen the environment is devoid of rich geometric variation.
However, many sensors, or combinations of sensors, can provide
additional information for each point such as intensity or color.
The inclusion of the additional information channels can help to
improve registration accuracy, convergence rate, and solve many
structural ambiguities such as occur in hallways or repetitive en-
vironments.
Previous work has been performed to include additional chan-
nels into the scan registration method. Intensity information is
often available from LIDAR system and color information has be-
come commonly applied to 3D scans. Cameras and depth sensors
can be extrinsically calibrated such that points can be associated
with corresponding image pixels and colorized. A multitude of
http://dx.doi.org/10.1016/j.robot.2016.10.016
0921-8890/© 2016 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-
nd/4.0/).
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variations of the ICP method have been proposed over the years,
many of which are compared in [4], and several have attempted
to incorporate additional information. Most of these methods use
the original ICP cost function and incorporate the information by
adding additional constraints or dimensions to the correspondence
computation including [5,6] and [7] which incorporate color infor-
mation as well as surface descriptors, and, [8] and [9] which focus
on intensity information. Color information has also been proposed
to be incorporated into NDT in Color NDT [10] which has been
shown to improve upon the geometry-only methods but still have
several drawbacks. One of the major issues with incorporating
secondary information, particularly color, is the inclusion of both
noise and illumination changes.
The Multi-Channel Generalized-ICP (MCGICP) method, first
proposed in [11], is an extension of the GICP method which in-
corporates additional channels of information for each point. The
additional channels are used to generate a spatial covariance in
the plane of the surface which is used to compliment the existing
plane to planematching and allow the planes to be aligned not only
in the normal direction, but also perpendicular to it. The in-plane
covariance is calculated using a kernel weighted covariance based
on the additional channels and is normalized by the unweighted
population covariance of the points. The in-plane covariance is
added to the GICP archetypal covariance in the planar directions
and is then rotated into 3D space as performed in GICP. Point
correspondences are also changed to use the Color ICP method,
which leverages a higher dimensional weighted kD tree. The error
function is unchanged from the original GICP, however the mod-
ified covariance will induce non-trivial error terms in the planar
directions.
In this work we expand upon our original work to improve
the formulation of the MCGICP method as well as provide addi-
tional experimental validation of the results. First, we provide an
improved and more thorough explanation of the method as well
as the theoretical decomposition of the algorithm in common ex-
trema cases in order to demonstrate its stability analytically. Sec-
ond, we propose the use of eigenvalues as an additional term in the
correspondence calculations in order to improve correspondence
robustness and accuracy. Finally, an in-depth analysis of the results
of themethod is presented onmultiple datasets including, the Ford
Campus Vision and Lidar dataset [12], the Freiburg RGBD Office
dataset [13], and a dataset collected at the University of Waterloo
campus of Microsoft Kinect data in a hallway environment.
2. Related work
Scan registration methods for 3D point clouds are well estab-
lished. One of the first methods proposed for solving the scan
registration problem was the Iterative Closest Point (ICP) method
introduced by Besl and McKay [1]. The ICP algorithm minimizes
the Euclidean distance between nearest neighbor points in the two
scans to find the relative transform. Taking advantage of the lo-
cally planar nature of most environments, Chen and Medioni [14],
proposed a point to plane based variant of ICP which penalizes the
cost only normal to the surface of the environment. This approach
mitigates the sampling error seen in point to point ICP which
assumes that points correspond exactly between scans. More re-
cently, Segal et al. developed Generalized-ICP (GICP) [2] which,
using a probabilistic framework, generalizes the ICP method and
introduces a plane to plane approach with improved performance
over the previous versions. An alternative approach, called the nor-
mal distribution transform (NDT), was first suggested by Biber and
Strasser in [3] in 2D and extended to 3D by Magnusson et al. [15].
NDT segments the scan into fixed size voxels and calculates a
normal distribution of the points within each cell. Scans are then
registered by using the point to distribution or distribution to
distribution [16] error metric.
Although effective in many environments, the purely point
based registration methods miss the opportunity of using addi-
tional sources of information to disambiguate degenerate environ-
ments. Color ICP [5], and similar related works [6,8,9], attempt
to improve ICP performance by using the additional channels,
such as color, to perform the nearest neighbor search in a higher
dimension or by constraining the search space [7]. This method
showed improved point correspondence results but did not change
the underlying scan registration method. A colorized version of
NDT has also been proposed by Huhle et al. [10], which uses color
based kernel functions to generate a Gaussian mixture model such
that each voxel then contains a color based mixture of Gaussians.
Due to the voxelization of the environment this method can lose
some of the finer details of the environment structure. This can
cause reduced accuracy or even registration failure when these
details are vital to determining a correct registration. Servos and
Waslander proposed an extension to the Color NDT algorithm,
Color Clustered NDT (CCNDT), in [17] which uses color clustering
to generate a set of normal distributions instead of the standard
voxel grid. This method improves computational performance and
accuracy but requires an environment with sufficient color varia-
tion for clustering.
An alternate approach to incorporate both color and depth
information in point cloud registration uses image features aug-
mented with depth information. Inspired by low-cost RGBD sen-
sors and stereo vision data, both color and depth information is
available at every pixel in the image. RGBD-SLAM [18], has been
developed by Endres et al. and uses RGBD images collected from
a Kinect or stereo camera to track SIFT or SURF image features in
3D space and optimize the motion transform using a graph SLAM
back-end. This approach can produce accurate maps but can slow
down significantly as the graph grows and can struggle is non-
feature-rich environments. Stereo vision has also been successfully
used for real-time SLAM by Konolige et al. [19], who augmented
stereo feature matching with sparse bundle adjustment, which
provides accurate pose information in rough outdoor environ-
ments over large trajectory lengths with relatively low position
drift. Other methods combine scan registration and image feature
correspondence to improve results. These methods include, [20],
which initialize GICP using image features and [21] which aug-
ments NDT using a small set of image feature correspondences as
a secondary error function.
Recently, with the development of more powerful computers
and parallel processing environments such as CUDA [22], it has
become feasible to perform dense SLAM using all the information
captured in an image frame. These methods attempt to use every
pixel in an image to estimate vehicle pose. Therefore they can be
extremely computationally expensive, however, with paralleliza-
tion are often capable of running in real time.
Several dense camera SLAM methods have been proposed in-
cluding Dense Tracking and Mapping (DTAM) [23], created by
Newcombe et al., which uses a single monocular camera to gen-
erate 3D reconstructions of environments. This method creates
accurate reconstructions but cannot determine scale without an
outside source and is ideal for close up applications. Newcombe et
al. also proposed the dense SLAMmethod KinectFusion [24], which
uses a Kinect sensor to generate dense 3Dmaps of small areas. The
method was further extended byWhelan et al. [25] to allow larger
working volumes and include color. These methods rely on GPU
parallelization in order to be able to perform in real time, and can
be extremely memory intensive as the mapped region grows.
While image based techniques have the advantage of providing
long distance bearing measurements, they suffer from poor range
and field of view when compared to the laser based approaches.
Camera based methods typically require detailed close quarters
information in order to perform effectively and struggle to handle
J. Servos, S.L. Waslander / Robotics and Autonomous Systems 87 (2017) 247–257 249
larger, more homogeneous environments. They generally have sig-
nificant difficulty inmaking large quickmovements, due tomotion
blur and tracking, and using long rangemeasurements, due to poor
triangulation, such as are expected in outdoor operations.
In general, feature based methods can have several draw backs
as demonstrated in [10]. Since feature based methods rely on
matching a small number of points, noise in the 3D location can
cause significant errors. Additionally, a small number or even a
single false correspondence can cause catastrophic failure without
significant reliance on robustification methods in the SLAM back
end. This can make feature based methods unreliable particularly
in dynamic environments where a single, correctly corresponded
feature could move and distort the entire map. Scan registration
methods on the other hand can fail due to a lack of geometric
texture which can cause a degeneracy in the optimization and rely
heavily on the structure of the environment in order to perform
optimally.
The addition of color information into the scan registration
formulation is clearly of benefit and is able to mitigate some of the
major issues present in the classic scan registration algorithms as
well as improve accuracy and run time in some cases. The work
presented in this paper builds upon these colorized scan registra-
tion approaches such as Color ICP, and generalizes the methods
into a robust framework for reliable scan registration for anymulti-
channel sensor suite being used for robot autonomy.
3. Problem formulation
Scan registration algorithms attempt to find the optimal trans-
form between an input scan and a reference scan. The optimal
transform is qualitatively defined as the transform which best
aligns the scans into a common coordinate frame. Given scan A =
{ai}, where ai ∈ R3 for i = 1, . . . ,NA, and scan B = {bj}, where
bj ∈ R3 for j = 1, . . . ,NB, the optimal transformation matrix, T ,
can be defined as,
T =
[
RT tT
0 1
]
where RT ∈ SO(3) is the rotation matrix and tT ∈ R3 is the
translation vector.
The solution is typically computed by optimizing a specified
score function, Γ : SE(3) → R, given the point clouds A and
B, to find the optimal transformation T . The optimization can be
generally defined in the form:
T ∗ = argmin
T
Γ (T ). (1)
The score function is specific to each algorithm and can take
many different forms and inmany cases is optimized in an iterative
method before settling on the final solution. The following section
will introduce the score function definition for GICP, used as a
basis for the MCGICP algorithm. For other commonly used scan
registration methods see [1] for standard ICP, and [3] for NDT.
4. GICP
The Generalized Iterative Closest Point (GICP) method was
developed by Segal et al. in [2] as a unifying framework of the
previously proposed ICP methods. The GICP formulation uses a
probabilistic framework to determine the error function and pro-
ceeds as follows.
First, it is assumed that the nearest neighbor correspondences
have been calculated and scan A and scan B are indexed with cor-
responding points having the same indices and non corresponding
points being removed. Using the probabilistic model it is assumed
that the point clouds A and B are generated from an underlying set
of distributions, where ai ∼ N (aˆi, CAi ) and bi ∼ N (bˆi, CBi ). There-
fore, given perfect correspondences and the correct transform, T ∗,
bˆi = T ∗aˆi. (2)
The difference between samples ai and bi is then defined as
di = bi − Tai. Given that ai and bi are drawn from independent
Gaussian distributions, and given the correct transformation, di can
be written as:
di ∼ N (0, CBi + T ∗CAi (T ∗)T ). (3)
The transform is then solved for using maximum likelihood
estimation (MLE) and simplified to the form
T = argmin
T
∑
i
di(CBi + TCAi T T )dTi . (4)
This formulation can be used to represent any of the standard
forms of ICP including basic point to point as well as point to
plane ICP. However GICP proposes a plane to planemodel in which
it is assumed that points are sampled from surfaces which are
locally planar. In this model the covariance of a point is assumed
to be small in the direction of the normal at that point and large
in all other directions. This assumes that the points have little
information to offer in the directions tangent to the plane. The
covariance at every point, qi ∈ A ∪ B, in both A and B is calculated
using an archetype covariance, CG, define as
CG =
[1 0 0
0 1 0
0 0 ϵ
]
where ϵ is a constant representing the covariance along the nor-
mal. The covariance at a point is then calculated as
CWi = (RWi )CG(RWi )T (5)
where RW is the rotation matrix which rotates ϵ to align with the
surface normal, at point qi.
The local covariance, C Li , is calculated using the k nearest points
to the query point qi found using [26]. The local covariance approx-
imates the model covariance in the region around the query point.
The surface normal information for this method is then computed
using principal component analysis (PCA) on the local covariance,
C Li . The component with the lowest eigenvalue corresponds to the
surface normal. In practice, the model covariance at a given point
can be calculated using the singular value decomposition (SVD) of
the local covariance,
C L = USV T (6)
where the singular values are the diagonal elements of S ∈ Rn×n
sorted in descending order and U and V are orthonormal matrices.
In the singular value decomposition,U is equivalent to the rotation
matrix RWi and therefore S can be replaced by C
G, to compute, CWi .
Fig. 1 shows an example of the alignment of two planar scans
using the GICP algorithm. The plane to plane nature of GICP allows
the scans to be aligned correctlywithout falling into a localminima,
which tends to happenmore frequently in the case of standard ICP
where local normals are not included.
5. Multi-channel GICP
The proposed method, MCGICP, is an extension of the GICP
algorithm which incorporates additional channels of information.
The MCGICP algorithm uses additional channels such as color,
intensity, or any other spectral information, to introduce additional
information to the problem. Additionally, MCGICP uses the added
channels directly in the correspondence search to attempt to pro-
vide more robust results. The increased problem space not only
solves the degeneracy problem but also improves accuracy, con-
vergence, and robustness of the scan registration results without
significantly increasing computational complexity.
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Fig. 1. Example of the alignment of two scans (green and blue) using the GICP algo-
rithm. As can be seen each point has a corresponding covariance which aligns with
the surface of the scan (black). Corresponding points (red lines) with covariances
which are aligned will result in a higher weighted cost in the minimal direction
compared to those which are not aligned. (For interpretation of the references to
colour in this figure legend, the reader is referred to the web version of this article.)
5.1. Covariance calculation
MCGICP assumes, as GICP did previously, that the environment
is locally planar and that the 3D points only contain useful in-
formation in the direction normal to the surface. However, since
the points have at least one additional channel of information, the
additional channel(s) can be used to define the covariance of a
point along the surface plane aswell. The added channels will have
no effect normal to the plane as the sample must lie on the surface
and therefore will complement the positional information well.
First, let all points, pi = {ppi , pdi }T , have both positional in-
formation, ppi ∈ R3, and n descriptor channels, pdi ∈ Rn, which
can include, for example, intensity or RGB color information. Then
for each point in point clouds A and B, the model covariance
sets, CA and CB, are calculated using both position and descriptor
information.
Let q ∈ A ∪ B be the current query point for which the model
covariance is to be calculated. The local covariance, C Li , of the query
point position is calculated using the k nearest neighbor points
to qp using the fast local approximate nearest neighbor algorithm
[26]. Let the nearest neighbors be defined as the set of points
L = {lj} for j ∈ {1, . . . , k}, such that ∥lpj − qp∥ ≤ ∥r − qp∥,
for all r ∈ Q ∩ L¯, where Q is the point cloud associated with
the current query point, q. Singular value decomposition (SVD) is
performed to extract the principal components. The normal of the
surface is found as the component with the smallest singular value
in S. The neighborhood points are then projected onto the plane
perpendicular to the normal and reduced to R2. Let zpj ∈ R2 be the
projected point and Z = {zpj , zdj }T be the new set of points in R2+n.
The projection is then given as
zpj =
[
U1T
U2T
]
lpj
zdj = ldj
(7)
whereU1 andU2 are the first and second columns of the SVDmatrix
U . Note that after the transform, the new population covariance,
Σw ∈ R2×2, of the points, Zp, is the diagonal matrix of the largest
two singular values of S.
Now that the 3D points have been projected onto the local sur-
face approximation, the reduction in uncertainty due to the incor-
poration of descriptor information in the plane can be calculated.
Fig. 2. An example of the population covariance (blue), and descriptor covari-
ance for the biased distribution (red), and the resulting normalized correlation, Ω
(green). (For interpretation of the references to colour in this figure legend, the
reader is referred to the web version of this article.)
To this end a descriptor kernel weighted covariance is calculated
using weightings based on a probabilistic model similar to that
used in [10]. Thedescriptor kernel calculates the probability that an
arbitrary point corresponds to the query point in descriptor space.
The kernel can be defined as a Gaussian distribution, N (qd,Λ),
centered at the query point descriptor, qd, andwithΛ ∈ Rn×n being
the measurement covariance of the descriptor sensor. The kernel
weights are then calculated for each point in Z as:
λj = exp
(
−1
2
(ztj − qt )TΛ−1(ztj − qt )
)
. (8)
Using the kernelweights the descriptor kernelweighted covari-
ance and mean,Σd and µp, can be calculated as
µp = 1∑
j λ
∑
j
λjz
p
j (9)
Σd = 1∑
j λ
∑
j
λj(z
p
j − µp)(zpj − µp)T . (10)
Eqs. (9) (10) give the spatial distribution of points based on
their similarity to the query point. This distribution models the
uncertainty of the descriptor information along the wall locally,
however it can be biased if the original sample population was
itself already biased. Fig. 2 shows an example of a population and
descriptor covariance with a biased initial population. To compen-
sate for this potential bias the distribution is normalized by the
population covariance such that
Ω = Σ−
1
2
w ΣdΣ
− 12
w . (11)
The normalized descriptor covariance, Ω ∈ R2×2, shows the
correlation of the descriptor weighted data compared to that of
the population. The normalization in this case is a Mahalanobis
whitening transform on the population covariance. We use a pre
and post multiplication of the square root of the inverse in order to
ensure thematrixmaintains symmetry. The population covariance
would be transformed into an identity matrix in the normalized
space and the descriptor covariancewould be transformed relative
to the population to give an unbiased descriptor covariance as if
the population were identity. In practice a value less than one
indicates that the descriptor data increased the data certainty in
that direction, while a value less than one indicates an increase in
uncertainty. Directions which have a low normalized covariance
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(a) Example point cloud.
(b) MCGICP covariances.
Fig. 3. Example point cloud (left) with each point covariance calculated using the
MCGICP method (right).
are more likely to capture correct correspondences in the descrip-
tor space in that direction. Cases which have normalized covari-
ances equal to or great than one indicate areas of low descriptor
correspondence certainty, such as a wall of a single continuous
color.
To use this information in the GICP framework,Ω is used along
the planar directions. Therefore, the resulting covariance used in
the MCGICP algorithms is
CD =
[
Ω 0
0 ϵ
]
.
Fig. 3 shows an example color point cloud surfacewith a distinctive
color feature in the center and the corresponding covariances
calculated by the MCGICP algorithm. It can be seen in the figure
that points along the edges of the color boundary have covariances
that align with the color edge. This allows the method to align
the surface, even without geometric features, by aligning the edge
features in the color channels.
The error function andminimization of the MCGICPmethod re-
main unchanged from the original GICP, presented in Eq. (4), which
means that all current methods for solving the GICP optimization
are still valid and no changes are necessary to the optimization.
5.2. Correspondence calculation
In addition to the covariance changes, the calculation of corre-
sponding points is also changed to reflect the higher dimension-
ality of the information. An n + 3 dimensional weighted kD tree
is used to incorporate all of the information into the search as
first shown by Johnson and Kang [5]. A weighting vector, α =
{α1, . . . , αn+3} where α1 = α2 = α3 = 1 are the weights of the
position data, is used to weight the descriptor information relative
to the positional information.
The correspondence information does not need to comedirectly
from the raw sensor information. Processed information can be
used to improve the correspondences. By using the eigenvalues of
the covariancematrix calculated at each point aswell as spatial and
descriptor information, better correspondence matching can be
achieved. Using the eigenvalues of the covariance matrix weights
the correspondence of points such that points with similarly
shaped covariances will be corresponded. This results in points
along the edges of both geometric and descriptor structures to be
corresponded and can improve overall registration results. The use
of other processed information to improve the correspondences
further is possible, however this is left as a point of future work.
6. Extrema cases
Unlike many other methods, the MCGICP method is capable of
gracefully handling the extreme cases of input scans. This includes
the two practical instances which are a scan with a consistent
descriptor value for every point and a scan with unique descrip-
tor values for every point. Many other methods fail, and do not
converge to the correct solution in one or more of these cases,
where as MCGICP falls back to a logical state that is still capable
of performing the registration with the information provided.
In the first case, where all points have identical descriptor
information, the MCGICP method will mathematically become
equivalent to the base GICP algorithm. This happens because the
normalized descriptor covariance will become the identity when
there is no change in the weighted descriptor covariance, Σd,
compared to the population covariance, Σw . This would mean
that,
Σw = Σd (12)
Ω = Σ−
1
2
w ΣdΣ
− 12
w = I (13)
CD = CG. (14)
Therefore the GICP archetype covariance, CG, is assigned at
every point. Since each point has the same descriptor and covari-
ance, the correspondence search will only be dependent on the
geometric distances. Thus the algorithm will be equivalent to the
GICP algorithm. In this case, algorithms which rely extensively on
unique descriptor information, such as feature basedmethods, will
fail to register scans correctly.
In the second case, where all points have a unique descriptor,
the MCGICP method will become equivalent to the color ICP algo-
rithm. In this case, because all of the descriptors are unique, the
weighted descriptor covariance will be very small. Thus it follows
that,
Ω ≈ ϵI (15)
CD ≈ ϵI. (16)
Since CD in this case is simply a scaled identity matrix and all
points will have approximately the same covariance matrix, each
point will have the same weighting relative to other points as
well as the same weighting in all directions. The correspondence
calculation will take into account these uniform descriptors with
the result being that each point is corresponded by both descriptor
and geometry. This is equivalent to how the color ICP algorithm
would perform and in this case is a good approach for this type
of environment. In this case algorithms such as GICP would fail to
converge due to the lack of geometric features.
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In both extreme cases the MCGICP algorithm seamlessly han-
dles using the information available in an intelligent manner, al-
lowing the method to be robust to the widest range of possible
environments.
7. Implementation
The proposedmethod is a generalized framework which can be
used with a variety of different sensor combinations. The number
of additional channels which can be added to the points is not
limited by the algorithm but in practice is only limited by dimin-
ishing returns on the usefulness of the information. Three possible
sensor configurations are discussed below. First, a system which
uses only a LIDAR sensor with intensity information, second, a
typical colorized point cloud generated from a camera and range
sensor combination, and finally a configuration incorporating a
LIDAR sensor with intensity information with a camera setup to
provide four additional information channels.
7.1. Laser intensity descriptor
A single LIDAR, such as the Velodyne HDL-64E, can add an
additional channel in the form of laser intensity, which provides
useful information to the registration. In the single channel case,
the descriptor covariance reduces to a single value, and is found by
computing the variance, Λ ∈ R, of the laser scan intensity values.
The weighting, α4, of the intensity channel in the nearest neighbor
search is used to scale the influence the intensity channel will have
on finding nearest neighbors.
7.2. Color descriptor
The combination of a camera and a range sensor is a common
setup on many robotic systems. Color provides three channels to
incorporate into the model. In this case, Λ ∈ R3×3 is a covariance
matrix of three variables. However, it can be assumed that the
color channels are independent and thereforeΛwill be a diagonal
matrix consisting only of the intra-channel variances. The exact
values of Λ will depend not only on the sensor used but also on
the color space which is chosen.
In this work, the RGB color space is used. In the RGB space,
the color variances and weightings can be set equal to each other
to represent equal uncertainty in each of the colors. The option
of alternative color spaces is also possible as each space provides
different benefits and considerations. For an HSV or YUV space,
the variance of the value and illumination channels can be larger
and the nearest neighbor weighting smaller to distinguish a higher
uncertainty in illumination which is common in real world scenes.
The choice of color space does not have a direct impact on the
algorithm but does change the desired values ofΛ and {α4, α5, α6}
and may impact performance depending on the characteristics of
the environment and lighting. Recent work on lighting invariance
for robotic perception [27] may also prove beneficial, but remain
an area of future work.
7.3. Combined color and intensity
The combination of both color and laser intensity information
presents an interesting configuration which is not typically lever-
aged in current algorithms. Although the channels of the combined
descriptor could be considered to be independent it has been
shown in [28] that laser intensity and color intensity are in fact
positively correlated. This can be incorporated into the algorithm
by setting the inter-channel covariance terms of Λ to non zero
values. The covariance matrix can be determined experimentally
using a set of known training data. The weighting values for the
nearest neighbor search are typically inversely proportional to the
variance of that particular channel and are therefore dependent on
the specific sensors being used.
8. Experimental results
The MCGICP method is evaluated using three sets of data. The
first set is the Ford Campus Vision and Lidar dataset [12]. The
Ford dataset contains LIDAR and omni-directional image data as
well as ground truth and is used to evaluate the quantitative
accuracy of the scan registration results in outdoor environments.
The method is evaluated using the laser intensity (I), color (C) and
combined (C+I) descriptor channels as described in Section 7. The
second dataset used for evaluation is the Freiburg RGBD dataset.
The Freiburg dataset is generated in staged indoor environments
and is collected using an RGBD camera. The Freiburg data is used
to evaluate the accuracy and robustness of the method in indoor
environments. The final set of data was obtained using a Microsoft
Kinect sensor on the University of Waterloo campus. This dataset
is used to evaluate the method on data with limited geometric
structure. The method is evaluated qualitatively based on the re-
construction of a flat textured surface. Finally the convergence rate
of each algorithm is compared using the Ford Campus dataset. In
all cases the method is compared to both the original GICP and
Color ICP algorithms as implemented in the Point Cloud Library
(PCL) [29] as well as the CCNDT algorithm. In all evaluations the
RGB color space is used.
8.1. Ford dataset absolute error
The Ford Campus Vision and Lidar dataset was generated using
a Ford F-250 pickup truck equippedwith a VelodyneHDL-64E laser
scanner, a Point Grey Ladybug3 omni-directional camera, and an
Applanix POS-LV 420 INS with Trimble GPS used for ground truth
data. A series of 200 frames froma challenging subset of the dataset
were used to perform pairwise registration on each consecutive
pair of scans. This section was chosen as it contains limited geom-
etry structure and represents a challenging area where previous
methods can fail to converge due to degeneracy in the geometric
constraints. No pose prior was used, so the initial estimate for the
optimization was set to zero in all cases.
The ideal parameters used for each method were determined
experimentally in order to produce the best results for this dataset.
All methods used the BFGS optimization backend provided by
PCL with termination conditions set to transformation epsilon
1e-6, euclidean fitness epsilon 1e-6 and max iterations of 50.
GICP used a max correspondence distance of 1 m and Color
ICP and MCGICP used a correspondence distance of 20 in the
multi-channel descriptor space. CCNDT uses a color clustering
threshold of 5 and a distance threshold of 2.0 with a minimum
cluster size of 3. MCGICP used a weighting vector for the near-
est neighbor search of α = {αx, αy, αz, αR, αG, αB, αI , αe} =
{1.0, 1.0, 1.0, 0.1, 0.1, 0.1, 0.05, 1.0} and Color ICP used the same
weighting excluding the intensity and eigenvalue terms. Finally,
MCGICP used an idealizedmeasurement model such that the diag-
onal ofΛwas set to {120, 120, 120, 200} corresponding to the RGB
and intensity channels respectively, with zero cross correlation.
An exact measurement model of the sensor could be generated
by experimentation but it is expected that is would not improve
results significantly and is left for future work.
The resulting transforms were then compared to the ground
truth data to calculate the mean and standard deviation of the
translational and rotational errors. The results are summarized in
Table 1.
The error distributions from Fig. 4 as well as the error summary
provided in Table 1 show that MCGICP using either color or com-
bined descriptors has increased accuracy and reduced uncertainty
over that of CCNDT, GICP, and Color ICP. Note that additional out-
liers exist outside the bounds of Fig. 4 but are reflected in themean
values shown in Table 1. Of theMCGICP variants, the combined de-
scriptor produced the best results followed by the color descriptor
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Table 1
Summary of translation and rotation errors of the methods on the Ford dataset.
Color
ICP
GICP CCNDT MCGICP
intensity
MCGICP
color
MCGICP
combined
mean error [m] 0.3532 0.2344 0.2090 0.2370 0.2045 0.1606
std. dev. [m] 0.2935 0.2965 0.1952 0.2419 0.1943 0.1492
mean error [rad] 0.0030 0.0042 0.0052 0.0035 0.0033 0.0030
std. dev. [rad] 0.0021 0.0034 0.0032 0.0023 0.0022 0.0020
(a) Translational error.
(b) Rotational error.
Fig. 4. Comparison of accuracy results for MCGICP against existing algorithms
performed on the Ford dataset. Translational (top) and rotational (bottom) errors
are shown.
while intensity alone produce poor results. This is expected as the
combined descriptor provides the most robust information while
the intensity alone has minimal distinctive variation in value. The
combined descriptor increases the information at each point while
maintaining consistency. This results in increased correlation and
correspondence certainty. This shows that the MCGICP method is
dependent on the use of an accurate and discriminating descriptor
space.
The cumulative distribution of error is presented in Fig. 5.
The distribution shows that for MCGICP 90% of registrations are
performed with less than 0.32 m of error. MCGICP demonstrates
improved performance relative to the other methods over the
Fig. 5. Cumulative error distribution of the MCGICP method compared to existing
methods on the Ford.
majority of cases, and with slightly improved accuracy over GICP
overall. The distribution for MCGICP shows that the method main-
tains good performance over the entire range of data. Color ICP is
omitted from this plot for clarity, due to its failure to converge from
the initial position in many cases.
The aggregatedmaps of a challenging section of the Ford dataset
generated by Color ICP, GICP and MCGICP using the combined
descriptor are shown in Fig. 6. In the aggregatemaps, it can be seen
that MCGICP creates more accurate results. This is evident by the
blurring which can be seen in the Color ICP and GICP maps but is
reduced in the MCGICP results.
An aggregate map of a large section of the Ford dataset gener-
ated using scan-to-map matching with the MCGICP algorithm is
shown in Fig. 7. Only a subsection of the map, aggregating every
20th scan, is shown for visual clarity. The map shows a highly
consistent path, with only minimal drift throughout the loop. The
use of scan-to-map matching, where scans are matched to an
aggregation of previous scans, improves the global consistency of
the results. Results could be further refined using a standard back-
end optimization tool such as g2o [30].
8.2. Freiburg RGBD indoor dataset
The Freiburg RGBD dataset used for these experiments is the
Long Office Household Scene. In this case, since the dataset only
contains points with color information, only color is used as the
descriptor channel. This dataset consists of 162 scans with ground
truth information from a motion capture system. Scan-to-scan
matching is performed and compared to the ground truth infor-
mation to evaluate accuracy. No pose prior was used, so the initial
estimate for the optimization was set to zero in all cases.
The ideal parameters used for each method were again deter-
mined experimentally in order to produce the best results for this
dataset. The optimization parameters are the same as the previous
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(a) Color ICP.
(b) GICP.
(c) MCGICP combined.
Fig. 6. Aggregated point cloud maps generated from a subsection the Ford Vision
and Lidar dataset.
tests. GICP used a max correspondence distance of 0.2 m and
MCGICP used a correspondence distance of 10 in themulti-channel
descriptor space. NDT used a cell size of 0.05 m and CCNDT uses a
color clustering threshold of 5 and a distance threshold of 0.05with
a minimum cluster size of 3. MCGICP used a weighting vector for
the nearest neighbor search of α = {αx, αy, αz, αR, αG, αB, αe} =
{1.0, 1.0, 1.0, 0.02, 0.02, 0.02, 1.0}. Finally, MCGICP used an ide-
alized measurement model such that the diagonal ofΛ was set to
{50, 50, 50} corresponding to the RGB channels respectively with
zero cross correlation.
Table 2 shows the mean and standard deviation of the errors
of MCGCIP compared to the other methods. It shows that on the
Freiburg dataset, MCGICP has superior accuracy in both translation
Table 2
Summary of translation and rotation errors of the methods on the Freiburg dataset.
NDT GICP CCNDT MCGICP
color
mean error [m] 0.0546 0.0528 0.0413 0.0353
std. dev. [m] 0.0592 0.0616 0.0511 0.0415
mean error [rad] 0.0676 0.0460 0.0408 0.0349
std. dev. [rad] 0.0998 0.0625 0.0498 0.0412
and rotation, and with a tighter standard deviation than the other
methods.
Fig. 8 shows the accuracy comparison of MCGICP with existing
methods. The graph shows that both MCGICP and CCNDT have
improved accuracy over the other methods, however in this case
MCGICP and CCNDT have approximately equivalent results. This
is because this scene is ideally suited for CCNDT as it has high
variation in color. MCGICP is also able to use this color informa-
tion effectively but not to the extent that it improves in accuracy
significantly over CCNDT. It should be noted however that MCGICP
does show fewer outliers in the registration results than CCNDT, as
seen by the error means in Table 2, demonstrating that MCGICP is
more robust even in this case.
The cumulative distribution of errors generated using the
Freiburg dataset is shown in Fig. 9. The distribution shows that
90% of MCGICP registrations have errors less than 0.067 m. The
distribution also shows MCGICP has improved accuracy over both
GICP and NDT over the entire range was well as over CCNDT in
the top 20th percentile. This demonstrates the robustness of the
MCGICP method is it maintains high accuracy over the largest
range of possible scans.
8.3. Kinect sparse geometry data
The Kinect Sparse Geometry dataset was obtained using the
Microsoft Kinect RGB-D sensor mounted to a mobile robotics test
platform. The sequence is of a flat wall which is covered in posters.
This sequence contains no distinct geometric surfaces other than
the flat wall and therefore produces degenerate solutions in the x
and y directions when only geometry is considered. The sequence
consists of 200 frames traversing from right to left over a 10 m2
area. The aggregated results of pairwise registration for MCGICP,
GICP and Color ICP are presented in Fig. 10. This experiment em-
ploys the same algorithm parameters as were used in the Freiburg
dataset.
Fig. 10 demonstrates the ability of the MCGICP algorithm to use
the additional channels to compensate for the lack of geometric
information. CCNDT performs comparably to MCGICP in this case
and is not shown. Color ICP is also able to partially compensate
but has much lower accuracy observed by the increased blurring
of the posters. Color ICP has trouble correctly aligning the scans
due to noise in the images causing incorrect correspondences and
skewing the results. The GICP results fail catastrophically in this
case due to the lack of geometric information along the wall and
therefore all the scans are incorrectly aligned.
8.4. Convergence rate
The overall computation time ofMCGICPwas compared against
the GICP and CICP methods and results are shown in Fig. 11. The
box plot shows that MCGICP has a slightly lower median com-
putation time than the other methods as well as a low standard
deviation than CCNDT and GICP. Overall MCGICP demonstrates
comparable or slightly superior performance over existing scan
matching algorithms.
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Fig. 7. Aggregate map of a subsection of the Ford dataset generated using MCGICP with scan-to-map matching. The yellow line indicated the calculated path of the vehicle.
(a) Translational error.
(b) Rotational error.
Fig. 8. Comparison of accuracy results for MCGICP against CCNDT and existing
algorithms performed on the Freiburg dataset.
The final evaluation compares the convergence rates of the
three algorithms. Given an example frame from the Ford Data
Set, the error residual is plotted versus the iteration in Fig. 12.
As all three algorithms use computationally similar cost functions,
iterations are proportional to convergence time.
Fig. 12 clearly shows that MCGICP converges significantly more
quickly than the original GICP algorithm. Color ICP has been shown
Fig. 9. Cumulative error distribution of the MCGICP method compared to existing
methods on the Freiburg dataset.
to converge more quickly than standard ICP due to the fact that
it acquires the correct correspondences more quickly using the
higher dimensional search space. GICP is shown to converge more
quickly than Color ICP, as GICP does not rely as heavily on correct
point correspondences to converge and only needs corresponding
points to lie on the same surface. MCGICP combines the beneficial
properties of both GICP and CICP to acquire the correct surface
correspondences and converges most rapidly.
9. Conclusion
This work presents the Multi Channel Generalized-ICP method
for robust scan matching. The proposed method incorporates the
additional sensor channels directly into the GICP formulation to
provide additional information in the plane parallel to the local
surface. The GICP algorithm relies solely on surface normal in-
formation at each point, and requires surface normals from the
point set to span all of R3 to properly determine the transforma-
tion and avoid degeneracy of the solution. However, many real
world environments, such as hallways and flat open spaces, do not
provide sufficient information when using surface normals alone.
The MCGICP method modifies the model covariance planar to the
surface normal and calculates nearest neighbor correspondences
in a higher dimensional space, thereby exploiting the additional
information available in the point cloud from secondary sensor
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(a) GICP.
(b) Color ICP.
(c) MCGICP.
Fig. 10. Aggregated point cloudmaps generated from the geometrically degenerate
poster wall dataset using the Kinect sensor.
Fig. 11. Comparison of computation time of MCGICP against existing methods.
channels to avoid this shortcoming. The proposedmethod demon-
strates improved registration accuracy and convergence rate on as
well as robustness to degenerate geometric cases.MCGICP can per-
form robustly in both indoor and outdoor environments and with
a wider range of possible configurations than previous methods.
Fig. 12. Comparison of convergence of the Color ICP (red), GICP(blue) and MCGICP
(green) algorithms. (For interpretation of the references to colour in this figure
legend, the reader is referred to the web version of this article.)
Future work includes incorporating the proposed method with a
graph-SLAM back-end for loop closure and exploring other pos-
sible descriptor space combinations. Also, further investigation in
the use of intensity and color information together and the effects
of lighting and reflectance changes, such as those discussed in
[4], needs investigation. Finally, characterization of the domain of
registration convergence is an area of future investigation.
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