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The first empirical chapter examines the existence of a “net equity issuance” (NEI) 
effect in the UK stock market. Net Equity Issuance (NEI) refers to the change in a 
firm’s shares outstanding due to events such as SEOs, acquisitions financed by 
share issues, issues to staff and share repurchases. The NEI effect is the ability of 
share issuance by firms to predict their subsequent stock returns. My results mainly 
suggest that there is an NEI effect in the UK. However, a discrepancy exists 
between the UK results and those found in the US. In the UK market, negative-NEI 
stocks tend to show negative subsequent returns while zero-NEI stocks have the 
highest subsequent returns. I also find that the abnormal returns from the NEI effect 
disappear when transaction costs are taken into account. Furthermore, the asset 
pricing test results suggest that the new factor models partially explain the NEI 
effect in the UK.  
The second empirical chapter evaluates the information content of new asset pricing 
factors in the UK. I find that two new risk factors, the investment factor and the 
profitability factor, improve the factor model’s performance in the UK while both 
the size factor “small minus big” (SMB) and the value factor “high minus low” 
(HML) are redundant. There is also evidence that factor construction methods 
matter to the information content of the profitability factor. The most informative 
profitability factor in the UK among the possible candidates is constructed using 
income before extraordinary items scaled by book equity. 
The third empirical chapter explores the information content of the two new factors 
by linking them to the state variables which predict future investment opportunities. 
By doing this, I find confirmative evidence that the two new risk factors may proxy 
for state variables that capture time variations in the investment opportunity set. I 
find empirical evidence which confirms that the investment factor predicts future 
economic growth, proxied by GDP growth, investment growth and consumption 
v 
 
growth. In addition, the investment factor is found to be related to dividend yield 
shocks, whereas the profitability factor is related to inflation shocks. In addition, 
the pricing significance of macroeconomic variable shocks disappears when 
loadings on the two new factors are presented in the model. The evidence therefore 
provides economic interpretation to the information content of the new asset pricing 
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Asset pricing studies attempt to address two of the most central issues in finance: 
how assets are priced and why some assets deliver higher average returns than 
others. Since the proposing of the Capital Asset Pricing Model (Sharpe, 1964; 
Lintner, 1965; Mossin, 1966), the focus of empirical asset pricing researchers has 
been to investigate the stock return patterns from different perspectives. On the one 
hand, a large stream of academic literature has documented capital market 
anomalies that cannot be explained by asset pricing models. Harvey, Liu and Zhu 
(2015) document that 313 papers have been published in leading finance journals 
that study factors explaining the cross-section of expected returns since 1976. On 
the other hand, based on the assumption that higher returns are compensating 
investors who hold assets with higher systematic risks, asset pricing factor models 
have been proposed to capture the cross-section of expected returns (Fama and 
French, 1993; 2015a; Hou, Xue and Zhang, 2015). As the Fama-French three-factor 
model has become the benchmark of risk adjustment in the finance literature, their 
economic interpretation has become the subject of debate. Fama and French (1993) 
claim that other than the market factor, there are two additional factors that act as 
proxies for risk: one is “small minus big”, based on size (market capitalization), and 
the other is “high minus low”, based on book-to-market value. These factors may 
also represent state variables that capture time-variation in the investment 
opportunity set. A considerable literature has therefore investigated the risk-based 
interpretations (Lewellen, 1999; Liew and Vassalou, 2000; Vassalou, 2003, 
Vassalou and Xing, 2004; Zhang, 2005; Petkova, 2006).  
While the mainstream asset pricing  studies are conducted on the US stock market, 
it is important to provide out-sample analysis using a non-US sample, as asset 
pricing  anomalies and risk factors may be sensitive to the economic and 
institutional backgrounds of different stock markets. For instance, a number of 
papers report an insignificant size effect in the UK stock market after controlling 
for other pronounced market effects (Chan and Chui, 1996; Miles and 
Timmermann, 1996; Strong and Xu, 1997). Moreover, Griffin (2002) and Hou, 
Karolyi and Kho (2011) suggest that asset pricing models are best constructed at 
country level as country-specific factors outperform global and regional factors. 
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Furthermore, several studies suggest that the performance of the asset pricing factor 
models in the UK does not fully resemble the US results (Fletcher, 2001; Gregory, 
Harris and Michou 2001; Fletcher and Forbes, 2002; Hung, Shackleton and Xu, 
2004; Fletcher and Kihanda, 2005; Michou, Mouselli and Stark 2014). My thesis 
contributes to the existing empirical asset pricing  literature by providing out-
sample tests to complement the US studies by focusing on the UK market, one of 
the most influential stock markets globally. 
The first empirical chapter (Chapter 2) examines the existence of a “net equity 
issuance” (NEI) effect in the UK stock market. Net Equity Issuance (NEI) refers to 
the change in a firm’s shares outstanding due to events such as SEOs, acquisitions 
financed by share issues, issues to staff, and share repurchases. NEI has predictive 
power for cross-sectional stock returns in the US and other international markets 
(Daniel and Titman, 2006; Fama and French, 2008; Pontiff and Woodgate, 2008; 
McLean, Pontiff and Watanabe, 2009). The economic importance of the NEI effect 
is comparable with that of other leading capital market anomalies, including the 
momentum and accruals anomalies. However, the UK evidence suggests that the 
NEI effect might be small in the UK. Studies of LRARs (long-term abnormal 
returns) following SEOs report mixed results, with debates about both the impact 
of research design on the results and whether LRARs are different following rights 
issues compared with open offers or placings. There is no consensus that LRARs 
are negative following UK SEOs, as there is for US SEOs. The evidence is also 
inconclusive regarding returns following repurchases. Rau and Vermaelen (2002) 
report negative LRARs following repurchases by UK companies, which is the 
opposite of the US evidence. Overall, the existing evidence on returns following 
SEOs and repurchases casts doubt on the existence of a NEI effect in the UK stock 
market. 
The main contribution of the first empirical chapter is that it offers a thorough 
investigation of the NEI effect using UK data. There is little existing evidence on 
the NEI effect that is specific to the UK. The international study by McLean et al. 
(2009) presents few results for individual countries. The negative coefficients on 
NEI they report for the UK, from regressions on future returns, are closer to zero 
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than the coefficients for the USA. Secondly, all previous studies measure returns 
gross of transaction costs. It is therefore not known whether the NEI effect can 
underpin an investment strategy which would yield abnormal returns after 
transaction costs, and my study fills this gap in our knowledge. Finally, I present a 
thorough assessment of the NEI effect (before transaction costs) in the context of 
several existing asset pricing models. The original Fama-French three factors are 
augmented by momentum, investment, profitability and liquidity factors.  
The empirical results from both Fama-Macbeth regressions and sorted portfolio 
analysis confirm that higher NEI is associated with lower subsequent returns in the 
UK. However, negative-NEI stocks tend to show negative subsequent returns while 
zero-NEI stocks have the highest subsequent returns, which differs from the US 
evidence. In addition, I also find that the abnormal returns from the NEI effect 
disappear when transaction costs are subtracted. Finally, the asset pricing test 
results suggest that although the new factors are able to explain much of the NEI 
effect, they fail to explain all of it. The overall results show the existence of the NEI 
effect in the UK market, which is not captured by the existing asset pricing models. 
The second empirical chapter (Chapter 3) examines the information content of new 
asset pricing factors in the UK as a way of controlling for risk in UK asset pricing  
research. In the empirical asset pricing literature, numerous researchers have 
investigated the properties of three-factor models mainly using US data. However, 
the performance of the most widely used models such as the Fama-French three-
factor model (Fama and French, 1993) have been subject to criticism. New factor 
models are therefore proposed, aiming to improve the description of the cross-
section of expected returns (Fama and French, 2015a; Hou, Xue and Zhang, 2015). 
It is important to provide out-sample analysis of the US-based asset pricing  results 
as studies show that regional models out-perform global-level asset pricing  models 
(Griffin, 2002; Hou, Karolyi and Kho, 2011). Therefore, I specifically focus on the 
two new factors that have been used in the five-factor model (Fama and French, 
2015a) and the q-theory model (Hou, Xue and Zhang, 2015). In addition, empirical 
evidence suggests that the performance of factor models is sensitive to the choice 
of factor construction (Novy-Marx, 2013; Ball et al., 2015; Fama and French, 
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2015b). I construct alternative forms of the new factors with the general objective 
of evaluating the performance of the new linear factor models in the UK. 
The first contribution of the second empirical chapter is to provide comprehensive 
evidence of the information content of new asset pricing factors in the UK. There 
is very limited evidence of how five-factor models perform in the UK market and 
most previous literature focuses on the performance of the Fama-French three-
factor model (Gregory, Tharyan and Christidis, 2013; Michou, Mouselli and Stark, 
2014). In addition, the second empirical chapter also contributes to the literature 
with regard to how factor choices influence the performance of factor models. I 
examine various versions of profitability factors with regard to their relative 
informativeness in explaining the cross-section of expected returns. Based on the 
empirical evidence, my results provide guidance to future UK researchers and 
investors regarding the choice of effective asset pricing factor models. 
The empirical results suggest that both the size factor “small minus big” (SMB) and 
the value factor “high minus low” (HML) are redundant in the UK, as their 
information is spanned by other factors. UK researchers should consider using a 
new three-factor model by replacing the size factor and the value factor with a 
profitability factor and an investment factor to control for time-series variation 
among stocks. Amongst all the factor models tested, my results show that the choice 
of profitability factor affects model performance. The most informative profitability 
factor in the UK among the possible candidates is constructed using income before 
extraordinary items scaled by book equity.  
While the second empirical chapter confirms the significant role of the two new 
risk factors in the UK, the third empirical chapter (Chapter 4) investigates the 
rational explanation for the new factors by linking them to the state variables and 
investigates whether they can predict future investment opportunities. Fama and 
French (1993) state that HML and SMB may represent state variables that capture 
time-variation of the investment opportunity set. This hypothesis is supported by a 
number of studies which provide supportive evidence that HML and SMB is related 
to future macroeconomic activities or shocks to macroeconomic state variables 
8 
 
(Liew and Vassalou, 2000; Vassalou, 2003; Petkova, 2006). For the two recently 
proposed factors, little attempt has been made to examine their links to the 
macroeconomic state variables, especially in the UK stock market. Although the 
two new factors are justified by models such as q-theory, the partial-equilibrium 
nature of the theoretical model may not justify the risk interpretation of the factors 
(Cooper and Priestley, 2011). The third empirical chapter therefore examines 
whether the two new risk factors are linked to future macroeconomic activities and 
to shocks to macroeconomic state variables. 
The third empirical chapter mainly contributes to the literature by providing an 
economic interpretation for the information content of the new factors. As pointed 
out by Cochrane (2009), macroeconomic factor models are constructed not to 
outperform the Fama-French factors in asset pricing performance, but to understand 
why they work better and provide better justification. Previous studies use US data 
and show that the investment factor “conservative minus aggressive” (CMA) is 
related to future economic activities (Cooper and Priestley, 2011). My research 
extends the evidence to the performance of both the investment factor and the 
profitability factor using a UK data sample.  
The results are, to some extent, consistent with the risk-based economic 
interpretations of the new factors. Firstly, the results confirm that the investment 
factor predicts future economic growth, proxied by GDP growth, investment 
growth and consumption growth. In addition, both the investment factor and the 
profitability factor have significant relation with shocks to macroeconomic state 
variables. The investment factor is related to dividend yield shocks, whereas the 
profitability factor is related to inflation. Furthermore, the two new factors provide 
incremental information to the macroeconomic factors in the UK market. The 
pricing significance of macroeconomic variable shocks disappear when loadings on 
the two new factors are presented into the model. The UK evidence therefore 
suggests that the two new risk factors are consistent with economic interpretations. 
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The conclusion chapter of the thesis further discusses the implications of my 
empirical results for investors, fund managers and policy-makers. In addition, 



































This empirical chapter examines the existence of a ‘net equity issuance’ (NEI) 
effect in the UK stock market. The NEI effect is the ability of share issuance by 
firms to predict their subsequent stock returns. Evidence in Daniel and Titman 
(2006), Fama and French (2008) and Pontiff and Woodgate (2008) indicates that 
both raw and abnormal returns, for up to three years following the measurement 
period for NEI, are negatively related to the change in shares outstanding measured 
over one year, or over five years.1 Post-NEI returns are most positive for firms with 
the largest net repurchases as a proportion of existing shares, and most negative for 
firms with the largest positive net issues. International evidence is largely consistent 
with the findings for U.S. firms (McLean, Pontiff and Watanabe, 2009). The 
economic importance of the NEI effect is comparable with that of other leading 
anomalies, including the momentum and accruals anomalies. The NEI effect is not 
a smallcap phenomeneon – it holds across stocks of all sizes – and its explanatory 
power remains economically and statistically significant when NEI is included in a 
variety of factor models to explain subsequent returns. 
To some extent – perhaps to a large extent – the NEI effect can be explained by 
earlier findings that the long-run average abnormal returns (LRARs) over on year 
or more are negative following seasoned equity offers (SEOs) and following 
acquisitions financed by share issues, whereas LRARs are positive following 
repurchases. However, the papers using an NEI variable extend this earlier 
evidence. The NEI effect applies to future returns measured over periods as short 
as one month, and it does not appear to be a manifestation of some other asset 
pricing anomaly. In addition, Pontiff and Woodgate (2008) find that the effect still 
exists even when changes in shares are removed due to SEOs, acquisitions financed 
by shares, and repurchases. On the other hand, there are caveats about the support 
for the NEI effect. Fama and French (2008) report that the relation between NEI 
and future returns is very weak once repurchases larger than the median repurchase 
                                                          
1 The ‘composite issuance variable’ used by Daniel and Titman (2006) also includes cash dividends 
paid, and stock options awarded to staff. 
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at one end, and the largest quintile of positive net issuance at the other end, are 
excluded. In fact future returns are positive, not negative, following small-scale 
positive net issuance, found in firms in the first three or four quintiles by positive 
NEI. Second, Pontiff and Woodgate (2008) find that the NEI effect is largely absent 
in data before 1970. Finally, all the studies to date measure returns gross of 
transaction costs. So it is not known whether the NEI effect can underpin an 
investment strategy which would yield abnormal returns after transaction costs. 
The existence of an NEI effect could be due in part to timing by managers of SEOs 
and stock-financed acquisitions for when shares are overvalued, and timing of 
repurchases for when shares are undervalued. However, the effect persists even 
when SEOs, shares issued to fund acquisitions, and repurchases are removed. Fama 
and French (2008) emphasise that the NEI variable, along with other ‘anomaly 
variables’, is a rough proxy for expected cash flows. 
The main contribution of this study is that it offers a thorough investigation of the 
NEI effect using UK data. The UK is a major stock market, and it is of interest to 
see the extent to which findings from US data generalise to other markets. There is 
little existing evidence on the NEI effect that is specific to the UK. The international 
study by McLean et al. (2009) presents few results for individual countries. They 
find that the impact of positive NEI on future returns tends to be greater 
internationally than in the US, and that the impact is ‘stronger in countries where it 
is less costly for firms to issue and repurchase shares’ (p. 2). However, the negative 
coefficients on NEI they report for the UK, from regressions on future returns, are 
closer to zero than the coefficients for the USA.  
Other evidence suggests that the NEI effect might be small in UK. Studies of 
LRARs following SEOs report mixed results, with debates both about the impact 
of research design on the results, and about whether LRARs are different following 
rights issues compared with open offers or placings.2 There is no consensus that 
LRARs are negative following UK SEOs, as there is for US SEOs. The evidence is 
                                                          
2 See Levis (1995), Ho (2005), Armitage (2007), Ngatuni, Capstaff and Marshall (2007), Iqbal, 
Espenlaub and Strong (2009), Armitage and Capstaff (2009), and Capstaff and Fletcher (2011).  
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also inconclusive about returns following repurchases. Rau and Vermaelen (2002) 
report negative LRARs following repurchases by UK companies, which is the 
opposite sign compared with the US evidence. Overall, the existing evidence on 
returns following SEOs and repurchases casts doubt on the existence of a NEI effect 
in the UK market. 
I present three sets of findings, using data from 1980-2013 where I report results 
for a NEI variable. First I conduct Fama-MacBeth (1973) cross-sectional 
regressions, where the dependent variable is one-, six- or 12-month returns after 
month t. For returns measured over all these periods, and for all portfolios of stocks 
sorted by size, the NEI variable has a significant negative coefficient. This 
continues to apply when proxies for the size, book-to-market, and momentum 
factors are included, and the coefficients on NEI comparable with the coefficients 
on the other anomaly variables. To allay concerns about the assessment of the 
significance of the coefficients, the t-statistics are calculated using five different 
methods. These results establish that there is indeed a robust NEI effect in the UK.  
Second, I report 12-month returns and abnormal returns for portfolios sorted by size 
and NEI. We find that future abnormal returns are positive for portfolios with zero 
NEI and for the first two quintiles of positive NEI, before turning negative for the 
third quintile and beyond. The results do not differ greatly across stocks sorted by 
size. These findings are qualitatively similar to those in Fama and French (2008) 
for US firms. But 12-month abnormal returns for the negative-NEI (repurchase) 
portfolios are mostly negative, consistent with the previous studies which find 
negative abnormal returns following repurchases in the UK. The largest (positive) 
raw and abnormal returns follow stocks with zero, not negative, NEI. This is an 
important difference from the US picture, because it indicates that the relation 
between NEI and future returns is not approximately monotonic in the UK, as it is 
in the US, considering stocks with negative and zero NEI as well as positive NEI. 
I also calculate returns on ‘hedge portfolios’ which are long in zero-NEI stocks, 
with the highest raw and abnormal 12-month returns, and short in quintile-five 
positive-NEI stocks, with the lowest returns. These hedge portfolios produce 
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average annual returns of 7.6% (value-weighted) or 16.4% (equally weighted), for 
the full sample of stocks. The hedge returns are larger for portfolios of small stocks. 
To assess whether such a trading strategy offers positive returns available to 
investors, I estimate the returns on the hedge portfolios after transaction costs. This 
is new evidence in relation to previous studies. Transaction costs make a huge 
difference. For the full sample, the hedge returns are 1.5% (value-weighted; not 
statistically significant) or -8.4% (equally weighted). For small stocks the returns 
after transactions costs are strongly negative. We conclude that, although there is a 
robust NEI effect in the UK which is similar in scale to the effect found in the US, 
it is not exploitable after transaction costs. This finding helps explains the existence 
of the effect itself. 
Finally, another contribution of this study is that I present a thorough assessment of 
the NEI effect (before transaction costs) in the context of several existing asset 
pricing models. The original Fama-French three factors are augmented by 
momentum, investment, profitability and liquidity factors. The results vary across 
the models, but although the new factors are able to explain much of the NEI effect, 
they fail to explain all of it. We therefore support the findings of US studies that the 
NEI effect exists independently of other asset pricing anomalies. 
The chapter proceeds as follows.  Section 2 provides a detailed overview of the 
academic literature. Section 3 describes the variable definitions and data. Section 4 
discusses the methodology, including the Fama-MacBeth regression and t-tests, 
sorting of portfolios, construction of the asset pricing factors, and an outline of the 
various asset pricing models I deploy. Section 5 reports the empirical results, and 
Section 6 concludes. 
 
2.2 LITERATURE REVIEW 
In general, the research of post equity issuance activities effect may be categorised 
into three levels: The narrowest level examines the single type of financial decisions 
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e.g. SEO, stock repurchases, public debt issue (Loughran and Ritter, 1995; Spiess 
and Affleck-Graves, 1995; Peyer and Vermaelen, 2009). The middle level employs 
a broader measure of equity financing (Net Equity issuance) which comprises of 
both SEOs and repurchases (Daniel and Titman, 2006; Pontiff and Woodgate, 2008 
and Mclean, Pontiff and Watanabe, 2009). The third level holds the broadest view 
whose measure comprises of both equity and debt financing (Billett, Flannery and 
Garfinkel, 2011).  
The three levels of research have different but overlapping purposes. The first level 
of research mainly contributes to the following aspects: a) examines the motivations 
behind corporate financing decisions such as investment needs (Kim and Weisbach, 
2008), timing the market under/over-valuation(Chan, Ikenberry and Lee, 2007; 
Bradford, 2008; Yook, 2010, Campello and Graham, 2013), cash saving (McLean, 
2011); b) provides interpretations to the long-term abnormal return following 
issuance/repurchase activities by linking the phenomena to mispricing or risk 
factors such as liquidity risk and investment risk. The second level mainly 
contributes to the asset pricing literature by generalizing the explanatory power of 
equity issuance activities in cross-sectional difference in stock return. (Daniel and 
Titman, 2006; Pontiff and Woodgate, 2008 and McLean, Pontiff and Watanabe, 
2009) The third level of research has recently proposed and tries to reconcile the 
conflicting first level research outcomes and generates further implication in the 
future. (Billett, Flannery and Garfinkel, 2011) 
The existence on net equity issuance effect can be viewed as a generalization of the 
long-term abnormal return research for the first level of studies. The net equity 
issuance effect is consistent with the abnormal stock outperformance after 
repurchases and underperformance after SEOs in the US market. The possibility of 
managers’ opportunistic timing of the market mispricing is also consistent with both 
levels of research. Therefore the studies associated with the motivation and the 
long-term stock return effect for single issuance activities are relevant for the net 
equity issuance stream of academic literature . In the following sub-sections, both 
an analysis of the motivation and the long term post-announcement return studies 
will be reviewed for SEOs and stock repurchases in the US and UK markets.  
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2.2.1 Seasoned equity offerings 
2.2.1.1 Long-term abnormal return  
Loughran and Ritter (1995) and Spiess and Affleck-Graves (1995) are among the 
first to document negative post-SEOs long-run returns. Both papers apply buy-and-
hold-return (BHAR) method for post-SEO performance measurement. Loughran 
and Ritter (1995) uses size matching to illustrate the existence of abnormal 
underperformance after SEOs. Spiess and Affleck-Graves (1995), in contrast, use a 
matching approach on industry and size. They further show that the 
underperformance remains significant after controlling for trading system, offer 
size, issue firm’s age and book-to-market ratio.  
As stated by Fama (1998), long-run anomalies returns are sensitive to the choice of 
methodologies and tend to diminish when calendar-time portfolio return is used. 
Inspired by Fama’s view, Mitchell and Stafford (2000) argue that BHAR approach 
may generate problematic results because of its flawed assumption that multiyear 
abnormal returns for event firms are independent of each other, which would 
overestimate the test statistics. In contrast, the calendar-time portfolio method 
serves as a better measurement. Their results on long-term performance show 
insignificant abnormal return after SEO using both calendar-time approach and 
revised BHAR approach. However, their results remain refutable due to variation 
in different benchmarks for BHAR approach and calendar-time approach.  
The follow-up research has report a downward trend in the underperformance and 
the results are generally sensitive to the methodology. For BHAR results, Jegadeesh 
(2000) reports 34.3% abnormal loss for five year post-SEO period over 1970 to 
1993; Alti and Sulaeman (2012), uses a sample from 1985 to 2005 and report 4% 
abnormal loss for five years post-SEO period; Fu, Huang and Lin (2012) report 
abnormal loss from 23.26% over 1984-2002 to 6.18% over 2003-2012 for three 
year post-SEO period. They attribute this decline to the improvement of market 
efficiency in the US market. In contrast, calender-based results are ambiguous. 
Jegadeesh (2000) find 0.31% abnormal loss; Alti and Sulaeman (2012) report 43% 
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abnormal loss. They use the sample from 1985 to 2005 and suggest that the low 
figure of BHAR approach stems from good post-SEO performance in late 1990s. 
Fu, Huang and Lin (2012) find economically insignificant result using calendar-
based approach over 1984 to 2012.  
2.2.1.2 Explanations for abnormal performance after SEOs 
Liquidity explanation 
Some recent papers explain the observed underperformance by “bad model” and 
propose a liquidity factor to be the omitted control variable. Compared with other 
explanations, liquidity risk seems to offer a better risk-based explanation for the 
long-run underperformance after SEOs.  
Eckbo, Masulis and Norli (2000) employ stock turnover as proxy for liquidity and 
report an improvement after SEO. They attribute the abnormal stock performance 
after SEOs to the change of liquidity and thus the failure of matching. Later, Eckbo 
and Norli (2005) use the same measure of liquidity for liquidity-augmented Carhart 
(1997) model to explain long-term post-SEO returns.  The result indicates that 
abnormal loss is insignificant under this model.  
Bilinski, Liu and Strong (2012) extend the literature by testing of SEO firms’ 
improvement in post-issue stock liquidity and the source of liquidity gain and 
examining whether liquidity change explains post-SEO underperformance of stock 
return. They differ from previous studies as they employ four different measures of 
liquidity and illustrate that SEO firms experience significant post-issue liquidity 
improvement, which is mainly attributable to increase in institutional investors’ 
holdings. Using liquidity-augmented CAPM and turnover-based liquidity factor, 




Another stream of academic literature attempts to explain post-SEO 
underperformance by increase in investment after SEO. Cochrane (1991) is among 
the first to document the negative relation between investment and average stock 
returns in time series analysis. Titman, Wei and Xie (2004) report confirmative 
result in cross-sectional context. Their follow-up research explains the post-SEO 
underperformance by either mispricing or risk-based view.  
Titman, Wei, Xie (2004) and Cooper, Gulen, Schill (2008) interpret their results as 
evidence of investors’ overreaction to overinvestment. Cooper, Gulen and Schill 
(2008) document that asset growth has significant influence on stock returns. They 
illustrate an economic and statistical significance of 19.5% per year on the spread 
between low and high asset growth stocks after controlling for risks. The authors 
show that the anomalous effect stems from the ability of asset growth to capture 
common return effects across firm’s total investment activities. The post-SEO 
underperformance is partially explained by asset growth effect.   
In contrast, Carlson, Fisher and Giammarino (2006), Li, Livdan and Zhang (2009) 
and Lyandres, Sun and Zhang (2008) provide a rational-risk-based explanation 
based on various models. Carlson, Fisher and Giammarino (2006) propose a 
rational real option theory. Their model is based on the intuition that firms’ realised 
real investment becomes less risky than investment options. The authors argue that 
investment after SEO leads to a fundamental risk change on firms and therefore 
reduces stock return. Their quantitative model replicates the underperformance 
result observed by Ritter (2003), and thus confirm their argument that rational 
explanation may underpin the observed figures. Li, Livdan and Zhang (2009) 
employ a q-theory model and also replicate the long-term underperformance after 
SEO. They use their model to reproduce the result from Loughran and Ritter (1995) 
and report a confirmative result which indicates that q-theory model also explains 
the phenomenon.  
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Inspired by the papers above, Lyandres, Sun and Zhang (2008) propose an 
investment-based asset pricing model by adding an investment factor to the Fama-
French model by long low investment-to-asset stocks and short high investment-to-
asset stocks. They interpret the investment factor as another common factor for 
stock returns in addition to the original three factors. The abnormal loss after SEO 
partially (75%) explained by the new four-factor model. However, the result does 
not rule out the mispricing explanation for the investment-related anomalous return. 
Though most of the investment-based explanations are not able to fully explain 
post-SEO underperformance, they provide indirect evidence that that various 
motivations exist for the SEO decision.  
Earning management explanation 
Another group of recent papers explains the post-SEO underperformance as the 
consequence of misleading earning information manipulated by managers. Early 
research such as Rangan (1998) and Teoh, Welch and Wong (1998) report poor 
stock return returns after SEOs are accompanied by poor earning performance, 
which inspire a follow-up research of earnings management to examine the 
phenomenon. Papers such as Shivakumar (2000) and DuCharme, Malatesta and 
Sefcik (2004) provide confirmative evidence that accrual earnings management are 
around SEOs. However, controversy exists as whether the stock market is misled 
by the earnings management. Survey conduct by Graham, Harvey and Rajgopal 
(2006) reveals that managers prefer to conduct earnings management via real 
activities than accrual manipulation. Inspired by them, recent papers re-examine the 
explanatory power of both types of earnings management on post-SEO 
underperformance. 
Cohen and Zarowin (2010) examine the underperformance of post-SEO operating 
figures. Their paper reports that more severe decline in operating performance is 
caused by real activity management rather than by accrual management. However, 
the relation between earnings management and the poor post-SEO stock return is 
not examined. Kothari, Mizik and Roychowdhury (2015) fill the gap by finding that 
stock return underperformance after SEO tend to exists among firms engaging real 
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activities management rather than accrual management. The authors infer that 
managers’ attempt to manage earning with real actions is the primarily driver of 
SEO overvaluation. Due to the fact that real activity management measure is based 
on hindsight data, the market overreaction surrounding SEO period is likely to be 
caused by asymmetric information as the price reflect public information available.  
2.2.1.3 Motivations of SEO decisions 
This stream of literature focuses more on exploring the motivation of the SEO 
decisions. The most documented perspective is the timing of market overvaluation. 
It should be noted that research on timing of overvaluation simultaneously provide 
both the motivation of SEO and offer explanations for the post-SEO return 
underperformance since the deterioration of return can be interpreted as correction 
of mispricing.   
According to Graham and Harvey (2001)’s survey results, two thirds of the CFOs 
claim that the decision of making SEO is determined mostly by the managers’ view 
of mispricing of shares of their companies. In other words, managers time the 
capital market overvaluation to exploit benefit for existing shareholders at the cost 
of new share purchasers. Empirical analysis illustrate that stocks with low book-to-
market tend to issue equity, which is interpreted as timing the overvaluation (Marsh, 
1982; Jalilvand and Harris, 1984; Rajan and Zingales, 1995; Jung, Kim and Stulz, 
1996). The early papers on long-term abnormal underperformance after SEO are 
also supporting the undervaluation argument (Loughran and Ritter, 1995; Spiess 
and Affleck-Graves, 1995). Baker and Wurgler (2002) provide extra evidence that 
managers time the market for equity offers by analysing the influence of equity 
offers on capital structure in the long run.  
Although the undervaluation results are questioned based on the “bad model” 
problem as mentioned earlier, some recent papers provide new evidence that 
managers have the capability to time the market overvaluation. Khan, Kogan and 
Serafeim (2012) contribute to the literature by using mutual funds purchase pressure 
to proxy for the overvaluation indicator. Their results illustrate that mutual fund 
21 
 
demand generates significant price pressure, and both SEO and insider sales are 
driven by mutual fund pressure, which indicate that managers have capacity to 
exploit equity overvaluation. Alti and Sulaeman (2012) document that high stock 
returns firms accompanied by strong demand from institutional investors tend to 
trigger SEO decisions. They further demonstrate that high institutional demand lead 
to higher price for new issued shares, which is interpreted as the outcome of reduced 
adverse selection. The researchers explain timing motivation as to reduce market 
adverse selection rather than timing overvaluation.   
Another stream of literature provides more comprehensive analysis for alternative 
motivations for SEO decisions. Kim and Weisbach (2008) use an international 
sample over 1990 to 2003. Their results indicate that firms tend to increase 
investment in R&D and capital expenditure using SEO proceeds, which is 
consistent with the investment financing explanation. On the other side, evidence 
consistent with mispricing is reported: high book-to-market firms are more likely 
to issue more secondary shares and save more cash than low book-to-market firms. 
Their evidence therefore supports both investment financing and market mispricing 
motivations. DeAngelo, DeAngelo and Stulz (2010) report that market-timing for 
mispricing and corporate lifecycle have some but inadequate explanatory power for 
SEO decisions. The authors further observe similar incremental cash saving as Kim 
and Weisbach (2008)’s research. However, they interpret the raw cash saving 
figures as the outcome of increased cash demand from the asset growth adjusting 
for which would render majority of the issuers to have subnormal cash balances 
without the proceeds from SEOs. The authors therefore argue that timing and 
lifecycle play ancillary roles while near-term cash demand is the primary motive 






2.2.2 Share repurchase 
2.2.2.1 Long-term abnormal return 
Various academic papers show that share repurchases  lead to abnormal long-run 
performance improvement. Lakonishok and Vermaelen (1990) investigate the 
tender offers’ anomalous price behaviour around repurchase as well as their long 
term performance. They provide evidence that post-repurchase stocks outperform 
their size and beta matching firms by about 20% in 24 months after the expiration 
of the offer. Ikenberry, Lakonishok and Vermaelen (1995) extend Lakonishok and 
Vermaelen (1990) research. They use size and book-to-market matching 
benchmark and report abnormal BHAR for 12.1% over the four years after the 
repurchase announcement date. Further, they use the book-to-market ratio as 
under/overvaluation proxy and find that “value” stocks outperform their matching 
group by 42.3% over the same period. This result implies that US stock repurchases 
decisions are mainly driven by undervaluation. The follow-up paper by Ikenberry, 
Lakonishok and Vermaelen (2000) extends the research to the Canadian stock 
market and reports 7% annual abnormal return over three years following the 
repurchase.  
However, Mitchell and Stafford (2000) and Bradford (2008) provide different 
results about the long-term stock performance. They attribute the abnormal return 
results to methodological issues. Their results are questioned by a follow-up 
research such as Chan, Ikenberry and Lee (2004) and Peyer and Vermaelen (2009) 
who confirm the existence of the outperformance after repurchase announcement 
using both approaches. Recent research by Fu, Huang and Lin (2012) reports an 
economically significant abnormal return using BHAR but insignificant result from 
calendar-time approach over the period of 1984-2012. Therefore, the debate about 
“bad model” problem remains controversial.  
Yook (2010) offers another re-examination of the long-term performance after 
repurchases. His paper contributes to the literature by measuring actual repurchase 
activities rather than announcement regardless whether or not the actual activities 
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follow. The previous research mainly focuses on repurchase announcement and 
thus may subject to sampling method error. This is important since the motivation 
for repurchase and merely repurchase announcement without real activity might be 
different. Using calendar-portfolio approach, the author find confirmative evidence 
that firms conduct real repurchase are followed by abnormal returns while the 
whole sample of firms with repurchase announcement are not. This result provides 
a potential explanation to the previous conflicting results of the long-term abnormal 
return.  
2.2.2.2 Explanations for abnormal performance after 
Repurchases 
Earnings management  
Lie (2005) finds significant post-announcement improvement in operating 
performance for firms announce open-market repurchase. He postulates that 
managers may decide to initiate repurchase when they expect significant improve 
in operating performance in the future. Gong, Louis and Sun (2008), however, 
propose an earning management explanation to Lie’s result. They conjecture that 
the post-repurchase improvement may be attributable to pre-repurchase downward 
earning management. Their result from open-market repurchase is consistent with 
the conjecture: significant deflation in earnings is observed for firms actually 
repurchase shares. Further, they find positive relation between extent of earnings 
downward and proportion of shares repurchased and also positive relation between 
extent of earnings downward and equity holdings of CEO. This evidence strengthen 
the argument of pre-repurchase earnings management. From earnings management 
point of view, the market price reflects the downward earnings management and 
thus the pre-repurchase undervaluation is misled by discretionary decisions of the 
managers who pursue private interest.   
In addition to accrual-based earnings management, recent paper by Downes, 
Gorman and Rao (2013) provide evidence that firms attempt to reduce income by 
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under-producing inventory and increasing discretionary expenditures around their 
repurchases. Further evidence shows that those income-decreasing real earning 
management are followed by abnormal return in post-repurchase period. Though 
evidence shows that both types of earning management are employed to mislead 
the investors, future research may emphasis on their joint effects, as studies 
conducted for SEO.  
Motivation of Share Repurchases decisions 
Various explanatory models are proposed to explain both initial market reaction 
and long-term performance following repurchases. The mainstream view is the 
mispricing theory suggested by Vermaelen (1981) and Ikenberry and Vermaelen 
(1996). They argue that repurchases can be used as signalling mechanism and 
transfer value from short-term to long-term investors. It should be noted that these 
papers are based on the premise that public information reflect the mispricing and 
thus “value” stocks could outperform “growth” stocks in the long run for repurchase 
firms.  
Chan, Ikenberry and Lee (2004) test alternative motivations of repurchase 
announcement. Their employ both annual BHAR and calendar approach and reveal 
the existence of long-term post-repurchase abnormal return. Further, both evidence 
of initial reaction of the market and long term performance of the repurchase stocks 
are consistent with mispricing theory based on public information. In their follow-
up paper, Chan, Ikenberry and Lee (2007) rule out the pseudo-market timing 
hypothesis for repurchase anomaly and support the notion that managers possess 
the ability to timing market under-pricing in the context of stock repurchases. 
Peyer and Vermaelen (2009) re-examine the existence of long-term post-repurchase 
abnormal return using Fama-French three factor model with Return Across 
Securities and Times (RATS) methodology by Ibbotson (1975). They find a 
cumulative average abnormal return of 24.3% over 48 months after the repurchase 
announcement. Their paper further contributes to the analysis of underpinning 
reasons of the persistence of the repurchase anomaly. It tests alternatively three 
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hypotheses: “risk-change hypothesis”, “liquidity change hypothesis” and 
“overreaction hypothesis”. The risk-based hypothesis is rejected since abnormal 
return is generated after control for Fama-French risk factors. The liquidity change 
hypothesis is also rejected because the abnormal returns are unaffected after adding 
a liquidity control factor to the Fama-French model. The overreaction hypothesis is 
supported by the evidence since most significant long-term abnormal return is 
triggered by severe decline of stock price before repurchase announcement. This 
overreaction hypothesis is consistent with the early mispricing theory by Ikenberry 
and Vermaelen (1996), except here the authors find prior stock return performance 
serves as better proxy than book-to-market-ratio for undervaluation. 
Yook (2010) also examines amispricing story. Their sample of repurchase 
announcement firms shows contradictory evidence from the previous research.  
“Value” firms do not show higher undervaluation than “growth” firms in terms of 
long-run performance. The author thus postulates that there might have been a shift 
in the primary motivation for repurchase announcement. One alternative 
explanation is that there is the difference in motivation between subgroup of firms 
with actual repurchase and firms without actual activity after announcement. 
Therefore future research on the analysis of the motivation may differentiate these 
two subgroups of overall repurchase announcement sample. 
The mispricing explanation is further confirmed by Huang and Thakor (2013) using 
real repurchase samples. They employ various proxies for investor-management 
disagreement and postulate that repurchases are used to change investor base so as 
to reduce investor-management disagreement. Their evidence further shows that 
high investor-management disagreement tends to trigger repurchase decisions 
which reduce the disagreement afterwards.  
Another extension from mispricing hypothesis is proposed by Babenko, 
Tserlukevich and Vedrashko (2012). This paper employs past insider trading 
information as proxy for signal of mispricing based on private information. The 
authors find that past insider trading leads to higher probability of real repurchase 
activities and have predicting power for post-announcement stock returns. 
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Therefore, their results indicate that repurchases are also motivated by private 
mispricing information. However, they do not rule out the past evidence from 
public information mispricing. Therefore it is likely that mispricing based on both 
types of information are incentives for manager to make repurchase decisions, 
though they may serve for different purposes.  
2.2.3 Broader views on Net Issuance Effect (NEI) 
2.2.3.1 Net Equity Issuance effect (NEI) 
The findings above have inspired the research on the “net stock issue effect” 
proposed by Daniel and Titman (2006); Pontiff and Woodgate (2008), who 
document that net stock issue has negative cross-sectional relation with the future 
return for U.S. Pontiff and Woodgate (2008) also show that the explanatory power 
of net equity issuance remains significant when major events such as SEOs and 
repurchases are excluded. Mclean, Pontiff and Watanabe (2009) further test the 
predicting power of net share issuance effect in the global market and find 
confirmative evidence. They further document that market factors such as 
aggregated frequency of issuance activity, investor protection have influence on the 
return predictability. These results suggest that institutional difference among stock 
markets have impact on the net equity issuance effect. Fama and French (2008) 
applies both sorting of returns on net equity and Fama-Macbeth (1973) regression 
and finds that net stock issuance effect is pervasive across all size groups. The 
monthly abnormal return for net stock issue effect is 0.66% with long bottom 20% 
decile firms and short top 20% decile firms in the US market.  
McLean (2011) provides a motivation analysis for net equity issuance. The author 
use variables such as R&D spending and cash flow volatility as proxies for 
precautionary motives, which reflect financial constraints. His results shows that 
precautionary motives lead to higher cash savings from issuance. In addition, the 
author employs stock illiquidity measures to proxy cost of issuance and provides 




Several interpretations are suggested by Daniel and Titman (2006). Firstly, it is 
possible that managers opportunistically time the issuance decision and take 
advantage of the market mispricing. Another possibility is that managers time the 
market before favourable growth options. Alternatively, rational-risk difference 
may explain the effect using additional risk factors. These hypotheses are 
overlapping with mispricing explanations of both SEO and repurchase. However, 
as mentioned earlier, various papers have implied that mispricing may be one of the 
motivations behind major finance events, the same should apply to net equity 
issuance effect. The existence of net equity issuance effect may have similar 
additional explanations such as liquidity risk and investment risk change.  
2.2.3.2 External financing events effect 
Billett, Flannery and Garfinkel (2011) examine the long-term post-issue stock 
performance of five types of external financing events: IPO, SEO, Public debt issue 
(PD), Bank Loans (BL) and private equity issues (PVEQ). The evidence suggests 
that underperformance tends to follow high variety and function of external finance 
rather than any single type of them. This research provides a broader perspective 
upon post-issuance stock performance analysis since it simultaneously use equity 
issuance and debt issuance as explanatory variables to explore their influences. 
Therefore the post-issuance effect may be part of the overall issuance effects rather 
than a single channel of equity finance. 
2.2.4 The UK evidence 
2.2.4.1 Seasoned Equity Offerings(SEO)  
The UK stock market differs from US market in terms of the issuance choices. In 
the US market, open offering has been the dominant method of SEOs. SEOs in the 
UK were dominated by right issues until 1990s (Armitage, 1998). London Stock 
Exchange began to relax the rules and the choice of SEOs become effectively 
unconstrained after January 1996 (Capstaff and Fletcher, 2011).  
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There is a stream of academic literature in the UK stock market which focuses on 
the post-issue stock performance of SEO. The early stage papers report stock price 
underperformance after right issues. Levis (1995) examines a sample of 158 UK 
firms which made rights issues over five years after their IPO from 1980 to 1988 
and reports significant 18-month post-issue stock price underperformance using 
size-matched benchmark. Michailides (2000) uses UK right issuance sample from 
1975 to 1996 and finds significant 36-month post-issue underperformance against 
FTA Share Price Index return. Similarly, Suzuki (2000) employs a sample of right 
issuance of period from 1991 to 1996. He also documents a negative BHAR over 
24 month after right issuance, using size-matched portfolio.  
More recent papers have reported inconclusive results for different choices of 
SEOs. Ho (2005) examines both rights issuance and placings for the period 
between1989-1997. Although there is significant negative BHAR for right issues 
over 3-year post-issue period, no evidence is found for placings. Further, he reports 
limited evidence of underperformance for both types of issue method against Fama-
French (1993) and Carhart (1997) model. Armitage (2007) finds no evidence for 
post-issue underperformance with 186 pre-renounced right issues cases over period 
1987-2001 using BHAR. Ngatuni, Capstaff and Marshall (2007) employ BHAR 
and CAR and reports underperformance over 5-year-period following the right 
issues from 1986 to 1995, but positive abnormal return following open offers during 
1991 to 1995. Iqbal, Espenlaub and Strong (2009), in contrast, provide opposite 
result as they find significant underperformance in 48 months post-issue period for 
open offers during 1991 to 1995. Capstaff and Fletcher (2011) use larger sample 
from 1996 to 2007 and find no evidence for underperformance following rights 
issues but significant negative abnormal returns for placings and placing/open offer 
combinations over 36-month post-issue period. In general, since the regulatory 
relax of SEC, research has been generating conflicting results for post-issue stock 
price performance.  
Potential explanations for the conflicting result have been proposed. Existing 
research such as Iqbal, Espenlaub and Strong (2009) proposes that the difference in 
test results might be caused by the survivorship bias in paper of Ngatuni, Capstaff 
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and Marshall (2007). Armitage and Capstaff (2009) confirm this suspicion by 
correcting the bias and generating closer post-issue underperformance result. 
Alternatively, “bad model” might underlie the problem. As mentioned earlier, 
additional factors such as liquidity risk and investment risk factor may provide 
additional explanation for the abnormal return. 
It seems that there is a research gap for future UK SEO study on the motivation 
analysis, as no previous paper has drawn attention to the motivations of UK SEO 
decisions. As the choice and institutional environment being different from US 
stock market, a UK SEO motivation study would provide evidence underlying the 
financing decision and thus deepen our understanding of the information included. 
In addition, the role of real earnings management and accrual earnings management 
remains unclear in explaining post-SEO underperformance. It might shed more 
light on the conflicting results of post-SEO stock return performance. 
2.2.4.2 Share Repurchase 
The institutional differences between US and UK repurchases exist in disclosure 
requirement and tax treatment. In the US market, the real shares repurchased are 
not disclosed after the repurchase announcement. In contrast, London Stock 
Exchange requires listed firms to publish actual repurchases on the regulatory news 
services (RNS) which is available to the public. On the other hand, US tax treatment 
for pension funds is indifferent between capital gain and dividends, while the UK 
tax regulation has been through a dynamic process.  
According to Rau and Vermaelen (2002), the tax efficiency made the repurchase an 
unattractive choice for firms before 1994. Investment banks invented “agency 
buyback” in 1994, which increased the efficiency and make open repurchase 
attractive. The tax authorities abolished this loophole in 1996 but made repurchase 
and dividend indifferent again in 1997.  
Previous research has investigated some characteristics of the repurchase activities 
in UK. Erwin and Miller (1998) report that 90% of the repurchases are conduct 
30 
 
through open market repurchases. Rees (1996) examines the market reaction of 
actual repurchases over 1981 to 1990. He reports 3% abnormal return around the 
announcement.  
The long run abnormal return results are controversial. Rau and Vermaelen (2002) 
conduct the first research over the horizon between1985 to 1998. They report that 
open market repurchase are not followed by significant abnormal return, therefore 
rejecting the undervaluation explanation. The authors attribute this finding to the 
tax difference between the UK and US market. Oswald and Young (2004) update 
the result of Rau and Vermaelen (2002) using several databases over the period 
between 1995 to 2000 and report statistically significant positive abnormal stock 
returns in the following year of repurchases announcements. The difference 
between these two academic studies might be a reflection of the dynamic regulatory 
change of UK tax rules or the consequence of sample bias in Rau and Vermaelen 
(2002)’s database. A follow-up research paper by Lee, Ejara, Gleason (2010), 
however, report insignificant long-term stock outperformance using sample from 
1990 to 2005. Crawford and Wang (2012) extend the literature using data from 
1999 to 2005 and generate evidence that firms announcing repurchases are followed 
by significantly two-year abnormal stock return. It should be noted that the 
ignorance of regulatory change in UK tax rules might be the underpinning reason 
for the conflicting results. Therefore more detailed analysis with consideration on 
the tax factors in UK market might shed more light on the repurchase studies in UK 
market. 
Motivation analysis of repurchases has been conducted by Oswald and Young 
(2008) and Wang, Strong, Tang and Lin (2009) from the cash distribution 
perspective. They employ different methods to examine the market reaction and 
probability of repurchase decisions respectively. From corporate governance and 
market reaction perspectives respectively, the conclusion is consistent with cash 
distribution hypothesis. However, Wang, Strong, Tang and Lin (2009) report that 
the choices of repurchase announcement especially by frequent repurchases are not 
explained by cash distribution theory. Therefore the motivation underlying UK 
repurchases calls for further explanations.  
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2.3 DEFINITIONS AND SAMPLE 
2.3.1 Variables for Fama-MacBeth regressions and sorted 
portfolios 
My sample of UK stocks is obtained from the London Share Price Database (LSPD) 
and Datastream. LSPD is used to collect information about stock returns and capital 
adjustments for companies listed on the London Stock Exchange (LSE). Datastream 
is the source of all accounting information. SEDOL numbers are used to match 
these two databases. Before describing the sample, I define the main variables. 
Return: the natural logarithm of monthly return from LSPD is used as the 
dependent variable in Fama-Macbeth regression, which is calculated as: 





𝑖𝑖 )                                                                                                               (1) 
where: 
𝑅𝑅𝑡𝑡𝑖𝑖                                       is the log-return of asset i in month t 
𝑝𝑝𝑡𝑡𝑖𝑖                                       is the last traded price of asset i in month t 
𝑑𝑑𝑡𝑡𝑖𝑖                                        is the dividend of asset i during month t and the 
dividend is adjusted to a month-end basis. 
𝑝𝑝𝑡𝑡−1𝑖𝑖                                     is the last traded price of asset i in month t-1 
Based on monthly returns available, 6 month and 12 month returns are created as 
the sum future log-return in 6 and 12 months: 
𝑅𝑅6𝑡𝑡
𝑖𝑖 =  ∏ (𝑅𝑅𝑡𝑡+𝑗𝑗−1𝑖𝑖 )6𝑗𝑗=1 ;                                                                                    (2) 
𝑅𝑅12𝑡𝑡






𝑖𝑖                                      is the is the log-return of asset i in 6 month begin 
with month t 
𝑅𝑅12𝑡𝑡
𝑖𝑖                                    is the is the log-return of asset i in 12 month begin 
with month t 
LSPD uses `-10’ to represent unavailable stock returns due to suspension or 
delisting. In terms of delisting, following Liu, Strong and Xu (1999), Stocks with 
LSPD death type 7, 14, 16, 20, or 21 3are set to -1 log return in the delisting month; 
stocks with other death types is are assigned returns of 0. 
Net equity issuance (NEI):  
The main variable of interest in this paper is the change of share capital, i.e. net 
equity issuance factor. Since the number of shares of listed firms may change due 
to distributional activities such as stock splitting, the number of shares outstanding 
needs to be adjusted to reflect any change in share capital. The adjustment for 
distributional activities is captured by both a capital adjustment Index (CAI) in 
Datastream and the LSPD capital adjustment factor (C2). 𝐶𝐶𝐶𝐶𝐶𝐶𝑡𝑡 is the cumulative 
product of the inverse of the individual-period capital adjustment factor (𝐶𝐶𝐴𝐴𝑡𝑡) 
while the LSPD capital adjustment factor equals 𝐶𝐶𝐴𝐴𝑡𝑡. These two measures should 
be equivalent after aggregation of LSPD measure. However, through a manual 
cross-check with the annual financial reports, the capital adjustment information 
from LSPD has shown relatively higher accuracy than the Datastream index. A 
group of 32 random-chosen companies’ capital change actions after 1980 are used 
as an accuracy examination. Among the total 141 actions, Datastream has 32 
inaccurate data points (22.7%) with 14 missing and 18 inaccurate, while LSPD has 
2 missing records (1.4%). From the stock level, Datastream’s inaccurate records 
include 21 stocks (65.6%) while LSPD’s records include 2 stocks (6.25%). 
Although the problem of Datastream data may not have significant effect on the 
                                                          
3 LSPD type of death: 7: liquidation; 14: Quotation cancelled for reason unknown with dealings 
ceased; 16: Receiver appointed/liquidation; 20: In administration/Administrative receivership; 
21: Cancelled and assumed valueless or suspended but assumed valueless 
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final results, LSPD data is more appropriate due to higher reliability. Therefore I 
construct my CAI by aggregating the LSPD capital adjustment factor. 
The capital adjustment index is calculated by: 
𝐶𝐶𝐶𝐶𝐶𝐶𝑡𝑡𝑖𝑖 =  ∏ (1000/𝐶𝐶2𝑡𝑡𝑖𝑖)𝑡𝑡𝑖𝑖=1                                                                                 (4) 
where: 
𝐶𝐶𝐶𝐶𝐶𝐶𝑡𝑡𝑖𝑖                                       is the capital adjustment index of asset i in month t  
𝐶𝐶2𝑡𝑡𝑖𝑖                                         is the LSPD factor of asset i in month t by which 
the old share price is adjusted to allow for capital 
changes.  
where: 
𝐶𝐶2𝑡𝑡𝑖𝑖 = 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑓𝑓𝑓𝑓𝑓𝑓𝑡𝑡𝑓𝑓𝑡𝑡 ∗ 1000 
e.g. A scrip issue of 1 of 2.4 
Adjustment factor = 0.667 * 1000 = 667 
Therefore the number of adjusted shares is calculated by the share outstanding 
figure divided by capital adjustment factor: 




𝑖𝑖                                                                     (5) 
where: 
𝑓𝑓𝑑𝑑𝑎𝑎𝑡𝑡𝑎𝑎𝑡𝑡𝑡𝑡𝑑𝑑 𝑎𝑎ℎ𝑓𝑓𝑡𝑡𝑡𝑡𝑎𝑎𝑡𝑡𝑖𝑖                 is the number of adjusted shares outstanding of 
asset i at month t 
𝑆𝑆ℎ𝑓𝑓𝑡𝑡𝑡𝑡𝑎𝑎 𝑓𝑓𝑡𝑡𝑡𝑡𝑎𝑎𝑡𝑡𝑓𝑓𝑙𝑙𝑑𝑑𝑜𝑜𝑙𝑙𝑜𝑜𝑡𝑡𝑖𝑖          is the number of ordinary shares outstanding of 
asset i at month t from Datastream `NOSH’ 
which measures total number of ordinary shares 
of the company  
                                                          
4 The sample is from LSPD 2014 reference manual 
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Based on the number of adjusted shares, the Net equity issuance (NEI) is measured 
as the change of log adjusted shares outstanding:  
𝑆𝑆ℎ𝑓𝑓𝑡𝑡𝑡𝑡 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑁𝑁𝑁𝑁𝐶𝐶 (𝑁𝑁𝑁𝑁𝐶𝐶𝑆𝑆)𝑡𝑡𝑖𝑖   
=  𝑙𝑙𝑙𝑙(𝑓𝑓𝑑𝑑𝑎𝑎𝑡𝑡𝑎𝑎𝑡𝑡𝑡𝑡𝑑𝑑 𝑎𝑎ℎ𝑓𝑓𝑡𝑡𝑡𝑡𝑎𝑎 𝑓𝑓𝑡𝑡𝑡𝑡𝑎𝑎𝑡𝑡𝑓𝑓𝑙𝑙𝑑𝑑𝑜𝑜𝑙𝑙𝑜𝑜𝑡𝑡−6𝑖𝑖 ) –  𝑙𝑙𝑙𝑙(𝑓𝑓𝑑𝑑𝑎𝑎𝑡𝑡𝑎𝑎𝑡𝑡𝑡𝑡𝑑𝑑 𝑎𝑎ℎ𝑓𝑓𝑡𝑡𝑡𝑡𝑎𝑎 𝑓𝑓𝑡𝑡𝑡𝑡𝑎𝑎𝑡𝑡𝑓𝑓𝑙𝑙𝑑𝑑𝑜𝑜𝑙𝑙𝑜𝑜𝑡𝑡−17𝑖𝑖 )  
                                                              (6) 
𝐿𝐿𝑓𝑓𝑙𝑙𝑜𝑜 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑁𝑁𝑁𝑁𝐶𝐶 (𝑁𝑁𝑁𝑁𝐶𝐶𝐿𝐿)𝑡𝑡𝑖𝑖   
=  𝑙𝑙𝑙𝑙(𝑓𝑓𝑑𝑑𝑎𝑎𝑡𝑡𝑎𝑎𝑡𝑡𝑡𝑡𝑑𝑑 𝑎𝑎ℎ𝑓𝑓𝑡𝑡𝑡𝑡𝑎𝑎 𝑓𝑓𝑡𝑡𝑡𝑡𝑎𝑎𝑡𝑡𝑓𝑓𝑙𝑙𝑑𝑑𝑜𝑜𝑙𝑙𝑜𝑜𝑡𝑡−6𝑖𝑖 ) –  𝑙𝑙𝑙𝑙(𝑓𝑓𝑑𝑑𝑎𝑎𝑡𝑡𝑎𝑎𝑡𝑡𝑡𝑡𝑑𝑑 𝑎𝑎ℎ𝑓𝑓𝑡𝑡𝑡𝑡𝑎𝑎 𝑓𝑓𝑡𝑡𝑡𝑡𝑎𝑎𝑡𝑡𝑓𝑓𝑙𝑙𝑑𝑑𝑜𝑜𝑙𝑙𝑜𝑜𝑡𝑡−65𝑖𝑖 )  
(7) 
where: 
𝑆𝑆ℎ𝑓𝑓𝑡𝑡𝑡𝑡 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑁𝑁𝑁𝑁𝐶𝐶 (𝑁𝑁𝑁𝑁𝐶𝐶𝑆𝑆)𝑡𝑡𝑖𝑖      is the natural logarithm of short term (11 months) 
change of number of shares outstanding of asset i 
at month t 
𝐿𝐿𝑓𝑓𝑙𝑙𝑜𝑜 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑁𝑁𝑁𝑁𝐶𝐶 (𝑁𝑁𝑁𝑁𝐶𝐶𝐿𝐿)𝑡𝑡𝑖𝑖      is the natural logarithm of long term (59 months) 
change of number of shares outstanding of asset i 
at month t 
𝑓𝑓𝑑𝑑𝑎𝑎𝑡𝑡𝑎𝑎𝑡𝑡𝑡𝑡𝑑𝑑 𝑎𝑎ℎ𝑓𝑓𝑡𝑡𝑡𝑡𝑎𝑎𝑡𝑡𝑖𝑖                 is the number of adjusted shares outstanding of 
asset i at month t 
The short-term NEI measures the aggregated change of adjusted shares outstanding 
for the 11 months period ending six months before. It is designed to reflect the short 
term share capital change for stocks. The long-term NEI measures the change in the 
last 5 years. The reason for having a six months gap is to ensure the information 
availability of share capital changes. The same measures for net equity issuance 
have been applied in the study of the US market (Pontiff and Woodgate, 2008) and 
international evidence (Mclean, et al. 2009).  
In addition, due to the fact that a considerable number of observations (41.9%) for 
short-term net equity issuance activities is zero, a dummy variable `NEISzero’ is 
created for the Fama-Macbeth regression. NEISzero equals one when NEIS is zero 
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and equals zero otherwise. For NEIL, a dummy is also created to measure its 
availability. NEIL_DUM equals one when shares outstanding exists at t-65, 
otherwise it equals to zero. Accordingly, NEIL_ DUM is set to zero when it is 
missing due to data unavailability. The use of two dummy variables aims at 
capturing the potential impact on future stock returns from the existence of stock 
issuance activities. 
Book-to-market ratio: the book-to-market ratio is important indicator of future 
stock return and is commonly used as controlling variable for capital anomalous 
effect test. The book-to-market (BM) value is the inverse of market-to-book value 
(MTBV) from Datastream collected in December the previous year, which 
measures market value of the ordinary equity divided by the balance sheet value of 
the ordinary equity in the firm. Agarwal and Taffler (2008) state that 22% of UK 
firms’ fiscal year ends in March and 37% at December, using previous year end’s 
BM value ensures the availability of information for market participants. The 
natural logarithm of book-to-market value is used in regressions. As a consequence, 
negative BM value and missing BM is set to have zero log value. A dummy variable 
BM_dum is thus created, which equals zero when raw BM is missing or has a 
negative value.  
𝐵𝐵𝐵𝐵𝑡𝑡𝑖𝑖 =𝑙𝑙𝑙𝑙 ( 
1
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝐷𝐷𝐷𝐷𝐷𝐷,𝑌𝑌−1
𝑖𝑖 )                                                                                  (8) 
 
where: 
𝐵𝐵𝐵𝐵𝑡𝑡𝑖𝑖                                    is the book to market value ratio of asset i at month t 




𝑖𝑖     is the market to book value of asset i at the end of 
December one year before collected from 
Datastream and defined as  market value of the 
ordinary equity divided by the balance  sheet value 




𝐵𝐵𝑀𝑀𝑡𝑡𝑖𝑖                                        is the product of number of shares outstanding and 
share price for asset i at month t 
𝐵𝐵𝑀𝑀𝑡𝑡𝑖𝑖                                           is the  represents common shareholders' investment 
in a company i at month t, which include Common 
stock value; Retained earnings; Capital surplus; 
Capital stock premium; Cumulative gain or loss of 
foreign currency translation; Goodwill written off; 
preference stock which participates with the 
common shares in the profits of the company 
Momentum: following the literature, the momentum factor used in Fama-Macbeth 
regression is measured as the last six months log stock return. The log-return from 
LSPD is used as it is more accurate and comprehensive for UK listed stocks 
compared with the Datastream data. The Momentum variable is calculated as: 
𝐵𝐵𝑓𝑓𝑡𝑡𝑡𝑡𝑖𝑖= ∑ 𝑅𝑅𝑡𝑡𝑡𝑡−1𝑖𝑖= 𝑡𝑡 −7                                                                                       (9) 
where: 
𝐵𝐵𝑓𝑓𝑡𝑡𝑡𝑡𝑖𝑖                                         is the momentum factor of asset i at month t 
𝑅𝑅𝑡𝑡𝑖𝑖                                               is the one month log-return of asset i at month t 
Market value: the size vlue is also commonly used as controlling variable for stock 
return prediction. Although size effect has been insignificant in the recent studies 
using UK data (Michou et al. 2014; Gregory, et al. 2013), it remains a crucial factor 
as anomalies effects are usually criticized because of the influence of a large 
quantity of small-size stocks. Both LSPD and Datastream provide monthly data for 
Market Value of total ordinary shares outstanding. The Datastream value is more 
accurate as it is measured in thousand while LSPD in million, which makes the 
market value of small-size stocks relatively inaccurate. Therefore the Market Value 
(MV) variable from Datastream is used. To ensure the availability of this variable, 
the data from the same month in the previous year is used in my regressions. For 
the Fama-Macbeth regressions, the natural logarithm of market value is used. 
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𝐵𝐵𝑀𝑀𝑡𝑡𝑖𝑖 =  𝑙𝑙𝑙𝑙(𝐵𝐵𝑀𝑀𝑡𝑡−12𝑖𝑖 )                                                                             (10) 
where: 
𝐵𝐵𝑀𝑀𝑡𝑡−12𝑖𝑖                                         is the market value of asset i one year before 
month t, collected from Datastream, which 
equals share price multiplied by the  number of 
ordinary shares in issue    
2.3.2 Sample 
The sample of UK stocks is obtained from LSPD and Datastream equity data. LSPD 
provides reliable information about the stock return and capital adjustment for 
companies listed in the London Stock Exchange (LSE). Datastream is used as a 
source for accounting information such as Book to Market Value and market value. 
LSPD 2014 contains 9929 unique listed companies’ information while there are 
10115 companies available from Datastream UK equity database. Both sources 
consist of firms listed in main market and AIM of LSE. The sample data is obtained 
by matching these two databases. 
Two methods are used to finalize the sample data. Firstly, as both databases include 
SEDOL information for companies, it can be used as a common identifier to match 
the source codes from both databases: ̀ DS code’ for Datastream and ̀ g1’ for LSPD. 
Using the Stata `joinby’ command, 5266 pairs of firms are identified share common 
SEDOL numbers, which offers 5266 listed firms in the sample. However, there is 
a mismatch between the timing of SEDOL information between both databases.  
Datastream provides the latest SEDOL number for each company as of July 2014. 
The LSPD, on the other hand, contains all historical SEDOL information up to 
December 2013. This mismatch may restrain the availability of SEDOL number 
matches. Therefore, a name match is used as a complement to maximize the sample 
data size. The firm names provided by both databases also differ in format: e.g. 
Datastream tends to use `group’ while LSPD tend to use `grp’ instead; Datastream 
AIM firms are usually ended with ` (London)’ while LSPD do not. Name match 
mainly is performed in two steps. The first word of each company’s name is 
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extracted from both databases, and they are processed in the same way as the 
SEDOL to find possible matches. Only a one to one match is recognised as a correct 
match. The first word of name match generates 3448 pairs of matches. The same 
method is then applied using first two words extracted of the firm name, which 
results in 3816 matches. Putting the matching results for SEDOL and name together 
gives a total sample of 6434 matched stocks from all industries. Eight of the 
matched pairs have conflict results between the name match and SEDOL match, 
which is resolved through a manual check of the time-series data of Market Value 
of shares outstanding from both databases. 
Among the 6434 firms, 5455 belong to the non-financial sector according to 
Datastream industrial classification and the Industry Classification Benchmark 
(ICB). The sample of 5455 stocks is used for data collection. Using the sample of 
5455 matched companies, LSPD data is extracted for monthly log-return, and 
Capital Adjustment Factor (C2). Datastream data on `capital adjustment index’, 
market to book value (MTBV), market value (MV) and number of shares 
outstanding (NOSH) are collected for net equity issuance research. Due to data 
unavailability in Datastream, 21 stocks are lacking relevant accounting information 
and therefore are excluded from the sample, which means the final sample size 
become 5434. 
The sample period is from January 1980 December 2013. Both live and delisted 
companies are included, to avoid survivorship bias (Shumway, 1997). Financial-
sector companies are excluded, because their high leverage and the radically 
different nature of their assets makes comparison with non-financial companies 







Sample Observations by Year 



































The year column represents the year in which returns data are available (e.g., 2000 represents the 
returns data used in that year to construct portfolios from July 2000 to April 2001). 
Table 2-1 illustrates the availability of my sample at the end of June every year 
from 1981 to 2013. The sample includes companies listed on both the main market 
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and alternative investment market of the London Stock Exchange. The number of 
companies with data is more than one thousand each year. 
Table 2-2 
Descriptive Statistics of Variables 
BM: the natural logarithm of the book to market ratio measured at December the previous year; MV: the 
natural logarithm of the market value measured at 12 months ago, t-12; Mom: the past six months 
aggregated log-return as a proxy of momentum factor; NEIS: change of the logarithm of the number of 
adjusted number of shares outstanding, NEIS for short term = log(adjusted shares outstanding, t-6) – 
log(adjusted shares outstanding, t-17); NEIL for long term = log(adjusted shares outstanding, t-6) – log 
(adjusted shares outstanding, t-65); Return: the aggregated log-return of the next 12 months, from t+1 to 
t+12 





Return -0.037 -0.266 0.048 0.316 0.750 
BM -0.558 -1.099 -0.501 0.073 0.980 
MV 3.477 1.943 3.245 4.812 2.170 
MOM -0.013 -0.174 0.015 0.201 0.420 
NEIS 0.090 0.000 0.000 0.032 0.334 
NEIL 0.433 0.001 0.117 0.561 0.827 
Correlation table 
 Return BM MV MOM NEIS 
BM 0.0789     
MV 0.0102 -0.3457    
MOM 0.0806 0.1125 -0.0264   
NEIS -0.0802 0.0261 -0.1142 -0.0486  
NEIL -0.1412 -0.0611 -0.1282 -0.1125 0.4917 
For NEIS, there are 514,980 observations in total, 6.4% of which are negative, 
42.9% have no issuance and 50.7% positive, indicating that more than half of the 
sample have positive NEI. The correlation table indicates a high correlation 
between short-term and longer-term issuance activities (0.483). The correlation 
between the 12-month future return and the other variables is consistent with 
expectations: higher book-to-market ratio stocks tend to have higher returns, which 
is the value-glamour effect; higher market value is correlated with lower returns, 
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but the correlation is relatively insignificant; higher momentum shares also tend to 
offer higher future returns; both short- and long-term NEI are negatively correlated 
with future returns, consistent with the NEI effect. 
2.4 METHODOLOGY 
The methods I use to test for the existence of a NEI effect are Fama-MacBeth cross-
sectional regressions, and sorted portfolio analysis. These two approaches are 
chosen following the literature on the NEI effect. Fama and French (2008) argue 
that they have different advantages and disadvantages in identifying capital market 
anomalies. Fama-MacBeth regressions provide direct information about the 
marginal effect that an anomaly variable has on the average return. However, the 
regression results could be driven by influential observations such as extreme 
individual stock returns or numerically dominant small-size stocks. Sorted portfolio 
analysis provides an explicit picture of the differences in average returns across 
different levels of the variable, and is recommended as a complementary approach 
to examine the robustness of the Fama-MacBeth regression results. As the 
regression results could be driven by small cap stocks with high trading costs, a 
natural robustness check is to split the sample into different size groups, to observe 
the pervasiveness of any anomalies.  
On the choice of controlling variables for Fama-MacBeth regressions, I follow 
Daniel and Titman (2006) and Pontiff and Woodgate (2008) to use the book-to-
market ratio, the market value and the momentum factor. Although empirical 
studies in the UK market have proposed other firm characteristics such as earnings-
to-price ratio, cash flow to total asset (Gregory et al. 2001; Soares and Stark, 2011), 
dividend yield (Chan et al, 1996), Research and development to market value (Al-
Horani et al. 2003) and leverage ratio (Muradoglu and Sivaprasad, 2012), I 
construct my cross sectional regression models using three controlling variables for 
parsimonious purpose. I choose this specification because additional controlling 
variables is unlikely capture the information contained in the NEI variables. Fama 
and French (2008) report empirical evidence with their US sample that the 
explanatory power of NEI variables remains significant after controlling for 
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additional firm characteristics, which is robust across all size groups. Their results 
suggest that the mechanism underlying the explanatory power of NEI variables may 
differ from those variables capturing expected growth or cost of capital effects. 
Accord to that, Daniel and Titman (2006) propose that managerial timing of the 
share-overvaluation may be the source of the net equity issuance effect. Therefore 
the explanatory power of NEI variables is unlikely to be sensitive to the choice of 
additional controlling variables in this scenario. Moreover, to provide further 
robustness, I employ time-series regressions as the third set of empirical tests using 
various factor models to further mitigate the concern of the lack of sufficient control 
of systematic risks. Time-series regressions are able to show whether the NEI 
premium can be explained by the other risk factors.  
2.4.1 Fama-MacBeth regressions 
The method has two steps. In the first step, cross-sectional regressions are 
conducted for every month from January 1981 to December 2013,5 which generates 
a time series of beta estimates for each explanatory variable. We do this for the 
whole sample and also for three samples grouped by size of stock. In the second 
step, averages of the beta estimates across time are obtained for each of the 
explanatory variables and a t-test is conducted to test the statistical significance of 
each average. 
Step 1: Each month the cross-section of stock returns is regressed on the 
explanatory variables using OLS:  
𝑅𝑅𝑡𝑡𝑖𝑖 =  𝛼𝛼𝑡𝑡 + 𝜷𝜷𝒕𝒕
′𝜸𝜸𝒕𝒕𝒊𝒊 + 𝜀𝜀𝑡𝑡𝑖𝑖,                                 (11) 
where: 
𝑅𝑅𝑡𝑡𝑖𝑖 :                                      is the one-, six- or 12-month returns of share i from 
the end of  month t;      
                                                          
5 The regression periods are adjusted by availability of variables such as NEIS which requires 11 
month ex ante data. The same adjustments apply to portfolio sorting analysis. 
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𝛼𝛼𝑡𝑡:                                      is the intercept term, one for each return interval; 
𝜷𝜷𝒕𝒕:                                      is the vector of the regression coefficients for month 
t on each explanatory variable, representing the 
factor loadings;  
𝜸𝜸𝒕𝒕𝒊𝒊:                                      is the vector of values of the explanatory variables; 
𝜀𝜀𝑡𝑡𝑖𝑖:                                       is the error term. 
Step 2: take averages across the months of the coefficients 𝜷𝜷𝒕𝒕 and the intercepts 𝛼𝛼𝑡𝑡:  
𝜷𝜷� =   1
𝑀𝑀
 ∑ 𝜷𝜷𝒕𝒕𝑡𝑡𝑡𝑡=1  ,               𝛼𝛼� =    
1
𝑀𝑀
 ∑ 𝛼𝛼𝑡𝑡𝑡𝑡𝑡𝑡=1                                                                     (12) 
where: 
𝜷𝜷�:                                       is the vector of the averages of the coefficients 
across the total number of sample months T; 
𝛼𝛼�:                                       is the average of the intercepts. 
The time-series standard deviation of 𝜷𝜷𝒕𝒕 and 𝛼𝛼𝑡𝑡 are used to obtain the standard error 
for a t-test of each explanatory variable and the intercept term. However, the overlap 
of the holding period for the shares, for returns of more than one month, induces 
potential autocorrelation of the error term. Therefore N-1 orders of autocorrelation 
should be adjusted for, where N refers to the length of the holding period in months 
(Pontiff and Woodgate, 2008). We apply the Newey-West autocorrelation-robust 
standard errors to the t-test on the averages of the coefficients and intercepts. 
Specifically, the cross-sectional coefficients 𝜷𝜷𝒕𝒕 and intercept 𝛼𝛼𝑡𝑡 are regressed on an 
intercept term. The intercepts of the regressions would amount to the time-series 
average of the estimators 𝜷𝜷� and the intercept 𝛼𝛼�. The regressions are as follows:  
𝛽𝛽𝑡𝑡𝑡𝑡 =  𝛽𝛽𝑡𝑡� + 𝜖𝜖𝑡𝑡,      𝑡𝑡 = 1,2, … …𝑀𝑀  ,      for each explanatory variable k               (13) 




𝛽𝛽𝑡𝑡𝑡𝑡:                                       is the regression coefficient on explanatory variable 
k for month t; 
𝛽𝛽𝑡𝑡�:                                        is the time-series average value for the coefficients 
on k; 
𝜖𝜖𝑡𝑡:                                         is the auto-correlated error term assuming N-1 lag 
autocorrelation, where N is the number of months 
of return holding period.  
For each of the cross-sectional regression estimators, the test statistic for the t-test 
is:  




                                                                                                                    (15) 
And the same applies to the intercept term 𝛼𝛼𝑡𝑡 : 
𝑡𝑡𝛼𝛼 =  
 𝛼𝛼  
𝜎𝜎𝛼𝛼�
√𝑀𝑀




∶                                       is the Newey-West autocorrelation-robust standard 
error assuming N-1 lags for the error term. See, for 
example, Wooldridge (2006, pp. 432-5) for the 
calculation of 𝜎𝜎𝑡𝑡� and 𝛼𝛼𝛼𝛼� .  
All the explanatory variables are winsorized to eliminate the potential influence of 
extreme observations on regression results: following Pontiff and Woodgate 
(2008), the smallest and largest 1% observations are set to equal to the value at the 
respective 1% tail. 
Standard errors in panel data analysis are subject to potential biases. Petersen (2009) 
supports the use of Fama-MacBeth regressions when there might be a ‘time effect’, 
i.e. correlation across firms of the residuals for a given period, as in studies of equity 
returns. The unadjusted Fama-MacBeth standard error, however, is biased 
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downwards if there is also a ‘firm effect’, i.e. time-series correlation of the residuals 
for a given firm. Therefore I follow Petersen’s advice and test for time and firm 
effects in my data, to examine the robustness of my adjusted Fama-MacBeth 
standard errors. We calculate four more standard errors: 1) the White standard error, 
which is robust to heteroscedasticity but not to time or firm effects; 2) the firm-
clustered standard error; 3) the time-clustered standard error; 4) the two-way 
clustering standard error (Thompson, 2011; Cameron et al., 2008). The difference 
between the White standard error and the firm-clustered standard error measures 
the firm effect, while the difference between the White standard error and the time-
clustered standard error measures the time effect. The two-way clustering standard 
error provides unbiased estimation if both time and firm effects exist, and thus it 
can be used as benchmark for my adjusted Fama-MacBeth standard errors. 
2.4.2 Sorted portfolio analysis 
My second test of the NEI effect is based on abnormal returns on portfolios sorted 
by NEIS and size. The abnormal return on a stock is the net return after deducting 
the return from a matching benchmark portfolio, using BM and MV, as in Fama 
and French (2008). At the end of June each year, stocks are allocated into four 
groups using quartiles of their BM values measured at the end of December in the 
previous year. Then another four groups are formed each year using quartile break 
points of MV measured at the end of June. The intersections of these two 
independently sorted groups create 16 portfolios each year, representing 16 
different intersections of spectrums of BM and MV. Every year a 12-month value-
weighted return is calculated for each of the 16 portfolios. These returns are the 
benchmarks for the abnormal returns. 4×4 matching is used rather than 5×5 due to 
the limited number of observations. With 5×5 sorting, some portfolios have fewer 
than 20 observations on average, which may reduce the reliability of their returns.  
Each June the positive values of NEIS are allocated into quintiles by percentile of 
NEIS. Group zero consists of stocks with zero NEIS, and group -1 includes stocks 
with a negative NEIS. The subsequent value- and equally weighted 12-month 
returns are calculated, along with other attributes of the portfolios, for each year of 
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the sample period. Independently sorted portfolios in terms of both NEIS and size 
are constructed to diagnose the role of small-size stocks in the effect. 6 Twenty-one 
new portfolios are constructed at the end of June every year, based on the seven 
NEIS levels, three for MV. The MV break points are the 30th and 70th percentiles. 
We also calculate returns on sorted portfolios after transaction costs. Following 
Soares and Stark (2009), I estimate three types of cost: bid-ask spread, 
commissions, and stamp duty (a tax on trading). The requisite data are available for 
the period 1991 to 2013. The costs relate to normal trading rather short-selling, 
which is likely to be at least as costly. For bid-ask spread, I employ the proportional 
spread measure, Pspread, calculated using the daily bid price (Datastream datatype 







𝐶𝐶𝑎𝑎𝐴𝐴𝑖𝑖,𝜏𝜏 −  𝐵𝐵𝑜𝑜𝑑𝑑𝑖𝑖,𝜏𝜏
(𝐶𝐶𝑎𝑎𝐴𝐴𝑖𝑖,𝜏𝜏 +  𝐵𝐵𝑜𝑜𝑑𝑑𝑖𝑖,𝜏𝜏)/2
𝑀𝑀
𝜏𝜏=1
                                                                             (17) 
where: 
𝐶𝐶𝑎𝑎𝐴𝐴𝑖𝑖,𝜏𝜏:                                         is the ask price for stock i on dayτ;  
𝐵𝐵𝑜𝑜𝑑𝑑𝑖𝑖,𝜏𝜏:                                         is the bid price; 
𝑀𝑀:                                               is the number of trading days over the relevant 
12 months.  
For commissions paid by investors, I follow Agyei‐Ampomah, (2007) and Soares 
and Stark (2009), and use a rate of 0.13% of the midpoint price. The rate of stamp 
duty, on purchases only, was 0.5% during 1991-2013. Based on the above costs 
mentioned above, the roundtrip costs (RC) for share i are: 
                                                          
6 We also conduct the analysis using consecutive portfolio sorting approach as a robustness test. The 
results are similar. See Berk (2000) for more on consecutive sorting. 
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𝑅𝑅𝐶𝐶𝑖𝑖,𝑡𝑡 =  𝑃𝑃𝑎𝑎𝑝𝑝𝑡𝑡𝑡𝑡𝑓𝑓𝑑𝑑𝑖𝑖 + (2 ∗ 𝑓𝑓𝑓𝑓𝑡𝑡𝑡𝑡𝑜𝑜𝑎𝑎𝑎𝑎𝑜𝑜𝑓𝑓𝑙𝑙) + 𝑎𝑎𝑡𝑡𝑓𝑓𝑡𝑡𝑝𝑝 𝑑𝑑𝑡𝑡𝑡𝑡𝑑𝑑                                     (18) 
The total transaction costs (TC) for a hedge portfolio p of n stocks for a given 
holding period starting at the end of month t is: 
𝑀𝑀𝐶𝐶𝑝𝑝,𝑡𝑡 =  2 × ∑ (𝑊𝑊𝑖𝑖,𝑡𝑡 × 𝑅𝑅𝐶𝐶𝑖𝑖,𝑡𝑡)𝑜𝑜𝑖𝑖=1             (19) 
where: 
𝑊𝑊𝑖𝑖,𝑡𝑡:                                         is the weight of stock i in the portfolio; 
𝑅𝑅𝐶𝐶𝑖𝑖,𝑡𝑡:                                        is the roundtrip cost for stock i. 
The cost involves two roundtrip costs, one for the long and one for the short 
position. 
2.4.3 Asset pricing tests 
My third set of tests explore the NEI effect in the context of various asset pricing 
models. We use Fama-French three factor model (1993) as well as augmented 
Fama-French models including the five-factor model (Fama and French, 2015a), 
four-factor model (Hou et al., 2015), and other models involving a liquidity factor. 
For my asset pricing tests the sample period is restricted to 1992-2013, due to a lack 
of certain data for earlier years. 
2.4.3.1 Factor measures 
The size (MV), book-to-market (BM), and momentum (Mom) factors are defined 
above. Following Hou et al. (2015), the investment factor is measured using the 
change in total assets from year Y-2 to Y-1, divided by total asset for year Y-2, where 
Y-1 is the financial year ending in the calendar year before month t. We use 
Datastream total assets (WC02999) to calculate the investment measure, denoted 
by I/A.  
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Profitability factor. Two approaches are used to measure profitability. Fama and 
French (2015a) define profitability as the ratio of net income over book value of 
equity from the prior year. Net income is calculated as net income before extra items 
and preferred dividends (Datastream WC01551) minus preferred dividends 
(WC01701). We denote the Fama-French profitability measure as OP/B, which 
is 𝑁𝑁𝑡𝑡𝑡𝑡 𝑜𝑜𝑙𝑙𝑓𝑓𝑓𝑓𝑡𝑡𝑡𝑡𝑌𝑌−1/𝐵𝐵𝑓𝑓𝑓𝑓𝐴𝐴 𝑣𝑣𝑓𝑓𝑙𝑙𝑡𝑡𝑡𝑡𝑌𝑌−1. Hou et al. (2015) instead use the book value 
from two years ago as the denominator. Their measure is denoted by ROE: 
𝑁𝑁𝑡𝑡𝑡𝑡 𝑜𝑜𝑙𝑙𝑓𝑓𝑓𝑓𝑡𝑡𝑡𝑡𝑌𝑌−1/𝐵𝐵𝑓𝑓𝑓𝑓𝐴𝐴 𝑣𝑣𝑓𝑓𝑙𝑙𝑡𝑡𝑡𝑡𝑌𝑌−2.  
Liquidity factor. We report results using the bid-ask spread over the past 12 months, 
Pspread, defined above.  
There are various approaches to proxy stock liquidity focusing on different 
dimensions. According to Liu (2006), there are four major dimensions of stock 
liquidity: trading quantity, trading speed, trading cost and price impact. The major 
viable liquidity proxies include Share turnover (Datar, Naik and Radcliffe, 1998; 
Brennan, Chordia and Subrahmanyam, 1998), illiquidity measure by Amihud 
(2002), illiquidity measure by Liu (2006) and Amihud and Mendelson(1986)’s 
relative bid-ask spread measure. Based on the previous research, several major 
stock liquidity proxies are used to construct liquidity factor. 
The first measure is the relative bid-ask spread over the past 12 months (Liu, 2006), 
reflecting the transaction cost of liquidity characteristics. 
𝑃𝑃𝑎𝑎𝑝𝑝𝑡𝑡𝑡𝑡𝑓𝑓𝑑𝑑𝑖𝑖 =  
1
𝑀𝑀
 ∑ 𝐶𝐶𝑎𝑎𝑡𝑡𝑖𝑖,𝑙𝑙− 𝑀𝑀𝑖𝑖𝑑𝑑𝑖𝑖,𝑙𝑙
𝐶𝐶𝑎𝑎𝑡𝑡𝑖𝑖,𝑙𝑙
𝑀𝑀
𝑡𝑡=1                                                                     (20) 
where: 
𝐶𝐶𝑎𝑎𝐴𝐴𝑖𝑖,𝑙𝑙                                 is the daily ask price for stock i at day l (Datastream 
PA) 




𝑀𝑀                                        is the number of available days recorded in 
Datastream over the previous 12 months 
The second measure is share turnover (TR) (Datar, Naik and Radcliffe, 1998; 
Brennan, Chordia and Subrahmanyam, 1998), which focus on the trading quantity 
of liquidity characteristics. TR is measured as the average ratio of daily trading 
volume over share outstanding over the trading days of prior 12 months. 






𝑖𝑖=1                                                                                      (21) 
𝑣𝑣𝑓𝑓𝑙𝑙𝑡𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑡𝑡                            is the daily number of traded shares for stock i at 
day t (Datastream VO) 
𝑎𝑎ℎ𝑓𝑓𝑡𝑡𝑡𝑡𝑎𝑎𝑖𝑖𝑡𝑡                            is number of shares outstanding for stock i at day t 
(Datastream NOSH) 
𝑙𝑙                                        is the number of trading days the prior 12 months at 
day t 
The third measure is the illiquidity measure of Amihud (2002), return to volume 
metric (RtoV), which tries to capture the price impact of trading. Goyenko, Holden 
and Trzcinka (2009) report that RtoV is the best measure of price impact among a 
group of other candidates. RtoV is measured as the average ratio of daily absolute 
return over daily trading volume across the trading days of the prior 12 months.  






𝑖𝑖=1                                                                                       (22) 
|𝑅𝑅𝑖𝑖𝑡𝑡|                                    is the absolute daily return for stock I at day  t, 
derived from Datastream price (P) 
 𝑣𝑣𝑓𝑓𝑙𝑙𝑡𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑡𝑡                           is the daily number of traded shares for stock i at 
day t       (Datastream VO) 




The fourth measure is the LM12 proposed by Liu (2006). Liu (2006) states that 
LM12 proxies multiple dimensions of liquidity including trading speed, trading 
quantity and trading cost with particular emphasis on trading speed. LM12 is 
calculated as standardized turnover-adjusted number of zero-trading volume days 
in the prior 12 months. 
𝐿𝐿𝐵𝐵12𝑖𝑖 = � 𝑁𝑁0 +  
1 𝑀𝑀𝑅𝑅12𝑖𝑖⁄
𝐷𝐷𝑎𝑎𝐷𝐷𝑙𝑙𝑎𝑎𝑡𝑡𝑜𝑜𝑎𝑎𝑖𝑖𝑡𝑡
� ×  21×12
𝑁𝑁𝑜𝑜𝑀𝑀𝐷𝐷
                                                      (23) 
𝑁𝑁0                                      is the number of zero trading volume days over the 
prior 12 months 
𝑀𝑀𝑅𝑅12𝑖𝑖                                is the sum of daily turnovers for stock i over the  
prior 12 months  




𝑁𝑁𝑓𝑓𝑀𝑀𝐷𝐷                                is the number of trading days the prior 12 months at 
day t for stock i 
21×12
𝑁𝑁𝑜𝑜𝑀𝑀𝐷𝐷
                                  is the term to standardize number of trading days in a 
month of 21 
In unreported analysis I also use all the three alternative measures: share turnover  
(Datar et al., 1998; Brennan et al.,1998); the return-to-volume metric of Amihud 
(2002), and the LM12 measure of Liu (2006). The results using these measures are 
qualitatively similar to those using Pspread. 
2.4.3.2 Construction of the factors 
Following Gregory et al. (2001) and Gregory et al. (2013), I use the break points 
from largest 350 stocks. At the end of June each year, stocks are allocated into two 
size groups of unequal numbers, based on the median size of the largest 350 stocks 
at the end of year Y-1. Stocks are also sorted independently into three groups of 
other variables: BM, MOM, ROE, OP/B and I/A, using the 30th and 70th percentile 
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from the largest 350 stocks as the breakpoints. The size, B/M, ROE, OP/B and I/A 
groups are reformed annually, as are the corresponding factors. The momentum, 
portfolios are reformed monthly.  
These portfolios are labelled using letters: for size category, small (S) or big (B); 
for BM, high (H), neutral (N), or low (L); for ROE, High (H), weak (W), or low 
(L); for OP/B, robust (R), neutral (N), or weak (W); for I/A group, conservative 
(C), neutral (N), or aggressive (A); for momentum, up (U), neutral (N) or down (D). 
Intersection portfolios are created to build the factors, and value-weighted returns 
are obtained for each portfolio. For example, SL stands for the monthly value-
weighted return of the portfolio with small size and low BM. The factors are 
obtained using the formulas stated in Table 2-10. For instance, each month the 
momentum factor is defined as the difference between the simple average of the 
returns on two winning-stock portfolios, SU and BU, and the simple average of the 
returns on two losing-stock portfolios, SD and BD.  
For the liquidity factor, stocks are sorted into two size groups; the largest 350 
stocks, and the remaining stocks. Each group is then sorted in terms of liquidity. 
The low-liquidity portfolio (LL) is constructed using the 15% lowest liquidity 
stocks from the large-size group and the 35% lowest liquidity stocks from the small-
size group. The high-liquidity portfolio (HL) is constructed using the 35% highest 
liquidity stocks from large-size group and the 15% highest liquidity stocks from the 
small-size group. 
2.4.3.3 Review of asset pricing models used 
Liquidity-based model. Equity issuance potentially affects expected returns because 
it increases the liquidity of the shares. Eckbo and Norli (2005) document that firms 
that conduct IPOs and SEOs tend subsequently to be more liquid than their matched 
firms, which reduces their expected returns. Bilinski et al.(2012) confirm that SEOs 
increase liquidity and thus reduce liquidity risk, which could explain the negative 
long-run abnormal returns following SEOs. We follow Eckbo and Norli (2005) and 
add momentum and liquidity factors to the Fama-French three-factor model: 
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𝑡𝑡𝑝𝑝𝑡𝑡 − 𝑡𝑡𝐷𝐷𝑡𝑡 = 𝛼𝛼𝑝𝑝 + 𝛽𝛽1𝑅𝑅𝐵𝐵𝑡𝑡 + 𝛽𝛽2𝑆𝑆𝐵𝐵𝐵𝐵𝑡𝑡 + 𝛽𝛽3𝐻𝐻𝐵𝐵𝐿𝐿𝑡𝑡 + 𝛽𝛽4𝑈𝑈𝐵𝐵𝐷𝐷𝑡𝑡 + 𝛽𝛽5𝐿𝐿𝑜𝑜𝐿𝐿𝑡𝑡𝑜𝑜𝑑𝑑𝑜𝑜𝑡𝑡𝑑𝑑𝑡𝑡 + 𝑡𝑡𝑡𝑡  (24) 
where: 
𝛼𝛼𝑝𝑝                                       is the regression intercept; 
𝑡𝑡𝑝𝑝𝑡𝑡                                   is the return on portfolio p in month t;  
𝑡𝑡𝐷𝐷𝑡𝑡                                   is the risk-free rate; 
𝑅𝑅𝐵𝐵𝑡𝑡                                is the excess return on the market index over risk free 
rate; 
𝑆𝑆𝐵𝐵𝐵𝐵𝑡𝑡                              is the return on small stocks minus the return on large 
stocks; 
𝐻𝐻𝐵𝐵𝐿𝐿𝑡𝑡                              is the return on high BM stocks minus the return on 
low BM stocks; 
𝑈𝑈𝐵𝐵𝐷𝐷𝑡𝑡                              is the return on up-performance stocks minus the 
return on down-performance stocks; 
𝐿𝐿𝑜𝑜𝐿𝐿𝑡𝑡𝑜𝑜𝑑𝑑𝑜𝑜𝑡𝑡𝑑𝑑𝑡𝑡   is the return on low-liquidity stocks minus the return on 
high-liquidity stocks; 
𝑡𝑡𝑡𝑡                                        is the error term. 
On the other hand, Liu (2006) proposes a two-factor model which captures the 
liquidity premium and outperforms the Fama-French three-factor model, 
accounting for anomalies associated with size, book-to-market and other possible 
factors: 
𝑡𝑡𝑝𝑝𝑡𝑡 − 𝑡𝑡𝐷𝐷𝑡𝑡 = 𝛼𝛼𝑝𝑝 + 𝛽𝛽1𝑅𝑅𝐵𝐵𝑡𝑡 + 𝛽𝛽2𝐿𝐿𝑜𝑜𝐿𝐿𝑡𝑡𝑜𝑜𝑑𝑑𝑜𝑜𝑡𝑡𝑑𝑑𝑡𝑡 + 𝑡𝑡𝑡𝑡     (25) 
Investment-based model. The investment characteristics of firms have been used to 
predict the cross-section of expected stock returns (Titman et al., 2004; Cooper et 
al., 2008; Polk and Sapienza, 2009). There is also evidence that an investment factor 
can explain the puzzling abnormal returns after new issues such as IPOs, SEOs and 
convertible debt offerings. These findings are supported by two main theories. 
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Carlson et al. (2006) employ a real option model and argue that equity-financed 
investment will decrease risk and expected return, because investment extinguishes 
some risky options. On the other hand, following the derivation of a negative 
relation between real investment and expected return (Cochrane, 1991), Li et 
al.(2009) argue that Q theory suggests that low returns following equity issues are 
likely to be driven by real investment. Lyandres et al. (2008) use an investment-
augmented Fama-French three-factor model and partially explain the negative 
abnormal returns after SEO (75% explained), IPO (80%), convertible debt offerings 
(50%), and net equity issuance in general (40%).  
𝑡𝑡𝑝𝑝𝑡𝑡 − 𝑡𝑡𝐷𝐷𝑡𝑡 = 𝛼𝛼𝑝𝑝 + 𝛽𝛽1𝑅𝑅𝐵𝐵𝑡𝑡 + 𝛽𝛽2𝑆𝑆𝐵𝐵𝐵𝐵𝑡𝑡 + 𝛽𝛽3𝐻𝐻𝐵𝐵𝐿𝐿𝑡𝑡 + 𝛽𝛽4𝐶𝐶/𝐶𝐶𝑡𝑡 + 𝑡𝑡𝑡𝑡   (26) 
where: 
𝐶𝐶/𝐶𝐶𝑡𝑡                                 is the return on low investment-to-asset stocks minus 
the return on high investment-to-asset stocks. 
Profitability and momentum. The profitability of firms has also been found to 
explain the cross-section of stock returns. For instance, Haugen and Baker (1996) 
and Cohen et al. (2002) find a positive relation between profitability and future 
stock return after controlling for book-to-market. Fama and French (2006) use the 
dividend discount model to articulate the theory behind the positive relation 
between profitability and expected return. However, their portfolio test using 
current earnings as a proxy for profitability produces insignificant results. Novy-
Marx (2013) refines the proxy and finds that gross profitability has roughly the 
equivalent predictive power as book-to-market value for the cross-section of 
returns. He proposes a four-factor model, including profitability and momentum 
factors, which subsumes various anomalies including the NEI effect: 




𝑃𝑃𝐵𝐵𝑈𝑈𝑡𝑡                           is the return on high gross profit-to-asset stocks minus 
return on low gross profit-to-asset stocks. 
Novy-Marx’s model uses factors that are adjusted by industry, which means each 
stock position is net of an equal position in the corresponding value-weighted 
industry portfolio. 
Profitability and investment. Hou et al. (2015) propose a four-factor model which 
employs the profitability, investment, size and market factors. Their empirical 
results indicate that the significant hedge portfolio return on NEI is subsumed by 
their four-factor model. The hedge portfolio return remains significant under Fama-
French three-factor model and the Carhart (1997) four-factor model. The model of 
Hou et al. (2015) is: 
𝑡𝑡𝑝𝑝𝑡𝑡 − 𝑡𝑡𝐷𝐷𝑡𝑡 = 𝛼𝛼𝑝𝑝 + 𝛽𝛽1𝑅𝑅𝐵𝐵𝑡𝑡 + 𝛽𝛽2𝑆𝑆𝐵𝐵𝐵𝐵𝑡𝑡 + 𝛽𝛽3𝑅𝑅𝑅𝑅𝑁𝑁𝑡𝑡 + 𝛽𝛽4𝐶𝐶/𝐶𝐶𝑡𝑡 + 𝑡𝑡𝑡𝑡  (28) 
where: 
ROE is:                              is the return on high income before extraordinary 
items/total asset minus return on low income before 
extraordinary items/total asset stocks. 
I/A is:  is the return on low investment-to-asset stocks minus 
the return on high investment-to-asset stocks. 
Five-factor model. Following from their dividend discount model analysis (Fama 
and French, 2006), Fama and French (2015a) augment their three-factor model with 
the profitability factor and investment factor. Their evidence suggests that most 
capital market anomalies, including NEI effect, shrink using these five factors 
compared with three factors. Their five-factor model is:  




OP/B is:                                 is the return on high operating profit/book equity stocks 
minus the return on low operating profit/book equity 
stocks. 
2.5 RESULTS 
2.5.1 Fama-MacBeth regressions  
My first set of results is from Fama-MacBeth regressions, using panel data from 
January 1980 to December 2013 (Table 2-3). For the natural log of one-month, six-
month and twelve-month returns, the cross-sectional differences are related to 
book-to-market (BM), size (MV), momentum (MOM), one-year issuance (NEIS) 
and five-year issuance (NEIL). Different combinations of factors are used for 
regression tests. The coefficients for BM and MOM are consistent with previous 
research in UK. The slope coefficient for BM is positive and statistically significant. 
The MOM coefficient is also positive and statistically significant. The size effect, 
however, is statistically insignificant in most cases.  
For NEI, the slope coefficient is negative for both NEIS and NEIL, confirming the 
existence of a NEI effect. A one-standard-deviation increase (0.334) in NEIS 
change would on average reduce the one-month future return by 0.37%, the six-
month return by 2.2%, and the 12-month return by 3.7%. NEIL also has a significant 
negative impact on future stock returns. A one-standard-deviation increase in NEIL 
(0.827) would on average reduce the one-month, six-month and 12-month future 
returns by 0.5%, 2.4% and 4.5% respectively. The autocorrelation-robust t-statistics 
for both NEI  measures are significant in all the regressions except for NEIS with 
one-month returns. Their significance is similar to the t-statistics for the momentum 
factor and book-to-market ratio, which suggests that NEI is a considerable 
determinant of future stock returns. Therefore, the results from the Fama-MacBeth 
regressions show that higher share issuance leads to lower future stock returns in 
the UK stock market.  
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However, the relationship between share issuance and returns is not simply linear, 
from net repurchase to positive net issuance. The dummy variable for NEIS_zeros 
is significantly positive in all the regressions. On average, zero issuance leads to a 
1.3% and 2.9% increase in the six-month and 12-month return, respectively. This 
result is different from the US studies where Fama and French (2008) find an 
insignificant impact for the no-issuance dummy in their Fama-MacBeth 
regressions.  
Table 2-3 
Fama-MacBeth Cross-sectional Regressions, 1980-2013 
Fama-MacBeth monthly cross-sectional regressions are conducted on the sample period on the following 
variables: the natural logarithm of the book to market value measured at the end of December year-1, BM; 
Book to market dummy variable which equals to zero when BM is missing, BMdum; the natural logarithm 
of equity market value measured at year-1, MV ; the log stock return of past 6 months as proxy for 
momentum, Momentum; the change of the natural logarithm of the number of shares outstanding adjusted 
for distributional activities. NEIS for short term change in net equity issuance: NEIS = Ln (shares 
outstanding, t-6) – Ln (shares outstanding, t-17); NEIL for long term change in net equity issuance: NEIL 
= Ln (shares outstanding, t-6) – Ln (shares outstanding, t-65); dummy variable which equals to one when 
NEIS is zero, and zero otherwise, NEISzero; dummy variable which equals to one when shares outstanding 
exists at t-65, and zero otherwise, NEILdum. The R_square is the average adjusted-R^2 from the cross-
sectional regressions. The regressions are obtained for 396 months from January 1980 to December 2013.  
 
Dependent variable: one month log-return 
Constant 0.000 -0.001 -0.007** -0.031*** -0.007*** -0.029*** -0.021*** -0.021*** 
 (0.06) (-0.39) (-2.36) (-7.48) (-2.75) (-7.49) (-5.92) (-4.74) 
BM    0.002***   0.002*** 0.001* 
    (2.96)   (3.32) (1.86) 
BM_Dum    0.013***   0.013*** 0.011*** 
    (5.84)   (7.80) (4.77) 
MV    0.004***  0.004***  0.002*** 
    (8.67)  (8.67)  (4.93) 
MOM    0.064*** 0.065***   0.062*** 
    (14.7) (15.2)   (14.1) 
NEIS -0.019***  -0.035***     -0.011*** 
 (-5.56)  (-10.0)     (-3.08) 
NEIS_Zero -0.004***  -0.004***     -0.001 
 (-3.14)  (-3.35)     (-1.02) 
NEIL -0.011*** -0.015***      -0.006*** 
 (-8.90) (-11.3)      (-5.13) 
NEIL_Dum -0.018*** -0.017***      -0.008*** 
 (-9.12) (-10.2)      (-4.56) 
R_square 0.006 0.003 0.002 0.018 0.011 0.004 0.002 0.022 




Table 2-3 (cont.) 
Dependent variable: six month log-return 
Constant 0.014 0.020 -0.012 -0.078*** -0.015 -0.051* -0.043* -0.036 
 (0.83) (1.18) (-0.60) (-2.71) (-0.78) (-1.87) (-1.84) (-1.43) 
BM    0.024***   0.025*** 0.018*** 
    (5.30)   (5.38) (4.36) 
BM_Dum    0.051***   0.044*** 0.041*** 
    (5.53)   (5.91) (4.89) 
MV    0.007***  0.007***  0.004* 
    (2.82)  (2.82)  (1.77) 
MOM    0.136*** 0.152***   0.124*** 
    (8.62) (8.80)   (8.43) 
NEIS -0.073***  -0.129***     -0.065*** 
 (-6.55)  (-7.94)     (-7.04) 
NEIS_Zero 0.013***  0.012***     0.013*** 
 (3.08)  (2.68)     (4.31) 
NEIL -0.042*** -0.056***      -0.029*** 
 (-9.34) (-9.88)      (-8.15) 
NEIL_Dum -0.069*** -0.076***      -0.047*** 
 (-6.34) (-6.11)      (-5.25) 
R_square 0.019 0.015 0.009 0.041 0.023 0.011 0.009 0.051 
observation 410212 478245 410212 401490 444950 416779 389590 389590 
Dependent variable: twelve month log-return 
Constant 0.028 0.042 -0.015 -0.122** -0.022 -0.075 -0.059 -0.053 
 (0.86) (1.22) (-0.41) (-2.02) (-0.58) (-1.34) (-1.30) (-0.99) 
BM    0.042***   0.044*** 0.030*** 
    (4.47)   (4.05) (3.52) 
BM_Dum    0.077***   0.067*** 0.062*** 
    (4.05)   (4.44) (3.67) 
MV    0.011*  0.011*  0.007 
    (1.96)  (1.96)  (1.38) 
MOM    0.178*** 0.204***   0.158*** 
    (6.49) (6.51)   (6.28) 
NEIS -0.120***  -0.215***     -0.112*** 
 (-4.83)  (-6.18)     (-5.80) 
NEIS_Zero 0.029***  0.026***     0.028*** 
 (3.57)  (3.06)     (4.68) 
NEIL -0.075*** -0.099***      -0.055*** 
 (-8.75) (-8.81)      (-8.09) 
NEIL_Dum -0.114*** -0.132***      -0.081*** 
 (-5.27) (-4.81)      (-4.91) 
R Square 0.028 0.023 0.014 0.051 0.026 0.015 0.013 0.066 
observation 374934 437317 374934 368961 409232 380967 358229 358229 
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According to Fama and French (2008), the explanatory power of certain anomaly 
variables is driven by smallcap stocks. Therefore I follow their approach and 
conduct Fama-MacBeth regressions across small, middle and big size groups using 
MV percentiles of 30% and 70% as break points. We find that the regression 
coefficients are in general consistent across three size groups (Table 2-4). Rather 
than being driven by small-size stocks, the predictive power of NEI remains 
persistent across different sizes of stocks in UK. 
Table 2-5 presents coefficients and their t-statistics from four methods of estimating 
standard errors in panel regressions, and from Fama-MacBeth regressions using the 
autocorrelation-robust standard error explained in Section 2.4.1. The dependent 
variable is the one-month, six-month, or 12-month log returns. When using one-
month returns, I observe a significant time effect, indicated by the fact that the t-
statistics from time-clustered standard errors are significantly smaller than when 
White standard errors are used. Fama-MacBeth regression provides unbiased 
standard errors and t-statistics in this scenario, and two-way clustered standard 
errors provide similar results as my sample has sufficient time and cross-sectional 
scale. 
For six-month and 12-month returns, both time and firm effects are present, as both 
time-clustered and firm-clustered t-statistics are much smaller than the White t-
statistic. This shows that both directions of residual dependence need to be 
controlled for in the regression. My adjusted Fama-MacBeth t-statistics are close to 
those using two-way clustered standard errors, and are not inflated by the existence 
of a firm effect. This is due to my use of the Newey-West standard error in the 
second stage of the regression. Overall, the results in Table 2-5 indicate that Fama-
MacBeth regression with adjusted standard errors is robust with respect to problems 







Fama-MacBeth Cross-sectional Regressions across all size groups, 1980-2013 
Fama-MacBeth monthly cross-sectional regressions are conducted on the sample period across three size 
groups on the following variables: the natural logarithm of the book to market value measured at the end of 
December year-1, BM; Book to market dummy variable which equals to zero when BM is missing, BMdum; 
the natural logarithm of equity market value measured at year-1, MV ; the log stock return of past 6 months 
as proxy for momentum, Momentum; the change of the natural logarithm of the number of shares 
outstanding adjusted for distributional activities. NEIS for short term change in net equity issuance: NEIS = 
Ln (shares outstanding, t-6) – Ln (shares outstanding, t-17); NEIL for long term change in net equity 
issuance: NEIL = Ln (shares outstanding, t-6) – Ln (shares outstanding, t-65); dummy variable which equals 
to one when NEIS is zero, and zero otherwise, NEISzero; dummy variable which equals to one when shares 
outstanding exists at t-65, and zero otherwise, NEILdum. Dependent variable return1; return6 and return12 
represents natural log of futhre stock returns for 1 month; 6 month and 12 month respectively. At the end of 
June each year, MV percentile of 30% and 70% are used as breaking points for ‘small’, ‘middle’ and ‘big’ 
groups.  The R_square is the average adjusted-R^2 from the cross-sectional regressions. The regressions are 
obtained for 396 months from January 1980 to December 2013.  
dependent 
variable return1 return6 return12 return1 return6 return12 return1 return6 return12 
 small middle large 
Constant 
-0.015* -0.013 -0.005 0.007 -0.011 -0.076 -0.002 -0.022 -0.068 
(-1.80) (-0.50) (-0.14) (1.48) (-0.44) (-1.62) (-0.42) (-0.70) (-1.31) 
BM 
-0.004* 0.003 0.010 0.003*** 0.024*** 0.038*** 0.002*** 0.013** 0.024*** 
(-1.80) (0.61) (1.29) (3.26) (5.88) (5.39) (3.81) (2.57) (2.88) 
BM 
DUMMY 
0.019*** 0.080*** 0.123*** 0.010*** 0.046*** 0.072*** 0.003* 0.011 0.023 
(3.61) (6.58) (6.79) (4.00) (5.35) (5.17) (1.89) (1.16) (1.29) 
MV 
-0.008*** -0.037*** -0.054*** -0.003*** -0.003 0.008 0.000 0.006** 0.015*** 
(-3.26) (-8.01) (-7.05) (-3.28) (-0.89) (1.20) (1.38) (2.35) (3.59) 
MOM 
0.079*** 0.079*** 0.093*** 0.040*** 0.137*** 0.192*** 0.031*** 0.137*** 0.201*** 
(10.2) (5.20) (4.25) (9.48) (8.95) (8.66) (6.39) (6.61) (6.78) 
NEIS 
-0.010 -0.074*** -0.109*** -0.021*** -0.092*** -0.138*** -0.006** -0.041*** -0.115*** 
(-1.22) (-5.20) (-5.04) (-4.52) (-6.36) (-5.73) (-2.22) (-3.34) (-4.94) 
NEISZE
RO 
-0.001 0.019*** 0.027*** -0.002 0.011** 0.029*** 0.001 0.008** 0.018** 
(-0.31) (3.45) (3.14) (-1.55) (2.57) (3.91) (1.61) (2.23) (2.47) 
NEIL 
-0.007** -0.021*** -0.043*** -0.006*** -0.027*** -0.054*** -0.003*** -0.031*** -0.051*** 
(-2.21) (-3.11) (-4.94) (-4.09) (-5.65) (-7.90) (-4.01) (-5.30) (-5.08) 
NEIL 
DUMMY 
-0.006 -0.026** -0.033** -0.010*** -0.055*** -0.097*** -0.004*** -0.037*** -0.067*** 
(-1.37) (-2.52) (-2.26) (-5.90) (-6.18) (-6.92) (-2.60) (-3.82) (-4.84) 
R square 0.020 0.034 0.048 0.031 0.060 0.068 0.055 0.077 0.085 








Comparison of multiple regression approaches, 1980-2013 
Variables definition: natural log of stock returns for 1 month; 6 month and 12 month; the natural logarithm 
of the book to market value measured at the end of December year-1, BM; Book to market dummy 
variable which equals to zero when BM is missing, BMdum; the natural logarithm of equity market value 
measured at year-1, MV ; the log stock return of past 6 months as proxy for momentum, Momentum; the 
change of the natural logarithm of the number of shares outstanding adjusted for distributional activities. 
NEIS for short term change in net equity issuance: NEIS = Ln (shares outstanding, t-6) – Ln (shares 
outstanding, t-17); NEIL for long term change in net equity issuance: NEIL = Ln (shares outstanding, t-
6) – Ln (shares outstanding, t-65); dummy variable which equals to one when NEIS is zero, and zero 
otherwise, NEISzero; dummy variable which equals to one when shares outstanding exists at t-65, and 
zero otherwise, NEILdum. The R_square is the average adjusted-R^2. The regressions are obtained for 
396 months from January 1980 to December 2013. Regression coefficients and t-statistics are obtained 
based on White-robust standard error; firm-clustered standard error; time-clustered standard error; two-
way clustered standard error and Fama-MacBeth cross-sectional regression.  
1 month log return 







      
Constant -0.023*** -0.023*** -0.023*** -0.023*** -0.021*** 
 (-8.25) (-8.09) (-4.84) (-4.81) (-4.74) 
bm 0.002** 0.002** 0.002 0.002 0.001* 
 (2.84) (2.77) (1.90) (1.88) (1.86) 
bmdum 0.013*** 0.013*** 0.013*** 0.013*** 0.011*** 
 (5.62) (5.38) (4.74) (4.60) (4.77) 
mv 0.003*** 0.003*** 0.003*** 0.003*** 0.002*** 
 (8.93) (8.80) (4.26) (4.25) (4.93) 
momentum 0.060*** 0.060*** 0.060*** 0.060*** 0.062*** 
 (17.97) (17.28) (8.42) (8.35) (14.1) 
neis -0.011** -0.011** -0.011** -0.011** -0.011*** 
 (-3.06) (-2.89) (-2.77) (-2.64) (-3.08) 
neiszero 0.003* 0.003* 0.003 0.003 -0.001 
 (2.36) (2.30) (1.48) (1.47) (-1.02) 
neil -0.010*** -0.010*** -0.010*** -0.010*** -0.006*** 
 (-7.75) (-7.59) (-6.79) (-6.69) (-5.13) 
neildum -0.015*** -0.015*** -0.015*** -0.015*** -0.008*** 
 (-10.24) (-9.64) (-5.72) (-5.61) (-4.56) 
      
Observations 413,240 413,240 413,240 413,240 413,240 
Adjusted R-squared 0.007 0.007 0.007 0.007 0.007 
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     Table 2-5 (cont.) 
6 month log return 







      
Constant -0.028*** -0.028*** -0.028* -0.028 -0.036 
 (-6.79) (-3.69) (-2.12) (-1.91) (-1.43) 
bm 0.030*** 0.030*** 0.030*** 0.030*** 0.018*** 
 (24.70) (12.76) (8.77) (7.56) (4.36) 
bmdum 0.045*** 0.045*** 0.045*** 0.045*** 0.041*** 
 (14.19) (7.57) (9.74) (6.59) (4.89) 
mv 0.003*** 0.003** 0.003 0.003 0.004* 
 (6.09) (2.97) (1.58) (1.43) (1.77) 
momentum 0.080*** 0.080*** 0.080*** 0.080*** 0.124*** 
 (22.35) (14.24) (3.61) (3.55) (8.43) 
neis -0.067*** -0.067*** -0.067*** -0.067*** -0.065*** 
 (-12.72) (-7.42) (-9.19) (-6.48) (-7.04) 
neiszero 0.034*** 0.034*** 0.034*** 0.034*** 0.013*** 
 (17.88) (9.77) (6.69) (5.80) (4.31) 
neil -0.044*** -0.044*** -0.044*** -0.044*** -0.029*** 
 (-23.79) (-12.98) (-14.52) (-10.59) (-8.15) 
neildum -0.072*** -0.072*** -0.072*** -0.072*** -0.047*** 
 (-30.75) (-15.41) (-8.76) (-7.86) (-5.25) 
      
Observations 389,590 389,590 389,590 389,590 389,590 
Adjusted R-
squared 
0.019 0.019 0.019 0.019 0.019 
12 month log return 







      
Constant -0.035*** -0.035** -0.035 -0.035 -0.053 
 (-6.74) (-2.60) (-1.84) (-1.54) (-0.99) 
bm 0.056*** 0.056*** 0.056*** 0.056*** 0.030*** 
 (35.75) (12.89) (11.60) (8.88) (3.52) 
bmdum 0.069*** 0.069*** 0.069*** 0.069*** 0.062*** 
 (17.10) (6.39) (12.87) (6.08) (3.67) 
mv 0.005*** 0.005** 0.005 0.005 0.007 
 (8.02) (2.78) (1.86) (1.58) (1.38) 
momentum 0.080*** 0.080*** 0.080** 0.080** 0.158*** 
 (19.51) (10.62) (2.65) (2.60) (6.28) 
neis -0.120*** -0.120*** -0.120*** -0.120*** -0.112*** 
 (-18.74) (-8.03) (-12.26) (-7.20) (-5.80) 
neiszero 0.069*** 0.069*** 0.069*** 0.069*** 0.028*** 
 (27.40) (11.33) (9.29) (7.45) (4.68) 
neil -0.077*** -0.077*** -0.077*** -0.077*** -0.055*** 
 (-31.81) (-12.18) (-18.64) (-10.76) (-8.09) 
neildum -0.121*** -0.121*** -0.121*** -0.121*** -0.081*** 
 (-38.71) (-14.09) (-11.22) (-9.01) (-4.91) 
      
Observations 358,229 358,229 358,229 358,229 358,229 
Adjusted R-
squared 
0.030 0.030 0.030 0.030 0.030 
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2.5.2 Sorted portfolio analysis 
Table 2-6 
Descriptive statistics for the independently sorted portfolio on MV and BM for 
period 1981-2013 
The table reports the descriptive statistics of the portfolios sorted independently on MV and book-to-
market value. At the end of June each year, 16 value weighted portfolios are formed based on the 
intersection between these two sorted groups. MV is measured as the product of number of shares 
outstanding and stock price at the end of June. Book-to-market is measured at the end of December of 
previous year. 
MV quartile BM quartile 
 Low 2 3 High 
 Average monthly value-weighted return (%) 
Small 1.13 1.51 1.58 1.71 
2 0.74 0.85 1.20 1.84 
3 0.83 1.25 1.46 1.77 
Big 1.02 1.18 1.41 1.60 
 
 Average book-to-market 
Small 0.24 0.56 0.93 2.34 
2 0.25 0.56 0.92 1.94 
3 0.25 0.55 0.90 1.98 
Big 0.25 0.55 0.89 1.66 
 
 Average firm MV (mil) 
Small 5 6 5 5 
2 22 21 21 20 
3 84 84 79 74 
Big 2535 2327 1848 1771 
 
 Average of number of firms in each portfolio 
Small 42 44 66 127 
2 58 63 77 81 
3 78 80 72 48 
Big 100 90 63 27 
 
We next present results from sorted portfolios. First, Table 2-6 shows descriptive 
statistics for 4×4 matching portfolios used to calculate abnormal returns. We see 
that monthly average return increases with the BM value. Meanwhile, although the 
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smallest size groups tend to have higher returns, the relation between size and return 
is not monotonic. This is consistent with the results from the Fama-MacBeth 
regressions, and with previous literature (Gregory et al., 2013; Michou et al., 2014). 
Notes: 
This figure shows the cumulative return for each NEIS level from June 1981 to December 2013. At 
the end of June each year, 7 portfolios are formed based on the short term net equity issuance: 
negative NEIS stocks are included in level ‘-1’; zero NEIS stocks are grouped into level ‘0’; positive 
NEIS stocks are categorised into five quintile groups from lowest level‘1’ to highest level ‘5’. NEIS 
is measured as the change of the logarithm of the number of adjusted number of shares outstanding: 
NEIS = log(adjusted shares outstanding, t-6) – log(adjusted shares outstanding, t-17). The 
cumulative return is calculated as the product of annual value weighted return for each NEIS group. 
Next, Table 2-7 presents descriptive statistics for portfolios independently sorted 
by seven NEIS and three size groups. The evidence includes the raw 12-month 
future returns, values for BM and MV, and the average number of firms in each 
portfolio. The ‘hedge portfolio return’ column reports the average (raw) return from 
a long position in the zero-NEIS and short in the quintile-5 portfolio. It is evident 
that from level 0 to level 5 of NEIS, the raw value- and equally weighted returns 
have a decreasing trend. Figure 1 shows the impact of these differences in returns 
over time. Consistent with the yearly averages in Table 2-7, the zero-NEIS portfolio 
has the highest cumulative value-weighted return, and the cumulative return 
























































portfolio provides a lower cumulative return than the other categories except 
quintiles 4 and 5. My comparison of raw returns confirms a negative relation 
between short-term NEI and future return, setting aside the negative-NEIS 
portfolio.  
The pattern of results for the NEIS portfolios is similar across all three size 
categories, though the drop in return as one moves from zero NEIS and quintile 1 
to quintile 5 is especially pronounced for the small-stock category. There is a hint 
that the NEI effect could be linked to book-to-market value, which falls 
monotonically from 0.94 for zero-NEIS to 0.60 for quintile 5. The data on size show 
that the repurchase portfolio has largest stocks on average, with average size 
decreasing from quintile 1 to 5. In other words, positive issuance is greater among 
smallcap firms. The zero-NEIS group turns out to have the lowest average size, 
indicating that firms with no issuance activity tend to be small. 
Table 2-7 
Descriptive statistics of independent-sorted portfolios on NEIS and MV for the 
period 1981 – 2012 
The table reports the descriptive statistics of value-weighted (VW) and equally-weighted (EW) portfolios 
sorted independently on MV and short term net equity issuance (NEIS). At the end of June each year, all 
stocks are categorised into seven groups by the short term net equity issuance: negative NEIS stocks are 
included in level ‘-1’; zero NEIS stocks are grouped into level ‘0’; positive NEIS stocks are categorised into 
five quintile groups from lowest level‘1’ to highest level ‘5’. NEIS is measured as the change of the 
logarithm of the number of adjusted number of shares outstanding: NEIS = log(adjusted shares outstanding, 
t-6) – log(adjusted shares outstanding, t-17). Independently, all stocks are categorised into three MV groups 
where MV is measured as the product of number of shares outstanding and stock price at the end of June. 
MV percentile of 30% and 70% are used as breaking points for ‘small’, ‘middle’ and ‘big’ groups. The ‘Full 
Sample’ group combines all three size groups. At the end of June each year, 21 portfolios are formed based 
on the intersection between these two sorted groups.  Book-to-Market is measured at the end of December 
of previous year. 





annual return -1 0 1 2 3 4 5 0-5 
Small 13.2% 19.0% 19.1% 13.8% 14.8% 6.6% -0.9% 19.8% 
Middle 15.0% 17.7% 18.1% 14.7% 10.6% 7.8% 3.9% 13.8% 
Big 11.0% 18.2% 17.8% 12.5% 14.8% 10.9% 11.9% 6.3% 
Full Sample 11.3% 18.2% 17.7% 12.5% 14.6% 10.4% 10.5% 7.6% 
   
65 
 
Table 2-7 (cont.) 
EW average 
annual return -1 0 1 2 3 4 5 0-5 
Small 14.5% 20.4% 36.5% 15.0% 14.5% 9.0% 1.4% 19.0% 
Middle 15.3% 17.7% 17.3% 14.5% 10.2% 7.3% 3.2% 14.5% 
Big 12.9% 17.4% 17.2% 15.5% 11.6% 7.3% 10.5% 6.9% 
Full Sample 15.1% 18.8% 18.4% 15.4% 11.1% 6.5% 2.4% 16.4% 
   
Book-to-
Market -1 0 1 2 3 4 5  
Small 0.99 1.01 0.97 1.13 0.74 1.02 0.63  
Middle 0.84 0.99 0.91 0.82 0.66 0.62 0.70  
Big 0.63 0.68 0.66 0.59 0.65 0.56 0.61  
Full Sample 0.76 0.94 0.77 0.72 0.66 0.62 0.60  
   
MV(millions) -1 0 1 2 3 4 5  
Small 5 5 6 6 6 5 5  
Middle 39 35 44 44 42 39 36  
Big 3472 1229 1794 1818 1369 1029 1143  
Full Sample 1734 216 1015 990 544 332 248  
   
Sample size -1 0 1 2 3 4 5  
1 16 254 15 16 26 34 46  
2 30 238 46 47 59 62 62  
3 37 104 75 72 51 40 27  
Table 2-8 presents results using abnormal 12-month returns, where the benchmark 
return for each stock is the return on a portfolio matched by size and BM. The 
results in Table 2-8 again show that a NEI effect exists in the UK market, for both 
value-weighted and equally weighted returns. The value-weighted abnormal return 
across NEIS levels decreases monotonically from 3.3% (t = 3.66) for zero-NEIS, to 
-3.0% (t = -1.07) for quintile 5, for the full sample. Within each size category, the 
abnormal returns are also consistent with a NEI effect. But the effect is much 
stronger among small stocks. The value-weighted abnormal return for the small 
category is  1.0% (t = 0.92) for zero-NEIS, and -14.4% (t = 4.65) for quintile 5. The 
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equivalent results for ‘big’ stocks are 3.6% (t = 3.47), falling to -2.0% (t = -0.61) 
for quintile 5. The results are similar for equally weighted returns. For portfolios 
with negative-NEIS stocks, the abnormal returns are mostly negative, and are more 
negative using value weighting. 
Table 2-8 
Abnormal return on portfolios independent-sorted on NEIS and MV for the period 
1981 - 2012 
The table reports the abnormal returns of value-weighted (VW) and equally-weighted (EW) portfolios sorted 
independently on MV and short term net equity issuance (NEIS). At the end of June each year, all stocks are 
categorised into seven groups by the short term net equity issuance: negative NEIS stocks are included in level ‘-
1’; zero NEIS stocks are grouped into level ‘0’; positive NEIS stocks are categorised into five quintile groups 
from lowest level‘1’ to highest level ‘5’. NEIS is measured as the change of the logarithm of the number of 
adjusted number of shares outstanding: NEIS = log(adjusted shares outstanding, t-6) – log(adjusted shares 
outstanding, t-17). Independently, all stocks are categorised into three MV groups where MV is measured as the 
product of number of shares outstanding and stock price at the end of June. MV percentile of 30% and 70% are 
used as breaking points for ‘small’, ‘middle’ and ‘big’ groups. The ‘Full Sample’ group combines all three size 
groups. At the end of June each year, 21 portfolios are formed based on the intersection between these two sorted 
groups. t statistics are adjusted for heteroscedasticity and autocorrelation,  bolded when statistically significant. 
 





annual return -1 0 1 2 3 4 5 0-5 
Small -4.7% 1.0% 3.3% 0.3% 0.3% -8.1% -14.4% 19.8% 
t -1.32 0.92 0.67 0.07 0.10 -3.44 -4.65 7.19 
Middle 1.0% 2.0% 2.0% 0.7% -2.8% -5.9% -10.0% 13.8% 
t 0.47 2.56 1.07 0.53 -1.34 -2.82 -4.47 5.67 
Big -3.4% 3.6% 3.1% -0.8% 0.0% -2.1% -2.0% 6.3% 
t -2.17 3.47 2.14 -0.82 0.00 -1.05 -0.61 1.73 
Full Sample -3.3% 3.3% 3.1% -0.8% -0.1% -2.6% -3.0% 7.6% 
t -2.25 3.66 2.19 -0.80 -0.03 -1.48 -1.07 2.31 
EW abnormal 
annual return -1 0 1 2 3 4 5 0-5 
Small -0.9% 2.4% 21.4% 1.9% -0.4% -5.4% -13.1% 19.0% 
t -0.21 1.53 1.20 0.30 -0.10 -1.55 -4.27 9.86 
Middle 1.0% 2.1% 1.7% 1.0% -2.8% -6.1% -10.3% 14.5% 
t 0.48 3.71 0.87 0.64 -1.72 -2.75 -4.90 5.82 
Big -2.1% 2.7% 2.3% 1.4% -2.4% -6.6% -4.6% 6.9% 
t -0.88 1.75 1.91 1.16 -1.77 -3.80 -1.92 2.73 
Full Sample -0.3% 2.2% 3.3% 1.3% -2.0% -6.4% -10.6% 16.4% 
t -0.17 3.54 1.76 1.05 -1.77 -3.46 -6.87 10.19 
The hedge portfolios generate abnormal returns that are positive across all size 
groups, and most are statistically significant. The hedge portfolio returns are much 
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higher for the small and middle portfolios than for the large-size portfolio. For 
example, the average value-weighted hedge return is 19.8% for small stocks, and 
6.3% for large stocks. Figure 2 shows the performance of the hedge portfolios 
constructed from the full sample. The equally weighted hedge portfolio provides 
positive annual returns for all 32 years of sample period, while the value-weighted 
portfolio has a less consistent performance with 19 positive returns. Overall, the 
results suggest a potential opportunity for making additional raw or abnormal 
returns from a trading strategy using information on short-term NEI.  
Notes: 
This figure shows the hedge portfolio returns from June 1981 to December 2013. At the end of June 
each year, 7 portfolios are formed based on the short term net equity issuance: negative NEIS stocks 
are included in level ‘-1’; zero NEIS stocks are grouped into level ‘0’; positive NEIS stocks are 
categorised into five quintile groups from lowest level‘1’ to highest level ‘5’. Hedge portfolio is 
constructed by long portfolio ‘0’ and short portfolio ‘5’. NEIS is measured as the change of the 
logarithm of the number of adjusted number of shares outstanding: NEIS = log(adjusted shares 
outstanding, t-6) – log(adjusted shares outstanding, t-17).  
To assess whether the NEI effect can be exploited in practice by investors, I 
estimate the returns from hedge portfolios after transaction costs (Section 2.4.2). 
The results are in Table 2-9. Data on transaction costs are limited to the period 1991 
to 2013. The results before transaction costs for this sub-period are similar to those 
presented above for the full sample period. Twelve-month returns from hedge 
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all size categories, and similar in value and statistical significance as the results for 
1981-2013. But the estimated transaction costs of implementing the hedge strategy 
are enormous, at over 30% per year for small-size and around 15% per year for 
middle-size portfolios. Table 2-9 shows that after deduction of transaction costs, 
the hedge returns become negative for almost all value and equally weighted 
portfolios. In particular, the large and significant positive hedge return for small 
stocks becomes a large and significant negative return after costs. The only positive 
return after costs is the value-weighted return for the largest stocks, which is 1% 
per year (t = 0.30). We conclude that the NEI effect cannot be exploited allowing 
for transaction costs. 
Table 2-9 
Transaction cost adjusted low-minus-high hedge return from 1991 - 2013 
The table reports the with/without transaction cost low-minus-high hedge returns of value-weighted (VW) 
and equally-weighted (EW) portfolios sorted independently on MV and short term net equity issuance 
(NEIS). At the end of June each year, all stocks are categorised into seven groups by the short term net 
equity issuance: negative NEIS stocks are included in level ‘-1’; zero NEIS stocks are grouped into level 
‘0’; positive NEIS stocks are categorised into five quintile groups from lowest level‘1’ to highest level ‘5’. 
NEIS is measured as the change of the logarithm of the number of adjusted number of shares outstanding: 
NEIS = log(adjusted shares outstanding, t-6) – log(adjusted shares outstanding, t-17). Independently, all 
stocks are categorised into three MV groups where MV is measured as the product of number of shares 
outstanding and stock price at the end of June. MV percentile of 30% and 70% are used as breaking points 
for ‘small’, ‘middle’ and ‘big’ groups. The ‘Full Sample’ group combines all three size groups. At the end 
of June each year, 21 portfolios are formed based on the intersection between these two sorted groups. 
Low-minus-high hedge portfolio is formed by long one unit zero NEIS portfolio and short one unit level 
five NEIS portfolio across all size groups. T statistics are adjusted for heteroscedasticity and 
autocorrelation, bolded when statistically significant. 
 Equally weighted  Value weighted 











Small 19.0% 36.0% -17.1%  18.5% 30.3% -11.9% 
 (9.04)  (-5.30)  (5.86)  (-2.77) 
Middle 12.9% 15.7% -2.8%  12.6% 13.4% -0.8% 
 (4.06)  (-0.87)  (4.21)  (-0.28) 
Big 3.5% 7.1% -3.6%  5.5% 4.5% 1.0% 
 (1.29)  (-1.19)  (1.79)  (0.30) 
Full 
Sample 14.2% 22.7% -8.4% 
 7.4% 5.8% 1.5% 
 (8.06)  -(3.76)  (2.56)  (0.52) 
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2.5.3 Asset pricing tests 
In this section I examine the NEI effect (before transaction costs) in the context of 
the asset pricing models outlined in Section 2.4.3. We find that the investment and 
profitability factors are able to provide extra explanatory power compared with the 
three-factor model, which is consistent with the results of Fama and French 
(2015b). However, none of the asset pricing models is able to fully capture the NEI 
effect. Table 2-10 summarises how the factors are constructed. 
Table 2-10 
Factor construction methods 
Factor Sort Breakpoints Factors and their components 
Size 2×3 sorts on 
Size and BM 
Size:  largest 350 
stocks median  
BM: largest 350 stocks 
30th & 70th percentile 
 
SMB =  (SL + SM + SH)/3 − (BL + BM +
BH)/3  
 
BM  2×3 sorts on 
Size and BM 
Size: largest 350 
stocks median  
BM: largest 350 stocks 
30th & 70th percentile  
 
HML = (SH + BH)/2– (SL +  BL)/2  
UMD = (SU + BU) 2⁄ − (SD + BD)/2  
Momentum 2×3 sorts on 
Size and 
Momentum 
Size: largest 350 
stocks  median  
Momentum: largest 
350 stocks 30th & 70th 
percentile 
UMD = (SU + BU) 2⁄ − (SD + BD)/2 
Profitability 
 
2×3 sorts on 
Size and 
ROE or  
OP/B 
Size: largest 350 
stocks  median  
ROE or OP/B: largest 
350 stocks 30th & 70th 
percentile 
ROE = (SH + BH)/2– (SL +  BL)/2 
OP/B = (SR + BR)/2– (SW +  BW)/2 
 
Investment 2×3 sorts on 
Size and I/A 
Size: largest 350 
stocks  median  
I/A: largest 350 stocks 
30th & 70th percentile  
I
A




sorts on size 
and liquidity 
Size: threshold of 
largest 350 stocks 
liquidity: 15th , 35th , 
65th , 85th percentile for 
large-size/small-size 
group 
liquidity = LL − HL 
 
Table 2-11 provides descriptive statistics about the time series of the asset pricing 
factors. The average market premium is 0.46% per month (t = 1.67). The size 
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premium in the UK market is -0.03% (t = -0.11), which is consistent with previous 
findings about the insignificance of the size effect in the UK (Gregory et al., 2001). 
The book-to-market factor (HML) has an average monthly premium of 0.48% (t = 
2.01), and the momentum factor (MOM) has a similar monthly premium of 0.47% 
(t = 1.12). Both profitability factors have positive monthly premium: 0.32% for 
OP/B and 0.16% for ROE. The investment factor (I/A) has the largest monthly 
premium, of 0.53 (t = 2.73).  
Regressions are run for each of the 21 portfolios sorted by NEIS and size at the end 
of June each year. The dependent variable is the monthly value-weighted portfolio 
return in excess of the Treasury-bill rate. If a model is successful in explaining the 
monthly excess returns, the alpha (intercept) terms should each be approximately 
equal to zero across the 21 regressions. A test statistic is calculated to test the null 
hypothesis that αp = 0  for all portfolios p, using the method of Gibbon et al. (1989) 
– GRS test. 
The time series test: 
𝒓𝒓𝒊𝒊 = 𝛼𝛼𝑖𝑖 +  𝜷𝜷𝑖𝑖′𝒇𝒇𝑡𝑡 +  𝜺𝜺𝒕𝒕𝒊𝒊                          for i = 1, 2, 3 … N (N asset in total)       (30) 
where:  
𝒓𝒓𝒊𝒊                                        is the vector of excess return of investment portfolio 
over treasury bill rate  for asset i. 
𝒇𝒇𝑡𝑡                                       is the vector of asset pricing model factor return at 
period t: e.g. smb, hml, cma, etc. 
𝜷𝜷𝑖𝑖′                                       is the vector of OLS time series regression 
coefficients on model factors 
𝜺𝜺𝒕𝒕𝒊𝒊                                       is the vector of residual values of OLS time series 
regression for asset i 
Null hypothesis:  
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�1 + 𝑬𝑬𝑻𝑻(𝒇𝒇)′ 𝛀𝛀�−𝟏𝟏𝑬𝑬𝑻𝑻 (𝒇𝒇)�𝜶𝜶�′𝚺𝚺� 𝜶𝜶� ~ 𝐹𝐹𝑁𝑁,   𝑀𝑀−𝑁𝑁−𝐾𝐾                                           (31) 
where: 
T                              is the number of time period 
N                             is the number of assets (portfolios) 
K                             is the number of asset pricing model factors 
𝑬𝑬𝑻𝑻(𝒇𝒇)                        is the vector of expected value of asset pricing model factors 
𝜶𝜶�                             is the vector of estimated intercepts of N assets(portfolios) 
𝛀𝛀� =  1
𝑀𝑀
 ∑  [𝒇𝒇𝑡𝑡 −  𝑬𝑬𝑻𝑻(𝒇𝒇) ]𝑀𝑀𝑡𝑡=1  [𝒇𝒇𝑡𝑡 −  𝑬𝑬𝑻𝑻(𝒇𝒇) ]′, 
𝚺𝚺� =  𝟏𝟏
𝑻𝑻
 ∑ (𝜺𝜺�𝑻𝑻𝒕𝒕=𝟏𝟏  𝜺𝜺�′)  
where:                                 
𝜺𝜺�                                 is the matrix of OLS time series residuals of N assets across 
T periods 
P-value of GRS statistic were calculated. 
Table 2-11 
Descriptive Statistics of Factors 
The table reports the descriptive statistics of the factors. RMRF: excess return of market index over risk 
Treasury bill rate; SMB: size factor; HM: book-to-market factor; UMD: momentum factor; I/A: investment 
factor; OP/B: profitability factor; ROEe: profitability factor; TR: liquidity factor Turnover; Ppread: relative 
bid-ask spread liquidity factor.  
 RMRF SMB HML UMD I/A OP/B ROE Pspread 
Mean 0.46 -0.03 0.48 0.47 0.53 0.32 0.16 0.70 
Median 0.90 -0.18 0.33 0.71 0.13 0.29 0.13 0.39 
Maximum 9.90 17.43 11.62 24.38 12.35 12.78 11.90 21.24 
Minimum -13.61 -14.54 -13.53 -27.41 -8.76 -12.64 -9.08 -7.51 
Sdt. Dev. 0.04 0.04 0.03 0.05 0.03 0.03 0.02 0.03 
Newey-west t 1.67 -0.11 2.01 1.12 2.73 1.25 0.97 2.54 
Observations 258 258 258 258 258 258 258 258 
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Table 2-12 shows the various factor models with their corresponding GRS test 
results. The GRS results reject all the models as explanations of the observed excess 
returns on the 21 size-NEIS portfolios: the intercepts are not jointly equal to zero 
for any model. However, by including the investment factor, profitability factor and 
bid-ask spread liquidity factor, a six-factor model provides the best description of 
the excess returns of size-NEIS portfolios, as its GRS test statistic is the lowest 
among the models. The results indicate that the additional three factors are able to 
provide explanatory power for the NEI effect beyond that of the three-factor model, 
but NEIS retains some explanatory power that is independent of the six factors. 
The same table (Table 2-12) also shows the intercepts of the 21 regressions for a 
selection of the models7. We choose the CAPM, the Fama-French three-factor 
model, and two augmented models. The results are consistent with the GRS test. 
Both investment factors, and the profitability factor, improve explanatory power, 
as shown by reduced variation in the intercepts. The negative intercepts in high-
NEIS portfolios are partially explained by the five-factor model. But the variation 
in the excess returns across the 21 portfolios is not fully explained by any of the 
models. 
Table 2-13 illustrates the regression coefficients of the 21 portfolios using the 
Fama-French three- factor model augmented by the investment factor I/A, 
profitability factor ROE and the bid-ask spread. From the factor loadings, I can 
observe the exposure of the portfolios to the investment and profitability factors. 
The portfolios with negative NEIS in general have the positive exposure to the 
investment factor, and portfolios with higher NEIS tend to have negative exposure. 
Therefore low-NEIS portfolio returns tend to covary positively with low-
investment stock returns while high-NEIS portfolios returns tend to covary 
positively with high-investment stock returns.  Similarly, the exposure to ROE 
indicates that high-NEIS portfolio returns tend to be positively correlated with low 
profitability stock returns. According to the statistics for the investment and 
                                                          
7 For the profitability factor, I report the results of the ROE factor only, the results for OP/B are 
similar they are available upon request. 
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profitability factors, low-investment firms and high-profitability firms tend to have 
larger return. The higher return of lower investment stocks and higher profitability 
stocks could therefore partially explain the monotonic change of NEIS portfolio 
returns and the positive intercepts of zero-NEIS portfolios. 
Table 2-12 
Time series Regression intercepts for multiple asset pricing models 
This table reports the regression intercepts with the corresponding t-statistics for alternative factor models 
for monthly 21 size-neis portfolios July 1992-December 2013. It also compares GRS results. Factor 
definition: rmrf: excess return of market index over risk Treasury bill rate; SMB: size factor; HM: book-
to-market factor; UMD: momentum factor; I/A: investment factor; OP/B: profitability factor; ROEe: 
profitability factor; TR: liquidity factor Turnover; Ppread: relative bid-ask spread liquidity factor. The LHS 
variables are monthly portfolios excess returns. The RHS asset pricing models are, CAPM model, Fama-
French 3 factor model and augmented Fama-French factor models using investment factor, profitability 
factor and liquidity factor. Average monthly portfolio excess returns are presented under ‘Excess return’. 
The last column reports F-statistics with the corresponding p-value from GRS-F tests for the joint 





                GRS F 
Test 
 a               t(a)               
 -1 0 1 2 3 4 5   -1 0 1 2 3 4 5   
 Excess return                   
1 0.49 1.11 0.84 1.64 0.76 0.41 0.05  1.11 3.71 1.67 2.87 1.58 0.91 0.11   
2 0.84 0.66 0.83 0.48 0.42 -0.10 -0.38  2.62 2.17 2.41 1.35 1.14 -0.25 -0.80   
3 0.46 0.91 0.83 0.43 0.29 0.41 0.50  1.64 3.18 2.90 1.75 0.84 1.05 1.24   
                  
 CAPM                   
1 0.23 0.85 0.43 1.28 0.35 0.08 -0.27  0.55 3.22 0.95 2.37 0.81 0.19 -0.65 4.86 
2 0.54 0.30 0.43 0.06 0.00 -0.57 -0.89  1.96 1.29 1.62 0.22 0.00 -1.79 -2.35 <0.01 
3 0.05 0.49 0.36 0.04 -0.21 -0.11 0.00  0.31 2.96 2.94 0.37 -0.98 -0.40 -0.01  
                                
 Fama-French 3 factor model                  
1 0.26 0.90 0.38 1.29 0.33 0.19 -0.19  0.69 5.04 0.95 2.72 0.94 0.53 -0.52 4.61 
2 0.47 0.26 0.38 -0.02 0.04 -0.48 -0.84  2.26 2.19 2.33 -0.11 0.21 -2.41 -3.14 <0.01 
3 -0.06 0.47 0.39 0.03 -0.27 -0.12 -0.08  -0.34 2.79 3.19 0.24 -1.37 -0.47 -0.27  
                                
 Three factor plus I/A and ROE                  
1 0.18 0.93 0.47 1.57 0.37 0.37 0.07  0.47 5.06 1.14 3.23 1.04 1.00 0.18 4.21 
2 0.46 0.28 0.48 -0.07 0.12 -0.21 -0.65  2.11 2.26 2.89 -0.38 0.66 -1.07 -2.37 <0.01 
3 -0.16 0.42 0.42 0.02 -0.03 0.09 0.27  -0.94 2.46 3.32 0.13 -0.16 0.33 0.98  
                                
 Three factor plus I/A,  ROE and 
pspread 
                 
1 -0.13 0.34 0.00 0.96 -0.20 -0.60 -1.05  -0.32 2.28 -0.01 1.94 -0.55 -1.80 -3.37 3.54 
2 0.47 0.14 0.42 -0.07 0.01 -0.32 -1.15  2.06 1.08 2.42 -0.35 0.07 -1.58 -4.28 <0.01 





Time series regression results 
This table reports the regression results for regressions for 21 size-neis portfolios July 1992-December 
2013. 𝑡𝑡𝑝𝑝𝑡𝑡 − 𝑡𝑡𝐷𝐷𝑡𝑡 = 𝛼𝛼𝑝𝑝 + 𝛽𝛽1𝑅𝑅𝐵𝐵𝑡𝑡 + 𝛽𝛽2𝑆𝑆𝐵𝐵𝐵𝐵𝑡𝑡 + 𝛽𝛽3𝐻𝐻𝐵𝐵𝐿𝐿𝑡𝑡 + 𝛽𝛽4𝑅𝑅𝑅𝑅𝑁𝑁𝑡𝑡 + 𝛽𝛽5
𝐶𝐶
𝐶𝐶𝑡𝑡
+  𝛽𝛽6𝑝𝑝𝑎𝑎𝑝𝑝𝑡𝑡𝑡𝑡𝑓𝑓𝑑𝑑. This table 





              
 Factor        t       
 -1 0 1 2 3 4 5  -1 0 1 2 3 4 5 
 alpha 
1 -0.13 0.34 0.00 0.96 -0.20 -0.60 -1.05  -0.32 2.28 -0.01 1.94 -0.55 -1.80 -3.37 
2 0.47 0.14 0.42 -0.07 0.01 -0.32 -1.15  2.06 1.08 2.42 -0.35 0.07 -1.58 -4.28 
3 -0.13 0.32 0.40 0.09 0.10 0.16 0.30  -0.72 1.76 2.96 0.65 0.48 0.57 1.04 
 RM-Rf 
1 0.58 0.66 0.88 0.75 0.94 0.87 0.85  5.52 16.95 8.10 5.89 10.24 10.12 10.62 
2 0.56 0.74 0.76 0.82 0.81 0.85 1.08  9.53 22.45 16.87 17.11 17.42 16.32 15.65 
3 0.91 0.96 1.01 0.82 0.94 1.02 0.95  20.21 20.73 29.51 23.81 18.09 14.28 12.71 
 SMB 
1 0.79 0.70 0.83 0.93 0.98 0.69 0.58  6.84 16.42 6.88 6.65 9.64 7.22 6.53 
2 0.80 0.84 0.87 0.93 0.97 0.96 1.03  12.25 23.24 17.50 17.42 18.92 16.78 13.47 
3 -0.09 -0.02 0.11 0.01 0.38 0.33 0.36  -1.77 -0.36 2.78 0.33 6.68 4.13 4.32 
 HML 
1 0.07 0.12 0.28 0.21 0.30 0.15 0.14  0.50 2.22 1.80 1.18 2.33 1.21 1.20 
2 0.22 0.24 0.20 0.28 0.06 -0.06 0.21  2.60 5.14 3.22 4.07 0.85 -0.86 2.17 
3 0.16 0.03 0.00 -0.01 0.25 0.16 0.40  2.55 0.52 0.04 -0.22 3.38 1.62 3.78 
 I/A 
1 0.23 0.07 0.09 -0.12 0.08 -0.14 -0.07  1.43 1.14 0.55 -0.60 0.54 -1.07 -0.55 
2 0.08 0.00 -0.02 0.11 0.00 -0.21 -0.20  0.87 -0.05 -0.28 1.53 -0.04 -2.55 -1.84 
3 0.19 0.11 -0.09 0.05 -0.42 -0.39 -0.69  2.70 1.56 -1.75 0.99 -5.17 -3.54 -5.95 
 ROE 
1 -0.01 -0.08 -0.29 -0.56 -0.13 -0.20 -0.48  -0.05 -1.18 -1.54 -2.59 -0.85 -1.35 -3.46 
2 -0.05 -0.03 -0.25 0.01 -0.21 -0.53 -0.24  -0.54 -0.50 -3.29 0.07 -2.61 -5.99 -2.00 
3 0.06 0.00 0.03 -0.04 -0.21 -0.15 -0.19  0.84 0.04 0.53 -0.63 -2.30 -1.22 -1.44 
 Pspread 
1 0.31 0.57 0.46 0.60 0.56 0.96 1.10  2.51 12.57 3.63 4.01 5.18 9.47 11.65 
2 -0.01 0.14 0.06 0.00 0.10 0.11 0.49  -0.19 3.65 1.09 -0.03 1.84 1.83 6.09 






Exposure to the liquidity factor does not show a monotonic change across the levels 
of NEIS portfolios. This suggests that the liquidity factor does not explain the NEI 
effect. However, the liquidity loading does change monotonically across three size 
groups. Portfolios of small stocks tend to be more positively correlated with the 
low-liquidity stock returns. The improvement in the GRS test statistics from the 
liquidity factor would appear to be because bid-ask spread helps explain expected 
return across the three size groups, rather than across NEIS categories.  
2.6 Conclusion 
Net equity issuance is one of a number of ‘anomaly variables’ that have been 
discovered, in recent years, to have predictive power regarding future stock returns. 
This paper examines the extent to which there is a NEI effect in the UK stock 
market. Results from Fama-MacBeth regressions show that higher NEI is 
associated with lower subsequent returns, that this relation persists when size, book-
to-market, and momentum variables are introduced, and that it is pervasive across 
stocks of different size. We then study abnormal returns on portfolios independently 
sorted by NEI and size. For zero and positive NEI, higher NEI is associated with 
lower future abnormal returns, again across all size categories. The highest 
abnormal returns are for zero-NEI portfolios. However, negative-NEI portfolios 
(firms with net repurchases) tend to show negative subsequent abnormal returns. 
These last two findings differ from the US evidence, in which repurchase portfolios 
have large positive abnormal returns, and zero-issuance portfolios have abnormal 
returns close to zero. My evidence for the UK is that the simple negative relation 
between NEI and future returns, or abnormal returns, applies across the spectrum 
of zero and positive NEI firms, but does not apply when negative-NEI firms are 
considered as well.  
We also find that there is no NEI effect allowing for transaction costs. We estimate 
the transaction costs of implementing a hedge portfolio consisting of a long positive 
in zero-NEI shares and short positive in shares with the highest quintile of NEI. The 
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gains from the hedge portfolio more than disappear when transaction costs are 
subtracted. 
Finally, I explore whether the NEI effect persists in the context of a variety of asset 
pricing models, with up to six factors. We form a number of portfolios based on 
independent sorts by NEI and size, and regress the excess returns (above the risk-
free rate) over time on the factors in the relevant model. If a model is doing a good 
job of explaining the excess returns across the NEI-size portfolios, the intercept 
terms should all be approximately zero. A model using the Fama-French three-
factors, augmented by investment, profitability and liquidity factors, has the 
greatest explanatory power for the NEI-size portfolio returns. But the GRS test, of 
the hypothesis that the intercepts are jointly equal to zero, rejects the hypothesis for 
all the models. Thus, I conclude that the NEI effect is not fully explained by existing 
asset pricing models. 
Questions for further research include why the findings for repurchase and zero-
issuance portfolio differ from the US evidence. McLean et al. (2009) also find 
evidence that returns can be negative following repurchases. Another question is 
whether the NEI effect for positive issuance in the UK is due to SEOs and share 
issues to fund takeovers, or whether it persists when these events are removed, as 
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Asset pricing models have been widely employed in the academic literature to 
capture variations in stock returns. Due to their influence in the finance literature, 
the properties of three-factor models have been investigated by numerous 
researchers, mainly using US and international data. However, the performance of 
the most widely used models such as the Fama-French (FF) three-factor model has 
been subject to criticism. When the FF three-factor model was employed as the 
baseline model, many paper s have shown a relationship between additional factors 
and the cross-section of stock returns (Harvey, Liu and Zhu, 2016). Empirical asset 
pricing researchers have therefore proposed new factor models aimed at improving 
on the three-factor model. Fama and French (2015a) propose a new five-factor 
model which extends the FF three-factor model, using profitability and investment 
factors. Hou, Xue and Zhang (2015), by contrast, use a four-factor model with a 
different formation of profitability factors and making the value factor redundant. 
Both Fama and French (2015a) and Hou, Xue and Zhang (2015) demonstrate the 
performance of their new factor models by using various sorted portfolios on the 
left-hand side. Although both new papers justify the economic interpretation of 
their factor models, the new factor models are believed to be empirically motivated. 
They use US data and show that the new factor models outperform the Fama-French 
three-factor model and that the majority of capital market anomalies are subsumed 
by the new models.  
For the newly proposed US factor models, out-sample testing is desirable from a 
practical perspective. Fama and French (2012) test and find inconsistent the 
performance of their three-factor model in describing international stock return 
cross-sections. Fama and French (2017), in a follow-up paper, examine the power 
of their five-factor model using international regional data. Interestingly, they 
report significant differences in model performance between North America, 
Europe, Asia Pacific and Japan. For instance, the value factors are found to be 
redundant in North America while in Europe investment factors and size factors 
hardly provide any information. These differences between regions therefore 
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suggest that researchers need to keep abreast of the use of new factor models outside 
the US markets. Moreover, Fama and French (2012; 2017) suggest in both papers 
that regionally constructed factor models out-perform global models. Griffin (2002) 
compares the performance of the FF three-factor model between regional level and 
country level and concludes that country-level factor models have a better 
performance. In the UK, past literature has followed Griffin (2002) and focused on 
local FF three-factor model performance. Discernible differences from the US 
results have been reported (Gregory, Tharyan and Christidis, 2013; Michou, 
Mouselli and Stark, 2014). However, there is limited evidence regarding the 
performance of the new factor models in the UK. The first contribution of this study 
is to fill this gap by testing the performance of the new factor models using a UK 
sample during the period from July 1990 to December 2013. 
Another crucial issue for the new empirical asset pricing models is the choice of 
factors. Evidence suggests that the information content of new asset pricing factors 
is sensitive to factor variable definition and methods of factor construction (Fama 
and French, 2015b). Different choices of factor variable definition have been 
proposed for the five-factor models, especially with respect to profitability factors. 
For instance, Fama and French (2015a) follow Novy-Marx (2013) and construct 
their profitability factor using operating profitability scaled by book value. Hou, 
Xue and Zhang (2015) instead use income before extraordinary items as the 
numerator of their profitability measure. Fama and French (2015b) compare 
alternative factor forms such as cash profitability (Ball et al., 2015) and quality 
minus junk (Asness et al., 2013). Their results suggest that using cash profitability 
measures and the small-end construction method improve the performance of the 
five-factor model. The arbitrary nature of factor construction is more pervasive 
outside the US market. For instance, Michou, Mouselli and Stark (2014) find that 
researchers using UK data construct SMB and HML in nine different ways. It is 
therefore reasonable, in the early stages of development of a new model, to test the 
sensitivity of the new factor model’s performance to the choices of factor 
construction. The second object of this chapter is to provide an insight into the 
choice of factor construction method in the UK. 
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Given the discussion above, the main aim of the chapter is to cast light on the 
efficiency of new asset pricing factors in the UK as a way of controlling for risk in 
the UK asset pricing literature. This paper contributes to the literature in the 
following ways:  
• It is the first to illustrate how profitability and investment influence stock 
return patterns in the UK stock market;  
• Secondly, the chapter provides evidence for the information content of new 
asset pricing factors in the UK, as there is very limited evidence on how 
new factor models perform on UK data specifically;  
• In addition, the chapter contributes to the stream of literature related to the 
sensitivity of factor choices, as it employs alternative profitability measures 
in seeking to find the most effective profitability factors in the UK market.  
I attempt a number of tasks within the overall objective of this chapter in evaluating 
the performance of a five-factor model in the UK. First, I seek to establish whether 
there are profitability and investment patterns across the UK stock returns. 
Secondly, I construct various versions of new asset pricing factors and test whether 
they are statistically different from zero. Thirdly, I use factor-spanning tests to 
examine the relative informativeness of all versions of the asset pricing factors, 
especially the profitability factors. Finally, I employ time-series asset pricing tests 
to compare the performance of the new asset pricing models, seeking to find 
effective forms of new factor models for the UK.  
Based on the sorted portfolio approach used, returns suggest that the size effect does 
not exist while the value effect is significant in the UK market, which is consistent 
with previous academic evidence (Gregory, Tharyan and Christidis, 2013; Michou, 
Mouselli and Stark, 2014). For my new profitability factor and investment factor, 
distinguishable stock return effects are evident in the UK market.  
Spanning tests produce initial results for the choice of new factor models. Firstly, I 
find consistent evidence that SMB does not provide additional information 
uncaptured by the other factors, which suggests that SMB is a redundant factor in 
the UK. Secondly, I find that the value factor HML is spanned by the new factors 
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and when used the small end does not save the value factor. This result is consistent 
with the findings in the US market (Fama and French, 2015a). Thirdly, the 
investment factor provides information uncaptured by the other factors. The use of 
the small-end factor construction method further improves its information content. 
For profitability factors, my evidence suggests that using total asset as the 
denominator does provide extra information compared with those scaled by book-
to-equity. Between the three versions of profitability measures used, operating 
income and income before extraordinary items outperform gross profit. However, 
the interaction between choice of construction methods and scaler makes it difficult 
to decide on the best profitability factor. 
GRS tests results are in general consistent with factor-spanning tests. I use sorting 
combinations of size and book-to-market (BM), size and profitability, and size and 
investment (I/A). I compare more than twenty versions of factor models in terms of 
their asset pricing test performance. GRS tests confirm that SMB and HML are 
redundant factors in the UK. The results further show that using operating profit or 
income before extraordinary items produces the best profitability factors. However, 
the choice of scaler and small/normal end factor is sensitive to portfolio sorting 
methods. Instead of a five-factor model, a three-factor model including a market 
factor (RM-RF), an investment factor (CMA_S) and a profitability factor (RMW) 
explains most of the variations across sorted portfolio returns in the UK.  
The structure of this chapter is as follows: Section 2 discusses the empirical 
evidence; Section 3 explains the data and sample; Section 4 describes the 
methodology used; Section 5 explain the factor construction procedure; Section 6 




3.2 LITERATURE REVIEW 
One of the key questions that finance researchers seek to answer is why assets have 
heterogeneous returns, especially the return cross-sections among stock prices. The 
mainstream literature on both theoretical and empirical asset pricing for the stock 
market is based on the assumption that higher average returns are compensating 
investors who hold assets with higher systematic risks. So far, the most widely 
employed asset pricing models are the linear factor models proposed by Fama and 
French. The Fama and French three-factor model (Fama and French, 1993) has had 
such a large impact that the paper has become one of the most cited papers in the 
finance literature. The history of asset pricing factor models research starts from the 
Capital Asset Pricing Model (CAPM). The inadequacy of the CAPM in explaining 
many of the market “anomalies” was what drove the proposing of the Fama-French 
three-factor model and most recently the Fama-French five-factor model.  
The following literature review is mainly constructed following chronological 
order. The first section reviews the proposing and development of the CAPM. Then 
I review studies on price-based anomalies that explain stock return cross-sections, 
especially those that inspired the Fama-French factor models. The third section 
reviews papers on the Fama-French three-factor model. The follow-up section 
covers return-based studies that have inspired the momentum factor in Carhart’s 
(1997) model. Then I present the major accounting-based anomalies, followed by 
the new Fama-French-type models. The final section presents the relevant literature 
regarding the UK stock market. 
 
3.2.1 The Capital Asset Pricing Model 
Earlier researchers (Sharpe, 1964; Lintner, 1965; Mossin, 1966) develop the Capital 
Asset Pricing Model (CAPM) based on the mean-variance portfolio theorem 
proposed by Harry Markowitz (1959). His model assumes that investors are risk-
averse and only care about their single-period portfolio returns and variance. Hence, 
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rational investors would choose to hold portfolios that are “mean-variance-
efficient”, which has the minimum variance at a given level of expected return and 
maximum return at a given level of variance. 
Sharpe (1964) and Lintner (1965) extend the mean-variance portfolio theory with 
two additional assumptions. The first assumption is that all investors have the same 
perception regarding the joint distribution of the asset returns. The second 
assumption is that all investors can borrow and lend at the same risk-free rate 
without constraints. As a result, the CAPM argues that all investors face the same 
investment opportunity set and would only hold a combination of market portfolio 
and risk-free assets, with weights depending on the investors’ personal risk 
preferences. Furthermore, the CAPM implies that the expected return of an asset 
should be the risk-free interest rate plus the asset’s market beta times the risk 
premium of the market portfolio: 
𝑡𝑡𝑖𝑖 = 𝑡𝑡𝐷𝐷 + 𝛽𝛽𝑖𝑖𝑣𝑣(𝑅𝑅𝑣𝑣 − 𝑡𝑡𝐷𝐷) 
The empirical performance of the CAPM model has been unsatisfactory. Papers 
such as Douglas (1968), Black, Jensen and Scholes (1972), Miller and Scholes 
(1972), Blume and Friend (1973) and Fama and MacBeth (1973) report evidence 
that although average returns are positively correlated with market beta, the 
monotonic changes in betas are too “flat” to explain the return cross-sections. As a 
result, the cross-sectional regression intercepts are consistently over treasury-bill 
rates in the US market. The time-series regressions reported by Friend and Blume 
(1970), Jensen, Black and Scholes (1972) and Stambaugh (1982) show positive 
intercepts for low-beta portfolios and negative intercepts for high-beta portfolios. 
Fama and French (2004) extend the earlier research and reject the empirical 
assumptions implied by the CAPM using a US sample from 1928 to 2003. 
The poor performance of the CAPM may be attributable to the problems imbedded 
in the model’s empirical tests. As argued by Fama and French (2004), one could 
argue that the CAPM can never be tested accurately. The first reason is that left-
hand-side portfolios used in the research do not include all marketable assets for 
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investors in the market. The second reason is related to the difficulty in measuring 
the true “market portfolio”. The commonly used proxy for market portfolio is the 
aggregated US stock market return. Roll (1977) argues that the market portfolio 
should consist of all risky assets, which should include real estate, bonds, human 
capital and other non-equities. He shows that the incompleteness of the market 
portfolio will result in estimation errors in beta, which invalidates the CAPM 
empirical test results. 
The CAPM model is also criticized for its potential misspecification problem. Ross 
(1976) proposes an alternative pricing theory, Arbitrage Pricing Theory (APT), 
where he assumes that investors believe asset returns follow a factor structure. In 
addition, investors try to maximize certain types of utility function. Furthermore, 
Ross (1976) assumes that the market equilibrium drives away arbitrage 
opportunities, and thus the expected returns of assets should be described by a linear 
model of factor loadings. Both the CAPM and APT models imply that expected 
returns of assets are described by a linear relationship between assets’ expected 
returns and their covariances with other variables. APT suggests that factors apart 
from the market portfolio could serve as factors in the model.  
The intertemporal CAPM (ICAPM) developed by Merton (1973) expands the 
CAPM model into a multi-period model. ICAPM suggests that an asset’s expected 
return stems from its covariance with the market portfolio return and its covariance 
with future available returns. The change in investment opportunity set should be 
represented by a group of state variables that capture the conditional distribution of 
future available returns. Campbell and Vuolteenaho (2004) propose a two-factor 
ICAPM model by decomposing the market portfolio beta of a stock into two 
constituents, one capturing news about the market’s future cash flow and one 
representing news about the market’s discount rates. The paper uses VAR to 
implement the decomposition. As ICAPM suggests that investors care more about 
permanent cash-flow-led volatilities than about impermanent discount-factor-
driven changes in the aggregated market, cash-flow beta should have a higher risk 
price than discount-rate beta. The authors provide consistent results that small 
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stocks and value stocks tend to have higher cash-flow beta, which mitigates the 
inadequate explanatory power of the CAPM.  
 
3.2.2 Price-based anomalies  
Starting from the late 1970s, a number of papers reveal empirical evidence that 
challenge the CAPM model. This stream of academic literature provides new 
evidence that variables other than market beta predict future stock returns. The early 
work focuses on price-based ratios that provide further information on the future 
stock returns (Basu, 1977; Banz, 1981; Rosenberg, Reid and Lanstein, 1985; 
Bhandari, 1988; Fama and French, 1992). The evidence has two implications: the 
anomalous results could either mean inefficiencies of the stock market, or it could 
be that the CAPM model is misspecified and more risk factors should be included 
in the asset pricing model. Fama and French (2004) corroborate the latter view and 
state that as stock price depends on both expected cash flows and expected returns, 
it is no surprise to find the linkage between price cross-section and expected return 
cross-section. 
Basu (1977) examines the relation between stock returns and their price to equity 
(P/E) ratios. He sorts US common stocks into five portfolios using their P/E ratios, 
with a sample period from 1957 to 1971. He finds that portfolios with low P/E ratios 
tend to have higher future stock returns. The five portfolios have a similar level of 
CAPM betas, suggesting that the monotonic change in returns is not explained by 
the CAPM. The results are also consistent for CAPM alphas: portfolios with lower 
P/E ratios have higher CAPM alphas and vice versa. The author argues that the 
CAPM model could have been misspecified and P/E ratios could be a proxy for 
some omitted risk factor.  
Banz (1981) uses common stocks from 1936 to 1975 and quantifies the relationship 
between size and returns. He sorts the sample into 25 size and CAPM market beta 
portfolios. The empirical results of Fama-Macbeth (1973) regressions show that 
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small stocks earn excessive returns compared with larger stocks after controlling 
for CAPM risks. The results also reveal that the size effect is not linear, and the 
main anomalous part is obtained from the smallest portfolios. The profit of small-
minus-big strategy is volatile across different sub-periods. The author also suggests 
that CAPM may have been misspecified. Conjectures are made by the author, 
suggesting that size could be the proxy of omitted variables such as the P/E ratio, 
or that smaller firms are subject to higher information asymmetry and thus assigned 
higher systematic risks. 
Rosenberg, Reid and Lanstein (1985) use a trading portfolio perspective and find 
that book-to-market ratio can be used to predict future stock returns. They use a 
sample from 1973 to 1980 and construct hedge portfolios based on book-to-market 
ratios. The strategy is designed so that weights on the long and short portfolios have 
one standard deviation above and below the cross-sectional mean of book-to-
market ratios across the sample period. The strategy generates positive returns for 
102 out of 141 months tested and its positive monthly profit is highly significant 
with 36 basis points of risk-adjusted alpha and a 5.7 t-statistic. The authors also 
illustrate that there is seasonality in the book-to-market trading strategy. Consistent 
with the January effect, the most pronounced profits cluster in January. 
Bhandari (1988) establishes the link between debt/equity ratio and future stock 
returns. He employs the Fama-Macbeth (1973) regression for a sample period 
1948–1979. The regression results suggest that both debt/equity ratio and size 
predict future stock returns after controlling for market beta. Debt/equity ratio has 
a statistically significant coefficient of 0.13 percent monthly returns. The author 
further tests the seasonality of both explanatory variables. The results indicate that 
the size effect is concentrated in January whereas the debt/equity effect is 
significant after excluding January from the sample. Therefore the author argues 
that debt/equity ratio should proxy a risk factor, which captures systematic risks 
beyond market beta.  
Fama and French (1992) use both a double-sorted portfolio returns analysis and the 
Fama-Macbeth (1973) cross-sectional regression analysis to re-examine the 
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explanatory power of variables such as book-to-market ratio, size, P/E ratio, asset-
to-book ratio and asset-to-market ratio. The sorted portfolio returns confirm that 
there is a significant correlation between book-to-market ratio, size and future 
returns. The formal tests of cross-sectional regressions using US stocks from 1963 
to 1990 shed light on the relative information content of the variables. The 
explanatory power of asset-to-book ratio and asset-to-market ratio is captured by 
book-to-market ratio. The market beta does not play a significant role once size is 
controlled for in the regression. The predictive power of the P/E ratio is spanned by 
both size and the book-to-market ratio. The authors suggest that the ratios tested 
represent different ways of extracting information from price cross-sections about 
the expected returns cross-section. They conclude that, amongst the group of 
possible candidates, size and book-to-market capture the most information. 
To reconcile the strong information contained in size and book-to-market ratio, 
papers propose different models to explore their potential economic explanation. 
Berk (1995) suggests that the size effect exist because smaller firms are riskier. 
Assuming all firms have identical expected cash flow and the same size, riskier 
firms tend to have a relatively smaller market value and thus higher expected return. 
Therefore, he argues that size and size-related ratios such as book-to-market ratio 
should be related to the systematic risks. 
Berk, Green and Naik (1999) use a dynamic model of firm assets and growth 
options to validate the predictability of book-to-market and size. In their model, an 
attractive investment made by a firm increases its current value and decreases its 
systematic risk and average future return. They show that book-to-market therefore 
proxies for a state variable that measures risk per unit of asset. The model also 
implies that firms with higher market values tend to have a larger proportion of 
current asset and cash flows. Therefore, size reflects the relative importance of 
existing asset-to-growth options. The authors further provide simulation results that 
corroborate both size and the book-to-market effect. 
Daniel and Titman (1997) argue that size and book-to-market effects are caused by 
mispricing rather than systematic risks, which is supported by their characteristics-
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based theory. They present evidence using a sample period from 1973 to 1993 and 
show that average returns are related to characteristics. They disentangle the 
predictive power of characteristics from the factor loadings by sorting stocks using 
rankings of book-to-market ratio and factor loadings. The results show that the 
predictive power of Fama-French factor loadings is subsumed by the corresponding 
characteristics, which is consistent with a mispricing explanation.  
Lewellen (1999) focuses on the time-series relations among size, book-to-market 
and expected returns of the stock market. He firstly reports evidence from time-
series regressions that the book-to-market ratio predicts future stock returns, which 
suggests that either risk or mispricing is not consistent through time. Furthermore, 
he provides evidence that characteristics contain much information about portfolio 
riskiness, but limited information regarding future stock returns. Finally, the author 
constructs an “industry-neutral” book-to-market factor and shows that empirical 
results favour the risk-based explanation for the book-to-market effect. 
Davis, Fama and French (2000) address the debate between characteristic-based 
and factor-based explanations by extending Daniel and Titman (1997)’s tests into a 
68-year sample period. They find that Daniel and Titman (1997)’s results are 
specific to their 20·5-year sample period. The long-run tests show that there are 
monotonic changes in average returns across three levels of pre-formation HML 
loading within each book-to-market sub-group. The formal regression test also 
accords with the return evidence. The authors therefore argue that value effect is 
driven by systematic risks instead of a characteristics model. 
Campbell and Vuolteenaho (2004) suggest that size effect and book-to-market are 
proxies for systematic risks. Their proposed theory breaks the market portfolio beta 
of a stock into two constituents, one capturing news about the market’s future cash 
flow and one representing news about the market’s discount rates. The paper uses 
VAR to implement the decomposition of the market portfolio beta. As ICAPM 
suggests that investors care more about permanent cash-flow-led volatilities than 
about impermanent discount-factor-driven changes in the aggregated market, cash-
flow beta should have a higher risk price than discount-rate beta. The authors 
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provide consistent results that small stocks and value stocks tend to have higher 
cash-flow beta, which is consistent with the empirical evidence.  
 
3.2.3 The Fama-French three-factor model  
Two main perspectives emerge among those who believe that the well-documented 
price-based anomalies indicate the failure of the CAPM. The first group of 
researchers use a behavioural explanation (Lakonishok, Shleifer and Vishny, 1994; 
Haugen, 1995). Lakonishok, Shleifer and Vishny (1994) suggest that value (high 
book-to-market) stocks outperform growth (low book-to-market) stocks because of 
investor overreaction. Investors over-extrapolate past performance and therefore 
value stocks are undervalued and growth stocks become overvalued. The correction 
of misvaluation leads to the differences in future expected returns. Lakonishok, 
Shleifer and Vishny (1994) use double-sorted portfolio returns to support their 
argument. Among the value stocks, low past sales growth stocks outperform high 
past sales growth stocks by 4% over the subsequent year. The cross-sectional 
regressions corroborate the statements by showing that book-to-market ratio lost 
explanatory power when the previous five years’ sales growth is included in the 
model. 
On the other hand, Fama and French (1995) provide evidence against the 
behavioural explanation and support their rational-pricing model. They firstly 
document that high book-to-market stocks have persistently lower profitability 
relative to low book-to-market stocks, suggesting that value stocks are more 
distressed ones. In a consistent manner, smaller stocks have sustained lower 
profitability compared with larger stocks. Furthermore, the authors test the time-
series patterns of earnings/price ratios across value and growth stocks. The 
relatively stable pattern contradicts the investor over-extrapolation theory, which 
predicts dramatic variations in earnings–price ratio after portfolio formation. The 
authors also show that earnings of different size–book-to-market groups load on 
market factor, size factor and value factor’s earnings in the same way as their 
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returns, suggesting that profitability difference may be the source of the rational-
pricing explanation. 
In an earlier paper, Fama and French (1993), inspired by the empirical performance 
of size and book-to-market ratio in explaining stock return cross-sections, propose 
a three-factor model to address the potential misspecification of the CAPM. They 
augment the CAPM with the size factor SMB to capture the return difference 
between small and large stocks, with the value factor HML capturing the return 
difference between value and growth stocks:  
𝑡𝑡𝑖𝑖𝑡𝑡 − 𝑡𝑡𝐷𝐷𝑡𝑡 = 𝛼𝛼𝑖𝑖 + 𝛽𝛽𝑖𝑖𝑣𝑣𝑅𝑅𝐵𝐵𝑡𝑡 + 𝛽𝛽𝑖𝑖𝑆𝑆𝑀𝑀𝑀𝑀𝑆𝑆𝐵𝐵𝐵𝐵𝑡𝑡 + 𝛽𝛽𝑖𝑖𝑖𝑖𝑀𝑀𝑖𝑖𝐻𝐻𝐵𝐵𝐿𝐿𝑡𝑡 + 𝜀𝜀𝑡𝑡 
They suggest that the stock returns are determined by their sensitivity to the three 
factors. Using a US sample from 1963 to 1991, empirical evidence shows that the 
value factor and size factor provide incremental information to the market factor. 
The three-factor model does a better job of explaining the size effect and the book-
to-market effect. Despite the fact that the GRS test still rejects the three-factor 
model, it later becomes extremely influential in the financial and accounting area.  
Fama and French (1996) focus on time-series regressions to test the explanatory 
power of their Fama-French three-factor model (1993). A number of sorted 
portfolio returns are used as left-hand-side portfolios to represent “anomaly” 
patterns in the stock market that are not captured by the CAPM. The authors test 
the performance of their three-factor model’s performance using the GRS test 
(Gibbons, Ross and Shanken, 1989), which illustrates whether time-series 
regressions across all left-hand-side variables are jointly equal to zero. The 
empirical results show that the Fama-French three-factor model captures portfolio 
return patterns that stem from P/E ratio, sales growth, cash flow/price ratio 
(Lakonishok, Shleifer, and Vishny, 1994) and the long-term return reversal effect 
(Debondt and Thaler, 1985). However, the variations from double-sorted portfolios 
by size and book-to-market effect and the momentum effect (Jegadeesh and Titman, 
1993) are not fully explained by the three-factor model. 
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3.2.4 Return-based anomaly 
Another category of papers mainly uses return-based information to predict future 
stock returns (Debondt and Thaler, 1985; 1987; Jagadeesh, 1990; Jegadeesh and 
Titman, 1993; 2001). The proposing of the Fama and French three-factor model 
does not resolve the puzzle, especially because it fails to capture the momentum 
effect (Fama and French, 1996; 2008). As a result, a momentum factor is widely 
employed in addition to the Fama-French three-factor model to better explain the 
stock return cross-sections. 
Debondt and Thaler (1985) extract information on past returns on future stock 
returns by examining the overreaction hypothesis. The authors firstly rank stocks 
using the past three or more years of their return performance. Hedge portfolio 
strategies are formulated by long past losing stocks and short past winning stocks 
in a sample period from 1926 to 1982. The authors find that past losers outperform 
past winners based on the previous three years’ returns by 25% in the subsequent 
three-year returns. The 50 extreme losers outperform the 50 extreme winners based 
on the previous five years’ returns by 31.9%. The results are interpreted by the 
authors using the investor overreaction hypothesis and challenge the existing asset 
pricing model specifications. 
Debondt and Thaler (1987) explore alternative explanations to the overreaction 
phenomenon that they discovered in the previous paper. They document that the 
past losing stocks in general have higher market beta than past winning stocks; 
however, the difference remains insufficient to compensate for the large abnormal 
return of the long-short strategy. Furthermore, past losing stocks do not have 
smaller size compared with winning stocks, while there seems to be a correlation 
between market-to-book value and the long-term past performance of stocks.  
Jegadeesh (1990) documents that there are robust serial correlations among stock 
returns. He uses a sample period from 1929 to 1982 and obtains results of 
significant negative one-month serial correlation and positive serial correlations 
from three-month lag returns to up to 14-month lag returns. Based on the cross-
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sectional regression results, the author further tests the profitability of portfolio 
strategies based on the serial correlation. The abnormal returns obtained from long-
short extreme decile portfolio strategy are 2.49%, 2.20% and 4.37% using an 
autoregressive predictive model, one-month-lag return ranking and 12-month-lag 
return ranking respectively. The author suggests that the evidence strongly 
contradicts the efficient market hypothesis. 
Jegadeesh and Titman (1993) examine the profitability of portfolio strategies based 
on momentum effect. They use a sample from 1965 to 1989 and rank US common 
shares into 10 decile groups based on lag returns from one to four quarters. The 
momentum strategy that long past winning group and short past losing group is able 
to generate significant profit. The authors also test various versions of momentum 
strategies by choosing different holding periods. The most successful portfolio 
strategy is formulated based on past one-year returns with a holding period of one 
year, which generates a 1.31% monthly return. The source of abnormal profits is 
mainly attributed to the long side of the strategy. 
Jegadeesh and Titman (2001) respond to the criticism of the data-snooping problem 
with regard to the momentum strategy. The authors extend their previous study with 
a sample period of 1965 to 1998 and conduct further analysis. The empirical results 
are consistent with Jegadeesh and Titman (1993) in terms of the profitability of the 
momentum strategies. The authors also examine the sub-period performance of the 
strategies and obtain consistent results. The authors further address potential 
concern about liquidity by excluding micro-value stocks, and the result remains 
robust. The momentum strategy profit is more pronounced among small-cap stocks, 
as small-cap portfolios generate momentum profit of 1.47% per month whereas the 
large-cap momentum profit is 0.72%. 
The momentum effect is not well captured by the Fama-French three-factor model. 
Carhart (1997), in his study of mutual fund performance, reports that continuation 
of past performance in a mutual fund is attributable to the momentum effect in the 
stock market. He therefore proposes a four-factor model. In addition to the Fama-
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French three factors, a momentum factor is added, using returns difference between 
past-winner and past-loser stocks:  
𝑡𝑡𝑖𝑖𝑡𝑡 − 𝑡𝑡𝐷𝐷𝑡𝑡 = 𝛼𝛼𝑖𝑖 + 𝛽𝛽𝑖𝑖𝑀𝑀𝑅𝑅𝐵𝐵𝑡𝑡 + 𝛽𝛽𝑖𝑖𝑆𝑆𝑀𝑀𝑀𝑀𝑆𝑆𝐵𝐵𝐵𝐵𝑡𝑡 + 𝛽𝛽𝑖𝑖𝑖𝑖𝑀𝑀𝑖𝑖𝐻𝐻𝐵𝐵𝐿𝐿𝑡𝑡 + 𝛽𝛽𝑖𝑖𝑖𝑖𝑀𝑀𝐷𝐷𝑈𝑈𝐵𝐵𝐷𝐷𝑡𝑡 + 𝑡𝑡𝜀𝜀𝑡𝑡 
However, it remains controversial as to whether the momentum factor accounts for 
systematic risks. 
 
3.2.5 Accounting-based anomalies 
After the propounding of the Fama-French three-factor model, the literature 
continued to expand with new factors to explain the cross-section of expected 
returns. Harvey, Liu and Zhu (2016) document 313 papers published in selected 
journals that study factors explaining the stock return cross-section since 1976. 
They argue that the cut-off thresholds should be tougher over time as data-mining 
of factors continues. This argument is underpinned by three reasons. Firstly, the 
likelihood of spotting effective factors decreases as the obvious ones have already 
been discovered. Secondly, there is a scarcity of information available for data-
mining in the stock market. Thirdly, the cost of data-mining decreases with 
technological development. Therefore the authors suggest using 3.0 as the hurdle 
of significant t-statistic for newly proposed explanatory factors affecting the stock 
return cross-section. 
Harvey, Liu and Zhu (2016) summarize 316 factors in total, which are classified 
into common factors and characteristics factors. The factors that are most relevant 
to the Fama-French factor models are accounting factors. There is a large stream of 
literature that links accounting-based measures to future stock returns such as the 
analyst’s expected earning effect (La Porta, 1996); the profitability-related effect 
(Haugen and Baker, 1996); the capital investment effect (Titman, Wei and Xie, 
2004), the total asset effect (Cooper, Gulen and Schill, 2008), the accrual effect 
(Sloan, 1996), and the others (Ikenberry et al., 1995; Loughran and Ritter, 1995; 
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Frankel and Lee, 1998; Daniel and Titman, 2006; Pontiff and Woodgate, 2008). 
The documented effects challenge the Fama-French three-factor model as the 




For the attempts to challenge the Fama-French three-factor model, it is common to 
start by documenting anomalies with a sorted portfolio analysis. The regressions 
are then used to formally identify the marginal explanatory power of the anomaly 
variables over stock return cross-sections. The two frequently used approaches are 
the cross-sectional regression based on the Fama-Macbeth (1973) approach and the 
time-series regressions with the GRS test (Gibbons, Ross and Shanken, 1989). As 
argued by Fama (2015), the two methods complement each other. This is also 
consistent with the fact that factor models are inspired by firm-specific 
characteristics that explain stock return cross-sections.  
Sorted portfolio returns analysis provides a simple and clear picture of average 
return variation across the level of anomaly variable. The stocks are commonly 
sorted by both market capitalization and the anomaly variable, which mainly 
addresses the anomalies returns among small-size stocks and ensures that the 
anomaly variable pattern is consistent across different size groups. However, as 
argued by Fama and French (2008), sorted portfolio analysis cannot examine the 
marginal explanatory power of the anomaly variable over stock return cross-
sections. In contrast, multiple regressions provide direct information regarding this. 
Therefore, most empirical studies use both methods to illustrate the robustness of 
the anomaly.  
The Fama-Macbeth (1973) regression is carried out in two stages. In the first stage, 
one needs to estimate risk factor betas for each left-hand-side portfolio using time-
series regression. The betas obtained are then used in the second stage as 
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explanatory variables for cross-sectional regressions. For each period, cross-
sectional regression is conducted and factor premia are obtained. The t-statistics for 
each factor premium will then be interpreted with regard to whether the factor is 
significantly priced by the market. The main attraction of the Fama-Macbeth (1973) 
methodology is that the monthly cross-sectional regressions allow for covariance 
in the regression residuals without the need for estimating the covariance matrix 
(Fama, 2015). This is important when the left-hand-side assets involve thousands 
of individual assets. However, the downside is that when individual stocks are used 
as test assets, there tend to be higher measurement errors in beta estimates. To 
mitigate the error-in-variable issue, Shanken (1992) derives a corrected version of 
standard error for t-statistics, which is employed in the mainstream asset pricing 
literature. 
On the other hand, the time-series regression mainly centres on the GRS test 
(Gibbons, Ross and Shaken, 1989). The main hypothesis of the GRS test is that 
time-series regression intercepts for all left-hand-side assets are jointly equal to 
zero, which means the asset pricing model captures all variations across the testing 
assets. According to Fama (2015), the main benefit of using the GRS test is that it 
takes into account the covariance matrix of residual values across all time-series 
regressions, the sampling errors of factor betas and the covariance matrix of factors. 
However, the power of the GRS test becomes worse when there are a large number 
of left-hand-side testing assets. When portfolios rather than individual assets are 
used as testing assets, something which has been widely accepted by the empirical 
studies, the patterns across individual assets may not be well presented. As a result, 
one has to make a trade-off between the precision of the GRS t-statistics and the 
cross-sections represented by the left-hand-side testing assets. One further issue 
concerning the GRS test is that it has specific results with regard to each set of left-
hand-side assets. Therefore it is frequently seen that the asset pricing model used 
passes some sets of the testing assets and fails the others. 
Lewellen, Nagel and Shanken (2010) criticize the empirical methods used in the 
empirical asset pricing literature and offer a number of suggestions. They argue that 
high explanatory power over size and book-to-market effects may be achieved by 
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choosing factors that are correlated with SMB and HML instead of their residuals. 
Therefore they propose a few solutions to the empirical problems. Firstly, they 
suggest using different sets of left-hand-side portfolios as testing assets, such as 
industrial portfolios or portfolios sorted by beta, etc. Secondly, more restrictions 
could be imposed on the risk premia. For instance, zero-beta rates should not be 
different from risk-free rates. Thirdly, the authors suggest using GLS instead of 
OLS regression for the cross-sectional tests. The final solution is to provide 
estimates of confidence interval rather than relying on point estimates and p-values 
in the regressions. 
 
3.2.5.2 Accounting-based anomalies 
La Porta (1996) uses analyst earnings forecast data and shows that it has predictive 
power over the future stock return cross-sections in the period 1982–1991. 
Portfolios are constructed based on rankings of analysts’ expected growth in 
earnings. The extreme low expectation portfolio outperforms the extreme high 
expectation portfolio by 20.9% for annual returns. The difference is robust for size-
adjusted performance. The multivariate Fama-Macbeth regressions confirm that 
analysts’ forecast of earnings growth negatively predicts one-year future return, 
while book-to-market and size become insignificant variables with the existence of 
the analyst forecast variable. 
Haugen and Baker (1996) assess the predictive power of various firm profitability 
measures including net earnings to book value, operating income to total assets, 
operating income to total sales, total sales to total assets. They find that the 
profitability measures predict future stock returns after controlling for other risk 
factors using cross-sectional regressions. The authors propose a portfolio strategy 
based on rankings of predicted future stock returns and obtain significant profit 
using Russell 3000 stocks during the period 1979–1993. 
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Sloan (1996) investigates the relation between accrual and future stock returns 
using a sample from 1962 to 1991. Accrual is defined as the non-cash component 
of earnings. The author finds that accrual is less persistent relative to the cash 
component of earnings. The empirical results suggest that market participants may 
have failed to recognize the low persistence of accrual since higher (lower) accrual 
predict lower (higher) future stock returns. Results from both sorted portfolio 
adjusted returns and cross-sectional regressions suggest that accrual negatively 
predicts future stock returns after controlling for other firm characteristics. The 
author interprets the evidence as a consequence of investors’ fixation on earnings, 
with a failure to recognize the low persistence of accrual earnings. 
Frankel and Lee (1998) use a residual-income-based model to derive the intrinsic 
value of stocks based on analysts’ forecasts and show that the estimated value-price 
ratio predicts future stock returns. The predictability of the value-price ratio is more 
pronounced than the book-to-market ratio for a future return period over 12 months 
for cross-sectional regressions in the period 1976 to 1993. The portfolio return 
analysis corroborates the regression results as the high value-price ratio quintile 
portfolio outperforms the low quintile portfolio by 32.9% in 36-month returns. The 
authors further show that errors in long-term prediction by analysts has an 
incremental explanatory power relative to value-price ratio.  
Titman, Wei and Xie (2004) document a negative relation between abnormal capital 
investments and future stock returns. The authors employ both portfolio returns 
analysis and time-series regressions to address the relationship. Results from both 
methods suggest that future stock return is negatively related to abnormal capital 
investments after controlling for book-to-market effect, size effect and momentum 
effect. Furthermore, the effect is not subsumed by a return reversal effect or a 
seasonal equity issuance effect. The authors suggest underreaction of investors to 
managerial over-investment may be the underpinning reason. However, there are 
other possible explanations that the authors do not rule out. For instance, the 
managers may choose to invest more when cost of capital is relatively low. It is also 
possible that the investment factors represent systematic risks separate from the 
Fama-French three factors. 
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Cooper, Gulen and Schill (2008) use change in total asset as a measure of asset 
growth and find a significant negative relation to future stock returns. The authors 
firstly use portfolio return analysis to show that the lowest decile of asset growth 
firms has an average annual return of 18% while the highest decile portfolio has a 
lowest annual return of 5%. The outperformance of low asset growth stocks over 
high growth stocks goes beyond one year to up to three years. In addition, the Fama-
Macbeth regression results indicate that total asset growth is the strongest indicator 
of future stock return compared with other controlling variables such as book-to-
market ratio, size, short-term past return, long-term past return, accrual and other 
growth measures. The authors further reveal that asset growth factors partially 
explain the net equity issuance anomaly suggested by Daniel and Titman (2006). 
Daniel and Titman (2006) and Pontiff and Woodgate (2008) document a net equity 
issuance effect which states that change in shares outstanding has a negative 
predictive power over future stock returns. Both sorted portfolio analysis and cross-
sectional regression confirm the robust predictive power of net equity issuance after 
controlling for other risk characteristics. The predictive power is robust after 
partialling out major issuance events such as M&A, SEO and repurchases. The 
authors conjecture that the effect could be due to managerial timing of share over-
valuation. Fama and French (2008) document that the net equity issuance provides 
incremental information to the stock return cross-section across all size groups. 
 
3.2.6 The new Fama-French factor models 
As argued by Harvey, Liu and Zhu (2016), when the Fama-French three-factor 
model is employed as the baseline model, hundreds of papers have shown 
relationships between additional factors and the cross-section of stock returns. 
Fama and French (2008) examine the pervasiveness of the anomalous effect of net 
equity issuance, accruals, momentum, profitability and asset growth. The cross-
sectional regressions and sorted portfolio analysis show that momentum and net 
equity issuance are robust anomalies after controlling for size and book-to-market, 
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which is robust across different size groups. As responses to the vast literature on 
new explanatory factors, empirical asset pricing researchers have proposed new 
factor models aiming to improve on the three-factor model (Fama and French, 
2015a; Hou, Xue and Zhang, 2015). 
Hou, Xue and Zhang (2015) propose a four-factor model to address the inadequacy 
of the Fama-French three-factor model and the Carhart four-factor model in 
explaining anomalies. They justify their four-factor model based on q- theory, 
which suggests that investment and profitability should predict future stock returns. 
They propose a four-factor model composed of market factor, size factor SMB, 
profitability factor RMW and investment factor CMA. The authors present 
evidence that the new four-factor model outperforms the Fama-French three-factor 
model and the Carhart four-factor model in explaining 35 significant anomalies. 
The GRS tests reject the new model in 20 sets of anomalies portfolios, while the 
Carhart model is rejected in 24 sets and the Fama-French three-factor model in 28 
sets: 
𝑡𝑡𝑖𝑖𝑡𝑡 − 𝑡𝑡𝐷𝐷𝑡𝑡 = 𝛼𝛼𝑖𝑖 + 𝛽𝛽𝑖𝑖𝑀𝑀𝑅𝑅𝐵𝐵𝑡𝑡 + 𝛽𝛽𝑖𝑖𝑆𝑆𝑀𝑀𝑀𝑀𝑆𝑆𝐵𝐵𝐵𝐵𝑡𝑡 + 𝛽𝛽𝑖𝑖𝑅𝑅𝑀𝑀𝑊𝑊𝑅𝑅𝐵𝐵𝑊𝑊𝑡𝑡 + 𝛽𝛽𝑖𝑖𝐶𝐶𝑀𝑀𝐶𝐶𝐶𝐶𝐵𝐵𝐶𝐶𝑡𝑡 + 𝜀𝜀𝑡𝑡 
Fama and French (2015a) use a dividend discount model to justify their new five-
factor model. They augment their three-factor model with two new factors, the 
investment factor CMA and the profitability factor RMW. The formation of RMW 
is different from the profitability factor proposed by Hou, Xue and Zhang (2015). 
The authors show that the new Fama-French five-factor model captures return 
cross-sections stemming from profitability, investment, size and book-to-market, 
as GRS statistics do not reject the new model. The two new factors bring 
incremental explanatory power to the Fama-French three-factor model and the new 
model also outperforms the Carhart model: 
𝑡𝑡𝑖𝑖𝑡𝑡 − 𝑡𝑡𝐷𝐷𝑡𝑡 = 𝛼𝛼𝑖𝑖 + 𝛽𝛽𝑖𝑖𝑀𝑀𝑅𝑅𝐵𝐵𝑡𝑡 + 𝛽𝛽𝑖𝑖𝑆𝑆𝑀𝑀𝑀𝑀𝑆𝑆𝐵𝐵𝐵𝐵𝑡𝑡 + 𝛽𝛽𝑖𝑖𝑖𝑖𝑀𝑀𝑖𝑖𝐻𝐻𝐵𝐵𝐿𝐿𝑡𝑡 + 𝛽𝛽𝑖𝑖𝑅𝑅𝑀𝑀𝑊𝑊𝑅𝑅𝐵𝐵𝑊𝑊𝑡𝑡
+ 𝛽𝛽𝑖𝑖𝐶𝐶𝑀𝑀𝐶𝐶𝐶𝐶𝐵𝐵𝐶𝐶𝑡𝑡 + 𝜀𝜀𝑡𝑡 
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The follow-up papers try to address the empirical performance of the new factor 
models. Fama and French (2015c) employ six sets of left-hand-side portfolios 
constructed by variables not used in new asset pricing models to test the new five-
factor models. The GRS test statistics have consistent results that show that the two 
new factors provide incremental explanatory power and decrease the size of 
intercepts of time-series regressions. However, the GRS test shows that the new 
Fama-French five-factor model does not fully capture any of the six anomalous 
patterns.  
Hou, Xue and Zhang (2017) use a larger set of left-hand-side variables and conduct 
a comparison of the performance of the two versions of the new factor models. The 
authors document 161 significant anomalies and report that their four-factor model 
outperforms both the Fama-French five-factor model and the Carhart model. Forty-
eight out of 161 high-minus-low portfolio returns have significant alpha after 
controlling for the new four-factor model, whereas the numbers for the Fama-
French five-factor model and the Carhart model are 84 and 94 respectively. 
Regarding the GRS test performance, 107 sets of anomalous portfolios reject the 
new four-factor models, which is slightly lower than the totals of 108 sets for the 
Fama-French five-factor model and 119 sets for the Carhart model. 
 
3.2.7 More recent literature 
As suggested by the comprehensive review of the performance of the new Fama-
French factor models (Hou, Xue and Zhang, 2017), the cross-sections of stock 
returns are not fully captured. The results have different indications to those of the 
asset pricing literature. Factor-model researchers seek to establish better model 
performance by employing different factor measures or formations (Fama and 
French, 2015b; Ball et al., 2016; Stambaugh and Yuan, 2016). On the other hand, 
anomalies researchers examine the performance of anomaly strategies, augmenting 
their baseline control with the new factors (Green, Hand and Zhang, 2016; George, 
Hwang and Li, 2017; Yan and Zheng, 2017). It is notable that, as suggested by 
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Harvey, Liu and Zhu (2016), the cost of data-mining has dropped dramatically and 
thus it is common for recent research to test a large number of stock return 
characteristics simultaneously. 
The choice of accounting measures used to construct return predictors also affects 
their performance. For instance, Ball et al. (2015) document that deflators affect the 
information content of profitability predictors. Although Novy-Marx (2013) 
suggests that gross profit has a greater predictive power than operating profit, Ball 
et al. (2015) find that the better performance is due to the choice of using total asset 
as the deflator. They further compare the information content of various 
profitability measures and suggest that operating profit provides greater predictive 
power than gross profit to the stock return cross-section. 
Ball et al. (2016) further address the information content of the profitability factor 
measure. They suggest that the accrual anomaly exists because accrual-based profit 
is negatively correlated with the cash-based profit, which provides a strong 
indication for future stock returns. As a result, they propose to use a cash-based 
profitability measure in explaining the stock return cross-section. Fama-Macbeth 
regressions suggest that cash-based measurement captures the predictability of 
accrual and operating profitability. Time-series regressions corroborate the results. 
Profitability factors constructed using cash-based profitability measures provide 
incremental information in explaining the size-accrual sorted portfolio returns.  
Fama and French (2015b) extend the comparison and investigate the differences in 
information content of profitability factors constructed with different profit 
measures and deflators. They compare the relative performance of profitability 
measures including operating profit scaled by book equity (Novy-Marx, 2013; 
Fama and French, 2015a; 2015b), cash profitability scaled by book equity (Ball et 
al., 2016) and quality minus junk (Asness et al., 2013). The authors find that the 
cash profit measure outperforms the other specifications as it generates lower GRS 
t-statistics across different left-hand-side portfolios. Furthermore, using /the small-
end construction method for the factors increases the explanatory power of both the 
profitability factor and the investment factor in their new five-factor model. 
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Stambaugh and Yuan (2016) take a different stance and construct their mispricing 
factors using aggregated information from 11 prominent anomaly factors. They 
construct their mispricing factor model by augmenting the market factor and the 
size factor with two additional mispricing factors using the average rankings of 11 
anomalies variables. The authors believe that although the significant anomalies 
represent mispricing, their combined information could contribute to explaining the 
stock return cross-sections. The authors compare the model’s performance with the 
q-theory model (Hou, Xue and Zhang, 2015) and the Fama-French five-factor 
model. The results show that the mispricing factor model outperforms both 
alternative models in explaining 73 anomalies used in Hou, Xue and Zhang (2015). 
The mispricing factor model explains more anomaly variable long-short spreads 
and the GRS statistics confirm its superior performance. 
George, Hwang and Li (2017) examine whether the four-factor model of Hou, Xue 
and Zhang (2015) explains the PTH (price-to-52-week-high) anomaly. The PTH 
anomaly (George and Hwang, 2004) documents that stocks with current prices near 
to their 52-week highs have higher abnormal returns than those stocks whose 
current prices are farther from their 52-week highs. The authors suggest a rational 
explanation for the PTH anomaly. They show that PTH is positively linked to future 
profitability and future investment growth, which corroborates the predictions of q-
theory. According to Liu and Zhang (2014), q-theory also suggests that expected 
returns are related to current investment, future profitability and future investment 
growth. The GRS statistics show that the PTH anomaly is best captured by the four-
factor model, which outperforms the Fama-French three-factor model and five-
factor model. Furthermore, a modified four-factor model that incorporates rankings 
of PTH into the profitability factor better captures the PTH anomaly. 
Green, Hand and Zhang (2016) investigate the information concerning 94 
characteristics over the stock return cross-section using Fama-Macbeth regressions 
for a sample period 1980–2014. They firstly show that Hou, Xue and Zhang 
(2015)’s four-factor model outperforms the other factor models. Using the q-theory 
model as a benchmark, only one of the stock characteristics provides significant 
incremental information to the stock return cross-section. Without the factor model 
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controls, 12 characteristics provide predictive power over future stock returns. 
Furthermore, the return predictability of 12 characteristics deteriorates dramatically 
after 2003. This may be attributable to the increase in market efficiency, as the 
predictability fell more sharply among non-microcap stocks with lower arbitrage 
costs. 
Yan and Zheng (2017) employ a data-mining approach to extend the fundamental 
signals from financial statements to predict future stock returns. Based on 240 
accounting variables and 76 ratio configurations, they construct a universe of over 
18,000 fundamental signals. Long-short portfolios are constructed and the authors 
report that top-ranked signals deliver high return performance that cannot be 
explained by sampling variation using bootstrapping methods. They further show 
that the superior performance of the top-ranked fundamental strategies are more 
pronounced among stocks with greater limits to arbitrage and during market 
expansion. Therefore, the evidence seems to be more consistent with mispricing-
based explanations.  
 
3.2.8 The UK evidence 
In the UK literature, a number of papers also document different firm-
characteristics explaining stock cross-sectional returns. The results obtained are not 
entirely consistent with the US results. It seems that different institutional 
backgrounds may have led to different stock mark representations. The UK stock 
market shares major risk characteristics that have been documented in the US 
literature, such as book-to-market and E/P ratio (Levis, 1989; Chan and Chui, 1996; 
Liu, Strong and Xu, 1999; Leledakis and Davidson, 2001). Anomalies such as 
accrual anomaly and momentum effect are also reported in the UK market (Liu, 
Strong and Xu, 1999; Soares and Stark, 2009). However, there are notable 
differences, such as the explanatory power of size. 
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Using a different data set but with more comprehensive accounting information, a 
number of papers do find an insignificant size effect in the UK stock market after 
controlling for other pronounced market effects (Chan and Chui, 1996; Miles and 
Timmermann, 1996; Strong and Xu, 1997). Moreover, as noted by Griffin (2002) 
and Hou, Karolyi and Kho (2011), asset pricing models are best constructed at 
country level as country-specific factors outperform global and regional factors. 
The performance of the asset pricing factor models does not fully match the US 
results (Fletcher, 2001; Fletcher and Forbes, 2002; Hung, Shackleton and Xu, 2004; 
Fletcher and Kihanda, 2005): the choice of factor formation also influences the 
performance (Gregory, Tharyan and Christidis, 2013; Michou, Mouselli and Stark, 
2014). 
Levis (1989) examines the predictive power of dividend yield, E/P ratio, size and 
share prices over future stock returns. He mainly employs sorted portfolio analysis 
and reports significant return premia of 5.2% from size, 10.0% from dividend yield, 
5.2% from price rank in sample period 1955 to 1983 and 7.0% annual premium 
from E/P ratio. The author notes that the size effect is not robust across different 
groups of dividend yield and E/P ratio. There is also a close link between the size 
effect and the price-level effect, which means size may be a proxy for fundamental 
risks instead of an independent predictor in the UK market.  
Chan and Chui (1996) extend Fama and French (1992) into a UK sample for the 
period 1973 to 1990. They examine the explanatory power of stock return cross-
sections in size, market beta, book-to-market, asset-to-book, share price, and 
dividend yield. In contrast to Levis (1989), the authors use the Fama-Macbeth 
regression to compare the information content of the characteristics. Consistent 
with the US results, book-to-market ratio significantly influences future stock 
returns, and market beta does not have incremental information. However, size does 
not significantly predict future stock returns, which differs from the US results. 
Furthermore, the authors show that the information content gained from book-to-
market mainly stems from the asset-to-book ratio. 
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Miles and Timmermann (1996) also examine the determinants of UK stock cross-
sections with a sample period 1979 to 1991. Consistent with Chan and Chui (1996), 
Fama-Macbeth regressions reveal that book-to-market significantly influences 
future stock returns, whereas size, market beta, dividend yield, debt-to-book ratio 
and liquidity measured by trading volume do not have predictive power. In addition, 
the authors construct Fama-French three-factor models and investigate the factor 
loadings across size-book-to-market double-sorted portfolio returns. The observed 
patterns suggest that the market factor, size factor and book-to-market factor are 
priced in the UK market. 
Strong and Xu (1997) test the relationship between expected returns and market 
beta, size, book-to-market ratio, asset-to-book ratio, asset-to-market ratio and E/P 
ratio in the UK. They use both portfolio return analysis and cross-sectional 
regressions with a sample period from 1973 to 1992. Although the one-dimension 
sorted portfolio returns suggest that each of the variables alone is correlated with 
future stock return, the multivariate Fama-Macbeth regressions reveal that one of 
the leverage ratios (asset-to-book, asset-to-market) and the book-to-market ratio 
consistently predict future stock returns in the UK market. The explanatory power 
of other variables seems to have been subsumed by these two factors.  
Dimson and Marsh (1998) investigate the reverse of size premium in the UK 
market. They provide evidence that UK small-size stocks outperform the FTSE All-
Share Index by 6.1 % during the period from 1955 to 1986, whereas in the period 
1989 to 1997 the performance difference becomes -6.5%. The authors use the 
publication of the UK size effect (Dimson and Marsh, 1987) and the launch of 
Hoare Govett Smaller Companies Index (HGSC) as the cut-off point and show there 
is a reversal of size premium in the UK. The reverse may be attributable to two 
reasons. Firstly, the smaller stocks tend to be clustered in the underperforming 
sectors in the reversed sample period. And the second reason is the 
underperformance of small-size firms, which is illustrated by the reversal of 
dividend yield and dividend growth. 
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Liu, Strong and Xu (1999) document the momentum effect using a sorted portfolio 
analysis in the UK market. They test the profitability of various momentum 
strategies and find that the most profitable strategy in the UK is to use past 12 month 
returns to rank stocks and hold them for three months, which generates an 
annualized return of 23.3% in their sample from 1977 to 1998. The results 
corroborate the US findings. Furthermore, the authors show that the momentum 
effect is robust after adjusting for the Fama-French three factors and other 
characteristics such as the P/E ratio. The authors conjecture that the distinctive 
predictive power of momentum in the UK may stem from investor underreaction. 
Bagella, Becchetti and Carpentieri (2000) examine the profitability of naïve-ranked 
portfolios using size, market-to-book, P/E ratio and return on equity (ROE). Using 
UK data from 1971 to 1997, they firstly document that all four characteristic-ranked 
portfolio groups show a monotonic trend in future stock returns. Then they further 
test the risk-adjusted return patterns using risk models including the Fama-French 
three-factor model. The adjusted returns show that the return premia related to size, 
book-to-market and ROE are reduced but not fully captured by the three-factor 
model. The monotonic return pattern of P/E remains apparent despite the fact that 
the high-minus-low strategy returns are not regressed on the risk factors as a formal 
test. The authors suggest that the uncaptured profit leaves room for further research. 
Leledakis and Davidson (2001) use both portfolio return analysis and Fama-
Macbeth regression to examine the determinants of UK stock cross-sections over 
the period 1980–1996. The one-dimension portfolio sorting confirms that future 
stock returns are linked to measures such as book-to-market ratio, size, sales-to-
market ratio and debt-to-book ratio. The multivariate cross-sectional regressions 
reveal the relative informativeness of the factors. The authors provide evidence that 
size, book-to-market ratio and sales-to-market ratio significantly predict future 
stock returns. Debt-to-book ratio loses significance with the existence of the book-
to-market ratio and sales-to-market ratio. 
Dimson and Marsh (2001) use a comprehensive UK data set of stock returns from 
1955 to 1999 to make a comparison with the US market in terms of return 
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seasonality, dividend yield and the size effect. They document that the size effect, 
despite its existence in the UK, exhibits different seasonality that cannot be 
explained by the end-of-year effect. The dividend growth for UK was higher and 
more volatile than that of the US market. Moreover, the size effect in the UK 
experienced a reverse in its premium after its documentation by Dimson and Marsh 
(1987) and the follow-up media coverage. The annual size premium turned from 
9.7% over the period 1955-1988 to -6.8% over the period 1989-1999. Although 
there seems to be a similar premium switch in the US market, the authors argue that 
the diminished size effect requires further research.  
Fletcher (2001) tests the mean-variance efficiency of various linear asset pricing 
factor models in the UK. He uses GRS test statistics to examine factor models 
including the CAPM, the Fama-French three-factor model, the Carhart model and 
an APT model based on macroeconomic variables. The test statistics reject the null 
hypothesis of mean-variance efficiency for all four models using a sample period 
1982–1996. The pricing errors are less severe for the Fama-French model and the 
Carhart model. Fletcher further shows that missing risk factors do not mitigate the 
pricing errors. As a result, he argues that the specified linear factor models may 
produce biased control for systematic risks in the UK. 
Gregory, Harris and Michou (2001) document the profitability of value-minus-
growth strategy in the UK during the period 1975–1998. They firstly report that 
long-value stocks and short-growth stocks generate significant abnormal returns in 
the UK. In addition, they provide evidence that poor past performance and low 
expected future performance lead to higher future returns, which is consistent with 
the contrarian model proposed by Lakonishok, Shleifer and Vishny (1994). 
Furthermore, the value-minus-growth profit from one-dimension sorted portfolios 
are broadly captured by the Fama-French three factors, whereas the double-sorted 
portfolio returns are not explained by the risk factors. The results corroborate 
Fletcher (2001)’s conclusion that the Fama-French three-factor model’s 
performance in the UK is not as good as in the US market. 
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Fletcher and Forbes (2002) examine the sensitivity of UK unit trust fund 
performance to different specifications of linear factor models. They employ five 
linear factor models including the CAPM, the Fama-French three-factor model and 
the Carhart model. The empirical results suggest that all the factor models lead to 
some bias in performance evaluation. Using the Carhart model as a benchmark 
suggests that unit trust funds do not outperform passive strategies. With respect to 
explanatory power over the stock returns cross-section, Carhart has the least pricing 
error among all factor models for the UK sample from 1982 to 1996.  
Dissanaike (2002) documents the UK size effect in a FT500 sample. During the 
sample period 1975–1990, small stocks outperform large stocks by 58.8% four 
years after the portfolio formation. The author also reports a return reversal effect. 
Past losing stocks outperform past winning stocks by 98.9% four years after the 
portfolio formation. The profits of both strategies seem correlated throughout the 
sample period. However, the regressions suggest that there is little evidence of a 
size effect subsuming the reversal effect.  
Gregory, Harris and Michou (2003) examine the rational explanation with regard 
to the contrarian strategies in the UK market from 1980 to 1998. They firstly 
document that value-minus-growth profits do not perform worse during recessions. 
Besides, the long-short portfolio abnormal returns remain significant after 
controlling for the Fama-French three-factor model. Both results are inconsistent 
with a rational-pricing explanation, suggesting contrarian profits may be explained 
by mispricing or incomplete control of systematic risks. Furthermore, the authors 
report evidence that both HML and SMB are positively related to future GDP 
growth, future investment and consumption growth. 
Dimson, Nagel and Quigley (2003) use a comprehensive UK data set from 1955 to 
2001 to reveal the size and book-to-market effects in the UK. Consistent with the 
prior literature, they find that the size factor SMB is not significantly positive across 
the sample period, which has a mean return of 0.15% with 0.91 t-statistic. The value 
factor HML generates a monthly return of 0.49% with statistical significance. The 
authors further construct a factor based on dividend yield and it has a similar 
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performance to that of HML. Moreover, the authors suggest that capturing the value 
premium among the small-size stocks requires particular caution due to the 
illiquidity issue. 
Al-Horani, Pope and Stark (2003) document the predictive power of research and 
development (RD) activity for future stock returns in the UK, using a sample from 
1990 to 2001. They firstly use the Fama-Macbeth regression and show that RD 
activity positively predicts the stock returns cross-section after controlling for size 
and book-to-market. The authors then construct an additional factor based on RD 
intensity. Time-series regression implies that the RD factor is related to the Fama-
French three factors, but may provide incremental information. Further risk premia 
analysis shows that the RD factor has significant influence upon the market factor 
premia across various industries, especially zero-RD industries. The overall 
evidence suggests that the RD factor may provide incremental information to the 
UK stock returns cross-section. 
Hung, Shackleton and Xu (2004) make a comparison between the CAPM, the 
Fama-French three-factor model and a higher order pricing factor model in the UK 
market regarding their factor-pricing significance. The left-hand-side stocks are 
grouped into beta-sorted, size-sorted and book-to-market-sorted portfolios. Firstly, 
Hung, Shackleton and Xu document that size premium and value premium remain 
significant after controlling for the factor models. Regarding the pricing 
significance, Fama-French factors are priced significantly when the market 
condition is used to divide the sample period into an up and down scenario. There 
is little evidence that a higher-order market factor provides incremental information 
to the linear factor model in the UK. 
Fletcher and Kihanda (2005) examine the performance of a number of 
unconditional and conditional models in explaining the UK stock returns. They use 
the Hansen and Jagannathan (1997) distance measure to compare the relative 
performance among models estimated with GMM. They report that four-moment 
CAPM augmented with a proxy for labour income growth has the best performance 
among all unconditional models in explaining the industry portfolio returns cross-
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section. The conditional version of the model also has the best performance among 
all the alternatives. The authors also examine the time-series predictability of the 
models, which also suggests that a four-moment CAPM augmented with a proxy 
for labour income growth beats the other models. However, the out-sample analysis 
suggests that the best-performing model has the worst performance, which means 
the results are sensitive to left-hand-side portfolio selections and may not be 
generalized.  
Clubb and Naffi (2007) follow the fundamental analysis perspective and show that 
expected book-to-market value and expected return-on-equity (ROE) provide 
incremental information in explaining stock return cross sections in the UK. The 
authors use a first-order autoregressive model to construct expected book-to-market 
and expected ROE measures. Cross-sectional regressions at both annual and 
monthly frequency show that both expected measures have significant explanatory 
power regarding the future stock returns in the UK stock market from 1991 to 2000. 
The results remain robust after controlling for variables such as book-to-market 
ratio, size, momentum and R&D. 
Soares and Stark (2009) document the accrual anomaly in the UK market by 
forming a portfolio strategy and examining the profitability after transaction costs 
using a sample from 1990 to 2005. Following Sloan (1996), the portfolio returns 
are revealed and the results obtained corroborate the US evidence that higher 
accruals are linked with lower future stock returns. The abnormal returns remain 
significant after controlling for the Fama-French three-factor models. The authors 
extend the literature by exploring the profitability of naïve long-short strategy after 
taking into account the transaction costs. The results imply that the long-short 
abnormal returns are offset by the transaction costs across different size groups. The 
authors therefore argue that the results indicate that the UK stock market is of semi-
strong form efficiency. 
Petrovic, Manson and Coakley (2016) investigate the role that changes in non-
current operating asset and property, plant and equipment play in the UK stock 
cross-sections. They employ portfolio returns analysis, time-series regression and 
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cross-sectional regression to test their hypothesis. Using a sample from 1990 to 
2012, the authors show that changes in both measures are negatively related to 
future stock returns and the results are consistent across different methods. The 
anomalous returns are not captured by illiquidity of the stocks, but are partially 
explained by the change in a composed measure of investment. 
Two recent papers also examine the performance of the Fama-French factor models 
in the UK market. Gregory, Tharyan and Christidis (2013) test various versions of 
the Fama-French three-factor model and the Carhart model in the UK market. In 
addition to the basic Fama-French models, they further construct alternative 
specifications such as value-weighted factors and small-end factors. Using both the 
Fama-Macbeth regression and the time-series GRS test, the authors document some 
evidence that HML is priced while the other factors are not. Regarding the 
explanatory power of the models, the tested models well capture the pattern of size 
and book-to-market, but fail to explain momentum-related portfolio returns. 
Furthermore, the explanatory power is improved by excluding small-size firms on 
the left-hand-side portfolios, indicating that limits to arbitrage may have caused the 
poor performance of the factor models. 
Michou, Mouselli and Stark (2014) address the performance of the Fama-French 
three-factor model in the UK with regard to its sensitivity to different methods of 
factor construction. They compare nine different Fama-French factor specifications 
that have been adopted in the UK literature. They use size-book-to-market 
portfolios and industry portfolios as testing assets. The asset pricing tests suggest 
that factor construction methods are important to the explanatory power of the 
models. The authors therefore argue that more work is required in the UK market 
to develop more reliable measures that better capture size and book-to-market effect 
in the UK, which corroborates the results of Gregory, Tharyan and Christidis 
(2013). 
The Fama-French factor model evidence in the UK has a few implications for future 
academic research. Firstly, the explanatory power of factor models differs from the 
US evidence. Secondly, more evidence needs to be established to examine the 
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power of Fama-French factor models using a larger set of left-hand-side test 
portfolios. Thirdly, the Fama-French three-factor models are not priced consistently 
in the UK, therefore further investigation is needed to find valid models to estimate 
the cost of equity.  
 
3.3 DATA AND SAMPLE 
3.3.1 Data and variables 
The distribution of firms available across my sample period is illustrated in Table 
3-1. My sample is used to construct time series asset pricing factors and left-hand-
side portfolios for asset pricing tests. 
The data in this sample is collected for the period from July 1990 to December 
2013. My research uses both accounting and returns data, of which the annual 
accounting data are sourced from Datastream and monthly returns data from the 
London Share Price Database (LSPD). I used the SEDOL number to match the two 
databases. I also use the London Share Price Database Industrial classification 
(G17) and the FTSE Industrial Classification Benchmark (ICB) to construct the 
industry portfolios. 
I use the following sample criteria: 
• Firstly, I exclude stocks with negative book-to-market (BM) ratios to be 
consistent with the academic literature such as Fama and French (1992),  
Vassalou and Xing (2004), which advocate the exclusion of stocks with 
negative BM. Such stocks are omitted because negative values of BM have no 
clear interpretation. Fama and French (1993) also exclude negative BM with 
the only justification being that these firms are rare before 1980. Dichev (1998) 
also shows that firms with a high bankruptcy risk and consequently high relative 
financial distress have a high BM ratio.  
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• Secondly, I exclude stocks that belong to the financial sector. These include 
banking, real estate, insurance and financial services companies due to their 
different financial and accounting characteristics or due to high leverage. This 
exclusion also follows Fama and French (1992) and most academic papers who 
argue that high leverage is a characteristic feature of financial sector companies. 
They also argue that excluding financial and utility companies helps to alleviate 
any omitted variable problems caused by industry effects in financing decisions. 
 
• Thirdly, I include in the sample companies that have been de-listed due to 
merger, bankruptcy, etc, in order to eliminate the survivorship bias problem 
(Banz and Breen, 1986; Kothari, Shanken and Sloan, 1995). Nagel (2001) also 
argues that survivorship bias is a serious problem in stock return predictability 
studies because portfolios constructed using accounting data with inherent ex 
post selection bias do not represent trading strategies that are replicable ex ante. 
 
• I also exclude companies with more than one class of ordinary share. 
The distribution of firms available across the sample period is illustrated in Table 
3-1.8 The sample is used to construct time series asset pricing factors and left-hand-
side portfolios for asset pricing tests. 
Table 3-1 












                                                          

















As mentioned earlier I use monthly returns data from the London Share Price 









Inr                                                                                                       (1) 
where 
tp                                  is the last traded price for month t; 
1−tp                                is the last traded price for month t-1; 
td                                   is the dividend when the ex-dividend date falls in month t. 
The method for measuring returns can vary across several dimensions. Returns can 
be discrete or continuous. This choice should relate to the motivation for the study, 
which probably dictates in terms of discrete returns. In cross-sectional studies of 
asset returns, discrete returns are mostly used, i.e. Campbell, Lo and Mackinlay 
(1997). Therefore, in order to be consistent with the academic literature, I use 






Built on the premise of the mean-variance framework (Markowitz, 1959), Sharpe 
(1964) and Lintner (1965) propose an equilibrium Capital Asset Pricing Model 
(CAPM). The model implies that the expected return on an asset should be risk-free 
interest plus the asset’s market beta which measures the sensitivity of the excess 
return of the assets to the changes in the market excess returns times the risk 
premium of the market portfolio. This model is sufficient to capture the cross-
section of expected returns:  
iRRaRR itftMtiMiftit ∀+−+=− ,)( εβ                                                               (2) 
where  
itR   is the return for portfolio i for period t; 
ftR   is the risk-free return for period t; 
ia   is the intercept term for portfolio i; 
MtR   is the return on the market for period t;  
itε   is an error term for portfolio i for period t; and 
iMβ   is the exposure of portfolio i to the market return MR  and 
is defined by the following equation: 
)var(/),cov( MtMttiiM RRR=β                                                                         (3) 
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3.4.2 The Fama and French model 
Despite its empirical contribution, the CAPM fails empirically to explain the cross-
section of expected returns. Fama and French (1993; 1995) propose an alternative 
model which claims that there are two additional factors other than the market factor 
that can explain the cross-section of expected returns. The Fama-French three-
factor model is an extension of the empirical CAPM to accommodate more risk 
factors. Just as (rmt − rft) is a market (excess return) factor, SMB is a factor for size, 
and HML is a factor for book-to-market equity. To be more precise, SMB stands 
for “small minus big” and is the difference in average returns between portfolios of 
small and big stocks, controlling for book-to-market. Similarly, HML stands for 
“high minus low” and is the difference in average returns between portfolios of high 
and low book-to-market stocks, controlling for size: 
iSMBHMLRRaRR ittiSMBtiHMLftMtiMiftit ∀+++−+=− ,)( εβββ                      (4) 
where  
ia        is the intercept term for portfolio i; 
𝑅𝑅𝑖𝑖𝑡𝑡                                       is the return of portfolio i in month t; 
𝑅𝑅𝐷𝐷𝑡𝑡                                       is the three-month T-bill rate in month t; 
𝑅𝑅𝑀𝑀𝑡𝑡                                      is the return on the market in the UK in month t; 
𝑆𝑆𝐵𝐵𝐵𝐵𝑡𝑡                                   is the size factor small minus big firms based on 
market capitalization; 
𝐻𝐻𝐵𝐵𝐿𝐿𝑡𝑡                                        is the value factor high minus low of book-to-market 
equity;  
iMβ , iHMLβ , and iSMBβ   are the exposures of portfolio i to ,MR ,HML  and
SMB  respectively; 
itε         is the error term for portfolio i for period t.  
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3.4.3 The five-factor model 
Given that the Fama and French model cannot fully explain the cross-section of 
returns, I also introduce an alternative five-factor model which is designed to 
capture the common variations in the cross-section of returns by linking returns to 
the real economy using an investment factor.  
The investment factor variable is defined following Hou, Xue and Zhang (2015), 
which is measured using change in total assets from year t-2 to year t-1, divided by 
total asset (TA) at year t-2. I use Datastream total asset (WC02999) to calculate the 
investment measure, denoted by I/A. 
I use three different measures for the profitability variable: firstly, I follow Fama 
and French (2015a) and Novy-Marx (2013) using (𝑓𝑓𝑝𝑝𝑡𝑡𝑡𝑡𝑓𝑓𝑡𝑡𝑜𝑜𝑙𝑙𝑜𝑜 𝑜𝑜𝑙𝑙𝑓𝑓𝑓𝑓𝑡𝑡𝑡𝑡/
𝐵𝐵𝑁𝑁)𝑡𝑡−1 𝑤𝑤here BE stands for book to equity. The second profitability measure is 
(𝑜𝑜𝑙𝑙𝑓𝑓𝑓𝑓𝑡𝑡𝑡𝑡 𝑏𝑏𝑡𝑡𝑓𝑓𝑓𝑓𝑡𝑡𝑡𝑡 𝑡𝑡𝑒𝑒𝑡𝑡𝑡𝑡𝑓𝑓𝑓𝑓𝑡𝑡𝑑𝑑𝑜𝑜𝑙𝑙𝑓𝑓𝑡𝑡𝑑𝑑 𝑜𝑜𝑡𝑡𝑡𝑡𝑡𝑡𝑎𝑎/𝐵𝐵𝑁𝑁)𝑡𝑡−1 following Hou, Xue and Zhang 
(2015). I also follow Novy-Marx (2013) and use (𝑜𝑜𝑡𝑡𝑓𝑓𝑎𝑎𝑎𝑎 𝑝𝑝𝑡𝑡𝑓𝑓𝑓𝑓𝑜𝑜𝑡𝑡/𝐵𝐵𝑁𝑁)𝑡𝑡−1 as the 
third measure. Finally, I follow Ball et al. (2015) to replace the denominator of the 
three profitability measures with Datastream total asset (TA) (WC02999). 
Altogether, I test six profitability measure formations. 
Following Fama and French (2015a) and Hou, Xue and Zhang (2015), the general 
time-series regression model for the five-factor model is given in the equation 
below: 
𝑅𝑅𝑖𝑖𝑡𝑡 − 𝑅𝑅𝐷𝐷𝑡𝑡 = 𝛼𝛼𝑖𝑖 + 𝛽𝛽𝑖𝑖𝑀𝑀(𝑅𝑅𝑀𝑀𝑡𝑡 −  𝑅𝑅𝐷𝐷𝑡𝑡) + 𝛽𝛽𝑖𝑖𝑆𝑆𝑀𝑀𝑀𝑀𝑆𝑆𝐵𝐵𝐵𝐵𝑡𝑡 + 𝛽𝛽𝑖𝑖𝑖𝑖𝑀𝑀𝑖𝑖𝐻𝐻𝐵𝐵𝐿𝐿𝑡𝑡 + 𝛽𝛽𝑖𝑖𝑅𝑅𝑀𝑀𝑊𝑊𝑅𝑅𝐵𝐵𝑊𝑊𝑡𝑡 +
𝛽𝛽𝑖𝑖𝐶𝐶𝑀𝑀𝐶𝐶𝐶𝐶𝐵𝐵𝐶𝐶𝑡𝑡 +  𝜀𝜀𝑖𝑖𝑡𝑡                                                                                             (5) 
where 
 
ia                                is the intercept term for portfolio i; 
𝑅𝑅𝑖𝑖𝑡𝑡                             is the return of portfolio i in month t; 
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𝑅𝑅𝐷𝐷𝑡𝑡                             is the three-month T-bill rate from the UK in month t; 
𝑅𝑅𝑀𝑀𝑡𝑡                            is the return on the market in the UK in month t; 
𝑆𝑆𝐵𝐵𝐵𝐵𝑡𝑡                         is size factor small minus big; 
𝐻𝐻𝐵𝐵𝐿𝐿𝑡𝑡                        is value factor high minus low of book-to-market equity;  
𝑅𝑅𝐵𝐵𝑊𝑊𝑡𝑡                        is robust minus weak factor for profitability; 
𝐶𝐶𝐵𝐵𝐶𝐶𝑡𝑡                         is conservative minus aggressive for investment factor; 
iMβ , iHMLβ , iSMBβ , iRMWβ , iCMAβ  are the exposures of portfolio i to ,MR ,HML  
SMB  , RMW and CMA respectively; 
itε                               is the error term for portfolio i for period t.  
Both Fama and French (2015a) and Hou, Xue and Zhang (2015) augment the FF 
three-factor model with an investment factor and profitability factor. Hou, Xue and 
Zhang (2015) make the value factor HML redundant and use a different definition 
of the profitability factor variable. Fama and French (2015a) also find empirical 
evidence of the redundancy of HML using US data. They suggest it could be 
specific to their sample selection. Fama and French (2017) confirm this point of 
view but further differences in the information content of new factors are reported 
across different regions. Under the general form of the five-factor model, I test 
various versions of the model above with respect to factor redundancy, variable 
formation, and construction methods with my UK sample.  
In the CAPM context, Jensen et al. (1972) report N  univariate t-statistics based on 
each equation in regression (Equations 2, 4 & 5) where N is the number of testing 
portfolios. However, the GRS F-test (it will be explained in details in a follow up 
sub-section) is used to test whether the intercepts are jointly zero across the N
regressions of Equations 2, 4 and 5. This test takes into account the correlation in 
the estimation errors of sai ' . I test the following null hypothesis for the joint 
significance of the intercepts: 
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0:0 =iaallH                                                                                                      (6) 
This hypothesis applies to all factor models mentioned earlier. For instance, if a 
three factor model captures the systematic risks effectively, it is expected that the 
intercepts across all regressions will be zeros. The rejection of the null hypothesis 
would suggest that the variations of excess returns of the tested portfolios are not 
fully explained by the asset pricing factor model. 
 
3.5 FACTOR CONSTRUCTION 
The asset pricing factors are constructed in line with the Fama and French-style 
factors. I construct six independently sorted portfolios using size and the 
corresponding factor variable. Following Gregory, Tharyan and Christidis (2013), 
I use the break points from the largest 350 UK stocks each year simulating NYSE 
break points in the US market to sort factor construction portfolios. At the end of 
June each year from 1990 to 2013, stocks are allocated into two size groups based 
on the median size of the largest 350 stocks at the end of year t-1. Stocks are sorted 
independently into three groups of other variables such as book-to-market (BM), 
Investment (I/A) and six forms of profitability using the 30th and 70th percentiles 
from the largest 350 stocks as breakpoints based on data at the end of year t-1. The 
intersections of size sorting and the other variable sorting lead to six portfolios, 
which are used to produce corresponding factor return time-series.  
These independently sorted portfolios are labelled using letters: for the size group, 
small (S) or big (B); for the BM group, high (H), neutral (N) or low (L); for the 
profitability group, robust (R), neutral (N) or weak (W); for the I/A group, 
conservative (C), neutral (N) or aggressive (A). Intersected portfolios are obtained 
to build the factors. Value-weighted (VW) returns are calculated for each portfolio. 
For example, SL stands for the monthly value weighted return of intercepted 
portfolio with small size and low BM.  
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The factors are obtained using the formula stated in Table 3-2. For instance, each 
month the normal value factor HML is defined as the difference between the simple 
average of the VW returns on two high-BM-stock portfolios (SH and BH) and the 
simple average of the VW returns on two losing-stock portfolios (SL and BL). In 
order to differentiate the profitability factors (RMW), I name its different versions 
as follows:  
OP_B for factors obtained using (𝒐𝒐𝒐𝒐𝒐𝒐𝒓𝒓𝒐𝒐𝒕𝒕𝒊𝒊𝒐𝒐𝒐𝒐 𝒊𝒊𝒐𝒐𝒊𝒊𝒐𝒐𝒊𝒊𝒐𝒐/𝑩𝑩𝑬𝑬)𝒕𝒕−𝟏𝟏;  
OP_A for factors obtained using(𝒐𝒐𝒐𝒐𝒐𝒐𝒓𝒓𝒐𝒐𝒕𝒕𝒊𝒊𝒐𝒐𝒐𝒐 𝒊𝒊𝒐𝒐𝒊𝒊𝒐𝒐𝒊𝒊𝒐𝒐/𝑻𝑻𝑻𝑻)𝒕𝒕−𝟏𝟏;  
ROE_B for factors obtained using(𝒊𝒊𝒐𝒐𝒊𝒊𝒐𝒐𝒊𝒊𝒐𝒐 𝒃𝒃𝒐𝒐𝒇𝒇𝒐𝒐𝒓𝒓𝒐𝒐 𝒐𝒐𝒆𝒆𝒕𝒕𝒓𝒓𝒐𝒐𝒐𝒐𝒓𝒓𝒆𝒆𝒊𝒊𝒐𝒐𝒐𝒐𝒓𝒓𝒆𝒆 𝒊𝒊𝒕𝒕𝒐𝒐𝒊𝒊𝒊𝒊/
𝑩𝑩𝑬𝑬)𝒕𝒕−𝟏𝟏;  
ROE_A for factors obtained using (𝒊𝒊𝒐𝒐𝒊𝒊𝒐𝒐𝒊𝒊𝒐𝒐 𝒃𝒃𝒐𝒐𝒇𝒇𝒐𝒐𝒓𝒓𝒐𝒐 𝒐𝒐𝒆𝒆𝒕𝒕𝒓𝒓𝒐𝒐𝒐𝒐𝒓𝒓𝒆𝒆𝒊𝒊𝒐𝒐𝒐𝒐𝒓𝒓𝒆𝒆 𝒊𝒊𝒕𝒕𝒐𝒐𝒊𝒊𝒊𝒊/
𝑻𝑻𝑻𝑻)𝒕𝒕−𝟏𝟏;  
GRO_B for factors obtained using (𝒐𝒐𝒓𝒓𝒐𝒐𝒊𝒊𝒊𝒊 𝒐𝒐𝒓𝒓𝒐𝒐𝒇𝒇𝒊𝒊𝒕𝒕/𝑩𝑩𝑬𝑬)𝒕𝒕−𝟏𝟏; 
GRO_A for factors obtained using (𝒐𝒐𝒓𝒓𝒐𝒐𝒊𝒊𝒊𝒊 𝒐𝒐𝒓𝒓𝒐𝒐𝒇𝒇𝒊𝒊𝒕𝒕/𝑻𝑻𝑻𝑻)𝒕𝒕−𝟏𝟏. 
 
I choose different versions of profitability following the spirit of Ball et al. (2015) 
and Fama and French (2015b). Ball et al. (2015) examine the return predictability 
of various profitability components such as cost of goods sold and selling, general 
and administrative expenses and research and development expenses and find that 
in the US, the research and development expenses significantly influences return 
predictability of the profitability measure. They further find that deflators also play 
key roles in the return predictability. Consistent with that, Fama and French (2015b) 
reveal that, for factor models, profitability measures also matter to the information 
content of the profitability factor. Due to the lack of empirical implications from 
the asset pricing theory, the effective choice of profitability measure in the factor 
models is considered as an empirical question. As the covariance structure of 
different profitability components and returns remains unclear in the UK market, I 
attempt the above six versions. The research and development expenses are not 
included in the measure variation due to data limitation from Datastream.  
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In addition to the normal factor construction, I follow Fama and French (2015b) 
and calculate alternative value, profitability and investment factors using the small 
end of sorted portfolios to test whether they outperform their normal peers. For 
instance, the six portfolios used to produce investment factors are SC (small and 
conservative), SN (small and neutral), SA (small and aggressive), BC (big and 
conservative), BN (big and neutral) and BA (big and aggressive). The standard 
investment factor (CMA) is calculated using value-weighted returns (SC + BC – 
SA –BA)/2. The small end of the factor (CMA_S) is calculated by SC – SA. I use 
“_S” at the end of the corresponding factor name to denote its small-end version: 
for instance, ROE_A_S is the small-end factor of the profitability factor obtained 
using income before extraordinary items/total asset. 
Table 3-2 
Factor Variable definition Factors and their components 
Mkt FT all share index return; One month Treasury Bill return (𝑅𝑅𝑣𝑣 −  𝑅𝑅𝐷𝐷) 
Size Market Capitalization SMB =  (SL + SM + SH)/3 − (BL + BM + BH)/3  
Value  Book-to-Market ratio 
HML = (SH + BH)/
2 – (SL +  BL)/2  




𝑜𝑜𝑙𝑙𝑓𝑓𝑓𝑓𝑡𝑡𝑡𝑡 𝑏𝑏𝑡𝑡𝑓𝑓𝑓𝑓𝑡𝑡𝑡𝑡 𝑡𝑡𝑒𝑒𝑡𝑡𝑡𝑡𝑓𝑓𝑓𝑓𝑡𝑡𝑑𝑑𝑜𝑜𝑙𝑙𝑓𝑓𝑡𝑡𝑑𝑑 𝑜𝑜𝑡𝑡𝑡𝑡𝑡𝑡𝑎𝑎/𝐵𝐵𝑁𝑁 
𝑜𝑜𝑙𝑙𝑓𝑓𝑓𝑓𝑡𝑡𝑡𝑡 𝑏𝑏𝑡𝑡𝑓𝑓𝑓𝑓𝑡𝑡𝑡𝑡 𝑡𝑡𝑒𝑒𝑡𝑡𝑡𝑡𝑓𝑓𝑓𝑓𝑡𝑡𝑑𝑑𝑜𝑜𝑙𝑙𝑓𝑓𝑡𝑡𝑑𝑑 𝑜𝑜𝑡𝑡𝑡𝑡𝑡𝑡𝑎𝑎/𝑀𝑀𝐶𝐶 
𝑜𝑜𝑡𝑡𝑓𝑓𝑎𝑎𝑎𝑎 𝑝𝑝𝑡𝑡𝑓𝑓𝑓𝑓𝑜𝑜𝑡𝑡/𝐵𝐵𝑁𝑁 
𝑜𝑜𝑡𝑡𝑓𝑓𝑎𝑎𝑎𝑎 𝑝𝑝𝑡𝑡𝑓𝑓𝑓𝑓𝑜𝑜𝑡𝑡/𝑀𝑀𝐶𝐶 
RMW = (SR + BR)/
2 – (SW +  BW)/2  
RMW_S = (SR− SW) 
Investment Investment/TA 
CMA = (SC + BC)/2 – (SA +
 BA)/2  
CMA_S = (SC − SA) 
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3.5.1 Factor-spanning tests 
In the spirit of Huberman and Kandel (1987), the factors in an asset pricing model 
should be constructed by portfolios that are close to multifactor minimum-variance 
(MMV). Fama (1998) proposes the foundations of factor-spanning regression under 
the premise of ICAPM. He suggests that if a state variable is of hedge concern, the 
premium of its mimicking portfolio should not be captured by excess market return 
and the excess returns on the other state variables. Thus, in a regression where one 
factor is regressed on the other factors, the intercepts cannot be zero. In the follow-
up studies, the factor-spanning tests are used to compare the relative 
informativeness of the asset pricing factors (Fama and French, 2015a; 2015b; 2017) 
I run a number of factor-spanning tests to compare the relative informativeness of 
the asset pricing factors. Each factor candidate is regressed against all the other 
factors in the five-factor model. A factor might be seen as redundant if the spanning 
test intercept is not significantly different from zero. For instance, the following 
regression is used to test whether information provided by HML is fully captured 
by other factors in the asset pricing model: 
 𝐻𝐻𝐵𝐵𝐿𝐿𝑡𝑡 = 𝛼𝛼0 + 𝛽𝛽iM(𝑅𝑅𝑀𝑀𝑡𝑡 −  𝑅𝑅𝐷𝐷𝑡𝑡) + 𝛽𝛽𝑖𝑖SMB𝑆𝑆𝐵𝐵𝐵𝐵𝑡𝑡 + 𝛽𝛽𝑖𝑖RMW𝑅𝑅𝐵𝐵𝑊𝑊𝑡𝑡 +
𝛽𝛽𝑖𝑖CMA𝐶𝐶𝐵𝐵𝐶𝐶𝑡𝑡 +  𝜀𝜀𝑖𝑖𝑡𝑡                                                                                                (7) 
The statistical significance of the regression intercepts indicate whether or not the 
HML factor provides additional information uncaptured by the right-hand-side 
factors. Factor spanning test results provide initial implication for the information 
content of asset pricing factor candidates. Along with the Gibbons, Ross and 
Shanken (1989) (GRS) test, I provide guidance on the choice of factors in new 




3.5.2 GRS tests 
The GRS tests are based on a time-series regression model. Firstly, I construct 
different test portfolios on the left-hand-side (LHS) and compare the performance 
of alternatives of factor models based on the GRS statistics. The investment- and 
profitability-based portfolios are also used to illustrate investment-related and 
profitability-related patterns of UK stock returns. 
The left-hand-side (LHS) portfolios are mainly constructed using asset pricing 
factor measures. I construct various groups of independently sorted portfolios based 
on intersections of different pairs of factor measures. At the end of June each year 
I use accounting data from the end of the previous year and construct 25 size-BM 
portfolios; 25 size-Profitability portfolios and 25 Size-I/A portfolios. Fama and 
French (2012) suggest that appropriate breakpoints need to be employed for both 
factors and test portfolios for regional studies. I therefore follow Gregory, Tharyan 
and Christidis (2013) to use breakpoints based on the largest 350 stocks in the UK 
market. The largest four size groups are constructed using the quartiles of the largest 
350 stocks and the smallest size group is formed from the rest of the sample. The 
five groups of other variables are sorted using quintile breakpoints of the largest 
350 stocks. (In addition to the 25 annually rebalancing portfolios, I also follow 
Lewellen, Nagel and Shanken (2010)’s suggestion to construct industry-based 
portfolios for robustness test.) 
The Gibbons, Ross and Shanken (1989) test, or GRS test, is used in the following 
steps. Each group of the LHS portfolios is regressed on the time series asset pricing 
factor returns: 




𝑅𝑅𝑖𝑖𝑡𝑡                                 is the return of portfolio i in month t, (i=1….N); 
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𝑅𝑅𝐷𝐷𝑡𝑡                                is the three-month T-bill rate from the UK in month t; 
𝐹𝐹𝑡𝑡                                  is the vector of factor returns (K x 1)) of the corresponding 
asset pricing model tested in month t; 
𝛽𝛽𝑖𝑖      is the vector of factor loadings (K x 1); 
𝑡𝑡𝑖𝑖𝑡𝑡     is the error term. 
 
To test whether the intercept estimates of the time-series regression in equation (8) 
are jointly different from zero, Gibbons, Ross and Shanken (1989) develop an F-
test. If the given asset pricing model is well specified, the intercept estimates should 
not be different from zero. More specifically, the GRS F-test examines the overall 
performance of the asset pricing models by asking if the alphas across LHS 
portfolios are jointly equal to zero, in which case the return variations across LHS 
portfolios are fully captured by asset pricing factors. I report estimates of the 
intercepts computed in the first-stage time series regressions and their associated 
individual t-statistics, and present a joint test of the significance of the intercepts by 
applying the GRS F-test. Under the null hypothesis that all the 0=ia , GRS uses 
the following test statistic, WN , defined by the following equation: 
 





−−         (9) 
where 
T   is the number of time period;  
K  is the number of asset pricing risk factors;  
)ˆ( fET  is the vector of expected value of the asset pricing risk 
factors with characteristic element )ˆ( iT fE , i = 1, 2, 3; 
N is the number of assets (portfolios); 




Σ̂   is the variance-covariance matrix for the estimated error 
terms, with characteristic term in the i’th row and j’th 





ˆˆ1 εε ;  
Ω̂   is the estimated variance-covariance matrix of monthly 
asset pricing risk factors with a characteristic term in the 










tf̂  is the vector of estimated asset pricing risk factors for 
month t with characteristic element itf̂ , i = 1, 2, 3. 
 
Cochrane (2009) also suggests how the GRS F-test can be applied to multifactor 
asset pricing models. 
 
3.5.3 Cross-sectional regressions 
Cochrane (2009) argues that the main difference between time-series regressions 
and cross sectional regressions is that the times series regressions primarily focus 
on the explanatory power of returns on given factors on test asset (portfolio) returns 
and on the pricing error of the given asset pricing model. The cross sectional 
regressions primarily focus on the explanatory power of factor loadings for asset 
(portfolio) returns, and  so examine whether the factor itself is priced. In this study, 
I use the Fama-MacBeth (1973) method to test the cross-sectional explanatory 
power of the asset pricing models. I follow the Fama-MacBeth (1973) cross-
sectional regression methodology to examine in the first stage the performance of 
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the CAPM model. In equation 2, I estimate the portfolios’ exposure to the market 
factor by running time series regressions of portfolio excess returns against the 
excess market return over the sample period.  
The beta iMβ̂  estimates from the time series regressions above are then used as the 
independent variables in the cross sectional regressions. I run one regression for 
every month, where the portfolio excess returns are the dependent variables: 
ititttftit RR εβγγ ++=− ˆ10 , t∀                                                                         (10) 
where  
t0γ   is the constant; 
t1γ  is the vector of cross sectional regression coefficients; 
itβ  is the vector of estimated asset pricing risk factor loadings 
from the first pass regression; 
itε   is the pricing error of portfolio i for period t.  
I repeated the previous two steps for each month, providing for each variable a time 
series of its associated risk premium t1γ̂ . The time series averages of these estimates 
are then tested by a t-statistic for significant differences from zero. 
As a follow up step, I calculate the average risk premium 1γ  using the following 
equation: 
tT 11
ˆ1 γγ =                                                                                                             (11) 






1)(ˆ γγγσ                                                                       (12) 
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The t-statistic will be the average of the risk premium divided by its time series 









γ =                                                                                              (13) 
I follow the same Fama-MacBeth cross sectional regression methodology for the 
other risk factors too.  
In order to address issues with regard to time-varying betas and following Mouselli, 
Michou and Stark (2014), I re-estimate the exposures of the portfolio excess returns 
to risk factors in the time series stage using 60-month rolling multiple  time series 
regressions. The procedure has as follows: I run the regression in equations 2, 4, 5 
and their variations, using the previous 60 months’ observations and allocate the 
estimated exposures to that year. I then roll the regression forward 12 months and 
repeat the process. Then, I use the resulting estimates of betas in the cross sectional 
second stage equation (10), and for the other risk factors respectively.  
Since the independent variable in the cross sectional regression is measured with 
error, the second pass estimator is subject to an errors-in-variables (EIV) problem. 
Shanken (1992) suggests a method of correcting for the bias of the standard errors 
of the cross sectional regression least squares estimates in the two-pass 
methodology in order to produce a consistent estimator for the squared standard 
error of each risk premium as the time series sample size, T increases: 
TTwC jj /)(ˆ)/)(ˆˆ)(1(
22 γσγσ +−+                                                                (14) 
where 
ŵ   is the squared unadjusted standard error of the risk 
premium; 
T                                    is the time series sample size period; 
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Ĉ                                    is the error-in-variables (EIV) adjustment term and it is 
calculated as follows: 
γγ ˆˆˆ 1−Ω′=C          (15)                                                                                                             
where 
γ̂   is the vector of the averages of the monthly risk premia 
estimates for each portfolio. 
I use this correction to generate t-statistics for the time series averages for each risk 
premium γ̂ . I refer to this t-statistic as the SH t-stat in all tables.  
To compare the goodness-of-fit of the factor models, I use the cross sectional R2 
measure employed by Jagannathan and Wang (1996). This measure shows how 
much of the cross sectional variation in average returns can be explained by the 
relevant asset pricing model (equations 2, 4 and 5). It is widely employed in the 
literature to capture the explanatory power of factor models (Li, Vassalou and Xing, 












=                                                                                     (16) 
where 
R   is the vector of average excess returns of the test portfolios; 
(.)2Cσ   is the cross sectional variance;  
ε   is the vector of the time series average estimated residuals 
for each portfolio. 
However, there have been various concerns raised by researchers (Petkova 2006), 
arguing that the R2 gives equal weight to each portfolio included in the set of test 
portfolios or some portfolios may be more highly correlated than others. In order to 
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address these concerns, I apply the χ2 test for the joint significance of the pricing 
errors. Using standard OLS distribution assumptions that the true errors are 
identically and independently distributed over time and independent of the factors, 
a χ2  distribution can be constructed using pricing errors across all testing assets. If 
a model is not misspecified, then its pricing errors for testing assets should be close 
to zeros. Following Cochrane (2009), I use the χ2 test in order to check whether the 
pricing errors are jointly zero using the following statistics:       
[ ] KNCT −−− Π+ 211 ~ˆˆˆ1 χεε                                                                                  (17)        
where 
Π̂   is the variance-covariance matrix for the estimated pricing 
errors, with characteristic term in the i’th row and j’th 









ε̂   is the vector of the estimates of the average cross sectional 
pricing errors for each portfolio i, where the average 
pricing error for portfolio i, is calculated as follows: 
)ˆˆˆ()(ˆ 10 ittftiti RR βγγε +−−=                                                                              (18) 
and       )ˆˆ()(ˆ 1 ittftiti RR βγε −−= .                                           (19) 
If the intercept 0γ̂  is restricted to being zero in the second stage cross sectional 
regressions, then ftit RR −  is the average excess return on portfolio i. Equation 18 
and 19 are two equivalent measures of pricing errors under different regression 
restrictions. 
The above procedures show the test for the CAPM model. However, I also report 
the results for the Fama and French three-factor model, a four-factor model and 
three versions of new three-factor models, of which:  
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• model one is constructed by Mkt, CMA_S and ROE_B_S;  
• model two is constructed by Mkt, CMA_S and OP_A; 
• model three is constructed by Mkt, CMA_S and ROE_A_S.  
Twenty-five portfolios’ excess returns on size-BM, size-Investment and size-
Profitability are used as left-hand-side portfolios. I report t-statistics after the 
Shanken (1992) correction, the cross-sectional 𝑅𝑅2 measure (Jagannathan and 
Wang, 1996) and the χ2 test for the distribution of joint pricing errors (Cochrane, 
2009). 
 
3.5.4 Robustness tests – industry portfolios 
I also perform the asset pricing tests using the returns on 34 industry portfolios. I 
use the London Share Price Database industrial classification codes G17 and the 
FTSE Industrial Classification Benchmark (ICB) to construct 34 industry portfolios 
every month from July 1990 to December 2013. Value-weighted monthly returns 
for these portfolios are calculated. Summary statistics for the industry portfolios are 
reported in Table 3-14.  
In constructing the 34 industry portfolios, I apply the same criteria I previously used 
for the construction of the 25 size-BM intersected portfolios. That is, I apply the 
same MV and BM definitions, dates of construction, calculations of the value-
weighted portfolios, and the way of dealing with delisted firms. Amongst the 34 
industry portfolios, the electricity industry has the highest average monthly return 
of 1.65%. Industrial transportation generates the lowest average monthly return of 
-1.31% during the sample period. Regarding the return volatilities, the industrial 
metals mining industry has the highest standard deviation of 16.22% while the food 





3.6.1 LHS portfolio excess returns 
Firstly, I focus on the pattern of UK stock returns by looking at the average 25 
intersected portfolios’ excess returns. Table 3-3 shows the average excess returns 
with their statistical significance for the 25 size-BM; size-Profitability and size-I/A 
portfolios. The table allows us to have an overview of the UK stock return patterns 
that are relevant to BM, profitability and investment variables respectively. 
The size-BM sorts show a clear value effect in the UK. Across every size group, 
average excess returns increase with a higher BM ratio. This result is consistent 
with previous findings in the UK (Gregory, Tharyan and Christidis, 2013; Michou, 
Mouselli and Stark, 2014) and Europe (Fama and French, 2012; 2017). The average 
value premiums are equal to 1.04%, 0.98%, 0.50%, 0.72% and 0.39% respectively 
from the smallest to the largest size groups. There is, however, no clear relation 
between size and excess return, which also confirms previous results of 
insignificant size effect in the UK (Gregory, Tharyan and Christidis, 2013; Michou, 
Mouselli and Stark, 2014). 
The second sort, size-Profitability, employs (income before extraordinary 
items/TA) as its profitability formation. There is a discernible negative relation 
between average excess returns and profitability for every size group except for the 
largest. The profitability premiums mainly come from the difference between the 
lowest profitability quintile and the second-lowest quintile. From the smallest size 
to the second-largest quintile group, the difference between the two lowest quintiles 
of profitability portfolios are equal to 0.65%, 0.43%, 0.53% and 0.52% 
respectively. The UK profitability effect is in general consistent with the Europe 
pattern (Fama and French, 2017), with the only difference being in the largest-size 
quintile portfolios, where there is no profitability effect in the UK but a significant 
trend in the European sample.   
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The size-I/A sorts indicate that future return is also negatively correlated with past 
investment in the UK. For each size group, future excess returns are higher for the 
lower investment quintile. The low-minus-high investment premiums amount to 
0.41%, 0.97%, 0.44%, 0.88% and 0.14% from the smallest to the largest group. 
Similar to the profitability effect, the investment pattern fades out in the largest 
group in the UK. Fama and French (2017) report similar results in their European 
sample, where investment provides trivial information in the largest group. 
In short, there is an observable investment and profitability-related stock return 
pattern in the UK. The negative relation between investment and future excess 
returns and positive relation between profitability and future excess returns are 
generally in line with the results from the US and Europe markets. Whether or not 
those patterns are captured by existing versions of factor models will be examined. 
Table 3-3 
Average monthly excess returns on portfolios from July 1990 to December 2013 
This table reports the average excess returns of 25 size-BM, size-profitability, size-investment 
portfolios. At the end of June each year I use accounting data from the end of the previous year to 
construct portfolios. I use quartiles of the largest 350 stocks to form size groups and combine the rest 
of the sample stocks into the smallest size group. Independently, I construct five groups of BM, 
Profitability or Investment portfolios using quintile breakpoints of the largest 350 stocks. Profitability 
is defined as income before extraordinary items/TA and investment is defined as investment/TA. 
Excess return T value 
variable BM  BM 
 high 4 3 2 low level High 4 3 2 Low 
size 
0.63 0.53 0.32 -0.02 -0.41 small 1.97 1.67 0.98 -0.05 -1.06 
1.08 0.47 0.29 0.15 0.10 2 2.32 1.15 0.70 0.41 0.19 
0.78 0.70 0.58 0.19 0.28 3 1.88 1.67 1.64 0.55 0.72 
1.03 0.57 0.50 0.38 0.31 4 2.46 1.54 1.37 1.08 0.74 
0.73 0.57 0.53 0.43 0.34 big 2.20 1.97 1.81 1.57 1.41 
 
 Profitability  Profitability 
 high 4 3 2 low level High 4 3 2 Low 
size 
0.67 0.75 0.54 0.53 -0.12 small 2.35 2.53 1.68 1.69 -0.30 
0.77 0.43 0.85 0.50 0.07 2 2.29 1.30 1.93 1.31 0.13 
0.86 0.85 0.36 0.50 -0.03 3 2.68 2.53 0.97 1.27 -0.06 
0.80 0.56 0.91 0.58 0.06 4 2.17 1.63 2.79 1.56 0.13 




 Investment  Investment 
 high 4 3 2 low level High 4 3 2 Low 
size 
0.03 0.38 0.60 0.60 0.44 small 0.09 1.24 2.07 1.95 1.19 
-0.14 0.15 0.58 0.67 0.83 2 -0.34 0.37 1.68 1.75 1.83 
0.49 0.42 0.64 0.91 0.93 3 1.20 1.11 1.95 2.61 2.22 
0.19 0.63 0.47 0.49 1.07 4 0.43 1.75 1.45 1.38 2.60 
0.48 0.16 0.47 0.66 0.62 big 1.51 0.50 1.96 2.66 2.12 
 
3.6.2 Factor summary statistics  
Before I move on to the information content of the time-series asset pricing factors, 
I focus on their statistical significance and correlations. Table 3-4 provides 
summary statistics for my factors. The size factor SMB has a negative mean with 
no statistical significance. The result is not surprising since past evidence has 
documented the absence of the size effect in the UK market (Gregory, Tharyan and 
Christidis, 2013; Michou, Mouselli and Stark, 2014).The HML factor is 
significantly different from zero with 0.42% premium per month. The small end of 
HML provides 0.19% higher monthly premiums with higher statistical significance. 
For the investment factor CMA, both normal and small end are significantly 
different from zero at the 1% level. The average premium for CMA and CMA_S 
are 0.55% and 0.66% respectively. Among the 12 differently constructed 
profitability factors, all but ROE_B exhibit average means that are statistically 
different from zero. The small end of ROE_A provides the highest mean among all 
the time-series factors (0.68% per month). The small end of OP_A provides the 
second-highest mean of 0.67% per month. In general, every small end of the factor 
has a higher mean compared with the normal version in my sample. 
Table 3-5 illustrates the time series correlations between asset pricing factors. The 
correlations between normal factors and their corresponding small end versions are 
generally high. For example, 0.80 between HML and HML_S and 0.72 between 
CMA and CMA_S. Among the specifications of profitability factors, there are 
highly positive correlations between ROEs and OPs: 0.69 between ROE_B and 
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OP_B; 0.91 between ROE_A and OP_A. The correlations between GROs and 
ROEs/OPs are relatively lower: 0.50 between GRO_B and TOE_B; 0.42 between 
GRO_B_S and ROE_B_S, but the correlations are still higher than those with other 
factors. The correlations between Book value scaled and Total asset scaled 
profitability factors are also high: 0.76 between ROE_A and ROE_B; 0.87 for OP; 
and 0.82 for GRO. The combination of different factor variable formation and 
construction methods has the potential to dramatically influence the information 
content of the profitability factor. For instance, OP_B and GRO_A_S has a 0.29 
correlation; ROE_B and GRO_A_S has a correlation of 0.26. 
Table 3-4 
Summary statistics for asset pricing factors, July 1990 to December 2013 
This table reports the summary statistics of asset pricing factors with alternative definitions. (Rm-Rf) 
is the market risk premium (value weighted market return minus T-bill rate), SMB is the size factor 
(small minus big), HML is the value factor (high minus low BM), CMA is the investment 
factor(conservative minus aggressive). There are three specifications used to construct profitability 
factors: ROE represents the profitability factor based on income before extraordinary items; OP 
represents the profitability factor based on operating income; and GRO represents the profitability 
factor based on gross profit. Regarding the difference in scalers, _B and _A are used to denote book 
value and total asset value respectively as denominators to construct the profitability factors. Small 
ends of the factors are constructed and labelled with _S: for instance, GRO_A_S stands for the 
profitability factor constructed using the gross profit/total asset with small end method. 
Variable mean s.d. skewness kurtosis max median min 
RMRF 0.4 4.17 -0.56 3.61 10.48 0.85 -13.61 
SMB -0.08 3.59 0.17 5.85 17.43 -0.20 -14.54 
HML 0.42* 2.85 -0.23 8.48 11.62 0.31 -13.53 
HML_S 0.61** 3.60 -0.09 9.66 17.25 0.48 -19.61 
CMA 0.55*** 2.51 0.83 5.94 12.35 0.13 -8.76 
CMA_S 0.66*** 2.59 0.91 7.58 15.91 0.39 -8.59 
ROE_B 0.11 2.27 0.12 4.46 10.51 0.21 -7.32 
ROE_B_S 0.28 2.45 -0.45 4.70 7.36 0.40 -10.17 
ROE_A 0.42** 2.77 0.24 4.76 10.99 0.36 -8.41 
ROE_A_S 0.68*** 2.93 -0.70 6.93 10.12 0.73 -14.66 
OP_B 0.3 2.67 0.76 6.90 12.58 0.13 -8.29 
OP_B_S 0.43* 2.86 0.06 5.43 10.85 0.43 -12.33 
OP_A 0.46** 2.75 0.45 5.95 12.06 0.25 -9.05 
OP_A_S 0.67** 3.07 -0.51 7.33 12.83 0.62 -15.89 
GRO_B 0.29* 2.14 0.70 4.98 9.15 0.12 -5.95 
GRO_B_S 0.41** 2.41 0.10 3.41 8.01 0.30 -7.04 
GRO_A 0.37** 2.33 0.32 3.61 7.77 0.16 -6.80 





This table reports the correlations between alternative versions of asset pricing factors. (Rm-Rf) is the market risk premium (value weighted market return minus T-bill 
rate), SMB is the size factor (small minus big); HML is the value factor (high minus low BM), CMA is the investment factor (conservative minus aggressive). There are 
three specifications used to construct profitability factors: ROE represents the profitability factor based on income before extraordinary items, OP represents the 
profitability factor based on operating income, and GRO represents the profitability factor based on gross profit. Regarding the difference in scalers, _B and _A are used 
to denote book value and total asset value respectively as denominators to construct the profitability factors. Small ends of the factors are constructed and labelled with 
_S: for instance, GRO_A_S stands for the profitability factor constructed using the gross profit/total asset with small end method. 
 RM- 



























SMB 0.12                 
HML 0.09 -0.14                
HML_S -0.06 -0.11 0.80               
CMA -0.15 -0.09 0.38 0.39              
CMA_S -0.02 0.09 0.43 0.48 0.72             
ROE_B -0.30 -0.35 -0.30 -0.04 -0.23 -0.22            
ROE_B_S -0.33 -0.44 -0.09 -0.06 -0.07 -0.22 0.66           
ROE_A -0.40 -0.39 -0.22 0.09 0.09 -0.06 0.76 0.56          
ROE_A_S -0.43 -0.53 0.00 0.10 0.13 -0.07 0.57 0.78 0.73         
OP_B -0.32 -0.30 -0.10 0.25 0.16 0.11 0.69 0.45 0.81 0.58        
OP_B_S -0.34 -0.45 0.10 0.18 0.17 0.11 0.54 0.69 0.63 0.76 0.74       
OP_A -0.37 -0.37 -0.12 0.19 0.16 0.04 0.68 0.51 0.91 0.69 0.87 0.67      
OP_A_S -0.39 -0.53 0.08 0.16 0.20 0.02 0.51 0.71 0.68 0.93 0.59 0.81 0.71     
GRO_B -0.33 -0.15 -0.22 0.09 0.34 0.22 0.50 0.33 0.68 0.49 0.77 0.58 0.70 0.51    
GRO_B_S -0.26 -0.12 -0.02 0.05 0.22 0.26 0.30 0.42 0.37 0.45 0.40 0.62 0.39 0.50 0.69   
GRO_A -0.32 -0.13 -0.37 -0.10 0.22 0.11 0.43 0.32 0.63 0.50 0.57 0.48 0.66 0.52 0.82 0.63  
GRO_A_S -0.27 -0.16 -0.22 -0.18 0.14 0.08 0.26 0.40 0.36 0.56 0.29 0.52 0.36 0.62 0.57 0.78 0.74 
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3.6.3 Factor-spanning tests 
I now turn attention to the relative informativeness of asset pricing factors using 
factor-spanning tests. Table 3-6 illustrates the test results. 
Panel A shows that the market factor (RM-RF) is informative in the UK. The 
explanatory power of the market factor is not spanned by the other factors, as the 
regression intercepts are statistically different from zero for all asset pricing factor 
combinations tested. This result is similar to the evidence from the Europe sample 
in Fama and French (2017). Panel B suggests that the intercepts for regressions of 
SMB on other factors are statistically no different from zero. The results are 
consistent with my previous evidence that the size effect does not exist in the UK 
market. SMB is therefore a redundant factor for UK asset pricing models. 
Panels C and D illustrate factor-spanning test results for HML and HML_S. Both 
versions of value factor are spanned by the remaining factors in the factor models, 
leaving the intercepts indifferent from zero. The results suggest that value factor is 
redundant in the UK market. The redundancy of value factor is also found in the 
US (Fama and French, 2015a), but not in Asia Pacific, Japan, North America and 
Europe (Fama and French, 2017). This further confirms the argument of Fama and 
French (2015a; 2017) that the factor information may be sample-specific. 
Moreover, the factor informativeness is likely to be country-specific, as I observe 
noticeable differences between the US and North America (Fama and French, 2017) 
as well as between the UK and Europe. 
Panels E and F focus on the information content of the investment factors CMA and 
CMA_S. In contrast to the results in Europe (Fama and French, 2017) where CMA 
is fully captured by the other factors, my spanning tests suggest that the investment 
factor is an important component of the UK factor model. All the spanning 
regression intercepts are highly significantly different from zero for both versions 
of CMA: after controlling for other factors, the intercepts range from 0.29% to 
0.49% for CMA and 0.32% to 0.52% for CMA_S. My UK-specific results for CMA 
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also suggest that the information content of asset pricing factors are likely to be 
heterogeneous among the European countries. 
Starting from Panel G, I concentrate on the relative information content of 
profitability factors RMW. In Panels G and H, I test the impact of the profitability 
variable definition on information content. Panel G shows that when scaled by book 
value, ROE provides information uncaptured by OP and GRO, since regressions on 
ROE_Bs generate significant intercepts. When scaled by total assets, results from 
Panel H suggest that variable ROE and OP outperform GRO: OP_A_S regressed 
on GRO_A_S and other factors generates an intercept of 0.36% with statistical 
significance; ROE_A has significant 0.27%, 0.22% and 0.52% intercepts after 
controlling for other factors plus GRO_A, OP_A_S, GRO_A_S respectively; in 
contrast, the intercepts for GRO_A and GRO_A_S regressions are indifferent from 
zero. This evidence confirms Ball et al. (2015)’s finding that the scaler of RWM 
matters to its information content. To further illustrate the relative information 
difference, I employ RMWs based on profitability variables scaled by total assets 
to regress on those based on the book-value scaler together with other factors for 
spanning tests and vice versa, with results presented in Panel I and J. The significant 
intercepts across the regressions in panel I and insignificant intercepts under panel 
J regressions confirm Ball et al. (2015)’s argument that the total asset scaler 
provides superior information for profitability factor holds in the UK as well. In 
short, the dominant choices are ROE and OP for UK profitability factor variable 
numerator, while using total asset as the scaler outperforms book value. 
However, the above results have not taken into account small-end factor 
construction methods. Panel K of Table 3-6 presents the additional information 
from the small-end factor construction method. When using CMA_S as a regressor 
in the spanning tests, some of the intercepts are significantly different from zero. 
Together with the results from Panel E and F, it seems that the small end of 
investment factor CMA_S should be included in the factor model to provide better 
explanatory power. For profitability factors based on OP and ROE, information 
content of small-end factors are also not fully captured by their normal versions 
plus other factors. Though ROE and OP dominate GRO as the denominator of 
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variable definition, the choice of profitability factor cannot be made with certainty. 
There are more possibilities based on the interaction of variable scaler choices and 




Spanning tests on asset pricing factors: 
(Rm-Rf) is the market risk premium (value-weighted market return minus T-bill rate), SMB is the size factor (small minus big); HML is the value factor (high minus low BM), 
CMA is the investment factor (conservative minus aggressive). There are three specifications used to construct profitability factors: ROE represents the profitability factor based 
on income before extraordinary items; OP represents the profitability factor based on operating income and GRO represents the profitability factor based on gross profit. 
Regarding the difference in scalers, _B and _A are used to denote book value and total asset value respectively as denominators to construct the profitability factors. Small ends 
of the factors are constructed and labelled with _S: for instance, GRO_A_S stands for the profitability factor constructed using the gross profit/total asset with small end method. 
Panel A:  Market factor RM-RF 
VARIABLES RM-RF RM-RF RM-RF RM-RF RM-RF RM-RF RM-RF RM-RF RM-RF RM-RF RM-RF RM-RF RM-RF 
SMB 0.13* 0.01 -0.06 -0.05 -0.18** 0.03 -0.07 -0.02 -0.14* 0.06 0.08 0.06 0.05  
(0.07) (0.07) (0.07) (0.07) (0.07) (0.07) (0.07) (0.07) (0.08) (0.07) (0.07) (0.07) (0.07) 
HML_S -0.05 -0.05 -0.06 -0.01 -0.01 0.02 -0.02 0.01 -0.01 -0.07 -0.09 -0.14* -0.17**  
(0.08) (0.08) (0.08) (0.07) (0.07) (0.08) (0.08) (0.08) (0.07) (0.08) (0.08) (0.08) (0.08) 
CMA_S -0.01 -0.11 -0.11 -0.05 -0.06 0.01 0.05 -0.01 0.01 0.13 0.14 0.12 0.12  
(0.11) (0.11) (0.11) (0.10) (0.10) (0.11) (0.11) (0.10) (0.10) (0.11) (0.11) (0.11) (0.11) 























  -0.58*** -0.64*** -0.62*** -0.74*** -0.50*** -0.54*** -0.57*** -0.61*** -0.65*** -0.47*** -0.59*** -0.43*** 
(0.11) (0.11) (0.09) (0.09) (0.10) (0.09) (0.09) (0.09) (0.11) (0.10) (0.11) (0.09) 
Constant 0.45* 0.57** 0.69*** 0.70*** 0.94*** 0.54** 0.61** 0.66*** 0.80*** 0.56** 0.57** 0.64*** 0.64**  
(0.26) (0.25) (0.25) (0.24) (0.24) (0.25) (0.24) (0.24) (0.24) (0.24) (0.25) (0.25) (0.25) 






Panel B:  Size factor SMB 
VARIABLES SMB SMB SMB SMB SMB SMB SMB SMB SMB SMB SMB SMB SMB 
RM-RF 0.09* 0.01 -0.04 -0.04 -0.12** 0.02 -0.04 -0.02 -0.09* 0.05 0.06 0.05 0.04  
(0.05) (0.05) (0.05) (0.05) (0.05) (0.05) (0.05) (0.05) (0.05) (0.05) (0.05) (0.05) (0.05) 
HML_S -0.19*** -0.17*** -0.17*** -0.14** -0.10* -0.12* -0.12* -0.11* -0.09 -0.19*** -0.20*** -0.22*** -0.25***  
(0.07) (0.06) (0.06) (0.06) (0.06) (0.07) (0.06) (0.06) (0.06) (0.07) (0.07) (0.07) (0.07) 
CMA_S 0.25*** 0.13 0.10 0.18** 0.13 0.25*** 0.27*** 0.22** 0.20** 0.30*** 0.32*** 0.30*** 0.32***  
(0.09) (0.09) (0.09) (0.09) (0.08) (0.09) (0.08) (0.09) (0.08) (0.09) (0.10) (0.09) (0.09) 























  -0.53*** -0.67*** -0.50*** -0.71*** -0.37*** -0.59*** -0.47*** -0.65*** -0.27** -0.22** -0.25** -0.27*** 
(0.10) (0.09) (0.08) (0.07) (0.08) (0.07) (0.08) (0.06) (0.11) (0.09) (0.10) (0.08) 
Constant -0.17 -0.01 0.16 0.10 0.42** -0.07 0.08 0.06 0.31 -0.10 -0.10 -0.07 -0.03  
(0.22) (0.21) (0.20) (0.21) (0.19) (0.21) (0.20) (0.21) (0.19) (0.22) (0.22) (0.22) (0.22) 







Panel C:  Value factor HML 
VARIABLES HML HML HML HML HML HML HML HML HML HML HML HML HML 
RM-RF 0.08** 0.02 0.07* 0.01 0.07* 0.04 0.08** 0.03 0.09** -0.00 0.05 -0.02 0.03  
(0.04) (0.04) (0.04) (0.04) (0.04) (0.04) (0.04) (0.04) (0.04) (0.04) (0.04) (0.03) (0.04) 
SMB -0.15*** -0.22*** -0.17*** -0.23*** -0.16*** -0.20*** -0.15*** -0.21*** -0.14*** -0.19*** -0.16*** -0.19*** -0.18***  
(0.04) (0.04) (0.05) (0.04) (0.05) (0.04) (0.05) (0.04) (0.05) (0.04) (0.04) (0.04) (0.04) 
CMA_S 0.50*** 0.43*** 0.49*** 0.49*** 0.50*** 0.52*** 0.50*** 0.51*** 0.49*** 0.59*** 0.54*** 0.55*** 0.52***  
(0.06) (0.06) (0.06) (0.06) (0.06) (0.06) (0.06) (0.06) (0.06) (0.06) (0.06) (0.05) (0.06) 























  -0.38*** -0.06 -0.31*** -0.03 -0.22*** 0.01 -0.23*** 0.03 -0.50*** -0.17*** -0.57*** -0.28*** 
(0.07) (0.07) (0.06) (0.07) (0.06) (0.06) (0.06) (0.06) (0.07) (0.07) (0.06) (0.05) 
Constant 0.05 0.16 0.08 0.21 0.08 0.11 0.05 0.16 0.03 0.17 0.10 0.26* 0.18  
(0.16) (0.15) (0.16) (0.15) (0.16) (0.15) (0.16) (0.16) (0.16) (0.14) (0.16) (0.14) (0.15) 








Panel D:  Small end of value factor HML_S 
VARIABLES HML_S HML_S HML_S HML_S HML_S HML_S HML_S HML_S HML_S HML_S HML_S HML_S HML_S 
RM-RF -0.03 -0.03 -0.04 -0.01 -0.01 0.01 -0.01 0.01 -0.00 -0.05 -0.06 -0.08* -0.09**  
(0.04) (0.05) (0.05) (0.05) (0.05) (0.05) (0.05) (0.05) (0.05) (0.05) (0.05) (0.05) (0.04) 
SMB -0.15*** -0.14*** -0.16*** -0.12** -0.11* -0.10* -0.11* -0.10* -0.10 -0.15*** -0.16*** -0.17*** -0.19***  
(0.05) (0.06) (0.06) (0.06) (0.06) (0.05) (0.06) (0.06) (0.06) (0.05) (0.05) (0.05) (0.05) 
CMA_S 0.69*** 0.69*** 0.68*** 0.69*** 0.69*** 0.66*** 0.67*** 0.68*** 0.68*** 0.71*** 0.73*** 0.72*** 0.72***  
(0.07) (0.07) (0.07) (0.07) (0.07) (0.07) (0.07) (0.07) (0.07) (0.07) (0.07) (0.07) (0.07) 























  0.01 -0.06 0.09 0.09 0.23*** 0.10 0.18** 0.11 -0.10 -0.18** -0.32*** -0.35*** 
(0.09) (0.09) (0.08) (0.08) (0.08) (0.08) (0.08) (0.08) (0.10) (0.08) (0.08) (0.06) 
Constant 0.16 0.15 0.18 0.11 0.08 0.09 0.12 0.07 0.08 0.18 0.21 0.27 0.32*  
(0.19) (0.19) (0.20) (0.20) (0.20) (0.19) (0.20) (0.19) (0.20) (0.19) (0.19) (0.19) (0.19) 








Panel E:  Investment factor CMA 
VARIABLES CMA CMA CMA CMA CMA CMA CMA CMA CMA CMA CMA CMA CMA 
RM-RF -0.07** -0.13*** -0.10*** -0.08** -0.06* -0.07* -0.06* -0.06* -0.05 -0.02 -0.05 -0.03 -0.04  
(0.03) (0.03) (0.03) (0.04) (0.04) (0.03) (0.04) (0.04) (0.04) (0.03) (0.03) (0.03) (0.03) 
SMB -0.03 -0.10*** -0.07 -0.03 -0.01 -0.02 -0.01 -0.02 0.02 -0.00 -0.01 -0.01 -0.00  
(0.04) (0.04) (0.04) (0.04) (0.05) (0.04) (0.04) (0.04) (0.05) (0.04) (0.04) (0.04) (0.04) 
HML_S 0.26*** 0.24*** 0.25*** 0.26*** 0.26*** 0.26*** 0.26*** 0.26*** 0.26*** 0.25*** 0.26*** 0.29*** 0.29***  
(0.04) (0.04) (0.04) (0.04) (0.04) (0.04) (0.04) (0.04) (0.04) (0.04) (0.04) (0.04) (0.04) 























  -0.37*** -0.14** -0.01 0.03 0.03 0.06 0.04 0.10* 0.35*** 0.18*** 0.27*** 0.17*** 
(0.06) (0.07) (0.06) (0.06) (0.06) (0.06) (0.06) (0.06) (0.07) (0.06) (0.06) (0.05) 
Constant 0.42*** 0.49*** 0.48*** 0.43*** 0.40*** 0.41*** 0.40*** 0.40*** 0.35** 0.31** 0.34** 0.29** 0.31**  
(0.14) (0.13) (0.14) (0.14) (0.15) (0.14) (0.14) (0.14) (0.14) (0.14) (0.14) (0.14) (0.14) 








Panel F:  Small end of investment factor CMA_S 
VARIABLES CMA _S CMA _S CMA _S CMA _S CMA _S CMA _S CMA _S CMA _S CMA _S CMA _S CMA _S CMA _S CMA _S 
RM-RF -0.00 -0.03 -0.04 -0.02 -0.02 0.00 0.02 -0.00 0.00 0.04 0.04 0.04 0.03  
(0.03) (0.03) (0.03) (0.04) (0.04) (0.03) (0.03) (0.03) (0.04) (0.03) (0.03) (0.03) (0.03) 
SMB 0.10*** 0.06 0.05 0.09** 0.07 0.11*** 0.13*** 0.10** 0.11** 0.12*** 0.12*** 0.12*** 0.13***  
(0.04) (0.04) (0.04) (0.04) (0.04) (0.04) (0.04) (0.04) (0.04) (0.04) (0.04) (0.04) (0.04) 
HML_S 0.36*** 0.34*** 0.34*** 0.36*** 0.36*** 0.35*** 0.35*** 0.36*** 0.36*** 0.35*** 0.35*** 0.38*** 0.39***  
(0.04) (0.04) (0.04) (0.04) (0.04) (0.04) (0.04) (0.04) (0.04) (0.04) (0.04) (0.04) (0.04) 























  -0.22*** -0.19*** -0.07 -0.07 0.03 0.10* -0.00 0.02 0.26*** 0.29*** 0.22*** 0.20*** 
(0.06) (0.06) (0.06) (0.06) (0.06) (0.06) (0.06) (0.06) (0.07) (0.06) (0.06) (0.05) 
Constant 0.45*** 0.49*** 0.52*** 0.48*** 0.50*** 0.44*** 0.40*** 0.45*** 0.43*** 0.36*** 0.32** 0.34** 0.32**  
(0.14) (0.13) (0.14) (0.14) (0.14) (0.14) (0.14) (0.14) (0.14) (0.13) (0.13) (0.14) (0.14) 









Panel G: Profitability factor using book value as denominator 
VARIABLES OP_B OP_B OP_B_S OP_B_S ROE_B ROE_B ROE_B_S ROE_B_S GRO_B GRO_B GRO_B_S GRO_B_S 
RM-RF -0.03 -0.05* -0.07** -0.10*** -0.06*** -0.08*** -0.07*** -0.11*** -0.02 -0.03 -0.03 -0.06* 
 (0.03) (0.02) (0.03) (0.03) (0.02) (0.02) (0.02) (0.03) (0.02) (0.02) (0.03) (0.03) 
SMB 0.00 -0.12*** -0.13*** -0.28*** -0.12*** -0.18*** -0.09*** -0.24*** 0.03 0.04 0.10*** 0.04 
 (0.03) (0.03) (0.03) (0.03) (0.02) (0.03) (0.03) (0.03) (0.02) (0.03) (0.03) (0.04) 
HML 0.01 0.14***   -0.11*** -0.02   -0.21*** -0.19***   
 (0.04) (0.04)   (0.03) (0.04)   (0.03) (0.03)   
HML_S   0.08** 0.12***   -0.06* 0.01   -0.13*** -0.08** 
   (0.04) (0.04)   (0.03) (0.04)   (0.03) (0.04) 
CMA 0.35*** -0.21***   -0.29*** -0.42***   0.28*** 0.48***   
 (0.05) (0.05)   (0.04) (0.05)   (0.03) (0.04)   
CMA_S   0.24*** -0.09*   -0.23*** -0.29***   0.25*** 0.39*** 
   (0.05) (0.05)   (0.04) (0.05)   (0.05) (0.05) 
RMW ROE_B GRO_B ROE_B_S GRO_B_S OP_B GRO_B OP_B_S GRO_B_S OP_B ROE_B OP_B_S ROE_B_S 
 0.89*** 1.02*** 0.74*** 0.66*** 0.54*** 0.60*** -0.23*** 0.41*** 0.55*** 0.53*** 0.58*** 0.49*** 
 (0.06) (0.05) (0.05) (0.05) (0.03) (0.05) (0.04) (0.05) (0.03) (0.05) (0.04) (0.06) 
Constant 0.01 0.07 0.04 0.17 0.17** 0.20** 0.25** 0.32*** 0.07 0.06 0.10 0.09 
 (0.11) (0.10) (0.12) (0.12) (0.08) (0.10) (0.10) (0.11) (0.07) (0.09) (0.11) (0.13) 







Panel H: Profitability factor using total asset as denominator 
VARIABLES OP_A OP_A OP_A_S OP_A_S ROE_A ROE_A ROE_A_S ROE_A_S GRO_A GRO_A GRO_A_S GRO_A_S 
RM-RF -0.00 -0.10*** 0.01 -0.13*** -0.05*** -0.13*** -0.07*** -0.17*** -0.02 -0.02 -0.01 -0.01 
 (0.02) (0.03) (0.02) (0.03) (0.02) (0.03) (0.02) (0.03) (0.02) (0.02) (0.03) (0.03) 
SMB -0.00 -0.19*** -0.04* -0.32*** -0.07*** -0.23*** -0.05** -0.31*** 0.03 0.04 0.14*** 0.11** 
 (0.02) (0.03) (0.02) (0.03) (0.02) (0.03) (0.02) (0.03) (0.03) (0.03) (0.04) (0.04) 
HML 0.05* 0.12**   -0.11*** 0.00   -0.33*** -0.30***   
 (0.03) (0.05)   (0.03) (0.05)   (0.04) (0.04)   
HML_S   0.02 0.23***   -0.01 0.18***   -0.32*** -0.31*** 
   (0.02) (0.04)   (0.02) (0.04)   (0.04) (0.04) 
CMA 0.07** -0.08   -0.03 -0.10*   0.26*** 0.29***   
 (0.03) (0.05)   (0.03) (0.05)   (0.04) (0.04)   
CMA_S   0.09*** -0.15***   -0.09*** -0.21***   0.27*** 0.34*** 
   (0.03) (0.05)   (0.03) (0.05)   (0.05) (0.06) 
RWM ROE_A GRO_A ROE_A_S GRO_A_S OP_A GRO_A OP_A_S GRO_A_S OP_A ROE_A OP_A_S ROE_A_S 
 0.91*** 0.76*** 0.96*** 0.61*** 0.85*** 0.66*** -0.09*** 0.49*** 0.48*** 0.45*** 0.72*** 0.67*** 
 (0.03) (0.06) (0.03) (0.04) (0.03) (0.06) (0.03) (0.04) (0.04) (0.04) (0.05) (0.06) 
Constant 0.01 0.19* -0.07 0.36*** 0.11 0.27** 0.22*** 0.52*** 0.15 0.15 0.03 -0.01 
 (0.07) (0.12) (0.07) (0.11) (0.07) (0.12) (0.07) (0.12) (0.09) (0.10) (0.13) (0.14) 







Panel I: Profitability factor using total asset as denominator while the profitability factor regressors use book value as denominator 
VARIABLES OP_A OP_A OP_A_S OP_A_S ROE_A ROE_A ROE_A_S ROE_A_S GRO_A GRO_A GRO_A_S GRO_A_S 
RM-RF -0.07** -0.09*** -0.12*** -0.16*** -0.09*** -0.12*** -0.14*** -0.20*** -0.05** -0.06** -0.08** -0.11*** 
 (0.03) (0.03) (0.03) (0.03) (0.02) (0.03) (0.03) (0.03) (0.02) (0.03) (0.03) (0.04) 
SMB -0.07** -0.19*** -0.22*** -0.37*** -0.14*** -0.22*** -0.18*** -0.35*** -0.01 -0.00 0.03 -0.03 
 (0.03) (0.03) (0.04) (0.04) (0.03) (0.03) (0.03) (0.03) (0.03) (0.03) (0.04) (0.05) 
HML -0.04 0.06   -0.15*** -0.03   -0.36*** -0.35***   
 (0.04) (0.04)   (0.03) (0.04)   (0.04) (0.04)   
HML_S   0.08** 0.12***   0.01 0.09**   -0.31*** -0.26*** 
   (0.04) (0.04)   (0.03) (0.04)   (0.04) (0.05) 
CMA 0.34*** -0.15***   -0.01 -0.18***   0.28*** 0.42***   
 (0.05) (0.05)   (0.04) (0.05)   (0.04) (0.05)   
CMA_S   0.14*** -0.14**   -0.14*** -0.21***   0.22*** 0.36*** 
   (0.05) (0.06)   (0.05) (0.06)   (0.06) (0.07) 
RWM ROE_B GRO_B ROE_B_S GRO_B_S OP_B GRO_B OP_B_S GRO_B_S OP_B ROE_B OP_B_S ROE_B_S 
 0.82*** 0.87*** 0.72*** 0.53*** 0.72*** 0.81*** -0.14*** 0.45*** 0.39*** 0.38*** 0.56*** 0.45*** 
 (0.06) (0.06) (0.06) (0.06) (0.04) (0.06) (0.05) (0.05) (0.04) (0.06) (0.06) (0.07) 
Constant 0.21* 0.28** 0.35*** 0.51*** 0.30*** 0.33*** 0.54*** 0.63*** 0.27*** 0.26** 0.30** 0.31** 
 (0.11) (0.11) (0.12) (0.13) (0.09) (0.11) (0.11) (0.12) (0.10) (0.11) (0.14) (0.16) 








Panel J: Profitability factor using book value as denominator while the profitability factor regressors use total asset as denominator 
VARIABLES OP_B OP_B OP_B_S OP_B_S ROE_B ROE_B ROE_B_S ROE_B_S GRO_B GRO_B GRO_B_S GRO_B_S 
RM-RF 0.01 -0.09*** -0.01 -0.11*** -0.05** -0.10*** -0.05* -0.12*** -0.02 -0.01 -0.04 -0.03 
 (0.02) (0.03) (0.03) (0.03) (0.02) (0.03) (0.03) (0.03) (0.02) (0.02) (0.03) (0.03) 
SMB 0.03 -0.15*** -0.06* -0.26*** -0.10*** -0.20*** -0.06* -0.23*** 0.05* 0.06** 0.10** 0.09** 
 (0.03) (0.04) (0.04) (0.04) (0.03) (0.03) (0.03) (0.03) (0.02) (0.03) (0.04) (0.04) 
HML 0.05 0.10*   -0.09*** -0.04   -0.20*** -0.16***   
 (0.04) (0.06)   (0.03) (0.05)   (0.03) (0.03)   
HML_S   0.02 0.18***   -0.06* 0.05   -0.12*** -0.12*** 
   (0.03) (0.04)   (0.03) (0.04)   (0.04) (0.04) 
CMA 0.08* -0.04   -0.29*** -0.32***   0.29*** 0.32***   
 (0.04) (0.06)   (0.04) (0.05)   (0.04) (0.04)   
CMA_S   0.16*** -0.02   -0.18*** -0.24***   0.30*** 0.34*** 
   (0.05) (0.06)   (0.04) (0.05)   (0.05) (0.05) 
profit factor ROE_A GRO_A ROE_A_S GRO_A_S OP_A GRO_A OP_A_S GRO_A_S OP_A ROE_A OP_A_S ROE_A_S 
 0.81*** 0.63*** 0.70*** 0.46*** 0.52*** 0.38*** -0.18*** 0.27*** 0.49*** 0.49*** 0.45*** 0.45*** 
 (0.04) (0.07) (0.05) (0.05) (0.04) (0.06) (0.04) (0.04) (0.03) (0.04) (0.05) (0.05) 
Constant -0.11 0.07 -0.17 0.14 0.09 0.20* 0.10 0.31** 0.00 -0.01 0.01 -0.03 
 (0.10) (0.13) (0.12) (0.13) (0.09) (0.11) (0.10) (0.12) (0.08) (0.09) (0.12) (0.13) 








Panel K: Influence of the small end of factors 
VARIABLES CMA_S CMA_S CMA_S CMA_S CMA_S CMA_S CMA_S CMA_S OP_B_S ROE_B_S OP_A_S ROE_A_S 
RM-RF 0.05** 0.03 0.03 0.02 0.05* 0.06** 0.04 0.03 -0.08*** -0.09*** -0.11*** -0.13*** 
 (0.03) (0.03) (0.03) (0.03) (0.02) (0.03) (0.03) (0.03) (0.03) (0.03) (0.03) (0.03) 
SMB 0.13*** 0.09*** 0.10*** 0.08** 0.12*** 0.14*** 0.11*** 0.10*** -0.21*** -0.17*** -0.27*** -0.24*** 
 (0.03) (0.03) (0.03) (0.03) (0.03) (0.03) (0.03) (0.03) (0.03) (0.03) (0.03) (0.03) 
HML_S 0.18*** 0.18*** 0.18*** 0.18*** 0.18*** 0.18*** 0.18*** 0.18*** -0.04 -0.03 0.00 0.02 
 (0.03) (0.03) (0.03) (0.03) (0.03) (0.03) (0.03) (0.03) (0.03) (0.03) (0.04) (0.03) 
CMA 0.68*** 0.66*** 0.67*** 0.67*** 0.67*** 0.66*** 0.67*** 0.67***     
 (0.05) (0.04) (0.04) (0.04) (0.04) (0.04) (0.04) (0.04)     
CMA_S         0.09* -0.07 0.03 -0.03 
         (0.05) (0.05) (0.05) (0.05) 
profit factor ROE_B ROE_B_S ROE_A ROE_A_S OP_B OP_B_S OP_A OP_A_S OP_B ROE_B OP_A ROE_A 
 0.03 -0.10** -0.06 -0.09** 0.01 0.06 -0.03 -0.05 0.67*** 0.54*** 0.60*** 0.58*** 
 (0.05) (0.05) (0.04) (0.04) (0.04) (0.04) (0.04) (0.04) (0.04) (0.05) (0.05) (0.04) 
Constant 0.16 0.21** 0.19* 0.23** 0.16 0.14 0.18* 0.20* 0.20* 0.30*** 0.40*** 0.48*** 
 (0.10) (0.10) (0.10) (0.11) (0.10) (0.10) (0.10) (0.10) (0.11) (0.11) (0.12) (0.11) 





3.6.5 GRS tests 
Based on my spanning test results, I further consider 21 different factor models in 
the UK, in order to compare the information content from different versions of the 
profitability factor. I do not include SMB in the new models as robust results have 
been provided of its redundancy in the UK market. Tables 3-7, 3-8 and 3-9 use 25 
size-BM, 25 size-profitability and 25 size-I/A portfolio as LHS portfolio sets 
respectively. GRS test statistics are used to compare relative performance among 
the factor models.  
The GRS tests results are in general consistent with my findings from the factor-
spanning tests. Firstly, HML is found to be redundant in the UK factor model since 
it does not improve model performance with the existence of new factor RMWs 
and CMAs. Secondly, there is clear evidence from GRS statistics that using the 
small end of the CMA factor improves model performance. For every portfolio set, 
models with CMA_S outperform their peer models with CMA factors. Moreover, 
with respect to the information content of new asset pricing factors, all models with 
new factors CMA_S and RMW consistently outperform the CAPM model and FF 
three-factor model across all portfolio sets. Therefore I conclude that the 
information content of the new asset pricing factors improves factor model 















GRS test results for 25 size-BM portfolios 
This table reports GRS test results for various asset pricing factor models using 25 size-BM portfolios. (Rm-Rf) 
is the market risk premium (value-weighted market return minus T-bill rate), SMB is the size factor (small minus 
big); HML is the value factor (high minus low BM), CMA is the investment factor (conservative minus 
aggressive). There are three specifications used to construct profitability factors: ROE represents the profitability 
factor based on income before extraordinary items; OP represents the profitability factor based on operating 
income; and GRO represents the profitability factor based on gross profit. Regarding the difference in scalers, _B 
and _A are used to denote book value and total asset value respectively as denominators to construct the 
profitability factors. Small ends of the factors are constructed and labelled with _S: for instance, GRO_A_S stands 
for the profitability factor constructed using the gross profit/total asset with small end method. 










RM-RF 0.02 1.87 0.01 0.53 0.25 0.23 
RM-RF SMB HML 0.05 1.79 0.01 0.74 0.19 0.15 
RM-RF SMB HML umd 0.13 1.86 0.01 0.75 0.19 0.18 
RM-RF SMB HML CMA 0.10 1.61 0.04 0.74 0.19 0.17 
RM-RF SMB HML_S CMA 0.09 1.55 0.05 0.75 0.19 0.17 
RM-RF SMB HML CMA_S 0.05 1.42 0.09 0.74 0.19 0.14 
RM-RF SMB HML_S CMA_S 0.05 1.39 0.11 0.75 0.19 0.14 
RM-RF HML CMA_S ROE_B 0.10 1.44 0.08 0.60 0.24 0.15 
RM-RF HML CMA_S ROE_B_S 0.16 1.34 0.13 0.60 0.25 0.19 
RM-RF HML CMA_S OP_A 0.17 1.61 0.04 0.61 0.24 0.21 
RM-RF HML CMA_S OP_A_S 0.31 1.52 0.06 0.63 0.24 0.31 
RM-RF HML CMA_S ROE_A 0.22 1.65 0.03 0.62 0.24 0.25 
RM-RF HML CMA_S ROE_A_S 0.40 1.58 0.04 0.63 0.24 0.40 
RM-RF HML CMA_S GRO_A 0.12 1.43 0.09 0.59 0.25 0.17 
RM-RF HML CMA_S GRO_A_S 0.06 1.33 0.14 0.58 0.25 0.15 
RM-RF CMA_S ROE_B 0.07 1.43 0.09 0.57 0.25 0.15 
RM-RF CMA_S ROE_B_S 0.16 1.26 0.19 0.58 0.25 0.19 
RM-RF CMA_S OP_A 0.15 1.65 0.03 0.58 0.25 0.19 
RM-RF CMA_S OP_A_S 0.31 1.49 0.07 0.61 0.25 0.31 
RM-RF CMA_S ROE_A 0.19 1.71 0.02 0.59 0.25 0.21 
RM-RF CMA_S ROE_A_S 0.40 1.58 0.04 0.61 0.25 0.40 
RM-RF CMA_S GRO_A 0.05 1.60 0.04 0.56 0.26 0.16 










GRS test results for 25 size-Investment portfolios 
This table reports GRS test results for various asset pricing factor models using 25 size-Investment portfolios. 
(Rm-Rf) is the market risk premium (value weighted market return minus T-bill rate), SMB is the size factor 
(small minus big); HML is the value factor (high minus low BM), CMA is the investment factor (conservative 
minus aggressive). There are three specifications used to construct profitability factors: ROE represents the 
profitability factor based on income before extraordinary items; OP represents the profitability factor based on 
operating income; and GRO represents the profitability factor based on gross profit. Regarding the difference in 
scalers, _B and _A are used to denote book value and total asset value respectively as denominators to construct 
the profitability factors. Small ends of the factors are constructed and labelled with _S: for instance, GRO_A_S 
stands for the profitability factor constructed using the gross profit/total asset with small end method. 










RM-RF 0.10 1.62 0.03 0.54 0.24 0.25 
RM-RF SMB HML 0.11 1.55 0.05 0.74 0.18 0.21 
RM-RF SMB HML umd 0.17 1.70 0.02 0.75 0.18 0.25 
RM-RF SMB HML CMA 0.15 1.50 0.06 0.76 0.18 0.19 
RM-RF SMB HML_S CMA 0.13 1.37 0.12 0.76 0.18 0.17 
RM-RF SMB HML CMA_S 0.10 1.18 0.26 0.76 0.18 0.15 
RM-RF SMB HML_S CMA_S 0.09 1.12 0.31 0.76 0.18 0.14 
RM-RF HML CMA_S ROE_B 0.13 1.07 0.38 0.60 0.23 0.16 
RM-RF HML CMA_S ROE_B_S 0.20 1.09 0.35 0.60 0.24 0.22 
RM-RF HML CMA_S OP_A 0.19 0.99 0.49 0.60 0.24 0.21 
RM-RF HML CMA_S OP_A_S 0.33 1.31 0.15 0.63 0.23 0.34 
RM-RF HML CMA_S ROE_A 0.24 1.06 0.40 0.61 0.23 0.26 
RM-RF HML CMA_S ROE_A_S 0.42 1.57 0.05 0.63 0.23 0.43 
RM-RF HML CMA_S GRO_A 0.15 1.33 0.14 0.59 0.24 0.18 
RM-RF HML CMA_S GRO_A_S 0.10 1.13 0.31 0.58 0.24 0.14 
RM-RF CMA_S ROE_B 0.11 1.10 0.35 0.59 0.24 0.16 
RM-RF CMA_S ROE_B_S 0.20 1.10 0.35 0.60 0.24 0.22 
RM-RF CMA_S OP_A 0.17 0.99 0.48 0.60 0.24 0.19 
RM-RF CMA_S OP_A_S 0.33 1.31 0.15 0.62 0.23 0.34 
RM-RF CMA_S ROE_A 0.22 1.05 0.40 0.60 0.24 0.23 
RM-RF CMA_S ROE_A_S 0.42 1.56 0.05 0.63 0.23 0.43 
RM-RF CMA_S GRO_A 0.09 1.29 0.17 0.58 0.24 0.15 










GRS test results for 25 size-Profitability portfolios 
This table reports GRS test results for various asset pricing factor models using 25 size-Profitability portfolios. 
(Rm-Rf) is the market risk premium (value weighted market return minus T-bill rate), SMB is the size factor 
(small minus big); HML is the value factor (high minus low BM), CMA is the investment factor (conservative 
minus aggressive). There are three specifications used to construct profitability factors: ROE represents the 
profitability factor based on income before extraordinary items; OP represents the profitability factor based on 
operating income; and GRO represents the profitability factor based on gross profit. Regarding the difference in 
scalers, _B and _A are used to denote book value and total asset value respectively as denominators to construct 
the profitability factors. Small ends of the factors are constructed and labelled with _S: for instance, GRO_A_S 
stands for the profitability factor constructed using the gross profit/total asset with small end method. 










RM-RF 0.09 3.25 0.00 0.55 0.24 0.27 
RM-RF SMB HML 0.12 3.33 0.00 0.74 0.18 0.27 
RM-RF SMB HML umd 0.19 3.22 0.00 0.75 0.18 0.27 
RM-RF SMB HML CMA 0.16 3.80 0.00 0.75 0.18 0.28 
RM-RF SMB HML_S CMA 0.15 3.81 0.00 0.75 0.18 0.27 
RM-RF SMB HML CMA_S 0.12 3.60 0.00 0.75 0.19 0.28 
RM-RF SMB HML_S CMA_S 0.11 3.63 0.00 0.74 0.19 0.28 
RM-RF HML CMA_S ROE_B 0.16 3.30 0.00 0.60 0.24 0.25 
RM-RF HML CMA_S ROE_B_S 0.21 3.04 0.00 0.60 0.24 0.25 
RM-RF HML CMA_S OP_A 0.22 3.12 0.00 0.61 0.24 0.26 
RM-RF HML CMA_S OP_A_S 0.34 2.76 0.00 0.62 0.23 0.36 
RM-RF HML CMA_S ROE_A 0.27 3.02 0.00 0.62 0.23 0.30 
RM-RF HML CMA_S ROE_A_S 0.43 2.42 0.00 0.63 0.24 0.44 
RM-RF HML CMA_S GRO_A 0.17 3.11 0.00 0.58 0.24 0.25 
RM-RF HML CMA_S GRO_A_S 0.12 3.16 0.00 0.57 0.25 0.25 
RM-RF CMA_S ROE_B 0.13 3.31 0.00 0.59 0.24 0.25 
RM-RF CMA_S ROE_B_S 0.21 3.01 0.00 0.59 0.24 0.25 
RM-RF CMA_S OP_A 0.20 3.12 0.00 0.60 0.24 0.25 
RM-RF CMA_S OP_A_S 0.34 2.72 0.00 0.62 0.23 0.36 
RM-RF CMA_S ROE_A 0.25 3.04 0.00 0.61 0.24 0.28 
RM-RF CMA_S ROE_A_S 0.43 2.38 0.00 0.62 0.24 0.44 
RM-RF CMA_S GRO_A 0.11 3.23 0.00 0.57 0.24 0.25 







Among the improved factor models, I attempt to identify the best at describing 
portfolio returns. However, it seems that there is no dominant profitability factor in 
the UK market. For the 25 size-BM portfolios, the dominant factor model is 
composed of RM-RF, CMA_S and ROE_B_S; for the size-Investment portfolios, 
the best performing model uses OP_A as the profitability factor; the optimal 
profitability factor choice that explains the 25 size-Profitability portfolios return 
variation is ROE_A_S. Such mixed results have also been discovered by Fama and 
French (2015b) in their US sample, which suggest that my versions of new factor 
models remain incomplete.  
In general, the ROE_B_S might so far be my best choice for UK asset pricing 
models. Together with RM-RF and CMA_S, the new factor model fully captures 
the variation of size-BM and size-investment portfolios. For cross-sections among 
size-Profitability portfolios, the new model also provides a solid improvement in 
descriptive power compared with the CAPM and FF three-factor models. My 
results therefore suggest that future UK researchers should use an updated version 
of three-factor model to capture a systematic cross-section of stock returns:  
𝑅𝑅𝑖𝑖𝑡𝑡 − 𝑅𝑅𝐷𝐷𝑡𝑡 = 𝛼𝛼0 + 𝛽𝛽𝑖𝑖𝑀𝑀(𝑅𝑅𝑀𝑀𝑡𝑡 −  𝑅𝑅𝐷𝐷𝑡𝑡)𝑡𝑡 + 𝛽𝛽𝑖𝑖𝐶𝐶𝑀𝑀𝐶𝐶𝐶𝐶𝐵𝐵𝐶𝐶_𝑆𝑆𝑡𝑡 + 𝛽𝛽𝑖𝑖𝑅𝑅𝑖𝑖𝑖𝑖𝑅𝑅𝑅𝑅𝑁𝑁_𝐵𝐵_𝑆𝑆𝑡𝑡 +  𝜀𝜀𝑖𝑖𝑡𝑡       
(20) 
 
3.6.6 Cross-sectional regression results 
Tables 3-10 to 3-12 report the results from the rolling regressions. In general, using 
rolling beta does not better capture the variation across the portfolio excess returns. 
For the first stage regressions, the size-BM-related return pattern is captured when 
new factors are included (Table 3-10). The P-values of the χ2 tests suggest that the 
constant terms are jointly equal to zero for the four-factor model and the new three-
factor models. The size-investment return pattern is captured by all models except 
for the CAPM (Table 3-11). The profitability-related return pattern is not fully 
captured by any model, including the new three-factor models, as the χ2 tests reject 
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the null hypothesis H0 and the constant terms are significantly different from zero 
(Table 3-12). 
The second stage regression results imply the pricing significance of the new 
factors. I find that investment and profitability factors might be useful in 
determining cost of capital as it is fairly constantly priced, but it depends on the 
left-hand-side portfolios. The investment factor is priced in the size-BM returns 
pattern and the size-ΙInvestment returns pattern. Among all the model 
specifications, the investment factors are significantly priced at 1% or 5% level 
(Tables 3-10, 3-11). Profitability is priced constantly only across size-Profitability 
25 portfolios. The three profitability measures that I tested are priced significantly 















Fama-Macbeth regressions for 25 size-BM  portfolios 
This table reports the results of two-stage Fama-Macbeth regressions of the value-weighted returns of 25 size-BM intercepted 
portfolios. The regressions are conducted for five different factor models. MKT is the market risk premium, SMB is the size factor 
“small minus big” and HML is the value factor “high minus low” for book-to-market. CONS is the average intercepts. HML_S is the 
small-end version of the value factor. CMA_S is the small-end version of the investment factor. ROE_B_S is the small-end version 
of the profitability factor constructed using income before extraordinary items scaled by book value of equity; OP_A is the profitability 
factor constructed using operating income scaled by total asset; ROE_A_S is the profitability factor constructed using income before 
extraordinary items scaled by total asset. R_sq shows the R_square measure proposed by Jagannathan and Wang (1996). The “factor 
prem” column shows the average premium for each factor from the regressions. The “T” column shows the t-statistics for factor 
premium using the Shanken (1992) correction. The “Single” column shows the Fama-Macbeth regression results where the first stage 
runs from a single regression over the sample period, whereas the “Rolling” column shows the results where the first stage runs from 
the 60-months rolling regressions to allow for dynamics in beta estimation. The χ2 and P_val show the test statistics for pricing errors 
are jointly equal to zero and the corresponding p-value. *, ** and *** denote statistical significance at the 10%, 5% and 1% levels 
respectively. 
 CAPM  FF 3-factor model 
 Single Rolling  Single Rolling 
 factor prem T factor prem T  factor prem T factor prem T 
CONS -0.26 -0.76 0.62* 1.88 CONS -0.10 -0.29 0.13 0.48 
MKT 0.66 1.45 -0.19 -0.41 MKT 0.60 1.39 0.39 0.97 
     SMB -0.19 -0.86 -0.16 -0.61 
     HML 0.62*** 2.94 0.56** 2.19 
R_sq 0.10 0.39  0.70 0.59 
χ2 46.63 54.00  33.68 49.50 
P_val 0.00 0.00  0.05 0.00 
 
 Four-factor model  New 3-factor model 1 
 Single Rolling  Single Rolling 
 factor prem T factor prem T  factor prem T factor prem T 
CONS 0.04 0.14 0.12 0.46 CONS 0.13 0.40 0.21 0.76 
MKT 0.48 1.14 0.50 1.24 MKT 0.39 0.91 0.32 0.79 
SMB -0.19 -0.87 -0.16 -0.64 CMA_S 0.78*** 2.60 0.43 1.49 
HML_S 0.56** 2.28 0.52* 1.76 ROE_B_S 0.20 0.66 -0.07 -0.25 
CMA_S 1.01** 2.55 0.33 1.11      
R_sq 0.76 0.58  0.75 0.62 
χ2 26.94 57.13  27.11 43.31 
P_val 0.17 0.00  0.21 0.00 
 
 New 3 factor model 2  New 3 factor model 3 
 Single Rolling  Single Rolling 
 factor prem T factor prem T  factor prem T factor prem T 
CONS 0.00 -0.01 0.25 0.84 CONS -0.01 -0.04 0.27 0.96 
MKT 0.45 1.05 0.21 0.51 MKT 0.54 1.26 0.30 0.76 
CMA_S 0.69** 2.27 0.56** 2.00 CMA_S 0.73** 2.43 0.52* 1.81 
OP_A 0.22 0.77 0.02 0.07 ROE_A_S 0.16 0.57 0.10 0.32 
 
R_sq 0.63 0.61  0.73 0.62 
χ2 29.29 47.80  27.17 46.54 




Fama-Macbeth regressions for 25 size-Investment portfolios 
This table reports the results of two-stage Fama-Macbeth regressions of the value-weighted returns of 25 size-Investment 
intercepted portfolios. The regressions are conducted for five different factor models. MKT is the market risk premium, SMB is 
the size factor “small minus big” and HML is the value factor “high minus low” for book-to-market. CONS is the average 
intercepts. HML_S is the small-end version of the value factor. CMA_S is the small-end version of the investment factor. 
ROE_B_S is the small-end version of the profitability factor constructed using income before extraordinary items scaled by book 
value of equity; OP_A is the profitability factor constructed using operating income scaled by total asset; ROE_A_S is the 
profitability factor constructed using income before extraordinary items scaled by total asset. R_sq shows the R_square measure 
proposed by Jagannathan and Wang (1996). The “factor prem” column shows the average premium for each factor from the 
regressions. The “T” column shows the t-statistics for the factor premium using the Shanken (1992) correction. The “Single” 
column shows the Fama-Macbeth regression results where the first stage runs from a single regression over the sample period, 
whereas the “Rolling” column shows the results where the first stage runs from the 60-months rolling regressions to allow for 
dynamics in beta estimation. The χ2 and P_val show the test statistics for pricing errors are jointly equal to zero and the 
corresponding p-value. *, ** and *** denote statistical significance at the 10%, 5% and 1% levels respectively. 
 CAPM  FF 3-factor model 
      
 factor prem T factor prem T  factor prem T factor prem T 
CONS 0.42 1.37 0.41 1.18 CONS 0.13 0.41 0.16 0.55 
MKT 0.09 0.21 0.07 0.14 MKT 0.31 0.75 0.32 0.77 
     SMB -0.13 -0.58 0.02 0.08 
     HML 1.08*** 3.35 0.26 0.87 
R_sq 0.00 0.28  0.60 0.51 
χ2 38.52 36.42  29.84 36.84 
P_val 0.03 0.05  0.12 0.02 
 
 Four-factor model  New 3-factor model 1 
 Single Rolling  Single Rolling 
 factor prem T factor prem T  factor prem T factor prem T 
CONS 0.25 0.79 0.26 0.98 CONS 0.28 0.92 0.47 1.59 
MKT 0.22 0.54 0.25 0.60 MKT 0.20 0.49 -0.04 -0.11 
SMB -0.07 -0.30 0.04 0.17 CMA_S 0.66*** 3.53 0.53** 2.40 
HML_S 0.68* 1.65 0.01 0.04 ROE_B_S 0.03 0.13 -0.12 -0.44 
CMA_S 0.62*** 3.28 0.55*** 2.58      
R_sq 0.70 0.62  0.69 0.60 
χ2 25.85 34.29  25.80 34.39 
P_val 0.21 0.03  0.26 0.04 
 
 New 3 factor model 2  New 3 factor model 3 
 Single Rolling  Single Rolling 
 factor prem T factor prem T  factor prem T factor prem T 
CONS 0.21 0.65 0.56* 1.82 CONS 0.23 0.72 0.50* 1.65 
MKT 0.29 0.67 -0.18 -0.41 MKT 0.26 0.63 -0.06 -0.14 
CMA_S 0.63*** 3.37 0.58*** 2.60 CMA_S 0.63*** 3.38 0.54** 2.41 
OP_A 0.25 0.76 -0.02 -0.06 ROE_A_S 0.07 0.28 0.01 0.03 
R_sq 0.71 0.58  0.70 0.58 
χ2 25.67 34.47  25.91 35.14 




Fama-Macbeth regressions for 25 size-Profitability portfolios 
This table reports the results of two-stage Fama-Macbeth regressions of the value-weighted returns of 25 Size-profitability 
intercepted portfolios. The regressions are conducted for five different factor models. MKT is the market risk premium, SMB is 
the size factor “small minus big” and HML is the value factor “high minus low” for book-to-market. CONS is the average 
intercepts. HML_S is the small-end version of the value factor. CMA_S is the small-end version of the investment factor. 
ROE_B_S is the small-end version of the profitability factor constructed using income before extraordinary items scaled by book 
value of equity; OP_A is the profitability factor constructed using operating income scaled by total asset; ROE_A_S is the 
profitability factor constructed using income before extraordinary items scaled by total asset. R_sq shows the R_square measure 
proposed by Jagannathan and Wang (1996). The “factor prem” column shows the average premium for each factor from the 
regressions. The “T” column shows the t-statistics for factor premium using Shanken (1992)’s correction. The “Single” column 
shows the Fama-Macbeth regression results where the first stage runs from a single regression over the sample period, whereas 
the “Rolling” column shows the results where the first stage runs from the 60-months rolling regressions to allow for dynamics in 
beta estimation. The χ2 and P_val shows the test statistics for pricing errors are jointly equal to zero and the corresponding p-
value. *, ** and *** denote statistical significance at 10%, 5% and 1% levels respectively. 
 CAPM  FF 3-factor model 
 Single Rolling  Single Rolling 
 factor prem T factor prem T  factor prem T factor prem T 
CONS 1.27*** 4.29 1.00*** 3.09 CONS 1.23*** 4.22 1.18*** 4.28 
MKT -0.72 -1.68 -0.50 -1.05 MKT -0.65 -1.63 -0.74 -1.68 
     SMB -0.16 -0.72 0.01 0.05 
     HML 0.17 0.53 0.30 1.10 
R_sq 0.24 0.23  0.27 0.22 
χ2 57.63 70.66  56.82 73.55 
P_val 0.00 0.00  0.00 0.00 
 
 Four-factor model  New 3-factor model 1 
 Single Rolling  Single Rolling 
 factor prem T factor prem T  factor prem T factor prem T 
CONS 1.12*** 3.75 1.17*** 4.41 CONS 0.92*** 2.88 1.25*** 4.54 
MKT -0.56 -1.39 -0.69 -1.60 MKT -0.27 -0.64 -0.68* -1.66 
SMB -0.15 -0.68 0.01 0.03 CMA_S 0.19 0.54 0.26 0.80 
HML_S 0.53 1.20 0.47 1.27 ROE_B_S 0.38* 1.67 0.29 1.19 
CMA_S -0.05 -0.15 0.26 0.80      
R_sq 0.31 0.29  0.50 0.41 
χ2 56.55 84.72  42.54 68.68 
P_val 0.00 0.00  0.01 0.00 
 
 New 3-factor model 2  New 3-factor model 3 
 Single Rolling  Single Rolling 
 factor prem T factor prem T  factor prem T factor prem T 
CONS 0.95*** 2.87 1.33*** 4.78 CONS 0.89*** 2.65 1.29*** 4.59 
MKT -0.33 -0.77 -0.74* -1.77 MKT -0.23 -0.53 -0.68* -1.65 
CMA_S 0.22 0.63 0.11 0.34 CMA_S 0.25 0.73 0.22 0.67 
OP_A 0.40* 1.88 0.35 1.43 ROE_A_S 0.40* 1.88 0.44* 1.64 
R_sq 0.38 0.38  0.46 0.44 
χ2 55.90 67.54  45.33 60.72 
P_val 0.00 0.00  0.00 0.00 
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3.6.7 Robustness tests – industry portfolios 
For the 34 industry portfolios, the GRS test results corroborate the previous left-
hand-side portfolio GRS tests and the spanning regressions. The value factor HML 
and size factor SMB are redundant in the UK market and do not provide incremental 
information to the description of industry portfolios returns. The best performing 
factor model is a three-factor model including market factor, small end of 
investment factor CMA_S, and ROE_A_S, which is a small end profit factor 
constructed by income before extraordinary items scaled by total asset. The 
adjusted mean R-square is relatively low compared to the US factor models, which 
is consistent with Gregory and Michou (2009). None of the candidate models is 
able to capture the variations across industry portfolio returns. 
Table 3-15 presents the factor loadings across all 34 industry portfolios for the best-
performing three-factor model. The new three-factor models fail to capture nine 
industry portfolio returns, which have significant alphas. Consistent with the 
literature, all industries are positively significantly loaded on market factor. For 
CMA_S, 19 industries have significant positive loadings and two industries have 
significant negative loadings. For ROE_A_S, four industries have significant 
positive loadings and 11 industries have significant negative loadings. The average 
R-square is 37%. The most troublesome industries are banks, with 20% R-square; 
food producers, with 25% R-square; health care equipment services, with 9% R-
square; non-life insurance and oil gas, with 14% R-square; and personal goods, with 










GRS test results for  34-industry portfolios 
This table reports GRS test results for various asset pricing factor models using 34 industry portfolios. (Rm-Rf) 
is the market risk premium (value-weighted market return minus T-bill rate), SMB is the size factor “small minus 
big”; HML is the value factor “high minus low BM”, CMA is the investment factor “conservative minus 
aggressive”. There are three specifications used to construct profitability factors: ROE represents the profitability 
factor based on income before extraordinary items; OP represents the profitability factor based on operating 
income; and GRO represents the profitability factor based on gross profit. Regarding the difference in scalers, _B 
and _A are used to denote book value and total asset value respectively as denominators to construct the 
profitability factors. Small ends of the factors are constructed and labelled with _S: for instance, GRO_A_S stands 
for the profitability factor constructed using the gross profit/total asset with small end method. 










RM-RF -0.14 5.71 0.00 0.35 0.36 0.45 
RM-RF SMB HML -0.15 6.10 0.00 0.41 0.34 0.47 
RM-RF SMB HML umd -0.12 6.03 0.00 0.41 0.35 0.47 
RM-RF SMB HML CMA -0.19 5.55 0.00 0.36 0.37 0.44 
RM-RF SMB HML_S CMA -0.17 5.64 0.00 0.40 0.35 0.44 
RM-RF SMB HML CMA_S -0.22 5.82 0.00 0.41 0.35 0.47 
RM-RF SMB HML_S CMA_S -0.23 5.90 0.00 0.42 0.35 0.48 
RM-RF HML CMA_S ROE_B -0.19 5.59 0.00 0.39 0.36 0.48 
RM-RF HML CMA_S ROE_B_S -0.18 5.30 0.00 0.38 0.37 0.46 
RM-RF HML CMA_S OP_A -0.21 5.64 0.00 0.39 0.36 0.52 
RM-RF HML CMA_S OP_A_S -0.17 5.32 0.00 0.38 0.37 0.47 
RM-RF HML CMA_S ROE_A -0.17 5.68 0.00 0.39 0.37 0.51 
RM-RF HML CMA_S ROE_A_S -0.14 5.30 0.00 0.39 0.38 0.49 
RM-RF HML CMA_S GRO_A -0.24 5.50 0.00 0.38 0.37 0.51 
RM-RF HML CMA_S GRO_A_S -0.25 5.34 0.00 0.38 0.37 0.48 
RM-RF CMA_S ROE_B -0.20 5.29 0.00 0.37 0.37 0.46 
RM-RF CMA_S ROE_B_S -0.18 5.06 0.00 0.37 0.37 0.46 
RM-RF CMA_S OP_A -0.21 5.24 0.00 0.38 0.37 0.50 
RM-RF CMA_S OP_A_S -0.17 5.09 0.00 0.37 0.37 0.47 
RM-RF CMA_S ROE_A -0.18 5.27 0.00 0.37 0.37 0.48 
RM-RF CMA_S ROE_A_S -0.14 5.03 0.00 0.37 0.38 0.49 
RM-RF CMA_S GRO_A -0.24 5.25 0.00 0.37 0.37 0.48 









Summary statistics for 34 portfolio returns 
Industry  mean % median % sd % 
Aerospace/Defence 1.29 1.68 6.23 
Automobiles/Parts 0.87 0.79 9.36 
Banks 1.06 1.03 7.22 
Beverages 0.93 1.27 5.30 
Chemicals 0.41 0.61 7.37 
Construction Materials 0.85 1.44 6.86 
Electricity 1.65 1.44 8.63 
Electronic/Electrical Equipment -0.07 1.27 8.55 
Fixed Line Telecommunications 0.24 1.22 9.31 
Food/Drug Retailers 0.84 0.92 5.39 
Food Producers 0.67 0.73 4.38 
Forestry/Paper 0.24 0.96 12.16 
Gas/Water/Multi-utilities 0.83 1.30 5.16 
General Industrials 0.81 1.29 6.89 
General Retailers 1.00 0.72 5.82 
General financial -0.26 0.33 5.70 
Health Care Equipment Services 0.85 0.33 7.40 
Household Goods/Home 
Construction 0.85 0.89 5.25 
Industrial Engineering 1.20 1.89 7.04 
Industrial Metals/Mining 0.56 0.90 16.22 
Industrial Transportation -1.31 -0.13 8.62 
Leisure Goods -0.21 -0.58 10.21 
Life Insurance 0.86 1.35 7.42 
Media 0.74 0.90 6.54 
Mining 0.38 0.47 9.79 
Non-Life Insurance -0.18 0.33 7.51 
Oil Gas 0.93 0.95 5.66 
Personal Goods 0.86 0.48 7.67 
Pharmaceuticals/Biotechnology 0.75 0.78 5.71 
Real Estate 0.12 0.53 5.46 
Software/Computer Services 1.30 1.59 8.47 
Support Services 0.89 1.06 5.37 
Tobacco 1.34 1.87 6.16 







Time-series regression factor loadings for 34 portfolio returns 
This table reports time-series regression factor loadings on (Rm-Rf), CMA_S and ROE_A_S using 34 industrial portfolios. 
(Rm-Rf) is the market risk premium (value-weighted market return minus T-bill rate); CMA_S is the small end of investment 
factor (conservative minus aggressive), and ROE_A_S represents small end of profitability factor based on income before 
extraordinary items deflated by total assets. All significant loadings at 10% significance level are in boldface. 
 alpha T value RM-RF T value CMA_S T value ROE_A_S T value adj 𝑹𝑹
𝟐𝟐 
Aerospace/Defence 0.19 0.69 0.88 12.79 0.04 0.43 0.01 0.06 0.41 
Automobiles/Parts -0.35 -0.91 0.99 10.37 0.15 1.06 -0.20 -1.49 0.35 
Banks -1.01 -1.42 1.33 7.60 0.50 1.97 0.09 0.35 0.20 
Beverages 0.33 0.38 1.53 7.09 0.38 1.21 -1.53 -4.99 0.32 
Chemicals -0.09 -0.17 1.11 8.30 0.02 0.12 -0.42 -2.23 0.28 
Construction Materials -0.21 -0.67 1.12 14.65 0.47 4.18 -0.12 -1.09 0.51 
Electricity 0.13 0.46 1.12 16.72 0.42 4.26 0.15 1.58 0.54 
Electronic/Electrical Equipment -0.12 -0.34 0.92 10.61 0.48 3.82 -0.21 -1.73 0.38 
Fixed Line Telecommunications 1.74 4.26 0.98 9.74 -0.20 -1.40 -1.04 -7.25 0.48 
Food/Drug Retailers 0.47 1.59 1.17 16.08 0.21 2.01 -0.38 -3.71 0.59 
Food Producers -1.94 -3.99 0.89 7.46 0.18 1.02 -0.39 -2.31 0.25 
Forestry/Paper 0.45 2.16 0.89 17.62 -0.02 -0.32 -0.41 -5.67 0.65 
Gas/Water/Multi-utilities -0.34 -0.76 1.44 13.23 0.65 4.12 -0.26 -1.67 0.48 
General Industrials -0.19 -0.67 0.79 11.39 0.22 2.14 0.40 4.00 0.32 
General Retailers -0.39 -1.80 0.75 14.12 0.24 3.17 0.35 4.61 0.42 
General Financial 0.12 0.39 0.61 8.38 0.29 2.77 -0.08 -0.77 0.26 
Health Care Equipment Services -0.80 -1.25 0.58 3.71 0.39 1.71 -0.37 -1.63 0.09 
Household Goods/Home Construction -0.03 -0.07 0.83 7.69 0.40 2.54 -0.01 -0.06 0.21 
Industrial Engineering 0.32 0.87 0.64 6.97 0.21 1.60 0.40 3.07 0.14 
Industrial Metals/Mining 0.18 0.41 0.75 7.17 0.07 0.49 -0.09 -0.60 0.19 
Industrial Transportation -0.17 -0.51 0.60 7.16 0.22 1.81 0.26 2.15 0.16 
Leisure Goods -0.19 -0.63 0.67 9.01 0.27 2.50 0.25 2.32 0.23 
Life Insurance -0.01 -0.05 0.94 13.93 0.35 3.56 0.06 0.62 0.46 
Media 0.32 1.16 1.03 15.01 -0.08 -0.84 -0.43 -4.41 0.57 
Mining -1.27 -4.65 1.04 15.44 0.18 1.81 -0.04 -0.41 0.52 
Non-life insurance -0.12 -0.22 0.81 5.89 -0.34 -1.67 -0.12 -0.63 0.14 
Oil/Gas -0.34 -0.70 0.78 6.53 -0.16 -0.91 0.17 1.02 0.14 
Personal Goods 0.07 0.23 0.49 6.55 0.13 1.18 0.16 1.47 0.13 
Pharmaceuticals/Biotechnology -0.16 -0.60 1.42 21.43 0.41 4.25 0.05 0.55 0.67 
Real eEstate -1.12 -2.78 1.02 10.32 0.28 1.93 -0.04 -0.26 0.32 
Software/Computer Services -0.37 -1.14 1.34 16.74 0.33 2.82 0.11 0.98 0.54 
Support Services -0.71 -2.83 0.86 14.03 0.39 4.42 -0.19 -2.23 0.51 
Tobacco -0.65 -3.46 1.01 21.92 -0.12 -1.75 -0.45 -6.88 0.74 





To summarize, this chapter provides out-of-sample evidence for the effectiveness 
of the profitability factor and the investment factor from the new Fama-French five-
factor model. I firstly provide evidence that investment and profitability influence 
UK stock market patterns. I also employ both factor-spanning tests and the GRS 
tests to shed light on the empirical performance of potential new factor models in 
the UK market. 
The results using the UK data imply the following:  
• Firstly, the performance of the new factor model, from a local perspective, is 
not entirely consistent with the US or the European results. The discrepancy 
suggests that the choice of optimal factor models is sensitive to market sample, 
which also confirms Griffin (2002)’s conclusion that factor models should be 
constructed at country level.  
• Secondly, the results suggest that the performance of the UK factor models is 
improved using the two new factors, investment factor and profitability factor. 
On the other hand, the size factor and value factor are proved to be redundant. 
From a parsimonious perspective, it is not necessary to include SMB or HML 
in the UK factor model.  
• Thirdly, the information content of the new investment factors is improved by 
construction using the small end.  
• Furthermore, I confirm the findings from the US market that choice of 
profitability factor is relevant to factor performance. Amongst the factor 
candidates, operating profit or income before extraordinary items outperform 
gross profit for the profitability factor. However, the optimal choice becomes a 
tougher question when I take into account different scalers and small-end 
construction methods. The ambiguous results may suggest that my factor 
models remain incomplete. 
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Despite the inconclusive results regarding the best profitability factor the new three-
factor models significantly outperform the FF three-factor model in the UK. 
Therefore, I suggest that future UK research should employ a new three-factor 
model by replacing the size and value factors with a profitability factor and an 
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Asset pricing models have been the cornerstone in finance. The CAPM and its 
various extensions have been widely examined by various researchers with 
Consumption CAPM (CCAPM) and Intertemporal CAPM (ICAPM) being the 
centre of attention. Under the Consumption CAPM framework (Rubinstein, 1976; 
Lucas, 1978; Breeden and Litzenberger, 1978), consumption is related to the state 
of the economy and the state of the economy can be measured by various 
macroeconomic indicators such as inflation rate, term structure of interest rates, 
GDP growth, investment growth, industrial production, etc. On the other hand, 
consumption and marginal utility of investors respond to “news information” of 
state variables whose changes usually signal changes in future income. Therefore, 
variables that forecast changes in the investment opportunity set or that forecast 
macroeconomic variables are potential candidates as pricing factors.  
The performance of the Fama and French three-factor model has also attracted a 
great deal of debate amongst finance academics regarding the economic intuition 
behind its risk factors. Fama and French (1993,1995) argue that the size factor SMB 
and the book-to-market factor HML act in as proxies for risk and therefore as 
proxies for time variation in the investment opportunity set. This explanation is also 
consistent with Merton (1973)’s Intertemporal Capital Asset Pricing Model 
(ICAPM). The Intertemporal CAPM (ICAPM) developed by Merton (1973) 
suggests that an asset’s expected return stems from its covariance with the market 
portfolio return and its covariance with future available returns. The change in the 
investment opportunity set is represented by a group of state variables capturing the 
conditional distribution of future available returns. However, the ICAPM does not 
explicitly specify potential candidates for the state variables. Fama (1991) and 
Cochrane (2009) argue that the ICAPM should not be used as a “fishing licence” 
for proposing multiple-factor asset pricing models. Campbell (1996) argues that in 
implementing the  ICAPM  we should not be selecting important macroeconomic 
variables neither  running a factor analysis on the returns variance covariance 
matrix. Instead he claims that  we should choose factors on the basis of their ability 
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to forecast changes in future investment opportunities. More recent evidence by 
Maio and Santa-Clara (2012) suggest a few restrictions on the multifactor models 
if ICAPM has been used as a theoretical justification.  
There are numerous studies that link macroeconomic variables to future investment 
opportunities. A number of macroeconomic factors such as term spreads, default 
spreads, dividend yields, treasury rates and inflation are found to have predictive 
power over the future state of the economy in the US market. An ever-growing body 
of research supports the risk-based explanation behind the Fama and French risk 
factors by linking them to macroeconomic variables and business cycle 
fluctuations. The economic intuition of this relationship has been tested against 
various hypotheses implied by the ICAPM or the Consumption CAPM, i.e. whether 
the Fama-French risk factors can predict the future state of the economy, or if there 
is a correlation between the Fama-French risk factors and innovations to the state 
variables that can predict the future state of the economy, or whether the Fama-
French risk factors’ pricing significance is captured by innovations to the state 
variables known to predict the future state of the economy. 
Campbell and Vuolteenaho (2003) for example argue that growth stocks are 
considered to be high-duration assets that behave like long-term bonds and 
therefore are more sensitive to shocks in the long end of the term structure. On the 
other hand, value stocks  are more similar to short-term bonds and therefore are 
more sensitive to shocks in the short end of the yield curve. 
Fama and French (1989) and Campbell (1996) show that term spread forecasts 
human capital return, which is measured as real labour income growth rate. 
Moreover, Hahn and Lee (2006) use changes in default spread and changes in term 
spread to proxy innovations to state variables in the ICAPM context and show that 
small stocks tend to have higher loadings on default spread innovations, whereas 
high book-to-market stocks tend to have higher loadings on term spread 
innovations. The default spread has long been used as a proxy for the state of 
business conditions and, in particular, as a measure of the credit market. Keim and 
Stambaugh (1986) document that spread between the yields of long-term BAA 
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corporate bonds and one-month US treasury bills is positively related to ex-post 
bond and stock market returns. Fama and French (1989) define default spread as 
the difference between aggregated bond yield and AAA yield and report positive 
leading effects over bond and stock market aggregated returns. Consistent evidence 
has also been reported by Fama and Schwert (1977) and Campbell (1987). Chen 
(1989) demonstrates that default spread is negatively correlated with future GNP 
growth. Chan and Chen (1991) predict that small firms will be more sensitive to 
news about the state of the business cycle. Gregory, Harris and Michou (2003) 
extend the US literature to examine the rational explanation for the Fama-French 
factors in the UK market from 1980 to 1998. Their results are consistent with 
Vassalou (2002) and Liew and Vassalou (2000), suggesting that both HML and 
SMB are positively related to future GDP growth in the UK market. Dechow et al. 
(2004) argue that low book-to-market stocks are more sensitive to expected returns 
shocks which implies that firms with low book-to-market ratios are expected to 
have higher exposure to shocks in economic growth than high book-to-market firms 
and vice versa. This explanation is also consistent with Bagella et al. (2000) who 
claims that in the UK, value stocks covariate less with GDP growth than those of 
glamour stocks.  
This third empirical chapter explores the information content of the two new factors 
by linking them to the state variables which predict future investment opportunities. 
Based on the findings of the previous two empirical chapters and the successful 
performance of the new risk factors, I attempt to examine whether both the 
investment factor and profitability factor can predict GDP growth, investment 
growth and consumption growth. I will also test whether both the investment factor 
and profitability factor can predict innovations to state variables related to future 
investment opportunities. Finally, I will compare the informativeness of 
innovations to state variables with investment growth and profitability factor 
pricing significance using a one-step Generalized Methods of Moments (GMM) 




The results are to some extent consistent with the risk-based economic 
interpretations of the new factors. Firstly, the results confirm that the investment 
factor predicts future economic growth proxied by GDP growth, investment growth 
and consumption growth. In addition, both the investment factor and the 
profitability factor have a significant relation to shocks to macroeconomic state 
variables. The investment factor is related to dividend yield shocks, whereas the 
profitability factor is related to inflation. Furthermore, the two new factors provide 
incremental information to the macroeconomic factors in the UK market. The 
pricing significance of macroeconomic variable shocks disappears when loadings 
on the two new factors are presented in the model. 
The paper mainly contributes to the literature by providing an economic 
interpretation to the information content of the new factors. As pointed out by 
Cochrane (2009), macroeconomic factor models are constructed not to outperform 
the Fama-French factors in asset pricing performance, but to understand why they 
work better and to provide better justification. Previous studies use US data and 
show that the investment factor “conservative minus aggressive” (CMA) is related 
to future economic activities (Cooper and Priestley, 2011). My research extends the 
evidence to the performance of both the investment factor and the profitability 
factor using a UK data sample.  
The structure of the paper is as follows: Section 2 provides a review of the academic 
literature focusing on the relationship between state variables and the future state 
of the economy, the measures of innovations and the relationship between 
macroeconomic factors and stock return a comparison analysis between US and 
UK; Section 3 discusses the data and sample; Section 4 discusses the research 
design used; Section 5 presents the empirical results; and Section 6 concludes the 
study. 
4.2 LITERATURE REVIEW 
Macroeconomic factors play a vital role in asset pricing literature because of their 
close links to the asset pricing theorem. According to Cochrane (2009), the key to 
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the asset pricing factor model is that investors have special concerns about the 
performance of their portfolio in some special states of the world. Investors are 
willing to accept lower average returns for good performance in those particular 
states of the world. Asset pricing factors should be indicators of the occurrence of 
those “bad states”. The most intuitive choices for “bad states” are macroeconomic 
factors. The importance of macroeconomic state variables is pervasive across 
different equilibrium asset pricing models. 
The earliest attempt to identify macroeconomic asset pricing factors was made by 
Chen, Roll and Ross (1986). The authors construct multifactor models using a set 
of state variables and treating their monthly rates of change as innovations. This 
paper follows a Fama-Macbeth (1973) regression methodology and reports that 
industry production growth, expected inflation, unexpected inflation, default spread 
and term spread are significantly priced factors in the US stock market using a 
sample period 1958–1984. Additional testing does not find supportive evidence for 
the Consumption CAPM, as growth in real per-capita consumption is not a priced 
factor after controlling for other macroeconomic variable innovations.  
In a related study, Breeden, Gibbons and Litzenberger (1989) investigate potential 
measurement errors in the Consumption CAPM empirical tests. To mitigate the 
measurement error, the authors use a maximum correlation portfolio to serve as 
proxy for current consumption and examine the explanatory power of Consumption 
CAPM. Their empirical evidence suggests that the consumption factor is 
significantly and positively priced, although the model does not pass mean-variance 
efficiency tests.  
Fama (1990) argues that stock return variations stem from time-varying expected 
returns, shocks to expected returns and shocks to expected future cash flows. 
Dividend yield, default spread and the term spread are used to capture rational 
expectations in stock returns. Shocks to expected returns are measured as residual 
from a first-order autoregressions model to default spread and term spread. The 
expected future cash flows are quantified using leading industrial production. The 
paper provides empirical evidence for the author’s argument, showing that 59% of 
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the annual variance in NYSE aggregated stock returns are explained by the sources 
stated from 1953 to 1987. Schwert (1990) replicates Fama (1990) by extending the 
sample period to between 1889 and 1988 and confirms the robustness of the results.  
McQueen and Roley (1993) address the link between stock prices and 
macroeconomic news from a different perspective. The paper uses an event-study 
method to examine how stock prices react to macroeconomic news about different 
states of the economy (proxied by the monthly adjusted industrial production 
index). Using the Standard & Poors 500 index as an aggregated stock price measure, 
empirical evidence suggests that stock prices react negatively to good news in a 
good economic state, while in a bad economic state the association becomes 
positive. Further evidence reveals that the varying response can be attributed to 
change in expected cash flows rather than discount rates. 
As suggested by the theorem, macroeconomic candidate factors should predict 
future state of economy. Therefore, I firstly review studies that link macroeconomic 
variables to future investment opportunities. A number of factors such as term 
spreads, default spreads, dividend yield, inflation and treasury rates are found to 
have predictive power over the future state of the economy in the US market. 
Secondly, since asset pricing theory also suggests that “news” in a state variable 
should be priced, I briefly review various approaches that have been proposed to 
measure innovations in macroeconomic variables. In this sub-section, I review 
macroeconomic asset pricing factor studies in the US market, especially with regard 
to their relevance to the information content of Fama-French factors. In the final 
sub-section, I review the existing research that focuses on the UK market.  
 
4.2.1 State variables and future state of the economy 
As noted by Campbell (1996), the choice of state variable proxies of time-varying 
investment opportunities should rest on the predictive power over stock market 
returns and explanatory power to the asset return cross-sections. Amongst all the 
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candidates for state variables, the ones most frequently used include term spread, 
default spread, dividend yield of the stock market, inflation and risk-free rates. I 
review the US literature that bridges the connections between the popular state 
variables and the future state of the economy. 
 
4.2.1.1 Term spread and future state of the economy 
Term spread has been widely used as a candidate for a state variable in the ICAPM 
context. It is used to proxy market expectations about future interest rates because 
it contains information on investors’ hedging concerns for future interest rate 
variations. The relation between term spread and investment opportunity set has 
been documented through various channels.  
For the stock market and bond market, Keim and Stambaugh (1986) use a sample 
from 1928 to 1978 and show that the spread between the yields of long-term BAA 
corporate bonds and the one-month US treasury bill rate is directly related to return 
premiums of several portfolios formed in both the bond market and the stock 
market. Fama and French (1989) refine the spread measure into two components: 
the term spread and the default spread. They measure term spread as the difference 
between AAA bond yield and the one-month treasury bill rate. They use a sample 
from 1927 to 1987 and document positive relations between ex-ante term spread 
and ex-post NYSE stock market returns and corporate bond returns.  
In addition, similar empirical evidence is also found in other aspects of an 
investment opportunity set. Fama and French (1989) and Campbell (1996) show 
that the term spread forecasts human capital return, which is measured as real labour 
income growth rate. Chen (1991) establishes that the term spread is negatively 
correlated with future GNP growth. Hong and Yogo (2012) link the term spread to 
the commodity market. In this study, the return premium on a portfolio of fully 





4.2.1.2 Default spread and future state of the economy 
Default spread is also widely employed to proxy state variables, as it captures 
business conditions and default risks. As mentioned above, Keim and Stambaugh 
(1986) document that the spread between the yields of long-term BAA corporate 
bonds and one-month US treasury bills is positively related to ex-post bond and 
stock market returns. Fama and French (1989) define default spread as the 
difference of aggregated bond yield and Aaa yield and report positive leading 
effects over bond and stock market aggregated returns. Consistent evidence has also 
been reported by Fama and Schwert (1977) and Campbell (1987). Chen (1989) 
demonstrates that default spread is negatively correlated with future GNP growth. 
 
4.2.1.3 Dividend yields and future state of the economy 
Extensive research has shown that dividend yields predict stock market returns 
(Fama and French, 1988; 1989; Lewellen, 2004; Campbell and Yogo, 2006). Fama 
and French (1988) observe that dividend yields of the NYSE are positively linked 
to future stock market returns. They provide solid evidence that dividend yield 
explains more than 25% of the variances in the long-term stock market returns, 
which is robust across sub-periods in their 1927–1986 sample. Fama and French 
(1989) further demonstrate that dividend yield positively forecasts both bond and 
stock markets with positive regression slopes. Campbell (1996) reports a negative 
connection between dividend yields and future human capital returns. 
A series of follow-up papers casts doubt on earlier evidence with regard to 
econometric problems. For instance, Goetzmann and Jorion (1993) and Stambaugh 
(1999) point out that the predictive power of dividend yields disappears after small-
sample correction. A correction method proposed by Wolf (2000) also leads to 
insignificant predictive power of dividend yields. Lewellen (2004) argues that the 
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correction has understated the statistical significance of dividend yield and proposes 
alternative correction methods, which provide evidence for the predictive power of 
dividend yields. Campbell and Yogo (2006) reconcile the inconsistent results and 
suggest a new method. They conclude that dividend yields predict future stock 
returns at annual frequency in the period 1926–2002. For the post-1952 sample 
period, dividend yields predict stock market returns at monthly, quarterly and 
annual frequency.  
 
4.2.1.4 Inflation and future state of the economy  
The leading effect of inflation on aggregated stock market returns has also been 
well documented. Miller, Jeffrey and Mandelker (1976), Bodie (1976), Nelson 
(1976), Fama and Schwert (1977) and Gultekin (1983) are the first papers to 
document a negative relation between stock market return and inflation. Fama and 
Schwert (1977) use the monthly treasury bill rate to proxy expected inflation and 
the difference between actual inflation and the ex-ante treasury bill rate to proxy 
unexpected inflation. They provide evidence that NYSE stock market returns are 
negatively related to both expected inflation and unexpected inflation in the period 
1953–1971. They also find evidence that both residential real estate market returns 
and per-capita labour income are positively related to unexpected inflation. Miller, 
Jeffrey and Mandelker (1976) use similar proxies and find consistent results using 
a sample period 1953 to 1971. The consistent findings are confirmed by sub-period 
analysis. Nelson (1976) uses an autocorrelation structure to model CPI prediction 
and finds robust results that stock market return is negatively related to both 
inflation and unexpected inflation from 1953 to 1974. Gultekin (1983) employs 
Livingston survey data to proxy the expected inflation and provides similar results 
using a sample period from 1952 to 1979. 
The empirical results showing a negative relation between stock market returns and 
inflation are puzzling, as Fisher’s (1930) hypothesis suggests a positive one. A 
number of follow-up papers attempt to explain the anomalous results (Fama, 1981; 
Geske and Roll, 1983; Pearce and Roley, 1983). Fama (1981) proposes that the 
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negative relation is induced by the proxy effect, which means the negative relation 
between inflation and future real activity and the positive relation between stock 
market return and future real activity may have led to a spurious stock return–
inflation relation. However, the hypothesis is only partially supported by the 
empirical analysis. Geske and Roll (1983) describe the negative relation as an 
“empirical illusion”, which is the result of a reversed adaptive inflation expectations 
model and reversed money growth/stock returns model. Pearce and Roley (1983) 
use an event study and examine the stock price reactions to weekly money supply 
announcement. Their empirical results suggest that stock prices only respond to 
unanticipated news in money supply, which support their expectation-revision 
theory. 
 
4.2.1.5 Risk-free rate and future state of the economy 
Treasury bill rates have a crucial impact on the discount factor in asset pricing 
models, early evidence showing their influence on the investment opportunity set 
variations. Fama and Schwert (1977) study the relationship between asset returns 
and inflation. Their empirical test includes the NYSE stock market index, 
residential real estate price index, human capital measured as per-capita labour 
income, and long-term government bond indices. Their sample from 1953 to 1971 
shows that all asset returns co-move with the monthly treasury bill rate. Monthly 
treasury bill rates are reported to have a negative relation with the NYSE stock 
market index and positive relations with the residential real estate market and 
human capital returns. Ferson (1989) confirms the significant negative association 
between the ex-ante one-month treasury bill rate and stock market aggregated return 
using the period 1926–1985.  
 
4.2.2 Measure innovations in state variable 
Although both CCAPM and ICAPM suggest that innovations to state variables 
should be associated with risk premium, different approaches have been developed 
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to address the connections. Brennan, Wang and Xia (2004) propose a simple model 
of ICAPM in which real interest rate and the maximum Sharpe ratio are used as 
state variables. Assuming the two variables follow Ornstein-Uhlenbeck processes, 
their innovations are calculated accordingly. The empirical results demonstrate that 
innovations to both state variables are priced significantly using size- and book-to-
market-value-sorted portfolios as well as industrial portfolios.  
In contrast, Hahn and Lee (2006) use changes in default spread and changes in term 
spread to proxy innovations in state variables in the ICAPM context. Small stocks 
tend to have higher loadings on default spread innovations, whereas high book-to-
market stocks tend to have higher loadings on term spread innovations. The 
proposed model captures variations in size- and book-to-market-sorted portfolio 
returns. The early study by Chen, Roll and Ross (1986) adopts the same approach, 
although the authors also advocate using a vector autoregressive approach (VAR) 
to proxy state variable innovations.  
Another approach involves an optimized tracking portfolio to measure state 
variable innovations. For instance, Breeden, Gibbons and Litzenberger (1989) 
propose “maximum correlation portfolios” as the proxy and confirm the pricing 
significance. Lamont (2001), in a follow-up study, suggests “economic tracking 
portfolios” may better capture changes in the investment opportunity set. He argues 
that a tracking portfolio approach may outperform a VAR approach since it does 
not require the assumption of a complete description of the time-series data-
generating process. Based on a similar idea, Vassalou (2003) creates a mimicking 
portfolio which captures news related to future GDP growth and shows that the 
explanatory power of HML and SMB stems from their predictive power over future 
GDP growth. 
The mainstream literature follows Campbell (1991) and uses a VAR approach to 
measure state variable innovations. Campbell (1991) decomposes the variance of 
stock returns in the US market using a data sample from 1927 to 1988. Empirical 
evidence shows that about one-third of the stock return variance is attributable to 
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variance of news about future cash flow and another third is linked to news about 
future expected returns.  
Lee (1992) employs a multivariate VAR method to examine the causal effect 
amongst asset returns, real activity and inflation in the period 1947–1987. He 
reports that 92.7% of the 24-month forecast error variance is captured by their own 
innovations, which indicates that stock returns are Granger-causally prior. In 
addition, he finds that stock returns explain 10.6% of the 24-month forecast error 
variance in industrial production, which corroborates the evidence from Fama 
(1990) and Schwert (1990) that stock returns are linked to future real activities. 
Campbell and Ammer (1993) suggest that contemporaneous regressions can be 
used to explain stock return variation. The authors employ a VAR model to capture 
the dynamic structure of state variables using a data sample from 1952 to 1987. The 
empirical evidence suggests that the majority of the excess stock return variation is 
attributable to expected return variations. Other important sources of excess stock 
return variation include the change in real interest rates and innovations in dividend 
yield. 
Petkova (2006) also uses a VAR methodology to generate innovations to state 
variables. She analyses a US data sample from 1963 to 2001 and shows that the 
information content of the Fama-French factors HML and SMB is correlated with 
innovations to the term spread, dividend yield, default spread and risk-free rate. 
 
4.2.3 Macroeconomic factors and stock returns 
As Fama-French type factor models have become the benchmark of risk adjustment 
in finance literature, their economic interpretation has become a subject of debate. 
While Lakonishok, Shleifer and Vishny (1994) and Daniel and Titman (1997) 
provide behavioural explanations for the factors, a larger literature has investigated 
risk-based interpretations (Lewellen, 1999; Liew and Vassalou, 2000; Vassalou, 
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2003, Vassalou and Xing, 2004; Zhang, 2005; Petkova, 2006). Fama and French 
(1993) state that HML and SMB may represent state variables that capture time 
variation in the investment opportunity set. As pointed out by Cochrane (2009), 
macroeconomic models are constructed not to outperform Fama-French factors in 
pricing performance, but to understand why they work. The main underlying reason 
is that macroeconomic models are supported with equilibrium models such as 
CCAPM and ICAPM, while the Fama-French factors are mostly inspired by the 
empirical performance of partial-equilibrium models such as q-theory, which may 
not justify the risk interpretation of the factors (Cooper and Priestley, 2011).  
 
4.2.3.1 Macroeconomic factors and Fama-French factors 
Much of the literature on risk-based interpretations has investigated the relationship 
between state variables and Fama-French factors. The economic intuition has been 
tested against a few hypotheses implied by ICAPM or CCAPM. The first and most 
obvious test is about whether Fama-Frech risk factors predict the future state of the 
economy. Secondly, an attempt has been made to investigate the contemporaneous 
correlations between Fama-French risk factors and innovations to state variables 
known to predict the future state of the economy. Thirdly, several papers examine 
whether the pricing significance of Fama-French risk factors is captured by 
innovations to state variables known to predict the future state of the economy.  
Liew and Vassalou (2000) mainly focus on the first hypothesis and prove the link 
between Fama-French factors and future growth in the macro-economy. Their tests 
use quarterly international samples covering 10 developed markets and suggest that 
nominal GDP growth can be predicted by HML in nine markets, within which four 
are statistically significant after controlling for business cycle variables. GDP can 
also be predicted by SMB in nine markets with a positive relation, about half of 
which presents incremental predictive power over business cycle variables. 
However, the same result does not apply to the momentum factor. Griffin, Ji and 
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Martin (2003) confirm that the momentum factor is not related to future growth in 
GDP or industrial production.  
Perez-Quiros and Timmermann (2000) address the second hypothesis and 
investigate the relation between SMB and different macroeconomic states. Using a 
Markov switching model, their evidence suggests that small stocks, compared with 
large stocks, have higher loadings on treasury bill rate, default spread, change in 
monetary supply and dividend yield in a bad economic state. These asymmetries 
lead to the difference in the higher expected returns of small stocks. 
Vassalou (2003) extends Liew and Vassalou (2000) and creates a mimicking 
portfolio which captures news related to future GDP growth. The study develops a 
deeper understanding of the connection between HML, SMB and future states of 
the economy. HML and SMB become redundant factors in explaining stock cross-
sections with the presence of mimicking portfolio in multi-factor asset pricing 
models. 
Campbell and Vuolteenaho (2004) explain the systematic risks of SMB and HML 
by breaking the market portfolio beta of a stock into two components, one capturing 
news about the market’s future cash flow and one representing news about the 
market’s discount rates. The paper uses a VAR methodology to implement the 
decomposition of a market portfolio beta. As the ICAPM suggests that investors 
care more about permanent cash-flow-led volatilities than about impermanent 
discount-factor-driven changes in the aggregated market, cash-flow beta should 
have a higher risk price than discount-rate beta. The authors provide consistent 
results that small and value stocks tend to have higher cash-flow beta, which explain 
the relevant return cross-sections.  
Consistent with Campbell and Vuolteenaho (2004), Cohen, Polk and Vuolteenaho 
(2009) explain the value-glamour effect using cash-flow beta. Cash-flow beta is 
defined as the regression coefficient of a firm’s earnings on market aggregated 
earnings. They present evidence to suggest that value stocks tend to have higher 
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cash-flow betas and are thus riskier to investors. Campbell, Polk and Vuolteenaho 
(2009) confirm the results from both studies. 
Hahn and Lee (2006) develop a three-factor model using market excess return 
augmented by innovations in term spread and innovations in default spread. Their 
model accords with the studies arguing that growth stocks have higher duration than 
value stocks (Cornell, 1999; Dechow, Sloan and Soliman, 2004; Lettau and 
Wachter, 2007). By testing the second hypothesis, the authors show that high book-
to-market stocks tend to have higher loadings on term-spread innovations, whereas 
small stocks tend to have higher loadings on default-spread innovations. The 
relations between SMB and default spread corroborate the findings of Perez-Quiros 
and Timmermann (2000) 
Petkova (2006) mainly addresses the second and third hypotheses. The author 
employs a VAR approach to model the time-series dynamics of the state variables. 
The evidence presented show that the Fama-French factors HML and SMB are 
correlated with innovations to the five state variables mentioned above. HML is 
found to be closely related to innovation in term spread, while SMB contains 
information on default spread innovations. This paper further illustrates that the 
pricing significance of SMB and HML is spanned by innovations to the five state 
variables. Hahn and Lee (2006) report consistent results that the information 
content of SMB and HML can be captured by changes in default spread and changes 
in term spread respectively.  
Aretz, Bartram and Pope (2010) consider a wide range of macroeconomic variables 
and attempt to test the three hypotheses. Their sample period covers 1975 to 2008 
and suggests some new evidence to the information content of HML, SMB and the 
momentum factor. The results corroborate the earlier findings that HML and SMB 
are proxies for term-structure risk and default risk respectively. However, they are 
spanned by the innovation of macroeconomic state variables. Furthermore, the 
momentum factor is reported to be significantly related to default spread, term 
spread and foreign exchange risks. 
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Cooper and Priestley (2011) study the economic intuition of the investment factor 
CMA and establish a close relation between CMA and innovations to state 
variables. Their evidence suggests that CMA captures different loadings between 
low- and high-investment firms with respect to the Chen, Roll and Ross (1986) state 
variable innovations. Moreover, CMA can forecast future economic activities. 
Positive connections are obtained between CMA and future real industrial 
production growth, real GDP growth, real corporate earnings growth and real 
aggregate investment growth.  
Wang (2013) assesses the three hypotheses regarding the profitability factor (ROE) 
and the investment factor proposed by Chen, Novy-Marx and Zhang (2011). He 
confirms evidence to suggest that the investment factor (although specified 
differently from CMA) contains information about future GDP growth. There is, 
however, little forecasting power from the profitability (ROE) factor, though both 
factors are closely linked to innovations in state variables. Their pricing 
significance is spanned by innovation in state variables employed in the asset 
pricing literature. 
 
4.2.3.2 New ICAPM restrictions 
More recently, literature has emerged that re-examines existing Fama-French-style 
factors regarding restrictions imposed by ICAPM (Maio and Santa-Clara, 2012; 
Boons, 2016; Cooper and Maio, 2016). Maio and Santa-Clara (2012) propose that 
existing multifactor models using an ICAPM justification, should be re-examined 
using three new criteria. Firstly, ICAPM state variables should be able to forecast 
aggregate stock market returns or volatility. Secondly, if an ICAPM state variable 
positively (negatively) predict aggregate stock market returns or volatility, it should 
be priced positively (negatively) in the cross-section asset pricing tests. Thirdly, the 
market price of risk factor should be economically plausible. Empirical evidence 
obtained suggests that out of eight multifactor models tested, only the Fama and 
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French three-factor model (1993) and Carhart (1997) are consistent with the 
restrictions.  
Boons (2016) uses alternative proxies for macroeconomic activities as well as 
different test assets to mimic stock return cross-sections. Instead of aggregate stock 
market returns and volatility, he uses industrial production and the Chicago fed 
national activity index. His empirical evidence using stock-level returns as test 
assets reveals that dividend yield, default spread and term spread accord with the 
ICAPM restrictions. Barbalau, Robotti and Shanken (2015) propose a multivariate 
inequity model to test the ICAPM consistency of multiple-factor models; their 
findings in general corroborate Boons’ (2016) findings. 
Cooper and Maio (2016) study two different versions of investment and 
profitability factors proposed by Novy-Marx (2013), Hou, Xue and Zhang (2015; 
2016) and Fama and French (2015; 2016). Their study employs 70 portfolios 
capturing capital market anomalous characteristics and show that the new factors’ 
implied state variables forecast the equity premium and are priced consistently with 
the restrictions across the test assets. Their empirical evidence further suggests that 
the new factors are not spanned by other state variables such as term spread, default 
spread, dividend yield, one-month treasury bills and value spread. 
 
4.2.4 Macroeconomic factors and stock returns in the UK 
For the UK market, a few studies examine how macroeconomic variables forecast 
the future state of the economy. The empirical predictive power of innovations to 
state variables are similar to those of the US findings. Black and Fraser (1995) show 
that shocks to term spread, default spread and dividend yield help explain the 
conditional risk of aggregate stock returns. Cheng (1995) utilizes a canonical 
correlation method to examine the relation between stock returns and 
macroeconomic forces. The results reveal that stock returns have a positive 
relationship with money supply, the government securities index and 
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unemployment rate and a negative relation to interest rate. Choi, Hauser and 
Kopecky (1999) use co-integration analysis and find a long-term equilibrium 
relationship between the UK stock market returns and future industrial production 
level. Lovatt and Parikh (2000) report that both dividend yield and default spread 
positively forecast aggregate stock market returns, while term spreads are not 
significantly linked to the returns. Peel and Pope (1988) and Li, Narayan and Zheng 
(2010) investigate the inflation–stock return relationship in the UK market. 
Empirical results reported corroborate the US evidence that unexpected inflation 
negatively predicts aggregate stock market returns in the short term.  
A number of studies have attempted to address the pricing performance of state 
variable models in the UK market and the results are sensitive to selection of sample 
and methodology. Poon and Taylor (1991) extend Chen, Roll and Ross’s (1986) 
work using a UK data sample for the period between 1965 and 1984. They present 
contradictory findings that none of the state variable innovations used in Chen, Roll 
and Ross (1986) are priced in the UK market. The authors suggest that some other 
macroeconomic factors may be at work, or the methodology adopted to capture the 
dynamics of state variable prediction has caused the inconsistent results. 
Clare and Thomas (1994) use a relatively short sample period from 1983 to 1990 
and test the pricing performance of macroeconomic variables. They use 
autoregressive models to generate macroeconomic variable innovations. The cross-
section of UK market returns are represented by portfolios ranked by market betas 
and another set of portfolios ranked by market capitalization. A number of factors 
including default spread, oil price, retail price index, private bank lending, the 
redemption yield of UK corporate debentures and the loans index are found to have 
pricing significance in the UK market. 
Clare, O’Brien, Thomas and Wickens (1998) construct a macroeconomic shock 
model to test the mean variance efficiency of the UK stock market. They use seven 
industrial portfolios from 1978 to 1991 as their test asset in the UK. Empirical 
results indicate that shocks in oil prices, the UK current account, UK short rates and 
UK long rates have significant influence on the covariance matrix of returns in the 
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UK stock market. The innovations to those state variables are thus priced in the UK 
market.  
Antoniou, Garrett and Priestley (1998) employ a sample of 138 randomly selected 
UK stocks from 1980 to 1994 to test the pricing performance of macroeconomic 
variables. They follow Gibbons (1982) and employ a non-linear, seemingly 
unrelated regression time-series econometric method to test their APT settings in 
individual stock levels. Their results suggest that unexpected inflation, money 
supply and stock market excess returns are consistently priced across two sub-
samples of the UK stocks.  
Cuthbertson, Hayes and Nitzsche (1999) extend Campbell (1991) and decompose 
the variance of stock returns in the UK from 1918 to 1993 using a multivariate VAR 
method. Their findings suggest that the majority of the variance in expected returns 
stem from innovations in future discount rates, which have four times the impact of 
innovations in future dividends. Their results also reveal that innovations to 
dividends and innovations to real interest rates offset each other in the UK market. 
Liew and Vassalou (2000), using an international data sample, test the predictive 
power of HML, SMB, the momentum factor and the market factor with regard to 
future GDP growth in the UK. Their results confirm that there is a significant link 
between HML, SMB, the market factor and future growth of GDP. The results 
indicate that these three factors are proxies of macroeconomic state variables in the 
UK market.  
Nathan (2002) examines how contemporaneous and lagged exchange rate changes 
and interest rate changes affect stocks in the UK market. Using a sample of 106 
stocks from four UK industrial sectors between 1988 and 2000, he shows that, using 
an OLS regression methodology, UK stocks are negatively impacted by change in 
both interest rates and foreign exchange rates. The results are consistent at longer-
term estimation and portfolio level. 
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Limited research has been conducted to bridge the link between the Fama-French 
factors and macroeconomic activities in the UK market. Gregory, Harris and 
Michou (2003) extend the US literature to examine the rational explanation of the 
Fama-French factors in the UK market from 1980 to 1998. Their results are 
consistent with Liew and Vassalou (2000) and Vassalou (2002), suggesting that 
both HML and SMB are positively related to future GDP growth in the UK market. 
Furthermore, they report evidence that HML and SMB also predict future 
investment and consumption growth. 
Evans and Speight (2006) use a set of real-time macroeconomic variables covering 
the period 1985 to 2002 to re-examine the pricing performance of innovation in 
state variables. First-order autoregressive models are used to obtain state variable 
innovations. Their results show that unexpected inflation and innovations in default 
spread are priced significantly across the 20 equal-weight portfolios ranked by firm 
size, while innovations based on revised data are not priced. Furthermore, the 
authors attempt to show the time-series dynamics of the market price for the 
variables. The evidence reveals that inflation shocks are priced in an expansion 
period while default spread is valued by the market over a recession period. 
Hyde (2007) studies the response of 33 industry sector returns to market portfolio 
excess return, exchange rate and interest rate shocks in France, Germany, Italy and 
the UK. For the UK evidence, all sector returns are sensitive to market risk; 12.5% 
of the industries respond significantly to exchange rate with positive signs; and only 
two sectors load significantly on real interest rate. Moreover, he follows Campbell 
(1991) and uses a VAR methodology to decompose the betas as an extension. Both 
changes in exchange rate and changes in real interest rates contain some 
information in the UK as ten sectors have significant cash-flow betas, whereas for 
real interest rates, there are 12 sectors. 
Bredin, Hyde, Nitzsche and O’Reilly (2007) study the impact of UK monetary 
policy on the UK stock market using a sample period between 1975 and 2004. 
Using an event-study methodology, the paper shows that unanticipated changes in 
the UK policy rate have a negative impact on aggregate stock returns in the UK. A 
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surprise of 25 basis points in the policy rate on average attenuates FTSE returns by 
0.2%. Furthermore, the authors employ a VAR approach to decompose excess 
returns variance and show that the majority of the excess returns variance stems 
from revisions to future return expectations. They also show that traditional 
industries tend to respond more persistently to monetary policy shocks. 
The studies of the performance of macroeconomic factor models mainly centre on 
the US stock market. The topic attracts much attention from the empirical asset 
pricing researcher as there are no guidelines from the theoretical side as to what 
macroeconomic factors should be chosen and how investor expectations should be 
modelled. Existing research suggests that much of the information contained in the 
Fama-French factors stems from their close connection with the macroeconomic 
states. For empirical studies, it is reasonable to assume that the most effective 
formation of macroeconomic factor models varies across different economic 
entities and economic states. Future research is needed to address these issues.  
 
4.3 DATA AND SAMPLE 
4.3.1 Sample coverage 
My sample is formed by merging the London Share Price Database (LSPD) and 
Datastream using UK data from January 1990 to June 2016. I extract accounting 
information and macroeconomic data from Datastream and monthly returns data 
from the LSPD. I follow exactly the same procedures to match the two databases 
as discussed in Chapters 2 and 3. I exclude stocks from the financial sector (banks, 
insurance companies, investment funds, unit trusts and property companies). I exclude 
companies with negative/missing book values and companies with more than one 
class of shares following the academic literature (Gregory, Tharyan and Christidis, 
2013; Michou, Mouselli and Stark, 2014). I include stocks de-listed due to various 
events such as liquidation (LSPD death type 7), quotation cancelled for reason 
unknown (14), receiver appointed/liquidation (16), in administration (20), or 
187 
 
cancelled and assumed valueless (21), following Liu, Strong and Xu (1999). The 
adjusted sample is then used to construct the UK Fama and French risk factors and 
left-hand-side portfolios for the asset pricing tests.  
4.3.2 Definition of the Fama-French factor variables  
For the original Fama and French three-factor model, I follow the standard 
methodology used in the academic literature using the equation below:  
iSMBHMLRRaRR ittiSMBtiHMLftMtiMiftit ∀+++−+=− ,)( εβββ                      (1) 
where  
ia        is the intercept term for portfolio i; 
𝑅𝑅𝑖𝑖𝑡𝑡                                       is the return of asset i in month t; 
𝑅𝑅𝐷𝐷𝑡𝑡                                       is the three-month T-bill rate in month t; 
𝑅𝑅𝑀𝑀𝑡𝑡                                      is the return on the market in the UK in month t; 
𝑆𝑆𝐵𝐵𝐵𝐵𝑡𝑡                                   is size factor small minus big based on market 
capitalization; 
𝐻𝐻𝐵𝐵𝐿𝐿𝑡𝑡                                   is value factor high minus low of book-to-market 
equity;  
iMβ , iHMLβ  and iSMBβ   are the exposures of portfolio i to ,MR ,HML  and SMB  
respectively; 
itε         is an error term for portfolio i for period t.  
I have also introduced a new five-factor model using UK data as follows: 
𝑅𝑅𝑖𝑖𝑡𝑡 − 𝑅𝑅𝐷𝐷𝑡𝑡 = 𝛼𝛼𝑖𝑖 + 𝛽𝛽𝑖𝑖𝑀𝑀(𝑅𝑅𝑀𝑀𝑡𝑡 −  𝑅𝑅𝐷𝐷𝑡𝑡) + 𝛽𝛽𝑖𝑖𝑆𝑆𝑀𝑀𝑀𝑀𝑆𝑆𝐵𝐵𝐵𝐵𝑡𝑡 + 𝛽𝛽𝑖𝑖𝑖𝑖𝑀𝑀𝑖𝑖𝐻𝐻𝐵𝐵𝐿𝐿𝑡𝑡 + 𝛽𝛽𝑖𝑖𝑅𝑅𝑀𝑀𝑊𝑊𝑅𝑅𝐵𝐵𝑊𝑊𝑡𝑡 +






ia                                is the intercept term for portfolio i; 
𝑅𝑅𝑖𝑖𝑡𝑡                             is the return of asset i in month t; 
𝑅𝑅𝐷𝐷𝑡𝑡                             is the three-month T-bill rate from the UK in month t; 
𝑅𝑅𝑣𝑣𝑡𝑡                            is the return on the market in the UK in month t; 
𝑆𝑆𝐵𝐵𝐵𝐵𝑡𝑡                         is size factor small minus big; 
𝐻𝐻𝐵𝐵𝐿𝐿𝑡𝑡                         is value factor high minus low of book-to-market equity;  
𝑅𝑅𝐵𝐵𝑊𝑊𝑡𝑡                        is robust minus weak factor for profitability; 
𝐶𝐶𝐵𝐵𝐶𝐶𝑡𝑡                         is conservative minus aggressive for investment factor; 
iMβ , iHMLβ , iSMBβ , iRMWβ , iCMAβ  are the exposures of portfolio i to ,MR ,HML  
SMB  , RMW and CMA respectively; 
itε                               is the error term for portfolio i for period t.  
The investment factor CMA is constructed following Hou, Xue and Zhang (2015), 
which uses the change in total assets from year t-2 to year t-1, divided by total asset 
(TA) at year t-2. I use Datastream total asset (WC02999) to calculate the investment 
measure, denoted by I/A. 
Regarding the definition of the profitability factor RMW, I follow Fama and French 
(2015a) and Novy-Marx (2013) to use (𝑓𝑓𝑝𝑝𝑡𝑡𝑡𝑡𝑓𝑓𝑡𝑡𝑜𝑜𝑙𝑙𝑜𝑜 𝑜𝑜𝑙𝑙𝑓𝑓𝑓𝑓𝑡𝑡𝑡𝑡/𝐵𝐵𝑁𝑁)𝑡𝑡−1. The operating 
profit is measured using Datastream operating income (WC01250) scaled by book 
value calculated with Datastream market-to-book value (MTBV) and market 




4.3.3 Fama-French style factor construction 
I construct Fama and French style factors for the UK stock market. The factors 
returns are obtained using six independently sorted portfolios using size and the 
corresponding factor variable. I follow Gregory, Tharyan and Christidis (2013) and 
use the breakpoints from the UK largest 350 stocks each year mimicking NYSE 
breakpoints in the US market to sort factor portfolios. At the end of June each year 
from 1990 to 2016, stocks are categorized into two size groups based on the median 
size of the largest 350 stocks at the end of year t-1. Independent of the size group, 
stocks are also sorted into three groups of other variables such as book-to-market 
(BM), investment (I/A) and profitability using the 30th and 70th percentiles from 
the largest 350 stocks as breakpoints based on data at the end of year t-1. The 
intersections of both sorting processes leads to six portfolios. The value-weighted 
average returns of the portfolios are then used to produce the corresponding factor-
return time-series.  
These independently sorted portfolios are labelled using letters: for the size group, 
small (S) or big (B); for the BM group, high (H), neutral (N) or low (L); for the 
profitability group, robust (R), neutral (N) or weak (W); for the I/A group, 
conservative (C), neutral (N) or aggressive (A). Intersected portfolios are obtained 
to build the factors. Value-weighted (VW) returns are calculated for each portfolio. 
For example, SL stands for the monthly value-weighted return of an intercepted 






This third empirical chapter explores the information content of the two new factors 
by linking them to the state variables which predict future investment opportunities. 
By doing this, I find confirmative evidence that the two new risk factors may proxy 
for state variables that capture time variation of an investment opportunity set. I 
find empirical evidence which confirms that the investment factor predicts future 
economic growth, proxied by GDP growth, investment growth and consumption 
growth. In addition, the investment factor is found to be related to dividend yield 
shocks, whereas the profitability factor is related to inflation shocks. In addition, 
the pricing significance of macroeconomic variable shocks disappears when 
loadings on the two new factors are added into the model. The evidence therefore 
provides an economic interpretation of the information content of the new asset 
pricing factors in the UK market. 
I aim to test the following hypotheses: 
1. Both the investment factor and profitability factor predict GDP growth, 
investment growth and consumption growth. 
2. Both the investment factor and profitability factor predict innovation to state 
variables related to future investment opportunities. 
3. Compare the informativeness of innovation to state variables with 
investment growth and profitability factor pricing significance using a  one-
step Generalized Methods of Moments (GMM) methodology, a two-pass 






4.4.1 Testing whether the investment factor and the 
profitability factor predict macroeconomic growth  
In order to test the first hypothesis, I follow Liew and Vassalou (2000) to test 
whether the two new risk factors, namely the investment factor and the profitability 
factor, are linked to the future state of the economy using the following quarterly 
data regression: 
𝐵𝐵𝑓𝑓𝑓𝑓𝑡𝑡𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑡𝑡𝑓𝑓𝑡𝑡𝑡𝑡,𝑡𝑡+4 = 𝑓𝑓 + 𝑏𝑏 𝐹𝐹𝑓𝑓𝑓𝑓𝑡𝑡𝑓𝑓𝑡𝑡𝑅𝑅𝑡𝑡𝑡𝑡𝑡𝑡−4,𝑡𝑡 +  𝛽𝛽3𝑀𝑀𝐵𝐵𝑡𝑡  +  𝛽𝛽4𝐷𝐷𝐷𝐷𝑡𝑡  +  𝛽𝛽5𝑀𝑀𝑁𝑁𝑅𝑅𝐵𝐵𝑡𝑡  +
 𝛽𝛽6𝐶𝐶𝐷𝐷𝑃𝑃𝑜𝑜𝑡𝑡𝑓𝑓𝑤𝑤𝑡𝑡ℎ𝑡𝑡−4,𝑡𝑡  +  𝑡𝑡𝑡𝑡,𝑡𝑡+4                (3) 
where 
𝐵𝐵𝑓𝑓𝑓𝑓𝑡𝑡𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑡𝑡𝑓𝑓𝑡𝑡𝑡𝑡,𝑡𝑡+4 is the annual growth in macro-economic state variables.  
I use three different measures of macroeconomic state variables for this test:  
a) Gross Domestic Product (GDP) growth, based on quarterly data of seasonal 
adjusted GDP;  
b) Consumption (CSM) growth, which is the annual growth rate based on total 
household consumption expenditure; and  
c) Investment (INV) growth, which is measured as the annual growth rate of 
gross fixed capital formation.  
𝐹𝐹𝑓𝑓𝑓𝑓𝑡𝑡𝑓𝑓𝑡𝑡𝑅𝑅𝑡𝑡𝑡𝑡𝑡𝑡−4,𝑡𝑡 is the vector consisting of returns of the Fama-French style 
model factors;   
𝑀𝑀𝐵𝐵𝑡𝑡                           is the UK three month treasury bill rate;  
𝐷𝐷𝐷𝐷𝑡𝑡            is the dividend yield of FTSE all share index;  
𝑀𝑀𝑁𝑁𝑅𝑅𝐵𝐵𝑡𝑡                    is the difference between 10 year UK government bond yield 
and three month treasury bill rate;  
𝐶𝐶𝐷𝐷𝑃𝑃𝑜𝑜𝑡𝑡𝑓𝑓𝑤𝑤𝑡𝑡ℎ𝑡𝑡−4,𝑡𝑡      is the growth in UK industrial production from the past year;  
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𝛽𝛽3 − 𝛽𝛽6                     are the regression coefficients of the corresponding 
controlling variables; 
𝑡𝑡𝑡𝑡,𝑡𝑡+4:                        is the error term.    
 
4.4.2 Testing whether the investment factor and profitability 
factors predict innovation in state variables that are related 
to future investment opportunities 
In order to test the second hypothesis, whether the investment and profitability risk 
factors can predict innovation to state variables that are related to future, I employ 
a vector autoregressive (VAR) approach proposed by Campbell (1996) to specify 
the time-series dynamics of the state variables. I examine whether the two new 
factors are correlated with innovations to state variables that track an investment 
opportunity set. Following Petkova (2006), I use dividend yield, term spread, 
default spread, monthly rate of the UK three-month treasury bill and the UK excess 
market return as the main state variables. Although Bulkley and Taylor (1996) 
suggest a rolling VAR should be used to avoid potential hindsight-bias, the vast 
majority of the literature use static VAR to ensure the stability of the true model 
(Campbell, 1991; Lee, 1992; Campbell and Ammer, 1993; Petkova, 2006). 
Campbell (1996) assumes that a vector tz  follows a first-order VAR: 
1tt1t Azz ++ += e                                                                                                          (4)            
where 
z  is the vector of variables that are known to the market by the end of period t and 
are relevant for forecasting future stock returns; 
A is a matrix known as the companion matrix of VAR; 
e  is the vector error term.   
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According to Campbell (1996), the main advantage of using a first-order VAR is that it has 
the ability to generate multi-period forecasts of the elements in zt by just multiplying zt by 





tE                                     (5)                                                                                     
The first element of the vector z is the excess return on the market (RM-RF) while the other 
elements are dividend yield (DY), term spread (TERM), default spread (DEF), the risk-free 
rate (Rf), consumer price index (CPI) and RMW and CMA, respectively for the profitability 
and investment factors. If a unit root is found in any of the previous variables, then the first 
difference of this variable will be used in the subsequent analysis. So equation (5) can be 












































 +  𝑡𝑡𝑡𝑡                                                        (6) 
where 
𝑅𝑅𝐵𝐵 − 𝑅𝑅𝐹𝐹𝑡𝑡  is the UK excess market return calculated using the FTSE All-Share 
Index return and monthly rate of the UK three-month treasury bill 
rate; 
𝐷𝐷𝐷𝐷𝑡𝑡   is the dividend yield of the FTSE All-Share Index; 
𝑀𝑀𝑁𝑁𝑅𝑅𝐵𝐵𝑡𝑡  is the difference between the ten-year UK government bond yield 
and the three-month treasury bill rate; 
𝐷𝐷𝑁𝑁𝐹𝐹𝑡𝑡  is the default spread, which is measured as the difference between 
monthly return of the Financial Times Fixed Interest Security Index 
and the Financial Times Government Securities Price Index before 
April 2002. Starting from April 2002, default spread is measured as 
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the difference between the Thomson Reuters UK Corporate 
Benchmark Triple-B ten-year yield and the ten-year UK government 
bond yield; 
𝑅𝑅𝐹𝐹𝑡𝑡   is the monthly return of the three-month UK treasury bill rate; 
𝐶𝐶𝑃𝑃𝐶𝐶𝑡𝑡   is the UK monthly percentage change in the Consumer Price Index; 
𝑅𝑅𝐵𝐵𝑊𝑊𝑡𝑡  is the monthly return of the profitability factor RMW; 
𝐶𝐶𝐵𝐵𝐶𝐶𝑡𝑡   is the monthly return of the investment factor CMA; 
𝑡𝑡𝑡𝑡  are innovations to state variables. 
According to Brooks (2002), using non-stationary data could lead to a spurious 
regression problem. Therefore I test each variable in the VAR model with an 
augmented Dickey-Fuller (ADF) test for stationarity. If a unit root exists in any of 
the variables I test, I replace the variable with its first difference for my VAR 
estimation. The VAR system is estimated using AR(1) model, and the vector 𝑡𝑡𝑡𝑡 
represents innovations for each state factor (or its first difference). The variables, 
following Campbell (1996) and Petkova (2006), are demeaned before estimation. 
The VAR system is triangularized so that innovations of state variables other than 
excess market return are orthogonalized to innovation in excess market return. 
Furthermore, the innovations are scaled to have the same variance as the innovation 
of excess market return. 
In order to test the relationship between RMW, CMA and the innovations to state 
variables that track investment opportunities, I use the following equation: 
𝑡𝑡�𝑡𝑡 =  𝑓𝑓0 +  𝑓𝑓1𝑅𝑅𝑀𝑀,𝑡𝑡 + 𝑓𝑓2𝑅𝑅𝑅𝑅𝑀𝑀𝑊𝑊,𝑡𝑡  + 𝑓𝑓3𝑅𝑅𝐶𝐶𝑀𝑀𝐶𝐶,𝑡𝑡 +  𝜀𝜀𝑡𝑡                                                (7) 
where 
𝑡𝑡�𝑡𝑡  are innovations to the state variable dividend yield, term spread, 
default spread and risk free rate, obtained using the VAR system; 
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𝑓𝑓0                    is the regression intercept; 
𝑓𝑓1                    is the regression coefficient of the UK excess market return on state 
variable innovations; 
𝑅𝑅𝑀𝑀,𝑡𝑡                 is the UK excess market return calculated using the FTSE All-
Share Index return and the monthly rate of the UK three-month 
treasury bill rate; 
𝑓𝑓2                    is the regression coefficient of the monthly return of the 
profitability factor on state variable innovations; 
𝑅𝑅𝑅𝑅𝑀𝑀𝑊𝑊,𝑡𝑡            is the monthly return of the profitability factor RMW; 
𝑓𝑓3                    is the regression coefficient of the monthly return of the 
profitability factor on state variable innovations; 
𝑅𝑅𝐶𝐶𝑀𝑀𝐶𝐶,𝑡𝑡             is the monthly return of the investment factor CMA; 
𝜀𝜀𝑡𝑡                     is the error term. 
 
4.4.3 Comparing the relative informativeness between the 
two new risk factors and the innovation to state variables 
To compare the relative informativeness of the new factors and innovation to 
macroeconomic state variables, I use both a factor-spanning test and cross-sectional 
regressions. The factor-spanning test provides direct evidence for the relative 
informativeness of the pricing factors (Fama and French, 2015). Moreover, I also 
employ a one-step GMM and a two-step Fama-Macbeth cross-sectional regression 
to examine the pricing significance of the two new factors with the existence of 
innovation to state variables. 
 
4.4.3.1 Spanning tests 
For the spanning tests, I use the following equation: 
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𝐹𝐹𝑓𝑓𝑓𝑓𝑡𝑡𝑓𝑓𝑡𝑡𝑡𝑡 =  𝑓𝑓0 + 𝐶𝐶1𝐹𝐹𝑓𝑓𝑓𝑓𝑡𝑡𝑓𝑓𝑡𝑡𝑅𝑅𝑡𝑡𝑡𝑡𝑡𝑡  + 𝐶𝐶2𝑡𝑡�𝑡𝑡 +  𝜀𝜀𝑡𝑡                        (8)   
where 
𝐹𝐹𝑓𝑓𝑓𝑓𝑡𝑡𝑓𝑓𝑡𝑡𝑡𝑡  is the monthly returns of the profitability and investment 
factors of RMW and CMA; 
𝑓𝑓0   is the regression intercept; 
𝐹𝐹𝑓𝑓𝑓𝑓𝑡𝑡𝑓𝑓𝑡𝑡𝑅𝑅𝑡𝑡𝑡𝑡𝑡𝑡  is the vector consisting of the monthly return of other UK 
Fama-French-style factors in the factor model; 
𝐶𝐶1 is the vector of regression coefficients of the UK Fama-
French-style factors on the left-hand-side factor; 
𝐶𝐶2 is the vector of regression coefficients of the innovations in 
the state variables on the left-hand-side factor; 
𝑡𝑡�𝑡𝑡  is the vector which contains innovations to the state variables 
of dividend yield, term spread, default spread and risk free 
rate; 
𝜀𝜀𝑡𝑡:                              is the error term. 
 
4.4.3.2 Cross-sectional regressions 
I follow Petkova (2006) and employ cross-sectional regressions to test the pricing 
significance of the state variables and the two new factors. I construct three sets of 
25 independently sorted portfolios sorted by:  
• size and book-to-market; 
• size and profitability;  
• size and investment.  
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I also construct one set of 34 industry portfolios to mimic the cross-section of stock 
returns.  
I follow Gregory, Tharyan and Christidis (2013) to use breakpoints based on the 
largest 350 stocks in the UK market to construct the test portfolios. I construct 
independently sorted portfolios based on intersections of different pairs of factor 
measures. At the end of June each year, I use accounting information from the 
previous December and construct 25 size-BM; 25 size-profitability and 25 size-I/A 
portfolios. For size groups, the four largest size groups are constructed using the 
quartiles of the largest 350 stocks and the smallest size group is formed from the 
rest of the sample. The sort of BM, profitability and I/A are realized using quintile 
breakpoints of the largest 350 stocks. In addition to the 25 annually rebalanced 
portfolios, I also follow Lewellen, Nagel and Shanken (2010)’s suggestion to 
construct industry based portfolios for a robustness test. I use the London Share 
Price Database (LSPD) industrial classification codes G17 and FTSE Industrial 
Classification Benchmark (ICB) to construct the 34 industry portfolios monthly 
returns from 1990 to 2016. 
The factor loadings indicate the significance of the risk factors in determining stock 
returns. For each group of the LHS portfolio excess returns, I run the following 
regressions: 
𝑅𝑅𝑖𝑖,𝑡𝑡 =  𝛼𝛼0 + 𝛽𝛽1𝐹𝐹𝑓𝑓𝑓𝑓𝑡𝑡𝑓𝑓𝑡𝑡𝑡𝑡  + 𝛽𝛽2𝑡𝑡�𝑡𝑡 +  𝜀𝜀𝑖𝑖,𝑡𝑡,  ∀𝑜𝑜,                                               (9) 
where 
𝑅𝑅𝑖𝑖,𝑡𝑡   is the vector of monthly excess returns of test portfolios; 
𝛼𝛼0  is the regression intercept; 
𝐹𝐹𝑓𝑓𝑓𝑓𝑡𝑡𝑓𝑓𝑡𝑡𝑡𝑡  is the vector of monthly returns of the profitability and investment 
factors RMW and CMA respectively; 
𝛽𝛽1, 𝛽𝛽2 are the vector of regression coefficients for factors and state variable 
innovations on the LHS portfolio excess returns; 
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𝑡𝑡�𝑡𝑡  is the vector which contains innovations in the state variables of 
dividend yield, term spread, default spread and risk-free rate; 
𝜀𝜀𝑖𝑖,𝑡𝑡                  is the error term. 
𝑅𝑅𝑖𝑖,𝑡𝑡 =  𝛾𝛾0 +  𝛾𝛾1𝛽𝛽1  +  𝛾𝛾2𝛽𝛽2 +  𝜀𝜀𝑖𝑖,𝑡𝑡,  ∀𝑜𝑜                                                        (10) 
where 
𝛽𝛽1 and 𝛽𝛽2        are the vectors of betas obtained in the first stage of regressions for 
the two new factors and innovations in the state variables; 
𝛾𝛾1 and 𝛾𝛾2  are the vectors of risk premiums for the two new factors and 
innovations in the state variables; 
𝛾𝛾0                    is the regression intercept. 
𝜀𝜀𝑖𝑖,𝑡𝑡                  is the error term. 
The significance of risk premiums shows whether the risk factors are priced in the 
market. 
Model (9) and (10) can be estimated using an OLS regression. However, the 
standard error of risk premiums in model (10) needs to be adjusted using the 
Shanken (1992) correction to fix the error in variable issue. The above two-pass 
regression can also be estimated using GMM methods (Hansen, 1982), which does 
not require the assumption of iid (independent and identically distributed) 
distribution of error term. Following Cochrane (2009), I specify the GMM settings 
as follows: 
𝐶𝐶 =  �𝐶𝐶𝑁𝑁 ⊗ 𝐶𝐶𝐾𝐾+1 00 𝛽𝛽�  
𝑜𝑜𝑀𝑀 = �
𝑁𝑁𝑀𝑀(𝑅𝑅𝑡𝑡 − 𝑓𝑓 −  𝛽𝛽𝑓𝑓)
𝑁𝑁𝑀𝑀(𝑅𝑅𝑡𝑡 − 𝑓𝑓 −  𝛽𝛽𝑓𝑓) ⊗𝑓𝑓𝑡𝑡









�𝐶𝐶𝑁𝑁 ⊗ 𝐶𝐶𝐾𝐾+1 00 𝛽𝛽� �
𝑁𝑁𝑀𝑀(𝑅𝑅𝑡𝑡 − 𝑓𝑓 −  𝛽𝛽𝑓𝑓)
𝑁𝑁𝑀𝑀(𝑅𝑅𝑡𝑡 − 𝑓𝑓 −  𝛽𝛽𝑓𝑓) ⊗𝑓𝑓𝑡𝑡
𝑁𝑁𝑀𝑀(𝑅𝑅𝑡𝑡 − 𝛾𝛾0 −  𝛽𝛽𝛾𝛾)
� = 0                                                 (11) 
V = (𝐶𝐶 ∗ 𝐷𝐷)−1 ∗ 𝐶𝐶 ∗ 𝑆𝑆 ∗ 𝐶𝐶′ ∗  (𝐶𝐶 ∗ 𝐷𝐷)′−1                                                            (12) 
Models (9) and (10) can be estimated by solving Model (11), where 𝐶𝐶 is the matrix 
that set moment conditions 𝑜𝑜𝑀𝑀 to zero in GMM estimation. Matrix D is the Jacobian 
matrix of moment condition matrix 𝑜𝑜𝑀𝑀with respect to model parameters. In matrix 
𝑜𝑜𝑀𝑀 , 𝑁𝑁𝑀𝑀(𝑅𝑅𝑡𝑡 − 𝑓𝑓 −  𝛽𝛽𝑓𝑓) and 𝑁𝑁𝑀𝑀(𝑅𝑅𝑡𝑡 − 𝑓𝑓 −  𝛽𝛽𝑓𝑓) ⊗𝑓𝑓𝑡𝑡 are N*K+N moment conditions 
corresponding to Model (9), where N denotes the number of . 𝑁𝑁𝑀𝑀(𝑅𝑅𝑡𝑡 − 𝛾𝛾0 −  𝛽𝛽𝛾𝛾) 
are N moment conditions corresponding to Model (10). 𝛽𝛽 = (K+1) * N, representing 
all the betas in Model (7) plus one row of 1 to obtain estimation of 𝜆𝜆0. The 
specification of 𝛽𝛽 leads to the same coefficient estimation for GMM and OLS two-
pass regression. The covariance matrix V of GMM estimators is calculated using 
Model (12), where S is the autocorrelation and heteroscedasticity-consistent 
variance-covariance matrix of pricing errors calculated using the Newey-West 
(1987) estimator with lag of 12. 
 
4.5 EMPIRICAL RESULTS 
4.5.1 Testing whether the investment factor and profitability 
factor predict macroeconomic growth  
Tables 4-1, 4-2 and 4-3 present the quarterly regression results of future economic 
growth on past factor returns for GDP growth, consumption and investment. The 
results suggest that the investment factor (CMA) in the UK is strongly correlated to 
future macroeconomic growth. In all three quarterly-based time-series regressions 
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that I conducted, the investment factor positively forecast future GDP growth, 
investment growth and consumption growth respectively. The explanatory power 
of the investment factor is consistent with the ICAPM explanation and thus the 
investment factor in the UK may capture the dynamics of the investment 
opportunity set. The result is not surprising, as Gregory, Harris and Michou (2003) 
show some evidence that HML predicts future GDP growth, while Zhou and 
Michou (2017) demonstrate that the information content of the value factor HML 
is subsumed by the investment factor in the UK stock market. The result of my 
study also confirm the recent findings in Cooper and Priestley (2011) and Cooper 
and Maio (2016), where the authors report that CMA predicts future economic 
activity growth in the US market.    
However, I do not find significant evidence that the profitability factor RMW is 
linked to economic growth in the UK market in the three scenarios that I take into 
account. In the US market, Wang (2013) also reports that the ROE factor suggested 
by Chen, Novy-Marx and Zhang (2011) does not predict future GDP growth. 
Cooper and Maio (2016), in their 12-month-lag time-series regressions, show an 
insignificant relation between the profitability factor and future macroeconomic 
activities. 
Furthermore, my results from the predictive regressions also show that TB and DY 
provide information about future economic growth. While the UK treasury bill rate 
is positively related to future GDP growth and future investment growth, dividend 
yield negatively predicts future consumption growth. The relationships are 
consistent with what has been reported by Gregory, Harris and Michou (2003) for 
the UK market. My results are consistent across three macroeconomic indicators: 
GDP growth, investment growth and consumption growth. The investment factor 
CMA is strongly correlated to future macroeconomic growth. However, I do not 
find supportive evidence that the profitability factor RMW is linked to economic 





Quarterly regression results of future economic growth on past factor returns 
This table presents quarterly time-series regressions results 𝐺𝐺𝐷𝐷𝑃𝑃𝑜𝑜𝑡𝑡𝑓𝑓𝑤𝑤𝑡𝑡ℎ𝑡𝑡,𝑡𝑡+4 = 𝑓𝑓 + 𝛽𝛽1 ∗  (𝑅𝑅𝐵𝐵 −
𝑅𝑅𝐹𝐹)𝑡𝑡−4,𝑡𝑡 + 𝛽𝛽2 ∗  𝐶𝐶𝐵𝐵𝐶𝐶𝑡𝑡−4,𝑡𝑡 + 𝛽𝛽3 ∗  𝑅𝑅𝐵𝐵𝑊𝑊𝑡𝑡−4,𝑡𝑡 +  𝛽𝛽4𝑀𝑀𝐵𝐵𝑡𝑡  +  𝛽𝛽5𝐷𝐷𝐷𝐷𝑡𝑡  +  𝛽𝛽6𝑀𝑀𝑁𝑁𝑅𝑅𝐵𝐵𝑡𝑡  + 𝛽𝛽7𝐶𝐶𝐷𝐷𝑃𝑃𝑜𝑜𝑡𝑡𝑓𝑓𝑤𝑤𝑡𝑡ℎ𝑡𝑡−4,𝑡𝑡 + 𝑡𝑡𝑡𝑡,𝑡𝑡+4. 
GDP growth is the UK GDP growth based on quarterly data of seasonal adjusted GDP. RM-RF is the 
UK excess market return calculated using the FTSE All-Share Index return and the monthly rate of the 
UK three-month treasury bill rate. CMA is the annual return of the investment factor. RMW is the annual 
return of the profitability factor. TB is the UK three-month treasury bill rate. DY is the dividend yield 
of the FTSE All-Share Index. TERM is the difference between the ten-year UK government bond yield 
and three-month treasury bill rate. IPD growth is the growth in UK industrial production from the past 
year. The t-statistics are corrected for heteroscedasticity and autocorrelation using the Newey-West 
estimator with three lags. The sample period is from the 3rd quarter of 1990 to the 2nd quarter of 2016.  
 (1) (2) (3) 
VARIABLES GDP growth GDP growth  GDP growth 
    
RM-RF 0.018 0.017 0.013 
 [1.598] [1.545] [1.198] 
CMA 0.019* 0.020*  
 [1.758] [1.778]  
RMW 0.001  0.005 
 [0.124]  [0.428] 
TB 0.201*** 0.202*** 0.190*** 
 [3.964] [4.222] [3.398] 
DY 0.031 0.030 -0.001 
 [0.152] [0.148] [-0.005] 
TERM 0.026 0.027 0.024 
 [1.157] [1.244] [1.017] 
IPD growth -0.066 -0.066 -0.082 
 [-1.244] [-1.242] [-1.654] 
Constant 0.024*** 0.024*** 0.027*** 
 [3.012] [3.071] [3.442] 
    








Quarterly regression results of future economic growth on past factor returns 
This table presents quarterly time-series regressions results 𝐶𝐶𝑁𝑁𝑀𝑀𝑜𝑜𝑡𝑡𝑓𝑓𝑤𝑤𝑡𝑡ℎ𝑡𝑡,𝑡𝑡+4 = 𝑓𝑓 + 𝛽𝛽1 ∗  (𝑅𝑅𝐵𝐵 −
𝑅𝑅𝐹𝐹)𝑡𝑡−4,𝑡𝑡 + 𝛽𝛽2 ∗  𝐶𝐶𝐵𝐵𝐶𝐶𝑡𝑡−4,𝑡𝑡 + 𝛽𝛽3 ∗  𝑅𝑅𝐵𝐵𝑊𝑊𝑡𝑡−4,𝑡𝑡 +  𝛽𝛽4𝑀𝑀𝐵𝐵𝑡𝑡  +  𝛽𝛽5𝐷𝐷𝐷𝐷𝑡𝑡  +  𝛽𝛽6𝑀𝑀𝑁𝑁𝑅𝑅𝐵𝐵𝑡𝑡  +  𝛽𝛽7𝐶𝐶𝐷𝐷𝑃𝑃𝑜𝑜𝑡𝑡𝑓𝑓𝑤𝑤𝑡𝑡ℎ𝑡𝑡−4,𝑡𝑡  +
 𝑡𝑡𝑡𝑡,𝑡𝑡+4. INVgrowth is the UK annual growth rate of gross fixed capital formation. (RM-RF) is the UK 
excess market return calculated using the FTSE All-Share Index return and the monthly rate of the 
UK three-month treasury bill rate. CMA is the annual return of the investment factor. RMW is annual 
return of the profitability factor. TB is the UK three-month treasury bill rate. DY is the dividend yield 
of the FTSE All-Share Index. TERM is the difference between the ten-year UK government bond 
yield and the three-month treasury bill rate. IPD growth is the growth in UK industrial production 
from the past year. The t-statistics are corrected for heteroscedasticity and autocorrelation using the 
Newey-West estimator with three lags. The sample period is from the 3rd quarter of 1990 to the 2nd 
quarter of 2016.  
 (1) (2) (3) 
VARIABLES INV growth INV growth INV growth 
    
RM-RF 0.063 0.063 0.003 
 [1.352] [1.377] [0.054] 
CMA 0.235*** 0.235***  
 [3.584] [3.634]  
RMW 0.003  0.042 
 [0.058]  [0.594] 
TB 0.822** 0.824** 0.688* 
 [2.311] [2.413] [1.824] 
DY -0.535 -0.538 -0.925 
 [-0.417] [-0.424] [-0.555] 
TERM 0.151 0.152 0.132 
 [1.052] [1.088] [0.863] 
L4. IPD growth -0.346 -0.345 -0.540* 
 [-1.191] [-1.195] [-1.820] 
Constant 0.029 0.029 0.066 
 [0.551] [0.564] [1.099] 
    
Observations 96 96 96 












Quarterly regression results of future economic growth on past factor returns 
This table presents quarterly time-series regressions results 𝐶𝐶𝑆𝑆𝐵𝐵𝑜𝑜𝑡𝑡𝑓𝑓𝑤𝑤𝑡𝑡ℎ𝑡𝑡,𝑡𝑡+4 = 𝑓𝑓 + 𝛽𝛽1 ∗  (𝑅𝑅𝐵𝐵 −
𝑅𝑅𝐹𝐹)𝑡𝑡−4,𝑡𝑡 + 𝛽𝛽2 ∗  𝐶𝐶𝐵𝐵𝐶𝐶𝑡𝑡−4,𝑡𝑡 + 𝛽𝛽3 ∗  𝑅𝑅𝐵𝐵𝑊𝑊𝑡𝑡−4,𝑡𝑡 +  𝛽𝛽4𝑀𝑀𝐵𝐵𝑡𝑡  +  𝛽𝛽5𝐷𝐷𝐷𝐷𝑡𝑡  +  𝛽𝛽6𝑀𝑀𝑁𝑁𝑅𝑅𝐵𝐵𝑡𝑡  +  𝛽𝛽7𝐶𝐶𝐷𝐷𝑃𝑃𝑜𝑜𝑡𝑡𝑓𝑓𝑤𝑤𝑡𝑡ℎ𝑡𝑡−4,𝑡𝑡  +
 𝑡𝑡𝑡𝑡,𝑡𝑡+4. CSM growth is the UK annual growth rate based on quarterly total household consumption 
expenditure. (RM-RF) is the UK annual excess market return calculated using the FTSE All-Share 
Index return and monthly rate of the UK three month treasury bill rate. CMA is annual return of the 
investment factor. RMW is annual return of the profitability factor. TB is the UK three month treasury 
bill rate. DY is the dividend yield of FTSE All-Share Index. TERM is the difference between the ten-
year UK government bond yield and three-month treasury bill rate. IPD growth is the growth in UK 
industrial production from the past year. The t-statistics are corrected for heteroscedasticity and 
autocorrelation using the Newey-West estimator with three lags. The sample period is from the 3rd 
quarter of 1990 to the 2nd quarter of 2016.  







    
RM-RF 0.013 0.012 0.005 
 [0.784] [0.752] [0.319] 
CMA 0.030** 0.031**  
 [2.248] [2.362]  
RMW 0.004  0.009 
 [0.252]  [0.523] 
TB 0.069 0.072 0.052 
 [0.779] [0.824] [0.559] 
DY -0.496* -0.499* -0.546* 
 [-1.853] [-1.909] [-1.922] 
TERM -0.019 -0.017 -0.021 
 [-0.538] [-0.514] [-0.572] 
IPDgrowth -0.027 -0.026 -0.052 
 [-0.365] [-0.360] [-0.687] 
Constant 0.045*** 0.045*** 0.050*** 
 [4.162] [4.345] [4.583] 
    
Observations 96 96 96 
Adj. R-squared 7.8% 8.8% 3.4% 
 
 
4.5.1.1 ADF test results, summary statistics and correlations 
Table 4-4 presents the results from the ADF test statistics. According to the ADF 
test statistics, default spread and risk-free rate do not pass the unit root test. Since I 
cannot reject the null hypothesis that default spread and risk-free rate do not have a 
unit root, I replace the variables with their first difference for my VAR estimation. 
204 
 
After taking the first difference, both variables pass the ADF test and thus are 
included in my VAR system.  
Tables 4-5 and 4-6 present the summary statistics and the correlations of all 
variables used to test the first hypothesis. The summary statistics show that both the 
investment factor and the profitability factor have strong premia in the UK market, 
compared with the value factor HML with 0.38% monthly return premium at 10% 
level. The investment factor CMA has a 0.5% monthly return premium at 1% 
significant level, while the profitability factor RMW also has a 0.51% monthly 
return at the same significant level. In the correlation matrix, I can see a relatively 
high correlation between CMA and HML at 0.357. There are relatively low 
correlations between the two new factors and innovations in the state variables. 
Table 4-4 
ADF test statistics 
This table presents the ADF test statistics of all variables included in the VAR system. Twelve 
lags are used in the ADF test. If the test statistic exceeds the critical value, then the null 
hypothesis is rejected, indicating stationarity of the tested variable. If the test statistic does not 
exceed the critical value, the null hypothesis of unit root existence cannot be rejected, the 
variable is therefore non-stationary. Critical values of the ADF test are -3.4563 at the 1% 
level, -2.8724 at the 5% level and -2.5725 at the 10% level. 














Summary statistics of all variables used 
This table presents the summary statistics of all variables used. (RM-RF) is the UK monthly excess market return calculated using 
the FTSE All-Share Index return and monthly rate of the UK three-month treasury bill rate. CMA is the monthly return of the 
investment factor. RMW is the monthly return of the profitability factor. SMB is the monthly return of the size factor. HML is the 
monthly return of the value factor. 𝑡𝑡�DY, 𝑡𝑡�TERM, 𝑡𝑡�RF, 𝑡𝑡�DEF, 𝑡𝑡�CPI are innovations in the state variables dividend yield, term spread, 
default spread and risk-free rate. DY is the dividend yield of the FTSE All-Share Index. TERM is the difference between the ten-
year UK government bond yield and three-month treasury bill rate. RF is the monthly return of three-month UK Treasury Bill rate. 
DEF is the default spread, which is measured as the difference between the monthly return of the Financial Times fixed interest 
security index and the Financial Times government securities price index before April 2002. Starting from April 2002, default spread 
is the difference between the Thomson Reuters UK Corporate Benchmark Triple-B ten-years yield and the ten-year UK government 
bond yield. CPI is the UK monthly percentage change in the Consumer Price Index. Newey-West t-statistics using six lags are 
reported. 
Variable Mean Median Max Min SD Skewness Kurtosis t-statistics 
RM-RF 0.0040* 0.0085 0.0990 -0.1361 0.0399 -0.57 3.71 1.75 
CMA 0.0050*** 0.0035 0.1234 -0.0806 0.0238 0.50 5.69 3.07 
RMW 0.0051*** 0.0022 0.2504 -0.0972 0.0299 2.11 19.21 2.79 
SMB -0.0012 -0.0014 0.1833 -0.1517 0.0401 0.32 5.83 -0.47 
HML 0.0038* 0.0034 0.0888 -0.1159 0.0280 -0.38 5.06 1.87 
𝑡𝑡�DY 0.0001 0.0014 0.1905 -0.2715 0.0402 -1.84 18.37 0.05 
𝑡𝑡�TERM 0.0000 0.0021 0.1232 -0.1201 0.0402 0.00 3.32 0.02 
𝑡𝑡�RF 0.0001 0.0035 0.1442 -0.2712 0.0402 -2.25 17.14 0.05 
𝑡𝑡�DEF 0.0000 -0.0002 0.2180 -0.1343 0.0401 0.42 6.12 0.00 




Correlations of all variables used 
This table presents the correlations of all variables used. (RM-RF) is the UK monthly excess market return calculated using 
the FTSE All-Share Index return and the monthly rate of the UK three-month treasury bill rate. CMA is the monthly return 
of the investment factor. RMW is the monthly return of the profitability factor. SMB is the monthly return of the size 
factor. HML is the monthly return of the value factor. 𝑡𝑡�DY, 𝑡𝑡�TERM, 𝑡𝑡�RF, 𝑡𝑡�DEF, 𝑡𝑡�CPI are innovations in the state variables 
dividend yield, term spread, default spread and risk-free rate. DY is the dividend yield of the FTSE All-Share Index. TERM 
is the difference between the ten-year UK government bond yield and the three-month treasury bill rate. RF is the monthly 
return of the three-month UK Treasury Bill rate. DEF is the default spread, which is measured as the difference between 
the monthly return of the Financial Times fixed interest security index and the Financial Times government securities price 
index before April 2002. Starting from April 2002, default spread is the difference between the Thomson Reuters UK 
Corporate Benchmark Triple-B ten years yield and the the ten-year UK government bond yield. CPI is the UK monthly 
percentage change in the Consumer Price Index. 
 RM-RF CMA RMW SMB HML 𝒖𝒖�𝐃𝐃𝐃𝐃 𝒖𝒖�𝐓𝐓𝐓𝐓𝐓𝐓𝐓𝐓 𝒖𝒖�𝐓𝐓𝐑𝐑 𝒖𝒖�𝐃𝐃𝐓𝐓𝐑𝐑 
CMA -0.132         
RMW -0.262 0.156        
SMB -0.029 -0.047 -0.134       
HML 0.090 0.357 -0.178 -0.186      
𝑡𝑡�DY 0.003 -0.190 -0.040 -0.048 -0.092     
𝑡𝑡�TERM -0.006 0.010 0.094 -0.207 -0.121 -0.144    
𝑡𝑡�RF 0.009 -0.141 -0.054 0.065 0.020 0.154 -0.373   
𝑡𝑡�DEF 0.004 0.064 -0.001 0.119 0.165 0.129 -0.521 0.123  
𝑡𝑡�CPI -0.001 0.014 0.109 -0.032 -0.048 0.119 -0.087 0.042 0.012 
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4.5.1.2 Results on the relationship between the profitability 
and investment factors and the innovations to state 
variables that track investment opportunities 
Table 4-7 presents the results from time-series regressions that show the 
relationship between the profitability and investment factors and the innovations to 
state variables that track investment opportunities. The time series regression results 
indicate that the source of the predictive power of the value factor comes from its 
correlation with the term spread and default spread. The source of informativeness 
of the investment factor stems from its relationship to changes in dividend yield and 
shocks to the risk-free rate. As change in the risk-free rate and dividend/investment 
policy are likely to be related to the return of firms with extremely high and low 
investment, it is no surprise to find a connection between shocks to these state 
variables and the return of investment factor. 
The monthly contemporaneous regression results indicate that the source of 
informativeness of the investment factor may stem from its relationship to shocks 
in dividend yield, as dividend yields are generally treated as significant indicators 
of discount rates and expected returns about future stock market (Campbell and 
Shiller, 1988; Fama and French, 1988; 1989; Lewellen, 2004). The significant 
negative correlation may suggest that CMA may have captured the discrepancy 
between high investment firms and low investment firms regarding their price 
sensitivity to shocks to the overall market discount rate and expected returns.  
Moreover, the regression also suggests significant linkage between the profitability 
factor and shocks to inflation. As suggested by Feldstein (1980) and Pearce and 
Roley (1983), shocks to inflation induce investors to revise their expectations of 
future inflation which attenuates the stock price. It is therefore not surprising to find 
a connection between innovation to inflation and returns between high profitability 
stocks and low profitability stocks. Profitable firms seem to be less price-sensitive 





Time-series regression results  
This table presents time series regression 𝑡𝑡�𝑡𝑡 =  𝑓𝑓0 + 𝑓𝑓1𝑅𝑅𝑀𝑀,𝑡𝑡 + 𝑓𝑓2𝑅𝑅𝑅𝑅𝑀𝑀𝑊𝑊,𝑡𝑡  + 𝑓𝑓3𝑅𝑅𝐶𝐶𝑀𝑀𝐶𝐶,𝑡𝑡 + 𝜀𝜀𝑡𝑡. (RM-RF) is the 
UK monthly excess market return calculated using the FTSE All-Share Index return and the monthly rate 
of the UK three-month treasury bill rate. CMA is the monthly return of the investment factor. RMW is the 
monthly return of the profitability factor. 𝑡𝑡�DY, 𝑡𝑡�TERM, 𝑡𝑡�RF, 𝑡𝑡�DEF, 𝑡𝑡�CPI are innovations in the state variables 
dividend yield, term spread, default spread and risk-free rate. DY is the dividend yield of the FTSE All-
Share Index. TERM is the difference between the ten-year UK government bond yield and the three-month 
treasury bill rate. RF is the monthly return of three-month UK treasury bill rate. DEF is the default spread, 
which is measured as the difference between the monthly return of the Financial Times fixed interest security 
index and the Financial Times government securities price index before April 2002. Starting from April 
2002, default spread is the difference between the Thomson Reuters UK Corporate Benchmark Triple-B ten 
years yield and the ten-year UK government bond yield. CPI is the UK monthly percentage change in the 
Consumer Price Index. The sample period is from June 1990 to June 2016 The t-statistics are corrected for 
heteroscedasticity and autocorrelation using the Newey-West estimator with three lags. 
DEPENDENT 𝒖𝒖�𝐃𝐃𝐃𝐃 𝒖𝒖�𝐓𝐓𝐓𝐓𝐓𝐓𝐓𝐓 𝒖𝒖�𝐓𝐓𝐑𝐑 𝒖𝒖�𝐃𝐃𝐓𝐓𝐑𝐑 𝒖𝒖�𝐂𝐂𝐂𝐂𝐂𝐂 VARIABLES 
      
RM-RF -0.036 0.018 -0.021 0.010 0.033 
 [-0.363] [0.185] [-0.209] [0.143] [0.450] 
RMW -0.030 0.131 -0.054 -0.011 0.160** 
 [-0.449] [1.460] [-0.795] [-0.126] [2.089] 
CMA -0.319** -0.005 -0.233 0.112 -0.002 
 [-2.457] [-0.054] [-1.576] [1.311] [-0.019] 
Constant 0.002 -0.001 0.002 -0.001 -0.001 
 [0.674] [-0.264] [0.713] [-0.378] [-0.378] 
      
Observations 304 304 304 304 304 






4.5.2 A comparison of the relative informativeness of the two 
new risk factors and the innovation to state variables 
4.5.2.1 Spanning test results  
Table 4-8 presents results from the spanning tests. The factor-spanning test results 
provide several findings. Firstly, consistent with Zhou and Michou (2017)’s results, 
the investment and profitability factors are significantly correlated with SMB and 
HML in the UK market. The profitability factor RMW is negatively linked to the 
market portfolio excess return, SMB and HML. The investment factor CMA has a 
significant overlap with information on the value factor HML, with a significant 
0.337 coefficient in the regression. The significant intercept terms in both 
regressions show that CMA and RMW are not captured by SMB and HML. A more 
important finding here is that controlling for innovations to the state variables does 
not change the significance of the intercept terms, which means that the information 
content in RMW and CMA exceeds that contained in state variable shocks in the 
UK market. I therefore would expect the pricing performance of RMW and CMA 
not to be captured by the innovation in state variables in my sample. 
4.5.2.2 Cross-sectional regression results 
From Table 4-9 to Table 4-12, I report results for two-pass cross-sectional 
regressions for the pricing significance of the state variable models and new factor 
models. “SH t-stat” demonstrates the t-statistics obtained using the Shanken (1992) 
correction for the error-in-variable problem in the Fama-Macbeth (1973) 
regression. “GMM t-stat” reports the t-statistics obtained using a one-step GMM 
estimation with the Newey-West Variance-Covariance matrix. The statistics from 
both approaches are qualitatively similar across all of my samples tested. Across 
the samples, I find that the CMA factor is marginally priced at a 10% level, though 
with two positive prices and two negative ones. The puzzling pricing performance 
may be attributed to the choice of testing portfolios. The RMW factor is 
significantly priced only in size-profitability portfolios. However, I confirm that the 
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information content of state variable innovations is spanned by CMA and RMW 
since none of the state variable innovation factors are significantly priced when 
CMA and RMW are included in the factor model. Moreover, CMA and RMW bring 
in incremental adjusted R-squared to the state variable models in all scenarios. 
The cross-section in 25 size-BM portfolios (Table 4-9) is captured by the eight 
factor models. The null hypothesis that all pricing errors are jointly equal to zero 
cannot be rejected at the 5% level. And the intercept terms are statistically 
insignificant. For the state variable model, I find that shocks to both dividend yield 
and inflation are negatively priced. However, their pricing significance disappears 
once CMA and RMW factors are included in the model. CMA is marginally 
significant at a 10% level with a positive price. Including RMW and CMA also 
improves the explanatory power of the state variable innovation factors with 
additional 10% in adjusted R-squared.  
Table 4-10 shows the regression results for the 25 size-Profitability portfolios. 
Neither of the models explain the cross sections in returns, as the χ2 test is rejected, 
pricing errors are not jointly equal to zero. In the state variable model, the market 
portfolio risk premium is significant and negatively priced, while innovations in 
default spreads are positive and significantly priced. In the augmented model, both 
CMA and RMW are positively significantly priced.  
For the 25 size-Investment portfolios, as illustrated in Table 4-11, only the CMA 
factor is negatively priced in the augmented model. The state variable shocks are 
not priced. The pricing errors are not significantly different from zero while the 
intercepts are significantly priced. For the 34 industry portfolios, the CMA factor is 
also negatively priced at the 10% level. The explanatory power of both models is 
notably low at 14% and 11%, indicating that my current models do not capture 





Spanning test results 
This table presents time series factor spanning test results. CMA is the monthly return of the investment 
factor. RMW is the monthly return of the profitability factor. 𝑡𝑡�RM−RF, 𝑡𝑡�DY, 𝑡𝑡�TERM, 𝑡𝑡�RF, 𝑡𝑡�DEF, 𝑡𝑡�CPI are 
innovations in market excess return and the state variables dividend yield, term spread, default spread and 
risk free rate. (RM-RF) is the UK monthly excess market return calculated using the FTSE All-Share 
Index return and the monthly rate of the UK three-month treasury bill rate. DY is the dividend yield of 
the FTSE All-Share Index. TERM is the difference between the ten-year UK government bond yield and 
the three-month treasury bill rate. RF is the monthly return of the three-month UK treasury bill rate. DEF 
is the default spread, which is measured as the difference between the monthly return of the Financial 
Times fixed interest security index and the Financial Times government securities price index before 
April 2002. Starting from April 2002, default spread is the difference between the Thomson Reuters UK 
Corporate Benchmark Triple-B ten years yield and the ten-year UK government bond yield. CPI is the 
UK monthly percentage change in the Consumer Price Index. The sample period is from June 1990 to 
June 2016. The t-statistics are corrected for heteroscedasticity and autocorrelation using the Newey-West 
estimator with three lags. 
DEPENDENT   
VARIABLES RMW CMA 
   
Constant 0.005*** 0.003** 
 [3.462] [2.119] 
𝑡𝑡�DY -0.036 -0.077** 
 [-1.066] [-2.169] 
𝑡𝑡�TERM 0.058 0.001 
 [1.214] [0.013] 
𝑡𝑡�RF 0.009 -0.074 
 [0.265] [-1.602] 
𝑡𝑡�DEF 0.072 0.015 
 [1.512] [0.518] 
𝑡𝑡�RM−RF -0.163** -0.070* 
 [-2.438] [-1.722] 
𝑡𝑡�CPI 0.073* 0.020 
 [1.842] [0.670] 
SMB -0.134*** 0.027 
 [-2.669] [0.665] 
HML -0.288*** 0.337*** 
 [-3.691] [4.773] 
CMA 0.250  
 [1.441]  
RMW  0.149 
  [1.625] 
   
Observations 303 303 




Cross-sectional regressions on 25 sizeBook-to-market portfolios 
This table presents Fama-Macbeth cross-sectional regressions of a linear factor model for 25 portfolios sorted independently by size and book-to-market. The risk premiums are 
calculated for market excessive returns (RF-RM), the UK monthly excess market return is calculated using the FTSE All-Share Index return and the monthly rate of the UK three-
month treasury bill rate, denoted by 𝛾𝛾𝑀𝑀, and innovations in the stated variables dividend yield, term spread, default spread and risk-free rate. DY is the dividend yield of the FTSE 
All-Share Index. TERM is the difference between the ten-year UK government bond yield and the three-month treasury bill rate. RF is the monthly return of three-month UK 
treasury bill rate. DEF is the default spread, which is measured as the difference between the monthly return of the Financial Times fixed interest security index and the Financial 
Times government securities price index before April 2002. Starting from April 2002, default spread is the difference between the Thomson Reuters UK Corporate Benchmark 
Triple-B ten years yield and the ten-year UK government bond yield. CPI is the UK monthly percentage change in the Consumer Price Index. The GMM t-statistic is corrected for 
serial correlation and heteroscedasticity using a 12-lag Newey-West variance-covariance matrix of pricing errors. The SH t-stat is the adjusted t-statistic of OLS results following 
the Shanken (1992) approach to the error-in-variable problem. The last column reports 𝜒𝜒2 statistics and the corresponding P value, to the null hypothesis that pricing errors in the 
first pass regression are jointly equal to zero. The estimated coefficients are presented as percentages per month. Sample period: June 1990 to June 2016. 
Variable 𝜸𝜸𝟎𝟎 𝜸𝜸𝑴𝑴 𝜸𝜸𝒖𝒖�DIV 𝜸𝜸𝒖𝒖�TERM 𝜸𝜸𝒖𝒖�RF 𝜸𝜸𝒖𝒖�DEF 𝜸𝜸𝒖𝒖�CPI 𝜸𝜸CMA 𝜸𝜸RMW Adj. 𝑹𝑹𝟐𝟐 𝝌𝝌𝟐𝟐 
estimate 0.34 0.56 -1.37 0.77 0.26 1.23 -1.63 0.51* 0.19 0.61 26.74 
SH t-stat 0.86 0.90 -1.08 0.74 0.20 1.23 -1.25 1.45 0.49  0.06 
GMM t-stat 0.68 0.94 -1.17 0.78 0.21 1.14 -1.32 1.75 0.50   
            
Variable 𝜸𝜸𝟎𝟎 𝜸𝜸𝑴𝑴 𝜸𝜸𝒖𝒖�DIV 𝜸𝜸𝒖𝒖�TERM 𝜸𝜸𝒖𝒖�RF 𝜸𝜸𝒖𝒖�DEF 𝜸𝜸𝒖𝒖�CPI   Adj. 𝑹𝑹𝟐𝟐 𝝌𝝌𝟐𝟐 
estimate 0.51 0.37 -2.03** 1.38 -0.25 1.40 -2.78*   0.51 32.60 
SH t-stat 1.49 0.67 -1.82 1.21 -0.18 1.34 -1.65    0.03 




Cross-sectional regressions on 25 size-Pprofitability portfolios 
This table presents Fama-Macbeth cross-sectional regressions of a linear factor model for 25 portfolios sorted independently by size and OP/B. The risk premiums are calculated 
for market excessive returns (RF-RM), the UK monthly excess market return is calculated using the FTSE All-Share Index return and the monthly rate of the UK three-month 
treasury bill rate, denoted by 𝛾𝛾𝑀𝑀; and innovations in the stated variables dividend yield, term spread, default spread and risk free rate. DY is the dividend yield of the FTSE All-
Share Index. TERM is the difference between the ten-year UK government bond yield and the three-month treasury bill rate. RF is the monthly return of three-month UK treasury 
bill rate. DEF is the default spread, which is measured as the difference between the monthly return of the Financial Times fixed interest security index and the Financial Times 
government securities price index before April 2002. Starting from April 2002, default spread is the difference between the Thomson Reuters UK Corporate Benchmark Triple-B 
ten years yield and the ten-year UK government bond yield. CPI is the UK monthly percentage change in the Consumer Price Index. The GMM t-statistic is corrected for serial 
correlation and heteroscedasticity using a 12-lag Newey-West variance-covariance matrix of pricing errors. The SH t-stat is the adjusted t-statistic of OLS results following the 
Shanken (1992) approach to the error-in-variable problem. The last column reports χ2 statistics and the corresponding P value, to the null hypothesis that pricing errors in the first 
pass regression are jointly equal to zero. The estimated coefficients are presented as percentages per month. Sample period: June 1990 to June 2016. 
Variable 𝜸𝜸𝟎𝟎 𝜸𝜸𝑴𝑴 𝜸𝜸𝒖𝒖�DIV 𝜸𝜸𝒖𝒖�TERM 𝜸𝜸𝒖𝒖�RF 𝜸𝜸𝒖𝒖�DEF 𝜸𝜸𝒖𝒖�CPI 𝜸𝜸CMA 𝜸𝜸RMW Adj. 𝑹𝑹𝟐𝟐 𝝌𝝌𝟐𝟐 
Estimate 1.17** -0.25 0.25 -0.48 -0.50 1.15 -1.48 0.93* 0.67*** 0.62 59.37 
SH t-stat 2.76 -0.41 0.26 -0.43 -0.48 1.36 -1.07 2.01 2.61  0.00 
GMM t-stat 2.04 -0.38 0.26 -0.45 -0.49 1.49 -0.98 1.70 2.46   
            
Variable 𝜸𝜸𝟎𝟎 𝜸𝜸𝑴𝑴 𝜸𝜸𝒖𝒖�DIV 𝜸𝜸𝒖𝒖�TERM 𝜸𝜸𝒖𝒖�RF 𝜸𝜸𝒖𝒖�DEF 𝜸𝜸𝒖𝒖�CPI   Adj. 𝑹𝑹𝟐𝟐 𝝌𝝌𝟐𝟐 
Estimate 2.18*** -1.32** 0.30 0.18 -1.28 1.62*** 0.55   0.46 80.06 
SH t-stat 5.57 -2.57 0.36 0.20 -1.34 2.04 0.42    0.00 





Cross-sectional regressions on 25 size Investment portfolio 
This table presents Fama-Macbeth cross-sectional regressions of a linear factor model for 25 portfolios sorted independently by size and I/A. The risk premiums are calculated for 
market excessive returns (RF-RM), the UK monthly excess market return calculated using the FTSE All-Share Index return and the monthly rate of the UK three-month treasury bill 
rate, denoted by 𝛾𝛾𝑀𝑀 , and innovations in the stated variables dividend yield, term spread, default spread and risk free rate. DY is the dividend yield of FTSE All-Share Index. TERM is 
the difference between the ten-year UK government bond yield and the three-month treasury bill rate. RF is the monthly return of three month UK treasury bill rate. DEF is the default 
spread, which is measured as the difference between the monthly return of the Financial Times fixed interest security index and the Financial Times government securities price index 
before April 2002. Starting from April 2002, default spread is the difference between the Thomson Reuters UK Corporate Benchmark Triple-B ten years yield and the ten-year UK 
government bond yield. CPI is the UK monthly percentage change in the Consumer Price Index. The GMM t-statistic is corrected for serial correlation and heteroscedasticity using a 
12-lag Newey-West variance-covariance matrix of pricing errors. The SH t-stat is the adjusted t-statistic of OLS results following the Shanken (1992) approach to the error-in-variable 
problem. The last column reports 𝜒𝜒2 statistics and the corresponding P value, to the null hypothesis that pricing errors in the first pass regression are jointly equal to zero. The estimated 
coefficients are presented as percentages per month. The sample period is from June 1990 to June 2016. 
Variable 𝜸𝜸𝟎𝟎 𝜸𝜸𝑴𝑴 𝜸𝜸𝒖𝒖�DIV 𝜸𝜸𝒖𝒖�TERM 𝜸𝜸𝒖𝒖�RF 𝜸𝜸𝒖𝒖�DEF 𝜸𝜸𝒖𝒖�CPI 𝜸𝜸CMA 𝜸𝜸RMW Adj. 𝑹𝑹𝟐𝟐 𝝌𝝌𝟐𝟐 
Estimate 1.29*** -0.42 0.99 0.04 -0.37 -0.72 -0.02 -0.41* 0.20 0.47 25.18 
SH t-stat 3.70 -0.90 0.95 0.04 -0.47 -0.61 -0.02 -1.72 0.48  0.09 
GMM t-stat 2.92 -0.81 0.83 0.04 -0.43 -0.56 -0.01 -1.57 0.38   
            
Variable 𝜸𝜸𝟎𝟎 𝜸𝜸𝑴𝑴 𝜸𝜸𝒖𝒖�DIV 𝜸𝜸𝒖𝒖�TERM 𝜸𝜸𝒖𝒖�RF 𝜸𝜸𝒖𝒖�DEF 𝜸𝜸𝒖𝒖�CPI   Adj. 𝑹𝑹𝟐𝟐 𝝌𝝌𝟐𝟐 
Estimate 1.17*** -0.27 1.37 -0.02 0.34 -1.10 1.33   0.27 23.60 
SH t-stat 3.48 -0.56 1.21 -0.02 0.37 -0.90 0.94    0.21 





Cross-sectional regressions on 34 Industry portfolios 
This table presents Fama-Macbeth cross-sectional regressions of a linear factor model for 34 industry portfolios. The risk premiums are calculated for market excessive returns 
(RF-RM), the UK monthly excess market return calculated using the FTSE All-Share Index return and the monthly rate of the UK three-month treasury bill rate, denoted by 𝛾𝛾𝑀𝑀, 
and innovations in the ten-year UK government bond yield and the three-month treasury bill rate. RF is the monthly return of three-month UK treasury bill rate. DEF is the default 
spread, which is measured as the difference between the monthly return of the Financial Times fixed interest security index and the Financial Times government securities price 
index before April 2002. Starting from April 2002, default spread is the difference between the Thomson Reuters UK Corporate Benchmark Triple-B ten years yield and the ten-
year UK government bond yield. CPI is the UK monthly percentage change in the Consumer Price Index. The GMM t-statistic is corrected for serial correlation and 
heteroscedasticity using a 12-lag Newey-West variance-covariance matrix of pricing errors. The SH t-stat is the adjusted t-statistic of OLS results following the Shanken (1992) 
approach to the error-in-variable problem. The last column reports 𝜒𝜒2 statistics and the corresponding P value, to the null hypothesis that pricing errors in the first pass regression 
are jointly equal to zero. The estimated coefficients are presented as percentages per month. The sample period is from June 1990 to June 2016. 
Variable 𝜸𝜸𝟎𝟎 𝜸𝜸𝑴𝑴 𝜸𝜸𝒖𝒖�DIV 𝜸𝜸𝒖𝒖�TERM 𝜸𝜸𝒖𝒖�RF 𝜸𝜸𝒖𝒖�DEF 𝜸𝜸𝒖𝒖�CPI 𝜸𝜸CMA 𝜸𝜸RMW Adj. 𝑹𝑹𝟐𝟐 𝝌𝝌𝟐𝟐 
Estimate 0.75* 0.28 1.26 1.36 -0.67 -0.56 -1.18 -0.60* 0.01 0.14 135.27 
SH t-stat 1.93 0.63 1.56 1.29 -0.89 -0.49 -1.17 -1.72 0.02  0.00 
GMM t-stat 1.75 0.02 1.50 1.27 -0.78 -0.45 -1.02 -1.81 0.67   
            
Variable 𝛾𝛾0 𝛾𝛾𝑀𝑀 𝛾𝛾𝑜𝑜�DIV 𝛾𝛾𝑜𝑜�TERM 𝛾𝛾𝑜𝑜�RF 𝛾𝛾𝑜𝑜�DEF 𝛾𝛾𝑜𝑜�CPI   Adj. 𝑅𝑅2 𝜒𝜒2 
Estimate 0.72* -0.02 1.36* 0.88 -0.36 -0.28 -0.23   0.11 159.02 
SH t-stat 1.88 -0.03 1.81 0.95 -0.55 -0.26 -0.25    0.00 





This third empirical chapter explores the information content of two new risk 
factors, the profitability factor and the investment factor and attempts to link them 
to the state variables that predict future investment opportunities. I have explored 
this link by attempting a numbers of tests: In the first stage, I attempt to examine 
whether both the investment factor and profitability factor can predict GDP growth, 
investment growth and consumption growth. Secondly, I test whether both the 
investment factor and profitability factor can predict innovations to state variables 
related to future investment opportunities. Finally, I compare the informativeness 
of innovations to state variables with investment growth and profitability factor 
pricing significance using a number of methodological procedures: a) a one-step 
Generalized Methods of Moments (GMM) methodology, b) a two-pass Fama-
Macbeth cross-sectional regressions analysis and c) a factor-spanning analysis. 
The first set of results suggests that that the investment factor (CMA) in the UK is 
strongly correlated to future macroeconomic growth. In all three quarterly-based 
time-series regressions, the investment factor can positively forecast future GDP 
growth, investment growth and consumption growth respectively. However, I do 
not find significant evidence that the profitability factor RMW is linked to 
economic growth in the UK market in the three scenarios that I take into account. 
The second set of results from the time series regression analysis shows that the 
source of the predictive power of the value factor comes from its correlation with 
the term spread and default spread. The source of informativeness of the investment 
factor stems from its relationship to changes in dividend yield and shocks to the 
risk-free rate. 
The third set of results indicate that the information content of state variable 
innovations is spanned by the CMA and RMW factors since none of the state 
variable innovation factors are significantly priced when CMA and RMW are 
included in the factor model. 
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To summarise, the results are to some extent consistent with the risk-based 
economic interpretations of the new factors. Firstly, the results confirm that the 
investment factor predicts future economic growth proxied by GDP growth, 
investment growth and consumption growth. In addition, both the investment factor 
and the profitability factor have a significant relationship with shocks to 
macroeconomic state variables. The investment factor is related to dividend yield 
shocks, whereas the profitability factor is related to inflation. Furthermore, the two 
new factors provide incremental information to the macroeconomic factors in the 
UK market. The pricing significance of macroeconomic variable shocks disappears 




















This main purpose of this thesis has been to provide an out-sample analysis of 
various asset pricing techniques using UK stock market data. The first empirical 
chapter examined the existence of a “net equity issuance” (NEI) effect in the UK 
stock market. Net Equity Issuance (NEI) refers to the change in a firm’s shares 
outstanding due to events such as SEOs, acquisitions financed by share issues, 
issues to staff and share repurchases. The NEI effect is the ability of share issuance 
by firms to predict their subsequent stock returns. My results mainly suggest that 
there is an NEI effect in the UK. However, a discrepancy exists between the UK 
results and those found in the US. In the UK market, negative-NEI stocks tend to 
show negative subsequent returns while zero-NEI stocks have the highest 
subsequent returns. I also find that the abnormal returns from the NEI effect 
disappear when transaction costs are taken into account. Furthermore, the asset 
pricing test results suggest that the new factor models partially explain the NEI 
effect in the UK.  
The first empirical chapter has important implications for investors in the UK stock 
market. It shows that share-issuance contains significant information for future 
stock returns in the UK stock market apart from the other variables. Although the 
gains of the hedge portfolio consisting of a long position in zero-NEI shares and 
short position in high-NEI portfolios are offset by the transaction costs, NEI may 
contribute to a profitable investment strategy after combining with other 
informative factors in the UK. Alternatively, investors may consider constructing 
portfolios with different rebalance frequencies, which may lead to profitable 
strategies. 
The main limitation to the first empirical chapter is that my data set only includes 
the NEI variable, which measures the aggregated change in shares outstanding. In 
the US study, Pontiff and Woodgate (2008) confirm the robustness of the NEI effect 
by excluding NEI changes due to events such as SEOs and stock-financed 
acquisitions. The first chapter does not disaggregate the NEI variable and trace its 
source of predictive power, especially for the positive NEI portfolios. It remains 
unclear what the driving forces of the NEI effect are in the UK market. In addition, 
the UK NEI effect does not include positive significant returns for the negative-NEI 
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stocks. It is therefore unlikely to construct an NEI factor with bottom-minus-top 
portfolio returns, which might contribute to the existing linear asset pricing factor 
models in the UK.  
Future research may investigate the underpinning reasons for the NEI effect in the 
UK by disaggregating the NEI variable into different categories. Firstly, although 
Pontiff and Woodgate (2008) suggest that the NEI effect in the US could be driven 
by timing by managers for SEOs and stock-financed acquisitions when shares are 
overvalued, and for repurchases when shares are undervalued, the US NEI results 
remain robust after excluding SEOs and M&A events. The NEI variable could be 
disaggregated into different events such as SEOs, share-based acquisitions, issues 
to staff, etc. Testing the predictive power of each NEI component may provide 
further insight into the underpinning reason for the effect as well as exploitable 
investment strategies in the UK market. Secondly, future research may consider 
following the spirit of Stambaugh and Yuan (2016) to combine NEI information 
with the other informative factors to construct a mispricing factor model in the UK 
market to better explain the cross-section of stock returns. 
The second empirical chapter evaluates the information content of the new asset 
pricing factors in the UK. I find that two new risk factors, the investment factor and 
the profitability factor, improve the factor model’s performance in the UK while 
both the size factor “small minus big” (SMB) and the value factor “high minus low” 
(HML) are redundant. There is also evidence that factor construction methods 
matter to the information content of the profitability factor. The most informative 
profitability factor in the UK among the possible candidates is constructed using 
income before extraordinary items scaled by book equity. 
The second empirical chapter has important implications for policy-makers and 
investors. Firstly, the investment factor (CMA) and the profitability factor (RMW), 
together with the market factor, provide the best performance in explaining the 
cross-section of expected returns in the UK amongst various candidate models. 
Therefore the regulatory authorities may consider employing the new three-factor 
model rather than the Fama-French three-factor model to estimate systematic risks 
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to equities. For investors and finance researchers, the new three-factor model may 
replace the role of the Fama-French three-factor model to become the baseline 
model to calculate risk-adjusted return. From a corporate finance perspective, the 
new three-factor model provides an alternative method to capture the cost of equity. 
Despite the low average model explanatory power across all industries, the new 
three-factor model does offer valid estimation of expected returns for some 
industries in the UK market. 
There are a few limitations to the second empirical chapter. The first limitation is 
the low explanatory power of the factor models. The size-profitability portfolio 
returns’ cross-section is not captured by the new three-factor model, neither is that 
of the industry portfolio returns. The new three-factor model, although it 
outperforms the Fama-French three-factor model and the CAPM model, may still 
be subject to “bad model” criticism. In addition, the investment factor and the 
profitability factor are not constantly priced across all sets of left-hand-side 
portfolios. One possible reason for the inconstancy is the function form of the factor 
models, as I restrict my attempt to linear and unconditional versions of factor 
models in this chapter. Moreover, I do not take into account the characteristics 
models in the UK, which, according to Lee et al. (2007), outperform the covariance-
based Fama-French three-factor model.  
For future research, the first possibility is to test conditional versions of the new 
factor models. For instance, Jagannathan and Wang (1996) and Ferson and Harvey 
(1999) propose frameworks for constructing conditional factor models. The 
conditional versions of new factor models may provide better performance in 
explaining the cross-section of stock returns as well as capturing cost of equity in 
the UK market. Future research may also investigate other potential formations of 
the investment factors and the profitability factors. For instance, Yan and Zheng 
(2017) show that unexplored fundamental signals constructed from financial 
statements may contain superior information about future stock returns. Their data-
mining approach can be employed to obtain a more informative formation of the 
new risk factors. Moreover, the debate on the characteristics versus covariance 
model in the UK could be extended. Due to the lack of explicit implications from 
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the asset pricing theory. Both characteristics-based and factor-based asset pricing 
models have been proposed (Fama and French, 1993; Daniel and Titman, 1997; 
Daniel, Titman and Wei, 2001; Fama and French, 2015a), the former assumes the 
correlation structure among asset are explained by firm characteristics while the 
latter assumes that covariance with factors captures the correlations. Although the 
existing UK study shows that characteristics model outperform Fama-French three-
factor model (Lee et al., 2007), it remains unclear whether the model-
misspecification problem has led to the misleading results. Green et al. (2016) use 
the US sample and find 94 characteristics provide only marginal incremental 
information to the new factor models. Therefore future research may consider 
comparing the information content between the new factor models and the 
characteristics-based models in the UK to provide a better understanding to the UK 
empirical asset pricing.  
The third empirical chapter explores the information content of the two new factors 
by linking them to the state variables which predict future investment opportunities. 
By doing this, I find confirmative evidence that the two new risk factors may proxy 
for state variables that capture time variations in the investment opportunity set. I 
find empirical evidence which confirms that the investment factor predicts future 
economic growth, proxied by GDP growth, investment growth and consumption 
growth. In addition, the investment factor is found to be related to dividend yield 
shocks, whereas the profitability factor is related to inflation shocks. In addition, 
the pricing significance of macroeconomic variable shocks disappears when 
loadings on the two new factors are presented in the model. The evidence therefore 
provides economic interpretation to the information content of the new asset pricing 
factors in the UK market. 
The third chapter has important implications for investors and finance researchers. 
It is crucial for the factor-model users to understand the mechanism underlying the 
risk factors. The results of the third empirical chapter provide guidance to the factor-
model users by illustrating the link between the two new risk factors and 
macroeconomic states in the UK stock market. More importantly, from a pragmatic 
perspective, my results compare the relative information content between the new 
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risk factors and the economic state variables. As the information content of the 
macroeconomic state variables is captured by the two new risk factors, investors or 
fund managers who use linear models based on macroeconomic shocks may 
consider using the new three-factor models to serve as one of the baseline models 
to control for systematic risks of the investment strategies. 
The third empirical chapter also has its limitations. Firstly, I restrict my research 
question to only two of the empirical implications of the asset pricing theory. I 
attempt to link the information content of risk factors to future macroeconomic 
activities and contemporaneous shocks to macroeconomic state variables. There 
are, however, further hypotheses that could be tested for the new asset pricing 
factors in the context of ICAPM. The second limitation is related to my use of VAR 
to model investors’ expectations. The VAR model assumes a first-order 
autocorrelation model to capture the dynamics of all candidate state variables, 
which may suffer from some measurement errors. Moreover, the VAR system 
assumes that all state variables that the UK investors hedge against are included in 
the model. Although my evidence suggests that some of the state variable shocks 
have explanatory power over the cross-section of stock returns, it does not rule out 
the possibility that there are additional factors that UK investors take into account. 
Finally, my VAR specification assumes a static VAR correlation structure. As 
suggested by Bulkley and Taylor (1996), forecasters use only the available 
information to construct predicting model. Static VAR correlation structure may 
generate invalid results as future information is used to construct the VAR model. 
However the authors are aware of the trade-off between hindsight bias and the 
instability of the true VAR model. Using a rolling-based VAR may contribute to 
the detection of model stability regarding how the UK stock market investors form 
their forecasts. 
The third chapter may be extendable in the following ways. Firstly, future research 
may attempt to examine additional restrictions implied by ICAPM for the new risk 
factors. For instance, Maio and Santa-Clara (2012) propose three new restrictions. 
The first restriction is that ICAPM state variables should be able to forecast 
aggregate stock market returns or volatility. Restriction 2 implies that if an ICAPM 
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state variable positively (negatively) predicts aggregate stock market returns or 
volatility, it should be priced positively (negatively) in the cross-section asset 
pricing tests. Restriction 3 suggests that the market price of a risk factor should be 
economically plausible. Cooper and Maio (2016) investigate the information 
content of the investment factor and the profitability factor regarding the new 
restrictions in the US market. However, out-sample evidence in major international 
stock markets such as the UK market is desirable. Secondly, future research may 
extend the literature by considering alternative measures of investors’ expectations 
of macroeconomic state variables. For instance, economic forecasts provided by the 
central bank may serve as alternative proxies for investor expectations to mitigate 
potential errors of measurement. Thirdly, as suggested by Hou, Karolyi and Kho 
(2011), there is a gap for future research to link characteristic-based factors to global 
and country-specific macroeconomic state variables on the global scale. Future 
research can therefore explore ICAPM restrictions for factor models using an 
international data set including the emerging markets. 
To conclude, this thesis has revealed a few aspects of the UK stock market returns. 
Three empirical chapters provide evidence that the stock market return patterns in 
the UK market are not entirely consistent with the US results. These differences 
have important implications for regional asset pricing studies as well as future 
research. More research is required for important stock markets such as the UK 
market regarding the capital market anomalies as well as the choice of asset pricing 
factor models to control for systematic risks. The stock market return patterns differ 
across different institutional backgrounds. As there is a notable ongoing 
development of machine learning and algorithm trading in the investment industry, 
future research may need to examine both the cross-sectional differences and time-
series dynamics of the market states. It would be interesting to further investigate 
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