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The usual procedure employed in enzyme kinetic analysis is the 
method of initial rates. However, it has been appreciated for years 
that the analysis of enzyme-catalyzed reactions could, in principle, 
be more efficiently performed by examining the entire time course. 
There is much more information contained in a progress curve than in a 
simple initial rate. With the appearance of the computer, the 
formidable computations necessary for the use of integrated-rate 
equations are quite possible. The intention of this research was to 
develop the analytical and statistical methodology for applying an 
integrated-rate equation to a two-substrate reaction. I have analyzed 
the kinetics of pyruvate reduction, as catalyzed by the rabbit M4 
isoenzyme of lactate dehydrogenase. Time courses were carried out, in 
sextuplicate, by observing the disappearance of NADH. Initial 
concentrations were: NADH, .026 to 1.7 nt-1; pyruvate, .016 to .29 nt-1; 
NAD+, 0 to 7 nt-1; and lactate, 0 to 40 nt-1. The concentrations of 
pyruvate and/or NAO+ were such that measurable enzyme inactivation 
did not occur. 
For each progress curve, values of Cf, Cs, C1, and C2 in the 
ix 
. integrated equation were obtained by nonlinear regression; variances 
were calculated using replicate observations. Multiple regression, 
weighting each coefficient according to its variance, then gave 8 of 
the 11 J coefficients that characterize an ordered ternary-complex 
mechanism. The values obtained are comparable to previously published 
initial-rate values and predict progress curves that are consistent 
with the observed curves. The analysis required as few as nine 
experiments. A similar initial-rate study would require perhaps 
10 times this number. 
This research shows that the computations necessary to apply 
progress curve methods can be routinely computerized; these methods 
are potentially a very powerful tool when used with the correct 
analytical techniques and experimental design. 
(104 pages) 
INTRODUCTION 
The traditional methods of enzyme kinetic analysis have long been 
worked out, and researchers perform enzyme assays and initial-rate 
studies on a more or less routine basis. Initial-rate techniques have 
proven to be valuable tools for the study of all classes of enzymes 
and their mechanisms. They are firmly established in the technical 
repertoire of modern biochemistry, and any attempt to upset their 
position will be met with caution and skepticism. Nevertheless, the 
overall aim of this research is to develop the experimental and 
analytical procedures necessary to utilize an alternative approach to 
the study of enzyme-catalyzed reactions. A better method of studying 
these reactions is to look at the whole time course rather than only 
the initial rate. The reason is obvious. The progress curve contains 
more information than a single initial-rate slope. 
Though the advantages of integrated rate equations have been 
appreciated for many years, the procedure has found only limited use. 
In fact, there has been virtually no work employing initial-rate 
methods on second-order reactions. The situation exists because the 
mathematical complexities are formidable. There has been no 
mechanism-independent approach to the problem. Until Boeker (1984a,b) 
introduced a set of general integrated rate equations based upon a 
mechanism-independent derivative equation, the researcher was forced 
to compare experimental results using integrated equations from 
numerous possible mechanisms, assuming that the researcher had the 
analytical solution to the integration problem, which in general was 
available only for first-order reactions. 
We have used an integrated rate equation (Boeker, 1985) to 
analyze the progress curves of the second-order reaction catalyzed by 
the M4 isoenzyme of rabbit muscle lactate dehydrogenase. The 
stoichiometry of the reaction is A+B --> P+Q, and the reaction is: 
NADH + H+ + PYRUVATE ----> L-LACTATE + NAO+ (1) 
The equilibrium constant, Keq, lies in the direction of lactate with a 
value of approximately 104 at pH 7.0 (Schwert & Winer, 1963). This 
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I n this notation, A, 8, P, and Qare instantaneous substrate and 
product concentrations, tis time, e0 is enzyme concentration, and 
kcat is the catalytic constant or turnover number. The coefficients J 
are combinations of rate constants that are defined for any particular 
mechanism by a King-Altman derivation (1956). Thus, the ratios of the 
J coefficients are interpreted as kinetic constants. 
Lactate dehydrogenase has been studied by many investigators, and 
its mechanism of reaction is well-established. It appears to obey an 




A B ~ ~ + t (3) 
(EA~EPQ) E EA EQ E 
In this diagram and elsewhere in the text, A refers to NAOH and B 
refers to pyruvate. P and Qare lactate and NAO+, respectively. In 
this particular mechanism, the substrates must bind to the enzyme in 
order, and the products are released in order as shown. 
In the notation of Beeker (1984b), an ordered ternary-complex 
mechanism has the following derivative rate equation: 
(4) 
This notation can be readily transformed to that of Dalziel 
(1957) by dividing the J coefficients by kcat to obtain what are 
sometimes known as Dalziel constants. The J coefficients can also be 
transformed to the more familiar Cleland (1963a,b,c) constants (e.g., 
KA, Ks, etc.). Eq 5 is the ordered ternary-complex equation in the 
notation of Cleland: 
(5) 
dP eokcatAB 
dt • K K K K. K K K K K. K 
K IC... + ILA + K 8 + ~ P + iA B Q + AB + ~ AP + ..J._ BQ + iA B PQ + 
tA·11 ·,r· A KlrfP Kio K;rfp K;Q KpKiQ 
1 K K 
- ABP + IA B BPQ 
KIP K19KpK1Q 
For example, the constant written in Cleland form as KiAKB has the 
corresponding notation J0 /JAB, and the Michaelis constant Ks is 
written as JAIJAB· Note that there are 8 macroscopic kinetic 
constants in eq 5 and 11 in eq 4; of the 11 in eq 4, only 8 are 
independent. The relationships can be deduced by inspection of eq 4 
and 5. 
The integrated rate equation for a two-substrate, two-product 
reaction has the form: 
This equation is general for all irreversible, unbranched mechanisms 
(Boeker, 1985). The coefficients Care linear or quadratic functions 
of the kinetic constants and the initial substrate and product 
concentrations, A0 , 80 , P0 , and Q0 , as follows: 
( 7) 
JB Jo l Jp Ao +Po jL Ao +Qo JBP JBO, 
Cfk t • J + J -B -A + -J -8 -A + J -8 -A + -. -(A +P ) + J'4A +Q ) + 
ca AB AB o o AB o o AB o o JAB o o AB o o 
(8) 
J J l J B +P J B +Q J J 
C k • A + o + P o o + "Q o o + .£.ta +P ) + ~B +Q ) + 
scat JAi JAi~ JAi~ JAi~ JAB' o o :JAij' o o 
J!>O (Bo +Po) (Bo +Qo) ~APO( 
T.:' A B + B +P )(B +Q ) AB o- o AB o o o o 
(9) 
JPO-J -JAO-J -J J J J J 
C k • l + AP BP BO + ABP p + ~ Q _ .:]fQ(B +P +Q ) _ "BPQ, A +P +Q ) 
1 cat JAB JAB o JAB JAB o o o ~ o o o 
(10) 
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These definitions are given for the general case (see eq 2) with the 
terms for LOH (see eq 4) highlighted. It is important to note that 
the reaction must be irreversible or experimentally designed such that 
it essentially goes to completion. 
Cox and Boeker (1987) have used a shortened form of this rate 
equation to obtain 6 of the 7 possible J coefficients for the one-
substrate reaction catalyzed by arginine decarboxylase. In this case, 
the stoichiometry of the reaction is A---> P+Q. Thus, the present 
work represents the next logical step in reaction complexity. Since 
the aim of our research is to develop the analytical and statistical 
techniques to be used with the integrated rate equation, and not 
particulary to focus upon the mechanism and properties of the system 
studied, we attempted at the outset to choose a system with the 
following properties: 
1. The enzyme must be conveniently and cheaply obtainable in 
reasonably pure quantities. Ideally, it should be available 
from convnercial sources. 
2. The assay or data collection system should be continuous. 
The A--> P + Q system studied earlier by Cox and Beeker 
(1987) employed a discontinuous assay. Different 
statistical methods must be used for data collected in a 
continuous manner. 
3. The enzyme should be stable during the time needed for the 
progress curve. 
We elected, therefore, to study a dehydrogenase system where the 
progress curve can be followed and recorded conveniently at 340 nm. 
There are several well-characterized and commercially available 
dehydrogenase species to choose from. We originally began this study 
using horse liver alcohol dehydrogenase, but it became apparent that 
enzyme inactivation would be a problem. Clearly, for the analysis of 
entire progress curves, inactivation must be avoided. We therefore 
began using lactate dehydrogenase. Although the inactivation problem 
resurfaced, we were able to deal with it by proper experimental 
design. It now appears that this inactivation may be a general 
problem for dehydrogenases (Everse et al., 1971; Burgner & Ray, 
1984a,b,c). 
In outline, the computational procedures for the analysis consists 
of three main steps: 
1. Nonlinear regression. The values of the coefficients Cf, 
Cs, C1, and C2 for each time course were determined by a 
nonlinear regression fit to the progress curve equation 
(eq 6). 
2 . . Linear regression. The means of the C coefficients from 
replicate progress curves were fit to eq 7 through 9 in 
order to obtain the J coefficients. The significant 
parameters in these equations were·selected by the use of 
standard statistical tests during forward stepwise 
regression. 
3. Examination of over-all fit. The data were examined to 
determine how well the obtained kinetic constants predicted 
the experimental time courses. 
6 
LITERATURE REVIEW 
DEVELOPMENT OF DERIVATIVE RATE QUATIONS 
The most useful concept for the interpretation of enzyme kinetic 
data is that a complex is formed between enzyme and substrate. This 
concept was developed from early studies concerned with enzymes from 
fermentation. In the late 19th century, 0 1 Sullivan and Tompson 
(Cornish-Bowden, 1979) studied the reaction catalyzed by invertase. 
They observed that the rate of the inversion of sucrose was 
proportional to the enzyme concentration and decreased as the 
substrate was consumed. Henri and Brown (Alberty, 1956) observed in 
1902 that the velocity of inversion of sucrose by invertase was 
independent of sucrose concentration at high concentrations and 
directly proportional to sucrose concentrations at low concentrations. 
They suggested the formation of an enzyme-substrate complex. 
7 
In 1903, Henri derived a mathematical equation to account for the 
effect of substrate concentration on the velocity (Segal, 1959). 
Henri's equation described the laboratory data, and from it one could 
calculate a rate constant that was independent of enzyme 
concentration, substrate concentration, and time. It is important to 
note that Henri 1 s contribution consisted not only in arriving at a law 
to describe the kinetics of a particular reaction, but in setting 
forth the process whereby a rate law could be derived. 
It is of historical interest that these experiments preceded the 
work of Michaelis and Menten (1913) on invertase. Michaelis and 
Menten also reached the same conclusion: that an intermediate complex 
(sometimes termed the Michaelis-Menten complex) is formed. The 
concept of enzyme-substrate combination as a first step gradually 
gained acceptance and was explicitly formulated by these workers as a 
rate equation that was in complete accord with the equation put forth 
by Henri. Michaelis and Menten, in fact, considered their work as an 
extension of Henri's derivation. The overall reaction was visualized 
as: 
E + S .. •---• ES --- • E + P ( 11) 
In this notation: 
a. E is the free or unbound enzyme. 
b. s is the free substrate. 
c. p is the free product. 
d. ES denotes the enzyme-substrate complex. 
The now familiar Michaelis-Menten equation has the form: 
vmax [SJ 
v = Ks+[S] 
(12) 
In this notation: 
a. vis the initial velocity. 
b. Vmax is the maximum velocity. 
c. Ks is termed the Michaelis constant. This turns out to be 
defined as the substrate concentration at one-half the 
maximum velocity. 
d. [SJ is the substrate concentration at time zero. 
It is important to realize that the derivation of this equation was 
based on certain assumptions: 
8 
a. The enzyme and substrate react rapidly to form an 
enzyme-substrate complex. 
g 
b. Only a single substrate and a single enzyme-substrate complex 
are involved. The complex breaks down directly to form free 
enzyme and product. 
c. Enzyme, substrate, and the complex are at equilibrium. In 
other words, the rate at which ES dissociates to E + S is 
much faster than the rate at which ES breaks down to E + P 
(equilibrium assumption). 
d. The substrate concentration is much greater than the total 
enzyme concentration. 
e. The rate of reaction is limited by the breakdown of the ES 
complex to form free enzyme and product. The second step in 
eq 11, ES----> E+P, is a first-order reaction with a rate 
constant kp. Therefore, the rate of the reaction can be 
written as: v = kp[ES]. 
f. The reverse reaction is not significant. The velocity is 
measured during the very early stages of the reaction 
(Cornish-Bowden, 1979; Segel, 1975). 
Van Slyke and Cullen (1914) obtained a similar equation with 
their studies on the enzyme urease. However, in this case, the first 
step was assumed to be irreversible: 
E + S ----• ES ----• E + p (13) 
Briggs and Haldane (1925) pointed out that both the equilibrium 
assumption of Michaelis and Menten and the assumption of Van Slyke, 
10 
which treats the reaction as irreversible, made unnecessary 
assuaptions about the magnitudes of the rate constants. Briggs and 
Haldane suggested that within a very short time after initiating the 
. reaction, the ES complex would build up to a very nearly constant 
level (steady-state approximation). Employing this assumption, they 
obtained a rate equation identical to that put forth by the earlier 
researchers. The implication here is that the Michaelis-Menten 
equation, eq 12, applies to many mechanisms more complex than the 
simple case. Today, the steady-state treatment remains central to the 
investigation of most enzyme systems, although pre-steady state and 
transient state research is quite active. 
What has been discussed thus far is the treatment of the simplest 
possible stoichiometry and mechanism. Most biochemical reactions are 
more complex. Single substrate reactions are rather rare, being 
confined to a few isomerizations. With the development of interest in 
the study of oxidation-reduction and group-transfer enzymes, in which 
two substrates are involved, a need for kinetic treatment of more 
complicated systems arose. The evaluation of the rate constants for 
individual steps in a two-substrate reaction was worked out by 
Theorell and Bonnichsen (1951) and Theorell and Chance (1951) for the 
horse liver alcohol dehydrogenase reaction. They proposed an ordered 
mechanism without the formation of a rate limiting ternary complex. 
The mechanism can be written as: 
(14) 
E EA EQ E 
From studies of the steady-state kinetics of the forward and reverse 
reactions, they showed that it was possible to evaluate all the rate 
constants for the proposed mechanism. The rate equation is: 
11 
-dA 
dt = KA 




In 1953, Alberty derived a steady-state equation for a quite general 
mechanism of a reaction involving two substrates: 
D 




~EB~ ~ED ~D 
A C 
(16) 
The steady-state treatment of his proposed mechanism did not 
yield a linear relationship between the reciprocal initial velocity 
and the reciprocal initial concentration of substrates. However, he 
did obtain simple relationships when all but step (5) of the mechanism 
was treated as a rapid equilibrium. His equation for the forward 
reaction was identical to that derived by Theorell . Note that the 
theoretical framework had not yet been laid for the addition of 
product terms into the rate equation. The macroscopic kinetic 
constants Vf,KA,Ks, and KAB may be calculated from measurements of the 
initial reaction rate at various concentrations of A and B. 
In the same paper, Alberty derives steady-state equations for 
additional mechanisms of the same stoichiometry. The mechanism may be 
determined by the fact that one or more of the macroscopic kinetic 
constants is equal to zero. For example, if the cross-term KAB in 
12 
eq 15 is absent from the empirical rate equation (KAB equals zero), 
then the ordered ternary-complex mechanism is eliminated as a 
possibility. In order to add weight to the conclusions, Alberty noted 
that it is desirable to check the values of the rate constants in 
other ways. He suggested that certain macroscopic kinetic constants 
in the mechanism may be determined by spectrophotometric or 
ultracentrifugal studies of the binding of substrates by the enzyme. 
If Vf and Vr are determined at the same enzyme concentration, then it 
may be shown that for eq 16 the following relationship exists: 
(17) 
This important result was first shown by Haldane (1930) and has become 
known as a Haldane relationship. There is at least one relationship 
of this type for all rate equations. Dalziel (1957) pointed out that 
mechanisms may be distinguished by Haldane relationships that must 
exist between the macroscopic kinetic constants for the forward and 
reverse reactions for various mechanisms. 
In a very important paper, Alberty (1958) derived the rate 
equation for a two-substrate reaction when one product at a time is 
added to the reaction. He notes that adding product initially may 
bring new terms into the steady-state rate law for the forward 
reactions that do not appear in the usual steady-state initial-rate 
law. These new terms make it possible to distinguish between quite a 
number of mechanistic possibilities. For example, a reversible-
ordered two-substrate reaction, 
A+B ••~--+•P+Q (18) 
has the following steady-state rate equation if a ternary-complex is 
formed and product P is added: 
13 
v=------~-v~fv~r-[A_l_[B_] __________ ~- (19) 
VrKiAKB + vr KB[A] + vr KA[B] + vf Kg[P] + vr [A][B] 
Keq 
+ Vf K0[A][B] + Vr [A][B][P] 
KeqKiA KiP 
The Haldane relationship given as eq 17 can be used to eliminate Keq 
in the denominator by substitution into eq 19. Now, if there is no 
kinetically significant ternary complex formed during the reaction 
(eq 14), the term in [A][B][P] will be missing and therefore lead to a 
different product inhibition pattern (Segel, 1975). Quite often in 
the past, investigators were led to two mechanisms from which a choice 
could not be made by kinetics alone. 
Fromm and Nelson (1962), in their kinetic studies of ribitol 
dehydrogenase, applied Alberty's approach of product inhibition. They 
were able to reach fairly convincing conclusions as to the mechanism 
of reaction. That same year Zewe and Frorrm (1962) published kinetic 
studies of rabbit muscle lactate dehydrogenase, again employing the 
product inhibition approach. However, their mechanism is at variance 
with the findings of other groups (Nygaard, 1956; Takenaka & Schwert, 
1956; Thompson & Darling, 1962). 
In principle, the steady-state rate equations for any enzyme 
mechanism can be derived in the same way as that for the simple 
Michaelis-Menten mechanism: write down all expressions for the rate 
14 
of change of concentrations of all intermediates, set them equal to 
zero, and solve the resulting simultaneous equations. This may not, 
however, be a trivial task. As the number of enzyme species 
increases, the algebraic manipulations become increasingly 
complicated. Fortunately, King and Altman (1956) described in detail 
a schematic method of deriving rate laws for enzyme-catalyzed 
reactions, which is particularly useful for treating very complicated 
mechanisms. The resulting rate laws contain rate constants and 
concentrations and are still relatively useless until the rate 
constants are grouped into macroscopic kinetic constants that can be 
experimentally determined. 
In 1963, Cleland (1963a,b,c) published a series of back-to-back 
papers that proposed a general method of grouping rate constants and a 
nomenclature to describe different rate equations. In these reports, 
he also considers product, alternative product, and dead-end 
inhibition. The King-Altman and Cleland methods of writing rate 
equations are not the only systems that have been used, but are 
probably the most common. (See for example Alberty, 1953; Dalziel, 
1957; Mahler & Cordes, 1966; Bloomfield et al., 1962.) This is not to 
imply that "Cleland" nomenclature is necessarily the simplest to use 
and interpret. As soon as product inhibition constants are 
considered, the meaning of many macroscopic kinetic constants becomes 
complex and lost (see eq 5). 
Wong and Hanes (1962) published their studies on the structure of 
steady-state rate equations and results that permit the establishment 
of direct relationships between specified features of a mechanism and 
15 
of rate behavior. Their analysis showed that enzymic rate equations 
adhere to a general form, but differ primarily in their degree with 
respect to the reactants. This is a very valuable proposition. It 
says, in principle, that a general derivative rate law is all that is 
necessary. The mechanism-by-mechanism approach is avoidable because 
all kinetically insignificant terms drop out of the general rate law 
(providing that the correct experiments have been done), leaving only 
those terms that describe the reaction mechanism. Beeker (1984b, 
1985) has adapted the theoretical framework of Wong and Hanes using a 
notation that permits a clearer understanding of the kinetic 
constants. Using her notation, the generalized rate equation for all 
reversible mechanisms giving hyperbolic initial-rate kinetics with the 
stoichiometry A+ B <---> P + Q is shown to be: 
(20) 
dP = _________ eo~k~c=at~J~AB~(_A_B-_P_Q/_K~e_) _ __ _  _ 
dt 
Jo+ JA A+ JB B + Jp p +JQ Q + JAB AB+ JAP AP+ JAQ AQ + Jsp BP 
+ JsQ BQ + JpQ PQ + JABP ABP + JABQ ABQ + JAPQ APQ + JspQ BPQ 
+ JABPQ ABPQ 
Division of the numerator and denominator of eq 20 by kcatJAB will 
give a form consistent with Dalziel (1957), while division by JAB will 
yield a form consistent with Alberty (1953) or Cleland (1963a,b,c). 
An attractive feature of Boeker's notation is the fact that the 
subscripts make each coefficient instantly identifiable. Since the 
equation is general for all linear mechanisms as well as branched 
mechanisms under the rapid-equilibrium assumption, it can be made 
mechanism-specific by setting particular coefficients equal to zero. 
DEVELOPMENT OF INTEGRATED RATE QUATIONS 
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Like the development of the derivative rate equations and 
initial-rate methods, integrated rate equations have had an· 
interesting evolution. The potential advantages of their use is well-
appreciated: 
1. The entire progress curve, rather than just a small part of 
it, is analyzed. Thus, more of the available information is used, and 
it should be possible to obtain macroscopic kinetic constants from 
fewer experiments. 
2. Using initial-rate methods, the re action must proceed to a 
negligible extent during the course of the assay; this may not be 
feasible under some experimental conditions. 
3. Determination of the initial rate is a subjective process and 
liable to be biased. Several techniques have been suggested that 
attempt to obtain the initial rate from progress curves (Boeker, 1982; 
Cornish-Bowden, 1975; Ouggleby, 1985), but no method has found general 
use. The progress curve approach avoids the problem of estimating the 
value of the initial velocity and is less affected by experimental 
artifacts at the beginning of the reaction. 
4. Integrated rate methods may also allow the determination of 
macroscopic kinetic constants that are unobtainable by initial rates. 
For example, for a two-substrate, two-product reaction, the usual 
experimental procedures do not allow for the addition of both products 
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simultaneously for product inhibition study. This is not a 
restriction for the progress curve approach, and the presence of both 
products may elucidate important cross-terms that are impossible to 
obtain otherwise. 
Why is it then that most kineticists use initial-rate methods? 
One answer is because of habit. The method seems to work well in 
identifying linear models and obtaining macroscopic kinetic constants 
that lead to conclusions concerning the mechanism of reaction . The 
method is far better than nothing, and there is no point in "throwing 
out the baby with the bath water." The main reason probably is that 
more complicated mathematical techniques are required to apply 
integrated rate equations. 
In 1902, Henri (Orsi & Tipton, 1979) deduced the first integrated 
rate equation for enzyme kinetics. Sometimes called the Henri 
Equation, it describes the progress curve of an irreversible 
first-order (A- -> P) reaction with no product inhibition . The 
equation has the form: 
(21) 
Eq 21 was first used in contemporary form by Van Slyke and Cullen 
(1914). Elkins-Kaufman and Neurath (1948) have studied the kinetics 
of carboxypeptidase (A--> P + Q) and used Henri's integrated rate 
equation to describe the reaction curve. The equation was used only 
to model the progress curve with macroscopic kinetic constants 
obtained by initial-rate methods. For the determination of the 
parameters of histidine ammonia lyase with the use of eq 21, Walker 
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and Schmidt (1944) proposed a graphical method. Eq 21 can be arranged 
in several ways that will give rise to linear plots from which the 
kinetic parameters may be estimated. 
More complicated cases of the first-order reaction have also been 
integrated and successfully used. When product inhibition occurs, it 
will contribute to the falloff in the progress curve, and the form of 
the integrated rate equation will depend on the type of inhibition. 
Huang and Neimann (1951) and Sch~nheyder (1952) applied an integrated 
rate equation for the stoichiometry A-....P + Q for the irreversible 
case with competitive product inhibition. Huang's equation is: 
= K (l+~)ln(~) +(1-.'Sn._) AP m K S -AP K p O p 
(22) 
However, he did not use this equation to obtain the macroscopic 
kinetic constants. He obtained the constants Km and Kp by the usual 
initial-rate methods. The integrated equation was then utilized for 
checking the applicability of the reaction mechanism. That is, if 
eq 22 is plotted in the coordinates, 
(23) 
the relationship is linear with a slope equal to Vf, Sch~nheyder's 
application was similar. In 1947, Frantz and Stephenson used eq 22 to 
study the effect of product inhibition on the kinetics of pepsinase 
(A--> P + Q). By using macroscopic kinetic constants evaluated from 
initial-rate experiments, they were able to show theoretical curves 
that agreed fairly well with experimental curves. Laidler (1958) 
19 
offers an equation for simple noncompetitive inhibition in which the 
complex ESI is formed in addition to ES and EI. In their review of 
kinetic analysis of progress curves, Orsi and Tipton (1979) give an 
integrated rate equation for the mixed case of product inhibition for 
the A--> P irreversible system. Their equation is: 
(24) 
This equation represents the general equation for all types of product 
inhibition for a one-substrate one-product reaction. If K' = 1 
infinity, it simplifies to the form of competitive inhibition. If 
Ki = infinity, then the form for uncompetitive inhibition is given. 
Orsi and Tipton (1979) suggest that the values for the macroscopic 
kinetic constants can be estimated by graphical methods very similar 
to those used in initial-rate studies (i.e., primary plots and slope 
replots). Foster and Niemann (1953) have also suggested a graphical 
method of obtaining the constants from primary experimental data that 
can be presented on a single plot. 
Thus far, we have been talking about the use of integrated rate 
equations for reactions involving a single substrate or product only. 
However, the plain fact of the matter is that most biochemically 
interesting reactions involve multiple suostrates or products. 
Unfortunately, the rate equations for these reactions are quite 
complex. Darvey and Williams (1964) appear to be the first to have 
published a theoretical solution for this class of enzymic reaction. 
Their integration of the rate equation is mechanism-dependent and the 
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algebra is formidable. The general form of their integrated equation 
is: 
(25) 
t = v,6P2 + Y26P + Y3 ln (' - p::) + Y4 ln[l - (¼ + ½-p:q)6PJ 
The terms Yi are constants involving the total enzyme concentration, 
the initial substrate concentrations, a and b, and the microscopic 
rate constants for a particular reaction mechanism. 6P is defined as 
the amount of product formed at time t, and Peq is the amount of 
product at equilibrium. The authors noted that the only experimental 
data required for the application of these equations are a series of 
product versus time curves at various initial substrate concentrations 
and the same enzyme concentration. The analytical approach would be 
to fit these data to the integrated rate equation and thus obtain 
estimates of the constant terms Yi· They gave no explanation of how 
the relationship between the constants and the initial reactant 
concentrations could be tested. It is significant that the method did 
not allow initial concentrations of either product. It follows that 
complete information concerning product inhibition can only be 
obtained by running the reaction in both directions. 
ANALYSIS OF PROGRESS CURVES 
Boeker (1984a), in a theoretical paper, described the integrated 
rate equations for reversible, uncatalyzed bimolecular reactions. In 
two subsequent papers, she extended the analysis to reversible 
(Boeker, 1984b} and irreversible (Boeker, 1985) enzyme-catalyzed 
reactions, including the three second-order stoichiometries: 
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A ,. • P+Q, A+B ~~--•P, and A+B ~•,---• • P+Q. The equations that were 
integrated were based on the general derivative equations described by 
Wong and Hanes (1962). 
Eq 20, again, is the equation integrated by Boeker for the 
stoichiometry A+B• ~ P+Q. The key to the integration is to reduce 
the number of concentration variables. The four concentration 
variables, A, B, P, and Q, are related by stoichiometry and can be 
reduced to a single variable, P, by using equalities such as 
A= Ae+Pe-P, and Q = Oe-(Pe-P); where Ae, Pe, and Ge are equilibrium 
concentrations and thus are constants. The form of the integrated 
equation for the reversible case is: 
e0 t = -Cf ln[l-AP/(Pe-P 0 )] + Cs ln[l-AP/(D+Pe-P0 )] (26) 
+ C1(AP) + l C2(AP)2 + l C3(dP)3 
2 3 
The interpretations for the coefficients C depend upon the reaction 
stoichiometry and the particular mechanism. The quantity D is 
mechanism independent and determined by the reaction stoichiometry. 
D is characteristic of second-order reactions and depends upon the 
equilibrium constant and the initial conditions. Beeker suggests that 
the use of nonlinear regression techniques would allow a solution to 
eq 26 for the coefficients C, and then the kinetic constants could be 
determined from the dependence of the coefficients on the initial 
conditions. The use of eq 26 is complicated by the necessity to know 
the equilibrium constant, and Beeker suggests that by examining 
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irreversible equations, the analysis is greatly simplified (Boeker, 
1985). For the irreversible case, the term PQ/Ke in eq 20 is zero and 
the form of the integrated equation is simpler: 
(27) 
= -Cf[ln(l-AP/A 0 )] -Cs[ln(l-AP/8 0 )] + C1(AP) + lC2(AP)2 + lC3(~P)3 
2 3 
Interestingly, the initial velocity is equal to the sum 
C1 + Cf/A0 + Cs/80 . These relationships imply that progress curves 
might be analyzed with techniques similar to those used in initial-
rate studies. However, she suggests that a nonlinear regression to 
solve for the coefficients C would make better use of all the data 
contained in the progress curve. An advantage of using these 
integrated equations is that, in principle, very few experiments are 
necessary for a kinetic analysis. Also, product inhibition constants 
can be obtained even when product is not added. 
In 1969, Schwert (1969a,b) published an integrated form of the 
initial-rate equation for the assumed mechanism of lactate 
dehydrogenase. The equilibrium lies so far in the direction of 
product formation that the reaction is essentially irreversible. 
Schwert's equation is: 
(28) 
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The experimental strategy was to keep the initial concentration of one 
substrate constant and determine the curves for two initial 
concentrations of the other substrate. This allowed elimination of 
terms in one reactant. This operation was followed by graphical 
evaluation of the macroscopic kinetic constants in the simplified 
equation. These values are then substituted back into the original 
integrated rate equation to obtain the remaining kinetic constants. 
Schwert used this method to estimate some of the macroscopic kinetic 
constants of H4 bovine heart lactate dehydrogenase (1969b). The 
technique is inherently imprecise, since it relies on differences and 
is limited, as it does not allow the addition of initial product. 
Bates and Frieden (1973a,b) examined the applicability of using a 
full time-course in another manner. They used macroscopic kinetic 
constants obtained by initial rates to simulate the full time-course 
of the two-substrate two-product reaction catalyzed by bovine liver 
glutamate dehydrogenase. They then adjusted the parameters of the 
simulated curve until the best visual fit with the experimental time 
courses were observed. Essentially the same type of analysis was 
carried out with malate dehydrogenase (Frieden & Fernandez-Sousa, 
1975). These analyses were necessarily done on a mechanism-by-
mechanism basis. 
Barshop et al. (1983) subsequently published an improved, 
interactive computer program that numerically integrates rate 
equations and predicts the concentrations at each time point. Again, 
his approach was to simulate the reaction of interest by the user 
adjusting the set of parameters (rate constants) to provide an optimal 
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agreement of simulated and experimental data. The program included no 
error minimization algorithm that might be used for automatic 
optimization to the experimental data. 
Darvey et al. (1975) applied a nonlinear regression technique for 
fitting progress curve data to the integrated rate equation for the 
fumarase reaction. For this one-substrate one-product system, they 
were able to obtain estimates of macroscopic kinetic constants that 
were in fair agreement with values reported from initial-rate studies. 
At about the same time, others also demonstrated that nonlinear 
regression methods could be applied to fitting progress curve data. 
Nimmo and Atkins (1974) and Fernley (1974) used the procedure for 
irreversible one-substrate enzymes showing no product inhibition. 
Duggleby and Morrison (1977) extended the nonlinear regression 
technique to more complex mechanisms. They were able to obtain 
estimates of some of the macroscopic kinetic constants for lactate 
dehydrogenase. The restriction was that the reaction had to be 
carried out under psuedo-first-order conditions. They elected to hold 
the pyruvate concentration very high (4nt-1) relative to Km (0.16 rrt-1). 
They did not test to see whether or not the enzyme was inactivating 
under these conditions. Again, a mechanism was assumed. 
Duggleby has published a BASIC computer program that will perform 
a weighted nonlinear regression on the simple Michaelis-Menten 
equation (1981). The problem of assigning weights was addressed. He 
A 
notes that since each residual (Yi-Yi) is squared in the least squares 
procedure, the worst observations will have the largest residuals. 
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The fit, therefore, tends to become dominated by outliers. His 
program allows the user to select among several weighting methods. 
Cornish-Bowden and Endrenyi (1981) have suggested a technique for 
fitting the reciprocal transformation of the Michaelis-Menten equation 
that requires minimal assumptions about the error structure of the 
data. They considered the error to be "complex," defined as resulting 
from the presence of additive simple and relative components. The 
dependence of the variances was not assumed, but was deduced from the 
data itself. The effect of outliers was handled by decreasing the 
weight of observations that gave large deviations from the fitted rate 
equation. A nonlinear regression (Cornish-Bowden & Endrenyi, 1986) on 
simulated data was used to test the procedure for fitting the 
derivative rate equation for an ordered ternary-complex mechanism. 
The method assumed a mechanism and the fitted equation had no terms in 
either product. They concluded that this ''robust" regression would 
produce good estimates for the unkno~n parameters. 
As this summary has shown, there has been no completely 
satisfactory technique developed which allows the kinetic analysis of 
enzyme reaction data. All of the ini tial-rate and progress curve 
methods described cannot easily be employed in a general case. They 
are useful in only a mechanism-by-mechanism approach, and only the 
simplest of reactions are conveniently handled. Then, the addition of 
product renders the mathematics quite clumsy. Cox and Boeker (1987) 
and Boeker (1987) have shown that one-substrate two-product reactions 
can be handled for the general case. Using Boeker's integrated rate 
equations, they have analyzed the reaction catalyzed by arginine 
decarboxylase. The reaction is: 
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Arginine--------> agmatine + CO2 (29) 
The general derivative rate equation for this stoichiometry is: 
(30) 
Boeker (1987) has developed the computational procedures that extract 
J coefficients from integrated rate equations for this system. 
Briefly, the integrated rate equation, 
(31) 
was fit by nonl i near regression to obtain the coefficients Cf, C1, and 
C2. The J coefficients were then obtained directly from a weighted 
multiple regression of these coefficients against their predictors in 
integrated equations for the stoichiometry A --.P + Q analogous to 
eq 7 through eq 10. Weighting these regressions is important because 
the predictor terms in eq 31 are highly correlated. However, there is 
no standard method of obtaining the weights. Boeker (1987) weighted 
each coefficient according to its variance estimated by resampling 
procedures. 
In the case of a typical spectrophotometric assay (a continuous 
assay), a reasonable way to obtain the variance of the coefficients C 
would be to repeat the progress curves for each set of initial 
conditions. For the case of the arginine decarboxylase study, 
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however, each point in the progress curve was generated by the 
independent addition of enzyme to substrate (a discontinuou s assay). 
To calculate the variances by repeating the curve is both time and 
labor intensive. 
Boeker (1987) examined the variances calculated by data 
simulation methods and by two nonparametric methods: the jackknife 
and the bootstrap. She found that the data simulation and the 
nonparametric techniques gave very similar variance estimates. The 
jackknife method was preferred because it does not require assumptions 
of normality and is more conservative of computer time. Cox and 
Beeker (1987) were able to obtain six of the seven possible 
J coefficients and their standard deviations with 21 time courses 
carried out at various initial concentrations of substrate and 
product. The method has several attrac tiv e features: 
1. It is perf ectly general in application. 
2. It allows the computation of the uncertainty of the values 
obtained. It gives a criterion of the probability of the 
model accepted, thus removing much subjectivity of decisions 
made about terms in the empirical rate equation. 
3. It is potentially a very economical way to carry out a 
kinetic analysis in terms of numbers of experiments, because 
ill of the information rather than only the initial rate is 
used. Integrated rate methods have long been recognized as 
having this advantage. 
METHODS 
The methods of this research are divided into two sections: 
1. Experimental Design -- The actual physical labor of 
obtaining experimental data and the details of the 
experimental conditions. 
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2. Analysis -- The techniques used to obtain the J coefficients 
from the raw data. 
EXPERIMENTAL DESIGN 
Materials. Rabbit muscle lactate dehydrogenase (M4) isoenzyme, 
sodium pyruvate, l{+) lactic acid, NADH, NAO+, crystalline bovine 
serum albumin, sodium oxamate, and l{+) lactic acid standard solution 
were obtained from Sigma. Na2HP04·7H20, NaH2P04·H20, glycine, and 
NaOH were all reagent grade. 
Protein Determination. lactate dehydrogenase was purchased as an 
ammonium sulfate suspension. Before use, it was dialyzed overnight 
against 0.1 M sodium phosphate buffer pH 7.0, and the resulting 
solution was used in all experiments. The concentration of 
solubilized enzyme was determined at 280nm using an extinction 
coefficient of 1.13 for a 1 mg/ml solution (Lovell & Winzor, 1974) in 
a Beckman DB-GT spectrophotometer. Protein stock solutions of 
approximately 1 mg/ml were stored on ice at 4 °c. 
Assay of Lactate Dehydrogenase. The enzyme was assayed weekly 
following a procedure based on that of Kornberg (1955) and as outlined 
in the Worthington Enzyme Manual (1977). The dialyzed enzyme was 
found to be stable for up to 4 weeks with a specific activity of 330 
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units/mg, where a unit is defined to be the amount of lactate 
dehydrogenase that will cause the oxidation of one micromole of NADH 
per minute at 25 °c and pH 7.0. The composition of the assay solution 
is listed in Table I. All assays were done at 25 °c in thermostated 
water-jacketed cell holders in a Varian Cary 219 spectrophotometer. 
The absorbance data was collected in real time by an Apple IIe 
computer interfaced to the spectrophotometer by Robert Wood of the 
Chemistry and Biochemistry Department. The data was then transferred 
to the Utah State University VAX computer network on public program 
VAXN8. The specific activity of the enzyme was then calculated from 
the absorbance data using an extinction coefficient of 6.22 x 103 for 
NADH (Segel, 1976). 





Bovine Serum Albumin 
Lactate Dehydrogenase 





0.01 to 0.02 units/mla 
a A unit is defined to be the amount of pure lactate dehydrogenase 
that will cause the oxidation of one micromole of NADH per minute at 
25 °c and pH 7.0. 
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Substrate and Product Concentrations. The substrates sodium 
pyruvate and NAOH were prepared fresh daily in 0.1 M sodium phosphate 
buffer, pH 7.0. The products of the reaction, 1-lactate and NAD+, 
were prepared as stock solutions at pH 7.0 and kept frozen at -20 °c. 
The concentration of NAO+ stock was determined at 259 nm using an 
extinction coefficient of 18000 M-1 (Segel, 1976). The 1-lactate 
;tock concentration was assayed by the reaction catalyzed by lactate 
dehydrogenase: 
NAO+ + 1-lactate -----• Pyruvate + NAOH + H+ (32) 
A standard curve was prepared from standard 1-lactate solutions in the 
presence of excess NAO+. The reaction was run to completion, and the 
absorbance due to NADH was read. The unknown stock concentration was 
then determined directly from the standard curve. It was necessary to 
prepare a standard curve for lactate determination because the 
equilibrium for eq 32 lies far to the left, and the lactate will not 
be exhausted. The pyruvate concentrations were determined by running 
the reaction under conditions where pyruvate was the limiting 
substrate. In this case, the pyruvate was exhausted, and its initial 
concentration was determined by the decrease in NADH absorbance. 
Test for Enzyme Inactivation. A simple method described by 
Selwyn (1965) was used to test for enzyme inactivation. Generally, if 
a set of progress curves are run in which all parameters except the 
amount of enzyme are kept constant, and the results are plotted 
against time multiplied by enzyme concentration, all the points should 
fall on a single curve. If, however, the enzyme is being denatured 
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during the reaction, the enzyme concentration is time-dependent, and 
observations for different concentrations of enzyme fall on different 
curves (Figure 1). That is, the progress curve with the lower enzyme 
concentration will have a longer time to denature, and the two curves 
will no longer be superimposable. In order to prevent one form of 
inactivation, all time courses contained 0.1 mg/ml bovine serum 
albumin. This prevents inactivation on the glass walls of the 
cuvettes. All initial conditions were examined for enzyme 
inactivation by carrying out time courses at five-fold different 
enzyme concentrations. 
Time Courses. Time courses were carried out at 25 °c, in 
sextuplicate, by observing the disappearance of NADH at 340nm. The 
initial concentrations were: NADH, .03 to 1.7 nt,1; pyruvate, 0.10 to 
0.30 nt,1; NAO+, 0 to 7nt,1; and lactate, 0 to 40 nt,1. The concentrations 
of the substrates, NADH and pyruvate, were always at least two-fold 
different. 
The high range of NADH concentration was limited by the deviation 
from linearity of the absorbance as the concentration increased. 
Using 1.00 cm cells, the maximum NADH concentration was found to be 
0.250 nt,1 (absorbance of 1.50 at 340 nm). This concentration gave an 
absorbance of 0.30 with 0.2 cm cells. Using these thinner cells, it 
was possible to increase the NADH concentration eight-fold for a 
maximum absorbance of 2.4 and still be within the linear region of the 
absorbance versus NADH concentration curve. It seems likely that 
superior transmittance characteristics of the 0.2 cm cells allowed 
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Figure 1. The expected result of Selwyn1 s test when inactivation is 
occurring during the time course. The initial medium contained 0.03 
mM NADH, 0.175 mM pyruvate, 0.700 rrM lactate, and 5. 1 mM NAO+. Two 
initial lactate dehydrogenase concentrations were used: 0.064 
units/ml (•)and 0.013 units/ml (Q). 
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pyruvate was found to be approximately 0.30 rJt.1. At higher pyruvate 
concentrations, the enzyme forms an E-PYR-NA•+ adduct (Arnold & 
Kaplan, 1974; Burgner & Ray, 1984a,b,c; Everse et al., 1971). Figure 
2 shows the inactivation observed at pyruvate concentrations higher 
than 0.3 rJt.1. Also at NA•+ concentrations higher than 7 rJt.1, the 
progress curves could not dependably pass the test for enzyme 
inactivation. 
The lowest concentration of either substrate was l imited by the 
absorbance change necessary to get a reproducible curve. The 
sensitivity of the spectrophotometer limited the lowest practical 
total change in absorbance to approximately 0.150. This corresponds 
to an NADH concentration of 0.02 rJt.1. 
The integrated rate equations used in this research have been 
derived with the assumption that the reaction is irreversible. 
Initial conditions had to be used that allowed the reaction to proceed 
to completion. The equilibrium constant, Keq, in the direction of 
NADH oxidation is on the order of lxl0 4 at pH 7.0 and 25 °c (Schwert & 
Winer, 1963). Experiments were therefore planned such that reactions 
would proceed to at least 99 percent completion. No experiments were 
conducted with both products at high levels . In addition, high 
product concentration could not be used when substrate concentrations 
were kept relatively low. The init ial conditions listed in Table II 
include these experimental limits . 
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Figure 2. Pyruvate dependence of the inactivation of lactate 
dehydrogenase. Two initial enzyme concentrations were used: 0.021 
units/ml (closed symbols) and 0.004 units/ml (open symbols). The 
initial NADH concentration was held constant at 0.170 nt-1, and the 
initial pyruvate concentrations were: 0.700 rr1'1 (e,O), 0.400 rw1 
( I ,•), and 0. 280 rrt-1 ( A , fl ) . 
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TABLE II: Initial Substrate and Product Concentrations 
SETa NADH PYRUVATE LACTATE NAO+ 
nt,1 nt,1 nt,1 nt,1 
142 0.0345 .280 a.a 3.00 
166 0.0339 .183 23.6 a.a 
172 0.0354 .235 35.7 o.o 
395 0.137 .236 0.010 5.07 
408 0.0243 .0391 0.016 a.a 
415 0.028 .040 2.00 0.010 
422 0.054 .100 o.o 4.86 
481 0.0581 .0967 0.0 3.48 
489 0.0571 .0956 0.0191 1.52 
245 1. 715 .298 0.131 7.04 
251 1.353 .146 40.0 0.218 
263 1.071 .0519 29.6 0.109 
289 0.841 .0640 22.2 0.0594 
295 0.177 .0408 0.0201 1.01 
308 0.150 .0199 0.0101 2.67 
321 1.011 .104 40.04 a.a 
438 0.104 .0563 0.020 5.07 
448 0.192 . 119 10.0 0.0208 
457 1.307 .222 20.4 1.94 
465 0.0264 .0161 a.a a.a 
473 0. 982 .167 35.4 0.103 
a Each set of experiments was replicated in sextuplicate. 
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ANALYSIS 
A complete data analysis was done for a set of 21 progress curves 
and a set of 9. The initial step was to convert the raw time and 
absorbance data for each progress curve. The time collected in 
seconds was converted to e0 t, enzyme concentration (units ml-1) 
multiplied by time (min) as follows: 
1. The enzyme addition and mixing time was determined by 
measuring with a stop watch the time (tdead) beginning when 
the enzyme was added to the cells in the spectrophotometer 
sample compartment to when the compartment cover was 
replaced. Replacement of the cover activated the phototube 
detector; absorbance data was then collected by the 
interfaced computer. The correction to the time data was 
done as follows: 
a. Note the time (tcover) at which the absorbance begins to 
change. This is the time at which the cover is 
replaced. 
b. Subtract from all time points (tcover - tdead)· This 
indexes the time data such that it begins at time zero. 
c. These adjusted times were converted to minutes and 
multiplied by the enzyme concentration. 
2. The first absorbance data point was corrected for dilution 
upon addition of the enzyme. Increasing product 
concentration with time was then calculated by subtraction 
of subsequent absorbances from this initial adjusted 
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absorbance and division of this difference by the extinction 
coefficient times path length. 
3. The final step was to select data points that were evenly 
spaced at 1 percent reaction up to 90 percent reaction 
completion. Equal spacing of data points, AP;, is 
important in order that the curve fitting is equally 
weighted over the time course. The points were selected by 
.. . ~..,; . . 
a BASIC program on an _IBM-PC. 
Nonlinear Regression. The best fit values of the coefficients 
Cf, Cs, C1, and C2 in the progress curve equation {eq 6) were then 
obtained using a computer program developed by Boeker. Inspection of 
eq 6 shows that it is "backwards" with respect to the dependent and 
the independent variables. In a kinetic experiment, most of the error 
is associated with the measurement of product AP rather than with 
time t. Boeker1 s program uses a nonlinear regression that minimizes 
A 
the quanti tyI( AP i- AP i) 2 ( Boeker, 1987). The technique has been 
successfully applied to arginine decarboxylase (Cox & Beeker, 1987; 
Boeker, 1987), an enzyme that has one substrate rather than two; Cs 
does not appear in the integrated rate equations for this case 
(Boeker, 1984b; Boeker, 1985). The nonlinear regression program is 
available on request from Dr. E. A. Boeker via the Bitnet Computer 
Network at the following address: "Boeker@USU.Bitnet". 
The predictors in eq 6, ln(l-AP/A0 ), ln(l-AP/B0 ), AP and ~P2, 
are highly correlated. This is termed ''ill-conditioning" and gives 
rise to unstable parameter estimates. The two logarithmic terms, 
which arise when the reaction has two substrates, are perfectly 
correlated, leading to matrices with one column that is not 
independent. These matrices are singular. Seeker's program is 
capable of solving regression problems even when the matrix is rank 
deficient (Boeker, 1988). 
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Multiple Regression. The means and the standard deviations of 
the coefficients Cf, Cs, and C1 were then calculated for each set of 
six progress curves. For the case of the coefficient C2, its standard 
deviation was much larger than the mean, and therefore its value was 
taken to be zero. The means were then weighted according to the 
quantity mean/standard deviation (or simply the statistic t), and a 
multiple regression against their respective predictors was done. The 
dependence of the coefficients Con the initial substrate and product 
concentrations (A0 , 80 , P0 , and Q0 ) and on the macroscopic kinetic 
constants (the coefficients J) is shown in eq 7 through eq 10. We can 
distinguish two types of variables in these equations . 
The response variables or dependent variables are the 
coefficients Cf, Cs, C1, and C2. The independent variables or 
predictors are the sums or ratios of the initial substrate and product 
concentrations (i.e . , 1/(8 0 -A0 ), A0 +P0 , etc.). The parameters 
(J 0 /JAskcat, etc.) are defined as those quantities for which we are 
solving (i.e., the macroscopic kinetic constants). Inspection of eq 7 
through eq 10 immediately shows that they are linear in these 
parameters. Linear equations are most easily solved by linear 
least-squares regression. When there is more than one parameter, they 
are solved by multiple linear regression. Thus, the macroscopic 
kinetic constants (the terms in J) can be obtained by performing 
39 
multiple regression of each of the coefficients Cf, Cs, and C1 against 
the predictor variables. 
Minitab was used for this multiple regression. Minitab is an 
interactive statistical computing package available on the University 
VAX. Minitab is also available on IBM PC-compatible software. This 
is an ordinary multiple regression procedure, and the parameters 
obtained correspond to the Dalziel kinetic constants. The 11best 11 
regression equation was selected by doing all possible regressions and 
observing the change in the multiple correlation coefficient R2, as 
predictors are added to the regression equation. For the coefficients 
Cf and Cs, this meant that 27 or 128 possible combinations of 
predictors were examined (their equations each have 7 predictors). 
For the regression on C1, 25 or 32 different equations were tested. 
The selection was based upon the minimum number of predictors that can 
be added to the equation to give the highest value of R2. 
R2 = sum of squares due to regression 
total sum of squares 
2 I(Q . - Y)2 R = __ _,;,1 __ _ 
I(Y. - Y)2 
1 
(33) 
Thus, R2 measures the proport ion of the total variation about the 
mean Y explained by the regression. The significance of each of the 
selected parameters is tested by a standard statistical test. The 
t-ratio (mean/standard deviation) is compared to the t value from a 
standard table of critical t values (Draper & Smith, 1981). For a 
normally distributed population and 20 degrees of freedom, (N-1), a 
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t value >l.7 indicates with 95 percent certainty that the parameter is 
significant. The J coefficients were then calculated directly by 
multiplying the Dalziel values by the value of kcat obtained from the 
regression of C1 using propagation of error procedure (Young, 1962). 
Oxamate Inhibition. Oxamate is a dead-end inhibitor of lactate 
dehydrogenase, being competitive with respect to pyruvate (Neilands, 
1954; Nova et al., 1959; Winer & Schwert, 1959). The structure of 
oxamate is shown below: 
The velocity equation for dead-end inhibition can be derived by 
the King-Altman method (1956). The effect of a competitive inhibitor 
on the derivative rate equation for the uninhibited reaction (e.g., 
eq 2 and eq 5) is to multiply certain terms in the denominator by a 
term (1 + I/Ki), where I is the concentration of inhibitor and Ki is 
the dissociation constant for the enzyme-inhibitor complex. The 
denominator terms multiplied by this factor are those which appear in 
the numerator of the distribution equation for the enzyme form 
combining with the inhibitor (Segel, 1975). For the case where the 
inhibitor combines with the enzyme species EA, the relevant 
distribution equation is: 
The sum in the denominator of eq 34 represents the sum of the 
numerators for all possible distribution equations (i.e., for the 
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enzyme forms E, EA, [EAB+EPQ], and EQ). Therefore, in the general 
case of a two-substrate, two-product reaction where the inhibitor 
combines only with EA, the terms JAIJAs, JAplJAB, and JpQIJAP will be 
multiplied by (1 + I/Ki)· For the specific case of an ordered 
ternary-complex mechanism, when I is competitive only with respect to 
substrate B, the derivative rate equation in the absence of- added 
product is (Segel, 1975; Cornish-Bowden, 1979): 
(35) 
Written in J terms: 
(36) 
Thus, competitive dead-end inhibition with respect to pyruvate will 
alter the value of JAIJAB by the factor (1 + I/Ki) to give a new term 
(JA/JAb)1 : 
(37) 
J J I 
+ .JL A+ _A_ A - + AB 
JAB JAB 
Since we are using integrated rate equations to analyze the entire 
progress curve, the terms (JAplJAs)• and (JpQIJAs)• are theoretically 
obtainable (i.e., these are the terms multiplied by AP and PQ in the 
distribution equation, eq 34). However, in the absence of initial 
product, they would probably be kinetically invisible. To obtain the 
inhibition constant, Ki, several experiments were done with the NADH 
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Since we are using integrated rate equations to analyze the entire 
progress curve, the terms (JAplJAa)' and (Jpo/JAa)' are theoretically 
obtainable (i.e., these are the terms multiplied by AP and PQ in the 
distribution equation, eq 34). However, in the absence of initial 
product, they would probably be kinetically invisible. To obtain the 
inhibition constant, Ki, several experiments were done with the NAOH 
concentration greater than the pyruvate concentration, while the 
oxamate concentration was held constant. The regression for C
5 
will 
then give the term (JA/JAa)' from which Ki may be obtained. 
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RESULTS 
Progress curves were carried out, in sextuplicate, under 21 sets 
of initial substrate and product concentrations. All time courses 
approached 100 percent completion (i.e., the limiting substrate was 
essentially exhausted). The initial substrate and product 
concentrations are listed in Table II and described in the methods. 
Plots of 6P against e0 t did not show inactivation for any of the sets 
of experiments. 
DETERMINATION OF THE COEFFICIENTS C 
Each time course was fit by a nonlinear regression to the 
progress curve equation, eq 6. Generally, the initial estimates of 
the C coefficients were within 1% of the final fits, and all of the 
nonlinear regressions converged after two or three iterations. The 
means of the coefficients Cf, Cs, Ct, and C2 for each set of six 
curves were calculated, along with the standard deviations. These are 
shown in Table III. The average t value (coefficient/standard 












TABLE III: Coefficients and Standard Deviations from Nonlinear 
Regression (21 Experiments) 








142 .0780 .0048 .0012 .0008 0.5838 0.2692 -66.70 
166 .0169 .0021 .0102 .0005 1.682 0.0675 -6.267 
172 .0176 .0019 .0082 .0004 1.614 0.0382 -8.970 
395 .1032 .0055 .0478 .0038 0.6260 0.0551 -0.2120 
408 .0560 .0064 :0270 .0093 1.273 0.2614 23.98 
415 .0693 .0062 .0351 .0076 0.7356 0.1572 35.08 
422 .1307 .0063 .0147 .0051 0.3370 0.0833 1.474 
481 .1257 .0060 .0185 .0044 0.4300 0.0451 -1. 580 
489 .0653 .0045 .0345 .0050 0.8736 0.0724 3.161 
245 .0239 .0152 .1448 .0603 0.4157 0.1694 0.8362 
251 .0055 .0085 .4319 .1045 0.8502 0.4034 -31.49 
263 .0033 .0026 .2206 .0855 1.313 1.005 -49.98 
289 .0027 .0040 .2304 .0691 0.8619 0.5939 -61.62 
295 .0169 .0270 .2157 .1021 -0.7370 0.7055 -108.2 
308 .0030 .0049 .1233 .0435 1.276 1.530 -94.69 
321 .0052 .0031 .4705 .0870 1.476 0.1526 -87.40 
438 .0033 .0121 .2068 .0138 -0.0189 0.0129 -3.860 
448 .0500 .0120 .1571 .0085 0.4301 0.0809 1.897 
457 .0327 .0028 .1888 .0085 0.8999 0.0488 -0.8610 
465 -.0035 .0096 .1738 .0091 -1.569 0.3361 -24.09 
473 .0238 .0022 .2422 .0297 0.8724 0.0929 -0.5461 
ab Each set of experiments was replicated in sextuplicate. 
Dimensions of Cf: units m1-l min 
c Dimensions of Cs: units m1-l min 
d Di•nsions of C1: units m1-l min nt,t-1 
























The small value oft for the coefficient C2 suggests that the 
value of c2 does not significantly differ from zero. The coefficient 
C2 was therefore removed from all subsequent calculations. 
The time courses were of two designs depending on which 
substrate, NAOH or pyruvate, was in excess. This order is reflected 
in the magnitudes of the coefficients Cf and Cs. When [NAO~]> 
[pyruvate], Cs is larger than Cf; and when [pyruvate] > [NAOH], Cf is 
larger than Cs. The sizes of both Cf and Cs also depend upon the 
initial concentration of product present. Cf increases with [NAO+] 
and seems relatively independent of [lactate]. Conversely, Cs 
increases with [lactate] and is unaffected by [NAO+]. These 
dependencies are shown in Figure 3. The value of C1 did not depend 
upon the concentration of either substrate. 
DETERMINATION OF THE KINETIC ONSTANTS 
FOR 21 EXPERIMENTS 
In order to perform the linear regressions used to determine the 
J coefficients {eq 7 through eq 9), the coefficient means in Table III 
were weighted according to the quantity (mean/standard deviation). 
Tables IV, V, and VI list the coefficients Cf, Cs, and C1 and the 
computed values of the predictors in these equations. 
In early attempts, these regressions were weighted according to 
the inverse of the variance (i.e., !;standard deviation2) for each 
coefficient. This is not an appropriate weighting for this data. It 
can be seen from Figure 3 and Table III that the sizes of the 
coefficients Cf and Cs depend upon the experimental conditions. The 
Cf's from excess-pyruvate experiments (Sets 142-489) are generally 
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Figure 3. The dependence of the coefficients Cf and Cs on either NAO+ 
or lactate concentration. (1) In experiments to determine the 
dependence of Cf, where [pyruvate] > [NAOH] ( e, O), the lactate 
concentration was held at zero, while NAO+ was increased. (2) 
Alternately, in experiments to determine the dependence of Cs, where 
[NAOH] > [pyruvateJ (A, A), the NAO+ concentration was held at zero 
and the lactate was increased. 
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TABLE IV: Coefficients Cf and Predictors 
1 A +P A +Q 
A +P A +Q 
(A +P )(A +Q ) 
(A +P )(A +Q ) ...Q...JL ...Q...JL 0 0 0 0 
SET
3 
cf B -A B -A B -A 
0 0 0 0 B -A 
0 0 0 0 
0 0 0 0 0 0 0 0 
142 .0780 4.07 0.141 12.4 0.0345 3.030 0.4260 0.1050 
166 .0169 6.710 159.0 0.227 23.60 0.0339 5.370 0.8010 
172 .0176 5.101 179.0 0.177 35.70 0.0354 6.340 1.270 
395 .1030 10.10 1.480 52.60 0.1470 5.210 7.730 o. 7650 
408 .0560 67.60 2.720 1.640 0.0403 0.0243 0.0662 0.0010 
415 .0693 83.30 169.0 3.170 2.030 0.0380 6.420 0.0771 
422 .1310 21.70 1.170 107.0 0.0540 4.910 5.770 0.2650 
481 .1260 25.90 1.510 91.70 0.0581 3.540 5.330 0.2060 
489 • 0653 26.00 1.980 41.00 0.0762 1.580 3.120 0.1200 
245 .0239 -0. 706 -1.300 -6.180 1.850 8.760 -11.40 16.20 
251 .0055 -0.829 -34.30 -1.300 41.40 1.570 -53.80 65.00 
263 .0033 -0.981 -30.10 -1.160 30.70 1.180 -35.50 36.20 
289 .0027 ··l. 290 -29.70 -1.160 23.00 0.9000 -26.70 20. 70 
295 -.0169 -7.340 -1.450 -8. 720 0.1970 1.190 -1.720 0.2340 
308 .0030 -7.690 -1.230 -21.70 0.1600 2.820 -3.470 0.4510 
321 .0052 -1.100 -45.30 -1.110 41.10 1.010 -45.80 41.50 
438 .0033 -21.00 -2.600 -108.0 0.1240 5.170 -13.50 0.6420 
448 .0500 -13. 70 -140.0 -2.920 10.20 0.2130 -29.70 2.170 
457 .0327 -0.922 -20.00 -2.990 21.70 3.250 -65.00 70.50 
465 -.0035 -97.10 -2.560 -2.560 0.0264 0.0264 -0.0677 0.0007 
473 .0238 -1.230 -44.60 -1.330 36.40 1.090 -48.40 39.50 
a Each set of experiments was replicated in sextuplicate. 
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TABLE V: Coefficients Cs and Predictors 
1 B +P B +Q 
B +P 8
0 +Qo 
(B +P )(B +Q ) (B +P )(B +Q ) 
...LE... ...LE... 0 0 0 0 0 0 0 0 
SETa C A -B A -B A -B 
0 0 
A -B 
s 0 0 0 0 0 0 0 0 
142 .0012 -4.070 -1.140 -13.40 0.2800 3.280 -3.740 0.9180 
166 .0102 -6.710 -160.0 -1.230 23.80 0.1830 -29.20 4.350 
172 .0082 -5.010 -180.0 -1.180 35.90 0.2350 -42.30 8.440 
395 .0478 -10.10 -2.480 -53.60 0.2460 5.310 -13.20 1.310 
408 .0270 -67. 60 -3.720 -2.640 0.0551 0.0391 -0 .1460 0.0022 
415 .0351 -83.30 -170.0 -4.170 2.040 0.0500 -8.500 0.1020 
422 .0147 -21.70 -2.170 -108.0 0.1000 4.960 -10.80 0.4960 
481 .0185 -25.90 -2.510 -92.70 0.0967 3.580 -8.960 0.3460 
489 .0345 -26.00 -2.980 -42.00 0. 1150 1.620 -4.810 0.1850 
245 . 1450 0.7060 0.3030 5.180 0.4290 7.340 2.220 3.150 
251 .4320 0.8290 33.30 0.3020 40.10 0.3640 12.10 14.60 
263 .2210 0.9810 29.10 0.1580 29.70 0.1610 4.680 4.770 
289 .2300 1.290 28.70 0.1590 22.30 0.1230 3.540 2.750 
295 .2160 7.340 0.4470 7.720 0.0609 1.050 0.4700 0.0640 
308 .1230 7.690 0.2310 20.70 0.0300 2.690 0.6200 0.0807 
321 .4710 1.100 44.30 0.1150 40.10 0 .1040 4.600 4.170 
438 .2070 21.00 1.600 107.0 0.0763 5. 130 8.200 0.3910 
448 .1570 13. 70 139.0 1.920 10.10 0.1400 19.40 1.410 
457 .1890 0.9220 19.00 1.990 20.50 2. 160 41.10 44.60 
465 .1740 97.10 1.560 1.560 0.0161 0.0161 0.0252 0.0003 
473 .2420 1.230 43.60 0.3310 35.60 0.2700 11.80 9.600 
a Each set of experiments was replicated in sextuplicate. 
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TABLE VI: Coefficients C1 and Predictors 
SETa C1 Po Oo -(Bo+Po+Oo) -(Ao+Po+Oo) 
142 0.5838 0.0 3.00 -3.280 -3.035 
166 1.682 23.60 0.0 -23.78 -23.63 
172 1.614 35.70 0.0 -35.94 -35.74 
395 0.6260 0.0100 5.070 -5.316 -5.217 
408 1.273 0.0160 0.0 -0.0551 -0.0403 
415 0.7356 2.000 0.0100 -2.050 -2.038 
422 0.3370 0.0 4.860 -4.960 -4.914 
481 0.4300 0.0 3.480 -3.577 -3.538 
489 0.8736 0.0191 1.520 -1.635 -1. 596 
245 0.4157 0.1310 7.040 -7.469 -8.886 
251 0.8502 40.00 0.2180 -40.36 -41. 57 
263 1.313 29.60 0 .1090 -29.76 -30.78 
289 0.8619 22.20 0.0594 -22.32 -23.10 
295 -0.7370 0.0201 1.010 -1.071 -1.207 
308 1.276 0.0101 2.670 -2.700 -2.830 
321 1.476 40.04 0.0 -40.14 -41.05 
438 -0.0189 0.0200 5.070 -5.146 -5.194 
448 0.4301 10.00 0.0208 -10.14 -10.21 
457 0.8999 20.40 1.940 -22.56 -23.65 
465 -1.569 o.o 0.0 -0.0161 -0.0264 
473 0.8724 35.40 0.1030 -35.67 -36.49 
a Each set of experiments was replicated in sextuplicate. 
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ten-fold larger than the Cf's from experiments where NA0H was in 
excess (Sets 245-473). 
The opposite is true in the case of Cs. The standard deviations 
of these coefficients follow the same trends. By weighting with 
inverse variance, the coefficients with the smallest standard 
deviations get the heaviest weighting regardless of how important they 
are to the overall fit. This produces a problem in scaling. For 
example, the coefficient Cs would be weighted immensely in Sets 142, 
166, and 172 (on the order of lx106), whereas the heaviest weighting 
for those Cs's that are most important to the fit (Sets 245-473) fall 
in the range of 1x103. Weighting according to the relative 
uncertainty (coefficient divided by standard deviation) avoids this 
problem. 
The Minitab output for the best regressions for Cf and Cs (as 
described in the Methods section) is shown in Table VII for the 
analysis of the complete set of 21 experiments. The ''best" equation 
was selected by doing all possible regressions and observing the 
effect on R2 and the t values as described in the Methods section. 
The parameters estimated are the fundamental Dalziel constants 
(Beeker, 1987; Cornish-Bowden, 1979). That is, they are the 
J coefficients divided by kcat (see eq 2 and eq 7 through eq 10). 
These Dalziel constants are displayed in Table VIII. Table IX 
illustrates the effect on R2 and the t values of the obtained Dalziel 
constants when additional terms are added to the equation for Cf and 
Cs. It can be seen that there is little or no improvement in the fit 
by the inclusion of ~dditional terms. It turns out that, from 
TABLE YII: Multiple Regressions of Coefficients Cf and Cs 
Cf a 0.0235 + 0.000467 l/(B 0 -A0 ) + 0.000682 (A0 +Q0 )/(B0 -A0 ) 
















Analysis of Variance 













Cs= 0.0931 + 0.000499 l/(A 0 -BQ) + 0.000858 (B0+P0 )/(A0 -B0 ) 
+ 0.000856 (B0 +Q0 )/(A0 -B0 J + 0.00355 (B0+P0 ) 
Predictor Coefficient Std.Dev t-Value 
Constant 0.0931 0.0236 3.94 
1/(A -8) 0.000499 0.000477 1.05 
(Bo+~o)?(Ao-80~ 0.000858 0.000182 4. 71 
(Bo+Oo)/(Ao-Bo 0.000856 0.000411 2.08 
Bo+Po 0.00355 0.00117 3.04 
Analysis of Variance 
Source Degrees Freedom Sum of Squares Mean Square 
Regression 4 1.600 0.400 
Error 1§. 0.728 0.0455 
TOTAL 20 2.328 
The multiple correlation coefficient R2 = 69 percent. 
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TABLE VIII: The Dalziel Constants Obtained from Multiple Regression 
(21 Experiments) 
From Cf: 
Constant Value Std.Dev 
JB 0.0235 0.00672 
JABKCAT 
Jo 0.000467 0.000149 
JABKCAT 
Jo 0.000683 0.000111 
JABKCAT 
JBO 0.00641 0.00241 
JABKCAT 
From Cs: 
Constant Value Std.Dev 
JA 0.0931 0.0236 
JABKCAT 
Jo 0.000499 0.000477 
JABKCAT 
JP 0.000858 0.000182 
JABKCAT 
Jo 0.000856 0.000411 
JABKCAT 
JAP 0.00355 0. 00117 
JABKCAT 
From Cl 
Constant Value Std.Dev 
_l 1.05 0.659 
KcAT 
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TABLE IX: Effect of Additional Predictors on the Values of R2 and the 
t Statistic for the Regression of 21 Experiments 
(A) For the Regression Against the Coefficient Cfa 
t value R2 
Constant 1 Ao+Po Ao+Qo A +P A +Q (Ao+Po)(Ao+Qo)(A +P )(A+Q) 
Bo-Ao B -A B -A o o o o B -A o o o 0 0 0 0 0 0 
3.50 3.14 6.16 2.66 .90 
3.59 3.25 -.90 6.07 2.37 .90 
4.81 1. 30 6.82 -2.90 1.44 .93 
3.64 2.60 5.20 2.77 1.11 .90 
4.10 2.82 5.22 3.13 -1.75 .91 
(B) For the Regression Against the Coefficient Csb 
t value R2 
Constant 1 B +P B +Q Bo+Po Bo+Qo (Bo+Po)(Bo+Qo) (B0 +P)(B0 +Q) 0 0 0 0 
Ao-Bo Ao-Bo Ao-Bo Ao-Bo 
3.94 1.05 4.71 2.08 3.04 .69 
2.10 1.14 4.56 1.88 2.78 ~ .69 
3.78 1.20 2.02 1.66 2.92 .95 .70 
3.75 1.02 4.42 2.02 2.65 .11 .69 
a The first line of table was taken as 11best regression 11 and used in 
calculations described in the Methods section. 
b The first line of table was taken as 11best regression 11 and used in 
calculations described in the Methods section. 
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regressions for Cf and Cs, two of the same Dalziel constants are 
detentined. These parameters are J0 /JAskcat and JQIJAskcat· As Table 
VIII shows, the regressions yielded comparable values for these 
·constants. 
The expected predictors for C1 are P0 and A0 +P0 +Q0 (see eq 9), 
but regressions against these predictors did not improve the fit to 
the data. This indicates that C1 is a constant and equal to the 
weighted mean of the C1 values (1.05 ~ .659), where the weights are 
again the coefficients divided by their standard deviations. 
It follows from eq 9 that C1 is equal to the intercept: 
(38) 
Since the magnitudes of the other Dalziel constants in the intercept 
are much smaller than 1/kcat, C1 essentially equals 1/kcat· 
The fact that C1 does not appear to depend on the predictors P0 
or A0 +P0 +Q0 may be at least partially attributed to the strong 
multicollinearity between its predictors. Multicollinearity is an 
interdependency condition that is both a facet and a symptom of poor 
experimental design. As the interdependence among the predictor 
variables X grows, the matrix [xtx] approaches singularity, and the 
elements of the inverse matrix [xtxJ-1 explode. In the limit, perfect 
linear dependence within an independent variable set leads to 
singularity on the part of [xtx] and to an indeterminate set of 
parameter estimates (Farrar & Glauber, 1967; Draper & Smith, 1981). 
The correlation between two columns in a data set X can be evaluated 
by the Pearson product moment (Ryan et al., 1981) using the formula: 
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(39) 
where X1, s1 are the sample mean and standard deviation for each ; th 
value in the X1i column; and X2, s2 are for the X2; column. Applying 
this formula to the columns of predictors for each of the coefficients 
Cf, Cs, and C1 yields the correlation matrices in Table X. 
For the case of C1, Table X shows that the two predictors 
(P0 and A0 +P0 +Q0 ), which appear in the ordered ternary-complex 
mechanism, are nearly perfectly correlated. In addition, the general 
equation for C1 is composed of terms that are very complex and are 
perhaps the least significant from a mechanistic standpoint (eq 9). 
Other than the intercept, there are only terms in three concentrations 
in eq 2; i.e., JAsp/JAskcat, JAsQIJAAkcat, JAPQIJAskcat, and 
JspQIJAskcat· None of these terms can be measured by initial-rate 
methods. The fact that C1 does not appear to respond to increases in 
either substrate or product is therefore not surprising. 
The results of the multiple regressions (Table VII) explain the 
dependencies of Cf and Cs on the concentration of either product 
(shown in Figure 3). Other than the intercept, which corresponds to 
KA/kcat, the largest parameter in the equation for Cf was JsQIJAskcat, 
which corresponds to the predictor A0+Q0 , where Q0 is NAO+. Another 
term in NAO+, JQIJAskcat, corresponding to the predictor 
(A0 +Q0 )/(B0 -A0 ), was also obtained. It can be seen from Table IV 
that, in general, the value of Cf increases as these two predictors 
TABLE X: Pearson Correlation Matrices for the Predictors of Cf, 
and C1 (21 Experiments) 
Cs, 
1 Ao+Po Ao+Qo Ao+Po Ao+Qo (Ao+Po)(Ao+Qo) 
Bo-Ao Bo-Ao Bo-Ao Bo-Ao 
(Ao+Po)/(Bo-Ao) .355 
(Ao+Oo)/(Bo-Ao) .307 .014 (Matrix for Cf) 
Ao+Po -.098 .001 - .164 
Ao+Oo - .038 -.188 .101 -.385 
(Ao+Po)(Ao+Qo) .215 .541 .302 -.691 .079 
Bo-Ao 
(A0 +P0 )(A0 +Q0 ) - .107 -.332 -.140 .722 -.012 -.928 
---------------------------------------------------------------------
1 Bo+Po Bo+Qo Bo+Po Bo+Qo (Bo+Po)(Bo+Qo) 
Ao-Bo Ao-Bo Ao-Bo A -8 0 0 
(Bo+Po)/(Ao-Bo) .355 
(Bo+Oo)/(Ao-Bo) .307 .014 (Matrix for Cs) 
Bo+Po .095 -.015 .160 
Bo+Oo .005 .097 -.154 -.539 
(Bo+Po)(Bo+Qo) .205 .743 .284 .052 -.009 
Ao-Bo 
(Bo+PoHBo+Oo) .067 .068 .096 .439 -.090 .532 
---------------------------------------------------------------------
Po Oo -(Bo+Po+Oo) 
Oo -.557 
-(Bo+Pa+Oo) -.992 .446 (Matrix for C1) 
-(Ao+Po+Oo) -.990 .437 1.0 
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increase. Table IV indicates that Cf does not increase with the 
predictor, (A0 +P0 )/(B0 -A0 ), where P0 is lactate. 
A similar relationship can be seen with Cs and [lactate]. Other 
than Ks/Keat (the intercept), the largest parameter found in the 





where P0 is lactate. Table V shows that as B0 +P0 increases, so does 
the value of Cs. (B0 +Q0 )/(A0 -B0 ), the predictor for the only 
parameter obtained in terms of NAO+, Jo/JAskcat, had little effect on 
Cs, 
The J coefficients for lactate dehydrogenase calculated from the 
Dalziel constants are listed in Table XI. Eight constants were 
obtained, and all are in reasonable agreement with the literature. 
These J coefficients are not as well determined as the fundamental 
Dalziel constants (Table VIII). Their standard deviations are larger. 
The uncertainty associated with the untransformed Dalziel constant was 
much smaller. Propagation of error after multiplying by kcat 
increases the error in the calculated J coefficients. 
DATA FIT FOR THE ANALYSIS 
USING 21 EXPERIMENTS 
A test of the validity of the J coefficients obtained from the 
analysis rests on whether they can be used to predict the experimental 
progress curve. For each progress curve in Tables IV through VI, 
fitted values of the coefficients Cf, Cs, and C1 were calculated from 
the Dalziel constants in Table VIII and the initial conditions, 
according to eq 7 through eq 9. These calculated coefficients were 
A 
then utilized to determine the value of 4P at 50 percent reaction by 
. TABLE XI: Kinetic Constants for an Ordered Ternary-Complex Mechanism 
(21 Experiments) 
Constant Liter-a 
u..1 f_g_j_ Value Std.Dev ature Units 
KcAT KcAT 185 115 200 sec- 1 
~ nt,12 JAB KiAKB .000447 .000312 0.0014 
JA 
JAB KB .0887 .0600 0.164 
1 
JAB KA .0224 .0154 0.0107 
Jp KiAKBKO 
JAB KPKiQ .817 .541 0.082 uM 
1- KiAKB 
JAB K;Q .661 .427 2.17 uM 
JAP KBKO 
JAB KPKiQ .00338 .00240 0.0097 NONE 
~ KA 
JAB KiQ .00610 .00446 0.0168 NONE 
~ K;lB 
JAB KPKiQ 0.000324 NONE 
JABP 1 nt,1-1 
JAB K;p 
JBPO K;ls nt,1-1 
JAB KiBKPKiQ 
a Zewe & Fromm, 1962. 
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using Newton's method to find the root of the progress curve equation 
(eq 6; Miller, 1981). 
The complete fit of the analysis is sensitive to two sources of 
error: experimental and fitting error. The experimental error was 
calculated as the quantity APo.5 - 0.5 at 50 percent reaction as 
follows: The e0 t was determined at which the average AP; for a set of 
six curves was equal to 0.50. Then each observed APo.s was 
determined at the average e0 t, and the difference, APo.s - 0.5, was 
calculated. This is a measure of the reproducibility between curves 
in each set of six. The average experimental error was then 
calculated by averaging the absolute values of APo.5 - 0.5. 
The other source of error is due to the fitting procedure. This 
A A 
quantity is calculated as APo.s - 0.5. The value of APo.5 was 
calculated using the average e0 t determined above at 50 percent 
A 
reaction. APo.s is the root of the progress curve equation at this 
e0 t, where the coefficients are calculated from the fitted values of 
the coefficients J using eq 7 through eq 9. The average fitting error 
of the complete set was then calculated by averaging the absolute 
A 
values of APQ.5 - 0.5. 
Predicted time courses were calculated to determine how well the 
results of the analysis fit the experimental data. The mean absolute 
experimental error was determined and found to be 0.23 ~ .34 percent. 
The mean absolute error due to the total fitting procedures was 7.5 ~ 
8.9 percent. Table XII summarizes the errors associated with each 
experiment. As Table XII indicates, the largest fitting error is 
under conditions of high lactate concentration when [pyruvate] is 
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TABLE XII: Summary of Experimental 
(21 Experiments)a 
and Fitting Errors 
SETb 
Percent Percent Concentration (rrt-1) 
Pobs - Pave Pobs - Phat NADH PYR LACT NAD=F 
142 0 4.0 0.0345 .280 0.0 3.00 
166 -.5 32.0 0.0339 .183 23.6 0.0 
172 0 33.0 0.0354 .235 35.7 0.0 
395 0 7.0 0.137 .236 0.010 5.07 
408 0 3.0 0.0243 .0391 0.016 0.0 
415 -.5 14.0 0.028 .040 2.00 0.010 
422 -.5 7.0 0.054 .100 0.0 4.86 
481 0 5.0 0.0581 .0967 o.o 3.48 
489 0 5.0 0. 0571 .0956 0.0191 1.52 
245 1 8.0 1.715 .298 0. 131 7.04 
251 -.5 -1.5 1.353 .146 40.0 0.218 
263 -.5 0.5 1.071 .0519 29.6 0.109 
289 0 4.0 0.841 .0640 22.2 0.059 
295 -.5 -5.0 0.177 .0408 0.0201 1.01 
308 0 -3.0 0.150 .0199 0.0101 2.67 
321 0 -6.0 1.011 .104 40.04 0.0 
438 0 0.0 0.104 .0563 0.020 5.07 
448 0 9.0 0.192 .119 10.0 0.0208 
457 0 3.0 1.307 .222 20.4 1. 94 
465 1 -4.0 0.0264 .0161 o.o o.o 
473 0 4.0 0.982 .167 35.4 0.103 
~ Errors are means for each experiment at 50 percent reaction. 
Each set of experiments was replicated in sextuplicate. 
greater than [NADH]. This fitting error will be further explored 
below in the Discussion section. 
SELECTION OF MOST IMPORTANT EXPERIMENTS 
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One of the objectives of this research was to determine how to 
carry out the entire kinetic analysis in as efficient a manner as 
possible. In principle, only those experiments that are important in 
obtaining the kinetic information should be done. The results from 
these carefully planned experiments should be the same as the answers 
obtained when ill the experiments are considered. One of the proposed 
advantages of using the entire progress curve rather than initial 
rates is the fact that the analysis should require far fewer 
experiments. To achieve this, it is important that we know how to 
plan for the most important experiments . 
The method of planning experiments for initial-rate studies is 
well established and has been applied for decades. Basically, it is 
essential to work over a range of concentrations in which the initial 
rate varies appreciably. Initial-rate methods are typically plotting 
methods. The derivative rate equation is mathematically transformed 
(linearized) such that plots may be constructed (e.g., 
Lineweaver-Burk, Hanes plots). The macroscopic kinetic constants are 
then obtained from the slope and the intercept of the plot. 
Cornish-Bowden (1979) points out that one needs to consider what range 
of substrate values will precisely define Km and Vmax, and suggests a 
range of about 0.5 Km to 10 Km. 
With regard to product-inhibition studies, the initial-rate 
method is to add a constant level of product under conditions where 
one substrate is varied at constant levels of the other. This is 
repeated at several concentrations of the product. Table XIII gives 
an example of such a design. 
TABLE XIII: Typical Initial-Rate Experimental Designa 
NADH PYRUVATE LACTATE NAO+ 
1 .3 30 0 
1 .3 20 0 
1 .3 10 0 
1 .2 30 0 
1 .2 20 0 
1 .2 10 0 
1 .1 30 0 
1 .1 20 0 
1 . 1 10 0 
a The concentrations are given in nt-1. 
62 
The experimental planning used in this study followed a somewhat 
different strategy . Since the study did not have to deal with rate 
equations that have been linearized, it is of no obvious advantage to 
plan the experiments in the same manner as would be done with initial-
rate experiments. In fact, planning the experiments in such a regular 
array of substrate and product concentration is perhaps the worst 
method. As an example, the predictors for the coefficient Cs and the 
resulting Pearson correlation matrix for the initial-rate design of 
Table XIII were obtained on the Minitab program and are displayed in 
Table XIV. Three pairs of predictors are perfectly correlated, and 
two 
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TABLE XIV: (A) Initial-Rate Design: Predictors for the Coefficient Cs 
1 Bo+Po 8o+Qo Bo+Po Bo+Qo (Bo+Po)(Bo+Qo) (Bo+Po)(Bo+Qo) 
Ao-Bo Ao-Bo Ao-Bo Ao-Bo 
1.4 43 .43 30 .3 13.0 9 .1 
1.4 29 .43 20 .3 8.7 6.1 
1.4 15 .43 10 .3 4.4 3.1 
1.3 38 .25 30 .2 7.6 6.0 
1. 3 25 .25 20 .2 5.1 4.0 
1.3 13 .25 10 .2 2.6 2.0 
1.1 33 .11 30 .1 3.3 3.0 
1.1 22 .11 20 .1 2.2 2.0 
1.1 11 .11 10 .1 1.1 1.0 
(B) Initial-Rate Design: Pearson Correlation Matrix 
1 B +P Bo+Qo Bo+Po 8o+Qo (Bo +P 0)(
80 +Qo) · 0 0 
A -B Ao-Bo Ao-Bo Ao-Bo 0 0 
(Bo+Po)/(Ao-Bo) 0.26 
(Bo+Oo)/(Ao-Bo) 1.0 .26 
Ba+Po 0.01 .96 0.01 
Ba+Oo 1.0 .25 1.0 .01 
(Bo+Po)(Bo+Qo) 
0.74 .80 0.74 .61 .74 
Ao-Bo 
(Bo+Po)(Ba+Oo) 0.69 .85 0.69 .68 .69 .99 
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more are very close; the matrix needed to solve the regression will be 
singular. 
There are several approaches to handling such an ill-conditioned 
. problem (Draper & Smith, 1981). Perhaps the most practical is to 
establish an arbitrary acceptable maximum correlation between 
explanatory variables (say, r = .8 or .9) and to remove data from the 
set after the fact. For example, the predictor B0 +Q0 might be removed 
from the initial-rate design because it is perfectly correlated with 
two other predictors (see Table XIV). This method is potentially 
dangerous, as it is impossible to know which predictors (if any) 
should be removed. If the data set is highly correlated, the 
regression will be quite unstable and, therefore, very sensitive to 
changes in the data field (Farrar & Glauber, 1967). A more effective 
line of attack is to Q}fil! the experimental conditions such that the 
correlations are reduced. 
The results presented thus far are from the entire set of 
conditions that were used for this study (21 sets of data). However, 
the number of necessary experiments can be reduced. The strategy 
employed to select this subset was to choose data sets such that each 
of the predictors for the coefficients Cf, Cs, and C1 was maximized in 
value in one set. Each initial set of conditions will maximize at 
least one predictor. By maximizing each predictor, you are, in 
effect, maximizing the dependence of the coefficient (Cf, Cs, and C1) 
upon that parameter. The logic of this approach is that data that do 
not include the information required by an equation cannot be expected 
to yield it. Note that maximizing a predictor does not necessarily 
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require a particular substrate or product concentration. Instead, it 
is the combination of substrate and product terms that is crucial. 
A subset of the 21 data set s was selected with the goal of 
maximizing each predictor. The procedure for maximizing the 
predictors can be sulllllarized as follows: 
1. Ascertain the range of substrate and product concentrations 
that are experimentally possible. 
2. Maximize the predictor values for the coefficient Cf, Only 
experiments where [pyruvate] is greater than [NADH] need to 
be considered. Experiments where [NADH] is greater than 
[pyruvate] have very small values of Cf. 
3. Maximize the predictors for the coefficient Cs for 
experiments where [NADH] is greater than [pyruvate]. 
4. It is not necessary to plan the experiments to maximize the 
predictors for C1, These variables are automatically 
maximized along with those of Cf and C
5
• 
DETERMINATION OF KINETIC ONSTANTS 
FOR NINE EXPERIMENTS 
Nine of the 21 experiments already performed were required to 
maximize the predictors for all three coefficients. The initial 
substrate and product concentrations are listed in Table XV. Four of 
the experiments were of [pyruvate] > [NADH] design and five of 
[NADH] > [pyruvate]. The coefficients Cf, Cs, C1, and their 
predictors are listed in Tables XVI, XVII, and XVIII. The Pearson 
correlations for this subset of predictors are shown in Table XIX. 
Because of experimental constraints on the substrate and product 
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TABLE XV: Initial Substrate and Product Concentrations 
(Nine Experiments) 
SETa NADH PYRUVATE LACTATE NAO+ 
ITt-1 ITt-1 ITt-1 ITt-1 
172 0.0354 .235 35.7 a.a 
395 0.137 .236 0.010 5.07 
415 0.028 .040 2.00 0.010 
422 0.054 .100 a.a 4.86 
245 1. 715 .298 0.131 7.04 
251 1.353 .146 40.0 0.218 
438 0.104 .0563 0.020 5.07 
448 0.192 .119 10.0 0.0208 
457 1.307 .222 20.4 1. 94 
a Each set of experiments was replicated in sextuplicate. 
TABLE XVI: Coefficients Cf and Predictors (Nine Experiments) 
A +P A +Q 
A +P A +Q 
(A +P ) (A +Q ) 
(A +P )(A +Q ) ...Q.._Q ....Q.._Q 0 0 0 0 
SETa 0 0 0 0 0 0 0 0 ct 8 -A 8 -A 8 -A 8 -A 0 0 0 0 0 0 0 0 
172 .0176 5. 101 179.0 0.177 35.70 0.0354 6.340 1.270 
395 .1030 10.10 1.480 52.60 0 .1470 5.210 7.730 0. 7650 
415 .0693 83.30 169.0 3.170 2.030 0.0380 6.420 0.0771 
422 .1310 21.70 1.170 107.0 0.0540 4.910 5.770 0.2650 
245 .0239 -0.706 -1.300 -6.180 1.850 8.760 -11.40 16.20 
251 . 0055 -0.829 -34.30 -1.300 41.40 1.570 -53.80 65.00 
438 .0033 -21.00 -2.600 -108.0 0.1240 5.170 -13.50 0.6420 
448 .0500 -13.70 -140.0 -2.920 10.20 0. 2130 -29.70 2 .170 
457 .0327 -0.922 -20.00 -2.990 21.70 3.250 -65.00 70.50 
a Each set of experiments was replicated in sextuplicate. 
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TABLE XVII: Coefficients Cs and Predictors (Nine Experiments) 
1 B +P B +Q B +P B +Q 
(B +P )(B +Q ) 
(B +P )(B +Q ) .....2....2 i...Q. 0 0 0 0 
SETa C A -8 A -8 A -8 0 
0 0 0 
A -B 
0 0 0 0 
s 0 0 0 0 0 0 0 0 
172 .0082 -5.010 -180.0 -1.180 35.90 0. :JS0 -42.30 8.440 
395 .0478 -10.10 -2.480 -53.60 0.2460 5.310 -13.20 1.310 
415 .0351 -83.30 -170.0 -4.170 2.040 0.0500 -8.500 0.1020 
422 .0147 -21.70 -2.170 -108.0 0 .1000 4.960 -10.80 0.4960 
245 .1450 0.7060 0.3030 5.180 0.4290 7.340 2.220 3.150 
251 .4320 0.8290 33.30 0.3020 40.10 0.3640 12.10 14.60 
438 .2070 21.00 1.600 107.0 0.0763 5.130 8.200 0.3910 
448 .1570 13.70 139.0 1.920 10.10 0.1400 19.40 1.410 
457 .1890 0.9220 19.00 1.990 20.60 2.160 41.10 44.60 
a Each set of experiments was replicated in sextuplicate. 
TABLE XVIII: Coefficients C1 and Predictors (Nine Experiments) 
SETa C1 Po Oo -(Bo+Po+Qo) -(Ao+Po+Qo) 
172 1.614 35.70 0.0 -35.94 -35.74 
395 0.6260 0. 0100 5.070 -5.316 -5.217 
415 0.7356 2.000 0. 0100 -2.050 -2.038 
422 0.3370 0.0 4.860 -4.960 -4.914 
245 0.4157 0.1310 7.040 -7.469 -8.886 
251 0.8502 40.00 0.2180 -40.36 -41.57 
438 -0.0189 0.0200 5.070 -5.146 -5.194 
448 0.4301 10.00 0.0208 -10.14 -10. 21 
457 0.8999 20.40 1.940 -22.56 -23.65 
a Each set of experiments was replicated in sextuplicate. 
TABLE XIX: Pearson Correlation Matrices for the Predictors of Cf, 
and C1 (Nine Experiments) 
Cs, 
1 A +P A +Q 
Ao+Po Ao+Qo (Ao+Po)(Ao+Qo) 0 0 0 0 
Bo-Ao Bo-Ao Bo-Ao B -A 0 0 
(Ao+Po)/(Bo-Ao) .646 
(Ao+Oo)/(Bo-Ao) .366 .019 (Matrix for Cf) 
Ao+Po -.223 .117 -.090 
Ao+Oo -.310 - .266 .029 -.529 
(Ao+Po)(Ao+Qo) 
.437 .551 .288 -.518 .111 B -A 
0 0 
(Ao+Po)(Ao+Oo) -.226 -.276 -.086 .617 -.037 -.900 
----------------------------------------------------------------------
1 Bo+Po 8o+Qo Bo+Po Bo+Qo (Bo+Po)(Bo+Qo) 
A -B Ao-Bo Ao-Bo Ao-Bo 0 0 
(Bo+Po)/(Ao-Bo) .645 
(Bo+Oo)/(Ao-Bo) .366 .019 (Matrix for Cs) 
Bo+Po .215 -.133 .085 
Bo+Oo .271 .207 - .066 -.649 
(Bo-t-Po)(Bo+Qo) 
.323 .702 .282 -.036 -.006 
Ao-Bo 
(B0 +P0 )(B0 +Q0 ) .198 . 115 .067 .490 -.226 .588 
------------------------------------------------------------------
Po Oo -(Bo+Po+Oo) 
Oo -.665 
-(Bo+Pa+Oo) -.989 .547 (Matrix for C1) 
-(Ao+Po+Oo) -.985 .531 .999 
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concentrations possible, the correlation in C1 could not be broken. 
The regression of the coefficients against the predictors was done in 
a manner similar to the analysis of the complete data set of 21 
experiments. The results of these regressions are shown in Table XX. 
Again, the regressions indicated that the coefficient C1 is a constant 
and equal to the weighted mean of the C1 data values (1.11 ~ .499). 
The Dalziel constants that were obtained for this subset of the 
data are listed in Table XXI. Table XXII gives the J coefficients 
that were calculated from this set of nine experiments. Comparison of 
these values to those obtained from the complete data set (Table XI) 
shows very good agreement between the two analyses. Both the 
experimental and fitting error were calculated in the same fashion as 
with the entire data set. Table XXIII summarizes these errors for 
each of the nine experiments. The mean absolute experimental error 
(APi-AP) was determined to be 0.22 ~ .26 percent. The mean absolute 
A 
total fitting error (AP; -~Pi) was 9.4 ~ 9.2 percent. 
OXAMATE INHIBITION EXPERIMENTS 
The applicability of these integrated-rate methods to an 
inhibition study was tested as described in the Methods section. 
Briefly, the effect of oxamate on the term JA/JABKcat was measured by 
running seven experiments where the initial [NADH] was greater than 
the initial [pyruvate], and the initial [oxamate] was constant. Table 
XXIV summarizes the initial conditions and the results of the seven 
data sets that were obtained using oxamate as a competitive inhibitor 
for pyruvate. The coefficients Cs, C1, and their standard deviations 
TABLE XX: Multiple Regressions of Coefficients Cf and Cs 
(Nine Experiments) 
Cf= 0.0293 + 0.000421 1/(B0 -A0 ) + 0.000737 (A0 +Q0 )/(B0 -A0 ) + 
0.00374 A0+Q0 
Predictor Coefficient Std.Dev 
Constant 0.0293 0. 0118 
1/(B -A) 0.000421 0.000220 
(Ao+8o)7(Bo-Ao) 0.000737 0.000160 
Ao+Oo 0.00374 0.00338 
Analysis of Variance 
Source Degrees Freedom Sum of Squares 
Regression 3 0.130 
Error _j_ 0.011 
TOTAL 8 0.141 



























The multiple correlation coefficient R2 = 66 percent. 

















TABLE XXI: The Dalziel 
(Nine Experiments) 
Constants Obtained from Multiple Regression 
FROM Cf : 
CONSTANT VALUE STD.DEV 
JB 




























CONSTANT VALUE STD.DEV 
_1_ 1.11 0.499 
KcAT 
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TABLE XXII: Kinetic Constants for an Ordered Ternary-Complex 
Mechanism (Nine Experiments) 
CONSTANT LITER-a 
fg__1 ILl VALUE STD.DEV ATURE UNITS 
KcAT KcAT 175.0 80.0 200.0 sec- 1 
~ 




KB 0.0834 0.0523 0.164 JAB 
1- KA 0.0264 0.0159 0.0107 JAB 
i KilBKQ 0.651 0.386 0.082 uM 
JAB KPKiQ 
~ K;AKB 0.680 0.336 2.17 uM 
JAB KiQ 
JAP KBKO 
0.00238 0.00217 0.0097 NONE 
JAB KPKiQ 
~ KA 0.00337 0.00333 0.0168 NONE 
JAB KiQ 
~ K;lB 0.000324 NONE 
JAB KPKiQ 
JABP 1 nt,1-1 
JAB K;p 
JBPQ Kils nt,1-1 
JAB KiBKPKiQ 
a Zewe & Fromm, 1962. 
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TABLE XXIII: Summary of Experimental 
(Nine Experiments)a 
and Fitting Errors 
SETb 
Percent Percent Concentration (nt-1} 
NA•+ Pobs - Pave Pobs - Phat NADH PYR LACT 
172 0.5 32 0.0354 .235 35.7 0.0 
395 -0.5 8 0.137 .236 0.010 5.07 
415 a.a 13 0.028 .040 2.00 0.010 
422 0.0 6 0.054 .100 0.0 4.86 
245 0.0 9 1.715 .298 0.131 7.04 
251 0.5 -6 1.353 .146 40.0 0.218 
438 0.0 1 0.104 .056 0.020 5.07 
448 o.o 8 0.192 .119 10.0 0.0208 
457 -0.5 2 1.307 .222 20.4 1. 94 
~ Errors are means for each experiment at 50 percent reaction. 
Each set of experiments was replicated in sextuplicate. 
TABLE XXIV: Summary of Initial Conditions and Obtained Coefficients 
of Oxamate Inhibition Experimentsa 
SETb NADH PYR LACT NA•+ C C s STD. DEV C1d 
nt,1 nt,1 nt,1 nt,1 
322 .225 .0231 0 0 .626 .0184 3.18 
335 .201 .0258 0 0 .418 .0623 1.237 
342 .208 .0371 0 0 .569 .0925 5.26 
349 .898 .1030 0 0 .442 .128 1.00 
356 .495 .0694 0 0 .526 .129 2.27 
363 .071 .0114 0 0 .553 .134 11. 3 
370 .092 .0127 0 0 .624 .0987 13.5 
a Oxamate concentration was held constant at 0.100 nt-1. 
b Each set of experiments was replicated in sextuplicate. 
c Dimensions of Cs: units m1-l min 










were obtained by the nonlinear regression procedure described in the 
Methods section. The oxamate dissociation constant, Ki, was 
determined by a weighted multiple regression of Cs against its 
predictors. The results of the regression indicated that under these 
experimental conditions only the intercept was significant. The 
weighted mean of the intercept was calculated to be 0.578 ~ .0726 rn\1. 
This number represents the Dalziel constant (JA/JAskcat)'. Ki was 
then determined according to eq 8 for Cs. The values of the Dalziel 
constants used in this calculation were those obtained from the 
complete data set of 21 experiments (Table VIII). Ki was found to be 
0.018 ~ .013 nt-t. This result agrees closely with the value (0.026 rn\1) 
reported by Nova et al. (1959). 
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DISCUSSION 
It has been attempted to demonstrate that it is feasible to use 
complete time courses to analyze the kinetics of a second-order enzyme 
catalyzed reaction. The method appears to have important advantages 
over the method of initial rates. As will be shown, a comparable 
initial-rate study would require at least three times the number of 
experiments that were necessary for the first, and longer, of the 
analyses presented here. 
To begin with, for a complete initial-rate analysis, the reaction 
must be studied in both directions. Experiments without product in 
which one substrate is varied at each of three concentrations of the 
other, one as high and the other as low as possible, must first be 
performed to obtain Km values. Then, the same design must be used in 
the opposite direction. This part of the study would require about 36 
experiments. With regard to product-inhibition experiments, the usual 
method is to add a constant level of one product under conditions 
where one substrate is varied at constant levels of the other. This 
is repeated at a minimum of three concentrations of the product. 
Again, Table XVIII illustrates this design that requires at least 
nine experiments. However, because this is a two-substrate, 
two-product reaction, this design must be repeated four times in order 
to study the reaction in both directions. Thus, a total of perhaps 72 
experiments is required for an initial-rate study of a reaction with 
the stoichiometry of lactate dehydrogenase. Zewe and Fromm (1962), in 
their product-inhibition studies of LOH, performed no less than 160 
separate experiments. Experimentally, therefore, progress-curve 
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methods potentially represent a great saving. The available 
quantities of substrate and product and their cost may be a 
consideration. The progress curve method requires less material. The 
quantity of enzyme needed is also reduced. 
An advantage of this method that may not be obvious is its great 
sensitivity. Anomalies in the data are easily detected because it is 
collected and scrutinized for the entire progress curve. For 
instance, enzyme inactivation is a problem that an experimentalist 
needs to be aware of. Enzyme inactivation could certainly be severe 
enough to affect initial-rate determinations and still go undetected. 
When integrated-rate methods are used, the entire curve is examined, 
and even very small amounts of inactivation can be detected simply by 
varying the enzyme concentration. This has been used to great 
advantage to determine the experimental conditions possible in this 
study. 
For an efficient kinetic analysis, it is absolutely essential 
that the possible range of substrate and product concentration be 
determined beforehand. Knowledge of these limits is important for at 
least three reasons: 
1. High substrate or product concentration may cause deviati ons 
in the progress curve that are not described by the rate 
equation. Examples are substrate inhibition or formation of 
inhibitory complexes. 
2. As mentioned above, the reaction rate must virtually proceed 
to completion in order to be completely described by the 
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integrated rate equations used here. High ratios of product 
to substrate may prevent completion. 
3. In order to maximize the various predictors in the equations 
for the coefficients, it is essential to know the limits of 
reactant and product concentration. 
Note that the same kind of information is required for an 
initial-rate analysis. This analysis also allows for the automatic 
selection of parameters. The substrate and product concentrations 
that yield the most information, in principle, could be routinely 
calculated by a computer program once the experimental limits are 
known. This technical development would make the kinetic analysis 
very efficient. 
It appears that this method could be applied to other enzyme 
systems and other mechanisms as well. For example, transaminases are 
a major group of enzymes that have the same reaction stoichiometry as 
lactate dehydrogenase, but obey a substituted-enzyme (sometimes called 
ping-pong) mechanism (Cornish-Bowden, 1979). The derivative rate law 
for th i s mechanism is simpler than that for an ordered ternary-complex 
in that it contains fewer terms; the formation of a ternary-complex is 
not possible. However, like the ternary-complex mechanism, the terms 
contained in the derivative rate equation for the substituted-enzyme 
are present in the general derivative rate equation (eq 2). Thus, a 
kinetic analysis of an enzyme obeying this rate-law may be quite 
similar to that presented here. 
Another potentially important application of this type of 
analysis is the detection of substrate inhibition terms. For the case 
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of the substituted-enzyme, the substrate can bind to the wrong form of 
the free enzyme. The presence of certain substrate inhibition terms 
can be expected for the substituted-enzyme mechanism under conditions 
when the concentration of the second substrate, B, is high enough to 
compete with the first substrate, A, for the free enzyme. The 
inhibition will disappear when then satura ti ng concentration of A 
overcomes the inhibition by B (Segel, 1975). Substrate inhibition 
studies can give positive evidence for predicting mechanism. 
Using the nonlinear regression program developed by E. A. Boeker, 
small deviations in the curve shape give rise to different coefficient 
values. Because small kinetic effects can be easily demonstrated by 
changes in the curve shape, it follows that macroscopic kinetic 
constants may be obtained that, by initial rates, are nearly 
"invisible." 
A nontrivial problem in the analysis is the correlation between 
the independent variables. In the progress curve equation (eq 6) , the 
logarithmic terms Cf and Cs are perfectly correlated, while the terms 
for C1 and C2 are interdependent. Boeker has shown for arginine 
decarboxylase that her regression program properly solves the 
nonlinear equation, in the absence of Cs, and that the answers are 
physically meaningful (Boeker, 1987, 1988). It appears that her 
program works for the stoichiometry of LOH as well. In proof, 
J coefficients were obtained that agree well with the literature 
values, and these constants have been used to reproduce the individual 
progress curves. 
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The regressions against the coefficients Cf, Cs, and C1 can also 
be ill-conditioned. The independent variables of eq 7 through eq 9 
(predictors) can be highly correlated. As has been shown, the 
correlation problem can be managed, and a reasonable regression may be 
obtained by proper choice of experimental conditions. The solutions 
for the linear equations for Cf, Cs, and C1 were obtained in as 
objective a manner as possible. The decisions were based upon the 
resulting statistics of the regressions, i.e., the "best regression 
equation" was selected on the basis of the multiple correlation 
coefficient R2 and the standard deviations of the resulting 
parameters. Statistical decisions have been employed to obtain 
J coefficients; the values are reasonable and, on the whole, 
correspond well with published values. 
It must be kept in mind that for the enzyme lactate 
dehydrogenase, the initial conditions were kept within narrow 
boundaries. Restrictions on both substrate and product concentrations 
were necessary. These constraints will not necessarily apply to other 
enzymes, and correlation between the predictors may prove to be little 
or no problem. 
The Michaelis constant for pyruvate (Kg) was determined to be 
0.09 1'""'. The initial pyruvate concentration was varied by only three-
fold, from 0.1 to 0.3 1'""'. For initial-rate studies, the use of 
concentrations up to 10 KM is the general rule (Cornish-Bowden, 1979). 
In their study on the kinetics of LOH, Zewe and Fromm (1962) used 
pyruvate concentrations of up to 0.740 rrt-1. It has been shown (Arnold 
& Kaplan, 1974; Fromm, 1961; Winer et al., 1957) that the enzyme 
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becomes inactivated at this concentration. The data presented here 
(Figure 2) confirm this. The equations for the coefficients Cf, Cs, 
and C1 depend on~ of substrate and product rather than on 
substrate alone. It is therefore plain that substrate concentrations 
may be held low and kinetic constants obtained. 
SOURCES OF ERROR 
The overall fit for this analysis was not perfect. As has 
already been explained, the total error can come from two sources. It 
has been shown, however, that the error attributed to experimental 
sources is less than 1 percent. This is very small, indicating that 
the experiments were well replicated. In the case of total fitting 
error, the situation is quite different. For the analysis of nine 
experiments, the mean total fitting error was determined to be 
approximately 9 percent, while the total fitting error computed for 
the entire data set of 21 was slightly less (7 :ercent). 
Inspection of the results of the multiple regressions of these 
data quickly suggests the cause of the seemingly high fitting error. 
For both data sets, the multiple correlation coefficient, R2, is quite 
high (approximately 90 percent) for regressions against the 
coefficient Cf (see Tables VII and XX). This is not the case for the 
coefficient Cs. The value of R2 for the Cs regressions is less than 
70 percent. This number indicates that 70 percent of the total 
variation about the mean of Cs is explained by the relationship 
between Cs and its predictors. Within the model, there is flQ 
combination of predictors that yield a better fit. 
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It seems reasonable that in order to solve highly correlated 
equations such as these, it is very advantageous to obtain as wide a 
range of response in the data as is possible. Eq 7 through eq 9 
indicate that the more one can vary the concentrations of substrate 
and product (thus varying the predictors), the more control one may 
expect to have on the values of the coefficients. What really needs 
to be considered is the shape of the progress curves. Ideally, the 
experimental goal should be to vary the shape of these curves as much 
as possible, and the only way to vary the shape of the progress curve 
is to vary substrate and product concentration. It is especially 
important that the substrate concentration vary as widely as possible. 
At low initial substrate concentration, the products of the reaction 
do not accumulate to high levels, and product inhibition cannot become 
a great factor. At high initial substrate concentration, product 
accumulation will become very important toward the end of the time 
course. One cannot expect to extract information from data that do 
not contain it. 
Figure 4 shows the observed and predicted time courses from Set 
408 in which the initial lactate concentration was 0.016 nt-1. This may 
be compared to the results shown in Figure 5 where the observed and 
predicted time courses from Set 172 (initial lactate, 35.7 nt,1) are 
shown. Eighteen of the 21 experiments had fitting errors comparable 
to Set 408 (Figure 4); and only three sets showed large fitting errors 
similar to Set 172 (Figure 5). The summary of experimenta l and 
fitting errors (Table XII) shows that the worst fitting error was 
under conditions where pyruvate was in excess and the lactate 
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concentration was very high. These are Sets 166, 172, and 415. The 
sunmary of the experimental and predicted coefficients given in Table 
XXV helps to explain why the total fitting error is large under these 
conditions. For these sets of experiments, the experimental or 
observed values for the coefficient Cf was determined to be quite 
small. However, the predicted Cf's were calculated to be 
approximately one order of magnitude higher. It is obvious from eq 7 
that the only way high lactate concentration (P0 ) can increase the 
predicted value of Cf is correlated with those predictors that have P
0 
in them. In other words, as the values of these independent variables 
increase, so must the value of the dependent variable Cf increase. 
This statement must necessarily be true as long as the kinetic 
parameters are not equal to zero. 
As an example, for the ordered ternary-complex mechanism, the 
constant Jsp/JAB does not exist. Therefore, it could not be expected 
in this case that the predictor (A0 +P0 ) would have any measurable 
effect upon the value of the Cf, The remaining three terms in 
lactate, (P0 ), JP/JAB, JPQ/JAB, and JBPQ/JAB, are kinetically possible 
for this mechanism, and thus the size of Cf may be affected by lactate 
concentration. The amount that Cf is changed in response to lactate 
concentration depends upon the size of the products of the kinetic 
parameters multiplied by their respective predictors. 
It can be seen from Table IV that for Sets 166, 172, and 415, the 
predictor (Ao+Po)/(Bo-Ao) is simply huge compared to the same 
predictor in the other 18 sets. The effect of this huge predictor is 
to dramatically increase the value of the predicted Cf, even though it 
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TABLE XXV: Experimental and Predicted Coefficients (21 Expe_riments) 
SETa Cf(expt)b Cf(pred) C
5
(expt)c Cs(pred) C1(expt)d c1 (pred) 
142 .0780 .0534 .0012 .0752 0.5838 1.050 166 .0169 .1607 .0102 .0352 1.682 II 172 .0176 .1774 .0082 .0644 1. 614 II 395 .1032 .1018 .0478 .0420 0.6260 II 408 .0560 .0585 .0270 .0480 1.273 II 415 .0693 .2075 .0351 -.0942 0.7356 II 422 .1307 .1438 .0147 -.0027 0.3370 II 481 .1257 .1262 .0185 .0052 0.4300 II 489 .0653 .0763 .0345 .0424 0.8736 II 
245 .0239 .0739 .1448 .0998 0.4157 II 251 .0055 .0029 .4319 .2648 0.8502 II 263 .0033 .0040 .2206 .2239 1.313 II 289 .0027 .0024 .2304 .1974 0.8619 II 295 .0169 .0204 .2157 .1025 -0.7370 II 308 .0030 .0219 . 1233 .1113 1.276 II 321 .0052 -.0103 .4705 .2744 1.476 II 438 .0033 -.0305 .2068 .1789 -0.0189 II 448 .0500 - .1024 .1571 .2547 0.4301 II 457 .0327 .0246 .1888 .1844 0.8999 II 465 -.0035 -.0258 .1738 .1410 -1.569 II 473 .0238 -.0094 .2422 .2577 0.8724 II 
~ Each set of experiments was replicated in sextuplicate. 
Dimensions of Cf: units m1-l min . 
c Dimensions of Cs: units mi-1 min 
d Dimensions of C1: units m1-l min nt,1-l 
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has no such effect upon the observed coefficient. These predicted 
Ct's were determined as described earlier using the entire collection 
of J coefficients as obtained from all three multiple regressions. 
Interestingly, the J coefficient Jp/JAskcat was obtained from the 
regression against Cs and was undetermined from the regression against 
Cf, Jp/JAskcAT was included in the fitti ng analysis for Cf because, 
strictly speaking, it was determined to have a non-zero value, and it 
must be included in both equations. This procedure was believed to be 
the most reasonable and honest approach. However, if one considers 
the situation, one will realize that this is perhaps not the best 
approach. When the regression against Cf was done, parameters were 
determined that gave the best fit to the experimental data. One can 
hardly expect to back-calculate identical values for Cf when 
additional parameters are added to the regression equation. The table 














Comparison of these recalculated values for Cf shows a substantial 
improvement over the values quoted in Table XXV. Because in all other 
cases the predictor (A0 +P0 )/(B0 -A0 ) is relatively small (Table IV), 
exclusion of it should have very little effect upon the fit. 
A More Efficient Analysis. The analysis described above depends 
upon multiple regressions of eq 7 through eq 9, separately. A more 
87 
efficient analysis would employ a regression of all three equations 
si111.1ltaneously. How this could be accomplished was not obvious until 
very recently. Dr. Kenneth Bosworth of the USU Mathematics Department 
(personal co1T1T1unication) suggested that a single regression of the 
three coefficients against their predictors is not only possible, but 
correct. The main idea lies in the fact that eq 7 through eq 9 
include the same predictors even though they may not be explicitly 
written. For example, eq 7 as written does not contain the term 
JAp/JAs, which is explicit in the equation for Cs (eq 8). However, in 
fact, this term ii in eq 7; the predictor is equal to zero. This idea 
is illustrated below for two general linear equations: 
Note that all possible predictors (the terms in Xi) are explicitly 
included in both equations. Writing the equations in this manner 
permits them to be solved simultaneously. 
(40) 
(41) 
In these equations, Yi is a vector of dependent variables , Bi is 
a vector of parameters to be estimated, and Xi is the matrix of 
independent variables. Thus, the solution to the matrix equation 
Y = XB + e (42) 
can be obtained by ordinary multiple regression. 
Such an analysis has been completed of the entire set of 21 
experiments using a FORTRAN regression program written by Dr. E. A. 
Beeker. The results of the regression are listed in Table XXVI. The 
Dalziel constants obtained compare favorably with those previously 
TABLE XXVI: The Dalzie l C~nstants Obtained from the Simultaneous 
Multiple Regression of the Coefficients Cf, Cs, and C1 for 21 
Experiments 
CONSTANT VALUE STD. DEV. PREVIOUS VALUEa 






0.0932 0.0152 0.0931 JABkCAT 
JB 
0.0424 0.0140 0.0235 JABkCAT 
JQ 
0.000448 0.000219 0.000700 JABkCAT 
JAP 
0.00462 0.000758 0.00355 JABkCAT 
JPQ 
0.00287 0.000675 JABkCAT 
JABP 
0.0180 0.00676 JABkCAT 
JBPQ 
0.00225 0.000815 JABkCAT 
a Values obtained from the separate multiple regressions of the 
coefficients for the complete data set of 21 experiments. 
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determined. The total mean fitting error for this analysis is 6 
percent (Table XXVII). Although this does not represent much 
improvement in the total fit of the data, it can be seen by comparison 
with Table XII that the fit of the three curves most poorly predicted 
is improved (Sets 166, 172, and 415). 
Dr. E. A. Beeker has suggested what is perhaps a bet ter method of 
obtaining the J coefficients. She visualizes a nonlinear regress ion 
program that uses the J coefficients from multiple regression as first 
estimates and directly minimizes the actual fitting error 
A 
I(6Pi - 6Pi)2 . An iterative routine would then determine refined 
values for the J coefficients. 
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TABLE XXVII: Summary of Fitting Errors from the Simultaneous Multiple 
Regression of the Coefficients Cf, Cs, and C1 for 21 Experiments 
Percent Concentration (irM} 
SET Pobs - Phat NAOH PYR LACT NAO+ 
142 1 0.0345 .280 0.0 3.00 
166 13 0.0339 .183 23.6 0.0 
172 16 0.0345 .235 35.7 0.0 
395 5 0.137 .236 0.010 5.07 
408 7 0.0243 .0391 0.016 0.0 
415 6 0.028 .040 2.00 0.010 
422 3 0.054 .100 a.a 4.86 
481 3 0.0581 .0967 0.0 3.48 
489 2 0.0571 .0956 0.0191 1. 52 
245 8 1.715 .298 0 .131 7.04 
251 5 1.353 .146 40.0 0.218 
263 3 1.071 .0519 29.6 0.109 
289 2 0.841 .0640 22.2 0.059 
295 -9 0.177 .0408 0.0201 1.01 
308 -5 0.150 .0199 0.0101 2.67 
321 -5 1.011 .104 40.04 0.0 
438 -7 0.104 .0563 0.020 5.07 
448 1 0.192 .119 10.0 0.0208 
457 10 1.307 .222 20.4 1. 94 
465 -2 0.0264 .0161 0.0 0.0 
473 6 0.982 .167 35.4 0.103 
a Each set of experiments was replicated in sextuplicate . 
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