Abstract
It is important to note that the methodology proposed here relies much on data. 210 Although probability distributions of input data, model parameter and model error could be 211 estimated according to expert knowledge, data analysis is a fundamental requirement to 212
properly estimate the probability distribution of the model error. Therefore, particular 213 attention should be paid to data collection and checking (Beven and Westerberg, 2011) . 214
215
Sampling from the probability distribution of the model error
216
The Nearest Neighbor approach 217
The outcomes from the model error to be plugged into the simulation procedure on the 218 step 3, as described in the previous section, are obtained here by resampling a past realization 219 of the model error using a nearest neighbor (NN) approach also known as the k-nearest 220 neighbor algorithm. This method takes advantage of the fact that a hydrological system's 221 behavior is encapsulated into observations and therefore the stochastic dynamics of the 222 system can be recovered if enough data are available, under assumptions of stationarity and 223 ergodicity. To this end, the NN algorithm (Karlsson and Yakowitz 1987a; ) is applied to 224 represent the behavior of the system through establishing a dependency between the known 225 real inputs into the system and the corresponding observed outputs from the system during 226 the historical data (calibration mode, else known as training). While such a dependency is 227 established, it can be next used to predict (or deduce in an effectively way) the unknown 228 future output of the system from the future assumed input values during the application mode 229 (Mitchell 1998) . 230 errors of the predicted river flows; the error (e) is defined here as the difference between 232 observations and simulated flows during validation of the hydrological model (see previous 233 section). This is done by identifying simulated river flow data similar to those from the test 234 data to gain the information on corresponding errors. The underlying assumption here is that 235 the predicted river flows in the future, while using the same hydrological model, will produce 236 similar errors to those observed in the past and therefore it is possible to 'learn' about them 237 from the historical simulated flows and related errors. In view of the assumption that the 238 model error is independent of input and parameter uncertainty, the NN model can be fitted on 239 the error set generated by the optimal hydrological model that has been calibrated. 240
For the application of the model in prediction mode, initially the deterministic model 241
 is used which gives a deterministic prediction q i of the river flow at each time i 242 (step 2 of the simulation procedure in the previous section). Then will describe a single realization of the predicted river flow over time according to the 258 simulation procedure presented in the previous section (steps 1-3). This procedure is redone 259 j times (see Fig. 1 ) where a random error e i is sampled j-times from the feasible model error 260 space E i (for each time step). Applying resampling techniques allows therefore obtaining 261 numerous realizations of the error e i and together with the input and parameter uncertainty 262 (see previous section) covering the prediction limits of the Q expressed in the form of two 263 quantiles of the underlying model prediction distribution
(typically 95%). Note that 264 the E i is described by a discrete distribution with limited (k) elements. Therefore, because 265 usually j>>k, the same model errors can be sampled recursively. 266
Assumptions and limitations of the NN approach 267
The proposed approach provides the error which is changing in time and is correlated to 268 the simulated river flow. Note, however, that the simulated errors are conditioned on the 269 magnitude of the river flow alone and no dependency between errors themselves is here 270 explicitly modeled. However, since consecutive outputs q i of the hydrological model are 271 interdependent, and since, in turn, the error statistics depends on q i , ,. correlation is implicitly 272 introduced into the error itself, therefore emulating the statistical behavior of the actual error 273 data (see the results presented in Figure 2 below The efficiency of the NN technique is also strongly related to the quality and quantity 299 of the historical data in order to fully (and recursively) cover the river flow variation. 300 Therefore, the method may become less efficient in the case of scarcity or insufficiency of 301 historical data, because it may be difficult to find informative nearest neighbors (Hajebi et al. 302 14 series (Shrestha and Solomatine 2006) . Indeed, many complex hydrological models become 304 slow in evaluation of a big data set. Since for each time step many simulations of the model 305 are to be computed, the computation may become time-consuming (Beygelzimer et al. 2006) . 306
Also the NN technique search may become slower if evaluated at very long time series with 307 numerous neighbors. The reason is that all past sample data must be at first scanned at each 308 time step in order to locate the nearest neighbors, for which their corresponding errors are 309 then computed and the resulting error distribution is inferred (for each time step). Not until 310 then random samples from the derived error space can be picked up. Therefore, as we tested 311 our approach on very long time series while in real world applications less data are usually 312 available, the feasibility and usefulness of the method are confirmed. Nevertheless, 313 depending on modeling purposes, a compromise should be sought between the opposite 314 needs to consistently describe the model error and reduce the computational burden. 315
To accelerate the search of nearest neighbors, we used the kd-tree method, which 316 provides an efficient mechanism for examining only those observations that are closest to the 317 queried, thereby greatly reducing the computation time required to find the closest neighbors 318 (Friedman et al. 1977 ). 319
The above proposed technique for sampling from the model error e is based on the 320 assumption that a consistent description of the statistical properties of e can be provided by a 321 sufficiently long sample of model errors themselves that were experienced in validation. 322
Noteworthy, similar assumptions have been recently questioned on the argument that 323 epistemic uncertainty, which affects hydrological models, cannot be represented statistically 324 in view of the fact that disinformative data and epistemic error can lead to short-term non-325 stationarity in the error statistics that cannot be easily represented by a formal statistical error 326 model with constant parameters (Beven and Westerberg 2011; Beven and Smith 2013, this 327 issue). In our opinion, this line of thought, which implies that epistemic uncertainty is not 328 subject to probabilistic description, may be misleading. Within probability theory, the reason 329 that we use the concept of a random variable is that the quantity of interest is not 330 deterministically known. If a variable is affected by uncertainty, then it is modeled as a 331 random variable, irrespective of the origin of uncertainty. That is, it can be modeled by using 332 stochastics, even if the stochastic dynamics has been imposed due to epistemic uncertainty. 333
This latter may imply the presence of autocorrelation, heteroscedasticity or non-stationarity. 334
Actually, all these are nothing else than stochastic concepts whose definitions are formulated 335 within a stochastic framework. Therefore, invoking these properties to argue about 336 inappropriateness of a stochastic modeling framework is a logical inconsistency, in our view. 337
These properties may increase predictive uncertainty and may underline the need for longer 338 data series for performing statistical inference, but they do not prevent the application of 339 statistical (or data driven) approaches. Therefore, the presence of epistemic uncertainty may 340 affect the results of the proposed approach but does not affect its theoretical validity and does 341 not prevent its practical application. data of 50 years observations generated for the test catchment based on the available 356 historical data as described by Montanari (2005) . The synthetic data experiment was adopted 357 mainly for the reason that it enables controlled testing of the influence of epistemic 358 uncertainty, given that we can introduce (and a priori know) it by using different models for 359 the generation of synthetic data and for the method testing. In contrast, in an experiment with 360 real observations it is not possible to know the contribution of epistemic uncertainty because 361 we never know the exact dynamics of the actual (natural) process. Furthermore, the synthetic 362 experiment makes possible the use of an arbitrarily long data set. This is useful in order to be 363 able to test the NN approach with respect to an extended data base and therefore obtaining 364 statistically consistent indications and consistent sensitivity analysis. The same synthetic data 365 set was used by Montanari and Koutsoyiannis (2012) and therefore a comparison of the 366 obtained estimates for simulation uncertainty allows us for consistently quantifying the 367 improvement given by the NN sampling. 368
The generation of the synthetic data was executed separately for precipitation, 369 temperature and river flow and is briefly presented below. 370
Generation of the synthetic data 371
Synthetic precipitation data of 50 years on five rain gauges located within the 372 catchment were generated using the generalized multivariate Neyman-Scott rectangular 373 pulses model (Cowpertwait 1995 
Hydrological model HyMod 404
To test our approach we used the commonly applied five parameters conceptual 405 rainfall-runoff model HyMod (Boyle 2000) , which was verified before by Montanari (2005) 406 on the same catchment giving satisfactory results. 407
The HyMod, as a five-parameter model, can be seen as a model of reduced complexity 408 in comparison to the nine-parameter ADM model. Therefore, it will presumably not perfectly 409 reproduce the synthetic river flow data generated by the ADM model. As a result, the output 410 of the HyMod will be contaminated by error due to its simplified model structure with respect 411 to the ADM model. This can be regarded as epistemic uncertainty, according to the common 412 perception of what the latter is, given that the original data are not natural but synthetic and 413 were produced by a different model, which is perfectly accurate with respect to these data 414 (because it produced them). The simplified HyMod model does not perfectly represent the 415 original (ADM) dynamics, thus giving rise to imperfections of the dynamical description. 416
The inputs into the HyMod are mean areal precipitation and evapotranspiration. 417
Evapotranspiration is here considered using the radiation method as proposed by Doorenbos 418 et al. (1984) . 419
Simulation procedure and prediction limits generation 420
The proposed approach was tested on the synthetic data derived as described above. 421
The available 50 years dataset was split into three periods in order to: 422 percentage of values lying within the prediction limits, which theoretically should be 95%. 474
The adequacy of the derived prediction limits (for the fixed k) was assessed by the 475 coverage probability method as proposed by Laio and Tamea (2007) . This method relies on 476 the assumption that the probability density function of empirical distribution quantiles of a 477 predicted variable is uniform (U(0,1) ). This means that the variable should be overestimated 478 and underestimated with the same probability. If it is so, the prediction limits should be 479 symmetrically spread along the central value (50% quantile). The coverage probability can be 480 practically assessed from the Coverage Probability Plot (CPP) that presents the theoretical 481 against the computed quantiles. The deviation of plotted points from the bisector line (1:1) 482 allows locating areas where predictions are systematically overestimated or underestimated. 483
Ideally, the empirical points should coincide with the bisector line indicating that the model 484 prediction limits are uniform and consistent with the theoretical 95% data coverage in the 485 entire range of river flows and over the entire period. 486
487

Results
488
Diagnosis of simulated errors 489
The diagnostic plot of the residuals simulated with the NN technique is provided in Fig. 2 (Fig. 2, left bottom) 498 is noticeable and in agreement with residuals of the calibrated model (Fig. 2, left top) . This 499 proves that the NN technique effectively simulates hydrological model errors by relating 500 errors to the simulated flows and thus indirectly accounting for their correlation (present in 501 simulated flows). 502
Model prediction efficiency 503
Correcting simulated river flow via the NN method slightly improved the model 504 predictions (see Fig. 3 ). The corresponding Nash-Sutcliffe efficiency was found to be 0.83 505 against 0.82 (without modifying river flows) for the best prediction (mode), while RMSE was 506 reduced by about 27% (from 14.4 to 10.4 m 3 s -1 ). The improvements are especially visible for 507 the peaks, which are of the highest concern in flood predictions and preventions. Note, 508
however, that the main objective of the method is not the improvement of the prediction 509 accuracy, but the conversion of a deterministic prediction into probabilistic one by providing 510 confidence limits for the predicted variable. 511
Sensitivity to the k value of the NN approach 512
The sensitivity analysis proved that the k value, among the reasonable range between 5 513 and 100 considered, has very little influence on the simulated river flows and the 514 corresponding prediction limits. The prediction limits derived with different values of k 515 varied by less than 0.1% of the total observation coverage. This can be explained, first, by the 516 goodness of the model fit to the "actual" data and therefore similar model errors (deviations 517 between simulated and "actual" river flows) over the entire river flows. And second, in the 518 case of a training data set with a sufficient length (covering fully the river flow variation), the 519 differences in model errors estimated by assigned nearest neighbors for different k may be 520 considered statistically indifferent. The explanation is that when k is much smaller than the 521 calibration series length, it is always possible to find within the calibration set at least k well-522 fitting neighbors. Therefore, to minimize the computation effort, we limited our analysis to 523 the k = 10 case. The sensitivity of the predictions to the k-value may, however, need to 524 increase in a situation of limited data for the NN search or when the model does not explain 525 satisfactorily the behavior of a catchment. 526
Percentage coverage of the prediction limits 527
The 95% prediction limits computed by MC simulation are shown in Fig. 4 . These 528 cover 97.9% of all observations for the testing period against the theoretical value of 95%. 529
That means that the intervals between prediction limits are slightly overestimated. In 530 particular, 0.5% and 1.6% of the "actual" points lie above and below the prediction limits 531 respectively against the theoretical values of 2.5% for each of the intervals. This is a 532 satisfying achievement and a noticeable improvement in comparison to the recent study of 533
Montanari and Koutsoyiannis (2012) on the same catchment but with a different method of 534 modifying simulated river flow (the Meta-Gaussian approach by Montanari and Brath 535 (2004) ), where 5.4% and 4.3% of the "actual" river flows fell, respectively, out of the upper 536 and lower 95% prediction limits. 537
Verification of the coverage probability 538
The coverage probability of the predictions was evaluated for 1000 repetitions of the 539 simulated river flows over 10 years of the validation period for k = 10. Figure 5 presents the 540 resulting coverage probability plot (CPP) for the case study (gray line). As can be seen from 541 the figure, the confrontation of the computed quantiles with the theoretical ones indicates 542 satisfactory predictions of the variable; the points lie along and close to the bisector line (1:1), 543 especially for lower quantiles, whereas, a slight overestimation of the predicted river flow for 544 24 higher quantiles is observed. Thus, the derived prediction limits may be considered as reliable 545 in flood forecasting. This is again a significant improvement in comparison with the previous 546 study of Montanari and Koutsoyiannis (2012) , where the predictions were visibly more 547 underestimated for all quantiles (compare to the black line in Fig. 5) . 548
549
Concluding remarks
550
An original procedure for sampling outcomes from the error population of hydrological 551 models was incorporated within the modeling framework proposed by Montanari and 552 Koutsoyiannis (2012) . Specifically, the model error is assumed to represent all sources of 553 uncertainty (epistemic or induced by inherent variability) other than input and parameter 554 uncertainty. Therefore, sampling from the model error allows a reliable reconstruction of the 555 probability distribution of the model output, provided the complex statistical properties of the 556 error itself are preserved. The idea explored relies on the use of a nearest neighbor resampling 557 procedure from realizations of the hydrological model errors in a past period but not used for 558 the model calibration itself. 559
The results and the statistical assessment that have been performed to check the 560 reliability of the estimated confidence bands for model simulation prove that the proposed 561 procedure leads to an efficient uncertainty assessment. In fact, the above statistical tests, 562 namely the coverage probability plot and the computation of observed data lying between the 563 confidence bands, indicate that a considerable improvement was reached with respect to the 564 results obtained by Montanari and Koutsoyiannis (2012) , who instead used the Meta-565
Gaussian error model to extract random outcomes from the error population. 566
The results confirm that error resampling techniques may be an interesting option to 567 account for prediction uncertainty thereby avoiding a formal statistical characterization of the 568 model error, when it is difficult to parameterize. The proposed approach presents the 569 model calibration and second, for the error characterization using the nearest neighbor 571 technique. In order to provide reliable estimations, the same data set cannot be used twice. 572
The proposed approach relies much on data. In particular, to obtain a proper 573 characterization of the distributional properties of the model error through resampling 574 techniques a fairly extended data base of previous simulation errors for the considered (and 575 calibrated) hydrological model is needed. Herein the difficulties related to the availability of a 576 consistent data base were not considered, because the testing of the proposed approach was 577 intentionally based on synthetic data. Ongoing research is focusing on real world applications 578 for catchments where historical data are available for an extended observation period. 579
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Pick up a parameter vector Θ from the model parameter space according to the probability ƒ Θ (Θ)
R e p e a t j t i m e s
Compute model output q and modify each q i with a random error e m sampled from the E i error space (derived with the NN method) in order to obtain Q i
Pick up an input data vector X from the input data space according to the probability ƒ X (X)
Obtain j repetitions of Q and infer the probability distribution ƒ Q (Q)
Obtain j repetitions of Q and infer the probability distribution ƒ Q (Q) 
