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Abstract—Controlling soft continuum manipulator arms is
difficult due to their infinite degrees of freedom, nonlinear
material properties, and large deflections under loading. This
paper presents a data-driven approach to identifying soft ma-
nipulator models that enables consistent control under variable
loading conditions. This is achieved by incorporating loads into
a linear Koopman operator model as states and estimating their
values online via an observer within the control loop. Using this
approach, real-time, fully autonomous control of a pneumatically
actuated soft continuum manipulator is achieved. In several
trajectory following experiments, this controller is shown to be
more accurate and precise than controllers based on models that
are unable to explicitly account for loading. The manipulator also
successfully performs pick and place of objects with unknown
mass, demonstrating the efficacy of this approach in executing
real-world manipulation tasks.
I. INTRODUCTION
Soft continuum manipulator arms are lightweight, cheap to
make, and their inherent compliance carries the promise to
enable safe interaction with humans, delicate objects, and the
environment [23, 19, 30, 17, 12, 25, 21, 33]. These properties
would make them ideal platforms for tasks involving physical
human-robot interaction such as feeding [31] or handling
products in a warehouse [14]. Yet, so far, the real-world
application of soft manipulators has been limited. This is
due to the difficulty involved in controlling such systems,
as they exhibit infinite degrees-of-freedom, nonlinear material
properties, and large deflections under loading [15]. These
characteristics greatly complicate manipulation tasks such as
pick and place, which require consistent control performance
regardless of payload. Control-oriented models that describe
soft manipulator behavior under varying loading conditions
could enable the automation of such tasks.
Recently, data-driven modeling techniques have emerged as
a powerful tool to address the challenge of modeling soft
continuum manipulators. A primary benefit of these techniques
is that a description of an input/output relationship can be
obtained from system observations without explicitly defining
a system state. This is especially useful for obtaining reduced-
order models of continuum robots that have essentially infinite-
dimensional kinematics, without making simplifying physi-
cal assumptions such as piecewise constant curvature [42],
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Fig. 1. A soft continuum manipulator is tasked with following a reference
trajectory r[k] while carrying an unknown payload. At each time step a model
predictive controller computes the optimal input u[k] to follow the reference
trajectory based on a linear Koopman operator model, and the position of
the end effector y[k] is measured by a motion capture system. An observer
computes a payload estimate wˆ based on the previously measured inputs and
outputs, which is then incorporated into the state of the model z[k] via a
lifting function.
pseudo-rigid-body mechanics [20], quasi-static behavior [6,
38, 16, 40], or simplified geometry [37, 7, 36, 4]. A potential
downside of data-driven modeling is that it requires system
behavior to be observed under a wide range of operating
conditions, including those that may be dangerous to a robot or
its surroundings. Fortunately, compared to conventional rigid-
bodied manipulators, soft manipulators pose much less of a
physical threat to themselves and their surroundings. It is
hence possible to automatically and safely collect data under
a wide range of operating conditions, making soft robots well
suited for data-driven modeling approaches.
Within the class of data-driven methods, deep learning or
neural networks have been the primary choice for describing
the input/output behavior of soft manipulators. For instance,
Satheeshbabu et al. [35] used deep reinforcement learning
to achieve open-loop position control of a soft manipulator
comprised of fiber-reinforced actuators; Hyatt et al. [22]
utilized a linearization of a neural network model and model
predictive control to control the position of a bellows-actuated
manipulator; and Thuruthel et al. [38] used a combination of a
recurrent neural network and supervised reinforcement learn-
ing to achieve closed-loop control of a pneumatically-driven
soft manipulator. This controller was shown to compensate
for disturbance such as end effector loading. Moving forward,
models that are able to predict system behavior as a function
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of load rather than treating them as a disturbance are required
to improve system performance with regard to accuracy and
speed.
An alternative to deep learning and artificial neural networks
is a data-driven modeling approach based on Koopman op-
erator theory. This approach yields a linear model that can
be used for control. These properties are in stark contrast
to deep learning or neural network models, whose creation
requires solving a nonlinear optimization problem for which
global convergence may not be guaranteed [5], and in which
the control input usually appears non-linearly. The Koopman
operator, on which this approach is based, describes the
evolution of scalar-valued functions along trajectories of a non-
linear dynamical system, acting as a linear embedding of the
nonlinear dynamics in an infinite-dimensional function space
[11][10, Ch. 7]. An approximation of this infinite-dimensional
operator is identified via linear regression on input/output
data [9, 28], providing a linear model representation that is
compatible with established linear control techniques [2, 24].
A Koopman-based approach has been successfully used to
control several robotic systems such as a Sphero SPRK, [2],
a quadcopter [1], and a robotic fish [26]. Koopman-based
system identification and control has also been successfully
demonstrated on a soft continuum manipulator to control the
2D projection of its end-effector [8].
This paper presents a Koopman-based framework that
explicitly incorporates loading conditions into the model
to enable real-time control design. By incorporating loads
into the model as states, our approach is able to estimate
loading online via an observer within the control loop (see
Fig. 1). This observer infers the most likely value of the
loading condition given a series of input/output measurements.
The knowledge that is gained in this process enables consistent
control performance under a wide range of loading conditions.
In fact, the idea of estimating loading conditions has been
explored for rigid-bodied robots in the past [13, 44]. By using
our proposed Koopman-based approach, we are able to transfer
these rigid-body results into the world of soft robots, which
are subject to continuous deformation under load.
Using this approach, we demonstrate real-time, fully
autonomous control of a pneumatically actuated soft
continuum manipulator. In several validation experiments
our controller proves itself to be more accurate and more
precise across various payloads than several other model-based
controllers which do not incorporate loading. To the best of
the authors’ knowledge, this paper presents the first imple-
mentation of a closed-loop controller that explicitly accounts
for loading on a soft continuum manipulator and the first
demonstration of autonomous pick and place of objects of
unknown mass on a soft continuum manipulator.
The rest of this paper is organized as follows: Section II
formally introduces the Koopman operator and describes how
to construct models of nonlinear dynamical systems from data.
Section II-D introduces a method for incorporating loading
conditions into the model. Section III describes our Koopman-
based model predictive controller and a method for estimating
loading conditions online. Section IV describes the set of ex-
periments used to evaluate the performance of our Koopman-
based model predictive controller on a pneumatically actuated
soft continuum manipulator, including trajectory following
while carrying an unknown payload, and autonomously sorting
objects by mass. Section V discusses the results of these
experiments and concludes the paper.
II. SYSTEM IDENTIFICATION
This section describes a system identification method to
construct linear state space models of nonlinear controlled
discrete dynamical systems from input/output data. In par-
ticular, rather than describing the evolution of a dynamical
system’s state directly, which may be a nonlinear mapping, the
(linear) Koopman operator describes the evolution of scalar-
valued functions of the state, which is a linear mapping in the
infinite-dimensional space of all scalar-valued functions.
A. The Kooman Operator
Consider an input/output system governed by the following
differential equation for the output:
y˙(t) = F (y(t), u(t)) (1)
where y(t) ∈ Y ⊂ Rn is the output and u(t) ∈ U ⊂ Rm is
the input of the system at time t ≥ 0, F is a continuously
differentiable function, and Y and U are compact subsets.
Denote by φτ (y0, u0) the flow map, which is the solution to
(1) at time τ when beginning with the initial condition y0 at
time 0 and a constant input u0 applied for all time between 0
and τ .
The system can be lifted to an infinite-dimensional func-
tion space F composed of all square-integrable real-valued
functions with compact domain Y × U ⊂ Rn×m. Elements
of F are called observables. In F , the flow of the system is
characterized by the set of Koopman operators Kτ : F → F ,
for each τ ≥ 0, which describe the evolution of the observables
f ∈ F along the trajectories of the system according to the
following definition:
Kτf = f ◦ φτ , (2)
where ◦ indicates function composition. A consequence of this
definition is that for a specific time step τ , the Koopman
operator Kτ defines an infinite-dimensional linear discrete
dynamical system that advances the value of an observable
by τ ,
f(y(t+ τ), u˜) = Kτf(y(t), u˜) (3)
where u˜ is a constant input over the interval [t, t+τ ]. Since this
is true for any observable function f , the Koopman operator
can be used to advance the output itself by applying it to the
set of functions {fi : fi(y(t), u˜) = yi(t)}ni=1, advancing their
values according to (3), and stacking the results as a vector:
y(t+ τ) =
[Kτf1 (y(t), u˜) · · · Kτfn (y(t), u˜)]> . (4)
In this way, the Koopman operator provides an infinite-
dimensional linear representation of a nonlinear dynamical
system [11].
B. Koopman-based System Identification
Since the Koopman operator is an infinite-dimensional
object, we have to settle for its projection onto a finite-
dimensional subspace, which can be represented as a matrix.
Using the Extended Dynamic Mode Decomposition (EDMD)
algorithm [43, 28, 29], we identify a finite-dimensional matrix
approximation of the Koopman operator via linear regression
applied to observed data. The remainder of this subsection
describes the mathematical underpinnings of this process.
Define F¯ ⊂ F to be the subspace of F spanned
by N > n+m linearly independent basis functions
{ψi : Rn×m → R}Ni=1, and define the lifting function
ψ : Rn×m → RN as:
ψ(y, u) :=
[
ψ1(y, u) · · · ψN (y, u)
]>
. (5)
Any observable f¯ ∈ F¯ can be expressed as a linear combina-
tion of the basis functions
f¯ = θ1ψ1 + · · ·+ θNψN (6)
where each θi ∈ R is a constant. Thus f¯ evaluated at y, u can
be concisely expressed as
f¯(y, u) = θ>ψ(y, u) (7)
where θ := [θ1 · · · θN ]> acts as the vector representation of
f¯ .
Given this vector representation for observables, a linear
operator on F¯ can be represented as an N ×N matrix. We
denote by K¯τ ∈ RN×N the approximation of the Koopman
operator on F¯ , which operates on observables via matrix
multiplication:
K¯τθ = θ′ (8)
where θ, θ′ are each vector representations of observables in F¯ .
Our goal is to find a K¯τ that describes the action of the infinite
dimensional Koopman operator Kτ as accurately as possible
in the L2-norm sense on the finite dimensional subspace F¯ of
all observables.
For K¯τ to perfectly mimic the action of Kτ on any observ-
able f¯ ∈ F¯ ⊂ F , according to (2) the following should be true
for all y ∈ Y and u ∈ U ,
K¯τ f¯(y, u) = f¯ ◦ φτ (y, u) (9)
(K¯τθ)>ψ(y, u) = θ>ψ ◦ φτ (y, u) (10)
K¯>τ ψ(y, u) = ψ ◦ φτ (y, u), (11)
where (10) follows by substituting (7) and (11) follows since
the result holds for all f¯ . Since this is a linear equation, it
follows that for a given y ∈ Y and u ∈ U , solving (11) for
K¯τ yields the best approximation of Kτ on F¯ in the L2-norm
sense [32]:
K¯τ =
(
ψ(y, u)>
)†
(ψ ◦ φτ (y, u))> (12)
where superscript † denotes the Moore-Penrose pseudoinverse.
To approximate the Koopman operator from a set of
experimental data, we take K discrete measurements in
the form of so-called “snapshots” (a[k], b[k], u[k]) for each
k ∈ {1, . . . ,K} where
a[k] := y[k] (13)
b[k] := φTs(y[k], u[k]), (14)
y[k] denotes the output corresponding to the kth measurement,
u[k] is the constant input applied between a[k] and b[k], and
Ts is the sampling period, which is assumed to be identical
for all snapshots. Note that consecutive snapshots do not have
to be generated by consecutive measurements. We then lift all
of the snapshots according to (5) and compile them into the
following K ×N matrices:
Ψa :=
 ψ(a[1], u[1])
>
...
ψ(a[K], u[K])>
 , Ψb :=
 ψ(b[1], u[1])
>
...
ψ(b[K], u[K])>
 .
(15)
K¯Ts is chosen so that it yields the least-squares best fit to all
of the observed data, which, following from (12), is given by
K¯Ts := Ψ†aΨb. (16)
Sometimes a more accurate model can be obtained by
incorporating delays into the set of snapshots. To incorporate
these delays, we modify the snapshots to have the following
form
a[k] :=

y[k]
...
y[k − d]
u[k − 1]
...
u[k − d]

, b[k] :=

φTs(y[k], u[k])
...
y[k − d+ 1]
u[k − 1]
...
u[k − d]

(17)
where d is the number of delays. We then modify the domain
of the lifting function such that ψ : R(n+(n+m)d)×m → RN
to accommodate the larger dimension of the snapshots. Once
these snapshots have been assembled, the model identification
procedure is identical to the case without delays.
C. Linear Model Realization Based on the Koopman Operator
For dynamical systems with inputs, we are interested in
using the Koopman operator to construct discrete linear models
of the following form
z[j + 1] = Az[j] +Bu[j]
y[j] = Cz[j]
(18)
for each j ∈ N, where y[0] is the initial output, z[0] is the
initial state, and u[j] ∈ Rm is the input at the jth step.
Specifically, we desire a representation in which the input
appears linearly, because models of this form are amenable to
real-time, convex optimization techniques for feedback control
design, as we describe in Section III.
With a suitable choice of basis functions {ψi}Ni=1, K¯Ts can
be constructed such that it is decomposable into a linear system
representation like (18). One way to achieve this is to define
the first N−m basis functions as functions of the output only,
and the last m basis functions as indicator functions on each
component of the input,
ψi(y, u) = gi(y), ∀i ∈ {1, . . . , N −m} (19)
ψi(y, u) = ui, ∀i ∈ {i = N −m+ 1, . . . , N} (20)
where gi : Rn → R and ui denotes the ith element of u.
This choice ensures that the input only appears in the last m
components of ψ(y, u), and an N −m dimensional state can
be defined as z = g(y) ∈ RN−m, where g : Rn → RN−m is
defined as
g(y) :=
[
g1(y) · · · gN−m(y)
]>
. (21)
Following from (16), the transpose of K¯Ts is the best
transition matrix between the elements of the lifted snapshots
in the L2-norm sense. This implies that given the lifting
functions defined in (19) and (20), K¯Ts is the minimizer to
min
Kˇ
K∑
k=1
∥∥∥∥Kˇ> [g(a[k])u[k]
]
−
[
g(b[k])
u[k]
]∥∥∥∥2
2
. (22)
Also note that given z = g(y) as the state of our linear system,
the best realizations of A and B in the L2-norm sense are the
minimizers to
min
Aˇ,Bˇ
K∑
k=1
∥∥Aˇg(a[k]) + Bˇu[k]− g(b[k])∥∥2
2
. (23)
Therefore, by comparing (22) and (23), one can confirm that A
and B are embedded in K¯Ts and can be isolated by partitioning
it as follows:
K¯>Ts =
[
A(N−m)×(N−m) B(N−m)×m
Om×(N−m) Im×m
]
(24)
where I denotes an identity matrix, O denotes a zero matrix,
and the subscripts denote the dimensions of each matrix.
We can also define the first n basis functions as indicator
functions on each component of the output, i.e.
gi(y) = yi ∀i ∈ {1, . . . , n}. (25)
Then, C is defined as the matrix which projects the first n
elements of the state onto the output-space,
C =
[
In×n On×(N−n)
]
. (26)
D. Incorporating Loading Conditions Into the Model
For robots that interact with objects or their environment,
understanding the effect of external loading on their dynamics
is critical for control. These loading conditions alter the dy-
namics of a system, but are generally not directly observable.
This poses a challenge for model-based control, which relies
on an accurate dynamical model to choose suitable control
inputs for a given task.
We desire a way to incorporate loading conditions into
our dynamic system model and to estimate them online. We
can achieve this by including them within the states of our
Koopman-based lifted system model, and then constructing an
online observer to estimate their values. This strategy utilizes
the underlying model to infer the most likely value of the
loading conditions given past input/output measurements.
Let w ∈ Rp be a parametrization of loading conditions. For
example, w might specify the mass at the end effector of a
manipulator arm. We incorporate w into the state z using a
new lifting function γ : Rn×p → R(N−m)(p+1), which accepts
w as a second input and is defined as:
z = γ(y, w) =

g(y)
g(y)w1
...
g(y)wp
 =
g(y) · · · 0... . . . ...
0 · · · g(y)

︸ ︷︷ ︸
Γ(y)
[
1
w
]
(27)
where Γ(y) ∈ R((N−m)(p+1))×(p+1) is the matrix formed by
diagonally concatenating g(y), p+ 1 times, and wi denotes
the ith element of w. Note that because this lifting function
requires the loading condition w as an input, it must also be
included in the snapshots (a[k], b[k], u[k], w[k]) to construct a
Koopman model that accounts for loading.
Although w is not measured directly, its value can be
inferred based on the system model and past input-output
measurements. We construct an observer that estimates the
value of w at the jth timestep by solving a linear least-squares
problem using data from the Nw previous timesteps. Notice
that the output at the jth timestep y[j] can be expressed in
terms of the input u[j − 1], the output y[j − 1], and the load
w[j − 1] at the previous timestep by combining the system
model equations of (18) and then substituting (27) for z[j−1],
y[j] = CAz[j − 1] + CBu[j − 1] (28)
= CAΓ(y[j − 1])
[
1
w[j − 1]
]
+ CBu[j − 1]. (29)
Solving for the best estimate of w[j−1] in the L2-norm sense,
denoted wˆ[j − 1] yields the following expression,[
1
wˆ[j − 1]
]
= (CAΓ(y[j − 1]))† (y[j]− CBu[j − 1]) (30)
where † denotes the Moore-Penrose psuedoinverse.
Under the assumption that the loading is equal to some
constant w˜ over the previous Nw time steps, i.e. w[i] = w˜ for
i = j−Nw, . . . , j, we can similarly find the best estimate over
all Nw timesteps. Since this estimate is based on more data
it should be more accurate and more robust to noisy output
measurements. We define the following two matrices,
ΛA =
 CAΓ(y[j − 1])...
CAΓ(y[j −Nw])
 (31)
ΛB =
 y[j]− CBu[j − 1]...
y[j −Nw + 1]− CBu[k −Nw]
 (32)
Algorithm 1: Koopman MPC with Load Estimation
Input: Prediction horizon: Nh
Model matrices: A,B,C
for k = 0, 1, 2, ... do
if k mod Ne = 0 then
Estimate wˆ′[j] via (33)
wˆ[k] = mean(wˆ′[j], wˆ[k − 1], . . . , wˆ[k −Nr])
j = j + 1
else
wˆ[k] = wˆ[k − 1]
end
Step 1: Solve QP to find optimal input (u[i]∗)Nhi=0
Step 2: Set u[k] = u[0]∗
Step 3: Apply u[k] to the system
end
Then, following from (30), the best estimate for w¯ over the
past Nw timesteps in the L2-norm sense, denoted wˆ, is given
by [
1
wˆ
]
= Λ†AΛB , (33)
where † again denotes the Moore-Penrose psuedoinverse.
III. CONTROL
A system model enables the design of model-based con-
trollers that leverage model predictions to choose suitable
control inputs for a given task. In particular, model-based
controllers can anticipate future events, allowing them to
optimally choose control inputs over a finite time horizon.
A popular model-based control design technique is model
predictive control (MPC), wherein one optimizes the control
input over a finite time horizon, applies that input for a
single timestep, and then optimizes again, repeatedly [34]. For
linear systems, MPC consists of iteratively solving a convex
quadratic program (QP). Importantly, this is also the case
for Koopman-based linear MPC control, wherein one solves
for the optimal sequence of control inputs over a receding
prediction horizon [24, Eq. 23].
The predictions of this Koopman-based controller depend
on the estimate of the loading conditions wˆ. This estimate
must be periodically updated using the method described in
Section II-D, but for systems with relatively stable loading
conditions, it is computationally inefficient to compute a new
estimate at every time step. Therefore, we define a load
estimation update period Ne as the number of time steps
to wait between load estimations. Increasing Ne will likely
increase the accuracy of each load estimate, but will also
reduce responsiveness to changes in the loading conditions.
To balance accuracy with responsiveness, we update wˆ every
Ne time steps by setting it equal to the average of the new
load estimate and the previous Nr load estimates, where Nr
is another user defined constant. Algorithm 1 summarizes the
closed-loop operation of this Koopman-based MPC controller
with these periodic load estimation updates.
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Fig. 2. The soft robot arm consists of three bending sections, each actuated
by three pneumatic artificial muscles (PAMs). The actuators are surrounded by
a sleeve of flexible PVC foam, and pressurized air is supplied to the actuators
via air hoses that wind around the exterior. The end effector consists of a
granular jamming vacuum gripper [3], which is connected to a vacuum pump
by a hose that runs along the interior of the arm.
IV. EXPERIMENTS
This section describes the soft continuum manipulator and
the set of experiments used to demonstrate the efficacy of the
modeling and control methods described in Sections II and III.
Footage from these experiments is included in a supplementary
video file1.
A. System Identification of Soft Robot Arm
To validate the modeling and control approach described
in the previous section, we applied it to a soft robot arm
capable of picking-up objects and moving its end effector
in three-dimensional space. The robot, shown in Fig. 2, is
70 cm long and has a diameter of 6 cm. It is made up of
three pneumatically actuated bending sections and an end
effector comprised of a granular jamming vacuum gripper
[3]. Each section is actuated by three pneumatic artificial
muscles (PAMs) [39] which are adhered to a central spine
consisting of an air hose encased in flexible PVC foam tubing.
Another much larger sleeve of flexible PVC foam surrounds
the actuators, which serves to dampen high frequency oscil-
lations and make the body of the arm softer overall. The air
pressure inside the actuators is regulated by 9 Enfield TR-
010-g10-s pneumatic pressure regulators that accept 0− 10V
command signals corresponding to pressures of approximately
0− 275 kPa, and are connected to the actuators by air hoses
that wrap around the outside of the foam sleeves. The exterior
of the arm is covered in retro-reflective markers which are
tracked using a commercial OptiTrack motion capture system.
We quantified the stochastic behavior of our soft robot
system by observing the variations in output from period-to-
period under sinusoidal inputs with a period of 10 seconds
and a sampling time of Ts = 0.083 seconds with a zero-
order-hold between samples. Over 60 periods, the trajectory
of the end effector deviated from the mean trajectory by an
average of 9.45 mm and with a standard deviation of 7.3 mm.
This inherent stochasticity limits the tracking performance of
the system, independent of the employed controller.
1https://youtu.be/g2yRUoPK40c
For the purposes of constructing a dynamic model for the
arm, the input was chosen to be the command voltages into
the 9 pressure regulators and at each instance in time was
restricted to [0, 10]9. The output was chosen to live in R9
and corresponds to the positions of the ends of each of the
3 bending sections in Cartesian coordinates with the last 3
coordinates corresponding to the end effector position. The
parametrization of the loading condition lives in R+ and is
chosen to be the mass of the object held by the gripper.
Data for constructing models was collected over 49 tri-
als lasting approximately 10 minutes each. A randomized
“ramp and hold” type input and a load from the set
{0, 50, 100, 150, 200, 250, 300} grams was applied during each
trial to generate a representative sampling of the system’s
behavior over its entire operating range.
Three models were fit from the data: a linear state-space
model using the subspace method [41], a linear Koopman
model that does not take loading into account using the
approach described in Section II-B, and a linear Koopman
model that does incorporate loading using the approach from
Section II-D. Each of theses models was fit using the same
set of 325, 733 randomly generated data points just once,
independent of any specific task.
The linear state-space model provides a baseline for com-
parison and was identified using the MATLAB System Iden-
tification Toolbox [27]. This model is a 9 dimensional linear
state-space model expressed in observer canonical form.
The first Koopman model (without loading) was identified
on a set of K = 325, 732 snapshot pairs {a[k], b[k], u[k]}Kk=1
that incorporate a single delay d = 1:
a[k] =
[
y[k]> y[k − 1]> u[k − 1]>]> (34)
b[k] =
[
(φTs(y[k]) + σ[k])
>
y[k]> u[k]>
]>
. (35)
Note that the dimension of each snapshot is
2n+m = 2(9) + 9 = 27 due to the inclusion of the
delay, and we denote by yd[k] ∈ R27 one of these outputs
which has delays included at some time k. The the lifting
function ψ : R27×9 → R111 was defined as
ψ(yd[k], u[k]) =
[
g(yd[k])
u[k]
]
(36)
where the range of g has dimension N = 102,
gi(y
d[k]) = ydi [k] for i = 1, ..., 27, and the remaining
75 basis functions {gi : R27 → R}102i=28 are polynomials
of maximum degree 2 that were selected by evaluating the
snapshot pairs on the set of all monomials of degree less then
or equal to 2, then performing principle component analysis
(PCA) [10, Ch. 1.5] to identify a reduced set of polynomials
that can still explain at least 99% of this lifted data.
The second Koopman model (with loading) was identified
on the same set of snapshot pairs as the first model, but with
the loading included {a[k], b[k], u[k], w[k]}Kk=1. The lifting
TABLE I
EXPERIMENT 1: RMSE (MM) OVER ENTIRE TRIAL
Payloads (grams) Std.
Controller 25 75 125 175 225 275 Avg. Dev.
L-MPC 73.0 72.9 72.6 71.9 72.3 74.3 72.8 0.8
K-MPC 55.4 33.9 29.5 20.0 24.8 27.8 31.9 12.4
KL-MPC 26.1 23.7 20.6 19.5 18.2 20.4 21.4 2.9
function ψ : R27×9 → R231 was defined as,
ψ(yd[k], u[k], w[k]) =
[
γ(yd[k], w[k])
u[k]
]
=
 g(yd[k])g(yd[k])w[k]
u[k]

(37)
where the range of g has dimension N = 111, gi(yd[k]) =
ydi [k] for i = 1, ..., 27, and the remaining 84 basis functions
{gi : Rn → R}111i=28 are polynomials of maximum degree 2
that were selected using the same PCA method described in
the previous paragraph..
B. Description of Controllers
Three model predictive controllers were constructed using
the data-driven models described in the previous section. Each
controller uses one of the identified models to compute online
predictions and is denoted by an abbreviation specifying which
model,
• L-MPC: Uses the linear state-space model
• K-MPC: Uses the Koopman model without loading
• KL-MPC: Uses the Koopman model with loading
All three controllers solve a quadratic program at each time
step using the Gurobi Optimization software [18]. They run
in closed-loop at 12 Hz, feature an MPC horizon of 1 second
(Nh = 12), and a cost function that penalizes deviations of the
position of the end effector from a reference trajectory over
the prediction horizon.
C. Experiment 1: Trajectory Following with Known Payload
We first evaluated the relative performance of the three
controllers when the payload at the end effector is known.
With this information given, the manipulator is tasked with
moving the end effector along a three-dimensional reference
trajectory lasting 20 seconds. Six trials were completed for
payloads of 25, 75, 125, 175, 225, and 275 grams. The actual
paths traced out by the end effector and the tracking error
over time for 3 of the trials are displayed in Fig. 3, and the
RMSE tracking error for all 6 trials is compiled in Table I. It
should be noted that only the KL-MPC controller is capable of
actually utilizing knowledge of the payload, since the other 2
controllers are based on models that do not incorporate loading
conditions.
D. Experiment 2: Online Estimation of Unknown Payload
We evaluated the performance of the online load estimation
method described in Sections II-D and III under random-
ized “ramp and hold” type inputs and a sampling time of
Ts = 0.083 seconds. New estimates were calculated every
Ne = 12 timesteps by solving (33) using measurements from
L-MPC K-MPC KL-MPC
Fig. 3. Experiment 1 Results: The end effector trajectories for the L-MPC (left), K-MPC (center), and KL-MPC (right) controllers when the true value of
the payload is known. Trajectories corresponding to a payload of 25g are shown in blue, trajectories with a payload of 125g are shown in red, trajectories
with a payload of 225g are shown in yellow, and the reference trajectory is shown in grey.
Fig. 4. Experiment 2 Results: Online payload estimation under random
inputs using the method described in Section II-D. Three trials are shown
for payloads of 25g, 125g, and 225g, with the actual payload used for each
trial marked by a dotted line, and the payload estimate marked a solid line.
Results for the 25g payload are shown in blue, results for the 125g payload
are shown in red, and results for the 225g payload are shown in yellow.
the previous Nw = 30 timesteps, and wˆ was computed by
averaging over the most recent Nr = 360 estimates. Three
trials were conducted with payloads of 25, 125, and 225 grams,
none of which were in the set of payloads used for system
identification, and the results are displayed in Fig. 4
E. Experiment 3: Trajectory Following with Unknown Payload
To evaluate the efficacy of the combined control and load
estimation method summarized by Algorithm 1, we measured
the manipulator’s performance in tracking a periodic reference
trajectory when the payload is not known. Once again three
trials were conducted with payloads of 25, 125, and 225
grams. The periodic reference trajectory was a circle with a
diameter of 200 mm. Note that this trajectory was not part of
the training data. The KL-MPC controller was run at 12 Hz
and wˆ was updated according to the same parameters as in
Experiment 2 (Ne = 12, Nw = 30, Nr = 360). Results of this
experiment are shown in Fig. 5.
F. Experiment 4: Automated Object Sorting (Pick and Place)
The load estimation algorithm and KL-MPC controller were
utilized to perform automated object sorting by mass. Five ob-
jects were selected, each with mass between 0 and 250 grams,
and five cups were placed in front of the manipulator, each
corresponding to a 50 gram interval between 0 and 250 grams
(i.e. 0-50, 50-100, etc.). The range from 250-300 grams was
not used for this experiment, because such loads too severely
reduce the workspace of the robot. The objects used and their
masses are shown in Fig. 6. Given one of these objects, the task
was to place the object into the cup corresponding to its mass.
For each trial, a human assists the manipulator with grabbing
the object, then the manipulator performs KL-MPC with load
estimation (Algorithm 1) while following a circular reference
trajectory for 15 seconds. After 15 seconds, load estimation
stops, and a “drop-off” reference trajectory is selected that
Fig. 5. Experiment 3 Results: Periodic trajectory following with an unknown
payload. The payload estimate over time (top) and tracking error over time
(bottom) are shown for three trials with payloads of 25g, 125g, and 225g.
Results for the 25g payload trial are shown in blue, results for the 125g
payload trial are shown in red, and results for the 225g payload trial are
shown in yellow.
Fig. 6. Objects used for Experiment 4: In each trial, the soft manipulator
sorted a set of five objects according to their mass, based on an estimate
computed by the online observer described in Section II-D. The set of objects
used for each trial are separated by row, and the mass of each object is written
below it.
will move the end effector towards the cup corresponding to
the most recent payload estimate. The manipulator then uses
KL-MPC to follow the “drop-off” trajectory and deposits the
object into the cup. This cycle repeats until all 5 objects are
sorted into the proper cup. Using this strategy, the manipulator
properly sorted 5 out of 5 objects in 2 separate trials, using
a different set of objects each time (see Fig. 6). Footage of
these trials can be seen in the supplementary video file.
V. DISCUSSION AND CONCLUSION
This paper uses a Koopman operator based approach to
model and estimate a variable payload of a soft continuum
manipulator arm and employs this knowledge to improve
control performance. Our work confirms that incorporating
knowledge about the payload into the model improves tracking
accuracy and makes the controller more robust to changes
in the loading conditions. In Experiment 1, the KL-MPC
controller, which incorporated the payload value, reduced the
RMSE tracking error averaged over all payloads by approxi-
mately 33% compared to the K-MPC controller that did not
utilize information about the payload and reduced the standard
deviation of the tracking error by about 77% (see Table I).
To automate the process of identifying payload values,
we implemented an observer that was able to automatically
estimate unknown payloads within 25 grams in a time of about
15 seconds (see Fig. 4). It is notable that this approach was
capable of estimating loads other than those presented in the
training data set that was used during model-identification. We
did not observe over-fitting to the behavior seen under limited
loading conditions which suggests that, despite the fact that
the approach is data-driven, the identified Koopman model is
able to capture the actual physical effect of various loading
conditions.
By combining the estimation, modeling, and control into a
single MPC algorithm (Algorithm 1), we could demonstrate
the effectiveness of our approach to improve control accuracy
under unknown loading conditions. We first tracked periodic
trajectories with an unknown payload. Since the controller
needs some time to establish an accurate estimate of the
load, the tracking error gradually decreases over time as the
load estimate becomes more reliable. After approximately
15 seconds, the tracking error decreased to less than 30 mm,
which was about equal to the error with a known load value.
As a final demonstration, we implemented successful pick-
and-(mass-based)-place object manipulation using the same
algorithm. Unknown objects were successfully sorted by mass,
taking advantage of the fact that the payload estimate was
accurate enough to choose the correct container for each object
and that the tracking error of the “drop-off” trajectory was
small enough not to miss the cup. This required a payload
estimate accuracy of less than 50 grams, and a tracking error
accuracy of less than 45 mm (the radius of the cups).
While the manipulator exhibited sufficient accuracy to com-
plete this task, several modifications could be made to the
robot and controller to improve performance even further.
First, the workspace of the manipulator could be greatly
enlarged by replacing some of the current acuators with
more powerful ones. This could be done without significantly
increasing size or weight just by increasing the diameter of the
PAMs [39]. Second, a model and controller could be identified
with a shorter sampling time, which would enable the model to
account for higher frequency behavior and track more dynamic
trajectories. This could be achieved by making upgrades to our
computational hardware and optimizing our code. Even with
these changes, the system’s inherent stochasticity would limit
tracking accuracy, but these improvements would likely enable
much more accurate control.
While, so far, our approach has only been validated on one
specific instance of a pneumatically-actuated soft manipulator,
it should readily extend to other types and classes of soft
robotic systems. Beyond specifying the inputs and outputs,
no system knowledge was necessary in the implementation,
and the tuning of algorithmic parameters such as the type and
number of basis functions was minimal. We thus believe that
our work lays a foundation towards enabling the widespread
use of automated soft manipulators in real-world applications.
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