Helly's theorem says that if every d + 1 elements of a given finite set of convex objects in R d have a common point, then there is a point common to all of the objects in the set. We define three new types of Helly theorems: discrete Helly theorems-where the common point should belong to an a-priori given set, lexicographic Helly theorems-where the common point should not be lexicographically greater than a given point, and lexicographic-discrete Helly theorems. We study the relations between the different types of the Helly theorems. We obtain several new discrete and lexicographic Helly numbers.
Introduction
The classical theorem of Helly stands at the origin of what is known today as the combinatorial geometry of convex sets. It was discovered in 1913 and may be formulated as follows.
Theorem 1.1 (Helly's Theorem) Let H be a family of closed convex sets in R d , and suppose either H is finite or at least one member of H is compact. If every d + 1 or fewer members of H have a common point, then there is a point common to all members of H .
A possible generalization of Helly's Theorem is as follows. Let H be a family of objects, and let P be a predicate on subsets of H . A Helly-type theorem for H is of the form:
There is a constant h such that for every finite subset G ⊆ H , P
(G), if and only if, for every F ⊆ G with |F | ≤ h, P(F ).
The minimal such constant h is called the Helly number of H with respect to the predicate P. If no such constant exists we say that the Helly number of H with respect to P is unbounded or infinite (∞). In Helly's Theorem, the Helly number is d + 1 and P is the predicate of having a non-empty intersection. In order to distinguish between these Helly-type theorems and the ones we define below, we call the former standard (or continuous) Helly theorems.
Over the years, a vast body of applications analogues and far reaching generalizations of Helly's Theorem has been assembled in the literature (see for instance the excellent surveys of [4, 6, 8] ).
We present in this paper three ways to generalize Helly-type theorems. For instance, considering Helly's Theorem, we are interested in the least integer h L (d) 
Lexicographic Helly's Theorem Let H be a family of closed convex sets in R d and let x be a vector in R d . If every h L (d) or fewer members of H have a common point which is lexicographically at most x, then all the members of H do.
We call such h L (d) the lexicographic Helly number (lex Helly number, in short) of H .
We are also interested in the least number h * (d) such that the following discrete Helly's Theorem holds.
Discrete Helly's Theorem Let D be a family of closed convex sets in R d and let S be a set of points in R d . If every h * (d) or fewer members of D have a common point in S, then all the members of D do.
We call such h * (d) the discrete Helly number of H . We consider combined lexicographic-discrete Helly-type theorems as well, that is, lexicographic-discrete Helly numbers (lex-discrete Helly numbers, in short) which we denote by h * L . We note in passing that the lex Helly number of Helly's theorem applied to finite families of convex sets remains h L (d) = d + 1 (see for instance [19] ), while when it is applied to infinite families of compact convex sets the lex Helly number becomes infinite (Example 2.3). We show in Sect. 2.1 that the discrete Helly number of Helly's theorem is infinite, and consequently by Observation 3.3 its lex-discrete Helly number is infinite as well. By restricting the shapes of the convex sets in H we can get finite Helly numbers for the discrete and lex-discrete versions of Helly's Theorem (Theorem 2.10). Our Results We obtain more than a dozen new such discrete, lexicographic and lex-discrete Helly numbers. We also study the relations between these new Helly numbers and their corresponding (continuous) Helly numbers. We summarize a part of our results in Table 1 .
Applications Beyond the intrinsic interest in the different types of Helly theorems, these new types of Helly theorems are useful for getting linear time solutions for various optimization problems as is shown in [12] [13] [14] . For this, they define a new framework, DLP-type (Discrete Linear Programming type), and provide algorithms that solve in randomized linear time fixed-dimensional DLP-type problems. Furthermore, they study the relations between the LP-type and DLP-type models and the various new types of Helly theorems. They show that every lexicographic (continuous) Helly theorem yields a linear time solution to its corresponding optimization problem. Moreover, they show that many discrete Helly theorems yield linear time solutions to their corresponding optimization problems. Last, they apply these results in order to get the first randomized linear time solutions to problems such as the discrete p-center on the real line, the discrete weighted 1-center problem in R d with l ∞ norm, the standard (continuous) problem of finding a line transversal for a totally separable set of planar convex objects, a discrete version of the problem of finding a line transversal for a set of axis-parallel planar rectangles, and the (planar) lexicographic rectilinear p-center problem for p = 1, 2, 3.
Organization of the Paper In Sect. 2 we give discrete and lexicographic Helly theorems. We review in passing the standard (i.e., non-lexicographic continuous) Helly theorems which they generalize. We study the relations between the different types of Helly theorems in Sect. 3. In Sect. 4 we define the notions of "abstract problems" and "solution defining sets" and show how they can be used to prove Helly Theorems. In Sect. 5 we prove various discrete and lexicographic Helly theorems mentioned throughout the paper. Concluding remarks close the paper.
Discrete and Lexicographic Helly Theorems
In this section we review previous non-lexicographic continuous Helly theorems and present the notion of discrete and lexicographic Helly theorems. We state many new such theorems. As pointed out in the introduction, lexicographic Helly theorems have algorithmic applications: [12] [13] [14] show that every lexicographic (continuous) Helly theorem yields a linear time solution to its corresponding optimization problem, and that many lexicographic discrete Helly theorems yield linear time solutions to their corresponding optimization problems.
Generalizations of Helly's Theorem
We start by reviewing the lexicographic version of Helly's Theorem. This theorem is a folklore (it derives directly from Helly's Theorem and Lemma 8.1.2 in [19] ). For the sake of completeness we give here a simple proof. We need first a few definitions.
For every totally ordered set and d ∈ N we impose a lexicographic order on d such that for any
we say that x < L y (x is lexicographically smaller than y (lsmaller, in short)) if either x 1 < y 1 or there exists d ≥ k > 1 such that x i = y i for i = 1, 2, . . . , k − 1, and x k < y k . We say that x ≥ L y if x < L y does not hold. The following definition will be useful to us: Definition 2.2 Let be a totally ordered set and d ∈ N. For every X ⊆ d and
We note that if X is a convex set then for every x ∈ X, X x and X x are convex sets as well.
Proof of Theorem 2.1 Let
so H x is a finite family of convex sets in R d . We conclude the proof by applying Helly's Theorem on H x and observing that H x = ∅ if and only if H intersects at a point which is not lexicographically greater than x.
We note that the proof stated above fails when H is an infinite family of compact convex sets, since the convex sets in the corresponding infinite family H x are not necessarily compact. This is not surprising, since the Lexicographic Helly's Theorem cannot be extended to infinite families of compact convex sets, as seen in the example below. Discrete Comput Geom finite subset of H contains a point with negative x-coordinate, i.e., a point which is lsmaller than (0, 0). The only point common to all intervals in H is (0, 1), which is lgreater than (0, 0). By applying Observation 3.3 below, the example above demonstrates that the class of problems for which there exists a Helly theorem strictly contains the one for which there exists a lexicographic Helly theorem.
We next formally define discrete Helly-type theorems. Let D be a set of elements (d-elements), S be a set of elements (s-elements), and let G and L be predicates on elements of 2 D × 2 S . A discrete Helly theorem is a result of the form: There is a constant k D such that for all subsets We say that the d-Helly number of (D, S) with respect to L is unbounded (∞) when For every S ⊆ S and for every constant k there is a finite
The definition of an unbounded s-Helly number is analogous. Note that the (somewhat strange) definition of discrete Helly theorems is a natural generalization of continuous Helly theorems. By choosing G to be the trivial predicate which always returns "true" and L to satisfy
we get that the class of discrete Helly theorems contains the class of (standard) Helly theorems.
We note that for general convex sets the Discrete Helly's Theorem mentioned in the introduction has an unbounded d-Helly number. To see this, let S consist of n points in convex position, and let D be the family consisting of the convex hulls of any n − 1 of the points.
As far as we are aware of, the theorem of Doignon [5] is the only example in the literature for a discrete Helly theorem. In what follows, we will be mostly interested in d-Helly numbers. For simplicity, whenever it is clear from the context, we will call the d-Helly number of (D, S) with respect to the predicate L, the discrete Helly number of (D, S), and denote it by h * . In the lexicographic rectilinear p-piercing optimization problem (p-lpiercing optimization problem, in short) we are given a finite set B of closed boxes in R d with edges parallel to the coordinate axes and need to find the lexicographically least ptuple A such that A p-pierces B. If no such p-tuple exists we return a special symbol ∞.
The Helly-type theorem related to these problems is about the least
We give proofs of cases (i), (ii) and (v) in Sect. 5.1. The proofs of cases (iii) and (iv) are very technical and are given in [12] . Comparing this theorem with Theorem 2.6, we note that h L (3, 1) > h(3, 1) = 2 as demonstrated in the example below.
Example 2.8 Let us consider the 3 axes parallel cubes centered at (0, 0, 1); (0, 1, 0) and (1, 0, 0) with radius 1 (i.e., the edges are of length 2). Choosing x = (0, 0, −0.5), we get that any pair of cubes has a common point which is lsmaller than x, but the lsmallest point common to all 3 is (0, 0, 0).
We also note that h L (2, 2) > h(2, 2) = 5 as seen in: Fig. 2 An instance of the 2-piercing problem which demonstrates that h L (2, 2) > h (2, 2) Example 2.9 Let B be the set of rectangles = {1, 2, 3, 4, 5, 6} as depicted in Fig. 2 . The solution of the 2-lpiercing problem on B is the two small black points in Fig. 2 . The solution of the 2-lpiercing problem on each of the 6 possible subsets of 5 rectangles is lexicographically smaller than the one on B. We note that the upper small black point is the solution of the 1-lpiercing problem on {3, 4}, and the lower small black point is the solution of the 1-lpiercing problem on {1, 2}. Hence the solution of the 2-lpiercing problem on subsets of 5 rectangles not containing {1, 2, 3, 4} is lsmaller than the one on B. Also the solution on the subset of the 5 rectangles not containing 5 (the two small white points) and the solution on the subset of the 5 rectangles not containing 6 (the two big black points) are both lsmaller than the one on B.
We next consider discrete versions of rectilinear p-piercing and rectilinear p-lpiercing problems. The input for these problems includes a finite set D of closed boxes and a finite set S of points. The question is whether the rectangles in D are p-pierceable by points in S. We are interested to find the least number 
Discrete Comput Geom We prove this theorem in Sect. 5.1. Regarding case (i), we note that
Example 2.11 Let us consider the 4 rectangles (|D| = 4) and 4 points (|S| = 4) as drawn in Fig. 3 . Each 3 rectangles intersect in exactly one of the black points but all 4 do not intersect in any of the 4 points. This proves that the d-Helly number is greater than 3. This example can be easily extended to any dimension d to get that the d-Helly number is greater than 2d − 1.
Helly Theorems for Line Transversals
Some of the most interesting Helly theorems are about line transversals for a family H of convex sets in the plane (a line is said to be a line transversal for H if it intersects every set in H ). Santaló [20] showed in 1940 that in general the Helly number is unbounded. Hadwiger, Debrunner and Klee [16] showed subsequently that a Helly number does not exist even if the convex sets are restricted to be pairwise disjoint. It soon became clear that "Helly theorems with transversals" cannot be expected unless rather severe restrictions are placed on either the shapes or the mutual position of the sets considered. A typical condition, for instance, is that the convex sets are rectangles. Another typical condition is that the sets are pairwise disjoint and translates of one another. We will concentrate here solely on line transversal problems in the plane. For the ease of presentation, we formulate the Helly theorems below for finite families of closed sets.
Theorem 2.12 Let D be a family of rectangles in the plane with edges parallel to the axes, let S be a set of reals (line directions), and let a , b be real numbers. The discrete and lexicographic Helly numbers with respect to the property of D admitting a line transversal y
The corresponding standard Helly number is h = 6, due to the theorem of Santaló [20] . We deduce Theorem 2.12 from:
Theorem 2.13 Let D be a family of rectangles in the plane with edges parallel to the axes, let S be a set of non-negative reals (line directions), and let a , b be real numbers. The discrete and lexicographic Helly numbers with respect to the property of D admitting a line transversal y = ax + b with non-negative slope a ∈ S and
The corresponding standard Helly number is h = 3, due to a theorem of Hadwiger and Debrunner [15] . (A translation of their proof to English is given in [16] .) Their proof relies on a transformation to Helly's Theorem, and in fact is valid also when H is a finite family of open rectangles.
When H is a family of pairwise disjoint translates of a disc, Danzer [2] proved that the Helly number is 5. Grünbaum [10] proved that if the rectangles in H are axisparallel, pairwise disjoint and translates of one another, then the Helly number 6 can be replaced by 5. Moreover, Grünbaum conjectured that the Helly number remain 5 when H is relaxed to be a family of pairwise disjoint translate of a (general) convex object. In 1989, some 31 years later, Tverberg [21] proved his conjecture.
Theorem 2.14 Let H be a set of pairwise disjoint translates of a compact set O in the plane. The minimal k ∈ N such that if any k or fewer translates from H are met by a common line, then some line meets all sets of H is:
(i) [20] 3 when O is a segment;
We give the following lexicographic-discrete version for this theorem: does not admit a line transversal in S and any of its proper subsets does. In Fig. 4 we have i = 3, D consists of 3 * 2 + 1 = 7 parallel vertical intervals, and S contains the 7 thin lines. Looking at the upper envelope of the lines it is easy to see that every 6 intervals admit a line transversal but not all 7.
So the Helly number corresponding to the problem is infinite, when O is an interval. Changing the segments in the above example into very narrow rectangles proves the infinity of the Helly number for the case of rectangles as well.
In 1957 Hadwiger [11] realized that if a family of disjoint convex sets have a line transversal, then this transversal meets the sets in a specific order (if we take the line to be directed). Thus, if the family H = {h 1 , . . . , h n } is met by a directed line , then meets the family in some order h π (1) , . . . , h π(n) which is described by the permutation π . We then say that meets H consistently with the order corresponding to π . We say that a non-directed line meets H consistently with the order corresponding to π if at least one of the two possible directed lines of meets H consistently with the order. Let now H be a (not necessarily pairwise disjoint) ordered family of convex sets. We say that a directed line meets H consistently with the order if it meets every ordered pair of disjoint sets from H in that order. The corresponding standard Helly number is h = 3, due to a theorem by Wenger [23] . We note in passing that Wenger's theorem is a stronger version of the much older Hadwiger's Transversal Theorem [11] that has the same Helly number 3, but requires the objects in D to be pairwise disjoint.
We also note that this Helly-type theorem is slightly different from the ones studied so far in the sense that the property D is required to satisfy (admitting a line transversal y = a x + b with a ∈ S and (a , b ) ≤ L (a , b )) is weaker than the property each subset of D of at most 4 sets is required to satisfy (the line transversal should be in addition consistent with the order). If we require the line transversal for all the sets in D to meet them consistently with the order we get the following theorem. 
The corresponding standard Helly number is h = 4, and was proved independently by Tverberg [22] 
The corresponding standard Helly number is h = 3 and was originally proved independently by Klee [18] and Grünbaum [9] . Grünbaum showed that this case holds for finite families of open convex sets as well [9] .
The Relations between the Different Types of Helly Theorems
In this section we study the relations between the 4 different kinds of Helly numbers.
First, we show in Sect.
In the last subsection we show that for every d-element set D, there exists an s-element set S, such that the corresponding Helly numbers with respect to intersection satisfy
We also study the sensitivity of the Helly numbers under taking subsets, and show that they are monotone nonincreasing under taking subsets of D, and not necessarily monotone under taking subsets of S.
Continuous Case
The term Helly-type theorem is often used to describe a larger class of theorems, including ones in which the fact that every subfamily has some property P implies that the whole family has some other property Q. With the exception of Theorem 2.17, we will not be concerned with this larger class. We are interested in a particular subclass of Helly-type theorems, in which the objects in H are subsets of a set X which we call a ground set, and P(G) is the intersection predicate, i.e., ∀G ⊆ H , P(G) is that the sets in G intersect in a common point. We call the subsets of H constraints. We write G for {x ∈ X | x ∈ h, ∀h ∈ G}, and we say that the family of sets intersects when G = ∅, that is, when P(G) is true.
We need some more notation. A set system is a pair (X, H ), where X is a set and H is a family of subsets of X. We say (X, H ) is a Helly system if there exists a finite integer k such that H has Helly number k with respect to the intersection predicate P. The natural computational problem associated with a Helly system is, given a subset
Most Helly theorems can be restated in terms of the intersection predicate. For instance, let us consider the following theorem:
Theorem 3.1 (Radius Theorem) A family H of points in the Euclidean d-dimensional space E d , is contained in a unit ball if and only if every d + 1 or fewer points from H are contained in a unit ball.
Here the family of objects is the set of points in E d , the predicate is that a subfamily is contained in a (closed) unit ball, and k = d + 1. In fact, the Radius Theorem is a corollary of Helly's theorem proper. To see that we apply the following duality transformation. We transform every point h ∈ H into the set D(h) of centers of unit balls containing h. In this way D(h) is a unit ball centered at h. Let
From the definition of this duality transformation we get that the points in H are contained in a unit ball if and only if the unit balls in D(H ) have non-empty intersection (see Fig. 5 ). Since the objects in D(H ) are convex sets, and by using Helly's Theorem, the Radius Theorem follows. We note in passing that it is easy to show that the discrete version of the Radius Theorem has unbounded Helly number. This means that for any x ∈ X, whenever every l or less elements of H have a common point which is not lgreater than x, we get that all elements of H have a common point which is not lgreater than x.
Comparing between a Helly system with a lexicographic Helly number and its corresponding non-lexicographic Helly system we get the following observation: 
Proof Suppose first that (X,
From the definition of x, every proper subset of G intersects in a point which is not lgreater than x. Since G does not intersect, we get that the lexicographic Helly number is greater than h − 1.
Assume now that (X, H ) is a Helly system with unbounded Helly number. In this case there is an infinite sequence of sets G k ⊂ H , k ∈ N, such that for every k and for all
We look at an arbitrary subset H of H containing ∪ i G i . From the construction, for every k there is a subset G k ⊂ H such that G k = ∅ but any subset F k ⊂ G k with |F k | ≤ k intersects in a point not lgreater than x k . Hence the lexicographic Helly number of (X, H ) is unbounded.
Discrete Case
Similarly to the case of (continuous) Helly theorems, we are mainly concerned with discrete Helly theorems in which D, S are families of sets and P is the property of having non-empty intersection. A discrete set system is a triple (X, D, S) , where X is a set and D, S are families of subsets of X.
We write H for D ∩ ( S ), i.e., the intersection of D with the "grid" S . We say that H satisfies the intersection predicate, or simply intersects, when H = ∅. Let (X, D, S) be a discrete set (Helly) system. We say that (X, D) is its corresponding continuous set (Helly) system, respectively. We note that it is sometimes useful to think of the set system (X, D) as the discrete set system (X, D, {X}).
Regarding lexicographic discrete Helly-type theorems, we are interested in those theorems where D and S are families of subsets from X, x ∈ X, and the property in question is of having non-empty intersection with S ∩ X x . Definition 3.6 A discrete Helly system with lexicographic Helly number ld is a discrete set system (X, D, S) such that for any
Comparing lexicographic discrete Helly systems with their corresponding nonlexicographic discrete Helly systems we get the following monotone structure
Observation 3.7 The lex-discrete and discrete Helly numbers of any discrete Helly system satisfy
The proof of this observation is similar to the one of Observation 3.3.
Comparing the 4 different types of Helly numbers, we have the following result. We conclude by using Observations 3.3 and 3.7.
Observation 3.8 For every set X of elements and a family D of subsets of X, there exists a family S of subsets of X, such that the Helly numbers corresponding to the Helly system (X, D) and discrete Helly system (X, D, S) satisfy
The statement in Observation 3.8 does not necessarily hold for every family S of subsets: Take for example X = R, D -the set of compact intervals on the real line, and S = {0}. Due to Helly's Theorem the standard Helly number is 2, and it is easy to see that the discrete Helly number of (X, D, S) is 1.
Comparing Theorem 2.15 with Theorem 2.16, which are both discrete versions of Theorem 2.14, we note that in Theorem 2.15 there is a bounded Helly number while in Theorem 2.16 there isn't. A possible intuitive explanation for this is as follows. In the original (continuous) Theorem 2.14, the line transversal is chosen from the infinite set of all lines. In Theorem 2.15, even though the set of allowed lines is a proper subset of the original one, it is still infinite. In Theorem 2.16 the set of allowed lines is finite. In this sense Theorem 2.15 resembles the continuous Helly theorem, Theorem 2.14, more than Theorem 2.16. In a way, we may think of Theorem 2.15 as a "weak" discrete version of Theorem 2.14, and of Theorem 2.16 as a "strong" discrete version.
In view of this, a natural question is whether Helly numbers are non-increasing under taking subsets. The next observation tells us that this is indeed the case for taking subsets of the d-element set, but not for taking subsets of the s-element set.
Observation 3.9 For every discrete Helly system (X, D, S) and subset D ⊂ D, each of the 4 different kinds of the Helly numbers of (X, D, S) is not smaller then its corresponding Helly number of (X, D , S). Moreover, there exist a discrete Helly system (X, D, S) and subsets S
2 ⊂ S 1 ⊂ S, such that h * 2 < h * 1 > h * , where h * 2 , h * 1 , h * are
the discrete Helly numbers of (X, D, S 2 ), (X, D, S 1 ), (X, D, S), respectively.
Proof The proof of the first statement follows directly from the definitions of Helly numbers, since subsets of D are subsets of D as well.
We now give an example for the second statement. Let D be the set of axis-parallel rectangles in the plane. Let
is a continuous Helly system, Theorem 2.6(i) implies that h * = 2. Due to Theorem 2.10(i) and the fact that we can realize Example 2.11 with the lattice S 1 , we get that h * 1 = 4. Last, we note that the problem of intersecting axis-parallel rectangles on the lattice S 2 decomposes into two one-dimensional problems. Hence, Theorem 2.10(ii) implies that h * 2 = 2.
From Abstract Problems to Helly Theorems
In this section we define abstract problems and defining sets and show that there is a (discrete) Helly theorem corresponding to the constraint set of every (discrete) abstract problem, respectively. In later sections we will use this relation to prove some of the Helly theorems. Section 4.1 is based mainly on the results of Amenta [1] . In Sect. 4.2 we extend them to the discrete case.
Continuous Case
We start with defining a general class of problems:
Definition 4.1 An abstract problem is a pair (H, ω)
where H is a finite set of elements (which we call constraints) and ω is an objective function from 2 H to some totally ordered set which contains a special maximal (minimal) element ∞ (−∞), respectively. The goal is to compute ω(H ).
Definition 4.2 Let (H, ω) be an abstract problem. For any subset G ⊆ H we say that F ⊆ G defines the solution on G (F is a solution defining set of G) if ω(F ) = ω(G).
Clearly G is a defining set for itself.
Definition 4.3 Let (H, ω)
be an abstract problem and let λ ∈ be arbitrary. The corresponding Helly theorem is a Helly theorem where the predicate P is
Generally, H may have an unbounded Helly number with respect to P. We next define a special class of abstract problems and a sufficient condition such that the corresponding Helly theorems for these abstract problems have finite Helly numbers.
Definition 4.4 Given an abstract problem (H, ω), we say that (H, ω) satisfies the Monotonicity Condition if (when we write <, ≤, = etc. we mean under the ordered set ) for all F ⊆ G ⊆ H : ω(F ) ≤ ω(G).

Theorem 4.5 Let (H, ω) be an abstract problem which meets the Monotonicity Condition. If for every G ⊆ H there exists a solution defining set of cardinality at most k then for every λ ∈ and for every G ⊆ H , G has the property ω(G) ≤ λ if and only if every F ⊆ G with |F | ≤ k has the property ω(F ) ≤ λ.
Proof Let ω(G) ≤ λ. By the Monotonicity Condition, every F ⊆ G must have ω(F ) ≤ ω(G) ≤ λ. Going in the other direction, there exists a solution defining set
The theorem above says that k serves as an upper bound for the Helly number of the Helly theorem corresponding to the abstract problem (H, ω). We note that Grünbaum basically uses the same idea to prove Theorem 2.14(iii) [10] .
Discrete Case
We start with "discretizing" abstract problems: 
Definition 4.7 Let (D, S, ω) be a discrete abstract problem. For any G = (D , S ) ⊆ 2 D × 2 S we say that F = (D , S ) ⊆ 2 D × 2 S defines the solution on G (F is a solution defining set of G) if ω(F ) = ω(G).
Similarly to the continuous case, G is a defining set for itself. 
Generally (D, S) may have an unbounded Helly number with respect to L and G.
We now "discretize" Theorem 4.5.
Theorem 4.10 Let (D, S, ω) be a discrete abstract problem which meets the Monotonicity Condition. If for every G = (D , S ) ⊆ 2 D × 2 S there exists D ⊆ D with |D | ≤ k such that F = (D , S ) is a solution defining set of G, then for every λ ∈ and for every G = (D , S ) ⊆ 2 D × 2 S , G has the property ω(G) ≤ λ if and only if every D ⊆ D with |D | ≤ k implies that ω(D , S ) ≤ λ.
The proof is similar to the one of Theorem 4.5.
Proving Helly Theorems
In this section we prove some of the Helly theorems mentioned above.
Theorems Related to p-pierceability
Theorem 2.7 cases (i), (ii) and (v)
Let B be a finite set of axis-parallel rectangles in = (l 1 , . . . , l d ) . It is possible to choose a set B such that B and B are A opt -1-pierceable and there exists a sufficiently small > 0 such that neither B nor B are (l 1 , . . 
Case (v):
It follows directly from Theorem 2.6(v) and Observation 3.3.
Theorem 2.10
Case (i):
We first prove h * L (d, 1) = 2d. The Helly number is bounded from below by 2d due to Example 2.11.
We will use Theorem 4. 
Proving Theorems Related to Line Transversals
Theorem 2.17
We start by proving the lexicographic discrete case. We can assume that ∀a ∈ S, a ≤ a (otherwise we drop from S all slopes greater from a without affecting the theorem). and (a, b) ≤ L (a , b ) .)
Regarding the non-lexicographic discrete case, due to Observation 3.7 h * is bounded from above by 4. It is bounded from below by 4 as well due to Example 5.5.
The proof of the lexicographic continuous case is as follows. Observation 3.3 coupled with the standard version of the theorem (due to [23] ) implies a lower bound of 3. It remains to show an upper bound of 3. Due to the theorem of [23] the arcs (d i , d j ) have a common point, so also do the segments (e i , e j ). Clearly the least such common point is the least point of a certain arc (e i , e j ). Let a be the direction corresponding to this point, in which every pair d i < d j is met by a directed line consistently with the order. We conclude the proof for this case in the same way we did for the lexicographic discrete case.
Theorem 2.18
We start by proving the lexicographic discrete case. We can assume that ∀a ∈ S, a ≤ a (otherwise we drop from S all slopes greater from a without affecting the theorem). For every pair of two convex sets d i < d j from D we consider the set of directions for which there is a directed line meeting d i before d j . These directions correspond to a closed arc (d i , d j ) on the unit circle which covers strictly less than a half-circle. Since every 4 members have a line transversal consistent with the order, this implies that the family of arcs intersect pairwise in a point from (d i , d j ) . By the corresponding non-lexicographic Helly theorem [22, 23] there exists a directed line that meets the sets consistently with the order. Let a 0 be the direction of this line. Since each arc contains a 0 and is contained in a half-circle, none of the arcs contain the direction −s 0 . Thus projecting stereographically from −a 0 to a line orthogonal to a 0 , we get a family of closed segments on a line that satisfy Theorem 2.10(ii) with p = 1. The least common point corresponds to a direction a ∈ S, in which every pair d i < d j is met by a directed line consistently with the order. Regarding the non-lexicographic discrete case, due to Observation 3.7 h * is bounded from above by 4. It is bounded from below by 4 as well due to Example 5.5.
The proof of the lexicographic continuous version is similar. We use Theorem 2.7(ii) instead of Theorem 2.10(ii), and note that the Helly number 4 is tight due to Observation 3.3 and the non-lexicographic continuous version of this theorem which has Helly number 4, i.e., the theorem which was independently proved by Tverberg [22] and Wenger [23] .
Theorem 2.15
In the following two subsections we use a well known (see for example [7] ) geometric duality transformation. 
Case (i):
We note that since we deal with parallel line segments, the order in which a line meets any subset of the line segments is uniquely defined. Therefore, the upper bounds for this case are due to Theorem 2.17. We choose to give a direct proof for the As for the non-lexicographic discrete case, due to Observation 3.7 the lexicographic discrete case gives an upper bound of 4. This number cannot be reduced due to Example 5.5.
Case (ii):
We will use the duality transformation D from Definition 5. L (a , b ) . Moreover, since set intersection is monotone (i.e., A ∩ B ⊆ A, B), (H, ω) is an abstract problem which meets the Monotonicity Condition. Hence, due to Theorem 4.5, it is sufficient to show that for every H ⊆ H , there exists a solution defining set H of cardinality at most 5.
If there is no line transversal for H , by Theorem 2.14(iii) there are at most 5 translates in H which do not admit a common line transversal. We set H to consist of these translates.
Otherwise, H admits a line transversal. Due to Observation 5.4 the intersection of h∈H D(h) with the x non-negative halfplane (the x non-positive halfplane) is a (possibly empty) convex polygon P + (P − ), respectively. If P − is not empty, there exist at most two translates h 1 , h 2 ∈ H which determine the lexicographically smallest point in P − (i.e., lexicographic min P − = lexicographic min(D(h 1 ) ∩ D(h 2 ))). We set H = {h 1 , h 2 }.
Otherwise (P − is empty and P + is not empty), due to Helly's Theorem there exists a set H ⊆ H of cardinality at most 3 such that (R − × R) ∩ ( h∈H D(h)) = ∅. Moreover, since P + is not empty there exist at most two translates h 1 , h 2 ∈ H which determine the lexicographically smallest point in P + (i.e., lexicographic min
In all cases, H is a solution defining set for H with cardinality at most 5. The Helly number is bounded from below by 5 due to Observation 3.7 and the fact that the Helly number of the corresponding non-lexicographic Helly theorem, Theorem 2.14(iii), is 5.
We now consider the lexicographic discrete version. Let ω : We first consider the case where D admits a line transversal. Let P + (P − ) denote the intersection of d ∈D D(d ) with the x non-negative (the x non-positive) halfplane, respectively. Due to Observation 5.4, P + and P − are (possibly empty) convex polygons.
For
equals the rightmost point in X. In this way at most 8 rectangles determine the leftmost and rightmost extreme points in P − and P + .
Observations 5.2 and 5.3, and the definition of P + and P − imply that D admits a line transversal with direction in S if and only if the intersection between P + ∪ P − and D(S ) is not empty. By making a more careful analysis, which takes into consideration the fact that the objects in D are pairwise disjoint translates of a rectangle, we will show that the leftmost and rightmost points in P + and P − are determined by at most 7 polygons. I.e., we can choose We will show that the above holds even if we take translates of a rectangle instead of a square. Let y denote the height of the rectangle O and let x denote its width. In Fig. 9a  the 4 rectangles are moved as much as possible towards the origin. Let D 1 be the set consisting of these 4 rectangles, and let α be the maximal angle of a line transversal for D 1 . We get that α = arctan 
which equals 0 whenever z 2 = 1.
We get f (1) > 0 so f (z) attains its minimum in z = 1 (f (1) = 2 arctan 1 2 < 2 ). We note that for any other positive finite value for z we still get α + β = f (z) < 2 as needed.
We now determine a solution defining set for
Otherwise, let x = a the vertical line in D(S ) with the minimal a which P + ∪ P − intersects. We let d * ∈ D be a rectangle such that the lowest (w.r.t. the y-axis) intersection point (a , y ), of the polygon D(d * ) with the line x = a, has the highest y . If P − intersects the line x = a we set D = {d l (P − ), d l (P − ), d * }. Otherwise P + intersects the line x = a and we set D = {d
If D does not admit a line transversal, then due to Theorem 2.14(v) there are at most 5 translates in D which do not admit a line transversal. We set D to consist of these rectangles.
In all cases, (D , S ) is a solution defining set for (D , S ) with cardinality at most 7. Example 5.6 shows that the Helly number is bounded from below by 7, even for the spacial case of squares. (We note that there exists δ > 0 small enough such that we can modify this example to closed squares of length 4 − δ, so the corresponding slope range will not change significantly, and consequently the set of slope directions will be similar to S.) Last, we consider the non-lexicographic discrete version. Observation 3.7 coupled with the fact that the corresponding lexicographic discrete Helly number is 7, implies an upper bound of 7. Example 5.6 gives us a lower bound of 7.
Theorem 2.13
We start by proving the lexicographic continuous Helly number. We consider the corresponding dual problem. Due to Observation 5. If D does not admit a line transversal, by the corresponding non-lexicographic Helly theorem by [15] there are 3 rectangles in D which do not admit a common line transversal. We let D be the set consisting of these rectangles.
Otherwise we let P + , d l (P + ), d l (P + ), d r (P + ) and d r (P + ) be as defined in the proof of Theorem 2.15(ii). If P + does not intersect any of the vertical lines in D(S ) we set D = {d l (P + ), d l (P + ), d r (P + ), d r (P + )}.
If P + does intersect D(S ), we let x = a be the vertical line in D(S) with the minimal a which P + intersects. We let d * ∈ D be such that the lowest (w.r.t. the y-axis) intersection point (a , y ), of the polygon D(d * ) with the line x = a, has the highest y . We set D = {d l (P + ), d l (P + ), d * }.
In all cases, (D , S ) is a solution defining set for (D , S ) with cardinality at most 4. The Helly number cannot be reduced to 3 due to Example 5.5.
As for the non-lexicographic discrete Helly number, Example 5.5 gives us a lower bound of 4. We get an upper bound of 4 due to the lex-discrete Helly number and Observation 3.7.
We conclude this section by observing that in the proof of the above theorem we also showed the following observation: 
Concluding Remarks
In this paper we introduce the notion of discrete Helly theorems and lexicographic Helly theorems. We obtain numerous new such Helly theorems. We prove some of these results via "abstract problems" and "solution defining sets", which we formally define in Sect. 4. We also study the relations between the different types of Helly theorems.
We strongly believe that many more discrete and lexicographic Helly theorems exist. For instance, regarding a discrete version for Tverberg's theorem [21] , Conjecture Let H be a set of pairwise disjoint translates of a compact convex set O in the plane, and let S be a set of reals (line directions). There exists a finite number k such that if every subset of at most k translates from H is met by a common line y = ax + b with slope a ∈ S, then H does as well.
Tverberg's theorem [21] coupled with Observation 3.8 implies k ≥ 7. We believe that the minimal such number k is 7.
