The classification of clinical samples based on gene expression data is an important part of precision medicine. However, it is not a trivial task and it is difficult to accurately predict survival outcomes and treatment responses despite advancements in the field. In this manuscript, we show how transforming gene expression data into a set of personalized (sample-specific) networks can allow us to harness existing graph-based methods to improve classifier performance. Existing approaches to personalized gene networks, based on protein-protein interactions (PPI) or population-level models, all have the limitation that they depend on other samples in the data and must get re-computed whenever a new sample is introduced. Here, we propose a novel method, called Personalized Annotation-based Networks (PAN), that avoids this limitation by using curated annotation databases to transform gene expression data into a graph. These databases organize genes into overlapping gene sets, called annotations, that we use to build a network where nodes represent functional terms and edges represent the similarity between them. Unlike competing methods, PANs are calculated for each sample independent of the population, making it a more general solution to the single-sample network problem. Using two breast cancer datasets as a case study (METABRIC and a super-set of GEO studies), we show that PAN classifiers not only predict cancer relapse better than gene features alone, but also outperform PPI and population-level graph-based classifiers. This work demonstrates the practical advantages of graph-based classification for high-dimensional genomic data, while offering a new approach to making sample-specific networks.
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Introduction
Breast cancer is one of the leading causes of death for women worldwide, with the incidence and mortality increasing globally [6] .
Yet, it is not a single disease, but rather a collection of multiple biological entities, each with their own molecular signature and clinical implications [12] . Since prognosis and treatment response differs between and within cancer sub-types [16], there exists a strong motivation to develop methods that can accurately predict key patient outcomes, such as relapse after treatment, and so use them to tailor treatments to their patients [7] . However, despite advancements in the field, there remains much unexplained inter-tumour heterogeneity that drives substantial differences in survival outcomes and treatment responses [11] . Gene expression signatures, easily measured from a tissue sample using high-throughput assays, have been used as a means of stratifying breast cancer samples. This has resulted in computational methods that identify personalized "driver mutation" genes [18] , differentially expressed genes and pathways [33] , and individualized gene networks [34] . Although genes have been used successfully as biomarkers for cancer prediction tasks [17] , it is not clear that gene biomarkers are the most appropriate substrate for classification. Rather, it may be more meaningful to describe diseases in terms of the dysfunction of specific systems, rather than the dysfunction of individual molecules [22] . This perspective is achieved by gene regulatory networks.
Gene regulatory networks represent genes as nodes and the interactions between them as edges. The interactions between genes can be inferred in three ways: from knowledgedriven methods, data-driven methods, or hybrid methods. Knowledge-driven methods use public databases which catalog experimentally confirmed (or predicted) information relating protein-protein interactions (PPI) or functionally associated gene sets (called annotations).
Examples of these databases include the Kyoto Encyclopedia of Genes and Genomes (KEGG) [19] , Human Phenotype Ontology (HPO) [29] , Disease Ontology (DO) [2] , HIP-PIE v2.0 [1] , among others [9, 31] . Datadriven methods are usually based on genegene correlation coefficients [13] or causal relationships [27] , as inferred directly from gene expression data. Hybrid methods construct gene regulatory networks by combining gene expression data with the prior knowledge found in annotation databases [23] . Regardless of the method used, most studies compute gene networks at the population-or group-level instead of building personalized (sample-specific) gene regulatory networks. In principle, this results in a single model for all samples in a population, taking a "onesize-fits-all" approach that ignores the intertumour heterogeneity of breast cancer. Although population-level networks can help researchers understand a disease in the general sense, personalized gene regulatory networks could pave the way toward accurate and individualized disease prediction.
It is challenging to create sample-specific gene regulatory networks because individuals rarely have the multiple gene expression profiles necessary to compute intra-sample correlations. Borgwardt et al. [3] proposed an approach that uses a common PPI reference network to serve as a template from which edges are trimmed based on the gene co-expression status for that individual (relative to the population as a whole). Since this method trims edges by comparing a single sample with the population distribution, these PPI-based networks must be re-computed whenever a new sample is introduced. More recently, Kuijjer et al. [20] proposed a more formal method called LIONESS that builds a sample-specific network by estimating the contribution that each sample makes toward the populationlevel gene regulatory network. As such, LI-ONESS produces a unique graph for each sample without having to integrate external information. However, LIONESS has an important limitation: whenever a new sample is introduced into the dataset, all sample-specific networks must get re-computed. Liu et al. [22] have proposed another method, similar to LI-ONESS, but this has the same re-computation issue. All of these methods use populationlevel information to build template networks, making them impractical for machine learning applications where populations change, notably when data are streaming.
In response to these problems, we introduce a novel method for constructing sample-specific networks, called Personalized Annotation-based Networks (PAN), that uses curated annotation databases to transform gene expression data into a graph. Using gene set annotations, available through these databases, we build sample-specific networks where nodes represent functional terms and edges represent the similarity between them. Once a network is built for each sample, we can then use the graph properties (e.g., Closeness Centrality, Betweenness Centrality, or PageRank) as features for classification. Unlike the PPI-based and LIONESS samplespecific graphs, PAN is calculated for each sample agnostic to the population, making it a more general solution to the single-sample network problem. Using two large breast cancer datasets, we show that the graph properties of PAN not only predict breast cancer relapse data better than gene features alone, but also outperform the PPI-based and LIONESS graphs. In evaluating our method, we trial PAN with three separate annotation databases, and find that Disease Ontology networks consistently perform best. This work demonstrates the practical advantages of graph-based classification for high-dimensional genomic data, while offering a new approach to making sample-specific networks.
Methods

Overall objective
The ultimate goal of this work is to predict breast cancer relapse by using personalized (sample-specific) gene regulatory networks for classification. For this, we propose a new method for building sample-specific networks, called Personalized Annotation-based Networks (PAN), that we benchmark against established methods. Since PAN depends on the annotation database chosen, we test three databases: Kyoto Encyclopedia of Genes and Genomes (KEGG) [19] , Human Phenotype Ontology (HPO) [29] , and Disease Ontology (DO). To evaluate the performance of PAN, we use publicly available data from the Gene Expression Omnibus (GEO) and METABRIC. Our proposed PAN method is summarized in Figure 1 .
Data acquisition
The data used for the prediction of events were obtained from two main sources, the Gene Expression Omnibus (GEO) and METABRIC. The first dataset, named GEO-5, is a super-set of five GEO collections (including GSE12276 [4] , GSE20711
[14], GSE19615 [21] , GSE21653 [30] , and GSE9195 [24] ). These datasets were selected because they all use the same micro-array plat- if there is an annotation for that gene, the value of the intermediate matrix becomes the expression of that gene. Otherwise, the value becomes zero. Panel C: From the intermediate matrix, we build a network where the nodes are the annotations and the edges are the Euclidean distance between them. To turn the annotation-annotation association weights into a discretized network, we create an adjacency matrix from the top 10% of edges as ranked by association strength. Panel D: After building the network, we use its properties (Betweenness Centrality, Closeness Centrality, or PageRank) as feature input for a classification algorithm (linear regression or support vector machine) to predict breast cancer relapse. Acronyms: S (Sample); Ann (Annotation).
form (Affymetrix Human Genome U133 Plus 2.0 Array) and include clinical information about relapse. The GEO-5 dataset contains 736 samples (349 relapse; 387 no relapse).
The second dataset was retrieved from METABRIC, a popular breast cancer dataset from the European Genome-Phenome Archive [10] . We obtained the gene expression data already pre-processed by limma [28] and fRMA [25] libraries. Next, we adjusted the data for batch effects using the ComBat algorithm from the sva library (with default parameters and covariates as tumor versus normal). The repository contains 2000 breast tumor samples. To be included in our study, we required that the sample had clinical information about relapse. Filtering samples with missing clinical data reduced the dataset to 1283 samples (422 relapse; 861 no relapse).
Defining sample-specific networks 2.3.1 Feature selection
To make the calculation of single-sample graphs tractable for high-dimensional gene expression data, we performed feature selection on the gene expression data. For each dataset, we included the top 100 genes ranked by total variance. Using the same list of 100 genes, we built sample-specific networks as described below. Note that the same 100 genes were also used to train the non-graph classifiers.
PPI-based networks
Although a personalized network is not immediately available from the data, we can build one from a protein-protein interaction (PPI) network [3] . In this method, the PPI serves as reference network that is subsequently pruned to establish sample-specific networks. For each sample, we keep any PPI edge where its constituent genes both have high (or low) relative expression. Specifically, we include all edges where both genes are in either the top or bottom quintiles, as compared with the other samples. For this application, we use the HIP-PIE database of experimentally observed PPIs [1] .
LIONESS networks
We applied LIONESS to the gene expression data using PyPanda [32] , run with default parameters. To turn the gene-gene association weights into a discretized network, we create an adjacency matrix from the top 10% of edges as ranked by association strength.
Personalized Annotation-based Networks (PAN)
In this work, we propose a novel method, called Personalized Annotation-based Networks (PAN), to build personalized networks for individual samples based on gene expression data. It begins by converting gene expression data (using one of the KEGG, HPO, or DO databases) into annotation-based measures. Formally, each sample j is represented by the matrix of M j p,q , where p is a gene and q is an annotation associated with some genes. The value for each element M j p,q equals the expression of gene p if it relates to the annotation q. Otherwise, it equals zero. Then, M j is turned into a symmetric association matrix, where the value for each element A j q,q * describes the Euclidean distance between an annotation q and another annotation q * . For PAN, the nodes are annotations and the edges are the Euclidean distance between them. To turn the annotation-annotation association weights into a discretized network, we create an adjacency matrix from the top 10% of edges as ranked by association strength. Since a network is created for each sample independently, PAN does not have the limitation that the PPI-based and LIONESS approaches have. Our proposed PAN method is summarized in Figure 1 .
Graph-based Representation
Once the discretized networks are constructed for each sample, their graph properties can be extracted and used as features for classification. Given a sample S, a graph G S V S , E S is constructed from its gene expression using the PPI-based method [3] , the LIONESS method [20] , or the proposed PAN method. The graph-based representation of S is denoted as h S and defined based on G S . In the following sub-sections, we present different ways to define h S . By using graph properties, h S is represented as a vector of V S dimensions, i.e., h S = h S 1 , ..., h S
|V S |
where h S j is computed from properties of the vertex v S j .
Closeness Centrality
The Closeness Centrality of a node v S j ∈ V S is defined as the reciprocal of the sum of the shortest path distances from v S j to all other nodes [15] ,
Betweenness Centrality
The Betweenness Centrality of a node v S j ∈ V S is defined as the sum of the fraction of allpairs shortest paths that pass through v S j [5] ,
PageRank
PageRank [26] was developed for measuring the importance of websites on the Internet. This method makes use of an underlying assumption that more important websites are likely to receive more links from others. In our case, we define the PageRank property of a node v S j ∈ V S as:
where N (v S j ) is the set of all nodes linking to node v S j and L(v S k ) is the number of links from v S k .
Classifier choice and performance
We trained linear regression (LR) and linear kernel support vector machine (SVM)
[8] classifiers using (a) the gene expression data (non-graph) and (b) the properties of the PPI-based, LIONESS, and PAN graphs.
Since PAN depends on the database used, we used three databases to build three separate PAN models: PAN_KEGG, PAN_HPO, and PAN_DO. For each classifier, we report the accuracy, area under the receiver operating curve (AUC), and F1-score, as averaged across a 10-fold cross-validation of the dataset. Although we tested several graph properties, we only report the best performing classifier for each model (based on which graph property yielded the highest AUC). In most cases, Betweenness Centrality yielded the highest AUC.
Results and Discussion
Graph properties outperform gene expression
Once a single-sample network is created, its graph properties can be calculated and used as feature input for classification. Figures 2 & 3 show the average 10-fold cross-validation accuracies for graph and non-graph classifiers in the prediction of breast cancer relapse. These figures compare PAN classifier performance (built using three separate databases: KEGG, HPO, and DO) with the PPI, LIONESS, and non-graph classifiers. For the GEO-5 dataset, we see that all graph classifiers perform better than the commonly used non-graph (gene expression) classifier. Considering that the GEO-5 dataset is aggregated from multiple sources, this might suggest that single-sample networks capture a signal that is more robust to inter-batch differences. The PPI-based and LIONESS graphs did not perform as well for The non-graph method refers to using gene expression data as feature input. Note that we evaluated three separate PAN models, each built using a separate annotation database (KEGG, HPO, and DO). All performance metrics are averaged across 10folds of cross-validation.
the METABRIC data as they did for the GEO-5 data. However, all PAN classifiers still outperform the non-graph (gene expression) classifier.
PAN has consistently superior performance
The goodness of any classifier might depend largely on the dataset under study. Therefore, it is important to evaluate a classifier's performance across multiple datasets. When comparing the rank-order of the six classifiers between the GEO-5 and METABRIC data, we see that the PPI classifier has an inconsistent performance. Although the PPI classifier is among the best for GEO-5, it is among the worst for METABRIC. On the other hand, the LIONESS and non-graph (gene expression) classifiers have consistently poor performance, while the PAN_DO and PAN_HPO classifiers outperform all competing methods for both datasets. Likewise, PAN_KEGG always outperforms the non-graph method. Although the margin is small, PAN_DO usually performs better than PAN_HPO. As such, we see a stable rank-order among the PAN methods: PAN_DO > PAN_HPO > PAN_KEGG. It is interesting to note that the better performing annotation databases have fewer total annotations. This could suggest that PAN's success may have something to do with its ability to condense the high-dimensional gene expression data into a lower-dimensional space. Whatever the reason, PAN classifiers appear to perform reliably well for breast cancer relapse prediction.
Summary
In this paper, we have proposed a novel method for constructing sample-specific networks, called Personalized Annotation-based Networks (PAN), which use curated annotation databases to transform gene expression data into a graph. Using the properties of these graphs as feature input for classification, we show that PAN can not only predict breast cancer relapse better than non-graph (gene expression) classifiers, but also outperform competing sample-specific graph methods. 
