for all A ∈ Σ. We will assume throughout this paper that the representation T commutes with the convolution (2) in the following sense: for each t ∈ G,
Condition (3) holds if, for example, for all t ∈ G, the adjoint of T t maps L ∞ (Σ) into itself. In symbols,
For proofs we refer the reader to [1] . Using (1) and (3) , it can be shown that ν * T µ is a measure in M T (Σ),
where c is as in (1) , and σ * T (ν * T µ) = (σ * ν) * T µ,
for all σ, ν ∈ M (G) and µ ∈ M T (Σ) (see [1] ).
We come now to a definition which is fundamental to our work.
Definition 1.2 A representation T = (T t ) t∈G of a locally compact abelian group G in M (Σ)
is said to be sup path attaining if it is uniformly bounded, satisfies property (3), and if there is a constant C such that for every weakly measurable µ ∈ M T (Σ) we have µ ≤ C sup ess sup t∈G
The fact that the mapping t → Ω hd(T t µ) is measurable is a simple consequence of the measurability of the mapping t → T t µ(A) for every A ∈ Σ.
Examples of sup path attaining representations will be presented in the following section. Proceeding toward the main result of this paper, we recall some basic definitions from spectral theory.
If I is an ideal in L 1 (G), let
The set Z(I) is called the zero set of I. For a weakly measurable µ ∈ M (Σ), let
Using properties of the convolution * T , it is straightforward to show that I(µ) is a closed ideal in L 1 (G).
Definition 1.3
The T -spectrum of a weakly measurable µ ∈ M T (Σ) is defined by
χ ∈ Γ : f (χ) = 0 = Z(I(µ)).
Our transference result concerns convolution operators on L 1 S (G) where S satisfies a special property, described as follows. 
The main result of this paper is the following transference theorem. Theorem 1.6 Let T be a sup path attaining representation of a locally compact abelian group G by isomorphisms of M (Σ) and let S be a T -subset of Γ. Suppose that ν is a measure in
for all f in L 1 S (G). Then for every weakly measurable µ ∈ M (Σ) with spec T (µ) ⊂ S we have
where c is as in (1) and C is as in (7) .
To state Forelli's main result in [9] , let us recall two definitions of Baire sets. Suppose that Ω is a topological space. Usually, the collection of Baire sets, B 0 = B 0 (Ω), is defined as the sigma algebra generated by sets that are compact and also countable intersections of open sets. A second definition is to define B 0 as the minimal sigma algebra so that compactly supported continuous functions are measurable. For locally compact Hausdorff topological spaces, these two definitions are equivalent.
Suppose that (T t ) t∈R is a group of homeomorphisms of Ω onto itself such that the mapping (t, ω) → T t ω is jointly continuous. The maps T t induce isomorphisms T t on the space of Baire measures via the identity T t µ(A) = µ(T t (A)).
If ν is a Baire measure, we will say that it is quasi-invariant if T t ν and ν are mutually absolutely continuous for all t ∈ R, that is, for all A ∈ B 0 we have that |ν|(A) = 0 if and only if |T t ν|(A) = 0. If µ is a Baire measure, we will say that µ is T -analytic if
for all A ∈ B 0 and all h ∈ H 1 (R), where
The main result of Forelli [9] says the following.
Theorem 1.7
Let Ω be a locally compact Hausdorff topological space, and let (T t ) t∈R be a group of homeomorphisms of Ω onto itself such that the maps (t, ω) → T t ω is jointly continuous. Suppose that µ is a T -analytic Baire measure, and that ν is a quasi-invariant Baire measure. Then both µ s and µ a are T -analytic, where µ s and µ a are the singular and absolutely continuous parts of µ with respect to ν.
The proofs of both this result in [9] , and also its predecessor [6] , are long and difficult. Furthermore, it is hard to understand why one must use Baire measures instead of Borel measures. As it turns out, the mystery of why we need to use Baire measures in Forelli's work is reduced to the fact that such representations as described above on the Baire measures are sup path attaining. By working with sup path attaining representations, we are able to prove a more general version of Theorem 1.7. We do not need Ω to be locally compact Hausdorff. Or we might suppose that (T t ) t∈R is any group of uniformly bounded isomorphisms satisfying (3) on any Lebesgue space (that is, a countably generated sigma algebra).
Sup Path Attaining Representations
We first note that for a sup path attaining representation T of G we have
To see this, note that for any bounded measurable function h, there exist a sequence of simple functions s n that converge uniformly to h. Then it is easy to see that
and from this (11) follows easily.
Our first example is related to the setting of Forelli [9] . Example 2.1 Let G be a locally compact abelian group. Suppose that Ω is a topological space and (T t ) t∈G is a group of homeomorphisms of Ω onto itself such that the mapping (t, ω) → T t ω is jointly continuous. Suppose that A is an algebra of bounded continuous complex valued functions on Ω such that if h ∈ A, and if ϕ : C → C is any bounded continuous function, and if t ∈ G, then ϕ • h • T t ∈ A. Let σ(A) denote the minimal sigma-algebra so that functions from A are measurable. For any measure µ ∈ M (σ(A)), and A ∈ σ(A), define T t µ(A) = µ(T t (A)), where T t (A) = {T t ω : ω ∈ A}. Note that T satisfies (1) and (3) . To discuss the weak measurability of µ, and the sup path attaining property of T , we need that for each h ∈ A that the map t → Ω h d(T t µ) is continuous. This crucial property follows for any measure µ ∈ M (σ(A)), by the dominated convergence theorem, if, for example, G is metrizable. For arbitrary locally compact abelian groups, it is enough to require that µ has sigma-compact support.
Henceforth, we assume that G is metrizable, or that µ ∈ M (σ(A)) has sigma-compact support, and proceed to show that µ is weakly measurable in the sense of Definition 1.1, and that the representation T is sup path attaining. Let
Clearly, C is a monotone class, closed under nested unions and intersections. Also, R is an algebra of sets, closed under finite unions and set complementation. Furthermore, it is clear that R ⊂ C. Hence, by the monotone class theorem, it follows that C contains the sigma algebra generated by R.
Consequently, we have that C = σ(A), that is, µ is weakly measurable. Next, let us show that A is dense in L 1 (|µ|). Let g : Ω → C be a bounded σ(A)-measurable function such that Ω hg dµ = 0 for all h ∈ A. Define R as above, and let
Then C is a monotone class containing R, and so arguing as before, C = σ(A), that is, g = 0 almost everywhere with respect to |µ|. Thus it follows by the Hahn-Banach Theorem that A is dense in L 1 (|µ|). Hence
where the last inequality follows from the fact that the map t → Ω h d(T t µ) is continuous. Hence, T is sup path attaining with C = 1.
Taking A to be the uniformly continuous functions on a group, we then derive the following useful example.
Example 2.2 Suppose that G 1 and G 2 are locally compact abelian groups and that φ :
is weakly measurable, the representation is sup path attaining with constants c = 1 and C = 1.
In the following example no topology is required on the measure space.
Example 2.3 Let (X, Σ) be an abstract Lebesgue space, that is, Σ is countably generated. Then any uniformly bounded representation T of G by isomorphisms of M (Σ) is sup path attaining. To see this, note that since Σ is countably generated, there is a countable subset A of the unit ball of L ∞ (Σ) such that for any µ ∈ M (Σ) we have
If µ is weakly measurable, then for g ∈ A and for locally almost all u ∈ G, we have
Since A is countable we can find a subset B of G such that the complement of B is locally null, and such that (12) holds for every u ∈ B and all g ∈ A. For u ∈ B, take the sup in (12) over all g ∈ A, and get
But since µ ≤ c T u µ , it follows that T is sup path attaining with C = c.
Sup path attaining representations satisfy the following property, which was introduced in [1] and was called hypothesis (A).
Proposition 2.4 Suppose that T is sup path attaining and µ is weakly measurable such that for every A ∈ Σ we have T t µ(A) = 0
for locally almost all t ∈ G. Then µ = 0.
The proof is immediate and follows from (11) .
The key in Proposition 2.4 is that the set of t ∈ G for which T t µ(A) = 0 depends on A. If this set were the same for all A ∈ Σ, then the conclusion of the proposition would trivially hold for any representation by isomorphisms of M (Σ).
For further motivation, we recall the following example from [1] .
Example 2.5 (a) Let Σ denote the sigma algebra of countable and co-countable subsets of R. Define ν ∈ M (Σ) by
Let δ t denote the point mass at t ∈ R, and take µ = ν − δ 0 . Consider the representation T of R given by translation by t. Then: µ is weakly measurable; µ > 0;
It now follows from Proposition 2.4 that the representation T is not sup path attaining.
(b) Let α be a real number and let Σ, µ, ν, δ t , and T t have the same meanings as in (a).
Arguing as in (a), it is easy to see that T α is not sup path attaining.
Proof of the Main Theorem
Throughout this section, G denotes a locally compact abelian group with dual group Γ; M (Σ) is a space of measures on a set Ω; and T = (T t ) t∈G is a sup path attaining representation of
It is clear that
, is the set of all continuous characters of G that belong to [φ] . This closed subset of Γ is also given by
(See [14, Chapter 7, Theorem 7.8.2, (b), (c), and (d)].)
, it is translation-invariant, by [14, Theorem 7.1.2]. It follows readily that for all t ∈ G,
and hence
(b) Let µ ∈ M (Σ) be weakly measurable and let E ∈ Σ. It is clear that
where C is as in (7).
Proof. (a) Fix E ∈ Σ and χ ∈ Γ, and let 
The proof is completed by taking the sup of f ∞ over all h and using (7). 
Proof. We suppose throughout the proof that the right side of (15) is finite; otherwise there is nothing to prove. Write f E (t) = f (t)E. Thus
is continuous on G. By (i) and (ii),
for all E ∈ Σ. Now let P = {E j } be a finite measurable partition of Ω, and define
Then h(P, ·) is continuous on G and, by (16),
If R is a common refinement of P and Q, then, for all t,
max{h(P, t), h(Q, t)} ≤ h(R, t) .
It follows from [12, (11.13) ] that
by (17).
Proof of Theorem 1.6. Let f (t) = T t µ and suppose first that f is continuous and that there is a neighborhood V of 0 ∈ Γ such that V + spec
Then, for all E ∈ Σ, the mapping t → g(t)f (t)E is bounded and continuous on G, and, by Lemma 3.2, belongs to
We now proceed to show that (10) is a consequence of (18). We start with the right side of (18):
Consider now the left side of (18). We have
Inequalities (18), (19), and (20) imply that
Now fix > 0 and let k ∈ L 1 (G) be such that k has compact support in Γ. We have by Lemma 3.2 spec
Moreover, the set {γ ∈ Γ : G |1 − γ|d|ν| < } is a neighborhood of 0 ∈ Γ. Hence, by the hypothesis on S, there is a neighborhood V of 0 in Γ and γ ∈ Γ such that
is continuous, it follows that the map t → T t (k * T µ) is continuous, and hence we obtain from (21),
As γν − ν < and is arbitrary, we get
Letting k run through an approximate identity of L 1 (G) and using Lemma 3.2, we obtain ν * T µ ≤ Cc 3 µ .
Transference in Spaces of Analytic measures
In the remainder of this paper, we transfer a result from Littlewood-Paley theory in H 1 (R) to spaces of measures on which R is acting. We then show how this transferred result implies with ease several of the main results of Bochner [3] , de Leeuw and Glicksberg [6] , and Forelli [9] .
We start by setting our notation. Let
Let M (Σ) = M (Ω, Σ) denote a space of measures and let T = (T t ) t∈R denote a sup path attaining representation of R by isomorphisms of M (Σ). According to Forelli [9] , a measure
We now introduce another equivalent definition.
Definition 4.1 Suppose that T is a sup path attaining representation of R by isomorphisms of M (Σ). A measure µ ∈ M T (Σ) is called weakly analytic if the mapping t → T t µ(A) is in
It is easy to see that if µ is T -analytic then it is weakly analytic. The converse is also true. The proof is based on the fact that [0, ∞) is a set of spectral synthesis (see [1, Proposition
1.7]).
For n ∈ Z, let m n ∈ L 1 (R) be the function whose Fourier transform is piecewise linear and satisfies
Let h ∈ L 1 (R) be the function whose Fourier transform is piecewise linear and satisfies
It is easy to check that
and that the left side of (24) is continuous and piecewise linear. The following theorem is a consequence of standard facts from Littlewood-Paley theory. We postpone its proof to the end of this section.
Theorem 4.2 (i) Let
h and m n be as above, f be any function in H 1 (R), and N be any nonnegative integer. Then there is a positive constant a, independent of f and N , such that
for any choice of n = −1 or 1.
(ii) For f ∈ H 1 (R), we have
almost everywhere on R.
Our main theorem is the following. 
for any choice of n ∈ {−1, 1}, where a is as in (25), c as in (1) and C as in (7) . Moreover,
where the series converges unconditionally in M (Σ).
Proof. To prove (27), combine Theorems 1.6 and 4.2. Inequality (27) states that the partial sums of the series h * T µ + ∞ n=0 m n * T µ are unconditionally bounded. To prove that they converge unconditionally, we recall the Bessaga-Pe lczyński Theorem from [2] . This theorem tells us that for any Banach space, every unconditionally bounded series is unconditionally convergent if and only if the Banach space does not contain an isomorphic copy of c 0 . Now since M (Σ) is weakly complete and c 0 is not (see [7, Chap IV.9, Theorem 3, and IV.13.9]), we conclude that M (Σ) does not contain c 0 . Applying the Bessaga-Pe lczyński Theorem, we infer that there is a measure η ∈ M (Σ) such that
unconditionally in M (Σ). Moreover, η is weakly measurable, because of (29). It remains to show that η = µ. By Proposition 2.4, it is enough to show that for every A ∈ Σ, we have
for almost every t ∈ R. Since µ is weakly analytic, the function t → T t µ(A) is in H ∞ (R). By Theorem 4.2 (iii), we have
for almost every t ∈ R. On the other hand, from the unconditional convergence of the series in (29), (1), and (3), it follows that
for all t ∈ R. Comparing (31) and (32), we see that (30) holds, completing the proof of the theorem. This argument provides a new proof of the F. and M. Riesz Theorem, based on LittlewoodPaley theory and the result of Bessaga-Pe lczyński [2] . Also, it can be used to prove the following version of Bochner's generalization of the F. and M. Riesz Theorem.
Theorem 4.5 Suppose that G is a locally compact abelian group with dual group Γ, and ψ : Γ → R is a continuous homomorphism. Suppose that ν ∈ M (G) is such that, for every real number s, ψ −1 ((−∞, s]) ∩ supp( ν) is compact. Then ν is absolutely continuous with respect to Haar measure on G. That is, ν ∈ L 1 (G).
Proof. Let φ : R → G denote the continuous adjoint homomorphism of ψ. Define a representation T = (T t ) t∈R of R on the regular Borel measures M (G) by
for all µ ∈ M (G) and all Borel subsets A ⊂ G. By Example 2.2, T is sup path attaining, and every measure µ ∈ M (G) is weakly measurable. Moreover, µ ∈ M (G) is weakly analytic (equivalently, T -analytic) if and only if supp( µ) ⊂ ψ −1 ([0, ∞)) (see [6] ). To prove the theorem, we can, without loss of generality, suppose that supp( ν) ⊂ ψ −1 ([0, ∞)). Otherwise, we consider the measure χν, where ψ(χ) + ψ(supp( ν)) ⊂ [0, ∞).
. Then S is a T -set. Applying Theorem 4.3, we see that
follows that supp( h * T ν) and supp( m n * T ν) are compact. Thus h * T ν and m n * T ν are in M (G) ∩ L 2 (G), and hence they belong to L 1 (G). As a consequence, (33) implies that ν ∈ L 1 (G).
With Theorem 4.3 in hand, we can derive with ease several fundamental properties of analytic measures that were obtained previously by de Leeuw-Glicksberg [6] , and Forelli [9] . We note however, that the techniques in [6] and [9] do not apply in our more general settings.
Theorem 4.6 Let T be a representation of R in M (Σ) that is sup path attaining, and let µ be a weakly analytic measure in M (Σ). Then the mapping t → T t µ is continuous from R into M (Σ).
Proof. Using the uniform continuity of translation in L 1 (R), it is a simple matter to show that for any function f ∈ L 1 (R), and any weakly measurable µ ∈ M (Σ), the mapping t → f * T T t µ is continuous. Now use Theorem 4.3 to complete the proof. Theorem 4.6 is very specific to representations of R or T, in the sense that no similar result holds on more general groups. To see this, consider the group G = T × T with a lexicographic order on the dual group Z × Z. Let µ 0 denote the normalized Haar measure on the subgroup {(x, y) : y = 0}, and consider the measure e −ix µ 0 . Its spectrum is supported on the coset {(m, 1) : m ∈ Z} and thus it is analytic with respect to the regular action of G by translation in M (G). Clearly, the measure e −ix µ 0 does not translate continuously, and so a straightforward analog of Theorem 4.6 fails in this setting.
The following application concerns bounded operators P from M (Σ) into M (Σ) that commute with T in the following sense:
Theorem 4.7 Suppose that T is a representation of R that is sup path attaining, and that P commutes with T . Let µ ∈ M (Σ) be weakly analytic. Then Pµ is also weakly analytic.
Proof. First note that by Theorem 4.6, the mapping t → T t µ(A) is continuous, and hence measurable. Now suppose that g ∈ H 1 (R). Again, by Theorem 4.6, the map t → g(t)T t µ is Bochner integrable. Let
Then by properties of the Bochner integral, and since µ is weakly analytic, we have that for
Hence ν = 0. Therefore, for all A ∈ Σ we have
Since this is true for all g ∈ H 1 (R), it follows that Pµ is weakly analytic. We can use Theorem 4.7 to generalize a result of de Leeuw-Glicksberg [6] and Forelli [9] , concerning quasi-invariant measures. In this application, it is necessary to restrict to sup path attaining representations given by isometries of M (Σ). We need a lemma. Proof. For (a), simply recall that two measures µ and σ are mutually singular if and only if µ + σ = µ + σ , and µ − σ = µ + σ . For (b), it is clearly enough to prove the implication in one direction. So suppose that µ << σ and write µ = µ 1 + µ 2 where T µ 1 << T σ and T µ 2 ⊥ T σ. Then T µ 1 ⊥ T µ 2 . Hence µ 1 ⊥ µ 2 , and hence µ 2 << µ << σ. But T µ 2 ⊥ T σ implies that µ 2 ⊥ σ. So µ 2 = 0. Thus T µ = T µ 1 << T σ. Theorem 4.10 Suppose that T is a sup path attaining representation of R by isometries of M (Σ). Suppose that µ ∈ M (Σ) is weakly analytic, and σ is quasi-invariant. Write µ = µ a + µ s for the Lebesgue decomposition of µ with respect to σ. Then both µ a and µ s are weakly analytic. In particular, the spectra of µ a and µ s are contained in [0, ∞).
Proof. Let P(µ) = µ s . Since σ is quasi-invariant, the operator P commutes with T by Lemma 4.9. Now apply Theorem 4.7.
Let us finish with an example to show that the hypothesis of sup path attaining is required in these results. The next example is a variant of Example 2.5.
Example 4.11 Let Σ 1 denote the sigma algebra of countable and co-countable subsets of R, let Σ 2 denote the Borel subsets of R, and let Σ = Σ 1 ⊗ Σ 2 denote the product sigma algebra on R × R. Let ν 1 : Σ 1 → {0, 1} be the measure that takes countable sets to 0 and co-countable sets to 1, let δ t : Σ 1 → {0, 1} be the measure that takes sets to 1 if they contain t, and to 0 otherwise, and let ν 2 denote the measure on Σ 2 given by
Let ν = ν 1 ⊗ ν 2 , let θ = δ 0 ⊗ ν 2 , and let µ = ν − θ. Finally, let T t be the representation given by T t (x, y) = (x + t, y + t). Then, we see that ν is quasi-invariant, and that θ and ν are mutually singular. Arguing as in Example 2.5, we see that µ is weakly analytic. However, the singular part of µ with respect to ν is −θ, and it may be readily seen that this is not weakly analytic, for example
We end this section by proving Theorem 4.2. We have
Recall the Fejér kernels {k a } a>0 , where Hence, to prove (37) it is enough to show that there is a positive constant a, independent of f such that K j * f 1 ≤ a f 1 , for j = 1, 2, 3, 4. Appealing to [15, Theorem 3, p . 114], we will be done once we establish that:
and the Hörmander condition sup y>0 |x|>2y 
Let V 2 N denote the de la Vallée Poussin kernels on R of order 2 N . Its Fourier transform is continuous, piecewise linear, and satisfies
It is well-known that V n is a summability kernel for L 1 (R) and, in particular, that V 2 N * f converges pointwise almost everywhere to f for all f ∈ L p (R), for 1 ≤ p ≤ ∞. Thus, we will be done, if we can show that for f ∈ H ∞ (R),
Write V , ∞). Thus, for f ∈ H ∞ (R), we have (V 2 N − (h + κ N )) * f = 0, and so (42) follows, and the proof is complete.
