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The ﬁrst part of this work gives new insight into two well-known approxima-
tion algorithms for the uncapacitated facility location problem: the primal-dual
algorithm of Jain & Vazirani, and an algorithm of Mettu & Plaxton. The main
result answers positively a question posed by Jain and Vazirani of whether their
algorithm can be modiﬁed to attain a desired “continuity” property. This yields
an upper bound of 3 on the integrality gap of the natural LP relaxation of the
k-median problem, but our approach does not yield a polynomial time algorithm
with this guarantee. We also give a new simple proof of the performance guar-
antee of the Mettu-Plaxton algorithm using LP duality, which suggests a minor
modiﬁcation of the algorithm that makes it Lagrangian multiplier-preserving.
The second part of this work deals with a problem we call the maximum average
ratio cut problem. The motivation for this problem is a desire to expose structure
in populations based on genetic information. Speciﬁcally, solving this problem
allows us to evaluate unusually low heterozygosity in subpopulations. We reduce
this problem to the maximum cut problem with given cardinality, and implement
a branch and bound procedure to ﬁnd exact solutions.BIOGRAPHICAL SKETCH
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Introduction
1.1 Overview
In this work, we consider two clustering problems. The ﬁrst of these problems is
the facility location problem. In this problem, we want to open a set of facilities,
and assign clients to those facilities. A solution to this problem will create an
implicit clustering, as clients will always be served by the closest open facility. We
want to choose facilities in such a way that clients are clustered closely, without
creating a large number of clusters. Problems of this kind are diﬃcult to solve
exactly, so we will focus on ﬁnding approximate solutions eﬃciently.
The second problem we deal with has its roots in population genetics. The clus-
tering in this problem is intended to group individuals using genetic information.
We solve this problem in order to expose underlying structure in the population.
By composing the genetic makeup of each individual, it’s easy to evaluate concrete
diﬀerences between pairs of individuals. However, it’s harder to determine more
global structure in the population as a whole. The problem we study is intended
to recover this global structure. Unlike the previous problem, we will attempt to
ﬁnd exact solutions for this problem. The algorithms we create will not be eﬃcient
in a theoretical sense, but will hopefully be useful in a practical sense.
1.2 Facility Location
Facility location problems have been widely studied in both the operations research
and computer science literature We consider the two most popular variants of
12
facility location: the k-median problem and the uncapacitated facility location
problem (UFL). In both cases, we are given a set C of clients who must be served
by a set F of facilities, and distances cij for all i,j ∈ F∪C. When i ∈ F and j ∈ C,
cij is the cost of serving client j from facility i. We assume that these distances
form a semi-metric; that is, cij = cji, and cik ≤ cij + cjk for all i,j,k ∈ F ∪ C.
The goal is to open some subset of facilities S ⊆ F in order to minimize the
total connection cost of serving each client from its closest facility, subject to some
limitations on S. Whereas k-median imposes the hard constraint |S| ≤ k, in UFL
we have facility costs fi for all i ∈ F, and we aim to minimize the sum of the
facility and connection costs.
Both problems are NP-hard, so we are interested in obtaining approximation
algorithms. An α-approximate solution is one whose objective function is within a
factor of α of the optimal solution. An α-approximation algorithm is one that runs
in polynomial time and always returns an α-approximate solution. One primary
theme of this line of research is to exploit a classical linear programming (LP)
relaxation of the problem, initially proposed by Balinski [4]. We contribute to
this vein by shedding new light on two existing UFL algorithms, the primal-dual
algorithm of Jain & Vazirani (JV) [18], and the algorithm of Mettu & Plaxton
(MP) [24].
We show that the JV algorithm can be made ”continuous,” resolving a ques-
tion posed in [18]. Because of their results connecting the k-median and UFL
problems via Lagrangian relaxation, our result proves that the integrality gap of
the most natural LP relaxation for k-median is at most 3, improving the previ-
ous best upper bound of 4 [8]. Since our algorithm involves solving the NP-hard
maximum independent set problem, it does not lead directly to a polynomial-time3
3-approximation algorithm; nonetheless, we believe that it is a signiﬁcant step in
that direction.
Mettu & Plaxton [24] prove that their algorithm achieves an approximation
factor of 3, but their analysis never explicitly mentions an LP. Because the MP
and JV algorithms appear superﬁcially to be very similar and both achieve a fac-
tor of 3, many researchers wondered whether there was a deeper connection. We
exhibit a dual solution that proves the MP primal solution is within a factor of 3
of the LP optimum. Interpreting their algorithm within an LP framework yields
an additional beneﬁt: it highlights that a slight modiﬁcation of MP also satisﬁes
the Lagrangian-multiplier preserving (LMP) property, which was not previously
known. We note that P´ al & Tardos independently constructed the same dual solu-
tion for use in creating cross-monotonic cost-sharing methods for facility location
in a game-theoretic context [25].
The UFL problem has been studied from many perspectives since the 1960’s,
but the ﬁrst approximation algorithm was given much later by Hochbaum [15],
who achieved an O(log|C|) factor using a method based on greedy set cover.
Shmoys, Tardos & Aardal [27], gave the ﬁrst constant factor of 3.16. A series
of papers have improved this to 1.52, by Mahdian, Ye & Zhang [22]. In the
process, many and varied techniques have been brought to bear on the problem,
and the insights gained have been applied elsewhere. Most prominent among the
algorithmic and analytical techniques used have been LP rounding, ﬁltering, var-
ious greedy algorithms, local search, primal-dual methods, cost-scaling, and dual
ﬁtting [8, 10, 14, 17, 18, 20, 27, 28]. Guha & Khuller [14] showed that UFL cannot
be approximated to a factor better than 1.463 unless P = NP.
K-median seems to be more diﬃcult. The best hardness bound known is4
1+
2
e [17], and the standard LP relaxation has an integrality gap of at least 2. Lin
& Vitter [21] gave a constant-factor bicriterion approximation algorithm, and Bar-
tal [6, 7] achieved a near-logarithmic factor via probabilistic tree-embeddings, but
the ﬁrst constant factor of 6
2
3 was given by Charikar, Guha, Tardos & Shmoys [9],
who used LP rounding. This factor was improved to 6 by Jain & Vazirani [18], 4
by Charikar & Guha [8], and (3+ǫ) by Arya et al. [3]. The factor of 4 is attained
via a reﬁnement of the work of Jain & Vazirani, while the (3 + ǫ) is completely
diﬀerent, using local search.
Basic economic reasoning shows a connection between UFL and k-median. Con-
sider a uniform facility cost z in the UFL. When z = 0, the best solution opens
all facilities. As z increases from zero, the number of open facilities in the opti-
mal solution decreases monotonically to one. Suppose some value of z causes the
optimal UFL solution to open exactly k facilities S. Then S is also the optimal
k-median solution.
Jain & Vazirani [18] exploit this relationship by interpreting the standard LP
relaxation of UFL as the Lagrangian relaxation of the LP for k-median. Their
elegant primal-dual UFL algorithm achieves a guarantee of 3, and also satisﬁes
the LMP property. They then show how to convert any LMP algorithm into an
approximation algorithm for k-median while losing an additional factor of 2 in the
guarantee. More importantly for us, they show that the solution S output by their
UFL algorithm is a 3-approximate solution for the |S|-median problem. Thus, if
one can ﬁnd, in polynomial time, a value of z such that the JV algorithm opens
exactly k facilities, this constitutes a 3-approximation algorithm for the k-median
problem. Sadly, there are inputs for which no value of z causes the JV algorithm
(as originally stated) to open exactly k facilities.5
We modify the JV algorithm to attain the following continuity property. Con-
sider the solution S(z) output by the algorithm, as a function of the uniform facility
cost z. As z changes, we ensure that |S(z)| never jumps by more than 1. Since the
algorithm opens all facilities when z = 0 and only one when z is suﬃciently large,
there is some value for which it opens exactly k. By standard methods (either
binary search or Megiddo’s parametric search [23]), we can ﬁnd the desired value
using a polynomial number of calls with diﬀerent values of z. This appears to
answer the question posed in [18]. Unfortunately, our algorithm involves ﬁnding
maximum independent sets, which is NP-hard. This leaves the open question of
whether one can achieve a version of JV that has the continuity property and runs
in polynomial time.
There are two rays of light. First, our algorithm does prove that the integrality
gap of the standard k-median LP is at most 3. This was not known before, and
it is novel because most proofs that place upper bounds on the integrality gaps of
LP relaxations rely on polynomial-time algorithms. (For an interesting exception
to this rule, see [2].) Second, it is enough to compute maximal independent sets
that are continuous with respect to certain perturbations of the graph . The only
types of sets that we know to be continuous are maximum independent sets, but
we are hopeful that one could compute, in polynomial time, some other type of
continuous maximal independent set.
1.3 Max Average Ratio Cut
The second problem we consider, like the ﬁrst, can be expressed in the language
of graph theory. The motivation for this problem, however, stems from population
genetics. In the facility location problem, we clustered clients together to be served6
by facilities. In this problem, we cluster individuals, in an attempt to expose
population structure using genetic information.
Given a particular population of individuals, we can consider the notion of
heterozygosity, which is a measure of genetic diversity. At its core, heterozygosity
is an indication of how likely it is that mating will produce two diﬀerent copies
of an allele. If individuals are allowed to mate freely within a large population,
heterozygosity will be fairly high. If individuals are restricted in their choice of
mates, then heterozygosity will decrease.
It turns out that we can use heterozygosity to infer information about popula-
tion structure. If a particular population is divided in such a way that a certain
subpopulation no longer has access to the full population, then the heterozygosity
of the subpopulation will be smaller than the heterozygosity of the entire popula-
tion.
If we consider a particular subpopulation and we have a tool for evaluating
heterozygosity, we can determine if the subpopulation has been isolated in this
way. However, it is more diﬃcult to identify a subpopulation that meets this
criterion.
In population genetics, this search for structure has generally taken a diﬀerent
form. Researchers in this ﬁeld often focus on the construction of probabilistic
models for genetic processes. These models are used to generate random population
samples, which are evaluated with certain statistical tests. The idea is to produce
models which are accurate representations of the true genetic processes, where
accuracy is determined by a series of statistical methods.
Our approach is slightly diﬀerent. In the past, population geneticists studied
models that will produce a reasonable set of data. We are going to study algorithms7
that will take the data and recover the model, in a sense. The speciﬁc structure
we were describing was an isolated subpopulation removed from the rest of the
population. The problem we intend to solve will take genetic information on
an individual level, and use it to expose this global structure in the population.
Eﬀectively, we’ll be revealing the “model” underlying the real data.
The problem that we consider will ﬁnd global structure using local information.
The input to this problem is a population of n individuals, and some set of m
markers that we are able to identify in these individuals. We then associate with
each individual i an m-dimensional binary vector vi which indicates the presence
or absence of each marker.
We deﬁne the distance between two individuals with the following function d,
d(i,j) =
m  
a=1
|v
i
a − v
j
a|,
which is the L1 distance between the vectors vi and vj. In other words, the
distance between them is the number of coordinates where they diﬀer. This gives
us a representation of heterozygosity between two individuals.
We discussed the problem of identifying a single population, but we can consider
more generally a division of the population into k subpopulations. To evaluate a
particular partition, we consider the average distance between individuals within
a cluster, and also consider the average distance between individuals in diﬀerent
clusters. If the k subpopulations we choose are truly isolated genetically, then we
expect that the ratio of the average inter-cluster distance to the average intra-
cluster distance to be very high.
This is the problem we consider. Given a population and distance function,
we want to ﬁnd the partition which maximizes the ratio of average inter-cluster
distance to average intra-cluster distance. Although we described the problem in8
terms of general k, we restrict our attention to the case when k = 2. We denote
this problem the Maximum Average Ratio Cut, or MARC, problem.
We approach this problem in a diﬀerent way than the facility location prob-
lems. Instead of trying to ﬁnd provably eﬃcient approximation algorithms for this
problem, we’re going to explore exact algorithms which are useful in practice.
One of the most common way to ﬁnd such an algorithm is to formulate the
problem as an integer program. Unfortunately, the MARC problem has an unusual
objective function that involves a ratio. This makes it diﬃcult to apply integer
programming directly.
However, we can reduce this problem to a version of the maximum cut problem
which restricts solutions to have a ﬁxed cardinality. This problem can be formu-
lated as an integer program, and we focus our attention on constructing a branch
and bound procedure to solve it.Chapter 2
Facility Location Preliminaries
2.1 A Review of the Jain-Vazirani Algorithm
Our aim in this section is to review the JV algorithm and its relationship to the
k-median problem. The algorithm can be used to ﬁnd good solutions to the k-
median problem, if it has a certain continuity property. We will describe how these
solutions are obtained, and why the continuity property is useful.
The JV algorithm for UFL is based on the following standard LP relaxation
for the problem (originally proposed by Balinski [4]), and its dual.
Primal LP:
min
 
i∈F
fiyi +
 
ij∈F×C
cijxij
s.t.:
 
i∈F
xij = 1 ∀j ∈ C
yi − xij ≥ 0 ∀ij ∈ F×C
yi,xij ≥ 0 ∀ij ∈ F×C
Dual LP:
max
 
j∈C
vj
s.t.:
 
j∈C
wij ≤ fi ∀i ∈ F
vj − wij ≤ cij ∀ij ∈ F×C
vj,wij ≥ 0 ∀ij ∈ F×C
Adding constraints yi,xij ∈ {0,1} gives an exact IP formulation. The variable yi
indicates whether facility i is open, and xij says whether client j is connected to
facility i. Intuitively, vj is the total amount of money that client j is willing to pay
to be served: wij is its share towards the cost of facility i, and the rest pays for its
connection cost.
The JV algorithm operates in two phases. Phase I consists of growing the dual
variables, maintaining dual feasibility, and gradually building a primal solution
until that solution is feasible. Phase II is a cleanup phase in which we keep only a
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subset of the facilities opened in phase I. This results in the following theorem.
Theorem 2.1.1 (Jain-Vazirani 2001) The Jain-Vazirani facility location algo-
rithm yields a feasible integer primal solution and a feasible dual solution to the
UFL LP, satisfying C + 3F ≤ 3
 
j∈C vj ≤ 3OPT, where OPT is the value of the
optimal UFL solution.
Proof: Facilities i and k are adjacent in G because there is some other client
j′ that contributed positive cost shares to both i and k, which implies that vj′ >
max(cij′,ckj′). Because the active clients always grow their dual variables at rate
1 until the client is connected in phase I, vj is the time at which j is connected.
Let ti be the time at which facility i is opened in phase I. Because vj grew until
j was connected to i, at which point i was open, we have vj ≥ ti. Since j′ pays
a strictly positive cost share to facility i, the edge ij′ was tight prior to time vj′.
Therefore, we must have ti ≥ vj′, because otherwise j′ would have been connected
earlier. Therefore, vj ≥ vj′. But by the triangle inequality and the fact that edges
ij′ and kj′ are tight, we have
cjk ≤ cij + cij′ + ckj′
< vj + vj′ + vj′
≤ 3vj
Thus, the connection cost for each indirectly connected client is payed for by at
most three times its dual variable. As we previously noted, each open facility is
paid for by the clients who are directly connected to it, and these clients’ dual
variables pay exactly for their connection costs and their cost share for this open11
facility. Thus, overall, we obtain
C + 3F + 2
 
j∈D
ci(j)j ≤ 3
 
j
vj
where D = {j ∈ C : jis directly connected} and i(j) ∈ S is the facility to which j
is connected in phase II. This is stronger than the stated result.
We now describe the algorithm precisely but conceptually, motivating each step
but ignoring the implementation details. We envision dual and primal solutions
changing over time. At time zero, we set all primal and dual variables to zero, so
the dual is feasible and the primal is infeasible. Throughout phase I, we maintain
dual feasibility and work towards primal feasibility. We also enforce primal com-
plementary slackness, meaning that we never open a facility i unless it is fully paid
for by the dual variables (i.e.,
 
j wij = fi) and we connect client j to facility i
only if vj = cij + wij, i.e., j’s dual variable fully pays for connection cost and its
share of facility i’s cost.
We initially designate all clients as active, and raise their dual variables at unit
rate. Eventually, some edge ij goes tight, meaning that vj = cij, i.e., client j’s
dual variable has completely paid for its connection cost to facility i. We continue
raising the vj variables at unit rate for all active clients j, but now we must also
raise the wij cost shares for all tight edges ij. Eventually, we pay for and open some
facility i when the constraint
 
j wij ≤ fi goes tight. Now we must freeze all of the
cost shares wij in order to maintain dual feasibility, so we must also freeze the dual
variable vj for every client j with a tight edge to facility i. Fortunately, facility i is
now open, so we can assign client j to be served by facility i and declare it inactive.
We refer to facility i as client j’s connecting witness. Conveniently, vj exactly pays
for j’s connection cost plus its share of facility i’s cost, since vj = cij + wij. We12
continue in this manner. It can also occur that an active client gains a tight edge
to a facility that is already open. In this case, the client is immediately connected
to that facility. Phase I terminates when the last active client is connected. If
any combination of events is set to occur simultaneously, we can break ties in an
arbitrary order. Notice that the tiebreaking rule has no eﬀect on the dual solution
generated.
At the end of phase I, we have some preliminary set S0 of open facilities. As we
have mentioned, the algorithm opens a facility only when the wij variables fully
pay for it, and the vj variable for client j exactly pays for its connection cost plus
its share of the facility cost for its connecting witness. Then why is S0 not an
optimal solution? It is because some client may have contributed a non-zero cost
share to some open facility to which it is not connected. Thus, we must clean
up the solution to avoid this problem. In phase II, we select a subset of facilities
S ⊆ S0 so that each client pays a positive cost share to at most one open facility.
Every client that has a tight edge to a facility in S is said to be directly connected.
Thus, the directly connected clients exactly pay for their own connection costs and
all of the facility costs. The trick is, each client j that is not directly connected
must still be connected to some facility i. We obtain a 3-approximation algorithm
if we can guarantee that cij ≤ 3vj.
Phase II proceeds as follows. We construct a graph G with vertices S0, and
include an edge between i,k ∈ S0 if there exists some client j such that wij,wkj > 0.
We must select S to be an independent set in G. Otherwise, some client j oﬀered
cost shares to two facilities in S, but it can aﬀord to pay for only one. We might
as well choose S to be a maximal independent set (meaning that no superset of S
is also an independent set, so every vertex in S0 − S is adjacent to a vertex in S).13
For each client j that is not directly connected, consider its connecting witness i.
Since i / ∈ S, there must exist an adjacent facility k ∈ S, so we connect j to k. This
completes the description of the algorithm.
In their original paper [19], Jain & Vazirani chose a particular set S, but in the
journal version, they modify their analysis to accommodate any maximal indepen-
dent set. Later, we will choose a maximum (cardinality) independent set, but for
Theorem 2.1.1 and the present discussion, any maximal independent set suﬃces.
The LMP property becomes important when we view the LP relaxation of UFL
as the Lagrangian relaxation of the standard LP relaxation of k-median. The k-
median LP is the same as the UFL LP, except there is no facility cost term in
the objective, and we add the constraint
 
i yi ≤ k. By Lagrangian relaxation, we
mean to remove the cardinality constraint, set a non-negative penalty parameter
z, and add the term z(
 
i yi−k) to the objective function. This penalizes solutions
that violate the constraint by opening more than k facilities, and gives a bonus
to solutions that open fewer than k. Aside from the constant term of −zk, this
is precisely the same as the LP relaxation of UFL, setting all facility costs to z.
Notice that the objective function matches the true k-median objective whenever
exactly k facilities are opened. Thus, every feasible solution for the original k-
median LP is also feasible for its Lagrangian relaxation, and the objective function
value in the relaxation is no greater than in the original LP. Therefore, every
dual feasible solution for the Lagrangian relaxation provides a lower bound on the
optimal k-median solution. These observations lead to the following result in [18].
Theorem 2.1.2 Suppose that we set all facility costs to z > 0, so that the JV al-
gorithm opens exactly k facilities. Then this is a 3-approximate k-median solution.14
Proof: By Theorem 2.1.1, the algorithm outputs a set of facilities S and a dual
solution {vj : j ∈ C} satisfying C + 3F ≤ 3
 
j vj. Hence, C ≤ 3(
 
j vj − F) =
3(
 
j vj − zk) ≤ 3OPT. The equality holds because we assumed |S| = k, and
the last inequality holds because the dual solution is feasible for the dual of the
Lagrangian relaxation, hence gives a lower bound on OPT.
Thus, if we could guarantee that there is some value of z for which the JV
algorithm opens k facilities, we could always guarantee 3-approximate solutions to
the k-median problem.
If we think about a function f(z) which indicates the number of opened facilities
with facility cost z, this function will have value n for z = 0, and value 1 for z very
large. This is because there’s no harm in opening every facility if they’re free, and
if z is large enough, then it’s best to open only one facility and connect all clients
to it.
Thus, what we really want is a continuity property for f(z) that says f(z) only
changes by 1 any time it changes. Since we know it attains values 1 and n for
certain values of z, this continuity property would guarantee that all possible k are
attained, which would give us the result we want for the k-median problem.
Our work in Chapter 3 explores this continuity property. We show that it can
be attained, although not in a way that leads to a polynomial algorithm.
2.2 A Review of the Mettu-Plaxton Algorithm
We now turn to another algorithm for the UFL problem, proposed by Mettu and
Plaxton [24]. We will refer to this algorithm as MP. In this section, we review this
algorithm and its properties. The algorithm has much in common with the JV
algorithm on the surface. They both achieve the same approximation factor, and15
use a notion of cost sharing to prove this factor. However, the MP algorithm does
not use an LP, and does not have the LMP property as stated.
The MP algorithm associates a ball of clients with each facility, and then
chooses facilities in a greedy fashion, while preventing overlapping balls. Deﬁne
the radii ri : i ∈ F, so that fi =
 
j∈C max(0,ri−cij). Intuitively, these radii repre-
sent a sharing of the facility cost among clients. If each client in a ball of radius ri
around facility i pays a total of ri, that will pay for the connection costs in the ball,
as well as the facility cost fi. Without loss of generality, let r1 ≤ r2 ≤     ≤ rn.
Let Bi be the ball of radius ri around i. Initialize the set of open facilities Z0 = ∅.
Now, in ascending order of radius, include i in the set of open facilities if there are
no open facilities within 2ri of point i, otherwise exclude it. Formally, for i = 1 to
n, if Zi−1 ∩ 2Bi = ∅, then Zi = Zi−1 ∪ {i} else Zi = Zi−1. Return Zn as the set of
open facilities.
In some sense, this guarantees that facilities are paid for by clients, but clients
only pay for one facility. The algorithm ensures that for any open facilities i and
k, cik > 2max(ri,rk). Note that this condition guarantees that the balls around
open facilities are disjoint. Thus, it cannot be the case that j is in the ball of two
diﬀerent open facilities.
Mettu and Plaxton show that their algorithm is a 3-approximation. Their proof
of this fact deﬁnes the notion of charge for each client. This charge for client j
is simply the cost of connecting to the nearest open facility i, plus that clients
share of the facility cost ri − cij (if this quantity is positive). By the construction
of the algorithm, the sum of charges can exactly account for the total cost of
the algorithm’s solution. In order to prove the 3-approximation, they then show
that the charge for each client is no more than 3 times the charge for the optimal16
solution.
This proof does not utilize an LP, but it has the ﬂavor of a primal dual proof.
The charges seem to serve the role of dual variables, providing a lower bound on
the optimal value in terms of the charges. It turns out that this idea can be made
formal.
In Chapter 4, we will prove the approximation guarantee for the MP algorithm
by using a dual bound. We use the same LP formulation as we did with the JV
algorithm. By analyzing the algorithm in this way, we discover a modiﬁcation
of the algorithm which gives it the LMP property. Unfortunately, the algorithm
cannot be made continuous in the same way as JV, and we give an example of this
fact.Chapter 3
Jain-Vazirani UFL algorithm
3.1 Overview
In the previous chapter we described the JV algorithm for the UFL problem, and
its relationship to the k-median problem. Speciﬁcally, the algorithm is most useful
in solving the k-median problem when it satisﬁes a certain continuity property. We
ﬁrst give a well-known example showing that the JV algorithm does not satisfy
this continuity property. We then show that perturbing the input ﬁxes this bad
example. The main result for this chapter shows that this trick works in general.
3.2 A bad example and how to ﬁx it in general
Consider the metric space given by a star with h arms, each of length 1. At the
end of each arm there is one client j and one potential facility ij. There is also
one facility (called i0) located at the hub of the star. (See Figure 3.1, setting all
ǫj = 0.) When z < 1 + 1
h−1, each client completely pays for the facility located
on top of it by time z, while the hub facility has still not been paid for. Hence,
G(z) consists of these h facilities, with no edges between them. When z > 1+ 1
h−1,
the hub is opened and all clients connected to it before time z, so G(z) has just
one vertex, the hub. Thus, |S(z)| jumps from h down to 1 at the critical value
z = 1 + 1
h−1.
Now perturb the instance by an arbitrarily small amount, moving each client
j out past its nearby facility by an amount ǫj ≪ 1, where 0 = ǫ1 < ... < ǫh. Let
ǫ =
 h
j=1ǫj, and let z1 = h+ǫ
h−1. For z > z1, the hub facility is opened before any of
1718
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Figure 3.1: Discontinuity example (with h = 5) and its perturbation.
the arm facilities, so G(z) is just one isolated vertex. At the critical value z = z1,
the hub facility is paid for at exactly the same moment as facility 1. For slightly
smaller values of z, facility 1 is paid for ﬁrst, then the hub is opened before any
other facility is paid for. Clearly, there exist some z1 > z2 > ... > zh > 0 such
that when z ∈ (zi+1,zi), facilities 1,...,i are opened before the hub in phase I,
and facilities (i + 1),...,h are not opened. For z in this range, G(z) consists of
the hub facility with edges to facilities 1,...,i, because client j contributes toward
the costs of both the hub and the open facility j, for 1 ≤ j ≤ i. For z ∈ [0,zh),
G(z) contains just isolated vertices i1,...,ih.
Theorem 2.1.1 holds no matter which maximal independent set we choose in
phase II, so let S(z) be a maximum independent set. When z ∈ (zi+1,zi), S(z)
consists of the i facilities 1,...,i. Thus, |S(z)| changes by at most one at each
of the critical values. We have made JV algorithm continuous by perturbing the
input an arbitrarily small amount. Our main result is that this trick always works.
We now give some deﬁnitions to make our claim precise. We also state our
two main results, Theorems 3.2.1 and 3.2.2, but prove them later. An event of
the algorithm is the occurrence that either an edge ij goes tight (because client
j is active at time cij) or some facility becomes paid for in phase I. We say that
an instance of the UFL problem is degenerate if there is some time at which three19
or more events coincide, or there are at least two points in time where two events
coincide. An instance of the k-median problem is degenerate if there exists some
z > 0 that yields a degenerate UFL instance. (For every non-trivial instance, it is
easy to select z so that there is one time when two events coincide.) Notice that an
instance of the k-median problem simply consists of the distances {cij : ij ∈ F×C},
so we consider an instance to be a point in R
F×C
+ .
Theorem 3.2.1 The set of all degenerate instances to the k-median problem has
Lebesque measure zero.
The algorithmic consequence of Theorem 3.2.1 is that we can always make in
arbitrarily small perturbation to our given instance to transform it into a non-
degenerate instance. Moreover, if our perturbation is simply to sample uniformly
from some set of positive Lebesgue measure, then with probability 1 we will succeed
in generating a non-degenerate instance.
For a non-degenerate UFL instance, let us deﬁne the trace of the algorithm
to be the sequence of events encountered during phase I. Notice that G(z) (and
consequently, |S(z)|) depends only on the trace. Deﬁne z0 to be a critical value of
z if, when z = z0, there is some point in time where at least two events coincide.
For a graph G, let I(G) denote the size of the largest independent set in G.
Theorem 3.2.2 As z passes through a critical value at which only two events
coincide, I(G(z)) changes by at most 1.
As we will show, this holds because G(z) changes only slightly when z passes
through a non-degenerate critical value. Thus, the algorithm is continuous if our
k-median instance is non-degenerate. An important direction for future research is
to identify a rule for computing maximal independent sets in polynomial time that20
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Figure 3.2: Trace example.
satisfy the continuity property of Theorem 3.2.2, with I(G(z)) replaced by |S(z)|.
This would convert our existential result into a polynomial time 3-approximation
algorithm for the k-median problem.
3.3 Example of traces
To clarify the concept of a trace, we give three traces for the simple facility location
instance in Figure 3.2. When z = 1, both i1 and i2 are opened, j1 is connected
to i1 and j2 is connected to i2. The edge (i1,j2) would become tight at time 7
if vj2 were allowed to grow indeﬁnitely, but vj2 stops growing at time 6, when j2
is connected to i2. When z = 3, j1 pays to open i1 and j2 connects to it before
i2 is paid for. The ﬁgure shows that i2 would have opened at time 8 if vj3 were
allowed to continue growing. At the critical value z = 2, i2 is paid for at the same
time that (i1,j2) becomes tight, so tiebreaking determines which of the previous
solutions is output. The ﬁnal output of the algorithm depends only on the order
of events, not on the actual times. Thus, as z changes, events may slide forward
and backward on the trace, but the output changes only at critical values, when
events change places.21
3.4 Exploiting non-degeneracy
For a non-degenerate instance of k-median, we wish to understand how G(z)
changes when z passes through a critical value, as summarized in the following
theorem.
Theorem 3.4.1 When z passes through a critical value where exactly two events
coincide, the graph G(z) can change only in one of the following ways: (a) a single
existing facility is deleted (along with its incident edges), (b) a single new facility
is added, along with edges to one or more cliques of existing facilities, (c) a single
existing facility gains edges to one clique of facilities, or loses edges to one clique.
Proof: We need to determine how overlapping events can change G(z) at a
critical value z. To this end, we deﬁne one more graph, H(z), which has one node
per client, one node per facility opened in phase I, and an edge between every
client j and facility i such that wij > 0. Thus, the edges of G(z) connect facilities
for which there exists a two-hop path in H(z). We prove that, at a critical value
of z, H(z) can change only by addition or deletion of one facility (along with its
incident edges), or by addition or deletion of a single client-facility edge. The
theorem follows.
Given the order of events, we determine the edges of H(z) as follows. For each
client j and open facility i, H(z) includes an edge if the edge event (i,j) occurred
strictly before the facility event i. Since each vj increases at unit rate from time
t = 0, then stops when the client j is connected, the edge event for (i,j) will either
occur at t = cij, or not at all if the client is connected before that time. Facility
events, on the other hand, change position depending on z. However, if there is a
facility event for a certain value of z, that event will disappear as z changes only22
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Figure 3.3: Examples of Trace Changes.
if it gets moved past the time where all clients are connected. Thus, the graph
H(z) changes in a restricted way. The vertex set changes only if a facility event
is added or removed from the trace. The presence of edge (i,j) changes only if
facility event i and edge event (i,j) change their relative order. Critical values of
z fall into several cases, as shown in Figure 3.3. For ease of exposition, we refer to
the top trace occurring “before” the change in z, and the bottom trace “after.”
Case 1: Facilities i and k swap places. This can happen if diﬀerent numbers of
clients are contributing to the two facilities, causing diﬀerent rates of payment.
Here, the set of open facilities remains the same, and the positions of edge events
relative to i and k remain the same, so H(z) does not change.
Case 2: Facility i disappears when k opens ﬁrst. This happens if all clients that
were paying for i connect to k when it opens, and no other clients go tight to i
before the end of phase I, so i remains unopened. The relative order of events
remains intact, except that i is removed, so H(z) changes by removal of i and all
incident edges.
Case 3: Facility i jumps later in time when k opens ﬁrst. Similar to case 2, this
happens if all clients that were paying for i instead connect to k when it opens,
causing i to remain closed for a period of time, until the next client j grows its
dual enough to go tight and ﬁnish paying for i, possibly much later in the trace.
Here, H(z) gets one new edge (i,j).23
Case 4: Facility i moves across edge (k,j). If i = k, then the order of the two
events determines whether j has strictly positive cost share to i. Thus, as the
facility event moves to the left, H(z) loses the edge (i,j). If i  = k, then H(z) does
not change, because the order of the edge event (k,j) and the facility event k (if
it exists) is preserved.
Case 5: Facility i disappears as it crosses edge event (k,j) to the right (where
k  = i). Similar to case 2, this happens if j is the only client contributing to i,
but stops when it connects to an open facility k. As in case 2, i gets deleted from
H(z).
Case 6: Facility i jumps later in time when the edge event (k,j) occurs before it
(k  = i). Similar to case 3, this happens if j is the only client contributing to i,
but stops when it connects to k. However, i is opened later as some other client j′
becomes tight and pays for the excess. Here, H(z) gets one new edge (i,j′).
Clearly, the types of graph perturbations described in Theorem 3.4.1 change
I(G(z)) by at most one, which proves Theorem 3.2.2. By deﬁnition, non-degenerate
k-median instances are ones where we can apply Theorem 3.2.2 at every critical
value, so our algorithm is continuous when applied to these instances.
3.5 Attaining non-degeneracy.
Our last task is to prove Theorem 3.2.1. Our approach is to view UFL instances
(c,z) with uniform facility costs z as points in R
F×C
+ ×R+, i.e., the positive orthant
of (N +1)-dimensional space, where N = |F| |C|. Each possible trace corresponds
to a region of space consisting of the UFL instances that result in this trace. A
k-median instance with cost vector c is represented by the ray {(c,z) : z > 0}.
As long as this ray passes through no degenerate UFL points, then the k-median24
instance c is non-degenerate. In other words, the set of all degenerate k-median
instances is simply the projection onto the z = 0 plane of the set of all degenerate
UFL instances. Theorem 3.2.1 relies on the following result.
Theorem 3.5.1 Each possible trace corresponds to a region of (c,z)-space bounded
by a ﬁnite number of hyperplanes.
Proof: Our ﬁrst step is to divide up the space of UFL instances according to
what trace they produce. Let us denote a trace T by T = σ1σ2 ...σh where each
σℓ is an event of the form “facility i is opened” or “edge ij goes tight.” We can
ensure this trace occurs by enforcing a certain collection of linear inequalities. For
instance, σ1 will always be an edge tightening event (involving, say, edge ij). We
can enforce this as the ﬁrst event by requiring cij ≤ ci′j′ for all i′ ∈ F,j′ ∈ C.
For the ﬁrst open facility i, let Si = {j : ij is already tight}. For each j ∈ Si,
either j is still active at the time i is opened, or there exists some other facility k
serving as j’s connecting witness. Let us express ti, the time at which facility i is
opened) as a linear function of (c,z). To this end, let
S
A
i = {j ∈ Si : j is still active at time ti}
S
C
i = {j ∈ Si : j went inactive prior to ti
by going tight to an already open facility}
S
F
i = {j ∈ Si : j went inactive prior to ti
when one of the facilities to which it was already tight was opened}.
The superscripts stand for active, client and facility. The clients j ∈ SA
i each
contribute a cost share ti − cij to facility i, whereas the clients j ∈ SC
i contribute
cw(j)j−cij (where w(j) denotes the connecting witness for j), and the clients j ∈ SF
i25
contribute tw(j) −cij. By induction on the order of facility openings, tw(j) is linear
in (c,z). Hence, t = ti is the solution to the equation
 
j∈SA
i
(t − cij) +
 
j∈SC
i
(cw(j)j − cij) +
 
j∈SF
i
(tw(j) − cij) = z.
That is, |SA
i |ti is linear in (c,z). Therefore, so is ti.
For each event σℓ in the trace T, deﬁne Eℓ to be the collection of possible events
(edge tightenings and facility openings) that have not yet occurred by the time σℓ
occurs in the trace T. For each e ∈ Eℓ, deﬁne t
(ℓ)
e to be the time at which event
k would occur if no other events were to occur before it. For e = “edge ij goes
tight,” this is just cij. For e =“facility i is opened,” t
(ℓ)
e is the time at which facility
i would be paid for if it were to continue to be paid oﬀ at the same rate that it is
immediately after event σℓ. That is, t
(ℓ)
e is the time at which i would open if no
further edges to i went tight and no opening facilities caused the clients actively
contributing to i to freeze. Using similar reasoning to that above, we can express
each t
(ℓ)
e as a linear function of (c,z). We will use ℓ = 0 to denote the “event” that
the algorithm starts (at time zero).
Let us denote the time at which event σℓ occurs by t(ℓ). If σℓ = “facility i
opens”, then t(ℓ) = ti, whereas if σℓ = “edge ij goes tight” then t(ℓ) = cij.
Now that we have linear functions describing each ti and t
(ℓ)
e , we can ensure
that the algorithm results in trace T by enforcing the following inequalities. For
ℓ = 1,...,h we need to ensure that σℓ occurs before any other event. This follows
from the inequalities tℓ ≤ t
(ℓ)
e for all e ∈ Eℓ.
Thus, we have exactly described the region of (c,z)-space corresponding to a
given trace using a ﬁnite number of inequalities. This gives us the result.
Now that we have proved Theorem 3.5.1, Theorem 3.2.1 will follow.26
Proof of Theorem 3.2.1: We need to prove that the set of all degenerate
k-median instances has Lebesgue measure 0. From Theorem 3.5.1, we know that
each possible trace corresponds to an intersection of hyperplanes. The k-median
instance can only be degenerate if the ray {(c,z) : z > 0} intersects a point
corresponding to a degenerate UFL instance. In other words, that point must lie
on the boundary of three (or more) trace regions.
If we call the dimension of (c,z) space N, then each trace region is deﬁned by
an intersection of (N − 1) dimensional hyperplane. If a point in this space lies on
the boundary of at least three trace regions, then it must be on the intersection of
at least two diﬀerent (N−1) dimensional hyperplanes. The intersection of any two
diﬀerent (N − 1) dimensional hyperplanes must have dimension at most (N − 2).
Thus, the set all degenerate UFL instances is contained in a ﬁnite collection of
(N − 2) dimensional hyperplanes.
The k-median instance c is degenerate if for some z > 0, (c,z) corresponds
to a degenerate UFL instance. In other words, the set of degenerate k-median
instances is the projection of the degenerate UFL instances onto the hyperplane
z = 0. Projecting any (N −2) dimensional hyperplane in this way cannot increase
its dimension. Therefore, the set of all degenerate k-median instances is contained
in a ﬁnite collection of hyperplanes of dimension at most (N − 2).
However, if the (c,z) space has dimension N, then the space of k-median in-
stances has dimension N − 1. Any individual (N − 2) dimensional hyperplane in
this space must have Lebesgue measure zero, which implies that any ﬁnite collec-
tion of such spaces also has Lebesgue measure zero. Therefore, it must be the case
that the set of degenerate k-median instances has Lebesgue measure zero.27
3.6 Continuous Maximal Independent Set Functions
As we mentioned earlier, we would like to ﬁnd a set function S(G(z)) which returns
maximal independent sets, and has the same continuity property that we proved
for the maximum independent set function I(G(z)) in Theorem 3.2.2. If we had
such a set function that was eﬃciently computable, this would immediately lead
to a 3-approximation algorithm for the k-median problem.
The set of conditions in Theorem 3.2.2 are tight, in the sense that each of the
listed changes can occur as a result of a change in trace. We have not been able
to ﬁnd a polynomial time set function that is continuous with respect to these
changes. However, if we consider a more general set of changes, it turns out that
I(G(z)) is the only possible set function.
Let us instead consider the following changes: (a) a single existing facility is
deleted (along with its incident edges), (b) a single new facility is added, along
with edges to one or more existing facilities, (c) a single existing facility gains
edges to one or more facilities, or loses edges to one or more facilities. These were
the changes considered in earlier work on this result.
Claim 3.6.1 I(G(z)) is the only set function that is continuous with respect to
the listed changes.
Proof: Assume we have a set function f which returns a maximal independent
set and is continuous with this new set of changes. Consider some arbitrary graph
G with n nodes, and assume S is a maximum independent set in the graph of
size k. The set function f must return some maximal independent set of size at
most k for this graph G. Let the sequence of changes for this graph choose nodes
outside of S one by one and remove all of their edges. The resulting graph has n28
nodes and no edges, so the only maximal independent set is the one containing all
n nodes. Thus, our set function f must return this set. However, there were n−k
total changes, and the size of the returned set can only change by 1 between each
change, so the size of the set returned on the original graph G must have size at
least n−(n−k) = k. Therefore, f returns a maximum independent set on G, and
this is true for any graph G.
Thus, for this set of changes, there is no appropriate set function other than
the maximum independent set function. However, it is not the case that this set of
changes is always possible when considering changes of trace. Speciﬁcally, we were
allowing arbitrary sets of edges to be removed from an existing facility. When a
change in trace occurs, it’s only possible for a set of edges to a single clique to be
removed.
3.7 Final Thoughts
The question that was asked in the previous section we still have not answered. We
do not know if there is an eﬃcient set function which returns maximal independent
sets and has the desired continuity property. It may be the case that a similar
argument can prove that I(G(z)) is the only possibility. It may also be the case
that an eﬃcient function of this type does exist.
Theorem 3.2.1 shows that we can always make an arbitrarily small perturbation
to our given instance to transform it into a non-degenerate instance. However, for
purposes of applying Theorems 3.2.2 and 3.4.1, it suﬃces to process trace changes
one at a time for degenerate values of z.
This raises the question of the number of changes in trace. If it is the case that
there are only a polynomial number of trace changes, then we would be able to scan29
through them sequentially. It is diﬃcult to calculate a maximum independent set
in general, but it is easy to keep track of a maximal independent set whose size only
changes by one whenever there is a nondegenerate trace change. Unfortunately,
we have not been able to prove that the number of changes is polynomial, nor have
we been able to ﬁnd an example that has an exponential number of changes.
Finally, it turns out that these same techniques can be applied to prove anal-
ogous theorems about degeneracy in the prize-collecting Steiner tree algorithm of
Goemans & Williamson [12], the other major example where Lagrangian relaxation
has been used in approximation algorithms [11].Chapter 4
Mettu-Plaxton UFL Algorithm
4.1 Overview
So far we have been considering the UFL algorithm of Jain & Vazirani because
it has the LMP property. We now turn to the algorithm proposed by Mettu &
Plaxton. In its original form, it does not have the LMP property. However, using
an LP-based analysis, we show that a slightly modiﬁed version of this algorithm
attains the LMP property while delivering the same approximation factor.
4.2 Proof of Approximation Factor
We brieﬂy restate the MP algorithm. Assign each facility i a radius ri that satisﬁes
fi =
 
j∈C max(0,ri − cij). Without loss of generality, r1 ≤ ... ≤ rn. Iterate
through facilities according to increasing radius. For each facility i, open i if there
are no open facilities within 2ri of the that facility.
We need to change this algorithm in order to guarantee the LMP property.
The algorithm MP-β is MP with one modiﬁcation. In MP-β, choose the radii ri
so that βfi =
 
j∈C max(0,ri−cij). The analysis uses the same LP formulation as
the Jain-Vazirani analysis.
Theorem 4.2.1 MP-β delivers a 3-approximate solution to the facility location
problem for 1 ≤ β ≤ 3
2. Furthermore, if F is the facility cost of the algorithm’s
solution, C is the algorithm’s connection cost, and OPT is the optimal solution
cost, then C + 2βF ≤
 
j vj ≤ 3OPT.
We prove this result by exhibiting a particular feasible dual solution. Let Z be
3031
the set of facilities opened by MP-β, and let ri : i ∈ F be the radii used. We need
to construct a set of vj and wij from this solution. Set wij = 1
β max(0,ri − cij) for
ij ∈ F×C. Say that j contributes to i if wij > 0. Then, set vj = mini∈F cij + wij.
It is clear that the v and w vectors are non-negative. By the choice of the vector
v, we automatically satisfy vj − wij ≤ cij,∀ij ∈ F×C. Finally, ri and wij were
chosen so that βfi =
 
j∈C max(0,ri − cij) = β
 
j∈C wij. Thus, our dual solution
is feasible.
Deﬁne d(j,S) = mini∈S cij. With this deﬁnition, the connection cost associ-
ated with opening facility subset Z is
 
j∈C d(j,Z). It remains to be shown that
 
j∈C d(j,Z)+2β
 
i∈Z fi ≤ 3
 
j∈C vj. We will show that each 3vj pays to connect
j to some open facility i, and also pays for 2β times j’s cost share (if one exists).
Deﬁne sj = wij if there is an i such that i is open and wij > 0, and set sj = 0 other-
wise. Note that this is well deﬁned because j can be in at most one open facility’s
ball. Since fi =
 
j∈C wij,
 
i∈Z fi =
 
j∈C sj. Furthermore, ∀i ∈ Z,d(j,Z) ≥ cji
by deﬁnition. Thus, in order to show 3
 
j∈C vj ≥ 2β
 
i∈Z fi +
 
j∈C d(j,Z), it is
enough to show that for all j ∈ C there exists i ∈ Z such that 3vj ≥ cij + 2βsj.
Call the facility i that determines the minimum in mini∈F cij + wij the bottle-
neck of j. The proof of Theorem 4.2.1 relies on some case analysis, based on the
bottleneck of j. Before we analyze the cases, we need four lemmas.
Lemma 1 For any facility i ∈ F and client j ∈ C, ri ≤ cij + βwij.
Proof: If j contributes to i, then ri = cij + βwij. Otherwise, ri ≤ cij.
Lemma 2 If β ≤ 3
2, and i is a bottleneck for j, then 3vj ≥ 2ri.
Proof: If j contributes to i then 3vj = 3cij + 3wij and 2ri = 2cij + 2βwij. Since
β ≤ 3
2, we have 3vj ≥ 2ri. If j does not contribute to i, then vj = cij and ri ≤ cij,32
so again we have 3vj ≥ 2ri.
Lemma 3 If an open facility i is a bottleneck for j, then j cannot contribute to
any other open facility.
Proof: Assume that j does contribute to some open facility k  = i. This means
that it cannot contribute to i, since the balls around open facilities are disjoint.
Since i and k are both open, we have that cik > 2max(ri,rk). But we know that
ckj ≤ rk, since j contributes to k. We also know that cij ≤ cjk + wjk ≤ rk,
because i was the bottleneck. Thus, we have that cik ≤ cij + ckj ≤ 2rk, which is a
contradiction, since cik > 2max(ri,rk). So, j cannot contribute to any other open
facility.
Lemma 4 If a closed facility i is a bottleneck for j and k is the open facility that
caused i to close, then ckj ≤ max(3,2β)vj.
Proof: Since k caused i to close, we have that cik ≤ 2ri. Since i is the bottleneck,
vj = cij + wij. By Lemma 1 we know that ri ≤ cij + βwij. Thus, we have that
ckj ≤ cij + cij ≤ 2ri + cij ≤ 3cij + 2βwij ≤ max(3,2β)vj.
Now that we’ve proved these four lemmas, we can proceed to the proof of
Theorem 4.2.1. We prove this theorem in cases, according to the bottleneck for
each client j.
Proof of Theorem 4.2.1: We must show for all j that there is some open
facility i such that 3vj ≥ cij + 2βwij. Consider an arbitrary client j. There are
four possible cases for the bottleneck of this client.
Case 1: The bottleneck is some open facility i. By Lemma 3, we know that j
cannot contribute to any other open facility. So connect j to facility i. If cij < ri
then 0 < wij = sj and vj = cij + sj. Thus, vj pays exactly for connection cost33
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Figure 4.1: Proof of Theorem 4.2.1.
and the cost share. If cij ≥ ri, we know that sj = 0, since wij = 0, and j cannot
contribute to any other facility. So vj = cij. Thus, vj pays exactly for connection
cost, and there is no cost share.
Case 2: The bottleneck is some closed facility i, and j does not contribute to any
open facility. We know sj = 0 since j does not contribute to any open facility. We
also know there is some open facility k that caused i to close. Connect j to k. By
Lemma 4, we know that ckj ≤ max(3,2β)vj. Since β ≤ 3
2, we have that 3vj ≥ ckj.
Thus, 3vj pays for the connection cost, and there is no cost share.
Case 3: The bottleneck is some closed facility i, and there is some open facility
l with wlj > 0, and l was not the reason that i closed. Since wlj > 0, sj = wlj.
Connect j to l incurring clj + wlj. Since wlj = sj, we have that clj + βsj = rl.
Since k and l are both open, we have that clk ≥ 2rl. Using the triangle inequality,
this gives 2clj + 2βsj ≤ clk ≤ clj + ckj, or clj + 2βsj ≤ ckj. Just as in Case 2, we
know there is some open facility k  = l that prevented i from opening, which means
cik ≤ 2ri. By Lemma 4, we know ckj ≤ 3vj. So, putting it all together, we have
clj + 2βsj ≤ ckj ≤ 3vj. Thus, 3vj pays for the connection cost, and 2β times the
cost share.34
1
0.5 + ε
0.5 + ε
1
1
1
0.5 + ε
0.5 + ε
0.5 + ε
i
i'
0.5
k1
k2
k3
Figure 4.2: Lack of continuity in MP-3
2.
Case 4: The bottleneck is some closed facility i and there is some open facility k
with wkj > 0 and k caused i to be closed. Here, sj = wkj. From Lemma 2, we
know that 3vj ≥ 2ri. Since k caused i to close, ri ≥ rk = ckj +βsj. Thus, we have
3vj ≥ 2ri ≥ 2ckj + 2βsj ≥ ckj + 2βsj. So 3vj pays for the connection cost and 2β
times the cost share.
Thus, in each case, we have shown that there is an open facility i that satisﬁes
3vj ≥ cij + 2βsj which shows that the algorithm delivers a solution that satisﬁes
C + 2βF ≤ 3OPT, giving a 3-approximation so long as β ≥ 1
2.
4.3 Continuity Counterexample for MP-3
2
We were able to modify the JV algorithm to guarantee that some value of z would
return exactly k facilities. We would like to know if such a guarantee can be
made for MP-3
2 as well. Unfortunately, this example demonstrates that there are
instances of the k-median problem with the property that MP-
3
2 executing on the
k-median instance with uniform facility cost z will not produce a solution with
exactly k facilities, for any value of z. The instance we consider is depicted in
Figure 4.2.
Consider the output of MP-3
2 for various choices of facility cost z. When z is
0, each facility has radius 0, and every facility is opened.35
When 0 < z <
4ǫ
3 , facility i has the smallest radius,
1
2 + z, and is opened. All
other facilities are within twice their radius of i, and cannot be opened, so only i
is opened in this case.
If z =
4ǫ
3 , either the previous case or the next case will occur, depending on
how the tie is broken between i and i′
When 4ǫ
3 < z < 1−2ǫ
3 , i′ now has the smallest radius, 1
2 + ǫ + z
2. It gets opened
ﬁrst, and now i is within 2ri of i′, so it does not get opened. However, now all of
k1 ...k3 can open since i is closed. Thus, four total facilities are opened.
Finally, when z ≥ 1−2ǫ
3 , i′ will still have the smallest radius, and will be opened,
causing i to close. However, the radius on each ki is at least 1, and they are at
distance 2 from i′, so none of them is opened. Thus, only i′ is opened in this case.
So the only possible values of k in this example are 1, 4, and 5, which shows
that we cannot guarantee all possible values of k. Note that for small enough
perturbations of the distances, this argument still holds. Thus, we cannot apply
the same degeneracy argument as we did in the JV example.
4.4 Final thoughts
The preceding theorem shows that the algorithm MP-3
2 has the LMP property
necessary to build a k-median algorithm. The primary beneﬁt of using MP-
3
2
instead of another LMP algorithm with guarantee 3 is the running time. The k-
median approximation algorithm runs the facility location algorithm several times
as a black box. Whereas the original JV facility location algorithm had a running
time of O(|F||C|log|F||C|), the algorithm MP-3
2 can be implemented to run in
O(|F|2 + |F||C|) time.
Any LMP algorithm with guarantee c that also has the continuity property36
analogous to Theorem 3.2.2 immediately yields a c-approximation for the k-median
problem, because we can simply search for a value of z for which we open exactly k
facilities. While the modiﬁed JV algorithm has this property, it requires calculating
maximum independent sets. The modiﬁed MP-
3
2 algorithm does have the LMP
property, but is not continuous, as we demonstrated in the previous section.
The tightest LMP result is the dual ﬁtting algorithm of [17], which yields a
factor of 2. However, on the star instance of Figure 3.1, this algorithm jumps from
opening 1 facility to opening h of them at z = h+ǫ
h−1. Thus, our modiﬁcation of
JV is the only LMP algorithm so far that has this property. We hope that future
work on the facility location problem will uncover a polynomial LMP algorithm
that has this continuity property.Chapter 5
The Max Average Ratio Cut Problem
5.1 Overview
The clustering problem that we consider is intended to ﬁnd global structure in
populations using genetic information. To do this, we partition the population
into two sets of similar individuals in such a way that the two clusters are far
apart.
In this chapter, we create the framework which will allow us to solve this prob-
lem. We begin by formulating the problem precisely, and discussing a reduction to
a related problem. We describe the idea behind branch and bound, which we can
use to ﬁnd exact solutions to the reduced problem, and the LP formulation that
will be the backbone of our branch and bound procedure. Finally, we discuss some
of the modeling decisions behind the problem, and some heuristic considerations
that may improve the quality of our algorithm.
5.2 Formulation
First, we restate the problem that we intend to solve. We’re given a complete
undirected graph on node set V , and edge costs ce ≥ 0 for each edge e. In the
standard max cut formulation, the objective is to choose a cut which maximizes
the total cost of edges crossing the cut. In this model, we use a slightly diﬀerent
objective. For a cut S, we consider the average edge cost crossing the cut, and the
average edge cost within the cut, and choose S which maximizes the ratio of these
two averages.
3738
We use the following notation for sets of cut edges, and edge cost sums for
speciﬁc sets.
S
× = {e = (i,j)|i ∈ S,j / ∈ S}
S
◦ = {e = (i,j)|i,j ∈ S, or i,j / ∈ S}
c
×(S) =
 
e∈S×
ce
c
◦(S) =
 
e∈S◦
ce
Ctotal =
 
e∈E
ce
Using this notation, we want to solve the following problem, which we denote
the Maximum Average Ratio Cut (MARC) problem:
max
S =∅,V
c×(S)|S◦|
c◦(S)|S×|
We would like to be able to write this as an LP, but the objective function uses
a ratio, which is not easy to deal with directly. However, if we only consider cuts
of some ﬁxed size |S| = r, then the problem becomes
|S◦|
|S×|
max
S:|S|=r
 
e∈S× ce  
e∈S◦ ce
When |S| = r, we know that |S◦| = (r(r − 1) + (n − r)(n − r − 1))/2, and
|S×| = r(n − r). Thus, we can move the term involving |S◦| and |S×| outside the
maximum since we’re dealing with ﬁxed r. The optimization problem is equivalent
if we remove that term entirely, leaving us with the problem
max
S:|S|=r
 
e∈S× ce  
e∈S◦ ce
However, it turns out that this problem is equivalent to the ordinary max cut
problem with a cardinality restriction. Assume S∗ is the max cut with cardinality r.39
Then S∗ satisﬁes |S∗| = r and ∀|S| = r,c×(S∗) ≥ c×(S). Note that c×(S)+c◦(S) =
Ctotal is constant for all choices of S, since it is the sum of all edge costs. So we
have c×(S∗) ≥ c×(S) ⇒ c◦(S∗) ≤ c◦(S). Using the fact that all quantities are
non-negative,
c
×(S
∗)c
◦(S) ≥ c
×(S)c
◦(S
∗)
⇒
c×(S∗)
c◦(S∗)
≥
c×(S)
c◦(S)
Thus, in order to solve the original problem, we can check for the max cut of
each cardinality r = 1,...,⌊n
2⌋, and choose the best cut according to the ratio
objective function. So solving the MARC problem is equivalent to solving several
instances of the Max Cut with Given Cardinality problem (MCGC).
5.3 NP-Completeness
We’ve identiﬁed a reduction that allows us to solve the MCGC problem instead of
the MARC problem. We can show that MCGC is NP-complete using a reduction
from the ordinary Max Cut problem. Given an algorithm for MCGC, we can
simply check each possible cardinality, and take the best result to solve the Max
Cut problem. This justiﬁes our use of branch and bound to solve the MCGC
problem, as it is unlikely that we will be able to ﬁnd a polynomial time algorithm
to solve this problem.
However, we would also like to show that the MARC problem is NP-complete.
This will support our decision to reduce the MARC problem to an NP-complete
problem. It turns out we can do this by a reduction from NAE3SAT, where NAE
stands for Not All Equal.
The NAE3SAT problem is similar to the 3SAT problem. The input is a set of n40
variables, and m clauses. Each clause has 3 literals, which can be a variable or its
negation. For example (x2 ∨ x5 ∨ ¬x7) is a valid clause. In this problem, a clause
is satisﬁed if there is at least one true literal and one false literal. That is, the
literals are not all equal. The solution to the problem is an assignment which sets
each variable either true or false, and satisﬁes every clause. Using this problem,
we can prove that MARC is NP-complete.
Claim 5.3.1 MARC is NP-complete.
Proof: We will reduce NAE3SAT to MARC. Take an instance of NAE3SAT,
with n variables and m clauses.
Without loss of generality, we can assume that each clause has 3 diﬀerent
variables. If a clause only has one variable, it is trivially satisﬁed or unsatisﬁed. If
a clause has two variables, it is either trivially satisﬁed or has the form (α∨α∨β)
for some literals α and β. We can introduce a new variable y and replace this
clause with the two clauses (α∨β∨y) and (α∨β∨¬y). For any assignment, these
two clauses are satisﬁed iﬀ the original clause is satisﬁed.
Now, we construct an instance of MARC. To do this, we create a graph G
with 2n nodes. For each variable xi, we have nodes labeled xi and ¬xi. The edge
between xi and ¬xi for any i will have weight C = 4n2m. This weight is chosen to
be large enough that the two nodes must be on diﬀerent sides of the cut. For any
other edge between literals α and β, the weight on the edge (α,β) is the number
of clauses that contain those two literals.
Deﬁne the threshold λ = 4n3 + 2. We claim that the NAE3SAT instance is
satisﬁable iﬀ there is a MARC solution with value at least λ.
First, we show that any MARC solution that places xi and ¬xi on the same side41
of the cut cannot meet the threshold. If xi and ¬xi are on the same side of the cut,
there is at least one edge of weight C that does not cross the cut. Since the total
weight on edges in our graph is nC +3m, we know that c×(S) ≤ (n−1)C +3m ≤
nC. We also know the following trivial bounds for edge cardinalities, |S◦| ≤ 4n2,
|S×| ≥ 1. Thus, we can bound the value of that MARC solution as follows:
z ≤
c×(S)|S◦|
c◦(S)|S×|
≤
nC   4n2
C   1
= 4n
3 < 4n
3 + 2 = λ
This shows that any solution S which chooses xi and ¬xi can’t have value λ.
Now, consider some solution S that bisects the graph by separating each xi and
¬xi. We can associate this cut S with an assignment by setting xi true if it is in S,
and false otherwise. Notice that it doesn’t matter which side of the cut we use for
our assignment, because an assignment satisﬁes all clauses iﬀ its negation satisﬁes
all clauses.
Now, for each clause, if this assignment satisﬁes that clause, then there will be
exactly two units of weight crossing the cut and 1 unit of weight inside the cut. If
the assignment does not satisfy the clause, then there will be three units of weight
inside the cut. Thus, if our assignment satisﬁes k clauses, there will be 2k units of
weight crossing the cut, and 3(m − k) + k = 3m − 2k units inside the cut. Thus,
the value of this solution will be
z =
nC + 2k
3m − 2k
=
4n3m + 2k
3m − 2k
.
If this solution has value at least λ, then we have the following set of equivalent
statements.
4n3m + 2k
3m − 2k
≥ 4n
3 + 2
4n
3m + 2k ≥ (4n
3 + 2)(3m − 2k)42
4n
3m + 2k ≥ 12n
3m + 6m − 8n
3k − 4k
k(8n
3 + 6) ≥ m(8n
3 + 6)
k ≥ m
This indicates that the MARC solution corresponds to a satisfying assignment
iﬀ the solution has value at least λ. Therefore, we can solve NAE3SAT using
MARC, so MARC is NP-complete.
One important observation to make about this proof is that it only proves NP-
completeness in the case when the objective function is arbitrary. Although we
have not used this restriction, the original problem is deﬁned in terms of an L1
distance metric. We believe that the result holds for the more restrictive objective,
but it’s possible that the problem is solvable in polynomial time when the distances
are L1.
5.4 Approximation
Since MARC is NP-complete, we might consider trying to ﬁnd approximation algo-
rithms to solve this problem. When we restrict our attention to exact solutions for
the MARC problem, we can use the reduction to MCGC described in section 5.2.
This is because exact algorithms for the MCGC problem will give us exact so-
lutions to the MARC problem. However, the same is not true of approximation
algorithms.
Assume the optimal solution to MARC uses set S∗, where |S∗| = r, but
c◦(S∗) ≪ Ctotal. In other words, the weight on edges crossing the cut is al-
most the total weight of all edges. If we have an α-approximation algorithm for
MCGC, we can ﬁnd a cut S such that |S| = r and αc×(S) ≥ c×(S∗), but we can43
make no guarantee about the relative value of our solution with respect to the
ratio objective. Speciﬁcally,
c×(S)
c◦(S)
≪
c×(S∗)
c◦(S∗)
,
since the denominator for the optimal solution is very close to zero. So our reformu-
lation allows us to use optimal solutions to the MCGC problem, but approximation
results do not carry through.
5.5 Branch and Bound Description
Branch and bound is a technique that is used to solve integer programs. In an
integer program with n integer variables that take value 0 or 1, there are 2n possible
solutions to consider. The idea behind branch and bound is to use lower bounds
on the optimal value in a clever way that will eliminate a large fraction of solutions
from consideration. Unfortunately, there is no way to guarantee that this algorithm
will search a small number of candidates. However, in practice it is often an
eﬀective approach.
The intuition behind branch and bound comes from the following argument:
Let the optimal solution to our problem be y∗ with objective function value z∗.
If we ﬁx i, and consider the ith coordinate y∗
i for the optimal solution y∗, this
coordinate is either 0 or 1. Therefore, if we deﬁne z(1) as the value of the best
solution that sets yi = 1, and z(0) as the value of the best solution that sets yi = 0,
then the optimal value z∗ will be the maximum of these two values.
This immediately suggests a recursive algorithm to solve the integer program.
In general, for sets I0 and I1 we want to know the optimal solution that sets yi = r44
for i ∈ Ir. Then deﬁne
z(I0,I1) = Optimal value over solutions that set yi = r for i ∈ Ir.
With this deﬁnition, we can choose any j / ∈ I0 ∪ I1, and the above argument
gives the following recursion:
z(I0,I1) = max(z(I0 ∪ {j},I1),z(I0,I1 ∪ {j}))
Thus, the algorithm constructs a search tree, where every node corresponds to
a choice of I0 and I1. At each node, we choose an index j / ∈ I0 ∪ I1, and the node
has two children constructed by ﬁxing yj at value 0 and 1.
This recursion by itself gives a very ineﬃcient algorithm, as in general we can
only determine z(I0,I1) if every variable is ﬁxed. Thus, the search tree is a binary
tree with depth n, and the recursion will take approximately 2n iterations to ﬁnd
the optimal solution.
However, there are two situations that will allow us to halt the recursion at
a particular node. The ﬁrst involves ﬁnding the optimal solution z(I0,I1), and
the second involves comparing z(I0,I1) to z∗. In both cases, we will use the LP
relaxation of our problem to give us additional information about the node.
At each node, z(I0,I1) is the optimal solution to an integer program which ﬁxes
yi = r for i ∈ Ir, and sets yj ∈ {0,1} for each other j. We can’t solve this IP
easily, but we can solve the LP relaxation which ﬁxes yi = r for i ∈ Ir, but only
requires yj ∈ [0,1]. Since this is a relaxation of the IP, the optimal LP solution
value zLP satisﬁes zLP ≥ z(I0,I1).
If it turns out that the LP has an optimal solution which is integral, then we
know zLP = z(I0,I1), and we do not have to branch any further on that node.
Although we can’t guarantee that this will happen early in the tree, it is often45
the case in practice that the LP will have integer solutions before every integer
variable is ﬁxed.
On the other hand, if we could somehow determine that z∗ > z(I0,I1), we
could ignore all solutions that set yi = r for i ∈ Ir, since these solutions cannot be
optimal. In other words, we can prune this node from the search tree, as all nodes
below it have suboptimal solution value.
This raises the question, how can we determine if z∗ > z(I0,I1) if we do not
know z∗ or z(I0,I1)? As before, solving the LP relaxation gives an upper bound
on z(I0,I1). And although we don’t know z∗, any feasible solution to our problem
gives a lower bound zFEAS on z∗.
Thus, if we have a solution to the LP relaxation and a feasible integral solution
that satisfy zFEAS > zLP, then that will imply z∗ ≥ zFEAS > zLP ≥ z(I0,I1), and
we can prune the current node.
So although branch and bound is based on an exponential recursion, these two
methods of halting the recursion can make it a practical algorithm for certain
problems.
5.6 LP Formulation
In order to solve the MCGC problem using branch and bound, we need an integer
programming formulation of our problem. Our formulation will use integer vari-
ables xij for each edge (i,j) and yi for each node i. These variables will be bounded
between 0 and 1. We construct the cut S using the following interpretation of these
variables:
xij =

 
 
1 if (i,j) crosses the cut
0 if (i,j) does not cross the cut46
yi =

 
 
1 if i ∈ S
0 if i / ∈ S
In order to guarantee that the cardinality constraint is met, it’s enough to
include the constraint
 
i yi = r for the desired cardinality |S| = r. We also include
the edge cardinality constraint
 
e xe = r(n−r). In the case of integral solutions,
only one is necessary, but for fractional solutions the two are not equivalent.
So we can deal with the cardinality condition fairly easily. We now need to
ﬁnd a set of cuts which will guarantee that integer vectors x and y correspond to
graph cuts.
Deﬁnition 5.6.1 An integral solution (x,y) is valid if it corresponds to a graph
cut with the above interpretation. An inequality of the form
 
e∈E
αexe +
 
i∈V
βiyi ≤ b
is valid if all valid solutions satisfy the inequality. A set of valid inequalities that
deﬁnes a convex set
P = {(x,y)|A(x,y) ≤ b}
is descriptive if all integral solutions in P are valid.
With this deﬁnition, we would like to ﬁnd a descriptive set of valid inequalities.
For each edge (i,j), we can list the integer choices for yi,yj, and xij that correspond
to cuts:
yi yj xij
0 0 0
0 1 1
1 0 1
1 1 047
The set of inequalities that we use includes four cuts for each edge (i,j), and
eliminates the four possibilities that do not correspond to cuts. These cuts, denoted
the node-edge inequalities, have the following form:
xij + yi + yj ≤ 2
xij − yi − yj ≤ 0
−xij + yi − yj ≤ 0
−xij − yi + yj ≤ 0
Claim 5.6.2 The node-edge inequalities are descriptive.
Proof: Assume we have a solution (x,y) that satisﬁes the node-edge inequalities
with an integral y vector. Deﬁne the set S = {i : yi = 1}. We show that the edge
variables correspond to this cut S. Consider an edge (i,j). There are three cases
to consider.
If i ∈ S,j ∈ S, then yi = yj = 1. Since the inequality xij +yi +yj ≤ 2 must be
satisﬁed, it must be the case that xij = 0, which is correct.
If i / ∈ S,j / ∈ S, then yi = yj = 0. We know that this solutions satisﬁes
xij − yi − yj ≤ 0, which implies xij = 0. Again, this is what we want.
Finally, if i ∈ S,j / ∈ S (the case i / ∈ S,j ∈ S is similar), then yi = 1,yj = 0. In
this case, the constraint −xij +yi −yj ≤ 0 shows that xij = 1, indicating that the
edge does cross the cut.
Therefore, the solution does correspond to the cut S in the graph, so the node-
edge inequalities are descriptive.
Now that we have a descriptive set of valid inequalities which restricts our
solution space to graph cuts, we could implement branch and bound using only48
these inequalities. However, this formulation by itself is not strong enough to be
practical.
Consider the case when r = n
2 and each yi is set to value 0.5. Then the node-
edge inequalities reduce to the redundant constraint 0 ≤ xij ≤ 1 for each edge
(i,j). In other words, any choice of edge variable values is feasible. Although
this formulation is descriptive, the LP relaxation preserves little of the graph cut
structure.
The primary advantage of this formulation is that it requires relatively few
inequalities, only O(n2), yet is a descriptive set. Thus, it is a good candidate for
the initial set of cuts. During the branch and bound procedure, however, we will
introduce additional cuts dynamically to strengthen the LP.
There are two classes of inequalities that we consider, triangle inequalities and
cycle inequalities. However, we’ll see later that the triangle inequalities are actually
a special case of the cycle inequalities.
For each triple of vertices (i,j,k), we know that any graph cut must either
place all three vertices in the same partition, or separate one from the other two.
Thus, there are only four valid integral choices for xij,xjk, and xik.
xij xjk xik
0 0 0
0 1 1
1 0 1
1 1 0
Note that the possible triples are the same as the example for the node-edge
inequalities. In fact, the triangle inequalities have the same constraint coeﬃcients,49
only applied to diﬀerent variables:
xij + xjk + xik ≤ 2
xij − xjk − xik ≤ 0
−xij + xjk − xik ≤ 0
−xij − xjk + xik ≤ 0
Thus, the triangle inequalities are also valid. It turns out that they are descrip-
tive as well. In fact, if we deﬁne the rooted triangle inequalities as only those that
use a speciﬁc root node i, the rooted triangle inequalities are descriptive as well.
Claim 5.6.3 The rooted triangle inequalities are descriptive.
Proof: Assume without loss of generality that the inequalities are rooted at
node 1, and consider an integer vector x that satisﬁes them. Now consider the set
S = {0} ∪ {j : x1j = 0}. We show that the vector x corresponds to this cut.
By construction of S, any edge x1j = 0 if j ∈ S, and x1j = 1 if j / ∈ S. So these
edges correspond correctly to the cut. Now take an arbitrary edge xij where i  = 1
and j  = 1. There are three cases to consider, as before.
If i ∈ S,j ∈ S, then x1i = x1j = 1. Since the inequality xij + x1i + x1j ≤ 2
must be satisﬁed, it must be the case that xij = 0, which is correct.
If i / ∈ S,j / ∈ S, then x1i = x1j = 0. We know that this solutions satisﬁes
xij − x1i − x1j ≤ 0, which implies xij = 0. Again, this is what we want.
Finally, if i ∈ S,j / ∈ S (the case i / ∈ S,j ∈ S is similar), then x1i = 1,x1j = 0.
In this case, the constraint −xij +x1i−x1j ≤ 0 shows that xij = 1, indicating that
the edge does cross the cut.
Therefore, the solution does correspond to the cut S in the graph, so the node-
edge inequalities are descriptive.50
This proof is very similar to the proof involving the node-edge inequalities, and
this is not a coincidence. We’ll see later that the node-edge inequalities actually
reduce to the rooted triangle inequalities in a speciﬁc situation.
The triangle inequalities are quite powerful, but the downside of using them is
that there are more of them, O(n3). Although this is still a polynomial number, it is
not practical to include them all in the LP. Instead, we will add them dynamically
in the branch and bound procedure. This can be done eﬃciently even if we check
each cut individually for violation.
The cycle inequalities, proposed by Barahona and Mahjoub [5], are similar to
the triangle inequalities, only extended to cycles. For each cycle C and subset of
that cycle F, with |F| odd, there is a cycle inequality with the following form:
 
e∈F
xe −
 
e∈C\F
xe ≤ |F| − 1
Note that the triangle inequalities are cycle inequalities using a cycle that has
three edges.
Claim 5.6.4 The cycle inequalities are valid.
Proof: To prove that these inequalities are valid, consider a valid integer vector
x, corresponding to some cut S. We know that any cycle in a graph must cross S
an even number of times, since it must start and end on the same side of the cut.
Therefore, there must be an even number of variables xe set to 1. However, |F| is
odd, so at most |F| − 1 edges in F can have variables set to 1. Thus,
 
e∈F
xe −
 
e∈C\F
xe ≤
 
e∈F
xe ≤ |F| − 1,
and the cycle inequality holds.51
The fact that the triangle inequalities are a special case of the cycle inequalities
indicates that the cycle inequalities can’t be any weaker. Unfortunately, they are
exponential in number, which makes them diﬃcult to use.
Deﬁnition 5.6.5 Given a point (x,y), we can separate over a set of inequalities
if there is a polynomial time procedure that will either ﬁnd an inequality that (x,y)
does not satisfy, or guarantee that no such inequality exists.
To use the cycle inequalities in our branch and bound procedure, we would
need a separation procedure. Checking each one individually would require too
much time. It turns out that there is such a procedure, that uses a shortest path
calculation [5].
Claim 5.6.6 There is a polynomial time separation procedure for the cycle in-
equalities
Proof: In order to separate over the cycle inequalities, consider a candidate
vector x. Our original graph G is a complete graph on n nodes, and we have a
variable xij for each edge (i,j). To separate, we construct a new graph G′ which
has 2n nodes. For each node i in G, we’ll have two nodes i and i′ in G′. For i  = j,
G′ will have edges (i,j) and (i′,j′) with length xij, and edges (i′,j) and (i,j′) with
length 1 − xij. There are no edges (i,i′) for any i.
The claim is that the cycle inequalities hold iﬀ there are no paths from some i
to i′ with length < 1.
(⇒): Assume that there is some node i such that there is a path from i to i′
with length < 1. If we ignore which copy of each node the path visits, this path
corresponds to a cycle C in G.
Let F be the set of edges that cross between copies. Since the path starts at i52
and ends at i′, it crosses between copies an odd number of times, so |F| is odd. By
the construction of G′, the length of the path is the sum of xij for (i,j) / ∈ F plus
the sum of 1 − xij for (i,j) ∈ F. But this path length is < 1, which shows that
 
e∈F
1 − xe +
 
e∈C\F
xe < 1
⇔
 
e∈F
−xe +
 
e∈C\F
xe < 1 − |F|
⇔
 
e∈F
xe −
 
e∈C\F
xe > |F| − 1
Thus, there is a violated cycle constraint.
(⇐): Assume there is a violated cycle constraint. Then for some cycle C, and
some odd subset F,
 
e∈F
xe −
 
e∈C\F
xe > |F| − 1.
Now consider a path in G′ that traverses nodes in the same order as C, only
switch copies of the graph each time an edge in F is traversed. Since C is a
cycle, and |F| is odd, this path will start at some node i and end at some node i′.
However, since the cycle constraint is violated, we know
 
e∈F
xe −
 
e∈C\F
xe > |F| − 1
⇔
 
e∈F
−xe +
 
e∈C\F
xe < 1 − |F|
⇔
 
e∈F
1 − xe +
 
e∈C\F
xe < 1
which indicates that the length of the path is less than 1.
Thus, this separation procedure will either ﬁnd a violated constraint, or guar-
antee that none are violated.53
5.7 Modeling Decisions
We have formally deﬁned the problem that we intend to solve. However, there
are several details of the problem that require some explanation. In this section,
we describe the reasoning behind average distances and the ratio in the objective
function. We also indicate why we require optimal solutions, and why we restrict
ourselves to choosing two clusters.
The use of average distances is a method of eliminating size from considera-
tion. If we were to use the sum of distances, this would tend to favor divisions
that separated the population into two equal pieces. This objective would not
identify isolated subpopulations that are much smaller than the total population.
Considering the average distance gives a better evaluation of heterozygosity that
is consistent across diﬀerent size populations.
The ratio in the objective function is intended to identify the relationship be-
tween the subpopulation and the full population. We could use a diﬀerent objective
function that simply minimizes the average intra-cluster distance over all possible
subpopulations. The main problem with this objective is that a subpopulation
with extremely low heterozygosity may not be isolated if the entire population
has equally low heterozygosity. So in order to make this determination, we use
a ratio in the objective function. This will favor subpopulations that have low
average intra-cluster distance, but high average distance to individuals outside the
subpopulation.
Throughout this analysis, we focus our attention on algorithms that return
optimal solutions, and spend little time on approximation results. The reason for
this is that we’d like to be able to distinguish between two situations. Either there
is a subpopulation which is isolated, or there is not. In general, fully integrated54
populations will have an optimal solution with a ratio close to 1. In the case
when every edge distance is identical, the ratio is exactly 1. If we were to use
an approximation algorithm to solve this problem, and the resulting division had
a ratio close to 1, that would give us no information about the population. The
true optimal value could be large enough to indicate a true separation. Thus, we
use exact algorithms because we are more interested in determining if the optimal
value is above or below some threshold.
Finally, we discuss our restriction to considering two clusters. While it is true
that this case is useful on its own, restricting ourselves to this case is a more
practical decision. Although we would like to deal with k clusters for general k,
our desire for optimal solutions already makes this problem very diﬃcult. So we
study the more restrictive case with the hope that the lessons we learn in doing so
can be applied to the more general case.
5.8 Heuristic Considerations
Our last task before moving on to implementation and results is to discuss some
heuristic considerations for the algorithm. We will describe some intuition behind
variable ﬁxing, and a method of applying information from diﬀerent instances of
the MCGC problem.
In general, the branch and bound procedure could branch on each variable
in the LP. However, if we choose to branch ﬁrst on node variables yi, then the
procedure will never branch on xij variables. If yi and yj are integer valued, then
the node-edge inequalities guarantee that xij is integer valued as well. Thus, the
search tree will have depth no more than n.
However, this means the procedure could take as many as 2n iterations to55
complete. This exponential dependence means that the ability to ﬁx a single
variable before beginning computation would cut processing time approximately
in half.
Consider the case when the cardinality of |S| is r =
n
2. Then both sides of
the cut have the same number of nodes. This indicates that both S and V \ S
are feasible for this choice of cardinality, and have the same objective function
value. As a result, we can begin the branch and bound procedure by arbitrarily
ﬁxing yi = 0 for one particular i. We know that there is an optimal solution where
i  ∈ S, so this restriction doesn’t eliminate that solution. This relatively simple
observation actually improves performance signiﬁcantly, as the size of the search
tree is approximately half as large.
However, in the case when r < n
2, we can’t immediately use the same idea.
Since the two sides of the cut have diﬀerent sizes, we’re not guaranteed an optimal
solution that satisﬁes i  ∈ S. Thus, setting yi = 0 could remove the optimal solution
from the set of solutions that we consider.
There are two ways to deal with this case. The ﬁrst is to make two separate
calculations, ﬁrst setting yi = 0, and then setting yi = 1, taking the better of
the two results. However, there’s no reason to expect an improvement with this
approach. Branch and bound will consider both cases, but also applies global
information from one case to the other, and chooses which case to consider ﬁrst in
an intelligent way.
The other way to deal with the uneven cardinality is less intuitive. We noted
earlier that the easiest way to deal with the cardinality constraint was to use the
equality
 
i∈V yi = r. However, we also described an edge cardinality constraint
 
e∈E xe = r(n−r). If we omit the node cardinality constraint, the algorithm still56
performs correctly. However, our deﬁnition of S = {i|yi = 1} no longer guarantees
that |S| = r. Instead, it will either be the case that |S| = r, or |V \S| = r. Thus, if
we use only the edge cardinality constraint, then we can set yi = 0 for a particular
i. For reasons that we discuss later, this is not as attractive an alternative.
One other important observation is that we solve separate MCGC instances for
each cardinality, but we’re only interested in the best cut with respect to the MARC
objective function. So if we’ve solved the problem for a particular cardinality r1
with cut S1, then the value of that solution is
z1 =
c×(S1)|S◦|
c◦(S1)|S×|
.
Now can use z1 to give us an upper bound on a diﬀerent instance of the MCGC
problem with cardinality r2. Speciﬁcally, we know that the solution to this in-
stance, S2 is only of value if the corresponding z2 > z1. In other words,
z1 <
c×(S2)|S◦|
c◦(S2)|S×|
⇔
z1 <
c×(S2)|S◦|
(Ctotal − c×(S2))|S×|
⇔
z1|S×|(Ctotal − c×(S2)) < c×(S2)|S◦| ⇔
z1|S×|Ctotal < c×(S2)(|S◦| + z1|S×|) ⇔
c×(S2) >
z1|S×|Ctotal
|S◦| + z1|S×|
Since the MCGC instance is maximizing c×(S2), this gives us a lower bound
on MCGC solutions for cardinality r2 that can improve our current best MARC
value z1. We can treat this lower bound as a lower bound on the optimal value
of the MCGC solution, in the same way that we can use the value of any feasible
solution as a lower bound. The only diﬀerence is that this may make the MCGC
problem infeasible. This isn’t a problem because infeasibility only indicates that
no solution to the MCGC problem can improve our MARC solution.57
The beneﬁt of this heuristic is that it will allow us to process many instances of
the MCGC problem quickly if we have already have the optimal MARC solution. If
we do have the optimal MARC solution, the lower bound we pass to other MCGC
instances will be larger than the optimal MCGC solutions, and if it is much larger,
the process will terminate very quickly.
In some sense, this is the same idea that is being used in branch and bound.
Whenever we have a feasible integer solution, and we process a node whose LP
bound is worse than the value of that solution, we can prune the node. What we’re
doing here is “pruning” cardinalities that can’t give us improvement. The reason
we don’t do this explicitly within the branch and bound process (by making the
cardinality an integer variable in the formulation) is that the objective function
cannot be expressed linearly in terms of the cardinality. That was the reason we
separated our problem by cardinality in the ﬁrst place.Chapter 6
MARC Implementation and Results
6.1 Overview
In this chapter, we describe our implementation of the branch and bound procedure
to solve the MCGC problem. We focus on the implementation details that have the
greatest impact on performance, and include comparative results to help describe
this impact.
First, we analyze the eﬀect of cut generation on total processing time. We
ﬁrst examine the use of the triangle inequalities. This includes evaluating dynamic
cut generation, and the value of solving LPs to completion. Then we consider the
addition of the node-edge inequalities and the cycle inequalities to the formulation.
Finally, we consider the eﬀect of adding all violated cuts to the cut pool after cut
generation.
Second, we will consider how performance scales as the input size increases.
Generally, branch and bound is expected to scale poorly with increasing input size.
The worst case running time is exponential in the input size, due to the potentially
exponential size search tree. We consider the eﬀect of scaling on running time and
on the search tree. This helps us determine what problems are too large too tackle
with branch and bound, and how this approach can be improved.
Finally, we will oﬀer some suggestions for possible methods of improving these
results. For the most part, these are methods which speciﬁcally improve the branch
and bound procedure. However, we were unable to exploit the structure of the
objective function using branch and bound, and we discuss this as well.
We implement the branch and bound procedure using the SYMPHONY li-
5859
brary, developed by Ted Ralphs [26]. SYMPHONY is a mixed integer linear pro-
gram solver which allows users to deﬁne cut generation routines tailored for their
problems. We use Richard Hudson’s ms tool [16] to generate our data sets. This
tool generates population samples and allows mutation, recombination, and island
population models. The separation routine for cycle inequalities requires shortest
path calculations. We use Andrew Goldberg’s implementation of a shortest path
solver using smart queues [13].
6.2 Cut Generation
There are several features of the branch and bound process that can be modi-
ﬁed based on the particular problem. One of the most important is the choice
of cut generation, meaning the procedure for adding new constraints to the LP
dynamically.
Adding a large number of constraints at the beginning of the process strength-
ens the LP bounds, but requires more time to solve individual LPs. Adding few
constraints will speed up LP solution, but may increase the size of the search tree.
Dynamic cut generation allows a stronger implicit LP formulation while de-
creasing the the LP solution time by including constraints iteratively.
In the following sections, we look at the eﬀect of certain decisions regarding
cut generation. We examine the node-edge inequalities and the cycle inequalities
as potential additions to the LP formulation. We also examine the eﬀect of adding
large numbers of constraints in each iteration of the cut generation procedure.60
6.2.1 Dynamic Generation of Triangle Inequalities
The triangle inequalities give us a valid formulation for the MCGC problem, and
require O(n3) total constraints. While this is a polynomial number of constraints,
it still grows rather quickly. Solving LPs of this size may be prohibitively expensive.
One alternative to including all of the triangle inequalities is to use dynamic cut
generation.
Instead of solving a ﬁxed LP with all of the necessary constraints, we can
iteratively solve restricted versions with some subset of the constraints. After each
iteration, we can check for violated constraints missing from the restricted subset,
and include them for the next iteration. This process will terminate with the
optimal LP solution once there are no violated constraints.
Note that this shifts processing time into cut generation. Instead of solving
large LPs, we spend time checking for violated constraints. In our case, we will
check all O(n3) constraints explicitly to ﬁnd violated constraints in each iteration.
We also allow the procedure to terminate before ﬁnding the optimal LP solution.
This decision is explained in more detail in the next section.
Unlike the following sections, we omit the numerical results for practical rea-
sons. Solving the problem for a particular cardinality on a problem with 50 nodes
took only a few minutes when dynamically generating triangle inequalities. With
all triangle inequalities explicitly included in the LP, the procedure took several
hours for the same problem.
Thus, we see that the extra time solving LPs with the added constraints signif-
icantly outweighs the beneﬁts of avoiding multiple cut generation iterations. From
this point on, we will only generate the triangle inequalities dynamically, and will
not include them explicitly in the LP.61
Table 6.1: Halting on Tailoﬀ Detection
Instances
No tailoﬀ detection 637.1 708.2 474.8 648.3 1741.3
Tailoﬀ detection 856.6 584.4 1855.4 630.1 2067.8
6.2.2 Solving LPs to Completion
In the branch and bound procedure, we calculate the solution to an LP at each
node to get an upper bound on integer solution values for that node. Thus, we
don’t need to ﬁnd the optimal LP value, we could use an upper bound on the
optimal LP value, and the algorithm would still perform correctly.
The reason this may be useful is that we can often ﬁnd a good upper bound
on the optimal LP value much more eﬃciently than the optimal LP value itself.
In particular, the LP solver can be implemented to proceed through a series of
iterations, each of which has such an upper bound. In each iteration, this upper
bound decreases towards the optimal LP value until the optimal solution is found.
However, the rate of improvement of these upper bounds often decreases signif-
icantly as the algorithm nears the optimal value. Thus, we can halt the iterations
when the improvement from one iteration to the next (as a fraction of the current
upper bound) is less than some threshold value. When the improvement drops
below this threshold, this is known as tailoﬀ.
In the previous section, we indicated that we would halt before ﬁnding the
optimal LP solution. Speciﬁcally, we halt when tailoﬀ is detected. In order to
justify this decision, we indicate the processing times when considering tailoﬀ and
solving to completion. These results are listed in Table 6.1.62
The results aren’t completely conclusive because neither alternative strictly
dominates the other. To understand why we choose to use tailoﬀ detection, we
analyze the third instance. In that instance, using tailoﬀ improves total processing
time by almost a factor of four. The reason the improvement is so stark is that
in several of the MCGC instances, solving to completion will allow us to ﬁnd the
optimal solution at the root node, but ﬁnding that solution takes about ten times
as long.
This illustrates a principle of balance that we will discuss in more detail in
Section 6.3. In a certain sense, our LP formulation is too strong. It’s usually
desirable to have an LP that ﬁnds optimal solutions at the root of the search tree.
However, in this case it turns out that we can actually ﬁnd the optimal solution
faster if we use a slightly weaker LP bound which is calculated more quickly.
The main idea is that tailoﬀ will allow us to speed up LP solution times at the
cost of weaker bounds. Later on, we’ll talk about why we want to move in this
direction.
6.2.3 Node-Edge Inequalities
In this section, we analyze the eﬀect of adding the node-edge inequalities (and
node variables) to the LP formulation. Since there are O(n2) inequalities of this
type, we add them all to the base formulation. We analyze ﬁve instances of the
problem using 50 nodes.
For reasons that we explain later, it’s also important to add the cardinality
constraint on the node variables to the formulation once we have node variables.
It should be noted that removing the node-edge inequalities requires a new
branching rule, since we normally branch on the node variables. When we only63
Table 6.2: Including Node-Edge Inequalities
Instances
Inequalities included 637.1 708.2 474.8 648.3 1741.3
Inequalities not included 21737.3 21650.0 20880.5 18342.5 15398.0
have the triangle inequalities, we use a branching rule that chooses edges whose
LP value is close to 0.5, but maintain the invariant that the branched edges form
a single connected component. Keeping the branched edges in a single component
will implicitly ﬁx a large number of edges at value 0 or 1. Any time edges xij and
xjk are integer, the triangle inequalities will guarantee that xik is integer as well.
If a tree of integral edges spans a set of nodes S, then all edges between any pair
in S will be forced to integer value as well.
We also use a time limit of 15 minutes for each run using a particular cardinality.
This gives a maximum running time of 375 minutes for instances with 50 nodes.
When the node-edge inequalities are not used, this time limit is almost always
exceeded. So the diﬀerence in solution times is even larger than what is shown in
Table 6.2.
It turns out that these results are somewhat misleading because the node-edge
inequalities themselves have no direct impact on the strength of the LP. As soon
as any of the node variables are ﬁxed at 0 or 1, all of these inequalities become
redundant.
If for some feasible vector (x,y), some variable yi has value 0, then we know64
the following constraints for yj must be satisﬁed:
xij − yj + yi ≤ 0
−xij + yj + yi ≤ 0

 
 
⇒ xij = yj
Thus, each of the node variables yj is now identiﬁed with xij. This makes the
node-edge inequalities exactly equivalent to the set of triangle inequalities involving
node i, or the rooted triangle inequalities. In this case,
xjk + yj + yk ≤ 2 ⇔ xjk + xij + xik ≤ 2
xjk − yj − yk ≤ 0 ⇔ xjk − xij − xik ≤ 0
−xjk + yj − yk ≤ 0 ⇔ −xjk + xij − xik ≤ 0
−xjk − yj + yk ≤ 0 ⇔ −xjk − xij + xik ≤ 0
Applying the same arguments in the case when yi = 1 gives similar results, only
using the constraint yj = 1−xij. So the node-edge inequalities become redundant
after any node variable is ﬁxed at 0 or 1.
However, there are two main reasons why the node-edge inequalities are su-
perior to the rooted triangle inequalities. The ﬁrst is that we include all of the
node-edge inequalities in the LP from the beginning. Since they are not dynami-
cally generated, we have a reasonably strong base LP that does not have a large
number of inequalities. Furthermore, the node-edge inequalities become equivalent
to the rooted triangle inequalities as soon as any node variable is ﬁxed, with that
node acting as the root. This allows the branch and bound procedure to choose a
“good” root in some way, instead of arbitrarily choosing one.
The second valuable feature of the node-edge inequalities is the cardinality
constraint. Once the variable yi is ﬁxed, the cardinality constraint now indicates
the total weight of edges incident to node i. This will be either r or n − r − 165
depending on the value of yi.
In essence, the node variables serve to distinguish between diﬀerent sides of the
cut. An edge variable xij indicates if node j is on the same side of the cut as node
i, but not which side of the cut that is. Adding the node-edge inequalities allows
the LP to use the cardinality information more eﬀectively by making a distinction
between the sides of the cut.
6.2.4 Cycle Inequalities
The cycle inequalities match the paradigm of dynamic cut generation more closely
than the triangle inequalities. Generally, cut generation is used when the LP
formulation includes an exponential number of inequalities. Formulations of this
type usually can’t be solved if all of the inequalities are included explicitly. As
we have mentioned, we can make use of these inequalities if we can separate over
them.
In order to separate, we need an algorithm known as a separation oracle. The
input to this oracle is the current solution we’re considering for the LP, which may
or may not be feasible. The oracle will either output an inequality violated by the
solution if there is one, or else indicate that there is no such inequality and the
solution is feasible. In the previous section, we described such a procedure for the
cycle inequalities.
Once we have a separation oracle, we can solve the LP iteratively. We can begin
with some base set of inequalities, and ﬁnd an optimal solution to the restricted LP.
If our separation oracle indicates that the solution is feasible for the full LP, then
we’re done. Otherwise, we can include the violated inequality into the restricted
LP and resolve. Iterating this procedure will eventually give the optimal solution to66
the full LP. The worst case is that we will have to include all possible inequalities,
but in practice this process is much more eﬀective than that.
One of the reasons this process is eﬀective is the LP doesn’t have to be solved
from scratch each time. Given an optimal solution to the restricted LP and a single
violated inequality, there is a method of performing a “warm start” which will ﬁnd
the new optimal solution in relatively few iterations.
Thus, when we evaluate the decision to include the cycle inequalities, we’re
considering a tradeoﬀ between the strength of the LP and additional processing
time. From our previous argument, most of the extra processing time will come
from the separation oracle. This extra time may be oﬀset by the fact that the
LP is stronger. If our upper bounds from LP solutions are lower, we may be able
to prune more of our search tree. If we can prune enough of it, then our total
processing time will decrease.
In order to make this determination, we compare the performance of the al-
gorithm with and without the cycle inequalities on ten instances of our problem
on 50 nodes. One important note about the cycle inequalities is that they contain
the triangle inequalities, which are exactly the cycle inequalities where the cycle is
a triangle. This fact, combined with a tendency for the separation oracle to ﬁnd
small violated cycles, means that the oracle will usually ﬁnd a violated triangle
inequality if there is one.
As a result, it would be redundant to use the cycle inequality oracle if we
are also detecting violated triangle inequalities. The comparison we make is the
change in performance when the cycle inequalities replace the triangle inequalities
(although the node-edge inequalities remain intact). Table 6.3 shows the results
of this comparison.67
Table 6.3: Comparing Cycle Inequalities to Triangle Inequalities
Instances
Triangle inequalities 637.1 708.2 474.8 648.3 1741.3
Cycle inequalities 3784.2 2905.7 1923.2 9815.7 15761.8
It’s not as easy to pinpoint the reason why the cycle inequalities are so much
less eﬀective, although the next section will oﬀer some insight. Basically, the
comparison is between a scheme that includes a large number of cuts for a weaker
formulation, and a scheme that includes a single cut for a stronger formulation.
6.2.5 Including multiple violated constraints
The general scheme for dynamic cut generation is to start with some set of base
LP constraints, and add violated constraints iteratively until the optimal solution
to the full LP is found. This scheme often uses a separation oracle which adds a
single violated constraint in each iteration. However, our scheme to ﬁnd violated
triangle inequalities actually checks each possible triple. This takes O(n3), but
results in a full list of violated constraints.
This raises the question of adding multiple violated constraints. If we add a
single constraint in each iteration, the LP will re-solve more quickly using a warm
start. However, this may increase the number of iterations if we end up detecting
the same violated constraints multiple times.
In this section, we compare the performance of our algorithm when adding at
most 20 violated constraints in each iteration, and adding all violated constraints.
The results in Table 6.4 may help explain the results of the previous section. In68
Table 6.4: Adding All Violated Constraints
Instances
Adding all constraints 637.1 708.2 474.8 648.3 1741.3
Adding 20 constraints 4621.9 8396.2 1792.1 10459.3 35825.4
comparing the triangle inequalities to the cycle inequalities, the cycle inequalities
form a stronger LP formulation, but ended up being signiﬁcantly less eﬀective.
The results of this experiment indicate that the triangle inequalities are only truly
eﬀective if we include all violated constraints in each iteration. Although the cycle
inequalities are stronger, and the separation oracle takes roughly the same amount
of time, the fact that we can ﬁnd all violated triangle inequalities makes that
formulation more eﬀective in practice.
6.2.6 Conclusion of Experiments
Based on the results of the previous sections, we can develop an eﬀective branch
and bound implementation. We use the node-edge inequalities and the triangle
inequalities, but not the more general cycle inequalities. We include the node-
edge inequalities as a base set of constraints, and generate the triangle inequalities
dynamically. In each iteration, we add all violated constraints to the cut pool.
Finally, we will halt the LP solver when tailoﬀ is detected instead of solving the
LP to completion.69
6.3 Performance Scaling
In the previous sections, we have attempted to identify the best way to imple-
ment the branch and bound scheme. In cases when there were two alternatives to
consider, we experimentally evaluated both choices to determine which to use.
However, it’s also helpful to ask what component of the process has the most
room for improvement. Eﬀective branch and bound implementations maintain
a balance between two sources of increased processing time. Strengthening LP
formulations and improving heuristic routines can give better upper and lower
bounds, which can decrease the size of the search tree. However, these stronger
formulations and better heuristics require more processing time at each individual
node. Thus, using these methods may actually increase the total processing time,
even though the search tree is smaller.
Thus, we want to ﬁnd the correct balance of ﬁnding bounds that are reasonable
good without spending too much time at each node. Unfortunately, it’s diﬃcult to
tell what the right balance is looking at one particular problem size. Computation
at individual nodes scales in a polynomial way, but the size of the search tree can
grow exponentially. Thus, we need to examine the performance of our algorithm
as problem size increases to understand how best to ﬁnd the right balance of
computation.
6.3.1 Processing Time
The most important measure of the branch and bound procedure is the total
processing time necessary. By examining the increase in processing time as problem
size grows, we can get an idea of the practical limits of this procedure. This may70
Table 6.5: Total Processing Time for Increasing Problem Size
Problem Size (# of nodes) Total Processing Time
50 842.0
60 1979.8
70 5241.3
80 15444.8
not tell us how we can improve, but it will tell us what problems are too large for
us to solve.
The results in Table 6.5 aren’t promising on their own. The main concern
about using branch and bound is that scaling could be exponential if the process
must search a large portion of the search tree. Although we only have four data
points, it seems possible that we are seeing exponential growth.
However, in the following sections, we’ll see that the increase in processing time
is actually attributed to the LP solver and cut generation procedure. If the search
tree isn’t growing too much, we may be able to improve the other computational
aspects of the algorithm. So we next focus on how large the search tree is.
6.3.2 Size of Search Tree
The scaling of the search tree as problem size increases is a good indication of
how practical branch and bound is. If the LP formulation is too weak, then the
algorithm will consider a large fraction of the search tree, which will lead to poor
performance for larger problems. In the following table, we consider the average
size of the search tree for problems of increasing size.71
Table 6.6: Search Tree Size for Increasing Problem Size
Problem Size (# of nodes) Average Size of Search Tree
50 2.3
60 2.5
70 1.5
80 2.5
The results are a little unusual because it’s not clear that the search tree is
strictly increasing in size. However, this is due to variation in problem instances.
The important observation is that the size of the search tree stays quite small on
average, even as problem size increases.
These results indicate that we can attribute the increase in total processing
time to increased time in LP solution and cut generation, and not to an increase in
the number of analyzed search tree nodes. This is the type of result we hope to see
for a branch and bound algorithm. If the size of the tree did increase exponentially,
we would reach the practical limit of this algorithm much more quickly.
6.3.3 Location of Optimal Solution in Search Tree
As we mentioned previously, branch and bound generates upper bounds using LP
solutions that are relaxed versions of the IP. It generates lower bounds using the
feasible IP solutions. The algorithm will eventually ﬁnd the optimal IP solution,
so instead of asking how strong the lower bounds are, we want to know when this
optimal solution is found.
If the optimal solution is found early, then the algorithm will apply the best72
Table 6.7: Optimal Solution Location for Increasing Problem Size
Problem Size (# of nodes) Average Iteration # for Optimal Solution
50 1.6
60 2.0
70 1.3
80 1.6
possible lower bound to all remaining nodes. If it is not, this suggests that either
the branching procedure, LP formulation, or heuristic solution generation could be
improved. In the following graph, we see the average number of nodes processed
before the optimal solution is found.
What we see is that the optimal solution is found early in the branch and bound
process. While this is normally a good sign, the fact that the tree size is quite
small in general means that this consideration isn’t as important. It’s more useful
to ﬁnd the optimal solution early in the procedure if the search tree is large, in
order to apply the strong lower bound to most of the tree.
6.3.4 Conclusions of Scaling
After examining the performance of our algorithm on problems of increasing size,
we see that the increased processing time corresponds more closely to increased
time solving LPs and generating cuts. If it were the case that the search tree was
growing at an exponential rate, branch and bound wouldn’t be nearly as eﬀective
for larger problems.73
6.4 Future Directions
While our implementation of the branch and bound process is eﬀective for the
problem sizes we studied, and scales reasonably well, it is still not practical for
problems larger than 100 nodes. There are two major directions to consider as
potential areas of improvement. We can try to improve the cut generation and LP
solution times for the branch and bound process. More generally, we can try to
exploit the structure of the objective function.
6.4.1 Improving LP Solution and Cut Generation
On an abstract level, the LP formulation we use is strong enough to make branch
and bound practical. The search tree grows slowly enough that we avoid an ex-
ponential increase in processing time. However, the fact that our formulation can
have O(n3) constraints means that our cut generation routine is fairly expensive,
and the LP will be fairly diﬃcult to solve.
We can’t rule out the possibility that a completely diﬀerent formulation will
yield better results. However, the suggestions in this section are motivated by
the work on our formulation. It would be diﬃcult to use the information we
collected concerning this formulation to predict what other formulations would be
more eﬀective. So in this section, we restrict our attention to modiﬁcations of this
particular formulation.
One natural area of improvement is in the cut generation scheme for the tri-
angle inequalities. Our scheme is the most naive form of cut generation, simply
checking each cut individually for violation. It’s possible that there is a faster
algorithm which can separate over this set of inequalities. However, this may not74
immediately give improvement, as we noted that there was value in adding all
violated constraints to the LP.
It could be more beneﬁcial to study the structure of the constraints that a
particular solution violates. It’s unlikely that all of the violated constraints are
necessary to improve the performance of the algorithm. However, it’s unclear which
constraints are most important. There may be constraints which are redundant
or dominated, and a good algorithm for identifying them could reduce the load on
the LP solver.
The LP solutions themselves may also oﬀer some direction to the cut generation
mechanism. It is often the case that the node variables have values close to 0 or 1,
and that their values in the optimal solution are the appropriate integer value. If
it is the case that we have some information about the optimal solution derived in
this way, we may be able to determine violated constraints that are more eﬀective
in improving the LP bound. Again, this would require some knowledge of the
structure of violated constraints in relation to speciﬁc infeasible solutions.
Taking a diﬀerent approach, we might try to amortize the process of cut gen-
eration. Our current algorithm checks all possible triangle inequalities in each
iteration, but we could consider a method that only checks the rooted triangle
inequalities for some root node. If this root changes in successive iterations of the
cut generation procedure, then all possible triangle inequalities have the potential
to enter the global cut pool eventually, but signiﬁcantly less work is done in each
individual iteration.
The approaches we’ve discussed so far focus on reducing the number of added
constraints to reduce the solution time of the LP solver. However, we could consider
improving this aspect of the algorithm more directly. Since we only use the triangle75
inequalities and the node-edge inequalities, the constraint matrix has 3 non-zero
values in each row, and these values are either 1 or -1. It seems likely that the
LP solver can be tailored to utilize this particular structure. CPLEX is generally
good at ﬁnding structure in constraint matrices, so it may already be using some
modiﬁcations for this problem. However, it would still be useful to know what
optimization is taking place. The cut generation procedure may also beneﬁt from
that kind of optimization, either by passing in a speciﬁc set of cuts, or by ﬁnding
cuts in a more eﬃcient way.
The general idea that links these potential approaches is a better understanding
of the structure that underlies this LP formulation. Our algorithm essentially treats
the LP as a black box, and does not make any attempt to exploit properties of
the LP to improve the selection of constraints. Some theoretical understanding of
the nature of this LP could be very valuable in improving this branch and bound
algorithm.
6.4.2 Structure of the Objective Function
The main feature of our problem that we have not exploited is the objective func-
tion. The theory that we developed and the algorithm we implemented both
assume a completely arbitrary objective function.
In actuality, the objective function has a great deal of structure. The objective
is a distance function on a certain set of points, and this function is the L1 metric.
Furthermore, the points aren’t arbitrary points in space, they are binary vectors.
One way that this structure helps us relates to the use of randomly generated
data. In any situation where we examine the performance of an algorithm on
random data, there is a concern that the results won’t apply to real data. In76
our case, this concern is partially mitigated by the fact that the random objective
function still has the correct structure. So if our algorithm does derive any beneﬁt
from the structure of the random data, the same beneﬁt should appear when the
algorithm uses real data.
However, we would like to apply the L1 structure more directly to create a more
eﬀective algorithm. It is often the case that problems which deal with distance
functions become much easier when that distance function is the L1 metric. This
suggests that a more combinatorial approach that directly utilizes the structure of
the objective function could be more eﬀective than branch and bound.
Unfortunately, it’s more diﬃcult to use this information in a branch and bound
procedure. The most natural use would be in heuristic algorithms to ﬁnd good
lower bounds on the optimal IP solution. However, heuristics aren’t that valuable
in our approach because the optimal solution is usually found early in the proce-
dure. It’s possible that objective function structure could be exploited to improve
LP solution time, but it’s generally easier to apply structure in the constraints.
As a result, we would have to create a new type of algorithm if we wanted to
utilize the L1 structure directly. The results from our analysis of the branch and
bound procedure oﬀer little insight into how this structure could be used in the
branch and bound setting.BIBLIOGRAPHY
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