We address the problem of rate allocation for video multicast over wireless mesh networks. An optimization framework is established to incorporate the effects of heterogeneity in wireless link capacities, traffic contention among neighboring links and different video distortion-rate (DR) characteristics. We present a distributed rate allocation scheme with the goal of minimizing total video distortion of all peers without excessive network utilization. The scheme relies on cross-layer information exchange between the MAC and application layers. It adopts the scalable video coding (SVC) extensions of H.264/AVC for video rate adaptation, so that graceful quality reduction can be achieved at intermediate nodes within each multicast tree. The performance of the proposed scheme is compared with a heuristic scheme based on TCP-Friendly Rate Control (TFRC) for individual peers. Network simulation results show that the proposed scheme tends to allocate higher rates for peers experiencing higher link speeds, leading to higher overall video quality than the TFRC-based heuristic scheme.
INTRODUCTION
In multicast video delivery, the same video content is streamed to a group of interested receivers via multicast trees. This can be achieved either at the network layer via IP multicast, or by application-layer relaying in a peer-to-peer fashion.
1 With the advance of wireless networking technologies, video multicast over wireless mesh networks is also gaining popularity, for potential applications such as broadband multimedia content sharing within a residential community or among cell phone users.
Rate allocation for video multicast is necessary for accommodating heterogeneity in receiver capabilities and avoiding network congestion. It is preferable to have a scalable representation of the video bit streams, so that the presence of a single user with slow network connection will not reduce the received video quality of other users in the same multicast session. 2 The rate allocation problem is further complicated in wireless networks due to traffic contention among neighboring links and heterogeneity in their transmission speeds. For instance, in 802.11 wireless networks with contention-based MAC protocols, packets of the same size sent over a slow link would occupy the shared wireless channel for a longer duration than those sent over a fast link. 3 The utility of the allocated rate is also different for video streams with different contents: the same rate increase may impact a sequence containing detailed textures and fast motion rather differently than a head-and-shoulder news clip. Therefore, it is important for the rate allocation scheme to take into consideration both wireless link heterogeneity and video distortion-rate (DR) characteristic, especially when multiple video multicast sessions baring different video contents are sharing the same wireless network.
In Ref. 4 and 5, we have developed a distributed rate allocation protocol for multi-user video streaming over wireless mesh networks. The protocol attempts to minimize total video distortion of all participating streams, without incurring excessive network congestion. This is achieved by local maintenance and exchange of congestion prices among neighboring wireless nodes at the MAC layer, in conjunction with vide rate adaptation of each stream at the application layer. The focus of this paper is to extend the framework for video multicast delivery. Due to heterogeneity in the wireless link speeds, different peers in the same multicast tree may have different allocated rates. We therefore adopt the scalable video coding (SVC) extensions of H.264/AVC, 6 to allow graceful quality reduction at intermediate nodes within a multicast tree.
The remainder of the paper is organized as follows. In the next section, we formulate the rate allocation problem in the convex optimization framework, present a distributed solution, and discuss practical considerations in protocol design. The rate adaptation procedures based on SVC are then described in Section 3. In Section 4, we compare performance of the proposed scheme against a heuristic approach based on TCP-Friendly Rate Control (TFRC) of individual peers. Simulation results are presented for scenarios of single or multiple video multicast sessions sharing an 802.11a network.
DISTRIBUTED RATE ALLOCATION

System Model
An overview of the wireless video multicast system is shown in Fig. 1 . The wireless nodes self-organize into a mesh network and form application layer multicast (ALM) trees for video delivery. In each ALM tree, the video content is encoded at the source node into a SVC bit stream, which is subsequently forwarded by intermediate nodes to reach all peers. Each wireless node consists of a link state monitor at the MAC layer and a video rate controller at the application layer.
We index each wireless link with l and denote the set of links as L. The set of video multicast sessions, each served by an ALM tree, is denoted as S. The distortion-rate tradeoff of each SVC stream is described using a parametric model 7 :
where the parameters D s 0 , R s 0 and θ s can be fitted to empirical data from trial encodings using nonlinear regression techniques.
For each video multicast session s ∈ S, the corresponding ALM tree T s consists of all links traversed by that tree. We use l s →l to represent that Link l succeeds Link l in T s , when the destination node of Link l is parent of the destination of Link l. In Fig 1, for instance, Link B succeeds Link A in the first tree.
The capacity C l is defined as the maximum achievable data rate over Link l, when the rest of the network is not transmitting. Total traffic rate over that link is F l = F l + s:l∈T s R s l , including both the rate of non-video traffic F l and the allocated rates R s l 's of all video sessions traversing that link.
In wireless networks with contention-based MAC protocols such as IEEE 802.11,
8 neighboring links interfere with each other, so only one link can transmit at any time instant. We define link utilization as the fraction of time during which each link is active: u l = F l /C l . The set of links that cannot transmit simultaneously with Link l constitutes its interference set L l . Consequently, total utilization within each interference set L l is constrained byũ
where γ < 1 is an over-provisioning factor. The extra headroom is needed to absorb various effects not included in our model, such as random backoff in a CSMA/CA network to resolve traffic contention over the shared wireless media, or inaccurate estimates of instantaneous link capacity.
Optimization Objective
The goal of the rate allocation scheme is to minimize total video distortion of all participating peers without incurring excessive network utilization:
The constraint (5) states that the allocated rate for a peer can never exceed the rate allocated to its parent. Note that the optimization framework can be easily extended to accommodate different weighting factors for each peer, or to maximize total video quality in terms of their PSNR values. It can be easily verified that the optimization objective (3) is a convex function of the allocated rates R s l , therefore can be efficiently solved by centralized algorithms, such as the interior point method.
9 However, the drawback of a centralized scheme is that all the computation is carried out by one node, which also needs to collect global information such as the capacity and the rate of existing traffic on all links in the network. The complexity of the algorithm and the overhead of information collection scale approximately with the square of the total number of nodes in the network. As the network size grows, it is preferable to solve the problem in a distributed manner.
Distributed Solution
In this section, we present a distributed solution for solving (3) -(5) based on the subgradient method.
10 For each constraint in (4), a corresponding variable λ l is introduced and is updated according to:
In (6), [.] + denotes that the value of λ l is constrained to be positive. Its update step size is proportional to the excess total utilization within L l , and is modulated by a scaling factor κ that decreases over time to ensure convergence. 10 Intuitively, the variable λ l can be interpreted as the congestion price within each interference set: it decreases when total utilization within L l is below the limit γ to encourage higher allocated rate, and increases vise versa.
At the application layer, the optimal rate for Session s over Link l is calculated as:
where Λ l = l ∈L l λ l /C l is the accumulated price of all links within the interference set of Link l, scaled by its capacity C l . It reflects the impact of R s l on the interference sets of its own and neighboring links. The allocation R s l is further constrained by the video rate allocated to its parent. Given the DR parameters and accumulated price, the optimal rate can be calculated analytically: 
Protocol Design
Implementation of such a scheme in a practical protocol relies on cross-layer information exchange between the MAC and application layers. As shown in Fig. 1 , each wireless node consists of a link state monitor at the MAC layer and a video rate controller at the application layer.
The source node of each wireless link dynamically monitors its outgoing link capacities and non-video traffic flows by logging average packet size and delivery time at the MAC layer. The link state monitor for Link l also records the intended rate allocation R s l advertised by all multicast sessions traversing that link, for deriving the corresponding link utilization u l . Periodic broadcast of link state messages are used to collect utilization from neighboring links for calculating total utilizationũ l , as well as to collect congestion prices λ l in neighboring interference sets. Upon relaying of a video packet, the congestion price λ l is updated according to (6) . The accumulated price Λ l is then calculated and reported in the video packet header.
At the application layer, a video rate controller extracts the value of Λ l , and calculates the optimal video rate R s l based on (7). After the allocation has converged, the video rate controller truncates the incoming SVC bitstream accordingly. In practice, the video DR characteristic may change abruptly, for instance when there is a scene cut. Such changes are tracked by the video rate controller at the source node, which periodically fits the video DR model parameters to data points obtained from the current GOP and reports such information in the video packet headers.
RATE ADAPTATION WITH SCALABLE VIDEO CODING (SVC)
In the proposed scheme, allocated rates to peers receiving the same video stream may be different due to heterogeneity in their link speeds. We adopt the scalable video coding (SVC) extensions 6, 11 of H.264/AVC standard for video rate adaptation, so as to avoid the computational complexity of transcoding and to achieve more efficient distortion-rate tradeoff than packet pruning from a non-scalable bitstream.
In SVC, the motion-compensated transform coding architecture is extended to achieve a wide range of spatiotemporal and quality scalability. The structure of a group of picture (GOP) in the SVC stream is illustrated in Fig. 2 . Pictures labeled T0 form the first temporal layer; pictures labeled T1 and T2 form the first and second temporal layers respectively. Note that the base layer pictures labeled with either T1 or T2 are predicted from the highest enhancement layer pictures. This approach, also known as Medium Granularity Scalability (MGS), provides a balance between high coding efficiency of the base layer and mismatch error control when the reference pictures are missing. Multiple bit rate points can be obtained via temporal scalability within the MGS enhancement layer, by sequentially dropping enhancement pictures according to their temporal priorities. Figure 3 shows the rate-distortion performance of SVC for four 4CIF video sequences later used in the experiments. 
EXPERIMENTAL RESULTS
We evaluate performance of the proposed distributed rate allocation scheme with simulations in ns-2 12 over a small mesh network shown in Fig. 1 . The MAC parameters of the wireless nodes are set according to the specifications in IEEE 802.11a protocol.
8
The outgoing link speed of all wireless nodes is 54 Mbps unless otherwise stated. Four ITU-T test sequences City, Crew, Soccer and Harbor with 4CIF resolution (704x576 pixels) and frame rate of 60 fps are considered. They are encoded using the SVC JSVM 8.8 reference encoder, 6 with one MGS quality layer and 6 temporal layers, at GOP length of 32 frames.
As a basis of comparison, we also implement a heuristic rate allocation scheme, where the rate of each peer is calculated according to the TCP-Friendly Rate Control (TFRC) equation:
where B denotes average size of the video packets; p l and RT T l are the estimated packet loss ratio and roundtrip-time over Link l.
13
In both schemes, rate adaptation at the intermediate node is achieved by truncating incoming SVC bitstreams according to the allocated rate. The encoded base layer and enhancement layer pictures of each frame are further segmented into packets with maximum size of 1500 bytes, and are reassembled at the receivers. Upon complete receipt of each encoded frame at each peer, an acknowledgment packet of 40 bytes is sent to its parent, containing feedback information (e.g., accumulated price Λ l , estimated packet loss ratio p l ) required by the rate allocation scheme.
We first consider the simple case of a single video stream, Harbor, streaming over the first ALM tree in Fig. 1 . Figure 4 shows the traces of total utilization with the interference set of Link 1 → 2, of accumulated link price Λ l , as well as allocated rate to each peer, when the outgoing link speed of Peer 5 is 24 Mbps. In this simple example, all links are within the same interference set, therefore their link prices λ l 's are the same. However, due to the lower capacity C l observed over Links 5 → 6 and 5 → 8, the accumulated price Λ l for the two receiving peers 6 and 8 are higher, leading to lower allocated rate. It can also be noticed that the prices and allocated rates reach convergence within about 2 seconds. The fluctuations in the allocation afterwards reflect variations in the video RD characteristics across GOPs. Figure 5 compares the two schemes in terms of PSNR values corresponding to average video distortion of all peers, averaged over 60 seconds after convergence. The Harbor sequence is streamed over the first tree in Fig. 1 . As the outgoing link speed of Peer 5 reduces from 54 Mbps to 6 Mbps, the TFRC scheme reduces allocated rate to all peers due to increased round-trip-time over all links in this small network. The proposed scheme, in comparison, maintains the video quality of most peers at the cost of reducing allocation to the two peers with slower link speed. This leads to improved overall video quality, measured as PSNR of the average video distortion of all peers, as shown in Fig. 6 (a). Similar behavior is observed when the City sequence is streamed over the first tree in Fig. 6 (b) . The performance gain ranges from 0.2 dB to 1.4 dB, depending on the video sequence content and wireless link speeds. In the next experiment, two video streams are delivered over two ALM trees respectively, as in Fig 1. The outgoing link speed of Peer 5 varies from 6 Mbps and 54 Mbps. Figure 7 (a) shows the comparison between the proposed scheme and the TFRC-based heuristics, when Soccer is streamed over the first tree and City is streamed over the second tree. The proposed scheme benefits from explicit knowledge of the video DR characteristics and wireless link speeds, therefore outperforms the TFRC-based heuristic by about 0.5 dB in terms of PSNR of average video distortion of all peers in both trees. Similar performance gains can be observed in Fig. 7 (b) , with Crew streaming over the first tree and City over the second tree.
CONCLUSIONS
When multiple video multicast sessions are present in the same wireless mesh network, careful rate allocation is needed to balance the goals of preventing network congestion and improving received video quality at all peers. In this work, we present a distributed rate allocation scheme, which attempts to minimize the total video distortion of all peers, without excessive network utilization. The allocation results are adapted to heterogeneity in wireless link speeds, as well as the time-varying video distortion-rate (DR) characteristics in each multicast session. In addition, the scalable video coding (SVC) extension of the H.264/AVC standard is adopted for video rate adaptation, so that more graceful quality reduction can be achieved at intermediate nodes within each multicast tree. Performance of the proposed scheme is compared to a TFRC-based heuristic scheme in network simulations involving single or multiple video multicast sessions. Results show that the proposed scheme tends to maintain good video quality for peers with higher wireless link speeds, by reducing allocation to peers with slower links. This leads to performance gains of up to 1.4 dB over the TFRC-based heuristic scheme, in terms of PSNR of average video distortion of all peers. 
