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1. Introducción 
 
El problema de rutas de vehículos con capacidad (VRP, vehicle routing 
problem) fue introducido en los 50’s (Dantzig & Ramser, 1959); y desde 
entonces ha despertado la atención de los investigadores en matemáticas 
aplicadas e investigación de operaciones, ya que pertenece a los problemas 
NP-completos (Lenstra & Rinnooy Kan, 1981). De la misma manera también 
tiene importancia práctica debido a su aplicación en diferentes sectores de la 
economía; pues con el VRP o algunas de sus variantes se pueden modelar y 
optimizar la distribución en muchas industrias tales como la de bebidas, 
alimentos y otros productos de consumo masivo, entrega de periódicos y la 
recolección de residuos sólidos (Golden, et al., 2002). Además, las 
aplicaciones del VRP no se limitan a la recolección y distribución de bienes, 
también se utiliza para modelar la prestación de servicios como la 
reparación y entrega de electrodomésticos (Weigel & Cao, 1999), la atención 
médica domiciliaria (Miller & Weaver, 1997), las rutas de ventas (Jang, et 
al., 2006) y el transporte escolar (Corberán, et al., 2002). Para una revisión 
reciente del estado del arte en la investigación sobre VRP resultan útiles los 
trabajos de Laporte (2007) y Cordeau et al. (2007), así mismo, Hasle & 
Kloster (2007) presentan los elementos importantes en las aplicaciones 
prácticas del VRP. 
 
Este trabajo tiene tres objetivos principales:  
• El diseño e implementación de diferentes heurísticos híbridos basados 
en GRASP (greedy randomized adaptive search procedures) para la 
solución del VRP.  
• El análisis de la influencia de los diferentes componentes de dicho 
método en su desempeño. 
• La comparación de los resultados obtenidos con GRASP con respecto a 
los de otros métodos reportados en la literatura (Cordeau, et al., 
2005).  
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En la segunda sección de este trabajo se presenta el VRP y los métodos más 
usados para su solución, a continuación, la tercera sección presenta las 
diferentes variantes de GRASP desarrolladas, la cuarta sección está 
dedicada a los experimentos computacionales realizados y su discusión, en 
la quinta y última sección se presentan las conclusiones y posibles 
extensiones de este trabajo. 
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2. Problemas de rutas con capacidad  
 
El problema de rutas de vehículos con capacidad es el objeto principal de 
esta tesis. En su forma clásica el VRP busca un conjunto de rutas de mínimo 
costo; para atender un conjunto de clientes geográficamente dispersos, cuya 
demanda y localización se conocen, utilizando una flota (homogénea) 
compuesta por  vehículos con capacidad limitada, (en algunos casos 
también existe un límite sobre la distancia máxima que pueden recorrer). 
Cada cliente debe ser visitado por un solo vehículo, además, todas las rutas 
deben iniciar y terminar en un único nodo (el centro de distribución o 
bodega).  
 
2.1. Formulación matemática  
 
Sea  un grafo, donde  es el conjunto de vértices (clientes) y  el 
conjunto de arcos. El vértice 0 está reservado para el centro de distribución o 
bodega, a cada arco  de  está asociado una cantidad , que 
representa el costo o distancia necesaria para ir del cliente  al cliente . 
Además, cada cliente tiene asociada una cantidad no negativa , 
correspondiente a su demanda. Los vehículos tienen capacidad , que limita 
la cantidad máxima de clientes que pueden atender.  
 
Una de las formulaciones del VRP considera variables binarias: 
  
 
 
 
Con estas variables el problema se formula de la siguiente manera: 
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La función objetivo (1) expresa el costo total de los arcos recorridos en la 
solución. Las restricciones (2) establecen que un cliente es atendido por un 
solo vehículo. La restricción (3) limita el número de vehículos que parten del 
centro de distribución haciendo que se utilicen  vehículos. 
A continuación, las restricciones (4) establecen la conservación del flujo en 
todos los clientes haciendo que el vehículo asignado a un cliente entre y 
salga de este. Las restricciones (5) hacen que la demanda de los clientes 
asignados a un vehículo no exceda su capacidad. Por último aparecen las 
restricciones (6) de eliminación de subtour. Las variables binarias se definen 
en las restricciones (7) y (8). 
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Cuando se busca un método de solución para el VRP se tienen dos 
alternativas, la primera es utilizar métodos de enumeración implícita 
basados en branch and bound. Pero dado que el VRP es NP-completo 
(Lenstra & Rinnooy Kan, 1981), el tiempo computacional necesario para 
encontrar soluciones óptimas a problemas de tamaño moderado puede llegar 
a ser muy grande. En general, estos métodos solamente son efectivos para 
resolver problemas con menos de 200 clientes (Baldacci, et al. 2007). Esto 
justifica la utilización de métodos de solución alternativos, más aún cuando 
existen aplicaciones que pueden tener varios cientos de clientes cuando se 
aplica en la distribución de bebidas (Golden, et al., 1998), e incluso varios 
miles cuando se trata de recolección de residuos sólidos (Kytöjoki, et al., 
2007).  
 
Entonces, la segunda alternativa es la solución del VRP son los métodos 
aproximados de optimización, heurísticos o meta-heurísticos, que generan 
soluciones de muy buena calidad en un tiempo razonable. Las razones para 
utilizar métodos aproximados para el VRP son la rapidez con la cual se 
pueden obtener buenas soluciones, además de su sencillez y flexibilidad, 
muy importantes cuando se busca abordar situaciones prácticas (Cordeau, et 
al., 2002). Es importante resaltar que dichos métodos (heurísticos y 
metaheurísticos) son la estrategia de solución predominante en el software 
comercial de diseño de rutas (Hall & Partyka, 2008). 
 
Entre los métodos heurísticos más importantes se encuentra el famoso 
algoritmo de los ahorros (Clarke & Wright, 1964), el algoritmo de barrido 
(Gillett & Miller, 1974) y el método de los pétalos (Foster & Ryan, 1976). 
Laporte & Semet (2002) reseñan ampliamente los métodos clásicos para la 
solución del VRP.  
 
Por su parte los metaheurísticos evolutivos, las algoritmos de aceptación por 
umbral y la búsqueda tabú son los algoritmos metaheurísticos más exitosos 
en la solución del VRP, tal como se resume en la Tabla 1, en la cual la 
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columna Desviación promedio MSC reporta la desviación con respecto a la 
mejor solución conocida en experimentos con instancias públicas de prueba.  
Tabla 1 Metaheurísticos para el VRP y su desempeño. Fuente: (Cordeau, et al., 2005). Tomado de 
(Prins, 2006) 
Tipo de Método Autores Año Desviación 
promedio MSC  
Búsqueda local guiada + Estrategia Evolutiva Mester & Braysy 2004 0.03% 
Búsqueda local guiada + Estrategia Evolutiva Mester & Braysy 2004 0.07% 
Memoria Adaptativa  Tarantilis & Kiranoudis 2002 0.23% 
Algoritmo memético Prins 2004 0.24% 
Algoritmo de umbral Li et al 2004 0.41% 
Algoritmo memético Berger & Barkaoui 2004 0.49% 
Búsqueda tabú Cordeau et al  2001 0.56% 
Búsqueda tabú granular Toth & Vigo  2003 0.64% 
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3. Métodos GRASP híbridos para el VRP 
 
GRASP (abreviatura de greedy randomized adaptive search procedures) es 
un método metaheurístico que fue creado a finales de los 80 (Feo & Resende, 
1989) para resolver problemas de optimización combinatoria. GRASP puede 
verse como una estrategia multiarranque (sin memoria) que construye 
soluciones de alta calidad que son mejoradas posteriormente usando 
búsqueda local (Martí, 2003). Una de las principales ventajas de GRASP es 
su sencillez y facilidad de implementación, ya que por lo general se tienen 
métodos constructivos y de mejora para los problemas de optimización que 
se quieran resolver.  
 
GRASP ha sido aplicado exitosamente para resolver muchos problemas en 
diversas disciplinas (Festa & Resende, 2004), sin embargo, no ha recibido la 
suficiente atención como alternativa para resolver el VRP (Gendreau, et al., 
2008), aunque en algunas variantes como el VRP con ventanas de tiempo 
(Kontoravdis & Bard, 1995) ha obtenido buenos resultados. De GRASP 
aplicado al VRP apenas se conocen unos pocos trabajos, que además tienen 
escasa difusión en la literatura (Snyder, 2003), (Hjorring, 1995), (Baker & 
Carreto, 2003).  
 
Otra motivación importante para este trabajo es la posibilidad que ofrece 
GRASP para la creación de metaheurísticos híbridos con diferentes 
variantes, tales como: mejoras a la construcción aleatorizada, utilización de 
metaheurísticos como búsqueda tabú, recocido simulado o búsqueda de 
vecindario variable en la etapa de mejoramiento o la utilización de GRASP 
para generar soluciones iniciales que luego son operadas con 
reencadenamiento de trayectorias u otros métodos poblacionales (Resende, 
2008). La implementación de algunos de estos híbridos de GRASP para la 
solución del VRP se describe en las próximas secciones.  
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El Algoritmo 1 presenta el procedimiento general de GRASP. En él se puede 
ver que los componentes principales de GRASP son la construcción y la 
mejora de las soluciones. Max_Iteraciones corresponde al número de 
iteraciones que se repetirá el ciclo de construcción-mejora.  Y parámetros 
corresponde a los valores que controlan las diferentes variantes de GRASP 
(por ejemplo, la cardinalidad de la lista de candidatos, tal como se verá más 
adelante).  
Algoritmo 1. Procedimiento general de GRASP. Adaptado de Resende & Ribeiro (2003) 
 
 
3.1. Construcción Aleatorizada  
 
En general, los métodos constructivos, encuentran una solución 
incorporando un elemento a la vez en cada paso del proceso de construcción, 
obteniendo así una solución parcial. Un elemento que pueda seleccionarse 
como parte de una solución parcial se llama elemento candidato.  
Para determinar cuál elemento candidato incluir en la solución se hace uso 
de una función miope, que mide la contribución local de cada elemento a la 
solución parcial. Existen varias formas posibles de introducir aleatoriedad a 
este procedimiento.  
Una de las primeras ideas fue el uso de una lista restringida de candidatos 
(RCL); tal lista contiene un conjunto de elementos candidatos con los 
mejores valores de la función miope, el siguiente candidato a ser agregado a 
la solución se selecciona al azar de la lista restringida de candidatos. Dicha 
lista puede consistir de un número fijo de elementos (restricción por 
Procedimiento GRASP(Max_iteraciones, parámetros)  
1. Lectura de Datos 
2. Para k=1 hasta Max_Iteraciones Haga 
3.   Solucion←Construccion_Aleatorizada(Parámetros) 
4.   Solucion←Busqueda_Local(Solucion) 
5.   ActualizarMejorSolucion(Solucion,Mejor_Solucion) 
6. Fin Para 
7. Muestre  Mejor_Solucion 
Fin GRASP 
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cardinalidad) o elementos con los valores de la función miope dentro de un 
rango dado. El pseudocódigo de este componente de GRASP se presenta en 
el Algoritmo 2. 
 
Algoritmo 2. Construcción Aleatorizada GRASP. Adaptado de Resende & Ribeiro (2003) 
A este procedimiento pueden introducírsele ciertas variantes, como sesgar la 
probabilidad de selección de los candidatos de la RCL o perturbar los datos. 
Estos procedimientos son descritos en (Resende & Gonzalez-Velarde, 2003).  
 
El método de construcción utilizado en este trabajo es el método de los 
ahorros (Clarke & Wright, 1964), uno de los métodos constructivos más 
utilizados para resolver el VRP; debido a su sencillez, facilidad de 
implementación y velocidad. Para una adaptación de dicho método a 
situaciones reales, en software comercial y académico, véanse por ejemplo 
Poot, et al. (2002), Snyder (2003) y Faulin, et al. (2005).  
 
El método de los ahorros puede explicarse de la siguiente manera: para cada 
par de clientes,  se calcula el ahorro, sij, que se generaría al incluirlos en 
una misma ruta, dicho ahorro es calculado con la expresión:  
 
ijijij cccs *00 λ−+=    (9)  
 
El valor de λ  permite penalizar la distancia que existe entre clientes muy 
lejanos. La Figura 1 ilustra el cálculo de los ahorros.  
Procedimiento Construccion_Aleatorizada()  
1. Solucion←φ  
2. Evalué el costo incremental de los elementos candidatos 
3. Mientras Solucion no sea una solución completa Haga 
4.   Construya la lista restringida de candidatos (RCL) 
5.   Seleccione un elemento s de RCL aleatorimente  
6.   Solucion←Solucion U {s} 
7. Fin Mientras 
8.  Muestre Solucion 
Fin Construccion_Aleatorizada 
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Figura 1 Método de los ahorros 
 
 
Dichos ahorros son organizados en orden no decreciente y se procede a 
construir las rutas usando uno de las siguientes alternativas:  
• la versión secuencial que considera una ruta a la vez  
• la versión paralela que construye simultáneamente varias rutas 
uniendo rutas más pequeñas.  
En este trabajo, se utiliza la versión secuencial del método de los ahorros 
como método de construcción aleatorizada, bajo un esquema de perturbación 
aleatoria, de esta manera es posible utilizar la versión secuencial del método 
de los ahorros sin modificación alguna, simplemente es necesario aleatorizar 
de cierta manera los valores de ahorros antes de aplicar el método 
constructivo; un procedimiento similar de aleatorización fue utilizado 
recientemente por Girard, et al. (2005). 
 
La expresión de aleatorización de los ahorros es la siguiente: 
     (10)   
 
Donde: 
 
α : parámetro que define la aleatorización, con valores en el intervalo [0,1]  
: valor original del ahorro calculado usando la expresión (9) 
i j
0
i j
0
Costo (1):
2C0j+2C0i
Costo (2):
C0j+C0i+Cij
Ahorro (1)-(2):
C0j+C0i-Cij
Antes Después
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: valor del ahorro aleatorizado  
:r  número aleatorio uniforme en el intervalo [ ]αα +− 1,1 . 
  
3.2. GRASP Reactivo  
 
Una de las características deseables de los método heurísticos es que tenga 
pocos parámetros y que los que existan tengan sentido para el usuario 
(Golden, et al., 1998). Según este enfoque, para simplificar el proceso 
relacionado con la afinación de los parámetro α  y λ , se decidió utilizar una 
estrategia reactiva en la cual los valores de α  y λ  se adaptan 
dinámicamente según los resultados obtenidos en las iteraciones previas.  
 
El procedimiento reactivo para la selección de α , introducido por Prais & 
Ribeiro (2000), se utiliza en este trabajo para controlar la magnitud de la 
perturbación aleatoria α  y para seleccionar reactivamente λ . 
 
En GRASP reactivo, en vez de utilizar valores fijos para α  y λ  se utiliza un 
conjunto discreto de valores predeterminados { }mA ααα ,...,, 21= ; 
{ }m,...,,L λλλ 21=  para α  y λ , en cada iteración se selecciona aleatoriamente 
un valor para α  y λ , que luego se utiliza en la ecuación de perturbación de 
los ahorros (10).  
 
Sea ip  
la probabilidad de seleccionar el valor iα , para αm,...,i 1=  y jp  la 
probabilidad de seleccionar el valor ,jλ para λm,...,j 1= . Inicialmente, la 
función de masa de probabilidad es uniforme (en adelante solo se mostrarán 
las ecuaciones para α  que se aplican de la misma manera para λ :  
 
αm
pi
1
= , αm,...,i 1=     (11)    
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Periódicamente, se actualizan las probabilidades ip , utilizando la 
información del desempeño obtenido en las iteraciones anteriores al usar los 
diferentes valores de iα .  
 
Sean: 
 
)(* sCt : distancia de la mejor solución conocida en la iteración t . 
iC : distancia promedio de las soluciones obtenidas con el valor iα . 
 
El procedimiento utilizado para actualizar las probabilidades es el siguiente: 
 
1. Para mi ,...,1= , calcular: 
 
δ






=
i
t
i
C
sC
q
)(
*
, mi ,...,1=    (12)   
2. Normalizar los valores de iq , para obtener los nuevos valores de ip : 
 
∑
=
=
m
j
j
i
i
q
q
p
1
     (13)   
 
 
El valor del exponente δ  , se utiliza para controlar el efecto de la 
actualización, en la sección de experimentos computacionales se discute 
como seleccionar dicho parámetro. Con este enfoque reactivo, los valores de 
iα  y jλ  con los que se han obtenido mejores soluciones tendrán mayor 
probabilidad de ser seleccionados en iteraciones subsecuentes. 
 
El pseudocódigo de un método GRASP Reactivo en el cual se actualizan las 
probabilidades cada U iteraciones es presentado en el Algoritmo 3. Donde: 
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PA : es la distribución de probabilidad de los valores de α. 
PL: es la distribución de probabilidad de los valores de λ.  
f(s): función objetivo de la solución s. 
Historia: es la memoria que registra el promedio de las distancias 
obtenidas con los diferentes valores de α y λ en las iteraciones anteriores.  
 
Algoritmo 3. Pseudocódigo GRASP Reactivo 
 
 
3.3. Búsqueda Local  
 
Un algoritmo de búsqueda local explora repetidamente la vecindad de una 
solución, , en busca de una mejor. Cuando no se encuentra una solución 
que mejore la actual, la búsqueda se detiene, y se dice que la solución es 
localmente óptima. La búsqueda local juega un papel importante en GRASP 
ya que sirve para encontrar soluciones localmente óptimas en las  regiones 
exploradas con la construcción aleatorizada. El Algoritmo 4 muestra un 
pseudocódigo para una búsqueda local. 
Procedimiento GRASP_REACTIVO(Max_iteraciones,A,L)  
1.      Inicializar Historia, PA, PL 
2.      Para k=1 hasta Max_Iteraciones Haga 
3.    α ←Selección Aleatoria de α(A,PA) 
4.   λ ←Selección Aleatoria de λ(L,PL) 
5.    Solucion←Construccion_Aleatorizada(α,λ) 
6.    Solucion←Busqueda_Local(Solucion) 
7.    ActualizarMejorSolucion(Solucion,Mejor_Solucion) 
8.   Historia←Actualizacion_Historia(Historia,α,λ ,f(Solucion)) 
9.    Si k mod U=0 entonces 
10.    PA←Actualizar_Probabilidades(A,Historia) 
11.    PL←Actualizar_Probabilidades(L,Historia) 
12.   Fin Si 
13. Fin Para 
14. Muestre  Mejor_Solucion 
15. Fin GRASP_REACTIVO 
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Algoritmo 4. Búsqueda Local. Adaptado de Resende & Ribeiro (2003) 
 
3.4. GRASP/VND  
En este trabajo se ha sustituido la búsqueda local simple utilizada en 
GRASP, con una variante de la búsqueda en vecindario variable VNS – 
(variable neighborhood search) conocida como VND (variable neighborhood 
descend) (Mladenovic & Hansen, 1997) (Hansen & Mladenovic, 2001).  
 
VNS está basado en los siguientes principios:  
• Un óptimo local con respecto a un vecindario no es necesariamente un 
óptimo local con respecto a otro vecindario.  
• Un óptimo global es un óptimo local con respecto a todos los 
vecindarios. 
• Para muchos problemas, los óptimos locales con respecto a uno o 
varios vecindarios están relativamente cerca unos a otros.  
 
Estos tres principios se pueden usar de diferentes maneras, dando origen a 
las diferentes variantes de VNS.  
• Si se usan de manera determinística se tiene el método conocido como 
VND (Variable Neighborhood Descent). 
• Si se usan estocásticamente se tiene el método RVNS (Reduced 
Variable Neighborhood Search) 
• Si se usan en una combinación determinística- estocástica se tiene un 
VNS básico.  
 
El esquema básico de VND se esboza en el Algoritmo 5. Donde  
son los vecindarios utilizados para mejorar la solución.  
Procedimiento Busqueda_Local(Solucion)  
1. Mientras Solucion no sea un optimo local Haga 
2.   Encuentre s’∈ N(Solucion) con f(s’)<f(Solucion)  
3.   Solucion←s’  
4. Fin Mientras 
5.  Muestre Solucion 
Fin Busqueda_Local 
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Algoritmo 5. Pseudocódigo V.D. Adaptado de Hansen & Mladenovic (2001) 
 
En este trabajo se decidió utilizar cinco vecindarios diferentes: 2-opt, 
inserción, exchange, relocate, y cross. Los vecindarios se ilustran en la 
Figura 2 y la Figura 3. El color de los arcos tiene la siguiente convención: en 
azul se presentan los arcos que se eliminan, en rojo los arcos que se 
adicionan y en verde los arcos a los cuales se les cambia de sentido. La 
flecha indica el cambio de la solución (antes  después). Los métodos de 
búsqueda local para el VRP y otros problemas de ruteo se describen en 
detalle en Funke et al. (2005) y Kindervater & Savelsbergh (1997). 
  
 
 
 
 
Figura 2. Vecindarios que operan sobre una ruta 
Procedimiento VND(Solucion)  
1. Seleccion el conjunto de vecindarios N1,N2,...,NL 
2. k=1 
3. Mientras k<L Haga 
4.   Encuentre s’ en el vecindario Nk(Solucion)  
5.   Si f(s’)<f(Solucion) Haga 
6.    Solucion←s’  
7.    k=1 
8.  Sino  
9.    k=k+1 
10. Fin si 
11. Fin Mientras 
12.  Muestre Solucion 
Fin VND 
Vecindario 1: Inserción  
Vecindario 2: 2-opt 
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Vecindario 5: Cross 
Figura 3 Vecindarios que operan sobre dos rutas 
Los vecindarios utilizados se exploran en orden de complejidad. Nótese que 
los vecindarios 1 y 2 operan sobre una sola ruta, los vecindarios 3 y 4 sobre 
un par de rutas, mientras que el vecindario 5 puede reducir el número de 
vehículos de la solución al fusionar dos rutas en una, cuando la capacidad lo 
Vecindario 3: Exchange 
 
Vecindario 4: Relocate 
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permite. El método GRASP/VND reactivo resultante se presenta en el 
algoritmo 6.  
 
3.5. GRASP + memoria de frecuencia  
 
Se implementó una última variante de GRASP, introducida por Ribeiro, et 
al. (2002), en la cual se utiliza una memoria de frecuencia con la cual se 
intenta “aprender” de las soluciones generadas previamente. Dicha variante 
utiliza una memoria basada en frecuencia, en la cual se cuenta el número de 
veces que cada elemento hace parte de los óptimos locales obtenidos en 
iteraciones previas. Esta información guía los procesos de perturbación de la 
fase constructiva. En esta variante de GRASP pueden utilizarse diferentes 
mecanismos orientados a la intensificación o la diversificación del proceso de 
búsqueda.  
 
Utilizando un enfoque similar al propuesto en Ribeiro, et al., (2002), al 
método GRASP descrito en la sección anterior se le agregó la memoria de 
frecuencia, , (donde  es igual al número de clientes del problema y 
t es el contador del número de iteraciones), el elemento tM)t( ∈ijm  es el 
número de veces que el arco  j)(i,  ha estado en las soluciones finales de las 
iteraciones previas a la iteración .  
Algoritmo 6. Pseudocódigo Hibrido GRASP/V.D 
Procedimiento GRASP_VND_REACTIVO(Max_iteraciones,A,L)  
1.      Inicializar Historia, PA, PL 
2.      Para k=1 hasta Max_Iteraciones Haga 
3.    α ←Selección Aleatoria de α(A,PA) 
4.   λ ←Selección Aleatoria de λ(L,PL) 
5.    Solucion←Construccion_Aleatorizada(α,λ) 
6.    Solucion←VND(Solucion) 
7.    ActualizarMejorSolucion(Solucion,Mejor_Solucion) 
8.   Historia←Actualizacion_Historia(Historia,α,λ ,f(Solucion)) 
9.     Si k mod U=0 entonces 
10.    PA←Actualizar_Probabilidades(A,Historia) 
11.    PL←Actualizar_Probabilidades(L,Historia) 
12.   Fin Si 
13. Fin Para 
14. Muestre  Mejor_Solucion 
15. Fin GRASP_VND_REACTIVO 
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El procedimiento original de perturbación de los ahorros se modifica según 
una de las siguientes alternativas: 
 
• Si la opción seleccionada es diversificar la búsqueda, en regiones poco 
exploradas en las iteraciones previas:  
t
)t(m
sr
s
ij
ijr
ij
+
×
=
1
   
(14)
   
 
• Si la opción seleccionada es intensificar la búsqueda, en regiones ya 
exploradas: 






+××=
t
)t(m
srs
ij
ij
r
ij 1
   
(15)    
• Si la alternativa seleccionada es una mezcla entre diversificación en 
intensificación (la cual en adelante se llamará estrategia de 
oscilación), se ejecuta la estrategia de diversificación en las 
iteraciones impares y la estrategia de intensificación en las 
iteraciones pares. 
El pseudocódigo de un método híbrido GRASP/VND reactivo con memoria de 
frecuencia es el siguiente: 
 
Algoritmo 7. Pseudocódigo Hibrido GRASP/V.D Reactivo + Memoria 
Procedimiento GRASP_VND_REACTIVO+MEMORIA(Max_iteraciones,A,L,M)  
1.      Inicializar Historia, PA, PL 
2.      Para k=1 hasta Max_Iteraciones Haga 
3.    α ←Selección Aleatoria de α(A,PA) 
4.   λ ←Selección Aleatoria de λ(L,PL) 
5.    Solucion←Construccion_Aleatorizada(M, α,λ) 
6.    Solucion←VND(Solucion) 
7.    ActualizarMejorSolucion(Solucion,Mejor_Solucion) 
8.   Historia←Actualizacion_Historia(Historia,α,λ ,f(Solucion)) 
9.    M←Actualizacion_Memoria(M,Solucion) 
10.   Si k mod U=0 entonces 
11.    PA←Actualizar_Probabilidades(A,Historia) 
12.    PL←Actualizar_Probabilidades(L,Historia) 
13.   Fin Si 
14. Fin Para 
15. Muestre  Mejor_Solucion 
Fin GRASP_VND_REACTIVO+MEMORIA 
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4. Experimento Computacional  
 
Barr, et al. (1995) y Hooker (1995) resaltan lo importante que es contar con 
estudios comparativos de los diferentes métodos heurísticos aplicados a 
problemas de optimización combinatoria no sólo para reportar estrategias 
exitosas, sino también para medir el aporte de cada componente de un 
método heurístico, e incluso, para ilustrar estrategias que no tienen éxito. 
En este trabajo se realiza un experimento computacional cuyo objetivo es 
medir el desempeño de los diferentes métodos GRASP híbridos propuestos 
para el VRP; para ello se implementaron en Visual Basic 6.0 las diferentes 
variantes de GRASP descritas en la sección 3. Como instancias de prueba se 
utilizaron los problemas clásicos de Christofides, et al. (1979) y las nuevas 
instancias de gran tamaño de Golden, et al. (1998).  
 
Los problemas de prueba fueron descargados de Dorronsoro (2007); cada 
instancia se identifica utilizando las iniciales de los autores y el número de 
clientes, para los problemas CMT se utiliza además el mínimo de vehículos 
necesarios, por ejemplo el problema CMT100K8 corresponde a uno de los 
problemas de Christofides, et al. (1979) con 100 clientes y 8 vehículos, 
asimismo, GWKCh483 corresponde al problema de Golden, et al. (1998) con 
483 clientes (en este caso se omite el dato de los vehículos porque no hay dos 
problemas con el mismo número de clientes así que no hay lugar a 
confusiones) 
 
El experimento se realizó en un Intel Pentium IV a 3.2 GHz con 1GB bajo 
Windows XP Professional. Cada método se ejecuto una vez en cada 
problema, el tiempo de ejecución se reporta en segundos. Como métodos de 
comparación para medir el desempeño de los diferentes híbridos GRASP se 
tienen la implementación básica del método de los ahorros secuencial 
utilizada como subrutina de GRASP.  
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4.1. Componentes de GRASP  
 
Como primer análisis, es importante medir el impacto del proceso de 
construcción aleatorizada (en adelante RCW- Randomized Clarke & Wright) 
en comparación con el algoritmo de los ahorros determinístico (en adelante 
CW). Los parámetros utilizados para controlar RCW (λ ; α ) 
fueron escogidos después de realizar experimentos preliminares y observar 
con cuales valores se obtuvieron los mejores resultados en el GRASP 
reactivo. 
 
Para cada problema se ejecutó RCW  veces ( ), 
número suficiente como para observar una porción plana en la grafica de 
progreso de la búsqueda, en la cual no se encuentran mejores soluciones a 
pesar de realizar más iteraciones.  
 
La Tabla 2 permite afirmar que la aleatorización por si sola es suficiente 
para obtener mejores resultados en los problemas CMT; en promedio se 
logra reducir el costo de las soluciones de CW en un 7.8%. La columna 
reducción se calculó usando la expresión (16). 
 
     (16) 
 
Donde  es el costo obtenido con el método de los ahorros y 
 es el costo obtenido con el método propuesto (en este 
caso RCW). Valores positivos de reducción indican que el método propuesto 
obtiene una solución mejor, mientras que valores negativos indican que el 
método empeora con respecto a CW.
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Tabla 2. Comparación CW y RCW en los problemas CMT 
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Por su parte, la Tabla 3 muestra como en los problemas GWKCh ocurre lo 
contrario, el costo con la construcción aleatorizada es mayor un 4.0% en 
promedio, cuando se compara con el obtenido con CW, es decir, la 
construcción aleatorizada empeora la calidad de las soluciones obtenidas. 
 
Tabla 3 Comparación CW y RCW en los problemas GWKCh 
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La Figura 4 muestra un crecimiento cuadrático del tiempo de ejecución de 
RCW con el tamaño del problema, el cual es medido usando el número de 
clientes. El tiempo de CW se omite ya que siempre fue menor a un segundo.  
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Figura 4 Tiempo de ejecución RCW vs. "úmero de clientes del problema 
 
Igualmente, en la Figura 5 se llevo a cabo un reporte periódico del progreso 
de la búsqueda, cada 100 iteraciones se revisa cual es el costo de la mejor 
solución encontrada y de la solución construida en dicha iteración, la Figura 
5 muestra la evolución de la búsqueda para el problema GWKCh240.  
 
Como puede notarse, no se encuentra una solución mejor más allá de las 
2700 iteraciones (aprox.). Además la calidad de la solución de cada iteración 
no mejora necesariamente por el hecho de tener más iteraciones, esto queda 
claro al ver que el rango en el cual se mueve el costo no disminuye cuando se 
tiene un número mayor de iteraciones. De cierta manera este fenómeno se 
debe a la falta de información que conecte una iteración con la siguiente. 
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Figura 5 Evolución de la búsqueda (Problema GWKCh240) 
El comportamiento observado en el problema GWkCh240 es bastante típico. 
Tal como se resume en la Tabla 4, en ningún problema se encontraron, con 
RCW, mejores soluciones después de las 4000 iteraciones, y en los problemas 
pequeños (CMT) después de las 2000 iteraciones.  
Tabla 4 Iteración de la mejor solución encontrada con RCW 
 


  


 












 



 


 






 









 


 





ﬀ 

 5
6
*
79
ﬀﬀ 
	
	

( 


5
6
*
79
-
ﬀ





)
ﬀﬀ*+

	

5
6
*
79
-
9 




)
ﬀﬀ*
)
ﬀ


5
6
*
79:
ﬀ
	




)-
ﬀ 


5
6
*
79;:





)
ﬀ



5
6
*
79;;


	


-
ﬀﬀ



5
6
*
7
8-
ﬀ




5
6
*
7
-8
ﬀ




5
6
*
7
8
+ﬀ



5
6
*
7
--


5
6
*
7
8
+
9




	
5
6
*
7
-





 





  
Después de analizar el aporte de la aleatorización, se incorporó VND como 
fase de mejora para llegar al híbrido GRASP/VND, cuyo desempeño en los 
problemas de prueba se resume en las columnas 7 y 8 de la Tabla 5. Como 
métodos de comparación se tienen CW, RCW y CW+VND, este último se 
obtiene al aplicar VND a la solución inicial encontrada con CW. Los 
parámetros α, λ y Max_Iteraciones, se mantuvieron en los valores utilizados 
para RCW. Nuevamente el método no aleatorizado tienen tiempos de 







	




   	 
 
 



ﬀ

ﬁ
 ﬂ

ﬃ

 !
"
#
$%
&
$ '(
)
$*
#
$%
&
$+,
&-./
 28 
 
ejecución pequeños, en este caso CW+VND, con menos de cuatro segundos 
para cada problema.  
Tabla 5 Resultados CW+V"D y GRASP/V"D 
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La Figura 6 y la Figura 7 permiten comparar el desempeño de los diferentes 
métodos, mostrando la reducción en la función objetivo obtenida con la 
incorporación de los elementos del método GRASP propuesto. En los 
problemas CMT la aleatorización del método de los ahorros (RCW) es casi 
tan buena como aplicar VND a la solución obtenida con CW, y cuando se 
utiliza GRASP/VND se obtiene una mejora todavía mayor. Por su parte, en 
los problemas de mayor tamaño el desempeño es mucho más parejo, sin 
embargo, en casi todos los casos la mejor solución se encuentra usando 
GRASP/VND (con excepción del problema  GWKCh480)  
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Figura 6 Costo obtenido con diferentes métodos en los problemas CMT 
 
 
 
Figura 7 Costo obtenido con diferentes métodos en los problemas GWKCh 
 
La calidad de la solución obtenida con GRASP/VND mejora notablemente en 
comparación con CW y RCW con reducciones de 4.3% y 7.7 % en promedio 
en la distancia total recorrida por los vehículos. Otro resultado importante 
es la mejora con respecto a CW+VND de 4.1%; lo cual muestra que la 
aleatorización de la fase constructiva es importante para que las búsquedas 
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locales encuentren buenas soluciones. La comparación se resume en la 
Tabla 6.  Se usó nuevamente la expresión: 
 
     (17) 
 
Tabla 6 Comparación GRASP/V"D contra métodos base 
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Sin embargo, la mejora en la calidad de las soluciones viene acompañada de 
un aumento en el tiempo de ejecución bastante grande, incluso para el 
problema más pequeño el tiempo de ejecución se cuadruplica, y en promedio 
en tiempo de ejecución es seis veces mayor (última columna de la Tabla 7 y 
Figura 8). Este aumento en el tiempo de ejecución se ha medido usando un 
factor de tiempo expresado así: 
 
    (18)
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Tabla 7 Comparación tiempos de ejecución RCW contra GRASP/V"D 
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Figura 8 Tiempo de ejecución RCW vs. GRASP/V"D  
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4.2. GRASP Reactivo  
 
Paralelamente, se analizó el aporte del control reactivo, luego de correr 
algunos experimentos previos con el control reactivo se identificaron dos 
variantes para analizar, una en la cual los rangos de λ α tomaban valores 
en un rango amplio y otra en la cual el rango es más pequeño, siempre con 
pasos de 0.1, en ambos casos en la expresión (12) se tomó δ , la Tabla 8 
resume dichas variantes. Aunque originalmente se tienen cuatro 
posibilidades  de parametrización de GRASP/VND, solamente se usaron las 
dos mencionadas.   
 
Tabla 8. Parámetros del control reactivo 
Parámetro Rango pequeño Rango amplio 
λ [0.1,0.5] [0.1,1.5] 
α [0.1,0.5] [0.1,1.0] 
 
 
En la Tabla 9 se comparan las dos posibilidades para ver si una es mejor que 
la otra.  Al comparar los dos métodos reactivos se encuentra que la calidad 
de las soluciones no es muy diferente (mejora de apenas 0.07% en favor del 
rango pequeño), pero si se observa que el método de rango pequeño es más 
rápido. Por lo tanto, en adelante se usará ese rango de parámetros para los 
demás experimentos y comparaciones. 
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Tabla 9 Resultados control reactivo rango amplio y rango pequeño 
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Seguidamente, se diseñó un experimento para medir el impacto del 
parámetro  en el control reactivo, para ello se utilizó GRASP/VND/Reactivo 
con rango pequeño y tres valores diferentes de δ , en todos los 
experimentos se utilizó una frecuencia de actualización de la probabilidad 
, lo cual significa que pasadas 100 iteraciones se realiza el 
procedimiento de actualización de probabilidad descrito en 3.3.  
 
Con este experimento, se observó que no había un impacto importante de 
dicho parámetro en el desempeño del algoritmo (el control reactivo es poco 
sensible al valor de δ). Esta afirmación se sustenta en que la mejora 
promedio con respecto a CW para los tres métodos fue la misma (8.20%), y 
en muchos problemas los resultados fueron idénticos, tal como se aprecia en 
la Tabla 10. 
 34 
 
 
Tabla 10 Impacto de δ en el desempeño del control reactivo 
δ  δ  δ
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 Finalmente, es importante comparar el desempeño del control GRASP/VND 
Reactivo con el método GRASP/VND en el cual los valores de α y λ son fijos. 
Dicha comparación se presenta en la Tabla 11. La última columna de la 
Tabla 11 muestra como el método reactivo es ligeramente mejor (con una 
reducción promedio de la función objetivo, con respecto al método con 
parámetros fijos, de casi un 0.1%). Pero con tiempos de ejecución 44% 
mayores, que se deben a la carga computacional adicional que exige la 
estrategia reactiva y a la necesidad de GRASP reactivo de realizar  algunas 
iteraciones con combinaciones de parámetros no muy buenas, en las que la 
búsqueda local converge lentamente. 
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Tabla 11 Comparación GRASP/V"D/ Reactivo vs. GRASP/V"D 
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4.3. GRASP con memoria de frecuencia 
  
Por último se analizó el efecto de la memoria de frecuencia, para ello se 
implementaron las tres estrategias descritas (intensificación, diversificación 
y oscilación) sobre el método GRASP/VND. Inicialmente no se utilizó el 
control reactivo para poder aislar el aporte de la memoria de frecuencia en 
el desempeño del método de solución; y se consideró la misma combinación 
de parámetros utilizada previamente para GRASP/VND, en la tabla 12 se 
compara el desempeño de las tres estrategias de implementación de la 
memoria de frecuencia contra CW. Las estrategias de oscilación e 
intensificación son las mejores en comparación con CW (reducción promedio 
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del 8.8% y del 8.49% respectivamente) y superan la estrategia de 
diversificación (reducción promedio del 7.8% contra CW).  
 
Tabla 12 Comparación estrategias de GRASP/Memoria de Frecuencia 
 
También es importante comparar el desempeño de GRASP con memoria con 
respecto a GRASP/VND, en este caso sólo se comparó la estrategia de 
oscilación ya que es la mejor. La Tabla 13 muestra una reducción promedio 
del 0.6% que viene acompañada de poca carga computacional adicional pues 
el tiempo de ejecución solo crece en promedio un 13% (y en unos pocos casos 
disminuye).  Es importante aclarar que no se ha incorporado el control 
reactivo, puesto que se quiere analizar aisladamente el aporte de la 
memoria basada en frecuencia. 
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Tabla 13 Comparación GRASP/Memoria contra GRASP/V"D 
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4.4. Comparación con resultados de la literatura 
 
Por último, hace falta comparar el desempeño de un GRASP híbrido que 
incluye todas las estrategias analizadas (es decir, GRASP/VND con memoria 
de frecuencia y control reactivo) contra los resultados de la literatura. 
Nuevamente, se utilizaron los problemas de prueba CMT y GWKCh, pero 
esta vez se corrieron cinco réplicas con un máximo de 3000 iteraciones por 
réplica; y las comparaciones ya no se realizan contra CW sino contra los 
mejores métodos metaheurísticos reportados en la literatura (Cordeau et al., 
2005).  
 
Los resultados obtenidos en las cinco replicas (mejor solución, promedio y 
tiempo promedio) se reportan en la Tabla 14, la comparación reportada en la 
última columna de la tabla se calculó usando la mejor solución de las cinco 
 38 
 
réplicas. Como puede observarse en la tabla, el desempeño del método 
GRASP hibrido propuesto es aceptable (en particular en los problemas 
pequeños y de tamaño intermedio (CMT)) con una función objetivo mayor en 
promedio un 2.2%, mientras que en los problemas de gran tamaño (GWKCh) 
se obtienen desviaciones un poco más grandes con respecto a las mejores 
soluciones reportadas en la literatura, entre 4.4% y 11.4%, y al parecer esta 
desviación es creciente con el tamaño del problema.   
Tabla 14 Comparación GRASP hibrido contra resultados de la literatuwra 
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5. Conclusiones y trabajo futuro 
 
En este trabajo se presentaron diferentes variantes de GRASP para la 
solución del VRP, en la variante más sencilla la etapa de construcción 
aleatorizada utiliza el algoritmo de los ahorros y la búsqueda local utiliza 
VND, este método permite obtener mejoras importantes con respecto al 
método de los ahorros (Clarke & Wright, 1964); con un metaheurístico 
sencillo y flexible. Además, en problemas pequeños la aleatorización es 
suficiente para mejorar el desempeño en comparación con la versión 
determinística del heurístico de los ahorros.  La etapa de búsqueda local con 
VND si bien permite mejorar bastante las soluciones encontradas en la 
etapa constructiva, implica también, un tiempo de ejecución 
significativamente mayor.  
 
Mejoras adicionales se logran al incluir un control reactivo en el esquema 
básico de GRASP, el cual permite encontrar los parámetros 
adaptativamente, y con el cual se elimina la necesidad de afinar los 
parámetros que controlan el metaheurístico. Igualmente, un mejor 
desempeño se logra agregando una memoria de frecuencia que utiliza la 
información de iteraciones anteriores para sesgar la selección de los 
elementos en la construcción aleatorizada. Esta mejora adicional, sin 
embargo, exige sacrificar parte de la sencillez característica del esquema 
básico de GRASP. Al comparar los resultados obtenidos con los mejores 
métodos reportados en la literatura se encuentra que el desempeño de 
GRASP es aceptable, con desviaciones no muy grandes con respecto a las 
mejores soluciones conocidas.  
 
En el futuro, para lograr soluciones de mejor calidad, el método GRASP 
desarrollado puede utilizarse como generador de soluciones iníciales de 
metaheurísticos evolutivos (algoritmo genético, búsqueda dispersa o re-
encadenamiento de trayectorias). Igualmente, una segunda posibilidad es la 
utilización de la memoria de frecuencia en la fase de búsqueda local para 
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obtener un hibrido GRASP/GLS (Guided local search (Voudouris, et al., 
1998).  
 
Finalmente, es importante resaltar que con el desarrollo de este trabajo se 
logró ampliar el conocimiento de GRASP cuando es aplicado al VRP, el 
aporte de cada uno de sus componentes y las posibilidades de mejora del 
esquema básico. Conocimiento y métodos que pueden utilizarse en el futuro 
para resolver otras variantes del VRP, otros problemas de optimización 
combinatoria y como componentes de otros metaheurísticos. 
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