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Abstract
In this paper, the second order differential equation with a state derivative de-
pendent delay of the form a2x
′′(z)+a1x
′(z)+a0x(z) = x(p(z)+bx
′(z))+h(z) has
been studied. Considering a convergent power series g(z) of an auxiliary equa-
tion a2γ
2g′′(γz)g′(z) = [g(γ2z)− p(g(γz))]γg′(γz)(g′(z))2 + bh′(g(z))(g′(z))3 +(
a2p
′′(g(z))+a1p
′(g(z))+a0p(g(z))
)
(g′(z))3−a1γg
′(γz)(g′(z))2−a0g(γz)(g
′(z))3+
a2γg
′(γz)g′′(z) with the relation p(z) + bx′(z) = g(γg−1(z)), we obtain an an-
alytic solution x(z). Moreover, an analytic solution depends on a parameter γ
which satisfies one of the following conditions: (H1) 0 < |γ| < 1, (H2) γ = e2piiθ
where θ is a Brjuno number or (H3) γ = e2piiθ where θ is a rational number.
Keywords: functional differential equation, analytic solution,
Brjuno condition
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1. Introduction
The functional differential equation
x(m)(z) = f(z, x(m1)(z − τ1(z)), x
(m2)(z − τ2(z)), . . . , x
(mk)(z − τk(z)))
where all mi ≥ 0, τi ≥ 0, provides a mathematical model for a physical or
biological system in which the rate of change of system is determined not only
by its present state, but also by its history (see [1, 2]. In recent years, many
authors studied the existence and the uniqueness of an analytic solution of a5
variety of these equations. J. G. Si and S. S. Cheng [4] and T. B. Liu and
H. Li [3] presented the existence of analytic solutions of functional differential
equations with a state derivative dependent delay x′(z) = x(az + bx(z)) and
x′′(z) + cx′(z) = x(az + bx(z)), respectively.
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In this paper, we study the existence of analytic solutions of the second order
differential equation with a state derivative dependent delay of the form
a2x
′′(z) + a1x
′(z) + a0x(z) = x(p(z) + bx
′(z)) + h(z) (1.1)
where a0, a1, a2 are complex constants and p(z), h(z) are analytic functions.10
In order to find analytic solutions of the equation (1.1), we construct a corre-
sponding auxiliary equation with parameter γ. The existence of solutions of an
auxiliary equation depends on the condition of a parameter γ that satisfies one
of the following conditions: γ is in the unit circle, γ is a root of unity under
Brjuno condition or γ is not a root of unity.15
First, we state the useful lemma which will be used in the case that param-
eter γ satisfies a Brjuno condition. Unless otherwise noted, we follow [8] for
terminology and notation. Let θ ∈ R \ Q and {pn/qn} denote the sequence of
continued fractions associated to θ.
Lemma 1.1. (Davie’s lemma [8]). Let
K(n) = n log 2 +
k(n)∑
k=0
gk(n) log(2qk+1).
where k(n) is defined by the condition qk(n) ≤ n < qk(n)+1 and gk(n) is defined20
in [8]. Then
(a) there is a positive constant ξ > 0 (independent of n and θ) such that
K(n) ≤ n(B(θ) + ξ)
where B(θ) =
∑∞
n=0
log qn+1
qn
,
(b) K(n1) +K(n2) ≤ K(n1 + n2) for all n1 and n2,
(c) − log |γn − 1| ≤ K(n)−K(n− 1).
2. Theorems25
In order to obtain an analytic solution of the equation (1.1), we set
y(z) = p(z) + bx′(z). (2.1)
Then
x(z) = x(z0) +
1
b
∫ z
z0
(y(s)− p(s))ds
where z0 is a complex constant. In particular, we have
x(y(z)) = x(z0) +
1
b
∫ y(z)
z0
(y(s)− p(s))ds. (2.2)
2
Applying relations (2.1) and (2.2) to (1.1), we obtain
a2
b
(
y′(z)− p′(z)
)
+
a1
b
(
y(z)− p(z)
)
+ a0(x(z0) +
1
b
∫ z
z0
(y(s)− p(s))ds)
= x(z0) +
1
b
∫ y(z)
z0
(y(s)− p(s))ds+ h(z). (2.3)
We construct the corresponding equation by differentiating both sides of (2.3)
with respect to z. This yields
a2(y
′′(z)− p′′(z)) + a1(y
′(z)− p′(z)) + a0(y(z)− p(z))
= (y(y(z))− p(y(z)))y′(z) + bh′(z). (2.4)
Consider the auxiliary equation
a2γ
2g′′(γz)g′(z) = [g(γ2z)− p(g(γz))]γg′(γz)(g′(z))2 + bh′(g(z))(g′(z))3
+
(
a2p
′′(g(z)) + a1p
′(g(z)) + a0p(g(z))
)
(g′(z))3
− a1γg
′(γz)(g′(z))2 − a0g(γz)(g
′(z))3 + a2γg
′(γz)g′′(z)
(2.5)
where g(z) satisfies the initial value conditions g(0) = 0 and g′(0) = η 6= 0
with γ, η are complex numbers. Since g′(0) = η 6= 0, the equation (2.5) can be
reduced equivalently to the equation
a2γg
′(γz) = g′(z)
[
a2γ +
∫ z
0
[(
g(γ2s)− p(g(γs))
)
γg′(γs) + a2p
′′(g(s))g′(s)
+ a1p
′(g(s))g′(s) + a0p(g(s))g
′(s)− a1γg
′(γs)− a0g(γs)g
′(s)
+ bh′(g(s))g′(s)
]
ds
]
(2.6)
with g(0) = 0 and g′(0) = η 6= 0. To construct analytic solutions of (2.6), we
separate our study on the conditions of the parameter γ as follows:
(H1) 0 < |γ| < 1;
(H2) γ is not a root of unity in the form γ = e2piiθ where θ ∈ R \Q is a Brjuno30
number. That is, B(θ) =
∑∞
n=0
log qn+1
qn
<∞, where {pn/qn} denotes the
sequence of of continued fractions associated to θ.
(H3) γ is a root of unity in the form γ = e2piiq/p where p ∈ N with p ≥ 2 and
q ∈ Z \ {0}, and γ 6= e2piil/k for all 1 ≤ k ≤ p− 1 and l ∈ Z \ {0}.
From now on, we let p(z) and h(z) be analytic functions in a neighborhood of35
the origin. Then we represent p(z) and h(z) by power series
∑∞
n=0 pnz
n and∑∞
n=0 hnz
n, respectively.
3
Theorem 2.1. Let γ satisfy the condition (H1). Then the equation (2.5) has
an analytic solution
g(z) =
∞∑
n=1
cnz
n (2.7)
in a neighborhood of the origin such that g(0) = 0, g′(0) = η where η is a nonzero
complex number.
Proof. Since p(z) is analytic in a neighborhood of the origin, there exists a
constant ρ such that |pn| ≤ ρ
n−1 for n ≥ 1. Substituting (2.7) into (2.6) and
comparing coefficients of zn(n = 1, 2, . . .), we get
a2c1γ = a2c1γ, 2a2c2γ
2 = 2a2c2γ−p0c
2
1γ+2a2p2c
2
1+a1p1c
2
1+p0a0c
2
1−a1c
2
1γ+bh1c
2
1,
and in general for n ≥ 140
(n+ 2)a2(γ
n+2 − γ)cn+2
=
n∑
k=1
k∑
i=1
i(n− k + 1)γ2k−i+2
k + 1
· cick−i+1cn−k+1 −
n+1∑
k=1
kp0ckcn−k+2γ
n−k+2
−
n∑
k=1
k∑
i=1
i(n− k + 1)γk+1
k + 1
· cicn−k+1
∑
l1+···+lm=k−i+1
m=1,...,k−i+1
pmcl1 · · · clm +
n+1∑
k=1
2kp2a2ckcn−k+2
+
n∑
k=1
k∑
i=1
i(n− k + 1)a2
k + 1
· cicn−k+1
∑
l1+···+lm=k−i+1
m=1,...,k−i+1
(m+ 2)(m+ 1)pm+2cl1 · · · clm
+
n+1∑
k=1
kp1a1ckcn−k+2 +
n∑
k=1
k∑
i=1
i(n− k + 1)a1
k + 1
· cicn−k+1
∑
l1+···+lm=k−i+1
m=1,...,k−i+1
(m+ 1)pm+1cl1 · · · clm
+
n+1∑
k=1
kp0a0ckcn−k+2 +
n∑
k=1
k∑
i=1
i(n− k + 1)a0
k + 1
· cicn−k+1
∑
l1+···+lm=k−i+1
m=1,...,k−i+1
pmcl1 · · · clm
−
n+1∑
k=1
ka1ckcn−k+2γ
n−k+2 −
n∑
k=1
k∑
i=1
i(n− k + 1)a0
k + 1
· cick−i+1cn−k+1γ
k−i+1
+
n+1∑
k=1
bkh1ckcn−k+2 +
n∑
k=1
k∑
i=1
bi(n− k + 1)
k + 1
· cicn−k+1
∑
l1+···+lm=k−i+1
m=1,...,k−i+1
(m+ 1)hm+1cl1 · · · clm .
The first expression allows us to choose c1 = η 6= 0 and the second expression im-
plies c2 =
p0a0+p1a1+2p2a2+bh1−p0γ−a1γ
2a2γ(γ−1)
· c21. Consequently the sequence {cn}
∞
n=3
is successively determined by the last expression in a unique manner. This
implies that (2.5) has a formal power series solution. Next, we show that the
power series g(z) converges in a neighborhood of the origin. Since |pn| ≤ ρ
n−1
4
and limn→∞
1
γn+1−1 = −1 for 0 < |γ| < 1, there exists a positive constant M
such that
|cn+2| ≤M
[
2
n∑
k=1
k∑
i=1
|ci||ck−i+1||cn−k+1|+ 6
n+1∑
k=1
|ck||cn−k+2|
+ 2
n∑
k=1
k∑
i=1
|ci||cn−k+1|
∑
l1+···+lm=k−i+1
m=1,...,k−i+1
|cl1 | · · · |clm |
+ 2
n∑
k=1
k∑
i=1
|ci||cn−k+1|
∑
l1+···+lm=k−i+1
m=1,...,k−i+1
(m+ 1)|cl1 | · · · |clm |
+
n∑
k=1
k∑
i=1
|ci||cn−k+1|
∑
l1+···+lm=k−i+1
m=1,...,k−i+1
(m+ 2)(m+ 1)|cl1 | · · · |clm |
]
.
Let us define a power series
∑∞
n=1 dnz
n where a positive sequence {dn}
∞
n=1 is
determined by d1 = |η|, d2 =
∣∣∣ p0a0+p1a1+2p2a2+bh1−p0γ−a1γ2a2γ(γ−1) · c21
∣∣∣ and for n ≥ 1
dn+2 = M
[
2
n∑
k=1
k∑
i=1
didk−i+1dn−k+1 + 6
n+1∑
k=1
dkdn−k+2
+ 2
n∑
k=1
k∑
i=1
didn−k+1
∑
l1+···+lm=k−i+1
m=1,...,k−i+1
dl1 · · · dlm
+ 2
n∑
k=1
k∑
i=1
didn−k+1
∑
l1+···+lm=k−i+1
m=1,...,k−i+1
(m+ 1)dl1 · · · dlm
+
n∑
k=1
k∑
i=1
didn−k+1
∑
l1+···+lm=k−i+1
m=1,...,k−i+1
(m+ 2)(m+ 1)dl1 · · · dlm
]
.
It follows that |cn| ≤ dn for n ≥ 1. That is,
∑∞
n=1 dnz
n is a majorant series
of
∑∞
n=1 cnz
n. We show that
∑∞
n=1 dnz
n is analytic in a neighborhood of the
5
origin. Note that if we let D(z) =
∑∞
n=1 dnz
n, then
D(z) =
∞∑
n=1
dnz
n
= |η|z + d2z
2 +
∞∑
n=1
dn+2z
n+2
= |η|z + d2z
2 +M
[
2
∞∑
n=1
(
n∑
k=1
k∑
i=1
didk−i+1dn−k+1
)
zn+2 + 6
∞∑
n=1
(
n+1∑
k=1
dkdn−k+2
)
zn+2
+2
∞∑
n=1


n∑
k=1
k∑
i=1
didn−k+1
∑
l1+···+lm=k−i+1
m=1,...,k−i+1
dl1 · · · dlm

 zn+2
+2
∞∑
n=1


n∑
k=1
k∑
i=1
didn−k+1
∑
l1+···+lm=k−i+1
m=1,...,k−i+1
(m+ 1)dl1 · · · dlm

 zn+2
+
∞∑
n=1


n∑
k=1
k∑
i=1
didn−k+1
∑
l1+···+lm=k−i+1
m=1,...,k−i+1
(m+ 2)(m+ 1)dl1 · · · dlm

 zn+2


= |η|z + d2z
2 +M
[
2(D(z))3 + 6(D(z))2 − 6|η|2z2 +
2(D(z))3
1 −D(z)
+
2(2−D(z))(D(z))3
(D(z)− 1)2
+
2(D(z))3(3− 3D(z) + (D(z))2)
(1 −D(z))3
]
.
Consider the equation
T (z,D(z)) = D(z)− |η|z − d2z
2 −M
[
2(D(z))3 + 6(D(z))2 − 6|η|2z2 +
2(D(z))3
1−D(z)
+
2(2−D(z))(D(z))3
(D(z)− 1)2
+
2(D(z))3(3− 3D(z) + (D(z))2)
(1−D(z))3
]
= 0.
Since T is continuous in a neighborhood of the origin, T (0, 0) = 0 and T ′D(0, 0) =
1 6= 0, the implicit function theorem implies that there exists a unique function
D(z) which is analytic in a neighborhood of the origin with a positive radius.
BecauseD(z) is a majorant series of g(z), g(z) is also analytic in a neighborhood
of the origin with a positive radius. This completes the proof.45
Now, we consider an analytic solution g(z) of the auxiliary equation (2.5) in
the case of γ satisfies the condition (H2).
6
Theorem 2.2. Assume that γ satisfies the condition (H2). Then there exists
an analytic solution
g(z) =
∞∑
n=1
cnz
n
of the equation (2.5) in a neighborhood of the origin such that g(0) = 0, g′(0) = η
where η is a nonzero complex number.
Proof. We now imitate the proof of Theorem 2.1 with approximate new bound.
The sequence {cn}
∞
n=1 is defined similar to the proof of Theorem 2.1. Note that
c1 = η 6= 0 and c2 =
p0a0+p1a1+2p2a2+bh1−p0γ−a1γ
2a2γ(γ−1)
· c21. Since |γ| = 1 and p(z) is
analytic near the origin, there exists a positive constant N so that for n ≥ 1
|cn+2| ≤
N
|γn+1 − 1|
[
2
n∑
k=1
k∑
i=1
|ci||ck−i+1||cn−k+1|+ 6
n+1∑
k=1
|ck||cn−k+2|
+ 2
n∑
k=1
k∑
i=1
|ci||cn−k+1|
∑
l1+···+lm=k−i+1
m=1,...,k−i+1
|cl1 | · · · |clm |
+ 2
n∑
k=1
k∑
i=1
|ci||cn−k+1|
∑
l1+···+lm=k−i+1
m=1,...,k−i+1
(m+ 1)|cl1 | · · · |clm |
+
n∑
k=1
k∑
i=1
|ci||cn−k+1|
∑
l1+···+lm=k−i+1
m=1,...,k−i+1
(m+ 2)(m+ 1)|cl1 | · · · |clm |
]
.
To construct a governing series of g(z), we let {Dn}
∞
n=1 be a nonnegative se-
quence determined by D1 = |η|, D2 =
∣∣∣p0a0+p1a1+2p2a2+bh1−p0γ−a1γ2a2(γ−1) · c21
∣∣∣ and for
all n ≥ 1
Dn+2 = N
[
2
n∑
k=1
k∑
i=1
DiDk−i+1Dn−k+1 + 6
n+1∑
k=1
DkDn−k+2
+ 2
n∑
k=1
k∑
i=1
DiDn−k+1
∑
l1+···+lm=k−i+1
m=1,...,k−i+1
Dl1 · · ·Dlm
+ 2
n∑
k=1
k∑
i=1
DiDn−k+1
∑
l1+···+lm=k−i+1
m=1,...,k−i+1
(m+ 1)Dl1 · · ·Dlm
+
n∑
k=1
k∑
i=1
DiDn−k+1
∑
l1+···+lm=k−i+1
m=1,...,k−i+1
(m+ 2)(m+ 1)Dl1 · · ·Dlm
]
.
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From this construction, we can demonstate that a power seriesD(z) =
∑∞
n=1Dnz
n
satisfies the implicit functional equation
R(z,D(z)) = D(z)− |η|z −D2z
2 −N
[
2(D(z))3 + 6(D(z))2 − 6|η|2z2 +
2(D(z))3
1−D(z)
+
2(2−D(z))(D(z))3
(D(z)− 1)2
+
2(D(z))3(3− 3D(z) + (D(z))2)
(1−D(z))3
]
= 0
with R(0, 0) = 0 and R′D(0, 0) = 1 6= 0. This yields the power series D(z)
converges in a neighborhood of the origin. Hence, there exists a positive constant
T such that Dn ≤ T
n for n ≥ 1.
Let K be a function defined as in Lemma 1.1. By mathematical induction,
we can show that for n ∈ N ∪ {0}
|cn+1| ≤ Dn+1e
K(n).
Lemma 1.1 yields limn→∞(|cn+1|)
1
n ≤ TeB(θ)+ξ. This implies that g(z) has a50
convergence radius at least (TeB(θ)+ξ)−1. The proof is completed.
Finally, we consider the case of γ satisfies the condition (H3). In this case, γ
is not only on the unit circle, but also a root of unity. Let {Rn}
∞
n=1 be a sequence
defined by R1 = |η|, R2 = ΓA with A =
|p0a0+p1a1+2p2a2+bh1−p0γ−a1γ||η
2|
|2a2γ|
, Γ =
max
{
1
|γ−1| ,
1
|γ2−1| , . . . ,
1
|γp−1−1|
}
, and
Rn+2 = ΓN
[
2
n∑
k=1
k∑
i=1
RiRk−i+1Rn−k+1 + 6
n+1∑
k=1
RkRn−k+2
+ 2
n∑
k=1
k∑
i=1
RiRn−k+1
∑
l1+···+lm=k−i+1
m=1,...,k−i+1
Rl1 · · ·Rlm
+ 2
n∑
k=1
k∑
i=1
RiRn−k+1
∑
l1+···+lm=k−i+1
m=1,...,k−i+1
(m+ 1)Rl1 · · ·Rlm
+
n∑
k=1
k∑
i=1
RiRn−k+1
∑
l1+···+lm=k−i+1
m=1,...,k−i+1
(m+ 2)(m+ 1)Rl1 · · ·Rlm
]
(2.8)
where N is a positive constant defined as in the proof of Theorem 2.2.
Theorem 2.3. Assume that γ satisfies the condition (H3). Let g(z) =
∑∞
n=1 cnz
n
be a power series determined by c1 = η 6= 0, c2 =
(p0a0+p1a1+2p2a2+bh1−p0γ−a1γ)c
2
1
2a2γ(γ−1)
and55
(n+ 2)a2γ(γ
n+1 − 1)cn+2 = Θ(n, γ), n = 1, 2, . . .
8
where
Θ(n, γ) =
n∑
k=1
k∑
i=1
i(n− k + 1)γ2k−i+2
k + 1
· cick−i+1cn−k+1 −
n+1∑
k=1
kp0ckcn−k+2γ
n−k+2
−
n∑
k=1
k∑
i=1
i(n− k + 1)γk+1
k + 1
· cicn−k+1
∑
l1+···+lm=k−i+1
m=1,...,k−i+1
pmcl1 · · · clm
+
n+1∑
k=1
2kp2a2ckcn−k+2
+
n∑
k=1
k∑
i=1
i(n− k + 1)a2
k + 1
· cicn−k+1
∑
l1+···+lm=k−i+1
m=1,...,k−i+1
(m+ 2)(m+ 1)pm+2cl1 · · · clm
+
n+1∑
k=1
kp1a1ckcn−k+2 +
n∑
k=1
k∑
i=1
i(n− k + 1)a1
k + 1
· cicn−k+1
∑
l1+···+lm=k−i+1
m=1,...,k−i+1
(m+ 1)pm+1cl1 · · · clm
+
n+1∑
k=1
kp0a0ckcn−k+2 +
n∑
k=1
k∑
i=1
i(n− k + 1)a0
k + 1
· cicn−k+1
∑
l1+···+lm=k−i+1
m=1,...,k−i+1
pmcl1 · · · clm
−
n+1∑
k=1
ka1ckcn−k+2γ
n−k+2 −
n∑
k=1
k∑
i=1
i(n− k + 1)a0
k + 1
· cick−i+1cn−k+1γ
k−i+1
+
n+1∑
k=1
bkh1cn−k+2ck +
n∑
k=1
k∑
i=1
bi(n− k + 1)
k + 1
· cicn−k+1
∑
l1+···+lm=k−i+1
m=1,...,k−i+1
(m+ 1)hm+1cl1 · · · clm .
If Θ(vp− 1, γ) = 0 for v = 1, 2, . . . , then the equation (2.5) has an analytic
solution g(z) in a neighborhood of the origin such that g(0) = 0, g′(0) = η 6= 0.
Otherwise, if Θ(vp− 1, γ) 6= 0 for some v = 1, 2, . . . , then the equation (2.5)60
has no analytic solution in a neighborhood of the origin.
Proof. Observe that if η = 0 then g(z) ≡ 0 which is a trivial analytic solution.
So we consider only the case η 6= 0.
If Θ(vp−1, γ) 6= 0 for some positive number v, then (vp+1)γ(γvp−1)cvp+1 6=
0. But the condition (H3) implies γvp − 1 = 0, which is a contradiction. This
concludes that the equation (2.5) has no analytic solution in a neighborhood of
the origin.
Assume that Θ(vp−1, γ) = 0 for v = 1, 2, . . . . Then (vp+1)γ(γvp−1)cvp+1 =
0. So, there are infinitely many choices of cvp+1. Choose cvp+1 = ηvp+1 such that
|ηvp+1| ≤ Rvp+1 where Rvp+1 is defined in (2.8).
Note that |γn+1|−1 ≤ Γ for n 6= vp−1 where Γ = max
{
1
|γ−1| ,
1
|γ2−1| , . . . ,
1
|γp−1−1|
}
.
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One can see that
|cn+2| ≤ ΓN
[
2
n∑
k=1
k∑
i=1
|ci||ck−i+1||cn−k+1|+ 6
n+1∑
k=1
|ck||cn−k+2|
+ 2
n∑
k=1
k∑
i=1
|ci||cn−k+1|
∑
l1+···+lm=k−i+1
m=1,...,k−i+1
|cl1 | · · · |clm |
+ 2
n∑
k=1
k∑
i=1
|ci||cn−k+1|
∑
l1+···+lm=k−i+1
m=1,...,k−i+1
(m+ 1)|cl1 | · · · |clm |
+
n∑
k=1
k∑
i=1
|ci||cn−k+1|
∑
l1+···+lm=k−i+1
m=1,...,k−i+1
(m+ 2)(m+ 1)|cl1 | · · · |clm |
]
for n 6= vp− 1, v = 1, 2, . . . .
Likewise, the remaining proof is similar to one of Theorem 2.1. Consider the
implicit functional equation
H(z,R(z)) = R(z)− |η|z −Az2 −N
[
2(R(z))3 + 6(R(z))2 − 6|η|2z2 +
2(R(z))3
1−R(z)
+
2(2−R(z))(R(z))3
(R(z)− 1)2
+
2(R(z))3(3 − 3R(z) + (R(z))2)
(1 −R(z))3
]
= 0. (2.9)
Since H(0, 0) = 0, H ′R(0, 0) = 1 6= 0, the implicit function theorem implies
that there exists a unique function R(z) which is analytic in a neighborhood of
the origin with a positive radius. We can show that the power series R(z) =∑∞
n=1Rnz
n which {Rn}
∞
n=1 is determined by (2.8) satisfies the equation (2.9).65
Moreover, |cn| ≤ Rn for n ≥ 1. That is, R(z) is a majorant series of g(z). Then
g(z) converges in a neighborhood of the origin. This completes the proof.
3. Results and Discussion
Theorem 3.1. Let g(z) =
∑∞
n=1 cnz
n be an analytic solution in a neighborhood
of the origin of the equation (2.5), with g(0) = 0, g′(0) = η 6= 0, which is obtained70
from Theorem 2.1, Theorem 2.2, or Theorem 2.3. Then the equation (2.4) has
an analytic solution of the form y(z) = g(γg−1(z)) in a neighborhood of the
origin.
Proof. Since g′(0) = η 6= 0, g−1(z) is analytic in a neighborhood of g(0) = 0.
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Let y(z) = g(γg−1(z)). Then75
a2
(
y′′(z)− p′′(z)
)
+ a1
(
y′(z)− p′(z)
)
+ a0
(
y(z)− p(z)
)
=
1
(g−1(z)))3
(
a2γ
2g′′(γg−1(z))g′(g−1(z))− a2γg
′(γg−1(z))g′′(g−1(z))
−a2p
′′(z)(g′(g−1(z)))3 + a1γg
′(γg−1(z))(g′(g−1(z)))2 − a1p
′(z)(g′(g−1(z)))3
+a0g(γg
−1(z))(g′(g−1(z)))3 − a0p(z)(g
′(g−1(z)))3
)
= [g(γg−1(g(γg−1(z))))− p(g(γg−1(z)))] ·
(
γg′(γg−1(z))
g′(g−1(z))
)
+ bh′(z)
= [y(y(z))− p(y(z))]y′(z) + bh′(z).
That is, y(z) = g(γg−1(z)) is an analytic solution of the equation (2.4). The
proof is completed.
We construct an analytic solution of (1.1) from an analytic solution of the
equation (2.4). Assume that x(z) is an analytic solution of the functional differ-
ential equation (1.1) in a neighborhood of the origin. Since x(z) is analytic in
a neighborhood of the origin, x(z) can be represented by a Taylor’s series
x(z) =
∞∑
n=0
x(n)(0)
n!
· zn = x(0) + x′(0)z +
x′′(0)z2
2!
+ · · · .
Let p(z) =
∑∞
n=0 pnz
n where pn =
p(n)(0)
n! for n ≥ 2.
Since x′(z) = 1b (y(z) − p(z)), x
′′(z) = 1b (y
′(z) − p′(z)) and a2x
′′(z) + a1x
′(z) +
a0x(z) = x(p(z)+bx
′(z))+h(z), we have x′(0) = − p0b , x
′′(0) = 1b (γ−p1), x(0) =
a0p0−a2(γ−p1)+bh0
b(a0−1)
and x′′′(0) = a0p0−p0γ−a1(γ−p1)+bh1ba2 , respectively.
By using mathematical induction, we can show that for m ≥ 1
x(m+2)(0) =
1
a2
(
(x(p(z) + bx′(z)))(m)(0) + h(m)(0)− a1x
(m+1)(0)− a0x
(m)(0)
)
=
1
a2
(( m∑
i=1
pim(p
′(0) + bx′′(0), p′′(0) + bx′′′(0), . . . ,
p(m)(0) + bx(m+1)(0))x(i)(p(0) + bx′(0))
)
+ h(m)(0)− a1x
(m+1)(0)− a0x
(m)(0)
)
,
where pim(1 ≤ i ≤ m) is a polynomial with nonnegative coefficients.
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Therefore, the explicit form of an analytic solution of our equation is
x(z) = x(0) + x′(0)z +
x′′(0)
2!
z2 +
x′′(0)
3!
z3 +
∞∑
n=4
x(n)(0)
n!
zn
=
a0p0 − a2(γ − p1) + bh0
b(a0 − 1)
+
(
−p0
b
)
z +
1
2!
·
(
γ − p1
b
)
· z2
+
1
3!
·
(
a0p0 − p0γ − a1(γ − p1) + bh1
ba2
)
z3 +
∞∑
m=1
Γm
(m+ 3)!
· zm+3
(3.1)
where Γm denotes x
(m+2)(0).
In another way, we can construct the solution of the equation (1.1) by using
the fact that a power series (2.7) is a solution of the equation (2.6).
Let g−1(z) =
∑∞
n=1 qnz
n. Then
z =
∞∑
n=1
∑
l1+···+lm=n
m=1,...,n
qmcl1 · · · clmz
n. (3.2)
Comparing coefficients in both sides of (3.2), we have
q1c1 = 1 (3.3)
and for n ≥ 2, we get ∑
l1+···+lm=n
m=1,...,n
qmcl1 · · · clm = 0. (3.4)
From (3.3) and (3.4), we obtain q1 = c
−1
1 , q2 = −c
−3
1 c2, q3 = c
−4
1 (2c
−1
1 c
2
2 − c3),
and so on. Therefore,
x(z) = x(0) +
1
b
∫ z
0
(
∞∑
n=1
∑
l1+···+lm=n
m=1,2,...,n
cmγ
mql1 · · · qlms
n −
∞∑
n=0
pns
n
)
ds
= x(0) +
(
−p0
b
)
z +
1
b
[
∞∑
n=1
1
n+ 1
(∑
l1+···+lm=n
m=1,2,...,n
cmγ
mql1 · · · qlm − pn
)]
zn+1.
Let x(z) =
∑∞
n=0 xnz
n with x0 = x(0), x1 =
−p0
b and
xn+1 =
1
b
[
∞∑
n=1
1
n+ 1
(∑
l1+···+lm=n
m=1,2,...,n
cmγ
mql1 · · · qlm − pn
)]
zn+1. (3.5)
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From (3.5), we get x2 =
1
2!
(
γ − p1
b
)
and x3 =
1
3!
(
a0p0 − p0γ − a1(γ − p1) + bh1
ba2
)
,
and so on. These yield the explicit solution as in (3.1).
Example The analytic solution of the equation
(1 − 2i)x′′(z) + (1 + i)x′(z) + (3i)x(z) = x(2 + i + (2i)z + z2 + (1 + i)x′(z)) +
2 + (2− i)z + z2 is
x(z) =
3i(2 + i)− (1 − 2i)(γ − 2i) + (1 + i)(2)
(1 + i)(3i− 1)
−
(
2 + i
1 + i
)
z +
1
2!
·
(
γ − 2i
1 + i
)
· z2
+
1
3!
·
(
(3i)(2 + i)− (2 + i)γ − (1 + i)(γ − 2i) + (1 + i)(2− i)
(1 + i)(1− 2i)
)
z3 + · · ·
=
10i+ 3− γ(1− 2i)
2i− 4
−
(
2 + i
1 + i
)
z +
1
2!
·
(
γ − 2i
1 + i
)
· z2
+
1
3!
·
(
9i− 2− γ(3 + 2i)
3− i
)
z3 + · · · .
Corollary 3.2. Some special situations of the equation (1.1) yield the corre-
sponding results as follows.80
1. If a2 = a0 = 0, a1 = 1 and h(z) ≡ 0, then the equation (1.1) reduces to the
equation x′(z) = x(p(z) + bx′(z)) and we obtain the corresponding result
in [7].
2. If a1 = a0 = 0, a2 = 1, p(z) = az and h(z) ≡ 0, then the equation (1.1)
reduces to the equation x′′(z) = x(az + bx′(z)) and we obtain the corre-85
sponding result in [5].
3. If a2 = 0, p(z) = az, x(z) = z and h(z) ≡ 0, then the equation (1.1)
reduces to the equation a0z + a1x
′(z) = x(az + bx′(z)) and we obtain the
corresponding result in [6].
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