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Abstract—In this paper, a hybrid measurement and model-
based method is proposed which can estimate the dynamic state
Jacobian matrix in near real-time. The proposed method is
computationally efficient and robust to the variation of network
topology. Since the estimated Jacobian matrix carries significant
information on system dynamics and states, it can be utilized
in various applications. In particular, two application of the
estimated Jacobian matrix in online oscillation analysis, stability
monitoring and control are illustrated with numerical examples.
In addition, a side-product of the proposed method can facilitate
model validation by approximating the damping of generators.
Index Terms—dynamic state Jacobian matrix, phasor measure-
ment units, online oscillation analysis, online stability monitoring,
parameter estimation.
I. INTRODUCTION
The main goal of the power system operator is to maintain
the system in the normal secure state despite varying operating
conditions. Achievement of this goal necessitates continuous
monitoring of the system condition, identification of the oper-
ating state and determination of the necessary control actions,
which are referred to as the security analysis of a system
[1]. Security assessment such as contingency analysis, opti-
mal power flow and generation re-dispatch typically involves
repeated computation based on the full nonlinear power system
model, leading to enormous computational burden [2]. In
addition, the conventional security analysis strongly relies on
an accurate system model and network topology, which may
not be available due to erroneous telemetry from remotely
monitored circuit breaker [3]. The above factors pose great
challenges to the static and dynamic security analysis for the
modern power grids and make the online security analysis
even more formidable. Wide adoption of phasor measurement
units (PMUs) greatly facilitates online monitoring of system
states and its dynamic behaviors, offering unique opportunities
for the development of measurement-based security analysis
methods in power system [4]- [11].
In this paper, we propose a hybrid measurement and model-
based method to estimate the dynamic state Jacobian matrix
in near real-time, which provides invaluable information on
system states and conditions. The proposed hybrid method
nicely combines the statistical properties extracted from the
PMU measurements and the inherent generator physics, work-
ing as a grey box bridging the measurement and the model.
In addition, the estimation of the Jacobian matrix does not
require exhaustive computational effort and can be done in
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near real-time. Furthermore, the estimation method is robust to
network topology and parameter changes. Conventionally, the
Jacobian matrix can be constructed based on state estimation
results provided that an accurate dynamic model and network
parameter values are available [1]. However, as discussed
before, up-to-date network topology and parameters may not
be available, so the conventional method may give rise to
imprecise estimations. In contrast, the proposed hybrid method
does not depend on the network parameter values, and pro-
vides a robust alternative to traditional state estimation-based
approaches in situations where uncertainty in parameters and
system topology is an issue.
The estimated dynamic state Jacobian matrix can be uti-
lized in various applications. First, it will be shown that
the estimated Jacobian matrix can facilitate online oscillation
analysis and control. The conventional model-based method
for oscillation analysis relies on an accurate power system
model and requires exhaustive computational effort [5], which
is not suitable for online oscillation monitoring. Hence, much
attention has been put for measurement-based methods which
are deemed to be fast and robust to parameter change. Par-
ticularly, measurement-based mode shape estimation methods
have been proposed by using Prony analysis [6], spectral
methods [7] [8], frequency domain decomposition [9], sub-
space method [5] [10], transfer function method [11], etc.
Unlike these previous studies, online oscillation analysis and
control technique developed in this paper relies on online
estimation of the Jacobian matrix. Hence, participation factor
of the excited model is achievable, which conversely can not
be extracted from the purely measurement-based approaches.
As the participation factor provides relative contribution of
each state in the corresponding mode, it can naturally be used
for locating oscillation source and designing control actions
[12]. A numerical example will be presented to show how
the estimated Jacobian matrix may help online oscillation
analysis and control. A relevant work [13] applies a formula
to damp interarea oscillations by generator re-dispatch based
on eigenvalue sensitivity instead of participation factor.
Another application of the estimated Jacobian matrix
is online steady-state stability monitoring and control.
Measurement-based approaches for real-time rotor angle and
short-term voltage stability monitoring have been explored in
many previous works (e.g. [14] [15]). Regarding steady-state
stability, the authors of [16] [17] have proposed statistical
stability indicators for stochastic power systems based on
the phenomenon of critical slowing down. In this paper, the
proposed stability indicators are based on the online estimate
of the Jacobian matrix and hence the state matrix. Firstly, the
2critical eigenvalue (i.e. the eigenvalue with maximum real part)
of the state matrix can be used as a good measure of proximity
to instability [18]. In addition to a simple stability indicator,
the left and right eigenvectors of the critical eigenvalue can
be utilized to predict the response of the system and design
emergency control measures [19] [20]. A numerical example
will be given to illustrate how the estimated Jacobian matrix
by the proposed method may contribute to online stability
monitoring and control.
Apart from the above applications, we believe that the
estimated Jacobian matrix can also facilitate other emergency
decision-making in power system operation such as generation
re-dispatch and congestion relief, which requires further inves-
tigation. Besides the estimated Jacobian matrix, a side-product
of the method provides an approach to estimate damping of the
synchronous generators. A numerical example will be given
to illustrate this application in model validation.
The rest of the paper is organized as follows. Section
II briefly introduces the power system dynamic model and
then elaborates the proposed hybrid measurement model-based
method. Section III presents the applications of the estimated
Jacobian matrix in online oscillation analysis and stability
monitoring via numerical examples. The application of the
derived relation in model validation will also be presented.
Conclusions and perspectives are given in Section IV.
II. HYBRID APPROACH TO ESTIMATE JACOBIAN MATRIX
We consider the general power system dynamic model:
x˙ = f(x,y) (1)
0 = g(x,y) (2)
Equation (1) describes dynamics of generators, and Eqn (2)
describes the electrical transmission system and the internal
static behaviors of passive devices. f and g are continuous
functions, vectors x ∈ Rnx and y ∈ Rny are the correspond-
ing state variables (generator rotor angles, rotor speeds) and
algebraic variables (bus voltages, bus angles) [21].
In this paper, we focus on ambient oscillations around stable
steady state, dominated mainly by the dynamics of generator
angles. Hence, we demonstrate the proposed technique using
the classical generator model, which can be regarded as an
equivalent generator model of aggregated generators [22]. In
Appendix A, the results are numerically validated on higher-
order models. We assume that the mechanical power injection
of each generator is experiencing standard Gaussian noise
possibly due to renewables, i.e., the mechanical power for
Generator i is Pmi + σiξi, where ξi is a standard Gaussian
noise, and σ2i is the noise variance. Suppose gy is nonsingular,
(1)-(2) can be represented as:
δ˙ = ω (3)
M ω˙ = Pm − Pe −Dω +Σξ (4)
with algebraic variables y eliminated. Particularly, δ =
[δ1, ...δn]
T is a vector of generator rotor angles, ω =
[ω1, ...ωn]
T is a vector of generator rotor speeds, M =
diag(M1, ...Mn) whose diagonal entries are the moment in-
ertia constants, D = diag(D1, ...Dn) whose diagonal entries
are damping factors, Pm = [Pm1 , ...Pmn ]T is a vector of
generators’ mechanical power, Pe = [Pe1 , ...Pe2 ]T is a vector
of generators’ electrical power. In addition, ξ is a vector of
independent standard Gaussian random variables representing
the variation of power injections, and Σ = diag(σ1, ...σn) is
the covariance matrix. For the sake of simplicity, in this work
we model the loads as constant impedances. In the future,
more realistic models can be incorporated in a similar way as
higher-order generator models briefly discussed in Appendix
A.
Linearizing (3)-(4) gives the following:[
δ˙
ω˙
]
=
[
0 In
−M−1 ∂Pe
∂δ
−M−1D
] [
δ
ω
]
+
[
0
M−1Σ
]
ξ (5)
Let x = [δ,ω]T , A =
[
0 In
−M−1 ∂Pe
∂δ
−M−1D
]
, B =
[0,M−1Σ]T , then (5) takes the form:
x˙ = Ax+Bξ (6)
Specifically, if state matrix A is stable, the stationary covari-
ance matrix Cxx =
[
Cδδ Cδω
Cωδ Cωω
]
can be shown to satisfy
the following Lyapunov equation [16] [23]:
ACxx + CxxA
T = −BBT (7)
which nicely combine the statistical properties of states and the
model knowledge. This relation between the covariance matrix
Cxx and the system state matrix is important and has been
utilized in [16] to compute the covariance matrix Cxx based
on the model knowledge A and B. In this paper, we utilize
this relation the other way round, which is to approximate the
state matrix A according to the measurements Cxx.
Substituting the detailed expressions of A and B to (7) and
conducting algebraic simplification, we obtain that:
Cδω = 0 (8)
Cδδ = (
∂Pe
∂δ
)−1MCωω (9)
Cωω =
1
2
M−1D−1Σ2 (10)
The relations given by (9)-(10) link the measurements of
stochastic variations to the generator physical model, which
provides an ingenious way to estimate system dynamic state
Jacobian matrix or parameter values from the measurements.
Firstly, given that the parameter values of M are available, and
Cδδ , Cωω can be acquired through the PMU measurements,
the Jacobian matrix ∂Pe
∂δ
can be obtained from (9), and
furthermore the system state matrix A can be readily con-
structed. Secondly, (10) can be used to estimate the parameter
values of D in dynamic equivalencing provided that M and
Σ are available and Cωω can be obtained from the PMU
measurements. The applications of the derived relations will
be detailed elaborated in Section III. In the rest of this Section,
we will use a numerical example to illustrate the validity of
the proposed method.
3A. Numerical Illustration
We consider the standard WSCC 3-generator, 9-bus system
model (see, e.g. [2]). The system model in the center-of-inertia
(COI) formulation is presented as below:
˙˜
δ1 = ω˜1 (11)
˙˜
δ2 = ω˜2 (12)
M1 ˙˜ω1 = Pm1 − Pe1 −
M1
MT
Pcoi −D1ω˜1 + σ1ξ1 (13)
M2 ˙˜ω2 = Pm2 − Pe2 −
M2
MT
Pcoi −D2ω˜2 + σ2ξ2 (14)
where δ0 = 1MT
∑3
i=1Miδi, ω0 =
1
MT
∑3
i=1Miωi, MT =∑3
i=1Mi, δ˜i = δi − δ0, ω˜i = ωi − ω0, for i = 1, 2, 3, and
Pei =
3∑
j=1
EiEj(Gij cos(δ˜i − δ˜j) +Bij sin(δ˜i − δ˜j))
Pcoi =
3∑
i=1
(Pmi − Pei ) (15)
The parameter values in this examples are: M1 = 0.63, M2 =
0.34, M2 = 0.16; D1 = 0.63, D2 = 0.34, D3 = 0.16; Pm1 =
0.72 p.u., Pm2 = 1.63 p.u., Pm3 = 0.85 p.u.; E1 = 1.057
p.u., E2 = 1.050 p.u., E3 = 1.017 p.u.. Because the following
relations that δ˜3 = −M1δ˜1+M2 δ˜2M3 and ω˜3 = −
M1ω˜1+M2ω˜2
M3
hold
in the COI formulation, δ˜3 and ω˜3 depending on the other state
variables can be obtained without integration.
The system state matrix is as follows:
A =


0 0 1 0
0 0 0 1
J −
D1
M1
0
0 −D2
M2

 (16)
where J = −M−1(∂Pe
∂δ˜
+ M 1
MT
∂Pcoi
∂δ˜
), for i = 1, 2. Let
(∂Pe
∂δ˜
)coi =
∂Pe
∂δ˜
+M 1
MT
∂Pcoi
∂δ˜
, then we have
((
∂Pe
∂δ˜
)coi)ij =


EiEj(Gij sin(δ˜i − δ˜j)−Bij cos(δ˜i − δ˜j))
+ Mi
MT
∂Pcoi
∂δ˜i
if i 6= j∑n
k=1
EiEk(Gik sin(δ˜i − δ˜k)
+Bik cos(δ˜i − δ˜k)) +
Mi
MT
∂Pcoi
∂δ˜i
if i = j
(17)
where ∂Pcoi
∂δ˜i
= 2
∑
k 6=i EiEkGik sin(δ˜i − δ˜k).
If the network parameter values as well as system states
are available, the Jacobian matrix (∂Pe
∂δ˜
)coi can be directly
computed according to (17). However, the system topology
and line model parameter values are subjected to continuous
perturbations. Therefore, the exact knowledge of network
topology with up-to-date network parameter values may not
be available. In addition, the control faults and transmission
delays may also lead to imprecise knowledge of the network
parameter values.
In contrast, the proposed method does not require the knowl-
edge of network topology and network parameters. Suppose
the parameter values M of the generators are available, and
Cω˜ω˜, Cδ˜δ˜ can be obtained from the PMU measurement, we
can estimate the Jacobian matrix by:
(
∂Pe
∂δ˜
)⋆coi = MCω˜ω˜C
−1
δ˜δ˜
(18)
Particularly, we use ⋆ to denote the Jacobian matrix estimated
by the proposed method.
In order to show that the proposed method is not affected
by network topology, we conduct the following numerical
experiment. Assuming that the transient reactance x′d of Gen-
erator 1 increases from 0.0608 p.u. to 0.1824 p.u. at 300.01s,
mimicking a ling loss between the generator internal node and
its terminal bus [24]. Let σ1 = σ2 = 0.01, the trajectories of
some state variables in system (11)-(14) before and after the
contingency are presented in Fig. 1, from which we see that
the system is able to maintain stability after the contingency,
and the state variables are always fluctuating around nominal
states due to the variation of power injections.
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(a) Trajectory of δ˜1 on [0s,600s]
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(b) Trajectory of ω˜1 on [0s,600s]
Fig. 1: Trajectories of the state variables for the 9-bus system
in COI reference.
Before the contingency and without considering stochastic
perturbations, i.e., σ1 = σ2 = 0, (∂Pe
∂δ˜
)coi is a constant matrix
which can be easily obtained from (17):
(
∂Pe
∂δ˜
)coi =
[
8.053 1.240
2.802 5.085
]
(19)
We want to show that the matrix obtained from the proposed
method is close to this deterministic matrix.
Firstly, Cω˜ω˜ and Cδ˜δ˜ before the contingency can be calcu-
lated based on the system trajectories on [0s, 300s]:
C
δ˜δ˜
= 10−4 ×
[
0.106 −0.0483
−0.0483 0.359
]
Cω˜ω˜ = 10
−3 ×
[
0.123 0.008
0.008 0.514
]
and therefore (∂Pe
∂δ˜
)coi can be computed by the proposed
hybrid method according to (18):
(
∂Pe
∂δ˜
)⋆coi =
[
7.806 1.192
2.642 5.214
]
(20)
It is observed that (∂Pe
∂δ˜
)⋆coi and (∂Pe∂δ˜ )coi are close to each
other. Specifically, the estimation error is:
‖(∂Pe
∂δ˜
)⋆coi − (
∂Pe
∂δ˜
)coi‖F
‖(∂Pe
∂δ˜
)coi‖F
= 3.25% (21)
where ‖‖F denotes the Frobenius norm of a matrix measuring
the distance between two matrixes. Equation (21) demonstrates
the validity and accuracy of the proposed method.
To highlight the value of the proposed hybrid method, we
assume that the change of x′d of Generator 1 is undetected.
4Therefore the Jacobian matrix (∂Pe
∂δ˜
)coi after the contingency
is regarded to be the same as shown in (19). In contrast, the
proposed hybrid method gives:
C
δ˜δ˜
= 10−4 ×
[
0.139 −0.108
−0.108 0.495
]
Cω˜ω˜ = 10
−3 ×
[
0.113 −0.024
−0.024 0.658
]
(
∂Pe
∂δ˜
)⋆coi =
[
5.853 0.976
3.524 5.289
]
(22)
where the overline denotes the values after the contingency.
The actual (∂Pe
∂δ˜
)coi for the deterministic model without
stochastic perturbations is the constant matrix as below:
(
∂Pe
∂δ˜
)coi =
[
5.943 0.949
3.897 5.191
]
(23)
By comparing the distances between (∂Pe
∂δ˜
)coi and the
estimated matrixes, we have:
‖(∂Pe
∂δ˜
)coi − (
∂Pe
∂δ˜
)⋆coi‖F
‖(∂Pe
∂δ˜
)coi‖F
= 4.48% (24)
‖(∂Pe
∂δ˜
)coi − (
∂Pe
∂δ˜
)coi‖F
‖(∂Pe
∂δ˜
)coi‖F
= 27.07% (25)
which clearly demonstrate that the proposed hybrid method
provides more accurate estimation for the Jacobian matrix after
the contingency, because its performance is not affected by the
change of network topology and parameter values.
From this example, some important insights can be ob-
tained. The proposed method is able to provide accurate
estimation for the system dynamic state Jacobian matrix by
exploiting the statistical properties of the stochastic system. In
addition, the performance of the proposed method outstands
under imprecise knowledge or undetectable change of network
topology and parameter values.
The state matrix A that can be readily constructed from
the Jacobian matrix (∂Pe
∂δ˜
)coi provides uttermost important
information on system conditions and dynamics that can
be utilized in various ways. Firstly, the state matrix plays
vital role in small signal stability analysis by estimating the
oscillation frequency, mode shape and damping. In particular,
the participation factor of the excited mode can be extracted,
which measures the relative participation of the state variables,
and thus facilitates locating oscillation source and designing
countermeasures [12]. Secondly, the critical eigenvalue of
the state matrix can be used as a measure of proximity to
instability as discussed in extensive literature (e.g. [18]- [20]).
More importantly, the eigenvectors of the critical eigenvalue
provide valuable information on the nature of the bifurcation,
the response of the system and the control design [20].
III. APPLICATIONS
In this section, we describe two applications of the estimated
Jacobian matrix and state matrix in online oscillation analysis
and online stability monitoring and control respectively. In
addition, we show that the equation (10) can be used to
approximate the damping of generators in model validation.
A. Online Oscillation Analysis and Control
We firstly show that the estimated state matrix by the
proposed hybrid method can provide valuable information
facilitating online power system oscillation analysis. Once
the system state matrix is available, the oscillation frequency,
mode shape and damping ratio can be immediately extracted.
More importantly, the left eigenvector and the participation
factor of the excited mode can also be calculated, which are not
achievable from other purely measurement-based approaches
yet play an important role in oscillation diagnosis.
A numerical example is given to illustrate the point.
We consider the IEEE 39-bus test system that has 10
generators. The parameter values are available online:
https://github.com/xiaozhew/Dynamic-State-Jacobian-Test-
System. Assuming that the power injection at each generator
experiences Gaussian noise with σ1 = ... = σ10 = 0.01.
At 200s, a contingency occurs such that the system starts
oscillating as shown in Fig. 2. In order to investigate the
oscillation and also diagnose the cause, we plan to utilize
the Jacobian matrix and the state matrix estimated by the
proposed hybrid method.
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(a) Trajectory of δ˜4 on [0s,400s]
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(b) Trajectory of δ˜5 on [0s,400s]
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(c) Trajectory of ω˜4 on [0s,400s]
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(d) Trajectory of ω˜5 on [0s,400s]
Fig. 2: Trajectories of δ˜4, δ˜5 and ω˜4, ω˜5 in the 39-bus system
in COI reference.
By applying (18), we are able to get (∂Pe
∂δ˜
)coi after the con-
tingency based on the measurements δ˜ and ω˜ from the PMUs,
and furthermore construct the state matrix Apost by (16). The
eigenvalues of Apost are calculated and shown in Table I. It is
seen that the complex conjugate pair −0.588± 9.076i have
the lowest damping −0.588 with the oscillation frequency
9.076
2π
= 1.445Hz, which is possibly the excited mode. In
order to verify this, we carry out Prony analysis to the signal
δ˜4 on [220s, 240s] by Prony Toolbox [25] and the results are
presented in Fig. 3. A 19th order model is used and 18 residues
are identified by Prony analysis. It is marked by a red box in
Fig. 3 that there is a frequency component at 1.5 Hz whose
damping is −0.54. The Prony analysis results are aligned with
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Fig. 3: Prony analysis for δ˜4 on [220s, 240s].
the eigenvalue analysis results.
TABLE I: Eigenvalues of Apost
λ1,2 −0.588± 9.076i λ3,4 −1.070 ± 5.769i
λ5,6 −5.000± 8.548i λ7,8 −5.000 ± 8.762i
λ9 −7.354 λ10 −2.457
λ11,12 −4.996± 6.650i λ13,14 −4.999 ± 6.370i
λ15,16 −4.971± 4.302i λ17,18 −4.971 ± 4.860i
In addition, the left eigenvector and thus the participation
factor of the excited mode can be computed, which are not
achievable by Prony analysis and other model-free meth-
ods. In this example, the participation factor for the mode
−0.588 + 9.076i is shown in Table II. It is observed that the
maximum components are 0.436 at state δ˜4 and 0.437 at state
ω˜4, implying that Generator 4 participates the most in this
excited mode.
The actual cause for the oscillation is as follows. At 200s,
some contingencies occur inside Generator 4 and 5 (e.g. faults
within their control loops) such that the equivalent damping
of Generator 4 decreases by 9 times and that of Generator 5
decreases by 4 times. The sudden decreasing of damping leads
to the excitation of electromechanical oscillations, and both
state variables of Generator 4 and 5 start oscillating. However,
without detailed eigenvalue analysis, it can be hardly identified
that Generator 4 takes the most responsibility in this excited
oscillation mode, the fault inside which needs to be fixed in
order to suppress the oscillation.
This example shows that the proposed hybrid method en-
ables eigenvalue analysis for power system oscillations without
detailed knowledge on network parameters. The analysis can
provide comprehensive information with respect to the oscil-
lation in near real-time, making the online oscillation analysis
accurate and effective. In particular, the proposed method can
TABLE II: Participation Factor of −0.588 + 9.076i
δ˜1 δ˜2 δ˜3 δ˜4 δ˜5
3.22e-04 1.48e-04 1.04e-03 4.36e-01 5.96e-02
δ˜6 δ˜7 δ˜8 δ˜9
1.84e-03 7.48e-04 2.39e-04 5.47e-04
ω˜1 ω˜2 ω˜3 ω˜4 ω˜5
2.24e-04 1.03e-04 7.21e-04 4.37e-01 5.90e-02
ω˜6 ω˜7 ω˜8 ω˜9
1.28e-03 5.20e-04 1.66e-04 3.81e-04
provide participation factor which is unobtainable from other
model-free approaches yet is of great significance in oscillation
diagnosis and control.
B. Online Stability Monitoring and Control
Another application of the estimated state matrix is to use
its critical eigenvalue as a measure of proximity to instability.
More importantly, the eigenvectors of the critical eigenvalue
carries significant information on the behavior of the systems
and the emergency control actions. A numerical example is
given to illustrate this application.
We also consider the IEEE 39-bus 10-generator system, the
parameter values of which are the same as the last example.
We assume that the variation of power injection at each
machine is Gaussian with σ1 = ... = σ10 = 0.01. At 300.01s,
a contingency occurs inside Generator 1 such that its transient
reactance x′d changes from 0.031 p.u. to 0.4311 p.u., as a
result, the system has been pushed considerably close to its
stability boundary. However, one can hardly assess the degree
of stability of the system directly from the trajectories of the
state variables shown in Fig. 4.
By applying the proposed hybrid method, we are able to
construct the state matrix Apost after the contingency from the
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(a) Trajectories of δ˜1-δ˜5 on [0s,600s]
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(c) Trajectory of ω˜1 on [0s,600s]
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(d) Trajectory of ω˜2 on [0s,600s]
Fig. 4: The trajectories of some state variables in the 39-bus
system in COI reference before and after the contingency.
PMU measurements δ˜ and ω˜. In particular, the critical eigen-
value ofApost is -0.026, indicating that the system is fairly
close to the saddle node bifurcation point, i.e., its stability
boundary, due to the contingency. To verify this, we aggravate
the contingency slightly by increasing x′d of Generator 1 from
0.4311 p.u. to 0.4312 p.u., and the trajectories of δ˜1-δ˜5 are
shown in Fig. 5 which clearly demonstrates that the system
loses its stability.
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Fig. 5: Trajectories of δ˜1-δ˜5 when the system loses the stability.
We further compute the right eigenvector corresponding to
the critical eigenvalue -0.026 that identifies which machines
are most likely to lose synchronism due to the bifurcation
[20] [26]. The normalized right eigenvector of the critical
eigenvalue is shown in Table III, implying that Generator
1 is going to lose synchronism, which exactly matches the
simulation result in Fig. 5.
In addition to the right eigenvector, the left eigenvector of
the critical eigenvalue provides essential information on the
emergency control design. In particular, the left eigenvector in
the state space is related to the normal vector to the bifurcation
surface in parameter space [20] [27] [28]. For instance, we
TABLE III: The Normalized Right Eigenvector of -0.026
δ˜1 δ˜2 δ˜3 δ˜4 δ˜5
0.9991 -0.0232 -0.0172 -0.0077 -0.0059
δ˜6 δ˜7 δ˜8 δ˜9
-0.0076 -0.0098 -0.0046 0.0019
ω˜1 ω˜2 ω˜3 ω˜4 ω˜5
-0.0256 0.0006 0.0004 0.0002 0.0002
ω˜6 ω˜7 ω˜8 ω˜9
0.0002 0.0003 0.0001 -0.00004
want to re-dispatch the generators in order to push the system
back to the secure region once we realize that the system has
been pushed extremely close to its stability boundary.
The power system model (3)-(4) can be represented as:
x˙ = h(x,Pm) (26)
where x = [δ,ω]T , and regard Pm as parameters. The saddle
node bifurcation surface Ξ in parameter space Pm ∈ Rn is
the set of Pm that yields a saddle node bifurcation of (26).
Near the bifurcation surface, we have:
∂h
∂x
dx+
∂h
∂Pm
dPm = 0 (27)
Premultiplying by wT , where w is the left eigenvector corre-
sponding to the zero eigenvalue of ∂h
∂x
, we obtain:
wT
∂h
∂x
dx+wT
∂h
∂Pm
dPm = w
T ∂h
∂Pm
dPm = 0 (28)
Specifically, n = ( ∂h
∂Pm
)Tw such that nTdPm = 0. n is
orthogonal to any small dPm lying on Ξ, and is thus the
normal vector of Ξ at the point considered as illustrated in
Fig. 6.
Fig. 6: An illustration of the normal vector n in the parameter
space.
In this case, the unit normal vector at the bifurcation point
on the surface is shown in Table IV. In order to push the
system back to its stability margin, let Pm move towards the
direction −n for one unit, and make the Generator 9 pick
up the resulting decreasing power 0.9766 p.u., as it is the
least sensitive component in this unstable mode. Suppose this
emergency generation re-dispatch takes place at 600s, then
the system trajectories are shown in Fig. 7, from which it is
seen that the operation point moves towards the safe region.
Additionally, the critical eigenvalue of the state matrix is also
computed to further judge the effectiveness of the control.
It is shown that the critical eigenvalue changes from -0.026
7to -1.131 owing to the control action, demonstrating that the
generation re-dispatch has effectively moved the system back
to its stability region.
TABLE IV: The Unit Normal Vector of -0.026
Pm1 Pm2 Pm3 Pm4 Pm5
0.9995 -0.0080 -0.0087 -0.0063 0.0104
Pm6 Pm7 Pm8 Pm9
0.0138 -0.0200 -0.0060 0.0018
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(a) Trajectories of δ˜1-δ˜5 on [0s,900s]
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(b) Trajectory of δ˜2 on [0s,900s]
Fig. 7: The trajectories of some state variables in the 39-bus
system before and after the contingency as well as after the
generation re-dispatch.
This example illustrates one of the important applications
of the state matrix that is achievable by the proposed method.
Firstly, the critical eigenvalue of the estimated A is a good
measure of proximity to instability for a system, the accuracy
of which has been well demonstrated by the simulation results.
More than a simple stability indicator, the eigenvectors of
the critical eigenvalue are able to provide comprehensive and
valuable information on the response of the system after the
bifurcation and the means of emergency control. Simulation
results show that the emergency generation re-dispatch de-
signed based on the left eigenvector can effectively move the
system back to its stability region. As the hybrid model and
measurement-based method can acquire the state matrix in
near real-time, we believe that it can play an important role and
provide significant information for online stability monitoring
and control.
C. Model Validation
Since models are the foundation of most power system stud-
ies, power system model validation is an essential procedure
for maintaining system security and reliability, which should
be done periodically [29] [30]. Dynamic equivalencing, that is,
obtaining a reduced-order power system model to capture the
relevant dynamics, has been an active research area to reduce
the computational effort of dynamic security assessment. In
particular, the classical aggregation method has been widely
implemented in practice. By this method, the equivalenced
generator is formed using a classical representation [31]. In
this part, we will show that the derived relation (10) can help
estimate the equivalent damping D for generators.
We consider the IEEE 39-bus test system, the
parameter values of which are available online:
https://github.com/xiaozhew/Dynamic-State-Jacobian-Test-
System. In order to approximate D, we add a Gaussian
noise to the power injection at each generator with
σ1 = ... = σ10 = 0.01. Trajectories of some state
variables on the time scale [0s 500s] are shown in Fig. 8.
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(a) Trajectory of δ˜1 on [0s,500s]
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(b) Trajectory of ω˜1 on [250s,400s]
Fig. 8: The trajectories of some state variables in the 39-bus
system in COI reference.
Suppose we know M , and is able to calculate Cωω from
the PMU measurements over the 500s, then by the relation
(10), we have:
D =
1
2
Σ2M−1C−1ωω (29)
The actual damping and the estimated damping by the
proposed method is shown in Table V. It can be found that
the proposed method can estimate the damping for generators
in reasonably good accuracy.
TABLE V: The comparison between the actual and estimated
damping
actual damping estimated damping error
22.28 21.52 3.41%
16.07 15.18 5.54%
18.99 17.86 5.95%
15.17 14.35 5.34%
13.79 13.49 2.18%
18.46 17.52 5.09%
14.01 13.10 6.50%
12.89 12.04 6.59%
18.30 17.54 4.15%
26.53 25.06 5.54%
IV. CONCLUSIONS AND PERSPECTIVES
In this paper, we have proposed a hybrid measurement and
model-based method for estimating dynamic state Jacobian
matrix in near real-time. The proposed hybrid method works
as a grey box bridging the measurement and the model, and
is able to provide fairly accurate estimation without being
affected by the variation of network topology. The estimated
Jacobian matrix has various applications including online os-
cillation analysis, stability monitoring and emergency control.
A side-product of the method also provides an alternative way
to estimate damping for the generators in model validation.
In the future, we plan to explore other applications of the
estimated Jacobian matrix in power system operation such as
congestion relief, economic dispatch and preventive control
design. Further investigations of the method on higher-order
generator models and detailed load models are expected.
8APPENDIX A
VALIDATION ON HIGHER ORDER MODEL
In this paper, we focus on ambient oscillations around stable
steady state, where classical generator model can reasonably
represent the system dynamics. Nevertheless, it can be shown
that applying higher-order generator model is equivalent to
adding additional terms to the estimation which are usually to
be small, and thus do not make a big difference.
Let us consider the generic third-order generator model:
δ˙ = ω (30)
Mω˙ = Pm − Pe −Dω +Σξ (31)
z˙ = f(δ, z) (32)
then the estimated Jacobian matrix can be represented as an
expansion of power series in Cδz:
(
∂Pe
∂δ
)⋆ = MCωωC
−1
δδ −
1
2
CωzCδz(CδδC
2
ωz − CδδCωωCzz)
−1
+O(C2δz) (33)
where Cδz is typically to be small. Hence, higher-order terms
can be neglected and the estimation (∂Pe
∂δ
)⋆ = MCωωC
−1
δδ is
still fairly accurate.
For numerical illustration, we consider the 9-bus 3-generator
test system. Simulation was done in PSAT-2.1.8 [32]. All
the generators are third-order models, each of which is also
controlled by automatic voltage regulator. Suppose Cδδ and
Cωω can be obtained from the 100s PMUs measurements,
then the estimated dynamic state Jacobian matrix is:
(
∂Pe
∂δ
)⋆ =
[
2.127 −0.750
−0.861 1.736
]
(34)
and the Jacobian matrix of the deterministic model is:
(
∂Pe
∂δ
) =
[
2.150 −0.697
−0.708 1.666
]
(35)
Thus the estimation error is :
‖(∂Pe
∂δ˜
)⋆ − (∂Pe
∂δ˜
)‖F
‖(∂Pe
∂δ˜
)‖F
= 6.13% (36)
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