Constructing Delay Attractors and Non-delay Attractors by Embedding Theory
Consider an n-dimensional dynamical system with n state variables x 1 , x 2 , . . . , x n , and the output time series is x(t) = x 1 (t), x 2 (t), . . . , x n (t) T ∈ R n with m time points x(t j ), j = 1, 2, . . . , m, sampled from the system's attractor A, where t j = t 1 +(j −1)τ, j = 1, 2, . . . , m and τ is the sampling interval. The delay embedding method indicates that starting from one variable x k , it is possible to reconstruct the attractor using delay coordinates y(t) = y 1 (t), y 2 (t), . . . , y L (t)
T ∈ R L by setting each component as y 1 (t) = x k (t), y 2 (t) = x k (t + τ ), . . . , y L (t) = x k (t + (L − 1)τ ) where L is the dimension of the reconstructed system. Then from the Takens embedding theorem and the generalized embedding theorems for fractal attractors [1, 2] , there is an embedding map from each compact subset of a smooth manifold contained in A to the set M reconstructed by y(t), as long as L is large enough, i.e., L > 2d where d is the box counting dimension of the attractor. The reconstructed system or set M is called a delay attractor.
On the other hand, the generalized embedding method implies that starting from appropriately selected tuple l = (i 1 , i 2 , . . . , i L ) with L variables x i1 , x i2 , . . . , x i L , it is also possible to reconstruct the original system using coordinates z l (t) = x i1 (t), x i2 (t), . . . ,
in the sense that there is an embedding map from each compact subset of a smooth manifold contained in A to the set N reconstructed by z l (t) [2, 3] . The reconstructed set N is called a non-delay attractor.
Mapping for Predictor
Due to the topological consensus to the original attractor, there is a one-to-one smooth map Ψ l mapping from a non-delay attractor N to a delay attractor M. Explicitly, one has y(t) = Ψ l z l (t) , where the second component of the map has the form x k (t+τ ) = ψ l x i1 (t), x i2 (t), . . . , x i L (t) where τ is the sampling time interval, as shown in Fig. S1 (a). Thus, in the generic situation, from the measured time series data of x i1 (t), x i2 (t), . . . , x iL (t) , ψ l could be used as a predictor to make one-step forward prediction for x k (t), i.e., x l k (t * + τ ) = ψ l x i1 (t * ), x i2 (t * ), . . . , x iL (t * )
for the time instance t * + τ beyond the maximal time instance of the given data. For each embedding, given the selected tuple l = (i 1 , i 2 , . . . , i L ), the time series data of L variables x i1 (t), x i2 (t), . . . , x i L (t), and the target variable x k (t) sampled at t = t 1 , t 2 , . . . , t m , the predictor problem is to obtain a predictor or mapping ψ l so as to minimize x k (t + τ ) − ψ l x i1 (t), x i2 (t), . . . , x i L (t) over the sampled data, and such a predictor can make one-step prediction for the future values of x k . Here, x is an appropriate norm of x.
Considering here that L is much lower than the dimension n of the whole system, such a problem falls into a usual fitting problem. Thus generally any existing method can be applied to obtain the predictor, e.g., regression methods [4] , neural network methods [5] , or empirical data based methods [6] . When the mapping Ψ l is approximated as a linear mapping, one can further obtain the mapping in the form of linear equations, as shown in Fig. S1(b) . For general nonlinear situations, in this work, we use the Gaussian Process Regression (GPR) method [7] to obtain the predictor or mapping, which not only considers the fitting problem but also takes noise into consideration and provides the confident interval for the predicted value.
Intuitively, each mapping of RDE can be viewed to translate the association or interaction information among L variables into the dynamics of each target variable x k (t), so as to compensate the lack of the short m time points, which is actually equivalent to the prediction of the target variable.
Probability Distribution of the Embedding Prediction
In the generic noise-free situation, the predictor ψ l constructed by each non-delay attractor can be effective to make one-step forward prediction of the target variable.
Though the majority of the L-variable combinations (i 1 , i 2 , . . . , i L ) are in the generic situations, there are still non-generic situations, e.g., the L variables are strongly correlated or degenerated and cannot represent the dynamics of the whole system, which is further illustrated in the linear benchmark model section. In the nongeneric situations, the predictor will fail to make prediction and yield a large fitting error.
Moreover, noise cannot be neglected in real systems, and thus by the embedding theory for stochastic systems [8, 9] , the predictor constructed by each embedding should be further written in the form of y(t) = Ψ l ω z l (t) where ω is a random variable drawn from some appropriate space N . For any fitting method, there will be also fitting errors due to the limited length of the data and thus it comes tox
is the predicted value by the fitted predictor ψ l and η l is the fitting error. The simpler form can be further given asx
where δ l is the prediction error. From the above analysis, the prediction error δ l can be categorized into two situations: for the non-generic situations, δ l is significantly large, and for the generic situations, δ l is a random variable obeying some kind of distribution, as shown in Fig. S2 .
Theoretically, for a large n and much smaller L, there are in total q = n L different embeddings or mappings from those q non-delay attractors to the delay attractor. Thus, we can have q predicted values of the target variable, and those q predicted values form a probability distribution of the target variable at each time instant. However, such q drastically increases with n as the system becomes more complex, making the computation intractable. In this work, rather than all of the variable combinations, we use random samples or random embeddings to approximate the probability distribution and get an accurate and robust prediction. Therefore random embeddings take advantage of complex information in a high-dimensional system.
, where the time t m + τ is beyond the maximal time of the given data and E[·] represents an estimation based on the available probability information of the random variablex With the one-step prediction described above, there are two extension ways for realizing multi-step prediction.
Multi-step Prediction: Predicting All Variables Using One-step Predictors Iteratively
A straightforward way is first to have one-step prediction for each component of x(t) = x 1 (t), x 2 (t), . . . , x n (t) based on the available data from the time horizon , which consequently realizes two-step prediction. Prediction of more steps could be conducted analogously and inductively. It is noted here when the aggregation scheme is used, to reduce the computational cost, one could choose the best tuples during the first one-step prediction and repeatedly use such tuples for further prediction.
Along this way, multi-step (up to 30-step) prediction was accurately realized for all the components simultaneously in the coupled Lorenz system of 90 dimensions, as shown by 
Multi-step Prediction: Predicting One Target Variable Using Multi-step Predictors
The second way for realizing multi-prediction is to use different components of Ψ l to only one target variable x k . Specifically, after the one-step predictionx k (t m+1 ) is obtained by using the second components of multiple random embedding maps Ψ l where l = (i 1 , i 2 , . . . , i L ) in Fig. S1(a) , the third component of each Ψ l could be further trained as a two-step predictor to form the distribution for predicting x k (t m+2 ), as shown in Fig. S1(a) .
In particular, such a procedure can be further given in the form of linear equations when Ψ l is approximated as a linear mapping, as shown in Fig. S1(b) . In this figure, the shaded variables are all unknown, e.g., the variables in the left-hand-side of Fig. S1(b) are all the elements a lij of the linear mapping, while x k (t m+1 ), . . . , x k (t L+m−1 ) in the right-hand-side of Fig. S1(b) are the future values. All the other elements of x k on the right-hand-side, and all the elements of x i on the left-hand-side are available from the observed data. Theoretically, since m is generally larger than L, solving the linear equations in Fig. S1 (b) in the least square sense will yield multi-step predictors for the future values x k (t m+1 ), . . . , x k (t L+m−1 ) and for all the elements a lij as well.
Along the second proposed way, one-hour (60 minutes) prediction was realized for the wind data, as shown by Fig. 6 (b) in the main text. Here, one-hour prediction is 6-steps ahead because the sampling time is 10 minutes. Note that only the underlined wind speed was selected as the target variable.
Choice between the Expectation Scheme and the Aggregation Scheme
Skewness is a measure of the asymmetry of a distribution. Zero skewness implies a perfectly symmetric distribution, e.g., a normal distribution, while large bias from zero indicates an asymmetric distribution. In this work, we adopt the definition of skewness S using the third standardized moment of a random variable X in the form of
where µ is the mean of X, σ is the standard deviation of X, and E(·) represents the expectation of the random variable.
To test the effectiveness of using skewness in advance to decide which scheme is more suitable to be adopted in the RDE framework, we consider the linear benchmark system in Eq.(S1). Based on 100 independent test with each test using RDE to make one-step prediction for x 1 under added white noise with SNR=10, we divide the results into two groups. In one group the skewness of the distribution of the predicted values obtained from random embeddings is less than 0.6 while the remaining tests constitute the second group. For each test, we use both expectation and aggregation schemes to calculate the predicted values and the boxplots of the final prediction errors for both groups are shown in Fig. S4 . It is clearly shown that when skewness is limited to less than 0.6, both expectation and aggregation works quite good. For the group of large skewness, the expectation scheme gives significantly larger prediction errors compared to the aggregation scheme, while the aggregation scheme performs almost the same as in the small skewness group. Therefore, it validates the conclusion that the skewness could reflect the property of the distribution and indicates the choice of which scheme to be adopted in the RDE framework. For small skewness, the expectation scheme could work well and less computational cost is needed. While for large skewness, the aggregation scheme will perform better, with the price of higher computational cost due to the leave one out test to calculate and rank fitting errors for each random embedding.
Parameters

Number of Random Embeddings
In real applications to high-dimensional data, it is neither necessary nor practical to evaluate all the candidate embeddings. For the expectation scheme, the confidence interval of the estimated expectation from samplings shrinks as the number of sampling increases. Particularly, if the distribution is normal, i.e., X ∼ N (µ, σ 2 ), the 1 − α confidence interval of the estimated expectation could be analytically estimated using student t-distribution [11] in the form
whereX is the sampling mean, S 2 is the sampling variance, and n is the sampling number. Thus, to estimate the expectation, we will not evaluate all the possible candidate embeddings, instead we choose the sampling number n so that the length of the confidence interval is less than a threshold.
For the aggregation scheme, we observe that as the number of random embeddings increases, the best insample fitting error will converge exponentially, as shown in Fig. S5 . Thus, we sample random embeddings with replacement and use the in-sample test to score candidate embeddings consequently. We choose the value at elbow of the convergence curve as the number of random embeddings for each data set in this paper.
It is clear that with the above strategies the computation cost is not too high for even a large number of possible candidate embeddings.
Embedding Dimension
How to determine the embedding dimension L and positive delay τ is an important topic in the state space reconstruction process, and several criteria have been proposed to the time series [6] . In this paper, we use false nearest neighbor (FNN) criterion to determine the embedding dimension [10] , and due to the short length of the time series, we simply choose delay τ as one lag in the time series.
Here we stress that when applied to very short-term data, FNN may not yield the optimal embedding dimension. This is mainly due to the fact that FNN also depends on finding nearest neighbors. However, we find that even if the embedding dimension L determined by FNN is not optimal, the result will not be significantly influenced. Actually, the condition L > 2d for delayed embedding reconstruction is required so that the map is one to one. Here L is the dimension of the reconstructed attractor and d is the box-counting dimension of the original attractor. This condition is used to make sure there is no self-intersection on the reconstructed attractor, which is sufficient but not necessary. Moreover, even when this rule is not satisfied, the map can still be guaranteed to be an embedding outside a subset A of dimension at most 2d − L (see Theorem 2.10 in [2] ). Then notice the fact that the measured points are effectively sparse over the reconstructed attractor (due to the short-term property), the probability that one measured point locates in the subset A is very small (e.g., located on an n 1 -dimensional subset in a n 2 -dimensional space where n 1 << n 2 ).
On the other hand, practical time series always have length limitation, and therefore the tests like FNN will not always work. Thus, in many works, particularly when applied to real data, low embedding dimensions are always preferred.
Lower Bound of Time Series Length
In the RDE framework, only low-dimensional predictors are fitted for each embedding. Thus the theoretical lower bound for the length of the time series data could be estimated by the training algorithm for low-dimensional predictors. Particularly, if the predictor is in the linear or polynomial form, the least number of time points could be exactly provided. However, in practice, more data than the theoretical lower bound is usually required since noise is inevitable.
Data Set Details
In this section, the details of all the data sets are provided, and the key parameters are summarized in Table S1 .
Linear Benchmark Model Illustration
We consider a toy model as a benchmark to illustrate the basic idea and mechanism of the proposed RDE framework. For simplicity, we consider a 10-D (dimensional) oscillator in the following form:
,
which has an attractive periodical orbit expressed as 
and this orbit is the system's attractor in 10-D state space with box counting dimension d = 1.
According to Eq.(S2), it is clear that, restricted to this attractor, there is an embedding map Φ between x = (x 1 , x 2 , . . . , x 10 ) and (x 1 , x 2 ). As a matter of fact, such embedding map Φ is in a linear form and can be explicitly expressed by 
. .
where
Therefore, (x 1 , x 2 ) is a 2-D embedding of the 10-D system, i.e., the dynamics of the original system can be reconstructed by the dynamics of x 1 and x 2 . Moreover, according to the embedding map (S3), it is easy to see that for any randomly picked 2 components x i and x j of x, there is a relation
where the transformation matrix A ij is formed by the ith and jth row of A, or explicitly,
Therefore, as long as the transformation matrix A ij is of full rank, (
Thus, when A ij is of full rank, the system can be also reconstructed by x i , x j , and (x i , x j ) is also a 2-D embedding of the original system, which coincides with the general embedding theory that generically there is an embedding map between (x i , x j ) and x. It is noted here, though the majority of the variable combinations (x i , x j ) are in the generic situations, there are still non-generic situations, e.g.,
since such transformation is degenerated and thus (x 1 , x 4 ) is not an effective embedding of the original system, i.e., the dynamics of the original system cannot be reconstructed by the dynamics of (x 1 , x 4 ). On the other hand, for each x k , k = 1, 2, . . . , 10, a delayed embedding can be constructed as (x k (t), x k (t + τ )) and the homeomorphism mapping Ψ k between the non-delayed embedding and the delayed embedding can be explicitly expressed as
according to Eq. (S2) and Eq. (S3), it is straight forward to see that the mapping is linear such that
for each k = 1, 2, . . . , 10. Here, taking x 3 as an example yields
which implies the dynamics of x 3 can be predicted by the dynamics of (x 1 , x 2 ) and thus a linear predictor ψ can be fitted. Moreover, such relation in Eq. (S8) is also true for any generic embeddings (x i , x j ), i.e., for each generic embedding (x i , x j ) there is a predictor. However, such relation does not hold for degenerated situations, and thus for non-generic situations, there is no predictor can be obtained. Figure S2 (a) shows that when there is no noise, x(t + τ ) can be predicted by most randomly picked variable combinations, i.e, the distribution of the prediction error shows a delta-function-like form at the zero error, leaving small probability of large errors when the degenerated combinations are picked, which verifies the above theoretical analysis.
In practical applications, noise is inevitable. Therefore, it is of great importance to consider the system reconstruction method under noise deterioration. We simply add white noise on the observed data from system (S1) with different noise levels. The error distributions are shown in Figs. S2(b)-(c) respectively, where 100 independent tests are carried out and shown together. Clearly, as noise strength increases, the distribution of prediction errors is no longer concentrated on zero but dispersed. To understand this, we simply consider two combinations of the variables, i.e., [x 1 , x 2 ] and [x 6 , x 8 ]. Although both combinations can be used to reconstruct the system, i.e., the transform matrixes A 12 and A 68 are both of full rank, the transform matrix A 68 is ill-conditioned while A 12 is not, and thus A −1 68 will enlarge the noise as well as the prediction error. Therefore, as noise strength increases, some variable combinations will yield larger errors while some still work well, and thus the prediction error shows a distribution, just as shown by Fig. 2 in the main text.
The above toy model illustrates that in order to reconstruct the system dynamics, though theoretically one can use any generic variable combinations, practically one has to consider the distribution to get prediction as accurate as possible.
In Fig. 4(a) of the main text, 10 successive one-step prediction for x 7 are made using the RDE framework. Here, the training set includes 10 time points for all the 10 components and white noise with strength of 0.05 is added. For each one-step prediction, the prediction distribution is based on 100 random 2-components embeddings. The final one-step prediction is made using the expectation of such a distribution. Here, the basis function in the Gaussian Process is chosen as a linear form.
Coupled Lorenz System
To test the method for high-dimensional nonlinear systems, the coupled Lorenz system is used as a benchmark example. The ith (i = 1, 2, . . . , N ) coupled subsystem is given bẏ
where the parameters are set to typical values, i.e., σ = 10, ρ = 28, β = random embeddings with each embedding using 6 randomly picked components are used. The in-sample score is based on a leave one out (LOO) test on the training data set. The predictor for each embedding is constructed using quadratic basis in Gaussian Process.
Using the aggregation scheme, we make up to 30-step forward prediction for each variable serially [the i-step prediction at time t + iτ is based on the value of prediction made previously at time (t + (i − 1)τ ) iteratively , and the predicted results are shown in Fig. 5(a) in the main text] . It can be clearly seen that from a training set of 50 length, we can predict 30 more points for every variable and the precision is very high. As a matter of fact, with RDE framework, the 90 dimensional dynamical system can be successfully predicted based on only 50 measured points for short-term prediction. For the long-term prediction, due to the instability of the chaotic property, the prediction error diverges exponentially, as shown in Fig. S3. 
Spatio-Temporal Reaction System
We consider an ideal storage cellular automaton model (ISCAM) which is used to describe hetero-catalytic processes at metal surfaces and can generate many interesting spatio-temporal patterns, in particular spiral waves.
The model is defined on the regular grids on the 2-dimensional space, and the dynamics of each cell on each grid is governed by the discrete map:
where S i (t), R i (t) are two state variables for the i-th cell, f (x) denotes a monotonously increasing map, e.g., f (x) = 1 1+e −5x +Cr , and Cs, Cr are constant valued parameters. R i is a weighted average of the cell's own current R value and the average of its eight surrounding cell's R values, i.e.,
where R i is the current R value of cell i, N i is the eight-cell (Moore) neighborhood of cell i, and p ∈ [0, 1] is a parameter that determine the amount of diffusion. In this paper, the parameters are chosen as Cs = 0.5, Cr = 2.5, p = 0.565 and we consider 200 × 200 grids. The spiral pattern is formed after the transient dynamics, as shown in Fig. S6 . A 20 × 20 part of this model is selected as the data used in the main text. A sequence of 100 time points are sampled as training data for the 800 state variables and the RDE framework is carried out on this data set using expectation scheme based on 1000 random embeddings for each one-step forward prediction of each variable. The embedding dimension is chosen as 9 uniformly for each embedding.
Gene Data
The microarray data we used is an expression profiling study of both miRNA and mRNA in mouse liver, containing 46628 probes, with each probe or gene measured every 4 hours over 48 hours [12] . We randomly select 5 probes among 46628 probes, and use the RDE framework with aggregation scheme to make one-step prediction in a leaveone-out way. In this work, we use radial basis functions to fit predictor, and the number of random embeddings is 10000 with each embedding containing 10 variables.
Hong Kong Data Set
The Hong Kong pollution and disease admission data set is composed of the time series of the air pollutants and disease admissions data in Hong Kong from 1994-1997 [13, 14] . In this data set, daily concentrations of nitrogen dioxide (NO2, in µg m ) were obtained from air monitoring stations in Hong Kong from 1994 to 1997. Moreover, mean daily temperature (Temp, in Celsius degree o C) and relative humidity (Hum, in percentage %) were also measured. Meanwhile, the cardiovascular disease admissions (Cardio) were recorded daily from major hospitals in Hong Kong, which reflected the risk level of the disease. The raw data is shown in Fig. S7 .
To avoid the jumping effect of additional hospital beds in 1995, we choose the time-series of 200 days from April 1996 to October 1996 as training data. The aim is to make one day prediction for the disease admissions based on the real data. It is generally believed that the cardiovascular disease admission is a complex result of various air pollutants as well as the weather conditions. However, which pollutants are the major causal facts, to what extent and in what way the disease admission relies on the weather conditions are unknown and are still attracting topics in both data oriented and experiments oriented research [15] . Moreover, the effect of each single factor on the disease admission may be not instant but delayed due to the disease mechanism. Therefore, in order to make prediction for the cardiovascular disease admissions at time t, it is reasonable to model this complicated system as a high-dimensional dynamical system including all the possible factors as well as their past plus a dummy vector to model the day-of-the-week effect, i.e.,
where C(t) represents the cardiovascular disease admissions at time t. Here F is an unknown function and n t = [n(t), n(t − 1), . . . , n(t − 6)] is a vector representing one week data of NO2 levels, which contains NO2 levels from time t − 6 to time t. Analogously, s t , r t , o t , T t , and h t represent the vector of one week delayed data for SO2, Rspar, O3, Temp, and Hum respectively. A dummy vector w t = [w 1 (t), w 2 (t), . . . , w 6 (t)] is also included in the model, where w 1 (t), w 2 (t), . . . , w 6 (t) are 6 dummy variables and w k (t) = 1 if t is the k-th day of a week; 0 otherwise [16] . Thus, in total, it is a 48-dimensional system, and without the RDE framework, it is difficult to make prediction based on only 200 observations. We make such one-day forward prediction for a period of 420 days from Nov. 1st, 1996. The correlation between the predicted values and the original values reaches 0.74, and the predicted trend of the disease risk fits well with the true trend.
Here it is stressed that for such real data and model, the information of the model can be helpful for choosing dimension. Due to the fact that there are 6 factors, when making random embeddings, it is reasonable to pick up one dimension from each 7-dimensional factor vector respectively. Therefore, each random embedding includes 6 dimensions out of 42 dimensions in total, while leaving the dummy vector unchanged. In this paper, 1000 random embeddings are used in the RDE framework, the basis function is chosen to be quadratic, and the expectation scheme is adopted.
Wind Data
We consider the wind speed data set, which contains wind speed (in m/s) time series sampled every δt = 10 minutes between 2010 and 2012 from 5 stations around Tokyo Capital Region, as shown in Fig. S8 . We choose one station near Tokyo, and the aim is to make short-term prediction for the wind speed at that station. Firstly, since the interactions between atmosphere systems will take time, we consider 6 different delays, i.e., τ = 0, 1, 2, 3, 4, 5 hours for each measured time-series and treat each delayed variable as independent factors. Then it is observed that the atmosphere system is more related in a geometrically local area, thus the wind system can be modeled by
where x j (t), j = 1, 2, . . . , 5 represents the wind speed at time t measured at the ith station and x jt = [x j (t), x j (t− τ ), . . . , x j (t − 5τ )], j = 1, 2, . . . , 5 are the delayed vectors. In this paper, 1000 random embeddings are used for the RDE framework with each embedding including 5 variables, and the basis function is chosen to be linear and the expectation scheme is adopted. The training set contains 450 time points, and the one-hour (6-step) prediction is made for the next 120 hours, which shows irregular dynamics. The correlation between the predicted series and the original series reaches 0.9. Table S1 : Parameters details for each data set. The computational complexity is measured by the order of times of predictor training for each variable's one-step prediction.
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