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DIOPHANTINE APPROXIMATION AND THE GEOMETRY OF LIMIT SETS IN
GROMOV HYPERBOLIC METRIC SPACES
LIOR FISHMAN, DAVID SIMMONS, AND MARIUSZ URBAN´SKI
Abstract. In this paper, we provide a complete theory of Diophantine approximation in the limit set
of a group acting on a Gromov hyperbolic metric space. This summarizes and completes a long line of
results by many authors, from Patterson’s classic ’76 paper to more recent results of Hersonsky and Paulin
(’02, ’04, ’07). Concrete examples of situations we consider which have not been considered before include
geometrically infinite Kleinian groups, geometrically finite Kleinian groups where the approximating point
is not a fixed point of any element of the group, and groups acting on infinite-dimensional hyperbolic space.
Moreover, in addition to providing much greater generality than any prior work of which we are aware, our
results also give new insight into the nature of the connection between Diophantine approximation and
the geometry of the limit set within which it takes place. Two results are also contained here which are
purely geometric: a generalization of a theorem of Bishop and Jones (’97) to Gromov hyperbolic metric
spaces, and a proof that the uniformly radial limit set of a group acting on a proper geodesic Gromov
hyperbolic metric space has zero Patterson–Sullivan measure unless the group is quasiconvex-cocompact.
The latter is an application of a Diophantine theorem.
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1. Introduction
Four of the greatest classical theorems of Diophantine approximation are Dirichlet’s theorem on the ap-
proximability of every point with respect to the function 1/q2 (supplemented by Liouville’s result regarding
the optimality of this function), Jarn´ık’s theorem stating that the set of badly approximable numbers has
full dimension in R (which we will henceforth call the Full Dimension Theorem), Khinchin’s theorem on
metric Diophantine approximation, and the theorem of Jarn´ık and Besicovitch regarding the dimension of
certain sets of well approximable numbers. As observed S. J. Patterson [69], these theorems can be put in
the context of Fuchsian groups by noting that the set of rational numbers is simply the orbit of ∞ under
Key words and phrases. Diophantine approximation, Schmidt’s game, hyperbolic geometry, Gromov hyperbolic metric
spaces.
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the Fuchsian group SL2(Z) acting by Mo¨bius transformations on the upper half-plane H
2. In this context,
they admit natural generalizations by considering a different group, a different orbit, or even a different
space. Beginning with Patterson, many authors [6, 27, 50, 69, 79, 80, 82, 90, 91, 92] have considered gen-
eralizations of these theorems to the case of a nonelementary geometrically finite group acting on standard
hyperbolic space X = Hd+1 for some d ∈ N, considering a parabolic fixed point if G has at least one
cusp, and a hyperbolic fixed point otherwise. Moreover, many theorems in the literature concerning the
asymptotic behavior of geodesics in geometrically finite manifolds [2, 3, 23, 35, 63, 64, 81, 84] can be recast
in terms of Diophantine approximation. To date, the most general setup is that of S. D. Hersonsky and
F. Paulin, who generalized Dirichlet and Khinchin’s theorems to the case of pinched Hadamard manifolds
[46, 47] and proved an analogue of Khinchin’s theorem for uniform trees [48]; nevertheless, they still assume
that the group is geometrically finite, and they only approximate by parabolic orbits.1
In this paper we provide a far-reaching generalization of these results to the situation of a strongly
discrete group G of general type acting by isometries on an arbitrary Gromov hyperbolic metric space X
(so that X = Hd+1 is a special case), and we consider the approximation of a point η in the radial limit
set of G by an arbitrary point ξ in the Gromov boundary of X . Thus we are generalizing
• the type of group being considered - we do not assume that G is geometrically finite,
• the space being acted on - we do not even assume that X is proper or geodesic, and
• the point being approximated with - we do not assume that ξ is a parabolic or hyperbolic fixed
point of G.
We note that any one of these generalizations would be new by itself. For example, although the Fuchsian
group SL2(Z) is a geometrically finite group acting on H
2, the approximation of points in its limit set
by an orbit other than the orbit of ∞ has not been considered before; cf. Examples 1.26 and 1.43.
As another example, we remark that losing the properness assumption allows us to consider infinite-
dimensional hyperbolic space as a concrete example of a space for which our theorems have not previously
been proven. There are a large variety of groups acting on infinite-dimensional hyperbolic spaces which
are not reducible in any way to finite-dimensional examples, see e.g. Appendix A.
In addition to generalizing known results, the specific form of our theorems sheds new light on the
interplay between the geometry of a group acting on a hyperbolic metric space and the Diophantine
properties of its limit set. In particular, our formulation of the Jarn´ık–Besicovitch theorem (Theorem 7.1)
provides a clear relation between the density of the limit set around a particular point (measured as the
rate at which the Hausdorff content of the radial limit set shrinks as smaller and smaller neighborhoods
of the point are considered) and the degree to which other points can be approximated by it. Seeing how
this reduces to the known result of R. M. Hill and S. L. Velani [50] is instructive; cf. Theorem 7.33 and
its proof. The same is true for our formulation of Khinchin’s theorem (Theorem 8.1), although to a lesser
extent since we are only able to provide a complete analogue of Khinchin’s theorem in special cases (which
are nevertheless more general than previous results). Although our formulation of the Full Dimension
Theorem (Theorem 5.10) is more or less the same as previous results (we have incorporated the countable
intersection property of winning sets into the statement of the theorem), the geometrically interesting part
here is the proof. It depends on constructing Ahlfors regular subsets of the uniformly radial limit set with
dimension arbitrarily close to the Poincare´ exponent δ (Theorem 5.9); in this way, we also generalize the
seminal theorem of C. J. Bishop and P. W. Jones [10] which states that the radial and uniformly radial
limit sets Λr(G) and Λur(G) each have dimension δ. Theorem 5.9 will appear in a stronger form in [26,
Theorem 1.2.1], whose authors include the second- and third-named authors of this paper.2
Finally, as an application of our generalization of Khinchin’s theorem we show that for any group acting
on a proper geodesic hyperbolic metric space, the uniformly radial limit set has zero Patterson–Sullivan
1Although they do not fall into our framework, let us mention in passing Hersonsky and Paulin’s paper [45], which estimates
the dimension of the set of geodesic rays in a pinched Hadamard manifold X which return exponentially close to a given point
of X infinitely often, and the two papers [4, 53], which generalize Khinchin’s theorem in a somewhat different direction than
us.
2Let us make it clear from the start that although we cite the preprint [26] frequently for additional background, the
results which we quote from [26] are not used in any of our proofs.
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measure if and only if the group is not quasiconvex-cocompact (Proposition 8.18). In the case where
X = Hd+1 and G is geometrically finite, this follows from the well-known ergodicity of the geodesic flow
[85, Theorem 1′], see also [75, The´ore`me 1.7].
Convention 1. In the introduction, propositions which are proven later in the paper will be numbered
according to the section they are proven in. Propositions numbered as 1.# are either straightforward,
proven in the introduction, or quoted from the literature.
Convention 2. The symbols ., &, and ≍ will denote asymptotics; a subscript of + indicates that the
asymptotic is additive, and a subscript of × indicates that it is multiplicative. For example, A .×,K B
means that there exists a constant C > 0 (the implied constant), depending only on K, such that A ≤ CB.
A .+,× B means that there exist constants C1, C2 > 0 so that A ≤ C1B + C2. In general, dependence of
the implied constant(s) on universal objects such as the metric space X , the group G, and the distinguished
points o ∈ X and ξ ∈ ∂X will be omitted from the notation.
Convention 3. The notation xn −→
n
x means xn → x as n→∞. The notation xn −−→
n,+
x means
x ≍+ lim sup
n→∞
xn ≍+ lim inf
n→∞
xn,
and similarly for xn −−→
n,×
x.
Convention 4. LetG be a geometrically finite subgroup of Isom(Hd+1) for some d ∈ N. In the literature,
authors have often considered “a parabolic fixed point of G if such a point exists, and a hyperbolic fixed
point otherwise”. To avoid repeating this long phrase we shall call such a point a conventional point.
Convention 5. The symbol ⊳ will be used to indicate the end of a nested proof.
Acknowledgements. The first-named author was supported in part by the Simons Foundation grant
#245708. The third-named author was supported in part by the NSF grant DMS-1001874. The authors
thank two referees who gave valuable suggestions and comments on earlier versions of this paper.
1.1. Preliminaries.
1.1.1. Visual metrics. Let (X, d) be a hyperbolic metric space (see Definition 2.2). In the theorems below,
we will consider its Gromov boundary ∂X (see Definition 2.5), together with a visual metric D = Db,o on
∂X satisfying
(2.15) Db,o(ξ, η) ≍× b
−〈ξ|η〉o,
where o ∈ X and b > 1, and where 〈·|·〉 denotes the Gromov product (see Definition 2.1). For b > 1
sufficiently close to 1, such a metric exists for all o ∈ X (Proposition 2.15). We remark that when X is the
ball model of Hd+1R , b = e, and o = 0, then we have ∂X = S
d and we may take
(1.1) De,0(x,y) =
1
2
‖y − x‖ ∀x,y ∈ Sd.
(See Proposition 2.14 below.)
1.1.2. Strongly discrete groups. Let (X, d) be a metric space, and let G ≤ Isom(X).3 There are several
notions of what it means for G to be discrete, which are inequivalent in general but agree in the case
X = Hd+1; see [26, §5] for details. For the purposes of this paper, the most useful notion is strong
discreteness.
Definition 1.1. A group G is strongly discrete if for every r > 0, the set
{g ∈ G : g(o) ∈ B(o, r)}
is finite, where o ∈ X is a distinguished point.4
3Here and from now on Isom(X) denotes the group of isometries of a metric space (X, d). The notation G ≤ Isom(X)
means that G is a subgroup of Isom(X).
4Here and from now on B(x, r) denotes the closed ball centered at x of radius r.
4 LIOR FISHMAN, DAVID SIMMONS, AND MARIUSZ URBAN´SKI
Remark 1.2. Strongly discrete groups are known in the literature as metrically proper. However, we prefer
the term “strongly discrete”, among other reasons, because it emphasizes that the notion is a generalization
of discreteness.
1.1.3. Groups of general type.
Definition 1.3. An isometry g of a hyperbolic metric space (X, d) is loxodromic if it has two fixed points
g+ and g− in ∂X , which are attracting and repelling in the sense that for every neighborhood U of g−, the
iterates gn converge to g+ uniformly on ∂X \ U , and if g−1 has the same property.
Definition 1.4. Let (X, d) be a hyperbolic metric space. A group G ≤ Isom(X) is of general type5 if it
contains two loxodromic isometries g1 and g2, such that the fixed points of g1 are disjoint from the fixed
points of g2.
As in the case of X = Hd+1, we say that a group G ≤ Isom(X) is nonelementary if its limit set (see
Definition 2.37) contains at least three points.6 Since the fixed points of a loxodromic isometry are clearly
in the limit set, we have:
Observation 1.5. Every group of general type is nonelementary.
The converse, however, is not true; there exists groups which are nonelementary and yet are not of
general type. Such a group has a unique fixed point on the boundary of X , but it is not the only point in
the limit set. A good example is the subgroup of Isom(H2) generated by the isometries
g1(z) := 2z, g2(z) := z + 1.
A group which is nonelementary but not of general type is called a focal group.7
Proposition 1.6 ([26, Proposition 6.4.1]). Every nonelementary strongly discrete group is of general type,
or in other words, no strongly discrete group is focal.
Remark 1.7. Due to Proposition 1.6, in our standing assumptions below we could replace the hypothesis
that G is of general type with the hypothesis that G is nonelementary. We have elected not to do so since
we would prefer this paper to be as self-contained as possible.
Observation 1.8. If G is a group of general type then G has no global fixed points; i.e. for every ξ ∈ ∂X
there exists h ∈ G such that h(ξ) 6= ξ.
1.1.4. Standing assumptions. In the statements below, we will have the following standing assumptions:
(I) (X, d) is a hyperbolic metric space
(II) o ∈ X is a distinguished point
(III) b > 1 is a parameter close enough to 1 to guarantee the existence of a visual metric D = Db,o
(IV) G ≤ Isom(X) is a strongly discrete group of general type.
If X = Hd+1 = {(x1, . . . , xd+1) : xd+1 > 0} for some d ∈ N, then we will moreover assume that d =
‖dx‖
xd+1
,
o = ed+1, and b = e. Similarly, if X = B
d+1, we will assume that d = 2‖dx‖1−‖x‖2 , o = 0, and b = e.
1.2. The Bishop–Jones theorem and its generalization. Before stating our main results about Dio-
phantine approximation, we present the Bishop–Jones theorem, a theorem which is crucial for understand-
ing the geometry of the limit set of a Kleinian group, and its generalization to hyperbolic metric spaces.
5This terminology was introduced in [19] to describe the cases of a classification of Gromov [39, §3.1].
6This definition is not equivalent to the also common definition of a nonelementary group as one which does not preserve
any point or geodesic in the compactification/bordification bordX; rather, a group satisfies this second definition if and only
if it is of general type.
7See footnote 5.
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Theorem 1.9 (C. J. Bishop and P. W. Jones, [10]). Fix d ∈ N, and let G be a nonelementary discrete
subgroup of Isom(Hd+1). Let δ be the Poincare´ exponent of G, and let Λr and Λur be the radial and
uniformly radial limit sets of G, respectively. Then
(1.2) dimH(Λr) = dimH(Λur) = δ.
8
The following theorem is a generalization of the Bishop–Jones theorem:
Theorem 5.9. Let (X, d, o, b, G) be as in §1.1.4. Let δ be the Poincare´ exponent of G relative to b (see
(2.32)), and let Λr and Λur be the radial and uniformly radial limit sets of G, respectively (see Definition
2.37). Then (1.2) holds; moreover, for every 0 < s < δ there exists an Ahlfors s-regular (see Definition
4.1) set Js ⊆ Λur.
The “moreover” clause is new even in the case which Bishop and Jones considered, demonstrating
that the limit set Λur can be approximated by subsets which are particularly well distributed from a
geometric point of view. It does not follow from their theorem since it is possible for a set to have large
Hausdorff dimension without having any closed Ahlfors regular subsets of positive dimension (much less
full dimension); in fact it follows from the work of D. Y. Kleinbock and B. Weiss [54] that the set of well
approximable numbers forms such a set.9
Remark 1.10. In Theorem 5.9 and in Theorem 5.10 below, the case δ =∞ is possible; see [26, §13.2] for
spme examples.
Remark 1.11. The equation dimH(Λr) = δ was proven in [72] if X is a word-hyperbolic group, a CAT(-1)
manifold,10 or a uniform tree.11
Remark 1.12. A weaker form of the “moreover” clause was cited in [62] as a private communication from
the authors of this paper [62, Lemma 5.2].
As an application of Theorem 5.9, we deduce the following result:
Theorem 9.3. Fix d ∈ N, let X = Hd+1, and let G ≤ Isom(X) be a discrete group acting irreducibly on
X. Then
dimH(BAd ∩ Λur) = δ = dimH(Λr),
where BAd denotes the set of badly approximable vectors in R
d.
For the definitions and proof see Section 9.
1.3. Dirichlet’s theorem, generalizations, and optimality. The most fundamental result in Diophan-
tine approximation is the following:
Theorem 1.13 (Dirichlet 1842). For every irrational x ∈ R,∣∣∣∣x− pq
∣∣∣∣ < 1q2 for infinitely many p/q ∈ Q.
Dirichlet’s theorem can be viewed (up to a multiplicative constant) as the special case of the following
theorem which occurs when
(1.3) X = H2, G = SL2(Z), ξ =∞ :
Theorem 3.1 (Generalization of Dirichlet’s Theorem). Let (X, d, o, b, G) be as in §1.1.4, and fix a dis-
tinguished point ξ ∈ ∂X. Then for every σ > 0, there exists a number C = Cσ > 0 such that for every
η ∈ Λr,σ(G),
(3.1) D(g(ξ), η) ≤ Cb−d(o,g(o)) for infinitely many g ∈ G.
8Here and from now on dimH (S) denotes the Hausdorff dimension of the set S.
9It could be objected that this set is not closed and so should not constitute a counterexample; however, since it has full
measure, it has closed subsets of arbitrarily large measure (which in particular still have dimension 1).
10See e.g. [15, Part II] for the definition of a CAT(-1) space.
11A locally finite tree is uniform if it admits a discrete cocompact action.
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Here Λr,σ(G) denotes the σ-radial limit set of G (see Definition 2.37).
Furthermore, there exists a sequence of isometries (gn)
∞
1 in G such that
gn(ξ) −→
n
η and gn(o) −→
n
η,
and such that (3.1) holds with g = gn for all n ∈ N.
Remark 1.14. In some sense, it is not surprising that a point in the radial limit set should be able to be
approximated well, since by definition a radial limit point already has a sequence of something resembling
“good approximations”, although they are in the interior rather than in the boundary. (Indeed, radial
limit points are sometimes called points of approximation.) The proof of Theorem 3.1 is little more than
simply taking advantage of this fact. Nevertheless, Theorem 3.1 is important because of its place in our
general framework; in particular, its optimality (Theorem 5.10 below) is not obvious.
The fact that Theorem 3.1 reduces to Dirichlet’s theorem in the special case (1.3) can be deduced from
the following well-known observations:
Observation 1.15. The orbit of ∞ under SL2(Z) is precisely the extended rationals Q̂. For each K > 0
and for each p/q ∈ Q in reduced form with |p/q| ≤ K we have
(1.4) q2 ≍×,K min
g∈G
g(∞)=p/q
ed(o,g(o)).
Proof. It is well-known and easy to check that the Ford circles
(
Be((p/q, 1/(2q
2)), 1/(2q2))
)
p/q∈Q
together
with the set H := {(x1, x2) : x2 > 1} constitute a disjoint G = SL2(Z)-invariant collection of horoballs.
(Here a subscript of e denotes the Euclidean metric on R2.) Now note that
dH(∂H,G∞(o)) <∞,
where dH denotes the Hausdorff metric induced by the hyperbolic metric on H
2, and G∞ is the stabilizer
of ∞ in G. Thus for all g ∈ G
dH(∂g(H), {g˜ ∈ G : g˜(∞) = g(∞)}) ≍+ 0;
letting p/q = g(∞),
min
g˜∈G
g˜(∞)=p/q
d(o, g˜(o)) = d(o, {g˜ ∈ G : g˜(∞) = g(∞)})
≍+ d(o, ∂g(H))
= d(o,Be((p/q, 1/(2q
2)), 1/(2q2)))
≍+ log(q
2) + log(1 + (p/q)2) ≍+,K log(q
2).
Exponentiating finishes the proof. 
Observation 1.16. In the special case (1.3), the visual metric D is equal to the spherical metric Ds =
|dx|/(1 + |x|2), and is therefore bi-Lipschitz equivalent to the Euclidean metric De = |dx| on compact
subsets of R.
Proof. Apply the Cayley transform to (1.1) above. 
Observation 1.17. The radial limit set of SL2(Z) is precisely the set of irrational numbers; in fact
R \ Q = Λr,σ for all σ > 0 sufficiently large.
Proof. The proof of (GF1 ⇒ GF2) in [14] shows that for any geometrically finite group G, there exists
σ > 0 such that Λ = Λr,σ ⊔Λbp, where Λbp is the set of (bounded) parabolic points of G. (Here ⊔ denotes
a disjoint union.) In particular, when G = SL2(Z), we have Λ = R̂ and Λbp = Q̂, so R \ Q = Λr,σ. 
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Note that in deducing Theorem 1.13 from Theorem 3.1, the numerator of (1.13) must be replaced by a
constant.12 This sacrifice is necessary since the constant 1 depends on information about SL2(Z) which is
not available in the general case.
History of Theorem 3.1. Theorem 3.1 was previously proven
• in the case where X = H2, G is finitely generated, and with no assumption on ξ by S. J. Patterson
in 1976 [69, Theorem 3.2].
• in the case where X = Hd+1, G is geometrically finite with exactly one cusp,13 and ξ is a parabolic
fixed point by B. O. Stratmann and S. L. Velani in 1995 [82, Theorem 1].
• in the case where X is a pinched Hadamard manifold, G is geometrically finite with exactly one
cusp, and ξ is a parabolic fixed point by S. D. Hersonsky and F. Paulin in 2002 [46, Theorem 1.1].14
• in the case where X is a locally finite tree, G is geometrically finite, and ξ is a parabolic fixed point
by F. Paulin [73, The´ore`me 1.2]
1.3.1. Optimality. A natural question is whether the preceding theorems, Dirichlet’s theorem and its gen-
eralization, can be improved. In each case we do not consider improvement of the constant factor to be
significant; the question is whether it is possible for the functions on the right hand side of (1.13) and (3.1)
to be multiplied by a factor tending to zero, and for the theorems to remain true. More formally, we will
say that Theorem 3.1 is optimal for (X, d, o, b, G) if there does not exist a function φ→ 0 such that for all
η ∈ Λr(G), there exists a constant C = Cη > 0 such that
D(g(ξ), η) ≤ Cb−d(o,g(o))φ(bd(o,g(o))) for infinitely many g ∈ G.
Definition 1.18. Let (X, d, o, b, G) be as in §1.1.4, and fix a distinguished point ξ ∈ ∂X . A point η ∈ Λr(G)
is called badly approximable with respect to ξ if there exists ε > 0 such that
D(g(ξ), η) ≥ εb−d(o,g(o))
for all g ∈ G. We denote the set of points that are badly approximable with respect to ξ by BAξ, and
those that are well approximable by WAξ = Λr \BAξ. In the special case (1.3), the set BA := BA∞ is the
classical set of badly approximable numbers.
Trivially (using strong discreteness), the existence of badly approximable points in the radial limit set
of G implies that Theorem 3.1 is optimal.15 In fact, we have the following:
Theorem 1.19 (Full Dimension Theorem, Jarn´ık 1928). dimH(BA) = 1, so Theorem 1.13 is optimal.
Theorem 5.10 (Generalization of the Full Dimension Theorem). Let (X, d, o, b, G) be as in §1.1.4, and
let (ξk)
ℓ
1 be a countable (finite or infinite) sequence in ∂X. Then
dimH
(
ℓ⋂
k=1
BAξk ∩ Λur
)
= δ = dimH(Λr).
In particular BAξ 6=  for every ξ ∈ ∂X, so Theorem 3.1 is optimal.
12This constant does not depend on x by Observation 1.17.
13If G has more than one cusp, then Stratmann and Velani (and later Hersonsky and Paulin) essentially prove that for
every η ∈ Λr(G), there exists ξ ∈ P such that (3.1) holds, where P is a maximal set of inequivalent parabolic points.
14It should be noted that the metric which Hersonsky and Paulin use, the Hamensta¨dt metric, corresponds to the visual
metric coming from ξ rather than the visual metric coming from a point in X; however, these metrics are locally bi-Lipschitz
equivalent on ∂X \{ξ}. Moreover, their “depth” function is asymptotic to the expression ming(ξ)=η d(o, g(o)), by an argument
similar to the proof of Observation 1.15 above. Because our setup is only equivalent asymptotically to theirs, it makes no
sense for us to be interested in their computation of the exact value of the constant in Dirichlet’s theorem, which of course
we do not claim to generalize.
15In some contexts, a Dirichlet theorem can be optimal even when badly approximable points do not exist; see [37] for
such an example.
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Note that the Full Dimension Theorem is simply the special case (1.3) of Theorem 5.10.
We shall prove Theorem 5.10 by proving that the sets BAξk are absolute winning in the sense of C. T.
McMullen [63] on the sets Js described in Theorem 5.9. Our theorem then can be deduced from the facts
that the countable intersection of absolute winning sets is absolute winning, and that an absolute winning
subset of an Ahlfors s-regular set has dimension s ((i), (ii), and (iii) of Proposition 4.4 below).
Remark 1.20. We use the invariance of McMullen’s game under quasisymmetric maps to prove Theorem
5.10; cf. Lemma 5.11. For this reason, it is necessary in our proof to use McMullen’s game rather than
Schmidt’s original game which is not invariant under quasisymmetric maps (see [63]).
1.3.2. Geometrically finite groups and approximation by parabolic points. In the following, we shall assume
that X = Hd+1 for some d ∈ N, and that G ≤ Isom(X) is a nonelementary geometrically finite group. We
will say that a point η ∈ ∂X is badly approximable by parabolic points if η ∈
⋂ℓ
k=1 BAξk where {ξ1, . . . , ξℓ}
is a complete set of inequivalent parabolic fixed points. The set of points which are badly approximable
by parabolic points admits a number of geometric interpretations:
Proposition 1.21. For a point η ∈ ∂X, the following are equivalent:
(A) η is badly approximable by parabolic points.
(B) [o, η]16avoids some disjoint G-invariant collection of horoballs centered at the parabolic points of G.
(C) The image of [o, η] in the quotient manifold X/G is bounded.
(D) η is a uniformly radial limit point of G.
The proof of this proposition is not difficult and will be omitted. Certain equivalences have been noted
in the literature (e.g. the the equivalence of (B) and (C) was noted in [81]).
Note that according to Theorem 5.10, the set of points which are badly approximable by parabolic points
has full dimension in the radial limit set.
History of Theorem 5.10. Theorem 5.10 was previously proven
• in the case where X = H2, G is a lattice, and {ξ1, . . . , ξℓ} is a finite set of conventional points by
Patterson in 1976 [69, the Theorem of §10].
• in the case where X = Hd+1, G is convex-cocompact, and ξ is a hyperbolic fixed point by B. O.
Stratmann in 1994 [79, Theorem B].
• in the case where X = Hd+1, G is a lattice, and {ξ1, . . . , ξℓ} is a finite set of parabolic points by B.
O. Stratmann in 1994 [79, Theorem C].
Moreover, using Proposition 1.21, one can easily deduce some special cases of Theorem 5.10 from known
results:
• The case where X = Hd+1, G is a lattice, and {ξ1, . . . , ξℓ} is a finite set of parabolic points can be
deduced from [23, Corollary 5.2].
• The case where X = Hd+1, G is geometrically finite, and {ξ1, . . . , ξℓ} is a finite set of parabolic
points can be deduced from either [35], [81], or [10].
Also note that some further results on winning properties of the set BAξ can be found in [2], [3], [23], [63],
and [62].
Remark 1.22. It is likely that the techniques used in [62] can be used to prove Theorem 5.10 in the case
where X is a proper geodesic hyperbolic metric space, G is any strongly discrete group of general type,
and {ξ1, . . .} is a set of bounded parabolic points (see Subsection 2.7). However, note that such a proof
would depend on our Theorem 5.9; cf. Remark 1.12.
1.4. The Jarn´ık–Besicovitch theorem and its generalization. For any irrational x ∈ R, we can
define the exponent of irrationality
ω(x) := lim sup
p/q∈Q
q→∞
− log |x− p/q|
log(q)
·
16Here and from now on [x, y] denotes the geodesic segment connecting x and y.
DIOPHANTINE APPROXIMATION IN HYPERBOLIC METRIC SPACES 9
Then Dirichlet’s theorem (Theorem 1.13) implies that ω(x) ≥ 2 for every irrational x ∈ R. For each c > 0
let
Wc := {x ∈ R \ Q : ω(x) ≥ 2 + c}.
Furthermore, let
VWA := {x ∈ R \ Q : ω(x) > 2} =
⋃
c>0
Wc
Liouville := {x ∈ R \ Q : ω(x) =∞} =
⋂
c>0
Wc
be the set of very well approximable numbers and Liouville numbers, respectively.
Theorem 1.23 (Jarn´ık 1929 and Besicovitch 1934). For every c > 0, we have
dimH(Wc) =
2
2 + c
.
In particular dimH(VWA) = 1 and dimH(Liouville) = 0.
Let (X, d, o, b, G) be as in §1.1.4. For any point ξ ∈ ∂X , we can analogously define
ωξ(η) := lim sup
g∈G
d(o,g(o))→∞
− logbD(g(ξ), η))
d(o, g(o))
Wc,ξ := {η ∈ Λr : ωξ(η) ≥ 1 + c}
VWAξ := {η ∈ Λr : ωξ(η) > 1} =
⋃
c>0
Wc,ξ
Liouvilleξ := {η ∈ Λr : ωξ(η) =∞} =
⋂
c>0
Wc,ξ.
Note that in the special case (1.3), we have Wc,∞ =W2c, VWA∞ = VWA, and Liouville∞ = Liouville.
To formulate our generalization of Theorem 1.23, we need some preparation. Let (X, d, o, b, G) be as in
§1.1.4, and fix a distinguished point ξ ∈ ∂X . We recall that for s ≥ 0 and S ⊆ ∂X , the Hausdorff content
of S in dimension s is defined as
(1.5) Hs∞(S) := inf
{∑
A∈C
Diams(A) : C is a countable cover of S
}
.17
Let δ be the Poincare´ exponent of G, and fix s ∈ [0, δ]. For each r, σ > 0 we define
Hξ,σ,s(r) := H
s
∞(B(ξ, r) ∩ Λr,σ(G))(7.3)
Pξ(s) := lim
σ→∞
lim inf
r→0
logb(Hξ,σ,s(r))
logb(r)
·(7.4)
Theorem 7.1 (Generalization of the Jarn´ık–Besicovitch Theorem18). Let (X, d, o, b, G) be as in §1.1.4,
and fix a distinguished point ξ ∈ ∂X. Let δ be the Poincare´ exponent of G, and suppose that δ <∞. Then
for each c > 0,
dimH(Wc,ξ) = sup
{
s ∈ (0, δ) : Pξ(s) ≤
δ − s
c
}
= inf
{
s ∈ (0, δ) : Pξ(s) ≥
δ − s
c
}
≤
δ
c+ 1
·
(7.1)
In particular
(7.2) dimH(VWAξ) = sup{s ∈ (0, δ) : Pξ(s) < +∞} = inf {s ∈ (0, δ) : Pξ(s) = +∞}
17The subscript of ∞ is meant to indicate that the diameter of elements of the cover may be any number ≤ ∞; more
generally, if δ ∈ (0,∞] then Hsδ(S) denotes the same infimum taken only over covers whose elements all have diameter ≤ δ.
18The fact that Theorem 7.1 is truly a generalization of Theorem 1.23 is demonstrated in Remark 1.30 below.
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and dimH(Liouvilleξ) = 0. In these formulas we let sup = 0 and inf  = δ.
Remark 1.24. For the remainder of this subsection, we assume that δ <∞.
Corollary 1.25. dimH(VWAξ) = δ if and only if Pξ(s) < +∞ for all s ∈ (0, δ).
Corollary 7.6. The function c 7→ dimH(Wc,ξ) is continuous on (0,∞).
It is obvious from (7.1) that dimH(Wc,ξ) depends on the function Pξ, which in turn depends on the
geometry of the limit set of G near the point ξ. We will therefore consider special cases for which the
function Pξ can be computed explicitly.
1.4.1. Special cases. The simplest case for which the function Pξ can be computed explicitly is the case
where ξ is a radial limit point. Indeed, we have the following:
Example 7.30. If ξ ∈ Λr then Pξ(s) = s. Thus in this case (7.1) reduces to
(7.39) dimH(Wc,ξ) =
δ
c+ 1
,
i.e. the inequality of (7.1) is an equality.
This example demonstrates that the expression dimH(Wc,ξ) is maximized when ξ is a radial limit point.
The intuitive reason for this is that there are a lot of “good approximations” to ξ, so by a sort of duality
principle there are many points which are approximated very well by ξ.
We remark that if G is of divergence type, then a point in Λr represents a “typical” point; see [26,
Theorem 1.4.1]. Thus, generically speaking, the Hausdorff dimension of the set Wc,ξ depends only on c
and δ, and depends neither on the point ξ nor the group G.
Example 1.26. Let X = H2 and let G = SL2(Z). Example 7.30 shows that for every ξ ∈ Λr = R \ Q,
dimH(Wc,ξ) =
1
c+ 1
.
This does not follow from any known result.
Next we consider the case where ξ is a bounded parabolic point (see Subsection 2.7):
Theorem 7.33. Let (X, d, o, b, G) be as in §1.1.4, and let ξ be a bounded parabolic point of G. Let δ and
δξ be the Poincare´ exponents of G and Gξ, respectively. Then for all s ∈ (0, δ)
(7.42) Pξ(s) = max(s, 2s− 2δξ) =
{
s s ≥ 2δξ
2s− 2δξ s ≤ 2δξ
.
Thus for each c > 0
(7.43) dimH(Wc,ξ) =
δ/(c+ 1) c+ 1 ≥ δ/(2δξ)δ + 2δξc
2c+ 1
c+ 1 ≤ δ/(2δξ)
.
Remark 1.27. It is surprising that the formula (7.42) depends only on the Poincare´ exponent δξ. One
would expect it to depend only on the orbital counting function of Gξ (see (7.44)), but this function can
be quite wild (see Appendix A), even sometimes failing to satisfy a doubling condition.
Remark 1.28. If X = Hd+1, then δξ = kξ/2, where kξ is the rank of ξ. Thus (7.43) reduces to
(1.6) dimH(Wc,ξ) =
δ/(c+ 1) c+ 1 ≥ δ/kξδ + kξc
2c+ 1
c+ 1 ≤ δ/kξ
in this case.
Remark 1.29. If δξ ≥ δ/2, then c + 1 ≥ δ/(2δξ) for all c > 0, so (7.43) reduces to (7.39). In particular,
this happens if
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(1) X is a real, complex, or quaternionic hyperbolic space, and G is a lattice,
(2) X is a uniform tree which contains no vertex of degree ≤ 2, and G is a lattice, or if
(3) X = H2.
Proof. (1) is (i) of Proposition B.7; (2) is the fifth part of [17, Proposition 3.1]. To demonstrate (3), note
that δξ = kξ/2 = 1/2 since 1 is the only possible rank of a parabolic point in a Fuchsian group. On
the other hand, it is well known that δ ≤ 1 for a Fuchsian group (e.g. it follows from the Bishop–Jones
theorem). 
Remark 1.30. Theorem 1.23 follows from Remark 1.29 applied to the special case (1.3).
Remark 1.31. If G is geometrically finite, then Theorem 7.33 and Example 7.30 together cover all possible
cases for ξ.
Moving beyond the geometrically finite case, let us return to the idea of a duality principle between
approximations of a point and the size of the set of points which are well approximable by that point.
Another common notion of approximability is the notion of a horospherical limit point, i.e. a point ξ for
which every horoball centered at ξ (see Definition 2.33) is penetrated by the orbit of o.
Example 7.31. If ξ is a horospherical limit point of G then Pξ(s) ≤ 2s. Thus in this case we have
δ
2c+ 1
≤ dimH(Wc,ξ) ≤
δ
c+ 1
.
More generally, let 〈·|·〉 denote the Gromov product (see Definition 2.1). If we let
(7.40) β = β(ξ) := lim sup
g∈G
d(o,g(o))→∞
〈g(o)|ξ〉o
d(o, g(o))
,
then Pξ(s) ≤ β−1s and so
δ
β−1c+ 1
≤ dimH(Wc,ξ) ≤
δ
c+ 1
.
In particular, if β > 0 then dimH(VWAξ) = δ.
Remark 1.32. If X = Bd+1, then 〈x|y〉0 ≍+ − log(‖y − x‖) whenever at least one of x,y is in Sd (e.g.
[26, Lemma 3.5.1]). Thus we may rewrite (7.40) as
β(ξ) = lim sup
g∈G
‖g(0)‖→1
log ‖ξ − g(0)‖
log(1 − ‖g(0)‖)
·
From this equation, it can be seen that β(ξ) is the supremum of α ∈ [0, 1] for which ξ ∈ L(α), where L(α)
is defined as in [57].
In particular, notice that if there is a sequence gn(0) −→
n
ξ such that 1/‖ξ − gn(0)‖ is bounded polyno-
mially in terms of 1/(1− ‖gn(0)‖), then dimH(VWAξ) = δ. On the other hand,
Proposition 7.32. There exists a (discrete) nonelementary Fuchsian group G and a point ξ ∈ Λ such that
dimH(VWAξ) = 0.
History of Theorem 7.1. Although Theorem 7.1 has not been stated in the literature before (we are the
first to define the function Pξ), the equations (7.39) and (1.6) have both appeared in the literature. (7.39)
was proven19
• in the case where X = Hd+1, G is a lattice, and ξ is a parabolic fixed point by M. V. Melia´n and
D. Pestana in 1993 [64, Theorems 2 and 3].
19Recall that (7.39) holds whenever ξ is either a radial limit point (e.g. a hyperbolic fixed point) or a (bounded) parabolic
point satisfying δξ ≥ δ/2.
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• in the case where X = Hd+1, G is a lattice, and ξ is a conventional point by S. L. Velani in 1994
[91, Theorem 2] (case d = 1 earlier in 1993 [90, Theorem 2]).
• in the case where X = Hd+1, G is convex-cocompact, and ξ is a hyperbolic fixed point by M. M.
Dodson, M. V. Melia´n, D. Pestana, and S. L. Velani in 1995 [27, Theorem 3].
• in the case where X = Hd+1, G is geometrically finite and satisfies δ ≤ kmax,
20 and ξ is a parabolic
fixed point by B. O. Stratmann in 1995 [80, Theorem B].
Additionally, the ≤ direction of (7.39) was proven
• in the case where X = Hd+1, G is geometrically finite, and ξ is a conventional point by S. L. Velani
in 1994 [91, Theorem 1] (case d = 1 earlier in 1993 [90, Theorem 1]).
Finally, (1.6) has been proven in the literature only once before,
• in the case where X = Hd+1, G is geometrically finite, and ξ is a parabolic fixed point by R. M.
Hill and S. L. Velani in 1998 [50, Theorem 1].21
Remark 1.33. Theorem 7.33 is more general than [50, Theorem 1] not only because it applies to spaces
X 6= Hd+1, but also because it applies to geometrically infinite groups G acting on Hd+1; ξ must be a
bounded parabolic point, but a group can have one bounded parabolic point without being geometrically
finite.
1.5. Khinchin’s theorem and its generalization. We now consider metric Diophantine approximation,
or the study of the Diophantine properties of a point chosen at random with respect to a given measure.22
In this case, we would like to consider a function Ψ : N → (0,∞) and consider the points which are well or
badly approximable with respect to Ψ. The classical definition and theorem are as follows:
Definition 1.34. An irrational point x ∈ R is Ψ-approximable if there exist infinitely many p/q ∈ Q such
that ∣∣∣∣x− pq
∣∣∣∣ ≤ Ψ(q).
Theorem 1.35 (Khinchin 1924). Let Ψ : N → (0,∞) be any function.
(i) If the series
(1.7)
∞∑
q=1
qΨ(q)
converges, then almost no point is Ψ-approximable.
(ii) Suppose that the function q 7→ q2Ψ(q) is nonincreasing.23 If the series (1.7) diverges, then almost
every point is Ψ-approximable.
In both cases the implicit measure is Lebesgue.
Again, we would like to consider a generalization of this theorem to the setting of §1.1.4. We will replace
Lebesgue measure in the above theorem by an ergodic δ-quasiconformal measure (see Definition 2.51),
where δ is the Poincare´ exponent of G. Sufficient conditions for the existence and uniqueness of such a
measure are given in Subsection 2.8. Thus, we will assume that we have such a measure, and that we want
to determine the Diophantine behavior of almost every point with respect to this measure.
We will now define our generalization of the notion of a Ψ-approximable point:
20Since kξ = 2δξ, the condition δ ≤ kmax is equivalent to the condition that δξ ≥ δ/2 for every parabolic point ξ, i.e. the
necessary and sufficient condition for (7.43) to reduce to (7.39) (Remark 1.29). When δ > kmax, Stratmann proves an upper
and a lower bound for dimH (Wc,ξ), neither of which are equal to the correct value (7.43).
21To verify that (7.43) is equal to the expression given in [50], note that kξ = 2δξ for a parabolic point ξ ∈ ∂Hd+1.
22In this paper, measures are assumed to be finite and Borel.
23There are a number of results which allow this restriction to be weakened; see [18] for a detailed account.
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Definition 1.36. Let (X, d, o, b, G) be as in §1.1.4, and fix a distinguished point ξ ∈ ∂X . Let Φ : [0,∞)→
(0,∞) be a function such that the function t 7→ tΦ(t) is nonincreasing.24 We say that a point η ∈ Λ(G) is
Φ, ξ-well approximable if for every K > 0 there exists g ∈ G such that
(1.8) D(g(ξ), η) ≤ Φ(Kbd(o,g(o))).
We denote the set of all Φ, ξ-well approximable points by WAΦ,ξ, and its complement by BAΦ,ξ.
Note that our definition differs from the classical one in that a factor of K has been added.25 This is in
keeping with the philosophy of hyperbolic metric spaces, since most quantities are considered to be defined
only “up to a constant”. Furthermore, our definition is independent of the chosen fixed point o. The
relation between our definition and the classical one is as follows:
Observation 1.37. Let Φ : [0,∞)→ (0,∞) be a function such that the function t 7→ tΦ(t) is nonincreas-
ing. In the case (1.3), a point x ∈ R = Λ(G)\{∞} is Φ,∞-well approximable if and only if for every K > 0
it is Ψ-approximable where Ψ(q) = Φ(Kq2).
Of course, this observation follows from Observations 1.15 - 1.17.
Theorem 8.1 (Generalization of Khinchin’s Theorem26). Let (X, d, o, b, G) be as in §1.1.4, and fix a
distinguished point ξ ∈ ∂X. Let δ be the Poincare´ exponent of G, and suppose that µ ∈M(Λ) is an ergodic
δ-quasiconformal probability measure satisfying µ(ξ) = 0. Let
∆µ,ξ(r) = µ(B(ξ, r)).
Let Φ : [0,∞)→ (0,∞) be a function such that the function t 7→ tΦ(t) is nonincreasing. Then:
(i) If the series
(8.1)
∑
g∈G
b−δd(o,g(o))∆µ,ξ
(
bd(o,g(o))Φ(Kbd(o,g(o)))
)
diverges for all K > 0, then µ(WAΦ,ξ) = 1.
(iiA) If the series
(8.2)
∑
g∈G
(g′(ξ))δ∆µ,ξ
(
Φ(Kbd(o,g(o)))/g′(ξ)
)
converges for some K > 0, then µ(WAΦ,ξ) = 0.
(iiB) If ξ is a bounded parabolic point of G (see Definition 2.48), and if the series (8.1) converges for
some K > 0, then µ(WAΦ,ξ) = 0.
Remark 1.38. The fact that µ(WAΦ,ξ) is either 0 or 1 is an easy consequence of the assumption that µ
is ergodic, since WAΦ,ξ is a measurable G-invariant set.
Remark 1.39. (iiB) is not a special case of (iiA) as demonstrated by Proposition 8.15 below. In particular,
the proof of (iiB) depends crucially on the fact that if ξ is a parabolic point, then the map g 7→ g(ξ) is
highly non-injective, which reduces the number of potential approximations to consider. In general the
map g 7→ g(ξ) is usually injective, so this reduction cannot be used. Thus, it seems unlikely that the
converse of (i) of Theorem 8.1 should hold in general.
24Although this is not the weakest assumption which we could have used here, it has the advantage of avoiding technicalities
about what regularity hypotheses on Φ are necessary for which statements; this hypothesis suffices for every statement we
will consider. We have added the hypothesis to the definition itself because if a weaker hypothesis is used, then the equation
(1.8) may need to be modified.
25The reason that we have called points satisfying our definition Φ, ξ-well approximable rather than Φ, ξ-approximable is
to indicate this distinction.
26The fact that Theorem 8.1 is truly a generalization of Theorem 1.35 is proven in Example 1.42 below.
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1.5.1. Special cases. When considering special cases of Theorem 8.1, we will consider the following three
questions:
1. Under what hypotheses are the series (8.1) and (8.2) asymptotic? That is, when do parts (i) and
(ii) of Theorem 8.1 give a value for µ(WAΦ,ξ) for every possible function Φ?
2. Under what hypotheses is it possible to simplify (asymptotically) the series (8.1)?
3. Under what hypotheses can we prove that µ(BAξ) = 0 and/or µ(VWAξ) = 0?
To answer these questions we consider the following asymptotic formulas:
∆µ,ξ(r) ≍× r
δ ∀r > 0(8.24)
fG(t) := #{g ∈ G : d(o, g(o)) ≤ t} ≍× b
δt ∀t > 0.27(8.25)
These asymptotics will not be satisfied for every group G and every point ξ, but we will see below that
there are many reasonable hypotheses which ensure that they hold. When the asymptotics are satisfied,
we have the following:
Proposition 8.11 (Reduction of (8.1) and (8.2) assuming power law asymptotics). If (8.25) holds then
for each K > 0
(8.26) (8.1) ≍+,×
∫ ∞
t=0
∆µ,ξ(K
−1etΦ(et))dt.
If (8.24) holds then for each K > 0
(8.27) (8.1) ≍× (8.2) ≍×
∑
g∈G
Φδ(Kbd(o,g(o))).
If both (8.25) and (8.24) hold then for each K > 0
(8.28) (8.1) ≍× (8.2) ≍+,×
∫ ∞
t=0
eδtΦδ(et)dt,
and so by Theorem 8.1
(8.29) µ(WAΦ,ξ) = 0 ⇔
∫ ∞
t=0
eδtΦδ(et)dt <∞.
Note in particular that the last integral depends only on the Poincare´ exponent δ, and on no other
geometric information.
Corollary 8.12 (Measures of BAξ and VWAξ assuming power law asymptotics). Assume ξ ∈ Λ. If (8.24)
holds, then µ(VWAξ) = 0, and µ(BAξ) = 0 if and only if G is of divergence type. If (8.25) holds, then
µ(BAξ) = 0. If both hold, then µ(BAξ) = µ(VWAξ) = 0.
Remark 1.40. The hypothesis ξ ∈ Λ is necessary in Corollary 8.12. Indeed, if ξ ∈ ∂X \Λ, then BAξ = Λr
(see Proposition 3.2).
1.5.2. Verifying the hypotheses (8.24) and (8.25). Let us now consider (more or less) concrete examples
of pairs (G, ξ) for which (8.24) and/or (8.25) are satisfied. As for the Jarn´ık–Besicovitch theorem, the
simplest case is when ξ is a uniformly radial point, in which case Sullivan’s Shadow Lemma (Lemma 8.2)
yields the following:
Example 8.13. If ξ is a uniformly radial limit point, then (8.24) holds.
Let us call a group G perfect if (8.24) and (8.25) (and thus (8.29)) are satisfied for all ξ ∈ ΛG.
Example 8.14 (Quasiconvex-cocompact group). Let X be a proper and geodesic hyperbolic metric space,
and let G ≤ Isom(X). The group G is called quasiconvex-cocompact if the set G(o) is quasiconvex, i.e.
there exists ρ > 0 such that for all x, y ∈ G(o),
(8.31) [x, y] ⊆ B(G(o), ρ).
Any quasiconvex-cocompact group is perfect.
27We remark that if either formula holds with δ replaced by some s > 0, then s = δ.
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Example 1.41 (Lattice on a real, complex, or quaternionic hyperbolic space). Let X be a real, complex,
or quaternionic hyperbolic space, and let G ≤ Isom(X) be a lattice. Then G is perfect.
Proof. (8.24) follows from (ii) of Proposition B.7; (8.25) is a special case of Example 1.45 below. 
Example 1.42 (The classical Khinchin theorem). Since SL2(Z) is a lattice, Example 1.41 implies that
SL2(Z) is perfect. Moreover, using the substitution t = log(q
2) and the value δ = 1, we have
(1.9)
∫ ∞
t=0
eδtΦδ(et)dt =
∫ ∞
t=0
etΦ(et)dt = 2
∫ ∞
q=1
q2Φ(q2)
dq
q
≍+,×
∞∑
q=1
qΦ(q2).
Thus if we let Ψ(q) = Φ(q2), then the series (8.1), (8.2), and (1.7) are all +,×-asymptotic. Thus, by
applying Observation 1.37, we are able to deduce the difficult direction (ii) of Theorem 1.35 from Theorem
8.1 .28
Example 1.43. Let X = H2 and let G = SL2(Z). Theorem 8.1 shows that for every ξ ∈ ∂X = R̂ and
for every Φ : [0,∞)→ (0,∞) such that t 7→ tΦ(t) is nonincreasing, WAΦ,ξ is either a Lebesgue null set or
of full Lebesgue measure according to whether the series (1.7) converges or diverges. This result is new
except when ξ is rational.
Our last example of a perfect group is a little more exotic:
Example 1.44 (Lattice on a uniform tree). Let X be a uniform tree which contains no vertex of degree
≤ 2. Then if G ≤ Isom(X) is a lattice, then G is perfect.
Proof. The estimate (8.25) is [48, Theorem 2.1(2)]. To demonstrate (8.24), let H be a discrete cocompact
subgroup of Isom(X). By Example 8.14, the Patterson–Sullivan measure of H satisfies (8.24), so it remains
to show that the Patterson–Sullivan measure of H is also δ-conformal with respect to G. But by [44,
Theorem 6.3], the Patterson–Sullivan measure of H is a constant multiple of the δ-dimensional Hausdorff
measure on ∂X , and it is well known (e.g. [83, p. 174]) that this is δ-conformal for any group. 
Note that for each n ≥ 3, the unique tree such that each vertex has degree n is a uniform tree.
In our next example, (8.25) is satisfied, but (8.24) is usually not satisfied. Of course, (8.24) is still
satisfied if ξ is a uniformly radial point, so in this case we have (8.29). Moreover, by Corollary 8.12 we
have µ(BAξ) = 0 for all ξ ∈ ΛG.
Example 1.45 (Geometrically finite group on a pinched Hadamard manifold). Let X be a pinched
Hadamard manifold, and let G ≤ Isom(X) be geometrically finite (meaning that Λ = Λr ∪ Λbp). Suppose
that one of the following conditions holds:
(A) X is a real, complex, or quaternionic hyperbolic space.
(B) For each ξ ∈ Λbp, the orbital counting function fξ (see (7.44)) of Gξ with respect to De satisfies a
power law i.e.
(1.10) fξ(R) ≍× R
2δξ ,
where δξ is the Poincare´ exponent of the parabolic subgroup Gξ.
(C) For each ξ ∈ Λbp, Gξ is of divergence type.
(D) For each ξ ∈ Λbp, δξ < δ.
Then (8.25) is satisfied. In particular, if (B) holds, then for each ξ ∈ Λbp we have
(1.11) µ(WAΦ,ξ) = 0 ⇔
∫ ∞
t=0
(etΦ(et))2(δ−δξ)dt <∞
for every function Φ : [0,∞)→ (0,∞) such that t 7→ tΦ(t) is nonincreasing.
28(i) of Theorem 1.35 is not deduced from Theorem 8.1 for two trivial reasons: first of all, the hypotheses of (i) Theorem
1.35 are weaker; second of all, Φ,∞-well-approximability implies Ψ-approximability but not vice-versa.
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Proof. The implication (D)⇒ (8.25) was proven by S. D. Hersonsky and F. Paulin [47, Lemma 3.6] using a
result of T. Roblin [75, Corollaire 2 of The´ore`me 4.1.1]. We claim that (A)⇒ (B)⇒ (C)⇒ (D). Indeed, it
is obvious that (B)⇒ (C). For (A) ⇒ (B), see e.g. [66, Lemma 3.5]. Finally, (C)⇒ (D) is [22, Proposition
2].
To demonstrate (1.11), note that since (8.25) holds, by Proposition 8.11 we have
(8.1) ≍+,×
∫ ∞
t=0
∆µ,ξ(e
tΦ(et))dt
≍×
∫ ∞
t=0
(etΦ(et))2(δ−δξ)dt. (by [76, The´ore`me 3.2])
We remark that in the last step, we used the hypothesis (B) to apply B. Schapira’s Global Measure Formula
for pinched Hadamard manifolds.
Now since ξ is assumed to be a bounded parabolic point, Theorem 8.1 (parts (i) and (iiB)) tells us that
µ(WAΦ,ξ) = 0 or 1 according to whether the series (8.1) converges or diverges, respectively. 
Remark 1.46. The implication (A) ⇒ (8.25) was proven in the case of real hyperbolic space by B. O.
Stratmann and S. L. Velani [82, Corollary 4.2]. The idea of their proof, combined with the more general
global measure formulas found in [66] and [76], can be used to prove that (A) ⇒ (8.25) (in the general
case) and that (B) ⇒ (8.25), respectively.
Remark 1.47. If δξ = δ/2, then (1.11) reduces to (8.29) (cf. Remark 1.29). In particular this happens if
X is a real, complex, or quaternionic hyperbolic space and G is a lattice.
Proof. See (i) of Proposition B.7. 
1.5.3. A remark on µ(VWAξ) in the above example. In Example 1.45, since (8.25) is satisfied but not
(8.24), Corollary 8.12 says that µ(BAξ) = 0 but gives no information on µ(VWAξ) (unless ξ is a uniformly
radial point).
Proposition 1.48. Let X = Hd+1 for some d ∈ N, and let G ≤ Isom(X) be geometrically finite. Then
µ(VWAξ) = 0.
Proof. For each c > 0, by Theorem 7.1 we have dimH(Wc,ξ) ≤
δ
c+1 < δ. But by [82, Proposition 4.10],
any set of full µ-measure has Hausdorff dimension at least δ. Thus µ(Wc,ξ) = 0 for all c > 0, and so
µ(VWAξ) = 0. 
Remark 1.49. It appears to be difficult to prove that µ(VWAξ) = 0 directly from Theorem 8.1 (assuming
that (8.24) is not satisfied and that ξ /∈ Λbp), since then the series (8.2) needs to be analyzed directly, as
it is not clear whether it is asymptotic to (8.1).
1.5.4. An example where (8.1) 6≍ (8.2). In Example 1.45, we used (iiB) of Theorem 8.1 to prove (1.11). A
natural question is whether we could have used (iiA) instead, as it is more general. However, we could not,
as the following proposition shows:
Proposition 8.15. Let X = Hd+1 for some d ∈ N, and let G ≤ Isom(X) be geometrically finite. If ξ is a
bounded parabolic point whose rank is strictly greater than 4δ/3, then there exists a function Φ such that
t 7→ tΦ(t) is nonincreasing and such that for every K > 0, (8.1) converges but (8.2) diverges.
If G is a nonelementary geometrically finite group and if ξ is a parabolic point of rank kξ, then δ > kξ/2
(e.g. [5]), and this bound is optimal (e.g. [71, Theorem 1]). In particular, it may happen that δ < 3kξ/4
or equivalently kξ > 4δ/3. This shows that Proposition 8.15 is not vacuous.
1.5.5. The measure of Λur. The following result is an application of Theorem 8.1:
Proposition 8.18. Let (X, d, o, b, G) be as in §1.1.4, with X proper and geodesic. Let µ be a δG-
quasiconformal measure on Λ. Then µ(Λur) = 0 if and only if G is not quasiconvex-cocompact.
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1.5.6. Relation between Theorems 8.1 and 7.1 via the mass transference principle. We now remark on the
relation between Theorems 8.1 and 7.1 provided by the Mass Transference Principle of V. V. Beresnevich
and S. L. Velani [7]. Informally, the Mass Transference Principle states that given any setup of Diophantine
approximation taking place in an Ahlfors regular metric space, the analogue of Khinchin’s theorem implies
the analogue of the Jarn´ık–Besicovitch theorem. In particular, applying [7, Theorem 3 on p.991] to Theorem
8.1 (together with (8.27)) immediately yields the divergence case of the following:
Theorem 1.50. Let (X, d, o, b, G) be as in §1.1.4, and fix a distinguished point ξ ∈ ∂X. Let δ be the
Poincare´ exponent of G, and suppose that there exists an ergodic δ-quasiconformal probability measure on
Λ which is Ahlfors δ-regular (see Definition 4.1). Let f,Φ : (0,∞) → (0,∞) be functions such that the
function t 7→ t−δf(t) is nonincreasing and the function t 7→ tδf ◦ Φ(t) is monotonic. Then
Hf (WAΦ,ξ) =
{
0 if
∑
g∈G f ◦ Φ(Kb
d(o,g(o))) <∞ for some K > 0
∞ if
∑
g∈G f ◦ Φ(Kb
d(o,g(o))) =∞ for all K > 0
.
The convergence case follows immediately from the Hausdorff–Cantelli lemma (see e.g. [8, Lemma 3.10]).
In particular, letting f(t) = ts and Φc(t) = t
−(1+c), we get
Hs(WAΦc,ξ) =

0 if s > δ1+c
∞ if s < δ1+c
0 if s = δ1+c and G is of convergence type
∞ if s = δ1+c and G is of divergence type
for all s ≤ δ. Since Wc,ξ =
⋂
c′<cWAΦc′ ,ξ ∩ Λr ⊇WAΦc,ξ ∩ Λr, if H
s(Λ \ Λr) = 0 then we have
Hs(Wc,ξ) =
{
0 if s > δ1+c
∞ if s ≤ δ1+c
·
Summarizing, we have the following:
Corollary 1.51. Let (X, d, o, b, G) be as in §1.1.4, and fix a distinguished point ξ ∈ ∂X. Let δ be the
Poincare´ exponent of G, and suppose that there exists an ergodic δ-quasiconformal probability measure on
Λ which is Ahlfors δ-regular. Then for c > 0,
dimH(Wc,ξ) =
δ
1 + c
as long as dimH(Λ \ Λr) <
δ
1+c .
Corollary 1.51 can be deduced independently from Theorem 7.1; see below. Moreover, in this case the
hypothesis that dimH(Λ \ Λr) <
δ
1+c may be weakened to the hypothesis that µ(Λ \ Λr) = 0. However, we
remark that the assumption dimH(Λ \ Λr) = 0 is satisfied in all the examples of §1.5.2 which are Ahlfors
regular (in fact, Λ \ Λr is countable in these examples).
Proof of Corollary 1.51 using Theorem 7.1. Fix σ > 0 such that µ(Λr,σ) > 0. Since µ is ergodic, µ(Λ \
G(Λr,σ)) = 0. By Lemma 2.39, for all τ > 0 sufficiently large we have G(Λr,σ) ⊆ Λr,τ ; for such τ , we have
µ(Λ \ Λr,τ ) = 0.
Since µ is Ahlfors δ-regular, it follows from the mass distribution principle that
Hδ∞(B(ξ, r) ∩ Λr,τ ) &× µ(B(ξ, r) ∩ Λr,τ) ≍ r
δ ,
and so Pξ(δ) = δ. By Proposition 7.4, we have Pξ(s) = s for all 0 < s < δ. 
History of Theorem 8.1. Although Theorem 8.1 has not been stated in the literature previously, the
equivalences (8.29) and (1.11) have both appeared in the literature. (8.29) was proven
• in the case where X = H2, G is a lattice, and ξ is a conventional point by S. J. Patterson in 1976
[69, the Theorem of §9].
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• in the case where X = Hd+1, G is a lattice, ξ is a parabolic point, and Φ(et) = e−t(t ∨ 1)−(1+ε)/δ
for some ε ≥ 0 (the “logarithm law”) by D. P. Sullivan in 1982 [84, Theorem 6].
• in the case whereX = Hd+1, G is convex-cocompact, and ξ is a hyperbolic point by B. O. Stratmann
in 1994 [79, Theorem A].
• in the case where X is a uniform tree which contains no vertex of degree ≤ 2, G is a lattice, and ξ
is a parabolic point by S. D. Hersonsky and F. Paulin in 2007 [48, Theorem 1.1].
(1.11) was proven
• in the case whereX = Hd+1, G is geometrically finite, and ξ is a parabolic point by B. O. Stratmann
and S. L. Velani in 1995 [82, Theorem 4].
• in the case where X is a pinched Hadamard manifold, G is geometrically finite, and ξ is a parabolic
point satisfying (1.10) by S. D. Hersonsky and F. Paulin in 2004 [47, Theorem 3].
Note that in the above lists, we ignore all differences between regularity hypotheses on the function Φ.
2. Gromov hyperbolic metric spaces
In this section we review the theory of hyperbolic metric spaces and discrete groups of isometries acting
on them. There is a vast literature on this subject; see for example [15, 51, 67, 88]. We would like to single
out [12], [15], and [88] as exceptions that work in not necessarily proper settings and make reference to
infinite-dimensional hyperbolic space.
Definition 2.1. Let (X, d) be a metric space. For any three points x, y, z ∈ X , the Gromov product of x
and y with respect to z is defined by
〈x|y〉z :=
1
2
[d(x, z) + d(y, z)− d(x, y)].
Intuitively, the Gromov product measures the “defect in the triangle inequality”.
Definition 2.2. A metric space (X, d) is called hyperbolic (or Gromov hyperbolic) if for every four points
x, y, z, w ∈ X we have
(2.1) 〈x|z〉w &+ min(〈x|y〉w , 〈y|z〉w).
We will refer to this inequality as Gromov’s inequality.
Hyperbolic metric spaces should be thought of as “those which have uniformly negative curvature”.
Note that many authors require X to be a geodesic metric space in order to be hyperbolic; we do not. If
X is a geodesic metric space, then the condition of hyperbolicity can be reformulated in several different
ways, including the thin triangles condition; see [15, §III.H.1] for details.
For each z ∈ X , let Bz denote the Busemann function
(2.2) Bz(x, y) := d(z, x)− d(z, y).
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Proposition 2.3. The Gromov product satisfies the following identities and inequalities:
〈x|y〉z = 〈y|x〉z(a)
d(y, z) = 〈y|x〉z + 〈z|x〉y(b)
0 ≤ 〈x|y〉z ≤ min(d(x, z), d(y, z))(c)
〈x|y〉z ≤ 〈x|y〉w + d(z, w)(d)
〈x|y〉w ≤ 〈x|z〉w + d(y, z)(e)
〈x|y〉z = 〈x|y〉w +
1
2
[Bx(z, w) + By(z, w)](f)
〈x|y〉z =
1
2
[d(x, z) + By(z, x)](g)
Bx(y, z) = 〈z|x〉y − 〈y|x〉z(h)
〈x|y〉z = 〈x|y〉w + d(z, w)− 〈x|z〉w − 〈y|z〉w(i)
〈x|y〉z = 〈x|y〉w + 〈x|w〉z − 〈y|z〉w(j)
The proof is a straightforward computation. We remark that (a)-(e) may be found in [88, Lemma 2.8].
2.1. Examples of hyperbolic metric spaces. The class of hyperbolic metric spaces is rich and well-
studied. For example, any subspace of a hyperbolic metric space is again a hyperbolic metric space, and
any geodesic metric space quasi-isometric to a geodesic hyperbolic metric space is again a hyperbolic metric
space [15, Theorem III.H.1.9]. Moreover, for every κ < 0, every CAT(κ) space is hyperbolic [15, Proposition
III.H.1.2]. We list below some well-known celebrated examples with no desire for completeness. Items with
∗ are CAT(κ) spaces for some κ < 0, and items with † are proper metric spaces, i.e. those for which closed
balls are compact.
• Standard hyperbolic space Hd+1 or Bd+1 (*,†).
• Infinite-dimensional hyperbolic space, i.e. the open unit ball B∞ in a separable Hilbert space with
the Poincare´ metric (*). This space and groups of isometries acting on it is investigated at length
in [26].
• Trees (*,† if locally finite)
• R-trees (*, sometimes †).
• Word-hyperbolic groups together with their Cayley metrics (†). We remark that this includes
almost every finitely presented group [40, p.78], [68]; see also [20].
• All Riemannian manifolds with negative sectional curvature uniformly bounded away from zero
(*,†).
• Complex and quaternionic hyperbolic spaces (*,†). These will be discussed in some detail in
Appendix B.
• Green metrics on word-hyperbolic groups [11, Corollary 1.2]
• Quasihyperbolic metrics of uniform domains in Banach spaces [89, Theorem 2.12]
• Arc graphs and curve graphs [43] and arc complexes [59, 49] of finitely punctured oriented surfaces
• Free splitting complexes [42, 49] and free factor complexes [9, 52, 49]
2.2. The boundary of a hyperbolic metric space. In this subsection, we define the Gromov boundary
of a hyperbolic metric space (X, d). If X = Hd+1 or Bd+1 for some d ∈ N, then the boundary of X is
exactly what you would expect, i.e. it is isomorphic to the topological boundary of X relative to R̂d+1.
In the following, we fix a distinguished point o ∈ X . However, it will be clear that the definitions given
are independent of which point is chosen.
Definition 2.4. A sequence (xn)
∞
1 in X is called a Gromov sequence if
〈xn|xm〉o −−→
n,m
∞.
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Two Gromov sequences (xn)
∞
1 and (yn)
∞
1 are called equivalent if
〈xn|yn〉o −→
n
∞.
It is readily verified using Gromov’s inequality that equivalence of Gromov sequences is indeed an equiva-
lence relation.
Definition 2.5. The Gromov boundary of X is the set of Gromov sequences modulo equivalence. It is
denoted ∂X . The Gromov bordification of X is the set bordX := X ⊔ ∂X . (The term “bordification” is
similar to “compactification”, except that the resulting space is not necessarily compact.)
Remark 2.6. Let g be an isometry of X . Then g takes Gromov sequences to Gromov sequences, and
equivalent Gromov sequences to equivalent Gromov sequences. Taking the quotient yields a map g∂X :
∂X → ∂X . Let gbordX : bordX → bordX be the piecewise combination of g with g∂X . Abusing notation,
we will in the sequel denote the maps g, g∂X , and gbordX by the same symbol g.
2.2.1. Extending the Gromov product and Busemann function to the boundary. For all points ξ, η ∈ ∂X
and y, z ∈ X , the appropriate Gromov products and Busemann function are defined as follows:
〈ξ|η〉z := inf{ lim inf
n,m→∞
〈xn|ym〉z : (xn)
∞
1 ∈ ξ, (ym)
∞
1 ∈ η}(2.3)
〈ξ|y〉z := 〈y|ξ〉z := inf{lim inf
n→∞
〈xn|y〉z : (xn)
∞
1 ∈ ξ}(2.4)
Bξ(y, z) := 〈z|ξ〉y − 〈y|ξ〉z,(2.5)
keeping in mind that ξ, η ∈ ∂X are collections of Gromov sequences.
The main properties of the Gromov product on the boundary come from the following lemma:
Lemma 2.7 ([88, Lemma 5.11]). Fix ξ, η ∈ ∂X and y, z ∈ X. For all (xn)∞1 ∈ ξ and (ym)
∞
1 ∈ η we have
〈xn|ym〉z −−−−→
n,m,+
〈ξ|η〉z(2.6)
〈xn|y〉z −−−−→
n,+
〈ξ|y〉z(2.7)
Bxn(y, z) −−−−→
n,+
Bξ(y, z).(2.8)
((2.8) is not found in [88] but it follows immediately from (2.7).)
A simple but useful consequence of Lemma 2.7 is the following:
Corollary 2.8. The formulas of Proposition 2.3 together with Gromov’s inequality hold for points on the
boundary as well, if the equations and inequalities there are replaced by additive asymptotics.
2.2.2. A topology on bordX. One can endow bordX with a topological structure. We will call a set
S ⊆ bordX open if S ∩X is open and if for each ξ ∈ S ∩∂X there exists t > 0 such that Nt(ξ) ⊆ S, where
(2.9) Nt(ξ) := {y ∈ bordX : 〈y|ξ〉o > t}.
We remark that with the topology defined above, bordX is metrizable; see [15, Exercise III.H.3.18(4)] if
X is proper and geodesic, and [26, Corollary 3.6.14] for the general case.
Observation 2.9. A sequence (xn)
∞
1 in bordX converges to a point ξ ∈ ∂X if and only if
(2.10) 〈xn|ξ〉o −→
n
∞.
Observation 2.10. A sequence (xn)
∞
1 in X converges to a point ξ ∈ ∂X if and only if (xn)
∞
1 is a Gromov
sequence and (xn)
∞
1 ∈ ξ.
Lemma 2.11 (Near-continuity of the Gromov product and Busemann function). Suppose that (xn)
∞
1 and
(yn)
∞
1 are sequences in bordX which converge to points xn −→n
x ∈ bordX and yn −→
n
y ∈ bordX. Suppose
that (zn)
∞
1 and (wn)
∞
1 are sequences in X which converge to points zn −→
n
z ∈ X and wn −→
n
w ∈ X. Then
〈xn|yn〉zn −−→
n,+
〈x|y〉z(2.11)
Bxn(zn, wn) −−→
n,+
Bx(z, w),(2.12)
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Proof. In the proof of (2.11), there are three cases:
Case 1: x, y ∈ X . In this case, (2.11) follows directly from (d) and (e) of Proposition 2.3.
Case 2: x, y ∈ ∂X . In this case, for each n ∈ N, choose x̂n ∈ X such that either
(1) x̂n = xn (if xn ∈ X), or
(2) 〈x̂n|xn〉z ≥ n (if xn ∈ ∂X).
Choose ŷn similarly. Clearly, x̂n −→
n
x and ŷn −→
n
y. By Observation 2.10, (x̂n)
∞
1 ∈ x and (ŷn)
∞
1 ∈ y.
Thus by Lemma 2.7,
(2.13) 〈x̂n|ŷn〉z −−→
n,+
〈x|y〉z .
Now by Gromov’s inequality and (e) of Proposition 2.3, either
〈x̂n|ŷn〉z ≍+ 〈xn|yn〉zn or(1)
〈x̂n|ŷn〉z &+ n,(2)
with which asymptotic is true depending on n. But for n sufficiently large, (2.13) ensures that the
(2) fails, so (1) holds.
Case 3: x ∈ X , y ∈ ∂X , or vice-versa. In this case, a straightforward combination of the above arguments
demonstrates (2.11).
Finally, note that (2.12) is an immediate consequence of (2.11), (2.5), and (h) of Proposition 2.3. 
Remark 2.12. If g is an isometry of X , then the map gbordX : bordX → bordX defined in Remark 2.6
is a homeomorphism of bordX .
2.3. Different (meta)metrics.
Definition 2.13. Recall that a metric on a set Z is a map D : Z × Z → [0,∞) which satisfies:
(I) Reflexivity: D(x, x) = 0.
(II) Reverse reflexivity: D(x, y) = 0 ⇒ x = y.
(III) Symmetry: D(x, y) = D(y, x).
(IV) Triangle inequality: D(x, z) ≤ D(x, y) +D(y, z).
Now we can define a metametric on Z to be a map D : Z×Z → [0,∞) which satisfies (II), (III), and (IV),
but not necessarily (I). This concept is not to be confused with the more common notion of a pseudometric,
which satisfies (I), (III), and (IV), but not necessarily (II). The term “metametric” was introduced by J.
Va¨isa¨la¨ in [88].
If D is a metametric, we define its domain of reflexivity as the set Zrefl := {x ∈ Z : D(x, x) = 0}.
Obviously, D restricted to its domain of reflexivity is a metric.
Now let (X, d) be a hyperbolic metric space. We will consider various metametrics on bordX .
2.3.1. The visual metametric based at a point z ∈ X.
Proposition 2.14. If X = Bd+1, then for all x,y ∈ ∂X we have
(2.14)
1
2
‖y − x‖ = e−〈x|y〉0.
Proof. See [15, §III.H.3.19] for ≍× and [26, Lemma 3.5.1] for equality. 
The following proposition generalizes (2.14) to the setting of hyperbolic metric spaces:
Proposition 2.15 ([88, Propositions 5.16 and 5.31]). For each b > 1 sufficiently close to 1 and for each
z ∈ X, there exists a complete metametric Dz = Db,z on ∂X satisfying
(2.15) Db,z(y1, y2) ≍× b
−〈y1|y2〉z
for all y1, y2 ∈ bordX. The implied constant may depend on b but not on z.
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We will refer to Db,z as the “visual (meta)metric from the point z with respect to the parameter b”.
The metric Db,z ↿ ∂X has been referred to in the literature as the Bourdon metric. We remark that this
metric is compatible with the topology defined in §2.2.2 restricted to ∂X .
Remark 2.16. For CAT(-1) spaces, Proposition 2.15 holds for any 1 < b ≤ e; moreover, the asymptotic
in (2.15) may be replaced by an equality; see [13] if X is proper and [26, Proposition 3.3.4] for the general
case.
2.3.2. Standing assumptions for Section 2. For the remainder of Section 2, we will have the following
standing assumptions:
(I) (X, d) is a hyperbolic metric space
(II) o ∈ X is a distinguished point
(III) b > 1 is a parameter close enough to 1 to guarantee for every z ∈ X the existence of a visual
metametric D = Db,z via Proposition 2.15 above.
2.3.3. The visual metametric based at a point ξ ∈ ∂X. Our next metametric is supposed to generalize the
Euclidean metric on the boundary of the upper half-plane model Hd+1. This metric should be thought of
as “seen from the point ∞”.
Notation 2.17. If X is a hyperbolic metric space and ξ ∈ ∂X , then let Eξ := bordX \ {ξ}.
We will motivate the visual metametric based at a point ξ ∈ ∂X by considering a sequence (zn)∞1 in X
converging to ξ, and taking the limits of their visual metametrics.
In fact, Db,zn(y1, y2) −→
n
0 for every y1, y2 ∈ Eξ. Some normalization is needed.
Lemma 2.18. Let (X, d, o, b) be as in §2.3.2, and suppose zn −→
n
ξ ∈ ∂X. Then for each y1, y2 ∈ Eξ,
bd(o,zn)Db,zn(y1, y2) −−→
n,×
b−[〈y1|y2〉o−
∑2
i=1〈yi|ξ〉o].
Proof.
bd(o,zn)Db,zn(y1, y2) ≍× b
−[〈y1|y2〉zn−d(o,zn)]
≍× b
−[〈y1|y2〉o−
∑2
i=1〈yi|zn〉o] (by (i) of Proposition 2.3)
−−→
n,×
b−[〈y1|y2〉o−
∑2
i=1〈yi|ξ〉o]. (by Lemma 2.11)

Corollary 2.19. Let (X, d, o, b) be as in §2.3.2. Then for each ξ ∈ ∂X, there exists a metametric Dξ,o =
Db,ξ,o on Eξ satisfying
(2.16) Db,ξ,o(y1, y2) ≍× b
−[〈y1|y2〉o−
∑2
i=1〈yi|ξ〉o] .
The metric Db,ξ,o ↿ Eξ ∩ ∂X has been referred to in the literature as the Hamensta¨dt metric.
Proof of Corollary 2.19. Let
Db,ξ,o(y1, y2) = lim sup
z→ξ
bd(o,z)Db,z(y1, y2).
Since the class of metametrics is closed under suprema and limits, it follows that Db,ξ,o is a metametric. 
From Lemma 2.18 and Corollary 2.19 it immediately follows that
(2.17) bd(o,zn)Db,zn(y1, y2) −−→
n,×
Db,ξ,o(y1, y2)
whenever (zn)
∞
1 ∈ ξ.
Lemma 2.20. Let (X, d, o, b) be as in §2.3.2. For all x ∈ X and ξ ∈ ∂X, we have
(2.18) Dξ,o(o, x) ≍× b
〈x|ξ〉o ≍×
1
Do(x, ξ)
.
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Proof. By (2.16),
Dξ,o(o, x) ≍× b
−[〈o|x〉o−〈o|ξ〉o−〈x|ξ〉o] = b〈x|ξ〉o.

2.3.4. Comparison of different metametrics.
Observation 2.21. Let (X, d, o, b) be as in §2.3.2, and fix y1, y2 ∈ bordX .
(i) For all z1, z2 ∈ X , we have
(2.19)
Dz1(y1, y2)
Dz2(y1, y2)
≍× b
− 12 [By1(z1,z2)+By2 (z1,z2)].
(ii) For all z ∈ X and ξ ∈ ∂X , we have
(2.20)
Dξ,z(y1, y2)
Dz(y1, y2)
≍× b
−[〈y1|ξ〉z+〈y2|ξ〉z].
(iii) For all z1, z2 ∈ X and ξ ∈ ∂X , we have
(2.21)
Dξ,z1(y1, y2)
Dξ,z2(y1, y2)
≍× b
Bξ(z1,z2).
Proof. (i) follows from the (f) of Proposition 2.3, (ii) follows from (2.16), and (iii) follows from (2.17). 
Corollary 2.22. Let (X, d, o, b) be as in §2.3.2, and fix y1, y2 ∈ bordX. Then for all g ∈ Isom(X),
(2.22)
D(g(y1), g(y2))
D(y1, y2)
≍× b
(1/2)[By1 (o,g
−1(o))+By2 (o,g
−1(o))].
Proof. Note that D ◦ g = Dg−1(o), and apply (2.19). 
Notation 2.23. From now on we will write
g′(y) = bBy(o,g
−1(o)),
so that (2.22) may be rewritten as the geometric mean value theorem
(2.23)
D(g(y1), g(y2))
D(y1, y2)
≍× (g
′(y1)g
′(y2))
1/2
.
To justify this notation somewhat, note that if y1 ∈ bordX is not an isolated point then
g′(y1) ≍× lim
y2→y1
D(g(y1), g(y2))
D(y1, y2)
by (2.23) together with Lemma 2.11.
We end this subsection with a proposition which shows the relation between the derivative of an isometry
g ∈ Isom(X) at a point ξ ∈ Fix(g) and the action on the metametric space (Eξ, Dξ,o):
Proposition 2.24. Fix g ∈ Isom(X) and ξ ∈ Fix(g). Then for all y1, y2 ∈ Eξ,
Dξ,o(g(y1), g(y2)) ≍× g
′(ξ)−1Dξ,o(y1, y2).
Proof.
Dξ,o(g(y1), g(y2)) = Dξ,g−1(o)(y1, y2)
≍× b
−Bξ(o,g
−1(o))Dξ,o(y1, y2) (by (2.21))
≍× g
′(ξ)−1Dξ,o(y1, y2) .

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2.4. The geometry of shadows. Recall that if X = Hd+1 or Bd+1, then for each z ∈ X the projection
map πz : X \ {z} → ∂X is defined to be the unique map so that for all x ∈ X \ {z}, x is on the geodesic
ray joining z and πz(x). For x ∈ X and σ > 0, it is useful to consider the set πz(B(x, σ)), which is called
the “shadow” of the ball B(x, σ) with respect to the point z. This definition does not make sense in our
setting, since a hyperbolic metric space does not necessarily have geodesics. Thus we replace it with the
following definition which uses only the Gromov product:
Definition 2.25. Let (X, d) be a hyperbolic metric space. For each σ > 0 and x, z ∈ X , let
Shadz(x, σ) = {η ∈ ∂X : 〈z|η〉x ≤ σ}.
We say that Shadz(x, σ) is the shadow cast by x from the light source z, with parameter σ. For shorthand
we will write Shad(x, σ) = Shado(x, σ).
Although we will not need it in our proofs, let us remark that the sets Shadz(x, σ) are closed [26,
Observation 4.5.2].
Proposition 2.26 ([26, Corollary 4.5.5]). Let X = Hd+1 or Bd+1. For every σ > 0, there exists τ = τσ > 0
such that for any x, z ∈ X we have
πz(B(x, σ)) ⊆ Shadz(x, σ) ⊆ πz(B(x, τ)).
Let us establish up front some geometric properties of shadows.
Observation 2.27. If η ∈ Shadz(x, σ), then
〈x|η〉z ≍+,σ d(z, x).
Proof. We have 〈x|η〉z ≤ d(z, x) ≍+ 〈x|η〉z + 〈z|η〉x ≤ 〈x|η〉z + σ. 
Lemma 2.28 (Intersecting Shadows Lemma). Let (X, d) be a hyperbolic metric space. For each σ >
0, there exists τ = τσ > 0 such that for all x, y, z ∈ X satisfying d(z, y) ≥ d(z, x) and Shadz(x, σ) ∩
Shadz(y, σ) 6= , we have
(2.24) Shadz(y, σ) ⊆ Shadz(x, τ)
and
(2.25) d(x, y) ≍+,σ Bz(y, x).
Proof. Fix η ∈ Shadz(x, σ) ∩ Shadz(y, σ), so that by Observation 2.27
〈x|η〉z ≍+,σ d(z, x) and 〈y|η〉z ≍+,σ d(z, y) ≥ d(z, x).
Gromov’s inequality along with (c) of Proposition 2.3 then gives
(2.26) 〈x|y〉z ≍+,σ d(z, x).
Rearranging yields (2.25). In order to show (2.24), fix ξ ∈ Shadz(y, σ), so that 〈y|ξ〉z ≍+,σ d(z, y) ≥
d(z, x). Gromov’s inequality and (2.26) then give
〈x|ξ〉z ≍+,σ d(z, x),
i.e. ξ ∈ Shadz(x, τ) for some τ > 0 sufficiently large (depending on σ). 
Lemma 2.29 (Bounded Distortion Lemma). Let (X, d, o, b) be as in §2.3.2, and fix σ > 0. Then for every
g ∈ Isom(X) and for every ξ ∈ Shadg−1(o)(o, σ) we have
(2.27) g′(ξ) ≍×,σ b
−d(o,g(o)).
Moreover, for every ξ1, ξ2 ∈ Shadg−1(o)(o, σ), we have
(2.28)
D(g(ξ1), g(ξ2))
D(ξ1, ξ2)
≍×,σ b
−d(o,g(o)).
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Proof. By (g) of Proposition 2.3,
g′(ξ) = bBξ(o,g
−1(o)) ≍× b
2〈g−1(o)|ξ〉o−d(o,g(o)) ≍×,σ b
−d(o,g(o)).
Now (2.28) follows from (2.27) and the geometric mean value theorem (2.23). 
Lemma 2.30 (Big Shadows Lemma). Let (X, d, o, b) be as in §2.3.2. For every ε > 0, for every σ > 0
sufficiently large, and for every z ∈ X, we have
(2.29) Diam(∂X \ Shadz(o, σ)) ≤ ε.
Proof. If ξ, η ∈ ∂X \ Shadz(o, σ), then 〈z|ξ〉o > σ and 〈z|η〉o > σ. Thus by Gromov’s inequality we have
〈ξ|η〉o &+ σ.
Exponentiating gives D(ξ, η) .× b
−σ. Thus
Diam(∂X \ Shadz(o, σ)) .× b
−σ −→
σ
0,
and the convergence is uniform in z. 
Lemma 2.31 (Diameter of Shadows Lemma). Let (X, d, o, b) be as in §2.3.2, and let G ≤ Isom(X). Then
for all σ > 0 sufficiently large, we have for all x ∈ G(o) and for all z ∈ X
Diamz(Shadz(x, σ)) .×,σ b
−d(z,x),
with ≍×,σ if #(∂X) ≥ 3.
Proof. For any ξ, η ∈ Shadz(x, σ), we have
Db,z(ξ, η) ≍× b
−〈ξ|η〉z .× b
−min(〈x|ξ〉z,〈x,η〉z)
.×,σ b
−d(z,x)
which proves the . direction.
Now let us prove the & direction, assuming #(∂X) ≥ 3. Fix ξ1, ξ2, ξ3 ∈ ∂X distinct, let ε =
mini6=j D(ξi, ξj)/2, and fix σ > 0 large enough so that (2.29) holds for every z ∈ X .
Now fix x = g(o) ∈ G(o) and z ∈ X ; by (2.29) we have
Diam(∂X \ Shadg−1(z)(o, σ)) ≤ ε,
and thus
#
{
i = 1, 2, 3 : ξi ∈ Shadg−1(z)(o, σ)
}
≥ 2.
Without loss of generality suppose that ξ1, ξ2 ∈ Shadg−1(z)(o, σ). By applying g, we have g(ξ1), g(ξ2) ∈
Shadz(x, σ). Then
Diamz(Shadz(x, σ)) ≥ Db,z(g(ξ1), g(ξ2))
≍× b
−〈g(ξ1)|g(ξ2)〉z = b−〈ξ1|ξ2〉g−1(z)
&× b
−〈ξ1|ξ2〉ob−d(o,g
−1(z)) ≍×,ξ1,ξ2 b
−d(z,x).

Remark 2.32. If G is nonelementary then #(∂X) ≥ #(ΛG) ≥ 3 (see Definition 2.37 below). Thus in our
applications, we will always have ≍×,σ in Lemma 2.31.
We end this subsection with the definition of a horoball:
Definition 2.33. A horoball centered at a point ξ ∈ ∂X is a sublevelset of the Busemann function of ξ,
i.e. a set of the form
H = {x : Bξ(x, o) < t}.
Such sets are called horoballs because in the case X = Hd+1
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2.5. Modes of convergence to the boundary; limit sets. Let (X, d) be a hyperbolic metric space,
and fix a distinguished point o ∈ X . We recall (Observation 2.9) that a sequence (xn)∞1 in X converges to
a point ξ ∈ ∂X if and only if
〈xn|ξ〉o −→
n
∞.
In this subsection we define more restricted modes of convergence. To get an intuition let us consider the
case X = H2.
Proposition 2.34 ([26, Proposition 7.1.1]). Let (xn)
∞
1 be a sequence in H
2 converging to a point ξ ∈ ∂H2.
Then the following are equivalent:
(A) The sequence (xn)
∞
1 lies within a bounded distance of the geodesic ray [o, ξ].
(B) There exists σ > 0 such that for all n ∈ N,
〈o|ξ〉xn ≤ σ,
or equivalently
(2.30) ξ ∈ Shad(xn, σ).
Condition (A) motivates calling this kind of convergence radial ; we shall use this terminology henceforth.
However, condition (B) is best suited to a general hyperbolic metric space.
Definition 2.35. Let X be a hyperbolic metric space, and let (xn)
∞
1 be a sequence in X converging to a
point ξ ∈ ∂X . We will say that (xn)∞1 converges to ξ
• σ-radially if (2.30) holds for all n ∈ N,
• radially if it converges σ-radially for some σ > 0,
• σ-uniformly radially if it converges σ-radially, if
(2.31) d(xn, xn+1) ≤ σ ∀n ∈ N,
and if x1 = o,
• uniformly radially if it converges σ-uniformly radially for some σ > 0, and
• horospherically if
Bξ(o, xn) −→
n
+∞,
or equivalently, if {xn : n ∈ N} intersects every horoball centered at ξ.
Observation 2.36. The concepts of convergence, radial convergence, uniformly radial convergence, and
horospherical convergence are independent of the basepoint o, whereas the concept of σ-radial convergence
depends on the basepoint. (However, see Lemma 2.39 below.)
Let G ≤ Isom(X). We define the limit set of G, a subset of ∂X which encodes geometric information
about G. We also define a few important subsets of the limit set.
Definition 2.37. Let
Λ(G) := {η ∈ ∂X : gn(o)→ η for some sequence (gn)
∞
1 in G}
Λr(G) := {η ∈ ∂X : gn(o)→ η radially for some sequence (gn)
∞
1 in G}
Λur(G) := {η ∈ ∂X : gn(o)→ η uniformly radially for some sequence (gn)
∞
1 in G}
Λr,σ(G) := {η ∈ ∂X : gn(o)→ η σ-radially for some sequence (gn)
∞
1 in G}
Λur,σ(G) := {η ∈ ∂X : gn(o)→ η σ-uniformly radially for some sequence (gn)
∞
1 in G}
Λh(G) := {η ∈ ∂X : gn(o)→ η horospherically for some sequence (gn)
∞
1 in G}.
These sets are respectively called the limit set, radial limit set, uniformly radial limit set, σ-radial limit set,
σ-uniformly radial limit set, and horospherical limit set of the group G.
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Note that
Λr =
⋃
σ>0
Λr,σ
Λur =
⋃
σ>0
Λur,σ
Λur ⊆ Λr ⊆ Λh ⊆ Λ.
Observation 2.38. The sets Λ, Λr, Λur, and Λh are invariant under the action of G, and are independent
of the basepoint o. The set Λ is closed.
The first assertion follows from Observation 2.36 and the second follows directly from the definition of
Λ as the intersection of ∂X with the set of accumulation points of the set G(o).
Lemma 2.39 (Near-invariance of the sets Λr,σ). For every σ > 0, there exists τ > 0 such that for every
g ∈ G, we have
g(Λr,σ) ⊆ Λr,τ .
Proof. Fix ξ ∈ Λr,σ. There exists a sequence (hn)∞1 so that hn(o) −→n
ξ σ-radially, i.e.
〈o|ξ〉hn(o) ≤ σ ∀n ∈ N
and hn(o) −→
n
ξ. Now
〈o|g−1(o)〉hn(o) ≥ d(o, hn(o)) − d(o, g
−1(o)) −→
n
∞.
Thus, for n sufficiently large, Gromov’s inequality gives
〈g−1(o)|ξ〉hn(o) .+ σ ≍+,σ 0,
i.e.
〈o|g(ξ)〉g◦hn(o) ≍+,σ 0.
So g ◦ hn(o) −→
n
g(ξ) τ -radially, where τ is the implied constant of this asymptotic. Thus, g(ξ) ∈ Λr,τ .

2.6. Poincare´ exponent. Let (X, d, o, b) be as in §2.3.2, and let G ≤ Isom(X). For each s ≥ 0, the series
Σs(G) :=
∑
g∈G
b−sd(o,g(o))
is called the Poincare´ series of the group G in dimension s (or “evaluated at s”) relative to b. The number
(2.32) δG := inf{s ≥ 0 : Σs(G) <∞}
is called the Poincare´ exponent of the group G relative to b. Here, we let inf  =∞.
Definition 2.40. A group of isometries G with δG <∞ is said to be of convergence type if ΣδG(G) <∞.
Otherwise, it is said to be of divergence type. In the case where δG =∞, we say that the group is neither
of convergence type nor of divergence type.
2.7. Parabolic points. Let (X, d, o, b) be as in §2.3.2, and let G ≤ Isom(X).
Definition 2.41. Fix ξ ∈ ∂X , and let Gξ be the stabilizer of ξ relative to G. We say that ξ is a parabolic
fixed point of G if Gξ(o) is unbounded and if
(2.33) g′(ξ) ≍× 1 ∀g ∈ Gξ.
Note that this definition together with Proposition 2.24 yields the following observation:
Observation 2.42. Let ξ be a parabolic fixed point of G. Then the action of Gξ on (Eξ, Dξ,o) is uniformly
Lipschitz, i.e.
(2.34) Dξ,o(g(y1), g(y2)) ≍× Dξ,o(y1, y2) ∀y1, y2 ∈ Eξ ∀g ∈ Gξ.
Notation 2.43. The implied constant of (2.34) will be denoted C0.
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Observation 2.44. Let ξ be a point satisfying (2.33). Then for all g ∈ Gξ,
(2.35) Dξ,o(o, g(o)) ≍× b
(1/2)d(o,g(o)).
Proof. This is a direct consequence of Lemma 2.20, (g) of Proposition 2.3, and (2.33). 
As a corollary we have the following:
Observation 2.45. Let ξ be a point satisfying (2.33). Then for any sequence (gn)
∞
1 in Gξ,
(2.36) d(o, gn(o)) −→
n
∞ ⇔ gn(o) −→
n
ξ.
In particular, if ξ is parabolic then ξ ∈ ΛG.
Proof.
gn(o) −→
n
ξ ⇔ D(gn(o), ξ) −→
n
0 ⇔ Dξ,o(o, gn(o)) −→
n
∞ ⇔ d(o, gn(o)) −→
n
∞.
If ξ is parabolic, then Gξ(o) is unbounded, so there exists a sequence (gn)
∞
1 in Gξ satisfying the left hand
side of (2.36). It also satisfies the right hand side of (2.36), which implies ξ ∈ ΛG. 
2.7.1. ξ-bounded sets. To define the notion of a bounded parabolic point, we first introduce the following
definition:
Definition 2.46. A set S ⊆ bordX \ {ξ} is ξ-bounded if ξ /∈ S.
The motivation for this definition is that if X = Hd+1 and ξ =∞, then ξ-bounded sets are exactly those
which are bounded in the Euclidean metric.
Observation 2.47. Fix S ⊆ bordX \ {ξ}. The following are equivalent:
(A) S is ξ-bounded.
(B) 〈x|ξ〉o ≍+ 0 uniformly for all x ∈ S.
(C) Dξ,o(o, x) .× 1 uniformly for all x ∈ S.
(D) S has bounded diameter in the Dξ,o metametric.
Condition (D) motivates the terminology “ξ-bounded”.
Proof of Observation 2.47. (A) ⇔ (B) follows from the definition of the topology on bordX , (B) ⇔ (C)
follows from Lemma 2.20, and (C) ⇔ (D) is obvious. 
2.7.2. Bounded parabolic points.
Definition 2.48. A parabolic point ξ ∈ ΛG is a bounded parabolic point if there exists a ξ-bounded set
S ⊆ bordX \ {ξ} such that
G(o) ⊆ Gξ(S).
We denote the set of bounded parabolic points by Λbp.
Proposition 2.49. Let ξ be a parabolic point of a nonelementary group G ≤ Isom(X). Then the following
are equivalent:
(A) ξ is a bounded parabolic point.
(B) (i) There exists a ξ-bounded set S such that ΛG \ {ξ} ⊆ Gξ(S), and
(ii) There exists a horoball H centered at ξ which is disjoint from G(o), i.e. ξ is not a horospherical
limit point.
Proof of (A) ⇒ (B). Let S be as in Definition 2.48, and let S˜ = Ne(S, 1), whereNe(S, r) = {x : De(x, S) ≤
r}. Then ΛG \ {ξ} ⊆ Gξ(S˜), demonstrating (B)(i). By (g) of Proposition 2.3, for x ∈ S we have
0 ≍+ 〈x|ξ〉o &+
1
2
Bξ(o, x),
and since ξ is parabolic, we have Bξ(o, g(x)) .+ 0 for all g ∈ Gξ. Thus Gξ(S) is disjoint from some horoball
H centered at ξ, and so G(o) ⊆ Gξ(S) is also disjoint from H , demonstrating (B)(ii). 
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Proof of (B) ⇒ (A). Fix x ∈ G(o), and we will show that De(x,ΛG \{ξ}) .× 1. Since G is nonelementary,
we may fix η1, η2 ∈ ΛG distinct. Letting x = g(o), we have
〈g(η1)|g(η2)〉x ≍+ 0,
and so by Gromov’s inequality, there exists i = 1, 2 such that
〈g(ηi)|ξ〉x ≍+ 0;
we have
De(x, g(ηi)) ≍× b
Bξ(o,x)Dξ,x(x, g(ηi)) (by (2.21))
.× Dξ,x(x, g(ηi)) (since x /∈ H)
≍× b
〈g(ηi)|ξ〉x (by Lemma 2.20)
≍× 1.
Letting r be the implied constant of this asymptotic yields x ∈ Ne(ΛG \ {ξ}), r). Thus if S is a ξ-bounded
set such that ΛG \ {ξ} ⊆ Gξ(S), then G(o) ⊆ Gξ(Ne(S,C0r)). 
Remark 2.50. If X = Hd+1, then (B)(i) of Proposition 2.49 implies (B)(ii) of Proposition 2.49. (However,
it is not clear whether the implication holds in general.) Thus our definition of a bounded parabolic point
agrees with the usual one in the literature, which is condition (B)(i).
Proof. Suppose that ξ satisfies (B)(i) of Proposition 2.49. By [14, Lemma 4.1], for every ε > 0 there exists
a horoball Hε centered at ξ such that
Hε ∩ CG ⊆ Tε(G) := {x ∈ H
d+1 : 〈g ∈ G : d(x, g(x)) ≤ ε〉 is infinite}.
Here CG denotes the convex hull of the limit set of G.
Without loss of generality suppose o ∈ CG. Choose ε > 0 small enough so that o /∈ Tε(G); such a ε
exists since G is discrete. Since Tε(G) is invariant under the action of G, we have G(o) ∩ Tε(G) = . On
the other hand, G(o) ⊆ CG, so G(o) ∩Hε = . 
2.8. Quasiconformal measures.
Definition 2.51. Let (X, d, o, b, G) be as in §1.1.4. For each s ≥ 0, a measure µ ∈ M(∂X) is called
s-quasiconformal if
(2.37) µ(g(A)) ≍×
∫
A
[g′(ξ)]sdµ(ξ)
for all g ∈ G and for all A ⊆ ∂X . It is ergodic if for every G-invariant set A ⊆ ∂X , either µ(A) = 0 or
µ(∂X \A) = 0.
In this subsection we discuss sufficient conditions for the existence and uniqueness of an ergodic δ-
quasiconformal measure. The well-known construction of Patterson and Sullivan ([70] and [83]) can be
generalized to show the following:
Theorem 2.52 ([21, 38]). Let (X, d, o, b, G) be as in §1.1.4, and assume that X is proper and geodesic,
and that δ = δG <∞. Then there exists an ergodic δ-quasiconformal measure supported on Λ.
Proof. Everything except “ergodic” was proven in [21]; see also [26, Theorem 15.4.6]. Let µ be a δ-
quasiconformal measure. Let ̺ : G× ∂X → R satisfy (1.1)-(1.3) of [38]. Then by [38, Theorem 1.4], µ can
be written as a convex combination of ergodic measures which are “̺-admissible” (in the terminology of
[38]). But by (1.1) of [38], we have e̺(g,ξ) ≍× g′(ξ)δ for µ-almost every ξ ∈ ∂X , so ̺-admissibility implies
δ-quasiconformality for all measures supported on the complement of a certain µ-nullset. But this means
that almost every measure in the convex combination is an ergodic δ-quasiconformal measure. 
It is much more difficult to prove the existence of quasiconformal measures in the case where X is not
proper. It turns out that the condition of divergence type, which in the case X = Hd+1 is already known to
imply uniqueness of the δ-conformal measure, is the right condition to guarantee existence in a non-proper
setting:
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Theorem 2.53 ([26, Theorem 1.4.1]). Let (X, d, o, b, G) be as in §1.1.4. Suppose that G is of divergence
type. Then there exists a δ-quasiconformal measure µ for G, where δ is the Poincare´ exponent of G. It
is unique up to a multiplicative constant in the sense that if µ1, µ2 are two such measures then µ1 ≍× µ2,
meaning that µ1 and µ2 are in the same measure class and that the Radon–Nikodym derivative dµ1/dµ2 is
bounded from above and below. In addition, µ is ergodic and gives full measure to the radial limit set of G.
3. Basic facts about Diophantine approximation
In this section we prove Theorem 3.1 and Proposition 3.2.
Theorem 3.1 (Generalization of Dirichlet’s Theorem). Let (X, d, o, b, G) be as in §1.1.4, and fix a dis-
tinguished point ξ ∈ ∂X. Then for every σ > 0, there exists a number C = Cσ > 0 such that for every
η ∈ Λr,σ(G),
(3.1) D(g(ξ), η) ≤ Cb−d(o,g(o)) for infinitely many g ∈ G.
Here Λr,σ(G) denotes the σ-radial limit set of G.
Furthermore, there exists a sequence of isometries (gn)
∞
1 ⊆ G such that
gn(ξ) −→
n
η and gn(o) −→
n
η,
and (3.1) holds with g = gn for all n ∈ N.
Proof. Since the group G is of general type, by Observation 1.8 there exists h ∈ G such that h(ξ) 6= ξ. Let
ξ1 = ξ and let ξ2 = h(ξ). Since η is a σ-radial limit point, there exists a sequence (g˜n)
∞
1 in G such that
g˜n(o) converges to η σ-radially. We have
0 ≍+,ξ 〈ξ1|ξ2〉o &+ min
(
〈g˜−1n (o)|ξ1〉o, 〈g˜
−1
n (o)|ξ2〉o
)
.
Let in ∈ {1, 2} be chosen so as to minimize 〈g˜−1n (o)|ξin〉o. We then have
〈g˜−1n (o)|ξin 〉o ≍+,ξ 0,
or equivalently
〈g˜n(o)|g˜n(ξin)〉o ≍+,ξ d(o, g˜n(o)).
On the other hand, since g˜n(o) converges to η σ-radially we have
〈g˜n(o)|η〉o ≍+,σ d(o, g˜n(o)).
Applying Gromov’s inequality yields
〈g˜n(ξin)|η〉o &+,ξ,σ d(o, g˜n(o))
and thus
D(g˜n(ξin), η) .×,ξ,σ b
−d(o,g˜n(o)).
If in = 1 for infinitely many n, then we are done by setting gn := g˜n. Otherwise,
D(g˜n ◦ h(ξ), η) .×,ξ,σ b
−d(o,g˜n(o)) ≍×,ξ b
−d(o,g˜n◦h(o))
and we are done by setting gn := g˜n ◦ h. 
If ξ ∈ ∂X \ Λ, then Theorem 3.1 together with the following proposition show that the theory of
Diophantine approximation by the orbit of ξ is trivial.
Proposition 3.2. Let (X, d, o, b, G) be as in §1.1.4. For every ξ ∈ ∂X \ Λ, we have BAξ = Λr.
Proof. We have D(ξ,Λ) > 0 and so
〈ξ|η〉o ≍+,ξ 0
for all η ∈ Λ. Now fix η ∈ Λr(G); for all g ∈ G, we have
〈g(ξ)|η〉g(o) = 〈ξ|g
−1(η)〉o ≍+,ξ 0.
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Thus by (d) of Proposition 2.3 we have
〈g(ξ)|η〉o .+ 〈g(ξ)|η〉g(o) + d(o, g(o))
≍+,ξ d(o, g(o)).
So, D(g(ξ), η) &×,ξ b
−d(o,g(o)), i.e. η is badly approximable with respect to ξ. We are done. 
4. Schmidt’s game and McMullen’s absolute game
Throughout this section (Z,D) denotes a metric space. In our applications, Z will not be a hyperbolic
metric space; rather, it will be the boundary of a hyperbolic metric space (or some subset thereof), and D
will be a visual metric as defined in Proposition 2.15.
We recall that for 0 < c < 1, the metric space (Z,D) is said to be c-uniformly perfect if for every
r ∈ (0, 1) and for every z ∈ Z, B(z, r) \B(z, cr) 6= ; it is uniformly perfect if it is c-uniformly perfect for
some 0 < c < 1. Thus every uniformly perfect space is perfect but not necessarily vice versa.29
Definition 4.1. For s > 0, a measure µ ∈M(Z) is called Ahlfors s-regular if
µ(B(z, r)) ≍× r
s
for all z ∈ Supp(µ)30 and for all r ∈ (0, 1). The set Z itself is called Ahlfors s-regular if it is equal to the
Supp(µ) for some Ahlfors s-regular measure µ ∈ M(Z).
We note that it is well-known that if Z is an Ahlfors s-regular metric space then its Hausdorff, packing,
and box-counting dimensions are all equal to s (see e.g. [93]). Moreover, every Ahlfors regular space is
uniformly perfect, since if Z is Ahlfors s-regular then
B(z, r) \B(z, cr) =  ⇒ B(z, r) = B(z, cr)⇒ rs ≍× (cr)
s ⇒ c ≍× 1;
taking the contrapositive yields that for 0 < c < 1 sufficiently small, Z is c-uniformly perfect.
We now define Schmidt’s game (introduced by W. M. Schmidt in [77]) for the metric space (Z,D).
When defining the game in this level of generality, we must specify that when choosing a ball in (Z,D), a
player is really choosing a pair (z, r) ∈ Z × (0,∞) which determines to a ball B(z, r) ⊆ Z.
Remark 4.2. Unlike in the case of Z = Rd, it is possible that the same ball may be written in two different
ways, i.e. B(z, r) = B(z˜, r˜ ) for some (z, r) 6= (z˜, r˜ ). In this case, it is the player’s job to disambiguate.
Now fix 0 < α, β < 1, and suppose that two players, Bob and Alice, take turns choosing balls Bk =
B(zk, rk) and Ak = B(z˜k, r˜k), satisfying
B1 ⊇ A1 ⊇ B2 ⊇ . . .
and
r˜k = αrk, rk+1 = βr˜k.
A set S ⊆ Z is said to be (α, β)-winning if Alice has a strategy guaranteeing that the unique point in the
set
⋂∞
k=1 Bk =
⋂∞
k=1 Ak belongs to S, regardless of the way Bob chooses to play. It is said to be α-winning
if it is (α, β)-winning for all β > 0, and winning if it is α-winning for some α.
In [63], C. T. McMullen introduced the following modification:31 Let Z be a c-uniformly perfect metric
space. Fix 0 < β ≤ c/5,32 and suppose that Bob and Alice take turns choosing balls Bk = B(zk, rk) and
Ak = B(z˜k, r˜k) so that
(4.1) B1 ⊇ B1 \A1 ⊇ B2 ⊇ B2 \A2 ⊇ B3 ⊇ · · ·
and
(4.2) r˜k ≤ βrk, rk+1 ≥ βrk.
29Recall that a metric space is called perfect if it is compact and has no isolated points.
30Here and from now on Supp(µ) denotes the topological support of a measure µ.
31Strictly speaking, McMullen only defined his game for Z = Rd.
32The constant c/5 is chosen to ensure that Bob will always have a legal move; see Lemma 4.3 below.
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A set S ⊆ Z is said to be β-absolute winning if Alice has a strategy which leads to
∞⋂
k=1
Bk ∩ S 6= 
regardless of how Bob chooses to play; S is said to be absolute winning if S is β-absolute winning for all
0 < β ≤ c/5. Note a significant difference between Schmidt’s original game and the modified game: now
Alice has rather limited control over the situation, since she can block fewer of Bob’s possible moves at the
next step. Also, in the new version the rks do not have to tend to zero; therefore
⋂∞
1 Bk does not have to
be a single point (however the outcome with rk 6−→
k
0 is clearly winning for Alice as long as S is dense).
The following lemma guarantees that Bob always has a legal move in the β-absolute winning game:
Lemma 4.3. Let Z be a c-uniformly perfect metric space and fix 0 < β ≤ c/5. Then for any two sets
B1 = B(z1, r1) and A1 = B(z˜1, r˜1) ⊆ B1 with r˜1 ≤ βr1, there exists a set B2 = B(z2, r2) ⊆ B1 with
r2 = βr which is disjoint from A1.
Proof. Let r = r1 and w1 = z1. Since Z is c-uniformly perfect, there exists a point w2 ∈ B(z1, (1 − β)r) \
B(z1, c(1− β)r). Then the balls Ui = B(wi, βr) are contained in B1; moreover,
D(U1, U2) ≥ D(w1, w2)− 2βr ≥ c(1− β)r − 2βr > (c− 3β)r.
On the other hand,
Diam(A1) ≤ 2r˜1 ≤ 2βr ≤ (c− 3β)r,
which shows that A1 can intersect at most one of the sets U1 and U2. Letting B2 be one that it does not
intersect finishes the proof. 
The following proposition summarizes some important properties of winning and absolute winning sub-
sets of a c-uniformly perfect Ahlfors s-regular metric space (Z,D):
Proposition 4.4.
(i) Winning sets are dense and have Hausdorff dimension s.
(ii) Absolute winning implies α-winning for any 0 < α ≤ c/5.
(iii) The countable intersection of α-winning (resp., absolute winning) sets is again α-winning (resp.,
absolute winning).
(iv) The image of an α-winning set under a bi-Lipschitz map f is K−2α-winning, where K is the
bi-Lipschitz constant of f .
(v) The image of an absolute winning set under a quasisymmetric map (and in particular any bi-
Lipschitz map) is absolute winning.
Proofs.
(i) [55, Proposition 5.1]
(ii) Fix β > 0, and let γ = min(α, β). We can convert a winning strategy for Alice in the γ-absolute
winning game into a winning strategy in the (α, β)-game by using Lemma 4.3 with β replaced by
α; the idea is that if Alice would have made the move A1 in the γ-absolute winning game, then
she should make the move B2 in the (α, β)-game. Details are left to the reader.
(iii) [77, Theorem 2] (the argument can be easily modified to account for absolute winning)
(iv) [25, Proposition 5.3]
(v) [63, Theorem 2.2]33

33Full disclosure: McMullen’s proof appears to the casual observer to be using crucially the fact that Z = Rd. In fact, his
proof has the following form:
(4.3) Quasisymmetric⇒ Conditions 1-4 on p.5-6⇒ Preserves absolute winning sets.
The first arrow depends on the assumption Z = Rd; the second arrow does not. Moreover, maps satisfying McMullen’s
conditions 1-4 are what are usually referred to as quasisymmetric maps by those studying spaces beyond Rd (and by us below
in Lemma 5.11). (Maps satisfying McMullen’s definition of quasisymmetric are termed “weakly quasisymmetric”.) Thus the
second arrow of (4.3), which holds for any Z, is accurately represented by our statement (v) above.
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Note that winning sets arise naturally in many settings in dynamics and Diophantine approximation
[23, 24, 25, 29, 33, 34, 56, 55, 65, 77, 78, 86, 87]. Several examples of absolute winning sets were exhibited
by McMullen in [63], most notably the set of badly approximable numbers in R. However absolute winning
does not occur as frequently as winning. In particular, the set of badly approximable vectors in Rd for
d > 1 is winning but not absolute winning (see [16]).
For the purposes of this paper, we will introduce a slight modification of McMullen’s absolute winning
game. The only difference will be that in (4.2) we will require equality, i.e.
(4.4) r˜k = βrk, rk+1 = βr˜k.
For each 0 < β ≤ c/5, a set for which Alice can win this modified game will be called β-modified absolute
winning.
Proposition 4.5. Fix 0 < β ≤ c/5. Then every β-absolute winning set is β-modified absolute winning,
and every β2/4-modified absolute winning set is β-absolute winning.
Proof. First of all, let us notice that it makes no difference whether or not Alice is required to have
equality in her choice of radii; choosing the largest possible radius always puts the greatest restriction
on Bob’s moves, and is therefore most advantageous for Alice. On the other hand, requiring Bob to
choose the minimal possible radius is an advantage for Alice, since it restricts Bob’s choice of moves. This
demonstrates the first statement, that every β-absolute winning set is β-modified absolute winning.
Let S ⊆ Z be a β2/4-modified absolute winning set. By [77, Theorem 7], there exists a positional
strategy for Alice to win the β2/4-modified absolute winning game with target set S, i.e. a map F which
inputs Bob’s ball and outputs the next move Alice should make, without any information about previous
moves. Based on this map F , we will give a positional strategy G for Alice to win the β-absolute winning
game. Given any ball B(z, r), let n = nr be the unique integer so that (β/2)
2n+1 ≤ r < (β/2)2n−1. Write
F(B(z, (β/2)2n)) = B(w, (β/2)2n+2) (the radius (β/2)2n+2 is forced by the definition of the modified
absolute winning game). Let G(B(z, r)) = B(w, 2(β/2)2n+2); this move is legal in the β-absolute winning
game since 2(β/2)2n+2 ≤ βr.
We now claim that with the positional strategy G, Alice is assured to win the β-absolute winning game.
Let
(
Bk = B(zk, rk)
)∞
1
and
(
Ak = B(z˜k, r˜k)
)∞
1
be a sequence of moves for Bob and Alice which are legal
in the β-absolute winning game, and such that Ak = G(Bk) for all k ∈ N. Let us assume that rk −→
k
0,
since otherwise Alice wins automatically since S is dense. Let n1 ∈ N be such that (β/2)2n1 < r1. For
each n ≥ n1, let kn be such that (β/2)2n+1 ≤ rkn <
1
2 (β/2)
2n; such a kn exists by (4.2), although it may
not be unique. Note that nrkn = n. Let B˜n = B(zkn , (β/2)
2n), and let A˜n = F(B˜n) = B(wn, (β/2)2n+2).
Claim 4.6. The sequences (B˜n)
∞
n1 and (A˜n)
∞
n1 form a sequence of legal moves in the β-modified absolute
winning game.
Proof. Alice’s moves are legal because she chose them according to her positional strategy. Bob’s first move
B˜n1 is clearly legal, so fix n ≥ n1 and let us consider the legality of the move B˜n+1. It suffices to show
(4.5) B˜n+1 ⊆ B˜n \ A˜n.
Since the sequences (Bk)
∞
1 and (Ak)
∞
1 are legal for the β-absolute winning game, letting k = kn we have
(4.1) and (4.2); in particular,
zkn+1 ∈ Bkn+1 ⊆ Bkn+1 ⊆ Bk \Ak,
i.e.
D(zkn+1 , zk) ≤ rk and D(zkn+1 , z˜k) > r˜k.
Now by the definition of Ak,
z˜k = wn and r˜k = 2(β/2)
2n+2,
and by the definition of k = kn,
rk ≤
1
2
(β/2)2n.
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Thus
D(zkn+1 , zk) ≤
1
2
(β/2)2n and D(zkn+1 , wn) > 2(β/2)
2n+2,
from which it follows that
B(zkn+1 , (β/2)
2n+2) ⊆ B(zk, (β/2)
2n) \B(wn, (β/2)
2n+2),
which is just (4.5) expanded. ⊳
Now clearly, the intersection of the sequence (Bk)
∞
1 is the same as the intersection of the sequence
(B˜n)
∞
n1 , which is in S by Claim 4.6. Thus Alice wins the β-absolute winning game with her positional
strategy G. 
Now since β-absolute winning implies β˜-absolute winning for every β ≤ β˜ ≤ c/5, we have the following:
Corollary 4.7. If S ⊆ Z is βm-modified absolute winning for a sequence βm −→
m
0, then S is absolute
winning.
5. Partition structures
In this section we introduce the notion of a partition structure, an important technical tool for proving
Theorems 5.9, 5.10, and 9.3. Moreover, we introduce stronger formulations of the former two theorems,
from which they follow as corollaries. Subsection 5.1 can also be found with some modifications in [26,
§9.1], but we include the proof here as well for completeness.
Throughout this section, (Z,D) denotes a metric space.
5.1. Partition structures.
Notation 5.1. Let
N∗ =
∞⋃
n=0
Nn.
If ω ∈ N∗ ∪ NN, then we denote by |ω| the unique element of N ∪∞ such that ω ∈ N|ω| and call |ω| the
length of ω. We let  denote the empty string, so that || = 0. For each N ∈ N, we denote the initial
segment of ω of length N by
ωN1 := (ωn)
N
1 ∈ N
N .
For two words ω, τ ∈ NN, let ω ∧ τ denote their longest common initial segment, and let
ρ2(ω, τ) = 2
−|ω∧τ |.
Then (NN, ρ2) is a metric space.
Definition 5.2. A tree on N is a set T ⊆ N∗ which is closed under the operation of taking initial segments.
Notation 5.3. If T is a tree on N, then we denote its set of infinite branches by
T (∞) := {ω ∈ NN : ωn1 ∈ T ∀n ∈ N}.
On the other hand, for n ∈ N we let
T (n) := T ∩ Nn.
For each ω ∈ T , we denote the set of its children by
T (ω) := {a ∈ N : ωa ∈ T }.
The set of infinite branches in T (∞) of which ω is an initial segment will be denoted [ω]T or simply [ω].
Definition 5.4. A partition structure on Z consists of a tree T ⊆ N∗ together with a collection of closed
subsets (Pω)ω∈T of Z, each having positive diameter and enjoying the following properties:
(I) If ω ∈ T is an initial segment of τ ∈ T then Pτ ⊆ Pω. If neither ω nor τ is an initial segment of
the other then Pω ∩ Pτ = .
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(II) For each ω ∈ T let
Dω = Diam(Pω).
There exist κ > 0 and 0 < λ < 1 such that for all ω ∈ T and for all a ∈ T (ω), we have
(5.1) D(Pωa, Z \ Pω) ≥ κDω
and
(5.2) κDω ≤ Dωa ≤ λDω.
Fix s > 0. The partition structure (Pω)ω∈T is called s-thick if for all ω ∈ T ,
(5.3)
∑
a∈T (ω)
Dsωa ≥ D
s
ω.
Definition 5.5. If (Pω)ω∈T is a partition structure, a substructure of (Pω)ω∈T is a partition structure of
the form (Pω)ω∈T˜ , where T˜ ⊆ T is a subtree.
Observation 5.6. Let (Pω)ω∈T be a partition structure on a complete metric space (Z,D). For each
ω ∈ T (∞), the set
∞⋂
n=1
Pωn1
is a singleton. If we define π(ω) to be the unique member of this set, then the map π : T (∞) → Z is
continuous (in fact quasisymmetric; see Lemma 5.11 below).
Definition 5.7. The set π(T (∞)) is called the limit set of the partition structure.
We remark that a large class of examples of partition structures comes from the theory of conformal
iterated function systems [60] (or in fact even graph directed Markov systems [61]) satisfying the strong
separation condition (also known as the disconnected open set condition [74]; see also [32], where the limit
sets of iterated function systems satisfying the strong separation condition are called dust-like). Indeed,
the notion of a partition structure was intended primarily to generalize these examples. The difference is
that in a partition structure, the sets (Pω)ω do not necessarily have to be defined by dynamical means.
We also note that if Z = Rd for some d ∈ N, and if (Pω)ω∈T is a partition structure on Z, then the tree T
has bounded degree, meaning that there exists N <∞ such that #(T (ω)) ≤ N for every ω ∈ T .
Theorem 5.12 (Proven below). Fix s > 0. Then any s-thick partition structure (Pω)ω∈T on a complete
metric space (Z,D) has a substructure (Pω)ω∈T˜ whose limit set is Ahlfors s-regular. Furthermore the
tree T˜ can be chosen so that for each ω ∈ T˜ , we have that T˜ (ω) is an initial segment of T (ω), i.e.
T˜ (ω) = T (ω) ∩ {1, . . . , Nω} for some Nω ∈ N.
Lemma 5.13 (Proven below). Let (X, d, o, b, G) be as in §1.1.4. Then for every 0 < s < δG and for all
σ > 0 sufficiently large, there exist a tree T on N and an embedding T ∋ ω 7→ xω ∈ G(o) such that if
Pω := Shad(xω , σ),
then (Pω)ω∈T is an s-thick partition structure on (∂X,D), whose limit set is a subset of Λur.
Combining these results in the obvious way yields the following corollary:
Corollary 5.8. Let (X, d, o, b, G) be as in §1.1.4. Then for every 0 < s < δG and for all σ > 0 sufficiently
large, there exist a tree T on N and an embedding T ∋ ω 7→ xω ∈ G(o) such that if
Pω := Shad(xω , σ),
then (Pω)ω∈T is a partition structure on (∂X,D), whose limit set Js ⊆ Λur(G) is Ahlfors s-regular.
Using Corollary 5.8, we prove the following generalization of the Bishop–Jones theorem:
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Theorem 5.9. Let (X, d, o, b, G) be as in §1.1.4. Then
(1.2) dimH(Λr) = dimH(Λur) = δ;
moreover, for every 0 < s < δ there exists an Ahlfors s-regular set Js ⊆ Λur.
Proof. The “moreover” clause follows directly from Corollary 5.8; applying the mass distribution princi-
ple (e.g. [31, p.55]) yields dimH(Λur) ≥ δ. The proof of the remaining inequality dimH(Λr) ≤ δ is a
straightforward adaptation of the argument in the standard case (e.g. [10, p.6]). 
5.2. Diophantine approximation and partition structures. Recall that for ξ ∈ ∂X , BAξ denotes
the set of points in Λr which are badly approximable with respect to ξ (Definition 1.18). We have the
following:
Theorem 6.1. Let (X, d, o, b, G) be as in §1.1.4. Fix 0 < s < δG and let Js be defined as in Corollary 5.8.
Then for each ξ ∈ ∂X, the set BAξ ∩ Js is absolute winning on Js.
From Theorem 6.1 we deduce the following corollary, which was stated in the introduction:
Theorem 5.10 (Generalization of the Full Dimension Theorem). Let (X, d, o, b, G) be as in §1.1.4, and
let (ξk)
ℓ
1 be a countable (finite or infinite) sequence in ∂X. Then
dimH
(
ℓ⋂
k=1
BAξk ∩ Λur
)
= δ = dimH(Λr).
In particular BAξ 6=  for every ξ ∈ ∂X, so Theorem 3.1 cannot be improved by more than a multiplicative
constant.
Proof of Theorem 5.10 assuming Theorem 6.1. For each 0 < s < δG, applying Theorem 6.1 (and thus
implicitly Corollary 5.8) and parts (i), (ii), and (iii) of Proposition 4.4 gives that the set
⋂ℓ
1 BAξk ∩Js has
full Hausdorff dimension in Js, i.e. its dimension is s. Letting s tend to δG yields
dimH
(
ℓ⋂
k=1
BAξk ∩ Λur
)
≥ δ.
On the other hand, we clearly have dimH
(⋂ℓ
1 BAξk ∩ Λur
)
≤ dimH(Λr), and the equation δ = dimH(Λr)
is given by Theorem 5.9. This completes the proof. 
5.3. Basic facts about partition structures. In this subsection we prove Theorem 5.12, and the fol-
lowing lemma which will be used in the proof of Theorem 6.1:
Lemma 5.11. Let (Pω)ω∈T be a partition structure on a complete metric space (Z,D). Then the map
π : T (∞)→ π(T (∞)) is quasisymmetric.
Proof. Recall that a surjective map Φ : (Z1, D1)→ (Z2, D2) is said to be quasisymmetric if there exists an
increasing homeomorphism η : (0,∞)→ (0,∞) such that for every z1, z2, z3 ∈ Z1, we have
(5.4)
D2(Φ(z1),Φ(z2))
D2(Φ(z1),Φ(z3))
≤ η
(
D1(z1, z2)
D1(z1, z3)
)
.
In our case we have (Z1, D1) = (T (∞), ρ2), (Z2, D2) = (π(T (∞)), D), and Φ = π.
Fix ω, τ (1), τ (2) ∈ T (∞), and let mi = |ω ∧ τ (i)|, i = 1, 2. Suppose first that m1 ≤ m2. By (5.1) and the
first inequality of (5.2), we have
D(π(ω), (τ (2))) ≥ κDωm21 ≥ κ
m2−m1+1Dωm11
≥ κm2−m1+1D(π(ω), π(τ (1)))
D(π(ω), π(τ (1)))
D(π(ω), π(τ (2)))
≤ κ−1
(
ρ2(ω, τ
(1))
ρ2(ω, τ (2))
)− log2(κ)
.
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On the other hand, suppose that m1 ≥ m2. By (5.1) and the second inequality of (5.2), we have
D(π(ω), (τ (2))) ≥ κDωm21 ≥ κλ
m2−m1Dωm11
≥ κλm2−m1D(π(ω), π(τ (1)))
D(π(ω), π(τ (1)))
D(π(ω), π(τ (2)))
≤ κ−1
(
ρ2(ω, τ
(1))
ρ2(ω, τ (2))
)− log2(λ)
.
Thus by letting
η(t) = κ−1max
(
t− log2(κ), t− log2(λ)
)
we have proven (5.4). 
Theorem 5.12. Fix s > 0. Then any s-thick partition structure (Pω)ω∈T on a complete metric space
(Z,D) has a substructure (Pω)ω∈T˜ whose limit set is Ahlfors s-regular. Furthermore the tree T˜ can be chosen
so that for each ω ∈ T˜ , we have that T˜ (ω) is an initial segment of T (ω), i.e. T˜ (ω) = T (ω) ∩ {1, . . . , Nω}
for some Nω ∈ N.
Proof. This proof will also appear in [26, Theorem 9.1.8].
We will recursively define a sequence of maps
µn : T (n)→ [0, 1]
with the following consistency property:
(5.5) µn(ω) =
∑
a∈T (ω)
µn+1(ωa).
The Kolmogorov consistency theorem will then guarantee the existence of a measure µ˜ ∈ M(T (∞))
satisfying
(5.6) µ˜([ω]) = µn(ω)
for each ω ∈ T (n).
Let c = 1 − λs > 0, where λ is as in (5.2). For each n ∈ N, we will demand of our function µn the
following property: for all ω ∈ T (n), if µn(ω) > 0, then
(5.7) cDsω ≤ µn(ω) < D
s
ω.
We now begin our recursion. For the case n = 0, let µ0() := cD
s
∅
; (5.7) is clearly satisfied.
For the inductive step, fix n ∈ N and suppose that µn has been constructed satisfying (5.7). Fix
ω ∈ T (n), and suppose that µn(ω) > 0. Formulas (5.3) and (5.7) imply that∑
a∈T (ω)
Dsωa > µn(ω).
Let Nω ∈ T (ω) be the smallest integer such that
(5.8)
∑
a≤Nω
Dsωa > µn(ω).
34
Then the minimality of Nω says precisely that∑
a≤Nω−1
Dsωa ≤ µn(ω).
Using the above, (5.8), and (5.2), we have
(5.9) µn(ω) <
∑
a≤Nω
Dsωa ≤ µn(ω) +D
s
ωNω ≤ µn(ω) + λ
sDsω.
34Obviously, this and similar sums are restricted to T (ω).
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For each a ∈ T (ω) with a > Nω, let µn+1(ωa) = 0, and for each a ≤ Nω, let
µn+1(ωa) =
Dsωaµn(ω)∑
b≤Nω
Dsωb
.
Obviously, µn+1 defined in this way satisfies (5.5). Let us prove that (5.7) holds (of course, with n replaced
by n+ 1). The second inequality follows directly from the definition of µn+1 and from (5.8). Using (5.9),
(5.7) (with n = n), and the equation c = 1− λs, we deduce the first inequality as follows:
µn+1(ωa) ≥
Dsωaµn(ω)
µn(ω) + λsDsω
= Dsωa
[
1−
λsDsω
µn(ω) + λsDsω
]
≥ Dsωa
[
1−
λs
c+ λs
]
= cDsωa.
The proof of (5.7) (with n = n+ 1) is complete. This completes the recursive step.
Let
T˜ =
∞⋃
n=1
{ω ∈ T (n) : µn(ω) > 0}.
Clearly, the limit set of the partition structure (Pω)ω∈T˜ is exactly the topological support of µ := π[µ˜],
where µ˜ is defined by (5.6). Furthermore, for each ω ∈ T˜ , we have T˜ (ω) = T (ω) ∩ {1, . . . , Nω}. Thus, to
complete the proof of Theorem 5.12 it suffices to show that the measure µ is Ahlfors s-regular.
To this end, fix z = π(ω) ∈ Supp(µ) and 0 < r ≤ κD∅, where κ is as in (5.1) and (5.2). For convenience
of notation let
Pn := Pωn1 , Dn := Diam(Pn),
and let n ∈ N be the largest integer such that r < κDn. We have
(5.10) κ2Dn ≤ κDn+1 ≤ r < κDn.
(The first inequality comes from (5.2), whereas the latter two come from the definition of r.)
We now claim that
B(z, r) ⊆ Pn.
Indeed, by contradiction suppose that w ∈ B(z, r) \ Pn. By (5.1) we have
D(z, w) ≥ D(z, Z \ Pn) ≥ κDn > r
which contradicts the fact that w ∈ B(z, r).
Let k ∈ N be large enough so that λk ≤ κ2. It follows from (5.10) and repeated applications of the
second inequality of (5.2) that
Dn+k ≤ λ
kDn ≤ κ
2Dn ≤ r,
and thus
Pn+k ⊆ B(z, r) ⊆ Pn.
Thus, invoking (5.7), we get
(5.11) (1− λs)Dsn+k ≤ µ(Pn+k) ≤ µ(B(z, r)) ≤ µ(Pn) ≤ D
s
n.
On the other hand, it follows from (5.10) and repeated applications of the first inequality of (5.2) that
(5.12) Dn+k ≥ κ
kDn ≥ κ
k−1r.
Combining (5.10), (5.11), and (5.12) yields
(1− λs)κs(k−1)rs ≤ µ(B(z, r)) ≤ κ−2srs,
i.e. µ is Ahlfors s-regular. This completes the proof of Theorem 5.12. 
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5.4. Proof of Lemma 5.13 (A partition structure on ∂X). In this subsection we prove Lemma 5.13.
The entire subsection is repeated with some modification from [26, §9.2]; we include the proof here for
completeness.
Lemma 5.13. Let (X, d, o, b, G) be as in §1.1.4. Then for every 0 < s < δG and for all σ > 0 sufficiently
large, there exist a tree T on N and an embedding T ∋ ω 7→ xω ∈ G(o) such that if
Pω := Shad(xω , σ),
then (Pω)ω∈T is an s-thick partition structure on (∂X,D), whose limit set is a subset of Λur.
We begin by stating our key lemma. This lemma will also be used in the proof of Theorem 7.1.
Lemma 5.14 (Construction of children). Let (X, d, o, b, G) be as in §1.1.4. Then for every 0 < s < δG,
for every 0 < λ < 1, for all σ > 0 sufficiently large, and for every w ∈ G(o), there exists a finite subset
T (w) ⊆ G(o) (the children of w) such that if we let
Px := Shad(x, σ)
Dx := Diam(Px)
then the following hold:
(i) The family (Px)x∈T (w) consists of pairwise disjoint shadows contained in Pw.
(ii) There exists κ > 0 independent of w such that for all x ∈ T (w),
D(Px, ∂X \ Pw) ≥ κDw
κDw ≤ Dx ≤ λDw.
(iii) ∑
x∈T (w)
Dsx ≥ D
s
w.
It is not too hard to deduce Lemma 5.13 from Lemma 5.14. We do it now:
Proof of Lemma 5.13 assuming Lemma 5.14. Let λ = 1/2, and let σ > 0 be large enough so that Lemma
5.14 holds. Let (xn)
∞
1 be an enumeration of G(o). Let
T =
∞⋃
n=1
{ω ∈ Nn : xωj+1 ∈ T (xωj ) ∀j = 1, . . . , n− 1},
and for each ω ∈ T let
xω = xω|ω|
Pω = Pxω .
Then the conclusion of Lemma 5.14 precisely implies that (Pω)ω∈T is an s-thick partition structure on
(∂X,D).
To complete the proof, we must show that the limit set of the partition structure (Pω)ω∈T is contained
in Λur(G). Indeed, fix ω ∈ T (∞). Then for each n ∈ N, π(ω) ∈ Pωn1 = Shad(xωn1 , σ) and d(o, xωn1 ) → ∞.
So, the sequence (xωn1 )
∞
1 converges radially to π(ω). On the other hand,
d(xωn1 , xωn+11
) ≍+,σ Bo(xωn+11
, xωn1 ) (by (2.25))
≍+,σ − logb
(
Dωn+11
Dωn1
)
(by the Diameter of Shadows Lemma)
≤ − logb(κ) ≍+,κ 0. (by (5.2))
Thus the sequence (xωn1 )
∞
1 converges to π(ω) uniformly radially. 
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Proof of Lemma 5.14. Choose an arbitrary t ∈ (s, δG). A point η ∈ Λ will be called t-divergent if for every
neighborhood B of η the restricted Poincare´ series
(5.13) Σt(G ↿ B) :=
∑
g∈G
g(o)∈B
b−td(o,g(o))
diverges.
The following lemma was proven in [10] for the case X = Hd+1, using the fact that the space bordHd+1
is compact. A new proof is needed for the general case, since in general bordX will not be compact.
Lemma 5.15. There exists at least one t-divergent point.
Proof. Since G is of general type, there exists a loxodromic isometry g ∈ G. Let g+ and g− be the
attracting and repelling fixed points of g, respectively. Let B+ and B− be disjoint neighborhoods of g+
and g−, respectively. Since the series Σt(G) diverges, it follows that the series (5.13) diverges for either
B = ∂X \B− or B = ∂X \B+. Without loss of generality, let us assume that it diverges for B = ∂X \B−.
Then Σt(G ↿ g
n(∂X \ B−)) also diverges for every n ∈ N. By the definition of a loxodromic isometry, gn
tends to g+ uniformly on ∂X \B−, so for any neighborhood U of g+, we eventually have gn(∂X \B−) ⊆ U .
But then Σt(G ↿ U) diverges, which proves that g+ is a t-divergent point. ⊳
Remark 5.16. It is not hard to see that the set of t-divergent points is invariant under the action of the
group. It follows from this and from Observation 1.8 that there are at least two t-divergent points.
Sublemma 5.17. Let η be a t-divergent point, and let Bη be a neighborhood of η. Then for all σ > 0
sufficiently large, there exists a set Sη ⊆ G(o) ∩Bη such that for all z ∈ X \Bη,
(i) If
Pz,x := Shadz(x, σ),
then the family (Pz,x)x∈Sη consists of pairwise disjoint shadows contained in Pz,o ∩Bη.
(ii) There exists κ > 0 independent of z such that for all x ∈ Sη,
Db,z(Pz,x, ∂X \ Pz,o) ≥ κDiamz(Pz,o)(5.14)
κDiamz(Pz,o) ≤ Diamz(Pz,x) ≤ λDiamz(Pz,o).(5.15)
(iii) ∑
x∈Sη
Diamsz(Pz,x) ≥ Diam
s
z(Pz,o).
Sublemma 5.17 will be proven below; for now, let us complete the proof of Lemma 5.14 assuming
Sublemma 5.17.
Let η1 and η2 be two distinct t-divergent points. Let B1 and B2 be disjoint neighborhoods of η1 and
η2, respectively, and let S1 ⊆ G(o) ∩ B1 and S2 ⊆ G(o) ∩ B2 be the sets guaranteed by Sublemma 5.17.
Now suppose that w = gw(o) ∈ G(o). Let z = g−1w (o). Then either z /∈ B1 or z /∈ B2; say z /∈ Bi. Let
T (w) = gw(Si); then (i)-(iii) of Sublemma 5.17 exactly guarantee (i)-(iii) of Lemma 5.14. 
Proof of Sublemma 5.17. Choose ρ > 0 large enough so that
{x ∈ bordX : 〈x|η〉o ≥ ρ} ⊆ Bη.
Then fix σ > 0 large to be announced below, depending only on ρ.
For all x ∈ X we have
0 ≍+,ρ 〈z|η〉o &+ min(〈x|η〉o, 〈x|z〉o).
Fix ρ˜ ≥ ρ large to be announced below, depending only on ρ and σ. Let
B˜η = {x ∈ X : 〈x|η〉o ≥ ρ˜}.
It follows that for all x ∈ B˜η, we have
(5.16) 〈x|z〉o ≍+,ρ 0,
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assuming ρ˜ is chosen large enough. We emphasize that the implied constants of these asymptotics are
independent of z.
For each n ∈ N let
An := B(o, n+ 1) \B(o, n)
be the nth annulus centered at o. We shall need the following variant of the Intersecting Shadows Lemma:
Claim 5.18. There exists τ > 0 depending on ρ and σ such that for all n ∈ N and for all x, y ∈ An ∩ B˜η,
if
Pz,x ∩ Pz,y 6= ,
then
d(x, y) < τ.
Proof. Without loss of generality suppose d(z, y) ≥ d(z, x). Then by the Intersecting Shadows Lemma we
have
d(x, y) ≍+,σ Bz(y, x) = Bo(y, x) + 2〈x|z〉o − 2〈y|z〉o.
Now Bo(y, x) ≤ 1 since x, y ∈ An. On the other hand, since x, y ∈ B˜η, we have
〈x|z〉o ≍+,ρ 〈y|z〉o ≍+,ρ 0.
Combining gives
d(x, y) ≍+,ρ,σ 0,
i.e. there exists τ depending only on ρ and σ such that d(x, y) < τ . ⊳
Let
M = #{g ∈ G : g(o) ∈ B(o, τ)};
M is finite since G is strongly discrete. Then fix M˜ > 0 large to be announced below, depending on ρ and
M (and thus implicitly on σ). Since η is t-divergent, we have
∞ = Σt(G ↿ B˜η) =
∞∑
n=1
Σt(G ↿ B˜η ∩ An)
=
∞∑
n=1
∑
g∈G
g(o)∈B˜η∩An
b−td(o,g(o))
≍×
∞∑
n=1
b−(t−s)nb−sn#{g ∈ G : g(o) ∈ B˜η ∩ An}.
It follows that there exist arbitrarily large numbers n ∈ N such that
(5.17) b−sn#{g ∈ G : g(o) ∈ B˜η ∩ An} ≥ M˜.
Fix such an n, also to be announced below, depending on λ, ρ, ρ˜, and M˜ (and thus implicitly on M and
σ). Let Sη be a maximal τ -separated subset of G(o) ∩ B˜η ∩An.
35 We have
#(Sη) ≥
#{g ∈ G : g(o) ∈ B˜η ∩ An}
M
and so
(5.18)
∑
x∈Sη
b−sd(o,x) ≍× b
−sn#(Sη) ≥
M˜
M
≍×,M M˜.
35A set S is τ -separated if
x, y ∈ S distinct⇒ d(x, y) ≥ τ.
The existence of a maximal τ -separated set follows from Zorn’s lemma.
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Proof of (i). In order to see that the shadows (Pz,x)x∈Sη are pairwise disjoint, suppose that x, y ∈ Sη are
such that Pz,x ∩Pz,y 6= . By Claim 5.18 we have d(x, y) < τ . Since Sη is τ -separated, this implies x = y.
Fix x ∈ Sη. Using (5.16) and the fact that x ∈ An, we have
〈o|z〉x ≍+ d(o, x) − 〈x|z〉o ≍+,ρ d(o, x) ≍+ n.
Thus for all ξ ∈ Pz,x,
0 ≍+,σ 〈z|ξ〉x &+ min(〈o|z〉x, 〈o|ξ〉x) ≍+ min(n, 〈o|ξ〉x);
taking n sufficiently large (depending on σ), this gives
〈o|ξ〉x ≍+,σ 0,
from which it follows that
〈x|ξ〉o ≍+ d(o, x)− 〈o|ξ〉x ≍+,σ n.
Therefore, since x ∈ B˜η, we get
〈ξ|η〉o &+ min(〈x|ξ〉o, 〈x|η〉o) &+,σ min(n, ρ˜).
Thus ξ ∈ Bη as long as ρ˜ and n are large enough (depending on σ). Thus Pz,x ⊆ Bη.
Finally, note that we do not need to prove that Pz,x ⊆ Pz,o, since it is implied by (5.14) which we prove
below.
⊳
Proof of (ii). Take any x ∈ Sη. Then by (5.16), we have
(5.19) d(x, z)− d(o, z) = d(o, x)− 2〈x|z〉o ≍+,ρ d(o, x) ≍+ n.
Combining with the Diameter of Shadows Lemma gives
(5.20)
Diamz(Pz,x)
Diamz(Pz,o)
≍×,σ
b−d(z,x)
b−d(z,o)
≍×,ρ b
−n.
Thus by choosing n sufficiently large depending on σ, λ, and ρ (and satisfying (5.17)), we guarantee that
the second inequality of (5.15) holds. On the other hand, once n is chosen, (5.20) guarantees that if we
choose κ sufficiently small, then the first inequality of (5.15) holds.
In order to prove (5.14), let ξ ∈ Pz,x and let γ ∈ ∂X \ Pz,o. We have
〈x|ξ〉z ≍+ d(x, z)− 〈z|ξ〉x ≥ d(x, z)− σ
〈o|γ〉z ≍+ d(o, z)− 〈z|γ〉o ≤ d(o, z)− σ.
Also, by (5.16) we have
〈o|x〉z ≍+ d(o, z)− 〈x|z〉o ≍+,ρ d(o, z).
Applying Gromov’s inequality twice and then applying (5.19) gives
d(o, z)− σ &+ 〈o|γ〉z &+ min (〈o|x〉z , 〈x|ξ〉z , 〈ξ|γ〉z)
&+,ρ min (d(o, z), d(x, z)− σ, 〈ξ|γ〉z)
≍+ min (d(o, z), d(o, z) + n− σ, 〈ξ|γ〉z) .
By choosing n and σ sufficiently large (depending on ρ), we can guarantee that neither of the first two
expressions can represent the minimum without contradicting the inequality. Thus
d(o, z)− σ &+,ρ 〈ξ|γ〉z ;
exponentiating and the Diameter of Shadows Lemma give
Db,z(ξ, γ) &×,ρ b
−(d(o,z)−σ) ≍×,σ b
−d(o,z) ≍×,σ Diamz(Pz,o).
Thus we may choose κ small enough, depending on ρ and σ, so that (5.14) holds.
⊳
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Proof of (iii).∑
x∈Sη
Diamsz(Pz,x) ≍×
∑
x∈Sη
b−sd(z,x) (by the Diameter of Shadows Lemma)
≍×,ρ b
−sd(z,o)
∑
x∈Sη
b−d(o,x) (by (5.19))
&×,M M˜b
−sd(z,o) (by (5.18))
≍× M˜ Diam
s
z(Pz,o). (by the Diameter of Shadows Lemma)
Letting M˜ be larger than the implied constant yields the result. ⊳

6. Proof of Theorem 6.1 (Absolute winning of BAξ)
In this section we prove Theorem 6.1. We repeat both Theorem 6.1 and Corollary 5.8 for convenience.
Corollary 5.8 (Proven in Sections 5 - 5.4). Let (X, d, o, b, G) be as in §1.1.4. Then for every 0 < s < δG
and for all σ > 0 sufficiently large, there exist a tree T on N and an embedding T ∋ ω 7→ xω ∈ G(o) such
that if
Pω := Shad(xω , σ),
then (Pω)ω∈T is a partition structure on (∂X,D), whose limit set Js ⊆ Λur(G) is Ahlfors s-regular.
Theorem 6.1. Let (X, d, o, b, G) be as in §1.1.4. Fix 0 < s < δG and let Js be defined as in Corollary 5.8.
Then for each ξ ∈ ∂X, the set BAξ ∩ Js is absolute winning on Js.
Reductions. First, note that by (iii) of Proposition 4.4, it is enough to show that (BAξ ∪ G(ξ)) ∩ Js is
absolute winning on (Js, D). Next, by (v) of Proposition 4.4 together with Lemma 5.11, it is enough to
show that π−1(BAξ ∪G(ξ)) is absolute winning on (T
N, ρ2). Finally, by Corollary 4.7, it is enough to show
that π−1(BAξ ∪G(ξ)) is 2−m-modified absolute winning for every m ∈ N.
Thus Theorem 6.1 is a direct corollary of the following theorem:
Theorem 6.2. Let (X, d, o, b, G) be as in §1.1.4. Fix 0 < s < δG, let (Pω)ω∈T be defined as in Corollary
5.8, and let π : TN → Λur be as in Definition 5.7. Then for each ξ ∈ ∂X and for each m ∈ N, the set
π−1(BAξ ∪G(ξ)) is 2−m-modified absolute winning on (TN, ρ2).
The remainder of this section will be devoted to the proof of Theorem 6.2. Notice that a ball in (TN, ρ2)
of radius 2−n is simply a cylinder of length n, so multiplying the radius of a ball by 2−m is the same as
increasing the length of the corresponding cylinder by m.
Let σ > 0 be large enough so that both Corollary 5.8 and the Diameter of Shadows lemma hold. For
each x ∈ X let Px = Shad(x, σ), so that Pω = Pxω .
Fix c > 0 to be announced below (depending only on m and on the partition structure). We define
(6.1) φ(x) :=
∑
g∈G
〈g(o)|g(ξ)〉o≤d(o,x)
g(ξ)∈Px
b−cBo(g(o),x)
and for each ω ∈ T , let φ(ω) := φ(xω). Intuitively, φ(x) measures “how many points in the orbit of ξ are
close to x, up to a fixed height”. Since badly approximable points stay away from the orbit of ξ, to find a
badly approximable point we should minimize φ.
Thus Alice’s strategy is as follows: If Bob has just chosen his nth ball Bn = [ω
(n)], then Alice will choose
(i.e. remove) the ball An = [τ
(n)], where τ (n) is an extension of ω(n) of length m + |ω(n)|, and has the
largest value for φ among such extensions. We will show that this strategy forces the sequence (φ(ωn1 ))
∞
1
to remain bounded, which in turn forces π(ω) ∈ BAξ ∪G(ξ).
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Lemma 6.3. Fix ω ∈ T (∞), and suppose that the sequence (φ(ωn1 ))
∞
1 is bounded. Then ω ∈ π
−1(BAξ ∪
G(ξ)).
Proof. Fix ε > 0 to be announced below, and let η = π(ω). Fix g ∈ G, and suppose for a contradiction
that
D(g(ξ), η) ≤ εb−d(o,g(o))
but η 6= g(ξ). For convenience of notation let
xn = xωn1 , Pn = Pωn1 .
Since η 6= g(ξ), we have g(ξ) /∈ Pn for all n sufficiently large. Let n ∈ N be the largest integer such that
g(ξ) ∈ Pn. In particular, g(ξ) /∈ Pn+1. On the other hand, η ∈ Pn+2 and so
εb−d(o,g(o)) ≥ D(g(ξ), η) ≥ D(Pn+2, ∂X \ Pn+1)
≍× b
−d(o,xn+1) ≍× b
−d(o,xn), 36
where the last two asymptotics follow from (5.1) and (5.2), respectively, together with the Diameter of
Shadows Lemma. Taking negative logarithms we have
(6.2) d(o, g(o)) .+ logb(ε) + d(o, xn).
Combining with (c) of Proposition 2.3 yields
〈g(o)|g(ξ)〉o .+ logb(ε) + d(o, xn).
If ε is chosen small enough, then this bound is a regular inequality, i.e.
〈g(o)|g(ξ)〉o ≤ d(o, xn).
Together with the fact that g(ξ) ∈ Pn, this guarantees that the term b−cBo(g(o),xn) will be included in the
summation (6.1) (with x = xn). In particular, since (φ(xn))
∞
1 is bounded we have
b−cBo(g(o),xn) .× 1
and thus
d(o, xn) .+ d(o, g(o)).
If ε is small enough, then this is a contradiction to (6.2). 
To prove that Alice’s strategy forces the sequence (φ(xn))
∞
1 to remain bounded, we first show that it
begins bounded. Now clearly,
φ(x) ≤ bcd(o,x)
∑
g∈G
〈o|ξ〉
g−1(o)≤d(o,x)
b−cd(o,g(o))
= bcd(o,x)
∑
g∈G
ξ∈Shad(g−1(o),d(o,x))
b−cd(o,g(o)).
Thus, the following lemma demonstrates that φ(x) is finite for every x ∈ X :
Lemma 6.4. For all ρ > 0, we have ∑
g∈G
ξ∈Shad(g−1(o),ρ)
b−cd(o,g(o)) <∞.
36Here and from now on we omit the dependence on κ, λ, and σ when writing asymptotics.
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Proof. Let
Sρ := {z ∈ X : ξ ∈ Shad(z, ρ)}.
As in the proof of Lemma 5.13 we let
An := B(o, n+ 1) \B(o, n).
Then for all z, w ∈ Sρ ∩ An, we have Shad(z, ρ) ∩ Shad(w, ρ) 6= , and so by the Intersecting Shadows
Lemma
d(z, w) ≍+,ρ | Bo(z, w)| ≍+ 0.
Let τ = τρ > 0 be the implied constant of this asymptotic, so that
(6.3) diam(Sρ ∩ An) ≤ τ
for all n. Let M = #{g ∈ G : g(o) ∈ B(o, τ)}; M <∞ since G is strongly discrete.
For each n ∈ N, choose zn ∈ Sρ ∩ An ∩ G(o) if possible, otherwise not. It follows from (6.3) that
Sρ ∩G(o) ⊆
⋃
nB(zn, τ). We have∑
g∈G
ξ∈Shad(g−1(o),ρ)
b−cd(o,g(o)) =
∑
g∈G
g(o)∈Sρ
b−cd(o,g(o))
≤
∞∑
n=0
∑
g∈G
g(o)∈B(zn,τ)
b−cd(o,g(o))
≤
∞∑
n=0
Mb−c(d(o,zn)−τ) ≍× Mb
cτ
∞∑
n=0
b−cn <∞,
which completes the proof. 
Let α > 0 be large enough so that d(o, xωa) ≤ d(o, xω) + α for all ω ∈ T and for all a ∈ T (ω); such an
α exists by (5.1) and the Diameter of Shadows Lemma.
Lemma 6.5. For each ω ∈ T ,
(6.4)
∑
a∈T (ω)
φ(xωa) .+ b
cαφ(xω).
Proof. For convenience of notation let x = xω . We have
b−cα
∑
a∈T (ω)
φ(xωa) ≤
∑
a∈T (ω)
b−cBo(xωa,x)φ(xωa) (since d(o, xωa) ≤ d(o, xω) + α)
=
∑
a∈T (ω)
∑
g∈G
〈g(o)|g(ξ)〉o≤d(o,xωa)
g(ξ)∈Pxωa
b−cBo(g(o),x) (by the definition of φ)
≤
∑
g∈G
〈g(o)|g(ξ)〉o≤d(o,x)+α
g(ξ)∈Px
b−cBo(g(o),x) (since (Pωa)a∈T (ω) are disjoint)
= φ(x) +
∑
g∈G
d(o,x)<〈g(o)|g(ξ)〉o≤d(o,x)+α
g(ξ)∈Px
b−cBo(g(o),x). (by the definition of φ)
Thus, to prove Lemma 6.5 it is enough to show that the series
(6.5)
∑
g∈G
d(o,x)<〈g(o)|g(ξ)〉o≤d(o,x)+α
g(ξ)∈Px
b−cBo(g(o),x)
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is bounded independent of x. To this end, fix g ∈ G which gives a term in (6.5), i.e.
d(o, x) < 〈g(o)|g(ξ)〉o ≤ d(o, x) + α(6.6)
g(ξ) ∈ Px = Shad(x, σ).(6.7)
Now by (6.7) we have
〈x|g(ξ)〉o ≍+ d(o, x);
combining with (6.6) and Gromov’s inequality yields
〈x|g(o)〉o ≍+ d(o, x),
which together with (b) of Proposition 2.3 gives
(6.8) 〈o|g(o)〉x ≍+ 0.
By (j) of Proposition 2.3,
〈o|ξ〉g−1(x) = 〈g(o)|g(ξ)〉x ≍+ 〈g(o)|g(ξ)〉o + 〈o|g(o)〉x − 〈x|g(ξ)〉o
≍+ d(o, x) + 0− d(o, x) = 0.
Thus, if we choose ρ > 0 large enough, we see that ξ ∈ Shad(g−1(x), ρ) for all g satisfying (6.6) and (6.7).
On the other hand, rearranging (6.8) yields
Bo(g(o), x) ≍+ d(g(o), x) = d(o, g
−1(x)).
We return to our original series; fixing ρ > 0 large enough we have
b−cα
∑
a∈T (ω)
φ(xωa)− φ(x) ≤
∑
g∈G
d(o,x)<〈g(o)|g(ξ)〉o≤d(o,x)+α
g(ξ)∈Px
b−cBo(g(o),x)
.×
∑
g∈G
ξ∈Shad(g−1(x),ρ)
b−cd(o,g
−1(x))
=
∑
g∈G
ξ∈Shad(g−1(o),ρ)
b−cd(o,g
−1(o)),
since x = xω ∈ G(o) by construction. The sum is clearly independent of ω, and by Lemma 6.4 it is finite.
This completes the proof. 
Iterating (6.4) yields
(6.9)
∑
τ
φ(τ) .+,m b
cmαφ(ω),
where the sum is taken over all τ of which ω is an initial segment and for which |τ | = m+ |ω|.
Recall that Alice’s strategy is to remove the ball An = [τ
(n)], where τ (n) is the extension of ω(n) of
length m + |ω(n)| which has the largest value for φ. Now let Bn+1 = [ω
(n+1)] be the next ball that Bob
plays. By the rules of the game, we must have |ω(n+1)| = m + |ω(n)| and [ω(n+1)] ∩ [τ (n)] = , and so
ω(n+1) and τ (n) represent distinct terms in the sum (6.9). In particular,
φ(τ (n)) + φ(ω(n+1)) .+,m b
cmαφ(ω(n)).
On the other hand, we have
φ(ω(n+1)) ≤ φ(τ (n))
and so
(6.10) φ(ω(n+1)) .+,m
bcmα
2
φ(ω(n)).
This inequality suggests that we should choose c small enough so that bcmα < 2. As claimed at the
beginning of this section, such a choice depends only on m and on the partition structure (Pω)ω∈T .
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It follows that for all n ∈ N we have
φ(ω(n)) ≤ max
(
C
∞∑
i=0
(
bcmα
2
)i
, φ(ω(0))
)
<∞,
where C is the implied constant in (6.10). Thus by Lemma 6.3, ω ∈ π−1(BAξ ∪G(ξ)).
7. Proof of Theorem 7.1 (Generalization of the Jarn´ık–Besicovitch Theorem)
Theorem 7.1 (Generalization of the Jarn´ık–Besicovitch Theorem). Let (X, d, o, b, G) be as in §1.1.4, and
fix a distinguished point ξ ∈ ∂X. Let δ be the Poincare´ exponent of G, and suppose that δ <∞. Then for
each c > 0,
dimH(Wc,ξ) = sup
{
s ∈ (0, δ) : Pξ(s) ≤
δ − s
c
}
= inf
{
s ∈ (0, δ) : Pξ(s) ≥
δ − s
c
}
≤
δ
c+ 1
·
(7.1)
In particular
(7.2) dimH(VWAξ) = sup{s ∈ (0, δ) : Pξ(s) < +∞} = inf {s ∈ (0, δ) : Pξ(s) = +∞}
and dimH(Liouvilleξ) = 0. In these formulas we let sup = 0 and inf  = δ.
Remark 7.2. If δ =∞, then for each c > 0, our proof shows that
dimH(Wc,ξ) ≥ sup {s ∈ (0,∞) : Pξ(s) < +∞} .
However, we cannot prove any upper bound in this case.
Remark 7.3. For the remainder of this section, we assume δ <∞.
7.1. Properties of the function Pξ. Recall that the function Pξ : [0, δ] → [0,∞] is defined by the
equations
Hξ,σ,s(r) := H
s
∞(B(ξ, r) ∩ Λr,σ(G))(7.3)
Pξ(s) := lim
σ→∞
lim inf
r→0
logb(Hξ,σ,s(r))
logb(r)
·(7.4)
where Hs∞ is the s-dimensional Hausdorff content.
Proposition 7.4. The function s 7→ Pξ(s)− s is nondecreasing (and thus so is Pξ). Moreover, Pξ(s) ≥ s
for all s ∈ [0, δ].
Proof. Fix s, t ∈ [0, δ] with s > t and notice that for all A ⊆ ∂X and r > 0
Diams(A ∩B(ξ, r)) ≤ Diams−t(B(ξ, r))Diamt(A).
Running this inequality through formulas (1.5), (7.3), and (7.4) yields Pξ(s) ≥ (s − t) + Pξ(t), i.e. s 7→
Pξ(s)− s is nondecreasing.
For all s ∈ [0, δ] and for all r > 0,
Hξ,σ,s(r) ≤ H
s
∞(B(ξ, r)) ≤ Diam
s(B(ξ, r)) ≤ (2r)s;
running this inequality through (7.4) yields Pξ(s) ≥ s. 
Corollary 7.5.
Qξ(c) := sup
{
s ∈ (0, δ) : Pξ(s) ≤
δ − s
c
}
= inf
{
s ∈ (0, δ) : Pξ(s) ≥
δ − s
c
}
=sup
{
s ∈ (0, δ) : Pξ(s) <
δ − s
c
}
= inf
{
s ∈ (0, δ) : Pξ(s) >
δ − s
c
}
≤
δ
c+ 1
.
48 LIOR FISHMAN, DAVID SIMMONS, AND MARIUSZ URBAN´SKI
Furthermore, the function Qξ : (0,∞)→ [0, δ] is continuous.
Proof. The three equalities are an easy consequence of the fact that the function s 7→ Pξ(s)−
δ−s
c is strictly
increasing.37 The inequality is demonstrated by noting that
Pξ
(
δ
c+ 1
)
≥
δ
c+ 1
=
δ − δc+1
c
,
and so s = δc+1 is a member of the first infimum.
To demonstrate the continuity, fix 0 < c1 < c2 < ∞, and let s1 = Qξ(c1), s2 = Qξ(c2). Then s1 ≥ s2;
let us suppose that s1 > s2. Then for every ε > 0 sufficiently small
δ − (s2 + ε)
c2
≤ Pξ(s2 + ε) ≤ Pξ(s1 − ε) ≤
δ − (s1 − ε)
c1
;
letting ε tend to zero we have
δ − s2
c2
≤
δ − s1
c1
;
rearranging gives
s1 − s2 ≤
(c2 − c1)(δ − s2)
c2
≤ δ
c2 − c1
c2
.
This in fact demonstrates that for every c0 > 0, the function c 7→ s is Lipschitz continuous on [c0,∞) with
a corresponding constant of δ/a. 
Corollary 7.5 reduces the proof of Theorem 7.1 to showing that dimH(Wc,ξ) = Qξ(c), and then demon-
strating the statements about dimH(VWAξ) and dimH(Liouvilleξ). The former will be demonstrated in
Subsections 7.2 - 7.4, and the latter will be left to the reader.
Corollary 7.6. The function c 7→ dimH(Wc,ξ) is continuous on (0,∞).
Proof. This follows directly from Theorem 7.1 and Corollary 7.5. 
7.2. ≤ direction. Fix s ∈ (0, δ) which is a member of the second infimum in Corollary 7.5, i.e. so that
Pξ(s) >
δ−s
c . Fix 1 < c˜ < c so that
(7.5) Pξ(s) >
δ − s
c˜
.
For simplicity of exposition we will assume that Pξ(s) < +∞. Fix σ > 0, and let τ > 0 be given by Lemma
2.39.
For each g ∈ G, let
(7.6) Bg,c˜ := B
(
g(ξ), b−(1+c˜ )d(o,g(o))
)
.
Claim 7.7. For all g ∈ G and for all η1, η2 ∈ g−1(Bg,c˜),
g′(η1) ≍× g
′(η2) ≍× g
′(ξ)(7.7)
D(g(η1), g(η2))
D(η1, η2)
≍× g
′(ξ)(7.8)
Proof. Fix η ∈ g−1(Bg,c˜). We have
(7.9)
∣∣∣∣logb (g′(η)g′(ξ) )
∣∣∣∣ ≍+ | Bη(o, g−1(o))− Bξ(o, g−1(o))| ≍+ |〈g(o)|g(η)〉o − 〈g(o)|g(ξ)〉o|.
37Note however that we don’t know whether this function is continuous, and so in particular we don’t know whether
Pξ(s) =
δ−s
c
when s = Qξ(c).
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Let
(A) = 〈g(o)|g(η)〉o
(B) = 〈g(o)|g(ξ)〉o
(C) = 〈g(ξ)|g(η)〉o.
By Gromov’s inequality, at least two of the expressions (A), (B), and (C) must be asymptotic. On the
other hand, since g(η) ∈ Bg,c˜, we have
〈g(ξ)|g(η)〉o − d(o, g(o)) ≍+ − logb(D(g(ξ), g(η))) − d(o, g(o)) &+ c˜ d(o, g(o)) −→g
∞,
Since (A) and (B) are both less than d(o, g(o)), this demonstrates that for all but finitely many g, (C) is
not asymptotic to either (A) or (B). Thus by Gromov’s inequality, (A) and (B) are asymptotic (for the
finitely many exceptions we just let the implied constant be d(o, g(o))), and so (7.9) is asymptotic to zero.
This demonstrates (7.7). Now (7.8) follows from (7.7) and the geometric mean value theorem. 
Let C > 0 be the implied constant of (7.8), and let
rg = Cb
−(c˜+1)d(o,g(o))/g′(ξ).
Then (7.8) implies that
g−1(Bg,c˜) ⊆ B(ξ, rg).
Fix ε > 0 small to be determined; by the definition of Pξ(s) we have
Hξ,τ,s(rg) .× r
Pξ(s)−ε
g .
On the other hand, by the definition of Hξ,τ,s(rg), there exists a cover Cg of B(ξ, rg) ∩ Λr,τ such that∑
A∈Cg
Diams(A) ≤ Hξ,τ,s(rg) + r
Pξ(s)−ε
g ;
thus ∑
A∈Cg
Diams(A) .× r
Pξ(s)−ε
g .
For each A ∈ Cg, Claim 7.7 implies that
Diam(g(A) ∩Bg,c˜) .× g
′(ξ)Diam(A).
Let C =
⋃
g∈G{g(A) ∩Bg,c˜ : A ∈ Cg}.
Claim 7.8. ∑
A∈C
Diams(A) <∞.
Proof. ∑
A∈C
Diams(A) =
∑
g∈G
∑
A∈Cg
Diams(g(A) ∩Bg,c˜)
.×
∑
g∈G
[g′(ξ)]s
∑
A∈Cg
Diams(A)
.×
∑
g∈G
[g′(ξ)]sr
Pξ(s)−ε
g
≍×
∑
g∈G
[g′(ξ)]s−(Pξ(s)−ε)b−(Pξ(s)−ε)(c˜+1)d(o,g(o)).
By Proposition 7.4, Pξ(s) ≥ s. Let Bg = logb(g
′(ξ)). Since |Bg| ≤ d(o, g(o)), we have
(Pξ(s)− s− ε)Bg ≤ |Pξ(s)− s− ε| · |Bg| ≤ max(Pξ(s)− s− ε, ε)d(o, g(o))
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and thus ∑
A∈C
Diams(A) .×
∑
g∈G
b−min(c˜(Pξ(s)−ε)+s,(c˜+1)Pξ(s)−(c˜+2)ε)d(o,g(o)).
The right hand side is the Poincare´ series of G with respect to the exponent
min(c˜(Pξ(s)− ε) + s, (c˜+ 1)Pξ(s)− (c˜+ 2)ε).
It can be seen by rearranging (7.5) that this exponent exceeds δ for all ε sufficiently small. Therefore the
series converges. 
Claim 7.9. For all η ∈Wc,ξ ∩ Λr,σ, η ∈ A for infinitely many A ∈ C.
Proof. Since ωξ(η) ≥ 1 + c > 1 + c˜, for infinitely many g ∈ G, we have η ∈ Bg,c˜. Thus g
−1(η) ∈ B(ξ, rg).
On the other hand, by Lemma 2.39, g−1(η) ∈ Λr,τ . Thus g−1(η) ∈
⋃
Cg; fix Ag ∈ Cg for which g−1(η) ∈ Ag.
Then η ∈ g(Ag) ∩Bg,c˜ ∈ C. 
Now by the Hausdorff–Cantelli lemma (see e.g. [8, Lemma 3.10]), we have Hs(Wc,ξ ∩ Λr,σ) = 0, and
thus dimH(Wc,ξ ∩ Λr,σ) ≤ s. But σ was arbitrary; taking the union over all σ ∈ N gives dimH(Wc,ξ) ≤ s.
7.3. Preliminaries for ≥ direction.
7.3.1. Multiplying numbers and sets.
Definition 7.10. Let (Z,D) be a metric space. For each S ⊆ Z and for each a ≥ 1, let
aS := N
(
S,
a− 1
2
Diam(S)
)
,
where
N (S, r) := {z : D(z, S) ≤ r}
is the r-thickening of S.
Observation 7.11.
Diam(aS) ≤ aDiam(S)
aB(z, r) ⊆ B(z, ar)
a(bS) ⊆ (ab)S.
For each inequality or inclusion, equality holds if (Z,D) is a Banach space.
Proposition 7.12 (Variant of the Vitali covering lemma). Let (Z,D) be a metric space, and let C be a
collection of subsets of Z with the property that
sup{Diam(S) : S ∈ C} <∞.
Then there exists a disjoint subcollection C˜ ⊆ C so that⋃
C ⊆
⋃
A∈C˜
5A.
The proof of this proposition is a straightforward generalization of the standard proof of the Vitali
covering lemma (see e.g. [30, Theorem 1.5.1]).
Lemma 7.13. Let X be a hyperbolic metric space. For each C, σ > 0, there exists τ > 0 such that for all
x ∈ X
C Shad(x, σ) ⊆ Shad(x, τ).
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Proof. Suppose η ∈ C Shad(x, σ); then η ∈ B(ξ, C−12 Diam(Shad(x, σ))) for some ξ ∈ Shad(x, σ). Now by
the Diameter of Shadows Lemma
D(ξ, η) .×,C Diam(Shad(x, σ)) .×,σ b
−d(o,x);
thus
〈ξ|η〉o &+,C,σ d(o, x);
on the other hand since ξ ∈ Shad(x, σ)
〈x|ξ〉o ≍+,σ d(o, x)
and so by Gromov’s inequality
〈x|η〉o ≍+,C,σ d(o, x).

7.3.2. Fuzzy metric spaces.
Definition 7.14. A fuzzy metric space consists of a metric space (Y,D) together with a function f : Y →
(0,∞) satisfying
(7.10) f(y) ≤ D(y, Y \ {y}).
Let (Y, f) be a fuzzy metric space. A ball B(y, r) ⊆ Y is called admissible (with respect to f) if r ≥ f(y).
The idea is that each point y ∈ Y represents some subset of a larger metric space Z which is contained
in the set B(y, f(y)). An admissible ball is supposed to be one that contains this set.
Observation 7.15. Let B(y, r) ⊆ Y be an admissible ball. Then r ≥ f(y˜) for every y˜ ∈ B(y, r).
Proof. Since the case y˜ = y holds by definition, let us suppose that y˜ 6= y. But then by (7.10) we have
r ≥ D(y˜, y) ≥ D(y˜, Y \ {y˜}) ≥ f(y˜).

Now fix s > 0. A measure µ ∈ M(Y ) is called s-admissible if µ(B(y, r)) ≤ rs for every admissible ball
B(y, r) ⊆ Y . Consider the quantities
αY,f(s) := sup{µ(Y ) : µ ∈M(Y ) is s-admissible}
βY,f(s) := inf
{
∞∑
k=1
rsk :
(
B(yk, rk)
)∞
1
is a collection of admissible balls which covers Y
}
.
Observation 7.16.
αY,f (s) ≤ βY,f(s).
Proof. If µ ∈M(Y ) is s-admissible and if
(
B(yk, rk)
)∞
1
is a collection of admissible balls covering Y , then
µ(Y ) ≤
∞∑
k=1
µ(B(yk, rk)) ≤
∞∑
k=1
rsk.

Claim 7.17. If Y is countable, then
βY,f(s) ≤ 32
sαY,f(s).
Proof. Let (yn)
∞
1 be an indexing of Y . Fix N ∈ N, and let YN = {y1, . . . , yN}. The collection of s-
admissible measures on YN is compact, and so there exists an s-admissible measure µN ∈ M(YN ) satisfying
(7.11) µN (YN ) = sup
µ∈M(YN )
s-admissible
µ(YN ) ≤ αY,f(s).
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Now fix n ≤ N . It follows from (7.11) that the measure µN +
1
N δyn is not s-admissible. By definition, this
means that there is some admissible ball B(yn,N , rn,N ) ⊆ Y such that
(7.12)
(
µN +
1
N
δyn
)(
B(yn,N , rn,N )
)
> rsn,N ≥ µN (B(yn,N , rn,N )).
Clearly, this implies
(7.13) yn ∈ B(yn,N , rn,N ).
Thus by Observation 7.15 we have
(7.14) rn,N ≥ f(yn).
On the other hand, by (7.11) and (7.12) we have
rn,N ≤
(
αY,f(s) + 1
)1/s
.
Thus, for each n ∈ N the sequence (rn,N )∞N=n is bounded from above and below.
Choose an increasing sequence (Nk)
∞
1 such that for every n ∈ N,
r(k)n := rn,Nk −→
k
rn ∈ [f(yn),∞).
Now fix n ∈ N, and notice that for all k ∈ N sufficiently large we have
(7.15)
1
2
rn ≤ r
(k)
n ≤ 2rn
and thus by (7.13)
B(y(k)n , r
(k)
n ) ⊆ B(yn, 2r
(k)
n ) ⊆ B(yn, 4rn).
Thus by (7.12) and (7.15) we have(
µNk +
1
Nk
δyn
)(
B(yn, 4rn)
)
>
(
rn/2
)s
i.e.
(7.16) µNk
(
B(yn, 4rn)
)
>
(
rn/2
)s
−
1
Nk
.
Now by the Vitali covering lemma, there exists a set A ⊆ N such that the collection(
B(yn, 4rn)
)
n∈A
is disjoint and such that
Y ⊆
∞⋃
n=1
B(yn, 4rn) ⊆
⋃
n∈A
B(yn, 16rn).
In particular, for each k ∈ N we have
αY,f (s) ≥ µNk(Y ) ≥
∑
n∈A
µNk
(
B(yn, 4rn)
)
≥
∑
n∈A
(7.15) holds
((
rn/2
)s
−
1
Nk
)
+
,
where x+ = max(0, x). Now let us take the limit as k approaches infinity. By the monotone convergence
theorem, we may consider the limit of each summand separately. But if n is fixed, then (7.15) holds for all
sufficiently large k. Thus
αY,f(s) ≥
∑
n∈A
((
rn/2
)s
− 0
)
+
=
1
2s
∑
n∈A
rsn.
On the other hand, note that for each n ∈ A, the ball B(yn, 16rn) is admissible by (7.14) and (7.15). Thus
the collection
(
B(yn, 16rn)
)
n∈A
is a collection of admissible balls which covers Y , and so
βY,f(s) ≤
∑
n∈A
(16rn)
s = 16s
∑
n∈A
rsn.
This completes the proof. 
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7.4. ≥ direction. Now let X be a hyperbolic metric space, let G be a strongly discrete subgroup of
Isom(X) of general type, and fix distinguished points o ∈ X and ξ ∈ ∂X . Fix c > 0. Fix s ∈ (0, δ) which
is a member of the second supremum of Corollary 7.5, i.e. so that
(7.17) Pξ(s) <
δ − s
c
.
Fix τ ≥ σ > 0 large to be announced below. τ will depend on σ.
7.4.1. A fuzzy metric space for each r > 0. Let
Px := Shad(x, σ) P˜x := Shad(x, τ)
Dx := Diam(Px) D˜x := Diam(P˜x).
Now fix r > 0 and let
Sξ,τ (r) := {x ∈ G(o) : 10P˜x ⊆ B(ξ, r)}.
Observation 7.18.
Λr,σ ∩B(ξ, r) ⊆
⋃
x∈Sξ,τ(r)
Px.
Proof. Fix η ∈ Λr,σ ∩ B(ξ, r). Then there exists a sequence xn −→
n
η so that η ∈
⋂∞
n=1 Pxn . Now since
Diam(P˜xn) −→
n
0, we have
10P˜xn ⊆ B(ξ, r)
for all n sufficiently large. Thus xn ∈ Sξ,τ (r) for all n sufficiently large, which completes the proof. 
Now applying Proposition 7.12, we see that there exists a set Ar ⊆ Sξ,τ (r) such that the collection
(7.18)
(
2P˜x
)
x∈Ar
is disjoint, and such that ⋃
x∈Sξ,τ(r)
Px ⊆
⋃
x∈Sξ,τ(r)
2P˜x ⊆
⋃
x∈Ar
10P˜x.
Combining with Observation 7.18 and (7.3) yields
(7.19) Hξ,σ,s(r) ≤ H
s
∞
( ⋃
x∈Ar
10P˜x
)
.
Now for each x ∈ Ar, choose π(x) ∈ Px, and let
(7.20) f(π(x)) := D˜x ≤ D(π(x), ∂X \ 2P˜x).
Let
Yr = π(Ar).
Then by the inequality of (7.20) and the disjointness of the collection (7.18), the pair (Yr, f) is a fuzzy
metric space.
Claim 7.19.
Hξ,σ,s(r) ≤ 7
sβYr,f (s) ≤ 224
sαYr ,f (s).
Proof. Note that the second inequality is just Claim 7.17. To prove the first inequality, we prove the
following:
Subclaim 7.20. Let
(
B(yk, rk)
)∞
k=1
be a collection of admissible balls which covers Yr. Then⋃
x∈Ar
10P˜x ⊆
∞⋃
k=1
B(yk, 7rk).
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Proof. Fix η ∈ 10P˜x for some x ∈ Ar. Then π(x) ∈ Yr, so π(x) ∈ B(yk, rk) for some k ∈ N. Since B(yk, rk)
is admissible, by Observation 7.15 we have
rk ≥ f(π(x)) = D˜x
and thus
10P˜x = N
(
P˜x,
9
2
D˜x
)
⊆ N (P˜x, 5D˜x) ⊆ B(π(x), 6D˜x) ⊆ B(π(x), 6rk) ⊆ B(yk, 7rk).
⊳
Thus
7sβYr,f (s) = inf
{
∞∑
k=1
(7rk)
s :
(
B(yk, rk)
)∞
1
is a collection of admissible balls which covers Yr
}
≥ inf
{
Hs∞
(
∞⋃
k=1
B(yk, 7rk)
)
:(
B(yk, rk)
)∞
1
is a collection of admissible balls which covers Yr
}
≥ Hs∞
( ⋃
x∈Ar
10P˜x
)
(by Subclaim 7.20)
≥ Hξ,σ,s(r) (by (7.19)). 
Reading out the definition of αYr,f (s), we come to the following conclusion:
Corollary 7.21. There exists a measure νr ∈ M(Ar) with
(7.21) νr(Ar) ≥
1
225s
Hξ,σ,s(r),
and such that the measure π[νr] is s-admissible.
7.4.2. Construction of a tree. By (7.17), there exist t ∈ (s, δ) and ε > 0 such that
(7.22) Pξ(s) + ε ≤
t− s− ε
c
.
Now by (7.4), if σ is large enough, then there exists a sequence rk −→
k
0 such that
logb(Hξ,σ,s(rk))
logb(rk)
≤ Pξ(s) + ε
for all k ∈ N. Rearranging yields
Hξ,σ,s(rk) ≥ r
Pξ(s)+ε
k
which together with (7.22) yields
(7.23) Hξ,σ,s(rk) ≥ r
(t−s−ε)/c
k
for all k ∈ N.
Now, since G is of general type, we have h1(ξ) 6= ξ for some h1 ∈ G (Observation 1.8). Choose ε2 > 0
small enough so that
D
(
B(ξ, ε2), h1(B(ξ, ε2))
)
> 0.
Let B˜ = B(ξ, ε2). Let h0 = id.
By the Big Shadows Lemma, we may suppose that σ is large enough so that for all z ∈ X ,
Diam(∂X \ Shadz(o, σ)) < D(B˜, h1(B˜)).
Thus, there exists i = iz = 0, 1 such that hi(B˜) ⊆ Shadz(o, σ).
Fix C > 0 large and λ > 0 small to be announced below.
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We will define a set T ⊆ G(o),38 a binary relation ∈T⊆ T × T , and a map µ : T → [0, 1] recursively as
follows:39
1. Each time a new point is put into T , call it x and go to step 3.
2. Set µ(o) = 1 and put o into T ; it is the root node.
3. Recall that x is a point which has just been put into T , with µ(x) > 0 defined. We will follow one
of two different possible procedures, using the following test:
i. If µ(x) ≥ Dt−εx , then go to step 4.
ii. If there is no k ∈ N such that
(7.24) C−1rk ≤ b
−cd(o,x) < rk ≤ ε2,
then go to step 4.
iii. Otherwise, go to step 5.
4 i. Label x as type 1.
ii. Apply Lemma 5.14 (with s = t) to get a finite subset T (x) ⊆ G(o).
iii. For each y ∈ T (x), set
µ(y) =
Dty∑
z∈T (x)D
t
z
µ(x),
and then put y into T , setting y ∈T x.
5 i. Label x as type 2.
ii. Let j = jx ∈ G be the unique element so that x = jx(o).
iii. Let i = ix ∈ {0, 1} be chosen so that
hi(B˜) ⊆ Shadj−1(o)(o, σ),
and let h = hx = hix .
iv. Let g = gx = j ◦ h. Note that applying j to the above equation we get
(7.25) g(B˜) ⊆ Px.
v. Choose k = kx ∈ N so that (7.24) holds.
vi. Let B˜k = B(h(ξ), rk); by the last inequality of (7.24), we have B˜k ⊆ B˜. In particular, by
(7.25) we have
(7.26) g(B˜k) ⊆ Px.
vii. Let
T˜ (x) = g(Ark)
νx = g[νrk ].
where Ark , νrk are as in §7.4.1.
viii. For each y ∈ T˜ (x), set
µ(y) =
νx(y)
νx(T˜ (x))
µ(x),
and put y into T , setting y ∈T x.
Claim 7.22. Let x ∈ T be a type 2 point. Then the collection(
3Py
)
y∈T˜ (x)
is a disjoint collection of shadows which are contained in g(B˜k), where k = kx, assuming τ is sufficiently
large.
38We will think of T as being a “tree”; however, it is not a tree in the strict sense according to Definition 5.2.
39You can imagine this as a program being run by an infinite computer which has infinitely many parallel processors.
Each time a command of the form “for all X, do Y” is performed, the computation splits up, giving each X its own processor.
This parallel processing is necessary, because otherwise the program would only compute one branch of the tree.
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Note that by (7.26), we therefore have 3Py ⊆ Px.
Proof of Claim 7.22. It is equivalent to show that the collection(
g−1(3Pg(y))
)
y∈Ark
is a disjoint collection of sets which are contained in B˜k. But by the construction of Ark , the collection(
2P˜y
)
y∈Ark
is such a collection. Thus to complete the proof it suffices to demonstrate the following:
Subclaim 7.23.
(7.27) g−1
(
3Pg(y)
)
⊆ 2P˜y
for every y ∈ Ark , assuming τ is sufficiently large.
Proof. Fix such a y. Let z = g−1(o), and note that
ζ := π(y) ∈ Py ⊆ 10P˜y ⊆ B˜k ⊆ B˜ ⊆ g
−1(Px)
= Shadz(hx(o), σ)
⊆ Shadz(o, σ + d(o, hx(o))),
and thus by Gromov’s inequality
0 ≍+,σ 〈z|ζ〉o &+ min(〈y|z〉o, 〈y|z〉o).
On the other hand, since ζ ∈ Py, we have
〈y|ζ〉o ≍+,σ d(o, y) ≥ 〈y|z〉o,
and so
(7.28) 〈y|z〉o ≍+,σ 0.
Now let us demonstrate (7.27). Fix η ∈ g−1
(
3Pg(y)
)
; then
〈y|η〉z ≍+,σ d(y, z) ≍+,σ d(o, y) + d(o, z)
by (7.28). Now by (d) of Proposition 2.3
〈y|η〉o &+ 〈y|η〉z − d(o, z) ≍+,σ d(o, y).
Letting τ be the implied constant of this asymptotic, we have η ∈ P˜y. ⊳
This completes the proof of Claim 7.22. 
Let T (∞) be the set of all branches through T , i.e. the set of all sequences x = (xn)∞0 for which
· · · ∈T x2 ∈T x1 ∈T x0 = o.
We have a map
π : T (∞)→ Λr,σ(G)
defined as follows: If x = (xn)
∞
0 ∈ T (∞), then the sequence
(Pxn)
∞
0
is a decreasing sequence of closed sets whose diameters tend to zero. We define π(x) to be the unique
intersection point and we let J = π(T (∞)) ⊆ Λr,σ. By the Kolmogorov consistency theorem, there exists
a unique measure µ ∈M(J ) satisfying
µ(Px) = µ(x)
for all x ∈ T .
Claim 7.24.
J ⊆Wc,ξ.
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Proof. Fix x = (xn)
∞
0 ∈ T (∞) and let η = π(x) ∈ J . For each n ∈ N let
(7.29) Pn = Pxn ; Dn = Dxn ; gn = gxn .
Subclaim 7.25. Infinitely many of the points (xn)
∞
0 are type 2.
Proof. Suppose not; suppose that the points xN , xN+1, . . . are all type 1. Then for each n ≥ N we have
µ(xn+1) =
Dtn+1∑
z∈T (xn)
Dtz
µ(xn);
by (iii) of Lemma 5.14 we have ∑
z∈T (xn)
Dtz ≥ D
t
n
and thus
µ(xn+1)
µ(xn)
≤
Dtn+1
Dtn
.
Iterating gives
µ(xn)
µ(xN )
≤
Dtn
DtN
.
It follows that for all n sufficiently large say n ≥ N2 ≥ N , we have
(7.30) µ(xn) < D
t−ε
n .
Let k ∈ N be large enough so that
rk < min
(
b−cd(o,xN2), ε2
)
.
Let n > N2 be minimal so that
b−cd(o,xn) ≤ rk;
by the Diameter of Shadows Lemma and (ii) of Lemma 5.14 we have
b−cd(o,xn) ≍×,σ rk.
Let C > 0 be the implied constant of this asymptotic; then (7.24) holds. But we also have (7.30); it follows
that xn is a type 2 point, contradicting our hypothesis that the points xN , xN+1, . . . are all type 1. ⊳
The idea now is to associate each type 2 point in the sequence (xn)
∞
0 to a good approximation of η. Fix
n ∈ N so that xn is type 2. Write in = ixn and kn = kxn .
Now by Claim 7.22 we have
η ∈ Pxn+1 ⊆ gn(B˜kn),
i.e.
D(ξ, g−1n (η)) ≤ rkn .
Note that gn(ξ) ∈ Pxn by (7.25), and so
ξ, g−1n (η) ∈ g
−1
n (Pxn) ⊆ Shadg−1n (o)(o, σ + d(o, h1(o)))
Thus by (ii) of the Bounded Distortion Lemma we have
D(gn(ξ), η) ≍×,σ b
−d(o,gn(o))D(ξ, g−1n η)
≤ b−d(o,gn(o))rkn
≍×,σ b
−d(o,gn(o))b−cd(o,xn)
≍× b
−(c+1)d(o,gn(o)).
Thus
ωξ(η) ≥ lim sup
n→∞
xn type 2
− logbD(gn(ξ), η)
d(o, gn(o))
≥ 1 + c,
i.e. η ∈ Wc,ξ. 
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It is left to show that dimH(J ) ≥ s.
Claim 7.26. µ(B(η, r)) .×,σ r
s for all r > 0 and for all η ∈ J .
Proof. Fix x = (xn)
∞
0 ∈ T (∞) so that η = π(x). As before we use the abbreviations (7.29). Let
n = n(η, r) ∈ N be maximal so that Dn ≥ r. Then
B(η, r) ⊆ B(η,Dn) ⊆ 3Pn.
Since 3Pn ∩ J ⊆ Pn, we have B(η, r) ∩ J ⊆ Pn.
On the other hand, the maximality of n implies that
(7.31) r > Dn+1.
Now we divide into cases depending on whether x = xn is a type 1 point or a type 2 point.
Case 1: x is type 2. In this case, let
i = in = ixn , k = kn = kxn , and g = gn = gxn .
Then
µ(B(η, r)) ≤
∑
y∈T˜ (x)
Py∩B(η,r) 6=∅
µ(y) =
∑
y∈Ark
Pg(y)∩B(η,r) 6=∅
νrk(y)
νrk(Ark)
µ(x).
On the other hand, since x is type 2 we have
µ(x) ≤ Dt−εx ≍×,σ b
−(t−ε)d(o,x);
moreover, by (7.21) and (7.23) we have
νrk(Arl) &× Hξ,σ,s(rk) ≥ r
(t−s−ε)/c
k ≍×,σ b
−(t−s−ε)d(o,x).
Combining gives
(7.32) µ(B(η, r)) .×,σ b
−sd(o,x)
∑
y∈Ark
Pg(y)∩B(η,r) 6=∅
νrk(y).
Subclaim 7.27. For every y ∈ Ark for which Pg(y) ∩B(η, r) 6= , we have
g(Py) ⊆ B(η, C1r),
where C1 > 0 is independent of n.
Proof. We claim first that r ≥ Dg(y).
Case 1: g(y) = xn+1. Then
r > Dn+1 = Dg(y).
Case 2: g(y) 6= xn+1. Then
r ≥ D(Pg(y), η) ≥ D(Pg(y), ∂X \ 3Pg(y)) ≥ Dg(y).
Subclaim 7.28. For all ζ ∈ Py we have
(7.33) 〈o|g(ζ)〉g(y) ≍+,σ 0.
Proof. Since
ζ ∈ Py ⊆ B˜k ⊆ B˜ ⊆ g
−1(Px),
we have
〈g−1(o)|ζ〉o = 〈o|g(ζ)〉g(o) ≍+ 〈o|g(ζ)〉x ≍+,σ 0.
On the other hand, since ζ ∈ Py
〈y|ζ〉o ≍+,σ d(o, y) −→
n
∞.
Gromov’s inequality yields
〈g−1(o)|y〉o ≍+,σ 0.
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Thus
〈o|g−1(o)〉y ≍+,σ d(o, y) −→
n
∞.
On the other hand
〈o|ζ〉y ≍+,σ 0;
Gromov’s inequality yields
〈o|g(ζ)〉g(y) = 〈g
−1(o)|ζ〉y ≍+,σ 0.
⊳
Letting σ˜ ≥ σ be the implied constant of the asymptotic (7.33), we have g(Py) ⊆ Shad(g(y), σ˜).
Thus
D(ζ, η) ≤ r +Diam(Shad(g(y), σ˜)) ≍× r +Dg(y) .× r,
completing the proof. ⊳
Thus
(7.34)
∑
y∈Ark
Pg(y)∩B(η,r) 6=∅
νrk(y) ≤
∑
y∈Ark
g(Py)⊆B(η,C1r)
νrk(y) ≤ π[νrk ](g
−1(B(η, C1r))).
Now,
D˜g−1(xn+1) ≍×,σ b
−d(o,g−1(xn+1)) ≍× b
−d(xn,xn+1)
≍×,σ b
d(o,xn)−d(o,xn+1) (by the Intersecting Shadows Lemma)
≍×,σ b
d(o,xn)Dn+1 (by the Diameter of Shadows Lemma)
≤ bd(o,xn)r. (by (7.31))
Let C2 > 0 be the implied constant of this asymptotic; then
(7.35) D˜g−1(xn+1) ≤ C2b
d(o,x)r.
Subclaim 7.29.
g−1
(
B(η, C1r)
)
⊆ U := B(π(g−1(xn+1)), C3b
d(o,x)r).
for some C3 ≥ 2C2 independent of n.
Proof. Fix ζ ∈ g−1(B(η, C1r)). Then by (d) of Proposition 2.3, we have
D(g−1(η), ζ) .×,σ b
d(o,g(o))D(η, g(ζ)) ≤ C1b
d(o,g(o))r ≍×,σ b
d(o,x)r.
On the other hand, since η ∈ Pxn+1, Subclaim 7.23 shows that
g−1(η) ∈ 2P˜g−1(xn+1)
and thus
D
(
g−1(η), π(g−1(xn+1))
)
≤ 2D˜g−1(xn+1) ≤ 2C2b
d(o,x)r.
This completes the proof. ⊳
Combining (7.32), (7.34), and Subclaim 7.29 gives
(7.36) µ(B(η, r)) .×,σ b
−sd(o,x)π[νrk ](U).
Now by (7.35) we have
f(π(g−1(xn+1))) = Dg−1(xn+1) ≤ 2D˜g−1(xn+1) ≤ 2C2b
d(o,x)r ≤ C3b
d(o,x),
and so the ball U is admissible. On the other hand, the measure π[νrk ] is s-admissible; it follows
that
π[νrk ](U) ≤
(
C3b
d(o,x)r
)s
.
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Combining with (7.36), we have
µ(B(η, r)) .× b
−sd(o,x)
(
bd(o,x)r
)s
= rs.
Case 2: x is type 1. In this case, by (7.31) and (ii) of Lemma 5.14 we have
r ≥ Dn+1 ≍× Dn.
On the other hand, since B(η, r) ∩ J ⊆ Pn, we have
µ(B(η, r)) ≤ µ(xn).
Thus to complete the proof of the claim it suffices to show
(7.37) µ(xn) .× D
s
n.
Let m < n be the largest number such that xm is a type 2 point. (If no such number exists, let
m = 0.) Let
r˜ = min(2Dm+1, Dm) > Dm+1;
then n(η, r˜ ) = m. Thus since xm is type 2, the ball B(η, r˜ ) falls into Case 1: So by our earlier
argument, we have
(7.38) µ(B(η, r˜ )) .× r˜
s.
(If m = 0, then (7.38) holds just because the right hand side is asymptotic to 1.) On the other
hand, Pm+1 ⊆ B(η,Dm+1) ⊆ B(η, r˜ ), and so
µ(xm+1) ≤ µ(B(η, r˜ )) .× D
s
m+1,
i.e. (7.37) is satisfied for n = m + 1. On the other hand, since the points xm+1, . . . , xn−1 are all
type 1, the argument used in the proof of Subclaim 7.25 shows that
µ(xn)
µ(xm+1)
≤
Dtn
Dtm+1
≤
Dsn
Dsm+1
,
since t > s by (7.22). This demonstrates (7.37).

Now by the mass distribution principle we have dimH(J ) ≥ s, completing the proof.
7.5. Special cases. In this subsection we prove the assertions made in §1.4.1 concerning special cases of
Theorem 7.1, except for Theorem 7.33 which will be proven in Subsection 7.6 below.
Example 7.30. If ξ ∈ Λr then Pξ(s) = s. Thus in this case (7.1) reduces to
(7.39) dimH(Wc,ξ) =
δ
c+ 1
,
i.e. the inequality of (7.1) is an equality.
Proof. In fact, this is a special case of Example 7.31 below, since if ξ ∈ Λr then β(ξ) = 1. 
Example 7.31. If ξ is a horospherical limit point of G then Pξ(s) ≤ 2s. Thus in this case we have
δ
2c+ 1
≤ dimH(Wc,ξ) ≤
δ
c+ 1
.
More generally, let 〈·|·〉 denote the Gromov product. If we let
(7.40) β = β(ξ) := lim sup
g∈G
d(o,g(o))→∞
〈g(o)|ξ〉o
d(o, g(o))
then Pξ(s) ≤ β−1s and so
δ
β−1c+ 1
≤ dimH(Wc,ξ) ≤
δ
c+ 1
.
In particular, if β > 0 then dimH(VWAξ) = δ.
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Proof. Fix s ∈ (0, δ). Since dimH(Λr) = δ > s, there exists σ > 0 so that dimH(Λr,σ) > s. Then
Hs∞(Λr,σ) > 0. Let τ > 0 be guaranteed by Lemma 2.39.
Let h1, h2 ∈ G be as in the definition of general type. Then there exists ε > 0 so that for all ξ ∈ ∂X ,
(7.41)
2
max
i=1
D(ξ, hi(ξ)) > ε.
Let σ˜ > 0 be given by the Big Shadows Lemma.
Now fix g ∈ G. By the Big Shadows Lemma, we have
Diam(∂X \ Shadg−1(o)(o, σ˜)) ≤ ε,
and thus by (7.41) we have
∂X = Sg ∪ h
−1
1 (Sg) ∪ h
−1
2 (Sg), where Sg = Shadg−1(o)(o, σ˜).
Let h0 = id. Then there exists i = ig = 0, 1, 2 such that
Hs∞(Λr,σ ∩ h
−1
i (Sg)) ≥
1
3
Hs∞(Λr,σ) ≍×,σ 1.
Thus
b−sd(o,g(o)) ≍× b
−sd(o,g◦hi(o))
.×,σ H
s
∞
(
g ◦ hi
(
Λr,σ ∩ h
−1
i (Sg)
))
≤ Hs∞(Λr,τ ∩ g(Sg)) (by Lemma 2.39)
= Hs∞(Λr,τ ∩ Shad(g(o), σ˜)).
Now fix η ∈ Shad(g(o), σ˜). We have
〈η|ξ〉o &+ min(〈g(o)|η〉o, 〈g(o)|ξ〉o)
≍+,σ˜ min(d(o, g(o)), 〈g(o)|ξ〉o) (since η ∈ Shad(g(o), σ˜))
= 〈g(o)|ξ〉o,
i.e.
Shad(g(o), σ˜) ⊆ B(ξ, Cb−〈g(o)|ξ〉o)
for some C > 0 independent of G. Thus
b−sd(o,g(o)) .×,σ H
s
∞
(
Λr,τ ∩B(ξ, Cb
−〈g(o),ξ〉o)
)
= Hξ,τ,s(Cb
−〈g(o),ξ〉o).
Let (gn)
∞
1 be a sequence so that
〈gn(o)|ξ〉o
d(o, gn(o))
−→
n
β and d(o, gn(o)) −→
n
∞.
In particular, 〈gn(o)|ξ〉o −→
n
∞, and thus
Pξ(s) ≤ lim inf
r→0
logb(Hξ,τ,s(r))
logb(r)
≤ lim inf
n→∞
logb(Hξ,τ,s(Cb
−〈gn(o),ξ〉o))
logb(Cb
−〈gn(o),ξ〉o)
≤ lim inf
n→∞
−sd(o, gn(o))
−〈gn(o), ξ〉o
= β−1s.
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Finally, if ξ is a horospherical limit point, let (gn(o))
∞
1 be a sequence tending horospherically to ξ; then
β(ξ) ≥ lim sup
n→∞
〈gn(o)|ξ〉o
d(o, gn(o))
= lim sup
n→∞
1
2
d(o, gn(o)) + Bξ(o, gn(o))
d(o, gn(o))
(by (g) of Proposition 2.3)
≥ lim sup
n→∞
1
2
d(o, gn(o))
d(o, gn(o))
(since xn −→
n
ξ horospherically)
= 1/2.

Proposition 7.32. There exists a (discrete) nonelementary Fuchsian group G and a point ξ ∈ Λ such that
dimH(VWAξ) = 0.
Proof. Let De denote the Euclidean metric on C, and let Ds denote the spherical metric on ∂H
2, i.e. the
metric |dz|/(|z|2 + 1). For each n ∈ N, let an = 2
n! and let gn ∈ Isom(H
2) be a Mo¨bius transformation
such that
gn
(
Ĉ \Be(−an, 1/an+2)
)
= Be(an, 1/an+2).
The group G generated by the sequence (gn)
∞
1 is a Schottky group and is therefore discrete. Clearly, ∞ is
a limit point of G.
We claim that dimH(VWA∞) = 0. By (7.2), it suffices to show that
P∞(s) = +∞ ∀s ∈ (0, δ).
Fix s ∈ (0, δ) and 0 < r ≤ 1. Computation shows that
Bs(∞, r) ⊆ Ĉ \Be(0, 1/(2r)).
There exists n = nr ∈ N so that
an ≤
1
2r
< an+1.
Then
Bs(∞, r) ∩ Λ ⊆ {∞} ∪
⋃
m≥n
[
Be(am, 1/am+2) ∪Be(−am, 1/am+2)
]
and thus for all σ > 0
Hξ,σ,s(r) ≤
∑
m≥n
[
Diams(Be(am, 1/am+2)) + Diams(Be(−am, 1/am+2))
]
≍×
∑
m≥n
1
am+2a2m
.×
1
an+2
=
1
an+2n+1
≤ (2r)nr+2.
Thus
P∞(s) ≥ lim inf
r→0
log((2r)nr+2)
log(r)
= lim inf
r→0
[nr + 2] = +∞.

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7.6. Proof of Theorem 7.33. In this subsection we prove Theorem 7.33. The proof requires several
lemmas.
Theorem 7.33. Let (X, d, o, b, G) be as in §1.1.4, and let ξ be a bounded parabolic point of G. Let δ and
δξ be the Poincare´ exponents of G and Gξ, respectively. Then for all s ∈ (0, δ)
(7.42) Pξ(s) = max(s, 2s− 2δξ) =
{
s if s ≥ 2δξ
2s− 2δξ if s ≤ 2δξ
.
Thus for each c > 0
(7.43) dimH(Wc,ξ) =
δ/(c+ 1) if c+ 1 ≥ δ/(2δξ)δ + 2δξc
2c+ 1
if c+ 1 ≤ δ/(2δξ)
.
In this subsection, De denotes the Euclidean metametric Dξ,o, and Ds denotes the spherical metametric
Do.
Definition 7.34. Let Gξ be the stabilizer of ξ relative to G. We define the orbital counting function of
Gξ with respect to the metametric De to be the function fξ : [0,∞)→ N defined by
(7.44) fξ(R) := #{g ∈ Gξ : De(o, g(o)) ≤ R}.
Note that fξ is different from the orbital counting function of Gξ with respect to the hyperbolic metric d,
which we denote by fGξ .
Before proceeding further, let us remark on the function (7.44). In the case where X is a real, complex,
or quaternionic hyperbolic space, fξ satisfies a power law, i.e. fξ(R) ≍× R2δξ , where δξ is the Poincare´
exponent of Gξ [66, Lemma 3.5] (see also [76, Proposition 2.10]). However, this is not the case for more
general spaces, including the infinite-dimensional space H∞ and proper R-trees; indeed, there are essentially
no restrictions on the orbital counting function of a parabolic group acting on such spaces. See Appendix
A for details.
Let us now give a rough outline of the proof of Theorem 7.33. Let
H∗ξ,σ,s(R) = H
s
s,∞(Λr,σ \Be(o,R)).
Then by Lemma 2.20, (7.4) can be rewritten as
(7.45) Pξ(s) = lim
σ→∞
lim inf
R→∞
log(H∗ξ,σ,s(R))
log(1/R)
.
So to compute Pξ(s), we will compute H
∗
ξ,σ,s(R) for all R ≥ 1 sufficiently large. Since the spherical metric
is locally comparable to the Euclidean metric via (2.20), we will compute H∗ξ,σ,s(R) by first computing
Hse,∞ of appropriately chosen subsets of Λr,σ \Be(o,R). Specifically, we will consider the sets
SR,α :=
⋃
g∈Gξ
αR<De(o,g(o))≤R
g(S ∩ Λr,σ),
where R ≥ 1 and α ∈ [0, 1]. Our first step is to estimate Hse,∞(SR,α):
Lemma 7.35. Let S be a ξ-bounded set containing o, and let σ > 0. Fix R ≥ C0Diame(S) and α ∈ [0, 1].
Then
(i)
(7.46) Hse,∞(SR,0) .×,S
fξ((C0 + 1)R)
supQ∈[1,R](fξ(Q)/Q
s)
.
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(ii) If
(7.47) Hse,∞(S ∩ Λr,σ) > 0,
then for all α ∈ [0, 1]
(7.48) Hse,∞(SR,α) &×,S,σ
fξ(R)− fξ(αR)
supQ∈[1,12C0R](fξ(Q)/Q
s)
.
Remark 7.36. In the proof of Lemma 7.35, we will not indicate the dependence of implied constants on
the ξ-bounded set S.
Proof of (i). Fix Q ∈ [1, R], and let AQ be a maximal 2C0Q-separated subset of Be(o,R) ∩ Gξ(o). Then
the sets
(
Be(x,C0Q) ∩Gξ(o)
)
x∈AQ
are disjoint, so
#(Be(o,R + C0Q) ∩Gξ(o)) ≥
∑
x∈AQ
#(Be(x,C0Q) ∩Gξ(o))
≥
∑
x∈AQ
#(Be(o,Q) ∩Gξ(o)) (by Observation 2.42)
= fξ(Q)#(AQ),
and thus
#(AQ) ≤
fξ(R+ C0Q)
fξ(Q)
≤
fξ((C0 + 1)R)
fξ(Q)
·
On the other hand, the maximality of AQ implies
Be(o,R) ∩Gξ(o) ⊆
⋃
x∈AQ
Be(x, 2C0Q)
and thus by Observation 2.42
SR := SR,0 ⊆
⋃
x∈Be(o,R)∩Gξ(o)
Be(x,C0Diame(S)) ⊆
⋃
x∈AQ
Be(x, 2C0Q+ C0Diame(S)),
i.e.
(
Be(x, 2C0Q+ C0Diame(S))
)
x∈AQ
is a cover of SR. Thus
Hse,∞(SR) ≤
∑
x∈AQ
(
2C0Q+ C0Diame(S)
)s
= #(AQ)
(
2C0Q+ C0Diame(S)
)s
.×
fξ((C0 + 1)R)
fξ(Q)
Qs,
since Q ≥ 1 by assumption, and C0 and Diame(S) are constants. Thus
R−2sHse,∞(SR) .×
fξ((C0 + 1)R)/((C0 + 1)R)
2s
fξ(Q)/Qs
,
and taking the infimum over all Q ∈ [1, R] finishes the proof. 
Proof of (ii). Let C satisfy
⋃
(C) = SR,α.
Claim 7.37. For all A ⊆ Eξ,
#{g ∈ Gξ : g(S) ∩ A 6= } ≤ fξ(C0Diame(A) + 2C
2
0 Diame(S)).
Proof. Suppose that the left hand side is nonzero; then there exists g0 ∈ Gξ such that g0(S) ∩ A 6= .
Then
#{g ∈ Gξ : g(S) ∩ A 6= } ≤ #
{
g ∈ Gξ : De(g0(o), g(o)) ≤ Diame(A) + 2C0Diame(S)
}
≤ fξ(C0Diame(A) + 2C
2
0 Diame(S)).
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⊳
Let
C1 = {A ∈ C : Diame(A) ≤ C0Diame(S)},
and let C2 = C \ C1. Then by Claim 7.37, we have
A ∈ C1 ⇒ #{g ∈ Gξ : g(S) ∩A 6= } ≤ fξ(3C
2
0 Diame(S)) ≍× 1,
and thus ∑
A∈C1
Diamse(A) &×
∑
g∈Gξ
∑
A∈C1
g(S)∩A 6=∅
Diamse(A)
≥
∑
g∈Gξ
g(S∩Λr,σ)⊆
⋃
(C1)
Hse,∞(g(S ∩ Λr,σ))
≍×
∑
g∈Gξ
g(S∩Λr,σ)⊆
⋃
(C1)
Hse,∞(S ∩ Λr,σ) (by Observation 2.42)
≍×,σ #
{
g ∈ Gξ : g(S ∩ Λr,σ) ⊆
⋃
(C1)
}
. (by (7.47))
On the other hand, Claim 7.37 implies that for all A ∈ C2, we have
#{g ∈ Gξ : g(S) ∩ A 6= } ≤ fξ(3C0Diame(A))
Moreover, since
⋃
(C) = SR, we have A ⊆ SR and so
3C0Diame(A) ≤ 3C0Diame(SR) ≤ 3C0(2R+ 2C0Diame(S)) ≤ 12C0R,
since R ≥ C0Diame(S). Thus
#{g ∈ Gξ : g(S) ∩A 6= } ≤ fξ(3C0Diame(A))
≤ (3C0Diame(A))
s sup
Q∈[1,12C0R]
(fξ(Q)/Q
s)
≍× Diam
s
e(A) sup
Q∈[1,12C0R]
(fξ(Q)/Q
s).
Thus
fξ(R)− fξ(αR) ≤ #
{
g ∈ Gξ : g(S ∩ Λr,σ) ⊆
⋃
(C)
}
(since
⋃
(C) = SR,α)
≤ #
{
g ∈ Gξ : g(S ∩ Λr,σ) ⊆
⋃
(C1)
}
+
∑
A∈C2
#{g ∈ Gξ : g(S) ∩A 6= }
.×,σ
∑
A∈C1
Diamse(A) +
∑
A∈C2
Diamse(A) sup
Q∈[1,12C0R]
(fξ(Q)/Q
s)
.×
∑
A∈C
Diamse(A) sup
Q∈[1,12C0R]
(fξ(Q)/Q
s).
In the last inequality, we have used the inequality
1 ≍× fξ(1)/1
2 ≤ sup
Q∈[1,12C0R]
(fξ(Q)/Q
s)·
Taking the infimum over all collections C such that
⋃
(C) = SR,α gives
fξ(R)− fξ(αR) .×,σ H
s
e,∞(SR,α) sup
Q∈[1,12C0R]
(fξ(Q)/Q
s),
and rearranging finishes the proof. 
Having estimated Hse,∞(SR,α), we proceed to estimate H
∗
ξ,σ,s(R):
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Lemma 7.38. There exist C5, α > 0 such that for all σ > 0 sufficiently large, for all R > 0 sufficiently
large, and for all s ≥ 0,
(i)
(7.49) H∗ξ,σ,s(R) .×
∞∑
ℓ=0
fξ
(
2ℓ(C0 + 1)R
)
(2ℓR)−2s
supQ∈[1,2ℓR](fξ(Q)/Q
s)
.
(ii) If fξ(αR) > fξ(αR/2), then
(7.50) H∗ξ,σ,s(R) &×
fξ
(
αR
)
R−2s
supQ∈[1,C5R](fξ(Q)/Q
s)
.
Proof of (i). Since ξ is a bounded parabolic point, by Proposition 2.49 there exists a ξ-bounded set S ⊆ Eξ
such that Λr ⊆ Λ \ {ξ} ⊆ Gξ(S). Without loss of generality, we may assume that o ∈ S.
Fix R ≥ 4C0Diame(S). Then
Λr \Be(o,R) ⊆
⋃
g∈Gξ
g(S) \Be(o,R)
⊆
⋃
g∈Gξ
g(S)\Be(o,R) 6=∅
g(S)
⊆
⋃
g∈Gξ
De(o,g(o))≥R−C0 Diame(S)
g(S)
⊆
⋃
g∈Gξ
De(o,g(o))≥R/2
g(S).
Thus for all σ > 0 and for all s ≥ 0,
H∗ξ,σ,s(r) = H
s
s,∞(Λr,σ \Be(o,R)) ≤ H
s
s,∞
 ⋃
g∈Gξ
De(o,g(o))≥R/2
g(S)

≤
∞∑
ℓ=0
Hss,∞
 ⋃
g∈Gξ
2ℓ−1R≤De(o,g(o))<2
ℓR
g(S)
 .
(7.51)
Fix ℓ ∈ N, and let
Aℓ = Be(o, 2
ℓ+1R) \Be(o, 2
ℓ−2R).
Fix g ∈ Gξ such that 2ℓ−1R ≤ De(o, g(o)) < 2ℓR. Then
De(g(o), Eξ \Aℓ) ≥
R
4
≥ C0Diame(S),
and so
g(S) ⊆ Aℓ.
Now, for y1, y2 ∈ Aℓ, by (2.20) and (2.18) we have
Ds(y1, y2) ≍× (2
ℓR)−2De(y1, y2),
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and so
Hss,∞
 ⋃
g∈Gξ
2ℓ−1R≤De(o,g(o))<2
ℓR
g(S)

≍× (2
ℓR)−2sHse,∞
 ⋃
g∈Gξ
2ℓ−1R≤De(o,g(o))<2
ℓR
g(S)

≤ (2ℓR)−2sHse,∞
 ⋃
g∈Gξ
De(o,g(o))<2
ℓR
g(S)

.× (2
ℓR)−2s
fξ(2
ℓ(C0 + 1)R)
supQ∈[1,2ℓR](fξ(Q)/Q
s)
· (by Lemma 7.35)
Combining with (7.51) finishes the proof. 
Proof of (ii). Since G is of general type, there exists h ∈ G so that h(ξ) 6= ξ. Let S be a ξ-bounded set so
that bordX = S ∪ h(S). Without loss of generality, we may suppose that o ∈ S.
Claim 7.39. There exists σ > 0 satisfying (7.47).
Proof. Since dimH(Λr) = δ > s, there exists σ > 0 so that dimH(Λr,σ) > s. Letting h˜ = id or h, we have
dimH(Λr,σ ∩ h˜(S)) > s. By Lemma 2.39, we have dimH(Λr,τ ∩ S) > s for some τ > 0, finishing the proof.
(Hausdorff dimension is the same in the Euclidean and spherical metrics.) ⊳
Let α = 4(C0 + 1). Fix R ≥ C0Diame(S), and assume that fξ(αR) > fξ(αR/2). Then there exists
g0 ∈ Gξ such that
(7.52) αR/2 = 2(C0 + 1)R < D(o, g0(o)) ≤ αR = 4(C0 + 1)R.
Now for every x ∈ Be(o, 2R) ∩Gξ(o),
De(g0(o), go(x)) ≤ 2C0R
and thus
2R < De(o, g0(x)) ≤ (6C0 + 4)R.
So
(7.53) fξ((6C0 + 4)R) ≥ 2fξ(2R),
and thus by Lemma 7.35,
Hse,∞(S(6C0+4)R,1/(3C0+2)) &×
fξ((6C0 + 4)R)− fξ(βR)
supQ∈[1,12C0(6C0+4)R](fξ(Q)/Q
s)
≍×
fξ((6C0 + 4)R)
supQ∈[1,12C0(6C0+4)R](fξ(Q)/Q
s)
≥
fξ(αR)
supQ∈[1,12C0(6C0+4)R](fξ(Q)/Q
s)
On the other hand,
S(6C0+4)R,1/(3C0+2) ⊆ Be(o, (6C0 + 4)R+ C0Diame(S)) \Be(o, 2R− C0Diame(S))
⊆ Be(o, (6C0 + 4)R+ C0Diame(S)) \Be(o,R).
(7.54)
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Let τ be as in Lemma 2.39. Then
H∗ξ,τ,s(R) = H
s
s,∞(Λr,τ \Be(o,R)) ≥ H
s
s,∞(S(6C0+4)R,1/(3C0+2)) (by (7.54))
≍× R
−2sHse,∞(S(6C0+4)R,1/(3C0+2)) (by (7.54))
&× R
−2s fξ(αR)
supQ∈[1,12C0(6C0+4)R](fξ(Q)/Q
s)
·

We now begin the proof of (7.42). It suffices to consider the two cases s ∈ (0, 2δξ) and s ∈ (2δξ, δ); the
case s = 2δξ follows by continuity.
Remark 7.40. By Observation 2.44,
(7.55) 2δξ = lim sup
R→∞
log fξ(R)
log(R)
·
Case 1: s > 2δξ. In this case, fix ε > 0 so that 2δξ + ε < s; then by (7.55), for all R ≥ 1 we have
(7.56) fξ(R) .×,ε R
2δξ+ε,
so by (7.49),
H∗ξ,σ,s(R) .×
∞∑
ℓ=0
fξ
(
2ℓC5R
)
(2ℓR)−2s
supQ∈[1,2ℓR](fξ(Q)/Q
s)
.×,ε
∞∑
ℓ=0
(
2ℓC5R
)2δξ+ε(2ℓR)−2s
≍× R
−(2s−2δξ−ε)
∞∑
ℓ=0
(2ℓ)2δξ+ε−2s
≍×,ε R
−(2s−2δξ−ε).
Applying (7.45) gives
Pξ(s) ≥ 2s− 2δξ − ε,
and taking the limit as ε→ 0 gives Pξ(s) ≥ 2s− 2δξ.
To demonstrate the other direction, note that by (7.56) we have
sup
Q∈[1,R]
(fξ(Q)/Q
s) ≍×,ε 1
and so by (7.50) we have
H∗ξ,σ,s(R) &×
fξ
(
αR
)
R−2s
supQ∈[1,C5R](fξ(Q)/Q
s)
≍×,ε fξ
(
αR
)
R−2s
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whenever fξ(αR) > fξ(αR/2). Thus
Pξ(s) = lim
σ→∞
lim inf
R→∞
log(H∗ξ,σ,s(R))
log(1/R)
≤ lim
σ→∞
lim inf
R→∞
fξ(αR)>fξ(αR/2)
log(R−2sfξ(αR))
log(1/R)
= 2s+ lim inf
R→∞
fξ(R)>fξ(R/2)
log fξ(R)
log(1/R)
= 2s− lim sup
R→∞
fξ(R)>fξ(R/2)
log fξ(R)
log(R)
= 2s− lim sup
R→∞
log fξ(R)
log(R)
(see below)
= 2s− 2δξ. (by (7.55))
To justify removing the restriction on the limsup when moving to the penultimate line, simply
notice that for each R, if we let R˜ be the smallest value so that fξ(R˜) = fξ(R), then R˜ satisfies
the restriction, and moreover
log fξ(R˜)
log(R˜)
=
log fξ(R)
log(R˜)
≥
log fξ(R)
log(R)
.
So letting Rn −→
n
∞ be a sequence such that
log fξ(Rn)
log(Rn)
tends to the lim sup, the sequence (R˜n)
∞
1
also tends to the lim sup; moreover, R˜n −→
n
∞ because otherwise fξ would be eventually constant,
Gξ would be finite, and ξ would fail to be a parabolic point.
Case 2: s < 2δξ. In this case, by (7.55), we have
(7.57) lim sup
R→∞
fξ(R)/R
s =∞.
Claim 7.41. There exists a constant C7 > 0 and a sequence Rn −→
n
∞ such that for all n ∈ N,
sup
Q∈[1,C5Rn]
(fξ(Q)/Q
s) ≤ C7fξ(αRn)/R
s
n
and
fξ(αRn) > fξ(αRn/2).
Proof. For convenience let hξ,s(R) = fξ(R)/R
s for all R ≥ 1 and let C8 = C5/α. Fix C7 > 0
large to be announced below, and by contradiction suppose that there exists R0 such that for all
R ≥ R0, either
(7.58) sup
[1,C8R]
hξ,s > C7hξ,s(R)
or
(7.59) fξ(R) = fξ(R/2).
(In each equation, we have changed variables replacing R by R/α.) By (7.57), there exists R1 ≥ R0
so that
(7.60) hξ,s(R1) = sup
[1,R1]
hξ,s,
and in particular hξ,s(R1) ≥ hξ,s(R2), which implies fξ(R1) > fξ(R1/2). Thus R1 does not satisfy
(7.59), so it does satisfy (7.58); there exists R2 ∈ [1, C8R1] such that
(7.61) hξ,s(R2) ≥ C7hξ,s(R1).
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By (7.60), such an R2 must be larger than R1. Letting R2 be minimal satisfying (7.61), we see
that
hξ,s(R2) = sup
[1,R2]
hξ,s.
We can continue this process indefinitely to get a sequence R1 < R2 < · · · satisfying
hξ,s(Rn+1) ≥ C7hξ,s(Rn) and Rn+1 ≤ C8R1.
By iterating, we see that
hξ,s(Rn)
hξ,s(R1)
≥ Cn−17 = C
logC8(C7)(n−1)
8 ≥
(
Rn
R1
)logC8 (C7)
and thus
fξ(Rn) &×,C7,R1 R
logC8 (C7)+s
n .
Applying (7.55) gives
δξ ≥ logC8(C7) + s,
but if C7 is large enough, then this is a contradiction, since δξ ≤ δ <∞ by assumption. ⊳
Applying (7.50) gives
H∗ξ,σ,s(Rn) &× R
−s
n
and applying (7.45) shows that Pξ(s) ≤ s. On the other hand, the direction Pξ(s) ≥ s holds in
general (Proposition 7.4).
This completes the proof of (7.42). Deducing (7.43) from (7.1) and (7.42) is trivial, so this completes the
proof of Theorem 7.33.
8. Proof of Theorem 8.1 (Generalization of Khinchin’s Theorem)
Theorem 8.1 (Generalization of Khinchin’s Theorem). Let (X, d, o, b, G) be as in §1.1.4, and fix a dis-
tinguished point ξ ∈ ∂X. Let δ be the Poincare´ exponent of G, and suppose that µ ∈ M(Λ) is an ergodic
δ-quasiconformal probability measure satisfying µ(ξ) = 0. Let
∆µ,ξ(r) = µ(B(ξ, r)).
Let Φ : [0,∞)→ (0,∞) be a function such that the function t 7→ tΦ(t) is nonincreasing. Then:
(i) If the series
(8.1)
∑
g∈G
b−δd(o,g(o))∆µ,ξ
(
bd(o,g(o))Φ(Kbd(o,g(o)))
)
diverges for all K > 0, then µ(WAΦ,ξ) = 1.
(iiA) If the series
(8.2)
∑
g∈G
(g′(ξ))δ∆µ,ξ
(
Φ(Kbd(o,g(o)))/g′(ξ)
)
converges for some K > 0, then µ(WAΦ,ξ) = 0.
(iiB) If ξ is a bounded parabolic point of G (see Definition 2.48), and if the series (8.1) converges for
some K > 0, then µ(WAΦ,ξ) = 0.
Let us begin by introducing some notation. First of all, we will assume that the map G ∋ g 7→ g(o)
is injective; avoiding this assumption would only change the notation and not the arguments. For each
x ∈ G(o), let gx ∈ G be the unique element so that gx(o) = x, and for each K > 0 let
(8.3) Bx,K := B(gx(ξ),Φ(Kb
d(o,x)));
then
(8.4) WAΦ,ξ =
⋂
K>0
⋃
x∈G(o)
Bx,K .
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We will also need the following:
Lemma 8.2 (Sullivan’s Shadow Lemma). Let X be a hyperbolic metric space, and let G be a subgroup of
Isom(X). Fix s ≥ 0, and let µ ∈M(∂X) be an s-quasiconformal measure which is not a pointmass. Then
for all σ > 0 sufficiently large and for all x ∈ G(o),
(8.5) µ(Shad(x, σ)) ≍×,σ b
−sd(o,x).
The proof of this theorem is similar to the proof in the case of standard hyperbolic space [83, Proposition
3], and can be found in [21] or [26, Lemma 15.4.1].
8.1. The convergence case. Suppose that either
(1) the series (8.2) converges for some K > 0, or that
(2) ξ is a bounded parabolic point, and the series (8.1) converges for some K > 0.
By (8.4) and by the easy direction of the Borel–Cantelli lemma,40 to show that µ(WAΦ,ξ) = 0 it suffices
to show that there exists K > 0 so that the series
(8.6)
∑
x∈G(o)
µ(Bx,K)
converges. Fix K > 0 large to be announced below. Fix x ∈ G(o) and let g = gx. Note that
µ(Bx,K) ≍×
∫
g−1(Bx,K)
(g′)δdµ.
Claim 8.3. By choosing K sufficiently large, we may ensure that for all x ∈ G(o) and for all η ∈ g−1(Bx,K),
g′(η) ≍× g
′(ξ)(8.7)
D(ξ, η) .×
Φ(Kbd(o,x))
g′(ξ)
·(8.8)
In both equations g = gx.
Proof. (cf. proof of Claim 7.7) Fix η ∈ g−1(Bx,K). We have
(8.9)
∣∣∣∣logb (g′(η)g′(ξ) )
∣∣∣∣ = | Bη(o, g−1(o)) − Bξ(o, g−1(o))| ≍+ |〈g(o)|g(η)〉o − 〈g(o)|g(ξ)〉o|.
Let
(A) = 〈g(o)|g(η)〉o
(B) = 〈g(o)|g(ξ)〉o
(C) = 〈g(ξ)|g(η)〉o.
By Gromov’s inequality, at least two of the expressions (A), (B), and (C) must be asymptotic. On the
other hand, since g(η) ∈ Bx,K , we have
〈g(ξ)|g(η)〉o − d(o, g(o)) ≍+ − logb(D(g(ξ), g(η))) − d(o, g(o))
≥ − logb(Φ(Kb
d(o,x)))− d(o, x) (by (8.3))
≥ − logb(Φ(1)/(Kb
d(o,x)))− d(o, x) (since t 7→ tΦ(t) is nonincreasing)
= logb(K/Φ(1))
Since (A) and (B) are both less than d(o, x), this demonstrates that (C) is not asymptotic to either (A)
or (B) if K is sufficiently large. Thus by Gromov’s inequality, (A) and (B) are asymptotic, and so (8.9)
is asymptotic to zero. This demonstrates (8.7). Finally, (8.8) follows from (8.7), (8.3), and the geometric
mean value theorem. ⊳
40The condition µ(ξ) = 0 guarantees that for µ-almost every η, we have η ∈WAΦ,ξ if and only if for all K > 0 there exist
infinitely many x ∈ G(o) such that η ∈ Bx,K .
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Let C > 0 be the implied constant in (8.8). Then
µ(Bx,K) ≍×
∫
g−1(Bx,K)
(g′)δdµ
≍× (g
′(ξ))δµ
(
g−1(Bx,K)
)
≤ (g′(ξ))δµ
(
B
(
ξ, C
Φ(Kbd(o,x))
g′(ξ)
))
= (g′(ξ))δ∆µ,ξ
(
CΦ(Kbd(o,x))/g′(ξ)
)
≤ (g′(ξ))δ∆µ,ξ
(
Φ(C−1Kbd(o,x))/g′(ξ)
)
,
(8.10)
the last inequality due to the fact that the function t 7→ tΦ(t) is nonincreasing. Now the argument splits
according to the cases (1) and (2):
(1) In this case, let K˜ > 0 be a value of K for which (8.2) converges, and choose K > 0 large enough
so that K ≥ CK˜ and so that Claim 8.3 is satisfied. Then we have (8.6) .× (8.2) <∞, completing
the proof.
(2) In this case, let us call a point x ∈ G(o) minimal if
d(o, x) = min{d(o, g˜(o)) : g˜(ξ) = gx(ξ)}.
Then
WAΦ,ξ =
⋂
K>0
⋃
x∈G(o)
minimal
Bx,K .
Again, by the easy direction of the Borel–Cantelli lemma, to show that µ(WAΦ,ξ) = 0 it suffices to
show that there exists K > 0 so that the series
(8.11)
∑
x∈G(o)
minimal
µ(Bx,K)
converges.
Since ξ is a bounded parabolic point, there exists a ξ-bounded set S so that G(o) ⊆ Gξ(S),
where Gξ is the stabilizer of ξ relative to G. Fix x ∈ G(o) minimal. Then there exists h ∈ Gξ such
that h ◦ g−1(o) ∈ S; by Observation 2.47 we have
(8.12) 〈h ◦ g−1(o)|ξ〉o ≍+ 0.
Then
d(o, x) ≤ d(o, g ◦ h−1(o)) (since x is minimal)
= d(h ◦ g−1(o), o)
≍+ Bξ(h ◦ g
−1(o), o) (by (8.12))
≍+ Bξ(g
−1(o), o); (since ξ is parabolic)
exponentiating gives
g′(ξ) ≍× b
−d(o,x).
Let C2 > 0 be the implied constant of this asymptotic. Then by (8.10), we have
µ(Bx,K) .× b
−δd(o,x)∆µ,ξ
(
bd(o,x)Φ((CC2)
−1Kbd(o,x))
)
.
Let K˜ > 0 be a value of K for which (8.1) converges, and choose K > 0 large enough so that
K ≥ CC2K˜ and so that Claim 8.3 is satisfied. Then we have (8.11) .× (8.1) <∞, completing the
proof.
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8.2. The divergence case. 41 By contradiction, suppose that µ(WAΦ,ξ) = 0. Fixing λ > 0 small to be
announced below, we have
µ
 ⋃
x∈G(o)
Bx,K
 ≤ λ
for some K > 0. For convenience of notation let
U :=
⋃
x∈G(o)
Bx,K .
Let σ > 0 be large enough so that (8.5) holds for all x ∈ G(o), and fix ε > 0 small to be announced below.
Let φ(t) = tΦ(t), so that the function φ : [0,∞)→ (0,∞) is nonincreasing. For each x ∈ G(o) let
Px = Shad(x, σ)
Bx = gx(B(ξ, εφ(Kb
d(o,x)))).
Let
(8.13) A := {x ∈ G(o) : Bx ⊆ Px}.
In a specific sense A comprises “at least half” of G(o); see Lemma 8.10 below.
Let d : A→ N be a bijection with the following property: dx ≤ dy ⇒ d(o, x) ≤ d(o, y). Such a bijection
is possible since G is strongly discrete. Note that do = 0.
We will define three sets T1, T2, T3 ⊆ A, two binary relations ∈1⊆ T1 × T1 and ∈2⊆ T2 × T1, and one
ternary relation ∈3⊆ T3 × T1 × T2 via the following procedure. Points in Ti will be called type i.
42
1. Each time a new point is put into T1, call it x and go to step 3.
2. Put o into T1; it is the root node.
3. Recall that x is a point which has just been put into T1. Let
(8.14) Sx = {y ∈ A : Px ∩ Py 6=  and dy > dx}
and
(8.15) S˜x = {y ∈ Sx : Py ⊆ gx(U)}.
4. Construct a sequence of points zn ∈ S˜x recursively as follows: If z1, . . . , zn−1 have been chosen, then let
zn ∈ S˜x be such that
(8.16) Pzn ∩ Pzj =  ∀j = 1, . . . , n− 1.
If more than one such zn exists, then choose zn so as to minimize dzn . Note that the sequence may
terminate in finitely many steps if (8.16) is not satisfied for any zn ∈ S˜x.
5. For each n, put zn into T1, setting zn ∈1 x.
6. Construct a sequence of points yn ∈ Sx \ S˜x recursively as follows: If y1, . . . , yn−1 have been chosen,
then let yn ∈ S˜x be such that
(8.17) Byn ∩Byj =  ∀j = 1, . . . , n− 1.
If more than one such yn exists, then choose yn so as to minimize dyn .
7. For each n,
i. Put y = yn into T2, setting y ∈2 x.
ii. Let
Sx,y = {z ∈ Sx \ S˜x : By ∩Bz 6=  and dz > dy}.
iii. For each z ∈ Sx,y, put z into T3, setting z ∈3 (x, y).
41This proof was heavily influenced by the proof of [1, Theorem 4 of Section VII].
42See footnote 39.
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Notation 8.4. Write y > x if y ∈ Sx. Note that by construction y > x ⇒ dy > dx.
Let us warn that the relation > is not necessarily transitive, due to the fact that the relation of having
nonempty intersection is not an equivalence relation.
Lemma 8.5.
T1 ∪ T2 ∪ T3 = A.
Proof. By contradiction, suppose that w ∈ A\ (T1∪T2∪T3). We claim that there is an infinite sequence of
type 1 points (xn)
∞
0 so that · · · ∈1 x2 ∈1 x1 ∈1 x0 = o and xn < w for all n. Then dx0 < dx1 < · · · < dw,
which is absurd since these are natural numbers.
Let x0 = o. By induction, suppose that x = xn < w is a type 1 point.
Case 1: w ∈ S˜x. In this case, note that w could have been chosen in step 4, but was not (otherwise it
would have been put into T1). The only explanation for this is that Pw ∩ Pz 6=  for some z ∈1 x
for which dz < dw. But then xn < z < w; letting xn+1 = z completes the inductive step.
Case 2: w /∈ S˜x. In this case, note that w could have been chosen in step 6, but was not (otherwise it
would have been put into T2). The only explanation for this is that Bw ∩Bz 6=  for some y ∈2 x
for which dy < dw. But then w ∈3 (x, y), which demonstrates that w ∈ T3, contradicting our
hypothesis.

Lemma 8.6. There exists τ > 0 (depending on σ) so that for all x, y ∈ A with y > x we have
Py ⊆ Shad(x, τ).
Proof. This follows directly from the Intersecting Shadows Lemma, (8.14), and the fact that dy > dx
⇒ d(o, y) ≥ d(o, x). 
Lemma 8.7. For all x, y ∈ A such that y > x, we have
3By ⊆ gx(U),
if ε is chosen small enough.
Proof. By Lemma 8.6 and (8.13) we have
By ⊆ Py ⊆ Shad(x, τ),
where τ is as in Lemma 8.6. Thus by Lemma 7.13, there exists τ˜ > 0 such that
3By ⊆ Shad(x, τ˜ ).
Suppose η ∈ By; then
D(ξ, g−1y (η)) ≤ εφ(Kb
d(o,y));
since By ⊆ Py, the Bounded Distortion Lemma gives
D(gy(ξ), η) .×,σ b
−d(o,y)εφ(Kbd(o,y)).
Thus
Diam(3By) ≤ 3Diam(By) .×,σ b
−d(o,y)εφ(Kbd(o,y)).
Now fix η ∈ 3By; then
D(gy(ξ), η) .×,σ b
−d(o,y)εφ(Kbd(o,y))
D(g−1x ◦ gy(ξ), g
−1
x (η)) .×,τ˜ b
d(o,x)−d(o,y)εφ(Kbd(o,y)) (by the Bounded Distortion Lemma)
≍×,σ b
−d(x,y)εφ(Kbd(o,y)) (by the Intersecting Shadows Lemma)
≤ b−d(x,y)εφ(Kbd(x,y)) (since φ is nonincreasing)
= εKΦ(Kbd(x,y)) ≍×,K εΦ(Kb
d(x,y)).
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If we choose ε to be less than the reciprocal of the implied constant, then we have
D(g−1x ◦ gy(ξ), g
−1
x (η)) ≤ Φ(Kb
d(x,y))
and thus
g−1x (η) ∈ B
(
g−1x ◦ gy(ξ),Φ(Kb
d(o,g−1x ◦gy(o)))
)
= Bg−1x (y),K ⊆ U,
i.e. η ∈ gx(U). Since η ∈ 3By was arbitrary, this demonstrates that 3By ⊆ gx(U). 
Lemma 8.8. If x ∈ T1, y ∈2 x, and z ∈3 (x, y), then By ⊆ Shad(z, ρ) for some ρ > 0 large independent
of z. In particular gy(ξ) ∈ Shad(z, ρ).
Proof. Since z ∈3 (x, y), we have By ∩Bz 6= , but by (8.13), Bz ⊆ Pz, so
(8.18) By ∩ Pz 6= .
Since z ∈ Sx,y ⊆ Sx \ S˜x, we have
Pz * gx(U),
but on the other hand, 3By ⊆ gx(U) by Lemma 8.7, so
Pz * 3By.
Combining with (8.18), we have
Diam(Pz) ≥ D(By , ∂X \ 3By) ≥ Diam(By)
and thus by Lemma 7.13, we have
By ⊆ 3Pz ⊆ Shad(z, ρ)
if ρ > 0 is large enough. 
Lemma 8.9. For each x ∈ T1, ∑
z∈1x
µ(Pz) .×,σ λµ(Px)(8.19) ∑
y∈2x
µ(By) .×,σ µ(Px).(8.20)
For each x ∈ T1 and for each y ∈2 x,
(8.21)
∑
z∈3(x,y)
µ(Bz) .×,σ µ(By).
Proof.
(8.19): By Lemma 8.6, (8.15), and (8.16), the collection (Pz)z∈1x is a disjoint collection of shadows con-
tained in gx(U) ∩ Shad(x, τ). By the Bounded Distortion Lemma,∑
z∈1x
µ(Pz) ≤ µ(gx(U) ∩ Shad(x, τ))
≍×,τ b
−δd(o,x)µ(U ∩ g−1(Shad(x, τ)))
≤ λb−δd(o,x) ≍×,σ λµ(Px).
(8.20): By Lemma 8.6, (8.13), and (8.17), the collection (By)y∈2x is a disjoint collection of balls contained
in Shad(x, τ). Thus∑
y∈2x
µ(By) ≤ µ(Shad(x, τ)) ≍×,τ b
−δd(o,x) ≍×,σ µ(Px).
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(8.21): By the Bounded Distortion Lemma, we have for each z ∈ A
µ(Bz) ≍×,σ b
−δd(o,z)µ(B(ξ, εφ(Kbd(o,z)))).
Since φ is nonincreasing, we have for each z ∈3 (x, y)
µ(B(ξ, εφ(Kbd(o,z)))) ≤ µ(B(ξ, εφ(Kbd(o,y))))
and thus
µ(Bz) .×,σ b
−δ Bo(z,y)µ(By),
and so
(8.22)
∑
z∈3(x,y)
µ(Bz) .×,σ µ(By)b
δd(o,y)
∑
z∈3(x,y)
b−δd(o,z).
Recall that by Lemma 8.8, there exists ρ > 0 so that gy(ξ) ∈ Shad(z, ρ) for every z ∈3 (x, y);
moreover, d(o, z) ≥ d(o, y) for every such z. Thus, modifying the proof of Lemma 6.4, we see that∑
z∈3(x,y)
b−δd(o,z) ≤Mbδτ
∞∑
n=⌊d(o,y)⌋
b−δn,
where τ > 0 is large enough so that (6.3) is satisfied for every n ∈ N, and where M = #{g ∈ G :
g(o) ∈ B(o, τ)}. Summing the geometric series, we see∑
z∈3(x,y)
b−δd(o,z) .×,ρ b
−δd(o,y).
Applying this to (8.22) yields (8.21).

Next, choose λ small enough so that (8.19) becomes∑
z∈1x
µ(Pz) ≤
1
2
µ(Px).
Iterating yields ∑
z∈T1
µ(Pz) ≤ 2µ(Po) = 2.
Combining with (8.20), (8.21), (8.13), and Lemma 8.5 yields
(8.23)
∑
x∈A
µ(Bx) <∞.
Recall that we are trying to derive a contradiction by finding a value of K for which the series (8.1)
converges. (It won’t necessarily be the same K that we chose earlier.) For each K˜ > 0 and x ∈ X let
fK˜(x) := b
−δd(o,x)∆µ,ξ(εφ(Kb
d(o,x))).
Then if x ∈ A, then by the Bounded Distortion Lemma we have
µ(Bx) ≍×,σ fK(x).
Thus by (8.23),
∑
A fK <∞. To complete the proof we need to show that
∑
G(o) fK˜ <∞ for some K˜ > 0.
By Observation 1.8, there exists h ∈ G so that h(ξ) 6= ξ.
Lemma 8.10. For every g ∈ G, either g(o) ∈ A or g ◦ h(o) ∈ A, assuming σ > 0 is chosen large enough
and ε > 0 is chosen small enough.
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Proof. By contradiction, suppose g(o), g ◦ h(o) /∈ A. Then
B(ξ, εφ(Kbd(o,g(o)))) * Shadg−1(o)(o, σ)
h(B(ξ, εφ(Kbd(o,g◦h(o))))) * Shadg−1(o)(h(o), σ).
On the other hand,
Shadg−1(o)(h(o), σ) ⊇ Shadg−1(o)(o, σ − d(o, h(o)))
and thus
h(B(ξ, εφ(Kbd(o,g◦h(o))))) * Shadg−1(o)(o, σ − d(o, h(o))).
But by the Big Shadows Lemma, we may choose σ large enough so that
Diam
(
∂X \ Shadg−1(o)(o, σ − d(o, h(o)))
)
≤
1
4
D(ξ, h(ξ)),
and so
D(B(ξ, εφ(Kbd(o,g(o)))), h(B(ξ, εφ(Kbd(o,g◦h(o)))))) ≤
1
4
D(ξ, h(ξ)).
On the other hand, we may choose ε small enough so that
εφ(K) ≤
1
4
D(ξ, h(ξ))(
suph′
)
εφ(K) ≤
1
4
D(ξ, h(ξ)),
which implies
D(ξ, h(ξ)) ≤
3
4
D(ξ, h(ξ)),
a contradiction. 
Fix K˜ ≥ K to be announced below, and note that fK˜ ≤ fK since φ and ∆µ,ξ are both monotone
(nonincreasing and nondecreasing, respectively). Now∑
G(o)
fK˜ ≤
∑
g∈G
g(o)∈A
fK˜(g(o)) +
∑
g∈G
g◦h(o)∈A
fK˜(g(o))
=
∑
A
fK˜ +
∑
g∈G
g◦h(o)∈A
b−δd(o,g(o))∆µ,ξ(εφ(K˜b
d(o,g(o)))).
Let K˜ = Kbd(o,h(o)); then
K˜bd(o,g(o)) ≥ Kbd(o,g◦h(o))
and so ∑
G(o)
fK˜ ≤
∑
A
fK + b
δd(o,h(o))
∑
g∈G
g◦h(o)∈A
b−δd(o,g◦h(o))∆µ,ξ(εφ(Kb
d(o,g◦h(o))))
≤
∑
A
fK + b
δd(o,h(o))
∑
A
fK <∞.
8.3. Special cases. In this subsection we prove the assertions made in §1.5.1-§1.5.2 concerning special
cases of Theorem 8.1. We will be interested in the following asymptotic formulas:
∆µ,ξ(r) ≍× r
δ ∀r > 0(8.24)
fG(t) := #{g ∈ G : d(o, g(o)) ≤ t} ≍× b
δt ∀t > 0.(8.25)
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Proposition 8.11 (Reduction of (8.1) and (8.2) assuming power law asymptotics). If (8.25) holds then
for each K > 0
(8.26) (8.1) ≍+,×
∫ ∞
t=0
∆µ,ξ(K
−1etΦ(et))dt.
If (8.24) holds then for each K > 0
(8.27) (8.1) ≍× (8.2) ≍×
∑
g∈G
Φδ(Kbd(o,g(o))).
If both (8.25) and (8.24) hold then for each K > 0
(8.28) (8.1) ≍× (8.2) ≍+,×
∫ ∞
t=0
eδtΦδ(et)dt,
and so by Theorem 8.1
(8.29) µ(WAΦ,ξ) = 0 ⇔
∫ ∞
t=0
eδtΦδ(et)dt <∞.
Proof. We prove only (8.26), as (8.27) is obvious, and (8.28) is obvious given (8.26).
If f : [0,∞)→ (0,∞) is any C1 decreasing function for which f(t) −→
t
0, then
∑
g∈G
f(d(o, g(o))) =
∑
g∈G
∫ ∞
t=d(o,g(o))
(−f ′(t))dt (since f(t) −→
t
0)
=
∑
g∈G
∫ ∞
t=0
(−f ′(t))χ
(
t ≥ d(o, g(o))
)
dt
=
∫ ∞
t=0
∑
g∈G
(−f ′(t))χ
(
d(o, g(o)) ≤ t
)
dt (by Tonelli’s theorem)
=
∫ ∞
t=0
(−f ′(t))#{g ∈ G : d(o, g(o)) ≤ t}dt
≍×
∫ ∞
t=0
(−f ′(t))bδtdt (by (8.25))
= f(0) + log(bδ)
∫ ∞
t=0
f(t)bδtdt. (integration by parts)
Thus
(8.30)
∑
g∈G
f(d(o, g(o))) ≍× f(0) +
∫ ∞
t=0
f(t)bδtdt.
The implied constant is independent of f . Now (8.30) makes sense even if f is not C1. An approximation
argument shows that (8.30) holds for any nonincreasing function f : [0,∞) → (0,∞) for which f(t) −→
t
0.
Now let
f(t) = b−δt∆µ,ξ(b
tΦ(Kbt)).
Since by assumption t 7→ tΦ(t) is nonincreasing, it follows that f is also nonincreasing. On the other hand,
clearly f(t) ≤ b−δt, so f(t) −→
t
0. Thus (8.30) holds; substituting yields
(8.1) ≍+,×
∫ ∞
t=0
∆µ,ξ(b
tΦ(Kbt))dt.
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Substituting s = t log(b) + log(K), we have
(8.1) ≍+,×
∫ ∞
t=0
∆µ,ξ(b
tΦ(Kbt))dt =
∫ ∞
s=log(K)
∆µ,ξ(K
−1esΦ(es)) log(b)ds
≍+
∫ ∞
s=0
∆µ,ξ(K
−1esΦ(es))ds. 
Corollary 8.12 (Measures of BAξ and VWAξ assuming power law asymptotics). Assume ξ ∈ ΛG. If
(8.24) holds, then µ(VWAξ) = 0, and µ(BAξ) = 0 if and only if G is of divergence type. If (8.25) holds,
then µ(BAξ) = 0. If both hold, then µ(BAξ) = µ(VWAξ) = 0.
Proof. Fix c > 0, and let Φc(t) = t
−(1+c). If (8.24) holds, then
(8.2) ≍× Σδ(1+c)(G) <∞,
so by Theorem 8.1 we have µ(WAΦc,ξ) = 0. Since c was arbitrary we have µ(VWAξ) = 0.
Now let Ψ(t) = t−1. If (8.24) holds, then
(8.1) ≍× (8.2) ≍× Σδ(G),
so by Theorem 8.1, µ(BAξ) = µ(BAΦ,ξ) = 0 if and only if G is of divergence type. If (8.25) holds rather
than (8.24), then
(8.1) ≍+,×
∫ ∞
t=0
∆µ,ξ(K
−1)dt =∞
since ξ ∈ Λ ⇒ ∆µ,ξ(1/K) > 0. Thus µ(BAξ) = µ(BAΦ,ξ) = 0. 
Example 8.13. If ξ is a uniformly radial limit point, then (8.24) holds.
The proof will show that if ξ ∈ Λur,σ, then the implied constant of (8.24) depends only on σ.
Proof of Example 8.13. Let (gn)
∞
1 be a sequence such that gn(o) −→n
ξ σ-uniformly radially. Fix 0 < r < 1,
and let n = nr ∈ N be maximal such that
b−d(o,gn(o)) ≥ r.
Now for each η ∈ B(ξ, r), we have
〈gn(o)|η〉o &+ min(〈gn(o)|ξ〉o, 〈η|ξ〉o) &+,σ min(d(o, gn(o)),− logb(r)) = d(o, gn(o)).
Letting τ > 0 be the implied constant of this asymptotic, we have
B(ξ, r) ⊆ Shad(gn(o), τ).
Now by Sullivan’s Shadow Lemma,
µ(B(ξ, r)) ≤ µ(Shad(gn(o), τ)) ≍×,τ b
−δd(o,gn(o)).
On the other hand, by (2.31), we have
b−d(o,gn(o)) ≍×,σ b
−d(o,gn+1(o)) < r,
and so
µ(B(ξ, r)) .×,σ r
δ .
The opposite direction is similar. 
Example 8.14 (Quasiconvex-cocompact group). Let X be a proper and geodesic hyperbolic metric space,
and let G ≤ Isom(X). The group G is called quasiconvex-cocompact if the set G(o) is quasiconvex, i.e.
there exists ρ > 0 such that for all x, y ∈ G(o),
(8.31) [x, y] ⊆ B(G(o), ρ).
Any quasiconvex-cocompact group is perfect.
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Proof. By Lemma 8.20 below, we have Λ = Λur,σ for some σ > 0; without loss of generality, assume that σ
is large enough so that Sullivan’s Shadow Lemma holds. In particular, (8.24) follows from Example 8.13.
To obtain (8.25), we generalize an argument of Sullivan [83, p. 180]. Fix t ≥ 0, and let At = {x ∈ G(o) :
(t − σ) ≤ d(o, x) < t}. Then for all ξ ∈ Λ = Λur,σ, there exists x ∈ At such that ξ ∈ Shad(x, σ). Let
At,ξ := {x ∈ At : ξ ∈ Shad(x, σ)}, so that At,ξ 6= . On the other hand, by the Intersecting Shadows
Lemma, we have for x1, x2 ∈ At,ξ
d(x1, x2) ≍+,σ | Bo(x1, x2)| ≍+,σ 0,
i.e. the set At,ξ := {x ∈ At : ξ ∈ Shad(x, σ)} has diameter bounded depending only on σ. Since G is
strongly discrete, this means that the cardinality of At,ξ is bounded depending only on σ; since At,ξ 6= ,
we have
#(At,ξ) ≍×,σ 1.
Thus
1 = µ(X) ≍×,σ
∫
#(At,ξ)dµ(ξ)
=
∑
x∈At
µ(Shad(x, σ))
≍×,σ
∑
x∈At
b−δd(o,x) (by Sullivan’s Shadow Lemma)
≍×,σ b
−δt#(At).
So #(At) ≍×,σ b
δt; thus for all n ∈ N
fG(nσ) =
n∑
i=1
#(Aiσ) ≍×,σ
n∑
i=1
bδiσ
≍×,σ b
δnσ,
the last asymptotic following from the fact that σδ > 0. This proves (8.25) in the case t ∈ Nσ; the general
case follows from an easy approximation argument. 
Proposition 8.15. Let X = Hd+1 for some d ∈ N, and let G ≤ Isom(X) be geometrically finite. If ξ is a
bounded parabolic point whose rank is strictly greater than 4δ/3, then there exists a function Φ such that
t 7→ tΦ(t) is nonincreasing and such that for every K > 0, (8.2) diverges but (8.1) converges.
Proof. Let k = kξ be the rank of ξ. Fix a function Φ : (0,∞)→ (0,∞) to be announced below and fix any
K > 0. Then by [82, Lemma 3.2] (a special case of the global measure formula),
(8.2) ≍×
∑
g∈G
(g′(ξ))δ−kΦ2δ−k(Ked(o,g(o))).
Let Gξ be the stabilizer of ξ in G, and let S be a ξ-bounded set satisfying G(o) ⊆ Gξ(S) (see Definition
2.48). Let A be a transversal43 of Gξ\G satisfying a(o) ∈ S for all a ∈ A.
Claim 8.16. For a ∈ A and h ∈ Gξ,
〈a(o)|h(o)〉o ≍+ 0.
Proof. By contradiction, suppose 〈an(o)|hn(o)〉o −→
n
∞ with an ∈ A, hn ∈ Gξ. Then d(o, hn(o)) −→
n
∞, so
by Observation 2.45 we have hn(o) −→
n
ξ. But then an(o) −→
n
ξ, contradicting that S is ξ-bounded. ⊳
Clearly, the same holds with h replaced by h−1, i.e.
0 ≍+ 2〈a(o)|h
−1(o)〉o = d(o, a(o)) + d(o, h(o)) − d(o, h ◦ a(o)).
43Recall that a transversal of a partition is a set which intersects each partition element exactly once.
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Writing g = h ◦ a, we have
(8.32) d(o, g(o)) ≍+ d(o, a(o)) + d(o, h(o)).
Note that every g ∈ G can be written uniquely as h ◦ a with h ∈ Gξ, a ∈ A by the transversality of A. On
the other hand,
Bξ(g(o), o) = Bξ(h(o), o) + Bh−1(ξ)(a(o), o) = Bξ(a(o), o) = d(o, a(o)) − 2〈a(o)|ξ〉o ≍+ d(o, a(o)),
the last asymptotic being a restatement of the fact that ξ /∈ A(o). Thus
(8.2) ≍×
∑
g∈G
e(δ−k)Bξ(g(o),o)Φ2δ−k(Ked(o,g(o)))
≍×
∑
a∈A
∑
h∈Gξ
e(δ−k)d(o,a(o))Φ2δ−k(Ked(o,h◦a(o)))
≥
∑
a∈A
∑
h∈Gξ
e(δ−k)d(o,a(o))Φ2δ−k(Ked(o,a(o))+d(o,h(o))). (since Φ is nonincreasing)
Claim 8.17.
#(At) := #{a ∈ A : d(o, a(o)) ≤ t} ≍× e
δt.
Proof. By Example 1.45, we have fG(t) ≍× eδt; in particular, since #(At) ≤ fG(t) we have
(8.33) #(At) .× e
δt.
To establish the lower bound, let C be the implied constant of (8.32). We have
eδt ≍× e
δ(t−C) ≍× fG(t− C) = #{(h, a) ∈ Gξ ×A : d(o, h ◦ a(o)) ≤ t− C}
≤ #{(h, a) ∈ Gξ ×A : d(o, h(o)) + d(o, a(o)) ≤ t} (by (8.32))
≤
⌊t⌋∑
n=0
#{(h, a) ∈ Gξ ×A : n ≤ d(o, h(o)) < n+ 1, d(o, a(o)) ≤ t− n}
=
⌊t⌋∑
n=0
#{h ∈ Gξ : n ≤ d(o, h(o)) < n+ 1}#(At−n)
≤
⌊t⌋∑
n=0
#{h ∈ Gξ : d(o, h(o)) < n+ 1}#(At−n)
≍×
⌊t⌋∑
n=0
eδξn#(At−n).
The last asymptotic follows from (1.10) and (2.35). Now fix N ∈ N large to be determined. We have
eδt .×
N−1∑
n=0
eδξn#(At−n) +
⌊t⌋∑
n=N
eδξn#(At−n)
.×
N−1∑
n=0
eδξn#(At−n) +
⌊t⌋∑
n=N
eδξneδ(t−n) (by (8.33))
≤
N−1∑
n=0
eδξn#(At−n) + e
δt
∞∑
n=N
e(δξ−δ)n
≍×
N−1∑
n=0
eδξn#(At−n) + e
δte(δξ−δ)N . (since δξ < δ)
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Let C2 be the implied constant, and let N be large enough so that
e(δ−δξ)N ≥ 2C2.
Then
eδt ≤ C2
N−1∑
n=0
eδξ(n+1)#(At−n) +
1
2
eδt;
rearranging gives
eδt .×
N−1∑
n=0
eδξ(n+1)#(At−n) .×,N #(At).

Thus by an argument similar to the argument used in the proof of Proposition 8.11, we have∑
a∈A
f(d(o, a(o))) ≍× f(0) +
∫ ∞
t=0
f(t)eδtdt
for every nonincreasing function f → 0. Thus
(8.2) &×
∑
a∈A
∑
h∈Gξ
e(δ−k)d(o,a(o))Φ2δ−k(Ked(o,a(o))+d(o,h(o)))
&×
∫ ∞
t=0
eδt
∑
h∈Gξ
e(δ−k)tΦ2δ−k(Ket+d(o,h(o)))
dt.
Substituting s = t+ d(o, h(o)) (and letting ‖h‖ = d(o, h(o))),
(8.2) &+,×
∫ ∞
s=0
∑
h∈Gξ
‖h‖≤s
e(2δ−k)[t−‖h‖]Φ2δ−k(Kes)ds.
Now ∑
h∈Gξ
‖h‖≤s
e(2δ−k)[−‖h‖] ≍×
∫
x∈Rk
‖x‖≤s
(1 + ‖x‖2)2δ−kdx
≍× max(s
3k−4δ , 1)
and so
(8.2) &+,×
∫ ∞
s=0
max(s3k−4δ, 1)e(2δ−k)sΦ2δ−k(Kes)ds.
In particular, since 3k − 4δ > 0, Φ may be chosen in such a way so that this integral diverges whereas the
integral
(8.1) ≍×
∫ ∞
s=0
e(2δ−k)sΦ2δ−k(Kes)ds
converges. For example, let
Φ(es) = e−ss[−1−(3k−4δ)]/(2δ−k);
then the series reduce to
(8.2) &+,×
∫ ∞
s=1
s−1ds =∞,
(8.1) ≍×
∫ ∞
s=1
s−1−(3k−4δ)ds <∞.

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8.4. The measure of Λur. We end this section by proving the following proposition, which was stated in
the introduction:
Proposition 8.18. Let (X, d, o, b, G) be as in §1.1.4, with X proper and geodesic. Let µ be a δG-
quasiconformal measure on Λ. Then µ(Λur) = 0 if and only if G is not quasiconvex-cocompact.
To prove Proposition 8.18 we will need the following lemmas:
Lemma 8.19. Let (X, d, o, b, G) be as in §1.1.4. If ξ ∈ ∂X \ Λh, then
Λur ⊆ BAξ.
Proof. By contradiction fix η ∈ Λur ∩WAξ. Let gm(o) −→
m
η uniformly radially, and let (hn)
∞
1 be such that
D(hn(ξ), η) ≤ b
−d(o,hn(o))−n.
For each n, there exists mn such that d(o, gmn(o)) ≍+ d(o, hn(o)) + n. Let h = hn and g = gmn ; we have
Bξ(o, h
−1 ◦ g(o)) ≍+ Bh(ξ)(h(o), g(o))
≍+ Bh(ξ)(h(o), o) + Bh(ξ)(o, g(o))
&+ 2〈h(ξ), g(o)〉o − d(o, h(o)) − d(o, g(o))
≍+ 2〈h(ξ), g(o)〉o − 2d(o, h(o))− n.
Now,
〈h(ξ), g(o)〉o &+ min(〈h(ξ), η〉o, 〈g(o), η〉o) (by Gromov’s inequality)
&+ min(d(o, h(o)) + n, d(o, g(o))) (since η ∈ Shad(g(o), σ))
≍+ d(o, h(o)) + n,
and so
Bξ(o, h
−1 ◦ g(o)) &+ n.
Thus h−1n ◦ gmn(o) −→
n
ξ horospherically, contradicting that ξ /∈ Λh. 
Lemma 8.20. Let (X, d, o, b, G) be as in §1.1.4, with X proper and geodesic. The following are equivalent:
(A) G is quasiconvex-cocompact.
(B) Λ = Λur,σ for some σ > 0.
(C) Λ = Λh.
Proof. (B) ⇒ (C) is obvious as Λur,σ ⊆ Λur ⊆ Λh. To demonstrate (A) ⇒ (B), suppose that G is
quasiconvex-cocompact, let ρ > 1 be as in the definition of quasiconvex-cocompact, and fix ξ ∈ Λ. Fix
n ∈ N, and let zn ∈ G(o) be such that
〈zn|ξ〉o ≥ n;
such a zn exists since ξ ∈ Λ. Let yn ∈ [o, zn] be the unique point so that d(o, yn) = n. Fix xn ∈
G(o) ∩ B(yn, ρ); such a point exists by (8.31). Without loss of generality, we let x1 = o; this is possible
since o ∈ G(o) ∩B(y1, ρ).
Claim 8.21. xn −→
n
ξ σ-uniformly radially, with σ > 0 independent of ξ.
Proof.
〈xn|ξ〉o &+ min(〈xn|yn〉o, 〈yn|zn〉o, 〈zn|ξ〉o)
≥ min(d(o, yn)− d(o, xn), d(o, yn), n)
≥ min(n− ρ, n, n) = n− ρ ≍ρ n ≍ρ d(o, xn).
This demonstrates that xn −→
n
ξ radially. Now the Intersecting Shadows Lemma together with the asymp-
totic d(o, xn) ≍+,ρ n implies that xn −→
n
ξ uniformly radially. The implied constants depend only on ρ and
not on ξ. ⊳
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Finally, we demonstrate (C) ⇒ (A). Let
Do,1 = {x ∈ X : Bx(o, g(o)) ≤ 1 ∀g ∈ G}
be the 1-approximate Dirichlet domain centered at o, and let
CG =
⋃
x,y∈G(o)
[x, y]
be the approximate convex core of G.
Claim 8.22. CG ∩Do,1 is bounded.
Proof. Since X is proper and geodesic, bordX is compact [15, Exercise III.H.3.18(4)], and so if CG ∩ Do,1
is unbounded, then there is a point ξ ∈ CG ∩ Do,1 ∩ ∂X . We claim that ξ ∈ Λ \ Λh, contradicting our
hypothesis. Indeed, by Lemma 2.11, since ξ ∈ Do,1 we have Bξ(o, g(o)) .+ 1 ∀g ∈ G, which demonstrates
that ξ /∈ Λh. On the other hand, since ξ ∈ CG, there exists a sequence xn −→
n
ξ in CG; for each n ∈ N, there
exist yn, zn ∈ G(o) such that xn ∈ [yn, zn]. Without loss of generality suppose that 〈xn|yn〉o ≤ 〈xn|zn〉o
Now
2〈xn|zn〉o ≥ 〈xn|yn〉o + 〈xn|zn〉o
= d(o, xn) + 〈yn|zn〉o (since 〈yn|zn〉xn = 0)
≥ d(o, xn) −→
n
∞.
Thus zn −→
n
ξ, and so ξ ∈ Λ. ⊳
Write CG ∩ Do,1 ⊆ B(o, ρ) for some ρ > 0. We claim that (8.31) holds for all x, y ∈ G(o). Indeed, fix
z ∈ [x, y], and let g ∈ G be such that
d(z, g(o)) < d(z,G(o)) + 1.
Then g−1(z) ∈ [g−1(x), g−1(y)] ⊆ CG; moreover, for all h ∈ G
Bg−1(z)(o, h(o)) ≤ d(o, g
−1(z))− d(g−1(z), G(o))
= d(z, g(o))− d(z,G(o)) ≤ 1,
i.e. g−1(z) ∈ Do,1. Thus g
−1(z) ∈ B(o, ), and in particular
z ∈ B(g(o), ρ) ⊆ B(G(o), ρ).

Proof of Proposition 8.18. Suppose first that G is quasiconvex-cocompact. Then by Lemma 8.20, Λ = Λur,
so µ(Λur) = 1.
Next, suppose that G is not quasiconvex-cocompact. By Lemma 8.20, there exists a point ξ ∈ Λ \ Λh,
and by Lemma 8.19 we have Λur ⊆ BAξ. Now if G is of divergence type, we are done, since by (i) of
Theorem 8.1 we have µ(BAξ) = 0. On the other hand, if G is of convergence type, then for each σ > 0 we
have ∑
g∈G
µ(Shad(g(o), σ) .×
∑
g∈G
b−δd(o,g(o)) <∞,
and so by the Borel–Cantelli lemma, we have µ(Λr,σ) = 0. Since σ was arbitrary we have µ(Λr) = 0, and
in particular µ(Λur) = 0. 
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9. Proof of Theorem 9.3 (BAd has full dimension in Λr(G))
In this section, fix d ∈ N, let X = Hd+1, let Z = Rd, and let G ≤ Isom(X) be a discrete group. We are
interested in approximating the points of Λr(G) by rational vectors. We recall the following definitions:
Definition 9.1. A vector x ∈ Rd is called badly approximable if for all p/q ∈ Qd, we have∥∥∥∥x− pq
∥∥∥∥ &× 1q1+1/d .
The set of badly approximable vectors in Rd will be denoted BAd.
Definition 9.2. We define the geodesic span of a set S ⊆ bordHd+1 to be the smallest totally geodesic
subspace of Hd+1 whose closure contains S.
We say that G acts irreducibly on Hd+1 if it is nonelementary and if there is no nonempty proper44
totally geodesic subspace V ⊆ Hd+1 such that G(V ) = V . Equivalently, G acts irreducibly if there is no
proper totally geodesic subspace of Hd+1 whose closure contains ΛG.
The remainder of this section will be devoted to proving the following theorem:
Theorem 9.3. Fix d ∈ N, let X = Hd+1, and let G ≤ Isom(X) be a discrete group acting irreducibly on
X. Then
dimH(BAd ∩ Λur) = δ = dimH(Λr),
where BAd denotes the set of badly approximable vectors in R
d.
Notation 9.4. There are two natural metrics to put on Rd: the usual Euclidean metric
De(x,y) := ‖x− y‖,
and the spherical metric
Ds := De,o,
where o = (1, 0, . . . , 0) ∈ Hd+1. From now on, we will use the subscripts e and s to distinguish between
these metrics.
We recall the following definition and theorem:
Definition 9.5. A closed set K ⊆ Rd is said to be hyperplane diffuse if there exists γ > 0 such that for
every x ∈ K, for every 0 < r ≤ 1, and for every affine hyperplane L ⊆ Rd, we have
K ∩Be(x, r) \ Ne(L, γr) 6= .
Here Ne(L, γr) denotes the r-thickening of L with respect to the Euclidean metric De.
Theorem 9.6. Let K be a subset of Rd which is Ahlfors regular and hyperplane diffuse. Then
dimH(BAd ∩K) = dimH(K).
Proof. See Theorems 2.5, 4.7, and 5.3 from [16]. 
Remark 9.7. The conclusion of Theorem 9.6, and thus of Theorem 9.3, holds when BAd is replaced by
any subset of Rd which is hyperplane absolute winning (see [16] for the definition).
Fix 0 < s < δG. According to Corollary 5.8, there exists an Ahlfors s-regular set Js ⊆ Λur(G).
Claim 9.8. The proof of Corollary 5.8 can be modified so that the resulting set Js is hyperplane diffuse.
Proof of Theorem 9.3 assuming Claim 9.8. By Theorem 9.6, we have dimH(BAd ∩ Λur) ≥ dimH(Js) = s
for every 0 < s < δG; letting s→ δ finishes the proof. 
44In this section “proper” means “not equal to the entire space”, not “bounded closed sets are compact”.
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Proof of Claim 9.8. The first modification to be made is in the proof of Lemma 5.14 assuming Sublemma
5.17. Instead of picking just two t-divergent points η1 and η2, let us notice that the set of t-divergent points
is closed and invariant under the action of the group. Thus by a well-known theorem, the set of t-divergent
points contains the entire limit set of G.
Recall that a collection of (d + 2) points η1, . . . , ηd+2 ∈ ∂X is in general position if there is no totally
geodesic subspace V ⊆ Hd+1 such that η1, . . . , ηd+2 ∈ V .
Claim 9.9. There exist (2d+4) points η1, . . . , η2d+4 ∈ ΛG, such that for each i = 1, . . . , d+2, the collection
(9.1) η1, . . . , η̂i, . . . , ηd+2, ηd+2+i
is in general position. (Here the hat indicates that ηi is omitted.)
Proof. First, pick (d+2) points η1, . . . , ηd+2 ∈ ΛG in general position; this is possible sinceG acts irreducibly
on Hd+1. Then, for each i = 1, . . . , d + 2, we may choose ηd+2+i ∈ ΛG so that the collection (9.1) is in
general position by choosing ηd+2+i ∈ ΛG sufficiently close to ηi; this is possible since by a well-known
theorem, the limit set ΛG is perfect. 
The following observation can be proven by an elementary compactness argument:
Observation 9.10. For each i = 1, . . . , d + 2, there exists εi > 0 such that if V is a proper geodesic
subspace of X , if ∂V := V ∩ ∂X , and if Ns(∂V, εi) is the εi-thickening of ∂V with respect to the spherical
metric, then Ns(∂V, εi) does not contain all (d+ 2) of the points (9.1).
Let
ε =
1
2
d+2
min
i=1
εi.
We observe that Ds(ηi, ηj) ≥ 2ε for all i 6= j. For each i = 1, . . . , d+ 2 let
Bi = Bs(ηi, ε) ∪ {x ∈ X : Shad(x, σ) ⊆ Bs(ηi, ε)};
the sets (Bi)
2d+4
1 are open and disjoint.
Now apply Sublemma 5.17 to each pair (ηi, Bi) for i = 1, . . . , 2d+4 to get sets Si ⊆ G(o)∩Bi. For each
i = 1, . . . , 2d+ 4, fix a point pi ∈ Si. Suppose that w = gw(o) ∈ G(o), and let z = g
−1
w (o). Let
T (w) =
2d+4⋃
i=1
z /∈Bi
gw(Si).
Note that at most one index i is omitted from the union. Now (i)-(iii) of Sublemma 5.17 directly imply
(i)-(iii) of Lemma 5.14. Note that here we need the fact that Pz,x ⊆ Bi for x ∈ Si to prove disjointness in
(i) of Lemma 5.14 (whereas we did not need it in the earlier proof).
The next change to be made in the proof of Corollary 5.8 is in the application of Theorem 5.12 to Lemma
5.13. This time, we will want to use the second part of Theorem 5.12 - the tree T˜ can be chosen so that for
each ω ∈ T˜ , we have that T˜ (ω) is an initial segment of T (ω). Obviously, the application of this additional
information depends on the ordering which is given to the set T˜ (ω). In the original proof of Lemma 5.13,
we used an ordering which had no meaning - any enumeration of G(o). Now, we will choose some ordering
so that the points gw(p1), . . . , gw(p2d+4) (possibly minus one) mentioned above are first in the ordering.
By increasing n1, . . . , n2d+4 if necessary, we can ensure that the points gw(p1), . . . , gw(p2d+4) are all in
T˜ (w) for every w, since there is no way that (5.8) could hold if Nw < 2d+ 4.
Now we have constructed the set Js, and we come to the crucial point: with these modifications, the
new set Js is hyperplane diffuse.
Definition 9.11. A set K ⊆ R̂d is hyperbolically hyperplane diffuse if there exists γ > 0 so that every
η ∈ K, for every 0 < r ≤ 1, and for every totally geodesic subspace V ⊆ X , we have
K ∩Bs(η, r) \ Ns(∂V, γr) 6= .
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Here (and from now on), balls and thickenings are all assumed to be with respect to the spherical metric
Ds.
Proposition 9.12. Hyperbolically hyperplane diffuse sets are hyperplane diffuse.
(Proof left to the reader.)
Thus we are left with showing that Js is hyperbolically hyperplane diffuse.
Fix γ > 0 to be announced below, η ∈ Js, 0 < r ≤ εS∅, and a totally geodesic subspace V ⊆ X .
Notation 9.13. For each x ∈ G(o) let
Px := Shad(x, σ).
Let (xn)
∞
1 be an enumeration of G(o). Let
T =
∞⋃
n=1
{ω ∈ Nn : xωj+1 ∈ T (xωj ) ∀j = 1, . . . , n− 1},
and for each ω ∈ T let
xω = xω|ω| and Pω = Pxω .
Let η = π(ω); for each n ∈ N let
xn = xωn1 , Pn = Pωn1 , and Dn = Dωn1 .
Let n ∈ N be the largest integer such that r < κDn. Then by the argument used in the proof of Theorem
5.12, we have
κ2Dn ≤ r ≤ κDn
and
Pn+k ⊆ B(η, r) ⊆ Pn,
where k is large enough so that λk ≤ κ2. In particular
Js ∩B(η, r) \ N (∂V, γr) ⊇ Js ∩ Pn+k \ N (∂V, γr),
so to complete the proof it suffices to show
(9.2) Js ∩ Pn+k * N (∂V, γr).
By contradiction suppose not. Let g ∈ G be such that g(o) = xn+k, and let z = g−1(o). Then for some
j = 1, . . . , d+ 2 we have
g(p1), . . . , ĝ(pj), . . . , g(pd+2), g(pd+2+j) ∈ T˜ (xn+k).
For each i = 1, . . . , ĵ, . . . , d+ 2, d+ 2 + j, we have
 6= Js ∩ Pg(pi) ⊆ Js ∩ Pn+k ⊆ N (∂V, γr),
which implies
Pg(pi) ∩ N (∂V, γr) 6= 
and thus
Shadz(pi, σ) ∩ g
−1 (N (∂V, γr)) 6= .
On the other hand, by Sublemma 5.17 we have
Shadz(pi, σ) ⊆ Bi,
so
Bi ∩ g
−1 (N (∂V, γr)) 6= .
Now,
g−1 (N (∂V, γr)) ⊆ N
(
∂g−1(V ), ed(o,g(o))γr)
)
;
on the other hand
r ≍× Dn ≍× Dn+k ≍×,σ e
−d(o,xn+k) = e−d(o,g(o));
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letting C4 > 0 be the implied asymptotic, we have
g−1 (N (∂V, γr)) ⊆ N (∂W,C4γ),
where W = g−1(V ). Thus
Bi ∩ N (∂W,C4γ) 6= .
Letting γ = ε/C4, this contradicts Observation 9.10. 
Appendix A. Any function is an orbital counting function for some parabolic group
Let (X, d, o, b, G) be as in §1.1.4. In Subsection 7.6, we defined the orbital counting function of a
parabolic fixed point ξ of G to be the function
(7.44) fξ(R) := #{g ∈ Gξ : De(o, g(o)) ≤ R},
where Gξ is the stabilizer of ξ in G and De = Dξ,o. We remarked that when X is a real, complex, or
quaternionic hyperbolic space, the orbital counting function fξ satisfies a power law, but that this is not
true in general. Since the proof of Theorem 7.33 would be simplified somewhat if fξ were assumed to
satisfy a power law, we feel that it is important to give some examples where it is not satisfied, to justify
the extra work. Moreover, these examples corroborate the statement made in Remark 1.27 that the fact
that (7.43) depends only on the Poincare´ exponents δ and δξ is surprising.
To begin with, let us give some background on the infinite-dimensional hyperbolic space H∞. Its
boundary H := ∂H∞ is itself a Hilbert space. As in finite dimensions, any isometry of H with respect
to the Euclidean metric extends uniquely to an isometry of H∞ which ∞. So immediately, there is
a correspondence between parabolic subgroups of Stab(Isom(H∞);∞) and subgroups of Isom(H) whose
orbits are unbounded. However, unlike in finite dimensions, strongly discrete subgroups of Isom(H) are not
necessarily virtually nilpotent. Groups which embed as strongly discrete subgroups of Isom(H) are said to
have the Haagerup property, and they include both the amenable groups and the free groups. Moreover,
even cyclic subgroups of Isom(H) are quite different from cyclic subgroups of Isom(Rd) for d < ∞; for
example, a well-known example of M. Edelstein [28] is a cyclic subgroup of Isom(H) whose orbits are
unbounded but which is not strongly discrete.
To relate the orbital counting function fξ with the intrinsic structure of the Hilbert space H, we need
the following lemma:
Lemma A.1. For g ∈ Stab(Isom(H∞);∞),
De(e0, g(e0)) ≍× max(1, ‖g(e0)− e0‖) = max(1, ‖g(0)‖).
Proof. By (2.35), we have
De(e0, g(e0)) ≍× e
(1/2)d(e0,g(e0)).
The remaining asymptotic is a geometric calculation which is left to the reader, and the equality follows
from the fact that g is an affine map whose linear part preserves e0. 
For the remainder of the appendix, rather than working with f∞, we will work with the modification
f˜∞(R) := {g ∈ G∞ : ‖g(0)‖ ≤ R}.
The relation between f∞ and f˜∞ can be deduced easily from Lemma A.1.
Proposition A.2. For any nondecreasing function f : 2N → 2N with f → ∞, there exists a parabolic
group G∞ ≤ Stab(Isom(H∞);∞) such that
f˜∞(2
n) = f(2n)
for all n ∈ N.
Remark A.3. A similar statement holds for proper R-trees.
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Proof. For each n ∈ N, let
mn =
f(2n+1)
f(2n)
∈ 2N
and let Tn : R
mn → Rmn be an isometry of order mn such that any two points in the orbit of 0 have a
distance of exactly 2n−1/2. For example, we can let
Tn(x) =
(
xk−1
)mn
k=1
+ 2n−1(e2 − e1).
(Here by convention x0 = xmn .) We will also denote by Tn the extension of Tn to the product
H :=
∞⊕
n=1
Rmn
obtained by letting Tn act as the identity in the other dimensions. By construction, the Tns commute.
Let G = 〈Tn〉n∈N. Then each element of G can be written in the form T =
∏∞
n=1 T
qn
n , where (qn)
∞
1 is a
sequence of integers satisfying 0 ≤ qn < mn, only finitely many of which are nonzero. Such an isometry
satisfies
‖T (0)‖2 =
∞∑
n=1
‖T qnn ‖
2 =
∑
n∈N
qn 6=0
4n−1/2 ∈
[
1
2
4nmax , 4nmax
]
,
where
nmax = max{n ∈ N : qn 6= 0}.
In particular, for all N ∈ N
‖T (0)‖ ≤ 2N ⇔ N ≥ nmax,
and thus
f˜∞(2
N ) = #{(qn)
∞
1 : nmax ≤ N} = #{(qn)
N
1 } =
N∏
n=1
mn = f(2
N).

Corollary A.4. For any nondecreasing function f : (0,∞)→ (0,∞) with f →∞, there exists a parabolic
group G ≤ Stab(Isom(H∞);∞) such that
f˜∞(2
n) ≍× f(2
n)
for all n ∈ N.
If the function f satisfies f(2n+1) ≍× f(2n), then
f˜∞(R) ≍× f(R) ∀R ≥ 1.
Proof. The first assertion is immediate upon applying the above example to the function f˜(2n) = 2⌊log2 f(2
n)⌋,
and the second follows from the fact that the functions f and fξ are both nondecreasing. 
Appendix B. Real, complex, and quaternionic hyperbolic spaces
In this appendix, we give some background on the “non-exceptional” rank one symmetric spaces of
noncompact type, i.e. real, complex, and quaternionic hyperbolic spaces, and prove the assertions made
about them in Remarks 1.29 and 1.47 and Example 1.41. Our presentation loosely follows [15, §II.10].
Let R, C, and H denote the sets of real, complex, and quaternionic numbers, respectively. Fix F ∈
{R,C,H} and d ∈ N. Note that since the noncommutative F = H is a possibility, we will have to be careful
about the order products are written in. We define a sesquilinear inner product on Fd+1 by
〈x,y〉 :=
d+1∑
i=1
xiyi.
Let ‖x‖ =
√
〈x,x〉.
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We define (cf. [15, II.10.24]) (d+ 1)-dimensional F-hyperbolic space to be the set
Hd+1F = {x ∈ F
d+1 : ‖x‖ < 1}
equipped with the metric
coshd(x,y) =
|1− 〈x,y〉|√
1− ‖x‖2
√
1− ‖y‖2
·
Proposition B.1 ([15, Theorem II.10.10]). Hd+1F is a CAT(-1) space, and in particular (by [15, Proposition
III.H.1.2]) is a hyperbolic metric space.
Since X := Hd+1F is an open subset of F
d+1, it has a natural topological boundary ∂TX = {x ∈ Fd+1 :
‖x‖ = 1}. On the other hand, since X is a hyperbolic metric space, it has a Gromov boundary ∂GX .
The following relation between them is more or less a direct consequence of the fact that every Gromov
sequence in X converges to a point in ∂TX (for details see [26, Proposition 3.5.3]):
Proposition B.2. There is a unique homeomorphism j : ∂GX → ∂TX so that the extension id ∪ j :
X ∪ ∂GX → X ∪ ∂TX is a homeomorphism.
From now on we will not distinguish between the two boundaries and will simply write ∂X for either
one.
Let λX denote normalized Lebesgue measure on ∂X . Let K = dimR(F), and let
(B.1) δX := dK + 2(K − 1).
Proposition B.3.
(i) λX is an Ahlfors δX-regular measure with respect to the visual metric on ∂X.
(ii) For any group G ≤ Isom(X), λX is δX-conformal with respect to G.
Remark B.4. If F 6= R, then (i) is very different from saying that λX is Ahlfors regular with respect to
the metric inherited from Fd+1, since the visual metric on ∂X is not bi-Lipschitz equivalent to the usual
metric as we will see below (Remark B.6).
If F = R, then the visual metric on ∂X is bi-Lipschitz equivalent to the usual metric, so the proofs below
can be simplified somewhat in this case.
Proof of Proposition B.3.
(i) The first step is to write the visual metric on ∂X in terms of the sesquilinear form B. Indeed,
direct calculation (for details see [58, p. 32]) yields that for x,y ∈ ∂X ,
D0(x,y) = D0,e(x,y) =
√
1
2
|1− 〈x,y〉|.
We may define a coordinate chart on ∂X as follows: Let W = {x ∈ Fd+1 : Re[x1] = 0}, and let
g :W → ∂X be stereographic projection through −e1, i.e.
g(x) = −e1 +
2
‖e1 + x‖2
(e1 + x).
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Then for x ∈W
D0(e1, g(x)) =
√
1
2
|1− g(x)1|
=
√
1
2
∣∣∣∣1− (−1 + 2‖e1 + x‖2 (1 + x1)
)∣∣∣∣
=
√∣∣∣∣1− 11 + ‖x‖2 (1 + x1)
∣∣∣∣
=
√∣∣∣∣ 11 + ‖x‖2 (‖x‖2 − x1)
∣∣∣∣
=
4
√
‖x‖4 + |x1|2√
1 + ‖x‖2
·
Now fix r > 0 small enough so that g−1(B(e1, r)) is bounded. Then for x ∈ g−1(B(e1, r)),
r ≥ D0(e1, g(x)) ≍× max(‖x‖,
√
|x1|).
Letting C be the implied constant, we have
(B.2) g−1(B(e1, r)) ⊆ {x ∈ W : |x1| ≤ (Cr)
2, |xi| ≤ Cr for i 6= 1}.
Now, since the Jacobian of g is bounded from above and below on g−1(B(e1, r)), we have
λX(g
−1(B(e1, r))) ≍× λW (B(e1, r)),
where λW is Lebesgue measure on W . Thus
λX(B(e1, r)) .× λW ({x ∈W : |x1| ≤ (Cr)
2, |xi| ≤ Cr for i 6= 1}) ≍× r
δX .
On the other hand, we have
(B.3) {x ∈ W : |x1| ≤ (r/(d + 2))
2, |xi| ≤ r/(d+ 2) for i 6= 1} ⊆ g
−1(B(e1, r))
since if x is a member of the left hand side, then
D0(e1, g(x)) ≤ ‖x‖+
√
|x1| ≤ (d+ 2)
r
d+ 2
= r.
A similar argument yields
λX(B(e1, r)) &× r
δX .
Now since the group O(Fd+1) (i.e. the group of F-linear isometries of Fd+1) preserves both λX and
D0 and acts transitively on ∂X , the expression λX(B([x], r)) depends only on r and not on [x].
Thus λX is Ahlfors δX -regular.
(ii) By (i), λX is Ahlfors δX -regular and so λX ≍× HδX , where HδX is Hausdorff δX -dimensional
measure on ∂X . Let
f =
dλX
dHδX
be the Radon–Nikodym derivative of λX with respect toHδX . Since both λX andHδX are invariant
under O(Fd+1), for each g ∈ O(Fd+1), the equation f = f ◦ g holds λX -almost everywhere.
Claim B.5. f is constant λX -almost everywhere.
Proof. By contradiction, suppose that there exists α such that λX(A1), λX(A2) > 0 where A1 =
{ξ ∈ ∂X : f(ξ) > α} and A2 = {ξ ∈ ∂X : f(ξ) < α}. Let ξ1, ξ2 ∈ ∂X be density points of A1
and A2, respectively. Since O(F
d+1) acts transitively on ∂X , there exists g ∈ O(Fd+1) such that
g(ξ1) = ξ2. Since f =λX f ◦ g, we have g(A1) =λX A1 and thus ξ2 is a density point of A1, which
contradicts that it is a density point of A2. ⊳
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Thus λX and HδX are proportional; since HδX is δX -conformal with respect to any group
G ≤ Isom(X) (by abstract metric space theory), it follows that λX is δX -conformal for any such
group as well.

Remark B.6. The inclusions (B.2) and (B.3) are reminiscent of the Ball-Box theorem of sub-Riemannian
geometry (see e.g. [41, Theorem 0.5.A]). The difference is that while the Ball-Box theorem applies to a
Carnot–Carathe´odory metric, the above argument is about visual metrics. We remark that it is possible to
prove using (B.2)-(B.3) together with the Ball-Box theorem that the visual metric is bi-Lipschitz equivalent
with the Carnot–Carathe´odory metric of an appropriate sub-Riemannian metric on ∂X . This is irrelevant
for our purposes since (B.2)-(B.3) already contain the information we need to analyze the visual metric.
Note further that (B.2)-(B.3) show that D0 is bi-Lipschitz equivalent to the Euclidean metric on ∂X if
and only if F = R.
Now we are able to prove the assertions about real, complex, and quaternionic hyperbolic spaces made
in Remarks 1.29 and 1.47 and Example 1.41.
Proposition B.7. Let X be a real, complex, or quaternionic hyperbolic space, and let G ≤ Isom(X) be a
lattice. Then
(i) For all ξ ∈ Λbp(G), we have
(B.4) δξ = δ/2.
(ii) The Patterson–Sullivan measure of G is Ahlfors regular.
Proof.
(i) Let δX be defined by (B.1). Then
δ = dimH(Λr(G)) (by Theorem 5.9)
= dimH(∂X) (since G is a lattice)
= δX . (by Proposition B.3)
On the other hand, by [66, Lemma 3.5] together with (7.55), we have
2δξ = k + 2ℓ,
where (ℓ, k) is the rank of ξ (see [66, p. 226] for the definition). It is readily checked that if G is a
lattice, then (ℓ, k) = (dK,K − 1) (in the notation of [66], we have H = N), and thus
2δξ = dK + 2(K − 1) = δX = δ,
demonstrating (B.4).
(ii) As demonstrated above, δ = δX , so by (ii) of Proposition B.3, λX is δ-conformal, and so it is the
Patterson–Sullivan measure for G. On the other hand, λX is Ahlfors regular by (i) of Proposition
B.3.

Appendix C. The potential function game
In this appendix, we give a short and self-contained exposition of the technique used to prove Theorem
6.1 (absolute winning of BAξ), and prove a general theorem about when it can be applied, which can be
used to simplify the proof of Theorem 6.1 (see Subsection C.1). Our hope is that this theorem can be used
as a basis for future results.
Let (Z,D) be a complete metric space, and let H be a collection of closed subsets of Z. We define the
H-absolute game as follows:
Definition C.1. Given β > 0, Alice and Bob play the (β,H)-absolute game on Z as follows:
1. Bob begins by choosing a ball B0 = B(z0, r0) ⊆ Z.
45
45Cf. Remark 4.2.
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2. On Alice’s nth turn, she chooses a set of the form N (An, r˜n) with An ∈ H, 0 < r˜n ≤ βrn, where
rn is the radius of Bob’s nth move Bn = B(zn, rn). Here N (An, r˜n) denotes the r˜n-thickening of
An. We say that Alice deletes her choice N (An, r˜n).
3. On Bob’s (n+ 1)st turn, he chooses a ball Bn+1 = B(zn+1, rn+1) satisfying
(C.1) rn+1 ≥ βrn and Bn+1 ⊆ Bn \ N (An, r˜n),
where Bn = B(zn, rn) was his nth move, and N (An, r˜n) was Alice’s nth move.
4. If at any time Bob has no legal move, Alice wins by default. If rn 6→ 0, then Alice also wins by
default. Otherwise, the balls (Bn)
∞
1 intersect at a unique point which we call the outcome of the
game.
If Alice has a strategy guaranteeing that the outcome lies in a set S (or that she wins by default), then the
set S is called (β,H)-absolute winning. If a set S is (β,H)-absolute winning for all β > 0 then it is called
H-absolute winning.
Example C.2. If H = {{z} : z ∈ Z}, then this game corresponds to the absolute winning game described
in Section 4. If Z = Rd and H = {affine hyperplanes in Rd}, then this game corresponds to the hyperplane
game introduced in [16]. We will abbreviate these special cases as H = points and H = hyperplanes.
Remark C.3. If H = points, then H-absolute winning on Z implies winning for Schmidt’s game on all
uniformly perfect subsets of Z, and is invariant under quasisymmetric maps ((ii) and (v) of Proposition 4.4).
If H = hyperplanes, then H-absolute winning on Rd implies winning for Schmidt’s game on all hyperplane
diffuse subsets of Rd (see Definition 9.5), and is invariant under C1 diffeomorphisms [16, Propositions
2.3(c) and 4.7]. Moreover, the H-absolute winning game is readily seen to have the countable intersection
property.
We now proceed to describe another game which is equivalent to the H-absolute game, but for which in
some cases it is easier to describe a winning strategy. It is not immediately obvious, for example, that sets
which are winning for the new game are nonempty, but this (and in fact full dimension of winning sets)
follows from the equivalence of the two games, which we prove below (Theorem C.8).
Definition C.4. Given β, c > 0, Alice and Bob play the (β, c,H)-potential game as follows:
1. Bob begins by choosing a ball B(z0, r0) ⊆ Z.
2. On Alice’s nth turn, she chooses a countable collection of sets of the form N (Ai,n, ri,n), with
Ai,n ∈ H and ri,n > 0, satisfying
(C.2)
∑
i
rci,n ≤ (βrn)
c,
where rn is the radius of Bob’s nth move.
3. On Bob’s (n+ 1)st turn, he chooses a ball Bn+1 = B(zn+1, rn+1) satisfying
(C.3) rn+1 ≥ βrn and Bn+1 ⊆ Bn,
where Bn = B(zn, rn) was his nth move.
4. If rn 6→ 0, then Alice wins by default. Otherwise, the balls (Bn)∞1 intersect at a unique point which
we call the outcome of the game. If the outcome is an element of any of the sets N (Ai,n, ri,n) which
Alice chose during the course of the game, she wins by default.
If Alice has a strategy guaranteeing that the outcome lies in a set S (or that she wins by default), then
the set S is called (β, c,H)-potential winning. If a set is (β, c,H)-potential winning for all β, c > 0, then it
is H-potential winning.
We remark that in this version of the game Alice is not deleting balls or hyperplane-neighborhoods per
se, in that Bob can make moves which intersect Alice’s choices, but he must eventually avoid them in order
to avoid losing.
Remark C.5. We call this game the potential game because of the use of a potential function φ in the
proof of equivalence (Theorem C.8). We call φ a potential function because Alice’s strategy is to act so as
to minimize φ of Bob’s balls, in loose analogy with physics where nature acts to minimize potential energy.
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In order to guarantee that the two games are equivalent, we make the following assumption:
Assumption C.6. For all β > 0, there exists N = Nβ ∈ N such that for any ball B(z, r) ⊆ Z, there exists
F = FB(z,r) ⊆ H with #(F) ≤ N such that for all A1 ∈ H,
(C.4) N (A1, βr/3) ∩B(z, r) ⊆ N (A2, βr) for some A2 ∈ F .
Observation C.7. Assumption C.6 is satisfied if either
(1) H = points and Z is a doubling metric space, or
(2) H = hyperplanes.
Proof if H = points and Z is doubling. Let F ⊆ B(z, r) be a maximal βr/3-separated subset, and let
F = {{z} : z ∈ F}. Since Z is doubling, #(F) = #(F ) ≤ N for some N depending only on β. Given
any {z1} ∈ H, if B(z1, βr/3) ∩ B(z, r) 6= , then by the maximality of F , there exists z2 ∈ F such that
B(z1, βr/3) ∩B(z2, βr/3) 6= . This implies (C.4). 
Proof if H = hyperplanes. By applying a similarity, we may without loss of generality assume thatB(z, r) =
B(0, 1). Consider the surjective map π : Sd−1 × R → H defined by π(v, t) = {x ∈ Rd : v · x = t}. Let F
be a maximal β/3-separated subset of Sd−1 × [−(1 + β/3), 1 + β/3], and let F = π(F ). We claim that F
satisfies the conclusion of Assumption C.6. Clearly, N := #(F) < ∞. Indeed, fix L1 = π(v1, t1) ∈ H. If
|t1| > 1 + β/3, then N (L1, β/3) ∩ B(0, 1) = , so (C.4) holds trivially. Otherwise, fix L2 = π(v2, t2) ∈ F
with ‖v1 − v2‖, |t1 − t2| ≤ β/3. For x ∈ N (L2, β/3) ∩B(0, 1), we have
|v1 · x− t1| ≤ |v2 · x− t2|+ ‖v1 − v2‖ · ‖x‖+ |t1 − t2| ≤
β
3
+
β
3
+
β
3
= β,
and so x ∈ N (L1, β), demonstrating (C.4). 
Theorem C.8. Suppose that Assumption C.6 is satisfied. Then S ⊆ Z is H-absolute winning if and only
if S is H-potential winning.
Proof. Suppose that S is H-absolute winning. Fix β, c > 0, and consider a strategy of Alice which is
winning for the (β2/3,H)-absolute game. Each time Bob makes a move B(z, r), Alice deletes a set of
the form N (A, β2r/3), A ∈ H. Alice’s corresponding strategy in the (β, c,H)-potential game will be to
choose the set N (A, βr), and then to make dummy moves until the radius of Bob’s ball B(w, r′) is less
than βr/3. By (C.3), we have r′ ≥ β2r/3, allowing us to interpret the move B(w, r′) as Bob’s next
move in the (β2/3,H)-absolute game. If this move is disjoint from N (A, β2r/3), then it is legal in the
(β2/3,H)-absolute game and the process can continue. Otherwise, we have
B(w, r′) ⊆ N (A, β2r/3 + 2r′) ⊆ N (A, βr).
Thus Alice can make dummy moves until the game ends, and the outcome will lie in N (A, βr), and so
Alice will win by default.
On the other hand, suppose that S is H-potential winning. Let β > 0. Fix β˜, c > 0 small to be
determined, and consider a strategy of Alice which is winning for the (β˜, c,H)-potential game. Each time
Bob makes a moveBn = B(zn, rn), Alice chooses a collection of sets {N (Ai,n, ri,n)}
Nn
i=1 (withNn ∈ N∪{∞})
satisfying (C.2). Alice’s corresponding strategy in the (β,H)-absolute game will be to choose her set
N (An, βrn) ⊆ Z so as to maximize
φ(Bn;N (An, βrn)) :=
n∑
m=0
∑
i
N (Ai,m,βri,m)⊆N (An,βrn)
N (Ai,m,βri,m)∩Bn 6=∅
rci,m.
After Alice deletes the set N (An, βrn), Bob will choose his ball Bn+1 ⊆ Bn \ N (An, βrn), and we will
consider this also to be the next move in the (β˜, c,H)-potential game. This gives us an infinite sequence
of moves for both games. We will show that if Alice wins the (β˜, c,H)-potential game, then she also wins
the (β,H)-absolute game.
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Claim C.9. For each n let
φ(Bn) =
n∑
m=0
∑
i
N (Ai,m,βri,m)∩Bn 6=∅
rci,m.
Then there exists ε > 0 independent of n, β˜, c (but depending on β) such that if
(C.5) φ(Bn) ≤ (εrn)
c
then
(C.6) φ(Bn;N (An, βrn)) ≥ εφ(Bn).
Proof of Claim C.9. Let N = Nβ and F = FBn be as in Assumption C.6. For each pair (i,m) for which
N (Ai,m, βri,m) ∩Bn 6= , we have
rci,m ≤ φ(Bn) ≤ (εrn)
c;
letting ε ≤ β/3, we have N (Ai,m, βri,m) ⊆ N (Ai,m, βrn/3). Thus by Assumption C.6, there exists A ∈ F
for which N (Ai,m, βri,m) ⊆ N (A, βrn). It follows that
φ(Bn) ≤
∑
A∈F
φ(Bn;N (A, βrn)) ≤ Nφ(Bn;N (An, βrn)),
and letting ε ≤ 1/N finishes the proof. ⊳
Claim C.10. If β˜ and c are chosen sufficiently small, then (C.5) holds for all n ∈ N.
Proof. We proceed by strong induction. Indeed, fix N ∈ N suppose that (C.5) holds for all n < N . Fix
such an n. We observe that since Bn+1 ⊆ Bn \ N (An, βrn), we have
φ(Bn+1) ≤ φ(Bn)− φ(Bn;N (An, βrn)) +
∑
i
N (Ai,n+1,ri,n+1)∩Bn+1 6=∅
rci,n+1.
Combining with (C.6) and (C.2) gives
φ(Bn+1) ≤ (1− ε)φ(Bn) + (β˜rn)
c.
On the other hand, rn+1 ≥ βrn since Bob originally played Bn+1 as a move in the (β,H)-absolute game.
Thus, dividing by (βrn)
c gives
(C.7)
φn+1(Bn+1)
rcn+1
≤ β−c
[
(1− ε)
φn(Bn)
rcn
+ β˜c
]
.
For c sufficiently small,
1− ε
βc
< 1,
and iterating (C.7) yields
φN (BN )
rcN
.×,β β˜
c.
Let C be the implied constant. Setting β˜ = ε/C1/c, we see that (C.5) holds for N . ⊳
Now suppose that rn → 0; otherwise Alice wins the (β,H)-absolute game by default. Then (C.5)
implies that φ(Bn) → 0. In particular, for each (i,m), rci,m > φ(Bn) for all n sufficiently large which
implies N (Ai,m, βri,m) ∩ Bn = . Thus the outcome of the game does not lie in N (Ai,m, βri,m) for any
(i,m), so Alice does not win the (β˜, c,H)-potential game by default. Thus if she wins, then she must win
by having the outcome lie in S. Since the outcome is the same for the (β˜, c,H)-potential game and the
(β,H)-absolute game, this implies that she also wins the (β,H)-absolute game. 
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C.1. Proof of Theorem 6.1 using the H-potential game, where H = points. In this subsection,
we give a simpler proof of Theorem 6.1 using Theorem C.8. This proof uses Corollary 5.8 and Lemma 6.4,
but not Lemma 5.11 or Corollary 4.7.
Fix β, c > 0, and let us play the (β, c,H)-potential game, where H = points and Z = Js, where Js is
as in Corollary 5.8. Fix ε > 0 small to be determined. Alice’s strategy is as follows: When Bob makes a
move B = B(z, r), then for each g ∈ G satisfying
− logb(r/r0) ≤ 〈g(o)|g(ξ)〉o < − logb(βr/r0)(C.8)
B(g(ξ), εb−d(o,g(o))) ∩B(z, r) 6= ,(C.9)
Alice chooses the set B(g(ξ), εb−d(o,g(o))). Here r0 represents the radius of Bob’s first move.
Claim C.11. For ε > 0 sufficiently small, the move described above is legal.
Proof. By the construction of Js, there exists x ∈ G(o) such that z ∈ Px ⊆ B(z, r) but Diam(Px) ≍× r.
In particular, d(o, x) ≍+ − logb(r). Moreover,
(C.10) 〈x|z〉o ≍+ d(o, x).
Suppose that g ∈ G satisfies (C.8) and (C.9). Then
D(g(ξ), z) ≤ r + εb−d(o,g(o)) .× max(r, b
−〈g(o)|g(ξ)〉o) ≍× r;
combining with (C.8), (C.10), and Gromov’s inequality yields
〈x|g(o)〉o ≍+ d(o, x),
which together with (b) of Proposition 2.3 gives
(C.11) 〈o|g(o)〉x ≍+ 0.
By (j) of Proposition 2.3,
〈o|ξ〉g−1(x) = 〈g(o)|g(ξ)〉x ≍+ 〈g(o)|g(ξ)〉o + 〈o|g(o)〉x − 〈x|g(ξ)〉o
≍+ d(o, x) + 0− d(o, x) = 0.
Thus, if we choose ρ > 0 large enough, we see that ξ ∈ Shad(g−1(x), ρ) for all g satisfying (C.8) and (C.9).
On the other hand, rearranging (C.11) yields
d(o, g(o)) ≍+ d(g(o), x) + d(o, x) ≍+ d(o, g
−1(x)) − logb(r),
and thus for ρ > 0 sufficiently large,∑
g∈G
(C.8) and (C.9) hold
(
εb−d(o,g(o))
)c
.×
∑
g∈G
ξ∈Shad(g−1(x),ρ)
(
εrb−d(o,g
−1(x))
)c
= (εr)c
∑
g∈G
ξ∈Shad(g−1(o),ρ)
b−cd(o,g
−1(o)),
since x ∈ G(o) by construction. The sum is clearly independent of B(z, r), and by Lemma 6.4 it is finite.
Thus the right hand side is asymptotic to (εr)c, and so for ε sufficiently small, (C.2) holds. 
Claim C.12. The strategy above guarantees that BAψ is absolute winning.
Proof. Suppose that Alice does not win by default, and let η be the outcome of the game. Fix g ∈ G.
Since 〈g(o)|g(ξ)〉o ≥ 0, (C.8) holds for one of Bob’s moves B(z, r). If (C.9) also holds, then Alice chose the
ball B(g(ξ), εb−d(o,g(o))) on her nth turn; otherwise B(g(ξ), εb−d(o,g(o))) ∩ B(z, r) = . Either way, since
we assume that Alice did not win by default, we have η /∈ B(g(ξ), εb−d(o,g(o))). Since g was arbitrary, this
demonstrates that η ∈ BAξ, so Alice wins. 
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Appendix D. Winning sets and partition structures
In this paper, when we proved Theorem 6.1, we first constructed a partition structure, and then we
played Schmidt’s game on it. It is also possible to do this in the reverse order, using Schmidt’s game to
prove the existence of certain partition structures. This fact can be used to show that any winning subset
of an Ahlfors regular metric space contains subsets which are Ahlfors regular. Specifically, we have the
following:
Proposition D.1. Let (Z,D) be an Ahlfors s-regular metric space, and let S be winning on Z. Then for
every t < s, there exists a t-thick partition structure on Z whose limit set is contained in S. In particular,
for every t < s, there exists an Ahlfors t-regular set contained in S.
Proof. We will need the following:
Lemma D.2 ([36, Theorem 5.1]). There exists a constant ε > 0 such that for every 0 < r, β < 1 and for
every z ∈ Z, there exists a disjoint collection of balls
(
B(zi, βr)
)Nβ
i=1
contained in B(z, r), where
Nβ = ⌊εβ
−s⌋.
Now since S is winning, there exists α > 0 such that for every 0 < β < 1, S is (α, β)-winning. Fix
0 < t < s, fix 0 < β < 1/2 small to be determined, and let N = N2β .
Now S is an (α, β)-winning set. To simplify notation, we will use the fact [77, Theorem 7] that Alice
can win using a positional strategy, i.e. a strategy where her move depends only on Bob’s last move. Let
f be such a positional strategy, so that f(B) is Alice’s response when Bob plays the move B.
Let T ∗ =
⋃
n∈N{1, . . . , N}
n. For each ω ∈ T ∗, we define the balls Bω and Aω recursively as follows:
• B∅ is any ball.
• If Bω = B(z, r) has been defined, let Aω = f(Bω) = B(z˜, r˜). Note that r˜ = αr. Let
(
B(zi, 2βr˜)
)N
i=1
be the disjoint collection of balls guaranteed by Lemma D.2. For each i = 1, . . . , N let
Bωi = B(zi, βr˜) = B(zi, αβr).
It is readily verified that the collection of sets (Pω = Bω)ω∈T∗ is a partition structure on Z. Note that this
verification requires the use of the asymptotic Diam(B(z, r)) ≍× r, which follows from the fact that Z is
Ahlfors regular and therefore uniformly perfect.
For each ω ∈ TN, π(ω) is the unique intersection point of the sequence (Bωn1 )
∞
n=1, which is a sequence of
possible moves that Bob could make while Alice is using her positional strategy f . Thus π(ω) ∈ S. Since
ω was arbitrary, π(TN) ⊆ S.
Finally, we will show that the partition structure (Pω)ω∈T∗ is t-thick if β is sufficiently small. Indeed,
for any ω ∈ T ∗ we have ∑
a∈Eω
Dtωa
Dtω
≍×
N(αβr)t
rt
= N2β(αβ)
t ≍×,α β
t−s.
Since t < s, we can choose β small enough so that βt−s is greater than the implied constant of this
asymptotic. This completes the proof of the existence of a t-thick partition structure; the second part of
the theorem follows from Theorem 5.12. 
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