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Abstract
The paper presents methods of computing the topological degree, and other related topological
invariants, for real polynomial mappings. There is also introduced a new topological invariant,
similar to the topological degree (mod 2), for mappings on algebraic sets. There are given explicit
formulas for these invariants in terms of signatures, and determinants, of bilinear symmetric forms
on polynomial factor algebras. c© 1999 Elsevier Science B.V. All rights reserved.
MSC: 14P25
Let H :Rn!Rn be a smooth mapping, let U Rn be an open bounded subset, and
let @U denote its boundary. We dene J (x) to be the Jacobian of H at x. Suppose
that H−1(0) \ @U = ;.
The topological degree of H with respect to U and the origin, denoted by deg(H;U; 0),
is dened by
deg(H;U; 0) =
X
sgn J (x); where x 2 H−1(y) \ U
and y is a regular value of H lying close to the origin.
The topological degree is one of the most important topological invariants. Any
eective method of computing the degree provides valuable applications. Several au-
thors have been studied this problem [8{10, 15, 17, 19, 20].
Algebraic methods are especially useful today. Modern computer algebra, based on
the theory of Grobner bases, allows to compute several algebraic invariants. So one
may ask whether there is an algebraic invariant which expresses the topological degree?
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The rst armative answer has been given by Eisenbud and Levine [7]. They have
proved the formula which says that the local topological degree is given by the signature
of a symmetric bilinear form (see Theorem 1.1). Other proofs have been given in
[1, 2, 11, 12]. The result by Eisenbud and Levine indicates that the signature is the
right algebraic invariant.
Let H :Rn!Rn; u :Rn!R be polynomial mappings, and let U = fx 2 Rnju(x)> 0g.
If U is bounded and @U\H−1(0) is void then the topological degree of H , with respect
to U and the origin, is dened.
If coordinates of all points of H−1(0) are known then, so as to compute deg(H;U; 0),
one may apply the Eisenbud and Levine Theorem at each point of H−1(0). However
that happens seldom.
If all zeros of H are non-degenerate, i.e. J (p) 6= 0 at all p 2 H−1(0), then H−1(0)
is nite and deg(H;U; 0) = a+ − a−, where
a+ = #fp 2 H−1(0) j u(p) > 0 and J (p) > 0g;
a− = #fp 2 H−1(0) j u(p) > 0 and J (p) < 0g:
So it is enough to compute the number of real points of a discrete variety which lie
within a semialgebraic set.
In that case, one may apply the Trace Formula proved by Pedersen et al. [16] and
Becker and Wormann [3]. They introduce a family of quadratic forms determined by
the algebraic constraints and dened in terms of the trace from the coordinate ring of
the variety, and they show that the signature of these forms are sucient to determine
the number of real points lying within a constraint region (see Section 1 for more
details). In all cases they count points without multiplicities. Hence one cannot apply
this method if there are degenerate zeros.
If #H−1(0) < 1 and there are degenerate zeros, the problem still can be solved
thanks to the theory of bilinear symmetric forms on zero-dimensional Gorenstein rings,
developed by Scheja and Storch [18] and Kunz [13]. (The paper by Becker et al. [2]
presents some of the most important results of this theory.) However, none of these
papers gives the explicit formula for the topological degree. It has been done by  Lecki
and Szafraniec [14], where a sketch of the proof has been given. Cattani et al. [6,
Theorem 5.3] have shown the same formula in the case where H :Rn!Rn is proper
and u  1. The aim of this paper is to give explicit formulas for the topological degree
of polynomial mappings in some important cases.
The paper is organized as follows. In Section 1 we recall the Eisenbud and Levine
Theorem, and we show how to apply the theory by Scheja and Storch and Kunz so as
to get the formula for deg(H;U; 0). Let H = (h1; : : : ; hn), and let A = R[x1; : : : ; xn]=I ,
where I is the ideal generated by h1; : : : ; hn. Suppose that dimRA < 1. We con-
struct a linear form ’T :A!R, and induced bilinear forms T ; 	T on A dened by
T (f; g) = ’T (fg) and 	T (f; g) = T (uf; g). We prove that if 	T is non-degenerate
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then H−1(0) \ @U = ; and
deg(H;U; 0) = 12 (signatureT + signature	T ):
In Section 2 we give a simpler formula for deg(H;U; 0) (mod 2). In Section 3 we prove
a formula for the topological degree of polynomial mappings G :M!Rp+1 − f0g,
where M is a compact algebraic p-manifold. In Section 4 we give a formula for
the linking number of algebraic knots in R3. In Section 5 we introduce a homotopy
invariant (G) 2 Z / 2Z for polynomial mappings G :M!Rp+1 − f0g, where M is a
compact p-dimensional algebraic set, and we show how to compute (G) in terms of
determinants of symmetric matrices.
A part of this paper was written at the Vrije Universiteit in Amsterdam. The author
wants to express his gratitude to Professor Jacek Bochnak for his hospitality during
the stay.
The author is very grateful to the referee for his helpful comments.
1. Topological degree and bilinear forms
Let G :Rn!Rn be a smooth mapping, let W Rn be an open bounded subset, and
let @W denote its boundary. We dene J (x) to be the Jacobian of G at x. Suppose
that G−1(0) \ @W = ;.
The topological degree of G with respect to W and the origin, denoted by deg(G;W; 0),
is dened by
deg(G;W; 0) =
X
sgn J (x); where x 2 G−1(y) \W
and y is a regular value of G lying close to the origin.
Suppose that p is isolated in G−1(0). There is an open ball B centred at p such that
G−1(0)\Closure(B) = fpg. The local topological degree of the mapping G : (Rn; p)!
(Rn; 0), denoted by degp G, is dened by
degp G = deg(G; B; 0):
If G−1(0) \W is nite then
deg(G;W; 0) =
X
degp G; where p 2 G−1(0) \W:
Let K denote either R or C. For p 2 Kn, let OK;p denote the ring of germs at
p of analytic functions Kn!K. Let H = (h1; : : : ; hn) :Rn!Rn and u :Rn!R be
polynomial mappings, let HC :C
n!Cn and uC :Cn!C be their complexications.
Take p 2 H−1(0). Let IR;p denote the ideal in OR;p generated by h1; : : : ; hn, and let
AR;p = OR;p=IR;p. Clearly, AR;p is an R-algebra. It is well known that dimRAR;p <1
if and only if p is isolated in H−1C (0). If that is the case, then the local topological
degree degp H of the mapping (R
n; p)! (Rn; 0) is dened.
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Denote by Jp the residue class of the Jacobian of H in AR;p. The next theorem was
proved by Eisenbud and Levine [7, Theorem 1.2, Corollary 4.5]. Other proofs were
given in [1, 2, 11, 12].
Theorem 1.1 (Eisenbud and Levine Theorem). Assume that dimRAR;p <1. Then
(i) Jp 6= 0 in AR;p;
(ii) for every f 2 OR;p; fJp = f(p)Jp in AR;p;
(iii) if ’ :AR;p!R is an R-linear functional such that ’(Jp) 6= 0; then the bilinear
symmetric form  :AR;p AR;p!R given by (f; g) = ’(fg) is non-degenerate
and
signature = sgn ’(Jp) degp H:
(We recall that the signature of  is the dimension of a maximal subspace of AR;p
on which  is positive denite minus the dimension of that one on which  is negative
denite.)
Let ’ :AR;p!R be an R-linear functional with ’(Jp) > 0: Let  :AR;p!R be
given by  (f) = ’(uf); and let 	 denote the bilinear symmetric form on AR;p given
by 	(f; g) =  (fg) = ’(ufg) = (uf; g):
Corollary 1.2. 	 is non-degenerate if and only if u(p) 6= 0. If that is the case; then
signature	 = sgn u(p) degp H:
Proof. ()) Assume that 	 is non-degenerate. Suppose, contrary to our claim, that
u(p) = 0. Because dimRAR;p < 1, then there is a non-negative integer k such that
uk 6= 0 and uk+1 = 0 in AR;p. For every f 2AR;p we have 	(uk ; f) = ’(uk+1f) = 0,
which contradicts our assumption.
(() Assume that u(p) 6= 0. Hence the residue class of u is invertible in AR;p.
If 0 6= f 2 AR;p then uf 6= 0. Since  is non-degenerate, there is g 2 AR;p with
0 6= (uf; g) = 	(f; g), and that means 	 is non-degenerate.
If that is the case, then  (Jp) =’(uJp) = u(p)’(Jp), and so sgn  (Jp) = sgn u(p) 6= 0.
From Theorem 1.1(iii), signature	 = sgn u(p) degp H:
Take p 2 H−1C (0)−H−1(0). Let IC;p denote the ideal in OC;p generated by germs of
h1; : : : ; hn, and let AC;p = OC;p=IC;p: Clearly, AC;p is an R-algebra, and dimRAC;p =
2 dimCAC;p <1 if and only if p is isolated in H−1C (0). Let Jp denote, as above, the
residue class of the Jacobian of H in AC;p.
Let ’ :AC;p!R be an R-linear functional, and let ; 	 be the bilinear forms on
AC;p dened by (f; g) = ’(fg) and 	(f; g) = (uCf; g).
Proposition 1.3. (i) signature  = signature 	 = 0.
(ii) If 	 is non-degenerate then uC(p) 6= 0.
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(iii) If ’(Jp) 6= 0 then  is non-degenerate. If that is the case and uC(p) 6= 0;
then 	 is non-degenerate too.
Proof. (i) Assume that f 2 AC;p and (f;f) = (f2) > 0: Put g =
p−1f: Then
(g; g) = ’(−f2) < 0: Thus, the dimension of a maximal subspace of AC;p on
which  is positive denite is equal to that one on which  is negative denite.
Hence signature  = 0: Similarly, signature 	 = 0.
(ii) Proof is the same as in the previous Corollary.
(iii) Suppose that ’(Jp) 6= 0: This is known that Jp belongs to any non-zero ideal
of AC;p (see [1, Corollary 5.11.3]). In particular, if 0 6= f 2 AC;p then Jp belongs
to the ideal generated by f, and so there is g 2 AC;p with gf = Jp. Thus  is
non-degenerate. The remainder of the proof is the same as in Corollary 1.2.
Let I denote the ideal in R[x1; : : : ; xn] generated by h1; : : : ; hn, and let A =
R[x1; : : : ; xn]=I . Clearly, A is an R-algebra. From now on we shall assume that
dimRA<1. Hence H−1C (0) is nite. Suppose that H−1C (0) = fp1; : : : ; prg and
H−1(0) = fp1; : : : ; pmg, where m  r. The complex conjugation on H−1C (0) xes
H−1(0), and H−1C (0)− H−1(0) is the union of conjugate points. We may write
H−1C (0)− H−1(0) = fpm+1; pm+1; ; : : : ; pw; pwg;
where w = m + (r − m)=2: The natural projection
 :A!
mY
i=1
AR;pi 
wY
i=m+1
AC;pi
is an isomorphism of R-algebras.
For x = (x1; : : : ; xn); y = (y1; : : : ; yn), and 1  i; j  n dene
Tij(x; y) =
hi(y1; : : : ; yj−1; xj; : : : ; xn)− hi(y1; : : : ; yj; xj+1; : : : ; xn)
xj − yj :
It is easy to see that each Tij extends to a polynomial, thus we may assume that
Tij 2 R[x; y] = R[x1; : : : ; xn; y1; : : : ; yn]:
There is the natural projection R[x; y]!A⊗A given by
x11    xnn y11   ynn 7! x11    xnn ⊗ y11   ynn :
Let T denote the image of det[Tij(x; y)] in A⊗A.
Put d = dimRA. Assume that e1; : : : ; ed form a basis in A. So dimRA⊗A = d2
and ei⊗ ej, for 1  i; j  d, form a basis in A⊗A. Hence there are tij 2 R such that
T =
dX
i; j=1
tijei ⊗ ej =
dX
i=1
ei ⊗ e^i ;
where e^i =
Pd
j=1 tijej:
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According to [5, 13, 18] or [2, Theorem 3.2], e^1; : : : ; e^d form a basis in A: So there
are A1; : : : ; Ad 2 R such that
1 = A1e^1 +   +Ade^d in A:
Denition. For f = a1e1 +   + aded 2A dene ’T (f) = a1A1 +   + adAd: Hence,
’T :A!R is a linear functional.
For 1  i  w let
Jpi = 
−1(0     J pi      0) 2A:
Thus Jpi 6= 0 in A.
The next theorem has been proved in [5, 13, 18] and [2, Proposition 3.9].
Theorem 1.4. ’T ( Jpi) > 0 for each 1  i  w:
Let T ;	T be the bilinear forms on A given by T (f; g) = ’T (fg), 	T (f; g) =
T (uf; g): Denote U = fx 2 Rn j u(x) > 0g. A is isomorphic to the product of cor-
responding local algebras. As consequence of above results we get
Theorem 1.5. (i) T is non-degenerate and
P
degp H = signature T ; where p 2
H−1(0):
(ii) 	T is non-degenerate if and only if uC does not vanish at each point of
H−1C (0). If that is the case; then @U \ H−1(0) u−1C (0) \ H−1C (0) = ; and so; if U
is bounded then the topological degree deg(H;U; 0) is dened.
(iii)
P
sgn u(p) degp H = signature	T ; where p 2 H−1(0).
(iv)
P
degp H = (signatureT + signature	T )=2; where p 2 H−1(0) \ U .
In particular; if U is bounded then deg(H;U; 0) is given by the above formula.
If all zeros of H are non-degenerate, one may compute the topological degree
using the Trace Formula. For a 2 A, let La :A!A denote the linear endomor-
phism La(f) = af, and let tr(a) = traceLa. This way the linear mapping tr :A!R is
dened. For a polynomial w :Rn!R, dene a bilinear form w on A by w(f; g) =
tr(wfg). The Trace Formula (see [3, 16]) says:
(i) signaturew = #fp 2 H−1(0) j w(p) > 0g − #fp 2 H−1(0) j w(p) < 0g;
(ii) if w is non-degenerate then all zeros of H are non-degenerate, i.e. J 6= 0 on
H−1(0), and H−1(0) \ w−1(0) = ;. In particular, #H−1(0) = signature 1.
For ;  2 f+;−g set
a; = #fp 2 H−1(0) j sgn u(p) = 1 and sgn J (p) = 1g:
Take the bilinear forms 1; u; J ; uJ . Suppose that u is non-degenerate. Then all
zeros of H are non-degenerate, and H−1(0) \ u−1(0) = ;. The numbers a++; : : : ; a−−
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satisfy:
a++ + a+− + a−+ + a−− = #H−1(0) = signature1;
a++ + a+− − a−+ − a−− = signatureu;
a++ − a+− + a−+ − a−− = signatureJ ;
a++ − a+− − a−+ + a−− = signatureuJ :
Clearly, deg(H;U; 0) = a++ − a+−, hence signatures of 1; u; J ; uJ determine
the degree. If there are degenerate zeros then this method will fail. This explains
why the formula presented in Theorem 1.5 is better. It may be used when there are
degenerate zeros, and it requires to compute signatures of only two forms.
2. Topological degree (mod 2)
If either dimRA is large or polynomials h1; : : : ; hn; u consisit of many monomials,
then presented above method may be hard to implement. This is why in this Section
we show a more easy method of computing deg(H;U; 0) (mod 2).
Let ’ :A!R be a linear functional,  and 	 be the bilinear symmetric forms on
A given by (f; g) = ’(fg) and 	(f; g) = (uf; g).
Lemma 2.1. Suppose that 	 is non-degenerate. Then
(i) uC(p) 6= 0 for every p 2 H−1C (0);
(ii)  is non-degenerate;
(iii) ’( Jp) 6= 0 and ’(u Jp) = u(p)’( Jp) 6= 0 for p 2 H−1(0):
Proof. (i) follows from Corollary 1.2 and Proposition 1.3. Since 	 is non-degenerate,
dimR uA = dimRA, and then u is invertible in A. Thus  is non-degenerate.
From Theorem 1.1(ii), JpA = R Jp for p 2 H−1(0). Suppose, contrary to our claim,
that ’( Jp) = 0. Hence ( Jp;A)  0, which contradicts (ii). Moreover, u Jp = u(p) Jp
and u(p) 6= 0. So ’(u Jp) = u(p)’( Jp) 6= 0:
From the Eisenbud and Levine Theorem 1.1, Corollary 1.2 and Proposition 1.3(i)
we get
Lemma 2.2. Suppose that 	 is non-degenerate. Then
(i) signature =
P
sgn ’( Jp) degp H; where p 2 H−1(0);
(ii) signature	 =
P
sgn (u(p)’( Jp)) degp H; where p 2 H−1(0):
Let det[] (resp. det[	]) denote the determinant of the matrix of  (resp. 	), with
respect to some basis of A. The sign of these determinants does not depend on the
choice of a basis.
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Theorem 2.3. Suppose that det[	] 6= 0. Then @U \ H−1(0) u−1(0) \ H−1(0) = ;;
det[] 6= 0; andX
degp H  dimRA+ 1 + (sgn det[] + sgn det[	])=2 (mod 2);
where p 2 H−1(0) \ U . In particular; if U is bounded then deg(H;U; 0) (mod 2) is
dened and given by the above formula.
Proof. From Lemma 2.1(i), (ii), u−1(0) \ H−1(0) = ; and det[] 6= 0.
It is easy to see
signature  dimRA+ 1− sgn det[] (mod 4);
signature	  dimRA+ 1− sgn det[	] (mod 4):
From Lemmas 2.1(iii) and 2.2, ’( Jp) 6= 0 andX
degp H 
X
sgn’( Jp) degp(H) = (signature + signature	)=2
 dimRA+ 1 + (sgn det[] + sgn det[	])=2 (mod 2):
The assumption that det[	] 6= 0 is necessary. Let H = u = 1 + x2 :R!R. Then
dimRA = 2, and monomials 1; x form its basis. Since u = 0 in A, 	 = 0 for any
’. Suppose that ’(1) = a and ’(x) = b. Then the matrix of  is"
a b
b −a
#
:
In particular, det[]  0. Thus 0 = 2Pp2U degp H 6 2 dimRA+2−sgn det[] (mod
4) for any ’.
3. Topological degree on manifolds
Let F = (f1; : : : ; fk) :Rn!Rk ; k < n; be a polynomial mapping such that 0 2 Rk
is a regular value of F . Then M = F−1(0) is a smooth (n − k)-manifold. Take
p 2 M: We shall say that vectors vk+1; : : : ; vn 2 TpM are well oriented if vectors
rf1(p); : : : ;rfk(p); vk+1; : : : ; vn are well oriented in Rn. (Here rf denotes the gradient
(@f=@x1; : : : ; @f=@xn):) This way M is an oriented (n− k)-manifold.
Let gk+1; : : : ; gn; gn+1 :Rn!R be polynomials; and let g :M!Rn−k denote the map
M 3 x 7! (gk+1(x); : : : ; gn(x)) 2 Rn−k : Let H = (f1; ; : : : ; fk ; gk+1; ; : : : ; gn) :Rn!Rn.
Using the concept of the Gram determinant the reader may check
Lemma 3.1. For every p 2 M; sgn det[dg(p)] = sgn det[dH (p)]; where dg; dH
are derivatives.
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Lemma 3.2. p 2 M is isolated in g−1(g(p)) if and only if p is isolated in H−1(H (p)).
If that is the case; then
degp g = degp H:
Proof. The rst equivalence is obvious. Suppose that y 2 Rn−k is a regular value of g
close to g(p). Then (0; y) 2 Rk  Rn−k = Rn is a regular value of H close to H (p).
Hence,
degp g =
X
sgn det[dg(x)] =
X
sgn det[dH (x)] = degp H;
where all x 2 g−1(y) = H−1(y) lie close to p:
Let G :M!Rn−k+1 be the mapping given by M 3 x 7! (gk+1(x); : : : ; gn+1(x)) 2
Rn−k+1. Let
A = R[x1; : : : ; xn]=(f1; : : : ; fk ; gk+1; : : : ; gn):
Let ’ :A!R be a linear form, and let 	 be the symmetric bilinear form on A
given by 	(f; g) = ’(gn+1fg). We have:
Lemma 3.3. If dimRA<1 and the form 	 is non-degenerate; then G−1(0) = ;.
Proof. Since dimRA<1, H−1C (0) is nite. From Corollary 1.2 and Proposition 1.3
we deduce that gn+1 does not vanish at any point in H−1C (0). In particular, G
−1(0) =
H−1(0) \ fgn+1 = 0g is void.
From now on we shall suppose that the assumptions of the above lemma hold, and
M is compact. The topological degree of the mapping G :M!Rn−k+1−f0g, denoted
by deg(G;M; 0), is dened to be the topological degree of
M 3 x 7! G(x)= k G(x) k2 Sn−k :
Let l = f(yk+1; : : : ; yn+1) 2 Rn−k+1 j yk+1 =    =yn = 0; yn+1 > 0g. Since
dimRA<1, G−1(l+ [ l−) = H−1(0) is nite.
Let Sn−k+ = fy 2 Sn−k j yn+1 > 0g. Then ((−1)n−kyk+1; yk+2; : : : ; yn) is a well
oriented coordinate system on Sn−k+ , and y = (0; : : : ; 0; 1) 2 Sn−k \ l+ corresponds to
the origin in these coordinates. If p 2 (G= k G k)−1( y) = G−1(l+) and x 2 M lies
close to p, then G(x)= k G(x) k has coordinates
((−1)n−kgk+1(x); : : : ; gn(x))= k G(x) k :
Since G−1(l+) is nite, the local topological degree of G= k G k : (M;p)! (Sn−k ; y)
at p is dened, and equals (−1)n−k -times the local topological degree of the mapping
(gk+1; : : : ; gn) : (M;p)! (Rn−k ; 0).
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Applying the same arguments to points in G−1(l−) we get
Lemma 3.4. Suppose that p 2 G−1(l). Let gp denote the germ (gk+1; : : : ; gn) : (M;p)
! (Rn−k ; 0). Then p is isolated in g−1p (0); the local topological degree degp gp is
dened; and
degp(G= k G k) = (−1)n−ksgn gn+1(p) degp gp:
Since deg(G;M; 0)=
P
degp(G= k G k), where either p2G−1(l+) or p2G−1(l−),
we get
Proposition 3.5. Suppose that M is compact and the assumptions of Lemma 3:3 hold.
Then H−1(0) = G−1(l+ [ l−) is nite; and
deg(G;M; 0) = 12 (−1)n−k
X
sgn gn+1(p) degp gp; where p 2 H−1(0):
Let ’T be the linear functional dened in the same way as in the previous section,
and let 	T denote the bilinear symmetric form on A given by 	T (f; g) = ’T (gn+1fg).
From Theorem 1.5(iii), Lemma 3.2, and the above results we get:
Theorem 3.6. Assume that M is compact; dimRA<1; and 	T is non-degenerate.
Then G−1(0) = H−1(0) \ fgn+1 = 0g is void; and
deg(G;M; 0) =
1
2
(−1)n−ksignature	T :
Example 1. Let M = f(x1; x2)2R2 j x21+x22 = 16g; and let G(x1; x2) = (x1−x2; x1x22−1):
Hence x1 = x2 and x21 = 8 in A. So monomials e1 = 1 and e2 = x1 form a basis in
A. One can check that
T11 = x1 + y1; T12 = x2 + y2;
T21 = 1; T22 = −1:
So T = −x1−y1− x2−y2 = −2x1−2y1 = e1⊗ (−2y1) + e2⊗ (−2) in A⊗A. Hence
e^1 = −2x1 and e^2 = −2. Clearly,
1 = 0e^1 +
(− 12 e^2 in A;
so A1 = 0; A2 = −1=2: If f = a1 + a2x1 = a1e1 + a2e2 2 A, then ’T (f) = −a2=2
and 	T (fg) = ’T ((x1x22 − 1)fg) = ’T ((8x1 − 1)fg). One may check that the matrix
of 	T is"
−4 + 12
+ 12 −32
#
;
so signature	T = −2, and deg(G;M; 0) = 1.
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4. Linking number for knots
There are several important topological invariants which can be expressed as topo-
logical degree. In this section we shall show how to compute the linking number for
algebraic knots in R3 or S3. The reader may apply similar methods in order to compute
other invariants.
Let M1; M2R3 be knots, i.e. compact oriented disjoint one-dimensional manifolds
without boundary. The linking number Lk(M1; M2) is dened as the topological degree
of the mapping M1M2!R3−f0g given by (m1; m2) 7! m1−m2. If M1; M2 S3 and
p 62 M1 [M2, then the stereographic projection p : S3 − fpg!R3 is a biregular iso-
morphism [4, Proposition 3.5.1], so we can dene Lk(M1; M2) as Lk(p(M1); p(M2)).
Take f1; : : : ; f4 2 R[x1; x2; x3]. Put M1 = fx 2 R3 j f1(x) = f2(x) = 0g and M2 =
fx 2 R3 j f3(x) = f4(x) = 0g. Usually it is easy to see that M1; M2 are compact. One
may use the result proved in [21, Theorem 5.5] to verify, starting from the equations,
that M1 and M2 are smooth one-dimensional manifolds. From now on we shall sup-
pose that M1; M2 are smooth compact one-dimensional manifolds, and we call them
algebraic knots.
The product M1 M2R6 is dened by four equations:
fi(x1; x2; x3) = 0 for i = 1; 2;
fi(x4; x5; x6) = 0 for i = 3; 4:
The mapping (m1; m2) 7! m1 − m2 is represented by G = (x1 − x4; x2 − x5; x3 − x6) :
R6!R3.
The algebra A is isomorphic to A0 = R[x1; x2; x3; x6]=I 0, where I 0 is the ideal gene-
rated by f1(x1; x2; x3), f2(x1; x2; x3), f3(x1; x2; x6), f4(x1; x2; x6). One can check that T 2
A corresponds to T 0 = det[T 0ij] 2A0 ⊗A0, 1  i; j  4, where
T 014 = T
0
24 = T
0
33 = T
0
43 = 0;
T 0ij = Tij; for i = 1; 2 and j = 1; 2; 3;
T 0i1 =
fi(x1; x2; x6)− fi(y1; x2; x6)
x1 − y1 ; T
0
i2 =
fi(y1; x2; x6)− fi(y1; y2; x6)
x2 − y2 ;
T 0i4 =
fi(y1; y2; x6)− fi(y1; y2; y6)
x6 − y6 for i = 3; 4:
If e1; : : : ; ed is a basis in A0, then there is another basis e^1; : : : ; e^d with T 0 =
e1 ⊗ e^1 +   + ed ⊗ e^d in A0 ⊗A0. The same way as in the previous section one
can dene the linear functional ’T 0 :A0!R and the bilinear symmetric form 	T 0 on
A0 by 	T 0(f; g) = ’T 0((x3 − x6)fg). Thus we get
Theorem 4.1. Suppose that M1; M2R3 are algebraic knots; dimRA0 <1; and 	T 0
is non-degenerate. Then
Lk(M1; M2) = 12 signature	T 0 :
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Example 2. Take f1 = x1; f2 = x22 + x
2
3 − 1, and f3 = x3; f4 = x21 + x22 − 2x2. Then
A0 = R[x1; x2; x3; x6]=(x1; x22 + x
2
3 − 1; x6; x21 + x22 − 2x2):
Hence x1 = x6 = 0; x22 = 2x2, and x
2
3 = 1− x22 = 1− 2x2 in A0. It is easy to see that
e1 = 1, e2 = x2; e3 = x3, and e4 = x2x3 form a basis in A0. One can check that
T 0 = det
2
66664
1 0 0 0
0 x2 + y2 x3 + y3 0
0 0 0 1
x1 + y1 x2 + y2 − 2 0 0
3
77775 = (x3 + y3) (x2 + y2 − 2)
= e1 ⊗ (y2y3 − 2y3) + e2 ⊗ y3 + e3 ⊗ (y2 − 2) + e4 ⊗ 1:
Thus e^1 = x2x3 − 2x3; e^2 = x3; e^3 = x2 − 2 and e^4 = 1. Put A1 = A2 = A3 = 0 and
A4 = 1. Then 1 = A1e^1 +   +A4e^4. Hence, if f = a1 + a2x2 + a3x3 + a4x2x3 2 A0
then ’T 0(f) = a4. Then 	T 0(f; g) = ’T 0((x3 − x6)fg) = ’T 0(x3fg). One can check
that the matrix of 	T 0 is2
66664
0 1 0 0
1 2 0 0
0 0 −2 −3
0 0 −3 −6
3
77775 :
So signature	T 0 = −2, and then Lk(M1; M2) = −1.
5. Topological degree (mod 2) on varieties
In Section 3 we have shown how to compute the topological degree of mappings on
an algebraic manifold. However, it may happen that the domain is not smooth. In this
section we introduce a homotopy invariant, similar to the topological degree (mod 2),
for polynomial mappings on algebraic varieties which are not necessarily smooth, and
we show how to compute it eectively.
Let F = (f1; : : : ; fk) :Rn!Rk be polynomials, and let M = F−1(0): From now on
we shall suppose that M is compact and dim M  n−k. For any irreducible component
Mi of M there is an algebraic subset Sing (Mi)M such that dim Sing (Mi) < n− k,
Mi − Sing (Mi) is either an (n − k)-manifold or void, and Mi − Sing (Mi) does not
intersect any other irreducible component of M .
Suppose that Mi−Sing(Mi) is non-void. For p 2 Mi−Sing (Mi) and any k-hyperplane
N transversal to Mi at p, one can dene the map germ FN = F j N : (N;p)! (Rk ; 0).
It is easy to see that the local topological degree of FN at p is well dened (mod 2)
and does not depend on N . We shall denote it by m(p) 2 Z / 2Z:
There are proper algebraic sets iMi and M of dimension < n − k, such
that m(p) is the same for all p 2 Mi − i and m(p) is constant on each connected
component of M − . We may assume that iSing (Mi) and Sing (M):
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Denition. Suppose that dim Mi = n − k, so that Mi−Sing(Mi) is non-void. Dene
m(Mi) to be m(p), where p 2 Mi−i. We shall say that Mi is an essential irreducible
component if m(Mi)  1 (mod 2). Let M 0 be the union of essential components.
If p 2 M 0 −  then m(p)  1, if p 2 M −  [ M 0 then m(p)  0. Moreover,
if rank [dF] = k on a dense subset of M then each irreducible component of M is
essential.
M 0 is an (n−k)-dimensional algebraic set. It is known [4, Proposition 11.3.1] that one
may nd a semialgebraic triangulation of M 0, and the sum of all (n− k)-simplexes of
M 0 is a cycle representing non-zero element in the homology group Hn−k(M 0;Z / 2Z):
This element does not depend on the triangulation. It is called the fundamental class
of M 0 and denoted by [M 0]: If M 0 is empty then we put [M 0] = 0:
We have an exact sequence
: : : !Hn−k+1(M;M 0;Z / 2Z)!Hn−k(M 0;Z / 2Z)!Hn−k(M;Z / 2Z)! : : : :
Since dim M  n− k, Hn−k+1(M;M 0;Z / 2Z) = 0. Thus if M 0 is not empty then [M 0]
represents a non-zero element in Hn−k(M;Z / 2Z):
Let gk+1; : : : ; gn+1 :Rn!R be continuous mappings, and let G :M!Rn−k+1 by
given by
M 3 x 7! (gk+1(x); : : : ; gn+1(x)) 2 Rn−k+1:
If 0 62 G(M) then G = G= k G k :M! Sn−k is continuous. Let G :Hn−k(M;Z / 2Z)
!Hn−k(Sn−k ;Z / 2Z) denote the induced homomorphism. Let [Sn−k ] 2
Hn−k(Sn−k ; Z / 2Z) denote the fundamental class of Sn−k .
Denition. There is  = (G) 2 Z / 2Z such that G[M 0] = [Sn−k ]: Of course, (G)
is a homotopy invariant of continuous mappings M!Rn−k+1 − f0g:
If G is smooth and y 2 Sn−k− G(Sing (M)) is a regular value of G on M−Sing (M),
then (G) = # G
−1
(y) \M 0 (mod 2):
In the remainder of this section we shall show how to compute (G) for polynomial
mappings. From now on we assume that gk+1; : : : ; gn+1 are polynomials.
Let g = (gk+1; : : : ; gn) :M!Rn−k and H = (f1; : : : ; gn) :Rn!Rn denote the same
mappings as in Section 3. If p is isolated in H−1(H (p)) then degp H will denote the
local topological degree of the map-germ H : (Rn; p)! (Rn; H (p)):
Lemma 5.1. Let p 2 M − Sing(M): Assume that p is a regular point of g. Then p
is isolated in H−1(H (p)) and
m(p)  degp H (mod 2):
Proof. There is a system of coordinates (y1; : : : ; yn) near p, such that yi = gi for
i = k + 1; : : : ; n: In these coordinates, N = (yk+1; : : : ; yn)−1(g(p)) is a k-hyperplane
transversal to M at p, and H (y) = (f1(y); : : : ; fk(y); yk+1; : : : ; yn): A point z 2 Rk ,
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close to the origin, is a regular value of FN if and only if (z; g(p)) 2 Rk Rn−k = Rn
is a regular value of H . Then
m(p) 
X
#F−1N (z) \ V =
X
#H−1(z; g(p)) \ V  degp H (mod 2);
where V is a small neighbourhood of p:
Lemma 5.2. Suppose that p is isolated in H−1(0); so that p 2 M and g(p) = 0:
Then; for every small open neighbourhood V of p; if z 2 Rn−k − g( Sing (M)) is a
regular value of g on M − Sing (M) lying close to the origin then
degp H  #g−1(z) \M 0 \ V (mod 2):
Proof. If z is suciently close to the origin in Rn−k then (0; z) lies close to the origin
in Rk  Rn−k = Rn. Since z is a regular value of g on M − Sing (M), g−1(z) =
H−1((0; z)) is nite and each x 2 g−1(z) is a regular point of g. Then degp H =P
degx H; where x 2 g−1(z)\V . From Lemma 5.1, degx H  m(x), and so degx H  1
if x 2 M 0 and degx H  0 in the other case. HenceX
degx H  #g−1(z) \M 0 \ V (mod 2):
Proposition 5.3. Suppose that H−1(0) is nite. Then
(G) 
X
degp H (mod 2);
where p 2 H−1(0) \ fgn+1 > 0g:
Proof. x 2 g−1(0) if and only if G(x) = (0; : : : ; 0; sgn gn+1(x)). It is easy to see that
there is a homotopy Gt :M! Sn−k such that G0 = G, and G1(x) = (g(x); g0n+1(x)) if x
is close to g−1(0), where g0n+1(x) = sgn gn+1(x) for x 2 g−1(0). Since (G) = (G1),
it is enough to prove the congruence for G1:
Since dim Sing (M) < n − k; Sn−k − G1(Sing (M)) is open and dense in Sn−k .
Take y = (0; : : : ; 0; 1) 2 Sn−k : Thus, G−11 ( y) = M \ fg = 0g \ fg0n+1 = 1g =
H−1(0) \ fgn+1 > 0g: Of course, y 2 Sn−k+ and so (yk+1; : : : ; yn) is a coordinate
system near y: If z 2 Rn−k − g(Sing (M)) is a regular value of g on M − Sing (M),
close to 0, then (z;
p
1− k z k2) in Sn−k+ is a regular value of G1 close to y. Thus,
(G1)  #g−1(z) \M 0 \ fg0n+1 > 0g (mod 2):
Since sgn g0n+1 = sgn gn+1 near g
−1(0);
(G1)  #g−1(z) \M 0 \ fgn+1 > 0g (mod 2):
If z is suciently close to the origin then points in g−1(z) \ M \ fgn+1 > 0g =
H−1(0; z) \ fgn+1 > 0g lie close to H−1(0) \ fgn+1 > 0g: (It is worth to notice that
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H−1(0) \ fgn+1 = 0g = G−1(0) = ;.) From Lemma 5.2,
#g−1(z) \M 0 \ fgn+1 > 0g 
X
degp H (mod 2);
where p 2 H−1(0) \ fgn+1 > 0g:
Proposition 5.4. If 0 2 Rk is a regular value of F; so that M is a smooth compact
(n− k)-manifold; and H−1(0) is nite then (G)  deg(G;M; 0) (mod 2):
Proof. We have deg(G;M; 0) =
P
degp( G); where p2 G
−1
( y) =H−1(0)\fgn+1 > 0g:
From Lemmas 3.2 and 3.4, we get deg(G;M; 0)  P degp H (mod 2). The proof is
completed by appying Proposition 5.3.
Set A = R[x1; : : : ; xn]=(f1; : : : ; gn). Let ’ :A!R be a linear functional, let  and
	 be the bilinear symmetric forms on A given by (f; g) = ’(fg) and 	(f; g) =
(gn+1f; g):
Let det[] (resp. det[	]) denote the determinant of the matrix of  (resp. 	), with
respect to some basis of A. From Proposition 5.3 and Theorem 2.3 we get:
Theorem 5.5. Suppose that M is compact; dim M  n−k; dimRA<1; and det[	] 6= 0.
Then
(i) G :M!Rn−k+1 − f0g;
(ii) det[] 6= 0;
(iii) (G)  dimRA+ 1 + (sgn det[] + sgn det[	])=2 (mod 2):
Example 3. Let M = f(x1; x2) 2 R2 j x22 + x41 − 4x21 = 0g and G(x1; x2) = (x2; x1 − 1).
Then A = R[x1; x2]=(x22 +x
4
1−4x21 ; x2). Hence x2 = 0 and x41 = 4x21 in A. So monomials
1; x1; x21 ; x
3
1 form a basis in A. Dene ’ :A!R by
’(a1 + a2x1 + a3x21 + a4x
3
1) = a4:
One can check that the matrix of  is2
66664
0 0 0 1
0 0 1 0
0 1 0 4
1 0 4 0
3
77775 :
Then det[] = +1. Since 	(f; g) = ’((x1 − 1)fg), the matrix of 	 is2
66664
0 0 1 −1
0 1 −1 4
1 −1 4 −4
−1 4 −4 16
3
77775 :
Then det[	] = −3. From Theorem 5.5, (G)  1 (mod 2).
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It makes sense to apply Theorem 5.5 even in the case of smooth M . According to
Proposition 5.4, the method presented in this section provides an easy way to compute
deg(G;M; 0) (mod 2), because one may take an almost arbitrary linear form ’ instead
of the form ’T , which may be hard to nd when dimRA is large.
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