report (CODATA, 1973) (Taylor, Parker, and Langenberg, 1969; Cohen and Taylor, 1973 (Cohen, 1984) . Since few experimental results will be based on as many as 50 effective degrees of freedom, the assigned uncertainties are rarely reliable to better than 10%. Furthermore, it is difficult to detect the presence of systematic errors that are less than approximately one tenth of the final uncertainty, and it is hardly significant to introduce into the analysis data that will shift the result by an amount smaller than the uncertainty due to the effect of possible undetected systematic errors. Therefore, one ought not include a datum whose weight is less than a few percent of the weight of other data measuring the same quantity or of the weight of an indirect value deduced from other data in the input set. The general rule has therefore been adopted that a measurement will not be included in the analysis if its assigned uncertainty is more than four times the uncertainty (and whose weight is therefore less than approximately 0.06 times the weight) of some other measurement or indirect evaluation of the same quantity.
The least-squares approach to the analysis of the fundamental constants has been described in greater detail in previous reviews (Cohen, Crowe, and DuMond, 1957; Taylor, Parker, and Langenberg, 1969; Cohen and Taylor, 1973) . In brief, each experimental result represents a constraint on the values of a set of physical quantities, expressed as an algebraic relationship among the auxiliary constants and the unknowns. Therefore, in analyzing the input data we have considered not only the usual least-squares algorithm, but also the algorithm proposed by Tuninskii and Kholin (1975) of the Mendeleev Institute of Metrology in Leningrad (&NIIM) (Tarbeyev, 1984) , as well as a modification of it suggested by Taylor (1982) , and the extended least-squares algorithms described by Cohen (1976 Cohen ( , 1978 Cohen ( , 1980 Cohen ( , 1984 (Cohen, 1953; Cohen, Crowe, and DuMond, 1957 Graff et al. (1980) , m~/m, =1836.1527(11).
A reevaluation of the data of Wineland et al. (1983) (Bailey et al. , 1979) .
Electron and nuclear magnetic moment ratios
The ratio p, /p~i s obtained from the g factor measurements in hydrogen of Winkler et al. (1972) (Hansch et al. , 1974; Goldsmith et al. , 1979) and those at Yale (Amin et al. , 1981 (Amin et al. , , 1984 Lichten, 1985) reevaluated on the basis of the new definition of the meter (including the specifications for the operating conditions of the lasers that provide its realization) and a revision of Erickson s spectroscopic energylevel calculations (Erickson, 1977 (Erickson, , 1983 is quoted as having a precision poorer by a factor of 6 than the Yale datum. Thus, if it were to be included it would make no significant contribution to the final result.
g factor for the free electron and muon
The g factor for the free electron, g, =2p, /pB =2(1+a,) where p, is the magnetic moment of the electron, pB is the Bohr magneton, and a, is the electron magnetic moment anomaly, contributes to the adjustment in two ways: as an input variable, a"from which a value of the fine-structure constant may be derived; and as a fixed auxiliary constant, g, . The value in Table I for g, is the one most recently reported by van Dyck, Schwinberg, and Dehmelt (1984) at the University of Washington from measurements on a single electron stored in a Pen-' ning trap cooled to 4.2 K. The uncertainty assigned to this value has been increased from the value 4& 10 ' of the experiment itself to take account of possible theoretically estimated shifts in the cyclotron orbits arising from the finite geometry of the apparatus (Brown et al. , 1985; van Dyck, 1985) .
The g factor for the free. muon, g& (Lambe, 1959 (Lambe, , 1968 The neutron magnetic moment is based on the measurement by Greene et al. (1979) , of the ratio of the NMR frequency for free neutrons to that of protons in a cylindrical sample of pure water at 22 C. Their result, corrected to standard conditions (spherical sample at 25 C), becomes co"/cop --p"/pp --0.68499693 (16) Lampard, 1956; Lampard, 1957; van der Pauw, 1958 ) has been used not only at CSIRO where it was developed, but in several other national laboratories as well. The measurement constitutes a determination of the permittivity of vacuum co in units that are related to the laboratory-maintained ohm. Since eo --I /poc is exactly defined in terms of the SI ohm, this allows a direct calibration of the laboratory unit in terms of SI.
The five measurements of the ohm (item 1.1: Thompson, 1968 ; item 1.2: Cutkosky, 1974 ; item 1.3: Igarashi et aI. , 1968 Igarashi et aI. , , 1978 Igarashi, 1983 Igarashi, , 1984 ; item 1.4: Dahake et al. , 1983 ; item 1.5: Jones and Kibble, 1985) (Taylor, 1985) .
Because p~/pN=(p"'/pz) (m~/m, ) (Vigoureux and Dupuy, 1973, 1980) and the VNIIM measurement (item 5.5) (Studentsov, Khorev, and Shifrin, 1981) are significantly lower than the NIM measurement (item 5.3) (Chiao, Liu, and Shen, 1980) , the NBS measurement (item 5.4) (Williams and Olsen, 1979 ) and the AS MW measurement (item 5.6) (Schlesok and Forkert, 1985 Sepetyi, 1962, 1966) The first direct measurement of an atomic lattice spacing in terms of a known optical wavelength was carried out at NBS (Deslattes et al. , 1974 (Deslattes et al. , , 1976 using the xray -optical interferometer (XROI) (item 7.1). The NBS value for silicon d22O is, however, inconsistent with the later measurement at PTB (item 7.2) using a somewhat different realization of the same concept (Becker et al. , 1981; Becker and Siegert, 1984; Seyfried, 1985) . The two results differ by more than 7 times the uncertainty of their difference, so that it is unjustified to keep both of them in the same adjustment. Additional measurements at PTB (Becker, Seyfried, and Siegert, 1982; Siegert, Becker, and Seyfried, 1984) (Deslattes and Henins, 1984) . The 0.23 ppm uncertainty implied by this limit of error is the major contributor to the uncertainty assigned to the PTB determination, although it actually applies not to the PTB measurement itself but to the precision with which the result can be related to the NBS silicon molar volume determination (see below).
Deslattes has indicated (Deslattes, 1985) (Deslattes, 1980a (Deslattes, , 1980b . The NBS value is based on determinations of the isotopic composition (Barnes et al. , 1975; Ku, 1983) and density of pure Si single crystals (Bowman, Schoonover, and Carroll, 1974a , 1974b (Kinoshita and Lindquist, 1981a , 1981b The two measurements of the fine-structure constant differ in a priori assigned weights by a factor of 85. Although the He fine-structure result is not in disagreement (within its stated uncertainty) with the anomalous electron moment value, the latter carries so much more weight that little is gained by including the former, and it is therefore justified to give this datum no further consideration in the analysis.
Type Muon magnetic moment
The ratio of the magnetic moment of the muon to that of the proton p&/p~h as been determined from the hyperfine structure of muonium (p+e ) in a magnetic field by Mariam (1981; Mariam et al. , 1982 ) (item 11.1) and from the precession frequency measurements of muons stopped in liquid bromine targets by Klempt et al. (1982) (Colclough, 1979 (Colclough, , 1984a Colclough, Quinn, and Chandler, 1979 This represents a significant increase in precision over the Blevin and Brown (1971) Pontikis (1970 Pontikis ( , 1971 , Pontikis (1972) , Sagitov et al. (1979) and Karagioz et al. (1976 Karagioz et al. ( , 1981 0.00 more severe in its expansion of the uncertainties of the data for set (a). For item 5.2 s; is increased by a factor of 6.35, and for item 7.1, s; is increased by a factor of 9.91. Except for item 5.5, whose uncertainty is increased by a factor 2.73, no other uncertainty is increased by a factor larger than 1.8. Since the muonium hfs result is consistent with the other data, the algorithm actually reduces its uncertainty.
This datum has a relatively low input weight because of the introduction of an allowance for uncalculated terms in the theoretical expression used in its evaluation.
The good agreement may be taken as evidence that the estiinate of uncalculated terms was realistic but slightly pessimistic, and that the total uncertainty could be reduced from 0.14 ppm to 0.11 ppm. This 0.11 ppm is still more than three times the experimental uncertainty, and corresponds to assigning 0.8 kHz instead of 1 kHz to the theoretical estimated limit of error. Since the choice of 1 kHz was to some extent an accident of our number system, the "corrected" estimate cannot be considered to be any less realistic than the original estimate. Algorithm ELS1 reduces the value of X for data set (a) to 50.7 with a Birge ratio R~--1.24. This still is indicative of discrepant data; the probability that X would be as large as this is only 0.025. The discrepancies in set (a) were anticipated and three data were identified as inappropriate for inclusion in the final adjustment: item 5. None of the direct ampere determinations (items 2.1 -2.6) contributes more than 0.5% (and all six, less than 1.3%) of the weight of the adjusted value of the ampere, a value defined more precisely from the ratio of the low-field to the high-field y~m easurements, or from ohm and volt realizations. The ohm, in turn, is only partially defined by the calculable capacitor data; equally as much weight is attached to the indirect" value of the ohm resulting from the combination of the quantized Hall resistance and the implied value of the fine-structure constant -both the direct value of item 10.1 and the indirectly deduced value from such relationships as Eq. The low-weight data -items 2.1 -2.6, item 3.1; items 5.1, 5.3, and 5.6, and item 6.1 -none of which contribute more than -"as much as another direct or indirect determination of the same quantity, may be omitted without greatly affecting the results [ Table V , data sets (c), (d) , and (e)]. In addition to these eleven deletions, the relatively low weight and somewhat discrepant ASM& high-field y~d etermination (item 6.4) is also eliminated. The remain'ing 22 data items (58% of the original inventory) make up data set (e). The standard least-squares procedure gives 7 =17.09 for these data, with 17 degrees of freedom. Since the value of P is only slightly greater than v, there is very little difference among the results produced using different algorithms.
This can be seen quantitatively in Table V , where there are no significant differences except for ELS1. Because the weight of each input datum is adjusted in ELS1 based on its own deviation from the consensus value, the total reduction of 7 is larger than using algorithm ELS2, and 7 is reduced to an adjusted value of 15.16.
IV. RECOMMENDED VALUES AND DlSCUSSION
In this section we present the 1986 CODATA Recom- (Taylor, Parker, and Langenberg, 1969; Cohen and Taylor, 1973) and will not be repeated here. The x-ray data in Table VIII are based on the measurements of Deslattes and Henins (1973) and Kessler, Deslattes, and Henins (1979) who determined the ratios of the wavelengths to the d220 spacing in Si.
Because the variables in an analysis such as this are statistically correlated, it must be remembered that the uncertainties associated with a computed value can in general only be found with the use of the full variance ma- 731.534(13) 6.022 1367(36) 96 485.309(29) 8.314 510(70) 1.380 658( 12) 5.670 51(19) ms-' (Cohen and Taylor, 1973) 
