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Zusammenfassung
Im Rahmen der auf dem W-LAN-Standard IEEE 802.11p basierenden Fahrzeug-
zu-Fahrzeug-Kommunikation tauschen letztere periodisch kurze Statusmeldungen
untereinander aus, die ihre aktuelle Position, Geschwindigkeit und Fahrtrichtung
enthalten. Basierend auf diesen empfangenen Nachrichten kann ein Fahrzeug ent-
scheiden, ob eine potentiell gefa¨hrliche Situation wie ein unsicherer Spurwechsel
vorliegt und den Fahrer entsprechend warnen. Falls der Austausch dieser Nachrichten
nicht geregelt wird, kann bei ho¨herer Fahrzeugdichte der Kommunikationskanal u¨ber-
lastet werden, was den Empfang der Nachrichten und schließlich die Funktionalita¨t
der entsprechenden Fahrerassistenzsysteme beeintra¨chtigen kann. Die vorliegende
Arbeit entwickelt systematisch eine Entwurfsmethodik fu¨r die Staukontrolle auf dem
Fahrzeug-zu-Fahrzeug-Kommunikationskanal und pra¨sentiert schließlich ein resul-
tierendes Protokoll namens PULSAR. Im Gegensatz zu den meisten existierenden
Ansa¨tzen, die sich typischerweise ausschließlich auf die Regelung der Kanalauslas-
tung konzentrierten, stellt die vorliegende Arbeit einen Ansatz vor, wie die Regelung
innerhalb durch die Sicherheitsanwendungen vorgegebener Grenzen geschehen kann.
Indem statt der absoluten die relative Senderate angepasst wird, zielt der vorgestellte
Ansatz darauf ab, den teilnehmenden Fahrzeugen einen vergleichbaren Sicherheitsnut-
zen statt - wie typischerweise sonst in Kommunikationsnetzen u¨blich - den gleichen
Anteil an der verfu¨gbaren Kanalkapazita¨t zur Verfu¨gung zu stellen. Des weiteren gin-
gen bisherige Ansa¨tze typischerweise weder darauf ein, was der gewu¨nschte Zielwert
der Regelung wa¨re, noch darauf, warum der gewa¨hlte Ansatz zu diesem Ergebnis
konvergieren wu¨rde. Die vorliegende Arbeit pra¨sentiert bezu¨glich der ersten Frage
eine ausfu¨hrliche Analyse und bezu¨glich der zweiten Frage einen Regelungsansatz,
der die Senderate und die Sendeleistung eines Fahrzeuges gleichzeitig anpasst. Im
Gegensatz dazu konzentrierten sich bisherige Ansa¨tze typischerweise nur auf die
Anpassung eines Freiheitsgrades. Wa¨hrend der Vorstellung des Protokolls PULSAR
geht die vorliegende Arbeit detailliert auf Entwurfsentscheidungen bezu¨glich der
Erfassung und Messung der Kanalauslastung, der Anpassung der Senderate und dem
Austausch von Kontrollinformationen ein, die das Ergebnis der Regelung in Hinblick
auf Fairness, Konvergenz und Stabilita¨t beeinussen. Ein Vergleich mit anderen dem
Stand der Technik entsprechenden Ansa¨tzen zeigt, dass ”Details“ im Protokollentwurfeinen signikanten Einuss auf das ra¨umliche und zeitliche Konvergenzverhalten




In Vehicle Safety Communications (VSC) based on the wireless LAN standard
IEEE 802.11p, vehicles are envisioned to periodically exchange short messages indicat-
ing their current position, speed and heading in order to establish a mutual awareness
of each other’s presence. Based on this knowledge, a vehicle can warn its driver of
potentially dangerous situations, e.g., an unsafe lane change maneuver. However, if
the vehicle density is high and the transmission of messages is not regulated, the
communication channel can become congested, impairing reception performance
and eventually the performance of driver assistance safety applications. In this thesis,
we systematically develop a design methodology for congestion control in VSC
and present a resulting protocol named PULSAR. In contrast to the majority of the
related work which typically focused on controlling channel load only, we thereby
integrate a concept which allows the adaptation to operate within the limits dened
by safety applications. By adapting a vehicle’s relative transmission rate instead of the
absolute value, our approach allows to establish a fairness based on safety benet
among vehicles rather than a fairness based on the share of channel resources as it is
typically applied in communication networks. In addition, while the related work
typically did not address what the optimal outcome for congestion control in VSC
would look like and why their approach would converge to this result, we provide a
detailed analysis for the rst question and a control strategy jointly adapting message
generation rate and transmit power for the second question. In contrast, existing
approaches typically focused on the adaptation of one control dimension only. In
the description of PULSAR, we discuss several intricate protocol design decisions
regarding channel load assessment, transmission rate adaptation and information
sharing which inuence the fairness, convergence and stability of the adaptation. A
comparison with state-of-the-art approaches shows that “details” in protocol design
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Within the last decades, research eorts in academia and industry have resulted in
a constant improvement of the passive and active safety of vehicles. While passive
safety systems such as seat belts and airbags are designed to reduce the harm done to
passengers in a crash, active safety systems like the Antilock Braking System (ABS)
aim at preventing crashes in the rst place and at reducing the collision impact when a
crash is unavoidable [1]. In Germany, two trends can be observed in crash statistics, as
illustrated by Figure 1.1 on the following page. On the one hand, the ratio of reported
crashes with injuries or fatalities to the total number of crashes decreased from 53%
to 13% between 1953 and 2011 (Figure 1.1a). On the other hand, the total number of
reported crashes increased by 400% during the same time period, stagnating since
the 1990s (Figure 1.1b). In other words, while crashes tend to become less severe, their
total number is still high. From a research point of view, the development of advanced
driver assistance systems to improve active safety thus holds great potential in order
to further reduce the number of crashes and thus of trac casualties.
Driver assistance systems based on radar or cameras can already be found on the mar-
ket, oering for example emergency braking and lane keeping assistance1. Typically,
such systems can be found in premium class vehicles, being a competitive factor
among Original Equipment Manufacturers (OEMs) [1]. While this may change over
the years as the technology becomes less expensive, a major drawback of such systems
in general is that they are based on the local view of a vehicle only. In other words,
it is dicult to detect hidden hazards such as a broken down car behind a curve




















































(b) Total number of reported crashes
Figure 1.1: Crash statistics of Germany (1953-2011)2
next generation of driver assistance systems is envisioned to introduce cooperation
between vehicles by means of communication technology.
In October 2012, twelve European vehicle manufacturers signed a Memorandum
of Understanding to “bring Cooperative Intelligent Transport Systems and Services
(C-ITS) onto European roads”, starting in 2015 [2]. e new communication system
is envisioned to facilitate an information exchange from vehicle to vehicle (V2V) and/
or from vehicle to infrastructure (V2I), summarized as vehicle-to-X (V2X) communi-
cation. In February 2014, the United States Department of Transportation (USDOT)
announced that “it will begin taking steps to enable vehicle-to-vehicle (V2V) commu-
nication technology for light vehicles“. A key enabler in the realization of C-ITS is
the widespread availability of Global Navigation Satellite Systems (GNSS) such as the
Global Positioning System (GPS). While the idea of connecting cars fascinated people
already in the 1930s and concrete ideas for V2X communication applications existed in
the 1980s, a “game changer” occurred in 1999, when the U.S. Federal Communication
Commission (FCC) allocated 75MHz of bandwidth in the 5.9 GHz band for C-ITS [3].
Europe followed its course, reserving 30MHz of spectrum for safety communications
and 20MHz for non-safety usage, also in the 5.9GHz band [4]3.
V2V communication facilitates a variety of new safety applications such as Emergency
Electronic Brake Lights (EEBL), which warns the driver if a vehicle in front of him
is braking hard, even one to which he has no direct line of sight, and Intersection
Movement Assist (IMA), which warns if there is a high probability of colliding with
another vehicle coming from the side [6]. Further, the technology has the potential to
substitute (or complement) cameras and radars in existing driver assistance systems
2Source: Statistisches Bundesamt (Federal Statistical Oce); up to 1991: Bundesrepublik Deutsch-
land (West Germany)
3Japan has allocated spectrum for V2V safety applications as well. However, it is out of the scope of
this thesis to determine if the introduced concepts are compatible with the foreseen frequency band of
700MHz and the deviating protocol stack [5].
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such as Blind Spot Warning (BSW), oering opportunities to reduce manufacturing
costs and make these systems available sooner to the general public [7].
In addition to benets for trac safety, V2X communication is envisioned to improve
trac eciency and driving convenience. For example, the foreseen applicationGreen
LightOptimized SpeedAdvisory (GLOSA) oers speed adaptation advice to the driver
approaching a signalized intersection based on phase shi information received from
the trac light [8]. By reducing stopping and accelerating maneuvers, GLOSA is
expected to not only make the driving experience more pleasurable but to facilitate a
signicant reduction of the fuel consumption and emissions of conventional vehicles
as well as of the energy consumption of electric vehicles [9][10]. Other non-safety
applications relate for example to the discovery of free parking spaces and advanced
navigation based on the current trac situation [8][11].
From a technical point of view, two main alternatives are currently under discussion
for the realization of C-ITS. One candidate is IEEE 802.11p, a wireless Local Area
Network (LAN) variant specically adapted to the challenges of vehicular commu-
nications in the 5.9GHz band [12]. Unlike conventional wireless LANs which are
typically coordinated centrally by an access point, vehicles are envisioned commu-
nicate directly with each other, forming a Vehicular Ad-Hoc Network (VANET)[3].
Next to its low-cost availability, one of the main advantages of this technology is
that it enables information exchange with low latency, i.e., less than 100ms, which
is particularly important for safety communications [13].
e second technological alternative is cellular networks, in particular Long Term
Evolution (LTE). In contrast to its 2G and 3G predecessors, 4G LTEmay technically be
able to meet the stringent latency requirements of safety applications [1][14]. However,
it is not clear if cellular networks could accommodate the signicant amount of
data generated by vehicles in addition to the load generated by human users [1][14].
Another open issue is how a potentially mandatory safety system could be nanced
if it requires a monthly fee to be paid. While cellular networks can be expected to
play a role in the future of C-ITS, especially for non-safety applications like GLOSA
[1], the focus of this thesis is on IEEE 802.11p based Vehicle Safety Communications
(VSC) and the challenges of its realization.
Problem statement
e predominant message type [1][15] for VSC is a periodically transmitted single-
hop broadcast message, referred to as a Cooperative Awareness Message (CAM)
[16] in Europe and as a Basic Safety Message (BSM) [17] in the United States. A
CAM/BSM4 contains the sending vehicle’s current position, speed, heading and other
4CAMs and BSMs are also referred to as beacons in the context of VSC.is term should not be
confused with beacons used in IEEE 802.11 to advertise the presence of an access point.
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status information, determined based a GNSS device as well as local sensors. By
default, CAMs/BSMs are generated at a rate of ten messages per second, i.e., 10Hz
[8][13]. Based on the reception of CAMs/BSMs, vehicles can establish a cooperative
awareness, i.e., they can track the position and heading of their neighbors and infer
the likelihood of a crash [18][19]. Cooperative awareness is the basis for many safety
applications, e.g., IMA. With increasing vehicle density, however, the number of
generated beacon messages can exceed the capacity of the channel, resulting in packet
collisions and poor reception performance [19][20]. Eventually, the functionality
of safety applications can be impaired [21]. us, a congestion control protocol is
required to adjust the load injected into the channel.
In computer science, congestion control has played a major role since the 1980s when
the early Internet collapsed due to increasing network load [22]. In the aermath, the
TransmissionControl Protocol (TCP)was augmentedwith congestion control and has
since constantly been analyzed and improved. However, classical end-to-end oriented
congestion control approaches like TCP are not directly applicable to VSC due to its
special characteristics.e broadcast nature of CAMs/BSMs requires a distributed
selection of transmission parameters in real time, without message acknowledgments
and in a constantly changing environment and vehicle density. In addition, congestion
control needs to adapt transmission parameters in a way which does not conict with
safety applications’ requirements in terms of message reception. While a number of
congestion control approaches for VSC have been suggested, they typically either do
not address their impact on safety applications’ performance, e.g., [20], or they do not
address a fairness concept, e.g., [23]. In addition, no consensus can be inferred from
the related work as to how andwhy the available degrees of freedom should be adapted.
To close this gap, this thesis addresses the following research questions:
1. Which transmission parameter combinations should congestion control con-
verge to in order not to conict with safety applications’ requirements?
2. Which control strategy is able to nd or approximate the optimal transmission
parameters for a certain channel load limit?
3. How can this control strategy be eshed out with concrete protocol mechanisms
in order to achieve fairness and stability?
4. How can congestion control be designed to provide a similar safety benet to
vehicles rather than a similar share of channel resources?
Challenges
Asmentioned above, the special characteristics of VSC result in a number of challenges
for the design of congestion control, in particular:
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Lack of a clearly dened optimization criterion. In contrast to other communica-
tion networks, the objective of VSC is to maximize cooperative awareness rather
than network throughput. However, there is no universal denition of “awareness”,
since safety applications’ requirements depend not only on the application itself, but
also on the driving situation. In addition, dierent applications may have conicting
requirements. Due to this complexity, a number of dierent optimization criteria for
congestion control can be found in the related work. In addition, many approaches
focused purely on channel load and did not address their impact on awareness.
Many degrees of freedom with intricate interplays. Channel load in VSC can be
inuenced by adapting a number of parameters, in particular data rate, transmit
power, carrier sense threshold, contention window size, message size and message
generation rate, cf. Section 2.3.1 on page 34. Existing congestion control approaches
for VSC adapt one or more of the aforementioned parameters, the majority focusing
on transmit power or message generation rate. However, even when limiting the
choice to the latter two parameters, there is no consensus in the related work as to
how and why or why not to adapt each degree of freedom.
Achieving stability and fairness in a distributed and rapidly changing environ-
ment.e highmobility of vehicles results inmany dierent challenges for congestion
control. First, a centralized assignment of transmission parameters is impracticable
and a decentralized algorithm is necessary. Second, the number of vehicles sharing
the channel at a certain location is constantly changing, requiring a fast converging
adaptation. ird, fairness plays a major role, since vehicles not able to communi-
cate their presence suciently may become a safety risk to others. Finally, mobility
aects the characteristics of the wireless channel due to changes in the environment,
e.g., a truck obstructing line of sight, and thus makes the outcome of the chosen
communication parameters dicult to predict.
Main contributions
Following the logic of the underlying research questions and challenges, the main
contributions of this dissertation are:
Denition of an optimization criterion. Following the reasoning that in theory,
innitesimally small time intervals between status updates from neighboring vehicles
would be ideal for the functionality of safety applications [24], we dene the mini-
mization of Packet Inter-Reception Time (IRT) i.e., the time interval between two
successive message5 receptions for a sender-receiver pair [7], at a situation-dependent
target distance as the optimization criterion. We provide a detailed analysis of the
5While the termsmessage and packet refer to dierent layers in the ISO/OSI protocol stack, they
are oen used interchangeably in the context of VSC, since CAMs/BSMs are expected to be less than
800 Bytes [17][16] and thus a segmentation is not necessary.
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distribution of IRT in a controlled environment and discuss the advantages and dis-
advantages of using dierent statistical properties of IRT for optimization. By taking
on a receiver-centric view in the optimization process, the approach introduced in
this thesis diers from the majority of related congestion control approaches which
typically focused only on channel input, i.e., the sending side.
Identication of optimal parameter combinations and their characteristics. Us-
ing the dened optimization criterion, we evaluate a large parameter space of transmit
power and transmission rate6 in a scenario with a uniform conguration of nodes
by means of simulations. e main nding is that the transmission power which
minimizes average (and percentile of) IRT at a particular distance is very similar for
dierent vehicle densities. Since the constant change in vehicle density is a major
challenge for congestion control, this result helps considerably to simplify protocol
design. We further show that the same characteristics can be observed if a channel
load limit is applied. Finally, we demonstrate that the obtained optimal transmission
power values can also be used to approximate the Pareto border for two groups of
vehicles optimizing for dierent target distances at the same time.
Analysis of the potential of common congestion control strategies to approximate
the identied optimal congurations.Many existing congestion control approaches
for vehicular networks are based on Transmit Power Control (TPC) or Transmission
Rate Control (TRC), without a discernible dominance of either one. In this thesis, we
analyze the potential of each control strategy to approximate the identied optimal
parameter combinations. Quantifying the resulting dierence, we show that both
strategies leave room for improvement. Between the two, TRC produces the more
predictable result with respect to the outcome at the desired target distance.
Introduction of a joint power/rate congestion control strategy. Based on the char-
acteristics of the identied optimal parameter congurations and the insights gained
in the analysis of TPC and TRC, we suggest a joint control strategy which uses
TRC as the primary congestion control mechanism. Additionally, TPC is applied
to reduce unnecessary interference if allowed by the driving context and as a fall-
back mechanism. We show that the suggested strategy eciently approximates the
identied optimal congurations.
Identication and analysis of the requirements for congestion control inVSC.We
distill the state of the art into ve design principles for congestion control. Next to
decentralization and deference to safety applications, we distinguish three aspects
of fairness, i.e., local fairness, global fairness and participation fairness. While related
approaches typically addressed only a subset of these principles, we discuss in detail
why each of them is required.
Introduction of a concept to integrate safety applications’ requirements into con-
gestion control. While previous approaches typically focused on the control of
6In this thesis, the term transmission rate refers to the generation rate of CAMs/BSMs on application
layer and not to the applied data rate on physical layer.
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channel load or the adaptation of transmission parameters to meet the reception re-
quirements of safety applications, we suggest to combine both objectives by adapting
transmission rate within boundaries set individually for each vehicle based on its driv-
ing context. We provide a concrete example how a state of the art awareness approach
[24] can be simplied and transformed to create an exemplary input function for the
adaptation of a vehicle’s relative transmission rate. In the evaluation, we show that
based on the resulting Inter-Reception Distance (IRD) metric, the relative transmis-
sion rate adaptation can make a signicant dierence in the reception performance
of a (simplied) safety application compared to a conventional congestion control
approach which works without the guidance of safety applications.
Description of a concrete congestion control protocol. We introduce and evaluate
Periodically Updated Load Sensitive Adaptive Rate control (PULSAR), a concrete
implementation of the derived congestion control strategy and design principles.e
protocol consists of three modular components, i.e., local channel load assessment,
information sharing and transmission rate adaptation. Of these building blocks,
especially the information sharing component plays a crucial rule with respect to
fairness. By sharing congestion information over two hops, it enables vehicles to
adapt their transmission rate based on the congestion state within their carrier sense
range. In the evaluation, we compare PULSAR to other state-of-the-art approaches
and show that it converges fair and eciently in challenging scenarios specically
designed to stress the dierent protocol mechanisms.
Parts of the aforementioned contributions have been previously published in
– T. Tielert, D. Jiang, Q. Chen, L. Delgrossi, and H. Hartenstein, “Design Method-
ology and Evaluation of Rate Adaptation Based Congestion Control for Vehicle
Safety Communications,” in IEEE Vehicular Networking Conference (VNC),
Best Paper Award, 2011 [25]
– T. Tielert, D. Jiang, H. Hartenstein, and L. Delgrossi, “Joint Power / Rate Conges-
tion Control Optimizing Packet Reception in Vehicle Safety Communications,”
ine Tenth ACM International Workshop on VehiculAr Inter-NETworking,
Systems, and Applications (VANET), 2013 [26]
– Q. Chen, D. Jiang, T. Tielert and L. Delgrossi, “Mathematical Modeling of Chan-
nel Load in Vehicle Safety Communications”, in 4th International Symposium
onWireless Vehicular Communications (WIVEC), 2011 [27]
– A. Festag, P. Papadimitratos, and T. Tielert, “Design and Performance of Secure
Geocast for Vehicular Communication,” in IEEE Transactions on Vehicular
Technology, Vol. 59, No. 5, pp. 2456-2471, June 2010 [15]
– T. Tielert, M. Killat, H. Hartenstein, R. Luz and S. Hausberger and T. Benz,
“e Impact of Trac-Light-to-Vehicle Communication on Fuel Consumption
and Emissions”, in Internet ofings Conference, 2010 [9]
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– T. Tielert, D. Rieger, H. Hartenstein, R. Luz and S. Hausberger “Can V2X
Communication Help Electric Vehicles Save Energy?”, in 12th International
Conference on ITS Telecommunications (ITST), Best Paper Award, 2012 [10]
– J. Ha¨rri, M. Killat, T. Tielert, J. Mittag and H. Hartenstein, “DEMO: Simulation-
as-a-Service for ITS Applications”, in 3rd IEEE International Symposium on
Wireless Vehicular Communications (WiVeC), 2010 [28]
Outline
e thesis is structured as follows. An overview is provided in Figure 1.2 on page 10.
Chapter 2 on page 11 provides background information on VSC, addressing the fore-
seen safety applications, technical aspects and challenges as well as channel capacity
and the need for congestion control. Further, we discuss the available degrees of
freedom and their interrelationships.
Chapter 3 on page 45 provides an overview of the state of the art. We rst address
basic congestion control concepts from milestone papers.en, we provide a short
overview of the functionality of TCP as it is the most widely known congestion
control protocol and shares some similar aspects with the suggested approach. Next,
we discuss congestion control in other wireless networks. Finally, we survey existing
congestion control approaches for vehicular communications, structured by control
dimension and optimization objective. For each degree of freedom, we explain why
or why not we consider them in our study. We reduce the number of considered
degrees of freedom to two, i.e., to transmission rate and transmit power.
In Chapter 4 on page 83, we analyze the underlying optimization problem and so-
lution space. First, we dene the optimization criterion for our study as described
above. Based on the dened criterion, we identify the optimal transmission parame-
ter combinations for a uniform parameter conguration among vehicles as well as
for two (groups of) vehicles optimizing simultaneously for dierent distances. To
demonstrate the need for congestion control, we conclude the chapter by quantify-
ing the dierence between the identied optimal outcome and the result for some
exemplary xed parameter combinations.
Chapter 5 on page 103 introduces a designmethodology for congestion control based
on the ndings in the previous chapter. First, we analyze the potential of TPC andTRC
to approximate the identied optimal points. en, we introduce the joint control
strategy as explained above. We discuss a suitable system model, convergence target
as well as dierent aspects of fairness. In the next step, we introduce the concept
of adapting the relative transmission rate.
InChapter 6 on page 135, we derive the logic behind the suggested protocol PULSAR.
We describe each of PULSAR’s three building blocks separately, introducing each
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module’s mechanisms and discussing dierent design decisions and potential pitfalls.
At the end of the chapter, we summarize all mechanisms of PULSAR and lay out
how they address the underlying design principles.
In Chapter 7 on page 167, we evaluate the performance of PULSAR. First, we study
the impact of dierent factors on PULSAR’s convergence to stability and fairness.
en, we demonstrate the feasibility of a dynamic adaptation of transmission rate
and transmit power based on a vehicle’s driving context. Based on the metric of IRD,
we show why we expect the relative rate adaptation approach to have benets for
the performance of an exemplary safety application. In the next step, we compare
PULSAR’s performance to other state of the art congestion control approaches. We
conclude the chapter by discussing potential limitations of our work.



















































































































































































































































































































































































































































































































































































































































































































































e term Vehicle Safety Communications (VSC) was coined as a project name in
2002, when the United States Department of Transportation (USDOT) and seven car
manufacturers in the Crash Avoidance Metrics Partnership (CAMP) joined forces to
“estimate the potential benets of communication-based vehicle safety applications and
dene their communications requirements” [13]. Since then, a number of research
initiatives worldwide have been dedicated to the topic. Recent activities include
for example simTD1, a German Field Operational Test (FOT) with 120 vehicles and
450 drivers, DRIVE-C2X2, a project funded by the European Union with FOTs in
seven locations across Europe, and the Safety Pilot Model Deployment3 in the United
States, a long-term FOT with approximately 3000 vehicles. In addition, an ongoing
project of the USDOT and CAMP investigates the interoperability and scalability
of Vehicle to Vehicle (V2V) safety communications [29]. Further information on
research activities can be found in [3], [30], [31] and [32].
In this thesis, we use the termVSC to summarize safety-oriented V2V communication
based on single-hop broadcast by means of IEEE 802.11p. is chapter provides
background information on VSC as far as it is helpful to understand the research
problem and the contributions of this thesis. For a comprehensive introduction to
Vehicle to X (V2X) communication in general and VSC in particular, we kindly refer
the reader to [1], [3] and [33]. Additional information regarding the standardization
process in Europe and the United States can be found in [30], [29] and [34].




2 Vehicle Safety Communications
2.1 Technology and Standards
In this section, we address the technological basis for VSC. We follow a bottom-up
approach, starting with the allocated frequency band. en, we discuss relevant
aspects of the IEEE 802.11p standard and describe the foreseen protocol stack in
Europe and the United States. We end this section by touching on Global Positioning
System (GPS) and its implications for channel congestion.
2.1.1 Frequency Band
In the United States, 75MHz of bandwidth between 5.850 and 5.925GHz have been
allocated for Dedicated Short Range Communications (DSRC)4 in the context of
Cooperative Intelligent Transport Systems (C-ITS) [1]. As illustrated by Figure 2.1
on the facing page, the DSRC spectrum is divided into a guard band of 5MHz and
seven channels of 10MHz each5. Channels are assigned even numbers between 172
and 184. e center channel 178 is denoted as the control channel, while the other
six are service channels. Since vehicles are not expected to be equipped with seven
radios to listen to all channels simultaneously, the control channel is dened as a
common “meeting point” which all vehicles are required to listen to on a regular basis
[29].e control channel is reserved for safety messaging and service announcements
only. Of the six service channels, numbers 172 and 184 are reserved for VSC, while
the others are open for safety or non-safety usage. Basic Safety Messages (BSMs)
are expected to be sent on channel 172.
In Europe, a similar frequency band has been allocated. As visualized by the gure, the
spectrum has been divided into dierent logical parts. Channels 176 to 180 are referred
to as ITS-G5A and are reserved for safety usage, channel 180 being the control channel
[35]. Cooperative Awareness Messages (CAMs) are expected to be transmitted on the
control channel [37]. Of the remaining channels, numbers 172 and 174 are referred to
as ITS-G5B and are dedicated to non-safety usage. Additionally, channels 182 and 184
may be allocated in the future under the name ITS-G5D [4][35]. Note that ITS-G5C
is located between 5,470 GHz and 5,725 GHz and is foreseen for Infrastructure to
Vehicle (I2V) communications [35].
e frequency band of 5.9GHz chosen by both Europe and the United States comes
with a number of technical challenges. Compared to lower frequencies, a signal at
5.9GHz is subject to higher attenuation and absorption, resulting in a lower trans-
4e term DSRC can be ambiguous. While in the United States, it is oen used as a synonym
for IEEE 802.11p based V2X communications, it refers to wireless toll collect systems outside the
5.9 GHz band in Europe and Japan [1]. In this thesis, we adopt the U.S. American notion unless stated
dierently.
5e channel width of 10MHz was chosen because it was found to be favorable with respect to
eects like Doppler spreads [29], cf. also [36]. However, it is still an open issue whether 20MHz
channels would be a better option with respect to scalability [29].
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Figure 2.1: Spectrum and channel allocation for Cooperative Intelligent Transport
Systems (C-ITS) in Europe and the United States [1][35]
mission range at the same output power [38]. In addition, high frequency signals
are reected more easily by surfaces and pass less easily through obstacles [39]. In
the 5.9GHz band, even minor obstacles like hedges and small trucks can lead to a
signicant reduction in the probability of reception [40]. Especially the latter factor,
the obstruction through obstacles, caused Japan to move V2V safety communications
to the 700MHz band in spite of an already existing Vehicle to Infrastructure (V2I)
infrastructure in the 5.8 GHz band [1]. Unlike signals at 5.9 GHz, signals at 700MHz
can pass through buildings and other vehicles [41].
2.1.2 IEEE 802.11p
Following the allocation of the 5.9 GHz frequency band in the United States, a decision
was made to develop a new standard based on the IEEE 802.11a wireless Local Area
Network (LAN) protocol [3].e resulting standard IEEE 802.11p6, consisting of a
Physical layer (PHY) and a Medium Access Control (MAC) layer [12], forms the basis
of the U.S. American Wireless Access in Vehicular Environments (WAVE) protocol
stack, cf. Section 2.1.3 on page 18. In a nutshell, IEEE 802.11p is an adapted version of
IEEE 802.11a with certain parameter changes tomake the communicationmore robust
against the challenges of a vehicular environment, e.g., severe multipath propagation
and high relative speeds. In addition, it introduces a new communication mode called
Outside the Context of a BSS (OCB).is concept allows stations to communicate
directly with each other, without establishing or joining a Basic Service Set (BSS)
rst, and thus has advantages in terms of latency.
In a 10MHz channel, IEEE 802.11p oers eight data rates as listed in Table 2.1 on the
following page. Each data rate results from a combination of amodulation scheme
and a coding rate.e modulation scheme determines how the physical waveform is
6Since 2012, the former amendment IEEE 802.11p [12] has been integrated into the IEEE 802.11
standard [42]. In this thesis, we still use the term IEEE 802.11p to emphasize the vehicular context.
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Modulation Coding rate Data rate [Mbit/s] SINR [dB]
BPSK 1/2 3 5
BPSK 3/4 4.5 6
QPSK 1/2 6 8
QPSK 3/4 9 11
16-QAM 1/2 12 15
16-QAM 3/4 18 20
64-QAM 2/3 24 25
64-QAM 3/4 27 N/A
Table 2.1: Available data rates in a 10MHz channel using IEEE 802.11p [42] and their
required SINR values for reception [43]
modied to convey information, e.g., by changing its phase and/or amplitude.e
coding rate describes the ratio of the conveyed bits actually carrying data and the
total number of bits, of which the rest is used for error correction.e last column
of the table lists the required Signal to Interference and Noise Ratio (SINR) for the
reception at each data rate, according to measurement results by Jiang et al. in [43].
We will get back to this topic in Section 2.3.1 on page 34.
For scalability and congestion control, two parameters of theMAC layer of IEEE 802.11p
are of particular interest, i.e., contention window and carrier sense threshold, since
they inuence the temporal and spatial reuse of the channel. In the following, we
thus provide an overview of the functionality of the MAC layer and the role of
the two mentioned parameters. For more details on IEEE 802.11p, please refer to
[3], [29] or the standard itself [42].
Carrier Sense Multiple Access (CSMA) and Contention Window
e medium access control of IEEE 802.11p is based on the Distributed Coordination
Function (DCF) of IEEE 802.11 augmented by the Enhanced Distributed Channel
Access mechanism of IEEE 802.11e. In the following, we rst describe the basic
functionality of DCF before getting back to EDCA on page 17.
As the name says, the DCF operates without central coordination. It employs Carrier
Sense Multiple Access (CSMA), a random channel access mechanism based on the
principle “listen before talk”. Before transmitting a frame, each station monitors the
channel for a certain time period, denoted as DCF Interframe Spacing (DIFS). If
the channel was idle during this time, the station is allowed to access the medium.
Otherwise, it has to perform a backo procedure, i.e., the station waits for a random
number of idle time slots before transmitting.e countdown starts with a random
value between zero and the size of the contention window and is decremented while
themedium is idle. If themediumbecomes busy, the countdown is halted and resumed
14
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aer an idle period of DIFS has passed. An example for the coordinated channel access
by three stations A, B and C is shown in Figure 2.2a on the following page. Station B
nds the channel idle and starts a transmission aer it has waited for the duration of
DIFS. Stations A and C detect the ongoing transmission and delay their respective
transmission until themedium is idle again. Station A draws a smaller backo number
than station C, i.e., three versus eight, and accesses the medium rst.e example
also shows the interruption of the countdown at station C during A’s transmission.
Obviously, the contention window size has an impact on CSMA’s performance. If it
is chosen too low compared to the number of contending stations, frame collisions
due to simultaneous countdowns increase, while if it is too high, the channel is not
used eciently and stations have to wait longer to access the medium. e latter
aspect is especially important for safety communications with its stringent latency
requirements. It should be noted here that the binary exponential backo procedure
of IEEE 802.11, i.e., the doubling of the contention window size upon the detection of
a frame collision, is not applicable to broadcast communications due to the absence
of frame acknowledgments.e contention window thus stays at its minimum value
CWmin, making its choice an important parameter for scalability.
Carrier Sensing, Hidden Terminals and Exposed Terminals
In the CSMA process, the state of the medium is determined by a binary function
called Clear Channel Assessment (CCA). It consists of two mechanisms, physical
carrier sense and virtual carrier sense. e physical carrier sense indicates channel
busy if the total energy received at the antenna exceeds a certain value called carrier
sense threshold Pcs.e virtual carrier sense is triggered if the preamble and header of
a frame have been successfully received.en, the medium is considered busy for the
frame duration specied in the PHY header7. It should be noted here that a successful
reception of preamble and header does not necessarily imply a successful reception
of the entire frame. e CCA function returns busy if one or both of physical and
virtual carrier sense indicate a busy channel [42].
e carrier sense threshold is a parameter that determines how “aggressively” a station
accesses the medium. If it is set low, a station refrains from accessing the channel for
received signals with low power which likely originate from more distanced nodes.
In the reverse conclusion, a high carrier sense threshold may cause the station to
ignore transmissions from closer neighbors. If a station transmits while another
is accessing the channel, both signals may overlap at a receiving station, making it
impossible to decode any one of them. e occurrence of such a packet collision
is oen caused by the hidden terminal problem. A hidden terminal is one which is
not able to detect an ongoing transmission based on the carrier sensing mechanism.
A second phenomenon related to the CSMA mechanism is the exposed terminal
7To help with this process, the signaling part of the PHY header is always modulated with the
lowest available data rate of 3Mbit/s, cf. Table 2.1 on the preceding page
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Figure 2.2: Carrier Sense Multiple Access (CSMA) example
problem. An exposed terminal is one which unnecessarily refrains from transmitting
even though it would not interfere with the ongoing transmission.
Figure 2.3 on page 18 illustrates a unicast scenario in which node A transmits a packet
to node B.e example is based on a homogeneous transmit power and carrier sense
range for all nodes.e solid line and dashed line circles indicate a node’s transmission
range, i.e., the range within which a packet can be successfully received, and its carrier
sense range, i.e., the range up to which the received signal strength of the vehicle’s
transmission triggers a receiving radio into channel busy state, respectively. In the
example, node H is a hidden terminal, since it cannot sense the ongoing transmission.
On the other hand, node E is an exposed terminal, since it refrains from transmitting
to node C, even though it would not disrupt the communication between A and B.
Note, however, that in a broadcast scenario, node E would rightly refrain from trans-
mitting, since node C would be an intended receiver of A’s transmission. In [44],
Stanica et al. thus argue that the vehicular broadcast environment is exposed-node
free. However, a node which refrains from transmitting too oen due to a low carrier
sense threshold may experience a very long channel access delay. In [45], Schmidt
et al. thus argue that in the vehicular broadcast context, an exposed terminal is one
which has to drop packets in its internal message queue.
Figure 2.2b illustrates the impact of the hidden terminal problem on the sample
transmission studied above. Instead of nodes A, B and C, we now consider nodes
A, B and H in Figure 2.3 on the following page. Since A and H are uncoordinated,
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A BE HC
Figure 2.3: Hidden terminal (H) and exposed terminal (E) in unicast communication
both count down their backo slots and start transmitting. In consequence, a packet
collision occurs at B. Aer the medium is idle again, a new round begins and B
accesses the channel. More information about the coordination and incoordination
behavior of CSMA can be found in [46], [47] and [48].
To counter the hidden terminal problem, IEEE 802.11 employs a channel reservation
based mechanism. Before transmitting a frame, a station rst sends a short Ready To
Send (RTS) message containing the frame duration and the intended receiver.e
receiving station returns a prioritized Clear To Send (CTS) message repeating the
frame duration. Neighboring stations receiving the CTS message infer that they may
be hidden terminals and refrain from transmitting during the specied duration [49].
However, like frame acknowledgments, the RTS/CTS mechanism is not applicable
to broadcast communications for scalability reasons.
Priority Access via Enhanced Distributed Channel Access (EDCA)
In the RTS/CTSmechanism, priority access for CTSmessages is achieved by assigning
them a shorter waiting interval thanDIFS, denoted as Short Interframe Spacing (SIFS).
A similar functionality is included in IEEE 802.11p to prioritize between dierent
(types of) messages.e Enhanced Distributed Channel Access (EDCA) mechanism,
adopted from IEEE 802.11e, is an enhancement of the DCF which allows for dierent
levels of Quality of Service (QoS).e main dierence8 between EDCA and DCF
is that DIFS is replaced by Arbitration Interframe Space (AIFS), an interval which
is calculated as the sum of SIFS and a multiplicative of the default slot time9. e
multiplier, denoted as AIFS Number (AIFSN), determines the priority of the frame
to be sent, since frames with a shorter interframe spacing get to access the channel
before all others. EDCA includes four Access Categories (ACs) which are referred to
by their designation in IEEE 802.11e, i.e., background (AC BK), best eort (AC BE),
8Another dierence is the introduction of a contention-free transmission period denoted as Trans-
mission Opportunity (TXOP). However, in IEEE 802.11p TXOP is set to zero [50]. us, it is not
considered in this thesis.
9e slot time in IEEE 802.11p is 13 µs for a 10MHz channel [42].
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video (AC VI) and voice (AC VO), in ascending order of priority. Each AC has
its own queue and acts as an independent DCF station. Next to dierent AIFSNs,
ACs also dier in the assigned contention window sizes. An overview of the default
values specied in the IEEE 802.11p standard is provided in Table 2.2 on page 19. Note
that a further dierence between DCF and EDCA is the way the backo counter
is decremented, cf. Section 7.5.2 on page 216.
e mapping of V2X message types to access categories has not been standardized
yet. Typically, it is assumed that each message type is associated with a specic AC. A
dierent approach is described in [51], where the authors suggest to randomly assign
ACs to messages in order to improve the overall reception probability.
2.1.3 Protocol Stacks in Europe and the United States
Both Europe and the United States have developed protocol stacks for C-ITS.e
responsible standardization bodies in Europe are the European Telecommunications
Standards Institute (ETSI) and the European Committee for Standardization (CEN).
In the United States, standardization is in the hands of the Institute for Electrical
and Electronics Engineers (IEEE) and the Society for Automotive Engineers (SAE).
Additional C-ITS standards are being developed by the International Organization
for Standardization (ISO).
Figure 2.4 on page 20 provides an overview of relevant10 protocols and standards with
respect to the layers of the ISO/OSI reference model11. In the United States, the lower
four layers of the protocol stack are typically referred to asWireless Access inVehicular
Environments (WAVE) [1], while the upper three layers are summarized into one
[29]. In Europe, the protocol stack is being dened by the Technical Committee (TC)
for Intelligent Transportation System (ITS) of ETSI. It has been compacted into three
layers, of which the entities Access, Network & Transport and Facilities summarize the
lower two, middle two and upper three layers of the ISO/OSI stack, respectively [52].
e ETSI stack additionally species an application layer, currently dening three
safety applications, cf. Section 2.2 on page 25. Finally, both protocol stacks feature
cross-layer entities for security and management. In the following, we go through
the dierent layers from bottom to top. More information can be found in [29] and
[53] for the United States and in [34] for Europe.
10Both protocol stacks include protocols for non-safety communications as well. ese TCP/IP
related branches of the protocol stack are omitted here for presentation clarity.e interested reader is
kindly referred to [29] and [52] for more information.
11e Open Systems Interconnection (OSI) model developed by ISO standardizes dierent layers
in a communication architecture. For details, please refer to networking textbooks, e.g., [49].
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AC Description CWmin CWmax AIFSN AIFS [µs]a
AC BK Background 15 1023 9 149
AC BE Best eort 15 1023 6 110
AC VI Video 7 15 3 71
AC VO Voice 3 7 2 58
Table 2.2: Default EDCA parameters of IEEE 802.11p according to [42]
a Based on a slot time of 13 µs in a 10MHz channel.
Physical and Data Link Layers
In both Europe and the United States, the IEEE 802.11p PHY and MAC layers form
the basis of the protocol stack. Further, both protocol stacks employ the IEEE 802.2
Logical Link Control (LLC) sublayer which oers a connectionless, unacknowledged
data transfer service [54]. Multiplexing is achieved by means of the SubNetwork
Access Protocol (SNAP) [55]. e main dierence between the lower layers of the
two stacks is the WAVE multi-channel operation standard IEEE 1609.4 [56] which
is not foreseen in Europe. e standard allows a radio to switch between dierent
channels and introduces the concepts of control and service channels. e basic
idea is to divide time into synchronized alternating 50ms control channel periods
and 50ms service channel periods. Vehicles are required to return to the control
channel during the control channel intervals and are allowed to switch to a service
channel during the rest of the time.
However, the drawback of the time division is that only 46% of the total time are
available for safety messaging (50ms control channel interval minus 4ms guard
interval) [29]. Since the resulting channel capacity is not expected to be sucient
for safety applications, IEEE 1609.4 has been made optional in the United States and
additionally, a consensus is forming to use channel 172 for safety messaging without
channel switching [29]. A similar debate to use two radios instead of one in order to
allow continuous listening to the control channel is currently going on in Europe [57].
Network and Transport Layers
Two types of network and transport layers are foreseen in both protocol stacks, one
tailored toward safety applications and one toward non-safety applications. For the
latter, the well-known Internet suite is available, consisting of Internet Protocol (IP)
version 6, Transmission Control Protocol (TCP) and User Datagram Protocol (UDP).
For safety applications, custom solutions have been developed.
In Europe, a series of network layer standards has been summarized under the term
GeoNetworking.e basic idea is that typically, safety information is relevant for all
vehicles within a certain geographical area. Due to the high mobility of vehicles, it
thus makes sense to address a message not to a specic vehicle but to all vehicles
19






































































































































Figure 2.4: Overview of protocol stacks and corresponding standards for VSC in
Europe and the United States
within the respective target area. If the distance between source and destination
is larger than the communication range, the message is relayed over multiple hops.
CorrespondingGeocast protocols are designed to eciently disseminatemessages over
large distances in a short period of time. For example, one of the protocol candidates
for the GeoNetworking standard [58] named Emergency Message Dissemination for
Vehicular environments (EMDV) [20] was shown in simulations to disseminate a
message within a 2 km radius in less than 200ms [15].
On top of GeoNetworking, the ETSI protocol stack employs the Basic Transport
Protocol (BTP), a lightweight, connectionless end-to-end transport protocol. e
main purpose of BTP is to provide a port-basedmultiplexing functionality for facilities
layer instances [59], cf. the description of the upper layers below.
In contrast to the European approach, the U.S. American protocol stack is targeted
toward one-hop12 safety messages [53]. Consequently, the routing functionality has
been omitted and a lightweight transport layer protocol named WAVE Short Mes-
sage Protocol (WSMP) has been developed [60]. e main advantage of WSMP
compared to IP is that it signicantly reduces packet overhead [29]. Similar to BTP,
WSMP oers a multiplexing functionality for upper layers.e packets sent using
WSMP are referred to as WAVE Short Messages (WSMs). In addition, WAVE Ser-
vice Announcements (WSAs) are specied to allow the transmission of information
regarding locally oered services.
12Note that this does not necessarily mean that DSRC applications will not be using multi-hop
communications. Such a functionality could still be provided by upper layers.
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Upper Layers
e facilities layer in the ETSI protocol stack has the objective to fulll common
functional and operational requirements of V2X applications [61], structured into
communication, information and application support. For safety communications,
especially the Local Dynamic Map (LDM), Cooperative Awareness (CA) Basic ser-
vice and the Decentralized Environment Notication (DEN) Basic Service are of
interest. e LDM is essentially a neighbor table containing the local data gath-
ered about other vehicles’ positions and statuses. e CA and DEN basic services
are responsible for generating CAMs and Decentralized Environment Notication
Messages (DENMs), respectively.
CAMs are single-hop messages with mandatory and optional parts.e mandatory
High Frequency (HF) container includes frequently changing vehicle information
like position, speed and heading. e Low Frequency (LF) container, mandatory
if the last low frequency CAM was sent 500ms ago or more, contains long-term
characteristics of the vehicle like its physical size as well as additional information
like path history [62]. CAMs are generated by the CA basic service on a periodic
basis, with a minimum and maximum interval of 100ms and 1000ms, respectively.
According to the current state of the standard13, the CAM interval is determined by
a set of trigger rules, depending on how much the heading, position and speed of
the transmitting vehicle has changed since the last generated CAM. In addition, the
application layer is optionally allowed to lower the maximumCAM interval. However,
any of these rules can be overridden by Decentralized Congestion Control (DCC) by
setting a lower bound to the CAM interval according to channel congestion [62].
In contrast to CAMs, DENMs are triggered directly by the application layer upon the
detection of a dangerous situation, e.g., a hard braking event of the transmitting vehicle.
DENMs can be single hop or multi hop, depending on the targeted geographical area.
ey are repeated periodically at their destination until the event expires. While the
initial DENM is exempt from DCC [63][64], the repetition rate of DENMs could
be controlled by DCC [64].
e counterpart to the European CAM in the United States is designated Basic Safety
Message (BSM). Like the CAM, the BSM has a mandatory Part I with frequently
changing vehicle information and an optional Part II with additional information
like path history [29]. BSMs are sent as WSMs and can be triggered periodically or
event based by safety applications.e BSM is one of een message types dened
in the DSRCMessage Set Dictionary [17]. In addition, a new standard SAE J2945.1
specifying the minimum performance requirements of safety applications is currently
under way. e document is going to address the requirements regarding BSM
generation rate and transmit power, accuracy of sensor and position information
as well as channel congestion control [29].
13As this thesis is being written, the CAM generation rules are under revision and may change in
the future.e description given here is based on the Dra standard ETSI EN 302 637-2 v.1.3.0 [62].
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Management and Security
Both protocol stacks include cross-layer entities dedicated to management and secu-
rity. Management entities are responsible for the maintenance of cross-layer pa-
rameters as well as for the transmission and reception of service advertisement
messages [29][52].
e security entity can be seen as a specic part of the management [52]. In the
United States and with adaptations in Europe, security is based on IEEE 1609.2 which
denes mechanisms to authenticate and encrypt messages, in particular WSMs and
WSAs [65]. For authentication, the standard employs asymmetric cryptography in
the form of the Elliptic Curve Digital Signature Algorithm (ECDSA). Compared to
other algorithms like RSA (Rivest, Shamir and Adleman), ECDSA creates signicantly
smaller signatures and thus less packet overhead [1]. e price to pay, however, is
an increased processing time which can become an issue if a vehicle has to check
hundreds of incoming messages per second, cf. [15].
To verify a signature, a receiver requires a certicate which contains the sender’s
public key, signed by the issuing certicate authority. For VSC, the authentication
of safety messages is vital but comes at the price of a signicant overhead in packet
size. ECDSA signatures and certicates are typically in the order of 55 to 65 Bytes and
120 to 180 Bytes, respectively [15][29][66][67][68].e overhead of certicates can be
reduced by 50 to 60 Bytes via implicit certicates [29]. To further reduce overhead, it
is also under discussion to attach a certicate digest, i.e., a hash of the certicate in
the order of a few bytes, to the majority of packets and to send explicit certicates
only with every nth message [29].
Security in vehicular communications is a research topic of its own and can only
be touched on in this thesis. In particular, safety applications require a short-term
trackability of vehicles, while a long-term trackability is undesired for privacy reasons
[69]. For more information, please refer to, e.g., [1], [66], [67], [69] or [70].
Size and Structure of a CAM/BSM
For congestion control, the size of the messages to be transmitted is of high impor-
tance, cf. Section 2.3 on page 32. However, due to the modularity and exibility of
the structure of CAMs and BSMs, it is dicult to specify a denite message size.
Figure 2.5 on the facing page illustrates an estimation of the minimum and maxi-
mum lengths of the dierent components of both message types in relation to the
expected security overhead. While the protocol headers of the lower layers are xed,
the size of the payload and the frequency at which the payload elements are sent
out are currently still under investigation [29][62]. Especially the estimations of
the CAM payload size are tentative. e current dra version of the standard [62]
species the CAM in the format ASN.1, but does not provide concrete numbers in
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Figure 2.5: Structure and size range of a Cooperative Awareness Message (CAM) and
Basic Safety Message (BSM) (estimation based on [29], [34], [53] and the respective
standards)
terms of Bytes. e values shown are preliminary results from ETSI published in
[34] and may change in the future.
Based on the results shown in Figure 2.5, a reasonable average size for a beacon, i.e.,
a CAM or BSM, appears to be somewhere near 160 Bytes. Adding the estimated
240 Bytes of security overhead, a total packet size of 400 Bytes is chosen in this the-
sis unless specied otherwise. is assumption is in line with other works, e.g.,
[34][48][71].
Decentralized Congestion Control (DCC)
As mentioned above, channel congestion control in the United States is currently
under development and is expected to operate in the upper layers of the protocol
stack [1][29]. In Europe, the foreseen Decentralized Congestion Control (DCC) has a
cross-layer architecture consisting of components in the access, network, facilities
and management layer. As of writing this thesis, only the access layer part has been
published [72]. It species a general framework with four options, i.e., Transmit
Power Control (TPC), Transmission Rate Control (TRC), Transmit Datarate Control
(TDC) and DCC Sensitivity Control (DSC).ereby, TRC refers to how oen packets
are sent, TDC refers to the modulation scheme and DSC refers to the carrier sense
threshold.e latter is adapted to resolve local channel congestion, i.e., a condition in
which packets are dropped locally because the channel could not be accessed.
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According to [72], the state of the channel is determined by means of channel probing,
i.e., a sampling of the current busy/idle state of the channel and the calculation of
the ratio of time the channel was perceived as busy, cf. Section 2.3.3 on page 40.
Depending on the determined channel load, DCC is in one of three states, i.e., re-
laxed, active or restrictive, of which the active state may consist of dierent sub-states.
Each state and sub-state is associated with a xed set of parameters to be applied to
the dierent degrees of freedom. State transitions are triggered by means of xed
channel load thresholds.
Dierent studies have shown in simulations that the current version of the DCC
access standard may result in an oscillatory behavior, e.g., [73] and [74]. It is thus
possible that the algorithm is going to be updated in the future.
2.1.4 Global Positioning System (GPS)
To facilitate cooperative awareness, vehicles require a localization technology with
lane-level accuracy, i.e., 1m [64][75] to 1.5m [1]. Typically, the Global Positioning
System (GPS) is used for this purpose. GPS position updates can be obtained at a
rate of 10Hz with current receivers [18]. To determine its position, a vehicle requires
location and timing information from at least four GPS satellites. Based on the
measured signal propagation time, it calculates the distances between itself and the
satellites and triangulates its current position. e fourth satellite is required to
compensate for the reduced timing precision of common devices [1].e current GPS
standard species a worst case accuracy of 7.8m in 95% of the cases under normal
usage [76]. However, GPS errors can typically be expected to be smaller, at least in
open eld conditions. For example, a measurement study from 2011 indicates a 95%
cut-o error of 2.2m14. Note that in an urban environment, GPS may be signicantly
less accurate. To enhance GPS accuracy, dierent technologies are available, e.g.,
Dierential GPS (DGPS). In addition, a vehicle’s on-board sensors can be applied to
extrapolate its position if satellite connection is lost, e.g., due to a tunnel [1].
For cooperative awareness, the relative positioning of vehicles is generally more im-
portant than their absolute position [1]. An unwanted side eect of the deployment
of GPS receivers from dierent manufacturers is that their individual positioning
errors may add up if positioning information is shared [1]. To solve this issue, it is
under discussion to attach raw GPS measurement data to the transmitted messages,
e.g., in Part II of the BSM [1]. However, this practice would signicantly increase
packet size and thus add to channel congestion.
14http://www.gps.gov/systems/gps/performance/accuracy
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2.2 Safety Applications and Their Requirements
On top of the protocol stacks described in the previous section, a variety of safety
and non-safety applications have been suggested. In the following, we focus on
safety applications and what is currently known about their requirements. Since
there are dierences between the United States and Europe regarding the selection
and implementation of safety applications, we look at both regions separately.en,
we discuss the concept of cooperative awareness and review frequently used metrics
for its quantication. For more information on eciency and infotainment V2X
applications, we kindly refer the reader to, e.g., [77].
2.2.1 Focus in the United States
In the United States, a series of research projects has been dedicated to the denition,
implementation and testing of DSRC safety applications. In the following, we discuss
three projects conducted by the USDOT and CAMP, a research organization of
leading U.S. American vehicle manufacturers.
Vehicle Safety Communications (VSC) Project (2002-2004)
More than 75 application scenarioswere identied and analyzed in the aforementioned
VSC project, resulting in a description of 34 selected safety applications [13]. Of these
34 applications, eight were marked as “high priority” based on the expected safety
benet when taking into account the expected rate of market penetration. For each
application, the report lists “preliminary” communication requirements as shown
in Table 2.3 on the following page. e selected set of applications covers a wide
spectrum of V2X application characteristics, i.e., broadcast as well as unicast, V2V
as well as V2I/I2V and periodic as well as event based communication. For most
applications, the specied transmission rate is 10Hz, the maximum latency is 100ms
and the required communication range is between 150m and 400m. However, the
report leaves open how exactly these communication parameters were derived. An
exception is the Forward Collision Warning (FCW) application, for which the report
states that current radar based FCW systems have an update rate of 10Hz and a
detection range of 150m, which the DSRC based system should match or exceed.
Vehicle Safety Communications - Applications (VSC-A) Project (2006-2009)
e results of the VSC project were taken up by a successor project named Vehi-
cle Safety Communications - Applications (VSC-A) which implemented and tested
prototypes of six selected safety applications15. e selection process was based on
15Note that while the VSC-A project focused on V2V applications, other projects, e.g., the Cooper-
ative Intersection Collision Avoidance System for Violations (CICAS-V) project, implemented and
tested V2I/I2V communications [1].
25
2 Vehicle Safety Communications
Application name Direction Mode Trigger Rate Latency Range
Emergency Electronic
Brake Lights
V2V Broadcast Event 10Hz 100ms 400m
Pre-Crash Sensing V2V Unicast Event 50Hz 20ms 50m
Cooperative Forward
Collision Warning
V2V Broadcast Periodic 10Hz 100ms 150m
Lane Change Warning V2V Broadcast Periodic 10Hz 100ms 150m
Trac Signal Violation
Warning
I2V Broadcast Periodic 10Hz 100ms 250m
Curve Speed Warning I2V Broadcast Periodic 1Hz 1000ms 200m
Le Turn Assistant V2I, I2V Broadcast Periodic 10Hz 100ms 300m
Stop Sign Movement
Assistance
V2I, I2V Broadcast Periodic 10Hz 100ms 300m
Table 2.3: High-priority safety applications and their communication requirements as
of the VSC project task 3 nal report [13]
the analysis of crash statistics in the United States. e experts created a ranking
of frequent crash scenarios and analyzed which DSRC-based safety applications
were suitable to address the respective scenario. e result was a set of six safety
applications as described in Table 2.4 on page 28.
e prototype implementations employed a Target Classicationmechanism based
on the reception of BSMs, creating a 360○ view around the Host Vehicle (HV), i.e.,
the one running the safety application. As illustrated by Figure 2.6 on the facing page,
each detected Remote Vehicle (RV) is assigned one of twelve categories depending on
its relative position to the HV, e.g., ahead, ahead right, ahead far le, oncoming right,
intersecting le, and so on. In the gure, categories involving the HV’s far le and
far right were omitted for better readability.e HV and RVs are indicated in dark
gray and light gray, respectively.e gure further shows which classes of RVs the
dierent safety applications are interested in. For example, the FCW application only
monitors the behavior of RVs ahead and in the same lane as the HV [78]. To correctly
classify RVs into categories, the HV requires the reception of BSM information, i.e.,
position information from Part I and path history and prediction data from Part
II [78], from vehicles within application-dependent geographic zones. Table 2.5 on
page 29 describes these zones for each application as dened in [78].
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Figure 2.6: Target classication (simplied) and corresponding safety applications of
the VSC-A project [6]
Safety Pilot Project (2011-2013)
Since 2011, the evaluation and testing of four of the six selected VSC-A safety ap-
plications, i.e., FCW, Blind Spot Warning (BSW)+Lane Change Warning (LCW),
Intersection Movement Assist (IMA) and Emergency Electronic Brake Lights (EEBL),
has been continued and extended in the Safety Pilot16 project.e project consists
of Driver Clinics, in which the reaction of naı¨ve drivers and the resulting safety ben-
et are evaluated, and the aforementionedModel Deployment in Michigan, where
safety applications are tested in a long-term, large-scale and everyday life scenario.
e continued evaluation by the USDOT and leading car makers emphasizes the
relevance of the selected safety applications.
2.2.2 Focus in Europe
In Europe, use cases for V2X communications have been described by dierent
research initiatives, e.g., the EU FP6 IP project SAFESPOT17 [79], the EU FP7 IP
project PRE-DRIVE C2X18 as well as the Car-to-Car Communications Consortium
(C2C-CC)19, a research organization of leading European vehicle manufacturers [80].
e results of these initiatives have been taken up in the ETSI Basic Set of Applications
(BSA) document [8] which denes the use cases of the ETSI TC ITS application layer
as described in the following.
16http://www.its.dot.gov/safety pilot
17http://www.safespot-eu.org
18e project’s website as well as the deliverable D4.1 “Detailed description of selected use cases and
corresponding technical requirements” from 2008 are no longer publicly available.
19http://www.car-to-car.org
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Warns the driver of an “impending rear-end collision”
with a vehicle “ahead in trac in the same lane and
direction of travel”.
Blind Spot Warning +
Lane Change Warning
(BSW+LCW)
Warns the driver “during a lane change attempt if the
blind-spot zone is ... or will soon be occupied by an-
other vehicle traveling in the same direction.” In addi-
tion, the application informs the driver at any time if a
vehicle is detected in the blind spot zone.
Do Not Pass Warning
(DNPW)
Warns “during a passing maneuver attempt when a
slower vehicle, ahead and in the same lane, cannot be
safely passed” because of oncoming trac. In addition,
the application informs the driver if such a maneuver
would be safely possible at any time when a vehicle is
detected ahead and in the same lane.
Intersection Move-
ment Assist (IMA)
Warns if “it is not safe to enter an intersection due to
high collision probability” with other vehicles. Initially,




Transmits a dedicated warning message if a vehicle is
braking hard; receiving vehicles can warn their drivers




Transmits a dedicated warning message if control loss
is detected; receiving vehicles can warn their drivers.
Table 2.4: V2V safety applications evaluated by the VSC-A project [6]
ETSI TC ITS Basic Set of Applications (BSA)
e BSA document ETSI TR 102 638 presents a collection of more than 50 use cases
for V2X communications, associated with seven (preliminary) applications which
are divided into four application classes, i.e., active road safety, cooperative trac
eciency, cooperative local services and global internet services [8]. An overview
of the safety-related use cases and their communication requirements as of the BSA
document is presented in Table 2.6 on page 30. It should be noted here that the
European terminology is dierent from the U.S. American one. For example, EEBL is
a use case in Europe, not an application.e use cases and communication require-
ments listed in the BSA document are similar to the ones described in the VSC nal
report, cf. Section 2.2.1 on page 25. CAM-based safety applications typically require
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Application Minimum performance requirements
FCW Detection of vehicles within 300m ahead and in the same lane.
BSW+LCW Detection of vehicles within 20m behind and of vehicles that will
enter the blind spot zone within 5 s.
DNPW Detection zone is dened by concept but not by concrete numbers.
IMA Detection of vehicles within 300m of an intersection.
EEBL Detection of hard braking events from vehicles within 300m ahead.
CLW Detection of events fromvehicles within 150m in the same direction
and 300m in the opposite direction.
Table 2.5: Communication-relevant minimum performance requirements of V2V
safety applications as dened by the VSC-A project [78]
a transmission rate of 10Hz and a latency of 100ms.e required communication
range is not specied in the document.
ETSI TC ITS Applications
On top of the Facilities layer, the ETSI TC ITS architecture species an Applications
layer for safety, trac eciency and “other” applications [52].ree safety applica-
tions have been dened, i.e., Road Hazard Signaling (RHS), Longitudinal Collision
RiskWarning (LCRW) and Intersection Collision RiskWarning (ICRW) [64].e ob-
jective of the RHS application is to “make the driver aware of a road hazard whichmay
become the cause of an accident” [64].e application currently addresses ten dier-
ent use cases among which are emergency vehicle approaching, slow vehicle, emergency
electronic brake lights and roadwork. To achieve its objective, the RHS applications
makes use of the CA andDENBasic Services, cf. Section 2.1.3 on page 18. As of writing
this thesis, the standards for the LCRWand ICRWapplications are still to be published.
Figure 2.7 on page 32 illustrates the time horizons in terms of Time To Collision
(TTC)20 targeted by the applications dened so far by ETSI.While the RHS application
is categorized as driver awareness, the LCRW and ICRW applications fall in the
category driver warning.e major dierence between the two categories is that the
latter requires the driver to take action immediately, while the former does not [64].
Consequently, dierent QoS levels are foreseen for each category. If the ego vehicle21,
i.e., the vehicle running the application, is in warning or pre-crash state (and the
channel is “not in a congested situation”), the RHS document species a maximum
20In the standard, the TTC is calculated as the sum of maximum end-to-end latency, maximum
driver reaction time, maximum action time, i.e., the time required for crash countermeasures like
braking, and a safety margin addressing, e.g., potential measurement errors [64].
21We use the terms ego vehicle and Host Vehicle (HV) synonymously in this thesis.
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Use case Rate Latency
Emergency vehicle warning 10Hz 100ms
Slow vehicle warning 2Hz 100ms
Motorcycle warning 2Hz 100ms
Overtaking vehicle warning 10Hz 100ms
Lane change assistance 10Hz 100ms
Pre-crash sensing warning 10Hz 50ms
Co-operative glare reduction 2Hz 100ms
Across trac turn collision risk warning 10Hz 100ms
Merging Trac Turn Collision Risk Warning 10Hz 100ms
Co-operative merging assistance 10Hz 100ms
Intersection Collision Warning 10Hz 100ms
Co-operative forward collision warning 10Hz 100ms
Table 2.6: CAM-based use cases of the ETSI Basic Set of Applications (BSA) [8]
latency of 300ms from the detection of an event to the initiation of a countermeasure
by the receiver as well as a minimum transmission range of 300m. Otherwise, a
maximum latency of 1.5 s applies and a channel congestion based reduction of the
transmission range is allowed [64].
2.2.3 Cooperative Awareness
To evaluate the performance of safety applications, a comparison of the number and
severity of crashes with or without the respective application would be desirable.
Experiments with real drivers in a controlled environment can provide valuable
insight, e.g., by means of a real vehicle on a simulated road [81] or an actual crash
situation using a dummy vehicle [82]. However, such experiments can be costly,
require special equipment and typically have a small number of participating drivers.
It would thus be benecial to assess driver assistance systems in simulations.
Some recent works have integrated driver behavior and car following models into a
communication network simulator, evaluating for example the vehicle speed at crash
impact [83], the ratio of cars involved in a crash [84] and the predictability of crashes
based on the received V2X messages [85]. However, obtaining realistic gures by
30
2 Vehicle Safety Communications
means of simulations is challenging, since crashes are rare and extraordinary events22,
inuenced signicantly by human behavior and thus dicult to model [86][87].
On the other hand, the ability of a safety application to correctly determine the
likelihood of a crash with a neighboring vehicle depends on the availability and
quality of information on this particular neighbor’s position and dynamics, a concept
oen referred to as (cooperative) awareness. For example, the target classication
introduced in the VSC-A project can be interpreted as a tool to manage the host
vehicle’s awareness of its neighbors’ presence, cf. Figure 2.6 on page 27. In the following,
we review dierent metrics for cooperative awareness which have been suggested in
the literature.ey each address one of more of the three dimensions of awareness
formulated in [88]: Dissemination area, latency and reliability.
Packet Inter-Reception Time (IRT) and Related Metrics
From the HV’s point of view, the up-to-dateness of the information on a RV’s position
depends on when the last beacon message has been received from this particular
neighbor.is time dierence between two successive and successful reception events
for a sender-receiver pair was denoted as Packet Inter-Reception Time (IRT) and
introduced23 as a metric for awareness in [90]: “[T]he IRT metric quanties the
latency perceived by an application running on top of a given protocol suite. is
suggests that IRT could be used for comparing dierent protocols and parameter
settings even if the application latency requirements are not precisely known.”e
authors point out that IRT captures the channel access delays of the IEEE 802.11p
MAC (cf. Section 2.1.2 on page 13) as well as consecutive packet losses caused by
interference and channel obstructions.
Closely related to the IRT metric, Bai et al. introduced the concept of T-window relia-
bility, an application level metric which is dened as “the probability of successfully
receiving at least one single packet from neighbor vehicles during the tolerance time
window T” [91]. In other words, an application is dened to be reliable if IRT is less
than or equal to T .e authors study the relationship between communication relia-
bility in the form of the Packet Delivery Ratio (PDR), i.e., the probability of receiving
an individual message, and application reliability in the form of T-window reliability.
ey analyze the distribution of consecutive packet drops and come to the conclusion
that, in a constant environment, T-window reliability can be calculated as
papp(d) = 1 − (1 − pRx(d))T/tTx (2.1)
where d is the sender-receiver distance, pRx is the PDR, T is the dened time window
and tTx is the beacon transmission interval.
Since the publication of these original two papers in 2006, the concepts of IRT and
T-window reliability have been taken up and extended by a number of other authors.
22For example, in Germany 409 crashes with injuries or fatalities occurred per 1 billion vehicle
kilometers traveled in 2010 [Source: Statistisches Bundesamt (Federal Statistical Oce)].
23A similar concept to IRT was introduced as delivery delay in [89], but not discussed in detail.
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Figure 2.7: ETSI safety applications and corresponding time horizons [64]
In [92], Mittag et al. studied T-window reliability with T = 1 s. In [93], Sepulcre et
al. introduced the concept of a critical distance between two vehicles before which
the T-window reliability requirement has to be fullled. In [94], An et al. generalized
T-window reliability into the probability of receiving at least n packets within time
window T . Additionally, they described the concept of an awareness range, i.e., the
range up to which the desired reliability is fullled. In [95], Schmidt et al. introduced
a distance-dependent degradation of T . Other works studied the inverse of T-window
reliability, i.e., the probability that no packet was received within the time window
T , e.g., [96], [97] and [98]. In [99], Kaul et al. introduced a metric called system age
which is dened as the “average end-to-end delay observed in any vehicle’s state within
a certain cluster of nodes”. While this metric is initially based on IRT, it provides a
system-level view on the up-to-dateness of awareness information. An overview of
IRT-related awareness metrics is presented in Table 2.7 on the facing page.
2.3 Scalability and Channel Congestion
Channel congestion control has been a major research topic in the ITS community,
as we will discuss in detail in Chapter 3 on page 45. A simple back-of-the-envelope
calculation illustrates why (cf. [71] and [19] for similar considerations). Let us assume
that each vehicle transmits a beacon of 400Bytes at a rate of 10Hz and a data rate
of 6Mbit/s, cf. Section 2.1.3 on page 18. en, it takes about 0.53ms to transmit
one packet24 and the channel can hold a maximum of 1875 packets per second if all
participants are coordinated perfectly. e channel can thus support a maximum
of 187 vehicles under the given assumptions.
Let us now consider howmany vehicles can realistically be expected on a road segment.
According to [100], a density of 28 vehicles/km/lane is the “maximum density at
which sustained ows at capacity are expected to occur” on a freeway, i.e., before a
24Note that the IEEE 802.11p header is always transmitted at the lowest available data rate of 3Mbit/s.
us, it would actually take longer to transmit the packet.
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Metric Description




Probability of having received at least one packet
within the last second
Application reliability [93] Probability of receiving at least one packet within
time window T and distance d
Awareness probability
[94]
Probability of receiving at least n packets within
time window T
Awareness range [94] Maximum distance at which the awareness prob-
ability is greater than or equal to a certain thresh-
old
Awareness [95] Ratio of neighbors whose last packet was received
within a distance-dependent packet lifetime
Invisible neighbor [96] A neighbor within the application’s Region of
Interest (ROI) from whom no message has been
received within time window T
Blackout probability [97] Probability that IRT exceeds 1 second
Update delay [98] Complementary Cumulative Distribution Func-
tion (CCDF) of IRT
System age [99] Average IRT over a certain time interval, aver-
aged over a vehicle’s neighbors, averaged over all
vehicles.
Table 2.7: Awareness metrics related to Packet Inter-Reception Time (IRT)
trac jam starts to form. e default value for a trac jam density is specied as
120 vehicles/km/lane [100]. If we assume a freeway with three lanes per direction,
we get a total density between 168 vehicles/km in the former and 720 vehicles/km in
the latter case.e number of vehicles sharing the channel at a particular location
depends on the applied transmit power and carrier sense threshold, cf. Section 2.1.2
on page 13. Let us assume a carrier sense range of 500m. Since each vehicle can get
triggered into channel busy mode by vehicles ahead and behind itself on the road, it
shares the channel with all vehicles within 1 km, i.e., between 168 and 720 vehicles
in our example. We can thus see that, even under non-extreme assumptions, the
communication demand from CAMs/BSMs alone may exceed the available channel
capacity. In addition, periodic CAMs and BSMs are expected to share the channel with
othermessage types as well, in particularDENMs and event-driven BSMs, respectively,
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cf. Section 2.1.3 on page 18.ese messages contain safety-of-life critical information
which has to be communicatedwith the highest priority.us, the objective of channel
congestion control for VSC is typically to reserve a certain fraction of the available
bandwidth for such emergency messages [1][20].
It should be noted that an uncontrolled rebroadcasting of event-driven messages
may also congest the channel, a phenomenon known as the broadcast storm problem
[101].at is, there are actually two kinds of channel congestion control in VSC, one
addressing the adaptation of the transmission parameters of single-hop CAM/BSM
messages, which is the focus of this thesis, and one aiming at limiting unnecessary
retransmissions of multi-hop emergency messages, e.g., [20], [102] and [103], which
is a research topic of its own.
2.3.1 Degrees of Freedom
While the number of vehicles typically cannot be inuenced, the amount of data
injected into the network can be controlled by adapting the following parameters25:
1. Data rate, i.e., the number of bits conveyed per second.
2. Transmit power, i.e., the signal power emitted by the (isotropic) antenna.
3. Packet size, i.e., the total number of bytes transmitted over the air.
4. Transmission rate, i.e., the number of packets generated per second.
In addition, the temporal and spatial reuse of the channel as well as the likelihood
of packet collisions are inuenced by:
5. Contention window, i.e., the maximum number of backo slots.
6. Carrier sense threshold, i.e., the energy level at the antenna above which the
medium is considered busy.
Table 2.8 on the next page illustrates the ISO/OSI layer associated with each of the
mentioned parameters as well as their corresponding range of allowed values as
far as specied by dierent standards. We can see that a wide range of values is
applicable to each degree of freedom.
2.3.2 Transmission Range, Carrier Sense Range and Interference
Range
Out of the six mentioned degrees of freedom, the spatial reuse of the shared medium
is determined by the combination of transmit power, data rate and carrier sense
25Note that packet size and data rate determine the transmission time of a packet over the channel.
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Parameter Layer Value range
Data rate PHY {3, 4.5, 6, 9, 12, 18, 24, 27}Mbit/s [42]
Transmit power PHY ≤33 dBm [35][42]
Contention window MAC [15;1023] for class AC BK and AC BE [42]
Carrier sense threshold MAC ≤-65 dBm [42]
Packet size APPa ≤∼2342 Bytesb
Transmission rate APP [1Hz;10Hz] [62], ≤10Hz [6]
Table 2.8: Degrees of freedom inuencing the scalability of VSC and their allowed
value ranges
a e size of lower layer headers and trailers is typically xed.us, we expect themain inuencing
factor to be application payload. For scalability, the total number of bytes is decisive.
b e given value is the maximum size to be transmitted without segmentation, i.e., 2304 Bytes
for the maximum frame body size of the 802.11p MAC (assuming no extension for security),
32 Bytes for MAC header and trailer and ∼6 Bytes for PHY overhead [53].
threshold. In this context, three distances are typically of interest in an IEEE 802.11
network [104]:
1. Transmission range dTx , i.e., the range inside which a packet can be successfully
received;
2. Carrier sense range dcs, i.e., the range inside which nodes are able to sense the
signal, even though they may not be able to decode it;
3. Interference range dint, i.e., the range inside which a new transmission may
interfere with the original transmission.
In the following, we discuss each of the three distances as well as the trade-os in
adapting each of the three degrees of freedom. For presentation clarity, we abstract
from fading eects which are encountered in a real-world scenario and assume a
deterministic degradation of transmit power over distance. We calculate path loss
according to the power-law model used later in this thesis, cf. Annex A.1 on page 223.
We model interference as a cumulative noise at the receiver, i.e., the total interference
and noise level corresponds to the sum of the Received Signal Strength (RSS) values
of all overlapping transmissions and the noise oor, which we set to -99 dBm. For a
successful reception, a certain Signal to Interference and Noise Ratio (SINR) has to be
fullled throughout the duration of the packet.is SINR-based model corresponds
to the physical model of Gupta and Kumar [105] and is also employed in the network
simulator ns-2 aer the overhaul of Chen et al. [106].
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Transmission Range
e last columnof Table 2.1 on page 14 lists the required SINR associatedwith each data
rate in IEEE 802.11p, according tomeasurements by Jiang et al. [43]. A higher data rate
has the advantage that it takes a shorter time to transmit a packet of a xed size.us,
the channel is busy for a shorter amount of time and more packets can be transmitted.
However, a higher data rate also requires a higher SINR, which decreases the commu-
nication range at a xed transmit power, as we discuss in the following.is trade-o
is illustrated by Figure 2.8 on the facing page, which depicts the corresponding com-
munication ranges without interference for each data rate compared to the maximum
number of packets per second the channel can hold under the given assumptions. We
can see that a high data rate signicantly reduces communication range.
e interference-free deterministic communication range according to the power-law
model can be calculated as
dTx = 10(PTx−PRxTh−L)/10γ (2.2)
where PTx denotes the transmit power in dBm, PRxTh denotes the minimum RSS
required for reception in dBm, L denotes the reference loss in dB and γ is the path
loss exponent.
Figure 2.9a on page 38 illustrates the resulting RSS with respect to sender-receiver
distance for a transmission using 12 dBm in our conguration.e gure illustrates the
resulting communication ranges for three dierent data rates, i.e., 318m for 3Mbit/s,
219m for 6Mbit/s and 91m for 12Mbit/s. at is, in order to maintain the same
communication range, transmit power has to be increased accordingly. Figure 2.9b
on page 38 illustrates that in our example, a transmit power of 15 dBm and 22 dBm is
required for 6Mbit/s and 12Mbit/s, respectively, to achieve the same communication
range as the combination of 12 dBm and 3Mbit/s.
Figure 2.9c on page 38 illustrates the impact of an interfering transmission on the
resulting communication range in our continued example. Note that according
to the cumulative noise model, the interfering signal consists of the sum of the
interferer’s RSS and the noise oor. We observe that the communication ranges
for 3Mbit/s, 6Mbit/s and 12Mbit/s have been reduced signicantly, i.e., to 156m,
116m and 54m, respectively.
Interference Range
e previous example illustrates that a simultaneous transmission may signicantly
reduce the transmission range. e degree of interference thereby depends on the
distances between sender, receiver and interferer. For uniform transmit power, the
relationship between sender-receiver distance dsr and interference range dint , i.e., the
distance between receiver and interferer, is typically dened as
PRx(dsr) − PRx(dint) = S0⇔ dint = dsr10S0/10γ (2.3)
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Figure 2.8: Trade-o between communication range and the maximum number of
packets/s for dierent data rates (using PTx = 20 dBm)
where γ is the path loss exponent and S0 is the required Signal to Interference Ratio
(SIR) in dB [107][108][109]. Note that this denition does not take into account the
noise level and only compares the RSS values at the receiver.
If we take noise into account, we get
PRx(dsr) − (PRx(dint) + N0) = SN ⇔
dint = (−10−PTx/10dsr−n(SNdsrγ10(N0+L)/10 − 10PTx/10)SN )
−1/γ (2.4)
based on the considered power-law model, where N0 is the noise oor in dBm and
SN is the SINR required for reception. Note that when taking noise into account, it is
not possible to achieve an SINR of exactly SN at dTx in the presence of interference,
since the interference signal theoretically propagates innitely, cf. [110].
If we set dsr = dTx , then the minimum distance between two transmitters which does
not violate the SIR criterion can be calculated as
dmin = dTx + dint (2.5)
Figure 2.10 on page 39 illustrates the dierence between both models in our continued
example. e distance between sender and interferer was set to 812m according
to Equation (2.5) for a transmit power of PTx = 12 dBm. We can see that while the
resulting SIR at the nominal communication range without interference is 8 dB, the
resulting SINR is approximately 5 dB.at is, while the SIR model results in a com-
munication range of 219m, i.e., the communication range without interference, the
SINR model results in a communication range of 158m.
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Interference signal + noise floor
(c) Communication ranges (with interference)
Figure 2.9: Relationship of data rate, interference and communication range (example
using PTx = 12 dBm under the given assumptions)
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Figure 2.10: Interference range according to the SIR and SINR models
Carrier Sense Range
e carrier sense threshold determines the energy level above which a station con-
siders the medium to be busy, cf. Section 2.1.2 on page 13. In combination with the
transmit power, it determines how many simultaneous transmissions can occur in
the network. In some works, the carrier sense range is thus dened as the minimum
distance between two concurrent transmitters [111]. In other words, it is the distance
up to which the RSS of a signal triggers a receiving radio into channel busy mode.
Without taking noise into account, the carrier sense range according to the power-law
model can be calculated as
dcs = 10(PTx−Pcs−L)/10γ (2.6)
where PTx is the transmit power in dBm, Pcs denotes the carrier sense threshold in
dBm and L is the reference loss in dB.
To calculate the carrier sense range according to the cumulative noise model, we rst
need to calculate the dierence between carrier sense threshold and noise oor in dB as
PcsN = 10log10(10Pcs/10 − 10N0/10) (2.7)
where N0 is the noise oor in dBm.en, we can apply PcsN to Equation (2.6) and get
dcs = 10(PTx−PcsN−L)/10γ (2.8)
Figure 2.11 on the following page illustrates the resulting carrier sense ranges for three
exemplary carrier sense thresholds according to the SIR model (received signal) and
the SINR model (received signal + noise oor) in our continued example. We can
see that for high carrier sense thresholds, e.g., 85 dBm, the dierence between both
models in terms of the resulting carrier sense range is negligible. For low carrier sense
thresholds, e.g., -95 dBm however, we observe a signicant dierence. In the example,
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Received signal + noise floor
Figure 2.11: Exemplary deterministic carrier sense ranges for carrier sense thresholds
-85 dBm, -91 dBm and -95 dBm
the SIR model results in dcs = 360m, while the SINR model results in dcs =474m. For
Pcs = -85 dBm, we get dcs = 104m and dcs = 106m, respectively.
Comparing both results for the SINRmodel, the higher carrier sense threshold thus al-
lows formore than four times asmany concurrent transmissions compared to a carrier
sense threshold of -95 dBm. However, as we have seen in Figure 2.9c on page 38, the re-
sulting lowered sender-interferer distance results in a reduced communication range.
2.3.3 Metrics for Channel Load
In the literature, dierent metrics have been suggested to quantify channel load.
In the following, we discuss two model-based metrics which are closely related to
each other as well as one metric which can be directly measured by IEEE 802.11
hardware and is thus widely used.
Communication Density (CD) and Beaconing Load (BL)
In [112], Jiang et al. introduce Communication Density (CD) as “the number of carrier
sensible transmissions per unit of time and per unit of road”.e authors state that
the CD is “proportional to, and therefore can be eectively calculated as”
CD = ρ ⋅ r ⋅ dTx (2.9)
where ρ is the vehicle density in vehicles/km, r is the transmission rate in Hz and dTx
is the communication range in km. By means of simulations, the authors show that
scenarios with the same CD, e.g., a scenario with vehicle density ρ and transmission
rate r and a second scenario with vehicle density 1/2ρ and transmission rate 2r, experi-
ence nearly the same broadcast performance in terms of PDR over distance (for a xed
transmission power) and Channel Access Time (CAT) distribution. Another nding
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of the authors is that “the total communication density of a system can be summed
up from its subgroups’ communication densities”. For example, if one direction of
a highway has a high CD of, e.g., 1000messages/s due to a trac jam and the other
direction has a low CD of, e.g., 500messages/s due to free-ow conditions, the road
segment has a total CD of 1500messages/s.
A similar concept as CD is introduced in [113], where Torrent Moreno denes Beacon-
ing Load (BL) as “the average amount of load oered to the channel within a node’s
[carrier sense range]”.emetric is based on a linear road topology and is calculated as
BL = ρ ⋅ r ⋅ 2dcs ⋅M (2.10)
where dcs and M denote the carrier sense range in km and the message size in bytes,
respectively. It is interesting to note that Equations (2.9) and (2.10) share two common
factors, i.e., ρ and r. Since theCD ismeant to be proportional to Equation (2.9), dTx can
be substituted with 2dcs for a xed carrier sense threshold without loss of generality.
us, in this thesis we dene communication density as
CD = ρ ⋅ r ⋅ 2dcs (2.11)
where dcs is calculated according to Equation (2.8).
Table 2.9 on the following page illustrates the resulting CD values for dierent vehicle
densities, transmit power levels and transmission rates on a highway with three lanes
per direction.e table further shows in brackets the corresponding BL values based
on a packet size of 400 Bytes.e carrier sense range is calculated for a carrier sense
threshold of -95 dBm according to the power-law model as described in Section A.1
on page 223.e CD and BL values exceeding a data rate of 6Mbit/s are highlighted
in gray shade. Note that the assumed maximum BL of 6Mbit/s corresponds to a CD
of 1875messages/s, cf. the back-of-the-envelope calculation above. We can see in the
table that for 5 vehicles/km/lane, the available channel capacity is not exceeded for
any combination of transmit power and transmission rate. For 25 vehicles/km/lane
and 50 vehicles/km/lane, however, at least one of the parameters has to be adapted
in order not to overload the channel.
Channel Busy Ratio (CBR)
While CD and BL are useful tools for theoretical analysis, they are dicult to measure
in a real-world environment. In practice, the Channel Busy Ratio (CBR), i.e., the
fraction of time a radio perceived the channel as busy, is frequently used as a channel
load metric. In the IEEE 802.11 standard, Channel Busy Ratio (CBR)26 is dened as
U = ⌊ tbusy
ttotal
× 255⌋ (2.12)
26e term CBR is not used in the standard. Instead, the concept is denoted as Channel Utilization,
CCA Busy Fraction and Channel Load in dierent clauses of the document [42]. Other works also use
the term Channel Busy Time (CBT) as a synonym for CBR, e.g., [72].
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r [Hz]
ρ [veh/km/ln] PTx [dBm] 1 5 10
5
10 11.1 (0.04) 55.5 (0.18) 110.9 (0.35)
20 154.0 (0.49) 192.5 (0.62) 385.0 (1.23)
30 231.0 (0.74) 668.3 (2.14) 1336.7 (4.28)
25
10 55.5 (0.18) 277.3 (0.89) 554.5 (1.77)
20 192.5 (0.62) 962.6 (3.08) 1 925.1 (6.16)
30 668.3 (2.14) 3 341.7 (10.69) 6 683.4 (21.39)
50
10 110.9 (0.35) 554.5 (1.77) 1 109.0 (3.55)
20 385.0 (1.23) 1 925.1 (6.16) 3 850.3 (12.32)
30 1 336.7 (4.28) 6 683.4 (21.39) 13 366.9 (42.77)
Table 2.9: Exemplary Communication Density (CD) [msg/s] (Beaconing Load (BL)
[Mbit/s]) values for dierent vehicle densities ρ, transmit power levels PTx and trans-
mission rates r; combinations in grey cells exceed the assumed channel capacity of
6Mbit/s.
where tbusy is the Channel Busy Time (CBT) in µs, i.e., the time “the [station] sensed
the medium was busy, as indicated by either the physical or virtual carrier sense
(CS) mechanism“ and ttotal is the total measured time in µs [42].e linear scaling
with 255 is used for the over-the-air transmission of channel information in feedback
frames. Due to its denition in the IEEE 802.11 standard, CBR is widely available
as a channel feedback in common hardware.
While the IEEE 802.11 standard requires the availability of CBRmeasurements, it does
not specify how CBR is to be implemented. In [72], the ETSI standard species that
CBR should be implemented by means of channel probing.at is, the CCA function
(cf. Section 2.1.2 on page 13) is evaluated at xed, uniform time intervals, resulting in
a sequence of true (1) or false (0) values. When the CBR function is evoked, it returns
the average of all samples collected within the measurement interval, i.e.,
U = ∑ni=1 ki
n
(2.13)
where n is the number of samples ki and ki ∈ {0, 1}.
Figure 2.12 on page 44 schematically illustrates a sample CBR calculation based
on channel probing. In the gure, the measured signal strength at the antenna
temporarily falls below the Carrier Sensereshold (CS). During this IDLE time,
the CCA function returns 0, else it returns 1.e dots along the CS line illustrate
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discrete channel probing measurements. e gure further shows the calculation
of CBR averaged over ten channel probes at three points in time, resulting in CBR
values of 60%, 20% and 30%.
2.4 Summary of Characteristics and Challenges
Safety-oriented vehicular communication networks are expected to be dominated
by single-hop broadcasts of CAM/BSM messages with the objective to establish
a cooperative awareness among vehicles in order to avoid crashes and dangerous
situations. With increasing vehicle density, the aggregate of these messages alone can
exceed channel capacity, unless transmission parameters are adapted.
e focus on cooperative awareness distinguishes VSC from other communication
networks, where typically the maximization of throughput is the optimization ob-
jective. While awareness is a receiver concept, it can only be controlled by the trans-
mitter who needs to send out the right information at the right timing and with
sucient communication range.
Safety applications have stringent timing requirements which depend not only on the
application itself but also on the current trac situation. In other words, changes in
the topology not only aect channel load, but also the optimization objective. e
denition of safety applications’ requirements is highly complex and a research topic
of its own. In particular, if n vehicles run m safety applications each, up to n ⋅ m
requirements have to be addressed by the system.
VSC takes place in a pervasive broadcast environment with unbounded signal prop-
agation. e selected frequency band of 5.9GHz comes with a high sensitivity of
radio-wave propagation to changes in the environment, which makes it dicult to
predict if a message can be received successfully. In addition, the broadcast nature
of the foreseen communication makes message acknowledgments impractical. A
particular challenge is thus how to set transmission parameters in order to achieve
sucient communication reliability over an unreliable wireless channel and without
feedback on successful receptions.
For channel congestion control, at least six degrees of freedom have been identied, i.e.,
transmit power, data rate, carrier sense threshold, contention window, transmission
rate and message size. Due to the high mobility of vehicles, the unbounded nature of
radio-wave propagation, the infeasibility of central coordination, the lack of message
acknowledgments and the real-time requirements of safety applications, designing
channel congestion control for VSC is a challenging task and one of themajor research
topics in the eld of V2X communication [1][19][29].
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Figure 2.12: Schematic illustration of Channel Busy Ratio (CBR) calculation with
channel probing
3Congestion Control in Wired, Wireless
and Vehicular Networks
e topic of congestion control plays a major role in many dierent aspects of today’s
communication infrastructure. e emergence of congestion control approaches
began in the 1980s when packet switching networks, in particular the early Internet,
became increasingly popular. In contrast to circuit switching networks such as tele-
phone networks where a certain amount of bandwidth is reserved for each connection,
packet switching networks use the available bandwidth more eciently by allowing
packets to take dierent routes through the network based on where capacity is avail-
able. However, while in circuit switched networks excess connections can be detected
and refused, the dynamic bandwidth usage in packet switching networks can result in
more packets being injected into the network than it can handle [114]. If this is the case,
a drastic decrease in performance can be observed, known as a congestion collapse.
A famous series of such congestion collapses occurred in the early Internet of 1986,
when a drop of three orders of magnitude in throughput (from 32 kbit/s to 40 bit/s)
was observed. What had happened was that the original version of the Transmission
Control Protocol (TCP) had reacted to packet loss at overowing router queues
by generating even more packets [22]. Today, about 25 years aer the introduction
of TCP congestion control by Jacobson and Karels in 1988 [22], TCP (along with
its many avors) is still the most prominent representative of congestion control
protocols. However, a number of other approaches has emerged, custom tailored to
the requirements of dierent applications and network types.
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In the rst part of this chapter, we review fundamental concepts of congestion control
and existing taxonomies.en, we briey introduce the basic principles of TCP to
illustrate the operation of Additive Increase Multiplicative Decrease (AIMD), the
control mechanism also employed in Periodically Updated Load Sensitive Adaptive
Rate control (PULSAR), the congestion control protocol developed in this thesis. In
the next step, we discuss congestion control approaches in other wireless networks,
i.e., cellular networks, Wireless Sensor Networks (WSNs) and Mobile Ad-Hoc Net-
works (MANETs).e last part of this chapter is dedicated to the review of related
approaches in vehicular networks. We have structured the review according to the
six control dimensions identied in the previous chapter.
3.1 Basic Concepts
In this section, we introduce basic concepts of congestion control based on pioneering
works which have had a signicant inuence on research in this eld.ese concepts
are independent of concrete algorithms and will be used later in this thesis.
3.1.1 Congestion Avoidance and Control
In [115], Jain and Ramakrishnan distinguish between
– Flow control, i.e., a scheme which protects the receiver of a ow of packets from
being overwhelmed by too many packets sent from the source.
– Congestion control, i.e., a scheme which “protects the network from being
ooded by its users (source and/or destination)”.
– Congestion avoidance, i.e., a scheme which tries to keep the network at its
optimal operation point.
While ow control concerns only one source-receiver pair and has the objective to
prevent the buer at the receiver from overowing, congestion control and congestion
avoidance address the input of any node into the network.
Figure 3.1 on the facing page illustrates the relationship between latter two concepts[115].
e gure shows a network’s throughput, response time and power as a function of
load, where power is the ratio of throughput and response time. While throughput
rst increases with increasing load, a saturation point is reached when the load
approaches network capacity. If network load is further increased, throughput sharply
drops to zero, a point the authors denote as congestion collapse. At this point, buers
overow throughout the network, preventing any packets from coming through.
e point where throughput breaks in abruptly is denoted as a cli. e objective
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Figure 3.1: Congestion avoidance and control, adaptation of Figure 1 in [115]
of congestion control is to prevent the network from passing the cli and help the
network get back into operational mode if a congestion collapse occurs.
e network’s response time also increases with load, since queues are building up. It
approaches innity aer the cli has been passed. It is easy to see that the objectives
of minimizing response time and maximizing throughput are contradictory. e
trade-o between the two metrics is depicted by the power curve, which shows a
maximum before the cli. is point, aer which throughput increases little but
response time increases signicantly, is referred to as a knee by the authors. e
objective of congestion avoidance is to maintain network load near the knee.
Basic Components of a Congestion Avoidance Scheme
In [115], Jain and Ramakrishnan describe the basic components of a congestion
avoidance scheme, structured into a feedback and a control part.
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e feedback part consists of
– Congestion detection, determining the congestion state based on, e.g., processor
utilization, link utilization for queue lengths.
– Feedback lter, i.e., a low-pass lter to “to pass only those [congestion] states
that are expected to last long enough for the user action to be meaningful.”.
– Feedback selector, selecting the set of users to be notied of network congestion.
e control part consists of
– Signal lter, accumulating and interpreting the feedback received from the
network, which may be contradictory.
– Decision function, deciding which action to take, i.e., to increase or to decrease,
taking into account feedback signals for the last T seconds.
– Increase/decrease algorithm, determining the amount of the change in the de-
termined direction.
3.1.2 Fairness and Efficiency
Jain et al. dene an optimal allocation as one which is “100% fair and 100% ecient”




where α is a weighting factor and set to 1 for equal weight of the two factors.
According to [116], eciency is maximized at the knee. e eciency of other al-




To quantify fairness, the authors introduced a fairness index given by
Fairness = (∑ni=1 xi)2
n∑ni=1 x2i (3.3)
where xi originally denoted the throughput of user i [115]. In this interpretation, the
equation assumes that maximal fairness is given for equal allocations to all users.
In later works, xi was dened as ai/A∗i , where ai is the allocation of user i and A∗i
is the maximally fair allocation for user i [116]. While A∗i could be set equal for all
users, this denition allows to calculate the fairness index also for non-homogeneous
allocation demands.
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Max-Min Fairness and Proportional Fairness
In Jain’s fairness index, A∗i could be calculated according to dierent fairness concepts
[116]. Two examples commonly encountered in computer networks are max-min
fairness [117] and proportional fairness [118]. A max-min fair rate allocation is one for
which “an increase of any rate within the domain of feasible allocations must be at
the cost of a decrease of some already smaller rate”[119]. In other words, max-min
fairness maximizes the minimum allocation. Note that this denition is strict and
also excludes innitesimally small changes in rate allocation.
Figure 3.2 on the next page illustrates a simple network with seven nodes, A to H, and
four data ows, one each for AE and FG and two for GH, with rate allocations x0, x1
and x2, respectively.e two bottleneck links BC and CD have a capacity of c each. To
nd the max-min allocation, the most heavily used bottleneck is addressed rst, link
CD in our case. Since three ows share this link, each is allocated 1/3c, i.e., x0 = 1/3c
and x3 = 1/3c.e ow FG is allocated the same share of resources, i.e., x1 = 1/3c. Since
this allocation results in an underutilization of link BC, FG can increase its share
to x1 = 2/3c without impacting the other ows.
In the above example, the total throughput of the network is x0+ x1+2x2 = 5/3c, which
is less than the available capacity of 2c. An allocation which makes more use of the
available bandwidth is, e.g., x0 = 1/4c, x1 = 3/4c and x2 = 3/8c, resulting in a throughput
of 7/4c. We observe that the ow AE gave up some bandwidth for the benet of ows
FG and GH. In this allocation, any change resulting in a feasible allocation would
result in a negative average change, which is the denition of proportional fairness [119].
While proportional fairness makes better use of the available bandwidth, max-min
fairness is considered more tting for safety communications, as we will discuss
in Section 5.3 on page 119.
3.1.3 Binary Adaptation Schemes
In [120], Chiu and Jain analyze binary linear control algorithms for congestion avoid-
ance, i.e., each user’s allocation xi is adapted as
xi(t + 1) = ⎧⎪⎪⎨⎪⎪⎩aI + bIxi(t) if y(t) = 0aD + bDxi(t) if y(t) = 1 (3.4)
where y(t) is a binary function of time t indicating increase (0) or decrease (1), aI
and bI are increase parameters and aD and bD are decrease parameters.
In particular, the authors focus on the following four control functions:
– Additive Increase Additive Decrease (AIAD), i.e., bI = bD = 0
– Additive Increase Multiplicative Decrease (AIMD), i.e., bI = aD = 0
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Figure 3.2: Example scenario based on [117][119] to illustrate dierent fairness concepts
– Multiplicative Increase Additive Decrease (MIAD), i.e., aI = bD = 0
– Multiplicative Increase Multiplicative Decrease (MIMD), i.e., aI = aD = 0
ey show analytically that a distributed control has to fulll the following require-
ments in order to converge to fairness and eciency1 the latter two concepts dened
as explained above: aI > 0, bI ≥ 1, aD = 0 and 0 ≤ bD < 1 [120]. In other words,
the decrement should be multiplicative and the increment should be additive with
an optional multiplicative component.e only one of the four considered control
functions which fullls these requirements is AIMD2.
To illustrate their analysis, the authors use a vector representation of user’s allocations
xi which is illustrated by Figure 3.3 on page 52 for the case of two users. Optimal
eciency is achieved if x1 + x2 = c, where c is the capacity at the knee, while optimal
fairness is achieved for x1 = x2.e two optimality lines intersect in the optimal point
which has 100% fairness and 100% eciency. To the le of the optimal eciency
line, the network is unterutilized, while it is overutilized to the right. Lines parallel
to both optimal lines represent equal levels of fairness and eciency. at is, the
points p2 and p3 have the same eciency, while p3 and p4 have the same fairness.e
arrows p0p1 and p0p2 illustrate the eect of a multiplicative and additive allocation
change, respectively. Since both types of adaptation aect the allocations x1 and x2
simultaneously, a multiplicative adaptation takes place on a linear line between the
origin and the starting point, while an additive adaptation corresponds to a shi on
a 45○ line. Using this representation, we can see three things [120]:
– Neither pure additive nor pure multiplicative adaptations can result in con-
vergence to optimal fairness and eciency, since the system oscillates on the
respective linear lines.
1e authors further assume that there is no truncation, i.e., users do not check if the new allocation
is out of the bounds of a feasible total allocation.
2In the remainder of this thesis, we use the symbols αI = aI and βD = 1 − bD for the additive
increase and multiplicative decrease parameters of AIMD, respectively.is notation is better suited
to describe the target rate concept, cf. Section 6.3.3 on page 149.
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– Multiplicative increments lead away from the optimal point, while multiplica-
tive decrements lead toward the optimum.
– Additive increments are needed to move toward the optimum aer a multi-
plicative decrement.
Responsiveness and Smoothness
As further analyzed in [120], the parameter choice of the linear control determines
its convergence time to eciency, denoted as responsiveness, as well as the amplitude
of oscillation, denoted as smoothness.e two concepts are illustrated by Figure 3.4
on page 53, which is an adaptation of Figure 3 in [120].
For a linear control xi(t + 1) = a + bxi(t) with n users, the responsiveness is given by
te = log [(an + (b − 1)Xgoal)/(an + (b − 1)X0)]log(b) (3.5)
where Xgoal is the load level at the knee and X0 is the initial state [120].
Further, the smoothness in terms of maximum overshoot is given by
se = ∣an + (b − 1)Xgoal ∣ (3.6)
While the responsiveness te is a monotonically decreasing function of a and b, the
smoothness se is a monotonically increasing function of both parameters [120].us,
the parameter choice is a trade-o between both objectives.
It should be noted that the analysis by Jain et al. has some limitations. First, it is based
on a synchronized case in which all users make their adjustments at the same points
in time. In [121], Gorinsky and Vin show that in some cases AIMD may not converge
to fairness if adjustments are made asynchronously. We will get back to this issue
in Section 6.3.2 on page 144. Second, it is assumed in [120] that all users receive the
same feedback from the network and that the feedback is not delayed. Without these
assumptions, AIMD may also not necessarily converge to fairness [122].
3.1.4 Taxonomy According to Yang and Reddy
Due to the complexity and diversity of congestion control approaches and their
characteristics, their classication is a non-trivial task and dierent taxonomies can
be envisioned. A frequently cited taxonomy for congestion control approaches is
presented by Yang and Reddy in [123], as illustrated by Figure 3.5 on page 54. Taking
on a control theoretic perspective, the authors distinguish between open loop and
closed loop control. In open loop control, actuators make adjustments based on
local knowledge only. In contrast, closed loop control makes adjustments based
on feedback from the network.
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Figure 3.3: Vector representation of linear control algorithms according to [120]
Within open loop control, the authors distinguish between source control and desti-
nation control, depending on which end of the communication ow is targeted by
the control. While the former tries to optimize the trac ow through a switch or
router, e.g., by allocating separate queues for each ow, the latter focuses on which
packets to drop when buers are full.
Within closed loop control, the authors distinguish between implicit feedback and
explicit feedback. An example for implicit feedback control is the congestion control
of TCP, which is based on measurements of round-trip delays, cf. Section 3.2 on
the facing page. Within explicit feedback control, the authors further distinguish
between persistent feedback and responsive feedback. An example for persistent explicit
feedback is the binary feedback scheme introduced by Ramakrishnan and Jain, in
which routers along the way can set a congestion ag in the packet header [124].
An example for responsive explicit feedback is a choke packet, sent back to the orig-
inating node by the receiving node or an intermediate router, asking it to reduce
its rate [125]. Finally, the authors distinguish local feedback and global feedback, of
which the former is exchanged between adjacent nodes and the latter is transferred
from destination to source.
According to the taxonomy of Yang and Reddy, PULSAR applies a closed loop control
with persistent explicit feedback to the transmission rate, cf. Chapter 6 on page 135.
Optionally, transmit power can be adapted using an open loop source control.
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Figure 3.4: Smoothness and responsiveness according to [120]
3.2 Transmission Control Protocol (TCP)
In the Internet, millions of users share the available resources of links and routers.
Since resource sharing and congestion control are two sides of the same coin [126],
a signicant amount of research eort has been dedicated to congestion control
approaches to ensure the scalability of the Internet despite its continuously growing
number of users.e most prominent protocol employing congestion avoidance and
control mechanisms is the aforementioned Transmission Control Protocol (TCP).
In the following, we briey review congestion control in TCP and some of its many
avors. Note however, that within the scope of this thesis, we can only scratch on
the surface of related work on this topic. Also, we do not discuss other mechanisms
of TCP, e.g., connection management and ow control. For more information on
TCP, please refer to networking textbooks, e.g., [49][114][126][127].
TCP is an end-to-end transport protocol which establishes a reliable connection-
based service on top of an unreliable transport protocol, typically the well-known
Internet Protocol (IP). It employs a host-centric, feedback-based and window-based
congestion control scheme whose core is the adaptation of a variable called congestion
window.e congestion window indicates how many bytes the node may transmit
before an Acknowledgment (ACK) has been received and is measured in the unit
of the Maximum Segment Size (MSS) of TCP.e adaptation is based on AIMD
with αI = 1 and βD = 1/2, cf. Section 3.1 on page 46.
3.2.1 Congestion Detection
TCP uses implicit feedback from the network to determine if congestion occurred.
Since in a wired network such as the Internet transmission errors are rare, the main
reason packets are lost is if they are dropped due to overowing queues, i.e., if the
network is congested. TCP thus uses packet loss, detected based on missing acknowl-
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Congestion control
Open loop Closed loop
Source control Destination control Implicit feedback Explicit feedback
Persistent Responsive
Figure 3.5: Taxonomy of congestion control algorithms according to [123]
edgments, as a congestion indicator. It uses a Retransmission Timeout (RTO) to
decide if a packet has been lost and is to be retransmitted.e RTO is calculated using
an ExponentiallyWeightedMovingAverage (EWMA) of RoundTrip Time (RTT)mea-
surements, i.e., the time dierence between the transmission of data and the reception
of the corresponding ACK. In the original TCP algorithm3, the RTO was calculated as
RTO = β ⋅ SRTT (3.7)
where β has a default value of 2 and the Smoothed RTT (SRTT) is given by
SRTT = α ⋅ SRTT + (1 − α) ⋅ RTT (3.8)
where RTT is the new measurement and α ∈ [0, 1], with a recommended value of
α ∈ [0.8, 0.9]. is mechanism was later improved by Karn and Partridge, who
excluded retransmitted packets from RTT averaging [128], and by Jacobson and
Karels, who included RTT variance in the SRTT calculation [22]. Jacobson and
Karels further introduced an exponential backo mechanism, where the RTO is
doubled for every retransmission.
TCP employs a second mechanism to detect packet loss, referred to as fast retransmit.
When more than three duplicate ACKs, i.e., acknowledgments for data which has
already been acknowledged before, have been received, TCP suspects that a packet
has been lost and does not wait for the RTO to expire before retransmitting.
3.2.2 Rate Adaptation
e congestion window in TCP is adapted based on three mechanisms4:
– Slow start. At the beginning of a session or aer a RTO event has occurred,
TCP starts with a low congestion window, typically one MSS.e congestion
window is increased exponentially, i.e., it is increased by one MSS for each
3IETF RFC 793, “Transmission Control Protocol - DARPA Internet Program Protocol Specication”,
available at http://tools.ietf.org/html/rfc793
4Based on RFC 5681, “TCP Congestion Control”, available at http://tools.ietf.org/html/rfc5681
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received ACK, until the slow start threshold ssthresh is reached.e slow start
threshold is set to min(F/2, 2MSS) if congestion is detected based on RTO or
three duplicate ACKs, where F is the ight size, i.e., the amount of data which
has been sent but not yet been acknowledged5.
– Congestion avoidance. Aer the slow start threshold has been reached, the
congestion window is increased (approximately) linearly. at is, for each
receivedACK the congestionwindow is increased byMSS×(MSS/W), resulting
in a total increment of approximately one MSS aer all bytes in the congestion
window have been acknowledged.
– Fast recovery. In contrast to a timeout, the reception of three duplicate ACKs
means that some packets still got through the network.us, the fast recovery
mechanism sets the congestion window tomin(F/2, 2MSS) instead of resetting
it to one6.en, the algorithm continues with congestion avoidance.e fast
recovery mechanism distinguishes two variants of TCP referred to as Tahoe
and Reno, of which the latter employs the fast recovery mechanism [127].
Figure 3.6 on the next page illustrates the adaptation of the contention window
for TCP Tahoe, resulting in a saw tooth shaped curve characteristic for TCP. e
gure indicates slow start phases (white) and congestion avoidance phases (gray). At
simulation times 1 s, 2.4 s, 5.6 s and 8.7 s, the slow start mechanism is invoked due
to the reception of three duplicate ACKs. When the slow start threshold has been
reached, TCP continues with congestion avoidance.
We present this example here in order to illustrate similarities and dierences to the
rate adaptation in PULSAR. Both protocols employ the AIMDmechanism, which
leads to a similar shape of the rate adaptation curve over time, cf. Figure 3.6 on
the following page and Figure 7.1 on page 169. However, while TCP is a window-
based protocol with two rate control mechanisms, i.e., slow start and congestion
avoidance, PULSAR adapts transmission rate directly and uses AIMD only. e
intention of the slow start mechanism is to prevent an initial burst of data when
the connection is starting up, which leads to packet loss and retransmissions [22].
In contrast, Cooperative Awareness Messages (CAMs) and Basic Safety Messages
(BSMs) are expected to be transmitted periodically as a single packet and thus not to
occur in bursts. PULSAR thus does not include a slow start mechanism.
A second aspect of TCP’s slow start is that it accelerates AIMD’s slow convergence to
eciency when starting from a low transmission rate, cf. Section 7.1.1 on page 168.
5e concept of ight size takes into account ow control in the form of the receiver’s advertised
window.us, F can be smaller than the congestion windowW . When considering only the congestion
control part of TCP, we can assume F =W .
6In addition, the congestion window is temporarily inated by the number of duplicate ACKs.
7e gure is based on a simulation of a single TCP connection on a bottleneck link with 0.5 kbit/s
capacity and an initial congestion window value of 64. e simulation scenario for the network
simulator ns-2 and the applied evaluation script originate from the practical course Simulation of
Computer Networks at the Karlsruhe Institute of Technology (KIT).
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Figure 3.6: Example of congestion window adaptation in TCP Tahoe7
In future work, PULSAR could be extended by an additional mechanism similar
to slow start which increases transmission rate faster while below a certain chan-
nel load threshold, e.g., by applying dierent AIMD parameters as described in
Section 7.3.3 on page 195.
3.2.3 TCP over Wireless Links
Congestion control in TCP is based on the assumption that packet loss implies a
congested network. In wireless networks, however, packets can be lost due to many
eects such as interference from other transmissions and handos to other base
stations, which do not necessarily imply that the network is congested. us, TCP
in its basic form tends to reduce transmission rate unnecessarily over wireless and
lossy links, resulting in suboptimal performance [129][130][131].
In [130], Balakrishnan et al. review dierent approaches for tackling this issue and dis-
tinguish between three categories.e rst category is end-to-end protocols which use
additional feedback to determine the congestion state of the network. Such approaches
are typically based on a combination of Selective Acknowledgments (SACKs), which
acknowledge the reception of individual packets, and Explicit Congestion Noti-
cation (ECN) to distinguish wireless losses from those caused by congestion. e
second category is link-layer protocols which hide losses on the wireless link from
the TCP connection by using local retransmissions and Forward Error Correction
(FEC).e TCP connection then perceives the channel as having an improved quality
with increased delay. Such approaches perform best if they take into account TCP’s
retransmission behavior.e third category is split-connection protocols, which termi-
nate the TCP connection at the base station and open a second one within the wired
network. However, the authors found this technique to perform suboptimally.
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3.3 Wireless Networks
Wireless networks oen employ congestion control solutions custom tailored to their
respective characteristics and communication patterns. While some networks, e.g.,
cellular networks and typical wireless Local Area Networks (LANs), are centrally coor-
dinated and typically single-hop, others, e.g., WSNs andMANETs, are self-organizing
and employ multi-hop communication.
3.3.1 Cellular Networks
In cellular networks, congestion control is typically based on Transmit Power Control
(TPC). For voice trac, the objective is to maintain a sucient Signal to Interference
and Noise Ratio (SINR) for a successful connection in both downlink, i.e., from Base
Station (BS) to Mobile Node (MN), and uplink, i.e., fromMN to BS. Uplink power
control is typically considered to be more challenging, since on the one hand the
signals of all associatedMNs overlap at the BS and on the other handMNs have scarce
energy resources and thus need to minimize their power output.
In [132], Yates studies under which conditions an iterative power update algorithm
p(t + 1) = I(p(t)) converges to a minimal power allocation p = (p1, ..., pn) which
allows each user j ∈ [1, n] to overcome the interference I j(p) by other users, i.e., to
achieve the required SINR. Yates shows that the algorithm converges if I(p) is positive
(I(p) > 0),monotonous, (p1 > p2⇒ I(p1) > I(p2)) and scalable (αI(p) > I(αp)∀α >
1).e conclusion also holds for uplink power control as well as for downlink if BS
assignments are xed. While the framework presented by Yates provides valuable
insight into the convergence behavior of power control schemes, it has to be noted that
this work, as well as others in the area of cellular networks, assume that the resulting
SINR at the receiver is known for each power value [133]. Such feedback could be
obtained, e.g., by piggybacking the observed Received Signal Strength Indicator
(RSSI) at the destination in the packets sent back to the originator. In practice, the
BS can use a single bit to tell the MN to increase or decrease its transmit power
[134]. While such a practice seems feasible for unicast communications, it may be a
challenge in a broadcast environment where each node would likely have to convey
this information to all of its neighbors.
Surveys of other power control approaches for cellular networks can be found in, e.g.,
[133] and [135].ese works also review enhancements of power control by means of
other techniques, e.g., admission control, beamforming and BS assignment.
3.3.2 IEEE 802.11 Wireless LAN
In a typical wireless Local Area Network (LAN), wireless nodes, e.g., laptops or smart
phones, associate with an Access Point (AP) to connect to the Internet. If the node
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is mobile and, e.g., moves away from the AP, link quality decreases, unless transmit
power and/or data rate are adapted. APs thus typically employ an automatic data
rate adaptation8. A commonly used technique is Auto Rate Fallback (ARF), which
decreases data rate aer a sequence of failed transmissions and vice versa [136]. How-
ever, ARF does not take into account the reasons for transmission failures. In case of
frame collisions, it also decreases data rate, which is counterproductive for alleviating
channel congestion [137][138]. CARA [137] therefore aims at distinguishing channel
errors from collisions by employing the Ready To Send (RTS)/Clear To Send (CTS)
mechanism aer a failed transmission, cf. Section 2.1.2 on page 13. Since RTS/CTS
packets are small and sent with robust modulation rate, a successive transmission
failure is likely due to channel conditions. In this case, an ARF-like scheme is applied.
A survey of data rate adaptation schemes can be found in [139].
A second degree of freedom inuencing link quality is transmit power, which is
adapted with similar motivation as in cellular networks, i.e., to save energy at the
mobile station in the uplink, e.g., [140], and to mitigate interference at neighboring
APs in the downlink, e.g., [141]. In [142], Ramachandran et al. introduce Symphony,
a scheme which jointly adapts transmit power and data rate on a per-link basis, i.e.,
uplink or downlink, with the objective to achieve a link performance at lower transmit
power which is at least as good as performance at maximum power.
3.3.3 Wireless Sensor Networks
Wireless Sensor Networks (WSNs) can be deployed to collect environmental data over
large geographical areas, e.g., to detect forest res or weak points in a dam.ey are
typically structured in a tree-like topology where sensor nodes transfer information,
e.g., measurement data, toward the root of the tree, i.e., the sink, by means of multi-
hop wireless communication. On the way to the sink, data is oen aggregated to save
energy and bandwidth. A major constraint in WSNs is that sensor nodes have very
limited energy resources, which oen cannot be replenished.e focus of congestion
control is thus to minimize packet collisions, since collided transmissions mean a
waste of energy resources.ereby it has to be taken into account that the dierent
“branches” can interfere with each other.
Congestion control in WSNs is typically based on rate control, oen employing the
AIMD mechanism, e.g., [143][144][145]. Channel congestion is detected either by
leaf nodes based on Channel Busy Ratio (CBR) measurements and/or buer queue
lengths [143][144][146]. Alternatively, it is detected centrally by the sink [145]. CODA
[143] employs backpressure messages to notify upstream nodes to reduce their rates
as well as an end-to-end ow control based on the reception of ACKs. In WRCP
[147], nodes estimate the available per-ow capacity at their location and share this
information with each other, aiming for a convergence to a smooth transmission
rate without oscillations. IFRC [144] has some parallels to the work presented in this
8E.g. Alcatel-Lucent AP 124, http://enterprise.alcatel-lucent.com/docs/?id=11483
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thesis, since the authors develop a congestion information sharing mechanism aiming
at a max-min fair rate allocation and use AIMD for rate control. However, the work
addresses ows of data between source and sink and is tailored toward a tree topology.
While transmit power inuences channel load as well, it is typically not considered a
degree of freedom for congestion control in WSNs. Instead, transmit power is chosen
as low as possible in order to maintain a connected network, an approach referred to
as topology control [148]. Examples for topology control approaches are ATPC [149],
where transmit power is adapted individually for each neighbor based on link quality
feedback, DTPC [150], where each node adjusts its transmit power until it hears the
desired number of neighbors, and COMPOW [151], which converges to the lowest
common transmit power providing network connectivity.
3.3.4 Mobile Ad-Hoc Networks (MANETs)
As the name says, Mobile Ad-Hoc Networks (MANETs) consist of mobile nodes
communicating ad hoc, i.e., without central coordination. Potential deployment
scenarios include battleelds and disaster areas [101]. While Vehicular Ad-Hoc Net-
works (VANETs) can be seen as a special form of MANETs, there are signicant
dierences. For example, VANETs have a higher mobility than other MANETs and
topologies based on roads rather than open eld. In addition, MANETs generally ad-
dress Internet-like applications using multi-hop unicast, while VANETs target trac
safety and eciency applications and rely on broadcast and Geocast [152]. Conse-
quently, congestion control in MANETs is typically end-to-end based rate control
based on TCP, using explicit feedback from the network to overcome link and route
failures [153]. In addition, transmit power control is applied in MANETs with similar
objectives as in WSNs, i.e., to save energy and to maintain network connectivity [154].
3.4 Vehicular Networks
In this section, we review dedicated congestion control approaches for vehicular com-
munications. We structure the review based on the six available control dimensions,
i.e., message size, transmission rate, carrier sense threshold, contention window, data
rate and transmit power. For each control dimension, we structure our review based
on the optimization objective, e.g., to maximize throughput. We thereby explicitly
focus on the control of single-hop broadcast messages rather than onmulti-hop broad-
cast schemes targeted toward avoiding the broadcast storm problem [101]. While the
latter schemes, e.g., EMDV [20] and ZCOR [103], implicitly aim at reducing channel
load as well, their primary objective is to eciently disseminate information while
minimizing the number of redundant broadcast messages. Such approaches can be
seen as complementary to the control of single-hop awareness messages.
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In the eld of Vehicle Safety Communications (VSC), some approaches have studied
the adaptation of transmit power and transmission rate with the objective of meeting
the requirements of specic safety applications rather than of controlling channel load.
In [19], Sepulcre et al. introduce the term awareness control to distinguish between
both optimization objectives. ey dene awareness control as “those techniques
aimed at ensuring each vehicle’s capacity to detect, and possibly communicate with
the relevant vehicles and infrastructure nodes present in their local neighborhood,
through the dynamic adaptation of their transmission parameters”[19].at is, aware-
ness control has similarities with topology control whose objective is to maintain
network connectivity. In contrast, “congestion control aims to limit the observed load
on the wireless channel for all nodes in order to provide fair and harmonized access
to the wireless medium”[19]. Both concepts thus have dierent objectives, control
scopes and performance metrics. While the success of congestion control is measured
in terms of channel load, the success of awareness control is typically quantied using
a metric based on Packet Inter-Reception Time (IRT), cf. Table 2.7 on page 33.e
similarities and dierences between both concepts are summarized by Table 3.1 on
the facing page. Sepulcre et al. conclude that a joint congestion and awareness control
would be required. However, they acknowledge that such a task would be highly
complex in light of potentially conicting requirements of multiple safety applications.
In this thesis, our objective is to take a step towards a hybrid congestion and awareness
control. In that respect, our work diers from many previous congestion control
approaches which oen did not address how their adjustments would impact the
performance of safety applications. However, ourmain focus is on controlling channel
load rather than on dening safety applications’ requirements.
3.4.1 Packet Size Control
e IEEE 802.11 standard allows for a exible frame body size between 0 and
2304 Bytes, with optional extensions for high-speed wireless LANs [42]. In [155], Yin
et al. show that the optimal frame size for the Distributed Coordination Function
(DCF) in terms of throughput is a trade-o between overhead and frame loss. Longer
frames have a better ratio between overhead and payload than shorter frames, but
they are also more likely to be lost due to transmission errors or collisions. Yin
et al. conclude that an optimal frame length exists for every channel condition,
independent of the number of contenting stations.
In the context of VSC, the scope for adapting packet size is limited, since the structures
and header formats of CAMs and BSMs have been standardized and a CAM/BSM is
expected to t into a single frame, cf. Section 2.1.3 on page 18. Existing approaches
typically focus on omitting redundant information and reducing security overhead.
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Criterion Congestion control Awareness control
Objective Limit channel load Meet safety applications’ re-
quirements
Control scope All vehicles Individual vehicle or subset
Desired outcome Homogeneous Tx parameters Individual settings
Fairness concept yes no
Metrics Measured (CBR) or esti-
mated (beaconing load)
Reliability of awareness range
(Main) degrees of
freedom
Transmit power and trans-
mission rate
Transmit power and trans-
mission rate
Table 3.1: Congestion and awareness control according to Sepulcre et al. [19]
Message Dispatcher
In [156], Robinson et al. introduce the concept of amessage dispatcher which includes
the minimum number of data elements in a BSM based on which applications are
run by the vehicle itself and its neighbors. For example, if application A requires data
element a at a rate of 2Hz, a is only included in every 5th packet, given a transmission
rate of 10Hz. In [157], Robinson et al. further extend the concept based on predictive
coding, i.e., data elements are only included “when the error in estimating the state
is ‘suciently large’ ”. In other words, data elements are sent to update a receiving
vehicle’s model of the sending vehicle’s state.e authors show that their scheme is
able to reduce channel load by over 80% compared to the baseline of transmitting
every data element in every packet. However, in light of the already small size of the
mandatory elements of CAMssBSMs, the saving potential of the message dispatcher
appears limited compared to the size of the security overhead.
Certificate Omission
Recent works have thus studied the potential of reducing channel load by omitting
certicates. at is, while a signature is required in every CAM/BSM to verify its
authenticity and integrity, certicates could be cached by a receiver and thus may
not have to be attached to every packet.
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In [158], Feiri et al. compare three certicate omission schemes, i.e.,
1. Periodic Omission of Certicates (POoC) [159], which includes the certicate
in every nth CAM;
2. Neighbor based Certicate Omission (NbCO) [67], which includes the certi-
cate if there is a change in the neighbor table, i.e., if a new neighbor has been
discovered;
3. Congestion based Certicate Omission (CbCO) [158], which includes the cer-
ticate in every nth CAM, where n depends on the number of vehicles in the
neighbor table.
e authors argue that POoC may perform too restrictively in situations with low
channel load, while NbCO tends to attach more certicates in situations with high
vehicle density, which is counterproductive for scalability.ey study the trade-o
between network packet loss, i.e., due to collisions or queue drops, and cryptographic
packet loss, which occurs if a signature cannot be veried due to a missing certicate
and the packet consequently has to be discarded.ey show that CbCO can lead to a
reduction in total packet loss, i.e., network and cryptographic loss combined, of 300%
when applying the CbCO scheme compared to when no certicates are omitted at all.
However, their results also show that up to 70 CAMs/BSMs can be received in a row
without the possibility of verication, which corresponds to an IRT of up to 7 s due to
cryptographic packet loss alone and might be problematic for safety applications.
We conclude that, while certicate omission holds potential for the reduction of
channel load, the reception of unveriable CAMs/BSMs is undesirable.us, it would
be preferable to rst exploit other means of reducing channel load. We thus do not
further consider the adaptation of message size in this thesis.
3.4.2 Data Rate Control
As discussed in Section 3.3 on page 57, data rate control plays an important role
to maintain connectivity when link quality changes. In vehicular communication
networks, link quality is prone to change due to the high mobility involved. Conse-
quently, dedicated algorithms have been developed, typically targeting infotainment
applications like video downloading and web browsing which employ unicast ows
between vehicles and/or infrastructure.
Maximization of Throughput for Unicast Communication
In [160], Camp et al. propose to perform an estimation of the current channel coher-
ence time, i.e., the time during which the impulse response of the channel does not
change signicantly, in order to select the best data rate for the current environment.
If the transmission time of a packet is longer than channel coherence time, the char-
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acteristics of the channel may change too much to decode the packet successfully.
In [161], Shankar et al. introduce CARS, a hybrid of proactive and reactive data rate
control based on an estimation of Packet Error Rate (PER). With increasing vehicle
speed, more weight is given to a proactive estimation of PER based on vehicle density
than to a reactive EWMA of past transmission statistics.
BRAVE [162] is motivated by the idea of ooading mobile data generated by smart
phones to urban wireless LAN hotspots in order to save the costs of using cellular net-
works. In a nutshell, BRAVE monitors the RSSI values of received ACKs over 500ms
and uses a lookup table to select the data rate for the next four transmission attempts.
Maximization of Broadcast Performance
In contrast to the aforementioned approaches developed for infotainment applications,
a xed data rate is typically assumed for safety communications. Since VSC is based
on single-hop broadcast, there is not one but many receivers for whom to optimize
reception performance. Also, the primary objective is to establish a mutual awareness
among vehicles rather than to transfer the maximum amount of data.
In [43], Jiang et al. study the question of optimal data rate selection for VSC. By means
of simulations, the authors evaluate the reception performance for three intermixed
groups of vehicles on a long circular highway. Two groups serve as reference groups
to ensure that the Communication Density (CD) of the scenario does not change,
cf. Section 2.3.3 on page 40. at is, for dierent data rates the transmit power of
the third group is set such that the two reference groups experience the same Packet
Delivery Ratio (PDR) and thus the same amount of interference.e authors conclude
that a data rate of 6Mbit/s results in the highest PDR in most scenarios, with the
exception of situations with very low or very high channel load, where 4.5Mbit/s and
9Mbit/s perform slightly better, respectively.eir results are consistent for packet
sizes of 100 Bytes, 200 Bytes and 500Bytes.
e optimality of the 6Mbit/s data rate has been conrmed in [163], where Bai
et al. measured the PDR between two moving vehicles in dierent highway and
suburban environments.eir ndings indicate that a data rate of 6Mbit/s results
in a signicantly higher PDR than a data rate of 18Mbit/s, which can be explained
based on the more robust modulation scheme. However, they also nd that 6Mbit/s
outperforms 3Mbit/s in terms of PDR, even though its modulation is less robust.
ey attribute this result to the chosen packet size of 300 Bytes, which results in a
transmission time of 0.4ms and 0.8ms for 6Mbit/s and 3Mbit/s, respectively.e
coherence time in a rural or highway environment being about 0.3ms to 0.4ms [36],
Bai et al. conclude that the benet of being able to decode a packet during channel
coherence time outweighs the benets of a more robust modulation. ey do not,
however, present results for dierent packet sizes.
e problem of transmission time and channel coherence time results from the fact
that in the IEEE 802.11p standard, the channel is estimated only once for each packet.
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In [164], Fernandez et al. thus introduce an enhanced scheme which updates channel
estimates during the reception of a packet. ey study the performance of their
scheme compared to the default channel estimator for dierent packet sizes and data
rates using calculations based on real-world measurements.eir results indicate that
the new design outperforms the default estimator in terms of PDR while using one
data rate step higher. For example, 6Mbit/s in the new design outperforms 3Mbit/s
in the old design. ey nd that, for a xed packet size, a higher data rate always
performs worse than a lower one, with the exception of 6Mbit/s which outperforms
4.5Mbit/s. In terms of throughput, however, they nd that a data rate of 12Mbit/s
performs best up to a packet size of about 600Bytes.
Due to the ndings of the aforementioned studies as well as its usage as a default
value in the VSC-A project [6], 6Mbit/s has become widely accepted as a default data
rate for VSC, e.g., [47][71][165][166]. However, evaluations so far were typically only
based on the packet-level reliability metric PDR, which does not necessarily mean
that the application level reliability is also optimized at this data rate. e results
of a recent measurement campaign by Sepulcre et al. indicate that a data rate of
3Mbit/s may result in a higher application reliability than 6Mbit/s [21]. However,
the study does not state which channel estimator and packet size were used. In
addition, Sepulcre et al. focused on an urban intersection scenario rather than a
highway environment like the other studies. In a heavily non-line of sight dominated
environment, the higher robustness of 3Mbit/s may outweigh other eects and thus
lead to dierent conclusions.
Preliminary results using dierent data rates in the optimization study presented in
Section 4.2.2 on page 89 indicate that the optimality of the 6Mbit/s data rate still
holds based on the metric of minimizing IRT at a certain sender-receiver distance
in a controlled highway-based simulation environment and for a xed packet size.
However, the examples above show that the selection of a data rate requires a con-
sideration of details beyond the granularity of a packet-based network simulator as
employed in this thesis. For this reason, we adhere to the commonly accepted value
of 6Mbit/s and leave a further exploration of this topic for future work which could,
e.g., apply a detailed physical layer simulator like PhySim [48].
3.4.3 Contention Window Control
As discussed in Section 2.1.2 on page 13, the choice of the contention window size is a
trade-o between packet collision probability and channel access delay. In addition,
the dynamic adaptation of the contention window based on binary exponential
backo is not applicable to broadcast communications.
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Optimal Contention Window in a Saturated IEEE 802.11 Network
According to Bianchi’s analysis in [167], the probability of a frame collision in a
saturated IEEE 802.11 network, i.e., if every station has a frame to transmit at every
point in time, is given by
pcol l = 1 − (1 − τ)n−1 (3.9)
where n is the number of contending stations and the probability τ that a station
transmits in a randomly chosen time slot is given by
τ = 2
W + 1 (3.10)
for a xed contention window sizeW . Figure 3.7 on the following page illustrates pcol l
for dierent xed contention window sizes. We observe that a contention window
of 15, the maximum default value of CWmin in IEEE 802.11p, results in a collision
probability of near 100% for 40 or more competing stations.
According to [167], the optimal contention window size (in terms of system through-
put) is given by
Wopt = n√2Tc/Ts (3.11)
where Tc is the average duration of a frame collision and Ts is the duration of a time
slot, i.e., 13 µs for IEEE 802.11p. For a xed payload size P, Tc is given by
Tc = TH + TP + TDIFS + Ttx (3.12)
where TH is the transmission time of the Physical layer (PHY) and Medium Ac-
cess Control (MAC) header, TP is the transmission time of the payload, TDIFS is
the duration of the DCF Interframe Spacing (DIFS), i.e., 58 µs for IEEE 802.11p,
and Ttx is the transmission time, which is approximately 0.8 µs for 250m at the
speed of light. Assuming a total packet size of 400Bytes in a 6Mbit/s channel, we
thus getWopt =n√2(533µs + 58µs + 0.8µs)/13µs, i.e.,Wopt = 382 for 40 vehicles and
Wopt = 3816 for 400 vehicles9.
e example illustrates why contention window adaptation generally plays an im-
portant role in IEEE 802.11 networks. However, while for typical wireless LANs, the
initial assumption of non-empty transmission queues at every point in time can be
reasonable, it corresponds to a worst-case assumption for VSC. First of all, CAMs
and BSMs are generated at a maximum rate of 10Hz, i.e., once every 100ms [16][29].
Second, since the information contained in safety messages is only useful for a very
short period of time, it does not make sense to queue them if a new message has
been generated, cf. [99][168][169].ird, the optimization in [167] did not take into
account how long it may take a station to access the medium. Backo times of 5ms
9A derivation very similar to this one has been previously presented by Kaul et al. in [99].
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Figure 3.7: Packet collision probability for xed contention window (CW) size, as-
suming that every station has a packet to send at every point in time [167]
and 50ms for contention window sizes of 382 and 3816, respectively, are signicant
compared to a transmission interval of 100ms. Dierent works thus came to the
conclusion that a contention window size of 15 performs reasonably well, e.g., [99]
and [170]. In the following, we review these and other approaches for vehicular
communications in greater detail.
Maximization of Per-Packet Reception Probability
A number of approaches suggest to optimize contention window in order to minimize
the number of packet collisions due to simultaneous transmissions, i.e., to maximize
the PDR. In [171], Balon and Guo suggest to adapt the contention window according
to the current PDR, which is estimated based on the number of missing sequence
numbers in received packets. If the PDR has increased or decreased by a certain
threshold, the contention window is decreased or increased, respectively.
In [172], Mertens et al. calculate the optimal contention window according to Bianchi’s
analysis, setting n in Equation (3.11) on the previous page to the number of entries
in a vehicle’s neighbor table. Additionally, they adapt data rate proportionally to
channel load to compensate for the increasing delay with higher vehicle density.
However, the authors did not address that the number of neighbor table entries does
not necessarily correspond to the number of contending nodes, depending on the
ratio of reception range and carrier sense range.
In [173], Stanica et al. introduce a reverse back-o mechanism which starts with a large
contention window and halves it for every expired CAM, i.e., every CAM that could
not be transmitted before a new one was generated. In their evaluation, they study a
scenario which results in 24 and more consecutive packet losses in a row, indicating
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that the channel is highly congested. In [174], the same authors use simulations
to determine an optimal contention window for each vehicle density based on the
maximization of PDR at close distances. e only considered delay constraint is
the generation of the next CAM, at which the old one expires and is counted as
lost in the PDR. Like Bianchi, they nd that the optimal contention window scales
linearly with the number of nodes, the linear factor depending on packet size. For
example, a vehicle density of 50 nodes results in an optimal contention window of
about 300. However, their results indicate that the PDR is similar, i.e., between 0.65
and 0.73, across a wide range of contention window sizes, i.e., between about 15 and
1400. e authors thus conclude that while adapting the contention window can
improve PDR, it is not sucient as a sole measure to solve the scalability problem
in vehicular communications [175].
It should also be noted that the aforementioned studies typically focused on highly
congested scenarios in which packet collisions due to simultaneous backo count-
downs are a frequent event. In [47], Mittag and Hartenstein analyze the performance
of Carrier Sense Multiple Access (CSMA) for a contention window of 15 in a highly
detailed physical layer simulator.ey conclude that Packet Level Incoordination (PLI),
which includes collisions due to simultaneous countdowns, is eectively controlled
by CSMA unless the channel is saturated.
Minimization of End-to-End Delay
A major drawback of IEEE 802.11p in the context of safety communications is that
it cannot give delay guarantees due to its probabilistic channel access strategy. To
mitigate this issue, a lower contention window can be assigned to higher priority
messages in order to give them a higher probability of a short channel access delay.
For example, this approach is applied in the Enhanced Distributed Channel Access
(EDCA) mechanism, cf. Section 2.1.2 on page 13. Some authors have suggested
alternative or complementary algorithms. In [176], Eichler and Schroth suggest to set
the contention window individually for each packet based on its utility value. Similarly,
in [177] Taleb et al. calculate a vehicle’s contention window based on its safety-related
emergency level. In [178], Zang et al. suggest to adapt the contention window of each
EDCA access category based on a CBR-related channel load estimation, i.e., to double
or halve the contention window if channel load is above an upper threshold or below
a lower threshold, respectively. e objective is to reserve a fraction of bandwidth
for event-driven emergency messages at the cost of increasing channel access delay
for lower-priority messages, e.g, CAMs.
Application-Layer Optimization
While the aforementioned studies suggested optimizations on a per-packet basis,
few studies have so far addressed the impact of contention window adaptation on
safety applications. In [99], Kaul et al. present a study on the minimization of system
age, i.e., “the average end-to-end [...] delay observed in any vehicle’s state within a
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certain cluster of nodes”, cf. Table 2.7 on page 33. In other words, the system age
reects the average age of the received status information of a vehicle’s neighbors.
e authors show that for each vehicle density, there is an optimal point minimizing
information age and that this point cannot be reached by adapting contention window
alone. Kaul et al. therefore use a contention window of 15 and present an algorithm
adapting message generation rate control.
In [170], Reinders et al. study the performance of dierent contention window sizes
on PDR and IRT, cf. Section 2.2.3 on page 30.eir results indicate that PDR is similar
for dierent contention window sizes as long as the channel is not congested. On
the other hand, they show that a high contention window has a detrimental impact
on IRT due to the increasing channel access delay. In the end, the authors conclude
that, contrary to their expectations, an increased contention window does not help
to improve the reception performance of CAMs/BSMs.
Conclusion
To summarize, dierent studies have shown independently of each other that con-
tention window adaptation has a limited potential to improve PDR and IRT as long
as the channel is not used beyond its capacity [48][99][174][170]. Since in this thesis,
our objective is to keep the system near the knee rather than near the cli, we thus use
a xed contention size of 15 according to the IEEE 802.11p standard and do not fur-
ther investigate the topic of contention window adaptation. In particular, one of our
objectives is to prevent the network from getting to a state where CAMs/BSMs expire.
3.4.4 Carrier Sense Threshold Control
e carrier sense threshold, i.e., the level of measured energy above which the ra-
dio considers the medium to be busy, has been studied with dierent motivations
in the related work. While in common wireless LANs, the objective typically is
to maximize network throughput and to avoid asymmetric links, approaches for
vehicular networks typically focus on avoiding excessive channel access delays for
safety-critical information.
Maximization of Throughput
In [110], Ma et al. study the inuence of the carrier sense threshold on the trade-o
between hidden terminals and exposed terminals in unicast communications, cf.
Section 2.1.2 on page 13. eir objective is to nd a carrier sense threshold which
maximizes overall throughput by balancing exposed stations and hidden stations.
While the former ones reduce throughput due to an inecient channel usage, the
latter ones reduce throughput due to packet collisions. Figure 3.8a on the facing page
illustrates the relationship between sender-receiver distance dsr, carrier sense range
dcs, and interference range dint in the case of a transmission from node S to node R,
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(a) Unicast, cf. Figure 1 in [110]
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(b) Broadcast, cf. Figure 1 in [179]
Figure 3.8: Relationship between sender-receiver distance dsr, carrier sense range dcs,
interference range dint , hidden node area Ah and exposed node area Ae
cf. Section 2.3.2 on page 34. Ma et al. show that the hidden node area Ah is minimized
for dcs = dsr + dint, while the exposed node area Ae is minimized for dcs = dsr − dint.
e optimal carrier sense range balancing both areas thus lies in between.
Note that in a broadcast environment, exposed nodes in the classical sense do not
exist, cf. [44].e corresponding relationship between dsr, dcs and dint is presented
in Figure 3.8b. In [109], Yang et al. conclude that the throughput of a multi-hop
wireless network is maximized if dcs = dsr + dint and transmit power is set as low as
possible to maintain connectivity. Figure 3.8b illustrates that this setting theoretically
eliminates the hidden node area Ah.
In the following, we transfer this nding to the context of VSC and the propagation
model applied in this thesis. To maximize the communication range of a broadcast
transmission, it would be desirable to have dsr = dTx , i.e., to allow for a sender-
receiver distance equal to the theoretical communication range without interference.
Following the reasoning of Yang et al., we thus get dcs = dTx + dint. By plugging in
Equation (2.6) on page 39 for dcs, Equation (2.2) on page 36 for dTx and Equation (2.3)
on page 36 for dint, we get an optimal carrier sense threshold of
Pcs∗ = PRxTh − 10γlog10(1 + 10S0/(10γ)) (3.13)
according to the Signal to Interference Ratio (SIR) model, where PRxTh is the required
Received Signal Strength (RSS) for packet reception in dBm, γ is the path loss exponent
and S0 is the SIR required for reception in dB. For PRxTh = −91 dBm, S0 = 8 dB and
γ = 1.85, we thus get Pcs∗ ≈ −101 dBm, which is below the assumed noise oor of
-99 dBm and thus infeasible. We conclude that for uniform transmit power levels, the
carrier sense threshold should be set low in order to maximize throughput.
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Avoidance of Link Asymmetry
In [141], Mhatre et al. study the adaptation of the carrier sense threshold with the
motivation of avoiding asymmetric links which can result from Transmit Power
Control (TPC).e authors argue that with TPC, a low-power node may become
a permanently exposed station to a high-power node if both use the same carrier
sense threshold, since the latter would always sense the medium to be idle and would
thus continue to transmit, while the former one would back o. To ensure that the
network stays symmetric, i.e., that each node is able to “generate sucient interference
to suppress the transmission of [a] reference node”, the authors show that a joint
adaptation of transmit power and carrier sense threshold is required. More specically,
they suggest to select the carrier sense threshold inverse proportionally to the transmit
power used. Intuitively speaking, this means that “if you want to shout, you need to
listen more carefully so as not to disturb those who are whispering” [141]. Next to the
avoidance of starvation in nodes, the authors further nd that the suggested algorithm
signicantly improves network throughput compared to a uniform conguration.
A similar observation was previously made in [180], where Fuemmler et al. nd
that the product of carrier sense threshold and transmit power should be constant
in order to maximize throughput.
Note that [141] and [180] focus on typical IEEE 802.11 networks which are dominated
by unicast communication between a station and its associated AP, where the station
likely has a full queue of packets to send. In contrast, VSC is based on one-hop broad-
casts of short periodicmessages which are not expected to be queued due to their short
lifetime. Due to the lack of exposed terminals in the classical sense and the expected
gaps between packet transmissions from a single node, we assume that the starvation
problem described by Mhatre et al. does not apply to VSC. While we did not observe
fairness issues due to dierent transmit power levels in the simulations conducted
in this thesis, future work might look into this topic more closely to determine if
fairness issues may arise in certain scenarios where a low-power node is surrounded
by many high-power nodes, in particular if for some reason high-power nodes would
keep a queue full of packets instead of only one queued packet. Future studies might
also consider the question if network throughput may be increased by adapting the
carrier sense threshold as suggested in [141] and [180]. However, since Fuemmeler et
al. observed fairness issues in their approach, such a solution would have to make
sure that the fairness principles described in Section 5.3 on page 119 are still met.
Avoidance of Excessive Channel Access Delay
In the context of vehicular networks, the main focus of adapting the carrier sense
threshold has been on controlling channel access delays. In a saturated channel,
the accumulated Channel Busy Time (CBT) sensed by a node with a low carrier
sense threshold may exceed the CAM/BSM generation interval, which leads to the
undesired event of either sending outdated information or having to drop a packet
with safety relevant information.
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In [181], Schmidt et al. compare the performance of three xed carrier sense thresholds
in the context of periodic CAM transmissions.ey observe an improvement of up
to 200% in PDR when decreasing the carrier sense threshold from -65 dBm, i.e., the
default value as of the IEEE 802.11 standard, to -85 dBm. However, they also observe
an increase in average end-to-end delay of two orders of magnitude, i.e., from 0.2ms
to up to 20ms. In [182], Schmidt et al. introduce an algorithm to adapt a vehicle’s
carrier sense threshold based on channel conditions.e objective of the control is
to limit the channel access delay experienced by a vehicle.e scheme starts with a
low carrier sense threshold, i.e., -95 dBm, and increases the carrier sense threshold by
one step for every exponentially decreasing time interval the CAM could not be sent.
e authors show that in a non-saturated scenario, a xed carrier sense threshold of
-95 dBm provides the best awareness quality, i.e., the highest ratio of neighbors from
whom a CAM was received within a distance-dependent timing requirement. For
a scenario with higher channel load, the results indicate that the adaptive scheme
provides better awareness quality for close distances. However, it should be noted
that the evaluated scenario with “high” channel load results in an average channel
access delay of up approximately 50ms for a carrier sense threshold of -95 dBm, which
indicates that the injected channel load is signicantly beyond the channel capacity,
as we will see in Section 5.2 on page 111.
In [183], Stanica et al. introduce an algorithmwhich adjusts the carrier sense threshold
linearly with vehicle density between a minimum and maximum value. e basic
idea is to control the number of vehicles within carrier sense range in order to limit
packet collisions due to simultaneous backo countdowns on the one hand and to
avoid channel access delays due to long channel busy times on the other hand.e
authors show that their scheme has an improved PDR at close distances compared to
a xed carrier sense threshold of -95 dBm. However, like Schmidt et al., they focus
primarily on highly saturated channel conditions. In this thesis, our objective is to
adapt transmission parameters in order to prevent the system from getting to such
a highly congested situation. us, we consider approaches like [182] and [183] to
be complementary to our work.
Conclusion
e hidden terminal problem plays a major role in VSC. Figure 3.9 on the following
page illustrates the relationship of carrier sense range and hidden nodes schematically
in a scenario where two highways cross on top of each other.e gure makes the
simplifying assumption that dint = dTx and considers three settings of the carrier
sense range, i.e., smaller than the communication range (case A), equal to the commu-
nication range (case B) or twice the size of the communication range (case C). From
the point of view of the vehicle in the center of the intersection, vehicles which are
no hidden terminal in any setting are indicated in white. Black vehicles are hidden
terminals in cases A and B, while grey vehicles are hidden terminals only in case A.
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Figure 3.9: Schematic illustration of the impact of the carrier sense range on hidden
terminals in a highway crossing scenario
e example illustrates that with a small carrier sense range, i.e., a high carrier sense
threshold, the number of hidden terminals can become signicant in a trac sce-
nario. In this thesis, we thus apply a low carrier sense threshold, which is in line with
the ndings of Yang et al. [109] and Schmidt et al. [182] as discussed above. More
specically, we set the carrier sense threshold to -95 dBm, which was chosen to be
reasonably close to the noise oor while accounting for the capabilities of current
hardware. Using Equations (2.2) on page 36 and (2.8) on page 39, we can calculate
that for the propagation model and the default settings used in this thesis (cf. Ap-
pendix A on page 223) we get dcs ≈ 2.16dTx .at is, our chosen carrier sense threshold
corresponds approximately to conguration C in Figure 3.9.
Note that we apply this value also in the case of heterogeneous transmit power. While
we did not encounter node starvation as described by Mhatre et al. [141] in our
simulations, future work could explore if similar fairness issues might arise in other
scenarios. In addition, future work might look at the question if the joint adaptation
of carrier sense threshold and transmit power similar to [141] and [180] could help
to improve spatial reuse in VSC compared to a xed carrier sense threshold while
not compromising fairness.
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3.4.5 Transmit Power Control (TPC)
As discussed in Section 3.3 on page 57, Transmit Power Control (TPC) plays a major
role in many dierent wireless networks. One of the objectives discussed so far,
i.e., to minimize energy consumption, is typically assumed to play a minor role in
vehicular networks due to the availability of a vehicle’s propulsion system as an energy
source. TPC therefore typically focuses on the mitigation of interference and/or on
the maintenance of connectivity, i.e., topology control. In the following, we discuss
related approaches based on their optimization objective.
Topology Control
In [184], Artimy introduces DTRA, an algorithm which adapts a vehicle’s transmit
power based on its local estimate of vehicle density.e basic idea is that if vehicle
density increases, the distance between vehicles decreases and thus less transmission
range is required to maintain connectivity.e local density estimation is based on
the ratio between the vehicle’s stopping time and the total trip time and thus does
not require information exchange.
Similar ideas are expressed, e.g., in [185], where Caizzone et al. estimate vehicle
density based on overheard messages and use Additive Increase Additive Decrease
(AIAD) to adapt transmit power in order to keep the number of a vehicle’s neighbors
within an upper and a lower bound.
In [92], Mittag et al. study the benets of relaying CAMs over two hops using lower
transmit power compared to single-hop broadcast with higher transmit power in
order to cover the same distance.ey nd that under perfect channel conditions, two-
hop beaconing can indeed reduce channel load. Under realistic channel conditions
in which packets can be lost, however, their results indicate that the theoretical
benets cannot be attained.ey emphasize, however, that in urban non-line-of-sight
conditions, a multi-hop relaying of CAMs might still be benecial.
Compensation of Slow Fading
In [186], Guan et al. introduce a TPC algorithm which aims at maintaining a target
communication range while compensating link quality changes, e.g., changes in path
loss and shadowing due to line-of-sight obstructions. In a nutshell, each vehicle
adapts its transmit power based on whether or not a sucient number of neighbors
within the desired target range has received its previous transmission. To provide
feedback about the achieved transmission range, each node piggybacks two pieces
of information in its periodic messages, i.e., its own target range as well as a subset
of the node IDs from whom it has heard of since the last transmission and of whom
it has been an intended receiver.
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In [187], Cheng and Shakya introduce a two-stage algorithmwith similar objective, i.e.,
to compensate link quality changes due to mobility and changes in the environment.
In the rst stage, probe packets are sent with increasing transmit power to determine
the closest neighbor. In the second stage, transmit power is set such that it is just
greater than the receiver threshold.
Congestion Control
In [188], Torrent-Moreno et al. introduce D-FPAV, a TPC algorithm whose objective
is to keep the Beaconing Load (BL), cf. Section 2.3.3 on page 40, at any location on
a highway below a maximum value. In essence, the algorithm follows a distributed
water-lling approach to achieve max-min fairness, cf. Section 3.1 on page 46. By
sharing information on the transmit power values used not only by a node itself
but also by its neighbors, each node can locally calculate the maximum transmit
power it can use in order not to violate the maximum BL requirement within its
carrier sense range. Each node then sets its transmit power to the minimum of its
own calculated value and the corresponding values calculated by its neighbors.e
information sharing mechanism of D-FPAV causes a signicant overhead, which is
reduced by Mittag et al. in [189] by relaying the number of vehicles per road segment
rather than their exact positions.
e D-FPAV algorithm has two similarities with the approach introduced in this
thesis, i.e., the focus on max-min fairness and the sharing of congestion information
over two hops. However, while PULSAR adapts transmission rate to control channel
load and adapts transmit power to meet awareness requirements, D-FPAV adapts
transmit power only and does not address safety applications’ requirements. Further,
it is a proactive solution rather than a reactive one, i.e., it relies on the accuracy
of the employed radio-wave propagation model to correctly predict the channel
load resulting from a transmit power allocation. In contrast, PULSAR is a reactive
approach based on CBR measurements.
In [190], Lu and Poellabauer introduce ETPC, an algorithm trying to establish a
common transmit power throughout a region. e basic idea is to prevent nodes
located farther away from a congested location from increasing their transmit power,
since they might become new hidden terminals. In ETPC, a vehicle detecting channel
congestion calculates a maximum transmit power which is propagated throughout
the neighborhood. Transmit power is increased if no lower value has been received
for a certain time. While implemented dierently, ETPC basically shares the objective
of participation fairness with the approach presented in this thesis. However, the
solution of Lu and Poellabauer does not provide a limit for the participation range,
cf. Section 5.3 on page 119.
In [191], Khorakhun et al. introduce a TPC scheme in which they compare the
measured CBR, cf. Section 2.3.3 on page 40, against a threshold. If the CBR is too
high, transmit power is reduced and vice versa.e new transmit power is calculated
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using Multiplicative Increase Multiplicative Decrease (MIMD), cf. Section 3.1 on
page 46. For fairness, a node may only increase its transmit power if its current
value is below the average transmit power used by its neighbors. Like the approach
introduced in this thesis, the protocol by Khorakhun et al. uses a binary adaptation
based on CBR measurements. In 7.4.1 on page 205, we thus compare our solution
against the transmission rate control variant of Khorakhun et al.’s approach which
is presented in [191] as well.
In [192], Nasiriani et al. study the convergence and fairness behavior of two algorithms
adapting transmission range, i.e., Linear Range Control (LRC) and Gradient descent
Range Control (GRC), of which the former is used in the joint power and rate control
scheme by Huang et al. [23], which we discuss in the next subsection. We present the
power control part here because it is independent of the rate control part of [23].e
LRC scheme scales transmission range D linearly between a minimum value Dmin
and a maximum value Dmax , depending on where the current CBR U lies between
a minimum value Umin and a maximum value Umax , i.e.,
Dk+1 = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Dmax if Uk < Umin
Dmin + Umax−UkUmax−Umin (Dmax − Dmin) if Umin ≤ Uk < Umax
Dmin if Umax ≤ Uk (3.14)
e GRC scheme, on the other hand, calculates D as
Dk+1 = min(Dmax ,max(Dmin ,Dk + η(U∗ −Uk))) (3.15)
where U∗ is the targeted CBR value optimizing reception performance, i.e., U∗ = 0.7
CBR [193] and η is a scaling factor with a default value of 50. Nasiriani et al. nd that
the LRC scheme is sensitive to the choice of the corresponding minimum and max-
imum values and might not converge otherwise, in which case they recommend
the GRC scheme.
Awareness Control
As already mentioned at the beginning of this section, the objective of awareness
control is to adapt transmission parameters in order to meet the requirements of
safety applications. e resulting channel load is typically observed but not specif-
ically controlled.
In [194], Gozalvez and Sepulcre introduce OPRAM, an algorithm which computes a
critical distance before which a vehicle approaching an intersection needs to receive a
CAM/BSM from another approaching vehicle in order to prevent a potential crash.
e algorithm uses a low default transmit power to communicate with vehicles on the
same road in Line of Sight (LOS) conditions. One second before the vehicle reaches
the critical distance, the transmit power is set to a maximum value, then decreased
gradually to the default value as the vehicle approaches the critical distance.
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In [195], Sepulcre et al. consider a highway scenario and calculate the critical distance
for the Lane Change Warning (LCW) application, cf. Table 2.4 on page 28.ey nd
that a number of combinations of transmit rate and power can fulll the requirement
of receiving at least one CAM before the critical distance and within a time window
T . In the evaluation, they use a xed transmission rate and adapt transmit power
until the desired application reliability is reached. ey show that channel load
can be reduced if additional knowledge about the trac situation is exploited and
unnecessary CAMs are not transmitted.
In [196], Kloiber et al. suggest to use a random transmit power, e.g., following a
Gaussian distribution. e underlying assumption is that the required awareness
quality, i.e., the up-to-dateness and accuracy of the status information of neighboring
vehicles, decreases with distance. Using a random transmit power, vehicles close
to the transmitter receive frequent position updates, while more distanced vehicles
receive updates less frequently. Compared to a scenario using maximum transmit
power, the authors observe an improvement in IRT for close distances as well as
a reduction in channel load.
Conclusion
While transmit power plays an important role in congestion control as well as in
awareness control, there is no apparent consensus in the related work as to how and
why it should be adapted, especially in order to meet both control objectives. In
Chapter 4 on page 83, we analyze the impact of transmit power on IRT at a certain
distance. Our results indicate that for each target distance, there is an optimal transmit
power in terms of minimizing IRT.is result can help to signicantly reduce the
complexity of congestion control. We discuss in Chapter 5 on page 103 how the
Transmission Rate Control (TRC) approach suggested in this thesis can be further
augmented by means of an open loop TPC.
3.4.6 Transmission Rate Control (TRC)
In contrast to other communication networks, the periodic messages generated in
VSC are expected to be of similar size and to be transmitted in a single packet, cf.
Section 2.1.3 on page 18. For this reason, the term transmission rate is typically used
to refer to the generation rate of CAMs/BSMs in units of Hertz rather than in the
unit of Mbit/s. In the context of awareness control, it has been suggested to transmit
CAMs/BSMs aperiodically as required by the driving context rather than periodically.
We review these approaches at the end of this subsection.
Utility-Based Approaches
Some approaches have been suggested to alleviate the congestion problem in vehicular
networks by prioritizing messages based on an utility function, e.g., [197] [198] [199]
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[200]. Typically, these approaches target non-safety applications which disseminate
information in a certain area by means of one-hop broadcasting. Message priorities
are determined based on factors like the distance to an event, message age, vehicle
speed and the new area to be covered by a (re-)transmission. In [197], [198] and
[200], messages with high priority arriving in the transmission queue get transmitted
rst. If the channel allows it, low priority messages are transmitted later. While
such an approach can help to control channel load, it seems dicult to apply in the
case of VSC where CAMs/BSMs are only valid for a short time and thus delaying
them seems counterproductive.
In Adaptive Trac Beacon (ATB) [199], the transmission interval is adapted based
on a utility function which consists of message priority and channel conditions.
is approach thus has some similarities with the relative transmission rate concept
introduced in this thesis, which adapts the transmission rate based on a safety-related
utility function as well as on channel load. However, ATB has a dierent objective
and controls the transmission interval rather than transmission rate. We discuss the
implications of adapting the transmission interval in Section 5.4.2 on page 126. In
addition, [199] does not discuss a fairness concept, which is most likely not as relevant
in the context of non-safety communications.
Congestion Control
Congestion control approaches for VSC typically adapt the periodic transmission
rate of CAMs/BSMs based on channel conditions. In [201], He et al. adapt the BSM
generation rate based on MAC blocking, i.e., by stopping all transmissions if the CBR
exceeds a certain threshold. Based on congestion events, vehicles adapt their trans-
mission rate using AIMD.e protocol aims to maximize trac generation fairness
but does not take into account the awareness requirements of safety applications.
In [191], Khorakhun et al. introduce a binary control scheme which adapts the trans-
mission interval of periodic messages based on CBR measurements. In [202], Busche
et al. introduce SOURC, an extension of the work by Khorakhun et al., which has
similar protocol elements as PULSAR, e.g., a two-hop piggybacking mechanism to
disseminate CBR measurements. We discuss both approaches in greater detail in
Sections 7.4.1 on page 205 and 7.4.2 on page 206, when we compare their perfor-
mance against PULSAR’s.
In [71], Kenney et al. introduce LIMERIC, a linear message rate control algorithm
using CBR measurements as a feedback.e objective of LIMERIC is to improve the
convergence behavior of binary control algorithms such as AIMD. We discuss the
algorithm in greater detail in Section 7.4.3 on page 211, when we evaluate whether
we can improve PULSAR’s performance by simply replacing AIMD by LIMERIC
without any further modications to the protocol. Note that similar to the relative
transmission rate based on AIMD in this thesis, LIMERIC supports the convergence
to a weighted fair transmission rate for dierent (types of) vehicles [203]. However,
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it is not clear if this weight can be adapted based on the driving context and how it
could be translated into a safety benet. In [204], Bansal et al. introduce a further
extension of LIMERIC named EMBARC, which allows to transmit a message before
the expiration of the periodic timer in the case that it is required to control the tracking
error as perceived by other vehicles.at is, EMBARC is a hybrid of LIMERIC and
an asynchronous awareness control as we discuss in the following.
Awareness Control
In the context of awareness control, the periodicity of CAMs/BSMs is oen replaced
by an aperiodic transmission ofmessages based on the driving context. In [205], Fukui
et al. introduce DITRAC, which was likely the rst scheme to adapt transmission
rate based on vehicle dynamics.e algorithm transmits a CAM for every constant
distance traveled, i.e., proportionally to vehicle speed10.
In [23], Huang et al. present a rate control scheme which transmits BSMs based on the
suspected tracking error neighboring vehicles have toward the transmitting vehicle.
e basic idea is to transmit BSMs more frequently when the dynamics of the vehicle
change. In between BSM receptions, vehicles use a model to estimate the current
position of their neighbors. Based on its own transmitted BSMs, a vehicle can thus
infer where its neighbors estimate its own position. If the resulting suspected tracking
error ε˜, exceeds a certain threshold εth, the vehicle probabilistically transmits a new
BSM in order to update its neighbors’ knowledge. at is, the vehicle periodically
invokes a Bernoulli experiment to decide whether or not to transmit a new BSM,
of which the success probability is given by
p = 1 − e−α∣ε˜−εth ∣2 (3.16)
where α is a sensitivity parameter with a default value of 2 and the estimated tracking
error ε˜ at time step k is calculated as
ε˜k = (1 − ξ)ε˜k−1 (3.17)
where ξ is a second Bernoulli trial with the success probability 1 − q. at is, if the
Bernoulli trial is successful, ε˜k is reset, i.e., a message reception is assumed. Otherwise,
the estimated error accumulates according to the employed mobility model. e
probability q corresponds to the estimated PER.e estimation of q is based on gaps
in the sequence numbers of received packets. It should be noted that the approach
of Huang et al. introduces a positive feedback loop, i.e., if channel quality degrades,
more packets are generated, which in turn can congest the channel and thus degrade
channel quality. As a countermeasure, the protocol employs a second feedback loop
adapting transmit power based on CBR as given by Equation (3.14) on page 75.
In [165], Schmidt et al. explore adaptive beaconing, a scheme which transmits CAMs
based the ego vehicle’s ownmovement, i.e., similar to the approach of Huang et al., but
10A similar condition has been included in the CAM generation rules, cf. Section 2.1.3 on page 18
78
3 Congestion Control inWired, Wireless and Vehicular Networks
additionally takes into account vehicle density as well as themovement of neighboring
vehicles.ey argue that without taking other vehicles’ movement into account, two
vehicles with constant dynamics on a collision course may not receive a warning
in time. us, they recommend a higher transmission rate with increasing crash
probability, i.e., a lower Time To Collision (TTC).
In [206], van Eenennaam et al. suggest reactive beaconing, an approach which trans-
mits a CAM with a distance-dependent delay aer the reception of a CAM from a
vehicle in front.e idea is to create cascades of transmissions whichmove against the
ow of trac, separated by a certain distance. However, the authors do not discuss
the impact of their scheme on safety applications.
Conclusion
e number and timing of CAMs/BSMs transmissions inuences not only channel
load but also the up-to-dateness of the information available to safety applications.
In this thesis, we focus on the periodic transmission of awareness messages, but
introduce a concept how to adapt transmission rate within the boundaries provided
by safety applications based on the current driving context. In future work, an ad-
ditional aperiodic transmission could be integrated, following the example of the
EMBARC approach [204].
3.4.7 Joint Control of Multiple Dimensions
While the majority of related approaches focused on the adaptation of a single control
dimension, some works have introduced a joint control, typically focusing on transmit
power and transmission rate. In [207], Baldessari et al. propose a combination of
TPC and TRC designed to achieve fairness by allocating the same amount of channel
resources to each node.at is, if a node increases its transmit power, it has to reduce
its transmission rate and vice versa. However, the protocol does not take into account
the impact on safety applications.
In [23], Huang et al. introduce a message transmission scheme which generates
messages based on the movement of the transmitting vehicle and adapts transmission
range with respect to channel load in terms of CBR. e two control loops run
independently of each other and have thus been described in Sections 3.4.5 on page 73
and 3.4.6 on page 76, respectively. While the approach of Huang et al. shares the same
objectives as the approach presented in this thesis, i.e., to control channel load while
optimizing reception performance for safety applications, the authors have come to
a dierent conclusion with respect to a control strategy.
e theoretical background of the approach by Huang et al. is described in [193],
where Fallah et al. evaluate the Information Dissemination Rate (IDR), i.e., the
number of packets received successfully by a vehicle’s neighbors within a certain
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range, with respect to transmission rate and transmit power. In a similar study to the
one presented in this thesis, they nd that the maximum IDR achievable for dierent
combinations of transmit power and transmission rate is always the same, which
conrms the ndings in this thesis in terms of an optimal communication density.
From this result, the authors conclude that IDR can be maximized by a separate
control of both dimensions. Fallah et al. further study the relationship between IDR
and CBR and nd that it is a suitable feedback metric to maximize IDR.
Based on these conclusions, the authors present a design methodology for congestion
control which adapts transmission rate based on the required tracking error and
adapts transmit power with respect to channel load. However, the authors face the
problem that the optimal choice of the transmit power depends not only on the
current transmission rate but also on vehicle density. Since vehicle density is dicult
to estimate in a real-world scenario, the authors “resort to a robust but suboptimal”
design by adjusting the channel load between a minimum value of 0.4 CBR and a
maximum value of 0.8 CBR, even though they identied the optimal value to be 0.65.
In this thesis, we take the opposite approach of selecting transmit power based on the
driving context and adapting transmission rate based on channel load. In addition,
we allow the possibility to set a vehicle’s minimum and maximum transmission rate
based on the current trac situation. In contrast to the approach of Fallah et al.,
our approach supports the optimization for dierent distances individually for each
vehicle. For example, the last vehicle in a trac jam is likely to require a high transmit
power as well as a high transmission rate in order to warn a fast approaching vehicle
from behind. Since this vehicle would experience little change in its position, it would
choose a low transmission rate based on the approach of Huang et al. In addition,
its transmit power and therefore its communication range might be limited due to
channel congestion.e combination of both might result in a dangerous situation in
which a fast vehicle approaching the trac jam does not receive position information
in time for the driver to react. However, more information regarding the precise
requirements of safety applications is required to make a nal decision regarding
which control strategy is better suitable to combine congestion and awareness control.
3.4.8 Summary and Conclusions
In this section, we reviewed a number of dierent congestion and awareness control
approaches for vehicular networks which we selected as representatives for dier-
ent optimization objectives and fairness criteria. An overview of selected related
approaches is presented in Table 3.2 on the next page. e table shows the control
dimension adapted by each approach as well as whether the approach addresses a
fairness concept and/or the awareness requirements of safety applications. We will
get back to the corresponding fairness denitions in Section 5.3 on page 119.
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D-FPAV [20] X X
SPAV [189] X X
Khorakhun et al. [191] X X
GRC [192] X X
OPRAM [208] X X
Sepulcre et al. [93] X X
ETPC [96] X
Baldessari et al. [207] X X X
Huang et al. [23] X X X
DITRAC [205] X X X
Khorakhun et al. [191] X X
SOURC [202] X X
LIMERIC [71] X X
EMBARC [204] X X X
Adaptive beaconing [165] X X
Reactive beaconing [206] X X
Kaul et al. [99] X
Camp et al. [209] X
CARS [161] X
Robinson et al. [157] X X
PoOC [159] X
CbCO [68] X
CTA [182] X X
Stanica et al. [183] X
Balon et al. [171] X
Mertens et al. [172] X
Stanica et al. [173] X
Eichler et al. [176] X
Taleb et al. [177] X
Zang et al. [178] X
Table 3.2: Classication of selected related approaches
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Based on the ndings of the related work as well as our own considerations expressed
in this chapter, we focus on the control of transmission rate and transmit power in
this thesis and do not further consider the adaptation of the other potential control
dimensions. We leave the potential integration of further degrees of freedom into
congestion control for future work.
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Solution Space
As illustrated by the previous chapters, the design of congestion control for Vehicle
Safety Communications (VSC) is a multi-dimensional problem with at least six de-
grees of freedom. In Chapter 3 on page 45, we discussed why we focus on two degrees
of freedom in this thesis, i.e., transmission rate and transmit power. Both dimensions
directly inuence not only the resulting channel load but also the performance of
safety applications. We also saw that so far, existing approaches typically focused
either on the control of channel load or on the adaptation of transmission parameters
to meet safety applications’ requirements. In addition, existing congestion control
approaches generally did not dene what the optimal outcome of the adaptation
would be and why their protocol would converge to the desired result.
While typically congestion control is tackled from a sender’s perspective, the func-
tionality of the envisioned safety applications depends on what has been received by
the relevant neighboring vehicles. In this chapter, we thus take on a receiver’s point
of view when addressing the following research questions:
1. What is a suitable optimization criterion to compare dierent combinations of
transmission rate and transmit power?
2. Which parameter combinations optimize the selected criterion?
3. How much is lost without optimization?
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Parts of the results presented in this chapter have been previously published in
[26].ey lay the foundation for the design methodology introduced in Chapter 5
on page 103 and the resulting congestion control protocol described in Chapter 6
on page 135.
4.1 Optimization Criterion
In every optimization study, the choice of the optimization criterion plays an essential
role. In this work, our objective is to prevent the channel from getting into an overload
situation while optimizing reception performance for safety applications. On second
thought, the rst objective follows from the second one, since reception performance
deteriorates in an oversaturated channel.
Intuitively speaking, the degree of “awareness” a vehicle has towards its neighbors has
both a spatial and a temporal aspect. On the one hand, it depends on which neighbors
matter for the safety of the particular vehicle. On the other hand, it depends on how
long ago an update from a particular neighbor has been received. Due to the high
mobility of vehicles, both aspects of awareness are constantly subject to change. In
addition, dierent safety application can have dierent requirements and a merging
of these requirements may be required, cf. [93].
While the specication of the requirements of dierent safety applications is still an
ongoing eld of research, e.g., [21][24], our focus in this chapter is on understanding
general tendencies when adapting communication parameters rather than on dening
which setup is optimal for a particular application in a particular trac situation.
4.1.1 Spatial Aspect: Target Distance
In order to assist the driver in avoiding a potential collision, a safety application needs
to issue a warning in time for the driver to react and initiate a countermeasure.at
is, the application has to take into account the driver’s perception-reaction time as
well as the time it takes to execute the required action itself, i.e., to decelerate to the
speed of the conicting vehicle and to potentially come to a full stop.
From a transmitting vehicle’s perspective, this means that it has to make sure that its
messages are received within a certain distance, which we denote as target distance dt .
Assuming a monotonically decreasing probability of message reception with respect
to distance, reception performance within target distance will be equally good as
or better than at target distance.
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+ (trct + tsys)v
vrel 2
2a
+ (trct + tsys)vrel (4.1)
where v is the transmitting vehicle’s current speed, a is a maximum deceleration
value, trct is the perception-reaction time of the driver, tsys is the system latency
and vrel is the maximum speed dierential to a neighboring vehicle [26]. Note that
Equation (4.1) is meant as an example how a target distance could be calculated.
Very similar calculations have been previously presented in related works, where
the resulting distance is typically denoted as a warning distance, e.g., [24][210].e
rst part of the equation corresponds to the transmitting vehicle’s braking distance
dbrk assuming a constant deceleration and reects the idea that all neighbors ahead
and within this distance should be aware of the transmitting vehicle’s presence, e.g.,
to prevent unsafe lane changes. e second part of equation primarily applies to
neighbors behind the transmitting vehicle and reects the deceleration distance ddec of
the neighbor with the highest relative speed, i.e., the distance it takes this neighbor to
decelerate to the transmitting vehicle’s speed, again assuming a constant deceleration.
Figure 4.1 on the following page schematically illustrates a German freeway situa-
tion with a forming trac jam in one driving direction and free-ow conditions
in the other driving direction. For some selected vehicles labeled A to J, the gure
indicates their current speed, maximum relative speed as well as the resulting tar-
get distance according to Equation (4.1). e example illustrates two properties of
the target distance concept:
1. High target distances can occur in areas with high vehicle density. For example,
vehicle G requires a high target distance while passing a trac jam.
2. A vehicle’s target distance depends not only on its own movement, but also on
the movement of its neighbors. For example, vehicles A and B have the same
speed, but since B is located at the end of the trac jam, it needs a higher target
distance in case another vehicle approaches at high speed.
While Equation (4.1) is meant as an example of how a target distance could be derived
from basic kinematic equations, other works have studied this topic in greater detail
for dierent safety applications, e.g., [24] and [210]. For the purpose of this thesis, it
is less important how exactly a vehicle’s target distance is calculated. Rather, it matters
that such a distance can be derived individually for each vehicle depending on its
driving context and that is has the properties discussed above.
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v = 15 km/h
vrel = 5 km/h
dbrk = 10 m
ddec = 3 m  
v = 200 km/h
vrel = 0 km/h
db = 420 m
ds = 0 m  
v = 15 km/h
vrel = 185 km/h
dbrk = 10 m
ddec = 367 m  
v = 40 km/h
vrel = 40 km/h
dbrk = 35 m
ddec = 35 m  
v = 80 km/h
vrel = 80 km/h
dbrk = 94 m
ddec = 94 m  
v = 80 km/h
vrel = 120 km/h
dbrk = 94 m
ddec = 178 m  
v = 130 km/h
vrel = 70 km/h
dbrk = 203 m
ddec = 77 m  
v = 100 km/h
vrel = 100 km/h
dbrk = 133 m
ddec = 133 m  
v = 150 km/h
vrel = 50 km/h
dbrk = 257 m
ddec = 47 m  
H
v = 115 km/h
vrel = 85 km/h
dbrk = 166 m
ddec = 102 m  
Figure 4.1: Schematic illustration of an a German freeway situation with resulting
target distances (bold font); calculated based on Equation (4.1) using vmax = 200 km/h,
a = -5m/s2, trct + tsys = 2 s
4.1.2 Temporal Aspect: Inter-Reception Time
To assess the probability of a collisionwith a particular neighboring vehicle, the vehicle
running a particular safety application, i.e., the ego vehicle, needs to receive regular
updates on this neighbor’s position, speed and heading. A frequently employedmetric
for the up-to-dateness of such information is the Packet Inter-Reception Time (IRT),
which denotes the time between successive message receptions from a particular
transmitter, cf. Section 2.2.3 on page 30.
For a reliable communication channel, the resulting IRT would simply correspond
to the transmission interval. However, since wireless communication is inherently
unreliable, the IRT observed by the receiver depends on the number of subsequently
lost packets N . If the probability of packet reception pRx is assumed to be constant,
N follows a geometric distribution:
P(N = n) = pRx(1 − pRx)n , n ∈ N (4.2)
If we additionally assume a constant transmission interval tTx (and thus a constant
transmission rate r = 1/tTx), it follows that the observed IRT is tRx = (n + 1)tTx .
Given these assumptions, the IRT tRx follows a geometric distribution as well with
the following Probability Mass Function (PMF):
P(I = tRx) = pRx(1 − pRx)tRx/tTx−1 (4.3)
For the purpose of this analysis, wewould like to compare the IRT distributions at each
target distance resulting from dierent transmission parameter setups and to select
the conguration with the “best” reception performance for safety applications. In
the following, we discuss three dierent ways of doing so, i.e., to compare Cumulative
Density Function (CDF) values, percentiles and averages.
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Comparing CDF Values
Assuming a constant probability of reception pRx and transmission interval tTx , the
Cumulative Density Function (CDF) of IRT is given by
P(I ≤ tRx) = 1 − (1 − pRx)⌊tRx/tTx⌋ = 1 − (1 − pRx)⌊tRx r⌋ (4.4)
Note that while derived dierently, the T-window reliability metric introduced by
Bai et al. in [7] corresponds to above CDF with tRx = T , cf. Equation (2.1) on page 31.
T-window reliability is dened as the probability of receiving at least one message
from a particular transmitter within a time window T. While not shown explicitly
in [7], the oor function in Equation (4.4) is required to account for the atomicity
of packets if tRx/tTx ∉ N.
As illustrated by Table 2.7 on page 33, many state of the art awareness metrics are
related to T-window reliability and thus require the denition of a time period T .
is dependence, however, makes it dicult to apply them (and the CDF of IRT in
general) to our study, since congurations that maximize Equation (4.4) for one value
of tRx can result in a low CDF value for another value of tRx .
Comparing Percentiles
To eliminate the dependency on the required IRT tRx , an alternative to maximizing
the CDF value of IRT could be to minimize its inverse, i.e., its kth percentile:
Pk = tTx ⌈ log(1 − k)log(1 − pRx)⌉ (4.5)
Minimizing the (kth percentile of) IRT at the selected target distance reects the
maximum freshness of neighbor information and thus seems like a suitable opti-
mization criterion. However, since Pk is a step function, it is very sensitive to small
changes of pRx . Using k = 99 for example, pRx = 0.86467 results in P99 = tTx , while
pRx = 0.86466 results in P99 = 0. As a result, the metric can be prone to noisy
behavior, especially if pRx is taken from simulations.
Comparing Averages
As an alternative to the kth percentile, the lowest IRT at a particular target distance




While comparing averages has the advantage of eliminating the need to compare
step functions and thus reduces noise, it has two disadvantages. First, since the
skewness of the geometric distribution is nonzero, its mean does not correspond
to a xed percentile. From a safety point of view, it is thus dicult to give any
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“guarantees”. Second, the comparison of averages does not take into account variances.
A distribution with a higher mean but a lower variance may be preferable from a
safety application’s perspective, while the one with lower average would be selected
according to this criterion.
Conclusion
e previous discussion shows that there appears to be no ideal metric for our purpose
of comparing IRT distributions at a particular distance with respect to their benet for
safety applications.us, we conducted the optimization study for all three variants,
i.e., maximizing CDF values, minimizing percentiles and minimizing averages. We
present our ndings in the following.
4.2 Optimized Parameter Configurations
e analysis in Section 4.1.2 on page 86 has shown that IRT depends on two factors,
i.e., transmission rate and reception probability. While the former is straightforward
to control, the latter depends on many factors, e.g., transmit power, radio-wave
propagation and the level of interference.e level of interference, in turn, depends
on channel load, which among other things depends on transmission rate and transmit
power. A priori, it is thus dicult to say how transmission rate and transmit power
should be congured in order to optimize IRT at the intended target distance.
In this section, we study the impact of a wide range of combinations of transmission
rate and transmit power on the resulting IRT at a certain distance. Our objective is to
nd common characteristics of the identied optimal parameter congurations in
order to derive a strategy for congestion control. For presentation clarity, we thereby
focus on the minimization of average IRT at a certain distance as the optimization
criterion, since it led us to the same conclusions as the minimization of the kth
percentile of IRT, albeit with less noisy results. We additionally present the results
for the kth percentile where appropriate. Note that the maximization of the CDF for
a given IRT leads to dierent conclusions with respect to a control strategy, which
we discuss in Section 5.1.4 on page 109.
4.2.1 Methodology
To analyze and understand the fundamental implications of adapting either control
dimension, we focus on a simple scenario consisting of a long road with a single lane
of equidistant vehicles. To exclude boundary eects, we model distance calculation
and radio-wave propagation in a pseudo-circular setup, i.e., the last vehicle of the
road considers the rst one to be its neighbor. To prevent interference resulting from
the circular setup, we use a road length between 10 km and 25 km, depending on
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the applied transmit power. While the modeled nodes are static, we account for the
impact of vehicle movement on channel load by simulating three dierent vehicle
densities. Our objective is to nd a control strategy that works independent of vehicle
density. Table 4.1 on the next page summarizes the considered parameter space.
e results presented in this section are based on simulations using the network
simulator ns-2 in the conguration described in Appendix A on page 223. While
analytical models for the behavior of Carrier Sense Multiple Access (CSMA) in a
chain topology exist, e.g., [193][211], they typically do not account for heterogeneous
transmission power levels for dierent nodes which we apply in Section 4.2.4 on
page 93.e major challenge in calculating the resulting IRT at a particular distance
from the sender is to analytically determine the probability of message reception,
which depends on many factors such as the placement of nodes, their transmit power
levels, fading, etc. We leave an analytic conrmation of the results presented in
this section for future work.
4.2.2 Optimization for One Group of Vehicles
In the rst part of our search for the set of transmission parameters optimizing recep-
tion performance at a certain target distance, we focus on a uniform conguration of
nodes in order to understand the underlying principles. In Section 4.2.4 on page 93,
we cross-check whether these observations hold if two intermixed groups of vehicles
optimize for dierent target distances.
Figure 4.2 on page 91 illustrates the observed average IRT for two dierent vehicle
densities ρ (rows of subgures) and target distances dt (columns of subgures).e x-
axis and y-axis of each plot reect the evaluated parameter space of transmission rate
and transmit power.e arrows drawn on the xy-plane point toward the minimum
observed average IRT for this particular vehicle density and target distance. We can
see that for each ρ and dt , a dierent combination of transmit power and transmission
rate optimizes average IRT.
For the purpose of this study, we have repeated this selection process for all combi-
nations of ρ and dt within the considered parameter space. e result is depicted
in Figure 4.3 on page 92, which illustrates the identied optimal parameter combi-
nations minimizing average IRT at a certain distance, plotted in separate diagrams.
It is important to note that both subgures are meant to be interpreted together.
For example, in Figure 4.2b on page 91, we can see that the parameter combination
minimizing average IRT for ρ = 50 vehicles/km and dt = 300m is 24 dBm and 11Hz
in our setup. is result is represented by an entry of 24 dBm at 300m distance
and 50 vehicles/km in Figure 4.3a and by an entry of 11Hz at 300m distance and
50 vehicles/km in Figure 4.3b.
e representation as separate diagrams facilitates a characterization of the identied
optimal combinations across vehicle densities. Comparing Figures 4.3a and 4.3b, we
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Parameter Evaluated range
Transmit power [dBm] 0, 2, ..., 30
Transmission rate [Hz] 0.5, 1, 1.5, ..., 4, 5, 6, ..., 20
Vehicle density [vehicles/km] 50, 100, 200
Simulation runs 10
Table 4.1: Simulation parameters and their evaluated range
can see that while the identied optimal transmit power at each distance is very similar
across vehicle densities, the corresponding transmission rates typically do not overlap.
Note that the outliers in the transmit power curve at close distances for 50 vehicles/km
and for far distances for 200 vehicles/km can be traced back to the limitations of our
parameter space. In the former case, a higher transmission rate than 20Hz combined
with a lower transmit power would further reduce the observed average IRT. In the
latter case, a higher granularity in transmission rate would be required.
e sensitivity of the identied optimal parameter combinations is illustrated by
Figure 4.4 on page 93, which additionally depicts all parameter congurations which
resulted in an average IRT of up to 100ms above the identied minimum for each
target distance and vehicle density. In Figure 4.4a on page 93, we can see that the
sensitivity of the transmit power is generally lower for close distances. However, it
should be noted that at close distances, the xed oset of 100ms corresponds to a
higher fraction of the global optimum than for farther distances, where the observed
minimum IRT is higher. A similar trend of a lower sensitivity for closer distances can
also be observed for the corresponding transmission rates in Figure 4.4b. However, for
the transmission rate the vehicle density appears to be the dominating factor in terms
of sensitivity. We generally observe a lower sensitivity for lower vehicle densities.
Figure 4.5 on page 94 is a counterpart of Figure 4.3 on page 92 using the minimization
of the 99th percentile of IRT as the optimization criterion. We observe the same
trends as for average IRT in the sense that the identied optimal transmit power
values for each distance are very similar across vehicle densities, while the identied
optimal transmission rates do not overlap. However, we also observe some dierences.
First, the identied optimal transmit power values per distance are generally higher
than with average IRT, while the transmission rates are generally lower. Second,
there are more outliers, which we attribute to the fact that the percentile of IRT is a
step function. In a nutshell, we conclude that both optimization criteria generally
lead to the same conclusions.
Figure 4.6 on page 95 illustrates the Packet Delivery Ratio (PDR) experienced at each
optimal parameter conguration. We can see that many combinations result in an
Packet Delivery Ratio (PDR) of 0.6 to 0.7. For the 99th percentile, we observed a
similar outcome, but at a higher level of 0.8 to 0.9.is nding might indicate that
90







 0 4 8 12




































 0 4 8 12




































 0 4 8 12




































 0 4 8 12





























(d) 100 nodes/km, 300m
Figure 4.2: Examples of the observed average IRT values for a certain vehicle density
and target distance; the arrows in the subgures point to the optimal value [26]
there exists something like a globally optimal PDR. We leave a further exploration
of this topic based on an analytical model for future work.
4.2.3 Optimization for a Certain Channel Load
Figure 4.7 on page 96 illustrates the channel load in terms of Channel Busy Ratio
(CBR) resulting from the identied optimal parameter combinations minimizing
average IRT at a certain distance. We can see that except for the outliers discussed
earlier, all optimized combinations result in a CBR near 0.9. However, in practice it
may be desirable to restrict channel input further, e.g., to keep the system near the
“knee” rather than the “cli” or to reserve a certain fraction of the available bandwidth
for event-driven emergency messages. We discuss the selection of a convergence
target for congestion control in Section 5.2 on page 111.
To nd out how such a restriction would impact the characteristics of the parameter
combinations optimizing reception performance, we repeated the analysis for three
exemplary CBR values of 0.3, 0.5 and 0.7. In the rst step, we determined the transmis-
91



























































Figure 4.3: Parameter combinations optimizing average IRT
sion rate which resulted in the desired CBR for each of our 16 transmit power levels in
the three considered vehicle densities.en, we evaluated which setup minimized the
average IRT for each target distance and vehicle density. While our results indicate
that the independence of the optimized transmission power from vehicle density still
holds, we observed dierences in the optimized values across CBR targets.
Figure 4.8 on page 97 illustrates the transmit power and transmission rate combi-
nations minimizing average IRT for a vehicle density of 100 vehicles/km. We can
see that the optimized transmit power curve has a negative oset for each lowered
CBR value. In an environment with a lower channel load, i.e., less interference, less
received signal strength is necessary to achieve the required Signal to Interference
and Noise Ratio (SINR) for reception.us, a lower transmit power is required. We
conclude here that the optimized transmit power not only depends on the target
distance, but also on the targeted channel load.
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Figure 4.4: Sensitivity of the parameter combinations optimizing average IRT
4.2.4 Optimization for Two Intermixed Groups of Vehicles
So far, by assigning uniform transmission parameters to all vehicles, we implicitly
assumed that all vehicles share the same target distance dt for which reception perfor-
mance should be optimized. However, as discussed in Section 4.1.1 on page 84, this is
typically not the case. In this section, we therefore extend our analysis to two (groups
of) vehicles optimizing for dierent target distances at the same time.e question is:
Can the optimized reception parameters obtained for the case of one group of vehicles
be transferred to the case of two groups with dierent optimization objectives?
To answer this question, we split the vehicles in the previously applied circular road
scenario into two intermixed groups congured with dierent transmission parame-
ters, every other vehicle along the road belonging to one group.e size ratio of 1:1
was chosen to avoid bias. Since an evaluation of the entire parameter space would
have resulted in more than 100,000 possible combinations, we used a xed CBR of
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Figure 4.5: Parameter combinations optimizing the 99th percentile of IRT
0.7 to reduce complexity. More specically, we conducted the study in two steps. In
the rst step, we obtained the congurations to be evaluated. For this purpose, we
selected a transmission rate and transmit power for the rst group as well as a transmit
power for the second group according to Table 4.1 on page 90.en, we adjusted the
transmission rate of the second group to reach a CBR of 0.7. In the second step, we con-
ducted the actual simulation and evaluated the resulting IRT of the messages sent by
each group and received by any vehicle located at the sending group’s target distance.
In contrast to the scenario with only one optimization objective, the question of
which parameter conguration optimizes reception performance for both groups is
not straightforward to answer, since it depends on a fairness denition. Depending
on the driving context, it may be reasonable to assign a higher average IRT to one of
the groups. For this reason, we focus on the Pareto optimal transmission parameter
congurations, i.e., those for which the average IRT of one group cannot be further
lowered without increasing the average IRT for the other group.
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Figure 4.6: Packet Delivery Ratio (PDR) corresponding to the parameter congura-
tions optimizing average IRT
Figure 4.9 on page 98 illustrates the resulting average IRT values for our two groups
using exemplary target distances of 100m and 300m. Note that due to the group ratio
of 1:1, it does not matter which group uses which target distance and the gure thus
summarizes both variants. In the following, we refer to the group with dt = 100m
as group 1 and to the group with dt = 300m as group 2.e gure consists of three
subgures which correspond to dierent vehicle densities. Each dot corresponds to
the outcome in terms of average IRT at the respective target distance of each group
and represents a quadruple of transmission parameters, i.e., the transmission rate
and transmit power of each of the two groups. To give an example, in Figure 4.9c
the combination of 2Hz and 12 dBm for group 1 and 4.24Hz and 20 dBm for group 2
results in an average IRT of 0.938 s for group 1 and of 0.381 s for group 2.e Pareto
optimal combinations are indicated as medium sized solid black dots, located along
the lower le border of the cloud of dots.
For the purpose of our study, the question arises which transmission parameter com-
binations resulted in the identied Pareto optimal points. Figure 4.10 on page 99
illustrates a parallel coordinate plot of the transmission parameter quadruples re-
sulting in a Pareto optimal result for our exemplary target distances of 100m and
300m.e gure consists of four axes, connecting each quadruple by a thin line.e
three subgures correspond to dierent vehicle densities. In the gure, we observe a
wide range of transmission rates for each group, while the transmit power values are
clustered near 12 to 14 dBm for group 1 and near 20 dBm for group 2, independent
of vehicle density. Approximately 80% of all observed Pareto optimal parameter
quadruples use these transmit power values. Taking a look back at Figure 4.8 on
page 97, we observe that for a CBR of 0.7, we had identied transmit power values of
12 dBm and 20 dBm to be optimal for dt = 100m and dt=300m, respectively.
In Figure 4.9 on page 98, the combinations using 12 dBm and 20 dBm for the respective
groups are highlighted using large empty circles. We can see that for all three vehicle
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Figure 4.7: Channel Busy Ratio (CBR) corresponding to the parameter congurations
optimizing average IRT
densities, these points are located near the lower le border of the cloud of dots.
By interpolating them, we could approximate the Pareto frontier, i.e., the border
between feasible and infeasible allocations.e example in Figure 4.9c illustrates how
the adaptation of transmission rate can be used to reach dierent points along the
Pareto frontier. We further notice in the gure that some points have been classied
as Pareto optimal, even though they are not located directly at the Pareto frontier.
is result is an artifact of the limited granularity of our setup and is one of the
main reasons why 20% of the identied Pareto optimal congurations use other
transmit power values. Another reason is illustrated by Figure 4.9a, where due to
the maximum transmission rate of 20Hz, no combination using 12Hz and 20Hz
extends to the upper part of the gure.
Figure 4.11 on page 100 illustrates the fraction of the identied Pareto optimal combi-
nations using the previously determined optimal transmit power values for dierent
combinations of target distances. We thereby allowed a tolerance of ±2 dB, which
corresponds to the granularity of our setup. We can see that typically, the majority
of Pareto optimal points, up to 100% in some cases, uses a similar transmit power
as previously identied as optimal in the case of uniform transmission parameters.
e discrepancies can largely be explained in the context of the limitations of the
considered parameter space as laid out above.
4.3 Reception Performance Without Congestion Control
Having identied the transmission parameter combinations optimizing reception
performance in our setup, the question arises how transmission rate and transmit
power should be adapted to converge to these values. To motivate the design of
congestion control in the next chapter, we conclude the current chapter by quantifying
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Figure 4.8: Parameter combinations optimizing average IRT at dierent CBR levels
(vehicle density 100 vehicles/km)
the dierence in terms of average IRT if no adaptation at all is performed, i.e., if a
xed set of transmission parameters is applied.
Figure 4.12 on page 101 illustrates the observed average IRT per distance compared
to the global minimum for three dierent vehicle densities and three dierent xed
transmission parameter combinations.e gure is complemented by Figure 4.13 on
page 102, which illustrates the corresponding dierence in average IRT between the
respective conguration and the global minimum. We observe that each combination
optimizes average IRT for a dierent combination of vehicle density and target dis-
tance. For example, the combination of 10Hz and 24 dBm results in a near-optimal
outcome for a vehicle density of 50 vehicles/km and a target distance between 300m
and 400m. For higher vehicle densities, however, reception performance at this
distance is signicantly impaired due to channel congestion. At 200 vehicles/km, the
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Avg. IRT [s] of group 1 at dt = 100m
All combinations
Pareto optimal combinations






























Avg. IRT [s] of group 1 at dt = 100m
All combinations
Pareto optimal combinations







































Group1: 12dBm/ Group2: 20dBm
(c) 200 vehicles/km
Figure 4.9: Average IRT results for two groups of vehicles optimizing for target
distances 100m and 300m, including Pareto optimal points and combinations using
the transmit power previously identied as optimal for the respective target distance
channel is so congested that the minimum dierence between the observed value
and the optimum exceeds 100ms.
e other two examples of xed transmission parameters illustrate that neither a
reduction of the (xed) transmit power nor a reduction of the (xed) transmission
rate can provide a near-optimal outcome for all target distances and vehicle densities.
e suboptimal outcome is caused by an overutilization of the channel for high
vehicle densities as well as by an underutilization of the channel for low vehicle
densities. We conclude that, in order to use the channel eciently, an adaptation
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Figure 4.10: Parameter combinations resulting in Pareto optimal points
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Figure 4.11: Ratio of Pareto optimal setups using the transmit power (±2 dB) identied
as optimal in the homogeneous case [26]
of transmission parameters is necessary to keep channel load at its optimal level
when vehicle density changes.
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Min. avg. IRT 50 veh/km
Min. avg. IRT 100 veh/km
Min. avg. IRT 200 veh/km
10 Hz, 24 dBm, 50 veh/km
10 Hz, 24 dBm, 100 veh/km
10 Hz, 24 dBm, 200 veh/km





















Min. avg. IRT 50 veh/km
Min. avg. IRT 100 veh/km
Min. avg. IRT 200 veh/km
10 Hz, 18 dBm, 50 veh/km
10 Hz, 18 dBm, 100 veh/km
10 Hz, 18 dBm, 200 veh/km





















Min. avg. IRT 50 veh/km
Min. avg. IRT 100 veh/km
Min. avg. IRT 200 veh/km
5 Hz, 24 dBm, 50 veh/km
5 Hz, 24 dBm, 100 veh/km
5 Hz, 24 dBm, 200 veh/km
(c) 5Hz, 24 dBm
Figure 4.12: Average IRT for dierent xed transmission parameter settings compared
to minimum values
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10 Hz, 24 dBm, 50 veh/km
10 Hz, 24 dBm, 100 veh/km
10 Hz, 24 dBm, 200 veh/km






















10 Hz, 18 dBm, 50 veh/km
10 Hz, 18 dBm, 100 veh/km
10 Hz, 18 dBm, 200 veh/km






















5 Hz, 24 dBm, 50 veh/km
5 Hz, 24 dBm, 100 veh/km
5 Hz, 24 dBm, 200 veh/km
(c) 5Hz, 24 dBm
Figure 4.13: Dierence to minimum average IRT for dierent xed transmission
parameter settings
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5Design of Congestion Control for VSC
As discussed in Chapter 3 on page 45, so far no consensus has been established in the
literature as to how and why transmission rate and transmit power should be adapted
to control channel load in the context of Vehicle Safety Communications (VSC).
While some authors advocate Transmit Power Control (TPC), e.g., [20][190], others
suggest Transmission Rate Control (TRC), e.g., [165][202], while still others developed
a combination of both, e.g., [23][207]. In addition, some authors have pointed out
the necessity to integrate the consideration of safety applications’ requirements into
congestion control, e.g., [23][93][165].
In this chapter, we systematically derive a congestion control methodology for VSC
which addresses both objectives of keeping the channel in working condition while
operating within the limits dened by safety applications. We thereby exploit the
commonalities of the optimized transmission parameter combinations identied
in the previous chapter.
In particular, we address the following research questions:
1. How can transmit power and transmission rate be adapted to converge to the
identied optimal parameter combinations?
2. What is the relationship between transmit power, transmission rate and channel
load?
3. Which channel load should congestion control converge to?
4. How do we dene fairness?
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5. How can the requirements of safety applications be integrated into congestion
control?
5.1 Control Strategies
In this section, we evaluate the potential of dierent control strategies to converge
toward the minimum average Packet Inter-Reception Time (IRT) identied in Sec-
tion 4.2.2 on page 89 for each vehicle density and target distance. We rst show that
neither TPC nor TRC alone supports optimizing reception performance individually
for each vehicle based on its target distance. We then introduce a joint control strategy
which is able to overcome this limitation. Note that the results presented in this
section are based on global knowledge from the simulator and thus correspond to
the optimal outcome for each strategy.e outcome for a decentralized protocol may
vary.e results presented in this section have been previously published in [26].
5.1.1 Transmit Power Control (TPC)
In TPC, while transmit power is adapted with respect to channel load, transmission
rate is typically set to a xed value for all vehicles, e.g., 10Hz. In the previous chapter,
we saw that each transmit power optimizes reception performance for a certain
distance, cf. Figure 4.3a on page 92. at is, by adapting transmit power based on
channel load, we implicitly adapt the distance at which reception performance is
optimized based on channel load as well. Since the transmission rate is xed, the
optimization distance thus depends on vehicle density.
Figure 5.1 on the facing page illustrates the dierence in average IRT between the
global minimum for each distance and the optimal outcome of a TPC strategy with a
xed transmission rate.e two subgures correspond to dierent xed transmission
rates, i.e., 10Hz in Figure 5.1a and 5Hz in Figure 5.1b. e outcome for the TPC
strategy was determined by selecting the minimum average IRT per distance among
all parameter combinations using the respective xed transmission rate.
As expected, we observe that the outcome at a particular target distance depends on
vehicle density. In Figure 5.1a for example, a vehicle with a target distance of 300m
would experience a near-optimal reception performance at its target distance and a
vehicle density of 50 vehicles/km, while the dierence to the optimal outcome would
be 127ms in the case of 100 vehicles/km and 841ms in the case of 200 vehicles/km.
A comparison between both subgures yields that a lower xed transmission rate
allows to extend transmit power, which improves reception performance at farther
distances. However, reception performance at close distances is worse compared
to a higer transmission rate.
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TPC 10 Hz, 50 vehicles/km
TPC 10 Hz, 100 vehicles/km
TPC 10 Hz, 200 vehicles/km






















TPC 5 Hz, 50 vehicles/km
TPC 5 Hz, 100 vehicles/km
TPC 5 Hz, 200 vehicles/km
(b) Transmission rate 5Hz
Figure 5.1: Dierence in average IRT between the minimum value for a xed trans-
mission rate and the global minimum value for each distance
In a nutshell, the TPC approach optimizes reception performance for a distance which
is determined by vehicle density.us, we conclude that it does not support optimizing
reception performance individually for each vehicle at its respective target distance.
5.1.2 Transmission Rate Control (TRC)
In TRC, transmission rate is typically adapted with respect to channel load, while
transmit power is xed to a certain value.at is, TRC determines a priori at which
distance reception performance will be optimized, i.e., it assumes that all vehicles
share the same target distance.
Figure 5.2 on page 107 illustrates the dierence between the globally minimum aver-
age IRT per distance and the result obtained for a TRC approach, i.e., the minimum
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value among all combinations using a certain transmit power.e two subgures cor-
respond to dierent xed transmit power values, i.e., 16 dBm in Figure 5.2a and
20 dBm in Figure 5.2b.
We can see that as expected, the TRC approach optimizes reception performance for
a certain distance, independent of vehicle density. However, reception performance
degrades signicantly beyond this point. In Figure 5.2a for example, a vehicle with a
target distance of 300m would experience a dierence of 16ms between the outcome
of TRC and the optimal value at a vehicle density of 50 vehicles/km.e dierence
increases to 204ms for 100 vehicles/km and to 406ms for 200 vehicles/km. e
comparison with Figure 5.2b shows that xing transmit power at a higher value
results in a greater optimization distance. However, in comparison the performance
at close distances deteriorates.
To summarize, while the TRC strategy results in a more predictable reception per-
formance with respect to distance than the TPC strategy, it requires the selection
of a xed transmit power which determines the maximum target distance. Beyond
this point, reception performance deteriorates rapidly.
5.1.3 Joint Control of Transmit Power and Transmission Rate
Between TPC and TRC, the latter seems like the better choice if we would like to
optimize reception performance for a certain target distance. However, aswe have seen
there is room for improvement if target distances vary among vehicles. In this case,
we suggest the following joint control strategy: Select transmit power as optimal for the
current target distance, i.e., based on the driving context, then adjust transmission rate
with respect to channel load. In a nutshell, the suggested strategy is an extension of TRC
which on the one hand reduces unnecessary interference caused by excessive transmit
power and on the other hand helps each vehicle to reach its respective target distance.
When its target distance changes, a vehicle adapts its transmit power accordingly.
We further assume that the transmission rate is adapted between a minimum and
a maximum value. A global minimum rate of, e.g., 1 Hz may be applied to notify
newly arriving neighbor vehicles, while a global maximum rate of, e.g., 10Hz may
reect the idea that the additional safety benet of receiving beacon information
is likely to decrease with update frequency. Optionally, minimum and maximum
transmission rate could be determined individually for each vehicle depending on
its driving context. We further discuss this idea in Section 5.4 on page 123.
Note that the existence of a minimum transmission rate requires our joint control
to have a fallback mechanism in the case that all vehicles have already reached their
minimum transmission rate and channel load is still too high. In this case, we suggest
to reduce transmit power to ensure communication with close neighbors. When
the channel congestion has been resolved, transmit power is increased rst to its
desired value before transmission rate is increased.
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TRC 16 dBm, 50 vehicles/km
TRC 16 dBm, 100 vehicles/km
TRC 16 dBm, 200 vehicles/km






















TRC 20 dBm, 50 vehicles/km
TRC 20 dBm, 100 vehicles/km
TRC 20 dBm, 200 vehicles/km
(b) Transmit power 20 dBm
Figure 5.2: Dierence in average IRT between the minimum value for a xed transmit
power and the global minimum value for each distance
e basic functionality of the suggested joint control strategy is summarized in
Algorithm 1 on the next page, where r, rmin and rmax denote the current, minimum
and maximum transmission rate, respectively, U and Ut denote the current and
targeted channel load, respectively, PTx is the current transmit power and f is a
function or look-up table to determine PTx for a given distance and channel load. Note
that the provided pseudo-code is intended as a rough outline rather than a concrete
protocol. Especially the way of incrementing and decrementing transmission rate
could be realized in dierent ways.
Figure 5.3 on page 109 illustrates the dierence in average IRT between the outcome
of the suggested joint control strategy and the globally minimum average IRT per
distance.e two subgures correspond to dierent minimum transmission rates, i.e.,
1 Hz in Figure 5.3a and 3Hz in Figure 5.3b. To create a look-up table for the transmit
power to be used at a particular distance, we used the transmit power value optimizing
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Algorithm 1: Joint power/rate control strategy (basic functionality)
Data: rmin, rmax , dt , Ut , U
r = rmin; PTx = f (dt ,Ut);
while congestion control active do
if U < Ut then
if PTx < f (dt ,Ut) then
Increase PTx ;
else












average IRT for the majority of vehicle densities in Figure 4.3a on page 92. For the
comparison, we then selected the minimum resulting IRT among all combinations
using this transmit power and any transmission rate.
In Figure 5.3a, we can see that the joint control strategy eectively approximates
the optimal performance for all evaluated vehicle densities and (almost) all target
distances.ere are some outliers between 600m and 700m which result from the
granularity of our parameter space. More specically, the transmit power optimizing
average IRT for a vehicle density of 200 vehicles/kmdeviates from the optimal transmit
power for the majority of vehicle densities, cf. Figure 4.3a on page 92. As a result,
the strategy does not select the optimal value.
In Figure 5.3b on the next page, we can see that for a higher minimum transmission
rate, the joint control strategy optimizes reception performance up to the distance
which the channel permits.
To conclude, what we see as themain advantage of the joint control strategy introduced
in this section is that it eciently approximates the identied optimal transmission
parameter congurations for a given channel load target and target distance while
reducing complexity due to its independence of vehicle density. Note that if the safety
application(s) run by a vehicle require the optimization of reception performance
at more than one target distance, the approach could be extended, e.g., by running
multiple instances with dierent target distances simultaneously. A further advan-
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(b) Minimum transmission rate 3Hz
Figure 5.3: Dierence in average IRT between the suggested joint control strategy and
the global minimum value for each distance
tage of the suggested joint control strategy is that by applying TPC as a secondary
mechanism, it is less dependent on a ne granularity of transmit power than pure
TPC approaches. Since a precise control of the realized output power is challenging
to implement, practitioners may consider using rather coarse power settings such
as “low”, “medium” and “high”.
5.1.4 Discussion
In the last part of this section, we address two potential points of criticism of the
presented optimization study. First, we discuss which conclusions we would draw
based on a dierent optimization criterion, i.e., the maximization of the Cumulative
Density Function (CDF) of IRT for a certain time window. Second, we address the
impact of dierent channel models, especially regarding non-line-of-sight conditions.
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Optimization of T-Window Reliability
In Section 4.1.2 on page 86, we discussed the option of using the maximization of the
CDF of IRT for a certain time window tRx at the target distance dt as the optimization
criterion for our study.e CDF of IRT is commonly referred to as T-window relia-
bility (using tRx = T) and is frequently applied in state-of-the-art awareness metrics.
In the context of our optimization study, we argue that an optimization criterion
based on a specic value of tRx in Equation (4.4) on page 87 would lead to a black and
white view of safety, since it assumes a binary transition between “safe” (a message is
received within tRx) and “unsafe” (no message is received within tRx). Taken literally,
this binary transitionmeans that for a given tRx , any transmission interval tTx = tRx+ε,
ε → 0, does not provide any safety benet at all, while any tTx = tRx − ε would not
yield any additional safety benet compared to tTx . As a result, only values of tTx
which are multiples of tRx would increase safety benet. We argue that while it makes
sense to use tRx as a minimum performance requirement, a further reduction of tRx
could have an additional safety benet, e.g., by reducing tracking error. In addition,
the calculation of the required value of tRx in a particular trac situation is typically
subject to a certain degree of uncertainty due to factors like the driver’s perception-
reaction time, road friction, etc. We thus consider a graceful degradation of the safety
benet from a minimum value of tRx to a maximum value of tRx to be more realistic.
From an optimization point of view, the CDF value in Equation (4.4) can be increased
by either applying a higher multiple of tRx to the transmission interval tTx or by
increasing the reception probability pRx . When applying this criterion to our study, the
resulting optimal transmission rate values are multiples of tRx as expected. However,
neither the resulting optimal transmission power values nor the optimal transmission
rates show any apparent commonalities across vehicle densities. at is, a control
strategy to converge toward these optimal points would require knowledge of the
current vehicle density as well as of the trade-o in terms of additional channel load
between increasing transmission rate by xHz and increasing transmit power by y dB.
However, such a decision would require both an accurate model to predict channel
load as well as the potential to tune transmit power in a ne granular way.
Channel Model and Measurements
e presented results of our optimization study are based on simulations using the
power-law model described in Appendix A.1 on page 223. We also validated that
the independence of the optimal transmit power of vehicle density also holds for
other types of fading, e.g., Nakagami with dierent m-parameters. Still, simulations
have their limitations when it comes to the potential inuencing factors encountered
in a real-world environment.
One of such aspects is the transition between Line of Sight (LOS) and Non Line of
sight (NLOS) conditions encountered not only due to static obstacles like buildings
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but also due to mobile obstacles such as trucks. In other words, the probability of
message reception pRx might not be constant, as assumed in this study, which would
have an impact on the distribution of IRT. In the related work, dierent authors came
to dierent conclusions as to whether the geometric distribution applies to the IRT
observed in a real-world environment. In [97], Martelli et al. conducted a measure-
ment campaign in dierent environments and found the geometric distribution to
be a poor match for the obtained IRT measurements. However, it is not clear if the
authors evaluated whether their results matched a geometric distribution for either
LOS or NLOS. In [212], Sepulcre et al. found the measured IRT in both urban and
highway scenarios with LOS obstructions to be suciently well approximated by
a geometric distribution to apply the T-window reliability concept. e examples
illustrate that further measurement campaigns in dierent environments are required
to better understand the reception performance in terms of IRT.
As for the joint control strategy introduced in this section, an unpredictable change
in LOS/NLOS conditions could be countered by choosing transmit power based on
NLOS when in doubt.e reception performance under LOS conditions would then
be better.e change in LOS conditions can also be interpreted as a further indicator
why it could be benecial to transmit at a higher rate than absolutely necessary, since
it increases the chance of transmitting a message during LOS conditions.
5.2 System Model and Convergence Target
In the previous section, we introduced a joint control strategy which selects transmit
power with respect to the desired target distance and adapts transmission rate with
respect to channel load. In the terminology of control theory, we thus suggested
an open loop control, i.e., without feedback, for transmit power and a closed loop
control, i.e., with feedback, for transmission rate.
To design a closed loop controller, we require suitable feedback metric as well as
a model of the system to be controlled which describes the relationship between
input and output. In [71], Kenney et al. introduce a rate control model which can
be used to describe the relationship between a vehicle’s transmission rate and the
observed channel load in terms of Channel Busy Ratio (CBR). e model forms
the basis of the LIMERIC algorithm discussed in Section 7.4.3 on page 211 and was
validated against simulations as well as measurements in a controlled environment
without fading and hidden terminal eects. In the rst part of this section, we
introduce the model by Kenney et al. and compare it to simulation results obtained
in a scenario where all nodes share the same location. In the second part, we use the
concept of communication density [112] to show based on our simulation results of the
optimization study presented in Section 4.2.2 on page 89 that the linear relationship
between transmission rate and CBR can also be observed in a distributed hidden-
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node dominated environment. Parts of the contributions in this section have been
previously published in [26].
5.2.1 Rate Control Model According to Kenney et al.
In [71], Kenney et al. model the channel load experienced by the network as the
aggregate transmission rate of all participating network nodes. More specically,
they calculate the fraction of network capacity rC used by all K nodes sharing the
channel at time t as
rC(t) = K∑
j=1 r j(t) (5.1)
where r j is the transmission rate of node j expressed as a fraction of the total network
capacity. In our setup for example, the transmission of a single message takes 584 µs,
resulting in a maximum of 1712messages/s to be transmitted on a 6Mbit/s channel.
A node transmitting at 10Hz would thus occupy a fraction of r j = 0.00584 of the
total capacity. Kenney et al. further show that rC(t) can be eectively approximated
by means of CBR measurements.
Figure 5.4a on the next page illustrates the relationship between oered load, i.e., the
total number of messages generated by all nodes in the network, and the resulting
CBR in a scenario where 100 wireless nodes are placed in the same location, which is
similar to the setup used by Kenney et al. [71][213].e scenario allows to evaluate
the performance of IEEE 802.11 under idealized conditions, i.e., without hidden nodes
and radio-wave propagation eects. e results presented in the gure are based
on the simulator conguration described in Appendix A on page 223. Note that in
the given scenario, the oered load can be trivially calculated as K ⋅ r, where r is
the uniform transmission rate of all nodes.
As expected according to Equation (5.1), we observe a linear relationship between
oered load and measured CBR with a slope of 584 µs/message, i.e., the duration
of one message in our setup. However, beyond an oered load of approximately
1200messages/s, i.e., a CBR near 0.7, the relationship starts becoming increasingly
nonlinear as the CBR approaches a saturation point near 0.9.e example illustrates
that under high channel load, the observed CBR is most likely not a reliable indicator
for the amount of oered load.
Figure 5.4b illustrates the relationship between oered load and goodput, i.e., the
number of successfully received messages per node and second, in the same scenario
as before. We observe a 1:1 ratio between oered load and goodput up to approximately
800messages/s, the point at which the relationship between oered load and CBR
rst begins to deviate visibly from linearity. At this point, packet collisions start to
occur due to the limited size of the contention window, which leads to simultaneous
transmissions, cf. Section 2.1.2 on page 13. Note that goodput is maximized near an of-
fered load of 1500messages/s, i.e., before the theoretical maximum of 1712messages/s
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Figure 5.4: Observed CBR and goodput in a simulation where 100 nodes share the
same location, compared to the theoretically expected outcome according to the
model of Kenney et al.
has been reached. At the point of maximum goodput, the Packet Delivery Ratio
(PDR) is approximately 0.82 and the observed CBR is approximately 0.79.
5.2.2 Relationship of Communication Density and CBR
While the model by Kenney et al. has been validated in a scenario where all nodes
can hear each others’ transmissions and the Carrier Sense Multiple Access (CSMA)
mechanism works perfectly, the question arises whether the linearity between of-
fered load and CBR still applies in a distributed, hidden-node and fading dominated
environment as frequently encountered in VSC. To tackle this question, we use the
simulation results obtained in the optimization study of Section 4.2.2 on page 89
and evaluate them based on the concept of Communication Density (CD) [112],
cf. Section 2.3.3 on page 40.
CD is a theoretical metric calculated based on global knowledge. It describes the
relationship between transmit power, transmission rate and vehicle density and is
proportional to the number of carrier sensible events at a location [112]. In this section,
we calculate the CD according to Equation (2.11) on page 41. In the following, we
interpret CD as a distributed form of the aggregate transmission rate rC in Equa-
tion (5.1). For example, if a total of 856messages can be carrier sensed at a particular
location, we expect a CBR of approximately 50%.
Channel Performance with Respect to Transmit Power and Transmission Rate
Figure 5.5 on page 115 illustrates three dierent performance metrics in terms of
channel state (rows of subgures) in two dierent vehicle densities (columns of
subgures) based on the simulation results of the optimization study presented in
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Section 4.2.2 on page 89. In addition to CBR and goodput, the gure further shows
the observed average Channel Access Time (CAT)1, i.e., the time it takes a node from
generating a message until accessing the wireless medium, for each combination of
transmit power and transmission rate. In Figures 5.5a and 5.5b we observe a at region
of a high CBR near 0.9 which resembles the shape of the CBR curve in Figure 5.4a
on the preceding page. However, comparing the two gures, we can see that the
region moves with respect to vehicle density. A similar observation can be made
in Figures 5.5c and 5.5d, where we can see that the set of transmission parameters
maximizing goodput diers between vehicle densities. Finally, Figures 5.5e and 5.5f
illustrate that within the region resulting in a at CBR, the CAT increases signicantly,
i.e., up to an average of 70ms in the case of 50 vehicles/km and up to an average of
106ms in the case of 100 vehicles/km. At such conditions, it is a likely event that a
vehicle generates a message while its previous message is still in the Medium Access
Control (MAC) queue. is condition has been denoted as local congestion in the
related work [182]. For safety, this situation is particularly critical, since it not only
prevents a vehicle from communicating its current status but may also lead to the
transmission of outdated information unless the packet in the MAC queue is replaced
by the newly arriving one.
Channel Performance with Respect to Communication Density
Based on the representation of the data in Figure 5.5, it is dicult to draw any con-
clusions regarding a suitable operation region for congestion control. In particular,
we require an a priori perception of the current vehicle density in the scenario to
nd the set of transmission parameters maximizing goodput while keeping CAT
under control. Figure 5.6 on page 116 illustrates the same data, complemented by the
results for 200 vehicles/km, using the representation of CD.at is, we calculated
the CD according to Equation (2.11) on page 41 for each parameter combination and
plotted our simulation results accordingly.
In Figure 5.6a, we observe an unambiguous relationship between CD and CBR up
to a certain saturation point.e relationship is independent of vehicle density and,
up to a CBR near 0.7, can be approximated using a linear function with a slope of
584 µs/message.at is, our results indicate that a linear rate control based on Equa-
tion (5.1) can be applied to a distributed environment if the aggregated transmission
rate is calculated according as the CD. Note that for dcs = 1m and ρ = N vehicles/2m,
Equation (2.11) becomes r ⋅ N , which is how we calculated the oered load in Sec-
tion 5.2.1 on page 112. We conclude that in practice, CBR measurements can be used
to approximate the CD in a scenario.
Figure 5.6b illustrates the relationship between CD and goodput based on our simu-
lation results.e gure shows the combined goodput in units of 1000messages/s
1e results presented in this thesis are based on the backo countdown method of Distributed
Coordination Function (DCF). With Enhanced Distributed Channel Access (EDCA), lower CAT
values can be observed. We discuss this issue in Section 7.5.2 on page 216
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(f) 100 vehicles/km: Channel Access Time (CAT)
Figure 5.5: Channel performance metrics observed in the optimization study with
uniform node conguration
of all nodes in the scenario. We observe that goodput is maximized near a CD of
2100messages/s, i.e., beyond the theoretical maximum of 1712messages/s that can be
accommodated by the channel. We explain this discrepancy based on the carrier sense
threshold, which was set to -95 dBm for the simulations in this thesis. In contrast,
at least -91 dBm are required to receive a message, which means that not all carrier
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(c) Channel Access Time (CAT) vs. Communication Density (CD)
Figure 5.6: Relationship between Communication Density (CD) and dierent perfor-
mance metrics
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sensible messages can be received. We further observe an increased variance of the
relationship between goodput and CD with increasing vehicle density. e result
indicates that scenarios with the same CD experience similar but not necessarily
identical channel conditions.
Figure 5.6c depicts the relationship between CD and average CAT according to our
simulation results. We observe an unambiguous relationship between bothmetrics up
to a CD of approximately 2000messages/s. Note that the extreme values of a CAT be-
yond 100ms observed in Figure 5.5f correspond to a CDofmore than 6000messages/s,
i.e., signicantly beyond the channel capacity. at is, by controlling CD, we can
avoid channel conditions in which local packet drops are likely to happen.
Channel Performance with Respect to CBR
As discussed above, the observed CBR can be used to approximate the current CD
in a scenario. Figure 5.7 on the following page illustrates this approach by plotting
goodput and CAT against CBR directly2. In Figure 5.7a, we observe a monotonically
increasing relationship up to a “cli” near a CBR of 0.91. In Figure 5.7b, we can
see that this CBR value is also critical in terms of CAT, since beyond this point, the
relationship becomes ambiguous. In the reverse conclusion, the gure shows that
CBR measurements can be used as a feedback in order to keep the channel in an
operational state with high goodput and limited CAT.
What remains in terms of the design of congestion control is the identication of a
channel load target. In Section 3.1 on page 46, we discussed the metric of network
power according to Jain et al. [115], which denotes the quotient of throughput and
response time, cf. Equation (3.1) on page 48, and can be used to identify the “knee” of
the throughput curve at which a congestion avoidance scheme should be operating.
While Jain et al. do not dene response time explicitly, we interpret the term as the
total end-to-end delay between sender and receiver. Using this interpretation, we
calculated the network power metric in Figure 5.7c by dividing the goodput as shown
in Figure 5.7a by the sum of the CAT as shown in Figure 5.7b and the transmission
time of one message3, i.e., 584 µs. As we can see, the power metric according to this
interpretation is maximized at a CBR between 0.4 and 0.5., a point at which the
network reaches approximately 2/3 of the maximum goodput.
2is result is similar to the ndings of Fallah et al. in [193], where the authors study the relationship
between CBR and IDR, i.e., the goodput within a certain sender-receiver distance.e authors also
study a large parameter space of transmit power and transmission rate and nd that the IDR values
resulting from dierent parameter choices fall on a single line. at is, our results presented here
basically conrm the ndings of Fallah et al. which were obtained using a dierent simulator and
conguration.
3is calculation of the end-to-end delay does not take into account propagation time, which we
assume to be negligible for the considered distances.e power metric as calculated here shows a low
sensitivity to small changes in the additive delay factor.
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(c) Network power vs. Channel Busy Ratio (CBR)
Figure 5.7: Relationship between Channel Busy Ratio (CBR) and dierent perfor-
mance metrics
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Assuming that our interpretation of the power metric is correct, the result would
indicate a CBR target of approximately 0.5 for a congestion avoidance scheme. On
the other hand, we saw in Figure 4.7 on page 96 that the parameter combinations
optimizing IRT resulted in a CBR near 0.9, i.e., at the point where the goodput
curve has its maximum in Figure 5.7a. From a safety perspective, the optimization of
IRT includes the optimization of channel access delay as well as of the update delay
resulting from packet loss [90]. It is thus not clear at this point whether the power
metric as applied above is the right means of dening the “knee” of the goodput curve
in the context of VSC. We leave a further exploration of this topic for future work.
In this thesis, we use a CBR target of 0.7, which corresponds to the point beyond
which the relationship between oered load and CBR starts to become nonlinear
in Figures 5.4a on page 113 and 5.6a on page 116 and can thus be interpreted as a
“knee” in the corresponding curves. In addition, the value provides a certain distance
from the “cli” at 0.91 CBR while resulting in approximately 80% of the maximum
goodput in Figure 5.7a on the facing page. A CBR target between 0.6 and 0.7 is in
line with other works, e.g., [71][178][193]. Note, however, that the approach presented
in this thesis is not limited to a specic CBR value.
5.3 Aspects of Fairness
Since congestion control and resource sharing are two sides of the same coin [126],
the topic is closely linked with the question of fairness. In computer networks, fair-
ness is typically expressed with respect to throughput, i.e., the share of bandwidth
occupied by each user. Two commonly encountered fairness principles are max-min
fairness, which maximizes the minimum share in the network, and proportional
fairness, which aims at a balance between fairness and the utilization of resources,
cf. Section 3.1.2 on page 48.
In the context of congestion control for VSC, fairness has been dened dierently
by dierent authors. Some examples are shown in Table 5.1 on the following page.
In [25], we proposed three fairness principles to consolidate the views expressed in
the related work with our own considerations, i.e., local fairness, global fairness and
participation fairness. We describe each of these aspects in the remainder of this
section.e terminology has been taken up in dierent works, e.g., [71][196][204].
5.3.1 Local Fairness
In a wireless channel, vehicles located physically close to each other typically experi-
ence similar conditions in terms of channel load and interference.e local fairness
principle states that consequently, neighboring vehicles should be regulated by con-
gestion control to the same degree [25]. Note that this principle does not necessarily
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Approach Fairness denition
D-FPAV [20] “Maximize the minimum transmit power value over all
transmission power levels assigned to nodes that form the
vehicular network”
SPAV [189] Same as D-FPAV [20]
Khorakhun et al.
[191]
“[E]qually distributed update rates or transmission pow-
ers over all nodes in transmission range of each other”
SOURC [202] “[U]niform distributed broadcast interval used by all
vehicles staying inside the carrier sense range”
Kloiber et al. [196] “[S]tatistical fairness as all vehicles use the same probabil-
ity distribution and thus the same average TX power”
GRC [192] “Space fairness”
Baldessari et al. [207] “[A]llocate an equal amount of resources to each node by
means of direct partitioning”
CTA [182] “[S]ame chances to access the channel”
LIMERIC [71] Local fairness (as dened in [25])
EMBARC [204] Local and global fairness (as dened in [25])
Table 5.1: Examples of fairness concepts in the related work
require nearby vehicles to share the same transmission parameters. For example, the
adaptation of the relative transmission rate as introduced in Section 5.4 on page 123
may result in the same relative transmission rate but dierent absolute transmission
rates for neighboring vehicles4.
Figure 5.8 on the next page provides a schematic illustration of the local (and global,
see below) fairness principle using the example of transmission rate control with
a uniform minimum and maximum rate. In the gure, each dot represents the
transmission rate of a vehicle with respect to its position on the road.e assumption
is that all rate allocations shown in the gure are feasible without violating the channel
load threshold. Figure 5.8a shows a random distribution of transmission rates which
does not fulll the local fairness principle. In contrast, Figures 5.8b and 5.8c illustrate
allocations which meet the local fairness principle, since neighboring vehicles are
assigned similar transmission rates.
4Further note that the local fairness principle as stated in [25] has been designed with the adaptation
of one control dimension in mind. As we discuss in Section 7.3 on page 191, the principle may require
a redenition for the case of multiple adapted control dimensions, e.g., in the sense that vehicles
contributing to rather than being located at the same region of the wireless channel should be regulated
to the same degree.
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(c) Local and global fairness
Figure 5.8: Schematic illustration of local and global fairness from a rate control
perspective (with uniform maximum and minimum rate)
5.3.2 Global Fairness
In [214], Torrent Moreno et al. discuss fairness in the context of congestion control for
VSC.ey argue that from a safety point of view, it does not make sense to increase
the overall throughput in terms of transmitted Cooperative Awareness Messages
(CAMs)/Basic SafetyMessages (BSMs) while potentially throttling individual vehicles.
ese vehicles which are not able to make themselves suciently heard may become
a safety risk to others who are not aware of their presence.e authors thus advocate
the application of the max-min fairness principle. However, in a wireless channel, true
max-min fairness in its formal sense is dicult to achieve due to the unbounded and
probabilistic nature of radio-wave propagation. In [25], we thus used the term global
fairness to describe a best-eort approach to fulll the max-min fairness criterion.
Figure 5.8b schematically illustrates a transmission rate allocation which does not
meet the global fairness criterion if a rate allocation as shown in Figure 5.8c is also
feasible in the scenario without exceeding the channel load limit.e key dierence
between both rate allocations is that in Figure 5.8c, the minimum transmission rate is
higher, whichmeans a higher degree of global fairness. We are going to discuss further
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examples of global fairness throughout the remainder of this thesis. For example,
the rate allocation in Figure 6.19d on page 163 provides a higher degree of global
fairness than the one in Figure 6.16d on page 159.
5.3.3 Participation Fairness
Intuitively speaking, the global fairness principle implies that all vehicles that con-
tribute to congestion at a certain location should participate in congestion control.
Typically, the carrier sense range is used as a boundary for this purpose, i.e., the dis-
tance up to which a receiving node can sense the signal of the transmission and thus
considers the channel to be busy, e.g., [20][189][207]. A busy channel not only prevents
a node from transmitting a message, it may also cause the node to reduce its transmis-
sion parameters if CBR measurements are used as a feedback in congestion control.
Assuming a deterministic radio-wave propagation, i.e., based on path loss only, the
carrier sense range can be calculated as a xed distance with a binary transition from
carrier sensing to non-carrier sensing. However, if fading is taking into account,
radio-wave propagation becomes probabilistic and the theoretically calculated carrier
sense range becomes just one distance with a certain carrier sense probability. To
account for the fact that the theoretical carrier sense range is not the only distance
which could be used as the boundary for the participation in congestion control,
we use the term participation range instead.
In this thesis, we set a node’s participation range to the distance at which its trans-
missions can be carrier sensed with a probability of 10% (using a xed carrier sense
threshold). Based on the power-law model described in Appendix A.1 on page 223,
we calculate a node’s participation range as:
dpart = 10(PTx+zqσ−L−PcsN)/(10γ) (5.2)
where PcsN is the dierence between carrier sense threshold and noise oor in dB
according to Equation (2.7) on page 39, γ is the path loss exponent, zq is z-value of
the standard normal distribution corresponding to the desired percentile, e.g., 1.28
for 90%, and σ is the standard deviation of the lognormal noise.
To give an example, Figure 5.9 on the facing page illustrates the theoretical carrier
sense probability with respect to distance using the power-law model with deter-
ministic radio-wave propagation as well as with log-normal fading for a transmit
power of 20 dBm and a carrier sense threshold of -95 dBm. We can see that un-
der the deterministic model, there is a one-to-zero transition of the carrier sense
probability.e theoretical carrier sense range amounts to 1283m in our setup and
can be calculated according to Equation (2.8) on page 39.e gure further shows
the resulting participation distance according to Equation (5.2), which amounts to
2138m in our conguration.
122





























Figure 5.9: eoretical carrier sense range and participation range for a transmit
power of 20 dBm in our setup
According to the participation fairness principle, the transmitting node should par-
ticipate in congestion control if congestion occurs within its participation range.
To do so, the transmitter has to be aware of its contribution in the rst place. In
the reverse conclusion, the participation principle thus implies that an exchange of
congestion information among nodes is necessary. We will get back to this topic in
Section 6.4 on page 152, when we motivate and describe the information sharing
mechanism of PULSAR.
5.4 Adaptation of the Relative Transmission Rate
In Section 4.1 on page 84, we analyzed the spatio-temporal aspects of awareness in
order to dene an optimization criterion for a congestion control strategy. Aer a
series of considerations, we concluded in Section 5.1.3 on page 106 to select trans-
mit power based on target distance and to adapt transmission rate with respect to
channel load. However, dierent works analyzing the requirements of safety appli-
cations have pointed out the existence of a situation-dependent IRT requirement
above which the safety application does not function, e.g., [24][210]. at is, if the
safety application requires a certain IRT tRx , it does not make sense to apply any
transmission rate below 1/tRx , which might be the case if the transmission rate is
adapted solely based on channel load.
In this section, we introduce an approach how both worlds, i.e., a situation-dependent
transmission rate requirement and an adaptation of transmission rate based on chan-
nel load, could be consolidated with each other. In the rst part of this section, we
describe the general concept of adapting the relative transmission rate rather than the
absolute transmission rate.e concept is based on a function mapping transmission
rate to the safety benet in a vehicle’s current trac situation and has been previously
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described in [25]. In the second part, we give a concrete example of what such a func-
tion could look like. We conclude this section by describing how the relative rate con-
trol could be implemented using Additive Increase Multiplicative Decrease (AIMD).
It is important to note that the adaptation of the relative transmission rate as well as
the proposed metric of Inter-Reception Distance (IRD) is still ongoing work. e
ndings presented in this thesis are more intended as a snapshot of the current state
of development to provide a potential starting point for future studies. In future
work, the proposed metric as well as the control method itself and its impact safety
applications should be further investigated.
5.4.1 General Concept
As discussed in Section 5.1.4 on page 109, we expect transmission rate control to
operate between aminimumandmaximumvalue.ese transmission rate boundaries
could either be dened globally or be calculated individually for each vehicle based
on its driving context. Safety applications are typically expected to have a situation-
dependent maximum IRT, i.e., a minimum transmission rate, beyond which the
application cannot work [24][165][210]. On the other hand, we do not expect that an
innite increase of transmission rate, even if it were tolerable by the channel, would
result in an innite increase of safety benet. Rather, we expect a certain saturation
point beyond which a further increase of transmission rate would result in a negligible
additional safety benet. For example, a tracking accuracy of 1mm is most likely not
required for the functionality of a safety application.
To sum up these considerations, Figure 5.10a on the facing page illustrates a sketch of
a function mapping a vehicle’s transmission rate to the achieved safety benet. Note
that “safety benet” could be expressed in dierent metrics whose exploration we
leave for future work. We provide a concrete example in Section 5.4.2 on page 126.
e gure shows the expected shape of the mapping function for two vehicles in
dierent driving contexts. For example, vehicle A could be a slow vehicle stuck in
a trac jam, while vehicle B could be passing on the other side of the highway at
high speed under free-ow conditions. Assuming that a minimum and maximum
safety benet exist as discussed above, we can use these values to derive a minimum
and maximum transmission rate for each vehicle.
Figure 5.10b on the facing page illustrates the application of a linear control algorithm
between the transmission rate boundaries of each vehicle. While the safety benet
function may be nonlinear between the respective rate boundaries, we assume a
linear control algorithm based on CBR measurements according to the ndings
presented in Section 5.2 on page 111. We leave the exploration of other options for
future work.e linear control algorithm operates on the relative transmission rate
which can be calculated as
rrel = rmax − rrmax − rmin ∈ [0, 1] (5.3)
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(c) Alternatives if a global minimum and/or maximum rate exists
Figure 5.10: Illustration of the concept of relative transmission rate adaptation
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where r, rmin and rmax denote the vehicle’s absolute, minimum and maximum trans-
mission rate, respectively. In other words, rrel corresponds to a fraction of the interval[rmin , rmax]. Consequently, a rate allocation is considered to be fair if it assigns the
same rrel , i.e., the same safety benet, to all participating vehicles.
Note that depending on the applied function mapping transmission rate to safety
benet, it is possible that the maximum transmission rate calculated for a particular
vehicle exceeds a globally dened maximum rate, e.g., 10Hz. Similarly, a global mini-
mum rate of, e.g., 1 Hz could be desired. If this is the case, the question arises within
which boundaries the relative transmission rate should be calculated. Figure 5.10c
on the preceding page illustrates two options to integrate global transmission rate
boundaries into the concept. In both cases, vehicle j’s absolute transmission rate stays
within the interval [max(rmin , j, rmin ,global),min(rmax , j, rmax ,global)].e dierence,
however, is the calculation of the relative transmission rate.
In the rst option, indicated in black lines, rrel , j is calculated based on the interval[max(rmin , j, rmin ,global),min(rmax , j, rmax ,global)].e advantage of this approach is
that if the channel is congested, all vehicles react immediately by reducing their
absolute transmission rates. However, the approach may have consequences for
fairness. In the gure for example, the new 50% value of vehicle B’s rrel corresponds
to less than 25% of its actual interval [rmin ,B , rmax ,B].
To retain fairness, the second option indicated using gray lines calculates vehicle j’s
transmission rate based on the interval [rmin , j, rmax , j] and applies the global minimum
and maximum rates as cut-o values.at is, while the relative transmission rate is
further adapted, the absolute transmission rate of vehicle j does not follow. As a conse-
quence however, this approach can result in situations where it takes a longer time to
resolve channel congestion. In our example, vehicle B would not decrease its absolute
transmission rate until a relative transmission rate of about 30% has been reached.
In this thesis, we decided to use the second option for two reasons. First, it retains
fairness between dierent vehicles. Second, in the scenarios evaluated in this thesis
the AIMD mechanism applied in the PULSAR protocol showed a suciently fast
convergence to eciency from a channel overload situation. We leave a further
exploration of this topic for future work.
5.4.2 Concrete Example Based on Inter-Reception Distance
So far, we assumed that a function exists to calculate the “safety benet” associated
with a certain transmission rate. In the following, we introduce an example of what
such a function could look like. Note that the following line of reasoning is similar to
[24], where the An et al. present a detailed analysis of the spatio-temporal reception
requirements of an Forward Collision Warning (FCW) application in order to avoid
false negative as well as false positivewarnings.emetric presented in this subsection
can be considered a simplication and abstraction of the analysis by An et al. with
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the primary objective of creating a simple yet reasonably realistic mapping function
between transmission rate and safety benet in order to evaluate the performance of
the adaptation of the relative transmission rate in Section 7.3 on page 191.
We thereby continue the line of reasoning behind the target distance concept which
focuses on the maximum relative speed between a vehicle and its neighbors, cf.
Section 4.1.1 on page 84. For simplicity, we assume that the transmitting vehicle
would like to optimize reception performance for a particular neighbor who is the
most safety critical in the current situation. Further note that the metric has some
similarities as well with the concept of tracking error [23]. In a sense, the proposed
metric can also be understood as a relative tracking error between two vehicles.
As discussed in Section 4.1.1 on page 84, a safety application needs to warn the driver
suciently ahead of time in order to avoid a potential crash. Further, the warning
should stop if the danger no longer exists, cf. [24]. From a transmitting vehicle’s
point of view, this means that it has to make sure that its messages are received by
the other vehicle at a sucient distance and with a certain regularity in order to
track changes in their relative distance.
Assuming a constant acceleration for both vehicles5 as well as a constant heading,
the change in the relative distance drel between two vehicles A and B within a time
period T = t2 − t1 can be approximated as
drel(t2) − drel(t1) = (t2 − t1)(vA − vB) = Tvrel (5.4)
If we interpret T as an IRT value, we can calculate the relative change in inter-vehicle
distance between successive message receptions under the given assumptions. We
denote this distance as Inter-Reception Distance (IRD) dRx .
Using Equation (4.5) on page 87, we can calculate the kth percentile of dRx based on
the transmission interval tTx , the transmission rate r and the reception probability pRx :
Pk = tTxvrel ⌈ log(1 − k)log(1 − pRx)⌉ = vrelr ⌈ log(1 − k)log(1 − pRx)⌉ (5.5)
Note that analogously, we can derive the expected value of IRD by applying Equa-
tion (4.6) on page 87.
By solving for r, we can further calculate
r(d) = vrel
d
⌈ log(1 − k)
log(1 − pRx)⌉ (5.6)
5is assumption is likely the most limiting aspect of the proposed metric and is a signicant
simplication compared to the analysis of An et al. [24] who took into account potential changes in
the relative speed as well. We make this assumption to keep our metric simple and leave a further
exploration of the implications for a safety application for future work.
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as the transmission rate for which the IRD dRx is smaller than d with probability k. We
can use this equation to calculate a vehicle’s minimum and maximum transmission
rate based on its driving context as we discuss in the following.
Figure 5.11 on the facing page illustrates the resulting IRD according to Equation (5.5)
with respect to transmission interval in Figure 5.11a and with respect to transmission
rate in Figure 5.11b. We observe a linear relationship in the former case and a nonlinear
relationship in the latter case. We will come back to this aspect later. Each subgure
further shows two horizontal lines at 0.5m and 4m, respectively.ese values repre-
sent hypothetical values for a maximum and minimum performance requirement
in the terms of a “safety benet” as in Figure 5.10 on page 125. We thereby assumed
that the maximum tolerable change in inter-vehicle distance to be one car length,
i.e., approximately 4m. On the other hand, we assumed changes in inter-vehicle
distance below 50 cm to be negligible for the functionality of the safety application.
Note that these values are intended only as examples.
Figure 5.12 on page 130 provides a schematic illustration of how the relative transmis-
sion rate concept could be combined with IRD to adapt the resulting “safety benet”
with respect to channel load. In the gure, the le car approaches the one on the
right. e crosses along the way represent message receptions by the approaching
car. Note that while these points are equidistant in the gure for presentation clar-
ity, they are intended to represent worst case IRDs based on when the last message
was received. e actual IRDs may thus vary. e percentage value on the right
corresponds to the relative transmission rate determined based on channel load. At
100% relative transmission rate, an IRD according to the maximum requirement is
achieved, e.g., 50 cm in our example. At 0% relative transmission rate, on the other
hand, the minimum performance requirement, e.g., 4m, applies. e basic idea is
that the minimum performance requirement should ensure a basic functionality of
the application, while the maximum performance requirement could help to, e.g.,
reduce “false alarms” to a minimum6. e adaptation of the relative transmission
rate can help to provide similar Quality of Service (QoS) levels in terms of safety
benet to all vehicles inside a certain area.
To conclude this introduction of the IRD concept, we would like to come back to
the relationship between transmission interval and transmission rate. So far in this
thesis, we focused on the adaptation of the latter due to its proportional relationship
with channel load, cf. Section 5.2 on page 111. In contrast, there is an inversely pro-
portional relationship between transmission interval and channel load as illustrated
by Figure 5.13 on page 131.e gure shows the relationship between transmission
rate, transmission interval and observed CBR in a scenario where 100 nodes share the
same location. Note that the underlying data is the same as in Figure 5.4 on page 113.
6e suggested approach is similar to the introduction of a tolerance region for false positive and
false negative warnings in [24]. However, An et al. did not discuss if and how the tolerance region could
be adapted with respect to channel load. In future work, it should be evaluated how both approaches
relate to each other.
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(b) With respect to transmission rate
Figure 5.11: Inter-Reception Distance (IRD) functions based on the 99.9th percentile
of IRT (using pRx = 0.8)
Based on this observation, we conclude that the transmission rate is more suitable
for a linear control than the transmission interval. We will come back to this topic
in Section 7.4.2 on page 206, we evaluate the behavior of the protocol SOURC [202]
which applies linear control to the transmission interval.
On the other hand, Figure 5.11 illustrates that IRD is proportional to the transmis-
sion interval, while it is inversely proportional to the transmission rate. at is,
from a safety point of view the control of the transmission interval may actually be
preferable given a metric based on IRT. In this thesis, we approach this conict by
using a linear interpolation between minimum and maximum transmission rate as
illustrated by Figure 5.10 on page 125. ereby, we prioritize the linearity regard-
ing channel load over the linearity regarding IRD. In future work, other ways to
approach this issue could be explored.
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Figure 5.12: Schematic illustration of the relationship between maximum Inter-
Reception Distance (IRD) and relative transmission rate
5.4.3 Implementation using AIMD
In the last part of this section, we illustrate how AIMD can be used to implement
the adaptation of the relative transmission rate.e analysis by Jain et al. in [115] has
shown that AIMD converges to fairness and eciency if executed synchronously, cf.
Section 3.1.3 on page 49. In the following, we use the vector representation of Jain
et al. according to Figure 3.3 on page 52 to illustrate the convergence of AIMD if the
relative allocation of resources is adapted instead of the absolute one.
To apply the notation of Jain et al., we use the example of a system with two users A
and B and a total capacity of c = 10 units. If AIMD is applied in absolute terms, each
user i adds αI units to his allocation xi if x1 + x2 < c units. Otherwise, he calculates
his new allocation as (1 − βD)xi units.
If AIMD is applied in relative terms, each user adapts the fraction xi ,rel of his min-
imum and maximum allocation interval [xi ,min , xi ,max]. He adds αI,rel percentage
points to his allocation xi ,rel if x1 + x2 < c units. Note that xi represents each user’s
absolute allocation of resources. Otherwise, he calculates his new relative allocation
as (1 − βD,rel)xi ,rel . When a new relative allocation has been determined, the absolute
allocation is calculated as xi = xi ,rel(xi ,max − xi ,min) + xi ,min.
Figure 5.14 on page 132 provides two examples of a relative AIMD adaptation using
the vector representation of Jain et al. In Figure 5.14a, both users have identical
minimum and maximum allocations, i.e., xi ,min = 1 units and xi ,max = 10 units.e
le subplot shows the adaptation of the relative allocation xi ,rel , while the right subplot
shows the resulting absolute allocation xi . e area spanned by the minimum and
maximum allocations of both users is indicated in gray shade. e gure contains
AIMD’s convergence from four dierent starting points which are indicated by circles.
e starting points were chosen to cover each of the four possible combinations of
feasibility and fairness in terms of overload/underload and preference of user 1/user
2. Notice that the convergence to fairness takes place in terms of relative allocation,
while the convergence to eciency takes place in terms of absolute allocation.
Figure 5.14b illustrates the convergence from the same relative starting points using a
dierent set of allocation boundaries, i.e., x1,min = 1, x1,max = 4, x2,min = 4 and x2,max = 10.
In contrast to the previous example, the allocation boundaries of the two users are
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(b) CBR vs. transmission rate
Figure 5.13: Relationship of transmission rate, transmission interval and observed
CBR in a scenario where 100 nodes share the same location
now asymmetrical. We observe that AIMD based on the relative allocation converges
to fairness and eciency in this conguration as well. Speaking in the terms of the
vector representation, the adaptation of the relative allocation basically creates a
fairness line within the gray rectangle. Notice that the gure contains an additional
adaptation starting from the relative allocation 0.95, 0.1. From this starting point,
relative AIMD would normally calculate an allocation of more than 100% for user
1, since the system is below the eciency line. It is thus necessary to enforce the
boundaries of the relative rate adaptation as shown in the example.
To better illustrate the behavior of relative AIMD near the equilibrium point, Fig-
ure 5.15 on page 133 plots the chronological sequence of the adaptation shown in
Figure 5.14b. We can see that the typical saw tooth shape of the adaptation curve is
retained, while the two users converge to dierent (absolute) allocations.
To conclude, the results presented in this section indicate that an implementation of
the relative transmission rate concept based on AIMD is feasible. However, a formal
proof is still required, which we leave for future work.
5.5 Summary of Design Principles
Over the course of this chapter, we have identied a number of desired properties of
a congestion control protocol for VSC. We summarize these ndings in the following
ve design principles [25]:
1. Decentralization. Since VSC based on IEEE 802.11p is meant to operate in
ad-hoc mode, a congestion control protocol should be distributed.
131
































Start at 0.1, 0.2
Start at 0.9, 0.8
Start at 0.15, 0.9



























Absolute allocation of node 1
Efficiency
Start at 0.1, 0.2
Start at 0.9, 0.8
Start at 0.15, 0.9
Start at 0.6, 0.1
































Start at 0.1, 0.2
Start at 0.9, 0.8
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Absolute allocation of node 1
Efficiency
Start at 0.1, 0.2
Start at 0.9, 0.8
Start at 0.15, 0.9
Start at 0.6, 0.1
Start at 0.95, 0.1
(b) Using x1,min = 1, x1,max = 4, x2,min = 4 and x2,max = 10
Figure 5.14: Examples of relative AIMD adaptations using αI,rel = 0.02 and βD,rel = 0.2
in the vector representation of Jain et al. [115]
2. Local fairness. Vehicles contributing to congestion in the same location should
be regulated to a similar extent. Typically, such vehicles are located physically
close to each other, cf. Section 5.3.1 on page 119.
3. Global fairness. If individual vehicles are throttled to increase overall system
throughput, they may become a safety risk to others. Congestion control
should thus follow a best-eort approach to converge to max-min fairness, cf.
Section 5.3.2 on page 121.
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Allocation of user 1
Allocation of user 2
Sum of both allocations
Start at 0.1, 0.2
Start at 0.9, 0.8
Start at 0.15, 0.9
Start at 0.6, 0.1
Figure 5.15: Convergence of relative AIMD over time (continued example)
4. Participation fairness. All vehicles contributing to congestion at a certain loca-
tion to a non-negligible extent should participate in congestion control. For
this, they need to receive feedback from their peers, cf. Section 5.3.3 on page 122.
5. Deference to safety applications. In order not to compromise safety, congestion
control should work under the guidance of and operate within the boundaries
set by safety applications, cf. Section 5.4 on page 123.
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6Protocol Design and Description
In this chapter, we esh out the previously discussed design methodology and design
principles with concrete protocol mechanisms and introduce Periodically Updated
Load Sensitive Adaptive Rate control (PULSAR) as a resulting congestion control
protocol for Vehicle Safety Communications (VSC) [25]. Since many design decisions
are based on performance issues, this chapter deviates to a certain degree from a
classical descriptive style. For each design decision, we provide examples why or why
not we chose which alternative. In the following, we rst provide an overview of
the protocol’s general structure.en, we introduce each of its three building blocks
separately and discuss the underlying design decisions and considered alternatives.
6.1 General Structure
e ndings in Chapter 5 on page 103 suggest that for each target distance, there is
a certain transmit power which optimizes reception performance. PULSAR thus
uses an open loop controller1 for transmit power based on the current target distance.
Transmission rate, on the other hand, is controlled in closed loop using Channel
Busy Ratio (CBR) measurements as a feedback, cf. Section 2.3.3 on page 40. e
adaptation is triggered periodically and bounded by the minimum and maximum
transmission rate set by the safety application(s). To meet the fairness principles
1A potential drawback of an open loop controller is the dependency on a correct look-up table. In
future work, the protocol could be extended to use a closed loop controller for transmit power as well.
e approach of Guan et al. [186] could be used as a starting point for this purpose.
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derived in Section 5.3 on page 119, channel state information is shared among nodes
and aggregated before adaptation. e protocol’s general structure is summarized
in Figure 6.1 on the facing page.
Note that PULSAR supports the dynamic change of the input parameters from safety
applications. We expect target distance as well as minimum and maximum trans-
mission rate to be adapted based on the driving context of the vehicle running the
protocol. However, we expect these adaptations to take place at a dierent time scale,
i.e., in the order of seconds rather than milliseconds.
In contrast to a proactive approach which tries to predict future channel load based
on channel models, PULSAR is a reactive protocol which relies on feedback. We
chose a reactive approach over a proactive one, since our objective is to operate
near the “knee” of the channel load curve and thus a slight overload situation does
not have detrimental eects on reception performance. In addition, the reactive
approach depends less on channel models and is thus less vulnerable if the model
does not match the real-world situation.
Another general design decision concerns the frequency of rate adaptations. While
other approaches, e.g., [191], adapt transmission rate aer each transmission event,
we chose a periodic trigger for transmission rate adaptation with a xed adaptation
interval tadp. Rate adaptation aer constant time intervals leads tomore fairness, since
it provides the same number of adaptation opportunities to all nodes. For example,
if adaptation and transmission events are coupled, nodes with lower transmission
rate get less opportunities to increase their share of the channel, while those with
already higher transmission rates get more opportunities.
PULSAR is structured in three logical building blocks, i.e., local channel load assess-
ment, transmission rate adaptation and information sharing.e protocol’s modular
structure is intended to facilitate an exchange of mechanisms in the future. For ex-
ample, the information sharing logic of PULSAR was used by Bansal et al. in [204]
to aggregate feedback for the EMBARC rate control algorithm. In the following, we
describe PULSAR’s three building blocks in more detail.
6.2 Local Channel Load Assessment
In Section 5.2 on page 111, we saw that below the “knee” of the curve, the CBR follows
approximately a linear relationship with the Communication Density (CD).us,
we conclude that the CBR can be used to approximate the current CD in a scenario.
In addition, IEEE 802.11 hardware supports CBR measurements due to standard
specications, cf. Section 2.3.3 on page 40. For these reasons, PULSAR uses CBR
measurements as a control feedback.
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Figure 6.1: Overview and building blocks of the PULSAR protocol
6.2.1 CBR Filtering Techniques
To calculate the CBR, the state of the channel is typically monitored for a certain
amount of time, which we refer to as channel monitoring time tmon. e CBR then
denotes the fraction of time the channel was perceived as busy by the Medium Access
Control (MAC) layer during this period. In essence, this form of CBR calculation
corresponds to a Simple Moving Average (SMA) of true or false channel samples
within a sliding window of length tmon, cf. channel probing in Section 2.3.3 on page 40.
An SMA is a simple low-pass lter which allows the controller to react to long-term
changes in the system by ltering out high frequencies.
Simple Moving Average (SMA)
Figure 6.2a on the following page illustrates the resulting CBR measurements using
an SMA of dierent tmon triggered every 5ms in a scenario with 200 nodes sitting
in the same location. We use this scenario in the following to study the behavior of
dierent mechanisms without the inuence of fading2. In the simulation, all nodes
transmit at 8Hz until they stop transmitting abruptly at simulation time 10 s.ere is
no transmission rate adaptation except for on or o in this scenario. At simulation
time 11 s, all nodes transmit exactly one packet before going silent again, emulating
an “impulse response”. We observe that before simulation time 10 s, the CBR shows
oscillations near a value of 0.8. ese result from a random initial time oset at
which each node starts its transmission as well as from a random jitter for each
transmission. If the initial transmissions had been distributed evenly within the
transmission interval and no jitter had been applied, the CBR would remain nearly
constant at a value of approximately 0.8.
Comparing the dierent CBR curves, we observe that a longer tmon eectively
smoothes out oscillations, but introduces a feedback delay. Its impulse response
is nite and box-shaped as we can see near simulation time 11 s. According to
2is setup was also used by Kenney et al. in [71].
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EWMA of 5ms SMA values, α=2/11
EWMA of 5ms SMA values, α=2/21
EWMA of 5ms SMA values, α=2/41























EWMA of 50ms SMA values, α=2/3
EWMA of 50ms SMA values, α=2/5
(c) EWMA of 50ms SMA values, triggered every 50ms
Figure 6.2: Impact of dierent ltering techniques on the observed CBR
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[215], the SMA is a very good smoothing lter, i.e., in the time domain, but it has
a poor performance in the frequency domain, since its frequency response is a
sinc function whose “ripples” let through some high frequencies. is may cause
“spikes” in the adaptation process.
Exponentially Weighted Moving Average (EWMA)
As an alternative to the SMA, we consider an ExponentiallyWeightedMoving Average
(EWMA) with averaging parameter α in the form
Uavg = (1 − α) ⋅Uavg + α ⋅Unew (6.1)
where Unew is the newly obtained CBR sample.
In this thesis, we assume that the radio oers a function to retrieve an SMA-based
CBR value at any point in time with a congurable interval tmon.is assumption is
based on unocial information from hardware suppliers. We thus use SMA-based
CBR values as an input for Equation (6.1) rather than true or false channel samples.
We approximate the latter behavior by using very small values of tmon, e.g., 5ms.
e EWMA is a low-pass lter like the SMA, but it assigns a higher weight to newer
samples and theoretically considers an innite history of previous input. It has an
innite frequency response without the “ripples” of the sinc function.us, it is less
likely to prodcuce “spikes” in the adaptation.
To approximate the behavior of a corresponding SMA, the averaging factor α which
assigns approximately 86% of the weight to the rst N data points can be calculated as3
α = 2
N + 1 (6.2)
For example, if we would like to calculate α for a decay over 100ms and we use 5ms
SMA values as an input, we get N = 20 and α = 2/21 ≈ 0.095.
Figure 6.2b on the facing page illustrates the CBR calculated as an EWMA of 5ms
SMA values in the scenario considered above. We observe that while lower values of
α smooth out the oscillations resulting from the random spacing of transmissions as
well, the EWMA is generally more sensitive to these oscillations than the SMA.
Self-Averaging: A Combination of SMA and EWMA
As a third alternative, we consider a combination of SMA and EWMA which we
denote as self averaging [25].e CBR is calculated according to Equation (6.1) and
uses SMA samples with tmon = tadp as an input. e CBR over time resulting from
the suggested self-averaging approach in the scenario considered above is depicted
3A derivation of this relationship can be found in textbooks on statistics or at http://en.wikipedia.
org/wiki/Moving average.
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in Figure 6.2c on page 138. e intention behind the self-averaging approach is to
combine the low sensitivity to small-scale oscillations of the SMA with the graceful
degradation behavior of the EWMA while introducing a comparable feedback delay
to either of the two approaches.
6.2.2 Impact of the Nyquist-Shannon Sampling Theorem
To achieve a stable control, the Nyquist-Shannon sampling theorem has to be fullled.
e theorem “indicates that a continuous signal can be properly sampled, only if it
does not contain frequency components above one-half of the sampling rate” [215].
Applied to our case, this means if we adapt in intervals of tadp, i.e., at a rate of 1/tadp,
our CBR lter needs to lter out all frequencies above 1/(2tadp). For example if
tadp = 100ms, an SMA lter has to be based at least on an interval of 200ms. Note,
however, that the sampling theorem assumes a perfect low-pass lter. In practice, a
factor of approximately 2.2 is typically applied [215].
For the design of PULSAR, we evaluated the impact of the three CBR averaging
techniques described in the previous subsection.e obtained results indicate that
Additive Increase Multiplicative Decrease (AIMD), i.e., the increase/decrease mech-
anism applied in PULSAR, is robust against the choice of a low-pass lter, as long
as the sampling theorem is fullled. Figure 6.3 on the next page illustrates an exam-
ple of the development of transmission rate and measured CBR over time based on
the same initial setup but dierent CBR feedback. e gure is based on the same
scenario as above where 200 nodes are located at the same position. All nodes adapt
their transmission rates simultaneously every 50ms using AIMD with parameters
αI = 0.05 and βD = 0.1 and the rescheduling mechanism described in Section 6.3.1
on page 142.ey initially pick a random time oset for their rst transmission and
apply a 5ms random jitter to each transmission.
Figure 6.3a on the next page shows the behavior of the system based on an SMA
with tmon = tadp = 50ms. We observe large oscillations between 0.3 and 0.8 CBR,
i.e., the system is not stable. In this case, the sampling theorem is not fullled. In
contrast, Figure 6.3b on the facing page shows the adaptation process based on the
self-averaging approach.e 50ms SMA samples are now averaged in the EWMA
to provide a comparable decay to a 100ms SMA, i.e., using α = 2/3. We can see that
the oscillations have been signicantly reduced and are now centered around the
equilibrium point near 6Hz.
For the remainder of this thesis, we use the self-averaging approach as described
above using α = 10/7, which corresponds to an SMA using an interval of tmon =
2.5tadp. We chose this value to be on the safe side regarding the sampling theorem.
Note that while AIMD appears to be robust against the choice of CBR lter, it may
be preferable to apply an EWMA lter based on smaller time samples for other
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(b) EWMA of 50ms SMA values, α = 2/3 (sampling theorem fullled)
Figure 6.3: Example of an AIMD adaptation based on CBR ltering with and without
the fulllment of the sampling theorem
increase/decrease algorithms, e.g., LIMERIC [71]. We leave a further exploration
of this topic for future work.
6.3 Transmission Rate Adaptation
PULSAR is based on binary rate adaptation using the AIMD mechanism, cf. Sec-
tion 3.1 on page 46.at is, at each periodic rate adaptation event k, the new trans-
mission rate rk+1 is calculated as
rk+1 = ⎧⎪⎪⎨⎪⎪⎩rk + αI if Uk ≤ Ut(1 − βD)rk if Uk > Ut (6.3)
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where Uk is the current CBR value and Ut is the CBR target. e parameters αI
and βD determine the convergence behavior of AIMD, as we discuss in detail in
Section 7.1.1 on page 168.
6.3.1 Message Rescheduling
When a new transmission rate rk+1 has been calculated, it needs to be applied to the
periodic transmission regime. At this point in time, the last transmission was typically
less than 1/rk seconds ago, where rk denotes the previous transmission rate.at is,
trem seconds would still be remaining until the next transmission event.
We consider the following options for the transition from rk to rk+1:
(a) e next transmission takes place as planned, i.e., aer trem. en, the new
transmission interval is applied4 as tTx = 1/rk+1.
(b) e next transmission is rescheduled [25] to take place aer tresc = trem ⋅ rk/rk+1
seconds.en, tTx = 1/rk+1.
(c) e next transmission takes place aer a random interval from within [0, 1/rk+1].
en, tTx = 1/rk+1.
Note that option (c) may result in the starvation of individual nodes, e.g., if tTx >
tadp, when the next transmission may be postponed multiple times in a row. In
the following, we thus focus on the rst two alternatives which take into account
the previous transmission.
Impact on Transmission Distribution
e two subgures of Figure 6.4 on the next page illustrate schematically the impact of
options (a) and (b), respectively, when decreasing transmission rate.e boxes in the
gure represent the transmissions of three nodes A, B and C over time, starting at a
transmission rate of 10Hz. At the vertical line, the transmission rate of all nodes is set
to 4Hz. In Figure 6.4a, we observe that option (a) leads to a clustering of transmissions,
while large gaps appear between the clusters. In contrast, the rescheduling mechanism
[25], i.e., option (b), retains the original distribution of transmissions, as depicted
in Figure 6.4b. It does so by calculating the remaining fraction of the previous
transmission interval and applying it to the new transmission interval. is way,
transmissions are more spread out over time compared to option (a), which reduces
the risk of packet collisions.
Analogously to Figure 6.4, Figure 6.5 on page 144 illustrates the impact of the reschedul-
ing mechanism when increasing transmission rate, i.e., from 4Hz to 10Hz in the
example. In Figure 6.5a, we observe that using option (a) leads to a delayed reaction
4We abstract from the usage of a random jitter for presentation clarity.
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(b) With message rescheduling: Transmissions more spread out over time
Figure 6.4: Impact of the rescheduling mechanism when decreasing transmission
rate; boxes represent transmissions over time by exemplary nodes A, B and C.
to rate adaptation as well as a slight clustering eect. Note that it is possible to adapt
transmission rate multiple times until the adaptation takes eect on the system. In
contrast, the rescheduling mechanism in Figure 6.5b causes the adaptation to take
immediate eect and retains the original distribution of transmissions.
Impact on the Observed CBR
Figure 6.6 on page 145 illustrates the impact of the rescheduling mechanism on the
observed CBR in the previously applied simulation scenario with 200 nodes placed
in the same location. Initially, all nodes start at 10Hz, choosing a random oset
for their rst transmission and applying a jitter of 5ms. en, transmission rate is
adapted as shown in Figure 6.6a.
Figures 6.6b and 6.6c illustrate the observed CBR over time without and with the
rescheduling mechanism, respectively. e CBR is measured every 100ms as an
SMA of the same length. We observe that without the rescheduling mechanism, i.e.,
using option (a), the CBR shows large oscillations resulting from the clustering eect
described above. In contrast, the oscillations with the rescheduling mechanism are
much smaller and result from the randomly chosen initial transmission oset.
Impact on Transmission Rate Adaptation
Figure 6.7 on page 146 illustrates how the rescheduling mechanism aects the AIMD-
based rate adaptation in PULSAR. In the example, the initial transmissions of the
200 nodes in the scenario were spread out evenly throughout the transmission interval
and no jitter was applied. With message rescheduling, i.e., in Figure 6.7b, we observe a
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(b) With message rescheduling: Adaptation takes immediate eect
Figure 6.5: Impact of the rescheduling mechanism when increasing transmission rate;
boxes represent transmissions over time by exemplary nodes A, B and C.
perfectly saw-tooth shaped adaptation curve. Withoutmessage rescheduling, however,
we can see that aer some initial oscillations, the system converges to a state in which
all nodes send at 10Hz and the CBR remains near 0.63.is result conicts with the
initially measured CBR of 0.88 at simulation time 0 s when all nodes were sending
at 10Hz as well. What happens is that the aforementioned clustering eect causes
their transmissions to overlap. e collided transmissions require less time on the
channel and thus the CBR is lowered. Note that the synchronization of transmissions
also occurs if a random initialization and jitter are applied.
In summary, message rescheduling is a subtle but important mechanism in the PUL-
SAR protocol to ensure that rate adaptation takes immediate eect and no trans-
mission bursts are induced.
6.3.2 Synchronization
In TCP, the most prominent protocol employing the AIMD mechanism, nodes
execute the rate adaptationwithout explicit synchronization. In fact, a synchronization
is neither feasible nor desired, since AIMD is typically assumed to converge to fairness.
However, as pointed out by Gorinsky and Vin in [121] and [122], this is not necessarily
the case in an asynchronous execution.
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(c) Observed CBR with rescheduling
Figure 6.6: Impact of the rescheduling mechanism on the observed CBR
A Simple Example
Figure 6.8 on page 147 illustrates a simple example where an asynchronously applied
AIMD converges to fairness in one case and does not converge to fairness in another
case. e setup consists of three nodes A, B and C which share a resource with a
maximum allocation of 15 units.e three nodes adapt their respective share of the
resource in the order A, B, C, A, etc. using AIMD with αI = 1 and βD = 0.5. In
Figure 6.8a, all nodes start with an initial allocation of 5 units each. We observe that
each node performs a similar adaptation in the typical saw-tooth shaped curve of
AIMD. In steady state, all nodes receive the same amount of resources, albeit time
shied. e system has converged to fairness.
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(b) Adaptation with rescheduling
Figure 6.7: Impact of the rescheduling mechanism on AIMD-based rate adaptation
in a scenario excluding radio-wave propagation eects (200 nodes, αI = 0.05Hz,
βD = 0.1); synchronized adaptation with deterministic initialization and no jitter
Figure 6.8b shows the convergence behavior of AIMD in the same setup with an
initial allocation of 2, 5 and 5 for nodes A, B and C, respectively. We observe that
the system does not reach steady state until adaptation step 26. Even then, node B
gets a signicantly lower share of the resource than nodes A and C. Note, however,
that the system converges quickly to eciency, as we can tell from the sum of the
share of the three nodes.
In the considered setup, whether or not the system converges to fairness depends
on the combination of AIMD parameters, maximum resource allocation and ini-
tial setup. If more than three nodes are part of the system, the outcome becomes
increasingly dicult to predict.
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(b) Convergence to unfairness with initial allocation 2-5-5
Figure 6.8: Example of an asynchronous AIMD adaptation with three nodes and a
maximum allocation of 15 units
Synchronization in PULSAR
In PULSAR, the asynchronous execution of AIMD typically leads to a convergence
to eciency, but not to fairness. Figure 6.9a on the following page illustrates an
asynchronous AIMD-based rate adaptation in the scenario considered above. Initially,
each node picks a random time oset to begin its periodic rate adjustments. e
gure shows the transmission rates and measured CBR values of 20 exemplary nodes.
We observe that while the CBR stays between 0.6 and 0.7, the transmission rates
of the dierent nodes show large oscillations between 3.5Hz and 10Hz. In other
words, if we assume that all nodes have the same communication demand from
a safety perspective, the fair rate allocation between the participating nodes at a
particular point in time is compromised.e 60 s time average of the transmission
rate of each node is presented in Figure 6.9b. We can see that a certain degree of
long-time fairness among nodes is given.
However, in the context of VSC, the instantaneous fairness is at least as important
as the long-term fairness, since vehicles which are not able to communicate their
current state suciently may become a safety risk to others. In PULSAR, we thus
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(c) Asynchronous adaptation with target rate
Figure 6.9: Asynchronous AIMD-based rate adaptation in a scenario excluding radio-
wave propagation eects (200 nodes, αI = 0.05Hz, βD = 0.1); with rescheduling,
random initialization and jitter
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assume that nodes are synchronized in their AIMD adjustments. A synchronization
could be realized by means of the Global Positioning System (GPS) clock, which has
an accuracy in the order of nanoseconds [216], i.e., multiple orders of magnitude
higher than the transmission rate adaptations.
Note that in case nodes start driing apart in spite of the synchronization via GPS,
the target rate mechanism introduced in the following subsection can serve as a
backup mechanism. As illustrated by Figure 6.9c on the preceding page, the target
rate mechanism does not prevent the nodes from driing apart in an asynchronous
adaptation, but it limits the resulting degree of unfairness.
6.3.3 Target Rate Mechanism
Awell-known issue of AIMD is its relatively slow convergence to fairness, cf. e.g. [217].
Unless the additive increase parameter is chosen aggressively, a new node entering
the system from a low starting point may require a long time to reach its fair share of
the resource. An aggressive parameter choice, however, leads to increased oscillations,
cf. Section 3.1 on page 46. A major factor in the slow convergence to fairness is that
the new node has to decrease its share with the others every time the capacity limit is
reached. Figure 6.10a on the next page illustrates this phenomenon in the previously
considered scenario with 200 nodes in the same location. One of the nodes enters
the system with a 5 s delay, starting at 1 Hz. We can see that even aer 30 s simulation
time, the system has not yet converged to fairness.
e slow convergence of AIMD is undesirable in a vehicular network where nodes are
moving fast, since it may lead to a violation of the local fairness principle, cf. Section 5.3
on page 119. On the other hand, aggressive AIMD parameters are also undesirable,
since they lead to increased oscillations. In PULSAR, we thus introduce an additional
mechanism to accelerate the convergence speed of AIMD while using non-aggressive
parameters. We thereby make use of the unique situation that we can obtain direct
feedback on the current usage of channel resources by neighboring vehicles. By
piggybacking transmission rates in Cooperative Awareness Messages (CAMs)/Basic
Safety Messages (BSMs), vehicles can quickly assess the average transmission rate
of their neighbors. We denote this average rate as target rate [25].
When a new transmission rate information rnew has been received, a node can up-
date its target rate as
rt = (1 − α) ⋅ rt + α ⋅ rnew (6.4)
e implementation as an EWMAhas some subtle dierences compared to a neighbor
average obtained from, e.g., a neighbor table. e EWMA favors neighbors with
higher transmission rate over those with lower transmission rate and closer neighbors
over more distanced ones [25]. We leave a comparison of dierent techniques for
calculating the target rate for future work.
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(b) With target rate mechanism
Figure 6.10: Impact of the target rate mechanism on the convergence of AIMD
e target rate approximates the (locally) fair transmission rate in a node’s surround-
ings. In PULSAR, we therefore use it as a “gravitation pull” for AIMD adjustments.
e basic idea is to prevent nodes from moving away too far from the neighbor
average.e target rate mechanism [25] doubles or halves a node’s rate increment or
decrement depending on whether the node’s current transmission rate is above or
below neighbor average. For example, when increasing transmission rate, all nodes
below neighbor average double their increment, while those above average halve
their increment. e target rate mechanism is summarized in Algorithm 2 on the
next page, where Uk and Ut denote the current CBR and CBR target, respectively,
rk and rt denote the node’s current and target transmission rates, respectively, and
αI and βD correspond to the AIMD parameters.
Figure 6.10b illustrates the impact of the target rate mechanism on the convergence
to fairness in the scenario considered before. We can see that with the target rate
mechanism, the delayed node catches up faster with the others, i.e., the convergence
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Algorithm 2: AIMD with target rate mechanism
Data: Uk ,Ut , rk , rt , αI , βD
Result: rk+1
if Uk < Ut then
if rk < rt then
rk+1 ← rk + αI ⋅ 2
else
rk+1 ← rk + αI ⋅ 0.5
end
else
if rk < rt then
rk+1 ← rk − rk ⋅ βD ⋅ 0.5
else
rk+1 ← rk − rk ⋅ βD ⋅ 2
end
end
to fairness has been accelerated. However, we also observe a decreased smoothness
of the AIMD adaptation which results from the step transition of the rate adaptation
at the target rate.e example illustrates that the target rate mechanism is still crude
and requires further development. In future work, the impact of a dierent function
to converge toward the target rate could be explored. Such a function could, e.g., have
a sigmoidal shape whose center is at the target rate. We leave a further exploration
of this topic for future work.
6.3.4 Adaptation of the Relative Transmission Rate
In Section 5.4 on page 123, we introduced a concept to translate a vehicle’s transmission
rate into a safety benet [25]. In essence, the concept adapts a vehicle’s minimum
and maximum transmission rate based on its driving context.ese adaptations are
expected to occur in the order of seconds to minutes. Two vehicles are said to have
the same safety benet if they transmit at the same relative transmission rate, i.e., at
the same fraction of their minimum-maximum transmission rate interval which can
be calculated according to Equation (5.3) on page 124.
As further discussed in Section 5.4.3 on page 130, the AIMDmechanism provides a
straightforward way to support the adaptation of the relative transmission rate.at
is, instead of entering absolute values in the unit of Hertz, the same mechanisms can
be applied to percentage values. For example, assume that a node has a minimum
and maximum transmission rate of 1 and 10Hz, respectively and that it is currently
transmitting at 5.5 Hz, which corresponds to a relative transmission rate of 0.5. Assume
further that the next step is an increment and that the additive increase parameter
is αI,rel = 0.05. Instead of adding 0.05Hz, however, we now add 5 percent, resulting
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in a new relative rate of rrel = 0.55. e new absolute transmission rate is thus
r = rrel ⋅ (rmax − rmin) + rmin = 5.95Hz.
In the event that a node’s transmission rate boundaries change, it adapts its absolute
transmission rate based on the current relative transmission rate. From a safety point
of view, this approach has the advantage that a higher transmission rate can be made
available instantaneously if required by the safety application. From a channel point
of view, it may result in a temporary channel congestion if more than one vehicle
suddenly increases their maximum transmission rate. However, such situations
can be quickly resolved by the AIMD mechanism which due to its multiplicative
decrease part quickly recovers from a channel overload situation. Note, however,
that if the combination of the minimum transmission rates of all nodes exceeds
the capacity of the channel, additional mechanisms will be required for congestion
control, e.g., transmit power control.
Figure 6.11 on the facing page illustrates an exemplary adaptation of the relative
transmission rate in the previously considered scenario where all nodes share the
same location.e available 200 nodes were split into two groups of 100 nodes each
which experience dierent changes to their minimum and maximum transmission
rates every 5 s. From bottom to top, the gure shows the measured CBR by both
groups of vehicles, the absolute transmission rate including minimum and maximum
rate boundaries and the relative transmission rate, which is the basis of the adaptation
and thus equal for both groups. Both groups start with a minimum and maximum
transmission rate of 1Hz and 10Hz, respectively. e system converges to a CBR
of ∼0.7, a relative transmission rate of ∼0.65 and a resulting absolute transmission
rate of ∼6.5Hz. At simulation time 5 s, group 2 increases its minimum transmission
rate to 8Hz. As a result, its absolute transmission rate is immediately set to ∼9.1Hz,
which corresponds to 65% of its new transmission rate interval.e resulting channel
overload is compensated by PULSAR by converging to a relative transmission rate
of ∼0.4. At simulation time 10 s, group 1 sets its maximum rate to 3Hz, allowing the
relative transmission rate to go up toward 100%.en, at simulation time 15 s, group
1 sets its transmission rate limits to 8Hz and 10Hz, i.e., to the same level as group 2.
e result is that even though the relative transmission rate drops to 0, the channel
is still congested. e example illustrates that a careful choice of the transmission
rate boundaries is important when applying the relative transmission rate adaptation
mechanism. Finally, at simulation time 20 s, both groups reset their minimum and
maximum transmission rates to 1Hz and 10Hz, respectively. We observe that the
system returns to its original state.
6.4 Exchange and Aggregation of Channel Information
So far, we focused on the temporal aspects of transmission rate adaptation only. In
this section, we add a spatial dimension to the problem and introduce PULSAR’s
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Figure 6.11: Exemplary adaptation of the relative transmission rate using AIMD with
αI,rel = 0.05 and βD,rel = 0.1
third building block, i.e., a mechanism to share CBR measurements among nodes.
As we show in the following, the exchange of channel state information is closely
related to fairness.
6.4.1 Motivation
To demonstrate the necessity of exchanging channel state information, we rst study
the convergence behavior of AIMD on a static linear road.e road has a length of
6 km, a xed inter-vehicle distance of 10m and a xed transmit power of 20 dBm.
We set the initial transmission rate to 10Hz. Radio-wave propagation is calculated
according to the power-law model with log-normal fading, cf. Appendix A.1 on
page 223. In this setup, the maximum uniform transmission rate which does not
violate the CBR threshold of 0.7, i.e., the globally fair transmission rate in the middle
of the road, is approximately 5.3Hz.
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Figure 6.12 on the facing page illustrates four snapshots of the simulation at simulation
times 4 s, 13 s, 30 s and 179 s, respectively. Each sub-gure shows the current transmis-
sion rate and measured CBR, quantied by the le and right y-axis, respectively, of
each vehicle with respect to its position on the road. In Figure 6.12a, we can see that
aer 4 s, nodes between 1000m and 5000m have decreased their rates to between
4Hz and 5Hz, while transmission rates gradually increase towards both ends of the
road where a lower channel load is measured.
Aer 13 s, nodes near both ends of the road have further increased their transmis-
sion rates, as shown in Figure 6.12b. As a result, two “valleys” have formed in the
transmission rate allocation, i.e., near 1300m and 4700m. Aer 30 s, a third “val-
ley” has formed near 3000m, cf. Figure 6.12c. e steady-state transmission rate
allocation is shown in Figure 6.12d, where we observe a spatial wave in both transmis-
sion rate allocation and CBR measurements. Note that the formation of the spatial
wave is not caused by the boundary eects in the scenario alone, since it can also
be observed on a circular road which eliminates boundary eects. On the circular
road, the wave is static as well, i.e., it does not move over time. Its wavelength de-
pends on the chosen transmit power, while its phase, i.e., the location of its crests
and troughs, appears to be random.
Similar outcomes, i.e., a spatial dri of the transmission rates of neighboring nodes,
can be observed in other scenarios as well. From a safety point of view, such a behav-
ior is undesirable, since it may cause some vehicles to not be able to communicate
their current status suciently. It should be noted that the target rate mechanism
introduced above is not sucient to prevent the spatial dri of nodes’ transmission
rates. Analogously to Figure 6.12, Figure 6.13 on the next page illustrates the con-
vergence behavior of AIMD with the target rate mechanism. We can see that the
target rate mechanism signicantly improves local fairness and mitigates global un-
fairness. However, it does not inuence nodes’ decisions of increasing or decreasing
their transmission rates and thus cannot prevent the formation of the two “valleys”
near 1300m and 4700m. To inuence the direction of nodes’ transmission rate ad-
justments and thus to facilitate global fairness, an exchange of CBR information is
required, which we study in the following.
6.4.2 One-Hop Piggybacking
In wireless communications, nodes may cause interference beyond their own de-
tection range. A node experiencing a congested channel thus needs to inform its
neighbors of their contribution to the overload situation. In this thesis, we consider
two alternatives to disseminate congestion information. First, a congested node could
transmit a dedicated congestion message. Second, it could piggyback congestion
information in the (periodic) messages it transmits anyway.
154
































X-position on road [m]
Transmission rate
CBR
































X-position on road [m]
Transmission rate
CBR
































X-position on road [m]
Transmission rate
CBR
































X-position on road [m]
Transmission rate
CBR
(d) Simulation time 179 s
Figure 6.12: AIMD-based adaptation on
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Figure 6.13: AIMD-based adaptation on
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Piggybacking Versus Dedicated Congestion Messages
A dedicated congestion message has the advantage of not having to wait until a
new regular message has been generated. In addition, it could be transmitted at a
dierent transmit power than regularmessages and could thus reach beyond the node’s
typical communication range. However, each additional message comes at the cost of
increased overhead, which would be counterproductive especially if the channel is
already in an overload situation.e message itself would likely be very small, i.e., in
the order of a few bytes, but would require the inclusion of all headers of the protocol
stack, cf. Figure 2.5 on page 23. In addition, the message would have to go through
the entire Carrier Sense Multiple Access (CSMA) backo procedure, cf. Section 2.1.2
on page 13. To keep overhead low, we thus focus on piggybacking in this thesis.
Aggregation of CBR Measurements
When a node receives piggybacked CBR measurements from its neighbors, it needs
to aggregate this information before taking a rate control decision. In the following,
we consider two alternatives for aggregation, i.e., the 1-norm and the maximum norm.
e former corresponds to the arithmetic mean of the CBR values received from
each neighbor, while the latter corresponds to the maximum of the received CBR
values. e maximum norm is the more conservative approach, since it causes a
node to reduce its transmission rate if any one of its neighbors reports a congested
channel. By favoring the most congested nodes in the scenario, it helps to maximize
the minimum transmission rate, i.e., to achieve global fairness.
Figures 6.14 and 6.15 on the facing page illustrate the impact of using the 1-norm and
maximum norm, respectively, in the aggregation of piggybacked CBR measurements
from one-hop neighbors in the scenario considered above5. In both cases, the target
rate mechanism has been applied. We can see that the 1-norm does not help to prevent
the formation of the spatial wave observed without information sharing. In fact, it
reinforces the wave’s formation, as we can see by comparing Figures 6.13d on the pre-
vious page and 6.14d on the facing page. In contrast, the maximum norm successfully
prevents the formation of the spatial wave as we can see in Figure 6.15d on the next
page. In steady state, the transmission rates of the nodes located between 1500m and
4500m stay near 4.5Hz and oscillate according to the selected AIMD parameters.
Note that while the maximum norm enables the protocol to converge towards global
fairness, it comes at the price of an increased vulnerability to erroneous CBR mea-
surements. Such measurements might originate from malfunctioning radio devices
as well as from intentionally falsied data. In practice, it may thus be necessary to
introduce sanity checks for received CBR information. For example, a receiving vehi-
cle could check if it has received congestion indications from the reporting vehicle’s
neighbors as well (spatial validation). Similarly, the receiver could compare the new
5Each node piggybacks its last CBR measurement which was taken at the last (synchronized)
transmission rate adaptation event.
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Figure 6.14: AIMD-based adaptation on
a linear road (one-hop information, 1-
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Figure 6.15: AIMD-based adaptation on
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information against previously received measurements from the reporting vehicle
(temporal validation). We leave a further exploration of this topic for future work.
6.4.3 Piggybacking Efficiency
So far, we focused on a linear road scenario in which the amount of interference at
any location is limited due to the one-dimensionality of the setup. In the following,
we thus use a crossing of two linear roads in order to create a single location with a
high amount of interference. In the center of the intersection, interference aggregates
from all four directions. It should be noted here that the studied scenario is intended
to resemble two highways crossing over a bridge, cf. Figure 3.9 on page 72, rather
than a city scenario in which buildings can obstruct the line of sight.
Performance of One-Hop Piggybacking in a Crossing Scenario
Figure 6.16 on the next page illustrates four simulation snapshots of AIMDwith target
rate and one-hop piggybacking of CBR measurements. Each sub-gure consists
of two 3D plots whose z-axis shows the current transmission rate and measured
CBR, respectively.e x-axis and y-axis of each plot represent the reporting node’s
location in the 2D scenario.e considered crossing consists of two linear roads, each
with a length of 8 km and an inter-vehicle distance of 10m. To better illustrate the
convergence behavior, vehicles are placed statically, i.e., they do not move. Like before,
the globally fair transmission rate in the center of the scenario is approximately 5.3 Hz,
which is reached if all vehicles use this transmission rate.
Following AIMD’s convergence from simulation time 1 s to 180 s in Figures 6.16a to
6.16d, we can see that the nodes at the intersection reduce their transmission rates up
to close to theminimum transmission rate of 1 Hz6, while those beyond approximately
1300m from the intersection center transmit at 10Hz, i.e., the maximum transmission
rate. In other words, the global fairness principle is not fullled in steady state.
Probability of Receiving Congestion Information
To see why nodes at the intersection center get pushed down almost to their mini-
mum transmission rate, consider Figure 6.17 on page 160.e gure illustrates the
aggregated probability of receiving one out of n messages at a CBR of 0.7 with respect
to sender-receiver distance, cf. Figure 4 in [25]. e aggregated probabilities were
calculated based on the observed probability of receiving an individual message anal-
ogously to the IRT concept, cf. Section 4.1.2 on page 86.e gure further shows the
carrier sensing probability at the congured transmit power of 20 dBm and carrier
sense threshold of -95 dBm.e vertical lines correspond to the theoretical transmis-
6Without the target rate mechanism, nodes at the center of the intersection converge to the mini-
mum transmission rate.
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(d) Simulation time 180 s
Figure 6.16: Convergence of AIMD with target rate using one-hop piggybacking in
the crossing scenario
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Receive 1 out of 1
Receive 1 out of 2
Receive 1 out of 16
Receive 1 out of 64
Carrier sense probability
Figure 6.17: Piggybacking eciency (probability of receiving one out of n messages)
at transmit power 20 dBm, CBR 0.7
sion range and carrier sense range, respectively, i.e., without fading and interference.
e basic assumption in the following line of reasoning is that if channel congestion
occurs at a certain location, more than one vehicle will measure and report a CBR
above the congured threshold, e.g., 0.7. From a remote interferer’s point of view,
it is then sucient to receive one out of these n messages because of the applied
maximum norm in the aggregation process.
Coming back to Figure 6.17, we can see that an interferer located at the theoretical
carrier sense range of 1283m still has a 50% chance of triggering another node into
channel busy state7. On the other hand, the probability that this interferer receives
one out of 16messages congestion information is below 5%. When the number of
messages is increased to 64, the probability is still below 20%. It is thus signicantly
more likely for a distanced interferer to contribute to congestion than to receive
congestion information. In other words, the 1-hop piggybacking protocol does not
cover the required participation distance suciently, cf. Section 5.3.3 on page 122. In
the crossing scenario considered above, nodes located at the center of the intersection
thus cannot disseminate their channel state information far enough and as a result
reduce their transmission rates further and further.
6.4.4 Two-Hop Piggybacking
In order to extend the dissemination range of congestion information, PULSAR
includes a two-hop piggybacking mechanism for CBR information [25]. In a nutshell,
each node not only piggybacks its own CBR measurement, but also the highest
7Among other factors, this high probability results from the applied one-slope path loss model.
Some authors have suggested the use of dual slope models, e.g., [218], which would result in less
interference at far distances. However, it is out of the scope of this thesis to determine which approach
is more realistic.
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CBR information received from its neighbors within a pre-congured hop distance
dhop. A receiver can then add dhop to its distance to the sender and thus infer the
distance from within which the two-hop CBR information originated. If the sum
exceeds the node’s participation distance dpart, cf. Section 5.3.3 on page 122, the two-
hop information is ignored. is way, the choice of dhop can be used to limit the
spatial impact of congestion control information if desired. Note that the two-hop
piggybacking approach has similarities with the one applied in SOURC [202]. We
will get back to this topic in Section 7.4.2 on page 206, when we compare PULSAR’s
performance against SOURC’s.
Analogously to the limitation in the spatial dimension in the form of dhop, the two-
hop piggybacking mechanism uses a maximum time window tmax to limit the age
of the CBR information taken into account in the rate control process. Due to the
synchronization required for AIMD, cf. Section 6.3.2 on page 144, we simplify the
temporal dimension by sharing CBR measurements taken at discrete points in time
which are multiples of the control interval tadp. is way, we ensure that all nodes
react to the same state of the channel, albeit with a reaction delay. Note that for
other increase/decrease algorithms, it may be an option to piggyback measurements
taken at the time the respective message was generated. We leave such consider-
ations for future work.
In the following, we introduce a simplied version of the two-hop piggybacking
approach presented in [25]. While in [25], we applied tmax = 2tadp, it turned out later
that this approach does not seem to provide signicant advantages over an application
of tmax = tadp with a higher value of tadp. We thus focus on the simple version here
and refer the reader to [25] for the description of the originally published version.
Figure 6.18 on the following page illustrates the basic functionality of the two-hop
piggybacking approach. e gure shows three vehicles A, B and C with an inter-
vehicle distance of dhop, depicted in the horizontal dimension.e transmission and
carrier sense ranges in the example are equal to dhop and 2 ⋅ dhop, respectively. In
other words, C contributes to congestion at A, but A cannot communicate with C
directly. e vertical dimension of the plot corresponds to the vehicles’ actions in
temporal order. ree symbols, i.e., circle, square an triangle, represent the CBR
measurements taken by each vehicle at three successive control intervals t1, t2 and
t3, respectively.e arrows between the vehicles correspond to transmissions with
piggybacked information. Each packet has two header elds, i.e., the local CBR
measurement at ti (“Local (ti)”) and the maximum received CBR measurement from
neighbors within dhop and generated at ti (“1Hop (ti)”). Not explicitly shown in
the gure is a timestamp which is also attached to each packet in order to facilitate
mapping the contained information to the corresponding control interval.e right
column of the plot beyond the dashed line illustrates how vehicle C aggregates the
received information before adapting its transmission rate.
In our example, the dissemination process starts at t1, when all vehicles perform a CBR
measurement, represented by a circle. At t1 +0.3 ⋅ tadp, vehicle A broadcasts a message
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Figure 6.18: Illustration of two-hop piggybacking and CBR aggregation
and attaches its last CBR measurement.e one-hop eld remains empty, since it has
not received any CBR information from its neighbors within this adaptation period.
At t1 + 0.6 ⋅ tadp, vehicle B broadcasts a message and attaches its own measurement
from t1 as well as vehicle A’s measurement from t1, since it is the maximum value B
has received from its neighbors within this period. Vehicle C receives B’s message and
is thus informed of the latest CBRmeasurements of both A and B. Note, however, that
B’s message is also received by A, which essentially includes a reection of its own
measurement. Since the origin of the 1-hop information is not included in the packet,
A cannot detect this bounce back eect. To avoid a situation in which A would react
twice to its own measurement while B and C only react once, we introduce a reaction
delay which is illustrated using the example of node C. As shown in the right column
of the gure, at t2 vehicle C reacts to the maximum of its own measurement from
t1, the maximum received one-hop CBR, i.e., B’s measurement, and the maximum
received two-hop CBR, i.e., A’s measurement.e same process is repeated at t3, when
C reacts to the measurements taken at t2, represented by squares.
Note that the reaction delay is primarily introduced because of the binary nature
of AIMD. For example, if A’s measurement from t1 were the only one indicating
congestion among the measurements of A, B and C within t1 and t2, A would reduce
its transmission rate twice, while B and C would only do so once. is would be
unfair, since both B and C contribute to the channel congestion observed at A.
Convergence in the Crossing Scenario
e impact of the two-hop piggybacking mechanism on the convergence of AIMD in
the crossing scenario considered above is depicted in Figure 6.19 on the next page.
We observe a signicant extension of the distance at which nodes participate in
congestion control. at is, the distance at which nodes transmit at the maximum
rate of 10Hz has been increased to 2000m from the intersection center.e result is
that in steady state, the transmission rate of the nodes near the intersection center
stays near 4.5Hz, cf. Figure 6.19d.
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(d) Simulation time 180 s
Figure 6.19: Convergence of AIMD with target rate using two-hop piggybacking in
the crossing scenario
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Overhead and Header Format
So far, we described the two-hop piggybacking mechanism based on the exchange
of CBR measurements. Assuming a discretization in steps of 0.005, this approach
requires 8 bit to encode each CBR measurement. In total, we thus need two bytes
to exchange CBR information. However, due to the binary nature of AIMD, this
overhead can be reduced signicantly by piggybacking a congestion bit rather than the
entire CBR measurement.at is, if the node’s CBR measurement exceeds the CBR
threshold, the bit is set to one. Else, it is set to zero.e resulting one-hop information
to be forwarded is reduced to a single bit as well, while the aggregation and forwarding
process does not need to be changed. Using this approach, the overhead can thus
be reduced from 2 bytes to 2 bit.
Note that PULSAR requires two more header elds, i.e., a time stamp and the vehicle’s
current transmission rate.e former is used to map received information to control
intervals, while the latter is required to calculate the target rate. Table 6.1 on the
facing page summarizes PULSAR’s header format.
6.5 Summary
In this chapter, we introduced PULSAR as a concrete congestion control protocol
for VSC which meets the design principles formulated in Section 5.5 on page 131.
Table 6.2 on the facing page provides an overview of which protocol mechanism is
most important for the fulllment of each design principle.
A key characteristic of the PULSAR protocol is its modular structure. In the course of
this chapter, we discussed dierent options for each of its three building blocks, i.e.,
local channel load assessment, transmission rate adaptation and information sharing.
It is interesting to note that PULSAR’s structure essentially reects the six basic
components of a congestion avoidance scheme formulated by Jain and Ramakrishnan
in [115], cf. Section 3.1 on page 46. Table 6.3 on the facing page illustrates how each of
the six components can be matched to PULSAR’s protocol mechanisms.
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Field Size [bit] Meaning
Timestamp 8 Generation time of the message
TxRate 8 Transmission rate when generating the message
Local (ti) 1 or 8 Local congestion state or CBR measurement generated
at the last (synchronized) adaptation event ti
1Hop (ti) 1 or 8 Maximum congestion state or CBR measurement re-
ceived from neighbors within 1-hop range and gener-
ated at ti
Table 6.1: PULSAR’s header format
Design principle Protocol mechanism
Decentralization Distributed algorithm
Local fairness Target rate mechanism
Global fairness Aggregation of CBR values (maximum norm)
Participation fairness Two-hop piggybacking
Deference to safety applications Adaptation of relative transmission rate
Table 6.2: Realization of design principles in PULSAR
Component Protocol mechanism
Congestion detection CBR measurements
Feedback lter Self averaging
Feedback selector Participation distance in information sharing
Signal lter Aggregation of CBR values (maximum norm)
Decision function Comparison of aggregated CBR against target
Increase/ decrease algorithm AIMD with target rate mechanism




In the rst part of this chapter, we evaluate PULSAR’s performance in terms of
convergence, fairness and stability. We thereby increase the level of complexity of the
considered scenarios from a zero-dimensional static topology in which all nodes share
the same location to amobile highway scenario with a high dynamic in vehicle density.
In the second part, we evaluate the adaptation of the relative transmission rate. Our
main objective is to show how PULSAR reacts to reasonably realistic changes in target
distance and transmission rate boundaries and that the relative transmission rate
concept can make a dierence from the perspective of a safety application compared
to a conventional congestion control which only focuses on channel load. In the last
part of the evaluation, we compare PULSAR’s performance against three other state of
the art approaches, two of which appear to be very similar to PULSAR at rst glance.
We conclude this chapter by discussing two potential limitations of this work.
7.1 Responsiveness and Smoothness
As discussed in Section 3.1.3 on page 49, the convergence behavior of a linear control
scheme can be characterized by its responsiveness, i.e., the time it takes to converge to
eciency, and its smoothness, i.e., the amplitude of the oscillations [120]. In PULSAR,
smoothness and responsiveness are determined by the choice of the Additive Increase
Multiplicative Decrease (AIMD) parameters on the one hand and the applications of
additional mechanisms on the other hand, e.g., target rate and two-hop piggybacking.
In the following, we study and quantify the impact of each of these factors.
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7.1.1 AIMD Parameter Choice
In [120], Chiu and Jain calculate the responsiveness and smoothness of a linear control
scheme according to Equations (3.5) and (3.6) on page 51, respectively. In the following,
we use these results to quantify the responsiveness and smoothness of AIMD in the
context of Vehicle Safety Communications (VSC).
Responsiveness When Converging From Underutilization
Due to the binary nature of AIMD, its responsiveness depends on the initial channel
load U0 compared to the targeted channel load Ut. If U0 < Ut, the multiplicative
component is zero and Equation (3.5) becomes
te− = Ut −U0αI ⋅ n (7.1)
where U0 and Ut denote the initial and targeted channel load, respectively, αI is the
additive increase parameter and n is the number of nodes. Since in PULSAR, αI is
specied in the unit of Hertz, it needs to be converted to Channel Busy Ratio (CBR)
by multiplying it with the packet duration, i.e., 584 µs in our setup, cf. Section 5.2
on page 111. For example, if αI = 0.05Hz, n = 200, U0 = 0.11 and Ut = 0.7, we
get te− = ⌈(0.7 − 0.11)/(0.05 ⋅ 0.000584 ⋅ 200)⌉ = 101 adaptation steps. Analogously,
we get 6 steps if αI = 1Hz.
Figure 7.1a on the facing page illustrates the convergence of AIMD in the 200 node
scenario considered before where all nodes share the same location. To minimize
random eects, the initial transmissions of all nodes are equally spaced and no random
jitter is applied.e gure shows the resulting transmission rate and (self-averaged)
CBR for twoAIMD congurations with αI = 0.05Hz, βD = 0.1 and αI = 1 Hz, βD = 0.5.
As illustrated by the gure, the target CBRof 0.7 is rst crossed at simulation time 10.2 s
for the former conguration and 0.7 s for the latter conguration, which corresponds
101 and 6 completed adaptation intervals of 100ms, respectively.us, the observed
values match the theoretically calculated ones.
Responsiveness When Converging From Overutilization
When starting from a channel overload situation, i.e., if U0 > Ut, the additive com-
ponent is zero and Equation (3.5) becomes
te+ = log(Ut/U0)log(1 − βD) (7.2)
where 1 − βD is the multiplicative parameter of AIMD. When applying this equation,
however, it has to be taken into account that the relationship between communication
density andCBRbecomes nonlinear beyond aCBRof approximately 0.7, cf. Section 5.2
on page 111. For example, if U0 = 0.875, Ut = 0.7 and βD = 0.1, Equation (7.2) yields
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(b) Starting from 10Hz
Figure 7.1: Convergence of AIMD for two dierent parameter choices
te+ = ⌈log(0.8)/log(0.9)⌉ = 3 adaptation steps as a result. However, as illustrated
by Figure 7.1b the target CBR of 0.7 is rst crossed at simulation time 0.7 s, i.e., aer
6 adaptation steps. In fact, the CBR stays above 0.85 up to simulation time 0.4 s, i.e., for
3 adaptation steps. For βD = 0.5, the threshold of 0.7 CBR is rst crossed at simulation
time 0.3 s, i.e., aer 2 adaptation steps, while the theoretically calculated value is 1 step.
Smoothness: Maximum Overshoot
In [120], Chiu and Jain quantify smoothness in terms of the maximum overshoot,
cf. Equation (3.6) on page 51. For AIMD, the maximum overshoot occurs when
all nodes perform an increment operation starting from just below Ut. e max-
imum overshoot results as
se+ = αI ⋅ n (7.3)
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Normalizing αI by 584 µs and setting n = 200 nodes, we get se+ = 0.00584CBR and
se+ = 0.1158 CBR for αI = 0.05Hz and αI = 1Hz, respectively. In Figure 7.1 on the
preceding page, the maximum observed overshoot is 0.0061 and 0.077, respectively.
Note that the shown CBR values are time-averaged using the self-averaging concept
introduced in Section 6.2.1 on page 137.emaximum 100ms SimpleMoving Average
(SMA) values observed before averaging match the theoretically computed maximum
overshoot but are not shown in the gure for presentation clarity.
Smoothness: Maximum Undershoot
e maximum undershoot in AIMD happens when all nodes decrease their transmis-
sion rates from just above the CBR threshold. at is, it can be calculated as
se− = βD ⋅Ut (7.4)
For βD = 0.1 and βD = 0.5 we get se− = 0.07CBR and se− = 0.35 CBR, respectively.
In Figure 7.1, the observed maximum undershoot in steady state is 0.053 CBR and
0.186CBR, respectively. Before self-averaging, the minimum observed 100ms SMA
values match the theoretically computed maximum undershoot.
7.1.2 Other Influencing Factors
PULSAR’s responsiveness and smoothness is inuenced by a number of additional
factors which need to be taken into account when selecting AIMD parameters. In the
following, we discuss the inuence of the number of nodes, the adaptation interval
as well as of the piggybacking and target rate mechanisms.
Number of Nodes
In Equation (7.3) on the preceding page, we saw that the maximum overshoot of
AIMD depends on the number of nodes.at is, if the additive increase parameter
is set too high, the combined increment of all nodes may cause large oscillations
in the observed CBR up to total channel congestion. For example, if αI = 1Hz and
n = 1000 nodes, a synchronized increment operation by all nodes would result in
a total increase of 584µs ⋅ 1Hz ⋅ 1000 = 0.584CBR, which corresponds to more than
50% of the channel capacity in one step. In comparison, αI = 0.05Hz results in a total
increase of 0.029CBR for n = 1000.e maximum number of nodes therefore needs
to be taken into account when selecting the additive increase parameter.
Figure 7.2 on the next page illustrates the impact of the number of nodes for αI =
0.05Hz and βD = 0.1. In the example, the smoothness of AIMD is dominated by
the multiplicative parameter, i.e., se− > se+.us, the observed smoothness in terms
of CBR does not depend on the number of nodes. However, the oscillations in the
transmission rate are higher for a smaller number of nodes, since AIMD converges
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(b) Starting from 10Hz
Figure 7.2: Impact of the number of nodes on responsiveness and smoothness
to a higher transmission rate. We can further observe that the convergence time of
AIMD decreases with the number of nodes, since the accumulated rate increment
of all nodes lls up the channel faster.is is also reected by a lower transmission
rate at which the algorithm converges.
Adaptation Interval
e adaptation interval tadp, i.e., the period between two transmission rate adaptation
events, inuences PULSAR’s responsiveness. For example, the previously calculated
101 adaptation steps required by AIMD with αI = 0.05Hz, βD = 0.1 to converge from
0.1 CBR to 0.7 CBR results in te− = 10.2 s for tadp = 100ms, te− = 20.4 s for tadp =
200ms, and so on.e adaptation process is depicted in Figure 7.3 on the following
page. We can also observe that the adaptation interval does not inuence smoothness.
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z] Adaptation interval 100ms
Adaptation interval 200ms
Adaptation interval 400ms
(b) Starting from 10Hz
Figure 7.3: Impact of the adaptation interval on responsiveness and smoothness
Target Rate Mechanism
Figure 7.4 on the next page illustrates the convergence of AIMD with and without the
target rate mechanism in the scenario considered before. We can see that the target
rate approximately doubles the amplitude of the oscillations as expected. However,
we also observe that it doubles responsiveness as well.is eect is actually an artifact
of the considered scenario in which all nodes use exactly the same transmission
rate. What happens is that when an increment decision is taken, nodes’ transmission
rates are typically slightly above target rate due to the calculation of the target rate
as an Exponentially Weighted Moving Average (EWMA).e binary decision then
results in a halving of the increment, which in turn doubles the convergence time
to eciency. Similarly, when decreasing rate, nodes’ transmission rates are typically
slightly above target rate and thus the decrement is doubled, which doubles the
observed oscillations. e gure shows that the target rate mechanism should be
further evaluated and improved in future work.
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z] Without target rate mechanism
With target rate mechanism
(b) Starting from 10Hz
Figure 7.4: Impact of the target rate mechanisms on responsiveness and smoothness
Piggybacking Mechanism
e two-hop piggybacking mechanism introduced in Section 6.4.4 on page 160,
introduces a reaction delay of one adaptation interval in order to prevent AIMD
from reacting to the same information more than once, which might result in unfair
transmission rate allocations.e impact of these delays on smoothness and respon-
siveness is illustrated by Figure 7.5 on the next page. e AIMD parameters used
in the gure are αI = 0.05Hz and βD = 0.1. We can see that while responsiveness
remains the same compared to an adaptation based on local knowledge, oscillation
size is approximately doubled due to the introduced feedback delay.
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(b) Starting from 10Hz
Figure 7.5: Impact of two-hop piggybacking on responsiveness and smoothness
7.1.3 Resulting Trade-Offs
e choice of AIMDparameters is a trade-o between smoothness and responsiveness
[120]. In the example in Figure 7.1 on page 169, the short convergence time using
αI = 1Hz and βD = 0.5 comes at the price of high oscillations. On the other hand,
αI = 0.05Hz and βD = 0.1 results in lower oscillations but a longer convergence time.
From a safety point of view, not only the system wide perspective in terms of channel
load but rather the resulting transmission rate of an individual vehicle is of interest.
If the oscillations of the allowed transmission rate are high, a vehicle may not able to
transmit enough messages in a critical trac situation. For this reason, we choose
AIMD parameters with low oscillations in this thesis to avoid high undershoot. To
compensate for the resulting longer convergence time, additional mechanisms could
be introduced, similar to TCP’s slow start mechanism, cf. Section 3.2 on page 53.
For example, dierent AIMD parameters could be applied below a certain CBR
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threshold, e.g., 0.5. Such ameasure could be especially useful in the context of dynamic
transmission rate boundaries and/or transmit power. In Section 7.3 on page 191, we
apply dierent AIMD parameters based on the observed CBR value. Our preliminary
results indicate that this approach can signicantly improve responsiveness while
allowing for comparably low oscillations near the target CBR. We leave a further
exploration of this topic for future work.
In PULSAR, additional trade-os between convergence and fairness arise from the
choice of the adaptation interval tadp and the piggybacking mechanism. From a
responsiveness point of view, it would be desirable to set tadp as low as possible and to
use one-hop piggybacking of CBR information. However, as discussed in Section 6.4.4
on page 160, this leads to a signicant decrease in global fairness.
To conclude, Table 7.1 on the following page summarizes the inuence of each factor
on PULSAR’s smoothness and responsiveness.
7.2 Fairness and Stability
In the design of PULSAR, we laid special emphasis on fairness, i.e., local, global and
participation fairness. In this section, we evaluate PULSAR’s convergence behavior
in dierent scenarios designed to stress the dierent protocol mechanisms. First,
we focus on its long-term behavior in the static crossing scenario considered before,
creating a single location with high interference. en, we evaluate a highway sce-
nario in which two groups of vehicles pass each other, creating a rapid change in
vehicle density. For a better comparability of the results, we use uniform transmit
power settings as well as transmission rate boundaries. ese restrictions will be
removed in the next section.
7.2.1 Long-Term Convergence in a Static Scenario
e scenario considered in this subsection consists of two 8 km long roads crossing
each other at 4 km. Vehicles are placed statically on each roadwith a xed inter-vehicle
distance of 25m.e intention behind this scenario is to create a single location in
which interference from four directions accumulates, thus stressing the protocol’s
ability to maintain global fairness over a longer period of time. Note that the scenario
is intended to resemble two highways crossing each other over a bridge rather than
an intersection with conicting trac ows. In the latter case, nonuniform settings
for transmit power and transmission rate boundaries would likely be required, which
we avoid here for presentation clarity.
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Inuencing factor Convergence time te Oscillation size se
AI parameter αI If U0 < Ut , Eq. (7.1) Max. overshoot, Eq. (7.3)
MD parameter βD If U0 > Ut , Eq. (7.2) Max. undershoot, Eq. (7.4)
Number of nodes n te− ∝ 1/n se+ ∝ n
Adapt. interval tadp {te−, te+}∝ tadp -
Target rate Less than ×2 Less than ×2
One-hop piggybacking - -
Two-hop piggybacking - Less than ×2
Table 7.1: Factors inuencing PULSAR’s responsiveness and smoothness
Comparison With Water Filling
In Section 5.3.2 on page 121, we dened global fairness as a best-eort approach to
achieve max-min fairness. Due to the unbounded nature of wireless signal propa-
gation, max-min fairness is dicult to dene and to evaluate in a wireless context.
To approximate the max-min fair transmission rate allocation in our scenario, we
use a water lling approach, cf. “progressive lling” in [119], in combination with
the participation range as dened by Equation (5.2) on page 122. In the following,
the transmit power is set to 20 dBm unless specied otherwise, resulting in a par-
ticipation range of 2138m.
We implement the water lling approach as follows. Starting the from a transmission
rate of 1Hz, each node increases its transmission rate by 0.05Hz every 100ms until
at least one node within its participation range measures a CBR above the CBR
threshold.is condition is evaluated in real time based on global knowledge from
the simulator, i.e., not from the information piggybacked in the exchanged messages.
If the condition is met, the node decreases its transmission rate by one step, i.e.,
0.05Hz, and then stops the adaptation process. To account for the fact that PULSAR
reacts very sensitively to any measurement exceeding the CBR threshold, we reduce
the CBR threshold to 0.69 for water lling.
Figure 7.6 on the next page compares PULSAR’s transmission rate allocation aer
1500 adaptation steps of tadp = 400ms with and without the target rate mechanism
to the max-min fairness approximation resulting from the water lling approach.
e shown values correspond to the average of ve independent simulation runs.
Additionally, the 95% condence intervals are indicated. e same statistical back-
ground is true for the remainder of this chapter unless indicated otherwise. Due to
the symmetry of the considered scenario, the gure shows the observed CBR and
resulting transmission rate allocation for only one of the two roads.e highest load
is observed at x-position 4000m, where the second road crosses.
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(b) With target rate mechanism
Figure 7.6: Comparison of the convergence of PULSAR and water lling in the static
crossing scenario
In Figure 7.6a, we can see that the water lling approach results in a transmission
rate of approximately 5.9Hz in the center of the intersection. In the following, we
use this value as a reference for max-min fairness. With global knowledge from the
simulator, i.e., the real-time measurements of all nodes within participation range,
PULSAR without target rate converges to approximately 5.97Hz at the intersection
center, a result which lies within the condence interval of the water lling outcome.
e dierence is thus not statistically signicant. With two-hop piggybacking, we
observe a minimum transmission rate of 5.09Hz, which corresponds to 86% of the
water lling result. is dierence results from the limited dissemination range of
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the piggybacking approach, as we discuss later in this section when we evaluate the
eciency of the information dissemination process.
Impact of the Target Rate Mechanism
Figure 7.6b illustrates the impact of the target rate mechanism on PULSAR’s spatial
convergence compared to the water lling approach. We can see that compared to
without target rate, the resulting transmission rate allocation has more the shape of a
semicircle than of a rectangle. We further observe that the minimum transmission
rate with global knowledge is now 5.27Hz compared to 5.9Hz before. While the
participation range remains the same, the target rate mechanism causes nodes further
away from the intersection to increase their transmission rates and thus to generate
more load at the intersection center. As a result, nodes in the intersection center
converge to a lower rate. With two-hop piggybacking on the other hand, theminimum
observed transmission rate is 5.05Hz, which lies within the condence interval of the
result without target rate. In this case, the target rate mechanism stabilizes distanced
nodes at a lower rate than without the target rate mechanism. Since these nodes
receive congestion information with lower probability, they tend to increase their
rates more oen than those in the intersection center. e target rate mechanism
works against this trend by doubling the increment of the most congested nodes in
the intersection center and halving those of more distanced nodes.
Figure 7.7 on the facing page illustrates the observed CBR and resulting transmission
rate with respect to simulation time for three exemplary nodes located at x-positions
4000m, 4500m and 5000m, respectively. For better comparability, all plots shown
in the gure use the same seed of the random number generator. Note that the
nal transmission rates and CBR values at simulation time 600 s contributed to the
snapshots shown in Figure 7.6 on the previous page.
In Figure 7.7a, we can see that with global knowledge and without the target rate
mechanism, all three considered nodes reduce their transmission rates to approxi-
mately 6Hz and then stay there throughout the duration of the simulation. Figure 7.7b
shows that without global knowledge, the three nodes initially stop reducing their
transmission rates near 6Hz but then go further down to approximately 5Hz. At this
equilibrium point, sucient congestion feedback from the intersection reaches the
distanced nodes to prevent them from further increasing their transmission rates.
Note that compared to global knowledge, oscillations are higher in amplitude due
to the delay in feedback. In addition, the average transmission rate over time is not
as constant, especially for the node at x-position 5000m. In Figure 7.7c, we can see
that the target rate mechanism has a stabilizing eect on the average transmission
rate. Especially the node at 5000m now shows a more stable behavior.
e stabilizing eect of the target rate mechanism is further illustrated by Figure 7.8
on page 181, which shows the temporal convergence of PULSAR in the same setup but
with an adaptation interval of tadp=200ms compared to tadp=400ms in Figure 7.7.
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z] Node at x=5000m
Node at x=4500m
Node at x=4000m


























z] Node at x=5000m
Node at x=4500m
Node at x=4000m


























z] Node at x=5000m
Node at x=4500m
Node at x=4000m
(c) Two-hop piggybacking with target rate mechanism
Figure 7.7: PULSAR’s rate adaptation over time in the crossing scenario, tadp = 400ms
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We observe that without the target rate mechanism, the transmission rates of all
three nodes show long-term oscillations. With target rate on the other hand, a more
stable average transmission rate is maintained aer a steady state has been reached at
approximately simulation time 45 s. We can further see that the node at the center of
the intersection now converges to approximately 4Hz compared to approximately
5Hz with tadp=400ms. We evaluate why this is the case in the following.
Impact of the Adaptation Interval
Figure 7.9 on page 182 illustrates the spatial convergence of PULSAR aer 1500 adap-
tation steps for dierent adaptation intervals tadp compared to the outcome using
global knowledge. In Figure 7.9a, we observe a signicant dierence between the
resulting transmission rates at the intersection center. While for tadp=400ms, the
average transmission rate of the node at x-position 4000m is 5.09Hz, it is 3.68Hz and
2.68Hz for tadp=200ms and tadp=100ms, respectively. Note here that the adaptation
interval tadp also determines the maximum age of the congestion information taken
into account in the adaptation process. Within a longer period of time, moremessages
containing congestion information can be generated and forwarded, resulting in a
higher dissemination range, cf. Section 6.4.3 on page 158.
As shown in Figure 7.9b, the target rate mechanism reduces the dierence between the
outcomes for the considered adaptation intervals.e resulting average transmission
rate at the center of the intersection amounts to 5.05Hz, 4.54Hz and 4.13Hz for
tadp=400ms, tadp=200ms and tadp=100ms, respectively. In other words, the target
rate mechanism prevents the nodes in the most congested location from reducing
their transmission rates too far and is thus able to mitigate the impact of a reduced
reception probability at further distances from the congested location.
To quantify the probability of receiving congestion information within a certain
amount of time, we set up a scenario consisting of a linear road of 6 km length with a
xed inter-vehicle distance of 10m and no node mobility. We set the transmission
rate to 5.5Hz, resulting in a CBR of approximately 0.7 between x-positions 1500m
and 4500m. We congured all nodes between x-positions 1700m and 2000m to
piggyback a congestion bit in their messages. Figure 7.10 on page 183 illustrates the
probability of receiving one of these piggybacked bits with respect to the distance
to the end of the reporting region, i.e., to x-position 2000m.
Figure 7.10a illustrates that while a longer time interval helps to extend the dissemina-
tion range of congestion information, one-hop piggybacking is not sucient to reach
up to the desired participation range of 2138m for a transmit power of 20 dBm.is
result conrms the theoretical considerations in Section 6.4.3 on page 158.
Figure 7.10b illustrates the outcome for two-hop piggybacking with a participation
distance of 2138m and a hop distance of 1100m. We observe signicant dierences
between the dissemination distances for dierent time intervals. Between 400ms
and 500ms, however, the increase in dissemination range is much smaller. At this
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z] Node at x=5000m
Node at x=4500m
Node at x=4000m
(b) With target rate mechanism
Figure 7.8: Stabilizing eect of target rate mechanism - PULSAR’s rate adaptation
over time in crossing scenario, tadp = 200ms
point, the probability of receiving an individual message is too low to further increase
the aggregated reception probability signicantly, cf. Figure 6.17 on page 160. We
also notice that the reception probability beyond the congured participation range
is reported as zero, which corresponds to the probability as seen by the node but
not the actual reception probability at this distance.
is aspect is illustrated by Figure 7.10c, which shows the reported reception proba-
bility for dierent values of participation distance dpart and hop distance dhop. When
both are set to very large distances, e.g., 10 km and 5 km, respectively, we can see that
the information can be propagated up to a distance of 3000m during the considered
time interval of 400ms. e aggregated probability of reception at the participa-
tion distance is 37.8%, in contrast to close to 0% when dpart=2138m is applied.is
discrepancy results from the fact that a receiving node ignores two-hop feedback
whose sum of sender-receiver distance and dhop exceeds dpart. e set of potential
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(b) With target rate
Figure 7.9: Impact of the adaptation interval on PULSAR’s convergence in the crossing
scenario
sender-forwarder pairs to result in an aggregated distance near dpart is thus small,
resulting in a low probability. e gure further shows that for best results, dhop
should be chosen near 50% of dpart . Hop distances which are signicantly smaller or
signicantly larger result in a decreased dissemination distance. In future work, the
hop distance concept could be extended to reect the congestion state in a distance-
dependent way. For example, dierent congestion bits could be used to convey the
congestion state within multiple distances from the transmitter.
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dpart=2140m, dhop=300mdpart=2140m, dhop=500mdpart=2140m, dhop=1100mdpart=2140m, dhop=1500mdpart=2140m, dhop=1800mdpart=10km, dhop=5km
Carrier sensing
(c) Impact of dhop and dpar t on two-hop piggybacking (tad p=400ms)
Figure 7.10: Probability of receiving a piggybacked bit within a certain time limit;
linear road with transmit power 20 dBm, CBR 0.7, carrier sense threshold -95 dBm
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Impact of the Participation Distance
Figure 7.11 on the facing page illustrates the impact of the participation distance on
the spatial convergence of PULSAR using two-hop piggybacking and tadp=400ms.
We can see that there is not signicant dierence between the resulting transmission
rates at the intersection center for dpart=2140m and dpart=10 km. However, in the
latter case it can occur that nodes located up to 3 km away from the intersection
participate in congestion control, while their contribution to congestion is negligible.
e example thus illustrates the benet of using a limitation of the participation dis-
tance. On the other hand, if the participation distance is chosen too small, we observe
a signicant decrease of the transmission rates near the center of the intersection,
which contradicts the global fairness principle. Comparing Figures 7.11a and 7.11b,
we can see that the target rate mechanism again mitigates the impact of a smaller
participation distance on global fairness.
Impact of AIMD Parameters
As the last aspect in this subsection, we study the impact of the choice of AIMD
parameters on the spatial convergence of PULSAR. Figure 7.12 on page 186 illustrates
the outcome of three dierent AIMD parameter congurations with and without the
target rate mechanism. e gure shows that for global fairness, it is benecial to
use a larger additive increase parameter αI over a smaller one and a smaller multi-
plicative decrease parameter βD over a larger one. To explain this result, consider
again Figure 7.10b on the preceding page which shows that the probability of receiving
congestion feedback is signicantly higher near the origin of the information. In other
words, nodes near the congested location are muchmore likely to receive a congestion
feedback and thus to reduce their transmission rates, while those further away might
not receive it and thus increase their transmission rates instead. A relatively high
increment parameter and relatively low decrement parameter benet the nodes in
the most congested location and are thus benecial for global fairness.
7.2.2 Performance in a Dynamic Highway Scenario
While so far, we focused on static scenarios only in order to better illustrate PULSAR’s
long-term behavior, we now add nodemobility to study its behavior in amore realistic
highway environment.e considered scenario consists of a total of 451 vehicles split
into two groups passing each other on a ve-lane highway at approximately 100 km/h.
e scenario was designed to create a rapid change in vehicle density, challenging
the protocol’s ability to adapt quickly while maintaining local and global fairness.
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dpart = 10kmdpart = 2140mdpart = 1500mdpart = 1000m
(b) With target rate
Figure 7.11: Impact of the participation distance dpart on PULSAR’s convergence in
the crossing scenario
Figure 7.13 on page 187 illustrates the vehicles’ positions on the highway in six snapshots
taken in 25 s to 30 s intervals during the course of the simulation.e highest vehicle
density is reached between simulation times 60 s and 90 s, when the two groups
are on level with each other.
Figure 7.14 on page 188 illustrates the measured CBR and resulting transmission rate
for each snapshot with respect to the x-position on the road. Like before, the transmit
power was set to 20 dBm and the minimum and maximum transmission rate is 1 Hz
and 10Hz, respectively.e adaptation interval tadp was set to 200ms and the target
rate mechanism was applied. Each subgure compares PULSAR’s transmission rate
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(b) With target rate
Figure 7.12: Impact of AIMD parameters on PULSAR’s convergence in the crossing
scenario
allocation and CBR value against the outcome for the water lling approach. To gener-
ate the latter values, we used static snapshots of the vehicle positions at the respective
simulation times.e shown values are averages of ve independent simulation runs.
We observe that there is typically no statistically signicant dierence between the
outcomes for PULSAR and water lling. Sometimes, PULSAR’s transmission rate
allocation lies above the one for water lling, which originates from the reduced CBR
target of 0.69 for water lling. We conclude that the global fairness principle, i.e., a
best eort approach to fulll max-min fairness, has been fullled.
Figure 7.15 on page 190 illustrates the impact of the target rate mechanism on PUL-
SAR’s convergence behavior under mobility. e gure shows a further snapshot
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(f) Simulation time 150 s
Figure 7.13: Snapshots of vehicle positions in scenario with two approaching groups
of vehicles
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PULSAR with two-hop piggybacking
























PULSAR with two-hop piggybacking



























PULSAR with two-hop piggybacking
(c) Simulation time 45 s
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PULSAR with two-hop piggybacking


























PULSAR with two-hop piggybacking






















PULSAR with two-hop piggybacking
(f) Simulation time 150 s
Figure 7.14: Snapshots of PULSAR’s transmission rate and observed channel load in a
scenario with two passing groups of vehicles
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(b) Without target rate
Figure 7.15: Impact of the target rate mechanism on PULSAR’s convergence in a
scenario where two groups of vehicles pass each other (simulation time 40 s)
of the simulation at simulation time 40 s, at which the two groups of vehicles are in
the process of merging into one group from a channel perspective. In Figure 7.15a,
we can see that with target rate, a homogeneous transmission rate of approximately
4.3Hz is assigned to all vehicles. In contrast, Figure 7.15b shows that without the
target rate mechanism, the convergence to fairness is not fast enough to keep up
with vehicle mobility. We observe an X-shaped transmission rate allocation which
violates the local fairness principle. In addition, some vehicles reduce their transmis-
sion rates to approximately 3.5Hz, which is 0.8Hz lower than with the target rate
mechanism. e example highlights the importance of the target rate mechanism
to maintain local and global fairness.
To conclude this subsection, Figure 7.16 on page 192 illustrates the transmission rate
and measured CBR as seen by an individual vehicle traversing the scenario from
x-position 4778m at simulation time 0 s to x-position 260m at simulation time 180 s.
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e gure compares the outcome for two-hop piggybacking against the outcome
using global knowledge from the simulator. We can see that the rate allocation
with piggybacking follows the one with global knowledge with somewhat increased
oscillations due to the resulting information dissemination delay.
7.2.3 Dynamic Change of Minimum and Maximum Rate
So far, we evaluated PULSAR’s convergence behavior based on uniformminimum and
maximum transmission rates for all nodes. In the following, we remove this restriction
and perform a stress test of PULSAR’s ability to adapt the relative transmission rate
instead of the absolute one, cf. Section 6.3.4 on page 151. For this purpose, we
use the previously introduced scenario in which 200 nodes share the same location.
In intervals of 1 s, every node randomly chooses a new minimum and maximum
transmission rate from the interval [1Hz; 20Hz]. e underlying distribution is
exponential with a mean of 5Hz. We set the adaptation interval tadp to 200ms and
the AIMD parameters to αI,rel = 0.01 and βD,rel = 0.05.
Figure 7.17 on page 193 illustrates the measured CBR and applied relative transmission
rate by all nodes as well as the absolute transmission rates and rate boundaries of
three exemplary nodes A, B and C. In Figure 7.17a, we can see that despite the ran-
domly changing minimum and maximum transmission rates exmplarily illustrated
by Figures 7.17c to Figure 7.17e, PULSAR is able to maintain the CBR near the target
of 0.7. In Figure 7.17b, we observe that aer an initial decrement phase, the relative
transmission rate stays between 0.25 and 0.45.
7.3 Impact on an Exemplary Safety Application
One of PULSAR’s ve design principles is to operate within the limits provided by
safety applications. For this purpose, the protocol expects input from the application
layer in the form of a minimum and maximum transmission rate as well as a transmit
power. Since the denition of safety applications’ requirements is a research topic
of its own and out of the scope of this thesis, in the following we make a number
of simplifying assumptions based on the work of An et al. [24] with the objective
to create a reasonably realistic input for PULSAR.
First of all, the considered safety application is hypothetical in the sense that it is a
Forward Collision Warning (FCW) application implemented with global knowledge
from the simulator. In other words, the selection of the vehicle for which transmission
parameters are optimized is optimal.e results for an actual FCW implementation
based on received messages may vary and could be explored in future work. In
particular, the selection of transmission parameters and the identication of the
targeted vehicle may inuence each other in an actual implementation.
191































Figure 7.16: Adaptation by an exemplary vehicle in a scenario where two groups of
vehicles pass each other
Second, the applied metric of Inter-Reception Distance (IRD) may result in a sim-
plied view of safety, since it assumes a uniform acceleration of both vehicles. In
contrast to the approach by An et al. [24], it thus does not specify how long a remote
vehicle can rely on the received information. Note that while in the following, we
select transmission parameters based on channel load and observe the resulting IRD,
An et al. selected transmission parameters to meet a specic reception requirement
and observed the resulting channel load. In future work, it could be evaluated to which
extent the considered metric reects the actual requirements of a safety application.
Further, it could be explored how other awareness metrics can be integrated into
the concept of relative transmission rate.
For these reasons, the results presented in this section are intended as rst results
to demonstrate the potential of the relative transmission rate concept.
7.3.1 Considered Safety Application
For simplicity and to make the evaluation less dependent on the actual design of
the application, we implement an FCW-like2 application using global knowledge
of the simulator. More specically, each ego vehicle, i.e., the one running the FCW
application, tracks two of its neighbors, i.e., the one directly in front of it in the same
lane and the one directly behind it in the same lane, which we denote as leading
vehicle and trailing vehicle, respectively. Note that for an actual FCW implementation,
it may make sense to extend the tracking range to the ones aer the leading and
trailing vehicle, respectively, to account for dangerous situations resulting from lane
changes. However, our main purpose in this evaluation is to see how PULSAR reacts
2We chose the FCW application since it tracks only a single vehicle, cf. Figure 2.6 on page 27, which
reduces complexity compared to other applications.
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(e) Adaptation by exemplary node C
Figure 7.17: Stress test of dynamic change in minimum and maximum rate
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to somewhat realistic changes in target distance and relative speed. For this purpose,
we consider our implementation to be sucient.
e ego vehicle optimizes its transmission parameters to communicate with the
trailing vehicle, performing a recalculation every 50ms. It sets its target distance dt
to the distance between itself and the trailing vehicle. If no trailing vehicle is known,
it assumes the worst case of a vehicle approaching at the congured maximum speed
vmax = 200 km/h and sets dt to this imaginary vehicle’s braking distance according to
the lower part of Equation (4.1) on page 85 using trct = 1.5 s, tsys = 0.5 s and a = −5m/s2.
e ego vehicle further calculates its transmission rate boundaries according to Equa-
tion (5.5) on page 127 with d ∈ {0.2m, 4m}, k = 0.999 and pRx = 0.8, where pRx
corresponds to an assumed worst-case reception probability based on the results in
Section 4.2.2 on page 89. Examples for corresponding IRD curves are depicted in
Figure 5.11b on page 129. In the equation, vrel is set to the absolute value of the relative
speed between the ego vehicle and the trailing vehicle.at is, if the trailing vehicle
decelerates and the relative speed becomes negative, we assume that it should get an
update as well in order to stop warning the driver if necessary3. In the case that no
trailing vehicle is known to the ego vehicle, vrel is set to the dierence between the ego
vehicle’s speed and the maximum speed vmax . During lane changes, the worst case sit-
uation is assumed to increase the probability of reception for the new trailing vehicle.
When the ego vehicle receives a message from the leading vehicle, it records how
much the relative distance between itself and the leading vehicle has changed since
the last message reception from this particular neighbor.is distance corresponds
to the evaluated IRD.
7.3.2 Scenario and Setup
In order to achieve a high diversity in speed and inter-vehicle distance, we evaluate
PULSAR in a scenario designed to resemble a German Autobahn with a forming
trac jam in one driving direction and a free-ow situation in the other driving direc-
tion. e corresponding vehicle movement traces were created using the trac
simulator VISSIM.
Figure 7.18 on the facing page illustrates the instantaneous speeds of the 815 vehicles
in the scenario at simulation time 50 s with respect to their positions on the road.
e snapshot is representative of the distribution of vehicle positions and speeds
throughout the simulation time of 60 s. e trac jam is located approximately
between x-positions 500m and 2200m in the direction driving from le to right,
3is approach is based on the ideas expressed by An et al. in [24], where the authors argue that a
change in the relative distance between is decisive to determine in which state the application is in, i.e.,
whether it has to give a warning or not. We chose this approach with the objective to address the state
of the art in awareness control. However, our main focus is on the performance of PULSAR in terms
of fairness and stability.
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Figure 7.18: Vehicle speed distribution at simulation time 50 s in the trac jam scenario
i.e., between y-positions 24m and 36m. Within the trac jam, vehicles move in a
stop-and-go fashion, creating a wave-like shape in the speed distribution.eir speeds
lie between 0 km/h and 40 km/h, while the speeds of the vehicles in the free-ow
environment lie between 90 km/h and 155 km/h.
In the following, we evaluate four variants of executing PULSAR, i.e.,
1. Fixed transmit power and xed transmission rate boundaries,
2. Fixed transmit power and dynamic transmission rate boundaries,
3. Dynamic transmit power and xed transmission rate boundaries, and
4. Dynamic transmit power and dynamic transmission rate boundaries.
In the xed case, we set the transmit power to 20 dBm and the minimum and max-
imum transmission rates to 1Hz and 20Hz, respectively. In the dynamic case, we
use a look-up table according to Figure 4.5a on page 94 to determine the transmit
power optimizing reception performance at the vehicle’s current target distance. Min-
imum and maximum transmission rates are calculated as described above based on
the relative speed to the trailing vehicle. We additionally apply a global minimum
rate of 1Hz and a global maximum rate of 20Hz as discussed in Section 5.4.1 on
page 124. We thereby apply option (2), i.e., a vehicle’s actual minimum and maximum
transmission rates can lie within the interval [0Hz, 100Hz], while the global rate
boundaries are used as cut-o values.
7.3.3 Convergence and Stability of PULSAR
In the following, we evaluate how PULSAR reacts to the dynamic adaptation of
transmission rate boundaries and transmit power. Note that we can only cover a
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small fraction of the evaluation possibilities of the relative rate adaptation approach.
e following results are preliminary and represent the current state of development
at the time of writing this thesis and are intended to show that PULSAR is able to
maintain a stable channel load despite a reasonably realistic change in transmission
rate boundaries and/or transmit power.
We parameterize PULSAR using tadp = 200ms, αI,rel = 0.01 and βD,rel = 0.05. To
ensure fast convergence from an overload situation, we use βD,rel = 0.2 if U > 0.85
and αI,rel = 0.03 if U < 0.3. e latter values were chosen to ensure that the cumu-
lative adaptation of all vehicles does not result in an oscillation between the two
threshold CBR values.
Discussion of a Representative Simulation Snapshot
To illustrate what the input to PULSAR looks like, we continue the discussion of the
simulation snapshot shown in Figure 7.18 on the previous page. Figure 7.19a on the
facing page illustrates the target distances calculated by each vehicle at simulation
time 50 s, while Figure 7.19b shows the resulting transmit power values. We observe
that typically the last vehicle within a group traveling in the same direction has a
higher target distance and thus transmit power than the other members of the group.
e lowest target distances occur within the trac jam, while the highest target
distances are not concentrated in a single area. As a result, vehicles within the trac
jam use a transmit power between 6 dBm and 10 dBm, while the other vehicles apply
a value between 10 dBm and 26 dBm.
Figure 7.19c illustrates the relative speed each vehicle calculated based on its own
speed and the one of its trailing vehicle. We observe that relative speeds are generally
low and may also be negative if the trailing vehicle is slower than the ego vehicle.
High relative speeds occur mostly at the end of the trac jam and near the borders of
the scenario where new vehicles arrive which do not have a trailing vehicle yet. In
addition, one vehicle near x-position 3000m is currently changing lanes and thus
maximizing its transmit parameters in order to increase the reception probability for
its new trailing vehicle. As a result of the assumed close relationship between relative
speed and required transmission rate boundaries, the minimum transmission rates
presented in Figure 7.19d show a similar pattern as the observed relative speeds.e
corresponding maximum transmission rates are shown in Figure 7.19e. We observe
a similar pattern, but a higher absolute value. Figure 7.19f illustrates the resulting
absolute transmission rates according to the relative rate adaptation. Notice that no
vehicle applies a higher value than the global maximum rate of 20Hz.
Transmission Rate Adaptation of a Sample Vehicle
To give an example of what the rate adaptation looks like from an individual vehicle’s
perspective, Figure 7.20 on page 200 illustrates the transmission rate boundaries and
absolute transmission rate with respect to simulation time for a vehicle traveling from
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(c) Relative speed between ego vehicle and trailing vehicle
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(f) Transmission rate (Case 4: Dynamic rate boundaries and dynamic transmit power)
Figure 7.19: Representative snapshot of PULSAR’s performance in the trac jam
scenario
198
7 Evaluation and Discussion
x-position 3200m to x-position 1800m over the course of the simulation.e vehicle
approaches the trac jam and reduces its speed from 110 km/h to 0 km/h between
simulation times 42 s and 53 s. at is, it becomes the last vehicle in the trac jam.
Accordingly, we can see that its transmission rate boundaries as well as its actual
transmission rate are increased. e latter, however, is capped at 20Hz.
At simulation times 20 s and 42 s, the vehicle initiates lane changes which result in
spikes in its rate adaptation.e reason for this behavior is that we congured our
hypothetical application to assume worst-case conditions, i.e., a vehicle approaching
from behind at 200 km/h, during lane change maneuvers.
Between simulation times 5 s and 22 s as well as between 28 s and 40 s, we can see that
the vehicle adapts its transmission rate within the given rate boundaries according
to the relative AIMD adaptation approach.
Relative Transmission Rate Adaptation
Figure 7.21 on page 201 illustrates the relative transmission rate and observed CBR
value at simulation time 50 s, i.e., the snapshot considered before.e values shown in
the gure are averages of 10 independent simulation runs. Each subgure corresponds
to one of the four considered cases as described above. What we would expect is
that PULSAR has converged to a locally and globally fair allocation of the relative
transmission rate. In Figures 7.21a and 7.21b, we observe that for xed transmit power,
PULSAR has converged to an S-shaped allocation of the relative transmission rate
with reasonably close allocations for neighboring vehicles.
In Figures 7.21c and 7.21d on the other hand, the result appears to be more random.
What happens here is that dierent transmit power levels imply a dierent participa-
tion range, cf. Section 5.3.3 on page 122.us, the aggregated CBR of one vehicle with
a high transmit power may exceed the CBR threshold, while the aggregated CBR of
its neighbor with a low transmit power does not. In fact, the target rate mechanism
as described before may create an unfair (relative) transmission rate allocation with
non-uniform transmission power, since it pulls up the transmission rates of high
transmit power vehicles and pulls down those of low transmit power vehicles. How-
ever, compared to the execution of AIMD without target rate, the outcome in terms
of IRD was still slightly better when the target rate mechanism was applied.
e example illustrates that a further development of the local fairness principle as
well as of the target rate mechanism is required to account for dierent transmit
power levels. In future work, the following approach could be investigated: Reduce
the granularity of the applicable transmit power levels, e.g., to “high”, “medium” and
“low”. en, create one target rate each for every transmit power level and have
nodes adapt their transmission rates towards the target rate corresponding to their
respective transmit power.
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Figure 7.20: Transmission rate and rate boundaries of an exemplary vehicle applying
relative rate adaptation in the trac jam scenario; the vehicle approaches the trac
jam and performs lane changes at 20 s and 42 s
Congestion Control
e CBR allocations in Figure 7.21 on the facing page indicate that PULSAR has
converged to a channel load at or below the congured CBR target of 0.7 CBR.
Figure 7.22 on page 202 illustrates the development of the CBR with respect to the
x-position on the road over the course of an exemplary simulation run.e gure is
based on case 4, i.e., dynamic rate boundaries and a dynamic transmit power. To help
distinguish overload from underload, the gure contains a plane at 0.7 CBR. We can
see that only at the beginning of the simulation, the CBR is signicantly above the
target value. Aer that, the CBR does not exceed 0.75 throughout the scenario.
Conclusion
Based on the results presented in this section, we conclude that PULSAR is able to
fulll its main objective, i.e., to maintain a stable channel load, even when subject
to frequent and partially radical changes in transmission rate and transmit power.
For a homogeneous transmit power, PULSAR is further able to maintain local and
global fairness. However, future work is required to optimize fairness if Transmit
Power Control (TPC) is applied.
7.3.4 Impact on the Observed Inter-Reception Distance
We conclude this section by presenting the distribution of the observed IRDs, i.e.,
the changes in the relative distance between ego vehicle and trailing vehicle between
the reception of two successive messages. We emphasize that it is not the intention
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(d) Case 4: Dynamic transmit power and dynamic rate boundaries
Figure 7.21: Relative transmission rate and resulting CBR at simulation time 50 s in
the trac jam scenario
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Figure 7.22: Observed CBR over the course of a simulation using dynamic rate bound-
aries and transmit power values in the trac jam scenario
of this evaluation to draw any conclusions as far as the functionality of an actual
safety application is concerned. Rather, we would like to demonstrate that the relative
transmission rate approach can potentiallymake a dierence from a safety applica-
tions’ perspective. Further work is required to evaluate the impact of the relative
transmission rate approach on an actual safety application.
Figure 7.23 on the facing page illustrates histograms of the observed IRDs for each of
the four previously discussed combinations of xed and dynamic transmission rate
boundaries and transmit power levels. e values shown in the gure correspond
to the average of ten independent simulation runs. In Figure 7.23a, we can see that
the conventional rate control approach of using a xed transmit power and adapting
transmission rate based on channel load results in signicant number of IRDs beyond± 5m. Using the terminology and line of reasoning of An et al. [24], we interpret
large positive values as potential sources for false negative warnings, i.e., no warning
despite an imminent danger, while large negative values might result in a false positive
warning, i.e., a warning even though no danger exists. Also note that a large fraction
of the transmitted messages resulted in an IRD near 0m.
In Figure 7.23c, we can see that the approach using a dynamic transmit power and
xed rate boundaries results in a reduced number of extreme values at both ends. We
account this observation to a higher overall transmission rate. Note, however, that
still, a high number of messages is transmitted resulting in an IRD near 0m.
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(d) Case 4: Dynamic transmit power and dynamic rate boundaries
Figure 7.23: Distribution of observed IRDs in the trac jam scenario
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Figures 7.23b and 7.23d illustrate that the combination of a xed transmit power and
dynamic rate boundaries results in an overall reduced number of transmissions.is
can be mostly attributed to the fact that signicantly less messages are transmitted
which result in an IRD near 0m4. In addition, we observe that the number of extreme
values is reduced at both ends of the scale compared to the combinations using xed
transmission rate boundaries. Between the two combinations with dynamic rate
boundaries, we can see that an additional adaptation of the transmit power results in
less samples beyond the congured minimum requirement of 0.5m IRD.
Table 7.2 on the next page summarizes the discussion above by presenting the 0.1th,
1st, 99th and 99.9th percentiles of the IRDs observed in each of the four considered
congurations. We can see that using the relative transmission rate concept, the 99.9th
percentile can be reduced by a factor of approximately 4, while the 0.1th percentile
can be reduced by a factor of 3.3 compared to the conventional congestion control
approach using xed transmit power and xed transmission rate boundaries.
To conclude, the evaluation of the observed IRDs indicates that the suggested dynamic
adaptation of transmit power and transmission rate boundaries depending on the
driving context has the potential to make congestion control more compatible with
the requirements of safety applications. Note, however, that this approach requires a
careful choice of the input parameters. For example, if an ego vehicle optimizes its
transmission parameters for the wrong following vehicle, the true following vehicle
might detect the ego vehicle too late. We excluded this case in our study by applying
global knowledge from the simulator. In addition, if the minimum transmission rates
are chosen too high, the rate control mechanism can become ineective. In future
work, the interrelationship of congestion control and dierent safety applications
could be further studied, especially taking into account random inuences like GPS
errors and the resulting tracking error of neighboring vehicles.
7.4 Comparison With Other Approaches
In this section, we compare PULSAR’s performance (using uniform transmission
rate boundaries and transmit power) against other rate control approaches which
share similar objectives and protocol elements. Please note that the results presented
here are based on our interpretation of the algorithm descriptions in the respective
papers. While we have compared our results to the original authors’ results and found
a reasonable match, we cannot rule out the possibility that we did not implement
all details as intended by the original authors.
4is result illustrates the similarity of the proposed relative rate adaptation based on IRD and the
approach of Huang et al. [23] whose objective it is to reduce transmissions which lead to a tracking
error close to zero.
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Tx power Rate boundaries P0.1 [m] P1 [m] P99 [m] P99.9 [m]
1 Fixed Fixed -4.20 -1.30 2.75 6.95
2 Fixed Dynamic -1.50 -0.95 1.30 2.00
3 Dynamic Fixed -2.05 -0.75 1.35 3.45
4 Dynamic Dynamic -1.25 -0.70 0.90 1.70
Table 7.2: kth percentiles Pk of Inter-Reception Distance (IRD) observed in the trac
jam scenario
7.4.1 Khorakhun et al.
In [191], Khorakhun et al. introduce a congestion control algorithm which compares
a node’s CBR measurement against a threshold and adapts the transmission interval,
i.e., the inverse of the transmission rate, using Additive Increase Additive Decrease
(AIAD), cf. Section 3.1 on page 46.at is, when a node transmits a packet it calculates
its new transmission interval tTx at iteration k as
tTx ,k = ⎧⎪⎪⎨⎪⎪⎩tTx ,k−1 − β if U < UthtTx ,k−1 + β if U > Uth (7.5)
where U is the node’s current CBR measurement, evaluated over the time since its
last transmission, and Uth is a CBR threshold. For fairness, a node is only allowed
to decrease its transmission interval if it is above the average transmission inter-
val of its neighbors.
e approach by Khorakhun et al. shares some common aspects with PULSAR, since
it is based on a binary control using CBR measurements as a feedback. In contrast to
PULSAR, however, it adapts the transmission interval rather than the transmission
rate and it uses AIAD rather than AIMD. In addition, the adaptation is performed
asynchronously aer each transmission rather than in xed time intervals, which also
aects the way the CBR is calculated. While the exchange of transmission interval
information and the calculation of an average transmission interval is similar to the
target rate mechanism in PULSAR, the obtained average is used dierently in the
adaptation. Finally, PULSAR shares and aggregates CBR measurements over two
hops, while the approach by Khorakhun et al. is based on local measurements.
Figure 7.24 on the next page illustrates the convergence of the protocol by Khorakhun
et al. on a linear road with static vehicles aer 180 s simulation time in the same
conguration as PULSAR in Figure 6.13 on page 155, using β = 20ms in Equation (7.5).
Note that while the protocol adapts the transmission interval, we use the transmission
rate in the visualization to facilitate a comparison with PULSAR. Comparing Fig-
ures 7.24 and 6.13d, we observe that the transmission rate allocation of the approach
by Khorakhun et al. resembles closely the result obtained by PULSAR using local
CBR measurements in combination with the target rate mechanism. Like PULSAR
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Figure 7.24: Convergence of the approach by Khorakhun et al. [191] aer 180 s in the
linear road scenario
without the exchange of CBR information, the approach by Khorakhun et al. is not
able to converge to global fairness.
Figure 7.25 on the next page illustrates the spatial and temporal convergence of the
considered protocol in the static crossing scenario used earlier in this chapter. We
observe that the nodes near the center of the intersection, i.e., the most congested
location, reduce their transmission rates to the minimum rate of 1 Hz. In other words,
the global fairness principle is not fullled. Since in [191], the distance dneigh from
which neighborhood information is taken into account is not explicitly dened, we
evaluated the impact of dierent values. However, as shown in Figure 7.25a, there is
no signicant dierence in terms of global fairness. Note that while not explicitly
shown here, the convergence of the protocol by Khorakhun et al. again resembles the
one of PULSAR with local CBR measurements and target rate mechanism.
7.4.2 SOURC
In [202], Busche et al. introduce SOURC, an extended version of the approach by
Khorakhun et al. [191], which includes a two-hop information sharing mechanism
for CBR measurements as well as two CBR thresholds Umin and Umax . Each node
calculates the maximum CBR received from its neighbors within its communication
range, denoted as local CBR Ulocal as well as the global CBR Uglobal , which denotes the
maximum received Ulocal . Based on this information as well as the node’s own CBR
measurement Usel f and the average transmit interval tTx ,avg of the node’s neighbors,
SOURC adapts the transmission interval as illustrated by Algorithm 3 on page 208.
In a nutshell, all nodes detecting congestion at their own location increase their
transmission intervals, while only those with the highest transmission interval may
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(b) Temporal convergence (dne i gh = 500m)
Figure 7.25: Convergence of the approach by Khorakhun et al. [191] in the static
crossing scenario
decrease it, given that no two-hop neighbor has reported congestion. All other nodes
adjust their transmission intervals implicitly by adapting to the neighbor average.
Like PULSAR, SOURC is a binary scheme controlling the number of generated mes-
sages by using CBRmeasurements as a feedback. Since SOURC is an extended version
of the approach by Khorakhun et al., the similarities and dierences discussed in
Section 7.4.1 apply to SOURC as well. In addition, SOURC employs a two-hop piggy-
backing scheme for the dissemination of CBR measurements which is very similar
to PULSAR’s. Like PULSAR, SOURC uses the maximum norm when aggregating
CBR information. However, instead of aggregating the node’s own measurement and
CBR information received from neighbors into one value like PULSAR, SOURC uses
a dierent CBR threshold for each type of feedback.
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Algorithm 3: SOURC [202]
Data: Usel f ,Uglobal , tTx ,k−1
Result: tTx ,k
if Usel f > Umax then
tTx ,k ← tTx ,k−1 + β
else
if Uglobal < Umin then
if tTx ,k−1 ≥ tTx ,avg then
tTx ,k ← tTx ,k−1 − β
else
tTx ,k ← tTx ,avg
end
else
tTx ,k ← tTx ,avg
end
end
Figure 7.26 on the next page illustrates the convergence behavior of SOURC in the
static crossing scenario discussed earlier. For the evaluation, we set β = 20ms, Umin =
0.65 and Umax = 0.7. Another important parameter is the neighbor distance dneigh,
i.e., the distance from within which the protocol takes into account neighborhood
information in terms of CBR values and transmission intervals. In [202], the authors
state that SOURC aggregates information from all vehicles “inside communication
range”, but do not dene this distance explicitly.
Figure 7.26a illustrates that the choice of dneigh signicantly inuences SOURC’s
convergence behavior. A higher value of dneigh benets global fairness, as we can
tell from the transmission rates of the nodes near the center of the intersection at x-
position 4000m. However, with increased dneigh the distance at which nodes decrease
their transmission rates due to congestion increases as well. In fact, since in many
cases, nodes set their transmission interval to the average value of their neighbors,
there is no actual boundary for the participation in congestion control.
Figure 7.26b illustrates the unbounded participation in congestion control using
the transmission rates of three exemplary nodes with respect to simulation time.
We can see that the node at x-position 8000m adapts its transmission rate even
though its contribution to the congestion in the intersection center is negligible if
measurable at all, cf. the carrier sense probability in Figure 7.10 on page 183. While
the gure is based on dneigh = 1000m, the same eect can be observed for the
other evaluated neighbor distances as well, albeit with a dierent amplitude of the
oscillations. In contrast, PULSAR has a clear boundary for the participation in
congestion control, as illustrated by Figure 7.6b on page 177. As a result, nodes located
near the border of the considered scenario do not adapt their transmission rates at
all once a steady state has been reached.
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(b) Temporal convergence (dne i gh = 1000m)
Figure 7.26: Convergence of SOURC [202] in the static crossing scenario
Figure 7.27 on the following page illustrates the transmission rate and measured CBR
of an exemplary vehicle traversing the previously considered highway scenario in
which two groups of vehicles pass each other. Note that since SOURC is executed
asynchronously, the gure shows snapshots of the current transmission rate taken
every 100ms.e corresponding CBR values were calculated over 100ms intervals
and are not equivalent to the ones used in the adaptation. However, they reveal
oscillations in the system, as we discuss in the following.
By comparing Figure 7.27 with Figure 7.16 on page 192, we observe that SOURC
results in less oscillations in the transmission rate than PULSAR, while achieving a
similar degree of global fairness. On the other hand, SOURC results in more irregular
oscillations in the observed CBR than PULSAR. Unlike PULSAR, SOURC does not
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Figure 7.27: Adaptation by an exemplary node running SOURC [202] in the scenario
where two groups of vehicles pass each other
contain a message rescheduling mechanism, whose lack of may lead to instabilities
in the system as discussed in Section 6.3.1 on page 142.
To further investigate this issue, Figure 7.28 on the next page illustrates the conver-
gence of SOURC in the previously considered scenario where 200 nodes share the
same location. Like before, the gure shows snapshots of 100ms of an individual
node’s transmission rate and the CBR evaluated since the last snapshot. We observe
that while the node increases its transmission interval, the oscillations in the CBR
increase as well.e node increases its transmission rate up to the maximum of 10Hz.
At this point, however, the CBR is not increased any further, which indicates the
occurrence of synchronized packet collisions, similarly to Figure 6.7a on page 146.
Aer a few seconds, however, SOURC stabilizes itself and reduces its transmission
rate to approximately 6.5Hz. At this point, the oscillations in the CBR become much
more regular than before.
Another aspect that can be observed in Figure 7.28 is that it takes SOURC a very long
time to converge to eciency, i.e., to ll up the channel up to the desired CBR target
of 0.7. For the rst 20 s of simulation time, there is hardly any increase in transmission
rate despite an underutilization of the channel. Aer that, the transmission rate
increases exponentially. We attribute this behavior to two factors. First, there is
an inversely proportional relationship between transmission interval and CBR, cf.
Figure 5.13a on page 131. Second, SOURC couples transmission interval and adaptation
interval.us, a long transmission interval additionally slows down the adaptation
process, which contributes to the long convergence time in Figure 7.28.
Despite their apparent similarity, the evaluation shows that there are signicant
dierences in the convergence behavior of SOURC and PULSAR. While SOURC has
the advantage that it can be executed asynchronously, it appears to have diculties in
converging to eciency and may result in an instability of the system due to the lack
of a message rescheduling mechanism. In addition, it does not fulll the participation
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Figure 7.28: Convergence of SOURC [202] in scenario where 200 nodes share the
same location (exemplary node)
fairness principle, since congestion information theoretically propagates indenitely
when nodes set their transmission interval to the neighbor average.
In future work, a hybrid protocol could be developed which combines the strengths
of both approaches. Next to employing two-hop piggybacking of CBR information as
found in both approaches, we envision such an approach to use the concept of two
CBR thresholds and the asynchronous execution from SOURC and to combine it
with the concept of participation distance, the homogeneous adaptation interval, the
rescheduling mechanism and the adaptation of the transmission rate (rather than
the transmission interval) from PULSAR.
7.4.3 LIMERIC
In [71], Kenney et al. introduce LIMERIC, a linear rate control algorithm based on
CBR measurements. In contrast to the binary rate control employed in PULSAR
and SOURC, LIMERIC uses the dierence between the measured CBR U and the
targeted CBR Ut to adapt a node’s transmission rate r as
rk = (1 − α)rk−1 + β(Ut −U) (7.6)
where α and β are parameters whose given default values guarantee stability for up to
285 vehicles. To prevent instability if more vehicles are present, LIMERIC limits the
size of an increment or decrement to a xed value with a default of 1Hz.
Since LIMERIC was designed to improve the convergence of binary control schemes
such as AIMD, it is of interest in the context of this thesis to evaluate how LIMERIC
performs in the PULSAR framework and how its convergence compares to AIMD.
Note that we thereby replace AIMD by LIMERIC without making any further changes
211
7 Evaluation and Discussion
to the PULSAR protocol. We evaluate two congurations of LIMERIC corresponding
to a dierent maximum number of vehicles sharing the wireless medium:
(1) α = 0.1 and β = 1/150⋅1712 = 11.413, which is the default conguration of LIMERIC
according to [53], adapted to the message size used in this thesis. With a duration
of 584 µs per message, 1712messages correspond to a CBR of 100%, cf. Figure 5.4a
on page 113. is conguration guarantees stability for up to 285 vehicles [53],
which is also true for a delay of one adaptation interval according to [219].
(2) α = 0.1 and β = 1/240 ⋅ 1712 = 7.133, which according to Inequality (6) in [53] and
Equation (43) in [219] guarantees stability for up to 455 vehicles.
To facilitate a comparison with the results for AIMD, we apply the same parameters
as before, i.e., a transmit power of 20 dBm and an adaptation interval of 200ms. In
other words, the protocol as described in Chapter 6 remains unchanged except for
the increase/decrease algorithm, including the synchronization of the execution.
Figure 7.29 on the next page illustrates the convergence of LIMERIC using congura-
tion (1) and local CBR measurements as a feedback in a scenario where 200 nodes
share the same location. Compared to the performance of AIMD in Figure 7.2 on
page 171, we can see that LIMERIC converges signicantly faster and shows a smaller
oscillation size. Note that LIMERIC does not converge to the target CBR of 0.7, but
stays slightly below it.e gap between the target CBR and the convergence result
depends on the number of vehicles sharing the channel and the number of vehicles for
which α and β were chosen, which is why these parameters can’t simply be selected
to accommodate, e.g., 1000 vehicles. In this case, LIMERIC would converge to a CBR
of approximately 0.55 in the 200 node scenario.
Figure 7.30a on page 214 depicts the convergence of LIMERIC using conguration
(1) aer 300 s simulation time in the static crossing scenario considered earlier. We
can see that with global knowledge, LIMERIC converges to a similar shape as water
lling. e transmission rate in the center of the intersection is 5.38Hz, which is
approximately 10% lower than the water lling result of 5.9Hz. With two-hop pig-
gybacking, LIMERIC converges to 4.84Hz at the center of the intersection, which
is slightly higher than the result of 4.54Hz observed using AIMD (with target rate
mechanism) at the same adaptation interval of 200ms. Finally, with one-hop pig-
gybacking and local measurements, the minimum transmission rate in the scenario
is 3.68Hz and 2.56Hz, respectively, compared to 1Hz using AIMD. e example
illustrates that the linear control of LIMERIC makes more use of the available CBR
information than the binary control of AIMD. However, our results indicate that
LIMERIC, like AIMD, needs two-hop feedback in order to converge toward global
fairness under the assumed conditions.
Figure 7.30b shows that with two-hop piggybacking, the three exemplary nodes lo-
cated at x-positions 4000m, 4500m and 5000m converge to a similar rate near
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Figure 7.29: Convergence of LIMERIC [53] in a scenario where 200 nodes share the
same location (exemplary node, using conguration (1))
5Hz. In general, the observed oscillations are lower than with AIMD, but they
occur more in clusters.
So far, we focused on static scenarios only which excluded vehiclemovement. To study
its convergence in a mobile scenario, we additionally evaluated LIMERIC in the high-
way scenario where two groups of vehicles pass each other. Figure 7.31a on page 215
illustrates the transmission rate and measured CBR of our previously considered
example vehicle traversing the scenario, now running LIMERIC in conguration (1).
Compared toAIMDwith target rate in Figure 7.16 on page 192, we observe signicantly
higher oscillations of both the transmission rate as well as of the observed CBR when
the two groups start inuencing each other. Near simulation time 80 s, the transmis-
sion rate of our sample vehicle oscillates between approximately 1Hz and 5Hz, while
the observed CBR oscillates between approximately 0.4 and 0.8. In contrast, LIMERIC
shows minimal oscillations when using global knowledge from the simulator.
According to our understanding, the observed oscillations result from the follow-
ing factors. First, the total number of 451 vehicles exceeds the stability criterion of
conguration (1). Figure 7.31c illustrates that with conguration (2), the oscillations
are signicantly reduced. Second, the oscillation size can be reduced if the local
measurement of the node is not delayed by one adaptation interval in the CBR aggre-
gation process, despite the bounce-back eect described in Section 6.4.4 on page 160.
e result can be observed in Figure 7.31c, where the combination of conguration
(2) and the immediate reaction to the local CBR measurement reduces oscillation
size signicantly. However, the bounce-back eect may impact LIMERIC’s ability to
converge to global fairness, as shown in Figure 7.31b, which compares the convergence
using conguration (1) without the delay of local information to the outcome using
global knowledge. We can see that while the oscillation size is reduced compared to
Figure 7.31a, LIMERIC now oscillates above or below the outcome of global knowl-
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z] Node at x=5000m
Node at x=4500m
Node at x=4000m
(b) Temporal convergence (with two-hop piggybacking)
Figure 7.30: Convergence of LIMERIC [53] in the static crossing scenario
edge which approximates max-min fairness.ird, a smoother convergence may be
achieved with asynchronous adaptation, which we leave for future work.
In summary, our results indicate that LIMERIC has the potential to improve the oscil-
lation size resulting from AIMD in certain situations. However, the actual outcome
appears to depend much on parameter choice and to be sensitive to the aggrega-
tion mechanism of the CBR feedback, while the outcome of AIMD in combination
with the target rate mechanism seems to be more predictable and more robust to
changes in vehicle density. In future work, the impact of dierent CBR ltering
and aggregation techniques on the convergence of LIMERIC in mobile scenarios
could be further investigated.
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z] With delay of own measurement
Without delay of own measurement
(c) Two-hop piggybacking using conguration (2)
Figure 7.31: Adaptation by an exemplary node running LIMERIC [53] in the scenario
where two groups of vehicles pass each other
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7.5 Discussion
We conclude this chapter by discussing two known limitations of PULSAR and of
the results in general presented in this thesis.
7.5.1 Piggybacking in Urban Scenarios
e two-hop piggybacking mechanism introduced in Section 6.4.4 on page 160 has
been designed with a Line of Sight (LOS) environment in mind, e.g., in a highway
situation. Under Non Line of sight (NLOS) conditions, however, the two-hop pig-
gybacking approach might be too conservative.
Figure 7.32 on the facing page depicts four vehicles A, B, C and D in a crossing
situation. Let us assume that d2 corresponds to the congured hop distance and
that the sum of distances d1 and d2 lies within the participation range of node A.
us if under LOS conditions, C indicates a congested channel, A should participate
in congestion control. On the other hand, if node D reports a congested channel,
node A should participate in congestion control as well, since d3, i.e., the line-of-
sight distance between nodes A and D, lies within A’s participation distance due
to the triangle inequality.
However, if there is no line-of-sight between A and D, e.g., because of a building
at the corner of the intersection, A does not necessarily have to participate in con-
gestion control if D reports a congested channel. In this case, it might be useful to
include a direction information with the relayed information. Alternatively, one-hop
piggybacking could be used, potentially in combination with a higher carrier sense
threshold to shorten the gap between carrier sense range and information dissemi-
nation range. We leave the exploration of how non-line-of-sight conditions impacts
congestion control in general for future work.
7.5.2 Enhanced Distributed Channel Access (EDCA)
As discussed in Section 2.1.2 on page 13, IEEE 802.11p employs the Enhanced Dis-
tributed Channel Access (EDCA)mechanism of IEEE 802.11e which facilitates priority
access for dierent kinds of trac. A subtle dierence between EDCA and the de-
fault Distributed Coordination Function (DCF) is the way the back-o counter is
decremented. In DCF, the back-o counter is decremented aer the medium was
sensed idle for one slot time. In EDCA, it is always decremented at the beginning
of each slot. As a consequence, EDCA can be expected to count down faster and
to have lower channel access delays.
In this thesis, we use the network simulator ns-2.34 which includes an overhaul of







Figure 7.32: Schematic illustration of two-hop piggybacking in a crossing scenario
IEEE 802.11 standard but does not include EDCA [106]. At the time of conducting the
simulation study in Chapter 4 on page 83, we were not aware of the dierence in the
countdown method and did not consider the lack of an EDCA implementation to be
of consequence, since we did not intend to simulate dierent priorities of packets. To
keep results consistent, we decided to use the DCF countdown method throughout
the thesis. In addition, a comparison between both methods indicated that high
channel access time values still occur in overload situations, since the busy time of
the medium becomes the dominating factor. However, a further exploration of this
topic is required, which we leave for future work.
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e next generation of driver assistance systems is envisioned to introduce coopera-
tion between vehicles by means of communication technology. In this thesis, we have
studied the scalability problem in Vehicle to Vehicle (V2V) safety communications
resulting from the exchange of periodic status messages on top of which a cooperative
awareness is established among vehicles. Without regulation, these messages can
easily overload the channel. e underlying optimization problem has at least six
degrees of freedom and the constraints of selecting parameters in a decentralized
way and without message acknowledgments in a pervasive wireless broadcast envi-
ronment while adhering to the real-time requirements of safety applications whose
exact denition is still an ongoing eld of research.
To make the problem tractable, we rst studied the control implications and interre-
lationships of the identied degrees of freedom and select two control dimensions,
i.e., transmit power and transmission rate. We then dened an optimization criterion
based on the state of the art regarding the requirements of safety applications. In the
next step, we evaluated a large parameter space to identify the optimal parameter com-
binations based on the selected optimization criterion. We identied a commonality
in these optimized congurations which can help to signicantly simplify the design
of congestion control. We further identied a suitable system model, convergence
target and fairness criteria for a congestion control solution. In addition, we proposed
a novel method how congestion control can work under the guidance of safety appli-
cations and operate within limits derived from the driving context using a function
to map transmission rate to safety benet. Next, we introduced a concrete congestion
control protocol to implement all of the aforementioned aspects and discussed several
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design options. Finally, we demonstrated the general feasibility, fairness and stability
of our concept and compared our protocol against other state of the art approaches,
showing that “details matter” in the protocol design process.
With declarations of intent issued on both sides of the Atlantic to make V2V safety
communications a reality in the near future, the topic of scalability and thus of
channel congestion control has gained momentum in the community. Corresponding
standards are on the way in Europe as well as in the United States.e topic can be
expected to further gain in importance considering two recent developments. First,
there are ongoing considerations to integrate IEEE 802.11p into mobile devices in
order to enable pedestrians to participate in Cooperative Intelligent Transport Systems
(C-ITS)1. is would expand the scalability problem to new dimensions. Second,
it is under consideration in the United States to allow Wi-Fi usage in the 5.9GHz
band2. If the available spectrum has to be shared with non-safety transmissions,
some aspects of congestion control may have to be revised, e.g., the selection of
a carrier sense threshold.
We believe that the consolidation of the state of the art and as well as the insights
presented in this thesis can contribute to the understanding and theory of congestion
control for Vehicle Safety Communications (VSC) in general and provide a potential
starting point for the development of the next generation of corresponding protocols.
In particular, the results of the presented optimization study can help to simplify the
design of congestion control without sacricing the operability of safety applications.
Combined with the concept of adapting the relative transmission rate of a vehicle
based on its driving context, we have pointed out a way how congestion control can
be designed to operate under the guidance of safety applications while providing a
global fairness in terms of safety benet. However, we consider these results early
steps towards an optimal solution in this multidimensional optimization problem. In
our opinion, more research is required especially with respect to the precise spatio-
temporal requirements of safety applications as well as to the distribution of Packet
Inter-Reception Time (IRT) in dierent environments.
In particular, we suggest the following research paths for future work:
– Conrmation of the results of the presented optimization study using an an-
alytical approach, especially regarding the potential existence of an optimal
probability of reception, cf. Section 4.2.2 on page 89.
1“Cooperative ITS for all: Enabling DSRC in mobile devices”, presentation by Sun-
dar Subramanian at the ETSI ITS Workshop 2013, available at http://docbox.etsi.org/
Workshop/2013/201302 ITSWORKSHOP/S05 COOPERATIVEITSandFUTUREASPECTS/
QUALCOMM SUBRAMANIAN.pdf
2“ITS Communication Technologies: Disaster is Looming”, presentation by Russell Shields at the
ETSI ITS Workshop 2013, available at http://docbox.etsi.org/Workshop/2013/201302 ITSWORKSHOP/
S01 KEYNOTES/YGOMI SHIELDS.pdf
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– Exploration of how the inversely proportional relationship of IRT-based aware-
ness metrics and channel load can be addressed by congestion control, cf.
Section 5.4.2 on page 126.
– Evaluation of the potential of the relative transmission rate concept to support
an actual implementation of a safety application rather than a hypothetical one
based on global knowledge, cf. Section 7.3 on page 191.
– Exploration of potential mapping functions between transmission rate and
safety benet, cf. Section 5.4.1 on page 124.
– Exploration of the feasibility of an open-loop Transmit Power Control (TPC)
approach in a real-world environment, cf. Section 5.1.4 on page 109.
– Analysis of the implications of Non Line of sight (NLOS) conditions on conges-
tion control, cf. Section 7.5.1 on page 216.
– Development of sanity checks for Channel Busy Ratio (CBR) measurements,
cf. Section 6.4.2 on page 154.
– Integration of elements of SOURC [202] into PULSAR, cf. Sections 7.4.2 on
page 206.
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In this thesis, we model radio wave propagation according to the following power-law
model with log-normal fading. e resulting Received Signal Strength (RSS) in
dBm is calculated as
PRx(d) = PTx − L − 10γlog10( dd0 ) + Xσ (A.1)
where PTx is the transmit power in dBm, L is the reference loss in dB, γ is the path
loss exponent, d0 is the reference distance and Xσ is a Gaussian random variable
with standard deviation σ . We thereby follow the recommendations of Mittag in [48]
who performed a detailed analysis of the results of dierent measurement campaigns.
Mittag found that for highway environments, the path loss results reported by dierent
authors are very similar, i.e., Kunisch et al. [220], Karedal et al. [221] and Paier et
al. [222]. e corresponding RSS per distance is illustrated by Figure A.1 on the
next page. In this thesis, we apply the parameters of Kunisch et al. [220], i.e., L =
59.7 dBm, γ = 1.85 and σ = 3.2.
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Figure A.1: RSS per distance according to the results of [220][221][222]
A.2 Network Simulator
e results presented in this thesis are based on the network simulator ns-21 in version
34, which is a discrete event simulator for network research. Due to its open source
availability as well as the number of available models, ns-2 is a commonly used
tool in the V2X community. e applied version includes the overhaul by Chen et
al. [106] regarding the Physical layer (PHY) and Medium Access Control (MAC)
layer according to the IEEE 802.11 standard.e simulator has also been validated
against measurements by Bansal et al. [213]. Our default simulation parameters are





Packet size including MAC overhead 400 Bytes
Data rate 6Mbps
Noise oor -99 dBm
Power monitor threshold -102 dBm
Carrier sense threshold -95 dBm
Minimum contention window 15
Preamble/header capture SINR 5 dB
Path loss exponent γ 1.85
Reference loss L 59.7 dBm
Fading Lognormal (σ=3.2)
Slot time 13 µs
Header duration 40 µs
Symbol duration 8 µs
Table A.1: Default simulation parameters
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