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Physical systems that power motion and create structure in a fixed amount of time dissipate energy
and produce entropy. Whether living or synthetic, systems performing these dynamic functions must
balance dissipation and speed. Here, we show that rates of energy and entropy exchange are subject
to a speed limit – a time-information uncertainty relation – imposed by the rates of change in the
information content of the system. This uncertainty relation bounds the time that elapses before the
change in a thermodynamic quantity has the same magnitude as its initial standard deviation. From
this general bound, we establish a family of speed limits for heat, work, entropy production, and
entropy flow depending on the experimental constraints on the system. In all of these inequalities,
the time scale of transient dynamical fluctuations is universally bounded by the Fisher information.
Moreover, they all have a mathematical form that mirrors the Mandelstam-Tamm version of the
time-energy uncertainty relation in quantum mechanics. These bounds on the speed of arbitrary
observables apply to transient systems away from thermodynamic equilibrium, independent of the
physical assumptions about the stochastic dynamics or their function.
Many problems in science and engineering involve un-derstanding how quickly a physical system transi-
tions between distinguishable states and the energetic
costs of advancing at a given speed. While theories such
as thermodynamics and quantum mechanics put funda-
mental bounds on the dynamical evolution of physical
systems, the form and function of the bounds differ.
Take Clausius’ version of the second law of thermody-
namics [1]. It is an upper bound on the heat exchange
in traversing equilibrium thermodynamics states–an in-
equality that limits the efficiency of heat engines without
an explicit notion of time or fluctuations. By contrast,
Mandelstam and Tamm’s version of the time-energy un-
certainty relation in quantum mechanics [2, 3] is a limit
on the speed at which quantum systems can evolve be-
tween two distinguishable quantum states. Given this
important, and longstanding, contrast between these two
pillars of physics, we explore thermodynamic bounds that
are analogous to those in quantum mechanics, bounds
that are independent of the system dynamics [4–8] and
set limits on the speed of energy and entropy exchange.
Thermodynamic uncertainty relations [9, 10] have
been found where fluctuations in dynamical currents
are bounded by the entropy production rate [5, 11–13].
These relations apply to small systems and are part
of stochastic thermodynamics [14–18], a framework in
which thermodynamic quantities, such as heat, work,
and entropy, can be treated at the level of individual,
fluctuating trajectories. In parallel to these discoveries,
there have been advances in quantum-mechanical uncer-
tainty relations or “speed limits” that constrain the speed
at which dynamical variables evolve. They employ the
mean [3], variance [2], or higher-order moments of the en-
ergy [19, 20]. These quantum speed limits have recently
been generalized to open quantum systems embedded in
an environment [21–24], paving the way to their appli-
cation in the classical domain. The existence of speed
limits, regardless of the classical or quantum nature of
the system, was first pointed out by Margolus [20]. Only
recently have analogous bounds been established in clas-
sical systems and applied to Liouville dynamics in phase
space [25, 26] (also see related work [27, 28]). While there
has been rapid progress on thermodynamic uncertainty
relations [29], it remains to be seen whether there are
speed limits in thermodynamics whose generality rivals
those in quantum mechanics.
What governs the speed at which heat, work, and en-
tropy are exchanged between a system and its surround-
ings? Is there a universal quantity that bounds the speed
at which thermodynamic observables evolve away from
equilibrium? Motivated by these questions, we derive a
family of limits to the speed with which a system can
pass between nonequilibrium states and the heat, work,
and entropy exchanged in the process.
Equation of motion for thermodynamic observables
Let us consider a generic classical, physical system op-
erating irreversibly, out of thermodynamic equilibrium.
The stimulus for the time evolution of the physical sys-
tem can be the removal of a constraint or the manip-
ulation of an experimental control parameter λ, such as
temperature or volume. As is common in stochastic ther-
modynamics [15], we adopt a mesoscopic description and
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2take the system to have a finite number of configurations
x = 1, 2, . . . , N with initial probability px(t0). As cur-
rents in energy and matter cause the system to evolve,
the probability distribution will generally differ from that
of a Gibbsian ensemble. Our working assumption is that
the dynamical evolution smoothly transforms the prob-
ability, px[λ(t)] = px(t) = px, of each state x at time t
with a rate p˙x = dpx/dt [30].
During the nonequilibrium process, experimental mea-
surements of an observable A for this classical system cor-
respond to time-dependent statistical moments 〈An〉 =∑N
x pxa
n
x of the configuration observables ax(t) = ax.
The Shannon entropy [31], for example, is the expecta-
tion value of the surprisal Ix := − ln px, which measures
the information gained by observing the system in state
x. With these minimal specifications, our first main re-
sult is that the ensemble average of any observable A
obeys an equation of motion,
d〈A〉
dt
= − cov(A, I˙) +
〈
dA
dt
〉
. (1)
The covariance measures the amount of linear correlation
between A and the surprisal rate I˙x = dIx/dt,
− A˙ := cov(I˙ , A) = 〈(A− 〈A〉)(I˙ − 〈I˙〉)〉. (2)
This evolution law makes no additional physical or mod-
eling assumptions and holds for general processes away
from thermodynamic equilibrium (see proof in Supple-
mentary Material, SM. I).
Another form of the evolution equation for energy is
well-known in stochastic thermodynamics. For a system
with a finite number of energy states, ax = x, it is the
stochastic first law, U˙ = d〈〉/dt = Q˙+ W˙ [16]. Compar-
ing the first law to our result gives a statistical represen-
tation for the flux of work, 〈d/dt〉, and the flux of heat,
Q˙ =
∑N
x p˙xδx = − cov(I˙ , ), where we have shifted the
energy scale: δx := x − U . Thus, we find a new def-
inition of energy exchanged between a system and its
surroundings as heat: heat flux is a measure of the linear
correlation between energy and information rates. While
the covariance measures the linear relationship between
random variables, it applies even when I˙x and x are
nonlinearly related. Any observable satisfying
∑N
x p˙xax,
such as the entropy rate S˙, can be expressed as this co-
variance.
The mathematical form of Eq. (1) is strikingly similar
to the Ehrenfest theorem in quantum (classical) mechan-
ics. Particularly important is that the covariance fulfills
the role of the mean commutator (Poisson bracket) of a
quantum (classical) mechanical observable and the quan-
tum (classical) Hamiltonian [32]. For this broad class of
classical stochastic systems, the surprisal rate, not the
Hamiltonian, is the observable to which all others are
compared. Given this analogy, we explore whether other
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FIG. 1. Statistical distinguishability of thermo-
dynamic observables. As a result of an (a) underlying
stochastic dynamics and probability distribution over config-
urations, an (b) observable A of a system evolves in time away
from thermodynamic equilibrium. The distributions of A at
two times are distinguishable when their standard deviations
do not overlap. The time τ to reach a distinguishable state
is when the path function A has the magnitude of one initial
standard deviation ∆A.
relationships in quantum mechanics extend to classical,
stochastic observables built on fluctuations and uncer-
tainty.
Observable fluctuations and intrinsic speed
As the nonequilibrium dynamics of the system unfold,
observables will fluctuate in time. Experimental mea-
surements of these observables will then deviate from
their mean δax = ax − 〈A〉. The variance,
(∆A)2 =
N∑
x
pxδa
2
x, (3)
is a measure of the uncertainty in the measurements. It
also measures the distinguishability between two states
of the observable A, Fig. (1). Two observable states are
distinguishable in the sense used by Wootters [33] if the
statistical distance between them is greater than their
combined uncertainty: dist(A,A′) ≥ ∆A+ ∆A′ and A 6=
A′.
From the equation of motion, changes in the state func-
tion ∆〈A〉 are the result of two path functions. One dy-
namical measure of the variation in A is the amount of
time for the magnitude of the path function A = ∫ A˙ dt
3to have the value of one standard deviation ∆A; heat,
for example, is Q =
∫
Q˙ dt. This time is approximately:
|A| =
∣∣∣∣∫ t0+τA
t0
A˙ dt
∣∣∣∣ ≈ |A˙| τA ≈ ∆A, (4)
which suggests the definition of the intrinsic speed,
1
τA
:=
|A˙|
∆A
=
|cov(I˙ , A)|
∆A
, (5)
for any dynamical variable A. Speed limits for quantum-
mechanical observables define a time scale with a simi-
lar form [32]. However, in quantum mechanics, the sec-
ond term 〈dAQM/dt〉 = 0 is zero in the Ehrenfest equa-
tion of motion, which leads to the definition of a time
scale in terms of the expectation value of the commu-
tator, 〈[AQM,HQM]〉, a role played here by the covari-
ance. Since, 〈dA/dt〉 does not have to be zero here, we
instead define the time scale in terms of the covariance
A˙ = − cov(I˙ , A).
Information fluctuations and intrinsic speed
The intrinsic speed of each observable A measures its sen-
sitivity to changes in the distribution over configurations.
To bound this speed for generic observables, it is natural
to examine the time scale for the probability distribution
to evolve to a distinguishable state [34]. There is evi-
dence in both quantum [33, 35] and classical [36–38] set-
tings that the square root of the Fisher information [39],√
IF , defines such a speed for time-varying probability
distributions. The Fisher information parameterized by
time is a measure of distance ds between neighboring
distributions,
ds2 =
∑
i,j
dλi
dt
gij
dλj
dt
dt2 = IF dt
2, (6)
where the Fisher metric is
gij =
〈
∂ ln px
∂λi
∂ ln px
∂λj
〉
. (7)
This statistical distance can be interpreted as a mea-
sure of the distinguishability between px(t) and px(t +
dt) [33, 38]. Looking at the physical dimensions,
√
IF is
a “speed” relating the dimensionless measure of distance
ds and infinitesimal increment of time dt.
The Fisher information [39] is also a measure of fluc-
tuations. It measures fluctuations in the surprisal rate,
I˙x = −d ln px/dt:
IF :=
N∑
x
px
(
d ln px
dt
)2
= ∆I˙2. (8)
The surprisal rate fluctuates only for temporally-varying
distributions, that is, only in systems out of thermody-
namic equilibrium. By the dimensional analysis above,
fluctuations in the information content, 1/∆I˙ = 1/
√
IF ,
set a time scale for the evolution of the probability distri-
bution in systems out of equilibrium, τ := 1/
√
IF [37, 40].
But, does this time scale provide a general bound on the
speed at which nonequilibrium observables evolve?
Time-information uncertainty relation
In the quantum setting, the time variation of the mean
value of an observable is subject to the Mandelstam-
Tamm time-energy uncertainty relation [2]. Just as in the
quantum-mechanical formalism, we can place bounds on
the uncertainty in thermodynamic observables, regard-
less of the dynamical variable or the stochastic dynamical
law governing the probability distribution over configu-
rations. The fluctuations in A and I˙ upper bound their
covariance through the inequality:
|A˙| = |cov(I˙ , A)| ≤ ∆I˙∆A. (9)
This bound is an uncertainty relation for any observable
A, set by fluctuations in the surprisal rate, ∆I˙ =
√
IF .
Examples we will explore here include the fluxes of heat
Q˙, dissipated work W˙diss, system entropy S˙, entropy pro-
duction S˙i, and entropy flow S˙e.
As an immediate consequence of this uncertainty rela-
tion, fluctuations in the surprisal rate are an upper bound
on the speed of any dynamical variable,
∆I˙ ≥ 1/τA. (10)
Clearly, the Fisher information is intimately connected
to the stochastic dynamics over configurations. And,
in this classical uncertainty relation, τA∆I˙ ≥ 1, it sets
the time scale that bounds the time scale of all other
dynamical quantities: A system out of thermodynamic
equilibrium with a spread ∆I˙ =
√
IF in surprisal rate
takes a time of at least τA ≥ 1/∆I˙ for the path function
A to have the value of one standard deviation ∆A. This
time-information uncertainty relation assumes a differen-
tiable distribution over a finite number of discrete states
but it makes no model assumptions about the stochastic
dynamics, the proximity to equilibrium, the size of the
system, or the protocol driving the system out of equi-
librium.
In this time-information uncertainty relation, as in the
Mandelstam-Tamm’s version of the time-energy uncer-
tainty relation, τA is the amount of time that elapses
before A changes by one standard deviation in A. The
inequality represents a bound that the spread in surprisal
rates places on the time scale of measurable changes in
the dynamical variables. The more concentrated the sur-
prisal rates, the slower any observable A will change in
time. For example, when the system is at equilibrium
or in a nonequilibrium steady-state with a finite ∆A,
the uncertainty in the surprisal rate vanishes, ∆I˙ = 0.
No matter what A is being considered, |A˙| = 0 and the
4time scale τA is infinite. Conversely, if any observable ex-
hibits a rapid variation with time, then the distribution
must have large fluctuations in the surprisal rates and a
large Fisher information. For example, when the system
is driven quickly through nonequilibrium states so that
|A˙| → ∞, the time scale τA → 0. Accomplishing such
an extreme change in the mean requires a corresponding
change in the distribution and ∆I˙ →∞.
These general results have particular physical signif-
icance within thermodynamics. Thermodynamics can
be seen as having specific representations depending
upon the experimental conditions, which set the natural
variables and appropriate thermodynamic potential [1].
Here, we focus on the most fundamental representations
and establish a family of time-information uncertainty
relations.
Thermodynamic observables
I. Energy.
Energy transfer between a system and its surroundings
can be divided into heat and work. The internal energy
of a macrostate is U =
∑N
x px x, where x is the en-
ergy of state x. As we have seen, the stochastic first
law [16], U˙ = Q˙+W˙ , has the form of the evolution equa-
tion Eq. (1). The corresponding uncertainty relationship
upper bounding the rate of heat exchange is:
|Q˙| = |cov(I˙ , )| ≤ ∆I˙ ∆, (11)
where ∆I˙ and ∆ are the standard deviations in the
surprisal rate and energy, respectively. At equilibrium,
where Q˙ = 0 and p˙x = 0 ∀x, the bound is trivially sat-
urated. Away from stationary states, the product of in-
formation rate and energy fluctuations limit the rate at
which energy can be absorbed or dissipated as heat.
If there is no work done on or by the system, then these
fluctuations also bound the internal energy flux U˙ = Q˙
and the time scale is the time required for the internal
energy to change by a standard deviation in the energy
fluctuations: ∆U = ∆〈〉 = ∆.
If the energy fluctuations are fixed and of order kBT ,
then the speed τ−1Q = |Q˙|/kBT is bounded by the fluctu-
ations in surprisal rate, β|Q˙| ≤ ∆I˙. So, on the one hand,
the more concentrated the surprisal rates are around a
given value during the nonequilibrium process, the slower
the maximum rate at which energy is exchanged as heat.
On the other hand, higher rates of heat exchange are at-
tainable only at the expense of a broader distribution of
surprisal rates. Or, to put it simply, fluctuations in the
surprisal rate constrain nonequilibrium heat flow.
II. Entropy.
An uncertainty relation for entropy exchange comple-
ments that for energy exchanged as heat. As the en-
semble average of the surprisal, the Shannon entropy
S/kB = −
∑N
x px ln px also satisfies the equation of mo-
tion, Eq. (1). Only the covariance term survives and the
equation of motion becomes (SM. VI):
S˙/kB = −
N∑
x
p˙x ln px = − cov(I˙ , I). (12)
The rate of change of the entropy measures the linear
correlation between the surprisal and its speed. Thus,
the entropy rate,
|S˙|/kB ≤ ∆I˙ ∆I, (13)
is bounded by the spread in information-theoretic quan-
tities, the surprisal and its rate of change. The intrinsic
time scale τS = kB∆I/|S˙| ≤ 1/∆I˙ measures the time
needed for the Shannon entropy to change by one stan-
dard deviation in the surprisal fluctuations.
A common approach in nonequilibrium thermodynam-
ics [41] is to divide the rate of entropy change for the
system into the rate of entropy production internal to
the system S˙i (the irreversible entropy production rate)
and the rate of entropy exchanged with the surround-
ings S˙e (the entropy flow rate): S˙ = S˙i + S˙e. Given the
Clausius inequality [1] and the positivity of the entropy
production, S˙i ≥ 0, it follows that |S˙e|/kB ≤ ∆I˙ ∆I and
S˙i/kB ≤ ∆I˙ ∆I.
III. Dissipated work.
The tendency of physical systems to increase entropy can
be harnessed to do useful work. However, unless the
process is thermodynamically reversible, some energy will
be dissipated. For a system in contact with a heat bath
at fixed temperature T = 1/kBβ, the nonequilibrium free
energy is F = U−β−1S [15]. The rate of dissipated work
or dissipated power, W˙diss = W˙ − F˙ , also satisfies a time-
information uncertainty relation.
Using our results for the fluxes of heat and entropy,
the dissipated power,
βW˙diss = β cov(I˙ , )− cov(I˙ , I), (14)
is the difference in the linear correlation of the informa-
tion and the energy with I˙. The time-information uncer-
tainty relation is found using the triangle inequality and
the Clausius inequality |S˙|/kB ≥ β|Q˙|:
β|W˙diss| ≤ |S˙|/kB + β|Q˙| ≤ 2∆I˙∆I. (15)
Again, the rate of change in the information content of
the distribution is the reference for a thermodynamic ob-
servable.
Saturation of the uncertainty relation
A sufficient condition to saturate the uncertainty rela-
tion in Eq. (9), |A˙| ≤ ∆I˙ ∆A, is a linear relationship
between I˙ and A (SM. III). A linear relationship between
these variables implies the probability distribution is of
5the form:
px(t) =
1
Z(t)
exp
[
−
∫ t
t0
(c1ax + c2)dt
′
]
, (16)
with constants c1, c2, and partition function Z(t). That
is, exponential probability distributions that are linear in
the argument ax saturate the uncertainty relation, even
when they are time dependent.
As one example of a distribution that saturates the
bound, consider a system in contact with a thermal bath
of inverse temperature β. The equilibrium distribution
of a configuration x is px = e
−βx/Z. If temperature is
varied over time such that the Boltzmann form of the
distribution is preserved, the uncertainty relations in the
energy and entropy representations,
βQ˙ = −β∆I˙ ∆ = ββ˙∆2 (17)
S˙/kB = −∆I˙ ∆I = ββ˙∆2. (18)
give S˙/kB = βQ˙, the well known definition of the ther-
modynamic entropy and the lower bound of the Clausius
inequality for reversible processes [1].
When the bound saturates, the evolution of the system
is operating at the speed limit. The intrinsic time for the
observable is equal to the time scale set by the Fisher
information, i.e., τ = τA. For the specific case considered
here:
τ =
1
∆I˙
=
1
|β˙|∆ =
∆
|Q˙| = τQ. (19)
The time for the heat to evolve by one energy fluctuation
is exactly the time it takes the distribution to evolve to
a distinguishable state. These time scales are also equal
to the intrinsic speed of the entropy τS = kB∆I/|S˙| =
τ = τQ. A quasistatic process is then one whose ther-
modynamic time scales are equivalent to the statistical
time scale τ . For this special driving protocol, the rate
of change in the inverse temperature is precisely the heat
flow relative to the energy fluctuations: |β˙| = |Q˙|/∆2.
As we show next, though, even complicated dynamics
can nearly saturate the uncertainty bound.
Model systems
To illustrate our results, we numerically solved a model
for nonequilibrium self-assembly under periodic driving
of the temperature, thermal relaxation, and thermal an-
nealing (SM. VII). The analytical solution of a two-state
model is shown in SM. V.
The self-assembly model we chose [42] allows us to an-
alyze the energy exchanged as heat during an assembly
process under arbitrary protocols. The system can be
found in three possible states x: dissociated monomeric
units, misbound aggregates, and an optimally bound
configuration, which will be denoted by x1, x2, and
x3, respectively. Initially the system consists purely of
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FIG. 2. Illustration of time-information uncertainty
relation and speed limit for a model of driven as-
sembly of monomeric units. (a) Periodic protocol for the
temperature. (b) Probability of misassembled (grey) and op-
timally assembled (blue) states as a function of time. (c) Heat
flux as a function of time (blue) bounded by ±∆I˙∆ (dashed).
(d) Speed of the heat exchanged as a function of time (blue)
is tightly bounded by the speed limit time set by the Fisher
information (dashed).
monomers. As the system evolves, the temperature is
changed according to a given protocol and monomers
transition into the assembled states. Despite the sim-
plicity of the model, the dynamics captures the compe-
tition between kinetic trapping and binding strength, a
phenomenon also exhibited in more complicated models,
such as those for chaperonin proteins [42].
We take the dynamics to be the master equation,
p˙(t) = Ω(t)p(t). The rate matrix Ω has non-negative off-
diagonal elements and satisfies Ωxx(t) = −
∑
x 6=y Ωxy(t),
which guarantees conservation of probability. Its ele-
6ments,
Ω =
−c(M + 1) α α2cM −α 0
c 0 −α2
 , (20)
include a concentration-like variable c = 0.02, the num-
ber of possible misbound states M = 5, and α =
exp(−b/2T ), a function of the binding strength b = 0.1
and the temperature T with kB = 1.
Consider a periodic variation of the temperature over
time, Fig. (2a), with T (t) = γ1 cos(t)+γ2, with γ1 = 0.25
and γ2 = 0.32 to keep the temperature in the range used
in Ref. [42]. As a result of this driving protocol, the
probability of occupying the misbound state and opti-
mally bound states also oscillate in time, Fig. (2b). The
probability of observing the monomer state also oscillates
after a brief decay for the initial value of p1(t0) = 1.
From our numerical solutions of this model, the
product of the energy fluctuations and intrinsic speed
±∆I˙∆ = ±∆/τ (dashed line) provide upper and lower
bounds to the heat flux, Q˙. The heat flux oscillates be-
tween, and closely follows, the bounds, Fig. (2c). The in-
stantaneous speed of heat exchange τQ during the driving
protocol closely follows the maximum 1/τ , except where
the probabilities cross an inflection point, Fig. (2d). At
these points where Q˙ = 0, the speed is zero, while the
limiting speed remains positive. The time-information
uncertainty relation and associated speed limit also hold
when the system undergoes thermal relaxation and ther-
mal annealing, SM. VII. The speed limit for entropy
is also confirmed by these calculations, SM. VI. Over-
all, this simple model illustrates that our uncertainty
bounds apply to thermodynamic observables under gen-
eral nonequilibrium conditions.
Conclusions
According to thermodynamics, every natural process
faces the physical principle that structure formation or
useful work production at a particular speed comes at
a cost: entropy production, energy dissipated as heat,
and wasted free energy. Here, we have shown that
these thermodynamic costs are restricted by fluctua-
tions and satisfy a time-information uncertainty rela-
tion. The mathematical form of this relation is simi-
lar to the Mandelstam-Tamm version of the time-energy
uncertainty relation, a significant milestone in quantum
mechanics. Because our formalism similarly requires few
details about the model system or the experimental con-
ditions, we expect it to be applicable to a broad range
of physical and (bio)chemical systems. With no assump-
tion about the underlying model dynamics or external
driving protocol, it can also be applied to any nonequi-
librium process with a differentiable probability distri-
bution. The uncertainty relations we derived for the flux
of heat, entropy (both its production and its flow), and
the dissipated power demonstrate that the time scale of
their dynamical fluctuations away from equilibrium are
all bounded by the fluctuations in information rates. So,
in sum, while away from equilibrium, natural processes
must also trade the thermodynamic costs incurred for the
speed of their evolution.
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SUPPLEMENTAL
Sections I-IV contain proofs of results in the main text.
We suppress the time dependence in our notation (e.g.,
px(t) = px).
I. Equation of motion: The surprisal rate is defined as
I˙x = −d ln px/dt. Its mean is zero,
− 〈I˙〉 =
N∑
x
px
d ln px
dt
=
N∑
x
dpx
dt
=
d
dt
N∑
x
px = 0, (21)
as a consequence of the conservation of probability,∑N
x px = 1. Using these two facts, the equation of mo-
tion for the expectation value of an observable is
d
dt
〈A〉 = −〈I˙A〉+
〈
dA
dt
〉
= −〈I˙A〉+ 〈I˙〉〈A〉+
〈
dA
dt
〉
= − cov(I˙ , A) +
〈
dA
dt
〉
(22)
The final expression is Eq. (1) in the main text. A covari-
ance of zero indicates two variables are uncorrelated. It
does not necessarily mean that they are statistically in-
dependent, since random variables that are non-linearly
related can also be uncorrelated.
II. Entropy rate as covariance: The Shannon entropy is the
ensemble average
S/kB = −
N∑
x
px ln px = 〈− ln p〉 = 〈I〉 (23)
of the surprisal Ix = − ln px. Using 〈I˙〉 = 0, its rate of
change,
S˙
kB
= −
N∑
x
p˙x ln px −
N∑
x
px
d ln px
dt
= −〈I˙I〉+ 〈I˙〉〈I〉
= − cov(I˙ , I), (24)
can be expressed as the (negative) covariance of the sur-
prisal and the surprisal rate.
III. Saturation of the uncertainty bound: The covariance
inequality for two random variables saturates when the
random variables are linearly related. For completeness,
we show this for I˙ and A. Consider the standardized
variables,
I˙ ′x =
I˙x
∆I˙
, A′x =
Ax − 〈A〉
∆A
.
The expectation and standard deviation of both stan-
dardized variables is, 〈I˙ ′〉 = 〈A′〉 = 0 and ∆I˙ ′ = ∆A′ =
1. Defining the correlation as cov(X,Y )/∆X∆Y and
using the identity ∆(X − Y )2 = ∆(X)2 + ∆(Y )2 −
2 cov(X,Y ), we have
∆(I˙ ′ −A′)2 = ∆I˙ ′ + ∆A′ − 2 cov(I˙ ′, A′)
= 2[1− ρ(I˙ ′, A′)]
= 2[1− ρ(I˙ , A)]. (25)
The last line is a result of the fact that standardiz-
ing random variables does not change the correlation
ρ(X ′, Y ′) = ρ(X,Y ). Thus, the condition ρ(I˙ , A′) = 1
is equivalent to ∆(I˙ ′ − A′)2 = 0. A zero variance means
I˙ ′x = A
′
x with probability one. Taking the expectation of
8I˙ ′x −Ax, we see that 〈I˙ ′ −A′〉 = 0. As a result, I˙ ′x = A′x
∀x, or
I˙x =
∆I˙
∆A
ax − ∆I˙
∆A
〈A〉 = c1ax − c2. (26)
Using the definitions for τA, (Eq. (5) in the main text)
and τ := 1/
√
IF , saturating the bounds implies that the
time scales of the system and observable are equal, i.e.,
|A˙| = ∆I˙∆A⇒ τ = τA.
IV. Bounds for a time-dependent Boltzmann distribution:
One example of a distribution that saturates the un-
certainty bound is a system in thermal contact with a
reservoir that has a controllable temperature T (t) = T
(β = 1/kBT ). The probability of being in state x with
energy x is px = e
−βx/Z.
Here we show that in both the energy and entropy rep-
resentation the bound is saturated. The pertinent quan-
tities are:
p˙x = −
(
β˙x +
Z˙
Z
)
px, Ix = βx + lnZ,
I˙x = β˙x +
Z˙
Z
, S = βU + lnZ,
Z˙ = −β˙
∑
x
xe
−βx ,
Z˙
Z
= −β˙U. (27)
Let us start with the heat flux,
Q˙ =
∑
x
p˙xδx
= −
∑
x
(
β˙pxx + px
Z˙
Z
)
= −β˙
(∑
x
px
2
x − U2
)
= −β˙∆2. (28)
The covariance of I˙ and  reads
cov(I˙ , ) =
∑
x
pxI˙δx
=
∑
x
pxI˙x −
∑
x
pxI˙xU
=
∑
x
pxx
(
β˙x +
Z˙
Z
)
= β˙
(∑
x
px
2
x − U
∑
x
pxx
)
(29)
= β˙∆2, (30)
which is equal and of opposite sign to Q˙ as claimed in
the main text. We can arrive at the same result using
Eq. (26). Starting with c1 = ∆I˙/∆A =
√
IF /∆A, the
Fisher information equals
IF =
∑
x
p˙2x
px
=
∑
x
(
β˙x +
Z˙
Z
)2
p2x
px
= β˙2
∑
x
px (x − U)2
= β˙2∆2. (31)
The second coefficient is c2 =
√
IFU/∆, making the
change in information I˙x = β˙x − Z˙/Z. The covariance
with  follows as above to again give cov(I˙ , ) = β˙∆2.
Next, looking at S˙, we see that for this exponential
distribution
S˙/kB =
∑
x
p˙xδIx
=
∑
x
p˙x (βx + lnZ)
= −β
∑
x
p˙xx
= βQ˙, (32)
recovers the equilibrium relationship between entropy
and heat. Using Eq. (28) we also find that the change in
entropy can be written as, S˙ = −ββ˙σ2 . The covariance
between I˙ and I,
cov(I˙ , I) =
∑
x
pxI˙(Ix − S)
= β
∑
x
pxI˙xx +
∑
x
pxI˙x lnZ −
∑
x
pxI˙xS
= β
∑
x
pxI˙xx
= β
∑
x
pxx
(
β˙x +
Z˙
Z
)
= ββ˙∆2, (33)
confirms that S˙ = − cov(I˙ , I). Finally, looking at the
right hand side of the entropic uncertainty relation, we
have the fluctuations in the surprisal
∆I2 =
∑
x
px(I − S)2
=
∑
x
px(βx + lnZ − βU − lnZ)2
= β2∆2, (34)
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FIG. 3. Irreversible relaxation of a two-state system to equi-
librium. The intrinsic dynamical time scale 1/
√
IF sets a
limit (dashed) on the characteristic time scale of the entropy
rate/production S˙ = S˙i (solid blue). We use k12 = k21 = 1 so
there is no entropy flow, S˙e = 0. As the system nears equi-
librium, the time to reach new distinguishable states diverges
and the speed goes to zero 1/τI → 0. Inset: Relaxation of
probability of each state (black) from p2 = 1, p1(0) = 0 and
the current (gray) showing that the system is not at equilib-
rium.
and the surprisal rate
∆I˙2 =
∑
x
pxI˙
2
=
∑
x
px
(
β˙x +
Z˙
Z
)2
= β˙2(〈2〉 − U2)
= β˙2∆2. (35)
Putting these results together, we find that
−Q˙ = β˙∆2 = cov(I˙ , ) = ∆I˙∆,
−S˙ = ββ˙∆2 = cov(I˙ , I) = ∆I˙∆I. (36)
Sections V-VII contain additional results for model sys-
tems.
V. Two-state system: Let us analytically solve a simple
two state system governed by master equation dynamics,
dp1
dt
= k21p2 − k12p1 (37)
dp2
dt
= k12p1 − k21p1, (38)
with rate coefficients k12 = k1→2 and k21 = k2→1. For
time-independent kij , the solutions are:
p1 =
k21
k
[
1− e−kt]+ e−ktp1(0) (39)
p2 = 1− p1. (40)
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FIG. 4. Temperature profiles used for annealing and heating.
The annealing protocol (diamonds) goes from T (0) = 0.1 to
T (50) = 0.006, while the heating protocol (circles) goes from
T (0) = 0.006 to 0.1.
where k = k21+k12. In the limit t→∞, the probabilities
of each state reach steady values peq1 = k21/k and p
eq
2 =
k12/k. Together with the time derivatives,
dp1
dt
= −dp2
dt
= e−kt [k21 − kp1(0)] (41)
we constructed the Fisher information, entropy rate, and
fluctuations in surprisal rate. These quantities are shown
as functions of time in Fig. 3 with k12 = k21 = 1 and
initial conditions p1(0) = 0, p2(0) = 1. The Fisher infor-
mation is
∆I˙ = IF =
(p˙1)
2
p1
+
(p˙2)
2
p2
=
(p˙1)
2
p1(1− p1) . (42)
The entropy rate reads
S˙/kB = −p˙1 ln p1 − p˙2 ln p2. (43)
The surprisal variance is
∆I = p1(ln p1)
2 + p2(ln p2)
2 − S2. (44)
As shown in the figure,
∆I
|S˙|/kB
≤ 1√
IF
. (45)
Since k12 = k21 in this example, the entropy flow S˙e = 0
and the speed limit is imposed on the entropy production:
S˙ = S˙i.
VI. Entropy representation for periodically driven assembly:
In the entropy representation, our time-information un-
certainty relation is:
|S˙| ≤ ∆I˙∆I. (46)
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FIG. 5. (a) The change in entropy red line with its con-
stituent parts, the entropy flow (blue line) and production
(dark grey line). S˙ closely follows the upper and lower bounds
set by the uncertainty relation. The inset shows that while S˙
always lies within the bounds the entropy flow can deviate.
(b) the speed is close to the upper bound set by the Fisher
information. The inset shows the speed for S in red and Q in
blue. For this example, 1/τS ≥ 1/τQ.
We confirm this result using the same assembly model
and periodic protocol for the temperature as in the main
text, Eq. (4). The upper and lower bounds on S˙ are
shown in Fig. (5a). The entropy production (grey) and
flow (blue) are also shown. The entropy rate switches
between the positive and negative bounds over the time.
The entropic speed 1/τS also closely follows the maxi-
mum speed allowed by the fluctuations in the surprisal
rate. Since both τ−1S and τ
−1
Q are bound by 1/τ , we can
compare the speed of both representations. The inset to
Fig. (5b) shows that τ−1Q (blue line) lies farther from the
maximum speed than τ−1S .
VII. Annealing and heating of assembly process:
In addition to the periodic driving protocol used in
the main text, we consider Q˙ for both a heating and
an annealing protocol. Given an initial temperature
T (t0), we cool the system according to Tc(t) = 2T (0) +
γ1 atan(γ2 − t), where we use γ1 = 0.1246 and γ2 =
−1.033, which gives T (0) = 0.1 and T (50) = 0.006. To
heat the assembling system, we swap the initial and fi-
nal temperatures used in the annealing protocol: Th(t) =
γ1 atan(γ2 + t), where now γ1 = 0.0645 and γ2 = 0.1033.
Both temperature protocols are shown in Fig. (4).
The probability of being in the monomer state (black
line), misbound state (grey line) and optimally bound
state (blue line) is shown in Fig. (6a). The heat flux
Q˙ is negative throughout and moves farther from the
minimum bound. Panel (c) shows the time τQ instead of
the speed 1/τQ, which begins near the speed limit time
but deviates as the system approaches equilibrium.
Heating the system according to the second tempera-
ture protocol does not produce the same change in heat
or the same bounds. This path dependent nature of heat
flow is illustrated in Fig. (6e). Over time, the heat flux
switches from negative to positive before being heavily
constrained by the uncertainty bounds approaching zero
as the distribution approaches a steady state. If we look
at the minimum characteristic time τQ in panel (f), we
see it diverges as Q˙ crosses zero but otherwise closely
follows the lower bound 1/IF .
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FIG. 6. Probability of the monomer (black), misbound states (grey), and optimally bound (blue) as a function of time for the
(a) annealing protocol and (d) heating protocol. (b) The uncertainty relation bounds (dashed lines) on the heat flux, Q˙. (c)
Both the speed limit time (dashed line) and the intrinsic time τQ grow as the system approaches equilibrium. (e) Using the
heating protocol, the heat flux and uncertainty relation bounds are path dependent. The inset shows that Q˙ crosses zero. (f)
At Q˙ = 0, the time scale τQ diverges.
