Abstract-An algorithm is presented for smoothing data piecewise modeled by linear equations within regions of a one-dimensional (1-D) or two-dimensional (2-D) field, from measurements corrupted by additive noise. Its main feature is the combination of Markov random field (MRF) models with recursive least squares (RLS) techniques in order to estimate the model parameters within the regions.
I. INTRODUCTION HE problem of restoring and segmenting data which T can be described by models with piecewise constant parameters has received recent attention by researchers. Examples of applications are the segmentation of images into regions of similar textures and/or intensity levels, or speech signals into phonemes.
Because of the particular nature of the problem, stationary models based on classical linear Gaussian techniques are not adequate, and yield excessive smoothing across the boundaries of the regions.
An interesting approach is given by the doubly stochastic (DS) approach where local models (at the pixel, in two-dimensional (2-D), or sample, in one-dimensional (I-D) , levels) and global models (at the region levels) are used to describe the process within the regions, and to model the regions themselves.
At the local level, Markov processes [I] - [3] and autogressive models [4] , [ 5 ] have appeared in the literature as models for textures, intensity levels, or speech signals. At the global levels the compact regions have usually been modeled by Markov processes, in terms of causal Markov chains [SI or noncausal Markov random fields (MRF's) Estimation techniques based on these modeling assumptions have called for recursive algorithms by stochastic [2] , [3] , [6] or deterministic [7] , [8] relaxation, and suboptimal techniques of line processing [9] or reduced update Kalman filtering [5] . In all these instances, once the model is formulated, the main difficulty is to cope with the large dimensions of the search space where to 11441. find the optimal solution [I]-[4] , or with the growing memory required by the estimator [5] . A common assumption in most of the above mentioned approaches is the fact that the set of local models must be known a priori, which calls for parameter estimation on training data.
In this report an algorithm for filtering and segmentation of processes locally modeled by autoregressive equations is presented. This class of processes can be regarded as doubly stochastic (DS) in the sense that the observations Y, are functions of a random process X,. Namely r, = J; ( 4 9 Wl)
with t E Z k for the k -D problem ( 2 being the set of integers), W, a white noise process, X, a random process, constant within compact regions of Zk and f, a known mapping. In our case X, is assumed to be modeled by a
MRF.
The estimation by 2-D Kalman filtering techniques of a DS process with X , a causal hidden 2-D Markov chain is shown in [ 1 I], as an extension of earlier results in 1-D Connections between the MRF approach to smoothing, and theories based on smoothness priors are also highlighted. In particular, the likelihood function associated with the MRF models with Gaussian disturbances has the same structure as the penalized likelihood at the basis of smoothing algorithms for nonstationary data found in Kitagawa and Gersch [ 151, and numerous references therein, going back to Whittaker [16] . In this light, the MRF model has the role of a smoothness prior which provides spatial continuity to the desired estimate of the data.
The problem is stated in Section 11, together with relevant properties of MRF models. The estimation algorithm is presented in Sections 111 and IV, for two-and one-dimensional applications, respectively. Considerations on MRF models as smoothing priors are given in Section V, while applications of the technique are the subject of Section VI.
[ 1214 141, (2.2) with c, E R" known for all s, and W, a zero mean white 6 ( X , = x, IX, = x,, A, # A,) = 6 ( X , = x,) (2.6) for all s # t E S, and any realization A, x ( A).
Observation: Previous approaches to segmentation using MRF models assume X, E 5 = { FI, F,, , FM}
with Fi E R" known a priori. This is the case of images composed of regions of known intensity levels and/or texture, for example determined from training data. By this approach the values of X can be considered as the labels themselves ( A = X ) and a MAP estimation follows from the likelihood L ( x ( y ) = In 6 ( y / x ) + In 6 ( x ) -In 6 ( y ) (2.7) Gaussian noise independent on X . Throughout we assume scalar observations (Y, E R). Typical examples are images of objects with different light intensity levels and noisy measurements, or different textures. In the former case, the processes X,, Y, E R are associated with the true (X,) and measured ( Y , ) light intensities at point s in the lattice S , and in this case c, = 1, for all s E S . In the latter, each texture realization can be represented by an autoregressive model Ys = c xs.,yr + w, reAr with A, C S and the coefficients { x , ,~, 7 E A,} characterizing the texture at point s.
Since we consider S to be partitioned into compact regions (as in the case of image segmentation) corresponding to sizable objects, the model for the labels A is assumed to be a Markov random field Approaches to the maximization of (2.5) with respect to x on the set S N x N have been presented, based on relaxation (stochastic [7] , deterministic [8], [9]) or dynamic programming [22] .
Notation: In the sequel we make frequent use of the recursive least squares (RLS) update of the estimate f of the vector x based on observations y, = h,x + w, with h, a matrix of appropriate dimensions, and w, a realization of a white Gaussian noise process 37. (0, RI). By the notation
we denote the recursion
( 2.9) 111. TWO-DIMENSIONAL ESTIMATION AND SEGMENTATION In this section we address the problem of estimating the processes X , A from the given observations y, a realization of the random variable Y.
On a MAP estimation framework we estimate the labels A by maximizing the conditional probability with Z a normalizing constant and y$, yf' potential finctions associated with the horizontal (y:) and vertical to be of the form cliques. For each = ( k , t ) on the lattice define The term 0 is a parameter and it is evident that (2.3) and (2.4), with 0 > 0, penalize transitions ( y = -1 ) between regions. Also the actual values and nature of the labels A have no particular significance and two realizations A', A" with ys( A') = ys( A") for all s E Shave the same probabilities. About the process X its realizations are constant within regions as in (2.1) with values from a Gaussian population, namely @(Xs = x.,) = 37.( CL,, 9,) (2.5) 92 ( -, ) denoting normal distribution. Also, the values of X are assumed to be independent from region to region, The prior on A is readily given by the Markov assumption given in the previous section
The combination of the term In 6 ( y 1 A) is addressed below. It is shown that, given the observed data y, a) the likelihood function can be computed recursively on a lineby-line basis, and b) it depends on the edges y ( A) only.
In order to proceed, call X , ( t ) , Y, ( t ) , ---the random variables associated with the element s = ( k , t ) of the lattice, and NO. 11. NOVEMBER 1990 the observation process associated with line k. Also define the random variables Fig. 1 shows the region of support of the above variables.
Also we denote by lower case (2, (r I t -1 ) * * ) their realizations corresponding to the given realizations y.
Then we can show the following:
Lemma: Given the observations y and the labels A, the realizations of the random variables (3.3) and their respective error covariance matrices P can be recursively computed by filtering and smoothing operations as follows: Filtering:
[%(r + 11 t ) , p k ( t + 11 t ) ] Proof: Recursion a) is straightforward from simple 1-D considerations, and the fact
with the elements (k, t ) , 
I975
Observation: Apart from the complication due to the fact that the process X changes value from region to region, recursions (3.4) are extensions to the 2-D case of the standard recursive least squares estimation algorithm.
In fact, since a) the process X is assumed to be piecewise constant (say constant within a region So C S ) with distribution (2.5), and b) the observations are as in (2. 
2-D, * * ).
In @ ( Y I A) (3.3) the random variable gL-I(r) is independent on the observations on line k, therefore the middle factor of the right-hand side (RHS) of (3.8) is always equal to one; b) from the Gaussian assumptions on the parameters X and the noise W the first term on the RHS of (3.8) represents a Gaussian distribution with f, P as in the previous lemma. The result then folFrom the recursions in the lemma it is evident that the a posreriori probability In 6 ( X I y ) depends on the transitions y = { ( ya, y y), s E S } associated with the labels A. In this respect equations (3.2), (3.4), and (3.5) A.
An optimal MAP estimation of the labels A (or its transitions y ( A ) ) would require an exhaustive search over all possible transitions y ( A ) E { -1, + 1 } for the one which maximizes the likelihood function L in (3.9). Since this is an unfeasible operation, suboptimal techniques have to be considered. In the next section a sequential, lineby-line, estimation procedure is presented.
A . Suboptimal Estimation
can be written as 
+ NY:,, + rLJ.
The dependence on yk. ,, yk. -I , * . is implied in the estimates 2, I k -I ( t I t -1 ) and respective covariance matrices Pk l -, ( t 1 t -l ). A suboptimal estimation of y k q r can be obtained by the maximization
? k , t -l 9 * * I Y ) with the maximum over the set of all possible transitions E { -1, + 1 }' which are consistent with the previous estimates c-i.8, ?:'). 
IV. ONE-DIMENSIONAL ESTIMATION
The arguments presented for the 2-D case can be easily extended to the simpler 1-D case. In particular, given the labels X with transitions y ( A ) define the random variable
It is now easy to show that we can write the updating as 
V. CHOICE OF THE PARAMETER I N THE MRF
A crucial point in the effective application of the filtering algorithm presented above is the choice of the model parameter appearing in the likelihood (2.8).
In the framework of this paper and in most previous where 4 ( x ) 2 0 for all x is a function chosen so to reward "smooth" realizations. The parameter A, often called the hyperparameter in the Bayesian literature [25] , is a factor weighting deviation from the observations y (left most term in (5.1)) and smoothness + ( x ) . A great amount of work has appeared on estimating data from penalized likelihood (see, for example, Kitagawa and Gersch [l5] with references). However, a fundamental difference exists in the interpretation given to the parameter X in (5.1). By regarding the rightmost term in (5.1) as a "smoothness prior" the hyperparameter X is disengaged from being numerically set a priori and becomes, as Shiller states it in [26] (also in Kitagawa and Gersch [15] ) the measure of stiffness of a "flexible rule."
In this respect, optimal values of the parameters X (and therefore (3) can be computed on line (as in [15] ) by including this parameter in the likelihood function. For example in Gull and Daniel [27] the parameter X becomes a Lagrange multiplier in the maximization of the smoothing function + ( x ) subject to the known standard deviation of the noise. Research is presently conducted on this problem. Numerous simulation results strongly indicate that optimal values of the parameter (3 do not change for data subject to the same degradation.
VI. APPLICATION EXAMPLES
The estimation technique presented in the previous sections has been tested on both synthetic and underwater images having compact regions of different intensity levels. This case corresponds to the assumed model (2.1), (2.2) with X , E R representing the actual (piecewise constant) intensity levels, and Y, = X , + W, the noisy observations (i.e., c, = 1 for all s E S ).
On Fig. 2 an example of application on a two-dimensional set of data ( 3 2 X 32 points) is shown. The data Fig. 2(a) . The same set of data with Gaussian noise added ( U = 25.0 units) is shown in Fig.  2(b) , with the estimated data in Fig. 2(c) .
Images investigated ( 128 x 128 pixels) have been processed on a VAX 11/785 using standard FORTRAN 77 with a computing time of 45 s.
The examples shown include a chessboard of 16 different intensity levels, corrupted by a random Gaussian noise (Fig. 3-5) , and an underwater scene (Figs. 6-8 ).
In the case of the chessboard, the improvement on the SNR is in excess of 6 dB. The significant feature, however, is the fact that this improvement has been obtained without smoothing the edges of the image. The underwater scenery data (Fig. 6 ) is naturally corrupted by disturbances due to particles and sand, as well as the glare caused by lighting equipment. The effect of filtering is shown in Figs. 7 and 8 , which highlights the different regions of the pictures. In particular, Fig. 8 shows the detected transitions.
A realization of a 1-D random process with a piecewise constant autoregressive model is shown in Fig. 9 . A second-order model is assumed with parameters xI and x2 shown in Fig. 10 and 11. The estimates f, and f2 are also shown, with the estimated transition vector in Fig. 12 .
VII. CONCLUSIONS An algorithm for estimation and segmentation of data which are piecewise described by autoregressive models has been presented. The particular feature of the algorithm is that it searches for the best sequence of edges in order to maximize a suitable likelihood function.
The issues of on line estimation of the Markov random fields parameters and efficient implementations using parallel processing techniques are under consideration.
