The main objective of this work is to evaluate four calibration alternatives for digital scales proposed by the Guide SIM for calibration of digital scales. Within this analysis, it is also observed, the economic viability that implies the application of the Guide SIM by accredited laboratories of metrology. The research is based on the fact that not all the possible technical-economic benefits related to the use of the recommendations of the Guide for the calibration of digital scales are currently known. The consolidated results confirm that the alternative 1 (Ascending and descending without to zero return) presented a better metrological performance in terms of the Expanded Uncertainty (0.23 kg) when compared with the other three proposed alternatives, i.e.: ascending and descending returning to zero (0.46 kg); Ascending (0.59 kg) and Descending (0.53 kg).
Introduction
Digital scales are weighing instruments useful in laboratories and industry, principally, in processes for measurement of mass. Therefore, this technology is applied for measurement physically properties for indirect way (e.g.: density, volume, flowrate) [1] . The Guide SIM (Guidelines on the Calibration of Non-Automatic Weighing Instruments), published in 2009 for the Inter-American Metrology System (SIM) [2] , defined the test and procedures relation to calibration of scales (Non-Automatic Weighing Instruments). In particular, this Guide establish four different alternatives for calibration of scales, i.e.: (i) Ascending and descending without to zero return; (ii) Ascending and descending returning to zero; (iii) Ascending and (iv) descending.
The goal of this work is to compare these different alternatives and to assessment the expanded uncertainty measurement for each situation. Thus, it expected that this work contributes to the development of knowledge in mass metrology for industry and laboratories processes.
Theoretical Fundamentals

Characteristics of Digital Scales
The digital scale makes the measurements based on an internal voltage indicator. A piece of thin film that conducts electricity and is sensitive to deformation is attached with a little adhesive to a flexible surface. When a given mass is applied to the digital scale, various mechanisms of the balance ensure that the mass is evenly distributed in the voltage meter [3] . The weight bends the flexible surface, deforming the piece of aluminum foil, which alters the flow of electrical current. Other mechanisms within the balance are able to interpret the degree of deformation and change of current and translate it into a weight or mass.
The most common method for the design application of digital scales is to use a resistive load cell configured as a Wheatstone bridge [4] . However, the sensor interface is complex due to the accuracy requirements. In the load cells, the signal levels are low and the effects of noise are prominent. Figure 1 presents the basic configuration of the analog system of a digital balance. [5] In this arrangement, the output of the transducer is amplified first, followed by a filtering step to eliminate the noise due to the power source and the mechanical vibrations. This filtered output is sampled by a high resolution ADC [5] . Load cells are nothing more than resistive sensors that provide a radiometric voltage corresponding to the load applied to them. Full bridge load cell configuration [5] This is a complete bridge arrangement for a load cell, in which two strain gauges have a positive change to the tension while the other two have a positive change to compression. Therefore, when a load is applied to the sensors, two of the sensors increase their resistance, while the others decrease their resistance. This change in resistance causes an imbalance in the bridge, thus providing a differential output corresponding to the mass placed.
Guide SIM: Alternatives of calibration
Previous the calibration is important to realize a general inspection:
 The calibration process should not be performed unless: (i) the weighing instrument can be clearly identified; (ii) all functions of the weighing instrument are free from the effects of contamination or damage and the essential functions necessary for the calibration function according to their purpose; (iii) the presentation of the weighing values is not ambiguous and the indications, if they exist, can be easily read; (iv) the normal conditions of use (air flow, vibrations, stability of the weighing place) are appropriate for the weighing instrument to be calibrated; (v) the instrument is turned on for a period before calibration; (vi) the instrument must be level.  If a digital balance is designed to be adjusted regularly before use it must be adjusted before calibration, the adjustment should be made with reference to the manufacturer's instructions. Calibration "in situ" should ensure that normal conditions of use prevail during calibration. In this way effects that interfere as air flows, vibrations or the inclination of the platform to measure can, as much as possible, be intrinsic to the measured values and therefore can be included in the uncertainty of the determined measurement. After that, the procedure of calibration can be to realized. The Guide SIM defined three test of calibration: repeatability, eccentricity and accuracy. Despite, these test contribute to expanded uncertainty measurement, the repeatability test is directly relation with standard deviation and Type A uncertainty. Thus, the Guide SIM establishes four different alternatives to realize this test: (i) Ascending and descending returning to zero; (ii) Ascending and descending without to zero return; (iii) Ascending and (iv) descending. These alternative impacts in the uncertainty measurement, parameter that is to defined in details in the next subsection. More details about this procedure are in the references [1, 2] .
Theoretical aspects to the calculation of uncertainty
This section presents the mathematical foundation necessary to develop the calibration stages and later the calculation of uncertainty. Through the calibration process it is necessary to define a relationship between the apparent mass (map) and the mass indicated by the measuring instrument (mo) to be evaluated. The apparent mass represents the value indicated by the balance taking into account the push factor and gravity (Equation 1).
According to the ISO-GUM [6], the expression of measurement uncertainty is based, fundamentally, five expressions: 
For each calibration process, four adjustment polynomials were used in order to define the polynomial that generated the lowest value of the mean square deviation and finally in this way to determine the value of the adjustment uncertainty.
 Uncertainty of the measurement reference mass (up): Corresponds to the combination of uncertainties the standard masses used at each measurement point. Usually, this information is consigned in a certificate of calibration.
 Uncertainty of instrument (uinst):
It is calculated from the best adjustment polynomial and the resolution of the calibrated balance. Equation 3 shows the mathematical expression for this situation:
In the expression above, the r parameter is the instrument resolution divided for √3. In addition, ; −1 ; − are the coefficients of the polynomial that best fits the measured values of the mass with the apparent mass.
 Combined Uncertainty: In order to determine the uncertainty associated with the measurement (uc), the three sources of uncertainty mentioned above must be combined. Equation 4 presents the relationship between u and the sources of uncertainty.
 Expanded Uncertainty (UE): This parameter is calculated by multiplying the uncertainty uc by a coverture factor (t) that factor is determined with the help of the statistical distribution t-student (table t-student) and the degrees of freedom of each process of calibration. Equation 5 shows the relationship between uc and UE.
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Experimental Methodology
The experiments were realized at Physical Laboratory of Universidad del Atlántico. Mass certificated (E1 and F1) for a Metrology Accredited Laboratory were utilized for totalized 40 experimental points. The instrument used for the experiments corresponding to Digital Scale Precisa (Cap. Max.: 1020 g; Resolution: 0.01 g). At the beginning of the calibration process, it was measured 11 experimental points in the measuring interval (i.e.: total scale capacity). Moreover, the atmospheric pressure and environment temperature were measured, respectively, with a barometer (U=0.058 mbar/abs; k=2) and thermometer (U=0.25 o C; k=2). These instruments were calibrated in an accredited metrology laboratory [1] . Tables 1 and  2 show the experimental data. All the experiments were realized to environment temperature equal to 27.4 and atmospheric pressure equal to 1019.4 mbar/abs. 
Results and Discussion
The results confirmed that the error of calibration is major when the reference mass is increasing for all alternatives assessment. These effect can be explain due the gravitational field. The local gravity (Puerto Colombia, Atlántico) is 9.8286203669567 m/s 2 and the reference gravity (Bogotá D.C., Cundinamarca) is 9.7725029026797 m/s 2 . These value were calculated from the simulation of gravity acceleration available in the web site of CENAM (National Metrology Center of Mexico). In terms to exemplifying, Table 3 , Figure 4a and 4b show the calibration curve for the Alternative 1: Ascending and descending returning to zero. Moreover, the four alternatives were compared in terms of the measurement uncertainty and the alternative 1 has a metrological performance when compared with the others alternatives proposed for the Guide SIM (2009). Figure 5 shows the results obtained: 
Conclusions
The calculation of uncertainty and the calibration by four alternatives recommended by the Guide SIM showed a consistent result in the experimental procedure. Furthermore, the calibration alternative I (Ascending and descending returning to zero), offers the lowest uncertainty associated with the measurement of the scale. According to this results, it is strongly recommended to apply this alternative for the mass measurement industrial processes, due to the benefits technicaleconomical that involve to obtained an increasing of the metrological reliability, i.e.: to reduce the uncertainty associated of measurement.
