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In tissue harmonic imaging (THI) the images are formed using the second har-
monic component that is generated nonlinearly when ultrasound propagates in-
side the body. THI improves image resolution by reducing effects of phase dis-
tortion and reverberation in the body wall layer. A statistical investigation was
performed to quantify improvement achieved with THI in the presence of tissue
inhomogeneity. The investigation was both theoretical and experimental. In the
theoretical model, a thin random phase screen located just in front of the source
approximates the effect of inhomogeneity in the body wall layer. The phase
variations across the screen are characterized statistically by zero mean, small
variance, and Gaussian spatial correlation function. An analytical solution was
derived for the expected value of the intensity of the second harmonic for a source
vi
that radiates a focused Gaussian beam. Contributions due to the coherent and
scattered field components appear as separate terms in the solution. Validity
of the statistical solution was established by comparison with ensemble averages
of direct numerical simulations. Evolution of the beam profile and variation in
energy content of the scattered second harmonic as a function of phase screen
statistics are discussed. In comparison with the scattered field at the source
frequency, the scattered field at the second-harmonic frequency is shown to be
more localized about the beam axis. The results demonstrate clearly and quan-
titatively how distortions due to phase aberrations near the source are reduced
by THI. Numerical simulations were also performed for beams radiated from a
focused circular source with uniform amplitude. These results exhibit similar
behavior. Dependence of results from the theoretical model on the distance be-
tween the source and phase screen was investigated. A transformation based on
geometrical acoustics was obtained that approximates the mean scattered field
due to a phase screen at a given distance away from the source using the so-
lution obtained when the phase screen is in the source plane. Use of multiple
phase screens to approximate thick inhomogeneous layers was also investigated.
Experiments performed with a focused circular source and phase screens created
with randomly indented plastic plates confirm the general theoretical approach.
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The use of ultrasonic waves inside human bodies to detect small objects and
interfaces between different media has been exploited in medical diagnostics with
great success.1 In conventional ultrasound imaging, the transducer is placed
directly on the surface of the body and transmits a pulse train at center frequency
f , typically in the range of 1–10 MHz.2 The reflected signals at frequency f from
different locations inside the body are collected and processed to form a gray
scale image. The ultimate resolution of the system is restricted by wavelength,
so increasing probe beam frequency will increase scan resolution. However, there
are drawbacks to this approach. First of all, tissue absorption increases with
frequency, normally according to a frequency power law.3,4 Therefore a higher
frequency beam has shorter penetration depth inside the body. Second, effects
of aberrations introduced by the sound speed inhomogeneity of the body wall
tissue also increase with frequency.
The body wall usually possesses complex layer-like compositions that include
skin, fat, muscle and connective tissue. It has been observed that the amplitude
and phase fluctuations of ultrasound waves are associated with the sound speed
difference between different compositions and the scattering from septa within
subcutaneous fat inside the body wall.5 Generally speaking, these fluctuations
increase with probe frequency. In the pulse-echo method, the wave propagates
through the body wall twice before it is received by the transducer, so effects of
aberration are introduced during both the transmission and receiving process.
The resulting degradation of beam focusing quality is due to the broadening of
the main lobe and increase in side lobe energy, causing a reduction of lateral and
contrast resolution in the images.6 So in conventional ultrasound imaging, simply
increasing probe frequency does not necessarily improve the image quality.
In addition to the aforementioned effects, there are other effects that cause
1
the reduction in resolution. For example, the ultrasound pulse can reflect re-
peatedly back and forth between the interfaces inside the body wall, resulting
in reverberation noise and haze in the image. Also, scattering of side lobes can
introduce many artifacts into the image.7 All of the above effects are unavoidable
in medical ultrasound imaging.
Several limitations of conventional imaging methods can be greatly reduced
without changing the system architecture by using imaging techniques based on
nonlinearity associated with acoustic propagation. In the 1980s, Carstensen et
al.8 and Starritt et al.9,10 noticed nonlinear propagation effects produced by diag-
nostic B-mode scanners during normal clinical use. However, not until the 1990s
were these nonlinear effects widely used to advantage for imaging.2,11–13 Tis-
sue harmonic imaging (THI) is the main nonlinear acoustical imaging technique
that is currently in use. It is based on use of the second-harmonic component
generated by finite-amplitude propagation inside the body to construct the im-
ages.2,6,11 THI uses various techniques7,14,15 to eliminate frequency components
radiated from the source, and the nonlinearly generated second-harmonic com-
ponents are used for image formation. THI is a grayscale imaging technique that
can greatly improve the image quality. The clinical benefits from THI include
reductions in reverberation noise, clutter level and phase aberrations, improved
border delineation and increased contrast resolution.16
In THI, the harmonics are generated nonlinearly when the transmitted pulse
propagates through tissue. The finite amplitude properties of the pulse are the
contributors to harmonic generation.11,16 Since second-harmonic generation is a
cumulative effect along the propagation path, its focal point is often observed
to be a little deeper than that of the corresponding fundamental field,17 i.e., the
second-harmonic has a slightly greater penetration depth. Another improvement
provided by THI is the increase of spatial and contrast resolutions due to the
narrower main lobe and lower side lobe levels with the second-harmonic beam.
Generally speaking, the second-harmonic amplitude is essentially proportional
to the square of the fundamental. Therefore a side lobe that is 20 dB down
produces a second harmonic roughly 40 dB below what is generated on axis.
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All side lobes in the fundamental beam generate even lower side lobes for the
second harmonic. For the same reason, the second-harmonic field has a sharper
main lobe compared to the fundamental beam. The narrower main lobe increases
spatial resolution and reduces image slice thickness, while lower side lobes can
reduce the artifacts and clutter associated with their scattering, which results in
improved contrast resolution.2,12,16
Aberration introduced by the body wall inhomogeneity can also be greatly re-
duced by THI. Two main reasons account for this reduction. First, at skin level,
the second-harmonic amplitude is virtually zero. In a typical diagnostic envi-
ronment it is more that 30 dB lower than the fundamental field,16 and therefore
the reverberation and scattering inside the body wall provides almost no contri-
bution to the harmonic field generated beyond the body wall. Second, although
the fundamental beam suffers aberration from the body wall, which results in
increased side lobe levels and broadening of the main lobe beam width, these
distortions are reduced in the nonlinearly generated second-harmonic beam. A
qualitative explanation for these phenomena is described as follows. Since the
increase in side lobe level and beam width for the fundamental field is a weak
effect, the corresponding increase in the levels of the second-harmonic field is
even weaker because generation of the second harmonic is proportional to the
square of the amplitude of the fundamental wave. A quantitative analysis of this
issue is the main objective of this disertation, as we will quantify the distortion
in the second harmonic beam caused by the distortion in the fundamental beam.
Over the years, THI has been shown clinically to provide improved visual-
ization of endocardial borders,18 clearer identifications of lesions in duct stones
and liver, and improved diagnosis of renal cell carcinoma and kidney stones that
were often undetectable with conventional imaging.7 These days, many diagnos-
tic ultrasound systems set the THI to be the default diagnostic mode. Presented
in Fig. 1.1 are two sets of echocardiograms obtained using both fundamental and
harmonic imaging from an Acuson ultrasound system. In the figure, B-mode
echocardiograms for two separate diagnoses are represented by the first and sec-
ond rows. By comparison, the THI images (right column) result in enhancement
3
linear imaging tissue harmonic imaging
Figure 1.1: Echocardiograms obtained from an Acuson ultrasound system. Left
column are the images obtained using a conventional linear method with trans-
ducer frequency 2.5 MHz. Right column images are obtained using THI, transmit
frequency 1.75 MHz, receive frequency 3.5 MHz.
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and clearer definition of endocardial boarders, and noise and artifacts are re-
duced. In contrast, the images obtained from conventional imaging based on
linear acoustics (left column) produce boarders that appear very vague, some of
which cannot even be seen. For these diagnoses, THI images can provide more
valuable information than conventional images.
Although THI is currently available on clinical scanners, the reasons for the
improved images obtained with THI are still not well understood, partly because
of the complexity of the nonlinear process it involves. Scattering due to tissue
inhomogeneity coupled with nonlinear propagation effects make the analysis very
difficult, and therefore analyses of THI have been restricted exclusively to numer-
ical6,16,19,20 and experimental11,21 investigations. All of these investigations are
based on case-by-case realizations of specific inhomogeneous propagation paths.
Absent from the available literature is a theoretical investigation of the expected
performance of THI based on general statistical properties of the propagation
path. The latter approach should provide a broader perspective that may assist
in the further improvement of image quality using THI.
The main objective of this dissertation is to develop a statistical model that
predicts nonlinear harmonic generation in the presence of tissue inhomogene-
ity. Biological tissues vary considerably among individuals in terms of inhomo-
geneity.22 Tissue is thus treated here as a random medium characterized by its
statistical properties.
In Sec. 1.1, we discuss available experimental data on the characterization of
tissue inhomogeneity. In Sec. 1.2, the extensively investigated linear propagation
in tissue is briefly reviewed. In Sec. 1.3, the investigations by others of imaging
techniques based on nonlinear acoustics are discussed, noting the similarities and
differences with our model. Finally, in Sec. 1.4, the scope of this dissertation is
presented.
1.1 Characterization of tissue inhomogeneity
In a clinical environment, tissue inhomogeneity mainly introduces phase fluctua-
tions in the ultrasound wave fronts that propagate through it. In abdominal wall
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imaging, the majority of the phase fluctuations occur inside the body wall tissue,










Figure 1.2: Model of phase aberration due to the body wall.
can also result in phase fluctuation, the magnitude of these fluctuations does not
introduce significant phase distortion as compared to the body wall.23 Moreover,
the small transverse extent of the transmitted beam in the viscera far from the
transducer makes the phase aberration a local phenomenon, which only affects
the image pixels in that small area. In contrast, large sound speed variations
in the body wall near the transducer can result in phase distortion affecting ev-
ery pixel in the image.23 Hence, phase aberration introduced by viscera is minor
compared to that introduced by the body wall. Aberration is considered in the
present work to arise solely from the body wall, and the viscera will be treated
as homogeneous media.
It has long been known in conventional ultrasound imaging that phase aberra-
tion can cause degradation of beam patterns, which directly affects image quality.
Poor images are always associated with large phase aberrations, while better im-
ages are associated with smaller phase aberrations.24 In an early study, Krammer
and Hassler25 made one-dimensional measurements of the time delay fluctuation
caused by human abdominal wall. They found that the level of wave front distor-
tion produced by these samples varies in a very random manner and can be quite
different from one sample to the next. Later, Sumino and Waag26 measured the
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pulse arrival time fluctuations produced by human abdominal wall specimens at
room temperature. The selected abdominal wall sections obtained through au-
topsy were from in front of the liver, and they were comprised mostly of fat. The
fluctuation measurements for each specimen, although different, appear to have
statistically similar patterns. The data lead to an estimated correlation length
of the tissue inhomogeneity on the order of several millimeters. An extension of
these measurements was obtained by Hinkleman et al.22 In their experiments, 14
human abdominal wall layers were measured at body temperature. Their sam-
ples included regions in the liver, gall bladder, pancreas, aorta, and kidney. Each
specimen consisted of skin, a layer of fat, a lower layer of muscle, and a peri-
toneal membrane. The pulse arrival time difference was measured and converted
to a time delay map for each sample. The statistics of the time delay variance
and its correlation length were calculated based on sample measurements and
averaged over these 14 samples. The averaged variance is 43 ns, and the mean
correlation length is 7.9 mm. The correlation length was believed to be inde-
pendent of orientation, as no anisotropy was observed for the specimen. For a
given ultrasound frequency, the time delay data are transformed into the corre-
sponding phase variations. These measurements provide valuable data on phase
aberrations introduced by human abdominal wall, and they have been used by
several authors in their investigations.6,27
1.2 Conventional imaging based on linear acoustic prop-
agation
There have been extensive investigations of conventional imaging based on linear
acoustic wave propagation through body wall tissue. Most of the work is focused
on the phase fluctuation measurements, and schemes for correcting these aber-
rations. In the earlier work, the phase aberration was approximated by a single
phase screen situated between the transmitter and receiver. The terminology
“phase screen” typically refers to a hypothetical surface that alters the phase of
a wave transmitted through it as a function of position on the surface, but which
introduces no transmission loss. Many time-shift compensation algorithms have
7
been developed using this model.23,27–30 These methods are capable of removing
some of the aberrations. The correct choice of model requires better under-
standing of wave propagation in real tissue. Later on, Mast et al.5 performed
two-dimensional simulations of ultrasonic pulse propagation through anatomi-
cally realistic abdominal wall cross sections. The abdominal wall inhomogeneity
was represented by two-dimensional matrices of sound speed and density values,
which were determined through scanned images of abdominal wall cross sections.
Visualization of incident plane wavefronts through the abdominal wall shows the
development of time-shift fluctuations due to large-scale tissue inhomogeneities.
Although the calculation is restricted by two-dimensional propagation, the results
reveal qualitative agreement of the wavefront distortion with the measurements.
Their results suggest that a significant amount of time-shift aberration can be
explained using a simple phase screen model. However, the amplitude fluctua-
tion and waveform distortions are mainly due to multiple scattering from high-
contrast inhomogeneities, such as septa within subcutaneous fat, which could
not be modeled as single phase screens. Later, multilayer phase screen models
were used by Huang and Tsao.31 In these models, the continuously varying in-
homogeneity of the medium is lumped into a series of discrete, parallel phase
screens. Each phase screen is statistically independent, and for every screen the
phase change is modeled as an independent distributed normal random variable
with zero mean across the aperture. Propagation between adjacent screens was
calculated using an angular spectrum method. Their results show that the mean
speckle brightness, which is used as an image quality factor, decreases monoton-
ically with the rms phase error of each screen. They also developed a correction
method for two-dimensional wavefront compensation based on the multi-screen
model.
1.3 Tissue harmonic imaging based on nonlinear acoustic
propagation
Nonlinear propagation of an ultrasound beam in tissue has been investigated nu-
merically by several authors.6,16,19,20,32 In a review paper on THI by Averkiou,16
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nonlinear pulse propagation through a medium with typical tissue properties
(sound speed and absorption, etc.) was investigated using the KZK equation.33,50,52
Both a focused circular piston and a rectangular phased array were used as the
source. Although only the rectangular sources are used in medical imaging sys-
tems, computations of the two sources reveal the same physics, and both can
explain what has been observed in THI. In Averkiou’s paper, the nonlinear evo-
lution of the pulse spectrum, the axial field, and the focal beam patterns were
discussed. His results clearly illustrate the advantages and limitations provided
by THI. In his computations, however, the tissue is assumed to be homogeneous.
A simplified model that accounts for inhomogeneity is obtained by considering
tissue as a homogeneous layer with different sound speed, density and attenu-
ation factor than the surrounding medium (taken to be distilled water). This
method was used by Zhang et al.19 to calculate the transmitted second harmonic
field. In this case scattering occurs at the interface between the tissue and wa-
ter. Another investigation of pulse propagation through realistic abdominal wall
morphology was conducted by Wojcik et al.20 Computations were made for a
two-dimensional focused wave front that propagates through a two-dimensional
abdominal wall tissue containing fat, muscle and connective tissue, and then is
focused into a liver medium. Scattering in this case occurs inside the abdomi-
nal wall. Computations were based on a pseudospectral method that evaluates
the spatial derivatives of the model equation using FFTs, while evaluating time
derivatives using a finite difference method. This approach accounts for tis-
sue absorption based on multiple relaxation mechanisms. The second-harmonic
component was obtained by performing a Fourier transform of the pulse at each
observation point. The focal shift and distortion of the second-harmonic field
induced by a real inhomogeneous structure are apparent from their calculations.
A three-dimensional analysis of distortion of the second-harmonic beam by
abdominal wall inhomogeneity was performed by Christopher.6 The inhomogene-
ity is modeled by two random phase screens situated at positions occupied by
the body wall layer. The propagation medium is liver and the source is a fo-
cused Gaussian transducer. Data for the phase distribution on each screen were
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obtained from the time-delay measurements of human abdominal wall specimen
by Hinkelman et al.22 One-way (transmission) and two-way (transmission and
reception) focal beam patterns were calculated at the fundamental (2 MHz) and
second harmonic (4 MHz) frequencies. The linear beam pattern at the 4 MHz fre-
quency was also included for comparison, which was to emphasize the differences
in beam patterns between linear propagation and nonlinear generation at the
same frequency. The second-harmonic signal is generated during transmission,
and its reflection is assumed to be modeled by linear theory. In the one-way cal-
culation, the defocusing effect of the abdominal wall increases the side lobe levels.
This effect is found to be more prominent in the two 4 MHz fields than in the
2 MHz field. The higher frequency wave, due to its shorter wavelength, is more
affected by the phase screen and therefore subject to greater defocusing effects.
The phase screen appears to have very little effect on broadening of any main
lobes. In the two-way calculation, the second-harmonic profile has a narrower
main lobe beam width and lower side lobe levels than the 2 MHz fundamental
beam. It also has a slightly broader main lobe than the 4 MHz fundamental
profile. In all cases, the side lobe levels for the second harmonic are lower than
for their linear counterparts. Also in this work, comparison of continuous and
pulsed waveforms shows that the second harmonic generated in a pulsed beam
can be very well described by considering continuous wave propagation, which is
very helpful for analysis.
In this dissertation we also use a phase screen model to analyze the second
harmonic associated with propagation through random media. The phase screen
is random in nature and is characterized by its variance and correlation length.
Our approach is novel in this regard. The model does not rely on specific real-
izations of the random media, i.e., on the precise features of the inhomogeneities.
It depends only on statistical properties of the medium. In cases where individ-
ual realizations are needed for comparison with statistical solutions, the phase
screens are generated artificially with prescribed statistics rather than obtained
from measurements. The statistics we use are based on the measurements re-
ported by Hinkelman et al.22 No analytical results were previously available that
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relate the scattered beam pattern statistics with the statistics of the phase screen.
This is the main objective of the dissertation.
We start with the KZK equation to derive an expression for the ensemble
averaged beam intensity for the second harmonic for the case of a single random
phase screen aberration. A focused Gaussian source is assumed for the analysis.
The contribution due to the scattered field appears as a separate term in the
solution for the expected value of the intensity, and it depends on the phase
variance and correlation length. Direct numerical simulations of second-harmonic
generation due to Gaussian beam propagation through a single realization of a
random phase screen agree with the theoretical results. We were unable to
derive practical analytical solutions for the expected value of the second-harmonic
intensity corresponding to radiation from a circular piston source. This case was
investigated with numerical simulations and experiments.
Although numerous clinical images have demonstrated the reduction of aber-
ration in nonlinearly-generated second harmonics, measurements of harmonic
beam patterns following propagation through random medium layers have been
investigated by only a few authors. Averkiou et al.11 reported the first mea-
surements of nonlinearly generated harmonic beam patterns due to propagation
through real inhomogeneous tissue layers. Beef tissue was used in the experi-
ments. The nonlinearly generated harmonics exhibited narrower main lobes and
lower side lobe levels than at the fundamental frequency. Jing and Cleveland34
also made measurements with tissue mimic phase screens. Both a sinusoidal
phase screen and a random phase screen were used. The scattered side lobes
for the second harmonic in their experiments were found to be at least 6 dB
lower than in the fundamental field. In this dissertation, similar experiments
are carried out with a random phase screen placed in front of a focused circu-
lar piston transducer. Focal beam patterns are measured and compared with
computations in which the exact phase variations can be incorporated into the
code. The main lobe beam width and the side lobe levels for the fundamental
and second harmonic are compared.
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1.4 Scope of this dissertation
This dissertation is both theoretical and experimental in nature. In the the-
oretical work, the mean intensities for the fundamental and second harmonic
fields following distortion by a random phase screen are derived for a focused
Gaussian beam. Numerical computations of individual realizations, based on an
angular spectrum method, are performed to compare with the theoretical results
for expected values of the radiation patterns. Numerical investigations are also
performed for beams radiated by a focused circular piston source, for which we
lack analytical results. Experiments are reported for a random phase screen,
which are compared with the numerical model.
In Chap. 2 we review briefly the classical theories of linear wave propagation
through media with random phase variations. The emphasis is on introduction
of the phase screen model, which will be used throughout this disseration. In
Chap. 3 we discuss the model equations used for analysis and computation. The
KZK equation is used for the derivation of the statistical beam patterns. Use of
the KZK equation inherently restricts the analysis to cases of weak and forward
scattering. Our solutions are therefore subject to these constraints. Also in this
chapter, we discuss the numerical scheme used for all computations for individ-
ual realizations of phase screens. The numerical algorithm we use to calculate
both the fundamental and second-harmonic fields in these cases is based on cal-
culations of angular spectra. For calculations involving a 3D inhomogeneous
medium, which are presented in Chap. 5, we use a finite difference algorithm to
investigate the KZK equation numerically. All analytical and numerical solu-
tions are based on the assumption that the amplitude of the second harmonic is
small compared with that of the fundamental. This approximation is reasonable
in practice during THI.
In Chap. 4 the averaged beam intensities are derived for a focused Gaussian
beam perturbed by a single random phase screen. The scattered intensity in
the solutions is a function of phase variance and correlation length. Several
statistical properties of the scattered field can be deduced from the solutions.
Numerical simulations of Gaussian beam propagation through random phase
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screens are in good agreement with the statistical solutions. Effects of phase
variance, correlation length, and position of the screen are also discussed in this
chapter. A focusing quality factor is introduced to quantify the influence of phase
aberration.
In Chap. 5 the beam pattern radiated by a focused circular piston source is
investigated numerically. The dependence on phase variance, correlation length,
and screen positions is discussed. The results are compared with the predictions
for a Gaussian beam. In this chapter we also compare a multi-phase screen
model with the single phase screen model to investigate the difference in scat-
tering provided by a volume phase change (multi-phase screen model) and by a
lumped phase change (single phase screen model). Follow which is the discus-
sion regarding the validity of using a single screen model to approximate a 3D
inhomogeneous medium.
In Chap. 6 experiments are carried out on radiation from a focused piston
transducer that undergoes phase changes introduced by insertion of a plastic
plate with varying thickness that simulates an ideal phase screen. The plates
provide both regular and random phase perturbation patterns. Fundamental and
second-harmonic focal beam patterns are measured and compared to numerical
computations. The statistics of the scattered field observed in experiments are
discussed with reference to the theoretical results.
Finally, conclusions are presented in Chap. 7. The appendices expand on
portions of the derivations in Chaps. 3 and 4.
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Chapter 2
Review of classical theories
Wave propagation in inhomogeneous or random media has been studied exten-
sively in optics and acoustics. Most of the work is devoted to linear wave propa-
gation. A review by Soczkiewicz and Chivers36 discusses the most common meth-
ods used to study acoustic wave propagation in random media. These methods
include geometrical optics (ray theory), the Born approximation (or small per-
turbation theory), and Rytov’s approximation (or smooth perturbation theory).
The phase screen method is described by Uscinski.37 In each of these methods,
the sound speed and/or density of the medium fluctuate randomly. The statis-
tical behavior of the wave field, such as the fluctuation of the amplitude and
phase, the mean intensity, the correlation function, etc., are often the solutions
that are sought. In this chapter, we will briefly review these methods, and also
discuss their possibilities for extension to nonlinear propagation.
2.1 Geometrical acoustics (ray theory)
This method is widely used for high frequency or large scale wave propagation.38
Under the condition λz¿ l2, where λ is the wavelength, z is the observation
distance, and l is the length scale of inhomogeneity, ray theory can be applied.








∇ρ(R)·∇p = 0, (2.1)
in which c(R) and ρ(R) are the sound speed and density of the medium, p is
the acoustic pressure, and R = (x, y, z) is the 3D coordinate vector. In most
literature the density variations are neglected, and the last term is dropped from
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the equation. The last term does not affect the present discussion, and therefore
it is also neglected here.
It is conventional to discuss the solution of Eqn. (2.1) in the frequency domain,




qejωt + c.c., (2.2)
where ω is the angular frequency, q is a complex pressure, and c.c. denotes the
complex conjugate of the preceding terms. Equation. (2.1) thus becomes the
inhomogeneous Helmoholtz equation,
∇2q + k2n2(R)q = 0 . (2.3)






with c0 the reference sound speed (usually taken to be the mean sound speed of
the medium). The complex pressure q is often written in the following form:
q = A(R)e−jkΓ(R), (2.5)
where A(R) is the amplitude and Γ(R), called the eikonal, describes the wave-
front. By neglecting diffraction, ray theory results in an eikonal equation that
determines the ray path,
∇Γ·∇Γ = n2(R), (2.6)
and a transport equation that describes the change in amplitude along the ray
path,
2∇A·∇Γ + A∇2Γ = 0. (2.7)
From Eqns. (2.6) and (2.7), one can obtain the phase and intensity fluctuation
along the rays, the diffusion coefficient, and the angular distribution of the rays.40
Application of ray theory to nonlinear acoustic propagation was introduced by
Ostrovsky41 and developed extensively by several authors including Pelinovskii et
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al.42 and Rudenko et al.43,44 Consider the general form of Westervelt’s nonlinear










where β is the nonlinearity coefficient, and β, ρ, and c are functions of R. In
their analyses, the variations in density and nonlinearity coefficient are taken
into account. With the transformation
p = p(R, t′), t′ = t− Γ(R)/c0 , (2.9)
and for high frequency, the eikonal given by Eqn. (2.6) is obtained, together with
the new nonlinear transport equation



























where s is distance along the ray path, and D is the Jacobian of the transforma-
tion from Cartesian coordinates into ray coordinates.43
Equations (2.6) and (2.11) have been used to analyze sawtooth waves in
a smoothly varying inhomogeneous medium.43,44 The ray theory approach has
been used by a number of authors, including Blanc-Benon and Lipkins et al.,45
to study sonic boom propagation through turbulence.
Ray theory is successful in many problems, but since it does not account
for diffraction, it is not appropriate for analysis of beam propagation. To take
diffraction into account the following methods are introduced, which are also
very frequently encountered in the literature: the Born approximation, Rytov’s
approximation, and phase screen method.
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2.2 Born approximation
The Born approximation accounts for diffraction in inhomogeneous media. It
is used when relative changes in amplitude and phase are small over the entire
propagation path. In this case the sound speed fluctuation is small compared to
its mean value, and the inhomogeneous Helmholtz equation, Eqn. (2.3), is solved





= 1 + n′(R), (2.12)






∼O(n′)¿ 1 . (2.13)
The solution of Eqn. (2.3) can be written in the series form





∇2q(0) + k2q(0) = 0 (2.15)
∇2q(1) + k2q(1) = −2k2n′(R)q(0), (2.16)
∇2q(2) + k2q(2) = −2k2n′(R)q(1) − k2n′2(R)q(0), (2.17)
....
The 0th order solution q(0) satisfies the homogeneous wave equation. It is often
called the coherent field. The nth order scattered field is q(n), which is a correction
to q(0). The scattered field q(n) is an integral solution involving the medium
inhomogeneity. Multiple scattering can be included by evaluating higher-order
scattering terms, but usually only q(1) is calculated. The statistics of the scattered
field can be written as function of the statistics of n′(R).36,40












This equation is different from Eqn. (2.8) used in nonlinear ray theory. We
neglect the change of density and use mean density and mean sound speed in
the nonlinear term. Also, the nonlinearity coefficient β is assumed to be a con-
stant. This equation is thus a simplified form of Eqn. (2.8) that is convenient
for grouping terms according to their smallness. Equation (2.18) is valid un-
der conditions that the fluctuations of medium properties are small. To analyze
second-harmonic generation we let





jmωt + c.c., m = 1, 2, (2.20)
where p1 and q1 represent the real and complex fundamental pressures at fre-
quency ω, while p2 and q2 represent the second-harmonic pressures at frequency
2ω. Assuming |q2|¿ |q1|, we may substitute Eqns. (2.19) and (2.20) into Eqn. (2.18)
to obtain
∇2q1 + k2n2(R)q1 = 0, (2.21)




which can be solved sequentially.
The next step is to expand both q1 and q2 as in Eqn. (2.14). If we designate
qn as being O(ε
n), where ε is the acoustic Mach number (which is proportional
in magnitude to acoustic pressure), and designate n as being O(µ), then the
expansion and ordering terms appear as follows:
q1 ≈ q(0)1 + q(1)1 , q(0)1 ∼O(ε), q(1)1 ∼O(µε) ,





2 are the coherent fields for the fundamental and second har-
monic, respectively. They satisfy the homogeneous wave equations, i.e. Eqns. (2.21)–









2 , respectively. The scattering term q
(1)











∇2q(1A)2 + 4k2q(1A)2 = −8k2n′q(0)2 , (2.24)










2 accounts for scattering of the second-harmonic component generated
by the coherent field of the fundamental, and q
(1B)
2 is the second-harmonic com-
ponent generated by the nonlinear interaction of the coherent and first-order
scattered components of the fundamental field. The solution for q
(1)
2 , in prin-
ciple, can be carried out term by term, but it is quite tedious, even for plane
waves. To the author’s knowledge, no literature is available describing the use
of this method for analysis of nonlinear propagation.
2.3 Rytov approximation
The Rytov approximation46 is an extension of the Born approximation. It re-
quires the change of amplitude and phase over one wavelength to be small. In
this method, a new set of transformed wave equations and field variables is used
to formulate the problem. Starting from Eqn. (2.3), applying Rytov’s transfor-
mation to the pressure q,46 we write
q(R) = q0e
ψ(R) , (2.26)
with the constant q0 introduced as a reference amplitude. We arrive at the
nonlinear Riccati equation,
∇2ψ +∇ψ·∇ψ = −k2n2(R), (2.27)
where
ψ(R) = lnA(R) + iφ(R), (2.28)
with A(R) and φ(R) being the amplitude and phase variations of q(R). The
same perturbation method as used in the Born approximation can be used to
solve Eqn. (2.28):
ψ ≈ ψ(0) + ψ(1) + .....+ ψ(n), (2.29)
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where
∇2ψ(0) +∇ψ(0)·∇ψ(0) = −k2, (2.30)
∇2ψ(1) + 2∇ψ(0)·∇ψ(1) = −2k2n′ , (2.31)
....
Here ψ(0) is the unperturbed solution, and
ψ − ψ(0) = ln
∣∣∣∣∣ A(R)A0(R)
∣∣∣∣∣+ i[φ(R)− φ0(R)]. (2.32)
From Eqn. (2.32) we can see that ψ provides the statistics on the log amplitude
and the phase variations of the wave field. This method has been used for the
analysis of laser beam propagation through turbulent media.46,47 Rytov’s method
can also be extended to nonlinear propagation. The procedure is the same as
in Sec. 2.2, so it is not written out here. Again, the solution for the scattered
second-harmonic field is very tedious to evaluate, and we have not seen it used
in the literature.
2.4 Phase screen method
The phase screen method is often used for modeling random media.37 This theory
is not restricted to small fluctuations of properties of the medium. It can easily
include diffraction and multiple scattering. Compared to other methods, the
phase screen model provides a more clear physical picture of the process involved.
It is this method that we will use as the basis of our analysis in Chapter 4. The
classical description of this method is presented here.
As shown in Fig. 2.1, an extended random medium can be separated into
a series of slabs with thickness ∆z. The phase variations φ inside the slab is
projected onto a screen of zero thickness, situated in the center of the slab. The




n′(r, z′) dz′ , (2.33)
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where r = (x, y) is the 2D transverse coordinate vector. The extended medium
is thus approximated by a series of such screens. The phase screen approach
requires that the phase change over the length scale l of the inhomogeneity
(often referred to as the correlation length of the inhomogeneity) is small, and
the slab thickness ∆z is of order l. Under these conditions, the phase screens are
statistically independent of each other.37
Statistical equations describing the propagation of moments can be derived
directly from this model. The moments are statistical averages of the field quan-
tities. The first moment is
m1 = 〈q(r, z)〉 , (2.34)
where 〈·〉 means the ensemble average. This moment is often used to determine
wave attenuation due to scattering. The second moment has two forms, one of
which is
m2 = 〈q(r1, z)q∗(r2, z)〉 , (2.35)
which is referred to as the correlation function. With r1 = r2, m2 characterizes
the statistical intensity of the wave field. Another form of the second moment is
m′2 = 〈q(r1, z)q(r2, z)〉 . (2.36)
Other higher-order moments are defined in a similar way.
For plane wave incidence, differential equations can be derived for evolution
of the moments of the wave field at distances much greater than the correlation


























The variance µ is defined by
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Figure 2.1: An extended random medium with correlation length l can be mod-
eled as set of phase screens. (a) Continuous random medium between z1 and z2.
(b) Approximation of continuous random medium by discrete phase screens. (c)
Illustration of one phase screen representing slab of thickness ∆z.
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and
σn′(r1 − r2) =
∫ ∞
−∞
Cn′(r1 − r2, ξ) dξ (2.40)
is the 2D correlation function for the phase screen, obtained as an integral over
the following 3D correlation function for the medium:
Cn′(r1 − r2, z1 − z2) =
〈n′(r1, z1)n′(r2, z2)〉
〈n′2(r, z)〉 . (2.41)
The first term on the right-hand side of Eqn. (2.37) accounts for diffraction, and
the second term accounts for medium inhomogeneity. Statistical equations for
other moments can be found in the book by Uscinski.37
Without the diffraction operator and for plane wave incidence, the following



















〈|q|4〉 = q40 , (2.46)
where q0 is the pressure amplitude at z = 0. The exclusion of diffraction is
similar to applying ray theory, for which the propagation distance must satisfy
l¿ z¿ kl2, where k is the wave number. The lower limit is connected with
the definition of Eqn. (2.40), which requires the slabs in the medium shown in
Fig. 2.1(c) to be statistically independent of each other. Under this assumption
the solutions are valid. The solutions 〈q〉, 〈q2〉 and 〈q4〉 reveal exponential de-
cay with propagation distance. This decay is due to the incoherent addition of
the phase terms. As the wave propagates further, the scattered field becomes
stronger and the coherent field becomes weaker. The decay of the moments in-
creases with µ and σn′ . For the second moment, 〈|q|2〉 = 〈qq∗〉, we notice that it






From Eqn. (2.44), we have 〈I〉 = q20/2ρ0c20, a constant. The same is true for
the quantity 〈|q|4〉. These results indicate that the total energy of the wave
is conserved during propagation through a phase changing medium, but the
coherent energy decays, indicating that the scattered energy increases.
The phase screen method can also be extended to include nonlinear propa-
gation. Again, if we exclude diffraction, we may obtain the following equations





























From Eqn. (2.48) we can see that the 1st order moment for the second harmonic
involves second-order moments of the fundamental, and from Eqns. (2.49) and
(2.50) we see that its second-order moments involve fourth-order moments of the

















The solution for 〈|q2|2〉 has the same value as in the case of propagation in
homogeneous media. It is also proportional to the mean intensity. According to
Eqn. (2.53), phase perturbations do not change the total energy in the second
harmonic field under the conditions we investigated. For the moments of 〈q2〉 and
〈q22〉, at small z the nonlinear generation dominates and the moments grow with
distance, whereas at large z the scattering dominates and the moments decay.
This is different from the case for the moments of the fundamental, which decay
continuously in the z direction. The change in these moments along the z axis is
shown in Fig. 2.2. The maximum point of 〈q2〉 is at z = 1/2k2µ2σn′(0), and the
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maximum of 〈q22〉 is at z = 1/4k2µ2σn′(0). Because of the increase in scattering
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Figure 2.2: Change of fundamental and second-harmonic moments with distance
for a plane wave propagating through a random medium.
To the author’s knowledge, the solutions for the moments of the second-
harmonic field, given by Eqns. (2.51)–(2.53), are not available in the literature.
Although they are based on a simple model, they provide useful comparisons
with linear theory, as well as with solutions derived later for diffracting beams.
2.5 Discussion
As shown in this chapter, although classical theories are successful in solving lin-
ear wave propagation problems, the corresponding nonlinear propagation prob-
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lems prove to be much more difficult. Using Born’s or Rytov’s method to obtain
the scattered component of the second-harmonic field introduces many more
terms in the expansion. In the phase screen method, the statistical equation
governing the moments of the second-harmonic field involves higher-order mo-
ments of the fundamental wave. Although results were obtained for a plane wave,
the problem of beam propagation with diffraction is very difficult to solve. Even
in the linear case, it has been proved that no analytical solutions exist for the
fourth-order moments.37
In this dissertation we use a phase screen approach to analyze beam prop-
agation including diffraction and nonlinearity. Instead of deriving an equation
for the propagation of statistical moments, we express the mean intensity of the
second-harmonic field in an integral form similar to that encountered in Born’s
approximation. In the theoretical model, only one screen is considered, with the
remainder of the medium assumed to be homogeneous. An analytical expression
for the evolution of the mean intensity is obtained. In the plane wave limit, the
beam solution reduces to the plane wave solution given by Eqn. (2.53).
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Chapter 3
Integral and numerical descriptions of
second-harmonic generation in diffracting
beams
In this chapter we discuss in detail the nonlinear model equations used for both
theoretical and numerical analysis in later chapters. We have shown in Chap. 2
that Eqn. (2.18) can be used to model nonlinear wave propagation through inho-
mogeneous media, in which the sound speed varies continuously over the propa-
gation path. The theoretical predictions of propagation in inhomogeneous media
that follow in subsequent chapters are based primarily on the phase screen model
described in Sec. 2.4. The phase screen introduces a random phase distribution
across the beam in a plane at some distance from the source. At all other lo-
cations the medium is presumed to be homogeneous. Analytical and numerical
solutions in this case can be based on the wave equation for homogeneous media,
with effects of inhomogeneity introduced through appropriate boundary condi-
tions at the locations of the phase screens. The purpose of the present chapter is
to present the wave equation, together with its integral and numerical solutions,
for both the fundamental and second harmonic fields, to be used in later chapters.
These results have been reviewed by others,33,48–51 and therefore this section is
mainly a review of known theory. The results presented here will establish the
notation and specific formulations to be used in the present work.
Basically, two nonlinear wave equations are used in this dissertation. One
is the Westervelt equation,50 obtained from Eqn. (2.18) by letting c(R) be a
constant. Another is the KZK equation,33,50,52 which can be obtained from the
Westervelt equation by using the Fresnel approximation (or parabolic approx-
imation) of the diffraction term. The KZK equation has been used by several
authors to model nonlinear beam distortion in inhomogeneous medium.44,45 It
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will be used to derive integral solutions for the second-harmonic field in Sec. 3.1.
The numerical scheme for the phase screen model is an angular spectrum method
based on the Westervelt equation. The angular spectrum method has been used
to calculate the nonlinear field in a variety of problems involving diffraction.53–55
In Sec. 3.2, the angular spectra for the fundamental and second-harmonic fields
are derived, and their numerical implementations are discussed. For the numer-
ical scheme of beam propagation through a continuous inhomogeneous medium,
a time domain KZK algorithm is used. The time domain KZK algorithm ac-
counts for continuous 3D sound speed variations. This algorithm is introduced
in Sec. 3.3. In Chap. 5 this time-domain KZK code is used to simulate beam
propagation through a continuous inhomogeneous medium. The purpose is to
compare with the single screen model to discussed the validity of using a single
screen to approximate an extended inhomogeneous medium.
3.1 Integral solutions
The KZK nonlinear progressive wave equation is used as the basis of the integral
solutions presented in this section. It is an appropriate equation for directional
sound beams such as those considered here. The most important advantage
of using the KZK equation is that for radiation from a source with Gaussian
amplitude shading, closed-form solutions can be obtained for the fundamental
and second harmonic.49 Tractable integral solutions can be obtained for more
general cases.48,56,57 These advantages make the KZK equation suitable for the
basis of our analytical work. If inhomogeneity is included, the KZK equation is
valid provided energy is scattered mainly in the forward direction, and provided
the forward scattering is localized near the axis of the beam, such that the
condition of directional radiation continues to be satisfied. We thus exclude
the following two cases from consideration: First, in which the length scale of
the inhomogeneity is very small compared to one wavelength. In such cases,
the scattering is isotropic in all directions. Second, in which the sound speed
fluctuation is sufficiently large that strong scattered components are radiated at
large angles with respect to the beam axis. In the phase screen model we make
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the weak scattering assumption, and use of the KZK equation is justified.
The KZK equation describing a sound beam that propagates in the positive













+ Lt′(p) , (3.1)
where t′ = t − z/c0 is the retarded time, c0 is a reference sound speed, and
∇2⊥ = ∂2/∂x2 + ∂2/∂y2. The first term on the right-hand side of Eqn. (3.1) ac-
counts for diffraction, and the second term accounts for nonlinearity. Frequency
dependent absorption and the accompanying sound speed dispersion are repre-
sented by the third term, assumed to be a linear operator. For fresh water this
operator becomes Lt′ = (δ/2c
3
0)∂
2/∂t′2, where δ is the sound diffusivity of water
taking into account viscosity and thermal conductivity. For tissue, it is typically
characterized by the frequency dependence of an absorption coefficient obeying








Figure 3.1: Geometry for a sound beam. The source is located in the plane z = 0
with radius a, and propagation is along the z axis.
The solution of Eqn. (3.1) is sought in the form of the simple perturbation
p = p1 + p2 ,
where p1 represents the fundamental pressure, p2 represents the second harmonic,
and |p2| ¿ |p1| is assumed throughout the nonlinear interaction region. This
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+ Lt′(p2) . (3.3)
We now let49




jωnt′ + c.c. n = 1, 2 , (3.4)
where ωn = nω0 with ω0 the source frequency, and qn is the complex pressure
at frequency ωn. The vector r = (x, y) is in the plane perpendicular to the
propagation axis z. Thus the reference sound speed c0 in Eqns. (3.1)–(3.3) is
taken to be the sound speed at source freqnecy ω1 = ω0, i.e. c0 = c1. In
general, the effect of the operator Lt′ on retarded time t




jωnt′ , α̃n = αn + jωn(c
−1
n − c−11 ) . (3.5)
The real part αn is the absorption coefficient at frequency ωn, and the imaginary
part is associated with sound speed dispersion, where cn is the phase speed at
frequency ωn.

















where k = ω0/c0.
We consider the case of radiation at frequency ω0, in which case the boundary
conditions are
q1(r, 0) = q10(r), q2(r, 0) = 0 , (3.8)
where q10(r) is a complex source function determining the amplitude and phase
distribution in the plane z = 0. A random phase distribution corresponds to the
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presence of a phase screen immediately in front of the source. The solution for















and the solution for q2 is
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+ (α̃2 − 2α̃1)z′
]
dz′ , (3.11)
with r2c = rc·rc, r2d = rd·rd. Note that solution q2 is expressed as an integral over
the source function q10, i.e., the solution for q1 is not needed to determine q2,
even though the second harmonic is generated by the cumulative distortion of
the beam as it propagates. This simple formulation is due to the fact that the
propagation path is taken to be through a homogeneous medium.
If the medium is tissue, the absorption coefficient is approximately propor-
tional to frequency, i.e., α2≈ 2α1. The corresponding sound speed dispersion is
then very weak, with the difference between c2 and c1 being less than 1% in the
low MHz range.60 This means that in tissue α̃2≈ 2α̃1, and the term (α̃2− 2α̃1)z′
in Eqn. (3.11) can be neglected. The solution for q2 can then be reduced to









































From Eqns. (3.9)–(3.12) we see that the tissue absorption and dispersion
appear only in the exponential terms outside the integral. Except for decreasing
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the overall amplitude, they have no effect on the beam pattern. A simulation was















Using the parameters given in the literature,6 α0 = 0.03 Np/cm, f1 = 1 MHz,
η = 1.3, c1 = 1570 m/s, we find that the resulting beam patterns for the fun-
damental and second harmonic field are indistinguishable from when absorption
and dispersion are not considered. The only difference is the overall decrease in
amplitude when absorption and dispersion are considered. Therefore in tissue, if
we are only interested in the beam pattern distortion, we can neglect the effects
of absorption and dispersion, and α̃n is set to zero in all equations and solutions
that follow.
For an axially symmetric beam, and for α̃n = 0, Eqn. (3.12) can be written
as

































where g = r21 + r
2
2 + 2r1r2 cos Φ, and J0 is the 0th order Bessel function. Equa-
tion (3.15) is equivalent to Eqn. (8) of Berntsen et al.48 Closed form expressions
for q1 and q2 can be derived for Gaussian beams
49 from Eqns. (3.9) and (3.12),
respectively.
3.2 Angular spectrum method
Several numerical schemes have been developed for solving the KZK equation.
They include the frequency-domain algorithm first developed by Aanonsen et
al.,61 which is convenient for periodic signals, and the time-domain algorithm
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developed by Lee and Hamilton,62 which is suitable for pulses and random wave-
forms. Later Christopher and Parker63 improved the frequency-domain approach
by avoiding the parabolic approximation and accounting for full diffraction by
incorporating the Kirchhoff-Helmholtz integral. These algorithms were devel-
oped originally for axisymmetric sound beams. Extensions of the KZK codes
to nonaxisymmetric sound beams were developed in the frequency domain by
Kamakura et al.,64 and Baker et al.57 and in the time domain by Averkiou and
Khokhlova.32
Another numerical scheme, developed by Landsberger and Hamilton,54 ac-
counts for full diffraction during the process of second-harmonic generation in
sound beams reflected from and transmitted through interfaces. Their numeri-
cal scheme propagates the angular spectrum of the field using integral solutions
obtained by Tjøtta et al.59,65 This angular spectrum method was first introduced
by Alais and Hennion53 to analyze sum- and difference frequency generation by
a parametric array. The advantage of this approach is that, like Eqn. (3.12), the
second-harmonic field at an arbitrary distance requires only a single calculation
based on the primary wave field in the source plane. However, use of the an-
gular spectrum makes the numerical computation more efficient, and moreover
one is not restricted to the parabolic approximation. This numerical scheme is
therefore suitable for calculations incorporating phase screens.
To set up the numerical scheme, we first define the angular spectrum of a
complex pressure field. The angular spectrum Qn is obtained by taking the 2D







qn(r, z) exp(−jκ·r) dr, (3.16)
where κ = (kx, ky) is the wave vector in the (x, y) plane. The inverse Fourier








Qn(κ, z) exp(jκ·r) dκ . (3.17)
Equation (3.17) indicates that any pressure field qn(r, z) can be represented as a
group of plane waves. The angular spectrum Qn(κ, z) is identified as the complex
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amplitude of a plane wave traveling in the direction defined by the wave vector
(κ, kz), where kz is the wavenumber in the z direction:
kz =
√
k2 − κ2 , (3.18)
with κ = |κ|. Any plane wave for which kz is real is a propagating wave, whereas
imaginary kz corresponds to an evanescent wave. In the parabolic approxima-
tion, κ2¿ k2 is assumed, and kz is given by the first two terms in the binomial
expansion of Eqn. (3.18):




This approximation can therefore be used only for wave fields with narrow angu-
lar spectra, which is consistent with the restriction on use of the KZK parabolic
wave equation.
We now review very briefly the main features of the numerical algorithm in
order to point out parameters that are important for computation. Reference is
made to parameters that are incorporated for numerical results presented later.










Substitution of Eqn. (3.4) yields, in place of Eqns. (3.6) and (3.7),
∇2q1 + k2q1 = 0 , (3.21)




These equations are the same as Eqns. (2.21) and (2.22) in Chap. 2 when the
latter are applied to a homogeneous medium [n(R) = 1]. The boundary con-
ditions for q1 and q2 are given by Eqns. (3.8). In the following discussion, the
wavenumber kz associated with q1 is denoted by k1, and when associated with q2
it is denoted by k2. Taking the Fourier transform of Eqn. (3.21) and considering
wave propagation in the positive z direction, one arrives at the solution




where Q10 is the spectrum of the source function q10, and
k1 =
{√
k2 − κ2, k2≥κ2 ,
−j
√
κ2 − k2, k2 < κ2 . (3.24)
Numerical implementation of Eqn. (3.23) is straightforward. The angular
spectrum Q10(κ) is obtained by taking the 2D FFT of the source function q10(r).
The FFT algorithm requires the function q10 to be sampled above the Nyquist
rate in both the x and y directions, i.e.,
∆x ≤ 1
Bx
, ∆y ≤ 1
By
, (3.25)
where ∆x, ∆y are the sampling intervals in the x, y directions, and Bx, By are
the bandwidths that Q10(κ) projects on the kx, ky axes, respectively. In all com-
putations we chose ∆x = ∆y. The sampling interval ∆x (or ∆y) determines the
spectral range, i.e., the computation range of κ is defined by [±kxmax,±kymax],
where
kxmax = max(|kx|) = π/∆x, kymax = max(|ky|) = π/∆y. (3.26)
The range of κ affects the discretization of the function exp (−jk1z).55 The
variation of this exponential as a function of κ, for |κ| < k (propagating waves),






As κ increases toward k, |dk1/dκ| increases to infinity, and the oscillation of the
exponential reaches infinity at κ = k. The kx and ky for which κ = k defines what
is called the radiation circle. Outside the radiation circle the function exp (−jk1z)
decays exponentially. This is shown graphically in Fig. 3.2(a), where the real part
of the exponential is plotted versus κ/k for an unfocused piston with ka = 50 (a
is the piston radius), and z is at Rayleigh distance z0 = ka
2/2.












A different numerical scheme must be used for κ > k.55 In all of our cases, i.e., for
a high-frequency ultrasound beam (large ka), κ always falls inside the radiation
circle.
In principle, we need to satisfy both Eqn. (3.25) in the spatial domain and
Eqn. (3.28) in the spectral domain. However, to satisfy Eqn. (3.28) requires
many more sample points than necessary. For an unfocused piston source with
ka = 50, at z = z0, the function exp (−jk1z) and the spectrum Q10(κ) are
plotted in Fig. 3.2(a) and (b). As indicated in Fig. 3.2(a), the phase oscillation
is slow when |κ/k| is small, and becomes faster when |κ/k| increases. From
Fig. 3.2(b) we see that |Q10| becomes small when |κ/k| becomes large. The
angular spectrum Q10 indicates that most of the energy is confined to small
transverse wavenumbers, i.e., along axis of the beam. Equation (3.28) requires
the exponential to be sampled above the Nyquist rate for every point in the κ
domain. At the edge of this domain, however, Q10 becomes negligibly small, such
that even if exp (−jk1z) is undersampled near the edge, the aliasing introduced



























Figure 3.2: (a) Plot of the real part of e−jk1z vs spatial frequency κ/k at distance
z = z0. (b) The spectrum Q10 for an unfocused piston with ka = 50.
Take the same source as an example. The beam pattern is to be calcu-
lated at z = z0. The spatial discretization according to Eqn. (3.25) is chosen
as ∆x = ∆y = 0.1a, which sets the range of the dimensionless spectrum κa
as (±30.9,±30.9). Equation (3.28) requires the spectrum discretization to be
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∆(kxa) = ∆(kya) ≤ 0.06. At this rate, we need 1024 × 1024 points to sam-
ple exp (−jk1z) and Q10(κ). Moreover by using 512 × 512 samples, for which
∆(kxa) = ∆(kya) = 0.12, the resulting aliasing error is negligible, and the beam
pattern is no different from the one obtained with 1024 × 1024 samples. Fig-
ure 3.3 shows the two beam patterns corresponding to the 512 × 512 samples
(solid line) and 1024 × 1024 samples (dashed line). They are found to be in-
distinguishable in the region of interest. Hence, in the later calculations, the















Figure 3.3: Plots of beam patterns at z = z0 for an unfocused piston source using
two spectrum discretizations. Dashed line: Nyquist rate of ∆(kxa) = 0.06, Solid
line: ∆(kxa) = 0.12.
spectrum sampling rate is determined by the criterion that when doubled, no
differences are observed. It is found that this rate can be reduced to about one
third or one half of the rate required by Eqn. (3.28). This can save considerable
computation time and memory.
The angular spectrum for the second harmonic can be obtained by apply-
ing the Fourier transform directly to Eqn. (3.22). This method yields a result
equivalent to Eqns. (39) and (40) of Landsberger and Hamilton.54 A detailed





∫ ∫ Q10(κ− κ′)Q10(κ′)[e−j(kA+k1−k2)z − 1]
(kA + k1 − k2)(kA + k1 + k2)
dκ′ , (3.29)
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where kA = k1(κ− κ′), and k2 is
k2 =
{√
4k2 − κ2 , 4k2≥κ2 ,
−j
√
κ2 − 4k2 , 4k2 < κ2 . (3.30)
Similar formulations of Eqn. (3.29) have also been presented by Alais and Hen-
nion53 and by Naze Tjøtta and Tjøtta.65 Notice in Eqn. (3.29) that when kA+k1 =
k2,
e−j(kA+k1−k2)z − 1
kA + k1 − k2
= −jz .
The sampling rate of Q10(κ
′) and the exponential terms should be doubled, since
they involve multiplication.
Following the same procedure we can also derive the corresponding angular
spectra for the KZK equation, Eqns. (3.6) and (3.7) (with α̃1 = α̃2 = 0). The
spectra Q1 and Q2 are








































Once Q1 and Q2 are obtained from Eqn. (3.23) and (3.29), the complex pressures
q1 and q2 are obtained through the inverse Fourier transform in Eqn. (3.17).
If the complex pressure in the source plane has a second-harmonic compo-
nent, then its propagation obeys a linear diffraction law. The radiated second-
harmonic associated with this source condition can be obtained using Eqn. (3.23)
by replacing k1 with k2. The total second harmonic pressure at the target plane is
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composed of the linear propagation part and the nonlinear generation by the fun-
damental wave radiated from the source, which is computed through Eqn. (3.29).
As mentioned before, the angular spectrum method is particularly suitable for
phase screen calculations. Since the medium between the screens is homogeneous,
only one calculation is needed to numerically propagate the field between screens.
If medium inhomogeneity continuously varies over the propagation path, the
angular spectrum approach is unsuitable, and a time domain KZK algorithm is
used for this type of simulation. It is a marching algorithm and can incorporate
continuous sound speed changes. This algorithm is discussed in the next section.
3.3 Time-domain KZK algorithm
The methods described in Sec. 3.1 and 3.2 are appropriate when modeling in-
homogeneity by one or just a few phase screens, because the algorithms apply
fundamentally to propagation in homogeneous media. Inhomogeneity enters only
through boundary conditions. For continuously inhomogeneous media, and when
nonlinearity is included, it becomes necessary to march through the medium in-
crementally, introducing diffraction and scattering at each step in the calcula-
tions. For this approach, it is most convenient to use the KZK equation, for
which numerical solution algorithms are available. For weakly inhomogeneous
























where c′(r, z) = c(r, z)− c0 is the sound speed fluctuation.
The effect of random inhomogeneity entering through c′(r, z) ensures that
radiation from an axisymmetric source cannot remain axisymmetric. Therefore
a fully 3D algorithm must be used to solve this equation. The algorithm we
began with is one developed by Averkiou and Khokhlova32 for radiation from
asymmetric (e.g., rectangular) sources in homogeneous media. Theirs is a time-
domain algorithm that generalized the axisymmetric code developed by Lee and
Hamilton.62 These algorithms march forward in time including diffraction, ab-
sorption, and nonlinearity separately at each step in the z direction. Finite
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difference methods evaluate the diffraction and absorption terms, and an ana-
lytical solution is used to evaluate the nonlinear term. The computation region
is a rectangular tube defined by −xmax≤x≤xmax, −ymax≤x≤ ymax. The di-
mensions xmax and ymax must be sufficiently large that reflections from these
boundaries do not affect the solution in the region of interest.
We modified Averkiou and Khokhlova’s code to include the last term in
Eqn. (3.33). Like the other effects, inhomogeneity is included independently
at each step. This effect is included analytically. Without the diffraction, ab-









The analytical solution of Eqn. (3.34) is, in parametric form,






where f is an arbitrary function of time. Equation (3.35) indicates that the
inhomogeneity advances or delays the waveform by time ∆t. Therefore, we only
need to shift the waveform by that amount during each propagation step. The
numerical implementation of shifting the waveform is outlined as follows. Sup-
pose the time base t′ is discretized to have time interval δt′ = t′i − t′i−1, as in
Fig. 3.4. The amount of time to be shifted during propagation from k∆z to
(k + 1)∆z, with ∆z the step size in z axis, is expressed as






where M is an integer number, and 0≤∆ξk≤ δt′. The shift of Mδt′ can be
realized by moving the samples of the waveform by M points along the time
axis. The shift of ∆ξk is realized by interpolating the waveform on a new time





(pki+1 − pki ) + pki
]
, (3.37)





where pk+1i is the pressure at propagation distance z = (k + 1)∆z, and at time
t′ = iδt′. The constant C is a correction factor to compensate for the numerical







Figure 3.4: Interpolation of time waveform to realize a fractional time shift ∆ξk.
The inclusion of the inhomogeneity term in time domain KZK code was
checked by comparison to an analytical solution obtained for linear propagation
of an unfocused Gaussian beam through a medium that has a parabolic sound
speed variation in the transverse direction, i.e., c′(r, z)∝ r2. This medium creates
a waveguide that periodically modulates the beam pattern and its axial ampli-
tude along the propagation direction. Figure 3.5 shows the comparison of the
analytical axial pressure68 with the computation result using the KZK code for
Eqn. (3.33) with δ = 0 and β = 0. The close agreement between the analytical
result and the computations verifies the algorithm for solving the KZK code with
inclusion of the inhomogeneity term. In Chap. 5 this code is used to model beam
propagation through an extended inhomogeneous medium.
3.4 Summary
The integral solutions, Eqns. (3.9) and (3.12), derived in this chapter form the
starting point for the derivation of statistical perturbation solutions in Chap. 4.
The analytical results are compared to the numerical realizations based on angu-
lar spectrum method. Since the angular spectrum method includes full diffrac-
tion, it is valid for cases in which scattering from inhomogeneities is strong, and
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Figure 3.5: Analytical (dashed line) and computational (solid line) axial pres-
sures amplitude for Gaussian beam propagation through a medium that has a
parabolic sound speed variation in the transverse plane.
therefore it can be used to assess the accuracy of the statistical perturbation solu-
tions derived under conditions of weak scattering. The KZK code which includes
3D sound speed variations lays the ground work for analysis of scattering due
to an extended inhomogeneous medium. This analysis is important for assessing
the phase screen approximation that we use throughout the dissertation.
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Chapter 4
Statistical solution for scattering of a Gaussian
beam by a phase screen
In this chapter we employ a phase screen model and the field integrals in Sec. 3.1
to develop a statistical model for second-harmonic generation in a sound beam
that propagates through an inhomogeneous layer. Of particular interest is the
expected value of the intensity beam pattern after propagation through a thin
layer just in front of the source transducer. This result is applicable to tissue
harmonic imaging, the geometry for which is depicted in Fig. 4.1(a). The body
wall layer adjacent to the transducer is modeled by the phase screen depicted
in Fig. 4.1(b). The function φ(r) that characterizes the screen is defined in
Eqn. (2.33). Its variation in the x-y plane is illustrated with the gray scale in
Fig. 4.1(c), and its statistics shall be described by its variance σ and spatial
correlation length l, with a zero mean. These statistics may be obtained, for
example, from the measurements provided by Hinkelman et al.22 Except for
the phase screen, the remainder of the propagation path is assumed to be in a
homogeneous medium.
Our theoretical model is similar to the classical phase screen method de-
scribed in Sec. 2.4, except that it is simplified to only one screen. The method
for determining the scattered component of the second-harmonic field is similar
to the method used in the Born approximation. Under the weak scattering as-
sumption (|φ(r)|¿ 1), the total field separates into a coherent component and
a scattered component. The terms associated with scattering can be written as
integrals involving φ(r). Based on this model we can derive the ensemble aver-
aged second-harmonic intensity (second moments) as a function of the statistics
of φ(r) for a source with a Gaussian amplitude profile. This derivation is carried
out in Sec. 4.1. From the statistical solutions, the evolution of the scattered
















Figure 4.1: Single phase screen model for analysis of nonlinear propagation
through a body wall layer.
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agation axis, can be analyzed.
In Sec. 4.2 the derived solutions are simplified by evaluating them in the focal
plane. Statistical properties of the beam intensity are discussed in this section.
In Sec. 4.3 the focused beam solutions are compared with direct numerical simu-
lations to test their validity. In Sec. 4.4, following Tabei et al.,35 we introduce a
focusing quality factor to quantify the influence of the phase screen on the beam
patterns. The parameter indicates the amount of energy that is scattered away
from the propagation axis due to the presence of the phase screen. In Sec. 4.5
the weak scattering condition required by the statistical solution is assessed by
comparing with direct numerical simulations.
The analysis in Secs. 4.1–4.5 is based on the geometry in Fig. 4.1, in which
the phase screen located directly in front of the radiating transducer. In Sec. 4.6
this restriction is relaxed, and the statistical solution is generalized to account for
a phase screen positioned an arbitrary distance away. The cost of generalization
is an increase in complexity, which involves matching individual solutions for
the fields on the two sides of the phase screen. The resulting solution is used to
investigate the effect of distance between source and phase screen on the expected
values of the intensity beam patterns.
4.1 Statistical solutions for a Gaussian source
In this section we derive the statistical solutions for the intensities of the funda-
mental and second-harmonic components in a Gaussian beam with the random
phase screen located directly in front of the source. In this case one may think
of a random phase φ(r) being applied to the source itself, with the remaining
propagation medium taken to be homogeneous. The source function q10(r) in
Eqn. (3.8) is taken to be











where p0 and a are the pressure amplitude and radius, respectively. The coeffi-
cients A and B account for amplitude and phase shading, specifically,
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A = 1, B = 0, unfocused beam (4.2)
A = 1, B = G, focused beam (4.3)
where G = ka2/2d is the focusing gain, and d is the distance to the focal plane.
The purpose of introducing this notation here is that for a phase screen located
some distance away from the source, the coefficients A and B become coefficients
that depend on this distance. Separation between the source and phase screen is
considered in Sec. 4.6. Introducing A and B here facilitates that investigation.
Because of the random nature of φ(r), the phase of the wave front radiated
by the source becomes partially incoherent. We assume that φ(r) obeys the
following statistics:
〈φ(r)〉 = 0 , (4.4)










That is, φ(r) possesses a mean value of zero, variance σ, and Gaussian correlation
function Cφ(r1, r2). The correlation length is l. Since φ(r) accounts for all phase
fluctuations accumulated in the tissue layer, its variance can be obtained from
Eqn. (2.33) using the definitions in Eqns. (2.39)–(2.41):
σ2 = k2µ2Lσn′(0) , (4.7)
where L is the thickness of the layer. Equations (4.4)–(4.6) identify φ(r) as a ho-
mogeneous, isotropic random process in space. Isotropy of the phase fluctuation
caused by human body wall has been observed in experiments.22,26
We now seek an ensemble averaged beam intensity (or second moment) for















We start with Eqn. (3.9), neglecting the absorption and dispersion coefficients.



















































〈exp[jφ(r1)− jφ(r2)]〉 dr1dr2 . (4.11)
Further progress can be made analytically by supposing the phase perturba-
tion to be small. For |φ|¿ 1 and σ2¿ 1, the expected value in Eqn. (4.11) can
be expanded in the following series:

















Thus 〈I1〉 can be separated into two integrals. One integral involves 1−σ2. This
part is called the coherent field, and it yields the same beam pattern as if no
phase distortion occurs. The second part involves integration of the exponential
function in Eqn. (4.12). This part is the scattered term, and it broadens the
beam pattern. The scattered beam radius is directly related to the correlation
length l. Substitution of Eqn. (4.12) into (4.11) yields


























We note the new parameter
ν = a/l (4.16)
that appears in Eqn. (4.15). The ratio of source radius to phase correlation length
is the dimensionless quantity that characterizes the effect of inhomogeneity.
For ν = 0, Eqns. (4.14) and (4.15) reveal that Isc1 = I
coh
1 , and therefore
〈I1〉 = Icoh1 from Eqn. (4.13). The quantity Icoh1 corresponds to the intensity
field that would be observed in the absence of the phase screen, and hence it
is referred to as the coherent field. Its coefficient (1 − σ2) accounts for energy
loss from the coherent field to the scattered field, represented by Isc1 . The total
energy is conserved in Eqn. (4.13), as shown by integrating the intensity across






The energy in the beam is thus independent of distance from the source. From
Eqns. (4.14) and (4.15) we see that both the coherent and the scattered beam
have a Gaussian profile in the transverse plane. The width of the scattered beam
is greater than that of the coherent beam. The larger the value of ν is, the wider
will be the scattered beam. Larger ν corresponds to smaller l, meaning that the
phase is less coherent in space, which results in broadening of the beam.
The same expansion of the intensity as in Eqns. (4.13)–(4.15) has appeared
in the work of Clarke69 on propagation of a Gaussian laser beam through a
turbulent atmosphere. No phase screen approximation is made in his analysis,
and the entire space between the source and receiver is occupied by the randomly
inhomogeneous medium. The beam was unfocused, which corresponds to setting
A = 1 and B = 0 in our equations. In place of Eqn. (4.13), his expression for
the mean intensity is his Eqn. (47):69
〈I〉 = e−σ2I0 + Is . (4.18)
Here, σ is again the variance of the phase fluctuations in the medium, as given by
Eqn. (4.7) but now with L being the total path length from source to receiver.
The quantity I0 is the intensity of the coherent field. In our notation, it is
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equivalent to Eqn. (4.14) with A = 1 and B = 0. The mean scattered intensity

























×{exp[σ2Cφ(ξ, η)]− 1}dξdη (4.19)
when expressed using our notation, where Cφ is the phase correlation function in
Eqn. (4.6). In contrast with our analysis, the coherent and scattered intensities
in Clarke’s analysis may be of the same order. When the path length L is short
enough to make σ2¿ 1, expansion of the exponential in Eqn. (4.18) yields
〈I〉 = (1− σ2)I0 + Is , (4.20)
























If a Gaussian correlation function is assumed for Cφ(ξ, η) as in Eqn. (4.6),
Eqns. (4.20) and (4.21) become equivalent to Eqns. (4.13) and (4.15) with A = 1
and B = 0. Our result is thus the limiting form of Clarke’s result for a layer that
is sufficiently thin, or a phase perturbation that is sufficiently weak, that σ2¿ 1.
In this limit, the mean intensity of the scattered radiation is a small correction
to the intensity of the coherent radiation.
To obtain the solution for the second-harmonic intensity 〈I2〉, we begin by



























































which requires integration over the fourth-order moment of the source function.
Substitution of Eqn. (4.1) in (4.22) yields an expression for what is formally a
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ten-dimensional integral, counting two-dimensions for each vector and recalling
the definition of the exponential integral E1 in Eqn. (3.13). An expansion similar
to that in Eqn. (4.12) is used again to permit integration over the phase φ. Even
with this substitution, we have so far been unable to evaluate every integral.
As shown in App. B, the assumption of small φ and σ2, followed by extensive
manipulation, permits Eqn. (4.22) to be expressed as














A2 + (B − ka2/2z)2
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 (ν2A2k2a4/z2)(r2/a2)M(t1, t2) [A2+(B−ka2/2z)2]
 .(4.26)

















+ Aν2 , (4.27)
η1(t1) = A− jB +
jka2t1
2z




A two-dimensional integral thus remains in the expression for Isc2 . Each of the
three components Icoh12 , I
coh2
2 , and I
sc
2 is a real and positive function. The total
field 〈I2〉 is the combination of Eqns. (4.23)–(4.28).










〈I2〉 = Icoh12 . (4.30)
For this reason we label the first component Icoh12 , because it is the second-
harmonic intensity field in the absence of a phase screen. This notation is con-
sistent with that used for the intensity of the primary beam, Eqn. (4.13). The
terms Icoh1 and I
coh1
2 do not depend on ν and σ. Unlike Eqn. (4.13), however,
Eqn. (4.23) contains a second term associated with the coherent field, labeled





the same dependence on r and thus describe the same radiation pattern at any
distance from the source. The integral of σ2(2Icoh12 + I
coh2
2 ) across the beam is
therefore the energy that is removed from the field that would have existed in
the absence of the phase screen. However, it does not equal the integral of σ2Isc2
across the beam. That is, there is no simple energy conservation law relating
the coherent and scattered components, as there is in the primary field. Energy
considerations are discussed in greater detail in Sec. 4.2.
The main focus shall be on the scattering term Isc2 . The 2D integrals must
be performed numerically. The integrand decays with increasing t1 or t2, and
therefore the upper limits t1 and t2 can be approximated by tmax, with tmaxÀ 1.
The integral converges as tmax→∞. The solution Isc2 changes the beam pattern of
the second harmonic due to scattering. The exponential term outside the integral
describes the transverse beam profile in the absence of the phase screen. This is
the same exponential that appears in Icoh12 and I
coh2
2 . The integral accounts for
the beam broadening due to scattering. Numerical calculation shows that the
scattered beam does not possess a Gaussian profile in the transverse plane. This
is different from the case of linear scattering, where the scattered beam always
possesses a Gaussian shape. The shape of the scattered beam for the second
harmonic has no analytical expression.
We may also compare with the simple phase screen results presented in
Sec. 2.4. To obtain the plane wave limit, we first set A = 1 and B = 0 ac-
cording to Eqn. (4.2) to eliminate focusing in the beam, and then set a→∞.
For propagation distances z¿kl2, where it is valid to ignore the diffraction, the
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solution of 〈I2〉 reduces to Eqn. (2.53).
In the next section, the solution for 〈I2〉 is evaluated for the case of a focused
Gaussian beam. For simplicity, the focal plane is taken as the target plane.
4.2 Focused Gaussian source
For a focused Gaussian source, we set A = 1 and B = G as given in Eqn. (4.3).
The propagation distance z is normalized by focal distance, ζ = z/d, and the
transverse radial coordinate is normalized by source radius, ρ = r/a. Substitut-
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+ ν2 , (4.35)
η1 = 1− jG+
jGt1
ζ










0. Special interest in this case is the beam pattern in the
focal plane, where ζ = 1. Equations (4.31) and (4.32) become



























































+ 1 + ν2 ,
η1 = 1− jG+ jGt1 , η2 = 1 + jG− jGt2 .
Numerical evaluation of the integral in Eqn. (??) is performed by choosing
an upper limit tmax = 400 for t1 and t2. This upper limit provides sufficient
accuracy. Equations (4.37) and (4.38) show that with fixed G, the scattered
beam profiles for the fundamental and second harmonic depend only on ν. This
dependence is shown in Fig. 4.2. The value ν = 0 represents the beam pattern
in the absence of a phase screen. The focal gain of the source is chosen to be
G = 10. The scattered beam patterns for linear propagation at twice the source
frequency are also included for comparison. This comparison emphasizes the
difference between the second harmonic generated nonlinearly by a beam with
frequency f , and linear radiation from the same source and under the same
conditions at frequency 2f . Double the source frequency results in double the
focal gain, keeping the focal length the same. For example, if the focusing gain
is chosen to be G = 10 at frequency f , the value of the gain is 20 for linear
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linear f nonlinear 2flinear 2f
Figure 4.2: Normalized focal beam patterns for the scattered field of (a) linear
f , (b) linear 2f , (c) nonlinear 2f beams as a function of ν (G = 10 for linear f
beam).
radiation at frequency 2f . Also, from Eqn. (2.33) one can see that the phase
change doubles at frequency 2f . The scattered beam pattern associated with the
linear radiation at frequency 2f can be obtained from the last term in Eqn. (4.37)
by setting G = 20 and doubling the variance σ. In the following discussion, the
fundamental component with source frequency f is called the “linear f” beam,
the nonlinearly generated second harmonic is called the “nonlinear 2f” beam,
and the linear second-harmonic component with source frequency 2f is called
the “linear 2f” beam. All scattered beam profiles in Fig. 4.2 are normalized to
their on-axis value and are plotted in the same dynamic range, from 0 to −80
dB.
From Fig. 4.2 we can see that for the same value of ν, the scattered beams are
narrower for the linear 2f and nonlinear 2f beams than for the linear f beam.
The shorter wavelength at frequency 2f accounts for their narrower beam width.
For small ν (ν = 1, 2), the scattered beam width is roughly the same for the
linear 2f and nonlinear 2f beams. When ν becomes large (ν = 5), the linear 2f
beam has a larger scattered beam width than the nonlinear 2f beam.
Whereas Icoh12 and I
coh2
2 have Gaussian beam profiles, I
sc
2 depends on the
integral in Eqn. (4.38). To assess the extent to which the profile of Isc2 deviates
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from Gaussian we introduce the following shape factor for the scattered beam:









For beam profiles given by exp(−4G2ρ2) as exhibited by the expressions for Icoh12




2 =1, a constant. The variation of C
sc
2 with
ρ thus indicates the extent to which Isc2 deviates from exp(−4G2ρ2). Curves for
Csc2 are plotted in Fig. 4.3(a) for different ν. For fixed ν, C
sc
2 decreases as ρ
increases. Observe first that the smaller the shape factor, the wider the beam.
Deviation from a Gaussian profile is determined by the derivative of Csc2 , shown
in Fig. 4.3(b). It is seen that the deviation from Gaussian occurs near the axis,
and it increases with ν.





























Figure 4.3: The shape factor Csc2 (a) and its derivative (b) for second-harmonic
scattering with different values of ν.
We now consider axial propagation curves as functions of both ν and σ.
In Fig. 4.4 the axial curves for the scattered field Iscn (dashed lines) and the
total field 〈In〉 (solid lines) are plotted for the fundamental (n = 1) and second
harmonic (n = 2) for different values of σ and ν. The increase in scattering with
increasing σ is readily seen from this figure. In all of the plots the axial curves
are normalized to the maximum value of the total field. The focal plane is at
ζ = 1.
From Fig. 4.4 we see that the scattered fields increase with σ for both the




























































































Figure 4.4: Comparison of axial intensity of the total field 〈In〉 (solid lines) with
contribution due to the scattered field Iscn (dashed lines) for the fundamental (first
two rows) and second harmonic (second two rows), for a focused Gaussian beam
with gain G = 10, and for different combinations of the statistical parameters of
the phase screen: σ = 0.1, 0.2, 0.3 (organized by columns) and ν = 2, 5 (organized
by rows).
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dependence than the fundamental. For the second harmonic, the total and scat-
tered axial fields are much less in the pre-focal region compared to the funda-
mental since there is little nonlinear generation in this region. It is also apparent
from this figure that for fixed σ, the second harmonic seems to possess higher
axial scattered pressure relative to the total axial pressure in comparison with
the fundamental. However, this does not mean that second-harmonic scattering
is strong. As will be shown later, it indicates that the scattered field tends to
concentrate more along the beam axis for the second harmonic than for the fun-
damental. This is consistent with observations of the linear field. For example,
for fixed σ, the scattered energy stays the same for different ν, but for ν = 2,
the axial intensity of the scattered field is larger than for ν = 5. This is because
for ν = 5 the scattered field tends to spread out more in the transverse plane,
and hence decrease its axial field amplitude. For the same reason, the scattered
axial intensity for ν = 2 is higer than for ν = 5 of the second harmonic field.
Another observation of Fig. 4.4 is that there is almost no change in the total
field with respect to σ and ν. Since the scattered field is a small perturbation,
its effect on the total field is insignificant on a dB scale. The total field is
nevertheless shown in each figure to provide a point of reference. However, the
axial distribution of the scattered field is quite different for different ν. For the
second harmonic, the maximum amplitude in the scattered field is at the focus.
Since the generation and scattering of the second harmonic occurs in a region
bounded by the fundamental beam, and they are approximately proportional to
the fundamental amplitude squared, their amplitudes increase toward the focus.
Both the total and scattered fields of the second harmonic are strongest in the
focal region. For the fundamental, we can see that the maximum scattered
pressure occurs before the focus, especially for ν = 5. When the scattered field
propagates along ζ axis, diffraction due to the phase aberration φ(r) tends to
broaden the beam pattern and cause the axial pressure to decrease. Although
diffraction due to the coherent part of the phase Gr2/a2 tends to focus the
scattered field (i.e., increase the axial pressure), this effect is weakened by the
incoherent phase aberration. The aberration causes defocusing of the scattered
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field. This competition between focusing and spreading causes the maximum
pressure along the axis to occur before the focus. For strong aberration (large
ν, small l), the initial phase front is less coherent in space, spreading is stronger
than focusing, so the maximum in the scattered field moves closer to the source
plane.
Evolution of the beam profiles along the propagation axis calculated using
Eqns. (4.31) and (4.32) is shown in Fig. 4.5 for ν = 5 and σ = 0.2. Again, total
intensity fields are represented by solid lines, scattered fields by dashed lines.
Figure 4.5 shows that at all distances the linear f beam has the largest scattered
beam width, and the nonlinear 2f beam has the smallest scattered beam width.
The scattered linear 2f beam falls in between. In addition, the scattered fields
for the 2f beams have higher amplitudes than for the f beam. By comparison,
the nonlinear scattered beam is concentrated more along the axis than the linear
scattered beam. Its reduced scattered field off axis reduces unwanted artifacts
during diagnostic imaging. At the same time, transverse resolution is improved
by the smaller beam width of the total field.
The energy in the coherent, scattered and total field components can be
obtained by integrating elements of Eqns. (4.13) and (4.23) across the beam, as
was done in Eqn. (4.17) to calculate the total energy in the fundamental. One
thus obtains the energy of the coherent field for the nth harmonic, denoted by
Ecohn , the energy of the scattered field, denoted by E
sc
n , and the total energy,




n . For the fundamental these
energies are found to be
Ecoh1 = (1− σ2)
πa2p20
4ρ0c0














The total energy Etot1 , equivalent to Eqn. (4.17) with A = 1, is a constant. It
is independent of ν and σ, and is equal to the energy at the source. The total
energy is unaffected by ν and σ because the aberration plane in front of the
















































Figure 4.5: Evolution of scattered fields (dashed lines) and total fields (solid
lines) for a focused Gaussian beam with G = 10 and a phase screen parameters
ν = 5 and σ = 0.2. The axisymmetric beam pattern is represented by its 1D
beam profile along x direction.
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variance σ alters the relative levels of Ecoh1 and E
sc
1 , and ν alters the distribution
of these energies in the transverse plane. However, ν does not change the values
of Ecoh1 and E
sc
1 .









Ecoh12 = (1− 2σ2)
πa2P 22
8ρ0c0























In contrast to Etot1 , E
tot
2 is not a constant. It depends on ν and σ, i.e., the phase
perturbation at the source affects nonlinear generation of the second harmonic.
This is different from the result given by Eqn. (2.53) for propagation in one di-
mension without diffraction, where energy in the second harmonic is unaffected
by the random phase screen. The reason for the difference is that even though
the random phase screen does not change the energy in the fundamental beam,
it does change its spatial distribution. Since the second harmonic is generated
throughout the region occupied by the fundamental beam, the spatial distri-
bution of the fundamental will affect the total energy in the second harmonic.
Therefore Etot2 depends on all parameters, i.e., ζ, σ, ν, and G. Similarly E
coh1
2 ,
Ecoh22 , and E
sc
2 also depend on each of these parameters.




2 on ζ for different values






In Fig. 4.6, all energies are normalized by the reference energy πa2P 22 /4ρ0c0.












































































Figure 4.6: Dependence of Etot2 (solid lines), E
coh
2 (dot-dash lines) and E
sc
2
(dashed lines) on distance ζ for a focused Gaussian beam with G = 10 and
a phase screen with different values of ν and σ.
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reach their maxima around the focus, and are almost constant after the focus.
This is because nonlinear generation of both the coherent and scattered fields
occurs mainly in the prefocal region, after which the second harmonic propagates
essentially as a small signal (linear) wave. The nonlinear generation by the
fundamental field is very small. For any given value of ν (i.e., across any row),
increase in σ is seen to cause Esc2 to increase and E
coh
2 to decrease. For fixed
σ, however, as ν increases, Esc2 decreases and E
coh
2 increases. The reason for
the second phenomenon, although a weaker effect than the first, is explained as
follows. The scattered energy in the fundamental field does not depend on ν, but
as ν increases the fundamental beam becomes broader. Less concentration of the
fundamental field results in less capability of generating the second harmonic,
and Esc2 decreases accordingly.
The statistical results derived above will be compared with direct numerical
simulations in Sec. 4.3 to assess the validity of the statistical solutions.
4.3 Comparison with numerical simulations
In this section, the angular spectrum method described in Sec. 3.2 is used to
compute the fundamental and second-harmonic fields produced in the focal plane
due to radiation from a Gaussian source through a random phase screen. The
phase screen is created on the basis of prescribed statistics. The method we used
to generate such a random phase screen is described in the book by Viniotis.70
We outline the procedure here. The goal is to create a 2D distribution φ(r) with
zero mean, variance σ, and a Gaussian correlation function Cφ(r) as described
by Eqn. (4.6). To do this, the following filter function H(fx, fy) is introduced:
H(fx, fy) =
√
F{Cφ(|r1 − r2|)} =
√
F{Cφ(r)} , (4.47)
where F represents the spatial Fourier transform defined as in Eqn. (3.16). A
2D random noise function η(r) having zero mean and variance σ is the input to
this filter, such that
Φ(fx, fy) = H(fx, fy)F{η(r)} , (4.48)
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where Φ(fx, fy) is the output spectrum. When the inverse Fourier transform,
defined as in Eqn. (3.17), is applied to Φ(fx, fy), the result is a single sample
φ(r) that has zero mean, variance σ, and correlation function Cφ(r). The 2D
random noise input η(r) can be generated using a built-in function in MATLAB.
The entire procedure is illustrated in Fig. 4.7.
We thus generate four random screens in this way, two for the parameters ν =
5, σ = 0.2, and the other two for ν = 2, σ = 0.2. The two values of ν chosen here
correspond to the measured correlation length produced by the human abdominal
wall.22 In the measurements, the reported correlation length varies from 3.7 mm
to 11 mm.22 For a typical transducer, such as a 1.5 in. diameter focused source,
the corresponding value of ν varies roughly between 2 and 5. These two extreme
values are chosen here as the parameters for computation.
The simulations in Fig. 4.8 are for phase screens with ν = 5 and σ = 0.2. The
first row shows the amplitude distribution of the source and the phase distribu-
tions of the two random screens, A and B, having the same statistics. The phase
plots have a dynamic range from −0.8 rad to 0.8 rad. The black circles have the
same radius a as the source, which is introduced to provide a relative sense of
the correlation length (inhomogeneity length scale) l. Since ν = 5, the correla-
tion length is about 10% of the source diameter. Rows 2–4 are the focal beam
patterns for the linear f , linear 2f , and nonlinear 2f beams, respectively, with
the first column showing the focal beam patterns without the phase screen. The
second and third columns show the distorted focal beam patterns corresponding
to screens A and B. All beam patterns are normalized to their maximum value
and are plotted in the same dynamic range, from −60 dB to 0 dB.
From this figure one can see that the beam patterns are no longer symmetric,
and that a considerable amount of energy is scattered away from the main lobes.
We see qualitatively that less energy is scattered from the central lobe of the beam
for linear radiation at 2f compared with that at f , and less still in the nonlinear
2f component. Since the weak scattered fundamental components generate even
weaker second harmonics, most of the second-harmonic energy is confined to
the central lobe of the fundamental, and its scattered field decays very quickly
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Figure 4.8: Top row: amplitude distribution of the source and phase distributions
of the two screens (ν = 5, σ = 0.2). Second row: linear f field in the focal plane
with no phase screen (left), and then with the two phase screens in the first row
(middle and right). Third and fourth rows: corresponding results for the linear
2f field and the nonlinear 2f field.
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with distance from axis. Although the linear 2f beam has the sharpest main
lobe, which can increase scan resolution, compared to the nonlinear 2f beam its
scattering lobes introduce more artifacts and haze during image formation. The
nonlinear 2f beam is better than linear beam, in the sense of least scattering off
axis, which is a main contributor to artifacts and haze in image formation.
A detailed comparison of the beam profiles with the statistical solutions is
presented in Fig. 4.9. The top two rows are for comparisons with phase screen A
in Fig. 4.8, and the bottom two rows are for phase screen B. The beam profiles
(dotted lines) are plotted along the x and y axes in the focal plane. From
a statistical point of view, since the random variation in field amplitudes is
isotropic in the x-y plane, the distributions along the x and y axes through the
focus have the same statistical behavior as distributions along any other axes
through the focus. They are therefore representative of the general scattering of
the corresponding 2D beam patterns in Fig. 4.8. The dashed curves are the beam
patterns in the absence of a phase screen, and the solid lines are the statistical
solutions, Eqn. (4.37) for the linear f and linear 2f beams, and Eqn. (4.38) for
the nonlinear 2f beam.
We see that in all cases, the sampled beam profiles oscillate around the sta-
tistical solutions, and closely follow the trend predicted by the latter. It can also
be seen that in the beam center the scattering is not prominent and the beam
patterns maintain their undistorted shape, given by the dashed lines. Most of the
energy in the beam center is due to the coherent field. Further off axis, scattering
becomes apparent and side lobes are generated. We can see the scattered side
lobe levels are lowest for the nonlinear 2f beams. The rate at which the scat-
tered field decays off axis is also largest for the nonlinear 2f beams. The slowest
decay rate occurs for the linear f beam. The linear 2f beam falls in between.
The decay rate for the scattered field mainly depends on the parameter ν. The
dependence on σ will be seen below to be very weak. Also from this figure, one
can see that the linear 2f beam has the largest variance in the scattered field.
Its side lobes are more oscillatory around the statistical solutions.
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Figure 4.9: Comparison of normalized linear f , nonlinear 2f and linear 2f focal
beam profiles (dotted lines) with statistical solutions (solid lines) and the aber-
ration free beam profiles (dashed lines). The first two rows are the results with
screen A, and the second two rows are with screen B, with x and y representing
perpendicular axes passing through the focus.
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averages of numerically computed individual realizations. The ensemble averages
are computed using a single realization of the beam pattern computed in the
focal plane, as depicted in Fig. 4.10. The beam pattern represented by q(x, y)
is averaged along rings with different radius ρ, from ρ = 0 to a chosen ρmax. A
ring with radius ρ and thickness dρ is drawn in the x-y plane, any data points
that fall inside the ring are averaged, and their mean is the averaged pressure at







Figure 4.10: Illustration of the method for performing an ensemble average of
numerically generated field patterns q(x, y).
the general behavior of a distorted beam pattern. In our case, each distorted
2D beam pattern is a realization with the corresponding random phase screen,
and the ensemble average of large number of such realizations should result in
a symmetric beam pattern, having the same dependence on ρ as obtained using
the method described above for a single 2D beam pattern. We hence use the
averaged beam profile obtained from one sample 2D beam pattern to serve as
an estimate of the mean beam profile. The equivalence of these two averaging
procedures is explained as follows. Since the distortion of the beam pattern is a
stationary random process in space, it can be shown to be mean ergodic.70 For
an ergodic process, estimating the mean by performing a spatial average over one
realization is equivalent to performing an ensemble average of many realizations.
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This is a convenient relation because we only need to compute single 2D beam
pattern to estimate the mean, rather than perform many 2D beam computations.
An averaged beam profile is calculated for each of the 2D beams associated
with phase screen A. The results are shown as the dotted lines in Fig. 4.11,
together with solid lines for the statistical solutions, and dashed lines for the
solutions in the absence of a phase screen. The plots show close agreement
between numerically averaged profiles and the statistical solutions. From this
figure it is apparent that there is a transition radius ρt such that for |ρ| < ρt
the beam maintains an undistorted shape. In this region, the beam profile is
dominated by the coherent field. For |ρ| > ρt, the beam profile follows the trend
predicted by the scattered field. As illustrated by Fig. 4.11, ρt is roughly where
the scattered field amplitude equals the coherent field amplitude. One may thus





(1 + 2ν2) ln [(1 + 2ν2)/σ2] . (4.49)
One obtains ρt = 0.19 for the linear f beam, and ρt = 0.09 for the linear 2f
beam. For the second harmonic, ρt has no analytical expression and must be
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Figure 4.11: Averaged beam profiles (dotted lines) for the beam patterns in
Fig. 4.8 associated with phase screen A compared with the statistical solutions
(solid lines) and the aberration-free profiles (dashed lines).
In the second simulation, shown in Fig. 4.12, we use the two phase screens
with ν = 2 and σ = 0.2, and keep all other conditions the same. The only
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difference with the previous case is that ν has been decreased from 5 to 2, corre-
sponding to an increase in the correlation length l of the phase screen (compare
the top rows in Figs. 4.12 and 4.8). From this figure, we see the scattered area
decreased for all beams, compared with the ν = 5 case. However, the scat-
tered fields for the linear and nonlinear 2f beams appear similar in both level
and radial extent. In addition, the main lobes (central spots) of the linear and
nonlinear 2f beams are comparable.
The sampled and averaged beam profiles are plotted in Figs. 4.13 and 4.14,
respectively. They correspond to Figs. 4.9 and 4.11 for ν = 5. As before, the
scattered field is accurately predicted by the statistical solutions. The transition
radii are ρt = 0.17 for the linear f beam, ρt = 0.08 for the linear 2f beam,
and ρt = 0.1 for the nonlinear 2f beam. Compared to the corresponding beam
profiles for ν = 5, ρt is a little smaller, but the scattered field decreases much
faster in the radial direction. This is due to the narrower beam width and the
increased axial pressure of the scattered field for ν = 2 compared to ν = 5.
The angular spectra for the focal beam patterns and the phase screens corre-
sponding to the two statistical examples are shown in Fig. 4.15. From this figure,
one can see that a smaller correlation length (large ν) for the phase screen results
in a broader angular spectrum, and the corresponding spectra for the focal beam
patterns are more distorted. The angular spectrum for the nonlinear 2f beam
is much less affected by the phase screen than the spectra of the linear f and
linear 2f beams.
From the above comparisons we conclude that the statistical solutions given
by Eqns. (4.37) and (4.38) are accurate for the cases considered, i.e., σ = 0.2
and ν = 2, 5. For these parameters, which introduce scattering and distortion
of the beams, ensemble averaging of direct numerical simulations converges to
the statistical solutions. For larger phase perturbations (larger σ), the weak
scattering assumption breaks down and the statistical solutions ultimately fail.
This issue is investigated in Sec. 4.5. The statistical solutions nevertheless reveal
the relation between the phase aberration and the scattered beam pattern. For
ν = 5, which is the case of a relatively stronger scattering, the nonlinearly
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Figure 4.12: Top row: amplitude distribution of the source and phase distribu-
tions of the two screens (ν = 2, σ = 0.2). Second row: linear f field in the focal
plane with no phase screen (left), and then with the two phase screens in the
first row (middle and right). Third and fourth rows: corresponding results for
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Figure 4.13: Comparison of normalized linear f , nonlinear 2f and linear 2f focal
beam profiles (dotted lines) with statistical solutions (solid lines) and the aber-
ration free beam profiles (dashed lines). The first two rows are the results with
screen A, and the second two rows are with screen B, with x and y representing
















linear f nonlinear 2flinear 2f
0.5-0.5 0 0.5-0.5 0 0.5-0.5
x/aρ=x/a x/a
Figure 4.14: Averaged beam profiles (dotted lines) compared with statistical
solutions (solid lines) and the aberration-free profiles (dashed lines).
generated second-harmonic beam at frequency 2f is less distorted than both the
fundamental at frequency f and a field radiated linearly at frequency 2f . To
further quantify the distortion, metrics are proposed in the next section showing
the beam’s focus quality and the influence of this quality by phase screen.
4.4 Measure of focusing quality
The distortion of beam patterns can also be quantified by calculating their focus
quality. In a recent paper, Tabei et al.35 defined a metric to measure the focus
quality for a distorted beam pattern after propagation through a tissue layer.
They define a Peripheral Energy Ratio (PER) as the ratio of acoustic energy in
the peripheral area to the energy in the focal area, i.e., Eper/Efoc. Their focal
area is defined as the region where the level in the main lobe is within 10 dB
of its peak value. In this section, a similar measure is used, denoted as Q, to
quantify the focus quality of the beam patterns. We define Q as the ratio of
the focal energy to the peripheral energy, which is the reciprocal of the metric





The parameter Q is a measure of the concentration of energy in the beam pattern.
Larger values of Q indicate that more energy is concentrated in the focal area,
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Figure 4.15: Top row: amplitude of the angular spectra for the Gaussian source
and for the two phase screens with ν = 5, σ = 0.2 and ν = 2, σ = 0.2 (sample
screen A in Fig. 4.8 and Fig. 4.12). Second row: angular spectrum for linear f
field with no phase screen (left), and the spectra with two phase screens in the
first row (middle and right). Third and fourth rows: corresponding results for
the linear 2f field and the nonlinear 2f field.
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which also indicate that less energy is scattered into the peripheral area.
In addition, we also introduce a measure of the change of Q from an undis-
torted beam pattern to a distorted beam pattern as a result of the phase aber-





where the numerator is calculated using the distorted beam pattern, the denom-
inator using the undistorted beam pattern (the notation foc0 and per0 indicate
quantities calculated in the absence of aberration). The parameter Qnorm is thus
a measure of the decrease in the focus quality Q caused by phase aberration,
with Qnorm = 1 corresponding to a beam pattern without aberration. Smaller
values of Qnorm indicate larger effects of aberration.
The threshold level that defines the focal area is somewhat arbitrary. First of
all, the threshold should be larger than the maximum side lobe levels so that the
side lobe energy is excluded from the focal energy. To determine the threshold
it is helpful to rewrite Eqn. (4.51) in terms of the energy ∆E scattered from the
focal region to the peripheral region. In linear theory the energy in the beam






where the superscript “fund” indicates that this relation is strictly valid only
in linear theory. Recall from Eqns. (4.37) that the scattered energy is a very
small fraction of the total energy in the beam (also see first row of Fig. 4.5, and





For Qfundnorm to be a sensitive measure of energy scattered out of the focal region,
the threshold level should be chosen to maximize the ratio ∆E/Eper0 for the class
of cases under consideration. On the basis of Figs. 4.8 and 4.12, we feel that a
threshold level set at −20 dB, roughly where the scattered field begins to cause
noticeable distortion of the beam profiles, is appropriate for our purposes here.
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The values of Q and Qnorm for every 2D beam pattern shown in Figs. 4.8 and
4.12 are presented in Fig. 4.16. Figure 4.16(a) and (c) corresponds to Fig. 4.8
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linear f nonlinear 2flinear 2f
Figure 4.16: The focusing quality Q and Qnorm for the 2D beam patterns in
Figs. 4.8 and 4.12, with screen A and B, respectively.
threshold of 20 dB, the values of Q indicate that the nonlinear 2f beam has the
largest concentration of energy in the focal area, whereas the values of Qnorm
indicates the nonlinear 2f beam is least influenced by the phase screen. From
Fig. 4.16, one can see that the values of Q and Qnorm for ν = 2 are larger than
the corresponding values for ν = 5.
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4.5 Validity of the statistical solution
The statistical solutions derived in Secs. 4.1 and 4.2 are based on the assumption
|φ|¿ 1, i.e., the weak scattering condition. This condition puts a restriction on
the phase variance σ. The statistical solutions are expected to break down for
large σ. A corollary of the weak scattering assumption is that the scattered
energy should be small compared to the coherent energy over the propagation
path.
In this section, we show how the statistical solutions change and ultimately
fail with increasing σ. We assess the accuracy of the statistical solutions via com-
parison with beam patterns calculated by ensemble averaging direct numerical
simulations. Of course, σ cannot increase without bound, because at the very
least we must have σ < 1 on the basis of the expansions used in Eqn. (4.12) for
obtaining 〈I1〉 and Eqn. (B.2) for obtaining 〈I2〉.
The two random phase screens denoted by A in Sec. 4.3 with ν = 5, 2 are
used in this investigation. Results for ν = 5 are presented in Fig. 4.17. In
the calculations, the angular spectrum method employing full diffraction is used.
Additional calculations using the parabolic approximation of the diffraction term
give the same beam patterns in all these examples. This shows that any devia-
tion between the calculations and statistical solutions is not due to the parabolic
approximation inherent in the solutions. From these plots we can see that the
solutions for 〈I1〉 and 〈I2〉 (solid lines) deviate from the numerical solutions (dot-
ted lines) in different ways. For the fundamental, the error is manifest as a small,
relatively uniform overprediction of the scattering. For the second harmonic, the
error is in mostly underpredicting the scattering, with the error increasing rapidly
with distance from the axis, and beginning closer to the axis with increasing σ.
For σ = 0.2, the solution for 〈I2〉 can accurately predict the total field down
to −60 dB. For σ = 0.7 the range is reduced to −30 dB, and for σ = 0.8 the
solution may be considered to fail entirely, even for the main lobe.
Comparisons for ν = 2 are shown in Fig. 4.18. In this case, the statistical
solutions for 〈I1〉 fail for smaller values of sigma than with ν = 5. Moreover, the
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Figure 4.17: Comparison of statistical solutions (solid lines) with ensemble av-
erages of numerical simulations (dotted lines) for ν = 5. Dashed lines show the
beam pattern without aberration for reference.
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the beam, and it manifests mainly as an underprediction of the scattered field.
However, the error in 〈I2〉 resembles that in Fig. 4.17, except that the range of
validity is somewhat less for ν = 2. Although for σ = 0.2 the statistical solution
is accurate down to −60 dB, this range is reduced to −30 dB at σ = 0.6. At
σ = 0.7, the solution completely fails.
The statistical solutions predict, as σ increases, that the scattered component
tends to increase uniformly until it achieves the same level as the coherent field,
such as the case for the second-harmonic beam when ν = 5, σ = 0.8, where the
main lobe is almost buried in the scattered field. The total beam pattern seems
to have a broadened main lobe. However, the numerical solution reveals that the
main lobe still stands out from the scattered field, and its shape remains almost
the same. The scattered field dominates only at about −15 dB. The scattered
field also decays with r at a much slower rate than that predicted by the solution.
The reason is that the approximation in the expansions appearing in Eqns. (4.12)
and (B.2) become poor for large σ. Higher order terms should be included in
the expansions. These higher order terms are associated with scattering, which
are omitted in Eqns. (4.37) and (4.38). When σ is small these additional terms
are much smaller and make their presence felt only far off axis, where the total
field amplitude is negligibly small. When σ increases these terms are no longer
small compared to the previous terms in the expansion. They account for the
scattered field in the peripheral region of the beam, and their interference with
the coherent terms and other scattered terms will decrease the radiated scattered
field in the main lobe. The errors of the statistical solutions arise mainly from
the expansions in Eqns. (4.12) and (B.2). For large σ, higher powers of φ should
be included, leading to higher-order moments that must be calculated for φ. Not
only is the integral is more difficult to perform, but one would also need more
information on higher-order moments for the phase screen.
4.6 Change of screen position
The statistical solutions presented in previous sections are for a phase screen
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Figure 4.18: Comparison of statistical solutions (solid lines) with ensemble av-
erages of numerical simulations (dotted lines) for ν = 2. Dashed lines show the
beam patterns without aberration for reference.
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effect of phase screens located an arbitrary distance from the source plane, as
depicted in Fig. 4.19. The screen is at distance b1 from the source plane, and the
beam pattern is to be obtained in the focal plane at distance d. Although the
target plane can be at any distance from the screen, the physics involved in the
scattering is the same and the calculation of the scattered field is similar to that
obtained in the focal plane. Here we choose the target plane to be the focal plane











Figure 4.19: Geometry for phase screen at distance b1 from source.
from the source frequency but also some amount of nonlinearly generated second
harmonic.
The solution procedure is as follows. The linear f and nonlinear 2f fields
incident on the phase screen are treated as a secondary source radiating at both
of these frequencies. The resulting radiation fields are treated independently.
The radiation at frequency f is treated just as before. It produces a linear
f and a nonlinear 2f field in the focal plane, each containing a coherent and
scattered component. The radiation at frequency 2f is considered as a second
fundamental beam. Linear theory is used to obtain its solution, which also
contains both a coherent and scattered component. The corresponding second-
harmonic generation at frequency 4f is not of interest, and it is ignored.
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Let q10(r) and q20(r) denote the complex fundamental and second-harmonic
pressures, respectively, at z = b1. As before, a Gaussian source is assumed at
z = 0, the pressure for which is given again by








































The complex pressure q10 represents a new source condition with frequency f at
z = b1, and it possesses Gaussian amplitude shading. The solution for 〈I1〉 in
the focal plane can be obtained from Eqns. (4.13)–(4.15) by substituting A and





























a , d̃ =
b2
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The transformation in Eqn. (4.59) has a simple explanation in terms of geomet-
rical acoustics. Note that Eqn. (4.57) can be obtained from Eqn. (4.37) for an
effective source having radius ã, focal length d̃, and source pressure p̃0 situated
in the plane of the phase screen. This new effective source can be viewed as a
projection of the original source at z = 0 onto the plane of the screen at z = b1
according to the laws of geometrical acoustics, as shown in Fig. 4.20 and repre-
sented by Eqn. (4.59). The statistical intensity 〈I1〉 can thus be obtained with
this new source, assuming the screen is directly on its surface and keeping all
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other parameters the same. One finds that the effective focal gain G̃ and the
parameter ν̃ decrease due to the decrease in the effective source radius and focal
length. Thus a phase screen that is close to the source has a much larger impact











Figure 4.20: Geometrical acoustic interpretation of an effective source that ac-
counts for a phase screen located distance b1 in front of the real source. The
effective source has radius ã = b2a/d and focal length d̃ = b2.















jP2 ln[1− (1 + j/G)b1/d]
(1− jG)[1− (1 + j/G)b1/d]
. (4.61)
The pressure q20 also has a Gaussian amplitude shading. The total field of
the second harmonic q2 at z = d is the combination of a linear field q2l and a
nonlinear field q2n, as depicted in Fig. 4.21. The linear field q2l is due to the
linear propagation of q20 through the phase screen. The nonlinear field q2n is due
to the nonlinear interaction of fundamental field from z = b1 to z = d. Each





























Figure 4.21: Illustration of second-harmonic generation due to scattering through
a phase screen a distance b1 from the source.
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written as
q2 = q2l + q2n , (4.62)




〈(q2l + q2n)(q∗2l + q∗2n)〉











+ c.c. . (4.64)
Because they are somewhat bulky, the solution for each intensity term in Eqn. (4.64)
is given in App. D.
Usually the body wall tissue is very close to the transducer, and the approx-
imation b1¿ d is assumed for the phase screen. Under this approximation the
intensity I2l is observed to be O(b
2
1/d
2), and I2ln is O(b1/d), which are small com-
pared to I2n, see App. D. The total intensity 〈I2〉 is dominated by the nonlinear
































1 + jG̃− jG̃t2
)
+ 1 + ν̃2 , (4.66)
and the remaining quantities are defined in Eqn. (4.58). Thus the solution I2n
also has a simple geometrical explanation. It is found that the statistical solution
for 〈I2〉 derived in Sec. 4.1 can be used for b1 > 0 simply by using the effective
values G̃, ν̃ and ρ̃ in Eqn. (4.58). However, the transformation for 〈I1〉 is exact,
whereas for I2n, it is an approximation based on the assumption b1¿ d.
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It is interesting to see the validity of this simple geometrical acoustic approx-
imation relation for the second-harmonic intensity 〈I2〉 as a function of b1. The
exact solution in Eqn. (4.63) written explicitly in App. D, is compared to I2n in
Eqn. (4.65) for different values of b1. This comparison is shown in Fig. 4.22. One
can see that I2n can fairly well approximate 〈I2〉 for b1 < 0.5d. For b1≥ 0.5d, I2n
shows an underprediction of 〈I2〉. In these ranges, the components I2l and I2ln
that account for the second-harmonic field generated before the screen cannot
be neglected.
One may also notice that there is only a slight change in the statistical curves
for b1/d≤ 0.3, which indicate that for b1¿ d the expected values of the beam
patterns exhibit little dependence on b1. Since the body wall tissue is close to the
transducer surface, modeling it as a phase aberration directly on the transducer
plane is thus justified.
4.7 Summary
In this chapter we focused our analysis on Gaussian source radiation and derived
the expected values of the intensities 〈I1〉 for the fundamental and 〈I2〉 for the
second harmonic. The solutions are validated for small phase variances σ by
comparison with numerical simulations. For a beam radiated by a piston source,
however, the scattered field is different and far more complicated because of the
side lobe structure. The solutions for 〈I1〉 and 〈I2〉 cannot be reduced to simple
forms as was done for Gaussian beams. For the analysis of piston radiation,
numerical simulation is necessary. In Chap. 5, we will use numerical solutions to
study nonlinear scattering for a piston beam. The emphasis is on the influence of
phase aberration on the main lobe and side lobes. The dependence of the beam
pattern on the statistical properties of the phase screen are discussed. Compu-
tations are not restricted to a single phase screen model, and hence we consider
also multiple screens between the source and receiver. The beam patterns ob-
tained for several screens are compared with computations for a single phase




















































b1/d  = 0.9b1/d  = 0.8b1/d  = 0.7
b1/d  = 0.4 b1/d  = 0.5 b1/d  = 0.6
b1/d  = 0.3b1/d  = 0.2b1/d  = 0.1
Figure 4.22: Comparison of exact solution of 〈I2〉 (dashed lines) with approx-
imation of I2n based on Eqn. (4.65) (solid lines) for different b1. All plots are
normalized to the maximum value of 〈I2〉. The phase screen’s statistical param-
eters are: ν = 5, σ = 0.2.
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Chapter 5
Scattering of a beam radiated by a focused
circular piston
The scattering of a beam radiated from a focused circular piston through a phase
screen is discussed in this chapter. The corresponding nonlinear propagation in
a homogeneous medium, mainly second-harmonic generation, has been studied
by Lucas and Muir.72,73 In the focal plane the fundamental field has a Bessel
directivity pattern. However, there is no closed form solution for the beam
pattern of the fundamental in any other plane, and there is no closed form
solution for the second-harmonic anywhere in the field. For the single phase
screen model, we are therefore unable to obtain simple forms of the statistical
solutions for 〈I1〉 and 〈I2〉. The scattered fields are thus analyzed numerically.
The distortions of the focal beam patterns are investigated for a single phase
screen as a function of correlation length l, phase variance σ, and position of the
screen. The analysis is mostly qualitative, and our focus is on the general trends
of the behavior of the scattered field, in particular whether they are consistent
with the results for Gaussian beam scattering. We have special interest in the
distortion of the main lobe and the structure of the side lobes. The latter are
not present in a Gaussian beam in a homogeneous medium. In addition, we
also investigate the effect of volume scattering, in which the phase change is
distributed over an extended length in the propagation path.
In the following simulations, the source is a circular piston of radius a vibrat-
ing at frequency f . The focusing gain G = ka2/2d is taken to be 10. As before,
for comparison, we consider also linear radiation from the same source but at
frequency 2f , with a focusing gain G = 20. In Sec. 5.1, the screen is placed in the
source plane with fixed variance σ and different correlation lengths l. In Sec. 5.2,
the correlation length l is fixed but σ is varied. In Sec. 5.3, l and σ are fixed but
the position of the screen is varied between the source plane and the focal plane.
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In Sec. 5.4, modeling of body wall tissue using single-screen and multi-screen
approximations is discussed. Following that, in Sec. 5.5, comes a discussion of
using a single-screen model to approximate an extended inhomogenous medium.
Except for the simulation of propagation through an extended inhomogeneous
medium using a finite difference algorithm to solve the KZK equation, all other
simulations in this chapter are computed using the angular spectrum algorithm
described in Sec. 3.2.
5.1 Dependence on correlation length l
In this section, screens with three different phase correlation lengths l (ν = a/l =
2, 5, 10) but the same variance σ = 0.4 are used for the computations. The phase
distributions of the three screens are shown in Fig. 5.1. The maximum phase
change introduced by these screens is approximately π (i.e., −1.5≤φ≤ 1.5).












Figure 5.1: Phase screens with different correlation lengths that were used in the
calculations: ν = a/l = 2, 5, 10, with variance σ = 0.4. The circles indicate the
relative size of the piston.
The resulting normalized focal beam patterns are shown in Fig. 5.2. The
beam profiles in the x and y directions are given in Fig. 5.3. All plots have
the same 60 dB dynamic range. The beam patterns without phase screens,
equivalent to ν = 0, are shown in Fig. 5.2(a)–(c). In this case, the amplitude




























































Figure 5.2: Top row: focal beam patterns without phase screen (ν = 0). Second
to fourth rows: focal beam patterns with phase screens in Fig. 5.1, respectively.
















































































































Figure 5.3: Focal beam profiles in the x and y directions corresponding to the







For the second harmonic the amplitude is given in integral form by Lucas and
Muir,72,73 or it can be obtained from Eqn. (3.15) by setting z = d. In these
undistorted beam patterns, the side lobe ring structures are clearly defined. The
side lobe levels for the nonlinear 2f beam are lower compared to those of the
linear beams. The first side lobe in the nonlinear 2f beam is about −22 dB
below the main lobe, compared to −17 dB for the linear beams. When ν = 2
(l = 0.5a), the main lobes for all three beams are slightly distorted, and the
structure of the first few side lobes is destroyed. The higher-order side lobes are
only slightly affected. This is also demonstrated by the beam profiles shown in
Fig. 5.3. According to the discussion in Chap. 4, the distribution of the scattered
field in the transverse plane is determined by the correlation length l. When l
is large, corresponding to small ν, the scattered field is concentrated near the
propagation axis, such that most of the beam distortion occurs near the main
lobe. In the peripheral area, the scattered field amplitude is so small that the
higher-order side lobes are virtually unaffected. In Fig. 5.2(d)–(f), the maximum
side lobe levels are the same for the linear f and the nonlinear 2f beams, about
−12 dB, lower than that of the linear 2f beam, which is −8 dB. When ν increases
to 5 (l decreases to 0.2a), shown in Fig. 5.2(g)–(i) and the forth and fifth rows in
Fig. 5.3, the scattered fields spread out across larger areas. For all three beams,
the side lobes are fully distorted. The maximum side lobe level is about −12 dB
for the linear f beam, −15 dB for the nonlinear 2f beam, and −8 dB for the
linear 2f beam. When ν increases to 10, shown in Fig. 5.2(j)–(l) and the last two
rows in Fig. 5.3, the scattered region becomes even larger for the linear beams,
but there is not so much change for the nonlinear beam. The amplitude of the
scattered field near the beam center is reduced, and hence we can see that near
the main lobe, the side lobe distortion is reduced a bit, and the ring structure of
the side lobes tends to be restored. The maximum side lobe level is about −13
dB for the linear f beam, −15 dB for the nonlinear 2f beam, and −9 dB for the
linear 2f beam.
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Averages of the beam patterns in Fig. 5.2 are plotted in Fig. 5.4. The pro-
cedure used to average the distorted beam was described in connection with
Fig. 4.10. The beam profiles without the phase screen (top row in Fig. 5.2) are
























































Figure 5.4: Averaged beam profiles for the linear f , linear 2f , and nonlinear
2f beams (solid lines) displayed in Fig. 5.2. Dashed lines are the beam profiles
without a phase screen, i.e., ν = 0.
averaged beam profiles for the linear f and nonlinear 2f beams are not much
different from the undistorted profiles. The linear 2f beam shows greater dete-
rioration. In the presence of phase screen, the nonlinear 2f beam does not show
obvious improvement over linear f beam compared to the undistorted situation.
However, the linear 2f beam shows considerable degradation due to phase screen.
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Compared to the undistorted beam profile, the major change of the statistical
beam profile is the smoothing of the side lobe structure due to the incoherent
contributions from the scattered field. When ν = 2, the statistical beam profile
for the linear f beam differs little from the unperturbed beam profile, except that
the depths of the nulls between the side lobes are diminished. One may also notice
a slight increase in the first side lobe level. For the linear 2f beam, since the
phase changes doubles, the increase of the lower side lobe level is more prominent.
For the nonlinear 2f beam, since its scattered field is more concentrated near
the propagation axis than that of the linear f beam, we see more distortion near
the beam center. There is appreciable increase in the lower-order side lobe level.
As ν increases, the scattered field diverges more in the transverse plane. This
begins to substantially affect the higher-order side lobes. There is an increase of
higher-order side lobe levels in all of the beam profiles. The side lobes for the
linear 2f and the nonlinear 2f beams are smoothed out by the scattered fields.
For the linear f beam, side lobes remain but the nulls between them are further
diminished. When ν increases to 10, further spreading of the scattered field
decreases its amplitude near the beam axis, such that distortion near the beam
center is reduced, and more distortion occurs off axis. For all statistical beam
profiles, except the first few side lobes, higher-order side lobes have disappeared.
We can clearly see the increase of the scattered field amplitude in these regions.
From Fig. 5.4, and recalling the results for Gaussian beams in Figs. 4.11 and
4.14, we see that the scattered field of a piston beam cannot be easily separated
from that of the coherent field. For an undistorted piston beam pattern, there is
a certain amount of energy in the side lobe region, as shown by dashed lines in
Fig. 5.4. Against this background, the scattered field only appears to diminish
the nulls and slightly increase the side lobe levels judging from the averaged
filed. Only when the scattered energy is much greater than the side lobe energy
can we see clearly its behavior, such as the case for the linear 2f beam. For a
Gaussian beam, however, we can easily distinguish the scattered field from the
coherent field. There are no side lobes in a Gaussian beam, and therefore the
scattered field becomes prominent outside the transition radius. Its statistical
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behavior is easier to analyze than that of the piston beam. Despite this difference,
the general features of their scattered fields are similar. Basically, the phase
correlation length l changes the distribution of the scattered field. With smaller
correlation length (larger ν), the scattered field becomes broader. Also, the
nonlinear scattered field becomes more concentrated near the beam center in
comparison with the linear scattered field.
We now consider the focusing quality Q and corresponding Qnorm defined
in Eqns. (4.50) and (4.51). It was argued there, on the basis of how scattering
manifests itself in Gaussian beam patterns, that the focal region for a Gaussian
beam should be defined as the nominal radius at which the level is 20 dB relative
to the peak level in the beam. Since even in the absence of a phase screen the
side lobe levels in piston radiation are within 20 dB of the peak level in the
beam (for the linear f and nonlinear 2f beams, although not for the nonlinear
2f beam), the 20 dB threshold used for Gaussian beams is not appropriate for
piston radiation. Instead we choose 6 dB as the threshold, since in the presence
of a phase screen the maximum scattered side lobe that appears in the simulation
is well beyond −20 dB if normalized to the peak value of the beam pattern, but
not exceeding −6 dB (see Fig. 5.3). In order to exclude the side lobes in the
focal area, we raised our threshold to 6 dB for piston beams. The values of Q
and Qnorm for the beam patterns in Fig. 5.2 are presented in Fig. 5.5.
With this threshold we see that values of Qnorm are roughly the same for
the linear f and nonlinear 2f beams, and they are both much larger than the
linear 2f beam. The values of Q for the nonlinear 2f beam are much larger than
those of the linear f and linear 2f beams. This is supported by observation of
Fig. 5.4. One may also observe that as ν decreases (l increases), the values of
Q (or Qnorm) for all the linear beams increase, which indicates a decrease in
phase distortions. For the nonlinear 2f beam, however, the trend is reversed.
The largest value of Q (or Qnorm) occurs when ν is largest (l is smallest), and
the smallest value of Q (or Qnorm) occurs when ν is smallest (l is largest). The
reason behind this lays in the fact that the energy in the nonlinear scattered
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Figure 5.5: The focusing quality Q and Qnorm for the linear f , linear 2f , and
nonlinear 2f beams calculated for the beam patterns in Fig. 5.2.
been predicted by the Gaussian beam solution. Even though the scattered field
has spread out more into the peripheral area with larger ν, the total scattered
energy in the peripheral area actually decrease due to a decreased in the total
scattered energy. In comparison to the linear beams, in which the scattered
energy is independent of ν, when ν is large more scattered energy is present
in the peripheral area, causing a decrease in Q, and hence in Qnorm. Despite
this difference in the change of Q with parameter ν, Q is always larger for the
nonlinear 2f beam than those of the linear beams, which is consistent with the
observation in Gaussian beam. Moreover for the piston beam, relative decrease
in focusing quality by the phase aberration, indicated by the parameter Qnorm,
are roughly the same for the linear f and nonlinear 2f beams for ν = 2, 5, but
with ν = 10, linear f beam has a larger decrease in its focusing quality.
5.2 Dependence on phase variance σ
In this discussion, the phase screen has a fixed correlation length l, but different
values of the variance σ. The phase distribution of the screen, situated in the
source plane, is shown in Fig. 5.6. It has ν = 5 with σ increased from 0 rad to
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1 rad (this screen has the same phase distribution as screen A in Fig. 4.8). The
corresponding beam patterns in the focal plane are shown in Fig. 5.7. The beam




Figure 5.6: The phase screen with ν = 5 used for investigating the effects of σ.
The circle indicates the size of the piston.
From Figs. 5.7 and 5.8, one can see that as σ increases, scattering for both
the linear and nonlinear beams increases. When σ = 0.2, side lobe distortion
occurs, while the main lobe is only slightly affected. For the linear f and the
nonlinear 2f beams, the scattered fields are not strong enough to fully distort the
side lobe structures, especially in the peripheral area. The maximum side lobe
level is about −14.5 dB for the linear f beam, about −12.5 dB for the linear 2f
beam, and about −18.5 dB for nonlinear 2f beam. When σ = 0.4, the scattering
is stronger, all beams lose their side lobe structures, and distortion is observed
in the main lobes too. In this case, the maximum side lobe level for the linear
f beam is −12 dB, for the linear 2f beam it is −8 dB, and for the nonlinear
beam it is −14.5 dB. When σ = 1 rad, not only the side lobes, but also the main
lobes have appreciable distortion. We see a substantial energy increase in the
peripheral area, which is dominated by the scattered field. The maximum side
lobe level is −6 dB for the linear f beam, and −7 dB for the nonlinear 2f beam.
Particularly, for the linear 2f beam, the focal beam pattern is totally destroyed
by the phase screen. The main lobe no longer seems to exist. The energy is




























































Figure 5.7: Focal beam patterns for the linear f , linear 2f , and nonlinear 2f
beams with the phase screen in Fig. 5.6. Top row: beam pattern without phase
screen (σ = 0). Second to fourth row: beam patterns with phase screen having

















































































































Figure 5.8: Beam profiles in the x and y directions correspond to beam patterns
in Fig. 5.7, with ν = 5.
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The averaged beam profiles are shown in Fig. 5.9, where the dashed lines are
the beam patterns without the screen, i.e., σ = 0. We see that for σ = 0.2, the
scattered field amplitude is low, and except for the diminishing of the side lobe
nulls, the averaged beam profiles are close to those without a screen. For σ = 0.4
the scattering level is increased, and higher-order side lobes have disappeared
in the linear 2f and nonlinear 2f beams. Except for the linear 2f beam, the
increase in side lobe level is not large. For σ = 1 there is considerable increase
in energy in the scattered field. The increase is more or less uniform across the
beam. For all three beams, the main lobes are somewhat buried in the scattered
field. For the linear f and the nonlinear 2f beams, except for the first side lobes,
all others have virtually disappeared. For the linear 2f beam the scattered field
totally obscures the side lobe structure.
The focusing quality Q and Qnorm calculated for the cases σ = 0.2, 0.4 in
Fig. 5.7 are given here as examples. The case σ = 1 is excluded because the
scattering is so strong in this case that it is unreasonable to characterize the
fields as beams. The threshold for setting the focal area is 6 dB. The results
are shown in Fig. 5.10. The values of Q indicate that the nonlinear 2f beam is
noticeably better than the linear f and linear 2f beams. The values of Qnorm
indicates that the decrease in focusing quality Q for the nonlinear 2f beam is
slightly less than the linear f beam. Compared to them, the linear 2f beam has
a dramatic decrease in its focusing quality.
5.3 Dependence on screen position
In this section, the influence of the position of the phase screen is considered. The
phase screen used here has the same distribution as the one shown in Fig. 5.6,
with ν = 5 and σ = 0.4. The focal beam patterns associated with different
positions b1 are shown in Fig. 5.11. Calculations of the nonlinear 2f beam is
performed in two parts, as described generally in Sec. 4.6. First, the second
harmonic incident on the screen at z = b1 is calculated, then the random phase
2φ(r) is applied, after which the field propagates linearly to the focal plane at
























































Figure 5.9: Averaged beam profiles for the linear f , linear 2f , and nonlinear 2f
beams (solid lines) displayed in Fig. 5.7, for ν = 5. Dashed lines are the beam
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Figure 5.10: The focusing quality Q and Qnorm for the linear f , linear 2f , and
nonlinear 2f beam for σ = 0.2, 0.4 rad and ν = 5.
with random phase φ(r) applied to it. Nonlinear propagation of this pressure
generates a second harmonic in the focal plane. The total second-harmonic field
is the sum of these two parts.
From Fig. 5.11, it is clearly seen that the beam pattern distortion is reduced
as the screen is moved toward the focal plane. There is little difference between
the beam patterns for b1 = 0 and b1 = 0.2d. But for b1 = 0.5d we see appreciable
changes. The influence of scattering is confined more near the beam center. As
b1 increases to 0.7d, the scattering region becomes further reduced. The side lobe
rings can be seen for all the three beams. When b1 = 0.9d, the beam patterns
are close to the ones without the screen.
As mentioned in Sec. 4.6, when the screen is at distance b1 from the source,
the focal beam pattern can be approximated by the beam pattern radiated from
an effective source with transformed radius and focal length situated at b1, shown
in Fig. 4.20. This geometric relation has been demonstrated by the statistical
solutions for Gaussian beams. It was surprising to find that for a nonlinear 2f
Gaussian beam this geometrical approxiamtion works quite well up to b1 = 0.5d.
For a beam radiated from a piston source, it is also interesting to investigate this
relation. The averaged beam profiles based on the 2D calculations of beam pat-

































































Figure 5.11: Focal beam patterns with a phase screen for which ν = 5, σ = 0.4,
positioned at different distances b1 from the source plane. The grayscale indicates
relative intensity in dB.
103
at z = b1 (b1 = 0.2d∼ 0.9d) are shown in Fig. 5.12. The results are compared to
the averaged beam profiles associated with the beam patterns in Fig. 5.11.
From Fig. 5.12, one can see that similar to a Gaussian beam, the geometrical
acoustics approximation works well up to b1 = 0.5d for both the linear f and
nonlinear 2f beam. At greater distance, for the nonlinear 2f beam, the approx-
imation underpredicts the statistical beam profile. For the linear f beam this
geometrical approximation works fine even at b1 = 0.9d. For the examples we
show here, the transformation of source dimension based on geometrical acoustics
can be used to predict the statistical beam patterns from b1 = 0 to 0.5d. Beyond
this position, the transformation gives underprediction of the amplitude of the
nonlinear 2f beam. For the linear f beam, the amplitude level can be predicted
using this transformation all the way to b1 = 0.9d. It should be mentioned here
that this geometrical acoustics approximation cannot predict the actual pressure
amplitude at any particular point in the wave field. The sample beam profiles
obtained from this approximation and the phase screen calculations are different.
This approximation can only predict the expected values of the beam patterns
under proper condition.
5.4 Multi-phase screen model
In the previous analysis, a single phase screen was used to model the body
wall layer. Although this is an idealized model it reveals the basic physics. A
more sophisticated approach is to represent the layer as series of phase screens,
which is multi-screen model. It has been briefly introduced in Sec. 2.4. Multi-
screen methods have been used to model an extended tissue theoretically in
linear imaging by Huang and Tsao31 and computationally in nonlinear imaging
by Christopher.6 In this section, we follow the approach of Christopher to set up
the multi-screen model. In this model, the phase distortion is distributed evenly
over the thickness of the body wall represented by series of phase screens. The
effect of this volume phase distortion on the focal beam pattern is compared to
the effect of a lumped phase distortion represented by single screen model.
The method used to construct the multi-screens is the same as the one used
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Figure 5.12: Comparisons of averaged beam profiles based on calculations of
phase screen at different distances from the source plane corresponds to Fig. 5.11
(dashed lines), with calculations based on geometrical acoustics approximation
for a phase screen at the source plane (solid lines). The phase screen has ν = 5
and σ = 0.4.
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by Christopher.6 As shown in Fig. 5.13, We consider a tissue layer of thickness
L. The cumulative phase distortion can be approximated by a single screen with
phase variations φ(r) in the middle of the tissue layer, as shown in Fig. 5.13(a).
Alternatively, N screens can be used, which are evenly spaced in the tissue layer
as shown by Fig. 5.13(b)–(c). In this case each “subscreen” has a phase variation
φ/N , where φ possesses the same distribution as the phase for the single screen.
The phase variance of each subscreen thus becomes σ/N . For example, as shown
by Fig. 5.13(a), the single screen with phase variation φ is placed in the middle
of the layer. In Fig. 5.13(b), the two screens are placed at distances L/3 and
2L/3 from the source, etc.
The phase distribution of a single screen is shown in Fig. 5.6, for which ν = 5
and σ = 0.4. The thickness of the tissue layer L = 0.4d. The computation of
the fundamental field requires N intermediate steps. Each steps requires the
calculation of pressure at the kth subscreen based on the pressure distribution
in the (k − 1)th screen (k = 1, 2..N). When the pressure at the Nth screen is
obtained, an additional calculation is needed to propagate this pressure to the
focal plane. The computation of the second harmonic field is based on the method
described in Sec. 5.3, where the propagation through one screen is discussed. The
same procedure is repeated from screen to screen in the multi-screen model. The
computed beam patterns in the focal plane associated with single, double and
quadruple screens are plotted in Fig. 5.14.
From Fig. 5.14 it can be seen that the three models generate very similar field
patterns in the focal plane for both the linear and nonlinear beams. Indeed, it is
hard to tell the differences between the three models, as even the details of the
distortion are quite similar. Comparisons are also made of the averaged beam
profiles, which are shown in Fig. 5.15. The results are virtually indistinguishable.
In this example, we see that a lumped single screen that accumulates the
phase distortion in a finite layer produces the same scattering effects as when the
phase distortion is evenly distributed over the same length L which is represented
by serie of phase screens. Berkhoff and Thijssen71 reached a similar conclusion in
















Figure 5.13: Construction of the multi-phase screen model. The phase screens
are positioned evenly over a finite length L (L = 0.4d). (a) single screen, (b)














































Figure 5.14: Focal beam patterns for the linear f , linear 2f , and nonlinear
2f beams computed using single screen, double screen, and quadruple screen
approximations of a random layer of finite thickness. The grayscale indicates
relative intensity in dB.
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Figure 5.15: Averaged focal beam profiles for the linear f , linear 2f , and nonlin-
ear 2f beams based on single screen (solid line), double screen (dash-dot line),
and quadruple screen (dashed line) models.
found that the correction algorithm intended for a single screen method can be
used to reduce effects due to distributed aberration, which are modeled as series
of phase screens. In the correction scheme, these screens were approximated
by one concentrated single screen placed in the center of the aberrations. The
correction based on this assumption was shown to work just as well.
5.5 3D random layer
The phase screen model discussed up to here is based on the assumption that
phase variations in an extended tissue layer can be lumped into a single screen.
As shown in Sec. 5.4, this single screen model is equivalent in the sense of produc-
ing scattered focal beam patterns to a multi-screen model in which the lumped
phase variations are evenly distributed over the tissue thickness L represented by
series of subscreens. In the multi-screen model, the subscreens all have the same
phase distributions, which means that the phase is coherently distributed over
the thickness L. If the thickness of the layer is on the order of correlation length
of the medium in the z direction, then this is a reasonable assumption. If the
thickness is much larger than the correlation length, coherence in the distribution
of phase inside the layer would result in a poor approximation. To investigate
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the validity of the phase screen model when thickness of the layer is several cor-
relation lengths we performed a calculation with a 3D random medium in which
the sound speed varies continously in both the transverse and axial directions.
To make this calculation we use the algorithm described in Sec. 3.3 for solving
the KZK equations.
In our computations, the 3D random layer is isotropic with the same cor-
relation length in all directions. The generation of this 3D random medium
is similar to the procedure of generating 2D random screen which is shown in
Fig. 4.7. Here, the correlation function and the filtering process are all in 3D
domain. The correlation length is again normalized to the transducer radius
with ν = a/l = 5 and the source is a focused circular piston with focusing gain
G = 10. Two comparisons are made, first with L = 5l, and second with L = 10l.
In each case, the 3D random layer occupies the region 0 < z < L. The focal
beam patterns obtained with the 3D random layer are compared with those ob-
tained with a single screen model, in which the total phase variations inside the
layer are lumped into one screen placed in the source plane. The resulting focal
beam patterns for the linear f and nonlinear 2f fields are shown in Fig. 5.16.
The corresponding beam profiles along the x and y axes through the focus and
the averaged beam profiles are shown in Figs. 5.17 and 5.18.
From Figs. 5.16–5.18, one can see that for the layer with thickness L = 5l the
single screen model provides a good approximation of the 3D medium in terms
of the scattered field level and averaged beam profiles. Individual pressures are
less predicted as expected. For L = 10l the single screen model is not a good
approximation in all respects. As seen from the beam patterns in Fig. 5.16,
the single phase screen model underpredicts the scattered field levels. Inspec-
tion of the averaged beam profiles shows that single screen predictions slightly
underestimate the levels off axis
From this comparison, one can see that when the thickness of the random
layer is much larger than the correlation length (e.g., L > 10l) the validity of the
single screen model is questionable. When the thickness is on the order of just

























































(a) L = 5l
(b) L = 10l
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Figure 5.16: Comparisons of focal beam patterns for the linear f and nonlinear
2f beams passing through 3D random layer of thickness L and single phase screen
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Figure 5.17: Comparisons of focal beam profiles along x and y directions for the
2D patterns in Fig. 5.16. The dashed lines are beam profiles obtained with 3D
random layer. The solid lines are with single screen. (a) L = 5l, (b) L = 10l.
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Figure 5.18: Comparisons of averaged focal beam profiles for the 2D patterns in
Fig. 5.16. The dashed lines are beam profiles obtained with 3D random layer.
The solid lines are with single screen. (a) L = 5l, (b) L = 10l.
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representation of the statistical behavior of the scattered field.
Finally, in the example where the single screen model is used for approximat-
ing the 3D medium with L = 5l, we provide a figure to illustrate the change of
beam profiles along the propagation axis. In Figs. 5.16(a) and 5.17(a), only the
focal beam patterns are shown, whereas in Fig. 5.19, the beam patterns before
and after the focus are also plotted and compared with the corresponding beam
patterns without the phase screen.
As we see from this section when the medium thickness is much larger than its
correlation length, single screen does not provide a good approximation. In this
case multilayer phase screens with independent phase distributions are shown
to be a more reasonable model. Here we make a comparison of the focal beam
patterns with 3D random layer propagation with layer thickness L = 10l, shown
in Fig. 5.16(b) with the result of using two phase screens. The two phase screens
are statistically independent of each other and each accumulates the phase vari-
ations in the 3D layer within half of the thickness. The position of the phase
screen is evenly distributed over the layer thickness L. With the two phase screen
model we obtain the focal beam patterns for the linear f and the nonlinear 2f
beams, together with the sample beam profiles and the averaged beam profiles,
shown in Fig. 5.20. From this figure we can see the multilayer screen model can
predict the scattered field level caused by the 3D random layer with a thickness
much larger than correlation length.
5.6 Discussion
In this chapter we investigated numerically the scattered field for a piston beam.
Compared to the results for a Gaussian beam, the relatively large energy asso-
ciated with the side lobes complicates the analysis. However, the general trend
of the scattered field is the same as what is observed for a Gaussian beam. For
a fixed value of the phase variance σ, different values of the correlation length l
change the rate at which the relative importance of the scattered field increases
with distance off axis. For fixed l, increasing σ increases the level of the scattered





























































Figure 5.19: Beam patterns at different propagation distances obtained with
single screen model shown in Fig. 5.16(a). Solid lines represent the beam patterns
with phase screen, dashed lines represent beam patterns without phase screen.
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Figure 5.20: Comparisons of focal beam patterns for the linear f and nonlinear
2f beams passing through 3D random layer of thickness L = 10l and two phase
screens with zero thickness and independent phase distributions. The grayscale
indicates relative intensity in dB. For all the beam profiles the solid lines represent
two-screen model, the dashed lines represent 3D layer calculation.
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sensitive than the main lobe to the phase aberration. The side lobe nulls and
peaks are the results of coherent phase addition, so they are more sensitive to
the phase changes. The relatively high energy level in the main lobe makes it
more immune to phase aberrations.
The focusing quality Q and the sample beam profiles investigated in this
chapter reveal advantages of the nonlinear 2f beam over the linear f and 2f
beams when subject to the same phase screen perturbation. In comparison,
the linear 2f beam suffers the greatest degradation. This is consistent with
the observation of the focusing quality Q for Gaussian beams. Comparing of
Fig. 4.16 with Fig. 5.10 as an example, we see that the second harmonic is
noticeably better than the fundamental and linear second harmonic radiation for
both the Gaussian beam and the piston beam. This conclusion follows from the
comparison of the values of Q for the three beams.
An investigation of the screen position shows a reduction in the effect of phase
aberration when the screen is moved closer to the target plane. A comparison of
the beam patterns obtained with the effective source based on the geometrical
acoustics approximation and the two-step phase screen calculations is made for
screen position that varies from 20% to 90% of the distance to the focal plane.
In these examples, the transformation predicts the scattered field well for screen
positions less than half way to the focal plane.
Finally, an investigation of the multi-screen model in which phase distortion
is coherently and evenly distributed over the medium thickness in the direction of
propagation suggests that it has the same effect as the lumped phase distortion
represented by a single screen. This leads to another investigation in which
the phase distribution is not coherent in the propagation direction, but rather
randomly distributed. In the simulations, the single phase screen model is found
to be a good approximation of a 3D random layer if the layer thickness is on
the order of the correlation length. For medium thickness is much larger than
correlation length, multilayer screen model should be used instead.
The analysis of scattering in a beam radiated by a circular piston is supple-
mented by phase screen measurements presented in Chap. 6. Strictly speaking,
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the phase variations in the screen used in the experiments is not totally random,
but rather it is formed by a random distribution of regular patterns. However,
these manufactured phase screens provide a good basis for comparison with the




In this chapter we report an experimental investigation of the scattered field
from a circular piston source. A phase screen was used to distort the beam.
The goal of our experiments was to measure accurately the distortion of the
linear f and nonlinear 2f beam patterns due to radiation from a typical focused
piston source through a random phase screen. All measurements were taken in
the Ultrasonics Laboratory in the Mechanical Engineering Department at The
University of Texas at Austin. General details of the tank set-up are described by
Landsberger.51 Our specific set-up is shown in Fig. 6.1. A thin (with maximum
thickness h = 3.17 mm) low density polyethylene plate with varying thickness
serves as the phase screen. The screen was created by cutting a random pattern
into the surface of the plate. The polyethylene is a plastic material that has a
specific acoustic impedance of about 1.9 Mrayls and a sound speed of about 2100
m/s. The reason for selecting this material was because of the relation of these
parameters to those of water, in which the experiments were performed, and for
which the specific acoustic impedance is 1.48 Mrayls and the sound speed is 1486
m/s. The goal was to find a material having a specific acoustic impedance as close
as possible to that of water in order to minimize transmission loss, but having
a sound speed as different as possible from that of water in order to maximize
phase changes due to variations in thickness of the material. The polyethylene
appeared to provide the best compromise in satisfying these criteria, providing
a plane wave transmission coefficient of T = 1.12 for the acoustic pressure at the
water-plastic interface.
By cutting a pattern into the plastic sheet, one may obtain a phase variation
across the surface as a function of the local plate thickness, thus producing the
phase screen. The plate is placed in the prefocal region of a focused circular





f = 2.25 MHz water tank
h = 3.17 mm
d = 152 mm
a = 19 mm
b1 = 60 mm
a
Figure 6.1: The set-up for the phase screen measurements.
measured in the focal plane using a broadband PVDF membrane hydrophone.
The source transducer is made by Panametrics and has a diameter of 2a = 38.1
mm, a focal length of d = 152 mm, and a center frequency of f = 2.25 MHz. The
PVDF membrane hydrophone is made by Marconi and has a receiving element 1
mm in diameter. The hydrophone is calibrated by the National Physical Labora-
tory (Teddington, Middlesex, England) from 0.5 MHz to 20 MHz at about 1 MHz
steps in frequency. The positioning apparatus of the hydrophone is controlled
via computer and has a spatial resolution of 20 µm. The source, hydrophone
and plate are all immersed in a water tank containing de-ionized, degassed fresh
water. A block diagram of the entire measurement system, including electronic
and mechanical parts, is shown in Fig. 6.2.
The transmitted signals are CW pulses (around 15 cycles) at 2.25 MHz fre-
quency generated by a HP 3314A function generator, which are sent to the ENI
model 2100L RF power amplifier, which produces 50 dB amplification. The
amplified signal is then sent to the transducer. The signal received by the hy-
drophone is sent to the EG&G model 115 wideband preamplifier providing 20
dB gain, after which it is sent to the Sony/Tektronix RTD 710 digitizer. The
digitizer has 10-bit dynamic range and maximum sampling rate of 5 ns, which
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Figure 6.2: Block diagram of the entire system.
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permits sampling up to 100 MHz. The digitized waveform is finally sent to
the computer to be analyzed. The positioning apparatus for the hydrophone is
controlled by a 832T Berkeley Axis Machine (BAM). The computer controls all
instruments and the BAM through LabVIEW virtual control. The communica-
tion between the computer and instruments is through a GPIB bus (IEEE 488),
and the communication between the computer and BAM is through a serial port
RS-232.
Before all phase screen measurements, the influence on the focal beam pattern
arising from the impedance mismatch between the plate and water and from the
plate thickness was investigated. In an ideal situation, the phase plate should
have zero thickness and introduce only a phase variation, with a unity amplitude
transmission coefficient. In our experiments, depicted in Fig. 6.1, the plate has
a maximum thickness of h = 3.17 mm, and its impedance is higher than that of
water. The transmission loss introduced by the plate for plane wave incidence
is74











 (dB) , (6.1)
where zp = 1.91 Mrayls and zw = 1.48 Mrayls are the specific acoustic impedance
of the plate and water, respectively. The wavenumber kp = 2πf/cp is obtained
with the polyethylene sound speed cp = 2100 m/s. The transmission loss ob-
tained from Eqn. (6.1) is 0.27 dB at 2.25 MHz. Therefore the impedance mis-
match between the plate and water is such a weak effect that it can be neglected
in the measurements. Therefore the only amplitude change that introduced by
the plate comes from the loss of the polyethylene material, which can be com-
pensated by increasing the source pressure level.
One may also calculate the wavelength inside the plate to be 0.93 mm. The
maximum thickness of the plate is therefore around three wavelengths. The
diffraction effect over such a small propagation distance is assumed to be very
small. To check this conclusion, we performed a measurement with a uniform
3.17 mm thick plate placed in the prefocal region 60 mm away from the source.
This position is where the phase screen is to be placed in the subsequent mea-
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surements. The focal beam patterns obtained with the plate are compared to
those without the plate, as shown in Fig. 6.3. One observes that except a de-
crease in amplitude caused by plate loss, the shape of the two beam patterns
are similar. Moreover if all beam patterns are normalized to their maximum
value, the ones with insertion of plate are virtually identical to the ones without
plate. This comparison confirms that the insertion of the plate does not affect
the diffraction. The plate can therefore be well approximated by a phase screen
with zero thickness.















Figure 6.3: Focal beam patterns for fundamental and second-harmonic pressures
with and without a uniform thickness plate at distance 60 mm from the source.
The solid lines represent the beam pattern with no plate, and dashed lines rep-
resent the beam pattern with a plate.
6.1 Beam patterns without phase screen
The focal beam patterns radiated from the focused circular piston were mea-
sured without any scattering medium in between. These beam patterns serve
as reference for comparison with the phase screen measurements. The 2D beam
pattern measurements were taken in an area of [−10, 10] mm × [−10, 10] mm.
The beam profiles in the x and y directions were also measured. The measure-
ments were compared with the computations using the angular spectrum method
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discussed in Sec. 3.2. The 2D focal beam patterns for the fundamental and sec-
ond harmonic are shown in Figs. 6.4 and 6.5. The beam profiles in the x and y
directions are shown in Fig. 6.6.
In the next two sections we report measurements of beam patterns taken
first with a periodic phase grating plate, and then with two random phase plates
with different correlation lengths. The purpose of using a plate with a peri-
odic phase grating is to confirm the validity of our manufactured phase screen
by comparison with known results. The scattered lobes can be clearly seen in
the experiments with the periodic plate. The measurements with the random
phase plates illustrate the statistical properties of the scattered field. All mea-
surements are compared to numerical simulations using the angular spectrum
method, in which the exact phase variations of the plate can be incorporated
into the program.
6.2 Scattering by a periodic phase grating
Measurements were made with a plate with periodic rectangular grooves, as
shown in Fig. 6.7(a). The grooves were 2 mm wide and 1 mm deep. The change
in phase introduced by a groove of depth ∆z is








where kw, kp, cw and cp are wave number and sound speed for the water and the
polyethylene plate, respectively. For ∆z = 1 mm, one obtains ∆φ = 2.7 rad at
the fundamental frequency of 2.25 MHz. The groove pattern repeats every 4 mm.
Although there is small amount of amplitude variation across the plate due to
the loss of the plate and the indentation of the groove. This amplitude variation
is within 10% of the total amplitude change caused by the plate loss, which can
be compensated by increasing source level and it has negligible influence on the
diffraction of the beam pattern. In the following calculations this amplitude
variation is neglected.
The phase plate was placed in the prefocal region, 60 mm away from the



























































Figure 6.4: (a) Measured and (b) computed fundamental beam patterns in the



























































Figure 6.5: (a) Measured and (b) computed second-harmonic beam patterns in
the focal plane, in the absence of a phase screen.
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Figure 6.6: Measured (solid lines) and computed (dashed lines) beam patterns
in the focal plane, in the absence of a phase screen, for the fundamental (top
row) and second harmonic (bottom row) components, in the x (left column) and
y (right column) directions.
from the source. The experimental set-up is shown in Fig. 6.7(b). With this
geometry, the scattering is in the x-z plane. In the y direction there is no phase
change, and no scattering lobes appear.
Beam patterns were measured along the x and y axes in the focal plane. In
the x direction the measurements were taken from −20 mm to 20 mm, and from
−10 mm to 10 mm in the y direction. The measured and computed pressure
amplitudes are shown in Fig. 6.8. In the computations, the plate is assumed to
be an ideal phase screen. From Fig. 6.8(a) we see that in the x direction there
exist at x = ±15 mm two scattering lobes with large amplitudes. Computations
reveal more pairs of lobes located further off axis. The locations of these side
lobes are determined by the period of the phase grating. In the y direction,
shown in Fig. 6.8(b), there are no side lobes, and the beam pattern is the same
as in the absence of the phase grating (see Fig. 6.6). The computation based on














Figure 6.7: (a) Structure of the periodic phase grating plate and (b) the geometry
of the measurement.
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Figure 6.8: Measured (solid line) and computed (dashed line) linear beam pat-
terns along the x and y axes through the focus for radiation from a focused piston
source through a periodic phase grating plate.






























Figure 6.9: Measured (solid line) and computed (dashed line) second harmonic
beam patterns along the x and y axes through the focus for radiation from a
focused piston source through a periodic phase grating plate.
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Beam patterns for the second harmonic were also measured and compared
to computations. As the fundamental main lobe is scattered into several side
lobes, the efficiency of second-harmonic generation is decreased. Compared to
Fig. 6.6, where the maximum second-harmonic amplitude is about 20 dB below
the maximum fundamental amplitude, the amplitude of the second harmonic in
this measurement is more than 26 dB lower than that of the fundamental with the
grating plate. The second-harmonic beam profiles in the x and y directions are
shown in Fig. 6.9. One can see that the second harmonic has a more complicated
scattering structure than the fundamental. In the x direction there are two pairs
of side lobes, one at ±7.5 mm, which is denoted the 1st scattering lobe, and the
other at ±15 mm, which is denoted the 2nd scattering lobe. The 1st scattering
lobe is generated from two sources. One is from the linear scattering of the second
harmonic generated before the phase screen. The other is from the nonlinear
interactions of the main lobe and the 1st scattering lobe associated with the
fundamental. The 2nd scattering lobe is mainly due to the nonlinear generation
by the 1st fundamental scattering lobe. There is also a small contribution from
linear scattering of the second harmonic. In the y direction, since there are no
phase changes, no scattering lobes appear.
6.3 Scattering by a random phase screen
In this section, measurements of scattering produced by random phase screens are
presented. The phase screen was created by cutting the surface of the polyethy-
lene plate with many randomly distributed circles, which in cross section resem-
ble the indentations shown in Fig. 6.7 for the periodic phase grating. Two phase
screens were created, having different circle diameters and different spatial dis-
tributions as shown in Fig. 6.10. Screen A has 200 small circles with diameter
of 3.18 mm. The indentation of every circle is 1 mm. The correlation length
of this phase screen was determined by calculating its autocorrelation function
and then fitting it with a Gaussian curve. The Gaussian curve matches the au-
tocorrelation function by their half power width. The autocorrelation function
for screen A and the Gaussian curve is shown in Fig. 6.11(a). It turns out that
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screen A has a correlation length about the same as the radius of the indentation
circle, i.e., l = 1.6 mm. Screen B has 40 circles with diameter 12.7 mm and 1
mm indentation. Using the same curve fitting method, shown in Fig. 6.11(b),






Figure 6.10: Geometry of circular indentations in the random phase plates used
as the phase screens. The big circle indicates the size of the focused piston source.
The experimental set-up is illustrated in Fig. 6.1. The random plate was
placed 60 mm away from the source, which is the same position as in the exper-
iment in Sec. 6.2, and beam patterns were measured in the focal plane. We did
not place the plate directly in front of the source in order to avoid the contact
nonlinearity introduced by the gap between the plate and the source. Also, in
order to avoid the overlap of pulses reflected between the source and plate, the
distance between them should be at least larger than the pulse length, which
in our case turns out to be 10 mm for the 15 cycles at 2.25 MHz. In addition,
the basic physics we are investigating is not affected by the precise position of
the plate, as long as it is in the prefocal region and introduces enough phase
aberration to make the beam pattern distortion observable. We chose 60 mm as
a convenient position for the experiments. At this position, the plate introduces

















(a) screen A (b) screen B
l/a=0.08 l/a=0.33
Figure 6.11: Normalized autocorrelation functions for phase screens A and B
(solid lines), together with Gaussian curve fittings (dashed lines). Each Gaus-
sian curve has the same half power width as the corresponding autocorrelation
function.
The measurements of focal beam patterns obtained for phase screen A were
compared to the computations. The 2D beam patterns for the fundamental
pressure are shown in Fig. 6.12. The second harmonic beam patterns are shown
in Fig. 6.13. The 1D beam profiles in the x and y directions are shown in
Fig. 6.14. In all comparisons, the computations are seen to be in agreement
with the measurements.
From observations of these figures, we see for both the fundamental and
second-harmonic fields that the side lobes adjacent to the main lobe are in-
creased, while the main lobe stays unchanged. The maximum side lobe level for
the fundamental is found to be 8.2 dB below the peak level of the main lobe.
For the second harmonic, the scattered field level is lower than that of the fun-
damental. Its maximum side lobe level is −12.2 dB. For screen A, the phase
correlation length is small compared to the source radius, and from the beam
pattern measurement we can see distortions occur mainly in the side lobe area,
whereas the main lobe is relatively unaffected.
The measured and computed 2D beam patterns associated with screen B are
shown in Figs. 6.15 and 6.16. The 1D beam profiles in the x and y directions



























































Figure 6.12: (a) Measured and (b) computed fundamental beam patterns in the



























































Figure 6.13: (a) Measured and (b) computed second-harmonic beam patterns in
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Figure 6.14: Measured (solid lines) and computed (dashed lines) beam patterns
in the focal plane, with phase screen A at b1/d = 0.4, for the fundamental (top
row) and second harmonic (bottom row) components, in the x (left column) and
y (right column) directions.
by screen B not only distorts the side lobe but also increases the main lobe
width. The increase in side lobe level is not as high as for screen A, but the
main lobe is much wider. The increase in beam width and decrease in side
lobe levels compared to that of screen A are due to the increase of the phase
correlation length. As the correlation length increases, the scattered field tends
to concentrate more along the propagation axis. Thus the distortion of the main
lobe becomes prominent and the distortion of the side lobe is reduced. For screen
A, the correlation length is small, and the scattered field tends to spread out in
the focal plane. The relatively low scattered field level near the beam axis cannot
distort the main lobe, while in the side lobe area, the scattered field is relatively
larger and thus distortion of the side lobes is more prominent. This explains the
larger side lobe level and narrower main lobe beam width in the beam patterns
with screen A.
The focusing quality Q and Qnorm with 6 dB threshold was also calculated

























































Figure 6.15: (a) Measured and (b) computed fundamental beam patterns in the



























































Figure 6.16: (a) Measured and (b) computed second-harmonic beam patterns in
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Figure 6.17: Measured (solid lines) and computed (dashed lines) beam patterns
in the focal plane, with phase screen B at b1/d = 0.4, for the fundamental (top
row) and second harmonic (bottom row) components, in the x (left column) and
y (right column) directions.
harmonic beam patterns associated with the two phase screens A and B are
shown in Fig. 6.18. Figure 6.18 indicates that second harmonic beam has larger
focusing quality than that of fundamental. The two phase screens A and B
have less influence on the second harmonic than on the fundamental, whereas
phase screen A introduces more distortion than phase screen B. This conclusion
is supported by the 2D view of the beam patterns.
Up to now we have compared all measurements with the computations based
on the phase screen depicted in Fig. 6.10. The phase changes in these two screens
are quasi-random, and their correlation lengths are about the diameter of the
small circles indented into the plate. In order to make a comparison with a truly
random phase screen, like the ones used in Chap. 5, we performed a computation
with the same source and a random phase screen having the same correlation
length as the screen used in the experiment. The phase screens used in this com-
putation are shown in Fig. 6.19. Screens A′ and B′ in Fig. 6.19 have the same



















screen A screen B
Figure 6.18: Focusing quality Q and Qnorm for the fundamental and second
harmonic beam patterns perturbed by the two random phase screens in Fig. 6.10.
B′ also possess the same maximum phase changes as screens A and B. In the
experiment the screen is positioned at distance b1 = 0.4d from the source, within
half a focal length, we can use the effective source with the transformed radius
and focal length as discussed in Sec. 4.6 for the computation. The focal beam
patterns for fundamental and second-harmonic are computed with screen A′ (or
B′) placed directly in front of the effective source. The calculated beam patterns
are not expected to agree with measurements, but they should show similar sta-
tistical behavior. The averaged beam profiles obtained from computations with
screen A′ (and B′) are compared with those obtained from the measurements, as
shown in Fig. 6.20. In this figure we also include the averaged beam profiles based
on exact computations using screens A and B shown in Fig. 6.12(b)–6.13(b) and
Fig. 6.15(b)–6.16(b). From Fig. 6.20, one can see from the comparisons that the
approximations based on a truly random screen are in general agreement with the
measurements and the exact computations. A broadening of the main lobe was
observed with the larger phase correlation length. Although the side lobe levels
predicted by the approximation are not in agreement to the measurements, the
general trend in the variation of the statistical beam patterns are consistent to
the measurements. The exact computations based on phase screens in Fig. 6.10






Figure 6.19: The two random phase screens used for the comparison. They
have the same correlation length as the screens depicted in Fig. 6.10. The circle
indicates the size of the effective piston source.
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Figure 6.20: Solid lines: averaged beam profiles obtained from approximations
with random phase screens in Fig. 6.19. Crosses: averaged beam profiles obtained
from measurements with phase screens in Fig. 6.10. Dashed lines: averaged beam




This dissertation reports both theoretical and experimental investigations on
scattering in a weakly nonlinear sound beam due to phase perturbations intro-
duced by an inhomogeneous layer. The phase changes in the layer were modeled
as a random phase screen characterized by zero mean, small variance and Gaus-
sian correlation function in the spatial domain. The mean intensity for the second
harmonic field of a Gaussian beam was derived under weak forward scattering
conditions. These solutions reveal the relation between the statistics of the scat-
tered second-harmonic field and the statistics of the phase screen. In contrast to
direct numerical realizations, the statistical solutions predict the general behav-
ior of the scattered field. Although the mean intensity is obtained analytically
only for a Gaussian beam, numerical simulations and experiments reveal similar
behavior for a sound beam radiated by a circular piston.
This investigation was motivated by the increasing interest in tissue har-
monic imaging used in medical ultrasound. The reduction in scattering of the
nonlinearly generated second-harmonic component by body wall tissue makes
THI a better imaging technique in most cases than conventional imaging based
on transmission and reception at the source frequency. However, as mentioned
in Chap. 1, previous analyses of scattering in the second-harmonic field has been
restricted exclusively to numerical simulations and experiments. Descriptions
of the nonlinear scattered fields based on such investigations are qualitative in
nature. The results obtained in this dissertation provide a more quantitative
description of the scattered nonlinear field, including evolution of the beam pat-
tern, change in scattered and coherent energy along the propagation axis, etc.,
which are not presented in the literature.
In Chap. 2 we briefly reviewed the classical methods used to treat linear wave
propagation in an inhomogeneous medium. We described the difficulties and re-
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strictions involved in extending these methods to nonlinear wave propagation.
The focus is on the phase screen method, which is used to obtain theoretical
results for second-harmonic generation in subsequent chapters. The whole in-
vestigation in this dissertation, including analysis, numerical simulation, and
experiments, is based on this phase screen approach.
In Chap. 3 we discussed the model equations used to obtain the mean in-
tensity for the second-harmonic field. They are based on quasilinear solutions
of the KZK equation. Integral relations for the beam intensity for both the
fundamental and the second-harmonic fields are obtained for arbitrary sources
propagating through a homogeneous medium. These integral forms are the ba-
sis for deriving the mean intensity with phase screen perturbations that appear
in the next chapter. Also in this chapter, the numerical scheme based on the
angular spectrum method that we used to perform all phase screen simulations
is discussed. Another finite difference algorithm used to solve KZK equation is
also briefly discussed in this chapter. This algorithm is used to obtain the field
pressure when beam propagates through an extended inhomogeneous medium
with a continuous sound speed variation.
Chapter 4 is devoted entirely to Gaussian beam analysis. In this chapter we
derived the mean beam intensity for both the fundamental and second-harmonic
fields resulting from propagation through a single random phase screen. The
beam is radiated from a focused source that has Gaussian amplitude shading.
The solutions reveal that the nonlinear scattered field has a narrower beam pro-
file than that of the linear scattered field. This property explains why less image
clutter due to side lobes is observed in practice with the nonlinearly generated
second-harmonic. Compared to the linear scattered field, which possesses a Gaus-
sian beam profile, the nonlinear scattered field does not exhibit a Gaussian profile.
The mean value of the second-harmonic beam pattern is complicated and does
not admit an analytical expression. Energy generated at the second-harmonic
frequency is affected by the correlation length l and variance σ of the phase
screen. In general, as σ increases, the amplitude of the scattering increases. As l
increases, the total nonlinear scattered energy increases, and its beam pattern is
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more localized around the beam axis. The solutions for the mean beam intensi-
ties are compared to ensemble averages of direct numerical simulations, and the
two results agree very well. The influence of phase perturbation on distortion
of beam patterns can be quantified by calculating a relative focusing quality Q.
A similar parameter has been used to quantify the focusing quality of a linear
beam.35 Here it is used for comparison of linear and nonlinear beams. The factor
Q, obtained with a 20 dB threshold, indicates that the second-harmonic beam
pattern is less distorted by the random phase perturbation than is the beam
pattern at the source frequency. Further investigation of the influence of screen
position on the beam pattern distortion reveals a interesting result. When the
screen is at an arbitrary distance between the source and focal plane, the statis-
tical beam intensity for the fundamental field can be obtained with an effective
source that is placed directly behind the screen with a transformed radius and
focal length according to geometrical acoustics. The solution for the statistical
intensity of the second-harmonic can be fairly well approximated by the result
using the same transformation, as long as the screen is within half the focal
length from the source.
In Chaps. 5 and 6 we report numerical simulations and experiments, respec-
tively, for radiation from a focused circular piston source that propagates through
a random phase screen. Analysis of the scattered field is more difficult than for a
Gaussian beam because of the side lobe structure. However, the changes in the
statistical beam patterns due to changes of the screen’s correlation length and
variance are consistent with the analytical solutions based on Gaussian beam
theory. The values of the relative focusing quality Q, obtained with a 6 dB
threshold, indicate that the phase screen has a comparative influence on the
fundamental and second-harmonic beam pattern distortions, but a large influ-
ence on the linear beam with twice the source frequency. We also found that
the geometrical acoustics transformation works for the fundamental and second
harmonic when the distance from the source to the screen is less than half the
focal length. In this chapter we also used numerical simulations to investigate
a multi-screen model, in which the phase variations inside a tissue medium are
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distributed evenly over its thickness (40% of the transducer focal length), and
represented by N subscreens (N = 2, 4). This model produces the same scattered
focal beam pattern as if all the phase distortions are lumped into a single screen
placed in the center of the medium. When the phase variations are randomly
distributed over the thickness, one finds that the single screen model is valid if
the thickness is on the order of the correlation length in the propagation direc-
tion. If thickness is much larger than one correlation length, the single screen
model underpredicts the level of the scattered field. In subsequent experiments,
scattered beam patterns were generated by propagation of ultrasound in water
through a phase plate with random thickness. The variation in thickness over
the plate surface introduces phase changes. Preliminary experiments proved that
the phase plate provides a good approximation of an ideal phase screen with zero
thickness. The scattered beam patterns were measured and compared to com-
putations. Two phase screens with different phase correlation length were used.
The measurements were consistent with numerical simulations.
In this dissertation, the theoretical and experimental investigations of second-
harmonic beam scattering by a phase screen support the long observed phenom-
ena in tissue harmonic imaging. In addition to interpretation of the physics in
the THI, some new problems may deserve better understanding. One is the geo-
metrical acoustics transformation in prediction of statistical focal beam patterns
for both the fundamental and second harmonic with the phase screen away from
the transducer. This geometrical acoustics approximation is unable to predict
the actual field amplitude but can predict the statistical beam patterns. This
means that the statistical average of the field intensity eliminates some diffraction
effects. It will be interesting to provide a physical explanation for this.
Another issue that can be extended is the statistical beam patterns obtained
with a multilayer phase screen model in which different subscreens have differ-
ent phase distributions and they are independent of each other. These multiple
screens can be used to model an extended inhomogeneous medium with thick-
ness much larger than its correlation length. In this case the single screen model
fails to predict the scattered field. In the multi-phase screen model, scattering
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becomes more complicated because the linear scattering of the second harmonic
by the phase screens also enters the problem. Unlike the case when the screen is
in the source plane, in which there is no linear scattering of the second harmonic
by the screen, in the multi-screen model the linear field of the second harmonic
generated before a particular subscreen is subject to scattering by all the sub-
screens in its propagation path. Also, nonlinear generation by the fundamental
field becomes much more complicated to analyze.
A third issue may be the extension of the statistical solutions 〈I1〉 and 〈I2〉
from a Gaussian source to a rectangular Gaussian source. The extension would
be similar to what has been carried out in Secs. 4.1 and 4.2. A rectangular
Gaussian source is more close in shape to the imaging transducers used clinically.
The results may provide more information related to these imaging transducers.
In general, the phase screen method can be used in many other areas. For
example, in underwater acoustics, where the ocean environment is also inho-
mogeneous, one may investigate the fluctuation of the acoustic field due to the
spatial variation of the sound speed of the water column. This study could be
valuable for assessing the performance of the underwater sonar. In addition, in
the use of parametric array sonar, changes in the beam intensity for the difference




Solution for the angular spectrum of the
second-harmonic
In this appendix we derive Eqn. (3.29), the angular spectrum of the second har-
monic in a homogeneous fluid. The angular spectrum method was introduced by
Alais and Hennion53 and subsequently extended by Tjøtta et al.59,65 Later, it was
used by Landsberger and Hamilton54 to analyze the reflection and transmission
phenomena of second harmonic field between interfaces. In their algorithm, the
angular spectrum Q2(κ, z) related to a certain plane wave is obtained through
the analytical solutions for second-harmonic generation by a pair of noncolin-
ear plane waves associated with the fundamental field. All the second-harmonic
plane waves are then superposed to construct q2(r).
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Here we apply the Fourier transform directly to the differential equation for
the second harmonic, given by Eqn. (3.22). The Fourier transform of Eqn. (3.22)
[recall Eqn. (3.16)] yields the following ordinary differential equation for Q2:
d2Q2
dz2







Q1(κ− κ′, z)Q1(κ′, z) dκ′ . (A.2)
The boundary (source) condition is taken to be
Q2(κ, 0) = 0 . (A.3)
Linear theory described in Sec. 3.2 accounts for radiation due to a nonzero source
condition. The general solution of Eqn. (A.1) is composed of homogeneous and
particular solutions,
Q2 = Ae
−jk2z +Bejk2z +Q2p , (A.4)
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where A and B are constants, and Q2p is the particular solution. The wavenum-
ber k2 is defined by Eqn. (3.30). Let the particular solution be expressed as
Q2p = e
−jk2zQ̄2p , (A.5)






= αM(κ, z)ejk2z . (A.6)
With P = dQ̄2p/dz Eqn. (A.6) becomes
dP
dz
− 2jk2P = αM(κ, z)ejk2z , (A.7)
and with the additional substitution P = ej2k2zP̄ , Eqn. (A.7) becomes
dP̄
dz














dz′ + P̄ (κ, 0)ej2k2z . (A.10)
Noting that


















































− jk2Q2p|z=0 . (A.13)




















The second and third terms in Eqn. (A.14) are the homogeneous solutions of
Eqn. (A.1), so they are merged into the first two terms of Eqn. (A.4). Equation
(A.4) can thus be rewritten as
Q2 = Ae

















Applying the boundary condition Eqn. (A.3) to Eqn. (A.15), we arrive at A =
−B. Substitute A and B into Eqn. (A.15), and expand M(κ, z′′) in terms of
Q10, to arrive at
Q2 = B(e
jk2z − e−jk2z)− α(e
jk2z − e−jk2z)
2k2
∫ ∫ Q10(κ− κ′)Q10(κ′)
kA + k1 + k2
dκ′
−αe−jk2z
∫ ∫ Q10(κ− κ′)Q10(κ′)[e−j(kA+k1−k2)z − 1]
(kA + k1 − k2)(kA + k1 + k2)
dκ′, (A.17)
where kA = k1(κ−κ′). Components of the solution for Q2 that contain exp (jk2z)
are associated with linear waves propagating in the −z direction. These waves
should not be included in Q2, since we only consider wave propagation in the +z
direction. After omitting these terms we have
Q2 = −Be−jk2z +
αe−jk2z
2k2
∫ ∫ Q10(κ− κ′)Q10(κ′)
(kA + k1 + k2)
dκ′
−αe−jk2z
∫ ∫ Q10(κ− κ′)Q10(κ′)[e−j(kA+k1−k2)z − 1]
(kA + k1 − k2)(kA + k1 + k2)
dκ′ . (A.18)
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∫ ∫ Q10(κ− κ′)Q10(κ′)
kA + k1 + k2
dκ′ .





∫ ∫ Q10(κ− κ′)Q10(κ′)[e−j(kA+k1−k2)z − 1]
(kA + k1 − k2)(kA + k1 + k2)
dκ′ , (A.19)
which is Eqn. (3.29)
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Appendix B
Derivation of the averaged second-harmonic
intensity components
This appendix fills in the steps between Eqn. (4.22) and the final result for the
average intensity of the second harmonic given by Eqns. (4.23)–(4.28). Equa-
tion (4.22) can be reduced to a much simpler form under the assumption made
in Eqns. (4.4)–(4.6). Since the statistics of φ are independent of orientation, the
intensity 〈I2〉 should also be independent of orientation. This assumption is used
to eliminate many integrals in Eqn. (4.22).
We begin by evaluating the fourth-order moment in Eqn. (4.22). Substitution
of Eqn. (4.1) yields













×〈exp[jφ(rα) + jφ(rβ)− jφ(rγ)− jφ(rδ)]〉 , (B.1)




, rβ = rc1−
rd1
2
, rγ = rc2+
rd2
2




permits Eqn. (B.1) to be written more compactly to clarify the terms involved.
Under the weak scattering condition (|φ| ¿ 1), the ensemble averaged term may
be expanded as
〈exp[jφ(rα)+jφ(rβ)−jφ(rγ)−jφ(rδ)]〉












































where we have made use of the statistical properties of φ defined in Eqns. (4.4)-




(rc1 + rc2), rd3 = (rc1 − rc2),
is introduced, then substitution of Eqn. (B.2) in (B.1) and the latter in Eqn. (4.22)












































































































































{1− 2σ2 + ....}drd3drd2drd1 , (B.5)
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where the expression inside the braces, {1 − 2σ2 + ...}, is the same as that in
Eqn. (B.3). Next, we separate the coherent and scattered fields according to
Eqn. (4.23),
〈I2〉 = (1− 2σ2)Icoh12 − σ2Icoh22 + σ2Isc2 .



























































A2 + (B − ka2/2z)2
]
, (B.7)
which has been presented in Eqn. (4.24).














































































which is Eqn. (4.25).


































































∣∣∣∣∣rd3 − (rd1 − rd2)2
∣∣∣∣∣
2
 drd3drd2drd1 . (B.10)
It can be seen that the dependence of the integrand on rd3 is Gaussian. Integra-


























































































It is now helpful to introduce the polar coordinates
r = (ρ, θ) , rd1 = (ρ1, θ1) , rd2 = (ρ2, θ2) ,
such that
rd1·rd2 = ρ1ρ2 cos(θ1 − θ2) ,
r·(rd1 − rd2) = ρρ1 cos(θ − θ1)− ρρ2 cos(θ − θ2) ,
r·(rd1 + rd2) = ρρ1 cos(θ − θ1) + ρρ2 cos(θ − θ2) .
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Substituting the polar coordinates into Eqn. (B.11), and performing the integra-




































ρ1ρ2T (ρ1, ρ2) dρ1dρ2 , (B.12)
with


























The integrations over θ1 and θ2 are cumbersome, and they are carried out in











where Jm is mth order Bessel function, and Im is the mth order modified Bessel
function.
Equation (B.12) now becomes











































With the definition of E1 in Eqn. (3.13), Eqn. (B.15) can be written as




























Jm(ξ2ρρ1) Jm(ξ2ρρ2) Im(ξ1ρ1ρ2) ρ1ρ2 dρ1dρ2 .
(B.16)





















×Jm(ξ2ρρ1) Jm(ξ2ρρ2) Im(ξ1ρ1ρ2) ρ1ρ2 dρ1dρ2 . (B.17)




































where A1,2, B1,2 and C1,2 are complex constants, with Re(A1,2) > 0. It is straight-
forward to prove that Re(M1) < 0, so Eqn. (B.17) can be integrated with respect






















where Y1 = −M1 + jkt1/4z. It can be shown that Re(ξ21/4Y1 + M∗1 ) < 0, so we

























Substitution of Eqn. (B.21) into (B.16) yields
































































































η1 = A− jB +
jka2t1
2z




which have been given by Eqns. (4.26)–(4.28).
157
Appendix C
Evaluation of the integral T (ρ1, ρ2)
In this appendix we evaluate the integral in Eqn. (B.14), rewritten here:





[exp[ ξ1ρ1ρ2 cos(θ1−θ2)] cos{ξ2 [ρρ1cos(θ−θ1)−ρρ2cos(θ−θ2)] }
+ exp[−ξ1ρ1ρ2 cos(θ1−θ2)] cos{ξ2 [ρρ1cos(θ−θ1)+ρρ2cos(θ−θ2)] }] dθ1dθ2 .
(C.1)






{exp[ξ1ρ1ρ2 cos(θ1−θ2)] cos[ξ2(ρρ1cos θ1−ρρ2cos θ2)]
+ exp[−ξ1ρ1ρ2 cos(θ1−θ2)] cos[ξ2(ρρ1cos θ1+ρρ2cosθ2)]} dθ1dθ2 , (C.2)
where the primes were dropped immediately following the substitutions. Since
the expression inside the integral is a periodic function of both θ1 and θ2, and






{exp[ξ1ρ1ρ2 cos(θ1−θ2)] cos[ξ2(ρρ1cos θ1−ρρ2cos θ2)]
+ exp[−ξ1ρ1ρ2 cos(θ1−θ2)] cos[ξ2(ρρ1cos θ1+ρρ2cos θ2)]} dθ1dθ2. (C.3)
Since both θ1 and θ2 appear as arguments of cosines in Eqn. (C.3), the integral













exp[−ξ1ρ1ρ2 cos(θ1−θ2)] cos[ξ2(ρρ1cos θ1+ρρ2cos θ2)]dθ1dθ2 .
(C.4)













exp[ξ1ρ1ρ2 cos(θ1−θ2)] cos[ξ2(ρρ1cos θ1−ρρ2cos θ2)]dθ1dθ2 ,
(C.5)
where again the prime on θ1 was dropped immediately following the change of
variable. Note that the right-hand side is equivalent to the first pair of integrals






exp[ξ1ρ1ρ2 cos(θ1−θ2)] cos(ξ2ρρ1cos θ1− ξ2ρρ2cos θ2)dθ1dθ2 .
(C.6)
If we now make the substitutions:
r1 =
√
ξ1 ρ1 , r2 =
√









exp[r1r2 cos(θ1−θ2)] cos(2rr1cos θ1− 2rr2cos θ2)dθ1dθ2 . (C.7)
First integrate Eqn. (C.7) with respect to θ1. Let θ
′































1 + θ2)− 2rr2cos θ2]dθ2dθ′1 .
(C.8)
When we introduce
x1 = 2rr1 cos θ
′
1 − 2rr2 , x2 = 2rr1 sin θ′1 , tan β = x2/x1 ,




















































(2rr1)2 + (2rr2)2 − 8r1r2r2 cos θ′1
)
.


















(2rr1)2 + (2rr2)2 − 8r1r2r2 cos θ′1
)
dθ′1 .

































which is Eqn. (B.14).
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Appendix D
Statistical solutions for the second harmonic
with screen at arbitary position
Explicit expressions for Eqn. (4.64) are presented here. Let B2 = b2/d = (d −
b1)/d and B1 = b1/d. For I2l we have
I2l =



































with G̃, ν̃ and ρ̃ defined in Eqns. (4.58).




G2P 22 ln(B2 + jB1/G)







× ln[1/(B1 + jB2G)− 2jν
2B2/G]
























+ (1 + ν2B22)M . (D.5)
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The solution for I2n is
I2n =











































































The approximation for b1¿ d is given by Eqn. (4.65).
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