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Abstract
Let H˜ r∞, denote those 2-periodic, real-valued functions f on R, which are analytic in the strip
S := {z ∈ C : |Im z|< }, > 0 and satisfy the restriction |f (r)(z)|1, z ∈ S. Denote by [x] the
integral part of x. We prove that the rectangular formula
Q∗N(f )=
2
N
N−1∑
j=0
f
(
2j
N
)
is optimal for the class of functions H˜ r∞, among all quadrature formulae of the form
Q2N(f )=
n∑
i=1
i−1∑
j=0
aij f
(j)(ti ),
where the nodes 0 t1< · · ·< tn < 2 and the coefﬁcients aij ∈ R are arbitrary, i = 1, . . . , n,
j = 0, 1, . . . , i − 1, and (1, . . . , n) is a system of positive integers satisfying the condition
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∑n
i=12[(i + 1)/2]2N . In particular, the rectangular formula is optimal for the class of functions
H˜ r∞, among all quadrature formulae of the form:
QN(f )=
N∑
i=1
aif (ti ),
where 0 t1< · · ·< tN < 2 and ai ∈ R, i = 1, . . . , N . Moreover, we exactly determine the error
estimate of the optimal quadrature formulae on the class H˜ r∞,.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Let r be a positive integer andM be a class of 2-periodic, real-valued functions f on R,
for which the (r − 1)st derivative f (r−1) (f 0 := f ) is continuous. For f ∈M, consider
the quadrature formula
QN(f ) =
n∑
i=1
i−1∑
j=0
aijf (j)(ti), (1.1)
where n, N, i ∈ N, ir , i = 1, . . . , n,∑ni=1 iN , the nodes 0 t1 < · · · < tn < 2
and the coefﬁcients aij ∈ R are arbitrary, i = 1, . . . , n, j = 0, 1, . . . , i − 1. The optimal
quadrature problem for the classM, formulated by Kolmogorov, consists in ﬁnding the
quantity
RN(M) := inf{aij,ti } supf∈M
∣∣∣∣∫ 2
0
f (t) dt −QN(f )
∣∣∣∣ , (1.2)
where the inﬁmum is taken over all {aij, ti}. If there exists a system of weights and nodes
{a∗ij, t∗i } such that the inﬁmum of (1.2) is attained, then the quadrature formula
Q∗N(f ) =
n∑
i=1
i−1∑
j=0
a∗ijf (j)(t∗i )
is called optimal for the classM, and
RN(M) = sup
f∈M
∣∣∣∣∣∣
∫ 2
0
f (t) dt −
n∑
i=1
i−1∑
j=0
a∗ijf (j)(t∗i )
∣∣∣∣∣∣ (1.3)
is called the error of the optimal quadrature problem (1.2) onM.
As usual, Lp := Lp[0, 2] denotes the classical Lebesgue integral space of 2-periodic
real-valued functions with the usual norm ‖ · ‖p, 1p∞. Let W˜ rp be the Sobolev class of
real, 2-periodic functions fwhose (r− 1)th derivative is absolutely continuous and whose
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rth derivative satisﬁes the condition ‖f (r)‖p1. The optimal quadrature problem as (1.2)
on the class of functions W˜ rp has been solved (see [9,12,20–22]). Many results concerning
the optimal quadrature problem on some other classes of periodic functions or of some
basic functions deﬁned on I (I is a ﬁnite interval on R or I = R) have also been obtained
(see [1,3,4,10,13–15,17]).
We now introduce the classes of functions to be studied here. Let S := {z ∈ C : |Im z| <
},  > 0 be a strip in the complex plane. For an integer r1, let H˜ r∞, denote the Hardy–
Sobolev class of 2-periodic, real-valued functions f on R, which are analytic in the strip
S and satisfy the condition |f (r)(z)|1, z ∈ S.
We construct the function n,r connected with the optimal quadrature problem (1.2) on
the class of functions H˜ r∞, and give the explicit presentation of its uniform norm ‖n,r‖∞.
Let
2n = { :  = (1, . . . , 2n), 01 < · · · < 2n < 2}, n ∈ N. (1.4)
The closure of 2n, 2n is given by
2n := { :  = (1, . . . , 2m), 01 < · · · < 2m < 2, mn}. (1.5)
For each  ∈ 2n, we deﬁne
h(t) := (−1)j , t ∈ [j−1, j ), j = 1, . . . , 2n+ 1, (1.6)
where 0 = 0 and 2n+1 = 2. There is one particularly important function of this form,
say hn, which corresponds to the choice j = (j − 1)/n, j = 1, . . . , 2n. Let f ∗g denote
the convolution of the functions f and g, i.e.,
(f ∗ g)(x) := 1
2
∫ 2
0
f (x − t)g(t) dt.
Set 0(z) := tan(/4 z) and
n,0 := 0(K ∗ hn), n,r := Dr ∗ 0(K ∗ hn), r = 1, 2, . . . ,
where
Dr(t) := 2
∞∑
k=1
cos(kt − (r/2))
kr
, r = 1, 2, . . . (1.7)
is the well-known Bernoulli spline, and
K(z) := 1+ 2
∞∑
k=1
cos(kz)
cosh(k)
. (1.8)
F. Gensun, L. Xuehua / Journal of Complexity 21 (2005) 722–739 725
Then we have (see [16])
n,r (t) = √
nr
∞∑
k=0
sin((2k + 1)nt − r/2)
(2k + 1)r sinh((2k + 1)2n) ,
‖n,r‖∞ = √
nr
∞∑
k=0
(−1)k(r+1)
(2k + 1)r sinh((2k + 1)2n) ,
r = 0, 1, . . . , (1.9)
where
 = 4e−2n

∞∑
k=0
e−4nk(k+1)
1+ 2
∞∑
k=1
e−4nk2

2
and
 =
∫ 1
0
dt√
(1− t2)(1− 2t2)
is the complete elliptic integral of the ﬁrst kind with modulus .
We are now ready to formulate our main results.
Theorem 1. Let r, n, N ∈ N, and [x] be the integral part of x. Then the rectangular
quadrature formula
Q∗N(f ) =
2
N
N−1∑
j=0
f
(
2j
N
)
(1.10)
is optimal for the class of functions H˜ r∞, among all quadrature formulae of the form
Q2N(f ) =
n∑
i=1
i−1∑
j=0
aijf (j)(ti),
where the nodes 0 t1 < · · · < tn < 2 and the coefﬁcients aij ∈ R are arbitrary,
i = 1, . . . , n, j = 0, 1, . . . , i −1, and i , i = 1, . . . , n, are positive integers satisfying the
condition
∑n
i=1 2[(i+1)/2]2N .Moreover, the error of the optimal quadrature formulae
on the class of functions H˜ r∞, is
R2N(H˜
r
∞,) = sup
f∈H˜ r∞,
∣∣∣∣∣∣
∫ 2
0
f (t) dt − 2
N
N−1∑
j=0
f
(
2j
N
)∣∣∣∣∣∣ = 2‖N,r‖∞. (1.11)
Remark 1. The functions N,r were introduced by Osipenko in [14] (see also [15–17]).
They were used in obtaining exact values of n-widths, optimal recovery, and quadrature
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formulae. In particular, Osipenko has proved the upper bound of (1.11) and given the
asymptotic estimates of ‖N,r‖∞ as follows:
R2N(H˜
r
∞,)  sup
f∈H˜ r∞,
∣∣∣∣∣∣
∫ 2
0
f (t) dt − 2
N
N−1∑
j=0
f
(
2j
N
)∣∣∣∣∣∣
= 2‖N,r‖∞ =
4
Nr
e−N +O
(
e−5N
Nr
)
.
Choosing n = N , (1, . . . , n) = (1, . . . , 1) or (1, . . . , n) = (2, . . . , 2) in Theorem 1,
we immediately have
Corollary 1. Let r ∈ N. Then the rectangular quadrature formula
Q∗N(f ) =
2
N
N−1∑
j=0
f
(
2j
N
)
is optimal for the class of functions H˜ r∞, among all quadrature formulae of the form:
QN(f ) =
N∑
i=1
aif (ti),
or
Q2N(f ) =
N∑
i=1
(aif (ti)+ bif ′(ti)),
where 0 t1 < · · · < tN < 2 and ai , bi ∈ R, i = 1, . . . , N , and the error of the optimal
quadrature formulae on H˜ r∞, is
R2N(H˜
r
∞,) = sup
f∈H˜ r∞,
∣∣∣∣∣∣
∫ 2
0
f (t) dt − 2
N
N−1∑
j=0
f
(
2j
N
)∣∣∣∣∣∣ = 2‖N,r‖∞.
The fundamental difference between H˜ r∞, and W˜
r∞ lies in the fact that each function f in
W˜ r∞ may be characterized as a convolution of its rth derivative f (r) and a Bernoulli spline
Dr (see (1.7)), which satisﬁes Property B, (see Section 2 for more details), while such a
representation is not available for functions in H˜ r∞,. Therefore other techniques must be
applied in order to deal with H˜ r∞,.
The upper bound of Theorem 1 on the class of functions H˜ r∞, is a result from [17].
The difﬁculty lies in the estimate of the lower bound. Our approach consists of solving a
minimum norm problem analogous to classical nonnegative polynomial perfect splines.
The organization of the paper is as follows. In Section 2, we will follow some ideas of
Žensykbaev [21], Micchelli and Pinkus [11], and Babenko [1] (see also [19, p. 177]), and
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study the minimum norm problem. This result is crucial for proving the lower estimate of
Theorem 1. In Section 3, we give the proof of Theorem 1.
2. A minimum norm problem
First we recall some notions and deﬁnitions.
Deﬁnition 1 (see Pinkus [19, p. 45 and 59]). Let x = (x1, . . . , xn) ∈ Rn\{0} be a real
nontrivial vectors.
(i) S−(x) indicates the number of sign changes in the sequence x1, . . . , xn with zero
terms discarded. The number S−c (x) of cyclic variations of sign of x is given by
S−c (x) := max
i
S−(xi, xi+1, . . . , xn, x1, . . . , xi) = S−(xk, . . . , xn, x1, . . . , xk),
where k is some integer for which xk = 0. Obviously S−c (x) is invariant under cyclic
permutations, and S−c (x) is always an even number.
(ii) S+(x) counts themaximumnumber of sign changes in the sequence x1, . . . , xn where
zero terms are arbitrarily assigned values+1 or−1. The number S+c (x) of maximum cyclic
variations of sign of x is deﬁned by
S+c (x) := max
i
S+(xi, xi+1, . . . , xn, x1, . . . , xi).
Let f be a piecewise continuous, 2-periodic function. We assume that f (x) = [f
(x+)+ f (x−)]/2 for all x and
Sc(f ) := sup S−c ((f (x1), . . . , f (xm))) , (2.1)
where the supremum is taken over all x1 < · · · < xm < x1 + 2 and all m ∈ N.
Moreover, we need a further count of zeros of a function. Suppose that f is a conti-
nuous, 2-periodic function. We deﬁne
Z˜c(f ) := sup S+c ((f (x1), . . . , f (xm))) , (2.2)
where the supremum runs over all x1 < · · · < xm < x1 + 2 and all m ∈ N.
Clearly, Sc(f ) denotes the number of sign changes of f on a period, and Z˜c(f ) de-
notes the number of zeros of f on a period, where zeros which are sign changes are counted
once and zeros which are not sign changes are counted twice. Moreover, we have
Sc(f )Z˜c(f ).
Deﬁnition 2 (see Pinkus [19, p. 129]). A real, 2-periodic, continuous functionG satisﬁes
Property B if for every choice of 0 t1 < · · · < tm < 2 and each m ∈ N, the subspace
Xm :=
b +
m∑
j=1
bjG(· − tj ) :
m∑
j=1
bj = 0

is of dimension m, and is a weak Tchebycheff (WT-) system (see [19, p. 39]) for all m odd.
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Let  be a piecewise continuous 2-periodic function satisfying  ⊥ 1 and set (x) :=
a + (G ∗ )(x). If G satisﬁes Property B then Sc()Sc().
Deﬁnition 3 (Pinkus [18]). The kernel k is called strictly sign consistent of order 2' + 1
(SSC2'+1) if
	 det(k(xj − ym))2'+1j,m=1 > 0
whenever 0x1 < · · · < x2'+1, 0y1 < · · · < y2'+1, and 	 = 1 or −1.
Let h be a piecewise continuous 2-periodic function satisfying Sc(h)2n. If k is
SSC2n+1 then Z˜c(k ∗ h)2n (see [7, pp. 250–270]; [18]).
Lemma 1 (see Pinkus [19, p. 170]). (i) If  ∈ 2m, 
 ∈ 2k , then
Sc(h ± h
) min{2m, 2k}.
(ii) If , 
 ∈ 2m and k = 
k+2r for some k and r, then
Sc(h − h
)2(m− 1), (2.3)
where 2n and h are deﬁned by (1.4) and (1.6), respectively.
Let  be a differentiable, odd and strictly increasing function deﬁned on [−1, 1] for
which ′ is continuous on [−1, 1]. Put


2n := { :  ∈ 2n, (K ∗ h) ⊥ 1},
M

2n := {f : f = Dr ∗ (K ∗ h),  ∈ 2n} (2.4)
and


2n := {f : f = a +Dr ∗ (K ∗ h),  ∈ 2n, a ∈ R}. (2.5)
It is clear that the function
0(z) := tan(/4 z) (2.6)
satisﬁes the above conditions.
Our next aim is to get the main result of this section about the solution of a minimum
norm problem of the nonnegative functions in the class of functions 02n (see Theorem 2
below), which is similar to the classical nonnegative polynomial perfect splines. To do this,
we follow some ideas of Babenko [1], and use the following notation. Let F be a subspace
of L1. Consider the best (, )-approximation of a function f by the subspace F in L1
metric, that is, if  > 0 and  > 0 are given, then
E(f ;F)1;, := inf
∈F ‖(f − )+ + (f − )−‖1,
where g± = max{±g, 0}. If we set  =  = 1, then E(f ;F)1;, is the usual best
approximation. If we let  () tend to +∞, E(f ;F)1;,1 (E(f ;F)1;1,) tends to the best
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upper (lower) approximation of the function f from the subspace F in the metric of L1 ( see
[1] and the references therein for more details).
To get the main result of this section, we also need to introduce some results about the
nonincreasing rearrangement of a function (see [2, p. 17]; [8, pp. 110–113]). Let f be a
2-periodic integrable function and hence measurable and ﬁnite a.e. on (0, 2). For y0
by
m(f, y) = meas{t : t ∈ (0, 2), f (t) > y}
we deﬁne a right continuous function m(f, y) which is nonincreasing on [0,∞) and is
called the distribution function for f (t). The nonincreasing rearrangement of f is deﬁned
by
p(f, t) = inf{y : m(f, y) t}
and is also right continuous as m(f, y). It follows from the deﬁnitions that
meas{t : t ∈ (0, 2), p(f, t) > y} = m(f, y)
for every y0, i.e., the functions f (t) and p(f, t) have one and the same distribution
function and hence they are equimeasurable. Put
(f, t) = p(f+, t)− p(f−, 2− t), 0 t2,
where f±(t) = max{±f (t), 0}. The notation f  g means that∫ x
0
(f, t) dt
∫ x
0
(g, t) dt, ∀ x ∈ [0, 2]. (2.7)
When f (t)0 and g(t)0 in (2.7), we have∫ x
0
p(f, t) dt
∫ x
0
p(g, t) dt, ∀ x ∈ [0, 2].
We now recall some lemmas about the best (, )-approximation which will be used in
the proof of Lemma 7 below.
Let
Tn = span{1, cos t, sin t, . . . , cos((n− 1)t), sin((n− 1)t)}
be the trigonometric polynomial subspace of order n− 1.
Lemma 2 (see Fang Gensun and Li Xuehua [5, Theorems 3.4 and 3.5]). Let f ∈ H˜ r∞,
and f ⊥ Tm. Then∫ x
0
p(|m,r |, t) dt
∫ x
0
p(|f |, t) dt, ∀ 0x2. (2.8)
730 F. Gensun, L. Xuehua / Journal of Complexity 21 (2005) 722–739
Lemma 3 (see Babenko et al. [2, Propositions 1.3.7 and 1.3.8]). Let f, g ∈ L1, f, g ⊥ 1
and ∫ x
0
p(f±, t) dt
∫ x
0
p(g±, t) dt, ∀ 0x2.
Then for all  ∈ R∫ x
0
p((f − )±, t) dt
∫ x
0
p((g − )±, t) dt, ∀ 0x2. (2.9)
Lemma 4 (Babenko et al. [2, Theorem 1.5.1], and see also Babenko [1]). Let f and g be
continuous 2-periodic functions with zero mean on a period and T1 be the linear space of
constant functions. Then
E(f ; T1)1;,E(g; T1)1;,
holds for all ,  ∈ (0,∞) if and only if for all x ∈ [0, 2] and  ∈ R,∫ x
0
p((f − )±, t) dt
∫ x
0
p((g − )±, t) dt. (2.10)
Lemma 5. Let n, m ∈ N, mn and ,  > 0. Then
E(m,r ; T1)1;,E(n,r ; T1)1;,. (2.11)
Proof. Let n, m ∈ N, mn and ,  > 0. It is known that n,r ∈ H˜ r∞, (see [14]). Since
n,r is 2n -periodic and 

n,r (t + n ) = −n,r (t), n,r ⊥ Tn. And then n,r ⊥ Tm. By
Lemma 2, we have∫ x
0
p(|m,r |, t) dt
∫ x
0
p(|n,r |, t) dt, ∀ 0x2. (2.12)
Noting that ∀ n ∈ N, p((n,r )±, t) = 0 for all  t2 and∫ x
0
p(|n,r |, t) dt = 2
∫ x
2
0
p((n,r )±, t) dt, ∀ 0x2,
by (2.12), we get∫ x
0
p((m,r )±, t) dt
∫ x
0
p((n,r )±, t) dt, ∀ 0x2.
So by Lemmas 3 and 4, we get (2.11). 
Lemma 6 (see Babenko [1]). Let the function g ∈ L1 be almost everywhere different from
every ﬁxed constant with zero mean on a period. Then
E(g; T1)1;, = inf
∈R
[
+ 
2
∫ 2
0
|g(t)− | dt + 2 − 
2
]
. (2.13)
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Lemma 6 reduces the nonsymmetric (, )-approximation of a function g by the linear
space of constant functions to an approximation problem in the usualL1-metric, which will
be used in the next lemma. The next result about (, )-approximation on the nonlinear
subsetM2n is the key for getting our main result in this section.
Lemma 7. Let n ∈ N, r = 1, 2, . . . , 0 < ,  < ∞ and  be a differentiable, odd and
strictly increasing function deﬁned on [−1, 1] for which ′ is continuous on [−1, 1]. Then
inf
f∈M2n
E (f ; T1)1;, = min
m∈N,mn
E
(
Dr ∗ (K ∗ hm); T1
)
1;, . (2.14)
In particular, if  = 0, then
inf
f∈M02n
E (f ; T1)1;, = E
(
Dr ∗ 0(K ∗ hn); T1
)
1;, = E(

n,r ; T1)1;,. (2.15)
Proof. We follow the ideas of Žensykbaev [21], Micchelli and Pinkus [11], and Babenko
[1] (see also Pinkus [19, Chapter V, Theorem 4.5]). It is known that for each r2 , Dr
satisﬁes Property B ( D1 also satisﬁes all the conditions of Property B except that it has a
jump discontinuity at x = 0 ) (see [19, p. 133]) and thatK is SSC2'+1 for all ' = 0, 1, . . .
(see [6]). So for every choice of 0x1 < · · · < x2m−1 < 2 and each m ∈ N,
X2m−1 :=
{
b +
2m−1∑
i=1
biDr(xi − ·) :
2m−1∑
i=1
bi = 0
}
is aWT-system of dimension 2m− 1. By [19, Chapter III, Proposition 1.9] for each ε > 0
there exists an extended Tchebycheff (ET-)system (see [19, p. 43]) Xε2m−1 satisfying
lim
ε−→0+
Xε2m−1 = X2m−1.
ThenXε2m−1 is also a Tchebycheff (T-)system (see [19, p. 40]) for each ε > 0, andXε2m−1 −→ X2m−1 as ε −→ 0+. Thuswemay assume thatX2m−1 is aT-systemof dimension 2m−1.
This implies that by [19, Chapter IV, Proposition 6.4] we can get
Z˜c(a +Dr ∗ (K ∗ h))Sc((K ∗ h)) = Sc(K ∗ h)Sc(h) (2.16)
for all a ∈ R and every  ∈ 2n, where  is a continuous, odd and strictly increasing
function deﬁned on [−1, 1].
Let f = Dr ∗ (K ∗ h) ∈ M2n. Then by Fubini’s theorem and the fact that∫ 2
0 Dr(x) dx = 0, we get
∫ 2
0 f (t) dt = 0. Now let n, r, ,  be ﬁxed. Consider the
extremal problem
E(f ; T1)1;, → inf, f ∈ M2n. (2.17)
By virtue of Lemma 6, for all f ∈ M2n, we have
E(f ; T1)1;, = inf
∈R
[
+ 
2
∫ 2
0
|f (t)− | dt + 2− 
2
]
. (2.18)
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SinceM2n is locally compact in the topologyof convergence andE(f ; T1)1;, continuously
depends on f ∈ M2n, there exists a . ∈ 2n, . = (.1, . . . , .2m), mn, such that f . :=
Dr ∗ (K ∗ h. ) is the solution of the extremal problem (2.17) and
∫ 2
0 f
.(t) dt = 0. In
view of (2.18), f . is also a solution of the extremal problem
inf
∈R
[
+ 
2
∫ 2
0
|f (t)− | dt + 2− 
2
]
→ inf, f ∈ M2n. (2.19)
UsingLagrangemultipliers,weﬁnd that the optimal solution0, .1, . . . , .2m of the extremal
problem (2.19) must satisfy the following system of nonlinear equations:
− + 
2
∫ 2
0
sgn(f .(t)− 0) dt + 2
− 
2
= 0, (2.20)
(−1)j (+ )
42
∫ 2
0
sgn(f .(t)− 0)G(t; .j ) dt
+  (−1)
j

∫ 2
0
′((K ∗ h. )(t))K(t − .j ) dt = 0, j = 1, . . . , 2m, (2.21)∫ 2
0
((K ∗ h. )(t)) dt = 0,
where  is the Lagrange multiplier, and
G(t; y) =
∫ 2
0
Dr(x)
′((K ∗ h. )(t − x))K(t − x − y) dx, y ∈ R.
Because the Bernoulli splineDr(·) ⊥ 1 (see Eq. (1.7)), by a change of scale and Fubini’s
theorem, we get∫ 2
0
G(t; y) dt =
∫ 2
0
[∫ 2
0
Dr(x)
′((K ∗ h. )(t − x))K(t − x − y) dx
]
dt
=
∫ 2
0
Dr(x)
[∫ 2
0
′((K ∗ h. )(t − x))K(t − x − y) dt
]
dx
=
∫ 2
0
Dr(x)
[∫ 2−x
−x
′((K ∗ h. )())K(− y) d
]
dx
=
∫ 2
0
Dr(x)
[∫ 2
0
′((K ∗ h. )())K(− y) d
]
dx
=
∫ 2
0
′((K ∗ h. )())K(− y) d
∫ 2
0
Dr(x) dx
= 0 for all y ∈ R. (2.22)
Set
l(t) := −+ 
2
sgn(f .(t)− 0)+
− 
2
.
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Then from (2.20), l(·) ⊥ 1. From (2.21) and (2.22), we have
1
2
∫ 2
0
l(t)G(t; .j ) dt − 
∫ 2
0
′((K ∗ h. )(t))K(t − .j ) dt = 0,
j = 1, . . . , 2m. (2.23)
Let
lr (x) =
∫ 2
0
Dr(t − x)l(t) dt.
Our next aim is to prove that f . := Dr ∗(K∗hm).We only need to prove that h. (t) =
hm(t + a) for some a ∈ R. By translation we may assume that . = (.1, . . . , .2m) satisﬁes
0 = .1 < .2 < · · · < .2m < 2 and
 = .2 = .2 − .1 = min{.j+1 − .j : j = 1, . . . , 2m},
where .2m+1 = 2. Suppose that h. = hm. In view of Lemma 1,
Sc(h. (·)+ h. (· + ))2(m− 1).
Since  is a continuous, odd and strictly increasing function and K is SSC2'+1 for all
' = 0, 1, . . . , we have
Sc(((K ∗ h. )(·))+ ((K ∗ h. )(· + )))
= Sc((K ∗ h. )(·)+ (K ∗ h. )(· + ))
Z˜c((K ∗ h. )(·)+ (K ∗ h. )(· + ))
 Sc(h. (·)+ h. (· + ))2(m− 1).
Set
p(t) = f .(t) = (Dr ∗ (K ∗ h. ))(t),
r(t) = f .(t + ) = p(t + ) = (Dr ∗ (K ∗ h. ))(t + ).
Since
p(t)+ r(t)
= 1
2
∫ 2
0
Dr(t − y)[((K ∗ h. )(y))+ ((K ∗ h. )(y + ))] dy,
we obtain Sc(p + r)2(m− 1). Put
P(y) = 1
2
∫ 2
0
l(t)G(t; y) dt − 
∫ 2
0
′((K ∗ h. )(t))K(t − y) dt
and
R(y) = 1
2
∫ 2
0
l(t + )G(t; y) dt − 
∫ 2
0
′((K ∗ h. )(t + ))K(t − y) dt.
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Then by a change of scale and Fubini’s theorem, we have
P(y)= 1
2
∫ 2
0
l(t)
[∫ 2
0
Dr(t − x)′((K ∗ h. )(x))K(x − y) dx
]
dt
− 
∫ 2
0
′((K ∗ h. )(t))K(t − y) dt
= 1
2
∫ 2
0
′((K ∗ h. )(x))K(x − y)
[∫ 2
0
Dr(t − x)l(t) dt
]
dx
− 
∫ 2
0
′((K ∗ h. )(t))K(t − y) dt
= 1
2
∫ 2
0
′((K ∗ h. )(x))lr (x)K(x − y) dx
− 
∫ 2
0
′((K ∗ h. )(x))K(x − y) dx
= 1
2
∫ 2
0
′((K ∗ h. )(x))K(x − y)[lr (x)− 2] dx
= 1
2
∫ 2
0
′((K ∗ h. )(x + y))K(x)[lr (x + y)− 2] dx.
Noting that K is SSC2'+1 for all ' = 0, 1, . . . , ′0, and ′ is continuous on [−1, 1],
using Rolle’s theorem, we have
Z˜c(P (·)+ R(·))  Sc(′((K ∗ h. )(·))(lr (·)+ lr (· + )− 4))
 Sc(lr (·)+ lr (· + )− 4)
 Sc(l(·)+ l(· + ))Sc(f .(·)+ f .(· + ))
 Sc(p(·)+ r(·)). (2.24)
Since Sc(p + r)2(m− 1), it follows that
Z˜c(P (·)+ R(·))2(m− 1).
A simple change of variable argument shows that R(y) = P(y + ) so that
Z˜c(P (·)+ P(· + ))2(m− 1).
On the other hand, from (2.23),
P(.j ) = 0, j = 1, . . . , 2m.
By our choice of , .j < 
.
j + .j+1, j = 1, . . . , 2m, and therefore
S+c (P (.1 + ), . . . , P (.2m + )) = 2m.
Thus
S+c (P (.1)+ P(.1 + ), . . . , P (.2m)+ P(.2m + )) = 2m,
F. Gensun, L. Xuehua / Journal of Complexity 21 (2005) 722–739 735
which implies that
Z˜c(P (·)+ P(· + ))2m.
This is a contradiction, and therefore h. (·) = −h. (· + ), i.e., h. = hm. Thus, since
Dr ∗(K ∗hm) ∈ M2n for each natural numbermn, we have proved (2.14). If  = 0,
then by Lemma 5, we have
min
m∈N,mn
E(Dr ∗ 0(K ∗ hm); T1)1;, =E(Dr ∗ 0(K ∗ hn); T1)1;,
=E(n,r ; T1)1;,,
which together with (2.14) gives (2.15). Lemma 7 is proved. 
Deﬁnition 4 (see Babenko et al. [2, p. 18]). A function  is called a N-function if  is a
continuous, nonnegative, convex function on [0,∞), and satisﬁes (0) = 0.
Lemma 8 (see Korneichuk [8, p. 114]). If f and g are integrable functions on [0, 2] such
that f+  g+, f−  g−, then |f |  |g|.
Lemma 9 (see Babenko et al. [2, Theorem 1.3.11]). If f and g are integrable functions on
[0, 2] such that |f |  |g|, then for any N-function , we have∫ 2
0
(|f (t)|) dt
∫ 2
0
(|g(t)|) dt. (2.25)
We are now ready to state the main result in this section, which will play a crucial role
in the proof of Theorem 1.
Theorem 2. Let r, n ∈ N. If f ∈ 02n , then
‖f ‖p‖n,r‖p, 1p∞. (2.26)
Moreover, if f is nonnegative and f ∈ 02n , then
‖f ‖p‖n,r + ‖n,r‖∞‖p , 1p∞. (2.27)
Proof. By virtue of (2.15) and Lemma 4, we have∫ x
0
p ((f − )±, t) dt
∫ x
0
p
(
(n,r − )±, t
)
dt, 0x2 (2.28)
for all f ∈ M02n and all  ∈ R, where M02n := {f : f = Dr ∗ 0(K ∗ h),  ∈ 
0
2n }.
Since tp, 1 < p <∞, are N-functions, (2.28) together with Lemmas 8 and 9 give
‖f − ‖p‖n,r − ‖p, ∀ f ∈ M02n , ∀  ∈ R, 1 < p <∞. (2.29)
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If we let  = 0 in (2.29), then we obtain (2.26) for 1 < p < ∞. And if we let  = 0 in
(2.28), then for each f ∈ M02n , we have
max
t∈[0,2) f (t)= p(f+, 0)p((

n,r )+, 0) = max
t∈[0,2) 

n,r (t),
min
t∈[0,2) f (t)=−p(f−, 0) − p((

n,r )−, 0) = min
t∈[0,2) 

n,r (t).
Hence for each f ∈ M02n ,
min
t∈[0,2) f (t)

n,r (t) max
t∈[0,2) f (t), t ∈ [0, 2),
which together with (2.29) gives
‖f − min
t∈[0,2) f (t)‖p  ‖

n,r − min
t∈[0,2) f (t)‖p
 ‖n,r − min
t∈[0,2) 

n,r (t)‖p, ∀ f ∈ M02n , 1 < p <∞.
Hence, if f is nonnegative and f ∈ 02n , then
‖f ‖p‖n,r + ‖n,r‖∞‖p, 1 < p <∞, (2.30)
which proves (2.27) in the case of 1 < p < ∞. By passing to the limits p → 1 and
p → ∞ in both of (2.29) for  = 0 and (2.30) respectively, we complete the proof of
Theorem 2. 
The functions in the set
P2n := {f : f = a +Dr ∗ h,  ∈ 2n, h ⊥ 1, a ∈ R} (2.31)
are called polynomial perfect splines. The solution of the minimum norm problem on the
class of polynomial perfect splines P2n plays an important role in the research of many
extremal problems in approximation theory (for example, exact values of n-widths, optimal
quadrature formulae, and optimal recovery) on the classical Sobolev class W˜ rp (see [8] for
more details).
Remark 2. (i)Theorem2gives the solutions of theminimumnormproblemof the functions
and nonnegative functions in the class 02n .
(ii) Babenko, Korneichuk, and Ligun investigated the minimum norm problem on the
class of polynomial perfect splines and nonnegative polynomial perfect splines (see [2,8]
for more details).
3. Optimal quadrature formulas
To get the lower estimate of the error of the optimal quadrature problem (1.2) on the
class of functions H˜ r∞,, we also need the following result which will be proved by using
Borsuk’s antipodality theorem.
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Theorem 3. Let r, n, N ∈ N, and (1, . . . , n) be a given system of positive integers
satisfying ∑ni=1 i = 2N . Then for any given system of points 0 t1 < · · · < tn < 2,
there exists a function f ∈ H˜ r∞, such that
f ∈ 02N, f (j)(ti) = 0, i = 1, . . . , n, j = 0, 1, . . . , i − 1,
f (t1+) > 0 (3.1)
and the number of zeros of f counting multiplicities equals 2N in [0, 2).
Proof. Set
S2N :=
{
x = (x1, . . . , x2N+1) ∈ R2N+1 :
∑2N+1
k=1 |xk| = 2
}
,
0(x) := 0 , j (x) :=
∑j
k=1 |xk|, j = 1, . . . , 2N + 1.
For each x ∈ S2N , put
hx(y) := sgn xj , j−1(x)y < j (x), j = 1, . . . , 2N + 1,
fx(y) := (Dr ∗ 0(K ∗ hx))(y).
Let
Fx(y)= (−1)	[fx(y)− fx(t1)], 	 = 0 or 1,
Li(Fx)= Fx(ti) = (−1)	[fx(ti)− fx(t1)], i = 2, . . . , n,
H
(j)
i (Fx)= F (j)x (ti) = (−1)	f (j)x (ti), i = 1, . . . , n, j = 1, . . . , i − 1. (3.2)
The mapping
A(x)= (b(x), L2(Fx), . . . , Ln(Fx),H ′1(Fx), . . . , H (1−1)1 (Fx), . . . , H
′
n(Fx),
. . . , H (n−1)n (Fx)),
where
b(x) :=
∫ 2
0
0((K ∗ hx)(t)) dt,
is a continuous and oddmap of S2N intoR2N . ByBorsuk’s theorem there exists an x. ∈ S2N
for whichA(x.) = 0. Then hx. ∈ {h :  ∈ 02N }, andFx. satisﬁes (3.1) if we choose 	 = 0
or 	 = 1 in (3.2) so that Fx.(t1+) > 0. As the function 0(z) maps the strip |Re z| < 1
conformally onto the open unit disk, Fx. ∈ H˜ r∞,, let f := Fx. , then f satisﬁes condition
(3.1), i.e., f has at least 2N zeros of f counting multiplicities, by Rolle’s theorem f (r) has
at least 2N zeros counting multiplicities in [0, 2).
On the other hand, since K is NCVD [19, p. 128], by smoothing (see [19, p. 175]),
without lose generality, we shall assume thatK is extended CVD, this means thatZc(K ∗
h)Sc(h) for all h where Zc counts the number of zeros in [0, 2), counting multiplici-
ties. Hence f (r) = 0(K ∗ hx∗) has at most 2N zeros counting multiplicities in [0, 2).
Therefore f (r) has exactly 2N zeros counting multiplicities in [0, 2). Suppose there is a
y0 ∈ [0, 2) such that f (y0) < 0. Then y0 = ti , i = 1, . . . , n. Because f (t1+) > 0, we
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know that f (r) has at least 2N + 2 zeros counting multiplicities in [0, 2) by the continuity
of f and Rolle’s Theorem. This is a contradiction. Theorem 3 is proved. 
From Theorem 3, we immediately have
Corollary 2. Let r, n,N ∈ N, and (1, . . . , n) be a given system of positive integers. Then
for any given system of points 0 t1 < · · · < tn < 2, there exists a f ∈ H˜ r∞, such
that f ∈ 02N , f (j)(ti) = 0, i = 1, . . . , n, j = 0, 1, . . . , 2[(i + 1)/2] − 1, f (y)0,
∀ y ∈ [0, 2).
The Proof of Theorem 1. In view of Remark 1, we only need to prove the lower estimate.
Let r, n,N1,N ∈ N, 0 t1 < · · · < tn < 2 be any given system of points, and (1, . . . , n)
be any given system of positive integers satisfying the conditions 2N1 := ∑ni=1 2[(i +
1)/2]2N , where [x] means the integral part of x. By virtue of Corollary 2, there exists
a nonnegative function f ∈ H˜ r∞, such that f ∈ 
0
2N1 , f
(j)(ti) = 0, i = 1, . . . , n,
j = 0, 1, . . . , 2[(i + 1)/2] − 1. From Osipenko [14] (see also [16]), 02N1 ⊂ H˜ r∞,,
therefore, by Theorem 2, we have
sup{|R2N(f )| : f ∈ H˜ r∞,}
 sup
{∣∣∣∣∫ 2
0
f (x) dx
∣∣∣∣ : f ∈ 02N1 , f (j)(ti) = 0, i = 1, . . . , n,
j = 0, 1, . . . , 2[(i + 1)/2] − 1, f 0
}
= sup{‖f ‖1 : f ∈ 02N1 , f (j)(ti) = 0, i = 1, . . . , n,
j = 0, 1, . . . , 2[(i + 1)/2] − 1, f 0}
‖N1,r + ‖

N1,r
‖∞‖1 = 2‖N1,r‖∞2‖

N,r‖∞,
which gives
R2N(H˜
r
∞,)2‖N,r‖∞.
Theorem 1 is proved. 
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