Introduction
Modelling human behaviour is a huge field of study in computer vision. One of the most active topics is related with the trajectory analysis, that is, how is the people usual behaviour, having a special interest in areas like video surveillance. However, a lot of questions remain unsolved.
For instance, what information makes people decide which path they should use to reach their goal?. Or what makes a movement abnormal? The answer for the questions are crucial in order to obtain a good trajectory modelling.
There exist two different approaches in the literature to model human trajectory behaviour. On one hand there are the Computer Vision techniques. They are mainly focused in classifying all the trajectories in the scene, mostly using clustering techniques, like Hybrid [12] , agglomerative [3] , where we merge clusters until we obtain the desired number; divisive [1] , Graph-based [14] , Spectral [11] or direct [17] , using techniques such as k-means or fuzzy c means.
These techniques require every path to have the same number of detections to update the patterns, making the updating procedure very difficult. More recently, new techniques are used, like the use of non-parametric Bayesian models [27] , [26] , [13] or using models to predict the motion behaviour [6] .
On the other hand there are the techniques based in social force models [10] . They are based in the idea that some stimuli, like the scene properties and other people interactions, affect the pedestrian trajectory [9] , [2] . This approach is often used in computer graphic schemes, developing a set of different forces that are added to infer the new movement [23] , [20] , [24] . The main drawback of these techniques is that although they are good approaches to model the usual human behaviour, there exist infinite solutions to model a normal behaviour. Thus, how can we use these kind of systems to decide whether a trajectory is abnormal or not?
More recently, techniques that try to merge computer vision techniques with social models are arising. For instance, some works introduce the social force model to detect abnormal behaviour [15] , [19] . Flow models were also included to predict crowd behaviour [16] . More recently, the use of minimal paths were introduced to model the usual behaviour [5] , [4] . However, this approach does not take into account velocity patterns or orientation in the propagation procedure.
Based on the latter, we propose a new methodology to model pedestrian trajectory behaviour. Our solution is based in the hypothesis that, typically, when people try to reach a destination, they use the path that takes less time. We take into account both the velocity and the orientation of the usual motion to create a time surface, where each node shows the time needed to reach it if the person behaviour is usual. We create a modified Fast Marching Method (FMM) [22] which includes the mentioned extra information without increasing the computational cost. Using this technique, only a potential and a velocity surfaces are needed in order to establish the so-called time surface. We also present different metrics to test a path's "degree of abnormality", in order to experimentally prove that our initial hypothesis is correct. Due to the lack of datasets providing some ground truth, we provide a theoretic statistical probe of correctness, along with some visual confirmation, as other approaches do. No quantitative results against other techniques are provided, since no abnormal detection results were provided in any other paper, which focus in clustering techniques our algorithm do not need. This paper is organized as follows: section 2 describes our modified FMM and the metrics created to model the pedestrian behaviour; section 3 shows implementation details about our algorithm; section 4 shows some experimental results and section 5 offers conclusions and future work.
The Governing Equations
In this section we develop our model for pedestrian trajectory modelling. We begin to set the hypothesis that are used to establish our methodology. We subsequently introduce our modified FMM that allows us to create the time surface. Finally, we introduce some metrics in order to test the pedestrian behaviour. We defer the implementation of these techniques to section 3. For coherence with previous approaches, we are going to follow the notation introduced in [7] .
Hypothesis 1 Each person tries to reach a geographic goal.
Since this model tries to model pedestrian trajectories, it is needed that targets have the intention to reach some goal within or outside the scene. As a consequence, people that are stopped or moving erratically are considered as abnormal movements.
Hypothesis 2 The trajectory used to reach the goal is ruled by the common pedestrian behaviour.
This is a crucial point in this algorithm. In [5] , the minimal path is ruled by a potential image that contains, for every node, the number of people that reach it. However, in our algorithm, we also include the velocity of the targets. Despite this, our model will also be driven by the people count estimation.
Hypothesis 3 People move at the maximum speed possible.
That is, the speed of every person is defined by a velocity field.
Having this hypothesis in mind, we can conclude that the usual path can be modelled as a minimal path approach. We propose a modified FMM in order to create a time surface, which is created taking into account the information about both the people frequency and their velocity. In algorithm 1 the method is explained. In essence, the structure is similar to the FMM. It only differs in the updating procedure, since • p0: the initial point, the first time a target is tracked.
• U : surface of minimal action, driven by the people frequency.
• T : time surface: every node contains the time needed to reach it starting in the initial point.
• Alive set: points of the grid for which U has been computed and it will not be modified.
• Trial set: next points in the grid to be examined (4-connectivity) for which a estimation of U is computed using the points in alive set.
• Far set: the remaining points of the grid for which there is not an estimate for U .
Initialization:
• For each point in the grid, let
Put all points in the far set.
• Set the start point (i, j) = p 0 to be zero: Up 0 = 0, Tp 0 = 0, and put it in the trial set.
Marching loop:
• Select p = (i min, jmin) from trial with the lowest value of U .
• Put p in alive and remove it from the trial set.
• For each of the p's neighbours (k, l) of (imin, jmin): now we have two different output maps: U , the classical minimal path surface; and T , the time surface, where the time needed to reach every point is stored. T surface is driven by the U surface. That means we use the classical minpath updating procedure in order to update the surface. Thus, we need the best horizontal and vertical neighbours to do that. So, having the point p N = (i, j) to be updated we define the points
. Then, we have the points
which are the two points used to perform the updating procedure. Hence, to update the minimal action surface U we use the following equation
beingP (p N ) the potential surface, which satisfies thatP > 0; and
To update the time surface, we use the same points p a and p b defined in the minimal action surface procedure. The equation is similar to the previous equation, that is,
being υ p N = 1 Vp N the velocity inverse; and Δ 2 = 2υ
2 the discriminant. Note the conditionP pN > (U p b − U pa ) refers to the first equation, which guarantees that Δ 1 > 0. However, in the second equation we cannot guarantee this situation in the discriminant. To solve that, we introduce a restriction in the procedure that allows the time surface to change the minimal action surface U . If we found that Δ 2 < 0, we update both the minimal action surface U and the time surface T with the default condition. The computational complexity of the algorithm remains equal to the FMM, that is, O(M log M ), being M the numbers of nodes in the potential surfaceP .
Behavioural Metrics
Once we have computed the surface T , we have to establish whether a trajectory is abnormal or not. We can define a path as P = {p 0 , p 1 , . . . , p M }, where each point represents positions that are reached for the target, and its associated time as
Intuitively, without any information about the environment, the human brain detect as abnormal behaviour erratic movements, such as sudden orientation changes or zigzag movements. However, taking into account the scene properties, it may be the only way to reach the target, causing the path to be usual. An example of this behaviour could be a mountain road, climbing to the top like a snake. However, in our assumption, we only take into account the initial and final point of the trajectory. According with our assumptions, the average time required to reach a goal in the scene, starting at any given position, is stored in the surface T . Thus, a new hypothesis is established, that is,
Hypothesis 4 If a path P have an usual behaviour, then
that is, the relation between the real and the expected time is Tp Pt(p) ≈ 1. Note that this idea is similar to the distance hypothesis performed in [4] . However, we think that the metrics used are not well suited, since the division between the two factors could obtain lower results when the numerator is too small compared with the denominator. Having this in mind, we develop a metric that allows us to measure a path's "abnormality". We called it Time Log-Likelihood (TL), and is defined by
where 1 < N ≤ M . Values close to 0 mean the path is correct, while higher values could indicate an abnormal behaviour. Note that this final point mentioned in this metric is not necessarily the moment when the target leaves the scene. It is only a moment when we decide to evaluate a trajectory. This strong advantage allows this method to be used in real-time systems, since the computational complexity of the metric, once the surface T is computed, is O(1).
Implementation
The model described in the previous section needs an implementation of the different structures that are used in the algorithm. Specifically, the potentialP and the velocity V surfaces. To compute these surfaces, we follow a similar approach that can be found in [23] . Since this method uses digital images, we discretized space into a regular grid. For each node/pixel, we store a set of properties, according to the schema shown in Fig. 1 , into a 2D array we call P , being ρ the number of people that reach the node. We store anisotropic fields with four floats per cell corresponding to the east, north, west and south faces of each pixel (θ = {0, 90, 180, 270}). f M →{E,N,W,S} are the number of people that crosses each one of the pixel faces, while v M →{E,N,W,S} are their most common speed. With this information, we are able to createP and V surfaces.
To select the most common speed velocity, we use a Kernel Density Estimator [18] . To estimate the bandwidth, we use the Rule of Thumb method [8] , [21] . Once we have the probability density function, we select the most common speed as the value with higher probability.
Potential SurfaceP
To model the potential surface we use the ρ parameter. Thus, having a point p, its potential value is defined bỹ
being ω the regularization parameter, typically ω = 0. We also have to define the p neighbourhood. The FMM uses a 4-connectivity procedure. However, in our case, we restrict the front-propagation technique to the directions that are commonly used, that is, being
being α a manual threshold. Note that this sentence does not imply the opposite. For instance, p S can be a neighbour of p but p could not be a neighbour of p S . With this restriction we can include orientation in the front-propagation procedure.
Velocity Surface V
As defined in Eq. 4, having any given point p to be updated, we have to find the value υ p = 1 Vp in order to update the time surface front. When the default condition is used, that is, only the point p a is used to update the front it is easy to obtain the velocity, since it is V p = v pa→p .
However, when dealing with the first condition, we have two different velocities that have to be combined, v pa→p and v p b →p . In order to establish an accurate solution to this problem, we define another surface D to be computed. This surface stores, for any given node p, the distance needed to reach it starting in p 0 and following the front-propagation method defined in Algorithm 1. This surface can be computed at the same time the surface of minimal action U is computed, as the time surface T does. To update the distance surface we follow the equation
2 the discriminant, and p a and p b the best neighbours defined in the minimal action surface procedure. To obtain the value V p we make use of the gradient descendant in D, that is,
where
Experimental Results
When trying to test any trajectory analysis, the same problem arises: there is a total absence of ground truth information, except in the BARD dataset [5] . However, this dataset is too small (only over 600 trajectories) and does not have any time information included. Thus, we decided to use a dataset that included a high number of trajectories, the single camera MIT trajectory dataset [25] . It contains 40, 453 different trajectories obtained from a parking lot scene within five days. We use half the trajectories as training, and the other half as testing.
Having all of this information, it is very hard to define whether a trajectory is normal or not. In related papers, they use some visual information to probe its effectiveness [25] , [27] , [26] , [28] . In our approach, we also focus the solution as a statistical problem. Since all the earlier attempts to model the human trajectory behaviour have used some learning methods to determine the usual behaviour, we extract the idea that, having no information about the environment, every method consider the most usual paths as normal movements, being the outliers the abnormal ones.
Ideally, we expect an abnormal behaviour measure to have an asymptotic curve, like 1 x , where the most part of the trajectories are normal, with a few abnormal movements. That is, the more erratic a trajectory is, the lower frequency it has. Thus, we can establish an inverse correlation between this two properties. In the top density function in Fig. 2-(a) we can see our metric has this behaviour. However, we have to check that, as we assume, lower values correspond to normal trajectories, while higher values means the opposite. To that end, we length-normalize every trajectory and perform a Fuzzy C means clustering into a large number of clusters. When we visualize the results, we saw that some trajectories detected as normal has some erratic movements in the middle. So, we decided to include two additional metrics: the Mean TL (MTL), which plots the mean of all the T L measures within the same trajectory, and the Maximum TL (MaxTL), which indicates its higher value. In Fig. 2-(a) we can see the density function of these metrics. We found that these two metrics perform really bad compared with the TL metrics, especially the MaxTL. Additionally, Fig. 2-(b) shows that the number of results near to ∞ is higher in the new metrics. This is really interesting, because when plotting the results of the clusters, according with the MaxTL value, we see some pattern (Fig. 3) . The bad accuracy of the MaxTL metric is related to failures in the tracking system. That is, when due to a tracking failure a bad match is provoked, the system can detect it. This is an outstanding property, as it can be used to increase tracking performance.
Crowded Scenes
We demonstrate how this method can detect and classify every trajectory. However, at this point it can be argued that the method could not work in crowded scenes, where the rest of the targets can affect a target's behaviour, making that usual direction may not be chosen. To that end, we select the Train Station Dataset [28] , where 42, 821 trajectories were recorded in only 33 minutes. Performing the same experiments as in the previous dataset we obtain similar results (Fig. 5) . That is really interesting, because we can conclude that the effect caused in a target by the rest of the people is not as huge as one may think. And with this hypothesis, we can pre-compute the time surface at the beginning without significantly increasing the metric error. Having this in mind, computing the behaviour at each position can be done in constant time.
In Fig. 4 we can see some trajectories the system detect as normal behaviour. As we can see, some movements were caused because of other people interaction, but the system remains robust against it. In a similar way, in Fig. 6 we can see some abnormal trajectories, and also when the system is changing its decision. This images show how our method can detect the degree of 'normality' at every moment a target is detected, providing a very powerful technique for surveillance scenarios.
The results obtained both in normal and high dense scene are better than expected. The fact that the number of people in the scene does not have a high impact in the target's behaviour makes this system very useful in very different situations. Previous methods group the scene in different regions with same behaviour [21] or cluster the trajectories in different patterns [25] . In our case, we cluster every 'time surface' taking into account each target's initial position. This idea is very promising, since in the most part of scenes the number of entrances is low. Thus, in future research it would be interesting to create only the surfaces related with these regions, causing the system to detect abnormal behaviours in constant time. To our knowledge, this is the first method that can be able to obtain it, since we do not have to compare the new trajectory against all the different pattern stored in the system, like the other methods do.
Conclusions
We proposed a novel idea to classify human trajectories, based in the idea that a person uses the path that takes less time to reach its target. Using the information about previous targets, we define a new potential field that is used to create a 'time surface' where, starting at any given point in the image, can predict the average time needed to reach any other position, assuming the target has an usual behaviour. Having this information, we introduce a new temporal metric to decide whether a trajectory is abnormal or not. Selecting two complicated scenarios, we prove that our initial hypothesis is correct, having an important contribution to establish a new way to define trajectory behaviour. The lack of datasets providing ground truth make impossible the task of evaluating our algorithm against other state of the art techniques. However, our method offers many advantages against techniques based in clustering or bayesian models, since it is able to compute the degree of 'normality' at every trajectory instant, and it is robust against the influence of other targets. Furthermore, it can detect tracking errors, making it suitable to improve any tracking system that can be integrated with our system. In future work we aim to further refine this method, using statistical techniques to model both velocity and time, instead of only using the most usual speed for every position. We also aim to expand this methodology to multiple camera frameworks. Trajectories with MaxT L = ∞ Figure 3 . MIT Trajectory Dataset results. In the first column, trajectories with low MaxT L value. In the second, higher values. In the third, trajectories for which a minimal action surface cannot be created. Trajectory colours are randomly selected.
