On Jordan all-derivable points of B(H)  by Wu, Jing
Linear Algebra and its Applications 430 (2009) 941–946
Contents lists available at ScienceDirect
Linear Algebra and its Applications
j ourna l homepage: www.e lsev ie r .com/ loca te / laa
On Jordan all-derivable points ofB(H)
Wu Jing
Department of Mathematics and Computer Science, Fayetteville State University,
Fayetteville, NC 28301, United States
A R T I C L E I N F O A B S T R A C T
Article history:
Received 17 June 2008
Accepted 9 September 2008
Available online 20 November 2008
Submitted by R.A. Brualdi
AMS classiﬁcation:
47B47
47L30
Keywords:
Jordan all-derivable point
Generalized Jordan all-derivable point
Jordan derivable map
Generalized Jordan derivable map
Derivation
Generalized derivation
LetH be a Hilbert space and B(H) the algebra of all bounded
linear operators onH. In this note we show that 0 is a generalized
Jordanall-derivablepointofB(H) ifH is inﬁnite-dimensional. For
any Hilbert spaceH, we also show that I is a Jordan all-derivable
point ofB(H).
Published by Elsevier Inc.
1. Introduction
There have been a number of papers on the study of conditions underwhich derivations of operator
algebras can be completely determined by the action on some sets of operators. Among these results
(see [2–5,7–9]), we cite two new and interesting ones here. In [9] it was proved that every strongly
operator topology continuousderivablemappingsonnest algebras at I is an innerderivation. Regarding
the all-derivablepoints, Zhu [7] showed that every invertible operator innest algebra is an all-derivable
point in the strong operator topology.
The aim of this note is to continue this study by considering (generalized) Jordan derivable maps
and (generalized) Jordan all-derivable points. Let’s give the definitions as follows:
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Deﬁnition 1.1. LetA be an algebra andM anA-bimodule. Suppose that G ∈A. A linear map δ :
A→M is said to be a Jordan derivable map at G if
δ(A2) = δ(A)A + Aδ(A)
for any A ∈Awith A2 = G.
Deﬁnition 1.2. LetA be an algebra. We say that G ∈A is a Jordan all-derivable point ofA if every
Jordan derivable map at G is a derivation.
Deﬁnition 1.3. LetA be a unital algebra andM anA-bimodule. Suppose that G ∈A. A linear map
δ :A→M is said to be a generalized Jordan derivable map at G if
δ(A2) = δ(A)A + Aδ(A) − Aδ(I)A
for any A ∈Awith A2 = G.
Deﬁnition 1.4. LetA be a unital algebra.We say thatG ∈A is a generalized Jordan all-derivable point
ofA if every generalized Jordan derivable map at G is a generalized derivation.
LetAbeaunital algebra andManA-bimodule. Recall that a linearmap δ :A→M is aderivation
if δ(AB) = δ(A)B + Aδ(B) for any A,B ∈A. If algebraA is unital, then mapping δ :A→M is said to
be a generalized derivation if δ(AB) = δ(A)B + Aδ(B) − Aδ(I)B for all A,B ∈A.
LetH be a Hilbert space andB(H) the algebra of all bounded linear operators onH. In this note
we shall show that 0 is a generalized Jordan all-derivable point ofB(H) ifH is inﬁnite-dimensional.
For any Hilbert spaceH, we also show that I is a Jordan all-derivable point ofB(H). Note that here
there is no continuity assumed.
Before proceedings let us ﬁx some notations. For any Hilbert spaceH we denote byF(H) and
I(H) the set of all ﬁnite rank bounded linear operators and that of all idempotent operators of
B(H) respectively, where an operator P is an idempotent provided that P2 = P. For any x, y ∈Hwe
denote the inner product of these vectors by 〈x, y〉, while x ⊗ y denote the rank one operator given by
(x ⊗ y)z = 〈z, y〉x. Note that every rank one operator can be written in this form. The operator x ⊗ y is
idempotent if and only if 〈x, y〉 = 1.
In order to prove our results we need the following theorems.
Theorem 1.5 [6]. LetH be an inﬁnite-dimensional Hilbert space. Then every operator A ∈B(H) is a sum
of ﬁve idempotents.
Theorem 1.6 [6]. LetH be an inﬁnite-dimensional Hilbert space. Then every operator A ∈B(H) is a sum
of ﬁve operators each having square zero.
Theorem 1.7 [8]. LetR be a 2-torsion free semiprime ring with identity 1 and δ :R→R be an additive
map satisfying δ(a2) = δ(a)a + aδ(a) − aδ(1)a for every a ∈R. Then δ(ab) = δ(a)b + aδ(b) − aδ(1)b for
every a, b ∈R.
2. Jordan all-derivable points ofB(H)
Webeginwith the following lemmawhose proof is amodiﬁcation of Remark 2.2 of [2]. For the sake
of completeness, we present the proof here.
Lemma 2.1. LetA = Mn(C) be the algebra of all n × n matrices over the complex ﬁeld C andM be an
A-bimodule. If a linear mapping δ :A→M satisﬁes δ(P) = δ(P)P + Pδ(P) − Pδ(I)P for any idempotent
P inA, then δ(AB) = δ(A)B + Aδ(B) − Aδ(I)B for every A,B ∈A.
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Proof. Let H ∈A be an arbitrary Hermitian matrix. Then H can be expressed as H =∑ni=1 tiPi, where
ti ∈ R and Pi ∈A are idempotents such that PiPj = PjPi = 0 if i /= j. Since Pi + Pj is an idempotent if
i /= j, we have
δ(Pi + Pj) = δ(Pi + Pj)(Pi + Pj) + (Pi + Pj)δ(Pi + Pj)
−(Pi + Pj)δ(I)(Pi + Pj).
This yields that
δ(Pi)Pj + Piδ(Pj) + δ(Pj)Pi + Pjδ(Pi) − Piδ(I)Pj − Pjδ(I)Pi = 0.
Using this relation we see that
δ(H2) = δ(H)H + Hδ(H) − Hδ(I)H. (1)
Now, replacing H by H + K , where H and K are both Hermitian, we get that
δ(HK + KH) = δ(H)K + Hδ(K) + δ(K)H + Kδ(H)
−Hδ(I)K − Kδ(I)H. (2)
Since any matrix A in Mn(C) can be written in the form A = H + iK with H,K Hermitian, Eqs. (1) and
(2) imply that
δ(A2) = δ(A)A + Aδ(A) − Aδ(I)A.
It is easy to see thatMn(C) is semiprime. By Theorem 1.7, we obtain that
δ(AB) = δ(A)B + Aδ(B) − Aδ(I)B
for every A,B ∈ Mn(C). 
Now we are ready to prove our ﬁrst main result. We want to mention here that we borrow some
ideas from [1] in the following proof.
Theorem 2.2. LetH be an inﬁnite-dimensional Hilbert space. Then 0 is a generalized Jordan all-derivable
point ofB(H).
Proof. Suppose that δ :B(H) →B(H) is a generalized Jordan derivable map at 0, i.e.,
δ(A2) = δ(A)A + Aδ(A) − Aδ(I)A
for any A ∈B(H) with A2 = 0.
For the sake of clarity, we divide the proof into several steps. We begin with
Step1. δ(P2) = δ(P)P + Pδ(P) − Pδ(I)P foreach idempotentoperatorP ∈B(H)with inﬁnite-dimen-
sional range and inﬁnite-dimensional kernel.
LetH be a direct sum of two closed inﬁnite-dimensional linear subspaces H1 and H2. Let P1 and
P2 = I − P1 be the idempotents corresponding to this direct sum decomposition. For operators A and
B in B(H) satisfying P1AP1 = A and P2BP2 = B, the restriction of A on P1H and that of B on P2H
are denoted by A˜ and B˜, respectively. Then A˜ ∈B(P1H) and B˜ ∈B(P2H). It follows from Theorem
1.6 that both A˜ and B˜ can be written as sums of ﬁve square-zero operators, A˜ = A˜1 + A˜2 + · · · + A˜5, B˜ =
B˜1 + B˜2 + · · · + B˜5, with A˜i ∈B(P1H) and B˜i ∈B(P2H) for each i = 1, 2, . . . , 5.
Now for each i = 1, 2, . . . , 5, let Ai and Bi be the extensions of A˜i and B˜i onH such that
Ai|P1H = A˜i, Ai|P2H = 0, Bi|P2H = B˜i,Bi|P1H = 0.
Then we have A = A1 + A2 + · · · + A5 and B = B1 + B2 + · · · + B5, with A2i = 0, P1AiP1 = Ai,B2i = 0, and
P2BiP2 = Bi for all i = 1, 2, . . . , 5.
It is easy to see that Ai + Bj is also a square-zero operator for all pair i, j ∈ {1, 2, . . . , 5}. Then
δ((Ai + Bj)2) = δ(Ai + Bj)(Ai + Bj) + (Ai + Bj)δ(Ai + Bj) − (Ai + Bj)δ(I)(Ai + Bj),
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and hence δ(Ai)Bj + Aiδ(Bj) + δ(Bj)Ai + Bjδ(Ai) − Aiδ(I)Bj − Bjδ(I)Ai = 0 for all pair i, j ∈ {1, 2, . . . , 5}.
Furthermore we obtain that
δ(A)B + Aδ(B) + δ(B)A + Bδ(A) − Aδ(I)B − Bδ(I)A = 0. (3)
Now let P ∈B(H) be an idempotent having both inﬁnite-dimensional range and inﬁnite-dimen-
sional kernel. Applying (3) to P and I − P we get that
δ(P)(I − P) + Pδ(I − P) + δ(I − P)P + (I − P)δ(P) − Pδ(I)(I − P) − (I − P)δ(I)P = 0,
this yields that
2δ(P) − 2δ(P)P − 2Pδ(P) + 2Pδ(I)P = 0.
Then we have
δ(P2) = δ(P) = δ(P)P + Pδ(P) − Pδ(I)P.
Step 2. δ(P2) = δ(P)P + Pδ(P) − Pδ(I)P for each idempotent P with ﬁnite-dimensional ranges.
Choose two idempotents R1 and R2 such that both R1 and R2 have inﬁnite-dimensional ranges
and satisfy PRi = RiP = 0, i = 1, 2,R1R2 = R2R1 = 0, and I = P + R1 + R2. Obviously δ(R2i ) = δ(Ri)Ri +
Riδ(Ri) − Riδ(I)Ri, i = 1, 2. Applying (3) again to R1 and R2 we see that
δ(R1)R2 + R1δ(R2) + δ(R2)R1 + R2δ(R1) − R1δ(I)R2 − R2δ(I)R1 = 0.
Then
δ((I − P)2)
= δ((R1 + R2)2) = δ(R21 + R22)
= δ(R1)R1 + R1δ(R1) + δ(R2)R2 + R2δ(R2) − R1δ(I)R1 − R2δ(I)R2
= δ(R1)R1 + R1δ(R1) + δ(R2)R2 + R2δ(R2) − R1δ(I)R1 − R2δ(I)R2
+δ(R1)R2 + R1δ(R2) + δ(R2)R1 + R2δ(R1) − R1δ(I)R2 − R2δ(I)R1
= δ(I − P)(I − P) + (I − P)δ(I − P) − (I − P)δ(I)(I − P).
This leads to
δ(P2) = δ(P)P + Pδ(P) − Pδ(I)P.
Similarly we have
Step 3. δ(P2) = δ(P)P + Pδ(P) − Pδ(I)P for each idempotent P ∈B(H)with ﬁnite-dimensional ker-
nel.
Now we can conclude
Step 4. δ(P2) = δ(P)P + Pδ(P) − Pδ(I)P for each idempotent P ∈B(H).
Step 5. For every A,B ∈F(H), we have δ(AB) = δ(A)B + Aδ(B) − Aδ(I)B.
Pick A,B ∈F(H). Then there is an idempotent P ∈F(H) such that PAP = A and PBP = B. Let
{x1, x2, . . . , xn} be a basis of the range of P. Choose vectors y1, y2, . . . , yn ∈H such that 〈xi, yj〉 = δij and
〈z, yj〉 = 0 for all z ∈ KerP.
Next let C ⊆F(H) be the algebra of all operators C of the form C =∑ni,j=1 tijxi ⊗ yj , tij ∈ C, and
note thatC is isomorphic toMn(C) via the isomorphism C −→ (tij). Thus, for the restriction of δ toC,
Theorem 2.1 can be applied. It follows that δ(AB) = δ(A)B + Aδ(B) − Aδ(I)B, as desired.
Step 6. There exist two linear operators T , S ∈B(H) such that δ(F) = TF − FS holds for each F ∈
F(H).
Let x0, y0 ∈H be chosen so that 〈x0, y0〉 = 1. Deﬁne a map T :H→H by
Tx = δ(x ⊗ y0)x0.
Obviously T is linear. Since F · (x ⊗ y0) = Fx ⊗ y0, we have
δ(Fx ⊗ y0) = δ(F) · x ⊗ y0 + F · δ(x ⊗ y0) − F · δ(I) · x ⊗ y0.
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Applying both sides of this equation to x0, we get that
δ(F)x = TFx − FTx + Fδ(I)x.
Let S = T − δ(I), it is obviously that S is also linear, and so δ(F)x = TFx − FSx. This is true for every x ∈H,
and so δ(F) = TF − FS.
It remain to prove the boundedness of T and S. For every F ∈B(H), operator TF − FS is bounded. On
the other hand, for every rank one operator R = u ⊗ v, the operator TR is bounded, since TR = Tu ⊗ v.
Therefore RS is bounded, and hence RT = RS + Rδ(I) is also bounded. We now apply the closed graph
theorem to conclude that both T and S are bounded. If xn → x and Txn → y, the boundedness of R and
RT implies that RTxn → Ry and RTxn → RTx. Thus Ry = RTx, i.e.
〈y, v〉u = 〈Tx, v〉u,
which is true for every u, v ∈H. This implies that T has a closed graph and hence is bounded. Further-
more, S is also bounded.
Step 7. δ(A) = TA − AS for every A ∈B(H).
By Theorem1.5 it is enough to show that δ(P) = TP − PS for every P ∈I(H). LetD = δ(P) − TP + PS.
Note that to showD = 0 it sufﬁces to show thatDQ = 0 for any rank one idempotentQ satisfying either
PQ = QP = 0 or PQ = QP = Q .
Case 1. PQ = QP = 0.
Obviously P + Q is an idempotent, then
δ((P + Q )2) = δ(P + Q )(P + Q ) + (P + Q )δ(P + Q ) − (P + Q )δ(I)(P + Q ),
which yields
δ(P)Q + Pδ(Q ) + δ(Q )P + Qδ(P) − Pδ(I)Q − Qδ(I)P = 0.
Since Q is of rank one, by Step 6, we have
δ(P)Q + PTQ = QSP − Qδ(P) + Pδ(I)Q + Qδ(I)P (4)
and Qδ(P)Q = 0. Furthermore, since S = T − δ(I), equality (4) turns to be
δ(P)Q + PSQ = QTP − Qδ(P).
Now we have
DQ = (δ(P) − TP + PS)Q = δ(P)Q + PSQ
= QTP − Qδ(P) = −Qδ(P)Q = 0.
Case 2. PQ = QP = Q .
Obviously, Q and P − Q are idempotents such that
(P − Q )Q = Q (P − Q ) = 0.
With the same argument as in Case 1, we can get that
δ(P − Q )Q + (P − Q )SQ = QT(P − Q ) − Qδ(P − Q )
and
Qδ(P − Q )Q = 0.
Then we have
DQ = (δ(P) − TP + PS)Q
= (δ(P) − TP + PS − δ(Q ) + TQ − QS)Q
= (δ(P − Q ) − T(P − Q ) + (P − Q )S)Q
= δ(P − Q )Q + (P − Q )SQ
= QT(P − Q ) − Qδ(P − Q )
= −Qδ(P − Q )Q
= 0.
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This completes the proof. 
The following result is straightforward.
Corollary 2.3. LetH be an inﬁnite-dimensional Hilbert space and δ :B(H) →B(H) be a linear map-
ping satisfying δ(I) = 0. If δ(A2) = δ(A)A + Aδ(A) for each operator A ∈B(H) with A2 = 0, then there
exists a bounded linear operator T onH such that δ(A) = TA − AT for every A ∈B(H), i.e. δ is an inner
derivation.
Through the proofs of Lemma 2.1 and Theorem 2.2 we can easily get
Corollary 2.4. LetH be any Hilbert space and δ :B(H) →B(H) be a linearmapping such that δ(P2) =
δ(P)P + Pδ(P) for each idempotent P ∈B(H). Then δ is an inner derivation.
The following result is well-known.
Corollary 2.5. LetH be an arbitrary Hilbert space. Then every Jordan derivation of B(H) is an inner
derivation.
We complete this note by showing that I is a Jordan all-derivable point ofB(H), whereH is an
arbitrary Hilbert space.
Theorem 2.6. LetH be any Hilbert space. Then I is a Jordan all-derivable point ofB(H).
Moreover, every Jordan derivable map ofB(H) at I is an inner derivation.
Proof. Let δ :B(H) →B(H) be a Jordan derivable map at I, i.e.,
δ(A2) = δ(A)A + Aδ(A)
for every A ∈B(H) with A2 = I.
Note that from I2 = I one can easily get δ(I) = 0.
Pick an arbitrary idempotent P ∈I(H), and let A = I − 2P. Clearly, A2 = I.
Then we have
0 = δ(A2) = δ(A)A + Aδ(A)
= δ(I − 2P)(I − 2P) + (I − 2P)δ(I − 2P)
= −4δ(P) + 4δ(P)P + 4Pδ(P),
which leads to δ(P) = δ(P)P + Pδ(P). Equivalently, δ(P2) = δ(P)P + Pδ(P) for each P ∈I(H).
Now the rest of the proof goes similarly to the proof of Lemma 2.1 and Steps 5–7 in the proof of
Theorem 2.2. 
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