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1. INTRODUCTION 
Let T be a positive constant, J = [O,T] and W- = (+x1,0), W+ = (O,oc~), I&, = W \ (0). We will 
consider two types of singular boundary value problems for higher-order differential equations. 
The first one is the singular Lidstone boundary value problem (BVP for short) 
(-l)* z(2n) (t) = f (t,z (t) , . . . , SP--2) (t)) , (1.1) 
zc2j) (0) = .c2j) (T) = 0, Oljln-1, (1.2) 
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where n 2 1 and f satisfies the local Caratheodory conditions on J x D (f E Car(J x D)) with 
R+xWexR-xRcx~~~xW+, ifn=2k-1, / 
4k-3 
D= 
I: 
R+ x Iwo x R- .x Ro x . . . x &L, if n = 2k, 
/ 
4k-1 
(for n = 1, 2, and 3, we have D = W+, D = R+ x Rc x W- and D = P+ x Ro x IL x Ro x R+, 
respectively). In our considerations, the function f(t, zc, . . . , zzn-s) may be singular at the points 
xi = 0, 0 5 i 5 2n - 2, of the phase variables xc,. . . ,x2,-z. 
The second one is the singular (n,p) boundary value problem 
-39 (t) = f (t, 2 (t) , . . . , x(n-1) (t)) , (1.3) 
xc*) (0) = 0, O<i<n-2, xtp) (T) = 0, p fixed, 0 5 p 5 n - 1, (1.4) 
where n 2 2 and f E Car(J x X) with 
x = w x Er2 x R. + 0 
In this case, the function f(t,xc, . . . , x,-i) may be singular at the points xi = 0, 0 5 i 5 n - 2 
of the phase variables xc, . . . , x*-s. 
We will prove the existence of solutions to problems (1.1),(1.2) and (1.3),(1.4). 
DEFINITION 1.1. A function x E AC2”-l J ( ) (i.e., x has absolutely continuous the (2n - l)St 
derivative on J) is said to be a solution of BVP (1.1),(1.2,) if (-l)jxc2j)(t) > 0 for t E (0, T) and 
0 5 j 5 n - 1, x satisfies the boundary conditions (1.2) and (1.1) holds a.e. on J. 
DEFINITION 1.2. By a solution of BVP (1.3),(1.4), we understand a function x E ACnpl( J) 
which is positive on (0, T), satisfies conditions (1.4) and for a.e. t E J fulfills (1.3). 
From now on, 11x11 = msx{(x(t)] : 0 I t 5 T}, ]]x]]L = J: Ix(t)] dt and ]]x]lm = essmax{lx(t)l : 
0 5 t 5 T} stands for the norm in Co(J), Lr (J), and LM( J), respectively. For a subset W of a 
Banach space, cl(n) and dQ stands for the closure and the boundary of 52, respectively. Finally, 
for any measurable set M, p(M) denotes the Lebesgue measure of M. 
The fact that a BVP is singular means that the right-hand side f of the differential equation 
does not fulfill the Caratheodory conditions on the region where we seek for solutions, i.e., on 
J x cl(D) if we work with equation (1.1) or on J x cl(X) if we study equation (1.3). In singular 
problems the Caratheodory conditions can be broken in the time variable t or in the phase 
variables or in the both types of variables. The first type of singularities where f need not be 
integrable on J for fixed phase variables was studied by many authors. For BVPs of the nth- 
order differential equations such problems were considered for the first time by Kiguradze in [l]. 
The second type of singularities where f need not be continuous in its phase variables xc, xi, 
for fixed t E J was mainly solved for BVPs of the second-order differential equations. One of 
the first papers concerning the second-order Dirichlet BVP with a singularity at x = 0 of the 
right-hand side of the differential equation x”(t) = f (t, x(t)) was written by Taliaferro in [2], 
where necessary and sufficient conditions for the existence of a concave solution x > 0 on (0,l) 
were found. Then a lot of papers extending or generalizing Taliaferro’s result appeared. Let us 
mention [3] by Lomtatidze and Torres and [4] by Agarwal and O’Regan dealing with sign-changing 
right-hand sides f of singular second-order equations and proving the existence of a solution which 
is nonconcave and positive on (0,l). The existence of nonconcave and sign-changing solutions of 
the above problem was proved by the authors in [5]. 
Problems (1.1),(1.2) and (1.3),(1.4) h ave received a lot of attention in the literature. For n = 1, 
the Lidstone boundary conditions (1.2) are equal to the Dirichlet conditions and conditions (1.4) 
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with n = 2 contain the Dirichlet ones as the special case p = 0. The Lidstone BVP (with a 
general n) was studied in the regular case, e.g., by Agarwal and Wong [6-81 and for the singular 
(n,p) BVP with a special case of the right-hand side f in (1.3), we can refer to the papers [9,10] 
by Agarwal, O’Regan, Lakshmikantham and Wong. 
In this paper, we extend the cited results on the case of a general Caratheodory right-hand 
side f which may depend on higher derivatives up to the order 2n - 2 in (1.1) and the order n - 1 
in (1.3). Let us note that conditions (1.2) imply that odd derivatives of any solution of (1.1),(1.2) 
are sign-changing functions on J. Similarly, if z is a solution of (1.3),(1.4) with 0 < p 5 n - 2, 
then zci) changes its sign inside of J for p +- 1 5 i 5 n - 1. 
So, the main common feature of problems (1.1),(1.2) and (1.3),(1.4) is the fact that some 
derivatives of solutions go through singularities off somewhere inside of J. This is the substantial 
difference of our problems [1.1),(1.2) and (1.3),(1.4) f rom all the problems cited above. As we 
know, such situation has not been considered, yet. 
The following assumptions’ will be used in the study of problem (1 .l),( 1.2): 
(HI) f E Car(J x D) and there exists II, E Lr(J) such that 
0 < * (t) 5 f (4 $0,. . . , ~274) , 
for a.e. t E J and each (20,. . . ,zs,,-2) E D; 
(Hz) for a.e. t E J and for each (~0,. . . , ~~-2) E D, 
2n-2 2n-2 
f@,ZO,... ,Z2n-2) I b(t) + C 4j Ct)Wj (bjl) + C hj Ct) Izjl 7 
j=O j=O 
where 4, hj E Lr( J) and qj E L,(J) are nonnegative, wj : B+ ---) R+ are nonincreasing, 
n-1 ~2(n-i)-3 7’ T s=c 
J 
n-2 y72(n-i-2) 
i=. 6n-i-1 o 
t(T - t)h2i(t) dt + c J i=. @‘-i-2 0 t(T - t)h2i+l(t) dt < 1 (1.5) 
and 
J 
T 
Wj (S) ds < CO, Wj (uV> I Awj (u) Wj (v) j 
0 
for 0 I j 5 2n - 2 and u, u E R+ with a positive constant A. 
In the study of problem (1.3),(1.4), we will work with assumptions: 
(Hs) f E Car(J x X) and there exist positive $I E &(J) and K E B+ such that 
$0) Ifk~o,...,%-11, 
for a.e. t E J and each (~0,. . . , cc,-1) E (0, K] x a;;-2 x R c x; 
(HA) for a.e. t E J and for each (20,. . . ,2,-r) E X, 
O<f(t.~~r...,~n-l)~$(t)+~qi(t)wi(I~il)+*~hj(t)l~;l, 
i=o j=O 
W 
where 4, hk E Lr (J) and qi E L,(J) are nonnegative, wi : R+ 4 R+ are nonincreasing, 
H = n2 
T 
j=. (n _; _ l)! o WS”-~-~ ds < 1 J (1.7) 
and 
J 
T 
o w; (s’+-l) ds < 00, 
forOIi<_n-2,0<k<n-1. 
(1.8) 
‘Throughout the paper, we set Cr&2 = 0 if ‘IE = 1. 
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REMARK 1.3. Since wj : R+ -+ R+ in (Hz) are nonincreasing, the assumption ssT wj(s) ds < cc 
implies that &y wj(s) ds < m for each V E R+, 0 5 j < 2n - 2. The same is true for integrals 
in (1.8) and 0 5 i 5 n - 2. 
The paper is organized as follows. Section 2 presents properties of the Green’s function Gj (t, s) 
for the problem .c2j) = 0, x(~~)(O) = CE(~~)(T) = 0,O 1. i 5 j-1, and of the Green’s function G(t, s) 
for the problem -c&) = 0, (1.4), w rc h’ h are necessary for our next considerations. Section 3 deals 
with auxiliary regular BVPs to problems (1.1),(1.2) and (1.3),(1.4). We give a priori bounds for 
their solutions and prove their existence by the theory of homotopy and the topological degree. In 
addition, we prove that some sets of functions containing solutions of our auxiliary regular BVPs 
are uniformly absolutely continuous on J. The main results about the existence of solutions to 
BVPs (1.1),(1.2) .and (1.3),(1.4) are given in Section 4. Proofs are based on the Arzela-Ascoli 
theorem and the Vitali’s convergence theorem, see, e.g., [11,12]. 
2. GREEN’S FUNCTIONS AND A PRIORI ESTIMATES 
2.1. Problem (1.1),(1.2) 
Given j E N. From now on, Gj(t, s) denotes the Green’s function of BVP 
d2j) (t) = 0, 
pi) (0) = 2d2i) (T) = 0, O<i<j-1. 
Then 
; (t - T) , for 0 5 s 5 t 5 T, 
G (t, s) = 
$ (s - T) , 
(2.1) 
for 0 5 t < s < T. 
The Green’s function Gj(t, s) can be expressed as [6,7,13] 
T 
Gj (t,~) = 
J 
G1 (t, U) Gj-l(u, S) du, j > 1, (2.2) 
0 
and it is known that [7,13] 
(-l)‘Gj (t, s) > 0, for (t, s) E (0, T) x (0, T) . (2.3) 
LEMMA~.~. For(t,s)E Jx JandjEM, wehave 
(-l)‘Gj (t, s) 5 GS (T - s) . (2.4) 
PROOF. For (t,s) E J x J, we see from (2.1) that 
PI (6 s)I I ; (T - s) , (2.5) 
i.e., (2.4) is true for j = 1. Assume that (2.4) holds for j = i (2 1). Then it follows 
from (2.2)-(2.5) that 
Pi+1 (t, s>I = IT IGI (t,u)l IGi (u, s>l du 
0 
< T2i-4 
I 
T 
_ psP= s) 
0 
u(T--u) du= ys(T-s), 
for (t,s) E J x J. Thus, (2.4) is true for j = i + 1. 
REMARK 2.2. If T = 1, Lemma 2.1 gives the result proved in [8]. 
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LEMMA 2.3. For (t,s) E J x J and j E N, we have 
IGj (t, s)l 2 $$t (T - t) (T - s) . (2.6) 
PROOF. We see that 
, for 0 5 s 5 t 5 T, 
PI (t, s)l = (2.7) 
, for 0 5 t < s 5 T, 
and so (2.6) holds for j = 1. Assume that (2.6) is true for j = i (1 1). Then (2.2), (2.3), (2.6), 
and (2.7) give 
IGi+l (t, s)l = I’ IG1 (t, u)I IGi (u, s)l du L $t (T - t) (T - s) lT u2 (T - u>~ du 
~2i-3 
for (t, s) E J x J and so (2.6) is valid for j = i + 1. 
LEMMA 2.4. Let x E AC2”-‘(J) satisfy (1.2) and (-1)?c(2”)(t) 2 q/(t) for a.e. t E J with 1c, 
given by (HI). Set 
Then 
R= 
s 
T 
s (T - s) $ (s) ds. w3) 
0 
(a) (-l)jzc2j)(t) > 0 for t E (O,T), 0 5 j 5 n - 1, 
(b) (_ l)j@+l) is decreasing on J and vanishes at a unique point & E (0, T) for 0 5 j < n- 1. 
In addition, 
(2.9) 
and ifn > 1 then 
T2(n-j)-7 
d2j+l) (t) 1 30n-j-2 $+, dsi 7 fortE J, O<j<n-2.2 (2.10) 
PROOF. From the equalities 
(-l)jxCW t) = ( 1’ (~1)“~’ G,-j (t, a) (-l)n x(2nJ (s) de, O<j<n-1, 
inequality (2.3) and (-1)“z(2”)(t) > $(t) > 0 for a.e. t E J we deduce (a). Then (-l)jz(2j+1) 
is decreasing on J for 0 < j 5 n - 2 and (-l)“~(~~) > 0 a.e. on J implies (-l)n-1a(2n-1) is 
decreasing on J. Now, from (1.2), we deduce that z (2j+1)(&) = 0 for a unique <j E (0,T) with 
0 5 j 5 n - 1 which finishes the proof of (b). 
Further, from the inequalities 
l~(2j)(t)(>~TIG~-j(t,s)l~(s)ds, tEJ, Oljin-1, 
21f some statements depend on j with 0 5 j 5 n - 2, then n > 1 is assumed throughout the paper. 
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and (2.6) it follows that 
for t E J, 0 5 j 5 n - 1, and so (2.9) holds. 
Finally, let 0 5 j 5 n - 2. Then ~(~j+l)(t) = Jij ~(~j+~)(s) ds and, by (2.9), 
which proves (2.10). 
2.2. Problem (1.3),(1.4) 
Let us consider the equation 
-&Q(t) = 0. 
LEMMA 2.5. The Green’s function of problem (2.11),(1.4) has the form 
(2.11) 
G(t,s) = (n! l)! 
(+~)n-p-l-(t-S)n-l), forO<s<tlT, 
tn-l T-s n-p-1 
(--> T 
1 for 0 5 t < s 5 T. 
PROOF. See, e.g., [S]. 
LEMMA 2.6. The Green’s function of problem (2.11),(1.4) fulfills 
G(T,s) > 0, for s E (0,T) and for p > 0, (2.12) 
@G 0, s) > o 
ai ’ for (t, s) E (0, T) x (0, T) , 0 5 i 5 min{p, n - 2). (2.13) 
PROOF. Condition (2.12) follows from the inequality 
n-p-l 
which is true for s E (0, T) and for p > 0. Let us suppose 0 5 i 5 min{p, n - 2) and prove (2.13). 
We have 
diG (t, s) 
ati = (n-i-l)! 
I for 0 5 t < s 5 T, 
and therefore, it is sufficient to show that 
(T&-p-’ > (t-q-1, for 0 < s 5 t < T. 
Since inequalities 
S 
(1-d 
n-p-l 
> l-; 
( > 
n-p-l s n-i-: 
2 l-7 
( > 
are valid for 0 < s 5 t < T, condition (2.14) is true, as well. 
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LEMMA 2.7. Let x E AC(+l)(J) satis& (1.4) and let 
-x@)(t) > 0, for a.e. t E J. (2.15) 
Then, if p > 0, we have 
xci)(t)>O, on(O,T], O<i<p-1, xlp) (t) > 0, on (0,T). (2.16) 
If p = 0, we have 
x (t) > 0, fort E (0,T). (2.17). 
PROOF. We will consider two cases, namely, 
(i) p = n - 1 and 
(ii) 0 5 p 5 n - 2. 
CASE (i). Let p = n - 1. Then, by (1.4) and (2.15), we have 
T o<- J xcn) (sds = x@-~) (t) , for t E [0, T) . (2.18) t 
Thus, integrating (2.18) from 0 to t E (O,Z’] and using (1.4), we get step by step 
x@) p, > 0, fortE(O,T], O<i<n--2. 
Inequalities (2.18) and (2.19) give the assertion of Lemma 2.7. 
CASE (ii). Suppose that 0 5 p < n - 2. Then, using the formula 
(2.19) 
J 
T 
x (t) = - G (t, s) x@) (s) ds, (2.20) 
0 
we can see that the assertion of Lemma 2.7 follows from (2.15) and Lemma 2.6. 
In the study of problems having singularities in zero values of phase variables, it is necessary 
to find a priori estimates of solutions below. The following three lemmas give a priori estimates 
below for functions satisfying conditions (1.4) and (2.15). We consider the cases p = n - 1, p = 0, 
and 1 5 p < n - 2 separately. 
LEMMA 2.8. Let p = n - 1 and let x E AC”-l(J) satisfy (1.4),(2.15). Then the inequalities 
llxll n-i-l di) @) 1 Tn-‘t , for t E J, 
0 5 i 5 n - 2, axe fulfilled. 
PROOF. Put 
POW = 1141 f 
0 
for t E J. (2.22) 
Then po (0) = . . . = ppe2) (0) = 0, PO(T) = IIxlI. According to (2.16), we have 11x11 = x(T). So, if 
h(t) = x(t) -PO(t) for t E J, then h satisfies the boundary conditions h(0) = . . . = hnp2(0) = 0, 
h(T) = 0, and moreover, hen)(t) = xcn)(t) - p?‘(t) = xcn)(t) < 0 for a.e. t E J. Therefore, 
Lemma 2.7 (with h instead of x) gives h(t) > 0 for t E (O,T), i.e., 
for t E J. (2.23) 
Further, put 
Pl 0) = llx’ll ; n-2, 
0 
for t E J. (2.24) 
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Then PI(O) = . . . = p(;nT3) (0) = 0, pi(T) = [[z’11. Since llz’ll = z’(T), the function h = x’ - pl 
satisfies h(0) = . . . = h(n-3)(0) = 0, h(T) = 0, and moreover, h(“-l) = xcn) - pp-l) = xcn) < 0 
a.e. on J. So, by Lemma 2.7, where we use h and n - 1 instead of x and n, respectively, we have 
h > 0 on (O,T), i.e., 
x’ (t) 2 Pl (t) I for t E J. (2.25) 
Similarly, for 2 5 i 5 n - 2, we put pi(t) = Ilx(i)ll(t/T)n-i-l and h(t) = xci)(t) -pi(t) for t E J. 
Using Lemma 2.7 (with h and n - i instead of x and n, respectively), we get h > 0 on (0,T) and 
so 
29 (t) 1 Pi (t) , for t E J, 2<i<n-2. (2.26) 
Having (2.22)-(2.26) together with the inequalities 
we obtain (2.21) for 
LEMMA 2.9. Let p 
O<i<n-2 
with 
I/ I/ 
,(i) > !!$ - T’ ’ l<i<n-2, (2.27) 
O<i<n-2. 
= 0 and let x E Acne1 (J) satisfy (1.4), (2.15). Then we have on J for 
(2.28) 
x(i) (t) 5 llIll (& -t) T'+l ' for ti 5 t 5 T, 
0 < &-I < &,.-2 < . . . < t2 < & < to = T, 
where 0 is a unique zero of x(j)in (0, T), I 2 j 5 n - 1. 
(2.29) 
PROOF. In view of (1.4) and (2.7), we have x(0) = x(T) = 0, x(t) > 0 for t E (0,T). Further, 
there is a unique & E (0,T) such that ~‘((1) = 0. (Otherwise, we get a contradiction to (2.15).) 
Similarly, in (0, T) there is a unique & < Ei-1 such that Ox = 0, 2 5 i 5 n - 1. According 
to (2.15), we get 
Xci) (t) > 0, on (O,ti) , xci) (t) < 0, on (ci,T] , l<i<n-1. (2.30) 
Therefore, 
xti) is concave on [&+2, T] and convex on [0, ti+2] , O<isn-2, (2.31) 
where &, = 0. Let us prove (2.28) for i = 0. Put 
POW = ll4l ; 0 n-l 7 
for t E [0, &] . 
Then, PO(O) = . . . = ppe2) (0) = 0, po(&) = ~~x~~. Since I(x(I = x(G), the function h = x - po 
fulfills boundary conditions h(0) = + . . = h(n-2)(0) = 0, h(&) = 0, and h(“)(t) < 0 for a.e. 
t E (O,&). Therefore, by Lemma 2.7 (where we use h and e1 instead of x and T, respectively), 
we deduce that the inequality h > 0 holds on (0, &), which gives 
x @> 2 Tn-’ II41 p-1 7 for t E [O,[l] . (2.32) 
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By (2.31), z is concave on [<I,?‘] c [&,I!‘]. Th us, x(t) 2 x(h)((T - t)/(T - t)) on I&, Tl, ad 
so 
x(t) 2 M(T - t) 
T ’ 
forte [Jl,T]. (2.33) 
Estimates (2.32) and (2.33) lead to (2.28) for i = 0. 
For 1 I i I n - 2, we put on [O,&+l] 
TZ-‘-’ and h(t) = x(j) (t) -pi (t) . 
Since 
l_<iIn-2, (2.34) 
we get as before 
II4 n-i-l Ai) w 2 Tn-‘t , for t E [O,Ei+ll . (2.35) 
Furthe;, using (2.31), we see that xci) is concave on [&+l,T] c [&+z,T]. Thus, we get the 
following two inequalities: 
x(i) (t) 2 x(j) (&+I) [.C ;,” 2 0, 
a- t+l 
for t E [&+I, 61 ,
x(i) (t) 5 x(j) (&+I) <,y I 0, fortE [&,T]. 
* %+I 
According to (2.34), the above inequalities yield 
(2.36) 
(2.37) 
Estimates (2.36) and (2.37) imply (2.28) for 1 5 i 5 n - 2. 
LEMMA 2.10. Let 1 5 p 5 n - 2 and let x E AC+l(J) satisfy (1.4),(2.15). Then, for 0 5 
i 5 p - 1, inequality (2.21) is true and for p < i 5 n - 2, conditions (2.28) are valid on J, 
with 0 < &+1 < &+s c ’ .’ < &,+I < Q = T, where [j is a unique zero of x(j) in (0, T), 
p+lljln-1. 
PROOF. For 0 5 i 5 p - 1, we use arguments of the proof of Lemma 2.8 and, for p 5 i 5 72 - 2, 
we argue as in the proof of Lemma 2.9. 
LEMMA 2.11. Let $ E Ll( J) be positive. Then there is a positive constant c = c($) such that 
for each function x E AC*-1 (J) satisfying (1.4) and 
1/, @> I -29 (t) I for a.e. t E J, (2.38) 
the estimate 
holds. 
llxll 2 c (2.39) 
PROOF. Let G be the Green’s function of problem (2.11),(1.4). There are two cases to consider, 
namely, 
(i) 1 5 p 5 n - 1 and 
(ii) p = 0. 
1808 R. P. AGARWAL et al. 
CASE (i). Let us suppose 1 < p 5 n - 1 and define a function 
G (t, s> 
@ 0,s) = F’ for (t, s) E (0, T] x (0, T] . 
In view of Lemma 2.6, @ is continuous and positive on (0, T] x (0, T). Further, for any s E (0, T), 
we have 
it’“-‘G (t, s) n-p-1 
= 
Lw-l 
3 0. 
(t,s)=w) 
Choose an arbitrary s E (0,T). Then, 
tliF+ Q (t, s) = - 
(n ! l)! 
P-lG (t, s) 
a?-l > 0, (O)=(h) 
which means that for any s E (0, T) we can extend a(., s) at t = 0 as a continuous and positive 
function on J. Thus, the function F(t) = J,@(t,s)$(s)d s is continuous and positive on J, as 
well. Therefore, we can find d > 0 such that F(t) 2 d on J. So, 
J 
T 
I 
T 
z(t) = - G (t, s) zzcn) (s) ds 1 G 0, s> 1c, (3) ds 
0 0 
J 
T 
= p-1 Q (t, s) II, (s) ds = P-‘F (t) 2 t’+‘d, for t E J. 
0 
This implies ]]z]] = s(T) > Tn-ld = c. 
CASE (ii). Let p = 0. Define a function 
@ (4 s) = G (4 s) 
P--l (T - t) ’ 
for (t, s) E (0, T) x (0, T) 
In view of Lemma 2.6, @ is continuous and positive on (0,T) x (0,T). For any s E (0, T), we get 
tli-l+ Q (t, s) = 
1 dn-lG(t,s) 
T (n - l)! &n-l > 0, (t>s)=(o,s) 
and 
-1 aG(t,s) 
tlirnn@(t,s) = -- Tn-1 at (t,s)=(T,s) 
=T(;!2)! [(l-f)“-‘-(l-;)n-2] >o, 
which means that for any s E (0,T) we can extend Q(., s) on J as a continuous and positive 
function. Further, we can argue as in Case (i). 
3. AUXILIARY REGULAR BVPS 
3.1. Problem (1.1),(1.2) 
For each m E IV, define xmr (P,,,, 7, E Co(W), W, c W, and fm E Car(J x W2”-‘) by the 
formulas 
foru>i, 
foru<k, 
l 
1 
--> 
(Pm(u) = m 
for u > -$, 
U, for u < -i, 
xm, ifn=2k-1, 
7 m= 
(P,,,, if n = 2k, 
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and 
fm (t,ZO,rl,22,23,...,ZZn-2) = 
’ f(t,Xm (20) ,x1rcPm(z2),X3r..~,7m(x2n-2)), 
fOT(t,~0,2~rX2,23,...rX2n-2)EJXIRXWmXIRXWmX~~~XW, 
t,xo,;,x2,x3 ,...,X2+2)(XI+;)-fm (t,XO&X2,X3,...,X2n-2)(%I - ;)I, 
for (~,XO,XI,X~,X~,...,X~~-~)~ J x Rx -i,i [ 1 x w x w, x “. x w, 
f fm [ ( t,x0rXlrX2r~ ,...,x2n-2)(x3+;) -fm (t,XOIx*,X2,--$...iX2n-2) (X3 - J-)] > 
for (t, x0,21, x2, X3,. . , x2+2) E J x W3 x 11 [ 1 --, - x . X W, mm 
t,xo,x1,x2 ,..., ;,x2n-2 
>( 
1 
XZn-3 +; 
>( 
1 
X2?--3 - - m 
for (t,xO,x1,12,...,22n-3,X2~-2)E JXW2+' X --A,; Xw. [ 1 
Then 
0 < $J(t) I f?n (6X0,'. . r%-2) 
+#l(t)+2~2qj(t)wj(;)+2~2hj(t)(;+lxj,)> 
j=o j=O 
for a.e. t E J and each (~0, . . ,52,-s) E lR2n-1 
and 
0 < $J(t)< fm(t,~o,~~~r~2n--2) 
2n-2 2n-2 
I 4(t) + C qj (t)wj (Ixjl) + C hj (t) Cl+ Ixjl) 7 
j=O j=O 
for a.e. t E J and each (~0,. . . ,~2,+.2) E I+$-‘, 
(3.1) 
(3.2) 
provided f satisfies Assumptions (Hr) and (Hz). 
Consider auxiliary regular differential equations 
(-l)n 2(2n) (t) = fm (t, z (t) , . . . ( 5(2n-2) (t)) (3.3) 
and 
(-l)n Jzn) (t) = Xf, (t,Lr (t) , . . . ) Lr(2n--2) (t)) ) x E P, 11, 
depending on the parameter m E N. 
PROPOSITION 3.1. Let m E N. If there exists a positive constant K such that 
(3.4) 
II II 
,(j) < K, - O<js2n-2, (3.5) 
for any solution x of BVPs (3.4),(1.2) with X E [O,l], then BVP (3.3),(1.2) has a solution x 
satisfying (3.5). 
PROOF. Solving BVP (3.4),(1.2) is equivalent to finding 2 E C2n-2(J) to 
5 (t) = (-l)n x 1’ Gn (6 s) fm (s,x (s) , . . . ,xc2’+‘) (s)) ds. (3.6) 
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It is easy to see that S : C2n-2( J) + Cane2(J), 
(Sx) (t) = (-l)n lT G, (t, s) fm (s,x (s) , . . . 1x(2-2) (s)) ds 
is a completely continuous operator. Since we can rewrite (3.6) as 
x = xsx, x E P, 11 (3.7) 
and, by our assumption, (3.5) holds for any solution x of (3.7), there exists a solution x of the 
operator equation x = Sx by [14]. Of course, x is a solution of BVP (3.5),(1.2) satisfying (3.5). 
LEMMA 3.2. Let Assumptions (HI) and (Hz) b e satisfied. Then for each m E N there exists a 
solution of BVP (3.5),(1.2). 
PROOF. Fix m E N. By Proposition 3.1, it is sufficient to show that there exists a positive 
constant K such that (3.5) is satisfied for any solution x of BVPs (3.4),(1.2) with X E [0, l]. We 
see that x = 0 is the unique solution of BVP (3.4),(1.2) with X = 0. Let X E (0, l] and x be a 
solution of BVP (3.4),(1.2). By (3.1) and (2.4), for t E .7 and 0 5 j 5 n - 1, we have 
1xt2j) (t)l = X lT IG,-j (t, s)l f,,, (s, x (s) , . . . ,x(2+21 (s)) ds 
5T;;::r 1’ ( i=. s(T-s) $(s)+~&(s)w~ (;)+2g2hi(s) (;+Ix?s)i)) ds 
I 
~2(n-j)-3 
@L-j-l (M + “F2 Hi lox@)/) , 
i=o 
where 
I 
T 
Hi = s (T - s) hi (s) ds, OIiI2n-2, (3.3) 
0 
and 
T 
M= J 0 T~(T-s)d(S) ds+2E2/,qi,,mw ; i=o ( >J 0 s(T-s) ds+i2E2H,. r=O 
By (1.2), z(2j+‘)(&) = 0 f or Some & E (0, T), 0 5 j 5 n - 1, and so the equalities x(2j+1) (t) = 
SE, x(~~+~)(s) ds for t E J, 0 5 j 5 n - 2, imply 
We have proved that 
(3.9) II II xW < 
T2(m-j)-.3 
- 69x-j-l (M + ‘g2Hi l~x(‘$ 7 Oljln-1, 
(M + ‘g2Hi I~@~~) 7 O<j<n-2. (3.10) 
Assume that Cfz,” Hi > 0 and set A = Cfz,” Hillx(i)ll. Then (3.9) and (3.10) yield A 5 
S(M + A), where S < 1 is defined by (1.5). Then A 5 SM/(l - S) and so (see (3.9) and (3.10)) 
II II ,W < 
T2(n-j)-3M - p-j-1 (1 -S)’ Oljln-1, 
T2(n-j-z)M 
g-j-2 (1 - S) ’ O<j<n-2. 
From (3.9) and (3.10), we see that the last two inequalities hold also in the case of Cf!!,” Hi = 0 
where S = 0. Consequently, there exists a positive constant K for which (3.5) holds. 
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LEMMA 3.3. Let Assumptions (HI) and (HZ) be satisfied. Then there exists a positive constant V 
such that 
II II 
cc(j) I v, OIjI2n-2, (3.11) 
for any solution z of BVP (3.5), (1.2) with m E M. 
PROOF. Let m E N and z be a solution of BVP (3.5),(1.2). Then inequalities (2.9) and (2.10) 
hold with R defined by (2.8) and where & E (0,T) is a zero of zc2j+l), 0 5 j 5 n - 2. Set 
I 
T 
Pj = s (T - S) Wzj (S (T - S)) dS, O<j<n-1. 
0 
Prom (2.9), (2.10), and the properties of wj we conclude for 0 5 j 5 n - 1 that 
I T 0 S(T-S)W2j (1CEc2j)(S)l) ds 5 lTs(T-S)w2j (~~~~~~~QS(T-S)) ds 
and for 0 5 j < n - 2 that 
s T s(T-s)w2j+l 0 (I z('j+') (S) I) ds 5 /d's (T - S) W2j+l (~;;:;~‘f-#u(T-u) dui) ds 
since 
s T 0 S(T-S)w2j+l (il:u(T-U) du/) ds=lC’s(T-s)w2j+, (l”U(T-u) du) ds 
J 
T 
+ 
Ej 
S(T-s)wzj+l (&,,T-u) du) ds 
s 
J,‘j u(T-u) du 
= wzj+l(s)ds 
0 
+ J ,; u(T-u) du W2j+l (S) ds0 
S,Tu(T-U)du < 2 - 
s 
W2j+l (S) ds 
0 
I 
T3/6 
= 2 w2j+l (u) du. 
0 
Consequently, by (2.4) and (3.2), 
I,(u) (t)l 
= 1’ IG,-j (t, s)I fm (Sj Z (S) 3.. . ~~~~~~~~ (S)) ds 
i 
T2(n-j)-3 T 
en-j-1 
J, s(T-s) (0(s)+2~2~~(~)w~(~~~1~(s)~)+2~2~~(s)(l+~z~i~(~)~)) ds 
i=o i=o 
I 
T2(n-j)-3 
@z-j-l 
(w + ‘g2 Hi lIdi) 11) , 
i=o 
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for t E J and 0 5 j 5 n - 1, where Hi is given by (3.8) and 
I 
T n-1 
w= 
0 
s (T - S) 4 (s) ds + A C Ilq2iIIm *pi 
i=o 
n-2 27x-2 
+ r-211 c Ilq2i+lllm *ai+ *2i+1 (u) du + 1 Hj 
i=o j=o 
is independent of m E N. Therefore, 
for t E J and 0 5 j < n - 2. Hence, 
II II ,GV) < 
T2(n-j)-3 - @z-j-l (W + “F2 Hi l~di)#) , O<j<n-1, 
i=o 
(W+2F2Hi II&$ , O<j<n-2. 
i=o 
Now applying the same procedure as in the proof of Lemma 3.2, we get 
II II ,(W < 
p+-j)-3w 
- @I-j-1 (1 - S)’ OIj<n-1, 
p++-4w 
fp-j-2 (1 - S) ’ O<j<n-2, 
(3.12) 
(3.13) 
where S < 1 is given in (Hz). From (3.12) and (3.13), we see that there exists a positive constant V 
independent of m such that (3.11) is true. 
LEMMA 3.4. Let Assumptions (HI) and (HZ) be satisfied. Let {x,} be a sequence of solutions 
to BVPs (3.5),(1.2) with m E N and cm,j be a (unique) zero of x$!+‘) in (O,T), 0 5 j 5 n - 2. 
Then, there exist 0 < Q < ,8 < T independent of m such that 
a I Em,j 5 0, for m E N, O<jsn-2. (3.14) 
PROOF. If not, there exist a subsequence {mk} of N and T E (0, 1, . . . , n - 2) such that either 
limk,m tmc,r = 0 or limk,, crnb,r = T. Suppose hmk-+, Ernl,,r = 0. By Lemma 2.4, 
and so 
C-1)’ x2:’ (t) 1 
~2(n-‘)-5 
30n-‘-1 JZt CT - t) 7 t E J, 
(-l)TxE;+l) (0) = (-l)+ ,crn+ 7 
2:;) (t) > lim T2+7)-5 n (T _ t> = T2(n-7-2) ~ 
- ++o+ 3(p-7-l 3()n-P-1 . 
Therefore, 
T2(+7-2) 
3p-‘-l i-2 5 C-1) T xg;+l) (0) = (-1)’ (x$:+1) (0) - z:;+rj (rm,,,,) 
= (-1) ++’ x$,f;+2) (vk) ‘tm,,s, 
where vk E (O,&,,,). Hence, limk+, lX$:+2’(vk)l = 00, Contrary to IIx!$:+~)~I < V for k E N 
by (3.11). The case where hmk+, &,,r = T can be treated analogously. 
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LEMMA 3.5. Let Assumptions (HI) and (Hs) be satisfied. Then there exists a positive con- 
stant V, such that 
llx(-ll 5 v*, (3.15) 
for any solution x of BVP (3.5),(1.2) with m E N. 
PROOF. Let m E N and 2 be a solution of BVP (3.5),(1.2). Let cj be a (unique) zero of zc2j+l) 
in (O,T), 0 5 j 5 n - 1 (see Lemma 2.4). By Lemma 3.4, there exist 0 < 01 < /3 < T independent 
of m such that 
a Itj I P, O<j<n-2. (3.16) 
BY (3.2), 
lx(-) (t)( = I’- J-,.,, (s,x (s) , . . . ,xt2+‘) (3,) ds 
(3.17) 
I J( 0 ’ ‘m(t)+z~2a(t)w~(lx(~)(t)l) +2~2hi(t)(l+lx0(t)l) dt. i=O i=o 
Using the properties of wi given in (Hz), (2.9), and the inequality 
. i 
T 
g’ forO<t<z, 
t(T-t) 2 
f (T - t) , for g < t 5 T, 
we get 
T2(?&-i-2) HJ T/2 
T 
5 AWPi 2. son-i-1 f-l wzi(t) dt + 
J 
w2i (T - t) dt 
0 7’12 1 (3.18) 
( T2(d-2) >I 7-P = 2Aw2* 2 .30n-i-1 s1 w2i (t) 4 o 
for 0 5 i < n - 1. Next, we claim that 
llIs(T-s)dsi > a(TiP)It-&]y fortEJ, OSj<n-2. (3.19) 
Indeed, since ej satisfies (3.16), we have 
J 
Ej Cj 
s(T-s) ds> (T-p) 
t J t 
sds=F(+t’) 
T-P = 2 (ej + t) (<j - t) 2 Q ‘T2m ‘) (0 - t) 9 
for t E [O,&] and 
J 
t 
s(T- s) ds 2 CY 
G 
it (T - S) ds = t ((T - Ej)2 - (T - t)‘) 
= : (;T - ej - t) (t - <j) L a ‘T2v ‘) (t - <j) 3 
1814 R. P. AGARWAL et al. 
for t E (&,T]. Consequently, using (2.10) and (3.19), we obtain 
5 lTw2i+l ( a’T; f;n~;~;i)-‘i2 ,t -&I) dt 
(3.20) 
I Awzi+l 
a (T - p) ~2(n-i)-7n T 
2. son-i-2 wzc+l(lt - tit) dt 
< 2AWZi+l 
a (T - p) T2(-4-7 ~ T 
2. son-i-2 
IS 
w2i+1 (t) dt. 
0 
Applying (3.11), (3.17), (3.18), and (3.20) yields 
n-1 
X(2n-1) (t)l I Il4llr, + 2A C llq2ill, W2i 
T2(“-i-2) T/2 
i=o 
2. son-i-1 n 
>I 
w2i (t) dt 
0 
n-2 a (T _ p) ~2(+9-7 R T 2n-2 
+ 2A C llq2i+l Ilo WZi+l 
i=O 
2. son-i-2 
IS 0 
wsi+l(t)dt + (1 + V) C IlkIlL = KY 
i=O 
for t E J. Here V, is a positive constant independent of m. 
LEMMA 3.6. Let Assumptions (H ) 1 and (Hz) be satisfied. Let {x,} be a sequence of solutions 
to BVPs (3.5),(1.2), m E N. Then the sequence 
{ ( f?n t,xm(t),..., x$$-~) (t)) } c LI (J) 
is uniformly absolutely continuous on J, that is, for each E > 0, there exists b > 0 such that 
J ( fn 4 %n (t), .. . M ,x?--~) (t)) dt < E, 
for any measurable M c J, p(M) < 6. 
PROOF. With respect to (3.2) and properties of measurable sets, it is sufficient to verify that for 
every E > 0 there exists 6 > 0 such that for any at most countable set {(aj, bj)}je~ of mutually 
disjoint intervals (oj, bj) c J with CjEn(bj - aj) < 6, we have for each m E N 
c Jb’ [B(t)+2~2qi~t)w,(l~(“(t)/) +2E2~i(t)(1+Ix$‘(t)I)] dt<E. (3.21) 
j0 aj i=o i=o 
By Lemmas 2.4, 3.3, and 3.4, we know that there exist V > 0 and 0 < CY < p < T such that 
tEJ, O<j<n--1, mEN, 
~2(n-j)-7 
Xi?+‘) (t)l > 3on-j-2 Cl IJ t ~m3 s (T - s) ds , tEJ, OIj<n-2, mEN, 3’ 
where [m,j E (0, T) is a (unique) zero of xp+‘) in J, 
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and 
II II z$) <v, - mEN, Osj<2n-2. 
In addition, by (3.19), 
I/ 
t s(T-s)ds 1a ‘T2- p, It - Im,jI  m E N, O<j<n-2. 
64 
Hence, for 0 5 tl < t2 5 T, we have 
-and, for 0 5 i 5 n - 2, we have 
Q2i+1 (t) w2i+1 (I 
J 
ta 
X w2i+1 (It - bn,iI) dt. 
t1 
Obviously, 
I 
J 
t.2 
wzi+l(lt - &n,il) dt = < 
t1 
\ 
7 
tz-Em,i 
w2i+1 (t) 4 if L,i I tl, 
t1-E*,i 
s 
&n.i-t1 
w2i+1 (t> dt + 
0 J 
tz-Sm,i 
w2i+l (t) dt, if tl < h < t2, (3.22) 
0 
J Em,;-t1 wzi+l (t) dt, if t2 I Em,i. Em,i-+ 
Now, let {(q, bj)}jE, b e a most countable set of mutually disjoint intervals (~9, bj) c J. Set t 
Jt,, = {.Li : .i E J, f&i I "j} 7 Jrf$ = {.Ij : .li E JI, L,i 2 bj} 7 
for m E N and 0 5 i 5 n - 2. Then, by (3.22), 
c J”’ w2i+l (It - [,+I> dt = 
ja aj 
C /b’-cm” w2i+l (t) dt + C Jc”“i-ai w2i+1 (t) dt + E, 
jCJk,; 
aj-Em,i 
jWL,i Em,i-bj 
where 0, if .V = Jk,i U Jf,,, 
E= 
J 
&n,i-7 
J 
br-&n~i 
w2i+1 0) dt + WZ+I (t) dt, if a7 < Em,i < b,, 7 E .v. 
0 0 
Set 
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for m E N and 0 < i < n - 2 where 
NApi = { 
0, if JJ = .VL,i U Jg,j, 
(0, b, - &,i) ) if a, < Em,i -c b,, 7 E J, 
q$ = 07 
-I 
if J = .U$ U .U$ 
(O,Em,i - a,), if aT < L,i < b,, 7 E J. 
Then Mi,i c J are measurable, p(M&,,) 5 cjEJ(bj - aj), 1 5 k 5 2, and 
Cs 
bj 
~i+l(lt - &n,il) dt < s uai+l(t)dt + j&J aj J%,,d J w2i+l (t) dt. ML 
Setting 
where 
we get 
@=max{l+V,P,Q}, 
n$ s,” 
3 
w2i (t (T - t)) dt + ‘E2 lb’ hi (t) dt) 
i=o 9 
n-2 
+@C (J w2i+l (t) dt  I wai+l(t) dt i=o ML,,; ML,,i > 
By (Hz), 4, hi, wi E L1 (J) for 0 5 i 5 2n - 2 and wi are nonincreasing on R+. Consequently, for 
each E > 0 there exists S > 0 such that for any at most countable set { (aj, bj)}jen of mutually 
disjoint intervals (aj, bj) C J with Cjga(bj - aj) < 6, (X21) holds. This completes the proof. 
3.2 Problem (1.3),(1.4) 
We would argue similarly as in Section 3.1 but we would like to show the reader a different ap- 
proach to this type of singular BVPs which seems to be more comfortable for problem (1.3) ,( 1.4). 
Therefore, first we prove some a priori estimates above, then we discuss the uniform absolute 
continuity of certain function sets and at the end of this section we prove the existence principle 
for auxiliary regular BVPs corresponding to problem (1.3),(1.4). 
LEMMA 3.7. Let K > 0, 1c, E Ll(J) be positive, h*, hj E Ll(J), qi E L,(J) be nonnegative, 
wi : I[$+ --+ R+ be nonincreasing, JOT ~i(s’+~-l) ds < 00, 0 5 i 5 n - 2, 0 2 j 5 n - 1. Then there 
exist constants T* > 0 and cr E (0, K] such that for each function x E AC”-1 (J) satisfying (1.4), 
$J (t) I -Jn) @) , for a-e. t E J provided /lx/l 5 K, (3.23) 
and 
n-l n-2 
0 < -x(~) (t) 5 h* (t) + C hj (t) Ix(j) (t)I + 5 qi (t)Wi (Ix(i) (t)I) , 
j=o 
for a.e. t E J, (3.24) 
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the estimates 
are valid. 
II II 
&J-l) < r* , II4 1 c@ (3.25) 
PROOF. Consider a function z E ACnw1(.7) satisfying (1.4), (3.23), and (3.24). Let ]]z]] 5 K. 
Then, by (3.23) and Lemma 2.11, there is a positive constant c = c($J) such that ]]z]] 1 c. 
Otherwise, ]]z]] > K. If we put o! = min{c,K}, then the second inequality in (3.25) is satisfied. 
Let us prove the first estimate in (3.25). Put ]]x(“-~)]] = p. Then -p 5 ~(~-‘)(t) 5 p on J 
and if we integrate this inequality from 0 to t E (0, T] and use (1.4), we get step by step 
for tEJ, O<i<n--1. (3.26) 
Lemmas 2.9 and 2.10 guarantee the existence of the unique zero &-I of ~(~-1) with [,,n-1 E (0, T) 
for 0 I P I n - 2 and en-r = T for p = n - 1. Integrate (3.24) from t to In-i. Then 
0 <x(-l) (t) < lcnel h* (S) dS-kne Jcnel hi (S) 1~~~) (S)I ds + nc J”-1 qi (s) wi ( (,ci) (s)I) ds, 
i=o t i=o t 
for t E [0, &r) . 
If p < n - 1, and thus, {,,-i < T, we integrate (3.24) from &.,-I to t and get 
0 < -x(+-l) (t) 5 I’_ h* (s) ds+ngjt 
n 1 i=o en-1 
h; (s) Izci) (s)J ds+gitml qi (s)wi (1%~~) (s)I) ds, 
n 
for t E (&l,T] . 
Hence, the inequality (see (3.26)) 
hi (s) (n8”-‘-:), dsi 
qi(s)w ()x@)(s)l) dsi 
is true for t E J. Therefore, we have 
n-1 T 
’ ‘-5(,-i-l)! o J hi (s) Pi-’ ds > I llh*llL + nf ,lq.ll,JTwi (Idi) (41) ds. (3.27) i=O 0 
It remains to estimate the integrals 
lTwi (lJi) (s)I) ds, O<i<n-2. 
We will consider three cases. 
CASE (i). Let p = n - 1. Then, by Lemma 2.8, for 0 < i < n - 2, 
W (IX(~) (s,I) 5 Wi ($$Pidl) , for s E (O,T]. 
Thus, 
Wi (IX(~) (s)I) 5 wi ((Qs)~-‘-‘) , 0 5 i _< n - 2, for s E (0, T] , (3.28) 
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where CT-~-’ = oTIVn. Inequality (3.28) implies 
lTWi (I,(i) (# ds 5 $ JdCiTWi (t-i-1) dt = Bi 
and so we have, for 0 < i 5 n - 2, 
lTwi (lx@) (s)I) ds 5 Bi. 
CASE (ii). Let p = 0. Then, by Lemma 2.9, for 0 5 i 5 n - 2, 
where 
,:-i-l = &-n, ki = aT-+l, 
and &, (ii+1 fulfill (2.29). Therefore, 
(3.29) 
(3.30) 
(3.31) 
with 
ci = ; 
I 
kiT 
w; (t) dt. 
2 0 
Therefore, we have, for 0 5 i 5 n - 2, 
lTwi (lxci)(s)I) ds 5 Bi +Ci. (3.32) 
CASE (iii). Let 1 5 p 5 n - 2. Then, for 0 5 i 5 p - 1, we have estimate (3.29) and, for 
p 5 i 5 n - 2, estimate (3.32) holds, where <j, p + 1 5 J’ 5 n + 1, are from Lemma 2.10. 
In view of (1.7), (3.27), (3.29), and (3.32), we deduce that in all these three cases 
n-2 
~(1 - H) I llh*Ilr, + C ll~ill, (Bi + Ci) = D. 
i=o 
So, if we put T-* = 1 + D(l - H)-‘, we get the first inequality in (3.25). 
Now we will consider the uniform absolute continuity of the following function sets. Let us 
choose Q > 0 and define 
B = {z E AP-’ (J) : llzlj 2 cx, IC fulfills (1.4) and (2.15)) . (3.33) 
LEMMA 3.8. Suppose that Wi : lR+ 4 W+ are nonincreasing, JOT Wi(snPiV1) ds < co, 0 5 i < n-2. 
Let us put 
A = {wi (Ix(“)I) :xEB,O<i<n-2 . 
1 
(3.34) 
Then the functions of A are uniformly absolutely continuous on J, that is, for each E > 0 there 
exists 6 > 0 such that 
j--Mwi(lxO(s)j) ds<E, 
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foreachxED,O<iL:n-2,and,foranyMcJ,p(M)<6. 
PROOF. It is sufficient to prove that for each E > 0 there is 6 > 0 such that for any system 
{(~~,t~)}? f t 11 d o mu ua y isjoint intervals (~j, tj) C J the condition 
(3.35) 
is valid for x E I3 and 0 < i < n - 2. We will distinguish three cases, which will be denoted 
by (i)-(iii). 
CASE(~). Letp=n-1. ChooseiE{O,l,... , n - 2) and put c = q, where c+ is given by (3.31). 
Then, in view of (3.28), for each Tj, tj E J, Tj < tj 
with -yi(t) = wi(tnmi-‘) for t E W+. Thus, 
with I’,(t) = Jot -yi(s) ds. A ccording to Remark 1.3, we can see that l?i is absolutely continuous 
on [O, A] for an arbitrary A E W+. 
Let us choose an E > 0 and put ~1 = E. Then there is a 61 > 0 such that for any system 
{(aj,bj)}y f t 11 d o mu ua y isjoint intervals in [0, CT] the condition 
2 (bj - aj) < 61 3 2 (Pi (bj) - l?i (CXj)) < El (3.37) 
j=l j=l 
is true. Put 6 = 61/c and suppose C,9”=l(tj - Tj) < 6. Then CT=I(ctj - crj) < &, (crj, dj) c 
[0, CT], j E M, which implies by (3.37) 
2 (ri (dj) - ri (mj)) < &I, 
j=l 
wherefrom, by (3.36), we get 
5 stj wi (IX(~) (s)I) ds < E. 
j=l Tj 
CASE (ii). Let p = 0. Then, by Lemma 2.9, for 0 5 i < n - 2 inequalities (3.30) are satisfied, 
where ci and ki are given by (3.31) and &,&+l fulfill (2.29). Let us choose an arbitrary i E 
{O,l,. . . , n - 2) and put c = q and k = ki. Now, for a j E N, we will discuss five possible 
locations of Tj, tj with respect to <i, &+I. 
(a) Suppose 
0 5 Tj < tj 5 &+I. (3.38) 
Then estimate (3.36) is true. 
(b) Let 
Then, by (3.30), we have 
h+l I Tj < tj I ti. (3.39) 
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which yields the estimate 
I’wi ((x(i) s I) () ds~~(Ri(k(~i-Tj))--n,(k(~~-tj))), (3.40) 
where Ri(t) = Jo %( )d ‘w, s s and, by Remark 1.3, fli is absolutely continuous on [0, A] for an 
arbitrary A E W+. 
(c) Let us suppose 
[i 5 Tj < tj 5 T. (3.41) 
(Note that (3.41) can occur only if i > 0, because 50 = T.) Then, by (3.30), we get as 
above 
Ij wi (lx(i) s I) (> dsj~(~i(k(tj-Ei))-ni(k(T3-~i))). (3.42) 
(d) Let us suppose 
0 < Tj 5 Ei+l < tj < [i. (3.43) 
Then, by (3.36), (3.38), (3.39), and (3.40), 
I’ wi (lx(i) s I) ( ) ds I f (ri (&+I) - ri (mj))+k (% (k (6 - ti+l)) - % (k (& - tj))) . (3.44) 
(e) Finally, suppose 
[++I < ~j 5 <i < tj < T. (3.45) 
(Note that (3.45) can occur if i > 0, only.) Then, by (3.39)-(3.42), 
l;wi (Ix(i) s I) ( ) dsI ~(~'("(~~-7j))--ni(O))+$(Ri(k(tj-Ei))-Ri(O)). (3.46) 
Choose an E > 0 and put ~1 = &(1/c+ 2 jk)-l. Then we can find 61 > 0 such that for any 
system of mutually disjoint intervals { (oj, bj)}? in [0, T max{c, k}], the condition 
2 (bj - Uj) < 61 * 
j=l 
1 
E Pi @j) - ri (Uj)) < El, 
jzl (3.47) 
C (fli (bj) - fli (aj)) < El 
j=l 
is valid. Put b = Bl/(c + k) and take a system {(rj, tj)}T=l C J such that C;“(tj-~j) < 6. 
Then 
FC(tj -rj) < 61 and ~kIIC-~jl-IC-tjll<61~ 
j=l j=l 
So, by (3.36), (3.40), (3.42), (3.44), and (3.46), we compute that 
El = E. 
C~s~(iii). Letl<p<n-2. ThenforO<i<p-lweargueasinCase(i)andforp<isn-2 
we follow Case (ii). 
NOW we present an existence principle for (n,p) BVPs which are regular. Particularly, we 
consider the equations 
and 
-xc”) (t) = h (t, z (t) , . . . , dn-l) (t)) (3.48) 
-x@) (t) = Ah (t,x (t) ) . . . ,x(-l) (t)) , x E [O, 11. (3.49) 
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LEMMA 3.9. Let h E Car(J x Rn) and let there exist r > 0 such that for any X E (0,l) and any 
solution x of problem (3.49),(1.4) the estimate 
I I  I I  
&+1) # r  (3.50) 
is true. Then problem (2.11),(1.4) has a solution. 
PROOF. Let the operator S : C+l(J) --) C’+l(J) be defined by the formula 
(Sx) (t) = Jd’G (t, s) h (s,, (s) , . . . , x+l) (s)) ds, 
where G is the Green’s function of problem (2.11),( 1.4). Then S is a completely continuous 
operator and we see that a function z is a solution of problem (2.11),(1.4) for some X E (0,l) if 
and only if x is a solution of the operator equation 
x = xsx. (3.51) 
Set 
f-l = (9 E Cnml (J) : IIy(n-i-l)~l < rTi, for 0 5 i 5 n - I}. 
Then R is an open bounded set in Cn-l (J). Let x be a solution of (3.49),(1.4) for some X E (0,l). 
Then x fulfills (3.50). If IIx(‘+~)~~ < r, then from X(~)(O) = 0, 0 5 i 5 n - 2 (which follows 
from (1.4)), we deduce 
llx(n-i-l)ll < rTi, O<i<n-1, 
and so x E 0. If I[x(~-~)I~ > r, then x 6 cl(n). So, we have proved that for any X E (0,l) each 
solution x of (3.49),(1.4) does not belong to Xk Further, for X = 0 problem (3.49),(1.4) has only 
the trivial solution which cannot belong to dR, as well. For X = 1 we have two possibilities. 
(i) The operator S has fixed points on Xl. 
(ii) The operator S has no fixed points on Xl. 
Then the operator I - XS is a compact homotopy on cl(n) x [0, 1) and 
1 =deg(1,fl) =deg(1--S,R), (3.52) 
where deg denotes the Leray-Schauder topological degree and I : Cn-l (J) + C”-‘(J) stands for 
the identity operator Ix = x. By (3.52), S has a fixed point in 0. 
Since fixed points of S are solutions of (3.48),(1.4), Lemma 3.9 is proved. 
4. MAIN RESULTS 
THEOREM 4.1. Let Assumptions (HI) and (Hz) b e satisfied. Then there exists a solution of 
BVP (1.1),(1.2). 
PROOF. For each m E N, there exists a solution x, of BVP (3.5),(1.2) by Lemma 3.2. Consider 
the sequence {x,}. Lemmas 3.3 and 3.5 show that {x,} is bounded in CPnwl(J) and, by 
Lemma 2.4, 
forte J, O<j<n-1, (4.1) 
where R is given by (2.8). The ArzelkAscoli theorem guarantees the existence of a subsequence 
{x,~} converging in C2n-2(J), limk-+ooxmk = x. Then x E C2n-2(J), (4.1) gives (-l)jxc2j)(t) 2 
(T2(n-j)-5/30n-j-1)nt(T - t) > 0 for t E (O,T), 0 5 j 5 n - 1 and x satisfies the boundary 
conditions (1.2). Then ~(~j+‘)(cjj) = 0 for a (unique) & E (O,T), 0 5 j 5 n - 2. Now, 
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fmk E Car(J x lIU2+l ), and from their construction it follows that there exists U C J, p(U) = 0, 
such that fm,(t,.,...,.) are continuous on lR2”-l for each t E J \ U which implies that 
Frn, fmk (t, xmk (t) , . . . ,x$$-2) (t)) = f (t, x (t) , . . . , x(2n-2) (t)) , 
+ 
for J \ (U U (0, T, to,. . . , &-2)). By Lemma 3.6, {fmc (t, x,, (t), . . . , xEFW2’(t))} is uniformly 
absolutely continuous on J. Hence, f(t, x(t), . . . , ~(~“-~)(t)) E LI( J) and 
t 
pm, s ( fm, s, x,, (s) ,. . . , + 0 x:;-~) (s)) dt = At f (t, x (t) , . . . ,x(2+2) (t)) dt, 
for t E J by the Vitali’s theorem. Since {xEF-l)(0)} is bounded, we can assume that it is 
convergent, say limk,, xmk (2n-1)(0) = C. Then taking the limit as k -+ 00 in the equalities 
“g-2) (q = xp) (0) t + (-1)” I’j)&. (u,x,,(u),...,x~:-2’(u)) duds, te J, 
we get 
x(2-‘--2) (t) = Ct + ( -l)n I’ 1’ f (u, x (u) , . . . )x(2+2) (u)) dti ds, t E J. 
Then x E AC2”-l( J) and 
(-l)n xC2n) (t) = f (t, x (t) ) . . ,x@- (t)) ) for a.e. t E J. 
Therefore, x is a solution of BVP (1.1),(1.2). 
THEOREM 4.2. Let Assumptions (Hj) and (HA) be satisfied. Then there exists a solution of 
BVP (1.3),(1.4). 
PROOF. Put h* = ho + 4 f CyIt qiwi(l) and, by Lemma 3.7, find positive constants r*,a 
satisfying (3.25). Further, put p. = 1 + r*T’+l + K, where K is a constant from (Hs), pi = 
1+r*y-i-l l<i<n-1 7-- 7 
bj (x) = xy { 
for 1x1 5 pi, 
pi sign x, for I4 > pi, 
O<i<n-1, 
and, for 0 < c < ~0, 
C, for 2 < c, 
a; (c,x) = 5, forcIxip0, 
PO, for PO < x. 
Choose m E N and define an auxiliary function h, by the following recurrent formulas for a.e. 
TV Jandfor (xo,...,x~-~)EX: 
hm,o (t, 20,. . ., &a-l) = f(t,~o,~~~,xn-l), 
1 
hm,i-1 (t, 20.. . ,x,-d , 
I 
1 
hm,i(t,xo,. . . ,x,-d = 
,...,xi-1,m,xi+1,..., Gel) (Xi + ;) 
. . ,xi-1, -;,zi+l )..., x,_,) (xi- $1, 
if [xii < i, 
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andl<i<n-2, 
hm(t,s0,.~~,%-1) = brl,n-2(trZ0,... ,G-1). 
Now, for a.e. t E J and for (20,. . . ,2,-r) E Wn put 
fm.(~,~O,...,%-1) =fh (t,u; ($x0) ,Ol (Xl), . . . , on-1 (%-I) 
> 
. (4.2) 
Then, by (Hs) and (Hd), fm E Car(J x W”) and for m > ms 2 l/K 
(4.3) 
(4.4) 
Icl(t) I fm(t,xo,. . .,X,-l), 
for a.e. t E J, each (xc,. . . ,x,-r) E lRn, xc 5 K, 
n-1 n-2 
o<fm(t,xo,... 9 %-I) i h* (t) + C hi (t) I%( + C qi (t) w (I%/) j 
i=o i=O 
for a.e. t E J and each (x0, . . . , x,-r) E IlP. 
Inequality (4.4) follows from the fact that Iai( 5 Ix~I, 1 I i I n - 1, l~(;(l/m,~o)l I I+ IzoI, 
~o*(l/m,XO) 2 uO(XO)r wi(l~i(Xi)l) I ui(lXil) + ui(l)t 0 I i I 72 - 2. 
Consider the auxiliary equations 
-x@) (t) = fm (t,x (t) ) . . ,x(-l) (t)) (4.5) 
and 
-x@) (t) = Xfm (t, x (t) , . . . ,x(-l) (t)) , x E LO, 11 ,
and prove that (4.5),(1.4) has a solution for each m E N. Fix m E N and put 
(4.6) 
gm (t) = SUP 
{ 
If (6 50,. . . ,&z-1)1 : f I [Xii 5 fij 0 I i 572 - 2, l&z-11 I h-1 
Then g,,, E Lr(J) and IXf,(t,xo, . . .,x,-r)1 5 gm(t) for a.e. t E J and all X E (O,l), (xc ,... , 
x,-1) E Iv. Therefore, for any X E (0,l) and any solution z of (4.6),(1.4), the estimate 
I[z(~-‘)(/ 5 llgmll~ holds. Thus, if we choose r > llgmllL, we get (3.50). So, Lemma 3.9 guarantees 
that problem (4.5),(1.4) has a solution x,. In such a way we get a sequence {x,} of solutions 
of (4.5),(1.4), m E N. In view of (4.3) and (4.4) and by Lemma 3.7, we get (for m E N, m 2 mc,) 
II II 
“g-1) < r* and lIG7Jl 2 a, (4.7) 
where T* and (Y are positive constants. Conditions (1.4) and (4.7) yield 
11~~-~-‘)ll < raTi, O<iln-1. (4.3) 
Further, by (4,4), we have for t,T E J, 7 < t 
I~2-l) (t) - x2-l) (T)I 5 It h (3) ds + ne IJqiI), l’wi (IX:) (s)I) dsy 
7 i=o 
(4.9) 
where 
n-1 
h (t) = h* (t) + C pihi (t) 7 h E LI (J). 
i=o 
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According to (1.4), (4.4), and (4.7), we can use Lemma 3.8 and obtain that the sequence 
{w(l~‘i’I))m is uniformly absolutely continuous on J for 0 5 i < n - 2. This, by (4.9), im- 
plies tiat tZ sequence {zg-l’}w m. is equicontinuous on J. Further, by (4.8), we see that the 
sequence {zm}zO is bounded in P-‘(J). Thus, by the ArzelBAscoli theorem, we can choose a 
subsequence, which is denoted {zk} and which converges in Cn-‘( J) to a function z E P-r(J). 
Clearly, z satisfies (1.4). 
Let p = 0 and 0 L: i 5 n - 2. Then, in view of Lemma 2.9 and by (1.4), (4.4), and (4.7), we 
have 
5(0)=3:(T)=O (4.10) 
and 
{ 
-&n-i- 1 , 
zp (t) 1 
for 0 I t I Ji+~,k, 
j& (&,k - t) 9 for &+l,k 5 t 5 &,k (4.11) 
$) (t) 5 & (t&k - t) , for t&k 5 t 5 T. 
Here <c,k = T, <j,k is a (unique) zero of zr) in (O,T), 1 5 j 5 n - 1, k E N, and 
0 < &z-l,k < &a-2,k < . ’ < $2,k < tl,k < tO,k = T. 
Letting k + 00, we can choose subsequences which we denote {<j,l}p”=r such that 
(4.12) 
This limiting process in (4.11) yields 
1 &n-i-l , for 0 I t I &+l, di) (t) 2 Tj& (& - t) , for <ii+1 I t i &, (4.13) 
La) (t) 5 & (& - t) , for & I t I T. 
NOW, let US show that estimates (4.13) imply that z > 0 in (0,T) and that zci) has just one 
zero & in (0,T) for 1 5 i 5 n - 2. It suffices to prove that 
0 < &.. 1 < &n-2, < . . . < [2 < <I < 6 = T. (4.14) 
According to (4.12), we get (4.14) with nonstrict inequalities. Let us prove that these inequalities 
must be strict. Suppose the contrary. First, let <i = Es. Then (4.13) gives cc(T) 2 a > 0, 
which contradicts (4.10). Now, let 0 = En-i. In view of (4.13), we can see that the inequality 
&+i < &-2 implies 
&L-2 Z(n-2) (0) 2 Tn-’ > 0, (4.15) 
which contradicts (1.4), while the equality Q-i = &-2 leads to 
dn-2) (t) I g$ < 0, for t E (O,T] . (4.16) 
Integrating (4.16) and using (1.4) repeatedly, we obtain z(t) < 0 for t E (O,T], which contra- 
dicts (4.10). Finally, let &+I = &, 1 5 i 5 n - 3. Then (4.13) yields 
and 
a contradiction. Hence, (4.14) is proved. 
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If p > 0, we can use Lemma 2.8 or Lemma 2.10 and by similar arguments get that zci) has just 
onezero~iin(O,T)forp+1<iIn-2andz(i)>Oin(O,T),O~i<p. 
Finally, let US show that z E AFT’(J) and that z fulfills (1.3) a.e. on J. Consider the sequence 
of equalities 
xy) (t) = xy) (0) + 1’ fi (~,a (s) , . . . ,$-‘) (4) ds, for t E J. (4.17) 
Denote the set of all t E J such that f(t, ., . . . , .) : X --+ R is not continuous by U. Then &?A) = 0 
and 
pir fl (t, Zl (t) , . . . ,$-I) (t)) = f (t, z (t) , . . . , 3P1) (t)) ) 
forallt E J\(UU{O,T,&,+~,.. .,&,-z}),O<p<n-3andforalltE J\(Uu{O,T}),n-2<ps 
n - 1. Using (4.4) and the uniform absolute continuity of {~~(lz~~‘I)} on J, 0 5 i 5 n - 2, we can 
deduce that {fi(t,zl(t). . . ,zin-‘)(t))} is also uniformly absolutely continuous on J. Therefore, 
we can use the Vitali’s theorem by which f(t,z(t), . . . ,x(“-l)(t)) E L1(J) and letting 1 -+ 00 
in (4.17), we have that 
t p-1) (t) = x(-l) (0) +J ( f %Z(S),... ,x(-l) (s)) ds, for t E J, 0 
is valid, i.e., z E AC”-‘(J) and z satisfies (1.3) a.e. on J. 
For the continuous function f in equations (1.1) and (1.3) we get immediately from Theo- 
rems 4.1 and 4.2 and our previous considerations the following corollaries. 
COROLLARY 4.3. Let f E C”(J x D) satisfy Assumptions (HI) and (HZ). Then there exists a 
solution x of BVP (1.1),(1.2) such that x E AC2”-‘(J) f~ C2”(J \ {O,T,<e,. . . ,&,-2)) and (1.1) 
holds for each t E J \ (0, T,[e, . . . , m-2) where tj E (0,T) is a unique zero of x(2j+1) in J, 
O<j<n-2. 
COROLLARY 4.4. Let f E C”(J x X) satisfy Assumptions (Hs) and (H4). Then BVP (1.3),(1.4) 
hasasolutionxsuch thatx~ACn-1(J)~Cn(J\{0,T})and(1.3) holdsforeachte J\{O,T} 
provided n - 2 5 p < n - 1 and x E ACnel(J) nCn(J\ {O,T,J,+1,...,&z}) and (1.3) holds 
foreachtE J\{O,T,&,+1,.. . , En-z} provided 0 5 p 5 n - 3 where <j is a unique zero of x(j) in 
(O,T), p + 1 I j < n - 2. 
REMARK 4.5. The assertion of Theorem 4.1 remains also valid if the growth condition on f 
in (Hz) has the form 
27x-2 2n-2 
f (t,zo,... ,x2,-2) 5 q!(t) + C 4j (t)uj (Ixjl) + C hj ct) lxjlQ’ ( 
j=O j=O 
with oj E (0, l), 0 5 j 5 2n - 2, and (1.5) is omitted. Similarly, if the growth conditions on f 
in (Hd) has the form 
n-2 n-1 
0 < f (trxo, . . . ,~n-1) 5 4(t) + C qi (t)Wi (1~1) + C hj (t) lxjlD’ 3 
i=O j=O 
with oj E (0, l), 0 5 j 5 n - 1, and (1.7) is omitted, the assertion of Theorem 4.2 keeps its 
validity, as well. 
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