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In this paper we characterize completely Farrell sets and Mergelyan sets for the
BMOA class with respect to the weak-* topology and give partial answers to the
same simultaneous approximation problems for the VMOA class. © 1999 Academic
Press
1. INTRODUCTION
We shall consider special cases of a general problem in simultaneous
approximation. Let A denote a space of analytic functions in the open unit
disk  = z ∈ x z < 1. The set of all analytic polynomials is denoted
by P . We suppose that there is given a topology τ on A such that P is
τ-dense in A. We write  = ∂ = z ∈ x z = 1.
A relatively closed subset X of  is called a Mergelyan set for A; τ if
the following property holds: given any f ∈ A such that the restriction f X
is uniformly continuous, there exists a sequence pn in P such that
(a) pn→ f in the topology τ,
(b) pn→ f uniformly on X.
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Similarly, X is said to be a Farrell set for A; τ if for all f ∈ A bounded
on X there exists a sequence pn in P such that
(a′) pn→ f in the topology τ,
(b′) pn→ f pointwise on X, and
(c′) pnX → fX .
A relatively closed subset X of  is said to satisfy the nontangential
condition (NTC) if for almost every ζ ∈ X¯ ∩  with respect to Lebesgue
measure on  there is a sequence ζn ⊂ X converging nontangentially
to ζ.
Farrell sets and Mergelyan sets have been geometrically described for
several classes. For the classical Hardy spaces Hp, 0 < p <∞, endowed
with the topology of the usual metric  · p, Farrell sets and Mergelyan sets
are precisely those relatively closed subsets of  satisfying the NTC. These
same characterizations hold for Mergelyan and Farrell sets for H∞,
the space of all bounded holomorphic functions in , equipped with the
weak-star topology or, equivalently, the topology of pointwise bounded con-
vergence (cf. [7] and references therein).
The space BMOA of all those analytic functions on  that are Poisson
integrals of functions of BMO is a Banach space with its usual BMO-norm,
which is equivalent to the Garsia-norm,
f = fG = f 0 + sup
z∈

1
2pi
Z

f eiθ2Pzeiθdθ− f z21/2;
where Pzeiθ = 1− z2/z − eiθ2 represents the Poisson kernel. As is
well known,
H∞ ⊂ BMOA ⊂ \
0<p<∞
Hp;
all embeddings being continuous. Moreover, BMOA is the dual space of
H1 under the pairing
f; g = 1
2pi
Z

f eiθgeiθdθ; f ∈ H1; g ∈ BMOA; (1.1)
where this integral must be understood as the extension of the pairing acting
on a dense class of H1 (cf. [2, p. 23]). So we can consider the weak-*
topology in BMOA, and it turns out that P is weak-* dense in BMOA.
The class VMOA can be defined as the closure in the BMO-norm of
analytic polynomials. Equivalently, for f ∈ BMOA,
f ∈ VMOA⇔ lim
z→1
Z

f eiθ − f z2Pzeiθdθ = 0: (1.2)
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A good reference for BMOA functions is the Baerstein’s survey [2]; we
also refer the reader to [9], where a general study of functions of vanishing
mean oscillation can be found. See also [6, Chap. VI].
In this paper we analyze these simultaneous approximation problems for
BMOA and VMOA classes and give answers to questions raised in [8]. In
Section 2 we show that NTC is a sufficient condition for any X relatively
closed subset of  to be as a Mergelyan set as a Farrell set for VMOA
with respect to the BMO-norm, and Section 3 is devoted to proving that
Mergelyan sets and Farrell sets for BMOA;w∗ are exactly the same and
coincide with those relatively closed subsets of  satisfying the geometric
condition NTC. Although the techniques we employ are not new in essence,
we have been able to exploit them in the present setting by virtue of recent
results of Aleman [1] and Dyakonov [5] established for rather different
situations.
2. NTC AND VMOA
The main result of this section is the following:
Theorem 2.1. If X is a relatively closed subset of  satisfying the NTC,
then for every f0 ∈ VMOA bounded on X and for all g ∈ CX¯ there exists a
sequence of polynomials pn such that
(a) pn converges to f0 in BMO-norm, and
(b) pn − gX¯ → f0 − gX .
We can state as immediate consequences the following:
Corollary 2.2. If X is relatively closed subset of  satisfying the NTC,
then X is a Farrell set for VMOA.
Proof. Apply Theorem 2.1 for g ≡ 0.
Corollary 2.3. If X is a relatively closed subset of  satisfying the NTC,
then X is a Mergelyan set for VMOA.
Proof. If f ∈ VMOA is uniformly continuous on X, it is enough to apply
Theorem 2.1 for g = f X .
We will need some auxiliary results. It is well known and easy to show that
if f ∈ BMOA and f = IF is its inner-outer factorization, then F ∈ BMOA
and F ≤ f. Moreover, if f ∈ VMOA; then F ∈ VMOA. In the other
direction, Dyakonov [5, p. 883] has shown that if F ∈ BMOA and I is
inner, then IF ∈ BMOA if and only if supz∈ Fz21 − Iz2 < +∞.
In the proposition below we use his arguments to show that the similar
characterization for VMOA also holds.
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With any function h ∈ L2, we associate the nonnegative function
8hz x=
1
2pi
Z

heiθ2Pzeiθdθ−  12pi Z heiθPzeiθdθ
2 z ∈ :
Note that for f ∈ H2 we have
f ∈ VMOA⇔ lim
z→1
8f z = 0: (2.1)
Proposition 2.4. If F ∈ VMOA and I is inner, then f = IF ∈ VMOA if
and only if limz→1 Fz21− Iz2 = 0.
Proof. Since I is inner we have
8IFz =
1
2pi
Z

Feiθ2Pzeiθdθ− Fz2Iz2 z ∈ ;
which can be rewritten in the form
8f z = 8Fz + Fz2
(
1− Iz2:
Since F ∈ VMOA, then limz→18Fz = 0 by (2.1). Hence,
f ∈ VMOA⇔ lim
z→1
8f z = 0⇔ limz→1 Fz
2(1− Iz2 = 0:
In the proof of Theorem 2.1 we will also use Corollary 2.6, which is
deduced from the following result of A. Aleman:
Lemma 2.5 ([1, p. 100]). Let X;µ be a probability space and f ∈
L1X;µ such that f > 0 µ−a.e on X and log f ∈ L1X;µ. Let
Ef  x=
Z
X
f dµ− exp
Z
X
log f dµ: (2.2)
Then
E
(
min1; f ≤ Ef ;
and
E
(
max1; f ≤ Ef :
Corollary 2.6. Under the hypothesis of Lemma 2.5, for each α > 0 the
following inequalities hold:
E
(
minα; f ≤ Ef ;
and
E
(
maxα; f ≤ Ef ;
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Proof. It is easy to see that Eαf  = αEf  for all α > 0. Let f =
αg. Then Eminα; f = Eminα; αg = αEmin1; g ≤ αEg =
Eαg = Ef : The other inequality is proved similarly.
In particular, if F is an outer VMOA function and for each n, n =
1; 2; : : : ; we denote by Fn the outer function whose modulus at almost
every eiθ ∈  is Fneiθ = minn; Feiθ, and taking µ as the harmonic
measure evaluated at z ∈ , we get
8Fnz = EFn2z ≤ EF 2 = 8Fz:
Now, since F ∈ VMOA, this estimate and (2.1) yield Fn ∈ VMOA.
This fact will be used later on, and it can be interesting by itself, so we
state it explicitly.
Proposition 2.7. Let F be an outer VMOA function and Fn be the
outer function whose modulus at almost every eiθ ∈  is Fneiθ =
minn; Feiθ, n = 1; 2; : : : : Then Fn also belongs to VMOA.
Proof of Theorem 2.1. Let us consider the Banach space B = VMOA×
CX¯ endowed with the norm f1; f2B = maxf1; f2X¯. In particu-
lar, if f ∈ VMOA and f is uniformly continuous on X; we identify f with
the pair f; f X. So, the class P of all analytic polynomials is a subspace
of B.
Now, fix f0 ∈ VMOA, f X bounded and let g ∈ CX¯. For each ε > 0 we
define
Kε =
f1; f2 ∈ Bx f1 − f0 < ε; f2 − gX < δ+ ε};
where δ = f0 − gX < +∞. We observe that this is enough to prove the
following:
Claim. For every compact subset J ⊂ , f0 can be uniformly approxi-
mated on J by elements of Kε ∩ P .
Indeed, taking the claim for granted, note that if Jn∞n=1 is an increasing
sequence of compact subsets of  covering the unit disk, for each ε = 1
n
,
n = 1; 2; : : : ; we can find a polynomial pn such that∥∥pn − f0∥∥ ≤ 1n; (2.3)
pn − f0Jn ≤
1
n
; (2.4)
and
pn − gX ≤ δ+
1
n
: (2.5)
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It follows from (2.5) that lim supn→∞ pn − gX ≤ f0 − gX . On
the other hand, by (2.4), for each z ∈ X we have f0z − gz =
lim infn→∞ pnz − gz ≤ lim infn→∞ pn − gX . Thus,
f0 − gX = lim
n→∞pn − gX; (2.6)
which, together with (2.3), would provide both desired approximations in
Theorem 2.1.
Therefore, it remains to prove the claim. Let J be a compact subset
of  and let λ be a complex Borel measure supported on J. As is well
known, such a measure defines a functional on the space CJ of continuous
functions in J, which we also represent by λ, i.e., λg = R g dλ, g ∈ CJ.
This must not produce any confusion. We have to show that if Re λp ≤ 1
for all p ∈ P ∩Kε then Re λf0 ≤ 1: Since for all p ∈ P one has
λp =
Z
J
p dλ
 ≤ pJ λJ ≤ CJp ≤ CJpB;
λ defines a continuous functional on P as a subspace of B. By the Hahn–
Banach theorem, λ can be extended to a continuous functional 3 on B. We
will prove that
λf0 = 3f0; (2.7)
and
Re3f0 ≤ 1: (2.8)
First, note that Re λh ≤ 1 for all h ∈ P¯B ∩Kε/2. Moreover, according
to a result in [3, p. 445], λ admits an extension to a continuous functional
3 on B satisfying Re3h ≤ 1 for all h ∈ Kε′ ε′ < ε/2. Since H1 can
be viewed as the dual space of VMOA with the standard pairing, such an
extension can be represented in the form
3f1; f2 =
Z

f1k¯ dθ+
Z
X¯
f2 dµ; (2.9)
where k ∈ H1 and µ is a finite Borel measure supported on X¯.
Now, µ is absolutely continuous with respect to the Lebesgue measure
on . Indeed, given a compact M ⊂  ∩ X¯ with mM = 0, take a sequence
an in the disk algebra A such that an ≡ 1 on M for all n, and an→ 0
in  \M . Then, λan = 3an for all n and µM = limn→∞3an =
limn→∞ λan = 0. This property of µ and the hypothesis of the NTC on X
ensure that 3f0 is well defined by the right-hand side of (2.9), although
f0 cannot be in B.
Now, put f0 = IF; the inner-outer factorization of f0, and for each n, n =
1; 2; : : : ; let Fn be the outer function whose modulus at almost every eiθ ∈ 
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is Fneiθ = minn; Feiθ. Then, by Proposition 2.7, Fn ∈ VMOA for
all n. Moreover, as Fnz ≤ Fz for each z ∈  and for all n, then
limz→1 Fnz21 − Iz2 = 0 for every n, and Proposition 2.4 yields
fn = IFn ∈ VMOA. Now, arguing as in [7, p. 380ff], we get that Fneiθ ≤
Feiθ almost everywhere, and Fneiθ → Feiθ for almost every point
of . Therefore fn is a sequence in VMOA ∩H∞ satisfying
(a) fnz ≤ f z for all z ∈  and any n = 1; 2; : : : :
(b) fneiθ ≤ f eiθ for all n and for almost every point in .
(c) fneiθ → f eiθ for almost every point in .
Furthermore, it follows from [6, p. 85] that fn → f in H2. Thus, fn → f
uniformly on compacta of .
Moreover,
fn ≤ f (2.10)
for all n. Indeed, since h2G = supz∈8hz for any h ∈ L2, and for each
z ∈  we have
8fnz = 8IFnz = 8Fnz + Fnz2
(
1− Iz2
≤ 8Fz + Fz2
(
1− Iz2
= 8IFz = 8f z;
and (2.10) holds.
Let gn;kz = fnrkz; where rk = 1 − 1k . Since 3 is an extension of λ,
and 3 − λ is orthogonal to P , it follows that λgn;k = 3gn;k for k =
1; 2; : : : ; because gn;k is uniform limit of polynomials. Letting k→∞; we
get λfn = 3fn for all n. Now, λfn → λf0 because fn→ f0 uniformly
on compacta of . This convergence and the estimates in (2.10) imply that
fn → f0 weakly in VMOA. Taking a sequence of convex combinations of
fn (which we also denote by fn), we can assume that
fn→ f0 in  · -norm. (2.11)
This fact, together the geometric hypothesis NTC on X and the statements
(a)–(c) above, yields 3fn → 3f0, whence (2.7) holds.
Finally, since Re3f1; f2 ≤ 1 for all f1; f2 ∈ Kε′ , to show that the
inequality (2.8) holds, it will be enough to find a sequence f 1n ; f 2n  ⊂ Kε′
such that 3f 1n ; f 2n  → 3f0. By (2.11), we can take f 1n = fn. On the other
hand, since f0 − g ≤ δ for µ-almost every point of X, by the Lusin
theorem we can find a sequence hn ⊂ CX¯ so that hnz → f0z −
gz for µ-almost all z ∈ X, and hnX¯ ≤ δ for all n. Therefore, setting
f 2n = hn + g, by the Lebesgue dominated convergence we conclude thatR
X¯hn + gdµ →
R
X¯ f0 dµ, and so 3f 1n ; f 2n  → 3f0; as required. The
proof is complete.
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3. NTC AND BMOA
We start this section by recalling some well-known properties of BMOA
functions which will be needed later. Their proofs are omitted.
Proposition 3.1. (a) The evaluation at any point z ∈  is weak-* con-
tinuous in BMOA.
(b) If fn ⊂ BMOA and f ∈ BMOA, then fn→ f weak-* iff (i) there
exists a constant C > 0 such that fn ≤ C for all n, and (ii) fnz → f z
for any z ∈ .
(c) For f ∈ BMOA and rk → 1 the dilations fkz x= f rkz satisfy
fk → f. In particular, analytic polynomials are weak-* dense in BMOA.
Theorem 3.2. Let X be a relatively closed subset of . The following
assertions are equivalents:
(a) X is a Mergelyan set for (BMOA, w-*).
(b) X is a Farrell set for (BMOA, w-*).
(c) X satisfies the NTC.
(d) For every f0 ∈ BMOA bounded on X and for all g ∈ CX¯ there
exists a sequence of polynomials pn such that
(i) pn converges to f0 in the weak-* topology, and
(ii) pn − gX¯ → f0 − gX .
Proof. We split the proof into pieces. In fact, Propositions 3.3 and 3.4
prove the implications a ⇒ c and b ⇒ c, respectively. c ⇒ d is
shown in Proposition 3.5. Finally, (a) and (b) are easily deduced from (d).
Proposition 3.3. Let X be a relatively closed subset of . If X is a
Mergelyan set of (BMOA, w-*), then X satisfies the NTC.
Proof. We use a construction due to J. Detraz [4, pp. 335–337]. If X
does not satisfy the NTC, she constructs a function f ∈ H∞, whence
f ∈ BMOA, such that f X is uniformly continuous and such that f z → 0
as z→ ζ ∈M , z ∈ X, where M is a certain subset of X¯ ∩ , with mM >
0. Now, if pn is a sequence in P such that pn → f pointwise boundedly
in BMOA and uniformly on M , we shall have a contradiction. Indeed, we
may assume f 0 6= 0, and since pn0 → f 0, Jensen’s inequality
log pn0 ≤
Z

log pndm
leads to a contradiction as follows:Z

log pndm =
Z
\M
log pndm+
Z
M
log pndm:
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ButZ
\M
log pndm ≤
Z
\M
pndm ≤ pnH1 ≤ Cpn ≤ Cf  ≤ ∞:
(In the last inequality we used (b) in Proposition 3.1.) Since log pn → −∞
uniformly on M , the contradiction now follows.
Proposition 3.4. Let X be a relatively closed subset of . If X is a Farrell
set of (BMOA, w-*), then X satisfies the NTC.
Proof. Suppose that the NTC fails. Then we recall from [10] that there
is a function f ∈ H∞ such that 1 = f∞ = ess supf eiθx eiθ ∈ X¯ ∩
, fX < 1, and the set E x= eiθ ∈ X¯ ∩ x f eiθ = 1 has positive
measure. Assume now that pn ⊂ P and pn → f pointwise boundedly in
BMOA and pnX → fX . In particular, for any p, 1 < p <∞, pnp
is bounded. Hence, pn → f weakly in Hp. Define g ∈ Lq by g = f¯
on E, and g = 0 on  \ E. We have
lim
Z

png dm =
Z
E
f 2 dm = mE:
But since pnX → fX < 1, we also have
lim sup
Z

png
 ≤ lim sup pnX Z
E
g = fXmE;
and this is a contradiction. The proof is complete.
Proposition 3.5. Suppose X is a relatively closed subset of  such that
X satisfies the NTC. Then, for any f0 ∈ BMOA bounded on X and for any g
uniformly continuous on X; there exists a sequence pn of polynomials such
that
(i) pn converges to f0 weakly-* in BMOA, and
(ii) pn − gX¯ → f0 − gX .
Proof. Since the proof imitates the proof of Theorem 2.1 almost word
for word, we only indicate the necessary changes in that argument. Given
f0 as in the statement, we now change the set Kε to
K′ε =
f1; f2 ∈ BMOA× CX¯x f1 < f0 + ε; f2 − gX < δ+ ε}:
The set J, the measure λ; and the functional 3k;µ on the space B
are obtained exactly as in the proof of Theorem 2.1, and the remaining
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difficulty is to show that
λf0 =
Z

f0k¯ dθ+
Z
X¯
f0 dµ: (3.1)
Note that f0 is defined a.e.-dµ and that f0 − g ≤ δ almost everywhere,
since X satisfies the NTC and f0 is extended to  by taking nontangential
limits from .
We also observe that (3.1) holds if f0 is in H∞. This follows by ap-
proximating f0 by polynomials qn such that qn is uniformly bounded
and qn→ f0 almost everywhere on .
If f0 is not bounded, we consider the truncations fn constructed from
f0 as above. By the result of Dyakonov in [5] referred to above, fn is
a bounded sequence in BMOA and fn → f0 weak-*. Therefore λfn →
λf0 and 3fn → 3f0 as n → ∞. Hence (3.1) holds for f0 and this
completes the proof.
Final Remark. It was one of our goals to obtain a complete description
of the Farrell and Mergelyan sets for VMOA like the one we obtained for
BMOA. What we could not prove is that a Farrell set for VMOA must
satisfy the NTC. After having read a preliminary version of this paper,
Artur Nicolau has informed us that the above implication is indeed true.
The result will appear in a paper (under preparation) by A. Nicolau and
J. Orobitg.
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