Abstract-We consider the problem of steering the joint state probability density function of a static feedback linearizable control system over finite time horizon. Potential applications include controlling neuronal populations, swarm guidance, and probabilistic motion planning. Our theoretical developments reveal the structure of the minimum energy controller for the same, and can be viewed as a generalization of the Benamou-Brenier theory for dynamic optimal transport. Further analytical results are derived for solving the feasibility problem, i.e., for finding feedback that steers a given joint density function to another in fixed time, subject to the controlled nonlinear dynamics. An algorithm based on the Schrödinger bridge is proposed to approximate a feasible controller; a numerical example is worked out to illustrate the same.
I. INTRODUCTION
Steering the joint distribution of the state vector x(t) of a controlled dynamical system from a prescribed distribution to another over a finite time horizon (say, t ∈ [0, 1]) is an emerging research area [1] - [3] , with applications in controlling robotic swarms [4] , shaping the bulk magnetization distribution for Nuclear Magnetic Resonance (NMR) spectroscopy [5] , controlling neuronal populations [6] , and process control [7] . These applications concern population distribution whose shape is actively controlled over time while preserving the physical mass (say, of unit amount, without loss of generality). The conservation of mass allows an alternative interpretation of the underlying mathematical problem -instead of steering a large number of systems with identical dynamics, one can think of steering a single system with probabilistic uncertainty in its initial and terminal state, modeled via prescribed initial and terminal joint state probability density functions (PDFs), viz. ρ0(x) at t = 0, and ρ1(x) at t = 1. This latter interpretation corresponds to atypical stochastic control problem since unlike the classical two-point boundary value problems in finite dimensional vector space, now the boundary "values" are measure-valued 1 . Therefore, we are led to solving two point boundary value problem on an infinite dimensional manifold. In the robotics literature, control in the space of joint PDFs is often referred to as the "belief space" control problem; see e.g., [8] . The purpose of this paper is to design control input for feedback linearizable systems to steer ρ0(x) to ρ1(x).
In the systems-control literature, two broad design approaches have appeared for density control. In the so-called "ensemble control" [9] , [10] approach, one designs open-loop control u(t) in the sense that at any given time t, the same control is applied at all state space locations, i.e., u(t) is a broadcast. This paper follows the other Kenneth F. Caluya, and Abhishek Halder are with the Department of Applied Mathematics, University of California, Santa Cruz, CA 95064, USA, {kcaluya,ahalder}@ucsc.edu 1 Hereafter, we will tacitly assume that the underlying probability measures are absolutely continuous, i.e., the joint PDFs exist. approach, where one designs (possibly mixed feed-forward) feedback control u(x, t), i.e., the control is spatially inhomogeneous.
Designing feedback for finite horizon PDF shaping is closely related to the classical optimal transport problem [11] . Specifically, the dynamic formulation [12] of the optimal transport, in controls language, is a problem of determining the minimum energy input u(x, t) that steers the joint PDF ρ0(x) to ρ1(x) over t ∈ [0, 1] subject to zero prior dynamics, i.e., it solves subject toẋ = u, (1b)
In (1a), the expectation operator E{·} is taken with respect to (w.r.t.) the controlled state PDF ρ(x, t) satisfying ρ(x, 0) = ρ0(x) and ρ(x, 1) = ρ1(x). For (1), the existence and uniqueness of the optimal control u opt (x, t) are guaranteed, and u opt is known to be a (non-autonomous) gradient vector field [12] . This result has been generalized [13] for the case when (1b) is replaced by a controlled linear systemẋ(t) = A(t)x + B(t)u, where x ∈ R n , u ∈ R m , and the pair (A(t), B(t)) is controllable, and also for the case [14] when the "cost-to-go" in (1a) involves an additional term that is quadratic in state x. A related work [15] derived the optimal controller by penalizing a PDF-level terminal cost instead of enforcing a terminal PDF constraint. PDF tracking controllers [16] , [17] have also appeared for the controlled linear dynamics. Also noteworthy are the works on finite horizon covariance control [18] - [20] .
Much less studied is the case when the prior dynamics is nonlinear; relevant works include [21] and [22] . A major impediment for the nonlinear case is the issue of reachability, i.e., whether ρ1 is reachable from ρ0 in unit time. Even if reachability can be guaranteed, it is less obvious how to generalize the development in [13] . Our intent in this paper is to address these issues for feedback linearizable systems. For this class of nonlinear control systems, we show that one can steer ρ0 to ρ1 in finite time, and develop the theory for the minimum energy controller (Section III). If one is willing to dispense the minimum energy criterion, then we show a strategy to derive the explicit form of the controller (Section IV) solving the feasibility problem, i.e., steering ρ0 to ρ1 in finite time subject to the prescribed feedback linearizable dynamics. Furthermore, using a stochastic dynamical regularization, we provide a computational framework (Section V) for the controlled joint state PDF evolution via the Schrödinger bridge [23] , [24] . A numerical example is worked out (Section VI) to illustrate the ideas proposed herein.
Before delving into the details, let us comment on the practical scope of the problem considered herein. With the growing interest in controlling a large population of autonomous ground and aerial vehicles, a natural question is whether one could exploit the structural aspects of their trajectory-level dynamical nonlinearities in density control. Many of these systems are known to be differentially flat [25] - [27] -an aspect that has been utilized in the robotics-control literature for efficient motion planning [28] - [30] . Every feedback linearizable system is differentially flat; conversely, it is known [31, Theorem 4.1] that every differentially flat system can be put in Brunovsky normal (i.e., chain of integrator) form in an open and dense set through regular endogenous (possibly dynamic) feedback. In particular, also known is the fact that single input differential flatness is equivalent to being static state feedback linearizable [31, Theorem 5.3] . Thus, the developments in this paper are expected to lay the foundation for belief space motion planning for many autonomous systems of practical interest.
Notations and nomenclature: We use 0 to denote the column vector of appropriate dimension containing all zeros. The symbols e1, . . . , en denote the (column) basis vectors in R n . We use •, spt(·), and to respectively denote the function composition, support of a function, and push-forward of a PDF. The standard Euclidean inner product, gradient, Laplacian, Hessian, and determinant operators are denoted by ·, · , ∇, ∆, Hess(·), and det(·), respectively. For n × n symmetric positive definite matrix Γ, we denote the weighted Euclidean inner product between x, y ∈ R n as x, y Γ := y Γx, and the associated weighted Euclidean norm as x Γ := x, x Γ . Of course, the standard inner product ·, · ≡ ·, · I , i.e., when Γ ≡ I (the identity matrix).
The Lie bracket of two vector fields ξ and η at x ∈ R n is a new vector field [ξ, η] (x) := (∇xη)ξ(x) − (∇xξ)η(x). For k ∈ N, the k-fold Lie bracketing of η with the same vector field ξ is denoted as ad
The Lie derivative of a scalar-valued function λ(x) w.r.t. the vector field ξ evaluated at x is L ξ λ(x) := ∇xλ, ξ (x). For k ∈ N, the k-fold Lie derivative of λ w.r.t. the same vector field ξ evaluated at x is denoted as
The Legendre-Fenchel conjugate of a function ω : R n → R, is a convex function ω * : R n → R, given by
The symbol T denotes tangent space. We use N (µ, Σ) to denote a multivariate Gaussian PDF with mean µ and covariance Σ. Standard abbreviations PDE, ODE and SDE stand for partial, ordinary and stochastic differential equation, respectively.
II. STATIC FEEDBACK LINEARIZABLE SYSTEMS
For clarity of exposition, we consider single input control affine systems of the forṁ
It should be apparent from the development below that our ideas generalize for the multi-input case, but we will not pursue the generalizations here. We suppose that full state feedback is available. Next, we define the full state static feedback linearizable system, and collect some known results which will be useful in the sequel.
Given a point x ∈ R n , and a neighborhood X of x, the system (2) is said to be full state static feedback linearizable around x if there exists a diffeomorphism τ (·) defined on X , and a feedback u = α(x) + β(x)v also defined on X , such that the corresponding closed loop systeṁ x = f (x) + g(x)(α(x) + β(x)v), in the coordinates z := τ (x), is linear and controllable, i.e.,
where the matrix-vector pair (A, b) satisfies the Kalman rank condition: rank b|Ab| . . . |A n−1 b = n.
Remark 1.
It is well-known that (2) is full state static feedback linearizable iff there exists scalar-valued function λ(x) defined on X such that the input-output systeṁ
has relative degree 3 equal to n at x.
When it exists, λ(x) satisfies the following n − 1 first order PDEs, and one PDE not equal to zero condition:
The following constructive result allows to verify the existence of λ(x) in Remark 1.
defined on X satisfying (5) exists iff the following two conditions are satisfied:
Given a system of the form (2), one first checks the conditions in Proposition 1 to ascertain if the system is full state static feedback linearizable or not. If it is, then one solves (5) to determine an admissible λ(x) (in general, (5) may admit non-unique solutions for λ). The feedback linearizing tuple (τ , α, β) in (1) can then be obtained as
The tuple (τ , α, β) transforms (2) in state-control pair (x, u) to the feedback linearized (Brunovsky normal) forṁ
in state-control pair (z, v).
Remark 2.
Since the relative degree is equal to n (see Remark 1), hence LgL
. Since β(x) = 0 in X , the quantities γ(x), δ(x) are also well-defined therein.
III. MINIMUM ENERGY PDF STEERING

A. Stochastic Control Problem
Motivated by [13] , we consider the following minimum energy stochastic optimal control problem:
where x ∈ X ⊆ R n , u ∈ R, and (8b) is a full state static feedback linearizable system, i.e., the vector fields f and g satisfy the two conditions in Proposition 1. The set of admissible controls U consists of all finite energy inputs u : X × [0, 1] → R. The control objective is to steer the joint state PDF ρ(x, t) from the prescribed initial PDF ρ0 at t = 0 to the prescribed terminal PDF ρ1 at t = 1 while minimizing the control effort averaged over the ensemble of controlled state trajectories.
Problem (8) can be transcribed into a "fluid dynamics" version [12] given by:
where the infimum is taken over all joint state PDF and admissible control pairs (ρ, u) ≡ (ρ(x, t), u(x, t)) satisfying the feasibility conditions (9b)-(9c). Here, (9b) is the Liouville PDE governing the mass-preserving flow of the PDF ρ(x, t) in X , associated with the state ODE (8b). Problem (8) or its equivalent (9) can be interpreted as optimal transport over a static feedback linearizable system.
B. Reformulation in Feedback Linearized Coordinates
From Section II, recall that the map z = τ (x) is a diffeomorphism on X ⊆ R n (the region where the full state static feedback linearization is valid). Formally,
and τ : X → Z, where
Our idea now is to reformulate (9) in Z by pushing forward the PDFs ρ0, ρ1 via τ . To this end, we make the following assumption:
In words, (A1) asserts that the supports of the prescribed initial and terminal PDFs are bounded (but may be open sets) in X . For i = 0, 1, let σi := τ ρi be the push-forward of ρi under τ , meaning
Since τ is a diffeomorphism, (A1) implies that spt (σi) ⊆ Z for i = 0, 1. In essence, (A1) ensures that (12) is well-defined. Notice from (6a) and (10) that since τ , and hence X is determined by the vector fields f , g, therefore, (A1) serves as a condition of compatibility for data f , g, ρ0, ρ1 associated with problem (9).
Letting
and then using u(z) = ατ (z) + βτ (z)v and (12), we rewrite (9) as
where
The infimum in (14) is taken over all joint "feedback linearized state" PDF and admissible (transformed) control pairs
Here, the set of admissible (14) resembles optimal transport with linear prior dynamics (see e.g., [13, equation (21)]) with the exception that ατ (z) ≡ 0 and βτ (z) ≡ 1, in general.
) is a solution for problem (14) , then solution for problem (8) (equivalently (9)), denoted as (ρ opt (x, t), u opt (x, t)) can be recovered as
for all x ∈ X , t ∈ [0, 1].
We now consider the feasibility of problem (14) . Since τ is a diffeomorphism, the map ∇τ : TxX → T z=τ (x) Z is an isomorphism [33, Lemma 3.6d, pg. 55] , and thanks to (3), the flow generated by (2) satisfying x(t) ∈ X implies that the flow generated by (7) satisfies z(t) ∈ Z, i.e., spt(σ(z, t)) ⊆ Z for all t ∈ [0, 1] provided spt (σ0) , spt (σ1) ⊆ Z, which in turn is guaranteed due to (A1). On the other hand, since the pair (A, b) in (7) is controllable, hence any vector in Z is reachable from any other for t ∈ [0, 1]. Therefore, in (14c), the joint PDF σ1(z) is reachable from σ0(z) via the flow σ(z, t) generated by the controlled Liouville PDE (14b), which is indeed the ensemble flow associated with the trajectory flow z(t) generated by the ODE (7). Thus, problem (14) is feasible. For details on the correspondence between the flow of an ODE and that generated by its associated Liouville PDE, see e.g., [1] , [3] , [34] . Optimality issues are considered next.
C. Optimality
Since β = 0 (see Remark 2), hence from (13), βτ = 0, and thus L in (15) is strictly convex in the control variable v. On the other hand, (14a) is linear in σ; the constraints (14b)-(14c) are linear in (v, σ). Therefore, problem (14) is strictly convex in (v, σ), and admits a unique solution.
We consider the Lagrangian associated with (14) given by
whereψ (z, t) is the Lagrange multiplier or costate. Let P01 be the set of all joint PDF trajectories σ(z, t) with fixed endpoints ρ0 and ρ1, i.e.,
Then the optimal control v opt (z, t) in (14) can be obtained by performing the unconstrained minimization of (17) over (σ, v) ∈ P01 × V. We summarize the result in the Theorem below. (14)) For z ∈ Z and t ∈ [0, 1], the optimal control v opt (z, t) in (14) is
where ψ(z, t) solves the Hamilton-Jacobi-Bellman (HJB) PDE
subject to suitable terminal condition ψ(z, 1) ≡ ψ1(z).
Proof. See Appendix A. (14)) Given a solution ψ(z, t) of (20), and v opt (z, t) as in (19) , if the solution of the Liouville PDE initial value problem
Remark 4. (Optimal controlled PDF for
satisfies σ opt (z, 1) = σ1(z), then the pair (σ opt , v opt ) solves problem (14) .
In general, the HJB PDE may only admit viscosity solution [35] , [36] . However, noting that (20) is of the specific form
wherein for z, ζ ∈ R n , the state-dependent Hamiltonian
we aim to find representation formula for its solution.
1) Envelope representation for ψ: Theorem 2 below gives the so-called "upper and lower envelope representation formula" for ψ(z, t) at the expense of additional assumptions on the vector fields f , g. Such formula, when possible to derive, allow representing ψ as pointwise inf (for upper envelope), or pointwise sup (for lower envelope) of elementary functions, thereby bypassing the general but computationally challenging viscosity approach (regularizing the HJB PDE by the Laplacian ∆ψ, then passing to the limit, see e.g., [37, Section 10.1] ). In the special case of state-independent Hamiltonian (i.e., H(z, ζ) ≡ H(ζ)), such variational representations reduce to the well-known Hopf-Lax formula [38] , [39] . That the state-dependent Hamiltonian such as (23) may still be amenable for envelope representation using convex conjugates [40] , seem to be less known in the control community. The following result builds on Appendix B. Theorem 2. (Envelope formula for the solution of (20)) Given the vector fields f , g in (8) (or equivalently in (9)), let the maps ατ (·), βτ (·) be given by (6) and (13) . Suppose that f , g are such that (23) is concave in z ∈ Z. Let
and
where † denotes the pseudo-inverse, R(·) denotes the range. Let the dualizing Kernel K associated with (25) be given by
with K(0, z, r) := z, r . Then the upper and lower envelope representation for ψ(z, t) in (22) subject to the initial condition ψ(z, 0) = ψ0(z), are given by the formula (77) and (78) in Appendix B, respectively.
Proof. See Appendix C.
2) Characteristic representation for ψ: A different representation for ψ(z, t) can be obtained by deriving the characteristic ODEs associated with the first order nonlinear PDE (22) , as summarized next. 
.
Proof. Transcribing (22) in the form
In the case of quasilinear PDE, the characteristic equations describe characteristic "curves". For a nonlinear PDE like (22) , the terminology characteristic "strips" is used since equations (27c) and (27d), appearing because of the nonlinearity in the PDE, describe evolution of elements on tangent space. and then writing the standard Lagrange-Charpit equations:
results in the system of 2n + 3 coupled nonlinear ODEs (27) .
Since s = t from (27a), the characteristic strips are obtained by integrating (27b)-(27e) for s = t ∈ [0, 1] with prescribed boundary condition ψ(z, t = 1) = ψ1(z). While the system of ODEs (27) is quite nonlinear to allow for closed-form solution, we will see in Section IV-B2 that a special case of the same is amenable for analytical treatment.
IV. SUBOPTIMAL STEERING
We now give a modification of the minimum energy PDF steering problem (8) (equivalently, problem (9) or (14)) by considering the problem below in the feedback linearized coordinates, given by
which differs from (14) only in the objective. Here, z = τ (x), u = α(x)+β(x) v, as before. We will see that this modified problem is slightly more tractable than the problem formulated in Section III. The existence and uniqueness for the minimizer ( σ opt , v opt ) for (28) can be guaranteed by following arguments similar to Section III-C.
Unlike the optimal pair (σ opt , v opt ) for problem (14) , the optimal pair ( σ opt , v opt ) for problem (28) no longer corresponds to the minimum energy optimal transport solution (ρ opt , u opt ) for problem (9) , and is suboptimal in this sense. Indeed, we can rewrite (28) in the physically meaningful variables (ρ, u) as
Nonetheless, solving (28) (equivalently, (29)) is of interest since it furnishes a controller u(x, t) for steering any prescribed ρ0 to any other prescribed ρ1 in unit time subject to (2) . In the following, we focus on the solution of (28).
A. Solution of (28) via Optimal Transport Map
In [13] , the dynamic problem (28) was shown to be equivalent to a static Mongé-Kantorovich optimal transport problem of the form
where the infimum is taken over all probability measuresπ supported on the product space Z × Z with marginalsσ0(ẑ0)dẑ0 and σ1(ẑ1)dẑ1, given by (31b)
In (31), σ0, σ1 are as in (12) . Furthermore, the matrices M10, Φ10 are the controllability Gramian and the state transition matrix, respectively, associated with (A, b) in (7) over time horizon [0, 1] . Exploiting the binary structure of the pair (A, b) , one can compute explicit formula for M10, Φ10 (see Appendix D), which will come in handy later.
Since (30) is a standard optimal transport problem, the optimal push-forwardT opt for this problem (i.e.,σ1 =T opt σ0) is unique [11] , and is of the formT opt = ∇φ, for φ convex. The function φ solves the Mongé-Ampère PDE (see e.g., [41, p. 282 and 323])
which results from substitutingT opt = ∇φ inσ1 =T opt σ0. The optimal couplingπ opt in (30) is supported on the graph ofT opt . The minimizing pair ( σ opt , v opt ) for (28) can be computed by usingT opt as follows.
Proposition 2. Given the optimal transport mapT opt = ∇φ for (30), where φ solves (32), let
wherein the controllability Gramian M and the state transition matrix Φ are as in Appendix D. Define
Tt(z) := P (t)z + Q(t)T (z). (34b)
Then, the minimizing pair ( σ opt , v opt ) for (28) is given by
Proof. See [13, Section III.A]; therein the authors also prove that Tt in (34b) is injective, i.e., the optimal pair (35) is well-defined. We note here that [13, eqn. (32) ] has a typo: a factor Φ10 is missing after the minus sign in that expression; c.f. (35b) above.
While Proposition 2 provides a semi-analytical handle for ( σ opt , v opt ), the associated computation is challenging since obtaininĝ T opt requires φ, which in turn requires solving the second order elliptic PDE (32) . Numerical methods for solving the latter is a topic of recent research [42] , [43] . Even if one has access toT opt , the remaining analytical computation in Proposition 2 is rather unwieldy. We illustrate this through the double integrator example below. After that, we outline an alternative approach for solving (28) in Section IV-B. 
Example 1. (Double integrator) If the state space dimension n = 2 in (2), then (7) reduces to a double integrator. Suppose that one has already computed the mapT opt = ∇φ as function of the given endpoint PDFs ρ0, ρ1 via (12), (31) , and (32). Using Appendix D, (33) and (34), we then get (36) . In this case, (35b) results
where T (·), Tt(·) are given by (36) .
B. Solution of (28) via HJB PDE
The following Proposition summarizes an alternative approach for solving (28) compared to the one in Section IV-A.
Proposition 3. Let ψ(z, t) solves the HJB PDE
subject to terminal condition ψ(z, 1) = ψ1(z) that depends on σ0,σ1. Then, v opt in (28) can be obtained as
The optimal controlled PDF σ opt (z, t) solves (28b)-(28c) with v ≡ v opt (z, t) given by (38) .
Proof. Follows from specializing Theorem 1 for ατ (z) ≡ 0, βτ (z) ≡ 1 for all z ∈ Z; cf. (14) with (28).
1) Envelope representation for ψ:
Following [40] , we next give upper and lower envelope representation formula for ψ(z, t) in Proposition 3 via Fenchel duality; see Appendix B. The upper envelope representation formula (39) below has appeared in [13] but followed a different derivation (see [13, Appendix A]) compared to our duality approach. The lower envelope representation formula (40) below is new, and comes out of the same duality framework. (7) and the associated controllability Gramian M (t, s) given in Appendix D. For any initial function ψ0(z) := ψ(z, t = 0) : Z → R ∪ {+∞}, the map ψ(z, t) in Proposition 3 admits the following upper envelope representation:
If ψ0(z) is convex, proper and lower semicontinuous in z ∈ Z, then the map ψ(z, t) in Proposition 3 also admits the following lower envelope representation:
Proof. In view of Appendix B, notice that (37) is of the form (22) with Hamiltonian H(z, ζ) = Az, ζ + H0(ζ), where H0(ζ) = (b ζ) 2 /2 is convex in ζ. Thus, H is concave in z, and convex in ζ. In this case, it is easy to verify that H satisfies the conditions (H1)-(H2) of Theorem 4 in Appendix B (see [44, p. 470] ). Therefore, the envelope formulas (77)-(78) and therefore, the second summand in (41) equals
which is precisely Both the terminal condition ψ1(z) in Proposition 3, and the initial condition ψ0(z) in Proposition 4 can be written in terms of the endpoint PDFs σ0, σ1 in (28c) as follows.
Proposition 5. Given endpoint PDFs σ0, σ1 in (28c), construct the pair (σ0,σ1) using (31) , and let φ be the solution of (32) . Let the controllability Gramian M and the state transition matrix Φ associated with (A, b) in (7), be given by Appendix D. Then, ψ1(z) in Proposition 3, and ψ0(z) in Proposition 4, are respectively given by
Proof. To derive (43) , first note from (38) that
Next, we substitute t = 1 in (35b), and notice from (33) that P (1) = 0, Q(1) = I, which imply T1(·) = T (·). Consequently, the righthand-side of (35b) at t = 1 becomes
From (34a), we have that
T opt
which together with (46) and (45) gives
We clarify here that the notation (∇zφ)
z reads inverse function of ∇zφ evaluated at M −1/2 10 z.
Denote the Legendre-Fenchel conjugate of φ(z) as φ * (z * ), and recall the well-known relation (∇zφ) −1 = ∇z * φ * . Thus, (48) 
yields (43).
To derive (44), we substitute t = 0 in (35b), and notice from (33) that P (0) = I, Q(0) = 0, which imply T0, T 
On the other hand, from (38) we have v opt (z, 0) = b ∇z ψ0. Equating these, we obtain (44).
2) Characteristic representation for ψ: As in Section III-C2, an alternative representation of ψ(z, t) in Proposition 3 can be obtained via characteristic ODEs for the first order PDE (37) . In particular, specializing Theorem 3 to the case ατ (z) ≡ 0, βτ (z) ≡ 1, the characteristic equations reduce to
where the tuple t(s), z(s), ζ(s), θ(s), ψ(s) parametrized via s, denote the characteristic strip associated with (37) . We next solve the system of ODEs (50) to furnish the solution of (37) as function of the initial data ψ0, and independent variables z, t.
From (50), notice that s = t, and let the initial condition (z(0), ζ(0), θ(0), ψ(0)) ≡ (z0, ζ0, θ0, ψ0), where ψ0(z0) is given by (44) . Since ∇z 0 ψ0 = ∇z ψ0, ∇z 0 z s=0 = ζ0, therefore using (44), we can determine ζ0(z0) as
Furthermore, from (50), we have
where the last step follows by introducing a change-of-variable ν := t − τ in the integral within curly braces, with lower limit ν = t and upper limit ν = 0.
Combining (51) and (52), we can express ζ, z as function of t, z0, i.e.,
Notice that the last ODE in (50) is
which combined with (52a), followed by integration results
where the last line follows from (53b).
Let the nonsingular matrix R := M −1/2 10 exp(A). By eliminating ζ from (53a)-(53b), the map z0(z, t) in (54) can be obtained as the solution of the nonlinear equation
The existence and uniqueness of solution (54)- (55) follows from Appendix E. Therefore, (54)- (55) together furnish the solution of (37).
V. PDF STEERING VIA SCHRÖDINGER BRIDGE
We now outline a computational framework for solving (28) via the stochastic control formulation of the classical Schrödinger bridge [23] , [24] . In its original formulation [23] , [24] , Schrödinger bridge determines a probability measure P on Ω := C([0, 1], X ), i.e., on continuous paths from t = 0 to t = 1 in the state space X ⊆ R n , that minimizes the relative entropy Ω log(dP/dQ)dP where Q is the probability measure induced by a prescribed prior Markovian dynamics, and dP/dQ denotes the Radon-Nikodym derivative. The measure P is assumed to be absolutely continuous w.r.t. Q, and is constrained to admit endpoint marginal measures ρ0(x)dx at t = 0, and ρ1(x)dx at t = 1, with given ρ0, ρ1 satisfying assumption (A1) in Section III-B. We refer the readers to [45] - [48] for representative references; see [49] for a recent survey.
Here we focus on the stochastic control formulation [50] , [51] of the Schrödinger bridge viewed as a dynamic stochastic regularization of (28), i.e., we consider the problem
In above, the difference with (28) is that the controlled Liouville PDE (28b) is replaced by the Fokker-Planck-Kolmogorov PDE (56b) with same drift as before, and diffusion coefficient √ 2 , for some regularization parameter > 0. Put differently, replacing (28b) with (56b) is equivalent to regularizing the controlled sample path ODĖ
with the Itô SDE
where w(t) denotes standard Wiener process. As ↓ 0, the solution of (56), which we denote by ( σ opt , v opt ), is known [13] , [52] - [54] to converge to ( σ opt , v opt ), i.e., to the solution of (28) . This suggests numerically solving (56) for small to approximate the solution of (28) . The idea is appealing since the solution of (56) is known to be
where κ (s, z, t, z) is the Markov kernel associated with (56b) that depends on , and the factors in (59a) have boundary valuesĥ0(z) := h(z, 0) ≥ 0 and h1(z) := h(z, 1) ≥ 0. Combining (59) with the boundary conditions (28c) yield the following system of nonlinear integral equationŝ
which can be solved for the pair (ĥ0, h1) as fixed point recursion with guaranteed convergence properties; see [55] . The converged pair (ĥ0, h1) can then be used in (59c)-(59d) to determine the pair (ĥ(z, t), h(z, t)), and thereby determine the pair ( σ opt (z, t), v opt (z, t)) via (59a)-(59b). We remind the readers that since κ depends on , so does the pair (ĥ0, h1), and thus the pair (ĥ(z, t), h(z, t)) too depends on . We will pursue this approach to solve (56) in our numerical example in Section VI. In contrast with the Schrödinger bridge regularization, numerical solution of dynamic optimal transport formulation such as (28) remains challenging in high dimensional state space -some specialized algorithms [12] , [56] for the same have been proposed in the literature.
In passing, we mention that (60) is not the classical Schrödinger system in the sense that the Markov kernel κ therein is not the Brownian kernel κ B associated with the n-dimensional scaled Wiener process √ 2 dw(t), given by
But the two can be related through the formula [13, Appendix B]
where the matrices Φ, M are as in Appendix D. The formula (62) allows us to perform the fixed point recursion in a standard
Schrödinger system where the κ in (60) is replaced by κ B given by (61), and the PDF pair (σ0, σ1) in (60) is replaced by (σ0,σ1) given by (31) . Let the solution of the resulting classical Schrödinger system be (ĥ Φ10z , (63a)
Indeed, this is the computational pipeline we employ in Section VI.
VI. NUMERICAL EXAMPLE
In this Section, we provide a numerical example of steering a prescribed joint state PDF ρ0(x) at t = 0, to another prescribed ρ1(x) at t = 1 for x ∈ R 3 , subject to controlled dynamicsẋ = f (x) + g(x)u. Specifically, we consider the following single input control system
which satisfies the two conditions in Proposition 1, and hence is static state feedback linearizable. In particular, (5) yields
for which λ(x) = x1 + x 2 2 /2 is an admissible solution in
Furthermore, in this case,
using which in (6) , results in the trio of maps
The feedback linearization of (64) via (τ , α, β) as in (68) is valid for all (x1, x2, x3) ∈ R 3 such that det(∇xτ ) = −1 − x2 = 0, i.e., in X given by (66).
The plane x2 = −1 splits X into two disjoint regions: XL to the left of the plane, and XR to the right of the plane. For z = τ (x), the feedback linearized form isż = Az + bv with A = [0|e1|e2] and b = e3. Since the feedback linearization in original coordinates is valid in X = XL ∪ XR, in the numerical simulation, we choose the end point PDFs ρ0(x), ρ1(x) so that the PDF evolution remains in XR. In particular, we fix
where ( , and at t = 1 are color coded in blue (see blue colorbar). The color (dark hue = high value, light hue = low value) at any particular location denotes the value of the joint PDF evaluated at that location at that time.
diag(0.03, 0.05, 0.05). Our goal is to steer the two component Gaussian mixture ρ0 to another two component Gaussian mixture Fig. 1 shows the scatterplots for the endpoint PDFs ρ0, ρ1 in X given by (69)-(70), as well as the scatterplots for the transformed endpoint PDFs σ0, σ1 in Z given by (12) with τ (·) as in (68). In these plots, the position coordinate of a point denotes its state space location, and the color (see resp. colorbar) denotes the value of the joint PDF evaluated at that point.
Given f , g as in (64), and ρ0, ρ1 as in (69)-(70), instead of solving (9) or its equivalent (14), we seek a numerical solution for (28), i.e., find a feasible controller that steers prescribed ρ0 to ρ1 in unit time subject to given feedback linearizable dynamics. To this end, we numerically solve (56) , which is the dynamic stochastic regularization of (28) for small (here, = 0.01). The resulting optimal regularized controlled PDF σ opt (z, t) in (59a) is then mapped back to original state space X as the pushforward
Shown in Fig. 2 are the joint PDFs ρ (x, t) in X associated with the dynamics (64), wherein the PDFs σ opt (z, t) are computed by solving the associated Schrödinger system mentioned in Section V. To recap, the steps for computing the -regularized controlled PDF ρ (x, t) are the following: The results in Fig. 2 are depicted for six different time snapshots, with a uniform spatial discretization having 1000 grid points. A different view of the same plot is shown in Fig. 3 .
VII. CONCLUSIONS
The problem of steering the state of a nonlinear control system from a prescribed joint PDF ρ0 to another ρ1, over a finite time horizon via feedback control is currently open in the literature. This atypical stochastic control problem can be seen as a measurevalued two-point boundary value problem subject to the controlled nonlinear dynamics. Motivated by the observation that many envisaged applications of this problem (e.g., probabilistic path planning for ground and aerial robots, swarm guidance) involve feedback linearizable systems, this paper presents the theory and computational algorithms for finite horizon density control for single input systems given by (69)-(70), resulting from the fixed point recursion of (60) associated with (56) . Here, = 0.01. At any fixed t ∈ [0, 1], the joint PDF ρ (x, t) is supported over three spatial dimensions in the state space X . Different subplots correspond to different time snapshots. In each subplot, we take a planar slice at x 3 = 0.5 to show the PDF evolution around this region. The color (red = high, blue = low) denotes the joint PDF value.
with full state feedback. We present theoretical characterization of the minimum energy feedback controller that reshapes the joint state PDF ρ0 at time t = 0 to ρ1 at time t = 1. Harnessing the recently established connections between stochastic control, the theory of optimal transport and the Schrödinger bridge, we provide numerical algorithms to generate feasible controllers.
Several extensions are possible, e.g., generalizations for the multi-input static state feedback linearizable systems, and for the dynamic state feedback linearizable systems. Also, algorithms for the direct numerical solution of the minimum energy controller would be of interest. These will be pursued in a follow-up work. 
and perform integration by parts in variable t for term 1, and in variable z for term 2, as indicated in (72). Using (14c), and that σ(z, t) → 0 as z → ∂Z from 8 the interior of Z, we get that L equals Point-wise minimization of (73) w.r.t. v gives the optimal control
which simplifies to (19) since b = en. 
wherein using the arg inf (74) followed by algebraic simplification using A, b in (7), results in the HJB PDE (20) .
B. Rockafellar-Wolenski Envelope Representation Formula
We summarize a result from [40] useful in our context. 
and define the "dualizing kernel" K : [0, ∞) × R n × R n → R ∪ {+∞} as K(t, z, r) := inf q(t) q(0), r + 
Notice that for t = 0, formula (78b) reduces to the bi-conjugate identity ψ0(·) = ψ * * 0 (·) which is indeed valid when ψ0 is convex and lower semicontinuous.
