Abstract. The Weyl-Kac character formula gives a beautiful closed-form expression for the characters of integrable highest-weight modules of KacMoody algebras. It is not, however, a formula that is combinatorial in nature, obscuring positivity. In this paper we show that the theory of Hall-Littlewood polynomials may be employed to prove Littlewood-type combinatorial formulas for the characters of certain highest weight modules of the affine Lie algebras C n+1 of Macdonald's identities for powers of the Dedekind eta-function. These generalised eta-function identities include the Rogers-Ramanujan, Andrews-Gordon and Göllnitz-Gordon q-series as special, low-rank cases.
n , A (2) 2n and D (2) n+1 . Through specialisation this yields generalisations for B (1) n , C (1) n , A (2) 2n−1 , A (2) 2n and D (2) n+1 of Macdonald's identities for powers of the Dedekind eta-function. These generalised eta-function identities include the Rogers-Ramanujan, Andrews-Gordon and Göllnitz-Gordon q-series as special, low-rank cases.
Introduction
Let g be a symmetrisable Kac-Moody Lie algebra and h * the dual of the Cartan subalgebra of g. If P + denotes the set of dominant integral weights, then the character of an irreducible g-module V (Λ) of highest weight Λ ∈ P + is defined as
Here e µ is a formal exponential and dim(V µ ) the dimension of the weight space V µ in the weight-space decomposition of V (Λ). The celebrated Weyl-Kac formula gives a closed-form formula for the character of V (Λ) as [24, 25] (1.1) ch V (Λ) = w∈W sgn(w) e w(Λ+ρ)−ρ α>0 (1 − e −α ) mult(α) , where W is the Weyl group of g, sgn(w) the signature of w ∈ W and ρ the Weyl vector. The product over α > 0 is shorthand for a product over the set of positive roots of g, and mult(α) is the dimension of the root space corresponding to α. If g is of classical type, then mult(α) = 1 and (1.1) simplifies to the Weyl character formula.
One feature of characters not evident from the Weyl-Kac formula is positivity, and a natural question is whether other closed-form expressions exist that are manifestly positive. The purpose of this paper is to show that for the affine Lie algebras C (1) n , A (2) 2n and D (2) n+1 , there is an affirmative answer to this question. The main player in these manifestly-positive formulas is the modified Hall-Littlewood polynomial Q where Tab(λ, µ) is the set of semistandard Young tableaux of shape λ and weight µ, s λ (x) is the classical Schur function, c(T ) the Lascoux-Schützenberger charge [33] and K λµ = T ∈Tab(λ,µ) q c(T ) the Kostka-Foulkes polynomial [14, 42] To give an example of the type of results obtained in this paper we need some more notation. For λ a partition, let |λ| = i≥1 λ i and b λ (q) = i≥1 (q) mi(λ) , where m i (λ) is the multiplicity of parts of size i in λ and (q) k = (1 − q) · · · (1 − q k ). For example, if λ = (4, 4, 2, 1, 1, 1) = 4 2 2 1 1 3 then b λ (q) = (q) 2 (q) 1 (q) 3 . If all parts of λ are even we say that λ is even. Now define a second modified Hall-Littlewood polynomial P ′ λ by (1.3) P ′ λ (x; q) = Q ′ λ (x; q)/b λ (q), so that its coefficients are in Q(q) with nonnegative power series expansion. For g one of C (1) n , A (2) 2n and D (2) n+1 with labelling of the Dynkin diagram as shown in Figure 2 .1, let {α 0 , . . . , α n }, {Λ 0 , . . . , Λ n } and {a 0 , . . . , a n } be the set of simple roots, fundamental weights and labels of g, and let δ = Then, for g = C We note the remarkable similarity between (1.4) and the following well-known Littlewood-type character identities for the classical groups C n and B n :
where sp 2n,λ and so 2n+1,λ are the symplectic and odd orthogonal Schur functions (see (2.1) below), and where the second identity also allows for half-integer m. These identities have played an important role in the theory of plane partitions, see e.g., [10, 13, 28, 42, [52] [53] [54] .
The map exp(−α i ) → 1 for all 1 ≤ i ≤ n (i.e., x i → 1) is known as the basic specialisation [25] . Applied to 1.4 , where on the left the Weyl-Kac expression (1.1) is used, leads to the following generalisations of Macdonald's C (1) n and A (2) 2n (or affine BC n ) eta-function identities [41] . Let where the sum on the left is over v ∈ Z n such that v ≡ ρ (mod 2m + 2n + 2), and
(q 1/2 ; q 1/2 ) 2n ∞ (q 2 ; q 2 ) 2n ∞ (q)
where the sum on the left is over v ∈ Z n such that v ≡ ρ (mod 2m + 2n + 1). Theorem 1.1 and similar combinatorial character formulae such as (5.8) (for the A (2) 2n -module V (mΛ n )) and (5.10) (for the D (2) n+1 -module V (2mΛ 0 )) only deal with a restricted set of weight Λ ∈ P + . We have reasons to believe however that the type of results obtained in this paper hold more generally. For example, computer experimentation suggests that (1.4b) and (5.10) also hold for half-integer m, and for C (1) n it appears that
The remainder of this paper is organised as follows. In the next section, after reviewing some standard material from the theory of affine Kac-Moody algebras, we rewrite the Weyl-Kac formula (1.1) for g = C (1) n , A (2) 2n and D (2) n+1 as a sum over symplectic or odd orthogonal Schur functions. In Section 3 we significantly extend the existing theory of modified Hall-Littlewood polynomials by (i) proving a new basic hypergeometric formula for P ′ λ based on Jing's vertex operators, (ii) giving several new Littlewood-type summation formulas (some conjectural) and (iii) making a connection with Rogers-Ramanujan or Nahm-Zagier-type q-series. In Section 4 we employ the Milne-Lilly Bailey lemma for the C n root system to prove a C n analogue of Andrews' well-known multiple series transformation. Then, in Section 5, it is shown that after specialisation, and a somewhat intricate limiting procedure, one side of the C n Andrews transformation corresponds to certain characters in their Weyl-Kac representation. Furthermore, the other side is expressed in terms of P ′ λ , resulting in a proof of our combinatorial character formulas. Finally, in Section 6 we provide a compendium to Macdonald's famous list of identities for powers of the Dedekind eta-function, extending his identities for affine B n , C n , D n and BC n to infinite families of such identities.
Affine Kac-Moody algebras
In order to prove the main results of this paper, such as Theorem 1.1, we require a simple rewriting of the Weyl-Kac formula (1.1) for g one of C (1) n , A (2) 2n and D
in terms of the odd orthogonal and symplectic Schur functions [40] so 2n+1,λ (x) = det 1≤i,j≤n x
Here ∆ B and ∆ C are the generalised Vandermonde products
In Section 2.2 will give the full details of this rewrite for C (1) n and then state the remaining cases without proof.
First however, we need to recall some basic notions from the general theory of affine Kac-Moody algebras. For more details and background material we refer the reader to the monographs by Kac [25] and Wakimoto [56] .
2.1. General definitions and notation. Let g = g(A) be an affine Kac-Moody algebra with generalised Cartan matrix A = (a ij ) i,j∈I , I := {0, 1, . . . , n}. We are primarily interested in g of type C
(1) n (n ≥ 1), A (2) 2n (n ≥ 1) and D (2) n+1 (n ≥ 2), although most of this section applies to arbitrary type. Let h and h * be the (n + 2)-dimensional Cartan subalgebra and its dual. Fix linearly independent elements α ∨ 0 , . . . , α ∨ n and α 0 , . . . , α n of h and h * , called simple coroots and simple roots, such that α ∨ i , α j = a ij . Extend the above to a basis of h and h * by choosing the additional elements d ∈ h and Λ 0 ∈ h * such that α
The labels and colabels a 0 , . . . , a n and a ∨ 0 , . . . , a ∨ n are positive integers, uniquely determined by i∈I a ij a j = i∈I a ∨ i a ij = 0 such that gcd(a 0 , . . . , a n ) = gcd(a
The sum of the labels and colabels are known as the Coxeter and dual Coxeter number respectively, h = i∈I a i and h ∨ = i∈I a ∨ i . The Dynkin diagrams of the three infinite series of interest are given in Figure 2 .1, together with a labelling of the vertices by simple roots α i and labels a i .
We now fix what is known as the standard non-degenerate bilinear form on h by setting
We adopt the natural identification of h with h * by identifying d with a 0 Λ 0 and α 
n and D (2) n+1 are dual and the colabels of g are the labels of its dual. The colabels of A (2) 2n are its labels read in reverse order.
Before we turn to the Weyl-Kac formula a few more definitions are needed. The null root or fundamental imaginary root δ is defined as δ = i∈I a i α i . Then h * = CΛ 0 ⊕h * ⊕ Cδ where h * = i∈Ī Cα i forĪ := {1, 2, . . . , n} is the finite part of h * . We complement Λ 0 to a full set of fundamental weights Λ 0 , . . . , Λ n ∈ h * by
The Weyl vector ρ ∈ h * is given by ρ, α
* is given by lev(λ) = λ, K . Note that lev(Λ 0 ) = 1 and lev(ρ) = h ∨ . The root and coroot lattices Q and Q ∨ are defined by the integer span of the simple roots and simple coroots respectively. Similarly, Q = i∈Ī Zα i and Q ∨ = i∈Ī Zα ∨ i . One further lattice that will play an important role is
2n , Q otherwise.
To conclude our string of definitions we let P + denote the set of dominant integral weights
for all i ∈ I}, where throughout this paper, Z + denotes the set of nonnegative integers.
2.2.
The Weyl-Kac formula. To achieve the desired rewriting of the Weyl-Kac formula we first follow Kac and Peterson [26] . Let W be the finite Weyl group corresponding to the Cartan matrixĀ obtained from A by deleting the zeroth row and column;Ā = (a ij ) i,j∈Ī . Then the affine Weyl group W of g is given by W = W ⋉ M with M the lattice (2.2). This allows (1.1) to be restated as
where κ = lev(Λ + ρ) = lev(Λ) + h ∨ , q = exp(−δ) and whereλ again denotes the finite part.
Next we focus on g = C 
of multiplicity 1. Here∆ is the root system of g(Ā) with base Π. In terms of the standard Euclidean description 1 of Π and∆ + =∆ s,+ ∪∆ ℓ,+ we have
where (au
Next we consider the numerator of (2.3). The lattice M = Q ∨ is spanned by
i.e., M is the classical B n root lattice scaled by a factor of two
We also use that W is the hyperoctahedral group (or the group of signed permutations) W = S n ⋉ (Z/2Z) n with natural action on R n , see e.g., [21] . Finally, for
Therefore, the double sum in (2.3) yields
We deviate from Kac's convention that (α|α) = 2 for α a long root. This comes at the cost of introducing the factor 1/2 in (ǫ i |ǫ j ) = δ ij /2 but avoids the occurrence of √ 2 in some of our formulae.
where y i := x i q ri . By (2.1b) the sum over W is given by
so that we obtain the next lemma.
Lemma 2.1 (C
n character formula). For q = exp(−δ), λ = (λ 1 , . . . , λ n ) a partition and
we have
where
In much the same way we can rewrite the other characters of interest.
2n character formula, I). With the same assumptions as in Lemma 2.1,
where κ = 2n + 1 + c 0 + 2λ 1 .
Viewing the Dynkin diagram of A
2n in a mirror leads to an alternative, B-type expression for the above character. (2) 2n character formula, II). For q = exp(−δ), µ = (µ 1 , . . . , µ n ) a partition or half-partition, and
Lemma 2.3 (A
where κ = 2n + 1 + 2c n + 2µ 1 .
Here a half-partition µ = (µ 1 , µ 2 , . . . , µ n ) is a sequence of weakly decreasing positive numbers such that µ i + 1/2 ∈ Z for all i.
Lemma 2.4 (D (2)
n+1 character formula). For q = exp(−δ), λ = (λ 1 , . . . , λ n ) a partition or half-partition, and
where κ = 2n + c 0 + 2λ 1 .
Modified Hall-Littlewood polynomials
3.1. Preliminaries. The Hall-Littlewood polynomials are an important family of symmetric functions generalising the well-known Schur functions. Our main interest will be the modified Hall-Littlewood polynomials, for which we shall give a new, closed-form formula as a multiple basic hypergeometric series. It is this formula that will ultimately allow us to express characters of affine Lie algebras in terms of modified Hall-Littlewood polynomials.
For standard notation and terminology from the theory of partitions and symmetric functions we refer the reader to [42] .
Fix a positive integer n. For a partition λ of length l(λ) ≤ n let m 0 (λ) = n − l(λ) and m i (λ) for i ≥ 1 the multiplicity of parts of size i.
. If S n denotes the symmetric group on n letters and S λ n the stabilizer of λ, then v λ (q) may be identified as the Poincaré polynomial w∈S λ n t ℓ(w) . For x = (x 1 , . . . , x n ) the Hall-Littlewood polynomial P λ is the symmetric function [42] 
Here the symmetric group S n acts on functions f (x) by permuting the x i . The Hall-Littlewood polynomial P λ interpolates between the Schur function s λ and the monomial symmetric function m λ , corresponding to q = 0 and q = 1 respectively. The P λ , where λ ranges over all partitions of length at most n, form a basis of the ring of symmetric functions in n variables. There is a second HallLittlewood polynomial defined as
, for λ ′ the conjugate of λ. The modified Hall-Littlewood polynomial Q ′ λ of equation (1.2) is a variant of Q λ which interpolates between the Schur function s λ , obtained for q = 0, and the complete symmetric function h λ , obtained for q = 1. Unlike the literature on the ordinary Hall-Littlewood polynomials, where the pair P λ and Q λ are usually given equal prominence, the polynomial P ′ λ defined in (1.3) never rates a mention in work on the modified polynomials, see e.g., [14, 16, 17, 27, 32, 46] . There are a number of reasons for this. Q ′ λ has coefficients in Z[q], is Schur positive, and has several combinatorial, representation theoretic and geometric interpretations. P ′ λ on the other hand, has coefficients in Q(q), and its q → 1 limit does not exist due to b λ (1) = δ λ,0 . Nonetheless, most of our results are simplest when expressed in terms of the P ′ λ and we will use the two families of modified polynomials interchangeably. Besides (1.2) there exist numerous other descriptions of the modified HallLittlewood polynomials, three of which will be discussed below. First of all, using the notation of λ-rings [31] ,
, where x/(1 − q) is shorthand for the infinite alphabet obtained from x be replacing each x i by x i , x i q, x i q 2 , . . . . A second description of the modified Hall-Littlewood polynomials uses the Hall inner product on the ring of symmetric functions, defined by s λ , s µ = δ λµ . Then
Finally, and most important for our purposes, the Q ′ λ can be computed using Jing's q-Bernstein operators [22] (see also [16, 60] ). Let Λ be the ring of symmetric functions. For f ∈ Λ, denote by f ⊥ ∈ End(Λ) the operator-also known as Foulkes derivative-which acts as the adjoint of multiplication by f :
For m an integer the q-Bernstein operator B m = B m (x; q) is defined as
where h r and e r are the rth complete and elementary symmetric functions, and where the rightmost expression again uses λ-rings. Alternatively, if B(z) = B(z; x; q) is the vertex operator
For a partition λ = (λ 1 , . . . , λ k ) Jing [22] showed that
We note that although B 0 is not the identity operator, B 0 (1) = 1 so that (3.2) is true regardless of whether l(λ) = k or l(λ) < k. In [16] Garsia expressed the B m in more explicit form as
It is this representation that will be important in proving our hypergeometric formula for P ′ λ .
3.2.
The modified Hall-Littlewood polynomial as q-hypergeometric multisum. Define the q-shifted factorial (a) n = (a; q) n indexed by an arbitrary integer n as (a) n = (a) ∞ /(aq n ) ∞ , where (a) ∞ = (1 − a)(1 − aq) · · · . For r, s ∈ Z n + , τ an integer and x = (x 1 , . . . , x n ) we define the q-hypergeometric term
Since 1/(q) n = 0 for n < 0, it follows that f (τ ) r,s (x; q) = 0 unless r i ≥ s i for all 1 ≤ i ≤ n, or more succinctly, r ⊇ s for r and s viewed as compositions. 
where the sum is over
Of course, since |r
for ℓ > λ 1 are equal to 0 := (0 n ) and the product ℓ≥1 may be replaced by a finite product m ℓ=1 where m is an integer such that m ≥ λ 1 .
Proof of Theorem 3.1. Throughout the proof we write P λ , f r,s and b λ for P λ (x; q), f r,s (x; q) and b λ (q).
For λ = 0 all r (ℓ) in (3.6) are equal to 0, resulting in P ′ 0 = 1. It remains to show that for λ = 0 our theorem is consistent with the action of the q-Bernstein operators. Before we do so, we translate (3.3) into a statement for
We now compute the left-hand side of (3.7) using the claimed expression for P ′ λ . Let m be an integer such that m ≥ λ 1 . Recalling the remark after Theorem 3.1, we replace the product in (3.6) by m ℓ=1 and sum over r (1) 
. . , m, and r (m+1) := 0. By a simple calculation it follows that
r+ǫi,s+ǫi , where ǫ i is the ith standard unit vector in Z n . Hence
Making the variable change r (ℓ) → r (ℓ) − ǫ i for ℓ = 1, . . . , m while recalling that r (m+1) := 0, this yields
where the second equality follows from
Both sums in (3.8) are over r 
Recalling the summation [45, Lemma 1.33]
and using that q
To complete the proof we note that if we introduce the new partition ν = (m,
Hence the sum on the right of (3.9) yields exactly P ′ ν , resulting in (3.7).
The hypergeometric formula (3.6) may be restated by eliminating redundant summation indices; since
so that we obtain the following equivalent formulation.
where the sum is over r 
3.3.
Modified Hall-Littlewood and Rogers-Szegő polynomials. In this section we give an important application of Theorem 3.1, key in proving our combinatorial character formulas. Prior to this, we state a very general conjectural identity involving P ′ λ and then apply Theorem 3.1 to prove this in a special case pertaining to C (1) n and A (2) 2n . To state our conjecture we need the definition of the Rogers-Szegő polynomials. For m a nonnegative integer, the mth Rogers-Szegő polynomial H m is given by [3] 
where m i is a q-binomial coefficient. Following [58] we extend the above to partitions by
where the sum on the right is over r (1) , . . . , r (m) ∈ Z n + such that |r (ℓ) | = M ℓ , and r (m+1) := 0.
For actual applications as well as aesthetic reasons we should sum this over the sequence M . To this end we introduce the polynomial
For example, if λ = (6, 4, 3, 3, 2, 1, 1, 1) and m = 3 then
λ (z, w; q). Now taking the M -sum in (3.12), interchanging the sums over λ and M , shifting 
where the sum on the right is over r (1) , . . . , r (m) ∈ Z n + , and r (m+1) := 0.
It will be convenient later to also consider (3.13) for m = 0. For this purpose we define h λ (w, z; q) (and up to symmetry) this corresponds to (w, z) = (0, z), (1, q 1/2 ), (−1, −q 1/2 ), (q 1/2 , −q 1/2 ), the case (w, z) = (1, −1) being ruled out for convergence reasons. Surprisingly, it is precisely these special cases that correspond to characters of affine Lie algebras. Unfortunately, only for w = 0 have we been able to prove (3.12) . In this case the summand on the left vanishes unless λ ′ 2ℓ−1 = M ℓ for ℓ = 1, . . . , m, and we obtain a much simpler result.
where the sum on the left is over partitions λ such that λ 1 ≤ 2m and λ ′ 2ℓ−1 = M ℓ , and where the sum on the right is over r (1) , . . . , r
Proof of Proposition 3.5. It suffices to prove the result for z = 1. Indeed, if we replace x → xz in (3.14), use P
r,s (x) we obtain (3.14) for z = 1. In the remainder we follow our earlier convention of writing P λ and f r,s for P λ (x; q) and f r,s (x; q).
We apply Theorem 3.1 with λ a partition such that λ 1 ≤ 2m, and replace (r 2ℓ−1 , r 2ℓ ) → (r ℓ , s ℓ ) for all ℓ = 1, . . . , m. Hence
(and as usual, r (m+1) := 0). Denote the left-hand side of (3.14) with z = 1 by LHS. Substituting the above expression for P ′ λ we find that LHS is given by the right-hand side of (3.15) where now the sum is over r (1) , . . . , r (m) ∈ Z n + and s
. Using the explicit form for f
r,s given by (3.5) and manipulating some of the q-shifted factorials, we then get
where now stands for a sum over r (1) , . . . , r (m) ∈ Z n + (still subject to |r (ℓ) | = M ℓ ) and (τ 1 , . . . , τ m ) = (1, 2, . . . , 2). The 1 Φ 0 is shorthand for the A n−1 basic hypergeometric series
where a = (a 1 , . . . , a n ). By Milne's A n−1 terminating q-binomial theorem [48, Theorem 5.46]
the 1 Φ 0 series can be summed to yield
where the second equality follows by telescoping and r (m+1) := 0. By (−w) r = (−q 1−r /w) r w r q ( r 2 ) , the proof is done.
3.4.
Rogers-Ramanujan-type q-series. To conclude the section on modified Hall-Littlewood polynomials, we present one more conjecture which will be important in our discussion of Macdonald-type eta-function identities in Section 6. We begin by defining a very general q-series of Rogers-Ramanujan or NahmZagier-type [1, 51, 61] . Let C n be the n × n Cartan matrix of A n , i.e., (C 
Several important q-series arise as special cases: F 1,1 (1, 0, 0; q) and F 1,1 (q 1/2 , 0, 0; q) are the Rogers-Ramanujan q-series, F k−1,1 (1, w, 0; q) for w = 0 and w = q 1/2 are the (first) Andrews-Gordon q-series [1] and its even modulus generalisation due to Bressoud [8] , and F k−1,1 (1, w 1/2 , 1; q) for w = 0 and w = q 1/2 are the generalised Göllnitz-Gordon q-series [2] and its even modulus variant [9] . ; q = F m,n (w, z; q).
We note that for (w, z) = (0, 0) we effectively have two conjectures since the symmetry F m,n (u, w, z; q) = F m,n (u, z, w; q) implied by the conjecture is not at all evident. In the rank-1 case the conjecture is easily proved using standard manipulations for q-hypergeometric series. The conjecture also holds for u = 1, w = z = 0 and n even thanks to (6.2) below, and for u = 1, q 1/2 , w = z = 0 and m = 1 by [59, Theorem 4.1]. The proof of that theorem only requires minor modifications to settle the conjecture for m = 1 and arbitrary u, w and z.
Theorem 3.7. Equation (3.17) holds for m = 1.
Proof. We begin by recalling that [27, 59 ]
We can use this to compute the left-hand side of (3.17) for m = 1 as follows. Introduce new summation indices k 0 , . . . , k n−1 and r 1 , . . . , r n by
where k n := 0. Then
(zq
where |r| − := r 1 − r 2 + r 3 − · · · and r 2 := r Using standard basic hypergeometric notation [18] , this is also LHS = r1,r3,...,rn∈Z+
u .
By 1 φ 1 (a; 0; q, z) = (z) ∞ 0 φ 1 (-; z; q, az) [18, Equation (III.4)] this can be transformed into
We now simply keep iterating the above transformation, first on r 3 , then on r 4 , et cetera, until we arrive at
This is equivalent to (3.16), completing the proof.
The C n Andrews transformation
Andrews' multiple series transformation [2] is one of the most complicated results in all of the theory of basic hypergeometric series. It is also one of the most useful; it implies many important partition and Rogers-Ramanujan-type identities [2] and has recently played a major role in answering deep arithmetic questions related to the Riemann zeta function, see e.g., [23, 29, 30, 62] .
In this section we apply the Milne-Lilly C n Bailey lemma to prove a C n -analogue of Andrews' transformation. This result in itself is too complicated to be of much independent interest, but as we will see in Section 5, characters of affine Lie algebras arise through specialisation, allowing us to prove the claims of the introduction.
4.1. The Milne-Lilly C n Bailey lemma. The Bailey lemma is a standard tool in the theory of basic hypergeometric series, see e.g., [4] [5] [6] [7] 57] . The generalisation of the Bailey machinery to the C n (as well as A n ) root system was developed by Milne and Lilly in a series of papers [39, 49, 50] . (Quite a different Bailey lemma for the non-reduced root system BC n was recently discovered by Coskun [12] .) We begin with the definition of a C n Bailey pair, albeit using a slightly different normalisation than Milne and Lilly. Two sequences α = (α N ) N ∈Z n + and β = (β N ) N ∈Z n + are said to form a C n Bailey pair if
where we remind the reader that 0 ⊆ r ⊆ N stands for 0 ≤ r i ≤ N i for i = 1, . . . , n. The above definition may be inverted, expressing α in terms of β:
The most important ingredient of the theory is the Bailey lemma, which generates an infinite sequence of Bailey pairs from a given seed. Unfortunately Milne and Lilly's C n Bailey lemma, first stated as [49, Equation 2 .5] and copied verbatim in [39] and [50] contains a minor typographical error in the expression for β ′ N . In the following this has been corrected.
Equipped with the above lemma it is straightforward to obtain the C n -analogue of Andrews' transformation formula.
Theorem 4.2 (C n Andrews transformation). For m a nonnegative integer and
where r 
Iterating this using the Bailey lemma and induction we obtain the new Bailey pair
After substitution in (4.1) the claim follows. can be expressed in terms of the modified Hall-Littlewood polynomials P ′ λ , we will prove that if
then L m x ± ; b, c; q is a function which unifies certain characters of C
2n and D (2) n+1 in their in Weyl-Kac representation. In particular, the identity
includes (1.4a) and (1.4b) of the introduction as special limiting cases.
5.1.
The right-hand side of the C n Andrews transformation. Since the right-hand side of (5.1) is a rational function we may let b 2 , c 2 , . . . , b m+1 , c m+1 tend to infinity for fixed N ∈ Z n + . To then take the large N limit we need to assume that |q/b 1 c 1 | < 1. By an appeal to dominated convergence this yields
where r (m+1) := 0, |q/bc| < 1 and
If we now take the conjectural (3.13) (proven for w = 0), replace (x, w, z)
r,s (x; q), then the righthand side of (3.13) matches the above expression for R m (x; b, c; q), except for the prefactor D(x; b, c; q). Hence, for |q/bc| < 1,
We stress that this conjectural result has actually been proven for b → ∞, which is sufficient for proving Theorem 1.1.
5.2.
The left-hand side of the C n Andrews transformation. Because in our initial considerations the parameters b 1 , c 1 , . . . , b m+1 , c m+1 and q play a passive role we suppress their dependence, writing
To transform L N (x) into a function that resembles the Weyl-Kac character formula we must achieve the appropriate Weyl group symmetry. As will be shown below, this can be realised by doubling the rank to 2n and by then reducing this back to n by taking a limit in which n distinct pairs of variables tend to 1 as follows:
We remark that this limiting process is highly non-trivial due to the occurrence of the denominator term ∆ C (x) in the summand of L N (x). Indeed, ∆ C (x) vanishes whenever the product of two of its variables equals 1. For later purposes we will also consider the following limit in the case of an odd number of variables:
and forx = (x 1 , . . . , x n−1 ),
A number of remarks are in order. First of all we note that both summands vanish unless −M ⊆ r ⊆ N , i.e., −M i ≤ r i ≤ N i for all i (where M n := N n in the case of (5.5b)). Moreover, if we set M 1 = · · · = M n = 0 in (5.5a) we recover L N (x). Finally we note that the series on the right of (5.5a) exhibits the desired symmetry, in that it is invariant under the natural action of the hyperoctahedral group. For example, for n = 2,
The proof of Proposition 5.1 is long and technical, and has been relegated to the appendix.
5.3.
Proof of Theorem 1.1 and related results. To now obtain (5.3) in explicit form, we let b 2 , c 2 , . . . , b m+1 , c m+1 tend to infinity in (5.5a) followed by M, N → (∞ n ), and equate the resulting expression with (5.4) with x → x ± . By an analogous computation in the case of (5.5b) we obtain the following (conditional) theorem.
For 
where x = (x 1 , . . . , x n ) and K = m + n, and
where x = (x 1 , . . . , x n−1 , 1) and K = m + n − 1/2.
Recalling that h
0 (w, z; q) = (wz) ∞ , we note that for m = 0 both identities are limiting cases of Gustafson's C (1) n -analogue of Bailey's sum of a very-well poised 6 ψ 6 series [20] . We also note that for b → ∞ the right-hand side of (5.6a) and (5.6b) simplifies to
We now consider the various specialisations of Theorem 5.2. Noting that for
and recalling Lemma 2.1, it follows that in the b, c → ∞ limit the left-hand side of (5.6a) yields the C (1) n character (2.5) for Λ = mΛ 0 . But when c → ∞ the summand of (5.7) vanishes unless l(λ o ) = 0, i.e., unless λ is even. We thus obtain (1.4a). Similarly, for b → ∞ and c → −q 1/2 , and by appeal to Lemma 2.2 and (aq) ∞ /(−aq 1/2 ) ∞ = (aq 1/2 ) ∞ (aq 2 ; q 2 ) ∞ , we arrive at (1.4b). This completes our proof of Theorem 1.1.
If we take b → ∞ and c = −1 in (5.6a), and use Lemma 2.3 as well as (a 2 q) ∞ /(−aq) ∞ = (aq) ∞ (a 2 q; q 2 ) ∞ , we obtain our next theorem. 
Our next result remains conjectural, corresponding to (5.6a) for b = −1 and c = −q 1/2 . Then the summand on the right simplifies, since
by [58] . If on the left we use Lemma 2.4 and the simple identity (a 2 q) ∞ /(−aq 1/2 , −aq) ∞ = (aq 1/2 ; q 1/2 ) ∞ , we obtain the following. 
Dedekind eta-function identities
In the appendix of his paper [41] Macdonald gave his now famous list of identities for powers of the Dedekind eta-function η(τ ) = q 1/24 ∞ j=1 (1 − q j ), where q = exp(2π i τ ) for Im(τ ) > 0. The simplest of his identities correspond to the non-twisted affine Lie algebras g = X (1) n and yield expansions of η(τ ) dim(Xn) . For example, Macdonald's formula for C (1) n generalises Jacobi's well known identity for the third power of the η-function to
where c 0 = 1/(1!3! · · · (2n − 1)!) and where the sum is over v ∈ Z n such that v i ≡ n − i + 1 (mod 2n + 2).
In this final section we extend many of Macdonald's identities by specialising our character formulae. To facilitate comparison with Macdonald's results we adopt his definitions of χ B and χ D as given by (1.5) and
We also write χ g (v/w) = χ g (v)/χ g (w) and define the classical g-Weyl vectors ρ g by ρ B = (n − 1/2, . . . , 3/2, 1/2), ρ C = (n, . . . , 2, 1), ρ D = (n − 1, . . . , 1, 0).
Since carrying out the required specialisations in the Weyl-Kac formula is standard, see e.g., [25, 41] , we only list the final η-function identities below. For m = 0 these correspond to Macdonald's results. Some of the identities below depend on Conjecture 3.3 in which case we write ? = instead of =. In the identities below we also give alternative expressions for the right-hand side as implied by Theorem 3.7 (m = 1) and Conjecture 3.6 (m ≥ 2). This equality will be written as ?m>2 = == =. Because in each case we have u = 1 we will write F m,n (w, z; q) for F m,n (1, w, z; q).
n . If we specialise x = (x 1 , . . . , x n ) to (1, . . . , 1) in (1.4a) we obtain a generalisation of (6.1) (or [41, p. 136, (6) ]):
where ρ = ρ C , v ∈ Z n such that v ≡ ρ (mod 2m + 2n + 2) and m ≥ 0. The equality between the first and last expression was proved by Feigin and Stoyanovsky [15] (n = 1) and Stoyanovsky [55] (n > 1). The implied equality between the two expressions in the second line proves Conjecture 3.6 for n even, u = 1 and w = z = 0.
Type A (2) 2n (or affine BC n ). If we specialise x = (x 1 , . . . , x n ) to (1, . . . , 1) in (5.8) we obtain a generalisation of [41, page 138, (6a)]:
where ρ = ρ B and v ∈ (Z/2) n such that v ≡ ρ (mod 2m + 2n + 1). If we specialise x = (x 1 , . . . , x n ) to (1, . . . , 1) in (1.4b) we obtain a generalisation of [41, p. 138, (6b) 
where ρ = ρ C and v ∈ Z n such that v ≡ ρ (mod 2m + 2n + 1). If we let b, c → ∞ in (5.6b) and then specialise x = (x 1 , . . . , x n−1 , 1) to (1, . . . , 1) we obtain a generalisation of [41, page 138, (6c)]:
where ρ = ρ B and v is summed over (Z/2) n such that v ≡ ρ (mod 2m + 2n + 1). By P ′ 2λ (x; q) = x 2|λ| q 2n(λ) /b λ (q) it follows that for n = 1 the two expressions on the second line are identically the same and (after replacing m by k − 1) are given by the famous Rogers-Ramanujan-Andrews-Gordon series [1, 19] n1,...,n k−1 ≥0
,
Of course, by the Jacobi triple product identity the left hand side for n = 1 can be written in the familiar product form
We may thus view (6.3) as an A
2n analogue of these famous q-series identities. In [59, Conjecture 1.1 and Theorem 1.2] the equality between the left-most and rightmost expressions in (6.3) was conjectured and proved for m = 1. The connection between the Rogers-Ramanujan partition identities and the representation theory of Kac-Moody algebras is certainly not new, and we refer the interested reader to [11, 25, 34-38, 43, 44] and references therein. 
where ρ = ρ D , v ∈ Z n such that v ≡ ρ (mod 2m + 2n). A somewhat different generalisation of the same eta-function identity arises if we take b = −c = 1 in (5.6a)-which again is one of the conditional cases-then use [58] h (m)
, and finally specialise x = (x 1 , . . . , x n ) to (1, . . . , 1). Then LHS(6.4)
where m 0 (λ) := ∞ and the second equality assumes m ≥ 1.
If we specialise x = (x 1 , . . . , x n ) to (1, . . . , 1) in (5.10) we obtain a generalisation of [41, page 137, (6a)]:
?m>2
where ρ = ρ B , v ∈ (Z/2) n such that v ≡ ρ (mod 2m + 2n) and second equality assumes m ≥ 1.
If we let b → ∞ and c = q 1/2 in (5.6b), then specialise x = (x 1 , . . . , x n−1 , 1) = (1, . . . , 1), and finally replace q → q 2 we obtain a generalisation of [41, page 137, (6b)]:
with v summed as above. Finally, considering the same specialisation of (5.6b) but with c = −q 1/2 we obtain an identity whose m = 0 case is missing from Macdonald's list: = == = F m,2n−1 (0, 1; q 2 ), again with v as in (6.5 ). This last result should be viewed as a generalisation of Andrews' generalised Göllnitz-Gordon q-series [2] .
Appendix A. Proof of Proposition 5.1
Before proving the proposition we prepare a key lemma. For p an integer such that 0 ≤ p ≤ n, let M = (M 1 , . . . , M p ) ∈ Z We further observe that L M,N (x) that vanish when x p+1 → 1/x p . By n i=1 n j=p (x i x j ) ri the numerator contains the factor (x p x p+1 ) rp (x p x p+1 ) rp+1 , which in turn results in a factor (1 − x p x p+1 ) 2 if r p and r p+1 are both positive, 1 − x p x p+1 if only one of these is positive and 1 if both are zero. From ∆ C (xq r )/∆ C (x) we pick up the contribution
which is 1 if both r p and r p+1 are zero, but leads to a factor (1 − x p x p+1 ) in the denominator if (at least) one of r p , r p+1 is positive. As a result, L (p−1) M,N ;r (x) vanishes in the limit x p+1 → 1/x p unless one of r p , r p+1 is zero.
It is now a somewhat tedious, but elementary exercise to show that , this can be rewritten in exactly the same functional form as the above but now with M n := N n and u i = 1 for all −M n ≤ i ≤ N n .
