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Abstract
In this paper, we develop two discretization algorithms with a cutting plane scheme for solving combined semi-inﬁnite and
semi-deﬁnite programming problems, i.e., a general algorithm when the parameter set is a compact set and a typical algorithm when
the parameter set is a box set in the m-dimensional space. We prove that the accumulation point of the sequence points generated
by the two algorithms is an optimal solution of the combined semi-inﬁnite and semi-deﬁnite programming problem under suitable
assumption conditions. Two examples are given to illustrate the effectiveness of the typical algorithm.
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1. Introduction
Let Sn denote the set of real symmetric n × n matrices. The standard inner product on Sn is
AQB = tr{AB} =
∑
i,j
aij bij .
By X  0, where X ∈ Sn, we mean that the matrix X is positive semi-deﬁnite and ‖X‖F, or simply ‖X‖, is the
Frobenius norm of matrix X: ‖X‖F = (XQX)1/2. Sn+ denotes the set of all positive semi-deﬁnite matrices in Sn.
We consider the following combined semi-inﬁnite and semi-deﬁnite programming problem (SISDP):
sup CQX
s.t. B(t)QXb(t), t ∈ T ,
X  0.
(1)
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Here, T is a nonempty compact set inRm. C and B(t), t ∈ T , are all ﬁxed matrices in Sn. Let b(t) ∈ R, t ∈ T , be ﬁxed
real numbers, and let X ∈ Sn be the decision matrix to be optimized upon.
We know from [9] that the problem (SISDP) includes the semi-deﬁnite programming problems and semi-inﬁnite
linear programming problems as special cases. Moreover, the semi-inﬁnite eigenvalue problem and the quadratically
constrained semi-inﬁnite quadratic programming problem can be transformed into the problem (SISDP). Obviously the
problem (SISDP) can also be transformed into a semi-inﬁnite linear programming problem. However, the dimension of
the parameter set of the semi-inﬁnite linear programming problem is (n+ 1), where n is the dimension of the decision
variable of the original problem (SISDP) with the parameter set of dimension of 1. When n is greater than or equal
to 10, we cannot ﬁnd an efﬁcient method for solving this semi-inﬁnite programming problem with a parameter set
of such large dimension. Thus, in [9], authors have obtained a discretization algorithm with an adaptive scheme for
solving the problem (SISDP). More speciﬁcally, in each iteration, we add only one additional constraint. Numerical
results indicated the effectiveness of the proposed algorithm. However, it may become slow when the partition number
of the parameter set is large. The reason is that the proposed discretization scheme only considers adding discretization
points. Thus, the number of the constraints of the discretized problem will become too large to be handled effectively.
Thus, it is of great importance to devise a discretization scheme for which the number of discretization points to be
used is limited to some number depending on the dimension of the decision variables. There have been many papers to
devise algorithms for solving convex optimization problems by virtue of the idea. See, for example, [2,4,6,10,15–17].
In this paper, we shall develop two new algorithms with a cutting plane scheme for solving the problem (SISDP), which
the number of discretization points to be used in actual computation is bounded by n, where n is the dimension of the
decision variables (see [10]).
The rest of the paper is organized as follows. In Section 2, an algorithm for solving the problem (SISDP), whose
parameter set is a general compact set, is given. The convergence properties of the algorithm are established. In Section
3, a typical algorithm for solving a class of (SISDP) problems, whose parameter set is a box set, is investigated. The
convergence property of the algorithm is also obtained. In Section 4, numerical examples are presented to illustrate the
effectiveness of the typical algorithm.
2. Discretization algorithm with a cutting plane scheme
Let us ﬁrst introduce some notation. For a nonempty compact set T inRm, letRT =∏T R denote the product space
equipped with the product topology, which is a locally convex Hausdorff topological vector space; see [8]. Then, the
topological dual space of RT is the generalized ﬁnite sequence space consisting of all functions g : T → R with a
ﬁnite support. The set RT+ =
∏
T R+ denotes the convex cone of all nonnegative functions on T. Then, the dual cone
of RT+ is deﬁned by
T = {y = {y(t)}t∈T |(∃ a ﬁnite set F ⊆ T )(∀t ∈ T \F)y(t) = 0 and (∀t ∈ F)y(t)> 0}.
For this result, see [7].
For the programming problem (SISDP), we introduce the Lagrangian dual problem (DSISDP) as follows:
inf
∑
t∈T
y(t)b(t)
s.t.
∑
t∈T
y(t)B(t) − Z = C, y ∈ T ,
Z  0.
When the parameter set T is ﬁnite, (SISDP) and (DSISDP) become a pair of primal and dual semi-deﬁnite program-
ming problems. See [14] for reference. In this paper, we assume throughout that the problem (SISDP) and its dual
problem (DSISDP) have optimal solutions and that their optimal values are equal. This assumption is satisﬁed under
the situations considered in the following remark.
S.J. Li et al. / Journal of Computational and Applied Mathematics 196 (2006) 459–473 461
Remark 2.1. Let
B˜(t) =
(
B(t) 0
0T −b(t)
)
.
Suppose that {B˜(t)|t ∈ T } is a compact set, the Slater condition holds (i.e., there exists an X0  0 such that
B(t)QX0 <b(t), ∀t ∈ T ), (SISDP) has an optimal solution and the optimal objective function value is ﬁnite. Then, by
Theorem 2.2 of [3] and relevant parts in proof of Theorem 2.3 given in [3], it follows that (SISDP) and (DSISDP) have
optimal solutions and their optimal values are equal.
In view of Remark 2.1, we see that under appropriate constraint qualiﬁcations, we can guarantee that the optimal
values of (SISDP) and (DSISDP) are equal. For more detailed discussion, see [1,12,13].
Let T ′ = {t1, . . . , tm} be a subset with m elements in T. We denote by SDP(T ′) the following semi-deﬁnite program-
ming problem:
sup CQX
s.t. B(t)QXb(t), t ∈ T ′,
X  0.
The dual problem DSDP(T ′) of SDP(T ′) is
inf
∑
t∈T ′
y(t)b(t)
s.t.
∑
t∈T ′
y(t)B(t) − Z = C, y ∈ T ′ ,
Z  0.
In [9], authors have obtained a discretization algorithm with an adaptive scheme for solving the problem (SISDP).
Herein, we shall improve the algorithm and discuss a new discretization algorithm with a cutting plane scheme. The
implemented algorithm for the problem (SISDP) is stated as follows.
Algorithm 2.1. Let  be a prescribed small number.
Step 1: Let k := 1. Choose any t01 ∈ T . Set Tk = {t01 } and m0 = 0.
Step 2: Solve SDP(Tk). Let Xk be an optimal solution of SDP(Tk). Deﬁne
Ak(t) = B(t)QXk − b(t).
Step 3: Solve DSDP(Tk). Let yk =(yk1 , . . . , ykmk−1+1) be an optimal solution of DSDP(Tk). Deﬁne a discrete measure
k on T as follows:
k(t) =
{
yki if t = tk−1i ∈ Tk,
0 if t ∈ T \Tk.
Set
Ek = {t ∈ Tk|k(t)> 0} = {t∗1 , . . . , tkmk }.
Step 4: Find any tkmk+1 such that
Ak(t
k
mk+1)> .
If such tkmk+1 does not exist, stop and output X
k as a solution. Otherwise, set
Tk+1 = Ek
⋃
{tkmk+1}.
Step 5: Let k:=k+1, and go to Step 2.
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Let
k =
∑
t∈Tk
B(t)k(t) − C,
skj = b(tkj ) − B(tkj )QXk+1, j = 1, 2, . . . , mk , (2)
and let V (SDP(Tk)) denote the optimal value of SDP(Tk). Then, we get the following results:
Theorem 2.1.
V (SDP(Tk+1)) − V (SDP(Tk)) = −
mk∑
j=1
skj k(t
k
j ) − kQXk+1
=k+1QXk − Ak(tkmk+1)k+1(tkmk+1).
Proof. From the deﬁnitions of k and skj , we have
kQXk+1 =
⎛
⎝∑
t∈Tk
B(t)k(t) − C
⎞
⎠QXk+1
=
∑
t∈Tk
B(t)QXk+1k(t) − CQXk+1
=
mk∑
j=1
(b(tkj ) − skj )k(tkj ) − V (SDP(Tk+1))
=
mk∑
j=1
b(tkj )k(t
k
j ) −
mk∑
j=1
skj k(t
k
j ) − V (SDP(Tk+1))
= V (SDP(Tk)) −
mk∑
j=1
skj k(t
k
j ) − V (SDP(Tk+1)).
Then,
V (SDP(Tk+1)) − V (SDP(Tk)) = −
mk∑
j=1
skj k(t
k
j ) − kQXk+1. (3)
It follows readily that
mk+1∑
i=1
Ak(tki )k+1(t
k
i ) =
mk+1∑
i=1
[B(tki )QXk − b(tki )]k+1(tki )
=
mk+1∑
i=1
[
B(tki )k+1(t
k
i )QXk −
mk+1∑
i=1
b(tki )
]
k+1(tki )
=
(
mk+1∑
i=1
B(tki )k+1(t
k
i )
)
QXk − V (SDP(Tk+1))
= (k+1 + C)QXk − V (SDP(Tk+1))
=k+1QXk + CQXk − V (SDP(Tk+1))
=k+1QXk + V (SDP(Tk)) − V (SDP(Tk+1)).
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Since Ak(tki ) = 0, for i = 1, . . . , mk , we have
V (SDP(Tk+1)) − V (SDP(Tk)) = k+1QXk −
mk+1∑
i=1
Ak(tki )k+1(t
k
i )
=k+1QXk − Ak(tkmk+1)k+1(tki ). (4)
Therefore, from (3) and (4), the proof of the results is complete. 
Now we assume that for each k = 1, 2, . . ., and tkmk+1 ∈ Tk+1, we have
k+1(tkmk+1).
Then the following result holds.
Theorem 2.2. If there exists a subsequence {Xkj } of {Xk} such that {Xkj } and {Xkj+1} have a same accumulation
point X¯, then, the accumulation point X¯ is an optimal solution of the problem (SISDP).
Proof. We assume that the algorithm does not stop at ﬁnite iterations. Then,
V (SDP(T1))V (SDP(T2)) · · · V (SISDP).
Now let  ∈ (0, ) be arbitrary. From Theorem 2.1, we can ﬁnd a large integer N ∈ {kj }∞j=1 such that
|V (SDP(TN)) − V (SDP(TN+1))| = |N+1QXN − AN(tNmN+1)N+1(tNmN+1)|2, (5)
and
‖XN − XN+1‖.
Since
|N+1Q(XN − XN+1)|‖N+1‖‖XN − XN+1‖,
it follows that
|N+1Q(XN − XN+1)| → 0 as  → 0. (6)
By our algorithm, we have that XN+1 is an optimal solution of SDP(TN+1). Then,
N+1QXN+1 = 0.
Thus, from (6) we get
|N+1QXN | → 0 as  → 0. (7)
By (5) and (7), we know
AN(tNmN+1)N+1(t
N
mN+1) → 0 as  → 0.
But from the assumption condition and Step 3 of the algorithm,
AN(tNmN+1) and N+1(t
N
mN+1),
which contradicts to (5). Thus, the algorithm will stop at ﬁnite iterations and X¯ is an optimal solution. 
Let
B(t) = (bi,j (t))n×n, C = (ci,j )n×n
k = (aki,j )n×n and Xk = (xki,j )n×n.
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From the complementarity slackness condition for SDP(Tk), we have⎛
⎝∑
t∈Tk
B(t)k(t) − C
⎞
⎠QXk = 0 (8)
and ∑
t∈Tk
k(t)(B(t)QXk − b(t)) = 0. (9)
Let
B ′k = {(i, j)|xki,j = 0} and Bk = {(i, j)|aki,j = 0}.
We assume that for each k, k , Xk and Xk+1, the following conditions hold:
(A1) If (i, j) ∈ B ′k ⇒ |aki,j |.
(A2) If kQXk+1 =
n∑
i=1
n∑
j=1
ai,j x
k+1
i,j → 0 as k → ∞,
then, aki,j x
k+1
i,j → 0, for each i, j = 1, 2, . . . , n, as k → ∞.
For each k, let k satisfy the following condition:
(A3) k(tkj ) for j = 1, 2, . . . , mk .
For each subprogram SDP(Tk), it follows from the complementarity slackness conditions (8) and (9) that
n∑
v=1
n∑
l=1
bl,v(t
k
j )x
k
l,v = b(tkj ) for j = 1, . . . , mk . (10)
Let
B = {(i, j)|i, j = 1, 2, . . . , n}
and
B − B ′k = {(lki , vks )|i = 1, . . . , wk, s = 1, . . . , sk}
From (10), we have
sk∑
s=1
wk∑
i=1
blki ,v
k
s
(tkj )x
k
lki ,v
k
s
= b(tkj ), j = 1, . . . , mk .
Let Hk be a matrix with row vectors:
(blk1 ,v
k
1
(tkj ), . . . , blkwk ,v
k
1
(tkj ), . . . , blk1 ,v
k
sk
(tkj ), . . . , blkwk ,v
k
sk
(tkj )), j = 1, . . . , mk .
(A4) We assume that Hk has a rank wksk submatrix Dk with | det(Dk)| ¯.
Theorem 2.3. For each k, we assume that Xk,Xk+1, k and k+1 satisfy the conditions (A1)–(A4). Then, there exists
a subsequence {Xkj } of {Xk} such that {Xkj } and {Xkj+1} have a same accumulation point X¯.
Proof. Since
V (SDP(T1))V (SDP(T2)) · · · V (SISDP).
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Now let  ∈ (0, ) be arbitrary. From Theorem 2.1, we can ﬁnd a large integer N such that
|V (SDP(TN)) − V (SDP(TN+1))| =
∣∣∣∣∣∣−
mk∑
j=1
skj k(t
k
j ) − kQXk+1
∣∣∣∣∣∣
= |k+1QXk − Ak(tkmk+1)k+1(tkmk+1)|< 2. (11)
It follows readily that NQXN+10, sNj 0 and N(tNmN+1)0, for j = 1, . . . , mN . Thus, we have
sNj N(t
N
j )2, j = 1, . . . , mN ,
and
NQXN+12.
From (A3), we get N(tNj ), for j = 1, . . . , mN . Hence, sNj , for j = 1, . . . , mN . By (A1) and (A2),
xN+1i,j <O
N+1(), (12)
where ON+1() → 0 as  → 0.
From (1) and the complementarity slackness condition, we have
n∑
v=1
n∑
l=1
bl,v(t
N
j )x
N
l,v = b(tNj ) for j = 1, . . . , mN . (13)
By sNj , j = 1, . . . , mN and xN+1i,j ON+1(), ∀(i, j) ∈ B ′N, where ON+1() → 0 as  → 0, we get
n∑
v=1
n∑
l=1
bl,v(t
N
j )x
N+1
l,v = b(tNj ) + ONj () for j = 1, . . . , mN , (14)
where ON+1() → 0 as  → 0.
Let
xN = (xN
lN1 ,v
N
1
, . . . , xN
lNwN
,vN1
, . . . , xN
lN1 ,v
N
sN
, . . . , xN
lNwN
,vNsN
), j = 1, . . . , mk
and
xN+1 = (xN+1
lN1 ,v
N
1
, . . . , xN+1
lNwN
,vN1
, . . . , xN+1
lN1 ,v
N
sN
, . . . , xN+1
lNwN
,vNsN
), j = 1, . . . , mk .
Thus, (13) and (14) can be expressed as
HNxN = (b(tN1 ), . . . , b(tNmN ))T
and
HNxN+1 = (b(tN1 ) + ON1 (), . . . , b(tNmN ) + ONmN ())T.
Since HN has a rank wNsN submatrix DN with | det(DN)| ¯, it follows that∣∣∣∣xN+1lNi ,vNs − xNlNi ,vNs
∣∣∣∣ N() for i = 1, . . . , wN, s = 1, . . . , sN , (15)
where N() → 0 as  → 0. Thus, from (11) and (15), we have
‖XN+1 − XN‖O(),
where O() → 0 as  → 0. The proof of the result is complete. 
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Theorem 2.4. If there exists a subsequence {kj } of {k} such that {kj } and {kj+1} have a same accumulation
point ¯, then the algorithm will stop at ﬁnite iterations.
Proof. We assume that the algorithm does not stop at ﬁnite iterations. Then,
V (SDP(T1))V (SDP(T2)) · · · V (SISDP).
Now let  ∈ (0, ) be arbitrary. By Theorem 2.1, we can ﬁnd a large integer N ∈ {kj }∞j=1, such that
|V (SDP(TN)) − V (SDP(TN+1))| = |N+1QXN − AN(tNmt+1)N+1(tNmN+1)|< 2 (16)
and
‖N − N+1‖< . (17)
Since
|(N+1 − N)QXN |‖N+1 − N‖‖XN‖, (18)
it follows from (17) that
|N+1QXN | → 0 as  → 0. (19)
From (16),
|N+1QXN − AN(tNmt+1)N+1(tNmN+1)| → 0 as  → 0. (20)
By (19) and (20), we have
AN(tNmt+1)N+1(t
N
mN+1) → 0 as  → 0,
which contradicts to Step 3 of the algorithm and the assumption condition (A3). The proof is completed. 
Now we assume that for each k,k and Xk satisfy the following condition.
(A′1) If (i, j) ∈ Bk then, |xki,j |.
Let
Bk+1 = {(ik+1l , j k+1s ), l = 1, . . . , uk+1, s = 1, . . . , vk+1},
and Mk a matrix with row vectors(
b
ik+1l ,j
k+1
s
(tk1 ), . . . , bik+1l ,j
k+1
s
(tkmk+1)
)
,
l = 1, . . . , uk+1, s = 1, . . . , vk+1.
(A′4) We assume that Mk has a rank mk+1 submatrix Dk with | det(Dk)| ¯.
Theorem 2.5. For each k, if we assume that Xk,Xk+1, k and k+1 satisfy the conditions (A′1), (A2), (A3) and (A′4),
then the algorithm will stop at ﬁnite iterations.
Proof. We assume that the algorithm does not stop at ﬁnite iterations. Let  ∈ (0, ) be arbitrary. From Theorem 2.1,
we can ﬁnd a large integer N such that
|V (SDP(TN)) − V (SDP(TN+1))| =
∣∣∣∣∣∣−
mk∑
j=1
skj k(t
k
j ) − kQXk+1
∣∣∣∣∣∣< 2. (21)
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SinceNQXN+10 and sNj 0 and N(tNj )0, for j =1, . . . , mN , each term in (21) is nonnegative and so each term
in (21) is less than 2. It follows from (A′1) and (A2) that
|aNi,j |ONi,j () ∀(i, j) ∈ BN+1, (22)
where ONi,j () → 0 as  → 0. Let
BN+1 = {(iN+1l , jN+1s )|l = 1, . . . , uN+1, s = 1, . . . , vN+1}.
Since aN+1i,j = 0 for (i, j) ∈ BN+1, it follows from (2) that
mN+1∑
k=1
b
iN+1l ,j
N+1
s
N+1(tNk ) = ciN+1l ,jN+1s , (23)
l = 1, . . . , uN+1, s = 1, . . . , vN+1.
Since
|aNi,j |<ONi,j (),
where ONi,j () → 0 as  → 0, it follows from (2) that
mN+1∑
k=1
b
iN+1l ,j
N+1
s
N(t
N
k ) = ciN+1l ,jN+1s + O
N+1
iN+1l ,j
N+1
s
(), (24)
l = 1, . . . , uN+1, s = 1, . . . , vN+1, where ON+1i,j () → 0 as  → 0.
Let MN be a matrix with row vectors(
b
iN+1l ,j
N+1
s
(tN1 ), . . . , biN+1l ,j
N+1
s
(tNmN+1)
)
,
l = 1, . . . , uN+1, s = 1, . . . , vN+1,
N+1 = (N+1(tN1 ), . . . , N+1(tNmN+1)),
and
N =
(
N(t
N
1 ), . . . , N(t
N
mN+1)
)
.
Thus, (23) and (24) can be expressed as
MNN+1 =
(
c
iN+11 j
N+1
1
, . . . , c
iN+1uN+1 ,j
N+1
1
, . . . , c
iN+11 ,j
N+1
vN+1
, . . . , c
iN+1uN+1 ,j
N+1
vN+1
)
,
MNN =
(
c
iN+11 j
N+1
1
+ ON+1
iN+11 j
N+1
1
(), . . . , c
iN+1uN+1 ,j
N+1
1
+ ON+1
iN+1uN+1 ,j
N+1
1
(),
. . . , c
iN+11 ,j
N+1
vN+1
+ ON+1
iN+11 ,j
N+1
vN+1
(), . . . , c
iN+1uN+1 ,j
N+1
vN+1
+ ON+1
iN+1uN+1 ,j
N+1
vN+1
()
)
.
Since MN has a rank mN + 1 submatrix DN with | det(DN)| ¯, we have
|N+1(tNi ) − N(tNi )|< N() for i = 1, . . . , mN + 1, (25)
where N() → 0 as  → 0, which contradicts to N+1(tNmN+1) and N(tNmN+1) = 0. The proof is completed. 
(A′1) and (A2) are the technical conditions for Theorem 2.5. In general, it is not difﬁcult to satisfy these conditions.
(A3) and (A′4) are the conditions for avoiding the degeneracy of DSDP(Tk). For a given  to the algorithm, we assume
that the algorithm stops at X∗() in ﬁnite number of iterations. We have that the following result holds.
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Theorem 2.6. Let i be a given decreasing sequence and i → 0. If X∗(i ) → X∗ as i → ∞, then X∗ is an optimal
solution for the problem (SISDP).
Proof. From Step 3 of the algorithm, we have that for each i
B(t)QX∗(i ) − b(t)i ∀t ∈ T .
Let i → ∞. It follows readily that
B(t)QX∗ − b(t)0 ∀t ∈ T .
Thus, X∗ is feasible for the problem (SISDP) and
CQX∗V (SISDP). (26)
Since CQX∗(i )V (SISDP), for each i,
CQX∗V (SISDP). (27)
Thus, by (26) and (27), we have
CQX∗ = V (SISDP).
This completes the proof of the result. 
3. Discretization algorithm for a class of (SISDP) problems
In preceding section, we discussed a computational method for solving the problem (SISDP) whose parameter set
is a compact set inRm. It would be desirable to make the assumptions more explicit. In this section, we shall consider
the solving method for a class of the problem (SISDP) whose parameter set is a box set in Rm, i.e., T = [T 11 , T 12 ] ×[T 21 , T 22 ]×· · ·×[T m1 , T m2 ].We shall obtain a typical discretization algorithmwith a cutting plane scheme and prove the
convergence of the algorithm under the condition that there exists a subsequence {Xkj } of the sequence {Xk} generated
by the algorithm such that {Xkj } and {Xkj+1} have a same accumulation point. The class of semi-inﬁnite semi-deﬁnite
programming problems is as follows:
(P0) sup CQX
s.t. B(t)QXb(t), t ∈ [T 11 , T 12 ] × · · · × [T m1 , T m2 ],
X  0.
The Lagrangian dual problem of the problem (P0) is
(D0) inf
∑
t∈[T 11 ,T 12 ]×···×[T m1 ,T m2 ]
b(t)y(t)
s.t.
∑
t∈[T 11 ,T 12 ]×···×[T m1 ,T m2 ]
B(t)y(t) − Z = C,
Z  0, y ∈ [T 11 ,T 12 ]×···×[T m1 ,T m2 ].
The feasible set of the problem (P0) is denoted by
F= {X ∈ Sn+ : B(t)QXb(t), t ∈ [T 11 , T 12 ] × · · · × [T m1 , T m2 ]}.
We consider the following discretization scheme: given an integer N > 0, let
N =
{
t ∈ Rm|t (i) = T i1 +
ji(T i2 − T i1 )
2N
, i = 1, . . . , m, ji = 0, 1, . . . , 2N
}
.
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We introduce the following discretized problem (P¯N ):
sup CQX
s.t. B(t)QXb(t), t ∈ N ,
X  0.
The feasible set of (P¯N ) is denoted by
FN = {X ∈ Sn+ : B(t)QXb(t), t ∈ N }.
Naturally, we have the following result:
F ⊆FN .
Suppose that the problem (P0) discussed by us has a point t ∈ [T 11 , T 12 ] × · · · × [T m1 , T m2 ] such that
Ft = {X ∈ Sn+ : B(t)QXb(t)}
is compact.
Nowwe develop a discretization method, each with a cutting plane scheme, for solving the problem (P0).A sequence
of discretized subproblems is obtained, and each (SDP) subproblem is solved by an interior point method [5] or an
infeasible interior point method [11]. The implemented algorithm of solving the problem (P0) is stated as follows:
Algorithm 3.1. Take a ﬁxed point t¯ ∈ [T 11 , T 12 ] × · · · × [T m1 , T m2 ] such that
Ft¯ = {X ∈ Sn+ : B(t¯)QXb(t¯)}
is compact.
Step 1: E1 = 1⋃{t¯},M1 =F1⋂Ft¯ , k = 1.
Step 2: Find an optimal solution Xk ∈ Mk of the following problem (Pk) and an optimal solution (yk, Zk) of the
following dual problem (Dk), where
(Pk) sup CQX
s.t. X ∈ Mk,
and
(Dk) inf
∑
t∈Ek
b(t)Ty(t)
s.t.
∑
t∈Ek
y(t)B(t) − Z = C,
y(t)0, t ∈ Ek, Z  0.
Set
E′k = {t ∈ Ek\{t¯}|yk(t)> 0, t ∈ Ek\{t¯}}.
Increase k to k + 1 and construct k+1. Go to Step 3.
Step 3: Find a tk such that
B(tk)QXk − b(tk) = max
t∈k+1
(B(t)QXk − b(t)).
If B(tk)QXk − b(tk)> 0, go to Step 4.
If B(tk)QXk − b(tk)0, set Xk+1 = Xk and go to Step 5.
Step 4: Set
Mk+1 = {X ∈ Sn+|B(t)QXb(t), t ∈ Ek+1},
where Ek+1 = E′k
⋃{t¯}⋃{tk}.
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Set k =: k + 1 and go to Step 2.
Step 5: Set k =: k + 1. Increase k to k + 1 and construct k+1. Go to Step 3.
For practical implementation, we will include a stopping criterion: we choose an integer N, and we will terminate
the algorithm when kN . For example, we can take N = 11.
Remark 3.1. The discretization algorithm with a cutting plane scheme is different from the discretization algorithm in
[9]. Herein, we have added a cutting plane scheme for dropping unnecessary constraints in solving each discretization
semi-deﬁnite programming problem (Pk).
Remark 3.2. Algorithm 3.1 is a special case of Algorithm 2.1. This means that if the sequence {Xk} is generated by
Algorithm 3.1, in fact, the sequence {Xk} may be also generated by Algorithm 2.1.
Theorem 3.1. Suppose that there exists a t¯ ∈ [T 11 , T 12 ] × · · · × [T m1 , T m2 ] such that
Ft¯ = {X ∈ Sn+ : B(t¯)QXb(t¯)}
is compact. Then, there actually exists an accumulation point of the sequence {Xk} generated by the algorithm.
Moreover, if there exists a subsequence {Xkj } such that {Xkj } and a subsequence of {Xkj+1} have a same accumulation
point X¯, then the accumulation point X¯ is an optimal solution of (P0).
Proof. Since Xk ∈ Mk , by the compactness ofFt¯ , there exists an accumulation point of the sequence {Xk}. Suppose
that there exists a subsequence {Xkj } of {Xk} such that {Xkj } and a subsequence of {Xkj+1} converge to a same point
X¯. It follows from the closedness of Sn+ that X¯ ∈ Sn+. Suppose that X∗ is an optimal solution of (P0). It follows that
X∗ ∈ Mk and CQXkCQX∗. Thus, we have
CQX¯CQX∗. (28)
Now we prove that CQX∗CQX¯. There are two cases to be considered.
Case 1: There exists a subsequence {Xklj } of {Xkj } such that
B(tklj
)QXklj − b(tklj ) > 0,
i.e., the algorithm goes to Step 4 from Step 3 leading to an inﬁnite loop. Suppose that the algorithm goes to Step 4 at
k + 1 = k¯j (as j → ∞). It follows from the convergence of k¯j that, for each  ∈ T , we can ﬁnd an k¯j ∈ k¯j with
k¯j →  (as j → ∞). Thus,
B(tklj
)QXklj − b(tklj )B(k¯j )QX
klj − b(k¯j ).
By the compactness of T, we can assume, without loss of generality, that the sequence {tklj } is a convergent one with
the limiting point t¯ . Therefore, we obtain
B(t¯)QX¯ − b(t¯)B()QX¯ − b().
By the construction of Ekj+1 and Mkj+1, we have
B(tkj )QX
kj+1 − b(tkj )0.
Since X¯ is also an accumulation point of a subsequence of {Xkj+1}, we have
B(t¯)QX¯ − b(t¯)0,
and
B()QX¯ − b()0.
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It follows readily that
X¯ ∈F,
and
CQX∗CQX¯. (29)
Case 2: There does not exist any subsequence {Xklj } of {Xkj } such that
B(tklj
)QXklj − b(tklj ) > 0.
Then, by the algorithm and the convergence of Xkj , there exists a subsequence {Xkrj } such that
B(tkrj )QX
krj − b(tkrj )0,
i.e., the algorithm goes to Step 5 from Step 3 leading to an inﬁnite loop. Suppose that the algorithm goes to Step 5 at
k + 1 = k˜j . It follows from the convergence of k˜j that, for each  ∈ T , we can ﬁnd k˜j ∈ k˜j with k˜j →  (as
j → ∞). Thus,
B(tkrj )QX
krj − b(tkrj )B(k˜j )QX
krj − b(
k˜j
).
By the compactness of T, we can assume, without loss of generality, that the sequence {tkrj } is a convergent one with
the limiting point t˜ . Therefore, we obtain
B(t¯)QX¯ − b(t¯)B()QX¯ − b().
By the condition of Case 2, we have
B(tkrj )QX
krj − b(tkrj )0.
So
B(t¯)QX¯ − b(t¯)0,
and
B()QX¯ − b()0.
Naturally,
X¯ ∈F,
and
CQX∗CQX¯. (30)
It follows from (28) to (30) that
CQX∗ = CQX¯.
Thus, the proof is complete. 
4. Numerical examples
In this section, we provide two numerical examples to illustrate that Algorithm 3.1 is more effective than the
descretization algorithm in [9]. The two discretization algorithms are implemented under the MATLAB 6.5 environment
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Table 1
Numerical results
Algorithm 3.1 Discretization algorithm in [9]
n 10 20 10 20
Time (s) 1952.3 6231.3 2170.3 6374.4
Fval of SISDP −0.1117435451 −0.0274221 −0.111743541333 −0.02742221
No. of SDP 11 11 11 11
Iteration 121 129 121 142
Table 2
Numerical results
Algorithm 3.1 Discretization algorithm in [9]
n 10 20 10 20
Time (s) 2032.3 6824 2508.7 7714
Fval of SISDP −0.0000426704475 −0.1814952 −0.000042670936889 −0.183297
No. of SDP 11 11 11 9
Iteration 116 129 127 141
and run on a 2.26GHz Pentium 4 personal computer. Before presenting numerical results, we make a remark on the
partition of the parameter box T = [T 11 , T 12 ] × · · · × [T m1 , T m2 ]. The Nth partition scheme of the parameter box T is
N =
{
t ∈ Rm|t (i) = T i1 +
ji(T
i
2 − T i1 )
2N
, i = 1, . . . , m, ji = 0, 1, . . . , 2N
}
.
It is worth noting that the set of partitions is one iteration which is included in the set of partition in the next iteration.
Example 4.1. Suppose that T =[0, 1]×[0, 1] and C is a semi-negative symmetric matrix generated by randommatrix
rand n(n, n) and its transfer matrix. The matrix B(t), t ∈ T is symmetric matrix of size n. Each element of B(t) is
homogenous quadratic polynomial of variable t, each coefﬁcient of the quadratic polynomial is a number randomly
generated between −3 and 3. In order to ensure the existence of solution of (P0), we take b(t) is equal to B(1, 1)(t).
TakeN = 10, that is, when the partition point number of T is greater than 210 × 210 = 1 048 576, we stop the algorithm.
Two test problems for n = 10 and 20 are randomly generated and solved, respectively. The results are summarized in
Table 1.
• Time—the required time in seconds to compute a test problem.
• Fval of SISDP—the optimal value obtained by the algorithm for solving a test problem.
• No. of SDP—the total number of (SDP)s solved in a test problem.
• Iteration—the total number of the iteration numbers to compute all (SDP)s in a test problem.
Example 4.2. Suppose that T = [0, 1] × [0, 1]. We use the same method of Example 4.1 to randomly generate a
semi-negative symmetric matrix C and symmetric matrix B(t), t ∈ T . In order to ensure the existence of solution of
(P0), we take b(t) equal to
∑n
i=1 B(i, i)(t) and N = 10. Two test problems for n = 10 and 20 are randomly generated
and computed, respectively. The results are summarized in Table 2.
In view of Tables 1 and 2, we see thatAlgorithm 3.1 and the discretization algorithm in [9] are all efﬁcient for solving
the two examples. The optimal values obtained by the two methods are almost the same. However, the computing speed
ofAlgorithm 3.1 is faster than that of the discretization algorithm in [9]. The reason is that we have added a cutting plane
scheme for dropping unnecessary constraints in solving each semi-deﬁnite programming subproblem (Pk). It follows
from Tables 1 and 2 that the relative gain of computational time in Algorithm 3.1 decreases when n increases. This is
due to the following fact: fromAlgorithm 3.1 and the discretization algorithm in [9], we know that their computational
times are mainly spent on ﬁnding tk and computing (SDP)s generated by the two algorithms, respectively. When the
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partition point numbers of T are the same in the two algorithms, then their computational times spent on ﬁnding tk are
almost the same. Thus, the difference of the computational times used by the two algorithms mainly depends on the
computational times used for solving (SDP)s generated by the two algorithms. Unfortunately, when n increases, their
computational times of ﬁnding tk are much more than that of solving (SDP)s. It is the reason why the relative gain of
computational time in Algorithm 3.1 decreases when n increases.
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