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Abstract 
Thermometers are a cornerstone of experimental physics, since the early days
of thermodynamics in the seventeenth century. Nowadays, the state of the art ther-
mometers are employed as sensors for instance in bolometers and calorimeters, prob-
ing the light originating from the Big Bang. The limitation of these devices in terms
of the minimum detectable power or temperature changes is intrinsic: at millikelvin
temperatures, their own temperature fluctuates as predicted by the Fluctuation-
Dissipation Theorem.
In this thesis we investigate thermometers able to measure the temperature of an
electron gas at sub-kelvin temperatures. We based our approach on tunnel junctions
(I) between a superconductor (S) and either a normal metal (N) or a weaker super-
conductor (S’). In order to create a non-invasive thermometer, we mainly investigate
how the low-bias impedance of SINIS and SIS’IS devices responds to temperature.
For SINIS structures, we observed a saturation of the temperature response due
to the presence of leakage through the junction. Ballistic Andreev reflection is one
of the sources of this leakage, and sets a minimum working temperature for these
devices. In the special case where diffusive Andreev reflection determines the sub-
gap conductance, we demonstrated that the low bias impedance is a sensitive probe
down to the lowest temperatures measured.
In SIS’IS structures, we monitor the superconducting transition of the weaker of
the two superconductors by measuring the current through the whole device. This
kind of a device is similar to a Transition-Edge Sensor (TES), but the presence of
tunnel junctions increases the responsivity and reduces the heat leak through the
contacts.
For all these devices, we developed a model reproducing quantitatively the zero
bias impedance response to temperature. This model allows one to compare and
optimize the sensitivity of the thermometers, given as a Noise Equivalent Tempera-
ture (NET). NET as low as a few µK/
√
Hz has been observed for SIS’IS devices, and
SINIS devices demonstrated a NET which is within a factor of ten the same as its
theoretical limit set by the temperature fluctuations.
Keywords thermometry, superconductivity, tunnel junctions 
ISBN (printed) 978-952-60-6452-9 ISBN (pdf) 978-952-60-6453-6 
ISSN-L 1799-4934 ISSN (printed) 1799-4934 ISSN (pdf) 1799-4942 
Location of publisher Helsinki Location of printing Helsinki Year 2015 
Pages 132 urn http://urn.ﬁ/URN:ISBN:978-952-60-6453-6 

Acknowledgments
We always find, therefore, in trying to make ever more precise mea-
surements of temperature that in the end, the quantity itself becomes elu-
sive. T.J. Quinn [1]
I wish to thanks my supervisor Pr. Jukka Pekola for his help and
his support along these few years. More than an advisor, he was a source
of inspiration and a great solver of experimental problems. I particularly
esteem his global view, in between theoretical and experimental physics,
allowing him to patiently answer all the questions a graduate student
can have. His commitment to the PICO group and to his students was the
leading force for me to go forward.
If the PICO group would be a boat and Jukka a captain, noting could
be possible without his second, Dr. Matthias Meschke who take an active
part of keeping the laboratory alive. Along the years Matthias become
more than a colleague and I could not thank him enough for that. Spend-
ing time with Haalea Kala was always a pleasure, even in the cold and
rainy Finnish summer between Helsinki and Hanko.
I think my comprehension of the physical phenomena I was studying
increases tremendously when Dr. Dmitry Golubev enters the group. His
uncountable answers help me greatly to write this thesis. I am still im-
pressed how everything sounds easy when they are explained by Dima;
The art of simplicity is a puzzle of complexity.– Douglas Horton.
I am in debt of Jukka, Matthias and Dima for commenting the manuscript
of the thesis, correcting it and forcing me to continue to improve it ver-
sions after versions.
I am thankful for the support provided by the Low Temperature Lab-
v
Acknowledgments
oratory during all these years. I used quite a lot of parts which were fabri-
cated in the mechanical workshop there. I also enjoyed being able to work
within a state-of-the-art cleanroom and I would like to thanks all the men
and women behind this huge white box. I found in Micronova a collection
of scientist able to create, invent and imagine. I want to thank especially
the people trying to merge knowledge and scientist from different fields of
research around conferences, boardgames and sauna.
I will miss many moments spent with people from the PICO group.
Some of the crew members already left, like Thomas Aref, Simone Gas-
parinetti, Massimo Borrelli, Vera Gramich, Tommy Holmqvist, Sergey
Kafanov, Helena Knowles, Ville Maisi, Mikko Möttönen, Juha Muhonen,
Hung Nguyen, Ilmo Räisänen, Paolo Solinas, Andrey Timofeev, Young-
soo Yoon. Some others just arrived: Shilpi Singh, Jorden Senior, Antti
Jokiluoma, Jesse Muhojoki, Nicolas Paillet, Libin Wang; bringing new
working forces to the regular crew member: Anna Feshchenko, Robab
Najafi Jabdaraghi, Ivan Khaymovich, Jonne Koski, Elsa Mannila, Antti
Moisio, Joonas Peltonen, Olli-Pentti Saira, Mathieu Taupin, Klaara Viisa-
nen. Thank you, keep the boat steady and the sails full !
I owe a special thanks to my family and friends who support me dur-
ing this stay in a foreign country so far in the North, and especially to
Noémie for being at my side.
The work described in this thesis was carried out under the direc-
tion of Prof. J. P. Pekola, in the PICO group of the Low Temperature
Laboratory, within the Department of Applied Physics of the Aalto Uni-
versity, from January 2011 to May 2015. I acknowledge the support the
European Commission under Project No. 264034 (Q-NET Marie Curie
Initial Training Network).
Paris, October 21, 2015,
Timothé Faivre
vi
Contents
Abstract iii
Acknowledgments v
Contents vii
List of Publications xi
Author’s Contribution xiii
1. Introduction 1
2. Temperature and its fluctuations 7
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Thermodynamic temperature . . . . . . . . . . . . . . . . . . 8
2.3 Thermal equilibrium . . . . . . . . . . . . . . . . . . . . . . . 9
2.4 Free electron gas model . . . . . . . . . . . . . . . . . . . . . . 10
2.5 Heat Equation . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.6 Fluctuation spectrum . . . . . . . . . . . . . . . . . . . . . . . 12
2.7 Thermometers . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.8 Bolometers and Calorimeters . . . . . . . . . . . . . . . . . . 15
3. Theory introduction 19
vii
Contents
3.1 NIN tunnel junction . . . . . . . . . . . . . . . . . . . . . . . . 19
3.2 NIS Tunnel junction . . . . . . . . . . . . . . . . . . . . . . . 21
3.2.1 Superconductivity . . . . . . . . . . . . . . . . . . . . . 21
3.2.2 Current through an NIS tunnel junction . . . . . . . . 23
3.2.3 Disorder-enhanced Andreev reflection . . . . . . . . . 26
3.3 SIS’ Tunnel junction . . . . . . . . . . . . . . . . . . . . . . . 29
3.3.1 Quasiparticle current . . . . . . . . . . . . . . . . . . . 29
3.3.2 Josephson junction and the RCSJ model . . . . . . . . 30
3.4 Heat Conductance . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.4.1 Electron-Phonon heat conductance . . . . . . . . . . . 35
3.4.2 Heat transport through a tunnel junction . . . . . . . 36
3.4.3 Photonic heat current . . . . . . . . . . . . . . . . . . . 38
3.4.4 Comparison of the heat conductances . . . . . . . . . 39
3.5 Electronic heat capacity . . . . . . . . . . . . . . . . . . . . . 40
4. Experimental methods 43
4.1 Device fabrication . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.1.1 Pattern definition . . . . . . . . . . . . . . . . . . . . . 43
4.1.2 Metal deposition . . . . . . . . . . . . . . . . . . . . . . 45
4.2 Electrical transport measurements at low temperature . . . 46
4.2.1 Cryogenic apparatus . . . . . . . . . . . . . . . . . . . 46
4.2.2 Shielding and filtering . . . . . . . . . . . . . . . . . . 47
4.3 Transport measurements . . . . . . . . . . . . . . . . . . . . . 50
4.3.1 Current-Voltage (I-V) characteristics . . . . . . . . . . 50
4.3.2 Phase-locked measurement . . . . . . . . . . . . . . . 51
4.3.3 Noise model . . . . . . . . . . . . . . . . . . . . . . . . 52
4.3.4 Analog to digital conversion . . . . . . . . . . . . . . . 54
viii
Contents
5. Zero bias slope thermometry 57
5.1 Figure of Merit . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
5.2 Model of the zero bias conductance of a hybrid tunnel junc-
tion device . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
5.3 SINIS measurement . . . . . . . . . . . . . . . . . . . . . . . 60
5.3.1 Quasiparticle thermometer . . . . . . . . . . . . . . . 61
5.3.2 Disorder-enhanced Andreev thermometer . . . . . . . 63
5.4 SIS’IS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5.4.1 SIS’IS cooling . . . . . . . . . . . . . . . . . . . . . . . 65
5.4.2 Titanium transition edge sensor . . . . . . . . . . . . 67
5.4.3 Low impedance measurement . . . . . . . . . . . . . . 69
5.4.4 Noise measurement . . . . . . . . . . . . . . . . . . . . 71
6. Summary and outlook 77
Bibliography 79
Publications 91
ix
Contents
x
List of Publications
This thesis consists of an overview and of the following publications
which are referred to in the text by their Roman numerals.
I D. Golubev, T. Faivre and J.P. Pekola. Heat transport through a Joseph-
son junction. Physical Review B 87, 094522, (2013).
II T. Faivre, D. Golubev and J.P. Pekola. Josephson junction based ther-
mometer and its application in bolometry. Journal of Applied Physics
116, 094302, (2014).
III T. Faivre, D. Golubev and J.P. Pekola. Andreev Current for low tem-
perature thermometry. Applied Physics Letters 106, 182602, (2015).
xi
List of Publications
xii
Author’s Contribution
Publication I: “Heat transport through a Josephson junction”
The author suggested the topic of this work, then participated in the
preparation of the manuscript by providing parameters for the model,
which correspond to the realization of experiments. He also interpreted
the obtained theoretical results from the practical point of view.
Publication II: “Josephson junction based thermometer and its
application in bolometry”
The author fabricated the samples, performed the measurements,
analysed the data and wrote the manuscript.
Publication III: “Andreev Current for low temperature thermometry”
The author fabricated the samples, performed the measurements,
analysed the data and wrote the manuscript.
xiii
Author’s Contribution
xiv
1. Introduction
Many fields of physics are already benefiting from low temperature
detectors. As an example, they make possible the search for WIMPs
(Weakly Interacting Massive Particles), which could possibly econtribute
in the composition of dark matter [2]. The CRESST experiment, in Gran
Sasso, aims to detect these particles using a scintillating crystal and two
low temperature calorimeters attached to it. Another candidate in dark
matter could be the massive neutrino. Here again, low temperature calorime-
ters are used in laboratory experiments like CUORE [3] or HOLMES
[4] where such neutrinos are investigated trough the neutrinoless double
beta decay (0νββ), of 130Te for CUORE or 163Ho for HOLMES.
In the field of nuclear physics, microcalorimeters have been used as
high resolution spectrometers in Energy Dispersive X-ray Spectroscopy
(EDS), now commercially available, with better energy resolution than
the traditional semiconductor detectors [5]. In quantum communication,
cryogenic Single Photon Detectors (SPD) have achieved photon number
resolution [6]. In astronomy, low temperature detectors are widely use
on earth (ALMA [7], SOFIA-GREAT [8], BICEP II [9], ect.) and in space
(Hershel [10], Planck [11]), covering a wide frequency band from far in-
frared [12] to γ-ray range [13]. Cooling down a detector has the immediate
benefit of reducing its noise and thus increasing the detector sensitivity
compared to conventional detectors.
Several sensor technologies participated in the development of low
temperatures detectors over the past decades [14, 15], and some of them
have already found applications in other fields such as security screening
[16].
Transition Edge Sensor (TES) is perhaps the most widely used ther-
mal detector. A superconducting film is kept near its transition temper-
1
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ature so that an incoming radiation will turn the sensor back to its nor-
mal state. By using Electro-Thermal Feedback (ETF), one can reduce the
major drawbacks of a TES by both decreasing its response time and in-
creasing its dynamic range [17]. In general, TES’s are reaching record
low noise in term of power (NEP below 10−20 W/
√
Hz [18]) but they re-
quire a complex readout technology [19, 20] making large arrays of TES’s
complex to implement.
Superconducting nanowire Single Photon Detectors (SNSPD) are sim-
ilar to TES’s but the thin film is replaced by a wire (typically with a cross
section of 20x100 nm) forming a meander [21]. When an incident photon
hits the wire biased near its critical current, a hot spot is created turning a
small section of the wire to its normal state. The full wire gets overheated
quickly, increasing the voltage across the detector. Careful engineering
allows one to design the wire so that a single photon is not enough to ini-
tiate a transition, but two photons are. This makes SNSPD interesting for
measuring correlated event. The jitter time (the minimum time between
two distinct measurable events) of such a detector is of the order of a few
tens of ps [6].
To end the presentation of thermal detectors, one can say a few words
about the hybrid NIS tunnel juntion, i.e. a junction between a normal
metal N and a superconductor S, separated by an insulator I (see Chap.
3.2). NIS junctions have been proposed as a thermometer to monitor the
temperature of the normal metal acting as an absorber [22]. The bolome-
ters formed this way could possibly reach NEP ≈ 10−19 W/√Hz [23]. With
a sensitivity comparable to TES’s, but a low readout speed and some dif-
ficulty to multiplex due to their high impedances, NIS junctions are, how-
ever, less attractive than TES’s for practical purposes.
The non-thermal detectors primarily use excess quasi-particle popu-
lation in a superconductor as a probe. When radiation with energy larger
than 2∆ hits a superconductor, it breaks one or several Cooper pairs and
creates free quasiparticles above the gap. These quasiparticles are de-
tected via a SIS tunnel junction (Single Tunnel Junction detector, STJ),
via a change of resistance (Hot Electron Bolometer), or via the modifi-
cation of the kinetic inductance of the superconductor (KID for Kinetic
Inductance Detector).
Historically the STJ’s was one of the first detectors able to resolve
2
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multiple photons [6] when used as a pair breaking device. By nature of
the excitation process, the incoming radiation must have an energy larger
than 2∆ which is setting a low frequency detection bound around 100
GHz when using aluminium as a superconductor[24, 25]. Nevertheless
terahertz cameras have shown good performance, demonstrating NEP of
the order of 10−15–10−16 W/
√
Hz [26, 27], the first number being typi-
cal for an array of a few tens of pixels. STJ’s can also be used as a SIS
mixer to downconvert an incoming radiation (typically in the 10–200 GHz
range) down to microwave frequencies (4–8 GHz) where the signal can
be processed with traditional electronics [27]. In addition to their great
bandwidth, these detectors have the advantage to be coherent, thus keep-
ing information about the phase of the incoming radiation. Unfortunately
SIS mixers are limited by their internal losses to frequencies lower than
4∆ [28].
Hot Electron Bolometer (HEB) is also making use of heterodyne de-
tection to downconvert signals above 1 THz [29],i.e. at frequencies where
SIS mixers do not work properly anymore. Such a detector employs a thin
superconducting film, made either of a high TC superconductor like NbN
or YBa2Cu3O7−δ (YBCO) for the fast detectors or a low TC superconductor
like titanium to reach low NEP ≈ 10−19 W/√Hz [30, 31]. A new genera-
tion of HEB’s made out of graphene [32, 33] might compensate the speed
of high TC HEB with a sensitivity sufficient in space born applications in
near future [34].
Research on KID’s’ has been growing fast[35] since the original publi-
cation in 2003 [36]. KID is using the change of the kinetic inductance with
quasi-particle density as a probe [37]. This variable inductance can be ei-
ther part of a lumped element resonator (LEKID [38]) or embedded into
a microwave stripline (MKID [39]). Both can be intrinsically frequency
multiplexed in large arrays [40], some of them reaching the photon lim-
ited regime [41] with NEP around 10−17 W/
√
Hz.
Finally, the Magnetic MicroCalorimeter (MMC) [42] is based on mea-
suring the magnetic susceptibility to deduce the temperature of the ab-
sorber, which can be a paramagnetic alloy (like Au:Er300ppm) or a diamag-
netic superconductor [43]. Compared to a resistive thermometer, reading
out the susceptibility using a SQUID has two main advantages: the dissi-
pation is smaller inside the absorber and there is no galvanic connection
between the absorber and the thermometer. Well suited for X-rays (up to
3
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98% of the incident beam can be absorbed), these detectors can reach a
measured linewidth as small as a few eV (∆EFWHM = 2 eV at E = 6 keV
[44], up to E = 60 keV). Furthermore, creating large MMC arrays is pos-
sible using the setup described in [45], where a single SQUID is reading
out 4 different absorbers.
Of all the detectors described above, only TES’s [46–50] and MMC’s
[51, 52] are reaching the thermodynamic limit, for which the sensitivity is
limited by the fluctuation of the absorber’s energy 1. For TES’s, an excess
noise has been observed and explained using a complex thermal model
[53, 54].
This thesis aims at summarizing our efforts to develop and optimize
thermometers for nano-sized objects at low temperatures to study thermal
fluctuations. Devices based on a tunnel junction made of aluminium were
studied experimentally, and were optimized to decrease the influence of
the thermometer on the system studied. These nano-devices are expected
to exibit temperature fluctuations, and we aim to construct a thermometer
able to detect these fluctuations. Studying these temperature fluctuation
spectrum can give tools to reduces excess noise in current TES’s .
The first chapter is describing the temperature and its possible fluc-
tuations in a general way. A few words will be said about thermometers,
bolometers and calorimeters, as they are the practical applications that
can most probably benefit from this thesis.
The second chapter is summarizing different theoretical elements
needed to interpret the experiments. The question of electrical and ther-
mal transport through a tunnel junction will be at the heart of this chap-
ter. We aim to provide a basic understanding of the phenomena, providing
references that go further and beyond the approximations done for the
purpose of simplification.
The third chapter discusses some practical topics, such as the device
fabrication and the low temperature measurement apparatus. As we aim
to measure fluctuations, we emphasize there the role of noise in a trans-
port measurement set-up.
The fourth chapter is dedicated to the experiments and their results.
We will start by setting the requirements for the thermometer to catch the
1This limit does not apply for STJ and SNSPD.
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fluctuation spectrum. Then a few thermometers will be discussed, with
the common feature that they are based on aluminium tunnel junctions.
The conclusion of this chapter is merging the experimental results in a
single figure, in which we compare the noise of the thermometers with
the expected fluctuation spectrum.
The data presented in this thesis are mainly unpublished results (un-
less specified). The published works have been referenced in the text with
roman numbers. In Publication I, the heat current across a Josephson
junction is studied theoretically. A titanium island connected to two alu-
minium leads by Josephson junctions has been used as a thermometer
in Publication II. Possible use of such a device as a bolometer is con-
sidered. In Publication III, titanium inside the island is replaced by a
titanium-gold multilayer. A strong disorder-enhanced Andreev current
was observed, which can be used as a sensitive thermometer at low tem-
peratures.
5
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2. Temperature and its fluctuations
2.1 Introduction
Temperature is a notion as old as humanity. The word temperature
is from the Latin temperare, meaning to be mixed. The first temperature
scale was indeed constructed by mixing ice and boiling water. An equal
quantity of each substance mixed together leads to the definition of neu-
tral temperature. By varying the ratio of boiling water and ice, four de-
grees above and below this neutral temperature defined the first known
temperature scale, as described in the writings of Gallen (AD 130-200)
[1]. A comprehensive review of the early age thermometers starting from
the first air thermometers in the 17th century can be found in the history
of the thermometer by W.E. Knowles Middelton [55]. The human body
itself can be considered as a thermometer as we have feelings of tempera-
ture, with the help of two kinds of thermosensors for cold <36˚C and hot
>36˚C temperatures [56]. The body is self-regulating its own temperature
around 37˚C, but it is also experiencing some fluctuations, impacting the
perception of the environmental temperature.
A common confusion exists between the temperature, the degree or
intensity of heat present in a substance or object [...] and the heat, seen
as a form of energy arising from the random motion of the molecules of
bodies [...] [57] . Hence, the first part of this chapter defines the concept of
temperature which we will use thoroughly in the following chapters. The
temperature fluctuation spectrum of a system in quasi-equilibrium will be
then studied. This spectrum appears usually as the ultimate sensitivity
of a certain kind of a radiation sensor, which will be the topic of the last
part of this chapter.
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2.2 Thermodynamic temperature
A simple example to illustrate the concept of temperature is the ideal
gas, formed by non-interacting mono-atomic particles in a box. Each sin-
gle particle of massm is fully defined given its position and momentum at
any time t [Fig. 2.1 (a)]. If one considers a collection of N particles [Fig.
2.1 (b)] instead of a single atom, the number of variables needed to fully
describe the system is 6N . The equations become heavy to solve as N in-
creases. Instead, the statistical physics allows one to deduce macroscopic
properties of the system without knowing the position and momentum
of each atom in detail. As an example, in Fig. 2.1 (c), one counts how
many of the 10 000 helium atoms have the velocity v, given that the gas
rests at room temperature and at atmospheric pressure (so-called stan-
dard condition). The histogram is compared with the Maxwell-Boltzmann
distribution (solid line), describing the probability dp of finding an atom
with a momentum in the interval [v,v + dv]:
dp(v) =
(
m
2πkBT
)3/2
|v|2e−m|v|2/2kBT dvxdvydvz (2.1)
Figure 2.1. Statistical description of an ideal gas. (a) A single particle is fully described
given its position and momentum. (b) Giving the positions and the momenta of a pop-
ulation of 30 particles with times, including all the collisions, becomes tedious. (c) The
statistical approach, where a given population is described by a probability distribu-
tion, allows one to estimate some properties of the system. The plot is considering 104
molecules of 4He under standard NTP conditions.
Some assumptions need to be done about the system to derive its sta-
tistical distribution. In the previous example, the gas has to be ideal and
the velocity distribution to be isotropic to derive the Maxwell-Boltzmann
distribution [58]. In the limit of a large number of particles, the histogram
and the probability distribution agree perfectly. Nevertheless some devia-
tions are visible in Fig. 2.1 (c), although the 10000 atoms considered in the
8
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numerical estimation might be seen as a large number. Fortunately, the
typical number of atoms in a cubic meter of gas is 2.7 × 1025 (≈ 45 mole),
and the deviations in that case are almost impossible to observe. From
Eq. (2.1), one can see that the Maxwell-Boltzmann distribution has a sin-
gle argument T , the thermodynamic temperature of the gas, for a given
atomic species of mass m. One can interpret the temperature as the mea-
sure of the random motion of the atoms with average speed 〈v〉 = 2
√
2kBT
pim .
Given that it is sufficient to fix the temperature in order to describe macro-
scopically the gas at equilibrium, one can use this gas as a thermometer
by measuring its pressure [1]. The equilibrium distribution is ensured
by the numerous collisions taking place in the gas. The next section will
describe how a container of gas can reach equilibrium.
2.3 Thermal equilibrium
Temperature can also be defined as a quantity which takes the same
value in two systems that are brought into thermal contact with one an-
other and allowed to come to thermal equilibrium [1]. The time required
for the two systems to reach an equilibrium depends on how fast the heat
is transferred between them. Supposing that the temperature in each of
the systems can be defined at all times, this heat transfer Q˙ can be char-
acterized by a thermal conductance Gth so that Q˙ = Gth∆T . The time
evolution of the temperature difference between the two systems ∆T is
given, in the absence of fluctuations, by
C d∆T
dt
= −Gth∆T . (2.2)
The heat capacity C of the system describes how much heat δQ is needed
to raise the temperature of the system by δT , i.e. C ≡ δQ/δT . From Eq.
(2.2), one finds ∆T = ∆T (0)e−t/τ , where we have defined the relaxation
time τ = C/Gth. On a time scale long compared to this relaxation time, the
system is found at equilibrium and both sides have the same temperature.
This approach is based on the assumption that the temperature can be de-
fined in each system at any time, which defines the quasi-equilibrium con-
dition. It implies that the heat flow Q˙ is slow enough to let the collisions
bring the gas to a Maxwell-Boltzmann distribution in each sub-system.
Hence, the collision time defines the shortest time scale in such a system.
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2.4 Free electron gas model
The free electron gas model is the extension of the theory of the ideal
gas to the electrons in a metal. In this model, the electrons are the equiv-
alent of the non-interacting gas particles. At a high temperature, the
Maxwell-Boltzmann distribution is still valid. The direct application of
the kinetic theory of gases to the valence electrons in metals is known as
the Drude model [59]. At low temperatures, the Maxwell-Boltzmann dis-
tribution has to be replaced by the Fermi-Dirac distribution to account for
the Pauli exclusion principle [58]: to construct a state with N electrons,
one has to fill N different one-electron levels [59]. At zero temperature,
the lowest energy states are filled one by one until a certain energy, the
Fermi energy EF, is reached. The corresponding wavelength is denoted
kF (Fermi wavelength). The probability for a one-electron level k with the
energy Ek to be occupied at the equilibrium temperature T is given by the
Fermi-Dirac distribution
f(Ek) =
1
e
Ek−µ
kBT + 1
, (2.3)
where µ is the chemical potential: lim(T→0) µ = EF. The main proper-
ties of a metal can be obtained from this distribution with the help of the
Sommerfeld expansion [59], which assumes that the electrons participat-
ing in the conduction are located near EF. Some of these properties, like
the heat capacity, will be discussed in Chapter 3.5. The conditions for a
free electron gas to be at (quasi-)equilibrium are discussed in [60]. The
collisions between electrons provide the main relaxation path. Experi-
mentally, the quasi-equilibrium condition is valid on time-scales of the
order of nanoseconds [61, 62]. The electron-electron Coulomb interaction
can also be considered, and a theoretical treatment of this problem can be
found in textbooks, see e.g. [63]. It leads to the definition of the Laudau
quasiparticles which replace the electrons in the Drude model. The en-
ergy spectrum of these quasiparticles is depicted as a dashed line in Fig.
3.2.
2.5 Heat Equation
The system we will consider from now on follows the free electron gas
model in quasi-equilibrium regime described above. This system is con-
10
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nected to N reservoirs at temperatures Tn by the thermal conductances
Gth,n . In most cases we can make the approximation that the system is
only coupled to a single bath with few thermal conductances in parallel,
i.e. Tn = Tbath for all n
1. This situation is depicted in Fig. 2.2 (a). The
bath temperature is not supposed to be constant, but can vary only slowly
compared to the relaxation time of the system τ = C/Gth,Σ, where Gth,Σ
is the sum over all parallel heat conductances. Gth,Σ is accounting for the
heat conduction by phonons, photons, quasiparticles, etc. A constant ex-
ternal heat flow Q˙0 can be applied to the system, to describe the detection
of an external radiation or to account for the electronic temperature satu-
ration observed experimentally, like in Publication III. In addition, some
random and instantaneous impulses of heat Q˙i(t) = ∆Ei δ(t − ti) can be
injected to the system to mimic the detection of radiation quanta.
Figure 2.2. Heat equation model and its basic result. (a) System in quasi-equilibrium,
connected to the bath by n thermal conductances Gth,n in parallel. The system receives
the heat Q˙ext = Q˙0+
∑
i∆Eiδ(t− ti) from external sources. (b) Illustration of the typical
temperature response of such a system. The temperature of the system deviates on the
average from the bath temperature by an amount Q˙0/Gth,Σ. The peak, and the following
exponential decay, are the temperature response to an incoming radiation of energy∆Ei.
The scatter in the system temperature is denoted δT (t) in the text.
Within this model, the time evolution of the system temperature is
given by the heat equation:
C dT
dt
= Q˙0 +
∑
i
Q˙i(t) +Gth,Σ(Tbath − T ) . (2.4)
Heat conductances entering into Gth,Σ will be described in Chapter 3.4,
and are functions of the temperature and some other external parame-
ters. The linear approximation, only valid for small deviations around
1An example of Tn 6= Tbath is the temperature of the phonons when they are
decoupled from the bath [64].
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Tbath, allows us to ignore the temperature dependence of Gth. Under these
approximations, Eq. (2.4) can be solved by means of Fourier transform,
and the solution reads
T − Tbath = Q˙0
Gth,Σ
+
∑
i
∆Ei
C e
−(t−ti)/τθ(t− ti) . (2.5)
From Eq. (2.5) it can be seen that the system temperature T responds to
energy quanta instantaneously and then relaxes exponentially back to the
bath temperature with a time constant τ = C/Gth,Σ [like in Fig. 2.2 (b)].
However, one needs to consider the fact that the quasiequilibrium condi-
tion is provided by the electron-electron collisions and thus the smallest
time scale that can be considered is of the order of τe−e. In addition, this
model must be refined to account for the noise created by the heat flowing
through the thermal conductances Gth,n . This will be the subject of the
next section.
2.6 Fluctuation spectrum
The Fluctuation-Dissipation Theorem states a general relationship
between the response of a given system to an external disturbance and the
internal fluctuation of the system in the absence of the disturbance [65].
Formally, this can be written as〈
δQ˙n(t)δQ˙n(t
′)
〉
= 2Gth,nkBT
2 δ(t− t′) (2.6)
for a delta-correlated Markovian noise [66]. The temperature of the sys-
tem has to be modified accordingly to take into account these fluctuations:
δT is the noise created by δQ˙, the sum of the heat fluctuations over the
thermal channels. δT is solution of a heat equation similar to Eq. (2.4)
and using again the Fourier transform, one gets
δT (t) =
1
C
∫ t
−∞
dt′ δQ˙(t′) e−(t−t
′)/τ (2.7)
from which one can derive the temperature fluctuation spectrum
ST (ω) ≡
∫
dt 〈δT (t)δT (0)〉 eiωt (2.8)
=
2kBT
2
Gth,Σ
1
1 + (ωτ)2
. (2.9)
From the spectrum ST , the mean square fluctuation can be calculated
as 〈
δT 2
〉 ≡ ∫ dω
2π
ST (ω) =
kBT
2
C . (2.10)
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Figure 2.3. Temperature fluctuation spectrum ST for a typical sample based on a copper
normal island: V = 0.01 µm3, Σ = 2 nW/µm3/K5 and γT = 100× 10−18 J/µm3/K2.
There was a period when temperature fluctuations were discussed in
popular literature [67, 68]. The fluctuation
〈
δT 2
〉
of the temperature [Eq.
(2.10)] has been derived for a system in quasi-equilibrium. Thus, tempera-
ture fluctuations do not exist in a large reservoir. Nevertheless systems in
quasi-equilibrium are relatively common in mesoscopic physics where the
small size of the considered objects, combined with the low temperatures,
reduces drastically their heat capacity. Experimentally, the temperature
fluctuations have a direct impact on the performance of bolometers and
calorimeters by limiting their sensitivity [17, 46].
In order to give an estimate of the magnitude of the fluctuation, let us
consider a copper island, coupled to a bath mainly by electron-phonon in-
teraction. Anticipating results of the next chapter, we haveGth,Σ ≈ 5ΣVT 4
and C = γTVT . V is the volume of the island, and Σ and γT are two mate-
rial constants. The values of these constants are given in Table 3.1. Figure
2.3 displays the resulting temperature fluctuation spectrum ST for a few
different bath temperatures. Under the previous assumptions the relax-
ation time τ = γT/5ΣT
3 is the electron-phonon characteristic time, where
the volume of the island cancels out. Hence, both the minimum band-
width needed to measure the full spectrum and the zero frequency limit
of ST depend strongly on the bath temperature, as can be seen in Fig.
2.3. At 100 mK, with the same parameters as in Fig. 2.3 (V = 0.01 µm3,
Σ = 2 nW/µm3/K5 and γT = 100 × 10−18 J/µm3/K2), the expected magni-
tude of the fluctuations is
√
〈δT 2〉 ≈ 1.2 mK. In the same condition, one
has
√
ST(0) ≈ 5.25µK/
√
Hz and τ ≈ 63µs. Lowering the bath temperature
both reduces the bandwidth and increases the zero frequency amplitude
of the fluctuations, and thus simplifies the measurement of the tempera-
13
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Figure 2.4. Low temperature thermometers and scales. The operating temperatures of
some of the various thermometers described in [70] are depicted as orange bars. The
shaded area represents the range of temperatures accessible by most common cryogenic
refrigerators. The superconductors employed in this thesis have their transition tem-
peratures denoted by blue lines. The defining methods of the official temperature scale
(ITS90, PLTS2000) [71, 72] are plotted in red.
ture fluctuation spectrum.
2.7 Thermometers
Thermometers are a cornerstone of experimental physics, from the
premises of thermodynamics to the latest observations of the universe [55,
69]. Usually one thermally anchors a thermometer to the object whose
temperature needs to be known. In low temperature physics, attaching a
thermometer to a system requires special care as the heat conductivities
are usually small in the low temperature regime.
Figure 2.4 depicts some of the thermometers widely used in low tem-
perature apparatus. For practical applications, mainly resistive ther-
mometers are employed due to their ease of use. Unfortunately these
thermometers are secondary, meaning that a calibration is required [1].
The same applies to any new kind of a thermometer, which has to be
compared with a calibrated reference. For the thermometers discussed in
this thesis, we usually compare the reading of the device under test to a
calibrated Ruthenium Oxide (RuOx) thermometer [70]. Many quantities
depend directly on this calibration, like the sensitivity. For this reason, we
rely on the Coulomb Blockade Thermometer (CBT) [73, 74] to provide the
absolute temperature reading needed to calibrate the RuOx thermome-
ter. Both CBT and RuOx thermometers are covering the full temperature
range achievable in our low temperature apparatus.
The sensitivity of a thermometer is usually given in terms of its Noise
Equivalent Temperature, or NET, in K/
√
Hz. The NET is the noise of the
14
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reading converted into temperature
NET =
√
ST +
(
nf
∂V/∂T
)2
(2.11)
where nf is the voltage noise of the readout and ∂V/∂T the responsivity of
the thermometer (Ch. 4.3). The temperature fluctuations ST contribute
directly to the NET, but are usually negligible compared to the readout
noise NET ≈ NETamp = nf/(∂V/∂T ). Chapter 2.8 presents some sensors
based on low temperature thermometers where the fluctuation of temper-
ature might be observed.
2.8 Bolometers and Calorimeters
A bolometer detects the average power radiation arriving at the de-
tector, usually in the infrared range [12, 75, 76]. One realization of such a
detector is based on an absorber, whose temperature is monitored, as de-
picted schematically in Fig 2.5. This absorber is well decoupled from the
bath, thus any constant incoming radiation will elevate its temperature
in a way that is detectable by a thermometer.
A calorimeter is formally a sensor of heat. In the context of radiation
detectors, the concept of a microcalorimeter is usually associated with the
detection of a single X-ray photon [30, 77]. The instantaneous response
of the system temperature when a photon hits the absorber is monitored.
Some systems, like the Transition Edge Sensor (TES), can be operated ei-
ther as a bolometer or as a microcalorimeter [78]. One can summarize the
situation by recalling Eq. (2.5) giving the response of an isolated system
to an external heat load as
T = Tbath +
Bolometric response︷ ︸︸ ︷
Q˙0
Gth,Σ
+
∑
i
Calorimetric response︷ ︸︸ ︷
∆Ei
C e
−(t−ti)/τθ(t− ti) . (2.12)
Temperature fluctuations are of prime interest for research on bolome-
ters and calorimeters as they are fundamentally limiting their sensitivi-
ties [81]. As reducing the heat capacity of an absorber is increasing its
calorimetric response (∆T = ∆Ei/C), the calorimeters tend to have small
heat capacity. Unfortunately, the amplitude of the temperature fluctu-
ations is then increased, as
〈
δT 2
〉
= kBT
2/C ∝ T for metals. The ulti-
mate sensitivity of a calorimeter is usually given as an energy resolution
δE ≡ C
√
〈δT 2〉.
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Figure 2.5. Bolometer. (a) Schematic. The absorber receives radiation Q˙ext from out-
side. The system, here an electron gas, is well isolated from the bath, so that the total
heat conductance is dominated by the electron-phonon coupling. The temperature of the
electron gas is measured by a thermometer attached to it, or directly probing it. (b) de-
scription of a bolometer, as found in [79]. S.P. Langley invented the bolometer in 1882
[80], and primarily used it to measure the infrared radiation emitted by the Sun.
In comparison, the sensitivity of a bolometer is usually given as Noise
Equivalent Power (NEP). NEP corresponds to the heat flow generating a
signal equal to the output noise of the detector. The temperature fluctu-
ations are setting the optimal low frequency NEP one can achieve [82],
NEP =
√
2kBT 2Gth,Σ. A bolometer performing in this regime is said to
operate in the thermodynamic limit. It is indeed directly probing the tem-
perature fluctuation spectrum [46, 49]. Such a bolometer, given a rea-
sonable volume V ≈ 0.1µm3 would be also well performing in deep-sky
observation [30], as one could expect NEP ≈ 1 × 10−21W/√Hz at 20 mK.
In comparison, a NEP in the range of 10−19 − 10−20W/√Hz is required to
observe the cosmological background [83].
A perfect radiation sensor would consist of a system in quasi-equilibrium
for which the temperature can be measured without noise. Furthermore,
this system should be well isolated from the bath so that the relaxation
time is long enough to allow the measurement of the temperature. A
small metallic island is approaching this description of a perfect bolome-
ter / calorimeter for few reasons. First, the electrons inside a metallic
conductor are typically in quasi-equilibrium. They can easily absorb heat
and its total heat capacity is small at low temperatures (C ∝ T ). Second,
the thermal conductivity is dominated by the electron-phonon coupling
Gth,e-ph = 5ΣVT 4 (see next chapter, Sec. 3.4.1), which is also vanishing at
low temperatures. Such a detector, would detect any heat elevating the
16
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temperature above the threshold given by the temperature fluctuations.
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3. Theory introduction
In this chapter we provide the theoretical framework which will be
used later on in order to explain our measurements. We will first derive
the current-voltage I-V characteristics of a potential barrier between two
normal metals, modeled by a δ-function, which is a good model for a nor-
mal metal - insulator - normal metal (NIN) tunnel junction. Next, after a
brief general overview of superconductivity, we will generalize our model
to a normal metal - insulator - superconducting (NIS) junction. Here we
will follow the famous work by Blonder, Tinkham and Klapwijk (BTK)
[84] from 1982. Then we will consider a tunnel junction between two dif-
ferent superconductors (S and S’) and discuss the Josephson effect. The
last part of this theoretical introduction will be dedicated to the heat re-
lated quantities, such as the heat conductance and the heat capacity of an
electronic system. These important quantities are directly entering the
temperature fluctuation spectrum we are interested in.
3.1 NIN tunnel junction
A tunnel junction between two conducting electrodes is basically a
potential barrier which is high enough to forbid classical transfer of elec-
trons over the barrier, but thin enough to permit their quantum tunneling
under the barrier. The theory of electron tunneling has been developed in
detail during the last 50 years. Unfortunately, presenting a full theory of
this effect goes far beyond the scope of this thesis. Here we will only focus
on the results relevant for the experiments with metallic junctions. The
main distinction of a good metal is the short Fermi wave length of elec-
trons, which allows one to consider them as wave packets behaving clas-
sically. In this regime, one can model almost any barrier by a δ-function
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at the junction interface. The corresponding model is simple enough to be
treated analytically.
Single channel transmission probability We consider two one dimen-
sional (1D) quantum conductors separated by a tunnel barrier at z = 0.
If the barrier is modeled by a δ-function V (z) = Φδ(z), the transmission
probability Tk of a plain wave with wave vectors k and energy Ek can be
found analytically as in [84, 85]
Tk = 1/(1 + Z2) , (3.1)
where we defined the dimensionless parameter Z =
√
mΦ/~
√
2Ek
characterizing the barrier strength, with m the effective mass of an elec-
tron. For low transparencies and potentials varying at scales much longer
than the Fermi wavelength, the transmission probability is generally a
function of the energy and reads Tk = exp
(
− 12~
∫ z2
z1
dz
√
8m(V (z)− Ek)
)
[86, 87].
Current through a NIN Tunnel junction The next step is to derive the
total current trough an NIN tunnel junction. Forward and backward scat-
tering in multiple channels has to be considered.
First we need to know the density of states for a given wave vector k
available in the bulk material. The conduction electrons in metals have
energies around Fermi energy EF, and for small applied voltages one can
assume that the density of states, νN, is constant [88]. Besides that, we
need to know how many conducting channels contribute to the total cur-
rent. This parameter is related to Sharvin resistance [89],also known as
the focusing effect [90, 91], and can be estimated as N> = π~AνNvFa,
where A is the junction surface area, a a geometrical parameter and vF is
the Fermi velocity. Experimentally, the microscopic details of the barrier
are usually unknown [92], and the effective transmission coefficient of the
junction is estimated from its resistance RT as
T = RK
RTN>
, (3.2)
where we introduced the quantum of resistance RK = h/2e
2 ≈ 12.9 kΩ. In
general, the total current through a tunnel junction may be written in the
form
I(V ) =
1
2e
∫
dǫ g(ǫ) [fL(ǫ, µL)− fR(ǫ, µR)] , (3.3)
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where g(ǫ) is the spectral conductance and ǫ = E − EF the energy mea-
sured with respect to EF. For the particular case of a NIN junction, g(ǫ)
does not depend on the energy ǫ and reads
g(ǫ) =
1
RK
N>∑
n=1
Tn ≡ 1
RT
. (3.4)
Equation (3.4) is known as Landauer-Büttiker formula for the conduc-
tance [93, 94]. The occupation probabilities of the electronic states in the
leads are governed by the distribution functions fL,R(ǫ, µL,R) [95–97]. At
equilibrium, they are given by the Fermi-Dirac Distribution [88]
fi(ǫ, µi) =
1
1 + e
ǫ−µi
kBTi
, (3.5)
where Ti is the temperature of lead i and the chemical potential µi is
measured with respect to EF.
Only elastic scattering has been considered so far, i.e. we have as-
sumed |k| = |k′|. One can also consider transitions between two states
with different energies if one allows the exchange of energy with the en-
vironment [98, 99]. This has been discussed by Ingold and Nazarov in
Ref. [100], who review the so-called P (E) theory. The importance of this
correction will arise while discussing the sub-gap conductance of an NIS
tunnel junction.
3.2 NIS Tunnel junction
Before discussing NIS tunnel junction in detail, we briefly introduce
the phenomenon of superconductivity.
3.2.1 Superconductivity
Superconductivity, in terms of disappearance of electrical resistance,
was discovered by Kamerlingh Onnes in 1911 when the cryogenic temper-
atures became available by liquefying helium [101]. Later on, in 1914, a
persistent current (called supercurrent) was demonstrated to flow indefi-
nitely in a superconducting ring.
The first model describing the supercurrent and the repulsion of mag-
netic field associated with it has been developed by Fritz and Heinz Lon-
don in 1935 [102]. Their phenomenological model has been able to de-
scribe most of the effects characteristic of superconductivity. However,
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this model did not reveal the origin of superconductivity. For example, it
could not explain why different metals have different transition tempera-
tures. One had to wait until 1957 to get the answer to this question, until
the first microscopic theory of superconductivity by Bardeen, Cooper and
Schriffer (BCS) [103] was put forward.
To qualitatively understand the BCS theory, one has first to remem-
ber that at low temperatures electrons occupy the states with energies
lower than EF, forming what is called Fermi sea [88]. Cooper pointed
out that the Fermi sea is unstable if electrons are attracted to each other,
even weakly. Two electrons of opposite momentum and spin tend then to
form a bound state – a Cooper pair. As a result, the density of states is
depleted in the interval of energies EF ± ∆, where ∆ is called the super-
conducting gap. The wave function a Cooper pair is complex and takes
the form Ψ ∝ ∆eiϕS where ϕS is the phase of the condensate. The BCS
theory states that the attractive potential between electrons is mediated
by phonons [104], and can be characterized by a coupling constant λ. The
superconducting gap is then determined by the equation
1
λ
=
∫
~ωd
∆
dǫ
1√
ǫ2 −∆2 tanh
(
ǫ
2kBT
)
, (3.6)
where the Debye frequency ωd provides a high energy cutoff and is related
to the phonon density of states [88]. Solving Eq. (3.6), one finds that the
superconducting gap is a function of temperature, and that it vanishes at
the critical temperature TC. The zero-temperature gap∆0 and the critical
temperature are related through the interaction constant λ≪ 1:
∆0 =
~ωd
sinh(1/λ)
≈ ~ωd exp−1/λ = 1.764 kBTC . (3.7)
The temperature dependence1 of the gap, depicted in Fig. 3.1, is a univer-
sal function if scaled properly.
According to the BCS theory, no quasiparticle excitation can exist at
energies in the range EF ± ∆. Above the gap, i.e. at |E − EF| > ∆, four
different quasiparticle states exist for a given energy E. The wave vectors
of these states should be found from the equation q2± = k2F ± 2m~
√
ǫ2 −∆2
[106]. Excitations with wave vectors q+ and −q+ are electron-like quasi-
particles, while excitations with wave vectors q− and −q− are hole-like
ones. Figure 3.2 (b) shows half of the spectrum of these quasi-particles,
1The following formula is used as an approximation of Eq. (3.6): ∆(T )/∆0 =
tanh
[
1.1056
(
tan[pi
2
(1− T/TC)0.55]
)0.5/0.55 ]
[105].
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Figure 3.1. Calculated superconducting gap as a function of temperature using Eq. (3.6)
and an approximate formula1.
along with the spectrum of quasi-particles existing in a normal metal.
The density of states of these excitations, scaled by normal state density
of states νN is given by
nBCSs (ǫ) =
θ(|ǫ| −∆) |ǫ|√
ǫ2 −∆2 . (3.8)
This expression is plotted in Fig. 3.2 (a). For aluminium the normal state
density of states is νAl = 1.15× 1047 J−1m−3 [88]. In the Table 3.1 we have
summarized the densities of states and some other relevant parameters
of a few materials typically used in experiments.
It is possible to estimate the number of excited quasiparticles per unit
volume in a superconductor at a given temperature as follows
nqp = νN
∫
dǫ nBCS(ǫ)f(ǫ) . (3.9)
At low temperatures, the concentration of quasiparticles is exponentially
suppressed, leading to the suppression of their contribution to the current.
This is the topic of the next section.
3.2.2 Current through an NIS tunnel junction
The current through an NIS tunnel junction is again given by Eq.
(3.3), but one has to modify spectral conductance g(ǫ) to account for the
density of states in a superconductor, which is now given by Eq. (3.8) and
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Figure 3.2. Quasiparticles in a superconductor. (a) BCS density of state, plotted along
the Dynes density of states [Eq. (3.11)] with γ = 1. 10−4. (b) Excitation spectrum.
For a given energy ǫ, four possible solutions exist. Two of these states with the same
direction of the wave vector are shown: an electron-like excitation above Fermi surface
(solid circle) and a hole-like excitation (empty circle) with its group velocity opposite to
direction of momentum kF. The dashed line shows the excitation spectrum in the normal
state.
depicted in Fig. 3.2 (a). The starting point is to identify the possible pro-
cesses involving a single quasiparticle coming from one side of the barrier,
see Fig. 3.3.
Figure 3.3. Schematic diagram of a NIS interface. An incident electron (i) in the normal
metal is either normally reflected (a) or reflected as a hole as in Andreev reflection (b)
generating a Cooper pair in the S side. When transmitted through the barrier, it can be
either as a forward electron-like quasiparticle (c) or a backward hole-like quasiparticle
(d).
Let us assume that a quasiparticle with energy ǫ and momentum k is
coming from the left side of the barrier. After scattering it can end up in
four possible states, which due to energy conservation lie on the horizontal
black line drawn in Fig. 3.3, and these states are further restricted due
to conservation of momentum. The corresponding four possible processes
are
(a) the incident excitation can be normally reflected in the same way
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as in an NIN junction;
(b) it can also be reflected as a hole back into the normal metal, cre-
ating a Cooper pair in the condensate, this process is called Andreev re-
flection;
(c) at |ǫ| > ∆ it can tunnel through the barrier and create an electron-
like quasiparticle in the superconductor;
(d) at |ǫ| > ∆ it can also tunnel through the barrier and create a
hole-like quasi-particle in the superconductor.
While calculating the probabilities associated with the processes (a),
(c) and (d) is similar to what is done in the normal junction (see chapter
3.1), the process (b) is special because it is accompanied by the transfer of
two electron charges through the barrier. This effect was first addressed
by Andreev in Ref. [107]. It is responsible for finite conductance of the
junction below the gap. The probabilities associated with all of the pro-
cesses (a), (b), (c), and (d) have been derived in Ref. [84] by Blonder, Tin-
kham and Klapwijk. Their analysis is known as the BTK theory. The
resulting spectral conductance reads
gBTK(ǫ) =
1
RK
∑
n
[
2Tn θ(|ǫ| −∆)|ǫ|
Tn|ǫ|+ (2− Tn)
√
ǫ2 −∆2 +
2T 2n θ(∆− |ǫ|)∆2
T 2n ǫ2 + (2− Tn)2(∆2 − ǫ2)
]
.
(3.10)
One can easily verify that Eq. (3.3) with the spectral conductance
gBTK given by Eq. (3.10) is reduced to the Ohmic dependence I = V/RT if
one puts ∆ = 0. At small but finite values of the transmission coefficients
Tn, one finds that the sub-gap conductance (eV < ∆) is a second order
contribution due to Andreev tunneling. One can approximate the con-
ductance by replacing the BCS density of states by the phenomenological
Dynes expression [108]
nDs (ǫ) =
∣∣∣∣∣ℜe
(
ǫ/∆+ iγ√
(ǫ/∆+ iγ)2 − 1
)∣∣∣∣∣ (3.11)
where the parameter γ accounts for all sources of sub-gap conductance,
including the environmentally assisted tunneling [109]. In this latter
process, a photon is emitted or absorbed in the environment supplying
the energy ǫ − ∆ needed to create or annihilate an excitation in the su-
perconductor [100]. The phenomenological parameter γ is extracted from
the zero bias conductance of the junction at low temperature, GBTK0 (T →
0) = ∂I/∂V |v=0 = γ/RT. One can estimate the zero temperature value of
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the zero bias conductance due to the regular Andreev tunneling from Eq.
(3.10) as
γ =
1
N>
RK
RT
. (3.12)
The only unknown parameter is the number of channels N> participating
in tunneling. A simple estimate of the channel area Ach for a square
barrier made of aluminium oxide, is Ach = πd~
√
2/mU [85, 110]. Choosing
the barrier thickness d ≈ 1 nm and the barrier height with respect to the
fermi energy U = Φ − EF ≈ 1 eV as in [111], one gets Ach ≈ 2 nm2. The
number of channels is then given by N> = A/Ach. The non-uniformity
of the barrier usually leads to an order of magnitude larger channel area
[92].
Calculated I-V characteristics are depicted in Fig. 3.4 for few elec-
tronic temperatures.
Figure 3.4. Calculated I-V characteristics at different temperatures. On the left, linear
scale. On the right, logarithmic scale. Deep into the gap, the finite current is due to the
leakage parameter γ = 1. 10−4 entering the Dynes density of states [Eq. (3.11)].
Thus, the use of the γ parameter allows us to consider higher order
processes in a phenomenological way. There is, however, an exception
from this simple rule, namely, the disorder-enhanced Andreev reflection.
It is important for relatively transparent junctions and at low tempera-
ture, where it results in a step on the I-V characteristic near zero bias
voltage. In the next section we discuss this process.
3.2.3 Disorder-enhanced Andreev reflection
The disorder-enhanced Andreev reflection appears in the second or-
der correction to the sub-gap current in powers of small channel trans-
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mission probabilities Tn ≪ 1. Basically, it adds two extra contributions to
the spectral conductance g(ǫ) due to the proximity and inverse proximity
effect around the barrier. The proximity effect, i.e. the penetration of the
superconducting properties into the normal side of the junction, leads to
an extra current, forming a step on the I-V characteristic near zero bias
voltage. The inverse proximity effect, associated with the reduction of the
order parameter near the junction, introduces a finite density of states
within the gap, leading to an extra current proportional to the applied
voltage, similar to the one generated by the Dynes parameter.
The disorder-enhanced Andreev reflection has been first studied by
Hekking and Nazarov in [112, 113] and it has been observed experimen-
tally for transparent junctions [114]. The corresponding spectral conduc-
tance for Tn ≪ 1 reads (see e.g. [115])
g(ǫ) = gBTK +
θ(∆− |ǫ|)∆2
∆2 − ǫ2
ΞN [2ǫ]
2e2νNR2T
+
∆2
∆2 − ǫ2
ΞS [2W (ǫ)]
2e2νSR2T
, (3.13)
where νN(S) is the density of state of N (or S),W (ǫ) = i
√
∆2 − ǫ2 for |ǫ| < ∆,
W (ǫ) = sign(ǫ)
√
ǫ2 −∆2 for |ǫ| > ∆. Disorder-enhanced Andreev reflection
appears in Eq. (3.13) via the combinations
ΞN(S)[ǫ] =
1
A2
(∫
d2r
∫
d2r′Re
[
Cr,r′N(S)(ǫ)
])
, (3.14)
which are the double integrals over the junction area A of the Cooperon
function Cr,r′N(S). The latter is the solution of the diffusion equation(−iω + 1/τϕ,N(S) −DN(S)∇2) Cr,r′N(S)(ω) = δ(r − r′) . (3.15)
Thus the Andreev current trough a junction is a function of the dephas-
ing time τϕ,N(S), the diffusion constant DN(S) and it also depends on the
geometry of the sample.
If the effective Thouless energy of the device, ETh ∼ ~/τϕ,N + ~D/A
[116, III], is small as compared to typical bias voltage and/or temperature,
one can use simple approximations for the functions ΞN(S)[ǫ]. Namely,
since ΞN[2ǫ] quickly decays at high energies |ǫ| > ETh, while ΞS[2W (ǫ)]
varies slowly at energies |ǫ| < ∆, one can approximate
ΞN[2ǫ] ≈ 4πA tN δ(ǫ) , ΞS[2W (ǫ)] ≈
4
A tS
1√
∆2 − ǫ2 , (3.16)
where tN,S is the thickness of the corresponding film (see Fig. 3.5). The
total current then includes two extra contributions due to the disorder-
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Figure 3.5. Andreev currents IN and IS. The top inset depicts the model of large junctions
of area A, where tN,S is the film thickness. In the main plot, depicting the sub-gap
region of an I-V characteristic, the thickness has been chosen so that νNtN = νStS. The
bottom inset depicts IN for few temperatures, showing the smearing of the step as the
temperature is increased.
enhanced Andreev reflection and takes the form
Itot = IBTK + IN + IS (3.17)
IN(V ) = I
A
N tanh
eV
2kBT
, IS(V ) = I
A
S
eV√
∆2 − e2V 2 . (3.18)
The currents IS(V ) and IN(V ) are displayed in Fig. 3.5. In the inset
we have plotted IN(V ) for different electronic temperatures. On a phe-
nomenological level one can include the contribution IS(V ) in an effective
γ parameter together with the regular Andreev reflection and environment-
assisted tunneling. The disorder-enhanced Andreev tunneling contribu-
tion to the phenomenological γ parameter is given by
γAS =
eIAS RT
∆
=
1
2νSAtS∆
RK
RT
. (3.19)
In contrast the contribution IN(V ), originating from the proximity effect
in the normal lead, has a singular shape at eV, kBT ≪ ∆. It forms a step
in the I-V characteristic with the current changing from −IAN to IAN around
zero voltage. The step is smeared by temperature. For large junctions of
area A, depicted in the top inset of Fig. 3.5, theory predicts the following
values for the currents IAN,S
IAN =
π~
e3νNAtNR2T
, IAS =
π~
2e3νSAtSR2T
. (3.20)
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Note that these current amplitudes are given only for a large junc-
tion. Other geometries have been also considered [113]. It leads only
to changes in the current amplitudes IAN,S while the general shape of the
dependences IN,S(V ) remains the same.
In conclusion, Eq. 3.3 provides a general expression describing the
I-V characteristics of a NIS tunnel junction, including the higher order
processes like Andreev reflection.
3.3 SIS’ Tunnel junction
A SIS’ tunnel junction is a junction between two superconductors
with different gaps. By convention, S’ is denoting the superconductor with
the smaller gap. The total current flowing through a SIS’ tunnel junction
can be divided into two main parts [117] IJ(ϕ) + I
SIS′
qp (V ). The first part
arises from the Josephson coupling between both sides of the junction
[118]. This current is a function of the phase difference ϕ = ϕS − ϕS′
between the two superconductors, and it can flow through the junction
even if no voltage is applied. It will be discussed in the second half of this
section. The second term ISIS
′
qp (V ) is the quasiparticle current and will be
discussed in the next section.
3.3.1 Quasiparticle current
Quasiparticle transport in SIS’ tunnel junctions has been studied ex-
tensively from the 60’s [119, 120] until recently [121]. Such junctions
might offer an alternative to NIS on-chip micro coolers [122–124], and
improve their performance [125]. Making use of the same formalism as in
chapter 3.2.2, we find the quasiparticle current in the form
ISIS
′
qp (V ) =
1
eRT
∫
dǫ nDS (ǫ)n
D
S′(ǫ+ eV )
[
fS(ǫ)− fS′(ǫ+ eV )
]
. (3.21)
Eq. (3.21) is better understood with the help of Fig. 3.6 (a) - 3.6 (c),
showing the densities of states of both superconductors when a voltage
V is applied. The I-V characteristic of a SIS’ tunnel junction [Fig. 3.6
(d)] has an extra peak at eV = ∆S − ∆S′ , a new feature as compared to
a NIS junction. It is due to the excitation above the gap in the supercon-
ductor with the smaller gap. Hence, this feature is quite sensitive to the
temperature of S’.
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Figure 3.6. Quasiparticle transport in SIS’ tunnel junction. (a)-(c) Densities of states,
where the filling represents the thermal occupation at finite temperature. The chemi-
cal potential difference is set by the external applied voltage V . (b) I-V characteristic
computed numerically using Eq. (3.21), where the smaller gap is set to ∆S′,0 = ∆S,0/4
and TS′ = TS = 0.66 TCS′ . For this temperature, the smaller gap is slightly reduced
∆S′ = 0.95 ∆S′,0, while the bigger one is not affected.
3.3.2 Josephson junction and the RCSJ model
Josephson considered a junction between two superconductors in 1962
[117]. He has predicted that a supercurrent
IJ = IC sinϕ (3.22)
should flow through the junction if a finite phase difference ϕ = ϕS − ϕS′
is applied between the two superconducting electrodes. Here IC is the
critical current, i.e. the maximum supercurrent the junction can support.
Furthermore, Josephson has predicted that if a voltage V is applied to the
junction, the phase difference ϕ should linearly grow in time
dϕ
dt
=
2e V
~
. (3.23)
Equations (3.22) and (3.23) are known as the Josephson relations. The
critical current of a tunnel junction, IC, is given by the integral [126–128]
IC =
1
eRT
∫ ∆S
∆S′
dǫ
∆S′∆S
[
1− 2fS′(ǫ)
]√
ǫ2 −∆2S′
√
∆2S − ǫ2
. (3.24)
Here we have again chosen ∆S′ < ∆S, i.e. superconductor S’ is supposed
to be weaker than superconductor S. For a symmetric junction, ∆S′ = ∆S,
the integral reduces to a simple form 2eICRT = π∆S tanh (∆S/2kBT ). It is
interesting to note that in this case near TC the critical current vanishes
at T → TC as IC ∼ ∆2S ∝ TC − T . In general, i.e. for ∆S′ 6= ∆S, the critical
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current approaches zero with an infinite slope, Ic ∼ ∆S′ ∝
√
TCS′ − T .
Finally, it is useful to derive the zero temperature limit of Eq. (3.24),
IC,0 =
∆S′,0
eRT
K0


√
1−
(
∆S′,0
∆S,0
)2 , (3.25)
where K is the modified Bessel function of the second kind.
To model a junction biased by a current Ix > IC and find out how
the phase evolves in time, one needs to go beyond Eqs. (3.22) and (3.23).
The most commonly used model for this regime is the Resistively and
Capacitively Shunted Junction (RCSJ) model [129, 130]. The shunting
capacitance C is usually determined by the geometry of the junction. It is
finite because a parallel plate capacitor is formed by the two metals sepa-
rated by the insulating layer. In order to ensure classical behavior of the
phase in the wide range of parameters we also require EJ ≫ EC where
EC = e
2/2C is the charging energy and EJ = ~IC/2e is the Josephson
energy. The shunt resistance RS is a parallel combination of the environ-
ment resistance and the quasi-particle one, Rqp(V ) [131]. The equivalent
circuit corresponding to RCSJ model is depicted in the inset of Fig. 3.7.
In the regime of weak noise, the low frequency dynamics of the phase ϕ is
determined by the Langevin equation
C
~ϕ¨
2e
+
1
RS
~ϕ˙
2e
+ IC sinϕ = Ix + ξS. (3.26)
It formally describes the motion of a particle with the coordinate ϕ in an
effective tilted washboard potential
U(ϕ) = −EJ cosϕ− ~Ixϕ/2e. (3.27)
The noise ξS comes from the resistor RS and possibly from other sources.
At sufficiently high temperature it is defined by the correlator
〈ξS(t)ξS(t′)〉 = 2kBT
∗
RS
δ(t− t′). (3.28)
The noise temperature T ∗ may deviate from the base temperature of the
experiment if an additional noise comes from outer circuit elements. At
low temperatures EJ ≪ kBT ∗ and low bias current Ix < IC, ϕ˙ = 0 is solu-
tion of Eq. (3.26), leading to a supercurrent peak at V = 0. In the limit
of small McCumber parameter, βc = 2eICRSC/~ ≪ 1, one can set C = 0
in Eq. (3.26), which then becomes exactly solvable [132]. The junction is
then said to be in the overdamped regime, and this limit is relevant for
our experiments since in the interesting range of temperature, namely
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near the transition temperature of the weaker of the two superconduc-
tors, the critical current is small. For the case of large McCumber param-
eter (underdamped regime), Eq. (3.26) has been numerically studied by
Kautz and Martinis [131]. They have solved it using a Monte-Carlo algo-
rithm, and specifically focused on switching between the phase diffusion
–a supercurrent branch with a finite slope– and quasiparticle branches
of the I-V characteristic. The Phase diffusion regime is achieved by con-
sidering high temperatures EJ ≈ kBT ∗ and high damping. Due to the
current noise caused by the finite temperature T ∗, the phase escapes and
retrappes from the washboard potential wells, leading to a finite voltage
appearing across the junction. Hence, the reduced temperature kBT
∗/EJ
and the damping due to Rs are controlling the transition between the su-
percurrent regime (V = 0) and the phase diffusion regime (V 6= 0) at finite
bias Ix < IC.
If C = 0, the time averaged current through the junction at high bias
~(Ix − IC)/e≫ kBT ∗ may be expressed in the form [118]
〈I〉 =
∫ pi
−pi
dϕσ(ϕ)
[
ISIS
′
qp (IxRS − ICRS sinϕ) + IC sinϕ
]
. (3.29)
Here we have introduced the probability distribution function of the phase
in the stationary limit, σ(ϕ), given by
σ(ϕ) =
~〈V 〉
4πeRSkBT ∗
∫ ∞
ϕ
dϕ′e~Ix(ϕ−ϕ
′)/2ekBT
∗
× e(cosϕ−cosϕ′)EJ/kBT ∗ . (3.30)
σ(ϕ) is normalized as
∫ pi
−pi dϕσ(ϕ) = 1. The effect of phase fluctuations
appears as a smearing of the I-V characteristics of the junction over a
voltage interval of the order of kBT
∗/e, as can be seen in Fig. 3.7.
From Eq. (3.29) one can derive zero bias resistance of the junction,
which reads
R0(T ) =
(
∂〈V 〉
∂〈I〉
)
Ix=0
=
Rqp(T )
I20
(
~IC(T )
2ekBT
) . (3.31)
Here we replaced RS by Rqp, accounting for a current biased junction. I0
is the modified Bessel function of the first kind and its argument can be
rewritten as EJ/kBT . As EJ/EJ,0 is an universal function of T/TCS′ , the
zero bias resistance has different temperature behavior depending on the
ratio EJ,0/kBTCS′ ≈ 1.74K0
(√
1− T 2CS′/T
2
CS
)
RK/RT, as can be seen in Fig.
3.8. The special case EJ,0 = 0, in red, corresponds to the quasi-particle
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Figure 3.7. Effect of the phase fluctuations on the I-V characteristics. The parameters
are the same as for Fig. 3.6 but a biasing resistor RS = 100 Ω is added to model the
environment. inset : RCSJ circuit model.
resistance computed from Eq. (3.21). Once ∆S′,0 is fixed, two different
regimes can occur depending of the value of the normal state resistance
RT. If RT is small and EJ,0 ≫ kBTCS′ , the critical current is rising as
soon as T < TCS′ , and zero bias resistance of the junction quickly drops to
zero. The device based on such a junction behaves as a Transition Edge
Sensor (TES) since its zero bias resistance monitors the superconducting
transition of the weaker superconductor. Alternatively, if RT is large and
EJ,0 . kBTCS′ , the supercurrent is smeared by the noise and the associated
thermal fluctuations of the phase. Zero bias resistance of the junction
is then smoothly varying with temperature. The drop in the resistance
happens much below TCS′ , at a temperature T0 ≈ EJ,0/kB. At very large
RT one can reach the limit 2EJ,0 < ∆S,0, in which case the resistance never
vanishes, instead it continues to grow even at very low temperatures if
Dynes parameter γ is vanishing. R0(T ) for various parameters is shown
in Fig. 3.8.
3.4 Heat Conductance
So far we have discussed how charges are transported through a bar-
rier, covering the NIN, NIS and SIS’ cases. Charge transport is associated
with energy current. Current flowing through a resistor results in Joule
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Figure 3.8. Zero bias resistance R0 scaled by the normal state resistance RT, as a func-
tion of temperature for several values of the ratio EJ,0/kBTC
S′
, the latter parameter
depending only on the normal state resistance once TC
S′
is fixed by the choice of mate-
rial.
heating P = IV . In case of an NIN junction half of this energy is released
in the first lead, while the other half – in the second one. The situation
is different for a NIS junction, because in this case the superconducting
gap acts as an energy filter. Under certain conditions it allows only ”hot”
quasiparticles to tunnel out of the normal metal, the latter is then left
colder than before the tunneling event.
Quite generally, the temperature T of a small superconducting is-
land S’, coupled to a big superconducting lead S via a Josephson junction,
should be found from the heat balance equation
Q˙e-ph(T, Tph) + Q˙J(V, T, TS) + Q˙ν(T, Tenv) + Q˙0 = 0. (3.32)
Here Q˙e-ph is the heat current from electrons to phonons. Q˙J is the heat
flow through a tunnel junction to the superconducting lead S, and it is the
only term which is bias dependent; Q˙ν is the heat flow carried away by
photons to an external environment. Q˙0 is either a spurious term account-
ing for a phenomenological heating from the measurement electronics, or
the external heat flow applied to the sensor, in the case of a bolometer.
In what follows we consider the situation where the phonons, the
superconducting lead S and the environment are at equilibrium so that
Tph = TS = Tenv = Tbath. For example we neglect the Kapitza resistance
[133, 134] between the phonons in the island and the substrate, and as-
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sume that the island is thermally connected to a single bath through dif-
ferent thermal conductances in parallel. Besides that, we will mainly
consider the situation not far from equilibrium. Hence a linearized heat
balance equation is sufficient for our purposes. It reads
Q˙0 = (Gth,e-ph +Gth,J +Gth,ν) δT, (3.33)
where Gth,x = ∂Q˙x/∂T are the heat conductances corresponding to the
various heat transport processes described above. The heat conductances
for typical sample parameters are plotted in Fig. 3.11.
3.4.1 Electron-Phonon heat conductance
The electron-phonon coupling originates from inelastic scattering be-
tween quasiparticles and phonons [135, 136], and leads to the excitation of
non-equilibrium quasiparticles and to their relaxation or recombination.
The general expression for the heat current from an electron subsystem
with the temperature T to the phonon subsystem with the temperature
Tph is given by the integral [137]:
Q˙e-ph(T, Tph) =
ΣV
24ζ(5)k5B
∫ ∞
0
dE E3
(
nph(E, T )− nph(E, Tph)
)× (3.34)∫ ∞
−∞
dǫ nS′(ǫ)nS′(E + ǫ)
(
1− ∆
2
S′
ǫ(E + ǫ)
)(
fS′(ǫ)− fS′(E + ǫ)
)
where nph(E, T ) = 1/(e
E/kBT − 1) is the Bose distribution function of
phonons, V is the volume of the superconducting island and Σ is a ma-
terial parameter (see Table 3.1).
For a normal metal island one should put nS′(ǫ) = 1, and the integral
in the Eq. (3.34) can be solved analytically
Q˙e-ph(T, Tph) = ΣV
(
T 5 − T 5ph
)
. (3.35)
For a superconducting island we expect a different result since the
density of states is now given by the BCS density of states Eq. (3.8). At
low temperature, kBTph ≪ kBT ≪ ∆, the integral (3.34) can be approxi-
mated as [137, 138]
Q˙e-ph
ΣV ≈
π
3ζ(5)k5B
(
kBT∆
4
S′ +
7
4
(kBT )
2∆3S′
)
e−2∆S′/kBT (3.36)
+ T 5 e−∆S′/kBT .
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Figure 3.9. Electron-phonon heat current at Tph = 0 in a normal metal (full line) and in
titanium with ∆S′,0 = 50 µeV (dotted line). The dashed lines represent recombination
and scattering terms in Eq. (3.36).
The first line of this equation comes from recombination of quasiparticles,
while the second one from small-energy scattering on phonons.
In Figure 3.9, we show electron-phonon heat current both in a normal
metal and in a superconductor (titanium). The plot clearly demonstrates
the reduction of the heat current in the superconducting state by an ex-
ponential factor e−2∆S′/kBT at intermediate temperatures. In the case of a
normal metal island, or a superconducting island near TC, one finds
Gth,e-ph ≈ 5ΣVT 4 . (3.37)
3.4.2 Heat transport through a tunnel junction
The heat current through a Josephson junction has been derived in
[122, 139–141, I]. Here we will briefly summarize its main results and
estimate the heat conductance of a tunnel junction, covering the NIN,
NIS and SIS’ cases.
Let us first consider a tunnel junction between two normal metals.
The quasiparticle heat current is closely related to electrical current since
every quasiparticle carries an energy ǫ,
Q˙NINqp (V ) =
1
e2RT
∫
dǫ (ǫ− eV ) [fL(ǫ, µL)− fR(ǫ, µR)] . (3.38)
The integration can be carried out analytically and the heat conductance2
2We consider the heat flow from the left side to the right side of the junction, so
that GNINth,qp = ∂Q˙
NIN
qp /∂TL
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Figure 3.10. Heat transport trough a tunnel junction. The NIS case (∆S′,0 = 0) is de-
picted as a blue line. Cooling takes place when a voltage eV ≈ ∆S − kBT is applied
across the junction. An extra feature appears in the SIS’ cases (dashed line), at voltage
eV ≈ ∆S −∆S′ , leading to effective quasiparticle removal. This extra feature is smeared
if one considers the full RCSJ model (red line).
is obeying the Wiedermann-Franz law :
GNINth,qp =
π2k2B
3e2RT
T . (3.39)
Treating the NIS case is done by inserting the superconducting den-
sity of states inside the integral of Eq. (3.38). One can also get the same
result by setting∆S′,0 = 0 in the following discussion concerning a voltage
biased Josephson junction. We use the same RCSJ model as previously
and put ϕ(t) = 2eV t/~. In this case the heat current from the weaker to
the stronger superconductor takes the form
Q˙SIS
′
J (t) = Q˙
SIS′
qp (V ) + Q˙cos(V ) cos(ϕ(t)) + Q˙sin(V ) sin(ϕ(t)). (3.40)
Here Q˙SIS
′
qp (V ) is the quasiparticle contribution, while the two other terms
are related to the Josephson current and they oscillate in time.
The heat extracted from the S’ side, in quasi-equilibrium at temper-
ature T , of a S’IS junction by the quasiparticles is
Q˙SIS
′
qp (V ) =
1
e2RT
∫
dǫ nS′(ǫ− eV )nS(ǫ)(ǫ− eV ) [fS′(ǫ− eV )− fS(ǫ)] .
(3.41)
In the limit of low bias voltage and low temperature, eV, kBT, kBTS ≪ ∆S−
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∆S′ , one finds
Q˙SIS
′
qp (V ) =
√
2π
e2RT
∆
5/2
S√
∆2S −∆2S′
[√
kBT e
−∆S/kBT cosh
eV
kBT
(3.42)
−
√
kBTS e
−∆S/kBTS
]
,
Q˙cos(V ) =− ∆S
′
∆S
Q˙SIS
′
qp (V ). (3.43)
The contribution Q˙sin(V ) sin(ϕ(t)) in Eq. (3.40) averages out to zero for
any realization of phase fluctuation described by Eq. (3.30), therefore we
ignore this term from now on.
The heat current averaged over the time and noise is expressed in the
form similar to the average current (3.21), and under the same assump-
tions it reads
〈Q˙〉 =
∫ pi
−pi
dϕσ(ϕ)
[
Q˙SIS
′
qp (IxRS − ICRS sinϕ) (3.44)
+ Q˙cos(IxRS − ICRS sinϕ) cosϕ
]
.
One can easily verify that 〈Q˙〉 reduces to Q˙SIS′qp (V ) as soon as EJ = 0.
We will be interested in the limit of low bias and low temperature, eV .
kBT, kBTS′ ≪ ∆S,∆S′ . One can show that in this limit the heat conduc-
tance derived from Eq. (3.44) takes the form
Gth,J(TS′) ≈
√
π
2
∆2S
e2RT
∆S√
∆2S −∆2S′
√
kBT
∆S
1
T
e−∆S/kBT (3.45)
×

1 + 2∆S
kBT
+
e2〈V 〉
√
I2CR
2
S + 〈V 〉2
(kBT )
2
(
∆S
kBT
− 3
2
) .
3.4.3 Photonic heat current
For completeness, we also consider the energy exchange mediated by
photons between the electron gas in the island and the environment. This
problem has been addressed theoretically in Refs. [142, 143]. If one mod-
els the island and the environment by resistors Re and Renv respectively,
the net heat flow acquires the form
Q˙ν(Te, Tenv) =
∫ ∞
0
dω
2π
4ReRenv
|Zt(ω)|2 ~ω [ne(ω)− nenv(ω)] , (3.46)
where Zt(ω) is the total series impedance including possible losses in the
connection between the two resistors, and ne,env(ω) = 1/(e
~ω/kBTe,env − 1)
38
Theory introduction
are boson occupation factors. For lossless connection between the two
systems, the corresponding heat conductance reads
Gth,ν = r0
πk2BT
6~
≡ r0GQ, (3.47)
where r0 = 4ReRenv/(Re+Renv)
2 is the matching factor andGQ = πk
2
BT/6~
is the quantum of heat conductance. Radiative thermal coupling has been
demonstrated experimentally in several experiments [144, 145]. In all of
those systems the matching factors were close to 1, r0 ≈ 1. In our experi-
ments the matching between the environment and the sample is expected
to be much worse, especially in the sub-gap regime where the impedance
of the sample can be as high as few GΩ. In addition, the connection be-
tween the environment and the device has its own cut-off frequency, re-
ducing further the coupling [146]. We estimate the effective photonic heat
conductance to be Gth,ν ≈ 10−4 ×GQ for our typical sample. This number
is small enough for the photonic heat current to be negligible compared
to electron-phonon coupling at high temperature. Nevertheless, this term
can set the lower bound of the sum of the heat conductances at low enough
temperature, as can be seen by extrapolating the temperature axis of Fig.
3.11.
3.4.4 Comparison of the heat conductances
In Figure 3.11, we have compared the different heat conduction chan-
nels for a typical sample with the parameters summarized in the caption.
Few remarks can be made. First, unless the temperature is really low, the
radiative thermal coupling can be neglected. Second, one can see that in
order to isolate the system using NIN tunnel junctions, the junction resis-
tances should be large, typically above a few hundreds of kΩ. In contrast,
NIS tunnel junctions efficiently suppress heat escape from the island in
a wide range of sub-gap bias voltages. The quality of the junction (i.e.
Dynes parameter γ) influences the degree of its thermal isolation.
In the experiments, we usually neglect the heat conductance trough
the tunnel junction at zero bias compared to the electron-phonon coupling.
This approximation is supported by the large impedance of our typical
junction.
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Figure 3.11. Comparison of the different heat conductances for a typical sample based on
a normal island (ΣV = 0.1 nW/K5) connected to a superconducting lead (∆S,0 = 200 µeV)
with a tunnel junction (RT = 1 kΩ). We account for poor matching between the lines and
the sample by setting Gth,ν ≈ 10−4 ×GQ
3.5 Electronic heat capacity
The heat capacity of an electronic system influences its finite fre-
quency dynamics. With respect to the internal energy at zero temperature
U(0) one may write for the normal state electrons in equilibrium
U(T )− U(0) = 2νNV
∫ ∞
0
dǫ ǫf(ǫ) . (3.48)
By definition, CN = dU(T )/dT , and thus
CN = 2νV
kBT 2
∫ ∞
0
dǫ ǫ2f(ǫ) [(1− f(ǫ)] (3.49)
=
π2
3
2νVk2BT , (3.50)
where in the last stage we assumed f to be the Fermi-Dirac distribution.
In the literature, one usually refers3 to γT defined by CN/V = γTT [59], so
that for the free electron model one has γT =
mkFk
2
B
3~2
. The measured values
of γT for few metals can be found in Table 3.1.
In the superconducting case, Eq. (3.48) has to be modified to account
for the density of states. The heat capacity is modified accordingly and
reads
CS = 2νNV
∫ ∞
∆
dǫǫ nBCS(ǫ) f(ǫ)
[
ǫ
kBT 2
(1− f(ǫ)) + ∆
ǫ2 −∆2
d∆
dT
]
. (3.51)
3We added the index T to avoid the confusion with the Dynes parameter γ
40
Theory introduction
At low temperatures (kBT ≪ ∆) the heat capacity is suppressed by
the factor
CS/CN = 3
√
2
π3/2
(
∆
kBT
)5/2
e−∆/kBT (3.52)
as compared to the normal state value at the same temperature. A small
heat capacity is increasing the calorimetric response of a system described
by Eq. (2.12). Thus, a calorimeter using a superconductor as an absorber
will see its responsivity greatly enhanced as the temperature is lowered
below ∆.
Table 3.1. Material constants. The Fermi velocity vF and the density of state ν are calcu-
lated at the Fermi energy EF using the free electron model [59]. The heat capacities γT
are measured [70]. The values of the diffusion constant D are usually extracted from
weak localization measurements at low temperature. The electron-phonon coupling Σ
values are also measured in various experiments, whose references can be found in
[122]. All the values given for titanium are taken from [147].
EF vF γT νN D typ. Σ
eV 106 ms−1 Jm−3K−2 1047 J−1m−3 cm2s−1 nWK−5µm−3
Al 11.7 2.03 135 1.15 50 [148] 0.3
Ag 5.49 1.39 64 1.03 60-120 [148, 149] 0.5
Au 5.53 1.40 67 1.0 1 [150] 2.4
Cu 7.0 1.57 97 1.45 100 [149] 2.0
Ti 1.42 0.32 310 7 4 1.3
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4. Experimental methods
The measurements presented in this thesis have been performed on
devices fabricated in the Micronova clean-room facility [the Otaniemi re-
search infrastructure for Micro and Nanotechnologies (OtaNano)]. We
employ micro and nano fabrication techniques as briefly summarized be-
low. The apparatus needed to perform the electrical transport measure-
ments at low temperatures will be described in the second half of this
chapter.
4.1 Device fabrication
We fabricate our devices using shadow angle deposition, also called
Dolan technique [151, 152], and all steps are summarized in Fig. 4.1 (a)-
4.1 (b). The main idea is to pattern a suspended mask, which is then
metallized using two different angles. The tunnel junctions are formed
within the overlapping areas of these two films. The device fabrication
can be divided into two main parts : the pattern definition [Fig. 4.1 (a)]
and its metallization [Fig. 4.1 (b)].
4.1.1 Pattern definition
Electron Beam Lithography (EBL) is a cornerstone of nano fabrica-
tion. Some incident electrons are accelerated to a high energy (100 keV)
and directed toward the wafer. They are then scattered in silicon, creating
lower energy secondary electrons which break the chains of a polymer re-
sist. The exposed resist then becomes more soluble in a specific developer
(typically Methyl IsoButyl Ketone, or MIBK in short). Resolution and sen-
sitivity vary between different resists in use. The better the resolution is
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Figure 4.1. Device fabrication. (a) and (b) Step-by-step fabrication process illustrating
the shadow angle deposition technique. Details are given in the text. (a1) Wafer covered
with a bilayer of resist. The areas exposed with electrons (a2) are the areas to be removed
(positive resist) by the developer (a3). The first film is deposited under a positive angle
(b1) before oxidization. The second film is then deposited with another angle (b2), a
tunnel junction is created in the overlapping area. (b3) The extra resist is then removed
in an acetone bath. (c) Scanning Electron Micrograph (SEM) of a typical sample. The
lighter film is titanium, the darker one is aluminium.
(how fine a detail can be patterned), the worse is the sensitivity (related
to the dose, or how many electrons are needed to break a polymer chain).
In order to create the suspended mask, a bilayer is used, as depicted in
Fig. 4.1 (a1). The top layer, defining the pattern, needs to have a high res-
olution. A thin layer (typ. 100nm) of PMMA (polymethyl methacrylate)
serves this purpose. One can add to this top layer an even thinner (20-30
nm), mechanically more robust germanium layer forming a "hard mask"
[153] version of the process, the main advantage being better resolution.
The bottom layer needs to be much more soluble and thus more sensi-
tive to the electron exposure, in order to create a large enough undercut
needed for the angle deposition. PMMA-(8.5)MAA (a mixture of PMMA
and 8.5% methacrylic acid) is then used. The thickness of this bottom
layer sets an upper limit to the possible shift between the two films called
shadows. Both resist layers are spin-coated onto the wafer, tuning the
spinning speed allows one to tune the final resist thickness. In principle,
nothing prevents spinning more than one layer of copolymer to increase
its thickness. Samples presented in this thesis typically employ from two
to three MMA layers, resulting in a total thickness of about 1 µm, and
allowing a lateral shift of subsequently deposited shadows up to about 2
µm.
After exposure to the electron beam [Fig. 4.1 (a2)], the resist is de-
veloped in MIBK for 20-60 s at room temperature. The development time
depends both on the received dose and on the geometry. As the MMA
dissolves faster than the top PMMA layer, it allows one to create the un-
dercut needed for the angle deposition [Fig.4.1 (a3)].
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4.1.2 Metal deposition
We are depositing metal films using a high vacuum electron beam
evaporator, with in-situ argon plasma gun1. After the argon plasma, the
metal deposition itself can be started. The electron beam heats a target
made of the material to be deposited, which then evaporates (or subli-
mates). After the first layer has been deposited [Fig. 4.1 (a3)], introducing
oxygen into the chamber (typ. 0.4 mbar during 1 min) allows the metal
to oxidize, creating an oxide barrier [Fig. 4.1 (b1)]. High quality tunnel
junctions can be obtained with aluminium / aluminium oxide junction (Al/
AlOx), explaining the popularity of this material for this purpose. The sec-
ond layer can then be deposited to create the overlapping junction(s) [Fig.
4.1 (b2)]. The interface between the two metals is an important factor
for many physical processes [92] and justifies the use of buffer layers, as
explained below.
The last step of the fabrication process is to dissolve the remaining
resist, removing at the same time all the metal which has been deposited
on top. This operation, called lift-off, is typically done by immersing the
chip into acetone until all the traces of resist disappear [Fig. 4.1 (b3)].
Titanium. The transition temperature of a thin titanium film is known
to depend on the deposition conditions [121]. The critical temperature of
titanium is easily reduced below its bulk value in dirty conditions, or with
a poor material quality. On the other hand, evaporated thin films can
reach TC of about 0.6 K, well exceeding the bulk value of 0.38 K. A sus-
pected reason for such variations is the fact that titanium is a very strong
getter material. Thus, increasing the deposition rate is one solution to
obtain good film quality, but we observed a degradation of the carbon cru-
cible containing the titanium when a too strong electron beam is used. A
special care has been taken to clean the evaporation chamber, but these
fluctuations of the film quality are still an issue for all devices based on
1Using a mild argon plasma after the development to roughen the surface of the
resist helps the lift-off process. A continuous flow of argon gas is provided to
the gun, where the gas is turned into a plasma using a microwave source (∼ 300
W). The ions constituting the plasma are then accelerated by a voltage of 1-2 kV
toward the sample holder. The ion current is of the order of 200 µA distributed
on a 50 mm2 area. The Ar pressure inside the chamber is maintained at around
2×10−5 mbar. We call this process amild plasma in comparison with the plasma
used to etch metals, which would require currents at least an order of magnitude
higher.
45
Experimental methods
superconducting titanium.
Another trouble arises from the junction quality, when Al/AlOx is put
in direct contact with titanium, probably originating from the diffusion
of oxygen in the titanium layer. For this reason, a thin aluminium layer
(2-3 nm) is usually evaporated prior to the titanium film deposition to
form an Al/AlOx/Al/Ti junction. This thin aluminium buffer layer does
not interfere with titanium superconductivity, as it is fully proximized by
the thicker titanium layer.
Device characterization. Inspecting for possible major defects in the
fabricated device, is usually performed with the help of a Scanning Elec-
tron Micrograph (SEM, [154]). An example can be seen in Fig. 4.1 (c).
SEM gives information about the structural integrity, the junction size,
the grain size, etc. Atomic Force Microscope (AFM) image is a good com-
plement of an SEM image (see [155] for a description of an AFM). This
imaging method allows one to measure the exact thickness of the metal
layers.
4.2 Electrical transport measurements at low temperature
In this section we will discuss the apparatus needed to measure the
electrical properties of a sample at low temperatures. First the cryogenic
apparatus will be briefly introduced, motivating the choice of a 3He/4He
dilution refrigerator. Then, an essential part of such a setup, the wiring,
will be addressed.
4.2.1 Cryogenic apparatus
Measurements involving superconductors usually require a sophis-
ticated cryogenic apparatus allowing to refrigerate the device below its
superconducting critical temperature (1.3 K for Al films, 300 mK for Ti).
3He/4He dilution refrigerators are the most convenient system to perform
measurement at around 100 mK and below. A detailed description of this
kind of a refrigerator is found in [70], but we briefly review its main fea-
tures. The cooling power of a dilution refrigerator comes from energy
needed to mix 3He into a diluted 3He/4He phase. The 3He can be removed
from the dilute phase by pumping. Re-injecting it provides a closed cycle
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operation with a cooling power Q˙ = 84n˙T 2 where n˙ is the molar flow of
3He per unit time. This way, the circulating 3He is carrying away some
heat from the mixing chamber where the experiment is thermally an-
chored. All measurements were performed in a Plastic Dilution Refrig-
erators (PDR) [156] immersed in a liquid 4He bath at 4.2 K. The cooling
power of such a dilution refrigerator is around 50 µW at 100 mK, which is
sufficient for the measurements reported here. The minimum achievable
temperature is around 30 mK, measured by a ruthenium oxide thermome-
ter (RuOx) calibrated against Coulomb Blockade Thermometer (CBT), the
latter being a primary thermometer.
In addition to the PDR a dry dilution refrigerator is at our disposal.
Its main advantages are a larger cooling power (250 µK at 100 mK) and a
smaller base temperature (7 mK). In a dry dilution refrigerator, the liquid
4He bath is replaced by a mechanical cryo-cooler [70]. This dry dilution
refrigerator is preferred to the PDR for radio-frequency measurements
[157, 158] where components like circulators and filters can be fiited at at
low temperatures (typ. at 4 K), improving their performance.
4.2.2 Shielding and filtering
Noise is detrimental in two ways. First, superimposed to the mea-
sured signal, noise is degrading the information by increasing the vari-
ance of the signal. Secondly, noise has a direct influence on the signal
itself, as seen for example in the Langevin equation associated with the
RCSJ model of a Josephson junction [Eq. (3.26)]. A comprehensive review
of major cryogenic filters can be found in [159]. All filters presented in
this review aim to suppress high frequency noise using an RC or a lossy
filter. In the following lines, we will introduce the solution that is in use
in our laboratory, emphasizing that this already demonstrates excellent
results on highly resistive samples such as a SINIS turnstile [137].
Manganin twisted pairs are used between room temperature and 4
K, where the thermalization of the wires has to be done carefully. They are
commercially available as loom of manganin wire (110 µm in diameter),
twisted to avoid picking extra magnetic noise. The absence of a shield
allows to reduce the global heat leak along the wire and provide an easier
thermalization, see Fig. 4.2 (a). The resistivity of twisted pairs is around
60 Ω/m, providing a high frequency cut-off at around 1 GHz [160]. Their
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flexibility makes then easy to mount, but on the other hand they are more
sensitive to vibration, which is often responsible for low frequency noise
(microphonic pickup noise).
Figure 4.2. Wiring and thermalization. (a) 12 manganin twisted pairs assembled as a
loom, thermalized around a copper coil. The Teflon tape is maintaining temporarily the
loom around the copper coil. (b) Harness of thermocoax lines clamped by two copper half
sleeves, fixed on the 4K stage on a dry dilution refrigerator.
Thermocoax is a commercial coaxial cable developed as a vacuum
compatible heater element. It uses stainless steel as a shield and magne-
sium oxide as an insulator, and thus this cable provides the low thermal
conduction needed in a cryogenic apparatus. Thermocoax uses skin effect
in the nickel-chromium inner part (60 Ω/m) to attenuate drastically high
frequency noise [161]. The rigidity of such a cable combined with its rela-
tive fragility makes it relatively hard to install but the rigidity of a dozen
of thermocoax cables tight together [Fig. 4.2 (b)] is such that microphonic
pick-up is efficiently suppressed.
A well shielded sample stage prevents high frequency noise which
would excite quasi-particles in superconducting aluminium (where ∆ ≈
50 GHz) [162]. The sample is enclosed in a box usually made out of brass,
or copper. The cover [Fig. 4.3 (a)] is sealed using an indium toric joint
[Fig. 4.3 (b)] making the box vacuum and radiation tight. A second cover
[Fig. 4.3 (c)] is screwed in addition to further decrease possible leakage in
the joint. As every electrical cable represents an open hole to the outside
world, the number of cables is reduced to the minimum. Metallic coaxial
lines enable soldering the outer shield hermetically to the box. If thermo-
coax lines are used, no other attenuation is needed, but the cables have
to be thoroughly thermalized. This is done in two steps. First a signif-
icant length of cable is glued to the body [Fig. 4.3 (d)] using conductive
two component epoxy charged with silver powder. Second, a special care is
taken to ensure a good thermal contact between the Printed Circuit Board
[PCB, Fig. 4.3 (d)] and the stage. The bottom of the PCB is separated from
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Figure 4.3. Picture of a double shielded sample stage (top) and its cross section (bottom).
The sample stage is closed with cover (a), made radiation tight by an indium toric joint
(b). A second cover (c), here supporting a magnet, is providing an extra level of attenu-
ation. Two thermocoax cables are thermalized around the copper body (d) using silver
epoxy. The full sample stage is screwed from the bottom to the mixing chamber flange
of a dry dilution refrigerator. The sample, a commercial CBT, is connected to a PCB (e)
thermally anchored to the body using a thin grease layer (f).
the body by a thin layer of grease [Fig. 4.3 (f)] to provide a good thermal
contact. A resistor, or a discrete RC network might be used to further in-
crease the thermal coupling between the electrical lines and the box. Last
but not least, the box has to be thermally anchored to the mixing chamber
plate of the dilution refrigerator. Gold coating of the box is of great help to
avoid the oxidization of the copper surfaces. Gold plating can be replaced
by a fine layer of grease remembering that the heat conductivity of such a
grease layer is orders of magnitude smaller than the equivalent metallic
layer. The key advantage of using grease is the enhanced contact area.
We used such a sample stage to measure a Coulomb blockade thermome-
ter (CBT) which is used as a temperature reference in one of the dilution
refrigerators.
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Our cryogenic lines are usually a combination of twisted pairs (from
room temperature to 1 K) and thermocoax (from 1 K to the sample stage at
50mK). Typical resistances are of the order of 400 Ω in combination with
a capacitance of few nF. The use of an indium shield is made optional by
the nature of the devices measured, with low impedance junctions. The
bandwidth of the measurements is limited by a combination of cryogenic
line capacitance and the largest resistance of the setup. Usually, the latter
is either the sample impedance in a voltage biased scheme or the biasing
resistor in a current biased scheme. The different measurement setups
will be addressed in the next part.
4.3 Transport measurements
We are studying resistive thermometers, in which the resistance of
the device is a function of the temperature. We will describe first how
to perform a DC characterization of a non-linear component by measur-
ing its Current-Voltage (I-V) characteristics. The next topic, the current
biased phase-locked scheme, allows one to increase the precision of the
measurement of a resistance compared to a DC characterization. Both
DC and phase-locked scheme precision is limited by the noise of the first
stage amplifier. Modeling such an amplifier allows one to optimize the
global noise level of the thermometer. Next, in order to get the frequency
spectrum of the thermometer signal, the output of the thermometer is
sampled using a analog-to-digital acquisition card. The signal acquired
this way is used to measure the noise of the thermometer, summing both
internal sources of noise (like the temperature fluctuations) and external
sources of noise (like the voltage noise of the amplifier). It leads to the
pragmatic definition of the Noise Equivalent Temperature NETamp of a
thermometer whose precision is limited by the noise of its readout elec-
tronic.
4.3.1 Current-Voltage (I-V) characteristics
I-V characteristics are usually measured with a 4-probe method al-
lowing one to exclude the wire impedances from the measurement. Typ-
ical resistance of a NIS junction can vary from the kΩ to the GΩ range
inside the gap, thus they are preferably voltage biased. The biasing net-
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work acts as a perfect voltage divider as soon as the junction resistance
is larger than the line resistance. On the contrary, when measuring su-
percurrent, the impedance can be much smaller than the line resistance.
Then, a room temperature voltage bias is not working anymore and one
has to use either a low temperature voltage bias resistor Rshunt, or con-
sider to bias the device using current instead of voltage. The first solution
is limiting the maximum voltage one can apply to the sample as a power
V 2bias/Rshunt is dissipated at low temperatures. This extra heat flow might
be enough to warm up the dilution refrigerator in which the experiment
takes place. The second solution requires a large bias resistor if one wants
to measure both the supercurrent and the sub-gap impedance, thus limit-
ing the measurement bandwidth. In most cases this is not detrimental as
I-V characteristics are measured in a quasi-DC manner.
4.3.2 Phase-locked measurement
Phase-locked measurement (also called Lock-In measurement) is a
method especially efficient to measure a general impedance Zt ≡ R + iX.
In addition, it reduces the overall noise by efficiently reducing the mea-
surement bandwidth. R is the resistive part of the impedance, and X,
the reactance, accounts for the capacitive and/or the inductive part of the
impedance. Considering non linear I-V characteristics (such as for a diode,
or a NIS tunnel junction), one can define the dynamical impedance as
Z ≡ dV/dI which differs from the total impedance Zt. Taking a NIS tunnel
junction at zero temperature as an example, one has dV/dI(V ) ∝ 1/nS(V )
leading to a simple way to measure the density of states, known as electri-
cal spectroscopy. In this example the impedance is purely resistive, even if
in real cases the impedance is complex, for instance due to the capacitance
of the filtered lines.
In a current biased phase-locked measurement, a drive signal dI is
generated at a frequency f0, and the resulting dV is measured by a Lock-
In amplifier, which is demodulating dV by mixing it with a copy of the
drive signal2. Finally, the demodulated signal is averaged over a time τ
(equivalent to a low pass filter). This integration time τ has to be larger
than 1/f0 and can be increased to reduce the bandwidth, therefore allow-
2Amplitude demodulation by mixing with the carrier has been supplemented by
numerical methods, where the signal is digitized before extracting the component
at f0.
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ing efficient noise rejection.
Figure 4.4. Illustration of zero bias thermometry: modulation, demodulation and digiti-
zation. The temperature variation is depicted as a sine wave of period larger than the
driving period. The measured signal dV is then amplitude modulated (blue-red line).
The Lock-In amplifier is extracting the amplitude of dV (green solid line) and generates
an analog signal proportional to it. This signal is finally digitized by a DAC card, with a
time step δt (green point).
In practice, a Lock-In amplifier is extracting the two components (am-
plitude and phase) needed to characterize fully the complex impedance Z.
When using the zero bias impedance as a thermometer (see Fig. 4.4), a
sinusoidal current of amplitude dI is applied to the device and the signal
dV is amplified and fed into the Lock-In amplifier. The Lock-In ampli-
fier is generating two analog signals corresponding to the amplitude |dV |
and phase θ of dV = |dV | eiθ, so that the zero bias resistance is simply
|dV |/dI (θ ≪ 1). The maximum frequency of these analog outputs is set
by the lock-in amplifier to 100 kHz. The real bandwidth limitation of this
particular measurement scheme comes from the lock-in integration time
τ typically around 100 ms leading to a bandwidth of a few Hz.
4.3.3 Noise model
Both DC and Phase-locked measurement are limited by the voltage
noise created by the measurement chain. The noise model below is based
on the observation that the first stage amplifier is usually the main source
of noise.
Few definitions are helpful for the following discussion. The noise
discussed in this thesis always refers to the input of the measurement
chain, although it is measured at the output. This way, the total noise of
two cascaded voltage amplifiers of gainG1 andG2, with respective voltage
noise v1 and v2 is v1+2 =
√
v21 + (v2/G1)
2. This formula, valid as long as
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the noise voltages vi are uncorrelated
3, is easily extended to the case of n
cascaded amplifiers. Knowing the noise voltage vi of an amplifier, we can
define Fi =
v2i
4kBT0Rs
, which is related to the noise factor F by F = 1 + Fi.
The noise factor represents how much noise the amplifier under test adds
to the Johnson noise of an input resistor Rs kept at the temperature T0.
This noise factor is sometimes expressed in terms of an equivalent noise
temperature Ti = T0 × Fi. The noise figure NFdB = 10 log10 (1 + ΣiFi) is
usually given as a figure of merit of an amplifier, and is depicted in Fig.
4.5 (b) as a function of the sample impedance Rs and of the frequency.
Figure 4.5. Noise model. (a) Scheme of a basic measurement setup. The bias resistor is
set to Rb = 1 GΩ. Note that no effect of filtering lines has been considered. (b) Empirical
reproduction of a noise figure at 290 K, which is close to the one of the voltage pre-
amplifier used in the measurements. In this example, the best noise performance (NF
≈ 0.04 dB) corresponds to a noise temperature of around 3.5 K. (c) and (d) Noise factor F
as a function of the sample resistance [f=1 kHz, (c)] and the frequency [Rs = 100 kΩ, (d)].
The noise figure (b) is used to reproduce the behavior of a typical low noise voltage pre-
amplifier. The reference is the Johnson noise of a resistor Rs at 4 K, i.e. ≈ 0.47nV/
√
Hz
for Rs = 1 kΩ.
The noise model is depicted in Fig. 4.5 (a). For simplicity we will
consider a sample of impedance Rs biased by a resistor Rb kept at room
temperature (T ) which generates the Johnson noise vb. The voltage source
is not perfect and generates extra current noise is. The voltage amplifier
is modeled by a current noise source in and a voltage noise source vn con-
3If the two noise voltages v1 and v2 are correlated, the sum v
2
1+2 is given by
v21+2 = v
2
1 + (v2/G1)
2 + Γ1,2v1v2/G1, where Γ is the covariance matrix.
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nected to a perfect amplifier with gain Gamp [163]. Figures 4.5 (c) and
4.5 (d) are depicting the noise factor of the amplifier used to perform the
measurements described in this thesis. First, we can see that the noise
of the amplifier is dominating, for all source resistances and all frequen-
cies, if the biasing impedance is large enough. In Fig. 4.5 (b), one can
remark that an optimum impedance Rn = vn/in exists, for which the out-
put noise is minimum. In that case, the amplifier is said to match the
source impedance. This optimum noise factor is achieved over a broad
range of frequencies. Nevertheless, 1/f noise component make the situa-
tion worse by an order of magnitude at low frequency (1-100 Hz depending
of the amplifier model). Under the assumption that all the previous noise
sources are not correlated, the total noise voltage referred to the input of
the amplifier is given by
v2tot =
√
v2b +R
2
s (i
2
s + i
2
n) + v
2
n . (4.1)
In the general case where the information about the correlation is
unknown, we define nf as the voltage noise of the measurement scheme, in
V/
√
Hz. Its measurement is the topic of the next paragraph. This number
is usually close to the voltage noise of the first stage amplifier as given in
the datasheet for small values of impedance measured.
4.3.4 Analog to digital conversion
Once the signal has been amplified (and demodulated, in case of a
Phase-locked measurement), we use a Digital-Analog Converter (DAC) to
acquire it and store it in digital form. The data acquired by this means
are eligible for any numerical treatment [164], as filtering, averaging, or
Fast Fourier Transformation (FFT). The latter treatment is especially in-
teresting as it allows one to extract the spectral density from the real-time
signal. The work of Shannon [165] illuminates the sampling process and
the treatment of the signal. The spectral density characterizes the noise
properties of the studied device.
Signal acquisition with a DAC allows one to sample a voltage at a
fixed frequency facq during a time T . After a Fourier transform, the spec-
trum obtained will cover the frequency range [1/T, facq/2 ]. As f
max
acq ≈ 200
kHz, usually a low-pass filter is inserted before the DAC. This has the
double advantage of avoiding the saturation of the DAC by high frequency
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noise, and to allow the extraction of the DAC noise by looking at frequen-
cies above the filter cut-off frequency. In Fig. 4.6, a single time trace
Figure 4.6. Illustration of a voltage sampling followed by numerical treatment. (a) Fast
Fourier Transform of the signal. The cut-off around 100 Hz is corresponding to the time
constant of the Lock-In amplifier. The peaks visible are multiples of 50 Hz, picked-up
from the power lines of electronic equipment. The black line is the model described by
Eq. (4.2), giving in this case nf = 2 µV/
√
Hz. (b) Raw data, before the FFT. The dashed
line is the average value while the dashed-dot lines are the standard deviation.
has been acquired to generate the spectral density, leading to visible dis-
crepancies from repeated acquisition of the same signal. A simple way
to reduce the discrepancies is by averaging the FFT’s. One can do so
by repeating the measurement, by splitting the original time trace into
N sub-intervals [thus reducing the frequency range to [N/T, facq/2] (see
[166])], or by artificially down-sampling the data into N traces (then the
range becomes [1/T, facq/2N ]).
Electric hum pick-up is a problem when using a DAC. Analog to
digital conversion takes place in a data acquisition card installed in a
computer, the latter saving the acquired data into a disk. This setup is
connecting directly the ground of the experiment to the ground of the
computer, increasing the pick-up of 50 Hz noise. This shows up on the
frequency spectrum as a clear peak at 50 Hz, followed by all possible har-
monics with decreasing amplitudes. Those peaks emerge from the back-
ground of Fig. 4.6. The easiest way of removing such noise is to insert an
opto-isolator between the amplifier and the DAC.
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The noise floor extraction is performed by fitting the FFT of the ac-
quired signal. We are using a phenomenological model taking into account
the measurement chain:
√
Sv(ω) =
(
nf + b/ω
)[
1
1 + (ωτ)2
]n
+ r . (4.2)
The first term between parenthesis is the noise nf of the signal with an
extra 1/f noise component (b being a fitting parameter). The signal is
then filtered by the lock-in amplifier, with a nth-order low pass filter of
time constant τ (the expression in the square brackets). The last term r
account for the noise floor of the DAC itself. We consider the noise nf to be
frequency independent (i.e. white) in the range of frequencies ωdrive ± 1/τ
we are interested in. This noise is directly entering the definition of the
NET as an independent source as described in chapter 2.7
NET =
√
ST +
Sv
(∂V/∂T )2
=
√
ST +NET
2
amp , (4.3)
where ∂V/∂T is the responsivity of the thermometer. When the sensor is
resistive, i.e. R(T ) is the varying parameter, the readout noise is defined
by NETamp = nf/(Ibias ∂R/∂T ). Ibias can be either a DC current, or the
amplitude of a sinusoidal signal. Hence NETamp is reduced by increasing
Ibias, while a thermometer limited by temperature fluctuations has a con-
stant NET=
√
ST (Ch. 2.7). Measuring a thermometer NET allows one
to determine whether the noise of this thermometer originates from the
fluctuation of its temperature or from its readout electronic.
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This chapter is dedicated to measurements of temperature on two
different kinds of islands. The first one is a normal conducting metal
island for which we used quasiparticle NIS thermometers and Andreev
current thermometers. The second island was made of titanium, for which
we develop a thermometer based on the measurement of the zero bias
slope of the I-V characteristics. The corresponding theory is described in
the second chapter. To start with, let us recall the main results of the first
chapter in order to define the figure of merit of a thermometer.
5.1 Figure of Merit
We aim to measure the temperature fluctuations of a free electron
gas. This was described in the first chapter and the main result was the
estimation of the temperature fluctuation spectrum
ST =
2kBT
2
Gth,Σ
1
1 + (ωτ)2
, (2.8)
where Gth,Σ ≈ Gth,e-ph at best. Electron-Phonon (e-ph) coupling has been
derived in Ch. 2, and reads Gth,e-ph = 5ΣVT 4 in a normal metal, where Σ
is a material constant and V is the volume. The review [122] tells that Σ
varies from 0.3 to 2.4 × 10−9 Wm−3K−5 for usual metals, the lowest value
is for aluminium and the highest is for gold. Experimentally, one can
tune the strength of the electron-phonon coupling (hence the temperature
fluctuation spectrum) by either varying the volume of the sample or by
changing the electronic temperature.
To record the temperature fluctuations, few requirements emerge
from Eq. (2.8).
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The heat conductances have to be small enough to decouple the elec-
tron gas from the bath sufficiently. Superconducting tunnel junctions ex-
hibit good thermal isolation as the high resistance prohibits tunneling
events effectively, especially at low bias voltage. Nevertheless, as soon
as any current is flowing, heat is transported, and one has to consider
the quantity ∂Q˙J∂T (V, T, Tbath) and compare it with the limit set by electron-
phonon heat conductance Gth,e-ph. Recalling the result of chapter 3.4, we
can already remark that ∂Q˙J∂T is minimum for V = 0. In this limit the
heat conductance is dominated by the electron-phonon coupling. This is
motivating the study of zero bias thermometers at low temperatures.
The sensitivity to be achieved is set by the zero frequency limit ST(0)
of Eq. (2.8). If the heat conductance is dominated by electron-phonon
coupling, Noise Equivalent Temperature of the amplifier (NETamp, see
Ch. 4.3.4) of the thermometer has to be lower than
√
2kB
5ΣVT 2 . The lower
the temperature, the larger is the amplitude of temperature fluctuations.
When the NET is reaching this limit, the thermometer is said to reach the
thermodynamic limit, as the temperature fluctuations define in this case
the lowest achievable NET [167]. Reducing the volume is also increasing
the amplitude of the zero-frequency fluctuations. The total NET (incl. the
phonon noise) is given by
NET =
√
2kBT 2
Gth,Σ
+
(
nf
Ibias ∂R/∂T
)2
(5.1)
where nf is the amplifier noise described in Sec. 4.3.3.
The bandwidth of the thermometer has to be larger than the cut-
off frequency ωc = 5ΣT
3/γT ≡ 1/τe-ph when Gth,Σ ∼ Gth,e-ph. It is worth
noting that the electron-phonon relaxation time τe-ph is independent of the
volume considered, unlike ST(0).
In conclusion and with respect to these criteria, a good thermometer
to reach the temperature fluctuation limit should be sensitive at low tem-
peratures (ideally below 100 mK) and should have as little back action
as possible, so that the heat conductance is dominated by the electron-
phonon coupling. In the following, we will address few attempts to realize
such a thermometer, based on NIS or SIS’ tunnel junctions, and focus on
their properties near zero bias. The choice of using a tunnel junction is
motivated by the fact the heat conductance can be further suppressed,
compared to a clean NS contact.
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5.2 Model of the zero bias conductance of a hybrid tunnel junction
device
We will consider two junctions in series, forming a SINIS or SIS’IS
structure. We will suppose that both junctions are independent and have
the same normal state resistance RT. Under these assumptions the ap-
plied voltage is split equally between the junctions and ISINIS(V ) = INIS(V/2).
In chapter 2, the different contributions to the total current have been
derived. To summarize, the current through a tunnel junction is a sum
of quasiparticle current (due to regular tunneling, or Andreev reflection)
and Josephson current. All these contributions appear in the following
equation, which gives the conductance at zero applied voltage bias as
G0(T ) =
[
1
RT
(
γ +
√
2π∆S
kBT
exp−∆S/kBT
)
+
eIAN
2kBT
]
I20
(
~IC(T )
2ekBT
)
. (5.2)
This model of zero bias conductance covers all the measured devices,
in which the charging energy can be neglected. It takes several phe-
nomenological parameters, which can usually be extracted in different
ways as explained below.
The normal state resistance RT is measured at a temperature above
the aluminium transition temperature (1.3 K), by fitting the I-V charac-
teristics with a linear model: V = RTI.
The effective γ parameter is introduced to account for all the sub-
gap leakage. Usually, this parameter is extracted from a measurement of
the conductance at the lowest achievable temperature. When the value of
γ is too low to be measured with a usual ammeter, one can use a Single
Electron Transistor (SET) to monitor every sub-gap event [162]. The γ
parameter is usually seen as a figure of merit of the junction quality, as it
closely relates to the error rates of the devices (SET, single electron pump)
based on them [168].
The zero temperature superconducting gap ∆S,0, appearing in the
temperature dependent gap∆S, can be extracted in two ways. First by fit-
ting the SINIS I-V characteristics using Eq. (3.3) for the current. Due to
the heat flows at finite voltage, the normal metal island might be strongly
cooled or heated, and this needs to be taken into account in the fitting
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process [169, 170]. Thus, this approach has to be combined with the com-
putation of the heat balance equation to extract the electronic tempera-
ture [169, 171]. The second way of determining ∆S,0 is to use the Eq. (5.2)
to fit the zero bias slope, for which thermal effects can be neglected, at
temperatures where the quasiparticle conductance dominates.
The disorder-enhanced Andreev current IAN is also considered as a
parameter. It can be theoretically estimated for a large and uniform junc-
tion using Eq. (3.20): IAN = π~/e
3νNAtNR2T. Nevertheless the value ex-
tracted by fitting the step at zero bias in the I-V characteristics might
deviate from this theoretical value [114, 172]. The barrier inhomogeneity,
like the variation of its thickness, has been proposed as a probable reason
for this discrepancy [92, 110].
The critical current IC(T ) is known thanks to the Ambegaokar-Baratoff
(AB) formula, which take the gap of the weaker superconductor ∆S′,0 as a
parameter (in addition to RT and ∆S,0 which are supposed to be already
known from a fit above the transition temperature TCS′ ). Equation (5.2) is
only valid for an overdamped junction, in the limit of small McCumber pa-
rameter, 2eICRC/~≪ 1. In this limit the critical current can be extracted
directly from the I-V characteristics without requiring specific switching
measurement (see chapter 5.4.1).
A spurious heat flow Q˙0 is added to the list of the five previous pa-
rameters to account for the electronic temperature saturation observed
experimentally. The system temperature T is then given by a simplified
heat balance equation Q˙0 = ΣV(T 5 − T 5bath) where we have neglected all
heat conductances but the electron-phonon coupling.
The multiple parameters entering this model allow it to be valid over
a broad range of devices which exhibit different behaviors. Few restric-
tions apply however: the charging energy is neglected; the Thouless en-
ergy is negligible; the junctions are overdamped in the temperature range
we are interested in.
5.3 SINIS measurement
In a SINIS structure the central island is made of a normal metal,
usually copper [122], and connected to superconducting leads through
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tunnel junctions. The superconducting gap, acting as an energy filter,
provides the necessary thermal isolation of the island. We will present
the results of two different thermometers, the first one based on quasi-
particle current and the second one based on the magnitude of the zero
bias Andreev current.
5.3.1 Quasiparticle thermometer
First we ignore Andreev current and set IAN = 0. We further assume a
SINIS structure with ∆S′,0 = 0 in the model of zero bias conductance [Eq.
(5.2)]. In the case where the γ parameter is strictly vanishing, one could
expect infinite responsivity as the conductance is vanishing like e−∆S/kBT .
Experimentally, the γ parameter is finite and the zero bias responsivity
eventually vanishes as the conductance saturates to γ/RT. The respon-
sivity can be simplified depending on whether the zero bias resistance is
saturating due to the γ parameter or not
∂R
∂T
∣∣∣∣
0
=


−RTT
√
∆
2piT e
∆/kBT (T > T0)
−RT
√
2pi
Tγ2
(
∆
kBT
)3/2
e−∆/kBT (T < T0, R/RT ∼ 1/γ) .
(5.3)
The cross-over temperature between the two regimes is given by T0 =
∆/kB[ln(
√
2π∆/kBT0) − ln (γ)] ∼ ∆/kB ln (1/γ) for small γ. The γ param-
eter can reach a value as low as 1.2 × 10−7, obtained in highly resistive
junctions [162]. If the junction resistance is low, the Andreev current is
setting the lower bound of the parameter γ, as can be seen from Eq. (3.12).
In a typical SINIS device presented in Fig. 5.1, with the junction
area A = 0.1 µm2 and the normal state resistance RN = 8 kΩ, the usual
Andreev tunneling sets γ > 3.22 × 10−5. If one includes in addition the
disorder-enhanced Andreev reflection in the 25 nm thin aluminium leads,
the γ parameter is theoretically larger than γ > 1.34 × 10−4. The value
extracted from the fit, γ = 2.17 × 10−4, is in good agreement with this
theoretical prediction, and is limiting the responsivity at temperatures
below 200 mK. For this particular device, the responsivity is found to be
-720 MΩ/K at 200 mK, leading to a NET estimated to be 1 µK/
√
Hz (with
Ibias = 5 pA leading to Gth,J = Gth,e-ph/10 and nf = 1 nV/
√
Hz). This value
is close to the expected magnitude of the temperature fluctuations at zero
frequency,
√
ST ≈ 0.5 µK/
√
Hz for the given volume V = 0.18 µm3 of the
normal island. The bandwidth of the temperature fluctuations is expected
to be around 160 kHz while the impedance of the SINIS structure is lim-
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iting the measurement bandwidth to 1 kHz at best, because of the line
capacitance.
Figure 5.1. Zero bias resistance of a SINIS device. The zero bias resistance is extracted
from a low bias fit of the voltage biased I-V characteristics. The error bars are the 95 %
confidence interval of the linear fit in the range from -2 to 2 pA. At a low temperature,
the resistance increases and the current is reduced. Thus, the signal-to-noise ratio is
decreasing when the temperature is lowered, leading to visible error bars at low temper-
atures.
Increasing the normal state resistance gives two benefits, which di-
rectly follow from Eq. (5.3). First the sensitivity is increased. Second,
the γ parameter is expected to be smaller as the Andreev tunneling is
suppressed, and thus the thermometer will still saturate, but at a lower
temperature (T0 ≈ 165 mK for γ = 1 × 10−6) [173]. Unfortunately, in-
creasing RT does have a major drawback: the bandwidth is reduced, es-
pecially in the sub-gap region where the conductance is small. Embed-
ding a NIS thermometer in a resonant circuit [157] demonstrates bet-
ter performance, as the bandwidth reaches 10 MHz, without sacrificing
much of the NET of the device: 90 µK/
√
Hz (only 25 times higher than
the thermodynamic limit set by the temperature fluctuations). The sam-
ple design resembles the attempt realizing a NIS micro-bolometer [22].
The detailed noise derivation can be found in [23], showing that an opti-
mal resistance exists as a trade off between heat isolation (large RT) and
small shot noise (RT small). Embedding such a NIS tunnel junction in
a resonant circuit [174] allows overcoming the limited bandwidth, usu-
ally at the cost of a reduced sensitivity. Nevertheless, further measure-
ments performed within the PICO group [175] demonstrate a thermome-
ter with NET around 10 µK/
√
Hz, reported as a star in Fig 6.1. Precisely
the same thermometer performing with the same sensitivity at around
40 mK would be enough to record the full spectrum of the temperature
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fluctuations. The microbolometer based on it would be able to measure a
single GHz photon [158].
In conclusion, operating a quasi-particle thermometer near zero bias
has the double advantage of reducing shot noise, as the current is kept
low, and to provide a better heat isolation. The wide temperature range
of such a device is limited only by the junction leakage.
5.3.2 Disorder-enhanced Andreev thermometer
Disorder-enhanced Andreev current offers another alternative for ther-
mometry, providing a positive responsivity at temperatures lower than T0,
i.e. when the quasiparticle conduction is saturated or equivalently when
G0(T ) ≈ γ/RT + eIAN/2kBT . One can define T1 as the temperature where
the disorder-enhanced Andreev current is dominating the conductance.
Under the previous assumption, it reads T1 ∼ eIANRT/2kBγ < T0. One
can already remark that the previous inequality does not always hold. A
cross-over between the disorder-enhanced Andreev current and the quasi-
particle current can happen at a temperature above T0. It is the case
presented in Fig. 5.2, where the resistance first increases, as the quasi-
particle conductance is exponentially suppressed. Then, the resistance
decreases again below the temperature1 kBT1 ∼ ∆/ ln(∆/eIANRT). The
responsivity on the linear slope is positive, and reads
∂R0
∂T
=
2kB
eIAN
. (5.4)
It remains constant over a wide range of temperatures, up to the
effective Thouless energy ETh of the device. For a typical sample, the
Thouless energy is of the order of a few mK, as in Publication III. Below
this temperature the conductance is saturating again, and the respon-
sivity vanishes. This phenomenon is also called re-entrance effect, and
it has been predicted in the context of a NIS junction theoretically [176]
and measured subsequently [177]. Hence, the working temperatures of
a disorder-enhanced Andreev thermometer are in the range from T1 to
ETh/kB.
In our experiments, we were not able to reach this lower bound as the
electronic temperature saturates at around 120 mKwhen cooling the bath
below this temperature. This can be seen in Fig. 5.2 were an external heat
1We assumed ∆/eIANRT ≪
√
2πkBT1/∆ to simplify the given expression of T1.
63
Zero bias slope thermometry
load of Q˙0 has to be introduced into the heat balance equation to capture
the experimental results (blue line). From the parameters of this device,
namely RT = 620Ω/ junction, ∆Al,0 = 225µeV, γ = 3.2× 10−4 and IAN = 140
pA, one can expect T1 ≈ 330 mK which is in good agreement with the
maximum of conductance observed in Fig. 5.2. The value of γ = 3.2×10−4
extracted from the fit can be related to the disorder-enhanced Andreev
reflection in the superconducting electrode, given by Eq. (3.19): γAS ≈
3.9× 10−4 for this device.
Figure 5.2. Zero bias resistance of a SINIS device which exhibits strong disorder-
enhanced Andreev current. The non-monotonic shape of the zero bias resistance is also
called re-entrance effect. The saturation at low temperature is modeled as a spurious
heat load. The parameters entering the model of Eq. (5.2) are given in the text.
Because of the constant responsivity ∂R0/∂T = 2kB/eI
A
N , the NET is
temperature independent and reads NET ≈ 3 µK/√Hz. In this regime,
a thermometer based on Andreev current of ∼ 100 pA should reach the
limit set by the phonon noise at temperatures around 80 mK. On the other
hand, such a device is extremely sensitive to any external heat load both
because of the low electron temperature and the small volume. In order
for the device depicted in Fig. 5.2 to reach an electronic temperature below
80 mK, one has to reduce the external heat load to below 100 aW, which
is however realistic.
In Publication III, we demonstrated a constant responsivity down to
85 mK. The main difference between the device presented here and the
device presented in Publication III, explaining the lower saturation tem-
perature, is the different volume. Common for these two devices is an
engineered normal metal island, where copper has been replaced with a
multilayer sandwich of titanium and gold. An additional thin aluminium
buffer layer ensures a good junction quality. The multilayer structure is
expected to enhance the interference in the normal side of the junction,
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but a systematic study would be required to make definite statements.
In this last sample, where IAN = 37.5 pA, the NET is estimated to be
20 µK/
√
Hz, which is still 10 times higher than the limit set by the tem-
perature fluctuations at 100 mK. The maximum voltage responsivity is
achieved for a current drive amplitude IAN , and is then only a function of
fundamental constants ∂V/∂Tmax = 2kB/e ≈ 172 µV/K. Hence, the only
possible optimization of such a device would be to decrease the electron-
phonon coupling either by reducing the island volume or the working tem-
perature. We have been limited by an external heat load to electronic
temperatures saturating at about 85 mK. Using this kind of a thermome-
ter would nevertheless be a step forward toward a non-invasive electronic
thermometer for low temperatures.
5.4 SIS’IS
Substituting the normal metal N by a superconductor S’ should en-
hance the temperature fluctuations as the electron-phonon coupling is re-
duced by a factor e−∆S′/kBT at low temperatures, provided that the junc-
tion is still isolating the superconducting island form the external envi-
ronment. The energy resolution δE =
√
2kBT 2C of a calorimeter is also
improving as the heat capacity C of the absorber is decreased by the same
amount (ch. 3.5). The temperature of such an island is defined by the
quasiparticle occupation function, thus we request the central island S’ to
be in quasi-equilibrium. In the following sections, we will describe zero
bias slope thermometry of such a junction.
5.4.1 SIS’IS cooling
One question regarding Eq. (3.26) which governs the phase of a SIS’
junction within the RCSJ model is as follows: is the zero bias slope ther-
mometer measuring the electronic temperature T or the temperature of
its immediate physical environment? The saturation of the zero bias
slope, observed when the bath temperature is lowered, gives a hint as
it suggests that the zero bias slope saturates the same way as the elec-
tronic temperature. One may still wonder whether the temperature of
the environment, modeled by the shunt resistance Rs, saturates as well.
In order to conclude between these possibilities, we conceived a device
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where a central titanium island is contacted with two sets of junctions
[121], allowing us to tune locally the electronic temperature of the island
only [see Fig. 5.3 (b)]. The first set of junctions is resistive enough and
thus EJ ≪ kBT so that the current is dominated by the quasiparticles.
Hence, strong cooling (or heating) is expected when a current is passed
trough these junctions. The other set is formed by large junctions, which
have low impedance and thus can carry a large supercurrent. We are us-
ing them as a thermometer. Experimentally, a current of Icool is applied
across the cooling junctions, while the I-V characteristics of the large junc-
tions are measured. The circuits are isolated from each other.
Figure 5.3. Effect of the electronic temperature on the supercurrent peak. (a) I-V char-
acteristics for few different currents applied on the cooling junctions. Optimal cooling is
found experimentally around 350 pA. (b) Scheme of the measurement circuit. The probe
junctions are voltage biased at room temperature (in violet). The I-V characteristics of
the cooler are also measured, with the help of an opto-isolator (depicted as a red broken
triangle).
Fig. 5.3 presents the measurement scheme [Fig. 5.3 (b)] along with
the resulting I-V characteristics for four cooling currents [Fig. 5.3 (a)].
The Ambegaokar-Baratoff formula predicted the maximum of the super-
current peak to be IC,0 ≈ 17 nA for this device. Thus, we expect the junc-
tion to be overdamped, as βc = 0.025. With Tbath = 60 mK, the switching
mechanism is expected to be mainly thermal [178, 179], and the maxi-
mum of the supercurrent peak is smaller than its zero temperature pre-
diction. The amount this maximum current is reduced from the critical
current depends on the frequency dependence of the environment, in ad-
dition to the junction characteristics [131].
For this reason our analysis is only qualitative, but the influence of
the cooling current is clearly standing out as seen in Fig. 5.3 (a). The
larger maximum current is obtained when the coolers are biased near
their optimum working point at 320 pA. In addition, the zero bias slope
gets steeper as predicted by the model of phase diffusion [131]. If a large
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current is applied through the coolers, they overheat the island strongly,
and this explains why the supercurrent peak almost vanishes in the red
curve. With this measurement, we proved that a thermometer based on
the supercurrent slope is indeed measuring the electronic temperature of
the titanium island [124].
5.4.2 Titanium transition edge sensor
Starting from the first measurements, the fabrication has been opti-
mized to increase the ratio EJ/kBTC, both by increasing the transparency
of the junctions and by improving the material quality. Titanium films
with their TC around the bulk value have been successfully and repro-
ducibly fabricated by increasing the deposition rate and carefully clean-
ing the deposition chamber. In the device whose zero bias slope is plot-
ted in Fig. 5.4, the normal state resistance is around 300 Ω per junc-
tion and ∆Ti,0 ≈ 60 µeV. The switching current around 300 nA leads
to EJ/kBTC ∼ 25. In this case the zero bias resistance vanishes quickly
as the gap ∆Ti develops. In this sense, our device is very similar to a
Transition Edge Sensor (TES) described in [12]. In the case of SIS’, the
resistance is varying over a much larger scale compared to a traditional
TES. Instead of varying from zero to the normal state resistance of the
film (a few ohms), the resistance of a SIS’-TES spans a few decades up to
the zero bias quasiparticle resistance, and this is enhancing greatly the
temperature responsivity.
The zero bias resistance is usually measured in a phase locked man-
ner, described in the experimental methods (Ch. 4.3). The AC amplitude
of the biasing current is kept constant, and the frequency ranges from Hz
to few kHz, limited only by the line impedance. The bath temperature can
be controlled by means of a resistive heater anchored on the sample stage,
while monitoring the zero bias slope. The fact that a finite amplitude is
used leads to a smearing of the R(T) response curve when the switching
current becomes comparable to the biasing current, as can be seen in Fig.
5.4 (a).
To estimate the switching current, a full I-V characteristics are ac-
quired for each bath temperature. The result is depicted in Fig 5.4 (b)
along with a fit making use of the Ambegaokar-Baratoff formula of Eq.
(3.24). The resistance extracted this way is larger than the normal state
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Figure 5.4. Titanium transition edge sensor. (a) The zero bias resistance is extracted
from an AC current biased measurement, with a phase-locked voltage measurement.
The smearing near TC is a consequence of the finite AC drive amplitude. The fit (solid
blue line) is using Eq. (5.2) setting IAN = 0, Q˙0 = 0. The inset emphasizes the saturation
of the zero bias slope, while the model demonstrates decay exponentially towards zero.
(b) With the same sample, the I-V characteristics are measured as a function of the bath
temperature, from which the switching current can be extracted. The fit (solid violet
line) uses the Ambegaokar-Baratoff formula, Eq. (3.24).
resistance of the device by a factor of ∼ 60. This effect, a critical current
reduction at all temperatures, has been observed in various other experi-
ments involving small SIS tunnel junctions and is a direct consequence of
the influence of the environment on the dynamics of the Josephson junc-
tion [180].
The device responsivity can be extracted by a numerical derivation
of the R0(T ) characteristic. We used the responsivity extracted this way
to compute the NET. As we are using the supercurrent slope as a ther-
mometer, the maximum amplitude is limited by the switching current of
the weaker one of the two junctions. Exceeding this limit leads to a strong
overheating of the SIS’ junction. The NET in this device was estimated to
be around 2 µK/
√
Hz at 330 mK in Publication II.
One way to reduce the gap between the thermometer NET and the
temperature fluctuation noise is to reduce the temperature at which the
thermometer is operated. The inset of Fig. 5.4 (a) demonstrates the sat-
uration of the measurement for impedances below a few Ω. As a matter
of fact, this saturation is restricting the operating range to temperatures
above 250 mK. The next section has the goal to extend this temperature
range by allowing low noise measurements of devices having impedances
below one Ω.
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5.4.3 Low impedance measurement
TES resistances usually range from vanishing resistance to a few Ω
and their readout electronics is a mature technology. In order to mea-
sure a TES impedance using heavily shielded and thus resistive lines, it
is practical to use a shunt resistor close to the device to voltage bias it
at a low temperature and to employ a Superconducting QUantum Inter-
ference Device (SQUID) to measure the current [12]. A SQUID amplifier
can be seen as a magnetometer monitoring the magnetic field generated
by the current flowing into the input coil. A SQUID is formed by a super-
conducting loop, interrupted by two Josephson junctions. By measuring
the critical current across the device, one can extract the phase difference
between the two superconducting branches, this difference itself is pro-
portional to the magnetic flux enclosed inside the loop. A SQUIPT (Super-
conducting QUantum Interference Proximity Transistor) [181–183] works
on the same principle, but does have a few advantages over a SQUID, es-
pecially its low power dissipation. Furthermore it is a high impedance
device matching well with the noise impedance of our amplifier. For these
reasons, we developed a SQUIPT amplifier, merging an on-chip supercon-
ducting input coil and a SQUIPT. The noise of such a SQUIPT transducer
has not been measured yet, and all attempts so far were limited by the
noise of the voltage pre-amplifier [183, 184].
Figure 5.5. SQUIPT amplifier. (a) False color SEM of a SQUIPT device (in orange), on
top of an aluminium input coil (in blue) protected by a 50 nm thick aluminium oxide
layer. The coil and the SQUIPT are overlapping to concentrate the flux generated by the
coil into the pick-up area of the SQUIPT. (b) Measured current response of a SQUIPT as
a function of the applied magnetic flux. Dashed lines are guides to the eye, representing
the linear response of the SQUIPT transducer with responsivity of 2.42 nA/Φ0.
The SQUIPT responsivity is extracted from the measurement of its
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response to an external magnetic field [Fig. 5.5 (b)], and reads 2.42 nA/Φ0
at maximum, where Φ0 = h/2e is the flux quantum. The input coil is cal-
ibrated and its transfer function is 6.25 × 10−6 Φ0/nA. The total "gain" of
the transducer, Iin/Iout is approximately 2.0 × 10−5. Thus, one can calcu-
late the expected noise of the SQUIPT + amplifier chain, expressed as an
equivalent input noise in ∼ 0.5 nA/
√
Hz, assuming the current amplifier
spectral noise density to be around 10 fA/
√
Hz.
A 0.3 Ω shunt resistor Rsh made out of 0.5 cm of ∅100 µm manganin
wire is shunting the junction at base temperature [see Fig. 5.6 (b)]. The
value is chosen as a trade-off between the expected sample impedance of
a few Ω and the voltage bias range which is limited so that the dissipation
Rlines
R2
sh
V 2max is much smaller than the cooling power of the dilution refrig-
erator. By recording the bath temperature while biasing the sample we
estimated Vmax ≃ 10µV.
The circuit schematic is depicted in Fig. 5.6 (b). The device and the
shunt resistor can be seen as two parallel resistances [Fig. 5.6 (c)], and
the various terminals allow one to choose in which branch the current is
measured. Terminal B is used to bias the sample using a current Ibias.
Depending on which terminal is used as a return path for the biasing
current, the SQUIPT measures either the current flowing in the sample
branch (A and G grounded) or in the shunt resistor branch (D grounded).
The device is effectively current biased if its impedance is larger than the
shunt resistor, and the biasing voltage is then measured with a voltage
amplifier connected to the terminals C and D. D can also be used in com-
bination with G to measure the transfer function of the input coil. The
extra terminals H and I, left open for most of the measurements, allow
to locally tune the electronic temperature of the island without affecting
the SQUIPT, measured trough terminals E and F. An external coil allows
one to apply a constant flux bias across the SQUIPT to tune it to its most
sensitive point.
A slowly varying AC signal has been superimposed to the DC bias
current Ibias to increase the readout sensitivity. The measured voltage is
the phase-locked signal, from which the resistance of Rsh in parallel with
RSIS′IS is extracted. The DC bias voltage is then computed from the mea-
sured parallel resistance and the known DC biasing current. The result
[depicted in Fig. 5.6 (a)] indicates that Rsh > RSIS′IS. Nevertheless, one
can extract RSIS′IS, the setup working then as a Wheatstone bridge, de-
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Figure 5.6. Low impedance measurement. (a) Measured voltage across the device (in
red) and the corresponding extracted RSIS′IS (in blue). (b) Scheme of the measurement
wiring involving a SQUIPT transducer, detailed in the text. (c) Equivalent circuit at low
frequencies.
picted in Fig 5.6 (c). This allowed us to set the upper bound for RSIS′IS
to be around 0.3 mΩ at the lowest temperature. Note that the regular
TES is biased using a few tens of µV, above the supercurrent peak. The
impedance is then of the order of a few Ω, thus this scheme allows one to
measure the impedance of TES but it is not suitable for zero bias ther-
mometry using the supercurrent slope.
In the process, we noticed that having the input coil immediately be-
low the SQUIPT leads to a visible capacitive coupling between the coil
and the loop of the SQUIPT. In other words, the sinusoidal coil current
is affecting the bias voltage in such a way that the phase of the signal
is modified. This could be avoided easily with a better design of the in-
put coil. The main disadvantage of a SQUIPT readout in this present
measurement is the temperature dependence of the SQUIPT responsiv-
ity, which needs to be measured for all bath temperatures. Thus a SQUID
–or SQUIPT– based measurement allows one to extend the zero bias slope
measurements toward lower resistances, when EJ ≫ kBTC. We deter-
mined an upper bound for the zero bias resistance in that case, 0.3 mΩ,
three orders of magnitude improvement in comparison to the direct mea-
surement described in chapter 5.4.2.
5.4.4 Noise measurement
Here we will describe in details the Signal-to-Noise Ratio (SNR) mea-
surement. The signal we are considering is the temperature fluctuation,
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corresponding to the thermodynamic limit of a thermometer (described
Ch. 2.7). The noise NETamp is due to the readout electronics (derived in
Ch. 4.3.3). In the case where the total heat conductance is limited by the
electron phonon coupling (i.e. Gth,Σ ≈ 5ΣVT 4), the SNR takes the simple
form
SNR =
√
ST(0)/NETamp ≈
√
2kB
5ΣVT 2
Ibias∂R0/∂T
nf
. (5.5)
The first step is to measure precisely the responsivity ∂R0/∂T , by
modulating the bath temperature near the transition point with a fre-
quency of 10 mHz and with a typical amplitude of 1 mK [red dots in Fig.
5.7 (a)]. The response of the thermometer is recorded at the same time
[blue dots in Fig. 5.7 (a)]. Responsivity values as high as 10 MΩ/K have
been measured in various samples.
The second step is to extract the noise floor nf of the setup. The FFT of
the thermometer signal is computed [blue line in Fig. 5.7 (b)], and exhibits
a peak at 10 mHz, which is scaled to correspond to the bath modulation
amplitude. This way the FFT is properly scaled, and can be fitted with
the model described by Eq. (4.2). Here nf is the value of the fit at 10 mHz,
and the error bars are given by the standard deviation of the FFT around
nf in the range [5 - 50] mHz. The process is repeated varying the drive
amplitude. The measured noise is plotted in Fig. 4 of Publication II, and
the best SNR in this study reads SNR ≈ 0.2. In Fig. 5.7 (c), we plotted
the SNR for a device with volume V = 9.7 × 10−3 µm3. The expected zero
frequency temperature fluctuation magnitude is
√
ST(0) = 5.5 µK/
√
Hz.
The responsivity has been measured to be ∂R0/∂T = 0.65 MΩ/K. Hence
the improvement of the SNR in this device is mainly due to the lower
working temperature and the smaller island volume. This result is plotted
as a yellow diamond in Fig. 6.1.
The maximal SNR of a TES near TC described by Eq. (5.2) can also
be calculated. One usually introduces the parameter α = d lnR / d lnT
as a figure of merit of a transition edge sensor: α is of the order of 100 in
a high quality transition edge sensor. The SNR of a SIS’-TES is given by
SNRmax ∼ αICRT
nf
√
k2B
5π∆SΣVT 3 e
∆S/kBT , (5.6)
assuming that the conductance is dominated by the quasiparticles when
the superconducting transition of the weaker superconductor S’ occurs at
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Figure 5.7. Extraction of the SNR from real time signals. (a) Time domain signals. In
red the calibrated RuOx thermometer and in blue the zero bias slopes of the SIS’IS
device (RSIS′IS), at an amplitude of the bias current of 200 pA . (b) The same signals
after FFT. The yellow dashed line represents the model described by Eq. (4.2). The
green dashed line is the expected temperature fluctuation limit. (c) SNR. The measured
SNR, extracted from (b) is plotted for few bias currents (i.e. the amplitude of the sine
wave) as black dots. The violet solid line is the SNR given by Eq. (5.5), with
√
ST(0) =
5.5 µK/
√
Hz, ∂R0/∂T = 0.65 MΩ/K. The extracted amplifier noise is nf ∼ 0.1 nV/
√
Hz.
Here again the green dashed line represents the thermodynamic limit with SNR = 1. The
error bars are depicting the scattering of the FFT around the 10 mHz drive, introducing
some uncertainty in the measurement of the NET.
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the temperature TCS′ . We also accounted for the fact that the bias cur-
rent is intrinsically limited to values smaller than IC. The product ICRT
appears in the numerator. This quantity can be replaced by its epression
valid near TC: IC(T )RT ≈ ∆S/e
√
1− T/TCS′ .
In order to increase the SNR, the first possibility is to decrease the
amplifier noise nf , changing the amplifier itself or using the cross-correlation
of two amplifiers to reduce the noise floor [185, 186]. This approach is lim-
ited by the cross-talk of the line or the imperfection of even the best low
noise amplifiers [187].
Another means to increase the SNR is to reduce the volume V of the
metallic island. It is fairly easy to reach a volume as low as 1× 10−3 µm3.
The main trouble is the consequent reduction of the junction size which
leads to Coulomb blockade. We experienced this trouble when the junction
size is reduced below A ≈ 100 × 100 nm2, which corresponds to a volume
V ∼ 2 × 10−3 µm3. Thus one can expect at most an improvement by a
factor 50 of the SNR by reducing the volume of the island. We present
the SNR for a SIS’IS sample where the volume has been decreased to
V ∼ 3 × 10−2 µm3 in Fig. 5.7. In this particular geometry, the junction
area is maximized to decrease as much as possible the charging energy
(A ≈ 1200 × 230 nm2). The SNR is plotted against the amplitude of the
bias current [Fig. 5.7 (c)], for a fixed bath temperature Tbath ≈ 120 mK.
The bias current is limited by the measured switching current Is ≈ 260 pA
at this temperature. The only free parameter in the fit is nf = 0.1nV/
√
Hz.
This is the best SNR measured so far, thanks to the low working temper-
ature and the small volume. The bandwidth of this measurement was
limited to 100 Hz by the drive frequency set to 177 Hz. Ultimately, the
bandwidth of the measurement of SIS’ TES is limited to kHz range by
the line impedance. Nevertheless, the fact that the zero bias resistance
is covering the full range from Rqp down to zero is promising. Such a
device might be included in a RF-readout setup without the need of an
impedance matching circuit.
Few devices in literature have made use of low TC superconducting ti-
tanium films to see their properties greatly enhanced [18]. Unfortunately,
this method suffers from low reproducibility of the Ti films [188]. To tune
the transition temperature, bulk superconductors have been substituted
by bi-layers (Mo-Cu [189], Au-Ti [190], etc.) or alloys (Al-Mn [191]). Us-
ing SQUID arrays to multiplex different devices allows one to construct
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a large number of pixels needed for constructing a detector [192]. Few of
these devices are operating in the thermodynamic regime [46–50, 54] with
a non-trivial thermal model. Our implementation of a SIS’-TES proved to
be sensitive, and after some improvement, able to reach a SNR around
unity, hence approaching the thermodynamic limit.
Our attempt to produce titanium-gold bilayers lead to devices with TC
in the range 100-300 mK, with large variation from sample to sample. In
addition, strong disorder-enhanced Andreev current was observed, with
IAN as high as 300 pA and γ ≈ 2× 10−3.
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6. Summary and outlook
In conclusion, the detectors investigated in this thesis present pre-
liminary steps in studies of temperature fluctuations to be performed.
The figures of merit of these detectors can be summarized in a single plot
(Fig. 6.1) picturing the achieved NET (filled symbols) together with the
corresponding thermodynamic limit (open symbols). The few thermome-
ter technologies studied are depicted with different symbols: stars for the
RF-NIS, diamonds for SIS’ thermometers, and circles for the thermometer
based on Andreev current. The gray grid depicts the expected magnitude
of zero frequency temperature fluctuations, for few different volumes. As
seen in chapter 2.6, the zero frequency fluctuation amplitude ST(0) is in-
creasing with decreasing bath temperature.
Figure 6.1. Comparison of the different thermometers studied in this thesis (full mark-
ers), and the theoretical limit set by the fluctuations of temperature at low frequency
(open markers).
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The ratio between the measured noise and the low frenquency limit
of the temperature fluctuation spectrum
√
ST(0) is defining the SNR. It
has been decreased to reach a value around 2 in a SIS’-TES devices. Fig-
ure 6.1 is not a completely fair comparison though. Only the RF-NIS
thermometers have a large enough bandwidth to measure the full tem-
perature fluctuation spectrum. In order to merge constraints of senitivity
and bandwidth, the RF readout of either SIS’-TES or an Andreev ther-
mometer should be implemented. Furthermore, embedding these latter
two detectors into a resonator (lumped or not) is made easier by the fact
that no DC-bias is required.
The SIS’-TES bolometer optimization will require lower TC of the su-
perconducting film S’. Several options might be considered, like engineer-
ing a gold-titanium bilayer or using an aluminium-manganese alloy. The
main difficulty of these approaches is to create a reproducible fabrication
process providing good junction quality.
The Andreev thermometer is a promising tool for low temperature
thermometry. On the existing samples, a study of the low temperature
saturation would be interesting in order to demonstrate the reentrance
effect [176, 193]. For this purpose, one has to limit the external heat load
to less than 100 aW in the measurement setup. It would be interesting
to see wheter the junction quality or the normal island is limiting the
ratio IAN/I
A
S , as this should be large in order to use Andreev reflection for
thermometry. This study would also give indications on the nature of the
excess Andreev current IAS observed previously in other devices [194].
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