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We theoretically investigate a two-dimensional harmonically-trapped gas of identical atoms with
Rashba spin-orbit coupling and no interatomic interactions. In analogy with the spin Hall effect in
uniform space, the gas exhibits a spin Hall mode. In particular, in response to a displacement of the
center-of-mass of the system, spin-dipole moment oscillations occur. We determine the properties of
these oscillations exactly, and find that their amplitude strongly depends on the spin-orbit coupling
strength and the quantum statistics of the particles.
I. INTRODUCTION
Collective behavior provides an important pathway to-
wards the measurement of various physical properties in
a multitude of systems. In particular, material prop-
erties pertaining to transport often leave an imprint in
the collective motion of the system. For example, the
charge carrier density can be determined by observing
the Hall response [1]. Various magnetic oscillations al-
low to measure the effective mass of carriers, as well as
to quantify the level of disorder in the material [2]. The
speed of sound in a material allows to access information
about such mechanical properties as shear modulus, den-
sity, and compressibility [3]. Recently, vorticity has been
identified as a hallmark of viscous electron transport in
graphene [4, 5].
When it comes to ultracold atomic gas systems, collec-
tive modes have been at the center of the field since the
very first experiments [6, 7]. By “collective modes” in
this context it is meant that the system is perturbed as
a whole. The response to this perturbation is typically
deduced from measurements that probe the full system,
and not its constituents, even in the absence of interpar-
ticle interactions. Arguably the simplest of such modes
is the center-of-mass oscillation (also known as the dipole
mode) of the whole cloud of atoms in a harmonic trap.
Kohn’s theorem states that this mode does not decay, is
not affected by interactions, and that its frequency equals
that of the trap [8, 9]. This theorem does not apply in
the presence of spin-orbit coupling (SOC). SOC breaks
Galilean invariance [10–13], as demonstrated by the al-
tered frequency of the dipole mode [14, 15]. Another
case when Kohn’s theorem does not apply is an out-of-
phase oscillation of two interacting species of atoms in
the same trap, i.e., a so-called (pseudo)spin-dipole oscil-
lation. To probe this mode, a species-dependent force
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FIG. 1. Spin Hall mode: due to the spin Hall effect, a Rashba
spin-orbit-coupled system (grey ellipsoid) in a harmonic trap
(thick parabola) exhibits oscillations of the transverse spin-
dipole moment in response to a displacement away from the
bottom of the trap. During these oscillations the whole cloud
swings back and forth along the axis of displacement, as in-
dicated by the thin arrow. More importantly, the transverse
spin-dipole moment also oscillates, whereas the total spin of
the cloud remains zero. This is visualized in the figure by the
alternating separation of the average positions of the spin-up
(red) and the spin-down (blue) particles. The spin quanti-
zation axis is perpendicular to the spin-orbit-coupling plane,
whereas the spin-separation axis is perpendicular to both the
spin axis, and the direction of displacement.
displaces the clouds of the two species with respect to
each other while keeping the center of mass of the whole
system at the bottom of the trap. Such oscillations have
been observed in various experiments with bosons [16–
19], fermions [20, 21], as well as mixtures of bosons and
fermions [22–24].
A similar excitation in response to a spin-independent
force known as the intrinsic spin Hall effect has been cen-
tral to the field of spintronics [25, 26]. There, a transverse
spin current is generated in response to a longitudinal
charge current in a uniform system. This occurs generi-
cally due to the presence of a (Rashba [27] or Dresselhaus
[28]) SOC, since the spin of different momentum states
precesses differently in response to a spin-independent
force. Building up on this knowledge, we analyze such a
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2situation in the presence of a trapping potential, where
one expects a similar response to occur (Fig. 1). Contrary
to the spintronics nomenclature, in the ultracold-atom
literature, the spin Hall effect almost [29] always refers
to the two eigenstates of a system with one-dimensional
(also known as equal Rashba-Dresselhaus) SOC experi-
encing opposite transverse forces in the absence of spin
precession [30, 31]. Spin is correspondingly conserved in
one direction in these ultracold-atom experiments. How-
ever, this does not have to be the case in general. Indeed,
spin is typically not conserved in solid-state spintronics
experiments [26].
Several different schemes of inducing a two-
dimensional SOC in ultracold atom systems have
been proposed [32–35] and at least one of them has been
experimentally realized [36]. Hence, we are motivated
to investigate the collective modes of a harmonically
confined gas in the presence of a two-dimensional SOC.
Furthermore, since all the experimentally realistic two-
dimensional SOC schemes involve some degree of heating
[10, 11, 37], at least the early experiments are likely
to operate in the thermal-gas regime. Therefore, we
study quantum degenerate thermal, i.e. noncondensed,
fermions and bosons. In this regime energy scales set by
various scattering processes (interparticle interactions)
are small compared to the thermal energy, allowing us
to neglect interaction effects in this study. Moreover,
we do not consider the constant Zeeman terms leading
to an anomalous Hall effect [38] here. This allows us to
stay in the regime where the transverse Hall response
only exists in the spin channel.
Our main finding is that a collective mode in the trap
analogous to the spin Hall response in the uniform system
is indeed present. We call this mode the spin Hall mode.
The amplitude of this response depends in a nontrivial
way on the SOC strength, and is different for Bose and
Fermi particles (Figs. 4 and 6).
This paper is organized as follows. In Sec. II we present
the problem and introduce the notation. We treat the
weak-SOC and strong-SOC limits analytically for the
lowest-lying states in Sec. III. In Sec. IV we present an
exact numerical treatment of both bosonic and fermionic
degenerate gases at nonzero temperature. Finally, Sec. V
summarizes our results and provides some directions for
future work.
II. THEORETICAL FRAMEWORK
A. System
The Hamiltonian of our system
H = HK +HR +HT (1)
consists of the kinetic energy term HK , the Rashba SOC
term HR, and the harmonic trapping potential HT . It
is assumed from the outset that a steep trapping poten-
tial in the z direction dominates all other energy scales,
allowing us to concentrate on the dynamics in the x–y
plane. It is convenient to treat the problem in the units
where the reduced Planck constant, particle mass and
trap frequency are set to unity, ~ = M = ωT = 1. In
these units,
HK = p
2/2 = (p2x + p
2
y)/2, (2)
HT = x
2/2 = (x2 + y2)/2, (3)
where vectors are denoted by the bold font, x is a vector
of coordinate operators, and p is a vector of momentum
operators. We keep identity matrices in spin space im-
plicit throughout the article. The Rashba SOC Hamilto-
nian is
HR = v(σxpy − σypx), (4)
where v is the Rashba SOC strength, and σi are the Pauli
matrices. Using polar coordinates in the plane, px =
p cos θ and py = p sin θ, as well as introducing the spin
raising and lowering operators
σx = σ+ + σ−, (5)
iσy = σ+ − σ−, (6)
the SOC part of the Hamiltonian can be written as
HR = ipv
(
σ+e
−iθ − σ−eiθ
)
. (7)
The two eigenspinors of HR, namely,
χ± =
1√
2
(±ie−iθ
1
)
(8)
only depend on the direction of the momentum in the
plane, and not on its magnitude. In the absence of the
trap, the energies of the two branches corresponding to
these eigenspinors are
E± =
p2
2
± pv. (9)
The Hamiltonian H and its various extensions have al-
ready been the subject of several investigations. Most of
the work has concentrated on the study of Bose-Einstein
condensates and their dynamics [39–45]. Some attention
has been paid to the interplay between interactions and
SOC [46–48], as well as rotations and SOC [49, 50]. More-
over, various properties of this system in anisotropic (de-
formed) trapping potentials have been investigated [51–
53]. Regarding dynamics, it was shown that a sudden
ramp up of the SOC strength initiates collapse and re-
vival dynamics of the total magnetization for a Fermi gas
[54].
B. Moments and modes
In general, one may excite the system using an oper-
ator O1 and witness the response of the system to this
3perturbation in the evolution of the expectation values
of an operator O2. The response to excitations are inti-
mately related to the eigenmodes of the system.
In a trapped system of ultracold atoms, a natural ex-
citation is a small shift of the center of mass of the sys-
tem (or, equivalently, the bottom of the trapping poten-
tial). Such a perturbation with an infinitesimal ampli-
tude |x0|  1 in a direction xˆ0 = x0/|x0| is described
by a translation operator
T = 1− ip · x0. (10)
In general, this excitation may result both in longitudinal
response (along xˆ0), and transverse response (along xˆ
⊥
0 ,
which is perpendicular to xˆ0).
Arguably the simplest observable is the center-of-mass
position, namely, 〈x〉. In a trapped system in the ab-
sence of SOC, the response to T is fully described by a
single-frequency oscillation in the longitudinal channel of
the center of mass position of the cloud, 〈x · xˆ0〉, and is
known as the dipole mode or Kohn’s mode as described
in the introduction. In the presence of SOC this mode is
significantly modified [14], as will also be demonstrated in
the subsequent discussion. The center of mass response
in the transverse channel, 〈x · xˆ⊥0 〉, corresponds to the
anomalous Hall effect. It requires a nonzero Berry cur-
vature in momentum space, which can for instance be
achieved by adding a Zeeman term to our SOC Hamilto-
nian. An oscillation of the center-of-mass position trans-
verse to the direction of the excitation is therefore called
the anomalous Hall mode [38].
Even though expectation values of various other oper-
ators are also accessible to ultracold atom experiments
(see, e.g., Ref. [55]), we limit our discussion to the spin-
dipole moment 〈xiσj〉. As mentioned earlier, it is pos-
sible to initialize an ultracold-atom system in a state
with a nonzero spin-dipole moment by separating out the
two spin states in position space [16, 17, 19–24]. Subse-
quently, a weakly-interacting system in the absense of
SOC exhibits spin-dipole oscillations due to harmonic
confinement, known as the spin-dipole mode.
From the perspective of spintronics, a transverse spin-
dipole moment or spin accumulation 〈xˆ⊥0 σz〉, which
emerges in response to a spin-independent perturbation
T or voltage, is known as the spin Hall effect [25]. Here
we consider exactly such a setup. Namely, we start from a
state with a vanishing spin-dipole moment, apply a spin-
independent perturbation, Eq. (10), and subsequently
observe oscillations in both the longitudinal center-of-
mass position and transverse spin-dipole moment. It is
therefore natural to call this collective oscillation the spin
Hall mode. In what follows, we investigate this spin Hall
mode, focusing on the time dependence of the spin-dipole
moment. In particular, we are interested in the magni-
tude of the spin-dipole moment, which builds up in time.
III. ANALYTIC RESULTS
In this section we present an analytic solution for the
ground-state response to driving when the SOC is either
weak or strong compared to the harmonic trap. Due
to time-reversal invariance, all single particle states are
doubly degenerate (Kramer’s pairs). Hence, this system
has two degenerate many-body ground states, |g1〉 and
|g2〉, regardless of the strength of the SOC. Considering
different occupation for these two states breaks the time-
reversal symmetry and results in a spurious anomalous
Hall effect. We thus assume that these two ground states
have equal occupation.
We follow the unitary evolution of each of the two de-
generate ground states of the system after applying an
infinitesimal translation operator
T = 1− ipxx0, (11)
in the x direction. In general, a convenient method to im-
plement unitary time evolution in the Schro¨dinger picture
is projecting the translated state onto the eigenbasis of
the full HamiltonianH. To this end, we define the projec-
tion operator Pj = |j〉〈j| with respect to the eigenstate
|j〉 of H. We are interested in two types of response.
First, we consider of the center-of-mass position. For a
single state |s〉, the evolution of the average position is
given by
〈x〉s ≡
∑
j,k
e−i(Ek−Ej)t〈s|T †P†jxPkT |s〉, (12)
and therefore for the two ground states we have
〈x〉 = 1
2
∑
s=g1,g2
〈x〉s, (13)
where the factor 1/2 enters as we consider a mixture of
both ground states with equal probability. In the ab-
sence of SOC, this expectation value oscillates with the
trap frequency ωT . Second, we investigate the spin-dipole
moment, the evolution of which for a state |s〉 is
〈yσz〉s ≡
∑
j,k
e−i(Ek−Ej)t〈s|T †P†j yσzPkT |s〉, (14)
and hence for the two ground states we have
〈yσz〉 = 1
2
∑
s=g1,g2
〈yσz〉s. (15)
The spin-dipole moment is only excited by the center-
of-mass displacement in the presence of SOC. These two
expectation values behave qualitatively differently in the
weak and strong SOC regimes. This is expected since by
going from weak to strong SOC, the system undergoes
a dimensional reduction from two-dimensional (2D) to
effectively one-dimensional (1D) dynamics (see Ref. [56]
and references therein for more details). We consider this
behavior in detail below.
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FIG. 2. Center-of-mass position and spin-dipole moment
oscillations (spin Hall mode) as a response to displacement
of the two ground states along the x direction with the dis-
placement amplitude x0 in the weak SOC regime (v = 1/10).
We compare exact numerical results (x0 = 1/100, blue solid
line, see Sec. IV for more details) to the analytical results in
Eqs. (19) and (20) (infinitesimal x0, yellow dashed line) for 10
trap periods. Fourier transforming these signals and restoring
dimensions yields two peaks at the energies ~ωT ±Mv2.
A. Weak SOC
In the weak SOC limit v  1 a natural basis for our
problem consists of the two-dimensional harmonic os-
cillator eigenstates |n,m,ms〉, where n is the principal
quantum number, m is the angular momentum quantum
number, and ms is the spin projection quantum number.
Nondegenerate perturbation theory can be employed in
this case since m + ms is a good quantum number [47].
Since there are two small parameters, x0  1 and v  1,
capturing the response to the lowest order is especially
straightforward in this regime. Thus, it is sufficient to
consider the second-order energy correction due to HR,
∆En,m,ms =
En,m 6=En′,m′∑
n′,m′,m′s
∣∣〈n,m,ms|HR|n′,m′,m′s〉∣∣2
En,m − En′,m′ .
(16)
As the translation operator couples the ground state
|0, 0,ms〉 to the states |0,±1,ms〉, the following correc-
tions are required [47] :
∆E0,0,↑ = −v2,∆E0,1,↑ = −2v2,∆E0,−1,↑ = 0, (17)
∆E0,0,↓ = −v2,∆E0,1,↓ = 0,∆E0,−1,↓ = −2v2. (18)
We now take the 2D harmonic oscillator eigenenergies
with second-order perturbative corrections due to HR
in addition to the unperturbed 2D harmonic oscillator
eigenstates. Expanding to the lowest nonvanishing cor-
rection we obtain
〈x〉 = x0 cos t cos v2t, (19)
〈yσz〉 = −x0 cos t sin v2t, (20)
in this limit. Hence, taking a Fourier transform of either
〈x〉 or 〈yσz〉 and restoring dimensions yields two peaks
at the energies ~ωT ±Mv2. Note, however, that in the
limit of weak SOC, increasingly long observation times
are required in order to achieve the resolution sufficient
to distinguish the two peaks in the Fourier spectrum of
this signal. Therefore, it might be more useful to analyze
the response directly in the time domain. We compare
these analytical results with a numerical simulation for
v = 1/10 in Fig. 2. Note that in this weak SOC regime,
center-of-mass oscillations occur around the bottom of
the trap with approximately the trap frequency. Here
SOC introduces a modulation with a frequency v2. The
spin-dipole response is shifted by a phase of pi/2 with
respect to the center-of-mass oscillation. The amplitude
of the spin-dipole response is the same as the amplitude
of the center-of-mass oscillation for the two ground states
in this v  1 regime. However, note that the spin-dipole
moment takes a long time to build up when v is small,
practically limiting the magnitude of the response, see
Fig. 2.
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FIG. 3. Center-of-mass position and spin-dipole moment
oscillations (spin Hall mode) as a response to displacement
of the two ground states along the x direction with the dis-
placement amplitude x0 in the strong SOC regime (v = 10).
We compare exact numerical results (x0 = 1/100, blue solid
line, see Sec. IV for more details) to the analytical results in
Eqs. (36) and (37) (infinitesimal x0, yellow dashed line) for
10 trap periods. Fourier transforming the 〈x〉 signal, discard-
ing very small frequencies and restoring dimensions yields two
peaks at the energies ~ωT and ~ωT + 1/Mv2.
B. Strong SOC
In this section we apply the procedure of dimensional
reduction pioneered in the field of topological insulators
[56] to our system. It allows us to obtain the spec-
trum and the wavefunctions explicitly in the strong SOC
regime 1/v  1. The spectrum of the system in this limit
has already been presented in, e.g., Ref. [40].
In preparation to treating the problem in the strong
SOC regime, it is convenient to write down the
Schro¨dinger equation in momentum space,(p2
2
+ ivp
(
σ+e
−iθ − σ−eiθ
)
− 1
2
(
1
p
∂p [p∂p]
)
− 1
2
1
p2
∂2θ
)
Ψ = EΨ. (21)
We now make an Ansatz
Ψ = ψ+(p)χ+(θ)e
−imθ + ψ−(p)χ−(θ)e−imθ, (22)
5which allows us to see that different m states are not
coupled since
−∂2θ
(
χ±e−imθ
)
=
(
m [m+ 1] +
1
2
)
χ±e−imθ
−
(
m+
1
2
)
e−imθχ∓e−imθ, (23)
and[
p2
2
+ ivp
(
σ+e
−iθ − σ−eiθ
)]
Ψ = E+ψ+χ+e
−imθ
+E−ψ−χ−e−imθ. (24)
Projecting Eq. (21) to the two branches yields
E±ψ±−1
2
(
1
p
∂p [p∂pψ±]
)
+
1
2p2
[(
m [m+ 1] +
1
2
)
ψ± −
(
m+
1
2
)
ψ∓
]
= Eψ±,
(25)
where E± was defined in Eq. (9). Note that all the con-
siderations up to this point have been exact. Now we spe-
cialize to the strong SOC regime, where the two branches
are separated by a large energy gap, save for the p = 0
point. Relying on this fact, we assume that the upper
branch is empty, ψ+ = 0, while the lower branch is de-
scribed by the wavefunction
ψ− = f(p)/
√
p. (26)
The Schro¨dinger equation for f(p) thus is
E−f− f
8p2
− 1
2
∂2pf+
1
2p2
(
m [m+ 1] +
1
2
)
f = Ef. (27)
In order to investigate the low-lying states close to the
Rashba ring p = v, we complete the square,
−1
2
∂2pf +
(
p2
2
− pv + v
2
2
)
f − f
8v2
− v
2
2
f
+
1
2p2
(
m [m+ 1] +
1
2
)
f = Ef, (28)
and notice that the first two terms on the left-hand side
describe a one-dimensional harmonic oscillator. For the
remaining terms, we approximate p ' v and obtain the
following spectrum:
Eνm =
(
ν +
1
2
)
− v
2
2
+
1
2v2
(
m [m+ 1] +
1
4
)
, (29)
where ν is the quantum number of the 1D harmonic oscil-
lator. Note that this spectrum preserves the degeneracy
of the Kramer’s pairs and in particular there are two
ground states with the energy,
E00 = E0−1 =
1
2
− v
2
2
+
1
8v2
. (30)
This spectrum has been shown to match the strong SOC
spectrum for the low-energy states very well [40, 44]. In
this approximation, momentum-state wavefunctions are
Ψνm = fν(p− v) 1√
2p
(−ie−iθ
1
)
e−imθ√
2pi
, (31)
where
fν(p) =
1√
2νν!
1
pi1/4
e−p
2/2Hν(p) (32)
are the 1D harmonic oscillator eigenstates, and Hν de-
notes the Hermite polynomial.
We now apply the translation operator in the x direc-
tion on the two ground states,
TΨ00 = Ψ00
− ix0
2
(
Ψ11√
2
+
Ψ1−1√
2
+ vΨ01 + vΨ0−1
)
, (33)
TΨ0−1 = Ψ0−1
− ix0
2
(
Ψ10√
2
+
Ψ1−2√
2
+ vΨ00 + vΨ0−2
)
, (34)
where we have used one of the Hermite function recursion
relations, namely,
pfn(p) =
√
n
2
fn−1(p) +
√
n+ 1
2
fn+1(p). (35)
Subsequently, Eqs. (13) and (15) yield
〈x〉 = x0
4
(
cos t+ 2 cos
t
v2
+ cos
[
t+
t
v2
])
, (36)
〈yσz〉 = −x0
4
sin
t
v2
. (37)
Taking a Fourier transform of the 〈x〉 signal, discarding
very small frequencies and restoring dimensions yields
two peaks at the energies ~ωT and ~ωT + 1/Mv2. We
compare these analytical results with a numerical sim-
ulation for v = 10 in Fig. 3. Note that in this strong
SOC regime, center-of-mass oscillations are qualitatively
different from the dipole mode in the absence of SOC.
In particular, here the center-of-mass position oscillates
around the initial position x0 and not the bottom of the
trap [45] which is ultimately due to the physical momen-
tum being substantially different from the canonical mo-
mentum [57]. Note further that the amplitude of the
spin-dipole response is only one quarter of that of center-
of-mass oscillations.
IV. EXACT NUMERICAL RESULTS
While at zero temperature for small perturbation am-
plitude x0  1 and extreme SOC strengths v  1
6and v  1 we have managed to obtain analytical re-
sults, other regimes remain unexplored. To address this,
we turn to numerically evaluating the evolution of the
system. In this way, we can cover perturbation ampli-
tudes and SOC strengths of any magnitude. We consider,
moreover, nonzero temperature.
We now investigate the amplitude of the spin-dipole
moment oscillations in response to a small (one tenth
of the trap length) displacement of the center-of-mass
position of a system of either bosons or fermions. We
limit the time of evolution to ten trap periods so as to
account for the finite lifetime of ultracold atomic samples
in the experiment. In order to explore qualitative effects
of statistics and temperature on the spin Hall mode, we
consider a system of 100 particles at three temperatures,
kBT = 1/10, 1, 3/2 in the units of trap energy, where kB
is the Boltzmann constant. The number of particles is
limited by computational requirements.
In practice, we fix the number of particles N = 100
and solve
N =
∑
s
1
exp ([Es − µ] /kBT )∓ 1 , (38)
for the chemical potential µ, where the sum runs over the
eigenstate energies Es, and the upper (lower) sign corre-
sponds to bosonic (fermionic) statistics. Subsequently,
we compute how the expectation values evolve in time:
〈x〉 = 1
N
∑
s
〈x〉s
exp ([Es − µ] /kBT )∓ 1 , (39)
〈yσz〉 = 1
N
∑
s
〈yσz〉s
exp ([Es − µ] /kBT )∓ 1 , (40)
where the time-dependent center-of-mass position and
spin-dipole moment for a state s, namely, 〈x〉s and
〈yσz〉s, have been defined in Eqs. (12) and (14). We em-
phasize that these quantities are evaluated exactly in our
non-interacting system [58]. Since the results for bosons
and fermions are quite different, we present them one
after another.
For bosons the amplitude of the response is given in
Fig. 4. For all investigated temperatures, the plot can
be roughly divided into three parts: weak, strong and
intermediate SOC strength. Whereas the explanation of
the first two regimes are relatively straightforward, the
same cannot be said about the intermediate regime of
0.6 . v . 7. In the limit of weak SOC (small v), the evo-
lution of the spin-dipole moment displays a very weak
temperature dependence and can be described analyti-
cally (Sec. III A). This approximation is only accurate
up to the first peak, which occurs at v ' 0.15. However,
by employing Eq. (20) as an Ansatz we are able to fit the
response up to v ' 0.6. Explicitly, we use
〈yσz〉 = −a(v) cos t sin f(v) t, (41)
where now the amplitude a and the frequency f depend
on the SOC strength, see Fig. 5 (left). For small v, the
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FIG. 4. Maximum amplitude of the transverse spin-dipole
moment 〈yσz〉 for 100 bosons, normalized to the initial center-
of-mass displacement amplitude x0 (equal to 1/10 of the trap
length), observed over the time interval of ten trap peri-
ods. Three temperatures in the units of the trap energy have
been investigated: kBT = 0.1 (blue triangles), 1 (orange di-
amonds), and 1.5 (green circles). At weak and strong SOC,
the response can be described analytically at zero tempera-
ture (red solid curves, Eqs. (41) and (37), see Sec. IV for more
details).
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FIG. 5. Left: the amplitude a (blue solid line) and the
frequency f (yellow dashed line) fits for the spin-dipole mo-
ment Ansatz in Eq. (41) of 100 bosons. Right: the center-
of-mass position (blue solid line) and the transverse spin-
dipole moment (yellow dashed line; multiplied by a factor
of 5 for clarity) for 100 bosons at v = 1 (intermediate SOC
strength), where the amplitude of the spin-dipole moment
response shows a local minimum for bosonic particles at all
considered temperatures.
response is virtually independent of temperature in the
range that we have investigated, as almost exclusively
the two degenerate ground states are occupied. This is
because the spectrum in this regime consists of weakly-
perturbed harmonic oscillator states, therefore resulting
in exponentially suppressed occupation of excited states
for bosons. We are also able to explain the results in the
limit of strong SOC v & 7 at low temperature, as there
the spin-dipole moment approximately follows the evolu-
tion described in Eq. (37). However, in this regime the
match is not perfect at any nonzero temperature, and it
7worsens as the system is heated. This is because the gaps
in the spectrum decrease for moderate SOC strength due
to effective dimensional reduction [cf. Eq. 29], and thus
excited states are readily occupied. Note that this is
also the reason why the effect of temperature on the re-
sponse is the strongest for moderately strong SOC. When
several states are occupied, the behavior becomes more
complicated. In particular, since different-energy states
contribute oscillations of different frequencies and phases
to the response, it is not straightforward to explain the
minimum and the maximum shown in Fig. 4 for the in-
termediate values of v. To illustrate the typical response
in this intermediate regime, in Fig. 5 (right) we show the
evolution of the transverse spin-dipole moment for v = 1,
which is the local response minimum for all considered
temperatures.
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FIG. 6. Maximum amplitude of the transverse spin-dipole
moment 〈yσz〉 for 100 fermions, normalized to the initial
center-of-mass displacement amplitude x0 (equal to 1/10 of
the trap length), observed over the time interval of ten trap
periods. Three temperatures in the units of the trap energy
have been investigated: kBT = 0.1 (blue triangles), 1 (orange
diamonds), and 1.5 (green circles). The points at each tem-
perature are joined by a line of the corresponding color for
clarity.
Occupation of several states is particularly relevant
for fermions (Fig. 6). In that case, the interference of
responses of various states plays a crucial role, result-
ing in several local minima and maxima, which become
sharper as temperature decreases. However, the quali-
tative structure of the response is similar to bosons, in
the sense that there is a global maximum at v ' 0.13
(compare to v ' 0.15 for bosons), and the response be-
comes progressively weaker for stronger SOC. In the re-
gion 3 < v < 10 the response is below 0.05 and decays
very slowly with increasing SOC strength for all consid-
ered temperatures, and hence we have excluded this re-
gion from the plot.
Finally, we would like to emphasize that all the re-
sults reported thus far are in the limit of small initial
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FIG. 7. Maximum normalized amplitude of the transverse
spin-dipole moment 〈yσz〉 for 100 bosons (solid blue line) and
fermions (dashed yellow line) at a temperature of kBT = 1/10
and SOC strength v = 0.15 observed over the time interval
of ten trap periods as a function of the initial center-of-mass
displacement amplitude x0.
displacement. The response of the system is nonlinear
in the sense that the maximum amplitude of the spin-
dipole moment oscillation strongly depends on the initial
displacement, Fig. 7.
V. SUMMARY AND OUTLOOK
We have investigated a harmonically-trapped system
with Rashba SOC and no interparticle interactions. In
particular, we have studied the response of the system to
a small displacement away from the bottom of the trap.
We found that in addition to the expected center-of-mass
oscillations, a dynamics of the spin-dipole moment is in-
duced. This spin-dipole moment dynamics is transverse
to the displacement direction, and is analogous to the
spin Hall effect. Therefore, we dubbed this collective
mode the spin Hall mode.
Furthermore, we have performed an exact numerical
study of the qualitative effects of temperature and statis-
tics on the amplitude of the spin-dipole moment oscil-
lations. For bosons in the weak-SOC and strong-SOC
limits, the response is captured by analytic expressions.
In the intermediate-SOC region for bosons, as well as
for fermions at any SOC strength, the spin-dipole mo-
ment oscillations appear anharmonic. Even though the
amplitude of these oscillations as a function of the SOC
strength is different for bosons and fermions, we have
found that in regions where the spin Hall response is the
strongest, the effects of temperature and statistics are
weak. We hope that our analysis will stimulate experi-
mental work on collective modes of ultracold atomic gases
with 2D SOC.
In future work, building on more formal results [59], it
8might be possible to extend the simple analytical treat-
ment presented here. Furthermore, as some of the realis-
tic Rashba SOC implementation schemes [33] might re-
sult in various anisotropies, it is both feasible [51–53] and
desirable to investigate the effects of such anisotropies
on the spin Hall mode in an approach similar to the one
presented here. In order to make quantitative predic-
tions for experiments, in addition to anisotropies, careful
accounting for the nonlinear behavior of the system is
important. Exploring interaction effects, for example, in
a mean-field (Hartree-Fock) type of treatment is another
promising research direction. Finally, one could inves-
tigate how the results presented here are altered in a
Bose-Einstein-condensed phase or in the presence of pair
condensation.
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