Abstract: Three statistics methods, gray-level co-occurrence matrix, autocorrelation function and spectrum statistics, were used to extract feature vector of various halftone images for halftone image classification. The classification performances of three kinds of feature vectors were assessed by three classifiers: radial basis function neural network, least mean square and principal component analysis. Experimental results showed the autocorrelation function is better than other two methods for classification of halftone image. It indicated the best classification performance when the parameter K=64 and L=8.
INTRODUCTION
With the development of digital technology, increasing numbers of researchers focused on research of various inverse halftoning. There are two types of inverse halftoning, named universal inverse halftoning, such as neural network [1] , color inverse halftoning [2] , edge-based LUT [3] , lookup table based on image local statistical properties [4] , and special inverse halftoning, such as low pass filter [5] , maximum a posteriori estimation [6] and projection onto convex sets [7] . The former represent the universal inverse process of all sorts of digital halftoning mode. But these methods will lead to difficulty on optimal image reconstruction due to the lack of halftone image information. The latter describes the inverse halftoning for specific halftone image. But in practice, it is difficult to obtain the optimal reconstruction for unknown type of halftone images. In order to solve the above problem, research on classification of halftone image is necessary. It can improve the quality of the image reconstruction by choosing an inverse halftoning technology to reconstruct image after classifying halftone image. This paper focuses on textural feature modeling of various halftone images.
Texture is an important visual cue. It widely exists in various images, such as natural scenery images and remote sensing image. Of course, it also exists in halftone image. Due to usage of the error-diffusion kernel and dither matrix in digital halftoning, various artificial textures always exist in halftone images. The ordered dithering with the screen matrix will result in the periodic artifact wormlike texture and most of the image details, which exist in the contone images, are lost due to halftoning process. The dispersed ordered dithering will produce the unwanted artificial texture [8] . The so-called "dot gain" will come in clustered ordered dithering images due to non-ideal behavior of printers. The error diffusion will cause the irregular or non-periodic texture of halftone images, such as wormlike pattern, checkerboard pattern and diagonal strip pattern. One of the most observable artifacts of error diffusion images is the periodically repeating patterns appearing in the areas where the input is constant or slowly varying [9] . Fortunately error diffusion gives better halftone quality for printers which do not suffer from dot gain. Basically, the power spectrum of the halftone error will be concentrated in high frequencies, and this type of error is called blue noise [10] . There also are artificial periodic patterns in halftone images produced by dot-diffusion method [8] .
How to describe these textural features? Textural feature representation has received considerable attention during the past decades and many methods have been presented in many literatures. Liu L, et al. summarized all texture representation methods before 2009 and divided them into four categories as: statistic, model, signal processing and structural method [11] . Among these methods, the statistical method was applied widely due to its simplicity and easiness of implementation. In statistical method, the statistical properties, such as pixel and its first order, second order, and high order statistical properties in its neighborhood, were thoroughly researched. There are many statistical methods: autocorrelation function (AF), gray level co-occurrence matrix (GLCM) [12] , spectrum statistic (SS), local binary pattern (LBP) [13] , gray level run-length matrix (GLRM) [14] , gray level difference matrix (GLDM), and cross diagonal matrix (CDM).
It is proved that GLCM has become a beacon in all statistical methods. Due to its simplicity and low computation complexity, AF was used widely. SS was further studied because of its robustness. Researchers paid more attention to LBP for its rotation invariance and its multi-scale features, however, our experiment results show that LBP gives bad result for halftone image texture representation. Due to bad discriminative ability of texture features and larger computation time, the application of GLRM, GLDM and CDM are limited and there is little researches concerning these methods [11] . For halftone image classification, up to now, there are only several texture modeling methods, e.g., AF [15] , GLCM [16, 17] , LMS based on Fourier spectrum [18, 19] . These three methods were well for halftone image classification. They were true? So the purpose of this paper is to assess three modeling methods: GLCM, SS and AF from two aspects: feature representation and classification performance by experiments on common datasets.
FEATURE MODELING

GLCM
Based on estimation of second order conditional probability density of image, GLCM described the probability that a pair of pixels with gray value i and j appear in direction θ and distance d. GLCM, a symmetric matrices, is the function of distance d and direction θ and its order is decided by gray level of an image. 14 kinds of texture feature can be drawn from GLCM [12] . Element value n(i, j, d, θ) in GLCM means the statistics frequency numbers of a pair of pixels in which a pixel f(x, y) with gray level i is apart from another pixel f(x+Δx, y+Δy) with gray level j about distance d in direction θ as shown in Fig. (1) . For the simplicity, n(i, j, d, θ) is replaced by probability p as follows. [(x,y) [20] . In this paper, the image is divided into sub-block with same size K×K and θ is set as the above mentioned four angles in each sub-block where d<K. 5 kinds of GLCM features are used in each direction to form GLCM feature vector of sub-block, namely there are 20 elements in a GLCM vector. We regard the mean of GLCM vectors in all sub-blocks of halftone images as the GLCM features.
SS
Image spectrum means the periodical or similar periodical texture structure of 2D image described by frequency characteristics of Fourier spectrum. Protuberant peak values in Fourier spectrum represent the principal direction of texture pattern. The position of peak value in plane of spectrum domain describe fundamental period of texture pattern. If the periodic components were removed by a filter, the rest of non-periodic components can be easily described by the spectrum statistic method. In fact, the spectrum map can be transferred into a polar coordinate diagram, as shown in Fig.  (2a) . Fourier transform is signified by F(r, θ) and the spectrum after Fourier transform is denoted by S(r, θ), then S(r, θ)=| F(r, θ)| 2 . Given a fixed direction θ, S(r) is a one dimensional function about r. In the same way, given a fixed frequency r, S(θ) is a one dimensional function about θ.
Given θ, we can acquire the behavior characteristics of spectrum along the direction from initial point via S(r). Similarly, we can get the behavior characteristics of spectrum along a circle via S(θ). For discrete image, we can acquire the global description of texture along a direction θ or a circle with radius r by summing the spectrum in same r or θ.
That is to say, we can get the spectrum features. The formulas for computing spectrum features of images are shown as follows.
S(r)
The spectrum energy on the whole image consist of S(r) and S(θ). Small r result in large S(r), or it brings about small S(r). Large S(r) shows the rough texture structure of image. Conversely, it shows the fine texture structure. The spectrum energy focuses on the value close to the origin point in rough texture, such as A curve shown in Fig. (2b) . Reversely, the spectrum energy will focuses on the value far from the origin for the fine texture such as B curve in Fig. (2b) . Fig. (3) shows the spectrum energy of two halftone image. From these examples, we can conclude that the different type of halftone image patterns have different curve S(r) but the curve S(θ) seem to be same. From above discussion, S(r) is used for feature representation in this paper. Our method is: after the image is divided into sub-blocks with the same size K×K, spectrum S(r) is obtained from each sub-block (r≤K/2-1). Lastly, the mean of spectrum vectors in all sub-block of images is regarded as the spectrum features. In this method, K/2-1 spectrum values form a vector.
AF
Given a gray image f, let f(x, y) denote the pixel value in position (x,y). An autocorrelation function [15] for extracting texture feature is shown in (1) .
where H(a, b) denotes a sub-block of halftone images. a=0, 1, …, M-1 and b=0, 1, …, N-1. l=1, 2,…, L and generally let L = 16. In [15] , sub-block size is set as 1 L. The computation time complexity of (1) O(M 2 L 2 ) is still larger. To solve this problem, this paper gives a fast modeling method of poly-directional autocorrelation function. In our method, the correlation between not two sub-blocks but two pixels is regarded as the object of research. In addition, XNOR operation in logical mathematics is used to compute the correla- tion value between two pixels for special case of halftone images that there only value can be (0 or 1). Details about our method are shown as follows. 0 degree direction:
45 degree direction:
90 degree direction:
Where sign "  " denotes the XNOR operation ⊙ and l is an integer satisfying 1≤l<L (L is a constant). From formula (2) , (3) and (4), we can get three vectors denoted by r 1 , r 2 and r 3 , respectively which form a feature vector R, namely R=[r 1 r 2 r 3 ]. The element numbers in vector R are 3L. After normalizing vector R, we can get 3L features of autocorrelation function on a halftone image. Our method is: after the image is divided into sub-blocks with same size K×K, 3L dimension features are obtained via above autocorrelation function from each sub-block to form the sub-block feature vector. Lastly, we regard the mean of these vectors in all sub-block of halftone image as the autocorrelation vectors denoted by T. Fig. (4) shows the details of our method.
EXPERIMENT ENVIRONMENT
Digital halftoning algorithms can be divided into three categories: screening, error diffusion and search based methods [21] . Due to dependence on the screen matrix, screening includes many branch algorithms, such as dot diffusion [7] . [22] , minimizes a metric of perceived error between the continuous tone image and the halftone image by directly searching for the best configuration of binary pixels in the halftone image. Even though DBS can create high quality halftone images, it is computationally expensive, and only acts as a benchmark [8] . With a low complexity algorithm and the fairly good visual quality of the produced binary images, screening and error diffusion has been used for many applications and are recommended in this paper. Based on above analysis, eleven halftoning methods are selected to produce halftone images for classification and their details are shown in Table 1 . Fig.  (5) shows eleven halftone images produced respectively by these eleven halftoning methods. Some images provide almost visually same textures as shown in the sub-image (g), (h), (i) and (j) of Fig. (5) , but the other halftone images provide different textures.
In our experiments, we use VC++6.0 and open CV as programming tool under the environment of windows XP and high performance computer with Intel chip, 2.2GHz CPU frequency and 3G internal memory. The image sets are from a public dataset (http://msp.ee.ntust.edu.tw/) including 1000 original gray image. Each of the original image was translated into eleven halftone images respectively by above eleven digital halftoning methods, so there are 11000 halftone image in which 5500 halftone images are regarded as training data sets and other halftone images as test data set for classification.
EVALUATION OF FEATURE REPRESENTA-TION
We extract the features from 40 halftone images of each type of halftone patterns produced by above three methods to plot the feature curves shown in Figs. (6) (7) (8) in this experiment. Fig. (6) shows the feature curves obtained by SS method where K=32. The dimension of these features is K/2-1, namely 15. Fig. (7) indicates the feature curves acquired by AF where K=32 and L=4. Each feature vector contains 3L elements. Fig. (8) denotes the feature curves obtained by GLCM where K=8 and d=5. Each of these feature curves has 20 feature values which are independent of the parameter K and d. From Fig. (6-8) , we can conclude that: Fig. (4) . Schematic diagram of AF feature extraction. [7] (a) Original image (b) Bay (c) Clu8 Fig. (5) . Original image and its halftone images.
(a) Bay (b) Clu8 (c) Clu4 (a) Bay (b) Clu8 (c) Clu4 Fig. (8) . Feature curves obtained by GLCM. Fig. (7) have the better discrimination ability than that in Fig. (6) although the numbers of features in Fig. (7) are less than that of Fig. (6) . 
The feature curves among sub-figures in
EVALUATION OF CLASSIFICATION
In order to test the validity of above three modeling methods, we use three classifiers to classify all feature vectors obtained by above feature extraction methods respectively and regard the classification accuracy as performance evaluation of classification. For classification accuracy rate in multi-class problem, there are two parameters which can be denoted as average classification accuracy rate P avg and classification accuracy deviation dev. In this paper these two parameters are used for the performance evaluation of texture classification.
Classification Evaluation Based on Neural Network
Back propagation (BP) and RBF are two most popular neural networks, but slow training speed of BP neural network is the limitation for application. Therefore, in this paper, we use RBF neural network as the classifier and the framework of our classification method is shown in Fig. (9) . Fig. (10) shows the structure of RBF network. In Fig. (10) , the output vector of network Y={y 1 ,y 2 ,…,y 11 }. Input vector X={x 1 ,…,x n } and q={q 1 ,…q n }. n=K/2-1 in SS and n=20 in GLCM but n=3L in AF. φ is a radial basis function. y i in Y describes the category of halftone images, for example, y i =1 and y j =0 ∀ j (1≤j≤11 and j≠i) means ith class (1≤i≤11). The features, which are extracted from 5500 halftone images by above three modeling methods, are used as training data sets and the rest are regarded as the test sample for classification. So we can acquire 5500 output vector Y and class c= arg max i { y i , 1≤i≤11}.
Classification performances of different feature vectors are shown in Table 2 . RBF classifier on feature vectors of AF reaches good performance: P avg =91.04% and dev=1.35%. The classification performance of GLCM acquires the worst performance: P avg =75.43% and dev =3.79%. When the feature vectors of SS are set as input, RBF classifier gets average classification accuracy rate: P avg =87.2% and dev=5.14%. For training time spent t, there needs to be more time for training samples in feature vector of GLCM than that of AF or SS. From above, we can conclude that AF is superior to GLCM and SS for halftone image classification.
There are two parameters K and L in AF, so in our experiments, let K and L be power of 2 satisfying L≤K. The classification performances of AF with different parameters K and L are shown in Table 3 . If K = 64 and L = 8, RBF classifier reach best performance: P avg =91.86% and dev=1.01%. If K= 256 and L= 64, RBF classifier reach the worst performance: P avg =53.2% and dev=8.28%. From above analysis, we can come to the conclusion that K should not be too large in AF and not very small either, let K=64 and L=8, we can get a good classification result.
Classification Evaluation Based on Least Mean Square
Least mean square (LMS) method can be used as an adaptive filter to reduce noise effects. Due to its simplicity, it has extensive application and became the standard algorithm of adaptive filtering. The idea of classification is realized by building features template via LMS, then using Naive Bayes to achieve classification results [18] . Here by differing from [18] , not the spectrums of halftone images but feature vectors extracted by above three methods are regarded as the input of LMS. Table 4 shows the classification performances of three types of feature vectors. The classifier on feature vectors of AF achieves good performances: P avg =90.67% and dev=3.53% which are better than that of GLCM or SS. The classifier has the worst performances when the feature vectors of GLCM act as the input. For training time spent, training time on feature vector of GLCM is more than that of AF or SS. Table  5 shows the classification performances of AF with different parameters K and L. From Table 5 , we see that LMS classifier reaches best performance: P avg =90.67% and dev=3.53% when K=64 and L=8. LMS classifier gets the worst performance: P avg =70.1% and dev=18.25% when K=256 and L=64.
Classification Evaluation Based on PCA
Principal component analysis (PCA) is a good method based on variable covariance matrix for information processing, information compression and feature extraction. PCA uses orthogonal transformation to convert a set of observations of possibly correlated variables into a set of values of linearly uncorrelated variables called principal components. The number of principal components, denoted by m, is less than or equal to the number of original variables. Largest m principal components are extracted to feed the nearest neighbor classifier. In our experiment, features are extracted from 11000 halftone images (1000 halftone image of each type) as training dataset to create the sample matrix X n×N (categories are known, n=3L in AF and N=11000) for input of PCA, and then after PCA transformation, we can get the m-dimension feature vectors which are regarded as test sample to fed into the nearest neighbor classifier. Table 6 shows the classification performances of different types of feature vectors. The classifier on feature vectors of AF achieves good performances: P avg =90.3% and dev=1.27% which is better than that of GLCM or SS. The classifier has the worst performances when the feature vectors of GLCM act as input. For training time spent, training time on feature vector of GLCM is more than that of AF or SS. Table 7 shows the classification performances with different parameters K and L. From Table 7 , we find that K=8 and L=8 mean PCA classifier reach the best performance: P avg =90.3% and dev=1.27%. If K=256 and L=64, PCA classifier get the worst performance: P avg =73.7% and dev=11.31%.
CONCLUSION
In this paper, we have done a lot of work to assess the performance of AF, GLCM and SS for halftone image classification. First we give the details of three modeling methods, and then compare the classification performance of different feature vectors produced by three modeling methods. Experimental results show that the AF is more effective than other two methods. Although we have done research thoroughly on texture feature modeling of halftone images, in fact, there is little research on halftone image classification and there is still a lot to study further, for example, a more robust feature modeling method or a learning method is urgently needed
