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Nuisance Parameter Estimation in Survival Models
by Andrew Wey
The Cox proportional hazards model is the most commonly used method for right-
censored data. Unfortunately, the interpretation of the hazard ratio is non-intuitive and
it is commonly misinterpreted as a relative risk. This motivates alternative methods
with more intuitive interpretations that avoid a reliance on the proportional hazards
assumption. We explore censored quantile regression and restricted mean treatment
effects as potential alternatives to the Cox proportional hazards model. However, both
alternatives require a conditional survival function as a nusiance parameter.
This thesis focuses on the impact of the conditional survival function on the estimation
of censored quantile regression and restricted means. In particular, we illustrate that a
non-parametric estimator of the conditional survival function improves the estimation of
censored quantile regression when the semi-parametric assumptions of current methods
are badly violated. Unfortunately, the non-parametric estimator is inefficient when
the semi-parametric assumptions are satisfied. Rather than rely on either parametric
assumptions or a non-parametric model, we instead pursue an estimator that performs
well in both situations.
We propose estimating the conditional survival function with stacked survival models.
By minimizing prediction error, stacked survival models estimate an optimally weighted
combination of several survival models. This allows stacking to span parametric, semi-
parametric, and non-parametric models to estimate the conditional survival function.
As such, stacking can give weight to approximately correct parametric models, but shifts
weight to non-parametric models when assumptions are badly violated. We demonstrate
that the stacked survival model improves estimation of conditional survival functions
and found it to always outperform the model selected by cross-validation. In addition,
we illustrate that stacked survival models improve the estimation of restricted mean
treatment effects in a wide variety of situations, while maintaining the efficiency of
current methods.
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Chapter 1
Introduction
Statistics plays a large role in collaborative clinical research. Yet the translation of
statistical results into a clinically meaningful language remains a common challenge.
One approach that can help communication when comparing groups is the careful con-
sideration of an appropriate summary measure. Unfortunately, summary measures that
possess nice mathematical properties do not always possess intuitive interpretations. For
example, the odds ratio is commonly misinterpreted by clinicians as the more intuitive
relative risk, which can be misleading when the event under investigation is not rare. A
statistician could instead use relative risk regression, but the estimation procedures are
fraught with mathematical and, in turn, computational difficulties [Fitzmaurice et al.,
2014]. This illustrates an unfortunate dichotomy in that a preferred summary measure
faces mathematical or computational difficulties, while the easy-to-estimate summary
measure possesses a difficult interpretation.
A similar situation is encountered in survival analysis: the Cox proportional hazards
model [Cox, 1972] possesses nice mathematical properties under censoring that allows
relatively straightforward extensions to more complicated situations (e.g., competing
risks). However, many authors have pointed out that the hazard ratio is difficult to
interpret. In fact, the hazard ratio is commonly interpreted by clinicians as a relative
risk even though the hazard function does not possess a probabilistic interpretation.
Although, a more significant problem with the hazard ratio is that the interpretation
does not directly relate back to survival time. In particular, in the absence of censoring,
we would likely estimate a multiplicative or additive change in mean survival time. Yet
the hazard ratio, and the hazard function, have a complicated relationship with average
survival time. For more discussion, Rudser et al. [2012] and Royston and Parmar [2013]
provide a comprehensive overview of the difficulties associated with interpreting the
hazard ratio.
1
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This thesis explores alternatives to the Cox model and the corresponding hazard ratio
for comparing survival between groups. In particular, we investigate censored quantile
regression and restricted mean treatment effects. Quantile regression estimates the mul-
tiplicative or additive effect of covariates on a quantile of interest, e.g., median survival,
while a restricted mean modifies the traditional summary measure of mean differences
in a manner that is estimable under censoring. For example, the 10-year restricted mean
is the average survival over 10 years. Both of these methods help translate statistical
results by directly incorporating survival time into the interpretation of the covariate
effect.
Despite potential advantages in interpretation, censored quantile regression and re-
stricted mean treatment effects face significant computational difficulties. In particular,
both approaches either implicitly or explicitly estimate a conditional survival function
as a nuisance parameter. As a result, the estimator of the conditional survival function
may affect estimation of the parameters of interest, e.g., a restricted mean treatment
effect. As such, this thesis focuses on two related objectives:
1. Improving conditional survival function estimation.
2. The impact of conditional survival function estimation on censored quantile re-
gression and restricted mean treatment effects.
The idea is that improving estimation of the conditional survival function will, in turn,
improve estimation of censored quantile regression and restricted mean treatment effects.
Most current censored quantile regression approaches use a recursive estimation proce-
dure that implicitly estimates the conditional survival function, while restricted mean
treatment effects are estimated with a Cox proportional hazards model. Both of these
approaches are broadly classified as semi-parametric estimators of the conditional sur-
vival function. Despite some flexibility, semi-parametric estimators can perform poorly
when their assumptions are badly violated.
Non-parametric estimation is one approach to alleviating problems associated with vi-
olated parametric or semi-parametric assumptions. In particular, we propose bagged
survival trees for estimating censored quantile regression in Chapter 2. However, a lack
of efficiency poses a significant problem for bagged survival trees and, in general, non-
parametric estimators. This means that bagged survival trees require major violations
of assumptions to ensure better performance than parametric and semi-parametric es-
timators. This creates a practical issue as it is difficult to determine the underlying
validity, or violations, of parametric and semi-parametric assumptions.
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Chapter 3 proposes stacked survival models to effectively estimate the conditional sur-
vival function in a wide variety of situations. By minimizing predicted error, stacked
survival models estimate an optimally weighted combination of models that can span
parametric, semi-parametric, and non-parametric survival models. As such, stacking can
exploit the low variance of approximately correct parametric models, while maintaining
the robustness of non-parametric models. Chapter 3 shows that stacking parametric,
semi-parametric, and non-parametric models always performs better than the model
selected through cross-validation.
Chapter 4 applies stacked survival models to the estimation of restricted mean treatment
effects. This represents a promising situation to evaluate stacked survival models within
an inference setting due to the direct relationship between the restricted mean and
conditional survival function. Chapter 4 shows that stacked survival models achieve as
good, or better, mean-squared error as current methods for estimating restricted mean
treatment effects.
1.1 Notational Notes
There are some important notes regarding notation throughout the thesis. Most im-
portantly, there are, despite our best attempts, slight notational differences between
chapters. The meaning of τ possesses the most significant notational difference. In
particular, Chapter 2 defines τ as a specific quantile, while Chapters 3 and 4 define
τ as a specific time point. In addition, random variables and observed variables are
distinguished by capital and lower case letters, respectively. However, throughout the
thesis, we suppress the random variable notation when conditioning on covariates. For
example, we write E{T |x} rather than E{T |X = x}. To try to alleviate confusion, each
chapter reintroduces the necessary notation.
Chapter 2
Censored Quantile Regression
Censored quantile regression is a useful alternative to the Cox model that has recently
received considerable attention. Uncensored quantile regression methods have been ex-
tensively studied within the econometrics literature since the seminal work of Koenker
and Bassett [1978]; see Koenker [2005] for a comprehensive introduction. Quantile re-
gression models the relationship between the event time and the covariates using the
quantile function:
QT (τ |x) = xβ(τ), (2.1)
where τ  (0, 1) is the quantile of interest, β(τ) is the vector of τ th quantile effects, and
T is the event time random variable. This enables researchers to model not only mea-
sures of central tendency, such as the median, but also other aspects of the conditional
distribution such as the tails. An advantage of quantile regression is its invariance under
monotonically increasing transformations, i.e., Qh(T )(τ |x) = h(QT (τ |x)) where h is a
monotonically increasing function [Koenker, 2005].
Censored quantile regression was first investigated in the econometrics literature for
fixed censoring, i.e., all the censoring times are known regardless of whether the event
occurs, see Powell [1986]. This assumption is almost never met within applied health
research. Ying et al. [1995] and Yang [1999] both proposed median estimators (presum-
ably generalizable to any quantile) that assumed unconditional independence between
event and censoring times (i.e., T ⊥ C, where C is the censoring time random variable
and ⊥ denotes statistical independence).
Portnoy [2003] adopted the more relaxed assumption of conditionally independent cen-
soring (i.e., T ⊥ C | x). He proposed a novel method of recursively estimating a series
of quantile regression functions defined on a grid along (0, τo), where τo is the quantile
4
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of interest. However, this recursive estimation relies on the assumption that the condi-
tional quantile function is linear for all τ  (0, τo). Wang and Wang [2009] refer to this
assumption as the “global linearity assumption”, and observed that noticeable bias can
occur when this assumption is violated.
Peng and Huang [2008] proposed an estimator, referred to in this chapter as ‘PH’,
that uses a martingale estimating equation which exploits the relationship between the
quantiles and cumulative hazard function. Similar to Portnoy’s approach, the PH esti-
mator assumes both conditionally independent censoring and linearity in all quantiles
by estimating a series of regression quantiles along a grid. Although it has not been
investigated in the literature, it is anticipated that the performance of the PH estimator
is influenced when the global linearity assumption is violated, as reflected in simulation
results presented later in this Chapter.
Wang and Wang [2009] proposed a locally weighted censored quantile regression ap-
proach that adopts the redistribution-of-mass idea of Efron [1967] and employs a local
reweighting scheme. Its validity only requires the conditional independence of the sur-
vival time and the censoring variable given the covariates, and linearity at the quantile of
interest. However, their locally weighted estimator suffers from two notable drawbacks
in real data analysis. First, kernel smoothing becomes impractical with only a moderate
number of covariates (p > 2), i.e., the curse of dimensionality. Second, kernel theory
was developed for continuous covariates, so the presence of categorical variables causes
the method to become ill-defined.
We propose a procedure that uses survival trees with Kaplan-Meier estimates [Kaplan
and Meier, 1958] as the basis for the locally weighted estimator. By avoiding the use
of a kernel, the approach is more flexible in handling moderate to high dimensions and
discrete covariates while avoiding the global linearity assumption. We establish that the
procedure leads to consistent estimation of the quantile regression coefficients.
The next section introduces the estimator, certain important aspects of survival trees,
and censored quantile regression. Section 2.2 shows the consistency and discusses the
difficulties in showing asymptotic normality of the estimator. Section 2.3 presents a
series of simulations analyzing the finite sample performance of the proposed estimator,
which is illustrated in Section 2.4 with an analysis of data on primary biliary cirrhosis.
Finally, a summary is presented in Section 2.5.
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2.1 Proposed Estimator
We start by making some distinctions and introducing some notation: capitalized letters
with no subscripts indicate a random variable, while lower case letters with subscripts
indicate an observed variable. The conditional distribution of the event time is FT (t|x) =
1 − S(t|x) = P (T ≤ t|x), and the conditional distribution of the censoring time is
FC(t|x) = 1 − G(t|x) = P (C ≤ t|x). The covariates measured at the beginning of the
study are denoted by the vector xi, and the event and censoring random variables are
assumed to be conditionally independent (i.e., T⊥C|x). Hence a sample of right censored
survival data of size n consists of triplets {yi, δi,xi}, i = 1, ..., n, where yi = min(ti, ci)
and δi = I(ti < ci).
2.1.1 Estimation
When there is no censoring (i.e., yi = ti for all i = 1, ..., n), the τ
th conditional quantile
β(τ) can be estimated by minimizing the following quantile objective function [Koenker,
2005]
Sn(β(τ)) =
1
n
n∑
i=1
ρτ (yi − xiβ(τ)), (2.2)
where ρτ (z) = z · {τ − I(z < 0)} is the quantile loss function and I(u) is the indicator
function (i.e., I(A) is 1 if the event A is true, and 0 otherwise). When the survival time
is subject to random right censoring, Wang and Wang [2009] proposed estimating β(τ)
by minimizing the weighted quantile objective function
Rn(β(τ), FT ) =
1
n
n∑
i=1
{wi(FT )ρτ (yi − xiβ(τ))+ (2.3)
(1− wi(FT ))ρτ (y+∞ − xiβ(τ))
}
,
where y+∞ represents a number large enough to be effectively infinity, and
wi(FT ) =

1 if δi = 1 or FT (ci|xi) > τ
τ − FT (ci|xi)
1− FT (ci|xi) if δi = 0 and FT (ci|xi) < τ
with FT (t|x) being the conditional distribution function of T given x.
The motivation for the weighted quantile objective function in (2.3) is that the contri-
bution of each point for the estimation of β(τ) depends only on the sign of the residual,
where the residual is defined as ti−xiβ(τ). For the uncensored observations, the sign of
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the residual is directly observed for a given β(τ). For the censored observations, there
are two possibilities.
1. If ci > xiβ(τ), then ti − xiβ(τ) > 0. That is, if the censored time is larger than
the predicted quantile of the survival time, then the sign of the residual is known
since ti > ci.
2. If ci < xiβ(τ), then the sign of the residual is not determined. In this case, given
(xi, ci), the conditional probability of obtaining a negative residual is
E[I(T − xiβ(τ) < 0)|T > ci] = P (T < xiβ(τ)|T > ci)
=
P (ci < T < xiβ(τ))
P (T > ci)
=
τ − FT (ci|xi)
1− FT (ci|xi) . (2.4)
In this ambiguous case, adopting the redistribution-of-mass idea of Efron [1967], we
assign weight wi(FT ) to the observation at (xi, ci) and redistribute the complimentary
weight 1− wi(FT ) to (xi, y+∞) without altering the quantile.
To estimate the weights, it is essential to estimate the conditional distribution of the
survival time. In Section 2.1.2, we propose an approach for estimating the weights that
enjoy some appealing properties. It is worthwhile to note that the weighting scheme re-
duces to ordinary quantile regression in the presence of no censoring or when no censored
observations are reweighted (i.e., extremely late censoring relative to the quantile of in-
terest). Also, the censoring distribution can have a direct impact beyond the marginal
level of censoring. Depending on the timing, e.g., early vs. late censoring, more or less
of the censored observations would be re-weighted. As an example, across a range from
early to late censoring, with the same marginal level of 35% censoring, the proportion
of censored observations that were re-weighted ranged from 20% to 87% using Portnoy’s
approach (more details are presented in Section 2.3). Furthermore, the subset of cen-
sored observations that are re-weighted would often differ between methods in addition
to differences in ascribed weight (e.g., due to differences in the estimates of Fˆ (t|x)).
2.1.2 Survival Trees
The proposed estimator uses survival trees, or recursive partitioning, as described by
LeBlanc and Crowley [1993] and Butler et al. [1989] to estimate the weights of censored
observations described by (2.4) for the estimating equation (2.3). The goal is not to fully
describe recursive partitioning or survival trees in detail so some familiarity is assumed.
The interested readers are referred to Breiman et al. [1984] for a comprehensive treatment
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of recursive partitioning and Bou-Hamad et al. [2011] for a review of recent survival tree
literature. Briefly, there is a need to introduce two concepts: splitting and stopping
rules.
Splitting rules determine where and how to split a node. The trees used in this paper
only consider splits on one variable at a time, resulting in binary trees. We use a splitting
criteria that is the maximum of four Gρ,γ statistics:
Gρ,γ =
M1 +M0
M1M0
∑
tF
n1tn0t
n1t + n0t
Sˆ(t−)ρ[1− Sˆ(t−)]γ [λˆ1(t)− λˆ0(t)], (2.5)
where Mj is the number of subjects initially at risk in group j, F is the set of unique
failure times, njt is the number of subjects at risk in group j at time t and λˆj(t) is the
estimated hazard of group j at time t [Rudser et al., 2012]. The four Gρ,γ statistics
used are: (ρ, γ) = {(0, 0), (1, 0), (0, 1), (1, 1)}. Note that (0, 0) and (1, 0) correspond to
the log-rank and weighted Wilcoxon form of the logrank test, respectively (the other
two do not have common names). This cocktail of Gρ,γ statistics is used to increase the
power to detect a variety of differences between survival functions [Lee, 1996]. While
this collection of Gρ,γ statistics is designed to find several different types of differences
in survival functions, one may choose fewer or only one Gρ,γ statistic (e.g., only the log
rank statistic).
Stopping rules are used to indicate when to stop splitting at a particular node. These
are used to prevent any particular node from not having enough information (e.g., small
sample size, lack of events, etc.) to effectively estimate the probabilities of interest. This
naturally leads to two ‘tuning parameters’ that need to be specified:
1. “Minimum at Risk”: Each node is required to have a minimum number of subjects
at risk for an event.
2. “Minimum Events”: Each node is required to have a minimum number of events.
For censored quantile regression, we are interested in the conditional probabilities re-
quired for properly weighting censored observations [see equation (2.4)]. By letting the
minimum events depend upon the number at risk within a particular node and the
quantile being estimated, we can ensure that each terminal node (i.e., a node that did
not split further) has enough information to effectively estimate the quantile of interest
using a Kaplan-Meier estimator. While the Kaplan-Meier estimator is used here, it can
be replaced by any cumulative distribution estimator for censored data.
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Sensitivity to small changes in the data is a common criticism of trees. Breiman [1996a]
suggested “bagging” as one effective way to alleviate this problem. Bagging requires tak-
ing a prespecified number of bootstrapped data sets that are sampled with replacement,
then uses the average of the estimand over the bootstrapped datasets as the ‘bagged’
estimate. In terms of trees, this means bootstrapping the data set a number of times,
say bagN , and obtaining F˜bagb(t|x) for the bth bootstrapped data set. Then the final
conditional distribution estimate for subject i is defined as
Fˆ (t|xi) = 1
bagN
bagN∑
b=1
F˜bagb(t|xi). (2.6)
This should have a stabilizing effect on the tree-based estimate of F (t|xi).
2.1.3 Implementation
To implement the proposed method, a researcher needs to specify three aspects of the
survival trees: the splitting and stopping rules, and how many bags to use. After using
(bagged) survival trees to determine the weights, reweighted censored observations are
split with weight wi(FT ) at (yi,xi) and weight 1 − wi(FT ) at (y∗i ,xi), where y∗i is a
large enough number to ensure a positive residual (e.g., 1000 × (maxi{yi} + 1)). After
splitting the appropriate observations between yi and y
∗
i , the estimating equation (2.3)
can be solved in R [R Development Core Team, 2013] using the function rq() from the
‘quantreg’ package [Koenker, 2011] with user-defined weights.
2.2 Asymptotics
The proposed tree based censored quantile regression estimator is consistent given certain
regularity conditions. The following theorem summarizes this property.
Theorem 2.1. Assume that {yi, δi,xi}, i = 1, ..., n, are independent and identically
distributed with T independent of C conditional on x, and that assumptions (A1) through
(A5) in Appendix A hold. Let βˆ(τ) be the minimizer of (2.3) with FˆT (·|x) computed
using a survival tree. Then
βˆ(τ) → β(τ), (2.7)
in probability, as n→∞.
The proof is in Appendix A and relies on the theory of Chen et al. [2003] for nonsmooth
estimating equations with an infinite-dimensional nuisance parameter that requires the
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survival tree estimate to be uniformly consistent for the conditional survival function.
This is shown using recursive partitioning theory developed by Gordon and Olshen [1984]
and Butler et al. [1989] that require the size of every terminal node to become arbitrarily
small in every covariate. This suggests that the tree size, i.e., number of terminal nodes,
needs to grow at a slower rate than the sample size within each terminal node with both
tending to infinity or, practically, that the minimum number of events increases with
the sample size.
Showing asymptotic normality is not straightforward. The sufficient conditions outlined
by Chen et al. [2003] for asymptotic normality require substantial additions to the re-
cursive partitioning asymptotic literature for censored data: a more accurate limit on
the rate of convergence of survival trees, and a linear representation of survival trees
into mean 0 and finite variance random variables. To our knowledge, there is little to no
survival tree literature on these specific topics. Most recursive partitioning asymptotic
results focus on showing the consistency of estimated summary measures of conditional
distribution functions while avoiding the discussion on rates of convergence and linear
representations. We do not pursue these topics further.
Inference is an important matter in statistics, which helps motivate showing the asymp-
totic distribution of an estimator. With any conditional quantile regression method
the covariance matrix of βˆ(τ) depends upon an unknown conditional density [Koenker,
2005]. The unknown density function makes accessible variance solutions extremely
difficult to obtain. Portnoy [2003] proposed to sample the observed triplets {yi, δi,xi}
with replacement (i.e., non-parametric bootstrap). After drawing a sufficient number of
bootstraps, confidence intervals can be constructed based on sample quantiles or normal
approximations of the bootstrap distribution. The tree-based method presented here
uses the 2.5th and 97.5th sample quantiles of the bootstrap distribution to construct an
approximate 95% confidence interval.
2.3 Simulations
We assess the finite sample performance of the tree-based estimator (TW) compared to
the Portnoy and Peng, Huang (PH) estimators through two simulation scenarios. When
analyzing the effectiveness of tree-based weights, only bagged survival trees are included
with bagN = 10. The minimum number at risk is 60 and the minimum number of events
is NTN ·τ , where τ is the quantile being estimated and NTN is the number of observations
within a node. All simulations were performed using R version 2.12.2 with the quantreg
package used to fit the Portnoy and PH estimators. Approaches are compared based on
operating characteristics of bias, mean squared error (MSE), coverage of 95% confidence
Chapter 2. Censored Quantile Regression 11
intervals (Cov.), average confidence interval lengths (ACL), and power for a variety
of simulations scenarios at the median (τ = 0.5) and τ = 0.25 quantile. The Wang
and Wang estimator was left out due to the computational difficulties associated with
moderate to high dimensional kernel estimation.
The simulation scenarios are categorized by two sets of covariate distributions (i.e.,
number of covariates) with varying levels of non-linearity (i.e., specification of the error
distribution). The scenarios are formed from subsets of
xiβ = 2 + xi,1 − 2 · xi,2 + xi,3,
xi,1 ∼ Unif(−2, 2),
xi,2 ∼ N(0, 1),
xi,3 ∼ P (X3 = m) = 1
6
, for m = 1, 4, and P (X3 = m) =
1
3
, for m = 2, 3.
The first and second simulation scenarios consist of, respectively, Ω1 = {xi,1, xi,2} and
Ω2 = {xi,1, xi,2, xi,3}, where Ωk is the set of covariates for simulation k. The error
structures are defined as El × (N(0, 1) − Φ−1(τ)), where El are the equations that
induce non-linearity, τ is the quantile of interest and Φ−1 is the inverse c.d.f. of the
standard normal.
The error distribution with linearity in all quantiles is E1 = 3. Mild non-linearity and
severe non-linearity correspond to, respectively, E2 =
3
2 + 2 · (xi,1− 12)2 and E3 = 32 + 6 ·
(xi,1 − 12)2. The censoring distributions are chosen depending upon the error structure
with linear, mild non-linearity, and severe non-linearity represented by, respectively
Unif(−3, a(Ωk, El)), ( 310 +(xi,1− 12)2)×Unif(−3.75, a(Ωk, El)), and ( 310 +(xi,1− 12)2)×
Unif(−3, a(Ωk, El)), where a(Ωk, El) is chosen to ensure 25% censoring for the median
scenarios and 45% censoring for τ = 0.25 scenarios. These censoring distributions lead to
fairly even censoring across time and xi,1. Each simulation scenario and error structure
combination is evaluated over 2500 simulation iterations, and each combination has a
sample size of 400 with 300 bootstrap replicates for confidence intervals.
The first error structure, E1, possesses linearity in all quantiles for all variables. Due
to their implicit assumption of linearity in all quantiles, it is expected that the Portnoy
and PH estimators will perform better than the tree-based approach. The second and
third error structures impose non-linearity in all quantiles for xi,1 except the quantile of
interest. These scenarios, particularly the severe non-linearity scenario, are likely more
favorable for the tree-based approach compared to Portnoy and PH. Note that xi,1 is the
only covariate that possesses non-linearity in all quantiles except the quantile of interest.
The potential advantage of the proposed tree-based estimator is improved performance
in multivariate scenarios with non-linearity in some quantile. As such, we have two
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primary interests: whether the tree-based estimators are competitive in scenarios with
linearity through all quantiles and, second, the degree to which the tree-based estimators
outperform the Portnoy and PH estimators in the presence of non-linearity. Tables 2.1
and 2.2 illustrate that the tree-based estimator accomplishes the former at some cost of
bias for τ = 0.25, but are similar to the Portnoy and PH estimators for the median (i.e.,
the ‘No Non-Linearity’ columns in Tables 2.1 and 2.2). For the latter question (i.e., the
‘Mild Non-Linearity’ and ’Severe Non-Linearity’ columns), the tree-based estimator - for
severe non-linearity - possesses less bias and MSE (particularly for the covariates that
are linear in all quantiles) when estimating the median and τ = 0.25. The advantages
of the tree-based estimator are attenuated for the mild non-linearity scenarios.
The advantage of the tree-based estimator appears to depend upon the level of censoring.
In particular, the tree-based estimator shows less improvement for bias when the percent
of censoring increases with respect to the quantile of interest. This may be due to our
strict stopping rule that forces the number of events to be proportional to the quantile of
interest. This stopping rule is increasingly restrictive when the marginal censoring rate
is closer to the quantile of interest, but is necessary to guarantee coherent estimation of
the weights, i.e., for the Kaplan-Meier estimate to reach the quantile of interest. This
could be relaxed by making distributional assumptions (e.g., assuming a log-Normal
distribution). However, the performance would then depend on the extent to which the
data follow the distributional assumptions.
Additionally, the performance of all censored quantile regression estimators can vary
wildly depending on the location of the censored observations even while keeping the
overall marginal level of censoring constant. As an illustration, we designed a small uni-
variate simulation study that was similar to the above. The bias was unaffected when all
the covariates possessed linearity in all quantiles, but - in the presence of non-linearity
- we observed that the bias ranged from 0.17 to 0.26 for ‘late’ to ‘early’ censoring,
respectively. Due to the large variations in performance and percent of reweighted ob-
servations, it is important for simulation studies to specify the censoring used when
evaluating censored quantile regression methods, and ensure resulting patterns of cen-
soring are realistic. Explicitly stating the censoring distributions and the percent of
observations reweighted (Table 2.3) when presenting simulation results would be helpful
as well.
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Table 2.3: Percent of total observations reweighted by the simulation scenario (i.e.,
number of covariates) and the degree of non-linearity (NL). The marginal censoring for
all simulation scenarios was 45% and 25% for τ = 0.25 and τ = 0.5, respectively.
Scenario 1 Scenario 2
Quantile Method No NL Mild NL Severe NL No NL Mild NL Severe NL
0.25
Portnoy 26.8% 30.1% 29.1% 21.3% 28.9% 31.1%
TW 31.2% 32.8% 29.5% 32.3% 33.3% 30.8%
0.5
Portnoy 18.3% 20.2% 16.9% 17.5% 20.7% 19.2%
TW 19.5% 21.0% 17.0% 21.2% 21.9% 19.2%
2.4 Analysis of Primary Biliary Cirrhosis Dataset
As an illustration, we apply the proposed method to the well-recognized primary biliary
cirrhosis (PBC) data set described by Fleming and Harrington [1991] from a clinical
trial investigating the effect of the drug D-penicillamine conducted at the Mayo Clinic
in Rochester, Minnesota. The data set is readily available in the R package survival
as the pbc object (Therneau, 2013), and is widely considered a benchmark dataset for
survival analysis. We are interested in evaluating the association of the treatment, age,
bilirubin and prothrombin time with the log time till death or transplant. Since bilirubin
and prothrombin time appear to violate the global linearity assumption (see Figure 2.1),
this is a scenario suited for the proposed tree-based estimator.
Considering only complete cases, this results in 312 patients with approximately 53.8%
censoring. Portnoy’s approach is compared to the proposed estimator with 10 bags. The
minimum number at risk is set to 60, and the minimum number of events is NTN · τ ,
where τ is the quantile being estimated and NTN is the number of observations within
a node. Both approaches use bootstrap re-sampling for confidence intervals: the 2.5th
and 97.5th quantiles were used to construct the 95% confidence intervals using 1000
bootstraps for both estimators.
Figure 2.2 displays the estimated covariate effects on quantiles from τ = 0.05 to τ = 0.50.
Of the four variables of interest, the treatment appears to have no effect on time till
transplant or death, while bilirubin appears to have a substantial constant effect on time
till transplant or death. Longer prothrombin times appear to have a significant negative
effect on survival time that attenuates for quantiles closer to the median. The estimated
effects of bilirubin and age are different between the tree and Portnoy approaches. In
particular, the tree-based weights have estimates closer to the null relative to Portnoy’s
estimator. Take the 25th quantile as an example, the Portnoy estimator displays about
30% and 18% larger absolute effect estimates [for log(T )] compared to the tree-based
estimator for the effect of age and bilirubin, respectively. This direction and relative
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Figure 2.1: The marginal quantile relationships for age, log(bilirubin), and pro-
thrombin time. Note the non-linearity in low quantiles for both log(bilirubin) and
prothrombin time. The quantile functions were estimated using the bagged survival
trees (bagN = 10).
ordering of the two estimates are consistent with the anti-conservative bias for Portnoy’s
estimator in the presence of non-linearity that was observed in the simulation results
of Section 2.3. Additionally, the tree-based estimator generally has narrower confidence
intervals around τ = 0.25 compared to Portnoy, which is consistent with the simulation
results. The tree-based estimator has wider confidence intervals towards the median.
However, the censoring rate is above 50% for the PBC data set, hence neither method
can accurately estimate the median or higher quantiles.
In the analysis, we focus on the 25th quantile which corresponds to the patients with
relatively short survival times. The estimated 25th conditional quantile function using
the tree based estimator is:
Qlog(T )(0.25|x) = 12.43− 0.02[Trt]− 0.11[
age
5
]− 0.41[log2(bili)]− 0.35[pro. time],
whose coefficients are exponentiated to obtain an interpretation on the original time
scale. For example, a two-fold difference in bilirubin is associated with an average −0.41
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Figure 2.2: Estimated multiplicative effects on time to event for 0.05 to 0.5 quantiles
(solid lines). 95% confidence intervals (dashed lines) are formed by taking the 2.5th and
97.5th sample quantiles of 1000 bootstrapped samples. The tree-based estimator and
Portnoy’s estimator are the black and gray lines, respectively.
shorter log time till transplant/death for the 25th quantile. On the original time scale,
this corresponds to 33.5% shorter survival time for the 25th quantile on average while
adjusting for treatment, baseline age and prothrombin time. On the other hand, a
difference of five years of age implies, on average, 10.4% shorter survival time for the
25th quantile while adjusting for treatment, baseline bilirubin and prothrombin time.
The other covariates are interpreted in a similar fashion.
2.5 Summary
Motivated in part by the difficulty encountered by the estimator of Wang and Wang
[2009] with moderately high dimensional data, we propose a new tree-based weighted
censored quantile regression estimator. Under mild conditions, the new estimator is con-
sistent. The simulation study demonstrated that if any variable possesses non-linearity
then the Portnoy and PH estimators can suffer from bias and loss of precision in the
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estimated coefficients for all covariates, not just the covariates with non-linearity. Addi-
tionally, the proposed tree-based estimator can improve the bias and MSE in the pres-
ence of non-linearity for multivariate scenarios. Interestingly, the largest improvements
were for covariates that possessed linearity through all quantiles when adjusting for a
covariate with non-linearity. A limitation is, due to strict splitting rules that require
the quantile of interest to be defined in each node, the proposed tree-based estimator is
more sensitive to a high censoring rate relative to the quantile of interest compared to
the Portnoy and PH estimators.
We found that the performance of the estimators depended heavily on the censoring
distribution. In particular, in the presence of non-linearity, the Portnoy estimator pro-
vides a biased estimate that depends on the location of the censoring distribution. As
such, we recommend future investigations of censored quantile regression to explicitly
state the censoring distribution used and where the censoring is occurring and to report
the percent of observations reweighted, for approaches based on the weighted estimating
equation of the form (2.3). The extent of the censoring distribution’s impact is less
clear for other approaches [e.g., the martingale approach of Peng and Huang [2008]].
Further investigation and benchmarking of relative performance of this issue would be
an interesting future research topic.
Compared with the local Kaplan-Meier estimator based weights, i.e., Wang and Wang
[2009], the tree-based weights have appealing properties that work better with mod-
erately high dimensional covariates while avoiding the linearity assumption of Portnoy
[2003] and Peng and Huang [2008]. An alternative approach to estimating the weights
is using flexible spline methods. For example, the polynomial splines developed by
Kooperberg et al. [1995] can flexibly estimate the conditional hazard function (the hare
function in R). This approach could be extended to estimate the conditional survival
function used for censored quantile regression. This is an interesting direction to explore
in future research.
We briefly described how the sample size within terminal nodes and the overall tree
size both need to approach infinity. This does not provide much guidance about how to
select a good tuning parameter for the minimum number at risk with a given data set. In
practice, cross-validation could be used to select the most appropriate minimum number
at risk. However, stacking bagged survival trees across a range of tuning parameters may
result in better performance [see Chapter 3].
The bagged survival tree used to estimate the weights can be considered as a non-
parametric estimator of the conditional quantile function, i.e., equation (2.1). Essen-
tially, the bagged trees can predict quantile values for particular covariate values similar
to Meinshausen [2006]. While this is potentially useful for predicting survival times,
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this does not provide information on the relationship of the covariates with the event
distribution. Rudser et al. [2012] shows how these predicted values could be used to form
linear contrasts, while local regression extensions (e.g., splines) are straightforward.
Chapter 3
Stacked Survival Models
Survival function estimation has long been a major component of survival analysis [Ka-
plan and Meier, 1958]. Yet estimation of conditional survival functions, i.e., survival
functions that depend on covariate values, remains a challenging problem. A common
semi-parametric approach combines the Cox proportional hazard model with a baseline
hazard estimate, e.g., see Kalbfleisch and Prentice [2002]. However, if the functional
form is misspecified or the proportional hazards assumption is violated, then this ap-
proach may perform poorly. In terms of the bias-variance tradeoff, the Cox model, and
other parametric models, achieve low variance by making distributional and functional
form assumptions. If the assumptions are approximately correct, then the bias term is
small and the parametric and semi-parametric models perform well. On the other hand,
if the assumptions are badly violated, then the bias term can be large and the models
perform poorly.
Many non-parametric methods have been proposed to overcome the bias induced by vi-
olated assumptions. For example, Kooperberg et al. [1995] proposes a flexible spline ap-
proach for the log-hazard that encompasses more than a proportional hazards model. Al-
ternatively, tree-based approaches have been considered by several authors [Bou-Hamad
et al., 2011, Ishwaran et al., 2008, Zhu and Kosorok, 2012]. Despite possessing low bias in
a wide variety of situations, non-parametric estimators suffer from high variance and can
require a large sample size to perform well. This can lead to surprising situations where
misspecified parametric models perform better (in terms of mean-squared error) than
non-parametric estimators. Specifically, the bias of misspecified parametric models is
smaller than the variance of non-parametric estimators, i.e., the bias-variance trade-off.
This chapter pursues a flexible estimator of a conditional survival function, i.e., an
estimator that can have low variance when parametric assumptions are approximately
correct and robust when parametric assumptions are violated. Traditionally, a single
20
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conditional survival function estimator is chosen from a set of candidate models, e.g.,
using an information criterion [Kooperberg et al., 1995] or through cross-validation.
Rather than select a single survival model, our goal is to estimate an optimally weighted
combination of survival models.
A variety of approaches that combine several models, often referred to as ensembles, have
been explored in the uncensored setting. One approach, called “stacking,” determines
the optimally weighted average of models by minimizing predicted error. Wolpert [1992]
introduced stacking in the context of neural networks, while Breiman [1996b] extended
the idea to uncensored regression models and showed that stacking could improve predic-
tion error. In particular, Breiman [1996b] found that combining fundamentally different
regression models, e.g., ridge regression and subset regression, had the largest reduction
in prediction error. LeBlanc and Tibshirani [1996] found stacking with a constraint of
non-negative weights to be an efficient way to combine models. Van der Laan et al.
[2007] independently developed uncensored stacking as the ‘Super Learner’ algorithm,
and presented results regarding the stacked estimator’s rate of convergence. More re-
cently, Boonstra et al. [2013] used stacking to improve prediction when incorporating
different generation sequencing information in high dimensional genome analysis.
Stacking in a censored data setting presents additional challenges. Polley and Van der
Laan [2011] mention stacking within a general censored data framework and provide
an example for hazard function estimation. Our approach differs in two significant
ways. First, we focus on estimating conditional survival functions rather than a hazard
function, which requires a different loss function that is tailored to directly estimating
survival functions. We also pursue the potential advantages of stacking parametric, semi-
parametric, and non-parametric estimators. In particular, we show that stacked survival
models perform well by giving a majority of weight to approximately correct parametric
models, while shifting weight to non-parametric estimators when assumptions are vio-
lated. This allows stacked survival models to outperform the single model selected via
cross-validation and, in some situations, outperform every individual model considered
in the stacking procedure. We believe that combining parametric, semi-parametric, and
non-parametric estimators is the biggest advantage of stacked survival models.
The remainder of this chapter is organized as follows: uncensored stacking and the
extension to censored data are introduced in Section 3.1. Section 3.2 investigates the
mean-squared error of stacked survival models. Some asymptotic properties of stacked
estimator are discussed in Section 3.3. Section 3.4 investigates the finite sample perfor-
mance through an extensive simulation study. Stacked survival models are then applied
to the German breast cancer study data set in Section 3.5, with a summary presented
in Section 3.6.
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3.1 Stacking
Throughout the chapter, random variables and observed variables are distinguished by
capital and lower case letters, respectively. Our objective is to estimate the survival
function of the event time random variable T that depends on p baseline covariates x, i.e.,
So(t|x) = P (T > t|x). In survival analysis, T may only be partially observed due to a
censoring random variable C that may also depend on x. Define the conditional survival
function of the censoring distribution as G(t|x) = P (C > t|x). We assume throughout
that the event time and censoring random variables are conditionally independent, i.e.,
T⊥C|x. The observed time is yi = min(ti, ci), and δi = I(ti < ci) indicates whether an
event was observed. Hence a sample of right censored survival data of size n consists
of triplets {yi, δi,xi}, i = 1, ..., n. Using the observed triplets, we can construct, for
example, an estimate of the event time survival function from each of m candidate
models with the kth estimate denoted as Sˆk(t|x).
3.1.1 Uncensored Stacking
Stacking requires predicting outcomes with each model, then finding the combination
that minimizes predicted error. In the uncensored case, the event time ti is observed
for all i = 1, ..., n, so the predicted values are tˆi,k for the k
th model (k = 1, ...,m). Since
increasing model complexity will improve training set prediction but not necessarily true
error, the predicted values are commonly estimated via n-fold cross-validation. That is,
tˆ
(−i)
i,k is calculated by fitting the k
th model without the ith observation. Then minimizing
squared predicted error implies
αˆ = arg min
α,αk≥0
n∑
i=1
(ti − (
m∑
k=1
αk tˆ
(−i)
i,k ))
2, (3.1)
where the final model predictions are tˆi =
∑m
k=1 αˆk tˆi,k. The non-negativity constraint,
αˆk ≥ 0 for all k = 1, ...,m, is not required, but has been shown to perform well [Breiman,
1996b, LeBlanc and Tibshirani, 1996].
3.1.2 Censored Stacking
Stacking survival models is not immediately straightforward. In particular, equation
(3.1) is effectively an unknown quantity in the presence of censoring (e.g., ti is not
always observed). We are also interested in the entire survival curve for a given set of
covariates and not just a single quantity. Adjustments are therefore required. While
optimal measures of predictive error for survival models are not well established, we use
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the Brier Score [Graf et al., 1999], which is commonly used and has a connection with
squared error. Following Lostritto et al. [2012], the Brier Score at time t can be written
as
BS(t) =
1
n
n∑
i=1
∆i(t)
G(Ti(t)|xi) × {Zi(t)− Sˆ(t|xi)}
2, (3.2)
where Zi(t) = I(ti > t), Ti(t) = min{ti, t}, ∆i(t) = I(min{ti, t} ≤ ci), and G(·|xi)
is the conditional survival function of the censoring distribution. For a fixed time t,
censored observations with ci > t will contribute to the Brier Score, but when ci < t
the censored observations will only contribute to the Brier Score indirectly through the
estimation of G(·|xi). Using double expectation arguments, it is possible to show that
BS(t) estimates the expected squared error of the survival distribution at time t. Thus
the true conditional survival function, So(t|x), is the minimizer of E{BS(t)}.
Since the goal is to estimate the entire conditional survival function, the Brier Score
is minimized over a set of time points, say t1, ..., ts. As such, the stacking weights are
estimated by minimizing the following weighted least squares objective function with
the additional constraint that
∑m
k=1 αˆk = 1
αˆ = arg min
α,αk≥0
s∑
r=1
n∑
i=1
∆i(tr)
G(Ti(tr)|xi) × {Zi(tr)−
m∑
k=1
αkSˆ
(−i)
k (tr|xi)}2, (3.3)
where Sˆ
(−i)
k (t|xi) is the survival estimate from the kth model that does not include the
ith observation in the fitting process. Finally, the stacked estimate of the conditional
survival function with time-independent weights is
Sˆ(t|x) =
m∑
k=1
αˆkSˆk(t|x), (3.4)
where Sˆk(t|x) is the kth survival model estimated with all the data.
The computational requirements of non-parametric estimators generally prevent esti-
mating Sˆ
(−i)
k (t|xi) with n-fold cross-validation. Instead, v-fold cross-validation can be
used (v < n) as the important point is that the ith observation is not used to estimate
Sˆ
(−i)
k (t|xi). For example, Breiman [1996b] found that 10-fold cross-validation performed
similarly to n-fold cross-validation for stacking uncensored regression models. In addi-
tion, the simulation studies in Section 3.4 illustrate that stacked survival models perform
well even when Sˆ
(−i)
k (t|xi) is estimated via five-fold cross-validation.
Remark 3.1. The Brier Score measures agreement at only one particular time. As
such, the value(s) of t over which it is evaluated, i.e., t1, ..., ts, have implications for
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performance. In particular, care should be taken to avoid picking only very small, or
very large t values. Preliminary investigations suggest that using at least nine evenly
spaced quantiles of the observed event distribution ensures good performance.
Remark 3.2. Time-dependent stacking, i.e., allowing the weighted combination of
models to depend on time, was also considered. Though potentially adding flexibility, a
major flaw of time-dependent stacking is that the conditional survival function may, at
times, increase, which violates a fundamental property of survival functions. As such, we
focus on time-independent stacking while Appendix B discusses time-dependent stacking
in greater detail.
3.2 Mean-Squared Error Decomposition
We analyze the decomposition of mean-squared error for stacked survival models. We
start by defining the mean-squared error for the stacked estimator as MSEτ{Sˆ(·|x)} =
E{Ex
∫ τ
0 [Sˆ(t|x)−So(t|x)]2dt}, where the outer expectation is taken with respect to the
estimator. This definition of mean-squared error is motivated, in part, by the Brier
Score. In particular, Appendix B shows that E{Ex
∫ τ
0 BS(t)dt} = σ2 + MSEτ{Sˆ(·|x)},
where σ2 is irreducible prediction error. Similar to the analysis of Fumera and Roli
[2005], we show in Appendix B that the mean-squared error decomposes into
MSEτ{Sˆ(·|x)} =
m∑
k=1
α2kMSEτ{Sˆk(·|x)}+
Ex
m∑
k=1
∑
l 6=k
αkαl
∫ τ
0
[
Bias{Sˆk(t|x)} × Bias{Sˆl(t|x)}+
Corr{Sˆk(t|x), Sˆl(t|x)} ×Var{Sˆk(t|x)}
1
2 ×Var{Sˆl(t|x)}
1
2
]
dt,
where MSE{Sˆk(·|x)}, Bias{Sˆk(t|x)} = ESˆk(t|x)−So(t|x), and Var{Sˆk(t|x)} = E{[Sˆk(t|x)−
ESˆk(t|x)]2} are, respectively, the mean-squared error, bias at time t, and variance at
time t for the kth survival model in the stacking procedure, while Corr{Sˆk(t|x), Sˆl(t|x)}
is the correlation in predicted survival at time t between the kth and lth survival model.
We note that, given a set of candidate survival models, it is easy to show that there
exists a set of stacking weights such that the stacked estimator possesses as good, or
better, mean-squared error as the best performing single model in the set of candidate
survival models. However, this property is not guaranteed after estimating the stacking
weights. As such, the careful selection of candidate survival models should help the
stacking procedure to achieve good performance.
Chapter 3. Stacking Survival Models 25
The decomposition of mean-squared error provides convenient insight into an appropriate
set of candidate survival models. In particular, the set of candidate survival models
should be relatively independent of each other (i.e., possess a lower correlation between
predicted survival functions). Similar to Breiman [1996b], this motivates stacking a
diverse set of fundamentally different survival models, e.g., a range of parametric, semi-
parametric, and non-parametric survival models. In contrast, non-parametric survival
models with different tuning parameter combinations are likely highly correlated. This
indicates that selecting a single tuning parameter combination may work better than
stacking across a set of tuning parameter combinations. In addition, survival models
with the same distributional assumptions but different covariate combinations are likely
highly correlated, which indicates that the appropriate covariate combination should be
determined prior to stacking the candidate survival models.
3.3 Asymptotic Properties
We show that stacked survival models can ensure consistent model selection and uniform
consistency of the conditional survival function estimate. The former refers to the idea
that if the set of stacked models contains uniformly consistent models, then all weight
is asymptotically given to those models in the stack. Consistent model selection implies
uniform consistency as long as the correctly specified model is a uniformly consistent
estimator of the conditional survival function. Our main assumption for consistent model
selection is that there exists no weighted average of misspecified models that approaches
the true survival function for every time point included in equation (3.3). Appendix B
contains the specific assumptions and proofs.
Let Ω = (0, τ) be the support of interest for estimating the conditional survival function,
and consider m estimators for the stacking procedure. Then
Theorem 3.1. Let αˆ be estimated by equation (3.3). Assume that models 1, ..., l, where
l < m, are the only uniformly consistent estimators and conditions (B1)-(B3) in Ap-
pendix B hold, then
∑l
k=1 αˆk → 1, in probability, as n→∞.
This ensures that, for time-independent weights, the correct model(s) will asymptoti-
cally receive all of the weight for the stacked conditional survival function estimate in
equation (3.4). There can be more than one uniformly consistent estimator when con-
sidering different tuning parameters for non-parametric estimators. Another example is
a correctly specified Weibull model and Cox model. In the special case, when only one
model is uniformly consistent, we obtain the corollary:
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Corollary 3.2. If Sˆ1(t|x) is the only uniformly consistent estimator, then αˆ1 → 1, in
probability, as n→∞.
Theorem 3.1 and Corollary 3.2 are required for uniform consistency of the stacked esti-
mator with time-independent weights.
Theorem 3.3. Let the stacked estimate of the conditional survival function be defined
as Sˆ(t|x) in equation (3.4). Assume that conditions (B1)-(B3) in Appendix B hold.
Then as n→∞,
sup
tΩ
sup
x
|
m∑
k=1
αˆkSˆk(t|x)− So(t|x)| → 0.
Both theorems are proved in Appendix B. The rate of convergence of the stacked esti-
mator remains beyond the scope of this Chapter. However, Van der Laan et al. [2007]
showed that, in the uncensored case, the stacked estimator’s risk converges at either the
best rate of a correctly specified model, or slightly slower than the parametric rate.
3.4 Simulations
An extensive simulation study examines the finite sample performance of stacked survival
models for several commonly encountered situations. In particular, three settings are
investigated: a moderate number of covariates with a modest censoring rate (Section
3.4.1) and a high censoring rate (Section 3.4.2), and then a large number of covariates
with a modest censoring rate (Section 3.4.3).
The simulations are comprised of combinations of an event distribution (d = 1, 2, 3)
and linear form of covariates (q = 1, 2). The covariate distributions are multivariate
normal: xp ∼ MVN(0,Σ), where Σ is the correlation matrix and for all i, j = 1, ..., p,
Σi,j = ρ
|i−j| with ρ = 0.4 (p is the vector dimension). Sections 3.4.1 and 3.4.2 have a four-
dimensional covariate space (i.e., p = 4), while Section 3.4.3 has a p = 40 dimensional
covariate space. For all simulations, only the first and third covariate have a non-zero
effect. Specifically, the first three covariate effects are (1, 0,−1). Two different linear
combinations are considered: γ1 = xp and γ
2 = Φ(4 × xp) which imply linear and
non-linear covariate effects, respectively. The event distributions are defined as
1. T
(q)
1 ∼ exp{Normal(βγq, 14)}
2. T
(q)
2 ∼Weibull(scale = exp{βγq}, shape = 1.1)
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3. T
(q)
3 ∼ Gamma(scale = 14 exp{βγq}, shape = 5)
Each subsection investigates every combination of the event distribution (d) and linear
form (q), i.e., there are six scenarios for each of the three subsections.
Survival models are compared on the basis of integrated squared survival error (ISSE),
Ex
∫
T (Sˆ(u|x)− So(u|x))2du, which is approximated by
ISSE ≈ 1
n
n∑
i=1
N∑
j=1
(t(j) − t(j−1))× (Sˆ(t(j)|xi)− So(t(j)|xi))2,
where t(j) are the ordered event times, i.e., t(j)− t(j−1) > 0 for all j, N is the number of
observed event times, and So(·|xi) is the true conditional survival function. Therefore,
ISSE measures the squared distance between the estimated and true conditional survival
functions.
We use the integrated Brier Score (IBS), which is a similar criterion to the estimation of
αˆk, as the measure of the predicted error for selecting an individual model through cross-
validation. In particular, the IBS for the kth model is defined as ˆIBSk =
∫ τ
0 BˆSk(t)dt,
where τ is the maximum observed time and BˆSk(t) is the estimated Brier Score at time
t for the kth model (with an out-of-bag estimate of the conditional survival function).
The cross-validated estimator is then defined as Sˆl(·|x), where l = arg mink ˆIBSk.
All simulations were run in R version 3.0.0 [R Development Core Team, 2013]. The
constrained minimization problem was solved using the package alabama [Varadhan,
2012]. The stacking weights, i.e., equation (3.3), were estimated by minimizing the
Brier Score over the 0.1, 0.2, ..., 0.9 quantiles of the observed event distribution.
3.4.1 Modest Censoring
This setting has relatively few covariates (p = 4) with a modest censoring rate (25%)
and sample size (n = 200). This illustrates stacked survival models in a relatively
straightforward and simple scenario.
The stacked survival models include a Weibull model and log-Normal model as paramet-
ric models, a Cox proportional hazards model as a semi-parametric model, and random
survival forests (RSF) as a non-parametric model. The parametric and semi-parametric
models only include first-order main effects and no interactions. All of the parametric
and semi-parametric models are estimated using the survival package in R [Therneau,
2013], and all of the parametric and semi-parametric models use five-fold cross-validation
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to estimate Sˆ
(−i)
k (t|xi). The RSF is estimated using the randomSurvivalForest pack-
age in R [Ishwaran and Kogalur, 2013]. The RSF is an ensemble of 250 trees grown
using package defaults. For RSF, Sˆ
(−i)
k (t|xi) is estimated using the out-of-bag ensem-
ble from the rsf function. The censoring distribution is a uniform distribution for all
T
(q)
d : Cd,q ∼ Unif(0, c(d, q)), where c(d, q) is a constant that depends on (d, q) and en-
sures approximately 25% censoring. Kaplan-Meier estimates the survival function of the
censoring distribution required for the Brier Score, i.e., G(·) in equation (3.3).
The log-Normal and Weibull scenarios with linear covariate effects illustrate performance
when there is a correctly specified parametric or semi-parametric model in the stack.
Stacking is not expected to perform better than a correctly specific parametric model,
but should remain reasonably efficient in such situations. The Gamma scenario with
linear covariate effects illustrates performance when there are approximately correct
parametric models in the stack (e.g., a correct mean function). The scenarios with
non-linear covariate effects were designed to have badly misspecified parametric and
semi-parametric models. Due to the lack of a correctly specified parametric model,
stacked survival models should perform relatively well by, in particular, assigning more
weight to the non-parametric estimator: random survival forests (RSF).
Table 3.1 presents the results in terms of integrated squared survival error (ISSE). Since
the goal is an estimator that performs well in a wide variety of situations, the top two
estimators are bolded for each scenario. The stacked survival model, i.e., “Stacking”,
is a top two estimator for five of the six scenarios. Stacked survival models reduce
the ISSE by approximately 20% compared to the best single model for the log-Normal
and gamma distributions with non-linear covariate effects. In addition, the stacking
procedure outperforms the approach of selecting a single model via cross-validation in
every situation.
As an illustration, Table 3.2 presents the stacking weights (averaged over all simulations)
for the individual models. For the linear scenarios, the stacking procedure gives a ma-
jority of the weight to correctly specified parametric models. The weights are even more
interesting for the scenarios with non-linear covariate effects. In particular, the random
survival forests (RSF) receive the most weight for the stacking procedure despite having
the largest ISSE among single models. This is a good example of stacked survival models
combining misspecified parametric models and an inefficient non-parametric model to
obtain a new estimator that outperforms every single model considered in the stacking
procedure.
Remark 3.3. Random survival forests (RSF) possess tuning parameters that influence
performance, e.g., the minimum number of events in a node. While the performance
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of RSF could be improved by adaptively selecting tuning parameters (e.g., by cross-
validation), stacked survival models are likely to also inherit any improvement in RSF
since it is included in the stack.
Table 3.1: Simulation results for Section 3.4.1 (n = 200, p = 4 covariates, and
25% censoring) presented in integrated squared survival error (ISSE) over the observed
support. Each simulation is replicated 2000 times, and the error is multiplied by 100.
The two top estimators are bolded for each simulation scenario. ‘RSF’ stands for
random survival forests, ‘Stacking’ is stacked survival models, and ‘CV’ is the cross-
validated selected estimator.
Models log-Normal Weibull Gamma
log-Normal 0.92 2.48 1.17
Single Weibull 1.81 1.26 1.29
Linear Models Cox 3.76 2.03 3.49
Effects RSF 31.5 18.1 36.4
Flexible Stacking 1.24 1.62 1.34
Models CV 2.97 1.99 2.38
log-Normal 9.34 5.73 11.6
Single Weibull 10.1 4.77 12.0
Non-Linear Models Cox 10.4 5.02 12.4
Effects RSF 11.4 10.5 13.0
Flexible Stacking 7.59 4.80 9.02
Models CV 10.3 5.62 12.1
Table 3.2: Average weights for the individual models included in the stacked survival
model for each of the six scenarios in Section 3.4.1 (n = 200, p = 4 covariates, and 25%
censoring). Each simulation is replicated 2000 times. ‘RSF’ stands for random survival
forests.
Stacked Models log-Normal Weibull Gamma
log-Normal 0.64 0.17 0.43
Linear Weibull 0.21 0.49 0.39
Effects Cox 0.13 0.29 0.16
RSF 0.03 0.06 0.02
log-Normal 0.21 0.12 0.14
Non-Linear Weibull 0.10 0.31 0.14
Effects Cox 0.03 0.22 0.04
RSF 0.67 0.35 0.68
3.4.2 High Censoring
This setting is similar to Section 3.4.1 except that the censoring rate is approximately
75% and the sample size is n = 1000, which is designed to mimic large observational
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trials that experience substantial administrative censoring at the end of the observed
support. To simulate administrative censoring, the censoring is uniformly distributed:
Cd,q ∼ Unif(c(d, q), c(d, q) + 0.5), where c(d, q) is a constant that depends on (d, q) and
ensures approximately 75% censoring.
Table 3.3 presents the results in terms of integrated squared survival error (ISSE). Again,
the top two estimators are bolded to highlight flexibility in a wide range of scenarios.
Stacked survival models is a top two estimator for five of the six scenarios, while none
of the alternatives is a top two estimator for more than two scenarios. Additionally,
stacking possesses approximately 30% higher ISSE than correctly specified parametric
models (i.e., log-Normal and Weibull distributions with linear effects), and as good or
better ISSE when the parametric models are slightly misspecified (i.e., Gamma distri-
bution with linear effects). The stacking procedure also outperforms the model selected
via cross-validation in every situation.
An interesting point is that the parametric and semi-parametric models perform very
poorly for the log-Normal and Gamma scenarios with non-linear covariate effects, where
RSF is the best performing single survival model. Despite the poor performance of the
parametric models, stacking is able to improve on the performance of RSF to achieve
more than a 10% reduction in integrated squared survival error. In contrast, cross-
validation, which always selects RSF as the best performing model, is naturally unable
to improve upon the performance of RSF. This again illustrates the ability of stacked
survival models to perform well in a wide range of situations and, at times, improve the
estimation of the conditional survival function above any model in the stack.
3.4.3 High Dimensional Covariate Space
This setting has p = 40 covariates with a relatively small sample size (n = 200). The
censoring distributions are the same as Section 3.4.1. This represents the situation
where the number of covariates is large relative to the sample size. In general, the
parametric and semi-parametric models used (and stacked) in Sections 3.4.1 and 3.4.2
will not perform well in high dimensional settings without regularization. As such, these
models are not included for these high dimensional scenarios. We instead stack a Cox
model with an l1 penalty (i.e., lasso), a boosted version of the Cox model, and random
survival forests (RSF). The l1 penalized version of the Cox model is fit using the R
package penalized with the penalty parameter chosen via cross-validation [Goeman,
2012]. The boosted Cox model is fit using the package CoxBoost in R with default
tuning parameters [Binder, 2013]. RSF is fit in the same manner as Sections 3.4.1 and
3.4.2.
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Table 3.3: Simulation results for Section 3.4.2 (n = 1000, p = 4 covariates, and
75% censoring) presented in integrated squared survival error (ISSE) over the observed
support. Each simulation is replicated 2000 times, and the error is multiplied by 1000.
The two top estimators are bolded for each simulation scenario. ‘RSF’ stands for
random survival forests, ‘Stacking’ is stacked survival models, and ‘CV’ is the cross-
validated selected estimator.
Models log-Normal Weibull Gamma
log-Normal 0.26 1.02 0.38
Single Weibull 0.80 0.33 0.45
Linear Models Cox 0.99 0.41 0.69
Effects RSF 7.64 4.84 8.16
Flexible Stacking 0.34 0.42 0.37
Models CV 0.93 0.71 0.55
log-Normal 13.2 2.96 14.9
Single Weibull 14.1 2.84 15.6
Non-Linear Models Cox 14.0 2.90 15.6
Effects RSF 5.20 5.17 5.63
Flexible Stacking 4.56 2.29 5.01
Models CV 5.20 3.47 5.63
The stacked survival model is the best performing model for every non-proportional haz-
ards scenario (see Table 3.4). Stacked survival models are one of the top two estimators
for five of the six scenarios and, relative to Sections 3.4.1 and 3.4.2, stacked survival
models offer smaller improvements (approximately 5%−15% reductions in ISSE). How-
ever, the improvements in ISSE are more consistent across the scenarios. In addition,
the stacking procedure outperforms the model selected via cross-validation in every sit-
uation.
3.5 German Breast Cancer Study
Stacked survival models are illustrated on a well-known survival benchmark data set: the
German breast cancer study (GBCS) described by Hosmer et al. [2008], and accessible
at the University of Massachusetts website for statistical software information. There
are eight covariates included in the analysis: age at diagnosis, tumor size, tumor grade,
number of nodes, menopausal status, the number of progesterone receptors, the number
of estrogen receptors, and hormone therapy status. The outcome of interest is the time
till death, and there is complete data on 686 patients with approximately 75% censoring,
which is similar to the simulation scenarios in Section 3.4.2. The stacking procedure uses
the same models as Sections 3.4.1 and 3.4.2. That is, the Weibull and log-Normal model
are the parametric models, the Cox proportional hazards model is the semi-parametric
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Table 3.4: Simulation results for Section 3.4.3 (n = 200, p = 40 covariates, and
25% censoring) presented in integrated squared survival error (ISSE) over the observed
support. Each simulation is replicated 2000 times, and the error is multiplied by 100.
The two top estimators are bolded for each simulation scenario. ‘RSF’ stands for
random survival forests, ‘Stacking’ is stacked survival models, and ‘CV’ is the cross-
validated selected estimator.
Models log-Normal Weibull Gamma
Single Cox - Lasso 5.57 3.66 6.03
Linear Models Cox - Boosting 5.60 3.14 6.82
Effects RSF 49.6 27.4 57.4
Flexible Stacking 4.65 3.30 4.96
Models CV 4.82 3.33 5.13
Single Cox - Lasso 11.1 6.32 13.2
Non-Linear Models Cox - Boosting 10.6 6.21 12.5
Effects RSF 16.0 12.9 18.8
Flexible Stacking 9.81 6.26 11.6
Models CV 10.8 6.40 12.9
model, and a random survival forest is the non-parametric model. The minimum number
of deaths (for RSF) is set at 12, which was selected by minimizing predicted error among
five potential values: 3, 6, 12, 24, 48.
We are particularly interested in the association of five-year survival with tumor size and
the number of nodes. To evaluate the association, the stacked survival model and each
model included in the stacking procedure predicts the five-year survival rate for each
patient in the study. After predicting five-year survival, a generalized additive model
with penalized B-splines for the continuous covariates [i.e., the gam function from the
mgcv package [Wood, 2006]] estimates the association of five-year survival with tumor
size and the number of nodes while adjusting for the other covariates.
Figure 3.1 presents the estimated five-year survival as a function of tumor size and the
number of nodes at the median of the other covariates. The parametric/semi-parametric
models suggest worse five-year survival with increasing tumor size and number of nodes.
In contrast, RSF suggests that five-year survival dips slightly around 40mm for tumor
size, while five-year survival for the number of nodes has a sharp early decrease but
plateaus after about 10 nodes. The stacked survival model - which gives weight to the
Weibull model (0.36), the Cox model (0.04), and RSF (0.58) - is a compromise between
the parametric/semi-parametric models and RSF.
The GBCS data set has a marginal five-year survival rate of 70% due, in part, to a
censoring rate of 75%. As such, predicted five-year survival rates less than 20% are
surprising (i.e., the parametric/semi-parametric models for the number of nodes). Due
Chapter 3. Stacking Survival Models 33
Figure 3.1: The association of tumor size (mm) and the number of nodes with five-
year survival for the GBCS data set with the other covariates to their median value.
The tick marks at the bottom of the plots indicate the skewness of both covariates.
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to the sparsity of patients with more than 20 nodes, the low model based predicted
probabilities are likely due to parametric/semi-parametric models being heavily influ-
enced by a strong negative association with survival for patients with less than 20 nodes
(98% of patients have less than 20 nodes) through the first order linear effect (note that
the patient with over 50 nodes was censored after two years). In contrast, RSF does
not require any linearity assumptions and is more influenced by local observations in
predicting five-year survival [Ishwaran et al., 2008]. From this perspective, the stacked
survival model is balancing model based predictions that require assumptions of linearity
with locally based predictions.
3.6 Summary
We propose stacking survival models to flexibly estimate conditional survival functions.
Stacked survival models can combine several models, spanning the full range of para-
metric, semi-parametric, and non-parametric estimators, in the hope of potentially gain-
ing efficiency from the parametric estimators while maintaining the robustness of non-
parametric estimators. As illustrated in the simulation study, stacked survival models
give more weight to parametric and semi-parametric models when assumptions are ap-
proximately correct, but shift weight to non-parametric estimators when assumptions
are badly violated. In this manner, stacked survival models perform well across a wide
range of scenarios. In particular, for a given scenario, stacked survival models are con-
sistently one of the two best estimators and, at times, perform better than any single
model considered in the stacking procedure.
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In practice, the true underlying data generation process is never known, i.e., one does
not choose the event distribution or functional form of the covariates. This motivates an
adaptive approach that can perform well in a wide variety of situations. Cross-validation
is currently the most common adaptive approach. Yet the simulation study illustrates
that stacked survival models perform as good, or better, than the model selected through
cross-validation, which picks a single model to receive all the weight (i.e., αk = 1 for some
k). As such, stacked survival models warrant consideration whenever cross-validated
models are used. Other predictive models could also have been considered, though
stacked survival models could inherit any particular advantages of such models through
inclusion in the stack.
Appendix B includes an investigation of time-dependent stacking, but the resulting
survival function is not guaranteed to be non-increasing. This is a major flaw that com-
promises the conceptual cohesion of time-dependent stacking. As an alternative, time-
dependent stacking on the conditional hazard function would ensure a non-increasing
survival function. However, this requires a different loss function than the Brier Score
and remains beyond the scope of this thesis.
Similar to time-dependent stacking, covariate dependent stacking (or, allowing the αk
to depend upon x) is a potential avenue for improving stacked survival models. LeBlanc
and Tibshirani [1996] mention this approach for uncensored stacking, and a collabo-
rative group using covariate dependent stacking won the Netflix Prize competition to
improve movie recommendations [Sill et al., 2009]. However, extending the stacking pro-
cedure to include covariate dependent weights with the constraints introduced here is not
straightforward. For example, Sill et al. [2009] do not constrain their covariate depen-
dent weights despite prior experiences suggesting regularization improves performance
[Breiman, 1996b, LeBlanc and Tibshirani, 1996]. Investigation of covariate dependent
stacking and different approaches to constraining the covariate dependent weights de-
serves further investigation.
The set of m survival models included in the stacking procedure will influence the perfor-
mance of the final stacked survival model. As discussed in Section 3.2, the mean-squared
error of the stacked survival model depends, in part, on the correlation between pre-
dicted survival functions. Similar to Breiman [1996b], this motivates stacking survival
models that are fundamentally different. As such, models based on different classes
are recommended, e.g., parametric, semi-parametric, and non-parametric estimators. In
addition, the set of important covariates should be determined prior to forming the set
of candidate survival models. Further characterization, e.g., through empirical studies,
of this topic is warranted.
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The Brier Score, used to estimate the weighted combination of survival models, is essen-
tially an inverse probability-of-censoring weighted (IPCW) estimate of prediction error.
The IPCW estimate requires estimating the (possibly conditional) censoring distribu-
tion. The simulation scenarios introduced in Section 3.4 use a Kaplan-Meier estimator
for the censoring distribution that is correctly specified. In our experience, the stack-
ing procedure maintains good operating characteristics when the censoring model is
misspecified. However, if there is strong evidence of differential censoring among the
covariates, then a conditional estimator may be warranted (e.g., a Cox proportional
hazards model).
The importance of efficient, yet robust, estimators of conditional survival functions (or,
equivalently, conditional distribution functions) continues to grow. Methods in a wide
range of areas require estimating a conditional survival function as a nuisance parameter,
for example, censored quantile regression (see Chapter 2), time-dependent ROC curves
[Zheng and Heagerty, 2004], inverse probability-of-censoring weighted estimators, e.g.,
Fine and Gray [1999], model-free contrast approaches [Rudser et al., 2012], and dynamic
treatment regime methods [Zhao et al., 2011]. The simulations presented here suggest
that stacking parametric, semi-parametric, and non-parametric models for the nuisance
parameter will likely result in better estimation of regression parameters of interest,
though these topics warrant further investigation.
Chapter 4
Restricted Mean Treatment
Effects
Patients with end-stage lung disease (e.g., advanced cystic fibrosis) may be eligible for
lung transplantation after other treatment options fail. Unfortunately, post-transplant
survival is poor after lung transplantation, especially in comparison to other solid organ
transplants, with one and three-year graft survival of 79% and 64%, respectively. Given
the poor prognosis, understanding the factors related to post-transplant survival remains
an important but controversial task. For example, transplant center volume (i.e., the
number of lung transplants at a center over two years) is a factor that is related to
post-transplant survival; in particular, higher center volume is associated with lower
mortality [Thabut et al., 2010, Weiss et al., 2009]. In the absence of censoring, the
difference in survival between high volume centers and low volume centers would be
traditionally summarized by the difference in mean survival time. However, the mean
for a non-negative random variable (e.g., survival time) is defined as E{T} = ∫∞0 S(t)dt,
where S(t) = P (T > t) is the survival function of the random variable T . The estimate
of the mean is therefore not defined when Sˆ(t) > 0 for all observed t, a situation regularly
experienced with even light censoring. Since substantial censoring is experienced in lung
transplantation, a different summary measure is required.
The restricted mean is an alternative summary measure that is always estimable under
censoring [Royston and Parmar, 2013]. The τ -restricted mean truncates observations at
some time point τ [i.e., E{min(T, τ)} = ∫ τ0 S(t)dt]. By choosing a value for τ within the
observed support, the restricted mean is a well-defined summary measure with a direct
interpretation that is closely related to the mean. For example, the average difference
in post-transplant survival between high volume and low volume centers over one year
is the difference in one-year restricted means. However, estimating the difference of
36
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the restricted mean survival time in observational studies, such as lung transplantation,
is difficult due to potential confounding from observed covariates. In particular, the
difference in the area under the Kaplan-Meier survival curve up to time τ between the
two treatment groups is not a consistent estimator of the restricted mean difference.
To account for imbalances between treatments in confounding variables, several re-
searchers have proposed estimating the covariate-adjusted restricted mean difference
by estimating the covariate-adjusted survival distribution and then marginalizing over
the covariate distribution to obtain the estimated restricted mean difference (referred to
as the “regression” approach). For example, Karrison [1987] proposed modeling the sur-
vival time distribution as a proportional hazards model with a piecewise constant base-
line hazard function. As a natural alternative, Zucker [1998] proposed a proportional
hazards model with an unspecified baseline hazard, i.e., a Cox proportional hazards
model [Cox, 1972]. Both Karrison and Zucker assume that the covariate effects are the
same for each treatment. Chen and Tsiatis [2001] relax this assumption by estimating
separate baseline hazard functions and covariate effects for each treatment.
All current approaches to estimating the difference in restricted means rely on a pro-
portional hazards model to estimate the covariate-adjusted survival distribution. Un-
fortunately, the proportional hazards assumption may not hold in many applications.
For example, centers with greater lung transplant volume are more likely to perform
bilateral lung transplants (as opposed to single lung transplants), and the type of lung
transplant is well-known to violate the proportional hazards assumption [Thabut et al.,
2010]. As such, current approaches, which rely on the proportional hazards assumption,
may produce biased estimators of the difference in restricted mean of post-transplant
survival between high volume and low volume centers. As an alternative, we could
estimate the survival time distribution with an accelerated failure time model (e.g., a
log-Normal model), but the estimator is biased if the accelerated failure time assumption
is violated. Rather than rely on either a proportional hazards model or an accelerated
failure time model, we pursue a flexible estimator of the restricted mean that performs
well across many situations.
This is a natural setting for the stacked survival models introduced in Chapter 3. As
noted in that chapter, stacking finds the optimally weighted average of several condi-
tional survival function estimators by minimizing predicted error. Since the minimiza-
tion is based on predicted error, stacking can include parametric models, semi-parametric
models (e.g., the Cox model) and non-parametric models. This allows the weight to shift
to the model that most accurately estimates the underlying survival function for a given
sample size. In this way, stacked survival models can accurately estimate a conditional
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survival function, and the corresponding restricted mean, in situations that extend past
proportional hazards scenarios.
Section 4.1 introduces restricted mean treatment effect estimation and stacked survival
models. A simulation study evaluates the finite sample performance of the proposed
estimator in Section 4.2. The proposed estimator is applied to a observational registry
of post-lung transplantation survival from the United Network for Organ Sharing in
Section 4.3. Concluding remarks are presented in Section 4.4.
4.1 Proposed Estimator
Some notation is required before introducing the estimator. Throughout the chapter,
random variables and observed variables are distinguished by capital and lower case
letters, respectively. The treatment, or condition, is denoted by ai, where i denotes
the patient, and follows the Bernoulli random variable A (i.e., A = {0, 1}). Additional
covariates, denoted by vector xi, are measured at the beginning of the study and follow
the distribution of the random variable X. For this chapter, we define the non-negative
survival time random variable as T = T 0 · I(A = 0) + T 1 · I(A = 1), where T 0 and
T 1 are the (possibly unobserved) survival time random variables had a patient received
treatment 0 and 1, respectively. We assume that there are no unmeasured confounders;
that is, the set of potential outcomes, (T 0, T 1), is conditionally independent of A given
X (i.e., (T 0, T 1)⊥ A |X, where ⊥ denotes statistical independence). The censoring time
is ci, which follows the distribution of the continuous non-negative random variable C
and is assumed to be conditionally independent of (T 0, T 1) (i.e., (T 0, T 1) ⊥ C | {X, A}).
Hence a sample of right censored survival data for n patients is {yi, δi, ai,xi}, i = 1, ..., n,
where yi = min(ti, ci) and δi = I(ti < ci).
Now let S(A=a)(t|X = x) = P (T > t|X = x, A = a) and G(A=a)(t|X = x) = P (C >
t|X = x, A = a) be the treatment-specific conditional survival functions for the survival
time and censoring time random variables, respectively, of treatment a. For the rest of
the chapter, we suppress the covariate and treatment random variable notation in the
conditional survival function; that is, S(A=a)(t|X = x) = S(a)(t|x) and G(A=a)(t|X =
x) = G(a)(t|x).
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4.1.1 Restricted Mean Treatment Effects
Following the outline of Chen and Tsiatis [2001], we estimate restricted means with the
“regression” approach which involves modeling the conditional survival time distribu-
tion. In particular, the restricted mean for treatment a is defined as
µ(τ, a) ≡ E{min(T a, τ)} = Ex[E{min(T a, τ)|X = x}]
= Ex[E{min(T, τ)|X = x, A = a}] (4.1)
= Ex
{∫ τ
0
S(a)(t|x)dt
}
,
where (4.1) holds due to the assumption that (T 0, T 1)⊥A|X (i.e., the assumption of no
unmeasured confounders). It is important to note that the expectation is taken with
respect to the marginal, rather than conditional, covariate distribution.
If we can estimate the conditional survival distribution S(a)(t|x), then the empirical
covariate distribution estimates the expectation over the covariate space. As such, the
estimator for the τ -restricted mean of T a, which adjusts for potential confounding effects,
is
µˆ(τ, a) =
1
n
n∑
i=1
∫ τ
0
Sˆ(a)(t|xi)dt, (4.2)
where Sˆ(a)(t|xi) is the estimate of S(a)(t|xi). In practice, a closed form solution of
equation (4.2) may not exist, and we therefore approximate equation (4.2) by
µˆ(τ, a) ≈ 1
n
n∑
i=1
Nτ∑
j=1
(t(j) − t(j−1))× Sˆ(a)(t(j−1)|xi), (4.3)
where t(j) are the ordered event times, e.g., t(j) − t(j−1) > 0 for all j = 1..., n, and Nτ
is one more than the number of event times less than τ . If no event time equals τ (i.e.,
t(j) 6= τ for all j = 1, ..., n), then t(Nτ ) = τ and t(Nτ−1) is the largest event time less than
τ . For two treatments, the estimated difference in restricted mean survival time is
γˆ(τ) = µˆ(τ, a = 1)− µˆ(τ, a = 0), (4.4)
which also corresponds to the difference in the area under the survival curves for the
two treatments up to time τ .
At this point, it is obvious that the estimator of S(a)(t|x) influences the estimation of
the difference in restricted means. In particular, a better estimator of S(a)(t|x) should
result in a better estimator of the restricted mean difference with the approach outlined
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here. This is, in fact, the main motivation for estimating restricted mean treatment
effects with stacked survival models.
4.1.2 Stacked Survival Models
This chapter reintroduces stacked survival models in order to make appropriate modifi-
cations for estimating restricted means. However, we refer to Chapter 3 for an in-depth
discussion on stacked survival models for estimating conditional survival functions.
The Brier Score [Graf et al., 1999] measures the predicted squared error of a condi-
tional survival function at a particular time point. Following Lostritto et al. [2012], the
estimated Brier Score for treatment a at a single time point t can be written as
BˆS
(a)
(t) =
1
n
∑
iΓa
∆i(t)
Gˆ(a)(min{ti, t}|xi)
× {Zi(t)− Sˆ(a)(t|xi)}2, (4.5)
where Zi(t) = I(ti > t), ∆i(t) = I(min{ti, t} ≤ ci), Gˆ(a)(·|xi) is the estimated condi-
tional survival function of the censoring distribution for the ath treatment, and Γa is the
set of patients that received treatment a. For a fixed time t, censored observations with
ci > t will contribute to the Brier Score, but when ci < t the censored observations will
only contribute to the Brier Score indirectly through the estimation of G(a)(Ti(t)|xi). For
this chapter, Gˆ(a)(·|xi) is an (unconditional) treatment-specific Kaplan-Meier denoted
here after as Gˆ(a)(·).
For each treatment group, the stacking procedure considers the same set of m candidate
models, and each model has a corresponding conditional survival function estimate,
say Sˆ
(a)
k (t|x) for k = 1, ...,m survival models. Since the goal is estimating the entire
conditional survival function to time τ , stacked survival models minimize BˆS
(a)
(t) over
a set of time points, say t1, ..., ts. Since there are m models to stack, the stacking weights
are estimated by a weighted least squares problem with the additional constraints that
α
(a)
k ≥ 0 for k = 1, ...,m and
∑m
k=1 αˆ
(a)
k = 1:
αˆ(a) = arg min
α(a),α
(a)
k ≥0
s∑
r=1
∑
iΓa
∆i(tr)
Gˆ(a)(min{ti, tr})
× {Zi(tr)− (4.6)
m∑
k=1
αkSˆ
(a,−i)
k (tr|xi)}2,
where Sˆ
(a,−i)
k (t|xi) is the survival estimate from the kth model while leaving the ith
observation out during the fitting process. This ensures that stacking does not reward
models that over-fit the data. This is traditionally done by leaving only the ith ob-
servation out in the fitting process. However, the computational requirements induced
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by bootstrapping prevent fitting the set of candidate survival models n separate times.
The data is instead randomly split into five roughly equally sized sets and Sˆ
(a,−i)
k (t|xi) is
obtained for observations in a given set by fitting the survival models to the observations
in the other four sets. As such, five survival models, rather than n survival models, are
fit for each of the m candidate survival models.
After minimizing equation (4.6), the stacked estimate of the conditional survival function
for treatment a is
Sˆ(a)(t|x) =
m∑
k=1
αˆ
(a)
k Sˆ
(a)
k (t|x), (4.7)
where Sˆ
(a)
k (t|x) is the kth survival model estimated with all observations on treatment
a. The treatment-specific restricted means and the restricted mean treatment effects
are then estimated with equations (4.3) and (4.4), respectively.
The set of survival models has an influence on the performance of the stacked survival
models. For example, Breiman [1996b] and Chapter 3 found that stacking a diverse
set of models performs well. Due to their accessibility in the survival package, we
use the Weibull and log-Normal models as the parametric survival models, and two
versions of the Cox proportional hazards model as the semi-parametric survival models.
In particular, the first Cox model has linear main effects, while the second Cox model
has penalized splines for the continuous covariates. We also consider including bagged
survival trees as the non-parametric survival model, which are easily estimated by the
randomSurvivalForest package.
We estimate confidence intervals with the non-parametric bootstrap. In particular, we
randomly sample with replacement n of the observed {yi, δi, ai,xi}; this is called the
bth bootstrap data set. The bth bootstrapped estimate of the kth conditional survival
function is defined as Sˆ
(a)
k,b (t|x). Since the stacking weights are re-estimated for each
bootstrap, the final conditional survival function estimate of the bth bootstrap for treat-
ment a is Sˆ
(a)
b (t|x) =
∑m
k=1 αˆ
(a)
k,b Sˆ
(a)
k,b (t|x). The bootstrap estimates are then defined
similarly for the treatment specific restricted means and restricted mean treatment ef-
fect [see equations (4.3) and (4.4)]. Finally, the 95% confidence intervals are estimated
using the 2.5th and 97.5th percentiles of the bootstrap distributions.
Remark 4.1. Chapter 3 shows that, given the stack contains a uniformly consistent es-
timator, stacked survival models are uniformly consistent for the underlying conditional
survival function. As such, when at least one model within the stacking procedure is
correctly specified, µˆ(τ, a = l) is consistent for the true restricted mean treatment effect
by the dominated convergence theorem [Ferguson, 1996]. The proposed estimator is
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therefore consistent in a wider range of scenarios than previous methods that only use
a proportional hazards model to estimate the conditional survival distribution.
Remark 4.2. The Brier Score measures agreement at only one particular time. As
such, the set values (i.e., t1, ..., ts) over which the Brier Score is minimized [see equation
(3.3)] have implications for performance. In particular, care should be taken to avoid
picking only very small or very large values. At least nine evenly spaced quantiles of
the observed event distribution is usually sufficient to ensure good estimation of the
conditional survival function.
4.2 Simulations
The simulation study evaluates the finite sample performance of estimating restricted
mean treatment effects with stacked survival models. Proportional hazard scenarios are
investigated with an exponential distribution, while a gamma distribution represents
non-proportional hazard scenarios. Each data-generating distribution includes a scenario
with linear and non-linear covariate effects for a total of four scenarios.
For each simulation scenario, the covariate distribution is a four-dimensional multivari-
ate Normal with a zero mean vector, unit variances, and a positive AR(1) correlation
structure (ρ = 0.4). To mimic observational studies with confounding, the treatment
assignment depends on the covariate distribution. In particular, the probability of re-
ceiving treatment, i.e., P (ai = 1|x) = pi, is defined by logit(pi) = 0.1×(x1+x2+x3+x4).
The event distributions for treatment a and scenario b are defined: when b = 1, 2 then
T
(a)
b ∼ Exp[exp{λ(a)b }], where E{T (a)b } = 1/ exp{λ(a)b }; when b = 3, 4 then T (a)b ∼
Gamma[scale = exp{λ(a)b }, shape = 2.5], where E{T (a)b } = 2.5 · exp{λ(a)b }. The specific
covariate effects for the control group (i.e., λ
(0)
b ) are
λ
(0)
1 = −4.50− 0.125 · {x1 + x2 + x3 + x4}
λ
(0)
2 = −0.70− 1.000 · {Φ(4× x1) + Φ(4× x2) + Φ(4× x3) + Φ(4× x4)}
λ
(0)
3 = 3.50− 0.125 · {x1 + x2 + x3 + x4}
λ
(0)
4 = 4.50− 0.500 · {Φ(4× x1) + Φ(4× x2) + Φ(4× x3) + Φ(4× x4)},
where Φ(·) is the cumulative distribution function of a standard Normal distribution
(i.e., the non-linear effect is a ‘smooth step function’). The covariate effects for the
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treatment group (i.e., λ
(1)
b ) are
λ
(1)
1 = −3.50− 0.125 · {x1 + x2 + x3 + x4}
λ
(1)
2 = −1.70− 1.000 · {Φ(4× x1) + Φ(4× x2) + Φ(4× x3) + Φ(4× x4)}
λ
(1)
3 = 3.00− 0.125 · {x1 + x2 + x3 + x4}
λ
(1)
4 = 4.00− 0.500 · {Φ(4× x1) + Φ(4× x2) + Φ(4× x3) + Φ(4× x4)}.
The censoring distributions are defined similarly with λ
(a)
b replaced by γ
(a)
b , and are
designed to achieve a marginal censoring rate of approximately 30%. The censoring
distributions for the control group (i.e., γ(0)) are
γ
(0)
1 = −4.895− 0.0625 · {x1 + x2 + x3 + x4}
γ
(0)
2 = −3.680− 0.5000 · {Φ(4× x1) + Φ(4× x2) + Φ(4× x3) + Φ(4× x4)}
γ
(0)
3 = 3.780− 0.0625 · {x1 + x2 + x3 + x4}
γ
(0)
4 = 4.765− 0.5000 · {Φ(4× x1) + Φ(4× x2) + Φ(4× x3) + Φ(4× x4)},
while the censoring distributions for the treatment group (i.e., γ(1)) are
γ
(1)
1 = −5.395− 0.0625 · {x1 + x2 + x3 + x4}
γ
(1)
2 = −4.680− 0.5000 · {Φ(4× x1) + Φ(4× x2) + Φ(4× x3) + Φ(4× x4)}
γ
(1)
3 = 3.280− 0.0625 · {x1 + x2 + x3 + x4}
γ
(1)
4 = 4.265− 0.5000 · {Φ(4× x1) + Φ(4× x2) + Φ(4× x3) + Φ(4× x4)}.
Each simulation scenario is evaluated 2500 times with a sample size of 300. All sim-
ulations were run in R version 3.0.0 [R Development Core Team, 2013]. The stacking
weights are estimated by minimizing the Brier Score over nine equally spaced quantiles
of the observed events, while the constrained minimization problem was solved using
the alabama package [Varadhan, 2012].
The parametric models in the set of candidate models are the Weibull model and log-
Normal model with only linear main effects. Both models are special cases of an acceler-
ated failure time model, while the Weibull is also a special case of a proportional hazards
model. The semi-parametric models are two versions of the Cox model. The first Cox
model has only linear main effects, while the second Cox model uses penalized splines
for main effects with the roughness penalty set to 0.5. The survival package estimates
both the parametric and semi-parametric models [Therneau, 2013]. The non-parametric
estimator in the set of candidate survival models is bagged survival trees, which are esti-
mated with the randomSurvivalForest package [Ishwaran et al., 2008] with 1000 trees
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grown. Bagged survival trees require setting a tuning parameter: minimum number of
unique failure times (i.e., nmin).
We consider three different versions of stacked survival models. Two versions of the
stacked estimator are distinguished by the value of nmin for bagged survival trees, while
one version excludes bagged survival trees altogether from the set of candidate survival
models. In particular,
1. The ‘Stacked’ estimator only includes the parametric and semi-parametric survival
models in the set of candidate survival models.
2. The ‘Stacked (nmin = 3)’ estimator includes the parametric, semi-parametric, and
non-parametric survival models with the minimum number of unique failure times
set to three.
3. The ‘Stacked (nmin = 10)’ estimator includes the parametric, semi-parametric,
and non-parametric survival models with the minimum number of unique failure
times set to ten.
There are two motivations for investigating three different versions of the stacked esti-
mator. First, bagged survival trees are computationally expensive, which is significantly
compounded by the non-parametric bootstrap used to estimate confidence intervals. As
such, we can save substantial computational time if the stacked estimator without bagged
survival trees performs as well, or better, than the stacked estimators with bagged sur-
vival trees. Secondly, by including two versions of the stacked estimator with bagged
survival trees, we can investigate the sensitivity of the restricted mean to the selection of
the tuning parameter for bagged survival trees. In general, the ability of bagged survival
trees to estimate the conditional survival function depends on the appropriate selection
nmin. As such, the nmin value for bagged survival trees may affect the estimate of the
restricted mean.
Each restricted mean estimator in this simulation study uses the “regression” approach
described in Section 4.1.1. The different methods of estimating the restricted mean
are, in essence, different approaches to estimating the conditional survival function in
equation (4.3). The three versions of the stacked estimator are compared to a Cox pro-
portional hazards model with first-order main effects (referred to as the ‘Cox estimator’),
and a Cox proportional hazards model with penalized splines (referred to as the ‘Splines
estimator’). The Cox estimator was proposed by Chen and Tsiatis [2001] and is the
most common approach, while the Splines estimator is a straightforward extension of
the Cox estimator that should be more robust in a variety of situations. Note that each
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stacked estimator includes both the Cox and Splines estimators in the set of candidate
survival models.
The methods are compared on the basis of point estimation and confidence interval
performance. The quality of point estimation is measured by bias, i.e., Eδˆ(τ) − δ(τ),
and mean squared error (MSE), i.e., E{δˆ(τ)− δ(τ)}2. Confidence interval performance
is assessed with three measures: average confidence interval length (ACL), coverage
probability, and power. For each method, the estimated confidence intervals use the
2.5th and 97.5th percentiles of the bootstrap distribution with 300 bootstrap replicates.
In the exponential scenario with linear covariate effects, the correctly specified Cox
estimator should perform well, while the Splines estimator - despite being correctly
specified - should be slightly less efficient due to increased flexibility. In contrast, for the
exponential scenario with non-linear covariate effects, the Cox estimator should perform
poorly due to model misspecification, while the Splines estimator remains correctly
specified and should perform relatively well. Despite including both the Cox estimator
and the Splines estimator, all three stacked estimators will likely perform relatively worse
in both exponential scenarios due to the increased flexibility of additional models in the
set of candidate survival models.
Each parametric and semi-parametric model is misspecified in both gamma scenarios.
However, the parametric models in the stacked estimators closely approximate the truth
in the linear scenario (e.g., same mean function). Thus, in the linear gamma scenario, the
stacked estimators should perform better than both the Cox and Splines estimator due
to approximately correct parametric models. The non-linear gamma scenario assesses
the robustness of each estimator since the parametric and semi-parametric models may
not closely approximate the underlying truth. The stacked estimators should perform
better than the Cox and Splines estimators due to the increased flexibility of additional
models in the set of candidate models. This is also a good opportunity for the stacked
estimators with bagged survival trees [i.e., the Stacked (nmin = 3) and Stacked (nmin =
10) estimators] to perform well relative to the Stacked estimator without bagged survival
trees.
Across the different scenarios (Tables 4.1 and 4.2), the Stacked estimator (without
bagged survival trees) possesses as good, or better, bias and MSE than both the Stacked
(nmin = 3) and Stacked (nmin = 10) estimators with bagged survival trees. The Stacked
(nmin = 3) estimator also consistently fails to achieve nominal coverage, and possesses
coverage levels as low 86%. In addition, the Stacked (nmin = 3) and Stacked (nmin = 10)
estimators actually perform slightly worse than the Stacked estimator in the non-linear
gamma scenario; the most advantageous scenario for bagged survival trees. Due to the
similar, or better, performance and substantially less computational requirements, the
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Stacked estimator (without bagged survival trees) is preferred to the Stacked estimators
with bagged survival trees. As such, for the rest of this section, we only compare the
Cox and Splines estimators to the Stacked estimator (without bagged survival trees).
For the exponential scenarios (Table 4.1), the Stacked estimator possesses slightly more
bias than the Cox estimator when the covariate effects are linear, and the Stacked
estimator has similar, or more, bias than the Splines estimators for both linear and
non-linear covariate effect scenarios. These results are expected as the Cox and Splines
estimators are correctly specified in, respectively, the linear and non-linear exponential
scenarios. In the exponential scenario with non-linear covariate effects, the Stacked
estimator has approximately ∼ 40%− 85% less absolute bias than the misspecified Cox
estimator. In the linear scenario, the Stacked estimator has MSE similar to as both the
Cox and Splines estimators, while in the non-linear scenario the Stacked estimator has
10% − 15% lower MSE than both the Cox and Splines estimators. In the non-linear
scenario, the Stacked estimator also has approximately 5% shorter confidence intervals
than both the Cox estimator and, surprisingly, the Splines estimator. The Stacked
estimator is therefore more efficient than both the Cox and Splines estimators in the
non-linear exponential scenario. All estimators maintain a coverage probability within
1% of the nominal coverage level.
For both gamma scenarios (Table 4.2), the Stacked estimator possesses less bias and
5%− 10% lower MSE than both the Cox and Splines estimators. For the linear gamma
scenario, the Stacked and Cox estimators possess similar confidence interval length, while
the Stacked estimator has ∼ 5% shorter confidence intervals than the Splines estima-
tor. For the non-linear gamma scenario, the Stacked estimator has approximately 5%
shorter confidence intervals than both the Cox and Splines estimators, while maintaining
nominal coverage. Thus, the Stacked estimator performs better than both the Cox and
Splines estimators under model misspecification.
Chapter 3 motivated stacking with the goal of balancing, for a given sample size, the
efficiency of (potentially misspecified) parametric models with robust (but potentially
inefficient) semi-parametric and non-parametric models. This effect is illustrated in the
simulation study here even when the bagged survival trees (i.e., the non-parametric es-
timator) are excluded from the set of candidate survival models. For example, in the
linear exponential scenario, the Stacked estimator possesses MSE as good, or better,
than the correctly specified Cox and Splines estimators. This is likely due to the in-
clusion of a correctly specified parametric Weibull model. Yet, even the Weibull model
is misspecified in the non-linear gamma scenario, the Stacked estimator still performs
better than both the Cox and Splines estimators despite the lack of a non-parametric
estimator. This ability to adaptively find a good balance between the low variance
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Table 4.1: Simulation results for the exponential distributed scenarios: N = 300,
NSIM = 2500, and a marginal censoring of 30%. The confidence intervals are estimated
using the 2.5th and 97.5th quantiles of the non-parametric bootstrap distribution with
300 bootstrap replicates. ‘ACL’ is the average confidence interval length. The γ(20) and
γ(50) are the true restricted mean treatment effects for τ = 20 and τ = 50, respectively.
Estimator Bias MSE ACL Cov. Power
Linear
γ(20) = −2.965
Cox -0.02 0.49 2.69 0.94 0.99
Splines -0.05 0.51 2.83 0.95 0.99
Stacked -0.09 0.50 2.74 0.94 0.99
Stacked (nmin = 3) -0.09 0.50 2.64 0.93 0.99
Stacked (nmin = 10) -0.09 0.50 2.72 0.95 0.99
Non-Linear
γ(20) = 2.690
Cox 0.08 0.57 2.87 0.94 1.00
Splines 0.01 0.53 2.87 0.95 1.00
Stacked 0.01 0.48 2.73 0.95 1.00
Stacked (nmin = 3) -0.04 0.48 2.56 0.91 1.00
Stacked (nmin = 10) 0.07 0.51 2.81 0.94 1.00
Linear
γ(50) = −12.318
Cox 0.00 4.34 7.90 0.94 1.00
Splines -0.08 4.56 8.29 0.94 1.00
Stacked 0.04 4.20 7.90 0.94 1.00
Stacked (nmin = 3) 0.11 4.17 7.27 0.90 1.00
Stacked (nmin = 10) -0.01 4.23 7.91 0.93 1.00
Non-Linear
γ(50) = 7.929
Cox 0.26 3.40 6.94 0.94 1.00
Splines 0.06 3.19 6.92 0.95 1.00
Stacked 0.15 2.89 6.57 0.94 1.00
Stacked (nmin = 3) -0.08 3.00 5.97 0.86 1.00
Stacked (nmin = 10) 0.16 2.91 6.63 0.94 1.00
of (potentially misspecified) parametric models with the robustness of semi-parametric
models (e.g., a Cox model with penalized splines) or non-parametric models is the most
appealing aspect of stacked survival models.
A central concept of this chapter (and, in general, this thesis) is that better conditional
survival function estimation is associated with better estimation of restricted mean treat-
ment effects. However, the validity of this concept depends on the measure of restricted
mean performance. In particular, the MSE of the restricted mean treatment effect is
strongly correlated with the mean-squared error of the conditional survival function es-
timate, while the absolute bias has a surprisingly weak correlation (see Figure 4.1). It
turns out that the MSE is bounded by the mean-squared error of the conditional sur-
vival function estimator (see Appendix C for details). This implies that the absolute
bias is also bounded, but the bound is less tight due to a positive variance term. It is
therefore not surprising that the absolute bias would be less strongly correlated with the
performance of the conditional survival function.
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Table 4.2: Simulation results for the gamma distributed scenarios: N = 300, NSIM =
2500, and a marginal censoring of 30%. The confidence intervals are estimated using
the 2.5th and 97.5th quantiles of the non-parametric bootstrap distribution with 300
bootstrap replicates. ‘ACL’ is the average confidence interval length. The γ(20) and
γ(50) are the true restricted mean treatment effects for τ = 20 and τ = 50, respectively.
Estimator Bias MSE ACL Cov. Power
Linear
γ(20) = −0.753
Cox -0.02 0.09 1.18 0.94 0.74
Splines -0.01 0.10 1.24 0.95 0.69
Stacked 0.01 0.08 1.13 0.95 0.75
Stacked (nmin = 3) 0.00 0.08 1.19 0.93 0.76
Stacked (nmin = 10) 0.00 0.08 1.17 0.94 0.76
Non-Linear
γ(20) = −0.931
Cox -0.02 0.12 1.34 0.94 0.78
Splines -0.02 0.12 1.40 0.95 0.75
Stacked 0.02 0.10 1.29 0.95 0.79
Stacked (nmin = 3) 0.00 0.11 1.36 0.92 0.81
Stacked (nmin = 10) -0.01 0.11 1.34 0.94 0.81
Linear
γ(50) = −6.599
Cox -0.06 2.10 5.60 0.94 0.99
Splines -0.04 2.20 5.91 0.95 0.99
Stacked 0.04 2.02 5.61 0.95 1.00
Stacked (nmin = 3) 0.04 2.01 5.46 0.95 1.00
Stacked (nmin = 10) 0.00 2.02 5.70 0.95 1.00
Non-Linear
γ(50) = −6.407
Cox -0.13 2.20 5.72 0.94 0.99
Splines -0.10 2.19 5.83 0.96 0.99
Stacked 0.04 1.95 5.56 0.95 0.99
Stacked (nmin = 3) 0.05 1.98 5.36 0.92 1.00
Stacked (nmin = 10) -0.13 2.08 5.70 0.94 1.00
4.3 Effect of Center Volume in Lung Transplantation
We applied the proposed estimator to data from an observational registry of post-lung
transplant survival to estimate the effect of large center volume. In particular, we want
to estimate the difference in the restricted mean of post-transplant survival between
high volume centers [defined as > 100 lung transplants over the past two years [Tsuang
et al., 2013]] and low volume centers (defined as ≤ 100 lung transplants over the past
two years). However, previous research has demonstrated that transplant type, which is
an important confounder, likely possesses non-proportional hazards after surgery [Weiss
et al., 2009]. Therefore, this example represents an ideal setting for estimating restricted
mean treatment effects with stacked survival models.
The United Network for Organ Sharing (UNOS) collects patient information, donor
information and survival status of every solid organ transplant performed in the United
States. This analysis only includes lung transplants performed between January 1, 2008
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Figure 4.1: An investigation into the relationship between restricted mean treat-
ment effect performance and the quality of the conditional survival function estimation
[excluding the Stacked (nmin = 3) and Stacked (nmin = 10) estimators], which is
measured by the mean of the treatment-specific integrated squared survival errors, or
ISSE(a) = Ex{
∫ τ
0
[Sˆ(a)(t|x) − S(a)o (t|x)]2dt}. The legend contains the restricted mean
of interest and Spearman’s ρ in parentheses.
l
l
l
l
ll
l
ll
ll
l
0.0 0.5 1.0 1.5 2.0 2.5
0.
00
0.
10
0.
20
0.
30
Integrated Squared Survival Error (ISSE)
Ab
so
lu
te
 B
ia
s
l τ = 20 (ρ = 0.27)
τ = 50 (ρ = 0.27)
l ll
lll
llll
0.0 0.5 1.0 1.5 2.0 2.5
0
1
2
3
4
5
Integrated Squared Survival Error (ISSE)
M
ea
n 
Sq
ua
re
d 
Er
ro
r (
MS
E)
l τ = 20 (ρ = 0.96)
τ = 50 (ρ = 0.93)
and December 31, 2011 in adult recipients receiving their first lung-only transplantation.
We adjust for potential confounding from several patient related covariates including
gender, age, lung allocation score, native disease grouping (obstructive, vascular, cystic
and restrictive), distance walked in six minutes, ventilator use, level of oxygen use, and
type of transplant (single versus bilateral lung transplant). We also adjust for several
donor related covariates: age over 55 years, African American race, smoking history
greater than 20 pack years, and height difference between donor and recipient. The
event of interest is time to death or retransplantation; known as graft survival. A total
of 5, 499 transplanted patients were included in this analysis. Approximately 76% of the
survival times were censored.
Similar to Section 4.2, the stacked survival model includes two versions of the Cox model,
a Weibull model, and a log-Normal model. The Weibull, log-Normal, and the first Cox
model fit only linear main effects to all continuous covariates except the height difference
between donor and recipient, which also has a quadratic term. The second Cox model
fits penalized splines to each continuous covariate. The 95% confidence intervals are
estimated from the 2.5th and 97.5th percentiles of the bootstrap distribution with 1000
bootstrap replications.
Figure 4.2 gives the estimated restricted mean treatment effect for high volume versus
low volume centers from τ = 0.5 years to τ = 4 years. Both the Stacked and Cox
estimators consistently estimate a restricted mean difference between large and small
volume centers greater than zero, which indicates better post-transplant survival for
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high volume centers. The Stacked estimate is approximately 30 − 60% larger than
the Cox estimate from 0.5 years to 1 years, while at 4 years the Stacked estimate is
approximately 5% smaller than the Cox estimate. In addition, the confidence intervals
for the Stacked estimate do not include zero until about 3.5 years, while the Cox estimate
is not significant until about 1.5 years and becomes non-significant from 2.5 to 3.5 years.
This is due, in part, to the Stacked confidence interval being approximately 5% shorter
than the Cox confidence interval for the first two years. As illustrated in the simulation
scenario, the difference in significance between the two estimators may be a function of
the shorter confidence intervals and consistently lower MSE of the Stacked estimate in
non-proportional hazards scenarios.
Figure 4.2: The estimated difference in restricted means between high volume centers
and low volume centers across a range of τ vaues. The left graph plots the restricted
mean treatment effect for the Stacked estimator relative to the Cox Estimator, while the
right graph standardizes the restricted mean treatment effect by τ (i.e., γˆ(τ)/τ). The
dashed lines are the 95% confidence interval limits. The confidence intervals are based
on the 2.5th and 97.5th quantiles of a non-parametric bootstrap with 1000 bootstrap
replications. The Stacked estimator does not include random survival forests.
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Weiss et al. [2009] were specifically interested in the mortality risk for center volume at
one year as it is a potential indicator of peri-operative and early post-operative mortality
(which is relatively high). The Stacked estimator shows a 30% larger difference than the
Cox estimator in average survival over one year. In addition, the confidence interval for
the Cox estimate includes zero, while the Stacked estimator does not include zero. The
lack of significance for the Cox estimator after one-year is surprising due to sustained
evidence in the transplantation literature that center volume is significantly associated
with mortality [Thabut et al., 2010, Weiss et al., 2009].
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4.4 Summary
We propose flexibly estimating restricted mean treatment effects from observational
studies with stacked survival models. Restricted mean survival is traditionally esti-
mated by first estimating the conditional survival distribution with a Cox proportional
hazards model, yet the simulation study illustrates that stacked survival models can
improve the mean squared error (MSE) even under proportional hazards. When the
proportional hazards assumption is violated, stacked survival models can reduce the
bias and variance of the restricted mean treatment effect. We also demonstrated that
the Stacked estimator identifies a statistically significant difference in lung transplan-
tation between high volume and low volume centers for the one year restricted mean,
while the proportional hazards estimator fails to identify the difference.
We considered three different approaches to stacked survival models: one estimator (the
‘Stacked’ estimator) excluded the non-parametric model from the set of candidate mod-
els, and two estimators [the ‘Stacked (nmin = 3)’ and ‘Stacked (nmin = 10)’ estimators]
included bagged survival trees (i.e., the non-parametric model) in the set of candidate
survival models. We found that the Stacked estimator (without bagged survival trees)
performed as good, or better, than the stacked estimators with bagged survival trees.
This illustrates that additional candidate survival models do not necessarily improve
the performance of the stacked survival model for estimating restricted mean treatment
effects. Thus, the impact of the set of candidate survival models deserves further char-
acterization in a wider range of scenarios.
We note that in estimating the conditional survival distribution, the method presented
here estimates a separate model for each treatment. This flexible approach allows all
covariate effects to vary between treatments, i.e., an implicit assumption of treatment
by covariate interactions. If there are no treatment by covariate interactions, then the
method is less efficient than a model that assumes no interactions [see Chen and Tsiatis
[2001] for a discussion].
There are two main approaches to estimating the casual restricted mean treatment effect:
the “regression approach” pursued in this chapter and an approach based on inverse-
probability weighting (IPW) for treatment assignment and censoring [Schaubel and Wei,
2011, Zhang and Schaubel, 2012]. The IPW approach requires forming models for the
censoring and treatment distributions. The “regression” approach is a more efficient
estimator of the restricted mean difference when the conditional survival model has been
correctly specified. However, the IPW approach is sometimes preferred because standard
methods to estimating the conditional survival distribution may be overly restrictive
(e.g., the Cox proportional hazards model). The flexibility of stacked survival models
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may mitigate some of the concerns of the “regression” approach. We note, though, the
difference between misspecified censoring/treatment models and a misspecified survival
time model (i.e., the regression approach) is unclear, and these topics deserve further
attention.
The Cox proportional hazards model is mathematically tractable, which allows intu-
itive extensions to situations more difficult than right censoring. These extensions are
easily adapted to estimate restricted mean treatment effects. For example, Zhang and
Schaubel [2011] estimate restricted mean treatment effects under dependent censoring
using a Cox proportional hazards model with inverse-probability-of-censoring weights.
Pan and Gastwirth [2013] also use the proportional hazards framework to estimate re-
stricted mean treatment effects under semi-competing risks. These extensions are gen-
erally more complicated outside of a proportional hazards framework. A future research
interest is extending stacked survival models to situations such as dependent censoring or
competing risks. This could improve restricted mean estimation and survival prediction
in such situations.
This chapter focuses on estimating restricted mean treatment effects. Yet statisticians
regularly want to form linear contrasts for summary measures of interest. A common
approach to restricted mean regression uses pseudo-observations from the leave-one-
out jackknife of the Kaplan-Meier restricted mean estimator as the outcome variable
in a generalized linear model [Andersen et al., 2004, 2003]. The potential benefit for
estimating pseudo-observations with stacked survival models is not clear. However, an
alternative to pseudo-values is the model-free contrast approach proposed by Rudser
et al. [2012], which would likely benefit from stacked survival models. The investigation
into these areas is a future research interest.
There has been recent research on combining information from relevant covariates in an
outcome model (i.e., the model for the survival time random variable) with the rele-
vant covariates in an exposure model (i.e., the model for treatment assignment) [Cefalu
et al., 2013, Wang et al., 2012]. Specifically, the efficiency of the outcome model is im-
proved by selecting covariates based, in part, on the covariates included in the treatment
model. The idea exploits the fact that confounders have to be associated with both the
treatment and the exposure. A similar approach to covariate selection may improve
the performance of stacked survival models. Although, a major advantage of stacking
is the ability to gain efficiency by considering different distributional assumptions and
functional forms. As such, an interesting avenue for future research would consider the
selection of covariates based on both the outcome and treatment models, while also
considering different distributional assumptions and functional forms for the outcome
model.
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A central concept of this chapter is that a better estimator of the conditional survival
function should be associated with a better estimator of the restricted mean treatment
effect. Yet a conditional survival function is required by many methods besides re-
stricted mean treatment effects: for example, censored quantile regression [Chapter 2],
time-dependent ROC curves [Zheng and Heagerty, 2004], inverse probability-of-censoring
weighted estimators [Fine and Gray, 1999], model-free contrast approaches [Rudser et al.,
2012], and dynamic treatment regime methods [Zhao et al., 2011]. Thus, a better esti-
mator of a conditional survival function may be able to improve the estimation of many
survival analysis methods. The characterization of this connection, both formally and
empirically, is a future research interest.
Chapter 5
Conclusion
Due to the difficult interpretation of the hazard ratio, this thesis explored potential
alternatives to the Cox proportional hazards model. We specifically considered cen-
sored quantile regression and restricted mean treatment effects. However, both censored
quantile regression and restricted mean treatment effects depend on the estimation of a
conditional survival function, which acts as a nuisance parameter. Thus, we aimed to
improve the estimation of censored quantile regression and restricted mean treatment
effects by improving the estimation of the conditional survival function.
Chapter 2 applied bagged survival trees (i.e., a non-parametric estimator) to the esti-
mation of censored quantile regression. When the underlying assumptions of current
methods were badly violated, bagged survival trees improved the estimation of censored
quantile regression. However, when the underlying assumption were correct, bagged
survival trees performed relatively worse due to the inefficiency of non-parametric esti-
mators. This illustrates the need for an estimator of the conditional survival function
that performs well in a wide variety of situations.
Chapter 3 proposed stacking survival models to effectively estimate conditional sur-
vival functions in a wide range of situations. In particular, stacked survival models can
combine parametric, semi-parametric and non-parametric estimators of the conditional
survival function. In this manner, stacking can exploit the low variance of approximately
correct parametric models, while maintaining the robustness of non-parametric models.
This allows stacked survival models to perform better than the single model chosen
through cross-validation and, at times, better than every model in the set of candidate
survival models. This is a promising result for survival methods that require an estimate
of the conditional survival function.
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For example, Appendix C showed that the mean-squared error of the restricted mean
treatment effect is bounded by the mean squared error of the conditional survival func-
tion. It is therefore not surprising that the estimator of the restricted mean treatment
effect based on a stacked survival model consistently achieved mean-squared error as
good, or better, than estimators based on proportional hazards; interestingly, this re-
lationship was observed even in proportional hazards scenarios. This is a promising
development as numerous survival analysis methods that require an estimator of the
conditional survival function rely on a Cox proportional hazards model.
Stacked survival models were found to have, at times, interesting problems within infer-
ence settings. First, in Chapter 4, confidence intervals for the stacked survival models
with bagged survival trees occasionally failed to maintain nominal coverage. Prelimi-
nary investigations suggest that a biased bootstrap distribution may play a role. Bias-
corrected and accelerated bootstrap confidence intervals is one approach that could
improve confidence interval performance [Efron, 1987, Efron and Tibshirani, 1993]. The
second issue faced by stacked survival models is fitting failures for parametric models
during bootstrap resampling. In particular, the parametric models fail to converge for
bootstrapped data sets, which is likely due to tied event times. A potential solution for
this problem is randomly perturbing the observed times (e.g., multiplying by a random
exponential). This would avoid tied event times and may provide similar performance
as the bootstrap [Jin et al., 2001].
There are some potential extensions to stacked survival models. The most interesting
extension is time-dependent stacking on the hazard function. Unlike time-dependent
stacking on the survival function, this maintains the fundamental properties of a con-
ditional survival function. Covariate-dependent stacking is another interesting avenue.
However, this approach would require careful regularization of the weights (e.g., adap-
tively turning off certain covariate dependence). Otherwise, the advantages of increased
flexibility might be lost due to an increased variance (i.e., the bias-variance trade-off).
As illustrated in Chapters 2 and 4, these potential improvements in stacked survival
models could improve survival prediction and survival analysis methods.
Chapters 2, 3, and 4 each mentioned a variation of tree-based survival forests. In partic-
ular, Chapters 2 and 4 used bagged survival trees, while Chapter 3 used random survival
forests. In addition, each chapter mentioned that tree-based survival forests required
the appropriate selection of tuning parameters to perform well. Stacking across tuning
parameters is an interesting approach to this problem. However, tree-based survival
forests with different tuning parameter combinations may not capture fundamentally
different aspects of the conditional survival function and, as shown in Chapter 3, stack-
ing is less effective when the candidate survival functions are highly correlated. This
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suggests that cross-validation may work better than stacking across tuning parameters.
Regardless, a comprehensive investigation into the effect of tuning parameters would
increase accessibility of tree-based survival forests.
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Appendix A
Censored Quantile Regression
This appendix shows that recursive partitioning based weights lead to consistent estima-
tion of regression quantiles. We first introduce some notation and regularity conditions,
then show that survival trees are uniformly consistent for conditional survival functions
on a certain support.
In order to clearly state the regularity conditions, some concepts from the tree literature
are introduced. Consider the partition Q(n) of the covariate space, i.e., as produced by
a tree, then B
(n)
k is the k
th box, or terminal node, of Q(n) such that
⋃
k B
(n)
k = Q
(n).
Now define the mesh, or diameter, of the box k as
Dn(k) = sup{||y − z||, such that y, z  B(n)k }, (A.1)
where it is assumed that B
(n)
k is contained within the support of x for all k. Define
Fˆ (t|B(n)k ) as the within terminal node cumulative distribution estimator for all x  B(n)k .
We adopt the following conditions:
A1. For β(τ) in the neighborhood of βo(τ), E[xx
T fT (x
Tβ(τ)|x){1− FC(xTβ(τ)|x)}]
is positive definite.
A2. There exists a constant Kx such that E[||x||3] ≤ Kx. In addition, max1≤i≤n ||xi|| =
Op(n
1/2(log n)−1), and E[xxT ] is a positive definite p× p matrix.
A3. The conditional distribution functions FT (t|x) and FC(t|x) have first derivatives
with respect to t, fT (t|x) and fC(t|x) respectively, which are uniformly bounded
away from infinity. Also, FT (t|x) and FC(t|x) have bounded (uniformly in t)
second-order partial derivatives with respect to x.
A4. E[|T |r] < ∞ for some r > 1 and Q(n+1) is a refinement of Q(n). Let k(n) be
a nondecreasing sequence of integers which approaches infinity, n1/r log n/k(n),
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Dn(~x), and IHˆn(B(n)k )<k(n)/n
approach 0 as n→∞, where Hˆn(B(n)k ) is the empirical
probability of box k on the sample.
A5. Let ξ > 0 and for any fixed t < ξ, Fˆ (t|B(n)k )→ F (t|Bk), in probability.
Assumptions A1 and A2 are common to the censored quantile regression literature,
see for example Wang and Wang [2009]. Assumptions A3, A4 and A5 imply that the
conditional distribution function converges uniformly in t. Assumption A4 ensures the
conditions for theorems needed from Gordon and Olshen [1984] are satisfied. Assumption
A5 requires that the within terminal node cumulative distribution estimator is pointwise
consistent on a subset of the support, where ξ is typically chosen to ensure a well defined
survival distribution.
In Chen et al. [2003], “Theorem 1” states five sufficient conditions for consistency. Condi-
tion (1.3) is satisfied by assumptions while conditions (1.1), (1.2) and (1.5’) are satisfied
by identical arguments used by Wang and Wang [2009]. Condition (1.4) requires us
to show that survival tree estimators, denoted FˆT (t|x), that use a general within node
cumulative distribution estimator, say Fˆ (t|B(n)), is uniformly consistent for FT (t|x).
Define the following quantities as
FY (t|x) = PY (Y ≤ t|x) = 1− (1− FT (t|x))(1− FC(t|x)),
FT1(t|x) = PT1(T ≤ t, δ = 1|x) =
∫ t
0
(1− FC(u|x))fT (u|x)du,
which can be thought as the observed distribution function and observed event distri-
bution function, respectively. Consider the survival tree partitioning the covariate space
into a set of ‘boxes’ denoted by BN . Now define the distribution estimators for FY (t|x)
and FT1(t|x) as FˆY (t|x) and FˆT1(t|x), respectively.
For fixed t > 0, define two types of convergence as described in Gordon and Olshen
[1984],
(i) E{|Fˆn(t|x, ζn)− F (t|x)||ζn} → 0, and
(ii) Fˆn(t|x, ζn)− F (t|x)→ 0, almost surely,
where ζn is the observed data, and the set Ω = {ξ : FY (ξ|x) < 1− δ} for δ > 0. Now we
can concisely state the following lemma,
Lemma A.1. Let the conditional distribution functions FT1(t|x) and FC(t|x) be con-
tinuous. For all s ≤ ξ, where ξ > 0 is a fixed time, FˆY (s|x) and FˆT1(s|x) are recursive
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partitioning based estimators that are type (i) and/or (ii) consistent tree estimators for
FY (s|x) and FT1(s|x), respectively, for each single s. Then∫ ξ
0
dFˆT1(s|x)
1− FˆY (s|x)
→ − log{1− FT (ξ|x)},
almost surely on Ω.
This lemma is Theorem 1 from Butler et al. [1989]. Assumptions (A4) and (A5) com-
bined with either Theorem 3.6 or Theorem 4.1 from Gordon and Olshen [1984] satisfy
the conditions for Lemma 1.1. Now define “Lemma 1” from Breslow and Crowley [1974],
Lemma A.2. Let N(t) = ΣNi=1I[Yi ≥ t] be the number of individuals still “at risk” at
time t. Then with probability 1, for all 0 < t < max1≤i≤NYi,
0 < − log{1− FˆT (t|x)} −
∫ τ
0
dFˆT1(s|x)
1− FˆY (s|x)
<
N −N(t)
N ·N(t) .
Lemma 1.1 and Lemma 1.2 imply that for all t  Ω,
− log{1− FˆT (t|x)} → − log{1− FT (t|x)},
as N(t)→∞. This means that FˆT (t|x)→ FT (t|x) at all the continuity points of FT on
Ω. Thus, by definition,
FˆT (t|x) →D FT (t|x),
in distribution. By problem 1.6 of Ferguson [1996], convergence in law with previously
stated conditions implies uniform convergence which satisfies condition (1.4) of Chen
et al. [2003]. This completes the proof for consistency.
Appendix B
Stacking Survival Models
Section B.1 presents the derivation of the mean-squared error decomposition presented
in Section 3.2. In addition, a simple example illustrates the effect of stacking parametric
and non-parametric survival models. Section B.2 proves the asymptotic properties of
stacked survival models presented in Section 3.3. Section B.3 discusses time-dependent
stacking and compares the performance to time-independent stacking [equation (3.4) in
Section 3.1.2].
B.1 Mean-Squared Error Decomposition
We want to define certain quantities and make a connection to the Brier Score before
showing the derivation of the mean-squared error decomposition presented in Section 3
of the main paper. We define the mean-squared error for a conditional survival function
estimator as the integral of the squared error at time t over Ω = (0, τ): MSEτ{Sˆ(·|x)} =
E{Ex
∫ τ
0 [Sˆ(t|x)−So(t|x)]2dt}, where the outer expectation is taken with respect to the
estimator. As mentioned in Section 3.2, the mean-squared error has a direct connection
to the Brier Score. In particular,
E
{
Ex
∫ τ
0
BS(t)dt
}
= Ex
∫ τ
0
E
[
∆(t)
G(T (t)|x) × {Z(t)− Sˆ(t|x)}
2
]
= Ex
∫ τ
0
E
[
{Z(t)− Sˆ(t|x)}2dt
]
, by iterative expectation
= E
{
Ex
∫ τ
0
{Z(t)− So(t|x) + So(t|x)− Sˆ(t|x)}2dt
}
= EEx
∫ τ
0
{
[Z(t)− So(t|x)]2 + [So(t|x)− Sˆ(t|x)]2
}
dt
= σ2 + MSEτ{Sˆ(·|x)},
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where σ2 is irreducible prediction error.
We define the bias and variance of a conditional survival function estimator at time t as,
respectively, Bias{Sˆ(t|x)} = ESˆ(t|x)−So(t|x) and Var{Sˆ(t|x)} = E[Sˆ(t|x)−ESˆ(t|x)]2,
where these expectations are not taken with respect to the covariate space. The mean
squared error of the stacked estimator is then decomposed as
MSEτ{Sˆ(·|x)} = E{Ex
∫ τ
0
[Sˆ(t|x)− So(t|x)]2dt}
= E{Ex
∫ τ
0
[Sˆ(t|x)− ESˆ(t|x) + ESˆ(t|x)− So(t|x)]2dt}
= Ex
∫ τ
0
E{[Sˆ(t|x)− ESˆ(t|x)]2 + [ESˆ(t|x)− So(t|x)]2}dt
= Ex
∫ τ
0
E{[
m∑
k=1
αk{Sˆk(t|x)− ESˆk(t|x)}]2 +
[
m∑
k=1
αk{ESˆk(t|x)− So(t|x)}]2}dt, because
m∑
k=1
αk = 1
= Ex
∫ τ
0
m∑
k=1
m∑
l=1
αkαl
{
E{[Sˆk(t|x)− ESˆk(t|x)][Sˆl(t|x)− ESˆl(t|x)]}+
[ESˆk(t|x)− So(t|x)][ESˆl(t|x)− So(t|x)]
}
=
m∑
k=1
α2kEx
∫ τ
0
[Bias2{Sˆk(t|x)}+ Var{Sˆk(t|x)}]dt+
Ex
m∑
k=1
∑
l 6=k
αkαl
∫ τ
0
[Bias{Sˆk(t|x)} × Bias{Sˆl(t|x)}+
Cov{Sˆk(t|x), Sˆl(t|x)}]dt
=
m∑
k=1
α2kMSEτ{Sˆk(·|x)}+
Ex
m∑
k=1
∑
l 6=k
αkαl
∫ τ
0
[Bias{Sˆk(t|x)} × Bias{Sˆl(t|x)}+
Corr{Sˆk(t|x), Sˆl(t|x)} ×Var{Sˆk(t|x)}
1
2 ×Var{Sˆl(t|x)}
1
2 ]dt.
As specifically outlined in Section 3.2, this decomposition motivates stacking a diverse
set of survival models in order to lower the correlation between predicted survival curves.
We now consider a simple example to illustrate the potential of stacking a survival
model with low bias but high variance and a badly misspecified parametric model (i.e.,
high bias; low variance). For example, consider a set of two independent candidate
survival models where both survival models possess the same mean-squared error, say
MSEτ{Sˆk(·|x)} = 10 for k = 1, 2. For the sake of simplicity, the bias and variance of
both survival models are constant across time and the covariate space.
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We set the bias of the first model to
∫ τ
0 Bias
2{Sˆ1(t|x)}dt = 9
and consider two different values of bias for the second model: Bias{Sˆ2(t|x)} = 0 and∫ τ
0 Bias
2{Sˆ2(t|x)}dt = 1. These fully define the operating characteristics of both survival
models.
The first model corresponds to a badly misspecified parametric model, while the second
model corresponds to a non-parametric estimator (first with no bias, then with some
small sample bias). For this simple scenario, Figure B.1 illustrates that the stacked esti-
mator always achieves lower MSE than the individual models when the non-parametric
estimator possesses no bias (left plot). However, this advantage can decrease substan-
tially when the non-parametric estimator is slightly biased depending on the degree of
correlation (right plot). In addition, the effectiveness of the stacked estimator in both
situations decreases when the correlation increases between the survival models.
Figure B.1: The example of stacking a misspecified, but efficient, parametric model
and a low biased, but highly variable, non-parametric model (see Section B.1). Figure
(a) shows a non-parametric estimator with no bias, while Figure (b) shows a non-
parametric estimator with a small amount of bias. Note that the effectiveness of stack-
ing decreases as the correlation (ρ) increases. The mean-squared error of both candidate
survival models is 10, which is represented by the dotted line.
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B.2 Asymptotic Properties
For both proofs, we consider the general case where l of the m estimators for the stacking
procedure are uniformly consistent. Without loss of generality, let Sˆk(t|x) be uniformly
consistent for k = 1, ..., l, i.e., the first l estimators are correctly specified. Recall that
the conditional survival function is estimated on Ω = (0, τ). Now assume the following
conditions throughout Appendix B.
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B1. There exists l estimators that are uniformly consistent within the set of estimators
used for the stacking procedure. Without loss of generality, let these estima-
tors be Sˆk(t|x) for k = 1, ..., l and, by uniform consistency, suptΩ supx |Sˆk(t|x)−
So(t|x)| → 0 for k = 1, ..., l. Additionally, for k = l+1, ...,m, suptΩ supx |Sˆk(t|x)−
So(t|x)| → ck where ck > 0.
B2. The estimator for the censoring distribution is uniformly consistent: suptΩ supx |Gˆ(t|x)−
G(t|x)| → 0, and there exists a δ > 0 such that G(τ |x) > δ for all x.
B3. Let Γ = {t1, t2, ..., ts} where tr  Ω for r = 1, ..., s, i.e., the set of time points
used to minimize the Brier Score for the stacking procedure. Define the sum of
misspecified model weights as α˜ =
∑m
k=l+1 αk. Then for all α˜ > 0 there exists at
least one tr  Γ such that,
sup
x
|
m∑
k=l+1
αk
α˜
Sˆk(tr|x)− So(tr|x)| → c,
where c > 0.
B.2.1 Proof of Theorem 1
We first must show that the expected value of our objective function, i.e., the Brier
Score, is bounded by some function that has finite expectation. By assumption B2,
E[
∆i(tr)
G(Ti(tr)|xi){Zi(tr)−
m∑
k=1
αkSˆ
(−i)
k (tr|xi)}2] < E[
1
δ
{Zi(tr)−
m∑
k=1
αkSˆ
(−i)
k (tr|xi)}2]
< ∞.
Then Lemma 2.4 of Newey and McFadden [1994] justifies the law of large numbers, i.e.,
the Brier Score asymptotically approaches its expectation. We therefore can determine
the asymptotic minimizer by considering the expectation of the Brier Score. Since
assumption B2 implies E[ ∆(tr)G(T (tr)|x) |T,x] = 1G(T (tr)|x) × E[∆(tr)|T,x] = 1, we obtain by
double expectation that
E[BS(tr)|x] = E[{Z(tr)−
m∑
k=1
αkSk(tr|x)}2|x]
= E[{Z(tr)− So(tr|x)}2|x] + {So(tr|x)−
m∑
k=1
αkSk(tr|x)}2
= So(tr|x){1− So(tr|x)}+ {So(tr|x)−
m∑
k=1
αkSk(tr|x)}2
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The asymptotic minimization problem becomes
αˆ = arg min
α
s∑
r=1
[So(tr|x)(1− So(tr|x)) +
{So(tr|x)− [
l∑
k=1
αkSo(tr|x) +
m∑
k=l+1
αkSk(tr|x)]}2]
= arg min
α
s∑
r=1
[So(tr|x)− {So(tr|x)
l∑
k=1
αk +
m∑
k=l+1
αkSk(tr|x)}]2.
At this point, we know there exists α such that
∑m
k=1 αkSk(tr|x) = So(tr|x), e.g.,
α1 = 1. However, we need to show that the sum of correctly specified model weights
equals one, i.e.,
∑l
k=1 αk = 1. Suppose the sum of misspecified model weights is greater
than zero, i.e., α˜ =
∑m
k=l+1 αk > 0, then
m∑
k=1
αkSk(tr|x) = So(tr|x)
⇒ So(tr|x)
l∑
k=1
αk +
m∑
k=l+1
αkSk(tr|x) = So(tr|x).
Subtracting the correctly specified models from each side, we obtain by the sum-to-one
constraint that
∑m
k=l+1 αkSk(tr|x) = So(tr|x)
∑m
k=l+1 αk. This implies that
m∑
k=l+1
αk
α˜
Sk(tr|x) = So(tr|x),
which contradicts assumption A3. Therefore, by the non-negativity constraint, α˜ = 0
and hence
∑l
k=1 αˆk → 1 as n→∞.
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B.2.2 Proof of Theorem 2
Define the random variables: Akn = suptΩ supx |Sˆk(t|x) − So(t|x)|. By assumption B1,
as n→∞, Akn → 0 for k = 1, ...l, while Akn → ck for some ck > 0 (k = l+ 1, ...,m). Now
sup
tΩ
sup
x
|
m∑
k=1
αˆkSˆk(t|x)− So(t|x)| = sup
tΩ
sup
x
|
m∑
k=1
αˆkSˆk(t|x)−
m∑
k=1
αˆkSo(t|x)| (B.1)
= sup
tΩ
sup
x
|
m∑
k=1
αˆk{Sˆk(t|x)− So(t|x)}|
≤
m∑
k=1
αˆk sup
tΩ
sup
x
|Sˆk(t|x)− So(t|x)| (B.2)
=
l∑
k=1
αˆkA
k
n +
m∑
k=l+1
αˆkA
k
n
→ 1× 0 +
m∑
k=2
{0× ck} = 0, (B.3)
where line (B.1) holds due to
∑m
k=1 αˆk = 1, line (B.2) by the triangle inequality, and
line (B.3) by Slutsky’s lemma and Theorem 1. This implies that the stacked estimator is
uniformly consistent as long as the correctly specified models are uniformly consistent.
B.3 Time-Dependent Stacking
Potential added flexibility for stacked survival models allows the weights to depend on
time, i.e., αˆk(t). Similar to the approach proposed by Fan and Zhang [2000] for functional
data analysis, a two-step estimation procedure is investigated that first obtains “raw
estimates” at event times, then smoothes the raw estimates to obtain the final refined
time-dependent weights.
The first step estimates the stacking weights for each N event times (i.e., t(1), ..., t(N)).
That is, for a given t(r),
αˆ(t(r)) = arg min
α(t(r)),αk(t(r))≥0
n∑
i=1
∆i(t(r))
G(Ti(t(r))|xi)
× {Zi(t(r))−
m∑
k=1
αk(t(r))Sˆ
(−i)
k (t(r)|xi)}2,
with the additional constraint that
∑m
k=1 αˆk(t(r)) = 1. The αˆk(t(r)) are called the “raw
estimates”. Since the raw estimates can vary substantially across time, the second step
smoothes the raw estimates to decrease variability.
While there are several potential avenues for smoothing the raw estimates, local constant
regression, e.g., see Ruppert et al. [2003], stabilizes the estimates while maintaining both
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the sum-to-one and non-negativity constraints. In particular,
αˆTDk (t) =
N∑
r=1
K
(
t(r) − t
h
)
αˆk(t(r))/
N∑
r=1
K
(
t(r) − t
h
)
,
where t(r) the r
th ordered event time, and K(·) is a symmetric probability density. The
final estimate for the time-dependent stacking procedure is
SˆTD(t|x) =
m∑
k=1
αˆTDk (t)Sˆk(t|x), (B.4)
where Sˆk(t|x) is the kth conditional survival estimate using all the data. This two-
step approach to estimating time-dependent weights is appealing for its simplicity and
straightforward computational implementation.
Conceptually, time-dependent weights may perform better by shifting weight between
survival models as the appropriateness of the distributional assumptions vary across
time. However, time-dependent weights increase the flexibility of stacked survival models
and, therefore, generally possess a larger variance than time-independent weights. As
such, when the stack includes a correctly specified model, time-independent weights will
likely perform better than time-dependent weights. In addition, the conditional survival
function with time-dependent weights, i.e., SˆTD(t|x), is not guaranteed to be a non-
increasing function with respect to survival time (which is an essential characteristic of
survival functions). In fact, an increasing survival function occurred for a handful of
points in the GBCS analysis (see Section 3.5). As such, time-dependent weights may
improve predictive performance, but the conceptual cohesion of the conditional survival
function is potentially compromised.
We note that adding a non-decreasing constraint for all of the time-dependent weights
would ensure a non-increasing survival function. However, it is easy to show that a
non-decreasing constraint on all of the time-dependent weights would result in constant
(i.e., time-independent) weights due to the sum-to-one constraint. In addition, we note
that a non-decreasing constraint on one survival model and a non-increasing constraint
on a separate survival model will not ensure a non-increasing survival function. As such,
it is difficult to fix the conceptual cohesion of the time-dependent stacking.
Remark B.1. Estimating time-dependent weights requires the selection of a bandwidth
h. A reasonable approach sets the bandwidth to the standard error of the observed
event times. This ensures h approaches 0 at a correct speed for the asymptotic results.
However, there may exist a more optimal approach.
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Remark B.2. Tables B.1, B.2, and B.3 compare time-dependent stacking to time-
independent stacking (i.e., the approach in Chapter 3). Time-independent stacking
performs better for scenarios with linear effects across all simulation setups. In contrast,
time-dependent stacking performs as well as, or slightly better, than time-independent
stacking for scenarios with non-linear effects.
Table B.1: Simulation results for Section 4.1 (n = 200, p = 4 covariates, and 25% cen-
soring) presented in integrated squared survival error (ISSE) over the observed support.
Each simulation is replicated 2000 times, and the error is multiplied by 100. ‘Stacking
(TI)’ is stacking with time-independent weights, and ‘Stacking (TD)’ is stacking with
time-dependent weights.
Models log-Normal Weibull Gamma
Linear Stacking (TI) 1.24 1.62 1.34
Effects Stacking (TD) 1.86 1.92 1.88
Non-Linear Stacking (TI) 7.59 4.80 9.02
Effects Stacking (TD) 6.50 4.75 7.76
Table B.2: Simulation results for Section 4.2 (n = 1000, p = 4 covariates, and
75% censoring) presented in integrated squared survival error (ISSE) over the observed
support. Each simulation is replicated 2000 times, and the error is multiplied by 1000.
‘Stacking (TI)’ is stacking with time-independent weights, and ‘Stacking (TD)’ is stack-
ing with time-dependent weights.
Models log-Normal Weibull Gamma
Linear Stacking (TI) 0.34 0.42 0.37
Effects Stacking (TD) 0.44 0.49 0.44
Non-Linear Stacking (TI) 4.56 2.29 5.01
Effects Stacking (TD) 4.61 2.28 4.98
Table B.3: Simulation results for Section 4.3 (n = 200, p = 40 covariates, and
25% censoring) presented in integrated squared survival error (ISSE) over the observed
support. Each simulation is replicated 2000 times, and the error is multiplied by 100.
‘Stacking (TI)’ is stacking with time-independent weights, and ‘Stacking (TD)’ is stack-
ing with time-dependent weights.
Models log-Normal Weibull Gamma
Linear Stacking (TI) 4.65 3.30 4.96
Effects Stacking (TD) 4.78 3.39 5.16
Non-Linear Stacking (TI) 9.81 6.26 11.6
Effects Stacking (TD) 9.56 6.15 11.4
Appendix C
Restricted Mean Treatment
Effects
We investigate the association between the performance of the conditional survival func-
tion and the restricted mean treatment effect. While the conditional survival function
plays an obvious role in restricted mean estimation, we want to know whether better
estimation of the conditional survival function guarantees better estimation of restricted
mean treatment effects. Chapter 4 illustrates that better conditional survival func-
tion estimation is weakly associated with better absolute bias, while better conditional
survival function estimation is strongly associated with better MSE. This Appendix
presents a discussion of bounding the MSE of the restricted mean treatment effect by
the mean-squared error of the conditional survival function.
Similar to Chapter 3, we define the mean-squared error for a conditional survival function
estimator of the ath treatment as the integral of the squared error at time t over Ω =
(0, τ):
MSEτ{Sˆ(a)(·|x)} = E{Ex
∫ τ
0
[Sˆ(a)(t|x)− S(a)o (t|x)]2dt}.
A significant difference between this investigation and Chapter 3 is the addition of
treatment a. Note that the inner expectation is with respect to the marginal, rather than
conditional, covariate distribution. Since restricted mean treatment effect estimation
requires two conditional survival functions (one for each treatment), we take the simple
average of the mean-squared error for both treatments. That is, Chapter 4 uses
MSEτ{Sˆ(·|x)} = 1
2
× {MSEτ{Sˆ(0)(·|x)}+ MSEτ{Sˆ(1)(·|x)}}, (C.1)
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as the mean-squared error for an estimator of the conditional survival function. We
can then show that the mean squared error of the restricted mean treatment effect is
bounded by the mean-squared error of the conditional survival function:
Theorem C.1. Let the mean squared error of an estimator of the restricted mean treat-
ment effect be MSE[γˆ(τ)] = E{γˆ(τ)− γ(τ)}2, then
MSE[γˆ(τ)] ≤ 2τ ×MSEτ{Sˆ(·|x)}.
The result — which is a consequence of a sequential application of the Jensen, triangle,
and Schwarz inequalities — helps explain the strong association of the mean squared
error of the restricted mean treatment effect with the performance of the conditional
survival function estimator. The bias is also bounded, but the limit is less tight due to
a positive variance term. This results in a less strong, but still positive, association of
bias with the mean-squared error of the conditional survival function.
Proof:
E{γˆ(τ)− γ(τ)}2 = E
{
Ex
∫ τ
0
[Sˆ(1)(t|x)− Sˆ(0)(t|x)]dt−
Ex
∫ τ
0
[S(1)(t|x)− S(0)(t|x)]dt
}2
≤ EEx
{∫ τ
0
[Sˆ(1)(t|x)− S(1)(t|x)]dt+ (C.2)∫ τ
0
[S(0)(t|x)− Sˆ(0)(t|x)]dt
}2
≤ EEx
(
{
∫ τ
0
[Sˆ(1)(t|x)− S(1)(t|x)]dt}2+ (C.3)
{
∫ τ
0
[S(0)(t|x)− Sˆ(0)(t|x)]dt}2
)
≤ τ × EEx
(∫ τ
0
[Sˆ(1)(t|x)− S(1)(t|x)]2dt+ (C.4)∫ τ
0
[S(0)(t|x)− Sˆ(0)(t|x)]2dt
)
= τ × {MSEτ{Sˆ(0)(·|x)}+ MSEτ{Sˆ(1)(·|x)}}
= 2τ ×MSEτ{Sˆ(·|x)},
where line (C.2) holds by Jensen’s inequality, line (C.3) holds by the triangle inequality,
and line (C.4) holds by Schwarz’s inequality.
