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ABSTRACT
ATTENTION AND EYE MOVEMENT CONTROL:
INTERACTION OF TOP-DOWN AND BOTTOM-UP INFORMATION
SEPTEMBER 2007
XINGSHAN LI, B.S., UNIVERSITY OF ELECTRONIC SCIENCE AND
TECHOLOGY OF CHINA
M.S., UNIVERSITY OF MASSACHUSETTS AMHERST
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor Kyle R. Cave
Many studies show that bottom-up and top-down information interactively
control attentional deployment. This study explores how these two factors are integrated
when controlling attention and eye movements. In this study, attention was affected by
top-down factors (informative location cues, strategies) and by a bottom-up factor (an
orientation singleton), with the intensity of each manipulated systematically. Results of
Experiment 1 showed that one top-down factor (previous knowledge about the target
location) can control attention independently from the bottom-up factor. This result
raises some difficulties for those models that predict competition between top-down and
bottoni-up factors to control attention. The study implies separation between the
pathways for top-down attention control and bottom-up attention control. This pattern is
consistent with recent neuroscience findings, which show that different brain regions
are involved in top-down and bottom-up attention control.
Strategies were manipulated between Experiment 1 and Experiment 2. In
Experiment 1, participants were encouraged to employ a singleton detection mode; in
Experiment 2, participants could not employ a singleton detection mode. Results
showed that the singleton could capture attention in Experiment 1; however, only the
most salient singletons could capture attention in Experiment 2. This result is only
partially consistent with the idea that a singleton could capture attention only when
participants employ a singleton detection mode. Singletons with some specific
properties could apparently capture attention even when participants could not employ
singleton detection mode.
Experiment 3 showed that eye movements are also controlled by the interaction
of the top-down factors and the bottom-up factors. First saccades went to the singleton
location more often if participants employed singleton detection mode than if they used
a different strategy. First saccades also went to the singleton location more often when
the informativeness of the cue decreased, and when the orientation of the singleton
increased. Eye movement control differed from covert attention control in that it
showed competition between top-down and bottom-up factors. This difference in overt
and covert attentional control probably arises because covert attention can be
simultaneously split across multiple locations, while the eyes can only be directed to a
single location at any one time.
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CHAPTER 1
INTRODUCTION
Background
Because the capability of visual information processing is limited, visual attention
mechanisms select pail of the visual field for in-depth processing at any given time.
Visual attention is implemented by the cooperation of overt attention and covert
attention. By moving the head and eyes, overt attention moves the fovea, which
corresponds to the most sensitive part of the retina, to the region of interest in the visual
field. On the other hand, covert attention assigns limited brain processing resources to
the region of strongest interest. To use this limited processing capability efficiently, the
attentional system must use some type of strategy to identify the most interesting and
most promising regions within the visual input.
There are two potential sources of information that may be used to guide attention
and eye movements by the human brain: top-down factors and bottom-up factors.
Bottom-up factors come from the stimulus itself. Traditionally, the saliency of the
stimulus was thought to be the most important bottom-up factor for attention and eye
movement control (Itti & Koch, 2000, 2001 ). The more an object is different from its
background, the more salient it is. For example, a red item surrounded with green
distractors is salient and is easy to be found in a visual search task. There is also some
evidence that semantic information from the scene is able to guide attention and eye
movements (Becker, Pashler, & Lubin, 2007; Loftus & Mackworth, 1978). Top-down
information, on the other hand, comes from goals set by higher-level cognitive systems.
Top-down information includes knowledge about current task, processing strategy, and
expectations for the environment, etc.
Traditional examples of top-down and bottom-up factors come from attention
experiments using endogenous and exogenous spatial cues. An endogenous cue is
usually introduced by an arrow or other kinds of symbols that indicate the possible
location of the target. Because the endogenous cue requires interpretation and because it
is directing attention to some other location, its effect is intentional and cognitively
driven. An exogenous cue, on the other hand, is usually introduced by an abrupt onset
of an item or sudden change of some properties of an item at the location to be cued.
The attentional benefit from an endogenous cue usually takes longer to arise (about 500
ms) than that from an exogenous cue, and the endogenous effect is sustained longer (as
long as 1000ms) when controlling attention. An exogenous cue usually takes less time
to take effect (about 80-150 ms), and the effect is usually less sustained (less than 200
ms). Attention is spontaneously oriented towards an exogenous cue, so the exogenous
cue is usually linked to bottom-up factors, while the endogenous cue is linked to top-
down factors.
There have been debates on how top-down and bottom-up factors are used when
guiding attention and eye movements for decades. Some researchers argued that visual
selective attention is purely determined by stimulus salience (Itti & Koch, 2000, 2001;
Thceuwes, 199 la, 199 lb, 1992, 1994). Others argued that visual selection can not be
purely controlled by bottom-up factors, and that top-down information must play an
important role (Bacon & Egcth, 1994; Folk, Remington, & Johnston, 1992; Folk,
2
Remington, & Wright, 1994; Nothdurft, 2002). Recent views suggest that attention
must be controlled by the interaction of bottom-up and top-down factors (Cave &
Wolfe, 1990, Wolfe, Cave, & Franzel, 1989, Wolfe, 1994, Zoest, Donk, & Theeuwes,
2004, Zoest & Donk, 2005). A detailed review of these views can be found in Chapter
2 .
Previous debates were mainly focused on whether top-down factors or bottom-
up factors play a more important role in visual attention control. Only recently have
there been an increasing number of studies exploring how top-down factors and
bottom-up factors interact when controlling attention. The current work is devoted to
answering this question.
Related Theories
Many hypotheses have been proposed by researchers from different areas to
answer the question about how the bottom-up factors and the top-down factors are
integrated to control attention and eye movements.
The first hypothesis assumes that attention is controlled only by bottom-up
factors (Itti & Koch, 2000, 2001; Parkhurst, Law & Niebur, 2002; Theeuwes, 1991a, b,
1992, 1994). Bottom-up models are usually based on the concept of a saliency map
(Koch & Ullman, 1985), which is an explicit two-dimensional map that encodes the
saliency of objects in the visual environment (Itti & Koch 2000, Parkhurst, Law, &
Niebur, 2002). The saliency map in these models is usually defined only by bottom-up
information. For example, the saliency map in Itti and Koch (2000) was combined from
42 maps encoding intensity, orientation and color in a center-surround fashion at a
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number of spatial scales. Though this model may explain some psychophysical results,
(e.g., the pop-out effect), it is exclusively a model of bottom-up attentional allocation,
and therefore cannot account for many other results. Parkhurst, Law and Niebur (2002)
explored the extent to which bottom-up, stimulus-driven factors influence the allocation
of attention by examining the correlation between stimulus salience (calculated by the
method proposed by Itti and Koch, 2000) and human eye movements obtained while
viewing complex natural and artificial scenes. The results of this study showed that
“stimulus saliency correlated with fixation locations much better than expected by
chance alone.” The best correlation was observed just after stimulus onset. They
realized that their model held some limitations and agreed that bottom-up factors can
not explain everything. Parkhurst et al. (2002) tried their best to limit the impact of top-
down information on their analysis on the eye movement data. They only asked their
subjects for free viewing. They thought the processing of top-down factors was slower
than bottom-up factors, so only the first saccade was emphasized in their analysis. Even
with these limitations, the correlation of eye movements with their saliency values
calculated by their model was not convincing. Hence, the purely bottom-up models of
attention cannot be the whole story. An efficient attention model should also consider
top-down factors.
The second hypothesis assumes that top-down information and bottom-up
information are summed up into a single activity map to control attention deployment
(e.g.. Guided Search model. Cave & Wolfe, 1990; Wolfe, Cave & Franzcl, 1989;
Wolfe, 1994). Using both bottom-up and top-down information in guiding search, the
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Guided Search model has achieved great success in explaining numerous visual search
experiments, including conjunction search (Treisman & Gelade, 1980). In conjunction
search, attention is guided by the combination of the activity of two features that define
the target. For example, in a search for red vertical item among red horizontal and green
vertical distractors, the color processor would provide activation to guide attention
toward red items while the orientation processor would guide attention toward vertical
items. The combination of these activations, degraded by noise, would guide attention
toward red vertical items. In the debates on stimulus-driven and goal-driven attention
control, the Guided Search model is one of the most widely cited models.
The third hypothesis, which was called the Contingent Involuntary Orienting
Hypothesis, holds that top-down factors set a mode of visual perception in which the
bottom-up factors can be processed (Bacon & Egeth, 1994; Folk, Remington &
Johnston, 1992; Folk, Remington & Wright, 1994). Folk, Remington and Johnston
( 1992) found that a color cue could only capture attention in the color target condition,
but not in the onset target condition. Bacon and Egeth ( 1994) proposed that subjects
could switch between two different attentional modes depending on the nature of the
target and its relationship to the distractors. In singleton detection mode, attention was
directed to stimuli with any unique features (feature singletons). In feature seach mode,
attention was directed to stimuli with a specific feature value such as the color red or a
vertical orientation. Bacon and Egeth' s results showed that an irrelevant singleton could
capture attention only when the participants used a singleton detection mode, but not in
a feature search mode.
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The fourth hypothesis, as shown in the Biased Competition models, assumes
that the item or location that wins the control of attention is determined by a
competition driven by bottom-up factors, and biased by top-down factors (Desimone,
1998). This hypothesis assumes that, within a cortical region, different features compete
with each other for representation, and this competition may be biased by a number of
factors including behavioral relevance or attention. The integrated competition
hypothesis (Duncan, 1996) extends this model, suggesting that if a part or a feature of
an object is selected, the other part or the other features of the same object also have an
advantage to be selected. Another instance of the competition model is the Theory of
Visual Attention (TVA, Bundesen, 1990), and its neural interpretation (NTVA,
Bundesen, Habekost, & Kyllingsbask, 2005). According to this model, objects in the
traditional receptive field compete to be categorized and encoded into the Visual Short
Term Memory (VSTM). Only when an object is encoded into the VSTM is it selected.
Which object is selected depends on the interaction of the bottom-up factors and the
top-down factors. The top-down factors include a perceptual decision bias associated
with some category and the pertinence of a category. Bottom-up factors includes
sensory evidence that one object belongs to a category.
The fifth hypothesis holds that there are separate pathways for top-down and
bottom-up attention control. This view has been supported by both psychological
studies (Berger, Hcnik, & Rafal, 2005) and by recent neuroscience studies (Hopfinger
& West, 2006; Mayer, Dorflingcr, Rao, & et ah, 2004; Mort, Perry, Mannan, & ct ah,
2003). Berger, Hcnik and Rafal (2005) manipulated the validity of an endogenous cue
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and an exogenous cue, and found that each orienting mechanism had independent
effects on attention deployment. They concluded that endogenous and exogenous
orienting of attention are controlled by different brain systems. Using fMRI, Mayer,
Dorflinger, Rao and Seidenberg (2004) found that the brain areas activated by
endogenous attention and exogenous attention were different.
The sixth hypothesis holds that top-down factors and bottom-up factors control
attention in different time windows (Kim & Cave, 1999; Theeuwes, Kramer, Hahn, et
al., 1999; but see Lamy, Tsai, & Egeth, 2003). Kim and Cave ( 1999) found that a color
singleton distractor could draw attention to its location in the early stage of visual
processing, but not in a later stage. Theeuwes et al. ( 1999) found that this is also true for
eye movements. In about one third of the trials in their experiment, saccades were made
toward the task-irrelevant onset distractor. These saccades were usually earlier than
saccades to other locations. They proposed a model that assumed a race between the
programming of a reflexive, stimulus-driven saccade to the onset and a voluntary, goal-
driven saccade to the target. The ultimate eye movement is determined by the process
that finishes first.
Though these hypotheses could explain some of the data, none of them was
conclusive and none could explain all of the phenomena in this area. These hypotheses
will be examined with the data collected in this study.
Motivation of the current study
Most of the studies that explored the interaction of top-down factors and bottom-
up factors in attention control and eye movement control manipulate top-down and
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bottom-up factors only across two levels. When examining how the bottom-up factors
influence attention deployment, the bottom-up factor is whether an irrelevant singleton
is present or not. When examining how top-down factors influence attention
deployment, the top-down factor is whether the cue is valid or not. This kind of
manipulation may have some potential problems. For example, if an irrelevant singleton
could not capture attention, it is possibly because that the singleton was not salient
enough. A systematic manipulation of the intensity of top-down factors and bottom-up
factors across multiple levels is necessary to examine the interaction between the top-
down and the bottom-up factors when controlling attention and eye movements.
In this study, we manipulated the magnitude of the top-down factors and the
bottom-up factors, and observed how attention deployment and eye movements were
influenced by the variation of these factors. In these experiments, participants were
instructed to detect a target stimulus. The top-down factor was introduced by an arrow,
which cued the possible location of the target. The informativeness of this endogenous
cue was proportional to the percentage of trials on which the probe actually appeared at
the cued location (valid cue). The bottom-up factor was introduced by an orientation
singleton with the stimulus array. The saliency of the singleton was a function of the
difference between the singleton’s orientation and the orientation of the background
elements. The magnitude of the top-down factor varied between different groups of
participants and the magnitude of the bottom-up factor varied from trial to trial for any
participant. This design was partly motivated by Yantis and Egcth's ( 1999) study in
X
which they manipulated the informativeness of the singletons and by Zoest and Donk
(2005), who manipulated the saliency of an orientation singleton.
Another kind of top-down factor we manipulated in this study was the strategies
participants used. Previous studies showed that an irrelevant singleton could capture
attention only when participants used a singleton detection mode, but not in a non-
singleton-detection mode. We are interested in whether this pattern will persist for all
levels of cue informativeness and all orientations of irrelevant singletons. The role of
strategy was examined when comparing the results between Experiment 1 and
Experiment 2. In Experiment 1, participants were encouraged to use a singleton
detection mode; in Experiment 2, participants were encouraged to use a feature search
mode.
Though eye movements have very strong connections with covert attention
(Hoffman & Subrainaniam, 1995; Hendersen, Pollastek, & Rayner, 1989), eye movement
control is a different cognitive process from covert attention. Covert attention can occur
without eye movements (Eriksen & Hoffman, 1973; Juan, Shorter-Jacobi & Shall, 2004;
Schall, 2004). Due to this fact, the Riles that govern the interaction between the top-
down and bottom-up factors in eye movement control and in covert attention control
may be different. In Experiment 3, we used the same paradigm from Experiment 1 and
2 to explore eye movement control. Eye movements were observed when the intensity
of top-down factors and bottom-up factors were manipulated. We are especially
interested in whether the eyes may be captured in the singleton-detection mode, but not
in the non-singleton-detection mode.
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CHAPTER 2
PREVIOUS WORK ON ATTENTION CONTROL AND EYE MOVEMENT
CONTROL
There have been many different views about how attention is controlled by the
interaction of top-down and bottom-up factors for decades. Some researchers argued
that visual selective attention is purely determined by stimulus salience, or by the
stimulus properties in the visual field ( Itti & Koch, 2000; Theeuwes, 1991a, 1992,
1994). Others argued that visual selection cannot be purely determined by bottom-up
factors, the top-down factors must play some important roles in guiding attention
(Bacon & Egeth, 1994; Folk, Remington, & Johnston, 1992; Folk, Remington, &
Wright, 1994; Nothdurft, 2002). Still other researchers believed that attention must be
controlled by the interaction of the bottom-up and the top-down factors (Cave & Wolfe,
1990, Wolfe, Cave, & Franzel, 1989, Wolfe, 1994, Zoest, Donk, & Theeuwes, 2004;
Zoest & Donk, 2005). Recent studies also showed that the eye movements are also
controlled by the interaction of the bottom-up and the top-down factors ( Theeuwes,
Karmer, et ah, 1999; Zoest, Donk, & Theeuwes, 2004; Zoest & Donk, 2005; Rayner,
1998). In this chapter, those studies supporting these various viewpoints will be
reviewed.
Methods used in these studies
Most studies of covert attention control chose from three types of methods to
measure attention deployments. The first type is called the interference method
(Theeuwes, 1991a, 1992), in which attention deployment is measured by how an
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irrelevant singleton interferes with visual search performance. In these experiments,
reaction time is usually longer when there is an irrelevant singleton present in the
display, presumably because the irrelevant singleton captures attention before it can be
allocated to the target. The second method is called the spatial congruency effect
paradigm (Folk et at., 1992; Bacon & Egeth, 1994). A pre-target display, which
contains an irrelevant singleton, is presented before the target display for a short time
(usually 100 ms). If the task irrelevant singleton can capture attention, then the reaction
time for detecting a target is shorter when it is at the singleton location. The third
method is the compatibility paradigm (Folk & Remington, 2006; Theeuwes, 1996). A
letter, which is either compatibile to or incompatibile to the response, is presented at the
irrelevant singleton location. A benefit of the reaction time in the compatibility
condition, and a cost in the incompatibility condition, was seen as a sign of attention
being captured by the irrelevant singleton.
Abrupt onset and offset capture attention
Yantis and Jondides ( 1984) demonstrated that stimuli with abrupt onsets capture
attentional resources in tasks of visual search. In their search displays, most items were
presented by removing camouflage from figures that appeared earlier at various
locations in the display; there was one additional item that appeared as an abrupt onset.
When the onset item was the target of visual search, the slope of reaction time as a
function of set size was less than 8 ms per item. By contrast, when the target was itself a
no-onset item and one of the distractors was onset abruptly, the slope of reaction time as
a function of set size was more than 24 ms per item. These studies showed that the
single onset-transient target letter pops out of a background of offset-transient distractor
letters, which indicated that attention was automatically directed to the location of an
onset-transient stimulus.
Not only sudden onsets can capture attention; sudden offsets can also capture
attention. Miller ( 1989) noticed that in Yantis and Jonides’ ( 1984) experiment, the onset
target differed from the offset target not only in the dimension of onset and offset. The
total display change (number of offset line-segments plus number of onset line-
segments) was greater for onset than for offset letters. Therefore he suspected that the
total display change might play a more important role in capturing attention. Miller
( 1989) made the total display change in the onset target condition less than that in the
offset target condition. Under these conditions, onset-transient targets did not pop out
anymore. Miller ( 1989) interpreted this result as the total display change, but not
necessarily the onset, influencing visual attention deployment. Theeuwes (1991a) also
confirmed this finding using the spatial congruent effect paradigm.
Yantis and his colleagues tested whether other features may also capture
attention as abrupt onset did. Jonides and Yantis ( 1988) compared the visual search
performance of three groups of participants looking for a pre-specified target among
varying numbers of non-target elements. There was a unique item in the target display.
The unique item may be defined in the dimensions of color (e.g., red among green),
brightness (e.g., bright among dim), or onset (e.g., onset among static). In some trials,
the position of the unique element was at the position of the target; in other trials it was
not. They found that only the onset element captured attention; the highly salient color
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and brightness singletons did not. Corroborating results have been reported by
Thecuwes ( 1990). Using a similar paradigm, Hillstrom and Yantis ( 1994) found that
motion singletons could not capture attention. Based on the tact that even motion can
not capture attention, Hillstrom and Yantis ( 1994) suggested that only the presence of a
new object can capture attention.
Evidence supporting stimulus-driven control
Some authors strongly believe that attention deployment is purely stimulus-
driven. Using a visual search paradigm, Theeuwes ( 1991a, 1992) did a series of
experiments to explore whether some irrelevant static singleton could capture attention
in a pre-attentive stage. Participants searched multi-element displays for a predefined
singleton, surrounded by some distractors. Target and distractors were placed in an
imagery circle, while participants’ eyes fixated the center of the circle. In some trials,
there was a task irrelevant singleton, which is defined in another feature dimension,
simultaneously present. They found that if the irrelevant singleton is defined by a more
salient feature than the target, the reaction time in the irrelevant singleton present
conditions were longer than in the irrelevant singleton absent conditions. For example,
when searching for a singleton form, the presence of a color singleton will increase the
reaction time. However, when searching for a color singleton, the presence of a form
singleton did not lead to a longer reaction time. In another experiment, different colors
and forms were used to make color discrimination harder and form discrimination
easier. With this change, they got completely different results. The presence of a color
singleton could not produce a longer reaction time when searching for a form singleton;
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in contrast, in this situation, the presence of a form singleton produced a longer reaction
time when searching for a color singleton. Theeuwes ( 1991a, 1992) concluded that
though subjects intended to ignore the irrelevant singleton, their attention was
involuntarily captured by the salient irrelevant singleton. Thus, they reported that “the
subjects were not capable of attending selectively to the task-relevant dimension,
indicating that intentional selectivity during preattentive search is not possible”.
Using a visual search and probe detection double task paradigm, Kim and Cave
( 1999) confirmed that attention could be captured by a color singleton in certain
conditions. The participants searched for a square among circles and were instructed to
ignore the color dimension. In some trials, a probe appeared after visual search stimuli
with a delay of 60 or 150 ms. The probe response time was faster when it appeared at
the location of a color singleton only in the 60 ms SOA condition. They also found that
the color singleton could capture attention when it was far from the target.
A singleton can only influence the deployment of attention preattentively. Once
attention is deployed, a singleton cannot attract attention away from its current location
(Yantis & Jonides, 1990, Theeuwes 1991b). Yantis and Jonides ( 1990) employed a pre-
cue paradigm to explore whether an abrupt onset can override the intention of
participants. They used a centrally located cue to direct attention to one of several
stimulus positions in preparation for the identification of a target letter embedded in an
array of distractor letters. In all the experiments, one stimulus (cither the target or one
of the distractors) had an abrupt onset; the remaining letters did not. They varied the
SOA between pre-cue and stimuli, and found that when the pre-cue had enough time
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(200ms) to influence attention deployment, the abrupt onset had no effect. However,
when the pre-cue did not have enough time to influence attention deployment, the
abrupt onset increased the reaction time.
In summary, many experiments have shown that salient stimuli (abrupt onset,
abrupt offset, color singleton, form singleton) may capture attention preattentively in
some circumstances, and this effect is so strong that it cannot be overridden by
intention. Human visual processing system does deploy attention to the salient object or
position in priority.
Evidence supporting goal-driven control
The view of purely stimulus-driven attention control was challenged by many
recent studies, which have shown that top-down information such as strategies and
previous knowledge about the dimension of the target also play an important role in
visual attention control.
Folk et al. ( 1992) proposed the Contingent Involuntary Orienting Hypothesis,
which provided an alterative interpretation to the findings of involuntary shifts of
attention to an abruptly changed object. They argued that “under conditions of spatial
uncertainty, involuntary shifts of attention to a given stimulus event (e.g., a dynamic or
a static discontinuity) will be contingent on whether that event shares a feature property
that is critical to the performance of the task at hand." Experiment 3 reported by Folk et
at. ( 1992) provided converging evidence to support the Contingent Involuntary
Orienting Hypothesis. In that experiment, the possible location of the target was cued
by either an abrupt onset object or a color singleton that was not informative about the
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upcoming cue location. Then the display that contained the target was presented after a
100 ms delay. The target was defined as either an abrupt onset or a color singleton, and
the task was to judge whether the target was a C or reversed C. The invalid color abrupt
onset cues produced costs of mean reaction time only in the abrupt target conditions. In
contrast, invalid color cues produced costs only in the color target condition. The results
of this experiment and the other three experiments led Folk et al. ( 1992) believe that
“under conditions of spatial uncertainty, the exogenous allocation system can be
'configured 1 or 'set' to respond selectively to a property that signals the (unpredictable)
location of stimuli that are relevant to optimal task performance. Thus, any particular
system configuration, or 'attention control setting,' is assumed to be a function of
current behavioral goals.” However, this version of the Contingent Involuntary
Orienting Hypothesis was questioned by later findings that showed that an abrupt onset
distractor captured attention in search for a color target in both singleton search mode
and feature detection mode (Lamy & Egeth, 2003).
Bacon and Egeth ( 1994) provided another goal-direction explanation about the
results concerning an irrelevant singleton attracting attention. Because all of the targets
in the experiments (Theeuwes, 1991a, 1992) that showed that irrelevant singletons may
capture attention were singletons. Bacon and Egeth ( 1994) suspected that subjects
employed a strategy of searching for a singleton. The last two experiments in Bacon and
Egeth ( 1994) were designed to discourage participants from using a singleton detection
mode. In Experiment 2, they used more than one target shape in the stimulus display,
and each of the target shapes contained a line segment of the same orientation. With this
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design, the target was not a singleton any more, and participants were discouraged from
using a singleton detection mode. In Experiment 3, instead of all nontargets being the
same shape, on some trials one or two of the nontargets were themselves unique with
respect to form. Results of neither experiment showed evidence of attention capture by
the irrelevant singleton. From the result of these experiments, they concluded that the
irrelevant singleton could capture attention in singleton detection mode, but not in
feature search mode.
Bacon and Egeth ( 1997) showed that task instruction might influence the
selection of search strategy in conjunctive search. In their experiments, they used the
distractor-ratio effect, a finding that visual search efficiency in a conjunctive search task
depends on the relative frequency of the two types of distractors (Zohary & Hochstein,
1989). In Experiment 1, stimuli with varying distractor type ratios were shown to three
groups of participants, who got different instructions on which feature to attend.
Results showed that the performance of search differed greatly for different groups of
participants with different task instructions. This result was not consistent with the
predictions of either pure salience explanation or pure instruction explanation. Hence,
they concluded that attention allocation was influenced by observer's top-down strategy
to restrict search among elements sharing a particular feature.
In the Experiment 6 of Yantis and Egeth ( 1999), they varied the frequency with
which the target coincided with the color singleton as a between-participants factor.
Results showed that the reaction time to the singleton target was sensitive to the
probabilistic contingencies present in the experimental design. Observers deployed
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attention to the singletons when they were informative and they ignored the singletons
when they were uninformative. The authors argued that the knowledge of the stimuli
modulate the deployment of attention. They concluded that attention control could not
be purely stimulus-driven, and that top-down information must play some important
role.
Though Theeuwes and his colleagues strongly believe in pure stimulus-driven
attention deployment, their experiments showed that when the feature of the target was
known in advance, the irrelevant singleton could not capture attention (Theeuwes &
Burger 1998, Theeuwes, Vries, & Godijn, 2003). In Theeuwes and Burger ( 1998),
observers searched for a target letter among nontarget letters and were instructed to
ignore an irrelevant, highly salient color singleton that was either compatible or
incompatible with the response to the target letter. Though the singleton could capture
attention when observers only knew the dimension of the target, it could not capture
attention when both the target and the distractor color were known. Using eye tracking,
Theeuwes, Vries and Godijn (2003) explored whether an irrelevant singleton like that
used in Theeuwes ( 1991a, 1992) may also capture the eyes. They found that there was
strong attentional and oculomotor capture when participants searched for a unique
shape while a unique color singleton was present. However, when participants searched
for a specific-shape singleton (a green circle) when a specific-color singleton (a red
element) had to be ignored, there was attentional capture but no oculomotor capture.
The result of these two experiments showed that the task played some role in attention
deployment and oculomotor control. Theeuwes, Vries and Godijn (2003) admitted that
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“it appears that selectivity toward a stimulus dimension such as shape or color without
knowledge of the exact feature values allows much less top-down control than does
knowledge of the exact value of the feature of both the target and the singleton
distractor.(p743)”
Ludwig and Gilchrist (2002) noticed that the different results that support the
stimulus-driven and goal-driven views of attention control might be caused by
differences across experimental paradigms. They designed a series of visual search
experiments to test both goal-driven ideas and attention capture by abrupt onset in a
single experiment. Before the search array was present, a place holder display was
present to indicate the possible target locations. Participants were instructed to search
and report the position of a target of a specific color (red). On two thirds of the trials in
a block, an additional distractor appeared. This distractor, which could be either similar
or dissimilar to the target, was completely irrelevant to the task. And it could appear
either at a location previously occupied by an extra placeholder (no-onset distractor) or
at a previously empty location (onset distractor). They found that stimulus-driven
capture by irrelevant onset distractors was modulated by the goal-driven control
settings: abrupt onsets that were similar to the target were generally more disruptive
than dissimilar ones. This effect was observed directly in the eye movements: observers
fixated similar onset distractors more frequently than the dissimilar onsets.
Folk and colleagues (Folk, Leber, & Egeth, 2002; Folk & Remington, 1998)
found that an irrelevant singleton could capture attention if it shares some features of
the target in the feature search mode. For example. Folk and Remington ( 1998) found
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that even when participants conducted a feature search task, a red singleton distractor
preceding the target display could capture attention when searching for a red target; but
a green singleton could not. Lamy, Leber and Egeth (2004) found that a distractor
sharing the same feature (e.g., the red distractor when searching for the red target) could
capture attention in feature search mode. They also found that the saliency of the target
color distractor could manipulate the intensity of capture. The capture was stronger
when the target color distractor was a singleton than when it appeared among
heterogenously colored items.
Another kind of top-down information, previous knowledge about the dimension
of the target, can also facilitate visual search. Treisman and Gormican ( 1988) showed
that visual search was faster when the dimension of the target was known than when it
was not. Muller, Heller, & Ziegler (Experiment 1, 1995) asked participants to search for
three possible targets defined in different dimensions (orientation, color and size). They
found that participants were faster when they knew the dimension of the target in
advance. Wolfe, Butcher, Lee, and Hyle (2003) found that the search fora color
singleton or the search for a shape singleton were faster in blocked design (the target
was kept constant in a block) than in mixed design.
All of the findings reviewed in this section showed that stimulus-driven control
should not be the whole story of attention control. Top-down information such as goal
or task must play some important role in attention control.
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Arguments against purely stimulus driven control
As reviewed in the last session, one argument against purely stimulus driven
attention control was that participants search using subtle attentional sets. The top-down
factors may set the mode under which attention is directed to stimuli. Only those
singletons which are consistent with this setting could capture attention. As an example.
Bacon and Egeth ( 1994) showed that an irrelevant singleton could capture attention
when the participants used singleton detection mode. In most of Theewes’s studies
(Theewes, 1991a, 1991b, 1992), the target as a feature singleton, so participants may
have chosen to use singleton detection mode.
Another alternative way to understand those data that support stimulus driven
attention control relies on the concept of filtering cost (Folk & Remington, 2006).
According to this account, an irrelevant singleton does not capture attention, but an
irrelevant singleton could interfere with the selection of the target. For example, when
the target display has an irrelevant singleton, both the target and the irrelevant singleton
will be highly salient (Kahneman, Treisman, & Burkell, 1983). These two items have to
compete to control attention, which causes reaction times to be longer than when there
was no singleton.
Theeuwes ( 1996) tested the filtering cost hypothesis using a compatibility
paradigm. In this experiment, there was a letter at both the distractor location and the
target location. They found that the target letter was reported faster when it was
compatible with the letter at the distractor location, indicating that attention was
deployed to the distractor location. However, Folk and Remington (2006) pointed out
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that Theeuwes’ ( 1996) result may be due to the parallel processing of two salient items
(target and irrelevant singleton).
Arguments against top-down attention control
Bacon and Egeth ( 1994) found that an irrelevant singleton could capture attention
when participants used singleton detection mode, but not when they used feature search
mode. Theeuwes (2004) proposed that a singleton could capture attention only when it
falls within the window (like a spotlight) of the current attentional focus. If the window
was small enough in serial search, the singleton could not capture attention. Theeuwes
(2004) argued that the target in Bacon and Egeth's stimuli were not salient enough to
capture attention, so participants could not detect the target in the parallel preattentive
stage. Hence, participants had to use a serial search to find the target. Using a similar
paradigm to Bacon and Egeth ( 1994), Theeuwes (2004) increased the saliency of the
singleton in the stimuli by increasing the set size of the display, they found that a
singleton could capture attention even when participants used feature search mode.
Leber and Egeth (2006) argued that Theeuwes's (2004) design could cause
increased saliency of the singleton, and hence encourage participants use a singleton
detection mode. In response to Theeuwes’ (2004) criticism, Leber and Egeth (2006)
used a new approach to defend the idea that an irrelevant singleton could capture
attention only in the singleton detection mode. They used stimuli similar to those used
by Theeuwes ( 1992), who found an irrelevant singleton could capture attention. Before
the test phase, two different kinds of training phase were conducted for two different
group of participants. One group of participants were trained to search for the target
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using singleton detection mode; the other group was trained to use feature search mode.
In the test phase, both groups were exposed to the same kind of stimuli and task. They
found that the irrelevant singleton could capture attention in the singleton detection
group, but not in the feature search group.
Folk and colleagues (Folk et al., 1992; Folk & Remington, 1998) usually use the
spatial congruency effect to measure attention deployment. In this paradigm, the
distractor is usually presented 150 ms earlier than the target display. Theeuwes,
Atchley, and Kramer (2000) argued that attention may be captured by an irrelevant
singleton in Folk and colleagues' study, but then be disengaged very fast so that it did
not influence object detection performance in the target display. In support of their
argument, Theeuwes et al. (2000) showed that an irrelevant color singleton could
influence object detection performance when the distractor-target SOA was less than
100 ms, but could not when longer than 100 ms. Similar results were also gotten by
other researchers (Kim & Cave, 1999; Lamy, Tsai, & Egeth, 2003). Folk and colleagues
found that irrelevant singletons could capture attention when the distractor shared the
same property of the target. To accommodate this result, Theeuwes et al. (2000) also
assumed that the disengagement of attention was faster when the distractor shared the
target property.
In response to this recovery account of contingent capture proposed by Theeuwes
et al. (2000), Folk and Remington (2006) showed that attention was not deployed to the
irrelevant singleton location when it was not consistent the top-down specification of
target properties, but attention was deployed to the irrelevant singleton when it was
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consistent with the top-down setting. Experiment I used a compatibility effect to
measure attentional deployment. An English letter, which was either compatible or
incompatible with the target, was presented as a color singleton. The color of the
singleton was either similar or different to the target color. They found that the
compatibility effects appeared only when the color of the singleton and the target was
similar. These results indicated that attention was deployed to the singleton location
only when the color of the target was contingent to that of the singleton.
Concerning whether the previous knowledge of the dimension of the target could
guide attention or not, Theeuwes, Reimann, and Mortier (2006) argued that results
showing that previous knowledge of the dimension of the target facilitates visual search
may represent effects that occur later in processing or represent bottom-up priming
effects.
The interaction of stimulus-driven and goal-driven control
Based on the fact that both stimulus-driven control and top-down attention
control were supported by plenty of evidence, it is reasonable to believe that attention is
controlled interactively by both top-down factors and bottom-up factors.
Recently, Theeuwes and his colleagues, who strongly support purely stimulus-
driven attention control, realized that top-down information also plays some role in the
attention deployment (Theeuwes & Burger 1998, Theeuwes, Vries, & Godijn, 2003,
Zonst, Donk, & Theeuwes, 2004). The focus of the dispute between purely stimulus-
driven and goal-driven control of attention deployment has switched to how stimulus-
driven and goal-driven control interactively control attention deployment.
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Fvc movement control
The control of eye movements and the control of covert attention are different
but related cognitive processes in visual attention. Eye movements are easier to observe
than covert attention. Many studies have been done on eye movement control (see
Rayner, 1998 for a review). Recently, much research has been done to explore how
bottom-up and top-down factors interact to control eye movements during several
cognitive activities (Godijn & Theeuwes, 2002b; Ludwig & Gilchrist, 2002; Theeuwes,
Kramer, Hahn, and Irwin, 1999; Theeuwes, De Vries, & Godijn, 2003).
Theeuwes, Kramer, et al. ( 1999) observed eye movements as participants
searched for a color singleton when an irrelevant singleton was suddenly onset. They
found that eyes went to the irrelevant singleton location despite the top-down setting
specifying the target color. They concluded that top-down attention set could not
overcome attentional capture by the onset, and argued against the contingent capture
hypothesis (Folk et al., 1992). They also found that fixation duration was shorter and
the saccade latency was shorter when the first saccade went to the onset singleton
distractor location. Using the same paradigm, Theeuwes, De Vries, and Godijn (2003)
explored whether task irrelevant static singletons could capture both covert and overt
attention. They found that a color task irrelevant singleton could capture both covert and
overt attention in search for a shape target. However, they found a shape irrelevant
singleton could only capture covert attention but not eye position. Even though
observers had a top-down goal to make a saccade to the uniquely colored singleton.
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they could not prevent their eyes from moving to the abrupt onset in about 30% to 40%
of the trials (Theeuwes et al., 1999, Experiment 2; Godijn & Theeuwes, 2002b; Zoest &
Donk, 2005; Zoest, Donk & Theeuwes, 2004).
Ludwig and Gilchrist (2002) explored whether stimulus-driven and goal-driven
control could be found in a single visual search experiment. They asked participants to
search for a red bar among three green bars or search for a green bar among the three
red bars, and indicated the target’s location by pressing a button or saccading to that
location. They cued four possible locations of the target by a placeholder display. An
additional bar, which was similar to the target or distractors, and was either onset or no-
onset, was presented at other locations. They found that participants were more likely to
move their eyes to the additional item if it was the same as the target, and more likely to
saccade to the onset item. The authors concluded that “stimulus-driven and contingent
capture can occur within a single paradigm”. However, it was only the location which
distinguish the target and the non-target when the additional item was similar with the
target. This design is problematic. According to the Feature Integration Theory (FIT,
Treisman & Gelade,1980) features are not coupled with location. If location could only
be coupled with location by allocating attention to that location, then how can location
be used to guide attention or eye movements? The authors acknowledged this problem,
and agreed that “the present results may be accounted for in terms of a salience map on
which both stimulus-driven and goal-driven factors are important, as in Wolfe's ( 1994)
Guided Search, for example”. They did not address this concern.
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In the first three experiments of Zoest, et al. (2004), participants searched tor a
predefined line segment whose orientation was different from the distractors. In half of
the trials, a singleton distractor was presented in the search array. The distractor differed
from the target either in the orientation dimension (Experiment 1, 2) or in the color
dimension (Experiment 3). Participants' eye movements were monitored in the
experiments. Results showed that in about 35% to 43% of the trials, initial saccades
were incorrectly directed toward the distractors. Detailed analysis showed that the fast
saccades were captured more by the distractor; while the slow saccades were captured
more by the target. They argued that fast saccades were stimulus driven, slow saccades
were goal driven. In Experiment 4, the singleton distractor was present on every trial,
and the distractor saliency, which was defined as the amount by which an element’s
orientation differed from that of the nontargets, was larger, equal or less than the target.
Results showed that early in the trial, distractor salience had a profound effect on
oculomotor saccadic target selection performance, whereas no effect of distractor
salience was observed later in time. Based on initial saccade latency, they divided trials
into five quintiles. In the trials with shorter initial saccade latency, the more salient
distractor attracted saccades. But in the trials with longer initial saccade latency, the
percentage of saccades to distractors did not vary with the saliency of the distractor.
This result was interpreted as evidence against both the view of purely stimulus-driven
attention control and the view of top-down attention control. Using the same rationale
as Experiment 4 of Zoest, Donk, Theeuwes (2004), Zoest and Donk (2005) designed
two experiments for the same purpose. In these experiments, the saliency was controlled
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in the color dimension. The target presented could be more, equally, or less salient than
the distractor. They found results similar to those from Zoest, et al. (2004).
Eye movements studies have been successfully used in the reading studies (see
Rayner, 1998 for a review). These studies showed that eye movements in reading were
influenced by both bottom-up factors (e.g., word length) and top-down factors (word
frequency, word predictability). The eyes tend to skip very short words (Rayner, 1979).
A saccade usually falls at the preferable viewing position, which is half way between
the beginning and the middle point of a word (Rayner, 1979; Rayner, Sereno, & Raney,
1996; Rayner, Fischer, et al., 1998; see Rayner, 1998 for a review). The eyes are more
likely to skip high frequency words than low frequency words (Rayner et al., 1996) and
more likely to skip high predictability words than low predictability words (Rayner &
Well, 1996; Rayner, Li, Juhasz & Yan, 2005). The interaction of the top-down factors
and bottom-up factors were successfully implemented in the E-Z reader model
(Pollatsek, Reichle, & Rayner, 2006; Rayner, Li, & Pollatsek, in press; Reichle,
Pollatsek, Fisher, & Rayner, 1998), which accounted for the eye movement patterns in
reading. According to the E-Z reader model, word length (bottom-up factor) influence
the optimal eye landing location and the skip rate. Word frequency and predictability
(top-down factors) influence fixation duration and skip rate. Hence, top-down factors
and bottom-up factors were integrated in a complex nonlinear function when controlling
eye movements.
In summary, eye movements arc also controlled by the interaction of the top-
down and bottom-up factors. Though eye movements arc very easy to observe, and
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have strong connections with covert attention, we have to keep in mind that they are
controlled by different cognitive processes than covert attention shifts.
Sum mary
In this chapter, recent debates concerning how attention and eye movements
were controlled by the interaction of the top-down factors and the bottom-up factors
have been reviewed. The focus of the debates was whether bottom-up factor could
capture attention independently from top-down factors. One side argued that a salient,
task irrelevant singleton could capture attention, independent from top-down factors.
The other side argued that whether bottom-up factors could capture attention is under
the control of the top-down factors. The debates are still going on. However, more and
more research has moved away from these simple yes-no questions to more complex
questions on how the top-down and the bottom-up factors are integrated when
controlling attention and eye movements.
29
CHAPTER 3
EXPERIMENT 1: DIFFERENT PATHWAYS FOR TOP-DOWN AND
BOTTOM-UP CONTROL
Motivation of Experiment 1
As was shown in Chapter 1, most of the studies that have explored the
interaction of the top-down factors and the bottom-up factors in attentional control and
eye movement control have manipulated the top-down and the bottom-up factors only
across two levels. This kind of manipulation may have problems. For example, an
irrelevant singleton may not capture attention simply because that singleton was not
salient enough. The major purpose of Experiment 1 was to observe how varying the
intensity of top-down factors and bottom-up factors influences attention deployment
jointly.
The experiment described below included both a top-down factor and a bottom-
up factor that could affect attentional control. In this experiment, participants were
instructed to detect a red circle. The top-down information was introduced by an arrow,
which cued a possible location of the probe. The informativeness of this endogenous
cue was proportional to the percentage of trials on which the probe actually appeared at
the cued location, which varied across participant groups. The bottom-up factor was
introduced by including an orientation singleton within the stimulus array. The saliency
of the singleton was a function of the difference between the singleton's orientation and
the orientation of the background elements, and this relationship varied from trial to
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trial. The informativeness of top-down information and the saliency ot the singleton
were systemically manipulated in this experiment.
Attentional deployment was measured by the response time to the target (a red
circle). A shorter response time reflects stronger attention at the target location (Kim &
Cave, 1995). In this experiment, the target could be presented at the cued location (cue
valid condition) or at an uncued location (cue invalid condition). A shorter response
time in the cue valid trials than that in the cue invalid trials will evidence attention being
allocated to the cued location. Likewise, the target could also be presented at the
singleton location or another location. If attention is attracted by the singleton, then the
reaction time will be shorter when the target is presented at the singleton location than
when it is elsewhere. In any single trial, the location with the target may be the cued
location only, the singleton location only, both the cued and the singleton location, or
neither the cued nor the singleton location. The reaction time at different relative
locations of the cue and the target (cue validity) and the relative locations of the target
and the singleton (singleton validity), along with the informativeness of the cue (cue
reliability) and the orientation of the singleton (saliency), can tell us how attention was
interactively controlled by the top-down and the bottom-up factors.
Because the task in the current experiment was to detect a small red circle,
which is the only color singleton in the target display, participants could employ a
singleton detection mode in this experiment. Results from previous studies (Bacon &
Egeth, 1994) suggest that the irrelevant singleton could capture attention in this
experiment.
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Experiment Design
Participants
All of the participants were recruited from a participant pool of undergraduate
students in UMASS who participated for course credits. All subjects had normal or
corrected to normal vision. The average age was 20.3, ranging from 1 8 to 33. Thirty
participants were equally divided into 3 groups randomly.
Apparatus
Stimuli were presented on a 19 inch NEC MultiSync FE990 monitor controlled by
a Mac G4. A chin-rest located 57 cm away from the monitor kept the viewing distance
constant. Participants responded by pressing a button on a Cedrus button box (RB530).
Stimuli
One example of the stimuli is shown in Figure 1 . There were four clusters of
short bars, with each cluster located on an imaginary circle around the center of the
display. The center of each cluster occupied either 3, 6, 9 or 12 o'clock locations on the
imaginary circle. Each of the clusters occupied a 3.5° by 3.5° area. In each cluster, there
were 5 rows and 5 columns of short bars, each of which extend 0.5° visual angle. The
bars (8 cd / nr ) were displayed on a gray background (58 ccl / nr ). All of these bars
were horizontal except for a singleton in one cluster.
The target was a red dot presented at the center of the central bar in one of the
four clusters. The dot was 0.2° in diameter, and was large enough for participants to
perceive when fixating at the center of the display. In four-fifths of the trials, the
singleton was introduced by rotating the central bar in one of the clusters 22.5°, 45°,
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67.5°, or 90° counterclockwise from horizontal. The other one-fifth of the trials had no
orientation singleton. Both the target and the orientation singleton could be present at
any of the four clusters with equal probability. The location of the singleton and the
target were independent of each other, and both were at the same location on some
trials.
At the center of the screen, there was an arrow (0.35° long) that pointed to the
probe location on either 25%, 50%, or 75% of the trials, depending on the participant
group. The arrow pointed up, down, left, or right with equal probability. On trials in
which the arrow pointed to an invalid location, the target was located at each of the
other three locations with equal probability.
Procedure
Before the start of the experiment, the participants were told how often the cue
would be valid, and were instructed to report the location of the target through the
button box as quickly and as accurately as possible. The button box had four buttons
arranged in a cross pattern, which corresponded to the layout of the four clusters in the
display. Participants were instructed to put their left index finger on the left button, left
thumb on the bottom button, right index finger on the top button and right thumb on the
right button. There were 120 practice trials and 960 experiment trials for each
participant. Participants were prompted to rest after every 100 trials.
At the beginning of each trial, the arrow cue was presented for 1 second; then
the bars were presented. 100 msec after the onset of the bars, a red target was presented
for 100 msec; then both the target and the bars disappeared. The computer waited for
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the participant’s response. The next trial started 1 second after participant’s response. If
participants responded incorrectly, there was a warning sound.
Results
Accuracy
The overall accuracy was 94.1%. Accuracy rate as a function of cue validity is
shown in Figure 2A. The accuracy data (excluding trials with no singleton) were tested
with an ANOVA, with orientation of the singleton (saliency), relative location of the
cue and the target (cue validity), and relative location of the singleton and the target
(singleton validity) as within-participant factors, and with frequency of cue validity (cue
reliability) as a between-participant factor. Accuracy was higher when the cue was valid
than when it was invalid [F(l, 27)=8.43, qp =0.24, p<0.01 ], and accuracy was higher
when the target was located at the singleton location (singleton valid) than when it was
at some other location (singleton invalid) [F( 1,27)=24.69, q p
2
=0.48, p<0.() 1 ] . There was
a marginal four-way interaction between all of these factors [F(6,8 1 )=2. 1 8, r|p
2
=014,
p>0.05]. The four way interaction was also reflected in a marginal three-way interaction
between the cue validity, the singleton validity, and cue reliability [F( 2,27 ) = 3.35, q p
"
=020, p>0.()5], and a marginal two-way interaction between the cue validity, and the
singleton validity [F( 1 ,27)=3.68, q p
"
=0.12, p>0.()5]. As can be seen in Figure 2A, this
hint of interaction could be due to a ceiling effect, because the accuracy is very high
when the probe, the cue, and the singleton are all at the same location.
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Response Time
Only trials with correct responses were included in the response time analyses,
which excluded 1709 trials (5.9%) among 28800 trials. Trials were grouped according
to participant, singleton saliency, the cue validity, and the singleton validity. Trials with
response times shorter than 100 ms or longer than 3 standard deviations of the reaction
time of the corresponding group were also excluded, which resulted in an additional 441
trials ( 1 .5% of total trials) being excluded.
We compared the response times of trials with a singleton against baseline trials
without a singleton. (See Figure 2D.) When the singleton was invalid, response time
was longer (385ms, 386ms, 388ms, 390ms for singleton orientation 22.5°, 45°, 67.5°,
90°) than in the baseline condition (374ms) [F( 1,27)= 17.36, 30.41, 33.91, and 35.28;
p r
“
=0.39, 0.53, 0.56,0.57; ps<0.001]. When the singleton was valid
,
reaction time was
significantly shorter than baseline when the singleton orientation was 22.5°, 45°, or 90°,
(363, 361, 359, vs 374ms baseline) [F(l,27)=9.15, 9.77, 13.96; p p
2
=0.25, 0.27,
0.34;p<0.00
1 ]. The difference was marginally significant (365ms), when the singleton
orientation was 67.5° [F( 1,27) = 3.15, r| p
2
= 0.10, p <0. 1 ]
.
Response times of only those trials with a singleton were tested with an
ANOVA, with saliency, cue validity, singleton validity as within-participant factors,
and with the cue reliability as a between-participant factor. Responses were faster when
cue was valid than invalid [F( 1 ,27)=53 .28, p p
_
= 0.67, p<0.001 ), and they were faster
when the singleton was valid than invalid [F( 1,27 )=8 1.4.3, r| p
2
=0.75,p<0.001]. There
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was also a significant interaction of cue reliability and the cue validity [F( 2,27 )= 1 3. 14,
Op
2
= 0.49, p < 0.001 ]. The response time differences between valid cue and invalid cue
trials increased as valid cues became more frequent.
Cue Effect. The cue effect (Figure 3 A, B), which was defined as the response
time when the cue was invalid minus the response time when the cue was valid, was
used to measure the effect of top-down attention control. These RT differences were
subjected to an ANOVA with saliency and singleton validity as within-participants
factors, and with the cue reliability as a between-participants factor. The cue effect was
larger when the cue reliability was higher [F(2,27)= 13.14, q p =0.49, p<0.001]. There
was no effect of singleton validity [F( 1,27)=0.01 ], indicating that the top-down effects
of the cue are not affected by the bottom-up effects generated by the salient singleton.
There was no interaction between the singleton validity and cue reliability,
[F(2,27)=l .48, p >0.1],
The cue effect was tested in another ANOVA that included the baseline trials
without a singleton, with saliency and singleton validity as within-participants factors,
and w ith cue reliability as a between-participants factor. There was no main effect or
interactions of the within-participants factors. Once again, the cue effect was stronger
when the cue reliability was higher, F(2,27 )= 13.14, q p
2
=0.49, p <0.001.
Singleton Effect. The singleton effect was defined as the response time when
the singleton was invalid minus the response time when the singleton was valid. We
subjected these RT differences to an ANOVA, with saliency and the cue validity as
within-participants factors, and with cue reliability as a between-participants factor.
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None of the main effects or interactions was significant. Although we had hoped that
the orientation differences would produce salience differences, these differences were
not large enough to be measured. Nonetheless, the presence of the singleton is clearly
affecting the allocation of attention, although this difference does not change
significantly across the different orientations.
Discussion of Experiment 1
Top-down and bottom-up attention control
In this experiment, we found that top-down factors could influence attentional
deployment. Responses were more accurate and faster when the cue was valid,
demonstrating that more attention was deployed top-down to the cued location. Also,
responses were more accurate and faster when the singleton was valid, demonstrating
the bottom-up deployment of attention. The bottom-up effect was also reflected by the
fact that singletons at the target location speeded responses relative to the no-singleton
baseline, while singletons at a nontarget location slowed responses, demonstrating that
the singleton could attract attention toward one location and away from other locations.
In short, both accuracy and reaction time in this experiment showed that both top-down
and bottom-up factors can influence attentional deployment.
The top-down and bottom-up effects are independent
The main purpose of this study was to explore how top-down and bottom-up
factors are integrated when controlling attentional deployment. We found main effects
of both the cue validity, and the singleton validity. However, we did not find an
interaction between these two factors in response times. The cue effect, which was
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about 40 msec, did not vary according to whether or not there was a singleton present,
and when a singleton was present, the cue effect was similar whether the singleton was
valid or invalid. It also did not change when the saliency of the singleton varied. On the
other hand, the singleton effect, which was about 26 msec, did not change with cue
validity or with changes in the cue reliability.
Relationship with Previous Research
Previous studies have suggested that the attentional direction from a central cue
and a sudden onset exogenous cue are mediated by separate systems (Berger, Henik, &
Rafal, 2005; Juola, Koshino, & Warner, 1995). When these results are combined with
the new results presented here, together they indicate that the top-down mechanism that
directs attention based on central cues must be separated to some degree from bottom-
up mechanisms that allocate attention to locations with sudden onsets or to locations
with a unique feature, such as the orientation singletons used in the current experiment.
The idea that attention controlled by top-down factors and attention controlled
by bottom-up factors (salient singletons) are mediated by separate systems is also
supported by recent neuroscience findings (Hopfinger & West, 2006; Mayer,
Dorflinger, Rao, & Seidenberg, 2004). For example, using fMRI, Mayer et al. (2004)
showed that endogenous attentional facilitation was associated with bilateral activation
of the temporoparietal junction and middle occipital gyrus and unilateral activation of
the right inferior parietal lobule, left intraparietal sulcus, right superior and middle
temporal gyri, right frontal eye field and right cuneus. However, activation of these
areas was not associated with exogenous attention.
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Another set of experiments has led to a somewhat different conclusion. They
showed that a singleton can capture attention even though it is irrelevant to the task of
finding a designated target (Kim & Cave, 1999; Theeuwes, 1991, 1992; Yantis &
Jonides, 1984), suggesting that the bottom-up system competes for attentional resources
with the top-down system in that search task. If the top-down and bottom-up systems
interact in some circumstances and not in others, then further studies of the relationship
between them are likely to reveal important new facts about attentional control. The
differences between our task and the task used by Theeuwes and others may be due to
different levels of perceptual load, or it may be because top-down information about
target location is processed differently than top-down information about target
properties such as shape and color.
Implications for Models of Attention
We found that both top-down information and bottom-up information can
control attention in this experiment, confirming that attentional control is not purely
bottom-up or purely top-down. Some models assume that a single saliency map ( Itti &
Koch, 2000; Koch & Ullman, 1985; Parkhurst, Law and Niebur, 2002) can control
attention, but these results confirm that top-down information should play an important
role.
In this experiment, we found that the variation of top-down information did not
affect the singleton effect; and the variation of bottom-up information did not affect the
cue effect. These data raise questions about the nature of the competition in some
models of attention. For example, in models such as Guided Search (Cave & Wolfe,
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1990; Wolfe, 1994) and FeatureGate (Cave, 1999), top-down information and bottom-
up information were summed to form a single activity map to control attentional
deployment. According to models of this type, the chance that a bottom-up singleton
will win the control of attention over other locations will decrease when the cue validity
increases. Hence, based on these models, we would expect an interaction between the
cue effect and the singleton effect in this study, rather than the independent effects that
we did find. Therefore, models that include competition between top-down and bottom-
up systems should be revised to allow the independent operation of these systems that is
demonstrated here. Further experiments will be necessary to know exactly how the lines
should be drawn between the different attentional control mechanisms. For instance, the
results from Theeuwes' experiments mentioned above suggest that that the bottom-up
system activating unique features might interact and compete with the top-down system
that selects known probe colors and shapes, but that both are independent of the system
that selects known probe locations based on endogenous cues.
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CHAPTER 4
EXPERIMENT 2: HOW DOES STRATEGY INFLUENCE BOTTOM-UP
ATTENTION CONTROL?
Motivation of Experiment 2
Experiment 1 showed that both the top-down factor (knowledge of the location
of the target) and a salient task irrelevant singleton could control attentional
deployment; and these two kinds of factors controlled attention independently. There
are many kinds of top-down factors. Previous knowledge about the possible location of
the target is only one kind of them. Other kinds of top-down factors may play different
roles when controlling attention. Bacon and Egeth ( 1994) showed that an irrelevant
singleton could only capture attention if participants use singleton detection mode. This
chapter explores how strategy influences attentional deployment.
As previous studies showed, participants will use singleton detection mode if
they can (Bacon & Egeth, 1994). Most likely, participants used singleton detection
mode in Experiment 1 . The target was a color singleton, so participants could find it
easy to employ singleton detection mode to find the target. Experiment 2 differed from
Experiment 1 in that there was a circle with a different color at the central bar in each of
the four clusters of bars. The task was to report the location of a red circle. Participants
had to use feature search mode instead of a singleton detection mode in this experiment.
Previous studies testing the Contingent Involuntary Orienting Hypothesis
(Bacon & Egeth, 1994; Folk, et ah, 1992; Yantis & Egeth, 1999) found conflicting
results. Folk et al. ( 1992) found that a static cue (color) could capture attention only
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when the target was static; a dynamic cue (onset) could capture attention only when the
target was dynamic. However, Lamy and Egeth (2003) found that a dynamic cue could
capture attention when the target was dynamic or static. Bacon and Egeth ( 1994) found
that an irrelevant singleton could capture attention only when participants employed a
singleton detection mode, but not in a feature search mode. Yantis and Egeth ( 1999)
found that an irrelevant color or onset singleton could not capture attention when they
were not informative. However, surprisingly, they found that irrelevant size and
brightness singletons could capture attention even when they are not informative. As we
noted above, this may be caused by that fact that these experiments usually use a
singleton that only has one level of intensity. In this study, we tried to manipulate the
intensity of bottom-up factor and observe how it influences attention deployment when
participants employed a feature search mode. Because participants could not use
singleton detection mode. The Contingent Involuntary Orienting Hypothesis will predict
that the irrelevant singleton could not capture attention, whatever the orientation of the
singleton is.
Experiment
Participants
Fourty-five participants were divided into 3 groups randomly. Sixteen, fourteen
and fifteen participants did the 25%, 50%, and 75% cue reliable tasks. None of these
participants participated in Experiment 1.
Stimuli and procedure
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There was circle at the central bar location of each cluster (Figure 4). I he color
of the circles were red, green, blue, or pink. The luminance of each dot was balanced
(22cd/nr). The task was to press a button to indicate the location of the red circle. All of
the other aspects were the same as in Experiment 1
.
Results.
Accuracy
The overall accuracy was 96.5%. Because the accuracy was so high, it was not
analyzed further.
Reaction Time
Trials with incorrect responses were removed. Trials were grouped according to
participants, orientation of the singleton, the cue validity, and the singleton validity.
Trials with a reaction time less than 100 ms or longer than 3 standard deviations of the
corresponding group were excluded, which excluded another 302 trials of 28800 trials.
Overall, 4.3% of trials were excluded from analysis.
Reaction times (Figure 5) of those trials with a singleton were submitted into an
ANOVA, with saliency, cue validity, the singleton validity as within-participants
factors, and with cue reliability as a between-participant factor. Responses were faster
when the cue was valid (375 ms) than invalid (407 ms), F( 1,41 )=1 14.0, i] p
2
=0.74,
p<0.0001. There was no main effect of the singleton validity, p>0.1. There was an
interaction between the cue validity and the cue reliability, F(2,41 )=44.0, r| p"=0.68,
p<0.0001. This interaction, which reflects how the cue reliability influenced cue effect,
will be analyzed in more detail when we analyze the cue effect. There was an
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interaction between saliency and the singleton validity, F(3,126)=9.0, r| p
2
=0. 1 8,
p<0.001. This interaction, which reflects how the orientation of singleton influenced the
singleton effect, will be analyzed in more detail when we analyze the singleton effect.
The cue effect (Figure 6), was submitted into an ANOVA, with saliency, the
singleton validity as within-participants factors, with the cue reliability as a between-
participant factor. There was a main effect of cue reliability, F( 2,4 1 )=44.0, ii,r=0.68,
p<0.0001 . The cue effect increased when cue reliability increased (2.9 ms, 23.8 ms,
69.8 ms, std=5.2 ms, 5.3 ms, 5.2 ms for 25%, 50%, 75% percent of cue valid
respectively).
The singleton effect (Figure 6) was tested with an ANOVA, with saliency and
cue validity as within-participants factors, with cue reliability as a between-participants
factor. There was a main effect of saliency, F( 3, 1 23 )=9.0, r| p"=0. 18, p<0.0001. Post hoc
analysis showed that the singleton effects were significantly larger than 0 (Figure 6)
when the orientation of the singleton was 90°
,
t( 43 )= 3.3, d’=0.49, p<0.01, which was
still significant after adjustment for multiple comparisons. However, the singleton
effects were not significantly different from 0 when the orientation of the singleton was
45° or 67.5° (p>0.1 ). The singleton effect was marginally larger than 0 when the
orientation of the singleton was 22.5° [t(43)=2.20, d’=0.32, p=0.03], which was not
significant after adjustment for multiple comparisons.
Comparison between Kxpcrimcnt 1 and 2
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Reaction time was longer in Experiment 2 (391msec) than Experiment 1 (374
msec), but this difference was not significant (p>0. 1 ). The singleton effect was larger in
Experiment 1 (25 msec) than in Experiment 2 ( 1 msec), F( 1,68)=34.7, r| p~=().34,
p<0.()01. The cue effect in Experiment 1 (40 msec) and in Experiment 2 (32 msec) was
not significantly different, p>0.1.
Discussion of Experiment 2
As in Experiment 1 , no interaction of the cue validity or the cue reliability and the
singleton validity was found when analyzing the reaction time data. This confirmed the
conclusion of Experiment 1, which showed that the knowledge of possible target and
the presence of a salient singleton could control attention deployment independently.
The cue effect was not influenced by whether a singleton was present, and it was not
influenced by the orientation of the singleton. The singleton effect was not influenced
by the validity of the cue. A cross-experiment comparison showed that the cue effect
did not change significantly when the singleton effect changed.
The overall singleton effect in this experiment (about 1 ms) was significantly
smaller comparing with that in Experiment 1 (about 20 ms). The only difference
between Experiment 1 and Experiment 2 was the strategies used by participants. In
Experiment 1, participants might use the singleton detection mode; in Experiment 2,
they used a feature search mode. This result supports the Contingent Involuntary
Orienting Hypothesis, which assumes that an irrelevant singleton could capture
attention only in singleton detection mode, but not in feature search mode.
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However, this is not the whole story. In Experiment 2, we found the singleton
could capture attention when the orientation of the singleton was 90°, bud could not
when the singleton was 22.5°, 45° or 67.5°. According to the Contingent Involuntary
Orienting Hypothesis, the singleton effect was not expected at any orientation condition
in this experiment. This result suggests that the top-down strategy could not completely
prevent irrelevant singleton from capturing attention.
Though strategy could influence bottom-up control of attention, some kinds of
irrelevant singleton (e.g. 90° orientation singleton) might be strong enough to capture
attention even in feature search mode. In other words, feature search mode might not be
entirely limited to feature search. In some studies, an irrelevant singleton was found to
be unable to capture attention (Folk, et ah, 1992; Bacon & Egeth, 1994). The others
found an irrelevant singleton could capture attention (Theeuwes, Reimann, & Mortier,
2006; Lamy & Egeth, 2003). Yantis and Egeth ( 1999) found that an irrelevant size
singleton or brightness singleton could capture attention, but the orientation singleton
and motion singleton could not when they are uninformative. Yantis and Egeth did not
provide persuasive explanation on why an irrelevant size singleton or brightness
singleton could capture attention. These conflicting results may be due to the fact that
they did not manipulate the saliency of the singleton.
In a single experiment, we have found that the most salient irrelevant singletons
(90°) could capture attention, while less salient irrelevant singletons (22.5°, 45° and
67.5°) could not in feature search mode. It is not clear what enabled the 90° orientation
singleton to capture attention. Perhaps it is simply more salient than the other
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orientation singletons. It is also possible that it is in a different category of orientation as
the others (vertical or tilt, Wolfe, Friedman-Hill, Stewart, et al., 1992). More studies
are needed to address this question.
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CHAPTER 5
EXPERIMENT 3: EYE MOVEMENT CONTROL BY TOP-DOWN AND
BOTTOM-UP FACTORS
Motivation of Experiment 3
Behavioral and neuroscience studies have provided evidence that covert attention
is usually deployed to a location preceding a saccade. These studies include those using
dual tasks (Hoffman & Subramaniam,1995; Kowler, Anderson, Dosher & Blaser, 1995;
Peterson, Kramer & Irwin, 2004) and moving windows (Hendersen, Pollastek, &
Rayner,1989). However, eye movements and covert attention differ from each other in
many aspects. First, the function of eye movements and covert attention are different.
The aim of eye movements is to move the fovea to the most informative part in the
visual field. The aim of covert attention is to assign limited brain processing resources
to the most informative parts of the image currently on the retina. Second, covert
attention can select locations, objects, or features (see Desimone & Duncan, 1995 for a
review), while eye movements by their nature must select locations. Third, covert
attention is much faster than eye movements, allowing multiple covert attention shifts in
a single fixation. Fourth, in some circumstances, covert attention can operate by
inhibiting distractor locations (Cepeda, Cave, Bichot, & Kim, 1998), while eye
movements must always select a target location. Furthermore, behavioral studies have
shown that attention can be deployed to a location without the eyes moving to that
location (Eriksen & Hoffman, 1973; Posner, 1980). Microstimulation studies showed
that a cell may be selected even though no eye movements have been initiated (Juan,
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Shorter-Jacobi & Shall, 2004; Schall, 2004). Because of these differences, it is
reasonable to ask how independent covert attention control is from eye movement
control. Experiments 1 and 2 explored how top-down information and bottom-up
information are integrated to control covert attention. Experiment 3 was designed to test
how the top-down factors and bottom-up factors are integrated to control eye
movements.
No eye tracking studies have examined whether eye movements also obey the
Contingent Involuntary Orienting Hypothesis or not. Previous studies (Bacon & Egeth,
1994) and Experiment 1 and Experiment 2 have shown that an irrelevant singleton
could capture attention when participants used singleton detection mode, but not in the
feature search mode. One purpose of Experiment 3 was to explore whether an irrelevant
singleton could capture the eyes when participants used singleton detection mode.
Experiment 3 used the same general paradigm as used in Experiments 1 and 2.
The difference was that eye movements were measured as participants conducted two
different tasks. In the non-singleton-detection condition, participants conducted a task
that prevents singleton-detection mode. In the singleton-detection condition,
participants conducted a task that allows singleton-detection mode. If eye movements
obey the Contingent Involuntary Orienting Hypothesis, we would expect the eyes to be
captured by an irrelevant singleton only in singleton-detection mode. In Experiment 2,
we found that covert attention could only be captured by some specific orientation
differences. In this experiment, the percentage of valid cues and the orientation of the
singleton were also manipulated to observe how these factors influence eye movements.
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Experiment
Participants
All of the participants were recruited from a subject pool of undergraduate
students in UMASS who participated for course credit. All participants had normal or
corrected-to-normal vision. There were 36 participants in this experiment, who were
assigned in equal numbers to each of the tasks. Within each task, participants were
equally divided into three groups randomly, each with a different cue reliability.
Apparatus
Stimuli were presented on a 19-inch LCD monitor controlled by a Dell PC.
Participants kept their chin on a chin-rest located 57 cm away from the monitor.
Participants responded by pressing a button on a Microsoft button box. Eye movements
were monitored using an Eyelink 2 eye tracker. Subjects could view stimuli using both
eyes, but only the right eye was monitored. Eye movement was sampled at 250 HZ
using pupil and comeal reflection.
Stimuli
One example of the stimuli for each condition is shown in Figure 7. Four clusters
of short bars were located on an imaginary circle. The center bar of each cluster
occupied the 3, 6, 9 or 12 o'clock location on the imagery circle. In each cluster, there
were 5 rows and 5 columns of short bars, each of which extended 0.5 degrees. The bars
(8 cd / nr ) were displayed on a gray background (58 cd / nr ). All of these bars were
horizontal except for a singleton at the center of one cluster.
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In four-fifths of the trials, there was a singleton line segment, which was rotated
22.5°, 45°, 67.5°, or 90° counter-clockwise from the horizontal location. Both the target
and the singleton could be located at any of the four locations with equal probability.
The location of the singleton and the target were independent of each other.
At the center of the screen, there was an arrow that pointed to the target location,
with either a 25%, 50% or 75% validity, depending on the participant group. The arrow
pointed to each of the four clusters of bars with equal probability. If the arrow pointed
to the incorrect location of the target, the target was equally likely to be located at any
of the other three locations.
The target display differed between the two tasks (Figure 7). In the singleton-
detection condition, there was a gray dot located at the center bar location of one of the
four clusters. This gray dot was large enough for participants to detect as they fixated at
the center of the display. The target was the gray dot. Because the target was a
singleton, participants could use singleton-detection mode. In the non-singleton-
detection condition, there was a smaller gray dot located above or below the center bar
of each of the four clusters. The target was a dot located above the center bar of a
cluster. The three nontarget dots in each display were all below the center bar. The dots
were too small to be able to be detected without eye movements away from the center
of the display. Because the target was not a singleton, participants could not employ the
singleton-detection mode in this task.
Procedure
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After the head-mounted eye tracker was mounted, calibration and validation
were conducted. Before the start of the experiment, the participants were told the cue
reliability. The participants were told to report the location of the target through the
button box as accurately as possible. To encourage participants move their eyes, they
were told that accuracy was more important than speed and that they could move their
eyes freely. There were 120 practice trials and 320 experiment trials for each
participant. Eye position was determined by comeal reflection and pupil. Drift
correction was conducted after every 10 trials.
At the beginning of each trial, the arrow was presented for 1 second. Then a pre-
stimulus display, which only included the bars, was presented for 100 ms. Then the
target were presented along with the pre-stimulus display until response. The next trial
started 1 second after response. If the response was incorrect, there was a warning
sound. Participants were instructed to put one of their fingers above each of the four
buttons, which corresponded to one of the four locations of the target. Participants could
rest during the drift correction procedure.
Results
Accuracy
Accuracy was 98%. Because the accuracy was so high, it was not analyzed
further.
Reaction Time
To encourage participants to make eye movements, participants were told at the
beginning of the experiment that speed of response was not so important. Hence, RT as
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measured by button presses was not an accurate reflection of response latency. Instead,
the time between the beginning of the trial and the fixation on the target was used as the
RT measure in this experiment.
These saccade RT values were submitted to an ANOVA, with saliency, cue
validity and singleton validity as within-participant factors, with strategy and cue
reliability as between-participants factors. RT was shorter when the cue was valid (313
ms) than invalid (551 ms) [F( 1 ,30 )= 1 96.5, ^,'=0.87, p<0.001]. The cue effect was
larger in the non-singleton-detection condition (450 ms) than the singleton detection
condition (27 ms) [/’( 1 ,30)= 1 54.8, =0.84, p<().001 ]. The cue effect increased as cue
reliability increased ( 170 ms, 249 ms, and 296 ms for 25%, 50% and 75% cue reliablity)
[F(2,30)=4.6, rjp =0.2.A, ^?<0.05]. RT was shorter when the singleton was valid (41
1
ms) than invalid (454 ms) [F( 1,30)=24.4, rj
n
~—0. 45, p<0.001]. This singleton effect was
larger in the singleton detection condition (65 ms) than non-singleton-detection
condition (21 ms) [F( 1,30)= 6.5, ///7~=0. 1 8, /?<0.05]. RT was faster at the singleton
detection condition (327 ms) than the non-singleton-detection condition (537 ms)
[F( 1 ,30)=79.0, /7,r=0.73, /?<0.00 1 ].
Because all of the interactions were related to strategy, RT was analyzed
separately for the two different strategies. These two separate ANOVAs included
saliency, cue validity and singleton validity as within-participant factors, and cue
reliability as a between-participants factor. For the non-singleton-detection condition,
there was a main effect of cue validity [F( 1,15)= 192.1, //,,'=(). 93, p<0.001]. Cue validity
marginally interacted with cue reliability [C( 1,15)=3.5, ///,'=0.32,/?<0.1]. For the
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singleton detection condition. There was a main effect of cue validity [F( 1,15)=7.0,
7/;-=0.32,/?<0.05]. RT was shorter when the singleton was valid (294 ms) than invalid
(359 ms) [F( 1,15)= 134. 2, ijp'=0.90, /?<0.()01]. This singleton effect was larger when the
cue reliability was 25% (90 ms) than it was 50% or 75% (56 ms or 49 ms)
[F(3,45)=3.86, ///r=0.21,p<0.05]. The singleton effect increased as the orientation of
the singleton increased (43 ms, 58 ms, 74 ms and 86 ms respectively for 22.5°, 45°,
67.5° and 90°) [F(2,15)=5.19, ^/=0.41,p<0.05].
These RT data indicate that there was a cue effect in both the singleton detection
condition and the non-singleton-detection condition. However, the singleton effect was
found only in the singleton detection condition. These results with eye movements
differ from those in the earlier covert attention experiments in that the singleton effect
was influenced by cue reliability: specifically, the singleton effect was larger when the
cue reliability was low. The singleton effect also increased with the increase of the
orientation of the singleton.
The first saccades when the cued, singleton, and target locations were different
When the cued, singleton, and target locations were different from each other, it
is easier to tell which factor played a role in capturing the eyes, and thus those trials
were analyzed first. The percentage of trials (Figure 8) in which the eyes first saccade to
a specific location after the pre-stimulus display was submitted to an ANOVA, with
saliency and location type (cued, others, singleton, target locations) as within-
participants factors, and with strategy (non-singleton-dctection and singleton-detection)
and cue reliability (25%, 50%, 75%) as bctwecn-participant factors. There was a main
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effect of location type [F(3, 90) = 26.7, r|p
2
=0.47, p<().()() 1 ], and an interaction between
location type and strategies. Most of the first saccades were captured by the cued
location in the non-singleton-detection condition, but most first saccades were captured
by the singleton location and the target location in the singleton-detection condition (see
Figure 8). There was a two-way interaction between cue reliability and location type
[F(6,90)=4.09, ri P
2
=0.21, p<0.001], and a three-way interaction between location type,
cue reliability and strategies [F(6,90)=3.21, r| p
2
==0.17, p<0.01]. There was a two-way
interaction between saliency and location type [F(9,270)=2.42, r| p
2
=0.08, <0.05] and a
three-way interaction between singleton orientation and location type, and strategies
[F(9,270)=2.85, r|p =0.09, p<0.01]. To untangle these interactions we will separately
examine first saccades to the singleton, first saccades to the cued location, and first
saccades to the target.
First saccades to the singleton location
The percentages of first saccades to the singleton location were submitted to an
ANOVA, with saliency as a within-participants factor, and with strategy and cue
reliability as between-participants factors (See Figure 9). Similar to the analysis in the
last section, only those trials when the cued, target, singleton were at different locations
were included in analysis. The first saccade went to the singleton location more often
when the orientation of the singleton was larger [F(3,90)=4.2 1 , i]p
2
=0. 1 2, p<0.01]. The
increase in first saccades to the singleton location mainly happened in singleton-
detection mode, producing an interaction between saliency and strategy [F(3, 90)=3.00,
r|p~=0.09, p<0.05]. The first saccades went to the singleton location more often in the
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singleton-detection than in the non-singleton-detection condition [F( 1 ,30)= 1 10.67,
r|
p
:
=0.79, p<0.001]. The first saccades went to the singleton location more often under
lower cue reliability than under higher cue reliability [F( 1, 30)=25.28, r| p
2
=0.46,
p<0.00 1 ]. There was an interaction between strategy and cue reliability [F(2,30)=9.69,
q p"==0.39, p<0.01]. Fewer saccades went to the singleton location when the cue was
informative in the singleton-detection condition.
The percentages of first saccades to the singleton location were submitted to
another ANOVA that included only the singleton-detection condition, with saliency as
the within-participants factor, and with cue reliability as the between-participants factor.
The frequency of the first saccades to the singleton location increased as the saliency
increased [F(3,45)=4.88, q p"=0.25, p<0.01]. The frequency of the first saccades to the
singleton location decreased as the cue reliability increased [F(2,15)=8.81, r|p =0.54,
p<0.01].
When the cued, target, and singleton locations are different, first saccades are
more likely to go to the singleton location under the singleton-detection condition than
under the non-singleton-detection condition. This suggests that top-down information
such as strategy could influence whether a salient singleton could capture attention or
not. Under singleton-detection mode, the eyes were captured by the singleton more
often when the irrelevant singleton was more salient, and when the cue was less
informative. This is different from the results with covert attention observed in
Experiment 1 , where we found the reliability of the cue did not influence the singleton
effect.
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First saccades to the cued location
In the non-singleton-detection condition, most first saccades went to the cued
location. The central questions in this condition are whether the probability of the first
saccades to the cued location is influenced by the cue validity and the relative location
of the cue and the singleton (Figure 10). The ability of the singleton to capture attention
can be measured by observing whether the cued location receives more first saccades
when it is also the singleton location.
Percentages of first saccade to the cued location were submitted to an ANOVA,
with saliency, the cue validity (valid, invalid), and the relative location of the cue and
the singleton (same, different) as within- participants factors, with cue reliability as a
between-participant factor. Note that this analysis included all of the trials with a
singleton. The first saccades went to the cued location more often when the cued
location was the same as the singleton location (76%) than otherwise (70%)
[F( 1,15 )= 13.22, r|p
2
=0.47, p<0.01, ]; The first saccades went to the cued location more
often when the cued location was the same as the target location (76%) than otherwise
(70%) [F( 1,15 )=7.50, r| p"=0.33, p<0.05]. This result suggests that the singleton could
capture some first saccades in a small number of trials. The implications be discussed in
the discussion section.
First saccades to the target location
In the singleton-detection condition, most first saccades went to the target
location. The central questions in this condition are whether the frequency of the first
saccade to the target location was influenced by the cue validity and the singleton
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validity. Again, if more first saccades go to the target location when it was also the
singleton location, then the singleton must be capturing some first saccades.
Percentages of the first saccades to the target location were submitted to an
ANOVA, with saliency, cue validity (same, different), and the singleton validity (same,
different) as within-participants factors; with cue reliability as a between-participants
factor. The first saccades went to the target location more often when the target location
was the same as the singleton location (82%) than otherwise (52%) [F( 1,15 )=5 1 .37,
r| p“=0.79, p<0.001, ]. The first saccades went to the target location more often when the
cued location was the same as the target location (74%) than otherwise (60%)
[F( 1,15 )= 15.17, i] p
2
=0.52, p<0.01]. The probability of the first saccades to the target
location increased with increased cue reliability only when the target and the singleton
were at different locations (Figure 1 1 ), suggested by an interaction between the cue
reliability and the singleton validity [F( 2,15) = 6.78, r|p
2
=0.49, p<0.01].This result
suggests that first saccades were captured by both the cue and the singleton in singleton-
detection-mode.
Saccade latency and fixation duration
Saccade latencies and fixation durations (Figure 12) of those trials in which the
cued, the target and the singleton locations were different were submitted to ANOVAs
separately, with location type (cued, normal, singleton, target) as a within-participant
factor, and with strategy (non-singleton-detection, singleton-detection) as a between-
participants factor. Saccade latencies were shortest if the first saccades went to the cued
location [F(3, 102)= 14.30, t),,2=0. 30, /><0.001 ]. Fixation durations were longer if the
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first saccades went to the target location [F(3, 102)= 13 1.1
8
,
7^,'=0.79, p<0.001]. In the
singleton-detection condition, most first saccades went to the singleton location and the
target location. Only a few first saccades went to the cue location. In the non-singleton-
detection condition, most first saccades went to the cued location; very few first
saccades went to the singleton location or the target location. Because there is only a
small number of data points available for some location conditions, these results should
be interpreted with caution.
Saccade latency reflects the time needed to plan the first saccade and to initiate
the motion. Saccade latency was submitted to another AVOVA, with saliency, cue
validity and singleton validity as within-participant factors, and with cue reliability and
strategies as between-participants factors. Surprisingly, saccade latency was longer
when the cue was valid (255 ms) than invalid (244 ms) [F( 1 ,30)=5 .01, jj,; =0.14,
/?<0.05]. Saccade latency was shorter when the singleton was valid (245 ms) than
invalid (254 ms) [F( 1,30)=6.08, =0.17,/;<0.05]. The singleton validity effect was
observed in the singleton detection condition, but not in the non-singleton-detection
condition [F( 1 ,30 )=8.3 1 , =0.22, /?<0.01 ]. Saccade latency was shorter in the non-
singleton-detection (223 ms) condition than in the singleton-detection condition (276
ms) [F( 1 ,30)=8.08, /;/ =0.2 1 , /;<0.() 1 ].
Discussion of Experiment 3
In the non-singleton-detection condition, the target display contained dots above
or below the central bar. In the singleton-detect condition, the target display contained a
larger gray dot at the central bar. Though all of the other aspects of these two conditions
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were exactly similar, the eye movement patterns were very different. In the non-
singleton-detection condition, in which participants could not employ singleton
detection mode, participants made their first saccades more often to the cued location,
and very rarely to the singleton location. In contrast, in the singleton-detection
condition, in which participants could use the singleton-detection mode to conduct the
task, participants made their first saccade much more often to the singleton location or
the target location. The percentage of the first saccades to the singleton location was
much higher in the singleton-detection mode than in the non-singleton-detection mode.
We found the singleton effect in both the non-singleton-detection mode and
singleton-detection mode. In the non-singleton-detection mode, the eyes went to the
cued location more often when the cue pointed to the singleton location than otherwise.
In the singleton-detection condition, first saccades went to the target location more
often when the target was located at the singleton location than otherwise. However,
the singleton effect is much larger in the singleton detection mode than in the non-
singleton-detection mode.
Under singleton-detection mode, the eyes were captured by the singleton more
often when the irrelevant singleton was more salient, and when the cue was less
informative. The singleton effect reflected by eye movement RTs was larger when the
cue reliability was small, and was larger when the orientation of the singleton was
larger. This is again different from the pattern found under covert attention in
Experiment 1, in which the reliability of the cue did not influence the singleton effect.
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This indicates that eye movement control is a result of competition between the top-
down and bottom-up factors.
It is a bit surprising for the singleton effect to arise in the non-singleton-detection
mode. There are two possible reasons for this. First, it is possible that the eyes could be
captured in a small number of trials in the non-singleton-detection mode. Second, it is
possible that when the cue and the singleton are located at the same location, the eyes
have fewer locations to select from. Therefore, the cued location is more likely to win
the competition. The important thing is that the singleton effect was much smaller (only
6%) in the non-singleton-detection effect comparing with that in the singleton-detection
mode (30%). This indicated that the eye movements were influenced by strategies.
It was also interesting to notice the different pattern of first saccades to the target
location in singleton-detection mode when the singleton was located at the target
location or not. An irrelevant singleton distractor could decrease the number of saccades
to the target location, but an irrelevant singleton at the target location could not increase
the number of saccades to that location.
Previous studies showed that covert attention obeys the Contingent Involuntary
Orienting Hypothesis. The results of the current study showed that eye movements also
obey the Contingent Involuntary Orienting Hypothesis. If the task encouraged
participants to employ singleton-detection mode, the first saccades were more likely to
go to the singleton location than otherwise. The current study also showed that the
salience of the singleton also played some role when controlling eye movements. When
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the orientation of the singleton increased, the percentage of first saccades to the
singleton location increased if participants employed singleton-detection mode.
Theeuwes, Kramer, Hahn and Irwin ( 1999) showed that the eyes could be
captured by an irrelevant singleton. This result is consistent with the results in the
singleton-detection condition. However, this is not the whole story. In the current study,
we have shown that an irrelevant singleton could capture the eyes only when
participants employed a singleton-detection mode. When participants could not employ
singleton detection mode, an irrelevant singleton could not capture attention.
Besides the main findings we described above, we also observed saccade latency
in this experiment. Saccade latency reflects the time needed to plan the first saccade and
initiate the motion. Saccade latency was shorter when the singleton was valid only in
the singleton-detection condition. This may reflect the fact that there were not
competing items in the singleton valid trials. Saccades latencies were shorter in the non-
singleton-detection condition than in the singleton-detection condition. This may be
caused by the fact that in the non-singleton-detection condition, the orientation
singleton was not facilitated, so only the cue can be used to guide eye movements,
allowing for faster saccade programming. However, in the singleton-detection
condition, the orientation singleton information was available during the eye movement
programming stage, so the top-down and bottom-up information competed to guide eye
movements. Hence, the saccade latency was much slower than in the non-singleton-
detection condition.
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CHAPTER 6
GENERAL DISCUSSION
Summary of Results
Using a similar paradigm, we explored how covert attention and eye movements
are controlled by the interaction of top-down and bottom-up factors. Two kinds of top-
down factors were examined. The first kind of top-down factor was introduced by an
arrow that pointed to the possible location of the target. The intensity of the top-down
factor was represented by cue reliability, or the percentage of trials in which the target
appeared at the cued location. The second kind of top-down factor was the type of
strategy used by participants. In some experiments (Experiment 1 and the singleton-
detection condition in Experiment 3), participants were encouraged to employ singleton
detection mode; while in the other experiments (Experiment 2 and the non-singleton
detection condition in Experiment 3), participants were encouraged to employ a non-
singleton-detection mode. The influence of the strategies on covert attention control was
examined by comparison between Experiments 1 and 2. The influence of the strategies
on eye movement control was examined by comparing the singleton-detection condition
and the non-singleton-detection condition in Experiment 3.
The bottom-up factor was introduced by an orientation singleton presented 100
ms before the target display. Orientation differences between the singleton and
background elements represent different saliency levels. Covert attentional deployment
was measured by the reaction time difference between different conditions. The cue
effect, which was defined by the RT of the cue invalid condition minus that of the cue
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valid condition, reflects how much attention was captured by the cue. The singleton
effect, which was defined by RT when the target was not located at the singleton
location minus the RT when the target was located at the singleton location, reflects
how much attention was captured by the singleton. Eye movements were measured by
an eye tracker.
When the target was a color singleton (Experiment 1 ), so that participants could
employ singleton detection mode, both the cue effect and the singleton effect were
found. Most interestingly, no interaction between the top-down factors and the bottom-
up factors were found when analyzing reaction time. This result indicated that there was
no interaction between the top-down factors introduced by a central cue and the bottom-
up factor introduced by an orientation singleton.
In Experiment 2, the target was still a red circle as in Experiment 1 . However,
there were four circles with different colors in the target display, so participants could
not employ a singleton-detection mode. This experiment confirmed the conclusion of
Experiment 1 that the top-down factor introduced by the cue was independent from the
bottom-up factors when controlling attention. There was no interaction between the cue
validity and the singleton validity on reaction time. The cue effect was not dependent on
any of the bottom-up factors, and the singleton effect was not dependent on any of the
cue properties.
With the change in stimuli, the overall singleton effect in Experiment 2 decreased
dramatically compared to that in Experiment I . This result indicates that the strategies
could influence attentional deployment. When participants could not employ the
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singleton-detection mode, an irrelevant singleton could not capture attention as
effectively as when participants could employ a singleton detection mode. This result is
generally consistent with the Contingent Involuntary Orienting Hypothesis.
In Experiment 1, we found that there was no interaction between the top-down
factors introduced by previous knowledge of possible target location and bottom-up
factors. However, when comparing Experiment 1 with Experiment 2, we found the
strategy could manipulate bottom-up control of attention. An irrelevant singleton could
capture attention only when participants employed the singleton-detection mode, but
not in the non-singleton-detection mode. Apparently, different kinds of top-down
factors play different roles when controlling attentional deployment. When we explore
the question of how top-down and bottom-up factors interact when controlling
attentional deployment, we need to be very careful to distinguish what kind of top-down
factors we are talking about.
Another interesting finding of Experiment 2 was that there was a singleton effect
when the orientation of the singleton was 90°, but not in the other less salient
orientations. This indicated that the Contingent Involuntary Orienting Hypothesis might
be partially wrong. Though the top-down factors, such as strategies, could manipulate
bottom-up control of attention, it could not shut down the bottom-up effect of a salient
distractor. There is a long-standing debate on whether an irrelevant singleton could
capture attention or not. We found evidence to support both sides in a single
experiment. The result of this experiment indicates that whether an irrelevant singleton
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could capture attention or not depends on the relative intensity of top-down factors and
bottom-up factors.
Experiment 3 showed that strategic differences that affect bottom-up control of
covert attention can also affect bottom-up control of eye movements. In the non-
singleton-detection condition in Experiment 3, in which participants could not employ
singleton-detection mode, their eyes could not be captured by an irrelevant singleton.
However, in the singleton-detection condition, in which participants could use
singleton-detection mode, their eyes were captured by an irrelevant singleton. This is
the first evidence suggesting that eye movements also obey the Contingent Involuntary
Orienting Hypothesis. Furthermore, we found the saliency of the singleton could also
influence eye movements in the singleton detection condition. The eyes were more
likely to go to a singleton location when the orientation difference between the
singleton and background was larger.
Single location selection or multiple location selection?
There have been long standing debates on whether attention can be divided. One side of
the debate argues that attention could not be divided (Eriksen & Yeh, 1985; Posner,
Snyder, & Davidson, 1980; Pan & Eriksen, 1993; Kiefer & Siple, 1987; Eimer, 1999).
The other side argues that attention can be divided, and can be deployed to multiple
places or objects at the same time (Awh & Pashlcr, 2000; Bichot, Cave, & Pashlcr,
1999; Muller, Malinowski, Gruber, & Hillyard, 2003).
In Experiment I, we found that top-down (knowledge about the possible location
of the target) control and bottom-up control of attention were independent of each other.
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All of the models that assume single location selection and a competition between top-
down attention control and bottom-up attention control would predict the interaction
between the top-down and bottom-up attention control in Experiment 1 . When cue
reliability increased, the cue effect increased, which suggested that attention was
capture more by the cue. Some models, such as the Guided Search model, assume that
only one single location could be selected at a time. The attended location is determined
by the single winner of the competition in an activity map, which is proportional to the
weighted sum of the top-down and bottom-up factors. According to this model, top-
down factors should be more and more important to the competition when the intensity
of the top-down factors increases. If top-down factors lead to high activation of one
location w hile bottom-up factors lead to high activation of a different location, then top-
down and bottom-up are directly competing against one another, and any manipulation
that increases the top-down strength will lead to more trials in which the top-down
location wins the competition, and thus more trials in which the bottom-up location
loses. Hence, one would expect the bottom-up factors to be less and less important
when the intensity of top-down factors increases. As a result, the singleton effect in
Experiment 1 should be smaller when the cue reliability increases. However, the results
of Experiment 1 did not show this pattern.
The result can be explained by the divided attention theories (Awh & Pashler,
2000; Muller, Malinowski, Gruber, & Hillyard, 2003). If two or more locations could be
selected simultaneously, and different selected locations could be independently
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controlled by the top-down factors and the bottom-up factors, one would expect no
interactions between the cue effect and the singleton effect in Experiment 1.
The limited capacity parallel processing theories (Townsend, 1990) could also
explain the current data. Those theories assumed that all of the items in the visual field
are processed in parallel at a speed that is proportion to the activity map. Because the
task was relatively easy in Experiment 1 , which is below the limitation of perceptual
capacity, no interaction was found between the top-down control and bottom-up
control.
Attention control in multiple stages
In the last section, we have shown that the top-down attentional control system
and the bottom-up attention control system are independent from each other. This kind
of separation might reflect that attention control may be implemented at different
stages.
It is also possible that different kinds of top-down attention control may also be
implemented at different stages. The current study showed that different kinds of top-
down factors play different roles when controlling attentional deployment. Experiment
1 showed that the previous knowledge about the possible location of the target controls
attention independently of bottom-up factors. The comparison between Experiment 1
and Experiment 2 showed that strategy could manipulate bottom-up attention control.
The varying interactions between the different kinds of top-down factors and bottom-up
attentional control indicates that these different top-down factors might rely on different
kinds of mechanisms, and might be implemented in different brain regions.
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The idea that attention can be controlled at multiple stages is supported by many
neuroimaging studies (Hopfinger & West, 2006; Mayer, Dorflinger, Rao, & et al., 2004;
Moil, Perry, Mannan, & et al., 2003). These studies showed that different pathways in
the brain are activated during top-down attention and bottom-up attention control.
If attention is controlled at multiple stages independently, different time courses
for different kinds of attention control should be expected. This prediction is consistent
with the studies concerning the time course of attention control (Kim & Cave, 1999;
Theeuwes, Kramer, et al., 1999; but see Lamy, Tsai, & Egeth, 2003). Most of these
studies showed that bottom-up attention control usually happens at an earlier stage. For
example, Kim and Cave ( 1999) found that a color singleton distractor could draw
attention to its location in an early stage of visual processing, but not in a later stage.
Hopfinger and West (2006) found that exogenous attention could influence an earlier
component of ERP, while endogenous attention mainly influences a later component
(P300).
How does intensity of top-down information influence attentional deployment?
The cue effect increased when cue reliability increased. This suggests that covert
attention is deployed to the cued location more when the cue is very informative.
Apparently, participants learned the reliability of the cues and used it to guide attention.
The mechanism of how the cue reliability could influence attention deployment is
unknown.
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How does salicncv of bottom-up information influence attention deployment?
In Experiment 1, the singleton effect did not vary significantly when the
orientation of the singleton varied. Some models of bottom-up attention control assume
that the competition in the bottom-up control pathway uses a winner-take-all manner
(Itti & Koch, 2000; Parkhurst, Law & Niebur, 2002). It is the relative saliency of the
locations in the saliency map that determines the winner location. The absolute saliency
of the location is not important. In the current experiment design, the orientation
singleton was the most salient item in the attention control display. It can win the
competition at all of the orientation conditions, so the orientation of the singleton did
not influence the size of the singleton effect.
In Experiment 2, when participants had to employ a feature search mode, the
orientation of the singleton could influence attention deployment. Though most
orientation singletons could not capture attention, the most salient orientation singleton
(90°) could. This might reflect important differences in search between Experiments 1
and 2. Some researchers have argued that irrelevant singletons will be inhibited from
capturing attention in feature search mode (Lamy & Egeth, 2003; Lamy, Leber &
Egeth, 2004; Theeuwes, Atchley & Kramer, 2000). It is possible that the 90° orientation
singleton had some specific property so that it can break through the inhibition by the
top-down factors.
In Experiment 3, the percentage of the first saccades to the singleton location
increases as the saliency of the singleton increases when participants used singleton-
detection mode. Because the eyes can only fixate on a single location at a time, the top-
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down factor and the bottom-up factors had to compete to win the control of eye
movements. The more salient an item, the more likely it can win the competition. This
might explain the results we observed in Experiment 3.
Relations between eye movement control and covert attention control
In Experiment 3, we found that eye movements are also influenced by the
strategies participants used. First saccades are more likely to go to the orientation
singleton location when participants used a singleton-detection mode, but more likely to
go to the cued location if they used a non-singleton-detection mode. This pattern is the
same as seen in covert attentional control.
However, there were some apparent differences between eye movement control
and covert attention control. In Experiment 3, we found that there was an interaction
between top-down and bottom-up factors. The first saccade was captured more by the
orientation singleton when the informativeness of the cue was low than when it was
high. This result is different from that in Experiment 1, which showed that the singleton
effect was not affected by the cue reliability. This difference may be caused by the fact
that eyes can only fixate at one location at a time. This result provided another piece of
evidence that divided attention is necessary to explain the results in Experiment 1. If we
assume that attention can be allocated to one location at a time, we would have expected
the same kind of interaction between top-down control and bottom-up control in
Experiment 1.
Some studies have shown that covert attention is deployed to a location preceding
an eye movement to that location (Hoffman & Subramaniam, 1995). As noted above.
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covert attention is possibly deployed to multiple locations, which are controlled
independently by different factors. When controlling the eyes, these factors have to
compete for a single winner. Hence, only one of the covertly attended locations could
be followed by the first saccade.
Zoest, Donk and Theeuwes (2004) and Zoest and Donk (2005) found that fast
saccades often go to the location with a singleton. However, this was not found in the
current experiments. We found that the saccade latencies were the shortest when the
first saccade went to the cued location. This difference across experiments may due to
the fact that the cue was available earlier in our experiment. There are also other
differences between this study and their study. During their study, the target and the
distractor were both tilted line segments. Thus target and distractor locations were thus
both easy to distinguish from the background, but distinguishing one from the other
may have taken more time. Under these conditions, participants may sometimes choose
not to wait for the information distinguishing target from distractor, but may simply
take a chance by saccading to one or the other. Therefore Zoest et al. found that earlier
saccades often go to the distractor location while later saccades often go to the target
location, which led them to conclude that top-down and bottom-up eye movement
control occur along different pathways. However, it is possible that the top-down and
bottom-up eye movement control use the same circuits, but that the bottom-up
information and top-down information are available at different times.
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Conclusion
By systematically manipulating the intensity of the bottom-up factors and the top-
down factors, we explored the interaction of top-down factors and bottom-up factors
when controlling covert attention and eye movements. We found that different kinds of
top-down factors play different roles in controlling attention, and hence have different
kinds of interaction with bottom-up factors. Previous knowledge of the location of the
target may control attention independently from bottom-up factors; while changes in
strategy apparently also lead to changes in bottom-up attention control. These results
are consistent with the following two assumptions: first, covert attention can be
synchronously deployed to multiple locations; second, attention is controlled by a
distributed system instead of a central control system.
Eye movement control has a somewhat different story. As with covert attention
control, an irrelevant singleton could capture the first saccade in singleton-detection
mode, but not in non-singleton-detection mode. However, differently from covert
attention control, cue reliability could manipulate whether an irrelevant singleton could
capture the first saccade. An irrelevant singleton could capture the first saccade more
often when the cue reliability is low than when it is high. This difference might be
caused by the fact that eyes can only fixate at one location at a time, while attention can
be deployed to multiple locations simultaneously, thus making a competition between
bottom-up and top-down factors necessary in eye movement control, but not in the
allocation of covert attention.
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- /
Figure 1: An example of the stimuli used in Experiment 1. The gray circle was red
in the experiment.
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Figure 2: Results of Experiment 1. A. Accuracy of target location reports. B.
Reaction times of target location reports. C. Response time as a function of the cue
reliability. D. Response time as function of the orientation of singleton.
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Figure 3: Cue effect and Singleton effect in Experiment 1. A. Cue effect as a
function of the cue reliability. B. Cue effect as a function of the orientation of the
singleton. C. Singleton effect as a function of cue reliability. 1). Singleton effect as a
function of orientation of the singletons.
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Figure 4: An example of the stimuli of Experiment 2.
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Figure 5: Results of Experiment 2. A. Accuracy of target location reports. B.
Reaction times of target location reports. C. Response time as a function of the cue
reliability. I). Response time as function of the orientation.
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Figure 6: Cue effect and singleton effect of Experiment 2. A. Cue effect as a
function of the cue reliability. B. Cue effect as a function of the orientation of the
singleton. C. Singleton effect as a function of cue reliability. 1). Singleton effect as a
function of orientation of the singletons.
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Figure 7: Stimuli of Experiment 3. Left, non-singleton-detection condition; Right,
singleton-detection condition.
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Figure 8: Percentage of first saccades to different locations. This figure only
included those trials in which the cued, the singleton, and the target were at
different locations. All of the other locations are called “•others” in the figure.
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target location were at different locations. Left is draw n as a function of the cue
reliability7 . Right is draw n as a function of the orientation of singletons.
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Figure 10: First saccades to the cued location in the non-singleton-detection mode.
Left panel is draw as a function of the cue reliability. Only trials with a singleton
are included. Right panel is draw as a function of the orientation of singleton.
Notice that these figures included all of the trials.
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