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Abstract-An iterative non-stationary method, depending on a parameter, has been obtained for accelerat- 
ing the convergence of power series. When the parameter is equal to t I, the method of Salzer and 
Sdsz[4,6] is recovered (called Method A), and when the parameter is equal to the argument of the power 
series, rational approximations are obtained, although not as good as Padt approximants. When the 
parameter is equal to - I, the method (called Method B) effects more rapid convergence on well-known 
alternating series than any of the methods commonly used hitherto. 
I. INTRODUCTION 
Many accelerative methods are based on the assumption that the nth member of a sequence 
assumes a particular analytical form. Thus Aitken’s S*-method ([7], p. 123) is obtained by 
assuming that s. = A + BA”, and Shanks’ MethodIS] by assuming the more general form 
s.=A+ 5 BJP. 
In this paper we assume that 
s.(x) = C(x) + X” { 
so(x) al(x) 
Y)k + (n + y)k+, + . . . I . (1.1) 
By multiplying across by (n + Y)‘+~, and taking (k + p) (backward) differences, p = 
0,1,2,... we obtain a succession of sequences, each more rapidly convergent hat its prede- 
cessor (Section 2). When x = 1, the sequence is eventually monotonic, and the iterative method 
(A) is equivalent o that of Szasz[6], and the Lagrangian method of Salzer[4]. 
When x=- 1, the sequence is eventually alternating. The iterative method (B) obtained 
appears to be new, and when applied to two alternating series (lo&2 and arctan I), effects more 
rapid convergence than any of the other methods considered (Section 4). 
When the parameter x is equal to the argument in a power series (Method X), rational 
approximations are obtained (Section 6). 
In Section 5, it is shown that Method B is (totally) regular, and a class of sequences obtained 
for which it is accelerative. 
2. A SUCCESSION OF SEQUENCES 
Many sequences of partial sums of power series can be expressed in the form 
s,(x)= C(x)+x” 1 Qo(X) a,(x) nk+--p-+ * * * 1 . 
The R.H.S. of (2.1) is usually asymptotic, and the a,(x) are independent of n. 
It can easily be seen that 
qJ 
[ 
s. (xl - C(x) 
X" 
nk] = o(v[;]) 
v2 s. (Xl - C(x) 
[ X” 
nk+l] = o(v[f]) 
(2.1) 
(2.2) 
,,k+p+l] = +‘+f;]) 
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where V is the backward difference operator, whence we can write, successively, 
nksn 
C(x) = 
C(x) = 
n’+‘s, - 2x(n - l)‘+‘sn_, + x2(n - 2)k+‘~,_I + 0 V2 i 
c 01 
nk+’ - 2x(n - l)k+’ + (n - 2)k+’ (2.3) 
n k+ps, - P 
C(x) = 0 1 x(n - l)k+p~._, +. e ~+(-x)p(n-p)k+ps,_p+O~+i(~)] 
,,k+p_ p 
0 1 
x(n - l)k+p + 
0 
; x2(n-2)k+P+...+(-x)P(n-p)k+p 
Now let 
t (I) _ nks. - x(n - 1)‘s~ 
n - nk - x(n - l)k 
t.‘” = n ‘+‘s, - 2x(n - l)k+‘s.-, + x2(n - 2)‘+‘~._~ 
nk +’ - 2x(n - I)‘+’ + x2(n - 2)k+’ (2.4) 
,,k+p sn - P 0 1 x(n - l)k+PS”_, + * * * + (- x)p+‘(n - P)~+~, _ ” P t 
n 
(P+l) = 
x2(n -2P’” + . . . + (- x)P(n -P)~+P 
The expressions (2.4) can be simplified by setting: 
Method X 
F(n, 1) = nk - x(n - l)k 
F(n, 2) = nk+’ - 2x(n - l)k+’ + x2(n - 2)k+’ 
= nF(n, 1)-x(n -2)F(n - 1,l) 
____________________~______l________l_________~~~~~~~~~~~~~~~~~~~~~~~~~~~--------------------- ----------- 
F(n, p + 1) = nk+p - 
0 
“; x(n - l)k+p + g)x2(n - 2)k+p + . * . + (- x)P(n - p)k+p 
=nF(n,p)-x(n-p-l)F(n-l,p), where p<n 
and 
nF(n, 1) 
a(n, 2) = F(n, 2) 
(2.5) 
p(n, 2) = _ -an - ;o$;, 191) 
, 
ah P + 1) = F(n, p + 1) 
B(n, p + 1) = - 
x(n -pjFtn - ‘, p) 
F(n, p + 1) 
where p < n 
(2.6) 
Then the expressions in (2.4) assume the form 
k 
lclb=n s. - x(n - I)ks._l n nk - x(n - l)k 
t (2’=a(n,2)t.“‘+P(n,2)t’.‘l, n (2.7) 
t.(p+” = a(n, p + l)t,lP’+ /3(n, p + l)t!/?r. 
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It can be seen from (2.3) that 
t (I)- C(x) = 
OVi ( )I 
n F(n 
9 
,) 
(2.8) 
The sequences {t,,(n), {f.‘*‘}, . . . {f,,@+‘)} are ( as will be shown later for x = 51) successively 
more rapidly convergent to C(x), and can be obtained recursively using (2.9, (2.6) and (2.7). 
A triangular array is obtained as follows: 
The diagonal sequence {fZ(‘), f3(*), fi3), . . . td”-“} is such that 
t2 (‘)-C(x)= 
00; 
[ 01 
F(2 1) , 
f3(*)- C(x) = 
0 v* ; 
[ 01 
F(3 2) 
, 
0 p-1 (i)] 
t(n-1)-C(X)= F(n n_ ,) . n 
Again, the members of the diagonal sequence {tJ’-“} 
(1) _ zks2- xsi 
t2 - 2k -x 
f3(2) = 3k+‘s3 - 2X2k+‘s* + x5, 
3k+’ - 2.2xk+’ +x2 
nk+n-*sn _ n-l 
( ) 1 
x(n - l)k+n-2+ . . e + (- x)"-'s, 
t W-1) = 
n 
nk+n-2 n-l 
-( 1 1 
x(n -I)k+n-2+. . . +(-x)"-'s, 
are rational approximations to C(x). Examples will be considered in Sections 3 and 4. 
(2.9) 
(2.10) 
3. MONOTONIC SEQUENCES 
When x = 1, the sequence (2.1) is eventually monotonic and, if convergent, corresponds to 
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the partial sum of a series of positive terms 
S” = 2 u, (3.1) r=l 
where we may assume, without loss of generality that lim (u,+,/u,) = 1; that is, that the radius of 
a- 
convergence of the power series is unity. 
Taking the case k = 1, it follows from (2.5) that F(n, p) = p !, and from (2.6) that 
P(~,P)=?, where p<n. (3.2) 
Thus, when a sequence is of the form 
s.=c+ Z+$+$+... 1 I 
the successive sequences (2.7) are given by 
f,(l) = nsn -(n - l)s,_, 
t;z’ 1 -i{nr.“‘-(n -2)&} 
t c3) = f {nf.“‘- (n - 3)rL’L,} n 
f 
n 
(n-l) = ---&{nt”(.-2)-(n -p)ttY’} 
and the diagonal sequence {tl(‘-‘)) (21.0), in terms of the original sequence {s,}, is 
f2 ‘“=2s2-s, 
ft2) = ; {9s3 - 8~ + s,} 
t4 ‘)‘=${64s,-81s3+24s2-s,} (3.5) 
(3.3) 
(3.4) 
t M-1) = 
II &yll”n-l~“-(n;l) (n - I)‘-‘s~_,+ (“i ‘)(n -2)“-‘~._~- 
. ..+(_1)“_2 ;I; 
( ) 
2”-‘s2 + (- l)“_‘S, 
1 
. 
Furthermore, 
P-c=o[v(~)]=o(-&) 
~(2)-c=$+2(:)] = O(,tn- *;(n_2)) n (3.6) 
t M-l’_ c= 
II &yov- - . [ @ I)(:)] = c$$)* 
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Thus the iterative procedure 
applied to a convergent sequence {s.} where sn can be expressed in the form (3.3) generates a
succession of sequences {t,‘P’}, p = 1,2,. . . (n - l), each of which converges to the limit of the 
sequence {s,} more rapidly than its predecessor. Each t.‘p’ is a weighted average of the form 
a(n, p)t,@-” + fi(n, p)tjp-;“, where a(n, p) + /3(n, p) = 1; in fact, the inverse transformation yields 
“typical means” (Szasz, 1949). 
The process is extrapolatory, since a(n, p) > 0 and /3(n, p) < 0; a disadvantage in computing, 
for round-off errors tend to increase. It is the Newtonian equivalent of the Lagrangian method 
proposed by Salzer (1954). It is also equivalent to the method of SzSsz (1949) who 
considered series of positive terms such that (u,/u,_,) = 1 -(a/n) + (y&t*), lim yn = 0, a > 1, and 
“-rr 
showed that t, + s more rapidly than s,,, where sn = i u, and* 
r=I 
nu. tn = S”_, +- 
a-1 
= ns. + (a - n - l)s._, 
(a-l) ’ (3.7) 
When n is large, u, = 0(1/n”) and un = 0(1/n”“) where t,, = ,E, u,, hence (3.7) may be repeated 
successively, replacing a by (a + I), (a + 2). . . . in turn, corresponding to Method A, with 
p = (a - 1). 
It should be noted that in Method A, n can be replaced by n + /3 so that 
t n (‘) = i[(n + /3)t.lP-‘)- (n + @ _p)tjp-;“] (3.8) 
where /? is a suitable constant. When the constants ao. aI, a2,. . . in (3.3) are known /3 can be 
chosen so that the series un = 0(llna’2 ); that is, it is possible to skip a power of n. In such a 
case, analytical methods are to be preferred. In purely numerical work. the values of the o, are 
not usually available. 
We now apply Method A to a number of examples. In order to save space, the characteristic 
triangular array will be omitted. Comparisons will be made with Aitken‘s S2-method (repeated) 
and Wynn’s methods (Wynn, (1956). p. 668). 
Once a digit has assumed a stationary value it will be omitted except in the final column or 
row. 
Example 1 (see Table 1). 
“*e=22.718 281 828 4. 
Accuracy is obtained to seven decimal places. ten places being retained during the 
computation. 
l Szkz actually wrote 1. = s. *[(n + I)&-~/a - I]. but the form used in (3.7) above is more convenient here 
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Table 1. s. = (1 +(llnH” +P = 2.718 281 828 4 
Method A (Salzer) 
II I ,n-ll n 
Aitken 
(6? 
Wynn (p-algorithm) 
P” 
(01 
I 2.0 
2 2.5 2.482 142 857 3 2.714 285 714 
3 2.666 666 666 7 
4 708 333 333 3 2.629 671 070 5 8 274 112 
5 16 666 666 7 
6 8 OS5 555 6 2.681 954 229 0 81 820 
7 253 968 3 
8 78 769 8 2.701 592 I95 2 2.718 281 828 
9 81 525 6 - 
10 2.718 281 801 2 
s,o = 2.593 742 460 I 
WYnn (r-algorithm): cg(” = 2.671 863 621. 
Example 2 (see Table 2). 
Wallis’ product for s = 3.141 592 653 6 
1 22”(n ‘)2 * ‘&=- d 
I b . W) 
Wynn fq6p. 6681 
P. 
I.0 
I.5 1.45 I .65 
1.625 
43 518 518 5 1.575 464 658 6 1.644 894 894 9 
4 %5 277 6 
51 390 5 1.618 208 938 4 934 376 I 
35 I86 2 
3 926 9 1.634 463 867 I 1.644 934 065 
4 076 8 - 
1.644 934 063 I 
s,o= 1.549 767 731 2 
Wynn (c-algorithm): l 2” = 1.588. (181. p. 2031). 
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Example 3 (see Table 3) 
1(2)=$=$1.644 934 066 9 
It is clear that Wynn’s p-algorithm is superior to Method A in the examples considered, and 
that both are much better than Aitken’s S*-method and Wynn’s r-algorithm. In all cases the 
same initial data are used, namely sl, s2,. . . , sIo. 
ALTERNATING SEQUENCES 
Whenx = - 1, the sequence (2.1) is eventually alternating, and can correspond to the partial sum 
of a series of alternating terms 
S” = g, (- (4.1) 
again in 3) may without of that 
limU”+‘= 1. 
“4) u, 
We consider the case k = I. It follows from (2.5) that 
F(2,l) = 3 
F(3,2) = 18 
F(4,3) = 170 (4.2) 
The iterative process (2.7) can be written in the form 
Method B 
t n @) = a@, p)t”‘p-“+ /3(n, p)tjp_-,” 
_____~_~________~~~~~~~~~-~~_~~~~~~~~~~~~~~~~~___~________ 
F(n, 0) = I 
F(n,p)= nF(n,p- l)+(n-p)F(n- I,p- I) 
I - ___~~_________~~~~__~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ____ ____ _____ 
dn9 P) = 
nF(n, P - 1) 
F(n, p) 
p<n 
The values of the numerators and denominators of a(n, p) and /3(n, p) are given in Table 6 
for n = 1,2,. . ., 6; p = 0, 1, . . ., 5. 
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The diagonal sequence, in terms of the original sequence {s,} is 
t2 
(I) = ; (s, + 2s2) 
t3 "'=$(~1+8~2+9~3) 
(3) 
t4 =+O(~,+24s2+81s3+64~4) 
(4.3) 
t b-1) = 
S,+(n;1)2”-1S2+(“~1)3”-‘s3+...+(~~~)(,-l)”-’~~-,+n”-‘s~ 
n 
~+(“;y~-l+(“;l)).-l+...+(~~;)(n-l)”-l+nn-l . 
It follows from (4.2) that F(n, n - 1) = O(n”) when n is large, hence we see from (2.8) that 
t 
n 
(n-‘) - c = 0(1/n”“). (4.4) 
A comparison of (3.6) and (4.4) indicates that the rate of convergence for alternating 
sequences hould be much greater than for monotonic sequences; a conclusion that will be 
sustained by the results of examples 4 and 5. 
It is clear that O< a(n,p), /3(n, p) < 1, hence tn@’ always lies between tn(P-‘) and t’.P_;“. 
Consequently round-off error will never increase, as will be apparent in the examples. 
Examples 4 and 5 are given to illustrate Method B. Only the diagonal sequences are shown. 
Similar upper diagonal sequences, obtained from the same initial data using Euler’s method 
(repeated averages) (see Dahlquist and Bjiirck p. 72), A&en’s a2-method (repeated) (see Modem 
Computing Methods p. 123), and Wynn’s p- and e-algorithms (Wynn, [9]) are tabulated for 
comparison. 
Example 4 (see Table 4) 
&=_-‘-t”- *lo&2 = 0.693 147 180 6. 
r-1 
Calculations were carried out retaining ten decimal places. Due to the fact that Method B is 
interpolatory, round off error never increases, and the resultant error is only one unit in the last 
place retained. 
Example 5 (see Table 5) 
s. = 8 z+;= 0.785 398 163 4. 
In this case only nine decimal places were retained: the resultant error was two units in the 
last place. 
It is clear from Table 4 that Method B is slightly superior to Chebyshev’s method, while 
both are markedly superior to Aitken’s G2-method, Brezinski’s p-algorithm, Wynn’s e-algorithm 
and p-algorithm and Euler’s method, in that order. It should be noted, moreover, that 
Brezinski’s result required the computation of S, = sirs whereas the other results were obtained 
by using only sir s2, . . . , slo. When sm = S’,, is used with Wynn’s p-algorithm, greater accuracy 
is obtained (see figures in brackets), but the method is still not as accurate as Method B using 
only sir . . . , slo. 
5. RATE OF CONVERGENCE AND REGULARITY 
Wimp[8, p. 1941 has shown that the method of Salzer and Szisz (Method A) is not (totally) 
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regular.* Furthermore, he has shown that the method is accelerative when applied to a 
sequence of the form 
provided that 
and that the error 
S.=a+ 
i 
Cl c2 c3 
n+(+(n+y)2+(n+r)5+.** I 
~kd<w 
r=l Y 
. 
We now consider Method B (4.3) applied to a sequence of the form 
(5.1) 
Setting 
we can write 
t, = tn(n-” = go jL”& 
SB 
Let 
r, = s. - a 
F. = t, - a, 
and substitute (5.4) and (5.5) in (5.6). 
It can easily be verified that 
c n HZ0 
r=O (y + rjP 
~=1,2,3 ,.,. n. 
Hence it follows that 
F, = t, -a = 
Following Wimp[8, p. 1941 we write 
I 1 O1 
(Y + r)” = r(p) I e-(7+l)r tP-1 dt P = 1,2,3 , . . . . 0
(5.2) 
(5.3) 
(5.4) 
(5.5) 
(5.6) 
(5.7) 
(5.8) 
(5.9) 
*A transformation 7 is said to be ‘totally regular’ [E, p.182) if f = T(s. )+ u. when s,, + (I, for all convergent sequences 
Is.). Hardy[lO, p.431 calls such a transformation ‘regular’. 
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A short calculation shows that 
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Using (5.9) with r = 0, in (5.10), and an elementary inequality, it follows that 
By pairing the terms in (l) and (nlq) it is easily shown that 
and hence that 
(5.10) 
(5.11) 
(5.12) 
(5.13) 
Thus 
(5.14) 
It follows from (5.14) that Method B applied to a sequence of the type (5.4) is accelerative, 
provided that 
In particular, if 
g&J 
p-l YP 
= O(n”_I-‘), l > 0. (5.15) 
it follows from (5.13) that the error 
+l?l<m 
p=I YP 
(5.16) 
IF”.l=lt”-al=o $ ( > (5.17) 
which is approximately V/(n) e-” times the corresponding error (5.3) obtained when Method A 
is applied to the monotonic sequence (5.1); a considerable improvement in convergence. 
.The conditions that the transformation 
(5.18) 
should be (totally) regular are [8, p. 184; 10, p. 431: _ 
a 1p.J c H independent of n for each value of n, (5.19) 
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lim pnk = 0 for each value of n, 
“- 
169 
(5.20) 
and 
n 
/hk = 1. (5.21) 
It follows from the definition of pn, (5.5) that (5.19) and (5.21) are satisfied. It only remains 
to verify (5.20). Now let 
b.&=(P+U” n 
R,(P) = - 0 (n-cl) P . (5.22) 
Then 
~=(P+l)(~)“(n+ll+p:(n+2) 
n 
P+l +y+O as n +m for a fixed value of p. (5.23) 
Thus lim R,,(p) = 0. But pmp = R,(p)p.. < R,(p), :. fi pnp = 0. Thus Method B is (totally) 
Ii- 
regular. 
The asymptotic position of the greatest coefficient in a row may be obtained by noting that 
AL+qyI+dl). 
hk-1) 
Put k = An then 
as n+m. 
(5.24) 
(5.25) 
Thus Fnk + /l+-I) for large values of n, if x = (l/A) is the root of the equation 
whence A = 0.782. 
x - 1 = eex (5.26) 
Thus the approximate position of the greatest coefficient pnk in the nth row, is given by 
k % 0.782n, when n is large. 
6.RATIONAL APPROXIMATIONS 
Two examples will be considered. 
(a) The exponential series 
s.(x)=2 5. 
150 . 
(6.1) 
Applying Method X (2.5) and (2.6) we obtain 
t2 
w-2+x 
-2-x 
t3 
or= 18+2x-5x2 
2(9 - 8x + x2) 
f4(3) = 384 - 102x - 150x2 -41x3 
6(64-81x+24x2-x3) ’ (6.2) 
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The first two Padt approximants are: 
2+x 
pr-2_x - - = f*(‘) 
12+6x+x* 
‘*= 12-6x+xi’ 
Numerical values are given below. As might be expected, the corresponding PadC ap- 
proximants are much more accurate. However, the coefficients required to evaluate any tn(“-‘) 
in terms of Q(X), s,(x), . . . , s,(x) are known and indeed, are independent of the particular 
function under consideration. 
x -1 -0.5 0 0.5 1.0 
e’ 0.36788 0.60653 I 1.64872 2.71828 
h II, 0.3 0.60 I 1.6 3 
t3 
(21 0.3055 0.5943 1 I s435 3.75 
t,‘3’ 0.36% 0.60659 1 1.6 2.5278 
PZ 0.36842 0.60656 1 I .64865 2.71429 
(b) The logarithmic series 
s.(x) = 2 c. 
r-1 
Again applying Method X (2.5) and (2.6) to the above sequence, we obtain 
(I) 2x t* =- 
2-x 
(2)_ x(18-7x) 
t3 - 2(9 - 8x + x2) 
f4 
(3) = x(384 - 294x + 29x2) 
6(64-81x+24x2-x3)’ 
(6.3 
(6.4) 
(6.5) 
The first two Padt approximants are: 
2x 
PI = 2_x = 12”’ 
x(6 - 3x) 
P*=6-6x+x*. 
Again, the Padt approximant p2 gives a closer approximation than t3(*). 
X -2 -I -0.5 0 0.5 I 
-In(l-x) - 1.09861 - 0.693 I5 -0.40547 0 0.69315 m 
tz (1, - 1.0 - 0.6 - 0.4 0 0.6 2 
I3 12) 
(6.6) 
- 1.10345 - 0.694 -0.40566 0 0.69048 4.75 
I,“’ - 1.09899 - 0.69314 -0.40546 0 0.69291 3.305 
P2 - I.09 - 0.69231 - 0.405 0 0.69231 3 
7. CONCLUSION 
It appears, from the examples considered, that Wynn’s p-algorithm produces the greatest 
acceleration when applied to convergent monotonic sequences, but that Method B is is the 
most effective when applied to alternating sequences. 
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