J. W. Evans, , H. H. Madden, and , and R. Imbihl Citation: The Journal of Chemical Physics 96, 4805 (1992) (Received 15 October 1991; accepted 6 January 1992) While several heterogeneously catalyzed reactions exhibit kinetic oscillations, apart from the CO + O 2 reaction, the only such single crystal studies to date have been for the NO + CO reaction on pte 100).1--6 The following mechanism has been proposed for this reaction:
3 -6 CO + * :;;:::::COads' NO + * ~NOads' 2Nac\>->N2 + 2*, COads + Oads-> CO2 + 2*. Here * denotes free adsorption site which is essential for NO dissociation, as well as for NO and CO adsorption. This system can be well described by a three-variable model incorporating only the coverages 0 co , 0 NO , and 0 0 for CO, NO, and 0, respectively.4-6 The associated rate equations are d/dt ®O=kS®No0empty -k 3 0 co ®o.
(1)
,O] with 0C~).NO = 0.61 and 0 0 h = 0.399 describes the concentration of empty sites available for dissociation. In Eq. (1), we have incorporated the experimental observation the atomic oxygen does not inhibit CO adsorption, and assumed the same behavior for NO. Since CO and NO have very similar sticking coefficients on PtC 100),1 we have used a common value of k l • Also here N2 recombination and desorption following NO dissociation is treated as instantaneous. Furthermore, the influence of the 1 X l:;;:::::hex surface phase transition is ignored. Thus terms in Eq. (I) are associated with either adsorption (k 1 = 2.21 X lOs monolayer mbar _. 1 S -I), desorption (k 2 , k 4 ), reaction (k 3 ), or dissociation events (k s ). The rate constants are prescribed in Table I . As previously,4-6 the desorption rates k2 and k4 for CO and NO, respectively. depend on coverage through their a<;sociatcd desorption energies The experimentally observed temporal oscillations are described by these equations,5,6 and correspond to the following cycle: (i) start from an unreactive NO/CO phase with low 0empty; (ii) a few NO dissociation events open up more empty sites for dissociation leading to an autocatalytic "explosive" reaction; (iii) with P NO > P co' NO adsorption 011 the emptied surface dominates so 0 0 increases; (iv) NO dissociation is then inhibited so 0 NO increases and 0 0 is reduced by reaction; (v) with 0 0 reduced, ®co increases to recover (i). These equations also describe the observed "explosive" temperature programmed reaction kinetics 4 with the caveat that coverages should be interpreted as specific to the reactive I X 1 substrate.
To describe spatial inhomogeneities, one can add conventional diffusion terms Dco V 2 0 co , DNO V 2 0 NO ' and Do V 2 0 0 to the 0 co , 0 NO ' and 0 0 equations, respectively. Note however that this treatment of diffusion ignores the influence of the presence of CO on the diffusion of NO (and vice versa) due to site blocking. We discuss this further below. In any case, simple rescaling of these equations shows that characteristic lengths and velocities scale like • After spatial discretization of these equations, the resulting coupled ordinary differential equations are simultaneously integrated in time using a standard mathematical software library routine.
For P eo = 3x 10-7 mbar and P NO = 4x 10-7 mbar, detailed bifurcation analysis of Eq. (1) reveals kinetic oscillations (in a spatially homogeneous system) for a range of temperatures, T, between about 413 and 420 K. profile of the chemical wave is shown in Fig. 1 Ca) for t = 491.4,491.4 + 7/2, and 491.4 + 7 s. The wave leaves a spatially periodic structure in its wake, which oscillates with the period 7 of the homogeneous oscillating state. The 0 co and 00 profiles clearly show the same feature. In observing this spatially periodic structure over a time of 50 7, one sees no indication of "degradation" to a homogeneous temporally oscillating state, i.e., the structure seems stable. Finally we remark that since C7 is not a multiple of the spatial wavelength of the generated periodic structure, the profile in the vicinity of the front does not repeat periodically. Another perspective on this chemical wave propagation follows from a phase portrait of the profile shown in Fig. I (b) . One end (x = + 00) is attached to the stable node (the unreactive phase). The profile near the front takes a large excursion in phase space, but then proceeds to wrap around the limit cycle (the oscillatory phase) as one passes through the front and into the periodic structure in its wake. The large excursion is roughly invariant, but the details of convergence to the limit cycle depend on the specific time.
We find that the wave propagation velocity c depends only weakly on temperature (within the region where oscillatory and unreactive states coexist). For example, one finds c = 0.40 D~<5 (and 7 = 43.80 s) when T = 413.5 K, near the bottom of this coexistence region. This feature will be exploited in future work to choose the diffusion coefficients so that c matches the values determined from photoemission electron microscopy (PEEM) experiments. the comoving frame is invariant, and the propagation velocity changes sign as one scans the region of bistability. 8 Next we consider behavior at T = 412 K just below the oscillatory region (with pressure as above). We find that PULSES can be excited in an unreactive NO/CO background phase (0 co = 0.421, 0 NO = 0.183, 00 = 0.000 67, and 0empty = 0.0076) by external perturbations. Such a solitary pulse travels at a constant velocity c = 0.3 Di!J. Its profile in the comoving reference frame S = x -ct is shown in Fig. 2(a) .
A conventional excitable system has one fast variable f and one slow variable s, whose nullc1ines have characteristic form: f = 0 is s-shaped and s = 0 is quasilinear, these curves crossing at the unique steady state. 8 Perturbation from this state can produce a large excursion in phase space tracking the fast variable nullc1ine. However, for our three-variable model of the NO + CO reaction, there is no clear separation of fast and slow variables. Also the nullc1ines are now (three) surfaces in a three-dimensional phase space. For convenience, and for comparison with the generic case described above, we display the behavior of this model in the two-dimensional NO/O space. We first note that the curves corresponding to the intersections of the NO and 0 nullc1ines with the CO nullcline surface are quite unconventional. They include both crossing quasilinear branches and disconnected closely nested closed branches [ Fig. 2(b) }. Perturbation allows the system to make an excursion in phase space around the closed branches after a small jump from the steady state [ Fig.  2 (b) ]. Behavior during this ex.cursion is similar to a single cycle of the oscillatory state (at higher T). No doubt, ex- x/D~b2 dtability depends on the closeness of the stable node to these dosed branches. Finally, we determine the maximum value of R=DNO/Dco (in the range O<R..;;;l) for which the generation of stable stationary dissipative patterns or TURING STR UCTU RE'S,fi" \0 is possible. Even if R ~ 1 for zero coverage, which is not the case for all substrates, II the situation for the relevant nonzero coverages is less clear. Thus determination of this bound 011 R is important. First we choose P eo = 3 X 10 -7 mbar, P NO = 3.3 X 10 -7 mbar, T = 415 K (inside the oscillatory region), and set R = 10 -2. One finds that embedding a sufficiently large O-rich perturbation in an O-poor background leads to generation of a succession of stable, alternating O-rich and O-poor domains or walls of characteristic width 8xl D2'J = 0 (1 ) . This motivates us to consider the selfselection of such Turing structures for various imposed periodicities. We start with an O-rich wall between x/Dg~ = ± 1.4 in an O-poor background and impose periodic boundary conditions at xl Dt6 = ± a. 12 This leads to the Turing structures shown in Fig. 3 for O<xIDtJ<a and various a > 1.4. We only show these structures for half their spatial period Caf2a) since they have even symmetry in x. The resultant structures are invariant for a range of widths of the initial O-rich region, and select a characteristic domain width roughly independent of the imposed periodicity. For a = 2.44, we find that these Turing structures become unstable as R is increased to a critical value of about 3.5 X 10 -·2.
As noted earlier, the presence of CO influences the diffusion of NO (and vice versa) since they share adsorption sites. This applies even in the absence of interaction. Corresponding nonlinear corrections to the standard Laplacian diffusion terms have been derived from a microscopic (lattice) model of codiftusion. 13 We have checked that incorporation of these terms makes no qualitative difference to the results described above.
In summary, our simple but realistic reaction-diffusion model for the CO + NO reaction exhibits a rich variety of spatiotemporal behavior. The occurrence of chemical waves, pulses, and Turing structures seen here is familiar from generic reaction-diffusion studies. However, as we have noted above, the details of the behavior often do not fit the conventional picture. We are currently analyzing the behavior of solutions to our NO + CO reaction-diffusion equations with nontrivial dependence on two spatial variables. The objective is to elucidate the complex spatiotemporal patterns observed for this reaction in PEEM experiments. 9 We should emphasize that chemical waves, specifically transitions as shown in Fig. I 
