Abstract
Introduction
Deep neural networks have achieved state-of-the-art performances on a wide variety of computer vision applications, such as image classification, object detection, tracking, and activity recognition [8] . In spite of their success in addressing these challenging tasks, they are vulnerable to active adversaries. Most notably, they are susceptible to adversarial examples 1 , in which adding small perturbations to an image, often imperceptible to a human observer, causes a misclassification [2, 17] . Recent research on adversarial examples developed attacks that allow for evaluating the robustness of models, as well as defenses against these attacks. Attacks have been proposed to achieve different objectives, such as minimizing the amount of noise that induces misclassification [5, 17] , or being fast enough to be incorporated into the training procedure [7, 18] . In particular, considering the case of obtaining adversarial examples with lowest perturbation (measured by its L 2 norm), the state-of-the-art attack has been proposed by Carlini and Wagner (C&W) [5] . While this attack generates adversarial examples with low L 2 noise, it also requires a high number of iterations, which makes it impractical for training a robust model to defend against such attacks. In contrast, one-step attacks are fast to generate, but using them for training does not increase model robustness on white-box scenarios, with full knowledge of the model under attack [18] . Developing an attack that finds adversarial examples with low noise in few iterations would enable adversarial training with such examples, which could potentially increase model robustness against white-box attacks.
Developing attacks that minimize the norm of the adversarial perturbations requires optimizing two objectives: 1) obtaining a low L 2 norm, while 2) inducing a misclassification. With the current state-of-the-art method (C&W [5] ), this is addressed by using a two-term loss function, with the weight balancing the two competing objectives found via an expensive line search, requiring a large number of iterations. This makes the evaluation of a system's robustness very slow and it is unpractical for adversarial training.
In this paper, we propose an efficient gradient-based attack called Decoupled Direction and Norm 2 (DDN) that induces misclassification with a low L 2 norm. This attack optimizes the cross-entropy loss, and instead of penalizing The sample x is recognized as a Curly-coated retriever. Adding a perturbation δ we obtain an adversarial image that is classified as a microwave (with δ 2 = 0.7).
the norm in each iteration, projects the perturbation onto a L 2 -sphere centered at the original image. The change in norm is then based on whether the sample is adversarial or not. Using this approach to decouple the direction and norm of the adversarial noise leads to an attack that needs significantly fewer iterations, achieving a level of performance comparable to state-of-the-art, while being amenable to be used for adversarial training.
A comprehensive set of experiments was conducted using the MNIST, CIFAR-10 and ImageNet datasets. Our attack obtains comparable results to the state-of-the-art while requiring much fewer iterations (~100 times less than C&W). For untargeted attacks on the ImageNet dataset, our attack achieves better performance than the C&W attack, taking less than 10 minutes to attack 1 000 images, versus over 35 hours to run the C&W attack.
Results for adversarial training on the MNIST and CIFAR-10 datasets indicate that DDN can achieve state-of-the-art robustness compared to the Madry defense [12] . These models require that attacks use a higher average L 2 norm to induce misclassifications. They also obtain a higher accuracy when the L 2 norm of the attacks is bounded. On MNIST, if the attack norm is restricted to 1.5, the model trained with the Madry defense achieves 67.3% accuracy, while our model achieves 87.2% accuracy. On CIFAR-10, for attacks restricted to a norm of 0.5, the Madry model achieves 56.1% accuracy, compared to 67.6% in our model.
Related Work
In this section, we formalize the problem of adversarial examples, the threat model, and review the main attack and defense methods proposed in the literature.
Problem Formulation
Let x be an sample from the input space X , with label y true from a set of possible labels Y. Let D(x 1 , x 2 ) be a distance measure that compares two input samples (ideally capturing their perceptual similarity). P (y|x, θ) is a model (classifier) parameterized by θ. An examplẽ x ∈ X is called adversarial (for non-targeted attacks) against the classifier if arg max j P (y j |x, θ) = y true and D(x,x) ≤ , for a given maximum perturbation . A targeted attack with a given desired class y target further requires that arg max j P (y j |x, θ) = y target . We denote as J(x, y, θ), the cross-entropy between the prediction of the model for an input x and a label y. Fig. 1 illustrates a targeted attack on the ImageNet dataset, against an Inception v3 model [16] .
In this paper, attacks are considered to be generated by a gradient-based optimization procedure, restricting our analysis to differentiable classifiers. These attacks can be formulated either to obtain a minimum distortion D(x,x), or to obtain the worst possible loss in a region D(x,x) ≤ . As an example, consider that the distance function is a norm (e.g., L 0 , L 2 or L ∞ ), and the inputs are images (where each pixel's value is constrained between 0 and M ). In a white-box scenario, the optimization procedure to obtain an non-targeted attack with minimum distortion δ can be formulated as:
With a similar formulation for targeted attacks, by changing the constraint to be equal to the target class.
If the objective is to obtain the worst possible loss for a given maximum noise of norm , the problem can be formulated as:
With a similar formulation for targeted attacks, by maximizing P (y target |x + δ, θ).
We focus on gradient-based attacks that optimize the L 2 norm of the distortion. While this distance does not perfectly capture perceptual similarity, it is widely used in computer vision to measure similarity between images (e.g. comparing image compression algorithms, where Peak Signal-to-Noise Ratio is used, which is directly related to the L 2 measure). A differentiable distance measure that captures perceptual similarity is still an open research problem.
Threat Model
In this paper, a white-box scenario is considered, also known as a Perfect Knowledge scenario [2] . In this scenario, we consider that an attacker has perfect knowledge of the system, including the neural network architecture and the learned weights θ. This threat model serves to evaluate system security under the worst case scenario. Other scenarios can be conceived to evaluate attacks under different assumptions on the attacker's knowledge, for instance, no access to the trained model, no access to the same training set, among others. These scenarios are referred as black-box or Limited-Knowledge [2] .
Attacks
Several attacks were proposed in the literature, either focusing on obtaining adversarial examples with a small δ (Eq. 1) [5, 13, 17] , or on obtaining adversarial examples in one (or few) steps for adversarial training [7, 11] .
L-BFGS. Szegedy et al. [17] proposed an attack for minimally distorted examples (Eq. 1), by considering the following approximation:
n was addressed by using a box-constrained optimizer (L-BFGS: Limited memory Broyden-Fletcher-Goldfarb-Shanno), and a line-search to find an appropriate value of C.
FGSM. Goodfellow et al. [7] proposed the Fast Gradient Sign Method, a one-step method that could generate adversarial examples. The original formulation was developed considering the L ∞ norm, but it has also been used to generate attacks that focus on the L 2 norm as follows:
where the constraintx ∈ [0, M] n was addressed by simply clipping the resulting adversarial example.
DeepFool. This method considers a linear approximation of the model, and iteratively refines an adversary example by choosing the point that would cross the decision boundary under this approximation. This method was developed for untargeted attacks, and for any L p norm [13] .
C&W. Similarly to the L-BFGS method, the C&W L 2 attack [5] minimizes two criteria at the same time -the perturbation that makes the sample adversarial (e.g., misclassified by the model), and the L 2 norm of the perturbation. Instead of using a box-constrained optimization method, they propose changing variables using the tanh function, and instead of optimizing the cross-entropy of the adversarial example, they use a difference between logits. For a targeted attack aiming to obtain class t, with Z denoting the model output before the softmax activation (logits), it optimizes:
where Z(x) i denotes the logit corresponding to the i-th class. By increasing the confidence parameter κ, the adversarial sample will be misclassified with higher confidence. To use this attack in the untargeted setting, the definition of f is modified to
where y is the original label.
Defenses
Developing defenses against adversarial examples is an active area of research. To some extent, there is an arms race on developing defenses and attacks that break them. Goodfellow et al. proposed a method called adversarial training [7] , in which the training data is augmented with FGSM samples. This was later shown not to be robust against iterative white-box attacks, nor black-box single-step attacks [18] . Papernot et al. [14] proposed a distillation procedure to train robust networks, which was shown to be easily broken by iterative white-box attacks [5] . Other defenses involve obfuscated gradients [1] , where models either incorporate non-differentiable steps (such that the gradient cannot be computed) [4, 9] , or randomized elements (to induce incorrect estimations of the gradient) [6, 19] . These defenses were later shown to be ineffective when attacked with Backward Pass Differentiable Approximation (BPDA) [1] , where the actual model is used for forward propagation, and the gradient in the backward-pass is approximated. The Madry defense [12] , which considers a worst-case optimization, is the only defense that has been shown to be somewhat robust (on the MNIST and CIFAR-10 datasets). Below we provide more detail on the general approach of adversarial training, and the Madry defense.
Adversarial Training. This defense considers augmenting the training objective with adversarial examples [7] , with the intention of improving robustness. Given a model with loss function J(x, y, θ), training is augmented as follows:
wherex is an adversarial sample. In [7] , the FGSM is used to generate the adversarial example in a single step. Tramèr et al. [18] extended this method, showing that generating one-step attacks using the model under training introduced an issue. The model can converge to a degenerate solution where its gradients produce "easy" adversarial samples, causing the adversarial loss to have a limited influence on the training objective. They proposed a method in which an ensemble of models is also used to generate the adversarial examplesx. This method displays some robustness against black-box attacks using surrogate models, but does not increase robustness in white-box scenarios. Madry Defense. Madry et al. [12] proposed a saddle point optimization problem, optimizing for the worst case:
where D is the training set, and S indicates the feasible region for the attacker (e.g. S = {δ : δ < }). They show that Eq. 7 can be optimized by stochastic gradient descent -during each training iteration, it first finds the adversarial example that maximizes the loss around the current training sample x (i.e., maximizing the loss over δ, which is equivalent to minimizing the probability of the correct class as in Eq. 2), and then, it minimizes the loss over θ. Experiments in Athalye et al. [1] show that it was the only defense not broken under white-box attacks.
Decoupled Direction and Norm Attack
From the problem definition, we see that finding the worst adversary in a fixed region is an easier task. In Eq. 2, both constraints can be expressed in terms of δ, and the resulting equation can be optimized using projected gradient descent. Finding the closest adversarial example is harder: Eq. 1 has a constraint on the prediction of the model, which cannot be addressed by a simple projection. A common approach, which is used by Szegedy et al. [17] and in the C&W [5] attack, is to approximate the constrained problem in Eq. 1 by an unconstrained one, replacing the constraint with a penalty. This amounts to jointly optimizing both terms, the norm of δ and a classification term (see Eq. 3 and 5), with a sufficiently high parameter C. In the general context of constrained optimization, such a penalty-based approach is a well known general principle [10] . While tackling an unconstrained problem is convenient, penalty methods have well-known difficulties in practice. The main difficulty is that one has to choose parameter C in an ad hoc way. For instance, if C is too small in Eq. 5, the example will not be adversarial; if it is too large, this term will dominate, and result in an adversarial example with more noise. This can be particularly problematic when optimizing with a low number of steps (e.g. to enable its use in adversarial training). Fig. 2 plots a histogram of the values of C that were obtained by running the C&W attack on the MNIST dataset. We can see that the optimum C varies significantly among different examples, ranging from 2 −11 to 2 5 . We also see that the distribution of the best constant C changes whether we attack a model with or without adversarial training (adversarially trained models often require higher C). Furthermore, penalty methods typically result in slow convergence [10] .
Given the difficulty of finding the appropriate constant C 
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for this optimization, we propose an algorithm that does not impose a penalty on the L 2 norm during the optimization. Instead, the norm is constrained by projecting the adversarial perturbation δ on an -sphere around the original image x. Then, the L 2 norm is modified through a binary decision. If the sample x k is not adversarial at step k, the norm is increased for step k + 1, otherwise it is decreased.
We also note that optimizing the cross-entropy may present two other difficulties. First, the function is not bounded, which can make it dominate in the optimization of Eq. 3. Second, when attacking trained models, often the predicted probability of the correct class for the original image is very close to 1, which causes the cross entropy to start very low and increase by several orders of magnitude during the search for an adversarial example. This affects the norm of the gradient, making it hard to find an appropriate learning rate. C&W address these issues by optimizing the difference between logits instead of the cross-entropy. In this work, the issue of it being unbounded does not affect the attack procedure, since the decision to update the norm is done on the model's prediction (not on the cross-entropy). In order to handle the issue of large changes in gradient norm, we normalize the gradient to have unit norm before taking a step in its direction.
The full procedure is described in Algorithm 1 and illustrated in Fig. 3 . We start from the original image x, and iteratively refine the noise δ k . In iteration k, if the current samplex k = x + δ k is still not adversarial, we consider a larger norm k+1 = (1 + γ) k . Otherwise, if the sample is adversarial, we consider a smaller k+1 = (1 − γ) k . In both cases, we take a step g (step 5 of Algorithm 1) from the pointx k (red arrow in Fig. 3) , and project it back onto an k+1 -sphere centered at x (the direction given by the dashed blue line in Fig. 3 ), obtainingx k+1 . Lastly,x k+1 is projected onto the feasible region of the input space X . In the case of images normalized to [0, 1], we simply clip the value of each pixel to be inside this range (step 13 of Algorithm 1). Besides this step, we can also consider quantizing the image in each iteration, to ensure the attack is a valid image.
It's worth noting that, when reaching a point where the decision boundary is tangent to the k -sphere, g will have the same direction as δ k+1 . This means that δ k+1 will be projected on the direction of δ k . Therefore, the norm will oscillate between the two sides of the decision boundary in this direction. Multiplying by 1 + γ and 1 − γ will result in a global decrease (on two steps) of the norm by 1 − γ 2 , leading to a finer search of the best norm.
Attack Evaluation
Experiments were conducted on the MNIST, CIFAR-10 and ImageNet datasets, comparing the proposed attack to the state-of-the-art L 2 attacks proposed in the literature: DeepFool [13] and C&W L 2 attack [5] . We use the same model architectures and hyperparameters for training as in [5] for MNIST and CIFAR-10 (see the supplementary material for details). Our base classifiers obtain 99.44% and 85.51% accuracy on the test sets of MNIST and CIFAR-10, respectively. For the ImageNet experiments, we use a pre-trained Inception V3 [16] , that achieves 22.51% top-1 error on the validation set. Inception V3 takes images of size 299×299 as input, which are cropped from images of size 342×342.
For experiments with DeepFool [13] , we used the implementation from Foolbox [15] , with a budget of 100 iterations. For the experiments with C&W, we ported the attack (originally implemented on TensorFlow) on PyTorch to evaluate the models in the frameworks in which they were trained. We use the same hyperparameters from [5] : 9 search steps on C with an initial constant of 0.01, with 10 000 iterations for each search step (with early stopping) -we refer to this scenario as C&W 9×10 000 in the tables. As we are interested in obtaining attacks that require few iterations, we also report experiments in a scenario where the number of iterations is limited to 100. We consider a scenario of running 100 steps with a fixed C (1×100), and a scenario of running 4 search steps on C, of 25 iterations each (4×25). Since the hyperparameters proposed in [5] were tuned for a larger number of iterations and search steps, we performed a grid search for each dataset, using learning rates in the range [0.01, 0.05, 0.1, 0.5, 1], and C in the range [0.001, 0.01, 0.1, 1, 10, 100, 1 000]. We report the results for C&W with the hyperparameters that achieve best Median L 2 . Selected parameters are listed in the supplementary material.
For the experiments using DDN, we ran attacks with budgets of 100, 300 and 1 000 iterations, in all cases, using 0 = 1 and γ = 0.05. The initial step size α = 1, was reduced with cosine annealing to 0.01 in the last iteration. The choice of γ is based on the encoding of images. For any correctly classified image, the smallest possible perturbation consists in changing one pixel by 1/255 (for images encoded in 8 bit values), corresponding to a norm of 1/255. Since we perform quantization, the values are rounded, meaning that the algorithm must be able to achieve a norm lower than 1.5/255 = 3/510. When using K steps, this imposes:
Using 0 = 1 and K = 100 yields γ 0.05. Therefore, if there exists an adversarial example with smallest perturbation, the algorithm may find it in a fixed number of steps.
For the results with DDN, we consider quantized images (to 256 levels). The quantization step is included in each iteration (see step 13 of Algorithm 1). All results reported in the paper consider images in the [0, 1] range.
Two sets of experiments were conducted: untargeted attacks and targeted attacks. As in [5] , we generated attacks on the first 1 000 images of the test set for MNIST and CIFAR-10, while for ImageNet we randomly chose 1 000 images from the validation set that are correctly classified. For the untargeted attacks, we report the success rate of the attack (percentage of samples for which an attack was found), the mean L 2 norm of the adversarial noise (for successful attacks), and the median L 2 norm over all attacks while considering unsuccessful attacks as worst-case adversarial (distance to a uniform gray image, as in [3] ). We also report the average number (for batch execution) of gradient computations and the total run-times (in seconds) on a NVIDIA Table 4 : Comparison of the DDN attack to the C&W L 2 attack on ImageNet. For C&W 9×10 000, we report the results from [5] .
GTX 1080 Ti with 11GB of memory. We did not report run-times for the DeepFool attack, since the implementation from foolbox generates adversarial examples one-by-one and is executed on CPU, leading to unrepresentative run-times. Attacks on MNIST and CIFAR-10 have been executed in a single batch of 1 000 samples, whereas attacks on ImageNet have been executed in 20 batches of 50 samples. For the targeted attacks, following the protocol from [5] , we generate attacks against all possible classes on MNIST and CIFAR-10 (9 attacks per image), and against 100 randomly chosen classes for ImageNet (10% of the number of classes). Therefore, in each targeted attack experiment, we run 9 000 attacks on MNIST and CIFAR-10, and 100 000 attacks on ImageNet. Results are reported for two scenarios: 1) average over all attacks; 2) average performance when choosing the least likely class (i.e. choosing the worst attack performance over all target classes, for each image). The reported L 2 norms are, as in the untargeted scenario, the means over successful attacks. Table 1 reports the results of DDN compared to the C&W L 2 and DeepFool attacks on the MNIST, CIFAR-10 and ImageNet datasets. For the MNIST and CIFAR-10 datasets, results with DDN are comparable to the state-of-the-art. DDN obtains slightly worse L 2 norms on the MNIST dataset (when compared to the C&W 9×10 000), however, our attack is able to get within 5% of the norm found by C&W in only 100 iterations compared to the 54 007 iterations required for the C&W L 2 attack. When the C&W attack is restricted to use a maximum of 100 iterations, it always performed worse than DDN with 100 iterations. On the ImageNet dataset, our attack obtains better Mean L 2 norms than both other attacks. The DDN attack needs 300 iterations to reach 100% success rate. DeepFool obtains close results but fails to reach 100% success rate. It is also worth noting that DeepFool seems to performs worse against adversarially trained models (discussed in Section 6). Supplementary material reports curves of the perturbation size against accuracy of the models for the three attacks. Tables 2, 3 and 4 present the results on targeted attacks on the MNIST, CIFAR-10 and ImageNet datasets, respectively. For the MNIST and CIFAR-10 datasets, DDN yields similar performance compared to the C&W attack with 9×10 000 iterations, and always perform better than the C&W attack when it is restricted to 100 iterations (we re-iterate that the hyperparameters for the C&W attack were tuned for each dataset, while the hyperparameters for DDN are fixed for all experiments). On the ImageNet dataset, DDN run with 100 iterations obtains superior performance than C&W. For all datasets, with the scenario restricted to 100 iterations, the C&W algorithm has a noticeable drop in success rate for finding adversarial examples to the least likely class.
Adversarial Training with DDN
Since the DDN attack can produce adversarial examples in relatively few iterations, it can be used for adversarial training. For this, we consider the following loss function:
wherex is an adversarial example produced by the DDN algorithm, that is projected to an -ball around x, such that the classifier is trained with adversarial examples with a maximum norm of . It is worth making a parallel of this approach with the Madry defense [12] where, in each iteration, the loss of the worst-case adversarial (see Eq. 2) in an -ball around the original sample x is used for optimization. In our proposed adversarial training procedure, we optimize the loss of the closest adversarial example (see Eq. 1 
Defense Evaluation
We trained models using the same architectures as [5] for MNIST, and a Wide ResNet (WRN) 28-10 [20] for CIFAR-10 (similar to [12] where they use a WRN 34-10). As described in Section 5, we augment the training images with adversarial perturbations. For each training step, we run the DDN attack with a budget of 100 iterations, and limit the norm of the perturbation to a maximum = 2.4 on the MNIST experiments, and = 1 for the CIFAR-10 experiments. For MNIST, we train the model for 30 epochs with a learning rate of 0.01 and then for 20 epochs with a learning rate of 0.001. To reduce the training time with CIFAR-10, we first train the model on original images for 200 epochs using the hyperparameters from [20] . Then, we continue training for 30 more epochs using Eq. 9, keeping the same final learning rate of 0.0008. Our robust MNIST model has a test accuracy of 99.01% on the clean samples, while the Madry model has an accuracy of 98.53%. On CIFAR-10, our model reaches a test accuracy of 89.0% while the model by Madry et al. obtains 87.3%.
We evaluate the adversarial robustness of the models using three untargeted attacks: Carlini 9×10 000, DeepFool 100 and DDN 1 000. For each sample, we consider the smallest adversarial perturbation produced by the three attacks and report it in the "All" row. Tables 5 and 6 report the results of this evaluation with a comparison to the defense of Madry et al. [12] 3 and the baseline (without adversarial training) for CIFAR-10. For MNIST, the baseline corresponds to the model used in Section 4. We observe that for attacks with unbounded norm, the attacks can successfully generate adversarial examples almost 100% of the time. However, an increased L 2 norm is required to generate attacks against the model trained with DDN. Fig. 4 shows the robustness of the MNIST and CIFAR-10 models respectively for different attacks with increasing maximum L 2 norm. These figures can be interpreted as the expected accuracy of the systems in a scenario where the adversary is constrained to make changes with norm L 2 ≤ . For instance on MNIST, if the attacker is limited to a maximum norm of = 1.5, the baseline performance decreases to 40.8%; Madry to 67.3% and our defense to 87.2%. At = 2.0, baseline performance decreases to 9.2%, Madry to 38.6% and our defense to 74.8%. On CIFAR-10, if the attacker is limited to a maximum norm of = 0.5, the baseline performance decreases to 0.1%; Madry to 56.1% and our defense to 67.6%. At = 1.0, baseline performance decreases to 0%, Madry to 24.4% and our defense to 39.9%. For both datasets, the model trained with DDN outperforms the model trained with the Madry defense for all values of . whereas some adversarial examples obtained for the adversarially trained model (DDN) actually change classes (bottom right: 0 changes to 6). For all models, there are still some adversarial examples that are very close to the original images (first column). On CIFAR-10, while the adversarially trained models require higher norms for the attacks, most adversarial examples still perceptually resemble the original images. In few cases (bottom-right example for CIFAR-10), it could cause a confusion: it can appear as changing to class 1 -a (cropped) automobile facing right.
Conclusion
We presented the Decoupled Direction and Norm attack, which obtains comparable results with the state-of-the-art for L 2 norm adversarial perturbations, but in much fewer iterations. Our attack allows for faster evaluation of the robustness of differentiable models, and enables a novel adversarial training, where, at each iteration, we train with examples close to the decision boundary. Our experiments with MNIST and CIFAR-10 show state-of-the-art robustness against L 2 -based attacks in a white-box scenario.
The methods presented in this paper were used in NIPS 2018 Adversarial Vision Challenge [3] , ranking first in untargeted attacks, and third in targeted attacks and robust models (both attacks and defense in a black-box scenario). These results highlight the effectiveness of the defense mechanism, and suggest that attacks using adversarially-trained surrogate models can be effective in black-box scenarios, which is a promising future direction.
