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Abstract—Transmitted-reference (TR) and frequency-shifted
reference (FSR) ultra-wideband (UWB) systems employ pairs
of reference and data signals, which are shifted in the time
and frequency domains, respectively, to facilitate low-to-medium
data rate communications without the need for complex channel
estimation and template signal generation. On the other hand, the
recently proposed coded-reference (CR) UWB systems provide
orthogonalization of the reference and data signals in the code
domain, which has advantages in terms of performance and/or
implementation complexity. In this paper, CR UWB systems
are investigated. First, it is shown that a CR UWB system
can be considered as a generalized non-coherent pulse-position
modulated system. Then, an optimal receiver according to the
Bayes decision rule is derived for CR UWB systems. In addition,
the asymptotic optimality properties of the conventional CR
UWB receivers are investigated. Finally, simulation results are
presented to compare the performance of the optimal and
conventional CR UWB receivers.
Index Terms—Ultra-wideband (UWB), transmitted-reference
(TR), frequency-shifted reference (FSR), coded-reference (CR),
Bayes decision rule.
I. INTRODUCTION
In addition to high-speed data transmission [1] and accurate
position estimation [2], pulse-based ultra-wideband (UWB)
signals can also facilitate low-to-medium rate communications
with low-power and low-cost transceivers. In order to real-
ize such low-power/cost implementations, one can consider
transmitted-reference (TR) UWB systems, which transmit a
pair of signals that are time delayed versions of each other for
each information symbol [3], [4]. A TR UWB receiver can use
one of those signals as a reference (“template”) signal for the
other one (called the data signal) to estimate the transmitted
information. The main advantages of TR UWB receivers are
that there is no need to estimate individual channel coefficients
and template signals, which is quite challenging for UWB sys-
tems, and that the receiver can be operated based on symbol-
rate or frame-rate samples. However, the main disadvantage of
TR UWB receivers is related to the need for an analog delay
line to perform data demodulation [3], [5].
In order to realize the advantages of TR UWB systems with-
out the need for an analog delay line, slightly frequency-shifted
reference (FSR) UWB systems are proposed, which employ
data and reference pulses that are shifted in the frequency-
domain instead of the time domain [5]. One limitation of FSR
UWB systems is that the orthogonality between the data and
reference signals cannot be maintained at the receiver for high
data rate systems [6].
Recently, coded-reference (CR) UWB1 systems are pro-
1In [6], this system is called “code-orthogonalized transmitted-reference
UWB”, whereas [8] calls it as “code-multiplexed UWB transmitted-
reference”. In order to provide terminology unification and to be consistent
with the original terms “transmitted-reference UWB” and “frequency-shifted
reference UWB”, the system is called “coded-reference UWB” in this paper.
posed, which perform orthogonalization of reference and data
signals by means of polarity codes [6]-[8]. Similar to FSR
UWB, CR UWB systems do not need analog delay lines,
and they also have better bit-error-rate (BER) performance
than FSR UWB and TR UWB systems [8]. In addition, they
do not have the data rate limitation that FSR UWB systems
experience [6].
In this paper, CR UWB systems are investigated, and
optimal and suboptimal CR UWB receivers are studied. First,
a generic signal model for TR, FSR, and CR UWB systems
is introduced (Section II), and it is shown that a CR UWB
system can be modeled as a generalized non-coherent pulse-
position modulated system (Section III). Then, an optimal
receiver according to the Bayes decision rule is derived for
CR-UWB systems. In addition, the optimality properties of
the conventional CR UWB receivers are investigated, and it
is shown that the conventional receiver provides a low-cost
solution that is close-to-optimal for practical system settings
(Section IV). Finally, simulation results are presented and
concluding remarks are made (Section V).
II. SIGNAL MODEL
First, a generic signal structure is defined, which covers
TR, FSR and CR UWB signals as special cases. The signal








aj ω (t − jTf − cjTc)
+ b0 aj ω (t − jTf − cjTc − Td)x(t)
]
(1)
for t ∈ [0, Ts], where Ts, Tf and Tc are, respectively, the sym-
bol, frame and chip intervals, Nf is the number of frames per
symbol, Es is the symbol energy, aj ∈ {−1,+1} represents
a polarity randomization code, which is useful for spectral
shaping [9], cj is the time-hopping (TH) code, ω(t) is the
UWB pulse with unit energy, and b0 ∈ {−1,+1} is the binary
information symbol. The other signal parameters are specified
for each system as follows:
• For TR systems, Td represents the time delay between the
reference and data pulses in each frame, and x(t) = 1 ∀t.
• For FSR systems, Td = 0 and x(t) =
√
2 cos(2πf0t),
which provides a slight frequency shift to the data pulses
[5].




d̃j p (t − jTf) , (2)
where p(t) = 1 for t ∈ [0, Tf ] and p(t) = 0 otherwise,
and d̃j ∈ {−1,+1} is the jth element of the code that
978-1-4244-1827-5/08/$25.00 ©2008 IEEE
PROCEEDINGS OF THE 2008 IEEE INTERNATIONAL CONFERENCE ON ULTRA-WIDEBAND (ICUWB2008), VOL. 3
117
provides orthogonalization of the data pulses and the
reference pulses at the receiver [8].
Note that TR systems provide orthogonalization of the data
and reference signals by separating them in the time-domain,
whereas FSR systems facilitate separation via a shift in the
frequency-domain. On the other hand, the approaches in [6]
and [8] propose a separation in the code domain, which has
significant advantages over the previous techniques in terms
of performance and/or implementation complexity.








(aj + b dj)ω (t − jTf − cjTc) , (3)
where dj
.= aj d̃j . Note that (aj + b dj) takes a value from the
set {−2, 0,+2}.
Assume that the signal in (3) passes through a multi-
path channel with the channel impulse response h(t) =∑L
l=1 αlδ(t − τl), where αl and τl represent, respectively,
the channel coefficient and delay of the lth path. Then, the







(aj + bdj) ω̃ (t − jTf − cjTc) + n(t) ,
(4)
for t ∈ [0, Ts], where ω̃(t) =
∑L
l=1 αlω(t−τl) and n(t) is zero
mean Gaussian noise with a flat spectral density of σ2 over
the system bandwidth. It is assumed that the frame interval is
sufficiently long and the TH codes are selected in such a way
that there occurs no inter-frame interference (IFI) [6]. Note
that due to the no IFI assumption, signal demodulation can
be performed symbol-by-symbol without loss of optimality.
Hence, only one symbol is considered in (4). In addition,
since a single-user scenario is considered, no TH codes are
considered, i.e., cj = 0 ∀j, without loss of generality.
III. RECEIVER STRUCTURES
In order to estimate the information symbol b from the
received signal in (4), the orthogonality between the reference
and data pulses is used [6], [8]. Namely, the information







where sgn{·} represents the sign operator. The detector in (5)
can be implemented as shown in the first receiver structure in
Fig. 1.












which suggests another detector implementation based on
frame-rate samples [8], as shown in the second structure in
Fig. 1.
2The symbol index 0 is dropped for convenience.
Fig. 1. Receivers for CR UWB signals. The first receiver employs symbol-
rate sampling, whereas the second one uses frame-rate sampling.
Although both receivers in Fig. 1 can be considered in
the framework of code orthogonalized/multiplexed signals [6],
[8], it is also possible to consider the current system as a
“generalized” pulse-position modulation (PPM) system. To
that end, let S and S̄ represent the sets of frame indices for
which d̃j = 1 and d̃j = −1, respectively; i.e.,
S = {j ∈ F | d̃j = 1} (7)
S̄ = {j ∈ F | d̃j = −1} (8)
where F = {0, 1, . . . , Nf −1} is the set of frame indices. Note
that S ∪ S̄ = F . In addition, both sets include Nf/2 indices
for orthogonalization purposes [8]; i.e., |S| = |S̄| = Nf/2.
Note that for b = 1, the pulses are transmitted in the frames
indexed by S and no pulses are transmitted in the frames
indexed by S̄ (c.f. (3)). Similarly, for b = −1, the pulses
are transmitted in the frames indexed by S̄ and no pulses are
transmitted in the frames indexed by S.
Also it is observed from (6) that comparing the sum of Nf
outputs against zero is equivalent to comparing the sum of the
positive outputs against the absolute value of the sum of the
















which is mainly a non-coherent binary PPM detector. How-
ever, unlike conventional PPM systems [10], the signals em-
ployed for the binary symbols are not always time-shifted
versions of each other, as each signal consists of a number
of pulses in different frames of the UWB symbol.
IV. ON THE OPTIMALITY OF CR UWB RECEIVERS
In order to investigate the optimality of the CR UWB
receivers studied in the previous section, we first derive
the optimal receiver that estimates the information symbol




r2(t)dt, j = 0, 1, . . . , Nf − 1, represent
the set of energy samples obtained from different frames.
Then, from (4), (7) and (8), the optimal receiver design
problem can be modeled as the following binary hypothesis
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testing problem:
H0 : yj =
{∫ Tf
0
n2j (t)dt , j ∈ S∫ Tf
0
[ωj(t) + nj(t)]
2 dt , j ∈ S̄




2 dt , j ∈ S∫ Tf
0
n2j (t)dt , j ∈ S̄
(10)






aj ω̃(t), and nj(t)
.= n(t + jTf).
Since n(t) is zero mean Gaussian noise with a flat spectral
density of σ2 over the system bandwidth, the energy samples
can be shown to be distributed as central and non-central chi-
square random variables [12]. Therefore, (10) can be expressed
as
H0 : yj ∼
{
χ2M (0) , j ∈ S
χ2M (θ) , j ∈ S̄
H1 : yj ∼
{
χ2M (θ) , j ∈ S
χ2M (0) , j ∈ S̄
(11)
where M is the approximate dimensionality of the signal
space, which is obtained from the time-bandwidth product
[12], θ is the signal energy (in the absence of noise), which




and χ2M (θ) denotes a non-central chi-square distribution with
M degrees of freedom and a non-centrality parameter of θ.
Clearly, χ2M (θ) reduces to a central chi-square distribution
with M degrees of freedom for θ = 0. For the model in (11),
it is assumed that the noise components are independent for
energy samples from different frames3.
From (11), the optimal receiver can be obtained as in the
following proposition.
Proposition 1: For equiprobable information symbols and
a uniform cost assignment4, the Bayes decision rule for



























where Iν(x) for x ≥ 0 is the νth order modified Bessel function
of the first kind.
Proof: Please see Appendix A.
Note that the Bayes rule in (12) is also the minimum
probability-of-error decision scheme for the given problem
due to the assumption of uniform cost assignment [11].
Comparison of (9) and (12) reveals that the conventional
receiver in (9) has lower computational complexity than the
optimal one since it directly adds up the signal energies in
different frames. In addition, the optimal receiver requires the
knowledge of θ, which is not readily available in practice.
Therefore, the performance of the optimal receiver can be con-
sidered to provide a lower bound on that of the conventional
3This is approximately true in practice since the frame interval is commonly
much larger than the inverse of the bandwidth.
4A uniform cost assignment (UCA) associates each error with the same
cost, and assumes no cost for correct decisions [11]. In this case, the two
types of errors are “to decide −1 when b = +1” and “to decide +1 when
b = −1”.
receiver.
Before comparing the performance of the conventional re-
ceiver with that of the optimal receiver derived in this section,
the asymptotic optimality of the conventional approach will be
established in the following. To that end, the following result
is obtained first.
Lemma 1: If M is an even number, the optimal receiver in









































+ l − 1
)]−1
(14)
for l = 1, 2, . . .
Proof: Please see Appendix B.
The main implication of Lemma 1 regarding the asymptotic
optimality of the conventional receiver follows from the ob-
servation that for large M values, the logarithm terms in (13)
converge to θyj/(2Mσ4); hence the test reduces to (9). In
other words, if the chi-square random variables representing
the signal energies in different frames have large degrees
of freedom, then the conventional receiver performs very
closely to the optimal one. Note that the degrees of freedom
parameter is determined by the product of the bandwidth and
the observation interval [12]. Therefore, as the integration
interval over which the energy is calculated (in this case,
the frame interval, Tf ) increases, M also increases. Note that
in practice, the integration can be performed over intervals
that are smaller than the frame interval in order to collect
less noise and increase the signal-to-noise ratio (SNR) [13].
Therefore, the performance of the conventional receiver should
be investigated for various M values in order to determine how
close it gets to the optimal receiver in various scenarios, which
is studied in the next section.
V. SIMULATION RESULTS AND CONCLUSIONS
In this section, performance of the conventional receiver in
(9) is compared with that of the optimal receiver in (12) for
various system parameters.
For the first set of simulations, the number of frames, Nf ,
is equal to 10, σ2 is set to unity, and θ = 10. In order to
investigate the performance of the receivers for various degrees
of freedom, BERs are obtained for various M values. For each
M , the frame interval and/or the bandwidth are adjusted to
provide the desired M and no IFI exists in any of the scenarios.
Fig. 2 illustrates the BERs of the two receivers. Although the
optimal receiver performs better than the conventional one for
small M , the performance difference is not significant, and
the receivers have almost the same performance for M ≥ 8.
The same simulations are also performed when Nf = 4
and θ = 25, and the results are shown on the same plot in
Fig. 2. As in the previous scenario, the conventional receiver
performs very closely to the optimal one. In addition, lower
BERs are observed compared to the previous scenario.
It follows from both the simulations and the theoretical
analysis that the conventional receiver converges to the optimal
receiver for sufficiently large M values. Since M is determined
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Fig. 2. BER versus M for the conventional and the optimal receivers.
by the multiplication of the signal bandwidth and the integra-
tion interval for the frames, larger integration intervals make
sure that the conventional receiver performs very closely to the
optimal one. In practice, UWB channels commonly have large
delay spreads, hence the integration interval cannot be made
very small compared to the pulse width. Therefore, in practical
cases, M is not expected to be very small, and the conventional
receiver has almost the optimal performance. Also note that
the conventional receiver has lower computational complexity
than the optimal one and it makes almost no assumptions about
the signal parameters. Hence, the conventional receiver seems
to be a natural choice for demodulating CR UWB signals for
the considered system settings.
APPENDIX
A. Proof of Proposition 1
For equiprobable information symbols and uniform cost









where y = [y0 y1 · · · yNf−1] and pi(y) is the conditional
probability density function of y given that the hypothesis
Hi is true (i = 0, 1).
From the independent noise components assumption, p1(y)




































l! Γ(ν + l + 1)
(17)
for x ≥ 0 is the ν-th order modified Bessel function of the
first kind.
For p0(y), the expression in (16) can be used by replacing
S and S̄. Then, (15) can be shown to be equal to (12) after
some manipulation. 
B. Proof of Lemma 1


























2 −1+2ll! Γ(M/2 + l)
. (19)
From the facts that |S| = |S̄| = Nf/2 and Γ(M/2 + l) =


















where kl is given by (14) for l = 0, 1, 2, . . . Then, (13) can
be obtained by taking the logarithm of both sides in (20) and
using the fact that k0 = 1. 
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