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Abstract For certain families of compact subsets of the plane, the isomorphism class of the algebra
of absolutely continuous functions on a set is completely determined by the homeomorphism class
of the set. This is analogous to the Gelfand–Kolmogorov theorem for C(K) spaces. In this paper we
define a family of compact sets comprising finite unions of convex curves and show that this family
has the ‘Gelfand–Kolmogorov’ property. An application is given to the concerning the functional
calculus for AC(σ) operators whose spectrum is contained in a loop.
1 Introduction
AC(σ) operators were introduced by Ashton and Doust [5] as a generalization of normal operators
to the Banach spaces setting. A core ingredient in the definition of these operators is the family
of Banach algebras of absolutely continuous functions defined on nonempty compact subsets of the
plane. These spaces were defined in terms of a new concept of two dimensional variation which was
designed to ensure that the set of AC(σ) operators had appropriate spectral properties.
If σ is a nonempty compact subset of C, we shall denote the algebra of absolutely continuous
functions f : σ → C by AC(σ). (Full definitions will be given in Section 2.) There have now been a
number of papers studying the structure of these spaces. The main question addressed has been when
two such spaces are isomorphic as Banach algebras. Recall that the Gelfand–Kolmogorov Theorem
[11,10] states that two spaces C(K1) and C(K2) are isomorphic as Banach algebras if and only if K1
and K2 are homeomorphic. For the AC(σ) spaces, isomorphic function algebras must always have
homeomorphic domain sets, but the converse implication may fail. Nonetheless, for certain families
of compacts subsets of the plane, one does obtain a Gelfand–Kolmogorov type theorem.
Definition 1 Let Σ be a family of nonempty compact subsets of C. We shall say that Σ is aGelfand–
Kolmogorov family if, for σ, τ ∈ Σ, AC(σ) is isomorphic to AC(τ) if and only if σ is homeomorphic
to τ .
The main result of [8] is that the family of all compact polygonal regions with finitely many
polygonal holes is a Gelfand–Kolmogorov family. More recently it was shown that the family LG of
sets which are the union of finitely many closed line segments is also a Gelfand–Kolmogorov family [1].
On the other hand, the family of countable compact subsets of the plane is not a Gelfand–Kolmogorov
family [7]. Nor indeed is the family of all compact sets which are homeomorphic to the unit interval
[1, Example 7.1].
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The aim of this paper is to extend the result of [1] to a significantly larger family of compact sets
which we denote PIC. Roughly speaking the class PIC consists of connected compact subsets of the
plane which are finite unions of smooth convex curves. Typical PIC sets are shown in Figure 1. For
technical reasons, we need to introduce some mild additional conditions on the curves.
σ1
σ2 σ3
Fig. 1 Three polygonally inscribed curves
Theorem 1 PIC is a Gelfand–Kolmogorov family.
Importantly, the unit circle T is in PIC. On reflexive Banach spaces AC(T) operators are precisely
the trigonometrically well-bounded operators introduced by Berkson and Gillespie [6]. Trigonomet-
rically well-bounded operators have a well-developed structure theory, admitting an integral repre-
sentation with respect to a suitable family of projections, and an extension of the functional calculus
to all the functions of bounded variation on T. A consequence of the results of this paper, and the
extension theorem proven in [2] is that if T is an AC(σ) operator on a reflexive Banach space and
σ ∈ PIC is homeomorphic to the unit circle, then the AC(σ) functional calculus for T extends to a
BV (σ) functional calculus. It remains an open question as to whether this is true for all compact
subsets σ in the plane.
The proof of Theorem 1 is structurally similar to the result for the family LG. An important
ingredient in both proofs is the ability to view PIC sets as the drawings of planar graphs. In Sections
3 to 6 we introduce the family PIC and make connections to the parts of graph theory which we will
use.
The main part of the proof of Theorem 1 is to show that if σ, τ ∈ PIC are homeomorphic, then
one can choose a homeomorphism h : σ → τ such that Φh(f) = f ◦ h
−1 is an isomorphism of the
corresponding spaces of absolutely continuous functions. The first main calculation is to show that h
can be chosen in a way which allows one to control the ratio of the variations of f and Φh(f). This
is done in Section 7 by using the structure of the PIC sets to define a new norm which is equivalent
to the original BV norm. The final stage in the proof (Sections 8 to 10) is to show that one may
choose the algebra isomorphism between these spaces in such a way that it preserves the subalgebras
of absolutely continuous functions, and consequently that AC(σ) is isomorphic to AC(τ). In the last
section we shall make the minor extension to cover the case where the sets need not be connected.
Throughout, isomorphism will mean a Banach algebra isomorphism, that is, a continuous algebra
isomorphism with a continuous inverse. (It is worth noting that for these particular algebras, the
continuity is automatic; see [8, Theorem 2.6].) If Banach algebras A and B are isomorphic we shall
write A ≃ B. We shall work throughout with algebras of complex-valued functions. We shall identify
the plane as either C or R2 as is notationally convenient.
2 Definitions
There are quite a number of concepts of variation for functions defined on subsets of the plane. The
definitions used here were first introduced in [3], but have undergone a number of simplifications (see
[8]). Given that the motivation for these spaces comes from operator theory, it is important that the
definitions apply to functions defined on the spectrum of a bounded operator, that is, on a compact
subset σ of the plane.
Suppose then that f : σ → C. Let S = [x0,x1, . . . ,xn] be a finite ordered list of elements of σ,
where, for the moment, we shall assume that n ≥ 1. Let γS denote the piecewise linear curve joining
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the points of S in order. Note that the elements of such a list do not need to be distinct. We will
however require that consecutive points are different so that the line segment joining xi to xi+1,
denoted xi xi+1, is always a proper line segment.
The curve variation of f on the set S is defined to be
cvar(f, S) =
n∑
i=1
|f(xi)− f(xi−1)| .
Associated to each list S is its variation factor vf(S). Loosely speaking, this is the greatest number
of times that γS crosses any line in the plane. To make this more precise we need the concept of a
crossing segment.
Definition 2 Suppose that ℓ is a line in the plane. We say that xi xi+1 is a crossing segment of
S = [x0,x1, . . . ,xn] on ℓ if any one of the following holds:
1. xi and xi+1 lie on (strictly) opposite sides of ℓ.
2. i = 0 and xi ∈ ℓ.
3. i > 0, xi ∈ ℓ and xi−1 /∈ ℓ.
Definition 3 Let vf(S, ℓ) denote the number of crossing segments of S on ℓ. The variation factor of
S is defined to be vf(S) = max
ℓ
vf(S, ℓ).
Clearly 1 ≤ vf(S) ≤ n. For completeness, in the case that S = [x0] we set cvar(f, [x0]) = 0 and let
vf([x0], ℓ) = 1 whenever x0 ∈ ℓ.
Definition 4 The two-dimensional variation of a function f : σ → C is defined to be
var(f, σ) = sup
S
cvar(f, S)
vf(S)
,
where the supremum is taken over all finite ordered lists of elements of σ.
The variation norm of such a function is
‖f‖BV (σ) = ‖f‖∞ + var(f, σ)
and the set of functions of bounded variation on σ is
BV (σ) = {f : σ → C : ‖f‖BV (σ) <∞}.
The space BV (σ) is a Banach algebra under pointwise operations [3, Theorem 3.8].
It is clear that if τ = ασ + β is some nontrivial affine transformation of σ, then BV (σ) is iso-
metrically isomorphic to BV (τ). It is less obvious, but nonetheless true, that if σ = [a, b] ⊆ R then
the above definition is equivalent to the more classical one. Importantly, BV (σ) always contains all
sufficiently smooth functions.
Let P2 denote the algebra of complex polynomials in two real variables of the form p(x, y) =∑
n,m cnmx
nym, and let P2(σ) denote the restrictions of elements on P2 to σ (considered as a subset
of R2). The algebra P2(σ) is always a subalgebra of BV (σ) [3, Corollary 3.14].
Definition 5 The set of absolutely continuous functions on σ, denoted AC(σ), is the closure of
P2(σ) in BV (σ).
The set AC(σ) forms a closed subalgebra of BV (σ) and hence is a Banach algebra. Again, if
σ = [a, b] this definition reduces to the classical definition.
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3 Convex curves
Let C denote a finite length curve with parametrization γ(t), 0 ≤ t ≤ L and endpoints x = γ(0) and
y = γ(L). We shall say that C is convex if it has a supporting line through each point of the curve.
Convex curves are differentiable (that is, have a well-defined tangent) almost everywhere. To simplify
matters we shall actually assume that each of our curves is differentiable, except at its endpoints.
(Since we interested in sets which can be written as a union of such curves, this is not a major
restriction.) We shall generally use arc-length parameterizations, so that
∥∥γ′(t)∥∥ = 1 for 0 < t < L.
Let C denote the set of differentiable convex curves in the plane with distinct endpoints.
Definition 6 Suppose that C ∈ C has endpoints x and y. We shall say that C is projectable if
the orthogonal projection of C onto the line through x and y is precisely the line segment xy. (See
Figure 2)
x1
y1
C1
x2
y2
C2
v1
v2
Fig. 2 C1 is a projectable convex curve, while C2 is a nonprojectable convex curve, which could be split into three
projectable curves.
Given a nonprojectable convex curve C, one may always split it into projectable curves. The proof
of the following proposition is left to the reader.
Proposition 1 Suppose that C is a differentiable convex curve. Then C can be split into a finite number
of projectable curves.
4 Polygonally inscribed curves
To be definite, the term polygon will mean a simple closed polygon including its interior, and so all
polygons are homeomorphic to the closed disk.
Definition 7 A (convex) polygonal mosaic in the plane is a finite collectionM of convex polygons
such that
1.
⋃
P∈M P is connected.
2. if P 6= Q ∈M intersect, then P ∩Q is either
– a single point which is a vertex of both P and Q, or
– a line segment, which forms a full side of both P and Q.
Some of our estimate will depend on the nature of the polygons which are elements of the mosaic.
Definition 8 For a polygon P let S(P ) denote the number of sides of P . For a polygonal mosaic
M = {Pi}
M
i=1, let S(M) = maxi{S(Pi)}.
Definition 9 A nonempty compact connected set σ is a polygonally inscribed curve if there exists
a polygonal mosaicM = {Pi}
M
i=1 such that for each i, σ∩Pi is a differentiable convex curve ci joining
two vertices of Pi which only touches the boundary of Pi at those points. The curves ci will be called
the components of σ.
We shall denote the collection of all polygonally inscribed curves as PIC.
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σ
Fig. 3 A polygonally inscribed curve σ with a suitable polygonal mosaic. The red dots represent the vertices of
Gσ,M.
If we write below that σ = ∪Mi=1ci, then we will be implicitly assuming that there is a corresponding
underlying polygonal mosaicM. As will be important later, the decomposition of a set σ ∈ PIC into
a union of convex curves is far from unique.
It is worth noting that not every connected finite union of convex curves lies in PIC. Let c1 =
{(x, x2) : 0 ≤ x ≤ 1}, c2 = {(x, x
3) : 0 ≤ x ≤ 1}, and let σ = c1 ∪ c2. The curves c1 and c2 are
smooth convex curves, but it is impossible to find a polygonal mosaic P1, P2 so that c1 = σ ∩ P1 and
c2 = σ∩P2. Indeed, the fact that c1 and c2 meet tangentially at (0,0) with the same convexity means
that one cannot get around this by splitting σ into smaller pieces.
5 PIC sets and graphs
Abstractly a graph G = G(V,E) is determined by its vertex set V and its edge set E. Given σ =
∪Mi=1ci ∈ PIC, let Vσ,M be the set of all endpoints of the curves ci, and let Eσ,M = {ci}
M
i=1 represent
edges between points in Vσ,M. Thus σ is a drawing of the graph Gσ,M = G(Vσ,M, Eσ,M) (see Figure 3).
Clearly the graph is not uniquely determined by σ. The definition of PIC precludes Gσ,M from
having any loops, but it may contain multiple edges between two vertices. It will be preferable later
to avoid this situation so an important tool will be the Partition Lemma below which will ensure
that if σ ∈ PIC we may always choose a partitionM so that Gσ,M is a simple graph.
Lemma 1 (Partition Lemma) Suppose that P is a convex polygon and that c is a differentiable convex
curve in P joining one vertex v1 of P to another vertex v2. Suppose that v is a point on c in the interior
of P . Then there exist convex polygons P1, P2 ⊆ P which only intersect at their boundaries and such that
for j = 1,2
1. vj and v are vertices of Pj , and
2. c ∩ Pj is a convex curve joining vj and v.
In any specific example it is generally easy to do such a partitioning. Showing that this is always
possible requires the following general fact about convex curves and sets whose proof we leave to the
reader.
Lemma 2 Suppose that K is a closed convex subset of the plane and that ℓ is a line in the plane which
intersects the boundary of K in at least three places. Then the line segment joining any two such points
lies inside ℓ ∩ ∂K.
Proof (of Lemma 1) Suppose that P is a convex polygon and that c is a convex curve joining one
vertex v1 of P to another vertex v2. At each point w ∈ c there is a closed tangent half-plane which
contains all of c. The intersection of all these half-planes and the polygon P is therefore a closed
convex set Rc whose boundary consists of the curve c and one or more of the sides of P . Let m be
any point on the boundary of Rc \c and let ℓm be the line through v and m. Note that by the lemma,
ℓm cannot intersect the boundary of Rc at any other points (since v does not lie on any line segment
in the boundary of Rc which contains m). It follows that ℓm cuts c into two parts at v. Indeed if
we intersect P with the two closed half-planes bounded by ℓm, then we obtain two closed convex
polygons Q1, chosen to contain the part of c containing v1 and v, and Q2, containing the part of c
containing v2 and v.
6 Shaymaa Al-shakarchi, Ian Doust
v1
v2
vc
m m
′
ℓmℓm′
P1 P2
Fig. 4 The construction in the proof of Lemma 1. The red and blue curves bound Rc.
Applying this construction to a different point m′ ∈ Rc \ c produces two polygons Q
′
1 and Q
′
2
with the same properties. Note that (again by the lemma), ℓm and ℓm′ are distinct, and meet at v.
This means that if we set P1 = Q1 ∩ Q
′
1 and P2 = Q2 ∩ Q
′
2 then these polygons have a vertex at v
and so satisfy the conclusions of the lemma.
Definition 10 We shall say that a polygonal mosaic M is a simple polygonal mosaic for σ if no
two components c1 and c2 of σ have the same pair of endpoints. (That is, if Gσ,M is a simple graph.)
The following result is a consequence of Proposition 1 and the Partition Lemma.
Theorem 2 If σ ∈ PIC then there exists a simple polygonal mosaic M = {Pi}
M
i=1 for σ such that each
component curve ci = σ ∩ Pi is a projectable convex curve.
6 PIC sets and graph isomorphisms
An important component of the argument in [1] is that there is a good correspondence between graph
theoretic and the topological concepts of homeomorphism.
Definition 11 Two graphs G1(V1, E1) and G2(V2, E2) are called (graph) isomorphic if there exists
a bijective mapping, f : V1 → V2 such that there is a edge between v1 and vˆ1 in G1, if and only if
there exists an edge between f(v1) and f(vˆ2) in G2.
In the case when the graphs are simple, we just need to check if there is a bijection f : V (G1)→
V (G2) which preserves adjacent vertices (i.e. if v1, v2 are adjacent in graph G1, then f(v1), f(v2) must
be adjacent in graph G2).
Definition 12 A subdivision of an edge {u, v} of a graph G comprises forming a new graph with an
additional vertex w, and replacing the edge {u, v} with the two edges {u, w} and {w, v}. A subdivision
of G is a graph formed by starting with G and performing a finite sequence of subdivisions of an
edges.
If G = Gσ,M is the graph associated to a set σ = ∪
M
i=1ci ∈ PIC with associated polygonal mosaic
M, then subdividing an edge just corresponds to splitting one of the curves ci into two parts. By
the Partition Lemma, this new representation of σ has a corresponding polygonal mosaic M′. Of
course if M is a simple polygonal mosaic for σ and all the curves ci are projectable, then the new
representation also has these properties. A subdivision of Gσ,M corresponds to a finite sequence of
such curve splittings.
Note in particular that if σ ∈ PIC has two decompositions into component curves corresponding
to two polygonal mosaicsM1 andM2, then, taking the vertex set V = Vσ,M1 ∪Vσ,M2 , one can find a
common subdivision of the two associated graphs. Each curve in either of the original decompositions
of σ is then a finite ‘concatenation’ of curves in the subdivision decomposition.
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Definition 13 Two graphs G1 and G2 are graph homeomorphic if there is a graph isomorphism
from some subdivision of G1 to some subdivision of G2.
For the graphs which concern us, the two notions of homeomorphism agree. A proof of the direction
we need here is given in [1].
Theorem 3 [12, p. 18] Suppose that G1 and G2 are planar graphs with drawings Gˆ1 and Gˆ2 in the plane.
Then G1 and G2 are graph homeomorphic if and only if Gˆ1 and Gˆ2 are topologically homeomorphic.
Suppose that σ, τ ∈ PIC are homeomorphic subsets of the plane. By Theorem 2 there are simple
polygonal mosaicsMσ andMτ for each of these sets and hence the corresponding graphsGσ = Gσ,Mσ
and Gτ = Gτ,Mτ are simple graphs with drawings σ and τ .
By Theorem 3, Gσ and Gτ are homeomorphic graphs, and hence they admit subdivisions Gˆσ and
Gˆτ which are isomorphic graphs. Let H : Gˆσ → Gˆτ denote the graph isomorphism. By repeatedly
applying the Partition Lemma, we can produce new simple polygonal mosaics M̂σ = {Pi}
M
i=1 and
M̂τ = {P ′i }
M
i=1 ordered in such a way that for all i the edge c
′
i = P
′
i ∩ τ in Gˆτ is the image under H
of the edge ci = Pi ∩ σ in Gˆσ.
σ
τ
Fig. 5 Two homeomorphic sets σ, τ ∈ PIC with simple polygonal mosaics.
1
2
3
4
5
6
7
1
2
3
4
5
6
7
Fig. 6 The refined mosaics M̂σ and M̂τ with the corresponding curves labelled so that the graphs Gˆσ and Gˆτ are
graph isomorphic.
The arc-length parameterizations of the curves generate natural homeomorphisms hi : ci → c
′
i for
i = 1, . . . ,M . If the directions of these parameterizations are chosen appropriately we can ensure that
if x is an endpoint of both ci and cj then hi(x) = hj(x), and hence there exists a homeomorphism
h : σ → τ determined by h(z) = hi(z) for z ∈ ci.
7 The PIC norm
Given any parametrized curve, there is a natural sense of variation of a function alone the curve,
and this is usually easier to compute than our two dimensional variation. The main result in this
section is that if σ ∈ PIC one can always define a norm using this ‘parametrized variation’ which is
equivalent to the BV norm which we introduced earlier.
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Let C denote a finite length curve with parametrization γ(t), 0 ≤ t ≤ L and endpoints x = γ(0)
and y = γ(L). Suppose that f : C → C. The parameterized variation of f on C is
pvar(f, C) = var
[0,L]
(f ◦ γ) = sup
n∑
i=1
|f(γ(ti))− f(γ(ti−1))|
where the supremum is taken over all finite partitions 0 ≤ t0 < t1 < · · · < tn ≤ L of the parameter set.
Note that pvar(f,C) does not depend on the actual parameterization — any continuous one-to-one
function γ mapping an interval to C will do. For later we record the following easy fact.
Lemma 3 Let C be a finite length curve with parameterization γ(t), 0 ≤ t ≤ L. Suppose that 0 < L0 < L,
that C1 is the part of C from γ(0) to γ(L0) and that C2 is the part of C from γ(L0) to γ(L). Then for
any f : C → C,
pvar(f, C) = pvar(f, C1) + pvar(f, C2).
Theorem 4 Suppose that C is a projectable convex finite length curve. Then for any f : C → C,
var(f, C) ≤ pvar(f,C) ≤ 2 var(f, C).
Proof To simplify the argument for the first inequality, note that by taking an appropriate affine
transformation of the plane we can assume that C is of the form {γ(t) = (t, g(t)) : 0 ≤ t ≤ 1} for
some continuous function g : [0,1]→ R.
Consider any ordered partition {ti}
n
i=0 of the parameter set [0,1] and let S = [x0,x1, . . . ,xn]
where xi = γ(ti). Since C is convex, 1 ≤ vf(S) ≤ 2 and hence
n∑
i=1
|f(γ(ti))− f(γ(ti−1))| ≤ 2
cvar(f, S)
vf(S)
≤ 2 var(f, C)
which proves the right hand inequality.
Suppose now that S = [x0,x1, . . . ,xn] is an arbitrary list of elements of C. The set of distinct
points in the list S can be labelled γ(t0), γ(t1), . . . , γ(tm) for some ordered set of parameters t0 < t1 <
· · · < tm with m ≤ n. For i = 1,2, . . . ,m let Ii = [ti−1, ti].
Our aim is to bound cvar(f, S)/vf(S). Consider the term |f(xj)− f(xj−1)|, where xj−1 = γ(ti1)
and xj = γ(ti2). Suppose first that ii < i2. Then by the triangle inequality
|f(xj)− f(xj−1)| ≤
i2∑
i=i1+1
|f(γ(ti))− f(γ(ti−1))| ≤
i2∑
i=i1+1
var
Ii
(f ◦ γ).
A similar argument applies if i1 > i2. Adding all the terms gives that
n∑
j=1
|f(xj)− f(xj−1)| ≤
m∑
i=1
ki var
Ii
(f ◦ γ) (1)
where ki is the number of times that interval Ii lies between xj−1 and xj (so 1 ≤ ki ≤ m). Let
k = max{k1, k2, . . . , km} and choose a value i0 so that k = ki0 . (See Figure 7)
ℓ
I1 I2 I3
t0 t1 t2 t3
x0 = x3
x2 = x5
x4
x1
Fig. 7 Example of the quantities in the proof of Theorem 4. In this example k = 3 and i0 = 2.
If t is any number in the interior of Ii0 and ℓ is the vertical line through t, then S necessarily has
k crossing segments on ℓ, and hence vf(S) ≥ k.
AC(σ) spaces for polygonally inscribed curves 9
But (1), and the additivity of variation over contiguous intervals, implies that
cvar(f, S) ≤ k
m∑
i=1
var
Ii
(f ◦ γ) = k var
[t0,tm]
(f ◦ γ) ≤ k var
[0,1]
(f ◦ γ) = k pvar(f, C). (2)
Combining these shows that
cvar(f, S)
vf(S)
≤
k pvar(f, C)
k
= pvar(f, C)
and hence var(f, C) ≤ pvar(f, C).
Definition 14 Suppose that σ = ∪Mi=1ci ∈ PIC with simple polygonal mosaic M such that ci is
projectable for each i. For f : σ → C let
‖f‖PIC(σ) = ‖f‖∞ +
M∑
i=1
pvar(f, ci).
We will denote the set of all functions f such that ‖f‖PIC(σ) <∞ as PIC(σ).
At first glance it may appear that we should denote this quantity as ‖f‖PIC(σ,M) since it de-
pends on the decomposition of σ into convex curves. As was noted in Section 6 however, given
any two decompositions of σ with associated polygonal mosaics M1 and M2, there is a common
finer decomposition into smaller curves with mosaic M12. We may now apply Lemma 3 to see that
‖f‖PIC(σ),M1 = ‖f‖PIC(σ),M12 = ‖f‖PIC(σ),M2 . Consequently we may safely omit mention of the
mosaic and write ‖f‖PIC(σ).
Since ‖·‖∞ and each of the terms pvar(·, ci) have the appropriate homogeneity and subadditivity
properties it is easy to verify that ‖·‖PIC(σ) is a norm. Our first aim is to show that it is equivalent
to the BV (σ) norm.
Note that by Theorem 4 and the fact that var(f, ci) ≤ var(f, σ) for all i,
‖f‖PIC(σ) ≤ ‖f‖∞ +
M∑
i=1
2 var(f, ci) ≤ ‖f‖∞ + 2M var(f, σ) ≤ 2M ‖f‖BV (σ) .
Proving an inequality in the reverse direction is more difficult, and indeed the constants involved
depend on geometric properties of the polygonal mosaic.
Lemma 4 Suppose that σ ∈ PIC. Then there exists a constant Kσ such that
‖f‖BV (σ) ≤ Kσ ‖f‖PIC(σ)
for all f ∈ PIC(σ).
Proof Suppose that σ = ∪Mi=1ci is a decomposition of σ into projectable convex curves coming from
a simple polygonal mosaic M. For k = 1, 2, . . . ,M , let σk = ∪
k
j=1cj . We shall assume the curves ci
have been ordered so that each set σk is connected.
Suppose that f : σ → C. We shall proceed by induction to show that
‖f‖BV (σm) ≤
(
m+ 2(m− 1)S(M)
)
‖f‖PIC(σm,P) (3)
for m from 1 to M .
Since σ1 = c1 is a projectable convex curve, it follows from Theorem 4 that
‖f‖BV (σ1) = sup
z∈σ1
|f(z)|+ var(f, σ1) ≤ ‖f‖PIC(σ1)
so (3) holds when m = 1.
Suppose now that 1 ≤ k < M , and that (3) holds if m = k. Let S = [z0,z1, . . . , zn] be a list of
points in σk+1 = σk ∪ ck+1. Denote the endpoints of ck+1 by x and y. For the moment assume that
both x and y are elements of σk.
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x
y
ck+1
σk
Fig. 8 σk+1 = σk ∪ ck+1.
For j = 1, . . . , n, let ℓj = zj−1 zj . Define subsets I1, I2, I3 ⊆ {1, 2, . . . , n} by
I1 = {j : zj ,zj−1 ∈ σk},
I2 = {j : zj ,zj−1 ∈ ck+1},
I3 = {1, 2, . . . , n} \ (I1 ∪ I2).
xσk
z0
z1
z2
z3
z4
z7
z8
z10 = y
z5
z6
z9
Fig. 9 In this example I1 = {1, 4, 5, 6, 10}, I2 = {8} and I3 = {2, 3, 7, 9}. The sublist S1 is
[z0,z1,z3,z4,z5,z6, z9, z10] and the sublist S2 is [z7,z8].
Note that if j ∈ I3 then neither endpoint of ℓj is equal to either x or y. Noting that I1 ∩ I2 may
be nonempty,
cvar(f, S) ≤
3∑
i=1
∑
j∈Ii
|f(zj)− f(zj−1)|.
Form the sublist S1 of S by including all points which are endpoints of line segments ℓj with j ∈ I1.
By [DL2,Proposition 3.5] and [4], vf(S1) ≤ vf(S), we have∑
j∈I1
|f(zj)− f(zj−1)|
vf(S)
≤
cvar(f, S1)
vf(S1)
≤ var(f, σk). (4)
Similarly, if S2 is the sublist of S including all points which are endpoints of line segments ℓj with
j ∈ I2 then ∑
j∈I2
|f(zj)− f(zj−1)|
vf(S)
≤
cvar(f, S2)
vf(S2)
≤ var(f, ck+1). (5)
Consider now the polygon Pk+1 which contains ck+1. If j ∈ I3, then ℓj is a crossing segment on
at least one of the lines which form the boundary of Pk+1. In particular, at least one of the S(Pk+1)
lines must have at least |I3|/S(Pk+1) crossing segments, and hence vf(S) ≥ |I3|/S(Pk+1). By a simple
triangle inequality estimate∑
j∈I3
|f(zj − f(zj−1)|
vf(S)
≤
2|I3| ‖f‖∞,σk+1
|I3|/S(Pk+1)
= 2S(Pk+1) ‖f‖∞,σk+1 (6)
AC(σ) spaces for polygonally inscribed curves 11
x0 x5
σ
Fig. 10 Suppose that f : σ → C is the characteristic function of the upper (red) curve. Then ‖f‖PIC(σ) = 2, while
by considering the list S = [x0, . . . ,x5], one can see that ‖f‖BV (σ) ≥ 6. By adding additional components to σ one
can clearly make the BV norm as large as one likes while not increasing the PIC norm.
Combining the three estimates (4), (5) and (6) we see that
var(f, σk+1) ≤ var(f, σk) + var(f, ck+1) + 2S(M) ‖f‖∞,σk+1
and hence
‖f‖BV (σk+1) = ‖f‖∞,σk+1 + var(f, σk+1)
≤ ‖f‖∞,σk + ‖f‖∞,ck+1 + var(f, σk) + var(f, ck+1) + 2S(M) ‖f‖∞,σk+1
≤ (
(
k + 2(k − 1)S(M)
)(
‖f‖∞,σk +
n∑
j=1
var(f, cj)
)
+ (1 + 2S(M)) ‖f‖∞,σk+1 + var(f, ck+1)
≤
(
k + 2(k − 1)S(M) + 1 + 2S(M)
)
‖f‖PIC(σk+1)
=
(
k + 1 + 2kS(M)
)
‖f‖PIC(σk+1)
and so (3) holds when m = k + 1.
The constant Kσ = M + 2(M − 1)S(M) obtained in the above proof depends on the particular
polygonal mosaic used to decompose σ. The exact way in which the best constant depends on σ is not
known, but examples such as the one in Figure 10 show that there is no bound which is independent
of the number of component curves.
Corollary 1 Suppose that σ ∈ PIC. Then ‖·‖PIC(σ) is equivalent to ‖·‖BV (σ).
Corollary 2 Suppose that σ, τ ∈ PIC. If σ is homeomorphic to τ then BV (σ) is isomorphic to BV (τ).
Proof Using the construction in Section 6, we can write σ = ∪ni=1ci and τ = ∪
n
i=1c
′
i with a home-
omorphism h : σ → τ which maps ci → c
′
i via the arc-length parameterization. For f : σ → C
define
Φ(f)(z) = f(h−1(z)), z ∈ τ.
Then pvar(f, ci) = pvar(Φ(f), c
′
i) and so ‖f‖PIC(σ) = ‖Φ(f)‖PIC(τ). By Corollary 1 this means that
Φ is a continuous map from BV (σ) to BV (τ). Since Φ−1(g) = g ◦ h, it follows that Φ is actually an
isomorphism.
8 Absolutely continuous functions
The isomorphism Φ : BV (σ) → BV (τ) defined in the proof of Corollary 2 is of the form Φ(f) =
f ◦ h−1 for a particular homeomorphism h : σ → τ . In fact the choice of homeomorphism here is
not particularly important. One just wants a function which maps each component curve ci ⊆ σ
continuously onto the corresponding curve c′i ⊆ τ . As discussed in Section 1 however, a badly chosen
homeomorphism may not send AC(σ) functions to AC(τ) functions. Our aim now is to show that
one may choose a homeomorphism which preserves these subalgebras.
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Let c be the graph of a convex function k : [0,1] → C. For g : [0,1] → C, define Ψ(g) : c → C by
Ψ(g)(x,k(x)) = g(x). Then, by Theorem 4,
‖g‖BV [0,1] = ‖g‖∞ + var(g, [0,1])
= ‖Ψ(g)‖
∞
+ pvar(Ψ(g), c)
≤ 2 (‖Ψ(g)‖∞ + var(Ψ(g), c))
= 2 ‖Ψ(g)‖BV (c)
≤ 2 (‖g‖∞ + pvar(Ψ(g), c))
= 2 ‖g‖BV [0,1] .
So BV (c) is isomorphic to BV [0,1]. The more delicate thing is to check that Ψ preserves absolute
continuity.
Proposition 2 With Φ as above, f ∈ AC[0, L] if and only if Ψ(f) ∈ AC(c).
Proof It is known (see [3, Proposition 4.4]) that Ψ is a norm-decreasing algebra homomorphism from
AC[0, L] to AC(c).
Suppose first that p ∈ AC(c) is a polynomial in two variables. Then pr(x) = p(x, k(x)), is differ-
entiable on (0, L) with
p′r(x) = ∇p(x, k(x)) · (1, k
′(x)).
By the Fundamental Theorem for Line Integrals
p(x,k(x))− p(0, k(0)) =
∫ x
0
∇p(s, k(s)) · (1, k′(s)) ds
or
pr(x) = pr(0) +
∫ x
0
p′r(s) ds
and hence pr is absolutely continuous. Of course pr = Ψ
−1(p).
Suppose now that g ∈ AC(c) and that ǫ > 0. Then there exists a polynomial p ∈ P2 such that
‖g − p‖BV (c) <
ǫ
2 . Then∥∥∥Ψ−1(g)− Ψ−1(p)∥∥∥
BV [0,1]
=
∥∥∥Ψ−1(g)− Ψ−1(p)∥∥∥
∞
+ var(Ψ−1(g)− Ψ−1(p), [0,1])
= ‖g − p‖∞ + pvar(g − p, c)
≤ 2(‖g − p‖∞ + var(g − p, c)
= 2 ‖g − p‖BV (c) < ǫ.
Since AC[0,1] is a closed subalgebra of BV [0, 1] it follows that Ψ−1(g) ∈ AC[0,1]. Thus Ψ is a
continuous Banach algebra isomorphism.
Of course the map h : [0, L] → c, h(x) = (x, k(x)) is a homeomorphism, and it is an easy con-
sequence of the proposition that Φ(f) = f ◦ h−1 is a Banach algebra isomorphism from AC[0, L] to
AC(c). By a suitable rotation and rescaling we an conclude the following.
Theorem 5 Suppose that c is a projectable convex curve in R2. Then AC(c) ≃ AC[0,1].
9 A cut-off function lemma
Every closed half-plane in R2 can be written as H = {x : (x− u) · v ≥ 0} for some u,v ∈ R2, with
‖v‖ = 1. For ǫ > 0 let
gǫ(t) =

0, if t ≤ ǫ2 ,
2t−ǫ
ǫ , if
ǫ
2 < t < ǫ,
1, if t ≥ ǫ.
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If, as usual σ is a nonempty compact subset of the plane and we define hH,ǫ : σ → C by
hH,ǫ(x) = gǫ((x− u) · v)
then hǫ ∈ AC(σ).
Suppose that P is a closed convex polygon. Then P can be written as the intersection of closed
half-planes, P =
⋂n
i=1Hi. Given ǫ > 0 we can define corresponding ‘cut-off’ functions hi,ǫ as above
corresponding to these half planes. For ǫ sufficiently small the function hǫ =
∏n
i=1 hi,ǫ is then an
AC(σ) function which is zero on an open neighbourhood of the complement of P and which is 1 on
a smaller convex polygon in the interior of P .
Recall that var(fg, P ) ≤ ‖f‖∞ var(g, P ) + ‖g‖∞ var(f, P ). Since for each i, ‖hi‖∞ = 1 and
var(hi, P ) = 1, a simple induction proof shows that var(hǫ, P ) ≤ n. Consequently, if c is any convex
curve in P , then
pvar(hǫ, c) ≤ 2 var(hǫ, c) ≤ 2 var(hǫ, P ) ≤ 2n. (7)
10 The AC joining lemma
Theorem 6 Suppose that σ = ∪nk=1ck ∈ PIC is represented as a union of projectable convex curves. Let
σ0 = ∪
n−1
k=1ck be connected and suppose that f ∈ BV (σ). Then f ∈ AC(σ) if and only if f |σ0 ∈ AC(σ0)
and f |cn ∈ AC(cn).
Proof The forward implication follows from the general results about restricting AC functions (see
[3, Lemma 4.5]).
For the reverse direction, by scaling, rotating and reflecting as necessary we can assume that the
endpoints of c = cn are 0 and 1, and that c lies in the closed upper half-plane. We shall assume first
that both 0 and 1 lie in σ0; the case where c joins to σ0 at just one endpoint is similar. Let P denote
the polygon containing c from a suitable polygonal mosaic for σ, and let m denote the number of
sides of P .
By Proposition 2 the function fr(Rez) = f(z), z ∈ c lies in AC[0,1]. We can therefore define
fc : σ → C by
fc(z) =

f(0), if Re z < 0,
fr(Rez), if 0 ≤ Rez ≤ 1,
f(1), if Re z > 1.
By [3, Proposition 4.4], fc ∈ AC(σ). It follows then that g = f − fc is in BV (σ). Our aim is to show
that g ∈ AC(σ) and hence that f = g + fc is in AC(σ).
Since by hypothesis f |σ0 ∈ AC(σ0) and, by restriction, fc|σ0 ∈ AC(σ0) we have that g|σ0 ∈
AC(σ0). Clearly g|c is identically zero.
It will suffice now to show that there are q ∈ AC(σ) arbitrarily close to g, since this will imply
that g ∈ AC(σ). Fix ǫ > 0.
Using the equivalence of the norms, there exists p ∈ P2 such that ‖g − p‖PIC(σ0) < ǫ. Then
|p(0)| = |p(0)− g(0)| ≤ ‖p− g‖∞ ≤ ‖p− g‖PIC(σ0) < ǫ.
Similarly |p(1)| < ǫ. Let pr : [0, 1] → C be defined by pr(Rez) = f(z), for z ∈ c. Then pr ∈ AC[0,1]
so there exists δ > 0 such that var(pr, [0, δ]) < ǫ and var(pr, [1− δ,1]) < ǫ. It follows that |pr(t)| < 2ǫ
for t ∈ [0, δ ∪ [1− δ,1].
Consider the curves
cL = {z ∈ c : 0 ≤ Rez ≤ δ},
cδ = {z ∈ c : δ ≤ Re z ≤ 1− δ},
cR = {z ∈ c : 1− δ ≤ Rez ≤ 1}.
14 Shaymaa Al-shakarchi, Ian Doust
Since cδ is a compact set, there is a positive minimum distance η from this set to the boundary of P .
By the results of the previous section there exists a cut-off function h ∈ AC(σ) such that h(z) = 1
for z ∈ cδ , and h(z) = 0 for z ∈ σ0. Let q = p(1− h). Then certainly q ∈ AC(σ). Then
‖g − q‖BV (σ) ≤ KP ‖g − q‖PIC(σ)
≤ KP
(
‖g − q‖∞ +
n∑
k=1
pvar(g − q, ck)
)
= KP
(
‖g − q‖c,∞ + pvar(g − q, c)
)
= KP
(
‖q‖c,∞ + pvar(p(1− h), c)
)
≤ KP
(
2ǫ+ pvar(p(1− h), cL)
+ pvar(p(1− h), cδ) + pvar(p(1− h), cR)
)
≤ KP
(
2ǫ+ ‖p‖cL,∞ pvar(1− h, cL) + pvar(p, cL) ‖1− h‖cL,∞
+ ‖p‖cR,∞ pvar(1− h, cR) + pvar(p, cR) ‖1− h‖cR,∞
)
≤ KP
(
2ǫ+ ǫpvar(1− h, cL) + ǫ+ ǫpvar(1− h, cR) + ǫ
)
≤ KP
(
4 + 4m
)
ǫ
using (7). Since this can be made arbitrarily small by a suitable choice of ǫ, we are done.
The case where c joins σ0 at just a single point is similar.
An easy induction proof then shows the following.
Corollary 3 Suppose that σ = ∪nk=1ck ∈ PIC is represented as a union of projectable convex curves.
Suppose that f ∈ BV (σ). Then f ∈ AC(σ) if and only if f |ci ∈ AC(ci) for all i.
We can now give our Gelfand-Kolmogorov type theorem for PIC sets.
Theorem 7 Suppose that σ, τ ∈ PIC. Then AC(σ) is isomorphic to AC(τ) if and only if σ is homeomor-
phic to τ .
Proof As before, we only need to show the reverse implication. Suppose then that σ, τ ∈ PIC and
that σ is homeomorphic to τ .
We saw in Section 6 that we can find simple polygonal mosaics for σ and τ which split these sets
up as drawings of isomorphic graphs. In particular we can write
σ =
n⋃
i=1
ci, τ =
n⋃
i=1
c′i
where ci and c
′
i are matching edges of the associated graphs. If necessary one could use Proposition 1
and the Partition Lemma to further refine this decomposition so that each curve is projectable, so
we will assume that all the curves have this property.
By Theorem 5, for each i, AC(ci) and AC(c
′
i) are both isomorphic to AC[0,1] via the homeomor-
phisms which projects these curves onto the line segments joining their endpoints and then rescales
the interval. This in turn generates a homeomorphism hi : ci → c
′
i whose orientation can be chosen
to be consistent with the graph isomorphism in the way it maps endpoints (that is, graph vertices)
from one set to another (see Figure 11).
It follows that the map h : σ → τ determined by h|ci = hi is well-defined, and is a homeomorphism
from σ to τ .
For f : σ → C, let Φ(f) = f ◦ h−1 be the corresponding function defined on τ . As we have seen, Φ
is an Banach algebra isomorphism from BV (σ) to BV (τ). By Corollary 3,
f ∈ AC(σ) ⇐⇒ f |ci ∈ AC(ci) for all i ⇐⇒ Φ(f)|c
′
i ∈ AC(c
′
i) for all i ⇐⇒ Φ(f) ∈ AC(τ).
Thus, AC(σ) is isomorphic to AC(τ).
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ci
x y
c′i
x
′ y
′
hi
Fig. 11 Each homeomorphism hi is a composition of projections and rescaling. One can choose the orientation in
the middle step to make sure that if x′ is the point in τ which corresponds under the graph isomorphism to x ∈ σ
then hi maps x to x
′.
11 A final remark
Most of the results in the thesis concern families of connected compact subsets of the plane. In this
section we discuss how to deal with finite disjoint unions of such sets. The main step is proving
Proposition 3. First we need an extension lemma which is essential given in the unpublished note [9]
(see Lemma 5.2).
Lemma 5 Suppose that σ1, σ2 ⊆ C is are nonempty compact sets with Rex < 0 for all x ∈ σ1 and
Rex > 0 for all x ∈ σ2. Let σ = σ1 ∪ σ2. Suppose that g ∈ AC(σ1) and that gˆ : σ → C is defined by
gˆ(x) =
{
g(x), if x ∈ σ1,
0, if x ∈ σ2.
.
Then gˆ ∈ AC(σ).
It is worth remarking that the separation of the two components is vital here. On cannot in
general extend an absolutely continuous function on a compact set σ1 to an absolutely continuous
function on a superset by setting it to be zero off σ1.
Proof Fix ǫ > 0. Since g ∈ AC(σ1) there exists a polynomial p ∈ P2 such that ‖g − p‖BV (σ1) <
ǫ
2 . Let
χ denote the characteristic function of the left half-plane, restricted to σ. Then χ ∈ AC(σ) and so
pˆ = χp ∈ AC(σ) too. Let δ = gˆ − pˆ.
Let S = [x0,x1, . . . ,xn] be an ordered list of elements in σ. Partition the indices 1, . . . , n into
disjoint sets
J1 = {j : xj−1,xj ∈ σ1},
J2 = {j : xj−1,xj ∈ σ2},
J3 = {1, . . . , n} \ (J1 ∪ J2).
Note that vf(S) must be at least as large as the number of elements in J3. Then, noting that δ is
identically zero on σ2, and treating empty sums as zero,
n∑
j=1
|δ(xj)− δ(xj−1)| =
3∑
i=1
∑
j∈J1
|δ(xj)− δ(xj−1)|
≤
∑
j∈J1
|δ(xj)− δ(xj−1)|+ |J3| ‖δ‖∞ .
Now
|J3| ‖δ‖∞
vf(S)
≤ ‖δ‖∞ = ‖δ‖σ1,∞ .
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If J1 6= ∅, let S1 = [xj0 , . . . ,xjℓ ] be the sublist of S containing all the xj such that xj ∈ σ1 and at least
one of xj−1 or xj+1 also lie in σ1. Since omitting points from a list can only decrease the variation,
vf(S1) ≤ vf(S). Thus ∑
j∈J1
|δ(xj)− δ(xj−1)|
vf(S)
≤
∑ℓ
i=1 |δ(xji)− δ(xji−1)|
vf(S1)
≤ var(δ, σ1).
It follows that (whether J1 = ∅ or not)
cvar(δ, S)
vf(S)
≤ var(δ, σ1) + ‖δ‖σ1,∞ = ‖δ‖BV (σ1)
and so ‖δ‖BV (σ) ≤ 2 ‖δ‖BV (σ1) < ǫ. Thus g ∈ AC(σ).
Recall that if A and B are Banach algebras then A⊕B is a Banach algebra under componentwise
operations and the norm ‖(a, b)‖ = max{‖a‖A , ‖b‖B}.
Proposition 3 Suppose that P and Q are disjoint polygons and that σ ⊆ R2 is a compact set such that
σP = σ ∩ P and σQ = σ ∩Q are both nonempty (and necessarily compact). Then AC(σ) is isomorphic to
AC(σP )⊕ AC(σQ).
Proof For f : σ → C, let J(f) = (f |σP , f |σQ). By the general restriction theorems, if f ∈ AC(σ) then
J(f) ∈ AC(σP ) ⊕ AC(σQ). Indeed J is a norm 1 Banach algebra homomorphism. To complete the
proof we need to show that J is onto and that it has a continuous inverse.
Suppose then that fP ∈ AC(σ). Define fˆP : σ → C by
fˆP (x) =
{
fP (x), if x ∈ σP ,
0, if x ∈ σQ.
Let S be a large polygon which includes both P and Q in its interior. Following the algorithm in
Section 7 of [8], there exists a finite sequence of locally piecewise affine maps whose composition h is
a homeomorphism of the plane which maps S to a triangle and P and Q to triangles with disjoint
projections on the real axis.
S
P
Q
h
h(P ) h(Q)
Fig. 12 Transforming polygons to triangles via a sequence of locally piecewise affine maps.
Define g : h(σ) → C by g(x) = fˆP (h
−1(x)). Then certainly g|h(σP ) ∈ AC(σP ) and g|h(σQ) ∈
AC(σQ).
Since h is a composition of locally piecewise affine maps, it generates an isomorphism Φ : AC(σ)→
AC(h(σ)) via Φ(f) = f ◦ h−1.
A consequence of the above is that the map J : AC(σ)→ AC(σP )⊕ AC(σQ), J(f) = ().
Let UPIC denote the family of compact subsets of the plane which are finite unions of pairwise
disjoint sets σm ∈ PIC, m = 1, . . . ,M .
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Theorem 8 Suppose that σ, τ ∈ UPIC. Then AC(σ) is isomorphic to AC(τ) if and only if σ is homeo-
morphic to τ .
Proof Suppose that σ, τ ∈ UPIC are homeomorphic. Then they must have the same number of
connected component, say σ = ∪Mm=1σm and τ = ∪
M
m=1τm. Furthermore, theses sets can be ordered
so that,for each m, σm is homeomorphic to τm, and hence AC(σm) is isomorphic to AC(τm).
Since these subsets are all compact, one can find disjoint polygons P1, . . . , PM so that σm lies in
the interior of Pm. Hence by the last proposition
AC(σ) ≃
M⊕
m=1
AC(σm) ≃
M⊕
m=1
AC(τm) ≃ AC(τ).
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