The Hidden Parallel World of the Microbiome {#sec0005}
===========================================

Our world is dominated by, and wholly dependent on, complex microbial communities (i.e., microbiota) that are not a mere collection of independent individuals but a complex of interconnected ecological communities that communicate, cross-feed, recombine, and coevolve. Microbiome interactions are of course not limited to the immediate microbial community, but also occur between the microbes and their hosts, where they have been shown to play key roles in the development, metabolism, homeostasis, and immunity of their hosts [@bib0395], [@bib0400]. While host-associated microbiomes can show striking variability from one healthy individual to another [@bib0405], perturbations or imbalance in the community composition (generally referred to as dysbiosis) are associated with unfavorable host responses, and sometimes serious pathologies. For example, dysbiosis of the human gut microbiome is associated with a wide range of pathologies, including diarrhea [@bib0410], diabetes [@bib0415], colorectal cancer [@bib0420], inflammatory bowel disease [@bib0425], irritable bowel syndrome [@bib0430], and obesity [@bib0435].

Despite their omnipresence, centrality to life, and clear link to health and disease, we are only beginning to understand how microbes interact with each other and their hosts. Ecological interactions within microbiomes, where for example microorganisms compete for resources [@bib0405] or exchange genetic material [@bib0440], are known to influence microbiome composition and host health [@bib0445], [@bib0450]; nevertheless, the scope and characteristics of these polymicrobial interactions are still largely unexplored [@bib0405]. This is in large part due to the complex interplay that occurs among microbial taxa and their hosts, which makes the function of the collective microbiome more than the function of any of its constituent species [@bib0455], [@bib0460]. This diversity and interdependence challenges classical models of single-species infections, where Koch\'s Postulate can be tested and causality inferred. For example, **microbial synergism** (see [Glossary](#glo0005){ref-type="glossary"}) is reported to cause increased levels of antibiotic resistance, biofilm development, tissue damage, and adaptation to the environment [@bib0465], [@bib0470].

Network-Thinking for Microbiome Research {#sec0010}
========================================

Given the spectrum of host--microbe interactions associated with health, dysbiosis, as well as polymicrobial and single-agent infections, it is becoming increasingly clear that understanding microbiome interactions is essential for understanding microbiome function. These complex communities need to be viewed with an appreciation of the dynamic ecological and evolutionary processes that drive them. And we postulate that ecological insight into these relationships and processes will help in the development of therapeutic approaches to prevent dysbiosis, microbial infections, and other microbiome-associated pathologies [@bib0455].

Systems-oriented, graph-theoretical approaches can facilitate microbiome analysis and enhance our understanding of complex ecological and evolutionary processes. Microbiota are complex in both structure and function due to their dynamic nature, compositional variability, and their ability to self-reproduce and self-organize. This complexity can be well represented and modelled as **networks** (see [Box 1](#tb0010){ref-type="boxed-text"} for a summary of network types). A key feature of network theory is that the architectural features of networks appear to be universal to most complex systems, including microbiomes, molecular interaction networks, computer networks, microcircuits, and social networks. This universality paves the way for using expertise developed in well-studied non-biological systems to characterize the intricate interwoven relationships that shape microbial interactions. The unparalleled value of network theory becomes apparent in cases where the goal is revealing patterns behind small- and large-scale ecological and evolutionary processes within high dimensional datasets with complex distributions [@bib0475]. The application of network theory to microbiome studies can be used to model the co-occurrence of microorganisms, find microbial relationships essential for community assembly or stability, and deduce the influence of various interactions on the host health. We feel that a more widespread application of network theory in microbiome analysis will provide valuable insights into the organization, function, and evolution of these important communities.Box 1Network TypesThe vast majority of highly diverse networks found in both natural and anthropogenic systems can be assigned to a small number of network types based on their topology or architecture. The first network model described mathematically in the literature is the *random network* introduced in 1960 by Paul Erdős and Alfred Rényi [@bib0650]. This model assumes a network of randomly interconnected nodes, in which some nodes are sparsely connected, whereas others have many more links ([Figure I](#fig2){ref-type="fig"} B). Nodes' degrees, therefore, follows a Poisson distribution, and most nodes have a number of connections comparable to the network\'s average degree.Figure IFour Main Types of Network. The top panel shows the network representations of the four main types, each consisting of 100 nodes. The middle panel shows the same networks in a circular layout to accentuate the differences between the network types. The bottom panel shows plots of two node centrality measures as well as the degree distribution for each of the above networks (all measurements are standardized). (A) Regular network: each node has exactly the same number of links. (B) Random network: nodes are randomly connected to each other. (C) Small-world network: most nodes can be reached from any other node through a short path. (D) Scale-free network: the degree distribution of nodes follows a power law.In natural or artificial networks, however, the distribution of nodes' degrees rarely, if ever, follows a Poisson distribution. Most networks show a power-law degree distribution, where a few nodes have a very large number of connections, while other nodes have no or few connections [@bib0655]. The highly connected nodes are called hubs, and networks following a power-law degree distribution are often called scale-free networks ([Figure I](#fig2){ref-type="fig"}D). Cellular networks, genetic regulatory networks, and protein--protein interaction networks are biological examples of scale-free networks [@bib0660], [@bib0665]. S-metric developed by Li and colleagues [@bib0670] is a useful method for explaining the differences between networks that have identical degree sequence, especially if they are scaling (i.e., there are bivariate relationships of power-law types, by which one attribute relates to another attribute raised to a power, called power-law or scaling exponent).Small-world networks, by contrast, describe a model in which most nodes are accessible to every other node through a relatively short **path** ([Figure I](#fig2){ref-type="fig"}C). In other words, a small-world network is a network in which **diameter** increases proportionally to the logarithm of the number of nodes [@bib0675]. In this regard, small-world networks might resemble random networks. However, unlike random networks they show high local clustering among their components, which makes them more similar to regular networks (i.e., highly ordered nonrandom networks where all the nodes have exactly the same degree; [Figure I](#fig2){ref-type="fig"}A). This intermediate status of small-world networks has allowed Humphries and Gurney [@bib0680] to develop a testable measure of small-world-ness based on the compromise between high local clustering and **shortest path** length of the networks. Many real-life networks including technological, biological, social, and information networks have been characterized as small-world networks [@bib0675].

Constructing Microbiome Networks {#sec0015}
================================

A wide range of methods have been used to construct ecological networks based on microbiome data. These approaches vary in their efficiency, accuracy, speed, and computational requirements, and span from simple pairwise Pearson or Spearman correlation measures, to more complex multiple regression and **Gaussian graphical models**. Some of the methods, such as correlation-based methods, are quite popular due to their speed and ease of use [@bib0480], while others, such as **probabilistic graphical models**, have not been used extensively to address biological questions, but have seen good success in other fields and gained a reputation for accuracy and minimal bias. Here we will discuss some of the different methods used to construct microbiome networks.

Dissimilarity-Based Methods {#sec0020}
---------------------------

The simplest and fastest way to construct co-occurrence networks from operational taxonomic unit (OTU) microbiome data is to use a pairwise dissimilarity index such as Bray--Curtis or Kullback--Leibler. Usually, the significance of pairwise (dis-)similarity scores is evaluated through a permutation test [@bib0485], and all significant pairwise connections are aggregated to construct a microbiome network. Faust and colleagues [@bib0485] developed a pipeline based on an ensemble approach to predict interactions in the oceanic plankton community [@bib0490]. This pipeline combines a number of measures of dependency, such as correlation (e.g., Spearman), similarity (e.g., mutual information), and dissimilarity (e.g., Kullback--Leibler).

Correlation-Based Methods {#sec0025}
-------------------------

A popular alternative to dissimilarity-based network inference is correlation-based techniques. These methods detect significant pairwise interactions between OTUs using a correlation coefficient such as Pearson\'s product-moment correlation coefficient or Spearman\'s nonparametric rank correlation coefficient. Correlation-based network inference has been successfully used to study human gut [@bib0495], soil [@bib0500], and phyllosphere [@bib0505] microbiomes. For example, Arumugam and colleagues [@bib0495] identified three robust human gut enterotypes that were not nation- or continent-specific by analyzing a combined dataset of newly sequenced and published fecal metagenomes of individuals from four countries. However, the use of correlation coefficients to detect dependencies between members of a microbiome suffers from limitations such as detecting spurious correlations among low-abundance OTUs in zero-inflated data or being sensitive to compositionality [@bib0510]. Weiss *et al*. [@bib0515] evaluated the performance of eight correlation methods on both synthetic and real data in response to challenges specific to microbiome studies and assessed their ability to distinguish signals from noise and detect a range of ecological and time-series relationships. They reported the performance level and shortcomings of each method and provided specific recommendations for correlation technique usage.

Regression-Based Methods {#sec0030}
------------------------

Network inference methods based on pairwise association metrics such as Bray--Curtis and Pearson coefficient are not able to capture more complex forms of polymicrobial interactions [@bib0485]. One obvious alternative is to use multiple regression analysis to infer the abundance of one species from the combined abundances of other taxa. Although the method is simple and frequently used, the meaning and interpretation of regression results can be more difficult. For instance, the successfully predicted links might not always mean that there is an underlying biological basis for the association. Moreover, regression-based methods suffer from overfitting that increases with the number of predictor variables, and is associated with an commensurate increase in the number of false positives. Overfitting can be remedied by using sparse regression and cross-validation. One example of using logistic regression models in microbiome network analysis is the study of independent associations between bacteria, viruses, and risk factors in the upper respiratory tract of young children [@bib0520]. Using this approach, van den Bergh and colleagues found that *Streptococcus pneumoniae* colonization was positively correlated with the presence of *Haemophilus influenzae*, *Moraxella catarrhalis*, human rhinoviruses, and enteroviruses, and negatively correlated with the presence of *Staphylococcus aureus*. They also observed a strong positive association between *S. aureus* and influenza viruses and a negative association between human rhinoviruses and coronaviruses [@bib0520].

Probabilistic Graphical Models {#sec0035}
------------------------------

As a recently developed framework, probabilistic graphical models (PGMs) employ ideas from discrete data structures in computer science to efficiently measure uncertainty in high dimensional data using probability theory. In other words, PGMs deal with uncertainty and complexity through the use of probability theory and graph theory, respectively. **Bayesian networks** (also called belief networks) and Markov networks (MN; also called **Markov random fields, MRFs**) are the most popular graphical models used. PGMs use graphs as the foundation for both measuring joint probability distributions (from which we can obtain marginal and conditional probabilities) and representing sets of conditional dependence and independence relations within data in a compact fashion. PGMs can be categorized as directed versus undirected, static versus dynamic, and probabilistic versus decisional. In microbiome networks, links between OTUs represent symmetric undirected associations unless networks are built from time series data, where the change of one factor may temporally lead or follow another factor. Static PGMs model a set of variables represented at a certain point in time, whereas dynamic PGMs model a set of variables across various time points. Finally, while probabilistic models only include random variables, decisional PGMs also consider decision and utility variables. Markov networks are examples of undirected graphical models satisfying the Markov property such that a variable is independent of all other variables given its neighbors. In general, however, undirected graphs are consisted of three main groups: (i) correlation graphs, (ii) partial correlation graphs, and (iii) conditional independence graphs. These models are described in detail in [Box 2](#tb0015){ref-type="boxed-text"} .Box 2Network Construction Using Probabilistic Graphical Models (PGMs)**Correlation Graphs**In a correlation PGM, Pearson\'s correlation or Kendall\'s tau (which is more robust to outliers) can be used as the measure of associations in conjunction with a permutation test or a false discovery rate (FDR) calculator to control for multitesting. However, classical tests relying on Pearson\'s or Kendall\'s correlation coefficients are not guaranteed to detect all modes of dependence between the random variables.**Partial Correlation Graphs**Partial correlation measures the degree of association between two random variables excluding the effect of a set of controlling random variables. Unlike Pearson correlation, partial correlation of two OTUs calculates the amount of correlation left after eliminating the influence of other OTUs. Graphical Gaussian models (GGMs) are one example of methods using partial correlation to calculate relationships within data. GGMs are shown to be very effective in inferring conditional dependency and modeling interactions among genes [@bib0685]. Partial correlation has also been used to infer bacterial--bacterial, viral--bacterial and viral--viral associations in microbial communities in the upper respiratory tract of healthy children [@bib0520]. The main drawback of this method is that it cannot reliably estimate the partial correlation in high dimensional datasets, where the number of samples is smaller than the number of dimensions. This is due to the sample covariance of the data being noninvertible, which is required to calculate partial correlations.**Conditional Independence Graphs**Two events *A* and *B* are conditionally independent given a third event *C*, precisely if the knowledge of whether *A* occurs provides no information on the likelihood of *B* occurring and vice versa. In the special case of normality (i.e., Gaussian distribution), conditional independence graphs are equivalent to partial correlation graphs. Graphs constructed based on conditional independence are the most accurate and informative undirected graphs, but they are also the most difficult to construct due to the larger ratio of observations to the number of variables required for accurate estimation of conditional relationships. Most high-throughput datasets lack this property. To resolve this issue, low-order conditional independence graphs have been proposed to simplify the graphical model. This approach is based on the assumption that for sparse graphical models, the zero- and first-order conditional independencies are reasonably accurate estimation of the full conditional independencies within data. Low-order conditional independence graphs have previously been used to find dependencies between gene expression profiles and construct genetic networks [@bib0690]. Given the sparsity of microbiome data, we recommend using low-order conditional independence graphs to infer microbiome networks.

Network Inference Methods Robust to Compositionality Bias {#sec0040}
---------------------------------------------------------

Microbiome data usually suffer from two problematic features that confound their analysis. Firstly, OTU data are compositional; meaning that microbial counts are interdependent due to the normalization of counts to the total number of counts in the sample. This interdependence can lead to spurious results when using traditional statistical methods such as Pearson\'s correlation. Secondly, the ratio of observations (samples) to the number of variables (OTUs) is small. Recently, there have been many efforts to develop network construction methods robust to these two issues. These methods are described in [Box 3](#tb0020){ref-type="boxed-text"} .Box 3Network Construction Methods Robust to CompositionalitySPIEC-EASI (SParse InversE Covariance Estimation for Ecological Association Inference) is a novel statistical method trying to combine data transformations developed for compositional data with a sparse graphical model inference framework. SPIEC-EASI builds microbiome networks using sparse **neighborhood** and inverse covariance selection algorithms. SPIEC-EASI has been used to predict previously unknown microbial associations using data from the American Gut project [@bib0695].SparCC (Sparse Correlations for Compositional data), by contrast, infers associations in compositional data by estimating the linear Pearson\'s correlations between the log-transformed components [@bib0700]. SparCC co-occurrence network analysis was employed to find a putative symbiotic relationship between *Chlorella vulgaris* (a high lipid-producing alkaliphilic alga) and *Pseudomonas* sp. in an outdoor, open pond used to produce algal biofuels [@bib0705]. However, log-transformation based methodologies should be used with caution, because assigning statistical significance to associations inferred by these methods have been shown to be problematic. Log transformation cannot be applied to zeros, which are frequent in microbiome data. To address this issue, zeros are usually substituted with a small value, known as a pseudocount. However, the choice of pseudocount values can influence the results drastically [@bib0710].Faust *et al.* [@bib0485] developed a permutation-renormalization bootstrap method (ReBoot) to evaluate the significance of Pearson\'s correlation coefficients (as well as other similarity, dissimilarity and correlation measures; packaged in a tool called CoNet [@bib0715]) estimated from compositional data while mitigating the compositionality bias. ReBoot was applied on 20 different 16S rDNA sequencing data sets to investigate how co-occurrence networks differ across biomes and what factors influence their properties [@bib0720]. The main finding of this study was that count matrix properties, such as sequencing depth and evenness, are potential confounding factors that might influence network construction and should be taken into account while interpreting or comparing microbiome networks.REBACCA (Regularized Estimation of the BAsis Covariance based on Compositional dAta), a newer method in this category, tries to identify significant co-occurrence patterns by finding sparse solutions to a system with a deficient rank [@bib0725]. To be specific, REBACCA estimates the correlations between pairs of basis abundance using the log ratio transformation of count or proportional data. Application of REBACCA on a metagenomic dataset of mouse skin microbiota showed that the microbial correlation patterns in immunized samples are different from the nonimmunized ones due to the response of a group of Bacteroidetes and clostridia (associated with anaerobic infections) to immunization [@bib0725].CCLasso (Correlation inference for Compositional data through Lasso) is yet another method developed to infer correlations from compositional data [@bib0730]. CCLasso uses least squares with L1 penalty after log ratio transformation for raw compositional data to infer the correlations among microbes through a latent variable model. ℓ1 penalized estimation methods are usually used to prevent overfitting due to either collinearity of the covariates or high-dimensionality.MENAP (Molecular Ecological Network Analysis Pipeline) is a Random Matrix Theory (RMT)-based method that is developed to address the issue of arbitrary choice of threshold used to include or exclude interaction from ecological networks [@bib0735]. This method automatically identifies a threshold and defines an adjacency matrix based on that. Finally, an undirected network graph will be constructed from the adjacency matrix.MInt (Microbial Interaction) is a Poisson-multivariate normal hierarchical model to find taxon-taxon interactions from metagenomic count data by controlling for confounding predictors at the Poisson layer, and capturing direct microbial interactions at the multivariate normal layer, using an ℓ1 penalized precision matrix [@bib0740]. MInt was shown to outperform SparCC and graphical lasso methods in both synthetic and experimental experiments.

Detecting Biologically Important Clusters from Networks {#sec0045}
=======================================================

Clusters (also known as modules) are elementary units of any biological network, and their identification and characterization provides us with more information about the local interaction patterns in the network and their contribution to the overall structure, connectivity, and function of the network ([Figure 1](#fig0005){ref-type="fig"} , Key Figure, panel D). Clusters are biologically important when considered as isolated, taxonomic, evolutionary or functional modules. High modularity indicates that the network has dense connections within certain groups of nodes and sparse connections between these groups. Several approaches have been developed to detect clusters within networks with varying degrees of success, which is partly due to inherent clustering ambiguity of the real-world networks. Identifying clusters within a biological network (e.g., groups of coexisting or coevolving microbes contributing towards a disease, or groups of functionally related molecules) is a key issue in network biology and one that is likely to grow in importance in the near future. We can identify these clusters either by using network topology to reveal the modular structure of the data, or by taking advantage of supplementary data (such as 'omics data and biomedical metadata), along with network topology to find closely tied clusters of nodes within networks. Topological clustering methods including hierarchical top-down and bottom-up methods, multilevel and Markov clustering algorithm are described in detail in [Box 4](#tb0025){ref-type="boxed-text"} .Figure 1Key Figure: Microbiome Network Analysis(A) A microbiome network built from an OTU table. Each blue node represents a microbe from the microbiome, and each gray link represents a pairwise co-occurrence or interaction. (B) The same microbiome network with nodes' sizes proportionate to HITS scores computed for all the microbes. (C) The same microbiome network with hub (keystone) species highlighted in red. (D) The same microbiome network with microbes clustered into five distinct groups.Box 4Topological Clustering Methods for Partitioning Data into Biologically Meaningful Subgroups**Edge betweenness** is a popular method in which links are removed in the decreasing order of their betweenness scores [@bib0745]. The betweenness score of any given edge is the number of shortest paths that pass through that edge.**Leading eigenvector** tries to optimize a quality function called modularity [@bib0750]. In each step, the network is split into two parts in a way that the separation itself yields a significant increase in the modularity. One drawback of this method is that it might not work on degenerate (or sparse) networks.**Fast greedy** tries to optimize a modularity function too, but in a greedy manner. Initially, every node belongs to a separate cluster, and clusters are merged iteratively if the merge is locally optimal until it is not possible to increase the modularity any more. The algorithm is fast and is the method of choice as a first approximation test due to its lack of tunable parameters [@bib0750].**Walktrap** algorithm is based on the general idea that, if one performs random walks on a network, then the walks are more likely to stay within the same cluster due to the assumed higher level of interconnectedness within clusters. Walktrap is slightly slower than fast greedy approach, but it is shown to be more accurate [@bib0750].**Multilevel clustering (Louvain)**, in every step, reassigns the nodes to clusters in a local, greedy manner to find the cluster in which it achieves the highest contribution to modularity [@bib0755]. Then, all the clusters are collapsed into single nodes and the process continues. The stopping condition is met when there is only one single node left or when the modularity cannot be increased any more in a step.**Markov clustering algorithm (MCL)** tries to simulate a stochastic flow within the network structure, strengthening the flow where nodes are highly interconnected and weakening it in other regions until the flow process stabilizes [@bib0760]. MCL has found great popularity in network biology and has been used to characterize protein families within protein networks [@bib0765], detect orthologous and homologous groups [@bib0770], predict protein complexes from protein interaction networks [@bib0775], find gene clusters base on expression profiles [@bib0780], and to find clusters of putative pathogens and growth-promoting bacteria in phyllosphere microbiome [@bib0505].

Revealing the modular structure of a microbiome co-occurrence network based on its topology will provide us with invaluable insights into complex polymicrobial interactions and co-occurrence patterns. However, topological approaches reveal no information on the underlying mechanisms shaping the modularity. A more insightful analysis will use other types of available data in combination with network topology to infer biologically significant modules. Such integrative algorithms can expand on topological approaches by evaluating both network connectivity and the correlations within biological and medical profiles across multiple samples or conditions. We refer the reader to a recent review of integrative approaches for finding modules in biological networks through merging topological data with 'omics data [@bib0525]. Many of these methods are potentially applicable to the integration of topological structure with biomedical profiles for the inference of modules in microbiome co-occurrence network. Integrative methods, for example, are being used to unify gene expression profiles with the topology of protein--protein interaction networks for the computation of joint membership probability of coregulated modules. A similar approach can be adopted for polymicrobial infections to infer shifts in microbiome composition in response to various antibiotics, by merging antibiotic treatment profiles with microbiome network topology.

Detecting Hub (Keystone) Species from Networks {#sec0050}
==============================================

One of the advantages of network analysis is that it can identify the most important nodes or hubs in a given network ([Figure 1](#fig0005){ref-type="fig"}, panel C). In microbiome analysis, the importance of nodes can take a variety of meanings depending on the context and application. For example, the most important node may be the most influential member in the microbial community, the most essential microbe for community stability, the etiological agent of disease, or the organism responsible for disease transmission. Methods used to identify network hubs fall into one of three general categories: (i) centrality indices, (ii) node influence metrics, and (iii) link analysis methods. Node centrality indices identify which nodes are more central in a given network. A more central node is expected to have more links, reach all the other nodes more quickly, and control the flow between the other nodes. Examples of node centrality indices are **degree** centrality [@bib0530], **node**- and **edge**-betweenness [@bib0530], [@bib0535], **closeness** [@bib0530] and Eigen-centrality [@bib0540]. Centrality indices suffer from two general drawbacks: (i) they only rank nodes, but do not measure the difference between them [@bib0545], and (ii) they underestimate the power of non-hub nodes due to heterogeneous topology of complex networks [@bib0550]. Berry and Widder [@bib0555] investigated the applicability of centrality measures on co-occurrence networks to find keystone species in microbial communities.

Node influence metrics, by contrast, are global metrics devised to measure the influence of all the nodes in a network. Accessibility [@bib0560] and Expected Force [@bib0565] metrics are two well known examples of node influence metrics. The former uses the diversity of random walks to measure how accessible the rest of the network is from a given start node, whereas the latter measures node influence from an epidemiological perspective by computing the spreading power of all network nodes using the combinatorics inherent in local topology. Despite being fundamentally different, both of these measures can be meaningfully computed from the structure of the network alone. Finally, link analysis algorithms are iterative and interactive data-analysis techniques used to evaluate connections between nodes as well as identify, analyze, and visualize patterns in data. The PageRank algorithm [@bib0570] is a well known example (developed and popularized by Google) from this category that works by counting the number and quality of links to a node to determine its importance and assign a numerical weight to it. The underlying assumption of PageRank is that hubs are likely to be more connected to other nodes when compared to non-hub nodes. Hyperlink-Induced Topic Search (HITS) [@bib0575] is another example of link analysis algorithms that estimates an authority score and a hub score for each node in a network. A higher authority score for a node means that node receives connections from many other nodes, whereas a high hub score means that node is pointing to many other nodes. In undirected microbiome networks, however, adjacency matrix is symmetric and the hub scores are the same as authority scores.

Capturing Microbiome Dynamics {#sec0055}
=============================

Under steady conditions, microbial communities can remain stable for long periods of time [@bib0580], but they can also change abruptly in response to small perturbations, such as antibiotic treatment [@bib0585] or change in diet [@bib0590]. Hence, dedicated time-series analysis tools must be used to take full advantage of temporal data, reveal periodic patterns, build predictive models, or quantify irregularities that make community behavior unpredictable. Local similarity analysis (LSA) [@bib0595], [@bib0600], [@bib0605] is a popular method developed to study temporal changes in the composition of microbiota through inferring significant associations among OTUs as well as between OTUs and their host without requiring substantial data reduction. LSA has been successfully employed to relate the taxonomic groups to various seasonal events using temporal dynamics data, revealing both contemporaneous and time-lagged correlation patterns among populations in the bacterioplankton community members and their associations to environmental variables [@bib0610].

An alternative to LSA is using Bayesian network models. There are two types of Bayesian network model for dynamic processes: dynamic Bayesian networks (DBNs), and temporal event networks (TENs). A DBN consists of a series of time slices (or snapshots), each representing the state of all the variables at a certain time. In contrast, a node in a TEN represents the time of occurrence of an event or a change in its state. TENs are simpler, more efficient, and thus more suitable for problems involving only few state changes in the temporal range of interest. Application of DBN model on infant gut microbial ecosystem has resulted in capturing specific relationships and general trends, such as increasing amounts of clostridia, residual amounts of bacilli, and increasing amounts of Gammaproteobacteria that later receded in favor of clostridia [@bib0615]. Moreover, Faust and colleagues introduced a time-varying network construction method to infer temporal variation of microbial interactions. They suggested that this method could be combined with DBN to build a time-varying dynamic Bayesian network method [@bib0620].

Integrative Network Analysis {#sec0060}
============================

Microbiome data are usually accompanied by various types of metadata such as age, body-mass index, diet, antibiotic regimens, and performance measures of the affected organs. Integrating significant microbial associations detected from OTU tables with metadata measurements of interest not only will provide us with valuable insights into the dynamics of the interactions between external factors and the microbial community, but also can help us understand how the detected relationships might change when additional variables are taken into account. Nevertheless, determining the conditional independence relationships of all variables within a microbial community is a daunting challenge. For example, a well known probabilistic approach to represent dependencies within data is using an MRF in the form of an undirected graphical model. However, estimating the MRF underlying the multivariate distribution over all variables is extremely difficult when variables are coming from different domains (e.g., continuous, ordinal, categorical and count-valued).

**Mixed graphical models** (**MGM**) have recently been proposed to estimate the MRF underlying a joint distribution over mixed variables [@bib0625]. More advanced methods, such as data fusion approaches, are capable of mining heterogeneous datasets and directly exploit associated data without the need to transform data types into a common data space. Data fusion approaches have been successfully applied to predict gene function [@bib0630], mine disease--disease associations [@bib0635], to predict drug toxicity [@bib0640], and infer gene networks [@bib0645]. Mixed graph models have a huge yet untapped potential for finding relationships between microbial associations (e.g., in the form of network hubs or clusters) and external factors or conditions that are assumed to influence or be under influence of microbial community. For example, these models can help tie a change in disease severity to alterations in microbial interactions, or associate a modification in antibiotic regimen to shifts in microbiome composition.

Concluding Remarks {#sec0065}
==================

Despite significant advances in the past few years, the use of network biology is still in its infancy, mainly due to its complexity in terms of both concept and implementation. While we can see formidable potential for network-based analytic approaches, significant work must still be done before we approach a full systems-level understanding of microbe--microbe and host--microbe interactions using network theory. Understanding, diagnosing, and therapeutically treating dysbioses can undergo tremendous progress through the application of advanced network theory approaches, ranging from characterization of network topologies and cluster detection, to the integrative dynamic analyses that are able to characterize the interplay between microbiomes and external stimuli. Additionally, most current work concentrates on snapshots of activity in a few selected environments and in an abstract space. Moreover, the vast majority of network-based studies so far have focused on microbial co-occurrence or co-exclusion networks, which usually lead to partial or inadequate interpretation of the state and properties of the microbial community. However, a more insightful understanding of these complex interactions will require the analysis of data collection as a whole using advanced network theory. Integrative analyses will enable us to look at all types of interaction (e.g., metabolic, regulatory, spatial, etc.) within the microbiome, and can offer further insights into how the microbiome affects the host and vice versa. The result of such an integrative analysis will be a network of networks, which will lead to a more comprehensive understanding of the complex interplay of internal and external interactions involved in microbiome behavior, or the role of the microbiome in host health and disease. Application of network biology will significantly enhance our understanding of human microbiome, in particular, and will ultimately have important implications for our understanding of diseases and the eventual targeted pharmaceutical modification of diseased modules. Enhanced knowledge of microbial interactions will also improve manipulation of microbiome composition and function, which can occur through the introduction of new members to the community (e.g., probiotics and fecal transplantation), or the removal of unwanted members (e.g., antibiotics and intestinal lavage).Outstanding QuestionsAre there keystone hub species (OTUs) that have an outsized influence on microbiome and host function, and can we identify these via network theory? What roles do these hub species play in ecological community stability, and how do they influence host and environmental health?What groups of co occurring or co evolving microbes are found in microbiomes? Do these groups function as symbiotic microbial consortia that influence host and environmental health? Is network theory the best analytical approach for identifying these co occurrences?How can network theory be most effectively used to find the signatures of ecological interactions that result in microbiome stability or dysbiosis?How can integrative, systems-level analyses of microbiomes be used to better understand commensal and pathogenic mechanisms of host--microbe interactions?What are the impacts of ecological, evolutionary, and co evolutionary processes occurring within the microbiome on the host?

Bayesian network (BN)

:   a probabilistic graphical model to represent conditional dependencies between random variables via a directed acyclic graph (DAG; a finite directed graph with no cycles).

Closeness (of a node)

:   the sum of the length of the shortest paths between each node and all other nodes in the network is that node\'s closeness.

Degree

:   the number of edges connecting each node to the rest of the network is that node\'s degree. In a directed network, indegree of a node is the number of edges leading to that node and the outdegree of a node is the number of edges leading away from that node.

Diameter

:   the maximum of pairwise distances between every two nodes.

Edge (link)

:   a link between each pair of nodes is called an edge.

Gaussian graphical model (GGM)

:   an undirected probabilistic graphical model for estimation of partial correlations as a measure of conditional dependence of any two variables to infer direct interactions between them.

Markov random field (MRF)

:   a probabilistic graphical model similar to Bayesian network that satisfies Markov properties (i.e., conditional probability distribution of future states of the process depends only on the present state). However, MRF is undirected and could be cyclic (i.e., nodes being connected in a closed chain).

Microbial synergism

:   when synchronized action of a group of microbes is greater than the sum of the individual species actions.

Mixed graphical model (MGM)

:   a graphical model to represent heterogeneous (mixed) datasets including both continuous and discrete variables.

Neighborhood

:   the neighborhood of a node is made up of all the other nodes connected to that node by an edge.

Network (graph)

:   a group of two or more interconnected objects (e.g., microbial taxa).

Node

:   each object in a network is called a node.

Path

:   a sequence of edges, which connects a pair of nodes by possibly walking through any number of other nodes.

Probabilistic graphical model (PGM)

:   a probabilistic model in which the conditional dependence between random variables are depicted as a graph. In such a graph, the edges correspond to direct probabilistic interactions between the variables.

Shortest path

:   a path between two nodes in a network such that the sum of the weights of its constituent edges is minimized.
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