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Although the grey forecasting models have been successfully utilized in many ﬁelds and
demonstrated promising results, literatures show their performance still could be
improved. The grey prediction theory is methodology and it is necessary to constantly
present new models or algorithm based on the theory to improve its performance, predic-
tion accuracy especially. For this purpose, this paper proposes a new prediction model
called the deterministic grey dynamic model with convolution integral, abbreviated as
DGDMC(1,n). Improvements upon the existing grey prediction model GM(1,n) are made
to a large extent and the messages for a system can be inserted sufﬁciently. The major
improvements include determining the unbiased estimates of the system parameters by
the deterministic convergence scheme, introducing the ﬁrst derivative of the 1-AGO data
of each associated series into the DGDMC(1,n) model to strengthen the indicative signiﬁ-
cance and evaluating the modelling 1-AGO data of the predicted series by the convolution
integral. The indirect measurement of the tensile strength of a material for a higher tem-
perature is adpoted for demonstration. The results show that the accuracy of indirect mea-
surement is higher by the DGDMC(1,n) model than by the existing GM(1,n) model.
 2008 Elsevier Inc. All rights reserved.1. Introduction
Box et al. [1] discuss a discrete dynamic system to be represented by the general linear difference equationð1þ n1rþ    þ nprpÞXt ¼ gð1þ g1rþ    þ gqrqÞUtb; ð1Þ
referred to as a transfer function model of order (p,q), where r = 1  B, B is the backward shift operator.
More elaborate linear dynamic systems can be represented by allowing not only the level of the input function U(t) but
also its rate of change d(U(t)/dt and higher derivatives to inﬂuence the behavior of the system. Thus they put forward a gen-
eral model to represent a dynamic system as the linear differential equationð1þ n1Dþ    þ npDpÞXðtÞ ¼ gð1þ g1Dþ    þ gqDqÞUðt  sÞ; ð2Þ
where D stands for d/dt, np and gq are constants, U and X are input and output, respectively, and s is a period of delay.
Grey theory, which was pioneered by Deng [2], is a new theory and especially appropriate for prediction. Because the
algorithm to solve the existing GM(1,n) is incorrect, the accuracy of prediction cannot be anticipated. Tien [3] puts forward
a novel model GMC(1,n) to improve the performance of the existing GM(1,n) model. GMC(1,n) is a fairy good prediction
model. However, the GMC(1,n) model can not be used to make accurate indirect measurement or prediction while there. All rights reserved.
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the least squares method and they are asymptotically biased.
The unbiased estimates of the system parameters of the model DGDMC(1,n) presented in this paper are determined by
the deterministic convergence scheme. Because not only the level of the input functions but also their rate of change and
higher derivatives will inﬂuence the behavior of the linear dynamic systems, the ﬁrst derivative of the 1-AGO data of each
associated series is introduced into the DGDMC(1,n) model to emphasize its high-frequency part contribution and enhance
the indicative signiﬁcance. The GMC(1,n) model and the new model DGDMC(1,n) presented in this paper are relevant by the
following common or similar points:
(1) AGO associated with IAGO are applied in both models;
(2) differential equations are applied to represent systems in both models;
(3) the GMC(1,n) model has a grey control parameter like that of GM(1,1), but the DGDMC(1,n) model does not have that
term;
(4) the DGDMC(1,n) model has the ﬁrst-order derivative of 1-AGO data corresponding to each associated series, but the
GMC(1,n) model does not have those terms;
(5) averages of current and the next entries of the associated series besides the predicted series are taken consistently in
the evaluation of the system parameters for both models;
(6) the ﬁrst-order derivatives of 1-AGO data for the DGDMC(1,n) model are evaluated numerically after cubic spline curve
ﬁtting of them while the ﬁrst-order derivatives of 1-AGO data for the GMC(1,n) model are evaluated roughly by the limit
deﬁnition;
(7) the system parameters of the DGDMC(1,n) model are determined by the deterministic convergence scheme while
those of the GMC(1,n) model are estimated by the least-squares method;
(8) the algorithm of convolution integral is applied by both models to derive the modelling values.
2. Modelling method
Suppose that pairs of observations ðXð0Þ1 ;Xð0Þ2 ; . . . ;Xð0Þn Þ are available at equispaced interval of time of n  1 inputs
Xð0Þ2 ;X
ð0Þ
3 ; . . . ;X
ð0Þ
n and an output X
ð0Þ
1 from some dynamic system. The modelling procedures of the existing GM(1,n) model
and DGDMC(1,n) model are carried out in detail, respectively, as follows.
2.1. The existing grey prediction model GM(1,n)
In order to show that changes in Xð0Þ1 tend to be anticipated by changes in X
ð0Þ
j ; j ¼ 2;3; . . . ;n, Deng [4] suggested that dis-
crete dynamic systems be represented by the grey differential equationdXð1Þ1 ðrpþ tÞ
dt
þ b1Xð1Þ1 ðrpþ tÞ ¼ b2Xð1Þ2 ðtÞ þ b3Xð1Þ3 ðtÞ þ    þ bnXð1Þn ðtÞ; t ¼ 1;2; . . . ; r; ð3ÞwhereXð1Þ1 ðnpþ tÞ ¼
Xnpþt
i¼npþ1
Xð0Þ1 ðiÞ; t ¼ 1;2; . . . ; r ð4ÞandXð1Þj ðtÞ ¼
Xt
i¼1
Xð0Þj ðiÞ; t ¼ 1;2; . . . ; r; j ¼ 2;3; . . . ; n ð5Þare 1-AGO series of Xð0Þ1 and X
ð0Þ
j , j = 2, 3, . . . ,n, respectively, r is number of entries for model building, rp is a period of delay
and b1, b2, . . . ,bn are system parameters to be estimated. The grey differential Eq. (3) to represent a descrete dynamic system
is called GM(1,n) model, where 1 stands for ﬁrst-order derivative of 1-AGO series of X1 (called the predicted series) for the
differential equation, and n stands for there being n  1 relative series (called the associated series) of the system.




Xð1Þ1 ðrpþ t þ DtÞ  Xð1Þ1 ðrpþ tÞ
Dt





1 ðrpþ tÞ is taken as the mean of Xð1Þ1 ðrpþ tÞ and Xð1Þ1 ðrpþ t þ 1Þ while
Xð1Þj ðtÞ; j ¼ 2;3; . . . ; n are taken as Xð1Þj ðt þ 1Þ; j ¼ 2;3; . . . ;n, respectively. The least-squares solution to the model parameters
of GM(1,n) in Eq. (3) by t from 1 to r is½b1; b2; . . . ; bnT ¼ ðBTBÞ1BTYR; ð6Þ
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 12 ðXð1Þ1 ðrpþ 1Þ þ Xð1Þ1 ðrpþ 2ÞÞ; Xð1Þ2 ð2Þ; Xð1Þ3 ð2Þ; . . . ; Xð1Þn ð2Þ




 12 ðXð1Þ1 ðrpþ r  1Þ þ Xð1Þ1 ðrpþ rÞÞ; Xð1Þ2 ðrÞ; Xð1Þ3 ðrÞ; . . . ; Xð1Þn ðrÞ
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3777775 ð7ÞandYR ¼ ½Xð0Þ1 ðrpþ 2Þ;Xð0Þ1 ðrpþ 3Þ; . . . ;Xð0Þ1 ðrpþ rÞT : ð8Þ













i ðtÞ; t ¼ 2;3; . . . ; r þ rf : ð9ÞFrom Eq. (9), and by the ﬁrst-order inverse accumulated generating operation (1-IAGO) of bX ð1Þ1 , the modelling value bX ð0Þ1 can
be derived asbX ð0Þ1 ðrpþ 1Þ ¼ bX ð1Þ1 ðrpþ 1Þ ¼ Xð0Þ1 ðrpþ 1Þ ð10Þ
andbX ð0Þ1 ðrpþ tÞ ¼ bX ð1Þ1 ðrpþ tÞ  bX ð1Þ1 ðrpþ t  1Þ; t ¼ 2;3; . . . ; r þ rf ; ð11Þ
where rf is number of entries to be forecasted.
2.2. The new grey prediction model DGDMC(1,n)
In order to show that changes in Xð0Þ1 tend to be anticipated by changes in X
ð0Þ
j ; j ¼ 2;3; . . . ; n, we present a new grey
prediction model, called the deterministic grey dynamic model with convolution integral, abbreviated as DGDMC(1,n),
where 1 stands for ﬁrst-order derivative of 1-AGO series of X1 (called the predicted series) for the differential equation,
and n stands for there being n  1 relative series (called the associated series) of the system. The modelling procedures of
DGDMC(1,n) are carried out in detail as follows.
2.2.1. The representation of the new model DGDMC(1,n)
Besides all those terms of the existing GM(1,n) model Eq. (3), the ﬁrst-order derivative of the 1-AGO data of each asso-
ciated series is introduced into the DGDMC(1,n) model presented in this paper to strengthen the indicative signiﬁcance. Con-
sidering the system parameters to be determined by the deterministic convergence scheme, therefore, the representation for
DGDMC(1,n) becomes the linear differential equationR
dXð1Þ1 ðrpþ tÞ
dt








; t ¼ 1;2; . . . ; r; ð12ÞwhereXð1Þ1 ðnpþ tÞ ¼
Xnpþt
i¼npþ1
Xð0Þ1 ðiÞ; t ¼ 1;2; . . . ; randXð1Þj ðtÞ ¼
Xt
i¼1
Xð0Þj ðiÞ; t ¼ 1;2; . . . ; r; j ¼ 2;3; . . . ;nare 1-AGO series of Xð0Þ1 and X
ð0Þ
j , j = 2,3, . . . ,n, respectively, r is number of entries for model building, rp is a period of delay
and R, Sj1, j = 2,3, . . . ,n and Sj2, j = 2,3, . . . ,n are system parameters to be estimated.
2.2.2. The deterministic convergence scheme
The estimation problem can be formulated as a minimization of an error deﬁned according to some criterion. For exam-




ðY ð1Þ  Xð1ÞÞ0XðY ð1Þ  Xð1ÞÞdt; ð13Þ
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model-adjustment approaches for parameter estimation, the extremum of a function or functional needs to be found. As-
sume the error criterion to be a minimization ofE ¼ Eðg0; g1; . . . ; gmÞ ¼ EðgÞ; ð14Þwhere gi are model parameters to be adjusted. The error function given by Eq. (14) can be considered as a hypersurface de-




















































ð21Þis the steepest-descent algorithm.
2.2.3. The evaluation of parameters R, Sj1, j = 2,3, . . . ,n and Sj2, j = 2,3, . . . ,n
Assume that a process can be represented by the differential equationa
dY ð1Þ1 ðnpþ tÞ
dt








; t ¼ 1;2; . . . ; r ð22Þand a model is given by Eq. (4). Eqs. (12) and (22) can be written explicitly as Xð1Þ1 ðnpþ tÞ ¼ . . . and Y ð1Þ1 ðnpþ tÞ ¼ . . . In the
vicinity of the optimum eðtÞ ¼ Y ð1Þ1 ðnpþ tÞ  Xð1Þ1 ðnpþ tÞ is small, if no noise is present. If e(t) is sufﬁciently small, then
Xð1Þ1 ðnpþ tÞ can be approximated bybX ð1Þ1 ðnpþ tÞ ¼ RDY ð1Þ1 ðnpþ tÞ þXn
j¼2
ðSj1Dþ Sj2ÞXð1Þj ðtÞ; ð23Þwhere D = d/dt. ConsequentlyeðtÞ ﬃ Y ð1Þ1 ðnpþ tÞ  bX ð1Þ1 ðnpþ tÞ ð24Þ
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Xn
j¼2
½ðSj1  bj1ÞDþ ðSj2  bj2ÞXð1Þj ðtÞ: ð25ÞBy renamingR a ¼ c1;
S21  b21 ¼ c2;
S32  b32 ¼ c3;
..
.
Sn1  bn1 ¼ c2n2;
Sn2  bn2 ¼ c2n1andDY ð1Þ1 ðnpþ tÞ ¼ v1ðtÞ;
 DXð1Þ2 ðtÞ ¼ v2ðtÞ;




 DXð1Þn ðtÞ ¼ v2n2ðtÞ;
 Xð1Þn ðtÞ ¼ v2n1ðtÞ;where v1(t) and v2i2(t),i = 2,3, . . . ,n are evaluated numerically after cubic spline curve ﬁtting (see appendix A) of Y ð1Þ1 ðnpþ tÞ




















v iv jdt ¼
Xr
t¼1
v iðtÞv jðtÞ ¼ wji: ð27ÞEq. (26) can also be written asE ¼ cwc ð28Þ
withc0 ¼ ½c1; c2; . . . ; c2n1;
w ¼
w11; . . . ; w1ð2n1Þ
..
.
wð2n1Þ1; . . . ; wð2n1Þð2n1Þ
2664













in Eq. (21) are obtained, respectively, by Eq. (29) and by substituting Eq. (24), where bX ð1Þ1 ðnpþ tÞ is the
solution to Eq. (12), into Eq. (26) and deriving the derivatives @EðgÞ
@g jg¼gðiÞ numerically. Then, letting R, Sj1, j = 2,3, . . . ,n and Sj2,
T.-L. Tien / Applied Mathematical Modelling 33 (2009) 3498–3510 3503j = 2,3, . . . ,n in Eq. (12) correspond to g in Eq. (21), the estimates of parameters R, Sj1, j = 2,3, . . . ,n and Sj2, j = 2,3, . . . ,n in Eq.
(12) can be obtained.
2.2.4. The evaluation of f(t)








; t ¼ 1;2; . . . ; r þ rf ; ð30Þwhere rf is number of entries to be forecasted.
2.2.5. The determination of unit impulse response function h(t)
The unit impulse response function h(t) of the system characterized by Eq. (12) can be derived by the Laplace transform
method [5]. From Eq. (12), we haveR
dXð1Þ1 ðtÞ
dt
þ Xð1Þ1 ðtÞ ¼ dðtÞ; ð31Þwhere d(t) is the unit impulse function. Taking Laplace transform of Eq. (31) from the initial condition Xð1Þ1 ð1Þ ¼ 0, we have
RsXð1Þ1 ðsÞ þ Xð1Þ1 ðsÞ ¼ 1 ð32ÞorXð1Þ1 ðsÞ ¼
1









Rt: ð35Þ2.2.6. The evaluation of bX ð0Þ1
Because the differential Eq. (12) is linear, the modelling value of predicted 1-AGO series can be derived from the initial
condition bX ð1Þ1 ðrpþ 1Þ ¼ Xð1Þ1 ðrpþ 1Þ as






RðtsÞf ðsÞds: ð36ÞThe second term of the right hand side in Eq. (36) can be evaluated approximately by the two-point Gauss numerical inte-
gration [5] with the linear assumption on f(t) between any two neighboring times (Gauss numerical integration is generally
more accurate than the trapezoidal rule adopted in the GMC(1,n) model[3]). If the second term of the right hand side in Eq.
(36) is evaluated approximately by the two-point Gauss numerical integration, we obtainbX ð1Þ1 ðrpþ 1Þ ¼ Xð1Þ1 ðrpþ 1Þ ¼ Xð0Þ1 ðrpþ 1Þ ð37Þ











ðf ðsÞ þ f ðs 1ÞÞ þ 1
2











ðf ðsÞ þ f ðs 1ÞÞ þ 1
2
k2ðf ðsÞ  f ðs 1ÞÞ
 
; t ¼ 2;3; . . . ; r þ rf ; ð38Þwhere the coefﬁcientsx1 andx2 are both equal to 1.0, the nodes k1 and k2 are equal to  1ﬃﬃ3p and 1ﬃﬃ3p , respectively, and u(t  2)
is the unit step function [5]. Applying 1-IAGO to Eq. (38), we have the following whitening values as modelling values and
forecastsbX ð0Þ1 ðrpþ 1Þ ¼ Xð1Þ1 ðrpþ 1Þ ¼ Xð0Þ1 ðrpþ 1Þ ð39Þ
and bX ð0Þ1 ðrpþ tÞ ¼ bX ð1Þ1 ðrpþ tÞ  bX ð1Þ1 ðrpþ t  1Þ; t ¼ 2;3; . . . ; r þ rf : ð40Þ
3504 T.-L. Tien / Applied Mathematical Modelling 33 (2009) 3498–3510Assume the parameters R, Sj1, j = 2,3, . . . n and Sj2, j = 2,3, . . . ,n in Eq. (12) to be constants in the post-sample period. Using
the actually tested post-sample data, combining with the given data of the corresponding associated series as input series,
the corresponding forecasts or values of indirect measurement for the predicted series can be derived.
Besides, to evaluate forecast performance, an overall measure of accuracy for forecasts, we may employ the root mean
squared percentage error (RMSPE), respectively, for the priori-sample period (RMSPEPR) and the post-sample period (RMS-






½bX ð0ÞðtÞ  Xð0ÞðtÞ2=½Xð0ÞðtÞ2






½bX ð0ÞðtÞ  Xð0ÞðtÞ2=½Xð0ÞðtÞ2
vuut  100ð%Þ ð42ÞIn order to explain the deterministic convergence scheme having a decisive effect upon the accuracy of prediction or indirect
measurement by the DGDMC(1,n) model, we deﬁne another model called the least-squares grey dynamic model with con-
volution integral, abbreviated as LGDMC(1,n). The LGDMC(1,n) model the same grey differential equation as that of
DGDM(1,n) model, but its system parameters are determined by the simple least-squares method with the derivatives being






¼ Xð1Þj ðt þ 1Þ  Xð1Þj ðtÞ ¼ Xð0Þj ðt þ 1Þ; j ¼ 1;2;when Dt? 1. Applying simple least-squared method to estimate the system parameters, the solution to Eq. (12) will be½R; S21; S22; S31; S32; . . . ; Sn1; Sn2T ¼ ðBTBÞ1ðBTYÞ; ð43Þ
whereB ¼
Xð0Þ1 ðrpþ 2Þ; Xð0Þ2 ð2Þ; 0:5½Xð1Þ2 ð1Þ þ Xð1Þ2 ð2Þ; Xð0Þ3 ð2Þ; 0:5½Xð1Þ3 ð1Þ þ Xð1Þ3 ð2Þ; . . . ; Xð0Þn ð2Þ; 0:5½Xð1Þn ð1Þ þ Xð1Þn ð2Þ






Xð0Þ1 ðrpþ rÞ; Xð0Þ2 ðrÞ; 0:5½Xð1Þ2 ðr  1Þ þ Xð1Þ2 ðrÞ; Xð0Þ3 ðrÞ; 0:5½Xð1Þ3 ðr  1Þ þ Xð1Þ3 ðrÞ; . . . ; Xð0Þn ðrÞ; 0:5½Xð1Þn ðr  1Þ þ Xð1Þn ðrÞ
2666664
3777775
ð44ÞandY ¼ ½0:5ðXð1Þ1 ðrpþ 1Þ þ Xð1Þ1 ðrpþ 2ÞÞ;0:5ðXð1Þ1 ðrpþ 2Þ þ Xð1Þ1 ðrpþ 3ÞÞ; . . . ; 0:5ðXð1Þ1 ðrpþ r  1Þ þ Xð1Þ1 ðrpþ rÞÞT : ð45Þ
Then, applying the same procedures, Eq. (30)–(40), as those by the DGDMC(1,n) model, the discrete function f(t) in the right
hand side of Eq. (12), the unit impulse response function h(t) and the modelling values of the LGDMC(1,n) model can be
obtained.
3. Example
The indirect measurement of tensile strength of a material corresponding to higher temperature of a material can be
made by the DGDMC(1,n) model. It is more difﬁcult to actually test the tensile strength of a material than the Brinell hard-
ness[3]. Consider the series in Table 159 of Samuel [6], the experimental data of the Brinell hardness and the tensile strength
of heat-treated steel 9255 (ﬁne grained) from 400 F through 1300 F. In general, it needs about two minutes to ﬁnish mea-
suring each tensile strength datum and insulation is needed for a higher temperature measurement (usually over 800 F), but
it needs only a few seconds to ﬁnish measuring each Brinell hardness datum, so insulation is not needed and the testing ma-
chine is relative cheap. There are 10 pairs of observations as tabulated in Table 1. The material is annealed at 1550 F, nor-
malized at 1650 F and quenched in oil from 1625 F. The data for the Brinell hardness in Table 1 are obtained by the Brinell
test conducted with a 10 mm carbide ball, under a load of 29,420 N for 10 s. DGDMC(1,2) is used for the indirect measure-
ment of the tensile strength with the Brinell hardness as the leading indicators (associated series) and the analysis by
LGDMC(1,2) and GM(1,2) are also made for comparison. There are 10 pairs of observations. The ﬁrst 5 pairs of observations
are employed for model ﬁtting and the last 5 observations of the tensile strength are reserved for post-sample comparisons.
The procedure and results are as follows.
The associated series with 10 Brinell hardness data is composed of the ﬁrst ﬁve entries previously used for model building
and the last ﬁve tested additionally for the indirect measurement of tensile strength at the corresponding temperature.
Table 1
The experimental data for the Brinell hardness and the tensile strength of heat-treated steel 9255 of Samuel [6]: for temperature 400–1300 F.
i (Temperature) Tensile strength Xð0Þ1 ðiÞ (MPa) Brinell hardness Xð0Þ2 ðiÞ (HBW)
1 (400 F) 2104 601
2 (500 F) 2035 601
3 (600 F) 1931 578
4 (700 F) 1793 534
5 (800 F) 1607 477
6 (900 F) 1414 415
7 (1000 F) 1242 352
8 (1100 F) 1104 321
9 (1200 F) 993 285
10 (1300 F) 897 262
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Applying the DGDMC(1,2) model by Eqs. (13)–(38), the values of parameters n, r and rp in Eq. (12), rf in Eq. (30), the esti-
mates of model parameters R, Sj1, j = 2, 3, . . . ,n, and Sj2, j = 2,3, . . . ,n in Eq. (12) can be obtained and listed in Table 2. The





























þ Xð1Þ1 ðtÞ ¼ 2:11576 109
dXð1Þ2 ðtÞ
dt
 7:01858 106  Xð1Þ2 ðtÞ; t ¼ 1;2; . . . ;10: ð46ÞTo sum up the right-hand side of Eq. (12), the discrete function f(t) in Eq. (30) for the DGDMC(1,2) model Eq. (46) is obtained
and listed in Table 3; the values of RMSPEPR and RMSPEPO in Eqs. (41) and (42), respectively, are also listed in Table 2. The
indirect measurement of predicted series (tensile strength of the material), bX ð0Þ1 ðiÞ; i ¼ 6;7; . . . ;10, in the post-sample period
derived by Eqs. (13)–(40) based on the DGDMC(1,2) model Eq. (46) with the Brinell hardness as the leading indicator are
listed in Table 4. The indirect measurement and the modelling values are also plotted in Fig. 1.ues of parameters n, r and rp in Eq. (12), rf in Eq. (30), the estimates of model parameters R, Sj1, j = 2,3, . . . ,n and Sj2, j = 2,3, . . . ,n in Eq. (12) for the
(1,2) model (46) by Eqs. (13)–(38), and the values of RMSPEPR in Eq. (41) and RMSPEPO in Eq. (42) corresponding to the modelling values by Eqs. (36)–
Table 159 of Samuel [6]: for temperature 400–1300 F.
ters Values Parameters Values
2 S21 2.11576  109
5 S22 7.01858  106
5 RMSPEPR (%) 0.82
0 RMSPEPO (%) 1.85
6.31875  108
crete function f(t) in Eq. (30) for the DGDMC(1,2) model (46) for periods 1–10.
f(t) t f(t) t f(t)
1.28396  1012 2 1.26368  1012 3 1.19524  1012
1.08821  1012 5 9.66073  1011 6 8.26375  1011
7.31362  1011 8 6.69514  1011 9 6.00134  1011
5.77104  1011
irect measurement of predicted series (tensile strength of the material) bX ð0Þ1 ðiÞ; i ¼ 6; 7; . . . ;10 in the post-sample period derived by Eqs. (13)–(40) based
MC(1,2) model (46). Indirect measurement of tensile strength, by DGDMC(1,2) (46), of Samuel [6]: for temperature 900–1300 F.
erature) The indirect measurement of
tensile strength bX ð0Þ1 ðiÞ (MPa) The experimental dataXð0Þ1 ðiÞ (MPa) Percent errors of theindirect measurement (%)
F) 1418.36 1414 0.31
F) 1232.63 1242 0.75
F) 1108.51 1104 0.41
F) 1004.67 993 1.18
0 F) 931.54 897 3.85























































Modelling values by LGDMC(1,2)
Modelling values by GM(1,2)
Fig. 1. The indirect measurement and the modelling values, respectively, by DGDMC(1,2) model (46), LGDMC(1,2) model (47) and GM(1,2) model (48)
with Brinell hardness as the leading indicators and the experimental data of the tensile strength of Samuel[6]: for temperature 400–1300 F.
Table 5
The values of parameters n, r and rp in Eq. (12), rf in Eq. (30), the estimates of model parameters R, Sj1, j = 2,3, . . . ,n and Sj2, j = 2,3, . . . ,n in Eq. (12) for the
LGDMC(1,2) model (47) by Eqs. (43)–(45) and (30)–(40), and the values of RMSPEPR in Eq. (41) and RMSPEPO in Eq. (42) corresponding to the modelling values
by Eqs. (36)–(40) of Table 159 of Samuel [6]: for temperature 400–1300 F.
Parameters Values Parameters Values
n 2 S21 7.83570
r 5 S22 3.37585
rf 5 RMSPEPR (%) 3.23
rp 0 RMSPEPO (%) 31.72
R 2.36443
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The LGDMC(1,n) model which is deﬁned in the previous section in this paper is used to explain the deterministic conver-
gence scheme having decisive inﬂuence on the accuracy of prediction or indirect measurement by the DGDMC(1,n) model.
Considering the same data used to build the DGDMC(1,2) Eq. (46) and applying Eqs. (43)–(45), the values of parameters n, r
and rp in Eq. (12), rf in Eq. 30, the estimates of model parameters R, Sj1, j = 2,3, . . . ,n, and Sj2, j = 2,3, . . . ,n in Eq. (12) can be




þ Xð1Þ1 ðtÞ ¼ 7:83570
dXð1Þ2 ðtÞ
dt
þ 3:37585Xð1Þ2 ðtÞ; t ¼ 1;2; . . . ;10: ð47ÞTo sum up the right hand side of Eq. (12), the discrete function f(t) in Eq. (30) for the LGDMC(1,2) model Eq. (47) is
obtained and listed in Table 6; the values of RMSPEPR and RMSPEPO in Eqs. (41) and (42), respectively, are also listed
in Table 5. The indirect measurement of predicted series (tensile strength of the material), bX ð0Þ1 ðiÞ; i ¼ 6;7; . . . ;10, in the
post-sample period derived by Eqs. (43)–(45) and (30)–(40) based on LGDMC(1,2) model Eq. (47) with the Brinell hard-
ness as the leading indicator are listed in Table 7. The indirect measurement and the modelling values are also plotted in
Fig. 1.
Table 6
The discrete function f(t) in Eq. (30) for the LGDMC(1,2) model (47) for periods 1–10.
t f(t) t f(t) t f(t)
1 2680.371 2 651.484 3 1479.980
4 3627.456 5 5684.373 6 7571.165
7 9253.114 8 10579.670 9 11823.873
10 12888.567
Table 7
The indirect measurement of predicted series (tensile strength of the material) bX ð0Þ1 ðiÞ; i ¼ 6; 7; . . . ;10 in the post-sample period derived by Eqs. (43)–(45) and
(30)–(40) based on LGDMC(1,2) model (47). Indirect measurement of tensile strength, by LGDMC(1,2) (47), of Samuel [6]: for temperature 900–1300 F.
i (Temperature) The indirect measurement of
tensile strength bX ð0Þ1 ðiÞ (MPa) The experimental dataXð0Þ1 ðiÞ (MPa) Percent errors of theindirect measurement (%)
6 (900 F) 1322.99 1414 6.44
7 (1000 F) 1083.89 1242 12.73
8 (1100 F) 869.16 1104 21.27
9 (1200 F) 651.58 993 34.38
10 (1300 F) 390.17 897 56.50
Table 8
The values of parameters n, r and rp in Eq. (3), rf in Eq. (9), the estimates of model parameters b1 and b2 in Eq. (3) for the existing GM(1,2) model Eq. (48) by Eqs.
(4)–(8), and the values of RMSPEPR in Eq. (41) and RMSPEPO in Eq. (42) corresponding to the modelling values by Eqs. (4)–(11) of Table 159 of Samuel [6]: for
temperature 400–1300 F.
Parameters Values Parameters Values
n 2 b1 2.1868
r 5 b2 7.3625
rf 5 RMSPEPR (%) 8.12
rp 0 RMSPEPO (%) 2.85
Table 9
The indirect measurement of predicted series (tensile strength of the material) bX ð0Þ1 ðiÞ; i ¼ 6;7; . . . ;10 in the post-sample period derived by Eqs. (4)–(11) based
on the GM(1,2) model (48). Indirect measurement of tensile strength, by GM(1,2) model (48), of Samuel [6]: for temperature 900–1300 F.
i (Temperature) The indirect measurement of
tensile strength bX ð0Þ1 ðiÞ (MPa) The experimental dataXð0Þ1 ðiÞ (MPa) Percent errors of theindirect measurement (%)
6 (900 F) 1398.21 1414 1.12
7 (1000 F) 1185.24 1242 4.57
8 (1100 F) 1080.75 1104 2.11
9 (1200 F) 959.53 993 3.37
10 (1300 F) 882.09 897 1.66
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Considering the same data used to build the DGDMC(1,2) Eq. (46) and applying Eqs. (4)–(8), the values of parameters n, r
and rp in Eq. (3), rf in Eq. (9), the estimates of model parameters b1 and b2 in Eq. (3) can be obtained and listed in Table 8. The
GM(1,2) model represented by Eq. (3) will bedXð1Þ1 ðtÞ
dt
þ 2:1868Xð1Þ1 ðtÞ ¼ 7:3625Xð1Þ2 ðtÞ; t ¼ 1;2; . . . ;10: ð48ÞBy substituting system parameters b1 and b2 into Eqs. (9)–(11), the modelling values and the indirect measurement of pre-
dicted series (tensile strength of the material), bX ð0Þ1 ðiÞ; i ¼ 6;7; . . . ;10, in the post-sample period derived by Eqs. (4)–(11)
based on the GM(1,2) model Eq. (48) with the Brinell hardness as the leading indicator are listed in Table 9; the values of
RMSPEPR and RMSPEPO in Eqs. (41) and (42), respectively, are also listed in Table 8. The indirect measurement and the mod-
elling values are also plotted in Fig. 1.
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On looking into Fig. 1 together with Tables 2, 5 and 8, we can conclude that the performance of indirect measurement by
the DGDMC(1,2) model presented in this paper is far better than those by the GMC(1,2) model and by the existing GM(1,2)
model. Comparing the modelling values by DGDMC(1,2) with those by LGDMC(1,2), the results show that estimating the
system parameters by the deterministic convergence scheme actually has decisive inﬂuence on the accuracy of prediction
or indirect measurement.
The modelling values for the prior-sample period can be used to check the adequacy of the model. Therefore, from the
values of RMSPEPR in Table 2 for DGDMC(1,2) and Table 8 for GM(1,2), the DGDMC(1,2) model is much more adequate than
the existing GM(1,2) model. Besides, on looking into the DGDMC(1,2) model Eq. (46) and comparing its coefﬁcients, we can
see the ﬁrst-order derivative of the 1-AGO data of the associated series is quite important. It must have a great effect upon
the accuracy of prediction or indirect measurement by the model. The algorithm to evaluate the 1-AGO modelling values (9)
of the GM(1,n) model is obviously wrong. The unit impulse response function h(t) of the system represented by Eq. (3) can
also be derived by the Laplace transform method ashðtÞ ¼ eb1t: ð49Þ





















and then integrated, Eq. (50) will become Eq.
(9). Obviously the algorithm to evaluate the 1-AGO modelling values (9) of the GM(1,n) model is incorrect.
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A spline is a kind of tool for drawing smooth curve in graphical science; mathematically, piecewise-connected curve from
which data are connected by mathematical functions is referred to as a spline curve. Spline curve ﬁtting is useful especially
for data with sharply variation. Spline curve for the set of data, (yi, f(yi)), for i = 1,2, . . . ,n, can be expressed by the following
cubic polynomial equationSiðyÞ ¼ Ai þ Biðy yiÞ þ Ciðy yiÞ2 þ Diðy yiÞ3; i ¼ 1;2; . . . ; ðn 1Þ ðA1Þ
There are n sets of data with n  1 intervals, and Si(y), i = 1,2, . . . , (n  1) are, respectively, used to represent the correspond-
ing intervals in sequence. The criteria of Si are established as follows:
(i) Spline curve must pass through each existing node.Siðyiþ1Þ ¼ f ðyiþ1Þ ¼ Siþ1ðyiþ1Þ; i ¼ 1;2; . . . ; ðn 2Þ: ðA2Þ
(ii) The ﬁrst and second derivatives of the neighboring pieces of curve must match at nodes.
S0iðyiþ1Þ ¼ S0iþ1ðyiþ1Þ; i ¼ 1;2; . . . ; ðn 2Þ ðA3Þ
andS00i ðyiþ1Þ ¼ S00iþ1ðyiþ1Þ; i ¼ 1;2; . . . ; ðn 2Þ ðA4Þ
Ai, Bi, Ci, and Di in Eq. (A1) are coefﬁcients to be determined. Substituting y = yi into Eq. (A1), we haveSiðyiÞ ¼ Ai ¼ f ðyiÞ; i ¼ 1;2; . . . ; ðn 1Þ; ðA5aÞ
andSn1ðynÞ ¼ f ðynÞ: ðA5bÞ
By Eqs. (A1) and (A2), we obtainAiþ1 ¼ Ai þ Biðyiþ1  yiÞ þ Ciðyiþ1  yiÞ2 þ Diðyiþ1  yiÞ3; i ¼ 1;2; . . . ; ðn 2Þ: ðA6Þ
T.-L. Tien / Applied Mathematical Modelling 33 (2009) 3498–3510 3509Deﬁninghi ¼ yiþ1  yi; ðA7Þ
Eq. (A6) becomesAiþ1 ¼ Ai þ Bihi þ Cih2i þ Dih3i ; i ¼ 1;2; . . . ; ðn 2Þ: ðA8Þ
Similarly, by Eq. (A3), we obtainBiþ1 ¼ Bi þ 2Cihi þ 3Dih2i ; i ¼ 1;2; . . . ; ðn 2Þ: ðA9Þ
By Eq. (A4), we obtainCiþ1 ¼ Ci þ 3Dihi; i ¼ 1;2; . . . ; ðn 2Þ; ðA10Þ
orDi ¼ ðCiþ1  CiÞ=ð3hiÞ; i ¼ 1;2; . . . ; ðn 2Þ: ðA11Þ
Substituting Eq. (A11) into Eqs. (A8) and (A9), we haveAiþ1 ¼ Ai þ Bihi þ ð2Ci þ Ciþ1Þh2i =3; i ¼ 1;2; . . . ; ðn 2Þ; ðA12Þ
andBiþ1 ¼ Bi þ ðCi þ Ciþ1Þhi; i ¼ 1;2; . . . ; ðn 2Þ ðA13aÞ
orBi ¼ Bi1 þ ðCi1 þ CiÞhi1; i ¼ 2;3; . . . ; ðn 1Þ: ðA13bÞ
By Eq. (A12), we haveBi ¼ Aiþ1  Aihi 
ð2Ci þ Ciþ1Þhi
3
ðA14aÞandBi1 ¼ Ai  Ai1hi1 
ð2Ci1 þ CiÞhi1
3
ðA14bÞSubstituting Eqs. (A14a) and (A14b) into Eq. (A13b), we derivehi1SPCi1 þ 2ðhi1 þ hiÞSPCi þ hiSPCiþ1 ¼ 3ðSPAiþ1  SPAiÞhi 
3ðSPAi  SPAi1Þ
hi1
; i ¼ 2;3; . . . ; ðn 1Þ: ðA15ÞAs well, two additional boundary conditions are needed and usually taken as
(i) Natural (or free) boundary conditionsS001ðy1Þ ¼ 0;
andS00n1ðynÞ ¼ 0:
(ii) Clamped boundary conditions
S01ðy1Þ ¼ f 0ðy1Þ;
andS0n1ðynÞ ¼ f 0ðynÞ:
By Eq. (A1) with natural boundary conditions, we haveC1 ¼ 0; ðA16Þ
andCn ¼ 0: ðA17Þ
Then, combining Eq. (A15) with Eqs. (A16) and (A17), we haveCx ¼ d;
3510 T.-L. Tien / Applied Mathematical Modelling 33 (2009) 3498–3510whereC ¼
1; 0; 0; 0; 0; 0;
h1; 2ðh1 þ h2Þ; h2; 0; 0; 0;
0; h2; 2ðh2 þ h3Þ; h3; 0; 0;
..
.
0; 0; 0; hn2; 2ðhn2 þ hn1Þ; hn1
















377777775 and x ¼ ½SPC1; SPC2; . . . ; SPCn:After solving Ci, i = 1,2, . . . ,n we can derive Bi, i = 1,2, . . . , (n  1) and Di, i = 1,2, . . . , (n  1), respectively, by Eqs. (A11) and
(A14a).
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