This paper describes the use of cubic splines for interpolating monotonic data sets. Interpolating cubic splines are popular for ÿtting data because they use low-order polynomials and have C 2 continuity, a property that permits them to satisfy a desirable smoothness constraint. Unfortunately, that same constraint often violates another desirable property: monotonicity. It is possible for a set of monotonically increasing (or decreasing) data points to yield a curve that is not monotonic, i.e., the spline may oscillate. In such cases, it is necessary to sacriÿce some smoothness in order to preserve monotonicity.
Introduction
Cubic splines are widely used to ÿt a smooth continuous function through discrete data. They play an important role in such ÿelds as computer graphics and image processing, where smooth interpolation is essential in modeling, animation, and image scaling. In computer graphics, for instance, interpolating cubic splines are often used to deÿne the smooth motion of objects and cameras passing through user-speciÿed positions in a keyframe animation system. In image processing, splines prove useful in implementing high-quality image magniÿcation.
Cubic splines interpolate (pass through) the data with piecewise cubic polynomials. The use of low-order polynomials is especially attractive for curve ÿtting because they reduce the computational requirements and numerical instabilities that arise with higher degree curves. These instabilities cause undesirable oscillations when several points are joined in a common curve. Cubic polynomials are most commonly used because no lower-degree polynomial allows a curve to pass through two speciÿed endpoints with speciÿed derivatives at each endpoint. The most compelling reason for their use, though, is their C 2 continuity, which guarantees continuous ÿrst and second derivatives across all polynomial segments. C 2 continuity imposes an intuitive smoothness constraint on the curve. Unfortunately, that same constraint sometimes violates another desirable property: monotonicity. Simply stated, monotonic input data should give rise to an interpolating curve that is smooth and monotonic. For instance, consider the interpolating cubic spline passing through the seven marked points in Fig. 1(a) . Although the seven data points are monotonically increasing in f(x i ) for 0 6 i 6 6, the cubic spline is not monotonic: it contains overshoots and undershoots, i.e., wiggles.
The goal of this work is to derive the smoothest possible cubic spline that simultaneously interpolates the data and satisÿes the monotonicity constraint. Fig. 1(b) shows an example of such a C 2 monotone spline. In cases where the input is not monotonic, the data can be partitioned into consecutive intervals of monotonically increasing and decreasing data. For now, though, we shall limit our attention to one strictly monotonic interval spanning all the points. We begin with a review of the literature in Section 2 and a review of cubic spline interpolation in Section 3. The monotonicity constraint is discussed in Section 4. This paper advances an energy minimizing framework to produce monotone curves. Optimization-based solutions central to this framework are introduced in Section 5. There is a large family of monotone curves that interpolate the data. Section 6 derives bounds on the error between any two such curves. Section 7 demonstrates the monotone curves applied to various data sets. Extensions of the proposed techniques to handle arbitrary data sets with changing monotonicity are presented in Section 8. In addition, extensions to shape-preserving splines, knot insertion, and data smoothing are presented in Section 8 as well. The various methods are compared in Section 9. Finally, a discussion and summary of the work is presented in Sections 10 and 11, respectively. Appendix A derives the monotonicity constraints. Appendix B lists MATLAB code to demonstrate the monotonic cubic spline interpolation algorithm.
Previous work
There is a large body of work in the ÿeld of monotonic cubic spline interpolation. The earliest work in this area can be traced back to that of Chebyshev [3, 2] . His work was motivated by the need to design a stable governor for a steam engine. Currently, work in this area is motivated by diverse applications in many industrial problems, including CAD=CAM, VLSI, and signal processing. Recent work in this area dates back to Schweikert's work on splines in tension, where exponential splines were used as approximants [27] . Various other exponential and cubic spline interpolants were considered in [29,20 -22,9] . Tension parameters were used to control shape. All of these methods were global, interpolatory, and C 2 . Automatic algorithms to determine free parameters to control shape and monotonicity were complicated. In [19] , an algorithm was presented to generate shape preserving curves of arbitrary smoothness based on the properties of Bernstein polynomials. However, C 2 smoothness required the use of piecewise polynomials whose degree exceeded three. There is also the possibility of using piecewise rational interpolants [10, 16] , although these are usually only C 1 or are intended for strictly monotone or strictly convex data. In 1980, Fritsch and Carlson proposed a two-pass algorithm for computing a monotone cubic interpolant [15] . The ÿrst pass computes an interpolant using any method of choice. The authors used the standard three-point di erence formula, i.e., the Catmull-Rom spline [12] . The second pass visits each interval in sequence and updates the derivative values to satisfy the monotonicity constraint. The algorithm has been shown to yield third-order approximation to a C 3 monotone function [11] .
In 1984, Fritsch and Butland proposed a modiÿed technique to simplify the Fritsch-Carlson algorithm [14] . In this method, the ÿrst derivatives at the knots are calculated using Brodlie's nonlinear averaging function to give the most visually pleasing results. A rather complete analysis of the essential properties of several nonlinear averaging functions is given in [17] . The Fritsch-Butland technique is available in Netlib (PCHIM.FOR) and can be downloaded from www.math.iastate.edu=cmlib= pchipd.html. The Fritsch-Carlson and the Fritsch-Butland algorithms are both local and yield C 1 continuous curves, even if a global C 2 solution exists. Furthermore, there is no exibility in deÿning an application's speciÿc properties for the desired spline, e.g., the objective function or constraints for a given optimization problem. Finally, Fritsch-Butland interpolants tend to exhibit high tension, i.e., they are a little " at" [17] .
In [8, 7, 4, 5] , several algorithms were proposed to compute shape preserving splines that are monotone and convex. The algorithms are based on [15] and iteratively compute a set of ÿrst derivatives that simultaneously satisfy the monotonicity and convexity constraints.
Schumaker [26] proposed a shape preserving interpolation algorithm to produce a C 1 quadratic spline with additional knots where necessary. The algorithm is interactive, and the user has exibility in adjusting the shape of the interpolating spline under some relationship rules.
Several researchers have investigated other approaches involving the use of additional knots between data points [9, 22, 6, 2, 23] . If two extra break points are allowed between each data subinterval, then there are enough degrees of freedom to construct a globally C 2 cubic spline interpolant which is local and which has slopes and curvatures at the data points as free parameters [23] . Additional breakpoints, however, require more storage and increased search time during evaluation [15] . This paper presents several key enhancements beyond the work described in [31] . It presents a more e cient solution due to the use of the Hermite representation of cubic splines. As a result, fewer unknowns and constraints need to be solved and applied, respectively. We also extend the results to handle data of changing monotonicity, shape preserving splines, knot insertion, and data smoothing.
Cubic splines: a review
A cubic spline f(x) interpolating on the partition x 0 ¡ x 1 ¡ · · · ¡ x n−1 is a function for which f(x k ) = y k . It is a piecewise polynomial function that consists of n − 1 cubic polynomials f k deÿned on the ranges [x k ; x k+1 ]. Furthermore, each f k is joined at x k , for k = 1; : : : ; n−2, such that y k = f (x k ) and y k = f (x k ) are continuous. An example of a cubic spline passing through n = 7 data points is illustrated in Fig. 1 .
The kth polynomial curve, f k , is deÿned over the ÿxed interval [x k ; x k+1 ] and has the cubic form
where
In the expressions for a k and b k , x k = x k+1 − x k and y k = y k+1 − y k , for k = 0; : : : ; n − 2. The expressions for the cubic polynomial coe cients in Eq. (2) are given in terms of position data and derivatives. In cases where only position data is supplied, the derivative values may be evaluated by solving a tridiagonal system of equations that relate the unknown derivatives to the known position data. Derivations can be found in [25, 30] .
The role of position data and derivatives in cubic splines can be made explicit by rewriting Eq. (1) as
where H 0 ; H 1 ; H 2 , and H 3 are the cubic Hermite basis functions [12] , deÿned over 0 6 u 6 1:
The Hermite basis functions are derived directly from Eq. (2) by rearranging terms to ÿnd the weights associated with y k ; y k+1 ; y k , and y k+1 . In this manner, the Hermite expression for cubic curves explicitly represents the function as a linear combination of position and derivative values. In contrast, Eq. (1) represented the cubic curve as a linear combination of powers of x with the position and derivate values embedded in the coe cients. Fig. 2 depicts a cubic polynomial segment that is fully speciÿed with four constraints: position vectors (x k ; y k ) and (x k+1 ; y k+1 ), and derivatives y k and y k+1 . The segment passes through the two endpoints, and the derivatives at both ends are depicted with bold tangent vectors. A dashed line with derivative (slope) m k = y k = x k at both endpoints is shown as well.
To make the derivatives invariant to scale change, we shall ÿnd it useful to relate the derivatives in terms of slope m k :
for k ¿ 0 and ÿ k ¿ 0. The cubic curve in Fig. 2 was generated using k = 0 and ÿ k = 2.
Although the user-supplied data points are ÿxed, the derivatives can be changed to yield a large family of interpolating cubic splines. We are interested in determining the range of derivative values for which the spline remains monotonic. To motivate the need for determining this range of derivative values, Fig. 3 shows a set of ÿve cubic curves, each with derivative y k = 0 and increasing values for y k+1 . In particular, k = 0 and 1 6 ÿ k 6 5 for integer values of ÿ k . Tangent vectors are shown for the ÿ k = 1 and ÿ k = 5 cases. Note that the monotonic constraint is violated when ÿ k ¿ 3, i.e., a local minima is present in the span.
Monotonicity
In this section, we consider a single cubic polynomial f k (x) in the interval [x k ; x k+1 ] and derive necessary and su cient conditions for which f k (x) is monotonic in the interval. These conditions form the basis of the monotonic cubic spline interpolation algorithm presented in this paper. The conditions derived below closely follow that of [15] and are reviewed here to make the presentation self-contained. These conditions are further simpliÿed here to yield a fast method for determining monotonicity. A curve is monotonic in an interval [x k ; x k+1 ] if and only if there is no sign change in the derivative value along any part of the curve in the interval. Therefore, a necessary condition for monotonicity is that
Furthermore, if m k = 0, then f k (x) is monotone (constant) in the interval if and only if y k = y k+1 = 0. In the remainder of the presentation, we will assume that m k = 0 and that Eq. (9) is satisÿed. As a result, f k (x) is strictly monotonic in the interval [x k ; x k+1 ] if f k (x) = 0 for x k 6 x 6 x k+1 . This implies that there are no local extrema (minima=maxima) in that span.
Since the problem of determining monotonicity is translation-invariant, the x-coordinates can be shifted so that x k = 0. Furthermore, without loss of generality, both x k and y k can be divided by x k to yield x k = 1 and y k = m k . Substituting these expressions into Eq. (1) yields the following cubic curve between (x k ; y k ) and (x k+1 ; y k+1 ):
Note that the interval of interest here is [0,1] since x k = 0 and x has been normalized to 1. The expressions for the ÿrst and second derivatives are:
We now consider several cases to determine necessary and su cient conditions for monotonicity. 4.1. Case 1:
is quadratic (or linear) and f k (x) is linear (or constant). Since f k (x) constitutes the line between y k and y k+1 , no sign change in f k (x) is possible and Eq. (9) is a su cient condition for monotonicity. This case is depicted in Fig. 4 (a).
Case 2:
If endpoints y k and y k+1 of the quadratic are positive, the quadratic function f k (x) is guaranteed to remain positive along the entire interval if the curve is concave down. This condition is met if a k ¡ 0. The opposite is true if y k and y k+1 are negative. Therefore, if k + ÿ k − 2 ¡ 0 and Eq. (9) is satisÿed, f k (x) is monotone. This case is depicted in Fig. 4(b) . Note that we can accommodate the monotonic increasing and decreasing cases in a single condition by dividing a k by m k , where m k = 0.
In the event that a k ¿ 0, the function f k (x) is concave up and f k (x) may or may not be monotone. Fig. 4 (c) illustrates two concave upward functions. The strictly positive f k (x) function corresponds to a monotone f k (x). The other function corresponds to a non-monotonic f k (x).
We may distinguish between the two cases in Fig. 4 (c) by ÿnding the local minima of f k (x). This is derived by solving for x * in f k (x * ) = 0:
The concave upward f k (x) function is associated with a monotone f k (x) function if and only if it satisÿes any of the following conditions:
Conditions (1) and (2) imply that any sign change in f k (x) takes place outside the normalized interval of interest, i.e, the function is monotone in the [0,1] interval. The two conditions can be written as 2 k + ÿ k − 3 6 0 and k + 2ÿ k − 3 6 0, respectively. Condition (3) corresponds to the monotone case depicted in the strictly positive function in Fig. 4 (c). We may write this condition as follows:
In order for f k (x * ) to retain the same sign as m k ,
Expanding Eq. (17) yields
The same expression can be derived by computing f k (x) = 0 in [0,1]:
The solution for x in the quadratic expression of Eq. (19) is
No solution exists if 2A = 0 or B 2 ¡ 4AC:
Notice that the expression in Eq. (21) is identical to the a k = 0 case given in Section 4.1, and the expression in Eq. (22) is identical to that of Eq. (18) . The fact that no solution exists for the above expressions implies that no local extrema is present in the [0; 1] interval.
Monotonicity conditions
The monotonicity constraints derived above can be summarized by the following two lemmas:
is monotone if and only if Eq. (9) is satisÿed.
is monotone if and only if Eq. (9) and one of the following conditions is satisÿed: (a)
Conditions (1), (2a) 
Eq. (23) deÿnes the full ellipse of region IV. The monotonicity region M in Fig. 5 (b) is expressed in terms of this result as follows:
where s = k ÿ k . All points in region M denote valid ( k ; ÿ k ) pairs that preserve monotonicity.
Greedy algorithm
A reasonable approach for generating a smooth monotonic curve is to apply the standard cubic spline interpolation algorithm [30] to the data and visit each interval to verify if it will produce a monotonic segment. The interpolation algorithm will compute the y k derivatives at each knot. We evaluate k and ÿ k for each interval by dividing y k at each knot by the slope of the interval. If Eq. (24) is satisÿed, the interval is monotone and we can leave the computed y k derivative alone. Otherwise, y k must be altered to arrive at an ( k ; ÿ k ) pair that lies in the monotonicity region M illustrated in Fig. 5(b) . To do this, we refer to the equation of an ellipse given in Eq. (22) to ÿnd ( k ; ÿ k ) pairs that yield no solution to f k (x) = 0. For a given ÿ k , we solve for k in Eq. (22) . Setting that quadratic expression to 0 yields the following limits for k :
A solution exists for k as long as 0 6 ÿ k 6 4:
Therefore, we clamp k to the range [ min ; max ] when ÿ k ¡ 4. If ÿ k ¿ 4, then we clamp ÿ k as well as k to ( k ; ÿ k ) = (1; 4). Updating an ( k ; ÿ k ) pair for interval k will alter neighboring intervals. Consequently, the updating process is reserved for the interval k whose ( k ; ÿ k ) values lie furthest outside monotonicity region M . Only that interval is "ÿxed" and the standard cubic spline interpolation algorithm is re-applied to the remaining intervals of the curve. This algorithm is greedy in the sense that it sequentially attempts to remedy the problem by patching up the most o ending interval, one at a time. It is possible that clamping the ( k ; ÿ k ) values in one interval can ÿx problems that had existed in other intervals. Conversely, it can also introduce problems in neighboring intervals, where none may have existed before. With each pass, though, the standard cubic spline interpolation algorithm is applied to ever-smaller data sets since the derivatives ÿxed in previous iterations remain ÿxed throughout the remainder of the processing. The algorithm iterates until all intervals are found to be monotonic. It is important to note that by ÿxing the derivative values in one interval of a C 2 curve, we have introduced a discontinuity in the second derivative. Implicit in this statement is the fact that the boundary conditions remained ÿxed. If the boundary conditions were allowed to be free, then it is possible that the modiÿed curve could have remained C 2 . However, optimization to solve for the boundary conditions would be required in this instance. In the absence of this optimization, the greedy algorithm produces C 1 curves. The greedy algorithm thereby iteratively breaks an initial C 2 curve at the o ending interval, introduces boundary conditions there, and reapplies a C 2 ÿt on the remaining subcurves. The ÿnal C 1 curve is therefore a composite of C 2 subcurves.
Discussion
The presentation in this section has focused on monotonicity conditions for a single cubic polynomial f k (x) in the interval [x k ; x k+1 ]. The suboptimal greedy algorithm used those conditions to iteratively generate a monotone C 1 curve. The most desirable solution will require that all intervals be smoothly tied together satisfying C 2 continuity. This is a global problem that will require optimization to determine the unknown derivative values at the data points to yield the smoothest monotone cubic spline. Let i and i M denote the domains of C i cubic splines and C i monotone cubic splines, respectively. The relationship between these domains may be given as i M ⊂ i ; i= 0; 1; 2;
The last relation implies that there are C 2 solutions that do not yield monotone C 1 curves. These relationships are graphically depicted in Fig. 6 for i = 2.
For some data sets, it is possible that no monotone C 2 solution exists, i.e., 2 M = ∅. Note that it is always possible to achieve a monotone C 1 solution, i.e., 1 M = ∅, because we can always force y k = 0 at all data points. Therefore, we will only consider using the best monotone C 1 solution if no C 2 solution exists.
Optimization-based solutions
In this section, we consider several solutions to the monotonic interpolation problem based on optimization techniques. We will investigate solutions derived by linear and quadratic programming techniques subject to various constraints on ÿrst and second derivative continuity.
The objective criterion for the optimization techniques will be based on energy measures of the curves. We begin with a review of the classic cubic spline energy measure in Section 5.1. Since the original cubic spline formulation is not guaranteed to be monotonic, we will impose the monotonicity constraint in Section 5.2. This will furnish a solution that may be solved using quadratic programming. That result will be further simpliÿed in Section 5.3 to yield a solution that may be solved using linear programming. Since monotonic cubic splines are not guaranteed to be C 2 continuous, a new energy measure is introduced in Section 5.5 that addresses the extent of second derivative discontinuity in the spline. That result is further simpliÿed in Section 5.6 to yield a solution that may be solved using linear programming.
Spline energy
Cubic splines originally arose as a mathematical model for a draftman's spline. Cubic splines mimic the position of a exible thin beam that is forced to pass through the given data points [18, 9] . The strain energy of the beam is given as the integral of the curvature
The elastica is the ideal interpolating spline, i.e., the function f(x) that minimizes E. Although any interpolating function that minimizes E is known as the elastica, we shall be interested in the C 2 cubic spline elastica (CSE) that minimizes E. Due to the inherent di culty in solving for f(x) under this formulation, a simpler linearized energy measure is commonly used [28, 9, 14, 13] :
This expression is valid only if one makes the simplifying assumption that f (x) 2 1 everywhere. Despite the fact that this assumption is often violated in practice, it is widely used since it facilitates a computationally tractable solution for minimizing Eq. (28) . The E L energy measure given in Eq. (29) is often coupled with the free-end (FE) boundary condition f (x 0 ) = f (x n−1 ) = 0 to produce the natural spline. It has been shown that the FE boundary condition minimizes Eq. (29) among all C 2 cubic polynomials [9, 28] .
Linearized energy (LE QP)
The expression for E L may be written in terms of the ÿrst derivatives of Eq. (3) as follows: 
The solution to the problem of minimizing E L over all possible ÿrst derivatives is not guaranteed to preserve monotonicity. We may address this problem by adding linear monotonicity constraints. Fig. 5 shows the valid range of values for k and ÿ k to yield a monotonic curve segment. We may obtain linear constraints by approximating the closed region in Fig. 5 with an n-sided polygon. In the example below, we use n = 6 and n = 10 to demonstrate our approach. Fig. 7 illustrates the two polygons we used to approximate region M in our work. The 6-and 10-sided polygons shown in Fig. 7 cover 90.53% and 97.53% of region M , respectively. The 6-sided polygon depicted in Fig. 7(a) consists of the intersection of the following six half-planes:
where k = y k =m k , and ÿ k = y k+1 =m k . Expressing these results in terms of the unknown ÿrst derivatives we have the following six monotonicity constraints:
Note that Eq. (36) can be applied to any increasing or decreasing data interval. In order to retain the same inequality direction for either case, we factored out the sign of m k in Eq. (36). A general method for computing the boundary of M is given in Appendix A. We use that method to derive the set of inequalities that constitute the monotonicity constraints. The constraints for the n = 10 case are given below: 
Since E L is quadratic in y k , and Eq. (36) and Eq. (37) are linear in y k , we can use quadratic programming to minimize E L subject to the following constraints: The second derivative continuity constraint can be expressed as follows:
Interpolation and ÿrst derivative continuity constraints are not required since they are implicit in the cubic Hermite form of Eq. (3). Note that it is possible that a feasible C 2 solution does not always exist. In that case, we must solve the minimization problem without the second derivative continuity constraint. If a C 2 solution exists and the natural spline is monotone, then the solution consists of the ÿrst derivatives of the natural spline.
Modiÿed linearized energy (LE LP)
Quadratic programming can be solved by using linear programming [24, 32] . However, for a ÿxed number of variables in an objective function F, quadratic expressions for F require a larger system of equations than a linear expression for F. As a result, we simplify the linearized energy measure to be linear in the ÿrst derivatives so that a computationally simpler linear programming procedure can be applied.
We deÿne our objective function in terms of E L , the linearized energy of the curve. In order to minimize Eq. (29) using linear programming, we approximate it with the following expression:
The nonlinear absolute value operation, however, makes it di cult to readily solve for the unknown ÿrst derivatives of the cubic piecewise polynomial. Instead, we propose a di erent approach: add a constant K to f k (x) such that f k (x) + K ¿ 0 everywhere. This yields E L , the objective function for our linear programming solution:
Since the second derivative of a cubic is linear in x, its extrema are at the interval borders. There always exists a K such that f k (x) + K ¿ 0. The positivity is obtained by having this condition hold at the interval borders x = x k and x = x k+1 . We therefore add the following two equations as optimization constraints where K is one of the optimization unknowns:
for 0 6 k 6 n − 2. Eq. (40) can therefore be rewritten as
Note that this expression is a linear equation with respect to the ÿrst derivatives and K. We use linear programming to minimize E L subject to the following constraints:
1. Second derivative continuity: Note that it is possible that a feasible C 2 solution does not always exist. In that case, we must solve the minimization problem without the second derivative continuity constraint. Conversely, it is possible that many C 2 solutions exists, and we will ÿnd one such solution from that set.
Linearized energy properties
When no feasible C 2 solution exists, the second derivative discontinuity may be visually prominent at the spline joints. Even if the C 2 solution exists, it may not necessarily minimize E L . In fact, a C 1 solution may have a lower E L . This is due to the fact that the domain of the C 1 solutions is a superset of the C 2 solution domain (see Fig. 6 ). Note that the solution for C 0 monotone constraints is the linear interpolation with E L = 0. This implies that the E L measure is not valid for C 0 or C 1 solutions. It is not even always valid for C 2 solutions since it is based on the (possibly false) assumption that f (x) 2 Fig. 8(a) shows the data ÿtted with a spline satisfying the free-end condition, i.e., the natural spline. Notice that although the data is monotone, the curve is not monotonic. Figs. 8(b) and (c) show the curves that minimize E L with C 1 and C 2 constraints, respectively. The value of the second derivative di erence in Fig. 8(b) at (1,400) is high and visually prominent. Table 1 summarizes the energy measures for Fig. 8 . Note that although the C 2 LE QP curve in Fig. 8 (c) has a higher E L , it is unquestionably smoother. This fact is properly re ected in the accurate E energy measure. All of the solutions used the 6-sided polygonal approximation to region M shown in Fig. 7(a) .
Second derivative discontinuity energy (SDDE QP)
Due to the limitations of the approaches based on minimizing E L , we seek to solve for the closest C 2 spline among all C 1 curves, thereby producing a more natural looking curve. This process requires us to introduce an energy measure based on the second derivative discontinuities:
A similar objective function was suggested by Nielson in his work on -splines [20, 13] . The energy measure E D can be minimized by using quadratic programming subject to the monotonicity constraints given in Eqs. (36) or (37). In the minimization formulations for the E L and E L energy methods, a second derivative continuity constraint was included among the set of constraints. This was a byproduct of the fact that E L and E L are poor energy measures, whereby a C 1 solution may be deemed to have lower energy than a C 2 solution. Note that no such constraint is necessary in minimizing E D since a monotone C 2 spline, if it exists, will be the solution to the problem. The following example demonstrates the advantages of the SDDE QP approach. Consider the data set: Fig. 9(a) shows the spline satisfying the free-end condition. Notice that although the data is monotone, the curve is not monotonic. Figs 9(b) and 9(c) show the C 1 curve that solves the quadratic programming problems required in minimizing E D and E L , respectively, using the 6-sided polygonal approximation to region M shown in Fig. 7(a) . Fig. 9(d) shows the cubic spline elastica (CSE) obtained by minimizing Eq. (28). Table 2 summarizes the energy measures for Fig. 9 . Note that although the CSE is a C 2 monotone curve, the LE QP and SDDE QP curves could not yield that solution since its ( k ; ÿ k ) set exists in the area lying outside the polygon and inside M . It is evident that the SDDE QP curve and its energy measures are much closer to those of CSE than LE QP.
Modiÿed discontinuity energy (SDDE LP)
We simplify the discontinuity energy measure E D to be linear with the ÿrst derivatives so that a linear programming procedure can be applied. The simpliÿcation is done by adding an unknown 
The positivity of each term is obtained by adding it as an optimization constraint where K is one of the optimization unknowns. We thus havê
was deÿned in Eq. (44). The energy measure E D can be minimized by using linear programming subject to the following constraints:
. Monotonicity constraints: Eqs. (36) or (37).
An alternate approach can be used to linearize E D using the absolute values of the discontinuities:
For each discontinuity point we deÿne a slack variable s k whose value is forced to be the absolute value of the discontinuity, using the following inequality constraints:
E D can be rewritten as
The energy measure E D can be minimized by using linear programming subject to the following constraints:
1. Absolute value constraints: Eqs. (47) and (48).
Monotonicity constraints: Eqs. (36) or (37).
Note that no second derivative continuity constraint is necessary since a monotone C 2 spline is the solution to the problem.
Minmax discontinuity energy (SDDE MM)
The SDDE approach minimizes the sum of the second derivative discontinuity energy across the knots. A reasonable alternative is to minimizeẼ D , the maximum second derivative discontinuity:
was deÿned in Eq. (44). The energy measureẼ D can be minimized by using linear programming subject to the monotonicity constraints given in Eqs. (36) or (37). For each discontinuity point we deÿne a slack variable s k whose value is forced to be the absolute value of the discontinuity, using Eqs. (47) and (48). Next, we deÿne a new slack variable S whose value is forced to be the maximum value of all absolute discontinuities using the following inequality constraints:
E D can be rewritten asẼ D = S and it can be minimized by using linear programming subject to the following constraints:
Maximum constraint: Eq. (51). 3. Monotonicity constraints: Eqs. (36) or (37).
Note that no second derivative continuity constraint is explicitly required because if a monotone C 2 spline exists it will naturally be chosen sinceẼ D = 0 for C 2 splines.
Bounds on approximation error
The methods described in the previous sections interpolate monotone data with a cubic function f(x). That same function approximates values of a monotone function g(x) anywhere in [x 1 ; x n−1 ]. In the following section, we derive bounds on the approximation error e k (x) = |f k (x) − g k (x)| for cubic polynomials. We also show the relationship between the approximation error and the size of the polygon used to approximate the monotone region M . We shall consider the six-sided polygon and the 3 × 3 square. The latter approximation is used in the popular Fritsch-Butland algorithm. Lemma 1. If f(x) and g(x) are two monotone polynomials of degree three or less that satisfy f(x k ) = g(x k ) = y k and f(x k+1 ) = g(x k+1 ) = y k+1 then e k (x) 6 0:866| y k |.
Proof. Evaluating e k (x) using the Hermite basis functions (Eq. (3)) yields
To determine the upper bound of e(x) we solve the following problem:
subject to:
where the unknowns are ( Lemma 2. If f(x) and g(x) are two monotone polynomials of degree three or less that satisfy f(x k ) = g(x k ) = y k and f(x k+1 ) = g(x k+1 ) = y k+1 and ( subject to:
There are two solutions to Eq. (55) for the case whereM is the 3 × 3 square used in [14] . 
The error associated with either of these point pairs is e k (x) = 0:058| y k |. Fig. 10 shows the location of these two solutions for both cases.
The above results show the relationship between the approximation error and the allowed region for ( Example. Consider the cubic function g(x) = 6:5x 3 − 1:9x 2 + 0:2x sampled uniformly in the [0; 1] interval with x = 0:1: Fig. 11 shows the approximation error, e(x); for the monotone cubic spline elastica (MCSE) and FB splines, respectively. The FB algorithm utilizes the 3 × 3 square in M . 
Results
In this section, we compare the results of the di erent techniques described in this paper. They include:
1. Cubic spline elastica (CSE)-The cubic spline coe cients are obtained by minimizing Eq. (28) subject to the constraint that f(x) is a C 2 cubic function. Since the energy given in Eq. (28) is a nonlinear objective function, global minimization is di cult. We used various initial estimates for the minimization procedure, including {y k } = 0 and {y k } = m k . We selected the solution {y k } associated with the minimum energy value computed. 2. Monotone cubic spline elastica (MCSE)-The ÿrst derivatives are obtained by minimizing E subject to the constraint that f(x) is monotone and a C 2 cubic function. Since the energy E is a nonlinear objective function, global minimization is di cult. We used various initial estimates for the minimization procedure, including {y k } = 0, {y k } = m k , as well as {y k } computed by the SDDE QP method. We selected the solution {y k } associated with the minimum energy value computed. Note that MCSE solution may not exist if there is no monotone C 2 solution. 3. Free-end (FE) boundary condition-The ÿrst derivatives {y k } are obtained by minimizing Eq. (29), assuming f(x) is a C 2 cubic function that satisÿes the free-end condition: f (x 0 ) = f (x n−1 ) = 0. 4. Fritsch and Butland (FB): The algorithm is described in [14] and implemented in PCHIM. FOR, NETLIB's PCHIPD package for piecewise cubic hermite interpolation by Fritsch. The ÿrst derivatives are calculated using Brodlie's formula with = (
5. Second derivative discontinuity energy (SDDE QP)-Minimize E D . 
Modiÿed discontinuity energy (SDDE LP)-Minimize
We used the optimization toolbox of Matlab 5.3 to solve the linear and quadratic programming problems above. Note that Matlab indicates when no feasible solution exists. We will demonstrate the techniques on the following two data sets. The ÿrst set is the following: Figs. 12-14 depict the curves produced by the various methods. Each curve is presented in two coordinate systems: (x; f(x)) and ( ; ÿ). The purpose of this representation is to highlight the monotone characteristics of the curves. The spline ÿgures contain vertical lines ended with circles to represent the second derivative di erence at the knots, where the di erence is measured by
Note that E D is deÿned as the sum of all the D k 's. The scale for the second derivative di erences is normalized to ÿt the curve scale, while its maximum value is given in Table 3 . Note also that for C 2 curves, e.g., E D = 0, the di erences are zero. The curves produced by the CSE and FE methods above are C 2 and not monotone. Note that there is no monotone C 2 solution and therefore the MCSE curve does not exist. The SDDE − QP, SDDE − LP, and Fritsch-Butland curves are C 1 and monotone. Since the SDDE − QP and SDDE − LP curves are virtually identical, we showed only the latter curve. The distribution of the { k ; ÿ k } points for the Fritsch-Butland curve are concentrated near the origin, i.e., biased towards low values. This has a noticeable e ect on the smoothness of the curve. In particular, the resulting curve exhibits more tension and is biased towards linear interpolation where ( ; ÿ) = (1; 1). It is also salient that the second derivative discontinuities are prominent at the spline joints. Table 3 summarizes these results. Note that the N=A entries in the table apply to those curves which are only C 1 . Any attempt to minimize the sum of their piecewise squared second derivatives will yield a linear interpolant with E = 0, which is not smooth. E is therefore not a meaningful energy measure for C 1 curves. The second example is the third set used by Akima [1] . Figs. 15 -17 depict the curves produced by methods described in this section. In this case, there is no feasible monotonic C 2 solution. Therefore, all the methods produced C 1 curves. Again, the energy minimization solutions are visually more pleasing. This can be explained by the { ; ÿ} pairs that are spread more widely across the M region. Table 4 summarizes these results. Note that energy measure E is not applicable for C 1 solutions produced by the SDDE − QP, SDDE − LP, and FB methods. 
Extensions
In this section we extend the techniques described earlier to solve the following problems:
1. Handling data of changing monotonicity. 2. Construction of monotone and convex (or concave) interpolating cubic splines. 3. Construction of C 2 interpolating cubic splines with up to two extra knots inserted between each pair of data points. 4. Smoothing noisy data with C 2 cubic splines.
Handling data of changing monotonicity
All of the methods presented thus far have been demonstrated on monotonic increasing or decreasing data sets. The methods can be easily extended to handle data of changing monotonicity. Arbitrary data sets, for instance, can be partitioned into a sequence of monotonic increasing and decreasing sets. Enforcing monotonicity in each of these sets helps reduce undesirable ripples. This may be useful for applications such as signal resampling, e.g., image magniÿcation. We visit all intervals and determine which monotonicity constraints to apply, based on whether the data is increasing, decreasing, or constant. For each increasing and decreasing interval, we have six monotonicity constraints. For each constant (horizontal) interval, we have two constraints: y k = y k+1 = 0. When two intervals meet to form a local extrema, no monotonicity constraints are applied to either interval. Details are provided in the supplied MATLAB code in Appendix B.
Figs. 18-20 show the free-end, Fritsch-Butland (FB), and SDDE methods applied to data having three local extrema. The data set is given below. Note that the local nature of the FB algorithm forces a tense ÿt through the ÿrst extrema. The SDDE − LP method relaxes the monotonicity constraint to allow a smooth ÿt in the vicinity of the extrema. Similarly, the extrema on the right side of the ÿgure demonstrates the smoother SDDE − LP ÿt. Fig. 21 shows the { ; ÿ} points for the FB and SDDE − LP methods. Notice that the FB algorithm restricts the { ; ÿ} positions to the square delimited by (0,0) and (3, 3) . The SDDE − LP method, on the other hand, permits the { ; ÿ} positions to fall freely in 
Shape preserving cubic splines
A spline is said to be shape preserving if it produces convex splines for convex data. Several algorithms were proposed to compute shape preserving splines that are monotone and convex [8, 7, 4, 5] . The algorithms are based on [15] and iteratively compute a set of ÿrst derivatives that simultaneously satisfy the monotonicity and convexity constraints to produce a C 1 spline. We seek to introduce shape preserving constraints in our optimization framework to produce a C 2 solution, if it exists. Function f(x) is said to be increasing convex in [
and
The increasing condition of Eq. (59) is a monotonicity requirement discussed in Section 4.
Since the second derivative of f(x) is linear in x, its extrema are at the interval borders. For the second derivative to be positive in the interval [x k ; x k+1 ] it is su cient that f k (x k ) ¿ 0 and f k (x k+1 ) ¿ 0. This yields the following convexity constraints:
Fig . 22 shows the convexity region C embedded in monotonicity region M . The intersection of both regions yields the shape preserving constraints:
These shape preserving constraints can be used in place of the monotonicity constraints (Eqs. (36) or (37)) for minimizing E L , E L , E D , and E D .
Knot insertion
In each subinterval [x k ; x k+1 ], we shall introduce two additional knots at locations (x k + ) and (x k+1 − ), where 6 x k =3. It has been shown that this knot insertion process will guarantee the existence of a monotone C 2 cubic spline interpolant [23] . Let D = {x k ; y k } n−1 k=0 be the original set of data points and let K = {x i ;ỹ i } 2(n−1) i=0 denote the inserted knots. The full set of points through which the interpolant must pass is P = D ∪ K. That is,
consists of the original data points and the inserted knots such that each original data point with index i lies at position 3i in the set P, i.e., {X 3i ; Y 3i } = {x i ; y i }.
In order to solve for the interpolant, we will introduce a new set of constraints that will be used to minimize E L , E L , E D , and E D . We will need to solve for the unknown {Y m } values in K and ÿrst derivative values {Y m } in P. In order to simplify the implementation, we will consider both {Y m } and {Y m } to be unknown. The original data values {y k } is applied to {Y m } by means of the interpolation constraint Y 3i = y i . The following are the constraints for the optimization problem: The manner in which we formulated the constraints is independent of the number of knots in K. Therefore, one may consider the use of 0, 1, or 2 additional knots between any two data points. Furthermore, the number of additional knots can be made to vary among intervals. This suggests that a progressive method may be applied in which we solve the optimization problem with no additional knots. If no feasible C 2 solution exists, then may add one knot between each pair of data points and solve the new problem. If a feasible C 2 solution does not exist, then we may add two knots between the data points, as suggested by Pruess [23] . This time we are guaranteed to have a feasible C 2 solution.
Smoothing
In case the data {y k } is not accurate due to noise or measurement error, we suggest the following method to compute a monotone C 2 approximating curve. This method can work even if the data is not monotone.
Let {f k } be the values of the approximating curve at the knots {x k }. We use the mean squared error as our objective function
The following are the constraints for the optimization problem:
1. Second derivative continuity: Since we are performing approximation rather than interpolation, we use f k rather than y k in Eq. (38). Also, note that m k in Eqs. (36) and (37) refers to (f k+1 − f k )= x k in this case. Finally, the E S 
energy measure can be minimized by using quadratic programming subject to the constraints given above.
Comparison
In this section, we compare the various techniques. We consider the MCSE, SDDE − QP, SDDE − LP, SDDE − MM, LE − QP, LE − LP, and FB methods. Note that this order corresponds to the quality of the splines produced, beginning with the MCSE's optimal C 2 spline. These methods are outlined in Table 5 , where LP and QP are used to refer to linear and quadratic programming, respectively.
• The MCSE method yields the optimal C 2 solution, if one exists. Its primary drawback is that it requires a costly nonlinear constrained optimization technique to minimize E. Furthermore, if there is no C 2 solution, then an alternate method must be considered.
• The SDDE − QP method requires quadratic programming to minimize E D . It produces a suboptimal C 2 solution, if it exists. Otherwise, it yields a C 1 solution that is closest to C 2 .
• The SDDE − LP method requires linear programming to minimize E D . It produces a suboptimal C 2 solution, if it exists. Otherwise, it yields a C 1 solution that is closest to C 2 . The SDDE − LP technique has proven to be our method of choice. It produces curves that are virtually indentical to SDDE − QP curves at much lower cost.
• The LE − QP and LE − LP methods require quadratic and linear programming, respectively, to minimize energy measures E L and E L , respectively. They produce a suboptimal C 2 solution, if it exists. Otherwise, they yield a poor C 1 solution due to prominent second derivative discontinuities.
• The popular Fritsch-Butland algorithm uses a local method to compute a monotone C 1 interpolant. It is important to note that the method does not attempt to ÿnd a C 2 solution, even if one exists.
• All of the energy minimization methods compared here can beneÿt from knot insertion to guarantee the existence of a C 2 solution. Knot insertion can employ any energy measure and any optimization method to derive a C 2 solution. The major drawback to the use of knot insertion is that the number of constraints grows to solve for the additional knots.
• The E D for SDDE − MM may be greater than that of SDDE − QP.
Discussion
In this section, we review several key points about monotonic cubic spline interpolation and linear programming.
1. This paper presents several key enhancements beyond the work described in [31] . In that paper, cubic splines were represented using four coe cients, requiring the solution of three unknowns and the use of nine constraints per interval. This work makes use of the Hermite representation of splines. As a result, the interpolation and C 1 continuity constraints are implicit and do not need to be considered when minimizing any objective function. Furthermore, this approach requires the solution of only one unknown and the use of seven constraints per interval. Note that we assume the use of six monotonicity constraints above. 2. The assumption used to deÿne E L is correct for the subset of C 2 curves that comply with the condition f (x) 2 1. This condition is often violated in practice. This makes the use of linearized energy E L meaningless as an objective function for energy minimization methods. For instance, in comparing the FE and the SDDE − QP curves in Fig. 9 , higher E for the free-end (FE) curve does not translate to higher E L (see Table 2 ). 3. By examining the physical deÿnition of the strain energy, it is implicit that E and E L are applicable for C 2 curves only. This means that the energy measures are only meaningful when comparing C 2 monotone splines. For instance, we cannot use such energy measures to compare C 0 curves, such as those produced by linear interpolation. It is apparent that such curves produce low values for E and E L , although they are not smooth at the spline joints. That is, they satisfy f (x) = 0 nearly everywhere. Only at the spline joints is this condition possibly violated. Therefore, C 2 energy measures E and E L are not appropriate objective functions for monotone splines, since the monotonicity constraint may sometimes force the spline to be C 1 continuous. 4. The Fritsch-Butland algorithm clamps the and ÿ values to the [0; 3] range, thereby utilizing only 67.9% of monotone region M . This has a tendency of biasing the solution away from smoother alternatives. The optimization-based solutions presented in this paper more fully utilize region M , yielding the smoother SDDE − LP curve shown in the ÿgures above. For instance, the six-sided and ÿfteen-sided polygonal approximation of M cover 90.53% and 97.53% of region M , respectively. Furthermore, the SDDE − LP algorithm can produce C 2 solutions, whereas the local Fritsch-Butland algorithm is limited to C 1 solutions. 5. The approaches presented here are general in the sense that they can be easily modiÿed to solve di erent applications where additional constraints are imposed or linear combination of objective functions are used. Section 8 demonstrated how to apply shape preserving, knot insertion, and data smoothing constraints in our framework. 6. The space of linear programming (LP) problems with n unknowns is in R n . Each constraint represents a hyperplane. Equality constraints force the feasible region onto hyperplanes, while inequalities divide the feasible region into allowed and disallowed halfplanes. When all the constraints are imposed, either we are left with some feasible region or else there is no feasible solution. The feasible region for LP problems is a convex polygon and the optimum value occurs at a vertex of the feasible region [24] . The two-phase simplex method is commonly used to obtain the optimal solution. Phase I determines whether the LP problem has a feasible solution. If a feasible solution exists, phase I provides a basic solution that complies with the constraints but is not necessarily optimal. Phase II, in turn, ÿnds the basic solution that is optimal. Wolfe [32] proposed a method for converting a quadratic programming problem into an LP problem requiring only phase I computation. This allows us to make use of the simplex method to solve quadratic programming problems. 7. The observations made in Section 9 suggest the following sequence for determining the optimal spline. First, we apply the SDDE LP method to derive a solution. If a C 2 solution exists, we may either apply the MCSE method to derive the optimal C 2 solution or be satisÿed with the suboptimal C 2 SDDE LP spline. If a C 2 solution does not exist, then SDDE LP leaves us with a C 1 spline that is closest to C 2 .
Summary
The goal of this work has been to determine the smoothest possible curve that passes through its control points while simultaneously satisfying the montonicity constraint. We presented a simple monotonicity test that may be applied to each pair of control points in the spline. That result is used as the basis for all the methods described in this paper, including linear and nonlinear optimization-based methods. We cast the monotonic cubic spline interpolation problem within an energy minimizing framework. Various energy measures were considered for the optimization objective functions.
We showed how to apply quadratic programming to minimize the objective functions used in this paper. Modiÿcations were introduced to simplify the problem and facilitate the use of linear programming. The interpolation methods considered in this paper include cubic spline elastica (CSE), free end (FE), linearized energy (LE QP), modiÿed linearized energy (LE LP), second derivative discontinuity energy (SDDE QP), modiÿed discontinuity energy (SDDE LP), and the Fritsch-Butland algorithm. We found that energy minimization methods yielded superior results to the popular FritschButland algorithm [14] . We suggested that the SDDE LP energy measure be used as an optimization objective. It minimized the second derivative discontinuity and provided visually pleasing results.
Since there is a large family of monotone curves that interpolate the data, we derived bounds on the error between any two such curves. We also showed that the traditional linearized energy measure E L is based on invalid assumptions and is of limited value in determining C 1 monotonic solutions. Finally, we presented extensions to handle arbitrary data sets with changing monotonicity, shape-preserving splines, knot insertion, and data smoothing. MATLAB code is furnished to demonstrate the monotonic cubic spline interpolation algorithm.
Appendix A. Monotonicity constraints
The boundary of monotone region M is approximated using an n-sided polygon. The vertices of the polygon are given by coordinates ( i ; ÿ i ), where 0 6 i ¡ n. Let s i be the slopes of the polygon sides: 
