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INTRODUCTION
The main goal of this PhD thesis is the study of the cohomology ring of
P2w\R, beingR a reduced algebraic curve in the complex weighted projective
plane P2w whose irreducible components are all rational (possibly singular)
curves. In particular, holomorphic (rational) representatives are found for
the cohomology classes. In order to achieve our purpose one needs to develop
an algebraic theory of curves on surfaces with quotient singularities and
study techniques to compute some particularly useful invariants by means
of embedded Q-resolutions.
The study of methods to compute different kinds of invariants from an
embedded resolution constitutes a classical problem in Singularity Theory
([Hir64]). The main motivation for using embedded Q-resolutions rather
than standard ones is that they provide almost the same information but
their combinatorial and computational complexity is much lower than clas-
sical ones. The study of surface singularities using embedded resolutions is
a classical procedure. The main ingredients appearing in these resolutions
are projective planes and plane algebraic curves coming from the intersec-
tion of the strict transform with the exceptional divisor. In a natural way,
using embedded Q-resolutions instead of classical ones, weighted projective
planes and weighted projective curves appear. The study and understanding
of algebraic and topological invariants of curves with quotient singularities
in P2w gives a good insight into surface singularities in a simpler way.
To deal with these invariants we have to generalize, in an appropriate
way, concepts such as: δ-invariant, Milnor fiber, genus formula, Noether’s
formula, concept of logarithmic forms on non-normal crossing Q-divisors or
an Adjunction-like Formula in P2w among others. The latter provides a very
nice relation between a topological invariant, such as the genus of a generic
(but not necessarily smooth) curve of quasi-homogeneous degree d, and the
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dimension of the space of polynomials of degree d − degK (with K the
canonical divisor in P2w).
For technical reasons the main result in this thesis is presented for ra-
tional curves in P2w. Following the work of Cogolludo-Agust´ın and Matei
in [CAM12], the existence of genus makes the holomorphic classes not to
be enough to generate the cohomology ring (anti-holomorphic forms are
required).
The first approaches in the study of the cohomology algebra of the com-
plement of hyperplane arrangements come from Arnold ([Arn69]), Brieskorn
([Bri73]) and Orlik-Solomon ([OS80]). In these works they prove that the
cohomology algebra is combinatorial and every cohomology class has a holo-
morphic (rational) representative.
Theorem (Brieskorn Lemma). Let L be a line arrangement with compo-
nents ℓ0, ℓ1, ..., ℓn, where each ℓi is the zero set of a linear form li. Then
the logarithmic 1-forms
ωi =
1
2π
√−1 d log
(
li
l0
)
i = 1, ..., n
generate the cohomology ring H•(P2 \ L,C). Moreover, H•(P2 \ L,C) is
isomorphic to the subalgebra generated by the ωi’s in the algebra of mero-
morphic forms.
In [Dim92] the problem is presented in the case of complement of curves
in P2. In this situation, generators of the cohomology ring are found by Lu-
bicz in [Lub00]. The complete ring structure is solved for rational arrange-
ments in [CA02] and for the general case in [CAM12], where the authors
give a description which also depends on the combinatorial structure of the
curves called weak combinatorics ([CB10]). The forms involved in all these
previous results are of type
H
Ω2
CiCjCk
,
being C = ∪iCi a curve in P2 with Ci = {Ci = 0}, H a polynomial and
Ω2 := zdx ∧ dy + xdy ∧ dz + ydz ∧ dx the volume form.
To study the cohomology ring of the complement of a curve in P2w
one has to start generalizing some local invariants on quotient singularities
([CAMO13]). Another generalizations can be found in [ABFdBLMH10],
where the authors study Milnor fibers and Milnor numbers of germs on
quotient singularities, or in [BLSS02, uT77, STV05]. In dimension 2,
cyclic singularities coincide with toric singularities. Hence, the local study
of singularities in this dimension can be done with techniques coming from
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toric geometry. However, our final purpose is the study of weighted projec-
tive curves which are not, in general, toric varieties. Therefore, the use of
weighted blow-ups seems more appropriate to deal with these objects (see
for instance [AMO11a, AMO11b, AMO12, Dol82, Mar11, Ort09]).
In this work three different techniques are involved: local theory on
V -surface singularities, global theory of logarithmic forms and theory of
lattice points and Dedekind sums. For the local part we have studied inter-
section theory, different local invariants previously exposed and embedded
Q-resolutions. We give an alternative definition of logarithmic forms, called
here log-resolution logarithmic forms (see [CAM12]), which will be inde-
pendent of the Q-resolution. In general, the sheaf of such forms is smaller
than the one of logarithmic forms on divisors with non-normal crossings
([Sai80]). A description of logarithmic sheaves is given in terms of valu-
ations of Q-resolution trees. To connect this local theory with the global
one an Adjunction-like Formula is required. In order to show this formula,
lattice points and Dedekind sum techniques are required ([RG72, BR07]).
This shows the connection between geometry and combinatorics. Similar
techniques can be found in [Pom93, Lat95].
As an application, the results obtained in this thesis are essential in the
study of resonance varieties and formality. The cohomology ring provides the
natural way to construct resonance varieties (see for instance [CA02]). The
works of [Bri73, OS80] and [CAM12] allow one to prove that complements
of hyperplane arrangements and curves are formal spaces. This present work
could be used to study the formality of the complement of curves in weighted
projective planes.
The rest of this introduction will be devoted to summarize the main
results obtained divided into three different parts.
The first one (Chapter I) works as an introductory part, the basic con-
cepts are presented and the necessary tools for the main results are stated.
In the second one (Chapters II and III), local invariants of curves on spaces
with quotient singularities are developed. In the last part (Chapters IV and
V) all the previous results are used to obtain global invariants. In Chapter
IV we provide a genus formula and an Adjunction-like Formula for curves on
V -surfaces. Finally, in Chapter V, we join all these ingredients from Chap-
ters I to IV and we focus on one of the most important invariants of the
pair (P2w,R), namely, the cohomology ring of P2w \ R, where R is a reduced
algebraic (possibly singular) curve in the complex weighted projective plane
P2w whose irreducible components are all rational.
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First part: basic tools
In Chapter I we start giving some basic definitions and properties of V -
manifolds, weighted projective spaces, embeddedQ-resolutions, and weighted
blow-ups (for a detailed exposition see for instance [AMO11a, AMO11b,
AMO12, Dol82, Ort09, Mar11]). The purpose of the first part of the
chapter is to fix the notation and introduce several tools to calculate a
special kind of embedded resolutions, called embedded Q-resolutions (see
Definition (I.2.2)), for which the ambient space is allowed to contain abelian
quotient singularities. To do this, we study weighted blow-ups at points.
We will focus our attention on the case of V -surfaces.
Definition 1. A V -manifold of dimension n is a complex analytic space
which admits an open covering {Ui} such that Ui is analytically isomorphic
to Bi/Gi where Bi ⊂ Cn is an open ball and Gi is a finite subgroup of
GL(n,C).
V -manifolds were introduced in [Sat56] and have the same homological
properties over Q as manifolds. For instance, they admit a Poincare´ duality
if they are compact and carry a pure Hodge structure if they are compact and
Ka¨hler (see [Bai56]). They have been classified locally by Prill ([Pri67]).
We are interested in V -surfaces where the quotient spaces Bi/Gi are
given by (finite) abelian groups.
Let Gd be the cyclic group of d-th roots of unity. Consider a vector of
weights (a, b) ∈ Z2 and the action
Gd × C2 ρ−→ C2,
(ξd, (x, y)) 7→ (ξad x, ξbd y).
The set of all orbits C2/Gd is called a (cyclic) quotient space of type (d; a, b)
and it is denoted by X(d; a, b).
The spaceX(d; a, b) is written in a normalized form (see Definition (I.1.9))
if and only if gcd(d, a) = gcd(d, b) = 1. If this is not the case, one uses the
isomorphism (assuming gcd(d, a, b) = 1)
X(d; a, b) −→ X
(
d
(d,a)(d,b) ;
a
(d,a) ,
b
(d,b)
)
,[
(x, y)
] 7→ [(x(d,b), y(d,a))]
to normalize it.
One of the main examples of V -manifolds is the weighted projective plane
(§I.4). Let w := (w0, w1, w2) ∈ N3 be a weight vector, that is, a triple of
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pairwise coprime positive integers. There is a natural action of the multi-
plicative group C∗ on C3 \ {0} given by
(x0, x1, x2) 7−→ (tw0x0, tw1x1, tw2x2).
The set of orbits C
3\{0}
C∗ under this action is denoted by P
2
w and it is called
the weighted projective plane of type w.
Let us recall the definition of one of the most important objects we are
dealing with.
Definition 2. An embedded Q-resolution of (H, 0) ⊂ (M, 0) is a proper
analytic map π : X → (M, 0) such that:
(1) X is a V -manifold with abelian quotient singularities,
(2) π is an isomorphism over X \ π−1(Sing(H)),
(3) π−1(H) is a Q-normal crossing hypersurface on X (see Defini-
tion (I.2.1)), and
(4) the strict transform Hˆ := π−1(H \ {0}) is Q-smooth (see Defini-
tion (I.2.1)).
Embedded Q-resolutions are a natural generalization of the usual em-
bedded resolutions, for which some of the invariants studied from Chapters II
to V can be effectively calculated.
In Section I.3 we develop an intersection theory in order to study embed-
ded Q-resolutions in dimension 2 (see [AMO11b] and [Mar11] for further
details). One has to deal with two types of divisors on V -manifolds: Weil
and Cartier divisors. Weil divisors are locally finite linear combinations
with integral coefficients of irreducible subvarieties of codimension 1 and
Cartier divisors are global sections of the quotient sheaf of meromorphic
functions modulo non-vanishing holomorphic functions. The relationship
between Cartier divisors and line bundles provides a useful way to define the
intersection multiplicity of two divisors. In the smooth category, both no-
tions coincide but this is not the case for singular varieties. Theorem (I.3.3)
([AMO11a]) allows one to develop a rational intersection theory on V -
manifolds (see [AMO11b]).
Definition 3 (Local intersection number on X(d; a, b), [Ort09]). Denote
by X the cyclic quotient space X(d; a, b) and consider two divisors D1 =
{f1 = 0} and D2 = {f2 = 0} given by f1, f2 ∈ C{x, y} reduced and without
common components. Assume that, (d; a, b) is normalized.
Then as Cartier divisors D1 =
1
d{(X, fd1 )} and D2 = 1d{(X, fd2 )}. The
local number (D1 ·D2)[P ] at a point P of type (d; a, b) is defined as
(D1 ·D2)[P ] =
1
d2
dimC
OP
〈fd1 , fd2 〉
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where OP = C{x, y}Gd is the local ring of functions at P (recall §I.1–2).
This local intersection theory developed allows us, for instance, to com-
pute the Weighted Be´zout’s Theorem for weighted projective planes (Propo-
sition (I.4.7)), which will be of particular interest in some forthcoming re-
sults.
Proposition 1 ([Ort09]). The intersection number of two Q-divisors, D1
and D2 on P2w without common components is
D1 ·D2 =
∑
P∈D1∩D2
(D1 ·D2)[P ] =
1
w¯
degw(D1) degw(D2) ∈ Q,
where w¯ = w0w1w2 and degw(Di) = deg(φ
∗(Di)) (see (7)).
In §I.5 we develop a De Rham cohomology for projective varieties with
quotient singularities. We shall recall some Hodge theoretical results for pro-
jective V -manifolds which will be of particular interest for us. All these re-
sults, with their respective proofs, can be found in the first chapter of [Ste77].
The definition of logarithmic forms and residues on non-normal crossing Q-
divisors on V -surfaces will be provided.
Let D be a Q-divisor in P2w. The complement of D will be denoted by
XD. Let us fix π : XD −→ P2w a Q-resolution of the singularities of D so
that the reduced Q-divisor D = (π∗(D))red is a union of smooth Q-divisors
on XD with Q-normal crossings.
Definition 4. A C∞ form ϕ on XD shall be called logarithmic (with respect
to a divisor D and aQ-resolution π) if π∗ϕ is logarithmic onXD with respect
to the Q-normal crossing divisor D (see Definition (I.5.6)). Therefore, one
has the corresponding sheaf
π∗ΩXD(log〈D〉).
Once D and π are fixed one can define the residue map Res[∗]π (ϕ) of a
logarithmic form ϕ as follows
π∗Ω
k
XD
(log〈D〉) Res
[k]
π−→ H0(D[k];C)
ϕ 7→ Res[k](π∗ϕ).
This previous definition is independent from the Q-resolution. For in-
stance, in the particular case of X(d; a, b) and the Res[2] one has the follow-
ing.
Definition 5. Let h be an analytic germ on X(d; a, b) written in normalized
form (Definition (I.1.9)). Let ϕ = h
dx ∧ dy
xy
be a logarithmic 2-form with
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poles at the origin. Then
Res[2](ϕ) :=
1
d
h(0, 0).
Second part: local invariants
In Chapter II we extend the concept of Milnor fiber and Milnor number
of a curve singularity allowing the ambient space to be a quotient surface
singularity (§II.1). A generalization of the local δ-invariant is defined and
described in terms of a Q-resolution of the curve singularity (§II.3). In
particular, when applied to the classical case (the ambient space is a smooth
surface) one obtains a formula for the classical δ-invariant in terms of a Q-
resolution, which simplifies considerably effective computations.
All these tools will finally allow for an explicit description of the genus
formula of a curve defined on a weighted projective plane in terms of its
degree and the local type of its singularities in Chapter IV.
Definition 6 ([CAMO13]). Let C = {f = 0} ⊂ X(d; a, b) be a curve germ.
The Milnor fiber Fwt of (C, [0]) is defined as follows,
Fwt := {F = t}/Gd.
The Milnor number µw of (C, P ) is defined as follows,
µw := 1− χorb(Fwt ).
Note that alternative generalizations of Milnor numbers can be found,
for instance, in [ABFdBLMH10, BLSS02, uT77, STV05]. The one
proposed here seems more natural for quotient singularities (see Exam-
ple (IV.1.18)), but more importantly, it allows for the existence of an explicit
formula relating Milnor number, δ-invariant, and genus of a curve on a sin-
gular surface (Chapter IV).
In §II.3 we present a version of Noether’s formula (see Theorem (II.2.1))
for curves on quotient singularities and Q-resolutions.
Theorem 2 (Noether’s Formula, [CAMO13]). Consider C and D two
germs of Q-divisors at [0] without common components in a quotient surface
singularity. Then the following formula holds:
(C ·D)[0] =
∑
Q≺[0]
νC,QνD,Q
pqd
,
where Q runs over all the infinitely near points of (CD, [0]) and Q appears
after a blow-up of type (p, q) of the origin in X(d; a, b).
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We define the local invariant δw for curve singularities on X(d; a, b).
Definition 7 ([CAMO13]). Let C be a reduced curve germ at [0] ∈
X(d; a, b), then we define δw as the number verifying
χorb(Fwt ) = r
w − 2δw,
where rw is the number of local branches of C at [0], Fwt denotes its Milnor
fiber, and χorb(Fwt ) denotes the orbifold Euler characteristic of F
w
t .
A recurrent formula for δw based on a Q-resolution of the singularity is
provided in Theorem (II.2.5).
Theorem 3 ([CAMO13]). Let (C, [0]) be a curve germ on an abelian quo-
tient surface singularity. Then
δw =
1
2
∑
Q≺[0]
νQ
dpq
(νQ − p− q + e) ,
where Q runs over all the infinitely near points of a Q-resolution of (C, [0]),
Q appears after a (p, q)-blow-up of the origin of X(d; a, b), and e := gcd(d, aq−
bp).
In §II.3–1 an interpretation of the δw invariant as the dimension of a
vector space is given. In the classical case this invariant can be interpreted
as the dimension of a vector space. Since δw is in general a rational number, a
similar result can only be expected in certain cases, namely, when associated
with Cartier divisors (see Theorem (II.3.7)).
Theorem 4 ([CAMO13]). Let f : (X(d; a, b), P ) → (C, P ) be a reduced
analytic function germ. Assume (d; a, b) is a normalized type. Consider
R = OP〈f〉 the local ring associated with f and R its normalization ring. Then,
δwP (f) = dimC
(
R
R
)
∈ N.
In §II.3–2 we will present, in some way, a generalization of this result.
To do this some previous definitions are needed.
For a given k ≥ 0, one has the module OP (k) (for further details see
§I.1–2),
OP (k) := {h ∈ C{x, y}| h(ξadx, ξbdy) = ξkdh(x, y)}.
Let {f = 0} be a germ in P ∈ X(d; a, b). Note that if f ∈ OP (k), then one
has the following OP -module, OP (k − a− b) verifying
OP (k − a− b) = {h ∈ C{x, y}| hdx ∧ dy
f
is Gd-invariant}.
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Definition 8. Let D = {f = 0} be a germ in P ∈ X(d; a, b), where f ∈
OP (k). Consider π a Q-resolution of (D, P ).
(1) Let MlogD,π denote the submodule of OP consisting of all h ∈ OP
such that the 2-form
ω = h
dx ∧ dy
f
∈ Ω2P (a+ b− k)
is logarithmic at P , with respect toD and the embeddedQ-resolution
π (recall Definition 4).
(2) Let MnulD,π denote the submodule of MlogD,π consisting of all h ∈
MlogD,π such that the 2-form
ω = h
dx ∧ dy
f
admits a holomorphic extension outside the strict transform f̂ .
This last module will play an important role in the construction of a
presentation for the cohomology ring of P2w \ R in Chapter V.
Definition 9. Let D = {f = 0} be a germ in P ∈ X(d; a, b). Let us define
the following dimension,
KP (D) = KP (f) := dimC OPMnulD,π
.
The number KP (f) gives us the minimal number of conditions required
to a generic germ h ∈ OP (s) so that h ∈MnulD,π(s).
Theorem 5. Let f, g ∈ O(k), k ∈ N, be two germs at P ∈ X(d; a, b). Then,
KP (f)−KP (g) = δwP (f)− δwP (g).
In Chapter III we continue defining some other logarithmic modules and
sheaves associated with a Q-divisor D and a Q-resolution π apart from the
one in Definition 8. Their global sections will allow for a construction of
logarithmic 2-forms on D in Chapter V. We will construct two kinds of trees
associated with an analytic germ {f = 0} at P ∈ X(d; a, b), T˜ nulP (f) (see
§III.1) and T˜ δ1δ2P (f) (see §III.2) being δ1 and δ2 two local branches of f at
P . These trees will provide a useful description of the logarithmic modules
previously defined.
Definition 10. Let D = {f = 0} be a germ in P ∈ X(d; a, b), where
f ∈ OP (k). Consider π a Q-resolution of (D, P ).
Let us define MδiδjD,π the submodule of MlogD,π consisting of all h ∈ MlogD,π
such that the 2-form
ω = h
dx ∧ dy
f
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has zero residues outside the edges of the path γ(δ1, δ2).
As a consequence of the construction of the trees T˜ nulP (§III.1) and T˜ δ1,δ2P
(§III.2) and Definitions 8 and 10 one has the following characterization:
MnulD,π = {h ∈ OP | T˜P (D, π)|h ≥ T˜ nulP (D, π)}.
MδiδjD,π = {h ∈ OP | T˜P (D, π)|h ≥ T˜
δiδj
P (D, π)}.
Consider now the following dimension,
K
δiδj
P (D) = K
δiδj
P (f) := dimC
OP
MδiδjD,π
.
The numberK
δiδj
P (f) gives us the minimal number of conditions required
to a generic germ h ∈ OP (s) so that h ∈MδiδjD,π(s).
Definition 11. The degree of a weighted tree T will be defined as follows
deg(T ) :=
∑
Q∈|T |
w(T , Q)
2dpq
(w(T , Q) + p+ q − e) ,
where w(T , Q) denotes the weight of T at Q, the vertex Q runs over all the
infinitely near points of a Q-resolution of Vf , Q appears after a (p, q)-blow-
up of the origin of X(d; a, b), and e := gcd(d, aq − bp).
One has the following result (Lemma (III.4.3)) for weighted plane curves
in P2w which extends Lemma 2.35 in [CA02] for curves in P
2 and classical
resolutions.
Lemma 6. The following result holds,
deg(T˜ δ1,δ2P (f)) = deg(T˜ nulP (f))− 1.
Note that in the case of germs at P on C2 and classical blow-ups, the
degree of a tree T is related with the number of conditions imposed to a
germ g so that T |g ≥ T . In this situation KP (f) = deg T nulP (f) = δP (f)
(see [CA02]). In our case, deg T nulP (f) = δwP (f), independent from the
Q-resolution, which is in general a rational number. Therefore, KP (f) =
deg T nulP (f) can only be expected when f defines a function on X(d; a, b).
The previous Lemma 6, together with the following Proposition 7 (see
Proposition (III.5.6)), will be useful in Chapter V to allow for the proof of
Theorem 13.
Proposition 7. Let {f = 0} be an analytic germ of curve singularity at [0]
on X(d; a, b). Consider δ1, δ2 any two different local branches of f at [0],
then
Kδ1δ2P (f) = KP (f)− 1.
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Third part: global invariants
In §IV.1 a genus formula for weighted projective curves is provided by
means of the δw-invariant (Definition 7). For a given d ∈ N and a normalized
weight list w ∈ N3 the virtual genus associated with d and w is defined as
gd,w :=
d(d− |w|)
2w¯
+ 1,
having the following result (see Theorem (IV.1.12)).
Theorem 8 ([CAMO13]). Let C ⊂ P2w be an irreducible curve of degree
d > 0, then
g(C) = gd,w −
∑
P∈Sing(C)
δwP .
We also show some practical examples in which the genus of different
curves in different weighted projective planes is computed.
During the rest of this Chapter IV we focus our efforts on obtaining
an Adjunction-like Formula relating the genus of a generic curve of quasi-
homogeneous degree d, and the dimension of the space of polynomials of
degree d+degK (note that degK = −|w| = −(w0+w1+w2)), with K the
canonical divisor in P2w (this dimension will be denoted by Dd−|w|,w).
One has the following results (see Theorem (IV.4.3) and Corollary (IV.4.4))
which will play an important role in Chapter V.
Theorem 9. Let w0, w1, w2 be pairwise coprime integers, d ∈ N and denote
by w¯ = w0w1w2, |w| = w0+w1+w2 where w = (w0, w1, w2). Let us consider
positive integers pi = wi, qi = −w−1j wk mod wi ∈ N with j < k (recall that
X(wi;wj , wk) = X(pi;−1, qi)), ri = w−1k d mod wi ∈ N. Consider
Dd−|w|,w = #
{
(x, y, z) ∈ N3 | w0x+ w1y + w2z = d− |w|
}
,
A(pi,qi)ri = #
{
(x, y) ∈ N2 | pix+ qiy ≤ qiri, x, y ≥ 1
}
,
δ(pi,qi)ri =
ri(piri − pi − qi + 1)
2pi
.
Then
Dd−|w|,w = gd,w +
2∑
i=0
(
δ(pi,qi)ri −A(pi,qi)ri
)
.
Let C ⊂ P2w be a reduced curve of degree d, the number of global condi-
tions of C is defined as follows
K(C) :=
∑
P∈Sing(C)
KP (f).
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Corollary 10 (Adjunction-like Formula). Let C ⊂ P2w be a reduced curve of
degree d, then
h0(P2w;O(d− |w|)) = Dd−|w|,w = gd,w −
∑
P∈Sing(C)
δwP +K(C).
From now on, we will denote by XC the complement of C in the complex
projective plane P2w.
With all the necessary ingredients previously developed, we will finally
focus, in Chapter V, on one of the most important invariants of the pair
(P2w,R), namely, the cohomology ring of XR, where R is a reduced alge-
braic (possibly singular) curve in the complex projective plane P2w whose
irreducible components Ri are all rational (g(Ri) = 0). Such curves will be
called rational arrangements. The aim of this chapter is to find a presenta-
tion for the cohomology ring of XR.
Let D be a reduced Q-divisor in P2w. In §V.2, a basis for H1(P2w \D;C) is
given and, in §V.4, a holomorphic presentation forH2(P2w\R;C) is provided.
Consider a system of coordinates [X : Y : Z] in P2w. If one writes
D := {D = 0}, D can be expressed as a product C0 · C1 · . . . · Cn where
Ci := {Ci = 0}, Ci are irreducible components of D.
One can consider the following differential forms
σij := d
(
log
C
dj
i
Cdij
)
= dj d(logCi)− di d(logCj).
where i, j = 0, ..., n, di := degw(Ci).
Take π a Q-resolution of D then, the pull-back π∗σij defines a logarith-
mic 1-form on XD. The following result holds.
Theorem 11. The cohomology classes of
B1(D) := {σik}ni=0
i 6= k, constitute a basis for H1(XD;C).
It is easy to check that, in general, Brieskorn’s Theorem does not hold,
that is, ∧2H1(XR;C) does not generate H2(XR;C).
In §V.3 some examples of the computation of the ring structure of
H2(XD;C) are provided. Finally, in §V.4, a holomorphic presentation for
H2(XR;C), for a rational arrangement R, is given. Let us sketch this last
result.
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Let Ci, Cj , Ck be three curves in P2w (not necessarily different). We will
denote by Cijk the union Ci ∪ Cj ∪ Ck and consider Cijk a reduced equation
for Cijk. We also use dijk := degw Cijk.
For instance, if i = j = k, Cijk = Ci, Cijk = Ci and dijk = degw(Ci).
Using the modules described in terms of logarithmic trees seen in Chap-
ters II and III one can construct the following sheaf M∆Rijk,π.
Definition 12. Let R = ⋃iRi be a rational arrangement and π a Q-
resolution of singularities for R. For every triple (Ri,Rj ,Rk), not necessar-
ily i 6= j 6= k, let us take three points P1 ∈ Sing(Ri∩Rj), P2 ∈ Sing(Rj∩Rk)
and P3 ∈ Sing(Ri ∩ Rk). For every Pl choose two local branches, δill of Ri
and δjll of Rj . Consider
∆ :=
[
(P1, δ
i1
1 , δ
j1
1 ), (P2, δ
j2
2 , δ
k2
2 ), (P3, δ
k3
3 , δ
i3
3 )
]
.
Let us construct a sheaf M∆Rijk,π associated with ∆. Let Q ∈ Rijk, one
has the following module
(M∆Rijk,π)Q :=

OQ if Q /∈ Sing(Rijk)
(MnulRijk,π)Q if Pl 6= Q ∈ Sing(Rijk)
(Mδil ,δ
j
l
Rijk,π
)Q if Q = Pl with δ
i
l 6= δjl
(MnulRijk,π)Q if Q = Pl with δil = δ
j
l
 .
This module lead us to the corresponding sheafM∆Rijk,π which will be called
sheaf of ∆-logarithmic forms along Rijk w.r.t. π.
The previous sheaf M∆Rijk,π does not depend on the choice of the reso-
lution π. For a given R we will simply write M∆Rijk if no ambiguity seems
no likely to arise.
P1
P2 P3
δ
i1
1
δ
j1
1
δ
j2
2
δ
k2
2
δ
i3
3
δ
k3
3
∆
δ
j1
1 δ
i1
1
δ
j2
2
δ
k2
2
δ
k3
3
δ
i3
3
Ci
Cj
Ck
Figure 1. ∆ in H1(R¯ijk;C).
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With the previous definition, using the Adjunction-like Formula (Corol-
lary 10), Lemma 6 and Proposition 7 one has the following results.
Proposition 12. Let R be a rational arrangement in P2w as in Definition 12,
then
dimH0(P2w,M∆Rijk(dijk − |w|)) > 0.
Theorem 13. Let R = ⋃iRi be a rational arrangement in P2w and π
a Q-resolution of singularities for R. Let H be a polynomial of quasi-
homogeneous degree dijk − |w|, such that
H ∈ H0(P2w,M∆Rijk(dijk − |w|)).
The well-defined global 2-forms ω = H
Ω2
Rijk
form a holomorphic presentation
of H2(P2w \ R,C).
The proof in Theorem 13 will provide a method to find the relations
among the generators in H2(P2w \ R;C) by means of the residue operator
(Definitions 4 and 5).
Most of the results seen from Chapters I to V are illustrated in the par-
ticular case of D = V (xyz(xyz + (x3 − y2)2)) ⊂ P2w and w = (2, 3, 7). In
Chapter I we study a Q-resolution of its singularities (Example (I.2.8)). In
Chapter III we construct different logarithmic trees associated with them
(Examples (III.3.2) and (III.3.5)). The local concepts studied in Chap-
ters I and II give us the tools to compute its genus in Chapter IV (Exam-
ple (IV.1.18)). See also Example (IV.4.5) for an illustrative example of the
Adjunction-like Formula. Finally, all these results allow us in Chapter V to
study its cohomology ring H•(P2w \ D;C) in §V.3–2 and Example (V.4.9).
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El objetivo principal de esta tesis doctoral es el estudio del anillo de
cohomolog´ıa de P2w \R, siendo R una curva algebraica reducida en el plano
proyectivo ponderado complejo P2w cuyas componentes son curvas raciona-
les irreducibles (con o sin puntos singulares). En particular, encontramos
representantes holomorfos (racionales) para las clases de cohomolog´ıa. Para
lograr nuestro objetivo es necesario desarrollar una teor´ıa algebraica de cur-
vas en superficies con singularidades cociente y estudiar te´cnicas para calcu-
lar algunos invariantes, particularmente u´tiles, por medio de Q-resoluciones
encajadas.
El estudio de me´todos para calcular diferentes tipos de invariantes a
partir de una resolucio´n encajada constituye un problema cla´sico en Teor´ıa
de Singularidades ([Hir64]). La motivacio´n principal de usar Q-resoluciones
encajadas en lugar de las resoluciones cla´sicas es que e´stas ofrecen casi la
misma informacio´n siendo su complejidad combinatoria y computacional
mucho menor. El estudio de singularidades de superficie utilizando resolu-
ciones encajadas es un procedimiento esta´ndar. Los principales ingredientes
que aparecen en estas resoluciones son los planos proyectivos y las curvas
algebraicas planas provenientes de la interseccio´n de la transformada estric-
ta con el divisor excepcional. De forma natural, al utilizar Q-resoluciones
encajadas en lugar de las usuales, aparecen planos proyectivos ponderados
y curvas proyectivas ponderadas. El estudio y la comprensio´n de invariantes
algebraicos y topolo´gicos de curvas con singularidades cociente en P2w ofre-
ce una buena perspectiva de las singularidades de superficie de una forma
simple y ma´s ra´pida que con los me´todos usuales.
Para estudiar ciertos invariantes hemos tenido que generalizar, de mane-
ra adecuada, los siguientes conceptos: invariante δ, fibra de Milnor, fo´rmula
del ge´nero, fo´rmula de Noether, concepto de forma logar´ıtmica enQ-divisores
con cruces no normales o una Fo´rmula de tipo Adjuncio´n en P2w entre otros.
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Esta u´ltima fo´rmula proporciona una relacio´n muy interesante entre un in-
variante topolo´gico, como es el ge´nero de una curva gene´rica (no necesa-
riamente lisa) de grado cuasi-homoge´neo d, y la dimensio´n del espacio de
polinomios de grado d− degK (siendo K el divisor cano´nico en P2w).
Por razones te´cnicas, el resultado principal de esta tesis se presenta para
curvas racionales en P2w. Siguiendo el trabajo de Cogolludo-Agust´ın y Matei
en [CAM12], la existencia de ge´nero hace que las clases holomorfas no sean
suficientes para generar el anillo de cohomolog´ıa (siendo necesario trabajar
con formas anti-holomorfas).
Las primeras aproximaciones al estudio del a´lgebra de cohomolog´ıa del
complementario de configuraciones de hiperplanos provienen de los trabajos
de Arnold ([Arn69]), Brieskorn ([Bri73]) y Orlik-Solomon ([OS80]). En
e´stos, los autores demuestran que el a´lgebra de cohomolog´ıa es combinatoria
y que cada clase de cohomolog´ıa tiene un representante holomorfo (racional).
Teorema (Lema de Brieskorn). Sea L una configuracio´n de rectas con com-
ponentes ℓ0, ℓ1 , ..., ℓn, donde cada ℓi es el lugar de ceros de una forma lineal
li. Entonces las 1-formas logar´ıtmicas
ωi =
1
2π
√−1 d log
(
li
l0
)
i = 1, ..., n
generan el anillo de cohomolog´ıa H•(P2 \ L,C). Es ma´s, H•(P2 \ L,C) es
isomorfo a la suba´lgebra generada por los ωi en el a´lgebra de formas mero-
morfas.
En [Dim92] el problema se presenta para el caso del complementario de
curvas en P2. En esta situacio´n, Lubicz encuentra los generadores del anillo
de cohomolog´ıa en [Lub00]. La estructura de anillo completa se resuelve pa-
ra configuraciones racionales en [CA02] y para el caso general en [CAM12].
En este u´ltimo art´ıculo los autores dan una descripcio´n que tambie´n depen-
de de la estructura combinatoria de las curvas, llamada combinatoria de´bil
([CB10]). Las formas que participan en todos los resultados anteriores son
de la forma
H
Ω2
CiCjCk
,
donde C = ∪iCi es una curva en P2 con Ci = {Ci = 0}, H un polinomio y
Ω2 := zdx ∧ dy + xdy ∧ dz + ydz ∧ dx la forma de volumen.
Para estudiar el anillo de cohomolog´ıa del complementario de una cur-
va en P2w uno tiene que comenzar generalizando algunos invariantes loca-
les de curvas en espacios con singularidades cociente ([CAMO13]). Otras
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generalizaciones se pueden encontrar en [ABFdBLMH10], donde los au-
tores estudian la fibra de Milnor y el nu´mero de Milnor para ge´rmenes en
superficies con singularidades cociente, o en [BLSS02, uT77, STV05].
En dimensio´n 2, las singularidades c´ıclicas coinciden con las to´ricas. De
ah´ı que el estudio local de singularidades en esta dimensio´n se pueda ha-
cer con te´cnicas provenientes de la geometr´ıa to´rica. Sin embargo, nuestro
propo´sito final es el estudio de curvas proyectivas ponderadas, que no son,
en general, variedades to´ricas. Por tanto, el uso de explosiones ponderadas
parece ma´s adecuado para tratar este tipo de objetos (ve´ase, por ejemplo
[AMO11a, AMO11b, AMO12, Dol82, Ort09, Mar11]).
En este trabajo se usan principalmente tres te´cnicas diferentes: teor´ıa lo-
cal de singularidades en V -superficies, teor´ıa global de formas logar´ıtmicas
y teor´ıa de puntos en ret´ıculos junto con sumas de Dedekind. Desde el punto
de vista local se ha estudiado teor´ıa de interseccio´n, diferentes invariantes
locales anteriormente expuestos y Q-resoluciones encajadas. En la tesis da-
mos una definicio´n alternativa de formas logar´ıtmicas, las llamadas formas
logar´ıtmicas de log-resolucio´n (ver [CAM12]), que son independientes de la
Q-resolucio´n escogida. En general, el haz de tales formas es ma´s pequen˜o
que el de las formas logar´ıtmicas sobre divisores con cruces no normales
([Sai80]). Mostramos una descripcio´n de los haces logar´ıtmicos en te´rmi-
nos de valoraciones de a´rboles de Q-resolucio´n. Para conectar la teor´ıa local
con la global entra en juego la Fo´rmula de tipo Adjuncio´n. Para demostrar
dicha fo´rmula es necesario el estudio de me´todos de conteo de puntos y su-
mas de Dedekind ([RG72, BR07]). Todo ello muestra la conexio´n entre
la geometr´ıa y la combinatoria. Te´cnicas similares pueden encontrarse en
[Pom93, Lat95].
Como aplicacio´n, los resultados obtenidos en esta tesis se pueden aplicar
al estudio de las variedades de resonancia y la formalidad. El anillo de coho-
molog´ıa proporciona una manera natural para el ca´lculo de las variedades de
resonancia (ve´ase, por ejemplo [CA02]). Los trabajos de [Bri73, OS80] y
[CAM12] permiten demostrar que los complementarios de configuraciones
de hiperplanos y curvas son espacios formales. El presente trabajo podr´ıa ser
usado para estudiar la formalidad del complementario de curvas en planos
proyectivos ponderados.
El resto de esta introduccio´n esta´ dedicada a resumir los principales
resultados obtenidos divididos en tres partes.
La primera (Cap´ıtulo I) funciona como una parte introductoria, en ella
se presentan los conceptos ba´sicos y las herramientas necesarias para que los
resultados principales puedan ser desarrollados. En la segunda (Cap´ıtulos II
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y III), se estudian invariantes locales de curvas en espacios con singulari-
dades cociente. En la u´ltima parte (Cap´ıtulos IV y V) todos los resultados
anteriores se utilizan para obtener invariantes globales. En el Cap´ıtulo IV
damos una fo´rmula para el ge´nero y una Fo´rmula de tipo Adjuncio´n para
curvas en V -superficies. Por u´ltimo, en el Cap´ıtulo V, unimos todos los in-
gredientes vistos a lo largo de los Cap´ıtulos I a IV para centrarnos en uno
de los invariantes ma´s importantes del par (P2w,R), es decir, el anillo de
cohomolog´ıa de P2w \ R, donde R es una curva algebraica reducida (con o
sin puntos singulares) en el plano proyectivo ponderado complejo P2w cuyas
componentes irreducibles son todas racionales.
Primera parte: herramientas ba´sicas
En el Cap´ıtulo I empezamos dando algunas definiciones ba´sicas y pro-
piedades de V -variedades, espacios proyectivos ponderados, Q-resoluciones
encajadas y explosiones ponderadas (para una exposicio´n detallada, ve´ase,
por ejemplo, [AMO11a, AMO11b, AMO12, Dol82, Mar11, Ort09]).
El objetivo de la primera parte del cap´ıtulo es fijar la notacio´n e introducir
varias herramientas para calcular un tipo especial de resoluciones encaja-
das, las llamadas Q-resoluciones encajadas (ver Definicio´n (I.2.2)), para las
cuales, el espacio ambiente puede contener singularidades cociente de tipo
abeliano. Para ello, estudiamos explosiones ponderadas de puntos. Centra-
remos nuestra atencio´n en el caso de V -superficies.
Definicio´n 1. Una V -variedad de dimensio´n n es un espacio anal´ıtico com-
plejo que admite un recubrimiento por abiertos {Ui} tales que los Ui son
anal´ıticamente isomorfos a Bi/Gi donde Bi ⊂ Cn es una bola abierta y Gi
es un subgrupo finito de GL(n,C).
Las V -variedades fueron introducidas en [Sat56] y tienen las mismas
propiedades homolo´gicas sobre Q que las variedades. Por ejemplo, admiten
una dualidad de Poincare´ si son compactas y tienen una estructura de Hodge
pura si son compactas y Ka¨hler (ve´ase [Bai56]). Han sido clasificadas a nivel
local por Prill ([Pri67]).
Estamos interesados en V -variedades donde los espacios cociente Bi/Gi
vienen dados por grupos abelianos finitos.
SeaGd el grupo c´ıclico de las d-e´simas ra´ıces de la unidad. Consideremos
un vector de pesos (a, b) ∈ Z2 y la accio´n
Gd × C2 ρ−→ C2,
(ξd, (x, y)) 7→ (ξad x, ξbd y).
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El conjunto de todas las o´rbitas C2/Gd se llama espacio (c´ıclico) cociente
the tipo (d; a, b) y se denota por X(d; a, b).
Diremos que el espacioX(d; a, b) esta´ escrito en forma normalizada (Defi-
nicio´n (I.1.9)) si y so´lo si gcd(d, a) = gcd(d, b) = 1. Si no es el caso, usaremos
el siguiente isomorfismo (asumiendo gcd(d, a, b) = 1)
X(d; a, b) −→ X
(
d
(d,a)(d,b) ;
a
(d,a) ,
b
(d,b)
)
,[
(x, y)
] 7→ [(x(d,b), y(d,a))]
para normalizarlo.
Uno de los principales ejemplos de V -variedades es el plano proyectivo
ponderado (§I.4). Sea w := (w0, w1, w2) ∈ N3 un vector de pesos, es decir,
una terna de enteros positivos primos dos a dos. Hay una accio´n natural del
grupo multiplicativo C∗ sobre C3 \ {0} dada por
(x0, x1, x2) 7−→ (tw0x0, tw1x1, tw2x2).
El conjunto de o´rbitas C
3\{0}
C∗ bajo esta accio´n se denota P
2
w y es llamado
plano proyectivo ponderado de tipo w.
Recordemos la definicio´n de uno de los objetos ma´s importantes que
vamos a tratar.
Definicio´n 2. Una Q-resolucio´n encajada de (H, 0) ⊂ (M, 0) es una apli-
cacio´n anal´ıtica propia π : X → (M, 0) tal que:
(1) X es una V -variedad con singularidades cociente abelianas.
(2) π es un isomorfismo sobre X \ π−1(Sing(H)).
(3) π−1(H) es una hipersuperficie con Q-cruces normales en X (ve´ase
Definicio´n (I.2.1)).
(4) La transformada estricta Hˆ := π−1(H \ {0}) es Q-lisa (ver Defini-
cio´n (I.2.1)).
Las Q-resoluciones encajadas son una generalizacio´n natural de las re-
soluciones esta´ndar. El uso de Q-resoluciones permite calcular con eficacia
algunos de los invariantes estudiados a lo largo de los Cap´ıtulos II a V.
En la Seccio´n I.3 se desarrolla una teor´ıa de interseccio´n con el fin de es-
tudiar Q-resoluciones encajadas en dimensio´n 2 (ver [AMO11b] y [Mar11]
para ma´s detalles). Uno tiene que lidiar con dos tipos de divisores en V -
variedades: divisores de Weil y de Cartier. Los divisores de Weil son com-
binaciones locales lineales finitas con coeficientes enteros de subvariedades
irreducibles de codimensio´n 1 y los divisores de Cartier son secciones globa-
les del haz cociente de funciones meromorfas modulo funciones holomorfas
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no nulas. La relacio´n entre los divisores Cartier y los fibrados en l´ınea pro-
porciona una manera u´til de definir la multiplicidad de interseccio´n de dos
divisores. En la categor´ıa lisa, ambas nociones coinciden pero este no es el
caso para las variedades singulares. El Teorema (I.3.3) ([AMO11a]) permite
desarrollar una teor´ıa de interseccio´n en V -variedades (ver [AMO11b]).
Definicio´n 3 (Multiplicidad de interseccio´n local en X(d; a, b), [Ort09]).
Denotemos por X el espacio c´ıclico cociente X(d; a, b) y consideremos dos di-
visores D1 = {f1 = 0} y D2 = {f2 = 0} dados por f1, f2 ∈ C{x, y} reducidos
sin componentes comunes. Asumamos que, (d; a, b) esta´ normalizado.
Entonces como divisores de CartierD1 =
1
d{(X, fd1 )} yD2 = 1d{(X, fd2 )}.
La multiplicidad de interseccio´n (D1 ·D2)[P ] en el punto P de tipo (d; a, b)
se define como
(D1 ·D2)[P ] =
1
d2
dimC
OP
〈fd1 , fd2 〉
donde C{x, y}Gd (≡ OP ) es el anillo local de las funciones en P (ve´ase
§I.1–2).
Esta teor´ıa de interseccio´n local desarrollada nos permite, por ejemplo,
calcular el Teorema de Be´zout Ponderado en planos proyectivos ponderados
(Proposicio´n (I.4.7)), que sera´ particularmente interesante en algunos de los
resultados futuros.
Proposicio´n 1 ([Ort09]). La multiplicidad de interseccio´n de dos Q-diviso-
res sin componentes comunes, D1 y D2 en P2w es
D1 ·D2 =
∑
P∈D1∩D2
(D1 ·D2)[P ] =
1
w¯
degw(D1) degw(D2) ∈ Q,
donde w¯ = w0w1w2 y degw(Di) = deg(φ
∗(Di)) (ver (7)).
En §I.5 desarrollamos una cohomolog´ıa de De Rham para variedades
proyectivas con singularidades cociente. Recordaremos algunos resultados
teo´ricos de Teor´ıa de Hodge en V -variedades proyectivas que sera´n de espe-
cial intere´s para nosotros. Todos estos resultados, con sus respectivas demos-
traciones, se pueden encontrar en el primer cap´ıtulo de [Ste77]. Finalmente
proporcionaremos una definicio´n de formas logar´ıtmicas y residuos sobre
Q-divisores con cruces no normales en V -superficies.
Sea D un Q-divisor en P2w. El complementario de D se denotara´ XD.
Fijemos π : XD −→ P2w una Q-resolucio´n de las singularidades de D tal que
el Q-divisor reducido D = (π∗(D))red es una unio´n de Q-divisores lisos en
XD con Q-cruces normales.
RESUMEN (Spanish) xxix
Definicio´n 4. Una forma C∞, ϕ enXD se llamara´ logar´ıtmica (con respecto
al divisor D y a la Q-resolucio´n π) si π∗ϕ es logar´ıtmica en XD con respecto
al divisor con Q-cruces normales D (ve´ase Definicio´n (I.5.6)). Entonces,
tendremos el correspondiente haz
π∗ΩXD(log〈D〉).
Una vez que D y π esta´n fijados, podemos definir la aplicacio´n residuo
Res
[∗]
π (ϕ) de una forma logar´ıtmica ϕ de la siguiente manera
π∗Ω
k
XD
(log〈D〉) Res
[k]
π−→ H0(D[k];C)
ϕ 7→ Res[k](π∗ϕ).
La definicio´n anterior es independiente de la Q-resolucio´n. Por ejemplo,
en el caso particular de X(d; a, b), para el Res[2] tenemos lo siguiente.
Definicio´n 5. Sea h un germen anal´ıtico en X(d; a, b) escrito en forma
normalizada (Definicio´n (I.1.9)). Sea ϕ = h
dx ∧ dy
xy
una 2-forma logar´ıtmica
con polos en el origen. Entonces
Res[2](ϕ) :=
1
d
h(0, 0).
Segunda parte: invariantes locales
En el Cap´ıtulo II se ampl´ıa el concepto de fibra de Milnor y nu´mero de
Milnor de una singularidad de curva permitiendo que el espacio ambiente
tenga singularidades cociente (§II.1). Definimos una generalizacio´n del inva-
riante δ y damos una descripcio´n de e´ste en te´rminos de una Q-resolucio´n
de las singularidades de la curva (§II.3). En particular, aplicando lo visto al
caso cla´sico (el espacio de ambiente es una superficie lisa) uno obtiene una
fo´rmula para el invariante δ cla´sico en te´rminos de una Q-resolucio´n, lo que
simplifica considerablemente los ca´lculos efectivos.
Finalmente, todas estas herramientas nos permitira´n dar, en el cap´ıtu-
lo IV, una descripcio´n expl´ıcita de la fo´rmula de ge´nero para una curva
definida en un plano proyectivo ponderado en te´rminos de su grado y el tipo
de sus singularidades locales.
Definicio´n 6 ([CAMO13]). Sea C = {f = 0} ⊂ X(d; a, b) un germen de
curva. La fibra de Milnor Fwt de (C, [0]) se define como,
Fwt := {F = t}/Gd.
El nu´mero de Milnor µw de (C, P ) se define como,
µw := 1− χorb(Fwt ).
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No´tese que generalizaciones alternativas del nu´mero de Milnor se pueden
encontrar, por ejemplo, en [ABFdBLMH10, BLSS02, uT77, STV05].
La que aqu´ı se propone parece ma´s natural para el caso de singularidades
cociente (ve´ase el Ejemplo (IV.1.18)), pero ma´s importante au´n, permite la
existencia de una fo´rmula expl´ıcita que relaciona el nu´mero de Milnor, el
invariante δ y el ge´nero de una curva en una superficie singular (Cap´ıtulo
IV).
En §II.3 presentamos una versio´n de la fo´rmula de Noether para cur-
vas en espacios con singularidades cociente usando Q-resoluciones (ve´ase
Teorema (II.2.1)).
Teorema 2 (Fo´rmula de Noether, [CAMO13]). Consideremos C y D dos
ge´rmenes de Q-divisor en [0] sin componentes comunes en una superficie
con singularidades cociente. Se tiene la siguiente fo´rmula:
(C ·D)[0] =
∑
Q≺[0]
νC,QνD,Q
pqd
,
donde Q recorre todos los puntos infinitamente pro´ximos a (CD, [0]) y Q
aparece tras una explosio´n ponderada de tipo (p, q) del origen de X(d; a, b).
A continuacio´n definimos el invariante δw local para singularidades de
curvas en X(d; a, b).
Definicio´n 7 ([CAMO13]). Sea C un germen reducido en [0] ∈ X(d; a, b),
definimos δw como el nu´mero que verifica la siguiente ecuacio´n
χorb(Fwt ) = r
w − 2δw,
donde rw es el nu´mero de ramas locales de C en [0], Fwt denota su fibra de
Milnor y χorb(Fwt ) denota la caracter´ıstica de Euler orbifold de F
w
t .
En el Teorema (II.2.5) proporcionamos una fo´rmula recursiva para δw
basada en una Q-resolucio´n de la singularidad.
Teorema 3 ([CAMO13]). Sea (C, [0]) un germen de curva en una super-
ficie con singularidades cociente abelianas. Entonces
δw =
1
2
∑
Q≺[0]
νQ
dpq
(νQ − p− q + e) ,
donde Q recorre todos los puntos infinitamente pro´ximos de unaQ-resolucio´n
de (C, [0]), Q aparece tras una explosio´n ponderada de tipo (p, q) del origen
de X(d; a, b) y e := gcd(d, aq − bp).
En §II.3–1 damos una interpretacio´n del invariante δw como dimensio´n
de un espacio vectorial. En el caso cla´sico este invariante se puede interpretar
como la dimensio´n de un espacio vectorial, sin embargo, dado que δw es en
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general, un nu´mero racional, un resultado similar so´lo se puede esperar en
ciertos casos, ma´s concretamente, cuando se asocie a divisores de Cartier
(ver Teorema (II.3.7)).
Teorema 4 ([CAMO13]). Sea f : (X(d; a, b), P ) → (C, P ) un germen
reducido de funcio´n anal´ıtica. Asumamos que (d; a, b) es de tipo normalizado.
Consideremos R = OP〈f〉 el anillo local asociado a f y R su anillo normalizado.
Entonces,
δwP (f) = dimC
(
R
R
)
∈ N.
En §II.3–2 presentaremos una generalizacio´n de este resultado. Para ello,
necesitaremos algunas de las definiciones anteriormente vistas.
Dado k ≥ 0, tenemos el mo´dulo OP (k) (para ma´s detalles, ve´ase §I.1–2),
OP (k) := {h ∈ C{x, y}| h(ξadx, ξbdy) = ξkdh(x, y)}.
Sea {f = 0} un germen en P ∈ X(d; a, b). Notar que si f ∈ OP (k), entonces
el siguiente OP -mo´dulo, OP (k − a− b), verifica
OP (k − a− b) = {h ∈ C{x, y}| hdx ∧ dy
f
es Gd-invariante}.
Definicio´n 8. Sea D = {f = 0} un germen en P ∈ X(d; a, b) con f ∈
OP (k). Considerar π una Q-resolucio´n de (D, P ).
(1) Denotemos MlogD,π el submo´dulo de OP consistente en los h ∈ OP
tales que la 2-forma
ω = h
dx ∧ dy
f
∈ Ω2P (a+ b− k)
es logar´ıtmica en P , con respecto a D y la Q-resolucio´n π (recordar
Definicio´n 4).
(2) Sea (MnulD,π)P el submo´dulo de MlogD,π consistente en todos los h ∈
MlogD,π tales que la 2-forma
ω = h
dx ∧ dy
f
admite una extensio´n holomorfa fuera de la transformada estricta
f̂ .
Este u´ltimo mo´dulo jugara´ un papel importante a la hora de construir
una presentacio´n para el anillo de cohomolog´ıa de P2w \R en el Cap´ıtulo V.
Definicio´n 9. Sea D = {f = 0} un germen en P ∈ X(d; a, b), definimos la
siguiente dimensio´n,
KP (D) = KP (f) := dimC OPMnulD,π
.
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El nu´mero KP (f) nos da el mı´nimo nu´mero de condiciones que tenemos
que pedirle a un germen gene´rico h ∈ OP (s) para que h ∈MnulD,π(s).
En el caso particular de que f ∈ OP , es decir, (f, [0]) sea un germen de
funcio´n en X(d; a, b), entonces (ve´ase Corolario (II.3.14))
KP (f) = δP (f).
Teorema 5. Sean f, g ∈ O(k), k ∈ N, dos ge´rmenes en P ∈ X(d; a, b).
Entonces,
KP (f)−KP (g) = δwP (f)− δwP (g).
En el Cap´ıtulo III continuamos definiendo otros mo´dulos y haces lo-
gar´ıtmicos asociados a un Q-divisor D y a una Q-resolucio´n π. Sus secciones
globales nos permitira´n, en el cap´ıtulo V, construir 2-formas logar´ıtmicas
sobre D.
Construiremos dos tipos de a´rboles asociados a un germen anal´ıtico {f =
0} en P ∈ X(d; a, b), T˜ nulP (f) (ve´ase §III.1) y T˜ δ1δ2P (f) (ve´ase §III.2) siendo
δ1 y δ2 dos ramas locales de f en P . Estos a´rboles nos permitira´n dar una
descripcio´n u´til de los mo´dulos logar´ıtmicos previamente definidos.
Definicio´n 10. Sea D = {f = 0} un germen en P ∈ X(d; a, b) con
f ∈ OP (k). Considerar π una Q-resolucio´n de (D, P ). Definimos MδiδjD,π el
submo´dulo deMlogD,π consistente en todos los h ∈MlogD,π tales que la 2-forma
ω = h
dx ∧ dy
f
tiene residuo nulo fuera de los bordes del camino γ(δ1, δ2).
Como consecuencia de la construccio´n de los a´rboles T˜ nulP (§III.1) y
T˜ δ1,δ2P (§III.2) y las Definiciones 8 y 10, tenemos la siguiente caracterizacio´n:
MnulD,π = {h ∈ OP | T˜P (D, π)|h ≥ T˜ nulP (D, π)}.
MδiδjD,π = {h ∈ OP | T˜P (D, π)|h ≥ T˜
δiδj
P (D, π)}.
Consideremos la siguiente dimensio´n,
K
δiδj
P (D) = K
δiδj
P (f) := dimC
OP
MδiδjD,π
.
El nu´mero K
δiδj
P (f) nos da el menor nu´mero de condiciones que tenemos
que imponerle a un germen gene´rico h ∈ OP (s) para que h ∈MδiδjD,π(s).
Definicio´n 11. Definimos el grado de un a´rbol con pesos, T , de la siguiente
manera
deg(T ) :=
∑
Q∈|T |
w(T , Q)
2dpq
(w(T , Q) + p+ q − e) ,
RESUMEN (Spanish) xxxiii
donde w(T , Q) denota el peso de T en Q, el ve´rtice Q recorre todos los
puntos infinitamente pro´ximos de una Q-resolucio´n de Vf , Q aparece tras
una explosio´n de tipo (p, q) del origen de X(d; a, b) y e := gcd(d, aq − bp).
Obtenemos el siguiente resultado (Lema (III.4.3)) para curvas planas
ponderadas en P2w mediante Q-resoluciones que generaliza el Lema 2.35 en
[CA02] para curvas en P2 usando resoluciones cla´sicas.
Lema 6. Tenemos que,
deg(T˜ δ1,δ2P (f)) = deg(T˜ nulP (f))− 1.
No´tese que en el caso de ge´rmenes en un punto P de C2 y explosiones
cla´sicas, el grado de un a´rbol T esta´ relacionado con el nu´mero de condi-
ciones que hay que imponer a un germen g para que T |g ≥ T . En esta
situacio´n KP (f) = deg T nulP (f) = δP (f) (ve´ase [CA02]). En nuestro caso,
deg T nulP (f) = δwP (f), independiente de la Q-resolucio´n, siendo este grado
un nu´mero racional. Por tanto, KP (f) = deg T nulP (f) so´lo se puede esperar
cuando f sea una funcio´n en X(d; a, b).
El Lema 6, junto con la Proposicio´n 7 que veremos a continuacio´n (ver
Proposicio´n (III.5.6)), sera´n u´tiles en el Cap´ıtulo V a la hora de probar el
Teorema 13.
Proposicio´n 7. Sea {f = 0} un germen anal´ıtico de una singularidad de
curva en el punto P de X(d; a, b). Denotemos por δ1, δ2, dos ramas locales
cualesquiera de f en P , entonces
Kδ1δ2P (f) = KP (f)− 1.
Tercera parte: invariantes globales
En §IV.1 damos una fo´rmula para calcular el ge´nero de curvas en el
plano proyectivo ponderado por medio del invariante δw (Definicio´n 7). Dado
d ∈ N y una lista de pesos normalizados w ∈ N3, definimos el ge´nero virtual
asociado a d y w como
gd,w :=
d(d− |w|)
2w¯
+ 1,
dando lugar al siguiente resultado (ve´ase Teorema (IV.1.12)).
Teorema 8 ([CAMO13]). Sea C ⊂ P2w una curva irreducible de grado
d > 0, entonces
g(C) = gd,w −
∑
P∈Sing(C)
δwP .
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En el cap´ıtulo tambie´n se muestran algunos ejemplos pra´cticos en los
que se calcula el ge´nero de diferentes curvas en distintos P2w.
Durante el resto del Cap´ıtulo IV centraremos nuestros esfuerzos en ob-
tener una Fo´rmula de tipo Adjuncio´n que relacione el ge´nero de una curva
gene´rica de grado cuasihomoge´neo d y la dimensio´n del espacio de polino-
mios de grado d + degK (notar que degK = −|w| = −(w0 + w1 + w2)),
siendo K el divisor cano´nico de P2w (esta dimensio´n se denotara´ Dd−|w|,w).
Obtenemos los siguientes resultados (ve´anse Teorema (IV.4.3) y Corola-
rio (IV.4.4)) que jugaran un papel importante en el Cap´ıtulo V.
Teorema 9. Sean w0, w1, w2 enteros primos dos a dos, d ∈ N y denotemos
por w¯ = w0w1w2, |w| = w0+w1+w2 donde w = (w0, w1, w2). Consideremos
los siguientes enteros positivos pi = wi, qi = −w−1j wk mo´d wi ∈ N con
j < k (notar que X(wi;wj , wk) = X(pi;−1, qi)), ri = w−1k d mo´d wi ∈ N.
Consideremos
Dd−|w|,w = #
{
(x, y, z) ∈ N3 | w0x+ w1y + w2z = d− |w|
}
,
A(pi,qi)ri = #
{
(x, y) ∈ N2 | pix+ qiy ≤ qiri, x, y ≥ 1
}
,
δ(pi,qi)ri =
ri(piri − pi − qi + 1)
2pi
.
Entonces
Dd−|w|,w = gd,w +
2∑
i=0
(
δ(pi,qi)ri −A(pi,qi)ri
)
.
Sea C ⊂ P2w una curva reducida de grado d, definimos el nu´mero de
condiciones globales para C de la siguiente manera
K(C) :=
∑
P∈Sing(C)
KP (f).
Corolario 10 (Fo´rmula de tipo Adjuncio´n). Sea C ⊂ P2w una curva reducida
de grado d, entonces
h0(P2w;O(d− |w|)) = Dd−|w|,w = gd,w −
∑
P∈Sing(C)
δwP +K(C).
A partir de ahora, denotaremos por XC al complementario de C en el
plano proyectivo ponderado P2w.
Con todos los ingredientes previamente vistos, nos centraremos, a lo lar-
go del Cap´ıtulo V, en uno de los invariantes ma´s importantes del par (P2w,R),
el anillo de cohomolg´ıa de XR, donde R es una curva algebraica plana redu-
cida (con o sin puntos singulares) en el plano proyectivo complejo ponderado
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P2w cuyas componentes irreducibles Ri son todas racionales (g(Ri) = 0). Ta-
les curvas sera´n llamadas configuraciones racionales. El objetivo del cap´ıtulo
sera´ encontrar una presentacio´n para el anillo de cohomolog´ıa de XR.
Sea D un Q-divisor reducido en P2w. En §V.2, se proporciona una base
para H1(P2w \ D;C) y, en §V.4, damos una presentacio´n holomorfa para
H2(P2w \ R;C).
Tomemos un sistema de coordenadas [X : Y : Z] en P2w. Si escribimos
D := {D = 0}, D se puede expresar como producto de C0 ·C1 · . . . ·Cn donde
Ci := {Ci = 0}, siendo Ci las componentes irreducibles de D.
Consideremos las siguientes formas diferenciales
σij := d
(
log
C
dj
i
Cdij
)
= dj d(logCi)− di d(logCj).
donde i, j = 0, ..., n, di := degw(Ci).
Tomemos π una Q-resolucio´n de D entonces, el pull-back π∗σij define
una 1-forma logar´ıtmica en XD. Tenemos el siguiente resultado.
Teorema 11. Las clases de cohomolog´ıa de
B1(D) := {σik}ni=0
i 6= k, constituyen una base para H1(XD;C).
Es fa´cil comprobar que, en general, no podemos esperar el Teorema de
Brieskorn, es decir, ∧2H1(XR;C) no genera H2(XR;C).
En §V.3 presentamos algunos ejemplos del ca´lculo de la estructura de
anillo de H2(XD;C). Finalmente, en §V.4, damos una presentacio´n holomor-
fa paraH2(XR;C), conR una configuracio´n racional. Veamos en detalle este
u´ltimo resultado.
Sean Ci, Cj , Ck tres curvas en P2w (no necesariamente distintas). Deno-
taremos por Cijk a la unio´n Ci ∪ Cj ∪ Ck. Consideremos Cijk una ecuacio´n
reducida para Cijk. Tambie´n usaremos dijk := degw Cijk.
Por ejemplo, en el caso i = j = k, tendremos Cijk = Ci, Cijk = Ci y
dijk = degw(Ci).
Usando los mo´dulos descritos en te´rminos de a´rboles logar´ıtmicos en los
Cap´ıtulos II y III podemos construir el siguiente haz M∆Rijk,π.
Definicio´n 12. Sea R = ⋃iRi una configuracio´n racional y π una Q-
resolucio´n de singularidades para R. Para cada triple (Ri,Rj ,Rk), no ne-
cesariamente i 6= j 6= k, tomemos tres puntos P1 ∈ Sing(Ri ∩ Rj), P2 ∈
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Sing(Rj ∩ Rk) y P3 ∈ Sing(Ri ∩ Rk). Para cada Pl elegimos dos ramas, δill
de Ri y δjll de Rj . Consideremos
∆ :=
[
(P1, δ
i1
1 , δ
j1
1 ), (P2, δ
j2
2 , δ
k2
2 ), (P3, δ
k3
3 , δ
i3
3 )
]
.
Vamos a construir un haz M∆Rijk,π asociado a ∆. Sea Q ∈ Rijk, tenemos el
siguiente mo´dulo
(M∆Rijk,π)Q :=

OQ if Q /∈ Sing(Rijk)
(MnulRijk,π)Q if Pl 6= Q ∈ Sing(Rijk)
(Mδil ,δ
j
l
Rijk,π
)Q if Q = Pl with δ
i
l 6= δjl
(MnulRijk,π)Q if Q = Pl with δil = δ
j
l
 .
Este mo´dulo nos lleva a la definicio´n del haz M∆Rijk,π que llamaremos haz
de formas ∆-logar´ıtmicas sobre Rijk con respecto a π.
Este hazM∆Rijk,π no depende de la eleccio´n de la resolucio´n π. Si no hay
ambigu¨edad, dado R, simplemente escribiremos M∆Rijk .
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Figura 2. ∆ en H1(R¯ijk;C).
Con la definicio´n previa, usando la Fo´rmula de tipo Adjuncio´n (Corola-
rio 10), el Lema 6 y la Proposicio´n 7 obtenemos los siguientes resultados.
Proposicio´n 12. Sea R una configuracio´n racional en P2w como en la De-
finicio´n 12, entonces
dimH0(P2w,M∆Rijk(dijk − |w|)) > 0.
Teorema 13. Sea R = ⋃iRi una configuracio´n racional en P2w y π una
Q-resolucio´n de singularidades para R. Sea H un polinomio de grado cuasi-
homoge´neo dijk − |w|, tal que
H ∈ H0(P2w,M∆Rijk(dijk − |w|)).
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Las 2-formas ω = H
Ω2
Rijk
forman una presentacio´n holomorfa para H2(P2w \
R,C).
La demostracio´n del Teorema 13 proporciona un me´todo para encontrar
las relaciones entre los generadores de H2(P2w \R;C) por medio de las rela-
ciones en H1(R¯[1];C) y la inyectividad del operador residuo (Definiciones 4
y 5).
La mayor parte de los resultados vistos a lo largo de los Cap´ıtulos I a V
esta´n ilustrados en el caso particular de D = V (xyz(xyz+(x3−y2)2)) ⊂ P2w
con w = (2, 3, 7). En el Cap´ıtulo I estudiamos unaQ-resolucio´n de sus singu-
laridades (Ejemplo (I.2.8)). En el Cap´ıtulo III construimos diferentes a´rboles
logar´ıtmicos asociados a D (Ejemplos (III.3.2) y (III.3.5)). Los conceptos lo-
cales estudiados en los Cap´ıtulos I y II nos dara´n las herramientas necesarias
para calcular el ge´nero de D en el Cap´ıtulo IV (Ejemplo (IV.1.18)). Ve´ase
tambie´n (IV.4.5) para un ejemplo ilustrativo de la Fo´rmula de tipo Ad-
juncio´n. Finalmente, todos estos resultados nos permitira´n, en el Cap´ıtulo
V, estudiar el anillo de cohomolog´ıa H•(P2w \ D;C) en §V.3–2 y el Ejem-
plo (V.4.9).
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Le but principal de cette the`se de doctorat est l’e´tude de l’anneau de
cohomologie de P2w \R, R e´tant une courbe alge´brique re´duite dans le plan
projectif ponde´re´ complexe P2w, dont les composantes irre´ductibles sont des
courbes rationnelles (avec ou sans points singuliers). En particulier, des
repre´sentants holomorphes (rationnels) sont obtenus pour les classes de co-
homologie. Pour atteindre notre objectif, il est ne´cessaire de de´velopper une
the´orie alge´brique des courbes sur des surfaces avec des singularite´s quotient
et d’e´tudier des techniques pour calculer certains invariants particulie`rement
utiles a` travers des Q-re´solutions plonge´es.
L’e´tude des me´thodes de calcul de diffe´rents types d’invariants a` partir
d’une re´solution plonge´e est un proble`me classique en The´orie des Singu-
larite´s ([Hir64]). La motivation principale pour utiliser des Q-re´solutions
plonge´es, au lieu des re´solutions classiques, provient du fait qu’elles offrent
essentiellement la meˆme information, avec une structure combinatoire plus
simple et un proce´de´ de calcul moins couˆteux. La plupart des invariants
des singularite´s de surface (dans une varie´te´ de dimension 3) s’obtiennent a`
partir des re´solutions plonge´es.
Pour obtenir la re´solution plonge´e d’une surface il faut e´clater des points
ou e´clater le long de courbes lisses. Quand on e´clate un point, le divi-
seur exceptionnel est un plan projectif et son intersection avec la trans-
forme´e stricte de la surface est une courbe alge´brique. Lorsque l’on utilise
des Q-re´solutions plonge´es, les e´clatements classiques sont remplace´s par
des e´clatements ponde´re´s de sorte que des plans projectifs ponde´re´s et des
courbes projectives ponde´re´es apparaissent de fac¸on naturelle. L’e´tude et la
compre´hension des invariants alge´briques et topologiques des courbes avec
des singularite´s quotient dans P2w permettent une approche alternative pour
l’e´tude des singularite´s de surface, qui est d’habitude plus simple du point
de vue combinatoire.
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Pour e´tudier les invariants a` partir de ce point de vue, on a duˆ ge´ne´raliser
des objets classiques : δ-invariant, fibre de Milnor, formule du genre, formule
de Noether, forme logarithmique ayant des poˆles le long deQ-diviseurs a` croi-
sements non-normaux, Formule de type Adjonction dans P2w. Cette dernie`re
formule donne une relation tre`s inte´ressante entre un invariant topologique,
le genre d’une courbe ge´ne´rique (pas ne´cessairement lisse) de degre´ quasi-
homoge`ne d, et la dimension de l’espace des polynoˆmes de degre´ d− degK
(K e´tant le diviseur canonique dans P2w).
Pour des raisons techniques, le re´sultat principal de cette the`se est
pre´sente´ pour les courbes rationnelles dans P2w. De´ja` dans le cas classique,
s’il y a des courbes de genre positif, les classes holomorphes sont insuffisantes
pour engendrer l’anneau de cohomologie (il est ne´cessaire de travailler avec
des formes anti-holomorphes), d’apre`s le travail de Cogolludo-Agust´ın et
Matei [CAM12].
Les premie`res e´tudes de l’alge`bre de cohomologie du comple´mentaire des
arrangements des hyperplans proviennent des travaux d’Arnol’d ([Arn69]),
Brieskorn ([Bri73]) et Orlik-Solomon ([OS80]). Dans ces travaux, les au-
teurs montrent que l’alge`bre de cohomologie est combinatoire et que chaque
classe de cohomologie a un repre´sentant holomorphe (rationnel).
The´ore`me (Lemme de Brieskorn). Soit L un arrangement de droites avec
des composantes ℓ0, ℓ1 , ..., ℓn, dont ℓi est le lieu de ze´ros d’une forme
line´aire li. Alors, les 1-formes logarithmiques
ωi =
1
2π
√−1 d log
(
li
l0
)
i = 1, ..., n
engendrent l’anneau de cohomologie H•(P2 \ L,C). De plus, H•(P2 \ L,C)
est isomorphe a` la sous-alge`bre engendre´e par ωi dans l’alge`bre des formes
me´romorphes.
Dans [Dim92] le proble`me se pose dans le cas des comple´ments de
courbes dans P2. Dans cette situation, Lubicz trouve des ge´ne´rateurs de
l’anneau de cohomologie dans [Lub00]. La structure comple`te de l’anneau
est de´crite pour les arrangements rationnels dans [CA02] et pour le cas
ge´ne´ral dans [CAM12]. Dans ce dernier article, les auteurs donnent une
description qui de´pend aussi de la structure combinatoire des courbes ap-
pele´e combinatoire faible ([CB10]). Les formes implique´es dans l’ensemble
des re´sultats ci-dessus sont de la forme
H
Ω2
CiCjCk
,
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ou` C = ⋃i Ci est une courbe dans P2 avec Ci = {Ci = 0}, H un polynoˆme et
Ω2 := zdx ∧ dy + xdy ∧ dz + ydz ∧ dx la forme volume.
Pour e´tudier l’anneau de cohomologie du comple´mentaire d’une courbe
dans P2w il est ne´cessaire de ge´ne´raliser les invariants locaux des courbes au
cas ou` l’espace ambiant a des singularite´s quotient ([CAMO13]). D’autres
ge´ne´ralisations peuvent eˆtre trouve´es dans [ABFdBLMH10], ou` les au-
teurs e´tudient la fibre de Milnor et le nombre de Milnor pour germes dans des
surfaces avec des singularite´s quotient, ou dans [BLSS02, uT77, STV05].
En dimension 2, les singularite´s cycliques co¨ıncident avec les toriques. C’est
pourquoi l’e´tude locale des singularite´s dans cette dimension peut eˆtre faite
avec des techniques de ge´ome´trie torique. Cependant, notre objectif ultime
est l’e´tude des courbes projectives ponde´re´es, qui ne sont ge´ne´ralement pas
des varie´te´s toriques. Par conse´quent, l’utilisation des e´clatements ponde´re´s
semble aussi approprie´ pour traiter ces objets (voir par exemple [AMO11a,
AMO11b, AMO12, Dol82, Ort09, Mar11]).
Dans cet travail, on utilise principalement trois techniques : the´orie lo-
cale des singularite´s dans des V -surfaces, the´orie globale des formes logarith-
miques et the´orie des re´seaux avec des sommes de Dedekind. Du point de
vue local, on a e´tudie´ la the´orie d’intersection de diffe´rents invariants locaux
et des Q-re´solutions plonge´es. Dans cette the`se, on donne une de´finition al-
ternative des formes logarithmiques, appele´es formes logarithmiques de log-
re´solution (voir [CAM12]), qui sont inde´pendantes de la Q-re´solution choi-
sie. En ge´ne´ral, le faisceau de ces formes est plus petit que celui des formes
logarithmiques sur des diviseurs avec croisements non-normaux ([Sai80]).
On montre une description des faisceaux logarithmiques en termes de va-
lorisations d’arbres de Q-re´solution. Pour passer la the´orie locale avec la
the´orie globale il faut la Formule de type Adjonction. Cette formule, dont la
preuve a besoin des techniques de the´orie des re´seaux et des sommes de De-
dekind ([RG72, BR07]), fait le lien entre la ge´ome´trie et la combinatoire.
Des techniques similaires peuvent eˆtre trouve´es dans [Pom93, Lat95].
Comme application, les re´sultats obtenus dans cette the`se s’appliquent
a` l’e´tude des varie´te´s de re´sonance et de la formalite´. L’anneau de cohomo-
logie fournit un moyen naturel de construire des varie´te´s de re´sonance (voir,
par exemple [CA02]). Les travaux de [Bri73, OS80] et [CAM12] per-
mettent de montrer que les comple´mentaires d’arrangements d’hyperplans
(ou des courbes) sont des espaces formels. Ce travail pourrait eˆtre utilise´
pour e´tudier la formalite´ des comple´mentaires de courbes dans des plans
projectifs ponde´re´s.
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La suite de cette introduction est consacre´e au re´sume´ des principaux
re´sultats divise´ en trois parties.
La premie`re (Chapitre I) fonctionne comme une introduction, les concepts
de base et les outils ne´cessaires sont pre´sente´s pour que les principaux
re´sultats puissent eˆtre de´veloppe´es. Dans la seconde (Chapitres II et III),
on e´tudie les invariants locaux de courbes dans des espaces avec des singu-
larite´s quotient. Dans la dernie`re partie (Chapitres IV et V) tous les re´sultats
ci-dessus sont utilise´s pour obtenir des invariants globaux. Dans le Chapitre
IV on donne une formule pour le genre et une Formule de type Adjonction
pour des courbes dans des V -surfaces. Finalement, dans le Chapitre V, le
contenu des Chapitres I a` IV sert a` l’e´tude de l’un des invariants les plus im-
portants de la paire (P2w,R), c’est-a`-dire, l’anneau de cohomologie de P2w\R,
ou` R est une courbe alge´brique re´duite (avec ou sans points singuliers) dans
le plan projectif ponde´re´ complexe P2w, dont les composantes irre´ductibles
sont toutes rationnelles.
Premie`re partie : outils de base
Dans le Chapitre I on commence a` donner quelques de´finitions et pro-
prie´te´s de base des V -varie´te´s, des espaces projectifs ponde´re´s, des Q-re´solu-
tions plonge´es et des e´clatements ponde´re´s (pour une discussion de´taille´e,
voir, par exemple, [AMO11a, AMO11b, AMO12, Dol82, Mar11] et
[Ort09]). L’objectif de la premie`re partie de ce chapitre est de fixer les no-
tations et de mettre en place plusieurs outils pour calculer une variante de
re´solutions plonge´es, les Q-re´solutions plonge´es (voir la De´finition (I.2.2)),
pour lesquelles l’espace ambiant peut contenir des singularite´s quotient de
type abe´lien. Pour cela, on e´tudie´ des e´clatements ponde´re´s des points. On
se concentre sur le cas de V -surfaces.
De´finition 1. Une V -varie´te´ de dimension n est un espace analytique com-
plexe qui admet un recouvrement ouvert {Ui} tel que chaque ouvert Ui est
analytiquement isomorphe a` Bi/Gi ou` Bi ⊂ Cn est une boule ouverte et Gi
est un sous-groupe fini de GL(n,C).
Les V -varie´te´s ont e´te´ introduites dans [Sat56] et ont les meˆmes pro-
prie´te´s homologiques sur Q que les varie´te´s. Par exemple, elles admettent
une dualite´ de Poincare´ si elles sont compactes ; dans le cas compact-Ka¨hler
elles posse`dent une structure de Hodge pure (voir [Bai56]). La classification
locale est due a` Prill ([Pri67]).
On est inte´resse´ par des V -varie´te´s ou` les espaces quotients Bi/Gi sont
donne´s par des groupes abe´liens finis.
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Soit Gd le groupe cyclique des d-ie`mes racines de l’unite´. Conside´rons
un vecteur de poids (a, b) ∈ Z2 et l’action
Gd × C2 ρ−→ C2,
(ξd, (x, y)) 7→ (ξad x, ξbd y).
L’ensemble des orbites C2/Gd s’appelle espace (cyclique) quotient du
type (d; a, b) et il est de´signe´ par X(d; a, b).
On dit que l’espace X(d; a, b) est e´crit sous forme standard (De´fini-
tion (I.1.9)) si et seulement si gcd(d, a) = gcd(d, b) = 1. Si ce n’est pas
le cas, on utilise l’isomorphisme suivant (supposant gcd(d, a, b) = 1)
X(d; a, b) −→ X
(
d
(d,a)(d,b) ;
a
(d,a) ,
b
(d,b)
)
,[
(x, y)
] 7→ [(x(d,b), y(d,a))]
pour normaliser la singularite´.
Un des premiers exemples de V -varie´te´s est le plan projectif ponde´re´(§I.4).
Soit w := (w0, w1, w2) ∈ N3 un vecteur de poids, c’est-a`-dire , une liste de
trois entiers positifs deux a` deux premiers entre eux. Il y a une action natu-
relle du groupe multiplicatif C∗ sur C3 \ {0} donne´e par
(x0, x1, x2) 7−→ (tw0x0, tw1x1, tw2x2).
L’ensemble des orbites C
3\{0}
C∗ sous cette action est note´e P
2
w et s’appelle plan
projectif ponde´re´ de type w.
On rappelle la de´finition de l’un des objets les plus importants de ce
travail.
De´finition 2. Une Q-re´solution plonge´e de (H, 0) ⊂ (M, 0) est une appli-
cation analytique propre π : X → (M, 0) de telle sorte que :
(1) X est une V -varie´te´ abe´lienne avec des singularite´s quotient.
(2) π est un isomorphisme sur X \ π−1(Sing(H)).
(3) π−1(H) est une hypersurface avec Q-croisements normaux en X
(voir De´finition (I.2.1)).
(4) La transforme´e stricte Hˆ := π−1(H \ {0}) est Q-lisse (voir De´fi-
nition (I.2.1)).
Les Q-re´solutions plonge´es sont une ge´ne´ralisation naturelle des re´solu-
tions standards. L’utilisation des Q-re´solutions permet le calcul efficace de
certains invariants e´tudie´s dans les Chapitres II a` V.
Dans la Section I.3 on de´veloppe une the´orie d’intersection avec le but
d’e´tudier les Q-re´solutions plonge´es en dimension 2 (voir [AMO11b] et
[Mar11] pour plus de de´tails). On doit faire face a` deux types de diviseurs
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dans les V -varie´te´s : les diviseurs de Weil et de Cartier. Les diviseurs de Weil
sont des combinaisons line´aires, avec coefficients entiers et localement finies,
de sous-varie´te´s irre´ductibles de codimension 1 ; les diviseurs de Cartier sont
des sections globales du faisceau quotient de fonctions me´romorphes modulo
les fonctions holomorphes dans C∗. La correspondance entre les diviseurs de
Cartier et le fibre´ en droites offre un moyen utile pour de´finir la multiplicite´
d’intersection de deux diviseurs. Dans la cate´gorie lisse, les deux notions de
diviseurs co¨ıncident, mais ce n’est pas le cas pour les varie´te´s singulie`res.
Le The´ore`me (I.3.3) ([AMO11a]) permet de de´velopper une the´orie d’in-
tersection dans les V -varie´te´s (voir [AMO11b]).
De´finition 3 (Multiplicite´ d’intersection locale en X(d; a, b), [Ort09]). On
note X l’espace quotient cyclique X(d; a, b) et on conside`re deux diviseurs
D1 = {f1 = 0} et D2 = {f2 = 0} donne´s par f1, f2 ∈ C{x, y} re´duits sans
composants communs. On suppose (d; a, b) normalise´.
Alors, en tant que diviseurs de Cartier on exprime D1 =
1
d{(X, fd1 )} et
D2 =
1
d{(X, fd2 )}. La multiplicite´ d’intersection (D1 ·D2)[P ] dans le point P
de type (d; a, b) est de´finie comme
(D1 ·D2)[P ] =
1
d2
dimC
OP
〈fd1 , fd2 〉
ou` C{x, y}Gd (≡ OP ) est l’anneau local des fonctions en P (voir §I.1–2).
Cette the´orie d’intersection locale permet, par exemple, de calculer le
The´ore`me de Be´zout Ponde´re´ pour les plans projectifs ponde´re´s (Proposi-
tion (I.4.7)), qui sera particulie`rement inte´ressant dans certains des re´sultats
futurs.
Proposition 1 ([Ort09]). La multiplicite´ d’intersection de deux Q-diviseurs
sans composante commune, D1 et D2 dans P2w, est
D1 ·D2 =
∑
P∈D1∩D2
(D1 ·D2)[P ] =
1
w¯
degw(D1) degw(D2) ∈ Q,
ou` w¯ = w0w1w2 et degw(Di) = deg(φ
∗(Di)) (voir (7)).
Dans §I.5 on e´tudie la cohomologie de de Rham pour les varie´te´s projec-
tives avec singularite´s quotient. On va rappeler certains re´sultats the´oriques
de The´orie de Hodge dans des V -varie´te´s projectives qui nous inte´ressent.
Tous ces re´sultats, avec leurs preuves, peuvent eˆtre trouve´s dans le premier
chapitre de [Ste77]. Finalement, on va donner une de´finition des formes lo-
garithmiques et de re´sidus sur Q-diviseurs a` croisements non-normaux dans
des V -surfaces.
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Soit D un Q-diviseur dans P2w. Le comple´mentaire de D est note´ XD. On
fixe π : XD −→ P2w une Q-re´solution des singularite´s de D de telle sorte que
le Q-diviseur re´duit D = (π∗(D))red est une re´union de Q-diviseurs lisses
dans XD a` Q-croisements normaux.
De´finition 4. Une forme C∞ ϕ dans XD est dite logarithmique (le long
du diviseur D par rapport a` la Q-re´solution π) si π∗ϕ est logarithmique en
XD par rapport au diviseur a` Q-croisements normaux D (voir De´finition
(I.5.6)). Alors, on a le faisceau correspondant
π∗ΩXD(log〈D〉).
Une fois que D et π sont fixe´s, on peut de´finir l’application re´sidu Res[∗]π (ϕ)
d’une forme logarithmique ϕ comme suit
π∗Ω
k
XD
(log〈D〉) Res
[k]
π−→ H0(D[k];C)
ϕ 7→ Res[k](π∗ϕ).
La de´finition ci-dessus est inde´pendante de laQ-re´solution. Par exemple,
dans le cas particulier de X(d; a, b), Res[2] s’exprime comme suit.
De´finition 5. Soit h un germe analytique dans X(d; a, b) e´crit sous forme
standard (De´finition (I.1.9)). Soit ϕ = h
dx ∧ dy
xy
une 2-forme logarithmique
avec des poˆles a` l’origine. Alors
Res[2](ϕ) :=
1
d
h(0, 0).
Deuxie`me partie : invariants locaux
Dans le Chapitre II on e´tend le concept de fibre de Milnor et de nombre
de Milnor d’une singularite´ de courbe dans un espace ambiant ayant des
singularite´s quotient (§II.1). On de´finit une ge´ne´ralisation du δ-invariant
et on donne une description de celui-ci en termes d’une Q-re´solution des
singularite´s de la courbe (§II.3). En particulier, quand on applique ce qu’on
a vu dans le cas classique (l’espace ambiant est une surface lisse), on obtient
une formule pour l’invariant δ classique en fonction d’une Q-re´solution, ce
qui simplifie conside´rablement les calculs.
Enfin, tous ces outils nous permettent de donner, dans le Chapitre IV,une
description explicite de la formule du genre d’une courbe de´finie dans un plan
projectif ponde´re´ en fonction de son degre´ et du type de singularite´s locales.
xlvi RE´SUME´ (French)
De´finition 6 ([CAMO13]). Soit C = {f = 0} ⊂ X(d; a, b) un germe de
courbe. La fibre de Milnor Fwt de (C, [0]) est de´finie comme
Fwt := {F = t}/Gd.
Le nombre de Milnor µw de (C, P ) est de´fini comme
µw := 1− χorb(Fwt ).
Notez que des ge´ne´ralisations alternatives pour le nombre de Milnor
peuvent eˆtre trouve´es, par exemple, dans [ABFdBLMH10, BLSS02, uT77,
STV05]. La ge´ne´ralisation propose´e ici semble plus naturelle dans le cas des
singularite´s quotient (voir l’Exemple (IV.1.18)) ; en particulier, elle permet
de ge´ne´raliser la formule qui re´lie le nombre de Milnor, le δ-invariant et le
genre d’une courbe sur une surface singulie`re (Chapitre IV).
Dans §II.3 on pre´sente une version de la formule de Noether pour des
courbes dans des espaces avec des singularite´s quotient a` l’aide des Q-
re´solutions (voir The´ore`me (II.2.1)).
The´ore`me 2 (Formule de Noether, [CAMO13]). On conside`re deux germes
C,D de Q-diviseurs en [0], sans composantes communes, dans un surface
avec des singularite´s quotient et une suite d’e´clatements ponde´re´s qui se´parent
les branches de C et D. Ces germes satisfont la formule suivante :
(C ·D)[0] =
∑
Q≺[0]
νC,QνD,Q
pqd
,
ou` Q parcourt les points infiniment voisins de [0] par la suite d’e´clatements
ponde´re´s.
Ensuite, on de´finit l’invariant local δw pour les singularite´s de courbes
dans X(d; a, b).
De´finition 7 ([CAMO13]). Soit C un germe re´duit en [0] ∈ X(d; a, b), on
de´finit δw comme le nombre de´termine´ par l’e´galite´ suivante :
χorb(Fwt ) = r
w − 2δw,
ou` rw est le nombre de branches locales C en [0], Fwt de´signe la fibre de
Milnor, et χorb(Fwt ) repre´sente la caracte´ristique d’Euler de l’orbifold F
w
t .
Cette de´finition suit [Mil68, Theorem 10.5]. Dans le The´ore`me (II.2.5)
on e´nonce une formule re´cursive pour δw pour les Q-re´solutions de la singu-
larite´ de surface qui ge´ne´ralise la formule classique.
The´ore`me 3 ([CAMO13]). Soit (C, [0]) un germe de courbe dans une
surface avec des singularite´s quotient abe´liennes. Alors
δw =
1
2
∑
Q≺[0]
νQ
dpq
(νQ − p− q + e) ,
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ou` Q qui apparaˆıt lors d’un e´clatement ponde´re´ (p, q) d’un point de type
X(d; a, b) (normalise´), parcourt les points infiniment proches d’uneQ-re´solu-
tion du (C, [0]) et e := gcd(d, aq − bp).
Dans §II.3–1 on donne une interpre´tation de l’invariant δw comme la
dimension d’un espace vectoriel. Dans le cas classique cet invariant est aussi
de´fini comme la codimension de l’anneau du germe dans sa normalisation.
δw est en ge´ne´ral un nombre rationnel ; ce re´sultat est encore vrai dans
certains cas, par exemple, lorsqu’il est associe´ a` des diviseurs de Cartier
(voir The´ore`me (II.3.7)).
The´ore`me 4 ([CAMO13]). Soit f : (X(d; a, b), P ) → (C, P ) un germe
re´duit de fonction analytique. On suppose que (d; a, b) est de type normalise´.
On conside`re R = OP〈f〉 l’anneau local associe´ a` f et R la normalisation de R.
Alors,
δwP (f) = dimC
(
R
R
)
∈ N.
Dans §II.3–2 on pre´sente une ge´ne´ralisation de ce re´sultat. Pour ce faire,
on a besoin de quelques de´finitions.
On fixe k ≥ 0, et l’on conside`re le module OP (k) (pour plus de de´tails,
voir §I.1–2),
OP (k) := {h ∈ C{x, y}| h(ξadx, ξbdy) = ξkdh(x, y)}.
Soit {f = 0} un germe dans P ∈ X(d; a, b). Si f ∈ OP (k), alors le OP -
module OP (k − a− b) ve´rifie :
OP (k − a− b) =
{
h ∈ C{x, y}
∣∣∣∣ hdx ∧ dyf est Gd-invariant
}
.
De´finition 8. Soit D = {f = 0} un germe dans P ∈ X(d; a, b) avec f ∈
OP (k). On conside`re π une Q-resolution de (D, P ).
(1) Soit MlogD,π le sous-module de OP des h ∈ OP tels que la 2-forme
ω = h
dx ∧ dy
f
∈ Ω2P (a+ b− k)
est logarithmique en P , par rapport a` D et π (De´finition 4).
(2) Soit MnulD,π le sous-module de MlogD,π des h ∈ MlogD,π tels que la 2-
forme
ω = h
dx ∧ dy
f
admet une extension holomorphe en dehors de la transforme´e stricte f̂ .
Ce dermier module joue un roˆle important dans la construction de la
pre´sentation de l’anneau de cohomologie P2w \ R du Chapitre V.
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De´finition 9. Soit D = {f = 0} un germe dans P ∈ X(d; a, b). On pose :
KP (D) = KP (f) := dimC OPMnulD,π
.
Le nombre KP (f) nous donne le nombre minimum de conditions qu’on
doit demander a` un germe ge´ne´rique h ∈ OP (s) pour que h ∈MnulD,π(s).
Dans le cas particulier ou` f ∈ OP , c’est a` dire, quand (f, [0]) est un
germe de fonction dans X(d; a, b), on a (voir Corollaire (II.3.14))
KP (f) = δP (f).
The´ore`me 5. Soient f, g ∈ O(k), k ∈ N, deux germes en P ∈ X(d; a, b).
Alors,
KP (f)−KP (g) = δwP (f)− δwP (g).
Dans le Chapitre III on de´finit d’autres modules et faisceaux logarith-
miques associe´s a` un Q-diviseur D et a` une Q-re´solution π. Leurs sections
globales nous permettent, dans le Chapitre V, de construire des 2-formes
logarithmiques sur D.
On va construire deux types d’arbres associe´s a` un germe analytique
{f = 0} en P ∈ X(d; a, b), T˜ nulP (f) (voir §III.1) et T˜ δ1δ2P (f) (voir §III.2)
ou` δ1 et δ2 sont deux branches locales f au point P . Ces arbres nous per-
mettent de donner une description utile des modules logarithmiques de´finis
pre´ce´demment.
De´finition 10. Soit D = {f = 0} un germe dans P ∈ X(d; a, b) avec
f ∈ OP (k) et soit π une Q-resolution de (D, P ). On de´finitMδiδjD,π comme le
sous-module de MlogD,π des h ∈MlogD,π tels que la 2-forme
ω = h
dx ∧ dy
f
a des re´sidus nuls le long du chemin γ(δ1, δ2).
A` la suite de la construction des arbres T˜ nulP (§III.1) et T˜ δ1,δ2P (§III.2) et
des De´finitions 8 et 10, on a les caracte´risations suivantes :
MnulD,π = {h ∈ OP | T˜P (D, π)|h ≥ T˜ nulP (D, π)}.
MδiδjD,π = {h ∈ OP | T˜P (D, π)|h ≥ T˜
δiδj
P (D, π)}.
On conside`re la dimension suivante,
K
δiδj
P (D) = K
δiδj
P (f) := dimC
OP
MδiδjD,π
.
Le nombre K
δiδj
P (f) donne le plus petit nombre de conditions a` imposer un
germe ge´ne´rique h ∈ OP (s) pour que h ∈MδiδjD,π(s).
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De´finition 11. On de´finit le degre´ d’un arbre T avec des poids comme suit :
deg(T ) :=
∑
Q∈|T |
w(T , Q)
2dpq
(w(T , Q) + p+ q − e) ,
ou` w(T , Q) de´signe le poids de T en Q, le sommet Q passe par chaque point
infiniment proche d’une Q-re´solution de Vf , Q apparaˆıt lors d’un e´clatement
de type (p, q) de (X(d; a, b), [0]) et e := gcd(d, aq − bp).
On obtient le re´sultat suivant (Lemme (III.4.3)) pour des courbes dans
P2w en utilisant des Q-re´solutions ; ce re´sultat ge´ne´ralise le Lemme 2.35 dans
[CA02] pour des courbes dans P2 et des re´solutions classiques.
Lemme 6. deg(T˜ δ1,δ2P (f)) = deg(T˜ nulP (f))− 1.
On remarque que dans le cas des germes (P ∈ C2 et des e´clatements
classiques), le degre´ d’un arbre T est lie´ au nombre de conditions que doit
satisfaire un germe g pour que T |g ≥ T . Dans cette situation, KP (f) =
deg T nulP (f) = δP (f) (voir [CA02]). Dans notre cas, le nombre deg T nulP (f) =
δwP (f) ∈ Q est inde´pendant de la Q-re´solution. Ainsi, l’egalite´ KP (f) =
deg T nulP (f) est vraie seulement si f est une fonction a` X(d; a, b).
Le Lemme 6, avec la Proposition 7 (voir Proposition (III.5.6)), seront
utiles dans le Chapitre V pour de´montrer le The´ore`me 13.
Proposition 7. Soit {f = 0} un germe analytique d’une singularite´ de
courbe en P de X(d; a, b). On de´note δ1, δ2, deux branches locales de f en
P . Alors,
Kδ1δ2P (f) = KP (f)− 1.
Troisie`me partie : invariants globaux
Dans §IV.1 on donne une formule pour le genre de courbes dans le plan
projectif ponde´re´ qui utilise l’invariant δw (De´finition 7). Soit d ∈ N et soit
w ∈ N3 une liste de poids normalise´s, on de´finie le genre virtuel associe´ a` d
et w comme
gd,w :=
d(d− |w|)
2w¯
+ 1.
Il donne lieu au re´sultat suivant (voir The´ore`me (IV.1.12)).
The´ore`me 8 ([CAMO13]). Soit C ⊂ P2w une courbe irre´ductible de degre´
d > 0, alors
g(C) = gd,w −
∑
P∈Sing(C)
δwP .
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Dans ce chapitre on montre e´galement quelques exemples pratiques ou`
les genres de diffe´rentes courbes dans P2w sont calcule´s.
Pour le reste du Chapitre IV on concentre nos efforts dans l’obten-
tion d’une Formule de type Adjonction concernant le genre d’une courbe
ge´ne´rique de degre´ quasi-homoge`ne d et la dimension de l’espace des po-
lynoˆmes de degre´ d+ degK (noter que degK = −|w| = −(w0 + w1 + w2)),
ou` K le diviseur canonique de P2w (cette dimension sera note´e Dd−|w|,w).
Les re´sultats suivants (voir The´ore`me (IV.4.3) et Corollaire (IV.4.4))
vont jouer un roˆle cle´ dans le Chapitre V.
The´ore`me 9. Soient w0, w1, w2 des entiers deux a` deux premiers entre
eux, soit d ∈ N et on de´note w¯ = w0w1w2, |w| = w0 + w1 + w2 ou` w =
(w0, w1, w2). On conside`re les entiers positifs suivants pi = wi, qi = −w−1j wk
mod wi ∈ N, j < k (on note que X(wi;wj , wk) = X(pi;−1, qi)), ri = w−1k d
mod wi ∈ N). On conside`re
Dd−|w|,w = #
{
(x, y, z) ∈ N3 | w0x+ w1y + w2z = d− |w|
}
,
A(pi,qi)ri = #
{
(x, y) ∈ N2 | pix+ qiy ≤ qiri, x, y ≥ 1
}
,
δ(pi,qi)ri =
ri(piri − pi − qi + 1)
2pi
.
Alors
Dd−|w|,w = gd,w +
2∑
i=0
(
δ(pi,qi)ri −A(pi,qi)ri
)
.
Soit C ⊂ P2w une courbe re´duite de degre´ d, on de´finit le nombre de
conditions globales pour C comme suit :
K(C) :=
∑
P∈Sing(C)
KP (f).
Corollaire 10 (Formule de type Adjonction). Soit C ⊂ P2w une courbe
re´duite de degre´ d, alors
h0(P2w;O(d− |w|)) = Dd−|w|,w = gd,w −
∑
P∈Sing(C)
δwP +K(C).
De`s maintenant, on noteXC le comple´mentaire de C dans le plan projectif
ponde´re´ P2w.
Les invariants calcule´s pre´ce´demment vont nous servir, dans le Cha-
pitre V, pour calculer l’un des invariants les plus importants de la paire
(P2w,R), l’anneau de cohomologie XR, ou` R est une courbe alge´brique plane
re´duite (avec ou sans point singulier) dans le plan projectif ponde´re´ P2w, dont
les composantes irre´ductibles Ri sont toutes rationnelles (g(Ri) = 0). Ces
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courbes sont appele´es des arrangements rationnels. Le but du chapitre est
de trouver une pre´sentation de l’anneau de cohomologie de XR.
Soi D un Q-diviseur re´duit dans P2w. Dans §V.2, on fournit une base
pour H1(P2w \ D;C) et, dans §V.4, on donne une pre´sentation holomorphe
de H2(P2w \ R;C).
On prend un syste`me de coordonne´es [X : Y : Z] en P2w. Si l’on e´crit D :=
{D = 0}, la fonction D peut s’exprimer comme le produit de C0 ·C1 · . . . ·Cn,
avec Ci := {Ci = 0}, ou` Ci sont les composantes irre´ductibles de D.
On conside`re les formes diffe´rentielles suivantes
σij := d
(
log
C
dj
i
Cdij
)
= dj d(logCi)− di d(logCj).
avec i, j = 0, ..., n, di := degw(Ci).
On prend π une Q-re´solution de D alors, le pull-back π∗σij de´finit une
1-forme logarithmique dans XD. On a le re´sultat suivant.
The´ore`me 11. Les classes de cohomologie de
B1(D) := {σik}ni=0 , i 6= k,
fournissent une base pour H1(XD;C).
Il est facile de voir que, en ge´ne´ral, on ne peut pas espe´rer re´cuperer le
The´ore`me de Brieskorn, c’est a` dire,
∧2H1(XR;C) n’engendre pasH2(XR;C).
Dans §V.3 on pre´sente quelques exemples de calcul de la structure d’an-
neau de H2(XD;C). Finalement, dans §V.4, on donne une pre´sentation holo-
morphe de H2(XR;C), ou` R est un arrangement rationnel. Voyons en de´tail
ce dernier re´sultat.
Soient Ci, Cj , Ck trois courbes dans P2w (pas ne´cessairement diffe´rentes).
On note Cijk l’union Ci ∪ Cj ∪ Ck et on conside`re Cijk une e´quation re´duite
pour Cijk. On utilise e´galement dijk := degw Cijk.
Par exemple, dans le cas i = j = k, on a Cijk = Ci, Cijk = Ci et
dijk = degw(Ci).
En utilisant les modules de´crits en termes d’arbres logarithmiques dans
les Chapitres II et III on peut construire le faisceau M∆Rijk,π.
De´finition 12. Soit R = ⋃iRi un arrangement rationnel et π une Q-
re´solution des singularite´s pour R. Pour chaque triplet (Ri,Rj ,Rk) (les
indices ne sont pas ne´cessairement distincts), on prend trois points P1 ∈
Sing(Ri ∩Rj), P2 ∈ Sing(Rj ∩Rk) et P3 ∈ Sing(Ri ∩Rk). Pour chaque Pl
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on choisi deux branches, δill de Ri et δjll de Rj . On conside`re
∆ :=
[
(P1, δ
i1
1 , δ
j1
1 ), (P2, δ
j2
2 , δ
k2
2 ), (P3, δ
k3
3 , δ
i3
3 )
]
.
On va construire un faisceau M∆Rijk,π associe´ a` ∆. Soit Q ∈ Rijk ; on
conside`re le module suivant
(M∆Rijk,π)Q :=

OQ if Q /∈ Sing(Rijk)
(MnulRijk,π)Q if Pl 6= Q ∈ Sing(Rijk)
(Mδil ,δ
j
l
Rijk,π
)Q if Q = Pl with δ
i
l 6= δjl
(MnulRijk,π)Q if Q = Pl with δil = δ
j
l
 .
Ce module conduit a` la de´finition du faisceauM∆Rijk,π qu’on appelle le fais-
ceau des formes ∆-logarithmiques sur Rijk par rapport a` π.
P1
P2 P3
δ
i1
1
δ
j1
1
δ
j2
2
δ
k2
2
δ
i3
3
δ
k3
3
∆
δ
j1
1 δ
i1
1
δ
j2
2
δ
k2
2
δ
k3
3
δ
i3
3
Ci
Cj
Ck
Figure 3. ∆ en H1(R¯ijk;C).
Avec la de´finition pre´ce´dente, en utilisant la Formule de type Adjonction
(Corollaire 10), le Lemme 6 et la Proposition 7 on a les re´sultats suivants.
Proposition 12. Soit R un arrangement rationnel dans P2w comme dans le
De´finition 12. Alors,
dimH0(P2w,M∆Rijk(dijk − |w|)) > 0.
The´ore`me 13. Soit R = ⋃iRi un arrangement rationnel dans P2w et π
une Q-re´solution des singularite´s pour R. Soit H un polynoˆme de degre´
quasi-homoge`ne dijk − |w|, tel que
H ∈ H0(P2w,M∆Rijk(dijk − |w|)).
Les 2-formes ω = H
Ω2
Rijk
forment une pre´sentation holomorphe pour l’es-
pace H2(P2w \ R,C).
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La de´monstration du The´ore`me 13 fournit une me´thode pour trouver la
lien entre les ge´ne´rateurs H2(P2w\R;C) graˆce aux relations dans H1(R¯[1];C)
et a` l’injectivite´ de l’ope´rateur re´sidu (De´finitions 4 et 5).
La plupart des re´sultats vus dans les Chapitres I a` V sont illustre´s dans le
cas particulier deD = V (xyz(xyz+(x3−y2)2)) ⊂ P2w avec w = (2, 3, 7). Dans
le Chapitre I on e´tude une Q-re´solution des singularite´s (Exemple (I.2.8)).
Dans le Chapitre III on construit diffe´rents arbres logarithmiques associe´s
a` D (Exemples (III.3.2) et (III.3.5)). Les concepts locaux e´tudie´s dans les
Chapitres I et II nous donnent les outils ne´cessaires pour calculer le genre
de D dans le Chapitre IV (Exemple (IV.1.18)). Voir aussi (IV.4.5) pour
un exemple illustratif de la Formule de type Adjonction. Finalement, ces
re´sultats nous permettent, dans le Chapitre V, d’e´tudier l’anneau de coho-
mologie H•(P2w \ D;C) dans §V.3–2 et l’Exemple (V.4.9).

I
V - manifolds: Quotient Singularities, Embedded
Q-Resolutions, Intersection Numbers and
Logarithmic Complex
Let us start with some basic definitions and properties of V -manifolds,
weighted projective spaces, embedded Q-resolutions, weighted blow-ups,
intersection theory on V -surfaces and logarithmic forms. See for exam-
ple [AMO11a, AMO11b, AMO12, Dol82, Mar11, Ort09, Ste77] for
a more detailed exposition of the previous concepts.
One of our purposes in this chapter is to fix the notation and provide
several tools to calculate embedded Q-resolutions (see Definition (I.2.2)). To
do this, weighted blow-ups will be studied. We will center our attention in
the case of V -surfaces and weighted blow-ups at points. All these techniques
will be frequently used along the successive chapters.
One of the main examples of V -manifolds are the weighted projective
spaces (§I.4) and closely related with them we have the weighted blow-ups.
As opposed to standard ones, these blow-ups do not produce smooth vari-
eties, but the result may only have abelian quotient singularities. They can
be used to obtain the mentioned Q-resolutions of singularities, where the
usual conditions are weakened: we allow the total space to have abelian quo-
tient singularities and the condition of normal crossing divisors is replaced
by Q-normal crossing divisors. One of the main interests of Q-resolutions
of singularities is the following: their combinatorial complexity is extremely
lower than the complexity of smooth resolutions, but they provide essentially
the same information for the properties of the singularity.
In Section I.3, we will develop an intersection theory in the context of
surfaces with abelian quotient singularities, see [AMO11b] for a detailed
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exposition. This theory was first introduced by Mumford over normal sur-
faces, see [Mum61]. The tools presented here will allow us to compute the
self-intersection numbers of the exceptional divisors of weighted blow-ups in
dimension two, see Proposition (I.3.7).
In the last section we extend the notions of C∞ log complex of quasi-
projective algebraic varieties to the case of V -manifolds. A De Rham co-
homology for projective varieties with quotient singularities is developed.
We shall recall some results in the Hodge Theory of projective V -manifolds.
We will also focus on logarithmic forms on non-normal crossing Q-divisors
(called here log-resolution logarithmic forms) and residues on P2w. These
results will be of particular interest in Chapter V.
Section § I.1
V-manifolds and Quotient Singularities
Definition (I.1.1). A V -manifold of dimension n is a complex analytic
space which admits an open covering {Ui} such that Ui is analytically iso-
morphic to Bi/Gi where Bi ⊂ Cn is an open ball and Gi is a finite subgroup
of GL(n,C).
V -manifolds were introduced in [Sat56] and have the same homological
properties over Q as manifolds. For instance, they admit a Poincare´ duality
if they are compact and carry a pure Hodge structure if they are compact and
Ka¨hler (see [Bai56]). They have been classified locally by Prill ([Pri67]).
To state this local result we need the following.
Definition (I.1.2). A finite subgroup G of GL(n,C) is called small if no
element of G has 1 as an eigenvalue of multiplicity precisely n − 1, that is,
G does not contain rotations around hyperplanes other than the identity.
(I.1.3). For every finite subgroup G of GL(n,C) denote by Gbig the normal
subgroup of G generated by all rotations around hyperplanes. Then, the
Gbig-invariant polynomials form a polynomial algebra and hence C
n/Gbig is
isomorphic to Cn.
The group G/Gbig maps isomorphically to a small subgroup of GL(n,C),
once a basis of invariant polynomials has been chosen. Hence the local
classification of V -manifolds reduces to the classification of actions of small
subgroups of GL(n,C).
Theorem (I.1.4) ([Pri67]). Let G1 and G2 be small subgroups of GL(n,C).
Then Cn/G1 is isomorphic to Cn/G2 if and only if G1 and G2 are conjugate
subgroups.
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I.1–1. The abelian case: normalized types
We are interested in V -manifolds where the quotient spaces Bi/Gi are
given by (finite) abelian groups. In this case the following notation is used.
(I.1.5). Let Gd := Gd1 × · · · × Gdr be an arbitrary finite abelian group
written as a product of finite cyclic groups, that is, Gdi is the cyclic group
of di-th roots of unity. Consider a matrix of weight vectors
A := (aij)i,j = [ a1 | · · · | an] ∈ Mat(r × n,Z)
and the action (Gd1 × · · · ×Gdr)× Cn
ρ−→ Cn, defined as
(1)
(
ξd,x
) 7→ (ξa11d1 · . . . · ξar1dr x1, . . . , ξa1nd1 · . . . · ξarndr xn)
with ξd = (ξd1 , . . . , ξdr) and x = (x1, . . . , xn).
Note that the i-th row of the matrix A can be considered modulo di.
The set of all orbits Cn/Gd is called (cyclic) quotient space of type (d;A)
and it is denoted by
X(d;A) := X
 d1 a11 · · · a1n... ... . . . ...
dr ar1 · · · arn
 .
The orbit of an element x under this action is denoted by [(x1, . . . , xn)](d;A)
and the subindex is omitted if no ambiguity seems likely to arise. Sometimes
it is convenient to use multi-index notation
d = (d1, . . . , dr), aj = (a1j , . . . , arj),
ξd = (ξd1 , . . . , ξdr), x = (x1, . . . , xn), Gd = Gd1 × · · · ×Gdr ,
so that the action (1) takes the simple form
Gd × Cn ρ−→ Cn,
(ξd,x) 7→ ξd · x := (ξa1d x1, . . . , ξand xn).
Example (I.1.6) (Dimension 2: X(d; a, b)). Let Gd be the cyclic group of
d-th roots of unity. Consider a vector of weights (a, b) ∈ Z2 and the action
seen before (1)
Gd × C2 ρ−→ C2,
(ξd, (x, y)) 7→ (ξad x, ξbd y).
The set of all orbits C2/Gd is called a (cyclic) quotient space of type (d; a, b)
and it is denoted by X(d; a, b).
The following result shows that the family of varieties which can locally
be written as X(d;A) is exactly the same as the family of V -manifolds with
abelian quotient singularities.
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Lemma (I.1.7) ([AMO11b, Mar11]). Let G be a finite abelian sub-
group of GL(n,C). Then, Cn/G is isomorphic to some quotient space of
type (d;A).
(I.1.8). The action shown in (1) is free on (C∗)n, that is,[
ξd · x = x, ∀x ∈ (C∗)n
]
=⇒ ξd = 1,
if and only if the group homomorphism Gd → GL(n,C) given by
(2) ξd = (ξd1 , . . . , ξdr) 7−→
 ξ
a1
d
. . .
ξ ard

is injective. Otherwise, let H be the kernel of this group homomorphism.
Then Cn/H ≡ Cn and the group Gd/H acts freely on (C∗)n under the
previous identification.
Thus one can always assume that the free (as well as the small) condition
is satisfied. This motivates the following definition.
Definition (I.1.9). The type (d;A) is said to be normalized if the following
two conditions hold.
(1) The action is free on (C∗)n.
(2) The groupGd is identified with a small subgroup of GL(n,C) under
the group homomorphism given in (2).
By abuse of language we often say the space X(d;A) is written in a
normalized form when we actually mean the type (d;A) is normalized.
Proposition (I.1.10) ([AMO11b, Mar11]). The space X(d;A) is written
in a normalized form if and only if the stabilizer subgroup of P is trivial for
all P ∈ Cn with exactly n− 1 coordinates different from zero.
In the cyclic case the stabilizer of a point as above (with exactly n − 1
coordinates different from zero) has order gcd(d, a1, . . . , âi, . . . , an).
The procedures described in (I.1.8) and (I.1.3) can be used to convert
general types (d;A) into their normalized form. Theorem (I.1.4) allows one
to decide whether two quotient spaces are isomorphic. In particular, one
can use this result to check if the space X(d;A) is or not singular.
Example (I.1.11) (Dimension 1, [AMO11b, Mar11]). When n = 1 all
spacesX(d;A) are isomorphic to C. Note thatX((d1, . . . , dr); (a11, . . . , ar1)t)
is the same space as X((d′1, . . . , d
′
r); (a
′
11, . . . , a
′
r1)
t) where d′i =
di
gcd(di,ai1)
and
a′i1 =
ai1
gcd(di,ai1)
. Therefore we can assume that gcd(di, ai1) = 1.
The map x 7→ xd1 gives an isomorphism between X(d1; a11) and C. For
r = 2 one has that (we write the symbol “=” when the isomorphism is
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induced by the identity map)
C
Gd1 ×Gd2
=
C/Gd1
Gd2
∼=−→ C/Gd2
(∗)
= X(d2; a21d1)
∼=−→ C,
x 7→ xd1 , x 7→ x
d2
gcd(d1,d2) .
To see the equality (∗) observe that
ξd2 · xd1 ≡ ξd2 · x = (ξa21d2 x) ≡ ξ
a21d1
d2
xd1 .
It follows that the corresponding quotient space is isomorphic to C under
the map x 7→ xlcm(d1,d2).
Example (I.1.12) (Dimension 2,[AMO11b, Mar11]). All quotient sin-
gularities of surfaces are cyclic. Recall that in dimension 2, any abelian
quotient singularity can be written as X(d;A) where A ∈ Mat(r × 2). If
r = 1 the space X(d; a, b) is written in a normalized form if and only if
gcd(d, a) = gcd(d, b) = 1. Otherwise, one uses the isomorphism (assuming
gcd(d, a, b) = 1)
X(d; a, b) −→ X
(
d
(d,a)(d,b) ;
a
(d,a) ,
b
(d,b)
)
,[
(x, y)
] 7→ [(x(d,b), y(d,a))]
to convert it into a normalized one.
If r > 1, then X(d; a, b) is written in a normalized form if and only if
gcd(d1, . . . , dr) = 1, in which case it can reduced to r = 1.
Example (I.1.13) (Cyclic case, [AMO11b, Mar11]). In the cyclic case
the order of the stabilizer subgroup is specially easy to compute and hence
the normalized form can be described explicitly. In fact, X(d; a1, . . . , an)
is written in a normalized form if and only if gcd(d, a1, . . . , âi, . . . , an) = 1,
∀i = 1, . . . , n. Here we summarize how to convert types (d; a1, . . . , an) into
their normalized form.
(1) X(d; a1, . . . , an) ≃ X(d; aσ(1), . . . , aσ(n)), ∀σ ∈ Σn.
(2) X(d; 0, a2, . . . , an) = C×X(d; a2, . . . , an).
(3) X(d; a1, . . . , an) = X(
d
k ;
a1
k , . . . ,
an
k ) if k divides d and all ai’s.
(4) X(d; a1, . . . , an) = X(d; ka1, . . . , kan) if gcd(d, k) = 1.
(5) X(d; a1, . . . , an) ≃ X( dk ; a1, a2k , . . . , ank ), the isomorphism is given
by [(x1, x2, . . . , xn)] 7→ [(xk1, x2, . . . , xn)].
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I.1–2. Orbisheaves
The content of this section can be found in detail in [BG08, §4] and
[Dol82]. Here we will focus on the case of dimension 2. We present different
properties of some important sheaves associated to a V -surface.
Proposition (I.1.14) ([BG08]). Let OX be the structure sheaf of a V -
surface X then,
• If P is not a singular point of X then OP is isomorphic to the ring
of convergent power series C{x, y}.
• If P is a singular point of X then OP is isomorphic to the ring
of Gd invariant convergent power series C{x, y}Gd (OP is not an
UFD).
• For any P ∈ X the local ring OP is integrally closed.
Definition (I.1.15). Let Gd be an arbitrary finite cyclic group, a vector of
weights (a, b) ∈ Z2 and the action seen in Example (I.1.6). Associated with
X(d; a, b) one has the following OX,P -modules:
OX,P (k) := {h ∈ C{x, y}| h(ξadx, ξbdy) = ξkdh(x, y)}.
Remark (I.1.16). Note that
(3) C{x, y} =
d−1⊕
k=0
OX,P (k)
Remark (I.1.17) ([BG08]). Let l, k ∈ N. Using the notation above one
clearly has the following properties:
• OX,P (k) = OP (d+ k),
• OX,P (l)⊗OX,P (k) = OX,P (l + k).
These modules produce the corresponding sheaves OX(k) on a V -surface
X also called orbisheaves.
Section § I.2
Weighted Blow-ups and Embedded Q-Resolutions
Classically an embedded resolution of {f = 0} ⊂ Cn is a proper map
π : X → (Cn, 0) from a smooth varietyX satisfying, among other conditions,
that π−1({f = 0}) is a normal crossing divisor. In order to generalize this
concept in the context of V -manifolds one needs to extend the concept of
normal crossing. This notion of normal crossing divisor on V -manifolds was
first introduced by Steenbrink in [Ste77].
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We recall that in the class of V -manifolds, the abelian groups of Cartier
and Weil divisors are not isomorphic. However the isomorphism can be
achieved after tensoring by Q. Such divisors will be referred to as Q-divisors
(Section I.3).
Definition (I.2.1). Let X be a V -manifold with abelian quotient singular-
ities. A hypersurface D on X is said to be Q-normal crossing if it is locally
isomorphic to the quotient of a normal crossing divisor under a group action
of type (d;A).
That is, for any x ∈ X, there is an isomorphism of germs (X,x) ≃
(X(d;A), [0]) such that (D,x) ⊂ (X,x) is identified under this morphism
with a germ of the form
(4)
({
[x] ∈ X(d;A) | xm11 · · ·xmkk = 0
}
, [0]
)
.
Whenever (D,x) is Q-normal crossing with k = 1 in (4) we say x is a Q-
smooth point of D. A Q-divisor with only Q-smooth points will be referred
to as a Q-smooth divisor.
Let M = Cn+1/G be an abelian quotient space not necessarily cyclic
or written in normalized form. Consider H ⊂ M an analytic subvariety of
codimension one.
Definition (I.2.2). An embedded Q-resolution of (H, 0) ⊂ (M, 0) is a
proper analytic map π : X → (M, 0) such that:
(1) X is a V -manifold with abelian quotient singularities,
(2) π is an isomorphism over X \ π−1(Sing(H)),
(3) π−1(H) is a Q-normal crossing hypersurface on X, and
(4) the strict transform Hˆ := π−1(H \ {0}) is Q-smooth.
Remark (I.2.3) ([AMO11b, Mar11]). Let f : (M, 0) → (C, 0) be a non-
constant analytic function germ. Consider (H, 0) the hypersurface defined
by f . Let π : X → (M, 0) be an embedded Q-resolution of (H, 0) ⊂ (M, 0).
Then π−1(H) = (f ◦ π)−1(0) is locally given by a function of the form
xm11 · · ·xmkk : X(d;A)→ C.
Remark (I.2.4) ([CAMO13]). In some cases, one needs to consider a
stronger condition on Q-resolutions, namely, the strict transform of H does
not contain any singular points of X. This can always be achieved by blow-
ing up eventually once more the strict preimage of the hypersurface. Such
an embedded resolution will be referred to as a strong Q-resolution.
In what follows we will use weighted blow-ups of points as a tool for
finding embedded Q-resolutions.
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Let X be an analytic surface with abelian quotient singularities. Con-
sider π : X̂ → X the weighted blow-up at a point P ∈ X with respect to
w = (p, q), which will be assumed to be coprime. We distinguish three cases.
(i) The point P is smooth. In this case X = C2 and π = πw : Ĉ2w → C2
is the weighted blow-up at the origin with respect to w = (p, q). The new
ambient space is covered as
Ĉ2w = U1 ∪ U2 = X(p;−1, q) ∪X(q; p,−1)
and the charts are given by
First chart X(p;−1, q) −→ U1,
[(x, y)] 7→ ((xp, xqy), [1 : y]w).
Second chart X(q; p,−1) −→ U2,
[(x, y)] 7→ ((xyp, yq), [x : 1]w).
The exceptional divisor E = π−1w (0) is isomorphic to P
1
w which is in turn
isomorphic to P1 under the map
[x : y]w 7−→ [xq : yp].
The singular points of Ĉ2w are cyclic quotient singularities located at the
exceptional divisor. They actually coincide with the origins of the two charts
and they are written in a normalized form.
Example (I.2.5) ([AMO11b, Mar11]). Let f : C2 → C be the function
given by f = xp + yq with gcd(p, q) = 1. Consider π(q,p) : Ĉ
2
(q,p) → C2 the
(q, p)-weighted blow-up at the origin. In U1 the total transform is given by
the function
xpq(1 + yq) : X(q;−1, p) −→ C.
The equation yq = −1 has just one solution in U1 and the local equation of
the total transform at this point is of the form xpqy = 0.
Hence the proper map π(q,p) is an embedded Q-resolution of the plane
curve C = {f = 0} ⊂ C2 where all spaces are written in a normalized form.
m = pq
(p; q,−1)(q;−1, p)
U1 U2
Figure I.1. Embedded Q-resolution of {xp + yq = 0} ⊂ C2.
(ii) The point P is of type (d; p, q). Assume X = X(d; p, q) is written in
a normalized form, i.e. gcd(d, p) = gcd(d, q) = 1. Without loss of generality,
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p and q can assumed to be coprime. We will describe π = πw,d : Ĉ
2
w,d →
X(d; p, q) the weighted blow-up at the origin with respect to w = (p, q). The
new ambient space is covered as
Ĉ2w,d = U1 ∪ U2 = X(p;−d, q) ∪X(q; p,−d)
and the charts are given by
First chart X(p;−d, q) −→ U1,[
(xd, y)
] 7→ ([(xp, xqy)]d, [1 : y]w).
Second chart X(q; p,−d) −→ U2,[
(x, yd)
] 7→ ([(xyp, yq)]d, [x : 1]w).
As above, the exceptional divisor E = π−1w (0) is identified with P
1
w which is
isomorphic to P1 under the map
[x : y]w 7−→ [xq : yp].
The singular points of Ĉ2w,d are cyclic quotient singularities at the origin of
each chart and they are written in a normalized form.
Example (I.2.6) ([AMO11b, Mar11]). Assume gcd(p, q) = 1 and p < q.
Let f = (xp + yq)(xq + yp) and consider C1 = {xp + yq = 0} and C2 =
{xq + yp = 0} the two irreducible components of {f = 0}.
Let π1 : Ĉ2(q,p) → C2 be the (q, p)-weighted blow-up at the origin. The
new space has two singular points of type (q;−1, p) and (p; q,−1) located
on the exceptional divisor E1. The local equation of the total transform in
the first chart is given by the function
xp(p+q)(1 + yq)(xq
2−p2 + yp) : X(q;−1, p) −→ C.
Here x = 0 is the equation of the exceptional divisor and the other factors
correspond to the strict transform of C1 and C2 (denoted again by the same
symbol).
Hence E1 has multiplicity p(p + q); it intersects transversely C1 at a
smooth point while it intersects C2 at a singular point (the origin of the
first chart) without Q-normal crossings.
E1
(p; q,−1)(q;−1, p)
C2
←−
E1
(p; q,−1)(q2 − p2)
C2
(p;−1, q)
C1 C1
E2
Figure I.2. Embedded Q-resolution of f = (xp + yq)(xq + yp).
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Let us consider π2 the w = (p, q
2 − p2)-weighted blow-up at the origin
of X(q;−1, p),
π2 : Ĉ
2
w,q −→ X(q; p, q2 − p2) = X(q;−1, p).
The new space has two singular points of type (p;−q, q2−p2) = (p;−1, q) and
(q2 − p2; p,−q). In the first chart, the local equation of the total transform
of xp(p+q)(xq
2−p2 + yp) is given by the function
xp(p+q)(1 + yp) : X(p;−1, q) −→ C.
Thus the new exceptional divisor E2 has multiplicity p(p+ q) and intersects
transversely the strict transform of C2 at a smooth point. Hence the compo-
sition π = π2 ◦ π1 is an embedded Q-resolution of {f = 0} ⊂ C2. Figure I.2
illustrates the whole process.
(iii) The point P is of type (d; a, b). As above, assume that X =
X(d; a, b) and the map
(5) π = π(d;a,b),w : ̂X(d; a, b)w −→ X(d; a, b)
is the weighted blow-up at the origin of X(d; a, b) with respect to w = (p, q).
The new space is covered as
Û1 ∪ Û2 = X
(
p −1 q
pd a pb− qa
)
∪X
(
q p −1
qd qa− pb b
)
.
Or equivalently
(6) ̂X(d; a, b)w = Û1∪ Û2 = X
(
pd
e
; 1,
−q + a′pb
e
)
∪X
(
qd
e
;
−p+ b′qa
e
, 1
)
with a′a = b′b ≡ 1 mod (d) and e = gcd(d, pb − qa). The charts are given
by
First chart X
(
p −1 q
pd a pb− qa
)
−→ Û1,[
(x, y)
] 7→ [((xp, xqy), [1 : y]w)](d;a,b).
Second chart X
(
q p −1
qd qa− pb b
)
−→ Û2,[
(x, y)
] 7→ [((xyp, yq), [x : 1]w)](d;a,b).
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Equivalently, see [Mar11, Remark I.3.14],
First chart X
(
pd
e
; 1,
−q + a′pb
e
)
−→ Û1, ,[
(xe, y)
] 7→ [((xp, xqy), [1 : y]w)](d;a,b).
Second chart X
(
qd
e
;
−p+ b′qa
e
, 1
)
−→ Û2,[
(x, ye)
] 7→ [((xyp, yq), [x : 1]w)](d;a,b).
The exceptional divisor E = π−1(d;a,b),w(0) is identified with the quotient space
P1w(d; a, b) := P
1
w/Gd which is isomorphic to P
1 under the map
P1w(d; a, b) −→ P1
[x : y]w 7→ [xdq/e : ydp/e],
where e = gcd(dp, dq, pb − qa). Again the singular points are cyclic and
correspond to the origins. They may be not written in normalized form
even if gcd(p, q) = 1 and (d; a, b) is normalized.
Example (I.2.7) ([AMO11b, Mar11]). Assume gcd(p, q) = gcd(r, s) = 1
and pq <
r
s . Let f = (x
p + yq)(xr + ys) and consider
C1 = {xp + yq = 0}, C2 = {xr + ys = 0}
the two irreducible components of f .
Working as in Example (I.2.6), one obtains the following picture ((I.2.7))
representing an embedded Q-resolution of {f = 0} ⊂ C2.
p(q + s)E1
(p; q,−1)Q
C2
(s;−1, r)
s(p+ r)E2
C1
Q =
(
rq − ps s −q
rq − ps −r p
)
Figure I.3. Embedded Q-resolution of f = (xp + yq)(xr + ys).
After writing the quotient spaces in their normalized form one checks
that this resolution coincides with the one given in Example (I.2.6) assuming
r = q and s = p.
Example (I.2.8). Let {f = xy(xy + (x3 − y2)2) = 0} be a Q-divisor on
X(7; 2, 3). Let us compute a Q-resolution of {f = 0} ∈ X(7; 2, 3). Consider
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w = (1, 5) and let π(7;2,3),w : ̂X(7; 2, 3)w −→ X(7; 3, 2) be the (1, 5)-weighted
blow-up at the origin.
̂X(7; 2, 3)w = Û1 ∪ Û2 = C2 ∪X (5; 2, 1)
First chart C2 −→ Û1, ,[
(x7, y)
] 7→ [((x, x5y), [1 : y]w)](7;2,3).
Second chart X (5; 2, 1) −→ Û2,[
(x, y7)
] 7→ [((xy, y5), [x : 1]w)](7;2,3).
The local equation of the total transform in the first chart is given by the
function
x12︸︷︷︸
E1
· y︸︷︷︸
C2
· y + (1− x7y2)2︸ ︷︷ ︸
C4
,
on C2. The local equation of the total transform in the second chart is given
by the equation
y12︸︷︷︸
E1
· x︸︷︷︸
C1
· x+ (x3 − y7)2︸ ︷︷ ︸
C3
,
on X(5; 2, 1). After a second weighted blow-up with weight w = (2, 1) of
[(0, 0)] ∈ X(5; 2, 1) one finally has
̂X(5; 2, 1)w = Û1 ∪ Û2 = X (2; 1, 1) ∪ C2
(1, 5) (2, 1)
C2
C4
C1
C3
E1
C1
C1
C2
C2
C3
C3 C4
C4
E1E2
(7; 2, 3) (5; 2, 1)
(2; 1, 1)
Figure I.4. Embedded Q-resolution of f = xy(xy + (x3 − y2)2).
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First chart X (2; 1, 1) −→ Û1, ,[
(x5, y)
] 7→ [((x2, xy), [1 : y]w)](5;2,1).
Second chart C2 −→ Û2,[
(x, y5)
] 7→ [((xy2, y), [x : 1]w)](5;2,1).
Section § I.3
Intersection Theory on Abelian-Quotient V -Surfaces
Intersection theory is a powerful tool in complex algebraic (and analytic)
geometry, see [Ful98] for a wonderful exposition. It will be frequently used
in the successive chapters.
The main objects involved in intersection theory on surfaces are divisors,
which have two main incarnations, Weil and Cartier. These coincide in the
smooth case, but not in general. In the singular case the two concepts
are different and a geometric interpretation of intersection theory is yet
to be developed. A general definition for normal surfaces was given by
Mumford [Mum61] and it was applied by Sakai to study Weil divisors on
normal surfaces [Sak84].
I.3–1. Cartier and Weil Q-Divisors on V -Manifolds
Let us recall the definitions of Cartier and Weil divisors. The content of
this section can be found in detail in [AMO11a]. Let X be an irreducible
normal complex analytic variety. Denote by OX the structure sheaf of X
and KX the sheaf of total quotient rings of OX . Denote by K∗X the (mul-
tiplicative) sheaf of invertible elements in KX . Similarly O∗X is the sheaf
of invertible elements in OX . Note that an irreducible subvariety V corre-
sponds to a prime ideal in the ring of sections of any local complex model
space meeting V .
Definition (I.3.1). A Cartier divisor on X is a global section of the sheaf
K∗X/O∗X and it can be represented by giving an open covering {Ui}i∈I of X
and, for all i ∈ I, an element fi ∈ Γ(Ui,K∗X) such that
fi
fj
∈ Γ(Ui ∩ Uj ,O∗X), ∀i, j ∈ I.
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Two systems {(Ui, fi)}i∈I , {(Vj , gj)}j∈J represent the same Cartier di-
visor if and only if on Ui ∩ Vj , fi and gj differ by a multiplicative fac-
tor in OX(Ui ∩ Vj)∗. The abelian group of Cartier divisors on X is de-
noted by CaDiv(X). If D := {(Ui, fi)}i∈I and E := {(Vj , gj)}j∈J then
D + E = {(Ui ∩ Vj , figj)}i∈I,j∈J .
The functions fi above are called local equations of the divisor on Ui.
A Cartier divisor on X is effective if it can be represented by {(Ui, fi)}i
with all local equations fi ∈ Γ(Ui,OX). Any global section f ∈ Γ(X,K∗X)
determines a principal Cartier divisor (f)X := {(X, f)} by taking all local
equations equal to f .
Definition (I.3.2). A Weil divisor on X is a locally finite linear combina-
tion with integral coefficients of irreducible subvarieties of codimension one.
The abelian group of Weil divisors on X is denoted by WeDiv(X). If all
coefficients appearing in the sum are non-negative, the Weil divisor is called
effective.
The following theorem allows us to identify both notions on V -manifolds
after tensorizing by Q.
Theorem (I.3.3) ([AMO11a, Mar11]). Let X be a V -manifold. Then
the notion of Cartier and Weil divisor coincide over Q. More precisely, the
linear map
TX ⊗ 1 : CaDiv(X)⊗Z Q −→WeDiv(X)⊗Z Q
is an isomorphism of Q-vector spaces. In particular, for a given Weil divisor
D on X there always exists k ∈ Z such that kD ∈ CaDiv(X).
Definition (I.3.4). Let X be a V -manifold. The vector space of Q-Cartier
divisors is identified under TX with the vector space of Q-Weil divisors. A
Q-divisor on X is an element in CaDiv(X) ⊗Z Q = WeDiv(X) ⊗Z Q. The
set of all Q-divisors on X is denoted by Q-Div(X).
In [AMO11a], we give a way to construct the inverse of TX ⊗ 1. Here
we summarize how to write a Weil divisor as a Q-Cartier divisor where X
is an algebraic V -manifold.
(1) Write D =
∑
i∈I ai[Vi] ∈ WeDiv(X), where ai ∈ Z and Vi ⊂ X
irreducible. Also choose {Uj}j∈J an open covering of X such that
Uj = Bj/Gj where Bj ⊂ Cn is an open ball and Gj is a small finite
subgroup of GL(n,C).
(2) For each (i, j) ∈ I × J choose a reduced polynomial fi,j : Uj → C
such that Vi ∩ Uj = {fi,j = 0}, then
[Vi|Uj ] =
1
|Gj |{(Uj , f
|Gj |
i,j )}.
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(3) Identifying {(Uj , f |Gj |i,j )} with its image CaDiv(Uj) →֒ CaDiv(X),
one finally writes D as a sum of locally principal Cartier divisors
over Q,
D =
∑
(i,j)∈I×J
ai
|Gj |{(Uj , f
|Gj |
i,j )}.
See [AMO11a] for a detailed explanation.
I.3–2. Rational Intersection Number and Weighted
Blow-ups
Now we have all the necessary ingredients to develop a rational inter-
section theory on surfaces with quotient singularities. The content of this
section can be found in detail in [AMO11b].
Let X be an algebraic V -manifold of dimension 2. Consider D1 and D2
two effective Q-divisors on X, and P ∈ X a point. The divisor Di is locally
given in a neighborhood of P by a reduced polynomial fi, i = 1, 2. On the
other hand the point P can be assumed to be a normalized type of the form
(d; a, b). Hence the computation of (D1 · D2)P is reduced to the following
particular case.
Definition (I.3.5) (Local intersection number on X(d; a, b), [AMO11b,
Mar11, Ort09]). Denote by X the cyclic quotient space X(d; a, b) and
consider two divisors D1 = {f1 = 0} and D2 = {f2 = 0} given by f1, f2 ∈
C{x, y} reduced and without common components. Assume that, (d; a, b) is
normalized.
Then as Cartier divisors D1 =
1
d{(X, fd1 )} and D2 = 1d{(X, fd2 )}. The
local number (D1 ·D2)[P ] at a point P of type (d; a, b) is defined as
(D1 ·D2)[P ] =
1
d2
dimC
OP
〈fd1 , fd2 〉
where OP = C{x, y}Gd is the local ring of functions at P (recall §I.1–2).
Example (I.3.6) ([AMO11b, Mar11, Ort09]). Let x1 and x2 be the
local coordinates of the axes in M := X(d; a, b). Consider Xi := {(M,xi)}
the Q-divisors associated with them. Then
(X1 ·X2)0 = 1
d
.
See [AMO11b] for further details and [Ort09] for a more direct ap-
proach.
In the preceeding sections, weighted blow-ups were introduced as a tool
for computing embedded Q-resolutions. Here we calculate self-intersection
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numbers of exceptional divisors of weighted blow-ups on analytic surfaces
with abelian quotient singularities.
Proposition (I.3.7) ([AMO11b, Mar11]). Let X be an analytic surface
with abelian quotient singularities and let π : X̂ → X be the (p, q)-weighted
blow-up at a point P ∈ X of type (d; a, b). Assume gcd(p, q) = 1 and
(d; a, b) is a normalized type, i.e. gcd(d, a) = gcd(d, b) = 1. Also write
e = gcd(d, pb− qa).
Consider two Q-divisors C and D on X. As usual, denote by E the ex-
ceptional divisor of π, and by Ĉ (resp. D̂) the strict transform of C (resp. D).
Let ν and µ be the (p, q)-multiplicities of C and D at P , i.e. x (resp. y) has
(p, q)-multiplicity p (resp. q). Then the following equalities hold:
(1) π∗(C) = Ĉ +
ν
e
E.
(2) E · Ĉ = eν
dpq
.
(3) E2 = − e
2
dpq
.
(4) Ĉ · D̂ = C ·D − νµ
dpq
.
In addition, if D has compact support then D̂2 = D2 − µ
2
dpq
.
Example (I.3.8) ([AMO11b]). Let us compute now the self-intersection
of the divisors in Example (I.2.6). After the first blow-up (of type (q, p) over
a smooth point) the divisor E1 has self-intersection
−1
pq . Let us consider the
second blow-up, of type (p, q2 − p2) at a point of type (q; p, q2 − p2); the
exceptional divisor is E2 and its self-intersection is − qp(q2−p2) . The strict
transform of E1 has multiplicity p and hence its self-intersection is
−1
pq −
p
q(q2−p2) = − qp(q2−p2) .
For a detailed example of this intersection theory see [AMO12, §6].
Section § I.4
Weighted projective plane
The main reference that has been used in this section is [Dol82], see also
[Ort09] for a more detailed and down to earth exposition. Here we concen-
trate our attention on describing the analytic structure and singularities.
Let w := (w0, w1, w2) be a weight vector, that is, a triple of pairwise
coprime positive integers. There is a natural action of the multiplicative
group C∗ on C3 \ {0} given by
(x0, x1, x2) 7−→ (tw0x0, tw1x1, tw2x2).
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The set of orbits C
3\{0}
C∗ under this action is denoted by P
2
w and it is called
the weighted projective plane of type w. The class of a nonzero element
(X0, X1, X2) ∈ C3 is denoted by [X0 : X1 : X2]w and the weight vector is
omitted if no ambiguity seems likely to arise. When (w0, w1, w2) = (1, 1, 1)
one obtains the usual projective space and the weight vector is always omit-
ted. For x ∈ C3 \ {0}, the closure of [x]w in C3 is obtained by adding the
origin and it is an algebraic curve.
Consider the decomposition P2w = U0∪U1∪U2, where Ui is the open set
consisting of all elements [X0 : X1 : X2]w with Xi 6= 0. The map
ψ˜0 : C
2 −→ U0, ψ˜0(x1, x2) := [1 : x1 : x2]w
defines an isomorphism ψ0 if we replace C2 by X(w0; w1, w2). Analogously,
X(w1; w0, w2) ∼= U1 and X(w2; w0, w1) ∼= U2 under the obvious analytic
map.
Remark (I.4.1). (Another way to describe P2w). Let P
2 be the classical
projective space and Gw = Gw0 ×Gw1 ×Gw2 the product of cyclic groups.
Consider the group action
Gw × P2 −→ P2,(
(ξw0 , ξw1 , ξw2), [X0 : X1 : X2]
) 7→ [ξw0X0 : ξw1X1 : ξw2X2].
Then the set of all orbits P2/Gw is isomorphic to the weighted projective
plane of type w and the isomorphism is induced by the branched covering
(7) P2 ∋ [X0 : X1 : X2] φ7−→ [Xw00 : Xw11 : Xw22 ]w ∈ P2w.
Note that this branched covering is unramified over
P2w \ {[X0, X1, X2]w | X0 ·X1 ·X2 = 0}
and has w¯ = w0 · w1 · w2 sheets. Moreover, the covering respects the coor-
dinate axes.
Example (I.4.2) ([AMO11b, Mar11]). Let φ : P2 → P2w be the branched
covering defined above with weights w = (1, 2, 3). For instance, the preimage
of [1 : 1 : 1]w consists of 6 points, namely the set {[1 : ξ2 : ξ3] ∈ P2 | ξ2 ∈
G2, ξ3 ∈ G3}.
The following result is well known.
Proposition (I.4.3) ([AMO11b, Mar11]). Let d0 := gcd(w1, w2), d1 :=
gcd(w0, w2) , d2 := gcd(w0, w1), e0 := d1 · d2, e1 := d0 · d2, e2 := d0 · d1 and
pi :=
wi
ei
. The following map is an isomorphism:
P2
(
w0, w1, w2
) −→ P2(p0, p1, p2),
[X0 : X1 : X2] 7→
[
Xd00 : X
d1
1 : X
d2
2
]
.
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Remark (I.4.4). Note that, due to the preceding proposition, one can always
assume the weight vector satisfies that (w0, w1, w2) are pairwise relatively
prime numbers. Note that following a similar argument, P1(w0,w1)
∼= P1.
The space P2w is a normal irreducible projective algebraic variety of di-
mension 2. Its Euler characteristic is χ(P2w) = χ(P
2) = 3.
Definition (I.4.5). Let be Hi = {Xi = 0}, the canonical divisor in P2w is
given by
KP2w := −
∑
i
Hi.
Note that degKP2w = −(w0 + w1 + w2).
Remark (I.4.6). Notice that Definition (I.4.5) of the canonical divisor is the
one obtained from the canonical divisor in P2 after using the covering (7) and
applying the Riemann-Hurwitz formula. Another approach can be found in
[CLS11, Theorem 8.2.3].
I.4–1. Weighted Be´zout’s Theorem for Weighted Projective
Planes
For a proof of this classical theorem a wonderful approach can be found
in [Mar11]. Here we are going to state the theorem for weighted projective
planes.
Proposition (I.4.7) (Weighted Be´zout’s Theorem on P2w, [Ort09]). The
intersection number of two Q-divisors, D1 and D2 on P2w without common
components is
D1 ·D2 =
∑
P∈D1∩D2
(D1 ·D2)[P ] =
1
w¯
degw(D1) degw(D2) ∈ Q,
where w¯ = w0w1w2 and degw(Di) = deg(φ
∗(Di)) (7).
Section § I.5
Logarithmic Complex and residues on V -manifolds
In this section we develop a De Rham cohomology for projective vari-
eties with quotient singularities. We shall sketch some results in the Hodge
Theory of projective V -manifolds which will be of particular interest. All
these results, with their respective proofs, can be found in the first chapter
of [Ste77]. Remark that the reader can find all the necessary preliminaries
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about C∞ log complex of quasi projective algebraic varieties and residues
in [CA02, §1.3].
We are interested in the Hodge theory of projective V -manifolds. The
following proposition shows that we can expect an analogous situation as in
the smooth projective case.
Proposition (I.5.1) ([Ste77]). Every V -manifold is a rational homology
manifold.
As a result we get the following.
Corollary (I.5.2) ([Ste77]). If X is a complete algebraic V -manifold, then
the canonical Hodge structure on Hk(X) is purely of weight k for all k ≥ 0.
If π : Xˆ → X is a resolution of singularities for X, then the map π∗ :
Hk(X)→ Hk(Xˆ) is injective for all k ≥ 0.
Definition (I.5.3). Let ΩY be the sheaf of analytic forms on a smooth
algebraic variety Y . Let X be a V -manifold and denote by Σ its singular
locus. Denote by j : X \ Σ → X the inclusion map. Then we define
Ωˆ•X = j∗Ω
•
X\Σ.
Lemma (I.5.4) ([Ste77]). Let B an open ball with center 0 in Cn. Let G
be a small subgroup of GL(n,C) which leaves B invariant and let U = B/G.
Denote by ρ : B → U the quotient map. Then for all p ≥ 0 one has
Ωˆ•U
∼= (ρ∗Ω•B)G.
With the previous Definition one has the following result.
Lemma (I.5.5) ([Ste77]). Let π : Xˆ → X be a resolution of singularities
for the V -manifold X. Then Ωˆ•X
∼= π∗Ω•Xˆ .
Definition (I.5.6) ([Ste77]). Let X be a V -manifold and Y a Q-divisor
with Q-normal crossings. Define the complex Ωˆ•X(log Y ) on X by
Ωˆ•X(log Y ) = j∗Ω
•
X\Σ(log Y \ Σ),
where Σ = Sing(X) and j : X \ Σ→ is the inclusion map.
Consider ρ : B ⊆ Cn → X the one in 1. If (X,Y ) = (B,D)/Gd, D ⊂ B
a Gd-invariant divisor with normal crossings, then
Ωˆ•X(log Y ) = (ρ∗Ω
•
B(logD))Gd .
If π : Xˆ → X is a resolution of singularities for X such that the total
transform Yˆ of Y is a divisor with normal crossings on Xˆ, then
Ωˆ•X(log Y ) = π∗Ω
•
X(log Yˆ ).
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Definition (I.5.7) ([Ste77]). Let k ∈ Z, the weight filtrationW on Ωˆ•X(log Y )
is defined by
WkΩˆpX(log Y ) = ΩˆkX(log Y ) ∧ Ωˆp−kX .
Assume that Y is a union of irreducible components Y1, . . . , Ym without
self-intersection. Denote by Yˆ [p] the disjoint union of all p-fold intersections
Yi1 ∩ · · · ∩ Yip for 1 ≤ i1 < · · · < ip ≤ m. Denote by ap : Yˆ [p] → X the
natural map. Analogous to the smooth case (see [CA02, §1.3 ]) one has a
residue map
R[k] :WkΩˆ
p
X(log Y )→ (ak)∗Ωˆp−kY [k] ,
with p, k ≥ 0. Remark that Yˆ [k] is a V -manifold for every k ≥ 0.
I.5–1. Logarithmic forms and residues on P2w
Let us focus the previous results on the case of non-normal crossing Q-
divisors in weighted projective planes. Let D be a Q-divisor in P2w. The
complement of D will be denoted by XD. Let us fix π : XD −→ P2w a
Q-resolution of the singularities of D so that the reduced Q-divisor D =
(π∗(D))red is a union of smooth Q-divisors on XD with Q-normal crossings.
The purpose of the forthcoming Chapter V will be to construct global
logarithmic forms on D that provide a basis for the spaces Hk(XD;C).
Let us rewrite with the previous notation Definitions (I.5.6) and (I.5.7)
for a given non-normal crossing Q-divisor in P2w.
Definition (I.5.8) (log-resolution logarithmic forms).
(1) A C∞ form ϕ on XD shall be called logarithmic (with respect to a
divisor D and a Q-resolution π) if π∗ϕ is logarithmic on XD with
respect to the Q-normal crossing divisor D (see Definition (I.5.6)).
Therefore, one has the corresponding sheaf
π∗ΩXD(log〈D〉).
In the sequel, a logarithmic form with respect to a Q-divisor D and
a Q-resolution π will be referred to as simply a logarithmic form if
D and π are known and no ambiguity is likely to arise.
(2) Once D and π are fixed one can define the residue map Res[∗]π (ϕ)
of a logarithmic form ϕ as follows
π∗Ω
k
XD
(log〈D〉) Res
[k]
π−→ H0(D[k];C)
ϕ 7→ Res[k](π∗ϕ).
Remark (I.5.9). The Poincare´ residue operator can be generalized to all the
log sheaves relative to D¯. We omit these results because are analogues to
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the same results for C∞ log complex of quasi-projective algebraic varieties
in [CA02, §1.3].
Remark (I.5.10). Let h be an analytic germ on X(d; a, b) written in nor-
malized form. It is important to notice that in the case of logarithmic 2-
forms ω = h
dx ∧ dy
xy
we do not have to impose any condition to h to obtain
a logarithmic form w with poles along xy. However, logarithmic 2-forms
ω˜ = h
dx ∧ dy
x
are not logarithmic for an arbitrary h because, in general,
they are not invariant under Gd.
Lemma (I.5.11). Let π and π′ be two Q-resolutions such that π′ domi-
nates π, that is, if one has the following commutative diagram of birational
morphisms
X
′
D
ρ→ XD
π′ ց ↓ π
P2w
then
π∗ΩXD(log〈D〉) ⊂ π′∗ΩX′D(log〈D
′〉).
Proof. The result can be checked locally. We will do it in detail for
2-forms. For 1-forms or functions the proof is essentially the same. Let ψ
be a logarithmic 2-form at P ∈ P2w with respect to D and π. The form ψ
can be written locally as
ϕQ
dx ∧ dy
xy
at any point Q ∈ π−1(P ). If the map ρ doesn’t blow-up Q, then its inverse
image is automatically logarithmic on X
′
D. Otherwise, Q is the center of a
weighted (p, q)-weighted blow-up ε. Then, on one chart, its inverse image
becomes (recall (6)).
ϕQ
dx ∧ dy
xy
x=u¯p, u=u¯e
y=u¯qv
←− p
e
ϕ˜Q
u¯p−1+q−e+1du¯e ∧ dv
u¯p+qv
=
p
e
ϕ˜Q
du ∧ dv
uv
.
which is also logarithmic at 0. Therefore, since ρ is a finite sequence of
weighted blow-ups the result follows.

Corollary (I.5.12). The concept of being logarithmic does not depend on
the Q-resolution.
Proof. Suppose we have twoQ-resolutions π and π′ and a form ϕ which
is logarithmic on XD with respect π but not π
′. There exists another Q-
resolution π′′ dominating π and π′ and the commutativity of the pull-back
would lead to contradiction. 
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Remark (I.5.13). Let ψ be a logarithmic 2-form at a point P , and assume
D is a Q-normal crossing divisor at P . As a consequence of Lemma (I.5.11),
if one makes a weighted blow-up of the point P , then the pull-back of ψ is
a logarithmic 2-form on the pull-back of D and has poles along the strict
transform of D and the exceptional Q-divisor.
In the particular case of X(d; a, b) and the Res[2] one has the following.
Definition (I.5.14). Let h be an analytic germ on X(d; a, b) written in
normalized form (Definition (I.1.9)). Let ϕ = h
dx ∧ dy
xy
be a logarithmic
2-form with poles at the origin. Then
Res[2](ϕ) :=
1
d
h(0, 0).
Note that this is invariant under (p, q) blow-ups
(8)
dx ∧ dy
xy
x=u¯p, u=u¯e
y=u¯qv
←− p
e
u¯p−1+q−e+1du¯e ∧ dv
u¯p+qv
=
p
e
du ∧ dv
uv
.
Res[2](
dx ∧ dy
xy
) =
1
d
= Res[2](
p
e
du ∧ dv
uv
) =
p
e
e
pd
.
Recall (6), ̂X(d; a, b)w = X
(
pd
e
; 1,
−q + a′pb
e
)
∪X
(
qd
e
;
−p+ b′qa
e
, 1
)
.
Proposition (I.5.15). The residue map does not depend on the resolution.
Proof. For dimension 2 see (8), an analogous proof holds for dimension
one o higher. 
Let us see some useful examples of how to compute the residues in dif-
ferent situations.
Example (I.5.16). Consider the form ω = w0 xdy−w1 ydxxy in P
1
(w0,w1)
. De-
note by P1 = [(0 : 1)] ∈ X(w1;w0) and P2 = [(1 : 0)] ∈ X(w0;w1) Let us
compute the residues of ω at the vertices of the weighted projective line.
One has
Res
[1]
P1
(ϕ) = Res[1] − w1dx
x
= −(−1)σ(2,1) = −(−1)1 = 1,
Res
[1]
P2
(ϕ) = Res[1]w0
dy
y
= (−1)σ(1,2) = (−1)0 = 1.
As in the classical smooth case (see [CA02, Definition 1.21]), σ denotes the
signature of the permutation realized in the variables.
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Example (I.5.17). Consider now the 2-form
τ :=
Ω2
xyz
= w2 z
dx ∧ dy
xyz
+ w0 x
dy ∧ dz
xyz
+ w1 y
dz ∧ dx
xyz
in P2(w0,w1,w2) with
(9) Ω2 := w2 zdx ∧ dy + w0 xdy ∧ dz + w1 ydz ∧ dx.
This form (9) will be called from now on the weighted volume form. Denote
by P0 := [1 : 0 : 0]w, P1 := [0 : 1 : 0]w and P2 := [0 : 0 : 1]w the three vertices
of P2w. Let us compute the residues of τ at the three origins of the weighted
projective space. One has
Res
[2]
P0
(τ) = Res[2]w2
dx ∧ dy
xy
= (−1)σ(3,1,2) = (−1)2 = 1,
Res
[2]
P1
(τ) = Res[2]w1
dz ∧ dx
zx
= (−1)σ(2,3,1) = (−1)2 = 1,
Res
[2]
P2
(τ) = Res[2]w0
dy ∧ dz
yz
= (−1)σ(1,2,3) = (−1)0 = 1.
Definition (I.5.18). In general we define the weighted volume form on Pnw
with w = (w0, . . . , wn) as
(10) Ωn :=
n∑
i=0
(−1)iwixidxıˇ ,
where dxıˇ = dx1 ∧ · · · ∧ dxi−1 ∧ dxi+1 ∧ · · · ∧ dxn.

II
Local invariants on quotient singularities
In this chapter we define and investigate some of the properties of local
invariants of curve germs on quotient singular surfaces. In particular, we
define a Milnor fiber, Milnor number, and a δ-invariant which generalize
their analogues over smooth surfaces. In §II.1 and §II.3 we show that such
invariants can be effectively computed in terms of embedded Q-resolutions.
These results will allow us in Chapter IV to obtain a formula for the genus
of a curve in the weighted projective plane in terms of its degree and the
previous invariants. Part of the results of this chapter can be found in
[CAMO13].
Let X be a surface quotient singularity and C = {f = 0} a Q-divisor
on X. By means of the cyclic action, one can canonically obtain a function
F on X and thus define the Milnor fiber and Milnor number µw of F in a
standard way. Note that alternative generalizations of Milnor numbers can
be found, for instance, in [ABFdBLMH10, BLSS02, uT77, STV05].
The approach proposed in the present work seems more natural for quo-
tient singularities (see Example (IV.1.18)), but more importantly, it allows
for the existence of an explicit formula relating Milnor number, δ-invariant,
and genus of a curve on a singular surface. The new local invariant δw0
can be given in terms of the Milnor fiber of (C, 0) by means of the formula
µw = 2δw − rw + 1, where µw is the Milnor number of (C, 0) and rw is the
number of local branches of C at 0. In the classical case (X = C2) the
invariant δ can be obtained from a resolution of the local singularity (C, 0)
in (C2, 0) as
(11) δ =
∑
Q≺0
νQ(νQ − 1)
2
,
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where Q runs over all infinitely near points of 0 of the σ-process in a reso-
lution of (C, 0) and νQ denotes the multiplicity of the strict transform of C
at Q. A two-fold generalization of this result is shown here: first by allowing
the resolution to be an embedded Q-resolution and second by allowing X
to be a quotient surface singularity (see Theorem (II.2.5)).
In the classical case, the δ-invariant can be interpreted as the dimension
of a vector space. Since, in general, δw is a rational number, a similar result
can only be expected in certain cases, namely, when associated with Cartier
divisors. However, we can associate a natural number δ˜w to δw which can
also be understood as a difference of two dimensions of vector spaces. Some
of the techniques used in the study of δ˜w will be used in Chapter II to obtain
a numerical version of the Adjunction Formula to compute the degree of the
canonical divisor of (non-smooth) curves in P2w.
Section § II.1
Milnor fibers on quotient singularities
Our purpose in this section is to provide a definition for the Milnor fiber
of the germ of an isolated curve singularity (f, [0]) defined on an abelian
V -surface X(d; a, b). For the sake of completeness we include this chapter
which can be found in [CAMO13].
In the classical case, if (C = {f = 0}, 0) ⊂ (C2, 0) defines a local
singularity, the Milnor fiber is defined as Ft = {f = t} and it satisfies
χ(Ft) = r − 2δ, where r is the number of local branches of (C, 0). Note
that this cannot be extended directly to the case C ⊂ X(d; a, b) because, in
general, the germ (f, [0]) does not define a function on X(d; a, b). However,
F :=
∏
g∈G f
g = ufd (u a unit) is a well-defined function on X(d; a, b) and
hence the set {F = t} is also well defined and invariant under the action of
the cyclic group Gd. One can offer the following alternative definition for
the Milnor fiber of C.
Definition (II.1.1) ([CAMO13]). Let C = {f = 0} ⊂ X(d; a, b) be a
curve germ. The Milnor fiber Fwt of (C, [0]) is defined as follows,
Fwt := {F = t}/Gd.
The Milnor number µw of (C, P ) is defined as follows,
µw := 1− χorb(Fwt ).
The symbol χorb(M) denotes the orbifold Euler characteristic of M ⊂
X = C2/Gd as a subvariety of a quotient space which carries an orbifold
structure. Note that one can also consider C as a germ in (C2, 0) in which
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case, χorb(Fwt ) =
1
dχ(Ft), where Ft = {F = t} ⊂ C2. Therefore, 1 − µw =
1
d − µd , which implies
(12) µw =
d− 1
d
+
µ
d
.
Note the difference between this definition and [ABFdBLMH10, Def-
inition 2.10].
Also note that µw(x) = µw(y) = d−1d , which extends immediately to all
local curves that can become an axis after an action-preserving change of
coordinates. This motivates the following.
Definition (II.1.2) ([CAMO13]). The curve {f = 0} ⊂ X(d; a, b) is called
aQ-smooth curve if there exists g ∈ C{x, y} such that C{f, g}G = C{x, y}G.
Corollary (II.1.3) ([CAMO13]).
{f = 0} is a Q-smooth curve ⇐⇒ µw(f) = d− 1
d
.
Section § II.2
Local invariants on quotient singularities
II.2–1. Noether’s Formula
In this section we present a version of Noether’s formula for curves on
quotient singularities with respect to Q-resolutions. During this section we
will use the notation introduced in Chapter I. As an immediate consequence
of Proposition (I.3.7)(4) one has the following formula,
(13) (C ·D)[0] =
νCνD
pqd
+
∑
Q≺[0]
(Ĉ · D̂)Q,
whereQ runs over all infinitely near points to [0] ∈ X(d; a, b) after a weighted
(p, q)-blow-up.
By induction, using formula (13), one can prove the following general-
ization of Noether’s formula for Q-divisors on quotient surface singularities.
Theorem (II.2.1) (Noether’s Formula, [CAMO13]). Consider C and D
two germs of Q-divisors at [0] without common components in a quotient
surface singularity. Then the following formula holds:
(C ·D)[0] =
∑
Q≺[0]
νC,QνD,Q
pqd
,
where Q runs over all the infinitely near points of (C ·D, [0]) and Q appears
after a blow-up of type (p, q) of the origin in X(d; a, b).
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Remark (II.2.2) ([CAMO13]). Note that p, q, d, a, b in Theorem (II.2.1)
depend on Q and its predecessor.
II.2–2. Definition of the δ-invariant on quotient singularities
In this section the local invariant δw for curve singularities on X(d; a, b)
is defined.
Definition (II.2.3) ([CAMO13]). Let C be a reduced curve germ at [0] ∈
X(d; a, b). We define δw as the number verifying
(14) χorb(Fwt ) = r
w − 2δw,
where rw is the number of local branches of C at [0], Fwt denotes its Milnor
fiber, and χorb(Fwt ) denotes the orbifold Euler characteristic of F
w
t .
Using the same argument as in (12), one can check that
(15) δw =
1
d
δ +
1
2
(
rw − r
d
)
where δ denotes the classical δ-invariant of C as a germ in (C2, 0) and r is
the number of local branches of C in (C2, 0).
Remark (II.2.4) ([CAMO13]). At this point it is worth mentioning that rw
and r do not necessarily coincide. For instance, x2−y4 defines an irreducible
curve germ inX(2; 1, 1) (hence rw = 1), but it is not irreducible in C2 (where
r = 2). One can check that δw = 1, δ = 2 (see Example (II.2.7)), which
verify (15).
The purpose of this section is to give a recurrent formula for δw based
on a Q-resolution of the singularity. For technical reasons it seems more
natural to use strong Q-resolutions (see Remark (I.2.4)) for the statement,
but this is not a restriction (see Remark (II.2.8)).
Before we state the result, let us introduce some notation. Assume
(f, 0) ⊂ X(d; a, b) and consider a (p, q) blow-up π at the origin. Denote by
ν0(f) the (p, q)-multiplicity of f at 0. We will use the following notation:
(16) δw0,π(f) :=
ν0(f)
2dpq
(ν0(f)− p− q + e) ,
The result now can be stated as.
Theorem (II.2.5) ([CAMO13]). Let (C, [0]) be a curve germ on an abelian
quotient surface singularity. Then
(17) δw(C) =
∑
Q≺[0]
δwQ,π(p,q)(f)
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where Q runs over all the infinitely near points of a strong Q-resolution of
(C, [0]), π(p,q) is a (p, q)-blow-up of Q, the origin of X(d; a, b), and e :=
gcd(d, aq − bp).
Proof. Since we want to proceed by induction, let us assume [0] ∈
X(d; a, b). After a (p, q)-blow-up of [0] there are three types of infinitely
near points to [0], namely, P1 (resp. P2) a point on the surface of local type
X(pde ; 1,
−q+a′pb
e ) (resp. X(
qd
e ;
−p+b′qa
e , 1)) and P3, . . . , Pn smooth points on
the surface (see (6)). Outside the neighborhoods Bi of the points Pi, the
preimage of the Milnor fiber is a covering of degree νe over E.
Therefore
χorb(Fwt ) = χ
orb(E \ {P1, . . . , Pn})ν
e
+
∑
i
χorb(Bi ∩ {x dνe F˜i = t}),
since the intersection is glued over puncture disks, whose Euler characteristic
is zero. Here F˜i denotes the strict preimage of F at Pi.
In order to compute χorb(Bi ∩{x dνe F˜i = t}) we have to distinguish three
cases: P1, P2, and Pi (i = 3, . . . , n).
Assume first that P = Pi, i = 3, . . . , n, then one can push F˜i into F˜
′
i in
a direction transversal to E as in Figure II.1, then χorb(Bi ∩{x dνe F˜i = t}) =
χ((F˜ ′i )t)− (E, F˜i)Pi .
F˜i
F˜
′
i
E
Figure II.1. Pushing F˜i
In case P = P1 ∈ X(pde ; 1, −q+a
′pb
e ), one has χ
orb(B1 ∩ {x dνe F˜1 = t}) =
e
pdχ(B1 ∩ {x
dν
e
1
d f˜1 = t}), where f˜1 is the preimage of F˜1 in C2. Therefore,
after applying the pushing strategy, χ(B1∩{x νe f˜1 = t}) = νe (1− (E, f1)P1),
and hence
χorb(B1 ∩ {x dνe F˜1 = t}) = ν
e
(
e
pd
− (E, F˜1)P1
)
.
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One obtains an analogous formula for P2. Adding up all the terms and
applying Proposition (I.3.7)(1) one obtains:
χorb(Fwt ) =
ν
dp
+
ν
dq
− eν
dpq
(1 +
ν
e
) +
∑
i
χorb(F˜i)
= − ν
dpq
(ν − p− q + e) +
∑
i
χorb(F˜i).
The formula follows by induction since, after a strong Q-resolution,∑
i χ
orb(F˜i) = r
w and hence
χorb(Fwt ) = r
w −
∑ ν
dpq
(ν − p− q + e) = rw − 2δw.

As an immediate consequence of Theorem (II.2.5), one can obtain a
recursive formula for δw0 (C) in terms of δ
w
Q(Cˆ) for Q ≺ 0 which can be useful
for our purposes.
Corollary (II.2.6). Let C be a curve singularity at 0 ∈ X(d; a, b), π a
weighted (p, q) blow-up and Q1, . . . , Qr infinitely near points of C after π.
Then
δw0 (C) = δ
w
0,π(C) +
r∑
j=1
δwQj (Cˆ),
with the notation used above.
A similar comment to Remark (II.2.2) applies to Theorem (II.2.5).
Example (II.2.7) ([CAMO13]). Assume xp − yq = 0, for p, q coprime,
defines a curve on a surface singularity of type X(d; a, b). Note that a
simple (q, p)-blow-up will be a (strong) Q-resolution of the singular point.
Therefore, using Theorem (II.2.5) one obtains
δw =
ν
2dqp
(ν − q − p+ e).
Note that ν = pq. Also, since xp−yq = 0 defines a set of zeros inX(d; a, b) by
hypothesis, this implies ap ≡ bq mod d and hence e := gcd(d, ap− bq) = d.
Thus
(18) δw =
(pq − p− q + d)
2d
.
Note that this provides a direct proof, for the classical case (d = 1), that
δ =
(p− 1)(q − 1)
2
for a singularity of type xp − yq in (C2, 0).
§ II.2. Local invariants on quotient singularities 31
Another direct consequence of (18) is that
(19) δw(x) = δw(y) =
d− 1
2d
and the same formula holds for any Q-smooth curve (see Definition (II.1.2)).
Remark (II.2.8). By (19), a Q-resolution is enough to obtain δw. Note
that a Q-resolution ends when the branches are separated and each strict
transform is a Q-smooth curve. Therefore if (17) is applied to a (not nec-
essarily strong) Q-resolution, one needs to add di−12di for each local branch
γi ⊂ X(di; ai, bi), i = 1, . . . , rw.
Corollary (II.2.9) ([CAMO13]). Let C and D be two reduced Q-divisors
at [0] ∈ X(d; a, b) without common components. Then
δw(C ·D) = δw(C) + δw(D) + (C ·D)[0].
Proof. One has,
(20)
νC·D(νC·D − p− q + e) = (νC + νD)(νC + νD − p− q + e)
= νC(νC − p− q + e) + νD(νD − p− q + e) + 2νCνD.
Dividing (20) by 2dpq and adding over all the infinitely near points to
P one obtains,
δw(C ·D) = δw(C) + δw(D) +
∑
Q≺[0]
νC,QνD,Q
pqd
= δw(C) + δw(D) + (C ·D)[0].

As an inmediate consequence of Corollary (II.2.9) after applying induc-
tion one has the following result.
Lemma (II.2.10). Let Ci, i = 1 . . . , n ∈ N be reduced Q-divisors at [0] ∈
X(d; a, b) without common components. Then
δw(C1 · . . . · Cn) =
n∑
i=1
δw(Ci) +
∑
i 6=j
(Ci · Cj)[0].
Example (II.2.11). Let x = 0 and y = 0 on X(d; a, b), by (19) and Corol-
lary (II.2.9) one has
δw(xy) = δw(x) + δw(y) + (x · y)[0] = 2
d− 1
2d
+
1
d
= 1.
Definition (II.2.12). Let E be a reduced Q-divisor. We define
δwE :=
∑
P∈E
δwP (E).
Note that the sum is finite since δwP (E) = 0 for non-singular points.
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Example (II.2.13). Recall that after a weighted blow-up at the origin of
X(d; a, b) with respect to w = (p, q) (see 6) one has
(21) ̂X(d; a, b)w = X
(
pd
e
; 1,
−q + a′pb
e
)
∪X
(
qd
e
;
−p+ b′qa
e
, 1
)
.
Let us compute δwE , where E = π
−1
(d;a,b),w(0) is the exceptional divisor
after a weighted blow-up of type w at the origin of X(d; a, b). Using (19),
(21), and Definition (II.2.12), one has
δwE =
qd
e − 1
2qd
e
+
pd
e − 1
2pd
e
= 1− (p+ q)e
2pqd
.
Using Corollary (II.2.6), note that one can obtain δw from a sequence of
weighted blow-ups such that the strict preimage of C is Q-smooth, which is
weaker than asking for a (strong) Q-resolution as follows:
(22) δw =
1
2
∑
Q≺[0]
νQ
dpq
(νQ − p− q + e) + δwCˆ ,
where δw
Cˆ
is a finite sum of terms of the form di−12di , for Qi ∈ X(di; ai, bi).
Section § II.3
The δw-invariant
In the classical case this invariant can be interpreted as the dimension
of a vector space. Since, in general, δw is a rational number, a similar
result cannot be expected for any germ. The following section is devoted
to proving that when the germ is defined by a function, the number δw is a
non-negative integer and in fact it can also be interpreted as the dimension
of a vector space. After that, in the second part we present a discussion on
the δw-invariant for general germs.
II.3–1. The δw-invariant for function germs
Let us start with the following constructive result which allows one to
see any singularity on the quotient X(d; a, b) as the strict transform of some
{g = 0} ⊂ C2 after performing a certain weighted blow-up.
Remark (II.3.1). The Weierstrass division theorem states that given f, g ∈
C{x, y} with f y-general of order k, there exist q ∈ C{x, y} and r ∈ C{x}[y]
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of degree in y less than or equal to k − 1, both uniquely determined by f
and g, such that g = qf + r. The uniqueness and the linearity of the action
ensure that the division can be performed equivariantly for the action of Gd
on C{x, y} (see (3)), i.e. if f, g ∈ O(l), then so are q and r. In other words,
the Weierstrass preparation theorem still holds for zero sets in C{x, y}Gd .
Let {f = 0} ⊂ (X(d; a, b), 0) be a reduced analytic germ. Assume
(d; a, b) is a normalized type. After a suitable change of coordinates of the
form X(d; a, b) → X(d; a, b), [(x, y)] 7→ [(x + λyk, y)] where bk ≡ a mod d,
one can assume x ∤ f . Moreover, by Remark (II.3.1), f can be written in
the form
(23) f(x, y) = yr +
∑
i>0, j<r
aijx
iyj ∈ C{x}[y].
For technical reasons, in the following results the space X(d; a, b) will be
considered to be of type X(p;−1, q). Note that this is always possible by
changing the action of the variables, which also preserves the condition x ∤ f .
Lemma (II.3.2). Let f ∈ O(k) define an analytic germ on X(p;−1, q),
gcd(p, q) = 1, such that x ∤ f . Then there exist g ∈ C{x, y} with x ∤ g such
that g(xp, xqy) = xqrf(x, y). Moreover, f is reduced (resp. irreducible) if
and only if g is.
Proof. By the discussion after Remark (II.3.1) one can assume f ∈
C{x}[y] as in (23). We have −i + qj ≡ qr ≡ k mod p for all i, j so p|(i +
q(r − j)) and i+ q(r − j) > 0. Consider
g(x, y) = yr +
∑
i>0, j<r
aijx
i+q(r−j)
p yj ∈ C{x}[y].
g(xp, xqy) = xqryr +
∑
i>0, j<r
aijx
i+qryj = xqr
yr + ∑
i>0, j<r
aijx
iyj
 .
Note that the strict transform passes only through the origin of the first
chart. 
As an immediate result one has.
Corollary (II.3.3) ([CAMO13]). Let f ∈ C{x}[y] defining an analytic
function germ on X(p;−1, q), gcd(p, q) = 1, such that x ∤ f . Then there
exist g ∈ C{x}[y] with x ∤ g and ν ∈ N multiple of p such that g(xp, xqy) =
xνf(x, y).
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Proof. In this case one can write f =
∑
i,j aijx
iyj . Since every mono-
mial of f is Gp-invariant, p divides −i+ qj for all i, j. Consider
g1(x, y) =
∑
i,j
aijx
i−qj
p yj ∈ C{x±1}[y]
and take the minimal non-negative integer ℓ such that g(x, y) := xℓg1(x, y)
is an element of C{x}[y]. Note that ℓ exists because f is a polynomial in y.
Then g(xp, xqy) = xpℓf(x, y) and the minimality of ℓ ensures that x ∤ g.

Let Ip,q := 〈xq, yp〉 ⊂ C{x, y} be the integral closure of 〈xq, yp〉 in C{x, y}
with gcd(p, q) = 1. Note that the integral closure of a monomial ideal is well
understood. In fact, the exponent set of the integral closure of a monomial
ideal equals all the integer lattice points in the convex hull of the exponent
set of such an ideal, (see for instance [HS06, Proposition 1.4.6]). In our
case, Inp,q = 〈xq, yp〉n and the following property holds for any h ∈ C{x, y},
(24) h ∈ Inp,q ⇐⇒ νp,q(h) ≥ pqn.
Lemma (II.3.4) ([CAMO13]). Assume f ∈ C{x, y} has (p, q)-order ν a
multiple of pq. Then, for all n ≥ νpq , one has
dimC
(
C{x, y}
Inp,q + 〈f〉
)
= nν − ν(ν − p− q + 1)
2pq
.
Proof. Since pq | ν, by (24), the multiplication by f gives rise to the
short exact sequence for all n ≥ νpq ,
0 −→ C{x, y}
I
n− ν
pq
p,q
·f−→ C{x, y}
Inp,q
−→ C{x, y}
Inp,q + 〈f〉
−→ 0.
Note that, by virtue of Pick’s Theorem and (24), the dimension of the middle
term in the short exact sequence above is given by the formula
F (n) := dimC
(
C{x, y}
Inp,q
)
= pq
n(n+ 1)
2
− (p− 1)(q − 1)
2
n.
Finally, the required dimension is F (n)−F (n− νpq ) and the claims follow. 
Although the following results can be stated in a more general setting,
considering a direct sum of vector spaces in the ring R1 (see below), we
proceed in this way for the sake of simplicity.
Let f : (C2, 0)→ (C, 0) be an analytic function germ and C := {f = 0}.
Consider the weighted blow-up at the origin with gcd(p, q) = 1. Assume the
exceptional divisor E and the strict transform Ĉ intersect just at the origin
of the first chart X(p;−1, q) and the latter divisor is given by a well-defined
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function f̂ on the quotient space. Also denote by R = C{x,y}〈f〉 and R
1 = OX
〈f̂〉
their corresponding local rings.
Assume f is a Weierstrass polynomial in y of degree b with ν := νp,q(f) =
qb. Then its strict transform f̂ is again a Weierstrass polynomial in y of the
same degree. Classical arguments using the Weierstrass division theorem,
see for instance [CA00, Theorem 1.8.8], provide the following isomorphisms
R ≃ C{x}[y]〈f〉 and R1 ≃ (C{x}[y])
Gp
〈f̂〉
, which allow one to prove that the pull-back
morphism
ϕ : R −→ R1
h(x, y) 7→ h(xp, xqy)
is in fact injective. Hereafter R is identified with a subring of R1 and thus
one simply writes R ⊂ R1.
Lemma (II.3.5) ([CAMO13]). For all n≫ 0,
RInp,q = R
1xpqn.
Proof. By (24), the ideal Inp,q is generated by all monomials x
iyj with
pi + qj ≥ pqn. Each monomial xiyj is converted under ϕ in xpi+qjyj =
xpi+qj−pqnyj · xpqn which belongs to R1xpqn.
For the other inclusion, given g =
∑
i,j aijx
iyj · xpqn ∈ (C{x}[y])Gpxpqn,
consider as in the proof of Corollary (II.3.3),
h(x, y) =
∑
i,j
aijx
pqn+i−qj
p yj ∈ C{x±1}[y]
which is an element of C{x}[y] for all n ≫ 0. The (p, q)-order of each
monomial of h is greater than or equal to pqn hence they are in Inp,q by (24).
Finally, it is clear that ϕ(h+ 〈f〉) = g+ 〈f̂ 〉 which concludes the proof. 
Proposition (II.3.6) ([CAMO13]). Using the previous conventions and
assumptions, the order ν := νp,q(f) is a multiple of pq and
dimC
(
R1
R
)
=
ν(ν − p− q + 1)
2pq
∈ N.
Proof. Since E and Ĉ only intersect at the origin of the first chart, the
(p, q)-initial part of f is of the form fν = λy
b, λ ∈ C∗; thus q | ν. On the other
hand, f(xp, xqy) = xν f̂(x, y) and f̂(x, y) define functions on X(p;−1, q) and
hence xν is Gp-invariant. Consequently, p | ν and also pq | ν because p and
q are coprime.
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For the second part of the statement, by Lemma (II.3.5), there is a short
exact sequence, for all n≫ 0,
0 −→ R
RInp,q
−→ R
1
R1xpqn
−→ R
1
R
−→ 0.
The dimension of the first vector space is calculated in Lemma (II.3.4). The
second one is a consequence of E · Ĉ = νpq , see Proposition (I.3.7)(2),
dimC
(
R1
R1xpqn
)
= dimC
(
C{x, y}Gp
〈f̂ , xpqn〉
)
= pqnE · Ĉ = nν. 
Now we are ready to state the main result of this section which allows
one to interpret the invariant δw as the dimension of a vector space given
by the normalization of a singularity when defined by a function.
Theorem (II.3.7) ([CAMO13]). Let f : (X(d; a, b), 0) → (C, 0) be a re-
duced analytic function germ. Assume (d; a, b) is a normalized type. Con-
sider R =
OX,0
〈f〉 the local ring associated with f and R its normalization ring.
Then,
δw0 (f) = dimC
(
R
R
)
∈ N.
Proof. By Remark (II.3.1) and the discussion after it, we can assume
that
(25) f(x, y) = yr +
∑
i>0≤j<r
aijx
iyj ∈ C{x}[y].
in X(p;−1, q) (p = d, q ≡ −ba−1 mod d).
Consider g ∈ C{x, y} the reduced germ obtained after applying Lemma
(II.3.3) to f . Denote by R−1 = C{x,y}〈g〉 its corresponding local ring and by
π(p,q) the blowing-up at the origin of (C
2, 0).
By Corollary (II.2.6) one has the following:
δ0(g) = δ
w
π(p,q)
(g) + δw0 (f).
Since R is also the normalization of g because R−1 ⊂ R ⊂ R, by the
classical case
δ0(g) = dimC
(
R
R−1
)
= dimC
(
R
R
)
+ dimC
(
R
R−1
)
.
Since f defines a function, hypotheses of Proposition (II.3.6) are satisfied.
Hence δwπ(p,q)(g) = dimC
R
R−1
and the proof is completed. 
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II.3–2. The δw-invariant: the general case of local germs
We have already studied in §II.3–1 that the δw-invariant can be inter-
preted as the dimension of a vector space in certain cases, namely, when
defined by a function ([CAMO13]). In general, δw is a rational number.
In this section we will give, in some way, a generalization of this result.
Let us start with some basic definitions.
Let {f = 0} be a germ in P ∈ X(d; a, b), note that if f ∈ OP (k), then
one has the following OP -module, OP (k − a− b), verifying
OP (k − a− b) = {h ∈ C{x, y}| hdx ∧ dy
f
is Gd-invariant}.
Definition (II.3.8). Let D = {f = 0} be a germ in P ∈ X(d; a, b), where
f ∈ OP (k). Consider π a Q-resolution of (D, P ).
(1) Let MlogD,π denote the submodule of OP consisting of all h ∈ OP
such that the 2-form
ω = h
dx ∧ dy
f
∈ Ω2P (a+ b− k)
is logarithmic at P , with respect toD and the embeddedQ-resolution
π (recall Definition (I.5.8)).
(2) Let MnulD,π denote the submodule of MlogD,π consisting of all h ∈
MlogD,π such that the 2-form
ω = h
dx ∧ dy
f
admits a holomorphic extension outside the strict transform f̂ .
(3) Any module M⊆MlogD,π wil be called logarithmic module.
Definition (II.3.9). Let D = {f = 0} be a germ in P ∈ X(d; a, b). Let us
define the following dimension,
KP (D) = KP (f) := dimC OPMnulD,π
.
Remark (II.3.10). Note that KP (f) turns out to be a finite number (see
Remark (III.5.2)) independent on the chosen Q-resolution. Intitutively, the
number KP (f) provides the minimal number of conditions required for a
generic germ h ∈ OP (s) so that h ∈MnulD,π(s).
Remark (II.3.11). It is known (see [CA02, Chapter 2]) that if f is a holo-
morphic germ in (C2, 0), then
K0(f) = δ0(f).
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The following Proposition (II.3.12) will be useful to give a generalization
of Remark (II.3.11).
Before we state the result we need some notation. Given r, p, q ∈ Z>0
we define the following the combinatorial number which generalizes
(
d
2
)
:
(26) δ(p,q)r :=
r(qr − p− q + 1)
2p
.
Note that
(
d
2
)
= δ
(1,1)
d .
Proposition (II.3.12). Let be p, q, a, r ∈ N \ {0} with gcd(p, q) = 1 and
r1 = r + pa. Consider the following cardinal,
A(p,q)r := #{(i, j) ∈ N2| pi+ qj ≤ qr; i, j ≥ 1}.
Then,
1) If r = pa, one has δ
(p,q)
r = A
(p,q)
r .
2) The following equalities hold:
(27) δ(p,q)r1 − δ(p,q)r = δ
(p,q)
r1−r + aqr,
(28) A(p,q)r1 −A(p,q)r = A
(p,q)
r1−r + aqr.
Proof.
1) To prove this fact it is enough to apply Pick’s Theorem (see for
example [BR07, §2.6]) noticing that the number of points on the
diagonal without counting the ones in the axes is a − 1 (see Fig-
ure II.2).
pi+ qj ≤ pqa
pa
qa0
Figure II.2.
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Finally one gets,
A(p,q)pa =
a(pqa− p− q + 1)
2
= δ(p,q)pa .
2) Proving equation (27) is simple and direct computation. To prove
equation (28), let us describe A
(p,q)
r1 , A
(p,q)
r and A
(p,q)
r1−r:
A(p,q)r1 = #{(i, j) ∈ N2| pi+ qj ≤ qr + pqa; i, j ≥ 1}.
pa + r
0
1
r
qa
A
(p,q)
r1−r A(p,q)r1
A(p,q)r
aqr
Figure II.3.
A(p,q)r = #{(i, j) ∈ N2| pi+ qj ≤ qr; i, j ≥ 1}
= #{(i, j) ∈ N2| pi+ qj ≤ qr + apq − apq; i, j ≥ 1}
= #{(i, j) ∈ N2| p(i+ aq) + qj ≤ qr1; i ≥ 1, j ≥ 1}
= #{(i, j) ∈ N2| pi+ qj ≤ qr1; i ≥ aq + 1, j ≥ 1}.
A
(p,q)
r1−r = #{(i, j) ∈ N2| pi+ qj ≤ qr1 − qr; i, j ≥ 1}
= #{(i, j) ∈ N2| pi+ q(j + r) ≤ qr1; i, j ≥ 1}
= #{(i, j) ∈ N2| p+ qj ≤ qr1; i ≥ 1, j ≥ r + 1}.
To conclude the proof it is enough to apply Pick’s Theorem
again and look at Figure II.3 which represent the situation one
has.

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As a result of this Proposition (II.3.12) one has the following result.
Theorem (II.3.13). Let f1, f2 ∈ O(k) be two germs at [0] ∈ X(d; a, b).
Then,
K0(f1)−K0(f2) = δw0 (f1)− δw0 (f2).
Proof. By Remark (II.3.1) and the discussion after it, we can assume
that
fℓ(x, y) = y
rℓ +
∑
i>0≤j<rℓ
aijx
iyj ∈ C{x}[y].
in X(p;−1, q) (p = d, q ≡ −ba−1 mod d). Consider g1 ∈ C{x, y} the
reduced germ obtained after applying Lemma (II.3.2) to f1. Denote by
π(p,q) the blowing-up at the origin. Note that νp,q(g1) = qr1, and thus
δ
(p,q)
r1 = δ
w
π(p,q)
(g1) (see (26) and (16)).
Consider the form ω := φdx∧dyg1 , φ ∈ C{x, y} and let us calculate the
local equations for the pull-back of ω after blowing-up the origin on C2,
(29) φ
dx ∧ dy
g1
π(p,q)←− xνφ+p+q−1−qr1hdx ∧ dy
f1
.
Using the definitions of Mnulg1 and Mnulf1 (see Definition (II.3.8)) this
implies that
φ ∈Mnulg1 ⇔ h ∈Mnulf1 (νφ), and νφ + p+ q − 1− qr1 ≥ 0.
Therefore φ(x, y) 7→ φ(xp, xqy) induces an isomorphism
Mnulg1 ∼= A(p,q)r1 ∩Mnulf1 ,
where A(p,q)r1 := {h ∈ C{x, y} | ordh+p + q − 1 − qr1 ≥ 0} and ordh is the
order of h. Since dimC
C{x,y}
A
(p,q)
r1
= A
(p,q)
r1 , one obtains
(30) K0(g1) = A
(p,q)
r1 +K0(f1)
On the other hand (see Remark (II.3.11) and Corollary (II.2.6)),
(31) K0(g1) = δ0(g1) = δ
w
π(p,q)
(f) + δw0 (f1) = δ
(p,q)
r1 + δ
w
0 (f1).
Therefore, from (30) and (31),
(32) K0(f1) = δ
w
0 (f1) + δ
(p,q)
r1 −A(p,q)r1 .
Following a similar procedure we get,
(33) K0(f2) = δ
w
0 (f2) + δ
(p,q)
r2 −A(p,q)r2 .
Notice that k ≡ qr1 ≡ qr2 mod p, which implies r1 ≡ r2 mod p since p and
q are coprime. Therefore by Proposition (II.3.12)
A(p,q)r1 − δ(p,q)r1 = A(p,q)r2 − δ(p,q)r2 ,
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and finally from (32) and (33) it can be concluded that
K0(f1)−K0(f2) = δw0 (f1)− δw0 (f2).

From Proposition (II.3.12)(1) and (32) one has the following result which
generalizes Remark (II.3.11).
Corollary (II.3.14). If (f, [0]) is a function germ on X(d; a, b), then
K0(f) = δ
w
0 (f).
The result in Theorem (II.3.13) motivates the following definition.
Definition (II.3.15). Let {f = 0} be a germ in 0 ∈ X(d; a, b), where
f ∈ O0(k). Consider g ∈ O0(k) generic. The ∆w0 -invariant is defined as
follows
∆w0 (f) := δ
w
0 (f)− δw0 (g).
Remark (II.3.16). Notice that ∆wP (f) is always a well-defined integer. Note
that if g is a generic holomorphic germ in (C2, P ) (and thus smooth), then
δwP (g) = 0. Hence, if f is a holomorphic germ in (C
2, P ) then
∆wP (f) = δP (f).

III
Logarithmic Trees
Some basic definitions of how to construct logarithmic modules (Defini-
tion (II.3.8)) and trees (Definition (III.1.10)) associated with a Q-resolution
will be given in the following sections. They extend those given in [CA02,
§2.5 and §2.6]. In this chapter we also define some new logarithmic modules
associated with a germ f ∈ (X(d; a, b), P ) and a Q-resolution π, recall the
ones already defined in Chapter II (Definition (II.3.8)). A useful description
of these logarithmic modules will result from the use of multiplicity trees.
Their global sections will allow for the construction of logarithmic 2-forms
on D ⊂ P2w with respect to π. All these results will allow us in Chapter V to
provide a (rational) presentation for the cohomology ring of P2w \ R, where
R is a reduced algebraic curve (possibly singular) in the complex projective
plane P2w whose irreducible components are all rational.
Section § III.1
Construction of logarithmic trees: T nulP
Let us start this section with some technical definitions about the con-
struction of multiplicity trees. We will end this section describing a basic
example of a logarithmic tree.
Remark (III.1.1). For the sake of simplicity and if no ambiguity seems no
likely to arise, when refering to a (pP , qP )-weighted blow-up of a point P ,
the subindex P will be omitted. Analogously, the type of surface singularity
appearing after weighted blow-ups X(d; a, b) will be omitted when possible.
Notation (III.1.2). Let f be an analytic germ at P ∈ X0 = X(d; a, b)
whose set of zeros is a germ of curve Vf ⊂ X0. Consider the sequence of
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weighted blow-ups
X0
ε1←− X1 ε2←− X2 ε3←− ... εm←− Xm = Xˆ
in a Q-resolution of X0 at P .
• Denote by πk the composition of the first k weighted blow-ups
πk = εk ◦ ... ◦ ε1.
• The germ of curve Vˆf,k = π−1k (Vf \ {P}) shall be called the strict
transform of Vf in Xk and its equation denoted by fˆk.
• The reduced divisor π∗k(Vf )red shall be denoted by V f,k and called
the total transform of Vf in Xk. For simplicity let us write Vˆf :=
Vˆf,m and V f := V f,m.
• The exceptional divisor in Xk resulting from the weighted blow-up
of a point inXk−1 shall be denoted by Ek and the points P
1
k , ..., P
Nk
k
in Ek ∩ Vˆf,k will be called the infinitely near points to P in Ek. For
convenience, the point P is also considered to be infinitely near to
itself.
• For the sake of simplicity, if a (p, q)-weighted blow-up occurs at a
point Q we shall denote by νQ(f) its (p, q)-weighted multiplicity,
omitting the weights if no ambiguity seems no likely to arise.
Definition (III.1.3) (Multiplicity tree of π at P ). Let π be a Q-resolution
of singularities. Let us construct the multiplicity tree of π at P which will
be denoted by TP (π, f), or simply by TP (f) if the Q-resolution π of X0 is
fixed. TP (f) is a labeled tree with triples (w, ℓ1, ℓ2) at each vertex and is
defined as follows.
T1. The vertices of TP (f) are in bijection with the infinitely near points
to P (for simplicity we shall denote the vertices of the tree by their
corresponding infinitely near points).
T2. Two vertices of TP (f), say Q and Q′, are joined by an edge if and
only if: one of the points, say Q′, belongs to Xk; the other point Q
belongs to Xk−1 and Q
′ ∈ ε−1k (Q) = Ek.
T3. For convenience, this tree is considered to simply be a vertex if X0
is smooth and P is not a singular point of f . If f(P ) 6= 0, then
TP (f) := ∅.
T4. The weight w of the label at a vertex Q will be defined as νQ(f)
and denoted by w(TP (f), Q) = νQ(f). If a (p, q)-weighted blow-up
occurs at a point Q of type X(d; a, b), its labels will be ℓ1 = (p, q),
ℓ2 = (d; a, b). For technical reasons, if no blow-up occurs at a point
Q of type X(d; a, b), then Q must be a Q-smooth point and its
label will be (νQ(f), (1, 1), (d; 1, 1)) or simply (νQ(f), (1, 1), (d)).
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Notice that both multQ(Vˆf,k, Ek) =
1
d
and δQ(Ek) = δQ(Vˆf,k) =
d− 1
2d
do not depend on (p, q) and (a, b).
T5. Depending on the context, for the sake of simplicity and if no am-
biguity seems likely to arise, we might only write in each vertex Q
of the tree the weight w(TP (f), Q).
Let us define an extension of these multiplicity trees.
Definition (III.1.4) (Extended multiplicity tree at P ). The extended mul-
tiplicity tree at P will be denoted by T˜P (f). It contains the multiplicity tree
TP (f) as a subtree and it can be constructed as follows.
T˜1. The vertices of T˜P (f) correspond to the points of Sing(Xˆ). Note
that each extra vertex can be of two types:
(a) Those corresponding to a non-infinitely near point in Sing(Xˆ)
in the intersection of two exceptional divisors, say Ei and Ej ,
which shall be denoted by eij with the convention i < j.
(b) Those corresponding to a non-infinitely near point in Sing(Xˆ)
which only belong to one exceptional divisor, say Ei which
shall be denoted by ein , where n ∈ {1, 2}. Note that there
are at most two of these points on each exceptional divisor
Ei. The corresponding vertices will be shown in the tree as ◦
instead of the usual solid vertices •.
Note that the singular points of type (b) are necessarily Q-smooth
in V¯f .
T˜2. A vertex of type (a), say eij , will be joined to a vertex Q of TP (f) if
Q belongs to Xj and eij ∈ ε−1j (Q). A vertex of type (b), say ein is
joined to a vertex Q of TP (f) if Q belongs to Xi and ein ∈ ε−1i (Q).
These new edges will be shown on the extended tree as dashed
segments.
T˜3. The corresponding label at each eij or eij shall be (0, (1, 1), (d; 1, 1))
or simply (0, (1, 1), (d)). The triples at the remaining vertices co-
incide with those as vertices of TP (f).
Remark (III.1.5). Notice that existence of points of type T˜1.(b) in Defini-
tion (III.1.4) constitutes a remarkable difference with the classical construc-
tion in [CA02, §2.5].
Example (III.1.6). Assume gcd(p, q) = 1 and p < q. Let f = (xp+yq)(xq+
yp) be a germ of curve singularity at 0 ∈ C2. Recall Examples (I.2.6) and
(I.3.8). Figure III.1 is a possible graph for T˜0(f).
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A
BC
D
EFG
Figure III.1. Extended multiplicity tree T˜0(f).
A = (p(p+ q), (q, p), (1; 1, 1)).
B = (0, (1, 1), (p; 1, 1)).
C = (1, (1, 1), (1; 1, 1)).
D = (p(p+ q), (p, q2 − p2), (q;−1, p)).
E = (0, (1, 1), (p; 1, 1)).
F = (1, (1, 1), (1; 1, 1)).
G = (0, (1, 1), (q2 − p2; 1, 1)).
Let us see now some basic definitions coming from graph theory.
Definition (III.1.7). The set of vertices |T˜P (f)| of an extended multiplicity
tree T˜P (f) is endowed with a partial order as follows. Consider the preferred
point (root), P and direct the edges of the tree towards P . In this directed
tree, a point Q is said to be greater than Q′ (denoted Q ≥ Q′) if there is
a directed path from Q to Q′. That means that all arrows are pointing in
the same direction. In graph theory this situation is commonly described by
calling Q an ancestor of Q′, or Q′ a descendant of Q. Given a set of points
{P1, ..., Pn} ⊂ T˜P (f) one can define
Asc(P1, ..., Pn) = {Q ∈ TP (f) | Q ≥ Pi i = 1, ..., n},
Desc(P1, ..., Pn) = {Q ∈ TP (f) | Q ≤ Pi i = 1, ..., n}.
Remark (III.1.8). Multiplicity trees are quasi-strongly connected trees, which
means that the set of common descendants Desc(P1, ..., Pn) is non vac-
uous and inherits a linear order from TP (f). The maximal element in
§ III.1. Construction of logarithmic trees: T nulP 47
Desc(P1, ..., Pn) is called the greatest common descendant and it is denoted
by gcd(P1, ..., Pn), for a reference see [Ber70].
Notation (III.1.9). In order to simplify, we shall write T ∼= T ′ for two
weighted trees that are isomorphic as trees and ℓi = ℓ
′
i, i = 1, 2. We will say
T = T ′ (resp. ≥, ≤, < or >) if T ∼= T ′ and w(T , Q) = w(T ′, Q) (resp. ≥,
≤, < or >) for any Q ∈ |T | = |T ′| (note that we are using the isomorphism
of trees to identify the vertices).
Sometimes it will be necessary to compare empty trees. In this case, the
conditions =,≤,≥ are vacuous and hence always satisfied.
In what follows we are going to define some logarithmic trees and tree
invariants which will be of particular interest.
Definition (III.1.10). Let (f, P ) be a germ and TP (f) its multiplicity tree.
A labeled tree T is said to be a logarithmic tree for (f, P ) if it satisfies the
following properties:
• T ∼= TP (f), and
• the OP -module MT := {h ∈ OP | TP (f)|h ≥ T } is logarithmic
(recall Definition (II.3.8)).
Remark (III.1.11). Note that if T1 ≥ T2, then MT2 ⊂MT1 .
Definition (III.1.12). Consider a labeled tree T whose labels are triples
of type (w, (p, q), (d; a, b)) as above. The degree of T shall be defined as
(34) deg(T ) :=
∑
Q∈|T |
w(T , Q)
2dpq
(w(T , Q) + p+ q − e) ,
where w(T , Q) denotes the weight of T at Q and e := gcd(d, aq − bp).
Also, one can define the null tree associated with T (denoted by T nul) as
a labeled tree isomorphic to T whose labels are triples of type (w′, (p, q), (d; a, b))
where
(35) w(T nul, Q) = w(T , Q)− p− q + e.
Remark (III.1.13). Note that T nulP (f) is a logarithmic tree for (f, P ) ∈
(X(d; a, b), P ).
Definition (III.1.14). Let f, g ∈ OP (k) be germs at. One can define the
restriction of g to T˜P (f) or T˜P (f)|g as a labeled tree isomorphic to T˜P (f)
where w(T˜P (f)|g, Q) = νQ(g) is the (p, q)-multiplicity of g at Q a point of
label (w, (p, q), (d; a, b)).
Example (III.1.15). Recall Example (III.1.6). Assume gcd(p, q) = 1 and
p < q. Let g = (xq − 8yp) be a germ of curve singularity at 0 ∈ C2. The
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restriction T˜P (f)|g is given by the tree in Figure III.1 with the following
labels:
A = (p2, (q, p), (1; 1, 1)).
B = (0, (1, 1), (p; 1, 1)).
C = (0, (1, 1), (1; 1, 1)).
D = (p(p+ q), (p, q2 − p2), (q;−1, p)).
E = (0, (1, 1), (p; 1, 1)).
F = (0, (1, 1), (1; 1, 1)).
G = (0, (1, 1), (q2 − p2; 1, 1)).
Assume gcd(p, q) = 1 and p < q. Let f = (xp + yq)(xq + yp) be a germ
of curve singularity at 0 ∈ C2. Recall Examples (I.2.6) and (I.3.8). Figure
III.1 is a possible graph for T˜0(f).
Remark (III.1.16). Notice that from (34), Theorem (II.2.5) and Corol-
lary (II.2.6) one has
deg(T˜ nulP (f)) = deg(T nulP (f)) = δwP (f).
Remark (III.1.17). Note that according to (III.1.4), in the case of germs in
(C2, P ) the degree of a tree T is related with the number of conditions im-
posed to a germ g so that T |g ≥ T . In this situation KP (f) = deg T nulP (f) =
δP (f) (see also [CA02, Lemma 2.35]). In our case, deg T nulP (f) = δwP (f),
which is in general a rational number. However, when f defines a function
on X(d; a, b) one still obtains the equality
KP (f) = deg T nulP (f) = δwP (f)
(see Corollary (II.3.14)).
Let us see a lemma which will be of particular interest through this
chapter. It gives local conditions under which meromorphic forms are loga-
rithmic. Such conditions can be expressed in terms of multiplicity trees.
Lemma (III.1.18). Let f and h be analytic germs where x and y are local
equations of P on a surface X(d; a, b). Let
ψ := h
dx ∧ dy
f
be a invariant 2-form on X(d; a, b). Let π be a Q-resolution of Vf ⊂ X0
such that
(36) T˜P (f)|h ≥ T˜ nulP (f)
Then the following results hold:
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i) Mnulf,π = {h ∈ OP | T˜P (f)|h ≥ T˜ nulP (f)} and hence it is logarith-
mic.
ii) Moreover, the residues of π∗ψ at any point of V
[2]
f vanish.
Proof. Note that proving (i) is equivalent to prove
(1) The 2-form ψ is logarithmic (with respect to Vf and π).
(2) Any pull-back π∗kψ has poles along a subset of Vˆf,k, and if the equal-
ity in (36) holds, then the form π∗kψ has poles exactly along Vˆf,k.
Let us calculate local equations for the pull-back of ψ after the first
blow-up ε1 (see (6) for a description of the local charts).
(37)
h
dx ∧ dy
f
x=u¯p, u=u¯e
y=u¯qv
←− p
e
hˆ u¯νP (h)
u¯p−1+q−e+1du¯e ∧ dv
u¯νP (f)fˆ
=
p
e
hˆ uλ
du ∧ dv
fˆ
where λ =
νP (h)− νP (f) + p+ q − e
e
≥ 0 which implies
νP (h) ≥ νP (f)− p− q + e.
Therefore, i) follows immediately by recursion on the infinitely near points
to P .
Part ii) follows from the fact that such 2-forms have weight 1, whose
residue in codimension 2 is zero.

Section § III.2
Construction of logarithmic trees: T˜ δ1δ2P
Our purpose in this section is to define new families of logarithmic trees.
Throughout it, notations and definitions from (III.1.4), will be frequently
used.
Notation (III.2.1). Let ψ be a logarithmic 2-form (with respect to D = Vf
and the Q-resolution π). By Definition (III.1.4) it makes sense to consider
the residue of the pull-back π∗(ψ) of ψ at an edge γ of T˜P (f) which shall be
denoted by (
Res[2](ψ)
)
γ
.
Note also that any two local branches δ1 and δ2 of f are joined by a unique
path in T˜P (f) which shall be denoted by γ(δ1, δ2).
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The purpose in the sequel is to describe conditions under which a germ
h ∈ OP satisfies that the 2-form h dx∧dyf :
• is logarithmic (with respect to Vf and π) and
• has zero residues outside the edges of the path γ(δ1, δ2).
The following definition gives an idea of how trees come into play and what
type of trees are useful for solving the problem.
Definition (III.2.2). Let δ1 and δ2 be local branches of D = {f = 0} at
P . A weighted tree T will be said to be a logarithmic tree for δ1 and δ2 if
it satisfies the following properties:
(1) The trees T and TP (f) are isomorphic as trees, i.e. T ∼= TP (f).
(2) The module N := {h ∈ OP | TP (f)|h ≥ T } is logarithmic.
(3) If ϕ belongs to MN := {h ∈ OP | TP (f)|h = T } ⊂ N then(
Res[2](ϕ
dx ∧ dy
f
)
)
γ
6= 0
if and only if γ is an edge of γ(δ1, δ2).
III.2–1. Recursive method to construct T˜ δ1δ2P
Our aim in this section is to give a method to construct a logarithmic
tree for δ1 and δ2 (Definition (III.2.2)). In order to do that, a recursive
method is described, starting first with a non-weighted tree T˜ (T˜ ∼= T˜ (f)P )
and then assigning weights to its vertices.
During this process some of the weights assigned will be definitive but
others will be subject of recursion. If definitive, they are denoted by w(Q).
If temporary, they are denoted by w(T˜ ij , Q), where T˜ ij is a subtree of T˜ .
The finiteness of the recursion is based on the finiteness of the extended
multiplicity trees.
Step 0: distinguished points.
Consider a non-weighted tree T˜ ∼= T˜P (f) and distinguish in it two max-
imal vertices δ1 and δ2. They shall be referred to as distinguished points.
Step 1: first decomposition.
Denote by P2 = gcd(δ1, δ2) the greatest common descendant of the two
distinguished vertices δ1 and δ2. Note that blowing up P2 separates the
branches δ1 and δ2.
Removing P2 and its adjacent edges from T˜ decomposes the tree into a
finite number of subtrees T˜ 20 , T˜ 21 , ..., T˜ 2n2 as shown in Figure III.2.
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T˜ 2
2
T˜ 2
1
T˜ 2
3
T˜ 2
n2
T˜ 2
0
. . .
P2
Figure III.2. First decomposition.
From these subtrees only T˜ 20 contains descendants of P2. From the
remaining subtrees, only one, say T˜ 21 , contains δ1. Another one, say T˜ 22 ,
contains δ2. Any remaining subtrees are denoted by T˜ 23 , ..., T˜ 2n2 . From now
on, this decomposition will be called the first decomposition. For technical
reasons it is convenient to denote T˜P (f) by T˜ 1.
Step 2: weights for |T˜ 20 | and P2.
At this step we are in conditions to define definitive weights at |T˜ 20 | ∪
{P2} ⊂ |T˜ | as follows:
(38) w(Q) :=
{
w(T˜ 1, Q)− p− q + e if Q ∈ |T˜ 20 |
w(T˜ 1, P2)− p− q if Q = P2.
Remark (III.2.3). Let us denote by Xk2 the V -variety obtained after blow-
ing up P2. Remember that the exceptional divisor of such a blow-up is called
Ek2 (Definition (III.1.4)).
Let ψ = ϕ dx∧dyf be a form satisfying,
(39)
∀ Q ∈ |T˜ 20 |, w(TP (f)|ϕ, Q) ≥ w(T˜ , Q)
(
= w(T˜ 1, Q)− p− q + e by (38)
)
.
By (III.1.18), the pull-back π∗k2−1ψ will have poles along the strict transform
Vˆf,k2−1. Assume also
(40) w(TP (f)|ϕ, P2) ≥ w(T˜ , P2)
(
= w(T˜ 1, P2)− p− q by (38)
)
.
Then, by (37), the pull-back π∗k2ψ = ε
∗
k2
(π∗k2−1ψ) has a local equation
(41) π∗k2(ϕ) u
λ duk2 ∧ dvk2
fˆk2
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where λ ≥ −1 and Ek2 is defined by uk2 = 0. Therefore, π∗k2ψ has poles
along Ek2 ∪ Vˆf,k2 .
Step 3: Analysis of secondary distinguished points.
In this step some weights will be assigned to the vertices of T˜ 21 , T˜ 22 , ..., T˜ 2n2 .
Recall that only T˜ 21 and T˜ 22 , have a distinguished point. The remaining sub-
trees have no distinguished points.
Note that from Definition (III.1.4), eij denoted the unique double point
on π∗(f), if any, lying in the intersection of Ei and Ej . Let us collect all the
points of the form ek2∗. These points shall be called secondary distinguished
points. Note that there cannot be more than one secondary distinguished
point on each subtree T˜ 2i . The two possible cases are considered separately:
Step 3.1: no secondary distinguished points.
Suppose the subtree T˜ 2j does not contain any secondary distinguished
point. This means that,
(1) The subtree T˜ 2j is simply a point of type ◦ or,
(2) Ek2 is already transversal to Vˆf,k2 at P
2
j := gcd(T˜ 2j ). This implies
that P 2j ∈ X(d; a, b) is never the center of a weighted blow-up and
hence, T˜ 2j is a point of type •.
In this case, definitive weights are defined as:
(1) If the vertex is of type ◦, then
(42) w(◦) = d− 1
(2) If the vertex is of type •, then
(43) w(•) =
{
0 if • ∈ |T˜ 2j | is a distinguished point
d otherwise.
At this stage, the algorithm stops for T˜ 2j .
Remark (III.2.4). Let us consider the form ψ = ϕ dx∧dyf from step 2,
satisfying (39) and (40). As in step 3.1 above, let us assume Ek2 intersects
transversally a branch of Vˆf,k2 ⊂ Xk2 , at P 2j ∈ X(d; a, b). Hence, according
to (41), the form π∗k2ψ is logarithmic at P
2
j . In fact, if ψ satisfies (43), then
π∗k2ψ has a non-zero residue at P
2
j if and only if P
2
j is a distinguished point
and ψ satisfies the equalities in (39) and (40).
Step 3.2: one secondary distinguished point.
Suppose the subtree T˜ 2j contains one (and hence only one) secondary
distinguished point ek2mj . There is a unique path γj , which will be called
§ III.2. Construction of logarithmic trees: T˜ δ1δ2P 53
a distinguished path for T˜ 2j , joining ek2mj and P 2j = gcd(T˜ 2j ). In this case,
temporary and definitive weights are defined as:
(44)
w(T˜ 2j , Q) =
{
w(T˜ 1, Q) + νQ(Ek2) if Q ∈ |γj |, j = 1, 2
w(T˜ 1, Q) if Q ∈ |T˜ 2j | \ |γj |, j = 1, 2
w(Q) =
{
w(T˜ 1, Q) + νQ(Ek2)− p− q + e if Q ∈ |γj |, j = 3, ..., n2
w(T˜ 1, Q)− p− q + e if Q ∈ |T˜ 2j | \ |γj |, j = 3, ..., n2.
At this stage, the algorithm stops for the subtrees T˜ 23 , ..., T˜ 2n2 .
Remark (III.2.5). Let us consider the form ψ = ϕ dx∧dyf from step 2,
satisfying (39) and (40). As in step 3.2 above, let us assume Ek2 does not
intersect Vˆf,k2 ⊂ Xk2 transversally at P 2j ∈ X(d; a, b). Note that uk2 fˆk2 ,
where uk2 = 0 defines Ek2 , is a reduced equation for the pull-back of
fˆk2−1 after blowing up the point P2. Let us consider the multiplicity tree
T˜P 2j (uk2 fˆk2) ∼= T˜ 2j .
From (44), one has
T˜ 2j = T˜P 2j (uk2 fˆk2) if j = 1, 2
and
T˜ 2j = T˜ nulP 2j (uk2 fˆk2)
(
= T˜P 2j (uk2 fˆk2)− p− q + e
)
if j = 3, ..., n2.
Corollary (III.2.6). As a simple consequence of Remarks (III.2.4) and
(III.2.5) above, note that the subtrees T˜ 2j are isomorphic to extended multi-
plicity trees of Vˆf,k2 ∪ Ek2 ⊂ Xk2 at the points P 2j .
Step 4: recursive method, i-th decomposition.
In order to use a recursive method, both secondary and non-secondary
distinguished points will all be renamed as distinguished points.
Consider now the subtrees T˜ 21 and T˜ 22 separately. Each of these subtrees
has two distinguished points: one of type ek2mi and the other one of type
δi, for i = 1, 2. From Remark (III.2.4), T˜ 21 and T˜ 22 become multiplicity trees
with two distinguished vertices. Therefore one can decompose T˜ 21 and T˜ 22
into subtrees as in step 1.
Let us denote their components as in Figure III.14 (for i = 3) and start
the process from step 1.
The decomposition of Figure III.2 is called the first decomposition. In
general, a decomposition such as the one shown in Figure III.14 is called the
(i− 1)-th decomposition.
Clearly, this process will terminate, since going through step 1 strictly
decreases the cardinality of |T˜ ij |.
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T˜ i
2
T˜ i
1
T˜ i
3
T˜ i
ni
T˜ i
0
. . .
Pi
Figure III.3. (i− 1)-th decomposition.
Definition (III.2.7). A subtree of T˜ is said of type 0 if it is T˜ i0 at a
certain step. Analogously, is said to be of type 1 (or 2 ) if it is T˜ ij , for some
j ∈ {1, 2} (or T˜ ij , for some j ≥ 3 respectively). The point Pi on an (i−1)-th
decomposition is called a central point of T˜P (f). Also, a subtree is called
simple if it is of type 1 or 2 and is not decomposed further.
By construction, one has the following.
Lemma (III.2.8). The tree T˜ δi,δjP (f) is logarithmic for δi and δj at P .
Proof. It follows directly from the construction of T˜ δi,δjP (f) and re-
marks (III.2.3), (III.2.4) and (III.2.5). 
Section § III.3
Some examples
In this section we will construct logarithmic trees for some examples in
order to illustrate the process explained in §III.2–1, which is summarized in
the following remark.
Remark (III.3.1). As a summary of the recursive process seen before we
have that formulas (38), (42), (43) and (44) can be rewritten as
w(Q) :=
{
w(T˜ i∗ , Q)− p− q + e if Q ∈ |T˜ i+10 |
w(T˜ i, Pi+1)− p− q if Q = Pi+1
w(◦) = d− 1
w(•) =
{
0 if • ∈ |T˜ i+1∗ | is a distinguished point
d otherwise,
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w(T˜ i+1j , Q) =
{
w(T˜ i∗ , Q) + νQ(Eki) if Q ∈ |γj |, j = 1, 2
w(T˜ i∗ , Q) if Q ∈ |T˜ i+1j | \ |γj |, j = 1, 2
w(Q) =
{
w(T˜ i∗ , Q) + νQ(Eki)− p− q + e if Q ∈ |γj |, j = 3, ..., n2
w(T˜ i∗ , Q)− p− q + e if Q ∈ |T˜ i+1j | \ |γj |, j = 3, ..., n2.
Example (III.3.2). Let f = xy be a curve germ singularity on X(d; a, b).
It has only two local branches δ1 = x and δ2 = y at P = [(0, 0)] on X(d; a, b).
After one (a, b)-weighted blow-up (recall (6)) one has (see Figure III.4)
(45) ̂X(d; a, b)w = X (a; 1, α) ∪X (b;β, 1) = X (a; 1, α) ∪X
(
b; 1, β′
)
.
(a+ b, (a, b), (d; a, b))
δ2
(a; 1, α) (b;β, 1)
(1, (1, 1), (b; 1, 1)) (1, (1, 1)(a; 1, 1))
δ1δ1δ2
Figure III.4. Q-Resolution of C and T˜0(xy).
One can observe the construction of T˜ nul0 (xy) and T˜ δ1δ20 (xy) in Fig-
ure III.5.
T˜ nul
0
T˜
δ1δ2
0
(d, (a, b), (d; a, b))
δ2
b− 1 a− 1
δ1
(0, (a, b), (d; a, b))
δ2
0 0
δ1
Figure III.5. T˜ nul0 (xy) and T˜ δ1δ20 (xy).
Let us compute
deg(T˜ δ1,δ20 (xy))− deg(T˜ nul0 (xy)),
recalling the definition of degree seen in (34).
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On the one hand,
deg(T˜ nul0 (xy)) =
d(d+ a+ b− d)
2dab
+
(a− 1)(a− 1 + 1 + 1− a)
2a
+
(b− 1)(b− 1 + 1 + 1− b)
2b
=
a+ b
2ab
+
a− 1
2a
+
b− 1
2b
= 1,
Recall Example (II.2.11) and Remark (III.1.16), as we already know
deg(T˜ nul0 (xy)) = δw0 (xy).
On the other hand one has
deg(T˜ δ1,δ20 (xy)) = 0.
Finally one gets
deg(T˜ δ1,δ20 (xy)) = deg(T˜ nul0 (xy))− 1.
Example (III.3.3). Let f = xy(xb + ya). with a, b coprime, be a germ
of curve singularity on X(d; a, b). It has three local branches δ1 = x and
δ2 = y and δ3 = x
b + ya at P = [(0, 0)] on X(d; a, b).
After one (a, b)-weighted blow-up (recall (6)) one has (see Figure III.6)
(46) ̂X(d; a, b)w = X (a; 1, α) ∪X (b;β, 1) = X (a; 1, α) ∪X
(
b; 1, β′
)
.
(a+ b+ ab, (a, b), (d; a, b))
δ2
(a; 1, α) (b;β, 1)
(1, (1, 1), (b)) (1, (1, 1)(a))
δ1δ1δ2 δ3
(1, (1, 1), (1))
δ3
Figure III.6. Q-Resolution of C and T˜0(xy).
One can observe the construction of T˜ nul0 (xy(xb+ya)) and T˜ δiδj0 (xy(xb+
ya)) in Figure III.7.
Let us compute
deg(T˜ δ1,δ20 (xy(xb + ya)))− deg(T˜ nul0 (xy(xb + ya))).
Recall the definition of degree seen in (34).
On the one hand,
deg(T˜ nul0 (xy(xb + ya))) =
(d+ ab)(d+ ab+ a+ b− d)
2dab
+
(a− 1)
2a
+
(b− 1)
2b
= 1 +
1
2
+
(ab+ a+ b)
2d
.
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T˜ nul
0
δ2δ1 δ3
d+ ab
b− 1 0 a− 1
δ2δ1 δ3
ab
0 1 0
T˜
δ1δ2
0
δ2δ1 δ3
ab
0
T˜
δ1δ3
0
δ2δ1 δ3
ab
0
T˜
δ2δ3
0
0 0ba
Figure III.7. T˜ nul0 (xy(xb + ya)) and T˜ δiδj0 (xy(xb + ya)).
On the other hand,
deg(T˜ δ1δ20 (xy(xb + ya))) =
(ab)(ab+ a+ b− d)
2dab
+
1(1 + 1 + 1− 1)
2
=
(ab+ a+ b)
2d
− 1
2
+ 1.
deg(T˜ δ1δ30 (xy(xb + ya))) =
(ab)(ab+ a+ b− d)
2dab
+
a(a+ 1 + 1− a)
2a
=
(ab+ a+ b)
2d
− 1
2
+ 1.
deg(T˜ δ2δ30 (xy(xb + ya))) =
(ab)(ab+ a+ b− d)
2dab
+
b(b+ 1 + 1− b)
2b
=
(ab+ a+ b)
2d
− 1
2
+ 1.
Finally one gets
deg(T˜ δ1,δ20 (xy)) = deg(T˜ nul0 (xy))− 1.
Example (III.3.4). Assume xp+yq = 0, with p, q coprime, defines a curve
on a surface singularity of type X(d; a, b). Note that ν = pq. Also, since
xp + yq = 0 defines a set of zeros in X(d; a, b) by hypothesis, this implies
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ap ≡ bq mod d and hence e := gcd(d, ap − bq) = d. Note that a simple
(q, p)-blow-up will be a (strong) Q-resolution of the singular point. Let
f = (xq+yp)(xq−yp) be a germ of curve singularity at [(0, 0)] on X(d; a, b).
After one (p, q)-weighted blow-up one has (recall (6))
0 0 0 0
2pq 2pq − p− q + e 2pq − p− q
T˜0(f) T˜ nul0 (f) T˜
δ1δ2
0
(f)
1 1
( qd
e
) (pd
e
)
0 0
qd
e
− 1 pd
e
− 1qd
e
− 2 pd
e
− 2
Figure III.8. Strong Q-resolution of f , T˜0(f), T˜ nul0 (f) andT˜ δ1δ20 (f).
Recall the notation used in Example (II.2.13). Let us compute
deg(T δ1,δ20 (f))− deg(T nul0 (f)) =
(2pq − p− q)(2pq − e)
2dpq
+
qd
e − 1
2qd
e
+
pd
e − 1
2pd
e
− (2pq − p− q + e)(2pq)
2dpq
= 1− (p+ q)
2pq
+
e(p+ q)
2dpq
− 2e
d
e=d
= 1− (p+ q)
2pq
+
(p+ q)
2pq
− 2 = −1.
Finally one has
deg(T˜ δ1,δ20 (f)) = deg(T˜ nul0 (f))− 1.
Example (III.3.5). Let f = xy(xy+(x3− y2)2) be a germ of curve singu-
larity at [(0, 0)] on X(7; 2, 3), recall §V.3–2. Figure III.9 is a possible graph
for T˜0(f). Let us denote by δ1 = x, δ2 = y and δ3, δ4 the two local branches
of xy + (x3 − y2)2 at the origin (see Figure V.1).
δ2
δ4
δ1
δ3
δ1 δ3
δ2 δ4
12
1 1
01
4
1
δ2 δ4
δ1
δ3
(1, 5), (2, 1)
Figure III.9. Q-Resolution of D at [0 : 0 : 1] and T˜0(f).
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One can observe the construction of T˜ nul0 (f) in Figure III.10, the one of
T˜ δ1δ20 (f) in two steps, T˜ δ1δ40 (f), T˜ δ2δ30 (f) and T˜ δ3δ40 (f) in Figure III.11,the
construction of T˜ δ1δ30 (f) in Figure III.12 and finally the one of T˜ δ2δ40 (f) in
Figure III.13.
13
6
(p, q, e) = (1, 5, 7)
(p, q, e) = (2, 1, 5)
0 0
000
Figure III.10. T˜ nul0 (f).
6
2
0 1
010
T˜
δ1δ2
0
6
5
0 1
111
6
2
1 0
010
T˜
δ1δ4
0
6
2
0 1
001
6
2
1 0
001
T˜
δ2δ3
0
T˜
δ3δ4
0
Figure III.11. Construction of T˜ δ1δ20 (f) in two steps,
T˜ δ1δ40 (f), T˜ δ2δ30 (f) and T˜ δ3δ40 (f).
Let us compute
deg(T˜ δi,δj0 (f))− deg(T˜ nul0 (f)).
One has
deg(T˜ nul0 (f)) =
13(13 + 1 + 5− 7)
2 · 7 · 1 · 5 +
6(6 + 2 + 1− 5)
2 · 5 · 2 · 1 =
24
7
,
deg(T˜ δ1δ20 (f)) = deg(T˜ δ1δ40 (f)) = deg(T˜ δ2δ30 (f)) = deg(T˜ δ3δ40 (f))
=
6(6 + 1 + 5− 7)
2 · 7 · 1 · 5 + 1 + 1 =
17
7
.
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13
1
0 0
100
Figure III.12. Construction of T˜ δ1δ30 (f).
6
7
0 0
100
Figure III.13. Construction of T˜ δ2δ40 (f).
deg(T˜ δ1δ30 (f)) =
13(13 + 1 + 5− 7)
2 · 7 · 1 · 5 +
1(1 + 2 + 1− 5)
2 · 5 · 2 · 1 +
1
4
=
17
7
,
deg(T˜ δ2δ40 (f)) =
6(6 + 1 + 5− 7)
2 · 7 · 1 · 5 +
7(7 + 2 + 1− 5)
2 · 5 · 2 · 1 +
1
4
=
17
7
,
Finally one gets
deg(T˜ δi,δj0 (f)) = deg(T˜ nul0 (f))− 1, ∀ 1 ≤ i < j ≤ 4.
Section § III.4
Relation between of T˜ δ1,δ2P (f) and T˜ nulP (f)
The following result (Lemma (III.4.3)) shows the relation between the
degree of T˜ nulP (f) and the degree of T˜ δi,δjP (f) constructed above.
Remark (III.4.1). This Lemma generalizes [CA02, Lemma 2.35]. Notice
that in our case the singular points of the exceptional divisors which appear
will play an important role along all the proof and so the δw-invariant defined
in Section II.3.
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We have seen in subsection §III.2–1 a way to construct the weights of
T˜ δ1,δ2 using a recursive process. In order to simplify the proof of the main
result some notation will be used.
Notation (III.4.2). A vertex Q of a tree T˜ will be said to have a defect
f , denoted by f(T˜ , Q) if
w(T˜ , Q) = w(T˜P (f), Q) + f .
Also f(Q) will denote f(T˜ δ1,δ2 , Q).
Let A ⊂ V [2]f be a set of maximal points of T˜ . A function χA shall be
defined as follows:
χA = #A ∩ {δ1, δ2}.
Note that, if A and B are disjoint, then χA + χB = χA∪B. Also note that∑
• distinguished point
χ{•} = 2.
Lemma (III.4.3). One has the following result,
(47) deg(T˜ δ1,δ2P (f)) = deg(T˜ nulP (f))− 1.
Proof. For the sake of simplicity we will write T˜ δ1,δ2 for T˜ δ1,δ2P (f) and
T˜ nul for T˜ nulP (f). The result is equivalent to
deg(T˜ δ1,δ2)− deg(T˜ nul) = −1,
since the addition of non-infinitely near points does not affect the degree of
either tree.
An inductive method will be used in order to prove equation (47). The
idea consists in computing first the difference
deg(T˜ )− deg(T˜ nul|T˜ )
for a tree that only decomposes into simple subtrees (base case of induction).
Secondly, the same difference in any other subtree of type T˜ i (inductive step)
will be studied. Finally, applying induction hypothesis the desired result will
be concluded.
(A) Consequences of the construction of T˜ δ1,δ2 .
Let us see a few remarks about simple subtrees of type i ≥ 1. Some
obvious consequences of the construction of T˜ δ1,δ2 are:
(A.1) Simple subtrees have either one or no distinguished vertices.
(A.2) Before a vertex belongs to a simple tree, it can never belong to any
distinguished path.
(A.3) Before a vertex belongs to a simple tree, it always has to belong to
trees of type 1.
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(A.4) Any point of the tree T˜ δ1,δ2 can only belong to at most one distin-
guished path and be at most once a central point.
(IB) Base case of induction: simple trees.
Recall that a simple subtree is a tree in the induction process which has
no further decomposition.
(IB.0) If T˜ = ◦.
It is easy to check by construction that if we are in a point of type ◦ then,
(48) deg(T˜ )− deg(T˜ nul|T˜ ) = δw◦ (Ek).
From now on we will only focus on points of type •.
(IB.1) Tree of type 1.
(1) A subtree T˜ of type 1 is simple if and only if it is a single vertex.
(2) In that case,
(49) deg(T˜ )− deg(T˜ nul|T˜ ) = mult•(Vˆf,k, Ek) + δw• (Ek)− 1
Proof. For the first part (i), the “if” direction is obvious. There is
only one direction left to prove, i.e. that any simple subtree of type 1
cannot have more than one vertex. Let T˜ be a subtree of type 1. Let us
denote by m ∈ Ek ⊂ Xk the root of T˜ . If T˜ has more than one vertex, then
Ek is not transversal to Vˆf,k at m and hence, according to step 3, the vertex
ek,∗ in T˜ has to be distinguished. Therefore, T˜ has two distinguished points
and hence it is not simple.
For the second part (ii) is a direct consequence (43), if • = δi, i = 1, 2
then
deg(T˜ )− deg(T˜ nul|T˜ ) =
(w(T˜ δ1,δ2 , •))(w(T˜ δ1,δ2 , •) + p+ q − e)
2dpq
− (w(T˜
nul, •))(w(T˜ nul, •) + p+ q − e)
2dpq
=
0(0 + 1 + 1− d)
2d
− (d− 1)(d− 1 + 1 + 1− d)
2d
= 0− d− 1
2d
=
1
d
+
d− 1
2d
− 1 = mult•(Vˆf,k, Ek) + δw• (Ek)− 1.

(IB.2) Tree of type 2 with no distinguished points.
A simple subtree T˜ of type 2 with no distinguished points must be a
single point.
By (43) such vertices must have defect 0. Moreover,
(50) deg(T˜ )− deg(T˜ nul|T˜ ) = mult•(Vˆf,k, Ek) + δw• (Ek).
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Proof. Applying (43), one has
deg(T˜ )− deg(T˜ nul|T˜ ) =
(w(T˜ δ1,δ2 , •))(w(T˜ δ1,δ2 , •) + p+ q − e)
2dpq
− (w(T˜
nul, •))(w(T˜ nul, •) + p+ q − e)
2dpq
=
d(d+ 1 + 1− d)
2d
− (d− 1)(d− 1 + 1 + 1− d)
2d
= 1− d− 1
2d
=
1
d
+
d− 1
2d
= mult•(Vˆf,k, Ek) + δ
w
• (Ek).

(IB.3) Tree of type 2 with one distinguished point.
Let T˜ be a simple subtree of type 2 with one (and hence unique) distin-
guished vertex, say Q. In this case, for vertices of type • one has:
(51) f(T˜ , Q) =
{
νQ(Ek)− p− q + e if Q ∈ |γ|
−p− q + e if Q ∈ |T˜ | \ |γ|,
where γ is the path joining Q and m = gcd(T˜ ). Otherwise, note that
f(◦) = d− 1 Moreover,
(52)
deg(T˜ )−deg(T˜ nulP (f)|T˜ ) = multm(Vˆf,k, Ek)+
∑
•∈|γ|
ν•(Ek)(ν•(Ek)− p− q + e)
2dpq
.
where T˜ nul|T˜ denotes the corresponding subtree of T˜ nul isomorphic to T˜
and where m ∈ Ek.
Proof. Combining (A.2) with (44, one has (51). Moreover, using Propo-
sition (I.3.7) and Theorem (II.2.1)
deg(T˜ )− deg(T˜ nul|T˜ ) =
∑
•∈|γ|
(ν•(f) + ν•(Ek))(ν•(f) + ν•(Ek)− p− q + e)
2dpq
− ν•(f)(ν•(f)− p− q + e)
2dpq
=
∑
•∈|γ|
ν•(f)ν•(Ek)
dpq
+
∑
•∈|γ|
ν•(Ek)(ν•(Ek)− p− q + e)
2dpq
= multm(Vˆf,k, Ek) +
∑
•∈|γ|
ν•(Ek)(ν•(Ek)− p− q + e)
2dpq
.

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Note that the difference of degrees between two isomorphic weighted
trees can be calculated by decomposing each one into similar subtrees and
then adding the differences of degrees for each pair of similar subtrees. Let
T˜ i be a subtree of T˜ δ1,δ2 whose decomposition produces only simple subtrees
T˜ i+11 , T˜ i+12 , T˜ i+13 , ... ,T˜ i+1ni .
Items (IB.0), (IB.1), (IB.2) and (IB.3) allow for the calculation of the
difference of degrees of T˜ i and T˜ nul|T˜ i . Since
(53) deg(T˜ δ1,δ2P |T˜ i+10 ) = deg(T˜
nul
P |T˜ i+10 ),
one has
deg(T˜ i)− deg(T˜ nul|T˜ i) =
(54) f(Pi+1) +
∑
•∈Ek
mult•(Vˆf,k, Ek)− χAi +
∑
m∈Ek
δwm(Ek)
(55) = f(Pi+1) +
νPi+1(f)e
dpq
∣∣∣∣
Pi+1
− χAi + 1−
(p+ q)e
2pqd
∣∣∣∣
Pi+1
.
where Pi+1 is the central point of T˜ i, Ek is the exceptional divisor re-
sulting after blowing up Pi+1, and
Ai =
ni+1⋃
j=0
|T˜ i+1j |.
Notice that one has,
(56) f(Pi+1) =
(νPi+1 − p− q)(νPi+1 − e)
2dpq
− νPi+1(νPi+1 − p− q + e)
2dpq
=
=
(p+ q)e
2pqd
∣∣∣∣
Pi+1
− νPi+1(f)e
dpq
∣∣∣∣
Pi+1
.
In particular we obtain
deg(T˜ i) = deg(T˜ nul|T˜ i)− 1.
(IS) Inductive step.
An obvious consequence of A.4 is that all central points Pi+1 belong to
exactly one distinguished path, except for P2, which belongs to none. Hence
f(T˜ δ1,δ2 , Pi+1) =
{
νPi+1(Eki)− p− q if i ≥ 2
−p− q if i = 1.
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Using (44), the defects of T˜ i+10 follow this pattern
(57) f(Q) =

νQ(Eki)− p− q + e if Q ∈ |γ(mi, Pi+1)| \ {Pi+1}, i ≥ 1
−p− q if Q = P2
νQ(Eki)− p− q if Q = Pi+1, i ≥ 2
−p− q + e otherwise,
where mi := gcd(T˜ i+10 ) = gcd(T˜ i). Denote by γˇi+1 := |γ(mi, Pi+1)| \ {Pi+1}
T˜
i+1
2T˜
i+1
1
T˜
i+1
3
T˜ i+1
ni+1
T˜
i+1
0
. . .
Pi+1
T˜ i :=
Figure III.14. Induction (i 6= 1).
Therefore
deg(T˜ δ1,δ2P |T˜ i)− deg(T˜ nulP |T˜ i) =
(58)
deg(T˜ δ1,δ2P |Asc(Pi+1))−deg(T˜ nulP |Asc(Pi+1))+deg(T˜ δ1,δ2P |T˜ i+10 )−deg(T˜
nul
P |T˜ i+10 ).
Since w(T˜ δ1,δ2 , Q) = w(T˜ nul, Q) for Q /∈ |γ(mi, Pi+1)| (see (57)) formula
(58) equals
(59) deg(T˜ δ1,δ2P |Asc(Pi+1))− deg(T˜ nulP |Asc(Pi+1))
+
∑
•∈γˇi+1
ν•(f)ν•(Eki)
dpq
+
∑
•∈γˇi+1
ν•(Eki)(ν•(Eki)− p− q + e)
2dpq
Using induction (see (54) and (55)), formula (59) equals
= f(Pi+1) +
νPi+1(f)e
dpq
∣∣∣∣
Pi+1
− χAi +
∑
•∈Eki+1
δ•(Eki+1)
+
∑
•∈γˇi+1
ν•(f)ν•(Eki)
dpq
+
∑
•∈γˇi+1
ν•(Eki)(ν•(Eki)− p− q + e)
2dpq
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= f(Pi+1) +
νmi(f)e
dpq
∣∣∣∣
mi
+ 1− (p+ q)e
2pqd
∣∣∣∣
mi
− χAi .
where mi is the root of T˜ i, Eki is the exceptional divisor containing mi,
and γ(mi, Pi+1) is the path joining mi and Pi+1.
(IH) Inductive Hypothesis.
Descending in the chain of subtrees T˜ i, one will eventually reach T˜ 1 =
T˜P (f). From the above calculations, (57), and the fact that
χA1 =
∑
d distinguished point
χ{d} = 2,
one can check that
deg(T˜ δ1,δ2)− deg(T˜ nul) = deg(T˜ δ1,δ2 |T˜ 1)− deg(T˜ nul|T˜ 1)
= deg(T˜ δ1,δ2 |Asc(P2))− deg(T˜ nul|Asc(P2)) + deg(T˜ δ1,δ2 |T˜ 20 )− deg(T˜
nul|T˜ 20 )
(53)
= deg(T˜ δ1,δ2 |Asc(P2))− deg(T˜ nul|Asc(P2))
(55)
= f(P2) +
νP2(f)e
dpq
∣∣∣∣
P2
+ 1− (p+ q)e
2pqd
∣∣∣∣
P2
− χA1
(56)
=
(p+ q)e
2pqd
∣∣∣∣
P2
− νP2(f)e
dpq
∣∣∣∣
P2
+
νP2(f)e
dpq
∣∣∣∣
P2
+ 1− (p+ q)e
2pqd
∣∣∣∣
P2
− χA1 = −1
Finally one has the desired result,
deg(T˜ δ1,δ2) = deg(T˜ nul)− 1.

Remark (III.4.4). Notice that in the case of a germ(f, P ) ⊂ (C2, P ) one
has deg(T δ1,δ2P (f)) − deg(T nulP (f)) = deg(T˜ δ1,δ2P (f)) − deg(T˜ nulP (f)) as a
consequence of the construction of the trees, Lemma (III.4.3) and [CA02,
Lemma 2.35].
Section § III.5
Number of local conditions
Let us construct the following submodule.
Definition (III.5.1). Let D = {f = 0} be a germ in P ∈ X(d; a, b), where
f ∈ OP (k). Consider π a Q-resolution of (D, P ).
Let us define MδiδjD,π the submodule of MlogD,π consisting of all h ∈ OP
such that the 2-form
ω = h
dx ∧ dy
f
has zero residues outside the path γ(δ1, δ2).
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Remark (III.5.2). Note that as a consequence of Definitions (II.3.8), (III.5.1),
and the construction of the trees T˜ nulP and T˜ δ1,δ2P , one has:
MnulD,π = {h ∈ OP | T˜P (D, π)|h ≥ T˜ nulP (D, π)}.
MδiδjD,π = {h ∈ OP | T˜P (D, π)|h ≥ T˜
δiδj
P (D, π)}.
Remark (III.5.3). Note that the converse in Remark (III.1.11) is not true
since MnulD,π ⊆ MδiδjD,π but T˜ nulP (D, π)} 6≥ T˜
δiδj
P (D, π) in general as Exam-
ple (III.3.3) shows.
Definition (III.5.4). Let D = {f = 0} be a germ in P ∈ X(d; a, b). Let
us define the following dimension,
K
δiδj
P (D) = K
δiδj
P (f) := dimC
OP
MδiδjD,π
.
Remark (III.5.5). Note that K
δiδj
P (f) turns out to be a finite number (see
Remark (III.5.2)) independent on the chosen Q-resolution. Intitutively, the
number K
δiδj
P (f) can be interpreted as the minimal number of conditions
required to a generic germ h ∈ OP (s) so that h ∈MδiδjD,π(s).
Proposition (III.5.6). Let {f = 0} be an analytic germ of curve singular-
ity at [0] on X(d; a, b). Consider δ1, δ2 any two different local branches of f
at [0], then
Kδ1δ20 (f) = K0(f)− 1.
Proof. Recall the notation used in §II.3–2. By Remark (II.3.1) and
the discussion after it, we can assume that
f(x, y) = yr +
∑
i>0≤j<r
aijx
iyj ∈ C{x}[y]
in X(p;−1, q) (p = d, q ≡ −ba−1 mod d). Consider g ∈ C{x, y} the reduced
germ obtained after applying Lemma (II.3.2) to f . Denote by π(p,q) the
blowing-up at the origin of (C2, 0). Note that νg = qr, and thus δ
(p,q)
r =
δwπ(p,q)(g) (see (26) and (16)). Consider a form α := φ
dx∧dy
g , with φ ∈ C{x, y}
and let us calculate the local equations for the pull-back of α after π(p,q):
(60) φ
dx ∧ dy
g
π(p,q)←− xνφ+p+q−1−νghdx ∧ dy
f
.
From (32) one has
(61) K0(f) = δ
w
0 (f) + δ
(p,q)
r −A(p,q)r .
Following a similar argument as in the proof of Theorem (II.3.13) (see (30)),
we will study the relation between Kδ1δ20 (f) and K
δ˜1δ˜2
0 (g), where δ˜i are the
corresponding branches of g. If π is a resolution of f , then the composition
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of π and π(p,q) gives a resolution of g, in particular by Corollary (II.2.6) one
has
(62) δ0(g) = δ
(p,q)
r + δ
w
0 (f).
Also, by the construction of T δ˜1δ˜2(g) one immediately obtains:
(63) K δ˜1δ˜20 (g) = A
(p,q)
r +K
δ1δ2
0 (f).
On the other hand, by Lemma (III.4.3), Remark (III.1.17), and (62)
(64) K δ˜1δ˜20 (g) = δ0(g)− 1 = δ(p,q)r + δw0 (f)− 1,
therefore from (63) and (64) we have,
(65) Kδ1δ20 (f) = δ
w
0 (f) + δ
(p,q)
r −A(p,q)r − 1.
Finally using (61) and (65) one concludes the desired result.

IV
Global Invariants: Adjunction-like Formula on P2w
Consider an irreducible curve C ⊂ P2 of degree d, it is a classical result
(cf. [Nor55, Mil68, Ser59, BK86, CA00]) that the genus of its normal-
ization considered as a compact oriented Riemann surface (also denoted by
g(C)) depends only on d and the local type of its singularities as follows:
g(C) = gd −
∑
P∈Sing(C)
δP ,
where gd =
(d−1)(d−2)
2 .
In §IV.1 we apply our previous results seen in Chapter II to generalize
such a formula for the genus of a weighted-projective curve from its degree
and the local type of its singularities (see [CAMO13]). This question is
solved in Theorem (IV.1.12) (see also [Dol82, OW71] for the quasi smooth
case).
As an application of such a formula (see Chapter IV, Corollary (IV.4.4))
this provides with a more concrete and computable version of an Adjunction-
like Formula for divisors on quotient surface singularities, in particular on
weighted projective planes. This means a formula relating the genus of a
generic curve of quasi-homogeneous degree d, and the dimension of the space
of polynomials of degree d+degK (note that degK = −|w| = −(w0+w1+
w2)), with K the canonical divisor in P2w (this dimension will be denoted by
Dd−|w|,w).
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Section § IV.1
A genus formula for weighted projective curves
Denote by P2w the weighted projective space of weight w = (w0, w1, w2)
written in a normalized form, that is, gcd(wi, wj) = 1, for any pair of weights
i 6= j (cf. [Dol82]). Denote by P0 := [1 : 0 : 0]w, P1 := [0 : 1 : 0]w and
P2 := [0 : 0 : 1]w the three vertices of P2w. Denote also by w¯ := w0w1w2,
wij := wiwj and |w| :=
∑
iwi.
Note that the condition gcd(wi, wj) = 1 can be assumed without loss of
generality, since a polynomial F (X0, X1, X2) defining a zero set on P2w with
w =
(
w0, w1, w2
)
such that Xi ∤ F is transformed into another polynomial
F (X
1
d0
0 , X
1
d1
1 , X
1
d2
2 ) on P
2(p0, p1, p2) by the normalizing isomorphism defined
in Proposition (I.4.3).
Definition (IV.1.1). Consider C ⊂ P2w a curve of degree d given by a
reduced equation F = 0. We define
Sing(C) = C ∩ ({∂xF = ∂yF = ∂zF = 0} ∪ {P0, P1, P2}) .
Thus, we say C is smooth if Sing(C) = ∅. Also, we say C is transversal
w.r.t. the axes if {P0, P1, P2}∩C = ∅ and for any P ∈ C ∩{Xi = 0} the local
equations of C and {Xi = 0} are given by uv = 0.
Formulas for the genus of quasi-smooth curves can be found in [Dol82].
As an introductory example, let us compute the genus of a smooth curve
C ⊂ P2w of degree d transversal w.r.t. the axes. Note that only for some d
such curves exist (see Remark (IV.1.5) and Lemma (IV.1.6)).
Consider the covering
φ : P2 −→ P2w
[X0 : X1 : X2] 7→ [Xw00 : Xw11 : Xw22 ]w
Note that φ∗(C) is a smooth projective curve of degree d. Therefore
χ(φ∗(C)) = 2 − (d − 1)(d − 2) and χ(C) = 2 − 2g(C). Using the Riemann-
Hurwitz formula one obtains
2−(d−1)(d−2) = w¯
(
χ(C)− d
∑
i
1
wjk
)
+3d = 2w¯−2w¯g(C)−d
∑
i
wi+3d,
where χ(C)−d∑i 1wjk is the Euler characteristic of C \ (C ∩{X0X1X2 = 0}),
w¯ is the degree of the covering, and 3d the cardinality of φ−1(C∩{X0X1X2 =
0}). Therefore,
2w¯g(C) = d2 − d|w|+ 2w¯.
This justifies the following.
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Definition (IV.1.2) ([CAMO13]). For a given d ∈ N and a normalized
weight list w ∈ N3 the virtual genus associated with d and w is defined as
gd,w :=
d(d− |w|)
2w¯
+ 1.
Remark (IV.1.3). Note that this number, gd,w, is a generalization of the
combinatorial number gd =
(
d−1
2
)
for w = (1, 1, 1).
Let us see a lemma which will be useful in future results to understand
the genus in the non-irreducible case.
Lemma (IV.1.4). Let di, n ∈ N with i = 1, . . . , n and a normalized weight
list w ∈ N3. Consider d = d1 + · · ·+ dn then,
gd,w =
n∑
i=1
gdi,w +
∑
i 6=j
didj
w¯
− (n− 1).
Proof. If d = d1 + d2, after straightforward computation one has
gd,w = gd1,w + gd2,w +
d1d2
w¯
− 1.
It is enough to proceed by induction to conclude the desired result. 
Remark (IV.1.5) ([CAMO13]). Note that gd,w is always defined regardless
of whether or not there actually exist smooth curves of degree d in P2w. For
instance, it is easy to see that there are no smooth curves of degree 5 in
P2(2,3,5) (see Remark (IV.1.9)).
In general, by the discussion above, if gd,w is not a positive integer, then
no smooth curves in P2w of degree d transversal w.r.t. the axes can exist.
However, this is not a sufficient condition, since g40,(2,3,5) = 20, but all
curves of degree 40 need to pass through at least one vertex.
The characterization is given by the following.
Lemma (IV.1.6) ([CAMO13]). Given d and w as above, then the space
of smooth curves of degree d transversal w.r.t. the axes in P2w is non-empty
if and only if w¯ | d. Moreover, any smooth curve can be deformed into a
smooth curve of the same degree and transversal w.r.t. the axes.
Proof. Let F be a weighted homogeneous polynomial of degree d whose
set of zeros defines C. The condition Pi /∈ C implies that F contains a
monomial of type λiX
di
i , λi 6= 0, i = 0, 1, 2. Therefore widi = d, which
implies the result since gcd(wi, wj) = 1 by hypothesis on the weights w.
For the converse, assume w¯|d, then X
d
w0
0 +X
d
w1
1 +X
d
w2
2 is a smooth curve
of degree d transversal w.r.t. the axes in P2w.
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The moreover part is a consequence of the fact that if C is smooth then
w¯|d and hence C + λ0X
d
w0
0 + λ1X
d
w1
1 + λ2X
d
w2
2 is transversal w.r.t. the axes
for an appropriate generic choice of λi. 
Remark (IV.1.7). A generic curve C of degree d in P2w is not smooth in
general (recall the definition of Sing(C) seen in Definition (IV.1.1)).
Proof. It is enough to apply Lemma (IV.1.6). 
Corollary (IV.1.8) ([CAMO13]). If C is a smooth weighted curve in P2w
of degree d, then g(C) = gd,w.
Proof. By Lemma (IV.1.6) one can assume that C is transversal w.r.t. the
axes. The result follows immediately from the discussion above. 
Remark (IV.1.9) ([CAMO13]). Note that Corollary (IV.1.8) does not
apply to quasi-smooth weighted curves, that is, curves whose equation is
a weighted homogeneous polynomial whose only singularity in C3 is {0}.
For instance, the curve C := {X0X1 = X2} ⊂ P2(2,3,5) of degree 5 can be
parametrized by the map P1 → P2(2,3,5), given by [t : s] 7→ [t2 : s3 : t2s3]w.
Hence it is rational and g(C) = g(P1) = 0. However, g5,(2,3,5) = 712 . As a
consequence of Corollary (IV.1.8), there are no smooth curves of degree 5
in P2(2,3,5) (see Remark (IV.1.5)).
Remark (IV.1.10). Let V (F ) be a curve of degree d in P2w. Then
d 6≡ 0 mod wi ⇒ F (Pi) = 0.
Moreover, if V (F ) is generic then
d 6≡ 0 mod wi ⇔ F (Pi) = 0.
Proof. For the first part notice that if F (Pi) 6= 0 then F = Xai + . . .,
a ∈ N with awi = d and so d ≡ 0 mod wi. For the second one it is enough
to prove that
F (Pi) = 0⇒ d 6≡ 0 mod wi.
Since V (F ) is generic, one can write
F =
∑
w0i+w1j+w2k=d
αijkX
i
0X
j
1X
k
2 ,
with αijk ∈ C. If F (Pi) = 0, then the monomial Xai , a ∈ N with awi = d
cannot belong to F , and thus d 6≡ 0 mod wi. 
Example (IV.1.11) ([CAMO13]). Consider Fermat curves of type
C := {Xaw1w20 +Xaw0w21 +Xaw0w12 = 0} ⊂ P2w,
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w = (w0, w1, w2). Note that d = aw¯ and hence applying Corollary (IV.1.8)
one obtains
g(C) = gd,w = a
2
(aw¯ − |w|) + 1,
(see [Ker07] for the special case w0 = 1).
Now we are in conditions to prove the main theorem of this section.
Theorem (IV.1.12) ([CAMO13]). Let C ⊂ P2w be an irreducible curve of
degree d > 0, then
(66) g(C) = gd,w −
∑
P∈Sing(C)
δwP .
Proof. Let F ∈ C[X0, X1, X2] be a defining equation for C. Note that
F w¯ defines a function. Also, from the proof of Lemma (IV.1.6) one can
obtain an algebraic family of smooth curves Ct = {Ft = 0}, t ∈ (0, 1] of
degree dw¯ whose defining polynomials Ft degenerate to F
w¯ = F0 such that
Ct and C intersect transversally and outside the axes. Therefore, by Corol-
lary (IV.1.8),
g(Ct) = gdw¯,w = dw¯
2w¯
(dw¯ − |w|) + 1 = d
2
(dw¯ − |w|) + 1.
On the other hand, define It := C ∩ Ct. Using Be´zout’s Theorem (I.4.7),
(C · Ct) =
∑
Pt∈It
(C · Ct)Pt =
1
w¯
d2w¯ = d2.
Since Ct and C intersect transversally outside the axes at smooth points one
has (C · Ct)Pt = 1 (see Example (I.3.6)) and hence #It = d2.
For each P ∈ Sing(C), consider BSP a regular neighborhood of C at P
and for each Pt ∈ It consider BIPt a regular neighborhood of C ∪ Ct at Pt.
Note that, outside B :=
⋃
P∈Sing(C)B
S
P ∪
⋃
Pt∈It
BIPt , Ct provides a w¯ : 1
covering of C, that is,
χ(Ct \B ∩ Ct) = w¯ · χ(C \B ∩ C).
Also, in each BSP , the curve Ct is the disjoint union of w¯ Milnor fibers of
(C, P ). Therefore
(67)
χ(Ct) = χ(Ct \B ∩ Ct) +
∑
P∈Sing(C) χ(B
S
P ∩ Ct) +
∑
Pt∈It
χ(BIPt ∩ C)
= w¯ · χ(C \B ∩ C) + w¯ ·
[∑
P∈Sing(C) 2δ
w
P +
∑
P∈Sing(C) rP
]
+ d2.
On the other hand
(68) χ(Ct) = 2− 2
(
d
2
(dw¯ − |w|) + 1
)
= d|w| − d2w¯
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and
χ(C) =
{
2− 2g(C)−∑P∈Sing(C)(rP − 1)
χ(C \B ∩ C) + d2 +#Sing(C).
Therefore
(69) χ(C \B ∩ C) = 2− 2g(C)− d2 −
∑
P∈Sing(C)
rP .
Substituting (68) and (69) in (67) one obtains
d|w|−d2w¯ = w¯ ·
2− 2g(C)− d2 − ∑
P∈Sing(C)
rP +
∑
P∈Sing(C)
2δwP +
∑
P∈Sing(C)
rP
+d2,
which after simplification becomes
2w¯g(C) = d2 − d|w|+ 2w¯ − 2w¯ ·
 ∑
P∈Sing(C)
δwP

and results into the desired formula. 
Remark (IV.1.13). From Remark (III.1.16) one can rewrite formula (66)
as follows
(70) g(C) = gd,w −
∑
P∈Sing C
δwP = gd,w −
∑
P∈Sing C
deg(T nulP (C)),
where C is an irreducible curve on P2w of quasi-homogeneous degree d.
Remark (IV.1.14). Let C = ∪iCi ⊂ P2w, with Ci irreducible curves, then
g(C) =
∑
i
g(Ci).
Remark (IV.1.15). Notice that
g(C) = h0(Cˆ; Ω1).
Example (IV.1.16). Let us consider the curve C = {X0X1 − X2} ⊂ P2w,
with w = (a, b, a + b). Note that P1 → P2w given by [t : s] 7→ [ta : sb :
tasb] is an isomorphism and hence g(C) = g(P1) = 0 (see discussion in
Remark (IV.1.9)). In order to use Theorem (IV.1.12) one needs to compute
the virtual genus of C
gd,w =
2ab− a− b
2ab
.
On the other hand Sing(C) = {P0, P1}. Note that both singularities P0
and P1 are of type x
p − yq with (p, q) = (1, 1) in their respective quotient-
singularity charts (P0 ∈ X(a; b, a + b) and P1 ∈ X(b; a, a + b)) and thus,
formula (18) implies:
δwP0 =
1
2
(1− 1− 1 + a)
a
=
a− 1
2a
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and
δwP1 =
1
2
(1− 1− 1 + b)
b
=
b− 1
2b
.
Therefore, according to Theorem (IV.1.12)
g(C) = gd,w − δwP0 − δwP1 =
2ab− a− b
2ab
− a− 1
2a
− b− 1
2b
= 0.
Example (IV.1.17). Let us consider now the curve C = {X0X1 −X22} ⊂
P2w, with w = (2k − 1, 2k + 1, 2k). In order to use Theorem (IV.1.12) one
needs to compute the virtual genus of C
g4k,w =
4k(4k − 6k)
2(4k2 − 1)2k + 1 = 1−
2k
(4k2 − 1) .
On the other hand Sing(C) = {P0, P1}, P0 ∈ X(2k − 1; 2k + 1, 2k) and
P1 ∈ X(2k + 1; 2k − 1, 2k).
Using Example (II.2.7) one has,
δwP0 =
2− 1− 2 + (2k − 1)
2(2k − 1) =
k − 1
2k − 1
and
δwP1 =
2− 1− 2 + (2k + 1)
2(2k + 1)
=
k
2k + 1
.
Therefore, according to Theorem (IV.1.12)
g(C) = 1− 2k
(4k2 − 1) −
k − 1
2k − 1 −
k
2k + 1
= 0.
Example (IV.1.18) ([CAMO13]). In the following example (recall Ex-
ample (I.2.8)), the curve C is tangent to one of the axes. From the point of
view of this work, such points are not special and do not contribute to the
genus of C since they are smooth in C. Note that this is one of the main
differences with the approach shown in [ABFdBLMH10].
Let us consider the curve C = {X0X1X2 + (X30 −X21 )2} ⊂ P2w of quasi-
homogeneous degree d = 12, with w = (2, 3, 7). Note that
g12,w =
12(12− 12)
2w¯
+ 1 = 1.
On the other hand, Sing(C) = {P2}, which is a quotient singularity of local
type xy + (x2 − y3)2 in X(7; 2, 3). In order to obtain δwP2 one can perform,
for instance, a blow-up of type (1, 5). The multiplicity of the exceptional
divisor is 6 and hence
(71)
ν(ν − p− q + e)
2dpq
=
6(6− 1− 5 + 7)
2 · 7 · 1 · 5 =
3
5
.
After this first blow-up, the two branches separate and the strict preim-
age becomes a smooth branch (at a smooth point of the surface) and a
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singularity of type xp − yq, where (p, q) = (2, 1), in X(5; 2, 1). Using for-
mula (18) one obtains:
(72)
ν(ν − p− q + e)
2dpq
=
pq − p− q + d
2d
=
2− 2− 1 + 5
2 · 5 =
2
5
.
Combining (71) and (72) one obtains
δwP2 =
3
5
+
2
5
= 1.
Therefore g(C) = 1− 1 = 0 according to Theorem (IV.1.12).
Section § IV.2
Computing the continuous discretely
Consider an irreducible curve C ⊂ P2w of quasi-homogeneous degree d.
During the rest of this chapter we will focus our efforts on obtaining an
Adjunction-like Formula relating the genus of a generic curve of quasi-
homogeneous degree d, and the dimension of the space of polynomials of
degree d + degK, with K the canonical divisor in P2w (this dimension will
be denoted by Dd−|w|,w).
Notation (IV.2.1). Consider w0, w1, w2, k ∈ N. We will use the following
notation,
Dk,w := #
{
(x, y, z) ∈ N3 |w0x+ w1y + w2z = k
}
.
Remark (IV.2.2). Notice that, with the previous notation, one has
Dk−|w|,w = h
0(P2w;O(k − |w|)).
IV.2–1. A preliminary example
Let us start this section with one basic illustrative example. Let us
compute the number of solutions (a, b, c) ∈ N3 of the equation
aw0 + bw1 + cw2 = kw¯
with w0, w1, w2, k ∈ N fixed, or equivalently, the number of monomials in
OP2w of quasi-homogeneous degree kw¯ (recall the notation used in §IV.1).
This number will be denoted by Dkw¯,w. Notice that this is equivalent to
computing the number of natural solutions (a, b, c) to aw0 + bw1 = (kw01 −
c)w2 (recall the notation used in the beginning of Section IV.1). To do this,
consider the following sets:
A˜ :=
{
(a, b) ∈ N2, a > 1, b > 1 |aw0 + bw1 = αw2, α = 0, . . . , kw01
}
,
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Aα
α
kw2 − 1
kw1 − 1
kw0 − 1
y = −
n0w2
w1
x
kw01
P
P = (kw01,−n0w2w0k)
Q
Q = (kw01,−n1w2w1k)
y =
n1w2
w0
x
Pm = (mw1,−n0w2m), m = 0, . . . , kw0
Qm = (mw0, n1w2m), m = 0, . . . , kw1
Qm
Pm
Figure IV.1.
B˜ :=
{
(a, 0) ∈ N2, a > 1 or (0, b) ∈ N2, b > 1|aw0 = αw2, α = 0, . . . , kw01
}
.
Denote by A = #A˜ and B = #B˜. With the previous notation one has
Dkw¯,w = A+B + 1. To compute the cardinal of A take two integers n0, n1
such that n0w0 + n1w1 = 1 with n1 > 0 and n0 ≤ 0 (it can always be done
because the weights are pairwise coprime). Consider
Aα := #
{
λ ∈ N | − n0αw2
w1
< λ <
n1αw2
w0
}
Note that by virtue of Pick’s theorem the area of the triangle is equal
to the number of natural points in its interior I plus one half the number of
points in the boundary plus one. The area of the triangle equals k
2ω¯
2 , thus
k2ω¯
2
= I +
k|w|
2
+ 1,
therefore
A = I+(kw2−1) =
(
k2w¯
2
− k|w|
2
+ 1
)
+(kw2−1) = 1
2
(k2w¯−k|w|)+kw2.
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It is easy to check that B = kw0 + kw1, then we have
Dkw¯,w =
1
2
k (kw¯ + |w|) + 1
It is known that the genus of a smooth curve on P2w of degree d transversal
w.r.t. the axes is (Definition (IV.1.2))
gd,w =
d(d− |w|)
2w¯
+ 1.
We want to find d such that Dkw¯,w = gd,w. To do that it is enough to solve
the equation
1
2
k (kw¯ + |w|) + 1 = d(d− |w|)
2w¯
+ 1.
One finally gets that
Dkw¯,w = g|w|+kw¯,w.
An important by-product of this section is that only to compute Dkw¯,w, the
computations have been, in some way, a bit ”tricky”. The natural question
now is, how canDd,w be computed for an arbitrary degree d? In the following
section this question will be solved.
IV.2–2. Counting points
The main reference used in this section is [BR07]. Let a, b, c, t be pos-
itive integers with gcd(a, b) = gcd(a, c) = gcd(b, c) = 1. The aim of this
section is to give a way to compute the cardinal of the following two sets,
∆1 := {(x, y) ∈ N2| ax+ by ≤ t},
∆1
t/a
t/b
0
Note that #∆1 cannot be computed by means of Pick’s Theorem unless t
is divisible by a and b.
∆2 := {(x, y, z) ∈ N3| ax+ by + cz = t},
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x
y
z
∆2
t/a
t/b
t/c
gcd(a, b) = gcd( b, c ) = gcd( a, c ) = 1
Denote by L∆i(t) the cardinal of ∆i. Let us consider the following notation,
Notation (IV.2.3). If we denote by ξa := e
2iπ
a , consider
(73)
p{a,b,c}(t) := poly{a,b,c}(t) +
1
a
∑a−1
k=1
1
(1−ξkba )(1−ξ
kc
a )ξ
kt
a
+ 1b
∑b−1
k=1
1
(1−ξka
b
)(1−ξkc
b
)ξkt
b
+ 1c
∑c−1
k=1
1
(1−ξkac )(1−ξ
kb
c )ξ
kt
c
.
with
(74)
poly{a,b,c}(t) :=
t2
2abc
+
t
2
(
1
ab
+
1
ac
+
1
bc
)
+
3(ab+ ac+ bc) + a2 + b2 + c2
12abc
.
Remark (IV.2.4). Notice that in particular, one has
(75)
p{a,b,1}(t) = poly{a,b,1}(t)+
1
a
a−1∑
k=1
1
(1− ξkba )(1− ξka)ξkta
+
1
b
b−1∑
k=1
1
(1− ξkab )(1− ξkb )ξktb
.
with
(76) poly{a,b,1}(t) =
t2
2ab
+
t
2
(
1
ab
+
1
a
+
1
b
)
+
3(ab+ a+ b) + a2 + b2 + 1
12ab
.
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Theorem (IV.2.5) ([BR07]). One has the following result,
L∆1(t) = p{a,b,1}(t) and
L∆2(t) = p{a,b,c}(t).
Section § IV.3
Dedekind Sums
In this section we are going to define the Dedekind sums giving some
properties which will be particularly useful for future results. See [RG72]
and [BR07] for a more detailed exposition.
Definition (IV.3.1). Let a, b be integers, gcd(a, b) = 1, b ≥ 1. The
Dedekind sum s(a, b) is defined as follows
(77) s(a, b) :=
b−1∑
j=1
((
ja
b
))((
j
b
))
,
where the symbol ((x)) denotes
((x)) =
{
x− [x]− 12 if x is not an integer,
0 if x is an integer,
with [x] the greatest integer not exceeding x. This is the well-known saw-
tooth function of period 1,
1/2
−1/2
1 20−1−2
y
x
which at the points of discontinuity takes the mean value between the limits
from the right and from the left.
Let us see some properties of this kind of sums (see [BR07, Corolary
8.5] or [RG72, Theorem 2.1] for further details).
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Theorem (IV.3.2) (Reciprocity Theorem, [BR07, RG72]). Let a and b
be two coprime integers. Then
s(a, b) + s(b, a) = −1
4
+
1 + a2 + b2
12ab
.
Let us express the sum (77) in terms of ath-roots of the unity (see
for instance [BR07, Example 8.1] or [RG72, Chapter 2, (18b)] for further
details).
Proposition (IV.3.3) ([BR07, RG72]). Let a, b be integers, gcd(a, b) = 1,
b ≥ 1, denote by ξb a primitive bth-root of the unity. The Dedekind sum
s(a, b) can be written as follows:
s(a, b) =
b− 1
4b
− 1
b
b−1∑
k=1
1
(1− ξkab )(1− ξkb )
.
IV.3–1. Arithmetic properties
The reciprocity law of the Dedekind sums always contains two (and in
some generalizations three and even more) Dedekind sums. We focus our
attention now on a single Dedekind sum and its properties (see [RG72,
Chapter 3] for a more detailed exposition).
Since ((−x)) = −((x)) it is clear that
s(−a, b) = −s(a, b)
and also
s(a,−b) = s(a, b).
If we define a′ by a′a ≡ 1 mod b then
s(a′, b) = s(a, b).
Proposition (IV.3.4) ([BR07, RG72]). Let a, b, c be integers, gcd(a, b) =
gcd(a, c) = gcd(b, c) = 1. Define a′ by a′a ≡ 1 mod b, b′ by b′b ≡ 1 mod c
and c′ by c′c ≡ 1 mod a. Then
s(bc′, a) + s(ca′, b) + s(ab′, c) = −1
4
+
a2 + b2 + c2
12abc
.
Proof. It is a direct consequence using Remark (IV.3.6) and Rademacher’s
reciprocity law (Corollary (IV.3.7)) in the next section. 
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IV.3–2. Fourier-Dedekind Sums
Definition (IV.3.5) ([BR07]). Let a1, . . . , am, n ∈ Z, b ∈ N, then the
Fourier-Dedekind sum is defined as follows:
sn(a1, . . . , am; b) :=
1
b
b−1∑
k=1
ξknb
(1− ξka1b )(1− ξka2b ) · · · (1− ξkamb )
.
Let us see some interesting properties of these sums.
Remark (IV.3.6) ([BR07]). Let a, b, c ∈ Z then
(1) For all n ∈ Z, sn(a, b; 1) = 0.
(2) For all n ∈ Z, sn(a, b; c) = sn(b, a; c).
(3) One has s0(a, 1; b) = −s(a, b) + b−14b .
(4) If we denote by a′ the inverse of a modulo c, then s0(a, b; c) =
−s(a′b, c) + c−14c .
Proof. The different proofs for these results can be found in [BR07,
Chapter 8]. 
With this notation we can express (73) and (75) as follows
(78) p{a,b,1}(t) = poly{a,1,b}(t) + s−t(a, 1; b) + s−t(1, b; a).
(79) p{a,b,c}(t) = poly{a,b,c}(t) + s−t(a, b; c) + s−t(b, c; a) + s−t(a, c; b).
As a consequence of Zagier reciprocity in dimension 3 (see [BR07, The-
orem 8.4]) one has the following result.
Corollary (IV.3.7) (Rademacher’s reciprocity law, [BR07]). Making t =
0 in the above expression we get
1− poly{a,b,c}(0) = s0(a, b; c) + s0(c, b; a) + s0(a, c; b) = −
1
4
+
a2 + b2 + c2
12abc
.
Section § IV.4
An Adjunction-like Formula on P2w
Let us see how to compute an Adjunction-like Formula for curves on P2w
relating g(C) and h0(P2w; Ω2(d)).
Recall the notation used in the beginning of Section IV.1. Let w0, w1, w2
be pairwise coprime integers, d ∈ N and denote by w¯ = w0w1w2, |w| =
w0 + w1 + w2 where w = (w0, w1, w2).
Note also that the degree of the canonical divisor KP2w in P
2
w is −|w|
(Definition (I.4.5)). Suppose there exists a non-singular curve C of degree d
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(recall that this is not always possible, see Remark (IV.1.10)), the classical
Adjunction Formula says,
(80) KC = (KP2w + C)|C .
Note that, equating degrees in both sides of (80), by the Weighted Be´zout’s
Theorem (Proposition (I.4.7)) one has
2g(C)− 2 = deg(KP2w + C)|C =
deg(C) deg(KP2w + C)
w¯
=
d(d− |w|)
w¯
.
This can be another approach to the combinatorial number gd,w seen in
Definition (IV.1.2).
Remark (IV.4.1). Note that one can always consider a smooth curve of de-
gree kw¯ (see Remark (IV.1.10)). In that case, by §IV.2–1 and Remark (IV.2.2)
one has
h0(P2w;O(kw¯ − |w|)) = Dkw¯−|w|,w = gkw¯,w.
Now we are going revisit this last equatity in the case C is a singular
curve.
Definition (IV.4.2). Let C ⊂ P2w be a reduced curve of degree d, the num-
ber of global conditions of C is defined as follows (recall Definition (II.3.9))
K(C) :=
∑
P∈Sing(C)
KP (f).
One has the following result.
Theorem (IV.4.3). Let us consider positive integers pi := wi and qi :=
−w−1j wk mod wi ∈ N with j < k (recall that X(wi;wj , wk) = X(pi;−1, qi)),
ri = w
−1
k d mod wi ∈ N. Recall that
A(pi,qi)ri = #
{
(x, y) ∈ N2 |pix+ qiy ≤ qiri, x, y ≥ 1
}
,
δ(pi,qi)ri =
ri(piri − pi − qi + 1)
2pi
.
Then
Dd−|w|,w = gd,w +
2∑
i=0
(
δ(pi,qi)ri −A(pi,qi)ri
)
.
Proof. From the definitions note that
Dd−|w|,w = p{w0,w1,w2}(d− |w|) =: p{w}(d− |w|).
A(pi,qi)ri = p{pi,qi,1}(qiri − pi − qi).
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On the one hand from (79) and a direct computation one obtains
Dd−|w|,w − gd,w = −1 + poly{w}(0) + s|w|−d(w1, w2;w0)
+ s|w|−d(w0, w2;w1) + s|w|−d(w0, w1;w2).
Recall that (Definition (IV.3.5))
s|w|−d(wj , wk;wi) =
1
wi
wi−1∑
l=1
1
(1− ξlwjwi )(1− ξlwkwi )ξl(d−|w|)wi
.
Notice that (Corollary (IV.3.7))
−1 + poly{w}(0) = − (s0(w1, w2;w0) + s0(w0, w2;w1) + s0(w0, w1;w2)) ,
so we get
(81) Dd−|w|,w − gd,w =
2∑
i=0
(
s|w|−d(wj , wk;wi)− s0(wj , wk;wi)
)
.
On the other hand, from (78), and tedious computations one obtains
δ(pi,qi)ri −A(pi,qi)ri =
pi + qi
2piqi
− poly{pi,qi,1}(0)
− (spi+qi−qiri(pi, 1; qi) + spi+qi−qiri(qi, 1; pi)) ,(82)
with
spi+qi−qiri(qi, 1; pi) =
1
pi
pi−1∑
k=1
1
(1− ξkqipi )(1− ξkpi)ξ
k(qiri−pi−qi)
pi
,
and
spi+qi−qiri(pi, 1; qi) =
1
qi
qi−1∑
k=1
1
(1− ξkpiqi )(1− ξkqi)ξ
k(qiri−pi−qi)
qi
= − 1
qi
qi−1∑
k=1
1
(1− ξ−kpiqi )(1− ξkqi)
,
which implies using Proposition (IV.3.3)
(83) spi+qi−qiri(pi, 1; qi) = spi(pi, 1; qi) = s(−pi, qi)−
qi − 1
4qi
.
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Since by hypothesis pi = wi, qi = −w−1j wk mod wi and ri = w−1k d
mod wi, therefore
(84)
spi+qi−qiri(qi, 1; pi) =
1
wi
∑wi−1
ℓ=1
1
(1−ξ
ℓqi
wi
)(1−ξℓwi )ξ
ℓ(qiri−wi−qi)
wi
= 1
wi
∑wi−1
ℓ=1
1
(1−ξ
ℓ(−w−1
j
wk)
wi
)(1−ξℓwi )ξ
ℓ(−w−1
j
d+w−1
j
wk)
wi
ℓ=−wj ℓ¯
= 1
wi
∑wi−1
ℓ¯=1
1
(1−ξ
ℓ¯wk
wi
)(1−ξ
−ℓ¯wj
wi
)ξ
ℓ¯(d−wk)
wi
= − 1
wi
∑wi−1
ℓ¯=1
1
(1−ξ
ℓ¯wk
wi
)(1−ξ
ℓ¯wj
wi
)ξ
ℓ¯(d−|w|)
wi
= −s|w|−d(wj, wk;wi).
Thus
(85) s|w|−d(wj , wk;wi) = −spi+qi−qiri(qi, 1; pi),
for i = 0, . . . , 2.
Using (82) it only remains to show that the right-hand side of (81)
satisfies
s|w|−d(wj , wk;wi)− s0(wj , wk;wi) = pi + qi
2piqi
− poly{pi,1,qi}(0)
− (spi+qi−qiri(pi, 1; qi) + spi+qi−qiri(qi, 1; pi)) .(86)
Applying (85) this reduces to showing
(87) − s0(wj , wk;wi) = pi + qi
2piqi
− poly{pi,1,qi}(0)− spi+qi−qiri(pi, 1; qi).
For the left-hand side we use Remark (IV.3.6)(4) and obtain
s0(wj , wk;wi) = −s(−qi, pi) + pi − 1
4pi
= s(qi, pi) +
pi − 1
4pi
.
For the right-hand side, using Corollary (IV.3.7) and (83) we have,
poly{pi,1,qi}(0)+spi+qi−qiri(pi, 1; qi) = (1− s0(qi, 1; pi)− s0(pi, 1; qi))+spi(pi, 1; qi),
which, by Remark (IV.3.6)(3) and (83) becomes(
1 + +s(qi, pi)− pi − 1
4pi
+ s(pi, qi)− qi − 1
4qi
)
+ s(−pi, qi)− qi − 1
4qi
.
Combining these equalities into (87) one obtains the result. 
Corollary (IV.4.4) (Adjunction-like Formula). Let C ⊂ P2w be a reduced
curve of degree d, then
h0(P2w;O(d− |w|)) = Dd−|w|,w = gd,w −
∑
P∈Sing(C)
δwP +K(C).
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Proof. Consider C ⊂ P2w an irreducible curve of degree d, let us see
that
Dd−|w|,w = g(C) +K(C).
To observe that it is enough to apply Theorem (IV.4.3) and recall the char-
acterization of KP (C) in the proof of Theorem (II.3.13) (see (32)).
g(C) = gd,w −
∑
P∈Sing(C)
δwP
= gd,w +
2∑
i=0
(
δ(pi,qi)ri −A(pi,qi)ri
)
︸ ︷︷ ︸
Dd−|w|,w
−
 ∑
P∈Sing(C)
δwP +
2∑
i=0
(
δ(pi,qi)ri −A(pi,qi)ri
)
︸ ︷︷ ︸
K(C)
.
The second equality in the previous identity always holds and therefore if
one considers C ⊂ P2w a reduced curve of degree d, then
h0(P2w;O(d− |w|)) = Dd−|w|,w = gd,w −
∑
P∈Sing(C)
δwP +K(C).

Let us see an example of the previous result.
Example (IV.4.5). Recall Example (I.2.8). Consider C = V (F ) in P2w with
w = (2, 3, 7) and F = (xyz+ (x3− y2)2) . One has degw(C) = 12. We know
(Example (IV.1.18)) that δw[0.0:1] = 1, g12,w = 1 and g(C) = 0. The form
τ =
Ω2
F
is logarithmic but it is not holomorphic outside the strict transform
Fˆ (see (88)), so in particular 1 /∈ MnulF,π. We need to study the number of
conditions required for a generic germ h ∈ OP , P ∈ X(7; 2, 3), so that h ∈
MnulF,π. Notice that in the present case OP = C{x, y}G7 = C{x7, y7, x2y}.
Let us see that, for example, y7τ is holomorphic outside Fˆ and therefore
y7 ∈MnulF,π,
y7 7
dx ∧ dy
xy + (x3 − y2)2
x=u1v¯1
y=v¯51 , v1=v¯
7
1
←− v51 5
du1 ∧ dv1
v1(u1 + (u31 − v1)2)
(88)
u1=u¯22, u2=u¯
5
2
v1=u¯2v2
←− u52v2 2
du2 ∧ dv2
u2v2(1 + v22)
,
Proceeding in analogous way, x7, x2y ∈ MnulF,π and hence by Defini-
tion (II.3.9) one has
K(C) = dimC OPMnulC,π
= dimC
C{x, y}G7
OP (x7, y7, x2y) = 1.
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Finally, it is straightforward to check that D12−|w|,w = D0,w = 1 and
therefore one has the result previously seen in Corollary (IV.4.4),
1 = D0,w = g12,w − δw[0.0.1] +K(C) = 1− 1 + 1.

V
Structure of H•(P2w \ R;C)
In [CAM12], Cogolludo-Agust´ın and Matei determine an explicit pre-
sentation by generators and relations of the cohomology algebraH•(P2\C,C)
of the complement of an algebraic curve C in the complex projective plane
P2, via the study of log-resolution logarithmic forms on P2.
Our aim in this Chapter is to extend this result for rational arrangements
in P2w (see Definition (V.1.1) below). As a first approach , in §V.2, we present
a basis for H1(P2w \ C;C). In §V.3 some examples of the computation of the
ring structure of H2(P2w \C;C) are provided. Finally, in §V.4, a holomorphic
presentation for H2(P2w \ R;C), for a rational arrangement R, is given.
Section §V.1
The spaces Hk(P2w \ D;C) and the residue maps
Let us start with some basic definitions and useful notation.
Definition (V.1.1).
A reduced Q-divisor in P2w will be called an arrangement. If all ir-
reducible components C0, ..., Cn in an arrangement D are rational curves
(g(Ci) = 0), we shall say D is a rational arrangement.
Notation (V.1.2). From now on, D will denote an arrangement in P2w,
and R a rational arrangement. The complement of D (resp. R) will be
sometimes denoted by XD (resp. XR) for simplicity.
Let us fix π : XD −→ P2w a Q-resolution of the singularities of an
arrangement D so that the reduced Q-divisor D = (π∗(D))red is a union of
Q-smooth divisors onXD withQ-normal crossings as described in Chapter I.
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Let us see two technical results which will be used in the subsequent
sections. Proofs are omitted because they are similar to the correspondent
results in P2, see [CA02, Propositions 2.2 and 2.5] for further details.
Proposition (V.1.3). Let D be an arrangement in P2w, then
H2(X;C) ∼= H1(D;C), and
H1(XD;C) ∼= H2(D;C)/C = Cr+1/C.
(V.1.4). Let Y be a topological space. In what follows we will denote
by hi(Y ) (resp. h
i(Y )) the dimension of the vector space Hi(Y ;C) (resp.
H i(Y ;C)). Note that, by the Universal Coefficient Theorem, hi(Y ) = hi(Y ).
In the following proposition the residue maps are applied to the case of
rational arrangements.
Proposition (V.1.5). Let D be an arrangement in P2w. Then there is an
injection
H1(XD;C)
Res[1]→֒ H0(D[1];C)
and a map
H2(XD;C)
Res[2]→ H0(D[2];C)
via the Poincare´ residue operator (recall Definition (I.5.7)). Moreover,
Res[2] is injective if and only if D is a rational arrangement.
Section §V.2
Logarithmic 1-forms: a basis for H1(P2w \ D;C)
The aim of this section is to compute a basis for H1(P2w \D;C) general-
izing [CA02, Theorem 2.11].
Notation (V.2.1). In what follows we shall consider a system of coordi-
nates [X : Y : Z] in P2w. If one writes D := {D = 0}, D can be expressed as a
product C0 ·C1 · . . . ·Cn where Ci := {Ci = 0}, Ci are irreducible components
of D. Denote also Cij := {CiCj = 0}.
Definition (V.2.2). One can consider the following differential forms
(89) σij := d
(
log
C
dj
i
Cdij
)
= dj d(logCi)− di d(logCj).
where i, j = 0, ..., n, di := degw(Ci).
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Note that, since any two determinations of log
C
dj
i
C
di
j
differ by a constant,
their differential is well defined.
Lemma (V.2.3). The holomorphic 1-forms σij are well defined on P2w \ Cij.
Proof. This is a consequence of the following two facts:
(1) Each σij is invariant under the C∗-action
λ · (X,Y, Z) = (λw0X,λw1Y, λw2Z).
(2) They vanish on the space tangent to the fibers of the natural pro-
jection
C3 \ {Cj = 0} p−→ P2w \ Cj
(X,Y, Z) 7→ [X : Y : Z]w
at any point.
Part (1) is straightforward. Let us prove (2). The vector
E(X,Y, Z) = w0X
∂
∂X
+ w1Y
∂
∂Y
+ w2Z
∂
∂Z
generates the space tangent to the fibers of j at (X,Y, Z). Hence one has to
check
σij(E(X,Y, Z)) = 0.
Note that
σij(E(X,Y, Z)) = dj
(
w0X
Ci,X
Ci
+ w1Y
Ci,Y
Ci
+ w2Z
Ci,Z
Ci
)
−di
(
w0X
Cj,X
Cj
+ w1Y
Cj,Y
Cj
+ w2Z
Cj,Z
Cj
)
,
where Ci,X , Ci,Y and Ci,Z are the derivatives of Ci with respect to X, Y
and Z respectively. Finally, by the Euler identity∑
i
wiXi
∂F
∂Xi
= degw F,
w0XCi,X + w1Y Ci,Y + w2ZCi,Z = diCi,
and therefore
σij(E(X,Y, Z)) = djdi
Ci
Ci
− didjCj
Cj
= djdi − didj = 0.

Definition (V.2.4). From the discussion above, σij defines a global differ-
ential 1-form on XD for any i, j = 0, ..., n.
Remark (V.2.5). With the previous notation, the following equalities hold:
(1) σij = −σji.
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(2) dkσij + diσjk + djσki = 0
Proof. Straightforward computation. Direct consequences of the 1-
form σij definition (89). 
Proposition (V.2.6). The pull-back π∗σij defines a logarithmic 1-form on
XD.
Proof. Since the 1-forms σij are C
∞ on XD the statement is trivial
on XD. Hence, it is enough to check the statement locally at the points of
D = XD \XD.
Let P ∈ D be a point of typeX(d; a, b) on the inverse image of D. Hence,
by Remark (I.2.3) the pull-back of σij by π can be written locally at P as a
multiple of
d(xnym)
xnym
= n
dx
x
+m
dy
y
which is logarithmic at P . 
Finally, the injectivity of the residue map Res[1] (Proposition (V.1.5))
will prove that, fixing k ∈ {0, . . . , n}, the forms σik, i 6= k define a basis for
H1(XD;C). From Corollary (I.5.12), if no ambiguity seems likely to arise,
we will use σik instead of π
∗σik.
Theorem (V.2.7). The cohomology classes of
B1(D) := {σik}i 6=k
for a fixed k, constitute a basis for H1(XD;C).
Proof. By the de Rham theorem, the classes [σik] with respect to d-
cohomology are elements of H1(XD;C). Moreover, their residues can be
obtained as follows
(
Res[1]π σik
)
Cˆj
=

dk if i = j 6= k
0 if i 6= j 6= k
−di if j = k
where Cˆj ∈ D[1] is the strict transform of Cj . Since the images are linearly
independent in H0(D[1];C), the forms σik are also linearly independent in
H1(XD;C). Finally, by Proposition (V.1.3), B1(D) has maximal cardinality.

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Section §V.3
Two examples: ring structure of H•(P2w \ C;C)
For line arrangements in P2, the 2-forms dℓiℓi ∧
dℓj
ℓj
generateH2(XL; C), but
in general it is no longer true for rational arrangements in P2. For instance,
let C = C0∪C1∪C2 be a plane quartic, where C1 is a conic, C2 is a line tangent
to C1, and C0 is a transversal line. One has h1(XC) = h2(XC) = 2 and hence,
by dimension reasons, H2(XC ;C) cannot be generated by ∧2H1(XC ;C).
As a first approach to the general problem of curves in P2w we will de-
scribe the ring structure of H•(XC ;C) for some particular examples.
V.3–1. Ring structure of H•(P2w \ {xyz = 0};C)
As a first example, let us compute the ring structure of H•(P2w \ D;C)
being D = V (xyz).
First of all the Euler characteristic χ(P2w \ D) is computed,
3 = χ(P2w) = χ(P
2
w \ D) + (χ(V (z))− 2)
+ (χ(V (y))− 2) + (χ(V (x))− 2) + 3,
then χ(P2w \ D) = 0.
On the other hand h1(P2w \ D) = h2(D)− 1 = 2 and one has
χ(P2w \ D) = dimH0(P2w,P2w \ D)− h1(P2w \ D) + h2(P2w \ D).
We conclude that h1(P2w \D) = 2 and h2(P2w \D) = 1 so we need to find two
logarithmic 1-forms and one logarithmic 2-form invariant under the Euler
operator to generate our space. Consider the following global logarithmic
1-forms (see Lemma (V.2.3)):
σ01 = w1
dx
x
− w0dy
y
,
σ02 = w2
dx
x
− w0dz
z
,
σ12 = w2
dy
y
− w1dz
z
.
The following relation is easily checked (see Remark (V.2.5)).
R0 := w2σ01 + w0σ12 + w1σ20 = 0.
By Theorem (V.2.7), σ01 and σ02 are generators of H
1(P2w \ D). Consider
now the 2-form
τ :=
Ω2
xyz
= w2
dx ∧ dy
xy
+ w0
dy ∧ dz
yz
+ w1
dz ∧ dx
zx
,
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which is clearly logarithmic (recall the definition of the weighted volume
form in (9) Ω2 := w2 zdx ∧ dy + w0 xdy ∧ dz + w1 ydz ∧ dx).
By direct computation, the following relations hold:
R1 := σ01 ∧ σ12 = w1τ,
(90) R2 := σ01 ∧ σ02 = w0τ,
R3 := σ02 ∧ σ12 = w2τ.
Summarizing all the results we get the ring structure of H•(P2w \ {xyz =
0};C). The generators are:
H•(P2w \ {xyz = 0};C) = H0(P2w \ D;C)⊕H1(P2w \ D;C)⊕H2(P2w \ D;C)
= 〈1〉 ⊕ 〈σ01, σ02〉 ⊕ 〈τ〉,
with the relation
σ01 ∧ σ02 = w0τ.
Note that H•(P2w \ {xyz = 0};C) is independent of w.
V.3–2. Ring structure of H•(P2w \ {xyz(xyz+ (x3− y2)2) = 0};C)
As a second example (recall Example (I.2.8) and Figure I.4), let us see
how to compute the ring structure of H•(P2w \D;C) being D = V (xyz(xyz+
(x3 − y2)2)) and w = (2, 3, 7). Denote by C0 = {x = 0}, C1 = {y = 0},
C2 = {z = 0} and C3 = V (F ) = {xyz+ (x3 − y2)2 = 0}. Under the previous
notation D = C0 ∪ C1 ∪ C2 ∪ C3.
We have already seen that g(C3) = 0 (see Example (IV.1.18)). Also note
that #Sing(D)∩C0 = #Sing(D)∩C1 = #Sing(D)∩C3 = 2, #Sing(D)∩C2 =
3. and χ(C3 \ {[0 : 0 : 1], [1 : 1 : 0]}) = −1 since C3 has two branches at
[0 : 0 : 1]. Finally we know that
3 = χ(P2w) = χ(P
2
w \ D) + (χ(C0)− 2) + (χ(C1)− 2)
+ (χ(C2)− 3) + (χ(C3)− 2) + 4,
then χ(P2w \D) = 1. One also has that dimH0(P2w,P2w \D) = 1 and h1(P2w \
D) = h2(D)− 1 = 3, therefore
χ(P2w \D) = dimH0(P2w,P2w \D)−h1(P2w \D)+h2(P2w \D)⇒ h2(P2w \D) = 3.
We need to find three global logarithmic 1-forms and three independent
2-forms to generate our space. Consider the following three global 1-forms,
σ01 = 3
dx
x
− 2dy
y
,
σ02 = 7
dx
x
− 2dz
z
,
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x = 0 y = 0
z = 0
C3
[1 : 1 : 0]w
P1P2P3
P4 P5
P6
P7
P8
P9
(1, 5), (2, 1)
(1, 2)
1
7
2 3
4
5
6
Figure V.1. Q-Resolution of D.
σ03 = 12
dx
x
− 2dF
F
.
By Theorem (V.2.7), they constitute a basis for H1(P2w \D;C). Consider
the following three well-defined global 2-forms,
τ0 :=
Ω2
xyz
,
τ1 :=
(x3 − y2)x2
yzF
Ω2,
τ2 :=
(x3 − y2)y
xzF
Ω2.
The following relations hold,
(91) σ01 ∧ σ02 (90)= 2τ0,
(92) σ01 ∧ σ03 = 2τ = 2(τ0 − τ1 + τ2),
(93) σ02 ∧ σ03 = 8τ2 − 2τ = 2(−τ0 + τ1 + 3τ2),
so in particular, by construction, the forms τ0, τ1 and τ2 are logarithmic.
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Consider also the well defined 2-form
τ :=
Ω2
F
,
noticing that
τ = τ0 − τ1 + τ2.
The forms τi are independent. To check that it is enough to observe
their residues (recall Definition (I.5.14)) at different points in Table 1. Let
us compute three particular illustrative examples of the computation of the
residues at different points. First of all we have to establish an order for the
divisors in the Q-resolution (see Figure V.1).
Let us compute Res
[2]
P6
(τ0). After two weighted blow-ups (recall Exam-
ple (I.2.8)) one has
7
dx ∧ dy
xy
x=u1v¯1
y=v¯15, v1=v¯71
←− 5du1 ∧ dv1
u1v1
u1=u¯22, u2=u¯
5
2
v1=u¯2v2
←− 2du2 ∧ dv2
u2v2
.
Therefore, locally at P6 ∈ X(2; 1, 1) the form can be written as
τ0 = 2
du2 ∧ dv2
u2v2
.
Then,
Res
[2]
P6
(τ0) = Res
[2]
0 2
du2 ∧ dv2
u2v2
=
2
2
(−1)σ(1,4,5,6,7,3,2) = (−1)9 = −1.
Let us compute now Res
[2]
P7
(τ1). After a weighted blow-up of type (1, 5) one
has
7
(x3 − y2)x2 dx ∧ dy
y(xy + (x3 − y2)2)
x=u¯, u=u¯7
y=u¯5v
←− (1− uv
2) du ∧ dv
uv(v + (1− uv2)2) .
Hence, locally at P7 (smooth point of X¯D) the form τ1 can be written
τ1 =
(1− uv2) du ∧ dv
uv(v + (1− uv2)2)
Res
[2]
P7
(τ1) = Res
[2]
(0,−1)
(1− uv2) du ∧ dv
uv(v + (1− uv2)2)
= Res
[2]
(0,0)
(1− u(v − 1)2) du ∧ d(v − 2uv2 + u2v4)
u(v − 1)(v − 2uv2 + u2v4)
= (−1)(−1)σ(1,2,4,5,6,3,7) = (−1)(−1)3 = 1.
As a final example, let us compute Res
[2]
P2
(τ2). In the first chart (X(2; 1, 1))
the form τ2 can be written in the following way
τ2 = 2
(1− y2)ydy ∧ dz
z(yz + (1− y2)2) .
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Notice that the ideal associated at P2 = [1 : 1 : 0] is (y
2 − 1, z2, yz) (in the
ring of polynomials invariant in [y, z]) and so, calling u = y2−1, v = z2 and
w = yz, the local ring at P2 = [1 : 1 : 0] is
OP2 =
C{u, v, w}
((u+ 1)v − w2) = C{u,w}.
After this change of coordinates one has that locally at P2
τ2 = 2
(1− y2)ydy ∧ dz
z(yz + (1− y2)2) =
−u du ∧ dw
w(w + u2)
.
−u du ∧ dw
w(w + u2)
u=u1
w=u21w1
←− − du1 ∧ dw1
u1w1(w1 + 1)
.
After another suitable change of coordinates one has
Res
[2]
P2
(τ2) = Res
[2]
0 −
du1 ∧ dw1
u1w1(w1 + 1)
= (−1)(−1)σ(1,2,3,4,7,6,5) = (−1)(−1)3 = 1.
The computations are similar in the rest of cases. The results obtained are
shown in Table 1.
Res
[2]
Pi
P1 P2 P3 P4 P5 P6 P7 P8 P9
τ0 1 0 1 1 0 −1 0 1 0
τ1 1 1 0 0 0 0 1 1 1
τ2 0 1 −1 −1 1 0 0 0 1
τ 0 0 0 0 1 −1 −1 0 0
Table 1. Res
[2]
Pi
Summarizing all the results we get the ring structure ofH•(P2w\{xyz(xyz+
(x3 − y2)2) = 0};C). The generators are:
H•(P2w \ D;C) = H0(P2w \ D;C)⊕H1(P2w \ D;C)⊕H2(P2w \ D;C)
= 〈1〉 ⊕ 〈σ01, σ02, σ03〉 ⊕ 〈τ0, τ1, τ2〉,
with the relations (91), (92) and (93) already seen.
Remark (V.3.1). Notice that given a logarithmic 2-form one can compute
its coordinates respect to a basis by means of the Res2 at the different points.
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Section §V.4
A holomorphic presentation for H2(P2w \ R;C)
Let R be a rational arrangement. Let us fix a resolution π : XR → P2w
as in (V.1.1). The purpose of this section is to give a presentation of the
space
H2(W2, d) ∼= H2(XR;C)
of global C∞ 2-forms of weight 2, module closed forms, on XR, using only
holomorphic forms as representatives.
According to Lemmas (III.2.8) and (III.1.18) i), logarithmic trees pro-
vide a simple way to construct logarithmic sheaves.
For the sake of simplicity we will introduce the following notation which
will be used in the future.
Notation (V.4.1). Let Ci, Cj , Ck be three curves in P2w (not necessarily
different). We will denote by Cijk the union Ci ∪ Cj ∪ Ck and consider Cijk a
reduced equation for Cijk. We also use dijk := degw Cijk.
For instance, if i = j = k, Cijk = Ci, Cijk = Ci and dijk = degw(Ci).
Let us see a lemma which will be of particular interest.
Lemma (V.4.2). Let Ci = {Ci = 0}, i = 1 . . . , n ∈ N be reduced Q-divisors
on P2w without common components, g(Ci) = 0 and di = degw Ci. Consider
R = {C1 · · ·Cn = 0} a rational arrangement with d = degwR = d1+· · ·+dn.
Then
gd,w −
∑
P∈Sing C
δwP = 1− n.
Proof. Denote δw(Ci) =
∑
P∈Sing Ci
δwP (Ci), one has
(94) 0 = g(R) =
n∑
i=1
g(Ci) =
n∑
i=1
(gdi,w − δw(Ci)).
On the one hand, after applying Lemma (II.2.10) one has
(95) δwP (R) =
n∑
i=1
δwP (Ci) +
∑
i 6=j
(Ci · Cj)P .
On the other hand, by Lemma (IV.1.4)
(96) gd,w =
n∑
i=1
gdi,w +
∑
i 6=j
didj
w¯
− (n− 1).
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From equations (94), (95), (96) and Weighted Be´zout’s Theorem on P2w
(Theorem (I.4.7)) one has
gd,w −
∑
P∈Sing C
δwP = 1− n.

Definition (V.4.3). Let R = ⋃iRi be a rational arrangement and π a Q-
resolution of singularities for R. For every triple (Ri,Rj ,Rk), not necessar-
ily i 6= j 6= k, let us take three points P1 ∈ Sing(Ri∩Rj), P2 ∈ Sing(Rj∩Rk)
and P3 ∈ Sing(Ri ∩ Rk). For every Pl choose two local branches, δill of Ri
and δjll of Rj . Consider
∆ :=
[
(P1, δ
i1
1 , δ
j1
1 ), (P2, δ
j2
2 , δ
k2
2 ), (P3, δ
k3
3 , δ
i3
3 )
]
.
Let us construct a sheaf M∆Rijk,π associated with ∆. Let Q ∈ Rijk, one has
the following module
(M∆Rijk,π)Q :=

OQ if Q /∈ Sing(Rijk)
(MnulRijk,π)Q if Pl 6= Q ∈ Sing(Rijk)
(Mδil ,δ
j
l
Rijk,π
)Q if Q = Pl with δ
i
l 6= δjl
(MnulRijk,π)Q if Q = Pl with δil = δ
j
l
 .
This module lead us to the corresponding sheafM∆Rijk,π which will be called
sheaf of ∆-logarithmic forms along Rijk w.r.t. π.
P1
P2 P3
δ
i1
1
δ
j1
1
δ
j2
2
δ
k2
2
δ
i3
3
δ
k3
3
∆
δ
j1
1 δ
i1
1
δ
j2
2
δ
k2
2
δ
k3
3
δ
i3
3
Ci
Cj
Ck
Figure V.2. ∆ in H1(R¯ijk;C).
Remark (V.4.4). The previous sheafM∆Rijk,π does not depend on the choice
of the resolution π. For a givenR we will simply writeM∆Rijk if no ambiguity
seems no likely to arise.
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Proposition (V.4.5). Let R be a rational arrangement in P2w as in Defi-
nition (V.4.3), then
dimH0(P2w,M∆Rijk(dijk − |w|)) > 0.
Proof. Consider a well-defined global 2-form ω = H
Ω2
Rijk
, being H a
polynomial of quasi-homogeneous degree dijk − |w| such that
H ∈ H0(P2w,M∆Rijk(dijk − |w|)) := {P ∈ Pdijk−|w|,w|PQ ∈ (M∆Rijk)Q}.
One has the following short exact sequence
0 −→M∆Rijk(dijk − |w|) −→ OP2w(dijk − |w|) −→
OP2w(dijk − |w|)
M∆Rijk(dijk − |w|)
−→ 0.
Since H1(OP2w(dijk−|w|)) = 0 and (see [Ful93, §3.5] or [RT11, Proposition
4.6] for a direct approach from toric point of view), one has
dimH
0
(P
2
w,M
∆
Rijk
(dijk − |w|))− dimH
0
(P
2
w,OP2w
(dijk − |w|)) + dimH
0

P2w,
O
P2w
(dijk − |w|)
M∆
Rijk
(dijk − |w|)


= dimH1(P2w,M∆Rijk(dijk − |w|)),
thus,
dimH
0
(P
2
w,M
∆
Rijk
(dijk−|w|))−dimH
0
(P
2
w,OP2w
(dijk−|w|))+dimH
0

P2w,
O
P2w
(dijk − |w|)
M∆
Rijk
(dijk − |w|)

 ≥ 0.
Note that the sheaf
OP2w(dijk − |w|)
M∆Rijk(dijk − |w|)
is supported on a finite number of
points. Hence one has,
dimH
0
(P
2
w,M
∆
Rijk
(dijk−|w|))−dimH
0
(P
2
w,OP2w
(dijk−|w|))+
∑
Q∈SingRijk
dim

 OP2w (dijk − |w|)
M∆
Rijk
(dijk − |w|)


Q
≥ 0.
Notice that∑
Q∈SingRijk
dim
(
OP2w(dijk − |w|)
M∆Rijk(dijk − |w|)
)
Q
=
∑
Q∈SingRijk
KQ(Rijk) = K(Rijk).
Hence
dimH0(P2w,M∆Rijk(dijk−|w|))−dimH0(P2w,OP2w(dijk−|w|))+K(Rijk) ≥ 0.
Because of dimH0(P2w,OP2w(dijk−|w|)) = Ddijk−|w|,w, the inequality one has
is the following
dimH0(P2w,M∆Rijk(dijk − |w|))−Ddijk−|w|,w +K(Rijk) ≥ 0.
By Corollary (IV.4.4) and Lemma (III.4.3)
K(Rijk) = Ddijk−|w|,w − gdijk,w +
∑
P∈Sing(Rijk)
δwP −#{i, j, k},
§V.4. A holomorphic presentation for H2(P2w \ R;C) 101
where #{i, j, k} denotes the cardinal of the set. Thus
dimH0(P2w,M∆Rijk(dijk − |w|))− gdijk,w +
∑
P∈Sing(Rijk)
δwP −#{i, j, k} ≥ 0.
Finally applying Lemma (V.4.2)
dimH0(P2w,M∆Rijk(dijk − |w|)) ≥ 1−#{i, j, k}+#{i, j, k} = 1 > 0.

Remark (V.4.6). Notice that Definition(V.4.3) and Proposition (V.4.5) can
be automatically extended in the case Cijk has only one or two components
which allows the existance of a one-cicle defined by ∆ in H1(R¯;C).
Therefore, it can be concluded that the logarithmic sheaf M∆Rijk(dijk −
|w|) has non-trivial global sections. After this result we are in conditions to
prove the following theorem.
Theorem (V.4.7). Let R = ⋃iRi be a rational arrangement in P2w and
π a Q-resolution of singularities for R. Let H be a polynomial of quasi-
homogeneous degree dijk − |w|, such that
H ∈ H0(P2w,M∆Rijk(dijk − |w|)).
The well-defined global 2-forms with ω = H
Ω2
Rijk
form a holomorphic pre-
sentation of H2(P2w \ R,C).
Proof. Proposition (V.4.5) assures the existance of such 2- forms ω =
H
Ω2
Rijk
, satisfaying H ∈ H0(P2w,M∆Rijk(dijk − |w|)). Consider the map
(97) H
2(XR;C)
2R[1]←→ H1(R¯[1];C)
π∗ω ←→ ∆
with 2R[1] the generalization of the Poincare´ Residue Operator (see §1.3
in [CA02] and §I.5) which is injective (Proposition (V.1.5)).
One has that under the residue map 2R[1], Im(H2(XR;C)) ∼= H1(R,C),
by Proposition (V.1.3) one has
h2(XR;C)) = h1(R,C).
From the construction made in Proposition (V.4.5) (see FigureV.2), this
map (97) is clearly surjective. This gives us a set of 2-forms which generates
H2(XR;C). 
Corollary (V.4.8). Following the proof in Theorem (V.4.7) one has a
method to find the relations among the generators in H2(XR;C) by means
of the relations in H1(R¯[1];C).
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Example (V.4.9). Let us see how to compute the ring structure of H•(P2w\
D;C) being D = V (xyz(xyz+(x3−y2)2)) and w = (2, 3, 7) using the results
seen in this last section. Recall that this is a rational arrangement (Exam-
ple (IV.1.18)). We have studied a Q-resolution of D in Example (I.2.8)
(see Figure V.3), computed part of its different logarithmic trees in Exam-
ples (III.3.2) and (III.3.5), and analyzed in detail its cohomology ring in
§V.3–2.
Denote by δji the different local branches at the points Pj as shown in
Figure V.3.
x = 0 y = 0
z = 0
(1, 5), (2, 1)
(1, 2)
P2P3 P1
P4
δ1
1
δ2
1
δ2
2
δ1
2
δ2
3
δ1
3
δ2
4
δ1
4
δ3
4
δ4
4
δ1
3
δ2
1
δ1
1δ
2
3
δ1
4
δ3
4
δ2
4
δ4
4
δ1
2
δ2
2
∆1
∆2
∆0
Figure V.3. Representation of ∆i.
Let us consider for example the following three ∆i’s:
∆0 :=
[
(P1, δ
1
1 , δ
2
1), (P3, δ
1
3 , δ
2
3), (P4, δ
1
4 , δ
2
4)
]
,
∆1 :=
[
(P1, δ
1
1 , δ
2
1), (P2, δ
1
2 , δ
2
2), (P4, δ
2
4 , δ
4
4)
]
,
and
∆2 :=
[
(P2, δ
1
2 , δ
2
2), (P3, δ
1
3 , δ
2
3), (P4, δ
1
4 , δ
3
4)
]
.
Recall the three 2-forms defined in §V.3–2 ,
τ0 :=
Ω2
xyz
= H0
Ω2
xyz
,
τ1 :=
(x3 − y2)x2
yzF
Ω2 = H1
Ω2
yzF
,
and
τ2 :=
(x3 − y2)y
xzF
Ω2 = H2
Ω2
xzF
.
We already know that τ0, τ1 and τ2 constitute a basis for H
•(P2w \ D;C)
(recall §V.3–2).
Let us see H0 ∈ M∆0xyz(0), H1 ∈ M∆1yzf (10) and H2 ∈ M∆2xzf (9) (recall
Definition (V.4.3)).
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Let us consider the germs hij , i = 0, 1, 2 at the different points Pj ,
j = 1, . . . , 4, shown in Table 2. Denote by u1 = (yz + (1− y2)2) ∈ OP1 and
u2 = (xz + (x
3 − 1)2) ∈ OP3 unities in their correspondent local rings. One
has the following Table 2:
hij P1 P2 P3 P4
H0 1 (w + u
2)(u+ 1)−1 1 xy + (x3 − y2)2
H1 u
−1
1 (1− y2) −u(u+ 1)−1 u−12 x3(x3 − 1) x3(x3 − y2)
H2 u
−1
1 (1− y2)y2 −u u−12 (x3 − 1) y2(x3 − y2)
Table 2.
Remark (III.5.2) gives us a characterization of the modules in the sheaf
of Definition (V.4.3) by means of logarithmic trees. To check the hypothesis
one has to construct the different appropriate logarithmic trees seen in Chap-
ter III (recall Examples (III.3.2), (III.3.5) and Figure V.4) and compare it
with the restrictions TPj |hij to the different germs in Table 2 (recall Defini-
tion (III.1.14)).
δ
1
2
δ
2
2 δ
1
2
δ
2
2 δ
1
2
δ
2
2
T˜P2(w(w + u
2)) T˜ nul
P2
(w(w + u2)) T˜
δ
1
2
δ
2
2
P2
(w(w + u2))
4
1 1 0
2
0 0 0
1
0 0 1
Figure V.4. Different logarithmic trees for w(w + u2) in C2.
The different restrictions of the logarithmic trees are constructed in Fig-
ures V.5 to V.8.
δ
1
1
δ
2
1
T˜P1 |h01
δ
1
1
δ
2
1
T˜P1 |h11
δ
1
1
δ
2
1
T˜P1 |h21
0
0 0
0
0 0
2
2 0
Figure V.5. Restriction of T˜P1 to hi1.
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δ
1
2 δ
2
2
T˜P2 |h02 T˜P2 |h12 T˜P2 |h22
δ
1
2 δ
2
2
δ
1
2 δ
2
2
2
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1
0 0 1
1
0 0 1
Figure V.6. Restriction of T˜P2 to hi2.
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T˜P3 |h03 T˜P3 |h13 T˜P3 |h23
δ
2
3
δ
1
3 δ
2
3
δ
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3
0
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Figure V.7. Restriction of T˜P3 to hi3.
δ
1
4 δ
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4
δ
2
4 δ
4
4
T˜P4 |h04 T˜P4 |h14 T˜P4 |h24
δ
1
4 δ
3
4 δ
1
4 δ
3
4
6
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0 1
δ
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4 δ
4
4
6
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δ
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4 δ
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4
13
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Figure V.8. Restriction of T˜P4 to hi4.
Looking at the construction of the trees in Figures V.5 to V.8 one has
the following facts:
• T˜P1 |h01 ≥ T˜ δ
1
1δ
2
1
P1
, T˜P2 |h02 ≥ T˜ nulP2 , T˜P3 |h03 ≥ T˜
δ13δ
2
3
P3
and T˜P4 |h04 ≥ T˜ δ
1
4δ
2
4
P4
.
• T˜P1 |h11 ≥ T˜ δ
1
1δ
2
1
P1
, T˜P2 |h12 ≥ T˜ δ
1
1δ
2
1
P2
, T˜P3 |h13 ≥ T˜ nulP3 and T˜P4 |h14 ≥ T˜
δ24δ
4
4
P4
.
• T˜P1 |h21 ≥ T˜ δ
1
1δ
2
1
P1
, T˜P2 |h22 ≥ T˜ δ
1
1δ
2
1
P2
, T˜P3 |h23 ≥ T˜ δ
1
3δ
2
3
P3
and T˜P4 |h24 ≥ T˜ δ
1
4δ
3
4
P4
.
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Finally one concludes that H0 ∈ M∆0xyz(0), H1 ∈ M∆1yzf (10) and H2 ∈
M∆2xzf (9).

CONCLUSION AND FUTURE WORK
Along these lines we will give a non-exhaustive list of applications of the
results obtained in this thesis as well as the problems we would like to study
for possible future work.
The results here obtained are essential in the study of resonance vari-
eties and formality. The cohomology ring provides a useful way to compute
resonance varieties (see for instance [CA02]). This present work can be
also used in order to study the formality of the complement of curves in
weighted projective planes following a similar philosophy as in the works of
[Bri73, OS80] and [CAM12] where the authors prove that the comple-
ments of hyperplane arrangements and curves in P2 are formal spaces.
As we have already mentioned, in [CAM12], Cogolludo-Agust´ın and
Matei determine an explicit presentation by generators and relations of the
cohomology algebra H•(P2 \ C,C) of the complement to an algebraic curve
C in P2. The existence of genus makes the holomorphic classes not to be
enough to generate the cohomology ring, and so, anti-holomorphic forms
are required. The main result in this thesis has been presented for rational
curves in P2w (Chapter V) generalizing the result in [CA02]. Our intention
in future works will be to get an analogous result to [CAM12] for algebraic
curves C (not necessarily rational) in the weighted projective plane P2w.
Another invariants of the pair (P2w, C) we would like to study in a closed
future would be the sequence of characteristic varieties of C and the funda-
mental group of the complement of an algebraic curve C ∈ P2w.
The sequence of characteristic varieties of C ∈ P2w, {Chark(C)}k∈N was
first studied by Libgober in [Lib01] for curves in P2. It is used to obtain
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information about all abelian covers of the complex projective plane P2
ramified along the curve C. This study can be generalized in the case of
C ∈ P2w.
The fundamental group of the complement of an algebraic curve C ∈ P2w
is a very important topological invariant of the pair (P2w, C). In the case
of P2, techniques for computing a finite presentation of these groups were
first carried out by Zariski ([Zar95]) and van Kampen ([Kam33]). We have
used a variation of this method to compute the fundamental group for certain
weighted projective curves in P2w in some particular examples. We plan to
find more general and effective methods for this computation. Along this
time, the study of Zariski-Van Kampen Theorem and braid monodromy has
lead us to two works ([ACO12a] and [ACO12b]) related, in some way, with
our future purpose. In [ACO12a], we present a new method for computing
fundamental groups of curve complements using a variation of the Zariski-
Van Kampen method on general ruled surfaces. In [ACO12b] we describe
a method to reconstruct the braid monodromy of the preimage of a curve
by a Kummer cover.
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A lo largo de estas l´ıneas vamos a dar una lista de algunas de las apli-
caciones que tienen los resultados obtenidos en esta tesis as´ı como de los
problemas que preveemos atacar de cara a posibles trabajos futuros.
Los resultados aqu´ı obtenidos son esenciales para entender las varie-
dades de resonancia y la formalidad de los espacios estudiados. El anillo
de cohomolog´ıa proporciona una forma u´til de calcular las variedades de
resonancia (ver por ejemplo [CA02]). Este trabajo se puede utilizar tam-
bie´n para estudiar la formalidad del complementario de curvas en planos
proyectivos ponderados siguiendo una filosof´ıa similar a la de los trabajos
de [Bri73, OS80] y [CAM12] donde los autores prueban que los comple-
mentarios de configuraciones de hiperplanos y curvas en P2 son espacios
formales.
Como ya hemos mencionado, en [CAM12], Cogolludo-Agust´ın y Matei
determinan una presentacio´n expl´ıcita dando los generadores y relaciones
del a´lgebra de cohomolog´ıa H•(P2 \ C,C) del complementario de una curva
algebraica C en P2. La existencia de ge´nero hace que no sea suficiente traba-
jar con formas holomorfas para generar el anillo de cohomolog´ıa, de ah´ı que
sea necesario introducir formas anti-holomorfas. El resultado principal de
esta tesis se presenta para el caso de curvas racionales en P2w (Cap´ıtulo V),
generalizando el resultado obtenido en [CA02]. Nuestra intencio´n en traba-
jos futuros sera´ obtener un ana´logo a [CAM12] para curvas algebraicas C
(no necesariamente racionales) en el plano proyectivo ponderado P2w.
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Otros invariantes del par (P2w, C) que nos gustar´ıa estudiar en un futuro
pro´ximo ser´ıan la sucesio´n de variedades caracter´ısticas de C y el grupo
fundamental del complementario de una curva algebraica C ∈ P2w.
La sucesio´n de variedades caracter´ısticas de C ∈ P2w, {Chark(C)}k∈N fue
estudiada por Libgober en [Lib01] para el caso de curvas en P2. Se usa
para obtener informacio´n acerca de todas las posibles cubiertas abelianas
del plano proyectivo complejo P2 que ramifican a lo largo de la curva C.
Este estudio se puede generalizar para el caso de C ∈ P2w.
El grupo fundamental del complementario de una curva algebraica C ∈
P2w es uno de los invariantes topolo´gicos ma´s importantes del par (P
2
w, C).
En el caso de P2, te´cnicas para calcular una presentacio´n finita de estos
grupos fueron estudiadas por primera vez por Zariski ([Zar95]) y van Kam-
pen ([Kam33]). Hemos utilizado variantes de este me´todo para calcular
el grupo fundamental de ciertas curvas proyectivas ponderadas en P2w para
varios ejemplos. En un futuro pro´ximo queremos encontrar me´todos ma´s
generales y efectivos para este ca´lculo. Durante este tiempo, el estudio del
Teorema de Zariski-Van Kampen y de la monodromı´a de trenzas nos ha lle-
vado a la consecucio´n de dos trabajos ([ACO12a] y [ACO12b]) que esta´n
relacionados, en cierto modo, con nuestro propo´sito futuro. En [ACO12a],
presentamos un me´todo para calcular grupos fundamentales del complemen-
tario de curvas sobre superficies regladas usando una variacio´n del me´todo
de Zariski-Van Kampen. En [ACO12b] describimos un me´todo para re-
construir la monodromı´a de trenzas de la preimagen de una curva por una
cubierta de Kummer.
CONCLUSION ET TRAVAUX FUTURS (French)
On donne une liste non exhaustive des applications des re´sultats obtenus
dans cette the`se et une liste des proble`mes que l’on pre´voit d’aborder dans
les travaux a` venir.
Les re´sultats obtenus ici sont indispensables pour comprendre les varie´te´s
de re´sonance et la formalite´ des espaces e´tudie´s. L’anneau de cohomologie
fournit un moyen utile de calculer les varie´te´s de re´sonance (voir par exemple
[CA02]). Ce travail peut e´galement eˆtre utilise´e pour e´tudier la formalite´
des comple´mentaires de courbes dans les plans projectifs ponde´re´s suivant
l’esprit du travail de [Bri73, OS80] et [CAM12] ou` les auteurs montrent
que les comple´mentaires des configurations d’hyperplans et des courbes dans
P2 sont des espaces formels.
On a signale´ un re´sultat de Cogolludo-Agust´ın et Matei ([CAM12])
ou` ils obtiennent une pre´sentation explicite par ge´ne´rateurs et relations
de l’alge`bre de cohomologie H•(P2 \ C,C) du comple´mentaire d’une courbe
alge´brique C dans P2. S’il y a des composantes de genre positif, les classes ho-
lomorphes ne suffissent pas pour engendrer l’anneau de cohomologie, et dans
ce cas, des formes anti-holomorphes sont ne´cessaires. Le re´sultat principal de
cette the`se est pre´sente´ pour le cas des courbes rationnelles dans P2w (Cha-
pitre V), ge´ne´ralisant le re´sultat obtenu dans [CA02]. Notre intention dans
le futur est d’obtenir un analogue de [CAM12] pour les courbes alge´briques
C (pas ne´cessairement rationnelles) dans le plan projectif ponde´re´ P2w.
Un autre invariant de la paire (P2w, C) a` e´tudier prochainement est la suite
des varie´te´s caracte´ristiques C et le groupe fondamental du comple´mentaire
d’une courbe alge´brique C ∈ P2w.
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La suite {Chark(C)}k∈N des varie´te´s caracte´ristiques a e´te´ e´tudie´ par
Libgober dans [Lib01] pour les courbes de P2. Elle est utilise´e pour obtenir
des renseignements sur tous les reveˆtements abe´liens du plan projectif com-
plexe P2 ramifie´s le long de la courbe C. Cet e´tude peut eˆtre ge´ne´ralise´e au
cas de C ∈ P2w.
Le groupe fondamental du comple´mentaire d’une courbe alge´brique C ∈
P2w est l’un des plus importants invariants topologiques de la paire (P
2
w, C).
Dans le cas de P2, la me´thode de calcul d’une pre´sentation finie de ces
groupes provient des travaux de Zariski ([Zar95]) et van Kampen ([Kam33]).
On a utilise´ des variations de cette me´thode pour calculer le groupe fonda-
mental des certaines courbes projectives ponde´re´es dans P2w dans quelques
exemples. On envisage de trouver des me´thodes plus ge´ne´rales et effectives
pour ce calcul. Au cours de ce travail, l’e´tude du The´ore`me de Zariski-Van
Kampen et de la monodromie de tresses nous a conduit a` deux travaux
([ACO12a] et [ACO12b]) relie´s, d’une certaine fac¸on, a` cet objectif. Dans
[ACO12a], on pre´sente une me´thode pour calculer les groupes fondamen-
taux du comple´mentaire des courbes sur des surfaces re´gle´es en utilisant une
variante de la me´thode de Zariski-Van Kampen. Dans [ACO12b] on de´crit
une me´thode pour reconstruire la monodromie de tresses de la pre´image
d’une courbe par un reveˆtement de Kummer.
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