Abstract-This paper investigates the applicability of information theory to predicting operator performance in diagnosis tasks at nuclear power plants (NPPs). Some general descriptions about diagnosis tasks in a main control room (MCR) are provided and information theory conventionally used in the studies of human information processing is briefly reviewed. Then, as an alternative to classical information theory, this paper proposes a method to quantify the cognitive information flow of diagnosis tasks, integrating a stage model (a qualitative approach) with information theory (a quantitative approach). An information flow model is developed based on operating procedures and quantified using Conant's model. Finally, three experiments were conducted to evaluate the effectiveness of the proposed approach to predicting human performance, especially average diagnosis time. The results of two experiments show that subjects' diagnosis time has a proportional relationship to the quantified information flow. The other investigated operator performance variation in terms of accuracy under system-paced information presentation. As a result of the third experiment, subjects showed better performances in a specific range of information rate, compared with in other ranges.
Investigation on Applicability of Information Theory to Prediction of Operator Performance in Diagnosis
Tasks at Nuclear Power Plants
I. INTRODUCTION
T HE distinctive character of the nuclear power plant (NPP) situation and that of highly computerized or automated systems, in general, is that it is highly uncertain; there is incomplete, partial, conflicting, missing, and changing data; changing systems status in a critical time context; and incremental decision making [1] . As a monitor and supervisor in highly automated systems, the human operator must be involved in the tasks of diagnosing system failures [2] . Diagnosing large, complex and automated systems like NPPs is a very difficult task for human operators, even if they are superior to a machine in the task.
Information processing tasks can be defined as those in which a set of inputs is mapped into a set of outputs according to criteria [3] . One of aims of research on human information processing is to describe human capacity, measure workload and task complexity [4] , and define task design approaches supporting operators. For this purpose, the amount of information that an operator processes in a task can be a useful quantitative measure of workload that the task imposes on the operator; that is, taskload. Information theory is one of the most well-known approaches to measure the amount of information.
In the next section, some general descriptions about diagnosis tasks in a main control room (MCR) and a brief introduction to an information flow model for diagnosis tasks of NPPs are provided. Subsequently, information theory, conventionally used in the studies of human information processing, is briefly reviewed and an alternative method to quantifying the amount of information, Conant's [24] model, is proposed.
This paper investigates the applicability of information theory to predicting operator performance in diagnosis tasks of NPPs. As an alternative to classical approaches, this paper presents a method to quantify the cognitive information flow of diagnosis tasks, integrating a stage model (a qualitative approach) with information theory (a quantitative approach). The method includes: 1) constructing the information flow model, which consists of four stages based on operating procedures of NPPs and 2) quantifying the information flow using Conant's model, a kind of information theory. All the tasks of NPPs must be performed based on operating procedures. Thus, the model development focuses on the information flows of operating procedures. The cognitive information flow can be viewed as the amount of information which the diagnosis task demands operators to deal with.
Three experiments were conducted to evaluate the effectiveness of the proposed approach to predicting human performances, especially average diagnosis time. Two of them were carried out in the laboratory and the other was conducted in a real plant. In two experiments, subjects' average diagnosis time was compared with the proposed measure, namely, information flow. In the other, the variation in subject performance was examined according to demanded processing rate in terms of the information flow.
II. BACKGROUND

A. Diagnosis Tasks in a MCR
Diagnosis is one of the most complex and mental resource-demanding tasks in NPPs, especially, to MCR operators. In highly complex technical installations involving high hazard such as NPPs, diagnosis is a crucial part of disturbance control [5] . A diagnosis task in NPPs involves observation of an abnormal situation, identification of symptoms, search for possible cause, selection of appropriate procedure, and initiation of 0018-9499/03$17.00 © 2003 IEEE corrective actions. When a fault or accident occurs, abnormal changes appear on the human-machine interface (HMI) as some symptoms resulting from the fault. Mostly depending on the observed information on the HMI, MCR operators are supposed to infer the root of cause. It is also known that people generally have greater difficulty with diagnostic than with causal reasoning [6] .
There are several environmental characteristics of diagnosis tasks in MCRs which are distinguished from other industries: 1) the need to follow operating procedures; 2) the lack of operator capability to perform diagnostic operations on the system; 3) operator use of intelligent aids; and 4) team operation. First, MCR operators must follow operating procedures which can be equipped in the control room or memorized. In other words, the diagnosis tasks should be rule-based behaviors in Rasmussen's levels of problem-solving activity, that is, skill-, rule-, and knowledge-based behavior [7] . Many efforts in NPP design are devoted to reducing the number of knowledge-based behaviors that operators can take when they encounter a novel fault. Even the rules that operators should follow to address failure in identifying a fault are provided, since knowledge-based behavior is expected to be more error-prone than rule-based behavior and require more time for the appropriate action to be taken [8] . This is also a central rationale for the new symptom-oriented emergency operating procedures (EOPs).
Second, there is a tendency to prevent operators from committing actions on the plant for diagnosis. This means that actions for diagnosis are prohibited and the diagnosis has to rely on MCR operator's observation. That makes the diagnosis in MCR more difficult and cognition-dependent. For instance, MCR operators are not allowed to attempt to open or close a valve in order to check the abnormality of the valve. The reason is that a careless action performed on a faulty system may cause a catastrophe. This trend is obvious in emergency operation. The diagnosis procedure that usually is provided in emergency situation also tends not to involve any actions on the plant for diagnosis.
Third, MCR operators can use intelligent operator aids based on expert systems and other artificial intelligence-based technology. Information in advanced an MCR is typically presented in "predigested" form; that is, raw data parameters are processed and integrated into a higher level of abstraction [10] , in order to reduce operator mental workload. The typical aid systems include alarm processing systems, fault diagnostic systems, and computer-based procedure (CBP) systems, even if the boundaries between the systems are getting more ambiguous and the systems are integrated. Main functions of an alarm processing system are alarm definition, alarm processing, alarm display, and alarm control and management [11] . Fault diagnostic systems are an instrument through which an operator directly obtains, not only the values of the plant's parameters, but also the meaning of those parameters and when appropriate, possible suggestions for corrective actions [12] . The CBP systems were developed to assist personnel by computerizing paper-based procedures.
Four, MCR operators are organized into a team. The operators of a team maintain communication with each other during operation and exchange information about the status of the plant. Therefore, an operator is not only a diagnostician, but also can be an information supporter to other operators at the same time, like an operator support system.
B. Information Flow Modeling
Many studies on human cognitive behaviors describe operator information processing by using several stages or steps involving specific functions [20] - [22] . As introduced in the next section, this paper proposes an information flow model which consists of four stages: perception and comprehension, identification, diagnosis, and decision making. The model regards a diagnosis task as a sequence of cognitive activities from information acquisition to procedure selection according to an operator's diagnosis process. We define five states of information and the states are transformed in each stage. More detailed descriptions of the model will be provided in Section III-A.
When developing the model, we took four aforementioned characteristics of NPP MCRs into account. At first, this model describes the information flow based on operating procedures. It does not also involve action execution. Thus, the inputs of the four-stage model are all kinds of information from environments and the output is a procedure, since the actions to be executed are straightforwardly decided by operating procedures. The information flow model of this paper is based on Rasmussen's works [5] , [13] , [14] , especially the decision ladder in cognitive task analysis. Therefore, this model can be viewed as a modified one, eliminating some processes concerned with goal selection and target state prediction from the decision ladder, since a procedure also includes the description of the goal and target state. Operator use of intelligent aids and team operation were also taken into account. By defining the information states, we can deal with relatively raw data from the control panel and preprocessed information from support systems or other operators, separately.
C. Information Theory and Application to Human Performance Prediction
This paper uses Conant's model, especially the concept of information flow, as a quantification method [24] - [26] , [31] . The amount of transmitted information derived from information theory was the most well-known measure to representing human action selection. However, it appears that the classical information theory has little use in describing diagnosis tasks of NPPs because of its limited applicability for representing complex human-machine system tasks. Thus, this paper proposes the information flow of Conant's model as an alternative of classical information theory.
Based on the information theory, the amount of information, bits, is simply equal to the base 2 logarithm of the inverse of the probability (1) where is the amount of information and is the probability of the occurrence of event . The average information conveyed by a series of events with different probabilities is computed as (2) Fig. 1 . Diagram of an information channel [3] . where probability of occurrence of event total number of possible events. Equation (2) is exactly the same as the mathematical definition of entropy in statistical mechanics. Information is related to uncertainty. An important characteristic of (2) is that when the events are not equally likely, will always be less than its value when the same events are equally probable.
The amount by which two variables are related (i.e., they are not statistically independent) is measured by the transmission between them, denoted as and defined through probabilities or by (3) denotes the amount of information in A, conditional on B; it is the amount of information in A when B is known.
denotes the total information corresponding to the combined occurrence of A and B. The transmission is a measure of relatedness between variables, which accounts for its usefulness in system science. falls in the interval , being 0 if and only if and are statistically independent and maximum if and only if one variable determines the other.
Information theory realized great popularity with psychologists since it seemed to be able to explain human capacity and predict response time (RT) in transmission tasks. The basis of information theory is to regard a human operator as an information channel, as shown in Fig. 1 . Thus, its application concentrated on information transmission tasks, the objective of which is to respond consistently to a set of stimuli as in relaying messages, the operation of a cash register or tasting tea [3] . From Garner's [15] summary of several studies conducted with different sensory modalities, investigators have found the limit of channel capacity to be at about at 2-2.5 bits of information. Hick [16] and Hyman [17] , independently, showed a linear relation between average reaction (or response) time and the average information transmitted per response However, many aspects of task performance that cannot be described adequately in terms of information theory were reported [6] , [18] . These include: 1) an anchoring effect which establishes that the judgments of subjects depend on the context in which stimuli are presented; 2) variation in RT resulting from stimulus discriminability; 3) repetition and practice effects which usually yield a faster RT; 4) variation in RT caused by the complexity and confusability of response; 5) the effect from compatibility of stimulus-response and location; and 6) inconstant processing bandwidth of human operators in terms of bit rate (bit/s). In some contexts, however, information theory may still be useful in spite of these inabilities. Unless information theory is expected to describe all of human information processing perfectly, information theory may be useful in predicting human performance. Besides anchoring effect which largely depends on tasks, the influence of other aspects may be limited in static environments, such as the MCR in an NPP. For instance, the variation of RT that results from complexity/confusability of response and compatibility becomes relatively small with fixed HMIs. The Hick-Hyman law also is used to predict search time in the computerized main control room [19] .
However, it is difficult to straightforwardly apply this metric to the diagnosis tasks of NPPs. First, the information flow of diagnosis tasks in NPPs does not usually form one-to-one mapping between stimulus and response. The tasks for which information theory appears to be particularly useful are response selection processes in which stimulus-response linkages are clearly one-to-one mapped. On the contrary, a fault in NPPs usually produces multiple changes of variables or multiple alarms on the HMI. During the diagnosis task, the multiple inputs converge into a result (a fault or procedure). Second, classical information theory is not adequate for representing stage models. A number of recent qualitative studies on describing cognitive behaviors of human operators view human information processing as a linear series of fixed processing stages, as mentioned above. Diagnosis tasks are also modeled as a sequential process which is more complicated than response selection [1] , [13] , [23] . Since information theory only deals with relations between input and output, it is difficult to well-describe the operator's internal process of stage models with information theory. Third, information transmission is not a unique effort by operators. As shown in Fig. 1 , an operator should deal with lost information and noise as well as transmitted information. We believe that the operator spends his/her effort processing the lost information and noise, even if they are internally related (e.g., as the transmitted information increases, the lost information may decrease).
In summary, the amount of transmitted information and the single stage model of classical information theory have some limitations in applying to description of diagnosis tasks of NPPs. Conant's model that is adopted in this paper has greater applicability to the MCR and NPP and the operations that occur in these contexts. One of the main advantages is that Conant's model allows us to develop hierarchical and complex models for information processing, which is very adequate for multistage model. This paper proposes the information flow as a measure of human performance for diagnosis tasks, instead of the transmitted information of classical information theory. The information flow of Conant's model includes information blockage, relatedness between information, and noise as well as the transmitted information. In the next section, a method for quantifying the information flow of diagnosis tasks in NPPs will be provided.
III. METHOD FOR QUANTIFYING THE INFORMATION FLOW OF DIAGNOSIS TASKS IN NPPS
The information flow model proposed in this section is based on operating procedures in NPPs. In NPPs where safety is regarded as the most important factor in operation, well-organized procedures are provided for operators. Operators are trained to follow the procedures during operation. They are also trained to diagnose the plant and perform actions, following the procedures. This is the reason why this model is developed based on descriptions written in the operating procedures. This section is based on in part of the work of Kim and Seong [31] . Signal: A signal is the state of information that exits in the environment or is provided by the environment. It can be a set of indicators and alarms on the control panel or verbal messages from other operators. It may mean sensory data presented on cathode ray tubes (CRTs).
A. Development of Information Flow Model for Diagnosis Tasks of NPP
Sign: A sign is the perceived meaning of the signals that alarms and indicators represent. For instance, an operator assigns specific meanings to alarms and indicators and generates significant or meaningful states of the information, namely, the sign.
Symptom: A symptom is a perceived state of the plant and a high-level abstraction about the plant state, as compared to a sign. It is usually related to a change of the state of the plant and the phenomena produced by the anomalies.
Cause: A cause is related to why the anomalies or faults occur. A cause contains information about the location of the anomalies and the root of the cause.
Procedure: A procedure includes the predefined steps to follow for problem solving. It may be a written or memorized procedure to be performed in order to achieve the goal.
The information of EOPs can be categorized as shown in Table I . Rasmussen defined an excellent classification of information as signal, sign, and symbol [7] . Cacciabue also presented a useful categorization about the data in NPPs, in a cognitive simulation model (COSIMO) [23] . Following and clarifying these two approaches, our categorization focuses on analysis of the practical information in operating procedures for diagnosis tasks. 
2) Development of the Information Flow Model of Diagnosis Tasks in NPPs:
This paper describes NPP operator diagnosis tasks as a sequence of: 1) gathering information from HMIs (perception and comprehension); 2) identifying symptoms (identification); 3) reasoning faults (diagnosis); and 4) selecting a corresponding procedure (decision making).
The perception and comprehension stage assigns a certain cognitive meaning to the signal coming from the environments. In the perception and comprehension stage, all states of information can be generated as a result of information processing, as shown in Fig. 2 . For instance, if the input is a signal from indicators on a control panel, the state generated would usually be a sign. If the input is a signal from alarms, a sign, symptom, or cause can be generated according to the meaning that the alarm represents. If a CBP system can provide operators with a procedure in advanced MCRs, the procedure provided by the CBP is transformed to the state of procedure from the signal in the perception and comprehension stage.
The identification stage identifies the state of the plant and generates the symptom states. In the diagnosis stage, operators try to find the location and the cause of anomalies or faults. In the decision making stage, a procedure to be followed is selected according to the diagnosed result. The same state of information can be received and also generated in a stage like Number 8 in Fig. 2 . For instance, the identification stage may receive symptoms as inputs, validate them, and generate symptoms.
The generated state of information can be transferred to the next stage or be blocked if it is determined to be irrelevant like Numbers 11 and 12 in Fig. 2 . There are only one-to-one mappings in the perception and comprehension stage, since one signal is transformed to or perceived as one state of information.
This work assumes that the information processing in the stages is carried out through mapping (e.g., many-to-one and one-to-one), transferring to the next stages, or blocking. Fig. 3 shows an example. Consider an operation wherein an operator identifies a symptom, "Reactor coolant system (RCS) pressure is abnormally decreasing." In order to identify this symptom, the operator can read the pressure value on the pressurizer pressure indicator and see "pressurizer proportional heater is on" on the indicator and "RCS low pressure" on the alarm panel. In the identification stage, the operator then realizes that RCS pressure is abnormally decreasing, based on the three signs. Subsequently, the symptom may or may not be transferred to the diagnosis stage according to necessity or relevance.
B. Quantification of the Information Flow for Diagnosis Tasks 1) Conant's Model:
Conant used information theory to analyze real-world systems. He admits that "there are obvious dangers in applying information theory to real-world systems not thus constrained, since information theory is designed for use under the severe mathematical constraints of stationarity and ergodicity." However, Conant's model is also regarded as a useful tool for describing human information processing, especially, the information flow of diagnosis tasks, which are relatively static.
Conant considered a system as an ordered set of variables . Those variables in S that can be directly observed from its environment constitute output variables. The set of these output variables is denoted as , with . The remaining variables within are internal variables, denoted as . Hence,
. denotes all relevant variables outside , namely environmental variables. Next, Conant obtained an expression for the total information (in bits) as a measure of the total processing activity within (5) The different constituents of can be defined as follows: (6) The total information flow for a system is expressed as (7) : a subsystem of a system
The total information flow in system is represented by the sum of the total flow for subsystems.
The total flow is also the sum of the entropy of the individual variables. It represents the total activity in if intervariable relationships are ignored. Conant also pointed out that we can view as the total amount of "computing" going on in . Subsequently, the total activity can be expressed by the sum of four terms (or activities), that is, throughput, blockage, coordination, and noise. The throughput measures the input-output flow rate of , or the number of bits per step passing through as a communication channel. The blockage is the amount of information about the input , which is blocked within and not allowed to affect the output. The coordination represents a measure of the total relatedness between all the variables in . The noise represents the amount of internally generated information in the process. The dimension of these terms is bits.
2) Quantification of the Information Flow for Diagnosis Tasks:
To illustrate the calculation of the quantities above, the example of Fig. 3 can be represented as shown in the Fig. 4 . We assume that all the information has two states that the information exists/does not exist and in many-to-one mapping the output exists only if all the inputs exist. This assumption is reasonable in modeling the tasks of operating procedures, because MCR operators are asked to check all the directions when they are following the procedures. In one-to-one mapping, all of the information received is transformed to the next state of information. For convenience of calculation, it is also assumed that the environmental variables, , and , are equiprobable for two states so that bit. This means that one signal from the environment conveys 1 bit of information. Therefore, the s of all the variables in Fig. 4 has the same states as the inputs, since all variables of are determined by the inputs. And then bits. Therefore, the information flow and each quantity are calculated as follows:
Thus, the total information flow of this task is bits. In the example of Fig. 4 , the throughput of the system is 0.54 bits, and 2.46 bits ( , i.e., the input minus the output) are reduced in the system. Classical information theory approaches used this throughput term to measure human capacity in a single channel model. Such classical approaches are particularly useful for absolute judgments in which an operator responds to one discrete stimulus, as mentioned above.
The blockage represents the amount of information that is not transferred to the next process. We can categorize the in-formation reduction in operator information processing into the reduction of irrelevant information and the reduction through many-to-one mapping. The reduction of irrelevant information means that the operator blocks the information that is considered unnecessary for responding to the situation and does not process the information further, like numbers 11 and 12 in Fig. 2 . This reduction is related to the fact that a HMI provides an operator with unnecessary information for the cognitive process or an operating procedure requires an operator to do irrelevant information processing. The reduction through many-to-one mapping is considered desirable information processing, which is a reduction of the amount of information occurring due to information integration. As shown in Fig. 3 , the inputs, 3 bits in , are mapped to the output , 0.54 bits, and 2.46 bits are reduced. In all almost many-to-one mappings, some information is lost [27] . For instance, in the example of Fig. 3 , an operator may initially check all the details of the signals in a control panel, but through subsequent mappings come to think of them not as "RCS pressure, pressurizer heater on, and RCS low pressure alarm," but as "PZR pressure is abnormally decreasing." Thus, operators construct a hierarchical set of models as a series of many-to-one mappings.
Using this blockage, this information flow model can be used to identify NPP interface features that are not relevant to particular types of fault diagnosis. And this model can be also used to identify the cognitive workload resulting from operators having to block irrelevant information from interfaces.
The coordination is a measure for how the variables are tightly coupled. It represents the amount of information processing needed to obtain a coordinated action among the system variables of .
The noise is concerned with "free will," since it corresponds to behavior which has no apparent cause. This term can play an important role in the study of human behavior, since many human errors result from the noise that is a response independent of the current state or a misunderstanding of the state. However, this paper does not treat this term significantly because there are no NPP operating procedures that instruct operators to make an error.
Conant pointed out that the information flow represents the total activity in , as mentioned above. Therefore, the amount of processed information is closely related with the operator's effort in the information processing task. Furthermore, each term (throughput, blockage, coordination, and noise) in this approach can be interpreted as an effort in the information processing as follows:
1) throughput, which is the effort generated by the operator's work of transferring the input information to a particular stage; 2) blockage, which is the effort generated by the work of blocking and reducing the amount of input information; 3) coordination, which is the effort generated by the work of finding the relatedness between the inputs in the stage; 4) noise, which is the effort to do work irrelevant to the inputs. Fig. 5 shows an information flow model for a LOCA based on a diagnosis procedure as part of an EOP [28] and Table II presents the quantification results. This diagnosis procedure instructs operators to chronologically identify if current conditions meet criteria for a design basis accident (DBA). Therefore, operators have to check many variables which are not directly related to the situation, which is represented by nonpropagated states of information in the Fig. 5 . For instance, in this LOCA situation some steps, such as "Is at least one RCP running" (state numbers 8 to 11) and "Does at least one SG have adequate feed?" (State Numbers 12, 13, 23, 24, 30, 31) , are not directly related to the diagnosis of LOCA. In this chronological procedure, if the variables to check are normal, operators do not process the information further. This processing is usually performed in the perception and comprehension stage. Therefore, the information flow in the perception and comprehension stage increases. The amount of blocked information also increases and the blockage rate may become larger than the throughput. This means that an operator receives more irrelevant information than relevant.
IV. EXPERIMENTS
Three experiments were conducted to evaluate the effectiveness of the proposed approach to predicting human performances, especially average diagnosis time. Two of them were carried out in a laboratory and the data from the other study was obtained from a real plant. In two experiments, subjects' average diagnosis time was compared with the proposed measure, namely, information flow. In the other, the variation in subject performance was examined according to demanded processing rate in terms of the information flow.
A. Experiment I
This experiment was designed to investigate the utility of our approach to predicting human performance (especially, diagnosis time) in diagnosis tasks, as classical information theory did for choice response tasks. Subjects were asked to diagnose states of a simulated plant from the interface of a plant overview, as shown in Fig. 6 . The objective of this experiment was to compare the information flow of a diagnosis task with the time-to-task completion. Therefore, it was necessary that the subjects follow the canonical information flows and not search the information concerned with other hypotheses than the assigned state. In order to facilitate this, we limited the number of decision alternatives and the subjects were supposed to choose an answer among four states. In addition, the subjects could also refer to the symptom list of each scenario during experiments, if necessary, and were asked to identify all the symptoms about each scenario before they responded.
It was assumed in quantification that all the inputs conveyed the same amount of information, 1 bit. Thus, the interface was designed to avoid displaying salient cues from minor components (compared with the overall system) that directly indicated a specific state, so that subjects could not quickly entertain an accurate hypothesis and search the information based on the hypothesis. Salient cues that are more diagnostic can reduce the amount of uncertainty or entropy of information states than other cues.
A list of five scenarios including the normal state of NPPs and symptom-based explanations about scenarios were provided to the subjects. No time constraints were imposed on the subjects. The order of displayed scenarios was unknown to the subjects. All data were obtained from a FISA-2/WS real time microsimulator, which was developed at KAIST [29] . The system states are as follows:
• normal state;
• small LOCA;
• steam generator tube rupture (SGTR);
• large steam line break (SLB);
• large feed line break (FLB). In this experiment, the subjects were 15 graduate student volunteers (all men) who ranged in age from 21 to 29 yrs, having normal or corrected-to-normal vision. They all had more than three years of nuclear engineering experience. Table III shows the experimental results and the information flows demanded to identify each state. The data on operator accuracy in diagnosis (88% on average) did not reveal statistical differences between the states. Fig. 7 represents the linear regression result (R=0.988) between the information flow and the average diagnosis time. The ANOVA result also shows that the hypothesis, "the slope of the linear regression is zero" would be rejected at a confidence level of 95%. The average processing rate of the subjects was 0.51 bit/s. 
B. Experiment II
In this experiment, average diagnosis time data for seven cases was collected from the training center of a reference plant, specifically a combustion engineering (CE) type plant. These data included the diagnosis time spent by senior reactor operators (SROs), who supervise overall operations in the MCR. Operating crews who worked in the plant have to be regularly trained in order to cope with various operating conditions including emergency events. In this training, a full-scope simulator located at the training center, and video-recording equipment were integrated in the center.
In the training of performing the diagnosis procedure, the operators were assigned tasks to diagnose six DBAs and a general transient (GT) after normal trip. Generally, emergency events of NPPs can be divided into two categories [28] , [30] . The first category includes DBAs that can be ascertained by recognizing their correlated symptoms from various indicators and recent operating history. The events belonging to the secondary category are impossible to accurately identify since they are previously unanalyzed and have a very complex nature. To cope with both categories of events, the EOPs of the reference plant consist of two main procedures, optimal recovery procedures (ORPs) for the first category of events and functional restoration procedures (FRPs) for the second category of events. In general, ORPs provide optimized procedures to lead the plant to safe shutdown, whereas FRPs provide operators with direct restoration procedures that are independent of specific events [9] .
Following the EOP, the operators perform the standard post-trip action (SPTA) procedure when the reactor is tripped. The primary purpose of the SPTA procedure performance is to ensure the satisfaction of critical safety functions (CSFs). If all CSFs are satisfied, then operators perform a diagnosis procedure to clarify whether an event belongs to a DBA or not, and to identify what kind of accident the event is if it is a DBA. After diagnosis, the operators select an appropriate procedure using the diagnosed result. The diagnosis procedure of reference Plant A, which is a symptom-based procedure, consists of several steps, as shown in Fig. 8 . In order to reduce operator error, the procedure requires operators to perform the written steps that consist of chronological actions. The DBAs clarified in the diagnosis procedure are SBO (station blackout), LOOP (loss of offsite power), LOAF (loss of all feedwater), SGTR (steam generator tube rupture), LOCA (loss of coolant accident) and ESDE (excess steam dump event). As can be seen in Fig. 8 , the procedure does not involve any actions on the plant performed by operators. As an example, the information flow of LOCA and quantification results were shown in Fig. 5 and Table II , respectively, in the previous section.
The comparison between the quantified information flows and the average diagnosis time data is shown in Table IV . Fig. 9 shows linear regression analysis and the ANOVA results. As can be seen in the figure, average diagnosis time data are strongly proportional to information flow . In addition, from the ANOVA results, it appears that information flow and average diagnosis time have a statistically meaningful correlation ( and ). The average information processing rate of the operators for seven tasks was 0.41 bits/s.
C. Experiment III
From the previous experiments, we determined that the concept of information flow represents average diagnosis time in diagnosis tasks quite well. The ranges of the subjects' average processing rates along with the tasks were from 0.41 to 0.59 bit/s in Experiment I and 0.37 to 0.47 bit/s in Experiment II. With this in mind, we can make an assumption that if the information flow can represent the average diagnosis time and subjects have a certain range of processing rates in the given tasks, there then may be a range in terms of bit/s in which subjects can maintain accurate performance.
In Experiment III, predetermined time limits were assigned to the tasks to identify the NPP states examined in Experiment I. Thus, the tasks had a required processing range of 0.25 to 3.0 bit/s and the accuracy of identification was measured at every 0.25 bit/s. The number of observations was 16 for each rate. Each subject was asked to identify eight states of the system, which contained the location of faults on the states of Experiment I. The same interface as used in Experiment I was used in this study. The order of displayed scenarios was also unknown to the subjects. The subject could recognize the time limit and remaining time on the top of the interface.
In this experiment, the subjects were 24 graduate student volunteers (all men) who ranged in age from 21 to 30 yrs and had normal or corrected-to-normal vision. They all had more than three years of nuclear engineering experience. Fig. 10 shows the plot of assigned information flow rate and identification accuracy. It seemed apparent from the plot that performance for the range from 0.25 to 1 bit/s was better than performance under higher bit rates. The discrimination between 1.25-2 and 2.25-3 bit/s looks ambiguous. As a result, statistically, the subjects showed better performances (in terms of accuracy) in the range of 0.25 to 1 bit/s than in 1.25-2 and 2.25-3 bit/s .
D. Discussion
From Experiment I and II, we can conclude that information flow is a useful tool for predicting average diagnosis time. The difference of the processing rate between graduate students (Experiment I, 0.51 b/s) and operators (Experiment II, 0.41 b/s) may have resulted from environmental differences. The operators, that is, SROs, need to communicate with other operators to gather information, while the students received the information from computer displays. Communication in information gathering from operators may be more time-consuming than the latter. Consequently, environmental factors can affect the slope of a linear regression analysis.
In addition, there is another difference between the two experiments, specifically the degrees of freedom in subject behavior. The subject behavior in Experiment I was less constrained than that in Experiment II. Operators followed the diagnosis procedure, as shown in Fig. 8 . Their behaviors, such as entertaining a hypothesis and searching information, were less flexible than the graduated students in Experiment I. For instance, although an operator may have had a certain system state in mind while following the procedure, the operator finished following the procedure to the end. This is the reason why the interface was designed not to display salient cues and subjects were asked to identify all the symptoms concerned with their answer in Experiment I, in order to make Experiment I to resemble Experiment II as much as possible. In the experiments, that is, we attempted to lead the subjects to data-driven search process which is triggered by observations of system behavior. Some researches [2] , [32] on human diagnosis reported that human operators perform two kinds of behaviors in their diagnosis tasks: data-and hypothesis-driven search process.
The motivation for the third experiment was the thought that based on the former two experiments there might be a range of processing rates in which subjects could exhibit comfortable performance. If sufficient time to diagnose the state of a plant is provided, subjects have enough time to identify all the necessary symptoms so that they can reach accurate diagnosis results. When performance was accelerated beyond their capability of information processing, subjects made inaccurate diagnoses/de- cisions or could not respond within the task time limit. The experimental results can be integrated into a framework of information flow research. Consider Fig. 11(a) as the necessary information flow for a certain task, Fig. 11(b) and (c) show deficient information flows resulting from limited operator capability and limited time requirements. Fig. 11(b) shows the case that sufficient information is not gathered and the information processing is not propagated further. This is the case that subjects do not respond. Fig. 11(c) represents the case that insufficient information is propagated to the output of the stage. Compared with (a), the information flow of this process is reduced from 3.54 (see Section III-B) to 2.81 bits, but this process increases the output uncertainty or entropy from 0.54 to 0.81 bits. Thus the increase in the uncertainty of the output information state means that the possibility of wrong decisions may increase.
V. CONCLUSION
This paper investigated the applicability of information theory to predicting operators performance in diagnosis tasks of NPPs. As an alternative to classical approaches, a method to quantify the cognitive information flow of diagnosis tasks was proposed. We presented the information flow model for diagnosis tasks of NPPs. This flow model is similar to the hierarchical structure of the information for the task. The information flows were quantified using Conant's model. This approach also allows us to analyze the flow using four terms: throughput, blockage, coordination, and noise. Finally, three experiments were conducted to examine the usefulness of this approach in predicting subject performance measured in terms of time to completion.
The results of this approach have some practical implications in MCR design. Diagnosis time is a crucial factor in abnormal situations of NPPs. Accordingly, the information flow can be used as a useful measure to predict the time to completion and the taskload of diagnosis tasks. Diagnosis tasks should be also organized not to exceed the range of good performance in the information processing rate. If it is inevitable to exceed it, it is possible to reduce the load by means of information aids. The information flow of a diagnosis task can be reduced by providing an operator with integrated information. In the example of Fig. 3 , an operator support system can integrate three signals (PZR pressure indicator, PZR proportional heater is on, and RCS low pressure alarm) and provide "Reactor coolant system (RCS) pressure is abnormally decreasing." in order to reduce the information flow on an operator. Automation can be an alternative to support operators. This approach can be also used to identify the irrelevance of NPP interface features using the blockage term, as mention in Section III-B.
The information flow model of this paper is about tasks. It can be thought of as a requirement of the tasks. The information flow model may be different from the information flow that the actual operators deal with. The information flow of operators is more dynamic than that of tasks. The flow of operators can be affected by various factors such as operator experience, skill, familiarity, time urgency, and so on. It is expected that the noise and blockage terms will be interesting subjects for future study. The noise is closely related with operator error. Increases in blockage mean that the HMI provides more irrelevant information for the operator. Therefore, it is expected that the approach proposed in this paper can be used as a quantitative measure for human centered evaluations in the development of HMIs. 
