We study the problem of finding a spanning tree with maximum number of leaves. We present a simple, linear time 2-approximation algorithm for this problem, improving on the previous best known algorithm for the problem, which has approximation ratio 3.
systems [28] . In addition, for graphs with low max leaf number, many problems can be solved efficiently [15] . Max-Leaves Spanning Tree is known to be APXhard [18] , even for cubic graphs [5] , so it admits no polynomial time approximation scheme unless P = NP. In this paper, we present a 2-approximation algorithm for MaxLeaves Spanning Tree, improving on the previous best approximation ratio of 3, achieved by algorithms of Lu and Ravi [26, 27] . In addition, we improve the running time to linear. This yields our main result:
Theorem 1 There exists a linear time approximation algorithm for Max-Leaves Spanning Tree with approximation ratio 2.
The algorithm we study here (in Sect. 2) is actually the algorithm presented by the first author in a conference paper from 1998 [32] . However, in [32] no complete proof of the approximation ratio is given. A more detailed, but also relatively long and complex proof appears in the unpublished technical report [33] . In this paper, we present a new, complete and relatively concise proof of the approximation ratio of this algorithm (Sect. 3), inspired by the proof ideas from [32] . In addition, we describe how the algorithm can be implemented to run in linear time (Sect. 4), and discuss tightness of the analysis (Sect. 5). Hence the current paper may be viewed as the full version of [32] . It is surprising that this is still the best known approximation algorithm for Max-Leaves Spanning Tree, considering the amount of research that has been done on this problem, especially in the last 15 years; see below for a selection of the most relevant results.
Techniques
Lu and Ravi [26] presented the first constant-factor approximation algorithm for MaxLeaves Spanning Tree on arbitrary graphs. Using local-improvement techniques they designed approximation algorithms with approximation ratios 5 and 3. Later [27] they introduced the concept of leafy forest that allowed them to design a more efficient 3-approximation algorithm for the problem. For the construction of a leafy forest, there are two conflicting objectives: informally, (1) the number of leaves of the forest should be at least a constant fraction of the max leaf number, and (2) the number of components k should be small, since connecting them into a spanning tree may cost up to 2k − 2 leaves.
We improve the approximation ratio to 2 by using an algorithm based on expansion rules. This is similar to the techniques that have been used to obtain lower bounds for the max leaf number in e.g. [9, 19, 24] . However, we assign priorities to the rules, and use them to build a forest instead of a tree as in earlier papers [19, 24] . The leafy forest F * built by our rules satisfies the above objectives in a way that allows proving the approximation ratio.
Informally, the priority of a rule reflects the number of leaves that the rule adds to the forest F * . Hence it is desirable to use only 'high' priority rules to build F * . The 'low' priority rules are needed though to ensure that the number of components of F * can be kept small enough. The key idea that allows us to prove the approximation ratio of 2 is an upper bound for the max leaf number that takes into account the number of times that 'low' priority rules need to be used to build the forest F * .
Related Results
From an optimization viewpoint, the Max-Leaves Spanning Tree problem is equivalent to the problem of finding a minimum connected dominating set (Min Connected Dominating Set): for a graph G on at least three vertices and any L ⊆ V (G), G admits a spanning tree where all vertices in L are leaves if and only if V (G)\L is a connected dominating set of G. However, from an approximation viewpoint, the problems are very different. The best known approximation algorithm for Min Connected Dominating Set is given by Ruan et al. [30] , with an approximation ratio of 2 + ln (G), where (G) denotes the maximum degree of G, improving the approximation ratio given in [21] . In addition, Guha and Khuller [21] showed that this ratio cannot be significantly improved, unless NP ⊆ DTIME[n O(log log n) ].
Approximation algorithms for the restriction of Max-Leaves Spanning Tree to cubic graphs have been well-studied [8, 10, 25] . The current best approximation ratio is 3/2 [8] , which gives a 4/3-approximation algorithm for Min Connected Dominating Set on cubic graphs. For cubic graphs, these problems are still APXhard [5] . A self-stabilizing 3-approximation algorithm for Max-Leaves Spanning Tree has been presented in [23] . This is a certain type of distributed algorithm, which is very useful in wireless networks. The generalization of Max-Leaves Spanning Tree to directed graphs has also been well-studied in recent years. In this variant, the objective is to find a spanning subgraph T that is an oriented tree, with all edges oriented away from a chosen root. The number of vertices of T without out-neighbors (leaves) should be maximized. The first approximation algorithm for this problem was given in [13] , and the first constant factor approximation algorithm was given in [12] , with an approximation ratio of 92. For the special case of directed acyclic graphs, this has been improved to 2 [31] .
There are several papers that give tight lower bounds in terms of the number of vertices n for the max leaf number for certain graph classes, such as [9, 19, 20, 24, 34] . In particular, for graphs with minimum degree at least 3, the max leaf number is at least n/4 + 2 [19, 24] . After excluding two special subgraphs, this can be improved to n/3 + 4/3 [9] (this results uses and generalizes the result for cubic graphs by Griggs et al. [19] ). For minimum degree 4 and 5, the bound can be improved to 2n/5+8/5 [20, 24] and n/2 + 2 [20] , respectively. These results easily give approximation algorithms with ratios 3, 5/2 and 2, but only for graphs with minimum degree at least 3, 4 and 5, respectively. Similar bounds for directed graphs appear in [7, 12] .
Lower bounds of this type have also been used to obtain fixed parameter tractable algorithms for the parameterized version of Max-Leaves Spanning Tree (see e.g. [6, 7] ). This is a decision problem that asks, for a given connected graph G on n vertices and integer k, whether the max leaf number of G is at least k. When choosing k as parameter, an algorithm for this problem is fixed parameter tractable (FPT) if its complexity can be bounded by f (k) · poly(n), where poly(n) denotes a polynomial function in n, and f (k) an arbitrary computable function of k. The first FPT algorithm for the undirected version of this problem appears in [4] , and for the directed version in [7] (extending the algorithm introduced in [1] ). After a long sequence of improvements, the current best algorithms have complexity O(3.4575 k )poly(n) [29] and O(3.72 k )poly(n) [11] , for the undirected and directed version, respectively.
Another way to obtain and improve both FPT and approximation algorithms is based on kernelization. Informally, the goal here is to give a preprocessing algorithm for the parameterized (decision) version of the problem that returns an equivalent instance (the kernel) on at most f (k) vertices (the kernel size). The best known kernelization algorithm has kernel size 3.75k [14] . It can be verified that this result gives a 3.75-approximation algorithm for Max-Leaves Spanning Tree. For the vertexweighted version, with vertex weights at least one, a kernelization algorithm with kernel size 5.5k was given in [22] (for this result, the parameter k is a lower bound for the sum of leaf weights). Although the directed version of the problem admits no polynomial kernel unless the polynomial hierarchy collapses to the third level [3] , the version of the problem where a root is specified does [3] . The current best kernel for this rooted directed version has kernel size O(k 2 ) [12] .
The best known exact algorithms for undirected and directed Max-Leaves Spanning Tree have running times O(1.8966 n ) [16] and O(1.9044 n ) [2] , respectively. This latter can be improved to O(1.8139 n ) if exponential space is allowed [2] . Integer linear programming formulations of the problem have been studied in e.g. [17] .
Algorithm and Lower Bound
All graphs we consider are simple and undirected. A leaf of a graph G is a vertex of degree 1. By L(G) we denote the set of leaves of G. For a vertex v of a graph G, by
A path from u to v in a graph G is a sequence x 0 , . . . , x n of distinct vertices such that u = x 0 , v = x n , and for all i,
Let This operation yields a new subgraph F of G, which is a supergraph of F. If F is a forest, then F is also a forest. If v ∈ V (F), then F and F have an equal number of components, otherwise F has one more component.
Our algorithm takes as input a connected, undirected graph G, with maximum degree at least 3. (Note that the case where G has maximum degree at most 2 can trivially be solved optimally.) In the first phase of the algorithm, a forest F * is constructed by starting with the empty subgraph and iteratively expanding this using expansion operations of the types specified below until no such operation can be applied anymore, while maintaining a forest subgraph F of G throughout. In the second phase of the algorithm, first a spanning forest subgraph of G is obtained by starting with F = F * and applying arbitrary expansion operations to vertices of F as long as possible. Next, arbitrary edges are added, without introducing cycles, until a connected spanning subgraph T * of G is obtained, which is therefore a spanning tree. This spanning tree T * is returned by the algorithm. The algorithm is summarized in Algorithm 1.
We now focus only on the first phase of the algorithm, where the forest F * is constructed by iteratively expanding a forest F. From the definition of expansion Choose an edge of G between different components of F, and add it to F. T * := F Return T * operation, it follows that at any time the only vertices in F that can have neighbors in V (F) are leaves of F (i.e. unexpanded vertices). We will use this observation implicitly throughout. We use the following four expansion rules, where the given order defines the priorities. That is, for any i < j, if Rule i can be applied, then Rule j may not be applied (see also Note that since G has maximum degree at least 3, Rule 4 can be applied at least once, and thus F * is nonempty. Rule 4 is the only expansion rule that increases the number of components of F. Furthermore, the priorities ensure that when Rule 4 is applied, Rules 1, 2, and 3 cannot be applied to any component of F. Applying further expansion rules cannot change this, so once a new component is introduced, existing components of F will not be modified anymore.
Denote by T 0 , . . . , T k the k + 1 (tree) components of F * , in the order in which they are constructed. So for any i ∈ {0, . . . , k}, the graph consisting of the components T 0 , . . . , T i occurs as graph F at some point during the construction of F * (we will call this the graph F as it is after the construction of T i ), and Rules 1, 2 and 3 cannot be applied to this graph. We will often use this fact in the proofs below.
Whenever Rule 3 is applied, the vertex w referred to in this rule's definition is called a black vertex. By B ⊂ V (F * ) we denote the set of all black vertices, so |B| is the number of times Rule 3 has been applied during the construction of F * . Whenever Rule 4 is applied, the vertex v referred to in this rule is called a root. By R ⊆ V (F * ) we denote the set of roots; these are numbered so R = {r 0 , . . . , r k }, and r i is the root of component T i . Figure 2a shows an example of a forest F * constructed by Algorithm 1, with two components T 0 and T 1 . First, T 0 is constructed by applying Rules 4 and 2. Next, T 1 is constructed, by applying Rules 4, 3, 1 and 3, in this order. So F * has two black vertices, and two roots (which are all shown in black in the figure).
We can now give a simple lower bound for the number of leaves |L(T * )| of any spanning tree T * returned by the algorithm. (The proof technique is based on [19, 24] .) Lemma 2 Let F * and T * be the forest and spanning tree of G constructed by Algorithm 1, respectively. Let B ⊆ V (F * ) be the set of black vertices, and let k + 1 be the number of components of F * . Then 
Proof For any forest subgraph F of G constructed during the first phase of the algorithm, denote by B(F) the current set of black vertices, by cc(F) the number of components, and define the potential of F as
We first argue that at any point during Phase 1 of the algorithm, it holds that P(F) ≥ 0. Clearly, P(F) ≥ 0 holds if F is the empty graph. Now suppose an expansion rule is applied to a forest F, which yields the forest F . 
In the second phase of the algorithm, using arbitrary expansion operations to turn F * into a spanning forest does not decrease the number of leaves. To turn the spanning forest into a spanning tree, only k edges need to be added. This process can destroy at most 2k leaves, so for the resulting spanning tree T * we have:
Upper Bound and Approximation Ratio
Throughout this section, F * again denotes the forest subgraph of G constructed by Algorithm 1, with black vertex set B, and components T 0 , . . . , T k , numbered in order of construction, which have roots R = {r 0 , . . . , r k }. We denote X = V (F * ). Before we can prove our main upper bound for the max leaf number, we first need to prove four lemmas characterizing the local structure of F * . Essentially, these all state that the various types of vertices of G cannot have neighbors in too many different components of F * , and cannot have too many neighbors in X .
Lemma 3 Let u be a nonleaf vertex of F * in component T i . Then N G (u) ⊆ V (T i ).
Proof Since u is a nonleaf, it has been expanded at some point during the construction of F * , so N G (u) ⊂ V (F * ). Suppose u has a neighbor v in another component T j , j = i. Then j < i, otherwise uv would have been added when expanding u. Since u is a nonleaf vertex of T i , its degree in T i is at least 2, so u has at least two neighbors in T i which are not in the forest F as it is after the construction of T j . So at this point, instead of using Rule 4 to introduce a new component, Rule 2 or 3 could have been applied to v; a contradiction.
Lemma 4 Let u ∈ X with d G (u) ≥ 3. Then there is a component T i of F * that contains at least d G (u) − 1 neighbors of u.
Proof If u has no neighbors in F * , then Rule 4 can be applied; a contradiction. So now we may choose i to be the lowest index such that
If u has at least two neighbors not in T i , then these neighbors are not in the forest F as it is after T i has been constructed and so Rule 2 or 3 could have been applied to v; a contradiction.
Lemma 5 Let u ∈ V (T i ) be a vertex with |N G (u)\V (T i )| ≥ 2. Then there is a tree T j such that N G (u) ⊆ V (T i ) ∪ V (T j ).
Proof Because Rule 1 cannot be applied to u when the construction of T i is completed, u has at least one neighbor in a tree component T j with j < i. Choose j to be the minimum index j with this property, and choose v ∈ N G (u) ∩ V (T j ). Choose x to be a neighbor of u in T i . If u has at least one neighbor w that is neither in T j nor in T i , then by choice of j, for the forest F as it is after the construction of T j , it holds that {u, w, x} ∩ V (F) = ∅. So Rule 2 or 3 can be applied to v at this point; a contradiction. Therefore, all neighbors of u are either in T i or in T j . We remark that from this point onward, our proof is very different from the one in [32] , until we obtain the same approximation ratio in Theorem 11. For the next lemma, we partition the vertices of every tree component
Lemma 6 Let x 0 , . . . , x p and y 0 , . . . , y q be two paths in G with
The first layer L i 0 contains all vertices that are added to T i before the first black vertex is added to it, if any (i.e. before the first application of Rule 3). For j ≥ 1, the layer L i j contains the vertices in T i that are not in L i 0 , . . . , L i j−1 , which are added before the ( j + 1)th black vertex is added to T i . (Figure 2b shows the layers for the forest F * shown in Fig. 2a . Here, T 0 has only one layer, and T 1 has three layers.) For two vertices u ∈ L i j and v ∈ L i , we say that u lies in a lower layer than v (or v lies in a higher layer than u) if j < . Note that this expression implies that u and v are part of the same component T i of F * . Observe that every layer of T i either contains exactly one black vertex, or contains the root r i of T i . The following observation follows easily, since Rule 1 is always preferred above Rule 3.
Proposition 7 No vertex in F * has more than one neighbor in a higher layer.

Lemma 8 Let u ∈ V (T i ) have at least one neighbor not in T i . Then u has no neighbor in a higher layer.
Proof Let w ∈ N G (u)\V (T i ), and suppose that u has at least one neighbor v in a higher layer (so v ∈ V (T i )). Considering Rule 1, which has priority over the Rule 3 that introduces a new layer, we conclude that w ∈ V (T j ), for some j < i. But u also has at least one neighbor x in the same layer (since for every expansion rule, every vertex added has at least one neighbor in the same layer). So for the forest F as it is after the construction of T j , {u, v, x} ∩ V (F) = ∅. This shows that at that point, Rule 2 or 3 can be applied, a contradiction.
We can now prove the main lemma of this section. In Fig. 2b , the following proof is illustrated.
Lemma 9 Let T be a spanning tree of G, and let F * be the forest constructed by Algorithm 1, with k + 1 components, black vertex set B, and X
Proof We will view T as a rooted tree, with root r = r 0 (the root of T 0 ). For a vertex v ∈ V (G)\{r }, the unique vertex w ∈ N T (v) that lies on the path P from r to v in T is called the T -parent of v, and v is called a T -child of w. The T -predecessors of v are all vertices on this path P except for v itself. The closest T v-predecessor of v that satisfies some property is the one at minimum distance from v, where the distance is taken with respect to
It is called an out-portal if it has a T -child outside of T i . Together, in-portals and out-portals are called portals.
To prove the statement, we consider three disjoint vertex sets S 1 , S 2 and S 3 , with sizes k, |X ∩ L(T )| and k + |B| − 1 respectively, and construct an injective mapping f :
. These sets are defined as follows: -For every component T i of F * , except the component T 0 that contains the root r of T , we choose a vertex
where r is the root of T and of T 0 ). (In the example in Fig. 2b , we have S 1 = {t 1 }, S 2 = {l}, and S 3 = {a, b, c}.) Note that these sets are indeed disjoint; S 1 ⊆ V (F * ) contains only portals, S 3 ⊆ V (F * ) contains no portals by Lemma 3, and S 2 ∩ V (F * ) = ∅. The injective mapping f is constructed as follows:
is in a lower layer, or -(Case C) has its T -parent in a higher layer. Set f (b) = w. (In the example in Fig. 2b , Cases A, B and C apply to the vertices a, b and c, respectively. The mapping f is indicated.) Note that this mapping is welldefined: because r / ∈ S 3 , every vertex in S 3 has a T -predecessor in a different layer, or outside of its F * -component. In addition, Lemma 3 shows that vertices in S 3 cannot be portals, so if a vertex in S 3 has a T -predecessor outside of its F * -component, then it has a T -predecessor that is an in-portal (which lies in the same F * -component). Because all images of f are T -predecessors of some vertex, they are all nonleaves of T , and they are chosen in V (F * ). Thus, to prove the lemma, it only remains to show that f is injective. Consider u, v ∈ S 1 ∪ S 2 ∪ S 3 . We distinguish six cases. In the remaining cases, w.l.o.g. it holds that {u, v} ⊆ S 3 .
Linear Time Implementation
We now describe a linear time implementation of the first phase of Algorithm 1. We may assume that the graph G is represented using adjacency lists. The main challenge is efficiently choosing the next vertex to expand. To this end, we maintain four lists R i of expansion rule candidates; one list for every expansion rule. To be precise, at the beginning of every iteration of the first while-loop of Algorithm 1, we ensure that:
-R 1 contains all vertices in v ∈ V (F) that have at least two neighbors in V (F).
-R 2 contains all vertices w ∈ V (F) that have at least one neighbor v in V (F), and at least three neighbors in V (F). These are all implemented as doubly linked lists. For every vertex v, we keep track of the list it appears in (it appears in at most one of these lists), and maintain a pointer to its position in this list. This ensures that vertices can be added to and deleted from these lists in constant time. Note that R 2 and R 3 do not store the vertex v ∈ V (F) that should be expanded first in the corresponding expansion rules, but instead store its (unique) neighbor w ∈ N G (v)\V (F). This is no problem since we can simply expand w first, and add an edge vw for an arbitrary v ∈ N G (w) ∩ V (F); this is equivalent to applying Rule 2 or 3 on v, respectively. To decide in constant time whether a vertex should be deleted from/added to one of these lists, we maintain for every vertex
Finally, we maintain a flag for every vertex v which allows us to test in constant time whether v ∈ V (F). We now show that using these data structures, we can efficiently select the next expansion rule that should be applied (of highest priority), and apply this rule. 
To ensure that all vertices are stored in the correct list R i after this operation, we inspect all vertices x for which d o (x) has been modified and all vertices have been added to F. For every such vertex x, it can be verified that we can move x to the correct list, and remove it from its previous list, in constant time: Any vertex x that has been added to F has to be removed from R 2 , R 3 or R 4 , and added to Now we can prove our main result.
Proof of Theorem 1
If G has maximum degree at most 2, then an optimal tree can trivially be found in linear time. Otherwise, we use Algorithm 1. Theorem 11 shows that Algorithm 1 is a 2-approximation algorithm for Max-Leaves Spanning Tree, so it suffices to show that the algorithm has a linear time implementation. Let n = |V (G)| and m = |E(G)|, where G is the input graph. The data structures described above can be initialized in linear time O(n + m). Subsequently, one iteration of the while loop in the first phase of Algorithm 1 takes time O(d G (w) + y∈N G (w)\V (F) d G (y) ), where w is the expanded vertex (Lemma 12). So all vertices in y ∈ N G (w)\V (F) are added to F in this iteration. Since every vertex of G is added to F at most once, and expanded at most once, we may write
where the first summation is over all vertices w that are expanded in the first phase of Algorithm 1. Therefore, the first phase of Algorithm 1 terminates in linear time.
For the first while-loop in the second phase of Algorithm 1, a linear time implementation is analog (but easier). The last while loop can be implemented in linear time by translating it to the problem of finding a spanning tree, as follows. The previous parts of the algorithm can easily be extended to assign indices g (v) to the the vertices v ∈ V (G) such that g(v) ∈ {1, . . . , k}, where k is the number of components of F * , and g(u) = g(v) if and only if u and v are in the same component of F * . In linear time, all edges uv ∈ E(G) with g(u) = g(v) can be identified, and the problem can be translated to that of finding a spanning tree in an auxiliary (multi-)graph G with V (G ) = {1, . . . , k}. Since |V (G )| ≤ n and |E(G )| ≤ m, this problem can be solved in time O(n + m) using e.g. breadth-first search.
Discussion
Our main open question is whether the approximation ratio of two for Max-Leaves Spanning Tree can be improved. For Algorithm 1, this ratio is asymptotically tight. To see this, for any positive integer k, define a graph G k on 3k + 1 vertices as shown in Fig. 3a . The graph G k has an optimal spanning tree T k with 2k − 1 leaves; see Fig. 3b . However, there is a valid execution of Algorithm 1, starting with the expansion of r , that yields a spanning tree T * k with only k+2 leaves; see A related open question is whether the approximation ratio for Max-Leaves Spanning Tree on directed graphs can be improved significantly. Currently, the best known ratio is 92 [12] . See also [31] . 
