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Abstract
We generalise the Dixmier–Douady classification of continuous-trace C∗-algebras to Fell algebras. To do
so, we show that C∗-diagonals in Fell algebras are precisely abelian subalgebras with the extension property,
and use this to prove that every Fell algebra is Morita equivalent to one containing a diagonal subalgebra.
We then use the machinery of twisted groupoid C∗-algebras and equivariant sheaf cohomology to define
an analogue of the Dixmier–Douady invariant for Fell algebras, and to prove our classification theorem.
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1. Introduction
The Dixmier–Douady theorem classifies continuous-trace C∗-algebras with spectrum T up
to Morita equivalence by classes in a third cohomology group [17], and the Phillips–Raeburn
theorem classifies their C0(T )-automorphisms using classes in the corresponding second co-
homology group [35]. The Dixmier–Douady Theorem has been very influential in the study of
C∗-dynamical systems (see for example [36]), and has been applied in differential geometry [10],
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this paper is to extend the Dixmier–Douady theorem to Fell algebras.
A Fell algebra is a C∗-algebra A such that every irreducible representation π0 of A satisfies
Fell’s condition: there is a positive b ∈ A and a neighbourhood U of [π0] in Â such that π(b)
is a rank-one projection whenever [π] ∈ U . The spectrum of a Fell algebra is always locally
Hausdorff [6, Corollary 3.4], and is Hausdorff if and only if the Fell algebra is a continuous-trace
C∗-algebra. The class of Fell algebras coincides with the class of Type I0 algebras defined by
Pedersen in [34, §6.1] as the C∗-algebras generated by their abelian elements (see p. 1546). Fell
algebras are the natural building blocks for Type I C∗-algebras: every Type I C∗-algebra has a
canonical composition series consisting of Fell algebras [34, Theorem 6.2.6] (by contrast there
always exists a composition series consisting of continuous-trace C∗-algebras, but no canonical
one).
Let T be a locally compact, Hausdorff space. Given a continuous-trace C∗-algebra A with
spectrum identified with T , the Dixmier–Douady invariant δ(A) belongs to a second sheaf-
cohomology group H 2(T ,S). The Dixmier–Douady classification of continuous-trace C∗-
algebras says that if A and B are continuous-trace C∗-algebras with spectra identified with T ,
then δ(A) = δ(B) if and only if there is an A–B-imprimitivity bimodule whose Rieffel homeo-
morphism respects the identifications of Â and B̂ with T .
If we replace continuous-trace C∗-algebras with Fell algebras, we must deal with locally
compact, locally Hausdorff spaces X. There is no difficulty with sheaf cohomology for such
spaces, but the definition of our analogue of the Dixmier–Douady invariant δ(A) ∈ H 2(Â,S)
is more involved. We tackle the problem using the machinery of C∗-diagonals and of twisted
groupoid C∗-algebras.
A C∗-diagonal consists of a C∗-algebra A and a maximal abelian subalgebra B of A with
properties modeled on those of the subalgebra of diagonal matrices in Mn(C) (see Defini-
tion 5.2). Diagonals relate to Fell algebras as follows. Consider a Fell algebra A with a generating
sequence ai of pairwise orthogonal abelian elements such that a :=∑i 1i ai is strictly positive
in A. That is, the hereditary subalgebra generated by a is equal to A. Then B :=⊕i aiAai is an
abelian subalgebra of A, which we prove is a diagonal. Indeed, Theorem 5.17 shows that every
separable Fell algebra A is Morita equivalent to a C∗-algebra C with a diagonal subalgebra D
arising in just this fashion. In outline the construction is straightforward. Fix a sequence ai of
abelian elements which generate A and let a˜i = ai ⊗ Θii ∈ A ⊗ K(l2(N)) for each i. Let C be
the smallest hereditary C∗-subalgebra containing all the a˜i and let
D :=
⊕
i
a˜i (A⊗ K)a˜i =
⊕
i
(aiAai ⊗Θii).
To prove that D is a diagonal, we show in Theorem 5.14 that diagonals in Fell algebras A can
be characterised as the abelian subalgebras B which have the extension property relative to A:
every pure state of B extends uniquely to a state of A. This extends [27, Theorem 2.2] from
continuous-trace C∗-algebras to Fell algebras. Example 5.15 shows that this characterisation
does not generalise to bounded-trace C∗-algebras.
C∗-diagonals arise naturally from topological twists: exact sequences of groupoids
Γ (0) → Γ (0) × T → Γ → R
(just Γ → R for short) such that Γ is a T-groupoid and R is a principal étale groupoid with unit
space Γ (0) (see p. 1562). The associated twisted groupoid C∗-algebra C∗(Γ ;R) is a completionr
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C0(Γ (0)). Moreover, the pair (C∗r (Γ ;R),C0(Γ (0))) is a C∗-diagonal. Kumjian showed in [27]
that every diagonal pair arises in this way: given a diagonal pair (A,B) there exist a topological
twist Γ → R and an isomorphism φ : A → C∗r (Γ ;R) such that φ(B) = C0(Γ (0)). Together
with the results outlined in the preceding paragraph, this implies that each Fell algebra is Morita
equivalent to a twisted groupoid C∗-algebra C∗r (Γ ;R).
Given a principal étale groupoid R, an isomorphism of twists over R is an isomorphism
of exact sequences which identifies ends. The isomorphism classes of topological twists
over R form a group Tw(R) called the twist group [26]. It was shown in [28] how the
twist group fits into a long exact sequence of equivariant-sheaf cohomology. In particular,
the boundary map ∂1 in this long exact sequence determines a homomorphism from the
twist group to the second equivariant-cohomology group H 2(R,S). We use this construc-
tion to define an analogue of the Dixmier–Douady invariant for a Fell algebra A. Given a
Fell algebra A with spectrum X, choose any twist Γ → R such that A is Morita equiv-
alent to C∗r (Γ ;R). Applying ∂1 to the class of Γ in the twist group of R yields an el-
ement ∂1([Γ ]) of H 2(R,S). We show that the local homeomorphism ψ : Γ (0) → X ob-
tained from the state-extension property yields an isomorphism π∗ψ from the usual sheaf-
cohomology group H 2(X,S) to the equivariant-sheaf cohomology group H 2(R,S). We
then show that the class δ(A) = (π∗ψ)−1(∂1([Γ ])) ∈ H 2(X,S) does not depend on our
choice of twist Γ → R, and regard δ(A) as an analogue of the Dixmier–Douady invariant
for A.
This paves the way for our main result, Theorem 7.13: Fell algebras A1 and A2 are Morita
equivalent if and only if there is a homeomorphism between their spectra such that the induced
isomorphism H 2(Â1,S) ∼= H 2(Â2,S) carries δ(A1) to δ(A2). The invariant is exhausted in the
sense that each element of H 2(X,S) can be realised as δ(A) for some Fell algebra A with
spectrum X (Proposition 7.16).
A motivating example was a generalisation of Green’s theorem for free and proper transforma-
tion groups to free transformation groups (G,X) where X is a Cartan G-space. Our Corollary 4.6
gives a Morita equivalence between the transformation-group C∗-algebra C0(X)G and the C∗-
algebra of the equivalence relation induced by a local homeomorphism from a Hausdorff space
Y to the (not necessarily Hausdorff) quotient space G\X. This result and its construction are
prototypes for our later investigations of diagonals in Fell algebras. In particular, we show that
δ(C0(X)  G) is trivial.
2. Preliminaries
For a C∗-algebra A, let A˜ denote the C∗-algebra A+ C1 obtained by adjoining a unit. If B is
a C∗-subalgebra of A, we regard B˜ as a unital C∗-subalgebra of A˜ (so, 1B˜ = 1A˜).
Given a Hilbert space H , denote by K(H) the C∗-algebra of compact operators on H . For
ξ, η ∈ H , let Θξ,η ∈ K(H) be the rank-one operator defined by Θξ,η(ζ ) = (ζ |η)ξ .
A C∗-algebra A is liminary if π(A) = K(Hπ) for every irreducible representation π . If B is
an abelian C∗-algebra we freely identify B and C0(B̂).
Let G be a Hausdorff topological groupoid with unit space G(0). We denote the range and
source maps by r, s : G → G(0) and the set of composable pairs of G by G(2). Let U be a subset
of the unit space. We write UG, GU and UGU for r−1(U), s−1(U) and r−1(U)∩ s−1(U); U is
called full if s(UG) = G(0). A subset T of G is a G-set if the restrictions of s and r to T are
one-to-one. We implicitly identify units of G with the associated identity morphisms throughout.
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range map (equivalently the source map) is a local homeomorphism. If G is an étale groupoid
then the unit space G(0) is open in G and for each u ∈ G(0) the fibre r−1(u) is discrete.
A topological space X is locally compact if every point of X has a compact neighbourhood
in X; and X is locally Hausdorff if every point of X has a Hausdorff neighbourhood.
3. Fell and Type I0 algebras
In this section we show that the classes of Fell and Type I0 C∗-algebras coincide.
Let A be a C∗-algebra. A positive element a of A is abelian if the hereditary C∗-subalgebra
aAa generated by a is commutative. If A is generated as a C∗-algebra by its abelian elements
then A is said to be of Type I0 [34, §6.1]. An irreducible representation π0 of A satisfies Fell’s
condition if there exist b ∈ A+ and an open neighbourhood U of [π0] in Â such that π(b) is a
rank-one projection whenever [π] ∈ U ; this property goes back as far as [18]. If every irreducible
representation of A satisfies Fell’s condition then A is said to be a Fell algebra [6, §3]. That the
Fell algebras coincide with the Type I0 C∗-algebras is a consequence of the following lemma
which is stated in [6, §3].
Lemma 3.1. Let A be a C∗-algebra and π0 an irreducible representation of A. Then there exists
an abelian element a of A such that π0(a) 	= 0 if and only if π0 satisfies Fell’s condition.
Proof. Suppose a ∈ A+ is an abelian element such that π0(a) 	= 0. By rescaling we may assume
that ‖π0(a)‖ = 1. By [34, Lemma 6.1.3], rank(π(a))  1 for all irreducible representations π
of A. Since [π] → ‖π(a)‖ is lower semicontinuous there exists a neighbourhood U of [π0] in Â
such that ‖π(a)‖ > 1/2 when [π] ∈ U . In particular, the spectrum σ(π(a)) of π(a) is {0, λπ } for
some λπ > 1/2. Fix f ∈ C([0,‖a‖]) such that f is identically zero on [0,1/8] and is identically
one on [1/4,‖a‖]. Set b = f (a). If [π] ∈ U then
σ
(
π(b)
)= σ (π(f (a)))= f (σ (π(a)))= f ({0, λπ })= {0,1}.
Since rank(π(a)) = 1, π(b) is a rank-one projection. Thus π0 satisfies Fell’s condition.
Now suppose that π0 satisfies Fell’s condition. Then there exist a ∈ A+ and an open neigh-
bourhood U of [π0] in Â such that π(a) is a rank-one projection when [π] ∈ U . Let J be the
closed ideal of A such that Ĵ = U . There exists x ∈ J+ such that π0(axa) 	= 0 (choose an ap-
proximate identity {eλ} for J and note that π0(eλ) → 1 in B(H)). Now π(axa) = 0 whenever
[π] /∈ Ĵ , and rank(π(axa))  rank(π(a))  1 when [π] ∈ Ĵ . Thus rank(π(axa))  1 for all
irreducible representations of A, and hence axa is an abelian element by [34, Lemma 6.1.3]. 
It is well known that if p ∈ M(A) is a projection then Ap is an ApA–pAp-imprimitivity
bimodule (see, for example, [37, Example 3.6]). More generally we have:
Lemma 3.2. Let A be a C∗-algebra. If b ∈ A is self-adjoint then Ab is an AbA–bAb-
imprimitivity bimodule with actions given by multiplication in A and
AbA〈ab, cb〉 = ab2c∗ and 〈ab, cb〉bAb = ba∗cb.
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so we need only check that both inner products are full. The right inner product is full because
products are dense in A and the left inner product is full because b ∈ C∗({b2}) ⊂ A, so AbA =
Ab2A. 
By [6, Corollary 3.4], the spectrum of a Fell algebra is locally Hausdorff. So Fell algebras may
be regarded as locally continuous-trace C∗-algebras; since they are generated by their abelian
elements, they may also be regarded as locally Morita equivalent to a commutative C∗-algebra.
We make this precise in the following theorem.
Theorem 3.3. Let A be a C∗-algebra. The following are equivalent:
1. A is of Type I0;
2. there exists a collection {Ia : a ∈ S} of ideals of A such that A is generated by these ideals
and each Ia is Morita equivalent to a commutative C∗-algebra;
3. A is a Fell algebra.
Proof. ((1) ⇒ (2)) Suppose A is Type I0. Let S be the set of abelian elements of A. For each
a ∈ S, the sub-C∗-algebra aAa is commutative, and by Lemma 3.2, aAa is Morita equivalent
to the ideal Ia := AaA generated by a. Since A is generated by S it is also generated, as a
C∗-algebra, by the collection of ideals {Ia: a ∈ S}.
((2) ⇒ (3)) Assume (2). Fix an irreducible representation π0 of A. Since A is generated by
the ideals Ia there exists a0 such that π0 does not vanish on Ia0 . Morita equivalence preserves the
property of being a continuous-trace C∗-algebra, so Ia0 is itself a continuous-trace C∗-algebra.
The restriction of π0 to Ia0 is an irreducible representation which satisfies Fell’s condition in Ia0
(since Ia0 is a continuous-trace C∗-algebra). So there exist b ∈ I+a0 and a neighbourhood U of Îa0
such that π(b) is a rank-one projection whenever [π] ∈ U . Now b ∈ A+ and U can be viewed as
an open subset of Â, so π0 satisfies Fell’s condition in A.
((3) ⇒ (1)) Suppose that A is a Fell algebra. By Lemma 3.1, for each irreducible representa-
tion π of A there exists an abelian element aπ ∈ A such that π(aπ) 	= 0. Let B be the C∗-algebra
generated by the set S of all abelian elements of A, so that B = span{a1 · · ·an: n ∈ N, ai ∈ S}.
Since π |B 	= 0 for all π ∈ Â, B is not contained in any proper ideal of A. But B is an ideal of A
by [34, 6.1.7] (the largest Type I0 ideal in fact), so B = A and A is Type I0. 
4. Green’s theorem for free Cartan transformation groups.
Throughout this section let G be a second-countable, locally compact, Hausdorff group acting
continuously on a second-countable, locally compact, Hausdorff space X. We will prove a gener-
alisation of Green’s theorem for free group actions which are not proper but only locally proper.
Green’s theorem says that if a group G acts freely and properly on a space X, then the crossed
product C0(X)  G is Morita equivalent to C0(X/G); it follows that the Dixmier–Douady in-
variant of the continuous-trace C∗-algebra C0(X)  G is trivial. In Section 7, we will establish
the analogous result for locally proper actions and our generalisation of the Dixmier–Douady
classification.
Recall from [33, Definition 1.1.2] that X is a Cartan G-space if each point of X has a wander-
ing neighbourhood U ; that is, a neighbourhood U such that {s ∈ G: s ·U ∩U 	= ∅} is relatively
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is a free Cartan transformation group.
The action of G on X is proper if every compact subset of X is wandering. Equivalently,
the action is proper if the map φ : G × X → X × X given by φ(g, x) = (g · x, x) is proper
in the sense that the inverse images of compact sets are compact. If U is a wandering neigh-
bourhood in X, then the action of G on the saturation G · U of U is proper by [33, Proposi-
tion 1.2.4].
If G acts freely on X and x, y ∈ X with G · x = G · y, then there is a unique τ(x, y) ∈ G such
that
y = τ(x, y) · x; (4.1)
this defines a function τ from
X ×G\X X :=
{
(x, y) ∈ X ×X: G · x = G · y}
to G. If X is a free Cartan G-space, then τ is continuous by [33, Theorem 1.1.3].
The next lemma follows from [9, I.10.1 Proposition 2].
Lemma 4.1. Suppose that the group G acts freely on X. Then the action of G on X is proper if
and only if φ : G × X → X × X, (g, x) → (g · x, x) is a homeomorphism onto a closed subset
of X ×X.
Lemma 4.2. Suppose that (G,X) is a free Cartan transformation group.
1. There exists a covering {Ui : i ∈ I } of X by G-invariant open sets such that (G,Ui) is proper
for each i.
2. Let {Ui : i ∈ I } be a cover as in (1), and let W :=⊔i Ui be the topological disjoint union of
the Ui . Then the map φ : G×W → W ×W , (g, x) → (g · x, x) is a homeomorphism onto a
closed subset of W ×W .
Proof. (1) If U is a wandering neighbourhood in X, then its saturation G ·U is a proper G-space
by [33, Proposition 1.2.4]. So choose a cover {Vi : i ∈ I } of open wandering neighbourhoods in
X and then take Ui = G · Vi for all I .
(2) The action of G on W is g · xi = (g · x)i , where, for x ∈ Ui ⊂ X, we write xi for the
corresponding element in the copy of Ui in W . The action of G on W is free because the action
of G on X is free.
Since the action on W is continuous, so is φ. Since the action on W is free, φ is one-
to-one. The inverse φ−1 : rangeφ → G × W is given by φ−1(y, x) = (τ (x, y), x). The map
τ : X ×G\X X → G of (4.1) is continuous because (G,X) is Cartan, so φ−1 is continuous. To
see that the range of φ is closed, suppose that
(
gn · xinn , xinn
)
is a sequence in rangeφ converging to (y, xj ). Then xinn → xj , so in = j eventually. Since Uj
is G-invariant, gn · xinn ∈ Uj eventually as well. Since gn · xinn → y it follows that y ∈ Uj . In
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G\X is Hausdorff and hence y ∈ G · x as required. 
The following definitions are from [31, §2]. Let Γ be a locally compact, Hausdorff groupoid
and Z a locally compact space. We say Γ acts on the left of Z if there is a continuous open
map ρ : Z → Γ (0) and a continuous map (γ, x) → γ · x from Γ ∗ Z = Γ s∗ρ Z := {(γ, x) ∈
Γ ×Z: s(γ ) = ρ(x)} to Z such that
1. ρ(γ · x) = r(γ ) for (γ, x) ∈ Γ s∗ρ Z;
2. if (γ1, x) ∈ Γ s∗ρ Z and (γ2, γ1) ∈ Γ (2) then (γ2γ1) · x = γ2 · (γ1 · x);
3. ρ(x) · x = x for x ∈ Z.
Right actions of Γ on Z are defined similarly, except that we use σ : Z → Γ (0) and Z σ∗r Γ :=
{(x, γ ) ∈ Z × Γ : σ(x) = r(γ )}. An action of Γ on the left of Z is said to be free if γ · x = x
implies that γ = ρ(x), and is said to be proper if the map Γ s∗ρ Z → Z×Z : (γ, x) → (γ ·x, x)
is proper.
Definition 4.3. If Γ1 and Γ2 are groupoids then an equivalence from Γ1 to Γ2 is a triple (Z,ρ,σ )
where
1. Z carries a free and proper left-action of Γ1 with fibre map ρ : Z → Γ (0)1 , and a free and
proper right-action of Γ2 with fibre map σ : Z → Γ (0)2 ;
2. the actions of Γ1 and Γ2 on Z commute; and
3. ρ and σ induce bijections of Z/Γ2 onto Γ (0)1 and of Γ1\Z onto Γ (0)2 , respectively.
Since ρ and σ are continuous open maps Definition 4.3(3) implies that ρ and σ induce
homeomorphisms Z/Γ2 ∼= Γ (0)1 and Γ1\Z ∼= Γ (0)2 . We will often just say that Z is a Γ1–Γ2-
equivalence, leaving the fibre maps σ,ρ implicit. The main theorem of [31] says that if Γ1 and
Γ2 are groupoids with Haar systems and Z is a Γ1–Γ2-equivalence, then Cc(Z) can be completed
to a C∗(Γ1)–C∗(Γ2)-imprimitivity bimodule [31, Theorem 2.8], so the full groupoid C∗-algebras
of Γ1 and Γ2 are Morita equivalent.
If (G,X) is a transformation group we view G×X as a transformation-group groupoid with
composable elements
(G×X)(2) = {((g, x), (h, y)) ∈ (G×X)× (G×X): x = h · y}
and (g,h · y)(h, y) = (gh, y); the inverse is given by (g, x)−1 = (g−1, g · x). We identify
the unit space (G × X)(0) = {e} × X with X, so s(g, x) = x and r(g, x) = g · x for all
(g, x) ∈ G×X.
Suppose that (G,X) is a free Cartan transformation group. Let {Ui : i ∈ I } be a covering
of X by G-invariant open sets such that (G,Ui) is proper for each i; then each Vi := G\Ui is
locally compact and Hausdorff. Let q : X → G\X be the quotient map. For each i, denote by
qi : Ui → Vi the restricted quotient map, and let ψi : Vi → q(Ui) ⊆ G\X be the inclusion home-
omorphism. Let Y :=⊔i Vi be the topological disjoint union of the Vi , and define ψ : Y → G\X
by ψ |V = ψi . Then ψ is a local homeomorphism and Y is locally compact and Hausdorff.i
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paragraph.
1. The formula (g, x) · (x, y) = (g · x, y) defines a free left action of the groupoid G × X on
X ∗ Y = {(x, y) ∈ X × Y : q(x) = ψ(y)}.
2. The formula (g, x) · x = g · x defines a free and proper left action of the groupoid G×X on
W :=⊔i Ui .
3. There is a homeomorphism α : W → X ∗ Y such that (g, x) · α(z) = α((g, x) · z) for all
g,x, z.
Proof. (1) Define ρ : X ∗ Y → (G×X)(0) by ρ(x, y) = x. Then
(G×X) ∗ (X ∗ Y) = {((g, x), (x′, y)): x = s(g, x) = ρ(x′, y)= x′}.
It is straightforward to check that the formula (g, x) · (x, y) := (g · x, y) defines a free action of
G×X on the left of X ∗ Y .
(2) As earlier, for x ∈ Ui ⊂ X, we write xi for the corresponding element of Ui ⊂ W . Define
ρ′ : W → (G×X)(0) by ρ′(xi) = x. Then
(G×X) ∗W =
⊔
i
{(
(g, x), xi
)
: (g, x) ∈ G×Ui
}
,
and the formula (g, x) · xi := (g · x)i defines a free action of (G×X) on W .
By Lemma 4.1, to see that the action is proper it suffices to verify that
φ : (G×X) ∗W → W ×W, ((g, x), xi) → ((g · x)i, xi)
is a homeomorphism of (G×X) ∗W onto a closed subset of W ×W .
Let τ : X ∗G\X X → G be as in (4.1). Then τ is continuous since X is a Cartan G-space. So
φ : (G×X) ∗W → rangeψ is invertible with continuous inverse
(y, x) → ((τ(x, y), x), x).
That the range of φ is closed is precisely Lemma 4.2(2).
(3) Define α : W → X ∗ Y by α(xi) = (x, qi(xi)). Clearly α is continuous and one-to-one
with continuous inverse (x, qi(xi)) → x. To see that α is onto, notice that (x, y) ∈ X ∗ Y for
y ∈ Vi if and only if y = qi(xi). That α is equivariant is a simple calculation:
(g, x) · α(xi)= (g, x) · (xi, qi(xi))= (g · xi, qi(xi))= α(g · xi)= α((g, x) · xi). 
Recall that under the relative topology
R(ψ) = {(y1, y2) ∈ Y × Y : ψ(y1) = ψ(y2)}
is a principal groupoid with range and source maps s(y1, y2) = y2, r(y1, y2) = y1, composition
(y1, y2)(y2, y3) = (y1, y3) and inverses (y1, y2)−1 = (y2, y1); R(ψ) is étale because ψ is a local
homeomorphism. We identify R(ψ)(0) with Y via (y, y) → y.
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G × X is equivalent to the groupoid R(ψ) described in the preceding paragraph. More specif-
ically, resume the notation of Lemma 4.4 and define fibre maps ρ : X ∗ Y → (G × X)(0) and
σ : X ∗ Y → R(ψ)(0) by
ρ(x, y) = x and σ(x, y) = y.
Then the space X ∗ Y is a (G×X)–R(ψ) equivalence under the actions
(g, x) · (x, y) = (g · x, y) and (x, y) · (y, z) = (x, z).
Proof. We need to verify (1)–(3) of Definition 4.3. By Lemma 4.4, the left action of G × X on
X ∗ Y is free and proper. It is easy to check that the right action of R(ψ) on X ∗ Y is free and
proper, verifying (1).
To verify (2), we calculate:
(
(g, x) · (x, y)) · (y, z) = (g · x, y) · (y, z) = (g · x, z) = (g, x) · (x, z)
= (g, x) · ((x, y) · (y, z)).
It remains to verify (3). Since both ρ and σ are surjective, we need only show that both induce
injections. Suppose that ρ(x, y) = ρ(x′, y′). Then certainly x = x′. Since (x, y), (x, y′) ∈ X ∗ Y
we have ψ(y) = q(x) = ψ(y′), so (x, y) = (x, y′) · (y′, y) with (y, y′) ∈ R(ψ). Hence ρ induces
an injection. Similarly, suppose σ(x, y) = σ(x′, y′). Then y = y′. Also, q(x) = ψ(y) = q(x′),
so there exists g ∈ G such that g · x = x′. Thus (g, x) · (x, y) = (g · x, y) = (x′, y) and (g, x) ∈
G×X. Hence, σ induces an injection. 
We now obtain an analogue of Green’s beautiful theorem for free transformation groups: if G
acts freely and properly on X then C0(X)  G and C0(G\X) are Morita equivalent [19, Theo-
rem 14]. If the action is only locally proper then G\X may not be Hausdorff, so that C0(G\X)
is not a C∗-algebra – the groupoid C∗-algebra C∗(R(ψ)) serves as its replacement in this case.
Corollary 4.6. Suppose that (G,X) is a free Cartan transformation group. Then the transforma-
tion-group C∗-algebra C0(X) G is Morita equivalent to the groupoid C∗-algebra C∗(R(ψ)).
Proof. Since R(ψ) is étale, R(ψ) has a Haar systems given by counting measures. A natural
Haar system for G × X is {μ × δx : x ∈ X}, where μ is a left Haar measure on G and δx is
point-mass measure. So the (G×X)–R(ψ) equivalence of Theorem 4.5 induces a Morita equiv-
alence of full groupoid C∗-algebras by [31, Theorem 2.8]. Since C∗(G×X) and C0(X)G are
isomorphic [38, remarks on p. 59] the result follows. 
Let (G,X) be a free Cartan transformation group. Then C0(X)  G is a Fell algebra by [22].
Since the property of being a Fell algebra is preserved under Morita equivalence by [24],
C∗(R(ψ)) is also a Fell algebra. Alternatively, by [14, Theorem 7.9] a principal-groupoid C∗-
algebra is a Fell algebra if and only if the groupoid is Cartan in the sense that every unit has a
wandering neighbourhood (see Definition 7.3 of [14]); it is straightforward to verify the existence
of wandering neighbourhoods in R(ψ).
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In this section we show how to construct from a separable Fell algebra A a Morita equivalent
C∗-algebra C containing a diagonal subalgebra in the sense of [27]. The bulk of the work is to
show that diagonal subalgebras of separable Fell algebras can be characterised as those abelian
subalgebras which possess the extension property. We start by verifying that the different notions
of diagonals in nonunital C∗-algebras which appear in the literature coincide.
5.1. Diagonals in nonunital C∗-algebras
Let A be a C∗-algebra and B a C∗-subalgebra of A. Recall that P : A → B is a conditional
expectation if P is a linear, norm-decreasing, positive map such that P |B = idB and P(ab) =
P(a)b, P(ba) = bP (a) for all a ∈ A and b ∈ B . We say P is faithful if P(a∗a) = 0 implies
a = 0.
Remark 5.1. There are two other equivalent characterisations of a conditional expectation:
1. P : A → B is a linear idempotent of norm 1;
2. P : A → B is a linear, norm-decreasing, completely positive map such that P |B = idB and
P(ab) = P(a)b, P(ba) = bP (a) for all a ∈ A and b ∈ B .
Our definition above implies (1); that (1) implies (2) is in [42] (see, for example [7, Theo-
rem II.6.10.2]), and (2) implies our definition since completely positive maps are positive.
Definition 5.2. Let A be a separable C∗-algebra and let B be an abelian C∗-subalgebra of A.
A normaliser n of B in A is an element n ∈ A such that n∗Bn,nBn∗ ⊂ B; the collection of
normalisers of B is denoted by N(B). A normaliser n is free if n2 = 0; the collection of free
normalisers of B is denoted by Nf (B). We say B is diagonal or that (A,B) is a diagonal pair if
(D1) B contains an approximate identity for A;
(D2) there is a faithful conditional expectation P : A → B; and
(D3) ker(P ) = spanNf (B).
In [27, Definition 1.1], a pair (A,B) of unital C∗-algebras is said to be a diagonal pair if
1B = 1A and (D2) and (D3) are satisfied, and a nonunital pair (A,B) is said to be a diagonal pair
if the minimal unitisations form a diagonal pair (A˜, B˜) (recall we identify 1B˜ with 1A˜). If A is
unital then (D1) implies that B contains the unit of A, so [27, Definition 1.1] and Definition 5.2
agree for unital A. We will use the next two lemmas to show in Corollary 5.6 that [27, Defini-
tion 1.1] and Definition 5.2 (which is the definition implicitly used in [26]) also coincide if A is
nonunital.
Lemma 5.3. Let A be a C∗-algebra with C∗-subalgebra B and let P : A → B be a conditional
expectation. Then P˜ : A˜ → B˜ defined by P˜ ((a,λ)) = (P (a), λ) is also a conditional expectation.
Moreover, P is faithful if and only if P˜ is.
Proof. Since P : A → B is a conditional expectation it is completely positive by Remark 5.1. By
[13, Lemma 3.9], P˜ is also completely positive, and the proof of [13, Lemma 3.9] shows that P˜
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and hence is a conditional expectation by Remark 5.1.
Now suppose that P is faithful and that (a,λ) ∈ A˜+ with P˜ (a, λ) = 0. Since P˜ (a, λ) =
(P (a), λ), we have λ = 0 and P(a) = 0. Since a ∈ A+ and P is faithful, a = 0 also. Hence,
P˜ is faithful. Conversely, if P˜ is faithful then so is its restriction P . 
Lemma 5.4. Let A be a C∗-algebra and B an abelian C∗-subalgebra of A. Suppose that B con-
tains an approximate identity for A. Then n∗n ∈ B for all n ∈ N(B). If, in addition, P : A → B
is a conditional expectation, then P(n) = 0 for all n ∈ Nf (B).
Proof. Fix n ∈ N(B) and let (bi)i∈I be an approximate identity for A contained in B . Then we
have n∗n = limi∈I n∗bin ∈ B .
Now fix n ∈ Nf (B). Set ak = (n∗n)1/k . A standard spatial argument using the polar decom-
position of n shows that nak → n. To see that P(n) = 0, it suffices by continuity to show that
P(nak) = 0 for all k. Fix k. Then
P(nak) = P(n)ak = akP (n) = P(akn)
since ak ∈ B and P is a conditional expectation. Since n ∈ Nf (B), we have (n∗n)n = n∗n2 = 0
and it follows that akn = (n∗n)1/kn = 0. Hence, P(nak) = 0 as required. 
Lemma 5.5. Suppose that (A,B) is a diagonal pair with expectation P : A → B . Let P˜ : A˜ → B˜
be the conditional expectation of Lemma 5.3. Then
Nf (B˜) =
{
(n,0): n ∈ Nf (B)
}
and ker P˜ = spanNf (B˜).
Proof. Fix n ∈ Nf (B) and (b,μ) ∈ B˜ . Then (n,0)2 = 0 and
(
n∗,0
)
(b,μ)(n,0) = (n∗bn+μn∗n,0) ∈ B˜
by Lemma 5.4. Similarly, (n,0)(b,μ)(n∗,0) ∈ B˜ . Hence, (n,0) ∈ Nf (B˜), giving {(n,0): n ∈
Nf (B)} ⊂ Nf (B˜). Now fix c = (n,λ) ∈ Nf (B˜). Since (n2 + 2λn,λ2) = c2 = 0, we have λ = 0
and n2 = 0. We now verify that n normalises B . Fix b ∈ B . Then since (n,0) ∈ Nf (B˜) and
(b,0) ∈ B˜ we have
(
n∗bn,0
)= (n,0)∗(b,0)(n,0) ∈ B˜.
Hence n∗bn ∈ B . Similarly, nbn∗ ∈ B . This proves Nf (B˜) = {(n,0): n ∈ Nf (B)}.
Since (A,B) is a diagonal pair, we have kerP = spanNf (B). Hence,
ker P˜ = {(a,0): a ∈ kerP }= span{(n,0): n ∈ Nf (B)}= spanNf (B˜). 
Corollary 5.6. Let A be a nonunital C∗-algebra and let B be an abelian C∗-subalgebra of A.
Then (A,B) is a diagonal pair in the sense of Definition 5.2 if and only if (A˜, B˜) is a diagonal
pair in the sense of [27, Definition 1.1].
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1A˜ ∈ B˜ by definition of the inclusion of B˜ in A˜. Lemma 5.3 implies that P˜ : A˜ → B˜ is faithful.
Moreover, by Lemma 5.5 we have ker P˜ = spanNf (B˜). Thus (A˜, B˜) is a diagonal pair in the
sense of [27, Definition 1.1].
Conversely, suppose (A˜, B˜) is a diagonal pair, in the sense of [27, Definition 1.1], with con-
ditional expectation Q : A˜ → B˜ . Since Q is faithful, P := Q|A is also a faithful conditional
expectation, and Q = P˜ .
As in the proof of Lemma 5.5 if (n,λ) ∈ Nf (B˜), then λ = 0 and n ∈ Nf (B). So
N ′f (B) :=
{
n ∈ A: (n,0) ∈ Nf (B˜)
}⊂ Nf (B).
By assumption ker P˜ = spanNf (B˜). By definition of P˜ , we have ker P˜ = {(a,0): a ∈ kerP }.
Hence kerP = spanN ′f (B) ⊂ spanNf (B).
Fix an approximate identity (bi)i∈I for B; we claim it is also an approximate identity for A.
Since A = B + kerP and kerP = spanN ′f (B), it suffices to show that nbi → n for each
n ∈ N ′f (B). Fix n ∈ N ′f (B). Since (n,0) ∈ Nf (B˜), we have (n∗,0)(0,1)(n,0) = (n∗n,0) ∈ B˜ ,
so n∗n ∈ B . Since n∗nbi → n∗n, it follows that nbi → n also, so (bi)i∈I is an approximate
identity for A.
Lemma 5.4 now gives spanNf (B) ⊂ kerP , and hence kerP = spanNf (B). 
Corollary 5.6 above ensures, in particular, that we may apply the results of [27] to our diagonal
pairs, and we shall do so without further comment.
5.2. Diagonals in Fell algebras and the extension property
Building on the seminal work of Kadison and Singer [25], Anderson defined the extension
property for a pair of unital C∗-algebras [3, Definition 3.3] as follows. Let A be a unital C∗-
algebra and B a C∗-subalgebra with 1A ∈ B . Then B is said to have the extension property
relative to A if each pure state of B has a unique extension to a pure state of A (equivalently,
each pure state of B has a unique extension to a state of A – this extension is then necessarily
pure). If B is abelian and has the extension property relative to A then B must be maximal
abelian by the Stone–Weierstass Theorem [3, p. 311]. The converse is false: for example, Cuntz
has shown that the canonical maximal abelian subalgebra of On does not have the extension
property [15, Proposition 3.1]; the next example shows this can happen even in a Fell algebra.
Example 5.7. Let B = C([−1,1]) and let G = {0,1} act on [−1,1] by g · x = (−1)gx. Then
the crossed product A = B  G is generated by B and a self-adjoint unitary U which does
not commute with B . That A is a Fell algebra follows from, for example, [23, Lemma 5.10].
Moreover, B is a maximal abelian subalgebra of A. By [46, Theorem 5.3] the spectrum of A is
homeomorphic to {π−1,π1}∪(0,1] where tn → π1,π−1 for tn ∈ (0,1] if and only if tn → 0 in R.
In particular, π−1 and π1 cannot be separated by disjoint open sets. The πi are one-dimensional
representations determined by πj (f ) = f (0) for f ∈ B and πj (U) = j . Hence π1,π−1 are
distinct pure states of A which restrict to evaluation at 0 on B . Thus B is a maximal abelian
subalgebra but does not have the extension property.
Let A be a unital C∗-algebra, and let be B be a maximal abelian subalgebra of A. Then
B has the extension property relative to A if and only if there exists a conditional expectation
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to A [3, Theorem 3.4]. By [5, Theorem 2.4] B , whether or not it is maximal abelian, has the
extension property relative to A if and only if A = B + span[B,A] where [B,A] = {ba − ab:
a ∈ A, b ∈ B}. The techniques used in the proof imply that the extension property is equivalent
to the requirement that B + span[B,A] be dense in A (if f is a state on A which restricts to a
pure state on B , then f (ab) = f (a)f (b) = f (ba) for all a ∈ A, b ∈ B and hence f vanishes on
span[B,A]).
We use the following definition of the extension property for nonunital C∗-algebras.
Definition 5.8. Let B be a C∗-subalgebra of a C∗-algebra A. As in [26, §2], we say that B has
the extension property relative to A if
1. B contains an approximate identity for A; and
2. every pure state of B extends uniquely to a pure state of A.
By [27, Proposition 1.4], if (A,B) is a diagonal pair, then B has the extension property relative
to A.
Remark 5.9.
1. The extension property as presented in [5, Definition 2.5] seems slightly different to Defi-
nition 5.8: in the former B is said to have the extension property relative to A if pure states
of B extend uniquely to pure states of A and no pure state of A annihilates B . As noted in
[45, §2] these two definitions are equivalent: it follows from [1, Lemma 2.32] that B contains
an approximate identity for A if and only if no pure state of A annihilates B .
2. Let B be an abelian C∗-subalgebra of a nonunital C∗-algebra A. By [5, Remark 2.6(iii)]
B has the extension property relative to A if and only if B˜ has the extension property relative
to A˜ (and B is maximal abelian in A if and only if B˜ is maximal abelian in A˜). Moreover, as
in the unital case, B has the extension property relative to A if and only if B + span[B,A] is
dense in A.
Notation 5.10. Let B be an abelian C∗-subalgebra of a C∗-algebra A, and suppose that B has
the extension property relative to A. By the discussion above, B is maximal abelian and there
exists a unique conditional expectation P : A → B . Moreover, for each pure state h of B , the
state h ◦ P is its unique pure state extension to A. For this reason, we say that the extension
property is implemented by P . The map x → x ◦ P is a weak∗-continuous map from the set of
pure states of B (which may be identified with B̂) to the pure states of A.
Of course x ◦ P determines a GNS triple (πx,Hx, ξx). That is, πx is an irreducible rep-
resentation of A on the Hilbert space Hx , the unit vector ξx is cyclic vector for πx , and
x ◦ P(a) = (πx(a)ξx |ξx) for all a ∈ A. Let ψ = ψP : B̂ → Â be the map which takes x ∈ B̂
to the unitary equivalence class [πx] ∈ Â. We call ψ the spectral map associated to the inclusion
B ⊂ A.
Since diagonal pairs have the extension property, it follows from the above that if (A,B) is
a diagonal pair, then the conditional expectation from B to A is unique. We use this frequently:
given a diagonal pair (A,B), we will without comment refer to the expectation P : B → A and
use that the extension property is implemented by x → x ◦ P .
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Lemma 5.11. Suppose that A is a separable C∗-algebra, let B be an abelian C∗-subalgebra
with the extension property relative to A implemented by P : A → B , and let ψ : B̂ → Â be the
spectral map. Suppose that π is an irreducible representation of A such that π(A) = K(Hπ).
Then ψ−1({[π]}) is a discrete countable subset of B̂ , and there exist a listing {xλ: λ ∈ Λ} of
ψ−1({[π]}) and a basis {ξλ: λ ∈ Λ} of Hπ such that xλ ◦ P = (π(·)ξλ|ξλ) for all λ ∈ Λ and
π(b) =
∑
λ∈Λ
xλ(b)Θξλ,ξλ for all b ∈ B. (5.1)
Furthermore, if A is liminary, then ψ is surjective and P : A → B is faithful.
Proof. We begin by identifying a basis {ξλ: λ ∈ Λ} for Hπ and points {xλ: λ ∈ Λ} in B̂ satisfy-
ing (5.1). We then show that the xλ form a discrete set which coincides with ψ−1({[π]}).
We have π(B) maximal abelian in π(A) by [5, Corollary 3.2]. Since π(A) = K(Hπ), we have
B/kerπ ∼= π(B) = span{Θξλ,ξλ : λ ∈ Λ} for some orthonormal basis {ξλ: λ ∈ Λ} of Hπ 1; and Λ
is countable because A is separable. Since each one-dimensional subspace span{ξλ} is invariant
under π(B), it determines an irreducible representation of B given by point evaluation at xλ ∈ B̂ .
The set {xλ: λ ∈ Λ} is discrete because for each λ there exists bλ such that π(bλ) = Θξλ,ξλ which
forces xμ(bλ) = 0 for λ 	= μ. The formula (5.1) follows from the definition of the xλ.
Fix λ ∈ Λ. Then for b ∈ B ,
(
π(b)ξλ|ξλ
)= ( ∑
μ∈Λ
xμ(b)Θξμ,ξμ(ξλ)|ξλ
)
= xλ(b) = xλ ◦ P(b).
Hence xλ ◦ P = (π(·)ξλ|ξλ) for all λ ∈ Λ by the extension property. Thus ψ(xλ) = [π], and it
follows that {xλ: λ ∈ Λ} ⊂ ψ−1({[π]}).
For the other inclusion, let x ∈ ψ−1({[π]}). Since the GNS representation associated to x ◦ P
is equivalent to π , we may assume that x ◦ P(·) = (π(·)ξ |ξ) for some unit vector ξ ∈ Hπ . Us-
ing (5.1) we get
x(b) =
∑
λ∈Λ
xλ(b)
∣∣(ξ |ξλ)∣∣2 for all b ∈ B.
Suppose that there exist λi such that (ξ |ξλi ) 	= 0 for i = 1,2. Since {xλ: λ ∈ Λ} is discrete we
can find bi ∈ B such that xλ(bi) = 0 unless λ = λi . Now x(b1b2) = 0 but
x(b1)x(b2) = xλ1(b1)
∣∣(ξ |ξλ1)∣∣2xλ2(b2)∣∣(ξ |ξλ2)∣∣2 	= 0
1 This standard fact follows from the Spectral Theorem. Specifically, the Spectral Theorem implies firstly that the C∗-
algebra generated by each self-adjoint T ∈ K(H) is equal to the C∗-algebra generated by its spectral projections. So any
abelian C∗-subalgebra D of K(H) is spanned by commuting finite-dimensional projections. A minimal subprojection of
any of these spanning projections then commutes with D. So if D is maximal abelian, then it is spanned by a maximal
family of mutually orthogonal minimal projections on H .
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x = xλ. Thus {xλ: λ ∈ Λ} = ψ−1({[π]}).
Now suppose that A is liminary and let π be an irreducible representation of A. Then
π(A) = K(Hπ), so the above argument shows that ψ−1({[π]}) is nonempty. Therefore, ψ is
surjective. It remains to prove that P is faithful. Fix a ∈ A+ \ {0}. There is an irreducible rep-
resentation π on a Hilbert space Hπ with π(a) 	= 0. Then with {ξλ: λ ∈ Λ} and ψ−1({[π]}) =
{xλ: λ ∈ Λ} as in the statement of the lemma we have
π
(
P(a)
)=∑
λ∈Λ
xλ
(
P(a)
)
Θξλ,ξλ =
∑
λ∈Λ
(
π(a)ξλ|ξλ
)
Θξλ,ξλ 	= 0.
Hence P(a) 	= 0 and P is faithful. 
Lemma 5.12. Let A be a separable liminary C∗-algebra and B an abelian C∗-subalgebra with
the extension property relative to A, and let ψ be the spectral map. Let U be an open subset of B̂
and let J = {b ∈ B: y(b) = 0 for all y ∈ B̂ \U} B . Let I = AJA be the ideal of A generated
by J . Then
Î = {[π] ∈ Â: π |J 	= 0}= ψ(U). (5.2)
Proof. Since I is generated by J , we have
I =
⋂{
kerπ : [π] ∈ Â, I ⊆ kerπ}=⋂{kerπ : [π] ∈ Â, J ⊆ kerπ},
which gives Î = {[π] ∈ Â: π |J 	= 0}.
To prove that ψ(U) ⊂ {[π] ∈ Â: π |J 	= 0}, let P be the unique conditional expectation from
A to B . Fix x ∈ U , and let π ∈ ψ(x). Since x ∈ U = Ĵ , there is an element b ∈ J such that
x(b) 	= 0. Since x ◦ P is a pure state associated with π there is a unit vector ξ ∈ Hπ such that
x ◦ P(a) = (π(a)ξ |ξ) for all a ∈ A. But x ◦ P(b) = x(b) 	= 0, so π(b) 	= 0. Hence, ψ(U) ⊂
{[π] ∈ Â: π |J 	= 0}.
To see that {[π] ∈ Â: π |J 	= 0} ⊂ ψ(U), fix an irreducible representation π of A with
π(f ) 	= 0 for some f ∈ J . Since A is liminary, π(A) = K(Hπ) so Lemma 5.11 implies that
ψ−1([π]) is a countable discrete set {xλ: λ ∈ Λ} ⊂ B̂ , and there is a basis {ξλ: λ ∈ Λ} for
Hπ such that π(b) =∑λ∈Λ xλ(b)Θξλ,ξλ for all b ∈ B . Since π(f ) 	= 0 and Ĵ = U , there exists
λ ∈ Λ such that xλ ∈ U and f (xλ) 	= 0. Thus [π] = ψ(xλ) ∈ ψ(U). Hence {[π] ∈ Â: π |J 	= 0} =
ψ(U). 
The following lemma is used implicitly in the proof of [27, Theorem 3.1].
Lemma 5.13. Let A be a separable liminary C∗-algebra and B an abelian C∗-subalgebra with
the extension property relative to A. Let ψ be the spectral map.
1. Suppose that f,g ∈ B+ have the property that the restriction of ψ to suppf ∪ suppg is
injective. Then gAf ⊂ B .
2. If f,g ∈ B+ have the property that the restrictions of ψ to suppf and suppg are injective,
then gAf ⊂ N(B).
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(1) Fix a ∈ A and an irreducible representation π : A → B(Hπ). It suffices to show that
π
(
P(gaf )
)= π(gaf ). (5.3)
Since P is an expectation with f,g ∈ P(A), we have P(gaf ) = gP (a)f , so (5.3) is trivial
if π(f ) = 0 or π(g) = 0. So we suppose that π(f ),π(g) 	= 0 and we verify that π(gaf ) =
π(gP (a)f ).
Since A is liminary, we may use Lemma 5.11 to obtain a listing ψ−1({[π]}) =
{xλ: λ ∈ Λ} and a basis {ξλ: λ ∈ Λ} of Hπ such that xλ ◦ P = (π(·)ξλ|ξλ) for all λ ∈ Λ and
π(b) =∑λ∈Λ xλ(b)Θξλ,ξλ for all b ∈ B . Since ψ(xλ) = [π] for all λ, and since ψ restricts to an
injection on suppf ∪ suppg there exists a unique λ ∈ Λ such that xλ ∈ suppf ∪ suppg. Thus
π(f ) = xλ(f )Θξλ,ξλ and π(g) = xλ(g)Θξλ,ξλ . Hence
π(gaf ) = (xλ(g)Θξλ,ξλ)π(a)(xλ(f )Θξλ,ξλ)= xλ(g)(π(a)ξλ|ξλ)xλ(f )Θξλ,ξλ
= xλ(g)xλ
(
P(a)
)
xλ(f )Θξλ,ξλ = π
(
gP (a)f
)
.
So gaf = P(gaf ) and hence gAf ⊂ B .
(2) Fix a ∈ A and set n := gaf . Then for every b ∈ B we have n∗bn = f (a∗gbga)f ∈ B
by (1). Thus, n∗Bn ⊂ B and symmetrically nBn∗ ⊂ B . Hence, n = gaf ∈ N(B). 
Our next result, Theorem 5.14, extends [26, Theorem 2.2] from continuous-trace C∗-algebras
to Fell algebras; indeed our proof follows similar lines. There is also some overlap with
[4, Proposition 3.3] and [11, Proposition 4.1]. Example 5.15 below shows that Theorem 5.14
cannot be extended to bounded-trace C∗-algebras.
Theorem 5.14. Let A be a separable Fell algebra and let B be an abelian C∗-subalgebra with
the extension property relative to A. Then
1. the spectral map ψ is a local homeomorphism, and
2. (A,B) is a diagonal pair.
Proof. (1) We must prove that ψ is continuous, open, surjective and locally injective. Continuity
follows from the observation that φ → φ ◦ P is a weak∗-continuous map from the state space
of B to that of A. That ψ is an open map follows from Lemma 5.12 and the surjectivity of ψ
follows from Lemma 5.11.
To show that ψ is locally injective we argue as in [28, Theorem 2]. Suppose that ψ fails to be
locally injective at x ∈ B̂ . Then there exist sequences (yn)∞n=1, (zn)∞n=1 in B̂ such that yn, zn → x
and, for all n, yn 	= zn and ψ(yn) = ψ(zn). Let π ∈ ψ(x). Since A is a Fell algebra there exists
a Hausdorff neighbourhood V of [π] in Â [6, Corollary 3.4]. Let I be the ideal of A such that
Î = V . Since V is Hausdorff, I is a continuous trace C∗-algebra. Let U = ψ−1(V ) and let J be
the ideal of B such that Ĵ = U . We have J ⊂ I by Lemma 5.12.
By Lemma 5.11, ψ−1({[π]}) = {xλ: λ ∈ Λ} is discrete and countable, and there exists a
basis {ξλ: λ ∈ Λ} of Hπ such that π(b) =∑λ∈Λ xλ(b)Θξλ,ξλ for all b ∈ B . Choose b ∈ Cc(B̂)+
such that x(b) > 0 and suppb ⊂ U . Since π ∈ ψ(x), we have x = xμ for some μ ∈ Λ, and
since ψ−1({[π]}) is discrete, we may choose g ∈ Cc(B̂)+ such that xλ(g) = 0 unless λ = μ. So
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x(f ) = 1.
We have supp(f ) ⊂ supp(b) ⊂ U , so f ∈ J ⊂ I . Since f has compact support it belongs to
the Pedersen ideal of I and hence is a continuous trace element in I . For each n, fix πn ∈ ψ(yn).
Since ψ(yn) → ψ(x) we have
lim
n→∞ Tr
(
πn(f )
)= Tr(π(f ))= TrΘξμ,ξμ = 1.
But {yn, zn} ∈ ψ−1({ψ(yn)}), so by Lemma 5.11 and the positivity of f we also have
Tr
(
πn(f )
)
 yn(f )+ zn(f ) → 2x(f ) = 2,
which results in a contradiction. Thus ψ is a local homeomorphism.
(2) Since ψ : B̂ → Â is a local homeomorphism by (1), the collection
U(ψ) := {U ⊂ B̂ open: ψ |U is injective}
forms an open cover of B̂ . Since B is separable, B̂ is second-countable and hence paracompact.
It follows by [26, Lemma 2.1] (see also the Shrinking Lemma [37, Lemma 4.32]) that there
is a countable, locally finite refinement V := {Vn: n  0} of U such that Vi ∩ Vj 	= ∅ implies
Vi ∪ Vj ∈ U(ψ).
By definition of the extension property, B contains an approximate identity for A. Since A
is liminary, we may apply Lemma 5.11 to conclude that P is faithful. By Lemma 5.4 we have
Nf (B) ⊂ kerP , so it remains to show that every element in ker(P ) may be approximated by
sums of elements in Nf (B).
By [37, Lemma 4.34] there exists a partition of unity subordinate to V ; that is, there exists a
sequence (fn)∞n=0 in B such that suppfn ⊂ Vn, 0  fn  1 and
∑∞
n=0 x(fn) = 1 for all x ∈ B̂ .
For each n 0, let gn =∑nj=0 fj . For a compact subset K of D̂, the local finiteness of V implies
that K ∩ Vj = ∅ for all but finitely many j . Hence there exists n 0 such that gn(x) = 1 for all
x ∈ K . Therefore, (gn)∞n=0 is an approximate identity for B and hence for A. Fix a ∈ A. Then
gnagn → a and P(gnagn) = gnP (a)gn for all n. Fix x ∈ B̂ . Since x(fi)x(fj ) = 0 whenever
x /∈ Vi ∩ Vj , we obtain
x ◦ P(gnagn) = x
(
gnP (a)gn
)= ∑
{0i,jn: x∈Vi∩Vj }
x(fi)
(
x ◦ P(a))x(fj ).
Hence
P(gnagn) =
∑
{0i,jn: Vi∩Vj 	=∅}
fiP (a)fj .
Suppose that Vi ∩ Vj 	= ∅. Then Vi ∪ Vj ∈ U(ψ), so ψ |Vi∪Vj is injective, and Lemma 5.13 gives
fiafj ∈ B . Hence fiP (a)fj = P(fiafj ) = fiafj and we have
P(gnagn) =
∑
{0i,jn: V ∩V 	=∅}
fiafj ,i j
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(I − P)(gnagn) =
∑
{0i,jn: Vi∩Vj=∅}
fiafj . (5.4)
Suppose now that a ∈ kerP . Then gnagn ∈ kerP . Since gnagn → a, it suffices to show that
gnagn may be expressed as a sum of free normalisers. Using (5.4) and P(gnagn) = 0 we have
gnagn =
∑
{0i,jn: Vi∩Vj=∅}
fiafj .
Since ψ |Vk is injective and suppfk ⊂ Vk for all k, Lemma 5.13 gives fiafj ∈ N(B). If
Vi ∩Vj = ∅, then fifj = 0 so that (fiafj )2 = 0. Thus fiafj ∈ Nf (B) as required, and (A,B) is
a diagonal pair. 
We now give an example of a bounded-trace C∗-algebra A with a maximal abelian subalgebra
B such that (A,B) has the extension property but is not a diagonal pair. Thus Theorem 5.14
cannot be extended from Fell algebras to bounded-trace C∗-algebras.
Example 5.15. Let C := {f ∈ C([0,1],M2): f (0) ∈ CI2}, and let D be the subalgebra of C
consisting of functions f such that each f (t) is a diagonal matrix. Then C is a bounded-trace
algebra, but is not a Fell algebra, and D is an abelian C∗-subalgebra. Each pure state of D has the
form d → d(t)i,i for some t ∈ [0,1] and i ∈ {1,2}, and then c → c(t)i,i is the unique extension
to a pure state of C, so D has the extension property relative to C.
For t > 0, let ut :=
( cos(1/t) sin(1/t)
− sin(1/t) cos(1/t)
) ∈ M2(C). Define α ∈ Aut(C) by
α(f )(t) =
{
utf (t)u
∗
t if t > 0,
f (0) if t = 0.
Let
A := M2(C) and B :=
{(
d1 0
0 α(d2)
)
: d1, d2 ∈ D
}
.
Then A is not a Fell algebra but has bounded trace; B is abelian, and B has the extension property
relative to A because each of D and α(D) has the extension property relative to C. The unique
faithful conditional expectation P : A → B is given by
P :=
(
φ 0
0 αφα−1
)
,
where φ is the canonical expectation from C onto D: φ(c)(t) = ( c1,1(t) 00 c2,2(t) ).
We claim that B is not diagonal in A. First observe that if n is a normaliser of D in C, then
there exists λ(n) ∈ C such that n(0) = λ(n)I2 by definition of C. Hence the off-diagonal entries
of n(t) go to zero as t goes to zero. Since n is a normaliser, for t > 0 the matrix n(t) is either
diagonal, or a linear combination of the off-diagonal matrix units. In particular, if n(0) 	= 0 then
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each n(t)2 = 0, and it follows from the above that n(0) = 0.
Now suppose that
n =
(
n1,1 n1,2
n2,1 n2,2
)
∈ A
is a normaliser of B . We claim that n1,2(0) = 0. Note that for t > 0, each of n1,1(t), u∗t n2,2(t)ut
is a normaliser of D(t) and each of n1,2(t)ut , and u∗t n2,1(t) is a normaliser of D(t) in C(t).
Suppose for contradiction that n1,2(0) 	= 0. Since n1,2(0) is diagonal, there exists ε such that
for t < ε, both ‖n1,2(t)‖ > ‖n1,2(0)‖/
√
2 and |(n1,2(t))i,j | < ‖n1,2(0)‖/2 for i 	= j . Choose
t0 < ε such that ut0 =
( 1/√2 1/√2
−1/√2 1/√2
)
. Since n1,2(t0)ut0 is a normaliser of D(t0), it is ei-
ther diagonal, or a linear combination of off-diagonal matrix units, and since t0 < ε, there
is an entry of n1,2(t0)ut0 with modulus at least ‖n1,2(0)‖/
√
2. It follows by choice of ut0
that n1,2(t0) = (n1,2(0)ut0)u∗t0 has at least one off-diagonal entry of modulus greater than
(‖n1,2(0)‖/
√
2 )(1/
√
2 ) = ‖n1,2(0)‖/2, contradicting the choice of ε. Hence n1,2(0) = 0 as
claimed.
The function f : [0,1] → M4 given by
f (t) =
(
02 I2
02 02
)
belongs to ker(P ) ⊂ A. But f (0)1,2 	= 0, so f is not in the closed span of the normalisers of B
in A, and hence is not in the closed span of the free normalisers. In particular B is not diagonal
in A.
We will show that every separable Fell algebra is Morita equivalent to one with a diagonal
subalgebra; to do this we need:
Lemma 5.16. Let A be a separable Fell algebra. Then there exists a countable set of abelian
elements of A which generate A as an ideal.
Proof. By Lemma 3.1, for every irreducible representation π of A there exists an abelian element
aπ of A such that π(aπ) 	= 0. For each π , the set Uπ := {[σ ] ∈ Â: σ(aπ) 	= 0} is an open
neighbourhood of [π] in Â. Since A is separable, the topology for Â has a countable base [16,
Proposition 3.3.4]. So there exists a countable subset S := {aπi : i ∈ N} such that {Uπi : i ∈ N}
is an open cover of Â. Let I be the ideal generated by S. Since σ(aπi ) 	= 0 when [σ ] ∈ Uπi , it
follows that π |I 	= 0 for every irreducible representation π of A. Hence I = A. 
Theorem 5.17. Let A be a separable Fell algebra, and let {ai : i ∈ N} ⊂ A be a set of abelian
norm-one elements which generate A as an ideal. Let K = K(2(N)), and denote the canonical
matrix units in K by {Θij : i, j ∈ N}. Set
a :=
∞∑ 1
i
ai ⊗Θii ∈ A⊗ K.i=1
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1. the hereditary subalgebra C := a(A⊗ K)a generated by a is Morita equivalent to A;
2. D :=⊕i∈N aiAai ⊗Θii is a C∗-diagonal in C; and
3. the conditional expectation P : C → D is given by P(c) =⊕i∈N(1 ⊗Θii)c(1 ⊗Θii).
Proof. To prove (1), it suffices to show that C is full or, equivalently, that (A⊗ K)a(A⊗ K) =
A⊗ K. Since A is generated by the ai , it suffices to show that for all i, j, k ∈ N
ai ⊗Θjk ∈ (A⊗ K)a(A⊗ K).
Fix i, j, k ∈ N and let (eλ)λ∈Λ be an approximate identity for A. Then
ai ⊗Θjk = i lim
λ∈Λ(eλ ⊗Θji)a(eλ ⊗Θik) ∈ (A⊗ K)a(A⊗ K)
as required.
For (2), first observe that D is commutative because each ai is an abelian element. Since A is
a Fell algebra so is C. So by Theorem 5.14, to see that D is diagonal in C, it suffices to prove
that D has the extension property relative to C. By Remark 5.9(2), it is enough to show that
D + span[D,C] is dense in C.
Sums of the form
n∑
j,k=1
ajbjkak ⊗Θjk,
with bjk ∈ A, are dense in C. It therefore suffices to show that elements of the form
ajbjkak ⊗Θjk with j 	= k may be approximated by elements in [D,C]. Fix c := ajbjkak ⊗Θjk
with j 	= k. For n ∈ N, let dn := a1/nj ⊗Θjj ∈ D. Since a1/nj aj → aj as n → ∞,
[dn, c] = dnc − cdn = a1/nj aj bjkak ⊗Θjk n→∞−−−−→ ajbjkak ⊗Θjk = c.
Hence c may be approximated by the commutators [dn, c], and so D + span[D,C] is dense
in C.
For (3), observe that the formula given for P determines a norm-decreasing projection of C
onto D. This is then a conditional expectation by Remark 5.1, and is the unique expectation from
C to D as discussed in Notation 5.10. 
6. Fell algebras and twisted groupoid C∗-algebras
In [27, Theorem 3.1] Kumjian showed that if (A,B) is a diagonal pair, then A is isomorphic
to a twisted groupoid C∗-algebra. Here we combine this with the results of Section 5 to show
that up to Morita equivalence every Fell algebra arises as a twisted groupoid C∗-algebra, and
conversely determine for which twists the associated twisted groupoid C∗-algebra is Fell. We
start with some background from [27, §2].
A T-groupoid Γ is a locally compact, Hausdorff groupoid Γ equipped with a free range-
and source-preserving action of the circle group T such that (t1 · γ1)(t2 · γ2) = (t1t2) · (γ1γ2)
A. an Huef et al. / Journal of Functional Analysis 260 (2011) 1543–1581 1563whenever (γ1, γ2) is a composable pair in Γ . The quotient groupoid Γ/T is Hausdorff because
T is compact.
Recall that a sequence K(0) ↪→ K i−→ G q→ H of groupoids is exact if q is a surjective
groupoid homomorphism which restricts to an isomorphism of unit spaces, and i is an isomor-
phism of K onto ker(q) = {g ∈ G: q(g) ∈ H(0)}. A topological twist or just twist is a T-groupoid
Γ such that there is an exact sequence
Γ (0) → Γ (0) × T → Γ q−→ R
of groupoids in which R is a principal, étale groupoid (a relation in the terminology of [27]).
Note that Γ (0) = R(0). We often abbreviate the exact sequence to Γ → R. Twists Γ1 q1−→ R
and Γ2
q2−→ R over the same relation R are isomorphic if there is a T-equivariant isomorphism
π : Γ1 → Γ2 such that q2 ◦ π = q1; we call π a twist isomorphism. A twist Γ q−→ R is said to be
trivial if q has a continuous section which is a groupoid homomorphism. A trivial twist over R
is isomorphic to the cartesian-product groupoid R × T [27, Remark 4.2].
We outline in Appendix A the construction of the twisted groupoid C∗-algebra C∗r (Γ ;R)
associated to a twist, and also prove there that the C∗-algebra of a trivial twist is isomorphic
to the reduced groupoid C∗-algebra C∗r (R) of R. In brief, C∗r (Γ ;R) is a C∗-completion of the
collection of Cc(Γ ;R) of compactly supported T-equivariant functions on Γ ; the closure of the
algebra of sections in Cc(Γ ;R) which are supported on T · Γ 0 can be identified with C0(Γ (0)),
and restriction of functions extends to a conditional expectation P : C∗r (Γ ;R) → C0(Γ (0)).
For our classification theorem, a key tool will be the following theorem, proved in [27].
Theorem 6.1. (See [27, Theorem 3.1].) Let A be a separable C∗-algebra with diagonal B , and let
Y := B̂ . Then there exist a twist Γ → R, a homeomorphism φ : Y → Γ (0), and an isomorphism
π : A → C∗r (Γ ;R) such that the following diagram commutes
B
φ∗−−−−→ C0(Γ (0))
⊆
⏐⏐ ⊆⏐⏐
A
π−−−−→ C∗r (Γ ;R).
(6.1)
Since we need the details below, we now sketch the construction of the twist Γ from a unital
diagonal pair (A,B) given in [27, Theorem 3.1]; Remark 6.2 below explains how the construc-
tion works for nonunital diagonal pairs. Let Y = B̂ and set
Γ0 =
{
(a, y) ∈ N(B)× Y : y(a∗a)> 0}.
For y ∈ Y we continue to write y for the unique state extension to A, and then for each
(a, y) ∈ Γ0, we define [a, y] : A → C by [a, y](c) = y(a∗c)y(a∗a)−1/2. Then each [a, y]
belongs to the dual space A∗ of A, and the following are equivalent: (1) [a, y] = [c, y];
(2) y(a∗c) > 0; (3) there exist b1, b2 ∈ B with y(b1), y(b2) > 0 such that ab1 = cb2. Set
Γ := {[a, y]: (a, y) ∈ Γ0}⊂ A∗. (6.2)
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tiplication on A∗ but not with the convention used in [39, §5].
By [27, Proposition 1.6], for each a ∈ N(B), there is a homeomorphism
σa :
{
y ∈ Y : y(a∗a)> 0}→ {y ∈ Y : y(aa∗)> 0}
such that y(a∗ba) = σa(y)(baa∗) for all b ∈ B and all y in the domain of σa . The set Γ , with
source and range maps defined by s([d, y]) = y and r([d, y]) = σd(y), and partial multiplication
defined by [a,σc(y)][c, y] = [ac, y], is a T-groupoid. The quotient groupoid R = Γ/T is a prin-
cipal étale groupoid, and Γ → R is a twist satisfying the requirements of Theorem 6.1. The class
of this twist is the negative of the one constructed in [39, §5].
Remark 6.2. The construction outlined above is for unital diagonal pairs (A,B). However, as
mentioned in the proof of [27, Theorem 3.1], the construction may be applied to nonunital pairs
as follows. When (A,B) is a nonunital diagonal pair, one applies the above construction to the
diagonal pair (A˜, B˜) to obtain a twist Γ˜ → R˜ with unit space
Γ˜ (0) = R˜(0) = B̂ ∪ {∞}.
It is straightforward to see that B̂ ⊂ Γ˜ (0) is an open invariant subset, so we may restrict both
Γ˜ and R˜ to B̂ to obtain a twist Γ → R. It is routine to check that C∗r (Γ ;R) may be identi-
fied with an ideal I  C∗r (Γ˜ ; R˜) ∼= A for which the quotient is isomorphic to C∗r (T; {1}) = C.
Hence I coincides with A A˜, and it is clear from the construction that this identification takes
I ∩C0(Γ˜ (0)) = C0(Γ (0)) to B . In particular, there is an isomorphism π : A → C∗r (Γ ;R) which
makes the diagram (6.1) commute.
We claim that Γ is still described by (6.2). This is not obvious right off the bat: by definition
the elements of Γ are of the form [n,x] where n is a normaliser of B˜ in A˜, and x belongs
to B̂ ⊂ ̂˜B . So we must show that if n = (n′, λ) ∈ A˜ normalises B˜ and x ∈ s(n) \ {∞}, then
[n,x] = [(m,0), x] for some normaliser m of B in A.
Fix u ∈ Γ (0). Then u has the form [b0, x] where b0 ∈ B˜+ and x ∈ ̂˜B . Moreover, if x 	= ∞,
then there exists b ∈ B+ ⊂ B˜+ such that b(x) > 0, and then [b, x] = [b0, x]. Now for any n ∈
N(B˜) ⊂ A˜ and any x ∈ {y ∈ ̂˜B: y(n∗n) > 0}, we can express s([n,x]) = [b, x] where b ∈ B ⊂ B˜ ,
and then [n,x] = [n,x][b, x] = [nb,x]. We have nb ∈ A because A is an ideal in A˜, and nb also
normalises B: for c ∈ B ,
(nb)∗c(nb) = b∗(n∗cn)b and (nb)c(nb)∗ = n(bcb∗)n∗, (6.3)
and both belong to B because n normalises B˜ and A is an ideal in A˜.
Proposition 6.3. Let (A,B) be a diagonal pair such that A is a separable Fell algebra, and let
Γ → R be the twist constructed from (A,B) as above. Let ψ : B̂ → Â be the spectral map. Then
for x, y ∈ Y , there exists α ∈ R such that r(α) = x and s(α) = y if and only if ψ(x) = ψ(y).
Furthermore, the map α → (r(α), s(α)) is a topological groupoid isomorphism from R onto
R(ψ).
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ψP (x) = [πx] where (πx,Hx, ξx) is the GNS triple associated with the pure state x ◦ P ; so we
have x ◦ P(a) = (πx(a)ξx |ξx) for all a ∈ A (see Notation 5.10).
First fix α ∈ R, and let x = r(α) and y = s(α). By definition of R = Γ/T, there exists n ∈
N(B) such that y(n∗n) > 0 and x = σn(y). By scaling n we may assume that y(n∗n) = 1. Since
n∗n ∈ B it follows that for b ∈ B , we have y(b) = y(b)y(n∗n) = y(bn∗n). So by definition of σn,
we have x(b) = y(n∗bn) for all b ∈ B . Since y(n∗n) = 1, the vector ηy := πy(n)ξy has norm 1.
Now x(b) = y(n∗bn) = (πy(b)ηy |ηy) for all b ∈ B . Since B has the extension property relative
to A, x ◦ P and a → (πy(a)ηy |ηy) coincide on A. Hence, πy and πx are unitarily equivalent,
whence ψ(x) = ψ(y).
Conversely, suppose ψ(x) = ψ(y). Then the GNS representations πx and πy are unitarily
equivalent, so there is an irreducible representation π : A → B(H) and unit vectors ξ, η ∈ H
such that y(P (·)) = (π(·)ξ |ξ) and x(P (·)) = (π(·)η|η). Since π(A) = K(H), there exists a ∈ A
such that π(a) = Θη,ξ . Since A is a Fell algebra, Theorem 5.14(1) implies that ψ is a local home-
omorphism, so there exist open neighbourhoods U of y and V of x such that ψ |U and ψ |V are
injective. Fix norm-one positive functions f,g with compact support such that supp(f ) ⊂ U ,
supp(g) ⊂ V , and f (y) = g(x) = 1. Then π(f )ξ = ξ and π(g)η = η. Let n := gaf . Then
y(n∗n) = (π(gaf )ξ |π(gaf )ξ) = (η|η) = 1 and y(n∗bn) = (π(b)π(gaf )ξ |π(gaf )ξ) = x(b)
for all b ∈ B . Lemma 5.13 implies that n ∈ N(B), so α := q([n,y]) ∈ R with r(α) = x and
s(α) = y.
It remains to prove that the map Υ : α → (r(α), s(α)) is a homeomorphism. It follows from
the above that Υ is surjective, and it is injective since R is principal. It is continuous because
the range and source maps are continuous from R to Y . We must now show that Υ is open. For
this, fix α = q([a0, x]) ∈ R. Fix neighbourhoods U0 of σa0(x) and V0 of x in B̂ such that ψ |U0
and ψ |V0 are homeomorphisms, and fix b, c ∈ B+ with suppb ⊂ U0 and supp c ⊂ V0 such that
b(σa0(x)) = c(x) = 1. As in (6.3), the element a := ba0c is a normaliser of B , and
U := {y ∈ B̂: aa∗(y) > 0}⊂ U0 and V := {y ∈ B̂: a∗a(y) > 0}⊂ V0.
Hence [a, x] = [a0, x], so W := {q([a, y]): y ∈ V } is an open neighbourhood of [a, x] (see
[27, p. 982]). Since ψ(σa(y)) = ψ(y) for all y, and since ψ is injective on U and V , we have
Υ (W) = U ∗ψ V = (U ×V )∩R(ψ), and hence Υ (W) is open in the relative topology. So each
α ∈ R has a neighbourhood W such that Υ (W) is open, and it follows that Υ is open. 
The following is a rewording of [27, Definition 5.5].
Definition 6.4. Twists Γi → Ri (i = 1,2) are equivalent if there exist a twist Γ → R and maps
ιi : Ri → R such that
1. each Ui := ιi(R(0)i ) is a full (see p. 2) and open subset of R(0);
2. R(0) = U1 unionsqU2; and
3. each ιi is an isomorphism onto UiRUi and the pullback ι∗i (Γ ) is isomorphic to Γi .
We call Γ → R a linking twist.
The following lemma will be used in the proof of Theorem 6.6 below.
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separable Fell algebras. Then C1 and C2 are Morita equivalent if and only if the associated
twists obtained from Theorem 6.1 are equivalent.
Proof. For the “only if” implication, let X be a C1–C2-imprimitivity bimodule, and let L be the
associated linking algebra. Let q1, q2 ∈ M(L) be the multiplier projections such that qiLqi ∼= Ci
and q1Lq2 ∼= X, and identify the Ci and X with subsets of L under these isomorphisms. By
[27, Proposition 5.4], it suffices to show that D := D1 ⊕D2 is a diagonal in L. Since L is a Fell
algebra, by Theorem 5.14 it suffices to show that D has the extension property relative to L. Let
x be a pure state of D. Since D̂ = D̂1 unionsq D̂2, x is a pure state of Di for either i = 1 or i = 2 (but
not both) and thus extends uniquely to a pure state of Ci = qiLqi because (Ci,Di) is a diagonal
pair. Since all states extend uniquely from hereditary subalgebras [34, Proposition 3.1.6], x has
a unique extension to L, so D has the extension property relative to L as required.
The “if” implication is [27, Proposition 5.4]. 
Theorem 6.6.
1. Suppose that A is a separable Fell algebra. Then there exists a locally compact, Hausdorff
space Y , a local homeomorphism ψ : Y → Â and a T-groupoid Γ such that
Y → Y × T → Γ → R(ψ)
is a twist, and the twisted groupoid C∗-algebra C∗r (Γ ;R(ψ)) is Morita equivalent to A.
Moreover, any two such twists are equivalent.
2. Let Y be a locally compact, Hausdorff space, X a locally compact, locally Hausdorff space,
and ψ : Y → X a local homeomorphism. Let Y → Y × T → Γ → R(ψ) be a twist such
that Γ is second-countable. Then A := C∗r (Γ ;R(ψ)) is a Fell algebra. Let B := C0(Y ), and
identify B with a subalgebra of A with conditional expectation P : A → B as on p. 1563.
Then there is a homeomorphism h : X → Â such that h ◦ψ = ψP .
Proof. (1) Let A be a Fell algebra. By Theorem 5.17 there exists a diagonal pair (C,D) such that
C is Morita equivalent to A. Let Y = D̂. By Theorem 6.1 there is a twist Y → Y × T → Γ → R
such that C is isomorphic to C∗r (Γ ;R) via an isomorphism which carries D to C0(Γ (0)). By
Proposition 6.3, R ∼= R(ψ), where ψ : Y → Ĉ is the spectral map. Hence A is Morita equivalent
to C∗r (Γ ;R(ψ)).
Now suppose that Y ′ → Y ′ × T → Γ ′ → R(ψ ′) is another twist such that A is Morita
equivalent to C∗r (Γ ′;R(ψ ′)). Let (C1,D1) = (C∗r (Γ ;R(ψ)),C0(Y )) and (C2,D2) = (C∗r (Γ ′;
R(ψ ′)),C0(Y ′)). Then each Ci is Morita equivalent to A. So Lemma 6.5 implies that the twists
are equivalent.
(2) The pair (A,B) satisfies (D2) and (D3) by Theorem 2.9 of [27] and that it satisfies (D1) is
shown in Appendix A, so (A,B) is a diagonal pair. We will show that for each y ∈ Y there exists
fy ∈ C0(Y ) such that fy is abelian in A and y(fy) > 0, and then use Theorem 3.3 to see that A
is a Fell algebra.
Fix y ∈ Y . There exists a neighbourhood U of y in Y such that ψ |U is injective. Let
fy ∈ Cc(Y ) be a positive element of A with support contained in U such that fy(y) 	= 0. To
see that fygfy ∈ Cc(Y ) for any g in the dense subalgebra Cc(Γ ;R) of A, we identify fy , g with
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in R(0). A straightforward calculation yields
fygfy(ρ) = fy
(
r(ρ)
)
g(ρ)fy
(
s(ρ)
)
for ρ ∈ R(ψ). Now let ρ = (y1, y2) ∈ suppfygfy . Then ψ(y1) = ψ(y2) and y1, y2 ∈ suppfy ⊂
U gives y1 = y2, so ρ is a unit. Thus fygfy ∈ Cc(Y ). In particular, the hereditary subalge-
bra fyAfy is contained in C0(Y ), hence is abelian. Thus fy is abelian in A and y(fy) > 0 as
claimed.
For each y ∈ Y , set Iy := AfyA. Then each Iy is Morita equivalent to the abelian algebra
fyAfy by Lemma 3.2. Let J be the ideal of A generated by the Iy (this ideal is also the C∗-
subalgebra of A generated by the Iy), and let I = J ∩ C0(Y ), so I is an ideal of C0(Y ). Then
I is the set of functions vanishing on some closed subset KI of Y . But for each y ∈ Y , we have
fy ∈ I and y(fy) 	= 0. Hence KI = ∅, that is I = C0(Y ). In particular, C0(Y ) ⊂ J . Since C0(Y )
is diagonal in A, it contains an approximate identity for A, so A is generated as a C∗-algebra by
the Iy . Theorem 3.3 now implies that A is a Fell algebra.
It remains to prove that there is a homeomorphism h : X → Â such that h ◦ψ = ψP . We have
R(ψ) ∼= R(ψP ) by Proposition 6.3. Given y, y′ ∈ Y , we have
y, y′ ∈ ψ−1({x}) ⇔ (y, y′) ∈ R(ψ) = R(ψP ) ⇔ ψP (y) = ψP (y′).
It follows that the assignment
x → ψP (y) where y ∈ ψ−1
({x})
gives a well-defined injective function h : X → Â such that h ◦ ψ = ψP . Since A is liminal ψP
is surjective by Lemma 5.11, so h ◦ψ = ψP implies h is surjective. Moreover, that h ◦ψ = ψP
and that ψ , ψP are local homeomorphisms implies that h is continuous and open. Thus h is a
homeomorphism. 
7. A Dixmier–Douady theorem for Fell algebras
Recall that a sheaf of abelian groups over a topological space X is a pair (B,π) where B is a
topological space and π : B → X is a local homeomorphism such that for each x ∈ X the fibre
Bx := π−1({x}) is an abelian group. Of particular importance are the constant sheaf ZX over X
whose every fibre is Z, and the sheaf SX of germs of continuous T-valued functions on X (see
Notation 7.3 for details). When the base space X is clear from context, we will often suppress
the subscript, and denote these Z and S respectively.
Our strategy for defining an analogue of the Dixmier–Douady invariant for a Fell algebra A
is as follows. We first choose a twist Γ → R whose C∗-algebra is Morita equivalent to A. The
results of [28] show that Γ determines an element of a twist group associated to R and that this
in turn determines an element of the second equivariant-sheaf cohomology group H 2(R,S). We
show that H 2(R,S) ∼= H 2(Â,S) to obtain an element δ(A) of H 2(Â,S) which we regard as
an analogue of the Dixmier–Douady invariant for A. The bulk of the work in the section goes
towards proving that this assignment does not depend on our choice of twist Γ → R.
We recall [28, Definition 0.6]. Let G be an étale groupoid and B a sheaf over G(0). An action
of G on B is a continuous map α : G ∗ B := {(γ, b): γ ∈ G, b ∈ Bs(γ )} → B , (γ, b) → αγ (b)
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αγ1 ◦ αγ2 when (γ1, γ2) ∈ G(2). It is common practice to suppress the α and write γ b for αγ (b),
and we shall do so henceforth. A sheaf B over G(0) with such an action is called a G-sheaf.
A G-sheaf morphism f : B1 → B2 is a sheaf morphism such that f (γ b) = γf (b) for γ ∈ G
and b ∈ B . We will frequently regard the sheaves ZG(0) and SG(0) as G-sheaves with trivial
action [20].
Fix a topological groupoid G, a locally compact, Hausdorff space Y , and a continuous open
surjection ψ : Y → G(0). As in [28, §0.5], we may construct a groupoid Gψ with unit space
(Gψ)(0) = Y as follows:
Gψ := {(x, g, y): x, y ∈ Y, g ∈ G, ψ(x) = r(g) and ψ(y) = s(g)},
with structure maps
r(x, g, y) = x, s(x, g, y) = y, (x, g, y)−1 = (y,g−1, x),
and
(x, g, y)(y,h, z) = (x, gh, z),
and with the relative topology inherited from the product topology on Y ×G×Y . We identify Y
with the unit space (Gψ)(0) via the map x → (x,ψ(x), x). There is then a groupoid homomor-
phism πψ : Gψ → G given by
πψ(x,g, y) = g. (7.1)
For the next result, recall the definition of a groupoid equivalence from Definition 4.3.
Lemma 7.1. Let G1 and G2 be second-countable, locally compact, Hausdorff groupoids, and let
(Z,ρ,σ ) be an equivalence from G1 to G2. Then for each (x, g, y) ∈ Gρ1 , there exists a unique
element ω(x,g, y) ∈ G2 such that
x ·ω(x,g, y) = g · y.
Moreover, the map ω is a homomorphism from Gρ1 to G2, and Ωρ,σ : (x, g, y) →(x,ω(x, g, y), y)
is an isomorphism from Gρ1 to Gσ2 .
Proof. Fix (x, g, y) ∈ Gρ1 . Then ρ(x) = r(g) = ρ(g · y). Since ρ induces to a bijection from
Z/G2 to G
(0)
1 , it follows that x and g · y belong to the same G2-coset. Since Z is a principal
G2-space, there exists a unique element ω(x,g, y) ∈ G2 such that σ(x) = r(ω(x, g, y)) and
x ·ω(x,g, y) = g · y.
Since σ is G1-invariant, we have σ(y) = σ(g · y) = σ(x · ω(x,g, y)). In particular, σ(y) =
s(ω(x, g, y)), and hence (x,ω(x, g, y), y) ∈ Gσ2 . An argument symmetric to that of the preced-
ing paragraph shows that g is uniquely determined by ω(x,g, y) and the formula x ·ω(x,g, y) =
g · y. Hence Ωρ,σ is a bijection.
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intertwines the range and source maps. This will imply that ω maps composable pairs to com-
posable pairs. Let (x,ρ(x), x) ∈ (Gρ1 )(0). Since x · σ(x) = ρ(x) · x we have ω(x,ρ(x), x) =
σ(x); so ω preserves units. For (x, g, y) ∈ Gρ1 , we see as above that r(ω(x, g, y)) = σ(x)
and s(ω(x, g, y)) = σ(y). Thus, ω maps composable pairs to composable pairs. Now let
(x, g, y), (y,h, z) ∈ Gρ1 be a composable pair; then
x ·ω(x,g, y)ω(y,h, z) = g · y ·ω(y,h, z) = g · (h · z) = (gh) · z,
so the uniqueness assertion of the first paragraph implies that
ω(x,g, y)ω(y,h, z) = ω(x,gh, z) = ω((x, g, y)(y,h, z)).
Hence, ω is a homomorphism.
It is immediate that Ωρ,σ preserves composable pairs. So to see that Ωρ,σ is also a homomor-
phism, we calculate
Ωρ,σ (x, g, y)Ωρ,σ (y,h, z) =
(
x,ω(x, g, y), y
)(
y,ω(y,h, z), z
)
= (x,ω(x, g, y)ω(y,h, z), z)= Ωρ,σ (x, gh, z).
The map Ωρ,σ is continuous because the structure maps on the groupoid equivalence Z are con-
tinuous. Reversing the rôles of G1 and G2 in the above yields a continuous inverse Ω−1ρ,σ = Ωσ,ρ ,
so Ωρ,σ is a homeomorphism. 
Let ψ : Y → G(0) be a local homeomorphism as before, and let π∗ψ be the pullback functor
from the category Sh(G) of G-sheaves to the category Sh(Gψ) of Gψ -sheaves. So
π∗ψ(B) =
{
(y, b): y ∈ Y, b ∈ Bψ(y)
}
,
and for a morphism f : B1 → B2 of G-sheaves, π∗ψ(f )(y, b) = (y, f (b)). Let R(ψ) be the
equivalence relation on Y induced by ψ . We may regard R(ψ) as a subgroupoid of Gψ by
identifying it with {(x,ψ(x), y): (x, y) ∈ R(ψ)}. Hence, for a Gψ -sheaf B the action of Gψ on
B restricts to an action of R(ψ) on B .
By [28, Theorem 0.9], π∗ψ is a category equivalence between Sh(G) and Sh(Gψ). Indeed,
the proof of [28, Theorem 0.9] shows that the “inverse” functor Fψ is defined as follows. For
a Gψ -sheaf B , Fψ(B) is the quotient sheaf B/R(ψ) ∈ Sh(G). Since morphisms between G-
sheaves are equivariant maps, each morphism f of Gψ -sheaves descends to a morphism Fψ(f )
of G-sheaves. Specifically, [(y, b)] → b is a natural isomorphism from Fψ ◦ π∗ψ to idSh(G),
and (y, [c]) → c is a natural isomorphism from π∗ψ ◦ Fψ to idSh(Gψ). Moreover π∗ψ(ZG(0) ) is
isomorphic to ZY .
Lemma 7.2. Let G be a groupoid, and let U be a full open subset of G(0), and let ιU : UGU → G
be the inclusion map. The functor ι∗U : Sh(G) → Sh(UGU) is an equivalence of categories such
that the UGU -sheaves ι∗ (ZG(0) ) and ZU are isomorphic.U
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maps ρ := r|GU and σ := s|GU inherited from G. Hence Lemma 7.1 provides an isomor-
phism Ωσ,ρ from (UGU)σ to Gρ , and hence an equivalence of categories Ω∗σ,ρ from Sh(Gρ) to
Sh((UGU)σ ). Composing with the category equivalences π∗ρ and Fσ discussed above, we ob-
tain an equivalence of categories FσΩ∗σ,ρπ∗ρ : Sh(G) → Sh(UGU). We show that ι∗U is naturally
isomorphic to FσΩ∗σ,ρπ∗ρ . It then follows that ι∗U is also an equivalence of categories.
Fix B ∈ Sh(G). Then ι∗U(B) = {(u, b): u ∈ U, b ∈ Bu} and
FσΩ∗σ,ρπ∗ρ (B) = Fσ
({
(x, b): x ∈ GU, b ∈ Bρ(x)
})= {[x, b]: x ∈ GU, b ∈ Bρ(x)}.
The map [g] → σ(g) from GU/R(σ) → U is a bijection. It follows that
FσΩ∗σ,ρπ∗ρ (B) =
{[u,b]: u ∈ U, b ∈ Bu},
and that tB : [u,b] → (u, b) is an isomorphism from FσΩ∗σ,ρπ∗ρ (B) to ι∗U(B). It is routine to
see that for a morphism f of G-sheaves, FσΩ∗σ,ρπ∗ρ (f )[u,b] = [u,f (b)], and ι∗U(f )(u, b) =
(u,f (b)), so the family of maps tB constitute a natural isomorphism from FσΩ∗σ,ρπ∗ρ to ι∗U .
It remains to check that ι∗U(ZG(0) ) ∼= ZU . We have
ι∗U(ZG(0) ) =
{
(x,n, y): x ∈ U, (n, y) ∈ Z ×G(0), ιU (x) = y
}
= {(x,n, x): x ∈ U, n ∈ Z},
and the latter is isomorphic to ZU via (x,n, x) → (n, x). 
For the next lemma, we need some notation.
Notation 7.3. Given a topological space X, continuous T-valued functions f,g defined on open
subsets of X, and a point x ∈ X, we write f ∼x g if there exists an open neighbourhood W of x
with W ⊂ dom(f )∩ dom(g) such that f |W = g|W . We denote by [f ]Xx the equivalence class of
f under ∼x ; this is called the germ of f at x. The sheaf SX has fibres
Sx :=
{[f ]Xx : f ∈ C(U,T) for some open neighbourhood U of x},
with group operation [f ]Xx + [g]Xx := [(f |dom(f )∩dom(g))(g|dom(f )∩dom(g))]Xx . For each open set
U ⊂ X and function f ∈ C(U,T), let OXf,U := {[f ]Xx : x ∈ U}. The topology on SX has basis
{OXf,U : U ⊂ X is open, f ∈ C(U,T)}. Fix an open subset U of X. The pullback sheaf ι∗U(SX)
is equal to {(u, [f ]Xu ): u ∈ U, [f ]Xu ∈ SX} with the relative topology inherited from X× SX ; we
regard ι∗U(S) as the restriction of S to U .
Lemma 7.4. Let X and Y be second-countable, locally compact spaces such that X is locally
Hausdorff and Y is Hausdorff. Let ψ be a local homeomorphism from Y onto an open subset
of X. There is an isomorphism φ : ψ∗(SX) → SY determined by φ(y, [f ]Xψ(y)) = [f ◦ψ]Yy .
In particular, if U is an open subset of a second-countable, locally compact, Hausdorff space
X with inclusion map ιU : U → X, then there is an isomorphism φ : ι∗U(SX) → SU determined
by φ(u, [f ]X) = [f ]U .u u
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Then y = z, and there exists an open neighbourhood V of ψ(y) in X such that f |V = g|V . Let
U := ψ−1(V ). Then U is an open neighbourhood of y, and (f ◦ ψ)|U = (g ◦ ψ)|U because
f and g agree on ψ(U). Hence [f ◦ ψ]Yy = [g ◦ ψ]Yz . It is routine to check that φ is a sheaf
morphism.
For surjectivity, fix an open subset U ⊂ Y , a function f ∈ C(U,T) and a point y ∈ U . We
must show that [f ]Yy belongs to the image of φ. Choose a subneighbourhood V ⊂ U of y such
that ψ |V is a homeomorphism, and define g ∈ C(ψ(V ),T) by g := f ◦ (ψ |V )−1. By definition,
φ
(
y, [g]Xψ(y)
)= [g ◦ψ]Yy = [f ◦ (ψ |V )−1 ◦ψ]Yy = [f |V ]Yy = [f ]Yy .
For injectivity, suppose that φ(y, [f ]Xψ(y)) = φ(z, [g]Xψ(z)). Then y = z, and there is an open
U ⊂ X such that ψ(y) ∈ U and (f ◦ ψ)|U = (g ◦ ψ)|U . Since ψ is a local homeomorphism,
ψ(U) is an open neighbourhood of ψ(y) in X. Moreover, for x ∈ ψ(U), say x = ψ(z), we have
f (x) = f ◦ ψ(z) = g ◦ ψ(z) = g(x), so f and g agree on ψ(U). Hence [f ]X
ψ(y)
= [g]X
ψ(y)
, so
(y, [f ]X
ψ(y)
) = (z, [g]X
ψ(z)
), and hence φ is injective. To see that φ is a homeomorphism, recall
that the basic open sets in SX are those of the form
OXf,U :=
{[f ]Xu : u ∈ U}
where U ranges over open subsets of X and f ranges over continuous T-valued functions on U .
Since ψ is a local homeomorphism, the family of open sets {OYf,V : ψ |V is a homeomorphism}
is a basis for the topology on SY . The basic open neighbourhoods in π∗ψ(SX) are by definition of
the form
W ∗OXf,U =
(
W ×OXf,U
)∩ π∗ψ(SX) = ⋃
w∈W
{(
w, [f ]Xψ(w)
)
: ψ(w) ∈ W},
where W ⊂ Y is open and OXf,U is a basic open set in SX . We calculate:
φ
(
W ∗OXf,U
)= ⋃
w∈W
{[f ◦ψ]Yw: ψ(w) ∈ U}
= OY
f ◦ψ,ψ−1(U)∩W .
If V ⊂ Y and ψ |V is a homeomorphism, then for f ∈ C(V ),
φ−1
(
OYf,V
)= φ−1(OY
f ◦(ψ |V )−1◦ψ,V
)= φ−1({[f ◦ (ψ |V )−1 ◦ψ]Yy : y ∈ V })
= {[f ◦ (ψ |V )−1]Xψ(y): y ∈ V }= OXf ◦(ψ |V )−1,ψ(V ),
which is a basic open set because ψ is open. Hence both φ and φ−1 carry basic open sets to basic
open sets, and φ is a homeomorphism.
For the second statement, apply the first to ιU : U → X. 
Recall from [28, p. 215] that given a groupoid G and a G-sheaf B , for each n ∈ N, the nth
equivariant-cohomology group Hn(G,B) is defined by Hn(G,B) := ExtnG(Z,B) (see [21] for
an alternative definition of sheaf cohomology of étale groupoids).
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B a G-sheaf, and U a full open subset of G(0). Then the inclusion ιU : UGU → G in-
duces an isomorphism ι∗U : H ∗(G,B) → H ∗(UGU, ι∗U(B)), so in particular an isomorphism
ι∗U : H 2(G,SG(0) ) → H 2(UGU,SU).
Proof. Note that ι∗U(ZG(0) ) = ZU by Lemma 7.2. So the first isomorphism follows from applying
[28, Proposition 1.8] to the groupoid homomorphism ιU : UGU → G. In particular, there is an
isomorphism ι∗U : H 2(G,SG(0) ) → H 2(UGU, ι∗U(SG(0) )). Now Lemma 7.4 and the naturality of
the homology functor H ∗ imply that H 2(UGU, ι∗U(SG(0) )) ∼= H 2(UGU,SU). 
Corollary 7.6. Let X be a second-countable, locally compact, locally Hausdorff space. For i =
1,2 fix a second-countable, locally compact, Hausdorff space Yi and a local homeomorphism
ψi : Yi → X. Let Y = Y1 unionsqY2, and define ψ : Y → X by ψ |Yi = ψi . Then for each i, the inclusion
map ιYi : R(ψi) → R(ψ) induces an isomorphism ι∗Yi : H 2(R(ψ),SY ) → H 2(R(ψi),SYi ). In
particular ι1,2 := ι∗Y2 ◦ (ι∗Y1)−1 is an isomorphism from H 2(R(ψ1),SY1) to H 2(R(ψ2),SY2).
Proof. The Yi are full in R(ψ)(0), and YiR(ψ)Yi = R(ψi). The result now follows from Propo-
sition 7.5. 
Let Γ → R be a twist, R′ be a principal étale groupoid, and ϕ : R′ → R be a continuous
groupoid homomorphism. Then the pullback twist ϕ∗(Γ ) is the fibred product R′ ∗ϕ Γ with
structure maps r(α, γ ) = r(α) and s(α, γ ) = s(α), and with coordinatewise operations; it is
regarded as a twist over R′ under the surjection (α, γ ) → α.
Recall from [28, Remark 2.9] that given a twist Γ q−→ R there is an extension
SR(0) → Γ → R
such that Γ is the groupoid consisting of germs of continuous local sections of the surjection
Γ → R. Such extensions are called sheaf twists, and the group of isomorphism classes of sheaf
twists over R is denoted TR(S) (see [28, Definition 2.5]). Pullbacks of sheaf twists are defined
in a manner analogous to that of the preceding paragraph. By the discussion in [28, Section 2.9],
the assignment Γ → Γ determines an isomorphism θR : [Γ ] → [Γ ] from the group Tw(R) of
isomorphism classes of twists over R to TR(S). Moreover, suppose that R is a principal étale
groupoid, Γ is a twist over R, and U is a full open subset of X = R(0). Then an argument
nearly identical to that of Lemma 7.4 shows that [φ]Uu → (u, [φ]Xu ) determines an isomorphism
ι∗U(Γ ) ∼= ι∗U(Γ ). Hence, using Lemma 7.4 to identify ι∗U(SX) with SU , we see that the diagram
Tw(R) −−−−→
ι∗U
Tw(URU)⏐⏐θR ⏐⏐θURU
TR(SX) −−−−→
ι∗U
TURU(SU)
(7.2)
commutes.
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functor Z1R of the cocycle functor to H
2(R,S). By [28, Corollary 3.4], the twist group TR(S) is
naturally isomorphic to Z1R , so each twist Γ over R determines an element ∂1([Γ ]) ∈ H 2(R,S).
Theorem 7.7. Fix a separable Fell algebra A. For each of i = 1,2 suppose that (Ci,Di) is
a diagonal pair, and that Hi is an A–Ci -imprimitivity bimodule with Rieffel homeomorphism
hi : Ĉi → Â. For each i, let ψi : D̂i → Ĉi be the spectral map, and let Γi be a twist associated
to (Ci,Di) as in Theorem 6.1. For each i, let ψ˜i := hi ◦ ψi : D̂i → Â. Then the isomorphism
ι1,2 : H 2(R(ψ˜1),SD̂1) → H 2(R(ψ˜2),SD̂2) of Corollary 7.6 carries ∂1([Γ 1]) to ∂1([Γ 2]).
Proof. Since each Ci is Morita equivalent to A, each Ci is a separable Fell algebra, and
Lemma 6.5 implies that Γ1 and Γ2 are equivalent twists. Let Γ → R be a linking twist (see
Definition 6.4). Then in particular, each Γi ∼= D̂iΓ D̂i ∼= i∗̂Di (Γ ). Let Y := D̂1 unionsq D̂2 and define
ψ : Y → Â by ψ |D̂i = ψ˜i . Since ι1,2 = ι∗̂D2 ◦ (ι
∗̂
D1
)−1 by definition, it suffices to show that, for
each of i = 1,2, the isomorphism
ι∗̂
Di
: H 2(R(ψ),SY )→ H 2(R(ψ˜i),SD̂i )
obtained from the first statement of Corollary 7.6 carries ∂1([Γ ]) to ∂1([Γ i]).
The naturality of the long exact sequence of [28, Theorem 3.7] together with [28, Corol-
lary 3.4] implies that the right-hand square of the diagram
Tw(R(ψ˜i),T) −−−−→ TR(ψ˜i )(SD̂i ) −−−−→
∂1
H 2(R(ψ˜i),SD̂i )⏐⏐ι∗̂Di ⏐⏐ι∗̂Di ⏐⏐ι∗̂Di
Tw(R(ψ),T) −−−−→ TR(ψ)(SY ) −−−−→
∂1
H 2(R(ψ),SY )
commutes; the left-hand square is an instance of (7.2). Since Γ is a linking twist for the Γi , the
maps ι∗̂
Di
on the left of the diagram carry [Γ ] to [Γ i]. Since the diagram commutes, it follows
that the maps ι∗̂
Di
on the right of the diagram carry ∂1([Γ ]) to ∂1([Γ i]). 
If X and Y are topological spaces, and ψ : Y → X is a local homeomorphism, then we may
regard X as a groupoid whose only elements are units, and there is then an induced groupoid
homomorphism πψ : R(ψ) → X given by πψ(y, z) = ψ(y).
Proposition 7.8. Let X be a second-countable, locally compact, locally Hausdorff space,
let Y be a second-countable, locally compact, Hausdorff space, and let ψ : Y → X be
a local homeomorphism. Then π∗ψ : Sh(X) → Sh(R(ψ)) is an equivalence of categories
such that π∗ψ(ZX) = ZY and π∗ψ(SX) ∼= SY . Moreover, π∗ψ determines an isomorphism
π∗ψ : H ∗(X,SX) → H ∗(R(ψ),SY ). Finally, under the hypotheses of Theorem 7.7, ι1,2 ◦ π∗ψ˜1 =
π∗
ψ˜2
.
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Xψ = {(y, x, z): ψ(y) = x = ψ(z)}∼= R(ψ),
and under this identification the map πψ : (y, x, z) → x of (7.1) agrees with the map
πψ : R(ψ) → X described above.
By [28, Proposition 0.8 and Theorem 0.9], π∗ψ is an equivalence of categories which takes Z
to Z. Moreover, Lemma 7.4 implies that π∗ψ takes S to S also. That π∗ψ determines an isomor-
phism of cohomologies follows from [28, Proposition 1.8].
It remains to show that ι1,2 ◦ π∗
ψ˜2
= π∗
ψ˜1
. For this, let Yi = D̂i for i = 1,2, let Y := Y1 unionsq Y2
and define ψ˜ : Y → Â by ψ˜ |Yi = ψ˜i as in Corollary 7.6. Consider the diagrams below
Y
ψ˜
R(ψ˜)
π
ψ˜Y1
ιY1
ψ˜1
Y2
ιY2
ψ˜2
R(ψ˜1)
ιY1
π
ψ˜1
R(ψ˜2).
ιY2
π
ψ˜2
Â Â
The diagram on the left commutes by definition, and it follows that the diagram on the right
commutes also. Recall that ι1,2 = (ι∗Y2)−1 ◦ ι∗Y1 by definition. Thus functoriality and naturality
of the cohomology exact sequence, and that π∗
ψ˜
takes S to S ensure that ι1,2 ◦ π∗
ψ˜1
= π∗
ψ˜2
as
required. 
Theorem 7.7 and Proposition 7.8 ensure that we may specify a well-defined invariant as fol-
lows.
Definition 7.9. Let A be a separable Fell algebra. Let (C,D) be a diagonal pair such that C is
Morita equivalent to A, fix an A–C-imprimitivity bimodule, and let h : Ĉ → Â be its Rieffel
homeomorphism. Let ψ : D̂ → Ĉ be the spectral map, and ψ˜ := h ◦ ψ : D̂ → Â. Let Γ be the
twist associated to (C,D) as in Theorem 6.1. Then we define
δ(A) := (π∗
ψ˜
)−1(
∂1
([Γ ])) ∈ H 2(Â,S).
Remark 7.10. It seems difficult to establish that our invariant δ(A) coincides with the original
Dixmier–Douady invariant of A when A is a continuous-trace C∗-algebra. The issue is that the
boundary map ∂1 which takes the class of a twist over R(ψ˜) to an element of H 2(R(ψ˜),S)
is defined by abstract nonsense. Nevertheless our invariant does classify Fell algebras up to
spectrum-preserving Morita equivalence (see Theorem 7.13), and this generalises the original
Dixmier–Douady theorem of [17].
Proposition 7.11. Let (G,X) be a free Cartan transformation group. Then δ(C0(X)  G) = 0
as an element of H 2(X/G,S).
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where R is a principal, étale groupoid. By the remarks following Corollary 4.6, C∗(R) is a Fell
algebra. Thus the reduced C∗-algebra C∗r (R) is also a Fell algebra and hence is nuclear. By [2,
Corollary 6.2.14], since R is principal and C∗r (R) is nuclear, R is measurewise amenable, and
thus C∗(R) = C∗r (R) by [2, Proposition 6.1.8].
By Lemma A.1, C∗r (R) is isomorphic to the C∗-algebra C∗r (R × T;R) of the trivial twist
Γ := R × T → R. The associated sheaf twist Γ is therefore also trivial and hence ∂1([Γ ]) = 0.
It follows that δ(C0(X)  G) = 0 also. 
To prove our classification theorem, we need another lemma.
Lemma 7.12. Let X be a second-countable, locally compact, locally Hausdorff space. For i =
1,2, let Yi be a second-countable, locally compact, Hausdorff space, and let ψi : Yi → X be a
local homeomorphism. For i = 1,2, let Γi → R(ψi) be a twist, and suppose that the isomorphism
ι1,2 of Corollary 7.6 carries ∂1([Γ 1]) to ∂1([Γ 2]). Then there exist a locally compact, Hausdorff
space Z and local homeomorphisms ρi : Z → Yi such that ψ1 ◦ ρ1 = ψ2 ◦ ρ2 and π∗ρ1(Γ1) ∼=
π∗ρ2(Γ2) as twists over R(ψ1 ◦ ρ1). In particular, Γ1 and Γ2 are equivalent twists.
Proof. Let Y := Y1 ∗Y2 = {(y1, y2) ∈ Y1 ×Y2: ψ1(y1) = ψ2(y2)}. For each i, let φi : Y → Yi be
the projection map; then ψ1 ◦ φ1 = ψ2 ◦ φ2 is a local homeomorphism from Y to X.
We claim that each Γi is twist-equivalent to π∗φi (Γi). To see this, we first observe that for
i = 1,2, the assignment
(
x,
(
φi(x),φi(y)
)
, y
) → (x, y)
is an isomorphism from R(ψi)φi to R(ψi ◦ φi), and the assignment ((x, y), g) → (x, g, y) is an
isomorphism from π∗φi (Γi) to Γ
φi
i . By [27, Proposition 5.7], each Γi is equivalent to Γ
φi
i , so the
isomorphisms above complete the proof of the claim.
Since
ι1,2
(
∂1
([
π∗φ1(Γ 1)
]))= ∂1([π∗φ2(Γ 2)]),
[28, Proposition 3.9] implies that there exist a locally compact, Hausdorff space Z and a lo-
cal homeomorphism τ : Z → Y such that π∗τ (π∗φ1(Γ 1)) and π∗τ (π∗φ2(Γ 2)) are isomorphic sheaf
twists. Since each π∗φi◦τ (Γ i) = π∗τ (π∗φi (Γ i)), it follows that with ρi := φi ◦ τ : Z → Yi , we have
π∗ρ1(Γ 1) ∼= π∗ρ2(Γ 2), and hence by naturality
π∗ρ1(Γ1) ∼= π∗ρ2(Γ2). (7.3)
For the final assertion, we apply the claim above with φi replaced with ρi to see that each Γi
is twist-equivalent to π∗ρi (Γi), and then invoke (7.3). 
Theorem 7.13. Let A1 and A2 be separable Fell algebras. Then A1 and A2 are Morita equiv-
alent if and only if there is a homeomorphism h : Â1 → Â2 such that the induced isomorphism
h∗ : H 2(Â2,S) → H 2(Â1,S) carries δ(A2) to δ(A1).
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associated Rieffel homeomorphism. Let (C,D) be a diagonal pair together with an A2–C-
imprimitivity bimodule K , and let k : Ĉ → Â2 be the Rieffel homeomorphism associated to K .
Let ψ : D̂ → Ĉ be the spectral map.
Let ψ˜2 := k ◦ ψ : D̂ → Â2, and let Γ2 → R be the twist obtained from (C,D) as in Theo-
rem 6.1. Note that R = R(ψ˜2) by Proposition 6.3. By definition, δ(A2) = (π∗
ψ˜2
)−1(∂1([Γ 2])) ∈
H 2(Â2,S). Let H˜ be the dual bimodule of H , and observe that K⊗A2 H˜ is a C–A1-imprimitivity
bimodule with Rieffel homeomorphism h−1 ◦ k. Let ψ˜1 := h−1 ◦ k ◦ ψ : D̂ → Â1, and let
Γ1 be the twist over R(ψ˜1) obtained from (C,D) as in Theorem 6.1. Again by definition,
δ(A1) = (π∗
ψ˜1
)−1(∂1([Γ 1])) ∈ H 2(R(ψ˜1),S). Since ψ˜2 = h ◦ ψ˜1, Theorem 7.7 and Propo-
sition 7.8 imply that the induced isomorphism h∗ : H 2(Â2,S) → H 2(Â1,S) carries δ(A2)
to δ(A1).
Now suppose that there is a homeomorphism h : Â1 → Â2 such that the induced isomorphism
h∗ : H 2(Â2,S) → H 2(Â1,S) carries δ(A2) to δ(A1). Let (Ci,Di) be diagonal pairs with Ci
Morita equivalent to Ai , let ψi : D̂i → Ĉi be the spectral maps, and let Γi → R(ψi) be the
associated twists. Proposition 7.8 and the hypothesis that h∗ carries δ(A2) to δ(A1) ensures that
the induced map (also denoted h∗) from H 2(R(ψ2),S) to H 2(R(ψ1),S) satisfies
h∗
(
∂1
([Γ 2]))= ∂1([Γ 1]).
Hence we may regard Γ1 as a twist over R(h ◦ ψ1) with the same image under ∂1 as Γ2.
Lemma 7.12 therefore implies that Γ1 and Γ2 are equivalent twists, and then Lemma 6.5 im-
plies that C1 and C2 are Morita equivalent, whence A1 and A2 are also Morita equivalent. 
Recall that if X is the spectrum of a C∗-algebra then X is locally compact, and every open
subset of X is itself locally compact (because it is the spectrum of an ideal); such spaces are
called locally quasi-compact in [16, §3.3].
Remark 7.14. Let X be a second-countable, locally Hausdorff space such that every open subset
of X is locally compact. We will show that every element of H 2(X,S) arises as the class of a
Fell algebra with spectrum X. To do this, it is convenient to work with ˇCech cohomology, rather
than sheaf cohomology, of a locally compact, Hausdorff “desingularisation” Y of X.
It is observed in [37, Hooptedoodle 4.16], with reference to [44, §5.23], that all reasonable
sheaf-cohomology theories coincide over Hausdorff paracompact spaces. Specifically, by The-
orem 5.32 of [44] and the subsequent corollary, any two sheaf cohomologies over Hausdorff
paracompact spaces satisfying [44, Axioms 5.18] are canonically isomorphic. Warner demon-
strates in [44, §5.33] that ˇCech cohomology satisfies these axioms. All but one of these axioms
are automatically satisfied by the sheaf cohomology used here because it is defined in terms
of derived functors; the remaining axiom (property (b) of [44, Axioms 5.18]) requires that
Hq(Y,B) = 0 for q > 0 if B is a fine sheaf, and this follows from [43, Proposition 4.36].
For an introduction to ˇCech cohomology, see [37, Chapter 4]. Given a covering {Ui : i ∈ I } of
a space Y , and given i, j, k ∈ I , we write Uijk for the intersection Ui ∩Uj ∩Uk .
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a ∈ H 2(Y,S), there exist a locally compact, Hausdorff space Z and a local homeomorphism
φ : Z → Y such that φ∗(a) = 0 ∈ H 2(Z,S).
Proof. By Remark 7.14, we may regard a as an element of Hˇ 2(Y,S). So there exists a covering
U = {Ui : i ∈ I } of Y by open sets and a 2-cocycle c = {cijk :Uijk → T | i, j, k ∈ I } such that a
is equal to the class of c in Hˇ 2(Y,S).
Let Z :=⋃i∈I ({i} ×Ui) ⊂ I × Y , and let φ : Z → Y be the projection onto the second coor-
dinate. Let Vi := {i} × Ui ⊂ Z for each i. Then V = {Vi : i ∈ I } is a refinement of the pullback
cover {φ−1(Ui): i ∈ I } to a cover by mutually disjoint sets; in particular the only nonempty
triple overlaps are those of the form Viii . Since Hˇ 2(Z,S) is the direct limit over covers of Z
of the cocycle group, the class of φ∗(c) is equal to the class of its image iU ,V (φ∗(c)) in the
cocycle group for V . Since the Vi are pairwise disjoint, iU ,V (φ∗(c)) amounts to a continuous
circle-valued function on each Viii , and so is a coboundary (specifically, the coboundary of itself
regarded as a 1-cochain). 
Next we require notation for the forgetful functor which takes an equivariant Γ -sheaf B to an
ordinary sheaf B0 over Γ 0 by forgetting the Γ -action. Note that B0 = j∗(B) where j : Γ (0) → Γ
is the inclusion map. The pullback functor induces the homomorphism j∗n : Hn(Γ,B) →
Hn(Γ (0),B0) which appears in the long exact sequence of [28, Theorem 3.7].
Proposition 7.16. Let X be a second-countable, locally Hausdorff space such that every open
subset of X is locally compact. Then for each a ∈ H 2(X,S) there exist a locally compact,
Hausdorff space Z, a local homeomorphism ψ : Z → X and a twist Γ over R(ψ) such that
a = (π∗ψ)−1(∂1([Γ ])). In particular, for each a ∈ H 2(X,S), there exists a separable Fell alge-
bra A such that Â = X and a = δ(A).
Proof. Choose a countable open cover {Ui} of X consisting of Hausdorff subsets of X and
let Y := ⊔i Ui . Since every open subset of X is locally compact, each Ui is locally com-
pact, and hence Y is locally compact and Hausdorff. The inclusion map θ : Y → X is a
local homeomorphism. Let b := π∗θ (a) ∈ H 2(R(θ),S). By Lemma 7.15, there exist a second-
countable, locally compact, Hausdorff space Z and a local homeomorphism φ : Z → Y such
that φ∗(j∗2 (b)) = 0. Let ψ := θ ◦ φ : Z → X. Then by naturality of the long exact sequence,
j∗2 (π∗ψ(a)) = 0 ∈ H 2(Z,S). By exactness, it follows that there is a twist Γ over R(ψ) such
that π∗ψ(a) = ∂1([Γ ]). Let A := C∗r (Γ ;R(ψ)). By Theorem 6.6(2), A is a Fell algebra and its
spectrum is homeomorphic to X. After identifying Â with X, δ(A) = a by Definition 7.9. 
Remark 7.17. There is a notion of a Brauer group Br(G) for a locally compact, Hausdorff
groupoid G [29]. Moreover, [29, Proposition 11.3] implies that if G is étale, then Br(G) ∼=
H 2(G,S). If Z is a groupoid equivalence of locally compact, Hausdorff groupoids G and H ,
then Z determines an isomorphism between H 2(G,S) and H 2(H,S) [29, Theorem 4.1]. Thus
H 2(X,S) is canonically isomorphic to Br(R(ψ)) for any local homeomorphism ψ from a locally
compact, Hausdorff space onto X (the isomorphism of Proposition 7.5 is a special case of [29,
Theorem 4.1]).
Though it would have been natural to identify Br(X) with H 2(X,S) for a locally compact,
locally Hausdorff space X, we have chosen not to use the notation Br(X) nor the term Brauer
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Hausdorff groupoids). To justify the use of the term it would first be necessary to formulate a
notion of balanced tensor product for Fell algebras with spectra identified with X. We leave the
details for future work.
Appendix A
Let Γ be a T-groupoid and Γ q−→ R a twist (see p. 1562 for the definition of a twist). The
details of the construction of the twisted groupoid C∗-algebra C∗r (Γ ;R) may be found in §2
of [27]. The idea is that a dense subalgebra is identified with continuous compactly supported
sections of an associated line bundle, and then convolution and involution are defined by virtue of
the Fell bundle structure of the line bundle (as in [39, §5] but our conventions differ slightly). We
briefly review the construction for the convenience of the reader. Since R is an étale groupoid,
we may use the standard Haar system consisting of counting measures.
Define a line bundle L = L(Γ ) over R by taking the quotient of C×Γ by the diagonal action
of T — that is, L consists of equivalence classes of the equivalence relation (z, γ ) ∼ (tz, t · γ )
for t ∈ T. Then L is a complex line-bundle over R with bundle map [(z, γ )] → q(γ ). As usual,
we denote by Lρ the fibre over ρ ∈ R.
The following Fell bundle structure on L is implicit in [27]. Given a composable pair (ρ1, ρ2)
of elements in R and elements [(zi , γi)] ∈ Lρi , we define the product in Lρ1ρ2 by[
(z1, γ1)
][
(z2, γ2)
]= [(z1z2, γ1γ2)];
and involution is defined by [(z, γ )] ∈ Lq(γ ) → [(z, γ−1)] ∈ Lq(γ−1). It is straightforward to
check that these operations are well defined.
Now define
Cc(Γ ;R) :=
{
f ∈ Cc(Γ ): f (t · γ ) = tf (γ ) for t ∈ T and γ ∈ Γ
}
.
Each f ∈ Cc(Γ ;R) determines a section f˜ of L by the formula f˜ (q(γ )) := [(f (γ ), γ )] (it is
straightforward to check that this map is well defined). Moreover, given γ ∈ Γ , and z ∈ T the
element z is uniquely determined by γ and [z, γ ], so f → f˜ is a bijection. Hence we may endow
Cc(Γ ;R) with the structure of a ∗-algebra by the following formulae for f,g ∈ Cc(Γ ;R)
(f ∗ g)˜ (ρ) =
∑
αβ=ρ
f˜ (α)g˜(β) and f˜ ∗(ρ) = f˜ (ρ−1)∗.
These operations match up with the convolution and involution on Cc(Γ ;R) used in, for
example, [32,39]. To keep our notation simple we identify each element of Cc(Γ ;R) with
the corresponding compactly supported continuous section of the Fell bundle L (as in
[27,39]).
Note that the map, (x, z) → [(x, z)] gives a trivialisation R(0) × C ∼= L|R(0) and hence
L is trivial over R(0); thus we may identify Cc(R(0)) with the abelian subalgebra {f ∈
Cc(Γ ;R): suppf ⊂ R(0)}, so Cc(Γ ;R) may be regarded as a right Cc(R(0))-module under
right-multiplication. Moreover, the restriction map P : Cc(Γ ;R) → Cc(R(0)) is a Cc(R(0))-
module morphism. For f,g ∈ Cc(Γ ;R), the formula 〈f,g〉 = P(f ∗g) defines an inner prod-
uct on Cc(Γ ;R), and the completion H(Γ ;R) of Cc(Γ ;R) in the norm ‖f ‖ = ‖〈f,f 〉‖1/2∞
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an adjointable operator φ(f ) on H(Γ ;R); this defines a ∗-homomorphism φ : Cc(Γ ;R) →
L(H(Γ ;R)). The twisted groupoid C∗-algebra C∗r (Γ ;R) is defined to be the completion of
Cc(Γ ;R) in the operator norm, and C0(R(0)) is identified with the closure of Cc(R(0)) in
C∗r (Γ ;R).
We show that (C∗r (Γ ;R),C0(R(0))) is a diagonal pair in the sense of Definition 5.2. This
follows from [27, Proposition 2.9] and Corollary 5.6 once we establish that C0(R(0)) contains
an approximate identity for C∗r (Γ ;R). For this, let (Kn)∞n=1 be an increasing sequence of com-
pact subsets of R(0) such that R(0) =⋃n Kn, and for each n ∈ N, fix gn ∈ Cc(R(0)) such that
gn|Kn = 1. Since (fgn)(ρ) = f (ρ)gn(s(ρ)) for each compactly supported section f , the gn form
an approximate identity for C∗r (Γ ;R).
For the next result, recall from [28, Remark 4.2] that a trivial twist over R is isomorphic to
R × T → R. The reduced norm on Cc(R) is variously defined in the literature; see, for example,
[38, p. 82] and [2, p. 146], and also [41, §3] for a discussion of the equivalence of these two def-
initions. There are also two definitions of the reduced norm on Cc(Γ ;R): one using the operator
norm outlined above and the other based on induced representations from point evaluations on
C0(R(0)) used in [39, p. 40]. The equivalence of the two follows from the observation that
(
πx(f )ξ |s−1(x)|η|s−1(x)
)
Hx
= 〈φ(f )ξ, η〉
C0(R(0))
(x)
for compactly supported sections f ∈ Cc(Γ ;R) and ξ, η ∈ Cc(Γ ;R) ⊂ H(Γ ;R) (see also the
discussion in [39, p. 40]).
Lemma A.1. If Γ → R is a trivial twist, then C∗r (Γ ;R) ∼= C∗r (R).
Proof. Suppose that Γ is a trivial twist. Then we may identify L and C × R and therefore
Cc(R,L) and Cc(R). It is routine to check that this identification preserves the ∗-algebra struc-
ture defined above. So we just need to check that for f ∈ Cc(R) we have ‖f ‖r = ‖φ(f )‖. Let
f ∈ Cc(R). By the definition given in [38, p. 82], we have
‖f ‖r = sup
μ
∥∥Indμ(f )∥∥
where μ ranges over all Radon measures on R(0). Denote by πμ : C0(R(0)) → B(L2(R(0),μ))
the usual representation by multiplication operators. The discussion on p. 81 of [38] shows that
the induced representation Indμ is given on
H(Γ ;R)⊗πμ L2
(
R(0),μ
)
by the formula
Indμ(f )(ξ ⊗ g) = φ(f )ξ ⊗ g.
Hence, ‖Indμ(f )‖ ‖φ(f )‖ and so ‖f ‖r  ‖φ(f )‖. Now, let μ be a measure with full support;
then πμ is faithful and hence the corresponding representation of K(H(Γ ;R)) is also faithful.
Since L(H(Γ ;R)) = M(K(H(Γ ;R))), this shows that Indμ is faithful on C∗r (Γ ;R). Hence,
‖φ(f )‖ = ‖Indμ(f )‖ ‖f ‖r . 
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