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We explore the dynamical large-deviations of a lattice heteropolymer model of a protein by means
of path sampling of trajectories. We uncover the existence of non-equilibrium dynamical phase-
transitions in ensembles of trajectories between active and inactive dynamical phases, whose nature
depends on properties of the interaction potential. When the full heterogeneity of interactions
due to the amino-acid sequence is preserved, as in a fully interacting model or in a heterogeneous
version of the Go¯ model where only native interactions are considered, the transition is between
the equilibrium native state and a highly native but kinetically trapped state. In contrast, for the
homogeneous Go¯ model, where there is a single native energy and the sequence plays no role, the
dynamical transition is a direct consequence of the static bi-stability between unfolded and native
states. In the heterogeneous case the native-active and native-inactive states, despite their static
similarity, have widely varying dynamical properties, and the transition between them occurs even
in lattice proteins whose sequences are designed to make them optimal folders.
In statistical mechanics, when trying to uncover the
physical mechanisms behind complex emergent behavior
of materials or natural systems, we very often consider
highly simplified model versions of such systems in the
hope that these models are simple enough to allow thor-
ough investigation, while at the same time retaining the
basic physical ingredients of the problem of interest [1–4].
In the case of protein folding, this approach has helped
shape our current understanding through theoretical and
computational studies of models that discard fine de-
tails of molecular structure and/or make simplifying as-
sumptions about the interaction energies of amino-acid
residues [5–7]. One such idealized model is the represen-
tation of a heteropolymer by a self-avoiding walk on a
cubic lattice, as originally proposed by Go¯, where each
occupied lattice site represents an amino acid and each
edge represents an unbreakable backbone bond [8, 9].
This model has been widely studied [9–11] and has been
shown to mimic the elementary aspects of protein folding,
and is the system we will consider here.
The question we address is that of the existence of
highly metastable, or “glassy” states [12], in lattice pro-
tein models. A well “designed” sequence (one that makes
the protein an efficient folder) should minimize kinetic
bottlenecks en route to the native state—sometimes re-
ferred to as the “principle of minimal frustration” in
the context of natural proteins [13]. In contrast, a het-
eropolymer with a random or a poorly designed sequence
is plagued by kinetic traps and at low temperatures gets
arrested in an amorphous compact state, analogous to a
glass in this context [14–16]. On the surface at least, this
would appear to indicate that in well designed protein
sequences glassy states are absent. Here we show, how-
ever, that even well designed lattice proteins, i.e. those
with sequences that allow them to reach the desired na-
tive state efficiently, possess glass-like arrested states.
These states are thermodynamically unlikely (thus fold-
ing events are successful on average and occur fast), yet
highly kinetically metastable. We show that, in fact,
dynamics takes place close to first-order coexistence be-
tween an equilibrium and “active” dynamical phase, and
a non-equilibrium and “inactive” (or glassy) phase. We
also show that glass-like states can be highly native: just
like in the glass problem, while active and inactive states
differ markedly in their dynamics, they cannot be dis-
tinguished by simple structural measures (here degree
of nativeness). We obtain these results by studying the
large-deviation properties of ensembles of dynamical tra-
jectories via the so-called “s-ensemble” method [17–20]
recently used to uncover dynamical phase behavior and
transitions in glasses and other systems with complex
dynamics. While our results are for a highly idealized
system, it is not far fetched to speculate that more de-
tailed models of proteins will have as rich (if not richer)
dynamical phase behavior as the one we report here.
We study the standard lattice protein model of a self-
avoiding walk on a three-dimensional cubic lattice, where
each site of the walk represents an amino acid of the pro-
tein and each bond that connects these sites a backbone
bond. The chain is unbreakable, self-avoiding and er-
godic, and allowed Monte Carlo moves maintain these
properties; greater detail of the model and simulations
are provided in the Supplemental Material (SM) [21].
With appropriately chosen interactions between residues
a lattice heteropolymer displays the characteristic two-
state kinetics and thermodynamics of simple proteins [7]:
at high temperature the stable thermodynamic state is
that of an extended and mobile chain—the “unfolded”
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FIG. 1. Results of HeGo¯ s-ensemble simulations of 30000 trajectories for different T and tobs (a) native state (b) sequence
(c) representative trapping state. Panels (d-f): κs as a function of s for temperatures T > Tfold = 0.205, T = Tfold, and
T < Tfold = 0.175; different curves correspond to different observational lengths t = tobs (in Monte Carlo steps), t = 1 × 106
(black continuous line), t = 5 × 105 (dashed red line) and t = 1 × 107 (dotted blue line); the equilibrium mean first passage
time (MFPT) at T = Tfold is t = 1 × 106. Panels (g-i): corresponding dynamical susceptibilities χK(s). Panels (j-l): joint
distribution of activity (per unit time and residue) k and nativeness Q from subsamples of 5000 trajectories.
state—while at low temperatures the stable state is com-
pact and less mobile—the “native” state—the change of
state being “first-order like”, i.e. a first-order crossover
(due to the finite extent of the system), whose formation
is often initiated with the nucleation of a set of key con-
tacts between residues [22–24]. As in real proteins, the
folding into a specific native state is encoded in the amino
acid sequence, which in turn determines the interactions.
Fig. 1(a) shows one of the native structures we con-
sider: a chain of length L = 48 with N = 57 native con-
tacts in its fully folded state. We analyze three possible
energy functions. The first one includes all interactions
between nearest neighbor residues, with an energy that
depends on which two residues are involved according to
the Miyazawa-Jernigan interaction matrix [25]—we call
this the Full model; the second corresponds to consid-
ering the same interactions as in the Full model only
between residues which form a native contact, i.e. which
are nearest neighbors in the native state—we call this
the heterogeneous Go¯ (HeGo¯ ) model; the third one con-
siders only native interactions with a uniform interaction
energy between native contacts—this is the homogeneous
Go¯ (HoGo¯ ) model. Results of the HoGo¯ are mainly dis-
cussed in the SM [21]. Only for the Full and HeGo¯ model,
the sequence shown in Fig. 1(b) has relevance and was
designed to be a fast folder to the native structure of
Fig. 1(a) [22].
The system is evolved according to standard Metropo-
lis Monte Carlo dynamics simulations using a previ-
ously proposed ergodic move-set consisting of single and
two monomer moves [21, 23]. We are primarily inter-
ested in understanding the space-time dynamics, which
is achieved by looking at rare events in the equilibrium
path ensembles [17–19]. We denote by Xt a trajectory,
of time extension t = tobs, from such an ensemble, and
its corresponding path probability by P [Xt]. In order
to investigate the dynamical phase structure, we define
a dynamical order parameter termed the activity K[Xt],
extensive in both the system size and observation time,
which we will use to classify trajectories. A convenient
choice is given by the “native activity”, that is, the total
number of events in which a native contact is made or
broken in a trajectory. As in the case of glasses, activity
is the natural order parameter to explore metastability in
systems displaying complex collective dynamics [18, 26].
For an equilibrated system at a given temperature, the
path ensemble P [Xt] of trajectories Xt can be sampled
straightforwardly by generating dynamical trajectories
3starting from an equilibrated initial state. This is not
be very efficient for exploring rare events. To explore the
tails of P [Xt] we can formally define a modified ensemble
of trajectories biased by activity
Ps[Xt] ≡ P [Xt]e
−sK[Xt]
Zt(s)
. (1)
The parameter s is a biasing “counting” field conjugate to
the activity K[Xt] [18]. The exponential factor in Eq.(1)
biases the probability of trajectories towards those which
are less (more) active when s > 0 (s < 0) compared
to the unbiased ensemble. The normalization factor
Zt(s) ≡
∑
Xt
P [Xt]e
−sK[Xt] is the moment generating
function (MGF) for K, that is, 〈Kn〉 = (−)n∂ns Zt(s)|s=0,
and can be thought of as a dynamical partition function
associated to the ensemble of trajectories biased with s.
In analogy with an equilibrium statistical mechanics
problem, the MGF Zt(s) is the object of interest. At long
times it acquires a large-deviation (LD) form [18, 27],
Zt(s) ∼ etψ(s). The LD function ψ(s) can be thought
of as a dynamical free energy, which through a Legendre
transform determines the probability Pt(K) of observing
an activity K over time t, at long times. Just like the
free-energy in an equilibrium problem, the analytic struc-
ture of ψ(s) as a function of s tells us about dynamical
phases and possible phase transitions (or crossovers in
the case of systems of finite extent) between them. In
particular, the scaled native activity,
κs ≡ (Nt)−1〈K〉s = (Nt)−1
∑
Xt
Ps[Xt] K[Xt], (2)
(where N is the number of native contacts in the fully
folded state) will serve as the order parameter which al-
lows us to distinguish between dynamical phases in the
lattice heteropolymer. In the SM alternative choices for
the activity, such as the total number of formed/broken
contacts, irrespective or whether they are native or not,
give equivalent results [21].
The average 〈·〉s in Eq. (2) is over the ensemble of
trajectories biased by s as in Eq. (1), which we call s-
ensemble. The s-ensemble can be probed numerically by
a variation of transition path sampling (TPS) as used
in [19, 28], in effect a Monte Carlo scheme in trajec-
tory space that samples the distribution Ps[Xt]. A tra-
jectory Xt can be sliced into n segments of time ex-
tent τ = t/n. Each segment of the trajectory can
serve as a shooting point from which part of the origi-
nal trajectory is regenerated. For the reversible trajec-
tories we are sampling here, the shooting direction can
be forwards or backwards. The probability of accept-
ing a new trajectory X
(new)
t thus generated is given by
a Metropolis criterion dependent on the change in ac-
tivity, min[1, e−s(Knew−Kold)]. This procedure guarantees
eventual convergence to the s-ensemble Ps[Xt] at a given
temperature of the system.
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FIG. 2. Results of the Full model where the equilibrium
(s = 0) MFPT to the folded state is t = 2 × 106 at Tfold(a)
shows κs with respect to s at Tfold = 0.19 averaged over 20000
trajectories and (b) the fluctuations χK in terms of s. (c)
Joint probability density of k and Q from a subsample of
5000 trajectories.
In Fig. 1 we show results for the s-ensemble for the
HeGo¯ model with the native structure and sequence of
Figs. 1 (a,b); Figs. 1 (d,e,f) show the average native activ-
ity κs, Eq. (2), as a function of s for temperatures above,
at, and below the folding temperature Tfold = 0.19 for
this system (Tfold is defined as the temperature at which
50% of the native contacts are formed on average in equi-
librium). For s < 0 the native activity is larger than the
typical one, and for s > 0 is smaller, as expected from Eq.
(1). But what is notable is that the change from more
active to less active as a function of s becomes sharp
with increasing time of the trajectory; see also the dy-
namical susceptibilities, χK(s) ≡
(〈K2〉s − 〈K〉2s) /(Nt),
in Figs. 1 (g,h,i). Such behavior is indicative of a first-
order transition between an active/equilibrium dynami-
cal phase, and an inactive/metastable dynamical phase.
The transition is rounded since the protein is a system of
finite size in time and space. The first-order dynamical
transition in trajectories shown in Fig. 1 is highly rem-
iniscent of what is observed in models of glasses, where
the inactive phase is associated to dynamical metastabil-
ity [19, 29].
The natural question to ask is whether there is
a structural signature of the active-inactive transition
we observe in the HeGo¯ model. An obvious struc-
tural order parameter is the “nativeness”, i.e. the
overall time-average of formed native contacts Q ≡
t−1
∫ t
0
∑
a na(t
′)dt′, where a runs over all native contacts
(a = 1, . . . , 57 for the specific case of Fig. 1), and na(t) =
1, 0 indicates whether native contact a is made/broken
at time t. Figs. 1(j,k,l) show the joint probability of ac-
tivity (per unit time and residue) k ≡ (Nt)−1K and na-
tiveness Q of all trajectories in an s-ensemble near the
critical value sc(T ). The bimodality of the distribution
is evident, as expected from the first-order nature of the
transition, but what is notable is that the active/inactive
basins, which differ greatly in dynamical activity, are dif-
ficult to distinguish in terms of nativeness: inactive tra-
jectories are a consequence of a highly metastable state
which is also as native as equilibrium states; a charac-
4teristic conformation associated with this inactive near-
native state is shown in Fig.1(c). This again is reminis-
cent of glasses, where the inactive glassy state is difficult
to distinguish structurally from the relaxing liquid [20].
The existence of inactive yet highly native states seems
to require the heterogeneity of interactions associated
with the amino acid sequence. In the SM we present
a similar s-ensemble analysis for a HoGo¯ model for the
same structure of Fig. 1(a): for this model, where the
sequence plays no role in the interactions, there is a
straightforward linear relation between dynamical activ-
ity k and structural nativeness Q, indicating that kinetic
trapping is determined by the same structural states—
unfolded and native—that determine the thermodynam-
ics. In contrast, the Full model for the sequence of
Fig. 1(b), shows active-inactive transitions of similar rich-
ness as the HeGo¯ model, see Fig. 2. This is indicative of
the fact for qualitative folding models sequence hetero-
geneity is essential, as for the case of the Full and HeGo¯
models [22].
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FIG. 3. Dynamic phase classification (a) densities of the joint
distribution of k and Q for s = 0 (black) and s = 1 × 10−4
(red) for tobs = 5×106 and T = Tfold of 5000 trajectories. (b)
FPT distribution of 5000 FPT trajectories for initial config-
urations selected from critical trajectories with Q > 40 and
k > 0.02 and (c) for Q > 40 and k < 0.02. Dotted lines
indicate MFPTs of the distributions. (d) Shows the RMSD
distribution for initial states of Q > 40 and k > 0.02 and (e)
with Q > 40 and k < 0.02.
In Fig. 3 we further explore the nature of the active
and inactive dynamical phases. Fig. 3(a) shows the scat-
ter plot of the activity and nativeness k and Q of each
of 5000 trajectories at T = Tfold, for two different s: at
s = 0 (typical dynamics), and at s = sc ≈ 10−4 [an
enlarged version of Fig. 1(k)]. In the former case there
is a clear correlation between k and Q, while at “space-
time” coexistence between the two dynamical phases two
clear basins of very distinct activity but similar structural
nativeness are found, as previously discussed. Represen-
tative configurations taken from trajectories fulfilling re-
quirements of Q > 40 and k < 0.02 or k > 0.02 respec-
tively are used in order to investigate the dynamic nature
of the highly native active or inactive trajectories. This
is indicated in Fig. 3 (a) by the respective boxes (green
k > 0.02, blue k < 0.02). Figs. 3(b,c) look at the distri-
butions of first passage times (FPT) to the fully native
state starting from a typical conformation of the active or
inactive phases, respectively, rapidly quenched to equilib-
rium (s = 0). The inactive states not only have a much
larger MFPT (indicated by the blue broken lines respec-
tively), but the distribution is exponential, rather than
stretched (as a power law, as is characteristic of near na-
tive equilibrium states in this model). Figs. 3(d) and (e)
show the distribution of the root mean square distance
(RMSD) in the FPT trajectories. Active trajectories are
sharply peaked around RMSD values of 1 lattice unit,
corresponding to the RMSD value of the initial struc-
tures, which is already ”en route” to the native state, as
seen in Fig. 3(d). Low activity initial structures escape
trapped states by an unfolding event (RMSD peak of 3
lattice units) followed by the folding event, see Fig. 3(e).
This supports the idea of a long lived and metastable
trapping state, prolonging folding times significantly.
From our simulation results, a schematic phase dia-
gram in the parameter space of {T, s} can be constructed
as seen in Fig. 4. For all values of T there is a dynami-
cal phase corresponding to equilibrium trajectories that
is smoothly connected to s = 0. The phase boundary
of this equilibrium dynamical phase is at sc(T ), indi-
cated by the full green curve in Fig. 4. At tempera-
tures T > Tfold, equilibrium trajectories are very active as
the typical states are unfolded (unfolded phase), while at
T < Tfold equilibrium trajectories display a lower activity
since typical states are native (folded phase). The transi-
tion between these two regimes, indicated by the dashed
grey line in Fig. 4, is a direct extension of the thermody-
namic crossover at Tfold (grey circle). At sc(T ) there is
a transition to the non-equilibrium phase of metastable,
or trapped, trajectories of very low activity (trapping
phase). (Three blue circles, corresponding to the three
temperatures of Fig. 1). We surmise the phase diagram
of Fig. 4 from the analysis of the results presented in
Fig. 1, but as we show in the SM [21], such behavior is
also valid for different sequences optimized for the same
native state of Fig. 1(a). Depending on the sequence and
native state, the phase of inactive trapping trajectories
may contain even richer phase structure, but we expect
it to fundamentally be similar to that of Fig. 4.
We have shown that very simplified models of proteins,
as long as interaction variability is maintained, display a
complex dynamical phase structure analogous to that of
glassy systems. Just like in ordinary many-body systems,
the mere existence of a phase-transition to a highly inac-
tive phase implies that rare fluctuations will play a role
in the observed dynamics. In very recent work [12] the
s-ensemble was applied to Markov state models (MSM)
of real proteins. While a crossover between active and in-
5inactive, near native 
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FIG. 4. Schematic dynamic phase diagram of the the
HeGo¯ and Full model in the parameter space of {s, T}. First-
order dynamic transition, giving rise to inactive, yet highly
native trajectories, is indicated by the full green line. Blue
circles along the line of the first-order transitions are taken
from the results of Fig. 1. The dashed grey line is an exten-
sion of the thermodynamic native – non-native transition into
the s-space .
active phases was observed in all cases studied, no sharp
transition to a glass-like state, like the one we presented
here in lattice proteins, was found. This may be due to
the fact that the biased distribution itself was not sam-
pled, as only the equilibrium MSM was biased according
to the s-ensemble with observation times no larger than
the folding timescale. In contrast, our observation times
were up to 10 times the MFPT of the system and ex-
plicitly sample from the biased distribution, thus observ-
ing much sharper transitions to non-native, metastable
states. It can be conjectured that that fibril formation
might also involve similar kinetically rare trapping events
that predispose protein molecules to aggregation [30],
which would require further extensive study of all atom
models.
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6SUPPLEMENTARY MATERIAL
The MC simulation setup
As discussed in the main text, a heteropolymer of
length L and N native contacts, represented by a self
avoiding walk on a lattice, is studied. Its native state is
defined by a maximally compact structure as depicted by
the schematic of Fig. 1(a) of the main text. The choice
of the native state was motivated by a series of previous
studies [22, 31]. As mentioned, we chose to look at three
different variants for the interaction potentials of amino
acid monomers: a Go¯ interaction potential (HoGo¯), con-
sidering only contacts that are nearest neighbors in the
native state and have a uniform interaction energy, the
heterogeneous Go¯ potential (HeGo¯), with non-uniform
interaction energies between nearest neighbors in the na-
tive state and a full interaction potential (Full), allow-
ing non-uniform interactions between all nearest neigh-
bor amino acids. This information can be captured by
the Hamiltonian:
H =
L−1∑
i=1
L∑
j>i
U(rij) +
L−3∑
i=1
L∑
j=i+3
NijBij∆(rij − a), (3)
with rij = |ri − rj |. The potential U(r) restricts the
walker to be self avoiding, as it takes a value of ∞ for
r = 0 and 0 for any value of r > 0. The term Bij is
an energy interaction matrix, which is determined by the
sequence of the amino acids chosen (see for example that
of Fig. 1(b) of the main text). Interaction values for dif-
ferent amino acid are drawn form the model of Miyazawa
and Jernigan [25] and set the base value 0 for the energy
scale. In this model only nearest neighbor interactions
are of interest to us and the matrix ∆ holds the infor-
mation of the nearest neighbor list, where a is the lattice
spacing (here a = 1). In the HoGo¯ and HeGo¯ model
Nij holds the information about the set of native con-
tacts, so that Nij = 1 if the contact is present in the
native state and 0 otherwise. This restriction is lifted
for the Full interaction model, with all entries given by
1. The Hamiltonian now allows to compute the instanta-
neous energy of the system at each simulation step. The
simulation is a standard Monte Carlo simulation using a
Metropolis acceptance criterion:
Paccept = min(1, exp(−β∆H)). (4)
In order to have a set of trial moves a moveset needs
to be defined. Here, it is taken to be a previously
proposed moveset, consisting of single monomer and
double monomer moves [31]. The single monomer moves
are flips of the terminal bead or corner bead flips and
the double monomer moves are ”crack shaft” moves. We
found a ratio of attempting 80% of the time monomer
moves and 20% of the time crank-shaft moves to give a
good sampling. The time observable t given in the main
text correspond to the incremental count of each attempt
of flipping one of the beads, representing an amino acid,
thus generating trajectories of any given observational
time t = tobs. Initial configurations were drawn from
short equilibrium trajectories at a high temperature
T = 1000/kB . The Boltzmann constant was set to
kB = 1 in all simulations. All other temperatures will
be presented unitless, defined by the Miyazawa and
Jernigan interaction scale.
For accessing the biased s-ensemble a modified tran-
sition path sampling (TPS) strategy was employed, as
briefly discussed in the main text. An initial trajectory
of a predefined length of time steps (t) was generated.
Along this trajectory with equal probability a shooting
point was chosen. From which either the first or second
part of the trajectory was regenerated, again with equal
probability. In this way a second trajectory similar in
activity K to that of the first was obtained. In order to
bias according to the s-ensemble a new trajectory was
accepted according to again a Metropolis acceptance cri-
terion, as given in the main text, by looking at the change
in activity of the two different trajectories.
P saccept = min(1, exp(−s(Knew −Kold))). (5)
It should be noted, that for different simulations, dis-
cussed in the following, different numbers of trajectories
are reported. In all cases a sufficient number of trajecto-
ries was generated. The variation of the number of total
trajectories generated was due to available computational
time and not motivated in any other way.
Go¯ Model simulations in and out of equilibrium
Initially, we looked at the behavior of a homopoly-
mer only considering native contact interactions, i.e.
the HoGo¯model. For this purpose the choice of sequence
was that of 48 valin amino acids, each with a valin-valin
interaction energy of E = −0.290 in reduced units,
resulting in a native state energy of: E = −16.530. A
number of 2000 independent equilibrium simulations
was conducted for s = 0 and the average nativeness
(number of native contacts over the total number of
native contacts 〈Q/N〉, see the main text for definition),
with respect to temperature as well as the average native
activity 〈κ〉s (given by Eq. 2 of the main text) with
respect to temperature were looked at, and displayed
in Fig. 5(a) and (b) respectively. Each independent
trajectory was simulated for a total observation time of
t = 1× 107 steps. It can be seen that from Fig. 5(a) the
model shows also the experimentally observed sigmoidal
behavior of low nativeness at high temperatures and high
nativeness at low temperatures. The temperature at
which 50% of the native contacts are formed, Tfold, can
7be extracted and is indicated in the Fig. 5(a) (This also
corresponds to the peak in the fluctuations of 〈Q/N〉).
Fig. 5(b) shows the dynamic behavior resulting in an
inverted sigmoidal curve to that of Fig. 5(a), with low
activity at low temperature, corresponding to sampling
native states and high activity for at high temperatures,
corresponding to non-native states. Fig. 5(c) shows the
joint probability displaying a linear dependence of the
average activity (k) with respect to the average number
of native contacts from 10000 trajectories at t = 1× 107
and at a temperature of Tfold = 0.225.
As the dynamic behavior is the subject of interest,
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FIG. 5. Shows trajectory averages from 2000 equilibrium tra-
jectories of the HoGo¯ interaction potential. Fig. 5(a) shows
the dependence of Q/N with respect to T averaged over all
trajectories and in (b) the activity with respect to tempera-
ture. Fig. 5(c) is the joint probability from 10000 trajectories
at Tfold = 0.225 of the native activity k and average number
of native contacts Q.
s-ensemble TPS simulations are used to bias trajectories
at Tfold. No significantly different behavior was observed
when considering moderate values of s (i.e. s < 0.1).
However, the model has an intrinsic dynamic two
state behavior for moderately long trajectories which
will disappear when observation times of t > 1 × 108
are reached. This is expected from a finite system,
yet the dynamic behavior can be described as a two
state dynamic cross-over and corresponds nicely to the
thermodynamic first order behavior in temperature.
The dynamic equilibrium near Tfold is also accessible at
lower and higher temperature, when using the s-ensemble
biasing. Of course, in these cases the trajectories which
are at a 50% folded unfolded equilibrium are much rarer
trajectories. For low temperatures the average activity
of the trajectories will be low and configurations mainly
sample the native and near native states. For high tem-
peratures the opposite is the case, meaning that κs is on
average large and a low number of average native con-
tacts is observed. With the biasing through s a dynamic
equilibrium of active (unfolded/non-native) and inactive
(folded/native) trajectories can be restored even for low
(Fig. 6(a)) and high (Fig. 6(b)) temperatures respectively
as seen in Fig. 6. In Fig. 6(a) results of 10000 trajectories
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FIG. 6. Different temperature trajectories with the s-
ensemble. Fig. 6(a) shows the average native activity κs with
respect to the biasing field s for temperature below Tfold. For
s < 0 highly active trajectories can be observed. For larger t,
s approaches 0. Fig. 6(b) shows again κs with respect to the
biasing field s, but for temperature above Tfold. For s > 0 the
observation of inactive and mainly native trajectories is pos-
sible. For longer trajectories the biasing s required is smaller.
Fig. 6(c) schematic of a phase diagram of active (non-native)
trajectories and inactive (native) trajectories. A first order
like crossover is indicted by the broken grey line, the dotted
intersects are that of the observed data from a high- and a
low temperature.
from s-ensemble biasing at two temperatures T = 0.18
and T = 0.19, i.e. below Tfold are shown. With an
increasing temperature difference between the modelled
temperature and that of Tfold the larger becomes the re-
quired bias, in order to restore mainly active trajectories
as is seen in the Fig. 6(a). Furthermore for larger obser-
vation times a smaller bias is needed in order to reach
active trajectories, hinting at a scaling behavior with t.
This means that for a small and finite value value of
s < 0 at temperatures of T < Tfold a dynamic equilibrium
of active and inactive trajectories can be restored. The
same applies for approaching the dynamic equilibrium at
T > Tfold. Now s > 0 will restore a dynamic equilib-
rium. This is seen in Fig. 6(b), also hinting at a scaling
behaviour in observation time t. From these ideas a very
idealized phase diagram in the parameter space of {T, s}
can be constructed, as displayed in Fig. 6(c). Here it can
be seen, how with the biasing parameter s the dynamic
crossover can be extended to higher and lower temper-
atures, increasing the probability for the observation of
critical trajectories. The dot indicates the merge of the
dynamic and thermodynamic crossover behavior at Tfold.
HeGo¯ and Full equilibrium simulation results
The equilibrium behavior of the HeGo¯ and Full inter-
action model can be seen in Fig. 7. Averages are taken
from 1000 independent trajectories. For both interaction
potentials 〈Q/N〉 with respect to T (Fig. 7(a)) and equi-
librium native activity κs with respect to T (Fig. 7(b)) are
shown (black lines are results from the HeGo¯ interactions
and red from the Full interaction potential). From this
the folding temperature of 50% native and non-native
trajectories is estimated and found to be around T = 0.19
8in reduced units. This is the initial choice of temperature
for the out-of-equilibrium investigation of the main text.
Fig. 7(c) shows the probability density of k and Q from
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FIG. 7. Equilibrium behavior drawn from 1000 trajectories
of the HeGo¯ (black) and Full (red) interaction potential.
Fig. 7(a) The average normalized nativeness 〈Q/N〉 with re-
spect to temperature is shown and (b) the average native
activity κs with respect to temperature is shown. Fig. 7(c)
joint probability from 5000 trajectories of k with respect to
Q at T = 0.19 for the HeGo¯ potential in equilibrium.
a set of 5000 trajectories of t = 5× 106 at a temperature
of T = 0.19. Most trajectories fall into a cigar-like linear
dependence with a few outliers. Exactly these outliers
give rise to the rich phase behavior observed in the main
text. From the equilibrium behavior observed here, the
choice of simulation temperatures and observation times
used for the generation of Figs. (1,2) of the main text,
was motivated.
HeGo¯ and Full s-ensemble simulations
For the generation of Figs. (1,2) of the main text the
following protocol was used. Simulations for different
values of s at three different temperatures (T = 0.175,
T = 0.19 and T = 0.205) were carried out. For each
combination of parameter set, 30000 trajectories were
generated. For the analysis the initial 2000 trajectories
were discarded towards the equilibration of the respec-
tive value of s chosen for the simulation. This method
was employed for all s biased trajectories. At each tem-
perature a value for critical s was identified, through the
generation of histograms for each parameter set. Those
with equal probability of low and high activity peaks were
chosen as a set of critical trajectories and a histogram
reweighting algorithm was employed in order to generate
Fig. 1 of the main text. In this way data generation could
be concentrated on critical trajectories. The reweighted
curves were also compared to direct estimates of average
native activity κs from simulations at all different values
of s and a good agreement was observed. Trajectories in
the Full potential were generated in the same way and
again a histogram reweighting algorithm was used on a
set of critical trajectories.
Change of dynamic observable: general activity
As a complex dynamic phase behavior was observed
for the of native activity K, an obvious question arises:
is this complex dynamic behaviour also observed if the
dynamic observable is changed? Another possible choice
is that of the general activity, meaning the incremental
count of any contact being broken or formed (G) over the
whole trajectory of arbitrary length, thus the intensive
general activity can be defined as:
g =
G
Nt
, (6)
and averaged general activity as:
gs = 〈G〉s(Nt)−1 = (nt)−1
∑
Xt
Ps[Xt]G[Xt]. (7)
A set of 30000 biased trajectories for different values of s
at a temperature of Tfold = 0.19 was obtained, where gs
served as the order parameter for the HeGo¯ interaction
model. The overall scaled activity is now larger, but
again for a certain value of s a sharp cross-over in the
activity is observed. Taking a set of critical trajectories
using a histogram reweighting method, the dependence
of gs with respect to s was obtained for two different
observation times (t = 5 × 106 (red) and t = 1 × 107
(blue)). See Fig. 8 for the results. For longer observation
times the required biasing for critical behavior decreases
as seen in Fig. 8(a) and (b), with the fluctuations of χg
with respect to s are shown.
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FIG. 8. Behavior of the HeGo¯ potential from averages of
30000 trajectories with general activity gs as the order param-
eter at T = 0.19. Fig. 8(a) gs with respect to s for t = 5×106
(red) and t = 1 × 107 (blue) and the fluctuations χg with
respect to s for the same t in Fig. 8(b). In Fig. 8(a) and (b)
s = 0 is indicated by a broken grey line. Fig. 8(c) shows the
probability density g and Q from of a set of critical trajecto-
ries for t = 5× 106.
Looking at the joint probability of g and Q for a set of
critical trajectories, the previously observed linear behav-
ior of the equilibrium trajectories can be seen (Fig. 8(c)).
However, also a set of low activity trajectories with high
Q is observed. These correspond to trajectories sam-
pling mainly the highly native set of trapping states as
observed for the trajectories presented in the main text.
This suggests that also for the general activity observable
the same complex phase behavior is present.
9Dynamic behavior of different sequences
A number of different sequences, as well as chain
lengths were studied in conjunction with the s-ensemble,
all of which display complex dynamic behavior. How-
ever, the nature of the phase behavior can differ drasti-
cally depending on the individual sequence and observa-
tional temperature. For example, different set of trap-
ping states can result in different inactive trajectories,
depending on the value of the biasing parameter. This
rich behavior is not surprising, as for different sequences
the temperature dependence can be drastically different
already. In order to highlight the fact that the obser-
vation of a dynamic phase separation is more general
than to one particular sequence or native structure, here
we will illustrate the same observation holds for a dif-
ferent sequence using the HeGo¯ potential. For the par-
ticular sequence (as depicted in Fig. 9) Tfold ≈ 0.155
and has a native state energy of E = 12.910 in re-
duced units and follows a different folding pathway to
the sequence presented in the main text. The mean first
passage time to the folded state at a temperature near
Tfold is about 5 times slower than that of the sequence
presented in the main text, yet still counts as a ”fast
folder”. Fig. 9(a-c) shows the results of s-ensemble sim-
ulations at T = 0.15 for different trajectory observation
times t = 1× 106, 2.5× 106, 5× 106. Again κs serves as
the activity order parameter. In Fig. 9(a) the reweighted
average native activity (obtained from a set 10000 bi-
ased trajectory at a critical biasing value) is shown with
respect to s, an increasing sharpness of the transition
is observed, as the observational time is increased. In
Fig. 9(b) the fluctuations in κs are displayed, with the
peak of the fluctuations moving towards s = 0. Fig. 9(c)
shows the joint probability of k and Q from 10000 crit-
ical trajectories of t = 1 × 106. For this sequence the
observation of low activity trajectories at s = 0 has a
much higher probability than an equivalent set up for
the sequence of the main text. This means, in order to
achieve a dynamic equilibrium of active and inactive tra-
jectories only small values of s are needed. It should also
be noted that the dependence of k and Q is very differ-
ent to the behavior of the main sequence. There is no
longer a clear linear equilibrium relationship, as seen in
Fig. 9(c). Another striking aspect for this sequence is,
that when pushing the system even further out of equi-
librium with larger values of s, thus raising the prob-
ability of observing very rare trajectories. In this way
more dynamic complexity can be uncovered as a set of
trajectories, with very low activity and a high Q is found
(not depicted here). These dynamic states (trajectories)
may be too unlikely though to have a significant impact
on equilibrium behavior. However, the existence of these
states is relevant in the overall picture of the model, as it
underlines a very complex dynamic phase behavior over-
all. The richness of the dynamic phases of these simple
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FIG. 9. s-ensemble behavior from averages of 10000 trajec-
tories for the sequence shown and native state of Fig. 1(a) of
the main text. (a) shows the scaling of κs with respect to s
at T = 0.15 for different t = 1 × 106(black, continuous line),
t = 2.5×106 (green line) and t = 5×106(red, broken line) and
(b) the fluctuations χκ with respect to s for the same t. In
(a) and (b) s = 0 is indicated by a broken grey line. In (c) the
joint probability density for a subsample of 5000 trajectories
around a critical value of s for t = 1× 106, of k and Q.
lattice models for either HeGo¯ or Full interaction poten-
tials, only allows to hint at the hidden complexity to be
uncovered in all atom models.
