The present paper is devoted to the investigation of lossless transmission lines terminated by a nonlinear load with an interval of negative differential resistance and in series connected conductance. In contrast of almost all paper when
A general method of reducing the mixed problem to an initial value problem for neutral system on the boundary is presented. Sufficient conditions for the existence-uniqueness of an oscillatory solution are formulated. This is achieved by introducing an appropriate operator acting on suitable function space whose fixed point is an oscillatory solution of the initial value problem.
Introduction
It is well known that all electronic circuits are nonlinear and the linear assumption is only approximation (cf. [1] - [9] ). Here a lossless transmission line terminated by a nonlinear resistive element is considered. In view of [1] , every resistive element with an interval of negative differential resistance falls into one of the following three groups: 1) The current is а single-valued function of the voltage.
Such an element is called a nonlinear conductance. For more complete description of the conductance it is assumed to be shunted by parasitic parallel con- It is known that a lossless transmission line is described by the following linear hyperbolic system ( )
x t x C u x t t u x t x L i x t t
where L and C are the specific constant parameters of the line and Λ is its length. In this manner we include the example from [19] .
We formulate a mixed problem for System (1): to find a solution
and initial conditions
, u x i x are prescribed initial functions.
Transformation of the Hyperbolic System in Diagonal Form
The System (1) can be rewritten in matrix form
To transform the matrix
The corresponding eigenvectors are
, where Z HU = and
V x t C x t Li x t I x t C x t Li x t
in Equation (3) we obtain ( ) 
Reducing the Mixed Problem to an Initial Value Problem on the Boundary
Prior to formulate an operator corresponding to the mixed problem we consider the Cauchy problems for the characteristics of the hyperbolic system (1) (cf.
[17]): . To obtain boundary conditions with respect to the new variables we substitute
into boundary conditions (2) and get
To obtain new initial conditions we proceed from ( )
V x t C u x t Li x t I x t C u x t Li x t
Now we able to formulate a mixed problem with respect to the new variables:
to find a solution of the system
satisfying initial conditions
and boundary conditions 
Repeating reasoning from [17] we integrate System (5) along the characteristics and obtain
Assuming that ( ) ( )
t I t Λ = are unknown functions we obtain the following initial value problem equivalent to the mixed problem (5) (cf.
[17]), (using denotation 
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The initial functions
after transition along the characteristics of the hyperbolic system (cf. [17] ).
Existence-Uniqueness of an Oscillatory Continuous Solution
Now we are able to formulate the main problem: to find an oscillatory solution of System (6) 
be the prescribed set of zeroes of the initial function, that is,
be a strictly increasing sequence of real numbers satisfying the following conditions (C):
Consider the sets
. , : 0 and e , ,
. , : 0 and e , , Introduce the following family of pseudo-metrics
The set V I M M × turns out into a complete uniform space with respect to the saturated family of pseudo-metrics
 . Using System (6) we define an operator ( ) ( ) ( ) , , , :
F V I t t t t k
+ = − + + − − ≡ ∈ =  ; ( )( ) ( )( ) ( ) ( ) ( ) ( )( ) [ ] ( ) 1 1 1 , : , d , d , , , 0,1, 2, k k k t t I I k k k I t t k k
B V I t F V I s s t t t t F V I s s t t t k
+ + + = − − − ∈ = ∫ ∫  . Remark 1.
1) In the above definitions of the operator B the functions ( ) V t T − and ( )
I t T − in the right-hand side are substituted by the initial functions in the in-
It is necessary when we look for a smooth solution.
We call a solution of System (6) the solution of the operator equation
The following lemma is valid: Lemma 1. Let be the source function satisfies ( )
V I B V I B V I = .
Proof: Let
For the first equation an existence of solution is obviously equivalent to
To prove the same for the second equation we integrate the second equation on the interval 
I t F V I s s I t F V I s s F V I s s
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we estimate the second term: 
3) ( 
Then there exists a unique oscillatory solution of System (6), belonging to
Proof: We show that the operator ( ) 
B V I t F V I s s t t t t F V I s s
+ + = − − − = ∫ ∫ ,
V t t t t T B V I t L J t G Z
For the second one we have For the first component we obtain 
B V I s t F V I s s s t t t t F V I s s s B B
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Therefore the operator B is contractive one (cf. [17] ) and its unique fixed point is an oscillatory solution of (6).
Theorem 1 is thus proved.
Numerical Example
Our goal here is to check the inequalities of the main Theorem 1 for the 7-th order polynomial. It is natural to assume 0
Consider a transmission line with specific parameters 
Conclusions
1) It is proved that ( ) ( ) 3) An explicit solution by successive approximations can be obtained.
