Abstract: Asymmetric HNN designed as an associative memory for query expansion has been researched in some papers. However, there is no criterion in this method to measure its validity and to tell good results from bad ones objectively. What's more, convergence characteristic of HNNs may not be guaranteed if the symmetry is broken. Aiming at avoiding these two points, maximum mutual information (informax) principle-based query expansion using symmetric HNNs is proposed from the perspective of combinatorial optimisation.
Introduction
Search is becoming ubiquitous with the explosion of information and the construction of domain oriented document bases. Every document in a large document collection can be described into a high dimensional vector using vector space model (Salton et al., 1975; Berry and Drma, 1998) . But users tend to input one or two phrases in their queries. The objective of query expansion is to associate some terms which are most relevant to the query term. Query expansion within a concept space using associative function of HNNs has been researched to alleviate the dilemma between the high dimensionality of documents and the rareness of queries (Chen et al., 1997) . Asymmetric HNN was designed as an associative memory for concept expansion. However, there is no criterion in this method to measure its validity and to tell good results from bad ones objectively. What's more, convergence characteristic of HNNs may not be guaranteed if the symmetry is broken (Cohen and Grossberg, 1983) . According to Cohen-Grossberg theorem, the synaptic weights of the network are symmetric is the first condition need to be satisfied to guarantee the stability of the network. Hopfield model with symmetric synaptic weights, just like brain-state-in-a-box model, is a special case of the Cohen-Grossberg theorem (Haykin, 2001 ). So we think the method used in paper (Hsinchun et al., 1997 ) is lacking in theoretical supports. Aiming at avoiding above two problems, maximum mutual information (informax) principle-based query expansion using symmetric HNNs is proposed from the perspective of combinatorial optimisation. In our method, terms are regarded as binary random variables, and mutual information is used to measure the relevance among a group of terms. As for the informax principle, it provides a mathematical framework for self-organisation of the signal transmission system. The idea of designing a neural processor to maximise the mutual information is appealing as the basis for statistical signal processing (Linsker, 1988 (Linsker, , 1989 . Besides, in our method, symmetric HNN without self-feedback and with states updated asynchronously has a benign convergence characteristic (Bruch and Goodman, 1988) .
The remainder of this paper is organised as follows. First, asymmetric associative model is described in the phase of data preparation. Second, associative retrieval in query expansion is introduced and doubts on this method are cast. Third, informax principle-based query expansion is proposed. Later, experimental results and discussions are presented to demonstrate the validity of our method. Finally, the main conclusions of our research work are highlighted.
Asymmetric associative model
In the vector space model, cosine function is usually used to measure the distance or the similarity between two concepts. Due to the symmetry of cosine function, the association between two concepts is symmetric. However, there are, in fact, asymmetric associations between two concepts. For example, when you hear term 'Tongji University', you will associate it with term 'Shanghai' likely. But if you hear term 'Shanghai', you may not associate it with term 'Tongji University' directly. Asymmetric associative model is just proposed to embody this phenomenon. The element of asymmetric association matrix A is defined by 1 1 , , 1,2, ,
where N and M are the number of documents and terms respectively, d ij represents the distance of term j to document i, d ijk represents the distance of terms j, k to document i, idf k represents the inverse document frequency of term k in order to penalise general terms which are present in many documents, and a jk represents the association weight from term j to term k. According to the tfidf scheme (term frequency and inverse document frequency) (Jones, 1972) , distance d ij is defined as the product of the term frequency tf ij and the inverse document frequency idf j , and d ijk is defined in a similar manner as follows
where tf ij is the term frequency representing the number of occurrences of term j in document i, df j is the document frequency representing the number of documents in which term j occurs, tf ijk represents the number of co-occurrences of term j and term k in document i, and df ik represents the number of documents in which term j and term k co-occur. Combine equations (1) and (2) ( )
If we define
then a jk = asy jk × sy jk , where asy jk and sy jk are the asymmetric and symmetric factors respectively. Generally asy jk ≠ asy kj , but sy jk = sy kj because df jk = df kj and tf ijk = tf ikj . The symmetric factor indicates the co-world of term j and term k, while the asymmetric factor incorporates the world of term j and the world of term k. Hence, the association between two terms presents asymmetry if we can integrate their two worlds instead of restricting them to their co-world.
In the asymmetric associative model, given a term, its relevant terms are separated into two distinct groups, which are the group that it can associate to, and the one that it can be associated from, respectively. The data prepared by asymmetric associative model are transplanted directly as the weights of HNNs designed as an associative memory in paper (Hsinchun et al., 1997) . But we use these data in our method in a different manner. The group that one term can associate to is the range on which informax principle-based query expansion is performed for this term.
Associative retrieval in query expansion
The Hopfield neural network consists of a set of neurons and a corresponding set of unit delays, forming a multiple-loop feedback system. Basically, the output of each neuron is fed back, via a unit delay element, to each of the other neurons in the network. In other words, there is no self-feedback in the network. What's more, the weight matrix is symmetric generally.
In paper (Hsinchun et al., 1997) , HNN with asymmetric weight matrix is designed to perform concept expansion, each term in the network-like thesaurus was treated as a neuron and the asymmetric weight between any two terms was taken as the unidirectional, weighted connection between neurons. Using user-supplied terms as input patterns, the Hopfield algorithm activated their neighbours (i.e., strongly associated terms), combined weights from all associated neighbours, and repeated this process until convergence.
The Hopfield net algorithm relied on an activate and iterative process
where v k (t + 1) is the activation value of term k at iteration t + 1, and f s is a continuous sigmoid transformation function, which normalises any given value to a value between 0 and 1.
, θ k serves as a threshold or bias, and θ 0 is used to modify the shape of f s . The above process is repeated until there is no change in terms of output between two iterations, which is accomplished by checking
where ε is the maximal allowable error. The final output represents the set of terms relevant to the starting term. However, we cast doubts on applying HNNs with asymmetric weight matrix to perform concept expansion as used in process (5) from the following three points.
• There is no criterion in this method to measure its validity and to tell good results from bad ones objectively. How are we to evaluate the difference between two results obtained from different convergence stopping conditions?
• As we all know, the convergence characteristic of HNN whose states are updated asynchronously (i.e., randomly and one at a time) holds from the conditions that its weight matrix is symmetric and the diagonal elements are nonnegative. If the conditions are satisfied, but the updating mode is synchronous, the convergence may not be guaranteed. Well then, when the symmetry of the network is destroyed, can the convergence be guaranteed?
• The following experimental results illustrate that the iterative process described in equation (5) converges to a same state from different initial states, given θ k and θ 0 .
Ten terms are selected randomly in this experiment. Their asymmetric association matrix is shown in Table 1 . Table 1 Asymmetric association matrix of ten terms selected randomly 
As shown in Figure 1 , given a set of parameters, the iterative process with different initial states converges to a same state v end . The explanation we can give to these results is that the iterative process sorts the ten terms in some way. Anyway, this function is absolutely not what we want in query expansion.
Figure 1
Convergence of the iterative process (first ten steps) in equation (5) According to these reasons, we reconsider query expansion from the other perspective, i.e., combinatorial optimisation using symmetric HNNs.
Informax principle-based query expansion
The major difference of associative memory and combinatorial optimisation using HNNs lies on the ways that the weight matrix is constructed. In the former, the weight matrix is constructed based on Hebbian rule to store some fundamental memories. In the latter, it is inferred from a cost function such that optimisation can be pursued for query. But the mechanism of both networks is the same, i.e., iterating until the convergence of the energy function. Hence, we focus on selecting a reasonable cost function as the network's energy function. The objective of query expansion is to select some terms which are most relevant to each other from terms which are most likely associated with the query term. Informax principle-based query expansion is driven by this idea. For a given query term, the objective is to select K terms from L terms to satisfy that the total mutual information of every pair in the K + 1 terms (K terms selected plus the query term) is maximised. Here, the L terms are the top L terms in the group that the query term can associate to as described in the asymmetric associative model.
If N is big enough, every term j can be regarded as a binary random variable T j . For a given document, if term j is present, T j = 1; if term j is absent, T j = 0. For the sake of simplicity, we define its present possibility as (1) ( 1) , 1, 2, , .
So the entropy of T j is ( ) (1)log (1) (1 (1))log(1 (1)).
For terms j and k, their joint possibility is denoted as
.
And the joint entropy of T j and T k is
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= + when df jk = 0 to indicate the independence between two terms. Given T k , the condition entropy of T j is
The mutual information of T j and T k is ( , ) (
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We can find I(T j , T k ) when df jk = 0. If the number of the terms which can be most likely associated from a query term T 0 is set to L, then the objective of query expansion is to select K terms from these L terms based on informax principle.
We select the cost function as follows, where η > 0 is an important parameter to be tuned, and v i ∈ {0, 1} is the state of neuron i.
• The number of the selected terms from the L terms is K.
• The total mutual information of all pairs in the K + 1 terms is maximised.
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Choose sum of ηE 1 and E 2 as the cost function.
( )
Consider the constant term ηK 2 in E, we set the energy function of HNNs with a symmetric weight matrix as
Compare equations (16) and (17), we get weights and biases 0 ( ( , ) 2 ) 0, , and , , 1,2, , . 1, ( , ) 2
There are L neurons representing the L terms respectively in HNNs. The state v of each neuron is 0 or 1, where 1 represents that the corresponding term is selected. The initial state of each neuron is set to 1. Set the activate and iterative process asynchronously as
( 1) 1,
where i is the randomly selected neuron from the L neurons in every iteration t. Let's pay attention to the parameter η, which plays a very important role in the iterative process. It can represent the extent of the penalisation when the number of the selected terms is not K. What's more, it can also represent the weight ratio of E 1 and E 2 to some extent.
On one hand, if η is big enough, then the iterative process may converge very quickly to a spurious attractor where E 1 = 0. Because in this case E 1 gets more focus than E 2 and then there is not enough time for the iterative process to take the mutual information into account before its convergence, only one combination of K terms from L terms appears. It is also the convergent state.
On the other hand, if η is small enough, then the iterative process may converge to an attractor where E 1 ≠ 0. What's more, E 1 ≠ 0 in every iteration. It is worse in this case, because there is no combination of K terms from L terms appears.
Hence, what we want is not always an iterative process converging to a state where E 1 = 0. What we care most is the number of the iterations where E 1 steps from 1 into 0 during the whole iterative process. The bigger the number, the more the combinations of K terms from L terms appear, and hence the more the pair of terms and the more their mutual information are involved and balanced. The combination in the latest iteration where the step appears is the optimal combination we can get, because the total mutual information in this iteration is maximum compared with the ones in all the anterior iterations where the steps appear.
Thus, it is important to select a suitable value for η. Detailed discussions on η will be presented in the section of experimental results.
Experimental results and discussions
The experimental data is from Microsoft Knowledge Base, which is a collection of text-based papers that contain technical information about Microsoft products. It is one of the primary product information sources for Microsoft support engineers. The database contains hundreds of thousands of papers that explain how to do specific tasks, and documents the status of reported problems and documentation errors. Even the most experienced and seasoned support professional cannot know the answer to every question, or the solution to every issue. Hence, containing papers from all over Microsoft about all sorts of issues, constantly growing, and being updated by new papers, KB becomes the most valuable resource for various downstream searching tools.
The M key terms are selected with the help of Microsoft Textminer2.2. There are about 3521 key terms are mined, and we only choose M = 531 terms which are most relevant to the concepts of Microsoft products and technologies. N is 222257.
Experiments are designed to illustrate the effect of η, the validity of HNNs on combinatorial optimisation, the law of optimal η, and some examples of query expansion.
i
Effect of η
We focus on the effect of η on Sum of Steps and Total MI. Here, step means the transformation of E 1 from 1 to 0. If K is fixed, then the bigger L is, the bigger n will be needed, where n is the number of iterations in one iterative process. Figure 2 shows the effect of η on both, and the number of iterative processes is set to 30, T 0 = T 1 . There exists a rough range for η to make the network perform better. If the mean of the results of the 30 iterative processes is emphasised on, the rough range is η ∈ [1.0, 1.4] and η ∈ [2.3, 3.3] for L = 15 and L = 50 respectively. Although the range is fuzzy, generally the bigger the L, the bigger will be the centre of the rough range. More detailed discussion about this point will be presented in result (iii).
From Figure 2 , we can also draw a conclusion that for a fixed η in the rough range, the bigger the sum of steps, the bigger the total MI will be obtained. Because the sum of steps equals the number of combinations of K terms from L terms appearing in one iterative process.
ii
Validity of HNNs on combinatorial optimisation
In our application, we fix L = 40, K = 5. But it is hard to evaluate the validity of HNNs on combinatorial optimisation in this case. So we set L = 15, K = 5, T 0 = T 1 in this experiment.
We set the number of iterative processes to 10, and η = 1.2. As the left of Figure 3 shows, there are 3003 5 15 = C combinations. Their corresponding Total MIs are sorted. The right enlarges the dotted part in the left. With n increasing in some range, the max Total MI we can obtain increases. But we found that when n exceeds some value, the max Total MI obtained cannot keep on increasing and cannot converge to the optimal point. In other words, what HNNs can achieve is a sub-optimal point.
iii Law of optimal η As mentioned above, there is a rough range of η, where the network performs better. All the results presented above are based on the query term T 0 = T 1 . Different terms may have different range. Hence, it is very important to see how the centre of the range η o (optimal η) is determined. In order to get the plain relation between η o and Mean MI, we fix L = 15 to eliminate its influence. Eleven terms are selected randomly, and we obtain a fit line for the 11 samples, as shown in the right of Figure 4 . An apparent linear relation between η o and Mean MI is uncovered. Thus we can obtain η o for every term by calculating its iv Some examples of query expansion As Table 2 shows, the major difference between L = 15 and L = 40 is that, the former emphasises more on the term level, while the latter can get some more meaningful terms. 
Conclusions
In this paper, we clearly describe the asymmetric associative model to embody the asymmetric association between two concepts, cast doubts on one method which uses asymmetric HNNs to perform concept association with supports from experimental results, and propose a method which is informax principle-based query expansion using symmetric HNNs from the perceptive of combinatorial optimisation. Experiments are designed and discussions are presented to demonstrate the validity of our method.
