Abstract: In this paper, we investigate an ensemble of atmosphere-ocean general circulation models (AOGCMs) participating in phase 3 of the Coupled Model Intercomparison Project (CMIP3), and whose dynamic behavior is emulated by the reduced-complexity climate model MAGICC6. Using a superimposed impulse in solar radiative forcing for the purposes of system identification, we identify 12 AOGCMs in the CMIP3 ensemble for which low-order linear, timeinvariant (LTI) models are able to very closely approximate MAGICC6 surface temperature projections under each of the four greenhouse gas (GHG) emission scenarios known as the Representative Concentration Pathways (RCPs) in the IPCC Fifth Assessment Report (AR5), even when extended to centennial timescales. The linear climate models identified in this paper are suitable for the analysis of feedback-based approaches to mitigation aimed at stabilizing global-mean surface temperature, and will inform future quantitative assessment of closed-loop approaches to geoengineering of the climate based on solar radiation management (SRM).
INTRODUCTION
In response to the risks associated with anthropogenic climate change, the international community has sought to implement binding emissions reductions treaties, of which the Kyoto protocol is the most prominent example. Such treaties are a form of mitigation: attempts to limit the accumulation of atmospheric carbon dioxide (CO 2 ) and other greenhouse gases (GHGs) by restricting anthropogenic emissions.
The limited effectiveness to date of the mitigation-based response to anthropogenic climate change has prompted a network of scientists, entrepreneurs and advocates to consider a "Plan B" response known as geoengineering or climate engineering. Broadly defined, geoengineering involves deliberate and large-scale interventions in the Earth's climatic system to counter impacts of climate change such as sea level rise, more severe weather extremes, and ocean acidification (Lenton and Vaughan [2009] ).
Global-scale implementations of either mitigation or geoengineering implicitly involve feedback of the climate state in order to inform decision-making, in effect creating a closed-loop system with the global climate as the system being controlled, and with the influence of a policy-based response modeled as a feedback controller (Jarvis et al. [2012] , MacMartin et al. [2013] ).
Whether for mitigation or geoengineering, climate models play a key role in the formulation of control-based approaches to climate change responses. The aim of this paper is to develop a suite of low-order, linear time-invariant (LTI) climate models suitable for model-based feedback control design of both mitigation and geoengineering responses to climate change, and to serve as a resource for control researchers seeking simplified climate models for these purposes.
The research of Jarvis and colleagues (Jarvis et al. [2008] , , Jarvis et al. [2012] ) laid the groundwork for feedback control-based interpretation of sequential, mitigation decision-making frameworks seeking to stabilize global-mean surface temperatures. In , the assumed 20-year duration of an emissions treaty review period plays the role of the sampling period, and an optimal control strategy is devised so as to minimize the peak reduction rate of anthropogenic CO 2 emissions whilst limiting warming to 2
• C above preindustrial levels, subject to model uncertainty. The 2
• C limit is an internationally accepted value broadly representing the maximum warming that can be tolerated without risking dangerous anthropogenic interference in the climate.
In recent research, MacMartin et al. [2013] have proposed a feedback control-based approach to a class of geoengineering responses known as solar radiation management (SRM). In SRM, a planetary cooling effect is created by reflecting a fraction of the incident solar radiation before it can cause warming, e.g. by injection of reflective stratospheric sulphate aerosols, or cloud reflectivity enhancement through the addition of condensation nuclei (Lenton and Vaughan [2009] ). In (MacMartin et al. [2013] ), the impact of uncertainty in the imposed radiative forcing and the consequent temperature response is compensated through the use of feedback of the observed global-mean surface temperature.
Comprehensive atmosphere-ocean general circulation models (AOGCMs) simulate the combined thermal response of the atmosphere, ocean, land surface and cryosphere to net radiative forcing, the imbalance between planetary energy absorbed from sunlight and the energy emitted to space as thermal radiation. While AOGCMs represent state-of-theart in climate modeling, their high spatio-temporal resolution makes them computationally intensive, and quite unsuitable for many applications. For example, the CSIRO Mk3L model takes on the order of 6 weeks on a typical desktop PC to simulate 1000 years of climatic response (Phipps et al. [2011] ).
A range of "impulse response function" (IRF) climate models have been proposed in the literature. Nevertheless, shortcomings in these models limit their suitability for the long-term mitigation and geoengineering applications envisaged in this paper, including: identification and validation on very short (≈100-year) data records (Caldeira and Myrhvold [2013] , Good et al. [2013] , Geoffroy et al. [2013] ), highly simplified underlying climate models , and model validation under limited conditions (Geoffroy et al. [2013] , Li and Jarvis [2009] ).
In this paper, we apply system identification techniques to a collection of AOGCMs participating in a multimodel ensemble known as phase 3 of the Coupled Model Intercomparison Project (CMIP3) (Meehl et al. [2007] ). The dynamic behaviour of each of the AOGCMs in the CMIP3 ensemble is in turn emulated by the reduced-complexity climate model MAGICC (Model for the Assessment of Greenhouse-gas Induced Climate Change), version 6.
We identify a total of 12 AOGCMs in the CMIP3 suite for which low-order LTI models are able to very closely emulate surface temperature projections generated by MAG-ICC under each of the four GHG emission scenarios known as the Representative Concentration Pathways (RCPs) in the Fifth Assessment Report (AR5) of the Intergovernmental Panel on Climate Change (IPCC) (van Vuuren et al. [2011] , Meinshausen et al. [2011b] ), even when extended to centennial timescales.
There are two motivations for employing MAGICC to identify transfer function models, given that MAGICC itself is already a reduced-complexity climate model designed to emulate AOGCMs. First, while MAGICC is a so-called simple climate model, the MAGICC model is nonetheless nonlinear, high-order (≈ 100) and timevarying (Meinshausen et al. [2011a] ), making it quite illsuited for the application of control design methodologies requiring low-order LTI plant models. Second, MAGICC serves as a highly convenient proxy for a large number of AOGCMs developed by independent climate modeling groups. Running such AOGCMs directly is complicated and time-consuming at best, and more often infeasible due to the need for software packages which are prohibitively expensive and/or to which access is restricted.
The paper is organized as follows. In §2 we provide background on the MAGICC climate model, the CMIP3 climate model intercomparison project and the RCP emission scenarios. In §3 we detail both the methodology for obtaining input-output datasets from MAGICC and the formulation of the system identification problem. Results are presented in §4, and conclusions are drawn in §5. The estimated parameters of transfer function representations of 12 climate models from the CMIP3 multimodel ensemble are presented in Appendix A. 
The MAGICC climate model
The model employed in this paper for climate simulations, known as MAGICC, quantifies the movement of energy through the atmosphere, land and ocean due to changes in atmospheric GHG concentrations and radiative forcing. MAGICC has been developed over a period of 20 years (Wigley and Raper [1992] , Meinshausen et al. [2011a] ), has been used in several IPCC assessment reports (including the most recent draft Fifth Assessment Report (AR5) report) to produce projections of future global mean temperature, and is freely available for download from www.magicc.org
A high-level view of MAGICC is shown in Fig. 1 , in which the two major modules are a gas cycle model G 1 driven by GHG emissions E, and a reduced-complexity climate model G 2 whose output is the global-mean surface temperature anomaly T , measured relative to the year 1765.
The gas cycle model G 1 in MAGICC requires as input the annual global anthropogenic emissions of CO 2 and other GHGs arising from fossil fuel emissions, other industrial sources and land-use changes, along with emissions of aerosols and tropospheric ozone precursors. Using these emissions, together with modeled fluxes between carbon pools in terrestrial and ocean carbon cycles, the MAGICC gas cycle model determines the atmospheric concentration of GHGs and other radiatively active species, from which the net anthropogenic radiative forcing at the tropopause, denoted R (W/m 2 ) in Fig. 1 , can be calculated. Together with the influence of volcanic aerosols V and solar activity S, the net radiative forcing applied to the climate system G 2 is given by R = R + S + V .
The climate model G 2 in MAGICC employs four boxes to represent the thermal properties of the atmosphere (at hemispherical resolution, over both land and ocean), and an upwelling-diffusion-entrainment model of the ocean.
MAGICC is referred to as a reduced-complexity model in recognition of the fact that the representation of the climate system in MAGICC is a highly parameterized simplification of sophisticated AOGCMs which capture climatic response to radiative forcing at significantly higher spatial and temporal resolution. By calibration of 82 pa- rameters, MAGICC is capable of emulating the behaviour of each of these far more complex gas cycle-climate models (Meinshausen et al. [2009] ).
CMIP3
The World Climate Research Programme's (WCRP's) Coupled Model Intercomparison Project phase 3 (CMIP3) multimodel dataset contains simulation data submitted from 14 climate modeling groups for 23 AOGCMs (Meehl et al. [2007] , Annan and Hargreaves [2011] ).
Compiled in preparation for the IPCC Fourth Assessment Report (AR4) released in 2007, the CMIP3 multimodel ensemble has been extensively used for climate research. As a multimodel ensemble capturing the results of a range of climate models with differing structural and parametric uncertainties, the CMIP3 ensemble represents a broad range of plausible climate responses.
Of the 23 AOGCMs participating in CMIP3, a total of 19 models contained sufficient data to enable calibration of MAGICC6 to emulate their behaviour; see [Meinshausen et al., 2011a, Section 4] . These 19 AOGCMs are listed in Table 1 .
Representative Concentration Pathways (RCPs)
The Representative Concentration Pathways (RCPs) are a set of four time-dependent GHG concentration trajectories developed in preparation for the IPCC AR5. The four RCPs are named RCP2.6, RCP4.5, RCP6 and RCP8.5 in reference to their associated radiative forcing values in the year 2100, namely +2.6, +4.5, +6 and +8.5 W/m 2 , respectively. RCP2.6 is also referred to as RCP3PD, for Peak-Decline, since the forcing under this trajectory first reaches a peak forcing level of ∼3 W/m 2 mid-century before declining to +2.6 W/m 2 in 2100.
The RCP3PD pathway represents a strong mitigation scenario, while RCP8.5 is characterized by increasing GHG concentrations over time. The RCP4.5 and RCP6 pathways lie between these two extremes.
In this paper we utilize not the RCP concentrations themselves, but rather the GHG emissions corresponding to these concentrations, as detailed by Meinshausen et al. [2011b] .
METHODS

Obtaining input-output data
Consider the setup in Fig. 1 , in which emissions E of well-mixed greenhouse gases and other radiatively active species lead to net anthropogenic radiative forcing R.
The climatic response to R together with additive forcing from the effects of volcanic aerosols V and solar forcing S, is represented by the global-mean surface temperature anomaly T , relative to the base year 1765.
The dotted line in Fig. 1 In this paper, we model the climate response represented by the system G 2 in Fig. 1 , with radiative forcing input R and output temperature anomaly T . Obtaining suitable input-output data from MAGICC therefore requires care, since MAGICC is conventionally used as an emissionsdriven emulator. User-specified emissions of GHGs therefore lead to time-dependent atmospheric concentrations and thence to net anthropogenic radiative forcing R. This consequently limits the flexibility over which R can be used to generate input (excitation) signals to the climate system G 2 .
In this paper a solar radiative forcing signal is superimposed for the purposes of system identification. Since S is additive with anthropogenic radiative forcing R and can be specified independently of GHG emissions, the input signal can be designed flexibly; we choose a 1 W/m 2 impulse as the superimposed solar radiative forcing signal. Carbon cycle-temperature feedbacks (dotted line in Fig. 1 ) are turned off during identification experiments to avoid the risk of biased estimates of the model G 2 due to the feedback loop from T back to model G 1 . MAGICC simulations commence in 1765, broadly corresponding to the beginning of the industrial era, and the MAGICC package cannot reliably simulate much beyond year 2500. Moreover, to ensure reliable emulation of climatic response from MAGICC, historical emissions over 1765-2000 are preferred over user-specified emissions injected for the purposes of system identification. Data records available for system identification of G 2 are consequently limited to less than 750 annually sampled points over 1765-2500. This paucity of data is especially pronounced given timescales in AOGCMs, which are a priori known to be in the range 100-400 years (Olivié et al. [2012] ).
System identification
We adopt a model-based framework wherein it is assumed that scalar observations y t ∈ R are related to a scalar observed input (excitation) u t ∈ R via a transfer function description (q denotes the forward shift operator): 
where e t is an independent and identically distributed (i.i.d.) zero-mean noise sequence with variance E{e 2 t } = σ 2 < ∞, and both G(q, θ) and H(q, θ) are scalar rational transfer functions:
where
for k an integer-valued delay acting on the input, and where θ ∈ R n is a vector specifying the model parameters
The mean-square optimal one-step ahead predictor y t (θ) based on the model structure in (1) is (Ljung [1999] ):
with associated prediction error
Assuming that N samples of u t and y t are available, a quadratic estimation criterion may be defined as
and then used to construct the prediction error estimate θ N of θ as
The estimate θ N in equation (6) is computed via a standard Gauss-Newton based search involving iterations {θ k } starting from an initial guess θ 0 which is refined according to θ k+1 = θ k + µp, where µ ∈ (0, 1] is a scalar step length, and the search direction p is the solution of
where · denotes differentiation with respect to θ.
In this paper the system G(q, θ) to be identified is climate model G 2 in Fig. 1 . Attention is restricted to the output error (OE) model structure, in which m c = m d = 0, so that C(q, θ) = D(q, θ) = 1. We also restrict attention to the case where m a = m b =: n, and delay k = 0. The vector of parameters to be estimated is therefore θ = [a 1 , a 2 , . . . , a n , b 0 , b 1 , . . . , b n ].
In the following section, the UNIT system identification toolbox (Ninness et al. [2013] ) is used to identify θ according to the methodology described above. Custom MAT-LAB code was written to facilitate the ready exchange of data between MAGICC6, and the MATLAB-based UNIT system identification toolbox.
RESULTS
Setup
System identification experiments were conducted using MAGICC6 according to the procedure described in §3, using RCP4.5 as the baseline emissions scenario. Simulation experiments commenced in 1765 and terminated in 2500, implying input-output data series of length N = 736.
The length-N additive solar radiative forcing perturbation was chosen as a 1 W/m 2 impulse applied in the second year: [0, 1, 0, . . . , 0]. Climate-carbon cycle feedbacks were turned off during the identification experiments (baseline, and baseline plus solar perturbation), and efficacy of solar forcing set to 1 during all simulations (Meinshausen et al. [2011a] , §A4.4). Table 1 lists a total of 20 AOGCMs, corresponding to 19 AOGCMs in the CMIP3 ensemble, together with the MAGICC6 default climate model. For each of these 20 AOGCMs, identification of a linear climate model of order n = 2, 3, 4 was performed using the procedure described in §3.
Model validation
Each identified model was validated by comparing the MAGICC6 temperature projection of the corresponding CMIP3 model against the output of the identified model, when both MAGICC6 and the linear model are driven by the radiative forcing arising from the RCP8.5 emissions scenario with the carbon cycle feedback in MAGICC6 turned on. Data for order n = ∞ in Table 1 corresponds to using the measured impulse response to generate the model output directly via discrete-time convolution with the net radiative forcing input R, and therefore represents the best achievable performance obtainable by any LTI model under the prescribed experimental conditions. Fig. 2 shows the results of a sample validation, in which temperature projections of the MAGICC6 default climate model under RCP8.5 emissions are compared with the output of estimated linear models of order n = 2, 3, 4, ∞. While the order n = 2 model clearly fails to accurately replicate the MAGICC6 projection, the order n = 3 model does substantially better. Increasing n to 4 or even ∞ results in only marginal improvement. Fig. 3 compares the output of the MAGICC6 default model with the estimated model of order n = 4 under each of the four RCP emissions scenarios. The model fit is excellent for the RCP3PD, RCP4.5 and RCP6 scenarios, and exhibits only a small residual error under RCP8.5. Table 1 summarizes the validation results when estimated models are compared with the corresponding MAG-ICC6 model under RCP8.5, typically the most challenging emissions scenario, as per Fig. 3 . Two numbers are presented in each cell of Table 1 , where each cell corresponds to a combination of a CMIP3 climate model, and an estimated linear model of order n. The upper number in each cell is the root-mean square (RMS) prediction error: (
2 ) 1/2 , while the lower number is the worst-case prediction error, namely max t∈{1765,...,2500} |y t − y t (θ)|. AOGCMs whose names are set in italics in Table 1 exhibit poor model fits regardless of model order n. While we conjecture this is due to strong climate-state dependent feedbacks within the climate models themselves (Meinshausen et al. [2011a] , §A4.3), further research is needed to pinpoint the precise reason(s).
Model parameters
The estimated linear model parameters for the MAGICC6 default climate model are shown in Table 2 , for orders n = 3, 4. A more comprehensive coverage of the CMIP3 multimodel ensemble is presented in Appendix A, where the parameters of estimated linear climate models for the CMIP3 AOGCMs marked with identification (ID) numbers 1-12 in Table 1 are presented following the format in Table 2 , for model orders n = 3, 4. 
CONCLUSIONS
The results in this paper establish that the majority of climate models in the CMIP3 multimodel ensemble are very accurately represented using low-order LTI models. The models presented in Table 2 and Appendix A have been shown to have high accuracy when validated against MAGICC6 over centennial timescales and a wide range of GHG emission scenarios (RCP3PD through RCP8.5). It is therefore anticipated that the models in the present paper will serve as a valuable resource for researchers seeking to employ feedback control-based approaches to mitigation and/or climate engineering such as those presented in (Jarvis et al. [2012] ) and (MacMartin et al. [2013] ), for which low-order LTI models are highly desirable.
While the focus of the present paper is the identification of input-output climate models, it is natural to speculate on the underlying physical interpretation of the models so obtained. A key result in this direction is reported by Levitus et al. [2012] , in which it is established that the world ocean accounts for approximately 93% of the warming of the earth system that has occurred since 1955.
Physical models capturing the response of global mean surface temperature to net anthropogenic radiative forcing would therefore be expected to reflect the primal importance of the ocean as a thermal reservoir. As one example, Geoffroy et al. [2013] develop a simple energy balance model in which the climate system is split into two thermal reservoirs, one capturing the rapid warming of the atmosphere, land and the upper-ocean, and a second reservoir representing the much slower uptake of heat by the deep-ocean. Future research will consider more general control-relevant model structures for global climate, and in particular the use of semi-infinite and box-diffusion climate models (MacMartin et al. [2013] , Caldeira and Myrhvold [2013] ) in which the modeling of the ocean as a diffusive vertical column leads to fractional-order transfer functions. 
