We consider the problem of identifying a pattern of faults from a set of noisy linear measurements. Unfortunately, maximum a posteriori (MAP) probability estimation of the fault pattern is computationally intractable. To solve the fault identification problem, we propose a nonparametric belief propagation (NBP) approach. We show empirically that our belief propagation solver is more accurate than recent state-of-the-art algorithms including interior point methods and semidefinite programming. Our superior performance is explained by the fact that we take into account both the binary nature of the individual faults and the sparsity of the fault pattern arising from their rarity.
I. INTRODUCTION
F AULT identification is the task of determining which of a set of possible failures (faults) have occurred in a system given observations of its behavior. Such problems arise in a variety of applications, including aerospace [1] , [2] , industrial process control [3] , and automotive systems [4] .
A common approach to fault identification is to exploit a mathematical model of the system to construct residuals (deviations from the system's expected behavior), which can be used to detect and diagnose atypical behavior. A wide variety of approaches have been proposed for constructing residual measurements. For example, state space models of the system may be used to generate parity checks, or the magnitude of errors in a Kalman filter may be used as an observer to detect changes in Manuscript behavior. The occurrence of a particular fault results in a characteristic change, or signature, which can be used to identify which fault or set of faults has occurred. For an overview and survey of residual methods, see Frank [5] .
A. Binary Faults and Sparse Signature Matrix
A typical model describes the presence of each possible fault using a binary variable, and assumes that each fault affects the observed system measurements in a linear additive way. Systems of binary faults have been extensively studied in the computer science community, for example posing the problem as constraint satisfaction and using heuristic search techniques [6] , [7] . An alternative approach is to use a convex relaxation of the original combinatorial problem, for example using the interior point method of Zymnis et al. [8] .
In such systems there are often more potential faults than measurements, resulting in an underdetermined set of linear equations. By assuming that faults are relatively rare, one can construct a combinatorial problem to identify the most likely pattern of faults given the system measurements.
Another common assumption is that the fault signature matrix, which is the linear transformation matrix applied to the fault vector, is sparse. This is the case in many applications, where each fault may affect only a small part (such as a single subsystem) of the whole [9] - [12] . The assumption that the signature matrix is sparse is especially valid in large scale systems where different faults affect different parts of the system. Although our algorithm is designed for sparse signature matrices, we find that it performs well even for moderately dense systems, as shown in the numerical results section below.
B. Related Work
Fault identification is closely related to several coding and signal reconstruction problems. For example, in multiuser detection for code division multiple access (CDMA) systems [13] - [17] , the system measurements are given by the received noisy wireless signal and the goal is to estimate the transmitted bit pattern, which plays the role of the fault pattern. One important difference is that in multiuser detection, each bit typically has an equal probability of being 0 or 1, whereas in fault identification the prior probability that a bit is 1 (indicating that a fault is present) is typically much lower.
Compressed sensing (CS) [18] - [26] is also closely related to fault identification. Informally, CS reconstructs a sparse signal from a set of (possibly noisy) linear measurements of the signal. As in fault identification, the system of linear equations is ill conditioned, and the assumption of sparsity (corresponding to the rarity of faults) is critical in the reconstruction. Because of this similarity between CS and fault identification, in our numerical results section we compare the performance of several CS algorithms with previously proposed methods for fault identification.
C. Contributions
In this paper, we develop a novel approach for fault identification based on a variant of the belief propagation (BP) algorithm called nonparametric belief propagation (NBP). BP approaches have been applied to solve many similar discrete, combinatorial problems in coding. NBP allows the algorithm to reason about real-valued variables. Variants of NBP have been used in CS [20] and low-density lattice codes (codes defined over real-valued alphabets) [27] - [29] . Our method constructs a relaxation of the fault pattern prior using a mixture of Gaussians, which takes into account both the binary nature of the problem as well as the sparsity of the fault pattern.
Using an experimental study, we show that our approach provides the best performance in identifying the correct fault patterns when compared to recent state-of-the-art algorithms, including interior point methods and semidefinite programming. To demonstrate the importance of each component of our model, we compare both to existing approaches for fault identification as well as to CS algorithms and a discrete BP formulation. We explain how to implement an efficient quantized version of NBP, and provide the source code used in our experiments [30] . Our favorable results can be explained in the context of recent theoretic results in the related domains of multiuser detection [13] , [14] and CS [24] - [26] . In the large system limit, the posteriors estimated by BP converge in distribution to the true posteriors, and so NBP is asymptotically optimal.
The structure of this paper is as follows. Section II introduces the fault identification problem in terms of maximum a posteriori (MAP) estimation, and describes graphical models and the BP algorithm. Section III presents our solution, based on NBP. Section IV explains implementation details and optimizations. Section V compares the accuracy of several state-ofthe-art methods for fault identification, and shows that our proposed method has the highest accuracy. We shed light on the favorable performance of NBP from an information theoretic perspective in Section VI, and conclude with a discussion in Section VII.
II. FAULT IDENTIFICATION PROBLEM
In this section we describe the fault model in detail, and the basic MAP approach for estimating the fault pattern. We then briefly review probabilistic graphical models and the BP algorithm within this context. Our goal is to infer the MAP fault value, the fault pattern most likely to have occurred given a set of observations.
A. Fault Model and Prior Distribution
We consider a system in which there are potential faults, any combination of which ( in total) can occur. A fault pattern, i.e., a set of faults, is represented by a vector , where means that fault has occurred. We assume that faults are independent and identically distributed (i.i.d.), and that fault occurs with known probability . Thus, the (prior) probability of fault pattern occurring is
The fault pattern corresponds to the null hypothesis, the situation in which no faults have occurred, with probability . The expected number of faults is . We assume that scalar real measurements, denoted by , are available. These measurements depend on the fault pattern linearly where is the fault signature matrix, and the measurement noise is random, with independent of each other and , each with distribution. Typically the system of linear equations is under-determined , which means the number of potential faults is greater than the number of measurements.
The fault signature matrix is assumed to be known. Its th column corresponds to the measurements, when only fault has occurred and assuming no noise. For this reason is called the th fault signature. We denote as the th row of the matrix . Since is a Boolean vector, is the sum of the fault signatures corresponding to the faults that have occurred. We further assume to be sparse, i.e., the percentage of the nonzero values of is much smaller than one. Indeed, the matrix is sparse in many applications, where each fault may affect only a small part (such as a single subsystem) of the whole [9]- [12] .
B. Analog Circuit Example
As an example, consider linear analog circuits, in which it is common to use nodal analysis to describe the behavior of the system; nonlinear circuits may be approximately linearized to apply a similar approach. Each internal node of the circuit is assigned a variable representing its voltage , and voltage and current sources are given variables indicating their induced current or voltage, respectively. Applying Kirchoff's current law, we know that the total current flowing from any internal node must be zero; when these currents are written in terms of the nodal voltages they yield a set of linear equations that describe the system, where for internal nodes, and equals the known voltage/current of a fixed voltage/current source.
For example, for a sequence of three nodes connected to their neighbors with resistances , Kirchoff's law applied to yields . One can solve for the internal voltages easily as ; we assume that some subset of these voltages are measurable for testing, , where is a measurement matrix. A fault, including an incorrect component value, short, or open-circuit, then corresponds to a localized change in the matrix associated with those two nodes. For example, a change adds the term to row of , and subtracts it from row . If the resulting new, faulty circuit matrix is , the fault signature is then . Note that the underlying assumption is that the number of actual faults in a single circuit is small, which explains the imbalance in the fault prior probability . For more information about detecting faults in linear analog circuits, see, e.g., [31] .
C. Posterior Probability
Let denote the (posterior) probability of pattern given the measurements . By Bayes rule we have (1) Letting and indicate constants (values independent of ), we can define the log-loss function as the negative log probability and write (2) where denotes the log-odds ratio. Note that (2) is a convex quadratic function of (a binary-valued vector), and MAP estimation is thus a convex integer quadratic program.
D. Graphical Models
Graphical models are used to represent and exploit the structure of the cost function (2), or its associated probability distribution (1), to develop efficient estimation algorithms. Specifically, we factor into a product of smaller functions, called factors, each of which is defined using only a few variables. This collection of smaller functions is then represented as a factor graph , in which each variable is associated with a variable node and each factor with a factor node. Factor nodes are connected to variable nodes that represent their arguments. Because (2) can be represented as the sum of terms involving at most two variables (3) where and we can represent or as a pairwise graph with an edge between and if and only if is nonzero. This corresponds to factoring as where and are factors; we use the convention that functions and indices refer to local (single-variable) factors while and indices refer to higher-order (in this case, pairwise) factors. For compactness, we generically write to indicate a function over some subset of the .
The graph structure is used to define efficient inference algorithms, including MAP estimation or marginalization. Both problems are potentially difficult, as they require optimizing or summing over a large space of possible configurations. However, structure in the graph may induce an efficient method of performing these operations. For example, in sequential problems the Viterbi algorithm [32] (and more generally, dynamic programming) provides efficient optimization, and can be represented as a message-passing algorithm on the graph .
In graphs with more complicated structure such as cycles, exact inference is often difficult; however, similar message-passing algorithms such as loopy BP perform approximate inference [33] . The max-product algorithm is a form of BP that generalizes dynamic programming to an approximate algorithm. One computes messages from factors to variables and from variables to factors
where messages are normalized for numerical stability, and is the neighborhood of node in the graph (all nodes for which is nonzero, excluding ). One can also compute a "belief" about variable (6) which can be used to select the configuration of by choosing its maximizing value. If the graph is singly-connected (no cycles), then the max-product algorithm is equivalent to dynamic programming. However, the algorithm performs well even in graphs with cycles, and has been shown to be highly successful in many problems, most notably the decoding of low-density parity check (LDPC) codes [34] . Max-product and its so-called reweighted variants are closely related to linear programming (LP) relaxation techniques [35] - [37] , but by exploiting the problem structure can be more efficient than generic linear programming packages [38] . The sum-product formulation of BP is intended for approximate marginalization, rather than optimization. Despite this, the sum-product algorithm has been frequently applied to MAP estimation problems, as it often exhibits better convergence behavior than max-product [39] . It has an almost identical message-passing formulation (7) where the product step is computed as in (5) . Again, one can estimate each by choosing the value that maximizes the belief , in this case corresponding to the maximum poste-rior marginal estimator. Although the sum-product beliefs are intended to approximate the marginal distributions of each , if the most likely joint configurations all share a particular value for , then this will be reflected in the marginal probability as well. Finally, a connection between nonasymptotic block length sum-product BP and joint maximum likelihood or MAP detection was described in [40] .
Variants of BP typically rely on graph sparsity (few edges) to ensure both efficiency and accuracy. When the graph has no cycles, these algorithms are exact; for graphs with cycles, they are typically only approximate but are often accurate in systems with long, weak, or irregular cycles [41] . Unfortunately, although the fault signature matrix may be sparse, the same is typically not true of the matrix , especially for large and . In the dense case, a direct application of BP to (3) may fail. For example, in experiments with sized 50 100 and approximately 10% nonzero values is approximately 50% nonzero, and BP algorithms defined using (3) did less well than the current state of the art methods. As the dimension sizes and are increased, becomes dominated by nonzeros. This motivates us to define an alternative graphical model that relies on the sparsity of itself.
III. BP FOR FAULT IDENTIFICATION
Since the structure of the matrix is sparse, let us define an alternative graphical model that uses explicitly. In particular, we can write the probability distribution in terms of the factors (8) Notably, if is sparse (specifically, if each row is sparse), then the factors will depend only on the few for which is nonzero and the graph representing this factorization will be sparse as well. An example factor graph is shown in Fig. 1(a) .
Using either max-product (4) or sum-product (7) on the resulting factor graph is computationally difficult, as it involves eliminating (maximizing or summing over) all exponentially many configurations of the neighboring variables of ( evaluations for factors over variables). This can quickly become intractable for even moderate neighborhood sizes. Although the relationships among the and are simple and linear, our model defines a hybrid distribution over both continuous valued and discrete valued random variables. Observing creates a combinatorial dependence among the neighboring discrete-valued . Again, in our experiments with , these computations became extremely slow for even modest values of ; for example, when , even the average factor has and the largest factor is typically significantly higher.
Although it may seem counter-intuitive, we can avoid some of these difficulties by converting the graphical model to a fully continuous model. We abuse notation slightly to define continuous variables in place of their discrete counterparts, with corresponding factors It will also prove convenient to relax the prior slightly into a Gaussian form, using the approximation (9) where the variance controls the quality of the approximation; as , we recover the original prior on . The factors and are illustrated in Fig. 1(b) . The BP message-passing algorithm remains applicable to models defined over continuous random variables. However, message representation is more difficult as we must represent continuous functions over those variables. For non-Gaussian models, message representation typically requires some form of approximation.
In our continuous model, both sets of factors and consist of mixtures of Gaussians; thus their product, and the messages computed during BP, will also be representable as mixtures of Gaussians [27] , [33] . Unfortunately, at each step of the algorithm, the number of mixture components required to represent the messages will increase at an exponential rate, and must be approximated by a smaller mixture. To handle the exponential growth of mixture components, approximations to BP over continuous variables were proposed in NBP [33] and variants in a broad array of problem domains [20] , [27] , [28] , [42] . Those approximations use sampling to limit the number of components in each mixture. A number of sampling algorithms have been designed to ensure that sampling is efficient [43] - [45] . Such sample based representations are particularly useful in high dimensional spaces, where discretization becomes computationally difficult. Various authors have also proposed message approximation methods based on dynamic quantization or discretization techniques [46] , [47] .
For the fault identification problem our variables are one dimensional and can be reasonably restricted to a finite domain (Section IV-B). Thus, it is both computationally efficient and sufficiently accurate to use a simple uniform discretization over possible values, allowing our functions over to be represented by fixed-length vectors [20] , [27] . Although typically the term "nonparametric BP" refers to an algorithm using stochastic samples and Gaussian mixture approximations to the messages, rather than a fixed discrete quantization, here we use it more generically to distinguish BP in our fully continuous model from a standard discrete BP performed directly on (3).
IV. IMPLEMENTATION
In this section we discuss some details of our implementation of NBP and our overall fault identification algorithm. These include several techniques that make our algorithm more efficient, and two local optimization heuristics that may improve solution quality.
A. Computation of Messages
We apply the BP algorithm presented in (7) using the factors (8) and the self potentials defined by the Gaussian approximation (9) . The variable-to-factor messages are given as in (7), and we compute the message product more efficiently by noting that (10) The product on the right-hand side (RHS) of (10) can be computed once and reused for each outgoing message [42] , [48] .
The factor-to-variable messages require a more detailed analysis. It is important to note that our factors are functions of several variables, say . A message computation, for example from factor to variable , can be explicitly written as (11) Although an arbitrary function over variables would require computation, where is the number of discretization bins, the messages can be computed more efficiently, because is a function over a linear combination of the [27] , [49] . In essence, one uses a change of variables to separate each integrand, defining variables for the cumulative sum, , and scaled messages . We reexpress (11) in which each integral (approximated by a discrete sum) requires computation. Note also that, computing from the RHS, each step takes the form , and can thus be thought of as a convolution operator [50] . For convenience, we write this convolution as (12) Moreover, since convolution can be computed by an elementwise product in the Fourier domain, the factor-to-variable messages can be evaluated even more efficiently by first rescaling each incoming message, transforming into the Fourier domain, taking a product, transforming back, and unscaling, resulting in the update rule [50] 
where and are the discrete Fourier and inverse Fourier transforms, respectively. Again, the products are computed more efficiently using all terms and dividing as in (10) .
This highlights the basic advantage over a formulation in which the are explicitly discrete-valued. Although the exact calculations are exponential over the degree of the factor in both cases, the continuous-valued formulation provides us the opportunity to approximate the intermediate quantities (in our implementation, using a discretization) and separates the computation into a simple and efficiently computed form (13) . We note that the rescaling step is equivalent to the stretch/unstretch operations proposed in LDLC [27] . Additionally, if the scale factors are bipolar , then rescaling becomes trivial (e.g., for
, the vector is reversed), and the algorithm simplifies further.
We proceed by computing all messages from variables to factors according to (10) , then computing all messages from factors to variables (13) . The algorithm is run for a predetermined number of iterations, or until convergence is detected locally. To detect convergence, we use the norm of the product of all incoming messages in the current iteration, relative to the product of all incoming messages in the previous iteration. Finally, each variable node computes its belief, and we estimate its value by rounding to the closest fault value (either zero or one) (14)
B. Discretization of the Gaussian Mixture
Recall that messages are Gaussian mixtures representing the posterior and are discretized for efficiency. To store each message, we allocate a vector of fixed length . Entries in this vector are real positive values. Typically we use values of in the range 512-1024. A higher value of makes the algorithm more accurate but slows execution time. We evaluate the messages at fixed intervals within the range of interest, identical for each variable. This range should include, for example, both 0 and 1 when the fault pattern is binary and the actual real-valued measurements; because of noise, the range of discretization is further increased to include several standard deviations of uncertainty. We used the following heuristic formula to determine the scope of discretization: (15) and centered around zero, i.e., the range . For Bernoulli matrices and when , we can further simplify the RHS term to . This range ensures that the range is great enough to include the partial sums of each message, plus some noise; the symmetry condition is useful for computing the scaling operation on negative-valued edges, by first computing the scale then reversing the output around zero.
Note that multiplication of two FFTs followed by an inverse FFT (13) is not equivalent to linear convolution, but rather circular convolution, and therefore zero padding must be carried out. We selected the bins for quantization (15) to be large enough such that no significant probability is near the edges, and so any aliasing is minimal.
C. Local Optimization Procedures
We outline two useful heuristics proposed by Zymnis et al. [8] that are used for improving the quality of our solutions: variable threshold rounding and a local search procedure. The purpose of these heuristics is to obtain an integer solution out of the fractional solution obtained using our BP solver. a) Variable Threshold Rounding: Let denote a soft decision, a vector of the same length as whose entries are realvalued (rather than binary); may correspond, for example, to the BP belief or to the optimal point of a convex relaxation of the original problem. Our task is to round the soft decision to obtain a valid Boolean fault pattern (or hard decision). Let and set
To create , we simply round all entries of smaller than the threshold to zero. Thus is a threshold for guessing that a fault has occurred, based on the relaxed MAP solution . As varies from 0 to 1, this method generates up to different estimates , as each entry in falls below the threshold. We can efficiently find them all by sorting the entries of , and setting the values of each to one in the order of increasing . We evaluate the loss for each of these patterns (2) , and take as our best fault estimate the one that has least loss, which we denote by . b) Local Search: Further improvement of the estimate can be obtained by performing a local search around . Initializing to , we cycle through indices , where at step we replace with . When this change decreases the loss function, the change is accepted; we then move on to the next index. We continue in this manner until we have rejected changes in all entries of . At the end of this search, is at least 1-OPT, which means that no change in any one entry will improve the loss function.
V. NUMERICAL RESULTS

A. Algorithms Compared
We have implemented our NBP solver using Matlab; our implementation is available online [30] . Table I lists the different algorithms we evaluated. We compared NBP to several groups of competing state-of-art algorithms. First, we considered the interior point method (IP) for solving the fault identification problem [8] . Second, we evaluated two other variants of NBP: i) CSBP [20] ; and ii) the low density lattice decoder (LDLC) [27] . Third, we ran several non-Bayesian CS algorithms: i) CoSaMP [21] ; ii) GPSR [22] ; and iii) iterative hard thresholding (HardIO) [23] . Fourth, we implemented a semidefinite programming relaxation [51] , [52] . Finally, for a MAP problem over binary variables, it is natural to employ the discrete BP max-product algorithm defined directly over the model (3) , and so we implemented this algorithm as well. In practice, max-product BP performed significantly worse than other algorithms. We also evaluated a factor graph representation with binary-valued variables, implemented in C using the libDAI toolbox [53] . For small values of the factor graph BP was as effective as NBP, but as discussed in Section III it requires time exponential in the size of the largest factor; for it required on average 3 min per execution, compared to 1.6 s for NBP.
A technical subtlety that arises when handling the various algorithms is that they use one of two equivalent formulations of the problem: either a Boolean or bipolar representation. Table II outlines the two models and the transformation needed to shift between them; we use the notation for the all-ones vector of appropriate size. Without loss of generality we use the binary form when describing the algorithms.
Within the BP group, max-product BP fails to exploit the sparsity of the measurement matrix, and CSBP assumes a sparse (not necessarily binary) signal. Our NBP uses the same framework as CSBP, but with the correct fault prior. As we show shortly, using the correct prior results in a significant improvement in identifying the correct fault pattern. LDLC assumes a binary prior, but assigns faults and nonfaults equal probability, which degrades performance.
Within the linear programming group, linear programming and semidefinite programming relax the binary fault prior into the continuous domain, returning fractional results, and sparsity of the fault pattern is not assumed or exploited. Within the CS group, the binary nature of the signal is not exploited.
B. Experimental Settings
We consider an example with sensors, possible faults, and linear measurements. For simplicity, we assume that all faults are equiprobable, i.e., for all . The matrix is taken to be sparse with a fixed percentage of nonzero TABLE I  ALGORITHMS USED FOR COMPARISON, GROUPED INTO GENERAL CATEGORIES: BP METHODS , LP, AND CS   TABLE II  TRANSFORMATION BETWEEN BIPOLAR AND BINARY REPRESENTATIONS entries, whose values are drawn from a bipolar Bernoulli distribution (nonzero elements of are chosen randomly and independently to be either or ). Bipolar matrices often occur, for example, in fault identification of linear analog circuits [54] , [55] (Section II-B). We fix the measurement noise standard deviation to . We use word error rate (WER) to measure the fraction of problems on which we recover the correct fault pattern exactly. We also compare the methods using the standard precision/recall measure, where precision is the number of true positives (correctly identified faults) divided by the total number of identified faults (including the false positives), and recall is the number of true positives divided by the total number of true positive and false negatives.
C. Discussion of Results
We show two sets of results, varying the sparsity of the fault patterns (rarity of faults) in Fig. 2 and the sparsity of fault signatures (the matrix ) in Fig. 3 . In both cases, we compare all ten algorithms listed in Table I with and without local optimization heuristics. At each sparsity level, the plots show performance averaged over 1000 experiments; vertical error bars indicate the corresponding confidence intervals. Unless otherwise stated, we use default parameters for fault sparsity and fault signature sparsity . We evaluate the effect of fault pattern sparsity on solution quality. Fig. 2 shows the performance of each algorithm, where the sparsity level of is fixed to be 0.2, and the fault prior varies between 3% and 15%. When increases, the problem becomes harder, because there are an increasing number of a priori likely fault combinations. For example, with a prior of we have on average only one fault, with possible locations; when the prior is there are on average two faults and possible locations, and so on. Increasing the prior fault probability shows a clear separation between the performance of the different algorithms, in which NBP outperforms IP in all cases (both with and without local optimization). Fig. 3 corresponds to fault probability 0.12 across a range of fault signature (the matrix ) sparsities. It is clear that when the fault signature matrix is less sparse, the problem becomes easier, and the performance of all the algorithms improves. Again, NBP has the lowest WER in all tested scenarios (without local optimization). When using local optimization, IP performs better on dense matrices (when 45% of the matrix entries are nonzeros).
We note the effect of the local optimization heuristics on the quality of the solutions. In both Figs. 2 and 3 the optimization heuristics have a positive effect, and this effect is particularly powerful when the probability of a fault is low.
Regarding running time, shown in Fig. 4(a) ,(b), NBP is comparable to other BP algorithms and requires a few seconds. However, LP algorithms such as IP and SDP are an order of magnitude faster. This suggests that when accuracy is the priority, NBP is better, but when a fast approximation is sufficient, IP should be used instead. A similar conclusion was offered in [20] . Fig. 4(c) shows a standard precision/recall curve, averaged over 1000 experiments. NBP clearly dominates other algorithms in all ranges. The closest performance to NBP is obtained using both IP and SDP.
Next we evaluate how changes in the algorithm setup affect performance. Fig. 5(a) ,(b) investigates how the number of quantization points affect both performance and accuracy of the solution. There is clearly a tradeoff between quantization level and efficiency. When fewer quantization points are used, the algorithm runs faster but with reduced accuracy. Fig. 5(c) investigates the effect of the noise level on performance. As expected, as the noise increases the problem becomes more difficult and the error in identifying the correct fault patterns is larger.
Another issue of interest is that NBP requires us to know the statistics of the fault patterns, and the performance of NBP may deteriorate if the estimate of the fault sparsity is wrong. To demonstrate that the deterioration is not severe, Fig. 5(d) shows the effect of an incorrect estimate of on the algorithms' performance. The true fault sparsity was taken to be , but a false value of is reported to the algorithm ( axis). NBP remained more accurate than the other methods even with moderate model mismatch.
Finally, we illustrate the convergence of NBP, CSBP, LDLC, and IP in Fig. 6 , where , and two faults oc- solutions greater than 0.5, and will thus round to the correct solution in postprocessing. The NBP algorithm converges in two iterations to the correct solution while IP requires more iterations for converging to an approximate solution, although we should be cautious in giving this conclusion too much weight, since the computational cost per iteration of the NBP algorithm is higher. NBP converges accurately, because the prior distribution encourages it to converge to zero or one. CSBP converges to some positive but nonintegral value, while LDLC also encourages binary values and is therefore the closest after NBP.
Overall, NBP has better performance for fault identification in most of the cases tested. The best competitor is IP, which performed better when the fault signature matrix was dense and local optimization heuristics were applied. The main benefits of NBP are: a) it is a distributed algorithm that can scale to large problems (see for example [27] ), whereas other algorithms are centralized; b) it performs better when the fault signature matrix is sparse or the fault vector is dense; and c) local optimization heuristics, which require more computation, are less important than for other algorithms. Finally, IP is subject to numerical errors (see discussion of numerical errors in [56] ), which we encountered when running on larger problem sizes (e.g.,
). In contrast, we did not encounter numerical errors when using NBP.
The drawbacks of NBP are a) it is slower than IP; and b) it has several configurable parameters that need to be fine-tuned, including the quantization level, quantization bounds, and the variance of the local potential approximation (9) .
VI. INFORMATION THEORETIC CHARACTERIZATION
Why does NBP perform so well relative to state-of-the-art algorithms? A partial answer can be obtained by considering recent information theoretic results in the related domains of mul- tiuser detection [13] , [14] and CS [24] - [26] . Consider the signal and measurement models as before, where is i.i.d. Bernoulli with , and is i.i.d. zero mean unit norm Gaussian. Suppose also that the measurement matrix is assumed to be i.i.d. where the probability of nonzero entries is , and that nonzero matrix entries follow some unit norm distribution. We note in passing that the nonzero probability must scale to zero as and grow; see details in Guo and Wang [13] .
Following the conventions of Guo et al. [13] , [24] , [57] , the signal-to-noise ratio (SNR) can be computed as
We also define a distortion metric that evaluates the approximation error between and by averaging over per-element distortions, where is a distortion metric such as square error or Hamming distortion. For this problem where a sparse measurement matrix is used, Guo and Wang [13] provided the fundamental information theoretical characterization of the optimal performance that can be achieved, namely the minimal that can be achieved as and scale to infinity with fixed aspect ratio , i.e., . There are several noteworthy aspects in the analysis by Guo and Wang. First, Theorem 1 [13] proves that the problem behaves as if each individual input element were estimated individually from a corrupted version , with where is Gaussian noise. That is, the vector estimation problem is related to an estimation problem defined over scalar Gaussian channels. Second, Theorem 2 [13] demonstrates that the amount of scalar Gaussian noise in the random variable can be computed by finding the fixed point for of the following expression: (16) where is the degradation in SNR, i.e., the SNR of the scalar channel is instead of , and is the minimum mean square error (MMSE) for estimating the random variable from the output of the dual scalar channel whose SNR is . That is, the scalar Gaussian channels are degraded. Combining these insights, the fundamental limiting performance can be computed for any distortion metric by examining the output of the degraded scalar channel with SNR . Finally, Guo and Wang demonstrate that in the large system limit (when and scale to infinity) with fixed aspect ratio , the posteriors estimated by BP converge in distribution to the true posteriors. Consequently, it should be no surprise that numerical results in Section V indicate that NBP outperforms other techniques for fault identification in practice.
To verify that our NBP algorithm indeed offers MSE performance that is comparable to the information theoretic lower bound (16), we simulated a setting similar to that of Section V where , and varying from 0.03 to 0.15. Fig. 7 illustrates that the mean square error achieved by NBP is almost indistinguishable from the MMSE bound (16) .
Although the fundamental performance of fault identification is well understood when is sparse and i.i.d., when is not sparse the analysis becomes more involved. In the nonsparse case, replica method analyses have been used to derive information theoretic characterizations in a less rigorous fashion; see Guo and Verdú [14] or Guo and Tanaka [57] .
VII. DISCUSSION
In this paper, we propose a novel approach for solving the fault identification problem using NBP. By exploiting prior information about faults, we are able to improve significantly our ability to correctly identify fault patterns. Our main improvement arises from accounting for both the binary nature and prior probability of the faults.
Our approach elects to quantize a continuous relaxation of the true discrete model before solving it using BP. Although this step introduces additional approximations, it enables us to exploit the fact that each likelihood function is a function of a linear combination of variables . This makes the algorithm efficient even when is not small, so that the are defined on a large number of variables.
A possible extension is the inclusion of non-i.i.d. noise. In principle, non-i.i.d. noise can be dealt with by augmenting the model in Fig. 1(a) with a graph structure over measurements that reflects the inverse covariance matrix of the noise. We expect our approach to continue to do well for relatively sparse inverse covariance matrices; an exact characterization is left for future study.
Another extension would be to consider nonbinary faults. As long as the fault pattern is i.i.d., the recent information theoretic results of Guo et al. [13] , [24] , [57] indicate that BP should continue to perform well.
As a final note, we mention that our proposed algorithm is distributed, since the underlying BP algorithm can be distributed over multiple nodes, and works well when the matrix is sparse. In a network where communication is costly, our algorithm offers the additional advantage of requiring less communication. 
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