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C. Koch, N. Leone and G. Pfeifer, Enhancing disjunctive logic programming systems
by SAT checkers
Disjunctive logic programming (DLP) with stable model semantics is a powerful nonmonotonic
formalism for knowledge representation and reasoning. Reasoning with DLP is harder than with
normal (∨-free) logic programs, because stable model checking—deciding whether a given model
is a stable model of a propositional DLP program—is co-NP-complete, while it is polynomial for
normal logic programs.
This paper proposes a new transformation ΓM(P), which reduces stable model checking to
UNSAT—i.e., to deciding whether a given CNF formula is unsatisfiable. The stability of a model M
of a program P thus can be verified by calling a Satisfiability Checker on the CNF formula ΓM(P).
The transformation is parsimonious (i.e., no new symbol is added), and efficiently computable, as
it runs in logarithmic space (and therefore in polynomial time). Moreover, the size of the generated
CNF formula never exceeds the size of the input (and is usually much smaller). We complement this
transformation with modular evaluation results, which allow for efficient handling of large real-world
reasoning problems.
The proposed approach to stable model checking has been implemented in DLV—a state-of-the-
art implementation of DLP. A number of experiments and benchmarks have been run using SATZ as
Satisfiability checker. The results of the experiments are very positive and confirm the usefulness of
our techniques.  2003 Published by Elsevier B.V.
M. Dash and H. Liu, Consistency-based search in feature selection
Feature selection is an effective technique in dealing with dimensionality reduction. For classifica-
tion, it is used to find an “optimal” subset of relevant features such that the overall accuracy of clas-
sification is increased while the data size is reduced and the comprehensibility is improved. Feature
selection methods contain two important aspects: evaluation of a candidate feature subset and search
through the feature space. Existing algorithms adopt various measures to evaluate the goodness of
feature subsets. This work focuses on inconsistency measure according to which a feature subset
is inconsistent if there exist at least two instances with same feature values but with different class
labels. We compare inconsistency measure with other measures and study different search strategies
such as exhaustive, complete, heuristic and random search, that can be applied to this measure. We
conduct an empirical study to examine the pros and cons of these search methods, give some guide-
lines on choosing a search method, and compare the classifier error rates before and after feature
selection.  2003 Published by Elsevier B.V.
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S.E. Shimony and C. Domshlak, Complexity of probabilistic reasoning in directed-
path singly-connected Bayes networks (Research Note)
Directed-path (DP) singly-connected Bayesian networks are an interesting special case that, in
particular, includes both polytrees and two-level networks. We analyze the computational complexity
of these networks. The prediction problem is shown to be easy, as standard message passing can
perform correct updating. However, diagnostic reasoning is hard even for DP singly-connected
networks. In addition, finding the most-probable explanation (MPE) is hard, even without evidence.
Finally, complexity of nearly DP singly-connected networks is analyzed.  2003 Published by
Elsevier B.V.
J.P. Delgrande and T. Schaub, A consistency-based approach for belief change
This paper presents a general, consistency-based framework for expressing belief change. The
framework has good formal properties while being well-suited for implementation. For belief
revision, informally, in revising a knowledge base K by a sentence α, we begin with α and include
as much of K as consistently possible. This is done by expressing K and α in disjoint languages,
asserting that the languages agree on the truth values of corresponding atoms wherever consistently
possible, and then re-expressing the result in the original language of K . There may be more than
one way in which the languages of K and α can be so correlated: in choice revision, one such
“extension” represents the revised state; alternately (skeptical) revision consists of the intersection
of all such extensions. Contraction is similarly defined although, interestingly, it is not interdefinable
with revision.
The framework is general and flexible. For example, one could go on and express other belief
change operations such as update and erasure, and the merging of knowledge bases. Further, the
framework allows the incorporation of static and dynamic integrity constraints. The approach is well-
suited for implementation: belief change can be equivalently expressed in terms of a finite knowledge
base; and the scope of a belief change operation can be restricted to just those propositions common
to the knowledge base and sentence for change. We give a high-level algorithm implementing the
procedure, and an expression of the approach in Default Logic. Lastly, we briefly discuss two
implementations of the approach.  2003 Published by Elsevier B.V.
J.M. Siskind, Reconstructing force-dynamic models from video sequences
This paper presents a method for recovering the support, contact, and attachment (i.e., force dynamic)
relations between objects depicted in video sequences. It first presents a stability-analysis procedure
that determines whether a configuration of observed objects is stable under a given interpretation
using a reduction to linear programming. It then presents a model-reconstruction procedure for
searching the space of admissible interpretations to find the simplest stable interpretations or
models. These stability-analysis and model-reconstruction procedures have been implemented as
part of a system that recovers force-dynamic interpretations from video sequences and uses those
interpretations to classify the events that occur in those sequences. This paper presents the details of
the stability-analysis and model-reconstruction procedures and illustrates their operation on sample
video sequences.  2003 Published by Elsevier B.V.
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I. Tsamardinos and M.E. Pollack, Efficient solution techniques for disjunctive
temporal reasoning problems
Over the past few years, a new constraint-based formalism for temporal reasoning has been
developed to represent and reason about Disjunctive Temporal Problems (DTPs). The class of
DTPs is significantly more expressive than other problems previously studied in constraint-based
temporal reasoning. In this paper we present a new algorithm for DTP solving, called Epilitis,
which integrates strategies for efficient DTP solving from the previous literature, including conflict-
directed backjumping, removal of subsumed variables, and semantic branching, and further adds
no-good recording as a central technique. We discuss the theoretical and technical issues that arise in
successfully integrating this range of strategies with one another and with no-good recording in the
context of DTP solving. Using an implementation of Epilitis, we explore the effectiveness of various
combinations of strategies for solving DTPs, and based on this analysis we demonstrate that Epilitis
can achieve a nearly two order-of-magnitude speed-up over the previously published algorithms on
benchmark problems in the DTP literature.  2003 Published by Elsevier B.V.
V. Akman, Reading McDermott (Book Review)
P. Carruthers, Book Review of Mind and Mechanism by Drew V. McDermott
D.V. McDermott, Reply to Carruthers and Akman
E. Remolina and B. Kuipers, Towards a general theory of topological maps
S.S. Fatima, M. Wooldridge and N.R. Jennings, An agenda based framework for
multi-issue negotiation
M. Freund, On the revision of preferences and rational inference processes
A. Felfernig, G. Friedrich, D. Jannach and M. Stumptner, Consistency-based
diagnosis of configuration knowledge bases
M. de la Sen, J.J. Minãmbres, A.J. Garrido, A. Almansa and J.C. Soto, Basic
theoretical results for expert systems: Applications to the supervision of adaptation
transients in planar robots
S. Skiadopoulos and M. Koubarakis, Composing cardinal direction relations
C. Lutz, Combining interval-based temporal reasoning with general TBoxes
M.A. Maloof and R.S. Michalski, Incremental learning with partial instance memory
Special Issue on Logical Formalizations of Commonsense Reasoning, edited by Ernest
Davis and Leora Morgenstern
E. Davis and L. Morgenstern, Introduction: Progress in formal commonsense reasoning
J. Sierra-Santibáñez, Heuristic planning: A declarative approach based on strategies for
action selection
328 Forthcoming Papers / Artificial Intelligence 150 (2003) 325–328
A.S. Gordon, The representation of planning strategiesV. Akman, S.T. Erdog˘an, J. Lee, V. Lifschitz and H. Turner, Representing the Zoo World
and the Traffic World in the language of the Causal Calculator
S. Benferhat, S. Kaci, D. Le Berre and M.-A. Williams, Weakening conflicting information
for iterated revision and knowledge integration
J. Gustafsson and J. Kvarnström, Elaboration tolerance through object-orientation
E. Giunchiglia, J. Lee, V. Lifschitz, N. McCain and H. Turner, Nonmonotonic causal
theories
B. Bennett and A.P. Galton, A unifying semantics for time and events
E. Amir and P. Maymard-Zhang, Logic-based subsumption architecture
N. Komarova and P. Niyogi, Optimizing the mutual intelligibility of linguistic agents
in a shared world
R. Azoulay-Schwartz and S. Kraus, Stable repeated strategies for information
exchange between two autonomous agents
U. Germann, M. Jahr, K. Knight, D. Marcu and K. Yamada, Fast and optimal
decoding for machine translation
T. Eiter and T. Lukasiewicz, Complexity results for explanations in the structural-
model approach
M. Cooper and T. Schiex, Arc consistency for soft constraints
L. Chittaro and R. Ranon, Hierarchical model-based diagnosis based on structural
abstraction
