If the divergence in phase space of the evolution equation of a deterministic nonlinear system does not depend on the state variables (hereafter referred to as the divergence condition), the deterministic prediction starting from the mode of a probability density function (PDF) of the state variables remains the mode of the PDF at forecast time. For a system that does not satisfy the divergence condition, a condition for the forecast state to remain sufficiently close to the mode of the PDF is derived under assumption of a small forecast error. Calculation of the divergence in phase space for finite-dimensional analogs of several Eulerian equations of hydrodynamics shows that the divergence condition holds for the quasigeostrophic equations with lateral boundaries and the shallow water equations on a sphere.
Introduction
Variational data assimilation (Sasaki 1958 (Sasaki , 1970 Lewis and Derber 1985; Le Dimet and Talagrand 1986; etc.) and ensemble Kalman filter (EnKF) (Evensen 1994; Whitaker and Hamill 2002; Hunt et al. 2007; etc.) have been widely used for data assimilation in meteorology and oceanography. Recently Buehner et al. (2010a, b) demonstrated that four-dimensional variational data assimilation (4DVar) and EnKF were comparable in performance in global numerical weather prediction, and that the use of the error covariance of EnKF in 4DVar leads to significant forecast improvements. Since then, more attention has been paid to such a hybrid approach for atmospheric data assimilation.
Theoretically, if 4DVar has no limitation of assimilation window length and EnKF employs infinite ensemble size, then 4DVar and EnKF are equivalent to the Kalman filter for a linear system with Gaussian probability density functions (PDFs). However, as these conditions cannot be achieved in practice, both methods have inherent limitations. On the other hand, a nonlinear system inevitably accompanies non-Gaussian PDFs, and 4DVar and EnKF may not work well in strong nonlinearity. Miller et al. (1994) demonstrated that the ability of extended Kalman filter to track the chaotic trajectories of a toy model is limited to short times, as is the ability of 4DVar. Andersson et al. (2005) concluded from a literature review and from their own work that a long-window weak-constraint 4DVar has prospects in the presence of nonlinearity. Tsuyuki (2012) pointed out that the Gaussian assumption in EnKF causes a problem in data assimilation with a multi-scale model. Though the particle filter does not require a Gaussian assumption, direct application of the basic particle filter does not work in high-dimensional systems (e.g., Van Leeuwen 2009) . Thus, data assimilation for a nonlinear system or non-Gaussian PDFs is a challenge in geophysics (e.g., Bocquet et al. 2010) .
Data assimilation is the methodology for determining the optimal estimate of the state of a timeevolving complex system by using observational data and a numerical model of the system. There are a couple of candidates for the optimal estimate for a nonlinear system. The mean of a PDF of the state variables yields the smallest mean square error, but ensemble prediction is required for estimating the mean. The median of the PDF yields the smallest mean absolute error, but it is only in a one-dimensional case that the median evolves according to the evolution equation of the system. As will be shown in the next section, the mode of the PDF evolves according to the evolution equation of the system if a certain condition is satisfied. The mode can be regarded as the most probable state of the system, and variational data assimilation estimates the mode of a posterior PDF by minimizing a cost function.
The present study addresses the nonlinearity or non-Gaussianity issue in data assimilation by examining the time evolution of the mode of the PDF and by reformulating variational data assimilation. A new formulation of 4DVar presented in this study reveals that a non-Gaussian prior PDF, which evolves according to the Liouville equation, is implicitly used in assimilating observational data under a certain condition. In this respect, 4DVar may be more appropriate than EnKF for treating nonlinearity or non-Gaussianity in data assimilation.
The remainder of this paper is organized as follows.
Section 2 discusses the time evolution of the mode of a PDF for a deterministic nonlinear system by employing the Liouville equation. Section 3 examines several governing equations of Eulerian fluid dynamics in terms of the time evolution of the mode. Section 4 reformulates 4DVar on the basis of results in Section 2. Section 5 describes data assimilation experiments with toy models to demonstrate the above advantage of 4DVar. Finally, Section 6 presents a summary and discussion.
Time evolution of the mode of a PDF

Divergence condition
The evolution equation of an n-dimensional deterministic nonlinear system is written as
where x(t) is a vector comprising n state variables and t is time. The right-hand side is assumed to be a smooth function of x and t, so that the solution to the initial value problem of Eq. (1) is uniquely determined and is a continuous function of the initial value x(0). Hence, there is a continuous one-to-one correspondence between x(t) and x(0). It is well known that the evolution of a PDF of the state variables p(x, t) is described by the Liouville equation:
A formal solution to the initial value problem of Eq.
(2) is given by Ehrendorfer (1994) . Let x(x 0 , t) be the solution to Eq. (1) subject to the initial condition x(0) = x 0 . Solving x = x(x 0 , t) for x 0 , we have x 0 = x 0 (x, t). Then, the formal solution subject to the initial condition p(x, 0) = p 0 (x) is written as 
where the independent variables of F are changed from (x, t) to (x 0 , t). It is found from Eq. (3) that if the divergence of F does not depend on x, that is,
then the order of the probability densities along trajectories starting from different initial values in phase space is conserved. This result implies that if the deterministic nonlinear system satisfies Eq. (4) and the initial value x 0 is the mode of the PDF at the initial time, then the forecast state x(t) remains the mode of the PDF at forecast time. Since the solution of Eq. (1) is a continuous function of the initial value, the above result also implies that if the PDF is unimodal at the initial time, it remains unimodal thereafter. Equation (4) is hereafter referred to as the divergence condition. The reader is advised not to confuse the divergence in phase space of the evolution equation with the divergence of fluid motion in the three-dimensional space. As will be seen in Eqs. (53) and (55), they are related to each other. Here are two remarks concerning the divergence condition. The first remark is that only nonlinear terms in the evolution equation of a nonlinear system contribute to the left-hand side of Eq. (4); external forcing terms and linear dissipation terms generally do not affect the divergence condition. An exception is the Laplacian-type dissipation terms in the presence of a boundary for the system, because those dissipation terms impose additional boundary conditions on the state variables. The other remark is that the mode of the PDF, divergence in phase space, and divergence condition itself are all invariant under an invertible linear transformation of the state variables. For instance, a mode in the spectral space corresponds to a mode in the grid space, and if the divergence condition holds in spectral space, it also holds in grid space. Proofs of those invariance properties are given in Appendix 1.
The evolution equation of the mode x M (t) can be derived from the Liouville equation. If the Hessian matrix of the PDF is nonsingular at the mode, it is given by
where P M (t) is an n × n positive-definite symmetric matrix defined as
This matrix is hereafter referred to as the local covariance matrix at the mode. If the PDF is Gaussian, the local covariance matrix is equal to the covariance matrix. A derivation of Eq. (5) 
A derivation of this equation is also presented in Appendix 2. Since Eq. (7) contains the third-order derivatives of the PDF, Eqs. (5) and (7) are not closed. If the divergence condition holds, however, the third and fourth terms on the right-hand side of Eq. (7) vanish. Then, Eqs. (5) and (7) are closed, and P M (t) remains positive definite if it is positive definite at the initial time, as is evident from Eq. (11) described below. Jazwinski (1970) presented the evolution equations of the mode and local covariance matrix for the Fokker-Planck equation. Figure 1 is a schematic diagram of the evolution of PDFs in phase space. The initial PDFs are assumed to be unimodal and the initial conditions of deterministic prediction are assumed to be the modes of the PDFs. Figure 1a is for a nonlinear system that satisfies the divergence condition. The PDF remains unimodal and the forecast state remains the mode of the PDF. A canonical Hamiltonian system belongs to this category, because the divergence in phase space of the system vanishes. On the other hand, Fig. 1b is for a nonlinear system that does not satisfy the divergence condition. The forecast state tends to separate from the mode as forecast time progresses. The predicted PDF may become multimodal even if it is unimodal at the initial time. It may be said that the deterministic prediction of such a system does not make sense, and the ensemble prediction may be appropriate for predicting the future of the system. Cumulus convection and the climate system, for example, may belong to this category.
The forecast sensitivity to initial conditions has been intensively investigated in predictability studies in meteorology since the seminal work by Lorenz (1965 , 1969 ) (e.g., Yoden 2007 . Figure 1 demonstrates that there is another issue of predictability, that is, whether the forecast state starting from the most probable state remains sufficiently close to the most probable state at forecast time. This issue is important for the new formulation of variational data assimilation that is presented in Section 4.
Inner product condition
A necessary condition for deterministic prediction may be that the forecast state starting from the most probable state at an initial time remains close to the most probable state at forecast time. This is not a sufficient condition, because deterministic prediction is difficult when the sensitivity of prediction to initial conditions is strong. As may be seen from Fig.  1b , if the forecast time range is short, the deterministic prediction may remain close to the mode of the PDF even if a nonlinear system does not satisfy the divergence condition. At the initial time, the deterministic prediction coincides with the mode of the PDF, while the standard deviation of initial condition error is finite. As forecast time progresses, the distance between the deterministic prediction and mode and the standard deviation of forecast error tend to increase. They may be expected to become comparable at a certain forecast time. In this subsection, a condition for the forecast state to remain close to the mode is derived under assumption of a small forecast error. This assumption means that the norm of the local covariance matrix P M (t) is sufficiently small.
Applying the above assumption to Eqs. (5) and (7) and using Eq. (1), we obtain the following linearized equations for x(t) -x M (t) and P M (t) with x M (t) given:
The solution subject to the initial condition x(0) -
where M(t, τ) is the solution of the following differential equation subject to the initial condition M(τ, τ) = I:
Equations (10) and (11) can be readily verified by substituting them into Eqs. (8) and (9), respectively, and by using Eq. (12). As is also readily verified, the solution of the tangent linear equation of Eq. (5) without the forcing term
is given by
The following equation is easily derived from this equation: Fig. 1 . Schematic diagram of the evolution of PDFs in phase space for (a) a deterministic nonlinear system that satisfies the divergence condition and (b) a deterministic nonlinear system that does not. Thin solid lines represent contours of the PDFs, thick solid lines are the trajectories of deterministic prediction starting from the modes of the PDFs, and thick broken lines are the trajectories of the modes of the PDFs.
If the absolute value of the argument of the exponential function in Eq. (19) is much less than unity, it may be said that x(t) is sufficiently close to x M (t).
A problem in applying this condition is that the time integration of the divergence in Eq. (20) requires the trajectory of x M (t), the calculation of which may be difficult for large-scale numerical models. As we have assumed that the norm of P M (t) is sufficiently small in deriving Eq. (19), the norm of x(t) -x M (t) is also sufficiently small. Then, we can replace the trajectory of x M (t) by that of x(t) in Eq. (20), and we obtain the following condition:
where (·, ·) denotes the inner product of vectors, and g(t) is defined as
The time integration of the divergence in Eq. (22) is conducted along the trajectory of x(t). Equation (21) is hereafter referred to as the inner product condition. Note that the inner product in Eq. (21) is invariant under an invertible linear transformation of the state variables (see Appendix 1). According to this condition, if the sensitivity of the divergence in phase space to initial conditions, the standard deviation of initial condition error, or the forecast time range is sufficiently small, then the deterministic prediction starting from the most probable state remains sufficiently close to the most probable state at forecast time. Note that the inner product condition always holds for a nonlinear system that satisfies the divergence condition because of g(t) = 0.
Example
In this subsection, the inner product condition is demonstrated with a simple dissipative chaos model. Let us consider the Rössler model (Rössler 1976) as an example. The evolution equations of the model are given by
The parameters are set as a = 0.2, b = 0.2, and c = 5.7, as in Rössler (1976) . The divergence in phase space of the model is x(t) + a -c, and the model does not satisfy the divergence condition. The fourth-order Runge-Kutta scheme is employed for time integration with a time step of 0.01. A Gaussian PDF with a uniform diagonal covariance matrix is used as the initial PDF. As the PDF is Gaussian, the local covariance matrix P M (0) in Eq. (21) is equal to the covariance matrix. The mode of the initial PDF is set nearly on the attractor of the model: (x(0), y(0), z(0)) = (10.75921, -4.04820, 1.49124). The time sequences of the inner product in Eq. (21) are plotted in Fig. 2 (solid line) for the standard deviations of initial condition error of (a) 0.1 and (b) 0.3. The inner product for the latter case is nine times larger than that for the former case. As forecast time progresses, the inner product tends to increase more rapidly accompanying oscillations. It is found that the inner product condition is approximately satisfied up to t = 16 in Fig. 2a , while it is not satisfied even at t = 4 in Fig. 2b . The inner product in which the trajectory of x(t) is replaced by that of the mode, calculated by linear approximation using Eqs. (5) and (9), is also plotted in Fig. 2 (dashed line). It is found that this inner product is nearly equal to the original one up to t = 16 in Fig. 2a and up to t = 12 in Fig. 2b . This implies that the replacement of Eq. (20) by Eq. (22) can be justified up to those forecast times if the norm of P M (t) remains sufficiently small. Figure 3 plots the time evolutions of the mode of the PDF (open circles) and the deterministic prediction (closed circles) on the attractor of the Rössler model at a time interval of 4, for the standard deviation of initial condition error of 0.1. The sense of motion on the attractor is counter-clockwise. The mode is estimated from 50000 ensemble members with a spatial resolution of 0.1 in phase space. The first 5000 members are plotted by color dots to represent the PDF at each forecast time. It is found that the mode and deterministic prediction are located nearly at the same position up to t = 16 (area of red dots), and they deviate from each other thereafter. This result is consistent with Fig. 2a , because the inner product condition is approximately satisfied up to this forecast time. The modes calculated by the linear approximation using Eqs. (5) and (9) are also plotted in Fig. 3 by open triangles. The mode by the linear approximation is close to the mode estimated from the ensemble forecasts up to t = 20 (area of magenta dots). Therefore, the use of the linearized equation (9) in deriving Eq. (21) can be justified up to this forecast time. Figure 4 is for the standard deviation of initial condition error of 0.3. It is found that the mode and deterministic prediction are located nearly at the same position up to t = 8 (area of green dots), and they deviate from each other thereafter. Comparison with Fig. 2b indicates that the inner product condition is not very useful in this case, because the condition is not satisfied even at t = 4. Figure 4 also shows that the mode by the linear approximation is quite different from the mode estimated from the ensemble forecasts even at t = 4 (area of cyan dots). This result indicates that the linearized equation (9) is not a good approximation to Eq. (7), and that the assumption of a small forecast error, which is used to derive the inner product condition, cannot be justified in this case.
Divergence condition in Eulerian fluid dynamics
Since the dynamical cores of numerical models of the atmosphere and the ocean are based on fluid dynamics, it is interesting to examine whether the governing equations of fluid dynamics satisfy the divergence condition. It is well known that fluid dynamics of an ideal fluid with Lagrangian variables is formulated as a canonical Hamiltonian system, while fluid dynamics of an ideal fluid with Eulerian variables is generally not (Shepherd 1990; Salmon 1998; Morrison 1998; etc.) . Nevertheless, it is readily shown that the divergence condition holds for Eulerian equations of unbounded ideal fluids under periodic boundary conditions, by employing complex Fourier expansion and the result of Appendix 3. In this section, the divergence in phase space is calculated for finite-dimensional analogs of several Eulerian equations of bounded ideal fluids. 
Quasigeostrophic equations with lateral boundaries
A non-dimensional form of the quasigeostrophic equations for an ideal fluid confined in the layer 0 ≤ z ≤ 1 is given by
∂ ∂ ψ is the deviation of pressure from a reference state, f is the Coriolis parameter, and ρ(z) and N(z) are the density and the Brunt-Vaisala frequency of the reference state (Pedlosky 1987) . The subscripts T and B denote values at the top and bottom, respectively, and J [·, ·] represents the Jacobian operator:
where x and y are horizontal Cartesian coordinates. The beta effect, bottom topography, and Ekman friction are neglected in Eqs. (24)-(27). Since they appear as additional linear terms in the quasigeostrophic equations, they do not contribute to the divergence condition. To discretize Eqs. (24)- (27) in the three-dimensional space, an expansion in a complete orthonormal basis {φ j (x, y)} is employed for a simply-connected horizontal domain Ω with a lateral boundary. The basis used here is the set of eigenfunctions of the two-dimensional Laplacian operator subject to the condition φ j = 0 on the lateral boundary. A finite difference approximation is adopted in the vertical. Then q and ψ at the k-th vertical level, and
) ).ˆ(29)
The top and bottom boundaries are located at k = K and k = 0, respectively. We adopt the second-order central finite difference scheme to discretize the vertical differentiation except at the top and bottom boundaries where the first-order one-sided scheme is used. Then, the following total energy is conserved:
where ∆z denotes the vertical grid size. Solving Eq.
(27) in the discretized form for ψ with (q,
given, we have
where ˆj f is the j-th component of the horizontal expansion of the Coriolis parameter, and { G j km }, { h T k } and h B k are constant coefficients. From Eqs. (24)-(27) in the discretized form and Eq. (31), we have
32)
and similar equations for
Since the definite integrals in Eq. (32) vanish, it is concluded that the quasigeostrophic equations in terms of the state variables (q,
Since ψ has a one-to-one correspondence to (q,
( ) ) through an invertible linear transformation, the divergence condition also holds in terms of ψ. When the horizontal domain Ω is multiply-connected as in ocean circulation with islands, we need to add the solution of the following boundary value problem to ψ:
subject to the boundary conditions ′ = ψ ψ n z ( ) on the nth lateral boundary, where ψ n is the deviation of pressure from the reference state given on that boundary, and
It is readily found that the addition of ′ ψ does not contribute to the divergence condition.
Shallow water equations on a sphere
The time evolution of the shallow water on a rotating sphere is described by the following equations:
where ζ ψ = ∇ 2 is relative vorticity, D = ∇ 2 χ is divergence, h is the height of the surface, ψ is the stream function, χ is the velocity potential, λ is longitude, μ is the sine of latitude, Ω is the angular velocity of rotation, a is the radius of the sphere, and g is gravitational acceleration. The operator J [·, ·] is the Jacobian operator defined as
and E is kinetic energy per unit mass:
Note that bottom topography, which is neglected in Eq. (36), does not contribute to the divergence in phase space. The state variables can be expanded in spherical harmonic functions:
where P n m (·) is the associated Legendre function of degree n and order m, normalized as
where δ ij is the Kronecker delta. An outline of calculating the divergence in phase space is given in Appendix 4, and we have
where the subscripts R and I denote real and imaginary parts, respectively, and the second terms in the square brackets on the left-hand side of Eqs. (41)- (43) are absent for m = 0. Since the right-hand sides of the above three equations cancel out, it is concluded that the divergence in phase space of the shallow water equations on a sphere vanishes in spectral representation with triangular truncation.
Shallow water equations in a channel
The governing equations of the shallow water in a channel are given by
where (u, v) is horizontal velocity. Let us assume that the channel extends in the x direction with a rectangular cross-section with a width of W. A periodic boundary condition is imposed along the x direction with a period L, and the boundary condition v = 0 at
The state variables (u, v, h) can be expanded in Fourier series as follows:
Transforming the governing Eqs. (44)- (46) into spectral space and differentiating them with respect to the Fourier components of state variables, we obtain
where the second terms on the left-hand side of Eqs. (49)- (51) are absent for m = 0. Note that the Fourier components are not independent because of the identity u u * mn mn = −ˆ, etc., where the asterisk denotes the complex conjugate. It is proved in Appendix 3 that the divergence in phase space can be calculated by regarding the state variables as independent of each other. Then, we obtain the divergence in phase space by summing up Eqs. (49)-(51) over the wavenumbers:
where {D mn } are the Fourier components of divergence of fluid motion, and [c] denotes the largest integer that is less than or equal to c. Equation (52) indicates that the divergence condition does not hold for the shallow water equations in a channel.
Since the divergence in phase space is invariant under an invertible linear transformation of the state variables, the divergence in spectral representation is equal to the divergence in grid representation with the same degrees of freedom, which is (2M + 1)(3N + 2) in the present case. To transform Eq. (52) into grid space, let us take the Arakawa C-grid (Arakawa and Lamb 1977) 
where {D i0 } and {D i N+1 } are the grid point values of divergence of fluid motion at y = 0 and y = W, respectively. Equation (53) indicates that the divergence of fluid motion on the lateral boundaries contributes to the nonzero divergence in phase space. According to Eq. (5), the divergence in phase space affects the evolution of the mode of the PDF through the local covariance matrix between the state variables and the derivatives of the divergence with respect to the state variables. The nonzero values of the derivative of Eq.
(53) with respect to {D ij } exist only on the lateral boundaries. This derivative can be transformed into the derivative with respect to {v ij } near the boundaries, and the influence of the nonzero values spreads into the inner region of fluid through the local covariance matrix.
Ideal fluids with top and bottom boundaries
The divergence in phase space of a three-dimensional compressible ideal fluid confined in the layer 0 ≤ z ≤ H can be calculated in a fashion similar to the calculation for the shallow water equations in a channel. Periodic boundary conditions are imposed along the horizontal, and let L x and L y be the periods along the x and y directions, respectively. The state variables are velocity, density, and specific entropy. An equation of state gives pressure as a function of density and specific entropy. The state variables and pressure are expanded in Fourier series, and the expansion of vertical velocity w is given by
For the other variables, the sine expansion in Eq. (54) is replaced by the cosine expansion. Following the procedure described in the preceding subsection, we can calculate the divergence in phase space in grid representation as 
where {D ij0 } and {D ijN+1 } are the grid point values of divergence of fluid motion at z = 0 and z = H, respectively. This result indicates that the divergence condition does not hold, and the divergence in phase space consists of the divergence of fluid motion on the top and bottom boundaries. Equation (55) suggests that if fluid motion is nondivergent, the divergence condition may be satisfied irrespective of the presence of rigid boundaries. As an example, let us take the Boussinesq approximation of a three-dimensional ideal fluid confined in the layer 0 ≤ z ≤ H under periodic boundary conditions along the horizontal. The state variables are velocity and potential temperature, and the state variables and pressure are expanded in Fourier series. To calculate the divergence in phase space, we need to eliminate pressure from the evolution equation of velocity by employing the solenoidal condition for velocity. The three components of the evolution equation of velocity with pressure expressed in terms of velocity are not independent of each other because of the solenoidal condition. According to the result of Appendix 3, we can calculate the divergence in phase space by regarding the velocity components as independent. The rest of the calculation is similar to the calculation for the compressible ideal fluid, and it is found that the divergence in phase space vanishes as expected.
When bottom topography is present, it is not clear whether there always exists a computationally stable finite-dimensional analog that satisfies the divergence condition for the Boussinesq approximation. For a two-dimensional flow, we can readily prove that the divergence in phase space vanishes in a bounded domain with bottom topography by expanding a stream function and potential temperature in sets of eigenfunctions of the two-dimensional Laplacian operator. For a three-dimensional flow, Yoshida and Giga (1990) proved that the set of eigenfunctions of the eigenvalue problem
with a boundary condition n · u i = 0, where n is a unit normal vector on the boundary, gives a complete orthonormal basis of a solenoidal vector field that satisfies the above boundary condition in a bounded simply-connected domain Ω. The orthonormal condition of the eigenfunctions is given by u u r
By expanding velocity in the eigenfunctions of Eq.
(56) and potential temperature in the eigenfunctions of the three-dimensional Laplacian operator, we can readily show that the divergence in phase space for the Boussinesq approximation vanishes in a bounded domain with bottom topography. A problem with the above expansion is that the normal components of vorticity of the eigenfunctions vanish on the boundary, as found from Eq. (56). As a result, velocity components parallel to the boundary may become discontinuous on the boundary, and the Gibbs phenomenon may occur.
Reformulation of variational data assimilation
The conventional formulation of variational data assimilation has been described by several authors (e.g., Kalnay 2003; Tsuyuki and Miyoshi 2007) . In this section, a new formulation of 4DVar that is appropriate for data assimilation in strong nonlinearity is presented on the basis of results in Section 2.
Let p(x 0 ) and x 0 f be a prior PDF and a background state, respectively, at the beginning of an assimilation window of 4DVar. The background state is provided by short-range forecasts. Assuming that 
where P M (0) is the local covariance matrix of p(x 0 ) at x 0 f :
When the non-Gaussianity of the prior PDF is weak, the first two terms on the right-hand side of Eq. (58) give a good approximation to the left-hand side. When this is not the case, we need to modify the local covariance matrix to take into account the global distribution of the prior PDF. For instance, if we apply Eq. (58) to a bimodal prior PDF around one of the modes, the possibility that the true state lies around the other mode may be neglected. We can remedy such a problem by replacing P M (0) with an appropriate covariance matrix P 0 f that reflects the global distribution of the prior PDF. A feasible candidate for P 0 f is the analysis error covariance matrix calculated by EnKF at the beginning of the assimilation window. We then introduce the following Gaussian approximation of the prior PDF: 
Note that x 0 f in Eq. (60) is not the mean of p(x 0 ) but the mode of p(x 0 ). Since the estimation of the third or higher-order moments of a PDF of the state variables is generally difficult for a system with large degrees of freedom, the Gaussian approximation of the prior PDF may be acceptable in practice.
The next step is to evolve the approximate prior PDF p G (x 0 ) up to the end of the assimilation window according to the Liouville Eq. (2). Employing the formal solution given by Eq. (3), we obtain 
where x t denotes the state variables at the end of the assimilation window. Note that the evolved prior PDF p G (x t ) is non-Gaussian for a nonlinear system because of nonlinear dependence of x 0 on x t . According to the Bayes' theorem, the posterior PDF of x t is given by (63), we obtain the following cost function: 
where the terms not depending on x t are neglected. A direct minimization of this cost function in terms of x t may not be easy because we have to prepare the function x 0 (x t ). Since there is the continuous one-to-one correspondence between x t and x 0 , we can change the control variable from x t to x 0 :
Although the same notation is used for the cost functions (64) and (65), their functional forms are quite different. Equation (65) ) .
For a nonlinear system that satisfies the divergence condition, the second term in Eq. (65) does not depend on x 0 and we can remove this term. Then, the cost function (65) is again reduced to the conventional cost function. Time integration of Eq. (1) starting from the minimum point of Eq. (65) gives the mode of the posterior PDF at any time in the assimilation window. It is therefore concluded that, for a nonlinear system that satisfies the divergence condition, a non-Gaussian prior PDF which evolves according to the Liouville equation is implicitly used in the 4DVar with the conventional cost function, and that a consistent assimilation cycle of 4DVar is possible. In respect of the first conclusion, 4DVar is superior to EnKF, because EnKF assumes the prior PDF to be Gaussian in assimilating observational data, even in four-dimensional EnKF (Hunt et al. 2004) . It is well known that in 4DVar for a linear system, a Gaussian prior PDF that is evolved according to the evolution equation of the system is implicitly used in assimilating observational data (e.g., Thépaut et al. 1993; Tsuyuki and Miyoshi 2007) . The present result indicates that if a nonlinear system satisfies the divergence condition, this property of 4DVar is extended to include a non-Gaussian prior PDF.
For a nonlinear system that does not satisfy the divergence condition, if deviation from the divergence condition is sufficiently small, the cost function (65) can be approximated by the conventional cost function. To derive a mathematical expression for this condition, let us rewrite Eq. (65) as
where J x 0 ( ) is the conventional cost function. Let x 0 min and x 0 min be the minimum points of J x 0 ( ) and J x 0 ( ), respectively. Let us assume that the norm of the gradient of the second term on the right-hand side of Eq. (66) 
M (71)
Substitution of Eqs. (68) and (70) into Eq. (71) yields
where g t ( ) is defined as
Equation (72) is the inner product condition (21) applied to the present case. This may be an expected result. As mentioned earlier in this section, the minimum point of J x 0 ( ) gives the mode of p ) . Then, the assimilation cycle with the conventional cost function is approximately consistent. The above result indicates that if the inner product condition holds, the cost function (65) can be approximated by the conventional cost function. It is therefore concluded that for a nonlinear system that does not satisfy the divergence condition, if the inner product condition holds in the assimilation window, a non-Gaussian prior PDF which approximately evolves according to the Liouville equation is implicitly used in the 4DVar with the conventional cost function. When the inner product condition does not hold in the assimilation window, the use of the conventional cost function J x 0 ( ) may not be justified and the cost function J x 0 ( ) in Eq. (65) Figs. 2b and 4 , however, demonstrates that the inner product condition is not very useful when a forecast error is not small. Hence, we cannot exclude the possibility that the 4DVar with the conventional cost function still works even if the inner product condition is not satisfied in the assimilation window.
Data assimilation experiments
The new formulation of 4DVar presented in the preceding section reveals that when a nonlinear system satisfies the divergence condition, a non-Gaussian prior PDF which evolves according to the Liouville equation is implicitly used in the 4DVar with the conventional cost function and that 4DVar is superior to EnKF in this respect. The new formulation also shows that for a nonlinear system which does not satisfy the divergence condition, the 4DVar with the conventional cost function still has the above advantage over EnKF if the inner product condition holds. To demonstrate this advantage of 4DVar, data assimilation experiments are conducted with two dissipative chaos models. One of the models is the Lorenz-63 model (Lorenz 1963) , which satisfies the divergence condition, and the other one is the Lorenz-84 model (Lorenz 1984) , which does not satisfy the condition. The experiments are performed for different time intervals of observational data. With an increase of the observation time interval, nonlinearity and non-Gaussianity in data assimilation are expected to become stronger.
Lorenz-63 model
The 
We use the standard parameter values: σ = 10, r = 28 and b = 8/3. The fourth-order Runge-Kutta scheme is adopted for the time integration of the model with a time step of 0.01. Observational data are generated by adding random observation errors to the truth, which is a result of long time integration of the model.
The standard deviation of observation error is 1. The observation errors are independent random draws from the Gaussian PDF with the mean 0 and the covariance matrix R = I. For a fair comparison with EnKF, the observational data are assumed to be available only at the end of the assimilation window of 4DVar, and the analysis of 4DVar at that time is used for the comparison with EnKF. The length of the assimilation window of 4DVar is therefore equal to the time interval of observational data. The conventional cost function used here is
where x k-1 and x k are the state variables at the (k -1)-th and k-th observation times, respectively, x k f −1 is the background state for x k-1 , and y k o is the observational data for x k . The background state is given by the analysis at the end of the assimilation window of the preceding assimilation cycle of 4DVar. For the background error covariance matrix P k f −1 , two estimations are used in the experiment. The first one is the analysis error covariance of EnKF averaged over a long period, which is not flow-dependent. The other one is the analysis error covariance matrix of EnKF at the beginning of the assimilation window, which is flow-dependent. The 4DVar with the former P k f −1 is hereafter referred to as the basic-4DVar, and the 4DVar with the latter P k f −1 as the hybrid-4DVar. The BFGS method (e.g., Luenberger 1984) is adopted for searching for the minimum point of the cost function (75). Since there is the possibility of multiple minima in 4DVar, in addition to the usual 4DVar cycle, in which the background state x k f −1 is used as the initial guess for minimization, another 4DVar cycle in which the truth is used as the initial guess is also conducted. The former cycle is hereafter referred to as the background cycle, and the latter as the truth cycle. Although the minimum point of the cost function of the truth cycle does not coincide with the truth because of random errors contained in x k f −1 and y k o , the truth cycle may be expected to yield the best analysis of 4DVar. As for EnKF, the perturbed observation method (Evensen 1994; Burgers et al. 1998 ) is adopted. Lawson and Hansen (2004) and Lei et al. (2010) showed that the method is more stable than ensemble transform methods for non-Gaussian cases. The number of ensemble members is 100, and the covariance inflation is not employed. The analysis cycles of 4DVar and EnKF are run for a period from t = 0 to t = 5500, and the root mean square errors (RMSEs) of analysis are compared for a period of 500 < t ≤ 5500. The same period is used for the time average of the analysis error covariance matrix of EnKF used in the basic-4DVar. Figure 5 plots the time sequences of the convergence value of the cost function and the RMSE of analysis for the hybrid-4DVar for a period from t = 4700 to t = 5000. The time interval of observational data of 1. For the background cycle (thin black lines), the convergence value of the cost function sometimes takes much larger values than the expected value for a linear system, which is 3/2 for the present experiment because the number of observational data assimilated is 3 (e.g., Talagrand 2010). In those cases, the RMSE of the background cycle is also much larger than the standard deviation of observation error. This is a manifestation of multiple minima in 4DVar; the minimization sometimes fails to reach the global minimum of the cost function when regime transitions occur in the Lorenz-63 model (e.g., Pires et al. 1996) . For the truth cycle (thick black lines), on the other hand, the cost function always converges to values not very different from the expected value for a linear system, and the RMSE of analysis is less than the standard deviation of observation error in most cases.
If we know the truth, we do not need data assimilation. We therefore need to address the problem of multiple minima in 4DVar of the background cycle. A simple method is that when the convergence value of the cost function exceeds a certain threshold, the 4DVar analysis is replaced by the corresponding EnKF analysis and the latter is used as the background state at the next assimilation cycle. This cycle is hereafter referred to as the merged cycle. From an inspection of Fig. 5a , we adopt the value of 10 (horizontal line) as a trial value for the threshold. The convergence value of the cost function and the RMSE of analysis of the merged cycle are plotted by the green line in Fig. 5a and by the red line in Fig.  5b , respectively. When the convergence value of the cost function exceeds the threshold, the replacement of the 4DVar analysis by the EnKF analysis leads to a much smaller RMSE. The convergence value of the cost function at the next assimilation cycle returns to nearly the same value as that of the truth cycle. The RMSEs of 4DVar and EnKF averaged over the period of 500 < t ≤ 5500 are plotted in Fig. 6 as functions of the time interval of observational data. When the observation time interval is 0.1, the EnKF (thin dashed line) outperforms the basic-4DVar of the truth cycle (thick dotted line). This superiority of EnKF results from the use of flow-dependent background error statistics. It should be mentioned here that the RMSE of the basic 4DVar at this observation time interval is obtained by using the time-averaged forecast error covariance of EnKF as the background error covariance, because it gives a smaller RMSE than the time-averaged analysis error covariance. Too small background error standard deviations may be problematic for data assimilation with constant background error covariance for a chaotic system. For larger values of the observation time interval, the basic-4DVar of the truth cycle outperforms the EnKF, and the RMSE of this basic-4DVar is nearly equal to that of the hybrid-4DVar of the truth cycle (thick solid line). This may be because impacts of the flow-dependent background error covariance at the beginning of the assimilation window on the analysis at the end of that window tend to decrease with an increase of the observation time interval. It is also likely that the flow-dependent analysis error covariance estimated by the EnKF becomes less reliable in stronger nonlinearity.
It is found from Fig. 6 that the hybrid-4DVar of the truth cycle outperforms the EnKF. This is due to the use of the flow-dependent background error covariance taken from the EnKF and the implicit use of a non-Gaussian prior PDF that evolves according to the Liouville equation in assimilating observational data. When the observation time interval is less than or equal to 0.3, the RMSE of the hybrid-4DVar of the background cycle (thin solid line) is the same as that of the truth cycle. When the observation time interval exceeds 0.3, however, the former RMSE begins to abruptly increase and the RMSE becomes much larger than the standard deviation of observation error (horizontal line). This is due to the occasional occurrence of very large values of the RMSE of the background cycle, such as shown in Fig. 5b . On the other hand, the hybrid-4DVar of the merged cycle (thick dashed line) works quite well; the RMSE of the merged cycle is less than that of the EnKF in strong nonlinearity as well as in weak nonlinearity.
The assimilation experiment is also conducted for the observation time interval of 2. The RMSEs of analysis by the EnKF, the basic 4DVar of the truth cycle and the hybrid-4DVar of the truth cycle are 0.940, 0.618 and 0.619, respectively. These values are close to the corresponding values at the observation time interval of 1 in Fig. 6 . It therefore seems that the RMSEs of the EnKF and the 4DVar of the truth cycle asymptotically approach to certain values less than the standard deviation of observation error with an increase of the observation time interval. The expected value of the mean square analysis error is given by the trace of the analysis error covariance matrix P a divided by the degrees of freedom of a 
where H is the linear observation operator, which is the 3 × 3 identity matrix in the present experiment.
Since the attractor of a dissipative chaotic system is bounded in phase space, the standard deviation of background error remains finite and the second term in the second line of Eq. (76) Pires et al (1996) derived upper bounds for the largest eigenvalue of P a of 4DVar for a cost function without a background term. 
Lorenz-84 model
The parameters are set as a = 1/4, b = 4, F = 8 and G = 1. A time sequence of x, y and z with these parameter values is given in Fig. 5 of Lorenz (1984) , in which five days corresponds to one unit of time. The cost function is the same as Eq. (75) with R = 0.04I, that is, the standard deviation of observation error is 0.2. The other experimental design is the same as that for the Lorenz-63 model. Since the Lorenz-84 model does not satisfy the divergence condition, let us check to see if the inner product condition holds in the assimilation window:
where
The Hessian matrix of J k x − ( ) 1 in Eq. (80) is calculated from Eq. (75):
In calculating the inner product, the third term on the right-hand side of Eq. (81) is neglected. Although this is not a good approximation in strong nonlinearity, the order of magnitude of the inner product may be obtained from this approximation. Figure 7 plots the mean inner products for the hybrid-4DVar of the truth cycle (thick line) and of the background cycle (thin line) as functions of the time interval of observational data. The mean inner product is obtained by averaging the inner product on the left-hand side of Eq. (78) over the period of 500 < t ≤ 5500. It is found that the inner product condition is satisfied for both of the cycles on average, and that the 4DVar cycles may be expected to work well. The time sequences of the convergence value of the cost function and the RMSE of analysis for the hybrid-4DVar for the observational interval of 2.5 are similar to those for the Lorenz-63 model shown in Fig. 5 , with much less events in which the convergence value of the cost function takes much larger values than the expected value for a linear system (not shown). Figure 8 shows the time sequences for the observational interval of 5 for a period from t = 4000 to t = 5000. The threshold for the convergence value of the cost function is set to 5. Those time sequences look quite irregular compared to Fig. 5 . For instance, when the convergence value of the cost function of the background cycle exceeds the threshold, that value is substantially different from that of the merged cycle. In addition, the cost function and RMSE of the merged cycle are sometimes larger than those of the background cycle. Those results are not surprising, because the cost functions used in the two cycles are generally different; the common background error covariance is used, but the background states may be different. The merged cycle, however, does not exhibit large values of the RMSE.
The RMSEs of analysis averaged over the period of 500 < t ≤ 5500 are plotted in Fig. 9 as functions of the time interval of observational data. Results are qualitatively similar to those for the Lorenz-63 model shown in Fig. 6 . A difference is that the RMSE of the background cycle gradually increases with an increase of the observation time interval. This may be due to the difference in dynamics of the two models; the Lorenz-63 model has distinct regime transitions, while the Lorenz-84 model does not. An additional assimilation experiment for the hybrid-4DVar of the truth cycle is conducted by using the cost function (65): where J k x − ( ) 1 is given by Eq. (75). Results show that the RMSE of analysis is nearly equal to the corresponding RMSE obtained by using the cost function (75), with the maximum absolute difference in RMSE of 0.0011 for the observation time intervals shown in Fig. 9 .
Summary and discussion
In the present study, the time evolution of the most probable state of a deterministic nonlinear system is investigated, and variational data assimilation is reformulated on the basis of results from that investigation. If the system satisfies the divergence condition, the deterministic prediction starting from the mode of a PDF of the state variables remains the mode of the PDF at forecast time. Under the same condition, when the PDF is unimodal at the initial time, it remains unimodal thereafter. For a general deterministic nonlinear system, as a condition for deterministic prediction to remain sufficiently close to the mode of the PDF, the inner product condition is derived under assumption of a small forecast error. The inner product condition depends on the sensitivity of the divergence in phase space to initial conditions, the standard deviation of initial condition error, and the forecast time range.
The divergence in phase space is calculated for finite-dimensional analogs of several Eulerian equations of ideal fluids. The divergence condition generally holds for unbounded fluids under periodic boundary conditions. The divergence condition also holds for the quasigeostrophic equations with lateral boundaries and the shallow water equations on a sphere. On the other hand, the shallow water equations in a channel and a compressible ideal fluid with top and bottom boundaries do not satisfy the condition due to the divergence of fluid motion on the boundaries.
On the basis of the above results, a new formulation of 4DVar is presented. The prior PDF at the beginning of the assimilation window of 4DVar is approximated by a Gaussian PDF around the mode of the prior PDF. The Gaussian prior PDF thus obtained is evolved up to the end of the assimilation window according to the Liouville equation. The evolved prior PDF is generally non-Gaussian. For a nonlinear system that satisfies the divergence condition, the cost function of 4DVar with the evolved non-Gaussian prior PDF is equivalent to the conventional cost function of 4DVar. This result reveals that a non-Gaussian prior PDF which evolves according to the Liouville equation is implicitly used in 4DVar. In this respect 4DVar is superior to EnKF, which uses a Gaussian prior PDF in assimilating observational data. For a nonlinear system that does not satisfy the divergence condition, if the inner product condition holds in the assimilation window, the cost function with the evolved non-Gaussian prior PDF can be approximated by the conventional cost function, and the 4DVar with the conventional cost function still has the above advantage over EnKF.
Data assimilation experiments with two toy models are conducted to demonstrate the advantage of 4DVar. One of the models satisfies the divergence condition, and the other one does not. The background error covariance at the beginning of the assimilation window is obtained from EnKF. To alleviate the difficulty of multiple minima in 4DVar, when the convergence value of the cost function exceeds a certain threshold, the 4DVar analysis at the end of the assimilation window is replaced by the corresponding EnKF analysis and the latter is used as the background state at the next assimilation cycle. Results demonstrate that 4DVar cycles with those modifications outperform EnKF cycles in terms of the accuracy of analysis in strong nonlinearity as well as in weak nonlinearity.
According to results of the present study, the early success in deterministic prediction of movements of celestial bodies may be partly attributable to the fact that their dynamics is described as a canonical Hamiltonian system. For a system that satisfies the divergence condition, the deterministic prediction starting from the most probable state remains the most probable state at forecast time irrespective of the magnitude of the standard deviation of initial condition error. Charney et al. (1950) succeeded for the first time in numerical weather prediction by using a nondivergent barotropic model. Synoptic-scale disturbances in middle latitudes are approximately described by the quasigeostrophic equations, which satisfy the divergence condition and include the nondivergent barotropic equation as a special case. Hence, it may be said that the early success in deterministic numerical weather prediction has a physical basis common to the early success in deterministic prediction of celestial bodies. It may be an unexpected result that the shallow water equations and the hydrodynamic equations of a compressible ideal fluid do not satisfy the divergence condition when rigid boundaries are present. This result implies that the deterministic prediction of divergent motion near rigid boundaries may be difficult unless accurate observational data are available. It is needless to say that current numerical atmospheric models contain a lot of parameterization schemes of subgrid-scale physical processes, and they do not satisfy the divergence condition. According to the present study, however, if the inner product condition holds, deterministic prediction and 4DVar still work. For instance, to perform successful data assimilation with 4DVar for cumulus convection, in which cloud microphysics plays an essential role, we may need such a short assimilation window and a large number of observational data as to satisfy the inner product condition.
Finally, results from the data assimilation experiments suggest that a hybrid of 4DVar and EnKF may be a promising approach to data assimilation in strong nonlinearity or non-Gaussianity. In the present study, when the convergence value of the cost function exceeds a threshold, the 4DVar analysis is replaced by the EnKF analysis. The 4DVar analysis is a solution of the evolution equation of a system, while the EnKF analysis is the ensemble mean of solutions of the evolution equation. To avoid this change in analysis characteristics that may be brought by the replacement, we can take the following method. From the EnKF analysis at the end of the assimilation window, we can calculate the corresponding state at the beginning of that window by inverse calculation using the evolution equation of the system. Then, we can retry the minimization of the cost function by using that state as the initial guess. A more reliable method may be to search for the global minimum of the cost function in parallel from several initial guesses, which are provided by the analysis ensemble of EnKF at the beginning of the assimilation window. An incremental approach (Courtier et al. 1994 ) with increasing complexity of numerical models may help to reach the global minimum of the cost function. 
This equation proves the invariance of the divergence in phase space and, therefore, the invariance of the divergence condition. Let g( ) t and P M (0) correspond to g(t) and P M (0) in Eq. 
The evaluation of the definite integral in Eq. (A24) is given by Gaunt's formula (Gaunt 1929) . We, however, do not need to calculate the definite integrals in Eqs. (A23) 
