The topic of vision-based grasping is being widely studied using various techniques and with different goals in humans and in other primates. The fundamental related findings are reviewed in this paper, with the aim of providing researchers from different fields, including intelligent robotics and neural computation, a comprehensive but accessible view on the subject. A detailed description of the principal sensorimotor processes and the brain areas involved in them is provided following a functional perspective, in order to make this survey especially useful for computational modeling and bio-inspired robotic applications.
Introduction
Robotics often aims at reproducing in artificial beings the most relevant skills characterizing animals in general and humans above all. One of the most distinctive abilities of humans, and to a minor extent of other primates, is the handling of every kind of objects in a dexterous way. Grasping and manipulating skills have been constantly pursued in robotics for their theoretical and practical implications. Nevertheless, in spite of the amount of research and technological efforts, the gap between the prehension performances of primates and that of autonomous robots is still wide, especially in unstructured, real environments.
Computational models of brain mechanisms provide an important contribution to the goal of bridging such gap. They complement neuroscience findings helping in the proposal and validation of hypothesis and theories, building on the laws of physics and chemistry, and on fundamental biological concepts such as adaptation through evolution or embodiment. On the other hand, they provide practical insights on how artificial agents, both software and hardware, can be built in order to achieve certain skills.
Bio-inspired, artificial vision-based grasping systems pursue two interconnected and complementary goals. The first goal is to obtain a unified schema of the mech-anisms and functionality of the brain areas most important for the planning and execution of grasping actions. Implementation of such schema on a real robotic setup allows to verify the appropriateness and plausibility level of the hypothesized mechanisms. As a second goal, those mechanisms are expected to endow robotic systems with advanced grasping capabilities not attainable with different approaches. In fact, although biomimetic robotics is a rapidly developing field, the limited literature about biological inspiration in robot grasping at cognitive level suggests that the subject has still much to offer.
The first step toward the the achievement of such ambitious goals is the thorough and extensive review of all relevant neuroscience concepts and their accurate analysis from a pragmatic, application-oriented point of view. For what concerns vision-based grasping, the most important theory that have to be taken into account is the two streams hypothesis, postulating that visual information in the brain is processed along two parallel pathways dedicated to parallel but interconnected visual and visuomotor elaborations.
The two information pathways of the primate visual cortex are called ventral stream and dorsal stream in relation to their location in the brain, depicted in Figure 1 . The traditional distinction put forth by [171] and detailed by [69] talks about the ventral "what" and the dorsal "where/how" visual pathways. In fact, the ventral stream is devoted to perceptual analysis of the visual input, such as in recognition, categorization, assessment tasks. The dorsal stream is instead concerned with providing the subject the ability of interacting with its environment in a fast, effective and reliable way. This second stream is directly involved in estimating position, shape and orientation of target objects for reaching and grasping purposes.
The two cortical systems related to the visual streams were previously considered to act nearly independently [113] . Recent studies confirm that the dorsal stream is more oriented toward action-based vision, whilst the ventral one is more suitable for categorization, but their continuous interaction seems to be extremely important for allowing both of them to function properly [70] . In the manipulation of objects, although the on-line visual analysis performed by the dorsal stream is critical and strictly required for correct action execution, the contribution of the ventral stream is always very helpful and can be in some cases fundamental. For example, we could grasp a bottle even if we did not what it is. Nevertheless, if we recognize that our target object is a bottle, identify its material and assess if it is full or empty, we can reliably estimate its weight and the contact friction, and thus strongly improve the stability and reliability of our manipulation. This paper is devoted to a detailed explanation of the concepts related to the tasks performed by the two streams, their duality and interaction, during visionbased grasping actions. Previous reviews regarding grasping have mainly focused on some aspects and certain brain regions [34] , or are organized according to anatomical aspects and experimental methods [20] . This review offers a new point of view on the subject, looking at it from a functional perspective, and taking into account the requirements of computational modeling. Brain functions are analyzed following a logical sequence, from basic visual processing to the tactile adjustment of grasping, and paying special attention to the complementary contributions of the two streams. This approach is planned to be especially useful for modeling purposes aimed at bio-inspired robotic applications. Each subtask can be functionally modeled and associated to one or more brain areas, and the description of the areas connectivity allows to devise a wider functional organization that can be modeled at different levels of description. Some of the concepts here described were already employed and modeled, with the goal of endowing an autonomous robotic system with advanced skills in its interaction with close objects [26, 27] .
The language we adopted in this review makes it especially suitable to be properly understood by researchers with only a basic knowledge of neuroscience concepts. The goal is to provide modelists, roboticists and other non-medical researchers with a complete review of what is actually known about the brain processes underlying vision-based grasping actions, without the need of studying complex methodologies, terminology and anatomical aspects.
Finally, it can be important to stress that this review is mainly focused on the distal components of the reach and grasp action, that is, object feature selection, grasp planning and execution. For what concerns the transport component and arm reaching issues, only briefly mentioned in this work, they are the subject of ongoing research in our group, in collaboration with leading scientists in the field [28] . 
The two cortical streams of visual elaboration, fundamental roles and proofs of dissociation
Looking at an object with grasping purposes activates a neural pathway which is not active when grasping actions are not involved. This activation seems to represent a potential grasping action, and is reinforced when the action is actually performed.
Some neurons in the anterior intraparietal area (AIP) of posterior parietal cortex in monkeys are found to be active when grasping some particular objects, but also when looking at them with the purpose of grasping [146] . Some other neurons of the same area are sensitive to the size or orientation of objects, and to hand postures. Area AIP is not activated when the task is to recognize or classify objects and no practical interaction is required. A very similar pattern has been found in humans as well [33] , thanks to fMRI research. In the dorsal visual stream of the primate brain, there is thus an area especially dedicated to encode the 3D features of objects in a format suitable to be used for planning and executing grasping actions. Similarly, a large part of the human brain close to the lateral-occipital sulcus (the lateral-occipital complex, LOC) is dedicated to recognize visually-presented stimuli, such as objects or faces, but is not directly involved in action execution toward them [103] . LOC is probably the most typical ventral stream area.
A dual mechanism for vision
The dualism between "vision for action" and "vision for perception" had been hypothesized long time before neuroimaging research [71, 112] . Studies with neurallyimpaired people, especially on two categories of brain damages, visual agnosia and optic ataxia, suggested such dualism.
Visual agnosia is the name given to a number of different disorders and syndromes in which visual object recognition is impaired [48] . Of particular interest for the two streams research is visual form agnosia, a type of agnosia that affects identification of shapes even though the subjects have preserved visual acuity, color vision, tactile recognition, and are able to move correctly and properly grasp objects presented in their peripersonal space [115, 131] . Optic ataxia occurs instead when the patient has a deficit in visually-guided arm movements that cannot be explained by motor, somatosensory, or visual acuity deficits [18, 64] . People affected by optic ataxia are unable to grasp common objects if not very clumsily and unreliably, although their recognition and classification skills are totally spared [113] . The apparent complementarity of the two impairments have been of great help for the elaboration of the two streams theory. Recent neuroimaging studies revealed that visual agnosia is caused by damages to the LOC and nearby areas, whereas damages to the dorsal stream around AIP provoke optic ataxia. For example, the brain of patient DF, suffering from visual form agnosia, does not show activation related to object identification, because her ventral stream is damaged [88] . Nevertheless, she is able to correctly perform grasping actions, and her parietal activation is rather similar to control subjects, including in the anterior intraparietal sulcus during grasping. The opposite behavioral patterns are observed in optic ataxic patients [70] .
Evidence for the different role and processing mechanisms of the two pathways has been provided during the last two decades by plenty of studies following different research approaches and techniques. Recent fMRI research showed the complemen-tary responsiveness of the two streams in identification and spatial analysis of visual stimuli [173] . Such dissociation is confirmed for situations in which the action is observed and not directly performed by the subject [155] . Considering two of the most representative areas of the streams, AIP for the dorsal, and LOC for the ventral stream, the former shows differential activity during grasping movements with respect to reaching, whilst the latter does not. On the other hand, LOC activates whenever a recognizable object is visible (compared to scrambled images), whilst AIP only when a potentially graspable object is in view [35] .
Behavioral studies based on optical illusions, distractor stimuli and concurrent tasks suggest that visual information is analyzed and processed differently by the streams [182] . According to [180] , explicit object perception in the ventral stream is "scene-based" and the size and location of an object is represented contextually with the size and location of nearby objects. The control of object-directed actions by the dorsal stream follows instead an "actor-based" frame of reference, in which object location and size are represented with respect to the subject body, and especially to hand and arm. Dorsal visual analysis is driven by the absolute dimensions of the target object, and other objects in the environment are likely to be considered and hence taken into account only as potential obstacles [3] . Another distinction talks about holistic and analytical visual representations [58] : object dimensions that are perceived globally by the ventral stream are, in the same situation, processed locally by the dorsal stream if a visually-guided action is directed at the object.
Several studies (see e.g. [79, 89] ) demonstrated that ventral stream areas such as LOC show adaptation for different views of the same object, denoting viewpoint invariance. On the contrary, areas of the intraparietal sulcus do not exhibit such invariance, and respond to different views as they were different objects. This suggests a more "pragmatic", action-oriented on-line processing along the dorsal stream, focused on the actual situation of the environment rather than on objects' implicit quality. Even access to memory seems to be different for the two streams, and working memory related to spatial location and visual appearance is probably located in different subsystems [38] .
The streams dissociation has thus been confirmed, but also criticized, by the neuroscientific community [99] , and the original theory is constantly being revised and updated. The trend is toward a more integrated view of the functioning of the two streams, that have in many cases complementary tasks [72] .
Brain pathways for vision-based grasping
The anatomy of the visual and motor cortices of human and closer superior primates is well known. Although the knowledge regarding associative regions of the brain, such as the posterior parietal or the inferior temporal cortices, is less established, it is possible to outline a simplified schema of the brain areas more directly involved in vision-based grasping actions, depicted in Figure 2 . A longer list of brain areas, with acronyms or short names is provided in Table 1 . Here, only an overview of the two pathways is given, and more details are provided in the reminder of the paper. Visual data in primates flows from the retina to the lateral geniculate nucleus (LGN) of the thalamus, and then mainly to the primary visual cortex (V1) in the occipital lobe. The two main visual pathways go from V1 and the neighbor area V2 to the posterior parietal cortex (PPC) and the inferior temporal (IT) cortex.
Object information flowing through the ventral pathway passes through V3 and V4 to the lateral occipital complex (LOC), that is in charge of object recognition. According to the most recent interpretations of the two streams hypothesis [70] , the LOC itself is implied in some action-related processing, although the way the two streams communicate is still mostly unknown.
The dorsal pathway can be further subdivided in two parallel streams concerned respectively with movement of proximal (reaching) and distal joints (grasping). The dorso-medial pathway dedicated to reaching movements includes visual area V6, visuomotor area V6A and the medial intraparietal area (MIP). The two latter areas project to the dorsal premotor cortex PMd [57] . For what concerns grasping, object related visual information flows through a dorso-lateral pathway including area V3A and the caudal intraparietal area (CIP), which extracts action-related spatial visual properties of objects. Visual data then reaches the anterior intraparietal sulcus (AIP), in which visual features are analyzed in order to plan and monitor the execution of suitable grasping actions. Motor plans are devised by parieto-frontal loops between intraparietal and premotor cortices PMd and PMv, and are sent to the primary motor cortex (M1) which release proper action execution signals.
The next sections of the paper describe concepts related to early visual processing, dorsal stream, and ventral stream processing, respectively. Exhaustive reviews of grasp-related neuroscience research are [20] and [34] . For details regarding visual areas, fundamental studies are [50] and [24] . Most brain regions cited in the text can be localized in Figure 2 . 
Visual areas and stream separation
The retina is the visual receptor of the human body. Visual information gathered by the retina is sent through ganglion cells to the lateral geniculate nucleus (LGN) of the thalamus. Ganglion cells are of two types: parvocellular (P) and magnocellular (M); the former are smaller, slower and carry many details such as color, the latter are larger and faster, and rather rough in their representations. Although these two types of cells seem to correspond nicely to the ventral and dorsal stream distinction, evidence is clearly against a simple correspondence between the subcortical and the cortical pathways, and M and P signals mix largely inside V1 [110, 51] .
The LGN performs a first processing of the visual data and forwards them al-most entirely to the primary visual cortex (V1) in the occipital lobe [105] . Area V1, also called the striate cortex, is organized in a retinotopic manner, respecting the topological distribution of stimuli on the retina. In V1 basic visual features such as colors, bars or edges and their orientation are detected. Visual areas downstream from V1 are called extrastriate. The first extrastriate area, V2, receives most of V1 output and projects mainly to visual areas V3 and V4. Area V2 is retinotopic, has receptive fields that are larger than V1's and realizes a matching of V1 features in order to perform moderately complex visual tasks, such as detecting spatial frequencies and textures or separating foreground from background. Visual area V3 is still retinotopic and elaborates on the job of V2 to generate more complex invariant representations. V3 has large receptive fields and ability to detect more complex features regarding orientation, motion, depth and color of stimuli [61, 1] . In V3 the data flow splits into the two pathways: dorsally towards the posterior parietal cortex (PPC) and ventrally to the inferior temporal (IT) cortex. Comparative studies between human and monkey (usually macaques) visual cortices reveal that their brains differ mostly in higher-order cortical regions, downstream from V3-V3A, and are more similar in lowest areas, such as V1 and V2 [174, 164, 165] . For what concerns stereoptic processing, binocular disparities are present in all visual areas, starting from V1 [127, 37, 125] . Areas V2 and V3 are increasingly capable of depth processing, in accordance with the size of their receptive fields [4, 144] . Both in humans and monkeys, area V3A is specialized for stereoptic depth, and computes also relative disparities between pairs of visual stimuli [163, 4, 165] . Evidence regarding the role of disparity processing in visual areas is not conclusive though, as the distribution of different disparity tuning curves is rather smooth across areas [1] .
Links between various disparity-selective cells allow to obtain more sophisticated response properties. For example, selectivity for absolute distance is obtained from disparities using additional information about eye position. Computation of disparity gradients is very likely performed in V3A and CIP using the outputs of many simple disparity selective cells [1, 168] .
Visual area V5, more commonly known as the middle temporal area (MT), is very likely the most important brain region for the detection of moving visual stimuli. Both in humans and monkeys MT is selective for speed and direction of moving features [123] , and its responsiveness to stereopsis signals suggests that it codes also for changes in object orientation [41, 121] . Even though the contribution of MT is required for performing grasping actions toward moving targets [150] , there is no evidence for an involvement of MT in detailed 3D analysis of objects, and thus of its relevance for grasping actions toward static targets [4, 165] .
Most projections in the visual cortex follow the described processing sequence, from V1 to higher order areas, but backprojections are widespread, and visual elaboration in the early visual areas is subject to global context influence, task requirements, and to higher order perception [105] . According to the modern view, the early visual cortex does not only perform the first, simple stages of visual processing, but is also involved in many higher levels of visual elaboration [176] . The visual cortex has been found to be more temporally compact than expected, and transmission times between areas spatially and hierarchically distant are very low [15] . Primary areas are thus constantly involved in all stages of visual processing, and higher areas such as MT are in a position to modulate the response of V1 and V2 neurons and suit their response to the requirement of the visual task in a reactive way. Even the LGN seems to be integrated with higher areas, and a shortcut channel of M cells between LGN and MT might be the instrument used by the dorsal stream to quickly separate objects from background, and bias the processing in V1-V2 [15] .
The action-oriented dorsal stream
Visual region V3A can be considered as pertaining to the dorsal stream, which continues in the posterior parietal cortex, toward the top and sides of the brain. The posterior parietal cortex (PPC) is largely recognized as the main associative area of the brain dedicated to the coordination between sensory information and motor response [145] . The intraparietal sulcus (IPS) separates the superior and inferior lobes of the PPC. Several areas within and close to the IPS are dedicated to different visuomotor transformations. Many of them are described in this chapter, but special focus is put on its most posterior and anterior sections, CIP and AIP respectively.
Many of the findings explained below concern monkey data, as single cell studies allowed to collect a great deal of evidence regarding the role of intraparietal areas in macaques. Only recently, although in an ever-growing fashion, brain imaging and transcranial magnetic stimulation studies began to clarify the structure and tasks of the posterior parietal areas in humans.
Differences in control strategies depend also on structure, morphology and kinematics of body and limbs, and it is therefore very difficult to draw a full interspecies parallel [30] . The current evidence suggests that the human intraparietal cortex is more complex, and contains visuospatial processing areas that are not present, or much reduced, in monkeys [74, 122] . It has been argued that, under evolutionary pressure, parietal but not earlier regions adapted to endow humans with specific abilities, such as an improved motion-dependent 3D vision for tool manipulation [175, 122] .
Despite the differences, a rather clear parallel between monkey and human AIP is established [76, 29] . Also, many fundamental connections correspond across species, such as the anterior intraparietal -ventral premotor and the medial intraparietalsuperior colliculus links [143] . Hence, it is a common procedure to consider data of similar species in order to try and work out the mechanisms behind vision-based grasping in humans [137, 74] . Important interspecies differences are nevertheless taken into account and discussed in the following sections.
Posterior intraparietal sulcus
The most posterior part of the IPS is the caudal intraparietal sulcus CIP, which is also referred to as cIPS, pIPS, PI or hCIP in the human case. Area CIP is mainly dedicated to local 3D shape and orientation processing. It receives projections from visual area V3 and V3A and is also active during visually guided grasping.
Neurons in CIP are strongly selective for the orientation of visual stimuli. Two exhaustive studies [160, 167] showed that selectivity toward disparity based orientation cues is predominant, but many neurons also respond (some exclusively) to perspective based orientation cues. Indeed, it seems that cue integration for obtaining better estimates of orientation is performed in this area [178] . This sort of processing by CIP neurons is the logical continuation of the simpler orientation responsiveness found in V3 and V3A. Similarly to V3A, CIP is not concerned with general purpose scene segmentation, but rather with processing the 3D layout of target local features [165, 168] . In CIP, orientation of features is represented in a viewer-centered way, so that the coding is especially suitable for visuomotor transformations for reaching-grasping purposes, rather than for feature integration with the purpose of composing complex scene interpretations [149] . This is consistent with the position of CIP in a central stage of the dorsal stream. As a further proof of this, CIP does not recognize the same object seen from two different viewpoints [89] .
Neurons in CIP have been found to maintain a short-term memory of 3D surface orientation [166] . This suggests a possible role of CIP in visual tracking and feature matching processes. For example, they might maintain memory of surfaces during active vision, for tracking suitable grasping surfaces.
Surface orientation selective and axis orientation selective neurons
Two main neuronal populations have been distinguished in CIP: surface orientation selective and axis orientation selective neurons. Surface orientation selective (SOS) neurons respond to a 2D shape in different orientations, but extract the signal of 3D surface orientation from a 2D contour viewed in a linear perspective: i.e., these neurons interpret the stimuli as the silhouette of a square plate slanted in depth [154, 149] . Experiments executed changing the proportions of the visual features showed that the responsiveness is maximum for "square" shapes, in which the two major dimensions are similar, and elongation in either width or length inhibits the response. Regarding the third, minor dimension, it seems not affecting the response up to a certain thickness, but if this threshold is overcome a clear decrease in responsiveness can be noted.
The second class of CIP neurons, axis orientation selective (AOS) neurons, represent the 3D orientation of the longitudinal axes of elongated objects. Their response increases with decreasing thickness (the two minor dimensions) and with increasing length (the major dimension), showing complementarity with SOS neurons [146] . As pointed out in [27] it is not clear if the reduced responsiveness with thicker objects is only due to the relative proportion between the object dimensions or also by some comparison with the hand size.
Some AOS neurons are shape selective, and distinguish for example between cylinders and square columns of similar length and thickness. This suggests that disparity gradients are used in CIP to detect also the curvature of objects [97, 119, 149] . Shape-selective AOS neurons in CIP are thus likely to maintain a prototype of 3D shape representation, that might be based on shape and curvature indexes [40] .
Human CIP
The correspondence between monkey CIP and areas of the human intraparietal sulcus is still problematic, especially if compared with the rather well accepted interspecies matching of early visual and anterior intraparietal areas. Neuroimaging research showed nevertheless that a posterior region of the IPS activates for stimuli similar to those processed by CIP in monkeys, although human CIP seems to be located more medially in the human intraparietal sulcus than in monkeys [74] . An area located in the posterior part of IPS and clearly involved in complex orientation discrimination and coding of 3D object features have been observed [165] . The authors call it caudal parietal disparity region (CPDR), and suggest that it might be part of the human correspondent of CIP. A similar responsiveness to stereopsis defined stimuli has been registered in other studies [153, 14] . Always using fMRI, activation in the posterior part of the human IPS has been found during orientation discrimination tasks, using both monocular and binocular stimuli [152, 119] . Although a clear correspondence is yet to be achieved, the data collected by [152, 153] and other studies clearly indicate that, similarly to its role in macaques, the function of human CIP is that of coding 3D features of target objects for providing AIP with the information necessary for visually-guided hand movements.
CIP as a first meeting place for the two streams
Some findings (see e.g. the work of [166] ) suggest that the role of CIP might be more complex than just extracting object visual data and forwarding it to AIP. Memory related activity of CIP neurons indicates that this area might be involved in higher-order 3D visual perception. For example, visual areas V1/V4 do not have such sustained activity, whilst higher ventral stream area LOC has. There are also cues regarding direct connections between CIP and ventral stream areas. Firstly, CIP probably receives input from V4 [5] , and this would be the first connection between ventral and dorsal pathways after the splitting. Moreover, some LOC neurons are selective for orientation and curvature of surfaces, but LOC receives most input from area V4, which is not sensitive to curved surfaces [124] . A link between CIP and LOC is the most likely explanation for such findings [166] . The first link, in the ventral → dorsal direction, could represent a ventral contribution to the process of pose and shape estimation in CIP. In fact, shape recognition allows to follow basic assumptions about objects' geometry and exploit common knowledge about the world in order to estimate size and pose of objects (e.g. to know that an object has square faces permits to use perspective in order to estimate its orientation). The dorsal → ventral link might instead accelerate object identification providing LOC with precise geometric information of local object features. Overall, 3D shape processing seems to possess a contextual nature, and on-line information is probably integrated with abstract representations in order to obtain the most likely interpretations of the visual data [162] .
Summarizing, CIP has a very precise 3D orientation response, probably obtained through the integration of disparity based, stereoptic cues (prevalent) and monocular, perspective cues. Overall, a population of mixed CIP neurons, including different types of SOS and AOS neurons, is able to provide full information about 3D proportion and orientation of a target shape. This information is forwarded to AIP, where 3D orientation and shape can be coded as a unique, combined feature, and possible affordances a .
Anterior intraparietal sulcus
The most frontal part of the IPS is the anterior intraparietal sulcus, AIP, sometimes called aIPS or, for humans, hAIP. For both monkeys and humans, AIP is largely recognized as the area of the brain dedicated to the visuomotor transformations necessary to map visual stimuli onto hand configurations suitable for grasping target objects.
Several electrophysiological studies on macaques monkeys showed that AIP activates at the visualization of a possible target object, and remains active during preshaping and manipulation [159, 148, 118] . On the contrary, AIP is not explicitly involved in spatial analysis that is not related to action: e.g., it is not active during perceptual size discrimination, for 2D pictures, or for non-graspable objects.
Different AIP neurons are tuned to different objects, to different views of the same object, and to different grips. Although some AIP neurons are specific to one spatial aspect only, similarly to CIP's, axis orientation and shape are often represented as a combined 3D feature in AIP, an probably constitute the full coding of a graspable feature [149] . Moreover, some neurons in area AIP discriminate not only between simple solid shapes, but also between complex objects composed of two or more components. According to [147] , these neurons may be sensitive to very small details critical for the selection of a grip pattern.
In [118] a detailed description of experiments performed with several different conditions is provided. Neurons in AIP are found to be selectively activated according to shape (one or more of a set including ring, plate, cube, cylinder, cone a In this work the term affordance is used with a restricted meaning compared to the original definition by Gibson [63] , to refer to a grasping possibility offered by an object to the hand. and sphere), size and orientation of stimuli. Different activation patterns were observed during fixation and visually-guided grasping tasks. Again, selectivity for shape/size/orientation is often merged in a combined selectivity that can be identified as a grasp configuration.
Classification of AIP neurons
Although AIP keeps active from object observation to the end of movement execution, some AIP neurons are selective for one of the following grasping sub-phases: set, preshape, enclose, hold, release [140, 42] . This subdivision is much clearer though in the premotor cortex.
A better documented classification of AIP neurons in subpopulations can be done according to their preferential response in different acting conditions [148, 118] . Three main types of AIP neurons were first classified, visual (V), visuomotor (VM) and motor (M), and the first two classes have been further subdivided into two, object (O) and non-object (NO), for a total of five neuronal classes:
• object type visual-dominant neurons, O-V, respond equally to simple visual presentation (fixation) of graspable 3D objects and during visually-guided grasping actions; these neurons show no activity during grasping in the dark or when direct view of the ongoing action is unavailable;
• non-object type visual-dominant neurons, NO-V, respond during visuallyguided grasping only, and their activation starts just before hand-object contact; they show no activation during fixation and grasping in the dark;
• object type visuomotor neurons, O-VM, are selective during fixation and during grasping actions both in the light and in the dark, but show a clear preference for visually-guided actions compared to fixation and grasping in the dark;
• non-object type visuomotor neurons, NO-VM, are selective for grasping actions both in the light and in the dark, with a clear preference for visuallyguided actions compared to grasping in the dark; they show no activation during fixation;
• motor-dominant neurons, M, are equally responsive during grasping in the light and in the dark, showing no preferential activation between the two cases; they show no activation during fixation.
On a temporal scale, object type neurons, both O-V and O-VM start their activation at the sight of the target object, and seem thus to be in charge of planning the action, transforming the spatial visual information coming from CIP into a more purely grasp-related form. At the action onset and until the contact, visuomotor neurons, both O-VM and NO-VM, reach the top of their activity, revealing a crucial role in the execution of the hand preshaping movement. Neurons NO-V and M also increase their activity during action execution, NO-V neurons only if vision is available, M neurons also in the dark. All five types of neurons remain active during the hold phase until object release, but all of them show a gradually decreasing activation. In the dark, only VM and M neurons stay active, and for the first the responsiveness is reduced compared to the light condition. Hence, neurons in AIP are not only dedicated to plan and begin grasping actions, but also to monitor them during their evolution.
Regarding neural coding, it seems that object type neurons (O-V and O-VM) describe a shape-based representation of objects, whilst motor neurons (M) code for the hand configuration suitable for grasping. Non-object type neurons (NO-V and NO-VM) maintain a someway intermediate representation. Summarizing, it appears that the classification object/non-object/motor accounts for the transformations required to pass from a visual to a motor representation of the target object. The traditional visual/visuomotor/motor classification is more likely related to temporal aspects of action execution.
Human AIP
In humans, AIP is located at the junction between anterior IPS and inferior PCS -postcentral sulcus -. Again, it is considered the most important area involved in the planning and monitoring of grasping actions. The coincidence with monkey AIP is rather uncontroversial, as many fMRI studies have been consistently showing grasping-related activation in the anterior part of the IPS for more than a decade [9, 35, 22] . For detailed reviews of such studies, refer to [21] and [170] .
The most relevant difference between species is likely the absence of tactile response in macaque AIP [118] , contrasted to the clear responsiveness during haptic exploration and purposive manipulation for human AIP [90, 74] . In fact, AIP is increasingly activated during multimodal processing, suggesting that it might play a specific role in cross-modal transformations of object representation between visual and tactile modalities during grasping [76] . Indeed, the current view of AIP as an associative "visual" area is probably biased by the amount of research on vision, and AIP might finally reveal itself to be as much tactile as visual [141] .
In humans, AIP is preferentially activated during grasping with precision grips in comparison with full-hand power grips, suggesting a fundamental role in the fine calibration of finger positioning, as required in precision grip tasks [47, 8, 23] . AIP is probably involved also in controlling action execution by monitoring the difference between an efference copy of the motor command and visual and tactile sensory experience [132] . Various studies assign a more dynamic role to AIP beyond grasp planning. For example, transcranial magnetic stimulation of AIP ends in a clear disruption of online grasp control [65, 169] , suggesting that the job of AIP is critical in the online monitoring/adjustment of hand movements.
There are also insights that AIP may execute more "cognitive" tasks and be connected to ventral stream regions. First of all, AIP and nearby areas respond to action recognition when grasping is involved [52, 155] , indicating a more perceptual role than traditionally thought [36] . Also, a region close to the intraparietal sulcus has been found active during object recognition from non-canonical viewpoints [157] .
The authors suggest that recognition in those cases may be supported by information regarding functional properties of the object, extracted in the CIP-AIP circuit.
Other studies mention direct connections from the inferior temporal cortex to AIP [53, 11] and other areas of the IPL, suggesting that AIP could use some ventral information in order to plan and execute appropriate grasping actions. Thus, after CIP, also AIP is probably connected, maybe even bidirectionally, to ventral areas, confirming the view that the collaboration between the streams is more strict than previously thought.
Ventral premotor cortex (PMv) and other motor areas
The motor cortex occupies the posterior half of the frontal cortex. It is composed of anterior and posterior motor areas, the former connected to the prefrontal cortex, the latter to the posterior parietal cortex. Posterior motor areas can be further subdivided in the primary motor cortex M1 (also called F1), and premotor areas F2-F5. Area M1, upon reception of signals coming from the premotor cortex, activates and controls movements of specific body parts. The primary motor cortex is closely linked to corresponding areas in the primary somatosensory cortex S1, which in the case of grasping provides the tactile feedback necessary to adapt the grip to the inertial forces and the object structure [137] .
A modern view of the organization, function and connectivity of the motor cortex has been proposed by [138] . The main concept is that the motor cortex is formed by a mosaic of separate areas containing independent body movement representations, which are used in motor control according to the requirements specified by corresponding areas of the posterior parietal cortex [108] . Thus, parieto-premotor connections form a series of circuits devoted to specific sensorimotor transformations. [138] define these circuits as the basic functional units of the motor system, which transform sensory information into action. According to the authors, although their hypothesis is mostly derived from monkey data, brain-imaging and anatomical evidence suggest that the same principles underlie the organization of the human motor cortex as well.
Two such circuits that have been clearly identified in monkeys connect ventral premotor areas F4 and F5 with intraparietal areas VIP and AIP respectively. The former circuit performs the sensorimotor transformations necessary for arm, neck and face movements, the latter permits the execution of hand and mouth movements, and is directly responsible for grasping actions [107] . Although their tasks are clearly related, these two circuits are described as anatomically segregated, suggesting a parallel processing between reaching and grasping actions, which are integrated only in the initial planning and the final execution phase, not in the intermediate sensorimotor transformation steps. In humans, kinematic and lesion studies support a parallel and concurrent parieto-premotor processing for reaching and grasping movements [92] .
The literature description of F5 is consistent with its direct link with AIP. About half of F5 neurons can be considered visuomotor, as their activation begins during object fixation. Although their responsiveness is very similar to the visuomotor neurons of AIP [117, 118] , motor specificity of F5 neurons does not depend on the object shape but on the grip used to grasp the object [129] . Additionally, neurons in F5 can code for full actions, such as grasping or pulling, and for action segments, such as preshaping or holding. Moreover, many F5 neurons are selective for one of precision grip (predominant), finger prehension or whole hand prehension [134] . According to [137] , neurons in F5 code for spatial characteristics and temporal segments of grasping movements, hence constituting a vocabulary of motor prototypes to select and compose in the final action. One of the most popularly known neuroscientific discoveries of the last decades concerns F5. This region is in fact the place where mirror neurons were observed for the first time [45, 136] . Mirror neurons fire when the subject is performing a certain action, as normal premotor neurons of the same area, but also when the subject observes someone else performing the same action. They have been related to the ability of social interactions through understanding/prediction of other people's movements [133] , to learning by imitation, and to the explanation of social behavior impairments as in autism [181] .
The ventral premotor cortex (PMv) is still poorly characterized in humans. In fact, fMRI research failed to show consistent activation in the putative human equivalent of F5 during grasping movements [21] . Nevertheless, PMv is still believed to play a key role in the preparation and execution of grasping actions. TMS studies showed its importance for grasping, and its task sharing with the dorsal premotor cortex (PMd) [39] . Although the homology with macaque F5 remains controversial, there is a distinct evidence for a dissociation between PMv and PMd roles in controlling precision grasping in humans. Similarly to F5, PMv seems to perform the visuomotor transformations necessary to shape the hand to a target grip [25] , whilst PMd may control the correct timing of the action [39] .
Other dorsal stream areas
Consistently with the view of [145, 138] and other studies (e.g. [17] ), premotorparietal circuits perform both direct and inverse coordinate transformation between vision and effector systems, to allow programming and monitoring of complex motor actions. The circuit linking AIP with F5 is not the only one necessary for the execution of accurate grasping actions, as proximal limb movements, eye and head coordination, and various posture movements are all required in order to allow the hand to perform a correct shaping sequence. Some other well-recognized areas of the posterior parietal cortex are briefly described below (for more detailed descriptions please refer to [34] and [74] ).
• LIP is the lateral intraparietal area, also called parietal eye field, PEF and, for humans, hLIP or hPEF. Evidence for the role of this region in humans, and in-terspecies analogies are well recognized, although most studies indicate a more medial location of human LIP compared to monkey LIP. Area LIP aids in the execution of saccadic eye movements and transformation between retinotopic and head-centered coordinates [75, 151] . Neurons in LIP have been found to be modulated by both proprioceptive and retinal stimuli, suggesting that LIP contributes to distance estimation combining vergence and disparity through a gain modulation effect [119, 62] .
• VIP is the ventral intraparietal area, involved in head movements coordination and near-head space analysis. Area VIP receives strong input from the motion selective area MT and responds to optic flow, detecting movements in head-center coordinates during self-motion [13] . It is also likely that VIP contributes to multimodal integration in the dorsal stream, as it is activated by visual, tactile and auditory stimuli, showing congruent receptive fields across modalities [12, 106] . Although many of its properties have been observed in human cortical areas, consistent data are not yet available for defining a clear human correspondent of monkey VIP.
• PRR is the parietal reach region, the area of the PPC dedicated to perform the reference-frame transformations and the sensorimotor coordinations necessary for pointing and reaching movements [75] . Most probably, PRR performs also a monitoring of ongoing actions and adjust them according to an efference copy of the motor signal [96, 73] . In monkeys this area is quite well circumscribed, it includes MIP -the medial intraparietal sulcus -and visual area V6A [49] . On the other hand, pointing and reaching movements in humans seem to involve several disjunct areas of the superior parietal lobe, such as: V6A, MIP/mIPS (medial intraparietal sulcus), PCu (precuneus) and POJ (parieto-occipital junction); the exact purpose of the movement (reaching vs. pointing) and the position of the target (central vs. peripheral vision) are among the factors that differentiate the cortical activation [75] .
Object recognition and stream integration
Compared to early visual areas, neurons in higher order areas such as V4 and the LOC have larger receptive fields, and can integrate information across long distances in the visual field [80, 15] . Object areas along the ventral stream can thus represent visual stimuli with increasingly complex and invariant representations.
The lateral occipital complex
The lateral occipital complex (LOC) is the region of the human brain in which viewpoint invariant object representation for immediate visual recognition is performed [78] . The LOC receives high level visual input from V4 and integrates visual elements that share similar attributes of orientation, color, or depth into objects and extract them from the background [77] . Object representation in LOC is highly invariant with respect to the stimulus type, showing equally good performances with either 3D or silhouette images, different color maps, lightning and so on. This suggests a higher level, conceptual representation of objects, independent of the actual stimulus that allowed recognition [102] . The LOC is constituted by two different areas, anterior and posterior, which seem to maintain slightly different object representations [109] . The anterior or ventral part is called ventral temporo-occipital area (vTO/VOT, [77] ), but also posterior fusiform (pFs, [100] ), and responds more invariantly to position and size, suggesting a volumetric 3D object representation [116] . The posterior area, the lateral occipital cortex, LO, is instead more invariant to the orientation of 2D shapes and to illumination changes. Similar subdivisions have been found in the monkey inferior temporal cortex IT [91, 60] . The occipito-temporal transition TEO, which shows a highly invariant response to object identity, is the most likely correspondent of human LOC [177, 43] . Although these findings need to be completed and clarified, they suggest a possible mechanisms for object identification and recognition which involves both structural and image-based processing [161] . Object recognition would be achieved integrating, through feature correlation and saliency maps, a partially viewpointdependent 3D information (from vTO) with a silhouette classification performed by LO [101] . This solution would solve the long-standing issue on the nature of object recognition, confirming the validity of both the multiple view object representation model [16] and the viewpoint invariance hypothesis [89] .
Thus, the assumption that ventral stream object representations should be highly viewpoint invariant would not collide with findings suggesting that in active object exploration for recognition subjects search for "preferred" views [87] . Similarly, the integrated model would partially explain why 3D orientation response in V4 -compatible with both viewpoint dependent and viewpoint invariant models [85] -is stimulus-dependent [83] . On the other hand, object recognition is very likely a gradual process rather than a binary one. [6] and [81] observed that activation in the anterior LOC is modulated by the actual level of recognition, and not by the nature of the stimulus. In any case, geometric data are integrated with additional information, regarding for example color and texture of objects, to speed up and make object recognition more reliable [19, 86] .
Regarding possible connections of ventral stream areas with the intraparietal sulcus, a direct link has been found in the macaque brain between the most 3D responsive ventral inferior temporal area (the lower bank of the superior temporal sulcus) with CIP [91] . This link could indicate both a ventral contribution to pose estimation and a dorsal help in object recognition, as explained in Section 4.1.3.
Other brain areas involved in grasping
Several areas of the brain not belonging to the two streams are involved in the preparation and/or execution of vision-based grasping actions. A brief description of some very important ones is provided below.
• Somatosensory cortex. Located in the anterior part of the parietal cortex, just behind the central sulcus, it is composed of the primary somatosensory cortex SI, the equivalent of V1 for the sense of touch, and the secondary somatosensory cortex SII. The former is active in correspondence to any tactile stimulation on the body, the second performs an elaboration of the sensory input in order to detect more complex patterns such as roughness, hardness, compliance estimation in hand haptic exploration [130, 120] . Activation of somatosensory areas during grasping is consistently observed (see e.g. [47, 59, 8] ) and, for what concerns the spatial aspects of grasping and manipulation, higher level processing of tactile information is very likely performed by AIP and nearby areas [141] .
• Prefrontal cortex. The basic role of the prefrontal cortex, PFC, is the organization and orchestration of thoughts and actions in accordance with internal goals and attentional mechanisms [104] . In the specific case of grasping, the PFC is believed to mediate action selection with information on the specific task to perform [126, 95] .
• Basal ganglia. Although much is still unrevealed regarding the exact function of this ancient part of the brain, the basal ganglia are probably involved in mediating between rival perceptions and/or competing motor actions. Both area AIP and the ventral premotor cortex receive inputs from the basal ganglia, but from non-overlapping regions, suggesting that they use different selection/evaluation signals that can be used in deciding among candidate target features or hand configurations in grasping [31] .
• Cerebellum. The function of the cerebellum is still under debate. Nevertheless, its involvement in the coordination of action execution and in adaptive sensorimotor control is well recognized [128, 7] . In particular, it has been argued that the cerebellum is where internal forward models, largely used in sensorimotor control, are located [98] . The cerebellum has an important common feature with the posterior parietal cortex, as both play a role in sensorimotor prediction, more during action execution for the cerebellum, more planning-related for the parietal cortex [10] . Moreover, a considerable component of cerebellar output is devoted to influencing the functional operations of posterior parietal cortex, and neurons of the cerebellum that project to AIP overlap the output channel to the PMv, indicating the existence of a three-way circuit AIP-PMv-Cerebellum [31, 169] .
The visual streams in action
The research findings described so far give a rather unequivocal view of the different tasks and processing mechanisms of the two streams. The underlying idea of the original two streams theory [69, 113] is that visual information has direct control over action in the dorsal stream, without any intervening mental representations. According to this view, neural activity in the dorsal stream does not reflect the representation of objects or events, but rather the direct transformation of visual information into the required coordinates for action. As stated by [93] : "object at-tributes are processed differently according to the task in which a subject is involved.
To serve object-oriented action, these attributes are subjected to a pragmatic mode of processing, the function of which is to extract parameters that are relevant to action, and to generate the corresponding motor commands". A basic assumption of the processing dualism is that the ventral stream makes use of a contextual coding system for size, distance and orientation of objects, while the dorsal stream needs "real-world" metrics to properly interact with the environment. The patterns of activity of LOC, AIP and other areas of the two streams strongly support this hypothesis, confirming the contrast between the conceptual and the pragmatic ways of processing of the two streams. Nevertheless, growing experimental evidence for multiple interaction between the streams cannot be disregarded, and the original theory has to be constantly updated and suited to new findings [66, 72] . For what concerns grasping, there is probably a ventral stream contribution to the grip selection process, through semantic knowledge and memories of past events [70] . Human research demonstrated that choosing a grip depends not only on its visual properties, but also on the meaning we attach to it [32] (ventral stream data) and the expected task consequent to the grip [2] (prefrontal cortex data).
As mentioned in Section 2.1, visual agnosia patient DF shows normal grasping abilities, as her dorsal stream correctly computes grasping parameters. Nevertheless, her grips on tools are functionally inappropriate, as she does not identify the target object due to her damaged ventral stream, at least until haptic exploration allows her to properly recognize the object [70] . It looks as the decision on exactly "where" to grasp the object can be taken independently from the ventral stream, but with no selection of the object feature or part more suitable for the interaction with the hand, as any semantic meaning of the action is extraneous to the dorsal stream. Moreover, DF cannot scale her grip aperture properly when she has to grasp an object that was removed from view only two seconds earlier [68] . According to the authors, this is likely due to the need of accessing object memories stored in, or accessible through, the ventral stream. Patients with optic ataxia exhibit the opposite pattern, as their grasping performances improve if a delay is introduced between target presentation and movement onset, suggesting that memory-mediated action are likely to use different mechanisms in which the dorsal pathway is less critical [114, 111] . Psychophysical experiments on delayed grasping in different conditions with normal subjects support the idea that memory-guided grasping relies on the processing of stored information shared with the perception-based ventral system [156] . This study and related ones provide evidence that delayed grasping depends on stored memory of earlier visual information, and that the retrieval of this information shares processing resources with other cognitively demanding tasks. On the other hand, the fact that the ventral stream is able to take over the dorsal stream job as soon as the target disappears is a further demonstration of a tight integration between the streams. The question of how the control of memory-guided actions integrates the stored perceptual information with the programming of the action awaits further research.
The third stream of visual processing
As explained above, AIP is the cortical region in which visual information is used to code an appropriate grasping configuration for a target object, and the detailed parameters of the selected action are determined by processing in the dorsal stream. Nevertheless, action selection is very likely aided by visual processing in the ventral stream. For example, a full object description might be necessary for specifying grip and load forces through estimation or recall of the object weight. Such representation could be used also to avoid grasping objects that can not be grasped, because they are heavy, uncomfortable to handle or even dangerous [67, 179] .
Considering possible different acting conditions, although some basic grasping movements may be made without the influence of the context or any top-down visual knowledge [70] , in most cases parietal grasp selection is probably driven top-down by semantic information, especially for tools and well known objects [32, 54, 172] . In support of this view, [158] showed that different brain areas activate depending on the familiarity with the object, confirming that AIP elaboration is less critical if the object is well known, suggesting that in these cases the ventral stream does most of the job and the action is mainly memory-driven. Other findings [84] suggest that, although there may be a dramatic shift between the dorsal and ventral systems instantly after the target has disappeared, there also seems to be a progressive change depending on the time delay between target presentation and movement onset.
The above described interaction mechanisms between the streams might be explained by the existence of a so called "third pathway" [139] . In fact, it has been proposed that the areas of the posterior parietal cortex constituting the classical dorsal pathway should be subdivided into two different sub-systems separated by the intraparietal sulcus [53, 94] . Areas of the superior parietal lobe above the IPS, would perform the sensorimotor transformations traditionally assigned to the dorsal stream, related to the online analysis of visual data aimed at generating suitable motor reactions. The second system would contain the inferior parietal lobe, below the IPS, including regions that seem to be especially human and not matched by structures in other primate's brains [143] . These areas would be dedicated to higher level visuomotor representations, and indications for a cognitive role of AIP and nearby areas beyond the traditional pragmatic processing have been put forth by several studies [56, 25, 135, 44, 36, 82, 46, 170] . According to this view, a grasp is a sensorimotor transformation from visual information about the object to motor commands for grasping the object, but also a meaningful action that puts in relation the agent with a feature of the environment. The new, ventro-dorsal stream of the inferior parietal lobe would constitute an ideal convergence focus for the integration of conceptual ventral information with traditional online dorsal data [142, 55] . More research is though needed to assess and develop this hypothesis.
Conclusions
We have reviewed the role and connectivity of the brain areas most critical for the correct execution of vision-based grasping actions. Our review was conducted with the aim of clarifying what tasks are performed by each area and how tasks and areas are logically related. It remained clear how the posterior parietal -premotor cortical loop is fundamental in reaching and grasping actions, and how other areas, especially of the ventral stream, contribute to optimal and versatile action planning. Brain mechanisms have been described in this review considering a functional point of view, especially suitable for modeling purposes, aimed at the application of neuroscience concepts to autonomous robots, and to the validation of brain theories through tests on artificial agents. New research in neuroscience, artificial intelligence and bio-inspired robotics will help in shedding further light on the brain processes that endow primates, and especially humans, with such outstanding manipulation skills.
