This paper describes some new finite difference methods for the approximation of eigenvalues of a two point boundary value problem associated with a fourth order linear differential equation of the type (py') (q y') + (r s)y O. The smallest positive eigenvalue of some typical eigensystems is computed to demonstrate the practical usefulness of the numerical techniques developed. KEY WORDS AND PHRASES. Band matrices, Deflation, Finite-dlfference methods, Generalized matrix eigenvalue problem, Inverse power iteration, The Smallest eigenvalue of a matrix eigenvalue problem, Two-point boundary value problems.
I. INTRODUCTION. In this paper we will consider the fourth order linear differential of their modifications occur frequently in applied mathematics, modern physics and electrical engineering, see [5, 7, 8, 12] . In (I.I), we assne that the real-valued functions p(x), r(x) and s(x) are continuous on [a,b] and satisfy the conditions p(x) C C 2 [a,b] , q(x) CC' [a,b] [1, 2] . In the fourth order method, the problem is dlscretlzed to yield a generalized seven-band symmetric matrix elgenvalue problem of the form AY [4, 9, I0, 11, 13] . Usmanl has developed [14] some new finite difference methods of order 2 and 4 for computing elgenvalues of the differential system (I.I) with p(x) E I, q(x) 0 (for p(x) 0, q(x) E I, see [15] ) associated with the boundary conditions
The purpose of this work is to present some new finite difference methods for computing approximate values of % for the boundary value problems (1.1)-(1.2) and (1.1)-(1.3). These methods lead to generalized elgenvalue problems of the form (1. 5) where A is a flve-band or seven-band matrix and B is a diagonal positive definite matrix.
We preface the numerical methods by some analytical properties of the elgenvalues and elgenfunctions of the boundary value problems under discussion.
PROPERTIES OF EIGENVALUES AND EIGENFUNCTIONS.
Let stand for any of the two boundary value problems (1.1)-(1.2) and (I.I)-(1.3). The proof is a direct consequence of Green's identity (see [3] can be expressed as a generalized five-band symmetric matrix eigenvalue problem (A + h4R)y--Ah4Sy. (3.5) It can be proved that A is a positive definite matrix and hence for any stepslze h > 0, the approximations A for by (3.5) are real and positive for all p, q, s > 0 and r > 0. That our method provides 0(h 2) convergent approximations A for k can be established following Grigorieff [6] . We omit the long and tedious details of convergence proof for brevity.
Normally, only one or a few of the extreme elgenvalues of (1.1)-(1.2) are needed in applications. In what follows, we will compute only the smallest eigenvalue of the system to illustrate our method based on (3.1 with boundary conditions (1.2) at a 0, b I. We computed approximations to the smallest eigenbalue A of these eigensystems by our method (3.1) or equivalently (3.5) .
The corresponding relative errors are shown in Table I . It is evident from the entries of the accompanying table that our numberical method provides 0(h2) convergent approximations. In computing the relative errors, we assumed that kl A1 with h 2-8, because exact value of k cannot be obtained by analytical methods for these eigensystems. Again, as in the previous section, the matrix A' is a five-band symmetric matrix.
Another second order method for computing approximations A to satisfying (I.I)-(1.3) is based on (A" + h4R)y--Ah4Sy (4.2) where A", as before, differs from A in the first and the last rows only. 
