[1] In paper 1 (Schorlemmer et al., 2004) we showed that the spatial b value (of the Gutenberg-Richter relation) distribution at the Parkfield segment of the San Andreas fault remained stationary for the past 35 years. In this paper (paper 2) we extend those results, construct two probabilistic forecasts (H 1 with a spatially varying b value and H 2 with a uniform b value), and test these hypotheses against each other. Both hypotheses use a spatially varying seismicity level (a value) determined from past seismicity. We used a range of sampling parameters (magnitude threshold, cell size, etc.) to assure robust results. We found that in most of the tests, hypothesis H 1 showed a higher likelihood than H 2 , although both are a poor approximation to the seismicity data. The most positive results for H 1 are obtained for testing magnitude ranges down to M = 1.5 and with sampling radii as defined in paper 1 as appropriate for Parkfield. The superior performance of H 1 suggests that spatially varying b values should be considered in earthquake forecasts.
Introduction
[2] Strong spatial heterogeneity of b values exist at Parkfield, which we investigated in detail in paper 1 [Schorlemmer et al., 2004] . This heterogeneity is not an artifact of station distribution, attenuation or corner magnitude. We demonstrated in paper 1 the stationary behavior of b values by applying a detailed quantitative analysis based on the test proposed by Utsu [1992] .
[3] The key question addressed in this paper is whether or not using spatially varying b values improves probabilistic seismicity forecasts, compared to forecasts based on regional average b values, as commonly used in contemporary seismic hazard estimates [Grünthal and Bosse, 1996; Giardini et al., 1999] . In most probabilistic hazard studies, the b value is either assumed to be constant for the entire study region [Frankel et al., 1996 [Frankel et al., , 1997 , or constant for specific source zones. The dimensions of these zones are generally 20-100 km, thus exceeding by far the scale of heterogeneity in b that we have documented at Parkfield, and which we believe is associated with the physics of asperities in the Earth's crust. However, even though strong heterogeneities of b have been observed at Parkfield, it is not obvious that they translate into significantly improved probabilistic forecasts. In fact, it is not clear how to measure and establish such significant differences in the first place, and consequently much of this paper is devoted to developing a method of how to compare two probabilistic seismicity models in the presence of small scale heterogeneities.
[4] In this work, we do not attempt to model temporal fluctuations in either a value or b value. If these values are not stationary, then future earthquakes might not match our forecasts well. Furthermore, we have to address the question of which combination of sampling parameters leads to the most successful forecasts. Even though we found that sampling radii of 4 -5 km result in largest coverage while still revealing all b heterogeneities and contrasts, different sampling parameters may show better performance in the full probabilistic test applied here. This can be due to minor changes in b, which are obscured with larger radii and possibly result in a more stable forecast.
[5] In this paper, we test probabilistic seismicity forecasts of two different hypotheses against each other. One hypothesis, H The alternative, challenging hypothesis H 1 uses spatially varying a and b values for its forecasts. To accomplish this task, we first need to develop the necessary method for testing probabilistic forecasts. This includes the development of a likelihood-ratio test and rules for creating simulations of real data for establishing significance of results. The testing method is implemented similarly to standard likelihood-ratio tests. However, in our case, both hypotheses have the same degrees of freedom, because neither forecast is adjusted to future seismicity. Thus the standard approach with c 2 distributions for establishing significance is not applicable and we need to create a probability distribution for the likelihood score for judging the significance of the results.
[6] Different approaches to probabilistic earthquake forecast testing have been proposed [Jackson, 1996; Evison and Rhoades, 1999; Console, 2001] . These testing methods have been used for the west Pacific regions [Jackson and Kagan, 1999; Kagan and Jackson, 2000] , China [Rong, 2002; Rong and Jackson, 2002] , California [Kagan and Jackson, 1994] , as well as worldwide [Kagan and Jackson, 1995; Rong et al., 2003] . Most of these papers deal only with the spatial distribution of earthquakes above a certain magnitude threshold. In our case we are interested in testing the entire magnitude range in magnitude bins of DM = 0.1. Therefore modifications to the existing testing method are necessary. Our development of a new extended method represents the first step toward a community agreed suite of tests to be used in the Regional Earthquake Likelihood Models (RELM) project in Southern California (http://www.relm. org). For RELM, the method will be further extended to test quasi-stationary and time-dependent models.
[7] The tests we present here are ''pseudo-prospective,'' meaning that we divide the presently available catalog into a ''learning'' and ''testing'' part. We have varied several sampling parameters, such as the magnitude threshold and the size of regions for which we estimate separate b values, in such a way that the forecast based on the learning catalog best fits the testing catalog. We find the conclusions quite robust, in that they are not very sensitive to the sampling procedures. Nevertheless, the ultimate test will be a fully prospective test in which all parameters are fixed in advance. We describe here such a prospective test to be based on earthquakes after 1 January 2004.
[8] In this study, we do not address the important question of how to determine the frequency-magnitude distribution for the largest events in a given region, e.g., the characteristic versus the truncated Gutenberg-Richter forecast models [Schwartz and Coppersmith, 1984; Pacheco et al., 1992; Wesnousky, 1994; Kagan, 1993; Kagan and Jackson, 1994] . For forecasting accurately the recurrence rate of the very largest events, which often are the main contributors to seismic hazard at a given site, this difference between the various forecast models becomes important. However, to test a characteristic versus a truncated Gutenberg-Richter model requires a data set that contains at least several of these large events, meaning either a large spatial [Kagan and Jackson, 2000] or temporal [Wesnousky, 1994] extent of the data set under investigation. Our tests are based on the entire frequency-magnitude distribution above magnitude 1.5. The largest earthquake in our testing catalog is of magnitude 5.0.
[9] Parkfield is selected as the study area, because it is one of the best monitored and studied fault segments, and it is known to exhibit large b value contrasts on small scales. In addition, this test extends the stationarity investigation in paper 1. By choosing the well-controlled Parkfield segment for developing the testing method, we strive to build a solid understanding of the testing, which then can be applied to extended regions, such as all of California.
Method
[10] In both models, we forecast earthquakes by extrapolating the Gutenberg-Richter relation to a predefined maximum value (M max = 7.0) using spatially varying a values of the recent seismic activity. Only our hypothesis H 1 extrapolates using spatially varying b values. The standard hypothesis H 2 also considers a b value, but only a constant regional average b value.
[11] We extrapolate the observed seismicity to a forecast or expectation l for every magnitude bin M i . The magnitude bins constitute the set M
The cumulative (over magnitudes) expectation l 0 is given by the Gutenberg-Richter relation as
where T w denotes the length of the testing or observation period and T l the length of the learning period, for which the given a value was computed. Extracting the expectations l of the single bins from the cumulative expectations l 0 leads to
where n denotes the number of magnitude bins in M. For creating the expectations of the hypothesis H 1 , at every node the local a and b values are used, whereas for H 2 the local a values but regional b value are used.
[12] Testing probabilistic earthquake forecast models requires determining the probabilities of observations with respect to the expectations of both models. Expectations are the issued forecasts, thus expected numbers of events for a particular magnitude, location, and period. Therefore we first have to define the extent and resolution (nodes per unit distance) of the testing volume, as well as the range and resolution of magnitudes for testing (bins per unit magnitude). In the case of the Parkfield segment, we define the testing volume as a cross section along the San Andreas fault. We call the combination of spatial cells and magnitude bins space/magnitude bins or simply bins. Any forecast has to be given as an expected rate of earthquakes per bin for the defined forecast period. Thus expectations are a function of a bin defined by its spatial extent, magnitude range and period for the forecast. All defined bins c i for which forecasts are issued constitute the set of bins C,
while every bin c i is defined as function of its describing parameters,
where V denotes the volume definition, M the magnitude range, and T the period for which the forecast will be issued.
[13] In paper 1 and other previous papers [Wiemer and Wyss, 2002 , and references therein], we have selected earthquakes from overlapping cylinders or other overlapping regions to estimate a and b values. The overlap provides a useful smoothing and assures a sufficient sample size from which to estimate a and b values at each grid point. However, our testing method assumes that the outcomes for each bin are independent, which requires that the bins be disjoint. In most tests described here, we estimated the b values from overlapping regions, because we need a sufficient set of earthquakes for each estimate, and we believe the b value will be relatively smooth at the scale of the cells. We estimated the a values, and tested the results, on disjoint cells. For a fully prospective test on disjoint volumes, the smoothing of the b values causes no problem, because the method simply tests the predictive power of the model, no matter how the parameters were derived. The cells are cuboids and additionally have dimensions of 0.1 magnitude unit. The length of these cuboids is the width of the cross-sectional volume perpendicular to its strike, while their width is the distance along the cross section and their height the depth range, respectively.
[14] In some tests described below, we also computed the test results for overlapping regions (cylinders). The resulting images are useful for understanding the test performance and for delineating the regions in which b value variations significantly improve forecasting effectiveness. In those cases the requirement for independence is not met, and some test earthquakes may be counted more than once as they may appear in more than one test region. For these cases the probabilistic tests are less rigorous than the ones for disjoint cells. However, we use these less rigorous methods primarily for illustration, and our main results are fully supported by the more rigorous tests on disjoint cells.
[15] The expectation l i j of a hypothesis H j for a single bin c i is a function of the bin, given by
For every hypothesis, we can set up the vector of the expectations L j of all bins as
For issuing a forecast, we have to compute every single expectation l i j of the vectors L j for both hypotheses. Therefore we need to compute the a and b values for each cell (spatial bin or cuboid). At every node defined, we select all earthquakes within a cylindrical volume with fixed radius r. This is the same procedure as described in paper 1 and by Wiemer and Wyss [2002] .
[16] Why are we using cylindrical volumes for computing b values and not the cuboids? The cuboids have to be quite small in order to resolve the variations in seismicity. We choose cuboids of 2 km Â 2 km Â 5 km. Many do not contain enough events for reliably computing b values. Therefore we have to choose larger volumes for estimating b. We sample cylinders, rather than enlarged cuboids, because the former have no corners and better represent the earthquake distribution in the neighborhood of the central point. This approach smoothes b values across cells and reflects our level of knowledge about the spatial distribution of b values. We consider our approach to be a good compromise between testing resolution and the requirements for reliable high-resolution b value estimates. If a volume contains the necessary minimum number of events per sample, N min , we compute the b value for this particular node using the maximum likelihood method (see paper 1 for details); otherwise, we remove it from the set of bins C used for testing. The a values computed from cylindrical volumes cannot be used for testing, because they do not reflect the activity of the cuboid for which forecasts are issued. Therefore we compute the maximumlikelihood a value for the cuboid sample, constrained by the computed b value (either the computed b value for the hypothesis H 1 or the overall b value for the hypothesis H 2 ) for the cylinder. In the case where we test using cylindrical volumes (overlapping bins), however, the a value is directly determined from these volumes.
[17] With the computed a and b value at each node, we then compute the expectation by extrapolating the Gutenberg- . . .
where w i denotes the observation (number of earthquakes) in bin c i . For computing the likelihoods, we need a suitable test statistic. Because we are testing Poissonian models [Gardner and Knopoff, 1974; Reasenberg, 1985; Wyss and Toya, 2000] , the test statistic is given by the Poissonian probability density function (also called the probability mass function) p
This function gives the likelihood of an observed number w assuming an expected number of l. The log-likelihood L is the logarithm of this function
For a bin b i with observation w i and expectation l i j of a hypothesis H j the log-likelihood is given as
The joint log-likelihood L j of all bins is given as the sum of the single log-likelihoods L of all bins
where n = jCj is the number of bins. The log-likelihood ratio R of the two models is defined as
where L 2 denotes the joint log-likelihood of the hypothesis H 2 for the given observation and L 1 denotes the joint loglikelihood of the hypothesis H 1 , respectively. Thus a loglikelihood ratio of R < 0 indicates a higher likelihood for the hypothesis H 1 , whereas a log-likelihood ratio of R > 0 indicates a higher likelihood for the hypothesis H 2 .
[19] The log-likelihood ratio allows a first judgment of the models, but we need to know whether this result is accidental or significant and whether we can accept or reject any of the hypotheses H 1 or H 2 at a given significance level. Because we do not know an analytical solution for the probability distribution of our likelihood score, we derive it by Monte Carlo simulations. Therefore we draw random numbers from an uniform distribution in the interval [0, 1] for every bin and simulation run. With the inverse cumulative Poissonian probability density function and a given expectation l i j , we can derive simulated observations b
(simulated values are denoted with a hat) for each bin c i and each hypothesis H j . This leads to a vector of simulated observations b W j per simulation run
Vectors of m simulation runs will be denoted b
Subscripts of b W are the number of simulations.
[20] How can we interpret the log-likelihood ratio R? If R = 0, both hypotheses match the data equally well (or equally poorly). The question whether any result R 6 ¼ 0 is significant cannot be answered without simulations. Therefore we assume H 1 to be correct and we create simulations b W k 1 based on the expectation L 1 of the hypothesis H 1 . With these simulated observations, we can compute loglikelihood ratios
Let a 1 be the fraction of simulated values of b R k 1 less than the observed R:
Then a 1 is the probability that H 1 would be falsely rejected, if it were true. Thus H 1 can be safely rejected if If the entire distribution of log-likelihood ratios based on the simulation shows higher values than the loglikelihood ratio of the real observation, we cannot judge anymore the different parameter combinations, using the a values, because a 0.001 (in the case of 1000 simulation runs). Therefore we define a measure D s for the performance of a forecast as
where R 1 denotes the mean log-likelihood ratio of the distribution based on simulations and s 1 its standard deviation, given as the second moment of R [25] We implemented a pseudo-prospective test, using the earlier part of an earthquake catalog as the learning period from which we compute the expectations of the models, and the latter part of the catalog as the observation period, which we want to compare with the expectations to judge the models. We focus on two time divisions: The middle of the available high-quality data in 1992, and 1996, when the first publication on Parkfield b values proposed a suitable parameter set for analysis. 
Data

Results
[27] We introduce the test results with a detailed description of tests performed with the same parameters as the stationarity tests shown in Figures 8 and 9 in paper 1. Then we present results of tests where we varied the parameters for b value computation together with variations of the magnitude ranges of the test, hereby testing six different ranges: 3.5, 7] , and M 2 [4, 7] . Because the extrapolation of b values to higher magnitudes than used for determining the b values is still a debated issue [Aki, 1987; Pacheco et al., 1992; Abercrombie and Brune, 1994; Sornette et al., 1996; Knopoff, 2000; Main, 2000] , these tests will show whether varying b values have an impact on determining future seismicity distributions for higher magnitudes (M > 3).
Test With Cylindrical Sampling Volumes
[28] For the first probabilistic forecast test, we use the same sampling parameters as in the first stationarity test carried out in paper 1 (cylindrical volumes with r = 5 km, N min = 50). The catalog was divided into periods 1981 -1992 and 1992 -2003 . Here we use cylindrical instead of cuboidal sampling volumes to show the performance of both models in high spatial resolution. Hereby we can create a denser grid with spacing of 0.5 km Â 0.5 km instead of the 2 km Â 2 km spacing, which we use with cuboidal grid cells.
[29] The spatial distribution of likelihood ratios R (Figure 1) shows that forecasts of the test hypothesis H 1 have a higher likelihood in the volumes with either high or low b values shown in Figure 5 in paper 1. Especially the patch with the lowest b value (asperity) (volume 4 in Figure 1 ) shows the largest likelihood difference between the two hypotheses. In addition, hypothesis H 1 performs also better at the southern end of the creeping section with its high b value. At 2460 out of 2990 computed nodes (%82%) hypothesis H 1 achieves a higher likelihood. In three volumes, hypothesis H 2 performs better (distance from P 1 of 20 km, 35 km, and 45 km). This test cannot replace the test with cuboidal sampling volumes, because events sampled with cylindrical volumes are counted multiple times, therefore biasing the overall result when summing over the log-likelihoods. Nevertheless, the results taken node by node are correct for a test designed to be performed on cylindrical sampling nodes, only the summation over all nodes would introduce a bias.
[30] We now examine the test results in detail for 4 selected nodes. The log-likelihood ratios show the largest negative value (that is, most favorable to spatially varying b value) at the asperity marked as volume 4 in Figure 1 . Even though the activity of this volume increased in the observation period compared to the learning period, hypothesis H 1 performs much better (frame 4B in Figure 1 ). This is due to the very low and stationary b value of 0.56 in the learning period and 0.59 in the observation period, causing hypothesis H 2 (b = 0.89) to significantly underestimate the number of larger events. In volume 3, situated between the two b value anomalies, the asperity and the southern end of the creeping section, the b value is averaged (b = 0.88) and therefore close to the overall value b = 0.89 of the entire catalog. This creates virtually identical expectations of both hypotheses, resulting in a log-likelihood ratio of R % 0 (frame 3B). In volumes 1 and 2 we can identify changes of b values around the overall b value. This favors hypothesis H 2 , as can be seen in frames 1B and 2B, respectively.
[31] The results of the same test for a learning period of 1981-1996 and an observation period of 1996 -2003 are shown in Figure 2 . As in the previous test, hypothesis H 1 performs better in the creeping section and the asperity. In the volumes 1 and 4 marked in Figure 10 in paper 1, the b value shows nonstationary behavior. Consequently, hypothesis H 2 performed better in the probabilistic forecast test. In volume 1 the b value changed from 0.71 to 0.97, thus around the overall b value of b = 0.89. A similar behavior of the b value can be detected in volume 4, changing from 0.71 to 1.21. In total, 2682 out of 3920 computed nodes show a log-likelihood ratio of R < 0 (%68%), thus a higher likelihood for hypothesis H 1 .
Test With Cuboidal Sampling Volumes
[32] We compare the spatial distribution of the test results for a learning period of 1981 -1992 and an observation period of 1992 -2003 using cuboidal and cylindrical volumes (Figure 3) . The first impression is that for cuboidal volumes the patches have paler colors, compared to the result using cylindrical volumes. This is due to lower number of events per node, thereby generating lower absolute values of log-likelihoods and, consequently, relatively lower log-likelihood ratios. However, the distribution of blue and red patches is similar to the one resulting from the test on cylindrical volumes. Results differ only at a few nodes. To pinpoint the impact of differently shaped testing volumes and sampling parameters, we select a pronounced example of differing results: In the left frames of Figure 3 the test results of the selected volume (marked by a square in the bottom frame) are displayed. This node shows a higher likelihood of hypothesis H 2 when testing using cuboidal volumes (Figure 3 , frame RB). This outcome is dominated by the low number of events of magnitudes M < 2 and the comparatively high number of events with magnitude M ! 2.4. Even though hypothesis H 1 gives a lower expectation for events with magnitudes M > 2.5, the likelihood is dominated by the occurrence of events with magnitudes M 2.5. The log-likelihood ratio is not changing much for events of magnitudes M > 2.5. Looking at the result obtained using cylindrical volumes shows a different picture. Here the hypothesis H 1 shows a higher likelihood. It can be seen that in the case of cylindrical volumes the event distribution aligns itself with the expectations marked by the colored lines. It has a sufficient number of events to be shaped according to the Gutenberg-Richter distribution with a local b value, thereby supporting H 1 . In the case of cuboidal volumes no alignment according to the proposed Gutenberg-Richter distributions is present due to the small number of events per cell. [33] The overall result of the test on disjoint cuboidal volumes is that the sum over all log-likelihood ratios of all nodes is R = À30.13. [34] The distribution of simulated log-likelihood ratios b R 1 based on hypothesis H 1 lies closer to the line of the observed log-likelihood ratio R (dashed line in Figure 4a ). This underlines the overall better performance of H 1 , Figure 2 . Results of the probabilistic forecast test with learning period 1983 -1996 and observation period 1996-2003, using cylindrical volumes. Log-likelihood ratio R of the two models. Negative and positive ratio indicates higher likelihood for hypothesis H 1 and H 2 , respectively. 
Parameter Space Scan
[36] Extending the two tests using cuboidal sampling volumes to different magnitude ranges allows us to investigate the magnitude range dependence of the test. We use six different magnitude ranges for the tests (M 2 3.5, 7] , and M 2 [4, 7] ). It can be seen that for most of the tested parameter combinations (different dividing years of the catalog, different magnitude ranges) hypothesis H 1 performs better and that in most of the cases the alternative hypothesis H 2 can be rejected ( Figure 5 ). When testing only higher magnitudes (M ! 3.5) with a dividing year of 1996, we cannot reject H 2 . When dividing the catalog in 1996, we cannot reject H 1 for any magnitude range tested. In the case of a dividing year of 1992, we can reject H 1 , except for the higher magnitude ranges (M ! 3.5). The alternative hypothesis H 2 can be rejected for almost every magnitude range. Only for a dividing year of 1996 and magnitudes of M ! 4 hypothesis H 2 shows a higher likelihood, however, both hypotheses cannot be rejected.
[37] The development of the test results for different dividing years and magnitude ranges shows that for 91% of the parameter combinations the log-likelihood ratio R is negative, preferring hypothesis H 1 (Figure 6 ). Only a few patches (9%) in Figure 6 , mainly for magnitude ranges with M min ! 3.5, show a higher likelihood for H [38] We performed these tests for a variety of sampling parameters. We varied the radius r of the cylinders and the minimum number of events N min used for sampling earthquakes for b value computations. The minimum number of events per node defines the lower limit of the number of events to calculate a b value. Increasing the radius of the sampling volumes, while keeping the necessary minimum number of events per volume fixed, increases the number of computed nodes. Increasing the minimum number of events per node while keeping the radius fixed decreases the number of computed nodes. Additionally, decreasing the radii tends to separate the volumes of different seismic behavior, while increasing the radii tends to mix volumes with different properties and therefore smoothes b value contrasts. We also varied the range of tested magnitudes, changing the minimum magnitude from M = 1.5 to M = 4 in 0.5 magnitude unit steps. The upper limit was always set to M = 7. Its choice has no influence on the test. We tested every magnitude bin between the lower and upper magnitude limit in 0.1 magnitude unit steps.
[39] Performing this parameter test with a division year of 1992 shows, that hypothesis H 1 performs better in most (%98%) of the parameter combinations (Figure 7) . Only when using minimum magnitudes of M min ! 3.5 do a few (%2%) parameter combinations show higher likelihood for hypothesis H 2 . As in the previous test with a division year of 1992, this test reveals that for most of the parameter combinations, H 1 can still be rejected. However, it can be seen that H 1 cannot be rejected for radii of r 6 km. This corresponds to the observation we made in paper 1, where we found that sampling radii of r ! 6 km are smoothing b values at Parkfield. Also, the overall result corresponds to the trend (increasing minimum magnitude of testing prohibits rejection of H 1 ) visible in Figure 6 .
[40] Repeating this test with a division year of 1996 shows a different picture (Figure 8 , respectively. If either distribution touches one of the rejection bars, the corresponding hypothesis can be rejected. has to be rejected while H 1 cannot be rejected. When testing only the higher magnitude range, H 2 shows the higher likelihood, but H 1 cannot be rejected.
Discussion and Conclusions
[41] Probabilistic forecasting using spatially varying b values improves the forecasting quality significantly at the Parkfield segment of the San Andreas fault, compared to forecasting with a spatially constant b value. In many tests, H 1 (variable b values) is preferred over H 2 , even though H 1 could be confidently rejected.
[42] The strongest results supporting H 1 over H 2 have been found for sampling parameters which preserve the b value distribution and do not smooth it. Here, the radius of the cylindrical sampling volumes plays the main role. The b value distribution at Parkfield can be mapped best with radii of 4 -5 km (paper 1). Smaller radii do not reveal additional information, at least not down to the smallest applicable radius of about 2 km. Decreasing the radius only decreases the coverage. Tests with a division year of 1992 (Figure 7 ) showed that we cannot reject H 1 for radii of r 5 km if we use N min 100. This result is in accordance with the proposed size of characteristic volumes at Parkfield according to Wiemer and Wyss [1997] and matches our observation in paper 1.
[43] Testing only the higher magnitude ranges (M 2 [3.5, 7] and M 2 [4, 7] ) shows that too few events happened at Parkfield in the catalog's period to reveal significant results (Figures 6 and 8) . The smaller the number of observed events, the closer the cumulative distributions b R to the observation R and the smaller their difference in likelihoods ( Figure 5 ). In most of the cases, we are not able to reject either of the hypotheses. Still, H 1 more often showed a higher likelihood. The problem with testing only higher magnitudes is the small number of earthquakes forecasted. If this number is too low, the range of log-likelihood ratios based on simulated events will likely be in the range of the observed log-likelihood ratio, thus preventing the rejection of any of the hypotheses. Successfully rejecting either hypothesis requires longer observation periods for testing ( Figure 6 ).
[44] Despite the period's length, the cell size for sampling earthquakes for activity estimates (a value) is also a relevant quantity. Here we used cell sizes of 2 Â 2 km. The larger the cells, the more events per cell can be sampled and the more stable the result will become. On the other hand, large cell sizes mean a coarser resolution of the seismicity forecast. Also, the larger the cells, the more the b values are smoothed and the smaller the difference between the forecasts of the two hypotheses will become. To be able to reject one and accept the other hypothesis, we need sufficient cell sizes, large magnitude ranges, sufficient length of the observation period for getting seismicity distributions, which are aligned to the Gutenberg-Richter distribution. Only then, can H 1 be successful. This applies especially to the nodes where the difference between the overall b value and local b value is small. We have seen, that for the amount of data available at Parkfield, we can achieve significant results best with testing a magnitude range of M 2 [1.5, 7] (Figures 5 and 6 ). With a minimum magnitude of testing of M = 3.5 we reached the limit for significant results.
[45] The results support the idea that nonstationary behavior of b values is only favoring H 2 , if the values scatter around the average b value; otherwise, H 1 performs better. In paper 1, we considered volumes to have stationary b values, if the Utsu test [Utsu, 1992] did not show significant changes, but we also accepted smaller scattering, if the 1 is consistent with the observation, while H 2 can be rejected at the given significance level. White patches do not occur. White areas indicate parameter combinations for which no computation has been performed. information of a relatively low or high (below or above the average) b value was preserved. This specification is supported by the spatial tests, where H 2 showed only higher likelihoods in volumes with either average b value or large (from below to above the average or vice versa) changes in b value between the learning and observation period.
[46] Parkfield may be a special case because of its pronounced b value contrasts. We consider our analysis a first successful case study that has to be extended to larger areas and larger scaling of seismic volumes. The testing routines developed in this paper are valid universally. Therefore we will extend this study to all of California, consequently changing the size of the investigated volumes and introducing areas of different behavior. Especially, forecast testing on a grid spanning a map and not a cross section is an important future task because Gerstenberger et al. [2001] showed that the b value varies systematically with depth in California. The question will be whether these variations obscure the information in the b values and thus minimize the effect on forecasts based on spatially varying b values.
[47] The method of testing probabilistic earthquake forecasts introduced in this paper differs from past approaches in a number of ways. Jackson [1996] proposed a method of testing earthquakes in a binary way. This method judges the occurrence or nonoccurrence of events of magnitudes larger than a given threshold magnitude. It is suitable for testing larger events only. For testing lower magnitudes, we need to judge the number of observed events by computing the likelihoods of occurrence for every magnitude bin down to a low threshold magnitude (e.g., M min = 1.5). For this purpose, we developed an extension of the existing test methods. Although it seems that we used a standard likelihood-ratio test, we have to compute the significance by random simulations to construct a suitable probability distribution. In the standard approach, the significance level is given by the difference in degrees of freedom of the two models. Here, both models have zero degrees of freedom. Furthermore, none of the models is including the other, which renders the application of a standard likelihood-ratio test inappropriate.
[48] We have scanned the parameter space in order to assure that a significant result is not obtained due to a lucky or even tuned choice of sampling parameters. Because we use pseudo-prospective testing only, parameter space scans are needed for guaranteeing an unbiased analysis. Taking all this into account, we conclude that forecasts ignoring the spatial distribution of b values at Parkfield do not match the spatial future seismicity distribution. Using a constant b value, only an overall estimate of the future seismicity distribution is possible. According to previous studies at Parkfield [Wiemer and Wyss, 1997] and at the San JacintoElsinore fault zones , we see the need to spatially determine the future seismicity for roughly estimating recurrence times of the asperity patches. Overall estimates mix the information contained in the different smaller volumes and therefore obscure the largely different seismic behavior of these patches.
[49] We found only few (%10% in total, none when testing magnitude ranges with M min 3) combinations of parameters of computing b values and performing the test for which hypothesis H 2 showed a more likely forecast. The main differences between the parameter settings are the degree of smoothing of the existing b value contrasts, still keeping the extreme b values persistent. This again underlines the importance of b values and their impact on forecasting future seismicity and magnitude distributions. It also emphasizes the hypothesis that local recurrence times give solid estimates of future main shock locations and may contain valuable information about their recurrence.
[50] Nevertheless, we also found limitations of our proposed testing procedure. First of all, for testing only higher and seismic hazard related magnitudes we need longer periods of instrumental catalogs. The 22 years of excellent catalog quality are not long enough for this task in this area because only eight events with magnitude M ! 4 occurred in this period. Testing forecasts with observation periods of a few years may not show any significant preferences for Figure 8 . Results of the likelihood-ratio test for the periods 1983-1996 versus 1996 -2003 with varying radii r, minimum numbers N min , and varying minimum magnitudes M min (M 2 [M min , 7] ). The four colors mark four different outcomes of the test. The darkest gray indicates that H 1 is consistent with the observation, while H 2 can be rejected at the given significance level. White patches do not occur. White areas indicate parameter combinations for which no computation has been performed. either model because the amount of testable data is too small. Consequently, we cannot counter the argument that the size distribution of small events may not be connected with the occurrence of larger events of M ! 5. Such breaks in scaling have been proposed by a number of studies at a number of magnitudes; however, they have not been tested in a rigorous fashion. Our study cannot address this question in a statistically rigorous fashion; however, we point out that using spatially variable b values results in recurrence times of M = 6 event in the Parkfield region that is consistent with the historical record [Wiemer and Wyss, 1997] .
[51] Using the parameter scans shown in Figures 6, 7 , and 8, we are now able to select the free parameters such that they give a favorable forecast (r = 5 km, N min = 50). In doing so, we create a single forecast model for the Parkfield region that contains no free parameters. We used as learning period the years 1981 -2003. This model can now be tested in a prospective forward looking test, which is the final validation of any hypothesis. We have started prospective testing on 1 January 2004. We automatically download the seismicity in the testing regions from the NCEDC, with a time lag of 7 days to allow final processing of the locations and magnitudes. The observed seismicity of M1.5 and above is then tested against our forecast model, and also against a model that uses the overall b value. Results of the likelihood-ratio test and their significance are displayed on automatically updated Web pages (http://www.seismo. ethz.ch).
