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ABSTRACT
Touch screens have a delay between user input and corre-
sponding visual interface feedback, called input “latency” (or 
“lag”). Visual latency is more noticeable during continuous 
input actions like dragging, so methods to display feedback 
based on the most likely path for the next few input points 
have been described in research papers and patents. Design-
ing these “next-point prediction” methods is challenging, and 
there have been no standard metrics to compare different ap-
proaches. We introduce metrics to quantify the probability of 
7 spatial error “side-effects” caused by next-point prediction 
methods. Types of side-effects are derived using a thematic 
analysis of comments gathered in a 12 participants study cov-
ering drawing, dragging, and panning tasks using 5 state-of-
the-art next-point predictors. Using experiment logs of actual 
and predicted input points, we develop quantitative metrics 
that correlate positively with the frequency of perceived side-
effects. These metrics enable practitioners to compare next-
point predictors using only input logs.
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INTRODUCTION
Most interactive systems have a delay between user input and 
corresponding interface feedback, referred to as input “la-
tency” (or “lag”) [26]. End-to-end latency is the total time 
required by dependent subsystems (e.g. sensing, recogni-
tion, stored memory, rendering) to convert an input action 
into application commands with user feedback [12, 29]. Cur-
rent touch devices have end-to-end latencies between 60 and 
200 ms [33]. Some subsystems like touch sensors can be 
very fast [23], but complete suppression of latency from all 
sources in general purpose computing is unlikely: some feed-
back takes time to compute and the 15 ms per display frame is 
noticeable [33]. Even very small latencies are noticeable with 
a direct input device like a touch screen [7]. Any discrepancy 
between visual feedback and input is more noticeable with
direct input, and even more so when continuous on-surface
input [7, 33] like drawing, dragging, scrolling, and panning.
In fact, studies show people detect latency as low as 2 ms [17]
and latency above 10 ms degrades performance [14, 17, 33].
Low-latency visual feedback can be displayed by predict-
ing near-future input actions. For continuous on-surface
input, this means predicting the most likely path for the
next few input locations. Such “next-point” prediction tech-
niques have been the topic of research [14, 45], described
in many patents [4, 5, 19, 25, 30, 40, 43, 46, 47], and imple-
mented in some operating systems [1, 2, 39]. Ideally, input
should be predicted far enough in the future to cancel out to-
tal end-to-end latency, but spatial accuracy typically degrades
with greater prediction time. Next-point techniques have at-
tempted up to 75 ms [14], but most predict only a single frame
(up to ∼ 16 ms). Designing next-point techniques to cancel
out end-to-end latency is a challenging goal requiring princi-
pled evaluation methods. Previous work compared conserva-
tive prediction techniques using metrics like root mean square
error (RMSE) [22] and worst Euclidean error distance [21].
The question is whether these general-purpose metrics effec-
tively capture the degree to which people perceive different
spatial accuracy errors when predicting far into the future.
In this paper, we contribute metrics to calculate the magnitude
of 7 classes of spatial inaccuracies caused by next-point pre-
diction methods: “lateness”, “over-anticipate”, “wrong dis-
tance”, “wrong orientation”, “jitter”, “jumps”, and “spring
effect”. We identified these “side-effects” using a thematic
analysis of comments gathered in a 12 participant study in
which they performed open-ended continuous on-surface in-
put actions simulating typical drawing, dragging, and pan-
ning tasks. They performed these tasks with a no-prediction
control, and 5 state-of-the-art predictors configured to predict
68 ms to compensate for the full end-to-end latency of our
apparatus. Using experiment logs of actual and predicted in-
put points, we developed our metrics to model the severity
of different side-effects. Then, using linear regression mod-
els on aggregate experiment data, we show that these metrics
accurately predict the probability of people perceiving these
side-effects. In contrast, we show that current previous mea-
sures do not consistently capture all perceived side-effects.
Our work enables practitioners to design new predictors with-
out running studies at the earliest steps of the process, to ef-
ficiently compare new and existing predictors based on ac-
tual and predicted data, and will encourage systematic bench-
marking of next-point prediction techniques.
BACKGROUND AND RELATED WORK
Using various measurement techniques [9,13,16,18,33] end-
to-end latency in consumer touch screen devices has been
quantified. For example, Ng et al. [33] found latencies be-
tween 50 and 200 ms, and the Agawi TouchMark latency
benchmarks [16] report latencies between 72 and 168 ms.
This has motivated research on the impact of latency on task
performance, human perception of touch latency, and pre-
diction techniques to compensate for latency. We review all
these areas below, focusing on touch input, but with examples
from other input methods when relevant.
Impact of Latency on Task Performance
End-to-end latency has long been an important issue for im-
mersive graphical systems like Virtual and Augmented real-
ity, causing potential motion sickness [31] and reducing per-
formance. For example, Ware and Balakrishnan [41] found
latency greater than 100 ms affected some augmented reality
task performance. Early work evaluating latency in graphical
user interfaces by Miller [28] and Schneiderman [38] sup-
ported this 100 ms latency rule-of-thumb. MacKenzie and
Ware [26] include latency in pointing task models, and show
latencies above 75 ms have an effect. In real-time games,
Pavlovych and Gutwin [35] found accuracy acquiring fast
moving targets dropped significantly with more than 50 ms
latency. Pavlovych and Stuerzlinger [36, 37] found latency,
jitter, and drop-outs can affect performance differently.
For touch input, Anderson et al.’s [6] qualitative evaluation
of high-level tasks like web browsing and ebook reading con-
cluded that latencies above 580 ms were unacceptable. How-
ever, subjective comments miss quantitative differences. For
example, Jota et al. [17] found latency greater than 25 ms sig-
nificantly reduced user performance in touch dragging tasks
and Cattan et al. [14] found latency greater than 25 ms in-
creased dragging task time. This is troubling since current
touch devices have much greater latency.
Human Perception of Input Latency
Regardless of performance, increasing evidence suggests
people can perceive very low latency in direct input. With
touch, Jota et al. [17] found people detected latencies above
24 ms in touch tapping actions. For touch dragging tasks,
where there is more time to perceive offsets between feed-
back and input, Ng et al. [33] found people noticed latencies
greater than 5 to 10 ms. Deber et al. [15] even found rela-
tive latency changes as small as 8.3 ms are noticeable, par-
ticularly for dragging actions. With pen input, the perception
thresholds can be even smaller. Ng et al. [32] report 2 ms
for dragging and 6 ms for scribbling, though Annett et al. [7]
found people only perceive latencies greater than 50 ms for
higher-level tasks like writing and drawing.
Reducing latency below the level of perception is an impor-
tant goal. This would not only mitigate effects on task per-
formance, but increase the sense of directness [38] when us-
ing touch input. While improvements to touch sensors [23]
and general processing speed will help, there will always be
sources of latency that are hard to eliminate such as more
complex application functionality, higher fidelity graphics,
and network delays. Partly for this reason, researchers and
practitioners have proposed input prediction techniques.
Input Prediction Techniques and Metrics
In Virtual Reality, compensating for latency in head rotation
input is an important goal. LaViola [22] compared double ex-
ponential, Kalman, and extended-Kalman filters for predict-
ing 100 ms in the future. Using Root Mean Square Error
(RMSE) as the comparison metric, he concluded that double
exponential filter performed best. Wu et al. [44] compared
a Kalman filter, linear extrapolation, and a theory-based pre-
dictor when predicting 150 ms in the future. Using average
Euclidean distance error as a metric, they found the theory-
based predictor and the Kalman filter were more accurate. In
addition, participants ranked Kalman filtering highest even
though they said it had high spatial jitter. LaValle et al. [21]
compared algorithms based on constant velocity and acceler-
ation to predict the next 20 ms of head rotation. They used
two metrics, average and worst Euclidean distance errors.
RMSE and average Euclidean distance may provide an over-
all measure of accuracy. A worst Euclidean distance metric
may capture an infrequent behaviour like jumps, but it is very
sensitive. Most importantly, none of these metrics are asso-
ciated with what people actually perceive. Given Wu et al.’s
finding that participant’s preferred Kalman in spite of high
jitter, perceived errors are a critical comparison factor.
With graphical user interfaces, methods have been proposed
for predicting the end point of a touch screen tap or mouse
click. For indirect mouse input, the goal is not to reduce
latency, but improve selection performance. Various fea-
tures and models have been evaluated, such as direction and
peak velocity [8], motion kinematics [20], kinematic template
matching [34], and neutral networks and Kalman filters [10].
These techniques rely on monitoring the movement of the
mouse cursor in between two clicks, something that is not
possible with current touch input since the finger is in the air
between taps. Xia et al. [45] use a motion tracking system
to log intermediate finger positions in the air between taps.
They were able to reduce touch latency to 0 ms by accurately
predicting the end point up to 100 ms in the future.
These techniques all use a Euclidean distance error metric
to compare the predicted end point and the target end point.
In addition, end-point predictors leverage pointing movement
theory [27], so they do not translate to continuous on-surface
movements where movement direction, speed, and accelera-
tion can change drastically without any relationship to the end
point. In the following section, we survey next-point predic-
tion methods for continuous on-surface movements.
NEXT-POINT PREDICTION TECHNIQUES
Existing techniques for next-point prediction can be classified
using their underlying principle: Taylor series, Kalman filter-
ing, curve fitting, and heuristic approaches. Most have been
published only as patents [4, 5, 19, 25, 30, 40, 43, 46, 46, 47]
which can be difficult to read for the uninitiated. We use six
of these representative predictors in our evaluation, so pro-
viding details with consistent terminology and notation will
decrease effort to replicate our work. For these reasons, we
describe existing next-point prediction techniques in detail.
Taylor series
Basing a predictor on the Taylor series implies trajectories
can be modelled as an infinitely differentiable function. The-
oretically, a point P̂(t) around some future event time t0 may








Without loss of generality, we assume t0 = 0 so t = t− t0 and
t becomes the amount of time into the future to predict. We
use this notational simplification in all following equations.
First order Taylor series
If only the first derivative is considered, Eq. 1 becomes:
P̂(t)≈ P(0)+P′(0) t (2)
where P(0) is the current finger position and P′(0) is the in-
stantaneous velocity of the finger. This prediction is used by
Lincoln [25] to predict pen input 50 ms in the future, Cattan
et al. [14] to predict touch points between 25 and 75 ms in
the future, and by Zhao et al. [46] to predict one frame in the
future (approx. 16 ms assuming 60 frames-per-second input).
Only Cattan et al. report the results of an evaluation. Using
a straight-line dragging docking task, they found movement
time decreased when fully compensating for 25 ms latency.
At 75 ms, undershooting and overshooting became noticeable
(p.5), presumably reducing performance. Our experiment ex-
amines the perception of these kinds of “side-effects.”
When using only the first derivative, the assumption is that the
velocity remains constant over the time frame of the predic-
tion. Using higher order derivatives relaxes this assumption.
Second order Taylor series
Adding the second order derivative, Eq. 1 becomes:




where P′′(0) is the acceleration of the finger. Wang [40],
Zhou [47], and Zhao et al. [46] use this formulation for pre-
dicting the next frame. Both Wang and Zhou determine P′(0)
and P′′(0) based on the instantaneous speed and acceleration
over the last few input frames. If the prediction time is a mul-
tiple of the frame period, Eq. 3 can be written as:
P̂(t) = 2.5 P(0)−2 P(−t)+0.5 P(−2t) (4)
This is Zhao et al.’s [46] formulation where t is the period of
a single frame (approx. 16 ms assuming 60 Hz input).
In theory, Taylor series prediction will work if the infinite
sum of derivatives really models future movements and those
derivatives can be estimated accurately.
Kalman filter
Kalman filters are composed of a process model (a transi-
tion matrix between previous and current states, and a pro-
cess noise covariance matrix), and a measurement model (a
measurement matrix combining the information from differ-
ent sensors and a measurement noise matrix). The standard
Kalman filter uses a discrete-time linear stochastic equation
for the process model and assumes process and measurement
noises are independent, white, and normally distributed [42].
Kalman combines the raw information from the sensors and
the prediction of the model to obtain the best estimation of
a state taking into account model and measurement noise. If
model noise exceeds measurement noise, measurement will
dominate (and vice versa).
Kalman filters are excellent for prediction when equations can
precisely describe a system’s behaviour. There is no complete
model for finger motion, so simple models based on Tay-
lor series are used [22, 24, 44]. Moussavi [30] predicts the
next touch point frame (approx. 16 ms) using a second order
Taylor’s series for the process model and a covariance matrix
and Kalman gain measurement model. Luo et al. [4] use a
semi-Kalman filter without the covariance matrix calculation
to also predict the next frame.
Curve fitting
Another approach is to fit a curve to recent touch points, and
predict using extrapolation. Qingkui et al. [5] fit a polynomial
to the last 50 to 60 input points, and use the curve tangent and
polynomial derivative to predict the next touch point frame
(approx. 16 ms). They fit polynomials with order between 2
and 7 using the least square method.
Heuristic Approaches
Kim et al. [19] use either speed or acceleration as the primary
factor for prediction. Magnitude of direction change (the an-
gular difference between vectors formed from the new point
to previous point, and the previous point to the next previous
point) is a heuristic to choose from two formulas. If direction
change d is less than 15◦, then velocity dominates, otherwise
acceleration dominates. This is used to predict the next touch
point frame (approx. 16 ms) with the following equation:
P̂(t) =
{




Current next-point prediction methods are not perfect, all ex-
hibit some degree of spatial accuracy errors. Previous work
evaluating and comparing predictors [14,45] have focused on
task time, but that does not capture how people perceive pre-
diction errors. Consider Wu et al.’s [44] finding that people
are less bothered by jitter in head input prediction, and Cattan
et al.’s [14] observation that spatial errors like overshoots and
undershoots become a problem.
Therefore, the goal of this experiment is to classify and quan-
tify spatial accuracy prediction errors that people notice with
next-point prediction for touch input. These visible errors are
the “side-effects” of imperfect prediction. We use a thematic
analysis of comments from participants as they performed
typical continuous on-surface touch input tasks with 5 state-
of-the-art next-point prediction methods. All predictors are
configured to predict 68 ms in the future to compensate for
the perceivable end-to-end latency of our apparatus and to
increase the frequency of observable side-effects. Using our
results, we develop metrics to measure the magnitude of side-
effects and estimate the probability of perceiving them.
Participants
We recruited 12 participants: 1 left-handed, 4 female, 23 to 34
years old (µ28.3 σ3.7). Six participants identified as Human
Computer Interaction professionals or students (P0-P5). This
group was recruited to see if “experts” were more capable of
perceiving and describing side-effects. As we report below,
no significant effect on perception was found, but experts use
more precise language for descriptions. All participants were
frequent computer users (min 4 hours per day, µ9.3 h, σ2.9 h)
and all but one used touch input more than one hour per day
(µ2.3, σ1.8).
Apparatus
Experiment software was implemented in Java 8 on a Mi-
crosoft Surface Pro tablet (Windows 8.1 Pro with no OS-level
trajectory prediction, dual-core 1.7 GHz CPU, 126 Hz in-
put). Using Ng et al.’s method [33], we determined an aver-
age touch latency of 72.6 ms (SD 7.9). A camera captured
finger movements, tablet feedback, and audio comments.
Next-Point Prediction Techniques
We included five of the prediction approaches described in the
previous section (source-code is available1). All predictors
were configured to predict 68 ms in the future. This is to re-
duce the perceivable portion of the 73 ms end-to-end latency
of our apparatus down to an unperceivable 5 ms latency [33].
FIRST – A first-order Taylor series (Eq. 2), based on Lin-
coln [25] and Cattan et al. [14]. The instantaneous velocity
is estimated using the two most recent finger positions.
SECOND2 – A second-order Taylor series, based on Zhao
et al. [46] (Eq. 4). This technique was designed to predict
one frame in the future using a linear combination of three
previous input frames. To predict 68 ms in the future, we
found that scaling the entire linear combination approach to 3
past input positions spaced 68 ms apart performed best.
KALMAN – A Kalman filter, based on Moussavi [30]. We
used the OpenCV Kalman implementation with process and
measurement model matrices provided on page 10 of the
patent. The measurement noise was hand-tuned until obvi-
ous prediction errors were minimal.
CURVE – Curve fitting using a second order polynomial,
based on Qingkui et al. [5] and least square fitting over the
1http://ns.inria.fr/mjolnir/predictionmetrics/
2We piloted the general second order Taylor method used by
Wang [40] and Zhou [47] (Eq. 3), but extrapolating 68 ms using
acceleration calculated from the three previous frames, or three pre-
vious positions spaced 68 ms apart, exaggerated errors making input
uncontrollable and the method completely unusable.
last three points. To eliminate singularities (e.g. three points
aligned on the Y axis), we determine a reference frame corre-
sponding to the principal axis of the points’ inertia matrix and
work in this reference frame, then transform the interpolated
points back to the world reference frame.
HEURISTIC – The heuristic approach to emphasize speed or
acceleration by Kim et al. [19]. Like SECOND, we found scal-
ing the linear combination approach to 3 past input positions
spaced 68 ms apart performed best.
During a continuous movement, each predicted point is re-
placed with the actual input point once the latter is processed
by the system (after the 73 ms end-to-end latency time in our
case). This reflects the objective of next-point prediction to
make visual feedback more responsive, not to filter all input.
By ultimately reverting to actual positions, prediction errors
do not alter final input like drawing strokes. We also found
predicted positions could fall far outside the display (due to
near singularities in acceleration calculations for example).
Since these large errors typically last less than 3 frames, we
suppress points predicted outside the display by reusing the
previous predicted point. We believe this was not noticed
since no participant comments related to “feedback freezing.”
Tasks
We designed three generic on-surface input tasks spanning
different levels of visual feedback: drawing a shape, drag-
ging a square, and panning the background. The purpose
is not to measure error or time, but to provide a stimulus
with which participants explore different movement direc-
tions, curvatures, lengths, speeds, and acceleration profiles.
Drawing
Moving the finger created a black .5 mm stroke ending with
the prediction. Pressing ‘C’ on a physical keyboard cleared
the canvas. First, participants traced over light coloured
shapes – a house, an ellipse, a five-pointed star, and a zigzag –
spanning most of the display (Fig. 1 a). Initially, shapes were
presented in random order, but after the participant could
switch between them by pressing the ‘S’ key. After, they
sketched freely on the canvas ignoring the shape (Fig. 1 b).
(a) (b)
Figure 1: Drawing task: creating black strokes with the finger: (a) trac-
ing over a shape; (b) free sketching ignoring the shape.
Dragging
This task simulates a generic docking action where an ob-
ject is dragged from one location to another (e.g. moving an
icon). A 12.5 mm square is dragged to a 17 mm square dock
located 134 mm away (Fig. 2 a). When dragged, the square is
rendered at the predicted point. On release, the sensed input
(a) dragging task (b) panning task
Figure 2: (a) Dragging task: a square object is moved to dock; (b) Pan-
ning task: a background grid is translated in any direction.
position where the finger was lifted is used. Similar to the
sketching portion of the drawing tasks, participants were also
encouraged to move the square following arbitrary paths.
Panning
This generic task simulates interactions that manipulate a
large area of the display, such as two-dimensional panning
(e.g. maps), horizontal paging (e.g. viewing photos), and
vertical scrolling (e.g. web pages). A repeating grid of multi-
coloured squares (each 9-mm, spaced 35-mm) is translated
in any direction using finger movements (Fig. 2 b). A multi-
coloured grid pattern makes it easier to visually track. Like
dragging, the grid is translated using the predicted position
during movement and actual position upon release. Partici-
pants were asked to pan in different directions and try com-
bining multiple short motions in the same direction.
Design
With the exception of participant EXPERTISE as a minor
between-subject factor (EXPERT, NONEXPERT), the experi-
ment design is within-subject, full factorial. Each participant
was exposed to all PREDICTORS and all TASKS. PREDICTOR
has 6 levels: the 5 predictors (FIRST, SECOND, HEURISTIC,
KALMAN, CURVE) and a control condition with no predic-
tion (CONTROL). TASK has 3 levels (DRAWING, DRAGGING,
PANNING). All TASKS are presented in random order for each
PREDICTOR. The order of PREDICTOR is balanced with a
6×6 Latin Square. In sum: 6 PREDICTORS × 3 TASKS = 18
conditions per participant.
Procedure
Participants were given basic explanations of latency and the
concept of touch prediction to provide some baseline termi-
nology. They were also explained each TASK. Then they
were told their goal is to describe every behaviour that dif-
fers from a hypothetically perfectly responsive visual inter-
face. Once this introduction was complete, the recorded por-
tion of the study began with the first TASK using the first
PREDICTOR. Participants were asked to explore different
movement directions, curvatures, lengths, speeds, and accel-
eration profiles while interacting with the task stimulus. Once
all tasks had been presented for a PREDICTOR, the participant
could try any of the tasks again. During, or immediately after
this exploration, the participant was prompted to verbally de-
scribe problematic behaviours of the task feedback. These de-
scriptions often captured both the behaviours they perceived
(“falling behind”, “jumping around”, etc.) and when they oc-
curred (which task, what kind of motion, what portion of the
movement, etc.) They were asked to rate every problematic
behavior using a 5-point Likert-type scale: (1) “not disturb-
ing at all”; (2) “a little disturbing”; (3) “disturbing”; (4) “very
disturbing”; (5) “unbearable/unacceptable”.
Note than absolutely no predictor details were provided, even
when requested. The control condition (CONTROL) was not
identified, participants were only told there were 6 different
predictors. Participants were allowed to take breaks at any
time and encouraged to take breaks between predictors. Each
session lasted approximately one hour.
RESULTS
We recorded and transcribed 340 comments: an average of
28.3 (sd 4.4) per participant, 56.7 (sd 2.9) per predictor. Com-
ments from French-speaking participants were translated to
English by one of the authors, and then reviewed for accu-
racy by two other bilingual individuals.
Categorized Codes
We performed a thematic analysis [11] on all 340 comments.
The analysis included the deductive approach to classify
comments based on patterns observed by the experimenter
during the study, and the semantic approach to classify com-
ments based on their wording. In accordance with thematic
analysis, this was an iterative process during which the whole
set of comments was passed through every time a new code
was proposed, discarded, split, or merged depending on its
relevance and redundancy. This resulted in 30 codes classi-
fied into four categories:
SIDE-EFFECT – A spatial accuracy error was observed and at
least partially described, like “wrong orientation” or “jitter”,
as opposed to, e.g., “random” or “visible prediction”. These
codes are the main result we are interested in.
CONSEQUENCE – A consequence on overall visual percep-
tion or on the feasibility of a task, for example: “random”,
“bad for precision”. These codes may suggest how a predic-
tion method affects perception and task performance.
CONTEXT – The specific circumstances in which an obser-
vation occurred, for example during “direction change” or
during “fast movements”. These codes can identify when a
SIDE-EFFECT or CONSEQUENCE is more likely to occur.
NON-NEGATIVE – A neutral or positive comment, sometimes
to mitigate the impact of a reported problem. For exam-
ple, “Quite responsive, not many other effects” (P3). Cod-
ing comments as neutral or positive helped classify the other
more relevant comments. There were 68 occurrences made
by all 12 participants, but they were not coded beyond the
NON-NEGATIVE classification or used in our analysis.
Table 1 provides descriptions of all SIDE-EFFECT,
CONSEQUENCE, and CONTEXT codes with occurrence
counts and aggregated disturbance rankings where appli-
cable. In the following results, we focus on SIDE-EFFECT
codes, and later use these SIDE-EFFECT codes as the basis for
spatial accuracy metrics designed to measure the probability







“lateness” 54 12 2 1 The prediction was perceived as late, or slow to react to the actual movement.
“over-anticipate” 45 11 3 4 The prediction was perceived as too far ahead in time, or to over-react to the user input.
“wrong distance” 57 11 3 4 The prediction was distinguishably far from the finger’s actual location.
“wrong orientation” 29 12 3 4 The prediction was not going in the same direction as the finger motion.
“jitter” 49 11 3 5 The prediction was perceived as trembling around the finger location.
“jumps” 39 12 4 5 The prediction appeared to jump away from the finger at times.








“stick” 10 5 2 2 A short line at the end of the stroke; sometimes of constant orientation, like a pen cursor.
“random” 38 11 4 5 Could not understand the logic behind some aspects or all of the prediction trajectory.
“multiple feedback” 24 6 4 5 Seemed like more than one visible feedback (likely caused by jitter and persisitence of vision).
“blurry” 3 1 1 1 Visual feedback appeared blurry.
“visible prediction” 15 6 2 1 The prediction was visible (as opposed to perfectly under the finger).
“disturbing” 13 7 4 4 The prediction was deemed unpleasant or disturbing.
“bad for completion time” 5 3 3 3 The prediction supposedly harmed time performance.










“bad for task completion” 14 7 3 3 The prediction made it difficult to perform the current task, or an aspect of it.
“beginning of movement” 9 2 An effect, whatever it was, was observed at the beginning of the stroke movement.
“end of movement” 34 11 An effect was observed at the end of the stroke movement.
“new targets” 7 3 The participants were under the impression that the prediction was target-aware.
“straight movements” 7 5 An effect was observed during straight movements.
“angles” 23 9 An effect was observed during sudden direction changes.
“curves” 16 8 An effect was observed during curved trajectories.
“direction change” 40 10 An effect was perceived as dependent on direction changes (includes all of Angles and Curves).
“speed change” 5 4 An effect was observed specifically during a change of speed.
“fast movements” 64 12 An effect was observed during fast movements.
“slow movements” 30 10 An effect was observed during slow movements.
“speed dependent” 93 12 An effect was perceived as dependent on input speed (includes all of Fast and Slow).








“long strokes” 2 1 An effect was perceived for long strokes only.
Table 1: Codes by category: total occurrences (Occ.); total participants (Part.) mentioning; disturbance rating (Dist.) (lower is better).
Effect of Participant on Codes
We first examine effects of participant and EXPERTISE on the
probability that a given code is reported. For each participant
comment and each code, we create an indicator variable as-
signing ‘1’ if the comment matches the code, ‘0’ otherwise.
This data is not normally distributed, so we use one-way
Kruskal-Wallis tests with two null hypotheses: (i) EXPERTISE
has no effect on the response; and (ii) participant has no ef-
fect on the response. Post-hoc tests are Steel-Dwass all-pair
(non-parametric) tests with a significance level of 5 %.
Participant EXPERTISE had no significant effect on any codes:
perceiving these core issues did not require an expert’s eye.
NON-EXPERTS used vague terms more often leading to “ran-
dom” and “annoying” codes, and expressed more comments
related to the consequences of “curve” trajectories and on
“precision”; NON-EXPERTS were more likely to comment on
the “beginning of movement” context (all p < .05).
PARTICIPANT had a significant effect on “lateness”, “jitter”,
and “spring-effect” (among SIDE-EFFECT codes, all p< 0.5).
Post-hoc tests only found P3 more likely than P4 to notice
“lateness”. Overall, this indicates reasonable consistency.
Effect of Task and Predictor on Side-effects
Of interest is whether there is an effect of TASK or
PREDICTOR on the probability that a given SIDE-EFFECT
code is reported. If there is, then estimating probability could
be a method to evaluate predictors, perhaps even when used
for different tasks. Similar to above, we created an indica-
tor variable for each code and each TASK × PREDICTOR by
assigning ‘1’ if any corresponding comments mentioned the
code and ‘0’ otherwise. As before, this data is not normally
distributed, so one-way Kruskal-Wallis tests are used with the
two null hypotheses: (i) TASK has no effect on the response;
(ii) PREDICTOR has no effect on the response. Significant
effects are reported in subsections below, post-hoc tests are
Steel-Dwass all-pair tests. Significance levels are reported as
follows: * p< .05, ** p< .01, *** p< .001, **** p≤ .0001.
TASK had a significant effect on all SIDE-EFFECT codes ex-
cept “lateness” and “spring effect” (all p < 0.05). Table 2
lists significant differences: all but “wrong distance” sepa-
rate DRAWING from one or both PANNING and DRAGGING.
Code Effects
“over-anticipation” PANNING < DRAWING (***)
“wrong distance” PANNING < DRAWING (****), DRAGGING (**)
“wrong orientation” DRAWING > PANNING, DRAGGING (**)
“jitter” DRAWING < PANNING, DRAGGING (****)
“jumps” DRAWING < PANNING (*), DRAGGING (***)
“stick” DRAWING > PANNING, DRAGGING (**)
Table 2: Steel-Dwass tests for TASK.
PREDICTOR had a significant effect on all SIDE-EFFECT
codes except “spring effect” and “stick” (all p < 0.05). Ta-
ble 3 lists significant differences. Unsurprisingly, participants
reported significantly less side-effects with CONTROL, except
for “lateness”. In fact “over-anticipate”, “wrong orienta-
tion”, “jitter”, “jumps”, and “stick” were never reported
with CONTROL. This was further supported by overall com-










Figure 3: Conceptual illustration of how side-effects are perceived (see
also the accompanying video for side-effect demonstrations).
Similar to CONTROL, participants noticed more “lateness”
with KALMAN. There is also a possible trend of fewer
comments leading to “over-anticipation”, “wrong distance”,
“jitter” and “jumps” with KALMAN. This may be due to the
Kalman filters’ self-correcting mechanism. Assuming most
predictions were observed to have a low accuracy (they were
based on second order Taylor’s series, similar to SECOND),
the predictor would rely very little on its own predictions,
therefore behaving similarly to CONTROL.
Disturbance Ratings
Contingency analyses revealed significant effects of SIDE-
EFFECT (Pearson χ2 = 179.4, **), TASK (42.6 ****), and
PREDICTOR (251.3 ****) on the overall disturbance rank-
ings: “lateness” was rated less disturbing (median 2, mode
1) than other SIDE-EFFECT codes (medians ≥ 3, modes ≥ 4);
DRAWING was rated less disturbing (median 3, mode 2) than
DRAGGING and PANNING (3, 5); and CONTROL (median 2
mode 1) and KALMAN (1, 1) were rated less disturbing than
other PREDICTORS (medians 3 or 4, modes 4 or 5).
Code Effects
“lateness”
CONTROL > FIRST (**), HEURISTIC (*)
CONTROL > SECOND (***), CURVE (****)
KALMAN > CURVE (****), SECOND (**), FIRST (*)
“over-anticipation” CONTROL < SECOND (****), HEURISTIC (**)
SECOND > CURVE (*), KALMAN (**)
“wrong distance” CONTROL < SECOND, FIRST, HEURISTIC (**)
KALMAN < HEURISTIC, SECOND (*)
“wrong orientation” CONTROL < HEURISTIC (**)
“jitter”
CONTROL < SECOND (**), CURVE, FIRST (***)
KALMAN < SECOND (**), CURVE, FIRST (***)
HEURISTIC < CURVE, FIRST (*)
“jump” CURVE, FIRST > CONTROL, KALMAN (*)
Table 3: Steel-Dwass all-pair tests for Predictor.
Code 1 Code 2 ρ p
“wrong distance” “lateness” -.109 *
“wrong distance” “over-anticipate” .429 ****
“wrong orientation” “over-anticipate” .129 *
“wrong orientation” “wrong distance” .145 **
“jitter” “lateness” -.178 **
“jitter” “over-anticipate” -.16 **
“jitter” “wrong distance” -.184 ***
“jumps” “lateness” -.131 *
“spring effect” “jitter” -.143 **
“stick” “wrong orientation” .196 ***
Table 4: Spearman correlation between SIDE-EFFECTS. Positive values
mean those two codes were frequently observed together; negative val-
ues mean those two codes were frequently observed separately.
Correlations
To test if relationships exist between SIDE-EFFECT codes, we
examined Spearman’s rank correlations (ρ) (Table 4). The
strongest correlation is between “wrong distance” and “over-
anticipation”. Although thematic analysis did not group
these together, this suggests a similarity. In fact, the follow-
ing section describes how one metric models the magnitude
of both of these SIDE-EFFECT codes quite well. We also cal-
culated Spearman’s rank correlations between all codes and
TASKS. This is provided in Appendix I for completeness.
SPATIAL ACCURACY METRICS
Our experiment found that people perceive different kinds of
spatial error side-effects caused by next-point predictor inac-
curacies. Moreover, we found evidence that the frequencies
of several side-effects are significantly affected by the predic-
tor and task. This suggests that estimating the probability of
perceiving side-effects, especially the most disturbing ones,
could be an effective way to evaluate and compare different
predictors. However, conducting an experiment with qualita-
tive coding to evaluate each new predictor requires significant
time, effort, and skill. As an alternative, we developed a set
of metrics to estimate the magnitude of 7 side-effects using
input logs (metric source code is provided1).
Definition and Procedure
Each spatial accuracy metric computes a scalar value estimat-
ing the side-effect magnitude (the degree to which predicted
points will cause a specific side-effect). A metric consumes a
single touch input stroke from finger-down to finger-up with
timestamped x-y positions for both the predicted position and
the actual (zero-latency) finger position. We estimate this
ground-truth finger position using the position of the input
event occurring 68 ms after the prediction (the future predic-
tion time). The last 68 ms of the stroke is truncated since
ground-truth positions cannot be estimated. Most of our met-
rics first identify pairs of finger and predictor positions ex-
hibiting the side-effect and then use those positions to com-
pute the magnitude. If no pairs are found, the metric re-
turns 0. This avoids smoothing out spurious side-effects like
RMSE.
The average metric magnitude across strokes is transformed
into the probability of noticing a side-effect using linear re-
gression models. The probabilities to model are frequencies
of side-effect occurrence as reported by participants for each
predictor. Reports are treated as an indicator variable (i.e.
a participant reporting the same side-effect three times for a
predictor and task counts as one report). The sum of these
report indicator variables are converted to a probability by di-
viding by 36 (12 participants x 3 tasks). We calculate the av-
erage metric magnitude for strokes associated with each pre-
dictor condition and find the linear regression for each met-
ric.
The models are built using 5,955 strokes from the experiment
above. Note that 6,454 strokes were logged, but we removed
the first 5th duration percentile (< 47 ms) assuming partici-
pants could not see any side-effects in such a short time, and
we removed the last 5th percentile (> 6290 ms) because ex-
tremely long strokes added additional latency to display all
the points.
This procedure and the final metrics below were developed
after significant trial and error to satisfy multiple success cri-
teria: formulas should relate to side-effect characteristics and
description; simple formulas should be used, with minimal
number of parameters; parameters should be robust to varia-
tion; correlation to the modeled side-effect should be positive
and linear, to facilitate interpretation.
Metrics and models
Our metrics model the 7 most common side-effects: “late-
ness”, “over-anticipate”, “wrong distance”, “wrong orien-
tation”, “jitter”, “jumps”, and “spring effect”. We did not
model “stick” since it was noted by only 5 participants (all
others were identified by 11 or 12 participants) and it only
had 10 occurrences (all others occurred 29 to 57 times).
Lateness
The lateness metric measures side-effects perceived as “late,
or slow to react to the actual movement.” The characteristic
captured is whether the predicted point is behind the finger.
This is done by first defining two vectors (Fig. 4 a): the finger
direction f = Fi−Fi−1, where Fi and Fi−1 are the current and
previous finger points; and the direction from current finger
position to current predicted position d = Pi−Fi. If the abso-
lute angle between f and d is greater than a threshold α , the
distance ||d|| contributes to a sum. The metric is the average







||d||, if |angle(f,d)|> α (6)
where m is the number of positions meeting the criteria and
α = 90◦ is used for simplicity. Transforming this metric into
the probability of noticing a side-effect using a linear regres-
sion produces a significant model (F1,4=37.3, p= 0.003) with
an r2 of 0.90. The α parameter is robust, values between 60◦
to 120◦ produced models with r2 between 0.89 and 0.91.
Over-Anticipation
The over-anticipation metric measures side-effects perceived
as “too far ahead in time, or over-react to the actual move-
ment.” It is like lateness, except the characteristic is whether
the predicted point is in front of the finger. Similar to late-
ness, if the angle between vectors f and d (Fig. 4 b) is below a
threshold β , the distance ||d|| contributes to an average sum.
Again, β = 90◦ for simplicity.
In practice, considering only angle can result in points be-
ing misclassified when the stroke has acute direction changes
and the predicted position lags behind the finger (Fig. 4 c).
To address this, sequences of finger points are matched with
predicted points using Dynamic Time Warping (DTW) [3].
DTW finds an association between sequences so their to-
tal distance is minimized. Then, for a predicted point
Pi, the associated finger point index according to DTW
(DTWindex(Pi)) can be tested. Note this extra DTW con-





























Figure 4: Conceptual illustration showing current and previous finger
positions Fi and Fi−1 in black and current and previous predicted po-
sitions Pi and Pi−1 in red for: (a) lateness metric; (b) over-anticipation
metric; (c) case where a predicted point lagging behind the finger is mis-
takenly considered as over-anticipated.
Transforming this metric into a probability with linear regres-
sion found a significant model (F1,4=33.4, p= 0.004) with r2
0.89. The β parameter is robust, values between 60◦ to 120◦
produced models with r2 between 0.88 and 0.89.
Wrong Distance
Despite extensive trial and error, we could not formulate a
specific metric for “wrong distance” that outperforms the
over-anticipation metric above. However, this is consistent
with correlation results (Table 4): the strongest correlation we
found is between “over-anticipate” and “wrong distance”
(ρ = .429 ****). We suspect these terms might be inter-
changeable, despite hinting at different behaviours. Trans-
forming this metric with linear regression found a significant
model (F1,4=13.9, p= 0.02), with r2 0.77. The β parameter
remains robust, values between 60◦ to 120◦ produced models
with r2 remaining at 0.77.
Wrong Orientation
The wrong orientation metric measures side-effects perceived
as “not going in the same direction as the finger motion”. The
characteristic we capture is when the predicted point is both
over-anticipated or slightly lagging and traveling in a direc-
tion away from the finger path. We accomplish this by ad-
justing the over-anticipation metric to include points when
the angle between f and d is below a threshold γ . We use
γ = 90◦ for simplicity. The resulting value is the average ab-










and DTWindex(Pi)> i− k
(8)
We set γ = 90◦ and k = 10. Transforming this metric with lin-
ear regression found a significant model (F1,4=12.5, p= 0.02),
with an r2 of 0.76. For γ = 90◦, r2 ranges from 0.67 (k = 0)
to 0.39 (k = 14). For k = 10, r2 ranges from 0.67 (γ = 60◦) to
0.72 (γ = 120◦).
Jitter
The jitter metric measures side-effects perceived as “trem-
bling around the finger location”. To measure jitter in pre-
dicted points, we first create a “jitter-free” version of the pre-
dicted points as a baseline. We follow an approach by LaVi-
ola [22], and apply a zero phase shift filter to remove high
frequency noise with a first order low pass filter (we used sig-
nal.filtfilt and a first order Butterworth filter from SciPy). The
magnitude of jitter is the average Euclidean distance between
the raw predicted points and the filtered predicted points.
We use a cutoff frequency ( fcutto f f ) of 0.15 Hz. Transforming
this metric with linear regression found a significant model
(F1,4=21.5, p= 0.01) with an r2 of 0.84. r2 ranges between
0.77 for fcutto f f = 0.1 Hz to 0.68 for 1.0 Hz, but r2 drops to 0
above 2 Hz.
Jumps
The method used in the jitter metric also captures side-effects
perceived as “jumping away from the finger at times”. Set-
ting fcutto f f = 0.2 Hz we found a significant regression model
(F1,4=1638, p< 0.001) with r2 of 0.99. The sensitivity of the
cutoff frequency for jumps is similar to jitter: r2 ranges be-
tween 0.82 for fcutto f f = 0.1 Hz, to 0.89 for 1.0 Hz, and then
drops to 0 above 2 Hz.
Spring Effect
The spring metric measures side-effects that “yo-yo around
the finger”. We experimented with using acceleration di-
rectly, but found that using the second order partial derivative
of distances between each finger and predicted points to de-
tect local maxima and minima worked better. The metric re-
ports the average number of maximums and minimums over













∂ t2 < 0
(9)
Transforming this metric into a probability with regression
found a significant model (F1,4=13.7, p= 0.02) with r2 0.77.
Accuracy of the resulting models
Table 5 summarizes the regression models. For each intended
side-effect, our metric provides the best results for the in-
tended side-effect in terms of correlation. Note the slope (m)
is always positive for the intended side-effect. This makes
the metrics intuitive since higher values correspond to greater
chances of noticing a problem (and vice versa).
Our metrics provide better results than state-of-the-art met-
rics. RMSE was used by LaViola [22] and it is very simi-
lar to average Euclidean distance used by Wu et al. [44] and
LaValle et al. [21]. 95th percentile of distance between finger
points and predicted points is a more principled way to mea-
sure LaValle et al.’s [21] “worst Euclidean error distance.”
Application
Our results serve three main purposes.
First, the magnitude of a metric indicates the likelihood of
people noticing the corresponding side-effect. This can be
used to compare current predictors on relevant, user-defined
criteria, or to inform the design of new prediction methods to
avoid or balance perceived side-effects.
Second, our metric models can be used with our input logs
and experiment protocol to develop new predictors without
collecting and coding participant comments. Our input logs
(available at1) are a representative sample of touch input for
different tasks. Practitioners can use these logs to simulate
new prediction algorithms at different latencies to estimate
the likelihood that people will notice each side-effect. This
would be useful for exploring different approaches, parame-
ter tuning, and initial validation. In later stages, practitioners
can use a simplified version of our experiment protocol to
gather input logs when participants use a predictor prototype
with different tasks and latencies. The simplification is that
participant comments do not need be recorded and coded, our
metrics can be used with these more specific input logs to
estimate side-effects more accurately.
Finally, our metric-based models can be used to benchmark
predictor side-effects behaviour across different levels of pre-
diction time and end-to-end latencies. This can be used to es-
tablish practical prediction time thresholds for different pre-
dictors, reveal side-effect trade-offs implicit in different pre-
diction approaches, and guide practitioners to refine algo-
rithms to flatten side-effect probability curves. We provide
the results of such a simulation in Appendix II.
Our metrics have the potential to streamline next-point pre-
dictor design, but most importantly, they enable practitioners
to explore predictor design systematically.
DISCUSSION
Our experiment results and metric development motivate sev-
eral topics for discussion.
Noticing Latency is Least Disturbing
A general finding is that perceiving latency is less disturb-
ing than other types of spatial error side-effects introduced
by total-prediction methods. This is shown by lower distur-
bance ratings for the CONTROL condition (see p. ) and the
“lateness” side-effect (Table 1). Some participants explicitly
stated a preference for latency over other errors. To be clear,
this does not mean latency is preferred over no latency (refer
to research surveyed earlier in this paper) nor does it signal
the end for prediction research.
Our results suggest that predictors that reduce some latency
without side effects are preferred to those that remove all la-
tency with visible side effects. We emphasize the importance
of designing prediction methods that keep other types of side-
effects below a perceivable threshold.
Traditional metrics model side-effects poorly
Our work reveals that RMSE and max Euclidean distance
(tested using 95th percentile) do not quantify the kinds of pre-
diction errors that really disturb people. We found they have
reasonable correlations with the least disturbing “lateness”
side-effect (thought not as well as our lateness metric), but
they poorly capture most other side-effects (see Table 5 and
Appendix II). Moreover, RMSE and max Euclidean distance
correlate negatively with “jitter” and “jumps” side-effects
(slope m< 0 and r2 > .65 in Table 5) which means selecting a
predictor based on their lower scores could actually increase
the risk of these side-effects emerging.
Similar side-effects, metrics, and models
Some SIDE-EFFECTS are positively correlated in their re-
sponse (Table 4) or in their metric, which raises the question
of whether they are redundant. We identify three possible
causes, informed by our observations during the study.
Perceptual framework – Thematic analysis relies on the
participants’ capacity to describe an observation accurately
and in a consistent way. In effect, it emerged that our
SIDE-EFFECT codes can be categorized by the perspective
they express, e.g. temporal errors (“latency” and “over-
anticipate”), geometric errors (“wrong orientation” and
“wrong distance”), instability (“jitter” and “jumps”), or
metaphors (“spring effect” and “stick”). Interestingly, these
perspectives also emerged in our metrics: “latency” and
“over-anticipate” are best modeled by similar formulae with
different settings; the same goes for “jitter” and “jumps”. In
both cases, the side effects are not correlated (Table 4).
Hierarchical formulations – However these perspectives are
not mutually exclusive, and similar phenomena can be ex-
pressed differently under different perspectives. For instance,
while “spring effect” is a clear case of both “wrong orienta-
tion” and “wrong distance”, no significant correlation was
found. Similarly, while “latency” and “jumps” both im-
ply that the distance between finger and prediction must be
wrong, we found respectively a significant negative correla-
tion and no correlation with “wrong distance”. Overall, we
propose that users perceive or describe prediction errors first
as metaphors (e.g. a “spring” or a “stick”) or known phenom-
ena (e.g. “latency” and “jumps”), and then resort to geometric
descriptions if necessary. This would explain why arguably
trivial geometric phenomena prove challenging to formulate,
since they were not systematically reported as such.
Causal relationships – We propose that some SIDE-EFFECTS
are consequences of others, which affects their correlations
and models. For instance, “over-anticipate” expresses that
predictors were too prompt to react to changes in speed or
orientation, making the reaction disproportionate. This could
result in the prediction being far from the finger or going in
the wrong direction. Some instances of “wrong distance”
and “wrong orientation” could therefore be consequences of
“over-anticipation”. This would explain the high correlation
between the three (Table 4), and the fact that we could not
produce a metric for “wrong distance” that could beat the
“over-anticipation” metric.
Note that despite these similarities we did not merge
similarly-modelled or correlated side-effects. Our primarily
objective remains to predict what users perceive as disturbing
prediction behaviours.
Visual feedback
The nature of the reported side-effects can be strongly af-
fected by the visual feedback during different tasks (Table 2).
Some terms are directly linked to the visual feedback: “stick”
requires a trace (DRAWING), and “jumps” is more fitting to a
translation metaphor (DRAGGING, PANNING). Others terms,
while not systematically linked to a given task, might still be
affected. For instance, having a thick line linking the last de-
tected point to the prediction (DRAWING) likely emphasized
“lateness” “over-anticipate” “wrong distance” “wrong orientation” “jitter” “jumps” “spring effect”
m b r2 m b r2 m b r2 m b r2 m b r2 m b r2 m b r2
RMSE metric 0.3 -10.0 0.81 -0.1 31.4 0.14 -0.1 43.7 0.49 -0.1 22.8 0.35 -0.2 49.6 0.76 -0.2 37.2 0.82 -0.0 21.8 0.22
95th percentile metric 0.1 -12.6 0.74 -0.0 31.4 0.11 -0.1 45.3 0.45 -0.0 24.4 0.37 -0.1 51.0 0.66 -0.1 39.0 0.75 -0.0 22.7 0.24
Lateness metric 0.2 -5.9 0.90 -0.1 34.4 0.32 -0.2 43.6 0.70 -0.1 22.6 0.49 -0.2 44.3 0.74 -0.1 33.6 0.82 -0.0 21.3 0.26
Over-anticipation metric -0.6 43.5 0.65 0.6 1.0 0.89 0.5 8.8 0.78 0.2 5.4 0.44 0.4 7.1 0.37 0.3 7.0 0.34 0.1 13.5 0.11
Wrong orientation metric -2.3 79.1 0.86 0.9 -2.4 0.22 1.4 -9.4 0.61 1.0 -10.6 0.76 1.7 -20.6 0.59 1.4 -17.3 0.78 0.1 12.9 0.03
Jitter metric -2.2 72.4 0.85 0.9 -0.7 0.24 1.5 -7.7 0.71 0.7 -2.5 0.42 2.0 -22.8 0.84 1.5 -17.2 0.99 0.2 11.2 0.09
Jump metric -2.0 59.5 0.76 0.7 8.4 0.13 1.3 1.8 0.59 0.6 1.9 0.35 1.9 -12.9 0.82 1.5 -10.0 1.00 0.2 13.0 0.06
Spring effect metric -538.6 25.5 0.01 986.1 16.0 0.03 607.1 22.3 0.01 -35.9 13.1 0.00 7.0 20.8 0.00 -65.0 16.5 0.00 2006.9 7.3 0.77
Table 5: Slope (m), intercept (b) and correlation (r2) for linear regressions for each metric and side-effect. The regression models the probability of
noticing a side-effect (in %) based on the side-effect magnitude for each predictor computed by the metric. Highest r2 value by row and column in bold.
the errors in predicted orientation (see “wrong orientation”
in Table 2) while comparable behaviors in DRAGGING and
PANNING could be perceived as non-specific “jumps”. Con-
versely, systematic errors of smaller amplitudes (“jitter”) are
more noticeable when the visual feedback is larger than the
finger (DRAGGING, PANNING) than when it remains mostly
under the finger (DRAWING). Finally, feedbacks that are not
focused around the finger (PANNING) likely decrease the no-
tability of amplitude errors (“wrong distance”), provided that
the orientation is correct.
Links between Predictor Method and Side-effects
Perhaps enabled by the relatively large prediction time in our
study, we can observe some links between SIDE-EFFECTS and
how prediction methods use available input (Table 3). Us-
ing a small number of points (2 for FIRST, 3 for SECOND
and CURVE) increases the variability of the prediction, which
leads to more observed instability (“jitter”); HEURISTIC (5
points) behaved comparably better for “jitter”. Using points
within a time interval much smaller than the prediction (8 ms
for FIRST, 16 ms for CURVE) makes the prediction more sen-
sible to sensing noise and input noise, which become all the
more exaggerated by the distant prediction (“jumps”). On the
contrary, involving older data in the prediction (340 ms for
HEURISTIC) can introduce delays, especially regarding pre-
diction direction (“wrong orientation”).
Limitations
When calculating our metrics, we interpolated input points
to match predicted points using a constant estimation of the
system’s end-to-end latency. In doing so, we ignored the vari-
ability of the latency [12], which may have introduced minute
inaccuracies. Being able to capture strokes with a real time
measure of the end-to-end latency would provide better es-
timations of the finger positions, and possibly better estima-
tions of our metrics.
Thematic analysis, as all methods to identify patterns of
meaning, is sensitive to participants’ capacity for observa-
tion and expression, as well as the practitioner’s accuracy in
extracting meaningful codes. While we expect to have min-
imized the former by involving both HCI experts and lay-
men, there is always a possibility that important effects were
missed, either by them, or by us. Similarly, different predic-
tion methods might introduce new side-effects that our study
did not capture. Replications of our work, and its applications
to other predictors, latencies and contexts of use, will likely
answer these questions.
CONCLUSION
Our work is the first systematic study of different kinds of per-
ceived side-effects caused by spatial inaccuracies in current
next-point prediction methods. To make our results immedi-
ately applicable, we offer a set of metrics with linear models
to estimate the perceptual probability of the seven most com-
mon side-effects. Not only are our metrics more intuitive,
but they capture nuanced effects between predictor and side-
effects better than previous measures like RMSE.
As future work, perception thresholds for each metric could
be established using a Just-Noticeable-Difference (JND) ex-
periment [32,33]. Also, our approach to identifying and mod-
elling visual side-effects could be applied to other input con-
texts like augmented reality (where latency is a significant
issue [44]), to other devices like styluses (where a nib will
not hide small prediction errors) and to other user groups like
digital artists (who may be more aware of prediction errors).
Our goal was not to find the best predictor or suggest new pre-
dictor designs. But now, accelerated by our experiment proto-
col, a corpus of input logs, and metric source code, practition-
ers can efficiently and scientifically compare and benchmark
any next-point predictor. In addition, armed with an under-
standing of side-effects, next-point prediction designers can
now make informed decisions to minimize them, and enabled
by our metrics, they have the tools to immediately measure
their success.
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APPENDIX I: CORRELATIONS WITH SIDE-EFFECTS
General DRAGGING PANNING DRAWING














“wrong distance” “lateness” -.109 *
“wrong distance” “over-anticipate” .429 **** .394 **** .293 ** .441 ****
“wrong orientation” “over-anticipate” .129 *
“wrong orientation” “wrong distance” .145 ** .228 *
“jitter” “lateness” -.178 ** -.247 ** -.211 *
“jitter” “over-anticipate” -.16 **
“jitter” “wrong distance” -.184 *** -.217 *
“jumps” “lateness” -.131 * -.177 *
“jumps” “wrong orientation” .256 **
“spring effect” “jitter” -.143 ** -.108 *
“spring effect” “over-anticipate” .218 *






















“over-anticipate” “random” .222 *
“wrong distance” “random” .247 ***
“wrong orientation” “random” .288 **
“jumps” “random” .136 *
“over-anticipate” “bad for precision” .198 *
“wrong distance” “bad for precision” .202 *** .228 *
“wrong orientation” “bad for precision” .196 *** .375 ****





















“lateness” “neutral” -.157 ** -.197 *
“over-anticipate” “neutral” -.109 *
“wrong distance” “neutral” -.146 ** -.302 **
“multiple feedback” “neutral” -.138 *
“jitter” “neutral” -.184 *** -.245 *
“jumps” “neutral” -.157 ** -.238 *
“spring effect” “neutral” -.128 *

















“lateness” “end of movement” .258 **** .247 ** .311 ** .197 *
“lateness” “direction change” -.109 *
“lateness” “angles” -.117 *
“over-anticipate” “direction change” .262 **** .325 ***
“over-anticipate” “angles” .137 * .191 *
“over-anticipate” “curves” .2 *** .236 ** .194 *
“wrong distance” “direction change” .252 **** .197 * .229 *
“wrong distance” “angles” .193 *** .204 * .225 *
“wrong distance” “curves” .198 *** .266 ** .239 *
“wrong distance” “speed-dependent” .184 *** .3 *** .246 *
“wrong distance” “fast” .146 ** .256 ** .24 *
“wrong orientation” “end of movement” .201 *
“wrong orientation” “direction change” .248 **** .259 ** .22 *
“wrong orientation” “curves” .131 * .195 *
“wrong orientation” “slow” .222 *
“multiple feedback” “direction change” .282 ** .204 *
“multiple feedback” “angles” .109 * .336 ****
“multiple feedback” “speed-dependent” .192 *** .295 ***
“multiple feedback” “fast” .161 ** .258 **
“jitter” “end of movement” -.137 * -.187 *
“jitter” “direction change” -.15 **
“jitter” “angles” -.111 *
“jitter” “slow” .168 ** .197 *
“jumps” “slow” .279 **** .246 ** .312 **
“spring effect” “end of movement” .23 **** .198 * .297 ** .213 *
“spring effect” “direction change” .107 *
“spring effect” “angles” .169 ** .322 ***
“spring effect” “curves” .145 ** .339 ****
“spring effect” “speed-dependent” .234 *
“spring effect” “fast” .122 * .309 **
“spring effect” “slow” -.109 *
“random” “end of movement” .273 **
“random” “direction change” .131 * .29 **
“random” “angles” .236 *
“stick” “direction change” .153 **
“stick” “curves” .208 **** .229 *
Table 6: Spearman correlation for all data. Positive values mean those two codes were frequently observed together; negative values mean those two
codes were frequently observed separately.
APPENDIX II: SIMULATIONS OF DIFFERENT LATENCIES
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Control First Second Kalman Curve Heuristic
Figure 5: Simulation of each predictor for different amount of prediction from 8 to 68 ms and the corresponding results for each side-effect and the
correspond metric. RMSE is added for comparison. Each simulation was run as if the system had the corresponding end-to-end latency (e.g. 16 ms
end-to-end latency for 16 ms prediction time).
The chances of “lateness” being perceived increase with the amount of prediction, but at different rates for each predictor.
Considering that RMSE best predicts “lateness” (Table 5), it is interesting that the RMSE curves are so similar to the curves
obtained for our lateness metric.
It is interesting to see that CONTROL never over-anticipates.
For “over-anticipate” and “wrong distance”, it can appear counter-intuitive that FIRST has a decreasing curve, considering
the way the predictor works; one would expect to see a straight line increasing as the prediction duration increases. This is
explained by the fact that we filter out any point predicted outside of the screen. Such points are caused by near-singularity
in speed calculations, and their distance to the finger increase with the predicted duration. Therefore, for lower predictions,
these predicted points are far but more likely to remain on screen, and thus highly contribute to the metric. Note that this effect
is partially mirrored in the simulations for “jitter” and “jumps”: if more predicted points are likely to appear suddenly away
from the finger, both side-effects will be observed. This is an interesting illustration of the effects of practical implementation
considerations, and of the efficiency of our metrics to simulate events that were not perceived during the experiment.
As discussed in the article, at 68 ms KALMAN tends to behave like CONTROL which we hypothesize is because it detects the
inaccuracies of its model and corrects accordingly by relying more on its measurements. This is supported by the above sim-
ulations: for “over-anticipate” and “wrong distance”, KALMAN’s responses get closer to CONTROL’s as predicted durations
increase.
For “wrong orientation” and “spring effect”, the amount of prediction seems to have little effect.
For “jitter” and “jump”, CONTROL and KALMAN are very close to each other and the other predictors show raising chance of
noticing noise, which is to be expected.
