Deriving a theoretical relationship between a measured log property and seismic attributes may be complicated and of limited applications. Another approach to relate seismic values and rock property is statistical, i.e. using a datadriven methodology. Using multi-regression analysis and neural networks, we derive a statistical relationship at the well locations and apply it to the seismic data, i.e. we generate pseudo logs at the trace locations.
Introduction
Deriving rock and reservoir properties from seismic data is a challenging task. A traditional approach is to look for a theoretical relationship between the physical parameter and some seismic attributes. For example, low impedance gas sands can cause anomalous impedance contrasts that lead to bright spots. However, the relationship between the physical parameter and the seismic attributes might not be obvious. To overcome the problem, we choose to derive statistical, rather than deterministic relationships. The approach is called a data-driven methodology (Schultz et al., 1994) .
Methods
In general, the relationship (in the time domain) between the log property and the seismic attributes can be written in the following form:
where P(x, y, t) is the log property as a function of coordinates x, y, t, F[ É ] is the functional relationship, and A i , i = 1, É, M, denotes the seismic attributes.
The functional relationship can be found using linear multiregression analysis. For N measured time samples from the logs (converted from depth to time), we have:
where t = 1, É, N denotes the time samples, and W i , i = 1, É, M + 1 are weights. The weights are determined by least-squares optimization.
A more advanced approach is to use convolution operators instead of constant weights in the regression analysis:
where * denotes convolution. In a case of an L-point convolution operator there are L • M + 1 unknown weights to be determine by the leastsquares optimization.
The discussed method can perform well if the functional relationship between the predicted log property and the seismic attributes is linear. In the case of nonlinear relationship, we may apply non-linear transform to the seismic attributes prior to the least-squares optimization or use neural network as a prediction tool. Figure 1 shows schematically the basic architecture of a multilayered backpropagation neural network. The neural network consists of a set of neurons that are arranged into two or more layers. The neurons are connected in the following fashion: inputs to neurons in each layer come from outputs of previous layer, and outputs from these neurons are passed to neurons in the next layer. Each connection represents a weight. The neural network is completely defined by the number of layers, neurons in each layer, and the connection weights. The process of weights estimation is called training. Most of the training methods are based on the gradient back propagation technique (Masters, 1993) . A training set is required and the weights are modified iteratively, so that the outputs of the network match closely the target outputs.
Blackfoot field example
As an example of the techniques described in the previous section, we present a case study involving prediction of sonic logs in the Blackfoot field, Alberta (Township 23, Range 23 W4M). A 3C-3D seismic survey was recorded in October, 1995, with a primary target the Glauconitic member of the Mannville group (Lawton et all., 1997) . The reservoir occurs at a depth of around 1550 m. (1060 ms), where Glauconotic sand and shale fill valleys incised into the regional Mannville stratigraphy. The objectives of the survey are to delineate the channel and distinguish between sand-fill and shale-fill. During well log analysis it was noticed that the sand can have a sonic velocity of 3800 m/s, while the shale has sonic velocity of 4200 Ð 4300 m/s.
Fourteen sonic logs from the area are tied with the seismic data and converted to time. A number of seismic attributes (Chen and Sidney, 1997) are extracted from the seismic volume. Before applying the method, we have to choose which seismic attributes to use in the analysis. One way to determine the best combination is to qualify the seismic attributes according to their linear correlation with the predicted property. However, if there is an inner linear relationship between some of the attributes, the chosen combination may not be the optimal. A better approach is to find the smallest RMS error between the known log and the predicted one from a particular combination of seismic attributes. First the best single attribute is determined, i.e. the attribute with the smallest RMS prediction error -the impedance in this case. Then the impedance is paired with the rest of the attributes and the best pair is found Ð impedance plus the integrated trace. Then the best triplet is found (impedance, integrated trace, and time) and so on. Table 1 shows the optimal combination for 10 attributes using a 5-point convolution operator. Note that the shown RMS error corresponds to a combination of the attribute with the ones above it. Figure 2 is a plot of the average RMS prediction error as a function of the number of seismic attributes used in the multi-regression analysis. The lower black line is the error using all wells in the calculation and the upper red line is called the validation error. It is calculated by averaging the result of ÔhidingÕ or not using a well and predicting its values using the others (cross-validation analysis). We see that adding attributes beyond the sixth one did not improve the validation error, so we choose to use the first six attributes. Figure 3 shows the cross-validation test using the optimal 6-attribute combination at 01-08, 08-08, and 209-08 well locations. The black curve is the recorded sonic log and the red one is the predicted one from the cross-validation analysis. The correlation between the real log and the predicted one is 0.85 and the cross-validation RMS error is 209 m/s. Neural networks are powerful prediction tools, but should be used with care. The main problem is overfitting of the training data set, which leads to poor prediction on unseen data. To overcome this problem, we divide our data into two data sets: training and testing. The first one is used to train the net and the second one to evaluate its performance. During the training the network builds a nonlinear mathematical model which later is applied to the seismic data to generate a predicted sonic velocity cube.
Attribute RMS error (m/s)
The training is performed in the following fashion:
• Hidden neurons are added one at a time • Training is performed and tested • Construction is stopped when the correlation on the test data shows no further improvement Table 1 shows the results from the training process using the same six attributes and a 5-point convolution operator. Figure 4 shows the recorded sonic logs, in black, and the predicted one, in red, at the 01-08, The derived relationship is applied to the seismic data set and a predicted sonic velocity cube is generated. Figure 5 shows a cross-line a cross-line extracted from the cube. The low velocity anomaly at 1060 ms to 1090 ms is interpreted as a sand channel.
Conclusions
Multi-regression analysis and neural networks can be successfully used to predict log properties from seismic attributes. In the presented example, the cross-validation test showed high prediction correlation of 0.85 using multiregression analysis and 0.88 using neural network as a prediction tool. Figure 5 . Predicted sonic velocity from multi-regression analysis using 6 attributes and a 5-point convolution operator. The low velocity anomaly at 1060 ms to 1090 ms is interpreted as a sand channel.
Current work
We are currently adding attributes derived from converted wave seismic data to the estimation process in an attempt to improve the prediction.
