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It is often assumed that survey results reflect only the quality of the sample and the 
underlying measuring instruments used in the survey. However, various phenomena can 
affect the results, but these influences are often neglected when conducting surveys. 
This study aimed to test the influences of various method effects on survey results. 
We tested the influences of the following method effects: item wording, confirmatory 
bias, careless responding, and acquiescence bias. Using a split-ballot survey design 
with online questionnaires, we collected data from 791 participants. We tested if 
these method effects had an influence on mean values, item correlations, construct 
correlations, model fits, and construct measurement invariance. The instruments used 
to test these influences were from the domain of personality and gender inequality, 
and their items were adapted based on the method effect tested. All tested method 
effects, except careless responding, had a statistically significant effect on at least one 
component of the analysis. Item wording and confirmatory bias affected mean values, 
model fit, and measurement invariance. Controlling for acquiescence bias improved the 
fit of the model. This paper confirms that the tested method effects should be carefully 
considered when using surveys in research, and suggests some guidelines on how to 
do so.
Key words:  acquiescence bias, careless responding, confirmatory bias, item wording, 
method effects
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INTRODUCTION
The survey method is one of the most commonly used research methods in social 
sciences. It is an unavoidable tool with which social scientists and experts gain 
new insights into the world we live in. But the validity and reliability of the results 
collected by survey questionnaires depend on a number of factors that scientists 
designing and conducting such research need to consider while interpreting their 
results. Different types of bias, i.e., systematic errors that occur when measuring 
objects of interest, can be the function of the research method used. Therefore, 
a better understanding of the impact that method effects may have on research 
results is of great importance for successful preparation and implementation of 
social research using the survey method. One of the key goals of social research 
is to produce valid results, which can be reproduced using a different, independent 
sample. To accomplish this, some basic criteria are usually followed: using a rep-
resentative sample, unbiased results based on some predefined criteria and their 
clear presentation, etc. As it is often difficult and expensive to obtain a representa-
tive sample, samples used in scientific research are often not representative. This 
is seen as the main reason why generalisation to the population from which the 
sample was obtained is not possible: due to sample unrepresentativeness, there 
is an (unknown) possibility that the results show a distorted picture of the popula-
tion. In other words, nonprobability sampling cannot guarantee that the sample we 
observed is representative of the whole population, while probability samples are 
generally more representative than other types of samples, although never perfect-
ly so (Babbie, 2013). But some of the phenomena that have the power to influence 
research results are not always so obvious and are hard to detect using traditional 
methods in social research. 
One group of such effects is called method effects. Method effects are often 
thought to represent an undesirable variance in collected data which is unrelated 
to the variance of the instrument used and consequently affects the results (Maul, 
2013). For example, the results on a scale that measures aggression are generally 
viewed as a result of the respondents’ level of aggression and some amount of 
measurement error. Furthermore, the variance of the scale is viewed in the same 
way. This approach can be viewed as somewhat outdated, as numerous recent 
research papers have looked into the impact of method effects on scale results and 
their variance, finding a statistically significant impact that method effects exert on 
survey results. This means that the understanding of the final scores is now more 
detailed and more complex (e.g., Arias, Garrido, Jenaro, Martínez-Molina and Ari-
as, 2020; Kam and Meyer, 2015). In general, the term “method effect” refers to any 
phenomenon that influences the measurement results, so that the measurement 
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result is a combination of the scale, error, and method effect. Within the domain 
of survey questionnaires, some method effects that may affect the results and on 
which the present paper focuses are: a) item wording, b) confirmatory bias, c) care-
less responding, and d) acquiescence bias.
A growing number of researchers have been looking into the possible negative 
effects of item wording (e.g., Weijters and Baumgarter, 2012; Suárez-Alvarez et 
al., 2018). Despite the known influence of combining both regular and reversed 
items in measuring scales, both types of items are present in most scales used in 
different areas of sociology and psychology. Reversed items are items that need to 
be recoded so that all of the items included in the scale have the same direction-
al relationship with the underlying construct being measured. For example, if the 
measured construct is that of extraversion, items such as “I am the life of the party” 
and “I start conversations” should be viewed as regular items, while items such 
as “I keep in the background” and “I don’t talk a lot” should be viewed as reversed 
items. This means that, even if the item contains negations, it can still be viewed as 
a regularly keyed one, and items that contain no negations can still be viewed as 
reversed. For instance, the item “I don’t mind being the centre of attention” starts 
with a negation, but it is still considered a regular item as it does not have to be 
recoded when measuring extraversion. 
The use of measuring scales consisting of an equal number of regular and 
reversed items, called balances scales, was first introduced to reduce response 
style bias (Nunnally, 1978; Paulhus, 1991). Response style bias is often referred 
to as any individual tendency which leads participants to respond to an item inde-
pendently of its content, somewhat distorting the results in the process (Cronbach, 
1946). Balanced scales were thought to handle response style bias much better 
than scales consisting of only regular or only reversed items. Despite this possible 
advantage, research has shown that balanced scales tend to have less discrimi-
nant power, provide a worse model fit to the data, and can often lead to problems 
in analysis, such as rejection of unidimensional models in favour of a multidimen-
sional solution, because of the appearance of an artificial factor caused by item 
wording (Suárez-Alvarez et al., 2018; Marsh, 1986). For example, a scale that 
measures job satisfaction consisting of only regular or only reversed items could 
yield a one-dimensional solution, while a balanced scale measuring the same con-
struct could yield a two-dimensional one, as they would distinguish job satisfac-
tion as a construct separate from job dissatisfaction. If not familiar with the effects 
of item wording, this could lead to a disagreement over the dimensionality of a 
theoretical construct. Whilst recent researchers have identified a growing list of 
disadvantages regarding the use of reversed items, their use is still recommended 
when measuring scales, as they are thought to reduce response bias and improve 
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construct validity by broadening the belief sample on which the participants’ an-
swers are based (Weijters and Baumgartner, 2012). Item wording is only one of 
many elements that affect and distort research results, which are often overlooked 
in traditional research.
Confirmatory bias is another phenomenon that influences survey results, 
whose effects we investigated in this study. When participants answer a question, 
beliefs that are in line with the way the item is stated tend to activate. These beliefs 
can influence the results of subsequent items (Kunda, Fong, Santioso and Reber, 
1993). For example, if we ask a participant if he or she is happy, they are likely 
to activate a belief system linked with happiness, which could alter responses to 
subsequent items. Likewise, if we ask a participant if he or she is sad, a belief 
system linked with sadness is more likely to activate. Given this, the direction of 
the first item presented in a scale could influence the results of all subsequent 
scale items. Past surveys, in which participants were randomly assigned to one of 
two versions of an item that were polar opposites of each other, i.e., extraversion 
versus introversion, showed that responses are likely to be biased in the direction 
of the first item (Andrews, Logan and Sinkley, 2015; Kunda et al., 1993; Johnson 
and Miles, 2011). These findings show the power of confirmatory bias, and ways 
of controlling for this effect should be addressed in survey research, especially if it 
uses Likert-type scales. The issue with Likert-type scales regarding confirmatory 
bias is that the first item has to be directed and is either regular or reversed. Given 
the definition of confirmatory bias, the effect is somewhat unavoidable in various 
scale-type questions.
Careless responding is a term that has been predominantly used to describe 
a type of responding pattern in which participants do not pay enough attention to 
item content (Schmitt and Stults, 1985; Woods, 2006). Some researchers attribute 
it to a lack of attention or motivation, or the participants’ tendency to form expecta-
tions about subsequent items based on the previous ones (Weijters, Baumgartner 
and Schillewaert, 2013). Regardless of the cause, it can lead to self-contradictory 
responses (throughout or in parts of the survey) and careless responding, both of 
which can consequently skew results.In fact, some simulation studies have shown 
that if as little as 10% of the participants respond carelessly, an additional, artifact 
factor appears, with one factor containing regular items, and the other reversed 
ones (Schmitt and Stults, 1985; Woods, 2006). This can cause misleading rejec-
tions of one-factor solutions for some constructs, as careless responding is hard to 
detect using more traditional factor retention criteria used in methods like explora-
tory factor analysis. There is a noticeable variability in the way careless respond-
ing has been operationalised, which undeniably affects reported evaluations of its 
presence in research (Kam and Meyer, 2015). 
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One of the most commonly used methods of evaluating careless responding is 
the Instructional manipulation check (or simply IMC), which represents a specific 
type of item that contains a direct instruction set by the researcher, that can be 
used to determine if a participant was careless while filling out a survey (e.g Arias 
et al., 2020; Beck, Albano and Smith, 2018). For example, the item used could be 
formulated as either “Skip this item” or, in terms of a Likert-type response scale, 
“Select the ‘completely agree’ option for this item”. Also, the IMC item could be 
formulated as “Tick the empty square on the upper right corner of this page”. Par-
ticipants who do not follow these instructions are considered careless. It is impor-
tant to mention that the IMC item should be placed prior to a scale of interest so to 
enable the distinction between careful and careless respondents. 
Acquiescence bias refers to the participants’ preference for the positive side of 
the scale. It can be described as a tendency to agree with items regardless of their 
content (Bentler, Jackson and Messick, 1971; Weijters et al., 2013). It can occur 
when participants carelessly agree with the scale items, never engaging in a more 
effortful reconsideration phase regarding its content (Knowles and Condon, 1999). 
Acquiescence is thought to distort correlations among construct measures (Bentler 
et al., 1971). Specifically, it can inflate positive correlations between similarly keyed 
items and deflate negative correlations between opposite-keyed items (Kam and 
Meyer, 2015). One fact that should be of particular interest to social scientists is 
that Likert-type scales, the most commonly used scale type in social science re-
search, can be particularly susceptible to acquiescence bias (McClendon, 1991). 
Generally, acquiescence is viewed as an individual trait, separate from and most-
ly unaffected by the underlying construct being measured (Weijters, Geuens and 
Schillewaert, 2010). One method of measuring acquiescence is based on the de-
gree to which participants agree with a group of heterogeneous items on a scale, 
with the assumption that items contained in the scale share no common content. 
This method, also known as Net acquiescence response style (or simply NARS), 
fits acquiescence bias into a single index, represented by the participants’ mean 
results across all items in the heterogeneous scale (e.g., Weijters et al., 2013). 
This study aims to explore the possible effects of all four described method 
effects. To our best knowledge, no such study has yet been conducted with a 
questionnaire in Croatian and including all four method effects on the same data. 
Comparing the results of different method effects on the same sample, as well as 
testing certain method effect influences (e.g., item wording) in Croatian presents a 
contribution to the validation process of any future scale dimensionality studies. If 
researchers are not wary of their possible implications, their results could be gross-
ly biased. Using samples suitable to the survey needs, as well as being aware 
236
Revija za sociologiju | Croatian Sociological Review 51 (2021), 2: 231–256
inequality  (Inglehart  and  Norris,  2003;  Tougas,  Brown,  Beaton  and  Jolly,  1995).
the practicality of the scales’ length. We also used two scales concerning gender 
of the domain of personality being widely empirically tested, but also because of 
the Mini-IPIP scales (Donnellan, Oswald, Baird and Lucas, 2006), mainly because 
We chose to test the effect of the four previously discussed method effects using 
Analytical Approach
education, that is, education beyond the secondary level.
of participants were male, 45.3% of participants (including students) had a higher 
ents was 30 years (Min = 15; Max = 83; SD = 12.9). Seventy-one point five per cent 
the variables sex, age, and education. Therefore, the average age of all respond- 
missing. No statistical differences were found between the two samples regarding 
at most 3.4% of missing data, and none of the rest had more than 10% of the data 
400 participants. Of the 791 total participants that completed the survey, 97% had 
pants and the sample that contained even birth month participants included N = 
  The sample containing odd birth month participants included N = 391 partici- 
born in an odd month another.
born in an even month were assigned one version of the questionnaire and those 
tion asked if the participants’ birth month is an even or odd number. Participants 
dom assignment of participants into one of the questionnaire versions. This ques- 
  The first question in the questionnaire was a filter variable used to simulate ran- 
research ethics board.
data were collected during March 2020. The study was approved by an institutional 
Instagram  and  email.  The  survey  questionnaire  was  written  in  Croatian  and  the 
was recruited through this platform, although others were also used: WhatsApp, 
primarily  shared  through  Facebook  and  we  assume  that  the  bulk  of  the  sample 
makes the sample in this study non-probabilistic and convenient. The survey was 
access the questionnaire was distributed through various social networks, which 
(split-ballot  survey  design).  The  invitation  for  study  participation  with  the  link  to 




of the potential influences of method effects, could help social sciences fight the 
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The scales were adapted to the needs of this study (specific adaptations of in-
dividual scales are explained in subsequent paragraphs). All items in the survey 
were ranked on 5-point Likert-type response scales in order to ensure comparable 
variances. Each personality facet scale was located on a separate screen in an 
attempt to minimise potential “spillover” effects of the survey design. Besides, all 
other question groups were shown on separate screens that appeared in the same 
order regardless of the survey version.
1. Item Wording
To test the effects of item wording, and specifically the effect of changing a re-
versed item to a regular one (or vice versa), we selected two factors from the 
Mini-IPIP, conscientiousness and agreeableness, which were then used for data 
comparison. In our opinion, reversing items in those scales resulted in the most 
natural wordings, compared to the other three possible factors. Regarding this, we 
decided that in order to test the effects of item wording effectively, one version of 
the scale should consist of only regular items and the second one of only reversed 
items. We tested the difference in item means after recoding all the items in the 
same direction, as we predicted that item wording would have a significant effect 
on it. Using a confirmatory factor analysis (CFA), we tested if a unidimensional 
model regarding one facet of the MINI-IPIP (e.g., agreeableness) fit the data well. 
Besides, a test of measurement invariance between the two versions of a single 
construct included in both samples was conducted to gain further insight into the 
effects of item wording. 
In addition to personality scales, we included two scales on gender inequality, 
including one identical item between them (Inglehart and Norris, 2003; Tougas et 
al., 1995). One scale was placed prior to all acquiescence and personality scales, 
and the other one after. We chose one item that was identical in both scales and 
reversed it in one so that we could have an indicator that directly tests the effects of 
item wording on the same sample. The chosen item was “A woman has to have a 
child to be fulfilled” in one version, and “A woman doesn’t need to have a child to be 
fulfilled” in the reversed version. If both versions are clear polar opposites of each 
other, and if the participants interpret them as such, we should see a correlation 
close to -1. In order to ensure further validity regarding this reversal, returning to 
a previous page was not allowed in the survey. The scale measuring intellect was 
identical in both samples and was used as a sort of a control construct to which 
other results would be compared.
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2. Confirmatory Bias
We decided to test the effects of confirmatory bias in the same manner we tested 
the effects of item wording. For instance, we separated two other factors, emo-
tional stability and extraversion, because they consisted of two regular and two 
reversed items in their original format. In one version, the scale started with regular 
items (p1, p2, n3, n4), and in the other, it started with reversed ones (n3, n4, p1, 
p2). In the latter case, n3-n4 represents reverse items and p1-p2 regular items. For 
the purpose of the analysis, the items were recoded to have the same directional 
relationship with the construct being measured. This means that in one version, 
a scale measuring extraversion started with items measuring extraversion. Con-
versely, in the other version, the scale started with items measuring its opposite, 
introversion. This strategy allows a direct comparison between the results in both 
samples, which should indicate the effects of confirmatory bias. To further ensure 
this, all of the personality scales were shown on separate screens. Additionally, 
means were tested between the same items in the two versions (e.g., a mean com-
parison between p1 in both versions), a test of a unidimensional model fit to the 
data was conducted (e.g., extraversion separately for each sample data), as well 
as measurement invariance tests between the same construct in the two samples.
3. Careless Responding
In order to measure careless responding, we included one IMC item which was 
placed prior to all relevant scales. Given the relatively short length of the survey, 
we chose not to include more IMC items, as they could become too apparent or 
could possibly irritate participants. The item “Select the ‘completely disagree’ op-
tion for this item” instructed participants to choose a specific option on a Likert-type 
response scale. All of those who did not follow this instruction were considered 
careless responders. We tested the effects of careless responding by comparing 
correlation results between careful and careless respondents on one item that was 
present in a regular and reversed version, personality scales, and acquiescence 
indicators.
4. Acquiescence Bias
In order to effectively model acquiescence, an explicit net acquiescence index 
(NARS) was specified. The index result is the mean of all responses on a scale of 
17 heterogeneous items used in the survey, for which we assume to have no com-
mon content. The scale is a slightly modified version of the one Greenleaf (1992) 
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used to measure extreme response style, as it consists of heterogeneous items. 
To implement acquiescence into our design, we constructed a model that contains 
a method factor. It resembles the one used by Kam and Meyer (2015), with the 
exception that ours contains only one content factor. Additionally, we used four item 
parcels as indicators of acquiescence to avoid the estimation of a large number 
of additional parameters (e.g., Kam and Meyer, 2015; Weijters et al., 2010). We 
created parcels by averaging the scores on acquiescence indicators. The acquies-
cence latent factor included was set to be uncorrelated with the personality content 
factor, and one factor loading of the content factor was set to 1 to set its variance. 
All item factor loadings of the acquiescence (method) factor were set to 1, and 
because of that, it can be considered a random intercept factor model (Maydeu-Ol-
ivares and Coffman, 2006). We recoded all items to have the same directional 
relationship with the underlying construct being measured. The proposed model is 
presented in Figure 1.
Statistical analysis
The analyses were performed using the R system for statistical calculation 3.6.2. 
(R Development Core Team, 2019). All univariate tests were conducted using the 
additional statistical package psych, developed by Revelle (2019). All structural 
models and all metric invariance tests were conducted using the additional statisti-
cal package lavaan, developed by Rosseel (2012).
In the CFA stages, we used a set of common fit indices to determine the fit 
of the constructed models. Generally, when using comparative fit indices (CFI; 
Bentler, 1990; TLI; Tucker and Lewis, 1973) the values of TLI and CFI in the range 
of .90–.95 may be indicative of an acceptable model fit (Bentler, 1990). The root 
mean square error of approximation (RMSEA; Steiger and Lind, 1980) is one of 
the most used parsimony correction indices. Hu and Bentler (1999) suggest that 
an adequate model fit has an RMSEA value less than .06, or that at least its 90% 
confidence interval (90% CI) value has to be less than .06, although some authors 
suggest that these parameters are too strict (Marsh, Hau and Wen, 2004).
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Figure 1.  Graphical depiction of the proposed model that includes an 
acquiescence method factor. η1 = substantive construct of one of the 
personality scales; η2 = a method factor of acquiescence.  
a1-a4 = indicators of acquiescence made by parcelling the 17 items 
of the scale measuring acquiescence bias. y1-y4 = indicators of an 
underlying construct measuring an aspect of personality. η1 and η2 are 
set to be uncorrelated.
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RESULTS
Effects of Item Wording and Confirmatory Bias
We tested the effects of both item wording and confirmatory bias using the same 
methods. First, we compared the means of item pairs that were either polar oppo-
sites of each other or were placed in different positions in the underlying construct 
being measured. For example, a regular item in the even month sample became 
a reversed item in the odd month sample when measuring for the effects of item 
wording and a regular item placed first in the even month sample scale became a 
regular item placed third in the odd month sample scale when measuring for con-
firmatory bias. Given that all the personality scales were shown in the same order 
for both samples and were on separate screens, we believe that we controlled for 
any spillover effects of the survey design. The results were mostly as expected and 
are presented in Table 1. The only scale that has not been changed in any sample, 
intellect, showed mean invariance in both samples for every item, which supports 
the validity of the following results. 
Seven out of the eight item pairs that were mutually reversed show a statisti-
cal difference in the value of their means. This is a clear indicator that reversing 
items affects item means. The reversed items mostly showed higher item means. 
When we took a closer look at the data distribution for these items, we found that 
in six out of the eight items used to test the effects of item wording, a higher per-
centage of respondents selected the “completely agree” option for the reversed 
items, when compared to the regular items. The “completely agree” option for the 
reversed items was selected by 27.2% of respondents, as opposed to 15.6% of 
respondents that selected the same option for the regular items. This could be 
attributed to some form of careless responding and/or acquiescence bias because 
of the following reasons: the cognitive process used by respondents to respond to 
regular items is not necessarily the same as the one used to respond to reversed 
items, as the latter require better linguistic skills and more effort (Suárez-Alvarez 
et al., 2018). Because of this, respondents with lower linguistic skills and fewer 
skills could become susceptible to careless responding and contradictory results. 
We urge researchers to be wary of the effect of item wording when considering 
reversing some scale items, as it could affect scale results. The effects of positional 
changes in which the direction of the first item is changed can lead to differences 
in results, due to the presence of confirmatory bias in the survey (Kunda et al., 
1993). Our results showed that, in six out of the eight item pairs, making positional 
changes resulted in a statistical difference in item means, confirming the presence 
of confirmatory bias. 
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The changes in means always followed the confirmatory bias principle: if the 
scale started with an item measuring emotional stability, all subsequent emotion-
al stability item means increased, while all subsequent emotional instability item 
means decreased. Some form of confirmatory bias is unavoidable when using Lik-
ert-type scales since it is an inevitable source of error in human judgment (Erard, 
2016). Besides, this is hard to detect using more traditional methods if there are no 
polar opposite items to which the results can be compared. Even more sophisticat-
ed methods that include confirmatory bias in SEM models use some form of a split 
ballot survey (e.g., Weijters et al., 2013).
Table 1.  A Presentation of the Effects of Item Wording and Confirmatory Bias 
on Means of Item Pairs
ITEM WORDING EFFECTS
Even Month 
Sample (N = 400)
Change from Even 
to Odd
Odd Month 




Conscientiousness Item 1 3.01 Reversed to Regular 3.22 .007
Conscientiousness Item 2 3.42 Reversed to Regular 3.76 < .001
Conscientiousness Item 3 3.80 Reversed to Regular 3.65 .008
Conscientiousness Item 4 4.02 Reversed to Regular 4.02 .974
Agreeableness Item 1 3.82 Regular to Reversed 4.13 < .001
Agreeableness Item 2 4.07 Regular to Reversed 4.28 < .001
Agreeableness Item 3 3.37 Regular to Reversed 3.95 < .001
Agreeableness Item 4 2.98 Regular to Reversed 3.69 < .001
CONFIRMATORY BIAS EFFECTS
Even Month 
Sample (N = 400)
Positional Change 
from Even to Odd
Odd Month 




Emotional Stability Item 1 3.36 1st to 3rd 3.03 < .001
Emotional Stability Item 2 3.04 2nd to 4th 2.86 .020
Emotional Stability Item 3 3.08 3rd to 1st 3.36 < .001
Emotional Stability Item 4 2.82 4th to 2nd 3.07 .001
Extraversion Item 1 3.26 1st to 3rd 2.54 < .001
Extraversion Item 2 3.12 2nd to 4th 3.17 .518
Extraversion Item 3 2.54 3rd to 1st 3.27 < .001
Extraversion Item 4 3.19 4th to 2nd 3.32 .088
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MEAN INVARIANCE TEST
Even Month 
Sample (N = 400)
Change from Even 
to Odd
Odd Month 




Intellect Item 1 3.66 None 3.73 .302
Intellect Item 2 3.51 None 3.53 .544
Intellect Item 3 3.69 None 3.74 .400
intellect Item 4 3.64 None 3.70 .173
[χ2 =  19.08,  df  =  4,  RMSEA  =  .098,  CFI  =  .760]. This  means  that  the  effects  of
df =  4,  RMSEA =  .268,  CFI =  .856],  nor the conscientiousness configural model 
CFI = .672], and neither did the emotional stability configural model [χ2 = 117.09, 
model did not show adequate fit parameters [χ2 = 45.82, df = 4, RMSEA = .194, 
measurement invariance level is not achieved. The merged extraversion configural 
models. If a change greater than .01 occurs between two invariance steps, a higher 
to follow Cheung and Rensvold’s (1998) criterion of a -.01 change in CFI for nested 
important differences (Chen, 2007; Putnick and Bornstein, 2016). We have chosen 
to alternative fit indices, such as ΔCFI, because χ2 is overly sensitive to small, un- 
to testing measurement invariance, most researchers have shifted from χ2 results 
wording or confirmatory bias, for which we expected to skew the results. In regards 
ering that those models consisted of scales used to measure the effects of item 
remaining merged models resulted in a bad fit, which is not too surprising consid- 
iances, we chose not to test it for measurement invariance. Three out of the four 
  Because of the gross misspecification of this model that reported negative var- 
model was deemed misspecified, although this cannot be confirmed.
items could have possibly resulted in skewing the data to such a degree that the 
of a misspecification of the model (Brown, 2015), we can assume that reversing 
package lavaan reported negative variances. As a negative variance is indicative 
el had four indicators. While specifying the model for agreeableness, the add-on 
escence bias prior to the inclusion of the method factor, which means every mod- 
ried out. The specified models were identical to the ones used to measure acqui- 
2 = odd). First, we specified the models on which the invariance tests would be car- 
even and odd month sample while containing the birth month variable (1 = even, 
would provide additional instructive insight. To do this, we merged the data from the 
the models from the two samples did not fit the data well, but we still thought that it 
for acquiescence. It could be argued that this is somewhat problematic, as some of 
research results, we decided to test for measurement invariance without modelling 
To  gain  further  insight  into  the  effects  of  item  wording  and  confirmatory  bias  on 
Note: All items were recoded to have a positive directional relationship with its underlying construct
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item wording and confirmatory bias skewed the data in such a way that configural 
invariance could not be achieved. On the other hand, the merged intellect con-
figural model showed adequate fit parameters [χ2 = 5.14, df = 4, RMSEA = .027, 
CFI = .998], and the intellect model achieved maximum invariance, which is evi-
dent in the results presented in Table 2. This furthers the validity of our findings. 
Although we did not use any independent personality scales, the adapted scales 
did not achieve even the lowest type of invariance, configural, while the intellect 
model, whose scales were not adapted, achieved the maximum type of invariance, 
latent mean invariance.
 Table 2.  Measurements of Invariance
χ2 (df) p value BIC AIC RMSEA CFI ΔCFI
EXTRAVERSION
Configural Invariance 45.824 (4) 10547 10436 .167 672
CONSCIENTIOUSNESS
Configural Invariance 19.08 (4) 8236.2 8124 .098 .760
EMOTIONAL STABILITY
Configural Invariance 117.09 (4) 6433.4 6321.3 .268 .856
INTELLECT
Configural Invariance 5.15 (4) 8726.6 8614.5 .027 .998
Metric Invariance 7.17 (7) .569 8708.6 8610.5 .008 1.000 .002
Scalar Invariance 8.12 (10) .813 8689.6 8605.5 .000 1.000 .000
Residual Invariance 9.21 (14) .895 8664 8598.6 .000 1.000 .000
Latent Mean Invariance 10.65 (15) .231 8658.7 8598 .000 1.000 .000
AIC = Akaike information criterion; BIC = Bayesian information criterion. Note: lf ΔCFI < .01, then 
the higher measurement invariance level is achieved.
Effects of Careless Responding
In both samples, 74.5% of all respondents successfully followed the IMC item check 
instruction. We hypothesised that those who respond carelessly to a survey item 
affect item correlations, somewhat skewing the results in the process. To test that, 
we first compared the correlations between the two polar opposite items: “A wom-
an has to have a child to be fulfilled” and “A woman doesn’t need to have a child to 
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be fulfilled” between careful and careless respondents. After conducting Wiliams’ 
test, the results showed that the between-item correlations were not statistically 
different in the two separate samples and nor in a merged one [Odd: rcareless = -.644; 
rcareful = -.616; Even: rcareless = -.569; rcareful = -.641; Merged: rcareless = -,599; rcareful = -.632;]. 
More concerningly, the correlations were nowhere near -1, which seriously chal-
lenged the validity of the IMC item used in this particular survey. Had the IMC item 
proven to be valid, the between-item correlations of the careful respondent group 
should have approached -1 or were at least supposed to be statistically different 
from the between-item correlations of the careless respondent group. Furthermore, 
we tested the mean difference in NARS between careful and careless respondents, 
as a difference was also expected to occur there. Instead of only testing the mean 
difference of NARS, we decided to test mean differences for the 17 acquiescence 
indicators in both samples to understand better if there is a difference between 
careless and careful respondents. Out of the 34 total acquiescence indicators (17 
indicators per sample), t-tests showed a statistically significant difference in only 
two indicators, with NARS being invariant, which further challenged the validity 
of the IMC item. Then we decided to test if careless responding led to expected 
differences in correlations between personality scales. We did this separately for 
both samples instead of merging them because in the case of sample merging item 
wording and confirmatory bias would also play an effect. 
Out of the twenty total correlations between personality scales, only three have 
proven to be significantly different using Williams’s test. The results are presented 
in Table 3. Based on these results, we conclude that that the IMC item used in this 
survey did not distinguish careless from careful respondents effectively. The rela-
tively low regular-reversed item correlations [-.599 to -.644] lead us to believe that 
careless responding is present in the survey assuming that the reversed item is a 
clear opposite of the regular one used in this research. We believe that wording an 
IMC item in a way that instructs respondents to select an option on a Likert-type 
scale (e.g., “Select the ‘completely agree’ option on this item”) may lead them to 
believe that the item measures some type of obedience or conformity, and could 
cause trouble understanding what is expected of them. For these reasons, we rec-
ommend using IMC items such as “Tick the empty square on the upper right corner 
of this page” over the type we used in this survey.
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Table 3.  Construct Correlations for Between Careless (Careful) Respondents
ODD MONTH SAMPLE (N = 391; Ncareless = 97; Ncareful = 294)
1. 2. 3. 4. 5.
1. Intellect -
2. Emotional Stability .08 (.12*) -
3. Extraversion .04 (.19**) -.05 (.18*) -
4. Conscientiousness .09 (.09) .06 (.12*) .0 (.03) -
5. Agreeableness .09 (.17**) .04 (.03) .15 (.10) .01 (.09) -
EVEN MONTH SAMPLE (N = 400; Ncareless = 103; Ncareful = 297)
1. 2. 3. 4. 5.
1. Intellect -
2. Emotional Stability -.02 (.04) -
3. Extraversion .16 (.12*) -.02 (.27*) -
4. Conscientiousness -.09 (-.07) .22* (.16**) -.25* (.09) -
5. Agreeableness .32** (.18**) -.25* (-.12*) .19 (.17**) -.07 (-.03) -
* denotes correlations significant at p < 0.05, ** denotes correlations significant at p < 0.01
Note: bolded pairs indicate a statistical difference in correlations between the samples using 
Williams’s (correlation equality) test (Δχ2)
Effects of Acquiescence Bias
To test if modelling for acquiescence had improved the overall model fit, we chose 
to conduct a separate CFA for each construct in the two samples. One model was 
a simple unidimensional model with just a content factor, while the other one had 
an additional method factor of acquiescence. Then, we decided to specify nested 
models which could be directly compared. One model had specified paths between 
η2 and indicators y1-y4 constrained to zero, and in the other model, they were left 
free to vary, so a comparison could be made (see Figure 1). All models tested if the 
unidimensional personality scale had a good fit for the data. The results of multivar-
iate normality tests show that variables used in both models are not normally dis-
tributed but are highly asymmetric. Due to the asymmetric nature of the variables 
and the presence of some amount of missing data, we used MLR = the maximum 
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likelihood estimator with robust standard errors (White, 1980) and a scaled statistic 
that is asymptotically equal to the Yuan-Bentler (2007) test statistic. 
Before presenting the results of modelling acquiescence into personality 
scales, we want to remind readers that the scales measuring conscientiousness 
and agreeableness were modified for the needs of this study so that one version of 
the scale consisted of only regular items and the other one of only reversed items. 
Due to this, we did not necessarily expect a good fit regarding these constructs, as 
we cannot precisely estimate the effect item wording had on model fit. All results 
are presented in Tables 4 and 5. In Table 4, we have presented the fit indices of 
a model with and without the acquiescence factor, where any direct comparison 
is not possible because the models are not nested within one another. Although 
direct testing between these models is impossible, the results we get from fitting 
them are informative prior to the nested model tests. In most cases, the results 
show that the model fit was better when modelling for acquiescence. The intellect 
and conscientiousness scales had a good fit in both samples prior to modelling, 
and the same argument could be made for extraversion in both samples although 
this is up for some debate. 
When a method factor was introduced to models, including the mentioned 
scales, comparative fit indices (CFI; Bentler, 1990; TLI; Tucker and Lewis, 1973) 
mostly took a minor hit but were still in the range that indicated an adequate fit 
[CFI: .966–.988; CFIacq= .890–.976] [TLI: .898-.963; TLIacq= .838–.965]. Generally, 
the values of TLI and CFI in the range of .90–.95 may be indicative of an acceptable 
model fit (Bentler, 1990). The root mean square error of approximation (RMSEA; 
Steiger and Lind, 1980) is one of the most used parsimony correction indices. Hu 
and Bentler (1999) suggest that an adequate model fit has an RMSEA value less 
than .06, or that at least its 90% confidence interval (90% CI) lower bound value 
has to be less than .06, although some authors suggest that these parameters are 
too strict (Marsh, Hau and Wen, 2004). RMSEA values for the intellect, conscien-
tiousness and extraversion models without a method factor show that they do not 
necessarily fit the data well, although their 90% CI lower bound value always meets 
the criteria value of less than .06. However, after modelling for acquiescence, all 
RMSEA values and its 90% CI values improve, and after all combining all indica-
tors it becomes clear that the intellect, conscientiousness and extraversion models 
with a method factor adequately fit the data. Models with a method factor of acqui-
escence also reveal better results regarding modification indices when compared 
to models without a method factor.
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Table 4.  Model Fit Indices with and without Modelling for Acquiescence
EVEN MONTH SAMPLE (N = 400)
χ2 df p CFI TLI RMSEA 90% CI SRMR
Intellect 6.07 2 .048 .967 .901 .084 .007–.164 .034
Intellect + 
Acquiescence 38.82 19 .005 .923 .887 .056 .030–.073 .045
Conscientiousness 6.41 2 .041 .966 .898 .082 .015–.158 .033
Conscientiousness + 
Acquiescence 35.98 19 .011 .931 .899 .051 .024–.076 .050
Extraversion 6.42 2 .040 .988 .963 .096 .017–.184 .028
Extraversion + 
Acquiescence 32.33 19 .029 .976 .965 .047 .017–.065 .054
Agreeableness 77.07 2 < .001 .764 .293 .379 .309–.453 .115
Agreeableness + 
Acquiescence 176.16 19 < .001 .811 .721 .124 .107- .141 .070
Em. Stability 39.47 2 < .001 .894 .683 .229 .170–.294 .058
Em. Stability + 
Acquiescence 56.42 19 < .001 .917 .877 .075 .053–.098 .044
ODD MONTH SAMPLE (N = 391)
χ 2 df p CFI TLI RMSEA 90% CI SRMR
Intellect 7.69 2 .021 .971 .912 .087 .029–.156 .031
Intellect + 
Acquiescence 49.56 19 < .001 .890 .838 .066 .044–.089 .060
Conscientiousness 5.74 2 .057 .983 .948 .074 .035–.148 .029
Conscientiousness + 
Acquiescence 27.50 19 .093 .971 .957 .036 .000–.063 .045
Extraversion 10.48 2 .005 .987 .960 .107 .050–.174 .024
Extraversion + 
Acquiescence 37.38 19 .007 .973 .961 .052 .026–.076 .048
Agreeableness 69.41 2 < .001 .734 .202 .415 .335–.502 .121
Agreeableness + 
Acquiescence 179.63 19 < .001 .750 .632 .138 .120–.157 .070
Em. Stability 17.79 2 < .001 .936 .809 .164 .100–.238 .044
Em. Stability + 
Acquiescence 43.46 19 .001 .929 .895 .062 .038–.087 .049
Note: “+ Acquiescence” indicates that the model contains a method factor of acquiescence. 
All indicators are robust approximations calculated using the MLR estimator.
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Table 5.  Results of Tests Between Nested Models
EVEN MONTH SAMPLE (N = 400) 
df AIC BIC Δχ2 p
Intellect 23 6323.1 6374.7
Intellect + 
Acquiescence 19 6312.5 6380 12.648 .013
Conscientiousness 23 6460.9 6512.5
Conscientiousness + 
Acquiescence 19 6457.6 6525 9.206 .056
Extraversion 23 6128.2 6179.8
Extraversion + 
Acquiescence 19 6134.1 6201.5 1.876 .759
Agreeableness 23 6017.8 6069.4
Agreeableness + 
Acquiescence 19 5992.8 6060.3 9.271 .055
Em. Stability 23 6551 6602.6
Em. Stability + 
Acquiescence 19 6539.2 6606.7 12.011 .017
ODD MONTH SAMPLE (N = 391)
df AIC BIC Δχ2 p
Intellect 23 6529.5 6311.4
Intellect + 
Acquiescence 19 6255.6 6323.5 10.939 .027
Conscientiousness 23 5894.5 5946.4
Conscientiousness + 
Acquiescence 19 5884.7 5952.5 15.020 .005
Extraversion 23 6107.2 6159.1
Extraversion + 
Acquiescence 19 6112.4 6180.2 2.779 .595
Agreeableness 23 6003.6 6055.5
Agreeableness + 
Acquiescence 19 6007.1 6075 1.521 .823
Em. Stability 23 6443.9 6495.8
Em. Stability + 
Acquiescence 19 6438.8 6506.7 10.710 .030
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The scales measuring emotional stability and agreeableness showed a different 
pattern than other personality scales used in this survey. As we already mentioned, 
the items measuring agreeableness were adapted to suit the needs of measuring 
the effects of item wording, which could have potentially affected the models’ ini-
tial fit without a method factor. The effect of the scale adaptation in both samples 
resulted in models that grossly departed from the required values of an adequate 
fit. Even though modelling for acquiescence resulted in a “better” fit, it was still far 
from adequate and the models had to be rejected. The rejection could be due to 
the items making up the agreeableness scale not being adequate candidates for 
polar reversing in Croatian. However, the other scale that received the same ad-
aptation, the one measuring conscientiousness, resulted in an adequate fit in both 
samples after modelling for acquiescence, which could mean that its items were 
better suited for polar reversals. The scale measuring emotional stability provided 
a poor fit in both samples and would result in the rejection of the model. But, after 
the inclusion of a method factor, the fit improved in both samples and it could be 
argued that the fit is now adequate, although most of the values fall just short of 
the needed criteria. But, as Marsh et al. (2004) argued that the provided criteria are 
too strict for most standard research, we think that a legitimate argument could be 
made for retaining the models.
After the initial screening of the models with and without the acquiescence fac-
tors, we decided to specify nested models which could be mutually compared. 
One model had specified paths between η2 and indicators y1-y4 constrained to 
zero, and in the other model, they were left free to vary, so a comparison could 
be made (see Figure 1). After conducting tests between nested models, things 
became clearer. The implementation of the acquiescence factor resulted in a sta-
tistically better fit in only half of the tests. We expected the acquiescence model to 
be an improvement for models that used the scales adapted for testing the effects 
of item wording, which was the case three out of four times. Specifically, the con-
scientiousness model with an acquiescence factor resulted in a better fit in just one 
sample, although the addition of an acquiescence factor resulted in a better fit for 
the agreeableness models in both samples. Generally, because the models with an 
acquiescence factor resulted in a statistically better fit in only half of the tests, we 
are forced to conclude that the acquiescence factor we specified does not result 
in an improvement in the models’ fit indices, which means it should be rejected 
for a simpler specification. There is a limitation regarding this way of comparing 
models. The initial model does not contain an acquiescence factor, and although 
the specification of paths between the acquiescence factor and the content factors 
indicators to zero does follow this logic, it results in a worse fit than the model that 
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fects. One limitation of this approach is that adjusting the scales for measuring item
achieve  configural  invariance,  which  showed  the  influence  of  those  method  ef- 
were adapted to test for the effects of confirmatory bias and item wording, did not 
was the intellect scale, which was not adapted in any way. All other scales, which 
invariance were conducted. The only scale that achieved any form of invariance 
mental to the results. To test just how far these effects go, tests of measurement 
2015). From that, we concluded that the effects of reversing items could be detri- 
negative variances, which are mostly indicative of model misspecification (Brown, 
samples, a specified model of the scale measuring agreeableness converged with 
showing that the effect does exist. Additionally, after merging the data from the two 
univariate  level.  Most  item  pairs  reported  a  statistical  difference  in  their  means, 
both item  wording and confirmatory  bias affected  the  results  in  some  form  on  a 
  The findings of this study confirmed the majority of the initial hypotheses. First, 
simultaneously.
will be useful for any future researchers who plan to test multiple method effects 
Although  the  survey  design  has  limitations,  we  believe  that  the  collected  results 
that appeared in the same order regardless of the survey version or the sample. 
vey design. Besides, all other question groups were shown on separate screens 
screen, in an attempt to minimise the potential “spillover” effects of the flawed sur- 
To further ensure validity, each personality facet scale was located on a separate 
was identical in both samples, as this should enhance the validity of the results. 
We did, however, use a facet of the Mini-IPIP scales, which was not adapted and 
sonality  scale,  which  could  have  helped  in  better  understanding  the  differences. 
the length of the questionnaire was an issue, we did not use any independent per- 
actual differences between them and not the adaptations that we used. Because 
es found between the samples on the personality scales could just be a result of 
  The survey design itself has a flaw that needs to be addressed. Any differenc- 
which would enable greater transparency and validity of future survey results.
are providing some recommendations for controlling the analysed method effects, 
of the results in the population of interest. Second, based on these findings, we 
effect on the results of survey research and, accordingly, provide a distorted picture 
ical evidence regarding the method effects that can have a statistically significant 
social research methodology in two ways. First, they contribute to a body of empir- 
The results of this study aspire to make a methodological contribution in the field of 
DISCUSSION AND CONCLUSIONS
an acquiescence factor resulted in no improvement of the models.
contains only four indicators. Nevertheless, we were forced to conclude that adding 
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wording or acquiescence bias can cause the unidimensional model to be rejected, 
which could affect the validity of the measurement invariance tests. Confirmatory 
bias can be a random research error, as there are some survey software applica-
tions available that enable randomising the order of items for each participant. This 
means that the effects of placing regular or reversed items at the beginning of the 
scale should negate each other, making confirmatory bias a random error. This is 
by far the easiest way of battling confirmatory bias, and we highly encourage all 
researchers to implement this in their survey designs.
Second, the IMC item used in this survey to test for careless responding has 
a low discriminant validity, as it did not perform well enough distinguishing careful 
from careless respondents. The polar item pair correlations did not show a statisti-
cal difference between careful and careless responders in either sample. Construct 
correlations and NARS were also indicative of problems with the IMC items’ valid-
ity. We hypothesise that this could be due to the item formulation, which instructs 
the participants to select an option on a 5-point Likert-type response scale. We 
believe that this could lead participants to believe that the item measured obedi-
ence or conformity, which would cause them to select an option other than the one 
instructed. Therefore, to distinguish careful from careless respondents we suggest 
using different IMC items, for example: “Tick the empty square on the upper right 
corner of this page”. We believe that future methodological studies need to further 
investigate the relationship between the tendency towards conformism and the 
style of responding to statements that serve to identify careless responding. Based 
on the results of these studies it would be possible to determine which version of 
statements is most acceptable for measuring careless responding.
Third, we speculated that acquiescence bias is a phenomenon that, in some 
amount, is present in most surveys. It can affect and skew results, as it is hard 
to detect using more traditional methods. When a method factor of acquiescence 
was introduced to the model, the fit to the data improved in only half of the tests 
conducted, forcing us to conclude that this type of measuring acquiescence was 
not effective. An additional limitation of our approach is the sheer length of the 
scale measuring acquiescence, as it contained 17 items. We recommend attempts 
to implement shorter scales because reducing the instruments could increase the 
frequency of their use, and thus improve the control of acquiescence bias in social 
research.
The purpose of this study was to make researchers aware of the effects of 
the tested phenomena while conducting survey research. The instruments used to 
test these effects were from the domain of personality and gender inequality. Item 
wording and confirmatory bias affected the mean values, model fit, and measure-
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ment invariance, while the control for acquiescence bias did not improve the model 
fit, which points to a need for further research of controlling for acquiescence. 
If researchers are unwary of the possible effects of either of them, research 
results could be biased, skewed and misleading. When constructing survey re-
search, it is advisable to consider these effects or at least some of them. For ex-
ample, an IMC check could only consist of one item, and it would bring additional 
insight considering the type of survey participants regarding their carelessness in 
answering survey questions. Being warier about the possible influences of method 
effects in the process of constructing the survey and interpreting the results could 
help social sciences fight the ongoing replication crisis.
REFERENCES
Andrews RJ, Logan TD and Sinkey MJ (2015). Identifying Confirmatory Bias in the Field, 
Journal of Sports Economics, 19 (1): 50-81. https://doi.org/10.1177/1527002515617511 
Arias VB, Garrido LE, Jenaro C, Martínez-Molina A and Arias B (2020). A Little Garbage 
in, Lots of Garbage out: Assessing the Impact of Careless Responding in Personality 
Survey Data, Behavior Research Methods, 52 (6): 2489-2505. https://doi.org/10.3758/
s13428-020-01401-8
Babbie ER (2013). The Practice of Social Research. Belmont, CA: Thompson Wadsworth.
Beck MF, Albano AD and Smith WM (2018). Person-Fit as an Index of Inattentive Responding: 
A Comparison of Methods Using Polytomous Survey Data, Applied Psychological 
Measurement, 43 (5): 1-14. https://doi.org/10.1177/0146621618798666 
Bentler PM, Jackson DN and Messick S (1971). Identification of Content and Style: A Two-
Dimensional Interpretation of Acquiescence, Psychological Bulletin, 76 (3): 186-204. 
https://doi.org/10.1037/h0031474
Bentler PM (1990). Comparative Fit Indexes in Structural Models, Psychological Bulletin, 
107 (2): 238-246. https://doi.org/10.1037/0033-2909.107.2.238
Brown TA (2015). Methodology in the Social Sciences. Confirmatory factor analysis for 
applied research (2nd ed.). The Guilford Press. 
Chen FF (2007). Sensitivity of Goodness of fit Indexes to Lack of Measurement 
Invariance, Structural Equation Modeling, 14 (3): 464-504. https://doi.
org/10.1080/10705510701301834
Cheung GW and Rensvold RB (1998). Cross-Cultural Comparisons Using Non-Invariant 
Measurement Items, Applied Behavioral Science Review, 6 (2): 229-249. https://doi.
org/10.1016/S1068-8595(99)80006-3
Cronbach LJ (1946). Response Sets and Test Validity, Educational and Psychological 
Measurement, 6: 475-494. https://doi.org/10.1177/001316444600600405
Donnellan MB, Oswald FL, Baird BM and Lucas RE (2006). The Mini-IPIP Scales: Tiny-Yet-
Effective Measures of the Big Five Factors of Personality, Psychological Assessment, 18 
(2): 192-203. https://doi.org/10.1037/1040-3590.18.2.192
254
Revija za sociologiju | Croatian Sociological Review 51 (2021), 2: 231–256
 
 
Computing [Computer Software Manual]. Vienna, Austria.
R  Development  Core  Team.  (2019).  R: A  Language  and  Environment  for  Statistical
  Review, 41: 71-90. https://doi.org/10.1016/j.dr.2016.06.004
  The State of the Art and Future Directions for Psychological Research, Developmental
Putnick DL and Bornstein MH (2016). Measurement Invariance Conventions and Reporting:
  590241-0.50006-X
  Attitudes.  San  Diego,  CA: Academic  Press, 17-59. https://doi.org/10.1016/B978-0-12-
  PR  and  Wrightsman  LS  (eds.). Measures  of  Personality  and  Social  Psychological
Paulhus DL (1991). Measurement and Control of Response Bias. In:. Robinson JP, Shaver
Nunnally JC (1978). Psychometric Theory (2nd ed.). New York, NY: McGraw-Hill.
  Ambiguity Hypotheses, Journal of Official Statistics, 7: 153-166.
McClendon  MJ  (1991).  Acquiescence:  Tests  of  the  Cognitive  Limitations  and  Question
  Psychological Methods, 11 (4): 344-362. https://doi.org/10.1037/1082-989X.11.4.344
Maydeu-Olivares  A  and  Coffman  DL  (2006).  Random  Intercept  Item  Factor  Analysis,
  4. https://doi.org/10.3389/fpsyg.2013.00169
Maul A (2013). Method Effects and the Meaning of Measurement, Frontiers in Psychology,
  Multidisciplinary Journal, 11 (3): 320-341. https://doi.org/10.1207/s15328007sem1103_2
  Overgeneralizing  Hu  and  Bentler’s  (1999)  Findings, Structural  Equation  Modeling:  A
  Testing  Approaches  to  Setting  Cutoff  Values  for  Fit  Indexes  and  Dangers  in
Marsh H, Hau K and Wen Z (2004). In Search of Golden Rules: Comment on Hypothesis-
  doi.org/10.1037/0012-1649.22.1.37
  Cognitive-Developmental Phenomenon, Developmental Psychology, 22: 37-49. https://
Marsh  HW  (1986).  Negative  Item  Bias  in  Ratings  Scales  for  Preadolescent  Children:  A
  org/10.1006/jesp.1993.1004
  Conceptions, Journal  of  Experimental  Social  Psychology,  29  (1):  63-86.  https://doi.
Kunda  Z,  Fong  GT,  Santioso  R  and  Reber  E  (1993).  Directional  Questions  Direct  Self-
  doi.org/10.1037/0022-3514.77.2.379
  Acquiescence, Journal of Personality and Social Psychology, 77 (2): 379–386. https://
Knowles  ES  and  Condon  CA  (1999).  Why  people  say  “yes”:  A  Dual-process  Theory  of
  Research Methods, 18 (3): 512-541. https://doi.org/10.1177/1094428115571894
  Bias can Influence Construct Dimensionality: The Case of Job Satisfaction, Organizational
Kam CCS and Meyer JP (2015). How Careless Responding and Acquiescence Response
  Confirmatory Bias, British Politics, 6 (4): 479-490. https://doi.org/10.1057/bp.2011.26
Johnson AJ and Miles C (2011). Order Effects of Ballot Position Without Information-Induced
  CBO9780511550362
  Around  the  World.  Cambridge:  Cambridge  University  Press.  https://doi.org/10.1017/
Inglehart  R  and  Norris  P  (2003). Rising  Tide:  Gender  Equality  and  Cultural  Change
  1-55. https://doi.org/10.1080/10705519909540118
  Conventional  Criteria  Versus  New  Alternatives, Structural  Equation  Modeling,  6  (1):
Hu L and Benter PM (1999). Cutoff Criteria for Fit Indexes in Covariance Structure Analysis:
  328-351. https://doi.org/10.1086/269326
Greenleaf EA (1992). Measuring Extreme Response Style, Public Opinion Quarterly, 56 (3):
  and Law, 9 (3): 275-277. https://doi.org/10.1007/s12207-016-9262-6
Erard RE (2016). If It Walks Like a Duck: a Case of Confirmatory Bias, Psychological Injury
255
Mandić, Klasnić: Is It Biased? Empirical Analysis of Various Phenomena That Affect Survey Results
Revelle W (2019). psych: Procedures for Psychological, Psychometric, and Personality 
Research. Northwestern University, Evanston, Illinois. R package version 1.9.12, https://
CRAN.R-project.org/package=psych
Rosseel Y (2012). lavaan: An R Package for Structural Equation Modeling, Journal of 
Statistical Software, 48: 1-36. https://doi.org/10.18637/jss.v048.i02
Schmitt N and Stults D M (1985). Factors Defined by Negatively Keyed Items: The Result 
of Careless Respondents?, Applied Psychological Measurement, 9 (4): 367-373. https://
doi.org/10.1177/014662168500900405
Steiger JH and Lind JC (1980). Statistically-Based Tests for the Number of Common Factors. 
Paper presented at the Annual Spring Meeting of the Psychometric Society, Iowa City.
Suárez-Álvarez J, Pedrosa I, Lozano LM, García-Cueto E, Cuesta M and Muñiz J (2018). 
Using Reversed Items in Likert Scales: A Questionable Practice, Psicothema 30 (2): 
149-158. https://doi.org/10.7334/psicothema2018.33
Tougas F, Brown R, Beaton AM, and Joly S (1995). Neosexism: Plus Ça Change, Plus 
C’est Pareil, Personality and Social Psychology Bulletin, 21 (8): 842-849. https://doi.
org/10.1177/0146167295218007
Tucker LR, Lewis CA (1973). Reliability Coefficient for Maximum Likelihood Factor Analysis, 
Psychometrika, 38 (1): 1-10. https://doi.org/10.1007/BF02291170
Weijters B, Geuens M and Schillewaert N (2010). The Stability of Individual Response 
Styles, Psychological Methods, 15 (1): 96-110. https://doi.org/10.1037/a0018721 
Weijters B and Baumgartner H (2012). Misresponse to Reversed and Negated Items 
in Surveys: A Review, Journal of Marketing Research, 49 (5): 737-747. https://doi.
org/10.1509/jmr.11.0368
Weijters B, Baumgartner H and Schillewaert N (2013). Reverse Item Bias: An Integrative 
Model, Psychological Methods, 18 (3): 320-334. https://doi.org/10.1037/a0032121 
White H (1980). A Heteroskedasticity-Consistent Covariance Matrix Estimator and 
a Direct Test for Heteroskedasticity, Econometrica, 48 (4): 817-838. https://doi.
org/10.2307/1912934
Yuan K and Bentler PM (2007). Multilevel Covariance Structure Analysis By Fitting Multiple 
Single‐Level Models, Sociological Methodology, 37 (1): 53-82. https://doi.org/10.1111/
j.1467-9531.2007.00182.x
Woods CM (2006). Careless Responding to Reverse-Worded Items: Implications for 
Confirmatory Factor Analysis, Journal of Psychopathology and Behavioral Assessment, 
28 (3): 186-191. https://doi.org/10.1007/s10862-005-9004-7
256
Revija za sociologiju | Croatian Sociological Review 51 (2021), 2: 231–256
Postoji li pristranost? Empirijska analiza različitih fenomena 
koji utječu na rezultate anketnih istraživanja
Luka MANDIĆ  http://orcid.org/0000-0001-8194-5513
Zagreb, Hrvatska 
mandic.luka@yahoo.com
Ksenija KLASNIĆ  http://orcid.org/0000-0001-9362-6739
Odsjek za sociologiju Filozofskog fakulteta Sveučilišta u Zagrebu, Hrvatska 
kklasnic@ffzg.hr
SAŽETAK
Često se implicira da su rezultati anketnih istraživanja isključivo odraz kvalitete uzorka 
na kojemu je istraživanje provedeno i korištenih mjernih instrumenata u anketnom 
upitniku. No, postoje različiti fenomeni koji mogu utjecati na rezultate, a koji se često 
zanemaruju pri provedbi anketnih istraživanja. Ova se studija bavi ispitivanjem utjecaja 
različitih efekata metode koji mogu iskriviti rezultate anketnih upitnika. Testirali smo 
utjecaje formulacije iskaza, potvrdne pristranosti, nemarnog odgovaranja te pristranosti 
slaganja. Koristeći se dvjema inačicama online anketnog upitnika, prikupili smo 
rezultate 791 korisnika društvenih mreža. Testirali smo jesu li navedeni efekti metode 
imali utjecaja na aritmetičke sredine čestica, korelacije čestica, korelacije konstrukata, 
pristajanje metrijskih modela podatcima te na invarijatnost mjerenja. Instrumenti putem 
kojih su efekti metode bili testirani bili su iz sfere ličnosti i rodne nejednakosti te su 
njihove čestice bile izmijenjene shodno potrebama mjerenja utjecaja pojedinog efekta 
metode. Svi testirani efekti metode, osim nemarnog odgovaranja, pokazali su statistički 
značajne utjecaje na rezultate na barem jednoj razini analize. Formulacija iskaza i 
potvrdna pristranost utjecali su na aritmetičke sredine čestica, na pristajanje modela 
podatcima te na invarijatnost mjerenja. Kontroliranje pristranosti slaganja rezultiralo je 
modelima koji su bolje pristajali podatcima. Ovaj rad potvrđuje da istraživane efekte 
metode treba uzeti u obzir prilikom provedbe istraživanja metodom ankete, ujedno dajući 
određene konkretne preporuke istraživačima na koje načine to učiniti.
Ključne riječi:  efekti metode, formulacija iskaza, nemarno odgovaranje, potvrdna 
pristranost, pristranost slaganja
