The analyses discussed in this article are those appropriate in research situations in which analysis of variance techniques are useful. These analyses are used to study the effects of treatment variables on outcome/response variables (in ex post facto as well as experimental studies). We speak of an univariate analysis of variance (ANOVA) when a single outcome variable is involved; when multiple outcome variables are involved, it is a multivariate analysis of variance (MANOVA) . (Covariance analyses may also be included.)
With multiple outcome variables, the typical analysis approach used in the group-comparison context, at least in the behavioral sciences, is to either (a) conduct multiple ANOVAs or (b) conduct a MANOVA followed by multiple ANOVAS. That these are two popular choices may be concluded from a survey of some prominent behavioral science journals. The 1986 issues of five journals published by the American Psychological Asso- Table 1. A few comments about these results would be appropriate. First, only one count was made per article, even though some articles reported analyses for multiple experiments or studies. Only the main analysis for an experiment was considered; socalled preliminary analyses were not tallied. Sometimes there were only two groups involved; in this case, multiple t tests were considered multiple ANOVAS, and a Hotelling T 2 analysis was considered a MANOVA. For the second analysis approach (MAN-OVA plus ANOVAS), interpretations or explanations were invariably based on the multiple ANOVAS. In six articles in which multiple ANOVAS were used, three justifications for not doing a MA-NOVA were given: (a) low outcome variable intercorrelations; (b) small number of outcome variables; and (c) small design cell frequencies. After a MANOVA, multiple ANOVAS were often used implicitly or explicitly to assess relative variable importance. Reasons given for conducting multiple ANOVAS after a MANOVA Correspondence concerning this article should be addressed to Carl J Huberty, Department of Educational Psychology, University of Georgia, Athens, Georgia 30602.
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were (a) to clarify the meaning of significant discriminators; (b) to explain the results of the MANOVA; and (c) to document effects reflected by the MANOVA. In one case, multiple ANOVAS were conducted even though results of the MANOVA were nonsignificant. In 2 of the 88 analyses that involved a MANOVA plus multiple ANOVAS, discriminant functions were briefly considered, but the main interpretation focus was still on the multiple ANOVAS. One of the three MANOVA-only applications resulted in nonsignificance. The other two applications incorporated descriptive discriminant analysis techniques. In none of the 222 multiple outcome variable studies was there much interest expressed in any structure associated with the MANOVA results.
Our thesis is that the MANOVA-ANOVAS approach is seldom, if ever, appropriate. Discussions of the appropriateness of the multiple-ANOVAS approach and the strict multivariate approach are given. The Type I error protection issue is briefly reviewed prior to some concluding comments.
Analysis Purposes
The primary reason for conducting a MANOVA or an ANOVA is to determine if there are any treatment (used generically) variable effects; in a one-way layout, this amounts simply to determining (by a statistical test) if any group differences exist. These effects or differences may pertain to a collection of outcome variables or to a single outcome variable. In addition to using the statistical test, however, a researcher will want to understand (explain/describe/interpret) the resulting effects or differences. An understanding of resulting ANOVA effects may be gained through the study of explained variation and univariate group contrasts. An understanding of resulting MANOVA effects may be gained through the study of explained variation, multivariate group contrasts, linear discriminant functions (LDFs), and LDF-outcome variable correlations.
We contend that an understanding of resulting MANOVA effects may not be gained by studying the significance of multiple ANOVAS. (As can be seen from the summary reported in Table 1 , the MANOVA-ANOVAS approach is fairly common, at least in some areas of study.) A significant MANOVA difference need not imply that any significant ANOVA effect or effects exist; see Tatsuoka ( 1971, p. 23 ) for a simple bivariate example.
A justification often given for conducting a MANOVA as a preliminary to multiple ANOVAS is to control for Type I error probability (see, e.g., Leary and Altmaier, 1980) . The rationale typi- Note. ANOVA = analysis of variance; MANOVA = multivariate analysis of variance.
cally used is that if the MANOVA yields significance, then one has a license to carry out the multiple ANOVAs (with the data interpretation being based on the results of the ANOVAS). This is the notion of a protected (multivariate) Ftest (Bock, 1975, p. 422) . The idea that one completely controls for Type I error probability by first conducting an overall MANOVA is open to question (Bird & Hadzi-Pavlovic, 1983; Bray & Maxwell, 1982, p. 343) , because the alpha value for each ANOVA would be less than or equal to the alpha employed for the MANOVA only when the MANOVA null hypothesis is true. This notion does not have convincing empirical support in a MANOVA-ANOVAS context (Wilkinson, 1975) , the Hummel and Sligo (1971) and Hummel and Johnston (1986) studies notwithstanding. From a statistical point of view, one purpose of conducting a MANOVA should not be to serve as a preliminary step to multiple ANOVAS. The multivariate method and the univariate method address different research questions. The choice to conduct a strictly multivariate analysis or multiple univariate analyses is based on the purpose or purposes of the research effort.
Research Questions
The guiding force of an empirical research effort should be the question or set of questions formulated by the researcher. Research questions suggest not only the appropriate design and data collection procedures but also the data analysis strategy or strategies. It is recognized that additional research questions may be formulated after data collection commences and that results from initial analyses may suggest research questions in addition to those originally posed.
Univariate Questions
Obviously, research questions that would call for multiple ANOVAS pertain to individual outcome variables. For example, with respect to which outcome variables do the groups differ? Or, the treatment variable has an effect on which outcome variables?
There are, perhaps, four situations in which multiple ANOVAS may be appropriate. One is when the outcome variables are "conceptually independent" (Biskin, 1980, p. 70) . (This is the antithesis of a situation involving a variable system, a notion discussed in the next section.) In such a situation one would be interested in how a treatment variable affects each of the outcome variables. Here, there would be no interest in seeking any linear composite of the outcome variables; an underlying construct is of no concern. In particular, an underlying construct would perhaps be of little interest when each outcome variable is from an unrelated domain. Dossey (1976) , for example, studied the effects of three treatment variables (Teaching Strategy, Exemplification, Student Ability) on four outcome variables: Algebra Disjunctive Concept Attainment, Geometric Disjunctive Concept Attainment, Exclusive Disjunctive Concept Attainment, and Inclusive Disjunctive Concept Attainment. Considering these outcome variables as conceptually independent, four three-way ANOVAS were conducted.
A second situation in which multiple univariate analyses might be appropriate is when the research being conducted is exploratory in nature. Such situations would exist when new treatment and outcome variables are being studied, and the effects of the former on the latter are being investigated so as to reach some tentative, nonconfirmatory conclusions. This might be of greater interest in status studies, as opposed to true experimental studies.
A third situation in which multiple ANOVAS may be appropriate is when some or all of the outcome variables under current study have been previously studied in univariate contexts. In this case, separate univariate analysis results can be obtained for comparison purposes, in addition to a multivariate analysis if the latter is appropriate and desirable.
Finally, there is an evaluation design situation in which multiple univariate analyses might be conducted. This is when some evidence is needed to show that two or more groups of units are equivalent with respect to a number of descriptors. These analyses might be considered in an in situ design for the purpose of a comparative evaluation of a project. In this situation, evidence of comparability may be obtained via multiple informal ("eyeball") tests or formal statistical tests.
Some four situations have been presented that would seem appropriate for multiple univariate analyses. Multiple ANOVAS might be conducted to (a) study the effects of some treatment variable or variables on conceptually independent outcome variables; (b) explore new treatment-outcome variable bivariate relationships; (c) reexamine bivariate relationships within a multivariate context; and (d) select a comparison group in designing a study.
Any empirical interrelationships among the outcome variables are completely ignored when conducting multiple AN-OVAS; this is no problem if one can argue for conceptual independence. It should be recognized, however, that because of the nature of behavioral science variables, redundant information will usually be obtained with multiple ANOVAs. For example, suppose Variable 1 yields univariate significance and that Variable 2 is highly correlated with Variable 1. Significance yielded by Variable 2, then, would not be a new result. Van de Geer (1971) pointed out that "with separate analyses of variance for each variable, we never know how much the results are duplicating each other" (p. 271). Thus, asking questions about individual outcomes may very well imply asking redundant questions. Asking redundant questions may be acceptable in some research contexts; however, the researcher should be cognizant of the redundancy.
Multivariate Questions
The basic MANOVA question is, Are there any overall (interaction, main) effects present? In addition, questions pertaining to simple effects and to group contrast effects may be addressed. (See Huberty, 1986 , for a discussion on these and subsequent questions in this section.) After addressing the effects questions, there are other research questions that may be addressed via a multivariate analysis. These questions pertain to (a) determining outcome variable subsets that account for group separation; (b) determining the relative contribution to group separation of the outcome variables in the final subset; and (c) identifying underlying constructs associated with the obtained MANOVA resuits. None of these questions may be adequately addressed by conducting multiple ANOVAS. To appropriately address them, one must consider outcome variable intercorrelations.
The three questions in the preceding paragraph, from a strict multivariate point of view, are now briefly reviewed. In some instances it may be desirable to determine if fewer outcome variables than the total number initially chosen should form a basis for interpretation. This is the so-called variable selection problem, and it is discussed in some detail by Huberty (in press ).
This question might be considered so as to seek a parsimonious interpretation of a system of outcome variables. It should be noted that this is not an imposed parsimony, as one might get with multiple univariate analyses, but is a parsimony that takes into consideration the correlations among the outcome variables.
A second potential reason for conducting a multivariate analysis is to make an assessment of the relative contribution of the outcome variables to the resultant group differences or to the resultant effects of the treatment variable or variables. This is the so-called variable ordering problem. Although the assessment of variable importance is problematic in all multivariable analyses (including multiple and canonical correlation, factor analysis, and cluster analysis), some potentially useful indexes have been proposed for the MANOVA context (see Huberty, 1984) . Of course, a meaningful ordering of variables can only be legitimately accomplished by taking the variable intercorrelations into consideration.
(It should be pointed out that typically employed criteria for variable selection and variable ordering are sample and system specific. What a good variable subset or a relatively good individual variable is depends upon the collection of the variables in the system being studied. How well the proposed selection and ordering results hold up over repeated sampling needs to be addressed with further empirical study. Of course, replication is highly desirable. The rank-order position of a given variable in a system of variables may change when new variables are added to the system. The same may be said for the composition of a good subset of variables. Hence, a conclusion regarding the goodness of a variable subset and the relative goodness of individual variables must be made with some caution [see Huberty, in press, and Share, 1984, for elaboration] .)
The identification of a construct that underlies the collection of outcome variables to be studied is more a matter of art than statistics. This identification process is legitimate only if the collection of variables constitutes a system. A system of outcome variables may be loosely defined as a collection of conceptually interrelated variables that, at least potentially, determines one or more meaningful underlying variates or constructs. In a system, one has several outcome variables that represent a small number of constructs, typically one or two. For example, Watterson, Joe, Cole, and Sells (1980) studied a system of five outcome measures on attitudes (based on interview and questionnaire data) that led to two meaningful constructs, political attitude and freedom of expression; Hackman and Taber (1979) studied a system of 21 outcome measures on student performance (based on interview data) that yielded two meaningful constructs, academic performance and personal growth.
A goal of a multivariate analysis may be to identify and interpret the underlying construct or constructs. For such potential constructs to be meaningful, the judicious choice of outcome variables to study is necessary; the conceptual relationships among the variables must be considered in light of some overriding theory. A multivariate analysis should enable the researcher to "get a handle" on some characteristics of his or her theory: What are the emerging variables?
These emerging variables are identified by considering some linear composites of the outcome variables, called canonical variates or linear discriminant functions (LDFs). Correlations, sometimes called structure coetficients, between each outcome variable and each LDF are found. Just as in factor analysis, the absolute values of these correlations, or loadings, are used in the identification process: Those variables with high loadings are tied together to arrive at a label for each construct.l We sub-J It has been pointed out by Harris (1985, pp. 129, 257) and proven by Huberty (1972) that in the two-group case, the squared LDF-variable correlations are proportional to the univariate F values. Thus, it might seem that if a system structure is to be identified via loadings, then multiple univariate analyses would sutiice. In the multiple-group case in which at least two LDFs result, however, identification of the multiple constructs by multiple univariate analyses is generally problematic; an exception may be if only one interpretable construct results (Rencher, 1986) . scribe to the use of structure coefficients to label or name the construct identified with each LDE This is in opposition to the use of the so-called standardized LDF weights for this purpose, which is espoused by Harris (1985, p. 319) .
Sometimes a researcher is interested in studying multiple systems, or subsystems, of variables. These subsystems may be studied for comparative purposes (see, e.g., Lunneborg & Lunneborg, 1977) or simply because different (conceptually independent?) constructs based on unrelated variable domains are present (see, e.g., Elkins & Sultmann, 1981) . In this case, a separate multivariate analysis for each subsystem would be conducted.
The notion of a construct varies across different types of multivariate analyses. For the group-comparison or treatment-variable-effects situation on which we focus herein, the identified constructs are extrinsic to the set of outcome variables. That is, the optimization of the composites (i.e., LDFs) is based on a criterion that is external to the outcome variables, namely, the maximization of effects. Similar optimization of composites (linear classification functions) that is based on an external criterion occurs in the context of predictive discriminant analysis (see Huberty, 1984) in which classification accuracy is maximized. On the other hand, in component analysis, for example, the identified constructs are intrinsic to the set of outcome variables. That is, the optimization of the composites (i.e., components) is based on a criterion that is internal to the outcome variables, namely, the maximization of variance accounted for in the variable set. Furthermore, an extrinsic-intrinsic situation could result when one conducts a MANOVA or a classification analysis using component or factor scores as input (for an example, see Huberty & Wisenbaker, 1988; see Dempster, 1971 , for more on data structure).
In a multiple-group situation, the study of system structure and of variable importance may lead to some interesting and informative conclusions. In the univariate case, group contrasts (pairwise or complex) are often of interest in addition to, or in lieu of, the omnibus intergroup comparison. Group contrasts may also be studied with multiple outcome variables, that is, multivariate group contrasts. The construct associated with one contrast may be characterized quite differently from that associated with another contrast. Also, the variable orderings for effects defined by two contrasts may be quite different. For a detailed discussion of this analysis strategy, see Huberty and Smith (1982) .
None of the above three data analysis problems (selecting variables, ordering variables, identifying system structure) can be appropriately approached via multiple univariate analyses. As Gnanadesikan and Kettenring (1984) put it, an objective of a multivariate analysis is to increase the "sensitivity of the analysis through the exploitation of the intercorrelations among the response variables so that indications that may not be noticeable in separate univariate analyses stand out more clearly in the multivariate analysis" (p. 323). We interpret "indications" to imply relative importance of variables and structure underlying the data.
An Example
Consider a three-group, 13-variable data set, obtained from Bisbey (1988 A basic intent of the analysis was to explain or describe the resultant intergroup differences, Wilks lambda = .231, F(26, 276) = 11.455, p < .001, eta-squared = .769. For purposes of this discussion, we focus on three aspects of explanation/description: (a) relative contribution of the outcome variables to intergroup differences; (b) the construct or constructs underlying the differences; and (c) variable subset selection. Values of indices and procedures used for these purposes from a multivariate analysis: may be compared with the 13 univariate ANOVA F values (see Table 2 ).
Just as in multiple regression analysis, we think it is important to take into full consideration the intercorrelations of the outcome variables when ordering variables in (descriptive) discriminant analysis. It may be shown (Urbakh, 1971) in the twogroup case that the quotient of the square of a standardized LDF weight and an index of collinearity of the outcome variables is an estimate of the decrease in group separation when the corresponding variable is deleted. That is, variable rankings based on these quotients are identical to those based on F-toremove values that are output from many statistical package programs, for example, SAS STEPDISC, SPSS x DISCRIMINANT, and BMDP7M. F-to-remove values are appropriate for ranking variables when more than two groups are involved; see Huberty (in press) and Huberty and Wisenbaker (1988) for more details. One might ask if the univariate F values may be used for variable ordering, realizing, of course, that variable intercorrelations would be ignored. The rank ordering of the F values is not at all similar to that of the F-to-remove values (our preferred ordering basis), r = .651. Now for some comments pertaining to underlying constructs.
2 A popular index used in assessing relative variable contribution is the standardized LDF weight. As popular as this index might be, we prefer the F-to-remove index discussed in the latter part of the section. One reason for not preferring the standardized weight index is that its sampling variability is not considered. Furthermore, how to utilize standardized LDF weights for variable ordering when there are more than two groups is somewhat open to question. One possibility is to use only the weights for the first LDE Another possibility is to determine, for each variable, a linear composite of the (absolute) LDF weights using, say, the eigenvalues as the composite weights (Eisenbeis & Avery, 1972, p. 70) . A comparison between variable orderings based on standardized weights for the first LDF and those based on the preferred F-to-remove values may be made for the example considered here. The two sets of ranks are given in Table 2 ; the ranks are determined by clustering comparable values of each index. The correlation between the two sets of ranks is .878, which is fairly high, indeed. For two other data sets, taken from Huberty and Wisenbaker (1988) , the correlations between the two sets of ranks are only .352 and .359. Note. Ranks are based on "clusters" of values.
Using structure correlations from Table 2 to identify the two constructs, it may be seen that some joining of variables XI2, X11, and X5 yields the dominant construct. The second construct is basically defined by variables X3, X4, X6, X11, and X2. We claim that it is illogical to consider using univariate F values to identify some constructs, which inherently depend on intercorrelations of constituent variables. The use of univariate F values to determine good subsets of outcome variables is also a questionable practice. For example, according to F values, the subset {X12, X11, X5, X3, XT, X1 } might be considered; this subset is actually worse than the 10th best subset of size six, in the sense of the smallest Wilks lamlxla value (see Huberty & Wisenbaker, 1988) .
Finally, when examining the univariate analyses, one might conclude that variable XI is significant, F(2, 150) = 8.496, p -.0003, eta-squared =. 102. But, in the company of the other 12 variables, X1 does not appear to be contributing much at all to overall group differences nor to structure identification.
Type I Error Protection
Whenever multiple statistical tests are carried out in inferential data analysis, there is a potential problem of "probability pyramiding." Use of conventional levels of Type I error probabilities for each test in a series of statistical tests may yield an unacceptably high Type I error probability across all of the tests (the "experimentwise error rate"). In the current context, this may be a particular issue when multiple ANOVAS are conducted.
If a researcher has a legitimate reason for testing univariate hypotheses, then he or she might consider either of two testing procedures. One is a simultaneous test procedure (STP) originated by Gabriel (1969) , advocated by Bird and Hadzi-Pavlovic (1983) , and programmed by O'Grady (1986) . For the STE as it is applied to the current MANOVA-ANOVAs context, the referent distribution for the ANOVA F values would be based on the MANOVA test statistic used. Bird and Hadzi-Pavlovic (1983, p. 168), however, point out that for the current context, the overall MANOVA test is not really a necessary prerequisite to simultaneous ANOVAS. Ryan (1980) makes the same point for the AN-OVA contrasts context. These two contexts may be combined to a MANOVA-ANOVA contrasts context in which it would be reasonable to go directly to the study of univariate group contrasts, if univariate hypotheses are the main concern. The STP approach has not been used to any great extent. One reason for this is the low statistical power, a characteristic shared with the Scheff6 test in a univariate context.
The second procedure for testing univariate hypotheses is to employ the usual univariate test statistics with an adjustment to the overall Type I error probability. How overall is defined is somewhat arbitrary. It could mean the probability of commitring a Type I error across all tests conducted on the given data set, or it could mean the Type I error probability associated with an individual outcome variable when univariate questions are being studied. Whatever the choice (which can be a personal one and one that is numerically nonconventional; see Hall & Selinger, 1986) , some error splitting seems very reasonable. Assuming that Type I error probability for each in a set ofm tests is constant, the alpha level for a given test may be determined by using either of two approaches. One approach is to use an additive (Bonferroni) inequality: For m tests, the alpha level for each test (cq) is given by the overall alpha level (am) divided by m. A second approach is to use a multiplicative inequality (Sidfik, 1967) : For m tests, tx~ is found by taking 1 minus the ruth root of the complement of am (see Games, 1977) . The per-test alphas, constant across the m tests, that are found using the two approaches are, for most practical purposes, the same.
In nearly all instances, outcome variables are interrelated. Thus, multiple ANOVA F tests are not independent. This lack of independence does not, however, present difficulties in determining the per-test alpha level to use. That this is the case may be seen by the following double inequality:
That is, either function of at may be considered as an upper bound for the overall alpha, am. It turns out that when conducting m tests, each at a constant alpha level, a considerably larger overall alpha level results. For example, six tests, each conducted using an alpha level of .05, yield an upper bound for the overall alpha level of .30 using the additive inequality and yield about .26 using the multiplicative inequality (the middle of the double inequality in the preceding paragraph).
Just as the STP approach may be lacking for statistical power, so too may the procedure of adjusting the Type I error probability. One way of obtaining reasonable power values is to use an adequate sample size (in relation to the number of outcome variables). This, however, may provide little solace to the practicing researcher. Modifications of the adjustment procedure have been proposed by Larzelere and Mulaik (1977) and by Schweder and Spj~tvoll (1982) . We recommend a modified adjustment procedure to control for experimentwise Type I error when conducting multiple statistical tests.
Discussion
Even though it is a fairly popular analysis route to take in the behavioral sciences, conducting a MANOVA as a preliminary step to multiple ANOVAS is not only unnecessary but irrelevant as well. We consider to be a myth the idea that one is controlling Type I error probability by following a significant MANOVA test with multiple ANOVA tests, each conducted using conventional significance levels. Furthermore, the research questions addressed by a MANOVA and by multiple ANOVAS are different; the results of one analysis may have little or no direct substantive bearing on the results of the other. To require MANOVA as a prerequisite of multiple ANOVAS is illogical, and the comfort of statistical protection is an illusion. The view that it is inappropriate to follow a significant MANOVA overall test with univariate tests is shared by others (e.g., Share, 1984) .
If the researcher is interested in outcome variable selection or ordering, or in variable system structure, then a multivariate analysis should be done. It has been argued (e.g., by Conger, 1984, p, 303 ) that a weighted composite of the outcome variables (i.e., an LDF) is not readily interpretable. That may be the case when a small number of diverse outcome variables is being studied. This should not, however, be considered a drawback to conducting a MANOVA. Obtaining an uninterpretable structure does not logically lead to the use of multiple ANOVAS. IS it reasonable to shift from a multivariate-type research question to an ANOVA-type research question just because the multivariate question is difficult to answer? The possibility of obtaining an interpretable composite when outcome variables are judiciously chosen for study may very well enhance analysis findings. This is a plus! On the basis of the limited journal survey completed, one might conclude that the multiple-ANOVAS analysis strategy will be appropriate for many empirical studies. If this conclusion is in fact correct, then the assessment of relative outcome variable importance and the discovery and interpretation of data structure will apparently be of little interest. There will be little concern, too, for the potential of finding and reporting results that may be redundant across the set of outcome variables.
Whether a researcher conducts a multivariate analysis or multiple univariate analyses, it is strongly recommended that the outcome variable intercorrelations be reported, or at least be made available. Typically, these correlations would be reported in the form of a matrix. At the very least, a descriptive summary of the distribution of the correlations should be reported.
