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Abstract Radial Basis Functions are widely used in scat-
tered data interpolation. The surface-reconstruction method
using radial basis functions consists of two steps: (i) com-
puting an interpolating implicit function the zero set of
which contains the points in the data set, followed by (ii) ex-
traction of isocurves or isosurfaces. In this paper we focus on
the second step, generalizing the work on certified meshing
of implicit surfaces based on interval arithmetic (Plantinga
and Vegter in Visual Comput. 23:45–58, 2007). It turns out
that interval arithmetic, and even the usually faster affine
arithmetic, are far too slow in the context of RBF-based
implicit surface meshing. We present optimized strategies
giving acceptable running times and better space complex-
ity, exploiting special properties of RBF-interpolants. We
present pictures and timing results confirming the improved
quality of these optimized strategies.
Keywords Certified meshing · Geometric computing ·
Radial Basis Functions · Interval arithmetic · Affine
arithmetic
1 Introduction
RBF-based interpolants Radial Basis Functions (RBFs)
provide a simple meshless method for the reconstruction of
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smooth geometric objects in the plane or in three-dimensio-
nal space from a finite point sample v1, . . . , vn. The process
consists of two steps: (i) computing an interpolating implicit
function the zero set of which contains the sample points,
followed by (ii) extraction of the isocurve or isosurface.





wk ϕ(‖x − vk‖) + p(x), (1)
where x ∈ Rd , for d = 2,3, such that s is zero at the
sample points (centers) vk . To avoid obtaining the triv-
ial zero solution, i.e. s ≡ 0, some of those vks are cho-
sen from off-surface. Here p is a polynomial of low de-
gree which depends on the particular choice of radial basis
function, cf. [8], and ‖x − vk‖ is the Euclidean distance be-
tween x and vk . The radial basis function ϕ is a univariate
function. Some popular RBFs are ϕ(r) = r3 (triharmonic
spline), ϕ(r) = r2 log r (thin plate spline in 2D), ϕ(r) =√
r2 + c2 (multiquadric), or ϕ(r) = exp(−r2) (Gaussian).
The weights wk are determined by solving a system of inter-
polation equations. We omit the details, but refer to [3, 20]
for further background.
The second step, namely isosurface extraction, is our
main focus. In [14] we use interval arithmetic (IA) to extract
regular level sets of a general smooth (C1) implicit func-
tion. More precisely, the algorithm computes a piecewise
linear surface, say S′, which is isotopic to the actual zero
set S ≡ s−1(0), and is guaranteed to have the same topol-
ogy. Here, isotopy implies that there exists a continuous de-
formation between S and S′ within the embedding space.
The certified meshing algorithm [14] is akin to the Marching
Cubes algorithm in the sense that it analyzes the topology of
the isosurface on boxes in the plane or in space. If it cannot
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decide that the topology is correct, it subdivides the box. In
other words, the certified meshing algorithm terminates af-
ter performing a sufficient number of subdivisions required
to generate a certified mesh. No user-specified parameter is
needed to stop the algorithm. However, interval arithmetic
converges very slowly for implicit functions like (1), i.e.,
sums consisting of a large number of terms (translated radial
basis functions). Improving the performance of the certified
meshing algorithm [14], in case of RBF-interpolants, is the
main goal of the current paper. Although in certified mesh-
ing ‘isotopy’ is the main criterion, one may also be looking
for an approximating mesh which is close enough (say, with
respect to the Hausdorff distance) to the original isosurface.
To satisfy this small Hausdorff distance criterion is straight-
forward since for that one needs to further subdivide the
boxes containing the zero set until the approximated mesh
is close enough to the zero set. However, in this paper we
focus on the certified meshing step.
Our contribution Although [14] presents a general scheme
for certified extraction of isocurves and isosurfaces, brute
force application of IA, as advocated in [14], does not yield
acceptable performance if the implicit function is too com-
plicated. This paper presents a general versatile method
in case of RBF-interpolants that improves computing time
drastically, yielding quadratic convergence without sacrific-
ing the topological guarantees.
Our early experiments show that even the straightforward
use of affine arithmetic (AA) [7], a fine tuned version of IA,
does not improve running times sufficiently. Therefore, we
developed several improved strategies. We use a combina-
tion of linear and quadratic upper and lower bounds for the
summands in (1), exploiting the fact that each term in the
sum is of the same form. This Bounding-Plane-Bounding-
Quadric (BPBQ) strategy works for certain RBFs, and leads
to a spectacular improvement of the running time, since far
less subdivisions of boxes are needed before the algorithm
can decide that the topology is correct. Since linear bounds
are not easy to obtain for all types of RBFs, we also de-
veloped a more general method based on quadratic bound-
ing functions, the Bounding-Paraboloid (BParab) strategy,
which works for commonly used RBFs. Finally, we give
pictures and performance results confirming the improved
quality of the optimized strategies in terms of time and space
complexity.
Related work Current methods for meshing RBF-based
implicit surfaces do not come with topological guarantees,
since they are usually based on the Marching Cubes algo-
rithm [11]. Methods for certified meshes for implicit sur-
faces are presented in [1, 18]. In [14] interval arithmetic is
used to extract certified meshing of implicit surfaces. Sev-
eral improvements to standard interval arithmetic have been
proposed. For an overview we refer to [12]. However, most
of these improvements are restricted to algebraic functions,
or do not give sufficiently accurate results to make interval
arithmetic for radial basis functions practical.
In a similar context, [17] brings a new recursive Taylor
method for ray-casting algebraic surfaces and shows that
this method works better than various versions of interval
and affine arithmetic. In general, interval or affine arithmetic
cannot be used to detect degenerate zeros, like that of the
function f (x) = x2. For polynomials dedicated methods are
available, but these are based on algebraic properties, and
depart completely from the paradigm of numerical comput-
ing, cf. [4]. However, until now there is no ‘certified’ method
in the literature to detect singularities for general implicit
functions.
2 Preliminaries
2.1 Interval arithmetic (IA)
Interval arithmetic is used to cope with rounding errors in
finite precision computations. A range function F for a
function F : Rm → Rn computes for each m-dimensional
input interval I (i.e., an m-box) an n-dimensional interval
output F(I), such that F(I) ⊂ F(I). A range function
is said to be convergent if the diameter of the output inter-
val converges to 0 when the diameter of the input interval
shrinks to 0. Convergent range functions exist for the ba-
sic operators and functions, so all range functions are as-
sumed to be convergent. For an overview of interval arith-
metic methods and their optimizations, we refer to [13].
2.2 Affine arithmetic (AA)
Affine arithmetic [7] is a refinement of IA based on re-
fined tracking of the accumulating errors. In this section, we
briefly discuss the range computation method using AA. In
AA, each input or computed quantity x is expressed in an
affine form (AF):
xˆ = x0 + x11 + x22 + · · · + xnn,
where xi are known floating point numbers and i are sym-
bolic variables whose values are only known to lie in the
range [−1,+1]. Moreover, the interval I (xˆ) corresponding
to the AF xˆ is computed back as: I (xˆ) = [x0 − rad(xˆ), x0 +
rad(xˆ)] where rad(xˆ) = ∑ni=1 |xi |. Thus, for example, a
quantity x which is known to lie in the range [3,7] can
be represented by the affine form xˆ = 5 + 2k , for some
k. Conversely, the form xˆ = 10 + 23 − 58 implies that
the corresponding quantity x lies in the range [3,17]. The
sharing of a symbol j among two affine forms xˆ, yˆ im-
plies that the corresponding quantities x, y are partially de-
pendent, in the sense that their joint range is smaller than
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the Cartesian product of their separate ranges. For exam-
ple, if xˆ = 10 + 23 − 68 and yˆ = 20 + 34 + 48, then
the individual ranges of x and y are [2,18] and [13,27],
but the joint range of the pair (x, y) is the hexagon with
corners (2,27), (6,27), (18,19), (18,13), (14,13), (2,21),
which is a proper subset of the rectangle [2,18] × [13,27].
Moreover, affine forms can be combined with the stan-
dard arithmetic operations or elementary functions, to obtain
guaranteed approximations to formulas.
Affine operations Given affine forms xˆ = x0 + x11 +
x22 + · · · + xnn, yˆ = y0 + y11 + y22 + · · · + ynn for
x and y one can compute affine form zˆ = z0 + z11 +
z22 + · · · + znn corresponding to an affine operation z =
αx + βy + γ , by simply setting zj ← αxj + βyj + γ for
every j .
Non-affine operations A non-affine operation
z ← f (x, y, . . .), like multiplication z ← xy or z ← sin(x2+
y2), cannot be performed exactly, since the result would not
be an affine form of the i . In that case, one should take a
suitable affine function f a that approximates f to first or-
der, in the ranges implied by xˆ and yˆ; and compute zˆ ←
f a(xˆ, yˆ, . . .) + zkk , where zk is an upper bound for the ab-
solute error |f −f a| in that range, and k is a new symbolic
variable not occurring in any of the previous affine forms.
For example, an affine approximation f a corresponding to
the function f (x) = √x over [c, d], using Chebyshev (min-















2.3 Certified meshing algorithm
Implicit functions provide a convenient way of represent-
ing smooth surfaces in 3-space. However, piecewise linear
approximations are often required for computer visualiza-
tion. Ordinary meshing algorithms can only compute func-
tion values at a finite number of points. Thus these schemes
may miss important details of the implicit surface, and cor-
rect topology of the mesh cannot be guaranteed. The cer-
tified meshing algorithm [14] subdivides the domain of an
implicit function until it approximates the zero set of the
function in each box with a topologically correct piecewise
linear surface. Algorithm APPROXIMATESURFACE takes an
implicit function F : R3 → R and a box B as input, and
computes a piecewise linear approximation of F−1(0) ∩ B ,
assuming that the zero set F−1(0) of F contains no singular
points of F inside B . It uses range functions for F and its
gradient ∇F over an interval to extract information about
the surroundings of the grid points.
Algorithm 2.1: APPROXIMATESURFACE(F,B)
1. Initialize octree T to B;
2. Subdivide T until for all leaves I :
0 /∈ F(I) ∨ 〈∇F(I),∇F(I)〉 > 0;
3. BALANCEOCTREE(T );
4. MESH(T ).
Here, MESH(T ) approximates the zero level set inside the
box T by a piecewise linear function. The first clause in
line 2 discards cells I for which 0 /∈ F(I), i.e., boxes
which are guaranteed not to contain part of the zero set of
F . The second clause implies that 〈∇F(p),∇F(q)〉 > 0, for
all p,q ∈ I , so the direction of the gradient (and, therefore,
of the normal of the curve) does not change by more than
π/2 over this box. This implies that the zero set of F is
parametrizable (i.e., can be written as the graph of a func-
tion of x, y, or y, z, or x, z), which is the key property in
the proof of topological correctness of the output. To facili-
tate the meshing of the resulting octree, it is first balanced
(line 3). Balancing means extra subdivision of the octree
leaves until neighboring leaves differ at most one level in
depth. MESH (line 4) generates a triangulated surface using
a tetrahedral subdivision of the ambient space. For details
we refer to [14]. We also have a 2D-version of this algo-
rithm, which computes topologically correct polygonal ap-
proximations of regular implicit curves.
3 Range functions for RBFs
The range intervals computed using IA for RBF-interpolants
s (of the form in (1)) are too conservative. Therefore the
algorithm APPROXIMATECURVE needs a large number of
subdivisions (of the domain interval) before it satisfies the
stopping criteria of the algorithm. Thus, for RBF-based
implicit functions an IA-based implementation of algo-
rithm APPROXIMATESURFACE(s, I ) has unacceptable run-
ning time. Our goal is to improve the performance consid-
erably by optimizing the range intervals s(I ) and ∇s(I )
for such RBF-interpolants s on a box I .
In Sect. 3.1 we present the Bounding-Paraboloid
(BParab) strategy for finding range intervals of RBF-
interpolants. This strategy works for almost all commonly
used RBFs and in any dimension. More precisely, this strat-
egy works with all C2-smooth basis functions. For the thin
plate spline ϕ = r2 log r , being only C1, the method works
only for computing s(I ) but not for computing sx(I ) or
sy(I ), and, hence, fails for the strategy BParab.
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Fig. 1 Near and far point of a square interval I . If the center vk lies
inside the box I , then r1 = 0
Subsequently, in Sect. 3.2 we discuss the Bounding-
Plane-Bounding-Quadric (BPBQ) strategy for the cubic
RBF, which is widely used in reconstruction of geometric
surfaces from scattered point samples [3, 8, 9, 16, 20]. It
turns out that in many experiments this BPBQ-strategy for
the cubic RBF works better in practice than the BParab-
strategy.
Finally, in Sect. 3.4, we present a greedy strategy which
finds better range intervals by first subdividing the interval
into small intervals. Combined with the other strategies this
results in better timing for isotopic meshing.
3.1 The Bounding-Paraboloid (BParab) strategy
Computing s(I ) Our first optimization strategy deter-
mines a lower bound lk(x) and an upper bound uk(x) for
wkϕ(‖x − vk‖) on the box I , such that the minimal value
L(I) of l(x) := ∑k lk(x) + p(x) on I and the maximum
value U(I) of u(x) := ∑k uk(x) + p(x) on I are easy to
compute. Moreover, l and u are chosen in such a way that
s(I ) = [L(I),U(I)] yields a much better range interval
than IA, or even AA.
Our approach is based on the observation that the sum-
mand wkϕ(‖x − vk‖) is radially symmetric with respect
to the center vk . We will find quadratic upper and lower
bounds for the univariate function wk ϕ(r), for r rang-
ing over the smallest interval Jk = [r1, r2] for which r21 ≤‖x − vk‖2 ≤ r22 , for all x ∈ I . See Fig. 1. More precisely,
the univariate upper bound of wkϕ(r) on Jk is of the form
αkr
2 +βk , yielding s(x) ≤ ∑nk=1 αk‖x −vk‖2 +
∑n
k=1 βk +
p(x), for x ∈ I . Since, for most RBFs, the polynomial p
has degree at most two, the upper bound u is a bivariate or
trivariate quadratic function, obtained by adding the coef-
ficients of the upper bounds for each individual summand.
Moreover, a straightforward way to compute a conserva-
tive upper bound U(I) of u on I is by using interval arith-
metic as U(I) = UPPER(u(I )) (cf. [2]). A quadratic lower
bound l for the RBF-interpolant s on I is determined sim-
ilarly. Again, a conservative lower bound L(I) of l on I is
computed using interval arithmetic as L(I) = LOWER(l(I ))
(cf. [2]). Here we note that one can compute more accurate
bounds U(I) and L(I) by computing a global maximum of
u over I or a global minimum of l over I . In view of the
special shape of the quadratic upper and lower bounds this
approach is called the bounding paraboloid (BParab) strat-
egy.
To determine the coefficients αk and βk we first deter-
mine a quadratic function of the form r → αkr2 +γk , which
interpolates the radial basis function at the end-points of the
interval Jk . In other words, we take
αk = wk(ϕ(r2) − ϕ(r1))
r22 − r21
.
Algorithm 3.1: BPARAB-BOX-S(I )
1. Initialize: u(x) ← p(x), l(x) ← p(x);





2.1. Compute Jk ← [rk1, rk2] with r2k1 ≤ ‖x − vk‖≤ r2k2 over I ;
2.2. αk ← wk(ϕ(rk2)−ϕ(rk1))
r2k2−r2k1
;
2.3. βk ← max
Jk
(wkϕ(r) − αr2);
2.4. β ′k ← min
Jk
(wkϕ(r) − αr2);
2.5. u(x) ← u(x) + αk‖x − vk‖2 + βk;
2.6. l(x) ← l(x) + αk‖x − vk‖2 + β ′k;
3. U(I ) ← UPPER(u(I ));
4. L(I ) ← LOWER(l(I ));
5. return ([L(I),U(I)]).
An upper bounding quadratic function of the form r →
αkr
2+βk is now obtained by taking βk ≥ maxr∈Jk (wkϕ(r)−
αr2). We note that the expression wkϕ(r) − αr2 is a uni-
variate continuous function over Jk . Thus βk is computed
analytically as the global maximum of wkϕ(r) − αr2 over
Jk , for any particular basis function ϕ. Similarly, a lower
bounding quadratic function of the form r → αkr2 + β ′k is
found by taking β ′k ≤ minr∈Jk (wkϕ(r)−αr2). A general ap-
proach for finding optimal α and β is presented in Appendix.
Algorithm 3.1 gives the corresponding pseudocode for com-
puting s(I ).
Computing ∇s(I ) We focus on the 2D-case for simplic-
ity, but the 3D-case is similar. To find optimal ranges sx(I )
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Fig. 2 (a) Bounding
paraboloids corresponding to
graph of ψ . (b) Graphs of cubic
polynomials Uk0 (green) and
Lk0 (blue) corresponding to Φkx
(red) when vkx ∈ (x1, x2) over
I ≡ [x1, x2] × [y1, y2]
and sy(I ) (and sz(I ) in the trivariate case) for the com-
ponents of the gradient of the RBF-interpolant (1), first note






‖x − vk‖ (x − vkx) + px(x), (2)
where x = (x, y) and vk = (vkx, vky) (or x = (x, y, z) and
vk = (vkx, vky, vkz) in the trivariate case). First we consider
the case vkx /∈ (x1, x2), where I ≡ [x1, x2] × [y1, y2]. Ap-
plying the same approximation strategy as before to find
quadratic lower bounds on the one-dimensional interval Jk
for each of the univariate factors wk ϕ′(r)/r , leads to a bi-
variate (or trivariate) cubic lower bound Lk(x) on the box I
for the kth summand in (2) of the form: Lk(x) = ak x (x2 +
y2) + Qk(x), where ak is a real constant and Qk(x) is a
quadratic polynomial. A cubic upper bound Uk(x) of this
form is found similarly.
We now focus on the case vkx ∈ (x1, x2), where I ≡
[x1, x2] × [y1, y2]. Figure 2 shows the graph of kth term
Φkx(x, y) = wk ϕ
′(‖x − vk‖)
‖x − vk‖ (x − vkx)
of sx and the graphs of the corresponding bivariate cubic
polynomials, say Lk0 and Uk0, which are obtained by mul-





over I , respectively. Clearly, in this case Lk0 and Uk0 are not
lower or upper bounds of Φkx over I . To find the lower and
upper bounds we proceed as follows. First, we find an aver-







Qavg is a good approximation of Φk(x, y) over I . Then we
translate the graph of Qavg downwards (in the z-direction) so
that it lies below the graph of Lk0, to obtain a lower bound-
ing cubic polynomial Lk of Φkx(x, y) over I . Similarly, the
graph of Qavg is translated upwards (in the z-direction) so
that it lies above the graph of Uk0, to obtain an upper bound-
ing cubic polynomial Uk of Φkx(x, y) over I .
A straightforward use of interval arithmetic (as in the
case of s) yields the minimal value of ∑k Lk(x) + px(x)
and the maximal value of
∑
k Uk(x) + px(x) on I , and,
hence, a good interval sx(I ). A good interval sy(I )
is computed similarly. As we will show in Sect. 4, this
strategy improves the performance of the certified meshing
algorithm APPROXIMATESURFACE considerably for vari-
ous RBFs. The pseudocodes corresponding to sx(I ) and
sy(I ) are similar as in BPARAB-BOX-S.
Remark 1 We can increase the computational accuracy us-
ing the BParab strategy by generalizing the approximat-
ing radially symmetric polynomial r → αkr2 + βk by r →
αk0r2n + αk1r2n−2 + · · · + αkn. In other words, we need to
interpolate the functions φ(r) or ψ(r) at n+1 distinct points
of the interval J . Depending on the choice of RBFs one can
choose the distribution of the interpolating points over the
interval J [15]. Subsequently, we get multivariate bound-
ing polynomials of degree 2n for the RBF-interpolants and
multivariate bounding polynomials of degree 2n + 1 for the
partial derivatives of the RBF-interpolants. However, it is
clear that using higher degree polynomial is computation-
ally more expensive. Therefore, there is a trade-off between
computational accuracy and speed of the algorithm. We do
not pursue this issue further in this paper.
3.2 Bounding-Plane-Bounding-Quadric (BPBQ) strategy
for the cubic RBF
The cubic RBF, given by ϕ(r) = r3, is used widely in recon-
struction of geometric surfaces from scattered point sam-
ples. Therefore, for this case we designed an even better
strategy based on special properties of this RBF, like con-
vexity. More precisely, in this case we find linear upper and
lower bounds for the RBF-interpolant, which are good linear
approximations for the function on the box. Finding linear
approximations for the partial derivatives is much harder,
so we focus on obtaining good quadratic upper and lower
bounds. Therefore, this approach is called the Bounding-
Plane-Bounding-Quadric (BPBQ) strategy.
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Fig. 3 Linear upper and lower
bounds of the (a) functions
f (x) = x2 and g(x) = (1 − x)2,
(b) sum function h ≡ f + g
To illustrate that bounding planes can give better range
intervals than AA, which in turn works better in practice
than IA, we consider the following simple example. Con-
sider the problem of finding the range interval of the sum
h(x) of f (x) = x2 and g(x) = (1 − x)2 over I = [0,1]. Us-
ing IA, the sum is f (I)+g(I) = [0,1]+ [0,1] = [0,2],
whereas using AA this interval is computed as follows.
First, the unknown quantity x is expressed as affine form
(AF) xˆ = 0.5 + 0.51. Then, AFs corresponding to f (x)
and g(x) are respectively, zˆ1 = 0.25 + 0.51 + 0.252 and
zˆ2 = 0.25 − 0.51 + 0.253. Therefore, the AF correspond-
ing to h(x) is zˆ = 0.5 + 01 + 0.252 + 0.253. Hence, the
range of h(x) over [0,1] is [0,1].
Now using the bounding plane strategy, the linear up-
per bounds of f (x) and g(x) over I are u1(x) = x and
u2(x) = 1 − x, respectively. Similarly, linear lower bounds
are l1(x) = x − 0.25 and l2(x) = −x + 0.75, respectively.
Hence, the upper and lower bounds of the sum h(x) over I
are u(x) = 1 and l(x) = 0.50, respectively (Fig. 3). There-
fore, the range interval of h over I is [0.50,1], which is
better than the range interval using AA.
Computing s(I ) First, we observe that using the convex-
ity property of the cubic RBF it is possible to group the sum-
mands of the RBF-interpolant s, given by (1), into a convex
function s+ and a concave function s−:
s = s+ + s−. (3)
Here s+ corresponds to the sum of the terms with positive
weights Here s+ corresponds to the sum of the terms with
positive weights and the linear term, and s− corresponds
to the sum of the terms with negative weights. Grouping
reduces the number of bounding plane computations from
O(n) to a constant number, where n is the number of terms
in the RBF-interpolant. Next, we find linear lower and up-
per bounds for each of the grouped functions in (3) over
I , by straightforward geometric computation. More specifi-
cally, a lower bound of the function s+ over I is obtained by
computing the tangent of its graph at the middle point of I .
Again, the upper bound is taken as the plane passing through
Algorithm 3.2: BPBQ-BOX-S(I )
1. u+ ← UPPERBOUND(s+);
2. l+ ← LOWERBOUND(s+);
3. u− ← UPPERBOUND(s−);
4. l− ← LOWERBOUND(s−);
5. u ← u+ + u−;
6. l ← l+ + l−;
7. U(I ) ← UPPER(u(I ));
8. L(I ) ← LOWER(l(I ));
9. return ([L(I),U(I)]).
one of the diagonals (obtained by joining the corner points
of the graph of s+ over I ) and parallel to the other diagonal
so that the plane lies above the graph of s+. Thus if l± and
u± are the lower and upper bounding linear functions for
s± over I , then l− + l+ and u− + u+ are lower and upper
bounds of s over I . Computing the minimum of this lower
bound and the maximum of the upper bound over the box I
we obtain a good range interval s(I ). Algorithm 3.2 gives
the pseudocode for computing s(I ).
Computing ∇s(I ) To find optimal ranges sx(I ) and
sy(I ) for the components of the gradient of the RBF-
interpolant (1), first note that the partial derivative sx of the




3wk‖x − vk‖(x − vkx) + px(x), (4)
where x = (x, y) and vk = (vkx, vky). Here, each summand
3‖x − vk‖(x − vkx) is the product of a distance function
‖x − vk‖ and a linear function. Finding a linear upper and
lower bound of the distance function is straightforward, and
leads to a bivariate quadratic lower bound of each summand
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Fig. 4 (a) Bounding planes of
the graph of distance function.
(b) Graphs of quadratic
polynomials Uk0 (green) and
Lk0 (blue) corresponding to Φkx
(red) when vkx ∈ (x1, x2) over
I ≡ [x1, x2] × [y1, y2]
of the form Lk(x) = x hk(x) + lk(x), where hk and lk are
linear functions. A quadratic upper bound Uk(x) of this form
is found similarly.
Similarly as in the BParab strategy, we discuss the case
when vkx ∈ (x1, x2), where I ≡ [x1, x2] × [y1, y2]. Figure 4
shows the graph of the kth term Φkx(x, y) = ‖x − vk‖(x −
vkx) of sx and the corresponding bivariate quadratic poly-
nomials Lk0 and Uk0 over I . Clearly, in this case Lk0 and
Uk0 are not the lower or upper bounds of Φkx over I . There-
fore, to find the lower and upper bounds we use the same
technique as in the BParab strategy.
A straightforward use of interval arithmetic (as in the pre-
vious cases) yields the minimal value of ∑k Lk(x) + px(x)
and the maximal value of
∑
k Uk(x) + px(x) on I , and,
hence, a good interval sx(I ). A good interval sy(I )
is computed similarly. The corresponding pseudocodes are
similar as in the BParab strategy (Algorithm 3.1). Exper-
iments with the BPBQ-strategy corroborate this improve-
ment; see Sect. 4.
3.3 Convergence
Convergence of the certified meshing algorithm APPRO-
XIMATESURFACE(F,B) depends on the accuracy of the
computed range intervals. Therefore, to compare the perfor-
mance of the algorithm, using different range computation
strategies, one needs to compare the accuracy of the range
intervals in different strategies. Usually, computed range in-
tervals are wider than actual (ideal) range intervals. Now
the error in the computed range interval is determined by:
(1) the approximation error, and (2) the round-off error, re-
spectively. The approximation error, which is caused by ap-
proximation of the given function with some other suitable
function, is dominant in the error term if the input interval
size is sufficiently large. However, the approximation error
goes down when the input interval size becomes smaller.
Although if the size of the input interval becomes arbitrar-
ily small the round-off error dominates in the error term. In
the certified meshing algorithm, our aim is to reduce the ap-
proximation error, so that the subdivision process terminates
while the input intervals are wide enough and we can ignore
the round-off error.
Interval Arithmetic yields approximation errors that are
linear in the size of the input interval, whereas the approx-
imation errors for Affine Arithmetic are quadratic [19] in
the size of the input interval. Therefore, as the size of the
input intervals gets smaller, the approximation error in AA
becomes less important than IA. In other words, when the
input intervals become smaller the computed range intervals
in AA converge faster (than in IA) to the actual range in-
terval. Next we find dependency of the approximation error
in the computed range intervals, using BPBQ and BParab
strategy, on the size ‖I‖ of the input intervals I defined as
‖I‖ := maxx,y∈I ‖x − y‖. So, ‖I‖ is the diameter of I .
Lemma 1 If the RBF ϕ is C2, then the approximation er-
ror in the range interval using the BPBQ strategy depends
quadratically on the size of the input interval.
Proof The linear bound of ϕ(x) over I is of the form l(x) =
ϕ(x0) + ∇ϕ(x0)(x − x0) where x0 is the center of the in-
terval I . Since ϕ(x) − l(x) = O(‖x − x0‖2), we see that
ϕ(x) − l(x) = O(‖I‖2). 
Next, we determine the approximation error in the BParab
strategy.
Lemma 2 If the RBF ϕ is C2, the approximation error in
the range interval using the BParab strategy with any radial
basis function depends quadratically on the size of the input
interval.
Proof First we find the approximation error in the interpo-
lation of the one-variable radially symmetric function ϕ(r)
with a radially symmetric quadratic function q(r) = αr2 +β
over J := [a, b] (which corresponds to a higher dimensional
interval I , as described before). Now, since q(a) = ϕ(a) and
q(b) = ϕ(b), the error term of the interpolation is given by
e(r) := ϕ(r) − q(r) = 1
2! (r − a)(r − b)ϕ
(2)(ξ)
for some ξ ∈ J . Therefore, when ‖J‖ → 0, which is implied
by ‖I‖ → 0, the error satisfies
ϕ
(‖x‖) − q(‖x‖) = O(‖I‖2) for x ∈ I.
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Hence, the error in the range interval using the BParab strat-
egy depends quadratically on the size of the input interval. 
Remark 2 It is worthwhile to mention that both AA and
the optimized methods (BParab and BPBQ) have quadratic
convergence. Although, since BParab and BPBQ compute
range intervals for RBF-interpolants more accurately com-
pared to AA, the subdivision time in the algorithm APPROX-
IMATESURFACE is considerably less for BParab and BPBQ
(see the experimental results in Sect. 4).
Remark 3 We note that using the generalized version of
BParab strategy we can have convergence of any desired
order. Suppose we approximate an RBF ϕ ∈ Cn+1 by a
radially symmetric polynomial of degree 2n, i.e., of the
form r → αk0r2n + αk1r2n−2 + · · · + αkn, where αki are
unknown real numbers to be found by some interpolation
scheme. By a similar error analysis as before one finds
that in this case the error term of the approximation is
O(‖I‖n+1).
3.4 Subdivision strategy
To improve the performance even further, we also ex-
perimented with a hybrid approach in which the BParab
and BPBQ strategies were extended by a preliminary sub-
division of the boxes. Since ∪mi=1s(Ii) ⊆ s(∪mi=1Ii),
the range intervals s(I ) and ∇s(I ) might become
smaller by first subdividing the interval I into m subinter-
vals I1, . . . , Im, followed by computing the range intervals
s(Ii) for each subinterval Ii . The number of subintervals,
m, is called the subdivision number (SN).
To illustrate that the subdivision strategy can give better
range intervals, we consider the example of finding the range
interval of the function f (x) := x2 over I ≡ [−1,2]. Using
IA, we find the range interval [−2,4]. Now let us subdivide
domain interval I into I1 = [−1,0], I2 = [0,1] and I3 =
[1,2]. Applying IA on each of the intervals I1, I2 and I3, we
find the range intervals [0,1], [0,1] and [1,4], respectively.
Finally, the union of these three range intervals is [0,4],
which is better than the range interval [−2,4] obtained us-
ing IA.
In general, preliminary subdivision reduces the size of
the range intervals s(Ii), resulting in a smaller number
of leaves of the octree. On the other hand, if the boxes get
smaller, the approximation error goes down, but the round-
off error becomes significant. Therefore, the accuracy does
not improve significantly, whereas the computing time does
increase. So we may expect the computing time to decrease
up to a critical depth (CR) of the subdivision process. Be-
yond this point further subdivision is expected to lead to in-
creased computing times. In Sect. 4 we show experimental
evidence for this observation.
Fig. 5 Isocurve extraction for a cubic RBF-interpolant (100 centers)
of the function f (x, y) = xy(x − 1)(y − 1)− 0.02, sampled uniformly
on the square [0,1]× [0,1] using strategies: (a) IA, (b) AA, (c) BPBQ
and (d) BParab
4 Experimental results
In the previous section we have designed different opti-
mization strategies for finding the range intervals of RBF-
interpolants. In this section we compare the efficiency and
performance of certified meshing algorithm implemented
using those range intervals. We experiment with both two-
and three-dimensional RBF-interpolants. Here we note that
our main criterion is topological correctness of the approxi-
mated curves or surfaces, but that arbitrary numerical accu-
racy can be obtained by further subdivision of the relevant
boxes if necessary.
The 2D case We present some 2D experiments using the
2D version of algorithm APPROXIMATESURFACE, imple-
menting range functions based on IA, AA, BParab and, for
the cubic RBF, the BPBQ-strategy. We extract the certi-
fied zero sets of various RBF-interpolants, and compare the
number of leaves (NOL) of the subdivision tree as well as
the CPU-time (CPU). The RBF-interpolants are constructed
using uniform sample interpolation points extracted from
several functions, over a bounding box, cf. [3, 10, 20].
Experiments with the cubic RBF Our first sequence of
experiments has been performed using cubic-based in-
terpolants. In other words, we used the RBF given by
ϕ(r) = r3. Tables 1, 2, 3 present the measured performance
for different optimization strategies. Figures 5, 6, 7, 8, 9,
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Fig. 6 Graphical representation of Table 1: (i) number of centers vs. CPU-time, (ii) number of centers vs. number of leaves of the subdivision tree
Table 1 Space and time complexity corresponding to Fig. 5
NOC IA AA BPBQ BParab
NOL CPU NOL CPU NOL CPU NOL CPU
25 138616 6.54 s 1264 1.6 s 220 0.10 s 154 0.15 s
49 484660 39.6 s 2140 5.3 s 292 0.32 s 274 0.49 s
100 1726852 4 m 13 s 3856 25.8 s 580 1.02 s 304 1.19 s
225 6757600 36 m 47 s 5848 1 m 56 s 1120 4.46 s 769 6.30 s
400 – – 12880 9 m 11 s 1468 9.50 s 1081 16.5 s
625 – – 16408 27 m 59 s 2329 19.36 s 1120 27.6 s
900 – – 17980 60 m 29 s 3736 47.76 s 1636 49.5 s
1156 – – 19084 98 m 55 s 4192 1 m 13 s 2032 1 m 11 s
Table 2 Space and time complexity corresponding to Fig. 7
NOC AA BPBQ BParab
NOL CPU NOL CPU NOL CPU
25 2908 4.07 s 448 0.21 s 448 0.39 s
49 6820 16.5 s 1036 0.82 s 580 1.10 s
100 9052 55.7 s 1276 1.72 s 1156 3.70 s
225 18808 5 m 36 s 2884 9.39 s 1528 10.5 s
400 24988 17 m 16 s 3688 17.22 s 1972 29.0 s
625 31492 46 m 57 s 4264 30.43 s 3652 1 m 10 s
900 34888 108 m 5188 49.70 s 4120 1 m 46 s
1156 37288 198 m 6016 1 m 22 s 4540 2 m 40 s
10 contain the corresponding isocurves, together with the
boxes corresponding to the leaf-nodes of our subdivision
tree; and the respective graphical representations of the Ta-
bles 1–3. Note that Table 1 shows that straightforward use
of IA does not lead to convergence (in reasonable time), ex-
cept in trivial cases. Therefore, we discard IA from our re-
maining experiments. Moreover, from Fig. 5(c) and (d) we
observe that the algorithm needs extra subdivision in some
parts of the domain of the RBF-interpolant where there is
no zero set of the RBF-interpolant. This extra subdivision
is required for satisfying the second predicate (i.e. the small
normal variation condition) in the certified meshing algo-
rithm APPROXIMATESURFACE (or APPROXIMATECURVE
for the 2D-case).
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Table 3 Space and time complexity corresponding to Fig. 9
NOC AA BPBQ BParab
NOL CPU NOL CPU NOL CPU
25 964 1.25 s 148 0.10 s 142 0.14 s
49 1852 5.43 s 301 0.36 s 286 0.56 s
100 3700 25.23 s 640 1.22 s 526 2.06 s
225 7288 2 m 35 s 1156 4.95 s 1246 11.82 s
400 12556 10 m 32 s 1888 13.90 s 1450 22.88 s
625 19708 35 m 19 s 2809 31.17 s 2182 51.64 s
900 25936 89 m 3940 58.34 s 3358 1 m 54 s
1156 28666 155 m 4714 1 m 24 s 4048 2 m 42 s
Fig. 7 Isocurve extraction for a
cubic RBF-interpolant (100
centers) of the function
f (x, y) = (x2 +y2)(1−√x2 + y2)−0.04,
sampled uniformly on the
square [−1.2,1.2] × [−1.2,1.2]
using strategies: (a) AA,
(b) BPBQ and (c) BParab
Fig. 8 Graphical representation of Table 2: (a) number of centers vs. CPU-time, (b) number of centers vs. number of leaves of the subdivision
tree
We used the Boost interval arithmetic library [2] for IA,
and the affine arithmetic library [5] for AA. All experiments
have been performed on a 3-GHz Intel Pentium 4 machine
under Linux with 1-GB RAM using the g++ compiler, ver-
sion 3.3.5.
Experiments with the multiquadric RBF Next, we present
some more experiments using the multiquadric RBF given
by ϕ(r) = √1 + r2. Tables 4 and 5 compare the perfor-
mance of the AA and BParab strategies for this case. Fig-
ures 11 and 12 contain the corresponding isocurves. From
these experiments it is clear that, in practice, BParab strat-
egy works much better than AA.
Experiments using the BPBQ-strategy with subdivision
Figure 13 and the corresponding Table 6 compare experi-
mental results with the subdivision strategy, cf. Sect. 3.4, for
different subdivision numbers (SN). Figure 13 shows that
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Fig. 9 Isocurve extraction for a
cubic based RBF-interpolant
(100 centers) of the function
f (x, y) = 4y2 −(x+1)3(1−x),
sampled uniformly on the
square [−1.1,1.1] × [−1.1,1.1]
using strategies: (a) AA,
(b) BPBQ and (c) BParab
Fig. 10 Graphical representation of Table 3: (a) number of centers vs. CPU-time, (b) number of centers vs. number of leaves of the subdivision
tree
Fig. 11 Isocurve extraction for
a multiquadric RBF-interpolant
(49 centers) of the function
4y2 − (x + 1)3(1 − x), sampled
uniformly on the square
[−1.1,1.1] × [−1.1,1.1] using
strategies: (a) AA and (b)
BParab
the meshing algorithm needs a small number of leaves as
SN increases since the range intervals become more accurate
after subdivision. Figure 14 gives a graphical representation
of Table 6. Figure 14(b) shows that the number of leaves
decreases with the increase of SN, whereas Fig. 14(a) shows
that with the increase of SN initially the total CPU-time
of the meshing algorithm decreases, although, after some
critical SN (here, SN = 42), the CPU-time increases again.
These experiments illustrate a trade-off between the com-
putational accuracy and the total time of convergence. Note
that in all these experiments the critical depth (CR) has been
chosen as the height of the subdivision tree.
The 3D case We present some experimental results of
3D implicit surface meshing with algorithm APPROXI-
MATESURFACE. We use the most widely used cubic RBF for
constructing the implicit functions. The range intervals are
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Fig. 12 Isocurve extraction for
a multiquadric RBF-interpolant
(25 centers) of the function
f (x, y) = (y−x2 +1)4 +(x2 +y2)4 −1 = 0,
sampled uniformly on the
square
[−1.25,1.25] × [−1.5,1.0]
using (a) AA and (b) BParab
Table 4 Complexity of multiquadric-based meshing corresponding to
Fig. 11
NOC AA BParab
NOL CPU NOL CPU-time
25 1216 1.48 s 52 0.07s
49 7726 20.8 s 154 0.30 s
100 115312 13 m 36 s 274 1.12 s
225 – – 289 2.71 s
400 – – 520 8.66 s
625 – – 598 15.8 s
900 – – 610 22.7 s
1156 – – 874 41.6 s
Table 5 Complexity of multiquadric-based meshing corresponding to
Fig. 12
NOC AA BParab
NOL CPU-time NOL CPU-time
25 51808 57.44 s 418 0.41 s
49 417346 15 m 38 s 232 0.48 s
100 – – 316 1.36 s
225 – – 238 2.30 s
400 – – 739 12.59 s
625 – – 736 19.23 s
900 – – 1147 43.11 s
1156 – – 1015 48.31s
computed using the AA, BParab and BPBQ-strategies. We
extract the zero sets of various RBF-interpolants, and com-
pare the number of leaves (NOL) of the subdivision tree,
the number of tetrahedra (NOT) of the spatial subdivision
and the CPU-time (CPU). Here CPU-time is the total time
for both subdivision and meshing. For all 3D experiments
we run our implementations on an Intel 2.4-GHz Pentium 4
machine under Linux with 8-GB RAM, using the g++ com-
piler, version 3.3.5.
Fig. 13 Isocurve extraction for a cubic RBF-interpolant (100 centers)
of the function f (x, y) = (y −x2 +1)4 + (x2 +y2)4 −1 = 0, sampled
uniformly on the square [−1.25,1.25]×[−1.5,1.0] using BPBQ with-
out subdivision strategy with (a) SN = 1, (b) SN = 22, (c) SN = 42,
(d) SN = 82
Figure 15 compares the mesh size for different interval
computation strategies. It shows that the mesh size using the
BParab strategy is coarser than in the case of the BPBQ and
AA-strategy.
In Figs. 16, 17, 18, 19, 20 we present some experimental
results of isotopic meshing of RBF-based interpolants us-
ing BParab strategy. The underlying sample point configu-
rations are described simultaneously.
Off-surface point generation To construct an RBF-inter-
polant from a point cloud obtained from a smooth surface,
one needs to generate good off-surface or offset points. The
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Table 6 Complexity of cubic-based meshing with subdivision-strategy, using different subdivision numbers (SN) (corresponding to Fig. 13)
NOC BPBQ with SN = 12 BPBQ with SN = 22 BPBQ with SN = 42 BPBQ with SN = 82
NOL CPU-time NOL CPU-time NOL CPU-time NOL CPU-time
25 3994 2.06 s 3286 1.63 s 2188 1.80 s 1318 3.26 s
49 12130 8.36 s 7534 6.53 s 4834 5.95 s 2452 8.40 s
100 19984 28.67 s 14350 17.77 s 7162 13.78 s 3616 19.00 s
225 46435 1 m 47 s 24691 1 m 2 s 12127 46.28 s 5302 51.98 s
400 58516 3 m 33 s 29758 2 m 32 s 18232 1 m 51 s 8086 2 m 8 s
625 69394 7 m 27 s 42556 5 m 3 s 24220 3 m 43 s 11242 4 m 18 s
900 96334 17 m 12 s 65944 9 m 55 s 30634 6 m 46 s 13570 7 m 23 s
1156 148126 27 m 13 s 83536 14 m 53 s 36028 9 m 47 s 15196 10 m 35 s
Fig. 14 Graphical representation of Table 6: (a) number of centers vs. CPU-time, (b) number of centers vs. number of leaves of the subdivision
tree
Fig. 15 Isosurface extraction
for a cubic-based
RBF-interpolant of a point
cloud with 252 sample points
from a sphere and one offset
point near the center of the
Sphere inside the box
[−1,1] × [−1,1] × [−1,1]
using strategies: (a) AA, (b)
BPBQ and (c) BParab
off-surface point configuration determines the behavior of
the RBF-interpolant near the zero level set. In Fig. 21 we
consider a point cloud corresponding to the surface of a
Head along with its off-surface points. The corresponding
RBF-based meshing of the implicit surface is done using
the BParab strategy. Figures 22 and 23 show similar experi-
ments with point clouds of a bunny and a horse, respectively.
Tables 7, 8 and 9 compare the space and time com-
plexity for the meshing of RBF-based implicit surfaces
(Figs. 16–23) using three main optimization strategies, AA,
BPBQ and BParab, respectively. We observe that BPBQ and
BParab perform better than AA. Again, between BPBQ and
BParab, the time complexity of BParab has better space and
time complexity compared to BPBQ.
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Fig. 16 Tangle (125): RBF-interpolant corresponding to a uniform
sampling of the function f (x, y) = x4 −5x2 +y4 −5y2 +z4 −5z2 +11
inside the box [−3,3]3
Fig. 17 Torus (1211): RBF-interpolant corresponding to 1062 sample
points from the surface and 49 points from the medial axis of a torus
of radii 8 and 2, respectively, inside the box [−10,10]3
Fig. 18 Blob (343): RBF-interpolant corresponding to a uniform
sampling of the function f (x, y) = exp(1 − x2 − (y + δ)2 − z2) +
exp(1 − x2 − (y − δ)2 − z2] − 1, δ = 0.1 inside the box [−4,4]3
Fig. 19 Potter’s Wheel (343): RBF-interpolant corresponding to a uni-
form sampling of the function f (x, y) = .5 sin[x] + √y2 + z2 − 1.5
inside the box [−2,2]3
Fig. 20 Chair (343): RBF-interpolant corresponding to a uniform
sampling of the function f (x, y) = (x2 + y2 + z2 − ak2)2 −
b((z − k)2 − 2x2)((z + k)2 − 2y2), k = 5, a = 0.95, b = 0.8 inside
the box [−5,5]3
5 Conclusion and future work
Our experiments show that IA has unacceptable perfor-
mance, that AA converges in most experiments for the cu-
bic RBF but fails for the multiquadric-based interpolants.
We proposed two strategies for RBF-interpolants, among
which BParab is a general and fast method, and the BPBQ-
strategy for cubic RBFs gives better results for some ex-
periments than BParab. At this point it is worthwhile to
mention some of the future directions of the current work.
First, one of the basic requirements for fast convergence of
the meshing algorithm is that the input-implicit functions
are “well-behaved” (i.e., satisfying a small normal variation
condition around their zero-level sets). Constructing such
“well-behaved” RBF-interpolants with theoretical guaran-
tees is still an open problem. Secondly, instead of subdivid-
ing the whole domain of the implicit function, one could
try to find a subset of the domain corresponding to the
zero set of the implicit function. This reduces the space
and time complexity of the meshing algorithm. Again, we
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Table 7 Results using AA strategy
Data (NOC) NOL Subdiv.-time
Sphere (253) 848 7.77 s
Tangle Cube (125) 515712 35 m
Potter’s Wheel (343) 263964 90 m
Blob (343) 5298392 767 m
Torus (1211) 953261 2828 m
Chair (343) – –
Head (429) – –
Horse (1308) (Red-Box) – –
Bunny (750) (Red-Box) – –
note that sx(I )sx(I ) + sy(I )sy(I ) is a superset of
〈∇s(I ),∇s(I )〉. Therefore, there is room for improv-
ing the performance of the meshing algorithm using an im-
proved version of small normal variation condition check-
ing.
Appendix: Function approximation by centered
quadratic functions
Our goal is to approximate smooth real-valued functions de-
fined on an interval [a, b] by centered quadratic functions,
i.e., functions of the form g(x) = αx2 + β , i.e., quadratic
univariate functions having a critical point at x = 0 (if α =
0). The error is determined with respect to the sup-norm.
Our main result is:
Lemma 3 Consider the function f : [a, b] → R, given by
f (x) = qx2 + px + r.
The best approximant from the class of centered quadratic
functions is given by
g∗(x) = α∗x2 + β∗,
where
α∗ = p
a + b + q, and β∗ =
a2 + 6ab + b2
8(a + b) p + r.
The minimum error is given by
Emin := ‖f − g∗‖∞ = (a − b)
2
8(a + b) |p|,
where ‖ ‖∗ denotes the sup-norm on the space of continuous
functions on the interval I = [a, b].
Table 8 Results using BPBQ strategy
Data (NOC) NOL Subdiv.-time
Sphere (253) 120 0.37 s
Tangle Cube (125) 45221 1 m 49 s
Potter’s Wheel (343) 32936 3 m 55 s
Blob (343) 997858 20 m
Torus (1211) 66263 21 m
Chair (343) 735526 71 m
Head (429) 9286523 1209 m
Horse (1308) (Red-Box) 512212 297 m
Bunny (750) (Red-Box) 2632311 753 m
A.1 Approximating Linear functions
First we focus on the approximation of linear functions by
centered quadratic functions. More precisely, starting from
a linear function f : [a, b] → R, our goal is to find values of
α and β minimizing the expression
h(α,β) = maxx∈[a,b]
∣∣αx2 + β − f (x)∣∣. (5)
To this end, let f (x) = px, and consider the function
gα,β(x) = αx2 − px + β. (6)
We may assume that the constant term in f is zero, i.e.,
f (0) = 0, since the constant term can be incorporated in the
final value of β . Note that gα,β has a critical point at
xc = p2α ,
assuming α = 0. We now determine an explicit expression
for the error (5), distinguishing the cases (i) xc ∈ [a, b] and
(ii) xc ∈ [a, b].
A.1.1 (i) xc ∈ [a, b]
If xc ∈ [a, 12 (a + b)], the error is minimal if
gα,β(b) = −gα,β(xc).
Solving β from this equation we get




− b2α + pb
)
. (7)
In this case, the error E(α) is
E(α) = ∣∣gα,β∗(α)(b)
∣∣ = 1
8|α| (2bα − p)
2. (8)
If xc ∈ [ 12 (a + b), b], the error is minimal if
gα,β(a) = −gα,β(xc).
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Table 9 Complexity results using BParab strategy
Data (NOC) NOL Subdiv.-time NOL (Balanced) NOT Total-time
Sphere (253) 64 0.30 s 64 768 2.30 s
Tangle Cube (125) 34392 56.60 s 34392 475216 9 m
Potter’s Wheel (343) 32768 2 m 30 s 32768 393216 26 m
Blob (343) 248298 7 m 248298 2998320 155 m
Torus (1211) 55427 11 m 55700 739826 130 m
Chair (343) 578796 40 m 578796 7704984 412 m
Head (429) 6115628 450 m 6326412 79544486 5012 m
Horse (1308) (inside Red-Box) 320034 100 m 320034 3893060 790 m
Bunny (750) (inside Red-Box) 1456477 276 m 1456477 17755430 2132 m
Fig. 21 Head: (a) Point cloud
with 345 sample points from the
surface and 84 off-surface
points. (b) Meshed implicit
surface of the corresponding
RBF-interpolant (using BParab
strategy)
Fig. 22 Bunny: (a) Point cloud
with 375 sample points from the
surface and 375 off-surface
points. (b) Implicit surface of
the corresponding
RBF-interpolant visualized
using GTS [6]. (c) Isotopic
meshing of the implicit surface
inside the red-box of (b) using
BParab strategy
Fig. 23 Horse: (a) Point cloud
with 436 sample points from the
surface and 872 off-surface
points. (b) Implicit surface of
the corresponding
RBF-interpolant visualized
using GTS [6]. (c) Isotopic
meshing of the implicit surface
inside the red-box of (b) using
BParab strategy
Solving β from this equation, we get




− a2α + pa
)
. (9)
In this case, the error E(α) is
E(α) = ∣∣gα,β∗(α)(a)
∣∣ = 1
8|α| (2aα − p)
2. (10)
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A.1.2 (ii) xc ∈ [a, b]
In this case, the error is minimal if
gα,β(a) = −gα,β(b).
Solving β from this equation we get
β = β∗(α) := 12
(
p(a + b) − α(a2 + b2)). (11)










A.2 Minimizing the error
We now determine the minimum of the error function, deter-
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a+b ≤ α ≤ p2a ;
1
2 (b
2 − a2)(α − p
a+b ), if α >
p
2a .
The graph of this error function is shown in Fig. 24.
It is straightforward to check that E is decreasing on
(−∞, p
a+b ], and increasing on [ pa+b ,∞). Therefore, the er-
ror is minimal if
α = α∗ := p
a + b .
The minimal error is, then,
Emin = E(α∗) = (a − b)
2
8(a + b) p.
Remark 4 Note that the value of β for which the error is
minimal is equal to
β = β∗ := (a
2 + 6ab + b2)
8(a + b) p.
Fig. 24 The error as a function of α, in case p > 0
Also in case p < 0 the error is minimized for
α = α∗ := p
a + b , and β = β∗ :=
a2 + 6ab + b2
8(a + b) p,
(13)
for which values the error is equal to
Emin = (a − b)
2
8(a + b) |p|. (14)
A.3 Approximating quadratic functions
The analysis of Sect. A.1 can be extended in a straightfor-
ward fashion to the approximation of quadratic functions.
To see this, let f (x) = qx2 + px + r . It is not hard to see
that the minimal error is again given by (14), but the mini-
mum value is attained for α = α∗ +q and β = β∗ + r , where
α∗ and β∗ are given by (13). Indeed, putting α = α − q
and β = β − r , we see that minimizing the maximum dis-
tance between f (x) and h(x) = αx2 + β is equivalent to
minimizing the maximum distance between f (x) = px and
h(x) = αx2 + β . This concludes the proof of Lemma 3.
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