Abstract. We show that for every sequence of non-negative i.i.d. random variables with infinite mean there exists a proper moderate trimming such that for the trimmed sum process a nontrivial strong law of large numbers holds. We provide an explicit procedure to find a moderate trimming sequence even if the underlying distribution function has a complicated structure, e.g. has no regularly varying tail distribution.
Introduction and statement of main results
Throughout the paper, let (X n ) n∈N denote a sequence of non-negative, independent and identically distributed (i.i.d) random variables with distribution function F : R → [0, 1], x → P (X 1 ≤ x) and define the sum process S n := n k=1 X k for n ≥ 1 and S 0 := 0. We say (X n ) n∈N fulfills a strong law of large numbers (with normalizing sequence (d n )) if lim S n /d n = 1 almost everywhere (a.e.). In contrast to the case of finite expectation, if E (X 1 ) = ∞ then (X n ) fulfills no strong law of large numbers. In fact, Aaronson showed in [1] that for all positive sequences (d n ) n∈N we have almost everywhere that lim sup
However, if there is a sequence of constants (d n ) n∈N such that lim n→∞ S n /d n = 1 in probability, then there might be a strong law of large numbers after deleting finitely many of the largest summands from the partial n-sums. More precisely, for each n ∈ N we choose a permutation σ from the symmetric group S n acting on {1, . . . , n} such that X σ(1) ≥ X σ(2) ≥ . . . ≥ X σ(n) . For given b n ∈ N 0 we then set
If b n = r ∈ N is fixed for all n ∈ N then (S r n ) is called a lightly trimmed sum process. For an example of this situation we consider the unique continued fraction expansion of an irrational x ∈ [0, 1] given by x := [a 1 (x) , a 2 (x) , . . .] := 1 a 1 (x) + 1 a 2 (x) + . . . Then X n := a n , n ∈ N, defines almost everywhere a stationary (dependent, but ψ-mixing) process with respect to the Gauss measure dP(x) := 1/ (log 2 (1 + x)) dλ (x), where λ denotes the Lebesgue measure restricted to [0, 1] . Khinchin showed in [15] that for the normalized sum of the continued fraction digits we have lim n→∞ S n / (n log n) = 1/ log 2 in probability. Even though a strong law of large numbers can not hold for S n , Diamond and Vaaler showed in [4] that under light trimming with r = 1 we have Lebesgue almost everywhere lim n→∞ S 1 n n log n = 1 log 2 .
We refer to this as a lightly trimmed strong law. Mori provided in [19] , [20] for i.i.d. random variables general conditions on the distribution function for a lightly trimmed strong law to hold. These results have been generalized by Kesten and Maller, see [17] , [13] , and [14] , see also [5] and [3] for further results. Aaronson and Nakada extended the results of Mori to ψ-mixing random variables in [2] .
The above results show that for certain classes of distribution functions we can obtain almost sure limit theorems under light trimming. However, a theorem by Kesten in [12] states that for any fixed r ∈ N and sequences (a n ) n∈N and (d n ) n∈N with d n → ∞ the convergence in distribution of (S n − a n ) /d n is equivalent to the convergence in distribution of (S r n − a n ) /d n . Hence, this theorem shows that a weak law of large numbers for S n is necessary for a lightly trimmed strong law. Combining two theorems by Feller [6, VII.7 Theorem 2] and [6, VIII.9 Theorem 1] shows that for functions with a distribution function with regularly varying tails with exponent larger than −1, i.e. 1 − F (x) ∼ x −α L (x) with 0 < α < 1 and L a slowly varying function, there is no weak law of large numbers and hence there is no lightly trimmed strong law. Inhere, u (x) ∼ w (x) means that u is asymptotic to w at infinity, that is lim x→∞ u (x) /w (x) = 1 and L being slowly varying means that for every c > 0 we have L (cx) ∼ L (x). In particular this shows the need of a stronger version of trimming than light trimming: Instead of considering the trimming by a constant b n = r in (1) we allow for a sequence (b n ) ∈ N N diverging to infinity such that and b n = o (n), i.e. lim n→∞ b n /n = 0, and we then consider the intermediately (also called moderately) trimmed sum process S bn n . The case of regularly varying tails is treated by Haeusler and Mason in [9] and Haeusler in [8] , in which a law of an iterated logarithm is established. With F ← : [0, 1] → R ≥0 denoting the generalized inverse function of F , i.e. F ← (y) := inf {x ∈ R : F (x) ≥ y}, they proved that
almost surely equals 1 if lim n→∞ b n / log log n = ∞, see [9] , and, if b n ∼ c · log log n, almost surely equals a constant M , see [8] . By comparing the asymptotic behavior of the norming and centering sequences γ (n, b n ) and n ·´1 −bn/n 0 F ← (s) ds referring to [8, Section 4] one can conclude that
−bn/n 0 F ← (s) ds) = 1 almost surely if and only if lim n→∞ b n / log log n = ∞. We refer to this behavior, i.e. the existence of a sequence (d n ) such that lim n→∞ S bn n /d n = 1 almost surely, in the following as an intermediately trimmed strong law.
Even though for regularly varying tail distributions an intermediately trimmed strong law can be derived from the above results, there is little known for general distribution functions. For slowly varying tail distributions Haeusler and Mason provided in [10] a condition depending on the distribution of the b n -th maximal term for an intermediately trimmed strong law of large numbers to hold and gave some illuminating additional examples. In this context see also [7] , [16] , and for complementary results concerning the largest summands we refer to [18] .
Our main theorem provides us with an explicit method to find such a trimming sequence (b n ). Further, in Remark 1.3 we show that the normalizing sequence (d n ) n∈N is not necessarily asymptotic to the sequence of expectations E S bn n n∈N .
Finally, we get as a corollary that for non-negative random variables an intermediately trimmed strong law can be established even in a more general setting if we desist from constructing the normalizing sequence explicitly from F , see Corollary 1.4. However, we would like to point out that this corollary could also be established differently using a quantile approach similar to the methods used by Haeusler in [10] .
Following common notation we define the ceiling of x ∈ R as ⌈x⌉ := min {n ∈ N : n ≥ x} and the floor of x as ⌊x⌋ := max {n ∈ N : n ≤ x}. Theorem 1.1. Let (X n ) be sequence of non-negative random variables with infinite mean and distribution function F . Further let (t n ) n∈N be a sequence of positive real numbers tending to infinity such that F ← (F (t n )) = t n , for all n ∈ N. Fix 0 < ǫ < 1/4 such that for
we have
Then with b n := a n + 9 max a 1/2+ǫ n · (log log n) 1/2−ǫ , log log n , n ∈ N, we have
Next we will show in an explicit example that it is possible to apply Theorem 1.1 also to rather involved distribution functions.
Hence we obtain with respect to condition (2) that
tends to zero if, for some ǫ > 0 small, we choose t n := s ⌊n
. This choice of (t n ) also fulfills the condition that
tends to zero. We obtain that a n = n/ n 1/4−ǫ/2 2 . Thus, we can choose
(log log n) 1/2−ǫ .
Remark 1.3. In general, for the normalizing sequence we do not have d n ∼ E S bn n as the following example shows. Let the distribution function F of X 1 be such that F (x) = 1 − 1/ log x, for all x sufficiently large. Then, for all n ∈ N, we have E S bn n
A more general situation will be considered in Theorem 2.1 and Corollary 2.2 giving further possibilities for finding an appropriate trimming sequence (b n ) and a corresponding normalizing sequence (d n ).
Corollary 1.4. For a sequence of non-negative random variables (X n ) with infinite mean there exists a sequence of natural numbers (b n ) n∈N with b n = o (n) and a sequence of positive reals
Moderate trimming for general distribution functions
Before stating this theorem we will need further notation and definitions. Set
Further, set
for k ∈ R ≥1 , n ∈ N ≥3 , 0 < ǫ < 1/4, and ψ ∈ Ψ. Furthermore, let us introduce the notatioň F (a) := lim xրa F (x), a ∈ R, to denote the left-sided limit of F in a.
Theorem 2.1. Let (X n ) be sequence of non-negative random variables with infinite mean and distribution function F . Further, let (b n ) n∈N be a sequence of natural numbers tending to infinity with b n = o (n) and (t n ) n∈N a sequence of positive real numbers tending to infinity such that
If there exist 0 < ǫ < 1/4 and ψ, ψ ∈ Ψ such that
and with γ n := max {b n − a
Under additional continuity assumptions on the distribution function the conditions simplify.
Corollary 2.2. In the above setting let us assume there exists κ ∈ R such that F | [κ,∞) is continuous. Let (b n ) n∈N be a sequence of natural numbers tending to infinity with b n = o (n), let (t n ) n∈N be a sequence of positive real numbers tending to infinity and set a n := n (1 − F (t n )) and let d n be defined as in Theorem 2.1 . If there exist 0 < ǫ < 1/4 and ψ, ψ ∈ Ψ such that
and
In the following section we will first give a proof of Corollary 2.2, Theorem 1.1, and Corollary 1.4 as a consequence of Theorem 2.1. Finally, in Section 2.2, we give the proof of the more general Theorem 2.1.
Proofs of main theorems.
Proof of Corollary 2.2. We will make use of Theorem 2.1 as follows. First note that, since F | [κ,∞) is continuous, a − n = a n = a + n , for n sufficiently large. Hence, (6) implies (4) and the definition of γ n in Theorem 2.1 implies γ n ≤ γ n ≤ 2 γ n for n large. Combining the latter chain of inequalities with (7) gives (5) showing that all necessary conditions stated in Theorem 2.1 are fulfilled.
Proof of Theorem 1.1. Theorem 1.1 is a special case of Theorem 2.1, where a n = a − n and up to a multiplicative constant we use the fixed sequence (log log n) instead of c (a − n , n). Choosing ψ (n) := n 9/8 , we find by definition of (b n ) in Theorem 1.1 that inequality (4) obviously holds. In the next steps we will prove that with ψ (n) := n 2 we have that (2) implies (5):
On the one hand by definition of b n we have that
On the other hand a
Since c ǫ,ψ (a n , n) = 8 (max {a n , 9/8 log ⌊log n⌋}) 1/2+ǫ · (9/8 log ⌊log n⌋)
combining (8) and (9) yields
By our choice of ψ we have that
and (2) implies (5), which proves the statement of the theorem.
Proof of Corollary 1.4. We aim to apply Theorem 1.1. In order to do so we define, for 0 < ǫ < 1/4 and n ∈ N,
Since the expectation of X 1 is infinite, t n tends to infinity and is thus a possible choice to apply Theorem 1.1. We obtain thereby a n = n 1 − F n 1/2−2ǫ . Furthermore, by definition we have t n = inf x : F (x) ≥ F n 1/2−2ǫ ≤ n 1/2−2ǫ . Since t n tends to infinity, we also have that lim n→∞´t n 0 xdF (x) = ∞. Hence, to show condition (2) it suffices to show
Since lim n→∞ a 1/2+ǫ n · (log log n) 1/2−ǫ /n 1/2+2ǫ = 0 and lim n→∞ log n/n 1/2+2ǫ = 0, this follows immediately.
2.2.
Proof of Theorem 2.1. In order to prove Theorem 2.1 we will need the following lemma. Lemma 2.3. Let a, b > 1 and ψ ∈ Ψ. Then there exists ω ∈ Ψ such that
Proof. We define ω : N → R >0 by ω (n) := min {ψ (⌊n · log a b⌋ + j) : j ∈ {0, . . . , ⌈log a b⌉}} .
Since ψ ∈ Ψ, the functions ψ : N → R >0 and ψ : N → R >0 given by ψ (n) := ψ (⌊κ · n⌋) with κ > 0 and ψ (n) := min {ψ (n) , . . . , ψ (n + k)}, k ∈ N, we have ψ, ψ ∈ Ψ. Hence, ω ∈ Ψ. Plugging ⌊log b n⌋ into ω in (11) yields
Now, (10) follows by observing ⌊log a n⌋ − ⌈log a b⌉ ≤ ⌊⌊log b n⌋ · log a b⌋ ≤ ⌊log a n⌋.
Before proving Theorem 2.1 we will first prove the following theorem concerning the truncated random variables defined as follows. For a real valued sequence (t n ) n∈N we let
denote the corresponding truncated sum process. In Theorem 2.4 we will provide conditions on the real valued sequence (t n ) n∈N such that a non-trivial strong law holds for T tn n . Theorem 2.4. Let (X n ) be sequence of non-negative random variables with infinite mean and distribution function F . For a positive valued sequence (t n ) n∈N assume F (t n ) > 0 for all n ∈ N and there exists ψ ∈ Ψ such that
holds. Then
As an essential tool in the proof of Theorem 2.4 we will need the following lemma which generalizes Bernstein's inequality and can be found for example in [11] . For the following we denote by V (ξ) the variance of a random variable ξ.
Lemma 2.5 (Generalized Bernstein's inequality).
For n ∈ N let Y 1 , . . . , Y n be independent random variables such that
From Lemma 2.5 the following lemma is easily deduced.
Then we have for all κ > 0 that
Proof of Theorem 2.4. Fix ǫ > 0. Clearly, we have X tn 1 ≤ t n . Hence, we can apply Lemma 2.6 to the sequence X tn 1 , . . . , X tn n to obtain
In order to apply the Borel-Cantelli Lemma note that condition (13) implies there exists ψ ∈ Ψ such that 3ǫ
for all n sufficiently large. Using the fact that E (T
) almost surely and hence the assertion follows.
In the proof of Theorem 2.1 we will use the following lemma which requires the probability space (Ω, A, P) := Lemma 2.7. Let A n,k := ½ Λ n,k for k ≤ n ∈ N. Furthermore, let c ǫ,ψ be defined as in (3) for 0 < ǫ < 1/4 and ψ ∈ Ψ. Then
Proof. For n ∈ N, we define I n := 2 n , 2 n+1 − 1 ∩ N, κ n := ⌊min k∈In log ψ (⌊log k⌋)⌋, and ρ : N → N with ρ (n) := ⌊log 2 n⌋. By this definition we have that j ∈ I ρ(j) = 2 ρ(j) , 2 ρ(j)+1 − 1 . In the following we will separately show for c = c ǫ,ψ that
Combining these two observations would then yield the statement of the lemma.
Since c (p j · j, j) ≥ κ n for j ∈ I n we immediately have for all j ∈ I n in case that κ n ≥ 2 n+1 that
Hence, in order to show (14) we only have to consider those n ∈ N for which κ n < 2 n+1 . For
. The following properties are obviously fulfilled.
(a) B l n,k is Bernoulli distributed with success probability l/2 n+1 ,
n,k for all k ≤ j, and (c) The random variables B l n,1 , . . . , B l n,2 n+1 are independent for all fixed l, n ∈ N.
Since B l n,k is Bernoulli distributed, we have that 
Since l ≥ κ n , we have that
and hence we can conclude from (16) that
Furthermore, we estimate
Since ǫ < 1/4, we have that x 2ǫ is concave as a function in x. Thus, we can estimate
Note that for all k ≥ H we also have ǫk 2ǫ ≥ log k. Using (18) and the definition of H we obtain
Since l ≥ κ n , every summand exp κ
is less than or equal to 1 and hence we have
Combining (19) and (20) with (17) and applying the definition of κ n yields
We can conclude from Lemma 2.3 that there exists ω ∈ Ψ such that
Thus, with (21) we obtain
Hence, we can apply the Borel-Cantelli Lemma and obtain for
for j ∈ I m , we have with
For j ∈ I n and p j ≥ κ ρ(j) /j, we can find l ∈ κ n , . . . , 2 n+1 such that
Let us assume this inequality and
holds. Then it follows by the definition of B l n,k for j ∈ I n that
For j ∈ I n , we can conclude from the second inequality of (23) that p j · j − l/2 n+1 · j ≤ 1, and from the first inequality of (23) 
for j ∈ I n with n ∈ N sufficiently large. Analogously to the situation above we get for j ∈ I n and under the assumption that (23) and
hold that
We conclude from the first inequality of (23) 
The first inequality of (23) also gives l + 1 ≤ 2 · p j · j + 1. Thus, (27) implies
for j ∈ I n with n ∈ N sufficiently large. Hence, we have proved that under condition (23) the inequalities (24) and (26) imply
This combined with (22) proves (14) .
In the last steps we prove (15) . In order to do so we define the triangular array of random variables
. It immediately follows that (a) each B n,k is Bernoulli distributed with success probability q n := κ n /2 n , (b) if p j ≤ q n for some j ∈ I n , then B n,k ≥ A j,k for all k ≤ j, and (c) The random variables B n,1 , . . . , B n,2 n+1 are independent for all fixed n ∈ N.
Since E B n,1 = q n we have that
Furthermore B n,k ≤ 1 and we can apply Lemma 2.6. This yields
for all n ∈ N. By the definition of κ n it follows that
.
With the considerations from above we have that ψ ∈ Ψ implies that ψ : N → R + lies in Ψ where ψ (n) := min j∈In ψ (⌊log j⌋).
With these considerations we can apply the Borel-Cantelli Lemma and obtain
For p j ≤ q n with j ∈ I n and thus in particular for p j ≤ κ ρ(j) /j we have that
Since p j ≤ κ n /2 n for j ∈ I n , we have that p j · j ≤ log ψ (⌊log j⌋) and thus c (p j · j, j) = 4 · log ψ (⌊log j⌋). Hence, j k=1 A j,k − p j · j < c (p j · j, j). Combining this with (28) and noting that on the other hand we have for p j ≤ q n and j ∈ I n that p
Proof of Theorem 2.1. Since (t n ) fulfills condition (5), it follows that F (t n ) > 0, for n sufficiently large and we can apply Theorem 2.4 which yields
We want to apply Lemma 2.7 to the random variables ½ {X1>tn} , . . . , ½ {Xn>tn} and ½ {X1≥tn} , . . . , ½ {Xn≥tn} .
These random variables are defined on a different probability space, however the triangular scheme ½ {X k >tn} n∈N,k≤n is identically distributed to (A n,k ) n∈N,k≤n defined in Lemma 2.7 if we set
To see this we note that A n1,k1 , . . . , A ni,ki are independent by construction if all k j , j = 1, . . . , i are different. The same is true for ½ {Xk 1 >tn 1 } , . . . , ½ {Xk i >tn i } since X k1 , . . . , X ki are independent. To calculate the finite dimensional distribution for k 1 = . . . = k i we only have to consider P (A n,1 > 0) which gives a probability strictly between 0 and 1.
On the other hand we have that
Furthermore,
for all k ∈ N, it also follows that
½ {X k >tn} ≥ c ǫ,ψ (p n · n, n) infinitely often = 0.
The argumentation for ½ {X k ≥tn} follows analogously.
We have that the success probability for ½ {X1>tn} is a − n /n and the success probability for ½ {X1≥tn} is a + n /n. Thus, we have a.e. a 
We can conclude from (31) that a.e.
S
a − n +c(a − n ,n) n ≤ T tn n eventually.
Combining (30) and (31) we have that a.e. 
We first consider the case that b n ≤ a 
On the other hand since X tn n ≤ t n it follows by (31) that a.e. Combining this with (5) and (29) yields the statement of the theorem.
