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CLRC Daresbury Laboratory
Warrington, WA4 4AD
United Kingdom
E-mail: p.sherwood@dl.ac.uk
An overview is provided of the range of approaches to hybrid QM/MM (quantum
mechanics/molecular mechanics) calculations. The factors considered include the
choice of QM and MM methods, the construction of the total QM/MM energy ex-
pression, the nature of the QM/MM coupling, and the treatment of bonds between
QM and MM regions. The practical issues associated with handling the increased
conformational complexity of macromolecular systems, and the construction of
QM/MM codes are discussed.
1 Introduction
The modelling of complex chemical systems is still a daunting challenge. We have
at our disposal sophisticated first-principles methods for simulating reactions and
electronic processes to high accuracy but these are limited by their computational
cost to small molecules. The systems of chemical interest in computational biology
and catalysis are often condensed phase systems with many thousands of partic-
ipating atoms. While significant progress is being made in the development of
quantum chemical approaches applicable to large systems1, it is clear that to treat
complex biological and catalytic systems we still need to be able to integrate a
range of computational chemistry methodologies with differing accuracies and cost.
By embedding a quantum mechanics calculation in a classical molecular mechanics
model of the environment, the hybrid QM/MM schemes attempt to incorporate
environmental effects at an atomistic level, including such influences as mechani-
cal constraints, electrostatic perturbations and dielectric screening. Since the first
published example from the field of computational enzymology2 many QM/MM
schemes have been implemented and applied in a wide variety of chemical applica-
tions.
The subject has steadily developed, and the last couple of years in particu-
lar have seen rapid increase in the rate of publication of QM/MM applications.
The availability of implementations within commerical packages (e.g. CHARMM
and Gaussian98), and improvements in the available computational resources will
doubtless contribute to a continued increase in popularity. Recent reviews of the
subject include those by Gao3 and Mordasini and Thiel4.
2 Terminology
The first, trivial, step is to divide the entire system (E), into inner (I) and outer (O)
regions (Figure 1a). The objective in all cases is to use the QM calculation to model
processes in the inner region and to use MM to model the outer region. As always
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Figure 1. Terminology for regions used in the QM/MM scheme
the devil is in the detail, and it is rarely possible to simply write down the total
energy in terms of two, non-overlapping subsystems, Very often the interactions
between the systems are sufficiently strong (the obvious example being the presence
of a chemical bond) to ensure that a QM calculation on the inner region alone is not
sensible. Some form of termination, or treatment of the boundary is required. For
the purpose of this article, we will classify the approaches to this QM termination
into two groups;
1. those based on link atoms5,6, additional centres added to the QM calculation
but not present in the entire system(E). The position of centres in the region
(L) are either viewed as independent variables or as a function of the positions
of atoms in both (I) and (O) regions (vide infra). Link atoms are generally
invisible to the MM calculation.
2. those having a boundary region, a subset of the centres of the systems which
will feature in both QM and MM calculations (Figure 1b). In the QM calcu-
lation these centres can have a range of roles, ranging from a re-parameterised
semi-empirical Hamiltonian to an ab-initio pseudopotential or a frozen hybrid
orbital.
3 Overview of QM/MM Schemes
In this section we discuss some of the choices that distinguish the range of possible
QM/MM schemes.
3.1 The QM/MM Energy Expression
Given the definitions given in Section 2 we can group QM/MM schemes into two
broad classes:
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3.1.1 Additive Schemes
This general classification is applied to schemes for which the QM and MM energies
are considered complementary, the total energy of the system is obtained by adding
them together and applying any coupling terms or corrections.
For link atom based schemes the total energy expression takes the form of
Equation 1 (E = entire, I = inner, O = outer and L = link);
EEQM/MM = E
O
MM + E
I,L
QM + E
I,O
QM−MM −E
I,L
Corr (1)
Here the term EI,OQM−MM is QM-MM coupling term includes all terms that cou-
ple the two regions, for example MM-style bonding and van der Waals interactions
and modifications to the QM Hamiltonian to reflect the influence of some or all of
the atoms in the outer region.
The correction term EI,LCorr represents terms designed to reduce the dependency
of the total energy on the centres in the link atom region7. How this term is handled
depends on the the choice of link atom coordinates, as discussed below in Section
3.5.2. However, this term is often neglected.
Additive schemes are probably the most widely adopted approaches to QM/MM
calculations, particularly in the biomolecular area, with the AMBER5,8,9 and
CHARMM 6,10,11,12 based implementations being important examples.
The main problems with the scheme arise because it is difficult to compute the
coupling term EI,OQM−MM accurately in the presence of the link atoms
13, particularly
if electrostatic perturbations to the QM Hamiltonian are included.
For boundary-region based methods, which are usually additive in type, the
energy total may be written
EEQM/MM = E
O,B
MM + E
I,B
QM + E
I,O,B
QM−MM (2)
There is no need for any link atom corrections, but since the boundary atoms
are treated by both QM and MM methods it is important that the classical energy
expression be modified to avoid multiple counting of interactions.
This class of scheme has been adopted most widely for studies involving strongly
ionic materials where the boundary region is treated by model- or pseudo-potentials.
However, as discussed below in Section 3.5.1, a number of treatments designed for
more covalent systems also eliminate link atoms, placing a re-parameterised atomic
description or a frozen orbital at the site of the first MM atom.
3.1.2 Subtractive Schemes
Here the entire system is treated by MM, and a third calculation on the inner
region at the MM level is performed to eliminate multiple counting7. The approach
is generally applied to link-atom based schemes, in which case the total energy may
be written:
EEQM/MM = E
E
MM + E
I,L
QM −E
I,L
MM (3)
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The coupling term EI,O,LQM−MM is no longer required as all interactions between
inner and outer regions are handled at the MM level of theory, in the EEMM term.
The handling of link atom corrections here occurs implicitly as a result of the
subtraction. It is necessary that the forces in the link region arising from the
difference between the QM and MM representations (EI,LQM − E
I,L
MM ) remain small
for all reasonable positions of the link atoms. It is therefore particularly valuable
in this case to use a forcefield designed to reproduce forces at the particular QM
approximation used for the inner region.
If the process under investigation involves changes in chemical bonding it will
become more difficult to provide a suitable forcefield. However, if the inner region is
large enough, it is possible to ensure that the contribution to the total energy from
atoms in the interior of the inner region completely cancel when the subtraction
EEMM −E
I,L
MM is performed, and there is therefore no requirement for the forcefield
to model the energetics of the reaction. Nevertheless, the forcefield must be able
to compute the interaction between the reacting centre and the outer region at the
MM level of theory, which requires, for example, partial charges for the former.
Since the charge density of the inner region may change during the course of the
reaction this can be a demanding requirement. Subtractive schemes are clearly not
suitable for cases in which the electronic structure of the QM region is expected to
be significantly perturbed by interaction with the environment. However, in most
application areas explored so far this approximation has not proved problematic14.
Where good quality forcefields are available the approach can be very accurate
since there are no problems with interactions between the link atom region and the
classical environment.
To date the main applications have been in the areas of organometallic15 and
zeolite chemistry16,14,17 This scheme is actually quite general and can be used to
coupling different levels of QM theory, as exemplified by the IMOMO 18,19 scheme
of Morokuma.
The subtractive and additive models as defined here are closely related, as dis-
cussed by Bakowies and Thiel7, where the subtractive model is used as a starting
point for the derivation of link-atom corrected additive model.
3.2 The Choice of QM model
The choice of QM method will not be dealt with in detail here as it does not a
fundamentally affect the design of a QM/MM scheme and will largely be governed
by the same critera that apply to pure QM calculations.
Since the first Warshel and Levitt2, study schemes based on semi-empirical
methods have dominated the field for biological applications, and for reasons of
computational cost such schemes are likely to remain important for applications
incorporating molecular dynamics.
Approaches incorporating parameterised Hamiltonians include the MOLARIS
implementation20 (using an empirical valence bond (EVB) scheme) and the MM-
VB scheme of Bernardi, Robb and co-workers21,22
A large number of ab-initio schemes based on Hartree-Fock5,10,23,24 and density
functional9,25,26,11,16 approaches have been implemented. Recently a number of
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approaches based on Car-Parrinello DFT codes have been reported27,28,30.
3.3 The Choice of MM model
The significance of the choice of MM scheme depends on whether the additive or
subtractive schemes are chosen, since within the subtractive scheme any forcefield
can be used (see the discussion in Section 3.1.2).
Within additive schemes, type of MM model can have significant influence on
the treatment of the boundary, since different classical approaches differ markedly
with respect to the handling of both bonded and non-bonded interactions. The
most important distinction is that between:
• valence force fields, exemplified by the biomolecular force fields (CHARMM31,
AMBER32) and a number of more general purpose forcefields including MM333
and the consistent force field (CFF34) constructed from energy terms such as
bond stretches, angle bends etc.
• ionic forcefields in which the principal terms are the electrostatic and short-
range (van der Waals) forces, exemplified by force fields based on the shell
model35,36,14.
The choice affects the construction of the MM model in two major respects:
1. The choice of forcefield influences the atomic partial charges thus affecting
the long-range QM/MM interactions, as for most current implementations the
same charges are used for MM...MM and MM...QM interactions (in principle
it would be possible to construct schemes based on two sets of MM charges
but this approach has not been widely adopted). For a given material, (for
example the zeolites37,38) the shell model forcefields tend to be based on larger
charges than those generated by fitting to the electrostatic potential. In many
case the ionic forcefields employ formal ionic charges.
2. Handling of bonding and close interionic contacts between QM and MM regions
will generally follow the same approach as treatment of similar interactions
within the MM region. In the valence forcefield case it is easy to identify the
terms involved, typically bond-stretch, angle-bend and torsion terms that are
needed, and it is simple to delete those that correspond to terms handled by
the QM interaction. For ionic force-fields the short-range QM..MM attractive
terms will come from the presence of the MM charges in the QM Hamiltonian,
and cannot readily be separated from the long-range interactions.
For these reasons, additive schemes based on link atoms are easier to construct
with valence forcefields. The ionic class of forcefields can be used in boundary-region
additive schemes, but only if the forcefield charges can generate the correct elec-
trostatic potential in the QM region and thus the correct interionic forces. This is
more likely to be true for highly ionic materials, unless significant parameterisation
of the boundary region is carried out.
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3.4 Handling of the QM/MM non-bonded coupling terms
Within most classical modelling schemes, the non-bonded interactions comprise
electrostatic and short-range (or van der Waals) forces. In the context of the ad-
ditive QM/MM schemes, the same decomposition is applied to the non-bonded
interaction between QM and MM centres.
3.4.1 Short-range or Lennard-Jones terms
The treatment of the short-range QM/MM interaction generally follows the model
used in the MM calculation. Re-fitting of the non-bonded parameters is often
carried out, particularly in the case of solvation studies39,40,41 or where the details
of non-bonded contacts are particulary important42.
3.4.2 Electrostatic terms
Bakowies and Thiel7 defined three ways of treating QM/MM electrostatic interac-
tion, labelled A-C, as follows.
A mechanical embedding, in which the QM calculation is essentially performed
in the gas phase, without electronic coupling to the environment. The electro-
static interaction between QM and MM regions is either omitted or performed
by the MM code, using a classical point charge model for the QM charge dis-
tribution (e.g. a potential derived charge model).
B electrostatic embedding, in which the classical partition appears as an exter-
nal charge distribution (e.g. a set of point charges) in the QM Hamiltonian.
The polarisation of the QM region by the MM charge distribution thus occurs
as part of the QM electronic structure calculation. The partial charges used
to describe the MM distribution are frequently taken to be those used in the
forcefield 5,6,43, relying on the use of electrostatic properties in the forcefield
charge derivation. When using an aluminosilicate CFF forcefield37 for electro-
static QM/MM modelling of zeolites44 it was found necessary to replace the
original MM charges with those derived by fitting to electrostatic potentials.
Charge equilibration schemes, which determine the MM charges as a function
of geometry have also been employed45,46.
In ab-initio schemes it is clear that the electrostatic embedding scheme should
be implemented, at least at long range, by adding the contribution of the
MM point charges to the 1-electron Hamiltonian. However, within the semi-
empirical formalism the definition of the electrostatic potential is more ambigu-
ous as a result of the overlap approximations used, and alternative formulations
for the 1-electron integral terms have been suggested6,47,45.
C polarised embedding, in which the polarisation of the MM region in response
to the the QM charge distribution is also included. Intuitively this makes
most sense when the forcefield incorporates polarisation as unpolarised force-
fields implicitly incorporate MM polarisation in their parameterisation, and
care must be taken to ensure such implicit contributions to not occur in
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Figure 2. Labelling of atoms in the link atom region
the QM/MM potential. A variety of models for the classical polarisation
are available, including the shell model35, and coupled distributed atomic
polarizabilities48. Polarisation of MM atoms close to the QM region (e.g. those
connected by link-atom terminated bonds) were found to be unphysically large,
leading to the suggestion that these atoms be treated as unpolarizable7.
In model C the result of the change in MM charge distribution from the clas-
sical polarisation is not propagated to the QM calculation resulting in a non
variational total energy.
D While not part of the original definition, model D49 is defined as an extension
to model C where QM and MM polarisations are made self-consistent, either
by iterative solution of the SCF and polarizability problems50, or by matrix
inversion techniques, as exemplified by the the Direct Reaction Field (DRF)
model51,52,53,54,55.
3.5 Termination of the QM region
In those cases where there are bonds or strong ionic interactions between the QM
and MM regions it is necessary to introduce some termination of the QM calcula-
tion, either through the link atom or boundary region approaches. Figure 2 indi-
cates the labelling adopted in the discussion below for those models incorporating
link atoms.
3.5.1 Chemical Nature of the Termination
For termination of sites where a covalent bond has been broken addition of a link
atom is the most popular approach. An extra nuclear centre is introduced, together
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with basis functions and electrons required to form a covalent bond to the QM region
that will mimic the bond to the MM region. The simplest and still most popular
choice is the use of a hydrogen atom5.
There are clearly chemical differences between hydrogen and the chemical group
it replaces. Within empirical and semi-empirical schemes, an obvious enhancement
is to adjust the link atom parameterisation to mimic more closely the modelled
group. Recently, Antes and Thiel57 have described the semi-empirical Adjusted
Connection Atom (ACA) scheme, in which the link atom is replaced with a bound-
ary atom with parameters chosen to model a methyl group. A related approach
within ab-initio based QM/MM methodologies is to place a pseudopotential at the
MM site to mimic the electronic properties of the replaced bond58.
For embedding treatments of highly ionic materials the main requirement of the
termination is to stop the unphysical polarisation of the charge density of the QM
cluster by the adjacent cations. “Leakage” of charge from the cluster will clearly
occur to an increasing extent as the QM basis set is extended. Most treatments
therefore include a pseudo- or model- potential at the cationic sites, without any va-
lence electrons or basis functions59,60. Modelling the anions by model potentials24,61
is a further refinement, which may be more important for materials with a more sig-
nificant covalent character. Here the use of bare anionic charges might be expected
to lead to poor structural predictions which can be ameliorated by adjustments to
the potential.
All the approaches listed above assume that once the termination potential has
been set up a full SCF calculation is performed on the resulting cluster. An al-
ternative approach is to constrain the SCF solution to reflect the influence of the
bonds that have been omitted. The local self-consistent field (LSCF) scheme62,63
of Rivail and coworkers involves the preliminary calculation of the localised bond
orbital, which is then frozen during the calculation. The generalised hybrid orbital
(GHO) scheme of Gao et al.64 constrains the hybridisation of the terminating cen-
tre but allows adjustment of the QM-MM bond itself, allowing changes in local
geometry to be handled.
Similar approaches based on ab-initio wavefunctions have been less widely used
to date, but include adaption of the LSCF scheme 65 and a recent implementation
by Philipp and Friesner43 which incorporates geometry changes at the boundary.
While the frozen hybrid orbital approaches promise to mimic the electronic prop-
erties of the extended system, problems with the calculation of the EI,OQM−MM term
in Equation 1 still remain. As described by Philipp and Friesner43 it is probably
necessary to combine the definition of the terminating orbitals with reparameteri-
sation of the link atom region to obtain accurate conformational energies.
3.5.2 Coordinates and forces for the termination sites
In contrast to the boundary atom schemes, the appearance of additional QM centres
in the link atom approaches leads to additional variability in the definition of the
coordinates and forces. Inital coordinates can be chosen by placing the link atom on
the bond that is being terminated, but once a geometry optimisation or molecular
dynamics run has been started there are a number of different ways of updating
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the coordinates and handling the forces.
1. Optimised Link Atoms
In these approaches, the link atom coordinates are added to the atom list
used in the geometry optimisation or molecular dynamics scheme, and the
coordinates are free to vary6.
Sometimes some additional forcefield terms may be added to favour the po-
sitioning along the M1-Q1 bond66 This is particularly important when link
atom corrections or (vide supra) lead to small and unphysical forces on the
link atoms.
2. Constrained Link Atom Procedures
If the link atom coordinates can be written as a function of the real atom
coordinates it is possible to eliminate them from the set of coordinates used in
the optimisation or dynamics. Such an elimination is particularly desirable for
molecular dynamics and the evaluation of vibrational frequencies, which would
be modified by coupling to any independent link atom motions.
Since the link atoms have non-zero forces it is necessary add a term to the
real atom forces to account for the changes in the link atom position resulting
from movement of the real atoms. In the IMOMM scheme of Maseras and
Morokuma68 this was implicitly performed by using working in internal co-
ordinates such that the same internal coordinates were used to position the
link atoms and to define the corresponding real atom (M1) coordinates. The
internal coordinate force can then be obtained by adding the QM and MM
contributions.
When working in pure cartesian coordinates the same effect can be realised
by using the chain rule to establish the contribution to the forces on the real
atoms Xi.
∂E
∂Xi
= ∂E∂Xi +
∂E
∂Xl
.
∂Xl
∂Xi
(4)
where the derivative ∂Xl∂Xi is a 3x3 matrix describing the coupling of the link
atom and real atom motions as a function of the constraint term. There is
a term for each atom i which appears in the definition of the position of the
link atom l, For the case of a link atom placed at a fixed position along the
QM–MM bond there will be a correction term for the atom at each end of
the bond in question (M1 and Q1 in Figure 2). This approach is used by the
ChemShell implementation69 and by the QM-Pot scheme of Sauer et al.16. A
similar adaptation to the IMOMM scheme has been published by Woo et al.70.
When using constrained link atoms in additive QM schemes some adjustment
to the forcefield is required. The MM force constant for the angle bend Q2-Q1-
M1 is in effect supplemented by the bending potential for the group Q2-Q1-H,
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since the restoring forces acting on H are transferred to atom M1 as described
in equation 4. The approach adopted in the ChemShell scheme is to delete
the MM term on the basis that the link atom bending potential will replace
it. Greater accuracy could be achieved by fitting a modified MM parameter
to reflect the presence of the link atom. Similar considerations apply to the
torsion angles of the form Q3-Q2-Q1-M1. As a general rule, the Q1-H distance
is kept fixed. It has been suggested that variation of the Q1-H distance provides
a simple way to tune the electronic characteristics of the termination69.
Similar considerations apply to the boundary atom schemes. It is generally
assumed, or considered as a requirement for the boundary atom parameterisa-
tion, that the QM calculation incorporating a model potential will generate a
suitable geometry for the short QM...MM contacts.
3.6 Modifications to the Classical charge distribution at the boundary
Within all of the polarised QM/MM schemes (models B-D in Section 3.4.2) prob-
lems can be expected when point charges modelling the MM region closely approach
the QM region. In the absence of link atoms, close approach is usually prevented by
the non-bonded interaction potential which is repulsive at short range. However in
the region of bonds across the QM-MM boundary some adjustment to the classical
charge distribution is essential, as the nearest point charges to the QM region will
be at most a single bond distance away. In the case of terminating link atom (e.g.
hydrogen) the link atom will be almost superimposed on the first classical atom
(M1 in Figure 2).
Clearly this problem will be more severe when large basis sets are used, and in
fact it is possible to disregard it in the semi-emprical case6. Antes and Thiel71,49
have discussed a variety of approaches to the problem and suggested the L1-L3
classification included below.
3.6.1 Selective deletion of one-electron integral terms
For QM calculations with small basis sets the leading spurious interaction is that of
the basis functions on the link atom with the classical MM charges. Since the link
atom is an artefact of the QM/MM scheme it has been suggested that the model can
be improved simply by deleting the 1-electron Hamiltonian contributions involving
link atom basis functions and the full set of MM charges (scheme L149).
Antes and Thiel also defined a further scheme, denoted L3, in which all 1-
electron terms are included with the exception of those of the that involve basis
functions on the link atom and the charge on centre M1.
3.6.2 Deletion of selected atomic charges
Perhaps the simplest way of dealing with the charge on the nearby classical cen-
tres is to delete them from the Hamiltonian. The QUASI Gaussian/AMBER
scheme5 omitted any MM charges less than 4 bonds removed from any QM atom.
Waszkowycz et al.8 modified this approach so that only a single MM charge at the
M1 site was excluded.
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The danger of these schemes is that simply deleting charges according to the
connectivity will often result in the remaining MM atoms, as experienced by the
QM region, appearing to have a net charge. Such an artefact will have particularly
serious effect on computed energies for processes in which the total charge of the
QM region is modified, such as protonation reactions.
Many biochemical forcefields have the feature that sets of neighbouring atomic
charges can be grouped together such that the total group charge is an integer
(usually zero)72. This is a convenient feature for a forcefield as it enables a molecule
built by combining these charge groups to have an integral charge without any
adjustment of the atomic charges being necessary. In the L2 scheme49 the charges
on the charge group containing atom M1 (in Figure 2) are neglected when building
the QM Hamiltonian. While this will clearly remove some significant physical
interactions, the fact that the charges removed will sum to zero will ensure that the
total MM charge experienced by the QM calculation is correct. The leading term
that is missing will be the dipole moment of the first charge group.
A series of tests on protonation reactions were used to evaluate the schemes L1 to
L349, using semi-empirical, DFT and MP2 wavefunctions. The differences between
the schemes were observed to be more pronounced for the ab-initio wavefunction,
as expected from an analysis of the influence of the integral approximations49. L1
was recommended only at the semi-empirical level, for ab-initio wavefunctions the
selective integral deletion was considered to lead to problems of imbalance in the
electrostatics for the link atom region. The L2 scheme was found to be robust for all
types of wavefunctions, and for ab-initio studies using forcefields based on neutral
groups it appears the obvious choice. The results for L3 were less consistent and
this scheme was not recommeded.
3.6.3 Charge Shifting Schemes
Within our calculations on zeolites44,73,69 a different scheme has been adopted.
Since the aluminosilicate forcefield used37 does not consist of charge groups, there
is no simple subset of MM atoms that can be deleted without associating an artificial
total charge with the local MM environment.
The first stage of the approach is to adjust the charge on centre M1 to account
for the deletion of the M1-Q1 bond. For an aluminosilicate forcefield with silicon
charges of +2x and oxygen charges of −x, each Si-O bond can be considered to
contribute a charge of magnitude 0.5x to the atom at each end, since there are 2
bonds to each O and 4 to each Si. The idea of deriving electrostatic models from a
sum of dipolar contributions from the bonds to each atom has been used for more
general chemical sytems, for example the MM3 forcefield33 uses an electrostatic
model including bond dipole terms. For each QM-MM bond each atom M1 is
involved in, the charge on M1 is reduced by 0.5x, thus ensuring that the defect
created in the MM lattice is electrically neutral.
Since the M1 centres still have finite charge, further adjustments are necessary.
The approach adopted sets M1 to zero, but for each of the connected atoms M2 a
charge adjustment is made to conserve the total charge of the MM system. As M1
and M2 will usually have charges of opposite sign the M2 atoms will have reduced
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charges. To compensate for the dipole that has been created by the charge shift a
pair of equal and opposite point charges are added close to each M2 centre along
the M1-M2 bond direction. The resulting MM charge distribution therefore has
the same charge and dipole moment to that of the MM defect created by the first
stage, but the charge distribution close to the link atoms has been eliminated.
3.6.4 Gaussian Blur
Brooks has suggested66 that the problems of close approach of the MM charges to
the QM region are largely the result of the representation of this charge distribution
by a point charge model. The “Gaussian blur” approach replaces the point charges
for selected MM centres with a Gaussian charge distribution. An implementation
of this approach67 is included in the coupling of GAMESS-UK84 and CHARMM31.
4 The Issue of Conformational Complexity
One reason for the slow uptake of the ab-initio based QM/MM methods has been
the computational costs. Although the cost of each energy and gradient evaluation
is similar to that for a calculation on a small-molecule cluster model, the number
of energy and gradient evaluations needed is likely to be much greater as a result
of the larger number of degrees of freedom of the system.
In favourable cases it is possible to concentrate on a particular conformation
for the environment, perhaps by simulated annealing or a related conformational
search technique, using a cheaper energy function. The QM/MM study can then
proceed without any attempt to repeat the conformational search, and relaxation
of the MM coordinates can be repeated for each geometry change of the QM core.
An example is the IMOMM scheme68 which restricts the main geometry optimisa-
tion loop to those coordinates describing the QM geometry. At each step of this
optimisation the remaining (MM) coordinates were optimised. Since IMOMM is
a mechanical embedding scheme this relaxation does not change the QM energy
and the QM calculation can therefore be skipped. By ensuring that the derivative
of the energy with respect to the MM coordinates was zero at all times, standard
optimisation algorithms, including transition state (TS) searching could be used.
In favorable cases the number of QM calculations required will be similar to a pure
QM calculation.
A related approach, but based on cartesian coordinates and polarised embed-
ding was adopted by Turner et al.12 for geometry optimisation and transition state
determination for reactions in enzymes and solution. The MM relaxation was per-
formed in the field of a classical model for the QM region, obtained by fitting to the
QM contribution to the forces on the MM atoms at each QM geometry. As well as
the savings in computational cost that arise from the reduced number of QM eval-
uations, the division of the coordinate set also proves useful for TS optimisations.
If the TS search can be restricted to a reduced number of coordinates the stability
of algorithms such as P-RFO74 can be improved. This is especially true when the
MM coordinate set is characterised by many soft eigenmodes and incipient transion
states, as the case for solvated systems.
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Recently Billeter et al.75 have developed a geometry optimisation scheme based
on delocalised internal co-ordinates76. The decomposition of the system into two
or three sets of coordinates12 is extended to an arbitrary number of residues, each
subject to optimisation in turn. This “divide and conquer” approach enables linear
scaling properties with system size to be obtained.
In cases where a number of QM/MM energies and forces are required for ge-
ometries with similar QM structures it is possible to reduce the number of QM
energy evaluations required, interpolation approaches have been suggested for this
purpose77.
5 Software Implementation
In many respects the issues governing implementation of QM/MM computer codes
are similar to those associated with the individual QM and MM methods. Most of
the coupling terms are readily computed using the machinery present in either the
QM or MM packages. However, it is worth giving brief consideration to a couple
of implementational issues.
5.1 Program architecture
Given that the starting point is working QM and MM codes, QM/MM implemen-
tations can be considered to fall into three groups:
(i) those based on classical modelling packages, with a QM code integrated as a
force-field extension
(ii) those based on a QM packages, incorporating the MM environment as a per-
turbation
(iii) modular schemes in which a central control program is provided and a choice
of both QM and MM methods is left open.
Probably the most popular approach to date has been (i), for the sound reason
that the modelling tools present in a typical MM/MD package are well suited for
manipulation of large, complex chemical systems. A good example of this approach
is the series of QM implementations within the CHARMM package 6,10,11,67. How-
ever, one area in which the functionality of a traditional macromolecular program
may need enhancing is the search for transition states. Turner et al.12 extended
the QM/MM capabilities of CHARMM by adding a driver package (GRACE) with
capabilities including eigenvector-following search methods, and on-the-fly charge
model fitting.
Option (ii) is particulary well suited when the tools required are those associated
with small-molecule quantum chemistry, for example internal (Z-matrix coordi-
nates) and Hessian-based transition-state searching using active coordinates which
involve only QM atoms, By keeping the environment stationary, or fully relaxed
at each step, the conformational complexity is hidden and the problem resembles
a QM optimisation. Morokuma’s IMOMM scheme68 has the appearance of being
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designed in this way. A coupling of GAMESS-UK and AMBER8 followed a sim-
ilar philosophy. Breuer et al.78 used the framework of the MSI Cerius-2 package
to introduce a mechanically-coupled MM model for the environment in an imple-
mentation exploiting the RI-DFT and redundant internal coordinate optimisation
capabilities of TURBOMOLE79.
We will discuss option (iii) in a little more detail, not because it is intrinsi-
cally superior, but because the QM/MM development work at Daresbury has been
concentrated on this approach, and we therefore have more experience with the
benefits and pitfalls of the approach.
The benefits can be summarised as follows
(a) A modular construction offers the greatest flexibility, and is particularly valu-
able if the same program system is to be used for investigation of an number
of different types of chemical systems, each requiring different classes of force-
fields. A range of QM schemes can readily be supported within a common
environment, and commercial packages can be exploited in some of the simpler
models.
(b) If care is taken to ensure that the component packages are modified to a mini-
mal extent this approach also promises to provide the best hope for substituting
up-to-date versions of the QM and MM packages when they become available.
The drawbacks are also significant, including
(a) additional programming complexity is introduced by the need to try and gen-
eralise the interfaces
(b) the need to provide, as part of the system a set of tools (e.g. structure ma-
nipulation, geometry optimisation, MD) which can be used with any choice of
QM and MM methods.
(c) there are efficiency implications of attempting to keep the QM and MM cal-
culations independent, particulary with respect to data transfer between the
programs.
Examples of systems of modular design include the coupling of AMBER32 to
CADPAC81 and MNDO82 by Antes and Thiel49 and the ChemShell package from
our Laboratory83. The ChemShell package currently has a range of interfaces,
including GAMESS-UK84, DL POLY86, MNDO9482, TURBOMOLE79, GULP85,
CHARMM31, GROMOS87 and MOPAC80 Interfaces with a variety of codes includ-
ing Gaussian9488, CADPAC81 and AMBER32 are in various stages of development.
Program control is provided by a scripting language (Tcl89), which can be used to
construct dynamics simulation protocols and geometry optimisation algorthms (us-
ing a suite of standard 2nd-order algorithms). Geometry optimisation using the
HDLCOpt scheme75 is also under development within the QUASI90 project.
5.2 HPC and parallel implementation
The approach The efficient exploitation of HPC resources provides a challenge to
the construction of QM/MM schemes, particularly the those of modular design.
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The significant overheads associated with loading programs onto a large parallel
computer force the requirement that all of the composite programs be linked into
a single executable image, an awkward process since many of the components are
themselves very large and complex packages, with different parallelisation models.
HPC developments of the ChemShell package are taking place as part of the QUASI
project90, and include integrating the parallel version of a number of the component
codes.
6 Summary and Outlook
This brief review of the QM/MM approach has emphasised the variety of ways that
QM and MM calculations can be combined. It is by no means exhaustive, and the
subject is now expanding rapidly.
The subtractive schemes have the advantage of relative simplicity of implemen-
tation, and the fact that there is no need to validate the QM/MM interaction. The
increased reliance on the forcefield is a potential problem but this is increasingly
being addressed by forcefields derived from ab-initio data.
Additive approaches based on link atoms, whether simple implementations with
rather ad hoc treatments of boundaries, or more complex schemes incorporating ex-
tensive QM/MM parameterisation, are likely to suffer for some time from a lack of
user confidence. As may be clear from the number of variations that are possible
it will probably be difficult to get exactly the same answer with two separarate
implementations, and, like the forcefields themselves, the methodology will grad-
ually gain acceptance on the basis of experience. Cross-checks between methods
and validation studies (e.g. comparison with pure QM results) will continue to be
important for some time to come.
One of the chief challenges will be exploration of conformational space, par-
ticularly in those applications areas for which semi-empirical methods are not ap-
plicable. Large scale parallel computing can be expected to play an increasingly
important role here.
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