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Abstract summary 
 
Motivation: Brain tumours are the most common solid cancers in children in the UK and are 
the most common cause of cancer deaths in this age group. Despite current advances in 
magnetic resonance imaging (MRI), non-invasive diagnosis of paediatric brain tumours is yet 
to find its way in routine clinical practice. Radiomics, the high-throughput extraction and 
analysis of quantitative image features (e.g. texture), offers potential solutions for tumour 
characterisation and decision support.  
 
Aim and Methods: In the search for diagnostic oncological markers, the primary aim of this 
work was to study the application of MRI texture analysis (TA) for the classification of 
paediatric brain tumours. A multi-centre study was carried out, within a supervised 
classification framework, on clinical MR images and a support vector machine (SVM) was 
trained with 3D textural attributes obtained from conventional MRI. To determine the cross-
centre transferability of TA, assessing how SVM performs on unseen datasets was carried 
out through rigorous pairwise testing. The study also investigated the nature of features 
that are most likely to train classifiers that can generalise well with the data. Finally, the 
issue of class imbalance, which arises due to some tumour types being more common than 
others, was explored. 
 
Results: For each of the tests carried out through pair-wise testing, optimal area under the 
ROC curve (AUC) ranged between 76% and 86%, suggesting that the model was able to 
capture transferable tumour information. Feature selection results suggest that similar 
aspects of tumour texture are enhanced by MR images obtained at different hospitals. Our 
results also suggest that the availability of equally represented classes has enabled SVM to 
better characterise the data points. 
 
Conclusion: The findings of the study presented here support the use of 3D TA on 
conventional MR images to aid diagnostic classification of paediatric brain tumours. 
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1. Background 
Cancer is a leading cause of mortality from disease in children, with the latest 
available statistics in the UK showing that between 2009 and 2011, an average 
of 1,574 children per year were diagnosed with cancer, 16% of whom 
subsequently died [32]. Brain and central nervous system (CNS) tumours form 
the second most common group of cancers in children, accounting for 27% of 
all childhood cancers [32]. In order to tailor surgery and drug-based therapy, a 
brain tumour must be classified as one of a wide range of types, as per the 
scheme outlined by the World Health Organisation (WHO) [33]. 
 
Magnetic resonance imaging (MRI) is the key imaging technique used for 
visualising and managing paediatric brain tumours [1], [2], and initial 
assessment of tumours from MRI scans is usually performed qualitatively by 
radiologists [3]. However, the current gold standard for obtaining definite 
diagnosis is histopathological examination of biopsy samples taken through 
surgery [2],[4], because different brain tumour types do not always 
demonstrate clear differences in visual appearance [5], and using only 
conventional MRI to provide a diagnosis could potentially lead to inaccurate 
results [2]. 
The emerging field of radiomics provides a potential solution for non-invasive 
tumour characterisation by converting medical images into mineable data, 
through the extraction of a large number of quantitative imaging features [34], 
[35]. When developing quantitative medical image analysis techniques, it is 
usual to consider attributes which radiologists explicitly or implicitly use in 
their assessment of a specified tissue appearance. Intensity, morphology and 
texture are common examples of such important image attributes [36], [37]. 
Image texture can be defined as the spatial variation of pixel intensities within 
an image, and is known to be particularly sensitive for the assessment of 
pathology [36]. Visual assessment of texture is, however, particularly 
subjective. Additionally, it is known that human observers possess limited 
sensitivity to textural patterns, whereas computational texture analysis (TA) 
techniques can be significantly more sensitive to changes [36], [37]. 
 
A recent study reported by Fetit et al. [38] looked into the efficacy of MRI 
textural features, within a machine-learning framework, in diagnosing common 
paediatric brain tumour types. The study made use of datasets acquired from a 
single-centre and showed evidence that diagnostic classification can be 
optimised through the use of three-dimensional (3D) attributes, obtained 
through the analysis of multiple MR imaging slices.  Despite the positive results 
reported in the paediatric and adult brain MRI literature, TA has not yet found 
its way into routine clinical practice. This is perhaps due to the sensitivity of 
textural features to variations in MR acquisition parameters, which may 
impede the transfer of results across various imaging centres [14]. In addition 
to this, the efficacy of TA is heavily dependent on the choice of textural 
features used to capture imaging patterns, which is linked to the choice of 
feature-selection methods used [14]. However, very little comparative work is 
available on studying the aforementioned issues [14]. 
Additionally, other factors continue to impede momentum. As argued by van 
Genneken et al. [42], for computer-aided-diagnosis systems to be useful for 
lesion detection and quantification applications, their stand-alone 
performance should be close to that of an expert radiologist. This is, however, 
rather challenging to evaluate when taking various aspects into account (e.g. 
economical, psychological and healthcare implications of additional 
examinations). Trying to prove a clinically relevant improvement adds 
additional complexity when the radiologist baseline performance is high (and 
sometimes varying) to start with. Also, there may be practical issues in terms 
of ensuring rapid TA so that results would be ready at the time of reporting for 
incorporation into radiological reports. Nevertheless, before such translation 
barriers can be addressed, one must show that TA is, in principle, a 
transferrable technique in paediatric oncology.  
 
The study presented here expands the work discussed in [38] to include 
multicentric datasets obtained through a collaboration of three imaging 
centres across the UK. The primary aim of this study was to determine the 
efficacy and cross-centre transferability of 3D TA for non-invasive diagnostic 
classification of paediatric brain tumours from MR images. The study also 
aimed to investigate, through the use of supervised feature selection, the 
nature of features that are most likely to train classifiers that can generalise 
well with the 3D textural data. Finally, the issue of class-imbalance, which 
arises due to some tumour types being more common than others, was 
investigated. To the best of the authors’ knowledge at the time of writing, 
there are no published studies that used multicentric cohorts in order to assess 
the effectiveness and transferability of 3D MRI TA in paediatric oncology. 
 
2. Materials and Methods 
 
Figure 1 shows an overview of the experiment’s set-up. Details are discussed 
below.  
 
2.1 Patient Cohort 
 
The clinical material used in this retrospective study consisted of pre-contrast 
T1 and T2-weighted MR images of 134 children with verified and untreated 
brain tumours. Forty-five were medulloblastomas (MB), seventy-one were 
pilocytic astrocytomas (PA) and eighteen were ependymomas (EP). In order to 
obtain diagnoses in accordance with the WHO classification, tumour samples 
were taken from all patients and underwent histopathological examination. 
Inclusion of datasets was not limited to tumours occurring in a certain location 
of the brain. Approval for the study was obtained from the research ethics 
committee, and informed consent was taken from parents or guardians.  
 
2.2 Image Acquisition 
 
Image acquisition was carried out in three UK centres: Birmingham Children’s 
Hospital (BCH), Nottingham University Hospital (NUH) and Great Ormond 
Street Hospital (GOSH). The scanners used were 1.5T Siemens Symphony, 1.5T 
Siemens Avanto, 1.5T General Electric Signa, 1.5T Phillips Intera and 3T Phillips 
Achieva, and acquisition was carried out following a common protocol defined 
by the Children’s Cancer and Leukaemia Group (CCLG) Functional Imaging 
Group. TE, TR, slice thickness and slice gap settings used in each imaging centre 
are summarised in Table 1. All images were anonymised and held at a secure e-
repository provided by CCLG [15], [16]. 
2.3 Tumour Segmentation 
 In practice, tumour region of interest (ROI) outlining is usually performed 
manually, which is not only a time consuming task, but is also open to 
subjective interpretation of the radiologist. The medical imaging literature 
contains a plethora of work conducted on studying the effectiveness of 
automatic and semi-automatic segmentation algorithms. Whilst the 
implementation of an effective segmentation method is crucial for capturing 
tumour information, the details of which approach yields optimal 
segmentation is not of immediate interest within the context of this 
experiment.  
 
Axial slices were manually chosen from each dataset using RadiAnt DICOM 
viewer (Medixant, Poland). Semi-automatic segmentation was performed on 
MATLAB (MathWorks, Massachusetts) using the snake gradient vector flow 
(Snake GVF) technique, as proposed by Xu and Prince [17], in order to extract 
the ROIs in which the tumour was present. The Snake GVF technique works by 
relying on manually defined seeding points, which are initially outlined by the 
user. The segmentation boundary is then constructed by calculating an edge 
map of the input image and progressing the contour towards a so-called force 
balance condition, where an internal force that prevents contour stretching is 
balanced with an external force that pulls the snake towards the desired 
contour.  
 
The ROIs were checked visually to ensure that the segmentation technique 
worked sufficiently well. A single postgraduate research student in their 
second year of a doctorate programme at the time of carrying out the 
experiment performed the segmentation. Median segmented lesion sizes in 
cubic pixels were as follows, MB: 19,181 (3,123 – 36,775), PA: 24,313 (4,169 – 
60,512), and EP: 19,488 (7,404 - 42,726). 
 
2.4 ROI Normalisation 
Although the data had been acquired under a standard acquisition protocol 
defined by the CCLG, there are usually variations in parameter settings that 
lead to the images having inconsistent grey-level ranges. Additionally, the 
three centres use scanning units that are obtained from different 
manufacturers, and in the case of one centre, the scanners operate under 
different magnetic field strengths (1.5 T and 3 T). In order to mitigate the 
aforementioned issues, the segmented ROIs’ grey-level intensities were 
normalised. Using MaZda texture analysis software (version 4.6) [8], 
normalisation was carried out through a two-step process that involved (1) 
grey-level range selection and (2) image quantisation. The first step was 
performed using the limitation of dynamics to μ+/-3δ, where μ is the mean 
grey-level value and δ is the standard deviation. This technique was shown to 
achieve reliable results on MR image texture classification by Collewet et al 
2004 [18] and it was the same approach followed in the paediatric single 
centre study reported by Fetit et al 2015 [38].  Quantisation of the resulting 
grey-level range was done to compress it between 1 and 2k, where k is the 
number of bits per pixel (k was chosen to be 6 bits for consistency with [38]). 
 
2.5 Extraction of Textural Features 
 
3D TA was carried out on the normalised T1 and T2-weighted ROIs using 
MaZda. We used multiple adjacent T1 and T2-weighted ROIs to calculate 
metrics that hold ‘intra-slice’ and ‘inter-slice’ pixel relationships. The TA 
methods used are based on histogram statistics, absolute gradient, grey-level 
co-occurrence matrix (GLCM) [19] and grey-level run-length matrix (GLRLM) 
[20].Multiple GLCMs and GLRLMs were computed along the 0°, 45°, 90°, 135° 
and z-axis directions; displacements chosen for computing GLCMs were 1, 2, 3 
and 4 pixels (see Table 2 for summary). Mathematical definitions of the 
extracted features are included in the Supplementary material.  
2.5 Feature Selection 
 
The features extracted using MaZda were aggregated for further analysis, as 
per Table 3. The feature sets were imported to Orange (version 2.7), an open-
source machine learning software library that was developed at the University 
of Ljubljana, Slovenia and allows data analysis through python scripting or 
intuitively via a graphical user interface [21]. 
 
As seen in Table 3, testing all possible combinations from all techniques, 
modalities and datasets would give a very large number of features (566). If all 
of these features were evaluated together, it is very likely that our 
classification models will be over-fitted and poorly generalised [22], [23]. 
Irrelevant and redundant features are problematic because they may confuse 
the learning algorithm, by helping to obscure the distributions of the subset 
that holds influential features [23]. The number of features tested must 
therefore be reduced by feature selection. Feature selection also has the 
advantage of reducing training time and improving interoperability.  
 
To this end, a number of feature selection algorithms were considered, the 
first being ReliefF [24]. The idea behind this technique is to estimate the 
effectiveness of a feature based on how well its value compares to that of the 
instance’s neighbours. This is achieved by searching for an instance’s nearest 
neighbours and finding an instance from the same class (nearest hit) and 
another one from a different class (nearest miss). The algorithm then uses a 
weighting approach to estimate the quality for each feature. Good features are 
assumed to have the same value for instances from the same class and should 
discriminate between instances that belong to different classes [24]. 
 
The entropy minimum descriptive length (MDL) discretisation technique, which 
is usually used to partition continuous features to a discrete number of 
intervals, was also considered for feature selection. Since a feature’s entropy 
can be used as a measure of its discriminative power, entropy-based 
discretisation can also be used for feature selection [25]. Our discretised 
feature sub-set therefore holds only the features that the algorithm deduced 
to be the most relevant and discriminative.  
 
Thirdly, we were also interested in studying the use of features selected using 
a feature selection pipeline, comprising a combination of both algorithms: 
Entropy-MDL and ReliefF.  
  
2.6 Classification Model 
 
Using python’s Orange library, we designed a cost-based support vector 
machine (C-SVM) classifier that used the radial basis function (RBF) kernel and 
a cost coefficient of 1, to be trained with textural features. A detailed review 
discussing the principles behind the SVM classification algorithm can be found 
at [26]. 
 
 It is worth noting that the single-centre study conducted by Fetit et al [38] 
investigated 6 different models that represent typical implementations of 
popular classification algorithms, and suggested that the choice of classifier is 
not of substantial importance for this particular problem of paediatric brain 
tumour diagnosis. Thus, comparative analysis of different classification 
algorithms was not of immediate interest within this multicentric work, and we 
chose to focus on analysing the behaviour of a typical SVM implementation.  
 
2.7 Model Validation 
(a) Examining Transferability by Pairwise Testing by Hospital on Unseen Data 
To determine the practical influence of differences in textural feature-sets 
extracted from different MRI centres, three different instances of the SVM 
classifier were created, each being trained on features extracted from one of 
the three hospitals. Assessing how each SVM performed on unseen datasets, 
which were obtained from the other two hospitals, was carried out for testing. 
For example, the performance of an SVM trained with Birmingham Children's 
Hospital data was evaluated by testing on datasets obtained from Great 
Ormond Street Hospital and Nottingham University Hospital. 
The metric used for primary evaluation of performance was the area under the 
receiver operating characteristics (ROC) curve, or simply AUC. The predictive 
ability of a classifier is typically measured by its predictive accuracy or by its 
error rate, which is one minus the accuracy. However, recent research efforts 
in machine learning have shown that AUC is a more consistent and 
discriminant measure of classification performance than accuracy [27], [28]. 
Advantages of using AUC as a primary measure of performance include its 
insensitivity to imbalanced class distributions [29]. This is relevant to our 
dataset because of the lack of a sufficient number of Ependymoma samples, 
which form only 13% of the multicentre cohort. In addition to this, it has been 
shown that if a classifier is optimised to yield maximum AUC, it is also likely to 
perform well in the accuracy measure, whereas classifiers that are optimised 
to yield high accuracy do not necessarily perform well in the AUC measure [27] 
[28]. Nevertheless, we additionally reported on the observed classification 
accuracy obtained in order to ease comparison with the single-centre work 
previously reported by Fetit et al in 2015 [38]. 
 
(b) Estimating Overall Performance Using Leave-One-Out Cross-Validation 
 
Testing the models on unseen data mainly aimed to examine the cross-centre 
transferability of TA. In order to get an overall estimate of the models' 
classification performance, Leave-One-Out Cross-Validation (LOOCV) was 
additionally carried out on an aggregated feature-set comprising data from all 
three hospitals (all 134 samples). AUC, classification accuracy, sensitivity and 
specificity were measured from the results. 95% confidence intervals of overall 
classification accuracies were calculated using bootstrapping (1000 samples 
were generated). Since the aim of this step was not to investigate optimal 
settings for classification, but to get an estimate of the overall performance, 
only one feature selection method (Entropy-MDL) was used. 
 
(c) Addressing the Class Imbalance Problem 
 
A dataset is considered imbalanced if the classes are not approximately equally 
represented. The machine learning community has tackled the class imbalance 
issue in two ways. One is to assign costs to training examples, and the other is 
by over sampling minorities (or under sampling majorities). Although the data 
used for this study had been acquired at three different hospitals, the classes 
represented are quite imbalanced in the sense that EP forms only 13% of the 
overall dataset (18/134). This may be problematic because the minority 
samples might be ignored by the classifier, and potentially leading to poor EP 
sensitivity. 
In order to investigate this, a separate analysis was carried out where the 
synthetic minority over-sampling technique (SMOTE) was applied to the 
extracted 3D features. SMOTE was used to create 27 synthetic EP samples by 
operating in feature space. This method works by taking each minority class 
sample and introducing synthetic examples along the line segments joining 
any/ all of the k minority class nearest neighbours. The neighbouring points are 
randomly chosen depending on the amount of over-sampling required. Using 
an SVM classifier, LOOCV was carried out on the new feature-set comprising 
161 samples. It is important to note that all SMOTE cases were included in the 
LOOCV loop. Classification accuracy, sensitivity, specificity and AUC were 
measured from the test results. 95% confidence intervals of classification 
accuracies were calculated using a bootstrapping of subjects in the sampling 
(1000 samples were generated). 
  
3 Results 
 
(a) Results from Pairwise Testing by Hospital on Unseen Data 
 
Table 4 and Figure 2 show a summary of AUC values obtained with SVM 
classifier. The mean AUC values obtained by Entropy-MDL, ReliefF and the 
hybrid pipeline are 74.5%, 71.8% and 76% respectively. The highest AUC value 
was obtained when SVM was trained on NUH data and tested on BCH data 
(86% on ReliefF) - an interesting finding since one of the scanners in NUH uses 
magnetic field strength of 3T, whereas both scanners used to acquire BCH data 
are 1.5T. 
 
For each feature selection method, the number of chosen features that were 
required to yield optimum AUC are reported in Table 5. It is important to note 
that for pairwise testing, feature selection was separately carried out on the 
corresponding training set for each of the 6 tests, and not on the entire 
dataset. Whilst with entropy-MDL no manual definition of feature percentages 
is performed for the algorithm to operate, we reported the number of features 
that were discretised and hence deemed important by the algorithm. 
 
The optimal features identified for each of the six tests are reported in Tables 6 
and 7. It is worth noting that there was a common set of attributes that were 
deemed as optimal in all six tests (e.g. sum of squares, sum average and 
difference entropy). However, the particular feature variation (i.e. the specific 
pixel distance and direction) that was identified as important varied greatly 
across the six tests. Please refer to the Supplementary Material for an 
explanation of the features and their offsets. For instance, even though the 
sum of squares attribute was identified as an important feature in both tests 1 
and 2, test 1 showed that offsets (0,0,3) and (0,0,4) were important, whereas 
test 2 showed that offsets (1,0,0), (0,1,0) and (0,0,2) were important. Besides 
reporting on AUC, and to facilitate comparison with the single-centre study 
reported previously by Fetit et al [38], we also reported on the classification 
accuracies yielded when entropy-MDL was used. Those ranged between 47% 
and 64%. 
(b) LOOCV results on the original dataset (before over-sampling) 
 
Table 8 lists the results obtained when the entire feature-set, comprising all 
134 samples, was tested with an SVM classifier using LOOCV. Results were 
generally satisfactory, with the overall AUC being 86% (see Figure 3 for ROC 
curves). The corresponding overall classification accuracy was also computed, 
to ease comparison to the current state-of-the art in the literature, and was 
found to be 72%. However, it is worth noting that EP demonstrated a very low 
sensitivity value of 11%.  
 
 
(c) LOOCV results after minority over-sampling 
 
Table 9 lists the LOOCV results obtained when an SVM classifier was used on 
the new feature-set that comprised an additional 27 (synthetic) EP samples 
(see Figure 4 for ROC curves). The noticeable increase in EP sensitivity (from 
11% to 87%) suggests that the availability of equally represented classes has 
enabled SVM to better characterise the data points. It is important to note that 
the SMOTE cases were included in the LOOCV loops. 
 
3. Discussion 
 
This work presented a multicentre investigation on the efficacy and 
transferability of using multi-slice (3D) statistical textural features extracted 
from conventional MR images, within a machine-learning framework, to 
discriminate between the most frequently occurring paediatric brain tumours: 
medulloblastoma, pilocytic astrocytoma and ependymoma. The study made 
use of standard pre-contrast T1 and T2-weighted images, which are routinely 
acquired when children present with suspected brain tumours. For the 
purpose of this discussion, the main areas of interest were: 
 
1. Do the classification results show enough evidence that 3D TA is a 
transferrable technique, allowing for its use across multiple centres? 
2. If so, are there conditions that need to be taken into account prior to 
clinical translation of 3D TA? 
3. What is the nature of features deduced to be optimal as per feature 
selection? 
 With regards to the individual pair-wise tests, the primary metric that was 
evaluated when looking for optimal classifier performance was AUC. Note that 
the statistical meaning of AUC can be defined as the probability that the 
classifier will rank a randomly chosen positive example higher than a randomly 
chosen negative example. For each of the tests reported in Table 4, optimal 
AUC ranged between 76% and 86%, which suggests that the use of three-
dimensional textural features generally enabled SVM to capture transferable 
tumour information that could be used to successfully classify images obtained 
from other imaging centres. 
 
Classification accuracies obtained with entropy-MDL, however, ranged 
between 47% and 64%. It can be deduced from the obtained classification 
accuracies and optimal AUC values, that the performance is considerably 
weaker than what was previously reported in the single-centre study on 
paediatric 3D TA [38], which in some settings reached over 95% for both 
metrics.  This suggests that for successful long-term clinical translation of TA, 
classifiers will be more likely to make effective predictions when trained and 
applied on datasets acquired using the same scanners. 
 
It is also interesting to note that the performance obtained when using the 
entire dataset (both before and after SMOTE) was generally more effective 
than the findings of the individual pair-wise tests; which further emphasises 
the need for training and test-sets to have data acquired using the same 
scanners if TA is to be used in practical settings.  
 
Feature selection results suggest that similar aspects of tumour texture are 
enhanced by MR images obtained at different hospitals, since a common set of 
attributes was identified as important in all six pairwise-testing tests. Such 
attributes include sum of squares, sum average and difference entropy. 
However, the particular variation of distance and direction of analysis varied 
across the six tests and was heavily reliant on the test-sets used, even when 
features were extracted from the same centre.  
The above observations suggest that whilst TA is, in principle, a scalable 
technique that can be used to classify tumour types across different hospitals, 
there does not seem to be enough indication of any 'universal' features that 
could be measured across specific directions and distances of analysis for use 
across centres, without taking other factors into account.  
 
The dependency of optimal performance on both acquisition scanners used 
and test-sets also suggests that for TA to be used in practice, there needs to be 
a robust means of selecting representative features for training, which is likely 
to vary depending on each individual scenario. One potential solution is to 
combine the attributes that were identified as important across tests into a 
single score, perhaps through averaging, as a means of decreasing any inherent 
noise, increasing robustness and improving reliability. Additionally, meta-
analysis of the performance of different feature selection methods needs to 
drive future efforts in this area. 
 
Besides the single-centre work reported by Fetit el at [38], the closest work to 
this experiment is the multicentre study by Tantisatirapong et al [39], where 
conventional 2D TA was used in a binary classification problem to diagnose 
paediatric MB and PA, yielding an overall classification accuracy of 77% using 
T2-weighted data. Whilst it is not possible to directly compare the findings of 
this experiment to the current state-of-the-art, due to variations in primary 
aims and methodologies, the overall classification accuracies of 72% (before 
SMOTE) and 77% (after SMOTE) are in line with what had been reported in 
[39]. 
 
Although 3D TA of MRI relies heavily on sophisticated mathematical 
procedures, this study was entirely carried out using commercially available 
and open-source software, which are provided with well-documented manuals 
to support their use by personnel with limited programming backgrounds. 
 
 
 
 
 
4. Study Limitations and Future Work 
 
This study suffers from the limitation that the presented pairwise testing 
results are a best-case scenario, as the comparison looked into optimal AUC 
values. In terms of feature selection, a limitation to the LOOCV work was that 
the feature selection algorithm was applied prior to the validation loop, and 
not within each validation fold, which might have introduced an element of 
bias to our overall estimate of classifier performance. Another limitation is that 
synthesised samples generated by SMOTE were included in the testing folds, 
and ideally the assessment of performance needs to be only focused on the 
original samples.  
 
In order to assess robustness of the obtained findings, it will be necessary to 
further test the classifiers with the optimal settings identified in this study. This 
can be done using a three-fold validation approach, where training is done on 
one dataset, followed by a testing stage on another dataset where the optimal 
classifier settings are identified, and finally a validation stage where the 
identified optimal settings are tested for robustness. Although the analysis was 
carried out on the three most frequently occurring paediatric brain tumours 
(MB, PA and EP), this methodology can be extended to other brain tumour 
types, provided enough data samples are available for use as a test-set. It will 
also be interesting to look into the use of 3D TA on diffusion- weighted imaging 
(DWI), as work currently available in the literature has shown promising results 
with conventional 2D TA of DWI. 
 
It is also worth noting that, as can be seen in Table 1, a fundamental limitation 
of this work was the clear heterogeneity in acquisition settings of the MR 
scans, which were used retrospectively. Such intrinsic variations in TE, TR and 
slice separation can introduce high levels of noise in the information captured 
by the textural features; and it is likely that such noise could have contributed 
to the lack of a ‘universal’ offset in important textural features. 
 
3D TA would ideally require minimal MR image slice gaps to maximise 
information captured by volumetric features. This is challenged by the clinical 
datasets used here, which were retrospective multi-slice MR scans acquired 
using conventional Spin-Echo sequences (i.e. the images are not true 3D). 
Additionally, the use of slices for image acquisition means that each slice 
summarises potentially many different elements of the underlying pathological 
structure over its width [41]. This leads to the interesting question of whether 
selecting thinner slices during acquisition might result in images that can build 
more robust TA predictive models (the use of thinner slices would, however, 
result in a worsened signal-to-noise ratio, thus concealing the true texture). In 
this regard, it is likely that between-plane textural features that were 
calculated via 3D TA are lacking in robustness. 
In the authors’ opinion, a major limitation that MRI texture analysis studies 
suffer from – one that impedes clinical translation - is the lack of clear clinical 
meanings to the imaging features identified as biomarkers. Establishing such 
meaning is a challenging task since TA, in theory, captures underlying MR 
imaging patterns that are below human vision. One way this issue could be 
investigated in future work is by carrying out TA on histopathological samples 
under different microscopic scales, where clinical attributes can be easily 
correlated with important textural features. Assuming that such meaning could 
be translated to MR imaging scales, this could potentially provide radiologists 
with a number of textural patterns to look for when carrying out initial tumour 
characterisation. Good understanding of feature meanings will ensure that the 
generated knowledge and the explanation of classifier decisions will be 
transparent to the clinicians. This will support clinical acceptance of TA, since 
according to Kononenko [40], transparency is an important requirement for 
decision-support systems to be useful in solving medical diagnostic tasks. 
 
Among the reasons for slow acceptance of decision support systems in clinical 
settings, perhaps the most reasonable one is that the introduction of such 
technologies will further increase the abundance of tools and instrumentation 
available to clinicians [40]. The use of non-invasive TA would have the 
undesirable side effect of further increasing the complexity of the radiologist's 
work, which is already sufficiently complicated. Therefore, TA and machine 
learning systems will have to be integrated into the existing instrumentation 
that makes its adoption as natural as possible. 
 
5. Conclusions 
 
The results of the study presented here indicated that despite the differences 
in textural information among MR images from different hospitals, feature-sets 
from one hospital may be used for successful tumour type classification when 
tested on data from other hospitals; an important finding for future clinical 
adoption of TA. The findings of the study presented here support the use of 3D 
TA on conventional MR images to aid diagnostic classification of paediatric 
brain tumours. 
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TABLES 
 
 
 
 
BCH NUH GOSH 
Scanners 
 
GE Signa 1.5 Tesla  
and Siemens Symphony 1.5 Tesla 
Phillips Achieva 3.0 Tesla 
and Phillips Intera 1.5 Tesla 
Siemens Avanto 1.5 Tesla and 
Siemens Symphony 1.5 Tesla 
T1 TE 8.4-22 ms 12-23 ms 2.39 – 51 ms 
T1 TR  360-819 ms 373 -1400 ms 212.57 – 697 ms 
T1 Slice Thickness  4-5 mm 4-5 mm 4.5-5 mm 
T1 Slice Gap  0.8-1.5 mm  4.4-6.5 mm 1-3 mm 
T2 TE  77-105 ms 83.5-125 ms 14-115 ms 
T2 TR  3940-7840 ms 3000-6475 ms 3530 – 6180 ms 
T2 Slice Thickness  3-5 mm 4-5 mm 3.5 -5 mm 
T2 Slice Gap  0.6-1.5 mm 0.4-1.5 mm 1-3.5 mm 
Table 1 Scanner models, field strengths and acquisition settings for the three 
imaging centres. 
 
 
TA method Calculated features 
Histogram statistics Mean, variance, skewness, kurtosis, minimum, maximum and 
percentiles (1%, 10%, 50%, 90% and 99%). 
Absolute gradient 
statistics 
Absolute gradient mean, variance, skewness and kurtosis 
Grey-level co-
occurrence matrix 
(GLCM) 
Ang. Second Moment, inverse difference moment, contrast, 
correlation, entropy, sum of squares (variance), sum average, sum 
variance, difference variance and difference entropy 
Grey-level run-length 
matrix (GLRLM) 
Short run emphasis, long run emphasis, grey-level non-uniformity, 
run length non-uniformity and run percentages 
Table 2 Summary of the TA methods used and their corresponding features 
 
 
 
 
 
 
 
 TA method  T1 T2 
GLCM 240 240 
GLRLM 24 24 
Histogram 13 13 
Absolute Gradient 6 6 
Table 3 Summary of the number of features for each dataset 
 
 
Test 
ID 
Training  
set 
Testing 
set 
Entropy-
MDL 
optimal 
AUC 
ReliefF 
optimal 
AUC 
Pipeline 
optimal 
AUC 
Optimal 
feature-
selection 
 Method 
CA with 
entropy
-MDL 
1 BCH NUH 74% 83% 73% ReliefF 64% 
2 BCH GOSH 74% 62% 80% Pipeline 53% 
3 NUH BCH 74% 86% 74% ReliefF 53% 
4 NUH GOSH 71% 85% 75% ReliefF 63% 
5 GOSH BCH 76% 60% 76% Entropy-MDL /  
Pipeline 
47% 
6 GOSH NUH 78% 55% 78% Entropy-MDL /  
Pipeline 
64% 
 
Mean AUC value: 
    
Entropy-MDL: 74.5%     
ReliefF: 71.8%     
Pipeline: 76%     
 
Table 4 AUC values, in %, obtained through multicentre classification. 
Additionally, the classification accuracy (CA) obtained with entropy-MDL was 
reported on, to ease comparisons with the single-centre study previously 
reported in the literature. It is interesting to note that NUH datasets included 
images acquired using both 3T and 1.5T scanners, whereas the other two 
centres only included 1.5T scans. The performance of the pair-wise tests, 
therefore, suggest potential transferability of textural features across scanners 
of different strengths.  
  
Test 
ID 
Training  
Set 
Testing 
Set 
ReliefF Pipeline 
1 BCH NUH 44 43 
2 BCH GOSH 50 19 
3 NUH BCH 33 28 
4 NUH GOSH 34 30 
5 GOSH BCH 100 14 
6 GOSH NUH 100 14 
Table 5 Number of top-ranked features that were needed to yield optimal AUC 
performance. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Feature name Offset  
Test 1 T1 T2 
Angular Second Moment 0,1,0; 0,2,0; 0,0,2; 0,3,0 0,4,0 
Contrast 0,0,4  
Difference Entropy 0,0,3; 0,0,4 0,2,0; 2-2,0; 3,-3,0; 0,3,0; 0,4,0; 4,-4,0 
Difference Variance 0,0,4 0,1,0; 0,4,0 
Entropy 0,0,3; 0,0,4 0,0,1 
Fraction  45, 135 degrees; Vertical 
Histogram Skewness Skewness 
Inverse Difference Moment 0,1,0; 0,2,0; 0,3,0; 0,4,0 0,2,0; 0,3,0; 0,4,0; 4,-4,0 
Long Run Emphasis Vertical  
Short Run Emphasis  135 degrees; vertical; horizontal 
Sum Average 0,0,3; 0,0,4 0,1,0 
Sum Entropy 0,0,3; 0,0,4 0,0,1 
Sum of Squares 0,0,3; 0,0,4  
   
Test 2 T1 T2 
Angular Second Moment 0,0,3  
Difference Entropy 0,3,0  
Entropy 0,0,3  
Gradient   Non Zeros 
Histogram  Max; Min; 50%; 90%; 99%; Mean; 
Variance; Kurtosis 
Inverse Difference Moment 3,-3,0 4,-4,0 
Sum Average  1,0,0; 0,02 
Sum of Squares 1,0,0; 0,1,0; 0,0,2  
   
Test 3 T1 T2 
Angular Second Moment 0,0,4 0,0,4 
Contrast 0,0,4 0,0,4 
Correlation 0,0,4 0,0,4 
Sum of Squares 0,0,4 1,0,0; 1,1,0; 0,1,0; 1,-1,0; 0,2,0; 0,0,4 
Inverse Difference Moment 0,0,4 0,0,4 
Sum Average 0,0,4 0,3,0; 0,1,0; 0,2,0; 0,0,4 
Sum Variance 0,0,4 0,0,4 
Sum Entropy 0,0,4 0,0,4 
Entropy 0,0,4 0,0,4 
Difference Variance 0,0,4 0,0,4 
Difference Entropy 0,0,4 0,0,4 
Volume 0,0,4 0,0,4 
Histogram 0,0,4 Skewness 
 
Table 6 A table listing the optimal textural features identified in Tests 1 to 3.  
Feature name Offset  
Test 4 T1  T2 
Angular Second Moment 0,0,4 0,0,4 
Contrast 0,0,4 0,0,4 
Correlation 0,0,4 0,0,4 
Sum of Squares 0,0,4 0,1,0; 1,0,0; 1,1,0; 1,-1,0; 0,2,0; 
0,0,4 
Inverse Difference Moment 0,0,4 0,0,4 
Sum Average 0,0,4 0,1,0; 0,2,0; 0,3,0; 0,4,0; 0,0,4 
Sum Variance 0,0,4 0,0,4 
Sum Entropy 0,0,4 0,0,4 
Entropy 0,0,4 0,0,4 
Difference Variance  0,0,4 
Difference Entropy 0,0,4 0,0,4 
Volume 0,0,4 0,0,4 
Histogram  Skewness 
   
Test 5 T1 T2 
Correlation  0,0,1 
Sum of Squares  0,0,2 
Inverse Difference Moment  2,2,0; 2,-2,0; 4,-4,0 
Sum Average  0,0,2; 0,1,0; 0,2,0 
Sum Variance  0,1,0 
Difference Entropy 0,0,1 3,-3,0; 4,-4,0 
Histogram  Kurtosis 
   
Test 6 T1 T2 
Correlation  0,0,1 
Difference Entropy 0,0,1 3,-3,0; 4,-4,0 
Histogram  Kurtosis 
Inverse Difference Moment  2,2,0; 2,-2,0; 4,-4,0 
Sum Average  0,1,0; 0,2,0; 0,0,2 
Sum of Squares  0,0,2 
Sum Variance  0,1,0 
   
 
Table 7 A table listing the optimal textural features identified in Tests 4 to 6.  
 
 MB  PA  EP     
Overall 
AUC 
Sens Spec Sens Spec Sens Spec Overall 
Accuracy 
Variance of 
Accuracy 
95% CI of 
Accuracy 
86% 67% 82% 90% 71% 11% 97% 72% 0.0015 50%-84% 
 
 
 
 
 
 
 
 
 
Table 8 A table listing the results obtained when the feature-set, comprising 
data from all three hospitals (134 samples), was tested with an SVM classifier 
on LOOCV. Entropy-MDL was used for feature selection. Accuracy, sensitivity 
and specificty are referred to as Acc, Sens and Spec respectively. Variance of 
over-all accuracy was calculated, with the assumption of a Binomial 
approximation to the count of correct classification, as p(1-p)/N, where p is the 
probability of correct classification and N is the number of samples. 95% 
confidence intervals for the overall classification accuracies were obtained by 
bootstrapping. 
 
 
 
 
 
 MB  PA  EP     
Overall 
AUC 
Sens Spec Sens Spec Sens Spec Overall 
Accuracy 
Variance of 
Accuracy 
95% CI of 
Accuracy 
92% 57% 91% 83% 83% 87% 91% 77% 0.0011 60%-90% 
 
Table 9 A table listing the classification results obtained with LOOCV, after 
SMOTE was applied to generate 27 synthetic EP samples. Entropy-MDL was 
used for feature selection. Accuracy, sensitivity and specificty are referred to 
as Acc, Sens and Spec respectively. Variance of over-all accuracy was 
calculated, with the assumption of a Binomial approximation to the count of 
correct classification, as p(1-p)/N, where p is the probability of correct 
classification and N is the number of samples. 95% confidence intervals for the 
overall classification accuracies were obtained by bootstrapping. 
 
 
 
  
List of Figure Legends 
 
Figure 1: Flowchart showing methodological overview of our experimental set up. It is 
important to note that for the pair-wise testing part of the experiment, the training and testing 
steps were part of an optimisation process, where the main interest was to examine what the 
ultimate optimal performance that could be achieved with the available cohort is. Hence, this 
study suffers from the limitation that the presented pairwise testing results are a best-case 
scenario. Ideally, three-fold validation should be used, where optimisation is carried out on two 
folds, and testing of performance is carried out on the third one. This is, however, not practical 
to implement here due to data size limitations. 
 
Figure 2: Bar chart showing optimal AUC values obtained through pairwise testing for 
multicentre classification. 
 
Figure 3: ROC curves depicting SVM classifier performance using the LOOCV scheme. All 134 
samples obtained from three hospitals were used for the analysis. (a)Medulloblastoma 
(b)Pilocytic Astrocytoma and (c) Ependymoma. Overall AUC value is 86%. 
 
Figure 4: ROC curves depicting SVM classifier performance using the LOOCV scheme, after 
SMOTE was used to generate 27 synthetic ependymoma samples. (a)Medulloblastoma 
(b)Pilocytic Astrocytoma and (c) Ependymoma. Overall AUC value is 92% 
 
 
 
