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Abstract—Advances in digital sensors, digital data storage
and communications have resulted in systems being capable of
accumulating large collections of data. In the light of dealing
with the challenges that massive data present, this work proposes
solutions to inference and filtering problems within the Bayesian
framework. Two novel Bayesian inference algorithms are de-
veloped for non-linear and non-Gaussian state space models,
able to deal with large volumes of data (or observations). These
are sequential Markov chain Monte Carlo (MCMC) approaches
relying on two key ideas: 1) subsample the massive data and
utilise a smaller subset for filtering and inference, and 2) a divide
and conquer type approach computing local filtering distributions
each using a subset of the measurements. Simulation results
highlight the accuracy and the large computational savings, that
can reach 90% by the proposed algorithms when compared with
standard techniques.
I. INTRODUCTION
In many applications, it is of interest to estimate a signal
from a sequence of collected data. In a Bayesian framework,
this involves the sequential inference of the filtering distri-
bution associated with a state space model. The solution is
referred to as the Kalman filter [1] when the state space model
is linear and Gaussian. However, there is typically no analyt-
ically tractable solution when the state space model is non-
linear and/or non-Gaussian. Several algorithms which achieve
sequential inference in such systems through approximations
have been proposed.
One such class of techniques are referred to as sequential
Monte Carlo (SMC) methods [2], or particle filters (PFs),
which involves a weighted discrete approximation of the
filtering distribution, and utilise importance sampling. PFs
have been successfully applied to many areas.
Research on efficient implementations of SMC methods
have focused on making the structure of the PF parallel
[3], particularly the resampling step [4], which can then be
used in distributed processing applications [5]. However, this
typically requires approximations to achieve a solution and
still requires the evaluation of all the data. Also in very high
dimensional problems and massive data, the PF is prone to
weight degeneracy and sample impoverishment [6], [7].
A related but promising alternative to PFs is the sequential
Markov chain Monte Carlo (MCMC) method [8], [9], which
has been successfully applied in several challenging areas [10].
The sequential MCMC method does not rely on importance
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sampling and instead utilises the power of MCMC techniques
in a sequential setting to perform inference. Analysing massive
amounts of data with sequential MCMC can lead to long
processing times which are problematic in time sensitive
filtering applications.
In static MCMC simulation, there have been several dif-
ferent approaches proposed for dealing with large amounts of
data [11]. The proposed methods can be categorised as either
parallel or iterative strategies.
In terms of parallel strategies, there are two general ap-
proaches which have been proposed. The first approach is
referred to as blocking. These techniques focus on parallelising
specific steps in the MCMC approach. In [12] it was proposed
to parallelise the computation of the likelihood. This is restric-
tive in terms of the model used, and requires a large amount of
communication between the processors. The second approach
is referred to as divide and conquer. Techniques based on
divide and conquer focus on subdividing the measurements
and running separate MCMC samplers in parallel on each
subdivided set of measurements. The samples from the sepa-
rate MCMC samplers, referred to as local samples, are then
combined to obtain samples from the complete posterior distri-
bution, referred to as global samples. The divide and conquer
techniques differ in how the local samples are combined to
obtain the global samples. In [13], global samples are obtained
as a weighted average of the local samples. This approach
is only theoretically valid under a Gaussian assumption. In
[14], the local posterior from the separate MCMC samplers is
approximated as Gaussian or with a Gaussian kernel density
estimation. Global samples can then be obtained through
the product of the local densities. This work was further
extended for time series analysis in [15]. This idea is also
further developed in [16] by representing the discrete kernel
density estimation as a continuous Weierstrass transform. In
[17], the combination is based on the geometric median of
the local posteriors which are approximated with Weiszfeld’s
algorithm by embedding the local posteriors in a reproducing
kernel Hilbert space. Divide and conquer techniques typically
struggle in applications where the local posteriors substantially
differ, and if they do not satisfy Gaussian assumptions. In
[18], [19] a divide and conquer strategy was proposed which
attempts to overcome the challenge of differing local posteri-
ors, and relaxing the Gaussian assumption to a more general
assumption of a posterior distribution from the exponential
family. The approach is based on the expectation propagation
algorithm. In this approach, the separate MCMC samplers ex-
change sufficient statistics, resulting in each individual MCMC
sampler converging to the global posterior.
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Fig. 1: Comparison of the proposed sequential MCMC
frameworks to the generic sequential MCMC framework
at each discrete time step.
Iterative strategies rely on subsampling mechanisms, such
as pseudo likelihoods [20], [21] or confidence intervals [22],
[23], to perform inference using MCMC techniques based only
on a certain subsample of all the measurements.
The key contributions of this work are in the proposed so-
lutions for inference and filtering problems with the Bayesian
framework. Two novel sequential MCMC algorithms for deal-
ing with massive data are introduced. The algorithms achieve
computational efficiency while maintaining accurate estimates.
The first algorithm achieves this through the introduction of
adaptive subsampling in the sequential MCMC framework,
preliminary results of which are introduced in [24]; and the
second algorithm by merging the expectation propagation and
sequential MCMC frameworks. The structure of the algorithms
is compared in Figure 1. The performance of the algorithms
is explored through two detailed examples.
II. PROBLEM FORMULATION
The primary distribution of interest in a Bayesian framework
is the filtering distribution p(xk|z1:k), where xk ∈ Rnx is the
state vector at time tk with k = 1, ..., T ∈ N, and z1:k =
{z1, ...,zk}, represents all the data received up till time tk.
The data received at each time tk are represented by a set
zk = {z1k, ...,zMkk }, where Mk is the total amount of data and
zik ∈ Rnz . In this paper the data is considered independent.
The filtering distribution can be recursively updated based on
p(xk|z1:k) ∝
∫
p(zk|xk)p(xk|xk−1)p(xk−1|z1:k−1)dxk−1,
(1)
where p(zk|xk) is referred to as the likelihood probability
density function (pdf), and p(xk|xk−1) is referred to as the
state transition pdf. An analytical solution to (1) is typically
intractable when the state space model is characterised by non-
linearities and/or non-Gaussian noise.
A. Sequential Markov Chain Monte Carlo
MCMC methods work by constructing a Markov chain
with a desired distribution as the equilibrium distribution.
A common MCMC technique used to obtain samples from
the equilibrium distribution, pi(x), is the Metropolis-Hastings
(MH) algorithm. This is achieved by first generating a sample
from a known proposal distribution x∗ ∼ q( · |xm−1). The
proposed sample is accepted as the current state of the chain,
xm, with probability
ρ = min
(
1,
pi(x∗)q(xm−1|x∗)
pi(xm−1)q(x∗|xm−1)
)
, (2)
where ρ is referred to as the acceptance probability, otherwise
the previous state of the chain is stored as the current state,
xm = xm−1.
In [8] it was proposed to use MCMC methods, specifically
the MH algorithm, to target the filtering distribution in (1)
as the equilibrium distribution. This allows for the iterative
update of an approximation of the filtering distribution by rep-
resenting p(xk−1|z1:k−1) with a set of unweighted particles,
p(xk−1|z1:k−1) ≈ 1
N
N∑
j=1
δ(xk−1 − x(j)k−1), (3)
where N is the number of particles, δ( · ) denotes the Dirac
delta function, and (j) the particle index. This technique was
shown to work well in state space models containing a high
number of dimensions when compared to techniques relying
on importance sampling, however, this direct approach may
result in a high computational expense [9].
It was proposed in [9] to consider targeting the joint filtering
distribution of xk and xk−1,
p(xk,xk−1|z1:k) ∝ p(zk|xk)p(xk|xk−1)p(xk−1|z1:k−1),
(4)
as the equilibrium distribution in order to help alleviate the
high computational demand. In a similar fashion, an approx-
imation for the joint filtering distribution can be obtained
through MCMC methods by representing p(xk−1|z1:k−1) with
a set of unweighted particles. This approach has the advantage
of avoiding the direct Monte Carlo computation of the pre-
dictive posterior density. Furthermore, the approximation can
be marginalised to obtain the filtering distribution of interest.
It was also proposed in [9], to utilise a composite MCMC
kernel to generate a Markov chain with stationary distribution
described by (4). The composite MCMC kernel is based on
3both joint and conditional draws and has been shown to be
more efficient in high dimensional systems [9], [25].
More specifically, the composite MCMC kernel is com-
prised of two steps. The first step is comprised of a joint draw
for xk and xk−1 through the application of a MH sampler
with proposal distribution q1( · ). The second step, referred
to as the refinement step, draws xk−1 given the current
state of the Markov chain for xk with proposal distribution
q2( · ), followed by a draw of xk given the current state of
the Markov chain for xk−1 with proposal distribution q3( · ).
Furthermore, when xk is high dimensional, a series of block
MH within Gibbs steps can be used to update it efficiently.
The refinement step is introduced to aid in the mixing of the
chain. An appropriate burn in period, Nb, was also introduced
to minimize the effect of the initial values of the Markov
chain. The implementation of this procedure is referred to as
the generic sequential MCMC algorithm and is summarised in
Algorithm 1. When considering massive amounts of data, the
computation of the likelihood becomes excessively expensive,
rendering this approach infeasible.
Algorithm 1 Generic Sequential Markov Chain Monte Carlo
1: Initialize particle set: {x(j)0 }Nj=1
2: for k = 1,...,T do
3: for m = 1,...,N +Nb do
4: Joint Draw
5: Propose {x∗k,x∗k−1} ∼ q1
(
xk,xk−1|xm−1k ,xm−1k−1
)
6: Compute the MH acceptance probability ρ1 =
min
(
1,
p(x∗k,x
∗
k−1|z1:k)
q1(x∗k,x
∗
k−1|x
m−1
k
,xm−1
k−1 )
q1(xm−1k ,x
m−1
k−1 |x∗k,x∗k−1)
p(xm−1
k
,xm−1
k−1 |z1:k)
)
7: Accept {xmk ,xmk−1} = {x∗k,x∗k−1} with probability ρ1
8: Refinement
9: Propose {x∗k−1} ∼ q2 (xk−1|xmk ,xmk−1)
10: Compute the MH acceptance probability ρ2 =
min
(
1,
p(x∗k−1|xmk ,z1:k)
q2(x∗k−1|xmk ,xmk−1)
q2(xmk−1|xmk ,x∗k−1)
p(xm
k
|xm
k−1,z1:k)
)
11: Accept {xmk−1} = {x∗k−1} with probability ρ2
12: Divide xk into P disjoint blocks {Ωp}Pp=1 such that⋃
p Ωp = {1, ..., Nd} and Ωp ∩ Ωq = ∅, ∀p 6= q
13: for p = 1,...,P do
14: Propose {x∗k(Ωp)} ∼ q3,p (xk(Ωp)|xmk ,xmk−1)
15: Compute the MH acceptance probability ρ3,p =
min
(
1,
p(x∗k(Ωp)|xmk−1,z1:k)
q3,p(x∗k(Ωp)|xmk ,xmk−1)
q3,p(xmk (Ωp)|x∗k,xmk−1)
p(xm
k
(Ωp)|xmk−1,z1:k)
)
16: Accept {xmk (Ωp)} = {x∗k(Ωp)} with probability ρ3,p
17: end for
18: end for
19: Approximation of the marginal posterior distribution with the
following empirical measure:
pˆ(xk|z1:k) = 1N
∑N+Nb
j=Nb+1
δ(xk − x(j)k )
20: end for
III. ADAPTIVE SUBSAMPLING SEQUENTIAL MARKOV
CHAIN MONTE CARLO
In the generic sequential MCMC algorithm, calculating the
acceptance probabilities, ρ1 and ρ3,p, requires the evaluation
of all the measurements. In this section we merge the concept
of adaptive subsampling to sequential MCMC to reduce this
computational burden.
Looking back at the standard MH sampler, equation (2) can
be interpreted as the acceptance of the proposed sample, x∗,
as the current state of the chain, xm, if the following condition
is satisfied
u <
pi(x∗)q(xm−1|x∗)
pi(xm−1)q(x∗|xm−1) , (5)
where u represents a sample from a uniform distribution
u ∼ U[0,1]. This expression can be further developed by apply-
ing Bayes’ rule and assuming that there are M conditionally
independent measurements, zi:
u <
p(x∗)q(xm−1|x∗)
p(xm−1)q(x∗|xm−1)
M∏
i=1
p(zi|x∗)
p(zi|xm−1) . (6)
The previous state of the chain is stored as the current state,
xm = xm−1, when the proposed sample does not meet this
criterion. We further manipulate this expression into a form
with the likelihoods isolated:
1
M
log
[
u
p(xm−1)q(x∗|xm−1)
p(x∗)q(xm−1|x∗)
]
<
1
M
M∑
i=1
log
[
p(zi|x∗)
p(zi|xm−1)
]
,
ψ(xm−1,x∗) < ΛM (xm−1,x∗). (7)
When the number of measurements is very large, the log
likelihood ratio becomes the most computationally expensive
part of the generic sequential MCMC algorithm. To reduce the
computational complexity, a Monte Carlo (MC) approximation
for the log likelihood ratio has been proposed [26]:
ΛSm(xm−1,x∗) =
1
Sm
Sm∑
i=1
log
[
p(zi|x∗)
p(zi|xm−1)
]
(8)
where the set z∗ = {z1,∗, ...,zSm,∗} is drawn uniformly
without replacement from the original set of M measurements.
The difficulty which arises is in selecting a minimum value
for Sm that results in a set of subsampled measurements that
contain enough information to make the correct decision in
the MH step. To overcome this difficulty in standard MCMC
for static inference, the authors in [22] proposed to use
concentration inequalities which provide a probabilistic bound
on how functions of independent random variables deviate
from their expectation. In this case, the independent random
variables are the log likelihood ratio terms. Thus, it is possible
to obtain a bound on the deviation of the MC approximation
in (8) from the complete log likelihood ratio:
P (|ΛSm1 (xm−1,x∗k)−ΛM1 (xm−1,x∗)|≤ cSm)≥1−δSm (9)
where δSm > 0, and cSm is dependent on which inequality is
used. There are several inequalities which could be used, in
this paper we make use of the empirical Bernstein inequality
[27], [26], which results in:
cSm =
√
2VSm log(3/δSm)
Sm
+
3R log(3/δSm)
Sm
(10)
where VSm represents the sample variance of the log likelihood
4ratio, and R is the range given by
R = max
1≤i≤M
{
log
[
p(zi|x∗)
p(zi|xm−1)
]}
−
min
1≤i≤M
{
log
[
p(zi|x∗)
p(zi|xm−1)
]}
(11)
Looking back at the standard sequential MCMC approach,
we find that the joint draw is accepted based on the condition
ΛM (x∗,xm−1) > ψ(x∗,xm−1). It is required to relate this
expression in terms of the MC approximation of (8). Since
the MC approximation is bounded, we can state that it is not
possible to make a decision when the value of ψ(x∗xm−1)
falls within the region specified by the bound. Thus it is
required that |ΛSm(xm−1,x∗)−ψ(x∗,xm−1)| > cSm , where
| · | represents the absolute value, in order to be able to make
a decision, with probability at least 1− δSm .
This forms the underlying principle for the creation of a
stopping rule [22], [28]. Let δs ∈ (0, 1) be a user specified
input parameter. The idea is to sequentially increase the size
of Sm while at the same time checking if the stopping
criterion, |ΛSm1 (xm−1,x∗) − ψ(x∗,xm−1)| > cSm , is met.
If the stopping criterion is never met, then this will result in
Sm = M , i.e requiring the evaluation of all the measurements.
Selecting δSm =
ps−1
psSmps
δs results in
∑
Sm≥1 δSm ≤ δs. The
event
E =
⋂
Sm≥1
{|ΛSm(xm−1,x∗)− ΛM (xm−1,x∗)| ≤ cSm} (12)
thus holds with probability at least 1 − δs by a union bound
argument.
This iterative procedure allows for an adaptive size of the
number of measurements required to be evaluated. However,
there is cause for concern with the definition of the stopping
rule. That is the fact that the range, R, used in the calcu-
lation of (10), is dependent on the log likelihood for all M
measurements. Calculating this range would thus inherently
require at least the same number of calculations as in the
standard sequential MCMC approach. In certain applications
it may be possible to obtain an expression for the range
which is independent of the measurements, however, this is
not the general case. In order to overcome the computational
complexity of the calculation of the range, and to reduce the
sample variance VSm in the bound, a control variate has been
introduced in [11], referred to as a proxy:
℘i(x
m−1,x∗) ≈ log
[
p(zi|x∗)
p(zi|xm−1)
]
. (13)
Thus the MC approximation in (8) is augmented into
ΛSm1 (x
m−1,x∗)=
1
Sm
Sm∑
i=1
log
[
p(zi,∗|x∗)
p(zi,∗|xm−1)
]
−℘i(xm−1,x∗). (14)
It is required to amend the MH acceptance accordingly to take
the inclusion of the proxy into account.
In [26], it was proposed to utilise a Taylor series as an
approximation for the log likelihood, `i(x) = log p(zi|x). In
this paper we specifically utilise a first order Taylor series,
ˆ`
i(x) = `i(x
+) + (∇`i)Tx+ · (x− x+), (15)
where (∇`i)x+ represents the gradient of `i(x) evaluated at
x+. This results in the following form of the proxy
℘i(x
m−1,x∗) = ˆ`i(x∗)− ˆ`i(xm−1),
= (∇`i)Tx+ · (x∗ − xm−1). (16)
With the inclusion of the proxy, the range, R, is now computed
as,
R = max
1≤i≤M
{
log
[
p(zi|x∗)
p(zi|xm−1)
]
− ℘i(xm−1,x∗)
}
− min
1≤i≤M
{
log
[
p(zi|x∗)
p(zi|xm−1)
]
− ℘i(xm−1,x∗)
}
.(17)
We can derive an upper bound for the range, RB , i.e where
RB ≥ R, which can be computed efficiently
RB = 2 max
1≤i≤M
{∣∣∣∣log [ p(zi|x∗)p(zi|xm−1)
]
− ℘i(xm−1,x∗)
∣∣∣∣}
= 2 max
1≤i≤M
{∣∣∣`i(x∗)−`i(xm−1)− ˆ`i(x∗)+ˆ`i(xm−1)∣∣∣}
= 2 max
1≤i≤M
{∣∣B(xm−1)−B(x∗)∣∣} (18)
where B(x) = `i(x) − ˆ`i(x) is the remainder of the Taylor
approximation. The Taylor-Lagrange inequality gives us an
upper bound on the remainder term. More specifically, if
|f (n+1)(x)| ≤ Y , then |Bk(x)| ≤ Y |x−x
+|n+1
(n+1)! , where in our
case n+ 1 = 2. Upper bounding the Taylor remainder finally
results in the following upper bound on the range
RB = 2
∣∣∣∣B(xm−1)∣∣+ |B(x∗)|∣∣ , (19)
which is dependent on the maximum of the Hessian of the log
likelihood, Y . The complete adaptive subsampling sequential
MCMC approach is illustrated by Algorithms 2 and 3.
IV. EXPECTATION PROPAGATION SEQUENTIAL MARKOV
CHAIN MONTE CARLO
In the previous approach, reduction in computational com-
plexity was based on Bayesian filtering with only a subset
of all of the data. In contrast, the algorithm presented in this
section utilises all of the data in a distributed way. The only
way to achieve computational efficiency is to consider a divide
and conquer based approach which processes subsets of the
data in parallel. Firstly, the set of Mk measurements is divided
into D subsets of measurements such that zk =
⋃D
d=1 zk,d
and zk,i
⋂
zk,j = ∅ : i 6= j. The joint filtering distribution in
equation (4) is further factored,
p(xk,xk−1|z1:k) ∝ p(xk|xk−1)p(xk−1|z1:k−1)
D∏
d=1
p(zk,d|xk).
(20)
The D subsets of measurements are processed in parallel on D
computing nodes. The challenge in divide and conquer based
approaches is in combining the results from the computing
nodes to obtain samples from the joint filtering distribution. A
natural method of doing this is through the utilisation of con-
cepts from expectation propagation (EP). EP is a variational
5Algorithm 2 Adaptive Subsampling Sequential Markov Chain
Monte Carlo
1: Initialize particle set: {x(j)0 }Nj=1
2: Determine initial proxy parameters.
3: for k = 1,...,T do
4: for m = 1,...,N +Nb do
5: if m = 1 ∨Nb then
6: Update proxy parameters.
7: end if
8: Joint Draw
9: Propose {x∗k,x∗k−1} ∼ q1
(
xk,xk−1|xm−1k ,xm−1k−1
)
10: Compute ψ1(x∗k,x
∗
k−1,x
m−1
k ,x
m−1
k−1 )
= 1
Mk
log
[
u
p(xm−1
k
|xm−1
k−1 )q1(x
∗
k,x
∗
k−1|xm−1k ,x
m−1
k−1 )
p(x∗
k
|x∗
k−1)q1(x
m−1
k
,xm−1
k−1 |x∗k,x∗k−1)
]
11: Compute Λ
Sm,k
1 (x
∗
k,x
m−1
k ) and {℘i(xm−1k ,x∗k)}Mki=1 with
the routine described by Algorithm 3.
12: if ΛSm,k1 (x
∗
k,x
m−1
k ) > ψ1(x
∗
k,x
∗
k−1,x
m−1
k ,x
m−1
k−1 )
− 1
Mk
∑Mk
i=1 ℘i(x
m−1
k ,x
∗
k) then
13: {xmk ,xmk−1} = {x∗k,x∗k−1}
14: else
15: {xmk ,xmk−1} = {xm−1k ,xm−1k−1 }
16: end if
17: Refinement
18: Propose {x∗k−1} ∼ q2 (xk−1|xmk ,xmk−1)
19: Compute the MH acceptance probability ρ2 =
min
(
1,
p(x∗k−1|xmk ,z1:k)
q2(x∗k−1|xmk ,xmk−1)
q2(xmk−1|xmk ,x∗k−1)
p(xm
k
|xm
k−1,z1:k)
)
20: Accept {xmk−1} = {x∗k−1} with probability ρ2
21: Divide xk into P disjoint blocks {Ωp}Pp=1 such that⋃
p Ωp = {1, ..., Nd} and Ωp ∩ Ωq = ∅, ∀p 6= q
22: for p = 1,...,P do
23: Propose {x∗k(Ωp)} ∼ q3,p (xk(Ωp)|xmk ,xmk−1)
24: Compute ψ3,p(x∗k(Ωp),x
m
k (Ωp),x
m
k−1)
= 1
Mk
log
[
u
p(xmk (Ωp)|xmk−1)q3,p(x∗k(Ωp)|xmk ,xmk−1)
p(x∗
k
(Ωp)|xmk−1)q3,p(xmk (Ωp)|x∗k,xmk−1)
]
25: Compute Λ
Sm,k
3,p (x
m
k (Ωp),x
∗
k(Ωp)) and
{℘i(xmk (Ωp),x∗k(Ωp))}Mki=1 with the routine described
by Algorithm 3.
26: if ΛSm,k3,p (x
∗
k(Ωp),x
m
k (Ωp))
> ψ3,p(x
∗
k(Ωp),x
m
k (Ωp),x
m
k−1)
− 1
Mk
∑Mk
i=1 ℘i(x
m
k (Ωp),x
∗
k(Ωp)) then
27: {xmk (Ωp)} = {x∗k(Ωp)}
28: end if
29: end for
30: end for
31: Approximation of the marginal posterior distribution with the
following empirical measure:
pˆ(xk|z1:k) = 1N
∑N+Nb
j=Nb+1
δ(xk − x(j)k )
32: end for
message passing scheme [29], the EP framework allows for
the incorporation of inference from all other D−1 computing
nodes as a prior in the inference step for any given computing
node. This is achieved by approximating the likelihood of the
D − 1 sets of measurements from the other computing nodes
with a distribution from the exponential density family,
pi(xk|η) = h(x)g(η) exp
{
ηTu(x)
}
, (21)
where η represents the natural parameters (NPs) and u(x)
is a function which varies depending on the member of
the exponential family. The local filtering distribution for an
Algorithm 3 Adaptive Subsampling Routine
1: Given: The current and proposed states of the Markov
chain, {xk, x∗k}, the complete measurement set, zk =
{z1k, ...,zMkk }, δ, and ψ(·).
2: Initialise: number of sub-sampled measurements,
Sm,k = 0, Approximate log likelihood ratio subtracted
by proxy, Λ = 0, set of sub-sampled measurements,
z∗k = ∅, initial batchsize, b = 1, while loop counter,
w = 0.
3: Compute an upper bound for the range, RBk , according
to (19).
4: Compute the proxy, {℘i(xk,x∗k)}Mki=1, according to (16).
5: DONE = FALSE
6: while DONE == FALSE do
7: w = w + 1
8: {zSm,k+1,∗k , ...,zb,∗k } ∼w/repl. zk \ z∗k
9: z∗k = z
∗
k ∪ {zSm,k+1,∗k , ...,zb,∗k }
10: Λ=1b
(
Sm,kΛ+
∑b
i=Sm,k+1
[
log
p(zi,∗k |x∗k)
p(zi,∗k |xk)
−℘i(xk,x∗k)
])
11: Sm,k = b
12: δw =
ps−1
pswps
δs
13: Compute c according to (10) utilising δw.
14: b = γsSm,k ∧Mk
15: if |Λ + 1Mk
∑Mk
i=1 ℘i(xk,x
∗
k)− ψ(·)| ≥ c or Sm,k ==
Mk then
16: DONE = TRUE
17: end if
18: end while
19: return Λ and {℘i(xk,x∗k)}Mki=1
individual computing node is thus given by:
pd(xk,xk−1|z1:k) ∝ p(zk,d|xk)p(xk|xk−1)×
p(xk−1|z1:k−1)
∏
i 6=d
pi(xk|ηi). (22)
Each local filtering distribution, (22), is thus an approximation
of the joint filtering distribution in (20).
The algorithm proceeds iteratively, beginning with the ap-
plication of MCMC to draw a batch of samples from (22) on
each computing node. The NPs of each computing node, ηd,
are then determined. This is done by firstly considering the
marginalised local filtering distribution,
pd(xk|z1:k) ∝ p(zk,d|xk)p(xk|z1:k−1)
∏
i6=d
pi(xk|ηi). (23)
A discrete approximation for the marginalised local filtering
distribution can be cheaply obtained from the MCMC samples
drawn from the local filtering distribution. Further, by replac-
ing the likelihood expression with the approximate likelihood
term, we obtain:
p̂d(xk|z1:k) ∝ pi(xk|ηd)p(xk|z1:k−1)
∏
i 6=d
pi(xk|ηi). (24)
The idea is to select the NPs, ηd, in a way that results in the
minimisation of KL(pd(xk|z1:k)||p̂d(xk|z1:k)), where KL( · )
refers to the Kullback-Leibler divergence. It has been shown
6[30] that the minimisation occurs when:
Epd(xk|z1:k) [u(x)] = Ep̂d(xk|z1:k) [u(x)] , (25)
where E [ · ] represents the expectation, which corresponds
to matching the expected sufficient statistics. Approximating
the discrete distributions with the same exponential density
family as the likelihood term approximation, i.e. pi(xk|ηp,d) ≈
pd(xk|z1:k) and pi(xk|ηf,d) ≈ p(xk|z1:k−1), results in the
NPs being determined by:
ηd = ηp,d −
ηf,d +∑
i 6=d
ηi
 . (26)
Finally, the NPs are distributed to all D \ d computing nodes,
followed by the next iteration. The number of iterations is
dependent on the rate of convergence of ηd and is treated
as a fixed parameter. The EP Sequential MCMC algorithm is
described by Algorithm 4.
V. PROPOSAL DISTRIBUTIONS
The framework presented in this paper for sequential
MCMC consists of two sampling stages, referred to as the joint
draw and refinement step. However, the framework is flexible
in the sense that both sampling stages sample from the target
distribution and are thus not both necessarily required for
operation. The joint draw has the advantage of only requiring
a single evaluation of the measurements. The refinement step
introduces additional computational complexity but has also
shown to significantly increase the efficiency of the sampling
in higher dimensional state space models. Once an appropriate
architecture for the sequential MCMC is selected, there is
additional flexibility which arises in the form of selection of
the proposal distributions. A common choice for the joint draw
is to utilise the following proposal distribution:
q1
(
xk,xk−1|xm−1k ,xm−1k−1
)
= p(xk|xk−1) 1
N
N+Nb∑
j=Nb+1
δ(xk−1−x(j)k−1).
(27)
In this case, the MH acceptance probability simplifies to a ratio
of two likelihoods. This is typically followed by the following
proposal distributions for the refinement step:
q2 (xk−1|xmk ,xmk−1) = p(xk−1|xk,z1:k)
=
Nb+N∑
j=Nb+1
p(xk = x
m
k |xjk−1)∑N
i p(xk = x
m
k |xik−1)
δ(xk−1 − x(j)k−1), (28)
and
q3,p (xk(Ωp)|xmk ,xmk−1) = p(xk(Ωp)|z1:k,xk−1,xk({1, ..., Nd}\Ωp),
(29)
thus the acceptance ratios ρ2 and {ρ3,p}Pp=1 will be equal to 1,
leading to a refinement stage equivalent to a series of “perfect”
Gibbs samplers [31].
In our case, sampling from equation (28) is possible at
the expense of a large computational cost. Nevertheless the
advantage is that this quantity does not depend on the data
which is the main challenge in a setting consisting of massive
amounts of data. It is also possible to avoid this complexity
by using a uniform draw from an index, the acceptance ratio
will then reduce to the ratio of two prior distributions.
Algorithm 4 Expectation Propagation Sequential Markov
chain Monte Carlo
1: Partition Mk measurements into D sets, {zk,d}Dd=1, and
distribute the sets to each corresponding computing node.
2: Initialize particle set on each computing node: {x(j)0 }Nj=1
3: for k = 1, ..., T do
4: for L = 1, ..., L do {EP iteration index}
5: for d = 1, ..., D do {Computing node index (com-
pleted in parallel)}
6: Follow steps 3 to 19 of Algorithm 1 with equation
(22) as the target distribution.
7: Determine the NPs of the approximated likelihood
term, ηd, according to equation (26).
8: Distribute the NPs of the approximated likelihood
term to the set D \ d computing nodes.
9: end for
10: end for
11: Filtering distribution approximated with samples from
the D computing nodes.
12: end for
Typically, sampling from equation (29) is not possible.
Alternatively, the proposal distribution in equation (29) can
be replaced with a conditional prior or random-walk [9].
An additional advantage of the EP-SMCMC framework is
that each computing node d can utilise the information from
the measurements at the other D \ d computing nodes in
the proposal distribution. It has recently been shown in [32]
how information about the measurements can be utilised
in the generic sequential MCMC framework, however, this
typically requires additional computations and the evaluation
of gradients of the likelihood.
VI. EXPERIMENTS
In this section we compare the generic sequential MCMC
algorithm with the proposed adaptive subsampling sequential
MCMC algorithm, and expectation propagation sequential
MCMC algorithm, referred to as SMCMC, AS-SMCMC and
EP-SMCMC, respectively. All the algorithms were imple-
mented in the interpreted language Matlab. The parallel pro-
cessing for the EP-SMCMC algorithm was acheived in Matlab
with the parfor command. All simulations were performed
on a mobile computer with Intel(R) Core(TM) i7-4702HQ
CPU @ 2.20GHz with 16GB of RAM. All results are averaged
over 50 independent runs.
A. EP-SMCMC considerations
For the examples presented in this paper, the member of
the exponential family selected to approximate the likelihood
terms is the multivariate Gaussian distribution. For this case
the NPs are given by:
η =
(
Σ−1µ,Σ−1
)T
, (30)
7where µ and Σ represent the mean and covariance of the
multivariate Gaussian distribution. In this case, the NPs update
in (26) simplifies to:
Σ−1d µd = Σ
−1
p,dµp,d −
Σ−1f,dµf,d +∑
i 6=d
Σ−1i µi

Σ−1d = Σ
−1
p,d −
Σ−1f,d +∑
i6=d
Σ−1i
 , (31)
where standard techniques are used to obtain unbiased mean
and covariance estimates for the discrete distributions. It is
important to note that the difference between two positive
definite matrices is not necessarily itself positive definite.
Techniques, such as SoftAbs [33], can be used to ensure that
the result remains positive definite.
B. Example 1: Dynamic Gaussian Process with Gaussian
likelihood
The first example is based on a Gaussian state space model
with corresponding transition density and likelihood,
p(xk|xk−1) = N (xk;Axk−1,Q)
p(zck|xk) = N (zck;Hxk,R) . (32)
The measurements are assumed independent, hence resulting
in the joint likelihood expression for all measurements:
p(zk|xk) =
Mk∏
c=1
p(zck|xk). (33)
The advantage of studying the Gaussian model is that the
Kalman filter [1] can be used as a benchmark for performance.
Unless otherwise specified, the following parameters were
utilised for all experiments. The filter parameters include: the
number of particles, SMCMC & AS-SMCMC, Np = 4000,
EP-SMCMC, Np = 500 for each computing node (number
of computing nodes, D = 4); the number of EP iterations,
L = 2; the subsampling parameters, γs = 1.2, δs = 0.1,
ps = 2. The simulation parameters include: the number of
measurements at each time step, M = 500; the total simulation
time, Ttot = 20 s; the transition density parameters, Q = 0.08,
A = 0.9; the likelihood parameters, H = 1, R = 2; the state
space dimension size, Nd = 1.
For this example we utilised a sequential MCMC framework
consisting of only a refinement step for all three algorithms. In
addition, the proposal distribution in (28) was used for the first
step in refinement. The conditional posterior for the second
refinement step for the SMCMC and AS-SMCMC algorithms
is:
p(xk|xmk−1,z1:k) = p(zk|xk)p(xk|xmk−1). (34)
The following proposal distribution was selected:
q3 (xk|xmk ,xmk−1) = p(xk|xmk−1). (35)
In the case of EP-SMCMC, the conditional posterior for local
computing node d is given by:
pd(xk|xmk−1,z1:k) = p(zk,d|xk)p(xk|xmk−1)
∏
i6=d
pi(xk|ηi). (36)
TABLE I: Algorithm computation time per time step.
Algorithms M = 500
Time (s) Computational
Gain (%)
SMCMC 114.75 0
AS-SMCMC 69.54 39.4
EP-SMCMC 9.89 91.38
M = 5000
SMCMC 1087.93 0
AS-SMCMC 274.60 74.76
EP-SMCMC 96.40 91.14
TABLE II: Acceptance rates for the first refinement step.
Algorithm Acceptance Rate
(Min, Median, Mean,
Max)
SMCMC (30.93, 94.35, 89.72, 96.57)
AS-SMCMC (30.90, 94.43, 89.70, 96.54)
EP-SMCMC (L = 1) (34.15, 93.99, 89.47, 94.86)
EP-SMCMC (L = 2) (30.86, 94.54, 89.77, 96.59)
The following proposal distribution was selected:
q3
(
xk|xmk ,xmk−1
) ∝ p(xk|xmk−1)∏
i 6=d
pi(xk|ηi),
= N (xk;µq,Σq) . (37)
where µq and Σq are derived from the NPs ηq = ηg,d +∑
i6=d ηi, and ηg,d represents the NPs of the transition density,
p(xk|xmk−1). Table I illustrates the computational complexity
of the algorithms for 500 and 5000 measurements. It is
interesting to note that an increase in measurements leads to
an increase in computational saving in AS-SMCMC.
Tables II and III compare the acceptance rates of the algo-
rithms for the first and second refinement steps, respectively.
In Table II, the acceptance probabilities for the different
algorithms do not differ significantly. This is expected since
all three algorithms utilise the same proposal distribution and
acceptance ratio for the first refinement step, and additionally,
this refinement step is not dependent on the data. Table III
highlights the improvement in acceptance ratio for the EP-
SMCMC in this scenario. The increase during the first EP
iteration is due to the relative decrease in the number of
measurements processed by each computing node. The large
increase during the second EP iteration is due to a smarter
proposal distribution which incorporates the information about
the measurements from the other computing nodes.
The Kolmogorov-Smirnov (KS) statistic is used to gauge
the relative accuracy to correctly approximate empirically the
filtering distribution of interest by the algorithms. The KS
statistic is given by:
KS = max
x
(
F̂ (x)−G(x)
)
, (38)
where F̂ (x) is an empirical cumulative density function (cdf)
8TABLE III: Acceptance rates for the second refinement
step.
Algorithm Acceptance Rate
(Min, Median, Mean,
Max)
SMCMC (8.82, 23.44, 21.26, 25.78)
AS-SMCMC (9.04, 24.24, 21.95, 26.75)
EP-SMCMC (L = 1) (19.76, 42.07, 38.46, 45.01)
EP-SMCMC (L = 2) (72.11, 76.24, 75.86, 77.69)
and G(x) is a continuous cdf. In this setting, F̂ (x) is the
empirical cdf of the discrete posterior distribution estimated
by the sequential MCMC algorithms, and G(x) the cdf of a
Gaussian distribution with parameters updated by a Kalman
filter. For EP-SMCMC, the samples from all D computing
nodes at the final EP iteration are considered. It is worth
while mentioning that the transmission of the samples from the
D computing nodes to a single computing node was utilised
in this experiment but is not necessary when only estimates
are required to be extracted. For example, since the samples
in sequential MCMC are unweighted, the global mean can
be established through the averaging of the individual local
means. The KS statistic for several different filter configura-
tions is illustrated in Figure 2 for both the case of 500 and
5000 measurements. It is first noted that the SMCMC and
AS-SMCMC share almost identical performance. This was
expected as the goal of AS-SMCMC is to make the same
accept or reject decision in the embedded MCMC algorithms
as in SMCMC, only while evaluating less measurements. From
Figure 2a, we see that the performance of the EP-SMCMC
varies depending on the configuration. Doubling the number
of computing nodes, while halving the number of samples,
conserves the total number of samples while further increasing
the computational efficiency at the cost of an increase in
error. While in the other extreme case, increasing the number
of samples while keeping the number of computing nodes
fixed, significantly increases the accuracy while decreasing the
computational gain. The case of Np equal to 1000, results in
the same number of samples for all three algorithms. It is clear
that even in this scenario, there is an increase in performance,
which can be attributed to the increased acceptance rate which
results in a more diverse empirical cdf. The EP-SMCMC
algorithm is also well suited in this specific example due to the
Gaussian nature of the model and utilization of the Gaussian
density for the approximate likelihood terms.
C. Example 2: Multiple Target Tracking in Clutter
In this example we consider the application of multiple
target tracking in clutter. The state vector consists of the posi-
tions and velocities of NT targets in a two dimensional space,
xk = [xk,1 . . . xk,NT , yk,1 . . . yk,NT , x˙k,1 . . . x˙k,NT , y˙k,1 . . .
y˙k,NT ]
T . In this example it is assumed that the number of
targets, NT , is fixed and known, and that each target evolves
independently of the other targets. The motion of each target
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(a) Comparison of the KS statistic for the case of 500 measure-
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(b) Comparison of the KS statistic for the case of 5000 measure-
ments.
Fig. 2: The KS statistic for the several configurations of
the sequential MCMC based algorithms relative to the
Kalman filter.
adheres to the near constant velocity model. This results in the
marginal state transition density for target r having the form
p(xk,r|xk−1,r) = N (xk,r|Axk−1,r,Q), (39)
where N (·) represents the normal distribution, and matri-
ces A and Q are defined as A =
[
I2 TsI2
02 I2
]
and
Q = σ2x
[
(T 3s /3)I2 (T
2
s /2)I2
(T 2s /2)I2 TsI2
]
, where Ts = tk − tk−1,
and I2 represents the 2× 2 identity matrix.
The total number of measurements received is given by
Mk = NTM
x
k + M
c
k , where M
x
k represents the number
of measurements per target, and M ck represents the number
of clutter measurements. The number of target and clutter
measurements are Poisson distributed with mean λX and λC
9respectively. The likelihood density thus takes the form [34]:
p(zk|xk) = e
−µk
Mk!
Mk∏
i=1
λCpC(zik) + NT∑
j=1
λXpX(z
i
k|xk,j)
 ,
(40)
where µk = λC + NTλT , pX(·) and pC(·) represent the
likelihood of a target and clutter measurement respectively.
Each individual measurement represents a point in the two
dimensional observation space, zik =
[
zix,k, z
i
y,k
]T
. In
the case of a measurement from a target, the likelihood
is modelled as pX(zik|xk,j) = N (zik;xk,j ,Σ). The clutter
measurements are independent of the states of the targets
and are uniformly distributed in the visible region of the
sensor, resulting in the clutter likelihood taking the form
of pC(zik) = URx(z
i
x,k)URy (z
i
y,k), where Ac = Rx × Ry
represents the clutter area.
The following parameters, unless otherwise specified, were
used for all experiments. The filter parameters include: the
number of particles, for SMCMC & AS-SMCMC, Np = 4000,
and EP-SMCMC, Np = 500 for each computing node (number
of computing nodes, D = 4); the covariance associated
with the proposal for the refinement step, Σr = 0.01I; the
subsampling parameters, γs = 1.2, δs = 0.1, and ps = 2. The
Simulation parameters include: a total running time, T = 20,
with sampling time, Ts = 1; the variance associated with
the motion model σx = 0.5; the target observation model
parameters, λX = 1500, and Σ = I; the clutter parameters,
λC = 4000, and Ac = 4×104; the number of targets NT = 3.
For this example we utilised a sequential MCMC framework
consisting of a joint draw and a local refinement step on
the current state only, for all three algorithms. The proposal
distribution for the joint draw in the SMCMC and AS-
SMCMC is given by:
q1
(
xk,xk−1|xm−1k ,xm−1k−1
)
= p(xk|xk−1)
× 1
N
N+Nb∑
j=Nb+1
δ(xk−1 − x(j)k−1). (41)
The following proposal distribution was selected for the local
refinement step:
q3,p (xk(Ωp)|xmk ,xmk−1) = N (xmk (Ωp),Σr), (42)
where xk(Ωp) = [xk,p, yk,p, x˙k,p, y˙k,p]T corresponds to the
p-th target. This proposal represents a random walk move
with covariance Σr. In the case of EP-SMCMC, the proposal
distribution for the joint draw is given by:
q1
(
xk,xk−1|xm−1k ,xm−1k−1
) ∝ p(xk|xk−1)∏
i6=d
pi(xk|ηi)
× 1
N
N+Nb∑
j=Nb+1
δ(xk−1 − x(j)k−1)
= N (xk;µq,Σq)
× 1
N
N+Nb∑
j=Nb+1
δ(xk−1 − x(j)k−1). (43)
where µq and Σq are derived from the NPs
ηq = ηg,d +
∑
i6=d ηi, and ηg,d represents the NPs
of the transition density, p(xk|xk−1). The same local
TABLE IV: Algorithm computation time per time step.
Algorithms Time (min) Computational
Gain (%)
SMCMC 505.42 0
AS-SMCMC 388.82 23.07
EP-SMCMC 59.06 88.31
TABLE V: Acceptance rates for the joint draw.
Algorithm Acceptance Rate
(Min, Median, Mean,
Max)
SMCMC (0, 0, 0, 0)
AS-SMCMC (0, 0, 0, 0)
EP-SMCMC (L = 1) (0, 0 , 0.002, 0.01)
EP-SMCMC (L = 2) (0.04, 1.35, 1.35, 3.09)
proposal distribution as used in SMCMC and AS-SMCMC,
equation (42), was selected for the refinement step in
EP-SMCMC.
It is interesting to note that in this example the likelihood
expression, given in (40), is independent of a target’s veloci-
ties. Therefore, when determining the natural parameters of the
approximate likelihood terms using (31), the subtraction of the
precision terms between the posterior and predictive posterior
distributions were forced to zero for all the dimensions related
to target velocity. This eliminates potential numerical problems
that could arise in the empirical estimation of the natural
parameters from a finite number of samples.
The estimated tracks for a single simulation run are shown
in Figure 3. An abundance in measurements results in all
algorithms returning accurate estimate results. The root mean
square error (RMSE), averaged over all the position dimen-
sions for the three targets, is given in Figure 4. We found a
negligible increase in RMSE for the positions related to the
EP-SMCMC. The computation time per time step for each
algorithm is illustrated in Table IV. The acceptance rates of
the joint draw and refinement steps are illustrated in Table V
and VI respectively.
VII. CONCLUSIONS
This paper presents a framework for sequential MCMC.
It consists of two sampling stages, referred to as the joint
draw and refinement step. The joint draw has the advantage
TABLE VI: Acceptance rates for the refinement step.
Algorithm Acceptance Rate
(Min, Median, Mean,
Max)
SMCMC (28.92, 29.45, 29.45, 30.08)
AS-SMCMC (28.94, 29.31, 29.43, 30.25)
EP-SMCMC (L = 1) (62.37, 63.60, 63.65, 65.43)
EP-SMCMC (L = 2) (25.78, 26.76, 26.92, 28.77)
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(a) True tracks in the xy plane. Start/stop positions
are shown with ©/∆.
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(b) Tracking result for the generic SMCMC.
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(c) Tracking result for the AS-SMCMC.
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(d) Tracking result for the EP-SMCMC.
Fig. 3: Tracking results for a single run of the algorithms.
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Fig. 4: The RMSE averaged over the position dimensions
for the tracking simulation.
of only requiring a single evaluation of the measurements. The
refinement step introduces additional computational complex-
ity but has also shown to significantly increase the efficiency
of the sampling in higher dimensional state space models.We
proposed two novel sequential MCMC algorithms capable of
greatly reducing the computational time for Bayesian filtering,
by up to 90%. The power of the algorithms was displayed
through two examples, with comparisons to a generic sequen-
tial MCMC algorithm. The first algorithm is afforded a com-
putational gain by adaptively subsampling the measurements.
In contrast, the second algorithm is afforded a computational
gain through a divide and conquer approach. Both filters have
flexible structures.
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APPENDIX
The AS-SMCMC algorithm requires an upper bound on the
range of the log likelihood ratio, as described in equations (18)
and (19). The upper bound is dependent on the Hessian of the
log likelihood. In the examples exhibited in Section VI, the
upper bound is independent of the data and is computed offline
prior to tracking. The Hessian for Example 1 is given by:
H = R−1, (44)
and for Example 2:
H =

H1,1 H1,2 H1,3 . . . H1,NT
H2,1 H2,2 H2,3 . . . H2,NT
...
...
...
. . .
...
HNT ,1 HNT ,2 HNT ,3 . . . HNT ,NT
 , (45)
11
with
H`,` =
−λXΣ−1N (zik;xk,`,Σ)(
λX
∑NT
j N (zik;xk,j ,Σ) + λCAC
)+
λXΣ
−1(zik − xk,`)
(
Σ−1(zik − xk,`)
)T(
λX
∑NT
j N (zik;xk,j ,Σ) + λCAC
) ×
N (zik;xk,`,Σ)
(
λX
∑
j 6=`N (zik;xk,j ,Σ) + λCAC
)
(
λX
∑NT
j N (zik;xk,j ,Σ) + λCAC
) ,
(46)
and
H`,j =
λ2XΣ
−1(zik − xk,`)
(
Σ−1(zik − xk,j)
)T(
λX
∑NT
j N (zik;xk,j ,Σ) + λCAC
) ×
N (zik;xk,`,Σ)N (zik;xk,j ,Σ)(
λX
∑NT
j N (zik;xk,j ,Σ) + λCAC
) . (47)
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