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ZusammenrsS5ung. Dieser Beitrag diskutiert Sprachen und 
Notationen aus der Sicht des Software Engineerings. also 
nicht wie sonst üblich aus der Perspektive der Codierer oder 
der Sprachschöpfer und Übersetzerbauer. NatOrlich ist Voll-
ständigkeit auf diesem weiten Feld weder erreichbar noch 
angestrebt. Nach der Klärung einiger Grundbegriffe wird die 
Situation vor 25 Jahren der heutigen gegenObergestelll; ein-
zelne Aspekte der modernen Sprachen werden näher be-
trachtet. Schließlich wird der Zusammenhang der Sprachen 
mit Werkzeugen und Methoden angesprochen. Thesen am 
Schluß des Artikelsfassen die wichtigsten Aussagen und Fol-
gerungen pointiert zusammen. 
Schlüsselwörter: Programmiersprachen . Spezifikation, Ab-
straktion, Methoden , Werkzeuge, Software Engineering 
Sununary. In Ihis contribution, the topic of languages and no-
tations is discussed from the Software Engineering point of 
view, not as usually from the coding, language creation, or 
translator perspective. In such a vast field, completeness is 
neither possible, nor aimed at. After some introductory de-
finitions, the situation 25 years ago is contrasted by the eur-
rent state;certain aspeets ofmodem languages are treated in 
more detail. Finally, the relationships between languages and 
methods are addressed. The essential statements andeonclu-
sions are summarized in a list of propositions. 
Key words: Programming languages, Specification, Abstrac-
tion. Methods. Tools, Software Engineering 
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1. Begriffe und Grundlagen 
1.1. Begriffe, Definitionen, Oberblick 
language 
(1) A syslematic means of commllnicaling ideos by (he USt 
of convemionalized signs, sOllnds, gestures. or marks and 
mies for the formation of admissible expressions. 
(2) A m eans of communieation, wich syntax and semalllics, 
consisting of a set of represemlllions, convemions, and asso· 
ciated rufes used to convey information. 
See also: computer language. 
(au" /12/) 
In der Informatik bedeutet .. Sprache" sehr allgemein irgend· 
eine Konvention für die Informationsdarstellung; wie Wirth 
festgestellt hat, trifft .,Notation" den Begriff besser. Nachfol· 
gend werden .. Sprache" und "Notation" synonym gebraucht 
und stets mit der Informatik als Hintergrund. 
Jede praktisch nützliche Sprache hat eine Syntax und eine 
Semamik , also eine Definition der zulässigen Aussagen und 
eine Festlegung. welche Wirkungen den zulässigen Aussa-
gen zugeordnet sind. So einfach diese Begriffe erscheinen, so 
schwankend wird hier bereits der Boden: Eine scharfe Ab-
grenzung zwischen Syntax und Semantik ist immer willkür-
lich und angreifbar. und der Gebrauch der Begriffe variiert. 
vor allem im Bereich der kontextsensitiven Syntax, die von 
manchen pe r Definition der Semantik zugeschlagen wird. 
Ein Programm ist nicht Selbstzweck, sondern tritt durcb 
Ein- und Ausgabe in eine Wechselwirkungmit seiner Umge-
bung. Dieser Aspekt wird durch die Pragmatik beschrieben. 
Wegen der Vielfalt der EtA-Geräte gibt es dafOr heute kein 
einfaches Modell (wie z. B. noch in PASCAL). Die Pragmatik 
steckt darum bei neueren Sprachen in der EtA-Bibliothek. 
die so zur Achillesferse fUr die Portabilität wird. 
J.2. Taxonomie 
Wir differenzieren in der Infonnatik Sprachen in vielerlei 
Hinsicht; der Begriffsstandard IEEE 610.12 [12] unterschei-
det (ohne Synonyma) 39 Sprachtypen, die freilich nicht dis-
junkt sind. z. B. lIatural, formal, machine. rufe-based fan-
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guage. Dabei sind ve rwandte Begriffe wie "graph" und 
.. chart" noch nicht mitgezählt. "Ianguage" ist damit der An-
gelpunkt dieser Norm. 
Eine Taxonomie ist schwierig, weil es sehr viele orthogo-
nale Kriterien gibt, nach denen Sprachen zu klassifizieren 
wären. beispielsweise nach Zweck. Benutzerkreis. Form und 
Art der Definition. Art der Darstellung. Inhalt oder Mäch-
tigkeit. Auch ganz vage Merkmale werden herangezogen 
(z. B. .. höhere Programmiersprache", ,,4GL"). 
In der Praxis sind vor allem vier Merkmale wichtig, um ei-
ne Notation zu charakterisieren: 
• die Phase der Software-Entwicklung, in der sie eingesetzt 
wird , 
• das Prinzip der Interpretation oder Verarbeitung, also das 
Konzept des virtuellen Rechners, den der Anwender vor-
aussetzt (das "Paradigma"). 
• die Form der Darstellung. 
• das Fehlen oder Vorhandensein bestimmter Ausdrucks-
mittel. 
Wo nichts anderes gesagt wird, handelt es sich in der Regel 
um 
• Programmiersprachen. die rur die Codierung eingesetzt 
werden, 
• imperative Sprachen, die vom von-Neumann-Konzept 
ausgehen. 
• lineare Sprachen, die einzig die Zeichen einer Tastatur 
verwenden. 
PASCAL fällt beispielsweise in diese Standardgruppe. 
SADT ist dagegen eine graphische Notation für Datenfluß-
darstellungen, wobei Algorithmen nicht beschrieben werden 
können. 
1.3. Die Sprache als Baukasten 
Software Engineering zielt als Arbeitsansatzauf eine Codifi-
zierungaller Resultate; die .. Spezifikation im Kopf" ist eben-
so verpönt wie der •• spontane Test" . Damit bekommen Spra-
chen eine SchlUsscIrolle. Wir benutzen neben den "natürli-
chen" formale Sprachen aller Art, sobald wir Aussagen über 
Software machen wollen. 
Jede dieser Sprachen basiert, wie oben gesagt, auf einer 
bestimmten Rechner-Konzeption, zunächst natürlich auf der 
Konzeption der realen Rechner. der von-Neumann-Arcbi-
tektur. Aber schon in FORTRAN wurden Teile der Program-
me, die arithmetischen Ausdrücke, nicht-prozedural darge-
stellt, und LlsP lag ein ganz anderes Konzept zugrunde. Heu-
te versetzt uns die äußerst leistungsfahige Hardware in die 
Lage, auch Konzepte zu verwenden, die weit von der realen 
Architekturentfemt sind, z. B. das Prinzip der Inferenz in der 
logischen oder das Prinzip der Klasse in der objektorientier-
ten Programmierung. Bei Sprachen, die nicht der Codierung 
dienen, also vor allem bei den Spezifikationssprachen, sind 
wir völlig frei - wenn wir nicht an die spätere Abbildung auf 
einen Rechnerdenken. Darumgibt es hier die größte Vielfalt 
an Konzepten: Datenfluß-Beschreibungen. Endliche Auto-
maten, Entity-Relationship-Diagramme usw. 
Der Entwickler kann - im Idealfall - die Sprache(n) frei 
wählen. Damit ist er aber auf das festgelegt. was die Sprache 
anbietet. Er stellt sich auf die gegebenen .. Bauelemente" ein 
und lernt , mit ihnen seine Probleme zu lösen. Das geschieht 
bald unbewußt. so daß er die Probleme aus der Perspektive 
"seiner" Lösungskonzepte sieht. Er wird vom Herrn der 
Sprache zu ihrem Diener und sagt beispielsweise allen Ern-
stes: "Die Welt ist nun einmalobjektorientiert." 
104. Sprache, Programmierstil und Software-Qua/Mit 
Ober den Einfluß der Sprache auf die darin fonnulierte Soft-
ware (oder meist enger Ober den Einfluß der Programmier-
sprache auf das Programm) wurde in der Vergangenheit viel 
gesprochen; harte Resultate liegen kaum vor, das meiste wa-
ren Mutmaßungen, die nach Meinungdes Verfassers meist zu 
kurz zielten: Die praktische Erfahrungzeigt, daß derunmit tel-
bare Ein fluß der Sprache geringer ist als erwartet oder erhofft. 
Wichtiger ist die mittelbare Wirkung: Da gute Entwickler 
einerseits die in modemen Sprachen verfügbaren Konzepte 
kennen und einsetzen, andererseits auch in schlechten Spra-
chen brauchbare Resultate erzielen, läuft die Kette aus Ursa-
chen und Wirkungen anscheinend weniger direkt von den 
Sprachen zu den Software-Eigenschaften als vielmehr indi-
rekt über den ProgrammiersliI, die Denkstrukturen oder 
noch weiter über die Ausbildung, die die Denkstrukturen 
prägt. So erklärt sich auch die Feststellung von Daniel Teich-
roew. der vor zwanzig Jahren mit PSA das erste CASE-Tool 
(nach heutiger Terminologie) auf den Markt brachte: "Die 
Anwendung ist offenbar leicht erlernbar - außer für Leute, 
die schon programmiert haben." 
2. Bedeutung und Erfolg einer Sprache 
2.1. Die Bedeutung einer Sprache 
Eine Sprache kann in der Informatik auf zwei Ebenen Be-
deutung erlangen. durch ihre Anwendung oder als Vorbild: 
• Wenn sie von vielen eingesetzt wird. entsteht viel in dieser 
Sprache formulierte Software. Beide, die Anwender und 
die Anwendungen, stabilisieren den Erfolg. Nur so läßt 
sich erklären, daß COBOL noch nicht vergessen ist, obwohl 
darin so viele sinnvolle Konzepte fehlen. 
• Wenn eine Sprache neue Konzepte bietet. die in andere 
Sprachen Obernommen werden. so wirkt sie als Vorbild . 
Diese Funktion war ausgeprägt bei ALGOL 68 (z. B. auf 
C und ADA), BCPL (auf C) und SIMULA 67 (auf SMAU" 
TALK). 
Nur wenige Sprachen waren wie FORTRAN und ALGOL 60 in 
der Anwendung "lid als Vorbilder erfolgreich. 
2.2. Mächtigkeit und Akzeptanz 
Die Frage, was mit einer Sprache theoretisch ausgedrUckt 
werden kann , ist ohne Bedeutung, denn alle gängigen Spra-
chen erlauben die Simulation einer Thring-Maschine (mit 
Einschränkungen beim Speicher); da diese, wie bekannt, alle 
Probleme lösen kann, die überhaupt mit (sequentiellen) 
Rechnern lösbar sind, ist fonnaljedes lösbare Problem in je-
der Programmiersprache lösbar; natürlich bleibt dabei die 
EfflZienz unbeachtet. Aber praktisch ist bei einer schlecht 
geeigneten Sprache leicht die Akzeptanzschwelle unter-
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schritten.d. h. sie kann sich nicht gegen eine andere durchset· 
zen, wenn ihr Einsatz unbequem oder schwierig ist. Das gilt 
ebenso für Werkzeuge (wobei in vielen Fällen die Alternati-
ve der Verzicht auf den Werkzeugeinsalz ist). Die Erfahrung 
zeigt. daß man daran weder durch Druck noch durch Beloh-
nungen viel ändern kann. 
2.3. Die natürlichen Sprachen im Software 
Engineering 
Software hat sehr unterschiedliche Komponenten; neben 
dem Code gehören dazu alle Entwicklungsdokumente. 
HandbUcher, Testdaten. Verwaltungsinfonnationen USW. 
Software hat auch sehr unterschiedliche Schnittstellen, näm-
lich zum Auftraggeber, zum Entwickler. zum Benutzer und 
zum virtuellen Rechner (Abh.l). 
Auftraggeber und Benutzer sind kaum bereit, meist auch 
nicht in der Lage. Dokumente in formalen Sprachen zu lesen 
oder gar zu schreiben (s. 4.1). Aber auch die Entwickler kom-
men keinesfalls ohne die Sprachen aus. die wir (durchaus un-
zutreffend) als natürliche bezeichnen. also Deutsch. Eng-
lisch usw .• obwohl sie nicht präzise definiert und darum 
schwer mit Rechnern zu verarbeiten sind. Natürliche Spra-
chen spielen im Software Engineering eine dominierende 
Rolle. denn sie sind unersetzlich. 
• um Einbettung, Zielsetzung. Vorgeschichte, Randbedin-
gungen und Entstehungsgangzu beschreiben, 
• um (durch Kommentare und vor allem durch Bezeichner) 
den Zusammenhang zwischen dem in der Software reali-
sierten Modell und der modellierten Wirklichkeit herzu-
stellen, 
• um Vorzüge. Fehler und Unzulänglichkeiten der Software 
zu beschreiben, also die Software selbst zu charakterisie-
ren. 
• um die formalen Komponenten zu verwalten und ihren 
Zusammenhang zu beschreiben. 
• um den Benutzer anzuleiten und Dialoge mit ihm zu reali-
sieren. 
Diese zentrale Rolle der natilrJichen Sprachen im Software 
Engineering scheint mir bislang nicht angemessen gewür-
digt. sonst würden wir in der Informatik-AusbiJdung größe-
ren Wert darauf legen. daß die Sprache der Beschreibungen. 
Publikationen usw. so knapp. präzise und korrekt wie mög-
lich ist. 
3. Die Sprachen-Landschaft vor 25 Jahren 
Abbildung 2 zeigt die wichtigsten Programmiersprachen und 
ihre .. Verwandtschaftsbeziehungen"; die Höhe eines Ein-
trags gibt an. in welcher Zeit die Sprache definiert oder publi-
ziert wurde. Bestimmte Sprachen fehlen, vor allem die soge-
nannten 4GL (s. 4.43). 
Versuchen wir. uns in die Situation vor 25 Jahren zurück-
zuversetzen: Nur Operateure durften die Rechner berühren. 
normale Sterbliche kommunizierten mit den teuren Maschi-
nen Ober Lochkarten. die in großen Schränken deponiert 
wurden. und Druckerausgabe. die man in einem speziellen 
Raum abholen konnte. Die Sprachen-Landschaft war da-
mals noch übersichtlicher als heute. auch wenn Jean Sammet 
1969 schon 400 Programmiersprachen gezählt hatte [20]. 
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Abb.2_ Genealogie der wichtigsten Programmiersprachen 
FORTRAN und COBOL waren gängige Programmier· 
sprachen, pragmatisch konzipiert und erfolgreich eingesetzt: 
FORTRAN hatte bereits eine Evolution durchgemacht, mit 
FORTRAN IV lag eine sehr populäre und auf praktisch allen 
Rechnern verfügbare höhere Sprache vor. die im technisch-
wissenschaftlichen Bereich Standard war, nicht zuletzt dank 
der Unterstützung von IBM. damals die Großmacht der In-
formatik. Nur im akademischen Bereich. vor allem in Euro· 
pa, wurde ALGOL 60 favorisiert ; die praktischen Nachtei-
le wurden durch das klare Konzept, die formale Definition 
der kontextfreien Syntax und andere Stärken mehr als aus· 
geglichen. 
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Ncben den weithin bekannten Universalsprachen gab es 
auch vor einem Vierteljahrhundert schon viele, teilweise bis 
heute erfolgreiche Spezialsprachen. Zwei bekannte Beispie-
le sind LISP und APL. LlsP war als Notation für theoretische 
Untersuchungen konzipiert worden und wurde dann auch in 
den Anfängen der "Artificial Intelligencc" eingesetzt. Prag-
matische Abstriche am ursprünglich rein funktionalen Kon-
zept ("pure LlsP") und die um Größenordnungen schnelle-
ren Rechncr haben etwa seit Ende der siebziger Jahre eine 
breite Anwendung dieser Sprache ermöglicht. 
APL diente und dient vor allem zur Formulierung von Al-
gorithmen der Vektor- und Matrizenrechnung. Die Notation 
ist extrem kompakt, auch schwierige Aufgaben lassen sich 
oft mit einer einzigen Zeile Code lösen. Die interpretative 
Bearbeitung der Progranune fördert einen speziellen, inter-
aktiven Arbeitsstil, der trotz gewichtiger Gegenargumente 
von vielen Entwicklern bevorzugt wird. Damit ist auch der 
Komfort einer Entwicklungsumgebung verknüpft, die bei 
den compilierten Sprachen erst sehr viel später aufkam. 
Die bekanntesten aktuellen Sprachentwicklungcn vor 
25 Jahren waren PUl, ALGOL 68 und PASCAL. Die IBM-Spra-
chePUlsollteFoRTRANundCoBoLersetzen.DiescsZielwur-
de nicht erreicht. ALGOL 68. der akademische Kontrapunkt, 
war gemessen am Einsatz noch weniger erfolgreich. schon 
weil es auch Jahre nach der Definition kaum Übersetzergab. 
PASCAL, als Unterrichtssprache konzipiert, war ein Ge-
genentwurf zu ALGOL 68 (und natUrlieh auch zu PUl): Der 
komfortablen. aber schwer erlernbaren und vor allem 
schwer übersetzbaren "großen" Sprache stellte Wirth die 
"kleine" Sprache gegenüber; ALGOL 60 war um Daten-
strukturen und eine leicht handhabbare Ein-/Ausgabe er-
weitert worden, teure oder schwierige Konzepte wie dynami-
sche Felder, call-by-name und own-Variablen waren entfal-
len. Diese später mit MODULA und OOERON weitergeführte 
Linie erwies sich als sehr erfolgreich. sicher auch wegen der 
schnellen Implementierung der Übersetzer und ihre Weiter-
gabe durch Wirth selbst. 
Fassen wir den Stand vor25 Jahren zusammen: Alle (Pro-
grammier-)Sprachen, die heute statistisch dominieren, wa-
ren in ihren frUhen Formen bereits eingeführt. Für die mo-
dernen imperativen Sprachen war mit ALGOL die Entwick-
lungslinie angelegt, die Bildung komplexer Datenstrukturen 
war in CoBOL vorbereitet und wurde mit PASCAL und ALGOL 
68 weiterentwickelt. Einzig das Konzept des Information 
Hiding. von Pamas 1972 publiziert, fehlte noch an der heu-
tigen AuswahL Für die nicht-konventionellen Sprachen 
(SMALLTALK, PROLOG) waren die Konzepte (die "Paradig-
men") ebenfalls noch nicht geboren, aber mit SIMULA 67 und 
LISP gab es schon wichtige Vorläufer. 
Spezielle Sprachen für Analyse, Spezifikation und 
Entwurf gab es noch nicht, nur Darstellungen. die unabhän-
gig von der Inrormatik entstanden waren, z. B. Entschei-
dungstabellen , auch einfache Graphen. z.B. für endliche 
Automaten. 
4. Die Sprachenlandschaft heute 
4.1. Sprachen für die frühen Phasen 
der Software- Entwicklung 
Zur sei ben Zeit, als der Begriff Software Engineering ge-
prägt wurde, brachte der Software Life Cyde die Bedeutung 
der frühen Entwicklungsphasen ins Bewußtsein, und sehr 
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bald entstand die Idee, in diesen Phasen formale Sprachen 
einzusetzen. Allerdings ist die nalfirliche Sprache in der 
Analyse zunächst konkurrenzlos; cin unstrukturiertes Prob-
lem kann nur mit einer Sprache skizziert werden, die größt-
mögliche Freiheiten läßt und dabei praktisch unbegrenzte 
Mächtigkeit bietet. Auch die Notwendigkeit, die Anforde-
rungen mit dem Auftraggeber und späteren Benutzern zu 
klären, schränkt die Möglichkeiten zum Einsatz formaler 
Sprachen drastisch ein. 
Mit der Konzeption. also dem Begreifen des Problems. 
entstehen Möglichkeiten zur Formalisierung. Ingenieure 
setzen in dieser Phase seit Jahrhunderten Skizzen, alsoeinfa-
che Strichzeichnungen ein, die unserer Intuition entgegen-
kommen: Während wir einen unvollständigen Satz nur als 
unvollständige n Satz erkennen, sind wir bereit, eine ebenso 
unvollständige Skizze als Konzept anzuerkennen und in un-
serer Phantasie zu ergänzen. 
Es gIbt zweI 
gleichartige 
Objekte A und 
B und eine 
gerIchtete 
Beziehung 
von A nach B. 
A 
~ 
Abb.3. SalZ und Skizze im Vergleich 
B 
Das Beispiel in Abb. 3 zeigt einen Satz und eine Skizze, die. 
soweit sich das hier feststellen läßt, etwa gleiche Bedeutung 
haben. Die Skizze ist nicht nursehrvielschnellerundsichcrer 
zu erfassen, auch für Laien, sondern auch viel klarer und leich-
terzu handhaben, wenn man sie ändert und ergänzt: Beispiels-
weise wird jedes weitere Rechteck im Bild wieder als ein 
gleichartiges Objekt interpretiert. Je nach Kontext kann auch 
die unterschiedliche Höhe der Rechtecke Bedeutung haben, 
wassichdurch Text kaum ausdrUcken läßt (odcrdeutlicher.als 
es mit der Skizze möglicherweise gemeint ist). Wo eine Gra-
phik unklar bleibt, akzeptiert man das als eine Form der Un-
schärfe, was bei linearen Aussagenoffenbarnichtgeschieht. 
Aus diesen Gründen sind tur Analyse und Spezifikation 
graphische Sprachen sehr populär geworden; alle heute 
praktisch eingesetzten Methoden für Analyse und Spezifika-
tion wie SADT, Structured Analysis, MASCOT usw .. auf der 
Datenseite die Entity-Relationship-Beschreibung. stellen 
solche Graphen aus beschrirteten Knoten und Kanten in den 
Vordergrund. Charakteristisch ist dabei, daß die Syntax nicht 
sehr streng. die Semantik kaum definiert ist; wo präzise Aus-
sagen (noch) nicht möglich sind. kann der Zwang zur Präzi-
sion nur bewirken, daß Aussagen unterbleiben oder über das 
hinausgehen. was tatsächlich zu sagen ist I16J. 
Das Vokabular solcher graphischen Notationen ist ein-
fach, es stehen typisch zwei bis fünf Arten von Knoten und 
noch weniger Arten von Kanten zur Verfügung. Damit sind 
auch die Grenzen deutlich: Wir können mit solchen Sprachen 
keine Algorithmen, Datentypen usw. im Detail beschreiben, 
sollen es auch nicht. Die durch die graphischeSyntax bedingte 
Beschränkung der Komplexität ist über die Graphik hinaus 
vorteilhaft: Sieverhindert allzu komplizierte Konstrukte. 
Da ein Kunde oder Anwendereine Spezifikation nur dann 
prUfen kann, wenn er sie versteht (was wieder Akzeptanz vor· 
aussetzt), bieten nur Spezifikationen in (weitgehend) graphi-
scher Form die Chance. auch von Laien kritisch geprüft wer-
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Abb.4. Beispiel für ein Datcnfluß-Diagramm (mit Werkzeug gene-
riert) 
den zu können. Auch der sogenannte Prototyp. die anschau-
lichste Beschreibung, kann die Spezifikation nur ergänzen. 
Die Verarbeitung von Spezifikationen, die in einer Nota-
tion wie den Datenflußdiagrammen (Abb. 4) formuliert sind, 
beschränkt sich auf Speicherung, Prüfung bestimmter forma-
ler Eigenschaften (vor allem Konsistenz) und Transforma-
tionen zwischen verschiedenen Darstellungsformen (Gra-
phik, Tabellen, Baumstrukturen o.ä.). 
War in den siebziger Jahren eine scharfe Abgrenzung zwi-
schen Spezifikation und Entwurf gefordert worden, so zeigte 
sich später. daß diese weder möglich noch zweckmäßig ist [23]; 
bei den Sprachen wurde sie nie streng vollzogen. Die Anwen-
dungen von SADT haben gezeigt. daß die damit erreichten 
Spezifikationen tatsächlich implementierungsneutral waren, 
doch das war durchaus ein Problem, denn der Übergang zur 
Implementierung war dadurch besonders mühsam. Die Da-
tenflußdiagramme von Structured Analysis sind bei entspre-
chender Verfeinerung auch als Entwürfezu interpretieren, 
Als Notationen speziell für den Entwurf waren in der Zeit 
der funktionalen Zerlegung Baumdiagramme üblich; in JSP 
(Jackson Structured Programming [13]) spielen sie die zen-
trale Rolle. Eine spezielle Notation wurde von DeRemer 
und Kron [4] mit der Sprache MIL75 angeboten. Aus heuti-
ger Sicht kann es nicht verwundern, daß diese Sprache nicht 
zu Ende entwickelt wurde. denn die angestrebte Spannweite 
(Spezifikation. Entwurfs-. Datenfluß- und Konfigurations-
beschreibung) war allzu groß, Außerdem zeigte sich bei dem 
Versuch, diesen Ansatz zu präzisieren. daß wir wie oben be-
schrieben keineswegs alles wirklich genau sagen wollen, so-
lange wir mit der Konzeption des Systems beschäftigt sind. 
Die funktionale Zerlegung ist mit dem Information Hi-
ding Uberholt; Module, die jeweils andere Daten schUtzen, in 
objektorientierter Terminologie also Objekte, stehen nicht 
in baumartigen Hierarchien. (Die Vererbung schafft zwar-
bei Einfachvererbung - eine Baumstruktur zwischen den 
Klassen, doch diese verhiUt dem Entwickler nicht zum Über-
blick über das System.) In der objektorientierten Zerlegung 
fehlt die einfache Hierarchie, die uns traditionell durch die 
.. Teil-von"-Relation zwischen Systemen, Teilsystemen, Mo-
dulen, Prozeduren und den darin enthaltenen Daten gege-
ben war. Es bleibt abzuwarten, ob darin nicht ein Mangel 
liegt, der in der Weiterentwicklung des objektorientierten 
Ansatzes behoben werden muß. 
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4.2. Sprachen für die ModulspeziJikation 
Forschungen auf dem Gebiet der formalen Spezifikation ha-
ben eine lange Tradition. ln der Praxis spielt dieses in der 
Theorie so attraktive Vorgehen aber noch immer fast keine 
Rolle; es ist auch heute noch kein Durchbruch abzusehen ((8} 
berichtet Uber einige Ausnahmen von dieser Regel). Schätzt 
man die Möglichkeiten einer formalen Anforderungsspezifi_ 
kation vor dem Hintergrund heutiger Methoden und Nota-
tionen ein, so kommt man zu dem Schluß, daß die formale 
Spezifikation ausgewachsener Systeme in weiter Feme liegt. 
Ausnahmen bilden Systeme, die a prior; sehr gut definiert 
sind, z, B. Übersetzer formal beschriebener Programmier-
sprachen. 
Dagegen ist es durchaus möglich. Modufe formal zu spezi-
fizieren. Geht man von einer Software-Entwicklung auf der 
Basis umfangreicher Programmbibliotheken aus, so haben 
die präzise Beschreibung der darin enthaltenen Module und 
deren Verifikation einen außerordentlich hohen Nutzen, 
und man wundert sich, daß es bislang solche Bibliotheken 
nicht auf dem Markt gibt. 
Die bekannteste Sprache dieser Art ist heute Z von Abri-
al, Sufrin und S~rensen in Oxford. Z ist eine Spezifikations-
sprache auf der Basis der zweiwertigen Prädikatenlogik er-
ster Stufe. 
Das folgende Beispiel zeigt eine (die einfachste) Spezifi-
kation aus [5]. Das System soll eine Telefonliste verwalten. 
Eingeführt wird das Schema PhoneDB. Es enthält im oberen 
Teil Deklarationen, im unteren Teil Prädikate; in diesem spe-
zieUen Fall wird ausgesagt, daß memberseine Teilmenge der 
Personen (exakt: daß es ein Element der Potenzmenge ist) 
und lefephones eine Teilmenge des Kreuzprodukts aus Per-
sonen und Telefonen ist. Das Prädikat sagt aus, daß nur die 
deklarierte Menge members als Teilnehmer zugelassen ist. 
~-- PhoneDB - ------ --
members: P Person 
telephones: Person H Phone 
dom telephones c;;;; members 
Die Eintragung eines neuen Anschlusses wird durch das fol-
gende Schema spezifiziert. Damit ist gesagt, daß die Opera-
tion AddEnlry auf PhoneDB definiert ist; 11 zeigt dabei an, 
daß die Definition oben vor und nach der Operation gelten 
muß. name? und newnumber? sind durch das Fragezeichen 
als Eingaben gekennzeichnet. das Hochkomma in den Prädi-
katen bezeichnet den Folgezustand. name? H newnumper? 
ist das geordnete Paar der beiden Eingaben. 
,--- AddEntry --------
11 PhoneDB 
name?: Person 
newnumber?: Phone 
name? E members 
name? H newnumber? e: telephones 
telephones' = telephones u 
I name? H newnumber? J 
members' = members 
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Abb.5. Buhr-Diagramm für eine einfache Sender-Empfänger-Bc, 
ziehung 
Vor allem in Zusammenhang mit der Sprache ADA wurden in 
den achtziger Jahren Überlegungen angestellt, wie sich die 
Konstrukte für das Programmieren-im-Großen, a lso Pakete 
und Tasks, graphisch darstellen lassen. Eine solche Notation 
hätte den VOrleil. daß damit einerseits der Entwurf deutlich 
oberhalb der Code-Ebene klar und anschaulich darstellbar 
wäre, andererseits der Übergang zum Code durch einfache 
Verfeinerung ohne Strukturbrüche erreicht werden könnte. 
Die bekanntesten Ergebnisse sind die Buhr-Diagramme [31-
Abbildung 5 zeigt ein einfaches Beispiel, zwei kommunizie-
rende Tasks. Ein ähnlicher Vorschlag stammt von Booch (2]. 
4.3. Altlasten - die Programmiersprachen 
der fünfziger Jahre ' 
Für die Codierung stehen heute sehr viele Sprachen zur Aus-
wahl, jedenfalls in der Theorie; die Praktiker sind in ihrer 
Entscheidungsfreiheit durch verschiedene harte Randbedin-
gungen stark e ingeengt Vor allem, daß kaum Software ganz 
neu entwickelt wird, sondern die meisten Arbeiten im weite-
sten Sinne zur Software-Wartung zu rechnen sind, führt zu 
einer starken Bevorzugung alter Sprachen wie COBOL, FORT. 
RAN und RPG. Indiesen Sprachen stehen auch die umfangrei-
chen Pakctc, Datenbankanbindungen usw. zur Verfügung. 
die den meisten Anwendungsprogrammen zugrunde liegen. 
Peter Schnupps Frage, ob CoBOL unsterblich sei [21 ], ist 
durch die Erfahrungen der letzten fünfzehn Jahre beantwor-
tet. Selbst BASIC hat anscheinend noch nicht die wohlver-
diente Ruhe gefunden, es lebt noch immer. wo es den größten 
Schaden anrichtet, in Schulcn [17). 
Dabei wird oft eingewendet, daß die alten Sprachen so alt 
nicht seien, sondern immer wieder durch Revisionen ver-
jüngt wurden, FORTRAN beispielsweise 1977 und erneut 1990. 
Trotzdem bleibt FORTRAN eine alte Sprache: Die Konzcpte 
werden nur ergänzt, nicht ersetzt, die Konstrukte ebenralls, 
denn Kompatibilität ist die wichtigste Forderung an die Re-
vision. So entstehen überfrachtete Sprachen wie FORTRAN 
90, unübersichtlich wie ein oft umgebautes Haus. 
Natürlich rcicht die hemmende Wirkung alter Program-
me nicht aus. um die Ablehnung neuer Sprachen zu erklären, 
denn der Nutzen moderner Konzepte wie strikte Typbin-
dung, Kapselung und Abstrakte Datentypcn ist so groß. daß 
auch erheblich Anstrengungen und Investitionen vertretbar 
wären. Aber entgegen e iner weitverbreiteten Fehleinschät-
zung sind die Software-Leute alles andere als innovativ; auf-
~und ihrer meist ungenügenden Grundausbi ldung sehen sie 
Anderungen besonders ängstlich entgegen und machen am 
liebsten, was sie schon Jahrzehnte gemacht haben. Da das 
Management oft weder Ober die fachliche Kompetenz noch 
über die Durchsetzungskraft verfügt, um eine Änderung von 
oben zu bewirken, bleibt alles beim a lten . 
So haben selbst die Assemblersprachen, seit langem tot-
gesagt, noch ihre Nischen. Alle Platzrescrvierungssysteme 
der Luftfahrt werden z. B. nach wie vor in Assembler-
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sprachen entwickelt. Vordergründig werden dafür Effizienz+ 
und Schnittstellenargumente vorgebracht; tatsächlich liegen 
die Gründe wohl eher in den stabilen Denkstrukturen derer, 
die schon seit Jahrzehnten solche Systeme realisieren und 
pflegen. 
4.4. Neue Programmiersprachen 
Wenn wir neuere Programmiersprachen aus der Sicht des 
Software Engineerings betrachten, so beeindrucken uns gro+ 
ße Mächtigkeit und Flexibilität nur mäßig; unsere erste For-
derung ist. daß die Sprache alle Merkmale aufweist, die uns 
nach den Erfahrungen der vergangenen vier Jahrzehnte bei 
der Erreichung unserer Z iele unterstützen. Dics ist nach 
IEEE Std. 610. 12 
{he applicatioll of a systematic, disciplined, qualllijiabJe ap-
proach 10 the dellelopment, operation, and mailllettanCe of 
software; thac is, the applicarioll of engineering (0 software. 
Dazu gehören (von .. außen" nach "innen"): 
• übersichtliche Syntax, lange Bezeichner, Kommentare 
usw., 
• differenzierte, leicht überschaubare Gültigkeitsbereiche 
der Bezeichner. 
• Abstraktionsmöglichkeiten bei Abläuren und Daten, d. h. 
Funktionen und Prozeduren , Parameter, 
• strikte Typbindung, 
• Information Hiding, d.h. Kapselung und Abstrakte Da-
tentypen. 
Wir wären aber keine Ingenieure. wenn wir nicht auch die 
folgenden Forderungen erhöben: 
• präzise Definition, standardisierte und geprüfte Überset-
zer, 
• Lehrbücher, Ausbildungsangebote, 
• keine unangemessen hohen Kosten, d. h. weder a llzu hohe 
Investitionen für Hard- und Software noch inakzeptable 
Übersetzungs- und vor allem Ausführungszeiten. 
Diese Kriterien schließen (Ur unsere Arbeit viele Sprachen 
aus, die - vor allem in der Informatik-Forschung - sehr be-
liebt sind. Aberes geht dort auch in der Regel um die Anfer-
tigung von Labormustem, nicht um die Herstellung eines 
Produkts. 
4.4.1. Imperative und objekt orientierte Sprachen 
Imperative Programmiersprachen, deren Konzept an der Ar-
chitektur des von-Neumann-Rechners orientiert ist, beherr-
schen nach wie vor die Szene, und hier je nach Anwendungs-
gebiet vor allem COBOL, FORTRAN und PUL Nimmt man den 
Erfolg am Markt als Maßstab, so ist Cdie einzige "Aufsteige· 
rin", die in diese Spitzengruppe einbrechen konnte. Was Cso 
attraktiv macht, ist aber leider nicht ihre Modernität, sondern 
im Gegenteil ihre Nähe zu Assemblersprachen, zunehmend 
auch die Verheißung.durch C nach C + + und damit ins gelob-
te Land der obje ktorientierten Programmierung zu gelangen, 
quasi direkt vom Bitzum Objekt. 
Ebenfalls erfolgreich sind PASCAL-Derivate, vor a llem 
TurbO-PAsCAL. Da diese Dialekte aUe irgendein Modul-
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Konzept bieten. sind sie tatsächlich MODULA-2 ähnlicher als 
dem originalen PASCAL. 
Im akademischen Bere ich hat MODULA-2 die Nachfolge 
von P ASCAL übernommen. AOA kämpft weiterhin mit sei -
nem unglücklichen Image als Programmiersprache des Mili-
tärs und vielen Vorurteilen,die verhindern , daß diese aus de r 
Sicht des Software Engineerings äußerst attraktive Sprache 
Ober den militärischen Bereich hinaus weite Verbreitung fin-
det. Das ist Ubcrrraschend (und unterstützt die These vom ir-
rationalen Umgang mit Programmiersprachen). weil einige 
weithin akzeptierte Forderungen wie die nach Standardi-
sierung und PrOfung der Übe rsetzer heute nur von AOA er-
füllt we rden. 
Die objektorientierte Programmierung hat sich zwar zu-
nächst in SM ALLTALK deutlich von der Tradition der impera· 
tiven Sprachen abgesetzt, die neue ren Sprachen wie C + + , 
EIFFEL. OBERON und AOA 9X zeigen aber, daß es hier keinen 
tiefen Graben gibl. Denn objektorientierte Sprachen sind im 
Kern imperativ. 
4.4.2. Funktionale und logische Sprachen 
Variablen sind eine Erfindung der Informatik, die Mathema· 
tik kennt dieses Konzept nichl. Variablen machen uns 
Schwierigkeiten, weil sie ihrcn Wert ändern können. Aus 
diesem Grunde hat Bauer 111 - in Abwandlung der bekann· 
tcn These von Oijkstra Uber die Sprunganweisung - schon 
vor zwei Jahrzehnten darauf hingewiesen, daß Variablen ge· 
fährlich sind. Die funktibnale Programmierung beseitigt die· 
ses Problem und ist darum attraktiv. 
LlsP. die älteste funktionale Sprache, spielt aus unserer 
Sicht keine Rolle , denn sie erfOlIt wichtige Kriterien nicht 
und wird heute auch in der Regel nicht streng funktional ge· 
braucht. Interessanter sind neue funkt ionale Sprachen wie 
ML (von Milner. 1978). FP (von Backus. 1978) oder 
MIRANDA (von Oavid Turner. 1986). Im folgenden MlRAN· 
DA·Beispiel (aus 171. p.523 f.) werden zunächst Struktur und 
Inhalt e ines Binärbaums definiert. Die Funktion max-tree 
erlaubt. de n Wert des maximalen Knotens zu bestimmen. 
tree :: = Le af int eger I Node tree t ree 
leaf1 = (Leaf 3) 
t reel =(Node lea f 1 (Node (Lea f 17 ) 
(Leaf 49) ) 
max- tree (Leaf. Idata )= ldat a 
max- tree (Node n1 n2) = maxI, maxl ~max2 
= max2 , max2~max l 
= maxI , otherwise 
where 
maxl=( max - t r ee n1 
max2 =( max-tree n2 
Die Auswertung von ( max-tree treel ) liefert 49. 
Der Code ist nicht~prozedural, denn die Reihenfolge der 
Angaben ist formal ohne Bedeutung: daher spricht man auch 
nicht von einem Programm, sondern von einem Skript, das 
sich u.U . sehr viel besser als ein imperatives Programm auf 
mehreren Prozessoren parallel ausfUhren läßt. Der Trend zu 
Parallel· Rechnern wird also die Vorteile der funktionalen 
Programmierung verstärken. Vorerst stehen dem noch Pro· 
bleme bei der funktionalen Fassung gängiger Probleme mit 
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Datenstrukturen entgegen, z.. B. einer effizienten Lösung der 
Aufgabe. in einem großen Fe ld ein einziges Eleme nt zu ver· 
ä ndern . 
PROLOG ist derbei weitem bekannteste Re präsentant der 
logischen Programmiersprachen. Diese sind in zweierlei 
Hinsicht interessant: Zum eine n erlauben sie die elegante 
Lösung bestimmter nicht-numerischer Probleme. die sich 
imperativ nur mit größtem Aufwand bearbeiten lassen. Zum 
anderen ist auch eine Unterstützung der Tätigkeiten im 
Software Engineering durch in PROLOG realisierte wissens-
basierte Systeme denkbar. beispielsweise bei der Software-
Entwicklung (Entwurfscntsche idungen) oder bei der Wie-
derve rwendung (Aufsuche n geeigne ter Komponenten). Die 
sehr hohen Erwartungen der achtziger Jahre an dieses Kon. 
zept - man denke an das japanische .. 5th Generation"-Pro-
jekt - sind nicht erfUlIt worden; auch hier gilt. daß eine neue 
Sprache nur erfolgreich se in kann. wenn sie nicht nur neue 
Konzepte bringt, sondern auch die Vorzüge ihrer Vorgänger 
wie l)'pbindung und Gültigkeitsbereiche. nicht zuletzt auch 
die Effizienz der Übersetzung und Ausführung, bewahrt. 
4.4.3. Die "Sprachen der 4. Generation" (4GL) 
Sprachen diese r Gruppe we rden in der Fachliteratur bislang 
Uberwiegend ignoriert (so im sonst umfassenden Buch von 
Sebesta [22];eine Ausnahme ist (7J, wosie als Skurrilität kurz 
be handelt werden) - aus gutem Grunde, denn das Thema ist 
von Marketing-Verlautbarungen geprägt; wer wissenschaft· 
liehe Begriffe und Maßstäbe anzulegen versucht. greift in 
den Sumpf. Dasbeginnt schon mitdem Wort selbst: Auch das 
Buch von Gutzwiller und Österle zu diesem Thema PO) ent-
hält keine Definition (!). Eine 4GL ist also , was als solche 
verkauft wird . 
Das Phänomen allerdings existiert. auch wenn es von den 
Fachleuten nicht zur Kenntnis genommen wird. Um was 
handelt es sich wirklich? Knolmayer und Diste rcr 114) nen· 
nen folgende Merkmale: 
• 4GUi bieten mächtige Sprachkonstrukte . 
• 4GLs sind leicht erlernbar (fUr Laien). 
• Editoren, Generatoren u.ä . sind Teile des Syste ms. 
• Die Programmierung erfolgt teilweise nichtprozedural. 
• Codierung und AusfUhrung können durch interaktives Sy· 
stern gemischt werden (Interpreter). 
• Datenbanksystem, Report·Generator sind Teile des Sy· 
sterns. 
• Zugriffe auf OB. EJA und Kommunikationssystem erfol-
gen mit einfachen Kommandos innerhalb der Sprache. 
Tatsächlich handelt es sich also bei Sprachen wie AS, DATA-
TRIEVE, Focus, NATURAL. POWERHOUSE usw. nicht (oder nur 
teilweise) um Programmiersprachen im Ublichen Sinn , son· 
dern um Notationen. mit denen der Programmierer be-
stimmte Funktionen aus eine r Bibliothek wähle n und para-
metrisieren kann. Im Zentrum steht also nicht die Sprache. 
sondern das Werkzeug. Die Sprache ist dem Werkzeug prag· 
matisch angepaßt und sieht auch so aus. 
Der im Namen enthaltene Verweis auf eine Generatio· 
nenfolge hat keinen nachvollziehbaren Hintergrund. Schaut 
man genau hin. so erkennt man. daß in den entsprechenden 
Schriften stereotyp die 3. Generation mit COBOL. die 5.Ge· 
ne ration mit PROLOG gleichgesetzt wird. ,,4GL" heißt also im 
Klartext: Moderner als CoBOL (was wohl stimmen mag), we-
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niger modem als PROLOG (was sicher stimmt). Daß dieser 
Generationenbegriff unsinnig ist, zeigt sich, wenn man ver-
sucht, eine modeme imperative Sprache wie ADA einzuord-
nen: Hier erweist sich die dritte Generation gegenüber der 
vierten als jünger und moderner. Anstelle von ,,4GL" wäre 
eine Bezeichnung wie "Generatorsprache" , die auf das be-
sondere Merkmal hinweist, sinnvoller. 
Eine allgemeine Bewertung der Sprachen in dieser Kate-
gorie ist ebensowenig möglich wie die anderer Sprachen; hier 
kommt hinzu, daß das Urteil stark von der AufgabensteIlung 
abhängt. Ist die Aufgabe vage und auf die 4GL zugeschnit-
ten, so erweist sie sich gegenüber COBOL als klar überlegen. 
Sind dagegen präzise Spezifikationen vorgegeben, so kann 
das Resultat auch umgekehrt ausfallen. 
Die überzeugtesten Anhänger der Generatorsprachen 
sitzen bei den Anbietern. denn diese Sprachen sind nicht 
standardisiert und erzeugen darum starke Abhängigkeit. 
4.5. Weitere Sprachen 
Sprachen lassen sich sehr gut definieren und standardisieren, 
wenn eine saubere Theorie zugrunde liegt. Dies ist beim Re-
lationen-Modell, das Codd Anfang der siebziger Jahreeinge-
führt hat, der Fall. Darum haben wir heute mit SQL einen 
Quasi-Standard auf relationalen Datenbanksystemen, der 
uns in die Lage versetzt, Datendefinitionen und Datenbank-
zugriffe relativ abstrakt und doch präzise zu formulieren. 
Auch auf einem ganz anderen Gebiet hat ein Pionier die 
Vorarbeiten geleistet. die zu einem weltweiten Standard ge-
führt haben: Unter den vielen produktabhängigen Konven-
tionen für die Gestaltung von Texten und Graphik ist TEX 
(von D. E. Knuth. 1983) ein Sonderfall; hier kommt (ähnlich 
wie bei den Sprachen von N. Wirth) zu den Vorteilen 
der Sprache selbst hinzu , daß ihr Schöpfer von allen Ver-
kaufsinteressen unabhängig ist, Software verschenkt und da-
mit Verbreitung und Evolution nicht eifersUchtig verhindert. 
sondern wohlwollend fördert. TEX oder eines der Derivate 
ist heute das Standard-Textsystem in vielen Hochschulen 
und außerordentlich nUtzlieh bei der Übennittlung fonna-
tiener Texte, beispielsweise zwischen Autoren und Verla-
gen. 
Waren die Programmiersprachen über vier Jahrzehnte 
hinweg Gegenstand scharfsinniger Betrachtungen und muti-
ger Neuschöpfungen, so ist bei den Kommando-Sprachen 
eher Desinteresse festzustellen. Die wichtigste Änderung 
der letzten Jahrzehnte ist der Übergang von der zeichenwei-
sen Eingabe der Befehle zu einer Menüführung und schließ-
lich zur impliziten Befehlseingabe durch Anklicken von 
Symbolen, die Dateien oder Programme repräsentieren. Da-
bei driften zwei Benutzergruppen immer stärker auseinan-
der: Die Gelegenheitsbenutzer lassen sich durch Menüs und 
Symbole führen. die Experten bevorzugen wie eh und je 
Kommandosprachen, auch wenn diese wie bei UNIX alles 
andere als elegant und eingängig sind. Hier ist offenbar noch 
Arbeit zu leisten. Wo ist das System. bei dem man frei zwi-
sehen den beiden Bedienungsarten wechseln kann und wo 
auch die Kommando-Sprache Merkmale aufweist. die bei 
Programmiersprachen selbstverständlich sind? 
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5. Entwickluugsmethodik 
Die Darstellung von Sprachen und Werkzeugen in getrenn-
ten Artikeln birgt die Gefahr. daß der cnge Zusammenhang 
zwischen den Grundbegriffen Sprache. Werkzeug und Me-
thode nicht zum Ausdruck kommt [18]. Tatsächlich sind die 
Wechselwirkungen sehr stark; unsere Sprachen reflektieren 
unsere (oft unbewußten) Methoden. legen andererseits oft 
ein bestimmtes Vorgehen nahe. Die Werkzeuge unterstützen 
die Anwendung der Sprachen und Methoden. auf die sie zu-
geschnitten sind, machen sie oft erst möglich. 
Eine klare Entwicklungsmethodik gibt es bis heute nur in 
Ansätzen oder für bestimmte Aktivitäten. Das Life-Cycle-
oder moderner das Phasen-Konzept impliziert eine Vorge-
hensweise, die sich mit der zunehmenden Beachtung des 
Software-Prozesses wohl endgültig durchgesetzt hat. Für die 
Spezifikation, den Entwurf, die Testdatenauswahl. das COR-
figuration-Management usw. gibt es Lehrbücher, die Regeln 
für das Vorgehen angeben - wenn auch nur selten in der ge-
wünschten Klarheit. Ein gutes und entsprechend erfolgrei-
ches Beispiel sind die Entwurfsverfahren von M.Jackson 
(JSP,JSD). 
Sprache, Methode und Werkzeug aus eincm Guß: Das 
ist bis heute ein Wunschtraum, der in einem industriellen 
Maßstab nicht verwirklicht ist. Wir müssen also mit vielen 
Brüchen und Inkonsistenzen leben. Sicher kann aber heute 
eine Aussage über die richtige Auswahlreihenfolge ge-
macht werden: Niemand kauft sich den Anzug passend zu 
den Socken, man geht vom wichtigsten und teuer.;ten Teil 
aus und wählt die übrigen Teile entsprechend. Software-
Werkzeuge sind teuer, aber die Einführung der vom Werk-
zeug unterstützten Methode und der Sprache. die die Brük-
ke zwischen Methode und Werkzeug bildet. ist ungleich teu-
rer. Auch die Stabilität steigt von der Hardware über die 
Werkzeuge zu den Sprachen und Methoden: Die Rechner 
veralten in wenigen Jahren, die Denkstrukturen bleiben 
über Jahrzehnte stabil. 
Darum muß am Anfangdie Wahl der Methode stehen. Sie 
bestimmt die anzuwendenden Notationen, und daraus 
schließlich folgen die Kriterien der Werkzeugauswahl. Die 
umgekehrte Reihenfolge führt, wic viele Erfahrungen zei-
gen, geradezu sicher zum Mißerfolg; erstaunlicherweise hält 
das Nachahmer nicht ab. 
6. Thesen und Folgerungen 
• Programmiersprachen wirken sich unmittelbar weniger 
auf Produktivität und Qualität aus, als die intensive Dis-
kussion dieses Themas in den letzten dreißig Jahren ver-
muten ließe: ihre Wirkung ist vor allem indirekt, tiber die 
Denkstrukturen der Entwickler. 
• Dic Sprachentwicklung wirkt selbstblockierend, d. h. 
Sprachen werden nur dann ausgemustert, wenn ihre Ver-
wendung praktisch unmöglich geworden ist. Das ist nur 
dann der Fall, wenn die Rechnerarchitektur einen Wech-
sel erzwingt. Möglicherweise kann es bei massiv parallelen 
Systemen einen solchen Effekt geben, andere zwingende 
Gründe sind derzeit nicht erkennbar. 
• Die Zeit der "grundlosen Sprachschöpfungen" ist vorbei. 
Eine neue Sprache wird nur dann erfolgreich sein, wenn 
sie ihren Anwendem erhebliche Vorteile bringt. 
• Graphische Notationen sind vor allem für Laien sehr at-
traktiv. Sie setzen allerdings ein wohlverstandenes Model-
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lierungskonzept voraus. Wo dieses - wie heute in der ob-
jektorientierten Modellierung - noch feblt oder unzurei-
chend ist, kann es nicht durch irgend welche Bildehen er-
setzt werden. 
• Sprachen "kanalisieren" die Gedanken der Entwickler 
und können damit bestimmte Methoden behindern oder 
unterstützen; Werkzeuge machen den Einsatz der ihnen 
zugrunde liegenden Sprachen komfortabel. Darum ist die 
Sprache nach der Methode, das Werkzeug nach der Spra-
che zu wählen. 
• Die alle Idee einer integrierten Sprache für die verschie-
densten Zwecke ist überholt. Es ist nicht damit zu rechnen. 
daß die Sprachenentwicklung - auch die für eine bestimm-
te Phase wie Spezifikation oder Codierung - in Zukunft 
konvergieren wird. 
Diese Überlegungen haben direkte Konsequenzen für die 
Ausbildungsgänge der Universitäten und Fachhochschulen: 
• Auf dem Markt stehen Werkzeuge im Vordergrund. denn 
dort geht es um sehr viel Geld. Aber die Ausbildung muß 
die Prioritäten bei den langlebigen Methoden und Spra-
chen setzen. Das sollte sich in der Reihenfolge und Ge-
wichtung unserer Lchrveranstaltungen niederschlagen. 
• Die Vielfalt der in der Praxis eingesetzten Sprachen muß 
sich auch in den Curricula spiegeln, indem die verschiede-
nen Entwicklungs- und Programmierstile konkret unter-
richtet und geübt werden. Der Ingenieur ist kein Hand-
werker. aber seine Arbeit erfordert großes Verständnis für 
die handwerklichen Probleme der Realisierung. sie erfor-
dert auch die traditionelle Achtung für handwerkliche 
Qualität. Heute, da in den meisten Curricula nur eine ein-
zige Programmiersprache gründlich eingeführt wird und 
alles weitere dem Selbststudium der Studenten überlassen 
bleibt, können auch die Absolventen oft nicht sehr gut 
programmieren, geschweige denn systematisch spezifizie-
ren , entwerfen oder testen. 
Ich danke A.SpiUncr und I. Winklcr sowie den anonymen Gutach-
tern für die sehr konstruktiven Hinweise zum ersten Entwurf dieses 
Artikels. H. Wössner fiir Korrekturen zum zweilen Entwurf. 
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