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ADAPTIVE BAYESIAN DENSITY ESTIMATION IN
SUP-NORM
By Zacharie Naulet
University of Toronto∗
We investigate the problem of deriving adaptive posterior rates of
contraction on L∞ balls in density estimation. Although it is known
that log-density priors can achieve optimal rates when the true den-
sity is sufficiently smooth, adaptive rates were still to be proven.
Here we establish a generic L∞-contraction result for log-density pri-
ors with independent wavelet coefficients. The result is then applied
to the so called spike-and-slab prior to obtain adaptive and minimax
rates. Interestingly, our approach is different from previous works
on L∞-contraction and is reminiscent to the classical test-based ap-
proach used in Bayesian nonparametrics. Moreover, we require no
lower bound on the smoothness of the true density, albeit the rates
are deteriorated by an extra log(n) factor in the case of low smooth-
ness.
1. Introduction. We consider the problem of estimating a density p0
with respect to Lebesgue measure on [0, 1] given n independent and iden-
tically distributed samples Xn := (X1, . . . ,Xn) from the corresponding dis-
tribution P0. We adopt the Bayesian paradigm and put a joint distribution
on the log-density and the observations.
Over the decades, there has been a growing interest for the understanding
of the frequentist behaviour of posterior distributions initiated by the semi-
nal papers of Schwartz (1965); Barron et al. (1999); Ghosal et al. (2000). In
particular Ghosal et al. (2000) states generic sufficient conditions for obtain-
ing rates of concentration of the posterior distribution near the true model
in some distance. The approach relies on the well-known existence of expo-
nentially powerful tests functions. The existence of such tests depends on
the distance considered, and is guaranteed for the L1 or Hellinger distance
between densities, and also for the L2 metric under supplementary assump-
tions. It is, however, now well understood that the test approach fails to give
optimal rates when the risk is measured with respect to the L∞ distance,
see Castillo (2014); Hoffmann et al. (2015); Yoo et al. (2017).
The failure of the classical approach for L∞ rates is unfortunate because
one has in general a better intuition of the shape of L∞ balls rather than
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Hellinger balls, making the L∞-risk a more natural distance for evaluating
performance of estimators. From a frequentist point of view, density esti-
mation in sup-norm is now well understood. Minimax lower bounds can be
found in Hasminskii (1979) while upper bounds can be found for instance
in Ibragimov and Hasminskii (1980); Goldenshluger and Lepski (2014).
For Bayesian procedures, concentration on L∞ balls is much less under-
stood. For the non-adaptive case, the first result goes back to Gine´ and
Nickl (2011) where optimal rates are obtained in white-noise regression us-
ing conjugacy arguments. In the same paper, the authors obtained (possibly
adaptive) rates for density estimation in sup-norm using a testing approach,
but fail to achieve optimality. Using conjugacy arguments, Yoo and Ghosal
(2016) also obtain non-adaptive but optimal rates for estimating a regression
function. Scricciolo (2014) adapts the techniques of Gine´ and Nickl (2011)
to obtain optimal rates when the true density is analytic. The first non-
adaptive optimal result in density estimation for non ultra-smooth densities
is to be credited to Castillo (2014), where the author uses techniques based
on semi-parametric Bernstein–von Mises theorems. His approach, however,
requires a minimal smoothness to be applicable. Recently, Castillo (2017)
obtained non-adaptive but optimal rates for density estimation in sup-norm
using Po´lya trees prior, with no lower bound required on the smoothness.
The existence of adaptive and optimal results is, to our knowledge, even
more limited. The first successful result is in Hoffmann et al. (2015) where
the authors get adaptive optimal rates in L∞-norm for white-noise regres-
sion using a spike-and-slab prior. More recently, Yoo et al. (2017) obtained
adaptive optimal rates in L∞-norm for estimating a regression function, us-
ing a white-noise approximation of the likelihood to adapt the techniques
developed in Hoffmann et al. (2015).
In density estimation, however, it is less obvious how to reduce the prob-
lem to white-noise regression, although it is known those models are equiv-
alent (in the Le Cam sense) under certain assumptions. Here, instead, we
propose a different approach. We consider random wavelet series priors on
the unnormalized log-density, with independent coefficients. Our first result
(Section 4) is a general contraction result in L∞-loss for this class of priors,
which we apply to the spike-and-slab prior in Section 5. Although our main
result is quite generic, it seems hard to find examples that can accommodate
independence of the coefficients and adaptivity beyond the spike-and-slab
prior. This is discussed more thoroughly, with other implications of our re-
sults, in Section 6.
In the case of the spike-and-slab prior, we show that our generic theo-
rem can be applied to obtain minimax optimal and adaptive posterior con-
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traction. More precisely, we show that if L0 := log p0 ∈ Bβ∞,∞[0, 1], where
Bβ∞,∞[0, 1] denotes the Ho¨lder-Zygmund space with smoothness β > 1/2,
then Pn0 Π(p : ‖p − p0‖∞ ≤ Mε∗n(β) | Xn) = 1 + o(1) as n → ∞ for some
M > 0, where ε∗n(β) is the minimax rate for estimating L0 ∈ Bβ∞,∞[0, 1]
under L∞-loss (Donoho et al., 1996)
(1.1) ε∗n(β) :=
( log n
n
) β
2β+1
.
Interestingly, our method can be applied to obtain adaptive rates in the
region 0 < β ≤ 1/2, which to the best of our knowledge is the first result of
this type in the Bayesian literature. The rates we obtain in this region are,
however, slightly deteriorated by a factor log(n).
In contrast with previous results in L∞-loss, the approach used in this
paper is somewhat less specific and uses the same kind of arguments as
for the master theorem of Bayesian nonparametrics (Ghosal et al., 2000;
Ghosal and van der Vaart, 2007b,a). In particular, it relies on the existence
of suitable test functions and proving the prior positivity of some neighbor-
hoods, in apparent contradiction with the folk wisdom that no test for the
L∞-loss has enough power to obtain optimal rates Hoffmann et al. (2015);
Yoo et al. (2017). This contradiction is only apparent, as here we require
to test only very specific kind of alternatives, and exponentially consistent
tests are not needed. Although hard to generalize, we believe the present
paper shows that the traditional approach of (Ghosal et al., 2000; Ghosal
and van der Vaart, 2007b,a) is more powerful than we believed, giving hope
for the existence of general contraction results in strong norms.
2. Exponentiated random wavelet series. We will use the β-regular,
orthogonal, boundary corrected wavelets of Cohen et al. (1993), referred to
as the CDV basis. We denote this basis by {ψj,k : (j, k) ∈ I}, where I ⊆ Z2+,
and refer to Cohen et al. (1993); Gine´ and Nickl (2016); Castillo (2014) for
details.
We consider prior distributions over the space
Θ ⊆
{
θ ∈ RI : 0 < ∫[0,1] exp{∑(j,k)∈I θj,kψj,k} <∞}.
We restrict to prior distributions Π with independent coefficients, i.e. Π :=
⊗(j,k)∈IΠj,k, where Πj,k are distributions on R. A prior distribution on the
space of densities is then induced by the mapping θ 7→ exp{Lθ}, where
(2.1) Lθ :=
∑
(j,k)∈I
(θj,k + cj,k(θ))ψj,k,
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and,
(2.2) cj,k(θ) := −
∫
[0,1]
ψj,k log
∫
[0,1]
exp
{ ∑
(ℓ,m)∈I
θℓ,mψℓ,m
}
.
We write pθ := exp{Lθ}. Because of the orthogonality of the CDV basis, pθ
is a proper density, i.e pθ > 0 and
∫
[0,1] pθ = 1 for every θ ∈ Θ. Besides, we
will write θ0j,k :=
∫
[0,1] L0ψj,k. Note that cj,k(θ
0) = 0 identically.
3. Notations. We let N := {1, 2, . . .} denote the set of natural numbers,
and we let Z+ := {0, 1, . . .} denote the set of positive integers. The symbols
. and & are used to denote inequalities up to generic constants. if a . b
and b . a, we write a ≍ b. For two sequences (an)n∈Z+ and (bn)n∈Z+ , the
notation an = o(bn) means limn→∞ an/bn = 0, and an = O(bn) means
limn→∞ an/bn = C for some C ∈ R. For a, b ∈ R, we let a ∧ b denote the
minimum of a and b, and a ∨ b stands for the maximum.
We will use the sets J‖ := {(j, k) ∈ I :
∫
ψj,k 6= 0}, and for any J ∈ Z+
the sets J (J) := {(j, k) ∈ I : j ≤ J}. We also let (ej,k)(j,k)∈I be the
canonical basis for RI , and for any I ⊆ I we define PI : RI → RI , the
projection operator PIθ :=
∑
(j,k)∈I θj,kej,k. We shall write θj :=
∑
k θj,kej,k,
c(θ) :=
∑
(j,k)∈I cj,k(θ)ej,k, and cj(θ) :=
∑
k cj,k(θ)ej,k.
For x ∈ RI , we use the notations ‖x‖p := (
∑
(j,k)∈I |xj,k|p)1/p, 1 ≤ p <
∞, and ‖x‖∞ := max(j,k)∈I |xk| to denote the ℓp-norm of x. We define
the mixed-norm ‖ · ‖1,∞ on RI such that ‖θ‖1,∞ :=
∑
j 2
j/2‖θj‖∞. For
any Lebesgue measurable function f : [0, 1] → R, the notations ‖f‖pp :=∫ 1
0 |f(x)|p dx, 1 ≤ p < ∞, and ‖f‖∞ := ess sup x∈[0,1]|f(x)| stand for the
Lp-norm of f , whenever it is defined. We will use repeatedly that ‖Lθ‖2 =
‖θ + c(θ)‖2 and ‖Lθ‖∞ . ‖θ + c(θ)‖1,∞.
For ǫ > 0 and any subset A of a metric space equipped with metric d, we
let N(ǫ,A, d) denote the ǫ-covering number of A, i.e. the smallest number
of balls of radius ǫ needed to cover A. if d is induced by some norm ‖ · ‖, we
write N(ǫ,A, ‖ · ‖).
All densities are understood with respect to the Lebesgue measure. Lower-
case notations p, q, . . . are used to denote densities, while upper-case P,Q, . . .
denote the corresponding distributions. PF and P [F ] are used to denote the
expectation of F under P . The n-fold product measure of P is written Pn.
4. A general contraction result. The strategy employed by Hoff-
mann et al. (2015); Yoo et al. (2017) to establish adaptive posterior con-
traction in sup-norm, respectively for the white-noise regression model and
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normal-mean regression, relies on bounding the posterior marginal distribu-
tions of individual wavelet coefficients. This approach is hard to translate
to the log-density case, because the posterior dependencies between wavelet
coefficients are stronger than in regression. Moreover, the techniques used
in the aforementioned papers rely on the specific behaviour of the support
of the spike-and-slab prior, while the present paper aim at finding sufficient
conditions resembling to the classical conditions encountered in the semi-
nal papers of Ghosal et al. (2000); Ghosal and van der Vaart (2007a) for
contraction on Hellinger balls.
Here, instead of trying to bound the posterior marginal of individual co-
efficients, we construct the following partition of Θ. For every I ⊆ I, and
for some (Mρn,j)j≥0 to be determined, we let
(4.1) SI :=
{
θ ∈ Θ : |θj,k + cj,k(θ)− θ
0
j,k| ≤Mρn,j, (j, k) ∈ Ic,
|θj,k + cj,k(θ)− θ0j,k| > Mρn,j, (j, k) ∈ I
}
.
Clearly {SI : I ⊆ I} is a partition of Θ, and {SI : I ⊆ I, |I| ≥ 1} is the
event {θ ∈ Θ : ∃(j, k) ∈ I, |θj,k + cj,k(θ) − θ0j,k| > Mρn,j}. The intuition
behind this partition is that Pn0 Π(SI | Xn) should decay fast as |I| increase,
while in the meantime the likelihood-ratio pθ/p0 for θ ∈ SI should be finely
controlled as |θj,k + cj,k(θ) − θ0j,k| ≤ Mρn,j for all (j, k) ∈ Ic. Our strategy
will be to obtain sharp bounds on {Pn0 Π(SI | Xn) : |I| ≥ 1}, so that we
can sum-up those probabilities.
The bounding of Pn0 Π(SI | Xn), however, requires that I ∩ J (J0) = ∅
for some J0 ∈ N large enough (but constant), i.e I shall not contain indexes
corresponding to (too) low frequencies wavelets. Most of time it will also
require that I ∩ J (Jn)c = ∅ for some Jn ∈ N large enough. Hence we will
have to use a different technique to bound low-frequencies coefficients and
very high-frequencies coefficients. The next assumption is sufficient for this
purpose. In the sequel we will write J0 := J (J0) and Jn := J (Jn).
Assumption 1. We assume that there is a sequence (εn)n≥0 of positive
numbers such that εn → 0 and
∃K > 0, Pn0 Π(‖θ + c(θ)− θ0‖2 ≤ Kεn | Xn) = 1 + o(1),(4.2)
∃K > 0, Pn0 Π(‖PJ cn (θ − θ0)‖1,∞ ≤ Kεn | Xn) = 1 + o(1).(4.3)
Equation (4.2) can be verified using classical techniques, while equa-
tion (4.3) is usually automatically satisfied by construction of the prior. They
are respectively sufficient to ensure the low-frequencies and high-frequencies
coefficients are concentrated enough to the truth. We have indeed the fol-
lowing theorem.
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Theorem 4.1. Let (ρn,j) be such that
∑Jn
j=J0+1
2j/2ρn,j . εn and let
assume J‖ ∩ J cn = ∅ (which is always true for Jn large enough). Then
under assumption 1 there exists a constant M > 0 such that
Pn0 Π(‖Lθ − L0‖∞ > Mεn | Xn) ≤ o(1) +
∑
I⊆J c0∩Jn
Pn0 Π(SI | Xn)1|I|≥1.
Remark that ‖Lθ − L0‖∞ . εn implies ‖pθ − p0‖∞ . εn as well, hence
Theorem 4.1 also proves contraction on L∞ neighborhoods of the density.
We will now focus on bounding Pn0 Π(SI | Xn) for I ⊆ J c0 ∩Jn, which will
lead to the Theorem 4.2 below. It is convenient to assume that the posterior
is already concentrated on a nice set. By equation (4.2), we already assumed
the posterior is concentrated on small ‖ · ‖2 neighborhood of the true log-
density. We shall furthermore assume that the posterior is consistent for the
‖ · ‖1,∞ norm.
Assumption 2. The sequence of posterior distributions is consistent for
the ‖ · ‖1,∞ norm, i.e. as n→∞
∀η > 0, Pn0 Π(‖θ + c(θ)− θ0‖1,∞ ≤ η | Xn) = 1 + o(1).
For η > 0 to be chosen accordingly, we define the neighborhood C :={
θ ∈ Θ : ‖θ + c(θ)− θ0‖1,∞ ≤ η
}
. Assumption 2 can be verified as in Gine´
and Nickl (2011), or Castillo (2014); Rivoirard and Rousseau (2012). For
now, we assume safely that the posterior has support on C .
Recall that PIθ =
∑
(j,k)∈I θj,kej,k for every I ⊆ I. The proof of Theo-
rem 4.2 (Section 7.2) relies on expanding log pθ/p0 onto a part depending
only on PIθ, a part depending only on PIcθ, and a term that account for the
posterior correlation between PIθ and PIcθ (Lemma 7.1). The main chal-
lenge of the proof is showing that those correlations are negligible enough
when θ ∈ SI . It will be proven (Lemmas 7.2 and 7.3) that it is case when
the functional
Rn(I,θ, κ) :=
∑
(j,k)∈I
|θj,k − θ0j,k|2−j/2
∑
ℓ≥0
2ℓ/2ρn,ℓ2
−(j∨ℓ)κ
satisfies the following.
Assumption 3. We assume that L0 ∈ Bβ∞,∞[0, 1], and that for all B > 0
there exist C, J0, n0, η0 ≥ 0 and κ ∈ [0, 1] such that for all n ≥ n0, for all
I ⊆ J c0 ∩ Jn, for all 0 < η ≤ η0, and for all θ ∈ SI ∩ C ,
Rn(I,θ, 1∧β)+sup
j≥0
{η+ρn,j2j(κ+1/2)}Rn(I,θ, κ) ≤ B‖PI(θ−θ0)‖22+Cn−1.
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Moreover, we assume that there exists κ′ ∈ [0, 1], not necessarily equal to κ,
such that supj≥0{ρn,j2j(κ
′+1/2)} . 1, eventually for n large enough.
Finally, in order to obtain a sharp control of the likelihood ratio pθ/p0, we
further partition each SI onto finer parts, i.e. we define E2n,I :=
∑
(j,k)∈I ρ
2
n,j
and for every s ∈ N we let
SI,s := SI ∩
{
θ ∈ Θ : √sMEn,I < ‖PI(θ − θ0)‖2 ≤
√
s+ 1MEn,I
}
.
Since cj,k(θ) = 0 identically for all (j, k) ∈ J c‖ , we indeed have
⋃
s∈N SI,s =
SI as long as I ∩ J‖ = ∅.
Theorem 4.2. Let ΠI := Π(P−1I (·)), AI,s := PI [SI,s], and B(I; r, η) :={
α ∈ PI [Θ] : ‖α− PIθ0‖2 ≤ r, ‖α− PIθ0‖1,∞ ≤ η
}
. Let assumption 3 be
valid. Then, there exist universal constants K, c > 0 such that for every
B,M > 0 there exist J ′, n′, η′ > 0 such that for all n ≥ n′, for all J0 ≥ J ′,
for all 0 < η ≤ η′, and for all I ⊆ J c0 , Pn0 Π(C ∩SI | Xn) is bounded above
by a generic constant times
∑
s∈N
min
{
e−snKM
2E2n,I
√
N(c
√
sMEn,I ,AI,s, ‖ · ‖2)ΠI(AI,s)
ΠI(B(I; En,I , η)) ,
eBsnM
2E2n,IΠI(AI,s)
ΠI(B(I; En,I , η))
}
.
Notice that the Theorem 4.2 shares some similarities with the classical re-
sult of Ghosal and van der Vaart (2007b, Theorem 5). Interestingly, the main
ingredient of the proof is the existence of suitable test functions (Lemma 7.6),
as in the master theorem of Bayesian nonparametrics, see the discussion in
Section 6. Inspection the proof of Theorem 4.2 shows that a stronger ver-
sion holds with AI,s ∩PI [C ] in place of AI,s, but for the purpose of keeping
notations short, we voluntarily chose to state this slightly weaker result. Re-
marking that the covering number of AI,s is well-controlled, we obtain the
following corollary.
Corollary 4.1. Let everything as in Theorem 4.2 and AI :=
⋃
s∈N AI,s.
Then there exist universal constants K1,K2,K3 > 0 such that for every
M > 0 there exist J ′, n′, η′ > 0 such that for all n ≥ n′, for all J0 ≥ J ′, for
all 0 < η ≤ η′, and for all I ⊆ J c0 , Pn0 Π(C ∩SI | Xn) is bounded above by
K1e
−nK2M2E2n,I
{√ eK3|I|ΠI(AI)
ΠI(B(I; En,I , η)) +
ΠI(AI)
ΠI(B(I; En,I , η))
}
.
8 ZACHARIE NAULET
5. The spike-and-slab prior. We now apply the general result of Sec-
tion 4 to the so-called spike-and-slab prior distribution over Θ (Mitchell
and Beauchamp, 1988). For a deterministic truncation level Jn ∈ Z+ with
2Jn ≍ n, and weights ω1, . . . , ωJn ∈ [0, 1]
θj,k
ind∼
{
(1− ωj)δ0 + ωjQj(·) if 0 ≤ j ≤ Jn,
δ0 if j > Jn.
Here δ0 is the point mass at zero and Qj are probability distributions on R.
We assume Qj have densities qj such that for some β0 > 0 and some density
f , we have qj(x) := 2
j(β0+1/2)f(2j(β0+1/2)x) for every j ≥ 0. We write F the
probability distribution with density f . We further assume that there are
a1, b1, b2, µ⋆, x0 > 0 such that
a12
−j(1+b1) ≤ ωj ≤ 2−(1+µ⋆),(5.1)
sup
x>1∨x0
eb2x
(
1− F [− log(x), log(x)]) ≤ 1,(5.2)
and in order to ensure that the prior puts enough mass on neighborhoods
of P0, we also assume that for all G > 0 there is g > 0 such that
(5.3) inf
x∈[−G,G]
f(x) ≥ g.
We prove in Section S5 of the supplementary material (see in particu-
lar Proposition S2) that the spike-and-slab prior satisfying equations (5.1)
to (5.3) also satisfies the equation (4.2) of assumption 1 and assumption 2
with εn = ε
∗
n(β). Equation (4.3) is here automatically satisfied by construc-
tion of the prior. Moreover, to prove posterior contraction at minimax rate
ε∗n(β) (near minimax if 0 < β ≤ 1/2), we choose ρn,j in equation (4.1) to
be, for some large enough constant C0 > 0,
ρn,j =
{√
log(n)/n ∧ C02−j(β+1/2) if β > 1/2,
2−j/2ε∗n(β) ∧ C02−j(β+1/2) if 0 < β ≤ 1/2.
For this choice of (ρn,j), it is proved in Section S6 of the supplementary
material that assumption 3 is satisfied. The choice for 0 < β ≤ 1/2 is
suboptimal and will result in a deteriorated rate in this region. It is not clear
how to relax assumption 3 to obtain optimal rates in all circumstances. This
issue is not new and already appeared in previous works (Gine´ and Nickl,
2011; Castillo, 2014; Yoo et al., 2017). The novelty here is that we are still
able to get near optimal rates.
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Theorem 5.1. Let Π be the spike-and-slab prior described above and let
L0 ∈ Bβ∞,∞[0, 1]. If 0 < β0 ≤ β ≤ β¯ and µ⋆ > 1, then there exists a constant
M > 0 such that{
Pn0 Π(‖Lθ − L0‖∞ ≤Mε∗n(β) | Xn) = 1 + o(1) if β > 1/2,
Pn0 Π(‖Lθ − L0‖∞ ≤M log(n)ε∗n(β) | Xn) = 1 + o(1) if 0 < β ≤ 1/2.
6. Discussion.
The master theorem of Bayesian nonparametrics. The current state-of-
the-art method in calculating posterior contraction rates is the master the-
orem developed by Ghosal et al. (2000); Ghosal and van der Vaart (2007a);
Shen et al. (2001). This theorem relies on two main ingredients:
• The existence of tests for the hypotheses H0 : L = L0 against H1 :
L ∈ {Θ : ‖L − L0‖∞ > Mε∗n(β)}, with Type I and Type II error
decreasing as exp{−Knε∗n(β)2}; and,
• The prior puts enough mass on certain Kullback-Leibler neighbor-
hoods of P0.
In the context of L∞-contraction, it is known that the master theorem yields
suboptimal contraction rates (Gine´ and Nickl, 2011; Hoffmann et al., 2015;
Yoo et al., 2017). The issue is discussed thoroughly in (Hoffmann et al., 2015;
Yoo et al., 2017): no test has enough power to obtain the optimal rate of
contraction in L∞. In particular, the Type II error as to decay polynomially
in n, unless we deteriorate the rate. It is known that not all the alternative
H1 has to be tested – only a suitable sieve – but this does not help either
to get optimal rates, the root of the problem being deeper.
The arguments in Hoffmann et al. (2015); Yoo et al. (2017) are strong,
and it is natural to ask what is wrong in the current paper such that the tests
we use in the proof of Theorem 4.2 permit optimal contraction rates. This
indeed relies on the nature of the alternative we test. We are not constructing
tests for H1 : L ∈ {Θ : ‖L−L0‖∞ > Mε∗n(β)}, but instead for H1 : L ∈ SI .
Those tests (see Lemma 7.6) have Type I and Type II errors decreasing as
exp{−KnE2n,I}, which is typically polynomial in n when |I| is small, and
thus not in contradiction with the arguments of the aforementioned papers.
Remark that |I| small corresponds exactly to those log-densities that can
be far from L0 in L
∞ but close in L2, and thus hard to separate. But the
number of I ⊆ Jn with |I| of order constant is polynomial in |Jn|, while the
power of the tests for H0 against H1 decrease exponentially fast in |I|. We
leverage this to obtain optimal contraction.
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The main drawback here is getting a sharp enough bound on the denom-
inator of the Bayes rule, which seems hard to do beyond the scope of inde-
pendent wavelet coefficients, or at least having a nice structure. Anyhow, we
believe the approach of the current paper shows that the master theorem of
Bayesian nonparametrics can be still useful for L∞-contraction, giving some
hope toward a general L∞-contraction result of the same flavour.
Suboptimality when 0 < β ≤ 1/2. The rates of Theorem 5.1 are slightly
suboptimal in the region 0 < β ≤ 1/2. The problem is indeed not inherent
to the spike-and-slab prior, and as such not surprising as it is known density
estimation on the interval behave very differently when 0 < β ≤ 1/2 or
β > 1/2, see for instance the recent paper Ray and Schmidt-Hieber (2018).
The troubles come when controlling the remainder term of the log-likelihood
asymptotic expansion in Lemma 7.3. When β > 1/2, this is possible by
taking ρn,j =
√
log(n)/n ∧ C02−j(β+1/2), while such threshold causes the
remainder term to grow too fast as n → ∞ when β ≤ 1/2, thereby forcing
us to choose the bigger threshold ρn,j = 2
−j/2ε∗n(β) ∧ 2−j(β+1/2). Despite
this threshold is bigger for small j, this still leads to near optimal rates at
the end of the day. This exhibits a major difference on the strength of the
result we prove here, in the case β > 1/2 the bound on individual wavelet
coefficients is much tighter.
It remains open if this extra log(n) in the region 0 < β ≤ 1/2 is un-
avoidable or not, albeit we guess proving it won’t be easy. This is because
even if we prove that |θj,k + cj,k(θ) − θ0j,k| & 2−j/2ε∗n(β) ∧ C02−j(β+1/2)
on a set of posterior mass 1 + op(1), this will not imply the necessity of
the log(n) factor, because ‖Lθ − L0‖∞ . ‖θ − θ0‖1,∞, but the reverse
is not true, as we have only ‖Lθ − L0‖∞ & ‖θ − θ0‖∞. Thus |θj,k +
cj,k(θ) − θ0j,k| ≍ 2−j/2ε∗n(β) ∧ C02−j(β+1/2) for all (j, k) ∈ I only implies
ε∗n(β) . ‖Lθ−L0‖∞ . log(n)ε∗n(β), leaving the question of the extra log(n)
factor open.
Identifiability issues. There is a subtle difference between density esti-
mation and the previously studied white-noise regression (Hoffmann et al.,
2015) or regression (Yoo et al., 2017). In the density estimation case, the
parameter θ is not identifiable, because of the requirement that Lθ has to
satisfy
∫
eLθ = 1. Thanks to the orthogonality of the wavelet basis, it turns
out that every coefficients in J c‖ are identifiable, the issue being only for the
coefficients in J‖. By luck, those correspond only to low frequencies, which
can be dealt with using classical techniques.
Moreover, the control of the remainder term of the likelihood (Lemma 7.3),
is also tricky when I ∩J0 6= ∅. As a consequence, the bound we get for low
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frequency coefficients (i.e. small j) is only |θj,k+cj,k(θ)−θ0j,k| . ε∗n(β), even
when β > 1/2 (to oppose to the
√
log(n)/n for the high frequencies). Since a
more precise result is not needed for L∞-contraction, we did not pursue the
analysis. It is worth, however, asking how close to the truth low frequency
coefficients are a posteriori. In particular, are they
√
log(n)/n close to the
truth when β > 1/2 ?
Estimation of the derivatives. The spike-and-slab prior of Section 5 also
gives optimal contraction rates for estimating the derivatives of the density
(near optimal if 0 < β ≤ 1/2). When β > 1/2, this is classical since we have
proved that |θj,k + cj,k(θ) − θ0j,k| .
√
log(n)/n ∧ C02−j(β+1/2), at least for
j > J0, on a set of posterior mass 1 + op(1). When β ≤ 1/2, the bound on
individual coefficients is less tight, but enough to get the following. If Π is
the prior of Section 5 and under the same assumptions, for every 0 ≤ r < β
integer,
P
n
0 Π(‖L(r)θ − L(r)0 ‖∞ > Mε∗n(β)
β−r
β | Xn) = o(1) if β > 1/2,
Pn0 Π(‖L(r)θ − L
(r)
0 ‖∞ > M log(n)ε∗n(β)
β−r
β | Xn) = o(1) if 0 < β ≤ 1/2.
Other priors. The Theorem 4.2 and its Corollary 4.1 can be applied
to any prior satisfying the independence requirements. In the non-adaptive
case (i.e, we can choose the optimal truncation level by hand), it can for
instance be used to extend the results of Castillo (2014) to the region 0 <
β ≤ 1. When it comes to obtain adaptivity, however, things seem to get
a lot trickier. The Corollary 4.1 makes very clear what is going on. When
bounding the posterior mass of SI , the contribution of the likelihood is only
exp{−nK2M2E2n,I}, and the prior has to compensate for the contribution
of the covering number of AI , which is exp{K3|I|}. Since nE2n,I ≈ |I ∩
J∗| log(n), this means that whenever |I| & |I ∩ J∗| log(n) the prior has to
play a big role in regularizing the high-frequency coefficients (i.e. those in
I∩J c∗ ). This is only possible if there is a very high prior probability of having
those coefficients being zero (i.e. in the non-adaptive case, or the spike-and-
slab example), or if the prior variance for those coefficients is ridiculously
small (i.e. smaller than (2−j(β+1/2))2). In the latter case, we would need fat
prior tails to preserve the prior mass condition. Such prior seems somewhat
pathological.
It is indeed conceivable to generalize the Theorem 4.2 by intersecting each
AI,s with a suitable sieve Fn,I to reduce the covering number of AI,s∩Fn,I ,
thereby relaxing the conditions the prior has to meet. This is something the
author tried without much luck. It appears that the independence of the
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coefficients assumption makes hard to go beyond the scope of the spike-and-
slab prior.
7. Proofs of the Theorems and Corollaries.
7.1. Proof of Theorem 4.1. Because J‖∩J cn = ∅ and cj,k = 0 identically
for all (j, k) ∈ J c‖ , for any θ ∈ Θ the distance ‖Lθ − L0‖∞ is bounded by a
generic constant times
‖PJ0(θ+ c(θ)− θ0)‖1,∞+ ‖PJ cn (θ− θ0)‖1,∞+ ‖PJ c0 ∩Jn(θ+ c(θ)− θ0)‖1,∞
The first term in the last display is bounded by a multiple constant of
2J0/2‖θ+c(θ)−θ0‖2 by the definitions of the ‖·‖1,∞ and ‖·‖2 norms. Hence
by equations (4.2) and (4.3) it suffices to bound the last term. But on the
complement of the event
⋃
I⊆J c0∩Jn, |I|≥1
SI we have |θj,k + cj,k(θ)− θ0j,k| ≤
Mρn,j for all (j, k) ∈ J c0 ∩ Jn, and hence
‖PJ c0 ∩Jn(θ + c(θ)− θ0)‖1,∞ . M
Jn∑
j=J0+1
2j/2ρn,j . εn.
7.2. Proof of Theorem 4.2. In the whole proof, we assume that I ⊆ J c0
is fixed, and hence we drop out the scripts I whenever it is convenient. We
write S ≡ SI , Ss ≡ SI,s, As ≡ AI,s, and En ≡ En,I .
From the definition of S and En, we have that ‖PIθ−PIθ0‖2 > MEn for
any θ ∈ S , because cj,k = 0 identically for (j, k) ∈ I when I ∩ J0 = ∅ and
J0 is large enough so that J0 ∩ J‖ = ∅. Hence (Ss)s∈N is a partition of S
and
Π(C ∩S | Xn) ≤
∑
s∈N
Π(C ∩Ss | Xn).
We will control each of the terms in the sum of the last rhs separately. We
define for every α ∈ PI [Θ],
G (α) :=
{
γ ∈ PIc [Θ] : ‖ρ
−1
n ◦ (γ + c(γ +α)− PIcθ0)‖∞ ≤M,
‖γ + c(γ +α)− PIcθ0‖1,∞ ≤ η.
}
.
In the previous definition, γ + α is understood as the vector in RI equal
to
∑
(j,k)∈I αj,kej,k +
∑
(j,k)∈Ic γj,kej,k and ◦ is the Hadamard product, i.e.
(ρ−1n ◦a)j,k = ρ−1n,jaj,k for all (j, k) ∈ Ic and a ∈ PcI [Θ]. The sets As and G (α)
will be used to control the numerator in the Bayes rule for Π(C ∩Ss | Xn).
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In order to control the denominator, we introduce the sets G˜s equal to, for
a constant Γ > 0 to be chosen later,
γ ∈ PIc [Θ] :
‖γj + cj(γ + PIθ0)− θ0j ‖∞ ≤Mρn,j + Γ
√
sMEn,
‖ρ−1n ◦ PJ c‖ (γ − θ0)‖∞ ≤M,
‖γ + c(γ + PIθ0)− PIcθ0‖1,∞ ≤ Γη

.
Note that by assumption I ⊆ J c0 and then cj,k(θ) = 0 for all θ ∈ Θ and
all (j, k) ∈ I. Together with the definitions of C , Ss, As and G (α), this
shows that C ∩Ss ⊆ {θ ∈ RI : PIθ ∈ As ∩PI [C ], PIcθ ∈ G (PIθ)}. Then,
by the Bayes rules and the independence structure of the prior, writing
Pn := n
−1
∑n
i=1 δXi ,
Π(C ∩Ss | Xn) ≤
∫
As∩PI [C ]
∫
G (α) exp{nPn(Lα+γ − L0)}ΠIc(dγ)ΠI(dα)∫∫
exp{nPn(Lα+γ − L0)}ΠIc(dγ)ΠI(dα)
≤
∫
As∩PI [C ]
∫
G (α) exp{nPn(Lα+γ − L0)}ΠIc(dγ)ΠI(dα)∫
B(I;En,η)
∫
G˜s
exp{nPn(Lα+γ − L0)}ΠIc(dγ)ΠI(dα)
.(7.1)
The next step involves a fine control of the likelihood ratio in both the
numerator and the denominator of equation (7.1), to marginalize γ. The
main idea is that in both the numerator and denominator, the coefficients
γ lie on a small set, and thus the likelihood ratio can be controlled rather
finely. Let introduce the functions,
gα :=
∑
(j,k)∈I
(αj,k − θ0j,k)ψj,k, α ∈ PI [Θ],
hγ :=
∑
(j,k)∈Ic
{γj,k + cj,k(γ + PIθ0)− θ0j,k}ψj,k, γ ∈ PIc [Θ].
The difference Lα+γ − L0 can be conveniently expressed in term of the
functions gα and hγ . We indeed have the following lemma.
Lemma 7.1. Assume that there exists a constant B ≤ 1 such that ‖gα‖∞ ≤
B and ‖hγ‖∞ ≤ B. Then,
Pn(Lα+γ − L0) = (Pn − P0)gα − 1 +O(B)
2
(
P0[g
2
α]− P0[gα]2
)
+ Pnhγ + P0[gα(e
hγ − 1)].
The two problematic terms in Lemma 7.1 are P0[gα]
2, and most impor-
tantly P0[gα(e
hγ − 1)]. The term Pnhγ will be seen to cancel out in the
numerator and denominator, and thus our goal is to show that both P0[gα]
2
and P0[gα(e
hγ − 1)] are small compared to the dominating term P0[g2α].
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Lemma 7.2. There is a universal constant C > 0 such that if I∩J0 = ∅
then P0[gα]
2 ≤ C2−2J0βP0[g2α] for all α ∈ PI [Θ].
Lemma 7.3. Let assumption 3 be valid. Then for all M,B > 0 there
exists J0 ∈ N and C > 0 such that for all I ⊆ J c0 , for all γ ∈ G˜s and for all
α ∈ PI [Θ], |P0[gα(ehγ − 1)]| ≤ BP0[g2α] + sBM2E2n + Cn−1.
Remark that for γ ∈ G˜s we always have ‖hγ‖∞ . Γη. Hence, combining
the Lemmas 7.1 to 7.3 we obtain that for all γ ∈ G˜s and all α ∈ PI [Θ] (and
thus on the denominator of equation (7.1)), for any B > 0 the constants J0,
M and η can be chosen such that asymptotically
Pn(Lα+γ − L0) ≥ (Pn − P0)gα − 1 +B
2
P0[g
2
α] + Pnhγ − sBM2E2n − Cn−1.
Because p0 is bounded (as L0 is) we have P0[g
2
α] .
∫
g2α = ‖α − PIθ0‖22,
where the last equality is a consequence of the orthogonality of the wavelet
basis. Hence P0[g
2
α] . E2n ≤ sE2n whenever α ∈ B(I; En,I , η) and s ∈ N.
Thus, for any B > 0 we can choose M , J0 large enough and η small enough
such that for all α ∈ B(I; En, η) and all γ ∈ G˜s
(7.2) Pn(Lα+γ − L0) ≥ (Pn − P0)gα − P0[g
2
α]
2
+ Pnhγ − sBM2E2n − Cn−1
It is not so obvious that the converse inequality holds for α ∈ As and
γ ∈ G (α), i.e. on the numerator of equation (7.2). It is indeed a consequence
of the next lemma whenever Γ in the definition of G˜s is chosen large enough
(but universal).
Lemma 7.4. The constant Γ > 0 in the definition of G˜s can be chosen
large enough (but universal) such that G (α) ⊆ G˜s whenever α ∈ As∩PI [C ].
Consequently, with the same argument as before, and because P0[g
2
α] .
‖α−PIθ0‖22 ≤ 2sM2E2n for every α ∈ As, we find that for every α ∈ As and
every γ ∈ G (α) we have for any B > 0, provided J0 and η are appropriately
chosen (but constant)
(7.3) Pn(Lα+γ − L0) ≤ (Pn − P0)gα − P0[g
2
α]
2
+ Pnhγ + sBM
2E2n +Cn−1.
Combining the results of equations (7.1) to (7.3), we find that for B > 0
that can be made arbitrary small by choosing J0, M and η accordingly,
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asymptotically Π(C ∩Ss | Xn) is bounded by a generic constant times
sup
α∈As∩PI [C ]
{∫
G (α) e
nPnhγ ΠIc(dγ)∫
G˜
enPnhγ ΠIc(dγ)
}
×
∫
As∩PI [C ]
en(Pn−P0)gα−
n
2
P0[g2α]+snBM
2E2nΠI(dα)∫
B(I;En,η)
en(Pn−P0)gα−
n
2
P0[g2α]−snBM
2E2nΠI(dα)
,
and hence by Lemma 7.4 again Π(C ∩ Ss | Xn) is bounded by a generic
constant times
(7.4)
∫
As∩PI [C ]
en(Pn−P0)gα−
n
2
P0[g2α]+2snBM
2E2nΠI(dα)∫
B(I;En,η)
en(Pn−P0)gα−
n
2
P0[g2α]ΠI(dα)
.
We will now (lower) bound the denominator of equation (7.4). We intro-
duce the averages of gα and g
2
α over B(I; En, η), i.e. for all x ∈ [0, 1],
G˜1(x) :=
∫
B(I;En,η)
gα(x)ΠI(dα)
ΠI(B(I; En, η)) , G˜2(x)
:=
∫
B(I;En,η)
gα(x)
2ΠI(dα)
ΠI(B(I; En, η)) .
Then by Jensen’s inequality and Fubini’s theorem, the denominator of equa-
tion (7.4) is at least
ΠI(B(I; En, η))
∫
B(I;En,η)
en(Pn−P0)gα−
n
2
P0[g2α]
ΠI(dα)
ΠI(B(I; En, η))
≥ ΠI(B(I; En, η)) exp
{
n(Pn − P0)G˜1 − n
2
P0[G˜2]
}
= ΠI(B(I; En, η))
n∏
i=1
exp
{
G˜1(Xi)− P0[G˜1]− 1
2
P0[G˜2]
}
.
For every α ∈ As∩PI [C ], we define a measure Qα on [0, 1], not necessarily
a probability measure, such that Qα admits the density
qα(x) :=
p0(x) exp
{
gα(x)− P0[gα]− 12P0[g2α]
}
exp
{
G˜1(x)− P0[G˜1]− 12P0[G˜2]
} .
Thus, by equation (7.4) and by the previous bound on its denominator, we
find that
(7.5) Π(C ∩Ss | Xn) . e
2snBM2E2n
ΠI(B(I; En, η))
∫
As∩PI [C ]
n∏
i=1
qα(Xi)
p0(Xi)
ΠI(dα).
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Taking the expectation both sides of equation (7.5) and using Fubini’s
theorem, we obtain that
Pn0 Π(C ∩Ss | Xn) .
e2snBM
2E2n
ΠI(B(I; En, η))
∫
As∩PI [C ]
Qα[0, 1]
nΠI(dα).
In combination with Lemma 7.5 below to bound Qα[0, 1], the previous gives
half of the proof of the theorem. For the other half, we adapt the stan-
dard test-approach to handle that Qα is not necessarily a probability dis-
tribution by taking ideas of Kleijn and van der Vaart (2006) for construct-
ing generalized tests, in Lemma 7.6 below. Using those tests, we find that
whenever B > 0 is small enough, there are constants C, c > 0 such that
Pn0 Π(C ∩Ss | Xn) is bounded for any D > 0 by
Pn0 [φΠ(C ∩Ss | Xn)] + Pn0 [(1 − φ)Π(C ∩Ss | Xn)]
. Pn0 φ+
e2snBM
2E2n,I
ΠI(B(I; En, η))
∫
As∩PI [C ]
Qnα(1− φ)ΠI(dα)
≤ N(c
√
sMEn,As, ‖ · ‖2)
D
e−CsnM
2E2n +De−CsnM
2E2n
ΠI(As ∩ PI [C ])
ΠI(B(I; En, η)) .
The previous bound is valid for any D > 0, the conclusion of the theorem
then follows by applying the so-called square-root trick (see Walker, 2004;
Lijoi et al., 2005; Ghosal and van der Vaart, 2007b; Walker et al., 2007), i.e.
choosing
D =
√
N(c
√
sMEn,As, ‖ · ‖2)Π(B(I; En, η))
Π(As)
.
Lemma 7.5. AssumeM > 0 large enough such that M2 & 1∨η−1. Then,
there is a generic constant K > 0 such that for all α ∈ As ∩ PI [C ]
Qα[0, 1] ≤ exp{KηsM2E2n}.
Lemma 7.6. There exist η0 > 0, M0 > 0 and generic constants C, c > 0
such that for every 0 < η ≤ η0, every M ≥M0 and every D > 0 there exists
a test φ : [0, 1]n → [0, 1] satisfying
Pn0 φ ≤
N(c
√
sMEn,As ∩ PI [C ], ‖ · ‖2)e−CsnM2E2n
D
,
and,
sup
α∈As∩PI [C ]
Qnα(1− φ) ≤ De−CsnM
2E2n .
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7.3. Proof of Corollary 4.1. As in Section 7.2, since I is fixed, we drop
out the scripts I and we write S ≡ SI , Ss ≡ SI,s, A ≡ AI , As ≡ AI,s,
and En ≡ En,I .
Remark that for any s ∈ N, As ⊆ {α ∈ RI : ‖α − PIθ0‖2 ≤
√
2sMEn}.
By Pollard (1990, Lemma 4.1), this implies that
N(c
√
sMEn,As, ‖ · ‖2) ≤
(3√2sMEn
c
√
sMEn
)|I|
=
(3√2
c
)|I|
.
Thus, in the conditions of Theorem 4.2, Pn0 Π(C ∩S | Xn) is bounded above
by a generic constant times
(7.6)
∑
s∈N
min
{
e−nsKM
2E2n
√(3√2
c
)|I| ΠI(As)
ΠI(B(I; En, η)) ,
ΠI(As)
ΠI(B(I; En, η))
}
.
Assume first that KM2nE2n > 1. Then, from the previous display and
using Ho¨lder’s inequality, Pn0 Π(C ∩S | Xn) is bounded above by a generic
constant times
(3√2
c
)|I|/2{∑
s∈N
e−2nsKM
2E2n
}1/2{∑
s∈N
ΠI(As)
ΠI(B(I; En, η))
}1/2
.
(3√2
c
)|I|/2
e−nKM
2E2n
√
ΠI(A )
ΠI(B(I; En, η)) ,
where the last line follows because nKM2E2n > 1 and (As)s∈N is a partition
of A by construction.
We now consider the case where nKM2E2n ≤ 1. Let s0 ∈ N be the largest
integer s such that snKM2E2n ≤ 1. We split the sum of equation (7.6) into∑s0
s=1+
∑
s>s0
. Then, the first sum is smaller than
s0∑
s=1
eBsnM
2E2n,IΠI(As)
ΠI(B(I; En, η)) .
∑s0
s=1ΠI(As)
ΠI(B(I; En, η)) .
ΠI(A )
ΠI(B(I; En, η)) ,
while by Ho¨lder’s inequality again, the second sum is bounded by
(3√2
c
)|I|/2{∑
s>s0
e−2snKM
2E2n
}1/2{∑
s>s0
ΠI(As)
ΠI(B(I; En, η))
}1/2
.
(3√2
c
)|I|/2√ ΠI(A )
ΠI(B(I; En, η)) ,
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since for any s > s0 we have snKM
2E2n ≥ 1. Moreover, when nKM2E2n ≤ 1
we have e−nKM
2E2n & 1, and hence Pn0 Π(C ∩ S | Xn) is bounded by a
multiple generic constant times
e−nKM
2E2n
{(3√2
c
)|I|/2√ ΠI(A )
ΠI(B(I; En, η)) +
ΠI(A )
ΠI(B(I; En, η))
}
.
7.4. Proof of Theorem 5.1. We first derive a lower bound on En,I . Let J∗
be the largest integer such that
C02
−J∗(β+1/2) ≥
{√
log(n)/n if β > 1/2,
2−J∗/2ε∗n(β) if 0 < β ≤ 1/2.
We will write J∗ for J (J∗). Then, from the definitions of En,I and ρn,j, for
any I ⊆ I, we have
E2n,I = C20
∑
(j,k)∈I∩J c∗
2−j(1+2β) +
{
|I ∩ J∗| log(n)/n if β > 1/2,
ε∗n(β)
2
∑
(j,k)∈I∩J∗
2−j if 0 < β ≤ 1/2.
Remark that 2−j ≥ 2−J∗ when (j, k) ∈ J∗, and our definition of J∗ implies
that 2−J∗ε∗n(β)
2 ≥ C−1/β0 log(n)/n when 0 < β ≤ 1/2. Hence, with B = 1 if
β > 1/2 or B = C
−1/β
0 if 0 < β ≤ 1/2,
(7.7) E2n,I ≥ B|I ∩ J∗|
log(n)
n
+ C20
∑
(j,k)∈I∩J c∗
2−j(1+2β).
We now use the previous bound to get a lower bound on ΠI(B(I; En,I , η)).
Let α ∈ PI [Θ] be such that αj,k = 0 if (j, k) ∈ I ∩ J c∗ and |αj,k − θ0j,k| ≤√
B log(n)/n if (j, k) ∈ I ∩ J∗. By assumption there is a constant G > 0
such that |θ0j,k| ≤ G2−j(β+1/2) (Gine´ and Nickl, 2016, Equations 4.149 and
4.152), thus
‖α− PIθ0‖22 ≤ B|I ∩ J∗|
log(n)
n
+G2
∑
(j,k)∈I∩J c∗
2−j(1+2β),
and ‖α− PIθ0‖2 ≤ En,I provided C0 ≥ G, by equation (7.7). Furthermore,
‖α− PIθ0‖1,∞ . 2J∗/2
√
B log(n)
n
+ 2−J∗β,
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which gets eventually smaller than any η > 0 for n large enough. Whence,
for any vn ≤
√
B log(n)/n, we deduce that ΠI(B(I; En,I , η)) is greater or
equal to
(7.8)
∏
(j,k)∈I∩J∗
Πj,k
(|θj,k − θ0j,k| ≤ vn) ∏
(j,k)∈I∩J c∗
Πj,k(θj,k = 0).
Moreover, vn can be chosen polynomial in n and such that 2
j(β0+1/2)(|θ0j,k|+
vn) ≤ C for some C > 0, as long as β0 ≤ β and j ≤ J∗ ≤ Jn . log(n). Then,
by equations (5.1) and (5.3) we have
Πj,k
(|θj,k − θ0j,k| ≤ vn) ≥ ωj2j(β0+1/2)
∫ θ0j,k+vn
θ0j,k−vn
f(2j(β0+1/2)t) dt
& ωj2
j(β0+1/2)vn
& 2−j(1/2+b1−β0)vn.
Since vn is a polynomial in n and j ≤ J∗ . log(n) when (j, k) ∈ J∗, we
deduce from equation (7.8) that there is a generic constant C > 0 such that
ΠI(B(I; En,I , η)) ≥ exp
(
− C|I ∩ J∗| log(n) +
∑
(j,k)∈I∩J c∗
log(1− ωj)
)
& exp
(
− C|I ∩ J∗| log(n)
)
.(7.9)
We now derive an upper bound for ΠI(AI). For those indices (j, k) ∈
I ∩ J c∗ , we have ρn,j = C02−j(β+1/2). Since |θ0j,k| ≤ G2−j(β+1/2) for some
G > 0 (Gine´ and Nickl, 2016, Equations 4.149 and 4.152), it is clear that
|θj,k − θ0j,k| > Mρn,j = MC02−j(β+1/2) is realisable only if θj,k 6= 0 when
MC0 > G. Therefore, when M is large enough, by equation (5.1),
(7.10) ΠI(AI) ≤
∏
(j,k)∈I∩J c∗
ωj ≤ 2−(1+µ⋆)
∑
(j,k)∈I∩J c∗
j
.
We know that (ρn,j) satisfies assumption 3 (see the supplementary mate-
rial). Then, combining equations (7.7), (7.9) and (7.10) and Corollary 4.1,
we establish that when M > 0 is large enough and I ⊆ J c0 , there are con-
stants K,K ′ > 0 such that Pn0 Π(C ∩SI | Xn) is bounded above by a generic
constant times
exp
(
−KM2|I ∩ J∗| log(n) +K ′|I| − (1 + µ⋆) log(2)
2
∑
(j,k)∈I∩J c∗
j
)
.
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Since |I| = |I∩J∗|+ |I∩J c∗ |, and
∑
(j,k)∈I∩J c∗
j & |I∩J c∗ | log(n), we deduce
that for some K > 0 (eventually different than before)
Pn0 Π(C ∩SI | Xn) ≤
∏
(j,k)∈I∩J∗
n−KM
2
∏
(j,k)∈I∩J c∗
2−j(1+µ⋆+o(1))/2(7.11)
=:
∏
(j,k)∈I
e−gj ,
where we have defined for simplicity gj := KM
2 log(n) if 0 ≤ j ≤ J∗ and
gj := j(1 + µ⋆ + o(1)) log(2)/2 if j > J∗. Hence,∑
I⊆J c0∩Jn
Pn0 Π(C ∩SI | Xn)1|I|≥1
≤
∑
b∈{0,1}J
c
0∩Jn
1{
∑
j,k
bj,k ≥ 1}
∏
(j,k)∈J c0∩Jn
e−gjbj,k
≤
∑
(j′,k′)∈J c0∩Jn
∑
b∈{0,1}J
c
0
∩Jn
e−gj′1{bj′,k′=1}
∏
(j,k)∈J c0∩Jn
(j,k)6=(j′,k′)
e−gjbj,k
≤
∑
(j′,k′)∈J c0∩Jn
e−gj′
∏
(j,k)∈J c0∩Jn
(1 + e−gj).
The previous display is o(1) whenever
∑
(j,k)∈Jn
e−gj = o(1), which is the
case when µ⋆ > 1 and M is sufficiently large, because∑
(j,k)∈Jn
e−gj =
∑
(j,k)∈J∗
e−gj +
∑
(j,k)∈J c∗∩Jn
e−gj
. |J∗|n−KM2 +
∑
j>J∗
2−j(1+µ⋆+o(1))/22j
as there are no more than . 2j wavelets at level j, J∗ →∞ and |J∗| ≤ |Jn| .
n. Therefore, we have proved that under the conditions of the theorem
(7.12)
∑
I⊆J c0∩Jn
Pn0 Π(C ∩SI | Xn)1|I|≥1 = o(1).
Now remark that
∑Jn
j=0 2
j/2ρn,j . ε
∗
n(β) when β > 1/2 and
∑Jn
j=0 2
j/2ρn,j .
J∗ε
∗
n(β) . log(n)ε
∗
n(β) if 0 < β ≤ 1/2. Since the prior satisfies assumptions 1
and 2 with εn = ε
∗
n(β) (see the supplementary material), the conclusion fol-
lows by Theorem 4.1.
8. Proofs of the Lemmas.
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8.1. Proof of Lemma 7.1. By assumption, we have I ⊆ J c0 ∩ Jn. Hence,
for any (j, k) ∈ I we have cj,k(θ) = 0 regardless of θ when J0 is large enough
so that J c0 ∩ J‖ = ∅. Hence, by definitions Lα+γ − L0 is equal to∑
(j,k)∈I
{αj,k + cj,k(γ +α)− θ0j,k}ψj,k +
∑
(j,k)∈Ic
{γj,k + cj,k(γ +α)− θ0j,k}ψj,k
=
∑
(j,k)∈I
{αj,k − θ0j,k}ψj,k +
∑
(j,k)∈Ic
{γj,k + cj,k(γ +α)− θ0j,k}ψj,k.
We define the function ∆ : RI × RIc × [0, 1]→ R such that,
∆(α,γ, x) :=
∑
(j,k)∈Ic
{cj,k(γ +α)− cj,k(γ + PIθ0)}ψj,k(x).
Thus, we obtain that
(8.1) Lα+γ − L0 = gα + hγ +∆(α,γ, ·).
But, by definition of cj,k, and because I
c contains all the indexes (j, k) such
that
∫
ψj,k 6= 0, we have
∆(α,γ, x) = − log
∫
[0,1] exp{
∑
(j,k)∈I αj,kψj,k +
∑
(j,k)∈Ic γj,kψj,k}∫
[0,1] exp{
∑
(j,k)∈I θ
0
j,kψj,k +
∑
(j,k)∈Ic γj,kψj,k}
.
Hence for every fixed (α,γ) ∈ RI × RIc the mapping x 7→ ∆(α,γ, x) is
constant, which we write ∆(α,γ).
The rest of the proof consists on expanding α 7→ ∆(α,γ) near α ≈ PIθ0.
To ease notations, we write θ′ :=
∑
(j,k)∈I θ
0
j,kej,k +
∑
(j,k)∈Ic γj,kej,k. Then,
by a Taylor expansion of the exponential function up to the third order (near
zero), and because by assumption ‖gα‖∞ ≤ B ≤ 1, we have∫
[0,1]
exp{
∑
(j,k)∈I
αj,kψj,k +
∑
(j,k)∈Ic
γj,kψj,k}
=
∫
[0,1]
exp{
∑
(j,k)∈I
θ′j,kψj,k} exp{
∑
(j,k)∈I
(αj,k − θ0j,k)ψj,k}
=
∫
[0,1]
exp{
∑
(j,k)∈I
θ′j,kψj,k} exp{gα}
=
∫
[0,1]
exp{
∑
(j,k)∈I
θ′j,kψj,k}
{
1 + gα +
1 +O(B)
2
g2α
}
.
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Therefore,∫
[0,1] exp{
∑
(j,k)∈I αj,kψj,k +
∑
(j,k)∈Ic γj,kψj,k}∫
[0,1] exp{
∑
(j,k)∈I θ
0
j,kψj,k +
∑
(j,k)∈Ic γj,kψj,k}
=
∫
[0,1] exp{
∑
(j,k)∈I θ
′
j,kψj,k}
{
1 + gα +
1+O(B)
2 g
2
α
}
∫
[0,1] exp{
∑
(j,k)∈I θ
′
j,kψj,k}
= 1 + Pθ′ [gα] +
1 +O(B)
2
Pθ′ [g
2
α].
Then, by doing a Taylor expansion of x 7→ log(1 + x) to third order (near
0), and because ‖gα‖∞ ≤ B ≤ 1, we find that
∆(α,γ) = − log
(
1 + Pθ′ [gα] +
1 +O(B)
2
Pθ′ [g
2
α]
)
= −Pθ′ [gα]− 1 +O(B)
2
Pθ′ [g
2
α]
+
1 +O(B)
2
(
Pθ′ [gα] +
1 +O(B)
2
Pθ′ [g
2
α]
)2
.
Therefore,
(8.2) ∆(α,γ) = −Pθ′ [gα]− 1 +O(B)
2
{
Pθ′ [g
2
α]− Pθ′ [gα]2
}
.
The last equation is not satisfactory yet, since the expectations are taken
under Pθ′ and not P0. Intuitively, however, the expectation under Pθ′ should
not differ too much from the expectation under P0 when γ is close enough
to PIcθ0. For any measurable F : [0, 1]→ R, we have that
(8.3) Pθ′ [F ] =
∫
[0,1]
pθ′F = P0[F exp{log(pθ′/p0)}] = P0[F exp{Lθ′ −L0}].
But, with the argument that cj,k = 0 identically for all (j, k) ∈ I, and from
the definition of θ′, we have that
Lθ′ − L0 =
∑
(j,k)∈I
{θ′j,k + cj,k(θ′)− θ0j,k}ψj,k
=
∑
(j,k)∈Ic
{γj,k + cj,k(γ + PIθ0)− θ0j,k}ψj,k = hγ .
Hence, from equation (8.3),
Pθ′ [gα] = P0[gαe
hγ ] = P0[gα] + P0[gα(e
hγ − 1)].
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Similarly, because by assumption ‖hγ‖∞ ≤ B ≤ 1, we obtain by Taylor
expansion of x 7→ ex near 0 that
Pθ′ [g
2
α] = P0[g
2
αe
hγ ] = P0[g
2
α](1 +O(B)).
Combining the two last displays with equations (8.1) and (8.2), the result
follows.
8.2. Proof of Lemma 7.2. By the assumption that L0 ∈ Bβ∞,∞[0, 1],
we have p0 ∈ Bβ∞,∞[0, 1]. By the classical equivalence results between the
Bβ∞,∞[0, 1] norm and the wavelet coefficients norm (Gine´ and Nickl, 2016,
Equations 4.149 and 4.152), there is a generic constant C > 0 depending
only on L0 and the CDV basis such that |P0[ψj,k]| ≤ C2−j(1/2+β). Then,
|P0[gα]| ≤
∑
(j,k)∈I
|αj,k − θ0j,k||P0[ψj,k]|
≤ C
{ ∑
(j,k)∈I
2−j(1+2β)
}1/2{ ∑
(j,k)∈I
|αj,k − θ0j,k|2
}1/2
,
where the last line follows from Ho¨lder’s inequality. Now because I ∩ J0 =
∅ and because at each level j we have at most a multiple constant of 2j
wavelets, we have
∑
(j,k)∈I 2
−j(1+2β) ≤∑j≥J0 2−2jβ . 2−2J0β. Hence,
(8.4) P0[gα]
2 . 2−2J0β
∑
(j,k)∈I
|αj,k − θ0j,k|2.
On the other hand, because p0 is uniformly bounded from below on [0, 1]
(recall that p0 = e
L0 and L0 ∈ Bβ∞,∞[0, 1], hence ‖L0‖∞ <∞), we have
P0[g
2
α] =
∫
[0,1]
p0
{ ∑
(j,k)∈I
(αj,k − θ0j,k)ψj,k
}2
&
∫
[0,1]
{ ∑
(j,k)∈I
(αj,k − θ0j,k)ψj,k
}2
=
∑
(j,k)∈I
|αj,k − θ0j,k|2,(8.5)
where the last line follows from the orthogonality of the CDV basis. The
conclusion follows by combining the last display with equation (8.4).
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8.3. Proof of Lemma 7.3. In the whole proof, to ease notations, we
write xj,k := αj,k − θ0j,k and yj,k := γj,k + cj,k(γ + PIθ0) − θ0j,k, so that
gα =
∑
(j,k)∈I xj,kψj,k and hγ =
∑
(j,k)∈Ic yj,kψj,k. We assume without loss
of generality that J0 is large enough such that J c0 ∩ J‖ = ∅.
We will bound |P0[gα(ehγ − 1)]| by bounding |P0[gαhpγ ]| for every p ≥ 1.
Using the definition of gα and hγ , we find that for any p ≥ 1,
P0[gαh
p
γ ] = P0[gαhγh
p−1
γ ] =
∑
(j,k)∈I
xj,k
∑
(ℓ,m)∈Ic
yℓ,mP0[h
p−1
γ ψj,kψℓ,m].(8.6)
Now pick u′ ∈ suppψj,k ∩ suppψℓ,m arbitrary (if the intersection is empty,
take u′ = 0). Then, by orthogonality of the CDV basis, whenever (j, k) 6=
(ℓ,m)
P0[h
p−1
γ ψj,kψℓ,m] =
∫
[0,1]
p0(u)h
p−1
γ (u)ψj,k(u)ψℓ,m(u) du
=
∫
[0,1]
{p0(u)hγ(u)p−1 − p0(u′)hγ(u′)p−1}ψj,kψℓ,m.(8.7)
Moreover,
|p0(u)hγ(u)p−1 − p0(u′)hγ(u′)p−1|
≤ ‖p0‖∞|hγ(u)p−1 − hγ(u′)p−1|+ ‖hγ‖p−1∞ |p0(u)− p0(u′)|
≤ (p− 1)‖p0‖∞‖hγ‖p−2∞ |hγ(u)− hγ(u′)|+ ‖hγ‖p−1∞ |p0(u)− p0(u′)|,
where the second line follows by induction. We claim that there is a constant
C > 0 such that |p0(u)− p0(u′)| ≤ C|u− u′|1∧β for all u, u′ ∈ [0, 1]. Indeed,
p0(u) = exp{L0(u)}, and hence |p0(u) − p0(u′)| = p0(u)|1 − exp{L0(u′) −
L0(u)}| ≤ p0(u′)|L0(u) − L0(u′)|. Now L0 ∈ Bβ∞,∞[0, 1], and thus we can
find C > 0 such that |p0(u) − p0(u′)| ≤ C|u − u′|1∧β for all u, u′ ∈ [0, 1].
Furthermore, when γ ∈ G˜s, by equivalence between the Bβ∞,∞[0, 1] norm
and the norm of the wavelet coefficients (Gine´ and Nickl, 2016, Equations
4.149 and 4.152), for any κ ∈ [0, 1]
|hγ(u)− hγ(u′)| . |u− u′|κ sup
(j,k)∈Ic
|yj,k|2j(κ+1/2)
. |u− u′|κ( sup
(j,k)∈Ic∩J‖
|yj,k|+ sup
(j,k)∈Ic∩J c
‖
|yj,k|2j(κ+1/2)
)
. |u− u′|κ(η + sup
j≥0
{Mρn,j2j(κ+1/2)}
)
.
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Then,
(8.8) |p0(u)hγ(u)p−1 − p0(u′)hγ(u′)p−1| . ‖hγ‖p−1∞ |u− u′|1∧β
+ (p− 1)‖hγ‖p−2∞ sup
j≥0
{η +Mρn,j2j(κ+1/2)}|u− u′|κ
Remark that when suppψj,k∩suppψℓ,m = ∅, we have P0[hp−1γ ψj,kψℓ,m] =
0, and when suppψj,k ∩ suppψℓ,m 6= ∅, we deduce from the previous discus-
sion and equations (8.7) and (8.8) that |P0[hp−1γ ψj,kψℓ,m]| is bounded by a
universal constant times
(p − 1)‖hγ‖p−2∞ sup
j≥0
{η +Mρn,j2j(κ+1/2)}2−(j∨ℓ)κ
∫
|ψj,kψℓ,m|
+ ‖hγ‖p−1∞ 2−(j∨ℓ)(1∧β)
∫
|ψj,kψℓ,m|.
Since |P0[gα(ehγ − 1)]| ≤
∑
p≥1 |P0[gαhpγ ]|/p!, and since the last display is
true for every κ ∈ [0, 1], we obtain from equation (8.6) and the last display
that
|P0[gα(ehγ − 1)]| ≤
∑
(j,k)∈I
|xj,k|
∑
(ℓ,m)∈Ic
|yℓ,m|
∑
p≥1
1
p!
|P0[hp−1γ ψj,kψℓ,m]|
. e‖hγ‖∞
∑
(j,k)∈I
|xj,k|
∑
(ℓ,m)∈Ic
|yℓ,m|Aj,ℓ
∫
|ψj,kψℓ,m|,(8.9)
where we defined
Aj,ℓ := inf
κ∈[0,1]
{
sup
j′≥0
{η +Mρn,j′2j′(κ+1/2)}2−(j∨ℓ)κ + 2−(j∨ℓ)(1∧β)
}
.
Remark that ‖hγ‖∞ . Γη . 1 uniformly on G˜s. We now split the second
sum in the rhs of equation (8.9) into
∑
(ℓ,m)∈Ic∩J‖
+
∑
(ℓ,m)∈Ic∩J c
‖
. On the
first sum, we have |yℓ,m| ≤ Mρn,ℓ + Γ
√
sMEn, while on the second sum
|yℓ,m| ≤Mρn,ℓ. We deduce that
(8.10) |P0[gα(ehγ − 1)]| . M
∑
(j,k)∈I
|xj,k|
∑
(ℓ,m)∈Ic
ρn,ℓAj,ℓ
∫
|ψj,kψℓ,m|
+ Γ
√
sMEn
∑
(j,k)∈I
|xj,k|
∑
(ℓ,m)∈Ic∩J‖
Aj,ℓ
∫
|ψj,kψℓ,m|.
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Since
∑
(ℓ,m)∈Ic ρn,ℓAj,ℓ
∫ |ψℓ,mψj,k| ≤ ∑ℓ≥0 ρn,ℓAj,ℓ ∫ |ψj,k|∑m |ψℓ,m| .
2−j/2
∑
ℓ≥0 2
ℓ/2ρn,ℓAj,ℓ, the first term of the rhs of equation (8.10) is bounded
by MB‖x‖22 + Cn−1 for B eventually small enough by choosing J0 large
enough and η small enough, because of assumption 3. Moreover, J‖ is a
finite set, and Aj,ℓ . M2
−jc for c = 1∧β∧κ′ under assumption 3. Then the
second term of the rhs of equation (8.10) is bounded above by a generic con-
stant times M
√
sMEn
∑
(j,k)∈I |xj,k|2−j(1/2+c), which is in turn bounded by
M
√
sMEn‖x‖2{
∑
(j,k)∈I 2
−j(1+2c)}1/2 by Ho¨lder’s inequality. Because there
are at most . 2j wavelets at level j and because I ∩ J0 = ∅ by assump-
tion (and thus j > J0 for every (j, k) ∈ I), the second term of the rhs of
equation (8.10) is bounded by M2−J0c
√
sMEn‖x‖2. Whence,
|P0[gα(ehγ − 1)]| . MB‖x‖22 +M2−J0c
√
sMEn‖x‖2 + n−1
≤M
(
B +
1
2
2−J0c
)
‖x‖22 +
M2−J0c
2
sM2E2n + n−1,
where the last line follows by Young’s inequality. The conclusion then follows
because ‖x‖22 & P0[g2α] by equation (8.5).
8.4. Proof of Lemma 7.4. Clearly when (j, k) ∈ J c‖ we have cj,k = 0
identically. Hence, whenever (j, k) ∈ Ic∩J c‖ we have |γj,k+ cj,k(γ+PIθ0)−
θ0j,k| = |γj,k − θ0j,k| ≤Mρn,j regardless of α for every γ ∈ G (α).
Now, we consider the indexes in Ic ∩ J‖. To ease notations, we define
θ′ := γ +PIθ0. Then, we have |cj,k(γ+PIθ0)− cj,k(γ +α)| bounded above
by
‖ψj,k‖1
∣∣∣ log
∫
[0,1] exp{
∑
(j,k)∈I θ
′
j,kψj,k +
∑
(j,k)∈I(αj,k − θ0j,k)ψj,k)}∫
[0,1] exp{
∑
(j,k)∈I θ
′
j,kψj,k}
∣∣∣
Remark that
∑
(j,k)∈I(αj,k − θj,k)ψj,k = gα, and ‖gα‖∞ . η . 1 on As ∩
PI [C ]. Moreover, ‖ψj,k‖1 . 2−j/2, and thus for η small enough, and for all
α ∈ As ∩ PI [C ] and all γ ∈ G (α), |cj,k(γ + PIθ0) − cj,k(γ + α)| bounded
above by a generic constant times
(8.11) 2−j/2
∫
[0,1] e
∑
(j,k)∈I θ
′
j,kψj,k |gα|∫
[0,1] e
∑
(j,k)∈I θ
′
j,kψj,k
= 2−j/2Pθ′ [|gα|].
It follows that whenever α ∈ As ∩ PI [C ] and γ ∈ G (α), we have
‖γ + c(γ + PIθ0)− PIcθ0‖1,∞ ≤ η + ‖c(γ +α)− c(γ + PIθ0)‖1,∞
. η + ‖gα‖∞ . η.
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Hence, when Γ is large enough, for all α ∈ As ∩PI [C ] and for all γ ∈ G (α),
(8.12) ‖γ + c(γ + PIθ0)− PIcθ0‖1,∞ ≤ Γη.
Similarly, remark that Pθ′ [|gα|] = P0[|gα|ehγ ] (see for instance the end of
Section 8.1). Now let α ∈ As ∩ PI [C ] and γ ∈ G (α) be arbitrary. Then,
because of equation (8.12) it holds ‖hγ‖∞ . η, and thus Pθ′ [|gα|] ≤ (1 +
O(η))P0[|gα|]. Therefore, we deduce from equation (8.11) that
|cj,k(γ + PIθ0)− cj,k(γ +α)| . 2−j/2P0[|gα|] ≤ 2−j/2P0[g2α]1/2,
where the second inequality follows by Ho¨lder’s inequality. But whenα ∈ As,
we have P0[g
2
α]
1/2 . ‖α−PIθ0‖2 ≤
√
(s + 1)MEn,I ≤
√
2sMEn,I , and thus
for all α ∈ As ∩ PI [C ] and all γ ∈ G (α) when Γ is large enough
|γj,k + cj,k(γ + PIθ0)− θ0j,k| ≤Mρn,j + |cj,k(γ + PIθ0)− cj,k(γ +α)|
≤Mρn,j + Γ
√
sMEn,I .
8.5. Proof of Lemma 7.5. By the definition of Qα, we have
Qα[0, 1] = P0[e
gα−G˜1 ]e−P0[gα−G˜1]−
1
2
P0[g2α]+
1
2
P0[G˜2].
And,
P0[e
gα−G˜1 ] = 1 + P0[e
gα−G˜1 − 1] ≤ exp{P0[egα−G˜1 − 1]}.
Thus,
Qα[0, 1] ≤ exp
{
P0[e
gα−G˜1 − (gα − G˜1)− 1]− 1
2
P0[g
2
α] +
1
2
P0[G˜2]
}
.
But by Taylor expansion of the exponential function we have for all x ∈ R
that ex = 1 + x + (x2/2)ex¯ for some x¯ ∈ (0, x). Then from the previous
display we get that
Qα[0, 1] ≤ exp
{1
2
e‖gα−G˜1‖∞P0[(gα − G˜1)2]− 1
2
P0[g
2
α] +
1
2
P0[G˜2]
}
.
By construction we have ‖G˜1‖∞ . η (because ‖gα‖∞ . η for all α ∈
B(I; En, η)) and ‖gα‖∞ . η for all α ∈ PI [C ] as well. Hence whenever
α ∈ PI [C ], there is a generic constant K > 0 such that ‖gα − G˜1‖∞ ≤ Kη,
and thus
e‖gα−G˜1‖∞P0[(gα − G˜1)2]− P0[g2α]
≤ eKηP0[(gα − G˜1)2]− P0[g2α]
= (eKη − 1)P0[g2α]− 2eKηP0[gαG˜1] + eKηP0[G˜21]
≤ eKη
(
KηP0[g
2
α] + ηP0[g
2
α] + (1 + 1/η)P0[G˜
2
1]
)
,
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where the last line follows from Young’s inequality for products applied to
P0[|gαG˜1|]. Also remark that P0[G˜21] ≤ P0[G˜2] because of Jensen’s inequality.
Hence for η small enough such that Kη ≤ log(2), we have
Qα[0, 1] ≤ exp{(K + 1)ηP0[g2α] + (3/2 + 1/η)P0[G˜2]}.
The conclusion follows because P0[G˜2] ≤ supα∈B(I;En,η) P0[g2α] . E2n and
P0[g
2
α] . sM
2E2n for every α ∈ As.
8.6. Proof of Lemma 7.6. Note that Qα is not necessarily a probability
measure, and hence some cares have to be taken, as in Kleijn and van der
Vaart (2006, Section 6), where the authors extend the classical testing frame-
work to finite measures.
We let D be a convex class of σ-finite measures on [0, 1], Then by a
minor adaptation of Kleijn and van der Vaart (2006, Lemma 6.1)1, for every
A,B > 0 there exists a test φ : [0, 1]→ [0, 1] such that for every Q ∈ D
AP0φ+BQ(1− φ) = sup
F∈D
inf
φ′
(AP0φ
′ +BF (1− φ′)).
The infinimum in the rhs of the previous is always smaller or equal to the
value at φ′ := 1(p0 < Bf/A). Thus, mimicking Kleijn and van der Vaart
(2006, Theorem 6.1), we deduce that there exists a test φ : [0, 1]n → [0, 1]
such that
(8.13) sup
Q∈D
{
APn0 φ+BQ
n(1− φ)} ≤ √ABR(P0,D)n,
where R(P0, Q) :=
∫ √
p0q is the Hellinger affinity between P0 and Q
2. No-
tice that equation (8.13) is valid for convex set D of σ-finite measures, not
necessarily probability measures.
We wish to apply the previous result to D = {Qα : α ∈ As∩PI [C ]}, but
this set is unlikely to be convex. We follow the classical trick which consists
on covering D with convex bodies. We let C1, . . . , CK be a minimal covering
of D with convex sets of finite measures, and such that for r > 0 to be
determined later
sup
Q∈Ck
R(P0, Q) ≤ e−r2 , k = 1, . . . ,K.
Then by a classical argument (see for instance Kleijn and van der Vaart
(2006, Theorem 6.2)), consisting on constructing tests for each ball Ck using
1See also Le Cam (1986, p. 475+)
2Here we assume without loss of generality that D and P0 are dominated.
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equation (8.13), there is a test φ : [0, 1]n → [0, 1] such that
(8.14) APn0 φ ≤
√
ABKe−nr
2
, sup
α∈As∩PI [C ]
BQnα(1− φ) ≤
√
ABe−nr
2
.
Thus to finish the proof we need to determine an upper bound on K.
The argument is taken from Kleijn and van der Vaart (2006, Lemma 2.1)
and runs as follows. Let F1, . . . , FK ′ be a minimal covering of As ∩ PI [C ]
with balls of radius ξ > 0 in the ‖ · ‖2 norm and center in As ∩ PI [C ], and
let F˜k := Fk ∩
{
α ∈ PI [Θ] : ‖α−PIθ0‖1,∞ ≤ η
}
for every k = 1, . . . ,K ′.
Clearly F˜1, . . . , F˜K ′ is still covering As ∩ PI [C ]. Now define Ck := {Qα :
α ∈ F˜k} for every k = 1, . . . ,K ′, so that C1, . . . , CK ′ is a covering of D.
If Ck is the convex-hull of Ck, clearly C1, . . . , CK ′ is a covering of D with
convex bodies. Thus it suffices to show that for each of these Ck we have
supQ∈Ck R(P0, Q) ≤ e−r
2
to conclude that K ≤ K ′ = N(ξ,As∩PI [C ], ‖·‖2).
Let pick k ∈ {1, . . . ,K ′} and Q ∈ Ck be arbitrary. Then, there exist
λi ≥ 0 and αi ∈ F˜k with
∑
i λi = 1 such that Q =
∑
i λiQαi . Let α denote
the center of F˜k. Then by definition of R, we have
R(P0, Q) = P0
[√qα
p0
√∑
i
λi
qαi
qα
]
.
Then, by Ho¨lder’s inequality, for any a > 2, with 1/a+ 1/b = 1,
R(P0, Q) ≤ P0
[(qα
p0
)b/2]1/b
× P0
[(∑
i
λi
qαi
qα
)a/2]1/a
.
Now because a > 2, remark that a/2 > 1 and b/2 < 1, thus the mapping
x 7→ xa/2 is convex, and by Jensen’s inequality,
R(P0, Q) ≤ P0
[(qα
p0
)b/2]1/b
× P0
[∑
i
λi
(qαi
qα
)a/2]1/a
≤ P0
[(qα
p0
)b/2]1/b
sup
α∈F˜k
P0
[(qα
qα
)a/2]1/a
.(8.15)
By mimicking the proof of Lemma 7.5 (see Section 8.5), there is a universal
constant C > 0 such that whenever α ∈ As ∩ PI [C ], log P0[(qα/p0)b/2] is
bounded above by
(8.16) − b
4
(
1− b(1 + η)e
Cηb/2
2
)
P0[g
2
α] +
b
4
(
1 +
b(1 + 1/η)
2
)
P0[G˜2]
≤ −b(1− bD/2)
4
P0[g
2
α],
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for any constant D > 0 by choosing η small enough and M large enough
(recall from Section 8.5 that P0[G˜2] . E2n, and for any α ∈ As we have
P0[g
2
α] & sM
2E2n ≥M2E2n because p0 is bounded from below and the wavelet
basis is orthonormal, thus P0[G˜2] . (1/M
2)P0[g
2
α] when α ∈ As). Also, for
any α ∈ F˜k,
P0
[(qα
qα
)a/2]
= P0[e
a
2
(gα−gα)]e−
a
2
P0[gα−gα]−
a
4
P0[g2α]+
a
4
P0[g2α]
≤ exp
{
P0[e
a
2
gα−gα − a
2
(gα − gα)− 1]− a
4
P0[g
2
α] +
a
4
P0[g
2
α]
}
.
But for all α ∈ F˜k we have ‖gα‖∞ . η, and the same bound holds true for
gα with α ∈ PI [C ]. Thus we can find a generic constant C > 0 such that
P0
[(qα
qα
)a/2]
≤ exp
{a2eCη
8
P0[(gα − gα)2]− a
4
P0[g
2
α] +
a
4
P0[g
2
α]
}
.
But by Young’s inequality, for any D′ > 0, we have
−a
4
P0[g
2
α] +
a
4
P0[g
2
α] = −
a
4
P0[(gα − gα)2]− a
2
P0[gα(gα − gα)]
≤ −a
4
P0[(gα − gα)2] + aD
′
4
P0[g
2
α] +
a
4D′
P0[(gα − gα)2].
Hence for all α ∈ F˜ ′k, P0[(qα/qα)a/2] is bounded by
(8.17) exp
{a
4
(aeCη
2
− 1 + 1
D′
)
P0[(gα − gα)2] + aD
′
4
P0[g
2
α]
}
.
Combining equations (8.15) to (8.17), we find that
R(P0, Q) ≤ exp
{
−1− bD/2−D
′
4
P0[g
2
α]+
1
4
(aeCη
2
−1+ 1
D′
)
P0[(gα−gα)2]
}
.
Now since α ∈ As we have P0[g2α] & ‖α − PIθ‖2 > sM2E2n. Similarly,
gα−gα =
∑
(j,k)∈I(αj,k−αj,k)ψj,k and thus P0[(gα−gα)2] . ‖α−α‖22 ≤ ξ2
because p0 is bounded from above (as L0 is) and Fk has radius ξ. Moreover,
since b < 2 and D,D′ > 0 can be made arbitrary small by choosing η,M
accordingly, there are universal constants C ′, C ′′ > 0 such that for every
k = 1, . . . ,K ′
sup
Q∈Ck
R(P0, Q) ≤ exp{−C ′sM2E2n + C ′′ξ2}.
The conclusion follows by taking ξ = c
√
sMEn for c > 0 small enough but
universal.
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Adaptive Bayesian density estimation in sup-norm :
Supplementary material
S1. Organization. This document is supplementary material for the
article Adaptive Bayesian density estimation in sup-norm. It contains the
missing proofs for the spike-and-slab prior example. It presents the results
in a self-contained manner so as to facilitate the reading.
• In Section S2, we introduce some new notations that were not needed
in the main document, but which we will need in the supplemental.
• In Section S3, we recall the prior definition.
• In Section S4, we prove the posterior concentration on small Hellinger
neighborhoods of the true density. This is the first step toward con-
centration in stronger distances.
• In Section S5, we prove concentration of the wavelet coefficients in
‖ · ‖2 and ‖ · ‖1,∞ norms, as needed by the assumptions 1 and 2 of the
main document.
• Finally, in Section S6, we prove that assumption 3 is satisfied for the
spike-and-slab example, for (ρn,j) taken as in the main document.
S2. Notations. We use the same conventions as in the main paper.
We furthermore make use of the following measures of discrepancy between
probability distributions. The Hellinger distance between P and Q is writ-
ten H(P,Q) := ‖√p − √q‖2. The Kullback–Leibler divergence is written
KL(P,Q) :=
∫ 1
0 p log(p/q). We also use the second-order measure of discrep-
ancy V(P,Q) :=
∫ 1
0 p log
2(p/q).
S3. Prior definition. Recall that we use the β-regular, orthogonal,
boundary corrected wavelets of Cohen et al. (1993), referred to as the CDV
basis. We denote this basis by {ψj,k : (j, k) ∈ I}, where I ⊆ Z2+, and refer
to Cohen et al. (1993); Gine´ and Nickl (2016); Castillo (2014) for details.
We use the spike-and-slab prior distribution (Mitchell and Beauchamp,
1988). For a deterministic truncation level Jn ∈ Z+ with 2Jn ≍ n, and
weights ω1, . . . , ωJn ∈ [0, 1], we let
θj,k
ind∼
{
(1− ωj)δ0 + ωjQj(·) if 0 ≤ j ≤ Jn,
δ0 if j > Jn.
Here δ0 is the point mass at zero and Qj are probability distributions on R.
We write Θ ⊂ RI the support of this prior. From θ, a prior on the space of
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densities over [0, 1] is induced by the mapping θ 7→ exp{Lθ}, where
(S1) Lθ :=
∑
(j,k)∈I
(θj,k + cj,k(θ))ψj,k,
and,
(S2) cj,k(θ) := −
∫
[0,1]
ψj,k log
∫
[0,1]
exp
{ ∑
(ℓ,m)∈I
θℓ,mψℓ,m
}
.
We write pθ := exp{Lθ}. Because of the orthogonality of the CDV basis, pθ
is a proper density, i.e pθ > 0 and
∫
[0,1] pθ = 1 for every θ ∈ Θ. Besides, we
will write θ0j,k :=
∫
[0,1] L0ψj,k. Note that cj,k(θ
0) = 0 identically. We let Π
denote the distribution of θ.
We assume Qj have densities qj such that for some β0 > 0 and some
density f , we have qj(x) := 2
j(β0+1/2)f(2j(β0+1/2)x) for every j ≥ 0. We
write F the probability distribution with density f . We further assume that
there are a1, b1, b2, µ⋆, x0 > 0 such that
a12
−j(1+b1) ≤ ωj ≤ 2−(1+µ⋆),(S3)
sup
x>1∨x0
eb2x
(
1− F [− log(x), log(x)]) ≤ 1,(S4)
and in order to ensure that the prior puts enough mass on neighborhoods
of p0, we also assume that for all G > 0 there is g > 0 such that
(S5) inf
x∈[−G,G]
f(x) ≥ g.
S4. Hellinger contraction. The starting point to the proof of the
concentration of the posterior in strong distances is to first establish the
contraction of the posterior for Pθ on small Hellinger neighborhoods of P0.
We will prove that for L0 ∈ Bβ∞,∞[0, 1] and for ε∗n(β) := (log(n)/n)β/(2β+1),
the spike-and-slab prior satisfies for M > 0 large enough,
(S1) Pn0 Π
(
H(Pθ , P0) ≤Mε∗n(β) | Xn
)
= 1 + o(1), n→∞.
One can notice that ε∗n(β) is not the optimal rate for the Hellinger distance,
this is a well-known consequence of the prior independence of the wavelets
coefficients (Hoffmann et al., 2015; Cai, 2008).
Equation (S1) is obtained classically, as a consequence of Ghosal et al.
(2000, Theorem 2.1) combined with Propositions S1 and S2 below.
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Proposition S1. Let Π be the spike-and-slab prior described in Sec-
tion S3. Assume L0 ∈ Bβ∞,∞[0, 1] for some 0 < β0 ≤ β ≤ β and let
ε∗n(β) := (log(n)/n)
β/(2β+1). Then, there exists C > 0 such that for n large
enough,
Π
(
KL(P0, Pθ) ≤ ε∗n(β)2, V(P0,θ) ≤ ε∗n(β)2
) ≥ exp{−Cnε∗n(β)2}.
Proof. Let θ be such that |θj,k − θ0j,k| ≤ n−1/2 if j ≤ J˜ and θj,k = 0 for
g > J˜ , with J˜ a truncation level to be chosen accordingly. Because |θ0j,k| .
2−j(β+1/2) by assumption (Gine´ and Nickl, 2016, Equations 4.149 and 4.152),
this implies that ‖θ−θ0‖1,∞ .
∑
j≤J˜ 2
j/2n−1/2+
∑
j>J˜ 2
−jβ . 2J˜/2n−1/2+
2−J˜β . ε∗n(β) by choosing the optimal truncation level. By van der Vaart
and van Zanten (2008, Lemma 3.1), this implies that KL(P0, Pθ) . ε
∗
n(β)
2
and V(P0, Pθ) . ε
∗
n(β)
2. Thus, for some B > 0,
Π
(
KL(P0, Pθ) ≤ Bε∗n(β)2, V(P0,θ) ≤ Bε∗n(β)2
)
≥
∏
j≤J˜
∏
k
ωjΠj,k
(|θj,k − θ0j,k| ≤ n−1/2)
Jn∏
j=J˜
∏
k
(1− ωj)
≥
∏
j≤J˜
∏
k
ωj2
j(β0+1/2)
∫ θ0j,k+n−1/2
θ0j,k−n
−1/2
f(2j(β0+1/2)t) dt
Jn∏
j=J˜
∏
k
(1− ωj)
=
∏
j≤J˜
∏
k
ωj
∫ 2j(β0+1/2)(θ0j,k+n−1/2)
2j(β0+1/2)(θ0j,k−n
−1/2)
f(t) dt
Jn∏
j=J˜
∏
k
(1− ωj).
Since β ≥ β0 and j ≤ J˜ , there is a constant g > 0 such that f ≥ g always on
the domain of integration of the previous display. Moreover, ωj & 2
−j(1+b1)
and there are no more than a generic constant times 2j wavelets at each
level j, then for some constants C,C ′ > 0,
Π
(
KL(P0, Pθ) ≤ Bε∗n(β)2, V(P0, Pθ) ≤ Bε∗n(β)2
) ≥ exp{−C2J˜ log(n)},
≥ exp{−C ′nε∗n(β)2}.
Proposition S2. Let Π be the spike-and-slab prior described in Sec-
tion S3. Let nε2n → ∞ with log(nε2n) & log(n) and let n be large enough.
Then for every C > 0 there exists a sequence of sets (Θn)n≥0 such that
Π(Θn) . exp{−Cnε2n) and logN(εn,Pn,H) ≤ nε2n, where Pn = {pθ :
θ ∈ Θn}.
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Proof. We choose, for some constant K,K ′ > 0,
Θn :=
{
θ ∈ Θ : supj,k 2
j(β0+1/2)|θj,k| ≤ log(Knε2n),
|{θj,k 6= 0}| ≤ K ′nε2n/ log(nε2n)
}
.
Then, by construction of the prior since θj,k = 2
−j(β0+1/2)Zj,k for Zj,k ∼ F ,
and since all the coefficients are independent,
Π(Θcn) ≤
∑
j,k
ωjΠ
(|Zj,k| > log(Knε2n))+Π(|{θj,k 6= 0}| > Knε2n)
≤ e−b2Knε2n +Π
(
|{θj,k 6= 0}| > Knε
2
n
log(nε2n)
)
,
where the second line follows because ωj ≤ 2−j(1+µ⋆) for µ⋆ > 0 and be-
cause there are at most a generic constant times 2j wavelets at each level
j ∈ Z+, and because of the assumption of equation (S4). Furthermore,
EΠ[|{θj,k 6= 0}|] ≤
∑Jn
j=0
∑
k 2
−j(1+µ⋆) . 1, Hence, by Chernoff’s bound, for
some constant B > 0 when Knε2n gets large enough
Π
(
|{θj,k 6= 0}| > Knε
2
n
log(nε2n)
)
≤ e−BKnε2n .
Thus Θn meets the first requirement of the proposition.
We now determine an upper bound on N(εn,Pn,H). We assume without
loss of generality that Mn := K
′nε2n/ log(nε
2
n) is integer. Furthermore there
is a generic constant c > 0 such that, for any θ,θ′ ∈ Θn (see van der Vaart
and van Zanten, 2008, Lemma 3.1),
H(Pθ , Pθ′) . ‖θ − θ′‖1,∞e−c‖θ−θ′‖1,∞ .
But, for any θ,θ′ ∈ Θn, writing Zj,k = 2j(β0+1/2)θj,k and Z ′j,k = 2j(β0+1/2)θ′j,k,
it is clear that ‖θ − θ′‖1,∞ . ‖Z − Z ′‖∞. Since θ has no more than Mn
non-zero entries, N(εn,Pn,H) is no more than
(|Jn|
Mn
)
times the cardinality of
a Bεn-net over {x ∈ RMn : ‖x‖∞ ≤ log(Knε2n)}, for some universal B > 0.
The latter is no more than (log(Knε2n)/(Bεn))
Mn and log
(|Jn|
Mn
)
. nε2n by
Stirling’s formula, since |Jn| . n and Mn ≍ K ′nε2n/ log(n). Hence, the con-
clusion follows by taking K ′ small enough.
S5. ‖ · ‖2 and ‖ · ‖1,∞ contraction. Here we strengthen a little bit
the result of Section S4 and we show that the posterior indeed concentrates
on ‖·‖2 and ‖·‖1,∞ neighborhoods of θ0, as required by assumptions 1 and 2
in the main paper.
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The proof follows a minor adaptation of Castillo (2014, Lemma 4), itself
inspired from ideas of Rivoirard and Rousseau (2012). The argument, how-
ever, requires to be adapted to handle the fact that there is a non zero prior
mass of having coefficients θj,k 6= 0 with j > J˜ , with J˜ being the optimal
truncation level.
Proposition S1. Let Π be the spike-and-slab prior described in Sec-
tion S3. Then, there is a generic constant C > 0 such that,
sup
J≥0
Pn0 Π(‖PJ (J)cθ‖1,∞ > C2−Jβ0 log(n) | Xn) = o(1).
Proof. By construction, θj,k = 2
−j(β0+1/2)Zj,k, where Zj,k
iid∼ F . Then,
by definition of the ‖·‖1,∞ norm, we have for any θ ∈ Θ that ‖PJ (J)cθ‖1,∞ =∑
j>J 2
j/2‖θj‖∞ ≤
∑
j>J 2
−jβ0‖Zj‖∞ . 2−Jβ0‖Z‖∞. Hence, the probabil-
ity in the statement of the proposition is bounded by Pn0 Π(‖Z‖∞ & log(n) |
Xn). But, by the assumptions on F , we have that for any K > 0
Π(‖Z‖∞ > log(Knε2n)) ≤
∑
j≥0
∑
k
Π(|Zj,k| > log(Knε∗n(β)2))
=
∑
j≥0
∑
k
ωjΠ(|Zj,k| > log(Knε∗n(β)2) | τj,k 6= 0)
. exp{−b2Knε∗n(β)2},
where the last line follows because ωj ≤ 2−j(1+µ⋆) for µ⋆ > 0 by assumption,
and there are at most a generic constant times 2j wavelets at each level
j. By Ghosal et al. (2000, see the proof of Theorem 2.1) the last display
together with Proposition S1 implies that the proposition is true, because
log(nε∗n(β)
2) ≍ log(n) by definition of ε∗n(β).
We are now in position to adapt Castillo (2014, Lemma 4) to our setting.
The idea is to leverage the property that the high frequency coefficients are
always small enough (Proposition S1) to obtain that the Hellinger contrac-
tion implies the desired result.
Proposition S2. Let Π be the spike-and-slab prior described in Sec-
tion S3 and asssume L0 ∈ Bβ∞,∞[0, 1] for some 0 < β0 ≤ β ≤ β. Then,
under the assumption of the paper, the following holds,
∃K > 0, Pn0 Π(‖θ + c(θ)− θ0‖2 ≤ Kε∗n(β) | Xn) = 1 + o(1),
∀η > 0, Pn0 Π(‖θ + c(θ)− θ0‖1,∞ ≤ η | Xn) = 1 + o(1).
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Proof. From Ghosal and van der Vaart (2007, Lemma 8), because p0 is
bounded from below (as ‖L0‖∞ <∞ by assumption), we have that
‖Lθ − L0‖22 =
∫
[0,1]
log2(pθ/p0)
.
∫
[0,1]
p0 log
2(pθ/p0)
. H(Pθ , P0)
2
(
1 + ‖Lθ − L0‖2∞
)
.(S1)
But, for any J ∈ N large enough so that J‖ ∩ J (J)c = ∅, we have ‖Lθ −
L0‖∞ . ‖PJ (J)(θ+c(θ)−θ0)‖1,∞+‖PJ (J)cθ‖∞+‖PJ (J)cθ0‖∞. By assump-
tion on p0 we have that ‖PJ (J)cθ0‖∞ . 2−Jβ, and because of Proposition S1
we can assume without loss of generality that the posterior has support on
{θ : ‖PJ (J)cθ0‖∞ . 2−Jβ0 log(n)}. Hence, whenever β ≥ β0, on the support
of the posterior,
‖Lθ − L0‖∞ .
J∑
j=0
2j/2‖θj + cj(θ)− θ0j‖∞ + 2−Jβ0 log(n) + 2−Jβ
. 2J/2‖θ + c(θ)− θ0‖2 + 2−Jβ0 log(n)
= 2J/2‖Lθ − L0‖2 + 2−Jβ0 log(n),
where the last line follows by the orthogonality of the wavelet basis. Com-
bining the last display with equation (S1) we find that
‖Lθ − L0‖22
(
1− 2JH(Pθ , P0)2
)
. H(Pθ , P0)
2
(
1 + 2−2Jβ0 log2(n)
)
.
By equation (S1), we can furthermore restrict ourselves to the event such
that {θ : H(Pθ , P0) . ε∗n(β)}. Then, it is always possible to choose J
sufficiently large so that 2−Jβ0 log(n) = o(1), but small enough so that
2Jε∗n(β)
2 = o(1). Thus ‖Lθ − L0‖22 . ε∗n(β)2 on {θ : H(Pθ , P0) . ε∗n(β)},
and by orthogonality of the wavelet basis ‖θ + c(θ)− θ0‖2 = ‖Lθ −L0‖2 .
ε∗n(β). Moreover, we have proven along the way that on the same event
‖θ + c(θ)− θ0‖1,∞ . 2J/2‖Lθ − L0‖2 + 2−Jβ0 log(n) = o(1).
S6. Control of the log-likelihood expansion. The proof of the con-
traction result in sup-norm relies on being able to control some remainder
terms in the expansion of the likelihood ratio. It is shown in the paper that
for this task, it is enough to control the functional, for I ⊆ I, θ ∈ Θ and
κ ∈ [0, 1],
(S1) Rn(I,θ, κ) :=
∑
(j,k)∈I
|θj,k − θ0j,k|2−j/2
∑
ℓ≥0
2ℓ/2ρn,ℓ2
−(j∨ℓ)κ,
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where (ρn,j) is a sequence determining the posterior rate of convergence.
We recall that we also defined E2n,I :=
∑
(j,k)∈I ρn,j, J (J) := {(j, k) ∈ I :
j ≤ J}, J0 := J (J0) and Jn := J (Jn), where J0, Jn are integers chosen
accordingly. The precise definition of the sets SI and C involved in the
below assumption is not relevant here, as we will only need to know that
SI ∩ C ⊆
{
θ ∈ Θ : inf(j,k)∈I |θj,k − θ0j,k| > Mρn,j
}
,
where θ0j,k :=
∫
L0ψj,k. The assumption of the paper we want to verify here
is,
Assumption 3. We assume that L0 ∈ Bβ∞,∞[0, 1], and that for all B > 0
there exist C, J0, n0, η0 ≥ 0 and κ ∈ [0, 1] such that for all n ≥ n0, for all
I ⊆ J c0 ∩ Jn, for all 0 < η ≤ η0, and for all θ ∈ SI ∩ C ,
Rn(I,θ, 1∧β)+sup
j≥0
{η+ρn,j2j(κ+1/2)}Rn(I,θ, κ) ≤ B‖PI(θ−θ0)‖22+Cn−1.
Moreover, we assume that there exists κ′ ∈ [0, 1], not necessarily equal to κ,
such that supj≥0{ρn,j2j(κ
′+1/2)} . 1, eventually for n large enough.
For the spike-and-slab example, we picked
ρn,j =
{√
log(n)/n ∧ C02−j(β+1/2) if β > 1/2,
2−j/2ε∗n(β) ∧ C02−j(β+1/2) if 0 < β ≤ 1/2.
With this choice, we have supj≥0{ρn,j2j(1∧β+1/2)} ≤ C0 always, whence to
verify the assumption it suffices to show that for any B > 0 we can choose
J0 ∈ N such that for all θ ∈ SI ∩ C ,
(S2) Rn(I,θ, 1 ∧ β) ≤ B‖PI(θ − θ0)‖22 +O(n−1).
The rest of the proof consists on establishing the inequality (S2). The case
β > 1/2 is treated in Section S6.1, while the case 0 < β ≤ 1/2 is done in
Section S6.2. As for the proof Theorem 5.1 we let J∗ be the largest integer
such that
C02
−J∗(β+1/2) ≥
{√
log(n)/n if β > 1/2,
2−J∗/2ε∗n(β) if 0 < β ≤ 1/2,
and we write J∗ := {(j, k) ∈ I : 0 ≤ j ≤ J∗}. To ease notations we write
β+ := 1 ∧ β. Then, by equation (S1), Rn(I,θ, β+) is equal to
(S3)
( ∑
(j,k)∈I∩J∗
+
∑
(j,k)∈I∩J c∗
)
|θj,k − θ0j,k|2−j/2
∑
ℓ≥0
2ℓ/2ρn,ℓ2
−(j∨ℓ)β+ .
The previous equation will be the starting point of the proofs for the two
cases.
S8 ZACHARIE NAULET
S6.1. Case β > 1/2. The first sum in equation (S3) is bounded by, be-
cause β+ > 1/2 in this case,
∑
(j,k)∈I∩J∗
|θj,k − θ0j,k|2−j/2
∑
ℓ≥0
√
log(n)
n
2−ℓ(β+−1/2)
.
√
log(n)
n
∑
(j,k)∈I∩J∗
|θj,k − θ0j,k|2−j/2
≤ 2−J0/2
√
log(n)/n
√
|I ∩ J∗|‖PI(θ − θ0)‖2,
where the second line follows when I ∩ J0 = ∅ since in this case 2−j/2 ≤
2−J0/2 for all (j, k) ∈ I, and also by Ho¨lder’s inequality. By definition
of SI , ‖PI(θ − θ0)‖2 ≥ MEn,I ≥ M
√|I ∩ J∗| log(n)/n, see for instance
equation (7.7) in the main paper. Hence, the first sum in equation (S3) is
. 2−J0/2M−1‖PI(θ − θ0)‖22.
Regarding the second sum of equation (S3), we split it again in two parts,
(S4)
∑
(j,k)∈I∩J c∗
|θj,k − θ0j,k|2−j/2
( ∑
0≤ℓ≤j
+
∑
ℓ>j
)
2ℓ/2ρn,ℓ2
−(j∨ℓ)β+ .
The first sum in the previous equation is bounded by
∑
(j,k)∈I∩J c∗
|θj,k − θ0j,k|2−j(β++1/2)
∑
0≤ℓ≤j
2ℓ/2
√
log(n)
n
.
√
log(n)
n
∑
(j,k)∈I∩J c∗
|θj,k − θ0j,k|2−jβ+/2
≤
√
log(n)
n
‖PI(θ − θ0)‖2
{ ∑
(j,k)∈I∩J c∗
2−jβ+
}1/2
,
where the last line follows by Ho¨lder’s inequality. Since β+ > 0 and J∗ &
log(n), the first sum in equation (S4) is bounded by B‖PI(θ−θ0)‖22+o(1/n),
for any B > 0 by Young’s inequality.
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The second sum in equation (S4) is bounded by
∑
(j,k)∈I∩J c∗
|θj,k − θ0j,k|2−j/2
∑
ℓ>j
C02
−ℓ(β+β+)
.
∑
(j,k)∈I∩J c∗
|θj,k − θ0j,k|2−j(β+1/2+β+)
≤ 2−J∗β+
∑
(j,k)∈I∩J c∗
|θj,k − θ0j,k|2−j(β+1/2)
≤ 2−J∗β+‖PI(θ − θ0)‖2
{ ∑
(j,k)∈I∩J c∗
2−j(1+2β)
}1/2
,
where the second line follows because 2−jβ+ ≤ 2−J∗β+ for all (j, k) ∈ J c∗
by definition of J∗, and the last line follows by Young’s inequality. By
definition of SI , ‖PI(θ − θ0)‖22 ≥ M2E2n,I ≥ M2C20
∑
(j,k)∈I∩J c∗
2−j(1+2β),
see for instance equation (7.7) in the main paper. Hence, the second sum
in equation (S4) is smaller than 2−J∗β+‖PI(θ − θ0)‖22/(MC0), which is
o(‖PI(θ − θ0)‖22) as J∗ & log(n) and β+ > 0.
Gathering all the previous estimates, we have proved that, for B > 0
eventually arbitrary small,
Rn(I,θ, β+) . M−1
(
2−J0/2 +BM + C02
−J∗β+
)‖PI(θ − θ0)‖22 + o(1/n).
Hence equation (S2) is proven for J0 taken large enough.
S6.2. Case 0 < β ≤ 1/2. Remark that in this case β+ = β. By definition
of SI , we have |θj,k−θ0j,k| ≥M2−j/2ε∗n(β) whenever j ≤ J∗. Hence, the first
sum in equation (S3) is bounded by
∑
(j,k)∈I∩J∗
|θj,k − θ0j,k|2
|θj,k − θ0j,k|
2−j/2
∑
ℓ≥0
ε∗n(β)2
−(j∨ℓ)β+
≤
∑
(j,k)∈I∩J∗
|θj,k − θ0j,k|2
1
Mε∗n(β)
∑
ℓ≥0
ε∗n(β)2
−(j∨ℓ)β
. M−1
∑
(j,k)∈I∩J∗
|θj,k − θ0j,k|2
(
j2−jβ + 2−jβ
)
.
For J0 large enough, the previous is bounded by a generic constant times
M−1J02
−J0β‖PI(θ−θ0)‖22, because 2−jβ ≤ j2−jβ . J02−J0β for all (j, k) ∈ I
since I ∩ J0 = ∅.
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We further split the second sum in equation (S3) into three sums,
(S5)
∑
(j,k)∈I∩J c∗
|θj,k − θ0j,k|2−j/2
( ∑
0≤ℓ≤J∗
+
j∑
ℓ=J∗+1
+
∑
ℓ>j
)
2ℓ/2ρn,ℓ2
−(j∨ℓ)β .
The first sum in equation (S5) is bounded by∑
(j,k)∈I∩J c∗
|θj,k − θ0j,k|2−j(β+1/2)
∑
0≤ℓ≤J∗
ε∗n(β)
≤ (J∗ + 1)ε∗n(β)
∑
(j,k)∈I∩J c∗
|θj,k − θ0j,k|2−j(β+1/2)
≤ (J∗ + 1)ε∗n(β)‖PI (θ − θ0)‖2
{ ∑
(j,k)∈I∩J c∗
2−j(1+2β)
}1/2
,
where the last line follows by Ho¨lder’s inequality. By definition of SI ,
‖PI(θ − θ0)‖22 ≥ M2E2n,I ≥ M2C20
∑
(j,k)∈I∩J c∗
2−j(1+2β), see for instance
equation (7.7) in the main paper. Hence, the first sum in equation (S5) is
bounded by (J∗ + 1)ε
∗
n(β)‖PI(θ − θ0)‖22/(MC0). The second sum in equa-
tion (S5) is bounded by
∑
(j,k)∈I∩J c∗
|θj,k − θ0j,k|2−j(β+1/2)
j∑
ℓ=J∗+1
C02
−ℓβ,
and thus with the same reasoning as for the first sum, we find that the second
sum in equation (S5) is bounded by . 2−J∗β‖PI(θ− θ0)‖22 . ε∗n(β)‖PI (θ−
θ0)‖22. The last sum in equation (S5) is bounded by∑
(j,k)∈I∩J c∗
|θj,k − θ0j,k|2−j/2
∑
ℓ>j
C02
−2ℓβ,
and hence again with the same reasoning we find that the third sum in
equation (S5) is bounded by . 2−J∗β‖PI(θ − θ0)‖22 . ε∗n(β)‖PI(θ − θ0)‖22.
Gathering all the previous estimates, we have proved that,
Rn(I,θ, β+) .
(
J02
−J0β + J∗ε
∗
n(β)
)‖PI(θ − θ0)‖22.
Hence equation (S2) is proven for J0 taken large enough.
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