We consider the multi-task coordination problem for multi-agent systems under the following objectives: 1. collision avoidance; 2. connectivity maintenance; 3. convergence to desired destinations. The paper focuses on the safety guaranteed region of multi-task coordination (SG-RMTC), i.e., the set of initial states from which all trajectories converge to the desired configuration, while at the same time achieve the multi-task coordination and avoid unsafe sets. In contrast to estimating the domain of attraction via Lyapunov functions, the main underlying idea is to employ the sublevel sets of Lyapunov-like barrier functions to approximate the SG-RMTC. Rather than using fixed Lyapunov-like barrier functions, a systematic way is proposed to search an optimal Lyapunov-like barrier function such that the under-estimate of SG-RMTC is maximized. Numerical examples illustrate the effectiveness of the proposed method.
I. INTRODUCTION
Assessing the stability properties of an equilibrium point is of fundamental significance in control and dynamical systems theory. For asymptotically stable equilibrium points, one long-standing problem is the estimation of the region of attraction, i.e., of the set of initial states from which all trajectories converge to the equilibrium point.
In addition, with the rapid recent developments in communication and sensing technologies, ubiquity of multi-agent systems has spurred great research interest in areas such as multi-robot path planning, surveillance (for more applications, refer to surveys [1] , [2] and books [3] , [4] ). Apart from stability of the concerned equilibrium points, efficient coordination of multi-agent systems typically requires connectivity maintenance and collision avoidance amongst agents. Thus, the following questions arise naturally: Is it possible to compute the region of coordination for multi-agent systems while guaranteeing convergence, collision avoidance and connectivity maintenance? How can we estimate the region of multi-task coordination? To the best of our knowledge, these issues have not been addressed yet and still remain challenging.
In order to answer these questions, let us first review the methods for estimating the region of attraction of isolated dynamical systems. The sublevel set of Lyapunov function is proven to be a useful way, in which different types of Lyapunov functions are employed; from the simplest form, i.e., quadratic Lyapunov functions, to more complicated forms, such as pointwise maximum Lyapunov functions or rational polynomial Lyapunov functions (see [5] and references therein). Nevertheless, the sublevel set of Lyapunov functions cannot in principle guarantee cooperative objectives such as collision avoidance and connectivity maintenance. To achieve multi-task coordination, Lyapunov-like barrier functions are able to encode the constraints of each agent, and provide simple but effective, gradient-based control strategies. According to different objectives, various elegant Lyapunov-like scalar functions are proposed [6] . However, the Lyapunov-like functions are usually selected with fixed forms, which result in conservative results when it comes to the estimation problem of SG-RMTC. In [7] , a compositional barrier function is proposed by using logical operators, but the barrier functions are also fixed for the corresponding objectives. In [8] , a barrier certificate is constructed using Sum-of-Squares decomposition. However, this method is merely used for safety verification, without guaranteeing the convergence of trajectories to desired equilibrium points, thus not applicable to multi-task coordination.
Motivated by aforementioned results, and based on our previous work [9] , [10] that uses fixed Lyapunov-like barrier functions, this paper proposes a systematic way to generate a feasible Lyapunov-like barrier function, and gives a method to maximize the largest estimate of SG-RMTC via the optimal Lyapunov-like barrier function, which provides a larger stability margin compared to the fixed ones. The novelties of this paper lie in the following aspects:
• Based on the real Positivestellensatz, the estimation problem of SG-RMTC boils down to a Sum-of-Squares programming. By employing the Square Matrix Representation technique, a lower bound of the largest estimate of the SG-RMTC can be computed by solving a generalized eigenvalue problem. • Different from other work that uses fixed Lyapunovlike barrier functions [11] , [12] , a systematic way is proposed for searching feasible polynomial Lyapunovlike barrier functions. In addition, a strategy is given for pursuing the optimal Lyapunov-like barrier function such that the estimate of SG-RMTC can be maximized.
II. PRELIMINARIES Notations:
A ⊗ B: Kronecker product of matrices A and B; deg(f ): degree of polynomial function f ; ( * ) T AB in a form of Square Matrix Representation: B T AB. Let P be the set of polynomials and P n×m be the set of matrix polynomials with dimension n × m. A polynomial p(x) ∈ P is nonnegative if p(x) ≥ 0 for all x ∈ R n . A useful way of establishing p(x) ≥ 0 consists of checking whether p(x) can be described as a sum of squares of polynomials (SOS), i.e., p(x) = k i=1 p i (x) 2 for some p 1 , . . . , p k ∈ P. The set of SOS polynomials is denoted by P SOS .
A. Model Formulation
Each agent is modeled by the double-integrator model as follows:ẋ
where N = {1, . . . , N }, x i (t) ∈ R n denotes the position state, ρ i (t) ∈ R n denotes the velocity state, and u i (t) ∈ R n denotes the control input on i-th agent. In the sequel, we will omit the arguments t and x of functions whenever possible for the brevity of notations.
A weighted undirected dynamic graph G(t) = (A, E(t), G) is used to describe a network of multiagents, with the set of nodes A = {A 1 , ..., A N }, the set of undirected edges Fig. 1 shows the model of agents and the switching law of edges E(t). The agent model and changing rules of edges: ra denotes the radius of each agent; rc is the radius of collision avoidance area; rz denotes the radius of area that the control with collision avoidance objective is active; rs denotes the radius of sensing area; constant ǫ ∈ [0, rs − rz] is a distance parameter for the hysteresis in adding new edges. The solid line for t ∈ (t1, t2) shows the part of trajectory when there is an edge between these two agents.
A graph G(t) is connected at time t if there is a path between any pair of distinct nodes A i and A j in G(t). The Laplacian matrix is given as
. A relationship between L(t) and the connectedness of G(t) is given in [4] : Lemma 1: Let λ 1 (L(t)) ≤ λ 2 (L(t)) ≤ · · · ≤ λ N (L(t)) be the ordered eigenvalues of L(t). Then, 1 N is an eigenvector of L(t) with the corresponding eigenvalue λ 1 (L(t)) = 0. Moreover, λ 2 (L(t)) > 0 if and only if G(t) is connected.
B. Problem Formulation
The distributed controller of agent i depends on the local information of agent i, i.e., relative distances, relative velocities, and the coupling weights of communications. Specifically,
is the neighborhood set of agent i (in the sensing range of agent i). System (1) can be rewritten as:
by introducing
where τ i and ρ * are the ideal displacement and the desired velocity of agent i in the desired formation configuration, respectively.
Consider system (3), U ∈ R 2N is an undesired set, and the origin 0 2N is an equilibrium point of the system. Let
Then,q = 0 2N is asymptotically stable, and V (q) is called a Lyapunov barrier function. In addition, if condition 3) is changed to the condition of Barbashin-Krasovskii-LaSalle invariance principle, i.e., only the trivial solutionq = 0 2N can stay identically in {q ∈ R 2N |V (q) = 0}, thenq = 0 2N is asymptotically stable, and V (q) is called a Lyapunov-like barrier function.
Definition 1:
The region of multi-task coordination (RMTC) is expressed as
where χ is the solution of system (3), d s denotes a userdefined safety distance for collision avoidance.
In many practical implementations, an unsafe set is usually given for the situations where the system is at a great risk. The unsafe set in this paper is defined by polynomials as: (4) and the safe set Ω c (t) is the complement set of Ω(t). Based on this, we propose the set of interest as follows:
The safety guaranteed region of multi-task coordination (SG-RMTC) is described as
The sublevel set of Lyapunov-like function is used to estimate the SG-RMTC. Specifically, let W (q) be a Lyapunovlike function of system (3) for the origin, which satisfies
the time derivative of W (q) along the trajectories of (1) is locally non-positive, and 0 2N is the only solution which can stay identically in {q|Ẇ (q) = 0} [13] . To this end, we introduce the sublevel set of W (q) as
where
and the time derivative of W (q) along the trajectories of (1) is locally non-positive, and 0 2N is the only solution which can stay identically in {q|Ẇ (q) = 0}. Let us propose the main problem we are concerned with:
Problem 1: Find a polynomial Lyapunov-like barrier function W (q) and a positive scalar c such that the estimate of the SG-RMTC is maximized under certain selected criteria, i.e., solving
where ζ is a measure of W(c) as a user-defined criteria, e.g., the volume of W(c). In addition, a gradient-based controller u i can be obtained in the form of (2) such that
Some useful sets are introduced here: N f i is the neighborhood set to agent i in the desired configuration, i.e.,
which will be used in Section III. For this problem, we assume that:
• Assumption 1: The desired configuration given by τ i is achievable, i.e., r z ≤ τ i − τ j ≤ r s − ε, for all i ∈ N , j ∈ N f i . In other words, the desired distance between agent i and agent j ∈ N f i is always between r s − ε and r z . • Assumption 2: The neighbor set of agent i at time t 0 satisfies N f i ⊆ N s i (t 0 ), which means that the desired topology is contained in the initial graph. • Assumption 3: To achieve both objectives of collision avoidance and connectedness maintenance, we require r s − τ ij > d s + τ ij , for all i, j ∈ N .
III. MAIN RESULTS

A. Controller Design with Local Connectivity Maintenance
In this paper, we use Lyapunov-like barrier functions to encode collision avoidance and connectedness maintenance. Other than using fixed Lyapunov-like barrier functions, this paper provides a systematic way to generate a feasible Lyapunov-like barrier function, from which a gradient-based controller can be obtained. For the brevity of expressions, let
For connectedness maintenance, from Assumption 2, the desired topology is contained in the initial graph. The main idea is to preserve the desired topology E f ⊆ E(t) such that the network is always connected for t ≥ t 0 . To do this, we would like to make the following condition satisfied: x ij < r s , for all i ∈ N and j ∈ N sf (t) which holds if r s − τ ij − y ij > 0. Thus, the following barrier function Υ e ij ( y ij ) is used with the constraints:
For collision avoidance, the basic idea is to keep the distance between any two agents i and j greater than a minimum user-defined safety distance d s > 2r c , where r c is given in Fig. 1 . In other words, the condition is required that
Thus, the following barrier function Υ c ij is introduced:
whered s = d s + τ ij , and N sz i (t) = {j| j ∈ N s i (t), x ij < r z } introduced in Section II. µ 2 is a positive scalar such that Υ c i is bounded when y ij tends tod s . Remark 1: We assume µ 1 and µ 2 satisfying µ 1 > µ max and µ 2 > µ max with µ max :
The barrier function proposed in this paper is different than those in the existing relevant work [6] , [11] , [12] , [14] , [15] .
For the brevity of notations, let us introduce Υ
A distributed controller is given as:
where α e = j∈N sf
is the ij-th entry of weighted adjacency matrix. The following result shows that under conditions (10) and (11), the multi-task coordination is guaranteed by the feasible gradient-based controller (12) . Theorem 1: If Assumption 1-3 holds, and G(t 0 ) is connected, then, under the controller (12), the following conditions hold for all i ∈ N : 1) G(t) is connected for all t ≥ t 0 ; 2) Collision avoidance is ensured for all t ≥ t 0 .
3) lim t→∞ ρ i − ρ j = 0, for j ∈ N ;
Proof : See the proof of Theorem 1 in [16] .
B. Computing SG-RMTC
In this subsection, a method based on SOS programming is proposed to enlarge the set W(c) by selecting fixed Υ e ij and fixed Υ c ij , i.e., we aim at finding γ = sup c
such that (10) and (11) hold. To increase the scalability of this method, we assume that Υ e ij = Υ e and Υ c ij = Υ c . To this end, we consider barrier functions in polynomial vector fields. It can be extended to non-polynomial or rational vector fields [5] , which is outside the scope of this paper. First, let us introduce the Real Positivestellensatz, which provides a powerful tool to check the positivity of polynomials over semi-algebraic sets by exploiting the cone of SOS.
Lemma 2 ([17]):
For polynomials a 1 , . . . , a m , b 1 , . . . , b l and p, define a set
Let B be compact. Condition ∀x ∈ B : p(x) > 0 can be established if ∃r 1 , . . . , r m ∈ P, s 1 , . . . , s l ∈ P SOS ,
Remark 2: Condition (15) turns to be a non-conservative condition if there is no degree bound for s i , and if there is a polynomial b in B such that b −1 [0, ∞) is compact.
Based on the above result, a lower bound of γ in (13) can be calculated by an SOS programming.
Theorem 2: Assume there exist functions Υ e and Υ c satisfying (10) and (11) , respectively, and there exist polynomials r i (q) ∈ P SOS , for all i = 1, . . . , h, and a polynomial s(q) ∈ P SOS such thatc is the solution of the following optimization:
whereq = 0 2N is introduced in Section II, and
Then,c ≤ γ.
Proof : See the proof of Theorem 2 in [16] .
Remark 3: Theorem 2 provides a condition of SOS by using Lemma 2. It paves a way for generating more tractable methods by using LMIs. Along with Remark 2, the conservatism of above result relies on the degree of s and r i , and the relaxations of Lemma 2 [18] .
C. Quasi-Convex Optimization via SMR
The condition (16) is usually not easy to check since the product of s(x) and c makes it a bilinear inequality which is non-convex in nature. In this subsection, we will show how a generalized eigenvalue problem is obtained from the problem (16) by using the SMR technique. Specifically, for the class of polynomial p 0 (x) ∈ P SOS , its SMR is as follows:
where ( * ) T AB is short for B T AB given in Section II, P 0 denotes the SMR matrix of p 0 (x), n is the number of variables, d p0 is the smallest integer not less than deg(p0) 2 , i.e., d p0 = ⌈ deg(p0) 2 ⌉, φ(n, d p0 ) ∈ R l(n,dp 0 ) is called the power vector including all monomials of degree less or equal to d p0 , L(δ) is a parameterization of the space L = {L(δ) ∈ R l(n,dp 0 )×l(n,dp 0 ) :
in which δ ∈ R ϑ(n,dp 0 ) is a vector of free parameters. Define r(q)
, for all j = 0, 1, . . . , h. From (18), we have the following expressions of SMR:
where δ ∈ R ϑ (2N,d ψ ) is a vector of free parameters, Ď W ∈ R l(2N,dw)×l(2N,dw) , s S ∈ R l(2N,ds)×l(2N,ds) and Ψ(δ, c, s S, Ξ) ∈ R l(2N,d ψ )×l(2N,d ψ ) are symmetric matrices. Let s D(δ), Ξ, Λ 1 (S) and Λ 2 (S) be SMR matrices ofẆ (q), ξ(q), s(q) and W (q)s(q), respectively, with respect to the power vector φ (2N, d ψ ) . From (17), it yields
where δ ∈ R ϑ (2N,d ψ ) is a vector of free parameters. The following result transforms the condition (16) into a generalized eigenvalue problem (GEVP).
Theorem 3: For given positive scalars σ 1 , σ 2 , and a selected polynomial W (q, Υ e , Υ c ) = ( * ) T Ď W φ(2N, d w ) with chosen Υ e , Υ c fulfilling (10) and (11) , respectively, the polynomial ς(q) = σ 1 s(q) + σ 2 W (q)s(q) = ( * ) T Λ( s S)φ (2N, d ψ ) , the lower bound of γ can be obtained bỹ
whereẽ is the solution of the GEVP e = inf δ, e, s S e s.t.
(24)
Proof : See the proof of Theorem 3 in [16] .
For more details of the GEVP, please see the book [19] .
D. The Optimal Lyapunov-Like Barrier Functions
In this subsection, strategies for finding the optimal Υ e (q) and Υ c (q) are proposed. First, let us recall that ρ in Problem 1 is a user-selected measure which is often chosen as
where vol(W(γ)) denotes the volume of W(γ), and γ is introduced in (13). This paves a way to pursue the optimal W (q, Υ e , Υ c ) via maximizing the volume of W(γ). However, vol(W(γ)) is highly non-convex, which makes (13) a non-convex optimization. To solve this problem, a typical method is to approximate vol(W(γ)) by introducing
where Ď W is the SMR matrix of W (x) in (19) , s Υ e and s Υ c are SMR matrices of Υ e and Υ c with Υ e (q) = ( * ) T s Υ e φ (2N, d 
, and vol(W(γ)) is proportional to ω. Then, a linear approximation of vol(W(γ)) can be provided as
The underlying idea is to minimize trace( Ď W ) instead of the non-convex objective with det( Ď W ). Thus, a strategy is given for searching the optimal Υ e and Υ c :
Assume that there exist s ∈ P SOS and r j ∈ P SOS , for all j = 1, . . . , h, such that
Then, κ 1 = γ ζ is an under-estimate of ρ. The condition of (27) could be transformed to SOS programmings. Specifically, from Lemma 2, it is not difficult to obtain that (10) holds if there exist z ∈ R, Υ e (Ῡ e , z) ∈ P SOS , s 1 (z) ∈ P SOS , ands 2 (z) ∈ P SOS , such that Υ e (Ῡ e ,r s ) = µ 1 , r e (Ῡ e , z) ∈ P SOS , −d e (Ῡ e , z) −s 1 z −s 2 (r s − z) ∈ P SOS .
where d e (Ῡ e , z) = ∂Υ e ∂z and r e (Ῡ e , z) = ∂Υ e ∂z · 1 z . Moreover, (11) holds if there exist z ∈ R, Υ c (Ῡ c , z) ∈ P SOS , and s 3 (z) ∈ P SOS such that
where d c (Ῡ c , z) = ∂Υ c ∂z . Then, (27) can be transformed to tractable conditions as follows:
Proposition 1: Assume that there exist s ∈ P SOS and local SOS polynomials Υ e , Υ c ,s 1 (z),s 2 (z),s 3 (z), r j , ∀j = 0, 1, . . . , h, such that
Then, κ 2 = γ ζ is an under-estimate of ρ.
IV. SIMULATIONS
In this example, an implementation with autonomous driving is considered. The safe platooning of cars can be achieved if the proposed method ensures the multi-objective coordination of smart cars without entering the unsafe areas, which are represented as construction areas and a broken yellow car as shown in Fig. 2 . Each smart car (red) is assumed to be an agent, whose model is set up with the following parameters: r a = 0.75, r s = 11, r z = 3.5, r c = 1.25r a , d s = 2r c , and ǫ = 0.1.
The unsafe area Ω = Ω 1 ∪ Ω 2 ∪ Ω 3 ∪ Ω 4 ∪ Ω 5 given by (4) is expressed by following polynomial inequalities,
where Ω 1 encodes the area of the broken car, Ω 2 and Ω 3 describe the areas under construction, Ω 4 and Ω 5 describe the boundaries of road.
First, let us check whether the multi-objective coordination is achieved by the proposed controller (12) . From Fig. 3 , the platooning of smart cars is obtained and the differences of velocities converge to 0, and these smart cars are kept away from the unsafe areas. In addition, for the connectivity maintenance, distributed controllers preserve the edges (A 1 , A 2 ) and (A 2 , A 3 ), and allow break of the edge (A 1 , A 3 ) as system evolves, which ensures the connectivity of the whole network. Demonstrated by Fig. 4 , the collision avoidance amongst smart cars is also guaranteed. As we could see from Fig. 3 , the car 3 moves backward first to avoid collision with car 2 when it is merging in the middle lane.
Then, let us consider fixed Lyapunov-like barrier functions with Υ e = c 1 ( y ij ) 4 and Υ c = c 2 ( y ij 2 −r 2 z ) 2 , where c 1 = µ1 r 4 s and c 2 = µ2 ds−r 2 z . Then, we compute the optimal Lyapunov-like barrier function by using Theorem 3 and Proposition 1, and one has ζ = 16.3245. The computational results are shown in Fig. 5 , from which the estimate of SG-RMTC is significantly enlarged by using the optimal Lyapunov-like barrier function compared to the method of fixed Lyapunov-like barrier functions.
V. CONCLUSION
Multi-task coordination of multi-agent systems is considered, with objectives including convergence, collision avoidance, connectivity maintenance, and safety assurance. The problem of estimating the safety guaranteed region of multi-task coordination (SG-RMTC) is formulated. To cope with this problem, the sublevel set of Lyapunov-like barrier function is used, and a systematic way of constructing such kind of functions is proposed via Sum-of-Squares (SOS) programming and Square Matrix Representation (SMR). By searching the optimal Lyapunov-like barrier function, the best estimate of SG-RMTC can be obtained.
