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Abst rac t - -The  singular boundary value problem 
(~(u'))' = -g(t, u), t e (0,1), 
u(0) = u(1) = 0, 
is studied in this paper where ~(s) = [s[P-Zs, p > 1. The singularity may appear at u = 0, t = 0, 
and t = 1, and the function 9 may be superlinear at u = oo and change sign. The existence of 
solutions is obtained via an upper and lower solutions method. © 2001 Elsevier Science Ltd. All 
rights reserved. 
Keywords - -S ingu lar  boundary value problem, Upper and lower solutions, Existence. 
1. INTRODUCTION 
In this paper, we study the singular boundary value problem for the one-dimension p-Laplacian 
((I)(u'))' = -g(t, u), t e (0, 1), 
u(0) = u(1) = 0, (1.1) 
where O(s) = Is[p-2s, p > 1. The singularity may appear at u = 0, t = 0, and t = 1, and the 
function g may be superlinear at u -- oo and change sign. 
Recently, problem (1.1) has been studied extensively. The readers may refer to [1-8] for the 
details. In [1-5], the problem is not able to possess ingularity. Some basic results on singular 
boundary value problem were obtain by [7,8] and [9-21 (p = 2)]. However, there are only a few 
works on singular boundary value problems for superlinear ODEs [19-21]. In these papers, the 
argument relies on the fact that g(t, u) is positive. This implies that the solutions are concave. 
For example, the authors of [21] considered the singular boundary value problem 
u"+a(u -a+u b+l) =0,  0<t<l ,  
(1.2) 
. (0 )  = . (1 )  = 0, o _> 0 a constant  
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with a > 0 and b > 0, and showed that  problem (1.2) has at least one positive solution under 
restrictions on a. We notice that they allowed b > 1 (the superlinear problem). 
When p = 2, the authors o f  [22,23] studied the case when g is allowed to change sign. But a 
major step was taken by Habets and Zanolin [24], where g(t, u) may be singular at u = 0, t = 0, 
and t = 1. For example, 
g(t, u) = t - le  (1/u) - (1 - t) -1 
or  
g(t,u) = f ( t )  h(t), a > O, 
71, a 
which corresponds to an Emden-Fowler equation. 
In [24], the authors established a theorem on upper and lower solutions (Theorem 1) for singular 
problem. Applying this theorem, they proved the existence and uniqueness of solutions to the 
problem. 
In [6], the authors tudied the problem in which g may change sign and may be singular at 
u = 0, but was not able to possess ingularity at t = 0 and t = 1. They studied problem (1.1) 
by applying a theorem on upper and lower solutions for a nonsingular problem obtained by 
O'Regan [41. 
In [6,23,24], g(t, u) is not allowed to be superlinear at u = cx). 
Very recently, when p = 2, the author [25] studied the problem in which g(t, u) may be singular 
at u = 0, t = 0, and t = 1, and g may be superlinear at u = co and change sign. The author 
applies a fundamental existence of solutions theorem due to Habets and Zanolin [24, Theorem 1] 
and some bounding techniques as developed by Agarwal and O'Regan [21]. 
The present work is a direct extension of some results in [6,19,21-25]. As the same as in [24,25], 
our technique relies essentially on a modified method of upper and lower solutions which we believe 
is well adapted to this type of problem. Moreover, we established a theorem on upper and lower 
solutions (Theorem 1) for a singular problem which is a straightward extension of an upper and 
lower solutions method of [3-5]. Different from p = 2, it is very difficult to establish Theorem 1 
in this paper. Our main results (Theorems 2 and 3) for singular problem (1.1) generalize the 
works in [6,7,19,21-25]. 
The paper is organized as follows. In Section 2, we present our result on upper and lower 
solutions. Section 3 is devoted to the proof our main results. Finally, an example is given to 
explain the main results. 
2. UPPER AND LOWER SOLUTIONS 
Consider the two-point boundary value problem 
[~(u')]' + f(t,  u) = 0, t • (0, 1), 
(2.1) 
u(0) = A, u(1) = B, 
where (I)(s) = Islp-2s, p > 1, f : D --* lrt is a continuous function and D C (0, 1) x R. 
By a solution u(*) of (2.1), we mean a function u • C([0,1],R) N CI((0,1),R),  ¢(u') • 
C1((0, 1),R) such that (t,u(t)) • D, for all t • (0, 1) and [¢(u')]' + f ( t ,u( t ) )  = 0, for t • (0, 1), 
with u(0) -- A, u(1) = B. 
Let c~ • C([0,1], R) fq C1((0, 1), R), ¢(c~') • C1((0, 1), R) satisfy the following condition: 
(t, a(t)) • D, for t • (0, 1) and 
+ f(t ,  _> 0, t • (0,1), 
_< A, _< B. 
In this case, we say that a(*) is a lower solution for problem (2.1). The definition of an upper 
solution 13(*) for problem (2.1) is given in a completely similar way, just reversing the above 
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inequalities. Also, if a, fl E C([0, 1], R) are such that a(t) < fi(t), for all t E [0, 1], we define the 
set 
D~ := {(t, x) E (0, 1) x R :  a(t) < x <_ j3(t)}. 
Then we have the following result: 
THEOREM !. Let a,/3 be, respectively, a lower solution and an upper solution for problem (2.1) 
such that 
O~(t) < ~(t), for all t E [0, 1], (al) 
and suppose that 
D~ C D. (a2) 
Assume also that there is a function h • C( (O, 1), R+), R + = [0, +oo) such that 
If(t, x)l __ h(t), for all (t, x) • D~. (a3) 
Moreover, there exJst 0 _< #, u < p - 1 such that 
01 ttL(1 - t)~h(t) dt < -boo. (a4) 
Then problem (2.1) has at least one solution u(t) such that 
~(t) <_ u(t) <_ ~(t), for all t • [0, 1]. 
REMARK 2.1. For example, the function 
h( t )=t -a (1 - t )  -b, 0<t<l ,  O<a,b<p 
satisfies condition (a4) provided p -  1 > # > max{a-  1,0} and p -  1 > u > max{b-  1, 0}. 
REMARK 2.2. It is easy to check that condition (a4) implies that 
~0 (~s l /2 )  1 (I)_i (~1 s) 1 / 2  [ ¢-1 h(r) dr ds +_  h(r) dr ds < -boo, 
.11/2 /2 
where ~b-l(t) is the inverse function to ~(s). In fact, 
fl/2 (1)_1 ( i1 /2 )  (j[01/2 )1/2 
h(r)dr 48 <~ (I)-1 h(r)r tt dr [ • -1 (s -u) ds < -boo, 
JO dO 
and in a similar way, we have 
Consider now the boundary value problem 
[o(~')]' + f*(t,  ~(t)) = 0, 
u(0) = A, 
where 
/ f(t,~(t)), 
f*(t, x) = f(t, x), 
f(t,Z(t)), 
te (0,1), 
u(1) = B, (2.1)* 
if x < (~(t), 
if ~(t) _< x < fl(t), 
if x > fi(t). 
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By (a2) and the definition of f*, it can be easily checked that f* : (0, I) x R --* R is continuous 
and, by (a3), it is satisfies 
[f*(t,x)[ <_ h(t), for all (t,x) • (0,1) x R. (2.2) 
In order toprove the existence of solution to (2.1)*, we consider the boundary value problem 
[¢(u')]' + rln(t)f*(t, u(t)) = O, t • (0, 1), 
u(0) = A, u(1) = B, (2.1)* 
where n > 4 is a natural number, ~/n(t) is a continuous function such that 0 _< ~]n(t) _< 1 on [0,1], 
and 
We need the following. 
1 
0, O<t<~n , 
1 1 
•n(t) = 1, _< t < 1 
n 
1 
O, t>1-2 - -  ~. 
LEMMA 2.1. There exists a unique solution V • C([O, 1], 1%) N C1((0, 1), 1%) of the problem 
[¢(V'(t))]' + hit ) = 0, t e ( 0,1), 
V(0) = A, V(1) = B. 
Moreover, [or any 0 < t, s <_ 1, 
I v ( t )  - v(8)l < c I t  - 8l 
where 7 = max(#/(p - 1), v/(p - 1)) < 1 and C is a positive constant independent oft, s e [0, 1]. 
PROOF. We only prove the existence since the proof of the uniqueness is very simple. Set for 
0<t<l ,  
y(t) := A+ fot ¢-1 (¢ (B -A)+ ~t h(r)dr) ds -B -  ft ~ ¢-1 (¢ (A -B)+ ft 8 h(r)dr) ds. 
Clearly, by Remark 2.2, y(t) is continuous and nondecreasing in (0,1) and y(O +) < 0 < y(1-) .  
Thus, y(t) has zero in (0,1). Let a be a zero of y(t) in (0,1). Then 
A+ fo a¢-I (O(B-A)+ I ah(r)dr) ds= B+ ~10 -1 (¢ (A -B)+ i 8 h(r)dr) ds. 
O<_ t<_a, 
(2.3) 
a<t<l .  
Set 
A + fo ¢-i (¢(S-  A) + f[ h(r)dr) ds, 
y( t )  = 
S + f l  0_1 (¢(A - B) + f~ h(r)dr) ds, 
Then, V is a well-defined function on [0,1]. Moreover, 
0 1 (¢(B - A) + f~ h(r)dr) , 
V'(t) (¢(a- B)+ h(r) r) , 
It follows from (a4), for 0 < t < a, we have 
tt~/(p-1)(1 _ t)v/(p-1)V'(t) <_ 
O<t<_a, 
a<t<l .  
$~/(P-l)¢-l ( l~(B- A)] + ftah(r)drl 
<_ ¢-l (Iq~(B- A)] + foart'h(r)dr) 
=: e l .  
In the same way, we can get (2.4) for a _< t < 1. 
(2.4) 
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Then for 0 _< s, t _< 1, we get 
Jr(t) - v(s)J < [.~ V ' ( z )dx  
<_ C1 [*x -M(P -1) (1  - 
(2.5) X)-v/(P -1) dx 
< Cit - sl 1-~, 
where ~ = max(#/(p - 1), v/(p - 1)) < 1 and C is a positive constant independent of t ,  s e [0, 1]. 
Therefore, V(t)  is continuous on [0,1], 
V(0) = A, V(1) = B, 
[~)(V'(t))]' = -h ( t ) ,  t e (0, 1). 
This complete the proof. 
In the same way as Lemma 2.1, we have the following. 
LEMMA 2.2. There exists a unique solution v E C([0, 1], R) N C1((0, 1), R) of the problem 
[O(v'(t))]' - h(t) = 0, t • (0, 1), 
v(0) -- A, v(1) = B. 
Moreover, for any 0 < t, s <_ 1, 
Iv(t) - v (s ) l  _< el f  - sl ~-~, 
where 7 = max(#/(p - 1), v/ (p  - 1)) < 1 and C is a positive constant independent oft ,  s 6 [0, 1]. 
LEMMA 2.3. Let un(t) be a solution to problem (2.1)n, then 
v(t) <_ u.( t )  <_ v( t ) ,  o < t < 1. 
Moreover, 
[un(t) - A I <_ Ct 1-'r, lun(t) - B I <_ C(1 - t) 1-~, (2.6) 
where 7 = max(#/(p - 1), u/(p - 1)) < 1 and C is a positive constant independent of n and 
t e [0, 1]. 
PROOF. We shall prove only un(t) <_ V(t)  on [0,1] since the arguments axe essentially the same 
for the case un(t) >_ v(t) on [0,11. 
Assume to the contrary that un(t) > V(t)  at some t • (0, 1). Since un(0) = V(0), un(1) = 
V(1), the function y(t) = un(t) - V(t)  has a positive maximum at a point to • (0, 1). Hence, 
u~n(to) = V'(to), and there exist 0 < tl < t2 _~ 1 such that  y(t l)  = y(t2) = 0, y(t) > 0 on (tl ,t2). 
Since 
[¢(u~(t))]' - [~(V'(t))]' = -~ . ( t ) f * ( t ,  u . ( t ) )  + h(t) _> O, t • (0, 1), 
integrating both sides of the above inequality with respect o t from to to t • (to, t2), we get 
[~(u~(t))] - [~(u~(to))] '  _> [(I)(V'(t))] - [~(V'(to))], t • (to,t2), 
i.e., 
y'(t) = u~n(t) - V'(t) >_ O, in (to, t2). 
Then we have y(to) <_ y(t2) = 0, a contradiction. 
Now v(t) - A <_ u , ( t )  - A <_ V(t)  - A, that is, 
v(t) - v(O) <_ un(t) - A <_ V(t)  - V(O). 
Similarly, 
v(t) - v(1) _< u, ( t )  - B <_ V(t)  - V(1). 
By Lemmas 2.1 and 2.2, (2.6) follows easily. 
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LEMMA 2.4. Let [a, b] C (0, 1) be a compact interval, and let un(t) be a solution to prob- 
lem (2.1)n , then 
lu'(t)l < C(a,b), a < t < b, 
where C(a, b) is a positive constant dependent of a, b and independent of n, un(t) and t E [a, b]. 
PROOF. We can obtain that (cf. [5, Theorem 2.1]) 
( ;  ) u~(t) = ~-~ rn + rtn(s)f*(s,u,~(s))ds , a < t < b, (2.7) 
where "In is a solution of the equation 
z ( ;  ) be-i ,-~+ ,Tn(s)F(s,u,~(s))ds dr=~,~(b)-,~,~(a). (2.8) 
By the first mean value theorem, there exists a ~n E [a, b] such that 
¢-1 Tn + ??n(S)f*(s, un(s))ds = b -a  ' 
n 
i.e., 
Tn=- f~ i r l~(s ) f * (s ,  un(s ) )ds+¢(un(b~-un(a)   . 
By Lemma 2.3, v(t) <_ un(t) <_ V(t), then there is an M > 0 such that 
ITnl < h(s) ds + ~ 
a 
and 
+ ~n(s)f*(s,u,~(s))ds < M. 
From (2.7), (2.9), and (2.10), we have 
lu'(t)l  _< c(a, b), a<t<b,  
(2.9) 
(2.10) 
where C(a, b) is a positive constant dependent of a, b and independent of n, Un(t), and t e [a, b]. 
LEMMA 2.5. For each//ned n >_ 4, problem (2.1)~, has a solution u,~(t) E C1([0, 1],R). 
PROOF. This is a consequence of Theorem 2.1 in [5], since I~n(t)f*(t, x)[ <_ ~?n(t)h(t) is bounded 
and ??n(t)f*(t,x) is continuous for (t,x) E [0, 1] x R. 
It follows from Lemmas 2.1-2.5, we can prove the following. 
U oo LEMMA 2.6. { n(t)}~= 4 iS equicontinuous on [0,1]. 
From Lemmas 2.1-2.6 and applying Ascoli-Arzela theorem, we know that there exist a uni- 
formly convergent subsequences in {Un(t)}~= 4 denoted again by {un(t)}~= 4 which converges to 
u(t) uniformly on [0,1]. Then u(0) --- A, u(1) = B. 
Now let 7-( = [a, b] C (0, 1) be a compact interal. 
It is clear that there is an index n* -- n*(T() such that ~ C [1/n, 1 - 1~hi, for all n >_ n*, and 
therefore, for these n >_ n*, 
0 = [g(u'(t))]' + n~(t)y*(t, u.(t)) 
(2.11) 
= [g(u~n(t))] ' + f*(t, un(t)), for t e [a,b]. 
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Hence, the function us is a solution of equation (2.1)* for all t • [a, b] and n _> n*. Moreover, 
sup{lf*(t,x)l :  t • [a, bl,x • R)  <:_ sup{h(t): t • [a,b]} < +c~. 
Also, 
/ : ( ;  ) un( t )=un(a)T  ¢- t  rn+ f*(s, un(s))ds dr, 
where rn is a solution of the equation 
a < t < b, (2.12) 
b ¢-1 ~,~ + f*(S, Un(S)) ds dr = us(b) - us(a). (2.13) 
Similar to the proof of Lemma 2.4, we can obtain (2.9). Thus, there exist convergent subsequences 
in (rn)~=n* denoted again by (Tn}n~=n, which converges to T. Meanwhile, there exist uniformly 
convergent subsequences in (un(t)}~=n. denoted again by (un(t))n~=n. which converges to u(t) 
uniformly on [0,1]. 
Therefore, 
L ' ( ;  ) u( t )=u(a)+ ¢-1 T+ f*(s,u(s))ds dr, a<t<b,  
where T is a solution of the equation 
;. ( ;  ) b@ -1 T-{- f*(s,u(s))ds dr=u(b)-u(a). 
The above implies that u is a solution of (2.1)* on the interval 7 /= [a, b]. Since 7-/is arbitrary, 
we find that 
u•C I ( (0 ,1 ) ,R )  and [@(u'(t))]'+f*(t,u(t))=O, fo r tE (0 ,1 ) .  
Since u • C([0,1], R) and u(0) = A, u(1) = B, then u is a solution of (2.1)*. 
At last, we can easily prove that ~(t) <_ u(t) <_ j3(t) on [0,1] in the same way as that in 
[5, Theorem 2.3]. Therefore, u(t) is a solution to problem (2.1). 
The proof of Theorem 1 is complete. 
REMARK 2.3. It is not difficult o prove that if we assume that # = 0 in (a4), then the solution u 
we find belongs to CI([0, 1),R). Similarly, we can find that if v = 0, then u • CI((0, 1],R). 
Clearly, we can prove the existence of solutions in CI([0, 1], R) if # = v = 0. 
3. MAIN  RESULTS 
Let g : (0, 1) x l~  -~ R (R0 + = (0, oo)) be a continuous function and consider the two-point 
boundary value problem 
(¢ (u ' ) ) '  + g(t ,  = 0, t • (0 ,1) ,  
= = 0. (3.1) 
Solutions of (3.1) are meant in the sense described in the preceding section. 
Motivated by the example g(t, u) = at-m(1 - t)-n(u -a + u b - sin(81rt)), 0 < m, n < p, a > 0, 
a > 0, b _> 0, we have the following main results. 
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THEOREM 2. Assume the following conditions. 
(H1) There exists a constant L > 0 such that for any compact set e c (0, 1), there is ee > 0 
such that 
g(t, x) > L, for ali (t, x) ~ e x (0, e~]. 
(H2) There is q ~ C((0, 1), R +) such ~hat 
Ig(t, x)l < q(t)(F(x) + Q(x)), on (0,1) x (0, oo) 
with F > 0 continuous and nonincreasing on (0, oo), Q > 0 continuous on [0, c~), and 
Q/F  nondecreasing on (0, oo). Moreover, there exist 0 < ~t, v < p - 1 such that 
~0 l t" (1 - t)~q(t) < +c¢, (3.2) dt 
( 1 ) 
sup ~I )-1 (1 + (Q(c)/F(c))) @_l-(-f(u) > bo, (3.3) c~(0,c¢) 
where 
(L1/2 ( ;1 /2 )~111 (~ls ) )  bo = max (~-1 q(r) dr ds, (~--1 q(r) dr ds . 
s 12 12 
Then problem (3.1) (or (1.1)) has at least one solution u ~ C([0, 1], R +) A Cl((0, 1), R).  
Let for any n ~ N, n > 1, we define 
By (Hi), there exists a constant L > 0 such that for each n _> 1, there is en > 0 such that  
9(t, x) > L, V (t, x) ~ en x (0, e,d. (3.4) 
Without restriction (taking if we need a smaller en), we can assume that en ~. 0. 
LEMMA 3.1. (See [6, Lemma 2].) There exists a A E C 1 [0, 1] such that . 
(1) (I)()~/(t)) e Ci[0, 1] and maxo_<t<i I[¢(A'(t))]'l > o, 
(2) ~(o) = ~(1) = o, ~(t) > o, v t  e (o, 1), 
(3) A(t) <_ 6i, t E el, A(t) < en, Vt E en/en-1, n >_ 2. 
Having chosen a function A with the above described properties, we note that  
g( t ,x )>L ,  V(t ,x)  e(O, 1) x{xeR+:O<x<A(t )} .  (3.5) 
Set Ilull = maxte[o,1] lu(t)l for u e c[o, 1] and set 
m := min 1, (II['I'(A'~'II 
~ I/(p-l) 
+i) ]  }" 
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LEMMA 3.2. Let h(t,x) > g(t,x), for all (t,x) e (0,1) x R0 +, with h : (0,1) x R0 + - ,  R a 
continuous function and let v E C([0, 1], R +) N CI((0, 1) ,R)  be any solution of ((~(v'(t))) t + 
h(t, v) = O, on (0,1) with v(O) >_ O, v(1) _> O. Then, 
v(t) >_ m)~(t), 0 < t < 1. 
PROOF. Set y(t) := v(t) -mA( t )  and suppose that  there is an s e [0, 1] such that  y(s) < 0. Since 
y(0) > 0 and y(1) > 0, there exist 0 _< tt < t2 _~ 1 such that y(tl) = y(t2) = O,y(t) < 0 in (t l , t2).  
Let y(to) = mintl<t<t2 y(t), then y'(to) = O, and there exists a small 5 > 0 such that  y'(t) >_ 0 
on [to, to + 5] c [to, t~]. 
Hence, 0 < v(t) < mA(t) on [to, to + 5], and thus, from (3.5) (since m _< 1), 
h(t, v(t)) >_ g(t, v(t)) > L, on [to, to + 5], 
that  is, 
L < - (¢ (v ' ( t ) ) ) ' ,  on [to, to + 5]. 
Integrating both sides of the above inequality with respect o t from to to t E (to, to + 5), we get 
L(t - to) < -¢ (v ' ( t ) )  + ¢(v'(to)) 
_< -~(m~'(t)) + ~(m~'(to)), 
i.e., 
L < -?n  (p- l )  (~()~'(t)) - ¢()~t(t0) ) 
t - -  to 
Let t --* to, then we have 
t e (to, to + 5). 
L < -m(P-1)[q)(A'(t0))]' < m(P-t)([[[q)(A')]'[[ + 1) < L 
and a contradiction is achieved. 
Choose M > 0 and e > 0 (e < M) such that 
1 fe M du 
(I)-t (1 + (Q(M)/F(M))) q) - t (F (u) )  > bo. (3.6) 
We define now, for each n E N, n _> 1, put 
{ Bn(t) :=maxlzn+l ,min t, 1 -  2 , t E (0,1), (3.7) 
qn(t) = max {q(t), q( On(t) } , (3.8) 
bn=max( /o i /2 (~- l ( / s l /2  qn(r) d r )ds ,~ i2¢- l (~ i2qn( r )dr  ) ds) . (3.9) 
We have that,  for each index n E N, qn : (0, 1) --* R + is continuous and qn(t) = q(t), Vt E en. 
Hence, the sequence of function {qn} (n E N) converges to q uniformly on any set of compact 
subset of (0,1). Therefore, b,~ --* bo when n --* co. 
Let no E N be chosen so that  eno < e and 
1 ~e M du 
(I) -1 (1 + (Q(M)/F(M))) ¢-l(F(u)) ~_ bn, n e N + :-- {no, no + 1 . . . .  }. (3.10) 
Next we define 
fn(t,x) := max{g(Bn(t),x),g(t,x)}, n E N +. 
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We have that, for each index n • N +, fn : (0, 1) x 1~ -~ R is continuous and 
f~(t, ~) >_ g(t, z), 
f~(t,~) = g(t,~), 
v(t,x) • (0,1) x P4, 
v (t, x) • en x Ro+: 
Hence, the sequence of function {fn} (n • N +) converges to g uniformly on any set of the form 
e x R +, where e is an arbitrary compact subset of (0,1). 
Now we define, by induction 
gno(t,x) = fno(t,x), gn+l(t,x) = min{gn(t,x),fn+l(t,x)}, n • N +. 
We have that, for each index n • N +, gn : (0, 1) × R + --* R is continuous. Moreover, for n • N +, 
g( t ,x )  <_ . . .  <_ gn+l ( t ,x )  <_ gn(t ,x)  <_ "" <__ gno(t ,x) ,  ( t ,x )• (O,  1) xR  +, 
~ (t, ~) = g(t, ~), V (t, ~) • ~ × Ro +, 
and the sequence of function {gn} converges to g uniformly on any set of the form e x 1~ with e 
as mentioned before. 
We consider now the sequence of boundary value problems 
(~(~')) '  + g~(t, u) = 0, 
~(0) = ~(1) = ~n, 
t • (0, 1), 
n • N +. (3.1)n 
In a similar way as that in [6,24], we have the following two lemmas. 
LEMMA 3.3. For any c E (0,en], the constant function an(t) =- c is a (strict) lower solution for 
problem (3.1)n (n E N+). 
LEMMA 3.4. Any solution un(t) of (3.1)~ is an upper solution for (3.1)n+1 (n E N+). 
LEMMA 3.5. Problem (3.1)no has at/east one solution. 
PROOF. Let /3 E C((0, 1), R +) rl C1((0, 1), R) be the unique solution of the boundary value 
problem 
Q(M) ~ = 0, t • (0, 1), 
(¢(u'))' + q~o(t)F(u) 1 + F (M) ]  (3.11) 
u(0) = ~(1) = e~o. 
Then by [7], such a solution exists and also/3 is concave and/3(t) = u(t) > eno, t • [0,1]. Also 
there exists to • (0, 1) with u'(t) > 0 on (0,t0) and u' < 0 on (to, 1). 
Integrate quation (3.11) from s ( 0 < s < to) to to to obtain 
¢(u'(s)) < F(u(s)) (1 + Q(M)~ ~to 
- F(M)  ] qno (r) dr, 
i.e., 
( ) u'(s) < ~-l(F(u(s)))¢ -1 1 + F (M) ]  qn°(r) dr ' 
and then integrate from 0 to to to obtain 
-(to) du 
~o ~-I(F(~)) 
(3.12) 
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Similarly, we integrate quation (3.11) from s (1 > s > t0) to to to obtain 
r ( (£ ) uCto) du ¢-1 Q(M)~ f l~)_  1 qno(r)dr ds. "e-o (I)-l(F(u)) -< 1 + F(U) ]  ato 
Now (3.12) and (3.13) imply 
Therefore, 
~ =(to)  du o (I)- l (F(u)) Q(M)~ <_bno(~ -1 1+ F-----(~ ] • 
1 fu(to) du 
¢-1 (1 + (Q(M)/F(M))) ~ ~-l(F(u)) <- bno. 
This together with (3.10) implies u(to) = maxte[o,1 ] u(t) <_ M. That means ~(t) = u(t) <_ M. 
Observe that 
Ig(Ono (t), x) l < qno (t)(F(x) + Q(x) ), on (0,1) × (0, co). 
We have 
Q(M)~ 
(q)(ff(t)))' + g,~o(t,~(t)) < -q,~o(t)F(~(t)) 1 + F----(-~] + Ig.o(t,~(t))l 
(Q(~(t)) Q(M)~ 
<- qn°(t)F(~(t)) \ ~  F(M) ] 
< o, t • (o, 1), 
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(3.13) 
Lemma 3.5 is thus proved. 
By Lemma 3.3 and proceeding by induction using Lemma 3.4, we obtain (via Theorem 1) a 
sequence {un(t)} (n • N +) of solutions to (3.1)n such that 
~n ~ Un(t) <_ Un-l(t), ~/t • [0, 1], 
m~(t) <_ u.(t) ,  
(by Lemma 3.2). 
Consider now the pointwise limit 
un(O)=un(1)=en, n>n0,  
vt•  [0,1] 
z(t) := nhn~ooun(t), Vt E [0, 1]. (3.14) 
Now let e = [a,b] C (0,1), then there an index n* = n*(e) • N + such that e c en, for all 
n > n*, and therefore, for these n > n*, 
0 = (~)(u~(t)))' + gn(t, un(t)) = (@(u~(t)))' + g(t, Un(t)), for t • e. (3.15) 
Hence, the function un is a solution of the equation in (3.1) for all t • e and n > n*. Moreover, 
Me = sup{Ig(t,z)l: t • e, mA(t) < x < u~.(t)} < +oo. (3.16) 
~.o = ~.o(t) < U.o(t) < Z.o(t), v t  e [0,1]. 
so that/3 is an upper solution for problem (3.1)no. 
If we take now ano - •no and recall Lemma 3.3, we have that ano and ~no := 13 are, respectively, 
a lower and an upper solution for problem (3.1)no with ano(t) <_ ~no(t), for all t E [0, 1]. Then 
by Theorem 1, we know that there is a solution U,~o(t ) of (3.1)no such that 
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By (3.16) and notice that mA(t) < un(t) < Uno(t), similar to the proof of Lemma 2.4, we can 
get 
lu'(t)l <_ c~, t • e = [a,b], 
where Ce is a positive constant dependent of e and independent of n, and t • e. 
Then by the Ascoli-Arzela theorem, it is standard (cf. Lemmas 2.4-2.6 and the proof of Theo- 
rem 1) to conclude that z(t) is a solution of (3.1) on the interval e = [a, b]. Since e is arbitrary, 
we find that 
z•C( (O,  1),R+o)NCI((O, 1),R) and (q?(z'(t)))' +g( t , z ( t ) )=O,  fo r te (0 ,1 ) .  
We also have 
z (0 )=z(1)= lira an=0.  
n---*-[-oo 
By the same argument as in [24], we can prove the continuity of z(t) at t = 0 and t = 1. 
The proof of Theorem 2 is complete. 
We now establish the analogue of Theorem 2 of [24]. By essentially the same argument as in 
Theorem 2 and [24, Theorem 2], we have the following results. 
THEOREM 3. Suppose (Ht) in Theorem 2 holds. In addition, assume (H~) for any r > 0 there is 
hr • C((0, 1), R +) 
[g(t,x)[ < hr(t), for all t e e, x >_ r, 
and there exist 0 < #, v < p - 1 such that 
JC  if'(1 - t)~hr(t) dt < +oo. 
Then problem (3.1) (or (1.1)) has at least one solution u E C([0, 1], R +) N Ct((0, 1), R). If, 
moreover, g(t, x) is nonincreasing in x > O, then the solution is unique. 
REMARK 3.1. Theorems 2 and 3 extend Theorem 3.2 in [21] and main results in [6,24,25]. 
We state a consequence of Theorem 3 where the assumptions axe easily verified. In a similar 
way as in [24], we have the following. 
COROLLARY 1. Let  A e C((0, 1), R0+), B e C((0, 1), R), and f e C(R+o, P~)  be given functions 
such that 
01) f is nonincreasing and lim~.~0+ f(u) = +oo; 
(Jz) there exist 0 <_ It, v < p - 1 such that 
f0 t t"(1 - t)~(A(t) + [B(t)l ) dt < +co. 
Then problem 
(O(u'))' + A( t )y (u)  = B( t ) ,  
u(O) = u(1) = 0 
t E (0, 1), 
has a unique solution u E C([0, 1],R +) fq Ct((0, 1),1%). 
REMARK 3.2. Corollary 1 extends the results obtained by Wang [7] and generalizes a similar 
result in [24, Corollary 1]. 
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4. AN EXAMPLE 
Consider the singular boundary value problem (p = 2) 
,~" + ~t-"(1 - 0 - "  (u  - °  + ,2 - s~(8~t) )  = o, 
u(0)  = u(1)  = 0, 
0<t<l ,  
a > 0 a constant 
w~hO<m,  n<2,  a>O, b>O. 
S~ 
g(t ,  u)  = a t -m(1  - t )  -n  [u -a  + u b - sin(S~rt)] , 
F(u)  = au  -a ,  Q(u)  = a (u  b + 1),  q( t )  = t -m(1  -- t )  -n ,  
(4.1) 
(L1 /2 f1 /2  f l l  ~l.s ) bo = max -- q(r) dr ds, q(r) dr ds 
J s /2 1/2 
- -  n 1 - -  t )1 - -n  dt~ (L1/2 tl-m(1 t ) -  dt,~/2t- '~( l  ] max 
Applying Theorem 2, we can find that BVP (4.1) has at least one positive solution if 
xa+ l
a < sup (4.2) 
xe(0,oo) bo(a + 1)(1 + x a + xa+b)  " 
Obviously, (H1),(H2) in Theorem 2 are satisfied. 
REMARK 4.1. I f0  < b < 1, then BVP (3.1) has at least one positive solution for all a > 0 since 
the right-hand side of (4.2) is infinity. 
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