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Abstract
We present a construction of the integrand of the correlation function of four stress-tensor
multiplets in N = 4 SYM at weak coupling. It does not rely on Feynman diagrams and makes
use of the recently discovered symmetry of the integrand under permutations of external and
integration points. This symmetry holds for any gauge group, so it can be used to predict
the integrand both in the planar and non-planar sectors. We demonstrate the great efficiency
of graph-theoretical tools in the systematic study of the possible permutation symmetric inte-
grands. We formulate a general ansatz for the correlation function as a linear combination of
all relevant graph topologies, with arbitrary coefficients. Powerful restrictions on the coefficients
come from the analysis of the logarithmic divergences of the correlation function in two singu-
lar regimes: Euclidean short-distance and Minkowski light-cone limits. We demonstrate that the
planar integrand is completely fixed by the procedure up to six loops and probably beyond. In the
non-planar sector, we show the absence of non-planar corrections at three loops and we reduce
the freedom at four loops to just four constants. Finally, the correlation function/amplitude
duality allows us to show the complete agreement of our results with the four-particle planar
amplitude in N = 4 SYM.
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1 Introduction and summary of the results
In the present paper we continue the investigation of the four-point correlation function of the
stress-tensor multiplet in N = 4 super-Yang-Mills (SYM) theory initiated in [1]. This correlation
function is a very interesting object, from various points of view. In the past it has been exten-
sively studied in the context of the AdS/CFT correspondence, both at strong coupling (in AdS
supergravity) [2] and at weak coupling (see, e.g., [3, 4, 5] and references therein). The asymptotic
behavior of the correlation function at short distances contains information about the anomalous
dimensions of a large variety of Wilson operators. The spectrum of anomalous dimensions of
the theory can alternatively be calculated by diagonalization of the dilatation operator which is
believed to be integrable in planar N = 4 SYM (for a recent review see [6]). It is then natu-
ral to expect that the four-point correlation function itself should have some non-trivial hidden
structure.
More recently, renewed interest in this type of correlation function arose from the observation
that they, if considered in the planar limit and restricted to the light cone, are dual to scattering
amplitudes [7, 8, 9, 10, 11]. The scattering amplitudes have a number of intriguing properties
(see, e.g. [12] for a review). Again, we should expect that the rich structure of the four-particle
amplitude should be reflected in the properties of the (dual) four-point correlation function in
N = 4 SYM.
Indeed, one unexpected property was discovered in the recent paper [1]. As was shown there,
to any loop level in the weak coupling expansion and for an arbitrary gauge group, the integrand
of the correlation function has full S4+ℓ permutation symmetry with respect to the exchange
of the four external points and the ℓ integration points. This property, combined with the
(super)conformal symmetry of the correlation function, puts strong restrictions on the structure
of its integrand. Using the permutation symmetry and some input from the duality with the
amplitude, the precise form of the planar correlation function in terms of a set of conformal four-
point integrals was established at three and four loops. This was done without even mentioning
Feynman diagrams, whose number and complexity render a conventional perturbative calculation
at this level very hard.
We would like to emphasize that the power of the new permutation symmetry is that it holds
regardless of the rank of the gauge group and, therefore, it can be used to predict the integrand
of the correlation function both in the planar and non-planar sectors. In the present paper we
show this explicitly by constructing the four-point correlation function in the planar limit up to
six loops and in the non-planar sector up to four loops.
We demonstrate the great efficiency of the graph-theoretical tools [13, 14] in the systematic
study of the possible permutation symmetric integrands, including both planar and non-planar
topologies. They allow us to identify all relevant graph topologies and to formulate a general
ansatz for the correlation function as a linear combination of all such topologies, with arbitrary
coefficients. Further powerful restrictions come from the analysis of the expected logarithmic
divergences of the correlation function in various singular limits.
We consider two such limits: the Euclidean double short-distance limit in which the four
points coincide pairwise, and the Minkowski light-cone limit in which the four points become
sequentially light-like separated. Based on the properties of the operator product expansion
in the two regimes, we require that the correlation function should have the correct singular
behavior in the two limits. The origin of the singularities is traced back to the properties of the
integrand of the logarithm of the correlation function. In particular, its numerator should vanish
1
in the singular regimes, to prevent the integral from developing a more severe divergence than
required. These simple criteria yield strong restrictions on the values of the coefficients of the
various topologies.
We show that the Minkowski criterion is powerful enough to completely fix the form of the
planar correlation function up to six loops and we conjecture the same to be true to all loops.
The same criterion was recently proposed in Ref. [15] in the context of the four-particle planar
amplitude written down in a basis of dual conformal integrals, and led to its determination up to
seven loops. Our result for the six-loop four-point correlation function gives, via the correlation
function/amplitude duality a six-loop four-particle amplitude which fully agrees with that of
Refs. [16, 15]. This is a new, very non-trivial confirmation of the duality. We would like to point
out that our analysis is not restricted to the planar limit of the correlation function (and hence
to the possibility to compare with the amplitude), but equally well applies to the non-planar
sector. Thus, we are able to show that at three loops the correlation function does not receive
any non-planar contributions. At four loops we reduce the freedom in the non-planar sector to
just four arbitrary coefficients. To fix the value of these coefficients, we will need more detailed
information about the properties of the correlation function in the singular limit.
The Euclidean criterion turns out to be somewhat weaker, leaving some freedom in the planar
correlation function already at four loops. Nevertheless, the Euclidean double short-distance limit
provides us with the simplest and most efficient way of computing the anomalous dimension of
the Konishi operator. In a separate publication [17] we will show how to obtain its five-loop
value, in full agreement with the prediction of Ref. [18], without making use of the conventional
Feynman diagram technique.
We would like to emphasize that our study of the correlation function in this paper does not
require any knowledge about the scattering amplitude. We can obtain the form of the integrand
using only the properties of the correlation function. At the end our results can be used to predict
the dual scattering amplitude, and not the other way round, as was done in Ref. [1]. Still, the
duality with the amplitude can be very helpful in improving the efficiency of our method. Just
using the very fact that such a duality exists, but no explicit information about the amplitude,
we derive a recursion procedure for determining the contribution to the correlation function from
a large subclass of planar graphs. This procedure is the exact analog of the so-called “rung rule”
for the scattering amplitudes [19]. This rule not only generates new higher-loop topologies from
the lower-loop ones, but it also fixes their coefficients. Thus, after using the rung rule, we are
left with a very small number of coefficients to determine. For example, at four and five loops
there remains a single non-rung-rule coefficient to fix. At six loops we have 23 topologies of the
rung-rule type and 13 non-rung-rule, with only 3 of the latter having non-zero coefficients. This
should be compared with the analogous counting in the approach of Ref. [15], where the numbers
are 245, 29 and 13, respectively. This shows that our method can prove very efficient at even
higher loops both for the correlation function and for the dual scattering amplitude.
The paper is organized as follows.
In Section 2, we summarize the properties of the four-point correlation function and formu-
late our general ansatz for the integrand as a sum over all relevant topologies with arbitrary
coefficients. In Section 3, we explain how these coefficients can be fixed to two loops from the
known singular behavior of the correlation function in the Euclidean short-distance and in the
Minkowski light-cone limits. In Section 4, we repeat the same analysis at three loops and demon-
strate that, unlike the two-loop case, the singular behavior of the three-loop correlation function
fixes all but one (color-dependent) coefficient. However, the integrand accompanying this co-
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efficient is proportional to the Gram determinant and, therefore, vanishes in four dimensions.
The resulting expression for the three-loop correlation function is unique and it does not receive
non-planar corrections. In Section 5, we extend our analysis to four loops. We show that the
four-point correlation function is uniquely fixed at four loops in the planar sector only, whereas
in the non-planar sector the obtained expression depends on four arbitrary constants. In Sections
6 and 7, we construct the unique four-point correlation function in the planar limit at five and
six loops, respectively. We also use the duality relation between the correlation function and
scattering amplitude to obtain the expression for the planar four-particle amplitude up to six
loops and we observe perfect agreement with the known results. Some technical details of our
calculation are described in four appendices.
2 Symmetries of four-point correlation functions
In this paper, we study four-point correlation functions of the simplest representative of the class
of half-BPS operators in the N = 4 SYM theory. These are bilinear gauge invariant operators
built from the six real scalars ΦI (with I = 1, . . . , 6 being an SO(6) index) in the adjoint
representation of the gauge group SU(Nc):
OIJ
20′
= tr
(
ΦIΦJ
)
−
1
6
δIJ tr
(
ΦKΦK
)
. (2.1)
The operator OIJ belongs to the representation 20′ of the R symmetry group SO(6) ∼ SU(4)
and is the lowest-weight state of the so-called N = 4 stress-tensor supermultiplet. The latter
contains, among others, the stress-tensor (hence the name) and the (on-shell) Lagrangian of the
theory. An important property of the operators (2.1) is that their scaling dimension is protected
from perturbative corrections. The same is true for the two- and three-point correlation functions
of the operators OIJ and it is only starting from four points that the correlation functions receive
perturbative corrections in the N = 4 SYM theory [20].
The four-point correlation function of the operators (2.1) have a non-trivial SO(6) tensor
structure. A convenient way to keep track of it is to introduce auxiliary SO(6) harmonic variables
YI , defined as a (complex) null vector, Y
2 ≡ YIYI = 0, and project the indices of OIJ as follows:
O(x, y) ≡ YI YJ O
IJ
20′
(x) = YI YJ tr
(
ΦI(x)ΦJ (x)
)
, (2.2)
where y denotes the dependence on the Y−variables. The main subject of this paper is the
four-point correlation function of the operators (2.2) :
G4 = 〈O(x1, y1)O(x2, y2)O(x3, y3)O(x4, y4)〉 =
∞∑
ℓ=0
aℓG
(ℓ)
4 (1, 2, 3, 4) . (2.3)
On the right-hand side G4 is expanded in powers of the ‘t Hooft coupling a = g
2Nc/(4π
2), with
G
(ℓ)
4 denoting the perturbative correction at ℓ loops. Notice that here we do not assume the
planar limit and allow G
(ℓ)
4 to have a non-trivial dependence on Nc.
At tree level, i.e. for ℓ = 0, the correlation function (2.3) reduces to a product of free scalar
3
propagators:
G
(0)
4 (1, 2, 3, 4) =
(N2c − 1)
2
4 (4π2)4
[(
y212
x212
y234
x234
)2
+
(
y213
x213
y224
x224
)2
+
(
y241
x241
y223
x223
)2]
(2.4)
+
N2c − 1
(4π2)4
(
y212
x212
y223
x223
y234
x234
y241
x241
+
y212
x212
y224
x224
y234
x234
y213
x213
+
y213
x213
y223
x223
y224
x224
y241
x241
)
,
where the notation is introduced for x2ij = (xi−xj)
2 and y2ij = (Yi ·Yj). Here the first and second
lines describe the disconnected and connected contributions, respectively, which explains their
different scaling at large Nc. The right-hand side of (2.4) contains six different SO(6) harmonic
y−structures. This is in agreement with the presence of six SU(4) channels of the tensor product
20′ × 20′ = 1 + 15+ 20′ + 84 + 105+ 175.
The superconformal symmetry of the N = 4 SYM theory, combined with the Lagrangian
insertion mechanism, impose tight restrictions on the possible form of the loop corrections to the
four-point correlation function, known as “partial non-renormalization” [3, 1]. Namely, the loop
corrections to G4 take the following factorized form:
G
(ℓ)
4 (1, 2, 3, 4) =
2 (N2c − 1)
(4π2)4
×R(1, 2, 3, 4)× F (ℓ)(xi) (for ℓ ≥ 1) , (2.5)
where the first factor on the right-hand side is chosen for later convenience. Here R(1, 2, 3, 4) is a
universal, ℓ−independent rational function of the space-time, xi, and harmonic, yi, coordinates
at the four external points 1, 2, 3, 4:
R(1, 2, 3, 4) =
y212y
2
23y
2
34y
2
14
x212x
2
23x
2
34x
2
14
(x213x
2
24 − x
2
12x
2
34 − x
2
14x
2
23)
+
y212y
2
13y
2
24y
2
34
x212x
2
13x
2
24x
2
34
(x214x
2
23 − x
2
12x
2
34 − x
2
13x
2
24)
+
y213y
2
14y
2
23y
2
24
x213x
2
14x
2
23x
2
24
(x212x
2
34 − x
2
14x
2
23 − x
2
13x
2
24)
+
y412y
4
34
x212x
2
34
+
y413y
4
24
x213x
2
24
+
y414y
4
23
x214x
2
23
, (2.6)
while F (ℓ)(xi) is a function of xi only (with i = 1, 2, 3, 4). Then, it follows from (2.5) that the
loop corrections to the four-point correlation function are determined by a single function with
the perturbative expansion
F (xi; a) =
∑
ℓ≥1
aℓF (ℓ)(xi) . (2.7)
As before, we do not impose the planar limit. For the gauge group SU(Nc), the expansion of
F (xi; a) in powers of 1/Nc takes the form
F (xi; a) = Fg=0(xi; a) +
1
N2c
Fg=1(xi; a) + . . . , (2.8)
where Fg(xi; a) is associated with color graphs of (maximal) genus g, that is, a sphere for g = 0,
a torus for g = 1, etc.
4
It is easy to see that at one and two loops there exist no non-planar Feynman graphs con-
tributing to the correlation function, therefore non-planar corrections to F may appear only
starting from three loops,
Fg=1(xi; a) = O(a
3) . (2.9)
Later in the paper we shall demonstrate that, in fact, Fg=1(xi; a) vanishes at three loops and can
receive non-trivial contributions only starting from four loops (see Sects. 4.2 and 5.4).
What can we tell about the function F (xi) based on the symmetries and other basic properties
of the correlation function?
2.1 Conformal symmetry and OPE constraints
Let us start with the corollaries of conformal symmetry. Each operator O(xi, yi) carries conformal
weight (+2). Examining the expression on the right-hand side of (2.5), we find that F (xi)
should be a conformally covariant function of xi with conformal weight (+1) at each point. The
remaining conformal weight (+1) is provided by the rational factor R(1, 2, 3, 4). This implies, in
particular, that F (xi) transforms under inversions x
µ
i → x
µ
i /x
2
i as
F (xi)→ (x
2
1x
2
2x
2
3x
2
4)F (xi) . (2.10)
This allows us to write the loop correction functions in (2.7) in the following manifestly conformal
form:
F (ℓ)(xi) =
1
x213x
2
24
Φ(ℓ)(u, v) , (2.11)
where u and v are the two conformally invariant cross-ratios made of the four points xi,
u =
x212x
2
34
x213x
2
24
, v =
x214x
2
23
x213x
2
24
. (2.12)
Another set of powerful constraints comes from the analysis of the four-point correlation
function in the limit where a pair of operators become null separated, x2ij → 0. In this limit,
we can apply the operator product expansion (OPE) to find the asymptotic behavior of the
function F (xi). Notice that the limit x
2
ij → 0 has different meanings in Euclidean and Minkowski
kinematics. In the former case, the two points xi and xj coincide, while in the latter case they
can be separated along a light-ray direction. This allows us to distinguish two different limits:
• Euclidean double short-distance limit: x1 → x2, x3 → x4; (2.13)
• Minkowski light-cone limit: x212 , x
2
23 , x
2
34 , x
2
41 → 0. (2.14)
In terms of the conformal cross-ratios, the two limits correspond to u→ 0, v → 1 and u, v → 0,
respectively.
Let us consider the first limit. For x1 → x2 we have the OPE of the operators (2.2),
O(x1, y1) O(x2, y2) = cI
y412
x412
I + cO
y212
x212
Y1IY2J O
IJ
20′
(x1) + cK(a)
y412
(x212)
1−γK/2
K(x1) + . . . , (2.15)
5
where the ellipsis denotes the subleading contribution for x1 → x2. Here, the dominant O(1/x412)
contribution comes from the identity operator I and the first subleading correction comes from
the half-BPS operators OIJ
20′
defined in (2.1) and the Konishi operator K = tr(ΦIΦI). The
coefficients cI = (N
2
c − 1)/(32π
4) and cO = 1/(2π
2) do not depend on the coupling constant.
Unlike the operators I and OIJ
20′
, the Konishi operator K is not protected, so it acquires an
anomalous dimension γK(a) and the coefficient cK(a) on the right-hand side of (2.15) depends on
the coupling constant.
Applying the OPE (2.15) to the two pairs of operators at points 1, 2 and 3, 4, we can obtain
the asymptotic behavior of the four-point correlation function in the double short-distance limit
x1 → x2, x3 → x4. Then, matching this behavior with the expected form of the correlation
function (2.5), we find the following OPE limit for the function F (xi) as x1 → x2 and x3 → x4:∑
ℓ≥1
aℓF (ℓ)(xi)
u→0
v→1−→
1
6x413
[
c2K(a)u
γK(a)/2 − 1
]
+ . . . , (2.16)
where the ellipsis denotes subleading terms and the factor 1/6 comes from the two-point corre-
lation function of the Konishi operator. For our purposes it is convenient to rewrite the OPE
limit as
ln
(
1 + 6x413
∑
ℓ≥1
aℓF (ℓ)(xi)
)
u→0
v→1−→
1
2
γK(a) ln u+O(u
0) . (2.17)
This relation has the following meaning. According to (2.16), the perturbative corrections F (ℓ)(xi)
are expanded in powers of ln u with the maximal power equal to the number of loops ℓ. The
relation (2.17) implies that, at each perturbative level aℓ, the particular combination of functions
F (ℓ
′)(xi) with ℓ
′ ≤ ℓ, arising from the expansion of the left-hand side of (2.17) in powers of a,
should contain a single power of ln u, independently of the loop order. This is a very powerful
constraint which relates the ℓ−loop correction F (ℓ)(xi) to the lower-loop terms F (ℓ
′)(xi) with
1 ≤ ℓ′ < ℓ.
We would like to emphasize that the relation (2.17) arose from the analysis of the contribution
of just one unprotected operator, the Konishi operator, to the OPE (2.15). Examining the
subleading terms on the right-hand side of (2.15) (denoted by an ellipsis there) we can single
out the twist-two operators Oµ1...µS (x) carrying Lorentz spin S and scaling dimension ∆ =
2 + S + γS(a).
1 Their contribution to the right-hand side of (2.15) is accompanied by the
coefficient function xµ112 . . . x
µS
12 /(x
2
12)
1−γS(a)/2 and, therefore, it is suppressed in the Euclidean
short distance limit x1 → x2 by a factor of (x212)
S/2. The situation changes, however, in the
light-cone (Minkowski) limit, x212 → 0 with x
µ
12 6= 0. In this case the twist-two operators with
arbitrary spin S produce equally important contributions to the OPE (2.15). As a result, to find
the asymptotic behavior of the four-point correlation function in the light-cone limit, we have to
take into account the contributions of an infinite number of twist-two operators [21].
This problem has been studied in Ref. [22] where it was shown that in the multiple light-
cone limit, x212, x
2
23, x
2
34, x
2
41 → 0, the leading asymptotic behavior of the four-point correlation
function is controlled by the contribution of the twist-two operators with large spin S. According
to (2.12), both conformal cross-ratios vanish in the light-cone limit, u, v→ 0. As a consequence,
the perturbative corrections to the correlation function diverge as powers of ln u and ln v.
1It is worth mentioning that the Konishi operator K is the twist-two operator with spin S = 0.
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More precisely, one finds that in the light-cone limit the perturbative expansion of G4/G
(0)
4
takes the following form:
G4/G
(0)
4
u,v→0
−→ 1 + 2x213x
2
24
∑
ℓ≥1
aℓF (ℓ)(xi) = 1 +
∑
ℓ≥1
aℓ
ℓ∑
m,n=0
c(ℓ)m,n(ln u)
m(ln v)n + . . . , (2.18)
where c
(ℓ)
m,n are (coupling-independent) coefficients and the ellipsis denotes finite terms. So, at
ℓ−loop order, the expression for F (ℓ)(xi) diverges like (ln u)m(ln v)n, where the total power m+n
of the logs does not exceed 2ℓ.
All singular terms on the right-hand side of (2.18) with n +m ≥ ℓ can be resummed to all
orders in the coupling using the approach developed in Ref. [23]. This leads to the following
(Sudakov) asymptotic behavior of the logarithm of the correlation function [22]
ln
(
1 + 2x213x
2
24
∑
ℓ≥1
aℓF (ℓ)(xi)
)
u,v→0
−→
(
−
1
2
a+
1
4
a2ζ2
)
ln u ln v +
∑
ℓ≥2
cℓ
[
(a ln u)ℓ + (a ln v)ℓ
]
+ . . . ,
(2.19)
with the coefficients cℓ = (−1)
ℓζℓ/(2
ℓ−1 ℓ). The terms on the right-hand side of (2.19) are ordered
according to the maximal power of logarithms per loop. For example, the O(a) contribution to
(2.19) involves a double-log while the O(a2) correction produces terms of the form a2 lnu ln v,
(a lnu)2 and (a ln v)2, in which the total power of the logs equals the loop order. The ellipsis on
the right-hand side of (2.19) denotes subleading terms with a smaller number of logarithms at
each loop order, e.g. a3 ln u ln v, a3(ln u)2, a3 ln u, etc.
Notice that the perturbative expansion (2.19) diverges at ℓ > 2 loops like (lnu)ℓ + (ln v)ℓ.
This should be compared with the right-hand side of (2.18) where the total power of the logs can
reach 2ℓ. In other words, the logarithm of the correlation function has a much softer light-cone
singularity than the correlation function itself. 2 Similarly to the short-distance limit, this fact
once again implies that the very special combination of ℓ−loop integrals F (ℓ
′) with 1 ≤ ℓ′ ≤ ℓ
appearing in the left-hand side of (2.19) at each perturbative level should be less singular in the
light-cone limit than each individual integral F (ℓ).
We would like to stress that the asymptotics (2.19) does not rely on the planar limit and
it holds for arbitrary Nc. The fact that the right-hand side of (2.19) does not involve the
1/Nc−dependence implies that the non-planar corrections only contribute to terms denoted by
an ellipsis in (2.19). In other words, at any loop level ℓ, the non-planar corrections to the
logarithm of the correlation function should involve ln u and ln v to the total power ≤ ℓ− 1.
Comparing (2.17) and (2.19), we observe that the two limits, the double short-distance and
the light-cone limits, lead to two different conditions on the function F (xi). As was explained
above, the relation (2.19) effectively takes into account the contribution of an infinite number of
twist-two operators and, therefore, we expect it to be more restrictive than (2.17). Later on in
the paper we demonstrate that this is indeed the case, starting at four loops.3
2Substituting (2.19) into (2.18) we can compute the coefficients cℓm,n with ℓ ≤ m+ n ≤ 2ℓ.
3A similar criterion applied to the integrand of the four-gluon amplitude, written in a basis of dual conformal
integrals, allows one to determine its form up to seven loops [15]. The special role played by the logarithm of the
integrand of the amplitude was also pointed out in [24].
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2.2 Permutation symmetry
As was shown in Ref. [1], the four-point correlation function in the N = 4 SYM theory has a
new symmetry. To formulate this symmetry, we represent the ℓ−loop correction to the function
F (ℓ)(xi) in the following form
F (ℓ)(x1, x2, x3, x4) =
x212x
2
13x
2
14x
2
23x
2
24x
2
34
ℓ! (−4π2)ℓ
∫
d4x5 . . . d
4x4+ℓ f
(ℓ)(x1, . . . , x4+ℓ) , (2.20)
where f (ℓ) is some function depending on the four external coordinates x1, . . . , x4 and the ℓ
additional (internal) coordinates x5, . . . , x4+ℓ giving the positions of the interaction vertices.
Defined in this way, the function f (ℓ) has the meaning of the ℓ−loop integrand.
The particular form of (2.20) is related to computing the loop corrections to the correlation
function by Lagrangian insertions. In this method, the four-point function F (ℓ) is determined by a
(4+ℓ)−point correlation function involving ℓ additional insertions of theN = 4 SYM Lagrangian,
whose positions are integrated over. Then, the function f (ℓ) naturally appears as the Born-level
approximation to this (4 + ℓ)−point correlation function. As was shown in Ref. [1], in N = 4
SYM with gauge group SU(Nc) the function f
(ℓ) has the following remarkable properties:
(i) it is symmetric under the exchange of any pair of points (both external and internal)
f (ℓ)(. . . , xi, . . . , xj, . . .) = f
(ℓ)(. . . , xj , . . . , xi, . . .) ; (2.21)
(ii) it is a rational function of the distances x2ij with only simple poles at the coincident points
f (ℓ)(xi) ∼
1
x2ij
, for xi → xj ; (2.22)
(iii) it has conformal weight (+4) at all (4 + ℓ) points and transforms under inversions xµi →
xµi /x
2
i as
f (ℓ)(xi)→ (x
2
1 . . . x
2
4+ℓ)
4 f (ℓ)(xi) . (2.23)
Here the least obvious first condition is ultimately related to the fact that the half-BPS operator
OIJ
20′
(x) belongs to the same short superconformal multiplet as the N = 4 SYM Lagrangian L.
The second condition follows from the analysis of the OPE of the operators O and L. Finally,
the last condition ensures that F (ℓ)(xi), as defined by the integral in (2.20), has the required
conformal weight (+1) at the external points x1, . . . , x4.
We can easily satisfy the above three conditions by writing f (ℓ) in the following form:
f (ℓ)(x1, . . . , x4+ℓ) =
P (ℓ)(x1, . . . , x4+ℓ)∏
1≤i<j≤4+ℓ x
2
ij
, (2.24)
where the denominator contains the product of all distances between the (4+ℓ) points and P (ℓ) is
a homogeneous polynomial in x2ij needed to restore the correct conformal weights of the function
f (ℓ). Since the denominator in (2.24) is explicitly symmetric under the exchange of any pair of
points, the polynomial P (ℓ) should also be invariant under the S4+ℓ permutations of x1, . . . , x4+ℓ.
Further, in order to verify (2.23) the polynomial P (ℓ) should have uniform conformal weight
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−(ℓ− 1) at all points. This implies in particular that P (ℓ) is a homogeneous polynomial in x2ij of
degree (ℓ− 1)(ℓ+ 4)/2 and the distance between, say, point x1 and another point xi appears in
the expansion of P (ℓ) exactly (ℓ− 1) times.
As an example, let us consider (2.24) in the two simplest cases ℓ = 1 and ℓ = 2. At one loop,
for ℓ = 1, the degree of P (1) is zero, reducing it to a constant:
P (1) = 1 ,
f (1)(x1, . . . , x5) =
c(1)∏
1≤i<j≤5 x
2
ij
, (2.25)
with c(1) arbitrary. Here and in all the subsequent expressions for P (ℓ) we choose to normalize
the basis polynomials so that each monomial appears with unit weight.
At two loops, for ℓ = 2, P (2) is a polynomial in x2ij of degree 3 given by the S6 invariant sum
of terms, each linear in x21i
P (2) = 1
48
∑
σ∈S6
x2σ1σ2x
2
σ3σ4x
2
σ5σ6 = x
2
12x
2
34x
2
56 + . . . ,
f (2)(x1, . . . , x6) =
c(2)P (2)∏
1≤i<j≤6 x
2
ij
, (2.26)
with c(2) arbitrary. In the first relation in (2.26) the sum runs over all permutations (σ1, . . . , σ6)
of the points (1, . . . , 6). The coefficient 1/48 ensures that each term appears with unit weight (the
ellipsis denotes the terms needed to restore the S6 permutation symmetry of P
(2)). Combining
the two relations in (2.26), we get
f (2)(x1, . . . , x6) =
c(2)
x213x
2
14x
2
15x
2
16x
2
23x
2
24x
2
25x
2
26x
2
35x
2
36x
2
45x
2
46
+ S6 permutations . (2.27)
In summary, the construction of the correlation function at a given loop level consists of two
major steps:
• Find the most general expression for the permutation symmetric integrand (f−function)
or, equivalently, for its numerator (P−function) having the properties listed above. In
general, this step produces a number of inequivalent integrand topologies, some of them
planar, the others non-planar. This step is most efficiently done by using graph-theoretic
tools, as explained in Sect. 2.3.
• Try to fix the coefficients of the various topologies by imposing the OPE constraints from
Sect. 2.1. Later in the paper we will show that this is sufficient to completely determine the
correlation function in the planar limit up to six loops (with no obstruction for extending
analysis to higher loops), while in the non-planar sector some freedom is left in the value
of a few coefficients, starting at four loops.
2.3 Graph-theoretical interpretation
As mentioned above, to classify the general functions f (ℓ) and P (ℓ) at higher loops, it proves
convenient to use their graphical representation. To this end, we identify each point x1, . . . , x4+ℓ
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as a vertex of a graph and denote each factor x2ij in the expression for the functions by a line
connecting the vertices i and j. In this way, we can associate two sets of graphs with the functions
f (ℓ) and P (ℓ) that we shall call f− and P−graphs. In principle, the two graphs are complementary
– knowing one allows us to fix the other. However, each type of graphs has its own features, so
we will discuss them separately.
2.3.1 Numerator or P−graphs
Let us first examine the properties of the P−graphs. By construction, they contain (4 + ℓ)
vertices. The permutation symmetry S4+ℓ allows us not to label each vertex and treat them
on an equal footing. The conformal properties of the polynomial P (ℓ)(x1, . . . , x4+ℓ) imply that
the corresponding P−graph should have (ℓ− 1) edges attached to each vertex, so that the total
number of edges is (ℓ − 1)(ℓ + 4)/2, in agreement with the total degree of the polynomial. In
general, the P−graph is made of several connected subgraphs. For instance, for ℓ = 2, from
(2.26) we read that the corresponding graph contains three components, each consisting of a
single edge. Also, the polynomial P (ℓ) may contain higher powers of the distances (x2ij)
n, in
which case the vertices i, j are connected by n edges.4 At the same time, the P−graph cannot
contain loops (edges attached to the same vertex)5 since their contribution to the P−polynomial
vanishes due to x2ii = 0. Summarizing these properties, we conclude that
P−graph = loop-less multigraph with (4 + ℓ) vertices of degree (ℓ− 1) (2.28)
The main advantage of the P−graphs is that each vertex has the same degree. This makes it
possible to determine their number at each loop level, using standard graph-theoretical tools
from Refs. [13, 14].
Let us denote by nℓ the number of isomorphism classes of loop-less multigraphs of order (4+ℓ)
and of degree (ℓ− 1). Up to six loops, nℓ takes the following values:
ℓ 1 2 3 4 5 6
nℓ 1 1 4 32 930 189341
nplanarℓ 1 1 1 3 7 36
nrung−ruleℓ - 1 1 2 6 23
Ref. A129416 A129418 A129420
Table 1: Numbers of P−graphs up to six loops (second row), of planar integrand topologies (third
row) and of iterative (“rung-rule”) planar topologies (fourth row). The bottom row contains
references to [25]. The first three cases of P−graphs from this table are displayed in Fig. 1.
As can be seen from Table 1, the number nℓ of P−graphs grows very rapidly with the loop order
ℓ. However, as we will show later in the paper, the vast majority of such graphs produce non-
planar corrections to the correlation function, leaving a much smaller number nplanarℓ of planar
topologies. Moreover, the latter have an interesting iterative structure, the so-called “rung rule”
(see Sect. 2.5), which allows us to determine the contribution of the majority of the planar graphs
4In graph theory, for n = 1 such graphs are called “regular” and for n > 1 they are called “multigraphs”.
5A “loop” should be distinguished from a “cycle”, i.e. a subset of vertices connected by a closed cycle of edges.
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(listed as nrung−ruleℓ in Table 1) in the planar limit from lower loop data. Only a small number of
relevant planar graphs cannot be obtained by the rung rule and require a different approach.
PSfrag replacements
P (1) P (2) P
(3)
1 P
(3)
2 P
(3)
3 P
(3)
4
Figure 1: P−graphs up to three loops. The one-loop graph P (1) shrinks to a point corresponding
to the constant numerator in (2.25). The two-loop graph P (2) consists of three disconnected seg-
ments. At three loops there are four possible graphs, one connected P
(3)
1 and three disconnected
P
(3)
2 , P
(3)
3 , P
(3)
4 .
As explained, P−graphs provide a straightforward way to obtain a general basis for the full
non-planar correlation function. However, it also proves useful to consider f−graphs described
below. These are much closer to more standard Feynman integral graphs, with edges correspond-
ing to propagators.
2.3.2 Denominator or f−graphs
If the P−graphs represent the numerator of the f−function (2.24), the f−graphs are constructed
from its denominator. Here we have to distinguish the effective denominator of the integrand
of the function F (ℓ) from the universal one shown on the right-hand side of (2.24). The latter
defines the so-called “complete graph” K4+ℓ, that is the graph in which each pair of the (4 + ℓ)
vertices are connected by an edge. The polynomial P (ℓ) contains positive powers of x2ij , so that
it removes some of the factors from the denominator in (2.24). In graphical terms this amounts
to deleting the corresponding edges in the complete graph K4+ℓ. The remaining factors of x
2
ij in
the denominator constitute the edges of what we call the “f−graph”.
If the polynomial P (ℓ) does not contain factors of (x2ij)
n with power n > 1, or equivalently,
if the corresponding P−graph is regular (and not a multigraph), then the effective numerator
of f (ℓ) is a constant (see, e.g., Eq. (2.27)) and the corresponding f−graph coincides with the
complement of the P−graph. Namely, it is obtained from the complete graph K4+ℓ by removing
all edges of the P−graph. In what follows we shall refer to such f−graphs as “pure”. By
construction, a pure f−graph is a regular connected 6 graph with (4+ℓ) vertices and exactly four
edges attached to each vertex. The latter number matches the conformal weight of the function
f (ℓ) at each point.
However, if the polynomial P (ℓ) contains a factor of (x2ij)
n with n > 1, then, after cancellation
with the denominator, the numerator of f (ℓ) still involves some factor of (x2ij)
n−1. This factor
6It is possible to have potential f−graphs which are disconnected, but satisfy all other properties. The first
example occurs at six loops in the non-planar theory and is given by K5×K5. We believe such f−graphs cannot
contribute to the correlation function and thus should come with coefficient zero. This is an additional restriction
on the basis.
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induces a negative conformal weight at the points xi and xj in the numerator and it has to be
balanced by an excess of conformal weight in the denominator. In terms of the f−graph this
means that the two vertices should have (3 + n) > 4 edges attached to each of them.
To summarize,
f−graph = connected graph with (4 + ℓ) vertices of degree ≥ 4 (2.29)
The pure f−graphs are the special case where all vertices have the same minimal degree 4. As an
example, in Fig. 2 we show the f−graphs corresponding to the one-loop and two-loop expressions,
Eqs. (2.25) and (2.27), respectively, as well as the three-loop graphs discussed in Sect. 4.
PSfrag replacements
f (1) f (2) f
(3)
1 f
(3)
2 f
(3)
3
f
(3)
4
Figure 2: f−graphs up to three loops obtained from the P−graphs in Fig. 1. The one-loop graph
f (1) is non-planar, but it becomes planar after multiplying it with the prefactor in (2.20). The
two-loop graph f (2) and one of the tree-loop graphs, f
(3)
2 , are planar. The remaining three-loop
graphs f
(3)
1 , f
(3)
3 , f
(3)
4 are non-planar, even including the prefactor in (2.20).
The main advantage of dealing with graphs is that they allow us to replace the (difficult)
problem of finding the most general expression for the functions f (ℓ) and/or P (ℓ) by the much
simpler problem of classifying all (non-isomorphic) f− and/or P−graphs satisfying the conditions
(2.29) and (2.28), respectively. We find both P−graphs and f−graphs useful depending on the
context. The P−graphs allow a clean and systematic procedure for obtaining the full basis of all
possible terms that can occur in the full non-planar theory, whereas for the f−graphs one has
to check that it is possible to attach suitable numerators to the graph in order to ensure that all
vertices have overall conformal weight four, without canceling a propagator. The f−graphs are
however much more closely related to standard Feynman integral graphs. Moreover, importantly,
in the planar theory we may restrict our basis to planar f−graphs, which are easier to classify than
the corresponding P−graphs. As we shall see shortly, restricting the scope to planar f−graphs
allows a huge further reduction in the basis.
2.3.3 General form of the f−function
Now, suppose that we have found all such graphs. For each f− and/or P−graph topology we
can easily reconstruct the corresponding contribution to the function f (ℓ), following the rules
formulated above. Then the general form of f (ℓ) is given by a linear combination of all topologies
with arbitrary coefficients c
(ℓ)
α
f (ℓ)(x) =
nℓ∑
α=1
c(ℓ)α f
(ℓ)
α (x1, . . . , x4+ℓ) =
nℓ∑
α=1
c(ℓ)α
P
(ℓ)
α (x1, . . . , x4+ℓ)∏
1≤i<j≤4+ℓ x
2
ij
. (2.30)
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Here the sum runs over the nℓ non-isomorphic graphs satisfying (2.29) and (2.28). Their numbers
for ℓ ≤ 6 are listed in Table 1.
We recall that the function f (ℓ)(x) defines the integrand of the ℓ−loop correction F (ℓ)(1, 2, 3, 4)
in (2.20). Substituting the general ansatz (2.30) into (2.20), we conclude that the permutation
symmetry of the integrand allows us to reduce the freedom in the loop corrections to the four-
point correlation function to the set of coefficients c
(ℓ)
α . As was already mentioned, the majority
of terms on the right-hand side of (2.30) give non-planar integrands and their coefficients are
expected to vanish in the limit Nc →∞. Moreover, most of the coefficients c
(ℓ)
α of the integrands
in (2.30) which survive in the planar limit, are inherited from lower loops by the “rung rule” (see
Sect. 2.5). As a result, to determine the correlation function in the planar limit, we will have to
fix a much smaller number of coefficients, for example, only 13 coefficients at six loops with only
three of them being different from zero (see Sect. 7).
In order to determine the values of the coefficients c
(ℓ)
α , we have to take into account the
following additional information about the correlation function. Firstly, as was shown in Sect. 2.1,
the function F (ℓ) has to satisfy the relations (2.17) and (2.19) that follow from the OPE analysis of
the correlation function. Combined with (2.20), these relations lead to very powerful restrictions
on the coefficients c
(ℓ)
α . Secondly, the (non-planar) correlation function admits an expansion (2.8)
in powers of 1/N2c . In our ansatz for the integrand, Eqs. (2.20) and (2.30), the dependence on
Nc is contained in the coefficients c
(ℓ)
α . Therefore, it is natural to conjecture that c
(ℓ)
α admit a
similar expansion in 1/N2c , with the leading power related to the genus of the corresponding
f−graph.7 Finally, the polynomials P (ℓ)α (xi) in the numerators in (2.30) depend on (4 + ℓ) four-
dimensional vectors xµi . Since any five vectors are linearly dependent in four dimensions, this
leads to additional relations between these polynomials which take the form of vanishing Gram
determinant conditions. Taking them into account, we can reduce the number of independent
terms on the right-hand side of (2.30).
2.4 Duality with the planar four-particle scattering amplitude
In the planar N = 4 SYM theory there exists a remarkable relation between the planar four-point
correlation function G4 and the planar four-particle MHV amplitude A4: 8
lim
x2i,i+1→0
(G4/G
(0)
4 )(x1, x2, x3, x4) = [(A4/A
(0)
4 )(p1, p2, p3, p4)]
2 . (2.31)
Here the superscript ‘(0)’ denotes the tree-level approximation and the on-shell momenta of the
scattered particles pµi are related to the (dual) coordinates x
µ
i by
pµi = x
µ
i − x
µ
i+1 , p
2
i = 0 . (2.32)
Notice that the relation (2.31) is formulated in terms of the integrands of the two objects, and not
in terms of the corresponding Feynman integrals. The latter diverge in the light-cone limit (for
the correlation function) and for massless particles with p2i = 0 (for the amplitude), and hence
7The connection between the genus of the f−graphs and that of the actual components of the correlation
function (2.5) is discussed in Appendix A.
8This duality between Gn and AMHVn with an arbitrary number of points n was first proposed in [7, 8].
Later on it has been extended to the super-correlation functions of stress-tensor multiplets and non-MHV super-
amplitudes [9, 10, 11].
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require a regularization, say dimensional regularization in D = 4−2ǫ dimensions. What appears
on the right-hand side of (2.31) is the four-dimensional integrand of the amplitude, which is a
rational function of the momenta. This rational function, rewritten in terms of dual coordinates
according to (2.32), is then compared to the rational integrand of the correlation function. The
latter is conformally covariant by construction, while the integrand of the amplitude is known to
have dual conformal invariance [26, 27, 28, 29].
We would like to emphasize once again that the duality (2.31) only applies to the planar
limit of the two objects. Indeed, the correlation function is known not to have non-planar
corrections at one and two loops [30, 31], 9 while the four-particle amplitude starts having non-
planar contributions already at two loops [19, 32, 27].
The duality relation (2.31) involves the ratio of the correlation functions defined in the kine-
matical configuration in which two neighboring operators are light-like separated, x2i,i+1 = 0. In
this limit the left-hand side of (2.31) becomes (see Eqs. (2.3)–(2.5)) 10
lim
x2i,i+1→0
(G4/G
(0)
4 ) = 1 + 2
∑
ℓ≥1
aℓF (ℓ)(xi) , (2.33)
where the notation was introduced for
F (ℓ) = lim
x2i,i+1→0
x213x
2
24F
(ℓ)
g=0(xi) (2.34)
and the subscript g = 0 indicates the planar limit. Similarly, the perturbative corrections to the
scattering amplitude A4 take the form
A4/A
(0)
4 = 1 +
∑
ℓ≥1
aℓM(ℓ)(pi) , (2.35)
where the loop corrections M(ℓ)(pi) are given by linear combinations of the integrands of scalar
ℓ−loop Feynman integrals. With this notation, the duality relation (2.31) becomes
1 + 2
∑
ℓ≥1
aℓF (ℓ)(xi) =
(
1 +
∑
ℓ≥1
aℓM(ℓ)(pi)
)2
. (2.36)
Expanded in powers of the coupling, Eq. (2.36) leads to
F (1) =M(1) , F (2) =M(2) +
1
2
(
M(1)
)2
, F (3) =M(1)M(2) +M(3)
F (4) =M(1)M(3) +M(4) +
1
2
(
M(2)
)2
, F (5) =M(1)M(4) +M(2)M(3) +M(5) , . . . (2.37)
and, conversely,
M(1) = F (1) , M(2) = F (2) −
1
2
(
F (1)
)2
, M(3) = F (3) − F (1)F (2) +
1
2
(
F (1)
)3
,
M(4) = F (4) − F (1)F (3) −
1
2
(
F (2)
)2
+
3
2
F (2)
(
F (1)
)2
−
5
8
(
F (1)
)4
, . . . . (2.38)
Making use of (2.38), we can apply our results for the correlation function to obtain the four-
dimensional integrands of the four-particle scattering amplitude in the planar limit.
9In this paper we show that the non-planar corrections do not appear below four loops, see Section 4.2.
10In what follows, to simplify the formulae, we will drop the explicit mentioning of the integrand, but it will
always be implied.
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2.5 Rung rule
The amplitude/correlation function duality outlined in the previous subsection provides a means
of inducing ℓ-loop terms in the correlation function (and hence amplitude) from lower loops. To
see how this works, note that in the light-cone limit the correlation function at any loop order
always contains a contribution of the form (see Eq. (2.37)) 11
F (ℓ) =M(1) ×M(ℓ−1) + . . . . (2.39)
This describes part of the integrand of the correlation function in the light-like limit, which is
directly determined by iterating lower loop information. However, if we now relax the light-cone
condition and make use of the S4+ℓ permutation symmetry of the integrand, we can reconstruct
an even bigger part of the correlation function, exploiting this simple fact.
It is most straightforward to consider the implications of this observation geometrically in
terms of f−graphs. In essence, the iteration consists in gluing the one-loop graph (a square
pyramid) to any planar f (ℓ−1)− loop graph, thus producing a subset of all the planar f (ℓ)−loop
graphs. The f−graphs generated in this way up to four loops are illustrated in Fig. 3. We explain
Figure 3: Planar f−graphs at one, two, three and four loops. One can see how applying the
rung rule (i.e. gluing a pyramid across rectangle face shown in blue) to a lower-loop f−graph
produces higher-loop f−graphs.
the idea of this graphical construction with the example of the two-loop correlation function in
Sect. 3.2.4, after which we formulate the general rule for any loop order.
The above procedure is reminiscent of the so-called “rung rule” [19] for iteration of loop
integrals for the four-particle amplitude in planar N = 4 SYM. This empirical rule allows one
to generate new planar ℓ−loop integrals forM(ℓ), starting from the known (ℓ− 1)−loop integral
topologies in M(ℓ−1) and adding a “rung” (avoiding bubbles and triangles). The validity of the
rung rule can be verified by considering the unitarity cuts of the amplitude. In fact, what we
observe here is more than just an analogy, the rung rule is precisely the dual momentum space
description of the graphical iteration procedure mentioned above. The factorM(1) in (2.39) plays
the role of the added rung (see Sect. 3.2.4).
11At two loops there is an additional factor of 1/2 in front of this term due to the additional symmetry but this
does not affect the argument which follows.
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We would like to emphasize that our induction mechanism not only allows us to predict the
new “rung-rule” topologies, but also to fix their coefficients. They are inherited from the lower-
loop coefficients via the cross-term in (2.39). Going away from the light-cone limit in (2.39) and
using the permutation symmetry of the integrand, we can thus reconstruct a substantial part
of the correlation function. After that, we can feed this information back into Eq. (2.38) and
predict part of the amplitude itself.
It is well known [33] that the rung rule fails to generate all the relevant topologies of the
four-particle planar amplitude from four loops on. Then, we should expect that the cross-terms
in the duality relation (2.39) will not be sufficient to predict all the planar topologies appearing
in the integrand f (ℓ) for ℓ ≥ 4. Indeed, this is the case already at four loops: the function f (4)
contains two planar topologies of the rung-rule type (i.e., which talk to the cross-terms in the
duality relation) and one of a different type (see Sect. 5.1).
3 Correlation function to two loops
In this section we wish to illustrate the general procedure for constructing the four-point corre-
lation function G4, outlined in the preceding section, by the simplest examples of the one- and
two-loop corrections. Although very simple, the two-loop case exhibits many of the key features.
3.1 One loop
3.1.1 The one-loop integrand
We recall that the loop corrections to the four-point correlation function (2.5) are described by
scalar functions F (ℓ)(xi) given by ℓ−fold integrals, see (2.20). At one loop the relation (2.20)
reads
F (1)(x1, x2, x3, x4) =
x212x
2
13x
2
14x
2
23x
2
24x
2
34
(−4π2)
∫
d4x5 f
(1)(x1, . . . , x5) , (3.1)
where the integrand (f−function) is given by (2.25):
f (1)(x1, . . . , x5) =
c(1)∏
1≤i<j≤5 x
2
ij
. (3.2)
In Eq. (3.2), the product of distances in the denominator has the required conformal weight
(+4) at each point, whereas the numerator has weight zero, so it is a constant c(1). This is the
only constant in our whole construction whose value we cannot fix without an explicit Feynman
graph calculation of the correlation function, or comparison with known values of anomalous
dimensions from the OPE data. Substituting (3.2) into (3.1) we notice that in the expression
for the correlation function (2.3) the constant c(1) is accompanied by the coupling constant ac(1).
Therefore, this constant can be absorbed into the definition of the coupling constant. For this
reason we are free to make the choice
c(1) = 1 . (3.3)
The f−function (3.2) is depicted in Fig. 2 as a graph, in which each vertex is connected
to the remaining four vertices by four lines. What this graph represents is just the product of
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propagators connecting five points (the four external points x1, . . . , x4 and the single integration
point x5). It is easy to see that the graph f
(1) in Fig. 2 is non-planar (in fact, it has genus
g = 1 according to the Euler-Poincare´ formula). This may seem surprising because the one-
loop Feynman diagrams contributing to the correlation function and, hence, to the function
F (1)(xi) are all planar. We should keep in mind however that the integral defined by the one-
loop f−graph,
∫
d4x5 f
(1)(x1, . . . , x5) is not yet the Feynman integral appearing in the one-loop
correlation function. According to (3.1), the latter is obtained after multiplication with the
universal prefactor x212x
2
13x
2
14x
2
23x
2
24x
2
34. This factor removes the six lines in the graph f
(1) in
Fig. 2 connecting the four external points, leaving us with the familiar one-loop “cross” integral:
F (1)(x1, x2, x3, x4) ≡ g(1, 2, 3, 4) = −
1
4π2
∫
d4x5
x215x
2
25x
2
35x
2
45
, (3.4)
where the notation g(1, 2, 3, 4) is introduced for later convenience. Its explicit expression in a
manifestly conformal form is [34]
F (1)(x1, x2, x3, x4) =
1
4x213x
2
24
∫ 1
0
dξ
ln(v/u) + 2 ln ξ
vξ2 + (1− u− v)ξ + u
. (3.5)
The relation (3.4) is in agreement with the well-known result [35, 36] for the one-loop correction
to the four-point correlation function of half-BPS operators.
We would like to emphasize that the one-loop case is exceptional in the sense that the topology
of the f−graph is non-planar while its contribution to the correlation function is planar. As we
argue in Appendix A, the planar limit at higher loops always gives planar f−graphs. The latter
constitute a very small subset of all possible f−graph topologies, providing an extremely useful
reduction of the basis in the planar theory.
3.1.2 Logarithmic singularities
The integral in (3.4) is well defined and conformally covariant provided that the external points
are kept apart, x2ij 6= 0 (with i, j = 1, . . . , 4). However, the integral develops logarithmic sin-
gularities when this condition is not satisfied. Understanding the origin of these singularities
provides us with key information for constructing the correlation function at higher loops. This
is why we wish to illustrate the phenomenon first at one loop.
One way to create logarithmic singularities of the integral (3.4) is to go to the Euclidean
double short-distance limit x1 → x2 and x3 → x4, or equivalently u → 0 and v → 1. As was
explained in Sect. 2.1, in this regime the correlation function should have the asymptotic behavior
(2.17). At one loop, (2.17) becomes
x413F
(1)(xi)
u→0
v→1−−→
1
12
γ
(1)
K ln u+O(u
0) , (3.6)
where γ
(1)
K is the one-loop anomalous dimension of the Konishi operator. Indeed, using (3.5), it
is easy to obtain
x413F
(1)(xi)
u→0
v→1−→
1
4
ln u+O(u0) . (3.7)
Comparing the coefficient in front of the logarithm, we can extract the one-loop Konishi anoma-
lous dimension, γ
(1)
K = 3.
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In practice, we don’t need to know the explicit form (3.5) of the function F (1)(xi) in order to
see the origin of the logarithmic singularity in the one-loop integral (3.4). Let us the examine
expression for x413F
(1)(xi) in the limit x1 → x2 and x3 → x4:
lim
x1→x2
x3→x4
∫
d4x5 (x
2
13)
2
x215x
2
25x
2
35x
2
45
∼
∫
d4x5 (x
2
13)
2
(x215)
2(x235)
2
∼
∫
x215≪x
2
13
d4x5
(x215)
2
+
∫
x235≪x
2
13
d4x5
(x235)
2
. (3.8)
Here in the first relation we interchanged the integration with taking the limit. This renders
the integral divergent thus allowing us to identify the integration regions producing logarithmic
singularities. Indeed, it is easy to see that the logarithmic singularities of the resulting integral
originate from the two regions where the integration point x5 approaches one of the coincident
outer points, x5 → x1 and x5 → x3. In the last relation in (3.8) we separated the contribution
of these two regions. It is straightforward to verify that the sum of the two integrals on the
right-hand side of (3.8) has the required simple log divergence (3.6).
An alternative singular regime is obtained by considering the correlation function (3.4) in
Minkowski space-time and by taking the light-cone limit, in which the external points become
sequentially light-like separated, x212, x
2
23, x
2
34, x
2
41 → 0. In this case, for u, v → 0, the log of the
correlation function is expected to have the logarithmic scaling (2.19) to all loops. Indeed, in the
light-cone limit u, v→ 0, the one-loop function (3.5) behaves as follows:
x213x
2
24F
(1)(xi)
u,v→0
−→ −
1
4
ln u ln v −
π2
12
+O(u) +O(v) , (3.9)
in agreement with (2.19) at the lowest order in the coupling.
Let us examine more closely the origin of this logarithmic singularity (following Ref. [7]). In
the light-cone limit, the four external points x1, . . . , x4 define the vertices of a light-like rectangle.
Then, the singularities of the integral in (3.4) originate from the x5−integration over the region, in
which x5 approaches the light-like edges [xi, xi+1] of the rectangle. For instance, if x5 approaches
the light-like segment [x1, x2],
xµ5 → (1− α)x
µ
1 + αx
µ
2 ⇒ x
2
i5 → (1− α)x
2
1i + αx
2
2i , (3.10)
then two of the factors in the denominator in (3.4) vanish simultaneously, x215, x
2
25 → 0 for
arbitrary α, thus producing a single logarithmic asymptotic behavior ∼ ln x212. Moreover, since
x245 → αx
2
24, an additional singularity ∼ ln x
2
41 appears for α → 0 and the integral acquires
the double logarithmic singularity ∼ (lnx212 ln x
2
41). In a similar manner, the double logarithmic
singularity ∼ (ln x212 ln x
2
23) arises from integration around α = 1. These double-logs appear in
the term ln u ln v in (3.9).
Another way to see this is to rewrite the integral in (3.4) in terms of dual momentum variables
pi = xi − xi+1 (with i = 1, . . . , 4 mod 4) and k = x15:
F (1)(xi) = −
1
4π2
∫
d4k
k2(k − p1)2(k − p1 − p2)2(k + p4)2
. (3.11)
In the light-cone limit, x2i,i+1 → 0, the dual momenta become light-like, p
2
i = 0, and the integral
can be identified (after modifying the integration measure d4k → dDk) with the one-loop box
integral defining the one-loop correction to the four-particle amplitude M4, Eq. (2.35). The
coincidence is not accidental, of course. It is a manifestation of the duality between scattering
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amplitudes and correlation function in the light-cone limit, Eq. (2.37). We recall that the duality
is understood at the level of the finite and rational four-dimensional integrands rather than the
divergent integrals.
Coming back to the integral (3.11), we observe that the light-cone divergence in question can
be assimilated to an infrared singularity for the dual k−momentum. It is well known that the
infrared divergences of the massless scalar box originate from integration over the loop momentum
k collinear with the light-like momenta pi of the external legs. For instance, for k collinear with
p1 we have k
µ = αpµ1 . In terms of the x−variables, this corresponds to the limit where the
integration point x5 approaches the light-like segment [x1, x2], that is x
µ
5 → (1− α)x
µ
1 + αx
µ
2 , in
agreement with the discussion above.
3.2 From one to two loops
3.2.1 The two-loop integrand
According to (2.20), the two-loop correction to the correlation function takes the form
F (2)(x1, x2, x3, x4) =
x212x
2
13x
2
14x
2
23x
2
24x
2
34
2! (−4π2)2
∫
d4x5d
4x6 f
(2)(x1, . . . , x6) . (3.12)
Here the function f (2)(x1, . . . , x6) is invariant under S6 permutations of the six points and is
given by (2.27). It is depicted in Fig. 2 as a connected octahedron graph with 6 vertices of
degree 4 (the number of lines leaving each vertex). Notice that, in distinction with the one-
loop f−graph shown in Fig. 2, the two-loop octahedron f−graph is planar (i.e., of genus 0).
As already mentioned, this continues to hold for all higher loops according to the argument in
Appendix A.
Replacing the function f (2) in (3.12) by its explicit expression (2.27), we can expand F (2) into
a sum of conformally covariant scalar two-loop integrals:
F (2) = c(2)
(
h(1, 2; 3, 4) + h(3, 4; 1, 2) + h(1, 4; 2, 3) + h(2, 3; 1, 4)
+h(1, 3; 2, 4) + h(2, 4; 1, 3) +
1
2
(
x212x
2
34 + x
2
13x
2
24 + x
2
14x
2
23
)
[g(1, 2, 3, 4)]2
)
, (3.13)
where the one-loop integral g(1, 2, 3, 4) was defined in (3.4) and the notation
h(1, 2; 3, 4) =
x234
(4π2)2
∫
d4x5 d
4x6
(x215x
2
35x
2
45)x
2
56(x
2
26x
2
36x
2
46)
= −
1
32 x213x
2
24
∫ 1
0
dξ
(ln(v/u) + 2 ln ξ)(ln(v/u) + ln ξ) ln ξ
vξ2 + (1− u− v)ξ + u
(3.14)
was introduced for the two-loop ladder integral [34]. The remaining h−integrals in (3.13) are
obtained from h(1, 2; 3, 4) by permuting the indices of the external points.
3.2.2 Fixing the constant from the logarithmic singularities
What remains undetermined by the symmetry properties is the overall normalization c(2) on
the right-hand side of (3.13). We need some additional information to fix it. As was already
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mentioned in Sect. 2, this information comes from the analysis of the correlation function in
either of the two singular limits considered in Sect. 2.1.
Let us start with the double short-distance limit (2.13). Expanding the expression in the
left-hand side of (2.17) to terms of order a2, we find
x413
[
F (2) − 3x413(F
(1))2
] u→0
v→1−→
1
12
γ
(2)
K ln u+O(u
0) , (3.15)
where γ
(2)
K is the two-loop Konishi anomalous dimension. This relation implies that the particular
combination, F (2) − 3x413(F
(1))2, of two- and one-loop integrals should have a single-log short-
distance singularity. Replacing F (1) and F (2) by their explicit expressions, Eqs. (3.4) and (3.13),
respectively, we find 12
lim
x1→x2
x3→x4
[
F (2) − 3x413(F
(1))2
]
∼ x213
∫
d4x5d
4x6
2c(2)(x215x
2
36 + x
2
16x
2
35) + (c
(2) − 3)x213x
2
56
(x415x
4
16)x
2
56(x
4
35x
4
36)
, (3.16)
where the integrand is manifestly symmetric under the exchange of the integration points x5
and x6. Like in the one-loop case (3.8), we swapped the integration and the limit on the right-
hand side of (3.16). Similarly to (3.8), the integral (3.16) develops ultraviolet (short-distance)
divergences when the integration points x5 and x6 independently approach one of the external
points x1 and x3. For arbitrary c
(2), the integration over each of the points x5 and x6 produces a
single-log divergence, so that the right-hand side of (3.16) has a double-log divergence. In order
to lower the degree of divergence of (3.16) to the single log required by (3.15), we have to make
sure that the numerator of the integrand in (3.16) vanishes when, e.g., x5 → x1 and x6 remains
in a generic position:
lim
x5→x1
[2c(2)(x215x
2
36 + x
2
16x
2
35) + (c
(2) − 3)x213x
2
56] = 3(c
(2) − 1)x213x
2
16 = 0 , (3.17)
leading to
c(2) = 1 . (3.18)
We would like to emphasize that the condition (3.17) only lowers, but does not completely remove
the logarithmic singularity of the integral in (3.16). Indeed, for c(2) = 1 the integral in (3.16)
has a (single-log) divergence originating from the regions where both integration points approach
the external points simultaneously, x5, x6 → x1 and x5, x6 → x3. To see this, we examine the
contribution to (3.16) from the integration region x5, x6 → x1
r.h.s. of (3.16) ∼
1
x413
∫
x5,x6→x1
d4x5d
4x6
x51 · x61
x451x
4
61x
2
56
, (3.19)
and observe that the integral clearly has a log divergence, as can be seen by power counting.
Thus, the condition on the correlation function to have a single logarithmic asymptotic behav-
ior in the Euclidean OPE limit, Eq. (2.17), allows us to fix the only remaining two-loop constant
c(2) in (3.13). The two-loop correlation function we have constructed in this way agrees with the
results of the explicit perturbative calculations [30, 31].
12Note that h(1, 2; 3, 4) does not contribute to this relation since it is proportional to x234 and, therefore, vanishes
in the short-distance limit.
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Alternatively, we may impose the condition for the correlation function to have a double-log
singularity (2.19) in the light-like limit (2.14). In this case we are considering the expansion of
the log appearing in the left-hand side of (2.19),
lim
x2i,i+1→0
ln(G4/G
(0)
4 ) ∼ ln
(
1 + 2aF (1) + 2a2F (2) +O(a3)
)
= 2aF (1) + 2a2[F (2) − (F (1))2] +O(a3) , (3.20)
where F (1,2) = limx2i,i+1→0(x
2
13x
2
24F
(1,2)). Using the expressions for the integrals in (3.5) and
(3.14) as functions of the cross-ratios u, v and performing the asymptotic expansion in the limit
u, v→ 0, we obtain (cf. Eq. (3.9))
F (2) − (F (1))2 =
1
48
[π2
(
ln u ln v + ln2 u+ ln2 v
)
+ (c(2) − 1)
(
3 ln2 u ln2 v + 3π2 ln u ln v + π2 ln2 u+ π2 ln2 v
)
] + . . . , (3.21)
where the dots stand for less singular terms. As expected, the second line in this relation contains
the leading double-log singularity (ln u ln v)2 ∼ (log)4, proper to a generic two-loop conformal
integral. However, choosing the correct value c(2) = 1 as in (3.18) removes this leading term and
lowers the degree of singularity according to the general formula (2.19).
Let us now try to identify the source of the double-log singularity at the level of the integrand.
Using (3.4) and (3.13), we find in the light-cone limit
F (2) − (F (1))2 ∼
∫
d4x5d
4x6
x213x
2
24
x215x
2
25x
2
35x
2
45x
2
16x
2
26x
2
36x
2
46x
2
56
(3.22)
× [(c(2) − 2)x213x
2
24x
2
56 + c
(2)x213(x
2
25x
2
46 + x
2
45x
2
26) + c
(2)x224(x
2
15x
2
36 + x
2
35x
2
16)] ,
with F (ℓ) = limx2i,i+1→0 x
2
13x
2
24F
(ℓ). As before, to reveal the structure of light-cone singularities,
here we interchanged the integration with taking the light-cone limit x2i,i+1 → 0. As in the one-
loop case, the light-cone divergences of the integral come from the region where the integration
points x5 and/or x6 approach independently the light-like edges of the rectangle with vertices
located at the points x1, . . . , x4. For arbitrary c
(2) the integration over this region in (3.22)
produces a (log)4 singularity. As before, to lower this singularity down to (log)2 we require that
the expression in the second line of (3.22) should vanish for xµ5 → (1 − α)x
µ
1 + αx
µ
2 and x6 in a
general position. Applying (3.10) we find that this condition takes the form
(c(2) − 1)x413x
4
24
[
(1− α)x216 + αx
2
26
]
= 0 , (3.23)
with α arbitrary, leading to c(2) = 1. 13 As before, this condition only softens the light-cone
singularity of the integral (3.22). Indeed, for c(2) = 1 the integral in (3.22) develops a (double-
log) singularity when x5 and x6 approach the same light-like edge. Thus, the condition for the
13The two-loop case is exceptional in the sense that the dependence on the single unknown coefficient c(2)
factorizes in the light-cone condition (3.23). This might suggest that it is sufficient to impose the constraint for
just one value of α, say, α = 0 (the integration point x5 approaching the end point of the segment [x1, x2]).
However, at higher loops, where we have to determine several coefficients, we will indeed need the full power of
the constraint for arbitrary α.
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correlation function to have the correct double log asymptotics in the Minkowski light-like limit
(2.19) leads to the same value of the constant c(2) as we found in the Euclidean short-distance
limit above.
We remark that the qualitative argument above only points at a natural condition for lowering
the singularity of the integral. It does not guarantee, at higher loops, that the singularity will be
lowered sufficiently, in order to obtain the desired asymptotics (2.19). Nevertheless, later on in
the paper we will see that this simple condition turns out to also be sufficient, at least in what
concerns the planar limit of the correlation function.
We conclude that the two conditions, Eqs. (2.17) and (2.19), are equally powerful at two
loops and they allow us to completely determine the four-point correlation function, without
having done any Feynman graph calculations. However, as we will show in Sect. 5.1, at higher
loop levels the Minkowski condition turns out to be more powerful than the Euclidean one. It
will allow us to fix all undetermined coefficients in the planar sector and to greatly reduce the
number of constants in the non-planar sector. The Euclidean condition is somewhat weaker and
leaves some arbitrary constants even in the planar sector, starting with four loops.
3.2.3 Relation to the two-loop amplitude
There exists a third way of fixing the two-loop coefficient c(2).14 It relies on the conjectured
duality (2.36) between correlation functions and amplitudes in planar N = 4 SYM. Up to two
loops it reads (recall (2.38))
M(1) = F (1) , M(2) = F (2) −
1
2
(
F (1)
)2
, (3.24)
whereM(1,2) denote the two-loop corrections to the four-particle amplitude (2.35) and F (1,2) are
obtained from the two-loop correlation function in the light-cone limit (2.34).
Substituting (3.4) and (3.13) into (2.34) we get from the duality relation (3.24) the following
prediction for the amplitude
M(1) = x213x
2
24 g(1, 2, 3, 4) ,
M(2) = x213x
2
24 [h(1, 3; 2, 4) + h(2, 4; 1, 3)] . (3.25)
Notice that the term [g(1, 2, 3, 4)]2 cancels in the expression for M(2) only for c(2) = 1. We
recall that these relations should be understood at the level of the four-dimensional integrands.
Indeed, Eq. (3.25) is in perfect agreement with the known one- and two-loop results for the planar
four-particle scattering amplitude in N = 4 SYM [37, 19, 32].
Now, we can turn the duality relations (3.24) around and use them to derive c(2) = 1. To this
end, we rewrite the second relation in (3.24) as (recall (2.37))
F (2) =
1
2
(
F (1)
)2
+M(2) . (3.26)
We start with the important observation that, in virtue of the S6−permutation symmetry of
the two-loop integrand f (2)(x1, . . . , x6), it is sufficient to know the coefficient of just one of the
terms on the right-hand side of (2.27), in order to be able to reconstruct the whole expression.
14This third alternative was used in [1].
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For this purpose, it is convenient to choose the term 1
2
(
F (1)
)2
. Its integrand does not contain a
factor x256 depending on the two integration points simultaneously, so its contribution to the two-
loop correlation function (3.12) is factorized into the square of the one-loop contribution F (1),
Eq. (3.4). Going to the light-cone limit and making use of (2.34), we find that the contribution
of this term to the two-loop correlation function takes the form F (2) = c(2)
(
F (1)
)2
/2 + . . ..
Here the dots denote the remaining terms on the right-hand side of (2.27) whose contribution
is not factorizable into a product of one-loop integrals. Comparing the last relation with (3.26),
we immediately conclude that c(2) = 1 provided that M(2) does not contain terms ∼
(
F (1)
)2
.
This is guaranteed not to happen because M(2) is the two-loop contribution to the four-particle
amplitude and, due to the unitarity conditions, it is given by a sum of irreducible two-loop
integrals.
3.2.4 Rung rule
As mentioned in Sect. 2.5, the two-loop result (3.13) can be obtained in a very straightforward
manner from the one-loop result (3.4) (including the precise coefficients) by making use of the
amplitude/correlation function duality. This yields a procedure equivalent to the rung-rule proce-
dure for amplitudes, and in this context generates the single f−graph f (2) by gluing two one-loop
f−graphs together. Graphically, one obtains the octahedron in Fig. 3 from gluing two pyramids
together.
The key to this graphical procedure is the duality relation in the form (3.26). On the right-
hand side we observe two terms, one is factorized into lower-loop terms, 1
2
(
F (1)
)2
, and the other is
irreducible (a genuine two-loop graph), M(2). We want to consider the f−graphs corresponding
to the two F−terms in (3.26). Schematically, the relation between the two types of terms is
given by
f (1) =
F (1)
x212x
2
23x
2
34x
2
41(x
2
13x
2
24)
2
, (3.27)
where we ignore for the time being the light-like limit x2i,i+1 → 0. The completion of the one-loop
F−graph to the f (1)−graph is shown in Fig. 4. The denominator in (3.27) can be viewed as a
frame of solid lines connecting the four external points 1, . . . , 4. Superposing this frame onto the
F (1)−graph, there is partial cancellation of solid (denominator) versus dashed (numerator) lines.
Next, let us do the same with the factorized term 1
2
(
F (1)
)2
in the duality relation (3.26).
The result is shown in Fig. 5. Here we have chosen to attribute the entire frame of solid lines
to one of the factors F (1), thus making it into f (1). The other factor F (1) is left in its original
form. Gluing the two objects together and deleting the pairs of overlapping solid/dashed lines,
we obtain precisely the octahedron representing the f (2)−graph. What we have seen here is an
example of iteration of the one-loop f−function to two loops.
This very simple example shows how to proceed to higher loops. We start by recasting the
duality relation (2.39) in the form
F (ℓ) = F (1) × F (ℓ−1) + . . . , (3.28)
which is achieved by replacing all lower-loop amplitude M−terms by F−terms, according to
the inverse relations (2.38). We want to use the “gluing” of the one-loop factor F (1) to the
(ℓ − 1)−loop factor F (ℓ−1) as a means of generating new ℓ−loop topologies f (ℓ). At this point
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Figure 4: Obtaining the graph f (1) from the graph F (1). The apex of the pyramid F (1) corre-
sponds to the integration point, the four legs stand on the external points. The dashed lines are
numerator factors canceling the conformal weight of F (1) at the external points.
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Figure 5: Graphical representation of the term 1
2
(
F (1)
)2
and of the corresponding f−graph.
we have to remember that the relation between the functions f (ℓ) and F (ℓ) involves the light-
cone limit x212, x
2
23, x
2
34, x
2
41 → 0. According to (2.20), in this limit F
(ℓ) defined in (2.34) receives
a non-vanishing contribution only from the terms in f (ℓ) which include 1/(x212x
2
23x
2
34x
2
41). This
denominator factor is needed to cancel out the vanishing prefactor on the right-hand side of
(2.20). Inspecting the cross-term shown in (3.28), we see that this denominator factor should
come from the part of f (ℓ−1) whose restriction to the light cone appears in F (ℓ−1). In terms of
graphs, this means that the relevant f (ℓ−1)−graphs should have a closed path of length four going
through the external points 1, 2, 3, 4. For planar f−graphs (which we can view as the edges of a
polyhedron) such a 4-cycle has the interpretation of the boundary of either a rectangular face or
of two triangular faces glued along the common edge.15
Next, we need to upgrade the f (ℓ−1)−graphs with such faces to f (ℓ)−graphs. This is done
by gluing to them a square pyramid with two dashed line diagonals at its base, corresponding
to the factor F (1) in (3.28), along the common path of length four. Four of the pyramid’s
vertices correspond to the external points and the fifth one to the new integration point xℓ of the
15There are also closed paths of length four lying inside the polyhedron, that is, which split the polyhedron into
two pieces. These correspond to product amplitudes contained in F (ℓ−1) but which cancel in M(ℓ−1) (see (2.37),
(2.38)).
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f (ℓ)−graph. The two diagonals at the base of the F (1)−graph are numerator factors which keep
the balance of conformal weights at the external (gluing) points. The two possible configurations
are illustrated in the top line of Fig. 6. In the first case, the base of the pyramid is glued to two
triangular faces with a common edge. Here one of the dashed lines of the F (1)−graph deletes
this common edge, the other remains as a numerator factor. In the second case the pyramid is
glued to a rectangular face, so both numerator factors from F (1) survive. The latter case occurs
for the first time in the iteration from four to five loops, see Sect. 6.
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Figure 6: Figures illustrating the rung rule in both position space (black solid lines) and in
momentum space (blue lines). In position space, for any square one inserts a vertex with four
edges coming from it together with two numerator (dashed) lines. In the first case one of these
numerator lines simply cancels the diagonal propagator line. The momentum space graphs give
the well-known rung rule for obtaining higher loop amplitude integrands from lower ones.
Fig. 6 illustrates another important aspect of our graphical iteration procedure. As mentioned
in Sect. 2.5, it is equivalent to the well-known “rung rule” [19] for iteration of planar loop integrals
for the four-particle amplitude. To see this in more detail, let us again use the simplest iteration
from one to two loops. In Fig. 7 we recall the familiar dual space description of the one- and
two-loop scalar boxes. In fact, the two pictures here are incomplete, we have deleted the leftmost
parts of the momentum space graph (the boxes are not closed on the left) and of the dual space
graph (point 4 is missing). The rung rule in momentum space consists in adding an extra vertical
line (“rung”) and thus creating a new box. In dual space this amounts to gluing a figure of the
type of the F (1)−graph above to the points 1, 2, 3, 5 of the one-loop dual graph. This is what
happens in the top row of Fig. 6, with the diagonal in the left-hand side figure being the analog
of the segment [x2, x5] in Fig. 7. The only difference between the two figures is the absence of the
external lines [x1, x2] and [x2, x3] in Fig. 7. The reason is that the dual graphs depicted in Fig. 7
are contributions to the F−terms, while in Fig. 6 we have drawn f−graphs. The dashed line
present after the iteration corresponds to the numerator factor known from the standard rung
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rule of Ref. [19].
The configuration depicted in the bottom row of Fig. 6 appears for the first time in the
iteration from four to five loops (see Sect. 6) and upwards. The new feature here is the square
face of the polyhedron in the left-hand side figure. It is clear that such a face cannot be obtained
by the rung-rule procedure, i.e. by gluing a pyramid to a lower-loop polyhedron with triangular
faces. At four loops, for the first time, we have a non-rung-rule topology with square faces.
Upgrading it to a five-loop graph, we obtain the right-hand side figure in the bottom row of
Fig. 6. This is a generalization of the rung rule, which has also been considered previously in the
amplitude case, and (for obvious reasons) is known as the “square insertion” [28].
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Figure 7: The rung rule from one to two loops. We show both the momentum p−space (in blue)
and the dual x−space (in black) graphs.
It is by now clear how to continue this iteration procedure and induce higher-loop f−terms
from the known lower-loop ones. Further applications of this rule are shown in the following sec-
tions. We would like to emphasize that our procedure not only generates new f−graph topologies,
but also fixes their coefficients. They are inherited from the lower-loop amplitude/correlation
function via the cross-term in (3.28).
One might wonder if we can consider further cross-terms appearing in (3.28) in a similar
way to obtain further higher-loop terms. For example, from four loops on we see terms such as
F (ℓ) ∼ F (ℓ−2) × F (2). Geometrically this would correspond to gluing the two-loop octahedron
f−graph to an (ℓ − 2)-loop f−graph. However, we can see that the same polyhedron could
be obtained by consecutively gluing two pyramids to the (ℓ − 2)-loop f−graph. So, we find
that this term will be picked up by the rung-rule procedure. In other words, considering further
cross-terms gives us nothing new.
Another comment concerns the possibility of having planar f−function topologies which
could completely vanish in the light-cone limit and would thus not be detectable via the duality
G = A2. For this to happen, the topology should not contain a 4-cycle, i.e. a subset of four
vertices connected with solid lines. If such a 4-cycle is absent, the prefactor in (2.20) will make
this contribution vanish in the light-cone limit. An f−graph with no 4-cycle occurs for the first
time at 11 loops, however this f−graph is non-planar. We have checked up to 15 loops and found
no example of a planar f−graph which contains no 4-cycle. Of course, this does not prove that
such graphs may not exist at even higher loop orders.
As a final comment, we note that imposing the constraint (3.23) and its higher-loop counter-
parts only for α = 0 determines precisely that part of the correlator which is also determined by
the rung rule up to five loops. At six loops it also enforces the vanishing of certain non-rung-rule
coefficients.
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4 Correlation function at three loops
In this section we reconstruct the three-loop correction to G4 from Ref. [1]. According to Table
1, the three-loop integrand receives contributions from f−graphs of four different topologies. As
was shown in [1], only one topology survives in the planar limit and its coefficient was fixed
there via the duality with the scattering amplitude. We show in this section that the three-loop
correlation function can be fully constructed without any reference to the amplitude. Instead, in
order to fix the coefficients, we use the singular limits (2.13) and (2.14) discussed above. Starting
from three loops we encounter a new feature: three of the f−graph topologies are non-planar
and they may result in non-planar contributions to the correlation function. However, the careful
analysis of the singular limits shows that the non-planar contribution is actually vanishing at
three loops.
4.1 The three-loop integrand
According to (2.20), the three-loop correction to the correlation function takes the form
F (3)(x1, x2, x3, x4) =
x212x
2
13x
2
14x
2
23x
2
24x
2
34
3! (−4π2)3
∫
d4x5d
4x6d
4x7 f
(3)(x1, . . . , x7) , (4.1)
where the S7 symmetric function f
(3) can be read off form (2.30):
f (3)(x1, . . . , x7) =
4∑
α=1
c(3)α f
(3)
α (x1, . . . , x7) =
4∑
α=1
c(3)α
P
(3)
α (x1, . . . , x7)∏
1≤i<j≤7 x
2
ij
. (4.2)
Here the sum runs over nℓ=3 = 4 different P−graph topologies and c
(3)
α are arbitrary coefficients.
According to the definition (2.28), the three-loop P−graphs are multigraphs with 7 vertices
of degree 2. These graphs are listed in Fig. 2. The corresponding expressions for P
(3)
α are
P
(3)
1 =
1
14
x212x
2
23x
2
34x
2
45x
2
56x
2
67x
2
71 + S7 permutations,
P
(3)
2 =
1
20
(x212)
2(x234x
2
45x
2
56x
2
67x
2
73) + S7 permutations,
P
(3)
3 =
1
48
(x212x
2
23x
2
31)(x
2
45x
2
56x
2
67x
2
74) + S7 permutations,
P
(3)
4 =
1
48
(x212)
2(x234)
2(x256x
2
67x
2
75) + S7 permutations, (4.3)
where the sum runs over the S7 permutations of the indices 1, . . . , 7 and the coefficients ensure
that each distinct term appears only once in the sum.
To obtain the most general integrand (4.2), we consider a linear combination of the four
polynomials P
(3)
α with arbitrary coefficients and then divide it by the product of all distances
between the seven points. We observe that each factor in the expression for the polynomials
P
(3)
1 and P
(3)
3 cancels against a similar factor in the denominator leading to the integrands f
(3)
1
and f
(3)
3 with numerators equal to 1. For the polynomials P
(3)
2 and P
(3)
4 , due to the presence
of (x2σ1σ2)
2, the numerators of the corresponding integrands f
(3)
2 and f
(3)
4 contain an additional
factor of x2σ1σ2 . The four f−graphs are obtained by discarding the numerators and focusing on
the denominators only, with the result shown in Fig. 2. For f
(3)
1 and f
(3)
3 , all the vertices of the
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corresponding f−graphs have degree 4, whereas for f (3)2 and f
(3)
4 some vertices have degree 5.
Such vertices have an excess of conformal weight, which is compensated by factors of x2σ1σ2 in the
numerator for the integrand f (3).
Examining the three-loop graphs shown in Fig. 2, we notice that only the graph f
(3)
2 is
planar (i.e., has genus 0) whereas the remaining three graphs have genus 1. One might wonder
whether their contribution to the three-loop correlation function (4.1) could become planar after
multiplication by the prefactor on the right-hand side of (4.1), similarly to what happened at one
loop. Close examination shows that the three-loop non-planar f−graphs might result in non-
planar corrections to the correlation function F (3). In fact, as we show below, at three loops this
does not happen. The additional conditions on the singular behavior of the correlation function
simply rule out the entire non-planar sector. We will have to wait till four loops for the first
non-planar contributions to appear.
4.2 Fixing the coefficients from the logarithmic singularities
In this subsection we apply the criteria on the singular behavior of the correlation function, as
explained in Sect. 3.2.2. Similarly to the two-loop case, we are able to completely fix the freedom
in (4.2).
In the double short-distance limit (2.13), expanding the log in the left-hand side of (2.17), we
find at level a3
x413
[
F (3) − 6x413F
(1)F (2) + 12x813(F
(1))3
] u→0
v→1−→
1
12
γ
(3)
K ln u+O(u
0) . (4.4)
Then, we substitute the known expressions for F (1) and F (2), Eqs. (3.1) and (3.12), and replace
F (3) by its general expression (4.1) with f (3) given by (4.2) to get for x2 → x1 and x4 → x3
l.h.s. of (4.4) = x413
∫
d4x5d
4x6d
4x7 Q(xi)
x256x
2
67x
2
75(x
4
15x
4
16x
4
17)(x
4
35x
4
36x
4
37)
. (4.5)
Here Q(xi) is a homogeneous polynomial, symmetric under the exchange of the integration points
x5, x6, x7 and linear in the constants c
(3)
α . To save space, we do not present its explicit expression
here. As before, we remark the presence of factors like x415, etc., in the denominator. When
x5 → x1, these factors cause a higher-order log singularity of the integral. In order to soften the
singularity, as required by (4.4), the numerator of the integrand on the right-hand side of (4.5)
should vanish in this limit,
lim
x5→x1
Q(xi) = 0 , (4.6)
with x6, x7 fixed. Unlike the two-loop case, this condition does not have a unique solution:
c
(3)
1 ≡ c(Nc) , c
(3)
2 = 1− c(Nc) , c
(3)
3 = −2c(Nc) , c
(3)
4 = c(Nc) , (4.7)
where c(Nc) is an arbitrary color-dependent constant.
The same result can be obtained by considering the other singular regime, the light-like
Minkowski limit (2.14). This time the relevant term in the expansion (3.20) is
F (3) − 2F (1)F (2) +
4
3
(F (1))3
u,v→0
∼ (ln u)3 + (ln v)3 , (4.8)
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in accord with (2.19). Thus, the analog of (4.5) now is
l.h.s. of (4.8) = x213x
2
24
∫
d4x5d
4x6d
4x7 Q
′(xi)
x256x
2
67x
2
75
∏4
i=1 x
2
i5x
2
i6x
2
i7
, (4.9)
with a different polynomial Q′(xi). When one of the integration points approaches a light-like
segments, say, xµ5 → (1−α)x
µ
1+αx
µ
2 , the integral in (4.9) in general develops a stronger singularity
than what is required in (4.8). The condition for softening the singularity is
lim
x5→(1−α)x1+αx2
Q′(xi) = 0 , (4.10)
with x6, x7 fixed. This condition has the same general solution as in (4.7).
At this stage the three-loop correction F (3) to the correlation function takes the following
form:
F (3)(xi) =
1
3! (−4π2)3
∫
d4x5d
4x6d
4x7 P (xi)
x256x
2
67x
2
75
∏4
i=1 x
2
i5x
2
i6x
2
i7
, (4.11)
where P (xi) is given by a linear combination of the S7−symmetric polynomials (4.3) with coef-
ficients as defined in (4.7),
P (xi) = P
(3)
2 + c(Nc)
[
P
(3)
1 − P
(3)
2 − 2P
(3)
3 + P
(3)
4
]
. (4.12)
It may seem that we are unable to completely determine the form of the correlation function,
because of the arbitrary parameter c(Nc) left in (4.12). However, we have not yet taken into
account the Gram determinant conditions on the vectors entering in (4.12).
By definition, P (xi) is a conformally covariant polynomial depending on seven four-dimensional
vectors x1, . . . , x7. Notice that any five vectors are linearly dependent in four dimensions. In
general, the corresponding Gram determinant conditions det ‖xi · xj‖ = 0 do not respect the
conformal symmetry and, therefore, they are not consistent with the properties of the polyno-
mial P (xi). However, we can construct linear combinations of Gram determinants which are
conformally covariant (see Appendix B for details). Such combinations necessarily involve seven
points and, therefore, appear for the first time at three loops. In this case there exists only one
conformally covariant Gram determinant condition and it takes the form
P
(3)
1 − P
(3)
2 − 2P
(3)
3 + P
(3)
4 = 0 . (4.13)
Comparing with (4.12), we immediately arrive at
P (xi) = P
(3)
2 . (4.14)
We conclude that the entire three-loop correction (4.11) is given by the single planar topology:
F (3)(xi) =
1
3! (−4π2)3
∫
d4x5d
4x6d
4x7 P
(3)
2 (xi)
x256x
2
67x
2
75
∏4
i=1 x
2
i5x
2
i6x
2
i7
. (4.15)
Remarkably, among the four three-loop topologies listed in Fig. 2 only the planar one, f
(3)
2 ,
contributes to the numerator (4.14). Moreover, it comes with a fixed color-independent coefficient
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(the only color dependence is in the universal color factor in (2.5)). This implies that the three-
loop correlation function (4.15) receives no non-planar corrections, neither in terms of non-planar
integral topologies, nor in terms of subleading color-dependent coefficients. As a consequence,
we derive from (4.4) that the three-loop Konishi anomalous dimension γ
(3)
K is color exact. The
same is true for the anomalous dimensions of the twist-two local operators that appear in the
OPE expansion of the four-point correlation function. 16 This result, obtained here without any
Feynman graphs, is in agreement with the known explicit perturbative calculations of anomalous
dimensions [31, 5, 39]. 17
We would like to make the following important comment on the singular behavior of the cor-
relation function that we have constructed. In Eqs. (4.4) and (4.8) we have shown the expected
behavior of the logarithm of the correlation function in the two singular regimes we have con-
sidered. Then, in Eqs. (4.6) and (4.10) we have formulated natural conditions for softening the
singularities of the generic three-loop integrals. However, it is not obvious that these conditions
are sufficient to obtain exactly the behavior (4.4) and (4.8) - the residual divergences of our
integrals may still be stronger. In our case, we can justify this a posteriori, by the fact that we
have found a unique form of the correlation function. Being unique, it has to behave as required
by (4.4) and (4.8).
The role played by the Gram determinant condition in deriving the three-loop correlation
function illustrates the fact that our graphical construction of the integrand results, in general,
in an over-complete basis of integrands. This phenomenon persists to higher loops, where the
number of independent Gram determinant conditions rapidly increases (see Appendix B). We
note however that these conditions mix together planar and non-planar topologies, as we can see
in (4.13). As a consequence, the Gram determinant conditions become irrelevant in the planar
sector, but they have to be taken into account in the non-planar sector.
In conclusion, we have found the unique form of the three-loop integrand, Eqs. (4.11) and
(4.14). Next, we can expand the three-loop correction to the correlation function in terms of only
planar three-loop scalar integrals (the details can be found in Ref. [1])
F (3) =
[
T (1, 3; 2, 4) + 11 perms
]
+
[
E(1, 3; 2, 4) + 11 perms
]
+
[
L(1, 3; 2, 4) + 5 perms
]
+
[
(g × h)(1, 3; 2, 4) + 5 perms
]
+1
2
[
H(1, 3; 2, 4) + 11 perms
]
, (4.16)
where “+11 perms” etc. denotes a sum over the remaining distinct S4 permutations of external
16Since all twist-two operators with a given (super)conformal spin form an irreducible N = 4 supermultiplet
[38], the same property holds for all twist-two operators in N = 4 SYM.
17It is likely that the absence of non-planar contributions to the three-loop correlation function is due to the
vanishing of the color factors of the non-planar three-loop Feynman graphs, for symmetry reasons. This point
deserves further investigation.
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points 1, 2, 3, 4. The three-loop integrals in (4.16) are defined below:
T (1, 2; 3, 4) = −
x234
(4π2)3
∫
d4x5d
4x6d
4x7 x
2
17
(x215x
2
35)(x
2
16x
2
46)(x
2
37x
2
27x
2
47)x
2
56x
2
57x
2
67
,
E(1, 2; 3, 4) = −
x223x
2
24
(4π2)3
∫
d4x5 d
4x6 d
4x7 x
2
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(x215x
2
25x
2
35)x
2
56(x
2
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2
36x
2
46)x
2
67(x
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27x
2
47)
,
L(1, 2; 3, 4) = −
x434
(4π2)3
∫
d4x5 d
4x6 d
4x7
(x215x
2
35x
2
45)x
2
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2
36x
2
46)x
2
67(x
2
27x
2
37x
2
47)
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(g × h)(1, 2; 3, 4) = −
x212x
4
34
(4π2)3
∫
d4x5d
4x6d
4x7
(x215x
2
25x
2
35x
2
45)(x
2
16x
2
36x
2
46)(x
2
27x
2
37x
2
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2
67
,
H(1, 2; 3, 4) = −
x241x
2
23x
2
34
(4π2)3
∫
d4x5 d
4x6 d
4x7 x
2
57
(x215x
2
25x
2
35x
2
45)x
2
56(x
2
36x
2
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2
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2
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2
27x
2
37x
2
47)
. (4.17)
We would like to emphasize that in [1] the coefficient c
(3)
2 of the planar three-loop topology
was fixed using input from the three-loop amplitude via the duality relation (2.38). As we have
shown in this subsection, this is not necessary, the intrinsic properties of the correlation function
are sufficient to fully determine this, as well as the remaining coefficients of the non-planar
topologies.
4.3 Relation to the three-loop amplitude
In the preceding subsection we have shown that the three-loop correlation function is given by
planar Feynman integrals only. This allows us to apply the duality relation (2.38) to predict the
precise form of the integrand of the three-loop planar amplitude:
M(3) = F (3) − F (1)F (2) +
1
2
(
F (1)
)3
= F (3) −M(1)M(2) , (4.18)
where in the last relation we made use of (3.24). We recall that F (ℓ) stands for the light-cone
limit (2.34) of the integrand of the correlation function in the planar approximation.
Inspecting the list of integrals (4.17) appearing in F (3), we observe that two of them, E and
H , vanish in the light-cone limit (2.14) due to the prefactors on the right-hand side of (4.17).
Two other integrals, T and L, coincide in the light-cone limit with the so-called “tennis court”
and “ladder” integrals if expressed in terms of the dual momenta pi = xi − xi+1. Similarly, the
remaining integral g×h is simply the product of the one- and two-loop momentum box integrals,
and this contribution is exactly canceled by the cross-term M(1) ×M(2) on the right-hand side
of (4.18). In this way, we finally obtain
M(3) = x213x
2
24
[
L(1, 3; 2, 4) + L(2, 4; 1, 3)
+ T (1, 3; 2, 4) + T (1, 3; 4, 2) + T (2, 4; 1, 3) + T (2, 4; 3, 1)
]
. (4.19)
Once again, this relation should be understood at the level of integrands. Eq. (4.19) agrees with
the known result for the three-loop amplitude in planar N = 4 SYM [40]. We would like to
stress that the relative coefficient between the L− and T−integrals in (4.19) follows from the
permutation symmetry of the f−function, while the overall coefficient was fixed from the singular
limit behavior of the correlation function.
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4.4 Rung rule at three loops
As at two loops, we find that at three loops we could have obtained the full planar answer using
the rung-rule procedure described in detail in section 3.2.4. At three loops this amounts to
gluing a pyramid to the two-loop f−graph (an octahedron) across two adjacent triangular faces
(see Fig. 3). The resulting decahedron is precisely that of the three-loop f−graph f (3)2 , the sole
contribution to the planar three-loop correlator and the coefficient is also determined by this
rung rule.
5 Correlation function at four loops
The construction of the four-loop correlation function
F (4)(x1, x2, x3, x4) =
x212x
2
13x
2
14x
2
23x
2
24x
2
34
4! (−4π2)4
∫
d4x5d
4x6d
4x7d
4x8 f
(4)(x1, . . . , x8) , (5.1)
goes along the same lines as in the previous section. We first identify all relevant four-loop
f−graphs, classify them into planar and non-planar ones and then try to fix their contribution
from the requirement that F (4) has the correct asymptotic behavior in the singular limits (2.13)
and (2.14).
The main difference from three loops is that the non-planar sector is much bigger at four
loops. As we show in this section, using the general properties formulated above, we are able
to fully determine the correlation function in the planar sector and to considerably restrict the
freedom in the non-planar sector, reducing it to four arbitrary coefficients.
According to Table 1, at four loops there are 32 different f−graphs. Each of them is a
connected graph with 8 vertices of degree ≥ 4 (see Eq. (2.29)). So, the most general f−function
in (5.1) is a linear combination of the 32 topologies:
f (4)(x1, . . . , x8) =
32∑
α=1
c(4)α f
(4)
α (x1, . . . , x8) . (5.2)
At the first step, we have to classify the f−graphs according to their genus. This proves to be
a non-trivial task due to the large number of edges and vertices in the graphs. To compute the
genus of the f−graphs, we used the open-source mathematics software system Sage [14]. We
found that only three f−graphs have genus 0 and the rest have genus 1. The planar graphs are
shown in Fig. 8 (to save space we do not show the non-planar f−graphs).
Our next task is to try to fix the coefficients c
(4)
α in (5.2). Let us first discuss in more detail
their color dependence. We recall that for the Feynman diagrams contributing to the correlation
function there exists a one-to-one correspondence between the genus g of the graph and the lead-
ing large Nc scaling of the color factor associated with the diagram, ∼ 1/(N2c )
g. The f−graphs
that we use as our main building blocks are, of course, not Feynman diagrams. Nevertheless,
the Feynman integrals with (non-)planar topology that we can obtain from the f−graphs are
ultimately made of (non-)planar Feynman diagrams and should come with coefficients with the
appropriate color scaling. This suggests to assign a color scaling to the coefficients c
(4)
α in accord
32
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Figure 8: Planar four-loop f−graphs. Black vertices are of degree 4 (4 edges ending there), blue
vertices are of degree 5 and red vertices are of degree 6. There is thus a dashed line (not shown)
coming from each blue vertex and two dashed lines from each red vertex to ensure the total
conformal weight is 4 at each vertex. These numerator lines are unambiguously fixed at four and
five loops.
with the genus of the corresponding f−graphs:
g = 0 : c(4)α = O(N
0
c ) , α = 1, 2, 3 ;
g = 1 : c(4)α = O(1/N
2
c ) , α = 4, . . . , 32 . (5.3)
We would like to emphasize that, in general, the color factors are given by series in 1/N2c , so that
a planar f−graph can also contribute subleading O(1/N2c ) color corrections to F
(4). This allows
us to write c
(4)
α = c
(4)
0;α+ c
(4)
1;α/N
2
c for α = 1, 2, 3 and c
(4)
α = c
(4)
1;α/N
2
c for α = 4, . . . , 32. Then we can
split the four-loop integrand into a sum of planar and non-planar contributions,
f (4) = f
(4)
g=0(xi) +
1
N2c
f
(4)
g=1(xi) . (5.4)
Here f
(4)
g=0 is made only from planar f−graphs, whereas f
(4)
g=1 is a sum over all (planar and non-
planar) f−graphs:
f
(4)
g=0 =
3∑
α=1
c
(4)
0;αf
(4)
α (xi) , f
(4)
g=1 =
32∑
α=1
c
(4)
1;αf
(4)
α (xi) , (5.5)
and the coefficients c
(4)
0;α and c
(4)
1;α scale as O(N
0
c ).
We should keep in mind that the connection between the genus of the f−graphs and that of
the Feynman graphs which make them up, is far from obvious. One might imagine a situation in
which the sum of a set of non-planar Feynman graphs of, say, g = 1, may turn out to have g = 0.
If the corresponding f−graphs do not appear elsewhere in the sector of the planar Feynman
graphs, then some of the leading color coefficients might vanish, c
(ℓ)
0;α = 0 for some values of α.
At four and at five loops this does not happen: all leading color coefficients c
(4)
0;α 6= 0, c
(5)
0;α 6= 0, see
(5.13) and (6.4), respectively. However, at six loops we find that some c
(6)
0;α do indeed vanish, see
(7.3). The statement we argue for in appendix A is that the coefficient of f−graph with genus
g may contain corrections O(1/N2hc ) for all h ≥ g.
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Substituting (5.4) into (5.1), we find that the four-loop correction to the correlation function
F (4) takes the general form (2.8),
F (4)(xi) = F
(4)
g=0 +
1
N2c
F
(4)
g=1 . (5.6)
Here
F (4)g (xi) =
1
4! (−4π2)4
∫
d4x5d
4x6d
4x7d
4x8 P
(4)
g (xi)
x256x
2
57x
2
58x
2
67x
2
68x
2
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∏4
i=1 x
2
i5x
2
i6x
2
i7x
2
i8
(5.7)
is defined by the S8−symmetric polynomials P
(4)
g=0(xi) or P
(4)
g=1(xi) given by
P
(4)
g=0(xi) =
3∑
α=1
c
(4)
0;αP
(4)
α (xi) , P
(4)
g=1(xi) =
32∑
α=1
c
(4)
1;αP
(4)
α (xi) . (5.8)
Below we present the numerator polynomials P
(4)
α corresponding to all 32 graphs and try to
fix their coefficients, first in the planar sector and then in the non-planar.
5.1 Planar sector
The planar part of the four-loop correlation function F
(4)
g=0 receives contributions from the three
f−graphs shown in Fig. 8. The corresponding polynomials take the form
P
(4)
1 (x1, . . . , x8) =
1
24
x212x
2
13x
2
16x
2
23x
2
25x
2
34x
2
45x
2
46x
2
56x
6
78 + S8 permutations ,
P
(4)
2 (x1, . . . , x8) =
1
8
x212x
2
13x
2
16x
2
24x
2
27x
2
34x
2
38x
2
45x
4
56x
4
78 + S8 permutations ,
P
(4)
3 (x1, . . . , x8) =
1
16
x212x
2
15x
2
18x
2
23x
2
26x
2
34x
2
37x
2
45x
2
48x
2
56x
2
67x
2
78 + S8 permutations . (5.9)
According to (5.8) and (5.7), the planar four-loop correlation function F
(4)
g=0 is determined by the
three coefficients c
(4)
0;α (with α = 1, 2, 3).
As before, to fix the coefficients we require that the four-loop correlation function should
have the correct asymptotic behavior (2.17) and (2.19) in the singular limits (2.13) and (2.14),
respectively, to all orders in 1/Nc. Replacing F (xi) in (2.17) and (2.19) by its general expression
(2.8) and expanding both sides in powers of 1/Nc, we find that the planar correction F
(ℓ)
g=0 satisfies
the same relations (2.17) and (2.19). Further, expanding both sides of (2.17) to order O(a4) we
find in the planar limit
F̂
(4)
g=0 − 6F̂
(1)F̂ (3) − 3(F̂ (2))2 + 36(F̂ (1))2F̂ (2) − 54(F̂ (1))4
u→0
v→1∼ ln u+O(u0) , (5.10)
where F̂ (ℓ) ≡ x413F
(ℓ)(xi). Replacing F
(1), F (2) and F (3) by their expressions obtained in the
preceding sections, and F
(4)
g=0 by a linear combination of the three planar structures (see (5.8)), we
can write the left-hand side of (5.10) in a form similar to (4.5). Then, the relation (5.10) translates
into the condition that the resulting numerator polynomial Q should vanish for x5 → x1, with
the remaining integration points x6, x7, x8 in general positions (recall (4.6)). Equating to zero the
coefficients in front of the different terms depending on x6, x7, x8, we obtain an overdetermined
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system of equations for the coefficients c
(4)
0;α (with α = 1, 2, 3). We found that it has the general
solution
c
(4)
0;1 = −c
(4)
0;3 , c
(4)
0;2 = 1 , (5.11)
so that the value of c
(4)
0;1 remains undetermined. Thus, the double short-distance limit is not
powerful enough to fix all the planar coefficients at four loops.
Let us now repeat the analysis in the light-cone limit. Expanding the left-hand side of (2.19)
to order O(a4), we expect that for u, v → 0 the leading singularity of the following combination
of integrals:
F (4)g=0 − 2F
(1)F (3)g=0 − (F
(2))2 + 4(F (1))2F (2) − 2(F (1))4
u,v→0
∼ (ln u)4 + (ln v)4 , (5.12)
should be much softer than that of the correlation function itself (see (2.18)). We put the terms
in the left-hand side of this relation under a common denominator and identify the corresponding
S8−symmetric polynomial in the numerator. The softening of the light-cone singularity required
by (5.12) implies the condition that this polynomial should vanish when the integration point
x5 approaches one of the light-like edges, say, x5 → (1− α)x1 + αx2, and the remaining integra-
tion points x6, x7, x8 are in general positions. This again yields an overdetermined system of
equations, which this time has the unique solution 18
c
(4)
0;1 = c
(4)
0;2 = −c
(4)
0;3 = 1 . (5.13)
Thus, the light-cone limit allows us to fix all planar coefficients leading to the following result
for the four-loop correction to the correlation function in the planar limit:
F
(4)
g=0(xi) =
1
4! (−4π2)4
∫ d4x5d4x6d4x7d4x8 [P (4)1 (xi) + P (4)2 (xi)− P (4)3 (xi)]
x256x
2
57x
2
58x
2
67x
2
68x
2
78
∏4
i=1 x
2
i5x
2
i6x
2
i7x
2
i8
, (5.14)
with the P−polynomials defined in (5.9).
5.2 Rung rule at four loops
At four loops we can also implement the rung-rule procedure described in Sect. 3.2.4 to ob-
tain parts of the planar result. This procedure amounts to gluing pyramids to the decahedron
describing the planar three-loop graph f
(3)
2 , thus obtaining four-loop f−graphs (see Fig. 3). Im-
plementing this procedure we find there are two inequivalent ways of gluing the pyramid to the
graph f
(3)
2 and this gives two out of the three planar four-loop f−graphs, namely f
(4)
1 and f
(4)
2 .
This is illustrated graphically in Fig. 3, where the right-most two polyhedra correspond to f
(4)
1
and f
(4)
2 . We recall that the rung rule not only predicts the new higher loop topologies, but also
fixes the coefficients of their contributions.
The remaining planar graph f
(4)
3 is not generated by the rung rule, so we have to identify
it as the other member of the class of planar f−graph topologies. 19 We recall that the weaker
18This is an example where we exploit the full power of the light-cone condition, requiring it to hold for α
arbitrary.
19A characteristic feature of the new non-rung-rule topology is the presence of rectangular faces. All planar
f−graphs so far have had only triangular faces, and the rung rule (gluing a pyramid by its square base) cannot
produce a rectangular face.
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Euclidean limit (5.10) could not fix all coefficients (see (5.11)). However, if we now use the
additional information that the rung rule fixes c
(4)
0;1 = 1, then the first relation in (5.11) allows us
to also determine the coefficient of the non-rung-rule topology.
5.3 Relation to the four-loop amplitude
We can use the obtained expression for the four-loop planar correlation function (5.14) to predict
the integrand for the planar four-loop four-gluon amplitude M(4) with the help of the duality
relation (2.38). We recall that the duality relation only holds in the planar limit and it is not
valid beyond it.
Restricting the loop corrections to the correlation function F (ℓ) to their light-cone limits
F (ℓ) = limx2i,i+1→0 x
2
13x
2
24F
(ℓ), from the duality relation (2.38) we obtain the expression for the
integrand of the planar four-loop amplitude,
M(4) = F (4) −M(1)M(3) −
1
2
(
M(2)
)2
, (5.15)
where M(1,2,3) are defined in Eqs. (3.25) and (4.18), and F (4) is given by a sum over the various
conformal x−integrals originating from the three different f−graph topologies shown in Fig. 8.
When translated into the dual momentum space, pi = xi − xi+1, these integrals become dual
conformal momentum scalar integrals.
Notice that some of the integrals in F (4) are reducible, that is they can be factored out into a
product of lower loop integrals. At the same time, such integrals cannot appear in the four-loop
amplitude M(4) due to the unitarity condition. This implies that, on the right-hand side of
(5.15) all reducible integrals inside F (4) should cancel against the products of integrals generated
by the cross-terms M(1)M(3) + 1
2
(
M(2)
)2
. Indeed, we verified that the resulting expression for
M(4) is given by a sum over 15 different irreducible conformal x−integrals. The coefficients of
these integrals are uniquely fixed by the three coefficients defined in (5.13). We also verified that
the expression for M(4) obtained in this way is in agreement with the results of Ref. [33] on the
four-loop planar four-gluon amplitude. Namely, the two rung-rule topologies f
(4)
1 and f
(4)
2 shown
in Fig. 8 give rise to the 12 rung-rule type dual momentum integrals listed in [33]. Similarly,
the third topology f
(4)
3 in Fig. 8 produces the three non-rung-rule integrals in [33], with relative
factors (−1), as follows from (5.14).
5.4 Non-planar sector
At four loops, there are 29 non-isomorphic non-planar f−graphs of genus 1. The corresponding
basis P−polynomials are listed in Appendix C (see Eq. (C.1)).
The non-planar correction to the correlation function F
(4)
g=1 is given by (5.7) with the polyno-
mial P
(4)
g=1 equal to the linear combination (5.8) of all 32 polynomials defined in Eqs. (5.9) and
(C.1) with arbitrary coefficients c
(4)
1;α. As before, we may try to fix the coefficients by requiring
that F
(4)
g=1 should have the correct asymptotic behavior (2.17) and (2.19) to all orders in 1/Nc.
Expanding both sides of (2.17) in 1/Nc and keeping only the leading non-planar terms, we
obtain the following condition:
x413Fg=1(xi)
1 + 6x413Fg=0(xi)
u→0
v→1−→
1
12
γK,g=1(a) lnu+O(u
0) , (5.16)
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where γK,g=1(a) denotes the non-planar 1/N
2
c correction to the Konishi anomalous dimension. We
recall that, in virtue of (4.15), the correlation function receives non-planar corrections starting
from four loops. Then, the relation (5.16) leads to
x413F
(4)
g=1(xi)
u→0
v→1−→
1
12
γ
(4)
K,g=1 ln u+O(u
0) . (5.17)
Repeating the same analysis in the light-cone limit, from (2.19) we find the following condition
on F
(4)
g=1:
x213x
2
24F
(4)
g=1(xi)
u,v→0
∼ 0×
[
(ln u)4 + (ln v)4
]
+ . . . . (5.18)
Here we multiplied the leading term on the right-hand side by zero to recall that the non-planar
corrections at ℓ loops involve lnu and ln v to the total power ≤ ℓ− 1.
As in Sect. 5.1, the relations (5.17) and (5.18) can be translated into the condition that the
polynomial Pg=1(xi) in (5.8) should vanish in the singular regimes: (i) for x5 → x1 in the short-
distance limit (2.13) and (ii) for x5 → (1 − α)x1 + αx2 in the light-cone limit (2.14), with the
three remaining integration points x6, x7 and x8 in general positions. Since the light-cone limit
(2.14) turned out to be more restrictive in the planar sector, we employ the same limit in the
non-planar sector as well. Namely, we require that for x212, x
2
23, x
2
34, x
2
41 = 0
P
(4)
g=1(x1, . . . , x8)→ 0 , as x5 → (1− α)x1 + αx2 . (5.19)
Equating to zero the coefficients in front of the different distinct terms and of the powers of α in
the left-hand side of this relation, we obtain a system of equations for the non-planar coefficients
c
(4)
1;α. We found that it fixes all but 7 coefficients. This means that the general solution to (5.19) is
a sum of 7 terms with arbitrary coefficients each given by a linear combination of 32 polynomials
with definite coefficients.
So far we have not taken into account the conformal Gram determinant condition (see Ap-
pendix B). We have shown in Sect. 4.2 that this condition completely eliminates the non-planar
correction at three loops. At four loops there are three independent conformal Gram determinant
conditions. Taking them into account, we find that the number of independent solutions to (5.19)
reduces from 7 to 4.
The explicit form of the conformal Gram determinant conditions can be found by the method
explained in Appendix B. There is however a much simpler way to identify the same condi-
tions. We start with a linear combination of the 32 polynomials
∑32
i=1 aiP
(4)
i (xi) and generate
32 random kinematical configurations of 8 four-dimensional vectors (x1, . . . , x8). Requiring this
linear combination to vanish for all configurations, we arrive at a system of 32 equations for the
coefficients ai. As expected, it has three linearly independent solutions:
32∑
i=1
ak,iP
(4)
i (x1, . . . , x8) = 0 , (k = 1, 2, 3) , (5.20)
where a1, a2, a3 are three lists of 32 coefficients:
a1 =(16,6,−8,8,−10,24,0,−4,8,6,−2,4,−4,−6,3,−9,0,3,4,−5,−2,−18,−2,3,−3,1,0,0,0,0,0,0)
a2 =(−18,−9,12,−8,12,−24,0,4,−7,−6,0,−2,4,6,−3,9,0,−2,−5,5,−2,18,2,−3,3,0,−24,−2,0,2,0,0)
a3 =(4,−1,2,4,−2,12,0,−2,5,2,−4,4,−2,−2,1,−3,−1,2,1,−1,−6,−6,0,1,0,0,−36,0,1,0,−1,1) . (5.21)
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Notice that the left-hand side of (5.20) contains a sum over the polynomials corresponding to
both planar and non-planar f−graphs. Then, making use of (5.20) we can express the three
planar polynomials, P
(4)
1 , P
(4)
2 and P
(4)
3 , in terms of the non-planar ones.
Finally, the general solution to (5.19) has the form
P
(4)
g=1(xi) = c
(4)
1 Q1(xi) + c
(4)
2 Q2(xi) + c
(4)
3 Q3(xi) + c
(4)
4 Q4(xi) , (5.22)
where c
(4)
k are arbitrary and the polynomials Qk are given by linear combinations of the polyno-
mials (5.9) and (C.1)
Qk =
32∑
i=1
qk,iP
(4)
i (x1, . . . , x8) , (k = 1, 2, 3, 4) , (5.23)
and qk,i are four lists of 32 integer coefficients:
q1 = (0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,1,0,0,0,0,0) ,
q2 = (−2,0,2,−8,0,−6,0,0,0,0,2,−2,1,0,0,0,0,−2,−1,1,6,0,0,0,0,0,0,0,0,0,0,0) ,
q3 = (−2,0,−3,4,1,−6,−2,2,−4,0,2,−2,1,1,−1,2,1,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0) ,
q4 = (−14,−8,10,−8,8,−18,0,3,−4,−4,0,−2,3,4,−2,6,0,−2,−4,4,0,12,2,−2,2,0,0,0,0,0,0,0) . (5.24)
The first solution is particularly interesting,
Q1 = P
(4)
27 (xi) , (5.25)
implying that the polynomial P
(4)
27 satisfies the condition (5.19). The corresponding f−graph
has a high symmetry as indicated by the large combinatorial factor in the denominator in the
definition of P
(4)
27 , Eq. (C.1). The remaining three solutions, Q2, Q3, Q4, involve contributions
from the three planar graphs. However, applying the conformal Gram determinant conditions
(5.20) we can eliminate the planar graphs from Qi, at the expense of increasing the number of
contributing (non-planar) polynomials.
Our derivation of (5.22) was based on the light-cone limit. We can verify that the obtained
expression for the non-planar correction (5.22) has the correct asymptotic behavior in the double
short-distance limit, x1 → x2 and x3 → x4. The latter condition implies that each polynomial
Qk, Eq. (5.23), in this limit should vanish for x5 → x1. Indeed, we have examined the expressions
for the polynomials Qk and have found that, surprisingly, for x1 = x2 and x3 = x4 they are all
proportional to each other leading to
lim
x1→x2
x3→x4
P
(4)
g=1(xi) =
(
c
(4)
1 − 120c
(4)
2 + 68c
(4)
3 − 24c
(4)
4
)
lim
x1→x2
x3→x4
Q1(xi) , (5.26)
with
lim
x1→x2
x3→x4
Q1(xi) =
1
6
x413
(
x256x
2
78 + x
2
57x
2
68 + x
2
58x
2
67
) ∏
i=5,6,7,8
x21ix
2
3i . (5.27)
As expected, this expression vanishes when the integration points x5, x6, x7, x8 approach one of
the external points, x1 and x3.
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To summarize, in this subsection we have constructed the integrand of the non-planar four-
loop correction to the correlation function and demonstrated that it is fixed up to four arbitrary
constants as
F
(4)
g=1(xi) =
4∑
k=1
c
(4)
k
4! (−4π2)4
∫
d4x5d
4x6d
4x7d
4x8 Qk(x1, . . . , x8)
x256x
2
57x
2
58x
2
67x
2
68x
2
78
∏4
i=1 x
2
i5x
2
i6x
2
i7x
2
i8
, (5.28)
with the polynomials Qk defined in (5.23). To fix the values of the coefficients c
(4)
k in (5.28) we
would need more detailed information about the asymptotic behavior of the correlation function
F
(4)
g=1(xi) in the singular limits defined above.
6 Five loops
We can read from Table 1 that the five-loop integrand f (5), Eq. (2.30), receives contributions
from 930 different f−graphs. The general arguments given in the previous sections together with
the assumption that there is a one-to-one correspondence between the genus of the f−graphs
and the large Nc scaling of their contribution to the correlation function, allows us to classify all
f−graphs into planar and non-planar ones.
We find that among the 930 five-loop f−graphs only 7 are planar. They yield the following
expression for the five-loop S9−symmetric numerator polynomial in the planar sector:
P
(5)
g=0 =
7∑
α=1
c(5)α P
(5)
α (x1, . . . , x9) , (6.1)
where c
(5)
α are arbitrary coefficients 20 and
P
(5)
1 =
1
2
x213x
2
16x
2
18x
2
19x
4
24x
2
26x
2
29x
2
37x
2
38x
2
39x
2
47x
2
48x
2
56x
2
57x
2
58x
2
59x
2
67 + . . . ,
P
(5)
2 =
1
4
x213x
2
16x
2
18x
2
19x
4
24x
2
26x
2
29x
4
37x
2
39x
4
48x
2
56x
2
57x
2
58x
2
59x
2
67 + . . . ,
P
(5)
3 =
1
4
x413x
2
17x
2
19x
2
24x
2
26x
2
27x
2
29x
2
36x
2
39x
6
48x
2
56x
2
57x
2
58x
2
59x
2
67 + . . . ,
P
(5)
4 =
1
6
x213x
2
16x
4
19x
4
24x
2
28x
2
29x
4
37x
2
38x
2
46x
2
47x
2
56x
2
57x
2
58x
2
59x
2
68 + . . . ,
P
(5)
5 =
1
8
x413x
2
16x
2
18x
4
24x
2
28x
2
29x
2
37x
2
39x
2
46x
2
47x
2
56x
2
57x
2
58x
2
59x
2
69x
2
78 + . . . ,
P
(5)
6 =
1
28
x213x
2
17x
2
18x
2
19x
8
24x
2
36x
2
38x
2
39x
2
56x
2
57x
2
58x
2
59x
2
67x
2
69x
2
78 + . . . ,
P
(5)
7 =
1
12
x213x
2
16x
2
17x
2
19x
2
26x
2
27x
2
28x
2
29x
2
35x
2
38x
2
39x
2
45x
2
46x
2
47x
2
49x
2
57x
2
58x
2
68 + . . . .
(6.2)
The planar f−graphs corresponding to the seven polynomials in (6.2) are shown in Fig. 9.
As before, the ellipses in (6.2) denote terms with S9−permutations of indices. In general, in
the sum over permutations, the same term could be repeated multiple times due to the symmetry
of the corresponding graph. Indeed, for a symmetric graph there is a set of permutations which
map the graph back to itself while preserving the edge-vertex connectivity. This set forms the
automorphism group of the corresponding numerator polynomial. In order to take this symmetry
into account, we simply divide each polynomial in (6.2) by the dimension of its automorphism
group (which can be computed, for example, by the Combinatorica package of Mathematica).
20To simplify the notation, we drop the leading-color label, so here c
(5)
α ≡ c
(5)
0;α.
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Figure 9: Planar f−graphs at five loops. The definition of black, blue and red vertices is the
same as in Fig. 8, the green vertices have degree 7. The graphs f
(5)
1 and f
(5)
5 can be obtained from
the four-loop graph f
(4)
3 in Fig. 8 by the rung rule. The same rule relates the graphs f
(5)
2 , f
(5)
3 , f
(5)
4
with f
(4)
1 and f
(5)
6 with f
(4)
2 . The only non-rung-rule five-loop graph is f
(5)
7 .
To fix the coefficients c
(5)
α in (6.1) we require that the five-loop correction to the correlation
function should satisfy the Minkowski singular limit relation (2.19). At five loops, this relation
leads to (for u, v → 0)
F (5)g=0 − 2F
(1)F (4)g=0 − 2F
(2)F (3)g=0 + 4(F
(1))2F (3)g=0
+ 4F (1)(F (2))2 − 8(F (1))3F (2) + 16
5
(F (1))5
u,v→0
∼ (ln u)5 + (ln v)5 . (6.3)
Repeating the analysis along the same lines as at four loops we find that this relation fixes the
coefficients to be 21
−c(5)1 = c
(5)
2 = c
(5)
3 = c
(5)
4 = −c
(5)
5 = c
(5)
6 = c
(5)
7 = 1 . (6.4)
We observe that all topologies in Fig. 9 except f
(5)
7 can be obtained from the planar four-loop
graphs in Fig. 8 via the rung rule. As a consequence, the values of their coefficients c
(5)
α coincide
with the corresponding four-loop coefficients (5.13). Thus, we are left with only one coefficient,
that of the extra f
(5)
7 −topology, not induced from lower loops. Notice that unlike at four loops,
this non-rung-rule coefficient is positive, c
(5)
7 = +1 (to be compared with c
(4)
3 = −1).
22
21Rather surprisingly, at five loops the Euclidean short-distance limit also unambiguously fixes all the 7 coeffi-
cients of the planar topologies, unlike what happened at four loops.
22An attempt to explain the alternation of signs for rung-rule and non-rung-rule topologies was made in Ref. [41].
The latter were interpreted as correction terms needed to cancel some spurious singularities in the rung-rule sector
(hence the negative sign). However, this interpretation is known to fail at six loops [16].
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Combining together Eqs. (6.4), (6.1), (2.20) and (2.24), we finally obtain the five-loop corre-
lation function in the planar limit as
F
(5)
g=0(xi) =
1
5! (−4π2)5
∫ ∏9
i=5 d
4xi
[
−P (5)1 + P
(5)
2 + P
(5)
3 + P
(5)
4 − P
(5)
5 + P
(5)
6 + P
(5)
7
]
x256x
2
57x
2
58x
2
59x
2
67x
2
68x
2
69x
2
78x
2
79x
2
89
∏4
i=1 x
2
i5x
2
i6x
2
i7x
2
i8x
2
i9
, (6.5)
with the P (5)−polynomials defined in (6.2).
What about the non-planar corrections to the five-loop correlation function? These have the
following form
F (5)(xi) = F
(5)
g=0 +
1
N2c
F
(5)
g=1 +
1
N4c
F
(5)
g=2 , (6.6)
where F
(5)
g receives the contribution from five-loop f−graphs of genus ≤ g.
Such graphs can be easily generated using the graph-theoretical methods described in the
previous sections. As before, to fix the coefficients accompanying these graphs we shall require
that the correlation function should have the correct asymptotic behavior, Eqs. (2.17) and (2.19),
in the singular (Minkowski light-cone and Euclidean short-distance) limits to order 1/N2c and
1/N4c . We recall that non-planar corrections first appear at four loops and they depend on four
coefficients, see Eq. (5.28). Then, expanding both sides of (2.19), we find that the non-planar
1/N2c corrections at four and five loops are related to each other in the Minkowski light-cone limit.
In close analogy with the similar iterative structure in the planar sector, the 1/N2c corrections at
five loops may well be uniquely fixed in terms of the four non-planar four-loop coefficients (5.28).
At the same time, 1/N4c corrections first appear at five loops and, like the 1/N
2
c corrections
at four loops, we expect that the corresponding coefficients will not be fixed completely in the
Minkowski light-cone limit.
As in Sect. 5.3, we can use the obtained expression for the five-loop correlation function (6.5)
to predict the integrand for the five-loop planar amplitude from the duality relation (2.37)
M(5) = F (5) −M(1)M(4) −M(2)M(3) , (6.7)
with F (5) = limx2i,i+1→0 x
2
13x
2
24F
(5)
g=0. Like four loops, all reducible integrals inside F
(5) cancel
against similar integrals produced by the last two terms on the right-hand side of (6.7). The
resulting expression for M(5) is given by the sum of 34 irreducible distinct conformal integrals
generated by the f−graphs of 7 topologies shown in Fig. 9. The relative coefficients of these
integrals are uniquely fixed by the 7 coefficients in the numerator of (6.5). Going to the dual
momenta pi = xi − xi+1, we verified that our result for M(5) is in agreement with the ansatz for
the planar five-loop four-point amplitude proposed in Refs. [28, 29].
7 Six loops
As follows from Table 1, at six loops there are 189341 different f−graphs. Most of them are
non-planar, however. Restricting our analysis to the planar sector, we find that there are only
36 planar f−graphs. As a result, the six-loop correction to the correlation function in the planar
limit, F
(6)
g=0(xi), is determined by the numerator polynomial P
(6)
g=0 given by
P
(6)
g=0 =
36∑
α=1
c(6)α P
(6)
α (x1, . . . , x10) , (7.1)
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Figure 10: Six-loop f−graphs induced from five loops by the rung rule. The definition of black,
blue and red vertices is the same as in Fig. 8, the green vertices have degree 7.
with the basis polynomials P
(6)
α listed in Appendix D.
We can further split all planar f−graphs into those induced from five loops via the rung
rule, 23 graphs in total (shown in Fig. 10) and the remaining 13 non-rung-rule graphs (shown in
Fig. 11). The corresponding S10−symmetric polynomials are listed in (D.1) and (D.2), respec-
tively.
We recall that the f−graph only depicts the denominator of the integrand. The numerator
is needed to ensure that the overall conformal weight equals four at each vertex of the f−graph.
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Figure 11: Potential additional planar six-loop f−graphs. In fact, only f (6)28 , f
(6)
29 and f
(6)
31 con-
tribute.
If we depict a factor of x2ij in the numerator as a dashed line attached to the vertices i and j,
then there should be a dashed line ending at each vertex of degree 5 (blue dots), two dashed
lines ending at each vertex of degree 6 (red dots) and three dashed lines ending at each vertex
of degree 7 (green dots). Vertices of degree 4 (black dots) have no dashed lines.
For all but 6 of the 36 six-loop f−graphs shown in Figs. 10 and 11, the numerators are un-
ambiguously fixed (given that dashed lines cannot duplicate and thus cancel existing propagator
lines, thus changing the edge-vertex connectivity of the graph). The 6 graphs whose numerator
edges are not fixed uniquely are f
(6)
6 , f
(6)
8 , f
(6)
12 , f
(6)
34 , f
(6)
35 and f
(6)
36 . More precisely, three pairs of
integrands, f
(6)
6 and f
(6)
36 , f
(6)
8 and f
(6)
35 , f
(6)
12 and f
(6)
34 have the same denominator (and, therefore,
are depicted by the same f−graph in Figs. 10 and 11) but differ by the numerator. We display
these 6 graphs with the numerator (dashed) lines in Fig. 12.
Let us now turn to fixing the coefficients c
(6)
α in (7.1). We shall use the light-cone limit (2.14)
and impose the condition (2.19). At six loops, expanding the left-hand side of (2.19) to order
O(a6) we get (for u, v → 0)
F (6)g=0 − 2F
(1)F (5)g=0 − 2F
(2)F (4)g=0 + 4(F
(1))2F (4)g=0 − (F
(3)
g=0)
2 + 8F (1)F (2)F (3)g=0 − 8(F
(1))3F (3)g=0
+ 4
3
(F (2))3 − 12(F (1))2(F (2))2 + 16(F (1))4F (2) − 16
3
(F (1))6
u,v→0
∼ (ln u)6 + (ln v)6 .
(7.2)
We replace the five-loop terms F (ℓ) (with ℓ = 1, . . . , 5) by their expressions obtained in the
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Figure 12: The six-loop f−graphs (solid lines) whose numerators (dashed lines) are not uniquely
fixed. Notice they come in three pairs, the three graphs in the first line are induced from five-loop
graphs, whereas the remaining three graphs in the second line do not contribute to the correlation
function (they have vanishing coefficient, see Eq. (7.3)).
previous sections and substitute F (6)g=0 = limx2i,i+1→0 x
2
13x
2
24F
(6)
g=0 with its expression in terms of the
polynomial (7.1). Then, relation (7.2) translates into the condition that the numerator of the
integrand in the left-hand side of (7.2) should vanish for x5 → (1−α)x1+αx2 and x6, . . . , x10 in
general position. We found that this condition allows us to fix all the coefficients:
c
(6)
1 = c
(6)
5 = c
(6)
11 = c
(6)
12 = c
(6)
13 = c
(6)
18 = c
(6)
19 = c
(6)
21 = c
(6)
22 = c
(6)
23 = −1 ,
c
(6)
2 = c
(6)
3 = c
(6)
4 = c
(6)
6 = c
(6)
7 = c
(6)
8 = c
(6)
9 = c
(6)
10 = c
(6)
14 = c
(6)
15 = c
(6)
16 = c
(6)
17 = c
(6)
20 = c
(6)
28 = c
(6)
31 = 1 ,
c
(6)
24 = c
(6)
25 = c
(6)
26 = c
(6)
27 = c
(6)
30 = c
(6)
32 = c
(6)
33 = c
(6)
34 = c
(6)
35 = c
(6)
36 = 0 ,
c
(6)
29 = 2 . (7.3)
The following comments are in order.
Our derivation of (7.3) was based on the analysis of the correlation function in the light-
cone limit (2.19) and did not rely on the rung rule.23 Nevertheless, from (7.3) we see that the
coefficients c
(6)
1 , . . . , c
(6)
23 take values (±1) in perfect agreement with the rung-rule prediction. So,
had we used the rung rule, we could have obtained these coefficients from the five-loop coefficients
(6.4) without any calculations. This fact justifies the applicability of the rung rule up to six loops.
The rung rule does not fix however the remaining 13 coefficients c
(6)
24 , . . . , c
(6)
36 . According to
(7.3), ten of these coefficients vanish and the only non-zero ones are c
(6)
28 = c
(6)
31 = 1 and c
(6)
29 = 2.
24
This means that the six-loop correlation function receives contributions from three planar non-
23We verified that the obtained expression for the six-loop correlation function also has the correct short-distance
behavior (2.17).
24Once the coefficients of the 23 rung-rule terms have been found, the weaker Euclidean condition (2.17) turns
out to be sufficient to fix the remaining 13 coefficients.
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rung-rule topologies only. It is an interesting question to find out what role these three non-rung-
rule topologies play in the correlation function. Another question is why the other ten non-rung-
rule topologies have vanishing coefficients. In fact, eight out of these ten topologies (f
(6)
24 , f
(6)
25 , f
(6)
26
and f
(6)
32 , . . . , f
(6)
36 ) lead to six-loop amplitude graphs which have a product structure. So these
have to have vanishing coefficient in the planar theory, if we assume the correlator/amplitude
duality and the fact that the amplitude can not have such product integrands. Interestingly,
imposing the six-loop counterpart to the Minkowski constraint (3.23) with α = 0 (recall that
this determines precisely that part of the correlator which is also determined by the rung rule
up to five loops) enforces the vanishing of the same eight topologies, in addition to the giving
the rung-rule coefficients. We are thus left with only two unexplained zero coefficients, namely
those of f
(6)
27 and f
(6)
30 . We recall also that Eq. (7.3) displays only the leading color coefficients
c
(6)
0;α. So, these ten topologies may be made up of Feynman graphs of higher genus, as evoked in
the comment after Eq. (5.5).
It is worth mentioning that the total number of coefficients in (7.3) is a few orders of magnitude
smaller compared to the total number of f−graphs at six loops (see Table 1). This indicates in
turn that the number of non-rung-rule coefficients grows at higher loop orders much more slowly
than the total number of f−graphs. Following the strategy of systematic use of the rung rule
makes it possible to extend the analysis of this section to higher loops.
We can now apply the obtained result for the six-loop correlation function to predict the
integrand of the six-loop four-particle amplitude. At six loop the duality relation (2.38) reads
M(6) = F (6) −M(2)M(4) −
1
2
(M(2))2 −M(1)M(6) , (7.4)
where F (6) stands for light-cone limit of the six-loop integrand F (6) = limx2i,i+1→0 x
2
13x
2
24F
(6)
g=0. As
follows from our analysis, F (6) receives non-zero contributions from f−graphs of 26 topologies
only. Among them there are 23 rung-rule-induced topologies shown in Fig. 10 and 3 non-rung-rule
topologies shown in Fig. 11. In this way, we find from (7.4) that the six-loop planar amplitude
M(6) is given by the sum of 229 distinct integrals. We would like to emphasize that despite
this large number of integrands, the total number of independent integrands is much smaller and
equals 26, that is the total number of relevant f−topologies. The remaining 203 integrands can
be obtained from them by making use of the permutation symmetry explained above. We verified
that our expression forM(6) is in agreement with the result for the planar six-loop four-particle
amplitude obtained by two different methods in Refs. [16] and [15].
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Appendix A The genus of the f−graphs
A particularly nice feature of the f−graphs, which is especially useful at five and six loops in
obtaining a much reduced basis, is that in the planar limit the correlation function G4 at ℓ ≥ 2
loops receives the contribution from the planar f−graphs only. Furthermore, we claim that for
the SU(Nc) gauge group:
The (1/N2c )
g corrections to G4 are given by f−graphs of genus ≤ g.
The single exception to this rule is the one-loop case, ℓ = 1, whose f−graph, shown in Fig. 2,
is non-planar (genus one) whilst the correlation function is obviously planar (there exist no
non-planar one-loop Feynman graphs). Here we give a detailed step-by-step argument of this
statement, explaining the failure for ℓ = 1.
The starting point of our argument is the following assumption: All SO(6) components of the
correlation function at O(1/N2gc ) can be defined in terms of conformal graphs of genus ≤ g. The
statement is certainly true for the individual Feynman graphs contributing to G4, the assumption
here is that this property is not spoiled when simplifying and summing Feynman graphs into
conformal graphs.
Given this assumption, let us focus on a particular SO(6) component of the correlation
function (2.3) corresponding to the following choice of the harmonic variables: y1 = y3 and
y2 = y4. This component is easily obtained from (2.5) as
G
(ℓ)
4 (1, 2, 3, 4) ∼
2 (N2c − 1)
(4π2)4
×
y812x
2
13x
2
24
x212x
2
23x
2
34x
2
14
× F (ℓ)(xi)
=
2 (N2c − 1)
(−4π2)4+ℓℓ!
× y812
∫
d4x5 . . . d
4x4+ℓ × x
4
13x
4
24 × f
(ℓ)(x1, . . . , x4+ℓ) , (A.1)
where the second line is obtained using (2.20). Thus, given our assumption, we have that
All O(1/N2gc ) corrections to x
4
13x
4
24 × f
(ℓ)(x1, . . . , x4+ℓ) are given by genus ≤ g graphs. (A.2)
It remains therefore to show that this implies the same property for the f−graphs themselves.
Firstly recall that for every f−graph there is a corresponding P−graph related via (2.24).
Then, it is easy to see graphically, that for all ℓ > 1, and for all P−graphs there is a term
containing x213x
2
24. Recall that the P−graphs are loop-less multigraphs of order (4 + ℓ) and of
degree (ℓ − 1). Now simply choose an arbitrary point of the P−graph and label it x1, then
choose an adjacent point and label it x3. Such a point always exists for ℓ > 1 since the vertex
has non-zero degree and thus must have at least one edge attached to it, and this edge must end
on a different vertex (since the graph is loop-less). Then choose yet another different point for
x2 and an adjacent point for x4. Clearly, this fails for ℓ = 1 since the graph has degree 0 and
P (1) = 1.
The fact that all P−graphs produce terms containing x213x
2
24 implies that for all ℓ > 1 and for
all f−graphs there is a term without x213 or x
2
24 in its denominator. The graph corresponding to
this term is identical (ignoring numerators) to the graph of x413x
4
24 × f
(ℓ)
α (since the x413x
4
24 terms
do not kill any propagator lines). Then, it follows from (A.2) that for ℓ > 1, at leading order in
1/Nc, f−graphs are planar and 1/N2gc corrections come from graphs of genus ≤ g.
So given our assumption about the relation between the genus of conformal correlator graphs
and 1/Nc corrections we see the analogous connection between these corrections and f−graphs,
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with the single exception of one loop. In particular this means that beyond one loop in the planar
theory we may focus exclusively on planar f−graphs.
Appendix B Conformal Gram determinant
When considering the numerator polynomials P (ℓ) we should take into account the Gram deter-
minant condition, which expresses the fact that any five vectors are linearly dependent in D = 4
dimensions
5∑
i=1
ci x
µ
i = 0 . (B.1)
Projecting both sides of this relation onto xj , we get a system of five linear equations for ci with
the consistency condition
det‖xi · xj‖ = 0 , (i, j = 1, . . . , 5) . (B.2)
At ℓ loops we have four external vectors and ℓ internal ones. Due to translation invariance the
integrand depends on the coordinate differences xi1, xi2, xi3 and xi4 with i = 5, . . . , 4 + ℓ. As a
result, the Gram determinant condition becomes relevant starting from ℓ = 2, where we have five
independent differences. However, we should not forget that the polynomial P (ℓ) is conformally
covariant, while the Gram determinant does not respect this symmetry in general. So, we need
to work out Gram determinant conditions consistent with the conformal symmetry. This can
be done by embedding the four-dimensional Minkowski space into a six-dimensional one, where
the D = 4 conformal symmetry is linearly realized as the SO(4, 2) rotation symmetry of six-
dimensional null vectors XAi = (1, x
µ
i , x
2
i ), so that X
2
i = 0. Any set of seven vectors of this type
are linearly dependent in six dimensions,
7∑
i=1
aiX
A
i = 0 . (B.3)
Projecting both sides onto XAj we get
det‖Xi ·Xj‖ = 0 , (i, j = 1, . . . , 7) , (B.4)
with Xi ·Xj = (xi−xj)2. By construction, the conformal Gram determinant depends on 7 = 4+3
points and, therefore, it becomes relevant starting from three loops. There the integrand depends
on six independent differences xµij and, therefore, there are two conventional Gram determinant
conditions. As follows from our analysis, only one of them is consistent with conformal symmetry.
Its precise form was discussed in Sect. 4.2.
Let us now consider the general case of ℓ loops. We have 4 + ℓ six-dimensional vectors XAi
out of which we construct the Gram matrix
Gij = Xi ·Xj . (B.5)
This matrix has dimension 4 + ℓ and rank 6. This means that all minors of size 7 × 7 should
vanish. Let us choose the minors made of the first 6 rows and columns of the Gram matrix, to
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which we add the ith row and the jth column (with 7 ≤ i, j ≤ 4 + ℓ). This leads to (ℓ − 2)2
conditions that we shall denote as
Gram(1, 2, 3, 4, 5, 6, i, j) = 0 , (7 ≤ i, j ≤ 4 + ℓ) . (B.6)
However, taking into account that the matrix Gram(1, 2, 3, 4, 5, 6, i, j) is symmetric in i and j,
the number of independent conditions (B.6) reduces to 25
1
2
(ℓ− 2)(ℓ− 1) = 1 , 3 , 6 , 10 , 15 , . . . , for ℓ = 3, 4, 5, 6, 7, . . . . (B.7)
Notice that the conditions (B.6) are not S4+l symmetric. In addition, Gram(1, 2, 3, 4, 5, 6, i, j)
has the conformal weight (−2) at the points 1, . . . , 6 and the conformal weight (−1) at the points
i and j. Therefore, in order to contribute to the S4+l symmetric conformal polynomial P
(ℓ)(xi),
Eq. (2.24), the Gram determinant (B.6) has to be accompanied by another polynomial Pij which
compensates a mismatch in the conformal weight
Gram(1, 2, 3, 4, 5, 6, i, j)Pij(x1, . . . , x4+ℓ) + S4+l permutations = 0 . (B.8)
Here Pij should have the conformal weight −(ℓ − 3) at the points 1, . . . , 6, the weight −(ℓ − 2)
at the points i, j and the weight −(ℓ− 1) at the remaining points.
Appendix C Non-planar four-loop topologies
At four loops, there are 29 non-planar f−graphs of genus 1. To save space we do not display
them here but present instead the corresponding S8−symmetric polynomials:
P
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1
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x212x
2
13x
2
18x
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34x
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45x
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56x
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67x
2
68x
2
78 + . . . ,
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34x
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P
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P
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25We are grateful to Christian Vergu for a discussion on this point.
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P
(4)
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6
56x
6
78 + . . . , (C.1)
where the ellipses denote the terms with all possible S8−permutation of indices.
Appendix D Planar six-loop topologies
Here we list the 23 numerator polynomials for the six-loop f−graphs of the rung-rule type:
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2
36x
2
38x
2
39x
2
48x
2
49x
2
56x
2
57x
2
58x
2
59x
2
67x
2
69x
2
78x
2
1,10x
2
2,10x
2
3,10x
2
5,10x
2
6,10 + . . . ,
P
(6)
6 =
1
4
x213x
4
17x
2
19x
4
24x
2
28x
2
29x
2
36x
4
38x
2
39x
2
46x
2
47x
2
49x
2
56x
2
57x
2
58x
2
59x
2
78x
2
1,10x
2
2,10x
2
5,10x
4
6,10 + . . . ,
P
(6)
7 =
1
2
x213x
2
17x
2
18x
2
19x
4
24x
2
27x
4
36x
2
39x
4
48x
2
49x
2
56x
2
57x
2
58x
2
59x
2
67x
2
68x
2
79x
2
1,10x
4
2,10x
2
3,10x
2
5,10 + . . . ,
P
(6)
8 =
1
8
x213x
2
16x
2
17x
2
18x
4
24x
2
27x
2
28x
6
39x
2
46x
2
47x
2
56x
2
57x
2
58x
2
59x
4
68x
2
79x
2
1,10x
2
2,10x
2
3,10x
2
4,10x
2
5,10 + . . . ,
P
(6)
9 =
1
2
x213x
2
17x
2
18x
2
19x
4
24x
2
26x
2
29x
2
36x
2
37x
2
38x
2
47x
2
48x
2
56x
2
57x
2
58x
2
59x
2
68x
2
69x
2
79x
2
1,10x
2
2,10x
2
3,10x
2
4,10x
2
5,10 + . . . ,
P
(6)
,10 =
1
2
x213x
2
16x
2
17x
6
24x
2
29x
2
37x
2
38x
2
39x
2
47x
2
48x
2
56x
2
57x
2
58x
2
59x
4
68x
2
69x
2
79x
4
1,10x
2
2,10x
2
3,10x
2
5,10 + . . . ,
P
(6)
11 = x
2
13x
2
16x
2
18x
2
19x
4
24x
2
28x
2
29x
4
37x
2
38x
2
46x
2
47x
2
48x
2
56x
2
57x
2
58x
2
59x
2
69x
2
79x
2
1,10x
2
2,10x
2
3,10x
2
5,10x
2
6,10 + . . . ,
P
(6)
12 =
1
4
x213x
2
16x
2
18x
2
19x
4
24x
2
28x
2
29x
2
36x
2
37x
2
38x
2
46x
2
47x
2
56x
2
57x
2
58x
2
59x
2
68x
4
79x
2
1,10x
2
2,10x
2
3,10x
2
4,10x
2
5,10 + . . . ,
P
(6)
13 =
1
16
x413x
2
16x
2
19x
4
24x
2
28x
2
29x
2
37x
2
38x
2
46x
2
47x
2
56x
2
57x
2
58x
2
59x
4
68x
4
79x
2
1,10x
2
2,10x
2
3,10x
2
4,10x
2
5,10 + . . . ,
P
(6)
14 =
1
4
x213x
2
16x
2
17x
2
18x
8
24x
2
35x
2
38x
2
39x
2
48x
2
57x
2
58x
2
59x
2
67x
2
68x
2
69x
4
79x
2
1,10x
2
2,10x
2
3,10x
2
5,10x
2
6,10 + . . . ,
49
P
(6)
15 =
1
2
x213x
2
16x
4
18x
4
24x
2
28x
2
29x
4
37x
4
39x
2
46x
2
47x
2
48x
2
56x
2
57x
2
58x
2
59x
2
69x
2
1,10x
2
2,10x
2
5,10x
2
6,10x
2
7,10 + . . . ,
P
(6)
16 =
1
4
x413x
2
17x
2
18x
2
19x
4
24x
2
28x
2
29x
2
36x
2
39x
2
46x
2
47x
2
49x
2
56x
2
57x
2
58x
2
59x
2
68x
2
78x
2
2,10x
2
3,10x
2
5,10x
2
6,10x
2
7,10 + . . . ,
P
(6)
17 =
1
4
x213x
2
15x
2
17x
2
18x
6
24x
2
27x
4
36x
4
39x
2
45x
2
48x
2
58x
2
59x
2
68x
2
69x
2
78x
2
79x
2
1,10x
2
2,10x
2
5,10x
2
6,10x
2
7,10 + . . . ,
P
(6)
18 =
1
2
x213x
4
17x
2
19x
4
24x
2
28x
2
29x
4
36x
2
38x
2
46x
2
47x
2
56x
2
57x
2
58x
2
59x
2
69x
2
78x
2
89x
2
1,10x
2
2,10x
2
3,10x
2
4,10x
2
5,10 + . . . ,
P
(6)
19 =
1
4
x213x
4
16x
2
19x
6
24x
2
28x
2
37x
2
38x
2
39x
2
47x
2
49x
2
56x
2
57x
2
58x
2
59x
2
67x
2
68x
2
89x
2
1,10x
2
2,10x
2
3,10x
2
5,10x
2
7,10 + . . . ,
P
(6)
20 =
1
32
x213x
2
17x
2
18x
2
19x
10
24x
2
36x
2
38x
2
39x
2
56x
2
57x
2
58x
2
59x
2
67x
2
69x
2
78x
2
89x
2
1,10x
2
3,10x
2
5,10x
2
6,10x
2
7,10 + . . . ,
P
(6)
21 = x
2
13x
4
17x
2
19x
4
24x
4
26x
2
36x
2
37x
2
38x
2
47x
2
48x
2
49x
2
56x
2
57x
2
58x
2
59x
2
69x
2
89x
2
1,10x
2
2,10x
2
3,10x
2
5,10x
2
8,10 + . . . ,
P
(6)
22 =
1
2
x213x
2
16x
2
17x
2
18x
2
19x
4
24x
2
26x
2
29x
4
37x
2
39x
2
46x
2
47x
2
48x
2
56x
2
57x
2
58x
2
59x
2
89x
2
2,10x
2
3,10x
2
5,10x
2
6,10x
2
8,10 + . . . ,
P
(6)
23 =
1
2
x213x
2
16x
2
17x
2
18x
2
19x
4
24x
4
28x
2
37x
2
38x
2
39x
2
46x
2
47x
2
49x
2
56x
2
57x
2
58x
2
59x
2
67x
2
2,10x
2
3,10x
2
5,10x
2
6,10x
2
9,10 + . . . ,
(D.1)
where the ellipses denote the terms with all possible S10 permutations of indices.
The remaining 13 polynomials of the non-rung-rule type are:
P
(6)
24 =
1
4
x212x
2
13x
2
16x
2
18x
2
19x
2
23x
2
24x
2
34x
2
35x
2
37x
2
45x
2
46x
2
48x
2
56x
4
59x
2
67x
2
78x
2
79x
2
89x
4
2,10x
2
6,10x
2
7,10x
2
8,10 + . . . ,
P
(6)
25 =
1
2
x212x
2
13x
2
16x
2
18x
2
19x
2
23x
2
24x
2
34x
2
35x
2
37x
2
45x
2
46x
2
48x
2
56x
4
59x
2
67x
4
78x
2
89x
4
2,10x
2
6,10x
2
7,10x
2
9,10 + . . . ,
P
(6)
26 =
1
2
x212x
2
13x
2
16x
2
18x
2
19x
2
23x
2
24x
2
34x
2
35x
2
37x
2
45x
2
46x
2
48x
2
56x
2
58x
2
59x
2
67x
2
78x
2
79x
2
89x
4
2,10x
2
6,10x
2
7,10x
2
9,10 + . . . ,
P
(6)
27 =
1
2
x212x
2
13x
2
16x
2
23x
2
24x
2
27x
2
29x
2
34x
2
35x
2
38x
2
45x
2
46x
2
49x
2
56x
2
57x
2
67x
2
68x
2
78x
4
89x
4
1,10x
2
5,10x
2
7,10x
2
9,10 + . . . ,
P
(6)
28 =
1
2
x212x
2
13x
2
16x
2
23x
2
24x
2
27x
2
29x
2
34x
2
35x
2
38x
2
45x
2
46x
2
49x
2
56x
2
57x
2
67x
2
68x
2
78x
2
79x
2
89x
4
1,10x
2
5,10x
2
8,10x
2
9,10 + . . . ,
P
(6)
29 =
1
20
x212x
2
13x
2
16x
2
19x
2
23x
2
24x
2
27x
2
34x
2
35x
2
38x
2
45x
2
46x
2
49x
2
56x
2
57x
2
67x
2
68x
2
78x
2
79x
2
89x
2
1,10x
2
2,10x
2
5,10x
2
8,10x
2
9,10 + . . . ,
P
(6)
30 =
1
4
x212x
2
13x
2
15x
2
17x
2
23x
2
24x
2
27x
2
29x
2
34x
2
35x
2
38x
2
45x
2
46x
2
56x
2
59x
2
67x
2
68x
2
78x
2
79x
2
89x
2
1,10x
2
4,10x
2
6,10x
2
8,10x
2
9,10 + . . . ,
P
(6)
31 =
1
4
x212x
2
13x
2
15x
2
17x
2
19x
2
23x
2
24x
2
27x
2
28x
2
34x
2
35x
2
45x
2
46x
2
49x
2
56x
2
58x
2
67x
2
78x
2
79x
2
89x
2
3,10x
4
6,10x
2
8,10x
2
9,10 + . . . ,
P
(6)
32 =
1
16
x212x
2
13x
2
14x
2
16x
2
23x
2
24x
2
26x
2
29x
2
34x
2
35x
2
38x
2
45x
2
47x
2
56x
2
59x
2
67x
2
68x
2
78x
2
79x
2
89x
2
1,10x
2
5,10x
2
7,10x
2
8,10x
2
9,10 + . . . ,
P
(6)
33 =
1
16
x212x
2
13x
2
14x
2
16x
2
18x
2
23x
2
24x
2
26x
2
28x
2
34x
2
35x
2
37x
2
45x
2
47x
2
56x
2
58x
2
67x
2
78x
2
79x
2
89x
2
5,10x
2
6,10x
6
9,10 + . . . ,
P
(6)
34 =
1
4
x212x
2
13x
2
14x
2
16x
2
23x
2
24x
2
26x
2
29x
2
34x
2
35x
2
38x
2
45x
2
47x
2
56x
2
59x
2
67x
2
68x
2
78x
4
89x
2
1,10x
2
5,10x
4
7,10x
2
9,10 + . . . ,
P
(6)
35 =
1
8
x212x
2
13x
2
15x
2
16x
2
23x
2
24x
4
28x
2
34x
4
37x
2
45x
2
46x
2
49x
2
57x
2
58x
2
67x
2
68x
2
69x
2
78x
2
1,10x
2
5,10x
6
9,10 + . . . ,
P
(6)
36 =
1
8
x212x
2
13x
2
16x
2
18x
2
19x
2
23x
4
25x
4
34x
2
37x
2
45x
2
46x
2
49x
2
56x
2
58x
2
67x
4
78x
2
89x
2
2,10x
2
6,10x
2
7,10x
4
9,10 + . . . . (D.2)
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