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Abstract: We carry out an exact analysis of the average frequency ν+αxi in the direction xi of positive-
slope crossing of a given level α such that, h(x, t)− h¯ = α, of growing surfaces in spatial dimension d.
Here, h(x, t) is the surface height at time t, and h¯ is its mean value. We analyze the problem when
the surface growth dynamics is governed by the Kardar-Parisi-Zhang (KPZ) equation without surface
tension, in the time regime prior to appearance of cusp singularities (sharp valleys), as well as in the
random deposition (RD) model. The total number N+ of such level-crossings with positive slope in all
the directions is then shown to scale with time as td/2 for both the KPZ equation and the RD model.
PACS number(s): 52.75.Rx, 68.35.Ct.
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1. Introduction
Due to their practical applications and fundamental interest, a great amount of effort has been
devoted to understanding the mechanism(s) of growth of thin films, and the kinetic roughening of
their surface during the growth. Analytical as well as numerical analyses of many models of surface
growth suggest, quite generally, that certain properties of the surface exhibit dynamic scaling.1−6 In
order to derive quantitative information about the films’ surface morphology, one considers a sample
of size L and defines the mean height h¯ of the growing film and its surface width w by,1
h¯(L, t) =
1
L
∫ L/2
−L/2
dx h(x, t) , (1)
where h(x, t) is the surface height, and
w(L, t) =
[
〈(h − h¯)2〉
]1/2
, (2)
with 〈·〉 indicating an average over different realizations of the surface. Starting from a flat surface
as the initial condition, it was proposed by Family and Vicsek7 that rescaling the space and time
variables by, respectively, b and bz rescales the surface width w by bχ, w(bL, bzt) = bχw(L, t), implying
that
w(L, t) = Lχf(t/Lz) , (3)
where f(x) is a scaling function, and z is the dynamic exponent. If for large t and fixed L (t/Lz →∞)
the width w saturates, then one must have, f(x)→ constant as x→∞. However, for fixed and large L
and 1≪ t≪ Lz, one expects the correlations in the height fluctuations to grow within only a distance
t1/z and, thus, w must be independent of L. This implies that for x ≪ 1, f(x) ∼ xβ with, β = χ/z.
Therefore, the dynamic scaling of Family and Vicsek7 postulates that, w(L, t) ∼ tβ for 1 ≪ t ≪ Lz,
and w ∼ Lχ for t ≫ Lz. The roughness exponent χ and the dynamic exponent z characterize the
self-affine geometry of the surface and its dynamics, respectively. These scaling relations have been
tested for a variety of growing surfaces by extensive numerical simulations and analytical calculations.
In this paper we introduce the concept of level crossing in the context of surface growth processes.
In the level-crossing analysis one is interested in determining the average frequency, ν+αxi , in the
xi−direction of observing a given level α for the function, h − h¯ = α, in the growing film. We show
that ν+αxi is written in terms of the joint probability distribution function (PDF) of h − h¯ and the
gradient of h(x, t). Therefore, ν+αxi carries the same information about the film’s surface which is
contained in the joint PDF of the fluctuations in the height h(x, t) and its gradient. Our goal in this
paper is to study and analyze the quantity ν+αxi at time t for a growing surface in a sample of size L.
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In addition, we introduce an integrated quantity, N+xi , defined by, N
+
xi =
∫∞
−∞ dα ν
+
αxi , which mea-
sures the total number of positive-slope crossings of the surface in the xi−direction, and is expected to
become size-dependent in the stationary state. We determine exactly the time- and height-dependence
of ν+αxi and N
+
xi for the Kardar-Parisi-Zhang (KPZ) equation in the limit of strong coupling, over time
scales prior to the emergence of cusp singularities (sharp valleys). We also derive exact expressions
for the same quantities for the random deposition model.
The statistics of level-crossings that we study in the present paper are closely related to the concepts
of first passage and persistence of fluctuating interfaces in both space and time, which have recently
been studied in many papers.8,9 In particular, the concept of spatial persistence was introduced by
Majumdar and Bray10 (MB), who showed that the probability P0(l) that the height of a fluctuating
(d + 1)−dimensional surface in its steady state stays above its initial value up to a distance l, along
any linear cut in the d−dimensional space, decays as, P0(l) ∼ l−θ. Here, θ is a spatial persistence
exponent which takes on distinct values, depending on how the point from which the distance l is
measured is specified. Their analysis was carried out for a fluctuating interface at steady state. The
exponents were shown to map onto the corresponding temporal persistence exponents for a generalized
(d+ 1)−dimensional random walk.
There are a few important differences between our work and that of MB. First, all the analysis
and calculations that we present in the present paper are valid at times t < t∗, where t∗ is the time
scale over which sharp valleys (cusp singularities) are developed in the growing surface. Therefore, the
time regime that we investigate in the present paper is completely different from what was considered
by MB, as we study the probability of crossing a certain height with a positive slope at times t < t∗,
for which we study the short-time behavior of the KPZ equation. Secondly, we study the KPZ model
in the limit of zero surface tension - a nonlinear equation - and derive our exact results for any spatial
dimension d, whereas MB derived their results for a linear model (the Gaussian model), except when
they considered the KPZ equation in (1+1)-dimensions. Thirdly, we study the problem assuming a
flat initial surface, which is distinct from ”finite initial starting point” of MB (see below).
The plan of this paper is as follows. In Section 2 we discuss the connection between ν+αxi and the
underlying PDF of growing surfaces. In Section 3 we derive an integral representation for ν+αxi for
the KPZ equation in (d + 1)−dimensions in the strong coupling limit, before the emergence of the
cusp singularities. Section 4 presents our exact results for the random deposition model. The paper
is summarized in Section 5, while four Appendices provide the details of the derivation of our results.
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2. Level-Crossing in Growing Surfaces
Consider a sample of an ensemble of functions which make up the homogeneous random process
h(x, t), representing the height of a growing surface. Let n+α denote the number of positive-slope
crossings such that, h(x, t)− h¯ = α. In a time t and for a typical growing surface of linear size L (see
Figure 1), let the mean value of n+α for all the samples be N
+
α (L),
N+α (L) = E[n
+
α (L)] , (4)
where E denotes the expectation or mean value of the quantity. If we consider N+α in a second segment
of size L immediately following the first, then, since the process is homogeneous, we obtain the same
result as given by Eq. (4). Thus, for the two intervals together we obtain,
N+α (2L) = 2N
+
α (L) , (5)
from which it follows that, for a homogeneous process, the average number of crossings is proportional
to the space interval L. Hence,
N+α (L) ∝ L , (6)
or
N+α (L) = ν
+
α L . (7)
We now consider how ν+α is deduced from the underlying probability distribution for h(x, t) − h¯.
Consider a small length dl of a typical sample function. Since we assume that the process h(x, t)− h¯
is a smooth function of x with no sudden increase or decrease, and that dl is small enough, then the
sample can only cross the level h(x, t)− h¯ = α with a positive slope, if h(x, t)− h¯ < α at the beginning
of the interval dl. Furthermore, there is a minimum slope at position x if the level h(x, t) − h¯ = α is
to be crossed in the interval dl, depending on the value of h(x, t)− h¯ at x. Therefore, there will be a
positive crossing of h(x, t)− h¯ = α in the next space interval dl, if at position x,
h(x, t) − h¯ < α , and d(h− h¯)
dl
>
α− [h(x, t) − h¯]
dl
. (8)
If the above conditions are satisfied, then there will be a high probability of crossing the level in the
interval dl.11,12
In order to determine whether conditions (8) are satisfied at an arbitrary location x, we must
determine how values of y = h(x, t) − h¯ and y′ = dy/dl are distributed by considering their joint
probability density P (y, y′). Suppose that the level y = α and the interval dl are specified. Then, we
are interested only in those values of y such that y < α and of y′ = dy/dl > (α−y)/dl, which represent
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the region between the lines y = α and y′ = (α− y)/dl in the plane (y, y′). Hence, the probability of
a positive-slope crossing of y = α in the interval dl is given by,∫ ∞
0
dy′
∫ α
α−y′dl
dy P (y, y′) . (9)
As dl → 0, one has,
P (y, y′) = P (y = α, y′) . (10)
Since for large values of y and y′ the PDF approaches zero fast enough, Eq. (9) may be written as∫ ∞
0
dy′
∫ α
α−y′dl
dy P (y = α, y′) , (11)
in which the integrand is no longer a function of y, so that the first integral in Eq. (11) is simply,∫ α
α−y′dl dy P (y = α, y
′) = P (y = α, y′)y′dl. Then, the probability of a positive-slope crossing of y = α
in the interval dl is equal to
dl
∫ ∞
0
P (α, y′)y′dy′ . (12)
Since according to Eq. (7) the average number of positive-slope crossings over a length scale L is
ν+α L, then, the average number of crossings in the interval dl is ν
+
α dl. It then follows that the average
number of positive-slope crossings of the level y = α in the interval dl is equal to the probability of
positive-slope crossing of the level y = α in dl, which is true only if dl is small and the process y(x) is
smooth enough that there cannot be more than one crossing of y = α in the interval dl. In that case,
we have ν+α dl = dl
∫∞
0 P (α, y
′)y′dy′ and, therefore,
ν+α =
∫ ∞
0
P (α, y′)y′dy′ . (13)
In the following sections we will derive exact expressions for ν+α via the joint PDF of h(x, t) − h¯
and the height gradient, for both the KPZ and random deposition models. To derive the joint PDF
we use the master equation method.13−16 This approach enables us to determine ν+α in terms of a
generating function. For example, the generating function for a (2 + 1)−dimensional surface is given
by (see below),
Z(λ, µ,x, t) = 〈exp{−iλ[h(x, t) − h¯]− iµu(x, t)}〉 , (14)
where, u(x, t) = −∇h.
3. Analysis of Level-Crossing for the KPZ Equation
In the KPZ model in (d + 1)−dimensions, the surface height h(x, t) at position x on top of the
substrate, in the limit of the zero surface tension, satisfies the following stochastic equations
∂h
∂t
= ht =
1
2
α¯
d∑
i=1
u2i + f , (15)
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∂ui
∂t
= ui,t = α¯
d∑
j=1
ulpji + fxi , (16)
where ui = ∂h/∂xi = hxi , and pij = ∂hxi/∂xj . Here, f is a zero-mean random force with a Gaussian
correlation in space and white noise in time:
〈f(x, t)f(x′, t′)〉 = 2D0D(x− x′)δ(t− t′) , (17)
where D(x− x′), an even function of its argument, is the spatial correlation function which takes on
the following form,
D(x− x′) = 1
pid/2σx1σx2 · · · σxd
exp
[
−
d∑
1
(xi − x′i)2
σ2xi
]
, (18)
with σxi being the standard deviations in the xi−direction. The parameters α¯ and D0 describe,
respectively, lateral growth and the noise strength. Typically, in order to account for short-range
correlations, the correlation function is taken to be, D(x − x′) = δ(x − x′), but we regularize the
delta-function correlation by a Gaussian function. When the standard deviations σ = σxi are much
smaller than the system’s size L, we would expect the model to exhibit short-range correlations in the
f term. Therefore, we emphasize that our analysis is for the case when, σ ≪ L.
As analyzed in Appendices A, B, and C, we define the generating function, Z(λ, µi, xi, t) =
〈Θ(λ, µi, xi, t)〉, for the fields h˜ = h(x, t) − h¯ and ui = hxi , where
Θ = exp
{
−iλ [h(x, t) − h¯(t)]− i d∑
i=1
µiui
}
. (19)
λ and µi are the sources of h˜ and ui, respectively, and, i, j = 1, · · · , d. Assuming statistical homogene-
ity, i.e., assuming that, ∂Z/∂x = 0, it follows from Eqs. (15) and (16) that Z satisfies the following
equation (see Appendix C for details),
Zt =
∂Z
∂t
= iλγ(t)Z − 1
2
iλα¯
∑
l
Zµlµl − λ2k(0)Z
∑
l
µ2l k
′′(0)Z . (20)
where, k(x−x′) = 2D0D(x−x′), γ(t) = h¯t, k(0) = 2D0/(piσd), and kxixi(0) = −4D0/(piσ2+d), where
we use, σ = σxi = σxj , for simplicity.
In trying to develop a statistical theory of level-crossings in rough surfaces, it becomes clear that
the interdependence of the statistics for height difference h(x, t)− h¯ and height gradient must be taken
into account. The very existence of a nonlinear term in the KPZ equation leads to development of
the cusp singularities (sharp valleys) in a finite time and in the strong coupling limit, hence forcing
one to distinguish between different time regimes. It was shown recently that, starting from a flat
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surface, the KPZ equation will develop sharp-valley singularities after a time scale t∗ where,13 t∗ ∼
D0
−1/3α¯−2/3σ(d+4)/3. This implies that for times t < t∗ the relaxation contributions tend to vanish
in the strong coupling limit. In this regime one can derive closed-form solution for the generating
function. Starting from a flat surface, i.e., from h(x, 0) = 0 and u(x, 0) = 0, one has the following
solution (see Appendix C)
Z(λ, µ1, · · · , µd, t) = F1(λ, µ1, t) · · ·Fd(λ, µd, t) exp[−λ2k(0)t] , (21)
with
Fj(λ, µj , t) =
{
1− tanh2
[√
2ikxx(0)α¯λt
]}−1/4
× exp
−12 iµ2j
√
2ikxx(0)
α¯λ
tanh
[√
2ikxx(0)α¯λt
]
− 1
2
iα¯kxx(0)λt
2
 . (22)
To derive a closed expression for the PDF P (h˜,ui, t), one needs to determine such moments as
〈hnumi uljpij〉. As shown in Appendix B, such moments are identically zero.14 Using this result, it can
then be shown that P (h˜,ui, t) takes on the following expression (see Appendix C),
P (h˜, uxi , t) =
1
(2pi)d+1
∫
dλdµ1 · · · dµd exp
(
iλh˜+ i
d∑
i=1
µiui
)
Z(λ, µ1, · · ·µd, t) . (23)
According to the Eq. (13), the frequency of crossing a definite height h(x, t) − h¯ = α with a positive
slope in, for example, the x1−direction, is given by,
ν+αx1 =
∫ ∞
0
dux1 ux1
∫ ∞
−∞
dux2 · · · duxd P (α, ux1 , · · · , ux1 , t) . (24)
Using the Eqs. (21)-(23), ν+αx1 is then given by,
ν+αx1 =
1
4pi2
∫ ∞
−∞
∫ ∞
−∞
−e
iλα
µ21
Z(λ, µ1, µ2 → 0, · · · , µd → 0, t)dλdµ1,
=
1
2pi3/2
∫ ∞
−∞
dλ exp
[
iλα− λ2k(0)t− iα¯kxx(0)λt2
]
ζ, (25)
where
ζ =
√√√√1
2
i
√
2ikxx(0)
α¯λ
tanh
[
t
√
2ikxx(0)α¯λ
]
√
1− tanh2
[
t
√
2ikxx(0)α¯λ
] . (26)
To compute the integral in Eq. (25), we used the numerical integration software developed by
Piessens et al.17 which uses a globally-adaptive scheme based on Gauss-Kronrod quadrature rules.
In Fig. 2 we plot ν+αx1 for times, t/t
∗ = 0.05 , 0.1, and 0.2, which are before the emergence of the
cusp singularities. To derive an expression for N+x1 , the total number of level-crossings with positive
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slopes in the x1−directions, let us express it in terms of the generating function Z. It can be shown
straightforwardly that N+x1 is written in terms of the generating function Z as
N+x1 =
1
2pi
∫ ∞
−∞
− 1
µ21
Z(λ→ 0, µ1, µ2 → 0, · · · , µd → 0, t) dµ1 = lim
λ→0
ζ√
pi
. (27)
Using the Eq. (26) one finds that, N+x1 ∼ t1/2. In Fig. 3 (obtained by direct numerical integration of
N+x1 =
∫∞
−∞ ν
+
αx1 dα) we plot N
+
x1 vs t, which also indicates that, N
+
x1 ∼ t1/2, in agreement with the
analytical prediction.
4. Analysis of Level-Crossing for the Random Deposition Model
In the random deposition model, the height of each column performs an independent random
walk. This model leads to unrealistically rough surfaces, with its width growing with the exponent
β = χ/z = 1/2 without ever saturating. In the continuum limit the random deposition model is
described by,
∂
∂t
h(x, t) = f(x, t) ,
∂
∂t
ui(x, t) = fxi , i = 1, · · · , d , (28)
where, ui(x, t) = ∂h(x, t)/∂xi, and f(x, t) is a zero-mean random force described by Eqs. (17) and
(18). Assuming homogeneity, we define the generating function by
Z(λ, µi, t) =
〈
exp
[
−iλh(x, t) − i
d∑
i=1
µiui
]〉
. (29)
As before, λ and µi are the sources of h˜ and ui, respectively, and i, j = 1, · · · , d.
It is then straightforward to derive the following equation for the evolution of Z(λ, µi, t):
∂
∂t
Z(λ, µ, t) = −λ2D0D(0)Z +
d∑
i=1
µ2iD0Dxixi(0)Z . (30)
The joint PDF of h and ui is obtained by Fourier transform of the generating function:
P (h, u, t) =
1
2pi
∫
dλdµi exp
(
iλh+ i
d∑
i=1
µiui
)
Z(λ, µi, t) . (31)
Carrying out the Fourier transformation, we obtain a Fokker-Planck (FP) equation,
∂
∂t
P = D0D(0)
∂2
∂h2
P −
d∑
i=1
D0Dxixi(0)
∂2
∂u2i
P . (32)
The solution of the above FP equation is written as, P (h,ui, t) = p1(h, t)p2(u1, t) · · · pd+1(ud, t)(for
motivation see20). Using the initial conditions that, p1(h, 0) = δ(h), and, pi(ui, 0) = δ(ui), and starting
from a flat surface, it can then be shown that,
P (h,ui, t) =
1
(2pitD0)(d+1)/2[−D′′(0)]d/2
exp
[
− h
2
4D0D(0)t
+
∑d
i=1 u
2
i
4D0Dxx(0)t
]
, (33)
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where, D′′ = Dxixi = Dxjxj . Thus, the frequency of crossing a definite height, h(x, t) = α, in, for
example, the x−direction, is given by,
ν+αx =
∫ ∞
0
uxP (α, ux, uj)du
=
1
2pi
√
−Dxx(0)
D(0)
exp
[
− α
2
4D(0)t
]
=
1
2piσ
exp
[
− α
2
4D0D(0)t
]
, j = 2, · · · , d . (34)
Thus, the quantity ν+αx in the random deposition model has a Gaussian form with respect to α.
Moreover, it is easily seen that N+x ∼ t1/2, in agreement with the result for the KPZ equation.
5. Summary
In this paper we derived exact results for the statistics of level-crossing with positive slopes for
growing surfaces that are governed by the KPZ equation in (d+1)−dimensions with a Gaussian forcing
term which is δ−correlated in time and contains short-range spatial correlations, in the limit of zero
surface tension. The integral representation of the frequency of crossing, ν+αxi , in the xi−direction is
given for the KPZ equation in the strong coupling limit before the emergence of sharp valleys (cusp
singularities). We also determined the quantity N+xi =
∫+∞
−∞ dα ν
+
αxi , which measures the total number
of positive-slope crossing of the growing surface in the xi−direction, and showed that, N+xi ∼ t1/2.
Using statistical homogeneity, it is then clear that, ν+αxi = ν
+
αxj , and that, N
+ = N+x1 · · ·N+xd ∼ td/2.
We also derived exact expressions for similar properties in the random deposition model.
The ideas and techniques presented in this paper are quite general and may be used to determine
ν+αxi for processes that are governed by a general Langevin equation with given drift and diffusion
coefficients.
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Appendix A
In this and the following Appendices we derive the governing equation for the generating function,
Eq. (20). In particular, in the present Appendix we investigate a more general definition of the
generating function in (d+ 1)-dimensions, and will further expand the study in Appendix B in order
to derive an identity which is crucial for deriving Eq. (20) in Appendix C.
We define a generating function by
Z(λ, µi, ηij , xi, t) = 〈Θ(λ, µi, ηij , xi, t)〉 , (35)
for the fields, h˜ = h − h¯, ui = hxi , and pij = hxixj . λ, µi, and ηij are the sources of h˜, ui and pij,
respectively, and i, j = 1, · · · , d. The explicit expression for Θ is given by,
Θ = exp
−iλ [h(x, t) − h¯(t)]− i
d∑
i=1
µiui − i
d∑
i≤j=1
ηijpij
 . (36)
We also define qijk by, qijk = hxixjxk , which will be used later. Considering the zero-surface tension
limit of the KPZ equation. The time evolution of the height h(x, t) and its derivatives are given by,
ht =
1
2
α¯
d∑
i=1
u2i + f, (37)
ui,t = α¯
d∑
l=1
ulpli + fxi, (38)
pij,t = α¯
d∑
l=1
pliplj + α¯
d∑
l=1
ulqlij + fxixj . (39)
Using Novikov’s theorem18,19 (see Appendix D) we can write down the following identities,
〈fΘ〉 = −iλk(0)Z − i
d∑
l=1
ηllk
′′(0)Z , (40)
〈fxiΘ〉 = −iµik′′(0)Z , (41)
〈fxixiΘ〉 = −iλk′′(0)Z − i
d∑
l=1
ηllk
′′′′(0)Z , (42)
〈fxixjΘ〉 = −iηijk′′′′(0)Z i 6= j , (43)
where, for example, in d = 3 we have
k(x− x′) = 2D0D(x− x′) ,
k(0) = k(0) =
2D0
(piσ2)3/2
,
k′(0) = kx(0) = ky(0) = kz(0) = 0 ,
k′′ = kxx(0) = kyy(0) = kzz(0) =
−4D0
σ2(piσ2)3/2
.
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If we write down the above equations for (d + 1) dimensions, the only change would be having d
components for the arguments appearing in k, k′′, and k′′′′.
Differentiating the generating function Z with respect to t, and using Eqs. (37) - (43) and the
following identity,
iZxl − iλZµl − i
∑
i
µiZηil ≡
∑
i≤j
ηij〈qijlΘ〉 , (44)
we find that the time evolution of Z is governed by
Zt = iλγ(t)Z − iλα¯
2
∑
l
Zµlµl − iα¯
∑
l
Zηll + iα¯
∑
l,i≤j
ηijZηliηli − λ2k(0)Z +
∑
l
µ2l k
′′(0)Z
− 2λ
∑
l
ηllk
′′(0)Z −
∑
l,k
ηllηkk +
∑
l<k
η2lk
 k′′′′(0)Z , (45)
where, γ(t) = h¯t. If we Fourier transform Z with respect to λ, µi, and ηij, we obtain the governing
equation for the joint PDF of h˜, ui, and pij,
P (h˜, ui, pij , t) =
∫
dλ
2pi
∏
i
dµi
2pi
∏
i≤j
dηij
2pi
× exp
iλ [h(x, t) + h¯(t)] + i∑
l
µlul + i
∑
l≤k
ηlkplk
Z(λ, µi, ηij , xi, t) . (46)
Using Eqs. (45) and (46), the governing equation for the time evolution of P (h˜, ui, pij , t) in d spatial
dimensions is then given by,
Pt = γ(t)Ph˜ +
α¯
2
∑
l
u2l Ph˜ − α¯(d+ 2)
∑
l
pllP − α¯
∑
l,k≤m
plkplmPpkm + k(0)Ph˜h˜ − k′′(0)
∑
l
Pulul ,
+ 2k′′(0)
∑
l
Ph˜pll + k
′′′′(0)
∑
l≤k
Pplkplk − 2k′′′′(0)
∑
l<k
Ppllpkk . (47)
Equation (47) enables us to obtain the governing equations for the time evolution of the moments of
the height and its derivatives. The resulting equation has the following general form,
∂
∂t
〈h˜n0AB〉 = −n0γ(t)〈h˜n0−1AB〉 − α¯n0
2
∑
l
〈h˜n0−1ABu2l 〉+ α¯
∑
l,k≤m
nkm〈h˜n0ABplkplm
pkm
〉
−α¯
∑
l
〈h˜n0ABpll〉+k(0)n0(n0−1)〈h˜n0−2AB〉−k′′(0)
∑
l
nl(nl−1)〈 h˜
n0AB
u2l
〉+2k′′(0)
∑
l
n0nll〈 h˜
n0AB
p2ll
〉
+ k′′′′(0)
∑
l≤k
nlk(nlk − 1)〈 h˜
n0AB
p2lk
〉+ 2k′′′′(0)
∑
l<k
nllnkk〈 h˜
n0AB
pllpkk
〉 , (48)
11
where
A =
d∏
i=1
unii ,
B =
∏
i≤j
p
nij
ij .
By using various values n0, ni, and nij, coupled differential equations that govern the evolution of the
moments are constructed.
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Appendix B
In this Appendix we prove the identity, 〈pij exp (−iλh˜− i
∑
l µlul)〉 = 0. As shown in Appendix
C, this identity is crucial to deriving Eq. (20). We also determine the height moments exactly and
show that, 〈hxixjΘ〉 = 0 for i 6= j, by considering an initially flat surface. However, it can be shown
that this identity also holds for the general (d+ 1)−dimensional surfaces. Setting n0 = ni = nij = 0,
we obtain from Eq. (48),
− α¯
∑
l
〈pll〉 = −α¯〈∇ · u〉 = 0⇒ 〈∇ · u〉 = 0 . (49)
The main aim is to calculate the moments 〈pij exp(−iλh˜ − i
∑
l µlul)〉. In order to do so, we must
follow several steps. First, we must determine such moments as, 〈pijuiuj〉 for i 6= j. Using Eq. (48),
we have
∂
∂t
〈uiujpij〉 = α¯
∑
l
〈uiujpliplj〉 − α¯
∑
l
〈uiujpllpij〉 = α¯
∑
l
〈uiuj(pliplj − pllpij)〉 . (50)
Inspecting the right-hand side of Eq. (50), we see that the terms with l = i or l = j cancel one
another. Noting that, for now, we have restricted our attention to (3 + 1)−dimensions, Eq. (50) is
written as
∂
∂t
〈uiujpij〉 = 〈uiuj(pliplj − pllpij)〉 i 6= j 6= l . (51)
Inserting the right-hand side of Eq. (51) in Eq. (48), one finds
∂
∂t
〈uiuj(pliplj − pllpij)〉 = α¯
∑
k
〈uiujpkipklplj〉+ α¯
∑
k
〈uiujpkjpklpil〉
− α¯
∑
k
〈uiujpkkpliplj〉 − α¯
∑
k
〈uiujpklpklpij〉 − α¯
∑
k
〈uiujpkipkjpll〉+ α¯
∑
k
〈uiujpkkpijpll〉 . (52)
It can then be seen that for i 6= j 6= l the right-hand side of Eq. (52) is zero which, when utilized,
yields the following equation for a flat initial surface,
〈uiuj(pliplj − pllpij)〉 = 0 , (53)
and
〈uiujpij〉 = 0 . (54)
It can also be shown by induction that all the moments 〈h˜n0pnijij unii unjj 〉 are identically zero. Therefore,
we conclude that, 〈pij exp (−iλh˜− i
∑
l µlul)〉 = 0.
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Appendix C
Using the identities that we derived in Appendix B, we derive the joint PDF for the KPZ equation
in the limit of zero surface tension. For clarity, we restrict ourselves to the (3 + 1)−dimensional
surface, but generalization of the results to any (d+ 1)−dimensional surface is quite straightforward.
The zero-surface tension limit of the KPZ equation in (3 + 1)−dimensions has the following form (for
more clarity, we replace the h(x, t) with the new notation h(x, y, z, t) in (3 + 1)−dimensions),
ht(x, y, z, t) − 1
2
α¯(h2x + h
2
y + h
2
z) = f . (55)
Letting,
hx = u, hy = v, hz = w (56)
and differentiating the KPZ equation with respect to x, y, and z, we have
ut = α¯(uux + vvx + wwx) + fx ,
vt = α¯(uuy + vvy + wwy) + fy ,
wt = α¯(uuz + vvz + wwz) + fz , (57)
for the height h and the corresponding velocity fields. The generating function Z(λ, µ1, µ2, µ3, x, y, z, t)
is defined so as to generate the height and velocity field moments. By defining Θ as
Θ = exp
{−iλ[h(x, y, z, t) − h¯(t)]− iµ1u− iµ2v − iµ3w} , (58)
the generating function is written as, Z(λ, µ1, µ2, µ3, x, y, z, t) = 〈Θ〉. Using the KPZ equation and its
derivatives, the time evolution of Z(λ, µ1, µ2, µ3, x, y, z, t) is then written as,
Zt = iγ(t)λZ − 1
2
iλα¯〈(u2 + v2 + w2)Θ〉 − iα¯µ1〈(uux + vvx + wwx)Θ〉 − iα¯µ2〈(uuy + vvy + wwy)Θ〉
− iα¯µ3〈(uuz + vvz + wwz)Θ〉 − iλ〈fΘ〉 − iµ1〈fxΘ〉 − iµ2〈fyΘ〉 − iµ3〈fzΘ〉 , (59)
where γ(t) = ht =
1
2α〈u2+ v2+w2〉. Utilizing the statistical homogeneity of the quantities, we obtain
Zx = 〈(−iλu− iµ1ux − iµ2vx − iµ3wx)Θ〉 , (60)
Zy = 〈(−iλv − iµ1uy − iµ2vy − iµ3wy)Θ〉 , (61)
Zz = 〈(−iλw − iµ1uz − iµ2vz − iµ3wz)Θ〉 . (62)
Because we analyze the system only in a time regime in which the cusp singularities (sharp valleys)
have not yet formed, the order of the partial derivatives can be exchanged,
∂2h
∂xi∂xj
=
∂2h
∂xj∂xi
,
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and therefore, vx = uy, wx = uz, and wy = vz. Keeping the definition of Θ, Eq.(58), in mind, we may
write
i
∂
∂µ1
〈(−iµ1ux − iµ2vx − iµ3wx)Θ〉 = 〈uxΘ〉 − iµ1〈uuxΘ〉 − iµ2〈uvxΘ〉 − iµ3〈uwxΘ〉 . (63)
Using Eqs. (60) and (63) we obtain,
〈uxΘ〉 − iµ1〈uuxΘ〉 − iµ2〈uvxΘ〉 − iµ3〈uwxΘ〉 = −λ ∂
∂µ1
〈uΘ〉 = −iλZµ1µ1 (64)
In a similar manner we find for the y− and z− directions that,
− iλZµ2µ2 = 〈vyΘ〉 − iµ1〈vuyΘ〉 − iµ2〈vvyΘ〉 − iµ3〈vwxΘ〉 , (65)
− iλZµ3µ3 = 〈wzΘ〉 − iµ1〈wuzΘ〉 − iµ2〈wvzΘ〉 − iµ3〈wwzΘ〉 . (66)
Using Novikov’s theorem18,19 (see Appendix D) the expressions for 〈fΘ〉 and 〈fxiΘ〉 are written in
terms of Z (see Appendix A). Therefore, we obtain
Zt = iγ(t)λZ − 1
2
iλα¯Zµ1µ1 −
1
2
iλα¯Zµ2µ2 −
1
2
iλα¯Zµ3µ3
− α¯〈uxΘ〉 − α¯〈vyΘ〉 − α¯〈wzΘ〉 − λ2k(0, 0)Z + µ21kxx(0, 0)Z + µ22kxx(0, 0)Z + µ23kxx(0, 0)Z . (67)
The 〈uxiΘ〉 terms are written as
〈uxΘ〉 = i
µ1
〈Θ〉x + i
µ1
〈(iλu+ iµ2vx + iµ3wx)Θ〉
= −i λ
µ1
Zµ1 −
µ2
µ1
〈vxΘ〉 − µ3
µ1
〈wxΘ〉 , (68)
and, similarly, for 〈vyΘ〉 and 〈wzΘ〉 we have
〈vyΘ〉 = −i λ
µ2
Zµ2 −
µ1
µ2
〈uyΘ〉 − µ3
µ2
〈wyΘ〉 , (69)
〈wzΘ〉 = −i λ
µ3
Zµ3 −
µ1
µ3
〈uzΘ〉 − µ2
µ3
〈vzΘ〉 . (70)
The terms 〈hxixjΘ〉 (i 6= j), that appear in the equation for the time evolution of Z (for example,
〈uyΘ〉), prevent us from writing the Z−equation in a closed form. Fortunately, as was shown in
Appendix B, such terms are zero for a flat initial condition. Therefore, the generating function Z
satisfies the following equation
Zt = iγ(t)λZ − 1
2
iλα¯Zµ1µ1 −
1
2
iλα¯Zµ2µ2 −
1
2
iλα¯Zµ3µ3 + iα¯
λ
µ1
Zµ1 − iα¯
λ
µ2
Zµ2
− iα¯ λ
µ3
Zµ3 − λ2k(0, 0)Z + µ21kxx(0, 0)Z + µ22kxx(0, 0)Z + µ23kxx(0, 0)Z . (71)
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We now solve Eq. (71) assuming a flat initial condition, h(x, y, z, 0) = u(x, y, z, 0) = v(x, y, z, 0) =
w(x, y, z, 0) = 0, which is equivalent to writing
P (h˜, u, v, 0) = δ(h˜)δ(u)δ(v)δ(w) , (72)
which means that
Z(0,0, t) = 1 . (73)
An efficient way of solving Eq. (71) is to factorize Z in the following manner,11,15,16
Z(λ, µ1, µ2, µ3, t) = F1(λ, µ1, t)F2(λ, µ2, t)F3(λ, µ3, t) exp[−λ2k(0)t] . (74)
Then, by inserting Eq. (79) in Eq. (71) we obtain
F1tF2F3 + F1F2tF3 + F1F2F3t = iγ(t)λF1F2F3 −
1
2
iλα¯F2F1µ1µ1F2F3 −
1
2
iλα¯F1F2µ2µ2F3
−1
2
iλα¯F1F2F3µ3µ3+iα¯
λ
µ1
F1µ1F2F3−iα¯
λ
µ2
F1F2µ2F3−iα¯
λ
µ3
F1F2F3µ3−λ2k(0)F1F2F2+µ21k′′(0)F1F2F3
+ µ2k
′′(0)F1F2F2 + µ3k
′′(0)F1F2F2 . (75)
Therefore,
Ft = −1
2
iλα¯Fµµ + iα¯
λ
µ
Fµ + [µ
2k′′(0)− iα¯λk′′(0)t]F , (76)
with the initial condition, F (λ, µ, 0) = 1. This indicates that the height gradients in the three di-
mensions evolve independently of one another before the emergence of cusp singularities, and that
they are only coupled with the height field. By Fourier transforming Eq. (76) with respect to µ a
simpler partial differential equation of order one is obtained, which can be solved by the method of
characteristics.11 The solution of Fj is then given by
Fj(µ, λ, t) =
{
1− tanh2
[
t
√
2ikxx(0)α¯λ
]}−1/4
exp
−12 iα¯k′′(0)λt2 − 12 iµ2
√
2ikxx(0)
α¯λ
tanh
[
t
√
2ikxx(0)α¯λ
] .
(77)
Therefore, we obtain the generating function in (3 + 1)−dimensions,
Z(λ, µ1, µ2, t) =
{
1− tanh2
[
t
√
2ikxx(0)α¯λ
]}−3/4
exp
−12 i(µ21 + µ22 + µ23)
√
2ikxx(0)
α¯λ
tanh
[
t
√
2ikxx(0)α¯λ
]
× exp
[
−3
2
iα¯k′′(0)λt2 − k(0)λ2t
]
. (78)
By inverse Fourier transformation of the generating function Z, the PDF of the height fluctuations,
P (h˜, u, v, w, t), is then determined.
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As mentioned earlier, generalizing the above results to any (d+1)−dimensional surface is straight-
forward. For example, for d = 2 all we need to do is setting µ3 = 0 in Eq. (78). For a general d we
have the following expression for Z:
Z(λ, µ1, · · · , µd, t) = F1(λ, µ1, t) · · ·Fd(λ, µd, t) exp[−λ2k(0)t] , (79)
where Fj is defined as before.
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Appendix D
In this Appendix we prove a simple version of the theorem by Novikov18,19 that we use in this
paper. As before, we define the generating, Z(λ, µi, xi, t) = 〈Θ(λ, µi, xi, t)〉, for the fields h˜ = h(x, t)−h¯
and ui = hxi = ∂h/∂xi by
Θ = exp
{
−iλ[h(x, y, z, t) − h¯(t)]− i
d∑
i=1
µiui
}
, (80)
where, as usual, λ and µi are the sources of h˜ and ui, respectively, and i, j = 1, · · · , d. Starting with
the equation,
∂th(x, t) = −L[h(x, t)] + f(x, t) (81)
where f(x, t) is a term representing the noise with Gaussian correlations in space and white noise in
time:
〈f(x, t)f(x′, t′)〉 = 2D0D(x− x′)δ(t− t′) , (82)
we can write,
〈F [f ]f(x, t)〉 =
∫
dx′dt′ 〈f(x, t)f(x′, t′)〉
〈
∂F [f ]
∂f(x′, t′)
〉
. (83)
If we take F = Θ, we obtain
∂F [f ]
∂f(x′, t′)
= −iλ ∂h(x, t)
∂f(x′, t′)
F [f ]− i
d∑
i=1
µi
∂ui(x, t)
∂f(x′, t′)
F [f ] . (84)
Using Eq. (81) we can write,
h(x, t) = h(x, t0)−
∫ t
t0
L[h(x, t)]dt′ +
∫ t
t0
f(x, t′)dt′ (85)
which, when differentiated with respect to f , gives,
∂h(x, t)
∂f(x, t)
= −
∫ t
t0
∂L[h(x, t)]
f(x, t)
dt′ + δ(x − x′) . (86)
Using Eqs. (84) and (86) in the limit, t − t′ → 0, invoking casuality, and considering the same
expressions for,
∑d
i=1 µi∂ui(x, t)/∂f(x
′, t′)F [f ], we obtain
〈F [f ]f(x, t)〉 = −2iλD0D(0)〈F [f ]〉 − 2i
d∑
i=1
µiD0D
′′(x− x′)〈F [f ]〉 . (87)
Using the last expressions and k(x) = 2D0D(x), we obtain Eq. (40).
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Figure 1: Different time snapshots of the velocity fields of randomly driven one-dimensional burgers
equation
Figure 2: Plot of ν+α vs α for the KPZ equation in the strong coupling and before the emergence of
sharp valleys for various times, t/t∗ in (2 + 1)−dimensions(color online).
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Figure 3: Logarithmic plot of N+x1 vs t for the KPZ equation in the strong coupling, and before the
emergence of sharp valleys in (2 + 1)−dimensions(color online).
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