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1.1.1 The continuous casting process
In 1843, the first reported continuous casting has gone into operation (Mizoguchi, Ohashi,
and Saeki, 1981). Although it was only for metals of low melting point, it had shown its
feasibility. The efficient production of steel is required since massive industrialisation was
mainly influenced by this material. The greatest problem in the beginning were breakouts
of the strand due it getting stuck of the solidified shell at the mold walls. The breakthrough
happened, thanks to the introduction of the oscillating mold. After several more decades
and improvements, the continuous casting process for steel arose as equivalent casting
technique in the industry during the 1970s. Once the initial challenges were overcome,
it became the dominanting technique for steel casting. Nowadays, the procedure can be
conducted within a year with minimal malfunctions and is responsible for circa 95% of
steel produced worldwide (Schrewe, 1987). The growing demand for newer grades, better
quality and higher throughput poses significant challenges to the steelmakers. Despite the
continuous improvement over the years, the process is still a complex one, regarding which
a lot of questions remain to be answered. Nevertheless, the greatest problem the European
steel industry is facing today is the shift of steel production to low-wage countries (e.g.
China and India). In order to remain competitive, the European steel industry has to
increase production rate and steel quality as well as reduce the costs simultaneously. As a
result, physical limits of improving the process have been reached. For example, increasing
the casting speed drastically will result in precarious shell thinning, even if the cooling
is at its maximum. Flow instabilities are benefited (see section 1.1.2) and can lead to
unintended shell profile patterns. As a consequence, breakouts reappear. A breakout is
a tremendous economical loss, because the entire machine has to undergo an extensive
turnaround procedure (a restart), including cleaning the machine and the replacement of
damaged parts. The process of steel casting is conducted at the edge of what is possible and
1
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Figure 1.1: Overview of a steel casting machine (following (Yuan, Thomas, and Vanka, 2003))
and main flow patterns occuring inside the mold cavity.
A typical continuous casting machine looks mostly like what is shown in Fig. 1.1. It
usually starts with the ladle. This is a cavity in which the steel is situated after secondary
metallurgy has taken place (e.g. decarburization in an LD-converter (VDEh, 2007)). The
ladle shroud is attached to the bottom of the ladle. The melt passes the tundish, a buffer
for secondary metallurgy with the additional purpose to remove inclusions from the melt by
smart flow arrangements. A couple of ladles are poured into the tundish one after another
to ensure a steady flow.
The subsequent step must establish a connection between the tundish and the water-
cooled mold. Since a directly poured melt between the vessels would be exposed to the
oxidizing atmosphere, which would have detrimental consequences, the melt is guided via
a submerged entry nozzle (SEN). On its path through the SEN, the melt flow rate can be
1.1 Investigatory background 3
adjusted by means of either a stopper rod system or a slide gate. The stopper rod controlls
the flow rate by its elevation and the adjustment of the annular area between the SEN
inlet and the rod. The slide gate is situated in a certain distance after the flow enters
and favors a concept of reducing the cross-sectional area of the SEN from one side. Both
systems include an argon gas injection, which will be adressed later in this section. The
reason for that is adressed later in this section. In the stopper rod system, the injection is
taking place at the tip of the stopper rod, while the argon gas in the slide gate system is
injected in between the SEN entry and the slide gate throgh the walls of the SEN.
From the SEN outlets, jet flows can develop. The top surface of the melt pool in the
mold (also called meniscus) is covered by a mold flux powder, which melts and generates a
liquid slag layer on top of the melt, which prevents the melt from oxidization. Moreover, it
insulates the melt in order to get a homogenized temperature distribution and prevents
meniscus freezing. The slag also supports the guidance of the strand and prevents sticking
by lubricating the mold walls against the solidified shell. Additionally, the mold itself is
oscillating in vertical direction to prevent sticking. The injected argon has to leave the
melt by rising towards the meniscus. Due to the cooling near the wall, the strand shell
starts to grow. When the shell leaves the mold after around 800-1000mm, it already has
a thickness of about 20 mm to 30 mm. The shell is then guided by transport rolls and
additional cooling is realized by water cooling nozzles. In a typical slab casting machine,
the casting direction is vertical during the mold section. For the purpose of processing the
slab further the bending zone is following. That is to ensure that the casting direction
changes to the horizontal direction. In the end, the metallurgical length is reached and the
strand can be cut into pieces, so-called slabs. Subsequent hot- and cold-rolling produces
coils of sheets with a thickness of about 0.1 mm to 3 mm.
Among other stages, the mold device comprises many difficult physical phenomena. It is a
key stage in the steel plant, since the molten steel solidifies and so if anything goes wrong,
no further adjustments can be conducted. Thus, every detrimental aspect in earlier stages
can be found there. As a result, great effort was taken in the past in order to enhance the
process step considerably.
The next subsections are to provide an insight into the most significant flow features.
Moreover, measures to influence the flow in a way that all the flow criteria are matching
for the steelmaker will be shown.
1.1.2 Flow patterns and self-sustained oscillations in mold cavities
The steelmaker has to keep in mind different criteria for the flow to be beneficial for the
casting process:
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• Steady state flow pattern
• Surface velocities within a sweet spot
• Minimum surface velocity fluctuations
• Sufficient jet turbulence for mixing purposes
• Avoiding too small/too cold surface temperatures
• Minimized exposure to air
As it can be easily seen, some of those are contradictory at first. While the process itself
is many times adjusted during casting (SEN-change, ladle-change, etc.), the flow is also
affected by these instantaneous events. Moreover, self-sustained oscillations inherently lead
to non-steady flow. All in all, a steady-state flow is not a realistic impression of the real
process. Similarly, having a turbulent jet which produces much of turbulence in the mold
and at the same time finding low turbulence at the free surface region is rather seldomly
found in fluid dynamics. Additionally, satisfying different criteria for velocity at the free

















Figure 1.2: Flow chart for three steel flow rates of the mold flow according to Dauby (2012).
Flow rate A > flow rate B > flow rate C.
It was reported that different flow regimes can be expected in real casting facilities according
to key parameters like submergence depth (SD), mold aspect ratio, casting velocity and
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argon flow rate (Dauby, 2011) (compare with Fig. 1.1). Those relations are given in
so-called flow charts determined by experiments (see Fig. 1.2). At higher flow rates, a
double roll pattern (DR) can be found. This is the classic picture of a mold flow and
is seen as the ideal case. The jets pass a bifurcated nozzle and impinge more or less
horizontally at the narrow walls. Thereby, they split and thus drive an upper vortex and a
lower vortex. Due to the system configuration and due to angular momentum of higher
velocity, the lower vortex is larger. A double roll pattern has to also possess different flow
characteristics. Therefore, Dauby (2012) distinguishes between the flow regimes DR+,
DR, and DR-. Only a not-too-high not-too-low mode yields the best cleanliness of the
product. However, the flow can exhibit another flow pattern at low casting velocities, high
argon flow rates and wide slabs. This one is called single roll pattern (SR). The jet directly
short-circuits towards the free surface. Consequently, the strong downward directed flow
counteracts the flotation of bubbles and inclusions in the melt and allows them to penetrate
deep down into the melt pool. In between SR and DR, there is an transitional flow pattern
with strongly changing flow conditions. It is also detrimental to the final product.
Self-sustained oscillations are known to occur when shear layers are bound by a recirculation
zone. In particular, Rockwell and Naudascher (1979) and Rockwell (1983) reported that
the shear layer can hold oscillations driven by hydrodynamic instability with Strouhal
number 𝑆𝑡 = O(1). They further showed that shear layer oscillations can have much lower
frequencies in the range of 𝑆𝑡 ≪ 1 driven by other mechanisms. Studies of Lawson and
Davidson (2001), Mataoui and Schiestel (2009), Maurel et al. (1996), Molloy and Taylor
(1969), and Villermaux and Hopfinger (1994) have shown that inherent self-sustained flow
oscillations can occur in a confined single jet arrangement. This is reminiscent of a fluidic
oscillator, which can be found in many devices of everyday life, e.g. in a whistle (Maurel
et al., 1996; Raghu, 2013).
Although the mold flow differs from the flow of a single jet in a cavity, it was discovered that
there are self-sustained oscillations as well (Honeyands and Herbertson, 1995; Lawson and
Davidson, 2002; Torres-Alonso et al., 2010). They are reported to be of very low frequency,
but at the same time of high kinetic energy (Kalter, Tummers, Kenjereš, et al., 2013;
Kalter, 2014; Kalter, Tummers, Bettink, et al., 2014). This results in a strong influence
on the flow pattern. Kalter (2014) and Kalter, Tummers, Bettink, et al. (2014) further
found out that the aspect ratio affects the transfer of momentum between the recirculation
rolls remarkably. In thin slabs or high aspect ratio, respectively, the jet spreading hampers
the exchange of momentum along the wide faces of the mold. As a result, the vortices
exchange momentum only between the left and the right side. The authors identified this
mechanism as the trigger for the left-right oscillation of the vortices.
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Obtaining the perfect flow pattern depends on many influencing parameters. Therefore,
the interest to encounter the problems by means of flow control measures is introduced to
the field. Furthermore, the wish to tailor the flow to the ideal pattern and simultaneously
allow higher casting speeds without loosing quality is the impetus of many steelmakers
and researchers nowadays.
1.1.3 Electromagnetic brakes
Electromagnetic fields allow the flow control during casting in order to prevent casting
defects and maintain a constant product quality. A strong advantage of electromagnetic
fields is the contactless mode of action. The reason is the induction of electric currents in
the liquid melt. However, on these currents, the magnetic field is working as well and thus
Lorentz-forces are generated in the melt. According to Lenz’ law, these forces are pointing
against their cause. That is why static magnetic fields expect to brake the flow, especially
the emergent jet flow out of the SEN is expected to decelerate. Consequently, this type of
flow control is called electromagnetic braking.
The benefits expected of the concept are reduced turbulence as well as increased temperature
at the meniscus. This would result in lower mold powder entrapment, prevention from
meniscus freezing and sufficient lubrication between the strand and the mold by means of
mold flux. Another advantage is expected by lower penetration depth of the jets which
faciliates inclusion removal at the meniscus.
In the past, three types of electromagnetic brakes (EMBr) had been applied (Takeuchi,
1995) (see Fig. 1.3):
• local EMBr (Nagai et al., 1984)
• simple brake (Ruler EMBr or Level EMBr) (Zeze et al., 1993)
• doubled brake (Double-Ruler EMBr or Flow Control Mould (FCM)) (Idogawa et al.,
1993).
The magnetic field is aligned perpendiculary towards the wide faces of the mold geometry
in all types of EMBr. The Ruler EMBr uses a magnet, whose pole shoes span over the
entire width of the mold. The Double-Ruler EMBr adds another magnet close to the
liquid metal level surface. Another modification to the original system is the lower position
(slightly below the SEN ports) of the initial magnet. Furthermore, local magnetic fields
close to the jet region represent a third type of EMBr, the so-called Local-EMBr.
Yasuda et al. (2007) provide an overview of different electromagnetic actuators and their
applications, e.g. flow control by means of DC magnetic fields. A study by Harada, Toh,
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(a) Local EMBr (Nagai et al.,
1984)
(b) Single Ruler or Level
EMBr (Zeze et al., 1993)
(c) Flow Control Mold (FCM)
or Double-Ruler EMBr
(Idogawa et al., 1993)
Figure 1.3: Sketch of the different EMBr systems.
et al. (2001) emphasizes the advantages of the Ruler-type EMBr above the Local EMBr
systems. Local EMBr systems were developed earlier and show problems in stability
and continuity regarding the quality and the braking effect. As shown by Cukierski and
Thomas (2008), the position of the magnetic fields has a strong impact on the efficiency of
the the braking effect. The advantage of Ruler EMBr lies in the extra effect of a smaller
penetration depth of inclusion particles in the mold’s melt pool. The study by Yamamura
et al. (2001) shows that the reason for the better inclusion removal is the plug-like flow
generated by the strong magnetic field of the Ruler EMBr. However, the Ruler-type EMBr
gets affected by the magnetic field position as well. In their study, Qian and Wu (2004)
have shown that increasing the Ruler EMBr height can significantly reduce surface flow
velocities. A more recent study shows further that decreasing the position of the Ruler
EMBr can be beneficial to flow stabilization (Chaudhary, Thomas, and Vanka, 2012). The
advantages shown in Qian and Wu (2004) reinforced the older studies by Idogawa et al.
(1993) on using a Double-Ruler setup. The idea was to reduce level oscillations, turbulence
and velocity close to the melt/slag interface while stabilizing the submerged jets (Idogawa
et al., 1993; Kollberg, Hackl, and Hanley, 1996; Takeuchi, 1995). A recent numerical study
by Singh, Thomas, and Vanka (2014) gave more insights in how the damping works in
detail. The advantages of EMBr systems compared to conventional continuous casting
without electromagnetic flow control are summarized by Wang and Zhang (2011):
• stabilize the flow and allow higher casting speed especially for thin slab casting
(Sorimachi and Hasunuma, 1996)
• beneficial for removal of casting inclusions due to optimized flow
• increase of mold level temperature (Lehman, Tallbäck, and Rullgård, 1996; Sorimachi
and Hasunuma, 1996)
• lower meniscus velocity and reduce mold powder entrainment (Kollberg and Löfgren,
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2005; Li and Tsukihashi, 2006)
• improve the internal as well as surface quality of the casting product (Kollberg and
Löfgren, 2005; Lehman, Tallbäck, and Rullgård, 1996; Sorimachi and Hasunuma,
1996; Takeuchi et al., 1994)
• increase durability of casting molds (Sorimachi and Hasunuma, 1996)
Besides the DC magnetic fields, actuators based on AC magnetic fields are also applied.
There are different types for slab casting purposes. Usually, there are so-called travelling
magnetic fields (TMF) (Kubota, Okimoto, et al., 1991; Kubota, Kubo, et al., 2001;
Kunstreich and Dauby, 2005; Qian, Wu, et al., 2002; Takatani, 2003; Wang, Zhu, and Yu,
2010). They can move against the jet direction in order to get a deceleration or move
along the jet direction to increase the penetration depth of the jet. The former can be seen
as alternative to conventional EMBr systems, known as Electromagnetic Level Stabilizer
(EMLS). The latter can be seen as a method to stabilize the flow in very high aspect
ratio molds (Electromagnetic Level Accelerator (EMLA)). Kunstreich and Dauby (2005)
also suggested rotational operation of the magnets system in order to stirr the mold flow
near the jets, a method which is commonly used in deeper parts of the steel strand to
homogenize solidification.
Among all the latter studies only few adressed the influence of the conducting walls once
a solidified shell forms. Miao, Timmel, et al. (2012) investigated different wall setups
within the scope of the EMBr case by numerical simulations finding pivotal effects on the
flow patterns. These agreed with experimental findings two years earlier (Timmel, Eckert,
Gerbeth, et al., 2010).
1.1.4 Experimental investigations
The scale of the facility, the unpleasant thermal conditions and the opacity of liquid steel
do not allow extensive measurements with common flow measurement techniques. Hence,
the continuous casting vessels can rather be seen as black boxes regarding fluid flow,
even though, straightforward flow measurements are used actively in industrial casters,
e.g. nail-board measurements (Ji, Li, et al., 2013; McDavid and Thomas, 1996; Moon
et al., 1996) and paddles (Gardin et al., 1996). Besides, many scientists engage novel
measurement techniques, e.g. Contactless Inductive Flow Tomography (CIFT) for non-
invasive measurement of the liquid steel in a casting machine (Ratajczak et al., 2015;
Wondrak et al., 2010). They are currently optimized on downsized liquid metal facilities.
At these mock-up facilities, measurements can be conducted at room temperature by
using GaInSn as modeling fluid. This offers the possibility of validation against other
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measurement techniques, which would not work under high temperature conditions. It
also offers the possibility to validate models for Computational Fluid Dynamics (CFD) of
liquid metal flows especially under magnetic field influence.
Recent studies mostly used Ultrasound Doppler Velocimetry (UDV) (Timmel, 2014;
Timmel, Eckert, and Gerbeth, 2011; Timmel, Eckert, Gerbeth, et al., 2010). Deploy-
ing this technique allows the measurement of one velocity component at a time. The
measurement points are aligned along the transducer signal. Building arrays of these
transducers is an active research field but still has its limitations in temporal resolution.
The measured data of UDV can be seen as a volume-average over a decent slice of the
measurement cone.
Higher temporal resolutions can be achieved by using Vives probe measurements (Vives,
1989), which can provide data of two velocity components at a time from a rather small
measurement volume. With these devices, it is theoretically possible to determine turbulent
quantities of moderate Reynolds number flow.
The study by Terzija et al. (2011) has also shown that measuring volume fractions of
two-phase liquid metal flows is possible. A recent investigation by Timmel, Shevchenko,
et al. (2015) gives insights in the bubble size distribution of an argon gas affected mold
flow.
Up to this point, there is no possibility to measure all three velocity components at a time
in 3D with high temporal resolution in liquid metals two-phase flows. CFD simulations are
therefore representing the only option to get detailed insights in the flow.
1.1.5 Effects of argon gas injection
For centuries of its operation, the continuous casting process has been optimized by
additional systems. Of particular significance is the argon gas injection, as it adds more
complexity to the flow. While flowing through the SEN entry, the melt can reach very high
velocities and consequently low pressure. This benefits SEN wall erosion with increased
costs by replacing the SEN with a new one. For some steel sorts, the low pressure is also
connected with clogging. Clogging is a complex mechanism related to the production of
depositions at the SEN wall as a result of metallurgical and chemical reactions of the melt
with the SEN material. The topic is not fully comprehended and still under intensive
research. However, argon gas injection has been observed to reduce clogging incidence
mainly by increasing the pressure level and therefore raising SEN durability (Rackers and
Thomas, 1995). The increased pressure also prevents air from entering the SEN through
the SEN walls as well.
During their path the argon bubbles also enhance mixing of the melt by increased turbulence
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and modulating the flow paths, which might promote a desired flow pattern as well as
the flotation of non-metallic inclusions (NMI) (Bai and Thomas, 2001a; Bai and Thomas,
2001c; Mohammadi-Ghaleni et al., 2016). The jets carry the bubbles into the mold, where
they are enabled to continue to the surface, leading not only to influencing the main
flow pattern but also affecting mold level fluctuation (Wang and Zhang, 2010a) as well as
transport and dissipation of superheat (Wang and Zhang, 2010b). Moreover, the bubbles
can capture non-wetting inclusions (e.g. alumina) coming from the tundish (Kwon, Zhang,
and Lee, 2006; Zhang, Aoki, and Thomas, 2006) and are then distributed in the mold
cavity according to the main flow and according to their diameter. They are usually
ascending strongly after entering the mold while smaller bubbles are more likely to follow
the flow (see Fig. 1.4). Jin, Thomas, and Ruan (2016) formulate three scenarios:
(1) Bubbles that ascend quickly to the surface, pass the slag layer and enter the atmo-
sphere. This is the intended situation.
(2) Bubbles that are smaller, are therefore able to enter the meniscus region and cause
surface defects.
(3) Bubbles which are that small that they are carried by the flow deep down in the
strand and cause internal defects.
In the past it was already discovered that the flow pattern can be changed considerably by
argon gas injection. The major findings are (Li, Okane, and Umeda, 2000; Sanchez-Perez,
García-Demedices, et al., 2004; Thomas, Huang, and Sussman, 1994):
• stronger upward directed flow near the SEN
• breakdown of double roll pattern towards single roll with surface velocities towards
the narrow faces
• asymmetric oscillating flows for very high argon flow rates (Bai and Thomas, 2001a;
Thomas, Denissov, and Bai, 1997)
The bubble size distribution has shown a significant impact on the void fraction and the
flow pattern in the mold in earlier studies (Ramos-Banderas et al., 2005; Sanchez-Perez,
Morales, et al., 2003). More recent investigations also incorporate complex effects like
bubble breakup and coalescence (Liu, Qi, Li, and Cheung, 2016). Several authors tried
to deduce empirical models, but the expected bubble diameter in a continuous casting
SEN or mold are still not fully understood (Bai and Thomas, 2001b; Lee, Thomas, and
Kim, 2010; Wang, Mukai, and Izu, 1999). Lee, Thomas, and Kim (2010) showed that the
bubble size rises with increasing argon flow rates. In continuous casting molds, argon gas











Figure 1.4: Sketch and overview of the mold processes concerning argon bubbles (Liu, Qi,
Li, and Jiang, 2015).
flow rate ratios are usually not higher than 9% (Dauby, 2011; Liu, Qi, Li, and Cheung,
2016; Zhang, Aoki, and Thomas, 2006). Zhang, Aoki, and Thomas (2006) explained that
due to turbulence and shear forces on the bubble, the bubble sizes in a continuous casting
mold nozzles can not exceed diameters higher than 5 mm. Other investigations show that
secondary vortices can be formed in the SEN (Pirker, Kahrimanovic, and Schneiderbauer,
2015). This can increase the bubble diameter which the authors demonstrate by simulations
and water experiments.
Often, the experimental investigations are limited to water models, but the strong discrep-
ancy in surface tension of liquid metal systems exacerbate the comparison. Measurements
in liquid metals are therefore more realistic. However, determining the bubble size and
velocity is often not possible. The data acquisition is limited to velocity profiles taken
by UDV measurements, although they are limited to fluid velocities. Bubble velocities or
bubble sizes can not be measured by means of UDV. Only X-ray measurements can yield
insights but are constrained to low cavity thickness due to the weak signal between the
transducers. Thin cavities will then affect the bubble formation strongly.
A recent study measures bubble size distributions in a liquid metal mold mock-up (Timmel,
Shevchenko, et al., 2015). Gas flow rate ratios in the experiments reach values of 0.25%,
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which are considerably lower than those observed in reality. However,the result of the
studies lead to the conclusion that large bubbles can be formed inside the SEN while they
break-up in the jet flow. The results show slightly increasing mean bubble diameter linked
to increasing gas flow rates. It is also interesting that they scarcely find bubble sizes larger
than 5 mm which corresponds to the findings by Zhang, Aoki, and Thomas (2006). They
further detected that even at flow rates as low as these, large gas pockets can be formed
inside the SEN near the injection position at the tip of the stopper rod.
This behavior is already anticipated by Shi and Thomas (2001) but rather motivated due
to pressure effects. Shi and Thomas (2001) recommend to place the injector away from low
pressure regions in the SEN. Unfortunately, low pressure always occurs e.g. in stopper rod
configurations. The topic of low pressure in the SEN is dicussed in detail in Thumfart and
Javurek (2015) and Thumfart and Javurek (2014). The study by Timmel, Shevchenko,
et al. (2015) identifies nevertheless, that by all means these gas pockets are built usually
through coalescence in recirculation regions. This emphasizes the importance of the fluid
flow near the tip of the stopper-rod and the upper SEN. Almost all studies draw a complex
picture of the inner SEN multiphase flow (see Fig. 1.5) and clearly oversimplify the concept
of a bubbly pipe flow. The flow contains rather large continuous regions of one phase with
strong interactions with the wall. All these phenomena contribute to the shape of the
bubble size distribution in the mold.
Studying the two-phase flow in continuous casting molds by means of CFD often leads to
the question which method should be chosen: the Eulerian-Eulerian (E-E) or the Eulerian-
Lagrangian (E-L) model. Both approaches have been studied with respect to mold flows
with big success. A reason for this is that high argon flow rates in mold operation are on
the one hand close to the upper limit of E-L models and on the other hand close to the
lower limit of E-E models.
Early E-L models assume fixed bubble diameter, although it later was found out that
the diameter distribution plays an important role in the fluid flow. Many studies used
normal distributions in the range from 0.1 mm to 2.5 mm (Luo et al., 2013), while others
were using Rosin-Rammler distributions with a larger diameter range (Jin, Thomas, and
Ruan, 2016). In numerous studies the importance of two-way coupling in the case of argon
gas injection is emphasized (e.g. Pfeiler, Wu, and Ludwig, 2005). It was found that the
two-way-coupling in case of E-L is only important for bubbles which are larger than 1 mm
(Luo et al., 2013). Smaller bubbles are not able to modulate the flow of the continuous
phase considerably.
E-E models were used in the first modeling studies regarding argon bubble flow in continuous
casting molds (Thomas, Huang, and Sussman, 1994). A study by Singh, Dash, et al. (2006)
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Figure 1.5: Scheme of the injection mechanism and concepts of the inner SEN flow.
used the Volume-of-Fluid (VoF) method to describe the motion and the shape of the larger
bubbles directly.
An important topic in the field of argon injection is the bubble coalescence and breakup.
Here, E-E models are easier to extend with a so-called Population Balance Equation (PBE).
Therefore, bubble breakup and coalescence can be described as kernels for the PBE (Liu,
Li, Jiang, et al., 2014; Liu, Li, Qi, et al., 2015; Liu, Qi, Li, and Jiang, 2015; Liu, Qi, Li,
and Cheung, 2016). However, E-L approaches found to be suited as well for this purpose
(Zhang, Luo, et al., 2015).
The effect of a magnetic field on the bubble trajectory in liquid metal was the subject of
many studies in the past, e.g. Jin, Kumar, et al., 2016; Miao, Lucas, et al., 2013; Schwarz
and Fröhlich, 2013; Zhang and Ni, 2014; Zhang, Ni, and Moreau, 2016. Either a single
bubble flow or multiple bubbles and their interactions are useful to carry out an analysis
on how bubbly flow looks like under magnetic field influence. The remarkable finding of
these studies is that a bubble wake can be minimized and therefore the typical zig-zag
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motion or helical bubble paths are straightened. As a consequence, a magnetic field may
counteract the spreading of a bubble plume.
The interaction of argon bubbles with inclusion particles are investigated in Zhang, Aoki,
and Thomas (2006). The authors deduced a phenomenological model to describe the
particle capture by means of argon bubbles.
The interaction of the bubbly flow in a continuous casting mold with an EMBr was also
investigated in several studies. Li, Okane, and Umeda (2000) used E-E modeling together
with a double ruler EMBr and showed that the argon gas plume near the nozzle can
bring enough fluctuations back to the calm meniscus to counteract meniscus freezing. The
penetration of the argon bubbles is just slightly affected by the magnetic field. In the study
they used a constant bubble diameter of 3 mm. Wang and Zhang (2011) suspected that
EMBr setting might lead to slag eye formation due to less mixing of argon bubbles and
thus grow stronger near nozzle upward flow. Even Gupta and Lahiri (1996) highlighted
this behavior in the case without argon gas injection. Yu and Zhu (2008) showed that the
EMBr effect itself can not remove small inclusions. However, together with the upward
directed motion of argon bubbles it enhances their removal as well as that of small particles.
1.2 Objectives and outline
At present, no spatially- or temporally-resolved flow measurement at a full scale continuous
casting machine is possible. The only way to comprehend the multifarious flow effects
taking place in the full scale mold is by means of numerical simulation. For modeling
these complex processes, it is advisable to conduct assumptions seperately from evaluating
different effects. Of course, interphysical effects are important and play quite often a
major role, but even if the models and methods exist, the computational resources are
seldomly suited for all-in-one simulations. Nevertheless, the understanding of how key
effects manifest offers the possibility to infer more sophisticated models and eventually
give back operational adjustments resulting in a better product.
The subject of this work is the flow control in the continuous casting process by magnetic
fields. The performance of the different setups of EMBr systems introduced in section
1.1.3 strongly depend on the following parameters (Cukierski and Thomas, 2008; Lehman,
Tallbäck, and Rullgård, 1996; Moon et al., 1996; Wang and Zhang, 2011):
• slab width
• casting speed
• argon flow rate
• geometry and submergence depth of the SEN
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• magnetic field position
• magnetic flux density.
Unfortunately, the research is still lacking of a comprehensive analysis of all interconnections
between the parameters. As a consequence, applying an EMBr in order to work beneficial
for the flow is not an easy task. Parameter studies using an experimental model mold
are also quite expensive. Hence, the only chance to get any information on how these
parameters influence the flow as a whole is by numerical simulation.
Numerical simulation itself uses various ways to encounter the flow prediction. Especially
the modelling of turbulence possesses some uncertainty, which is even more prominent with
respect to magnetic field influence. Therefore the topics of this research are the differences
between resolved and modelled turbulence with respect to flow prediction and influence
mechanisms to the mean flow. The compromise of hybrid turbulence modeling was studied
in comparison with the former approaches as well.
This thesis uses the predecessor CFD-work of Miao, Timmel, et al. (2012) as a starting point,
who developed a numerical model of a model-scale continuous casting mold. They used
models based on the unsteady Reynolds-averaged Navier-Stokes equations, an enhanced
turbulence model for MHD turbulence as well as inclusion of the conducting walls in
the numerical model in ANSYS CFX. The first step was to transfer the model to the
open-source software OpenFOAM and study the influence of different turbulence modeling
approaches. Afterwards, the numerical model was used to predict the flow in a full-scale
continuous casting mold. Different EMBr systems are assessed in terms of favorable flow
configurations for the overall process. Furthermore, URANS simulations of the EMBr
together with argon bubble injections are conducted. Four different argon flow rates are
studied with respect to their influence on the mean flow and turbulence. For that purpose
a point-particle approach or Euler-Lagrangian model was used, respectively.
The summarized objectives of this work are the following:
• What can be infered from different studied mold geometries in respect of their
influence parameters like SEN geometry, submergence depth and mold aspect ratio
in MHD mold flow?
• What is the reason for stabilization of the fluid flow when including the conducting
side walls of the mold?
• Is hybrid turbulence modeling a promising tool to model turbulent MHD mold flow?
• What is the impact on the jet flow if different SEN geometries are used?
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• Why is a FCM-type magnetic field stabilizing the flow in flow situations, where
Level-type EMBr can lead to flow problems?
• What effects do the different magnetic fields have on the turbulence in the mold flow?
• What effects do different EMBr systems have on the two-phase flow in the mold?
• Does argon gas injection support or impair the EMBr affected flow in the mold, and




The theory needed stem from two fields of physics. First the fluid dynamics and secondly,
the electrodynamics. Both can be coupled more or less strong according to the physical
problem. This field is then called magnetohydrodynamics (MHD). The studied mold flows
are assumed incompressible, turbulent as well as multiphase and/or magnetohydrodynamic.
Within the next chapters the governing equations for these problems are constructed step
by step. First the magnetic field is left aside and only the fluid flow determining equations
are briefly discussed. Thereafter a short introduction to the field of magnetohydrodynamics
and determining parameters which can classify a MHD problem follows.
2.1.1 Fluid Dynamics
Fluid dynamics is the science of moving fluid media in a macroscopic point of view. This
means the flowing media is seen as continuum. Although, it consists of many tiny molecules,
the assumption is made that the determining phenomenons act on much larger scales.
Hence, small in the continuum sense means small compared to changes in the flow field
but still large compared to interatomic distances. With this prerequisites, a spatial and
temporal distribution of the flow velocity 𝑢(𝑥,𝑦,𝑧,𝑡) together with thermodynamic quantities
(pressure 𝑝, density 𝜚, etc.) describe the state of a fluid. The derivation of the governing
equations can be found in the respective textbooks, e.g. Kundu and Cohen (2008) and
Schobeiri (2010).
The first concept in frame of fluid dynamics is the conservation of mass. In an incompressible
flow, this is described by the continuity equation:
∇ · 𝑢 = 0. (2.1)
The second concept, namely the equation of motion, is based on Newton’s second law,
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the conservation of forces acting on a volume element. This concept is described by the
Navier-Stokes equations for an incompressible fluid:
𝜕𝑢
𝜕𝑡
+ (𝑢 · ∇)𝑢 = −1
𝜚
∇𝑝+ 𝜈𝛥𝑢+ 𝐹𝑏. (2.2)
Thanks to incompressibility, the pressure can be directly connected to the velocity field by
taking the divergence of equations (2.2):
𝜕
𝜕𝑡
(∇ · 𝑢) + ∇ · [(𝑢 · ∇)𝑢] = −1
𝜚
∇ · ∇𝑝+ 𝜈𝛥 (∇ · 𝑢) (2.3)
⇒ ∇ · (∇𝑝) = −∇ · [(𝑢 · ∇)𝑢] (2.4)
By means of this equation, a so-called pressure-velocity coupling can be established. This
is pivotal for numerical simulations of fluid flow.
2.1.2 Magnetohydrodynamics
The basis of magnetohydrodynamics is formed by the Maxwell equations, whose derivation
can be found in respective textbooks (Feynman, Leighton, and Sands, 1963; Griffiths,
1999):
∇ ·𝐵 = 0 (2.5)
∇ · 𝑗 = 0 (2.6)
∇ × 𝐸 = −𝜕𝐵
𝜕𝑡
(2.7)




𝑗 = 𝜎𝑒𝑙 (𝐸 + 𝑢×𝐵) . (2.9)
There, (2.5) describes the solenoidality of the magnetic field 𝐵 and Kirchoff’s law (2.6) the
solenoidalty of the electric current density 𝑗. The Maxwell equations include Faraday’s law
(2.7), Ohm’s law (2.9) and Ampere’s law (2.8). In the complete formulation, the latter
contains the displacement currents (second term on the right hand side of (2.8)). Since the
studied physics here focus on media of high electrical conductivity, these are omitted in
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𝑓
𝐿
= 𝑗 ×𝐵. (2.10)
They yield the following deductions for electromagnetic fields:
• magnetic field lines and current streamlines have to be closed inside the domain
• a time-varying magnetic field induces an instantaneous current (Faraday’s law)
• a conductor affected by electric current generates a magnetic field (Ampere’s law)
• a conductor moving in a magnetic field experiences an induction current (Ohm’s
law).
Connecting shortly back to fluid dynamics (Moreau, 1990): in case of liquid metal, one
can see the conductor as the entire fluid. Then it can be imagined, that moving fluid in
a magnetic field can induce a current 𝑗 inside this fluid according to Ohm’s law. These
currents build up a magnetic field 𝑏 like Ampere’s law states. The resulting magnetic field
can be easily calculated by 𝐵 = 𝐵0 + 𝑏, with 𝐵0 as the initial magnetic field. Although
the 𝐵0 can be static, these induced currents 𝑗 generate an induced magnetic field 𝑏, whose
temporal behavior results from the velocity field 𝑢 of the fluid. Therefore, a time-dependency
of the magnetic field is established. Consequently, the electric field is altered and the
induced currents are affected by this according to Faraday’s law. While this electromagnetic
”loop” tries to balance itself, the velocity field is altered simultaneously by the Lorentz force,
as it can be seen later. This aspect makes magnetohydrodynamic problems very complex,
if all these effects have to be resolved. Fortunately, there are simplifications that help to
solve these complex problems. The question is now: How to couple these shown equations
to the Navier-Stokes equations? Here, two ways are presented, an one-way and a two-way
coupling. This describes how the two different aspects of physics interact. An one-way
coupling describes a magnetic field, which is able to alter the velocity field, whereas a
velocity field is not able to change the magnetic field. In a two-way coupling, the magntic
field can be changed due to the velocity field.
If 𝐵0 is time-dependent or 𝑏 is of importance, a two-way coupling has to be established. In
numerical simulations transport equations are more favorable, than looping through a big
set of explicit equations, because powerful matrix algorithms can be exploited. Therefore,
a conservation equation has to be drawn out of the Maxwell equations (Hughes and Young,
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1966). This one can be obtained after some vector algebra (see Appendix) and is given by:
𝜕𝐵
𝜕𝑡
+ (𝑢 · ∇)𝐵 = (𝐵 · ∇)𝑢+ 1
𝜎𝑒𝑙𝜇
𝛥𝐵. (2.11)
The obtained induction equation is a partial differential equation, which does not only
apply for the magnetic field in the fluid domain. Remember, that the magnetic field has
to be calculated outside the fluid domain, too. Adequate boundary conditions have to be
formulated to solve the induction equation. The first term on the right hand side describes
the change in intensity as a source of the magnetic field line deformation as result of the
velocity 𝑢. Other characteristics are
- Applies for all magnetic Reynolds numbers 𝑅𝑒𝑚 (see section 2.1.3)
- Induced currents in conjunction with the initial magnetic field lead to a Lorentz force
distribution, which is reflected in the velocity field
- Induced currents lead to a induced magnetic field 𝑏, which is not negligible compared
to the initial magnetic field 𝐵0
→ Overall magnetic field 𝐵 is unequal to the initial magnetic field
- Induced currents lead to an influence of the magnetic field through the velocity













(𝐵 · ∇)𝐵. (2.12)
Therein, the first term denotes the magnetic pressure and the second term represents the
magnetic strain.
As a result, the set of MHD equations in case of a two-way coupling consists of (2.1), (2.5),
(6.6) and the extended Navier-Stokes equations:
𝜕𝑢
𝜕𝑡
+ (𝑢 · ∇)𝑢 = −1
𝜚








An easier way of the coupling is obtained, if the induced magnetic field is negligible. This
is the case, if the length scale and the velocities are small and if the magnetic Reynolds
number 𝑅𝑒𝑚 is consequently smaller than unity. Hence, the induced currents 𝑗 do not affect
the initial magnetic field, which allows a simplification called quasistatic approximation
(Davidson, 2001) (see the Appendix):
2.1 Governing equations 21
𝜕𝑢
𝜕𝑡
+ (𝑢 · ∇)𝑢 = −1
𝜚
∇𝑝+ 𝜈𝛥𝑢+ 𝑔 + 1
𝜚
𝑗 ×𝐵0 (2.14)
𝑗 = 𝜎𝑒𝑙 (−∇𝜓 + 𝑢×𝐵0) (2.15)
∇2𝜓 = ∇ · (𝑢×𝐵0) . (2.16)
There are several more methods like the magnetic vector potential method, see e.g. Barna
et al. (2011), but the studies conducted here are only focused on the one-way-coupling.
2.1.3 Dimensionless form and governing parameters
Similar to other fields, MHD problems can be described through various nondimensional
numbers. By introduction of the following scales:
𝑢 → 𝑢*𝑈0 ∇ → ∇* 1𝐿 𝑡 → 𝑡
* 𝐿
𝑈0
= 𝑡* 1𝑓 𝐵 → 𝐵*𝐵0
𝑝 → 𝑝*𝜚𝑈20 𝑔 → 𝑔*𝑈0𝐿 𝑗 → 𝑗
*𝑈0𝐵0




+ (𝑢* · ∇*)𝑢* = −𝐸𝑢∇*𝑝* + 1
𝑅𝑒









+ (𝑢* · ∇*)𝐵* = (𝐵* · ∇*)𝑢* + 1
𝑅𝑒𝑚
𝛥𝐵*. (2.18)





= ConvectionDiffusion of disturbances in the flow field (2.19)
Exceeding a critical value, depending on the initial flow pertubation, a transition from
laminar to turbulent flow is likely.
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Since the flow has some unsteadiness and transience, oscillations of characteristic frequency
may be observed which can be described by the so-called Strouhal number:
𝑆𝑡 = 𝑓 𝐿
𝑈
. (2.20)
Another important number, which is connected to a physical regime in MHD flows is the
magnetic Reynolds number 𝑅𝑒𝑚, which is defined by
𝑅𝑒𝑚 = 𝜇𝜎𝑒𝑙𝑈𝐿 =
𝑈𝐿
𝜆
= ConvectionDiffusion of disturbances of the magnetic field (2.21)
Thereby, 𝜆 denotes the magnetic diffusivity. In terrestrial application of MHD, namely
liquid metal experiments in the laboratory scale, 𝑅𝑒𝑚 is typically smaller than 1. This
implies that the diffusion dominates and distortions of the magnetic field as a result of the
changing velocity field can be neglected (see equation (2.18)). In reverse, this means that
induced magnetic fields are negligible:
𝐵 = 𝐵0 + 𝑏 = 𝐵0. (2.22)
There are many applications of MHD in astro-physics with 𝑅𝑒𝑚 >> 1, which encounter
other physical events like Alfén waves (Davidson, 2001).
Another dimension number is the Stuart number 𝑁 , which describes the relation between






= inertial forcesLorentz forces (2.23)
Out of the Reynolds number 𝑅𝑒 and the magnetic interaction parameter 𝑁 , the so called
Hartmann number 𝐻𝑎 can be built:
𝐻𝑎 =
√




= Lorentz forcesfriction forces . (2.24)
Especially in wall bounded MHD flow, the Hartmann number is a matter of considerable
importance. The effect of so called Hartmann layers is strongly connected to this number.
If 𝐻𝑎 is high, the layers are smaller and vice versa.
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Near the wall area another magnetohydrodynamic feature shows up. As already mentioned
in section 1.1.3, the wall conductivity has a significant influence on the entire flow field. In





Here, 𝜎𝑒𝑙,𝑠𝑜𝑙 and 𝜎𝑒𝑙,𝑙𝑖𝑞 denote the electrical conductivity of the wall (solid) and the
melt (liquid), respectively. Additionally, 𝛿𝑠𝑜𝑙 stands for the wall thickness and 𝐿 for the
characteristic length of the melt.
2.1.4 Magnetic damping of three-dimensional, incompressible jet flows
The implication of magnetic fields on jet flows in industrial applications were illustrated
first by means of 2D MHD jets. It was found that their momentum is getting consumed
completely by the action of Lorentz forces. With this in mind, the principle of braking
a jet flow by means of a magnetic field came up for e.g. submerged jets in a continuous
casting mold. However, Harada, Okazawa, et al. (1994) and Davidson (1995) have shown
that the three-dimensional MHD jet flow exhibits some pivotally different features.
In a 3D domain, the Lorentz force is not able to alter the momentum of the flow. The
accelerating and decellerating forces balance themselves over the volume. Hence, pure
braking is not achieved by Lorentz forces in an insulated flow domain immersed by a
homogeneous magnetic field. As a matter of fact, every decellerated fluid element has its
counterpart in an accelerated fluid element of previously low velocity. A typical circular
jet flow would then exhibit the induced current paths shown in the sketch in Fig. 2.1(a).
As it can be seen in Fig. 2.1(a), regions in the far field get accelerated by a Lorentz force,
since the current loops close through that region.
Despite the unaltered momentum, the kinetic energy of the system can be changed by
Lorentz forces. Since a moving conducter induces electric currents these currents are
subjected to Ohmic losses. The Ohmic losses result in a decrease of kinetic energy 𝐸𝑘𝑖𝑛 of
the system. The energy is transferred to heat by Joule dissipation 𝜖𝐽 .
The induced currents depend on the velocity of the fluid (see equation (2.9)). Since a static
magnetic field is present, Faraday’s law reduces to ∇ × 𝐸 = 0. It can be shown then that
𝐸𝑘𝑖𝑛 declines until 𝑗 is zero (Davidson, 1995). The implication for the velocity is that it
gets restructured over time in a way to avoid velocity gradients along magnetic field lines.
Moreover, it can be shown that the momentum is conserved although the kinetic energy is
altered.
The redistribution of momentum leads to a stretching of the jet along the magnetic field lines.





(a) Jet right after mag-






(b) Shape of MHD jet along the jet direction.
Figure 2.1: Schematic of the situation right after a magnetic field is applied to a round jet
(a) and the result of the MHD mechanisms onto the shape of the jet (b).
As a consequence, induced currents are getting reduced and Joule dissipation decreases
relatively towards the kinetic energy over time. In the wake of this, the redistribution also
builds up reverse flow regions above and below the smaller axis of the elliptical jet core
(see Fig. 2.1(b)). In metallurgical processes, typical jet flows have magnetic interaction
parameter 𝑁 smaller than unity, so the jet preserves. By ignoring the far field flow a
3D picture leads to positive entrainment at the jet sides aligned in x, whereas negative
entrainment occurs above and below the jet. In a mold, the jet flow structure is superposed
by the far field and influenced by side walls, which allows mitigation of the latter MHD
effects around the sides of the jets. As a result the flow must find a way to redistribute its
momentum in a way to decrease Joule dissipation.
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2.2 Turbulence and its modeling
This chapter focuses on the turbulence in engineering understanding and the description of
different assumptions to overcome the complexity of the subject without losing the content
of the physics that is crucial. Turbulent flows are irregular themselves and stochastic. That
is why many approaches for turbulence are rather based on statistics than on determination.
They have non-zero vorticity and are strongly three-dimensional. Three-dimensionality is
the key for the mechanism of energy generation, decay and dissipation within turbulent
flows. Usually, turbulence undergoes a cycle which starts from turbulence generation over




Figure 2.2: Sketch of a typical turbulent wavenumber spectrum (Davidson, 2011; De Villiers,
2007).
It was found that homogeneous isotropic turbulence, an ideal type of turbulence, shows a
characteristic spectrum in an energy-wavenumber domain. This is connected to a concept of
an energy cascade first formulated by Richardson (1922) and later extended by Kolmogorov
(1941). A schematic of this is shown in Fig. 2.2. Large vortices contain most of the turbulent
kinetic energy. They withdraw energy from the flow field and collapse while building up
smaller vortices. During this, they continually transport their energy to the smaller scales.
This happens between vortices of any scale and always from larger to smaller vortices. At
the smallest possible scale, the Kolmogorov scale ℓ𝜂, the cascade stops. In this situation,
the vortex is that small that its inertia is completely consumed by the action of molecular
diffusion.
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Due to the different effects happening at different scale regimes, three ranges are defined:
the energy-containing or integral range, where the largest structures produce turbulence 𝑃𝑘
to the system; the inertial subrange, which are independent from the formation mechanism
and where the energy is transported along the different vortex sizes by 𝜖; and the dissipation
range where the energy is dissipated into heat.
The inertial subrange and the dissipation range together are called the universal equilibrium
range, where boundaries have no influence on the process anymore. An interesting and
useful behavior of the inertial range is its universality at high Reynolds numbers. That
means, only the dissipation rate 𝜖 determines the process. Although, the turbulence in this
regime contains and dissipates turbulent energy via molecular viscosity the mechanism
is very weak compared to that of the dissipation region. However, it should be stressed
that in applied turbulent flows the dissipation within the inertial subrange can have higher
values (Davidson, 2011). It is independent from the molecular viscosity 𝜈 because the
length scales of the inertial subrange are then far away from the field of action of molecular
viscosity. Further, Kolmogorov (1941) found out that the turbulent kinetic energy decays
with a constant slope of −5/3 over the inertial subrange. He also provided estimation of
turbulent length scales (Kolmogorov microscales) by:
ℓ𝜂
𝐿








Here, 𝐿 denotes the length scale of the largest eddies, which scale with the flow length scale.
The generation of turbulence is mostly activated by velocity gradients or more vivid: shear
layers. This shear delivers the portion of energy needed to transform a small disturbance to
a coherent flow structure. All this can happen if inertial forces exceed molecular diffusivity
in many orders e.g. at high Reynolds numbers 𝑅𝑒. There are two general types of shear
layers, free shear layers and wall shear layers. The wall shear layer phenomenon of a plane
wall is sketched in the following paragraph.
As figure 2.3 shows, three layers can be found close to a plane wall, the viscous sublayer, the
buffer layer and the logarithmic region. In the viscous sublayer, the dimensionless velocity
is almost linear over the dimensionless wall distance (𝑢+ = 𝑦+) because only molecular
diffusion determines the process. This behavior changes within the buffer layer roughly
𝑦+ = 5. If viewed in detail, the turbulence mechanism close to the wall starts by generation
of coherent structures inside the buffer layer. Those form streaks and get transported
out of the buffer region towards the logarithmic region. Within the logarithmic region
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Figure 2.3: Law of the wall for a plane wall (De Villiers, 2007).
(𝑦+ > 30), the velocity distribution follows the universal law of the wall:
𝑢+ = 1
𝜅
𝑙𝑛𝑦+ + 𝐶+. (2.27)
The other type of shear layers are free shear layers deriving from flow recirculation and
flow separation. In contrast to wall bounded shear layers their generation is based on
inviscid processes. They are often connected to a mechanism called Kelvin-Helmholtz
instability (see e.g. turbulence in jets and wakes). An inflected velocity profile builds up
two-dimensional structures which can further build up more complex shapes and later
collapse. After some time, a turbulent state is reached which spans many scales in time
and space. Hence, it is also a multi-scale problem.
The most useful property of turbulence from the engineering side is the mixing effect,
which can exceed the molecular mixing in many orders of magnitude. Due to the chaotic
behavior and three-dimensional character, turbulence activates an exchange of momentum
perpendicularly between the streamlines. For the reason that this is the most noticeable
effect from an observers view, the first models are entirely based on this, e.g. the mixing




)︀1/2 = ℓ2𝑚𝑖𝑥𝑆. (2.28)
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Here, ℓ𝑚𝑖𝑥 denotes the turbulent mixing length and 𝑆 the magnitude of the strain rate
tensor 𝑆.
2.2.1 Modeling approaches
Since turbulence within industrial processes span broad time and length scales, it can not
be resolved by numerical simulations nowadays. Only canonical problems are suitable for
fully resolved turbulent simulations, so-called Direct Numerical Simulations (DNS). Any
other approach introduces ways to overcome the multi-scale problem by means of partial







Figure 2.4: Typical velocity signal of steady-state turbulent flow.
The first modeling approach discussed here starts from a time-averaging procedure called
Reynolds-averaging. It stems from the fluctuating signal found in turbulent flow experiments
(see Fig. 2.4). Following the Reynolds decomposition, the fluctuating signal can be
decomposed into a mean part ?̄? and a fluctuating part 𝑢′. These can be introduced into
(2.1) and (2.2) by replacing 𝑢 with:
𝑢 = ?̄?+ 𝑢′. (2.29)
After eliminating the newly created terms by using rules of averaging (Pope, 2001) and
applying Eq. (2.1), the following equation can be obtained:
∇ · ?̄? = 0 (2.30)
(?̄? · ∇) ?̄? = −1
𝜚
∇𝑝+ ∇ · (𝜈∇?̄?) + ∇ · 𝜏mod + 𝐹𝑏. (2.31)
They are called the Reynolds-averaged Navier-Stokes equations commonly abbreviated by
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RANS.
Furthermore, it can be seen that a new term 𝜏mod is created which reads:
𝜏mod = 𝜏RS = −𝑢′𝑢′ . (2.32)
It is called Reynolds-stress tensor and contains the correlation of the fluctuating parts
of each direction in space. As the fluctuation happens statistically, there is no analytical
solution. Since there are more unknown parameters than offered equations, one runs in to
a closure problem. Every turbulence model originates from this task and whether simple
or complex must introduce modeling parameters to obtain values for the new term. Most
approaches exploit universal turbulence characteristics of high-𝑅𝑒 number flows. That
makes them numerically very cost-effective because they run in steady state and allow 2D
domains.
URANS
Since the mean flow can have a non-fluctuating but oscillating component, this can be
crucial for various processes. In order to bring the time dependence into the RANS
equations, the time-derivative is retained in the equations before conducting the averaging
operation on (2.2). Moreover, a triple decomposition of the velocity signal is used instead
of the typical Reynolds-averaging operation:
𝑢 = ?̄?+ ?̃?+ 𝑢′, (2.33)
where ?̃? denotes the resolved oscillating component of the mean flow. Since, there must
be an operation to seperate these scales URANS runs into several problems. This is a
controversal debate and is adressed in the respective literature (Davidson, 2011; Fröhlich
and Terzi, 2008). Nevertheless, URANS methodology has shown reasonable good agreement
with experiments in simple and complex flow configuration and is therefore a common tool
particularly in industrial engineering.
LES
Other than using a time-averaging procedure one can use a volume averaging. This offers
the starting point for the so called Large Eddy Simulations (LES). In LES, volume-averaging
is employed in a way of a filtering operation. The velocity field is convoluted by this filter
operation (Meneveau, 2010):
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?̄? = 𝑢 *𝐺△. (2.34)
In finite volume method the mesh is used as a top-hat filter. This operation is then called
implicit filtering. The filtered Navier-Stokes equations look pretty much like equations
(2.31) except the modeled turbulent stress tensor which is called Subgrid Scale (SGS)
stresses in the LES frame.
𝜏mod = 𝜏SGS = 𝑢𝑢− ?̄??̄?. (2.35)
Owing to the fact of a reduced modeling approach, the turbulent stresses of a LES model
are usually orders of magnitude smaller than in common RANS approaches. Moreover, the
filtered Navier-Stokes equations depend on space and time in contrast to RANS. As before
in RANS, models are used to obtain the unresolved turbulent stresses.
For the LES, it is important to have a proper mesh resolution. This means at least 80%
of the turbulent kinetic energy should be resolved by the mesh (Pope, 2001). There are
tentative, but practical useful formulations on how to ensure this by using a-priori and
a-posteriori relations (see section 3.2.2). While more accurate estimations exist, complex
applied problems exacerbate their usage (Davidson, 2009).
Compared to RANS, LES is a lot more more demanding in time, accuracy and stability.
They can be only used for 3D domains and are always unsteady. Most of the time not
much is known about the boundary conditions, e.g. inlet turbulence in industrial facilities.
However, they are crucial for the flow turbulence and the results in LES. Wrong estimations
can lead to significantly wrong results. It should be stressed as well that numerical diffusion
strongly deteriorates the LES prediction. Hence, second order discretization should be
applied to time and space in every FVM.
2.2.2 Eddy viscosity approaches
Eddy viscosity approaches are the most used methods for RANS or URANS modeling.
Compared to the later discussed SGS models in section 2.2.3, eddy viscosity models typically
need a higher amount of modeling. These types of turbulence models are based on the
Boussinesq assumption, a linear approach similar to Newton’s ansatz for molecular diffusion
(Davidson, 2011; Holzmann, 2016):



















It should be mentioned here that in the same way the second term on the RHS of (2.36)
is merged with the pressure. In contrast to 𝜈, the introduced turbulent viscosity 𝜈𝑡 is a
non-constant viscosity distribution related to the turbulence of the flow. Moreover, the
shear rate tensor 𝑆 can be found.
𝑘-𝜖 model
The complex mechanisms of turbulence and its contribution to the mean flow are modeled
mostly by means of two equations in eddy viscosity approaches, the 𝑘-equation and the
𝜖-equation. The model parameters were derived from canonical flow problems. Launder
and Spalding (1974) proposed their first version of the model, which then became the
favorite two-equation model for industrial applications. It allows a cost-efficient prediction
of internal and external flow configurations and can be found in almost every CFD code.
It is a high-Re model, which has its limits in near wall flow, especially in flow with adverse
pressure gradients or detachment regions, respectively. Several corrections of the model
are supposed over the years which fix particular problems of the model, e.g. in stagnation
points (Yap, 1987). The model is suited for wall resolutions 30 < 𝑦+ < 300. However,
for finer wall resolution, low-Re versions of the model exist (Launder and Sharma, 1974).
They contain damping functions to reduce turbulent viscosity near the walls. In order to
get rid of the drawbacks, a blending model was constructed by exploiting the excellent
near-wall flow performance of another turbulence model, the 𝑘-𝜔 model.
SST 𝑘-𝜔 Model
In Menter (1994), the so called Shear Stress Transport (SST) 𝑘-𝜔 model was derived. The
approach is based on the coupling between the 𝑘-𝜖 model by Launder and Spalding (1974)
and the 𝑘-𝜔 model by Wilcox (1988). It can be used as low-Re model on wall-resolving
grids as well as high-Re turbulence model on coarser grids. Moreover, it features excellent
rendition in seperation flows and adverse pressure gradients. That is why it became famous
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especially in aeronautical research.
2.2.3 Subgrid-scale modeling
Subgrid-scale models are used to describe the unresolved part of the turbulent stresses in
LES. They start from a similar assumption like the eddy viscosity approaches in RANS. At
the cut-off length, the SGS kinetic energy is dissipated by the resolved Reynolds stress. It
feeds the production term in the 𝑘𝑠𝑔𝑠 equation (Davidson, 2011). Via the ongoing cascade
effect the energy is transported until it reaches the physical dissipation. The resolved
turbulent kinetic energy is completely consumed by turbulent diffusion, the SGS diffusion
𝜈𝑆𝑔𝑠. The modeled SGS-stress tensor is described in terms of its deviatoric part only
(Meneveau, 2010):




𝐼 = 𝜏𝑆𝑔𝑠 − 23𝑘𝐼 = −2𝜈𝑆𝑔𝑠|𝑆|. (2.38)




is absorbed by an effective pressure.
Owing to the fact that the shear rate is used, 𝜈𝑆𝑔𝑠 increases near the walls due to strong
velocity gradients. A way to overcome this problem is the use of damping functions like
proposed in Van Driest (1956). However, the restrictions of wall resolution are high in this
case. Therefore, newer SGS model proposals inherently account for near wall damping
(Davidson, 2011).
SGS models have many similarities with their RANS counterparts, even though they model
a much smaller part of the turbulent spectra. Since the modeled part is less than in
RANS simulations, simple models suffice as SGS-model. In particular, mostly zero- or
one-equation models are used. This presents a contrast to the well established two-equation
models in RANS.
In analogy to the mixing length approach by Prandtl (1925) (see (2.28)), most of the SGS
models use a model length:
𝜈𝑠𝑔𝑠 = ℓ2𝑚𝑜𝑑D̄𝑚𝑜𝑑 = (𝐶𝑚𝑜𝑑△)
2 D̄𝑚𝑜𝑑. (2.39)
Here, D̄𝑚𝑜𝑑 denotes the differential operator of the model and 𝐶𝑚𝑜𝑑 denotes the modeling
constant, which depends on the flow problem. As it can be seen, the model length ℓ𝑚𝑜𝑑 is
proportional to the filter width or cell size △:
△ = (𝑉cell)1/3 . (2.40)
2.2 Turbulence and its modeling 33
This is valid as long as the filter width falls in the inertial subrange where the turbulence
is seen as isotropic, which is usually the case in pure hydrodynamic turbulence.
More elaborate models employ a dynamical calculation of the model length during the
calculation (Germano et al., 1991). A discussion of different variants of this procedure can
be found in the respective literature (Pope, 2001).
Smagorinsky model (Smagorinsky, 1963)
An early and still commonly used SGS-model is the Smagorinsky model (Smagorinsky,
1963). It assumes that small scales are in equilibrium and the entire energy coming from
the resolved scales dissipates. The differential operator is the magnitude of the shear rate
tensor while the model length is fixed by a so-called Smagorinsky constant and the mesh
size:
𝜈𝑠𝑔𝑠 = (𝐶𝑠△)2 |𝑆|. (2.41)
Sigma model (Nicoud et al., 2011)
As in every linear viscosity approach the starting point is the following formulation:
𝜈𝑠𝑔𝑠 = (𝐶𝜎△)2 D̄𝜎. (2.42)
The Sigma model stems from the idea of finding a differential operator, which fits to a
special dynamical procedure. The promising procedure proposed in Park et al. (2006)








̂︀𝑆̂︁D𝜎 − D̂𝜎𝑆 (2.44)
where ⟨·⟩𝑑𝑜𝑚 stands for the averaging operation, ̂︀· stands for a filter operation on a test
filter and 𝐿 denotes the modified Leonard stress tensor. The procedure was found to be
better suited to transient flows (Lee, Choi, and Park, 2010).
The authors propose the following differential operator (Nicoud et al., 2011):
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D𝜎 =
𝜎3 (𝜎1 − 𝜎2) (𝜎2 − 𝜎3)
𝜎21
(2.45)











































































Here, D𝜎 is constructed by the three singular values 𝜎1 to 𝜎3 of the velocity gradient tensor
𝐺. For this, the three invariants 𝐼 to 𝐼𝐼𝐼 of 𝐺 and their angles 𝛼1 to 𝛼3 between each
other are determined. Applying these formulations will give important properties to the
differential operator, such as:
• positiveness of 𝜈𝑠𝑔𝑠
• vanishing 𝜈𝑠𝑔𝑠 in near-wall region and a third power decay of turbulent stress along
the distance to the wall (Chapman and Kuhn, 1986)
• vanishing 𝜈𝑠𝑔𝑠 in solid rotation (like in Smagorinsky), pure shear flow and two-
dimensional or two-component flows.
Especially the latter point becomes of importance in magnetohydrodynamic turbulent
flows as it can be seen in the next section. The model has successfully shown its abilities
in studies by Rieth et al. (2014) and Martínez et al. (2015).
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2.2.4 Scale-adaptive simulation
Apart from the mean flow, the fluctuations of the velocity 𝑢′ are of importance in many
cases. Especially, when it comes to assessment of the turbulence structure, resolving
the largest eddies can give valuable insight. For example, a magnetic field can influence
the turbulence structure remarkably (see section 2.2.5). LES is always more costly in
computational time because of the necessity of a very fine grid for this kind of simulations.
Hence, hybrid approaches came-up in the early 2000’s in order to achieve a compromise
between LES and (U)RANS approaches. One representative of that kind is the Scale
Adaptive Simulation (SAS). The starting point is the SST 𝑘-𝜔 RANS turbulence model by
Menter (1994). An additional term, which relieves the turbulence model from turbulent
viscosity in strong unsteady regions (Menter and Egorov, 2005, 2009) is added. The SAS
production term 𝑃𝑆𝐴𝑆 is located in the 𝜔-equation and reads:



















with 𝐹𝑆𝐴𝑆 = 1.25, 𝜉2 = 1.755 and 𝜎𝜑 = 0.66667. Further formulations combine this term
with the ratio of the turbulent length scale 𝐿𝑇 and the von Kármán length 𝐿𝑣𝐾 . They are















with 𝐶𝑠 = 0.262, 𝜅 = 0.41 and △ as the responsible mesh cell size.
The criteria for the measure of the unsteadiness of the flow is the ratio of the velocity
strain rate tensor and the second derivative of the velocity vector. If this ratio becomes low,
which corresponds to transience, the limiter switches to a description of the von Kármán
length 𝐿𝑣𝐾 by the mesh size. This is reminiscent of a subgrid scale model, which ensures
that the kinetic energy up to higher wave numbers fits with 5/3-decay. In this scenario,
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the von Kármán length 𝐿𝑣𝐾 is small compared to the turbulent length scale 𝐿𝑇 . Thus,
the term 𝑇1 dominates over 𝑇2 and yields positive values for 𝑃𝑆𝐴𝑆 . Consequently, 𝜔 is
increased and this eventually leads to a reduced turbulent viscosity 𝜈𝑡. As a result some
kind of coherent turbulent structures can be identified.
2.2.5 Magnetohydrodynamic turbulence
The interaction of a liquid conductor not only imposes Lorentz forces to the mean flow like
described in section 2.1.2, it also has a remarkable impact on the turbulence as well.
The first effect originates from the operating principles of a magnetic field and its induction.
The physics obey to Lenz’ rule and therefore the new effect suppresses its cause, the velocity.
Secondly, unlike in pure hydrodynamic flows, magnetohydrodynamic flows comprise another
dissipation mechanism for kinetic energy called Joule dissipation. It derives from Ohmic
losses of induced currents in the liquid conductor and is usually called the Joule effect.
Since the magnetic field is aligned in a certain direction, one can infer that the dissipation
effect also shows directional dependency or anisotropy. This is pivotal because it completely
denies all the findings of hydrodynamic turbulence such as universality of small scales as
a result of isotropy (e.g. the findings of Kolmogorov showed in equation (2.26)). There
is no specific counterpart for MHD turbulence, but during the last decades research has
brought a good understanding of the phenomenon. What follows is a short review of the
key findings regarding the subject in the regime of low 𝑅𝑒𝑚. For more detailed elaboration
the reader is referred to Knaepen and Moreau (2008).
Figure 2.5: Sketch of the anisotropy generation in turbulent MHD flow (Davidson, 2001).
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In early experiments, it was found that a magnetic field is able to dampen turbulence
(Murgatroyd, 1953). Later, Moffatt (1967) found out theoretically that velocity compo-
nents parallel to the magnetic field are less dampened compared to velocity components
perpendicular to the magnetic field. Furthermore, it was found out that Joule dissipation
leads to the reorganization of turbulence into structures aligned with the magnetic field as
time proceeds (see Fig. 2.5). The velocity field becomes two-dimensional. In absence of
walls, the effect is measured by the Stuart number 𝑁 . Apart from the definition in Eq.















where T𝑢 denotes the eddy turnover time and T𝐽 the characteristic time of the Joule effect.
A two-dimensionality of the velocity field can be expected if the Joule time is much smaller
than the eddy turnover time and consequently connected to high 𝑁 . Moreover, it was
revealed by experiments (e.g. Kolesnikov and Tsinober, 1974) that the turbulent decay
in the inertial subrange has a slope of −3 instead of −5/3. The latter findings can be
concluded by:
𝜕𝑥|| ≪ 𝜕𝑥⊥ (2.64)
𝑢|| ≪ 𝑢⊥. (2.65)
Gradients along the magnetic field lines 𝜕𝑥|| are considerably lower than gradients orthogonal
𝜕𝑥⊥ to them. The same applies to the velocity components. The flow field organizes itself
into two-dimensions. More graphically, the flow field tries to assimilate to the new conditions
by finding a way to reduce dissipation. The fluctuating flow field is restructured similarly
like the jet flow is affected by the magnetic field in section 2.1.4.
Another illustrative picture of homogeneous MHD turbulence is given by the transformation
of the flow field into Fourier space. It is known that in HD turbulence the energy is
transferred from large scales to the small scales and is dissipated there. That means, the
energy in the wavenumber domain is transported radially outwards and then dissipates
at the radius 𝑘 = 1/ℓ𝜂 (see Fig. 2.6(a)). If a magnetic field is present, an additional
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Figure 2.6: Sketch of the spectral shape in three-dimensional Fourier space (Kinet, 2009).
(a) Hydrodynamic Turbulence; (b) Magnetohydrodynamic Turbulence. 𝑘1, 𝑘2 and 𝑘3 denote
the wavenumber vectors.
mechanism transfers energy from a region 𝑘||/𝑘 = 𝑐𝑜𝑠𝜃 ≈ 0 to region 𝑘||/𝑘 = 𝑐𝑜𝑠𝜃 ≈ 1 (see
the blue arrows in Fig. 2.6(b)). There, 𝜃 denotes the angle between the wavenumber vector
𝑘 and the magnetic field 𝐵0. It can be clearly seen that the Joule dissipation acts on every
wavenumber and therefore on every lengthscale. This angle continually increases with time
and leads to the case that energy is only located in the plane 𝑘1-𝑘2 (Kinet, 2009).
Coming from the ideal case of very high 𝑁 for which it was discoverd that non-linear
effects do not play a role anymore, the situation in moderate 𝑁 regimes is different. First,
the two-dimensionality is rather renamed to quasi-two-dimensionality (Q2D), because in
practice a perfect two-dimensional flow field cannot be achieved. In real flows, it was shown
that non-linear action of inertia cannot be ignored in MHD turbulence even at very high
𝑁 . The numerical study of Zikanov and Thess (1998) showed that inertia acts in a way
to restore isotropy in MHD turbulent flows. This was identified by the observation of an
alternation of Q2D states and isotropic states. Another reason for 3D turbulence is the
presence of walls in applied MHD flows.
Even in laminar flows, the boundary layers in MHD strongly differ from the HD ones.
Hartmann and Lazarus (1937a,b) showed that the layers at the wall can become very thin
in MHD compared to HD since they follow the relation:
𝛿𝐻 = 𝐻𝑎−1. (2.66)
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The reason for it is that the induced currents have to close inside the fluid domain. But the
higher the magnetic field the more likely the block-profile shows up in MHD channel flows
with insulating walls. This exacerbates closure of induced currents close to the wall. With
respect to MHD turbulence, it was found out that the damping time scale in wall-bounded
MHD flow is much higher and corresponds to a so-called Hartmann breaking time (Bühler,
1996; Sommeria and Moreau, 1982):





+ 𝑐𝑤(1 + 𝑐𝑤)T𝐽
)︂
, for walls of finite conductivity. (2.68)
Here, 𝑐 denotes the wall conductance parameter. As a consequence, the presence of walls
avoids the generation of purely two-dimensional turbulence. This can be illustrated by
mentioning the fact that even though the flow structures are cigarette-like, the induced
currents must close themselves near the wall, either by going into the wall or via the
Hartmann-layers (Eckert, 1998). The influence of walls is then in favor of the influence of
the magnetic field. The stability of confined MHD flow was exposed to behave different
than the ideal case of homogeneous MHD turbulence. It is not dependent on 𝑁 but on the
ratio 𝑅 = 𝑅𝑒/𝐻𝑎 (e.g. Krasnov, Zienicke, et al., 2004; Lingwood and Alboussiere, 1999;
Moresco and Alboussiere, 2004). A critical value around 350 was observed by experiments
and DNS.
Modeling of MHD turbulence
Regarding the subject of modeling MHD turbulence effects apart from generic flow problems,
the knowledge is only scarce. Nevertheless, a few proposals can be found in the literature.
The first attempts regarding the subject can be found in the work of Kitamura and Hirata















Interestingly, they already use the dependence of the ratio 1/𝑅 = 𝐻𝑎/𝑅𝑒. Another work
proposes additional turbulent stresses originating from the magnetic field in a Reynolds
stress modeling (RSM) framework (Galperin, 1989). The earliest direct contribution to a
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common two-equation model was given by Ji and Gardner (1997) with additional terms to


























𝐶𝑀1 = 0.05 𝐶𝑀2 = 0.9. (2.75)
There, 𝑓𝑀 is an additional damping term for the turbulent eddy viscosity 𝜈𝑡. Later,
Kenjereš and Hanjalić (2000) improved the two-equation model by showing that 𝑓𝑀 is




























Furthermore, they developed a new RSM for MHD turbulence (Kenjereš and Hanjalić,
2000; Kenjereš, Hanjalić, and Bal, 2004). Simultaneously, Widlund, Zahrai, and Bark
(1998) and Widlund (2001) created another RSM and deduced a three-equation 𝑘-𝜖-𝛼𝜇
model from it. This is the most thorough one, which includes another equation for the




















with the additional dissipation terms:









The additional equation is the following:
𝜕𝛼
𝜕𝑡
+ ?̄?∇𝛼−𝐷𝛼 = 𝜋𝛼 − 𝜇𝛼 (2.82)
with the different contribution of:




















20𝛼− 303𝛼3 + 792𝛼4 − 621𝛼5
)︀
for 𝛼 ≤ 13
0.05
(︀
3 + 21𝛼− 51𝛼2 + 27𝛼3
)︀
for 𝛼 ≥ 13
(2.85)
𝑓𝑁 =
9𝛼 (1 − 𝛼)
(1 + 3𝛼) (1 + 𝐶𝑁𝑁𝑡𝑟𝑢𝑒)
(2.86)




with the constants: {𝐶𝛼2;𝐶𝜖,𝛼;𝐶𝑁 ;𝜎𝛼} = {0.98; 1.5; 2.7; 1.0}.
Referring to the turbulence modeling approaches investigations of hybrid LES/RANS
modeling on the MHD aspect are rather uncharted in the past. To the authors knowledge,
the only study can be found in Vogl et al. (2013). There, they introduce the Joule





Vogl et al. (2013) observed the best results with a parameter 𝑐𝑀𝐻𝐷 of 0.05. Although the
approach seems radical, good accordance to experimental data can be observed.
Nowadays, increasing interest comes to modeling of MHD turbulence by LES. Very early
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investigations suggest an extension of the approach of Smagorinsky (Shimomura, 1991):





Other developments intervene in the modeling process much earlier. They start before
Boussinesq’s viscosity assumption for turbulence. Their argument refers to the fact that
in strong magnetic fields, the isotropy of small scales is not justified anymore. Knaepen,
Debliquy, and Carati (2007) explain that every SGS model starting from this assumption
is questionable. Some authors make use of a statistical theory named multiscale direct
interaction theory to derive a new SGS model (Yoshizawa, 1985a, 1984, 1985b, 1987).
Despite the novelty, the model needs 9 constants to be determined by DNS. Two decades
later the model was adapted and adjusted to work within all regimes of 𝑅𝑒𝑚 (Miki and
Menon, 2008).
Other investigations are still based on the typical approach (2.39). In Knaepen and
Moin (2004), the authors report good results by using the dynamically procedure of the
Smagorinsky model to determine the modeling constant 𝐶𝑠. However, the latter study
only encounters rather low values of 𝑅𝑒. Hence, the amount of modeling is very small
in a LES. Nevertheless, recent studies of homogeneous MHD turbulence showed that the
dynamic Smagorinsky model performs also well at higher 𝑅𝑒 numbers (Amar and Chandy,
2015; Mao, Zhang, and Liu, 2017). Other SGS models suggest the use of the Q-criterion
as differential operator to transfer the structure information from the resolved eddies down
to the modeled eddies (Kobayashi, 2006, 2008).
Despite turbulent morphology of the bulk flow, wall-boundedness is even more complicated.
As discussed in section 2.2.5, boundary layers in MHD can become very thin under certain
conditions. It was found that proper modeling has to incorporate these thin layers. In
the work of Pothérat (2012), it was discovered that a resolution of Hartmann layers is not





the layers can measure only some hundreds of microns. This makes the proper resolution of
Hartmann layers highly impractical for large-scale MHD flows. If MHD turbulence comes
into play, it is moreover seen by DNS that the universal law of the wall is not correct
anymore (Krasnov, Zikanov, and Boeck, 2012). As a result, enhanced wall models were
developed (Boeck and Krasnov, 2014).
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2.2.6 Discussion and conclusion
Despite its cost-efficient modeling, the RANS approach lacks of some important flow
features. It models the entire turbulence spectrum including regions where the assumption
of isotropy is not valid. Hence, they are less accurate and can fail in complex flows.
Unfortunately, they are mostly the only option according to the amount of time, which is
granted for CFD simulations in industrial projects. Large scale unsteady motions often
play a significant role, especially in mold flows. Undoubtedly, URANS can capture some
of these effects, but is only valid in simple flows with a clear scale separation of large
scale motions and turbulent motions. By definition, RANS and URANS cannot model
laminar flow regions in the domain. Although transition models exist, the reverse process
of laminarization is not possible to be modeled by RANS. This becomes crucial in turbulent
flows subjected to strong DC magnetic fields. On the other hand, LES is much more
expensive in terms of computational time. The idea to bridge both approaches like in SAS
can work depending on the problem formulation. Nevertheless, only structures situated in
regions in a highly disturbed flow are resolved. Weakly turbulent regions are therefore still
modeled by RANS or URANS.
The highest requirements to MHD-turbulence modeling are present if a strong DC magnetic
field is able to shape the turbulence over the entire wavenumber space. Albeit, different
reformulations and adjustments to conventional turbulence modeling exist, they lack of
thorough validation. In order to include main features of MHD turbulence, partial resolution
of the turbulent flow field like in SAS are ways to improve the predictions. Nevertheless,
the most accurate formulations come from the LES side with SGS-models incorporating
the structure of the MHD-turbulence. Following the suggestions of Knaepen and Moreau
(2008), the appropriate MHD-turbulence modeling approach can be deduced via a 𝐻𝑎-𝑅𝑒
diagram (see Fig. 2.7).
There is still an ongoing discussion in literature if high-𝑅𝑒, high-𝑁 violate the isotropy
assumption of the small scales. It can be expected that with higher 𝑁 the anisotropy of
the small scales is increasing and the SGS models based on Kolmogorov are more likely to
perform poor (Vorobev et al., 2005). Another important property of turbulence anisotropy
is emphasized in Vorobev et al. (2005): The Joule dissipation acts mainly on the velocity
gradients, while the common definition of anisotropy stems from the Reynolds stress tensor.
That is why the authors argue that the effects of a magnetic field are more directly visible
in terms of a velocity gradient anisotropy rather than on a velocity anisotropy.
With all this in mind, the current study picks three approaches: URANS, SAS and LES. The
background concept originates from the question: With respect to large-scale application,







Figure 2.7: Diagram of the recommodation of different RANS turbulence modeling approaches
for MHD flows with respect to the Reynolds number 𝑅𝑒 and the Hartmann number 𝐻𝑎
(Knaepen and Moreau, 2008).
can we get reasonable results by resolving the key features of MHD-turbulence only on the
largest scales? Therefore, the URANS follows a rather conventional path by using the SST
𝑘-𝜔 model. In addition the SAS is examined, whether it can resemble key features of the
turbulent MHD-flow. As a high accurate modeling approach an LES utilizing the 𝜎-model
for MHD-turbulence effects is also conducted.
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2.3 Modeling of Disperse Multiphase Flow
Inherently, not-avoidable multiphase events are seen in the NMI coming from the predecessor-
vessel, the tundish. They are mostly very small dispersed corund-particles. Of course, if the
tundish is operating perfectly, no NMI will reach the mold, but this is nothing to build on.
Hence, flow control is used in the tundish, e.g. by argon bubbles. As a result the flow tends
to follow the bubble trajectory resulting in an upward directed flow. Moreover, the bubbles
can capture NMI along their trajectory. As it can be seen, understanding multiphase
phenomena is particularly significant for the continuous casting process especially within
the mold cavity.
Dispersed phases are commonly modeled using the Lagrangian way, if the volume fraction is
below 10% (Multiphase Flows (SIAMUF) and Sommerfeld, 2008). Since the definition of
additional forces incorporates the shape of the bubble, a meso-scale definition is established
and the model is called Discrete Bubble Model (DBM) (see Fig. 2.8). The trajectories are







with 𝑚𝐵, 𝑢B and 𝐹𝑖 as the mass of the bubble, the velocity of the bubble and different
forces from the carrier phase that act on the bubble, respectively.
Forces








𝐶D (𝑢− 𝑢B) |𝑢− 𝑢B|. (2.92)
Usually, the differences come up with a formulation of the drag coefficient where many





For spherical bubbles the following relation is used in OpenFOAM®:
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(a) Micro-scale (DNS) (b) Meso-scale (DBM)
Figure 2.8: Different resolution levels in bubble flow modeling. Subfig. (a) resembles a high
resolved calculation method similar to the one used in Schwarz and Fröhlich (2013). Subfig.






; 𝑅𝑒B ≤ 1000
0.424; 𝑅𝑒B > 1000.
(2.94)
(2.95)
However, the relationships in the frame of bubbles are more complicated, since they change
their shape depending on the environmental conditions. In this case the drag is not only
depending on the bubble Reynolds number 𝑅𝑒𝐵 , but also on the Eötvös number 𝐸𝑜 (Clift,






In this work the drag closure for a single bubble of Dijkhuizen et al. (2010) is used. This
model can be seen as extension of the model of Mei, Klausner, and Lawrence (1994) for
spherical bubble drag coefficient 𝐶𝐷 (𝑅𝑒). The extension is made with respect to the
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bubble shape by means of 𝐶𝐷 (𝐸𝑜). The model equations read:
𝐶𝐷,𝐷𝑖𝑗 =
√︀
𝐶𝐷 (𝑅𝑒𝐵) + 𝐶𝐷 (𝐸𝑜) (2.97)













𝐸𝑜+ 9.5 . (2.99)
The drag coefficient is also influenced by braking forces from the magnetic field. This was
the focus of the study by Jin, Kumar, et al. (2016). Applied to the present model for a




1 + 1.5𝑁 + 7.06𝑁2
)︀
; if 0 ≤ 𝑁 < 0.245
1.8𝐶𝐷,𝐷𝑖𝑗 ; if 0.245 ≤ 𝑁 < 0.65.
(2.100)
(2.101)
In a subsequent work the authors of 𝐶𝐷,𝐷𝑖𝑗 extend their model further towards bubble
swarms (Roghair, Lau, et al., 2011). Later, they proposed an enhancement of their model
regarding a broader range of 0.13 ≤ 𝐸𝑜 < 4.9 (Roghair, Sint Annaland, and Kuipers,
2013). Consequently, in a steel-argon system it is valid for diameters ranging from
1.75 mm ≤ 𝑑𝐵 < 10.5 mm. This model is also incorporated here. The final drag closure
used here is then:





(1 − 𝛼𝑐)𝐶𝐷,𝐽𝑖𝑛. (2.102)
If particles or bubbles with different density than the carrier phase are considered, gravity
and buoyancy forces come into play. Both are handled together following:
𝐹B + 𝐹G =
(𝜚P − 𝜚)𝜋𝑑3P
6 𝑔. (2.103)
In cases of rather large bubble diameter the virtual mass force has its influence on the
bubble trajectory. It takes into account that an accelerating or decelerating body should
accelerate or decelerate of the surrounding fluid volume. It is usually assumed that this
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The dynamic lift force, which acts on bubbles in a shear flow can be described by
𝐹 lift = −𝐶lift𝜚 (𝑢− 𝑢B) × (∇ × 𝑢) . (2.106)
Here, 𝐶𝐿 denotes the lift coefficient, which is described by the Saffman-Mei model (Mei,
1992; Saffman, 1965).
If a particle with higher or lower conductivity than the carrier fluid comes to an electro-
magnetically permeated flow domain, an electromagnetic force is acting on the particle as











In turbulent flows, the velocity fluctuations also act on the bubble path which leads to







where 𝜉 denotes normally distributed random numbers and 𝑑 is a random vector which
accounts for the spatial randomness of turbulence.
CHAPTER 3
Numerical Model
3.1 Solution procedure within OpenFOAM®
Figure 3.1: Parameters in Finite Volume discretization (Greenshields, 2015a).
The Finite Volume Method (FVM) is widely used in Computational Fluid Dynamics (CFD).
It is used to discretize the partial differential equations in order to solve them algebraically.
FVM is known for its inherent conservation property (Moukalled, Mangani, and Darwish,
2015; Versteeg and Malalasekera, 2007). This owes to the evaluation of face fluxes over
the control volume. A control volume consists of the cell center, face centers and the
faces itself (see Fig. 3.1). Every quantity is stored in the cell centers, while the fluxes
are evaluated at the face centers. The method makes use of the Gauss theorem, which
translates volume integrals of a divergence term to surface integrals. The face flux entering
the control volume must be identical to that leaving the adjacent cell. Another property,
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Solve Navier-Stokes equations (2.28-2.29) in PISO loop
Solve Poisson equation (2.31) in the
 fluid domain and obtain ψ 
Solve Ohm's Law (2.30) in the fluid domain and obtain j 
Calculate the new Lorentz forces in the fluid domain f=j x B 
Solve Turbulence model equations
Initialize Lagrangian cloud
Solve Poisson equation (2.31) in the
 solid domain and obtain ψ 













Figure 3.2: Flowchart of the numerical method used in the solvers. The basis is the
EPotPisoFoam solver. Blue sections denote the EPotPisoDBMFoam additions. Orange sections
denote EPotPimpleMultiRegionFoam additions.
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which eases the solution of the flow problem by FVM, is the use of arbitrary unstructured
meshes. Even polyhedral cells meshes are possible. The details of the fundamentals of
FVM can be reviewed in the respective textbooks (e.g. Moukalled, Mangani, and Darwish,
2015; Versteeg and Malalasekera, 2007) and are not further explained here.
The solution of the discretized equations (2.14), (2.15) and (2.16) as well as the Lagrangian
equation of motion (2.91) is done by the CFD open-source library OpenFOAM® in version
2.3.x (Greenshields, 2015b; Jasak, Jemcov, Tukovic, et al., 2007). OpenFOAM® is an object-
oriented code written in C++, which makes it reasonably straightforward to implement
new models and fit them into the whole code structure. Furthermore, the code offers the
propagation of Lagrangian parcels, which use face-to-face tracking. Thus, no parcels get
lost, when they move between cells. Additionally, OpenFOAM® already offers multi-region
solvers, which can handle solution of an equation system in the solid domain together with
that of a liquid domain. Both are coupled through an interface boundary condition.




EPotPisoFoam is an incompressible, turbulent, magnetohydrodynamic solver for single-
phase flows under low 𝑅𝑒𝑚. Appendix B4 contains the code used hereafter. The single
coding steps are not shown separately. The magnetohydrodynamic part is conducted by
an one-way-coupling. The solver is based on the pisoFoam solver, which utilizes a PISO
algorithm for the implicit pressure velocity coupling. The additional fields are set within the
createFields.H file of the solver (see Listing 6.1). Since, OpenFOAM® uses a collocated
grid approach for storing pressure and velocity values, the fluxes are calculated using the
Rhie-Chow interpolation (Kärrholm, 2006; Rhie and Chow, 1983). For that purpose, an
additional kinetic-electric loop was arranged around the conventional pisoFoam solver
which evaluates equations (2.15) and (2.16) after determining velocity and pressure fields
(see Listing 6.3). It was found that this loop should be done twice to give a reasonable
coupling between the flow field and the electromagnetic fields (Ferroni, 2012). This can be
set via a parameter of subdictionary PotE within the fvSolutions file (see Listing 6.2).
In order to maintain conservation of the induced currents at strong magnetic fields, the
method proposed in Ni et al. (2007) was strictly adhered during the calculation and can
be found in the code (Listing 6.3).
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If the induced electric current in conducting walls has to be incorporated, the solver
EPotPimpleMultiRegionFoam is used (see Listing 6.4). Every region, either solid or fluid,
undergoes its own set of PIMPLE-loops. The fluid-loop in EPotPimpleMultiRegionFoam
then resembles the procedure of EPotPisoFoam, while the solid PIMPLE-loop deals with
the solution of the Laplace equation of the electric potential 𝜓 (see Listing 6.5):
∇2𝜓𝑠𝑜𝑙 = 0. (3.1)















with 𝜓𝑠𝑜𝑙 and 𝜓𝑙𝑖𝑞 denoting the potential of the cell centers next to the interface of the
respective solid or liquid domain and 𝛿𝑠𝑜𝑙 and 𝛿𝑙𝑖𝑞 as the respective distances between the
cell center and the interface boundary.
In the solver EPotPisoDBMFoam the Lagrangian Particle Tracking (LPT) library was added
to EPotPisoFoam as OpenFOAM’s basicKinematicCloud (see Listing 6.8) to account for
either particle or bubble flow, respectively. Two-way coupling between the bubble ensemble
and the flow field is realized by a source-term in the momentum equation as it can be seen
in Listing 6.8. The basic LPT library of OpenFOAM® and the deduced Discrete Bubble
Model (DBM) were already studied and validated in collaborative research projects and is
not further investigated here (Asad, Kratzsch, and Schwarze, 2016; Greifzu et al., 2016).
Moreover, the solver utilizes extended drag models of the bubbles for non-MHD and MHD
flows (compare with section 2.3). This can be seen in Listing 6.9 to 6.11.
The basic structure of the three solvers is sketched in Fig. 3.2. As it can be seen from the
flow chart, the DBM and the multi-region solvers just add additional functionality to the
basic-solver EPotPisoFoam.
3.2 Geometry and Mesh
The meshes were generated by the open-source meshing software cfMesh® (Juretić, 2015).
Therein, cartesianMesh utilizes an automated meshing algorithm for arbitrary meshes.
The cells are then hex-dominant with several polyhedral and tetrahedral cells originating
from the splitting operation near surfaces. The mesh resolution can be set arbitrarily.
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Thus, it allows compiling meshing concepts easily.
3.2.1 Mold geometries
miniLIMMCAST
The mini-LIMMCAST facility is a mock-up model of a simplified continuous casting mold
cavity which operates in batch mode (Timmel, Eckert, Gerbeth, et al., 2010). The design
is depicted in Fig. 3.3. An induction pump is conveying GaInSn, an eutectic alloy, which
is liquid at room temperature, to the top vessel or tundish, respectively. During that
procedure, the stopper closes the tundish. Once, the liquid reaches the maximum level
in the tundish, the stopper rod is lifted. By timing in- and outflow, the mold level rises
or falls. Once, a constant mold level can be observed, the measurement starts and data
is acquired until the mold level falls again since no liquid metal is present in the tundish
anymore.
The geometry resembles a rather thick slab mold with an aspect ratio of 𝑊/𝑇 = 4. Since,
the geometric framework of the construction of this facility was based on different mold
geometries which can be found in literature, the mini-LIMMCAST geometry can be seen
as an average mold geometry (Timmel, 2014). Despite the average aspect ratio, the
submergence depth ratio 𝑆𝐷/𝑇 = 2.31 is rather large. The bifurcated SEN is a bottom-
well type with a zero degree port angle. The ports have a rectangular base area with half
circles added at the top and at the bottom. At the bottom part, the mold cavity is slightly
tapered and two outlets can be found laterally on the left and right side. A schematic with
important dimensions is shown in Fig. 3.4 and Tab. 3.1. In a different setup, brass plates
were inserted in the mold cavity in order to study the influence of wall conductivity on the
MHD mold flow (Miao, Timmel, et al., 2012; Timmel, 2014).
The sampling lines and probes are depicted in Fig. 3.4. It is chosen in accordance with
the measurements, in which data was acquired along horizontal and vertical lines in the
mold and at several points in the mold cavity. Since there are a lot of measurement points,
only a few of them are chosen here for the comparison between experiment and simulation
results. They should represent the different regions with their certain oscillation dynamics.
Full scale mold
In Fig. 3.5 the geometry of the mold is sketched. There are three important areas typical
for a continuous casting mold: The submerged entry nozzle (SEN) with the key parameter
𝑆𝐷, the submergence depth; the upper strand region with the mold height 𝑀𝐻, where
the water-cooled copper mold initiates the solidification and the lower strand within the
so-called secondary cooling zone with a height of 𝑆𝐶𝑍 (see Tab. 3.1 for the specific values).








Figure 3.3: Left: Isometric view of the mini-LIMMCAST facility (Timmel, Eckert, Gerbeth,
et al., 2010). Right: Mold geometry in the numerical model.
The geometry of the full-scale mold is close to that of the study by Singh, Thomas, and
Vanka (2014). Only, the aspect ratio 𝑊/𝑇 is slightly higher. In order to include the taper
resulting from core shrinkage due to solidification a steady approximation of the solidifying
shell is applied in the present study. This requires no iterations to improve the profile. The








where 𝑡 is the time taken by the shell to travel along the strand direction beginning at the
meniscus with the casting speed 𝑢𝑐. The constant 𝑎 = 2.75 mm/
√
s was chosen for the
constant approximation of the wall profile (Iwasaki and Thomas, 2012) in the mold region
(𝑀𝐻 = 1000 mm, see Fig. 3.5). Beneath the mold cavity, the secondary cooling zone with
a length of 𝑆𝐶𝑍 = 4000 mm follows, which has an increased constant of 𝑎 = 3.5 mm/
√
s













P1 (0.025 0 0.019)
P2 (0.0455 0 0.019)
P3 (0.04 0 0.02)
P4 (0.0085 0 0.019)
P5 (0.062 0 0.06)
Lines
1O (0.02 0 -0.081) (0.02 0 0.21)
2O (0.045 0 -0.081) (0.045 0 0.21)
3O (0.062 0 -0.081) (0.062 0 0.21)
4O (0.07 0 0.019) (0.07 0 0.019)
Figure 3.4: Overview of the geometry and sampling in the mini-LIMMCAST facility. Left:
Schematic of midplane of one half of the mini-LIMMCAST mold. Sampling lines or UDV
sensor positions respectively are indicated by the dashed lines with green shades. Sampling
points for selected UDV data or Potential probe data are indicated as dots with the red label
for the point indicator. Right: Geometric data of the sampling points and lines.
(Javurek, 2006).
The mold is of higher aspect ratio (𝑊/𝑇 = 7.5) and lower submergence depth ratio
(𝑆𝐷/𝑇 = 1) compared to the mini-LIMMCAST facility (see Tab. 3.1). Therefore, the jet
flow should possess oscillations even without an EMBr. Moreover, the surface velocities
should be comparatively higher than in the mini-LIMMCAST facility.
The bifurcated SEN geometry with 25∘ slanted ports with a mountain-bottom end is exactly
the same as in Singh, Thomas, and Vanka (2014). This type of nozzle also represents a
state of a bottom-well type SEN after certain clogging (Javurek, 2006). Fig. 3.5 shows
important measures of the full-scale mold geometry.
The sampling probes and lines were chosen in order to represent respective flow features in
the mold. Hence, vertical lines are chosen, since they give an imprint of the overall flow
beginning at the top-surface and ranging down to the AMI (Arbitrary Mesh Interface) at
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the end of the mold section, where the mesh of the mold and the lower strand interfaces.
Furthermore, data was acquired close to the narrow mold walls in order to identify near
wall flow fluctuation. Point probes are located in the jet flow and close to the top surface




















Points x y z
P1L -0.375 0 0
P1R 0.375 0 0
P2 0 0 0.21
P3L -0.0775 0 0.26
P3R 0.0775 0 0.26
P4L -0.3 0 0.375
P4R 0.3 0 0.375
Lines Start (x y z) End (x y z)
L1 0.375 0 0 0.375 0 5.0
L1* -0.375 0 0 -0.375 0 5.0
L2 0.74 0 0 0.72125 0 1.5
L2* -0.74 0 0 -0.72125 0 1.5
L3 -0.75 0 0 0.75 0 1.5







Figure 3.5: Overview of the geometry and sampling in the full-scale mold. Left: Midplane
with geometric parameters, sampling lines and probes. Bottom right: Top-surface of the full-
scale mold with sampling lines. Top right: Geometry of the SEN. Middle right: Coordinates of
the sampling probes and lines.
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Table 3.1: Geometric parameters and process parameters of the different mold geometries.
miniLIMMCAST Full scale mold
𝑊 [𝑚] 0.14 1.5
𝑇 [𝑚] 0.035 0.2
𝑆𝐷[𝑚] 0.081 0.2
𝑊/𝑇 [−] 4 7.5





The resolution of turbulent structures in SAS and LES is strongly dependent on the grid
spacing (Menter, 2012). Hence, in the mini-LIMMCAST mesh, it was decided to follow a
refinement strategy, which is depicted in Fig. 3.6. This yields two different meshes for the
SAS (see Fig. 3.6).
Coarse mesh regions are represented by lower levels, while higher levels indicate a finer
mesh (see Tab. 3.2). The coarse grid is denoted by the letter A. The mesh B has an
increased mesh resolution in the jet region, whereas the surrounding regions are left as
before in mesh A. Moreover, mesh B2 possessing level 1 refinement everywhere in the mesh,
and level 2 refinement inside the SEN was created. This mesh was used for the LES cases
only. The refinement in the SEN originates from the need of turbulent inflow applications.
It was avoided to cut recirculation regions with refinement interfaces, because LES are
more sensitive to abruptly changing mesh resolutions, especially in recirculation regions.
In addition two multi region meshes were created based on the base-mesh B and B2. Each
wide face was extruded to a new region 5 mm along the surface normal direction. The
plates are resolved by 10 cells. Each wide face plate contains then additional 400000 cells
in case of mesh B2 and 100000 cells in case of mesh B.
The full scale mold mesh has a constant mesh resolution level in the mold part, while
the cell size is reduced gradually along the strand length in the SCZ (see Fig. 3.6). For
that purpose, two meshes were stitched together with an AMI boundary. This boundary
condition interpolates the fluxes between the meshes of different resolution. The full scale
mold also uses a coarse mesh for URANS, while a finer mesh was generated for the LES.
All meshes resolve the boundary layer (𝑦+ ≤ 1) at important regions in the mesh, e.g. inner
SEN wall and upper mold wall. As outlined in chapter 2, Hartmann layers can become
very small in regions of the magnetic field action. An estimation of the Hartmann layer

















Level 1 Level 2Level 0
Full scale mini-LIMMCAST
Figure 3.6: Sketch of the refinement strategy of the different mold geometries.
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thickness in the mini-LIMMCAST mold cavity gives 𝛿𝐻𝑎 = 𝐻𝑎−1𝑇 ≈ 85 µm (compare
with Tab. 3.4). However, 𝑦+ ≤ 1 consequently means that the wall nearest cell center
distance is in the range of 350 µm for the URANS and SAS meshes. Only the LES meshes
come close with 100 µm. Owing to the rather complex nozzle geometry, decreasing that
value any further would result in strong mesh deterioration. Earlier URANS studies by
Miao, Timmel, et al. (2012) which also only resolve down to the criteria 𝑦+ ≤ 1, have
shown good accordance with the experiments.
Table 3.2: Cell amounts and resolution of the mini-LIMMCAST meshes. △ denotes the cell
mean size calculated by 3
√︀
𝑉𝑐𝑒𝑙𝑙 for the different refinement levels.
Mesh A B B2
cell amount 720k 1.3M 4M
△𝐴 △𝐵 △𝐵2
Level 0 1.5 mm 1.5 mm -
Level 1 - 0.75 mm 0.75 mm
Level 2 - - 0.375 mm
3.3 Preconsiderations and numerical setup
3.3.1 EMBr arrangements
The conducted measurements used a single ruler setup in almost any case. Since jet
oscillations are intended, the ruler position covers the SEN ports. The experiments studied
mainly the influence of conducting walls and magnetic field strength on mold flow in this
setup. This magnetic field distribution was measured by magnetic probes and was kindly
provided for interpolation towards the meshes of the CFD simulations. The center point
between the pole shoes serves as magnetic field strength indicator. It coincides with the
minimum of 𝐵𝑥 along 𝑦 with a value of 𝐵0 = 0.31 T. The distribution is given in Fig.
3.7(a).
In order to study the influence of different EMBr systems in the full-scale mold, the
magnetic field distribution of a permanent magnet system was used. This system is used
at the HZDR and its distribution was kindly provided (Willers, 2016). Only the magnetic
field distribution perpendicular to the midplane was used for that purpose. The magnetic
field distribution of the Level-EMBr and FCM configuration can be found in Fig. 3.7(b).
3.3.2 Flow characterization and material properties
There are two different fluids used here: GaInSn for the mini-LIMMCAST facility and
liquid steel (see Tab. 3.3). Besides the geometric conditions, the fluid properties contribute
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Pole to pole (y-axis)
Vertical (z-axis)
(a) mini-LIMMCAST
















Pole to pole (y-axis)
Vertical (Level EMBr, z-axis)
Vertical (FCM, z-axis)
(b) Full-Scale
Figure 3.7: Distribution of the 𝑦-component of the magnetic field in the three dimensions or
the different mold geometries.
most to the dimensionless set of numbers and therefore to the expected flow behavior.
The flow in the mold can be characterized by a set of dimensionless numbers introduced in
section 2.1.3. Tab. 3.4 shows these numbers for different regions of the mold. First, the
SEN represents the beginning section of the mold flow. A single ruler arrangement like
the one in the mini-LIMMCAST mold can leave a MHD imprint to the nozzle flow in its
bifurcation region connected with high 𝐻𝑎 numbers but also high 𝑅𝑒 numbers. The SEN
flow in both geometries can be seen as turbulent MHD flow with a strong 3D structure if
compared with Fig. 2.7,. A direct influence by a magnetic field in the upper SEN flow
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Table 3.3: Material properties of the GaInSn alloy and steel.
miniLIMMCAST (GaInSn-Brass wall) Full-scale (Steel)
Material property Symbol Unit
Liquidus temperature 𝜃𝐿 °𝐶 10.5 1517
Solidus temperature 𝜃𝑆 °𝐶 1456
Density 𝜚 𝑘𝑔
𝑚3 6360 7200
Kinematic viscosity 𝜈 10−6 𝑚2𝑠 0.30 0.86
Electrical conductivity 𝜎𝑒𝑙,𝑙𝑖𝑞 106 𝐴𝑉𝑚 3.1 0.71
Electrical conductivity 𝜎𝑒𝑙,𝑠𝑜𝑙 106 𝐴𝑉𝑚 15 (brass) 0.787
Specific heat capacity 𝑐𝑝 𝐽𝑘𝑔𝐾 365.81 670
Thermal conductivity 𝜆 𝑊𝑚𝐾 16.5 46.5
Surface tension 𝜎𝑆 𝑁𝑚 0.53 1.6
only happens in case of a double ruler EMBr setup. However, the magnetic field of the
upper ruler is lower and the 𝑅𝑒 number is very high which leads to an even stronger 3D
character.
Another important region is the jet flow. The jet can be divided into the near nozzle jet
(Jet1 in Tab. 3.4) and the far field jet which penetrates deeper in the mold cavity and
eventually impinges at the narrow faces (Jet2 in Tab. 3.4). Both can be distinguished by
the characteristic length. Jet1 uses the equivalent nozzle diameter, while Jet2 uses the
mold thickness 𝑇 . The dimensionless numbers are showing a moderate turbulent jet flow.
A classification in the 𝐻𝑎-𝑅𝑒 diagram in Fig. 2.7 concludes that the near nozzle jet as well
as the far field exhibit a strong 2D character in the case of the mini-LIMMCAST facility.
The jet flow of the full scale mold exceeds the 𝑅𝑒/𝐻𝑎 = 300 level, which implies a stronger
3D character.
Both geometries possess a strong 2D character in the lower mold flow in case of a homoge-
neous magnetic field. However, since the ruler only acts on the jet flow or slightly below the
jets, in case of the double ruler setup, the 3D character still preserves. The dimensionless
numbers just indicate that the lower mold flow strongly reacts to strong magnetic fields.
Table 3.4: Dimensionless numbers in respective regions of the mold cavity
miniLIMMCAST Full scale mold
SEN Jet1 Jet2 Mold SEN Jet1 Jet2 Mold
𝑅𝑒 41150 17637 61278 2314 175000 115384 307692 6410
𝑁 0.33 0.769 2.693 71.8 0.34 0.592 1.579 75.8
𝐻𝑎 116.6 116.45 406.23 407.6 243.93 261.35 697.03 697.05
𝑅𝑒/𝐻𝑎 353 151 5.6 717 441 9.2
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3.3.3 Boundary conditions
Table 3.5: Boundary condition setup of the cases of the miniLIMMCAST geometry.
Case 1: URANS
turbulenceModel kOmegaSST
Patch inlet outlets walls
𝑢 fixedValue zeroGradient fixedValue
𝑝 zeroGradient fixedValue zeroGradient
𝑘 turbulentIntensityKEInlet* zeroGradient fixedValue
𝜔 fixedValue zeroGradient omegaWallFunction
𝜈 calculated calculated nutUSpaldingWallFunction
Case 2: SAS
turbulenceModel kOmegaSSTSAS
Patch inlet outlets walls
𝑢 turbulentInlet zeroGradient fixedValue
𝑝 zeroGradient fixedValue zeroGradient
𝑘 zeroGradient zeroGradient fixedValue
𝜔 zeroGradient zeroGradient omegaWallFunction
𝜈𝑆𝑔𝑠 calculated calculated calculated
Case 3: LES
turbulenceModel SigmaModel
Patch inlet outlets walls
𝑢 turbulentInlet zeroGradient fixedValue
𝑝 zeroGradient fixedValue zeroGradient
𝑘 zeroGradient zeroGradient fixedValue
𝜔 zeroGradient zeroGradient omegaWallFunction
𝜈𝑆𝑔𝑠 calculated calculated calculated
The boundaries in CFD simulations become very important especially, if a partially resolved
turbulent flow is considered. Since various setups were investigated during this work an
overview of the OpenFOAM® boundary types is given in Tab. 3.5 and Tab. 3.6.
The velocity at the walls is zero everywhere in the mini-LIMMCAST mesh. However, since
the full-scale mold mimics a moving solidified shell, the wall velocity at the mold faces has
been set to the casting velocity.
The inlet of the flow is of special importance in many turbulent flow configurations, since
the turbulent fields are delivered by the inlet and get then affected by the flow and the
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walls. In cases were it is not possible to include the entire flow domain of the test facility,
estimations have to be made to introduce a amount of turbulence at the inlet which is
close to the experiments. Here the cut is done at different length of the SEN depending on
the mold geometry.
In the mini-LIMMCAST the mesh includes a large part of the SEN. This is sufficiently
long to build up a turbulent velocity profile. Consequently, in URANS simulation, the inlet
condition for the velocity is assumed as a fixed velocity.
Regarding the inlet turbulence one has to know, that it is of subordinate importance since
the flow gets main turbulence not inside the SEN itself. The turbulence is rather produced
at the bottom-well or mountain-bottom of the SEN. Subsequently, the turbulent structure
gets strongly affected by the SEN ports. As a consequence, a fixed value with random
white noise fluctuations of 10% of the inlet velocity is set at the inlet of the LES simulation.
In the full-scale mold, the SEN duct part is a bit shorter. Therefore, a recycling boundary
condition, which projects the values of an offset plane back to the inlet, is used for the
velocity and the turbulent quantities in case of the LES. This ensures, that the turbulence
starts to build up naturally rather than introducing it synthetically by inflow boundary
conditions.
The outflow in all the simulations was set to zero gradient for the velocity field. This
becomes problematic in case of LES. Therefore, a modified arrangement of the grid at the
outlets was chosen in order to prevent unphysical effects, e.g. strong backflow.
3.3.4 Multiphase pre-considerations
The argon flow rate ratio was chosen to be 8% of the flow rate of steel. This is in accordance
with values found in literature, e.g. in Liu, Qi, Li, and Cheung (2016). Polydisperse bubbles
are introduced randomly with respect to their position and size at the inlet patch. The
bubble size is distributed with the experimentally obtained distribution for a argon flow
rate ratio of 0.25% in Timmel, Shevchenko, et al., 2015 (see argon flow rate of 0.34 cm3/s in
Fig. 3.8). Although the flow rate is very low, the bubble formation is strongly depending on
the liquid system. Thus, a bubble size distribution 𝜒 (𝑑𝐵) from a liquid metal experiment
is more favorable. The size distribution of the bubbles is introduced in OpenFOAM® by a
generalDistribution.
Every parcel is supplied with one particle and a fixed amount of parcels is chosen. The
amount of parcels inserted per second is:
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Table 3.6: Boundary condition setup of the cases of the full-scale mold geometry.
Case 1: LES
turbulenceModel SimgaModel
Patch inlet outlets walls meshInterface
𝑢 mapped zeroGradient fixedValue cyclicAMI
𝑝 mapped fixedValue zeroGradient cyclicAMI
𝑘 mapped zeroGradient fixedValue cyclicAMI
𝜔 mapped zeroGradient omegaWallFunction cyclicAMI
𝜈𝑆𝑔𝑠 mapped calculated calculated cyclicAMI
Case 2: multiphase URANS
turbulenceModel kOmegaSST
Patch inlet outlets walls
𝑢 fixedValue zeroGradient fixedValue
𝑝 zeroGradient fixedValue zeroGradient
𝑘 zeroGradient zeroGradient fixedValue
𝜔 zeroGradient zeroGradient omegaWallFunction
𝜈𝑆𝑔𝑠 calculated calculated calculated
𝑁𝑃 =
𝑄𝐴𝑟∑︀
𝑖 𝜒 (𝑑𝐵) 16𝜋𝑑𝐵 (𝜒)
3 . (3.4)
It was found by Jin, Thomas, and Ruan (2016), that with a simple stick condition of
the bubbles at the solid wall, too many bubbles would be removed from the flow domain
(about 13%). Their sophisticated wall interaction model based on the mushy morphology
gives only 3% bubble removal. Therefore, this discrepancy was realized by a modified
stick condition. If a simple stick condition which captures every bubble would realize in
13% bubble removal. So, this condition was modified in a way that a bubble only sticks
with a 23% chance. The result is expected to give a equivalent removal of 3% of the
bubbles similar to that of the complicated wall model. It is rather crude approach, but
implementing the complicated wall interaction model is beyond the scope of this work.
3.3.5 Initialization, discretization and runtime settings
Startup effects should have settled out in the flow fields. Therefore, all scale resolving
simulations (SRS) were running for 20 s on a coarse mesh using the 𝑘-𝜔 SST SAS turbulence
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Figure 3.8: Bubble size distribution in the X-LIMMCAST experiment (Timmel, Shevchenko,
et al., 2015).
model. In case of the URANS, a steady-state simulation with relative residuals of 0.001
were used. The MHD cases needed another 13 s of flow time before data was recorded.
The multiphase cases follow a similar procedure. The details are depicted in a sketch in
Fig. 3.9.
It is known by the respective literature, that the inherent mold flow oscillation time scale
based on either the submergence depth or the replacement rate in this mold configuration
in pure hydrodynamic flow, is in the range of 8 s ≤ 𝑇𝑜𝑠𝑐 ≤ 13 s (Honeyands and Herbertson,
1994; Honeyands and Herbertson, 1995). As a result, even with the characteristic time
scale of the mold flow T only a few oscillations can be captured. The interpretation of
mean values and the comparison with experiments should be assessed with respect to that
fact. Especially, the experiments of the mini-LIMMCAST facility assess steady state flow
after 30 s. The data acquisition in the experiment has been conducted for 20 s, which can
also capture only a few oscillations.
The spatial and temporal discretization was conducted by second order discretization. A










Figure 3.9: Startup handling in each simulation. The transparent bars indicate the startup
simulation. The arrow on the first bar indicates the RANS result inputs in the case of a HD
simulation.
second order linear upwind discretization was used for the convective terms in the URANS
cases. This will not damp resolved oscillations by numerical diffusion like a first order
scheme would do. In cases where less numerical diffusion is beneficial (SAS and LES cases),
a so-called Linear-Upwind Stabilised Transport (LUST) scheme is used. It blends 75% of a
linear discretization and 25% of a linear upwind scheme (Greenshields, 2015b). This was
reported to be the compromise scheme for LES in complex unstructured meshes, since
strictly linear schemes lead to instability and numerical oscillations in that case. The
temporal discretization was realized by a second order implicit backward scheme.
For every variable, the generalized geometric-algebraic multi-grid (GAMG) solver with a
Gauss-Seidel smoother was used. The absolute tolerance to assess convergence was set to
10−8 for the velocity, 10−6 for the pressure and 10−5 for the electric potential. Since, there




Three different canonical setups, laminar and turbulent MHD channel flow and MHD
lid-driven cavity, have been selected for the validation of the MHD flow solver. They
represent some key features of the mold flow, see Fig. 3.10.
MHD lid-driven cavity
MHD channel cavity
Figure 3.10: Sketch of the possible flow types in the mold.
3.4.1 Laminar MHD channel flow
If the flow is laminar and the magnetic fields are rather weak, laminar channel flows can be
properly used for code validation of the electromagnetic loop. The walls in MHD channel
flows are crucial. Their conductivity determines the Lorentz force distribution and therefore
the flow features remarkably. There, conducting walls usually get the term Hartmann
walls, while insulating walls are named Shercliff walls in remeniscence of the MHD research
by Julius Hartmann and J. A. Shercliff. If all the walls are insulating, the flow is called
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Shercliff flow. If the horizontal pair of walls are perfectly conducting and the vertical pair
of walls are insulating, the flow is called Hunt-flow. The case where all walls are perfectly
conducting is called Hartmann flow (Müller and Bühler, 2013).
Here, the flow with insulating walls is investigated. Since the induced current loops have to
close inside the liquid domain, the near wall layers are significant. The higher the magnetic
field intensity, the more are the current loops pushed to the walls. Thin wall layers are
created; the Hartmann layers at the Hartmann walls, which scale with ∼ 𝐻𝑎−1 and the
Shercliff layers at the Shercliff walls, which scale with ∼ 𝐻𝑎−0.5. The Lorentz force is at a
maximum in the core of the flow and the closing path at the upper wall creates accelerating
Lorentz forces, which eventually deform the velocity profile towards a block profile. As a
result the gradients are increased considerably.
Fig. 3.11 shows the velocity profile between the Hartmann walls and the Shercliff walls.
The numerical results are compared with the analytical solution by Shercliff (1953). Both
are in perfect agreement, which affirms the functionality of the solver for MHD.
3.4.2 3D MHD lid-driven cavity
Another validation case investigates the rotational flow in a 3D cavity with a moving
lid immersed in a homogeneous magnetic field. The flow setup is shown in Fig. 3.12(a).
The action of the magnetic field will decelerate the 𝑦-component of the velocity and as a
consequence of the rotation motion influences the velocity profile along the sampling line
depicted in Fig. 3.12(a).
In 2003, Shatrov, Mutschke, and Gerbeth (2003) have done a 2D stability analysis of the
flow regarding Reynolds number 𝑅𝑒 and magnetic interaction parameter 𝑁 . A numerical
study by Jin, Vanka, and Thomas (2015) affirms the theory of Shatrov, Mutschke, and
Gerbeth (2003) and shows that increasing the Reynolds number above a few thousands,
the flow can build up some three dimensional instabilities. Thus, the Reynolds number
indicates a transitional flow. However, the strong magnetic field (𝑁 = 5) is able to push
the flow back towards a laminar behavior.
Since CFD simulation of transitional flow and relaminarization cannot be discribed by
RANS models, the LES with the Sigma model was used here to show this behavior. As in
Jin, Vanka, and Thomas (2015) a three-dimensional cavity was generated by giving the
cavity an aspect ratio of 8 in order to guarantee independence of the 𝑧-coordinate.
Fig. 3.12(b) shows the results of the velocity profile. Like in the previous validation
case, the data matches perfectly with the results from the literature. This affirms the
functionality of the solver in 3D cases and transitional to laminar flow as a consequence of




Figure 3.11: Results of the Shercliff channel (Kratzsch and Schwarze, 2014). Normalized
velocity profile along the upper and lower walls called Hartmann walls (see Ha-Ha in (a)) and
the left and right walls called Shercliff walls (see Sh-Sh in (b))




































Shatrov et al. (2003)
LES-σ
(b)
Figure 3.12: (a):Sketch of the flow setup. (b): 𝑧-component of the velocity along 𝑦-coordinate.





Figure 3.13: Sketch of the setup of the mhd channel experiments with inhomogeneous
magnetic field following Andreev, Kolesnikov, and Thess (2007). The green lines indicate the
sampling lines for the results.
In the field of MHD turbulence, there are only few cases suited for validation purposes.
Most of them assume homogeneous magnetic fields, which give a clearer view of the
turbulence for sake of theroetical deductions. However, for practical setups like the EMBr
an inhomogeneous magnetic field is used. The studies focusing on this in particular are
scarce.
The previous validation cases did not clearly take into account effects of MHD flow in
inhomogeneous magnetic fields as well as clearly turbulent flow in conjunction with magnetic
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(a) 𝑥/𝐻 = 3, 𝑧/𝐻 = 0






















(b) 𝑥/𝐻 = 6, 𝑧/𝐻 = 0
Figure 3.14: Profile of the axial velocity ?̄?𝑥 and the axial velocity fluctuations 𝑢′𝑥 of the LES
and the measurements of Andreev, Kolesnikov, and Thess (2007) along the spanwise direction
of the channel close to the magnet (a) and further downstream (b). 𝑅𝑒 = 4000
field interaction. Fortunately, Andreev, Kolesnikov, and Thess (2007) investigated the
channel flow in an inhomogeneous magnetic field in a rectangular channel of channel
height 𝐻 = 0.02 m of aspect ratio 𝐻/𝑊 = 5. The magnetic field is produced by two
permanent magnets situated at the wide faces of the channel. They are connected via a
steel yoke. Within a former validation study, Vogl et al. (2013) calculated the magnetic
field distribution via ANSYS EMAG. For this study the distribution was kindly provided.
Also DNS investigations have been done from the CFD side with good agreement (see
Votyakov and Zienicke, 2007).
Fig. 3.14 shows the results for the LES in comparison with the experiments by Andreev,
Kolesnikov, and Thess (2007) for two distances behind the magnet. The mean velocity
in streamwise direction is in good accordance with the experiments showing a M-profile.
Since the Lorentz forces brake the core flow, the near wall flow is accelerated because of
continuity. The near wall regions have strong decreasing Lorentz forces since the induced
eddy currents close near the wall. Therefore wall jets are created, which produce turbulent
fluctuations. All the fluctuations coming from the center of the channel are attenuated by
the magnetic field. Thus, a M-profile can be found in the fluctuations as well. There is a
shift in the results for the fluctuating components. However, the simulations did not make
use of inlet turbulence generation. Therefore the incoming turbulence is too weak and as
a consequence, the fluctuations are underpredicted by the simulations. Nevertheless, the
numerical model has shown its feasability. Later studies should emphasize on the inlet






For the mini-LIMMCAST mold geometry three different CFD setups are studied: a pure hy-
drodynamic case without any action of magnetic fields by using the OpenFOAM® standard
solver pisoFoam and two different MHD setups. The two setups share the same static mag-
netic field distribution 𝐵0 whereas one possesses insulating walls (𝑐𝑤 = 0) by utilizing the
solver EPotPisoFoam and the other one mimics a solidified shell conductivity. According to
the experimental setup of Timmel, Eckert, Gerbeth, et al. (2010), conductive wide faces are
introduced in the mold cavity with a finite thickness, which yields a wall conductance ratio
of 𝑐𝑤 = 0.133. In order to solve the numerical problem the conductive walls are resolved
by a multi-region mesh approach by using the solver EPotPimpleMultiRegionFoam.
4.1.2 Single ruler EMBr influence on mean and transient flow
The mini-LIMMCAST facility serves as a further final validation step before assessing the
flow in full-scale. The different turbulence modeling approaches are evaluated regarding
their performance in rendering previous experimental findings by Timmel (2014). An
overview of the flow in the midplane is given by the contour plot of the velocity magnitude
in Fig. 4.1. The three studied methods give an uniform picture of the flow. Without
applying a magnetic field, a bold jet with strong spreading is resolved in every method. The
upper rolls are of very low velocity. This is a result of the deep SEN submergence. More
volume has to be accelerated by the jet momentum and as a consequence low velocities
can be observed. The two lower rolls can be recognized fairly well because of the strong
upward directed velocity in between the rolls. The turbulence modeling approaches exhibit
only small differences in the contour plots. However, some of them are worth notable. The
URANS gives the strongest jet spreading and also the highest jet angle, whereas the results
of the scale-resolving simulation (SRS) namely the LES and the SAS give lower jet angles.
However, the SAS gives higher velocity above the jets, which allows recognition of the large
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scale swirling motion in the contour plot.
A completely different flow is given by the MHD results for insulating walls (𝑐𝑤 = 0).
Except the SAS results, strong asymmetry between the left and the right side of the mold
dominates the view. Especially, the upper rolls are in inbalance. As a consequence, the
lower part is uneven as well. Obviously there is a strong time-dependent behavior active,
which could be evaluated by time-resolved results which are later discussed in this section.
The MHD case with conducting mold wide faces (𝑐𝑤 = 0.133) shows similar results between
the different methods. Again, the jet angle of the URANS results is higher compared to
the other turbulence modeling approaches. The LES shows the highest velocities in the
upper part of the mold while the lowest velocities can be found in the SAS case. All in
all, it can be seen that conducting walls decelerate the flow in the surroundings of the jet
and decrease the jet angles in comparison to the case with insulating walls and without a
magnetic field applied.
In order to get a validation with the measurement data, the vertical velocity ?̄?𝑧 along a
vertical line, which starts at the free surface of the mold and ends at the bottom of the
mold cavity (Line 1O in Fig. 3.4), is depicted in Fig. 4.2, Fig. 4.3 and Fig. 4.4. This reflects
the upward and downward motion throughout the mold. If there is no magentic field
pervading the fluid, the results are very similar. From top to bottom, the velocity profiles
cross the upper roll with slight downward flow, the submerged jet with its two shear layers,
the velocity peak in the jet centre and finally the lower roll with more pronounced upward
flow. Especially in the upper and lower roll, the numerical and experimental data agree
very well. The jet gives a distinct peak in the profile where the simulations have slight
deviation towards lower jet angles. However, at the moment, it cannot be clarified whether
these minor differences appear due to the turbulence models or due to the numerical grids.
Moreover, the discontinuous flow conditions in the experiments are difficult to capture in
the CFD where fully developed flow is defined. Below the jets the profile gives negative
velocities, which indicate an upward directed flow. This is because of the lower recirculation
rolls, which create a channel of motion transporting fluid from the bottom of the cavity
towards the jets. The LES results are very close to the experimental results, while a slight
discrepancy can be found in the URANS and SAS cases. In all numerical simulations, very
symmetric mean velocity fields are observed, which exhibit mirrored velocity profiles of the
left and the right side of the SEN.
For the MHD case with insulating walls, a reasonable agreement between the numerical
and experimental data is found as well (see Fig. 4.3). All velocity profiles cross the upper
roll, the jet and the lower roll. The effect of the magnetic field on the MHD flow is also
obvious in each numerical and the experimental profile: The downward flow of the upper
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LES
HD MHD, 𝑐𝑤 = 0 MHD, 𝑐𝑤 = 0.133
URANS
SAS
Figure 4.1: Contourplot of the time-averaged velocity magnitude in the midplane: Top,
middle and bottom show the results of LES, URANS and SAS, respectively. Left, middle and
right show the results for the HD, MHD (𝑐𝑤 = 0) and MHD (𝑐𝑤 = 0.133), respectively. Dotted
lines denote the pole shoe position of the Level EMBr.



























Figure 4.2: Profiles of the time-averaged vertical velocity ?̄?𝑧 in the midplane at 𝑥 = 20𝑚𝑚




























Figure 4.3: Profiles of the time-averaged vertical velocity ?̄?𝑧 in the midplane at 𝑥 = 20 mm





























Figure 4.4: Profiles of the time-averaged vertical velocity ?̄?𝑧 in the midplane at 𝑥 = 20𝑚𝑚
(Line 1O in Fig.3.4) for 𝐵0 = 0.31𝑇 conducting wall. UDV data by Timmel (2014) is filled with
the standard deviation.
roll is more pronounced, and the lower rolls split into an upward flow and a downward flow
region. This is because of the increased velocity in the upper mold region due to a lower
jet angle. Additionally, none of the turbulence models or grid posesses a symmetric mean
velocity field (see the comparison of left hand side and right hand side profiles). Only the
SAS results look fairly symmetric in the upper part. The velocity profile in deeper mold
regions identify again asymmetric flow. An asymmetry is also present in the results of
the UDV measurements. It must be noted that the differences in the velocity amplitudes
between all numerical simulations and the measurements in the MHD case are significantly
larger than in the HD case. In the measurements, the vertical velocity ?̄?𝑧 above the jet
reaches values higher than 0.2 m s−1 on the left side, while the right side only reaches values
of 0.1 m s−1. The only simulation resembling the same amount of inbalance is the LES.
However, the lower mold velocities show strong deviation from the measurements. This is
a result of the simplified outlet geometry in LES. The jet angle is again shifted in every
simulation
In the MHD case with conducting walls, all the simulations give very similar results (see
Fig. 4.4). This indicates a steady flow where also the modeling works quite well. Only the
LES gives higher velocities in the upper part of the mold. These differences are addressed
later in the discussion of this section. Regarding the flow features, the upper circulation
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is slowed down strongly. In this case the typical MHD jet behavior discussed in section
2.1.4 can be found undisturbed in contrast to the case with insulating mold walls. The
redistribution of momentum builds up reverse flow regions above and below the smaller
axis of the elliptical jet core. The reverse flow is captured best by the LES with the same
peaks in negative velocity above and below the jet shear layers. Right after the lower jet
MHD reverse flow, the velocity goes to zero. The lower recirculation is entirely turned off.
Previous work on the measurements in the mini-LIMMCAST facility report several domi-
nant frequencies in the transient flow. First, the jet shear layer detaches from the SEN
and generates the typical frequency of a Kelvin-Helmholtz instability which triggers the
turbulence production in the jet shear layers. Timmel (2014) estimates the frequency by
means of an assumption of a round jet, which gives a Strouhal number of 0.3 (Crow and
Champagne, 1971; Gutmark and Ho, 1983). With this in mind, a frequency of 21 Hz for




This frequency is dominant in the early jet flow and then gets mitigated by more dominant
frequencies of the surrounding flow. Since the measurements only ensure reliable results up
to 10 Hz, only the simulations can reveal this predicted frequency. For this task, a point
probe close to the SEN port is used (Probe P4 seen in Fig. 3.4). Fig. 4.5(b) shows the
FFT transformed instantaneuous velocity signal of the vertical velocity ?̄?𝑧. Interestingly,
no dominant frequency can be found in the pure hydrodynamic case. On the contrary,
both MHD cases show dominant frequency of 𝑓 = 39 Hz for insulating walls and 𝑓 = 60 Hz
for conducting walls. This behaviour can be explained by the attenuation of turbulence
in the well bottom of the SEN. In the hydrodynamic case, an intense stagnation region
is active with high turbulent kinetic energy (see Fig. 4.6). This superposes many other
frequencies to the detachment frequency at the SEN port.
In contrast to that, the magnetic field, which covers the SEN bottom region, reduces
turbulence, and consequently acts as a filter. The dominant frequency is higher than the
predicted one of 21 Hz. The reason is manifold. Firstly, the jet is getting a more elliptical
cross section through the MHD action (see section 2.1.4). This will modulate the shear
layer instability mechanism. Elliptical ring vortices are less stable than perfect round
torus-like ring vortices from a round nozzle exit. For instance, the entrainment surface of
an elliptical jet is much higher and the vortex stretching effect is strongly different from
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Figure 4.5: (a) Spectrum of the horizontal velocity ?̄?𝑥 near the jet in the mid of the right
mold half (Point P3) for the MHD case with 𝑐𝑤 = 0 from the LES and the potential probe
measurement. (b) Spectrum of the vertical velocity ?̄?𝑧 at the lower edge of the SEN port
(Point P4) for the different LES cases. (c) Spectrum of the vertical velocity ?̄?𝑧 near the narrow
mold wall at the right side (Point P5) for the MHD case with 𝑐𝑤 = 0 from the LES and the
UDV measurement. See Fig. 3.4 for the location of the samping points.
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no-EMBr EMBr
Figure 4.6: Contour plot of the time-averaged turbulent kinetic energy in the midplane for
the LES simulation. Left: no EMBr active; Right: active EMBr and insulating walls. Dotted
lines indicate the pole shoe position of the Level EMBr.
1991). Secondly, the nozzle itself is not straight, but bifurcated. Since the upper shear
layer detaches at the inner SEN port edge and the lower shear layer detaches at the outer
SEN port edge, some kind of inlined jet is produced. This modulates the velocity profile
at the outlet and triggers an strong circumferential velocity in the vortex rings, which
eventually superposes another breakdown mechanism (Lim, 1998; New and Tsovolos, 2011;
Webster and Longmire, 1998). In addition, an inflow and an occassional recirculation at
the upper part of the SEN port destabilize the flow even more and exacerbate the direct
comparison with the ideal round jet flow.
Fig. 4.5(b) also shows the increase of low frequencies in the case 𝑐𝑤 = 0, while the case
𝑐𝑤 = 0.133 seem to reduce low frequencies. The results also show an interesting effect
regarding turbulence. A pure hydrodynamic turbulence shows the −5/3 decay in the
inertial range, which can be found in the HD case of Fig. 4.5(b). The other cases show a
−3 decay, an indicator for 2D turbulence, typical in MHD flow (Sommeria and Moreau,
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1982).
Another type of characteristic frequency is the jet angle oscillation frequency, which can
be attributed to the self-sustained oscillation discussed in section 1.1.2. The magnetic
field acts as a high pass filter. The inherent self-sustained oscillation, which was damped
because of stabilizing measures like the high submergence depth, is then resolved. Again,
the simulation and the experiment show very low frequency oscillations of 𝑓 = 0.35 Hz in
the experiments and 𝑓 = 0.48 Hz in the LES. As mentioned earlier, this oscillation only
appears at the case 𝑐𝑤 = 0.
The third characteristic frequency of the system can be found close to the impingement
point of the jet at the narrow walls. Timmel (2014) reported a characteristic frequency of
𝑓 = 1.5 Hz. Here, the set of experimental data gives 𝑓 = 1.7 Hz and the LES gives slightly
lower values of 𝑓 = 1.4 Hz under the 𝑐𝑤 = 0 condition. Hall and Ewing (2006) have shown
that the most dominant modes of an impinging jet act at a similar dimensionless frequency
of 𝑆𝑡 = 0.3 . Here, the jet angle and the distance to the wall are different to the examples
in literature which makes it difficult to explain how these lower frequencies in Fig.4.5(c)
are generated.
A better insight into the flow dynamics is given by Fig. 4.7 by means of the spatio-temporal
plot of the vertical velocity ?̄?𝑧 along line 3O (see Fig. 3.4). The experimental and the
numerical results show the same pattern of travelling vortices along the narrow wall with the
same frequency already found in Fig. 4.5(c). Sometimes, the pattern is broken which can
be an indicator of a detached jet. As explained in Kratzsch and Schwarze (2014) the jets
sometimes get sucked in into the lower roll pattern. This would break the pattern of these
travelling vortices. In both results, strong asymmetry between left-hand and right-hand
side of the SEN over the entire measurement time can be seen. Other measurements cycles
have shown changes of the preferred mold side within the measurement time. The numerical
results show a left jet, which is able to detach from the narrow mold wall indicated by
an absent negative velocity ?̄?𝑧. All the velocities in the numerical simulations are more
pronounced for interpolation reasons.
One can identify two of the three characteristic frequencies from the plot. First is the
constant pattern of travelling vortices along the lower part of the narrow mold wall with
1.5 Hz, the other is the self-sustained oscillation frequency of around 0.35 Hz. The latter
can be seen in the displacement of the impingement point as a result of the self-sustained
oscillation.
The spatiotemporal plot of the mold flow with conducting side walls exhibits an overall
stable flow. However, travelling vortices at the narrow mold wall can be found as well, but
their characteristic frequency seems slightly higher. The upper mold flow is in mismatch
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Figure 4.7: Spatio-temporal plot of the vertical velocity ?̄?𝑧 at line 3O (𝑥 = 0.062) for insulating
walls (𝑐𝑤 = 0). Top: LES results; Bottom: UDV results. Results on the left side indicate the
left half of the mold and vice versa.
between numerical and experimental results. Negative ?̄?𝑧 velocities are potentially higher
and occupy much more length along the narrow wall. This uncertainty is adressed by
analysis of the electromagnetic fields in the following paragraph.
Fig. 4.9 shows the induced current paths. There are a number of important differences
between 4.9(a) and 4.9(b). Conducting walls allow the currents to close inside the wide
faces of the mold wall. Hence, the current loops are considerably smaller and consequently
the Ohmic losses are reduced. In addition, the Lorentz force field is compacted to the
jet region in the case 𝑐𝑤 = 0.133 (see Fig. 4.11(f)). On the other hand, insulating walls
push the currents to travel much longer which increases Ohmic losses. Less Ohmic losses
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Figure 4.8: Spatio-temporal plot of the vertical velocity ?̄?𝑧 at line 3O (𝑥 = 0.062) for conducting
walls (𝑐𝑤 = 0.133). Top: LES results; Bottom: UDV results.
Hartmann layers close to the wall. Fig. 4.9 also shows the connection of the left and right
jet induced currents. The currents generate two vortices on the sides of the jet shear layers
in each jet. From the center of the jet, the currents emanate and connect to the opposite
jet, either through the upper mold area or the lower mold area. The jet contour is flattened
by the magnetic field like the theory predicted (see section 2.1.4). The cut through the
jet shows that the Lorentz forces break the jet core and accelerate the surrounding fluid
in lateral regions (see Fig. 4.11). This slice clearly shows the spreading of Lorentz force
into the upper recirculation as well. Moreover, Fig. 4.11 reveals that the insulating mold
possesses peaks of the Lorentz force where the upper vortex is still very strong, while the
conducting mold has the strongest forces located at the jets and in the narrow passage
between SEN and wide mold walls. In general, the Lorentz forces close to the wall are
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(a) 𝑐𝑤 = 0 (b) 𝑐𝑤 = 0.133
Figure 4.9: Streamlines of the time-averaged induced current ?̄?. Cyan-colored isocontour
denotes |?̄?| = 0.6 m s−1.
much lower in the conducting wall since right on the wall, the induced currents are aligned
with the magnetic field lines.
In irrotational flow, the potential is constant along the perpendicular direction of the flow
quantity. The electric potential is perpendicular to the induced currents just the same as
the induced currents are perpendicular to the flow streamlines. Thus, the electric potential
is similar to the streamlines of the flow. In Fig. 4.12, the distribution of the electric
potential can be found. In the insulating mold, the electric potential widely spreads in
the upper mold with decent intensity. A pronounced asymmetry can be seen, which can
be attributed to a deviation of the magnetic field from the center. In contrast to that,
the electric potential is clearly restricted to the jet area in case of conducting mold walls.
However, the symmetry between the left and the right side is considerable. The fact that
the induced currents can build a short circuit through the wall seem to stabilize not only
the flow itself but also slight deviation in the positioning of the magnetic field.
Despite the clear differences in the jet region, the upper region close to the free surface
shows some uncertainties. Decent values of the electric potential are present and electric
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(a) 𝑐𝑤 = 0 (b) 𝑐𝑤 = 0.133
Figure 4.10: Streamlines of the time-averaged 𝑦- and 𝑧-components of the induced current
?̄? at two different planes (𝑥1 = 0.02 m, 𝑥2 = 0.06 m). Cyan-colored isocontour denotes
|?̄?| = 0.6 m s−1.
currents are able to enter the boundary at the top of the mold. This shows an error of the
code, which could not be addressed so far. It can be one reason for the prominent upper
recirculation seen in Fig. 4.8 and 4.1. The cases for the other numerical methods do not
show this behavior, which indicates a problem with the LES method in conducting wall
methodology. Another reason can be a still insufficient Hartmann layer resolution at the
top surface.
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(a) (b) (c)
(d) (e) (f)
Figure 4.11: Left and Middle: Contour and streamlines of the time-averaged Lorentz-force
magnitude distribution in the 𝑥-𝑧 midplane at 𝑦 = 0 m ((a) and (d)) and close to the widefaces
at 𝑦 = 0.0174 m ((b) and (e)). Right: Contour plot of the time-averaged 𝑥-component of the
Lorentz-force distribution in the 𝑦-𝑧 close to the SEN port at 𝑥 = 0.02 m ((c) and (f)) Top:
𝑐𝑤 = 0 ((a), (b) and (c)); Bottom: 𝑐𝑤 = 0.133 ((d), (e)) and (f)) .
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(a) 𝑐𝑤 = 0 (b) 𝑐𝑤 = 0.133
Figure 4.12: Time-averaged electric potential 𝜓 in the 𝑥-𝑧 midplane.
4.2 Full scale mold
4.2.1 Case setups
For the full-scale mold, LES are done in a single phase setup. Further, a multiphase setup
using URANS simulations together with Lagrangian particle tracking (LPT) in order to
track a polydisperse bubble ensemble are conducted.
With the LES three different setups are studied: a pure hydrodynamic case without any
action of magnetic fields by using the OpenFOAM® standard solver pisoFoam and two
different MHD setups.
The two setups use different magnetic fields referring to the Level-EMBr type and the FCM.
In both cases insulating walls (𝑐𝑤 = 0) are used by means of the solver EPotPisoFoam.
Since the numerical study of the mini-LIMMCAST has shown some uncertainties of the
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multi-region solver at the upper wall, the conducting wall is not incorporated into the
full-scale studies.
The URANS-based multiphase simulations use the same magnetic field settings as the LES
and are conducted by means of the solver EPotPisoDBMFoam. Additionally, flow rate ratio
of 2% , 4% and 8% are studied.
4.2.2 Influence of single ruler and double ruler magnetic field on mean flow and transient flow
In contrast to the mini-LIMMCAST mold flow, the flow in the full scale mold is different
in terms of the submergence depth, the aspect ratio and the volume flow rate. Moreover,
details in SEN geometry, outflow boundaries and wall velocity can have an impact onto the
transient and mean flow. The next section addresses, which flow features are in accordance
with the findings of section 4.1 and whether there are significant differences in the mold
flow due to the new setting.
The mean flow of the mold serves as a good starting point. Fig. 4.13 shows this distribution
in the midplane and at the top surface for the different EMBr settings. It can be seen that
even without an EMBr, the flow shows slight asymmetry in the mean velocities. The surface
velocities are rather high. The Level EMBr instead possesses a pronounced asymmetry
between the left and the right side of the mold. As a consequence the surface velocities
are considerably higher. In a real facility, this would possibly lead to slag entrapment by
high shear velocities, a scenerio which is highly unfavorable (Hibbeler and Thomas, 2013).
In contrast to that, the FCM leads to the desired symmetrical mean flow. The lower roll
pattern is shifted downwards as a consequence of the lower magnetic field in the FCM. The
surface velocities are much lower compared to the single ruler EMBr and the non-EMBr
case.
The velocity profiles of the vertical velocity ?̄?𝑧 along Line L1/L1* (see Fig. 3.5) give a
quantitative view on the overall flow down to deep areas of the modeled liquid part of the
strand. The asymmetry is clearly seen in the case without an EMBr and with the Level
EMBr. The difference in the jet angle between the left and the right side is highest in the
Level EMBr case, while the HD case shows only slight differences in the jet angle.
The surface velocities in horizontal direction along line L3 (see Fig. 3.5) are given by
the plots in Fig. 4.15. Between the three cases, significant differences are identifiable.
The highest velocities of 0.8 m s−1 exibits the Level EMBr. It was reported that due to
the shear-layer instability surface velocities between 0.26 m s−1 and 0.43 m s−1 are ideal
(Hibbeler and Thomas, 2013). However, the exact range should depend on the superheat,
slag-layer properties and other conditions. These velocities are critical in terms of slag
emulsification in a real continuous casting mold. With velocities of about 0.1 m s−1, the
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(a) (b) (c) (d)
(e) (f) (g)
Figure 4.13: Contour plot of the time-averaged velocity magnitude in the midplane and at
the top surface of the mold. Left: no EMBr; Middle: Level EMBr; Right: FCM. Dotted lines
indicate center of the magnetic pole shoes of the respective EMBr.
FCM does a good job in damping the near surface flow. However, it makes the meniscus
prone to freeze. The low velocity can mitigate the heat transfer. As a consequence, the
solidification interface can spread over the entire surface, which can have severly detrimental
implications on the process. In between these two cases, the case without an EMBr is
roughly at the upper end of the ideal velocity range with around 0.5 m s−1.
The transient picture of the flows can be found in Fig. 4.16 . The reason for the asymmetry
in the mean velocity is the occurrence of a self-sustained oscillation. This mechanism takes
place especially in high aspect ratio cavities with low submergence depth. Several studies
focusing on this behavior were already published in literature, see e.g. (Kalter, Tummers,
Bettink, et al., 2014). According to Honeyands and Herbertson (1994), an oscillation
frequency should be found in the range of 8 s - 12 s, which perfectly matches the predictions
of the current model. Lumps of turbulence can be found anywhere in the mould cavity.
The pattern is also clearly resolved in the spatio-temporal plot of the left side of the mold
(see Fig. 4.17). The right side oscillates with only half of the frequency. The Level EMBr




































Figure 4.14: Time-averaged vertical velocity ?̄?𝑧 along Line L1/L1* (see Fig. 3.5) for the
different EMBr-settings.
shows a fixed jet angle asymmetry in any snapshot in Fig. 4.16. However, the lower rolls
undergo strong left-right oscillations with a much larger period than the self-sustained
oscillation in the hydrodynamic case (see Fig. 4.17). The vorticity of the upper rollers in
the full-scale mold is much higher than a result of the low submergence depth. Furthermore,
the lower recirculation rolls have much more space and consequently rotate slower. As a
result, the lower roll is not able to soak in the jet. The jet is always attached to the wall,
which is in contrast to the picture in the mini-LIMMCAST facility (see Fig. 4.8). The
FCM mold flow shows areas of very low velocity exactly at the magnetic field positions. In































Figure 4.15: Time-averaged horizontal velocity ?̄?𝑥 along Line L3 (see Fig. 3.5) for the
different EMBr-Settings.
contrast to the mini-LIMMCAST case with a higher position of the magnetic field, the
lower magnetic field position in the FCM is able to completely damp convection by Lorentz
forces below the jets and the SEN. This prevents the lower jet shear layer from strong
interaction with the lower roll movement and also disables the jet of getting soaked by the
lower rolls. Furthermore, the EMBr attenuates the flow near the surface and hence no
source of oscillation is present anymore. The spatio-temporal plot exhibits the temporal
stability of the pattern down to pool depth of around 2.5 m. In deeper mold regions, some
kind of very large scale oscillation can be found.
The instantaneous surface velocity at probe P1 is presented in Fig. 4.18. The oscillation
of the mold flow without an EMBr can be found here as well. Applying the Level
EMBr increases the velocity and no periodicity in the mean flow is present anymore. The
fluctuations are pronounced in both of the latter case. In contrast to that, the FCM affected
mold flow does not show any high frequency fluctuations in the plot. This indicated the
damping effect of the magnetic field in regions of low mean velocity. The Level EMBr,




Figure 4.16: Snapshots of the instantaneous velocity magnitude in the midplane. Top: no
EMBr; Middle: Level EMBr; Bottom: FCM.















































































Figure 4.17: Spatio-temporal plot of the vertical velocity ?̄?𝑧 at line L2/L2* (see Fig. 3.5).
Top: no EMBr; Middle: Level EMBr; Bottom: FCM.
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(a) Left free surface probe (Probe P1L)
















(b) Right free surface probe (Probe P1R)













Figure 4.18: Instantaneous horizontal velocity ?̄?𝑥 of the different EMBr settings at the
free surface ((a) left side; (b) right side). Every plot shows a highly low-pass filtered signal
(𝑇𝑐𝑜=0.5 s) and a weaker one indicated by a transparent line (T=5 ms).
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covering the jet, shapes the turbulence only slightly, while the FCM acts on the already
produced and transported turbulent kinetic energy in regions where no further turbulence
production is present. This significantly increases suppression of turbulence. Surface
turbulence itself is an important flow feature which benefits slag emulsification (Hibbeler
and Thomas, 2013). However, since the surface mean velocity is obviously very low, the
magnetic field should be tailored to allow a decent surface mean velocity in conjunction
with low surface turbulence.
4.2.3 Influence of single ruler and double ruler magnetic field on turbulence
The spectral characteristics of two different probes P3R and P4R (see Fig.3.5) are presented
in Fig. 4.19. Close to the nozzle outlets a characteristic frequency of about 13 Hz can
be observed in any EMBr case. One can use the formula to calculate the characteristic
frequency of a round jet once again for the full scale mold. This yields
𝑓 = 𝑆𝑟 𝑈
𝐷𝑒𝑓𝑓
= 0.3 · 1 m s
−1
0.4 · 0.075 = 10𝐻𝑧, (4.2)
which clearly affirms the simulation results. The modification of the diameter was done
since the jet only occupies the lower part of the cross sectional area. So, how can the
full scale mold show good accordance with the theory, while the mini-LIMMCAST results
differ more noticably? One reason might be the shape of the SEN. The full scale mold with
its mountain-shaped SEN bottom clearly splits the tube flow creating a small stagnation
region lying at lower 𝑧-coordinate. As a consequence, the magnetic field is not able to
considerably act on the stagnation and hence the jet flow is rather similar in all three
EMBr cases.
Both plots in Fig.4.19 exhibit less influences of the magnetic field on the energy spectrum
compared to the mini-LIMMCAST results. Except small differences in the large scales,
the profiles follow the same path towards higher frequencies in Fig. 4.19(a). Interestingly,
this applies also for the profiles far away from the nozzle outlet (see Fig. 4.19(b)). One
reason for this can be found in the higher Reynolds number 𝑅𝑒 or in the lower magnetic
interaction parameter 𝑁 (compare with Tab. 3.4). The inertial forces in the full scale
mold are relatively higher compared to the inertial forces in the mini LIMMCAST facility.
Hence, even the Level EMBr with a magnetic field covering the jet in the full scale mold is
not able to alter the energy spectrum significantly.
Fig. 4.20 shows the turbulent kinetic energy in a logarithmic contour plot. The HD case
shows high values ok 𝑘 even in the upper roll region. While the Level EMBr reduces
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(a) Probe at lower SEN port edge (P3R)




























(b) Probe at mold jet region (P4R)






























Figure 4.19: Spectrum of the horizontal velocity ?̄?𝑥 fluctuation of the three different EMBr
settings. (a) lower SEN port edge (P3R); (b) mold jet region (P4R).
(a) no EMBr (b) Level EMBr (c) FCM
Figure 4.20: Logarithmic contour plot of the time-averaged total kinetic energy in the
midplane. Left: no EMBr; Middle: Level EMBr; Right: FCM.
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turbulence of the upper roll region slightly, the FCM damps out turbulence below the SEN
and near the free surface. Every slight asymmetry leads to vortices at the free surface as a
result of a flow detachment at the SEN (see case no-EMBr and Level-EMBr in Fig. 4.20).
These vortices can lead to detrimental casting conditions since they can be soaked in by
the jet. Thus, slag can be transported directly to the jet flow which will reduce slag layer
thickness and introduces slag particles in the mold (Hibbeler and Thomas, 2013).
In order to assess the MHD effect on the turbulence, the anisotropy invariants map (AIM)
is evaluated towards the turbulence structure in the mold. The shape of the turbulent
stress tensor 𝜏𝑅𝑆 leaves an imprint on the eddies. An important insight into that behavior
gives the normalized anisotropy tensor of the Reynolds stress:
𝑏𝑖𝑗 = (𝜏𝑅𝑆𝑖𝑗 )/(𝜏𝑅𝑆𝑘𝑘 ) − (1/3)𝛿𝑖𝑗 . (4.3)
By means of the second and third invariants 𝐼𝐼𝑎 and 𝐼𝐼𝐼𝑎 of the normalized anisotropy
tensor 𝑏𝑖𝑗 , the characteristics can be broken down to scalar quantities:
𝐼𝐼𝑎 = 0.5 ((𝑡𝑟(𝑏𝑖𝑗))2 − 𝑡𝑟(𝑏𝑖𝑗 .. 𝑏𝑖𝑗)) (4.4)
𝐼𝐼𝐼𝑎 = 𝑑𝑒𝑡(𝑏𝑖𝑗). (4.5)
Physical borders of turbulence can also be inserted in the 𝐼𝐼𝐼𝑎− 𝐼𝐼𝑎 plot, which constitutes
the so-called Lumley triangle (Jovanovic, 2013; Lumley and Newman, 1977).
All in all it applies that every point away from zero is seen as anisotropic turbulence.
Therefore, a way to describe anisotropy is the radius from the origin of the AIM:
𝑅𝐴𝐼𝑀 =
√︀
𝐼𝐼2𝑎 + 𝐼𝐼𝐼2𝑎 . (4.6)
In case of the studies regarding MHD turbulence, it can be found that the turbulence far
away from where it was created (shear layers and walls) is pulled towards more anisotropic
states if strong magnetic fields immerse into the conducting fluid, e.g. FCM EMBr in
continuous casting molds (Lee and Choi, 2001).
A contour plot of the radius anisotropy invariants map 𝑅𝐴𝐼𝑀 is shown in Fig. 4.21. On top
the AIM is shown and below the corresponding distribution in the flow domain is shown
by means of the midplane for the studied EMBr settings. Without an EMBr, the flow
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(a) Anisotropy Invariants Map
(b) no EMBr (c) Level EMBr (d) FCM (e)
Figure 4.21: Contour plot of the Anisotropy Invariants Map radius 𝑅𝐴𝐼𝑀 in the midplane.
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shows anisotropic turbulence close to the wall and right after the jet leaves the SEN port,
because the free shear layer has the geometry information of the boundaries in its first
stage (see Fig. 4.21(b)). The jet shear layers begins to produce anisotropic turbulence and
thereafter large vortices collapse down to more isotropic small scale turbulence according
to the turbulence cascade. In the upper recirculation rolls, close to the SEN, the bypass
flow in the narrow passage between SEN and mold wall carries boundary information to
the turbulence again resulting in higher 𝑅𝐴𝐼𝑀 .
Applying the Level EMBr to the mold, the lower mold flow below the SEN bottom
experiences stronger anisotropy (see Fig. 4.21(c)). This is because the magnetic field still
has a decent field strength and therefore the turbulence gets affected. Besides, a secondary
effect is seen in the jet close to the SEN ports: Due to the flattening of the jet core, the
stresses are of higher anisotropy.
However, the strongest effect on turbulence can be seen in the FCM case (see Fig. 4.21(d)).
Since the magnetic field acts on flow regions where the turbulence production is small, the
magnetic field is able to change the turbulence structure strongly. This leads to higher
anisotropy close to the surface. It is questionable how much turbulence is still there since
Fig. 4.18 has shown reduced fluctuations at the surface which is also affirmed by Fig.
4.20. Another difference to the other cases is the increased anisotropy in the center of
the SEN. This is because of the upper peak of the magnetic field in the FCM. Thus, the
SEN flow is affected as well and so some kind of MHD tube flow is created. Increased
anisotropy can be found in the center of the tube flow. These characteristics can be
the reason for the increased anisotropy near the SEN ports, which is the highest of the
three cases studied. Below the SEN, a region of highly increased anisotropy is created
exactly where the strongest magnetic field strength is located. The region can be seen as a
attenuation region for turbulence. A large part of the entrained fluid is coming from this
region, which prevents the jet from entraining disturbed surrounding flow. The jets can be
seen as isolated by calmed fluid and thus experience a stablization.
Fig. 4.22 and Fig. 4.23 show the induced currents and Lorentz force distribution in the
mold for the Level EMBr and the FCM. Both exhibit clear differences, the Level-EMBr
gives a strong asymmetric distribution of induced electric currents and Lorentz forces
between the right and left side, whereas the FCM possesses very symmetric distributions.
The induced currents in the Level EMBr case show similarities with the streamlines in
the mini-LIMMCAST. Vortices can be found close to the jet shear layer, which identify a
breaking effect of the jet flow, while the loops close through left and right side and also
travel widely to the upper mold area. In contrast to that, the FCM produces a strong
vortex of the induced currents below the jets. This vortex is able to shape the flow strongly
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(a) Level EMBr (b) FCM
Figure 4.22: Isometric view on the three dimensional time-averaged streamline distribution
of the induced eletric currents in the melt. Cyan-colored iso-contour denotes ?̄? = 0.8 m s−1.
with moderate Lorentz forces (see Fig. 4.23(d) and Fig. 4.23(e)). Additionally, Fig. 4.22(b)
shows that areas of high induced current density ?̄? are in correlation with areas of high
𝑅𝐴𝐼𝑀 (compare with Fig. 4.21.
Almost no Lorentz forces can be found in the jet region. However, the surface flow gets
decelerated (see Fig. 4.23(a)). Interestingly, the flow at the lower magnetic field experiences
mildly accelerating Lorentz forces. Nevertheless, the decelerating Lorentz forces below the
lower jet shear layer and close to the impingement point are able to finally calm the flow.
This process ensures the flow region of very low velocities and turbulence below the SEN.
Fig. 4.22(a) shows a strong vortex at the end of the left jet contour. This results of
the strongly downbending of the left jet right into areas of high magnetic field strength.
Together with a vortex in the velocity distribution a high concentration of induced currents
can be identified in the time-averaged field of ?̄?.
4.2.4 Influence of argon gas injection in conjunction with electromagnetic flow control on the mold
flow
In the next setup, argon bubbles are added to the numerical model of the mold flow using
an URANS simulation with the 𝑘-𝜔 SST model. The URANS concept was used here
because of uncertainties in the calculation of turbulent dispersion of the bubble trajectory
in SAS. A LES for the multiphase flow was too time demanding but will be pursued in
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Figure 4.23: Left and Middle: Contour and vector plot of the time-averaged Lorentz-force
magnitude distribution in the 𝑥-𝑧 midplane at 𝑦 = 0 m ((a) and (d)) and close to the widefaces
at 𝑦 = 0.0174 m ((b) and (e)). Right: Contour plot of the time-averaged 𝑥-component of the
Lorentz-force distribution in the 𝑦-𝑧 close to the SEN port at 𝑥 = 0.02 m ((c) and (f)) Top:
Level EMBr ((a), (b) and (c)); Bottom: FCM ((d), (e)) and (f)) .
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ongoing studies.
In Fig. 4.24, the mean flow in the midplane and in Fig. 4.25 the mean flow along the
free surface is depicted. An interesting behavior is present in the HD case. The case with
mildly argon flow rate shows still high velocities along the free surface. With the high
argon flow rate of 8%, the surface velocity is more homogeneous and slightly reduced. A
much stronger upward directed flow is observed near the SEN, which is able to considerably
influence the upper recirculation. However, the lower mold flow looks more asymmetric
compared to the case with medium argon flow rate. The Level EMBr possesses only slight
controllability by argon injection. Nevertheless, the jet angles between left and right mold
half are getting equalized, though the lower mold recirculation shows barely any changes.
Since the jets are getting deflected towards the upper mold, the surface velocities are still
very high. Thus, the upward directed argon bubbles motion is not able to alter the upper
mold flow strongly. However, an effect is seen in the surface flow close to the SEN. The
upward directed bubble plume prevents from Karman vortices as a result of asymmetric
upper mold flow. This possibly identifies the mechanism which results in the equalized jet
angle. The bubble plume acts as a protective shield against asymmetry-promoting bypass
flow around the SEN. However, a periodic oscillation would also produce symmetric mean
flow.
In Figure 4.24, the strongest impact on the upper mold flow is observed in the case of the
FCM. Since the EMBr decelerates the flow in the upper regions, they are susceptible to
changes of superposed motions by bubbly flow. It can be seen, that even with the 4%
argon flow rate, the upper recirculation rolls are pushed aside in favor of new recirculations
created by the argon plume near the SEN. If the argon flow rate is further increased, the
jet spreading is much higher, which diminishes the original upper recirculation rolls even
more. Like in the Level EMBr case, changes in the lower mold flow are faint.
The latter observation can also be found in the velocity plots along line L1 in Fig. 4.26.
All cases undergo strong flow variations between each argon flow rate down to a depth of
about 2.0 m. If the peak of the jet flow is evaluated, it can be seen that higher argon flow
rates also increase the jet velocity. However, this behavior can be identified only in the HD
and Level EMBr case. In the FCM, the jet velocity is reduced by an increase in the argon
flow rate. The reason for this is twofold. First, the argon bubbles reduce the effective
SEN port area for the jet. Thus, the jet velocity increases due to continuity. The more
argon is gets injected, the smaller the jet cross-sectional area gets and as a consequence,
higher jet velocities can be observed. Second, the upper recirculation is decent in the HD
and Level-EMBr and hence the bubbles can only join a flow path close to the SEN. As a
result, the bubbles cannot affect the jet flow significantly by their trajectory. This means
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Figure 4.24: Time-averaged velocity magnitude |?̄?| in the midplane and surface of the mold.
top: 4% argon flow rate ratio; bottom: 8% argon flow rate ratio. left: No EMBr setup; middle:
Level EMBr setup; right: FCM setup.
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(a) 4% Argon flow rate ratio.






























(b) 8% Argon flow rate ratio.






























Figure 4.25: Time-averaged velocity magnitude ?̄?𝑥 and streamlines of the velocity at the top
surface of the mold. From top to bottom: No EMBr setup, Level EMBr setup, FCM setup.
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(a) No EMBr


















































Figure 4.26: Time-averaged vertical velocity ?̄?𝑧 along Line L1 for the different EMBr-settings
and Argon flow rates ratios (AFR).
conversely that the reduced upper recirculation in the FCM allows trajectories of larger
bubbles to join the jet streamlines. As a consequence, the jet spreads stronger especially in
the upper shear layer, which reduces the maximum velocity of the jet along the jet axis
with increasing argon flow rate.
The horizontal velocity along the free surface is presented in Fig. 4.27. It shows that in
the HD case, an increased argon flow rate is able to reduce the surface velocity. With an
argon flow rate ratio of 8%, the sweet spot for the surface velocity according to Hibbeler
and Thomas (2013) is reached. As it was already found in the previous figure, the effect
on the Level EMBr mold flow is mitigated. Although, the flow shows lower velocities, the
decrease of surface velocities in the case of higher argon flow rates is not depending on the
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argon flow rate anymore. The high velocity of the upper recirculation makes a modulation
by realistic argon gas flow rates impossible. In the FCM case, all argon flow rates show
similar profiles. Only the highest argon flow rate ratio of 8% is able to alter the surface
flow considerably with higher velocities pointing outwards from the SEN.
Fig. 4.28 shows the liquid volume fraction at the midplane and at the top surface and Fig.
4.30 presents the bubble size distribution along the top surface for the highest argon flow
rate of 8% of the melt flow rate. Additionally, a 3D snapshot of the bubble ensemble is
presented in Fig. 4.31 for the medium argon flow rate ratio of 4%. These three figures
allow a comprehension if the discussion is conducted from a comparative view between
them.
Since larger bubbles ascend quicker, their escape position is closer towards the SEN. This
picture is resembled by all the simulations (see Fig. 4.30). In the medium range of particle
sizes of 2 mm < 𝑑𝐵 < 5 mm, the peak is slightly away from the SEN. Small bubbles underlie
flow and turbulence features much stronger. It can be seen that the spreading of argon
bubbles along the x direction is decreased by a Level EMBr while it is increased by a FCM
(see Fig. 4.30 and 4.31). The spreading of the small bubbles in the FCM setup shows two
peaks, one close to the SEN and the other almost in the center of the distance between
SEN and narrow mold face. The first peak is because of swarm effects and upward directed
momentum of larger bubbles which then lead smaller bubbles to the surface. The second
peak can be a reason for the calmed flow in the jet surroundings. In the other cases, strong
vortices interact with the jet, which can easily take bubbles into their motion.
However, in the FCM case the jet only entrains fluid from the calmed regions and the
entrainment is directed in opposite direction to the surface. This delays the ascendancy of
smaller bubbles since they can move longer inside the jet. A stronger distributed argon
volume fraction is beneficial for the mold flow, since slag foaming is less intense (Hibbeler
and Thomas, 2013). A case where all the bubbles ascend close to the SEN would not only
benefit slag eyes or meniscus balding in a critical state, but also create a lot of slag foam.
This foam can then adhere to the SEN and easily crawl down to the SEN outlets. The
case that fulfills all the criteria is the FCM case (see Fig. 4.31).
The void fraction in the midplane in Fig. 4.28 shows strong accumulation of bubbles at
the upper side of the SEN outlet in every case. In addition, the influence of an intense
upper recirculation is seen in the case of the Level EMBr. Bubbles leaving the jet flow
do not follow a direct trajectory to the top surface. They are more likely to get pushed
back to the SEN, where the void fraction increases then (compare also with Fig. 4.31).
The other cases show a straight bubble trajectory to the surface. From the void fraction
contour, it can further be seen that the FCM prevents bubbles from coming close to the
4.2 Full scale mold 107





























































































Figure 4.27: Time-averaged horizontal velocity ?̄?𝑥 along Line L3 for different argon flow rate
ratios. Top: no EMBr; Middle: Level EMBr; Bottom: FCM.
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(a) No EMBr, 4% Argon Flow Rate
Ratio
(b) No EMBr, 8% Argon Flow Rate
Ratio
(c) Level EMBr, 4% Argon Flow Rate
Ratio
(d) Level EMBr, 8% Argon Flow Rate
Ratio
(e) FCM, 4% Argon Flow Rate Ratio (f) FCM, 8% Argon Flow Rate Ratio
Figure 4.28: Mean volume fraction ?̄? in the midplane and surface of the mold. left: 4%
argon flow rate ratio; right: 8% argon flow rate ratio. top: No EMBr setup; middle: Level
EMBr setup; bottom: FCM setup.




Figure 4.29: Mean volume fraction ?̄? at the surface of the mold. left: 4% argon flow rate
ratio; right: 8% argon flow rate ratio. top: No EMBr setup; middle: Level EMBr setup;
bottom: FCM setup. Top colorbar for the top surface distribution; Bottom colorbar for the
midplane distribution.
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wide faces of the solidified shell. This disables bubble entrapment in the shell.
A reason for this is the lateral flow between the mold halves created by accelerating Lorentz
forces (see Fig. 4.32(e) and Fig. 4.32(f)). It can be seen that due to the doubled ruler
magnetic fields, a decent near wall flow from accelerating Lorentz forces is created, which
is homogeneous along the mold height. In the case of a Level EMBr the lateral flow is
only active near the jet region. As a result the bubbles in the upper mold can approach
the SEN and the wide faces of the mold very closely. The 3D picture reveals a swirling
jet behavior in the HD case recognizable by the tilted velocity iso-contour of the jet. In
contrast to that, both MHD cases show rather stable jet velocity iso-contours. The jet
core of the Level-EMBr is shorter than in the other cases studied. One reason can be the
positioning of the EMBr, which breaks the jet velocity more rapidly compared to the FCM,
which is active in the surroundings rather than in the jet region.
The Lorentz force distribution is depicted for the 8% argon flow rate ratio in Fig. 4.32. In
contrast to the case without argon injection, it can be seen that the upper mold flow in the
FCM is affected more intensively by the Lorentz forces. The buoyant motion of the bubbles
created higher ?̄?𝑧 components and therefore higher Lorentz forces. Due to the symmetrical
flow by means of the argon injection, the Level EMBr has to act less vigorously on the
flow and only the jet region creates intense Lorentz forces.
From Fig. 4.33 it can be seen that large bubbles can be easily entraped in the solidifying
shell at the wide faces. However, in this region the shell is very thin (about 8mm at the
end of the SEN according to Iwasaki and Thomas (2012)) and entrapment can be expected
only for small bubbles. Jin, Thomas, Liu, et al. (2015) have shown that bubble diameters
smaller than 1 mm are subjected to contact the narrow walls of the mold. In these studies
no bubbles can be found near the narrow walls of the mold since the smallest bubbles
studied here have a diameter of about 800 µm.
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(a) No EMBr, 4% Argon Flow Rate Ratio
















(b) No EMBr, 8% Argon Flow Rate Ratio
















(c) Single Ruler EMBr, 4% Argon Flow Rate
Ratio
















(d) Single Ruler EMBr, 8% Argon Flow Rate
Ratio
















(e) Double Ruler EMBr, 4% Argon Flow Rate
Ratio
















(f) Double Ruler EMBr, 8% Argon Flow Rate
Ratio
Figure 4.30: Frequency of distribution of bubble size classes along right side of the top surface
in the 𝑥-direction for 4% argon flow rate ratio (left) and 8% argon flow rate ratio (right) as
well as no EMBr setup (top), Level EMBr setup (middle) and FCM setup (bottom).
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(a) No EMBr (b) Level EMBr
(c) FCM
Figure 4.31: Snapshot of the polydisperse bubble ensemble at 𝑡 = 40 s for a 4% argon flow
rate ratio. Bubbles are coloured by the bubble diameter 𝑑𝐵. The iso-contour of the velocity
magnitude 0.8 m s−1 is shown in cyan-blue.
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Figure 4.32: Left and Middle: Contour and vector plot of the time-averaged Lorentz-force
magnitude distribution in the 𝑥-𝑧 midplane at 𝑦 = 0 m ((a) and (d)) and close to the widefaces
at 𝑦 = 0.0174 m ((b) and (e)). Right: Contour plot of the time-averaged 𝑥-component of the
Lorentz-force distribution in the 𝑦-𝑧 close to the SEN port at 𝑥 = 0.02 m ((c) and (f)) Top:
Level EMBr ((a), (b) and (c)); Bottom: FCM ((d), (e)) and (f) .
114 Chapter 4 Results

























Figure 4.33: Bar chart of the number of entrapped bubbles at the mold wall for the different
EMBr types and different argon flow rate ratios.
CHAPTER 5
Conclusion
Electromagnetic brakes have been used in continuous casting for many years. They are
known to have beneficial effects like flow stabilization, reduce turbulence and enhance steel
quality. Nevertheless, reports of deterioration of the steel quality exist as well. This is
why over the last 15 years numerical studies together with experiments try to comprehend
mechanisms, which either work beneficial or detrimental to the mold flow.
This study was focused on the three-dimensional, transient and turbulent flow in the mold.
A numerical model was set up in the open-source software OpenFOAM. The physics of
magnetohydrodynamics were added by means of several code modifications. A validation
has shown the accordance with experimental and analytical data in generic MHD flows. In
a next step, experimental results of a 1:10 scale liquid metal model of a continous mold
were compared with respect to different turbulence modeling approaches of the numerical
model. The experiments investigated the MHD flow with conducting walls, which is a
difference and has remarkable influence on the flow field. These findings were affirmed by
the simulations as well. After assessing the Large Eddy Simulation as the best method to
approach a model for turbulent MHD flow in complex geometries, a full scale mold study
followed. Thereby, a Level EMBr as well as a newer version called FCM were included
in the study. The model included a strand length down to 5 m, which is long enough to
render all the important flow phenomena for the submerged jet flow. In a subsequent study,
the impact of the dispersed two-phase argon flow was studied. The injection of argon was
used in nearly every mold for several reasons. Since, the volume flow rate can reach very
high values, the impact on the flow field is not negligible. The study investigated three
different argon flow rate ratios: 2%, 4% and 8%, which are typical for mold processing.
Moreover, the Level-EMBr and the FCM were included in the study as well. The work can
be concluded with the following findings:
1. A Level EMBr increases the flow asymmetry by triggering self-sustained oscillations
of the flow. This concerns the entire mold flow for low SEN submergence depths and
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the lower mold flow for higher SEN submergence depth.
2. Including conducting walls into simulation stabilizes the Level EMBr effects because
Lorentz forces are compacted to the jet region which results in a more efficient
breaking effect.
3. High aspect ratio molds without an EMBr are triggering self-sustained oscillations.
4. FCM stabilizes the mold flow and reduces surface turbulence and can be adjusted
towards an intended free surface flow with decent flow velocity.
5. With a FCM, the magnetic field is able to act on flow regions around the jet more
efficiently than a direct positioning at the jet. This can be explained by lower inertia
effects and consequently better damping of turbulence.
6. The jet detachment frequency of the SEN is undisturbed if a mountain-bottom SEN
is used. The type of magnetic field does not have an influence on that.
7. EMBr attenuates the impact of the argon injection on the lower mold flow.
8. Argon injection prevents from von Kármán vortices at free surface in the vicinity of
the SEN.
9. FCM allows argon bubbles to widely spread between the SEN and the narrow walls
and at the same time hinders bubbles to spread between the wide walls. This hampers
entrapment of argon bubbles inside the starting solidification front.




The conducted study was limited to two different EMBr types. Each EMBr type can
be varied in position and intensity. Moreover, different magnetic field distributions can
be studied in order to enhance the flow even more. Some of the parameters like the
magnetic field position was already studied in frame of the mini-LIMMCAST mold by
Chaudhary, Thomas, and Vanka (2012). They came to the conclusion that a low position
of the ruler-type magnetic field can have advantages over the FCM concept and a high ruler
position. However, every EMBr tested in their study created unstable flow regimes. The
reason can be the low aspect ratio and the high submergence depth in the mold mock-up.
The positioning of a Level EMBr in a full scale mold of higher aspect ratio can therefore
be instructive.
The influence of the magnetic flux density of the upper ruler magnetic field in case of the
FCM can also reveal which field strength is promising to get a desired surface flow with
low surface turbulence. An enhanced numerical model based on this study should include
the conducting side walls in the full scale mold since insulating walls exhibit a somehow
overdriven flow picture. It can be expected that the flow is getting much more stable in the
oscillation cases of the present study, then. Additionally, the future model should include
smaller sized bubbles (𝑑𝐵 < 800 µm) since the good performance of the FCM can be worse
if small-sized bubbles can travel longer along the jet streamline.
The model itself would also benefit from the implementation of the following extensions:
• Include Bubble-Induced Turbulence in the model
• Adding Bubble-Particle interaction models to describe the entrapping of inclusion
particles by bubbles
• Add the Volume of Fluid Method to the model to describe the free surface dynamics
in the mold
• Add bubble coalescence and breakup modeling
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• Add solidification to the model and a corresponding entrapment model for bubbles
and inclusion particles at the wall
Despite all the numerical setups already studied in literature, a mathematical optimization
of the flow and the magnetic field is still not feasibily since the lack of todays calculation
ressources. Furthermore, every mold geometry needs a new mathematical optimization
cycle.
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Appendix
A1: Derivation of the induction equation

































∇ × (∇ ×𝐵)
)︂
− ∇ × (𝑢×𝐵) . (6.3)
After applying the Grassmann identity and Laplace identity
∇ × (∇ × 𝑎) = ∇ (∇ · 𝑎) −𝛥𝑎 (6.4)
∇ × (𝑎× 𝑏) = (𝑏 · ∇)𝑎− 𝑏(∇ · 𝑎) + 𝑎(∇ · 𝑏) − (𝑎 · ∇)𝑏 (6.5)












𝛥𝐵 + (𝐵 · ∇)𝑢−





𝑢 (∇ ·𝐵)⏟  ⏞  
∇·𝐵=0
− (𝑢 · ∇)𝐵
=> 𝜕𝐵
𝜕𝑡
+ (𝑢 · ∇)𝐵 = (𝐵 · ∇)𝑢+ 1
𝜎𝜇
𝛥𝐵 (6.6)
A2: Derivation of the Lorentz force in a 2-way coupling formulation







(∇ ×𝐵) ×𝐵 (6.7)
Afterwards the anti-commutative character of the cross product can be exploited by
(∇ ×𝐵) ×𝐵 = −𝐵 × (∇ ×𝐵) . (6.8)
Out of the vector rule
𝑎× (∇ × 𝑏) = ∇𝑏 (𝑎 · 𝑏) − (𝑎 · ∇) 𝑏 (6.9)
= (∇𝑏) 𝑎− (𝑎 · ∇) 𝑏, (6.10)
(6.8) can be written like
−𝐵 × (∇ ×𝐵) = (∇𝐵) · (−𝐵) − ((−𝐵) · ∇)𝐵 (6.11)
= − (∇𝐵) ·𝐵 + (𝐵 · ∇)𝐵. (6.12)






= (𝐵 · ∇)𝐵 +𝐵 × (∇ ×𝐵) (6.13)
and rearranging (6.12) like







= (∇𝐵) ·𝐵 (6.15)













(𝐵 · ∇)𝐵. (6.16)
A3: Derivation of the quasistatic approximation
If the magnetic field is static, then (2.7) reduces to
∇ × 𝐸 = 0. (6.17)
Knowing, that the rotation of a gradient vanishes (∇ × (∇𝑎) = 0), 𝐸 can be expressed
through a gradient of a potential 𝜓:
∇ × 𝐸 = ∇ × (−∇𝜓) = 0. (6.18)
Out of this Ohm’s law (2.9) can be rewritten like
𝑗 = 𝜎 (−∇𝜓 + 𝑢×𝐵0) . (6.19)
If then (2.6) is applied to this, a Poisson equation for the electric potential 𝜓 can be
deduced:
∇2𝜓 = ∇ · (𝑢×𝐵0) . (6.20)
This is enough to formulate the set of MHD equation in case of a one-way coupling:
∇ · 𝑢 = ∇ ·𝐵0 = 0 (6.21)
𝜕𝑢
𝜕𝑡
+ (𝑢 · ∇)𝑢 = −1
𝜚
∇𝑝+ 𝜈𝛥𝑢+ 𝑔 + 1
𝜚
𝑗 ×𝐵0 (6.22)
𝑗 = 𝜎 (−∇𝜓 + 𝑢×𝐵0) (6.23)
140 Bibliography
∇2𝜓 = ∇ · (𝑢×𝐵0) . (6.24)
A4: OpenFOAM-2.3.x Coding of the solver EPotPisoFoam
































32 dimensionedVector("jfinal" , dimensionSet(1,1,−3,0,0,−1,0), Foam::vector(0,0,0))
33 ) ;
34













47 dimensionedVector("lorentz", dimensionSet(1,−2,−2,0,0,0,0), Foam::vector(0,0,0))
48 ) ;
49













63 label PotERefCell = 0;
64 scalar PotERefValue = 0.0;
65 setRefCell(PotE, mesh.solutionDict().subDict("PotE"), PotERefCell, PotERefValue);
66 ) ;
Listing 6.2: readEPISOControls.H
1 const dictionary& PotEpiso = mesh.solutionDict().subDict("PotE");






5 // ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ //
6 int main(int argc, char ∗argv[])
7 {










17 // ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ //
18 Info<< "\nStarting time loop\n" << endl;
19
20 dimensionedScalar consist= 1; // Arbitrary scalar included in Poisson equation for electric potential
21 while (runTime.run()) //start of time−loop
22 {





28 for (int cor=0; cor<PotElnCorr; cor++) //start of "MHD"−Loop
29 {
30 Info << "Iteration No " << cor+1 << "\n";




35 fvm::ddt(U) // Time variation term of velocity U
36 + fvm::div(phi, U) // Convection term with flux of velocity phi
37 //− fvm::laplacian(nu, U) // Viscous term (if laminar)
38 + turbulence−>divDevReff(U) // Viscous term (if turbulent)
39 ==






46 if (momentumPredictor) //calc momentum predictor if set
47 {




52 // −−− PISO loop




57 volVectorField HbyA("HbyA", U);
58 HbyA = rAU∗UEqn.H();
59 surfaceScalarField phiHbyA //calculate fluxes on cell faces
60 (
61 "phiHbyA",
62 (fvc :: interpolate (HbyA) & mesh.Sf())






68 adjustPhi(phiHbyA, U, p);
69
70 for (int nonOrth=0; nonOrth<=nNonOrthCorr; nonOrth++)
71 {
72 fvScalarMatrix pEqn //solve Pressure Poisson−Equation
73 (









83 corr == nCorr−1










94 if (nonOrth == nNonOrthCorr)
95 {











107 // Fluxes of cross product velocity and magnetic fields
108 surfaceScalarField psiub = fvc :: interpolate (U ^ B0) & mesh.Sf();
109 // Consistent treatment of Poisson equation for electric potential PotE
110 fvScalarMatrix PotEEqn
111 (




116 // Conservative treatment of the current density
117 surfaceScalarField jn = −(fvc::snGrad(PotE) ∗ mesh.magSf()) + psiub ;
118 surfaceVectorField jnv = jn ∗ mesh.Cf();
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119 // Equation (42) in Ni et al . (2007, PartII)
120 jfinal = fvc :: surfaceIntegrate (jnv) − (fvc :: surfaceIntegrate (jn) ∗ mesh.C());
121 jfinal .correctBoundaryConditions();
122 // Derivation of the Lorentz force
123 lorentz = sigma∗ (jfinal ^ B0);
124
125 //Output
126 Info<< "lorentzforceRelax =" << PotERelax << nl << endl;





132 Info<< "ExecutionTime = " << runTime.elapsedCpuTime() << " s"
133 << " ClockTime = " << runTime.elapsedClockTime() << " s"
134 << nl << endl;
135 }
136 Info<< "End\n" << endl;
137 return(0);
138 }
A5: OpenFOAM-2.3.x Coding of the solver EPotPimpleMultiRegionFoam
Listing 6.4: EPotPimpleMultiRegionFoam.C
1 #include "fvCFD.H"
2 #include "singlePhaseTransportModel.H" //for transportProperties lookUp in the constant directory
3 #include "turbulenceModel.H" //for turbulenceProperties and related dicts
4 #include "fixedGradientFvPatchFields.H"
5 #include "regionProperties.H" //activate possibility to recognize multiRegions
6 #include "incompressibleCourantNo.H"




11 // ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ //
12

























35 Info<< "Time = " << runTime.timeName() << nl << endl;





41 // −−− PIMPLE loop
42 for (int oCorr=0; oCorr<nOuterCorr; oCorr++)
43 {
44 bool finalIter = oCorr == nOuterCorr−1;
45 Info<< "\nSolving for fluid region " << endl;
46 #include "setRegionFluidFields.H"
47 #include "readFluidMultiRegionPIMPLEControls.H"
48 #include "readFluidMultiRegionEPISOControls.H" //access controls of the PotE−Loop
49 #include "solveFluid.H" //contains the PISO and PotE solving
instructions for the fluid domain
50 forAll (solidRegions, i )
51 {
52 Info<< "\nSolving for solid region " << solidRegions[i].name() << endl;
53 #include "setRegionSolidFields.H"
54 #include "readSolidMultiRegionPIMPLEControls.H"
55 #include "readSolidMultiRegionEPISOControls.H" //access controls of the PotE−Loop




60 Info<< "ExecutionTime = " << runTime.elapsedCpuTime() << " s"
61 << " ClockTime = " << runTime.elapsedClockTime() << " s"
62 << nl << endl;
63 }




1 for (int cor=0; cor<PotElnCorr; cor++)
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2 {
3 if ( finalIter )
4 {








13 // Conservative treatment of the current density
14 surfaceScalarField jn = −(fvc::snGrad(PotE) ∗ mesh.magSf()); //psiub also canceled here for
representation of solid
15 surfaceVectorField jnv = jn ∗ mesh.Cf();
16 // Equation (42) in Ni et al . (2007, PartII)
17 jfinal = fvc :: surfaceIntegrate (jnv) − (fvc :: surfaceIntegrate (jn) ∗ mesh.C());
18 jfinal .correctBoundaryConditions();
19 }
20 if ( finalIter )
21 {
22 mesh.data::remove(" finalIteration ") ;
23 }
24 }
A5: OpenFOAM-2.3.x Coding of the solver EPotDBMFoam
Listing 6.6: Excerpt from createFields.H
1 Info << "Creating field alphac\n" << endl;
2 // alphac must be constructed before the cloud




































38 // Update alphac from the particle locations











9 // ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ //
10 int main(int argc, char ∗argv[])
11 {




16 " specify alternative cloud name. default is 'kinematicCloud'"
17 ) ;











28 // ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ //
29 Info<< "\nStarting time loop\n" << endl;
30
31 // Magnetic field direction (?)
32 dimensionedScalar consist= 1; // Arbitrary scalar included in Poisson equation for electric potential
33 // Initialization of Lorentz force
34 while (runTime.run())//for (runTime++; !runTime.end(); runTime++) //start of time−loop
35 {







43 Info<< "Evolving " << kinematicCloud.name() << endl;
44 kinematicCloud.evolve();
45
46 alphac = max(1.0 − kinematicCloud.theta(), alphacMin);
47 alphac.correctBoundaryConditions();
48 for (int cor=0; cor<PotElnCorr; cor++) //start of "MHD"−Loop
49 {
50 Info << "Iteration No " << cor+1 << "\n";




55 fvm::ddt(U) // Time variation term of velocity U
56 + fvm::div(phi, U) // Convection term with flux of velocity phi
57 //− fvm::laplacian(nu, U) // Viscous term (if laminar)
58 + turbulence−>divDevReff(U) // Viscous term (if turbulent)
59 ==







67 if (momentumPredictor) //calc momentum predictor if set
68 {




73 // −−− PISO loop
74 for (int corr=0; corr<nCorr; corr++)
75 {
76 volScalarField rAU(1.0/UEqn.A());
77 volVectorField HbyA("HbyA", U);
78 HbyA = rAU∗UEqn.H();
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79 surfaceScalarField phiHbyA //calculate fluxes on cell faces
80 (
81 "phiHbyA",
82 (fvc :: interpolate (HbyA) & mesh.Sf())
83 + fvc :: interpolate (rAU)∗fvc::ddtCorr(U, phi)
84 ) ;
85 fvOptions.makeRelative(phiHbyA);
86 adjustPhi(phiHbyA, U, p);
87 for (int nonOrth=0; nonOrth<=nNonOrthCorr; nonOrth++)
88 {
89 fvScalarMatrix pEqn //solve Pressure Poisson−Equation
90 (
91 fvm::laplacian(rAU, p) == fvc::div(phiHbyA)
92 ) ;
93 pEqn.setReference(pRefCell, pRefValue);
94 // Correction of pressure for non−orthogonal meshes









104 if (nonOrth == nNonOrthCorr)
105 {











117 // Fluxes of cross product velocity and magnetic fields
118 surfaceScalarField psiub = fvc :: interpolate (U ^ B0) & mesh.Sf();
119 // Consistent treatment of Poisson equation for electric potential PotE
120 fvScalarMatrix PotEEqn
121 (




126 // Conservative treatment of the current density
127 surfaceScalarField jn = −(fvc::snGrad(PotE) ∗ mesh.magSf()) + psiub ;
128 surfaceVectorField jnv = jn ∗ mesh.Cf();
129 // Equation (42) in Ni et al . (2007, PartII)
150 Bibliography
130 jfinal = fvc :: surfaceIntegrate (jnv) − (fvc :: surfaceIntegrate (jn) ∗ mesh.C());
131 jfinal .correctBoundaryConditions();
132 // Derivation of the Lorentz force
133 lorentz = sigmaEl∗ (jfinal ^ B0);
134
135 //Output




140 Info<< "ExecutionTime = " << runTime.elapsedCpuTime() << " s"
141 << " ClockTime = " << runTime.elapsedClockTime() << " s"
142 << nl << endl;
143 }
144 Info<< "End\n" << endl;
145 return(0);
146 }










9 // ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ //
10 int main(int argc, char ∗argv[])
11 {




16 " specify alternative cloud name. default is 'kinematicCloud'"
17 ) ;










28 // ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ //
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29 Info<< "\nStarting time loop\n" << endl;
30 dimensionedScalar consist= 1; // Arbitrary scalar included in Poisson equation for electric potential
31 while (runTime.run())//for (runTime++; !runTime.end(); runTime++) //start of time−loop
32 {






39 Info<< "Evolving " << kinematicCloud.name() << endl;
40 kinematicCloud.evolve();
41 alphac = max(1.0 − kinematicCloud.theta(), alphacMin);
42 alphac.correctBoundaryConditions();
43 for (int cor=0; cor<PotElnCorr; cor++) //start of "MHD"−Loop
44 {
45 Info << "Iteration No " << cor+1 << "\n";
46 lorentz . storePrevIter() ;
47 fvVectorMatrix UEqn
48 (
49 fvm::ddt(U) // Time variation term of velocity U
50 + fvm::div(phi, U) // Convection term with flux of velocity phi
51 //− fvm::laplacian(nu, U) // Viscous term (if laminar)
52 + turbulence−>divDevReff(U) // Viscous term (if turbulent)
53 ==





59 if (momentumPredictor) //calc momentum predictor if set
60 {
61 solve( UEqn == −fvc::grad(p)); // Pressure gradient term (from previous timestep)
62 fvOptions.correct(U);
63 }
64 // −−− PISO loop




69 volVectorField HbyA("HbyA", U);
70 HbyA = rAU∗UEqn.H();
71 surfaceScalarField phiHbyA //calculate fluxes on cell faces
72 (
73 "phiHbyA",
74 (fvc :: interpolate (HbyA) & mesh.Sf())






80 adjustPhi(phiHbyA, U, p);
81
82 for (int nonOrth=0; nonOrth<=nNonOrthCorr; nonOrth++)
83 {
84 fvScalarMatrix pEqn //solve Pressure Poisson−Equation
85 (









95 corr == nCorr−1










106 if (nonOrth == nNonOrthCorr)
107 {











119 // Fluxes of cross product velocity and magnetic fields
120 surfaceScalarField psiub = fvc :: interpolate (U ^ B0) & mesh.Sf();
121 // Consistent treatment of Poisson equation for electric potential PotE
122 fvScalarMatrix PotEEqn
123 (




128 // Conservative treatment of the current density
129 surfaceScalarField jn = −(fvc::snGrad(PotE) ∗ mesh.magSf()) + psiub ;
130 surfaceVectorField jnv = jn ∗ mesh.Cf();
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131 // Equation (42) in Ni et al . (2007, PartII)
132 jfinal = fvc :: surfaceIntegrate (jnv) − (fvc :: surfaceIntegrate (jn) ∗ mesh.C());
133 jfinal .correctBoundaryConditions();
134 // Derivation of the Lorentz force
135 lorentz = sigmaEl∗ (jfinal ^ B0);
136
137 //Output




142 Info<< "ExecutionTime = " << runTime.elapsedCpuTime() << " s"
143 << " ClockTime = " << runTime.elapsedClockTime() << " s"
144 << nl << endl;
145 }
146 Info<< "End\n" << endl;
147 return(0);
148 }









8 const typename CloudType::parcelType& p,
9 const scalar Re
10 ) const
11 {
12 //Drag cofficient for single bubble from Dijkhuizen et al . (2010a) and for bubble swarms from Roghair et al.
(2013)
13 scalar alphac(alphac_[p.cell() ]) ;
14 const vector& g = this−>owner().g().value();

















30 const fvMesh& mesh,
31 const dictionary& dict
32 )
33 :










































76 const typename CloudType::parcelType& p,
155
77 const scalar dt,
78 const scalar mass,
79 const scalar Re,
80 const scalar muc
81 ) const
82 {
83 forceSuSp value(vector :: zero, 0.0) ;
84 scalar Cd= this −> Cd(p,Re);











8 const typename CloudType::parcelType& p,
9 const scalar Re
10 ) const
11 {
12 //Drag cofficient for single bubble from Dijkhuizen et al . (2010a) and for bubble swarms from Roghair et
al. (2013)
13 scalar alphac(alphac_[p.cell() ]) ;
14 const vector& g = this−>owner().g().value();
15 scalar Eo = p.Eo(g, p.d(), sigma_);
























38 const fvMesh& mesh,
39 const dictionary& dict
40 )
41 :















































88 const typename CloudType::parcelType& p,
89 const scalar dt,
90 const scalar mass,
91 const scalar Re,
92 const scalar muc
93 ) const
94 {
95 forceSuSp value(vector :: zero, 0.0) ;
96 scalar Cd= this −> Cd(p,Re);














9 const fvMesh& mesh,
10 const dictionary& dict
11 )
12 :























35 const typename CloudType::parcelType& p,
36 const scalar dt,
37 const scalar mass,
38 const scalar Re,
39 const scalar muc
40 ) const
41 {
42 forceSuSp value(vector :: zero, 0.0) ;
43




A7: LES completeness evaluation
When using SAS and LES, the resolution requirements on the mesh are significant. There-
fore, a evaluation can be done by means of different methods. In LES, around 80% of the





with 𝐾 as the resolved kinetic energy of the large eddies. The distribution of 𝑀 in a
snapshot of the flow field in the midplane of the full-scale mold can be seen in Fig. 6.1.
It can be seen, that only the stagnation region at the mountain-bottom of the SEN loses
some resolution of the turbulent kinetic energy.




The distribution of the viscosity ratio is also shown in Fig. 6.1. It can be seen, that only
the jet core region exceeds values of 10.
Furthermore, the so-called length scale ratio (LSR) can be applied (Brusiani, Forte, and
Bianchi, 2007; Montorfano, Piscaglia, and Onorati, 2014; Piscaglia, Montorfano, and
Onorati, 2013). It establishes a connection to the lower limit of the inertial subrange of
159
Figure 6.1: Snapshot of the ratios 𝑘𝑠𝑔𝑠𝑘𝑠𝑔𝑠+𝐾 and
𝜈𝑠𝑔𝑠
𝜈 in the midplane for the hydrodynamic
LES.
the turbulent spectrum ℓ𝐷𝐼 . It is usually estimated by:
ℓ𝐷𝐼 ≈ 60ℓ𝜂 (6.27)








(a) Mesh A (b) Mesh B
Figure 6.2: Length Scale Ratio (LSR) of the mini-LIMMCAST facility for two different
meshes.




The necessary symmetric field of the turbulent dissipation 𝜖 or specific dissipation rate
𝜔 is determined by a partially converged RANS simulation with the SST 𝑘-𝜔 model. As
Fig. 6.2 shows, the LSR criterion is fulfilled for the meshes B and therefore for B2 as well
cause its even finer. Mesh A, which was used for the generation of the initial flow state, is
obviously too coarse to resolve the main features of the turbulence.
Every criteria for assessing whether the mesh is fine enough affirms that in both geometries
the correct mesh resolution was chosen. This guarantees that the SGS model only models
the isotropic scales of turbulence in pure hydrodynamic turbulence.
