Abstract. For the least squares estimatorθ for the drift parameter θ of an Ornstein-Uhlenbeck process driven by fractional Brownian motion with Hurst index H ∈ [
Introduction
Let B is given by a ratio of two Gaussian functionals [4] :
2)
The strong consistency and asymptotic normality of the estimatorθ T are shown for H ∈ [ 1 2 , 3 4 ) in [4] , and recently, this findings is extended to the case of H ∈ (0, 3 4 ] in [5] . The question naturally arises whether the Berry-Esseen bound of √ T (θ T − θ) can be obtained. When H = 1 2 , it is well known that the Berry-Esseen bound can be shown by means of squeezing techniques, please refer to [2, 3] and the references therein. Recently, two new approaches based on the Malliavin calculus are proposed to show the Berry-Esseen bound [6, 7] . But the case of H = 1 2 is still unsolved up to now. In the present paper, we will give an affirmative answer to the case of H ∈ [ 
, there exists a constant C θ such that when T is large enough,
where σ 2 H is given in [4, 5] as follows:
(1.5)
Although the lower bound of Kolmogorov distance between √ T (θ T − θ) and the Gaussian random variable is known in case of H = . We shall investigate this case separately.
Preliminary
Let α H = H(2H − 1). Define the Hilbert space
Then a Gaussian isonormal process associated with H is given by Wiener integrals with respect to a fBm for any deterministic kernel ∈ H:
Let H n be the n-th Hermite polynomial. The closed linear subspace H n of L 2 (Ω) generated by H n (B H (f )) : f ∈ H, f H = 1 is called the n-th Wiener-Ito chaos. The linear isometric
is called the n-th multiple WienerIto integral. For any f ∈ H ⊗n , define I n (f ) = I n (f ) wheref is the symmetrization of f .
Given f ∈ H ⊗p and g ∈ H ⊗q and r = 1, · · · , p ∧ q, r-th contraction between f and g is the
We will make use of the following estimate of the Kolmogrov distance between a nonlinear Gaussian functional and the standard normal (see Corollary 1 of [7] ).
as T → ∞, then there exist a constant c such that for T large enough,
where
Proof of the main theorem
It follows from Eq.(1.2) and the product formula of multiple integrals that
The reader can also refer to Eq.(17)-(19) of [6] for details. We need several lemmas before the proof of Theorem 1.1. The following estimate is cited from Proposition 7 or (3.17) of [5] . 
We will use f 1 (T ) ∼ f 2 (T ) to denote that f 1 is equal to f 2 asymptotically, i.e., lim T →∞ 
which converges to zero with an exponential rate.
Lemma 3.3. Let h T be given as in (3.4). Then as T → ∞,
Proof. The case of H = 
We divide the domain {0 ≤ t 2 ≤ T, 0 ≤ s 2 ≤ s 1 ≤ T, s 1 ≤ T } into three disjoint regions according to the distinct orders of s1, s2, t2:
We also denote
Thus, we have that as
Firstly, we consider I 1 . By making the change of variables T − t 2 = x, t 2 − s 1 = y, s 1 − s 2 = z, we have that
Similarly, we can show that I 2 , I 3 < ∞, which implies that
Lemma 3.4. Let g T be given as in (3.3) .
, the convergence speed of
Proof. The case of H = 1 2 is easy. Next, suppose that H ∈ ( 
where for i = 1, . . . , 6,
By making the change of variables a = x, b = y − x, c = z − y, we have that
Since on (a, b, c) ∈ R 3 + , a + b + c > T , we have that
Hence,
It is clear that as T → ∞, the speed of I 12 → 0 is 1 T 3−4H and the speed of I 13 → 0 is exponential. In addition, by the L'Hospital's rule, we have that as T → ∞,
Thus, we obtain that the speed of I 1 → 0 is also at least
Clearly, all I i , i = 2, 4, 6 can be dominated by I 1 . And it is easy to check that I 3 = I 5 converges to zero with exponential rate. Hence, the convergence speed of 2 f T 2 H ⊗2 → HΓ(2H)θ −2H 2 is at least The L'Hospital's rule implies that as T → ∞, 
