auditory discrimination task to their perceptual limits, for difficult discriminations among pure 26 tones or natural sounds. Spiking responses of excitatory and inhibitory L2/3 neurons in mouse A1 27 revealed learning-induced overrepresentation of the learned frequencies, in accordance with 28 previous literature. Using a novel computational model to study auditory tuning curves we show 29 that overrepresentation does not necessarily improve discrimination performance of the network 30 to the learned tones. In contrast, perceptual learning of natural sounds induced 'sparsening' of the 31 neural response, and consequently improving discrimination of these complex sounds. The 32 signature of plasticity in A1 highlights its central role in coding natural sounds as compared to 33 pure tones. 34
INTRODUCTION 37
Learning is accompanied by plastic changes in brain circuits. This plasticity is often viewed as 38 substrate for improving computations that sub-serve learning and behavior. A well-studied 39 example of learning-induced plasticity is following perceptual learning where cortical 40 representations change towards the learned stimuli (Roelfsema and Holtmaat 2018, Gilbert, 41 Sigman, and . Whether such changes improve discrimination is still debated and the 42 mechanisms leading to these changes are still largely unknown. Furthermore, learning paradigms 43 in animal models are often limited to simplified, unnatural stimuli that deviate further from real 44 learning experience and that brain circuits actually compute. 45
Perceptual learning is an implicit form of lifelong learning during which perceptual 46 performance improves with practice (Gibson 1969) . Perceptual learning spans a wide range of 47 sensory modalities and tasks like learning and improving reading skills, acquiring language, or 48 the learning to discriminate different shades of color and flavors. Extensive psychophysical 49 research on perceptual learning tasks led to a general agreement on some attributes of this type of 50 learning (Hawkey, Amitay, and Moore 2004). For example, perceptual learning has been shown 51 to be task specific, poorly generalized to other senses or tasks. It is also largely agreed upon that 52 gradual training is essential for improvement ( learning are thought to involve neural circuits as early as primary sensory regions (Schoups et al. 57 2001, Gilbert, Sigman, and Crist 2001) . In auditory learning paradigms, changes are already 58 observed at the level of primary auditory cortex (Weinberger 2004 Rutkowski and Weinberger 2005) ; reviewed in (Irvine 2017) . Notably, however, not all 62 studies could replicate the learning induced changes in the tonotopic map (Brown, Irvine, and 63 Park 2004). Furthermore, artificially induced map plasticity was shown to be unnecessary for 64 better discrimination performances per se, (Talwar and Gerstein 2001, Reed et al. 2011 ). Our 65 understanding of the mechanisms underlying auditory cortex plasticity remains rudimentary, let 66 alone for more natural stimuli. 67
To gain understanding of learning-induced plasticity at single neuron resolution, animal 68 models have proven very useful. Mice, for example, offer the advantage of a rich genetic experimental toolkit to study neurons and circuits with high efficiency and specificity (Luo, 70 Callaway, and Svoboda 2018). Historically, the weak aspect of using mice as a model was its 71 limited behavioral repertoire to learn difficult tasks. However, in the past decade technical 72 difficulties to train mice to their limits have been steadily improving with increasing number of 73 software and hardware tools to probe mouse behavior in high resolution (Egnor and developed our own experimental system for training groups of mice on an auditory perceptual 76 taskan automatic system called the 'Educage'. The Educage is a simple affordable system that 77 allows efficient training of several mice simultaneously to discriminate among pure tones or 78 complex sounds. 79 A1 is well known for its tonotopic map plasticity following simple forms of learning in 80 other animal models (Irvine 2017 ). An additional interest in primary auditory cortex is its 81 increasing recognition as a brain region involved in coding complex sounds (Bizley and Cohen 82 2013, Kuchibhotla and Bathellier 2018) . We thus asked what are the similarities and differences 83 in the plastic changes single neurons undergo following training to discriminate pure tones or 84 natural stimuli. We describe distinct changes in the long-term stimulus representations by L2/3 85 neurons of mice following perceptual learning and assess how these contribute to information 86
Prior to the training, each mouse was implanted, under light and very short period of Isoflurane 124 anesthesia, with Radio Frequency Identification (RFID; Trovan) chip on the back of its head. 125 RFID chips allow identification of mice individually, which is then used by the system to control 126 the precise stimulus delivery and track behavioral performance, on a per-mouse basis. Food and 127 water were provided ad libitum. While access to water was only in the Educage, mice could 128 engage the water port without restriction. Thus, mice were never deprived of food nor water. At 129 the beginning of each experiment, RFID-tagged mice were placed in a large home-cage that was 130 connected to the Educage. Before training, we removed the standard water bottle from the home 131 cage. Mice were free to explore the Educage and drink the water at the behavioral port. Every 132 time a mouse entered the behavioral port it was identified individually by the antenna and the 133 infra-red beam and a trial was initiated. Before learning, any entry to the port immediately 134 resulted in a drop of water, but no sound was played. Following 24hrs of exploration and 135 drinking, mice were introduced for the first time to the 'target' stimulusa series of six 10 kHz 136 pure tones (100 ms duration, 300 ms interval; 3 ms on and off linear ramps; 62 dB SPL) played 137 every time the mouse crossed the IR beam. To be rewarded with water, mice were now required 138 to lick the spout during the 900 ms response window. This stage of operant conditioning lasted 139 for 2-3 days until mice performed at >70% hit rates. 140
We then switched the system to the first level of discrimination when mice learned to 141 identify a non-target stimulus (a 7.1 kHz pure tone series) from the already known target stimulus 142 (separated by 49%/octave). Thus, on each trial one of two possible stimuli were played for 2.1 143 seconds-either a target tone or a non-target tone. Mice were free to lick the water spout anytime, 144 but for the purpose of evaluating mouse decisions we defined a response window and counted the 145 licking responses only within 900 ms after the sound terminated. Target tones were played at 70% 146 probability and non-target tones at 30% probability, in a pseudorandom sequence. A 'lick' 147 response to a target was rewarded with a water drop (15 microliter) and considered as a 'Hit' trial. 148
A 'no lick' response to a target sound was considered as a 'Miss' trial. A lick response to the non-149 target was considered a 'False Alarm' (FA) trial, which was negatively reinforced by a mild air 150 puff (60 PSI; 600ms) followed by a 9 second 'timeout'. A 'no lick' response to the non-target was 151 considered a correct rejection (CR) and was not rewarded. 152
Once mice learned the easy discrimination, we switched the system to the second 153 discrimination stage. Here, we increased task difficulty by changing the non-target tone to 8.333 154 kHz, thus decreasing the inter tone distance to 26%/octave. Then, at the following stage, the inter 155 tone distance was further decreased to 14%/octave and then down to 6%/octave. This last transition was often done in a gradual manner (»12%/octave»10%/octave» 157 8%/octave»6%/octave). In some of the animals (n=25), we trained mice to their JND and then 158 changed the task back to an easier level. For some of the mice (n=13) we played 'catch trials' 159 during the first and second sessions of the 14%/octave discrimination stages. In catch trials, 160 different tones spanning the frequency range of the whole training (7-10 kHz) were presented to 161 the animals in low probability (6% of the total number of sounds), and were neither negatively 162 nor positively reinforced. 163
For the vocalizations task, we used playback of pups' wriggling calls (WC) as the target 164 stimulus. These vocalizations were recorded with a one-quarter inch microphone (Brüel & Kjaer) 165 from P4-P5 PV × Ai9 pups (n = 3), were sampled at 500 kHz and identified offline (Digidata 166 1322A; Molecular Devices). As the non-target stimulus, we used manipulations of the WC. 167
During the first stage of the operant learning, mice learned to discriminate between WC and a 168 fully reversed version of this call. Then, the second manipulation on the non-target stimulus was a 169 gradual change of the frequency modulation (FM) of each syllable in the call while leaving the 170 temporal structure of the call intact. To manipulate the syllable FM we used a dynamic linear FM 171 ramp. This operation multiplies each sampling interval within the syllable, by a dynamic speeding 172 factor, which changed according to the relative distance from the start and end of the syllable, and 173 generated a new waveform by interpolation from the original waveform. For example, for a 0.6 174 speeding factor, the beginning of each syllable was slower by a factor of 0.4 while the end of each 175 syllable accelerated by a factor of 0.4. The range of sound modulation used here was 0.66-0.9. A 176 value of 0.66 is away from the WC, 0.9 similar to the WC and 1 exactly the same as the WC. The 177 basic task design for the non-target sound was as follows: Reverse» 0.66 »0.81» 0.9. 178
179

Surgical procedure 180
Mice were anesthetized with an intraperitoneal injection of ketamine and medetomidine (0.80 and 181 0.65 mg/kg, respectively) and a subcutaneous injection of Carprofen (0.004 mg/g). Additionally, 182 dextrose-saline was injected to prevent dehydration. Experiments lasted up to 8 h. The depth of 183 anesthesia was assessed by monitoring the pinch withdrawal reflex, and ketamine/medetomidine 184 was added to maintain it. The animal's rectal temperature was monitored continuously and 185 maintained at 36 ± 1°C. For imaging and recording, a custom-made metal pin was glued to the 186 skull using dental cement and connected to a custom stage to allow precise positioning of the 187 head relative to the speaker (facing the right ear). The muscle overlying the left auditory cortex was removed, and a craniotomy (∼2 × 2 mm) was performed over A1 (coordinates, 2.3 mm 189 posterior and 4.2 mm lateral to bregma) as described previously (Cohen, Rothschild, and Mizrahi 190 2011, Stiebler et al. 1997) . The auditory protocol comprised 18/24 pure tones (100 ms duration, 3 ms on and off linear 207 ramps) logarithmically spaced between 3-40 kHz and presented at four sound pressure levels (72-208 42 dB SPLs). Each stimulus/intensity combination was presented 10/12 times at a rate of 1.4 Hz. 209
The vocalizations protocol comprised the playback of pups' wriggling calls (WC) and 3 210 additional frequency modulated (FM) calls, presented at 62 dB SPL for 16 repetitions. 211 212
Behavioral data analysis 213
To evaluate behavioral performance we calculated, for different time bins (normally 20 trials), 214
Hit and FA rates, which are the probability to lick in response to the target and non-target tones, 215 respectively. In order to compensate for the individual bias, we used a measure of discriminability 216 from signal detection theoryd-prime (d'). D' is defined as the difference between the normal 217 inverse cumulative distribution of the 'hit' and FA rates (Nevin 1969 ). D' for each discrimination stage was calculated based on trials from the last 33% of the indicated stage. Psychometric curves 219
were extracted based on mouse performance in response to the catch trials. By fitting a sigmoidal 220 function to these curves we calculated decision boundaries as the inflection point of each curve. integral. Only neurons that had tone-evoked response (determined by a two sample t-test) were 232 included in our dataset. Based on this response window, we extracted the cell's tuning curve and 233 frequency-response area (FRA). Evoked firing rate was calculated as the average response to all 234 frequencies that evoked a significant response. Firing rate in the training band was calculated as 235 the response to frequencies inside the training band (7-10 kHz), averaged across all intensities. 236
Best frequency (BF) of each cell was determined as the tone frequency that elicited the strongest 237 response averaged across all intensities. The selectivity of the cell is the % of all frequency-238 intensity combinations that evoked significant response (determined by a two sample t-test). Since the measured responses before and after learning are not from the same cells, we cannot 246 estimate the changes of individual tuning curves due to learning. Instead, we must rely on 247 estimated learning-induced changes in the ensemble of single-neuron responses. Our goal, 248 therefore, was to build a statistical model of single-neuron tuning curves before and after learning. This model is different before and after learning, and was used to estimate the learning-250 induced changes in the population of A1 responses. Furthermore, we use this model as a 251 generative model that allowed us to generate a large number of 'model neurons' with statistically 252 similar response properties as the measured ones. 253
In principle, one could use a parametric model, by fitting each observed tuning curve to a 254 specific shape of functions (e.g., Gaussian tuning curves). However, since the tuning curves of 255 neurons to tone frequencies do not have symmetric 'gaussian' shapes, and some are bimodal, 256 fitting them to a parametric model has not been successful. Instead, we chose to model each 257 single neuron response as a weighted sum of a small set of orthogonal basis functions, 258
Here, ( ) is the firing rate (i.e., the trial-averaged spike count) of the i-th neuron in response to 260 the stimulus with frequency f; K is the number of orthogonal basis functions denoted by ( ) 261
(dependencies in f are in log scale). In order to determine the basis functions and the coefficients, 262
we performed Singular Value Decomposition (SVD) of the matrix of the measured neuronal 263 firing rates for the 18 values of f. Our model (1) uses a subset of the K modes with the largest 264 singular values (the determination of K is described below). The SVD yields the coefficients 265 , for the N observed neurons and (2) smoothes the resultant SVD f-dependent vectors using 266 a simple 'moving average' technique to generate the basis functions, ( ) (3) Importantly, to use 267 the SVD as a generative model, for each l we compute the histogram of the N , 268 coefficients. To generate 'new neurons', we sample each coefficient independently from the 269 corresponding histogram. In other words, we approximate the joint distribution of the coefficients 270 by a factorized distribution. This allowed us to explore the effect of changing the number of 271 neurons that downstream decoders use in order to perform the perceptual task. 272
Model (1) describes the variability of the population responses to the stimulus, in terms of tuning 273 curves of the trial averages firing rates. Additional variability in the data is the single trial spike 274 count. We model these as independent Poisson random variables with means given by ( ). 275
Since neurons are not simultaneously recorded, we do not include noise correlations in the model. 276
We performed this procedure for the naïve and expert measured responses separately, so that both 277 the basis functions and the coefficient histograms are evaluated for the two conditions separately. 278
Note we do not make Gaussian assumptions about the coefficient histograms. In fact, the 279 observed histograms are in general far from Gaussian.
The choice of number of basis functions 281
Due to a limited number of trials that we sampled for each neuron, taking a large value of K can 282 result in over-fitting the model to the noise caused by the finite number of trials. To estimate the 283 optimal number of basis functions, we evaluated the percentage of response firing rate variability 284 of the population (i.e, the fraction of the sum of the squared SVD eigenvalues) as a function of K. 285
We also evaluated the parameters of model (1) based on a subset of trials and checked how well it 286 accounts for the observed tuning curves that are calculated from the test trials. We took K that 287 produces the smallest test error and saturated the fractional variance. 288
We used Model (1) with the above choice of K in order to evaluate the discrimination 289 ability of the population of A1 neurons, by creating an ensemble of single-neuron responses for 290 the naïve and expert conditions. To generate the model neurons, we sampled the coefficients of 291 the basis function independently from the corresponding histogram of the measured neurons, and 292 used these neurons for the calculations depicted below. 293 294
Fisher Information 295
We calculated the Fisher Information (FI) for each condition (naïve vs. expert) using our model 296
(1). FI measure bounds the mean squared error of an (unbiased) estimator of the stimulus from 297 the noisy single trial neuronal responses. When the neuronal population is large (and they are 298 noise-independent) FI also determines the discriminability d' of a maximum likelihood 299 discriminator between two nearby values of the stimulus (Seung and Sompolinsky 1993). Under 300 the above Poisson assumption, the FI for the i-th neuron is equal to = ′ ( ) 2 ( ) , where ′ ( ) is 301 the derivative of the firing rate with respect to the stimulus value f. The total FI is the sum of the 302
FIs of individual neurons (Seung and Sompolinsky 1993). This has been evaluated in both naïve 303
and expert conditions. Note that the FI are functions of the stimulus value f, around which the 304 discrimination task is performed. 305 306
Discrimination by linear readout 307
We applied a linear decoder to assess the ability to discriminate between nearby stimuli on the 308 basis of the neuronal population responses. We trained a support vector machine (SVM) with a 309 linear kernel, which finds an 'optimal' linear classifier that discriminate between two nearby frequencies on the basis of single-trial vectors of spike counts generated with our generative 311 model (1) and Poisson variability. We then evaluated the probability of classification errors to test 312 trials, in both naïve and expert conditions. Since our training set is not linearly separable, we 313 used SVM with slack variables (Vapnik 1998) , which incorporates a 'soft' cost for classification 314 errors. Each classification was iterated maximum 500 times (or until converged). In each 315 iteration, 16 trials were used for training the classifier and 4 trials were used to test the decoder 316 accuracy. 317
318
Data analysisvocalization responses 319
Similarity of response to different vocalizations was calculated as Pearson correlation between 320 the PSTH's of the different stimuli. Classification of vocalization identity based on population 321 activity was determined using the Support Vector Machine (SVM) decoder with a linear kernel 322 and slack variables. The decoder was tested for its accuracy to differentiate between responses to 323 two different vocalizations. The input to the SVM consisted of the spike count of each neuron in 324 the syllable response window. The same number of neurons (37) was used in both groups to 325 avoid biases. We then evaluated the probability of classification errors to test trials, using leave-326 one-out cross validation. Each classification was iterated 1000 times. In each iteration, 15 trials 327 were used for training the classifier and one trial was used to test decoder accuracy. The number 328 of syllables utilized in the decoder were increased cumulatively. 329
RESULTS 331
Behavior -Discrimination of pure tones 332
To study perceptual learning in mice, we developed a behavioral platform named the 'Educage' 333 (all software and hardware design are freely available for download at 334 https://github.com/MizrahiTeam/Educage). The Educage is an automated home-cage training 335 apparatus designed to be used simultaneously with several mice. One advantage of the Educage 336 over other procedures is that human interference is brought to minimum and training efficiency 337 increases. The 'Educage' is a small modular chamber (10x10X10 cm), opening on one end into a 338 standard animal home cage where mice can enter and exit freely ( Fig. 1a ). On its other end, the 339 chamber contains the hardware that drives the system, hardware for identifying mice and 340 measuring behavioral performance ( Fig. 1a, Fig. S1a , and Methods). Mice were free to engage 341 the behavioral port at their own will, where they consume all of their water intake. Following 342 habituation, mice were trained on a go/no-go auditory discrimination task to lick in response to a 343 target tone (a series of 10 kHz pure tones) and withhold licking in response to the non-target tone. 344
A 'lick' response to a target was rewarded with a water drop (15 microliter) and considered as a 345 'Hit' trial. A 'no lick' response to a target sound was considered as a 'Miss' trial. A lick response 346 to the non-target was considered a 'False Alarm' (FA) trial, which was negatively reinforced by a 347 mild air puff (60 PSI; 600ms) followed by a 9 second 'timeout'. A 'no lick' response to the non-348 target was considered a correct rejection (CR) and was not rewarded (Fig. 1a ). On average, mice 349 performed 327 ± 71 trials per day, mainly during dark hours ( Fig. S1b) . 350
The initial level of learning was to identify a non-target stimulus (a series of 7.1 kHz pure 351 tones) from the 10 kHz target stimulus. These stimuli are separated by 49% of an octave and are 352 perceptually easily separated by mice. Despite the simplicity of the task, behavioral performance 353 varied widely between mice ( Fig. 1b, Fig. S1c ). On average, it took mice 54±38 trials to cross our 354 criterion of learning, which was set arbitrarily at d'=1 ( Fig. 1b ; dotted line), and gradually 355 increased to plateau at d'=2.35±0.64 ( Fig. 1d ). To extend the task to more challenging levels, we 356 gradually increased task difficulty by changing the non-target tone closer to the target tone. The 357 target tone remained constant at 10 kHz throughout the experiment and only the non-target 358 stimulus changed. The lowest distance used between target and non-target was 3%/octave (9.6 359 kHz vs 10 kHz). A representative example from one mouse's performance in the Educage 360 throughout a complete experiment is shown in figure 1c . The just noticeable difference (JND) for 361 each mouse was determined when mice could no longer discriminate (e.g. the JND of the mouse 362 shown in figure 1c was determined between 6-10%/octave). The range of JND's was 3-14%/octave and averaged 8.6±4.7%/octave. Most mice improved their performance with training 364 ( Fig. 1e, f) , showing improved perceptual abilities along the task. The duration to reach JND 365 varied as well, ranging 3069±1099 trials. Detection times, defined as the time in which lick 366 patterns in the correct reject trials diverged from the lick patterns of the hit trials, increased 367 monotonically by ~177 ms per each step of task difficulty demonstrating the increased perceptual 368 load during the harder tasks ( Fig. S1d) . 369
To show that gradual training is necessary for perceptual learning we trained groups of 370 littermate mice on different protocols simultaneously. In one group of mice we used a standard 371 protocol and the animals were trained on the gradually increasing task difficulty described above. 372
Simultaneously, in the second group of mice -termed 'easy only'animals were trained 373 continuously on the easy task. Although both groups of mice trained together, only the mice that 374 underwent gradual training were able to perform the hard task ( Fig. 1g ). Taking together, these 375 data demonstrate the efficiency of the Educage to train groups of mice to become experts in 376 discriminating between a narrowband of frequencies in a relatively short time and with minimal 377 human intervention. 378
379
Representation of pure tones in A1 following perceptual learning 380
To evaluate cortical plasticity following perceptual learning, we compared how pure tones are 381 represented in A1 of naïve and expert mice. We used in vivo loose patch recording of L2/3 382 neurons in anesthetized mice to record tone-evoked spiking activity in response to 3-40kHz pure 383 tones ( Fig. 2a,b ; Table 1 ). In naïve mice, responses were highly heterogeneous, with best 384 frequencies covering the whole frequency range ( Fig. 2c,d ; n=105 neurons, n=22 mice, red). In 385 expert mice, best frequencies of tuning curves were biased towards the frequencies that were 386 presented during learning ( Fig. 2c,d ; n=107 neurons, n=21 mice, blue). These data show, as 387 expected from previous literature, that learned frequencies in A1 become overrepresented at least 388 as measured by the neuron's best frequency (BF). We next showed that this overrepresentation 389 was specific to the learned tone by training mice on 4 kHz as the target tone and recorded neurons 390 in a similar manner to the abovementioned experiment. Indeed, L2/3 neurons in A1 of mice 391 training on 4kHz showed BF shifts towards 4 kHz (Fig. S2a) . Temporal responses to the trained 392 frequencies were only slightly different between naive and expert mice. Specifically, average 393 spiking responses were slightly but significantly faster and stronger in experts (Fig. S2b, Table 1 ).
We recorded the responses to pure tones at different intensities and constructed frequency 395 response areas (Fig. S2c ). Pairwise signal correlation of neighboring neurons, calculated from 396 these frequency response areas were high in naïve mice (0.2±0.28) but even higher in experts 397 (0.3±0.24; Fig. 2E ). Thus, the basal level of functional heterogeneity in A1 (Maor, Shalev, and 398
Mizrahi 2016, Rothschild, Nelken, and Mizrahi 2010, Bandyopadhyay, Shamma, and Kanold 399 2010) is reduced following learning. This learning-induced increase in functional homogeneity of 400 the local circuit, emphasizes the kind of shift that local circuits undergo. Since neurons in expert 401 mice did not have wider response areas (Fig. 2F, Table 1 ), our data suggests that neurons shifted 402 their response properties towards the learned tones at the expense of frequencies outside the 403 training band. These results are largely consistent with previous studies in monkeys, cats, and rats 404 In order to choose the appropriate number of basis functions, we determined the minimal 418 number of basis functions that achieves good performance in reconstructing test single trial 419 responses. In figure 3b we show the fraction of explained variance as a function of the number of 420 basis functions, K. For both the naïve and expert groups the explained variance reaches above 421 96% after five basis functions. Figure 3c shows the Mean Square Error (MSE) on the unseen 422 trials as a function of K in data from both the naïve and expert animals. The MSE exhibits a broad 423 minimum for K in a range between 6-13. Interestingly, both naïve and experts achieve roughly 424 the same MSE values, although for experts the MSE values at both low and large values of K are 425 considerably larger than that of the naïve, presumably due to the smaller number of cells in the expert conditions. Taken together, we conclude that for these conditions six basis functions are 427 the appropriate number and used this value for our calculations. 428
Based on the IBF method described above, we generated a population of tuning curves 429 (500 'new neurons'), and estimated their total Fisher Information (FI; see Methods). Figure 3d  430 shows the FI as a function of the stimulus f for both the naïve and expert conditions. Surprisingly, 431 the FI of the neurons from expert animals was enhanced relative to the naïve group, but only for 432 stimuli at both flanks of the training band. Importantly, the FI within the band of the trained 433 frequencies remained unchanged (Fig. 3d, within the black lines) . The same result holds true for a 434 performance of a support vector machine (SVM) classifier. Using SVM to separate any two 435 frequencies that are 0.2198 octave apart, discriminability (d') values derived from the classifier's 436 error show similar results as the FI (Fig. 3e ; (Seung and Sompolinsky 1993) ). The value of d' is 437 larger in the expert groups as compared to the naïve but only outside the training band, whereas 438 within the band discriminability is not improved (or even slightly compromised). 439
The results shown in figure 3 do not change qualitatively if we use our SVD model for 440 the recorded neurons, as opposed to newly modelled neurons. One advantage of having a 441 generative model for the population responses is that we can generate an unlimited number of 442 trials and tuning curves. We took advantage of this to explore whether the results of the FI and 443 SVM change with population size. To answer this question, we evaluated the mean 444 discrimination performance (over test neurons) as a function of the number of sampled cells, N, 445 which increases as expected. Consistent with the results of the SVM, the performances in the 446 naïve and expert groups are similar with slight tendency for a higher accuracy in the naive 447 population at large Ns (Fig. 3f) . In contrast, for frequencies near the training band, the accuracy is 448 substantially larger in the expert than in the naïve group for virtually all N (Fig. 3g ). Thus, it 449 seems that learning induced changes in tuning curves that do not improve discriminability of the 450 learned stimuli. 451 452
Perceptual learning of natural sounds 453
Natural sounds are characterized by rich spectro-temporal structures with frequency and 454 amplitude modulations over time (Mizrahi, Shalev, and Nelken 2014) . Discrimination of such 455 complex stimuli could be different from that of pure tones. Thus, we next designed a task similar 456
to that with the pure tones but using mouse vocalizations as the training stimuli. We used 457 playback of pups' wriggling calls (WC) as the target stimulus ( Fig. 4a -top) . As the non-target 458 stimuli, we used frequency modulations of the WC; a manipulation that allowed us to morph one stimulus to another by a continuous metric (Fig. 4a ). The range of sound modulation used here 460 was indexed as a "speeding factor" (see Methods for details). In short, a modulation factor of 0.66 461 affected the original WC more than a modulation factor of 0.9 did, and is therefore easier to 462 discriminate (Fig. 4b ). To reach perceptual limits we trained mice gradually, starting with an easy 463 version of the task (WC vs a temporally reversed version of the WC) and then gradually to 464 modulated calls starting at 0.66 modulation. Once mice reached >80% hit rates we changed the 465 non-target stimulus to more difficult stimuli until mice could no longer discriminate (Fig. 4c) . 466
Mice (n=11) learned the easy task, i.e., discriminating WC from a 0.66 modulated call, with 467 average d' values of 2.5±0.4 ( Fig.4d ). On average, mice could only barely discriminate between a 468 WC and its 0.9 modulation (d' at 0.9 was 1±0.8; Fig. 4d ). While these discrimination values were 469 comparable to the performance of pure tones, detection times were substantially higher ( Fig.  470 S4a). For similar d' values, discriminating between the vocalizations took 300-1000ms longer as 471 compared to the pure tone tasks (Fig.4e ). In addition, learning curves were slower for the 472 vocalization task as compared to the pure tones task. The average number of trials to reach d'=1 473
for vocalizations was 195 trials, more than three times longer as compared with pure tones 474 (compare Fig. S4b and 1b , respectively). These differences may arise from the difference in the 475 delay, inter-syllable interval and temporal modulation of each stimulus type, which we did not 476 further explore. Taken together, these behavioral results demonstrate a gradual increase in 477 perceptual difficulty using a manipulation of a natural sound. 478 479
Sparser response in A1 following perceptual learning of natural sounds 480
To study the neural correlates in A1 that support natural sound discrimination we recorded L2/3 481 neurons in response to the learned stimuli ( Fig. 5a ), expecting increased representation of these 482 particular stimuli. Surprisingly, and in contrast to the results from pure tone discrimination, we 483 did not find an increase in the representation of the learned stimuli. The fraction of cells 484 responding to the trained vocalization remained constant (Fig. S5a) as well as the evoked firing 485 rate for the preferred vocalization or the preferred syllable within a vocalization (Table 2) . 486
Instead, representation in expert mice trained on vocalizations was sparser. Specifically, 487 responses were more selective in their response within the call, i.e. each cell responded to less 488 syllables and each syllable was represented by fewer cells, Table 2 ; Fig. S5b ). Sparseness was 489 also evident from the average population response to the vocalization (Fig. 5b) . Nearly all 490 syllables had weaker responses, three of which were statistically weaker (Fig. 5b, gray bars) . 491
Notably, the smaller fraction of responses was not just an apparent sparseness due to increase in trial to trial variability, as reliability of responses by neurons in the expert group remained similar 493 to reliability of responses in the naïve group (Table 2) . 494
We next asked whether the 'sparsening' described above bears more information to the 495 learned stimulus. We analyzed population responses by including all neurons from all mice as if 496 they are a single population (naïve: n=41 neurons from 8 mice; expert: n=37 neurons from 6 497 mice). We calculated the Pearson correlation of the population response to all responses in a 498 pairwise manner (Fig. 6a) . As compared to naïve mice, the absolute levels of correlations in 499 expert mice were significantly lower for nearly all pairs of comparisons (Fig. 6a, asterisks) . As 500 expected, weaker modulations of the call and, hence, high similarity among stimuli, were 501 expressed as higher correlations in the neuronal responses (Fig. 6b ). The pairs of stimuli which 502 mice successfully discriminated in the behavior (0.66 vs. the original WC and 0.81 vs. the original 503 WC), had significantly lower correlation in the expert mice ( Fig. 6b , rank sum test, p<0.05). 504
Responses to the more similar stimuli that were near perceptual thresholds (i.e. 0.9 vs. the original 505 WC) were lower in expert mice, but not significantly ( Fig. 6b , rank sum test, p>0.05). This 506
reduced Pearson correlation suggested that plasticity in A1 supports better discrimination among 507 the learned natural stimuli. Indeed, a SVM decoder performed consistently better in expert mice, 508 discriminating more accurately the original WC from the manipulated ones (Fig. 6c ). As 509 expected, the decoder performance monotonically increased when utilizing the responses to more 510 syllables in the call. However, in the expert mice, performances reached a plateau already half 511 way through the call, suggesting that neuronal responses to the late part of the call carried no 512 additional information useful for discrimination. Similarly, the correlation of the population 513
responses along the call, shows that responses were separated already following the first syllable, 514 but that the lowest level of the correlation was in the 5 th -7 th syllables range, which then rapidly 515 recovered by the end of the call (Fig. S5c) . These findings are also consistent with the behavioral 516 performance of the mice as decisions are made within the first 1.5 seconds of the trial (or the first 517 7 syllables of the sentence). Specifically, the head of the mouse is often retracted by the time the 518 late syllables are played (Fig. 4e) . Taken together, 'sparser' responses improve neural 519 discrimination of learned natural sounds. 520 521
Learning induced plasticity of Parvalbumin neurons 522
The mechanisms responsible for the learning-induced changes following learning are currently 523 unknown. We used mouse genetics and two-photon targeted patch to ask whether local inhibitory neurons could contribute to the observed plasticity we describe above. To this end, we focused 525 properties of the PV + neurons. We trained PV + -Cre x Ai9 mice in the Educage and then patched 530 single neurons under visual guidance ( Fig. 7a ; Mizrahi 2015, Maor, Shalev, and 531 Mizrahi 2016) . In order to increase the sample of PV + neurons we used targeted patch and often 532 patched both PV + and PVneurons in the same mice. PVneurons were used as proxy for 533 excitatory neurons (these neurons were also included in the analysis shown in Fig. 2-6 ). All the 534 TdTomato + neurons that we patched were also verified as having a fast spike shape (Fig. 7a) , a 535 well-established electrophysiological signature of PV + cells. PV + neurons had response properties 536 different from PVneurons in accordance with our previous work (Maor, Shalev, and Mizrahi 537 2016) . For example, PV + neurons responses were stronger and faster to both pure tones and 538 natural sounds (Fig. 7b-c and Table 3 ; compare with Fig. 2b and 5a , see also (Maor, Shalev, and 539 Mizrahi 2016)). 540
Following pure tone learning, PV + neurons also changed their response profile. On 541 average, the BF of PV + neurons shifted towards the learned frequencies, similar to what we 542 described for PVneurons (Fig. 8a,b) . The shift in tuning curves of PV + neurons was also 543 accompanied by a significant widening of their receptive fields (Fig. S6a ). When we compared 544 the BF's of PVand PV + neurons within the same brain (within 250 microns of each other), we 545 found that excitatory and inhibitory neurons became more functionally homogeneous as 546 compared to naïve mice (Fig. 8c ). As both neuronal groups show similar trends in the shift of 547 their preferred frequencies we rule out a simple scenario whereas parvalbumin neurons increase 548 their responses in the sidebands of the learning frequency. In other words, plasticity does not 549 seem to be induced by lateral inhibition via parvalbumin neurons, but rather maintain a strict 550 balance between excitation and inhibition, regardless of whether they are naïves or experts (Wehr 551 and Zador 2003, Zhou et al. 2014 ). Note that the peak of the PV + population response and their 552 BF distribution was on the outskirts of the training band, rather than within it (compare Fig. 8a,b  553 with Fig. 2c,d) , and concomitantly, the slope of the population responses at the trained frequency 554 band increased due to learning (Fig. 8a) . To assess the computational effect of the plasticity in 555 the inhibitory neurons' responses we have applied on their responses the same d' and Fisher 556
Information calculated for the PVneurons (Fig. 8d,e) . Overall, the discrimination performance of 557 the two cell populations (when equalized in size) is similar. However, the PV + population shows a significant learning related increase in tone discrimination performance by these cells within the 559 training band (Fig. 8d,e ) in contrast to the results for PVneurons ( Fig. 3d and e ). This result is 560 consistent with the above-mentioned increase in their response slopes in the trained frequency. 561
Following natural sound learning, we found no significant changes in basic response 562
properties to any parameter in the vocalizations by the PV + neurons (Fig. S6d, Table 3 ). The 563 relationship between the responses of PV + and their PVneighbors remained constant as reflected 564 in the similar slopes of the functions describing PVfiring versus PV + firing (Fig. S6c ). Note that 565 this common trend of plasticity (i.e. lower responses after learning) is also reflected in the 566 population PSTHs. The PSTHs in expert mice of both PVand PV + neurons tended to have lower 567 firing rates than in naïve mice (Fig. S6b) . This result suggests that the excitation-inhibition 568 balance, as reflected in the responses of PVversus PV + , remains. In PV + neurons, the temporal 569 correlation along the call as well as the decoding performance from these neurons showed 570 changes that are qualitatively similar to their PVcounterparts, but the data across the population 571 was noisier ( Fig. 8f-g; Fig. S6d ) perhaps due to the smaller sample of the PV + dataset. 572
DISCUSSION 574
Plasticity in frequency tuning following perceptual learning 575
Shifts in the average stimulus representation towards the learned stimuli is not a new 576 phenomenon. Similar findings were observed in numerous studies, multiple brain areas, animal 577 models and sensory systems, including in auditory cortex (Buonomano and Merzenich 1998, 578 Karni and Sagi 1991, Weinberger 2004). In fact, the model of learning-induced plasticity in A1, 579 also known as tonotopic map expansion, is an exemplar in neuroscience ( Kato, Gillet, and Isaacson 2015) . Indeed, we also found 583 that the number of neurons tuned to the learned frequency band increased in expert mice after 584 perceptual learning (Fig. 2) . Thus, our results support the observations of tuning curve plasticity 585 in a primary sensory cortex, showing this here specifically for L2/3 neurons and extending it to 586 A1 in mice. 587
Since we sampled only a small number of neurons in areas smaller than 250m 3 , our 588 observations cannot be inferred as direct evidence for tonotopic map expansion. Rather, our data 589 emphasizes that plastic-shifts occur in local circuits ( Fig. 2e) . Given that neurons in A1 are 590 functionally heterogeneous within local circuits (Bandyopadhyay, Shamma, and Kanold 2010, 591
Maor, Shalev, and Mizrahi 2016, Rothschild, Nelken, and Mizrahi 2010), any area in A1 that 592 represents a range of frequencies prior to learning could become more frequency-tuned once 593 learned. Such a mechanism allows a wide range of modifications within local circuits to enable 594 increased representation of the learned stimuli without necessarily perturbing gross tonotopic 595 order. One advantage of local circuit heterogeneity is that it allows circuits to maintain a dynamic 596 balance between plasticity and stability (Mermillod, Bugaiska, and Bonin 2013). Only mapping 597 the full extent of auditory cortex, at both global and local scale and preferably over time in the 598 same neurons (Rothschild and Mizrahi 2015) , will enable to reveal the precise type of changes the 599 cortex undergoes and how it exploits its variability to sub-serve perceptual learning. 600
Quantifying overrepresentation across a population of neurons and interpreting these in 601 the context of the learned perceptual tasks have been the subject of extensive research (Bao 602 2015) . It has commonly been assumed that the learning-induced changes in tuning properties 603 improves the accuracy of coding of the trained stimuli. In particular, for discrimination tasks 604 between two stimuli differing by a small change in a one-dimensional stimulus parameter, perceptual learning theory predicts that sharpening of the slope of the tuning curves with respect 606 to this parameter improves the discriminability of the stimuli (Seung and Sompolinsky 1993) . 607 However, the observed increased representation of the BFs towards the training band in expert 608 mice may not increase over all tuning slopes and may even decrease them, especially since the 609 slopes tend to be small at the best frequencies. A closer look at the tuning curves in A1 shows that 610 they are often irregular with multiple slopes and peaks (i.e. not having simple unimodal Gaussian 611 shapes). Furthermore, the learning induced changes in the ensemble of tuning curves are not 612 limited to shifting the BF, hence a more quantitative approach was required to assess the 613 consequences of the observed learning induced plasticity on discrimination accuracy. This 614 motivated us to develop a method that takes into account the irregularities in tuning curves of A1 615 neurons. To this end, we have used a new, SVD based, generative model (Fig. 3) , allowing us to 616 assess the combined effects of changes in BFs as well other changes in the shapes of the tuning 617 curves. Surprisingly, both Fisher Information analysis as well as estimated classification errors of 618 an optimal linear classifier, show that learning induced changes in tuning curves does not 619 improve tone discriminability at trained values. This conclusion is consistent with previous work 620 on the effect of exposure to tones during development. Early life experience during development 621 which induces similar changes to those observed during learning has been argued to decrease tone 622 discriminability for similar reasons (Han et al. 2007 ). However, in that work, the functional effect 623 of tuning curve changes was consistent with an observed impaired behavioral performance, 624
suggesting that plasticity in A1 sub-serves discrimination behavior. In contrast, the stable (or 625 even reduced) accuracy in the coding of the trained frequency we observed occurs despite the 626 improved behavioral performance after training. What may this finding underlie? 627
The changes that we recorded in A1 following pure tone learning do not improve their 628 contribution to discrimination of the task stimuli, and are thus orthogonal to direct behavioral 629 performance. One interpretation of this finding is that learning induced plasticity in other brain 630 regions, either in downstream (or parallel) auditory areas or in task related 'readout' areas enable 631 improved behavioral performance. Notably, even the representation in naïve mice would be 632 sufficient for reliable decoding at behavioral resolutionutilizing a population of only two-three 633 hundred A1 neurons (Fig. 3g ). Thus, changes in the tuning of A1 neurons are not necessary for 634 discriminating the pure-tone task. Further, we suggest that the observed learning-induced changes 635 in the tuning of pure tones in A1 are the result of unsupervised Hebbian learning induced by over 636 exposure to the trained tones during the training period; similar to the reported results in early 637 overexposure (Han et al. 2007 ). Unsupervised learning signals are not driven by task related 638 reward per se and may increase representation rather than discriminability. Increased
Inhibitory plasticity follows excitatory plasticity 672
Cortical inhibitory neurons are central players in many forms of learning (Hennequin, Agnes, and 673 Vogels 2017, Kullmann et al. 2012 , Sprekeler 2017 ). Inhibitory interneurons have been 674 implicated as important for experience dependent plasticity in the developing auditory system 675 (Hensch 2005) , during fear learning in adulthood (Courtin et al. 2014 , Letzkus et al. 2011 , and 676 following injury (Resnik and Polley 2017) . Surprisingly, however, and despite the numerous 677 studies on parvalbumin neurons, we could not find any references in the literature of recordings 678 from parvalbumin neurons after perceptual learning. Two simple (non mutually exclusive) 679
hypotheses are naively expected. One is that plasticity in inhibitory neurons are negative mirrors 680 of the plasticity in excitatory neurons. This would predict that inhibitory neurons would increase 681 their responses to the stimuli for which responses of excitatory neurons are downregulated (as 682 found in the plasticity of somatostatin expressing (SOM) neurons following passive sound 683 exposure (Kato et al. 2015) , or in multisensory plasticity in mothers (Cohen and Mizrahi, 2015) . 684
The second is that inhibitory neurons enhance their response to 'lateral' stimuli thus enhancing 685 selectivity to the trained stimulus, as suggested by the pattern of maternal related plasticity to pup 686 calls (Galindo-Leon, Lin, and Liu 2009). To the best of our knowledge, our study thus provides a 687 first test of these hypotheses in the context of perceptual learning. We found no evidence for 688 these scenarios. Instead, a common motif in the local circuit was that parvalbumin neurons 689 changed in a similar manner to their excitatory counterparts. the target WC and the manipulated calls. Top, a large manipulation (speeding factor-0.66), which 783 is perceptually easy to discriminate from the WC. Bottom, a minor manipulation (speeding 784 factor-0.9), which is perceptually closer to the WC. C. Lick responses to the target tone (solid 785 line) and non-target tone (dashed line), binned over 50 trials, of one representative mouse along 786 the different discrimination stages. The task of the first stage was to discriminate between WC vs 787 reversed playback of the call ('Reverse'). The following stages are different degrees of call 788 modulation. Titles correspond to the speeding factors used for the non-target stimulus. D. 789
Population average d' values for the different discrimination levels. N=9 mice (mean ± s.e.m). 790
Shades denote the level of difficulty. E. Comparison between detection times during the easy and 791 difficult stages of pure tone (blank circles) and vocalizations (filled circles) discrimination tasks. 792
Detection times are significantly different between all groups (Mann-Whitney U-test: 793 ***p<0.001). for its accuracy to differentiate between the modulated WC stimuli against the original WC. The 815 performance of the decoder is shown for neurons from the naïve (red) and expert (blue) groups. 816
Decoder performance is plotted separately for the three different pairs of stimuli. Each point in 817 each graph shows the number of syllables the decoder was trained on and allowed to use. Error 818 bars are SEM for 1000 repetitions of leave-one-out cross validation. value between naïve and experts using a Mann-Whitney U-test for each group separately. 875
