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Abstract: In this paper the concept of partial Pad6 approximation, introduced by Claude Brezinski, is generalised to 
the case of simultaneous rational approximation with common denominator. The use of information about known 
poles and/or zeros, can lead to approximants with a better numerical behaviour than in the case of ordinary 
simultaneous Pad6 approximation. 
Keywords: Simultaneous rational approximation, pole/zero-detection, numerical performance of rational approxi- 
mants. 
1. Introduction 
In the sequel the material will be arranged as in the report ANO- by Claude Brezinski [l]. 
Consider the situation of d (formal) power series with complex coefficients, given by 
fj( t) = f cl,;t’, 1 <j < d. 0) 
i=O 
Let the following polynomials with complex coefficients be given 
v,(t) of exact degree k,, 1 <j < d; w(t) of exact degree r. (2) 
Furthermore d + 1 unknown polynomials are introduced 
pj(t) of degree mj, 1 <j<d; q( t ) of exact degree n . (3) 
Using the notation p(t) for the reversed polynomial, given by p(t) = t”p(t-‘), where p(t) is a 
polynomial of degree s, we define 
e(t) =pj(t)Cj(t), 1 <j< d; Q(t) =4”(t)G(t). (4) 
The approximation problem now consists of the search for polynomials pj( t), q(t) and a- 
non-negative integer s, which is maximal, in such a way, that 
e(t) - g(t)f;(t) = O(tm~+[n’dl+s+Q+l), 1 <j< d, (5) 
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with 
rj= 1, l<j<?Z-d[n/d]; r, = 0, n-d[n/d] +l<j<d. 
([xl denotes the greatest integer function; if n is divisible by d, all r, are zero.) 
(6) 
Remark. Here we find the same type of situation as in the work by Jeannette van Iseghem [3] on 
simultaneous orthogonality: globally the order of approximation is maximal. Of course one 
could, for n - d[n/d] # 0, distribute the ‘extra’ freedom in another manner as in (5, 6), however, 
for algorithmic purposes the choice given above is more convenient (cf. [3]). 
An analysis of the situation (take for the moment the case that s = 0; reminiscent of 
‘normality’ in PadC approximation), shows that we have m, + . . . + md + n + d + 1 free parame- 
ters-the coefficients of the unknown polynomials-and m, + . - . + md + d[ n/d] + n - d[n/d] 
+d=m, + ... + md + n + d conditions. There always exists a non-trivial (i.e. not identically 
zero) solution. More generally, the value of s follows from adding s homogeneous linear 
equations for the coefficients of the unknown polynomials for each of the d functions and 
maximising s under the condition that the solution remains non-trivial. 
It is now quite simple to give determinantal conditions on the coefficients of the power series 
from (1) to ensure that the problem (5, 6) has a unique solution up to a multiplicative constant, 
say the normalisation (2(O) = 1 (cf. [2]), in which always s = 0. The right form of these 
determinants will follow easily from the defining equations for the unknown polynomials as 
given in the next section; the coefficients of the given polynomials uj( t) and w(t) will then also 
play a role. For sake of brevity the conditions will not be exhibited explicitly, but for the sequel 
it is tacitly assumed that the approximation problem (5, 6) always has a unique solution with 
o(O) = 1 and s = 0. 
Definition. The unique rational functions (4(t)/& t); 1 <j G d) satisfying (5, 6) with o(O) = 1 
and s = 0 will be called simultaneous partial Pad; approximants (for short: SPPA) to the 
functions h( t)(l <j < d). 
Notation: ({ mj,ui/n,w}(t); 1 <j < d). 
Remark. As in [l] we can recover both the ordinary simultaneous PadC approximant 
[mj,nlj( t)(take uj( t) = tkI, w(t) = t’ or k, = r = 0) and the simultaneous Pad&type approximant 
{ mj,n}Jt)(take u,(t) = tkJ or k = 0 and n = 0); for a definition of these concepts cf. [2]. 
In the next section two different methods for the construction of the SPPA will be given along 
with the proof that these two methods are equivalent; in the final section some numerical 
examples will be treated. 
2. Construction 
Rewrite the approximation problem (5, 6) in the following two manners 
fij(t)iYj(t) - g(t)G(t)fj(t) = O(tm~+[“‘dl+~+l), 1 <j< d, 
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or 
pj(t) - @(t)G(t)f,(t)/fij(t) = O(tm~+[“‘dl+‘,+l), 1 <j< d. (7b) 
Here the fact is used that cj(0) Z 0 because uj has exact degree kj, thus division does not cause 
deflation of the order of approximation. Formulae (7a, b) imply two methods of construction for 
the SPPA: 
Method A. pj( t)/q( t) is a simultaneous approximant to fi( t)fi( t)/fij( t). 
Method B. pj( t)/ij( t) 6( t) is a simultaneous approximant to h( t)/fij( t). 
The remaining part of this section will be used to prove that the Methods A and B lead to the 
same SPPA and follows the method given in [l]. 
Step 1. Compute the coefficients of gj( t) :=fi( t)/Cj( t), 1 <j < d. 
Using the following notations 
k, 00 
rYj(t) = c u,,;t’, gj(t) = C gj,it’, 1 <j < d, 
i=o i=o 
we find with (1) and the convention gj,i = 0 for i < 0 the equations 
k, 
‘j,i = C ‘j,sgj,i--s, i >, 0, l<j<d. 
s=o 
From (8) it is possible to compute the coefficients of the gj( t) while u/.0 # 0. 
(8) 
Step 2B. A formula for pj( t) and q(t), using Method B. 
From the theory of Pad&type approximation (cf. [2]) adapted to the situation in this paper, the 
unknown polynomial q(t) can be defined using orthogonality relations with respect to certain 
linear functionals. 
Introduce linear functionals xy) on the space of formal power series in x by 
Xy’(xi) = gj,i+/, i > 0, IEZ. (9) 
As an immediate consequence of Method B we get the following conditions for q 
x?-“-‘“‘(xiq(x)w(x)) = 0, O<i<[n/d] -l+rj, l<j<d (10) 
(the integers 5 are as in (6); the number of unknowns is one more than the number of 
conditions). 
The polynomials pj follow from the fact that the approximant constructed with the aid of 
Method B can be written as follows 
m,--n--r 
jj(t)/q(t)@(t) = c g,,#+ t”,-“-“‘iij(t)/~(t)G(t), 
i=O 
where the polynomials uj satisfy 
iii(t) = t -luj(t-l), uj( t) = Xjm,--n--r+l) ( dhw - qWw(t) x-t 1 9 
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leading to 
m,--n--r 
p,(t) = q(t)w(t) c gj,;tmJ-n-r-i+ f+(t), l<j<d. 
i=O 
Step 2A. A formula for pj( t) and q(t), using Method A. 
Now we need the functions G( t)f,( t)/Cj( t) = gj( t)G( t) =: h,(t). With the notation 
G(t) = k Witi, hj(t) = f hi,/, l<j<d, 
i=O i=O 
and the gj,i found in formula (8), the hj,i follow from 
hj,i = i w,gj,i--s i>O, l<j<d. 
s=o 
(w has exact degree r, thus w. # 0; again coefficients with i c 0 have to be taken zero.) 
Introduce linear functionals [j’) on the space of formal power series in x by 
(11) 
02) 
ci(‘)(xi) = hj,i+l, i>O, 1EZ. (13) 
As an immediate consequence of Method A we get the following conditions for q 
[,p-n+yxiq(x)) = 0, O<i< [n/d] -l+r,, l<j<d. (14) 
(the integers 5 are as in (6); the number of unknowns is one more than the number of 
conditions). 
The polynomials pj follow from the fact that the approximant constructed with the aid of 
Method A can be written as follows 
m,--n 
flj( t)/4”( t) = c hj,iti + tmJ-n+lpj( t)/4”( t), 
i=O 
where the polynomials pi satisfy 
pj(t) = tn-‘p,(t-‘), pj( t) = p,-n+l) qcx; I ft) ) 
i i 
leading to 
pj(t)=q(t) c hj,itm/-“-i+pj(t), l<j<d. 
i=O 
(15) 
Step 3. The proof that (10) and (14) define the same polynomial q(t). 
This follows easily from the relation between the linear functionals defined in (9) and (13): 
Sir+s)(Xi) = hj,i+r+s = C Wsgj,i+r+s-o 
o=o 
= xy( WoXr+i) + Xy’( WIXr+i--l) + . . . +$‘( w,xi) 
= ~~.s’(xiw(x)). 
Step 4. The proof that (11) and (15) define the same polynomials pi(t). 
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Although this follows from (7) and Step 3, a proof using linear functionals will be given. First a 
connection between uj and pj is established (everywhere 1 <j G n). 
= -$--n--r+l) W(x) 
i 
q(x) -q(t) + q(t)x(m,-n-r+l) 44 -w(t) 
x-t 1 J i x-t i 
= c In-n+l) 1 d-4 -q(t) + q(t)x(,m,-n-r+l) w(x) - w(t) x-t i J ( x-t 1 
= p,(t) + q(t)Xjm,-n-r+l) w’x; 1 ;Ct) . ( I 
Inserting this into (ll), it turns out that we want to prove 
Wl--n In,-r---n 
c hj,itml--n-i s w(t) c gj,itml-n-r--i + $,--n-r+l) 
i=O i=O 
The term with the functional can be calculated explicitly, it turns out to be 
(16) 
r-l r-1-X r-l r-l-h 
XjmJ--n-r+l) c c W,Xr-o-l-A t” = c c W,gj,m,_“_o_h p, 
i ( A=0 a=0 11 i X=0 a=0 I 
a polynomial in t of degree at most r - 1. 
The first term on the right hand side is 
i wr_J”m’~-ngj,itmJ-~-r-i = i wr_atam’g-ngj m _n_r_Btfi, 
a=0 i=O a=0 p=0 ’ ’ 




bi = C Wr-agj,m,-n-r-/3Y 
(a, PI 
where the summation for the coefficients bi is extended over ((Y, p) that satisfy 
a+P=i, O<a<r, O<p<mj-r-n. 
Replacing r - (Y by (Y we write 
bi= i wagj,m,-n-i-aT Ogi<mj-n, 
a=r-i 
and the identity (16) is transformed into 
WZ,--n m,--n r-1 r-1-X 
C hj,m,-n-itiE C bit’+ C 
i=O i=O A=0 
C w,gj,,,,_n_o_x 
o=o 
For i a r the second sum on the right hand side does not contribute and the equality is nothing 
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else but the defining equation (12) for the h,,,. For i < Y - 1 both sums on the right contribute 
and we find 
i: 
r-i-l 
Wa~j,m,--n--i--a + C wogj,m,-n-o-i= i Wagj,m,--n--r--a =hj,m,-n-*, 
a=r-i o=o n=O 
again equation (12). 
This completes the proof of the equivalence of the Methods A and B, under the single 
condition that the approximation problem (5, 6) has a solution that is unique up to a multiplica- 
tive constant. 
3. Examples 
For sake of simplicity the restriction to the case of two functions will be made here and for 
sake of brevity most of the straightforward calculations (the solving of homogeneous linear 
equations) will be omitted. 
Case I. Consider the pair of functions 
f,(t) = y$ = 1+ 2t + it* + Et3 + 9 * * 3 7 
f*(t) = 5 = 1 - t + ‘t* 2 - ‘t3 2 + . . . 
To imitate the presence of the poles, we put 
q(t) = t + 1, U*(f) = t - 1, w(t) = t* - 1, 
which leads with m, = m2 = 1, n = 2 to the approximation problem 
8,(t) - 4”(t) exp t = O(t’), p,(t) - q(t) cos t = o(t’), 
where the form of Method A is used. 
The choices show the advantage of the SPPA: it is possible to find approximants &t)/&t) 
to fi(t) which-although they have the same denominator before they were written in their 
lowest terms-mimick the behaviour of the functions near the different poles because of the 
different cancelling factors in the numerators. In ordinary simultaneous Padt approximation one 
can never be sure that numerators and denominators show cancellation effects that lead to the 
incorporation of different singularities. 
Calculating the SPPA we find 
(1, W2, w}(t) = l&l- t + St’)(l - t)), 
(1, u,/2, w}(t) = (l- t)/((l - t + $‘)(l + t)). 
The approximant to 4 has simple poles at t = 1 + i and t = ( - 1) ‘- ‘( j = 1, 2). 
To compare this with other simultaneous rational approximants we calculate the (2, 0, 0) and 
(0, 1, 1) systems of ‘German polynomials’ for {l,fi,f2}. (To refresh the reader’s memory: the 
( pO, pi, p2) approximant consists of the pair of rational functions Pi( t)/P,( t), i = 1,2, with deg 
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Fig. 1. [exp( t)/(l - r), cos( t)/(l + t)]. 
Pi < u - pi (0 d i < 2; u := p. + p1 + p2) and P,(t) - P,,(t)f,(t) = O(F’+‘), i = 1, 2; cf. [2].) We 
find 
P*(2, 0,o; t) = 1 + 2t + $2, P*(2, 0, 0; t) = 1 - t + $2 
P,(O, 1, 1; t) = 1 + $t, P*(O, 1, 1; t) = 1 - St, 
P,(2,0,0; t) = 1, 
P,(O, 1, 1; t) = 1 - ft - $2. 
The (0, 1, 1) approximants have both the same simple poles at t = (- 2 + J46)/7, i.e. at 
t = - 1.255 and t = 0.683. 
For each of the three pairs of rational approximants (rr( t), r2( t)) the Euclidean distance to 
the pair of functions they approximate has been calculated: 
E(t) := d(fAt, -da* + (f*(t) -r*(t))*. 
The error functions E(t) have been plotted in Fig. 1 for values of t starting from t = - 0.50 to 
t = 0.50 with stepsize 0.02; the plots have been cut off for E(t) > 1.50. 
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Case 2. This time we consider the pair of functions 
f,(t) = s = 1+ 3t + Yt2 + T?t’ + * * * ) 
f,(t) = (1 - t)3’2 = 1 - ;t + it2 + &t3 + * * * . 
The time we use-in order to imitate both the pole at t = 0.5 and the limiting value 0 when 
approaching t = 1.0 from below along the real axis-the polynomials 
q(t) = 1, u2(t) = (t - l)(t - 2) w(t)=t-2, 
which leads with m, = m2 = 1, n = 2 to the approximation problem 
F,(t) - 4”(t) exp(t) = o(t’), a,(t) - 4”( t)J1-t = o( t3), 
where the form of Method A is used. 
Calculating the SPPA we find 
(1, q/2, w>(t) = (1+ Xt)/((l - Xt - $t’)(l - 2t)), 
(1, u,/2, w}(t) = (1 - #)(l - t)/(l - At - At’). 
(Z.O,O): - 
L 0 * 1 * 1 1 : _____ 
SPPA: ___- 
Fig. 2. [exp( t)/(l - 2t), (1 - t)3’2]. 
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The approximants to fj have simple poles at t = ( - 5 + \/73)/2 i.e. at t = 1.772 and t = - 6.772, 
moreover the approximant to fr also has a simple pole at t = 0.5, while that to f2 has a zero at 
t = 1.0, 
As in Case 1 we compare this with the (2, 0, 0) and (0, 1, 1) systems of German polynomials 
for {l,fi,f2}; we find 
P,(2,0,0; t) = 1 + 3t + yt*, P*(2,0, 0; t) = 1 - $t + 49, 
P,(O, 1, 1; t) = 1+ gt, P*(O, 1, 1; t) = 1 - St, 
P,(2, 0,o; t) = 1, 
P,(O, 1, 1; t) = 1 - gt - $2. 
The (0, 1, 1) approximants have both the same simple poles at t = (-49 + &%?)/174, i.e. at 
t = -0.983 and t = 0.421. 
The error functions E(t) have been plotted in Fig. 2 for values of t starting from t = - 2.00 to 
t = 1.00 with stepsize 0.06; the plots have been cut off for E(t) > 30.0. 
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Fig. 3. [exp( t)/(l - 2 t), (1 - t)3’2]. 
352 M. de Bruin / Simultaneous approximation 
In the original plot the stepsize 0.06 led to a tiny bulge on the error curve of the SPPA around 
t = 0.5: the pole was not detected! Computer calculations with stepsize 0.03 led to the following 
values: 
t E(t) 
0.43 0.112 5312007 
0.46 0.249 880 9124 
0.49 1.252 964 8870 
0.52 0.777 037 5886 
0.55 0.381924 2084 
Finally stepsize 0.001 around t = 0.5 showed the explosion of the error curve; in Fig. 3 the scale 
has been changed in both t- and E( t)-direction. The values of t run from t = - 0.45 to t = 0.45 
with stepsize 0.018. 
Case 3. Finally consider the pair of functions 
f,(t) = (1 - ty = 1 - ;t + it* + &t3 + * * * ) 
f*(t) = (1 - t> 
1114 = 1- +;j + $2 - gt3 + . . . . 
(2,0,0): - 
( 0,l 0 1 I : _____ 
SPPAl: - 
SPPA2: --- 
Fig. 4. [(l - t)3/2, (l- t)“‘4]. 
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To imitate the limiting character approaching t = 1.0 from below along the real axis, we put first 
q(t) = t - 1, uz(t) = (t - l)*, w(t) = 1, 
which leads with m, = m2 = 1, n = 2 to the approximation problem 
p,(t) - 4”(t)(l - t)“* = o( t3), P,(t) - 4”(t)(1- t)3’4 = o(9), 
where Method A is used; the approximant is referred to as SSPAl. Secondly we put 
q(t) = (t - l)‘, u*(t) = (t - l)‘, w(t) = 1, 
which leads with m, = m2 = 1, n = 2 to the approximation problem 
p,(t) - q(t)(1 - t)-“* = O(t’), j,(t) - q(t)(1 - t)3’4= O(9), 
where again Method A is used; now the approximant is called SSPA2. Calculating SPPAl we 
find 
(1, U1/2, w}(t) = (1 - ft)(l - t)/(l + it + St*), 
(1, v,/2, w}(t) = (l- $t)(l- t)‘/(l+ it + At’). 
‘1 
‘\ ‘\ 
0 \ ‘\ 
- \ d ‘\ \ ‘\ 




qo.40’ ’ ’ ’ -0.30 ’ ’ ’ ’ ’ ’ -0.20 ’ ’ -0.10 0.00 0.10 ’ ’ 0.20 r- 0.90 
T 
~O,l.ll: _____ 





Fig. 5. [(l- t)3’2, (1- t)“‘4]. 
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The approximants both have the same simple poles at t = ( - 1 f i&?)/3. Finally the calculation 
of SPPA2 leads to 
(1, uJ2, w}(t) = (1 + $t)(l - t)‘/(l - it - +*>, 
(1, u,/2, w}(t) = (1 - $)(l- t)‘/(l - +t - &t’). 
The approximants both have the same simple poles at t = ( - 3 + m)/3, i.e. at t = - 3.517 and 
t = 1.517. As in Case 1 we compare this with the (2, 0, 0) and (0, 1, 1) systems of German 
polynomials for { l,fi,f2 } ; we find 
P,(2, 0,o; t) = 1 - It + it*, P*(2, 0, 0; t) = 1 - $9 + g-t*, 
P,(O, 1, 1; t) = 1+ it, P*(O, 1,l; t) = 1 - ft, 
P,(2,0,0; t) = 1, 
P,(O, 1, 1; t) = 1 + ‘ii?t + gt*. 
The (0, 1, 1) approximants have both the same simple poles at t = (- 13 + i&%)/33. The error 
functions E(t) have been plotted in Fig. 4 for values of t starting from t = - 0.50 to t = 1.00 
with stepsize 0.03; the plots have been cut off for E(t) > 0.75. 
Because of the extreme good fit of both SSPAl and SSPA2, in Fig. 5 a separate plot is given. 
There one can find the behaviour of the three rational functions (the (2, 0, 0) approximant is 
omitted) for t running from t = -0.40 to t = 0.40 with stepsize 0.016; the error curves have been 
cut off as soon as E(t) > 0.08. Furthermore, in the table below, the values of the errors in SPPAl 
and SPPA2 are given to show their actual size. 
t SPPAl SPPA2 
-2.0 7.2176910740 8.871573 8765 
-1.8 5.0865307234 5.341963 6620 
-1.6 3.4115336301 3.1241681948 
-1.4 2.1502346822 1.750616 3906 
-1.2 1.251328 5365 0.9233559210 
-1.0 0.6551426890 0.4468441474 
-0.8 0.296073 7323 0.1904416168 
-0.6 0.107195 3868 0.0663486447 
-0.4 0.026418 2708 0.0160418449 
-0.2 0.0026547424 0.0016085859 
0.0 0.0000000000 0.0000000000 
+0.2 0.0015347450 0.000 9531515 
+0.4 0.008755 5703 0.005 4761153 
+0.6 0.0196606818 0.0120894686 
+0.8 0.025 6962371 0.0144948553 
+1.0 0.0000000000 0.0000000000 
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