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Abstract
In this thesis we examine properties and constructions of graph au-
tomatic semigroups, a generalisation of both automatic semigroups
and finitely generated FA-presentable semigroups. We consider the
properties of graph automatic semigroups, showing that they are
independent of the choice of generating set, have decidable word
problem, and that if we have a graph automatic structure for a
semigroup then we can find one with uniqueness. Semigroup con-
structions and their effect on graph automaticity are considered. We
show that finitely generated direct products, free products, finitely
generated Rees matrix semigroup constructions, zero unions, and
ordinal sums all preserve unary graph automaticity, and examine
when the converse also holds. We also demonstrate situations where
semidirect products, Bruck-Reilly extensions, and semilattice con-
structions preserve graph automaticity, and consider the conditions
we may impose on such constructions in order to ensure that graph
automaticity is preserved.
Unary graph automatic semigroups, that is semigroups which
have graph automatic structures over a single letter alphabet, are
also examined. We consider the form of an automaton recognis-
ing multiplication by generators in such a semigroup, and use this
to demonstrate various properties of unary graph automatic semi-
groups. We show that infinite periodic semigroups are not unary
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graph automatic, and show that we may always find a uniform set
of normal forms for a unary graph automatic semigroup. We also de-
termine some necessary conditions for a semigroup to be unary graph
automatic, and use this to provide examples of semigroups which are
not unary graph automatic. Finally we consider semigroup construc-
tions for unary graph automatic semigroups. We show that the free
product of two semigroups is unary graph automatic if and only if
both semigroups are trivial; that direct products do not always pre-
serve unary graph automaticity; and that Bruck-Reilly extensions
are never unary graph automatic.
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Chapter 1
Introduction and
Background
Graph automatic semigroups are an extension of the concept of automaticity, as
introduced for groups in [18] and for semigroups in [14]. They can also be seen as
an extension of finitely generated FA-presentable semigroups, as considered in
[9]. As a generalisation of both these concepts, it is interesting to examine which
properties of FA-presentable semigroups and automatic semigroups extend to
the graph automatic case.
Graph automatic groups and semigroups can also be considered as those
whose Cayley graphs admit an automatic presentation, as in the sense of [26].
The concept of a Cayley FA-presentable group was considered in [7], where it
is shown that there exist semigroups whose Cayley graphs are FA-presentable
which are not automatic. The concept of the Cayley graph of a semigroup being
FA-presentable was discussed in [9], where it is used to show that the classes of
automatic semigroups and FA-presentable semigroups are incomparable.
The main study of graph automatic groups is in [25]. Here, the authors
examine properties and constructions of graph automatic groups. As with au-
tomatic groups, the definition of graph automatic groups considers the group as
1
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a semigroup. Therefore it is natural to extend the concept of graph automaticity
to semigroups, and examine whether the properties of graph automatic groups
still hold in the semigroup case, and to examine further semigroup-theoretic
constructions.
In this thesis we provide an introduction to the theory of graph automatic
semigroups. We begin by providing some background definitions in this chapter.
In Chapter 2 we introduce the concept of graph automatic semigroups and
give some initial examples. We compare the concept of graph automaticity with
automaticity and FA-presentability, showing that any automatic semigroup is
graph automatic, and that any finitely generated FA-presentable semigroup is
graph automatic. We also show that graph automaticity of a semigroup is
equivalent to FA-presentability of the Cayley graph of the semigroup, and so
we may consider our graph automatic semigroups as FA-presentable structures.
We then demonstrate some of the properties of graph automatic semigroups,
namely that the existence of a graph automatic structure is independent of the
choice of finite generating set, that every graph automatic semigroup has an
injective graph automatic structure, and that graph automatic semigroups have
decidable word problem.
In Chapter 3 we consider substructures of graph automatic semigroups. We
examine the conditions under which subsemigroups and ideals of graph auto-
matic semigroups can be shown to be graph automatic, in particular showing
that left ideals and large subsemigroups preserve graph automaticity. We then
go on to consider small extensions of graph automatic semigroups, and demon-
strate some situations where these can be shown to preserve graph automaticity.
Chapters 4 and 5 consider semigroup constructions. We examine whether
various semigroup constructions preserve graph automaticity, and whether graph
automaticity of the semigroup construction implies graph automaticity of the
original semigroups. In Chapter 4 we consider various products of semigroups,
examining free products, semidirect products, direct products and Bruck-Reilly
extensions. In Chapter 5 we examine unions of semigroups. We consider Rees
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matrix constructions, semilattices of semigroups, zero unions, and ordinal sums.
Throughout both these chapters we also compare our results regarding construc-
tions to the similar results for automatic and FA-presentable semigroups.
For the final two chapters we focus on graph automatic semigroups which
have a graph automatic structure over a single letter alphabet. In Chapter
6 we introduce these unary graph automatic semigroups and consider some
of their properties. We show that infinite unary graph automatic semigroups
are not periodic and that we can find a uniform set of normal forms for their
elements. We also show that there are restrictions on the forms of the automata
which recognise multiplication in unary graph automatic structures, and provide
examples of semigroups which are and which are not unary graph automatic.
Chapter 7 then revisits the constructions from Chapters 4 and 5 in the context
of unary graph automatic semigroups.
1.1 Languages and Automata
In this section we include some standard definitions and results from automata
and language theory. More background to this topic can be found in any stan-
dard formal language theory book, such as [31], [23], [27] and the introductory
chapter of [18].
An alphabet is a set of symbols, and a finite sequence of such symbols is
called a word. The symbol  represents the empty word, that is the word of
length zero. We may concatenate two words α = a1a2 . . . am and β = b1b2 . . . bn
by joining them together to form a new word α ·β = a1a2 . . . amb1b2 . . . bn, often
denoted as just αβ. Note that  · α = α ·  = α for any word α. The set of all
possible words over an alphabet A is denoted A∗, and the set of all words with
positive length (i.e all strings excluding the empty word) is denoted A+.
A language is any subset of A∗. If L and K are languages over A then L∩K,
L∪K and L \K are also languages. We may also concatenate languages to get
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the product of two languages, written K · L or KL and defined to be
KL = {αβ : α ∈ K,β ∈ L}.
We may take the Kleene star of a language, defined to be
⋃
i∈N0
Li
where L0 = {} and Li+1 = Li · L. In a similar way, we have that
L+ =
⋃
i∈N
Li.
A many-variable language is a language over an n-tuple of alphabets
(A1, A2, . . . , An)
consisting of n-tuples of words (α1, α2, . . . , αn), with αi ∈ A∗i . We may consider
such a string as a string of n-tuples, in which case we must include a padding
symbol, $, not already in our alphabets, to account for the case where the words
αi have different lengths. Thus we consider words over the padded alphabet
B = (B1 ×B2 × · · · ×Bn) \ {($, $, . . . , $)},
where Bi = Ai∪{$}. Then given a word (α1, α2, . . . , αn) over B such that αj is
the longest word for 1 ≤ j ≤ n, we pad each word αi with $ symbols at the end
in order to make each word have the same length as αj . In this way we may
think of our words as the concatenation of letters which are n-tuples from B.
If we have languages K and L over the alphabets A1 and A2 respectively,
then we may take their direct product to get a new language over the padded
alphabet ((A1 ∪ {$})× (A2 ∪ {$})) \ ($, $).
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1.1.1 Regular Languages
Regular expressions over a language A are defined as follows.
• Each of ∅,  and a, for each a ∈ A are regular expressions.
• If r and s are regular expressions, then so is r ∪ s.
• If r and s are regular expressions, then so is rs.
• If r is a regular expression, then so is r∗.
Every regular expression can be derived by finitely many applications of the
above steps, and any regular expression defines a language. A language is regular
if it is the language defined by some regular expression.
If A,A1 and A2 are finite alphabets then regular languages have the following
properties :
• ∅, A+ and A∗ are regular languages.
• any finite subset of A∗ is a regular language.
• if K ⊆ A∗ and L ⊆ A∗ are regular, then K ∪ L,K ∩ L,K \ L,KL and L∗
are all regular.
• if K ⊆ A∗1 is regular, and ϕ : A∗1 → A∗2 is a homomorphism (see Section
1.2), then ϕK is regular.
• if K ⊆ A∗2 is regular, and ϕ : A∗1 → A∗2 is a homomorphism, then ϕ−1K is
regular.
• if K ⊆ A∗1 and L ⊆ A∗2 are regular, then K × L is regular.
• if U ⊆ A∗ ×A∗ is regular, then
{α ∈ A∗ : (α, β) ∈ U for some β ∈ A∗}
is regular.
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See [22], for example, for proofs of the first five of these properties, and [5]
for the proofs of the final two.
Note that when we refer to K × L, we are implicitly taking the padded
versions of these languages to allow for words of different lengths. If we have
two regular languages which are padded products in this way, then the following
result, which is Lemma 5.3 of [2], gives us a condition for regularity of their
concatenation.
Proposition 1.1.1 (Theorem 3.3 of [17]). Let A be an alphabet and let M and
N be regular languages over ((A∗∪{$})× (A∗∪{$}))\{($, $)}. If there exists a
constant C such that for any two words w1, w2 ∈ A∗ we have that (w1, w2) ∈M
implies that
||w1| − |w2|| ≤ C,
then the language MN is regular.
In particular, note that this condition will always be satisfied if the first of
our languages is finite.
If we have a regular language R over the padded alphabet A1×A1 we denote
the set of words which appear in the first component of R by
R(1) = {α ∈ A∗1 : (α, β) ∈ R for some β ∈ A∗2}
and the set of words which appear in the second component of a word from R
by
R(2) = {β ∈ A∗2 : (α, β) ∈ R for some α ∈ A∗1}.
These are both regular.
The following result of [14], which follows from a result of [18], will also be
useful.
Proposition 1.1.2 (Proposition 2.3 of [14]). Let Σ be a finite alphabet. If
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U, V ⊆ Σ∗ × Σ∗ are regular, then
{(α, γ) ∈ Σ∗ × Σ∗ : there exists β ∈ Σ∗ such that (α, β) ∈ U and (β, γ) ∈ V }
is regular.
Proof. This follows from Theorem 1.4.6 of [18].
1.1.2 Finite State Automata
Definition 1.1.3. A (deterministic) finite state automaton is a 5-tuple A =
(Σ, S, q0, F, δ), where
• Σ is a finite alphabet,
• S is a finite set of states,
• q0 ∈ S is a distinguished start state,
• F ⊆ S is a set of accept states, and
• δ : S × Σ→ S is a transition function (which may be a partial function).
We will often refer just to an automaton when we mean a deterministic finite
state automaton.
Let A = (Σ, S, q0, F, δ) be a finite state automaton. Then we say that A ac-
cepts a word α = a1a2 . . . an ∈ Σ∗ if there is a sequence of states q0, q1, q2, . . . , qn
such that δ(qi, ai+1) = qi+1 and qn ∈ F .
If L is the set of words accepted by A then we say L is the language accepted
or recognised by A .
An automaton is nondeterministic if the transition function can also read the
empty word, and may output multiple states, that is δ : S × (Σ∪ {})→ P(S).
Every nondeterministic automaton is equivalent to a deterministic automaton,
and so we may assume that our automata are deterministic.
Proposition 1.1.4 (Kleene’s Theorem). Regular languages are precisely the
languages recognised by finite state automata.
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1.2 Semigroups
In this section we introduce some basic definitions of semigroup theory. These
definitions are standard and can be found in any introductory book on semigroup
theory, such as [24], [15] and [19].
A semigroup is a set with an associative binary operation ·, that is
(r · s) · t = r · (s · t)
for all r, s, t ∈ S. We will frequently omit the operator and merely write st for
s · t. We often refer to our binary operation as multiplication. A semigroup is
commutative if in addition we have that
st = ts
for all s, t ∈ S.
Note that throughout this thesis we shall assume that our semigroups are
non-empty.
If S contains an element e such that es = s for all s ∈ S then e is a left
identity of S. Similarly, if se = s for all s ∈ S then e is a right identity of S,
and if e is both a left and a right identity then we call it the identity of S, often
denoted 1. Note that a semigroup can have at most one identity element. A
semigroup with an identity is called a monoid.
A group is a monoid with the additional condition that for each s ∈ S there
is a unique element s−1 such that ss−1 = 1 = s−1s.
If S contains an element z such that zs = z for all s ∈ S then z is a left
zero. Similarly, if sz = z for all s ∈ S then z is a right zero, and if z is both a
left and a right zero for S then it is a zero.
An idempotent is an element e ∈ S such that e2 = e.
A non-empty subset T of S is a subsemigroup if it is closed under multipli-
cation, that is st ∈ T for all s, t ∈ T . If a subsemigroup of S is a group with
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respect to the operation of S then it is a subgroup of S. A non-empty subset I
of S is a left ideal if SI ⊆ I, and a right ideal if IS ⊆ I. If I is both a left and
a right ideal then S is a (two-sided) ideal. Every left, right or two-sided ideal is
also a subsemigroup.
An element of a semigroup c ∈ S is left cancellative if for all s, t ∈ S we
have that cs = ct implies s = t. The element c is right cancellative if sc = tc
implies that s = t, and is cancellative if it is both left and right cancellative. A
semigroup S is cancellative (or left cancellative or right cancellative) if all ele-
ments of S are cancellative (respectively left cancellative or right cancellative).
Groups are always cancellative.
If S and T are semigroups then a semigroup homomorphism is a map ϕ :
S → T such that ϕ(s)ϕ(t) = ϕ(st) for all s, t ∈ S. If S and T are monoids then
a monoid homomorphism has the additional property that ϕ(1S) = 1T , where
1S and 1T are the identity elements of S and T respectively. In either case,
if ϕ is a bijection then we call ϕ an isomorphism, and if S = T then ϕ is an
endomorphism. If ϕ is an isomorphism and S = T then it is an automorphism.
A generating set X for a semigroup S is a set such that any element of S is
a finite product of elements from X. If X is a generating set of S then we write
S = 〈X〉. If there is a finite set X = {x1, x2, . . . , xn} such that X generates S
then S is finitely generated, and we may write S = 〈x1, x2, . . . , xn〉. A semigroup
is monogenic if it is generated by a single element.
Given a set X, the set X+ under the operation of concatenation is the free
semigroup on X, and the set X∗ under concatenation is the free monoid on X.
A relation R on a set X is a subset of X × X. Two elements x and y are
related if (x, y) ∈ R. This is often written as xRy. A relation is reflexive if
(x, x) ∈ R for all x ∈ X, symmetric if (x, y) ∈ R implies that (y, x) ∈ R, and
transitive if (x, y) ∈ R and (y, z) ∈ R implies that (x, z) ∈ R, for all x, y, z ∈ X.
A relation which is reflexive, symmetric and transitive is an equivalence relation.
A congruence ρ on a semigroup S is an equivalence relation on S such that if
(x, y) ∈ ρ then (zx, zy) ∈ ρ and (xz, yz) ∈ ρ for all z ∈ S. The set of all
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equivalence classes of a congruence ρ forms a semigroup S/ρ, known as the
quotient of S by ρ.
A semigroup presentation for a semigroup S is a pair 〈X | R〉, where X
is a set and R ⊆ X+ × X+ is a set of relations. This defines the semigroup
isomorphic to the quotient X+/ρ, where ρ is the least congruence containing R.
A semigroup is finitely presented if both X and R are finite.
A monoid presentation for a monoid is 〈X | R〉, where X is a set and
R ⊆ X∗×X∗ is a set of relations. This defines the semigroup isomorphic to the
quotient X∗/ρ, where ρ is the least congruence containing R.
The semigroup free product of semigroups S and T is the set of all finite
strings s1s2 . . . sn for n ≥ 1, where si ∈ S ∪ T for 1 ≤ i ≤ n and si ∈ S if and
only if si+1 ∈ T . Then multiplication is defined as
st =

s1s2 . . . snt1t2 . . . tm, if sn ∈ S and t1 ∈ T or sn ∈ T and t1 ∈ S
s1s2 . . . sn−1ut2 . . . tm, if sn, t1 ∈ S or sn, t1 ∈ T
for s = s1s2 . . . sn and t = t1t2 . . . tm, and u = snt1 when both sn and t1 are in
S or both are in T .
The direct product of semigroups S and T is the set S×T with multiplication
(s, t)(s′, t′) = (ss′, tt′)
for s, s′ ∈ S and t, t′ ∈ T .
The Cayley graph of a semigroup S with respect to a finite generating set X
is the directed graph whose vertices are the elements of the semigroup S, with
edges labelled by the elements of X, where there is a directed edge between two
vertices s and t labelled by x ∈ X if and only if sx = t.
Chapter 2
Graph Automatic
Semigroups: An
Introduction
In this chapter we will introduce the concept of graph automatic semigroups,
provide some examples of such semigroups, and examine some of their proper-
ties. We will also consider some concepts which are related to graph automatic-
ity, namely automaticity and FA-presentability, and examine the relationships
between these concepts and graph automaticity.
2.1 Definition and Examples
In [25], the authors define a graph automatic group and examine various prop-
erties and constructions relating to these groups. However, the definition of a
graph automatic group does not rely on the existence of an identity or inverses,
it merely requires that the multiplication in the group is recognisable. Thus
the definition given in [25] treats the group as a semigroup, and so would seem
more natural as a semigroup definition. Hence we may use the same definition
11
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for a graph automatic semigroup.
Definition 2.1.1. Let S be a semigroup generated by a finite set X. We
call S Cayley graph automatic (or merely graph automatic) if and only if there
exists a finite alphabet Σ, a regular language R ⊆ Σ∗, and a surjective mapping
ν : R→ S, for which the sets
R= = {(α, β) ∈ R×R : ν(α) = ν(β)}
and
Rx = {(α, β) ∈ R×R : ν(α)x = ν(β)}
are regular, for each x ∈ X. In this case we say that (X,Σ, R, ν) is a graph
automatic structure for S.
For brevity, we will usually omit the word Cayley, referring to our semigroups
as graph automatic.
Note that this definition seemingly relies on our choice of generating set, X.
For the moment, we say that a semigroup is graph automatic as long as it has a
graph automatic structure for some finite generating set. We will examine the
effect that the choice of generating set has on graph automaticity in Section 2.4.
We now give some examples of graph automatic semigroups. We begin by
showing that any finite semigroup is graph automatic.
Example 2.1.2. Let S = {s1, s2, . . . , sn} be a finite semigroup. Then S is
finitely generated by the set S itself. Let Σ = {a1, a2, . . . , an} and R = Σ.
Define ν : R→ S by
ν(ai) = si.
This is clearly surjective. Then the set
R= = {(α, β) ∈ R×R : ν(α) = ν(β)}
= {(ai, ai) : 1 ≤ i ≤ n}
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is finite, and so is regular. For each s ∈ S, we have that
Rs ={(α, β) ∈ R×R : ν(α)s = ν(β)}
={(ai, aj) ∈ R×R : sis = sj}
is also finite, and so is regular. Hence S is graph automatic, and
(S,Σ = {a1, a2, . . . , an}, R = {a1, a2, . . . , an}, ν)
is a graph automatic structure for S.
Next we consider the bicyclic monoid. This is the semigroup defined by the
monoid presentation
B = 〈b, c | bc = 1〉.
Note that every element of B can be expressed as cibj for some i, j ∈ N0. More
information regarding the bicyclic monoid can be found in [15] or [24]. In the
following example we show that the bicyclic monoid is graph automatic.
Example 2.1.3. Consider the bicyclic monoid, B = {cibj : i, j ∈ N0}. Then
B is generated as a semigroup by the set X = {b, c}. Let Σ = {β, γ} and let
R = γ∗β∗. We define ν : R→ B by
ν(γiβj) = cibj
which is surjective, and we have that
R= ={(γiβj , γkβl) ∈ R×R : ν(γiβj) = ν(γkβl)}
={(γiβj , γiβj) : i, j ∈ N0}
={(α, α) : α ∈ R}
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is regular. Then
Rb ={(γiβj , γkβl) ∈ R×R : ν(γiβj)b = ν(γkβl)}
={(γiβj , γiβj+1) : i, j ∈ N0}
={(α, α) : α ∈ R}($, β)
is regular, and
Rc ={(γiβj , γkβl) ∈ R×R : ν(γiβj)c = ν(γkβl)}
={(γiβj , γiβj−1) : i ∈ N0, j ∈ N} ∪ {(γi, γi+1) : i ∈ N0}
={(α, α) : α ∈ R}(β, $) ∪ (γ, γ)∗($, γ)
is regular. Hence B is graph automatic, with graph automatic structure
(X = {b, c},Σ = {β, γ}, R = γ∗β∗, ν).
In our next example we consider finitely generated free semigroups. Recall
that a semigroup F is free if it is given by the semigroup presentation 〈X | 〉.
We now show that any finitely generated free semigroup is graph automatic.
Example 2.1.4. Let FX be the free semigroup generated by the set X =
{x1, x2, . . . , xn}. Let Σ = {a1, a2, . . . , an} and R = Σ+. We define ν : R→ FX
by
ν(ak1ak2 . . . akm) = xk1xk2 . . . xkm
for ki ∈ {1, 2, . . . , n} and m ∈ N. Note that this is surjective. Then
R= = {(ak1 . . . akm , aj1 . . . ajl) ∈ R×R : ν(ak1 . . . akm) = ν(aj1 . . . ajl)}
= {(ak1 . . . akm , ak1 . . . akm) : 1 ≤ ki ≤ n}
= {(α, α) : α ∈ R}
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is regular, and for any xi ∈ X we have that
Rxi = {(ak1 . . . akm , aj1 . . . ajl) ∈ R×R : ν(ak1 . . . akm)xi = ν(aj1 . . . ajl)}
= {(ak1 . . . akm , ak1 . . . akmai) : 1 ≤ ki ≤ n}
= {(α, α) : α ∈ R}($, ai)
is regular. Thus FX is graph automatic, with graph automatic structure
(X = {x1, x2, . . . , xn},Σ = {a1, a2, . . . , an}, R = Σ+, ν).
In a similar way, we may also show that any finitely generated free monoid is
also graph automatic, by replacing Σ+ in the above example by Σ∗ and defining
ν() = 1, then proceeding in a similar way. We will see an alternative way of
demonstrating this fact in Section 3.2.
Note that in Section 2.2 we will see an alternative way of showing that the
semigroups in Examples 2.1.3 and 2.1.4 are graph automatic, as a consequence
of Proposition 2.2.2.
2.2 Concepts Related to Graph Automaticity
We now examine some other ways of representing semigroups with regular lan-
guages and see how they relate to graph automaticity. In particular we look at
automaticity and FA-presentability.
2.2.1 Automaticity
The concept of automatic groups was first introduced in [18], and this idea was
extended to semigroups in [14]. We consider the definition of an automatic
semigroup, as given in [14].
Definition 2.2.1. Let S be a semigroup, A be a finite set, L be a regular subset
of A+, and ϕ : A+ → S be a homomorphism with ϕ(L) = S. Then (A,L, ϕ) is
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an automatic structure for S if
L= = {(α, β) ∈ L× L : ϕ(α) = ϕ(β)}
and
La = {(α, β) ∈ L× L : ϕ(α)a = ϕ(β)}
for each a ∈ A are regular. A semigroup is automatic if it has an automatic
structure for some A and L.
Note that this definition is quite similar to our definition of a graph auto-
matic semigroup. However, for an automatic semigroup the alphabet and the
generating set are conflated, and the surjective map becomes a homomorphism.
In [14], the authors examine numerous properties of automatic semigroups,
in some case showing that properties can be generalised from automatic groups
but also highlighting properties which do not generalise. These results include
the fact that that the word problem for automatic semigroups is decidable in
quadratic time; that automatic semigroups have a structure with uniqueness
(that is a structure where the homomorphism is also a bijection); that the
existence of an automatic structure does depend on the choice of generating set;
and that, unlike automatic groups, automatic semigroups are not necessarily
finitely presented. The authors also consider semigroup constructions which
preserve automaticity. For example, it is shown that adding and removing
identity and zero elements preserves automaticity, and that the free product of
two semigroups is automatic if and only if each semigroup is automatic. Further
constructions have been considered elsewhere, for example in [12] it is shown
that the direct product of two automatic semigroups is automatic if and only if
it is finitely generated; in [13] it is shown that completely-simple semigroups are
automatic if and only if their base group is automatic; and in [21] it is shown
that automaticity is preserved by small extensions and large subsemigroups. A
survey of results regarding constructions of automatic semigroups is given in [2].
In [25] it is stated that any automatic group is also a graph automatic group.
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This is also true for semigroups.
Proposition 2.2.2. Every automatic semigroup is graph automatic.
Proof. Let S be an automatic semigroup. Then S has an automatic structure
(A,L, ϕ) and comparing the two definitions we see that A can be identified with
X, then Σ = A and R = L, and ν = ϕ, so S has a graph automatic structure
(A,A,L, ϕ).
However, the converse does not hold; there are semigroups which are graph
automatic but not graph automatic. We shall see examples of such semigroups
in Section 2.3.
2.2.2 FA-Presentability
We now consider FA-presentability, a concept which is defined for a general
relational structure. We begin by considering FA-presentable structures in gen-
eral, after which we will examine particular types of FA-presentable structures,
namely semigroups and Cayley graphs.
FA-presentable structures were first introduced in [26]. They are defined as
follows.
Definition 2.2.3. Let S = (S,R1, R2, . . . , Rn) be a relational structure, where
each relation Ri is of arity ri. Let A be a finite alphabet and L ⊆ A∗ be a
regular language over A. Let ψ : L → S be a surjective mapping. Then (L,ψ)
is an automatic presentation for S if the relations
L= = {(α, β) ∈ L× L : ψ(α) = ψ(β)}
and
LRi = {(α1, α2, . . . , αri) ∈ Lri : (ψ(α1), ψ(α2), . . . , ψ(αri)) ∈ Ri}
are regular for each Ri. A structure with an automatic presentation is FA-
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presentable.
It is shown in [26] that any FA-presentable structure has an injective au-
tomatic presentation, and in [6] it is shown that any FA-presentable structure
has an automatic presentation over a two letter alphabet. These may be ob-
tained simultaneously, by first finding an FA-presentable structure over a binary
alphabet and then restricting this to an injective automatic presentation.
We now consider FA-presentable semigroups, which were studied in [9]. In
this setting, we view our semigroup as a relational structure, where the binary
operation ◦ is viewed as a ternary relation.
Definition 2.2.4. Let S be a semigroup, let L be a regular language over a
finite alphabet A and let ϕ : L→ S be a surjective mapping. Then (L,ψ) is an
automatic presentation for S if
L= = {(α, β) ∈ L× L : ψ(α) = ψ(β)}
and
L◦ = {(α, β, γ) ∈ L3 : ψ(α)ψ(β) = ψ(γ)}
are both regular. A semigroup is FA-presentable if it has an automatic presen-
tation for some L and ψ.
Comparing this to our definition of a graph automatic semigroup, we see that
while graph automaticity requires us to be able to recognise only multiplication
by generators, an FA-presentable structure recognises all multiplication in the
semigroup.
Constructions of FA-presentable semigroups are examined in [10]. Among
the results it is shown that the direct product of two FA-presentable semigroups
is FA-presentable, but the converse does not hold; that the free product of two
semigroups is FA-presentable if and only if the semigroups are both trivial; that
adding and removing zero and identity elements preserves FA-presentability;
and that FA-presentable semigroups are not closed under taking small exten-
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sions.
Note that an FA-presentable semigroup need not be finitely generated. In
the case where an FA-presentable semigroup is finitely generated, however, we
have that it is also graph automatic.
Proposition 2.2.5. Finitely generated FA-presentable semigroups are graph
automatic.
Proof. Let S be a finitely generated FA-presentable semigroup with automatic
presentation (L,ψ). Then L= is regular, so we merely need to show that Lx is
regular for each x in our finite generating set X. Fix β such that ψ(β) = x for
some x ∈ X. Then
(L× {β} × L) ∩ L◦
is regular and we may obtain Lx by reading only the first and third components.
Hence Lx is regular and (X,A,L, ψ) is a graph automatic structure for S.
Note that the classes of automatic semigroups and FA-presentable semi-
groups are incomparable. This is demonstrated in [9], by considering the Cayley
graphs of semigroups as FA-presentable structures. We will see that the Cayley
graph of a semigroup being FA-presentable is equivalent to the semigroup being
graph automatic.
We may view a directed, labelled graph as a relational structure. If Γ =
(V,E) and the edges of Γ are labelled by some finite set L, then the underlying
set is the set of vertices, and our relations are
El = {(u, v) ∈ V × V : (u, v) ∈ E and is labelled l}
for each l ∈ L.
In particular, we consider the case where Γ is the Cayley graph of some
finitely generated semigroup S. In this case we see that S is graph automatic
precisely if Γ is FA-presentable
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Proposition 2.2.6. A finitely generated semigroup is graph automatic if and
only if the Cayley graph of the semigroup is FA-presentable.
Proof. Let S be a graph automatic semigroup with structure (X,Σ, R, ν). Then
R= and Rx are regular, for each x ∈ X. The Cayley graph of S is given by
Γ = (S,E), with (s, t) ∈ E if and only if sx = t for some x ∈ X. So (α, β) ∈ Rx
if and only if (ν(α), ν(β)) ∈ Ex. So we have that Rx = REx . Thus we have that
(R, ν) is an automatic presentation for Γ.
Conversely, if L is a regular language over a finite alphabet A and (L,ψ) is
an automatic presentation for the Cayley graph Γ = (S,E) labelled by X, then
each of the relations L= and LEx are regular, where
LEx = {(α, β) ∈ L× L : (ψ(α), ψ(β)) ∈ E is labelled by x}
= {(α, β) ∈ L× L : ψ(α)x = ψ(β)}
= Lx
and so (X,A,L, ψ) is a graph automatic structure for S.
Thus we may consider our graph automatic semigroups as semigroups whose
Cayley graphs are FA-presentable. This means that our graph automatic semi-
groups immediately inherit the properties of FA-presentable structures. For
example, we can immediately say that every graph automatic structure has an
injective binary graph automatic structure.
2.3 Further Examples
In this section we consider further examples of graph automatic semigroups.
Propositions 2.2.2 and 2.2.5 immediately allow us to find multiple examples.
For example, finite semigroups, the bicyclic monoid, and finitely generated free
semigroups are all examples of automatic semigroups given in [14]. Thus we
could have used Proposition 2.2.2 to immediately determine that they were
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graph automatic, rather than proving it directly as we did in Examples 2.1.2,
2.1.3, and 2.1.4.
Using results from Section 2.2, we may show that any finitely generated com-
mutative semigroup is graph automatic, with the help of the following proposi-
tion from [9].
Proposition 2.3.1 (Theorem 6.1 of [9]). Every finitely generated commutative
semigroup admits an automatic presentation.
Now as every finitely generated FA-presentable semigroup is graph automatic
(Proposition 2.2.5), we have that:
Corollary 2.3.2. Every finitely generated commutative semigroup is graph au-
tomatic.
Proof. Every finitely generated FA-presentable semigroup is graph automatic,
by Proposition 2.2.5. Then as every finitely generated commutative semigroup
is FA-presentable, it is also graph automatic.
Note that such semigroups are not necessarily automatic. In [20] the authors
show that there exist finitely generated commutative semigroups which are not
automatic by finding an example of such a semigroup, which is given below.
Example 2.3.3 (Example 4.1 of [20]). The semigroup defined by the presen-
tation
〈a, b, x, y |aax = bx, bby = ay, ab = ba, ax = xa,
ay = ya, bx = xb, by = yb, xy = yx〉
is commutative but not automatic.
This provides us with an example of a semigroup which is graph automatic
but not automatic.
Proposition 2.3.4. There exist graph automatic semigroups which are not au-
tomatic.
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Proof. The semigroup in Example 2.3.3 is a finitely generated commutative
semigroup, thus is graph automatic by Corollary 2.3.2. However, it is not auto-
matic, as shown in [20].
We also have examples of semigroups which are graph automatic but not
FA-presentable. To find an example of a graph automatic semigroup which is
not FA-presentable, we use the following proposition.
Proposition 2.3.5 (Proposition 4.1 of [10]). The semigroup free product of two
semigroups S and T is FA-presentable if and only if S and T are trivial.
This allows us to show that there are semigroups which are graph automatic
but not FA-presentable.
Proposition 2.3.6. There exist graph automatic semigroups which are not FA-
presentable.
Proof. The free group on two generators, F2, is an example of a semigroup
which is graph automatic but not FA-presentable. In Example 2.1.4 we saw
that any finitely generated free semigroup is graph automatic, so in particular
F2 is graph automatic. However, as F2 is the free product of two monogenic
free semigroups, it is not FA-presentable by Proposition 2.3.5. In fact, this
can be extended to say that any FX with |X| > 1 is graph automatic but not
FA-presentable.
Thus we see that the class of graph automatic semigroups is distinct from
both automatic and FA-presentable semigroups.
Another, non-commutative, example of a semigroup which is graph auto-
matic but not automatic is the Heisenberg group H3(Z), that is the subgroup
of SL(3,Z) consisting of upper triangular matrices of the form

1 a b
0 1 c
0 0 1
 .
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In [18] the authors show that the Heisenberg group is not automatic. How-
ever, it is shown to be a graph automatic group in [7]. Thus it is also a graph
automatic semigroup, which we demonstrate directly below.
Example 2.3.7. We show that H3(Z) is a graph automatic semigroup. Let
H3(Z) be generated by X = {A,B,C}, where
A =

1 1 0
0 1 0
0 0 1
 , B =

1 0 1
0 1 0
0 0 1
 , and C =

1 0 0
0 1 1
0 0 1
 .
Let Σ = {0, 1} and L = Σ∗. Then we may take R = L3 over a padded alphabet
Σ3 and define ν : R→ H3(Z) by
ν(α, β, γ) =

1 a b
0 1 c
0 0 1

where α, β and γ are the binary representations of a, b and c respectively. Then
R= = {((α1, β1, γ1), (α2, β2, γ2)) ∈ R×R : ν(α1, β1, γ1) = ν(α2, β2, γ2)}
= {((α1, β1, γ1), (α2, β2, γ2)) ∈ R×R : α1 = α2, β1 = β2, and γ1 = γ2)}
= {(α, α) : α ∈ R}
is regular as we can easily check equality of binary words using automata. Then
for our generators, we have that
RA = {((α1, β1, γ1), (α2, β2, γ2)) ∈ R×R : ν(α1, β1, γ1)A = ν(α2, β2, γ2)}
= {((α1, β1, γ1), (α2, β2, γ2)) ∈ R×R : α1 + 1 = α2, β1 = β2, and γ1 = γ2}
= {((α1, β1, γ1), (α1 + 1, β1, γ1)) : α1, β1, γ1 ∈ L},
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and
RB = {((α1, β1, γ1), (α2, β2, γ2)) ∈ R×R : ν(α1, β1, γ1)B = ν(α2, β2, γ2)}
= {((α1, β1, γ1), (α2, β2, γ2)) ∈ R×R : α1 = α2, β1 + 1 = β2, and γ1 = γ2}
= {((α1, β1, γ1), (α1, β1 + 1, γ1)) : α1, β1, γ1 ∈ L}
and
RC = {((α1, β1, γ1), (α2, β2, γ2)) ∈ R×R : ν(α1, β1, γ1)C = ν(α2, β2, γ2)}
= {((α1, β1, γ1), (α2, β2, γ2)) ∈ R×R : α1 = α2, β1 = β2, and γ1 + 1 = γ2}
= {((α1, β1, γ1), (α1, β1, γ1 + 1)) : α1, β1, γ1 ∈ L}
are regular, as we can check equality of binary words, and use automata to add
one to a binary word. Thus
({A,B,C},Σ3, R, ν)
is a graph automatic structure for H3(Z).
In fact, we may easily extend this to any Heisenberg group Hn(Z), consisting
of n × n matrices with entries 1 on the diagonal and 0 everywhere else other
than the first row and last column, as noted in [25]. In this case, the generating
set consists of all the n×n matrices that differ from the identity matrix only by
containing a single additional entry of 1, either in the first row or last column.
As well as not being automatic, we also have that the Heisenberg is not
FA-presentable. This follows from the classification of finitely generated FA-
presentable groups, given in [28]. A group is virtually abelian if it has an abelian
subgroup of finite index. We then have the following result:
Proposition 2.3.8 (Theorem 8 of [28]). Let G be a finitely generated group;
then G has an automatic presentation if and only if G is virtually abelian.
As the Heisenberg group is not virtually abelian, it is therefore not FA-
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presentable. Thus the Heisenberg group provides us with an example of a group,
and hence a semigroup, which is neither graph automatic nor FA-presentable.
We will see an example of a non-group semigroup which is graph automatic
but neither automatic nor FA-presentable in Section 4.1.
2.4 Properties of Graph Automatic Semigroups
In this section we will examine some of the properties of graph automatic semi-
groups. We will show that graph automaticity does not depend on our choice
of generating set; that each element of a graph automatic semigroup is rep-
resented by a regular language; that we can always find a graph automatic
structure where our map is a bijection; and that graph automatic monoids have
decidable word problem.
2.4.1 Generating Sets
We begin by looking at the impact of the choice of generating set on graph
automaticity. Note that Definition 2.1.1 requires that we merely have a graph
automatic structure for some choice of generating set, and so we ask whether
this choice of generating set impacts our ability to find a graph automatic struc-
ture. Certainly for automatic semigroups the choice of generating set does have
an effect on our ability to find an automatic structure. In [14], the authors pro-
vide an example of a semigroup where the existence of an automatic structure
depends on the choice of generating set. This example is given below.
Example 2.4.1 (Example 4.5 of [14]). Let F be the free semigroup gener-
ated by {a, b, c}, and consider the subsemigroup S of F generated by X =
{c, ac, ca, ab, baba}. Then S has an automatic structure with respect to this
generating set, thus is an automatic semigroup. However, S does not have an
automatic structure with respect to the generating set X ∪ {abab}.
Thus the choice of generating set does affect our ability to find an auto-
matic structure, and we say that a semigroup is automatic as long as it has an
26 2. GRAPH AUTOMATIC SEMIGROUPS
automatic structure for some finite generating set.
In [9] it is shown that if the Cayley graph of a semigroup is FA-presentable
then this does not depend on the choice of generating set. Thus, as this is
equivalent to a semigroup being graph automatic, we may immediately say that
the existence of a graph automatic structure is independent of the choice of
generating set. However, we will show this directly, illustrating how a graph
automatic structure for a new generating set may be found.
We begin by noting that if we have a graph automatic structure then the
language recognising multiplication by any element is regular, not merely the
languages recognising multiplication by a generator.
Proposition 2.4.2. If S is graph automatic with structure (X,Σ, R, ν) and
y ∈ S then Ry = {(α, β) ∈ R×R : ν(α)y = ν(β)} is regular.
Proof. We follow the proof of Proposition 3.2 of [14]. Let y = x1x2 · · ·xn for
some xi ∈ X. As S is graph automatic we have that
Rx1 ={(α, α1) ∈ R×R : ν(α)x1 = ν(α1)}
Rx2 ={(α1, α2) ∈ R×R : ν(α1)x2 = ν(α2)}
...
Rxn ={(αn−1, β) ∈ R×R : ν(αn−1)xn = ν(β)}
are regular. Then by Proposition 1.1.2 we have that the sets
Rx1x2 = {(α, α2) ∈ R×R : there is a α1 ∈ R such that (α, α1) ∈ Rx1
and (α1, α2) ∈ Rx2}
Rx1x2x3 = {(α, α3) ∈ R×R : there is a α2 ∈ R such that (α, α2) ∈ Rx1x2
and (α2, α3) ∈ Rx3}
...
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Rx1x2···xn = {(α, β) ∈ R×R : there is a αn−1 ∈ R such that
(α, αn−1) ∈ Rx1...xn−1 and (αn−1, β) ∈ Rxn}
are regular. Hence Ry = Rx1x2···xn is regular.
We now use this to show that graph automaticity is independent of our
choice of generating set.
Theorem 2.4.3. Let S be a graph automatic semigroup with respect to some
finite generating set X. Then S is graph automatic with respect to any finite
generating set.
Proof. Let (X,Σ, R, ν) be a graph automatic structure for S. Let Y be a dif-
ferent finite generating set for S and let y ∈ Y . Then y can be written as
y = x1x2 · · ·xn for some x ∈ X, and by Proposition 2.4.2 we have that Ry is
regular. Thus (Y,Σ, R, ν) is also a graph automatic structure for S.
Note that Proposition 2.4.2 holds for automatic semigroups. However, upon
change of generating set, while we still have the map ν that is required for a
graph automatic semigroup, we may not be able to find a homomorphism.
2.4.2 Preimages
We now consider the set of words representing a particular element in a graph
automatic semigroup. We shall see that the preimage of each element is a regular
language, in the same way as was shown for automatic semigroups in [14].
Proposition 2.4.4. Let S be a graph automatic semigroup with graph automatic
structure (X,Σ, R, ν). Then for any s ∈ S the set {α ∈ R : ν(α) = s} is regular.
Proof. We follow the proof of Lemma 3.1 in [14]. Let β ∈ R such that ν(β) = s.
Then for any α ∈ R we have that (α, β) ∈ R= if and only if ν(α) = s. Let
L = {(α, β) : α ∈ R, ν(α) = s}
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= R= ∩ (R× {β}).
So L is regular. Thus
L(1) = {α ∈ Σ∗ : (α, δ) ∈ L for some δ ∈ Σ∗},
which is obtained by reading the first tape of L, is regular. But (α, δ) ∈ L means
we must have δ = β and so
L(1) = {α ∈ Σ∗ : (α, β) ∈ L}
= {α ∈ R : ν(α) = s}.
Thus {α ∈ R : ν(α) = s} is regular.
This means that each element is represented by a regular language, a fact
which will become useful when we later consider various semigroup construc-
tions.
2.4.3 Structures with Uniqueness
A semigroup has a graph automatic structure with uniqueness if there exists
a graph automatic structure where each element of the semigroup is repre-
sented by precisely one word in our language. Alternatively, we can think of
this as a structure where the map between the language and the semigroup is
also injective (and hence is a bijection). Automatic semigroups have structures
with uniqueness [14], as do FA-presentable structures [6]. As graph automatic
semigroups are those whose Cayley graphs have an FA-presentable structure by
Proposition 2.2.6, we must also have a structure with uniqueness for any graph
automatic semigroup. We illustrate this below, demonstrating how we may turn
any graph automatic structure into one with uniqueness.
We will use the shortlex ordering on elements of our language. Take a
language R over an alphabet Σ. We introduce an ordering <Σ on the elements
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of Σ. We say that α precedes β lexicographically if α = α1α2 . . . αn and β =
β1β2 . . . βn, αi = βi for i = 1, 2, . . . , k for some k < n, and in the first place
where they differ αk+1 <Σ βk+1 with respect to the ordering on Σ. Then for
words α, β ∈ R we have that α <s β if and only if |α| < |β| or |α| = |β| and α
precedes β lexicographically, where <s denotes the shortlex order.
We impose this ordering on the language for our graph automatic structure,
and use it to find a structure with uniqueness.
Proposition 2.4.5. Let S be a graph automatic semigroup. Then S has a graph
automatic structure with uniqueness.
Proof. Let (X,Σ, R, ν) be a graph automatic structure for S. Consider
L = {α ∈ R : if (α, β) ∈ R= for any β ∈ R then α ≤s β},
where α ≤s β indicates that α is less than or equal to β in the shortlex order.
We will show that L is regular. Consider
K = R= ∩ {(α, β) : α >s β}
= {(α, β) : (α, β) ∈ R= and α >s β}
(where again >s indicates the shortlex order). As S is graph automatic R= is
regular, and as the shortlex order is recognisable by a finite state automaton
{(α, β) : α >s β} is regular. Thus K is regular. Now let
J = {α ∈ Σ∗ : (α, β) ∈ K for some β ∈ Σ∗}
= {α ∈ R : (α, β) ∈ R= and α >s β for some β ∈ R}.
Note that J = K(1), thus is regular. Then
L = R \ J
= {α ∈ R : if (α, β) ∈ R= for any β ∈ R then α ≤s β}
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is regular.
Now consider the restriction map ν|L : L → S. This is a surjective map
where each element of S is represented by precisely one element of L. Then
L= = R= ∩ (L× L)
and
Lx = Rx ∩ (L× L)
are regular for x ∈ X. So (X,Σ, L, ν|L) is a graph automatic structure for S
with uniqueness.
So we may take any graph automatic structure for a semigroup and turn it
into a structure with uniqueness by taking only the shortest word (with respect
to the shortlex ordering) representing each element of our semigroup. Hence
from this point onwards we may assume, without loss of generality, that all our
graph automatic structures are structures with uniqueness.
2.4.4 The Word Problem for Monoids
The word problem for semigroups asks whether, given two strings of generators
for a semigroup, we can determine whether these represent the same element of
our semigroup.
In [25] it is shown that graph automatic groups have soluble word problem.
In this proof, the generating set can be considered as a monoid generating set,
and so the same proof can be used to show that graph automatic monoids have
decidable word problem. We first require the following lemma.
Lemma 2.4.6 (Lemma 8.1 of [25]). Let Σ be a finite alphabet, n ∈ N, D ⊆
(Σ∗)n, and f : D → Σ∗ be a function whose graph is FA-recognisable. Then
there exists a linear time algorithm that given d ∈ D computes the value f(d).
Furthermore, there is a constant K such that |f(d)| ≤ |d| + K for any d ∈ D,
where |d| = max{|di| : i = 1 . . . n} for d = (d1, . . . , dn) ∈ (Σ∗)n.
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We now reproduce the proof of Theorem 8.2 from [25], to show that graph
automatic monoids have decidable word problem.
Proposition 2.4.7. The word problem for graph automatic monoids is decidable
in quadratic time.
Proof. Let S be a graph automatic semigroup with graph automatic structure
with uniqueness (X,Σ, R, ν). By Proposition 2.4.5 we may assume that ν is
a bijection. Let w = x1x2 . . . xn be a word made up of generators xi ∈ X,
and let w¯ be the element of S defined by w. We want to find the unique
word ν−1(w¯) ∈ R representing w¯. Let αi = ν−1(w¯i) for 0 ≤ i ≤ n, where
wi = x1x2 . . . xi, and w¯i is the element of the semigroup defined by wi, with
w¯0 = 1.
For every x ∈ X, the function fx : R → R defined by fx(α) = ν−1(ν(α)x)
is FA-recognisable, as it takes the word in the second component of Rx which
corresponds to α in the first component. As ν is a bijection, there is precisely
one such word. Hence by Lemma 2.4.6, given α ∈ R we can compute β = fx(α)
in time Cx|α| for some constant Cx, and there is a constant Kx such that
|fx(α)| ≤ |α|+Kx for every α ∈ R. Now as X is finite, we let C = maxCx and
K = maxKx. Then |αi+1| ≤ |αi|+K ≤ |α0|+ (i+ 1)K. Thus we may compute
αn in time
∑n
i=1 C(|α0|+ iK) = O(n2).
Hence, to check if two elements w¯ and v¯ are equal, we may compute their
representatives α and β in quadratic time, and then input (α, β) into the au-
tomaton recognising R=.
In fact, we will see in Subsection 3.2.1 that we may generalise this further
to show that all graph automatic semigroups have decidable word problem, by
converting our semigroup into a monoid whilst preserving graph automaticity.
Note that automatic semigroups also have word problems which are decid-
able in quadratic time [14].
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Chapter 3
Subsemigroups and
Extensions
In this chapter we will consider various types of substructures of graph auto-
matic semigroups. We will begin by examining how graph automaticity is pre-
served by subsemigroups and ideals. We then consider how graph automaticity
is preserved when adding or removing finitely many elements, beginning with
identities and zeroes, then continuing on to look at more general small exten-
sions.
3.1 Subsemigroups and Ideals
We consider subsemigroups of graph automatic semigroups. We shall see that,
similarly to both automatic semigroups and graph automatic groups, there are
certain situations when we can ensure that graph automaticity is preserved. We
begin by defining regular subsemigroups, generalising the definition of regular
subgroups as defined in [25].
Definition 3.1.1. Let S be a graph automatic semigroup with graph automatic
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structure (X,Σ, R, ν). A finitely generated subsemigroup T of S is regular if
ν−1T =
⋃
t∈T
ν−1(t) ⊆ R
is a regular language.
In [25] it is shown that that regular subgroups of graph automatic groups are
themselves graph automatic. We now see that this also holds in the semigroup
case.
Theorem 3.1.2. Let S be a graph automatic semigroup with graph automatic
structure (X,Σ, R, ν). Let T be a finitely generated regular subsemigroup of S.
Then T is graph automatic.
Proof. Let T be generated by a finite set Y . By Theorem 2.4.3 we have a graph
automatic structure for S with respect to any finite generating set, and so we
may assume that Y ⊆ X. Let L = ν−1T . Then L is regular by assumption,
and ν|L : L→ T is onto. Now
L= = R= ∩ (L× L)
and
Ly = Ry ∩ (L× L)
for y ∈ Y are regular, so (Y,Σ, L, ν|L) is a graph automatic structure for T .
If a subsemigroup of a graph automatic semigroup is not regular, it does
not necessarily mean that it is not graph automatic, as we see in the following
example.
Example 3.1.3. Let S = N0×N0 under addition. We shall see that S is graph
automatic, but has a subsemigroup which is not regular, despite being graph
automatic in its own right.
We first show that S is graph automatic. Let X = {(0, 0), (1, 0), (0, 1)}. This
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is a generating set for S. Let Σ = {a, b} and R = a∗b∗. We define ν : R→ S by
ν(ambn) = (m,n),
which is a bijective map. Hence
R= = {(α, α) : α ∈ R}
is regular, and R(0,0) = R= is regular. Next we have that
R(1,0) = {(aibj , akbl) ∈ R×R : k = i+ 1 and l = j}
= {(aibj , ai+1bj) : i, j ∈ N0}
= (a, $)(a, a)∗(b, b)∗,
which is regular. Finally we have that
R(0,1) = {(aibj , akbl) ∈ R×R : k = i and l = j + 1}
= {(aibj , aibj+1) : i, j ∈ N0}
= (a, a)∗(b, b)∗($, b),
which is regular. Thus we have that S = N0×N0 has graph automatic structure
(X, {a, b}, a∗b∗, ν).
Now we show that S has a non-regular subsemigroup. Consider the sub-
semigroup
T = {(n, n) : n ∈ N0} ⊂ S.
Then we have that
ν−1T = anbn
and it is well known that this is not a regular language (see [31], for example).
Hence T is not a regular subsemigroup. However, T is isomorphic to N0, which
does have a graph automatic structure, as we will see in Section 3.2. Thus we
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see that it is possible to have a graph automatic subsemigroup which is not a
regular subsemigroup with respect to our original graph automatic structure.
This example shows that if a subsemigroup is not regular it does not nec-
essarily mean that it is not graph automatic. So it may be possible to find a
graph automatic structure for the subsemigroup which is completely unrelated
to that of the semigroup. However, this also means that it is difficult to say that
such a subsemigroup is not graph automatic, as it is necessary to rule out every
possible choice of language and surjection. Thus it is difficult to comment on
graph automaticity of non-regular subsemigroups, and we focus on situations
where our subsemigroup can be shown to always be regular.
One case in which a subsemigroup is always regular is when it is a finitely
generated left ideal, as we see below.
Theorem 3.1.4. If a finitely generated subsemigroup of a graph automatic
semigroup is a left ideal, then it is a regular subsemigroup.
Proof. Let S be graph automatic with structure (X,Σ, R, ν). Let T be a left
ideal of S generated as a subsemigroup by a finite subset Y . Without loss of
generality we may assume that Y ⊆ X. Recall that
R(2)x = {α ∈ R : ν(α) ∈ Sx}
= {α ∈ Σ∗ : (β, α) ∈ Rx for some β ∈ Σ∗}
is the second component of Rx, and so is regular. Then
ν−1Y ∪
⋃
y∈Y
R(2)y = {α ∈ R : ν(α) ∈ T}
is regular, as ν−1Y is finite and each R(2)y is regular.
It then follows that finitely generated left ideals of graph automatic semi-
groups are themselves graph automatic.
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Corollary 3.1.5. Finitely generated left ideals of graph automatic semigroups
are graph automatic.
Proof. A finitely generated left ideal of a graph automatic semigroup is regular,
by Theorem 3.1.4, and hence is graph automatic, by Theorem 3.1.2.
It is natural to ask whether an analogous result holds for right ideals.
Question 3.1.6. Are finitely generated right ideals of graph automatic semi-
groups necessarily graph automatic?
Note that the proof of Theorem 3.1.4 relies on the fact that the automata
recognising multiplication by elements in the left ideal must only accept repre-
sentatives of elements of the left ideal on the second tape. This results from our
automata accepting languages that represent multiplication by a generator on
the right. Thus we cannot use the same method for right ideals, and so in order
to answer this question it would be necessary to take a different approach. In
fact, it may be possible that even if right ideals are graph automatic they may
not be regular like left ideals.
Question 3.1.7. Are finitely generated right ideals of graph automatic semi-
groups always regular?
3.2 Zeros and Identities
In this section we begin to examine the effect of adding and removing elements
to a graph automatic semigroup. We consider what happens when we add and
remove certain distinguished elements, namely identities and zeroes.
Note that adding and removing identities and zeroes preserves both auto-
maticity and FA-presentability of semigroups (see [14] and [10] respectively).
Thus it seems likely that the same results will hold for graph automatic semi-
groups.
We begin by considering the case where we add and remove a zero element.
We may add a zero element to any semigroup S by taking an element z which
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does not belong to S and defining multiplication for s, t ∈ S ∪ {z} by st = z if
s = z or t = z or both, and multiplication is as in S otherwise. We denote this
new semigroup by S0.
We examine the relationship between S and S0 when one or the other is
graph automatic, and see that graph automaticity of one implies that the other
is also graph automatic.
Proposition 3.2.1. A semigroup S is graph automatic if and only S0 is graph
automatic.
Proof. Suppose S is graph automatic with structure (X,Σ, R, ν). Consider S0 =
S ∪ {z}, which is generated by X ′ = X ∪ {z}. Let Σ′ = Σ∪ {ζ} for some ζ /∈ Σ
and let R′ = R ∪ {ζ}. As R is regular we have that R′ is also regular. Define
ν′ : R′ → S0 by
ν′(α) =

ν(α), α ∈ R
z, α = ζ
and note that surjectivity of ν implies that ν′ is also surjective.
Now
R′= = {(α, β) ∈ R′ ×R′ : ν′(α) = ν′(β)}
= R= ∪ {(ζ, ζ)},
which is regular. We also have that
R′z = {(α, β) ∈ R′ ×R′ : z = ν′(β)}
= {(α, ζ) : α ∈ R′}
= R′ × {ζ},
which is regular. Finally, for x ∈ X we have
R′x = {(α, β) ∈ R′ ×R′ : ν′(α)x = ν′(β)}
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= Rx ∪ {(ζ, ζ)},
as for α 6= ζ we cannot have ν′(α)x = ν′(ζ) = z or ν′(α) = ν′(ζ)x = z. Thus
Rx is regular, and S0 is graph automatic with structure (X ′,Σ′, R′, ν′).
Conversely, suppose S0 is graph automatic with structure (X,Σ, R, ν). Let
Z =ν−1(z)
={α ∈ R : ν(α) = z}.
This is regular by Proposition 2.4.4. Let Y = X \ {z}, so Y generates S. As
Z is regular R \ Z is also regular and thus S is a regular subsemigroup of S0.
Hence, by Theorem 3.1.2, we have that S is also graph automatic with graph
automatic structure (Y,Σ, R \ Z, ν|R\Z).
Next, we consider the analogous case for identities. We may add an identity
element to any semigroup S by taking an element e which is not an element of
S and defining multiplication for s ∈ S ∪ {e} by se = es = s and multiplication
is as in S otherwise. We denote this new semigroup by S1.
We consider the relationship between S and S1, and see that graph auto-
maticity is again preserved by the addition or removal of the identity.
Proposition 3.2.2. A semigroup S is graph automatic if and only if S1 is
graph automatic.
Proof. Let S have graph automatic structure (X,Σ, R, ν). Then S1 = S∪{e} is
generated by X ′ = X∪{e}. Let Σ′ = Σ∪{η} for some η /∈ Σ. Then R′ = R∪{η}
is regular. Now define ν′ : R′ → S1 by
ν′(α) =

ν(α), α ∈ R
e, α = η
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and note that ν′ is surjective due to the surjectivity of ν. Now
R′= = {(α, β) ∈ R′ ×R′ : ν′(α) = ν′(β)}
= R= ∪ {(η, η)}
as we cannot have ν(η) = ν(α) for α ∈ R. So R= is regular. Then we have that
R′e ={(α, β) ∈ R′ ×R′ : ν′(α)e = ν′(β)}
=R′=
is regular also. Finally, for x ∈ X we have
R′x = {(α, β) ∈ R′ ×R′ : ν′(α)x = ν′(β)}
= Rx ∪ {(α, η) ∈ R× {η} : ν(α)x = e} ∪ {(η, β) ∈ {η} ×R : x = ν(β)}.
But e = ν(α)x is impossible as ν(α) and x are both elements of S but e /∈ S, so
this second set is empty. Then, as
{(η, β) : β ∈ R, x = ν(β)} = {η} × {β ∈ R : ν(β) = x}
is regular by Proposition 2.4.4 and Rx is regular, we have that R′x is regular.
Thus S1 is graph automatic with structure (X ′,Σ′, R′, ν′).
Conversely, suppose that S1 is graph automatic with structure (X,Σ, R, ν).
Then Y = X \ {1} generates S. Let
L = {α ∈ R : ν(α) = e}.
This is regular by Proposition 2.4.4. Then R\L is a regular language represent-
ing S, and so S is a regular subsemigroup of S1. Hence S is graph automatic
by Theorem 3.1.2, with structure (Y,Σ, R \ L, ν|R\L)
Thus we have seen that adding and removing both zeroes and identities
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preserves graph automaticity. These results now allow us to form new examples
of graph automatic semigroups by adding zeroes and identities to the examples
given in Chapter 2. In particular, we may now easily show that finitely generated
free monoids are graph automatic.
Example 3.2.3. Let MX be the free monoid generated by a finite set X. Then
MX is the free semigroup generated by X with an identity adjoined. We have
seen that finitely generated free semigroups are graph automatic in Example
2.1.4. Thus by Proposition 3.2.2, we have that MX is also graph automatic.
3.2.1 The Word Problem for Semigroups
We may also use Proposition 3.2.2 to extend our result from Chapter 2 regarding
decidability of the word problem for graph automatic monoids.
We have seen that adding and removing identities preserves graph automatic-
ity. We may now use this fact to generalise Proposition 2.4.7, which states that
graph automatic monoids have decidable word problem, in order to show that
graph automatic semigroups also have decidable word problem. Note that this
approach echoes that of [14], where the authors show that automatic monoids
have decidable word problem and then use the analogous result to Proposition
3.2.2 for automatic semigroups to generalise the result to semigroups.
Theorem 3.2.4. The word problem in graph automatic semigroups is decidable
in quadratic time.
Proof. Let S be a graph automatic semigroup with structure (X,Σ, R, ν). We
may adjoin an identity to S, preserving graph automaticity by Proposition 3.2.2.
Then S1 has graph automatic structure (X ′,Σ′, R′, ν′). We now have a graph
automatic monoid, which has decidable word problem by Proposition 2.4.7.
Given strings w = x1x2 . . . xn and v = y1y2 . . . ym for some xi, yi ∈ X, we may
find representatives α, β ∈ R ⊂ R′ for w¯ and v¯ in quadratic time, and check
their equality by inputting (α, β) into the automaton recognising (R′)=. These
represent the same element of S if and only if they represent the same element
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of S1, and so the word problem of S is also decidable in quadratic time.
Note that this provides us with one way of showing that a semigroup is
not graph automatic. Any semigroup whose word problem is not solvable in
quadratic time cannot be graph automatic.
3.3 Large Subsemigroups and Small Extensions
In the previous section we have seen that we may add and remove identity
and zero elements of our semigroup and preserve graph automaticity. We now
expand on this, and consider what happens when we add or remove finitely
many elements. In particular, we consider subsemigroups of finite Rees index,
and consider whether such constructions preserve graph automaticity.
Let S be a semigroup with a subsemigroup T . We call |S \T | the Rees index
of T in S. If T has finite Rees index in S then we call S a small extension of
T , and say that T is a large subsemigroup of S.
It is shown in [21] that a semigroup containing a subsemigroup of finite Rees
index is automatic if and only if the subsemigroup of finite Rees index is also
automatic. Large subsemigroups of FA-presentable semigroups are also FA-
presentable, as shown in [10]. However, FA-presentability is not preserved by
small extensions. An example is given in [10] of a small extension which does not
preserve FA-presentability. Note that this example is not finitely generated, and
thus is not graph automatic. We will now examine whether large subsemigroups
and small extensions preserve graph automaticity.
We begin by considering whether large subsemigroups inherit the property
of being graph automatic.
Theorem 3.3.1. Let S be a graph automatic semigroup and T be a subsemi-
group of finite Rees index in S. Then T is graph automatic.
Proof. Let S have graph automatic structure (X,Σ, R, ν). Let A = S \T . Then
K = {α ∈ R : ν(α) ∈ A}
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=
⋃
a∈A
{α ∈ R : ν(α) = a}
is regular as A is finite and for each a ∈ A the set {α ∈ R : ν(α) = a} is regular
by Proposition 2.4.4. So
ν−1T = {α ∈ R : ν(α) /∈ A}
= R \K
is regular. Thus by Theorem 3.1.2, T is graph automatic.
Next we consider small extensions. Note that small extensions can be viewed
as the semigroup analogue of finite group extensions. In [25], the authors show
that finite extensions of graph automatic groups are graph automatic. It may
therefore be expected that a similar result holds in the semigroup case, and small
extensions preserve graph automaticity. However, this is not immediately clear,
as it is difficult to show that our small extension is regular without knowing how
the adjoined elements interact with the original elements of the semigroup. Thus
we cannot at present say that small extensions of graph automatic semigroups
are always graph automatic.
In some specific cases we are able to show that graph automaticity is pre-
served, if there are restrictions placed on how our elements can interact. In
particular, when our large subsemigroup is a right ideal then we see that graph
automaticity is preserved.
Proposition 3.3.2. Let S be a semigroup with a graph automatic right ideal of
finite Rees index. Then S is graph automatic.
Proof. Let T be a graph automatic right ideal of finite Rees index in S, with
graph automatic structure (X,Σ, R, ν). Let
S \ T = C = {c1, c2, . . . , cn},
and let C¯ = {c¯1, c¯2, . . . , c¯n} be a set of symbols in one-to-one correspondence
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with C such that C¯ ∩ Σ = ∅. Then S is generated by X ∪ C and R¯ = R ∪ C¯ is
a regular language over the alphabet Σ ∪ C¯. Define ν¯ : R¯→ S by
ν¯(α) =

ν(α), α ∈ R
ci, α = c¯i
and note that ν¯ is surjective by the surjectivity of ν. Now
R¯= ={(α, β) ∈ R¯× R¯ : ν¯(α) = ν¯(β)}
= R= ∪ {(c¯i, c¯i) : c¯i ∈ C¯}
is regular. Let x ∈ X. Then
R¯x ={(α, β) ∈ R¯× R¯ : ν¯(α)x = ν¯(β)}
=Rx ∪ {(α, β) ∈ C¯ × C¯ : ν¯(α)x = ν¯(β)}
∪
⋃
1≤i≤n
({c¯i} × {β ∈ R : cix = ν(β)})
Then Rx is regular, {(α, β) ∈ C¯ × C¯ : ν¯(α)x = ν¯(β)} is finite, and for each
1 ≤ i ≤ n we have that {β ∈ R : cix = ν(β)} is empty if cix /∈ T , or is regular
by Proposition 2.4.4 if cix ∈ T . Thus R¯x is regular. Note that we cannot have
ν¯(α)x = ν¯(β) for α ∈ R and β ∈ C¯ because T is a subsemigroup, hence is
closed. Now let c ∈ C. Then
R¯c ={(α, β) ∈ R¯× R¯ : ν¯(α)c = ν¯(β)}
=Rc ∪ {(α, β) ∈ C¯ × C¯ : ν¯(α)x = ν¯(β)}
∪
⋃
1≤i≤n
({c¯i} × {β ∈ R : cic = ν(β)}) .
Note that we cannot have ν¯(α)c = ν¯(β) for α ∈ R and β ∈ C¯ because T is a
right ideal, and that for each 1 ≤ i ≤ n we again have that {β ∈ R : cic = ν(β)}
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is empty if cic /∈ T and is regular by Proposition 2.4.4 otherwise. Then
Rc ={(α, β) ∈ R×R : ν(α)c = ν(β)}
=
⋃
x∈X
{(α, β) ∈ R×R : ∃γ ∈ R such that ν(γ)x = ν(α) and ν(γ)xc = ν(β)}
∪ {(α, β) ∈ ν−1X ×R : ν(α)c = ν(β)}
=
⋃
x∈X
(
{(α, β) ∈ R×R : ∃γ ∈ R such that (α, γ) ∈ Rˆx and (γ, β) ∈ Rxc}
∪ (ν−1(x)× ν−1(xc)) )
where Rˆx = {(α, γ) ∈ R × R : ν(α) = ν(γ)x}. Note that Rˆx is regular, as it
is merely the language Rx with the components exchanged, and as x and xc
are fixed, each of the languages ν−1(x) and ν−1(xc) are regular by Proposition
2.4.4. Then as T is a right ideal, we have that xc ∈ T so Rxc is regular. Thus Rc
is regular. This means that R¯c is also regular, as it is a union of finitely many
regular languages. Hence (X ∪ C,Σ ∪ C¯, R¯, ν¯) is a graph automatic structure
for S.
Comparing this with Corollary 3.1.5, we note that the asymmetric nature of
the definition of graph automaticity results in the situation where we can restrict
a graph automatic semigroup to a left ideal and preserve graph automaticity,
and can extend a right ideal to preserve graph automaticity. However we cannot
at present say whether these results hold the other way round.
Given an arbitrary small extension of a graph automatic semigroup, we
cannot show that the extension is graph automatic in the same way. If we take
an infinite semigroup T with graph automatic structure (X,Σ, R, ν) and adjoin
elements C = {c1, . . . , cn} then a problem arises as we do not know how the
elements in C multiply with elements from T . Thus showing that the language
accepting multiplication by an element from C is regular becomes problematic.
In particular, for a fixed c1, c2 ∈ C there may be infinitely many solutions to
tc1 = c2 and so we cannot ensure that the language L = {α ∈ R : ν(α)c1 = c2}
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is regular. Similarly, if T is an arbitrary semigroup we are unable to show that
the language K = {(α, β) ∈ R×R : ν(α)c = ν(β)} is regular.
To work around these problems we introduce some additional conditions on
our small extension. In the case where T is a group we may use the fact that ν(α)
has an inverse to show that the set K must be empty, else ν(α)−1ν(β) = c ∈ T
which is a contradiction. To ensure that the set L is regular, we consider the
case where our semigroup is of finite geometric type, which will force L to be
finite, hence regular.
A semigroup S is said to be of finite geometric type if it is finitely generated
and for every p ∈ S there exists k ∈ N such that the equation xp = q has at
most k solutions for every q ∈ S. This concept was introduced in [30] in order
to provide a geometric characterisation of automatic monoids in a similar way
to the geometric characterisation of automatic groups.
Note that if a finitely generated semigroup is of finite geometric type, this
means that the in-degree of each vertex of the Cayley graph is finite.
We now show that with these restrictions, we can demonstrate the graph
automaticity of a small extension.
Proposition 3.3.3. Let S be a semigroup of finite geometric type with a sub-
group T of finite Rees index in S. If T is graph automatic then S is graph
automatic.
Proof. Let T be a subgroup of finite index in S, with graph automatic structure
with uniqueness (X,Σ, R, ν). Let
S \ T = C = {c1, . . . , cn}
and let C¯ be a set of symbols in one-to-one correspondence with C such that
Σ∩ C¯ = ∅. Now X¯ = X ∪C is a finite generating set for S. Let Σ¯ = Σ∪ C¯ and
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R¯ = R ∪ C¯. Then R¯ is regular and ν¯ : R¯→ S defined by
ν¯(α) =

ν(α), α ∈ R
ci, α = c¯i
is surjective by the surjectivity of ν.
Now
R¯= = R= ∪ {(c¯i, c¯i) : c¯i ∈ C¯}
is regular. Let x ∈ X. Then
R¯x =Rx ∪ {(α, β) ∈ R× C¯ : ν¯(α)x = ν¯(β)}
∪ {(α, β) ∈ C¯ ×R : ν¯(α)x = ν¯(β)}
∪ {(α, β) ∈ C¯ × C¯ : ν¯(α)x = ν¯(β)}.
The first of these sets is regular because T is graph automatic. The second is
empty, as multiplying two elements of T cannot give an element of S \ T . The
third set equals ⋃
ci
({c¯i} × {β ∈ R : cix = ν¯(β)}),
which is regular as either cix ∈ T and regularity follows from Proposition 2.4.4,
or this set is empty. Finally, the fourth set is finite and so is regular. Thus R¯x
is regular.
Now let c ∈ C. Then
R¯c =Rc ∪ {(α, β) ∈ R× C¯ : ν¯(α)c = ν¯(β)}
∪ {(α, β) ∈ C¯ ×R : ν¯(α)c = ν¯(β)}
∪ {(α, β) ∈ C¯ × C¯ : ν¯(α)c = ν¯(β)}.
Then Rc is empty as T is a subgroup, so we cannot have ν(α)c = ν(β) or we
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would have c = ν(α)−1ν(β) ∈ T , a contradiction. The second set is equal to
⋃
ci
({α ∈ R : ν¯(α)c = ci} × {c¯i}),
which is regular as there are only finitely many α satisfying ν¯(α)c = ci because
S is of finite geometric type. The latter two sets are regular as in the case of R¯x.
Hence R¯c is regular, and so S is graph automatic with structure (X¯, Σ¯, R¯, ν¯).
Thus we have certain situations where we can ensure that small extensions
preserve graph automaticity. However, it remains to be seen whether this is the
case in general.
Question 3.3.4. Are small extensions of graph automatic semigroups always
graph automatic?
Chapter 4
Constructions for Graph
Automatic Semigroups:
Products
In this chapter we consider how a number of semigroup constructions preserve
graph automaticity. In particular we examine constructions which can be consid-
ered as products of semigroups. We look at free products, semidirect products,
direct products and Bruck-Reilly extensions. We also compare these results to
the parallel results for automatic and FA-presentable semigroups.
4.1 Free Products
We begin by considering the free product of two graph automatic semigroups,
and see that this preserves graph automaticity.
Theorem 4.1.1. If S1 and S2 are graph automatic semigroups then the free
product S1 ∗ S2 is graph automatic.
Proof. We follow the idea of the proof of Theorem 6.1 in [14]. Let (X1,Σ1, R1, ν1)
and (X2,Σ2, R2, ν2) be graph automatic structures with uniqueness, with  /∈
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R1, R2, for the semigroups S1 and S2 respectively. Without loss of generality
we may assume Σ1 ∩ Σ2 = ∅. Let X = X1 ∪X2, so X generates S = S1 ∗ S2.
Let Σ = Σ1 ∪ Σ2 and define R ⊆ Σ∗ to be
R = (R1 ∪ {})(R2R1)∗(R2 ∪ {}) \ {}.
This is the language consisting of strings where words from R1 and R2 alternate,
and is regular. Now define ν : R→ S by
ν(α) =

ν1(α1)ν2(α2) · · · ν(n mod 2)+2(αn), α1 ∈ R1
ν2(α1)ν1(α2) · · · ν(n mod 2)+1(αn), α1 ∈ R2
for α = α1α2 · · ·αn with αi ∈ R1 if and only if αi+1 ∈ R2 for 1 ≤ i ≤ n− 1. As
ν1 and ν2 are surjections we have that ν is also surjective, and as each s1 ∈ S1
and s2 ∈ S2 is represented by a unique element of R1 and R2 respectively we
must have that each s ∈ S is represented by a unique element of R. Thus
R= = {(α, α) : α ∈ R}
is regular. Now let
K1 = (R1 ∪ {})(R2R1)∗ \ {}
and
K2 = (R1 ∪ {})(R2R1)∗R2.
So K1 is the set of words in R which end with a word from R1, and K2 is the
set of words in R which end with a word from R2. Then K1 ∩ K2 = ∅ and
K1 ∪K2 = R. Let x ∈ X1 and let ξ be the unique word in R1 which represents
x. Then
Rx ={(α, β) ∈ R×R : ν(α)x = ν(β)}
=(R1)x ∪ {(α, α) : α ∈ K2}((R1)x ∪ {($, ξ)}).
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So Rx is regular for x ∈ X1. Similarly, if y ∈ X2 and ζ ∈ R2 is the unique word
representing y then
Ry = (R2)y ∪ {(α, α) : α ∈ K1}((R2)y ∪ {($, ζ)}).
Thus (X,Σ, R, ν) is a graph automatic structure for S.
In [25] it is shown that taking the group free product of two graph automatic
groups preserves graph automaticity. Note that if we want to take the monoid
free product then the proof of Theorem 10.8 from [25] for the group free product
still holds for the monoid case. We reproduce the proof below.
Proposition 4.1.2. The monoid free product of two graph automatic semi-
groups is graph automatic.
Proof. LetM1 andM2 be graph automatic monoids with structures with unique-
ness (X1,Σ1, R1, ν1) and (X2,Σ2, R2, ν2) respectively, such that R1 ∩R2 = {}
and in each structure  is the representative of the identity element, 1. Each
non-identity element of M1 ∗M2 has a normal form m1m2 . . .mn, where each
mi ∈ M1 ∪ M2, with mi 6= 1 and mi ∈ M1 if and only if mi+1 ∈ M2, and
mi ∈M2 if and only if mi+1 ∈M1, for all i ≥ 1. Now, as in Theorem 4.1.1, we
let X = X1 ∪X2, let Σ = Σ1 ∪ Σ2 and define R ⊆ Σ∗ to be
R = (R1 ∪ {})(R2R1)∗(R2 ∪ {}).
Now define ν : R→ S by
ν(α) =

ν1(α1)ν2(α2) · · · ν(n mod 2)+2(αn), α1 ∈ R1
ν2(α1)ν1(α2) · · · ν(n mod 2)+1(αn), α1 ∈ R2
1, α = 
for α = α1α2 · · ·αn with αi ∈ R1 if and only if αi+1 ∈ R2 for 1 ≤ i ≤ n − 1.
Then the uniqueness of our graph automatic structures together with our normal
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forms give us that ν is a bijection and so
R= = {(α, α) : α ∈ R}
is regular. Now, similarly to the semigroup case, we let
K1 = (R1 ∪ {})(R2R1)∗ \ {}
and
K2 = (R1 ∪ {})(R2R1)∗R2
and so we have that K1 ∪K2 ∪ {} = R. Then
Rx = {(α, α) : α ∈ K2 ∪ {}}((R1)x ∪ {(, ξ)}),
where ν1(ξ) = x, and
Ry = {(α, α) : α ∈ K1 ∪ {}}((R2)y ∪ {(, ζ)})
where ν2(ζ) = y. These are both regular languages, hence M1 ∗M2 is graph
automatic.
Note that taking the free product of two automatic semigroups preserves
automaticity, and in this case the converse also holds, as shown in [14].
Proposition 4.1.3 (Theorem 6.1 of [14]). Let S1 and S2 be semigroups. Then
S1 ∗ S2 is automatic if and only if both S1 and S2 are automatic.
The equivalent result does not hold for FA-presentable semigroups. In fact,
FA-presentability is only preserved by free products in the trivial case.
Proposition 4.1.4 (Proposition 4.1 of [10]). The semigroup free product of two
semigroups S1 and S2 is FA-presentable if and only if S1 and S2 are trivial.
We may use these results to construct examples of semigroups which are
graph automatic but neither automatic nor FA-presentable.
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Example 4.1.5. Let S be the (semigroup) free product of the Heisenberg group
H3(Z) with a finite semigroup T . Then both H3(Z) and T are graph automatic,
and so their free product is graph automatic by Theorem 4.1.1. Now as H3(Z)
is not trivial, S cannot be FA-presentable by Proposition 4.1.4. Additionally,
as H3(Z) is not automatic, S cannot be automatic by Proposition 4.1.3. Hence
S is graph automatic, but neither automatic nor FA-presentable.
We now ask whether graph automaticity of a free product implies that the
original semigroups are graph automatic, as is the case for automatic semi-
groups. In [14], automaticity of the semigroups in the product is demonstrated
by showing that their preimages are regular languages. However, when we do
not have a homomorphism we cannot easily demonstrate that our semigroups
are regular, so we ask:
Question 4.1.6. If the free product of two finitely generated semigroups is
graph automatic, are the semigroups themselves graph automatic? If the monoid
free product of two finitely generated monoids is graph automatic, are the
monoids graph automatic?
4.2 Semidirect Products
We now consider semidirect products of graph automatic semigroups. We will
see that graph automaticity is preserved by semidirect products under certain
conditions. We begin by recalling the definitions of semigroup actions and
semidirect products.
A semigroup S acts on a setX on the left if there is a function σ : S×X → X,
defined as σ(s, x) = sx, such that for any x ∈ X and s, t ∈ S we have
stx = s( tx).
If the arbitrary set X is replaced by a semigroup T , then we have that the
action of each element of S is equivalent to an endomorphism of T , which is
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denoted τ(s) : T → T and defined to be
τ(s)(t) = st.
Let S and T be semigroups and τ : S → End(T ) be a homomorphism from
S into the endomorphism semigroup of T . The semidirect product T nτ S of S
and T over τ is the set T × S with multiplication
(t1, s1)(t2, s2) = (t1(s1t2), s1s2)
where st denotes the left action of s on t.
We also define two homomorphisms, ϕ1 and ϕ2, which will be used through-
out this section and the next section.
Definition 4.2.1. Let Σ1 and Σ2 be finite alphabets, and let
Σ = ((Σ1 ∪ {$})× (Σ2 ∪ {$})) \ {($, $)}.
Then we define ϕ1 : Σ∗ × Σ∗ → Σ∗1 × Σ∗1 and ϕ2 : Σ∗ × Σ∗ → Σ∗2 × Σ∗2 by
ϕ1 :((κ1, λ1), (κ2, λ2)) 7→ (κ1, κ2),
((κ1, λ1), $) 7→ (κ1, $),
($, (κ2, λ2)) 7→ ($, κ2)
and
ϕ2 :((κ1, λ1), (κ2, λ2)) 7→ (λ1, λ2),
((κ1, λ1), $) 7→ (λ1, $),
($, (κ2, λ2)) 7→ ($, λ2).
Now if K and L are regular languages over the alphabets Σ1 and Σ2 respectively,
and R = K × L, then we have that R is also a regular language, and we may
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apply ϕ1 and ϕ2 to R×R. Then ϕ1(R×R) ⊆ K ×K and ϕ2(R×R) ⊆ L× L
are regular languages, as are ϕ−11 (K×K) ⊆ R×R and ϕ−12 (L×L) ⊆ R×R, as
direct products, homomorphic images, and homomorphic preimages of regular
languages all preserve regularity.
We now examine when graph automaticity is preserved by semidirect prod-
ucts.
Theorem 4.2.2. Let S be a finite semigroup and let T be a graph automatic
semigroup. If the semidirect product T nτ S is finitely generated then it is graph
automatic.
Proof. Let S = {s1, s2, . . . , sn} be a finite semigroup, and let T be a graph auto-
matic semigroup with graph automatic structure with uniqueness (Y,Σ1,K, ν).
As S is finite it is also graph automatic, with structure (S,Σ2 = {α1, . . . , αn},
L = {α1, . . . , αn}, µ), where µ(αi) = si. Let X be a finite generating set for
T nτ S, let Σ = ((Σ1 ∪ {$})× (Σ2 ∪ {$})) \ ($, $) and let R = K ×L. We define
ψ : R→ T nτ S by
ψ(α) = (ν(κ), µ(λ))
for α = (κ, λ) ∈ R. Then
R= = {(α, α) : α ∈ R}
is regular by the uniqueness of our original structures, and for (a, b) ∈ X we
have that
R(a,b) = {((β, αi), (γ, αj)) ∈ R×R : ν(β) µ(αi)a = ν(γ) and µ(αi)b = µ(αj)}
= {((β, αi), (γ, αj)) ∈ R×R : (β, γ) ∈ Ksia and sib = sj}
=
⋃
1≤i≤n
(ϕ−11 (Ksia) ∩ ϕ−12 ({αi} × {αj ∈ L : sib = sj}))
Now as S is finite, the set {αj ∈ L : sib = sj} is finite also. We also have that
ϕ−11 (Ksia) is regular, as the homomorphic preimage of a regular language is
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regular. Thus R(a,b) is a finite union of regular languages, thus is regular, and
so we have that T nτ S is graph automatic with structure (X,Σ, R, ψ).
In [25] the authors show that graph automaticity is preserved under certain
conditions when taking the semidirect product of two groups. Namely, graph
automaticity is preserved when the automorphism involved in the semidirect
product is automatic, that is the graph of the automorphism is a recognisable
language. Thus we consider whether this same result will hold for semigroups.
In the proof above, we relied on the fact that one of our semigroups was finite
in order to show that our language recognising multiplication by a generator
was regular. However, we cannot compare this directly with the group case, as
in [25], they consider the semidirect product S oτ T , that is where S acts on
T on the right. In the groups case, a right action is equivalent to a left action.
However, for semigroups we must instead consider the semidirect product Soτ T
as a separate case. Here we replace our left action by a right action.
A semigroup S acts on a set X on the right if there is a function σ : X×S →
X, defined as σ(x, s) = xs, such that for any x ∈ X and s, t ∈ S we have
xst = (xs)t.
As before, when X is a semigroup we have that the action of each element of S
is equivalent to an endomorphism of X, and in this case we define the semidirect
product to be the set S × T with multiplication
(s1, t1)(s2, t2) = (s1s2, (ts21 )t2).
In this case we consider the case when the endomorphisms involved in the semidi-
rect product are recognisable.
In general, we will call a homomorphism automatic if the homomorphism
can be represented by a recognisable language. More explicitly, let ϕ : S → T
be a homomorphism, and let K and L be regular languages over the alphabets
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Σ1 and Σ2 respectively, such that there exist surjective maps ν : K → S and
µ : L→ T . Then ϕ is automatic if the set
{(α, β) ∈ K × L : ϕ(ν(α)) = µ(β)}
is a regular language. In this case we say that ϕ is automatic with respect to
(Σ1,K, ν) and (Σ2, L, µ). If the semigroups S and T have graph automatic
structures (X,Σ1,K, ν) and (Y,Σ2, L, µ) respectively, we may say that ϕ is
automatic with respect to the graph automatic structures of S and T . Note
that if S = T then we may omit the reference to the second structure.
In particular, in the case where S is a graph automatic semigroup with
structure (X,Σ,K, ν), and our homomorphism is a right action on the semigroup
S, we require that the language
{(α, β) ∈ K ×K : ν(α)s = ν(β)}
is regular with respect to the graph automatic structure of S.
We now see that graph automaticity is preserved in the semigroup case if
our endomorphism is automatic, analogously to the group case.
Theorem 4.2.3. Let S and T be graph automatic semigroups such that the
semidirect product S oτ T is finitely generated by some set Y . For each s ∈ S
such that (s, t) ∈ Y for some t ∈ T let τ(s) be an automatic homomorphism with
respect to the graph automatic structure of T . Then Soτ T is graph automatic.
Proof. Let S and T be graph automatic with graph automatic structures with
uniqueness (X1,Σ1, L, µ) and (X2,Σ2,K, ν) respectively. Let Y be a finite gen-
erating set for S oτ T . Now let Σ = ((Σ1 ∪ {$}) × (Σ2 ∪ {$})) \ ($, $), let
R = L×K, and define ψ : R→ S oτ T by
ψ(α) = (µ(λ), ν(κ))
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for α = (λ, κ) ∈ R. Then
R= = {(α, α) : α ∈ R}
is regular by the uniqueness of our original structures, and for (a, b) ∈ Y we
have
R(a,b) ={((α1, α2), (β1, β2)) ∈ R×R : µ(α1)a = µ(β1) and ν(α2)ab = ν(β2)}
={((α1, α2), (β1, β2)) ∈ R×R : (α1, β1) ∈ La and there exists some
γ ∈ K such that (α2, γ) ∈ Ea and (γ, β2) ∈ Kb}
=ϕ−11 (La) ∩ ϕ−12 {(α2, β2) ∈ K ×K : there exists some γ ∈ K such
that (α2, γ) ∈ Ea and (γ, β2) ∈ Kb},
where Ea is the language recognising the endomorphism τ(a). As Ea is regular
by assumption, we have that R(a,b) is regular. Hence (Y,Σ, R, ψ) is a graph
automatic structure for S oτ T .
Note that the differences in Propositions 4.2.2 and 4.2.3 come from the fact
that in the definition of a graph automatic semigroup we are recognising multi-
plication on the right. The consequence of this is that the languages which we
wish to recognise differ depending on whether we have a right action or a left
action.
4.3 Direct Products
We now consider the direct product. Direct products are equivalent to the
semidirect product where τ(s) is the identity map for all s ∈ S. However, we
shall consider them in their own right. In [14] it is shown that the direct product
of two automatic monoids is automatic, and in [12] this result is extended to
show that the direct product of two automatic semigroups is automatic if and
only if it is finitely generated. We will show that the analogous results holds for
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graph automatic semigroups. We begin by considering the monoid case, as the
direct product of two graph automatic (and thus finitely generated) monoids
is always finitely generated and we can easily find a finite generating set when
attempting to find a graph automatic structure.
Proposition 4.3.1. Let M1 and M2 be graph automatic monoids. Then M1 ×
M2 is graph automatic.
Proof. Let (X1,Σ1,K, ν1) and (X2,Σ2, L, ν2) be graph automatic structures
with uniqueness for M1 and M2 respectively. Let M = M1 ×M2. If e1 and e2
are the identities of M1 and M2 respectively then we have that M is generated
by X = (X1, e2) ∪ (e1, X2). Let Σ = ((Σ1 ∪ {$}) × (Σ2 × {$})) \ ($, $) and let
R = K × L. Define ν : R→M by
ν(α, β) = (ν1(α), ν2(β)).
Then as ν1 and ν2 are surjective ν is also surjective. Let ϕ1 and ϕ2 be the
homomorphisms given in Definition 4.2.1.
Now
R= = {(α, α) : α ∈ R}
by the uniqueness of our original structures and so R= is regular. Let y =
(x, e2) ∈ X. Then
Ry ={((α1, α2), (β1, β2)) ∈ R×R : (ν1(α1)x, ν2(α2)) = (ν1(β1), ν2(β2))}
={((α1, α2), (β1, β2)) ∈ R×R : ν1(α1)x = ν1(β1) and ν2(α2) = ν2(β2)}
=ϕ−11 (Kx) ∩ ϕ−12 (L=).
Now let z = (e1, x) ∈ X. Then
Rz ={((α1, α2), (β1, β2)) ∈ R×R : (ν1(α1), ν2(α2)x) = (ν1(β1), ν2(β2))}
={((α1, α2), (β1, β2)) ∈ R×R : ν1(α1) = ν1(β1) and ν2(α2)x = ν2(β2)}
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=ϕ−11 (K=) ∩ ϕ−12 (Lx).
So Rx is regular for any x ∈ X and (X,Σ, R, ν) is a graph automatic structure
for M .
In the semigroup case, the direct product is not necessarily finitely generated.
Conditions for finite generation of direct products are given in [29]. In particular,
we have:
Proposition 4.3.2 (Lemma 2.3 of [29]). Let S and T be two semigroups. If T
is infinite and S × T is finitely generated, then S2 = S.
This leads to the following result for the case where we have two infinite
semigroups.
Proposition 4.3.3 (Theorem 2.1 of [29]). Let S and T be infinite semigroups.
Then S×T is finitely generated if and only if both S and T are finitely generated
and S2 = S and T 2 = T .
Furthermore, we have a way of finding a finite generating set for our direct
product S × T based on the generating sets of S and T . To do so we require
that our semigroups have a full generating set, that is a generating set A such
that A2 ⊆ A. If our direct product is finitely generated, then we can find such
generating sets due to the following proposition.
Proposition 4.3.4 (Proposition 2.10 of [29]). A semigroup S has a full gener-
ating set A if and only if S2 = S. Furthermore, if S is finitely generated, A can
be chosen to be finite.
This now allows us to find our finite generating set for the direct product
using the following proposition.
Proposition 4.3.5 (Corollary 2.11 of [29]). Let S and T be two semigroups
with S2 = S and T 2 = T , and let A and B be full generating sets for S and T
respectively. Then the set A × B is a full generating set for S × T . Moreover,
if S × T is finitely generated, then the sets A and B can be chosen to be finite.
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We now may use these results to show that the finitely generated direct
product of graph automatic semigroups is also graph automatic, and in partic-
ular we may use the generating sets for our original semigroups to find our new
graph automatic structure.
Theorem 4.3.6. Let S and T be graph automatic semigroups. Then S × T is
graph automatic if and only if it is finitely generated.
Proof. Let S and T be graph automatic semigroups with structures (A,Σ1,K, ν)
and (B,Σ2, L, µ) respectively and suppose that S × T is finitely generated.
If S and T are both infinite and S × T is finitely generated then S2 = S
and T 2 = T and we may choose A and B in such a way that A × B is a finite
generating set for S × T by Proposition 4.3.5. Let Σ = ((Σ1 ∪ {$}) × (Σ2 ×
{$})) \ ($, $) and R = K × L. Define ψ : R→ S × T by
ψ(α) = (ν(κ), µ(λ))
for α = (κ, λ) ∈ R. As both ν and µ are surjective ψ is also a surjection. Let
ϕ1 and ϕ2 be homomorphisms as defined in Definition 4.2.1. Now
R= ={((α1, α2), (β1, β2)) : ν(α1) = ν(β1) and µ(α2) = µ(β2)}
=ϕ−11 K= ∩ ϕ−12 L=
so R= is regular. Now let (a, b) ∈ A×B. Then
R(a,b) ={((α1, α2), (β1, β2)) : ν(α1)a = ν(β1) and µ(α2)b = µ(β2)}
=ϕ−11 Ka ∩ ϕ−12 Lb
so R(a,b) is regular. Thus (A × B,Σ, R, ψ) is a graph automatic structure for
S × T .
Now suppose that S is finite and T is infinite. Then S × B is a finite
generating set for S × T and the rest follows as in the previous case.
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Finally, if S and T are finite then so is S × T , thus it is graph automatic.
Conversely, suppose that S×T is not finitely generated. Then S×T cannot
be graph automatic, as graph automaticity requires a finite generating set.
It is natural to now ask whether the converse to this result holds: if we
have a direct product S × T which is graph automatic, are the semigroups S
and T graph automatic also? Note that this does not hold for FA-presentable
semigroups, as a counterexample is given in [10].
We see that if the direct product of two monoids, where one is finite, is graph
automatic, then we may show that both monoids must also be graph automatic.
Proposition 4.3.7. Let M1 and M2 be monoids, with M1 finite, such that
M1 ×M2 is graph automatic. Then M1 and M2 are graph automatic.
Proof. As M1 is finite it is graph automatic. We will show that M2 must also
be graph automatic.
Let M1×M2 be graph automatic with structure with uniqueness (X,Σ, R, ν).
Let
pi : M1 ×M2 →M2
be the projection onto M2. Then define µ = pi ◦ ν : R→M2. So µ is surjective,
and M2 is generated by Y = pi(X), which is finite as X is finite. We claim that
(Y,Σ, R, µ) is a graph automatic structure for M2.
Let
R¯= = {(α, β) ∈ R×R : µ(α) = µ(β)}
and
R¯y = {(α, β) ∈ R×R : µ(α)y = µ(β)}
for y ∈ Y . Note that we use the notation R¯= and R¯x to distinguish these
languages which detect equality and multiplication of words from R under the
map µ from R= and Rx which recognise equality and multiplication of words
from R under the map ν. We now show that these are regular languages. As
R¯= = R¯1 we need only consider the R¯y, as we may assume that 1 ∈ Y .
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Now as M1 is finite,
⋃
a∈M1
R(a,1) is a finite union of regular languages, thus
is regular. Recall that
Rˆx = {(α, β) ∈ R×R : ν(α) = ν(β)x}.
Then Rˆx is regular if and only if Rx is regular and so we also have that⋃
a∈M1
Rˆ(a,1) is a regular language. Let
Wy ={(α, β) ∈ Σ∗ × Σ∗ : ∃γ ∈ Σ∗ such that (α, γ) ∈
⋃
a∈M1
Rˆ(a,1)
and (γ, β) ∈
⋃
a∈M1
R(a,y)}
={(α, β) ∈ R×R : ∃γ ∈ R such that (α, γ) ∈
⋃
a∈M1
Rˆ(a,1)
and (γ, β) ∈
⋃
a∈M1
R(a,y)}.
Note that Wy is regular. Now we claim that (α, β) ∈ R¯y if and only if (α, β) ∈
Wy.
Let (α, β) ∈ R¯y, with ν(α) = (mα, nα) and ν(β) = (mβ , nβ). So µ(α)y =
µ(β). Let γ = ν−1(1, nα). Then
ν(α) = (mα, nα)
= (1, nα)(mα, 1)
= ν(γ)(mα, 1)
so (α, γ) ∈ Rˆ(mα,1), and
ν(γ)(mβ , y) = (1, nα)(mβ , y)
= (mβ , nαy)
= (mβ , nβ)
= ν(β)
64 4. CONSTRUCTIONS: PRODUCTS
so (γ, β) ∈ R(mβ ,1). Thus (α, β) ∈Wy
Now let (α, β) ∈ Wy. So there exist γ ∈ R and a, b ∈ M1 such that ν(α) =
ν(γ)(a, 1) and ν(γ)(b, y) = ν(β). So (mα, nα) = (mγa, nγ) and (mγb, nγy) =
(mβ , nβ). Thus
µ(α)y = nαy = nγy = nβ = µ(β)
so (α, β) ∈ R¯y.
Thus we have shown that (α, β) ∈Wy if and only (α, β) ∈ R¯y. Then as Wy
is regular we must have that R¯y is also regular, and so we have that M1 ×M2
is graph automatic with graph automatic structure (Y,Σ, R, µ).
In fact we may extend this to the case where we have the direct product of
a finite monoid with an infinite semigroup.
Corollary 4.3.8. Let M be a finite monoid and S be a semigroup such that
M × S is graph automatic. Then S is graph automatic.
Proof. Let (m1, s1) ∈ M × S and (m2, s2) ∈ M × S1. Then (m1, s1)(m2, s2) =
(m1m2, s1s2) ∈M × S and so M × S is a right ideal in M × S1. As M is finite
we have that M × S has finite Rees index in M × S1. So as M × S is graph
automatic, M × S1 is also graph automatic by Proposition 3.3.2. Now we are
in the monoid case, and so S1 is graph automatic by Proposition 4.3.7. Hence
S is graph automatic by Proposition 3.2.2.
The question remains whether this result will hold in general for the direct
product of two semigroups.
Question 4.3.9. If S and T are semigroups and S×T is graph automatic then
are S and T necessarily graph automatic?
4.4 Bruck-Reilly Extensions
We now consider Bruck-Reilly extensions of monoids, and examine when they
preserve graph automaticity.
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Recall that the Bruck-Reilly extension of a monoid M = 〈A | R〉 determined
by the homomorphism θ : M →M is defined as
BR(M, θ) = 〈A, b, c | R, bc = 1, ac = c(θa), ba = (θa)b for a ∈ A〉.
This gives us the set
N0 ×M × N0
with multiplication defined as
(m, s, n)(p, t, q) = (m− n+ k, θk−n(s)θk−p(t), q − p+ k)
for k = max{n, p}.
In particular, note that we can write a = (0, a, 0) for a ∈ A, b = (0, 1, 1),
and c = (1, 1, 0), and so multiplication by generators is defined as follows:
(m, s, n)(0, a, 0) = (m, sθn(a), n)
(m, s, n)(0, 1, 1) = (m, s, 1 + n)
(m, s, n)(1, 1, 0) =

(m, s, n− 1), n ≥ 1
(m+ 1, θ(s), 0), n = 0
for any (m, s, n) ∈M .
In [8] it is shown that if a Bruck-Reilly extension is automatic then its base
semigroup is automatic. We also have that if a Bruck-Reilly extension is FA-
presentable, then its base semigroup also admits an automatic presentation, as
shown in [10].
We consider whether this is also the case for graph automatic semigroups,
and see that if θ is an automorphism then the base semigroup of a graph auto-
matic Bruck-Reilly extension is also graph automatic.
Theorem 4.4.1. Let T be a monoid and θ be an automorphism of T . Let
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S = BR(T, θ) be graph automatic. Then T is also graph automatic.
Proof. Let (X,Σ, R, ν) be a graph automatic structure for S. Consider the sec-
ond component of Rb, denoted R
(2)
b . This is a regular language which represents
all left multiples of b. As every element of S can be expressed as citbj for some
t ∈ T and i, j ∈ N0 we get that
K = R \R(2)b
is a regular language representing all the elements of S where j = 0. Now
consider
Kc = Rc ∩ (K ×K).
The second component of this, K(2)c , is a regular language representing all ele-
ments of the form citc = ci+1θ(t) for t ∈ T, i ∈ N0. As θ is an automorphism,
this is all elements of the form cit where i ≥ 1. Then
L = K \K(2)c
is a regular language representing all elements of S where i = j = 0. Thus L is
a regular language representing the subgroup T and so T has a graph automatic
structure by Theorem 3.1.2.
Note that we do not require θ to be an automorphism in order to preserve
graph automaticity. If our Bruck-Reilly extension uses the trivial homomor-
phism, we can also show that the base semigroup is graph automatic.
Proposition 4.4.2. Let T be a monoid and θ : T → {1T } be the trivial ho-
momorphism. Let S = BR(T, θ) be graph automatic. Then T is also graph
automatic.
Proof. Let (X,Σ, R, ν) be a graph automatic structure for S with uniqueness.
Note that as θ is the trivial homomorphism we have that tc = c and bt = b for
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any t ∈ T . Let γ ∈ R be the unique word such that ν(γ) = c. Consider
L = (R× {γ}) ∩Rc
= {(α, γ) : α ∈ R and ν(α)c = c}.
Now for any s ∈ S we have that s = citbj for some t ∈ T and i, j ∈ N0, and so
sc = (citbj)c = c if and only if i = j = 0 or s = cb. Let δ ∈ R be the unique
word such that ν(δ) = cb. Then
L = (ν−1(T ) ∪ {δ})× {γ}
and so
ν−1(T ) = L(1) \ {δ},
where L(1) is the first component of L, is regular. Thus, by Theorem 3.1.2, T
is graph automatic.
Thus Theorem 4.4.1 does not only hold when we have an automorphism,
and so we ask whether this is the case for Bruck-Reilly extensions in general.
Question 4.4.3. If we have a graph automatic Bruck-Reilly extension with any
homomorphism, is the base semigroup necessarily graph automatic?
We next consider the converse of this, namely whether the Bruck-Reilly
extension of a graph automatic monoid M is graph automatic. We begin by
considering the case where our homomorphism θ is automatic with respect to the
graph automatic structure of M , that is M is graph automatic with structure
(X,Σ, R, ν) and the set {(α, β) ∈ R×R : θ(ν(α)) = ν(β)} is regular.
Note that if θ is regular then θn is regular for any n ∈ N. However, in order
to use this to show that our Bruck-Reilly extension is automatic, we would need
to take the union of infinitely many regular languages, one for each θn. As we
cannot ensure that this union is regular, we instead consider the case where
the powers of θ eventually stabilise, that is there exists some constant k ∈ N
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such that θn = θn+1 for all n ≥ k. In this case we can now show that our
Bruck-Reilly extension is graph automatic.
Theorem 4.4.4. Let T be a graph automatic monoid, θ : T → T be a homo-
morphism which is automatic with respect to the graph automatic structure of
T , and m ∈ N be a constant such that θn = θn+1 for all n ≥ m. Then BR(T, θ)
is graph automatic.
Proof. Let T be graph automatic with structure with uniqueness (X,Σ, R, ν).
Let X ′ = X ∪ {b, c}, let Σ′ = Σ ∪ {β, γ}, and let
L = {γiβjα : i, j ∈ N0, α ∈ R}
= γ∗β∗R.
Then µ : L→ BR(T, θ), defined by
µ(γiβjα) = (i, ν(α), j),
is a surjection.
Now
L= = {(γiβjα1, γkβlα2) ∈ L× L : (i, ν(α1), j) = (k, ν(α2), l)}
= {(α, α) : α ∈ L},
as µ(γiβjα1) = µ(γkβlα2) gives us i = j, k = l and ν(α1) = ν(α2), so α1 = α2
by the uniqueness of our original structure.
Then for x ∈ X we have that (0, x, 0) is a generator of T and
L(0,x,0) ={(γiβjα1, γkβlα2) ∈ L× L : (i, ν(α1), j)(0, x, 0) = (k, ν(α2), l)}
={(γiβjα1, γkβlα2) ∈ L× L : (i, ν(α1)θj(x), j) = (k, ν(α2), l)}
={(γiβjα1, γkβlα2) ∈ L× L : (α1, α2) ∈ Rθj(x)}
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=(γ, γ)∗(β, β)m(β, β)∗Rθm(x) ∪
⋃
j<m
(γ, γ)∗(β, β)jRθj(x).
Hence L(0,x,0) is regular.
Next
Lb = L(0,1,1)
= {(γiβjα1, γkβlα2) ∈ L× L : (i, ν(α1), j)(0, 1, 1) = (k, ν(α2), l)}
= {(γiβjα1, γkβlα2) ∈ L× L : (i, ν(α1), j + 1) = (k, ν(α2), l)}
= {(γiβjα1, γkβlα2) ∈ L× L : k = i, l = j + 1 and (α1, α2) ∈ R=}
= (γ, γ)∗(β, β)∗($, β){(α, α) : α ∈ R}
is regular, and
Lc =L(1,1,0)
={(γiβjα1, γkβlα2) ∈ L× L : (i, ν(α1), j)(1, 1, 0) = (k, ν(α2), l)}
={(γiβjα1, γkβlα2) ∈ L× L : j ≥ 1, (i, ν(α1), j − 1) = (k, ν(α2), l)}
∪ {(γiα1, γkα2) ∈ L× L : (i− 1, θ(ν(α1)), 0) = (k, ν(α2), l)}
={(γiβjα1, γkβlα2) ∈ L× L : k = i, l = j − 1 and (α1, α2) ∈ R=}
∪ {(γiα1, γkα2) ∈ L× L : k = i+ 1 and θ(ν(α1)) = ν(α2)}
=(γ, γ)∗(β, β)∗(β, $){(α, α) : α ∈ R}
∪ (γ, γ)∗($, γ){(α1, α2) ∈ R×R : θ(ν(α1)) = ν(α2)}
is regular, as the set {(α1, α2) ∈ R×R : θ(ν(α1)) = ν(α2)} is regular by the au-
tomaticity of θ. Thus BR(T, θ) is graph automatic with structure (X ′,Σ′, L, µ).
In particular, if θ is the identity homomorphism then we may use this to
show that our extension is graph automatic.
Proposition 4.4.5. Let T be a graph automatic monoid and θ : T → T be the
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identity homomorphism. Then S = BR(T, θ) is graph automatic.
Proof. Let T be a graph automatic monoid with graph automatic structure with
uniqueness (X,Σ, R, ν). Let θ : T → T be defined by θ(t) = t for all t ∈ T .
Then the language recognising θ is
Lθ ={(α, β) ∈ R×R : θ(ν(α)) = ν(β)}
={(α, α) : α ∈ R},
which is regular, thus θ is a regular homomorphism. We also have that θn =
θ for any n ∈ N and so by Theorem 4.4.4 we have that BR(T, θ) is graph
automatic.
In a similar way, if θ is the trivial homomorphism we can also show that a
Bruck-Reilly extension is graph automatic.
Proposition 4.4.6. Let T be a graph automatic monoid and θ : T → T be
defined by θ(t) = 1 for all t ∈ T . Then S = BR(T, θ) is graph automatic.
Proof. Let T be a graph automatic monoid with graph automatic structure with
uniqueness (X,Σ, R, ν). Let θ : T → T be defined by θ(t) = 1 for all t ∈ T .
Then the language recognising θ is
Lθ = R× {η},
where η is the unique element of R such that ν(η) = 1. Then Lθ is regular,
and θn = θ for any n ∈ N, so by Theorem 4.4.4 we have that BR(T, θ) is graph
automatic.
It is natural to ask whether this type of result holds in general. Note that
Bruck-Reilly extensions of automatic monoids are not necessarily automatic; an
example of such an extension is given in [8]. In [10] an example of a Bruck-Reilly
extension of an FA-presentable semigroup which is not FA-presentable is given.
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Therefore, it seems likely that Bruck-Reilly extensions of graph automatic
semigroups are not always graph automatic, and that it is necessary to have
a regularity condition on the homomorphism. We ask whether it is necessary
that our homomorphism is regular. However, it is not clear how we may isolate
a language representing the homomorphism in order to show that it is regular.
Question 4.4.7. Are Bruck-Reilly extensions of graph automatic monoids al-
ways graph automatic?
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Chapter 5
Constructions for Graph
Automatic Semigroups:
Unions
In this chapter we consider some further semigroup constructions and whether
they preserve graph automaticity. In particular, we examine those constructions
which can be considered as taking the union of semigroups. We look at zero
unions, ordinal sums, Rees matrix constructions, and semilattice constructions.
5.1 Zero Unions
In this section we will consider the zero union of graph automatic semigroups.
Let S and T be semigroups and let 0 be an element not in S or T . The zero
union of S and T , denoted S ∪0 T , is the disjoint union S ∪ T ∪ {0} with
x · y =

xy as in S, if x, y ∈ S
xy as in T, if x, y ∈ T
0, otherwise .
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We will now see that zero unions preserve graph automaticity.
Proposition 5.1.1. The zero union S ∪0 T of semigroups S and T is graph
automatic if and only if S and T are both graph automatic.
Proof. Let S and T be graph automatic semigroups with structures (X,Σ1,K, ν)
and (Y,Σ2, L, µ) respectively. Without loss of generality assume that K∩L = ∅.
Let Z = X ∪ Y ∪ {0} be a generating set for S ∪0 T , where 0 is an element
disjoint from both S and T . Let Σ = Σ1∪Σ2∪{ζ} and R = K ∪L∪{ζ}, where
ζ is some symbol not contained in either of K or L. Define λ : R→ S ∪0 T by
λ(α) =

ν(α), if α ∈ K
µ(α), if α ∈ L
0, if α = ζ
so R is regular and λ is surjective. Now we have that
R= = K= ∪ L= ∪ {(ζ, ζ)},
and
R0 = R× {ζ},
which are both regular. Then for x ∈ X we have that
Rx = Kx ∪ (L× {ζ})
and for y ∈ Y we have that
Ry = Ly ∪ (K × {ζ}).
Hence Rx and Ry are also regular. Thus (X ∪ Y ∪ {0},Σ, R, λ) is a graph
automatic structure for S ∪0 T .
Conversely, suppose that S∪0T is graph automatic with structure (X,Σ, R, ν)
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with uniqueness. Let ζ ∈ R denote the unique element such that ν(ζ) = 0. Let
XS ⊆ X be the subset of X which generates S, and let x ∈ XS . Now
R0 = R× {ζ}
is regular and so
L =Rx \R0
={(α, β) ∈ R×R : ν(α)x = ν(β) such that ν(β) 6= 0}
is regular. Then to have ν(α)x 6= 0 we must have ν(α) ∈ S. So
L(1) = {α ∈ R : (α, β) ∈ L for some β ∈ R}
= ν−1S
is regular. Then as S is a regular subsemigroup of S∪0T it is graph automatic by
Theorem 3.1.2. Similarly, T can be shown to be regular, hence graph automatic,
in the same way.
5.2 Ordinal Sums
We now consider ordinal sums of graph automatic semigroups.
Let S and T be semigroups. Then the ordinal sum of S and T with ordering
S > T is the disjoint union S ∪ T with multiplication
x · y =

xy as in S, if x, y ∈ S
xy as in T, if x, y ∈ T
and if x ∈ S and y ∈ T then
x · y = y · x = y.
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We now see that ordinal sums preserve graph automaticity.
Proposition 5.2.1. The ordinal sum of two semigroups is graph automatic if
and only if the two semigroups are graph automatic.
Proof. Suppose that S and T are graph automatic semigroups with structures
(X,Σ1,K, ν) and (Y,Σ2, L, µ) respectively. Let U be the ordinal sum of S and
T with ordering S > T . Then U is finitely generated by X∪Y . Let Σ = Σ1∪Σ2,
and let R = K ∪ L. Define ψ : R→ U by
ψ(α) =

ν(α), if α ∈ K
µ(α), if α ∈ L.
By the uniqueness of our original structures, R= is regular. Let x ∈ X. Then
Rx = {(α, β) ∈ K ×K : ν(α)x = ν(β)} ∪ {(α, β) ∈ L× L : µ(α)x = µ(β)}
= Kx ∪ L=.
Let y ∈ Y . Then
Ry = {(α, β) ∈ K × L : ν(α)y = µ(β)} ∪ {(α, β) ∈ L× L : µ(α)y = µ(β)}
= (K × µ−1(y)) ∪ Ly.
Thus Rx and Ry are regular and so (X ∪Y,Σ, R, ψ) is a graph automatic struc-
ture for U .
Conversely, suppose that U is graph automatic, with structure (X,Σ, R, ν).
Then T is a finitely generated ideal of U , and so by Theorem 3.1.4 we have
that ν−1T is regular, and so T is graph automatic by Theorem 3.1.2. We then
have that ν−1S = R \ψ−1T , and as this is regular we also have that S is graph
automatic by Theorem 3.1.2.
Note that this now provides an alternative way to show that adding or
removing zeroes and identities preserves graph automaticity. We have that S1
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is the ordinal sum of {1} and S, with ordering {1} > S, and so we may use
Proposition 5.2.1 to immediately deduce that adding an identity preserves graph
automaticity, as previously demonstrated in Proposition 3.2.2. Similarly, S0 is
the ordinal sum of {0} and S with ordering S > {0}, and so can be shown
to be graph automatic using Proposition 5.2.1, as an alternative method to
Proposition 3.2.1.
5.3 Rees Matrix Semigroups
We now consider Rees matrix semigroups.
Recall that a Rees matrix semigroup M [S; I, J ;P ] is the set I×S×J , where
S is a semigroup, I and J are index sets, and P = (pji)j∈J,i∈I is a matrix with
entries from S. Multiplication is given by
(i, s, j)(k, t, l) = (i, spjkt, l).
In [13] it is shown that if S is a group and I and J are finite sets, then
M [S; I, J ;P ] is automatic. This is extended to the case where S is a semigroup
in [16], provided M [S; I, J ;P ] is finitely generated. We consider the graph
automatic case, and show that if our Rees matrix semigroup is finitely generated
then graph automaticity is preserved. In [4] the authors give conditions for a
Rees matrix semigroup to be finitely generated, namely:
Proposition 5.3.1 (Main Theorem of [4]). Let S be a semigroup, let I and J
be index sets, let P = (pji)j∈J,i∈I be a J × I matrix with entries from S, and let
U be the ideal of S generated by the set {pji : j ∈ J, i ∈ I} of all entries of P .
Then the Rees matrix semigroup M [S; I, J ;P ] is finitely generated if and only
if the following three conditions are satisfied:
• both I and J are finite;
• S is finitely generated; and
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• the set S \ U is finite.
However, we will only require the first condition in order to show that Rees
matrix constructions preserve graph automaticity. Also note that the second
condition is immediately satisfied if S is graph automatic.
Theorem 5.3.2. Let S be a graph automatic semigroup. Then any finitely
generated Rees matrix semigroup M [S; I, J ;P ] is graph automatic.
Proof. Let T = M [S; I, J ;P ] be a finitely generated Rees matrix semigroup
with finite generating set Y . By Proposition 5.3.1, I and J must be finite for
T to be finitely generated. As S is graph automatic it has a graph automatic
structure with uniqueness, (X,Σ, R, ν). As a set, we have that T = I × S × J ,
and so for each i ∈ I and j ∈ J we introduce a new alphabet Σij such that
there is a bijection ψij : Σ → Σij defined by ψij(a) = aij for all letters a ∈ Σ.
Then we may extend each of the ψij to an isomorphism ψ¯ij : Σ∗ → Σ∗ij . Then
ψ¯ij(R) = Rij is a regular language isomorphic to R.
Let Π =
⋃
i∈I,j∈J Σij and L =
⋃
i∈I,j∈J Rij , which is regular as I and J are
finite. Define µ : L→ T by
µ(αij) = (i, ν(α), j)
for αij ∈ Rij . Thus if an element s ∈ S is represented by a word α ∈ R then
the element (i, s, j) is represented by ψ¯ij(α) = αij .
Now
L= = {(α, α) : α ∈ L},
as µ(αij) = µ(βmn) gives (i, ν(α), j) = (m, ν(β), n) so we must have i = m, j = n
and α = β by the uniqueness of the graph automatic structure for S.
Now let ykl = (k, y, l) ∈ Y be a generator of T . Then if (αij , βmn) ∈ Lykl
we have that (i, ν(α)pjky, l) = (m, ν(β), n) so we must have m = i, n = l and
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(α, β) ∈ Rpjky. Let ϕij,il : Σ∗ ×Σ∗ → Σij ×Σil be a homomorphism defined by
ϕij,il(α, β) = (αij , βil).
Note that the image of R×R under ϕij,il will be Rij ×Ril. Then we have that
ϕij,il(Rx) = {(αij , βil) ∈ Rij ×Ril : (α, β) ∈ Rx}
and so
Lykl ={(α, β) ∈ L× L : (i, ν(α)pjky, l) = (i, ν(β), l)}
=
⋃
i∈I,j∈J
{(αij , βil) ∈ L× L : (α, β) ∈ Rpjky}
=
⋃
i∈I,j∈J
ϕij,il(Rpjky)
is a regular language, as k and y are fixed and for each j ∈ J we have that Rpjky
is regular. Hence T is graph automatic, with structure (Y,Π, L, µ).
We now ask whether the converse holds.
Question 5.3.3. If a Rees matrix semigroup is graph automatic, is the base
semigroup necessarily graph automatic also?
Note that if we consider a completely simple semigroup S, that is a Rees
matrix semigroup S = M [G; I, J ;P ] over a group G, then it was shown in [13]
that S is automatic if and only if G is automatic. Similarly, it was shown in
[10] that the corresponding result holds for FA-presentable semigroups.
In order to show that this also holds for graph automatic semigroups, we
would like to isolate a copy of G, for example the set {1} ×G× {1}. It is easy
to isolate I ×G× {1}, as this is a left ideal, and so is a regular subsemigroup.
The difficulty arises when we wish to isolate {1} × G × J , as we do not know
how to show that this is regular. It is only in the case where I = {1} that we
know this must be regular and so can show that G is graph automatic.
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Proposition 5.3.4. Let S = M [G; {1}, J ;P ] be a graph automatic Rees matrix
semigroup over a group G. Then G is also graph automatic.
Proof. Let S = M [G; {1}, J ;P ] be graph automatic with structure (X,Σ, R, ν).
Note that G must be finitely generated by Proposition 5.3.1. Consider the set
{1}×G×{1}. This is isomorphic to the group G, and so if we can show that it
is a regular subsemigroup of S then we must have that G is graph automatic.
Let (1, g, 1) ∈ {1} ×G× {1} and (1, h, j) ∈ S. Then
(1, h, j)(1, g, 1) = (1, hpj1g, 1)
and so the set {1} × G × {1} is a left ideal in S. Thus by Theorem 3.1.4, we
have that {1} × G × {1} is a regular subsemigroup of S, and thus G is graph
automatic.
Note that this result does not necessarily follow for semigroups, as if we have
a Rees matrix semigroup M [S; I, J ;P ] then {1} × S × {1} is not necessarily
isomorphic to S when S is not a group.
We next consider the Rees matrix semigroup with zero, M0[S; I, J ;P ], which
is the set (I × S × J) ∪ {0} for some element 0 /∈ S, where S is a semigroup,
I and J are sets, and P = (pji)j∈J,i∈I is a matrix with entries from S ∪ {0}.
Multiplication is given by
(i, s, j)(k, t, l) =

(i, spjkt, l), if pjk 6= 0,
0 if pjk = 0
and
0(i, s, j) = (i, s, j)0 = 02 = 0.
Note that Proposition 5.3.1 still holds for Rees matrix semigroups with zero, as
shown in [4].
We now see that if the base semigroup is graph automatic, then any finitely
generated Rees matrix semigroup with zero is also graph automatic.
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Theorem 5.3.5. Let S be a graph automatic semigroup. Then any finitely
generated Rees matrix semigroup with zero M0[S; I, J ;P ] is graph automatic.
Proof. Let T = M0[S; I, J ;P ] be a finitely generated Rees matrix semigroup
with zero, generated by the finite set Y . By Proposition 5.3.1, I and J must be
finite for T to be finitely generated. Let S be graph automatic with structure
with uniqueness, (X,Σ, R, ν).
As in Theorem 5.3.2, we introduce a new alphabet Σij for each i ∈ I and j ∈
J , and define maps ψij : Σ → Σij defined by ψij(a) = aij for all letters a ∈ Σ.
We then extend each map to an isomorphism ψ¯ij : Σ∗ → Σ∗ij , so we have that
ψ¯ij(R) = Rij is a regular language isomorphic to R. Let Π =
⋃
i∈I,j∈J Σij ∪{ζ}
and L =
⋃
i∈I,j∈J Rij ∪ {ζ}. Then L is regular as I and J are finite. Define
µ : L→ T by
µ(α) =

(i, ν(α), j), α = αij ∈ Rij
0, α = ζ.
Now
L= = {(α, α) : α ∈ L}
as in Theorem 5.3.2, and
L0 = L× {ζ},
which are both regular.
Let ykl = (k, y, l) ∈ Y \ {0} be a generator of T and let ϕij,il : Σ∗ × Σ∗ →
Σij × Σil be the homomorphism defined by
ϕij,il(α, β) = (αij , βil),
as in Theorem 5.3.2. We have that
Lykl =
⋃
i∈I,j∈J
Kij ∪ {(ζ, ζ)}
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where
Kij =

ϕij,jl(Rpjky), pjk 6= 0
Rij × {ζ}, pjk = 0.
As ϕij,jl(Rpjky) is regular for each choice of i and j, we have a finite union
of regular languages, and so Lykl is regular. Hence T is graph automatic with
structure (Y,Π, L, µ).
5.4 Semilattices of Semigroups
We now consider semilattices of semigroups. In [10], the authors classify finitely
generated FA-presentable Clifford semigroups, that is semigroups which are
strong semilattices of groups, and also show that FA-presentable semigroups
are not closed under strong semilattices in general. We shall consider semilat-
tices and strong semilattices of semigroups, rather than just those of groups.
Recall that a semilattice is a commutative semigroup of idempotents. A
semigroup S is a semilattice of semigroups if S can be decomposed into a disjoint
union of semigroups
⋃
u∈Y Su for a semilattice Y , such that if s ∈ Su and t ∈ Sv
we have st ∈ Suv.
We see that if a semilattice of semigroups is graph automatic then each
constituent semigroup is also graph automatic.
Theorem 5.4.1. Let S =
⋃
u∈Y Su be a semilattice of semigroups over a finite
semilattice Y . If S is graph automatic and Su is finitely generated for each
u ∈ Y then each Su is graph automatic.
Proof. Let S have graph automatic structure (X,Σ, R, ν). For each u ∈ Y let
Su be generated by Xu. Let 0 be the bottom element of the semilattice. Note
that there must be such an element as Y is finite. Then S0 is a finitely generated
ideal of S and so is graph automatic by Corollary 3.1.5. Let u ∈ Y \ {0}. Let
I be the ideal of S generated by Su. This ideal is generated by
⋃
v≤uXv. By
Theorem 3.1.4, we have that ν−1I is a regular language. Let J be the ideal
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generated by
⋃
v<uXv. Then ν
−1J is also regular. Thus ν−1Su = ν−1I \ ν−1J
is regular, and so by Theorem 3.1.2 we have that Su is graph automatic.
We next examine the case where we have a strong semilattice of semigroups.
If a semigroup S can be decomposed into a semilattice of semigroups S =⋃
u∈Y Su for a semilattice Y , and in addition we have homomorphisms ϕu,v :
Su → Sv for u ≥ v satisfying
ϕu,u = idSu
and
ϕv,w ◦ ϕu,v = ϕu,w
for u ≥ v ≥ w, such that for s ∈ Su and t ∈ Sv our multiplication is given by
st = ϕu,uv(s)ϕv,uv(t),
we have a strong semilattice of semigroups.
In [3] the authors give the following condition for finite generation of strong
semilattices of semigroups.
Proposition 5.4.2 (Theorem 6.1 of [3]). A strong semilattice of semigroups
S =
⋃
u∈Y Su is finitely generated if and only if Y is finite and every semigroup
Su for u ∈ Y is finitely generated.
Thus, as graph automaticity implies finite generation, we have the following
corollary to Theorem 5.4.1.
Corollary 5.4.3. Let S =
⋃
u∈Y Su be a strong semilattice of semigroups. If S
is graph automatic then each Su is graph automatic.
We shall now consider the converse, that is given a semigroup which can
be expressed as a semilattice of graph automatic semigroups, is the semigroup
itself necessarily graph automatic? In particular we consider the case where we
have a strong semilattice of semigroups.
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In [13] the authors consider Clifford semigroups, that is semigroups which
are strong semilattices of groups. An example is given of a semilattice of two
automatic groups which is not automatic. We consider if this is also the case
for graph automatic semigroups.
We begin by looking at the case where all our homomorphisms ϕu,v are
automatic with respect to the graph automatic structures of the corresponding
semigroups Su and Sv. That is, if Su and Sv are graph automatic with structures
(Xu,Σu, Ru, νu) and (Xv,Σv, Rv, νv) respectively, and ϕu,v : Su → Sv, we have
that
{(α, β) ∈ Ru ×Rv : ϕu,v(νu(α)) = νv(β)}
is regular.
Proposition 5.4.4. Let Y be a finite semilattice and let S =
⋃
u∈Y Su be a
strong semilattice over Y where each Su is graph automatic. If each homo-
morphism ϕu,v : Su → Sv is automatic with respect to the graph automatic
structures of Su and Sv, then S is graph automatic.
Proof. Let S =
⋃
u∈Y Su be a strong semilattice of semigroups over the finite
semilattice Y , such that each of the Su is graph automatic. Thus each Su has
graph automatic structure (Xu,Σu, Ru, νu). Let X =
⋃
u∈Y Xu. Then as S is
the union of the Su we have that X is a generating set for S, which is finite as
each of the Xu are finite. Let Σ =
⋃
u∈Y Σu and R =
⋃
u∈Y Ru. As each Ru is
regular then R is also regular. Define ν : R→ S by
ν(α) = νu(α)
for α ∈ Ru. We have
R= =
⋃
u∈Y
(Ru)=
which is regular.
Now let xv ∈ Xv. Note that if suxv = t in S for some su ∈ Su then t ∈ Suv.
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Thus
Rxv =
⋃
u∈Y
{(αu, βuv) ∈ Ru ×Ruv : ϕu,uv(νu(αu))ϕv,uv(xv) = νuv(βuv)}
=
⋃
u∈Y
{(αu, βuv) ∈ Ru ×Ruv : (ν−1uv (ϕu,uv(νu(αu))), βuv) ∈ (Ruv)ϕv,uv(xv)}
=
⋃
u∈Y
{(αu, βuv) ∈ Ru ×Ruv : there exists γuv ∈ Ruv such that
(αu, γuv) ∈ Lϕu,uv and (γuv, βuv) ∈ (Ruv)ϕv,uv(xv)},
where
Lϕu,uv = {(α, β) ∈ Ru ×Ruv : ϕu,uv(ν(α)) = ν(β)}
is the language recognising ϕu,uv. As all our homomorphisms are regular we have
that Lϕu,uv is regular, and as Suv is graph automatic we have that (Ruv)ϕv,uv(xv)
is regular. Thus Rxv is regular, and so S is graph automatic with structure
(X,Σ, R, ν).
We now use this to give examples of situations where we have a semilattice of
semigroups which is graph automatic, beginning with the case where our strong
semilattice consists of isomorphic semigroups and all the homomorphisms are
the identity.
Proposition 5.4.5. Let Y be a finite semilattice and let S =
⋃
u∈Y Su be
a strong semilattice over Y where all the Su are copies of a graph automatic
semigroup T . Let each homomorphism ϕu,v : Su → Sv be the identity homo-
morphism. Then S is graph automatic.
Proof. Let T be a graph automatic semigroup with structure with uniqueness
(X,Σ, R, ν). For each u ∈ Y we take a copy of T indexed by u, namely Su =
{su : s ∈ T}. Let S =
⋃
u∈Y Su be a strong semilattice of semigroups. As T is
graph automatic, each Su is graph automatic with structure (Xu,Σu, Ru, νu).
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Consider ϕu,v : Su → Sv defined by ϕu,v(su) = sv. Then
Lϕu,v ={(α, β) ∈ Ru ×Rv : ϕu,v(νu(α)) = νv(β)}
={(αu, αv) : α ∈ R}
which is regular as we can easily construct an automaton which recognises if we
have two copies of the same word but with different indices. Thus by Proposition
5.4.4 we have that S is graph automatic.
We may also show that a strong semilattice of isomorphic semigroups with
an idempotent is graph automatic, if all the homomorphisms are trivial.
Proposition 5.4.6. Let Y be a finite semilattice and let S =
⋃
u∈Y Su be
a strong semilattice over Y where all the Su are copies of a graph automatic
semigroup T containing a distinguished idempotent e. Let each homomorphism
ϕu,v : Su → Sv be defined by ϕu,v(su) = ev for each su ∈ Su. Then S is graph
automatic.
Proof. Let T be a graph automatic semigroup with structure (X,Σ, R, ν) with
uniqueness. For each u ∈ Y we take a copy of T indexed by u, namely Su =
{su : s ∈ T}. Let S =
⋃
u∈Y Su be a strong semilattice of semigroups. As T is
graph automatic, each Su is graph automatic with structure (Xu,Σu, Ru, νu).
Consider ϕu,v : Su → Sv defined by ϕu,v(su) = ev. Then
Lϕu,v ={(α, β) ∈ Ru ×Rv : ϕu,v(νu(α)) = νv(β)}
=Ru × {ηv},
where ηv is the unique word in Rv representing ev. This is a regular language,
and so by Proposition 5.4.4 S is graph automatic.
We now consider whether the homomorphisms associated to a graph auto-
matic strong semilattice of semigroups must be automatic. We begin by con-
sidering the case where all our constituent semigroups are monoids.
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Proposition 5.4.7. Let S =
⋃
u∈Y Su be a strong semilattice of monoids over
a finite semilattice Y . If S is graph automatic then each homomorphism ϕu,v :
Su → Sv is automatic with respect to the graph automatic structures of Su and
Sv.
Proof. Let S =
⋃
u∈Y Su be graph automatic with structure (X,Σ, R, ν). By
Corollary 5.4.3, each Su is graph automatic with structure (Xu,Σ, Ru, νu),
where Ru = ν−1Su and νu is the restriction of ν to Su.
Consider the homomorphism ϕu,uv. Note that this is a monoid homomor-
phism, and so we must have that ϕu,uv(1u) = 1uv. Let
Lϕu,uv = {(α, β) ∈ Ru ×Ruv : ϕu,uv(νu(α)) = νuv(β)},
that is the language recognising ϕu,uv. We want to show that this is regular.
As S is graph automatic we have that
R1v =
⋃
u∈Y
{(α, β) ∈ Ru ×Ruv : ϕu,uv(νu(α))ϕv,uv(1v) = νuv(β)}
=
⋃
u∈Y
{(α, β) ∈ Ru ×Ruv : ϕu,uv(νu(α))1uv = νuv(β)}
=
⋃
u∈Y
{(α, β) ∈ Ru ×Ruv : ϕu,uv(νu(α)) = νuv(β)}
is regular. Then as Su is graph automatic we have that Ru is regular for each
u ∈ Y , and so
R1v ∩ (Ru ×R) = {(α, β) ∈ Ru ×Ruv : ϕu,uv(νu(α)) = νuv(β)}
= Lϕu,uv
is regular.
We now use this to show that homomorphisms for any graph automatic
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strong semilattice of semigroups must be automatic.
Proposition 5.4.8. Let S =
⋃
u∈Y Su be a strong semilattice of semigroups
over a finite semilattice Y . If S is graph automatic then each homomorphism
ϕu,v : Su → Sv is automatic with respect to the graph automatic structures of
Su and Sv.
Proof. Let S =
⋃
u∈Y Su be graph automatic with structure (X,Σ, R, ν). We
consider each of the semigroups Su for u ∈ Y and adjoin an identity to each
in order to get S1u. We also extend each of the homomorphisms associated
with our semilattice, with ϕu,v : Su → Sv being extended to a homomorphism
ϕ¯u,v : S1u → S1v , given by
ϕ¯u,v(s) =

ϕu,v(s), s ∈ S
1v, s = 1u.
We now form a new semigroup S¯ =
⋃
u∈Y S
1
u, which has multiplication defined
by
st = ϕ¯u,uv(s)ϕ¯v,uv(t)
for s ∈ S1u and t ∈ S1v . Thus we have formed a new semigroup which is a strong
semilattice of monoids.
Now S is an ideal of S¯, and S has finite Rees index in S¯. Thus, by Proposition
3.3.2 we have that S¯ is also graph automatic with structure (X ∪ {1u : u ∈
Y },Σ ∪ C, R¯ = R ∪ C, ν¯), where C = {cu : u ∈ Y } is a set in one-to-one
correspondence with the set {1u : u ∈ Y } and
ν¯(α) =

ν(α), α ∈ R
1u, α = cu.
Then by Proposition 5.4.7 each homomorphism ϕ¯u,v is automatic with respect
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to the graph automatic structures of S1u and S
1
v and so
Lϕ¯u,v = {(α, β) ∈ R¯u × R¯v : ϕ¯u,v(ν¯u(α)) = ν¯v(β)}}
= {(α, β) ∈ Ru ×Rv : ϕu,v(νu(α)) = νv(β)} ∪ {(cu, cv)}
is regular, and so
Lϕu,v = Lϕ¯u,v \ {(cu, cv)}
is regular.
Combining these results gives the following theorem.
Theorem 5.4.9. A strong semilattice of semigroups S =
⋃
u∈Y Su is graph
automatic if and only if each constituent semigroup is graph automatic and each
homomorphism ϕu,v : Su → Sv is automatic with respect to the graph automatic
structures of Su and Sv.
Proof. This follows from Corollary 5.4.3, Proposition 5.4.8, and Proposition
5.4.4.
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Chapter 6
Unary Graph Automatic
Semigroups
In this chapter we consider a special case of graph automatic semigroups, namely
those whose alphabets contain a single letter. We call such semigroups unary
graph automatic. We will examine the structure of the automata which recognise
such semigroups, and then apply this to demonstrate some properties of unary
graph automatic semigroups.
6.1 Definition and Examples
Definition 6.1.1. A semigroup S is unary graph automatic if it has a graph
automatic structure (X, {a}, R, ν). When our alphabet consists of a single letter
we will often write our structure as (X, a,R, ν).
Similarly to the general case, we may show that all finite semigroups have a
unary graph automatic structure.
Proposition 6.1.2. Any finite semigroup is unary graph automatic.
Proof. Let S = {x1, x2, . . . , xn} be a finite semigroup. Let R = {a, a2, . . . , an}.
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Then we define ν : R→ S by ν(ak) = xk. So
R= = {(ai, ai) : 1 ≤ i ≤ n}
and
Rx = {(ai, aj) ∈ R×R : xix = xj}
for each x ∈ S are all finite, thus regular. Hence (S, a,R, ν) is a unary graph
automatic structure for S.
Therefore, as in the general graph automatic case, we will primarily be
interested in infinite semigroups.
It follows from the properties of general graph automatic semigroups that
unary graph automatic semigroups have a structure with uniqueness. This
means that for a unary graph automatic semigroup we may find a structure
(X, a,R, ν) such that ν is a bijection ν : R → S. We use the following result
from [11] to show that if we have an infinite semigroup we can always choose
our language R to be the entirety of a∗ and still maintain injectivity.
Proposition 6.1.3 ([11], Theorem 9). Let S be an infinite relational structure
that admits a unary automatic presentation. Then S has an injective unary
automatic presentation (a∗, ψ).
Now graph automatic structures are special cases of FA-presentable struc-
tures, as shown in Subsection 2.2.2. Namely, a semigroup is graph automatic if
and only if its Cayley graph is FA-presentable, and in particular a semigroup is
unary graph automatic if and only if its Cayley graph has a unary automatic
presentation. Hence we may apply Proposition 6.1.3 to unary graph automatic
semigroups.
Corollary 6.1.4. Let S be an infinite unary graph automatic semigroup. Then
S has an injective unary graph automatic structure (X, a, a∗, ν).
From this point on we may assume that all our unary graph automatic
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structures are structures with uniqueness, and that for any infinite unary graph
automatic semigroups our structure is of the form (X, a, a∗, ν).
We now give some examples of unary graph automatic semigroups. We begin
by showing that N has a unary graph automatic structure.
Example 6.1.5. Consider (N,+), generated by {1}. We show that this is unary
graph automatic. Let ν : a∗ → N be defined by ν(an) = n+ 1. Then
(a∗)= ={(an, am) : ν(an) = ν(am)}
=(a, a)∗
and
(a∗)1 ={(an, am) : ν(an) + 1 = ν(am)}
=(a, a)∗($, a)
are both regular, thus ({1}, a, a∗, ν) is a unary graph automatic structure for N.
Next we see that Z is unary graph automatic.
Example 6.1.6. Consider (Z,+) with generating set {1,−1}. We show that Z
is unary graph automatic.
Let ν : a∗ → Z be defined by
ν(an) =

n
2 , n even
−n+12 , n odd .
This is injective and so
(a∗)= = (a, a)∗
is regular.
Then
(a∗)1 = {(an, am) : ν(an) + 1 = ν(am)}
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= (a2, a2)∗{(, a2), (a3, a)} ∪ {(a, )}
and
(a∗)−1 = {(an, am) : ν(an)− 1 = ν(am)}
= (a2, a2)∗{(a2, ), (a, a3)} ∪ {(, a)}
are regular, so ({1,−1}, a, a∗, ν) is a unary graph automatic structure for Z.
Finally we show that the free product of two trivial semigroups is unary
graph automatic.
Example 6.1.7. Let S = {s} and T = {t} be trivial semigroups. We show
that S ∗ T is unary graph automatic. Let Σ = {a} and R = a∗. Define a map
ν → S ∗ T by
ν(a4q+r)

s(ts)q, r = 0
s(ts)qt, r = 1
t(st)q, r = 2
t(st)qs, r = 3.
Note that this map is injective, so R= is regular. Then
Rs ={(a4q, a4q) : q ∈ N} ∪ {(a4q+1, a4(q+1)) : q ∈ N}
∪ {(a4q+2, a4q+3) : q ∈ N} ∪ {(a4q+3, a4q+3) : q ∈ N}
=(a4, a4)∗ ∪ (a4, a4)∗{(a, a4), (a2, a3), (a3, a3)}
and
Rt ={(a4q, a4q+1) : q ∈ N} ∪ {(a4q+1, a4q+1) : q ∈ N}
∪ {(a4q+2, a4q+2) : q ∈ N} ∪ {(a4q+3, a4(q+1)+2) : q ∈ N}
=(a4, a4)∗{($, a), (a, a), (a2, a2), (a3, a6)}
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so Rs and Rt are regular. Hence ({s, t}, a, a∗, ν) is a unary graph automatic
structure for S ∗ T .
We will see more examples of unary graph automatic semigroups in Sections
6.3 and 6.6.
6.2 Unary Automatic Semigroups and Unary
FA-Presentable Semigroups
We now consider the relations between unary graph automatic semigroups and
other unary structures. We begin by looking at unary automatic semigroups.
For an automatic semigroup to be represented by a single letter alphabet
it must be generated by a single element. This means that the only unary
automatic semigroups are monogenic semigroups, and in particular the only
infinite unary automatic semigroup is the free monogenic semigroup. Now as
any finite semigroup is unary graph automatic, we have examples of semigroups
which are unary graph automatic but not unary automatic, namely any finite
semigroup generated by more than one element.
Unary FA-presentable semigroups are discussed in [11]. In this paper the
authors examine the properties of unary FA-presentable semigroups, showing
that they are locally finite and must satisfy some Burnside identity. They go
on to consider the Green’s relations of unary FA-presentable semigroups, and
examine which constructions preserve unary FA-presentability. In particular,
we note that the authors also show that finitely generated semigroups are unary
FA-presentable if and only if they are finite (Corollary 14, [11]). This means
that the semigroups which are both unary FA-presentable and unary graph
automatic are precisely finite semigroups. However, we have seen in Examples
6.1.5, 6.1.6 and 6.1.7 that there exist unary graph automatic semigroups which
are not finite. Thus we have examples of graph automatic semigroups which are
not unary FA-presentable.
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Excluding N, any infinite unary graph automatic semigroup will be neither
unary automatic nor unary FA-presentable, thus Examples 6.1.6 and 6.1.7 give
us semigroups which are unary graph automatic but neither automatic not FA-
presentable.
6.3 Automata for Unary Graph Automatic
Structures
We now consider the possible structures of the automata associated with infinite
unary graph automatic semigroups. By Corollary 6.1.4, we may assume that we
have an injective unary graph automatic structure (X, a, a∗, ν). As our structure
is injective, the automaton which checks equality always accepts the language
(a, a)∗ and so we need only examine the automata that accept the languages for
multiplication by generators. We will refer to these as acceptor automata.
An acceptor automaton, Ax, will accept words over the alphabet {(a, a),
(a, $), ($, a)}. We take a deterministic automaton accepting our language, but
for simplicity we ignore any sink states, meaning that our transition function is
a partial function. So when we discuss the possible structures of our automata
we refer only to those paths which can lead to an accept state. In practice this
means that each state will have at most one transition labelled by each of (a, a),
(a, $) and ($, a).
We now consider restrictions on the structure of our automata. Firstly, as
we are accepting infinite languages our automata must contain at least one
circuit or loop. Note that once we read (a, $) or ($, a) we can only read further
letters of this form, so any circuit must be labelled with a single letter over our
extended alphabet. We will refer to a circuit whose arrows are all labelled by
(a, a) as an (a, a)-circuit, and similarly we have ($, a)-circuits and (a, $)-circuits.
These circuits may have offshoots, by which we mean finite paths leading to
accept states. If we have a ($, a)-circuit or an (a, $)-circuit we cannot have any
offshoots on the circuit, due to the deterministic nature of our automata and
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the fact that once we read $ in a component we must continue to do so. If we
have an (a, a)-circuit, we may have offshoots labelled by either (a, $) or ($, a).
The following lemmas allow us to determine the possible structures for the
acceptor automata for a unary graph automatic semigroup. We operate under
the following assumptions:
• Our semigroup is infinite.
• We have a unary graph automatic structure (X, a,R, ν), where ν is injec-
tive and R = a∗.
• The automaton Ax recognises the language (a∗)x.
• We form Ax by taking a deterministic automaton and removing any states
and their associated transitions which can never lead to an accept state.
We are particularly interested in the forms and positions of circuits. We first
see that we can immediately rule out one type of circuit.
Lemma 6.3.1. An acceptor automaton for a unary graph automatic semigroup
cannot have a ($, a)-circuit.
Proof. Suppose that Ax contains a ($, a)-circuit of length p. There must be an
accept state somewhere on the circuit. Let (ai, aj) be the first word accepted
by a state on this circuit. Then for any n ∈ N we have that (ai, aj+pn) is also
accepted by the automaton, as we may traverse the circuit multiple times and
return to the accept state. Hence we have ν(aj) = ν(aj+np) for any n ∈ N0.
This contradicts the injectivity of our structure.
We next consider what happens if we have multiple circuits, and see that
they cannot be placed successively, in the sense that a path to an accept state
cannot go through one circuit and then into a second circuit.
Lemma 6.3.2. An acceptor automaton for a unary graph automatic semigroup
cannot have two successive circuits.
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Proof. Suppose that Ax has two successive circuits. As Ax is deterministic,
these circuits must be of distinct types, else there would be a point where we
leave the first circuit to enter the second where we have two edges leaving one
state labelled with the same letter, which contradicts the determinism of our
automaton. We cannot have a ($, a)-circuit and we cannot read (a, a) after
reading (a, $), thus the only way to have successive circuits is to have an (a, a)-
circuit followed by an (a, $)-circuit. We suppose that this is the case and let
p be the length of the first circuit and q be the length of second circuit. We
consider the form of words which are accepted by some accept state s¯ on the
(a, $)-circuit. This state will accept words of the form (anp+i, anp+i)(amq+j , $)
for all n,m ∈ N, where i is the length of the path from the start state to the
point at which we leave the first circuit and j is the finite length of the path
from the place where we leave the first circuit to s¯ on the second circuit.
We now consider the effect of traversing the two circuits multiple times by
varying the values of m and n, and show that it is possible for this automaton to
accept two different words with the same first components. First let n = 3q and
m = 2p. Then the state s¯ accepts the word (a5pq+i+j , a2pq+i). Now let n = 2q
and m = 3p. Then s¯ also accepts the word (a5pq+i+j , a3pq+i). Now we have
that ν(a2pq+i) = ν(a5pq+i+j)x = ν(a3pq+i), a contradiction to the injectivity of
our structure. Thus we cannot have two successive circuits.
This still allows our automaton to contain multiple circuits, but only if they
are not successive. We can have multiple circuits labelled (a, $) but the deter-
minism of our automaton means that we can have at most one (a, a)-circuit,
as if we had multiple (a, a)-circuits both would have to be preceded by a path
labelled (a, a) and so at some point there would have to be a place where the
initial path labelled (a, a) split into two paths labelled (a, a), contradicting the
determinism of our automaton. Note that if we have multiple circuits we can
alter the form of our automaton to get an equivalent automaton where all the
circuits have the same length and are the same distance away from the start
state, whilst maintaining the determinism of our automaton.
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Lemma 6.3.3. If an acceptor automaton for a unary graph automatic semi-
group has distinct circuits then we can find an equivalent automaton such that
all circuits have the same length p and each circuit is the same distance from
the start state. Moreover, each accept state will accept words of a different
remainder when their lengths are considered modulo p.
Proof. Suppose that Ax has k circuits. As our automaton is deterministic and
we cannot have a ($, a)-circuit, we can have at most one (a, a)-circuit, and
the rest must be (a, $)-circuits. We number the circuits from 1 to k and let
circuit i have length ui for 1 ≤ i ≤ k. Let p = lcm(u1, u2, . . . , uk). Then we
may construct an equivalent automaton where all circuits have length p by the
following process. Suppose that the first circuit consists of states s¯1, s¯2, . . . , s¯u.
Then instead of closing the circuit, we may extend it by introducing new states
s¯′1, s¯
′
2, . . . , s¯
′
u between states s¯u and s¯1, where state s¯
′
i behaves the same as state
s¯i, meaning it has the same offshoots and is an accept state precisely if s¯i is an
accept state. This is illustrated in Figure 6.1. We may repeat this process n1
times in order to get a circuit of length u1n1 which accepts the same words as
our original circuit. In a similar way we extend the ith circuit by repeating it ni
times. Then by choosing each of the ni appropriately we can extend all circuits
to have length p, where p is a common multiple of all the ui.
s¯1 s¯2
s¯u
s¯2 s¯u
s¯′1
s¯′2s¯
′
u
s¯1
Figure 6.1: The process of extending the size of a circuit. States which are the
same colour will have the same finite offshoots and will be the same type of
state (accept or reject).
Note also that the paths prior to entering each circuit may be of different
lengths. However, we can form an equivalent automaton by ‘unravelling’ part
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of the shorter circuit to ensure that the path length to both circuits is the same.
Let states t¯0, t¯1, . . . , t¯k, s¯0 be the sequence of states along the path from the
start state to a circuit, with s¯0 being the state where we enter the circuit. Then
if we wish to extend the finite path by l = qp + r states for some q ∈ N and
0 ≤ r < p, and the circuit has states s¯0, s¯2, . . . , s¯p−1, we introduce new states
s¯
(1)
0 , . . . , s¯
(1)
p−1, . . . , s¯
(q)
0 , . . . , s¯
(q)
p−1, s¯
(q+1)
1 , . . . , s¯
(q+1)
r after state t¯k. Each state s¯
(i)
j
behaves in the same way as s¯j , meaning it has the same offshoots and is an accept
state precisely if s¯j is an an accept state. However, instead of the transition
from s¯(i)p−1 to s¯
(i)
0 which would close the circuit we have a transition with the
same label from s¯(i)p−1 to s¯
(i+1)
0 . Then from state s¯
(q+1)
r we will enter the circuit
at state s¯r+1 if r 6= p − 1 and state s¯0 if r = p − 1. This process is shown
in Figure 6.2. Thus if we have multiple circuits we may apply this process to
all but the one with the longest path to the circuit in order to make the path
lengths to all our circuits the same.
t¯1 t¯k s¯0
s¯1
s¯2
s¯p
t¯1 t¯k s¯0 s¯1 s¯2 s¯p−1 s¯(1)0 s¯
(1)
1
s¯
(1)
2
s¯
(1)
p−1
s¯
(2)
0
Figure 6.2: The process of extending the length of a path. States which are
the same colour will have the same finite offshoots and will be the same type of
state (accept or reject).
We now consider the first components of the words accepted by each circuit.
Each state on a circuit accepts words of the form ac+pn+r in the first component,
where c is the length of the path before reaching a circuit and 0 ≤ r < p. Due
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to the fact that ν is a bijection, each such word must be accepted precisely once
in the first component, as each element of the semigroup can be multiplied by
x (and so each representative must be accepted by the automaton) resulting
in precisely one element (and so a word cannot appear in the first component
of two different words). Thus each state must accept words with a different
remainder modulo p.
We illustrate this process with an example of how it is applied to a specific
automaton.
Example 6.3.4. We begin with the automaton in Figure 6.3. Note that this
has the correct format to possibly be an acceptor automaton for some graph
automatic semigroup.
start
(a, $)
(a, a)
($, a)
(a, a)
(a, a)
(a, $)
($, a)
(a, $)
($, a)
(a, $)
(a, $)
(a, $)
(a, $)
Figure 6.3: The original automaton
We wish to change this automaton into an equivalent automaton, where the
paths to the circuits and the circuits themselves have the same length. Thus we
wish to extend the upper circuit and the lower path. We begin by considering
the circuit lengths. We wish both circuits to have length p, where p is a multiple
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of both current circuit lengths. Thus we may take p = 6, and so we only need
to extend the (a, $)-circuit. This is shown in Figure 6.4.
Before:
(a, $)
After:
(a, $)
Figure 6.4: The (a, $)-circuit before and after it is extended.
Before:
(a, a)
(a, a)
($, a)
(a, $)
($, a)
(a, $)
After:
(a, a)
(a, a) (a, a)
($, a)
(a, a)
($, a)
(a, $)
(a, a) (a, a)
(a, $)
($, a)
($, a)
(a, $)
(a, $)
Figure 6.5: The path to the (a, a)-circuit before and after it is extended
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Next we wish the paths before entering the circuits to be the same length.
We take the shorter path, which leads to the (a, a)-circuit, and extend it to the
length of the longer path. This extension is shown in Figure 6.5. Note that this
results in the entry state to the circuit being changed. We may now combine
these processes to get a new automaton, shown in Figure 6.6, which is equivalent
to the original automaton.
start
(a, $)
(a, a)
($, a)
(a, a) (a, a)
(a, $)
(a, $)
(a, $)
(a, $)
($, a)
(a, a)
($, a)
(a, $) (a, a)
(a, a)
(a, $)
($, a)
($, a)
(a, $)
(a, $)
Figure 6.6: The new form of our automaton
Finally, we consider the behaviour of an acceptor automaton when the only
circuit is an (a, $)-circuit.
Lemma 6.3.5. If an acceptor automaton for a unary graph automatic semi-
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group contains only one circuit, which is labelled (a, $), then we can find an
equivalent automaton where this circuit has length one (i.e. it is a loop labelled
(a, $)).
Proof. Suppose Ax has only one circuit, which is labelled (a, $). This cannot
have any offshoots by determinism of our automata. Now as every power of a
must be accepted by some accept state, we must have that every state along
our circuit is an accept state. This is equivalent to a circuit of length one.
These lemmas now enable us to give a description of our acceptor automata.
Theorem 6.3.6. Let S be an infinite semigroup with an injective unary graph
automatic structure (X, a, a∗, ν). Then any acceptor automaton for S is equiv-
alent to one of the following, when we consider only the states and transitions
which may lead to an accept state.
1. A finite path labelled (a, a), which may have finite offshoots labelled (a, $)
or ($, a), then a finite path labelled (a, $) followed by a single loop of the
form (a, $).
2. A finite path labelled (a, a), followed by a single circuit of the form (a, a).
Both the path and the circuit may have finite offshoots labelled (a, $) or
($, a).
3. A finite path labelled (a, a), which has finitely many branches labelled (a, $)
leading to circuits labelled (a, $) and may end in a circuit labelled (a, a).
Both the (a, a)-path and the (a, a)-circuit may have finite offshoots labelled
(a, $) or ($, a). Each circuit is the same distance from the start state, each
circuit has the same length q, and each accept state will accept words in
the first component of different remainders modulo q.
The third of these structures is the most general form, with type 1 and 2
being specific cases of type 3. From this point on we will assume that any
acceptor automaton for a unary graph automatic semigroup has one of these
forms.
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These automata are illustrated in Figure 6.7. Note that not every state will
be an accept state, we merely illustrate the possible paths to reach accept states,
and the accept states must be distributed in such a way that every power of a
is accepted in the first component of precisely one word.
Key
Edge reading (a, a)
Finite path reading (a, a)
Edge reading (a, $)
Finite path reading (a, $)
Finite path reading ($, a)
Finite path reading (a, $) or finite
path reading ($, a) or one of each
Type 1 automaton:
Type 2 automaton:
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Type 3 automaton:
Figure 6.7: Forms of acceptor automata for unary graph automatic semigroups
6.3.1 Examples of Automata
We shall now see examples of semigroups which have each type of automaton.
We begin by noting that any infinite unary graph automatic semigroup with a
zero will have an automaton of type 1.
Example 6.3.7. Let S be a unary graph automatic semigroup with a zero ele-
ment, z ∈ S. Let S have injective unary graph automatic structure (X, a, a∗, ν)
with x ∈ X. Then as z is a zero we have that
(a∗)z = a∗ × ak,
where ν(ak) = z. Therefore the automaton accepting Az must be of type 1, and
is illustrated in Figure 6.8. Note that each path to an accept state has length
k.
Figure 6.8: Example of a type 1 automaton.
start
($, a)k ($, a)k−1
(a, a)k−3
($, a)k−2
(a, a) (a, a) (a, a)
(a, $)
Next we return to one of our examples from Section 6.1 to provide us an
6.3. AUTOMATA FOR UNARY GRAPH AUTOMATIC STRUCTURES 107
example of an automaton of type 2.
Example 6.3.8. In Example 6.1.6 we saw that Z is a unary graph automatic
semigroup with injective structure ({1,−1}, a, a∗, ν). Consider
(a∗)1 = (a2, a2)∗{(, a2), (a3, a)} ∪ {(a, )}.
The automaton A1 is a type 2 automaton, as illustrated in Figure 6.9.
Figure 6.9: Example of a type 2 automaton.
start
(a, a)
(a, $)
(a, a)
(a, $)
(a, $)
(a, a)
($, a) ($, a)
(a, a)
(a, $)
(a, $)
(a, a)
($, a)($, a)
Finally we give another example of a unary graph automatic semigroup, in
order to give an example of a type 3 automaton.
Example 6.3.9. Let S be the semigroup defined by the presentation
〈x, y | xy = yx = x〉
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and define ν : a∗ → S by
ν(a2n+r) =

xn+1, r = 0
yn+1, r = 1.
Then as ν is a bijection we have that (a∗)= is regular, and we also have that
(a∗)x = (a2, a2)∗(, a2) ∪ ((a2)∗a× {})
and
(a∗)y = (a2, a2)∗(a, a3) ∪ (a2, a2)∗
are regular. Thus S is unary graph automatic with structure ({x, y}, a, a∗, ν).
We now consider Ax, and see that this is an example of an automaton of type
3, as shown in Figure 6.10.
Figure 6.10: Example of a type 3 automaton.
start
(a, $)
(a, a)
($, a)
($, a)
(a, $)
(a, $) (a, $)
(a, a)
(a, a)
($, a) (a, a)
($, a)
Thus we see that it is possible to get all three types of automaton as an
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acceptor automaton for some unary graph automatic semigroup.
6.4 Periodicity
A semigroup is periodic if every monogenic subsemigroup is finite. In this sec-
tion we use the structure of our automata to show that infinite unary graph
automatic semigroups are not periodic. We first note that we may express our
semigroup in terms of normal forms, such that our set of normal forms is prefix-
closed, that is if a word x1x2 . . . xn belongs to our set of normal forms N , then
x1x2 . . . xk is also in N for any 1 ≤ k ≤ n.
Lemma 6.4.1. Let S be a semigroup generated by a finite set X. Then there
is a set of unique normal forms N ⊆ X+ for S such that N is prefix-closed.
Proof. Let S be a semigroup which is finitely generated by a set X. To construct
a set of prefix-closed normal forms for S, we begin by imposing an ordering on
the elements of X. We then define the set of normal forms to be
N = {w ∈ X+ : if v ∈ X+ represents the same element of S
as w, then w <s v},
where <s represents the shortlex order. Suppose that N is not prefix-closed.
Then there is some word x1x2 . . . xn ∈ N such that xi ∈ X and x1x2 . . . xm /∈ N
for some m < n. Then we must have another word y1y2 . . . yl ∈ N , with
yi ∈ X, which represents the same element of the semigroup as x1x2 . . . xm,
with y1y2 . . . yl <s x1x2 . . . xm. But then y1y2 . . . ylxm+1 . . . xn represents the
same element of the semigroup as x1x2 . . . xn and y1y2 . . . ylxm+1 . . . xn <s
x1x2 . . . xn, and so x1x2 . . . xn /∈ N , a contradiction. Thus N is prefix-closed.
We now use this to show that the only periodic unary graph automatic
semigroups are finite semigroups.
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Theorem 6.4.2. Infinite unary graph automatic semigroups are not periodic.
Proof. Let S be a unary graph automatic semigroup with structure (X, a, a∗, ν).
By Lemma 6.4.1, there is a set of unique normal forms, N ⊆ X∗, for the elements
of S such that N is prefix-closed.
We consider the automata Ax for each x ∈ X. The automaton Ax contains
circuits of length λx. Let λ be the lowest common multiple of the λx. Similarly,
let γx be the maximum length of a path before reaching a circuit in Ax and let
γ be the maximum of the γx. Now any word longer that λ+γ must be accepted
by a state on a circuit or an offshoot of a circuit of each Ax.
Note also that if a word (an, am) is accepted by the automaton Ax then we
have some bound bx such that m ≤ n + bx. This is because we cannot have
a ($, a)-circuit, and so there is a bound on how much multiplication by x can
increase the length of our representative. Let b be the maximum of the bx.
Then for any word (an, am) accepted by any of our acceptor automata we have
m ≤ n+ b.
Consider Ax. If this contains (a, $)-circuits, then for each such circuit there
is a fixed word ajx such that words of the form (ak, ajx) are accepted by Ax
for infinitely many k. There are at most finitely many such ajx associated with
each Ax, one for each (a, $)-circuit. Let Fx be the set of all words accepted
by any state before we reach a circuit in Ax, together with the finitely many
choices for ajx . If Ax does not contain an (a, $)-circuit then Fx is merely the
set of words accepted before reaching the circuit in Ax. Let F be the union of
the sets Fx. This set is finite, as each Fx is finite, and we let af be the longest
word in this set.
As S is infinite, we have arbitrarily long products of generators representing
distinct elements of our semigroup. We must also have elements represented by
arbitrarily long words of a∗. Note that if an element is represented by a word
of length f +m then it must be a product of at least dm/be generators, as once
we leave F we can only increase a word by at most b each time we multiply by
a generator. We take a word ap where p > f + λb and consider the element
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ν(ap) = w. Then w has normal form
w = x1x2 . . . xn
such that all prefixes of w give different elements of the semigroup. There is a
corresponding sequence of words
ap1 , ap2 , . . . , apn
such that apl represents x1x2 . . . xl for l = 1 . . . n and ap = apn . It follows that
(api , api+1) is accepted by Axi+1 for 1 ≤ i ≤ n− 1.
Note that there is a point q1 in this sequence such that from aq1 onwards
our words do not represent elements of F . There must be at least (p− f)/b > λ
elements left in the sequence. Consider aq2 , where this is the first word in
the sequence after aq1 where q1 < q2. Continuing in this manner we get a
subsequence
aq1 , aq2 , . . . , aqk
such that aqi+1 is the first word in the original sequence such that qi < qi+1.
Note that qi+1 ≤ qi + b.
Now as w is longer than f + λb, we must have at least λ increases in the
sequence of words api after leaving the set F , and so we have that k > λ.
Hence the sequence aq1 , aq2 , . . . , aqk must contain two words aqi and aqj such
that qi = qj mod λ. Then these two words are accepted by the same state of
some automaton. Let v = y1y2 . . . yk be the sequence of generators such that
ν(aqi)v = ν(aqj ).
Applying v repeatedly gives an infinite sequence of elements
z, zv, zv2, zv3, . . .
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represented by distinct words
aqi , aqj , aqj+d, aqj+2d, . . .
where d = qj − qi. As our structure is injective, these must all be distinct
elements of our semigroup, and so v is an element of infinite order. Thus S is
not periodic.
Note that infinite automatic semigroups are also never periodic. It is shown
that automatic groups are not periodic in [18], and the same proof can be used
for semigroups. This leads us to ask:
Question 6.4.3. Are infinite graph automatic semigroups ever periodic?
6.5 Proving Non-Unary Graph Automaticity
Unlike the general graph automatic case, we are able to show that certain semi-
groups are not unary graph automatic. We use the structure of our automata to
determine a structure for certain types of unary graph automatic semigroups,
which in turn we may use to find examples of semigroups which are not unary
graph automatic. We first introduce some notation. For a semigroup S and sets
A,B ⊆ S we define the set
AB−1 = {s ∈ S : sB ∩A 6= ∅}.
This means that the set AB−1 is the set of all elements of S which are translated
to an element of A by an element of B. We now use this to provide a structure
for certain unary graph automatic semigroups.
Proposition 6.5.1. Let S be an infinite unary graph automatic semigroup. Let
x ∈ X be an element of infinite order such that
• Ax is of type 2,
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• sxi 6= s for any element s ∈ S and any i ∈ N, and
• for every finite set F ⊆ S, the set F 〈x〉−1 is also finite.
Then S can be written as Ax∗ for some finite set A ⊆ S.
Proof. Let S be an infinite unary graph automatic semigroup with injective
unary graph automatic structure (X, a, a∗, ν). Without loss of generality we
may assume that x ∈ X.
We now consider the first components of the words accepted by each state
of Ax. Note that the injectivity of our structure ensures that each word in
a∗ will appear in the first component of precisely one word accepted by Ax,
and so we cannot have words with the same first component being accepted by
different accept states. Thus we may use the accept states of Ax to partition
our language.
Let s¯1, . . . , s¯j , t¯1, . . . , t¯k be the accept states of Ax, where the s¯i are the
states before reaching the circuit and the t¯i are the states either on the circuit
or on an offshoot of the circuit. We have a finite set F consisting of all the words
in a∗ which are the first component of a word accepted by the states s¯i, and
finitely many sets P1, · · · , Pk corresponding to the accept states t¯1, . . . , t¯k in the
same way. In each Pi, the lengths of the words form an arithmetic progression.
Each arithmetic progression has common difference d, where d is the length
of the circuit in Ax. There is a natural ordering on each of the sets Pi, defined
by the length of the words. Let pi ∈ Pi be the word in each of the sets Pi such
that from pi onwards no word is mapped by x to a word in F . This means
that from this point onwards the words are always accepted by a state on the
circuit of Ax. Then from this point onwards we have ν(am)x = ν(an) if and
only if ν(am+d)x = ν(an+d), and so above pi each of our sets is mapped rigidly
to another. Due to injectivity, each Pi has precisely one set Pj which is mapped
to it. Hence we may follow a path between the sets, going from am to an if and
only if ν(am)x = ν(an). Note that there can be no closed paths, as a closed
path would give us ν(ai)xk = ν(ai) for some i, k ∈ N. Let p′i be the first time
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we return to Pi after following this path through from pi. The two are distinct,
as there are no closed paths.
We must also have p′i > pi. If we have some p
′
j < pj then this means we
must have a path through the sets Pi which is always decreasing. Any such path
must end in the set F . But then any element represented by a word from Pj can
be mapped to the finite set F by repeated multiplication by x, as starting at
any point above pi will give the same decreasing pattern which must eventually
end in F , and so F 〈x〉−1 is not a finite set, a contradiction.
Now consider
A′ = F ∪
⋃
i
{an ∈ Pi : an ≤ p′i}.
We can reach any word in any of our sets Pi by starting from an element in A′
and following the path that comes from multiplying by x repeatedly. Hence we
can reach any element of S by taking an element represented by a word in A′
and multiplying repeatedly by x. Then if A = ν(A′) = {ν(α) : α ∈ A} we have
S = Ax∗.
This result will allow us to give several examples of graph automatic semi-
groups which are not unary graph automatic. We first note that if we have a
right-cancellative element, our acceptor automaton must be of type 2.
Proposition 6.5.2. An acceptor automata Ax for a right-cancellative element
x must be of type 2.
Proof. Let S be unary graph automatic with injective unary graph automatic
structure (X, a, a∗, ν). Let x ∈ X be right-cancellative and suppose that Ax is
not of type 2. Then Ax has an (a, $)-circuit and so accepts words (an, ak) and
(am, ak) for some n,m, k ∈ N with m 6= n. So ν(an)x = ν(ak) = ν(am)x. Then
as x is right-cancellative we have that ν(an) = ν(am), a contradiction to the
injectivity of our unary graph automatic structure.
Note also that if our semigroup is cancellative then the second condition of
Proposition 6.5.1 is also immediately satisfied. Thus for a cancellative semigroup
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we need only check the third condition.
Proposition 6.5.3. The semigroup N0 × N0 is not unary graph automatic.
Proof. Suppose that N0 × N0 is unary graph automatic. Note that N0 × N0
is generated by the set {(0, 1), (1, 0), (0, 0)} and consider the automaton A(1,0).
Note also that (1, 0) has infinite order in N0 ×N0. Now N0 ×N0 is cancellative
and so the first two conditions of Proposition 6.5.1 are satisfied. We check the
third condition.
Consider some finite set F = {(n1,m1), (n2,m2) . . . (nl,ml)} ⊆ N0 × N0.
Now consider the set
F 〈(1, 0)〉−1 = {(n,m) ∈ N0 × N0 : (n,m)(1, 0)∗ ∩ F 6= ∅}
= {(n,m) ∈ N0 × N0 : (n+ k,m) ∈ F for some k ∈ N}.
Then if (n,m) ∈ F 〈(1, 0)〉−1 we must have that m ∈ {m1,m2, . . . ,ml} and
n ≤ max{n1, n2, . . . , nl}. Thus there are only finitely many choices for n and
m, and so F 〈(1, 0)〉−1 is finite.
Hence by Proposition 6.5.1 we can write N0 × N0 = A(1, 0)∗ for some finite
set A. Let A = {(n1,m1), (n2,m2), . . . , (nk,mk)}. But if (n,m) ∈ A(1, 0)∗ we
must have m ∈ {m1,m2, . . . ,mk}. Thus A(1, 0)∗ cannot contain every element
of N0 × N0, and so N0 × N0 is not unary graph automatic.
In fact, we may easily generalise this proof to show that N0 ×N0 × · · · ×N0
is not unary graph automatic for any finite number of copies of N0. We may
show that if N0×N0× · · ·×N0 was unary graph automatic then we could write
it as A(1, 0, . . . , 0)∗ for some finite set A, which will restrict us to finitely many
entries in all but the first component, giving a contradiction in the same way as
in Proposition 6.5.3.
We next consider free semigroups, and see that they are not generally unary
graph automatic.
Proposition 6.5.4. The free semigroup FS generated by the set S is unary
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graph automatic if and only if |S| = 1.
Proof. Let FS be the free semigroup generated by S. If S = {s} then FS is unary
graph automatic as FS is isomorphic to N, which is unary graph automatic as
we have seen in Example 6.1.5.
Now suppose that |S| ≥ 2 and that FS is unary graph automatic. Then
we consider some element s ∈ S. This will have infinite order, and as free
semigroups are cancellative we have that the first two conditions of Proposition
6.5.1 are satisfied. We now consider some finite set Y ⊂ FS . Each element of
FS has a length, and as Y is finite there is a maximum length of an element in
Y . Now each time we multiply any element of FS by s we increase the length,
and so the set
Y 〈s〉−1 = {t ∈ FS : ts∗ ∩ Y 6= ∅}
must be finite.
Hence by Proposition 6.5.1 we can write FS = As∗ for some element s ∈ S
and some finite set A ⊆ FS . This means that all elements of FS must end in s,
a contradiction. Thus FS is not unary graph automatic if |S| > 1.
A similar method will also show that the free monoid on S is unary graph
automatic if and only if |S| = 1.
Note that not all unary graph automatic semigroups can be written as Ax∗.
In particular, groups cannot be written in this way. As all groups are cancella-
tive, this means that all the acceptor automata for a group are of type 2. If we
take a group G with an element of infinite order x, then cancellativity means
that the condition gxi 6= g for any element g ∈ G and any i ∈ N will also be
satisfied. However, an infinite group will not be able to satisfy the final condi-
tion of Proposition 6.5.1. For example, we have seen in Example 6.1.6 that Z is
unary graph automatic, but clearly we cannot write Z = Ax∗ for any finite set
A and element x. However, we do have that Z can be written as A(x∗∪(x−1)∗),
where A = {1}. We now consider whether any unary graph automatic group
can be written in such a form.
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Note that if we can write a group G as G = A(g∗ ∪ (g−1)∗, this means that
G contains 〈g, g−1〉 as a subgroup of finite index. The index of a subgroup H
in a group G, denoted [G : H], is the number of cosets of H in G. A left coset
of H in G is a set of the form gH = {gh : h ∈ H}, for some element g ∈ G. A
right coset of H in G is a set of the form Hg = {hg : h ∈ H}, for some g ∈ G.
Note that the number of left and right cosets of a subgroup is equal, and that
cosets partition the group. If [G : H] <∞ we say that H is a subgroup of finite
index in G. A group is virtually cyclic if it has a cyclic subgroup of finite index.
In [6], the author shows that a group is unary graph automatic if and only if it
is virtually cyclic. We provide an alternative proof that unary graph automatic
groups contain a cyclic subgroup of finite index, using a similar method to
Proposition 6.5.1 based on the forms of the acceptor automata.
Proposition 6.5.5. Let G be an infinite unary graph automatic group. Then
for any element of infinite order g ∈ G we have that G = A(g∗ ∪ (g−1)∗) for
some finite set A ⊆ G.
Proof. Let G be an infinite unary graph automatic group with unary graph
automatic structure (X, a, a∗, ν). By Theorem 6.4.2, we know that we must
have an element g ∈ G of infinite order. Consider Ag, which must be of type
2 by Proposition 6.5.2, and use this to partition a∗ into a finite set F , plus
finitely many arithmetic progressions P1, . . . , Pk, as in Proposition 6.5.1. Each
arithmetic progression has a natural ordering based on the length of the words,
and we may follow a path through the different sets in our partition by looking
at the effect of multiplication by g. Let pi ∈ Pi be the point in each of the
sets Pi such that from pi onwards no word is mapped by g to a word in F ,
and let p′i be the first time that we return to Pi on following the path from pi.
As G is a group it is cancellative, so we cannot have any closed paths meaning
that pi 6= p′i. However, as the set F 〈g〉−1 will be infinite, we cannot ensure
that multiplying by g will give us an increasing path through these arithmetic
progressions to allow us to reach all the elements of G. Thus we cannot ensure
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that we have p′i > pi.
However, we may use the automata Ag−1 to get arithmetic progressions
Q1, . . . , Qk, and note that if multiplying by g gives us a decreasing path through
the progressions Pi then multiplying by g−1 must give us a corresponding in-
creasing path through the progressions Qi. Thus, we get the corresponding
words qi and q′i based on the path through our progressions resulting from mul-
tiplying by g−1, where qi < q′i if and only if pi > p
′
i for each 1 ≤ i ≤ k.
Hence, similarly to Proposition 6.5.1, there is a finite set
A′ = F ∪
⋃
i
{an ∈ Pi : an ≤ p′i} ∪
⋃
i
{an ∈ Qi : an ≤ q′i}
such that if we start in this set we may find an infinite increasing path allowing
us to reach any element by multiplying by either g or g−1. Thus if ν(A′) = A,
we have that G = A(g∗ ∪ (g−1)∗).
We also provide an alternative proof to the converse statement, showing
directly that a virtually cyclic group is unary graph automatic by explicitly
constructing a unary graph automatic structure.
Proposition 6.5.6. Any group containing a cyclic subgroup of finite index is
unary graph automatic.
Proof. Let G be a group and let H = 〈g〉 be a subgroup of G, such that [G :
H] = q <∞. If H is finite then G is also finite, thus is unary graph automatic.
Now suppose that G is infinite. We can write any element of G as gny for
some n ∈ Z and y ∈ Y , where Y is a finite set Y = {y0, y1, . . . , yq−1}. Note
that this means that G is finitely generated by Y ∪ {g, g−1}. We will show that
there is a unary graph automatic structure for G. We define ν : G→ a∗ by
ν(anq+r) =

x
n
2 yr, n even
x−
n+1
2 yr, n odd.
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This is a bijection, and so
R= = (a, a)∗
is regular. We now consider Rx for some generator x ∈ Y ∪ {g, g−1}. We have
that
Rx =
⋃
0≤r≤q−1
Kr
where
Kr = {(ai, aj) ∈ Rx : ν(ai) ∈ Hyr},
as the cosets of H partition the group and so give a corresponding partition of
R. So each Kr is the contribution to Rx by the coset Hyr for some 0 ≤ r ≤ q−1.
We will show that Rx is regular by showing that each of the Kr are regular.
Consider the effect of multiplying an element of Hyr by x. We must have
that yrx = gkyt for some yt ∈ Y and some k ∈ Z. Suppose that k ≥ 0. Then if
n is even we have that
ν(anq+r)x = g
n
2 yrx = g
1
2 (n+2k)yt = ν(a(n+2k)q+t)
and so (anq+r, a(n+2k)q+t) ∈ Rx, and if n is odd and n > 2k we have that
ν(anq+r)x = g−
n+1
2 yrx = g−
1
2 (n+1−2k)yt = ν(a(n−2k)q+t)
and so (a(n+2k)q+r, anq+t) ∈ Rx. Finally we have a finite set Fr of words recog-
nising multiplication of elements represented by words anq+r where n is odd
and n ≤ 2k. Thus the contribution to Rx by Hr is
Kr = (a2q, a2q)∗{(ar, a2kq+t), (a(1+2k)q+r, aq+t)} ∪ Fr
and so, if k is positive, the contribution to Rg of Hyr is regular.
We now consider the case where k < 0. In a similar way to the previous case
we have that if n is even and n > −2k we have that (a(n−2k)q+r, anq+t) ∈ Rx,
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and if n is odd then we have that (anq+r, a(n−2k)q+t) ∈ Rx. Finally we have
a finite set Fr of words recognising multiplication of elements represented by
words anq+r where n is even and n ≤ −2k. Thus our contribution to Rx is
Kr = (a2q, a2q)∗{(a−2kq+r, at), (aq+r, a(1−2k)q+t)} ∪ Fr,
so when k is negative the contribution of Hyr to Rx is also regular.
Now as the index of H in G is finite, there are only finitely many choices for
r. So we have that
Rx =
⋃
0≤r≤q−1
Kr
is a finite union of regular languages, thus Rx is regular.
Hence we have a unary graph automatic structure (Y ∪{g, g−1}, a, a∗, ν) for
G, thus G is unary graph automatic.
6.6 Disjoint unions of the free monogenic semi-
group
Disjoint unions of the free monogenic semigroup were studied in [1]. In this pa-
per the authors show that disjoint unions of the free monogenic semigroup are
always finitely presented and residually finite. In order to do this, the authors
first introduce several results regarding how the elements from the different
copies of the free monogenic semigroup must interact. Using these results, we
show that all such semigroups are examples of unary graph automatic semi-
groups.
Let
S = ·
⋃
x∈XNx
be a semigroup which is a disjoint union of finitely many free monogenic semi-
groups, with each Nx a copy of N generated by x ∈ X for a finite set X. As in
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[1], we define the sets
T (x, s, y) = {t ∈ Nx : ts ∈ Ny},
the set of elements in Nx that are sent to Ny upon right multiplication by s.
Lemma 2.6 of [1] tells us that if such a set is infinite, it consists of an arithmetic
progression plus finitely many other elements.
Lemma 6.6.1 (Lemma 2.6 of [1]). If T = T (x, s, y) is infinite then there exist
sets F = F (x, s, y) and P = P (x, s, y) such that the following hold:
1. T = F ·∪P,
2. P = {xp+qt : t ∈ N0} for some p = p(x, s, y), q = q(x, s, y) ∈ N and
xp−q /∈ T , and
3. F ⊆ {x, . . . , xp−1} is a finite set.
We also require a further pair of lemmas which tells us about how our arith-
metic progressions behave when multiplied by a generator. The first states that
larger powers of one generator will be mapped to larger powers of another.
Lemma 6.6.2 (Lemma 2.3 of [1]). If x, y ∈ X and s ∈ S are such that
xps = yu and xp+qs = yv
for some p, q, u, v ∈ N then u ≤ v.
The second shows that arithmetic progressions of one generator are mapped
to arithmetic progressions of another generator.
Lemma 6.6.3 (Lemma 2.4 of [1]). If
xps = yu and xp+qs = yu+v
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for some x, y ∈ X, s ∈ S, p, q, u ∈ N and v ∈ N0, then
xp+qts = yu+vt
for all t ∈ N0.
We now use this to prove that S is unary graph automatic.
Theorem 6.6.4. Every semigroup which is a disjoint union of finitely many
copies of the free monogenic semigroup is unary graph automatic.
Proof. Let S = ·⋃x∈XNx for X = {x0, . . . , xn−1}. Let R = a∗ and define
ν : a∗ → S by
ν(akn+i) = xki .
This is a bijection, so R= is regular. Let s ∈ X and consider Rs. For each
xi ∈ X, we consider what happens when powers of xi are multiplied by s.
We consider T (xi, s, xj) for xi, xj ∈ X. This set is either finite, or stabilises
into an arithmetic progression. If T (xi, s, xj) is finite, then the corresponding
contribution to Rs is finite, thus regular. Now if T (xi, s, xj) is infinite then
T = F ·∪P , for a finite set F and arithmetic progression P . We have a finite
(hence regular) contribution from F , and so we need only consider the arithmetic
progression P (xi, s, xj). Let (α, β) ∈ Rs such that ν(α) = xpi is the smallest
power p such that xpi ∈ P (xi, s, xj). Let ν(β) = xuj . Then we also have (α′, β′) ∈
Rs with ν(α′) = x
p+q
i and ν(β
′) = xu+vj , with q ∈ N and v ∈ N0 by Lemma
6.6.2. Thus by Lemma 6.6.3 we have
xp+qti s = x
u+vt
j
for all t ∈ N0. Now xp+qti = ν(anp+nqt+i) and xu+vtj = ν(anu+vtn+j) and so this
arithmetic progression is represented by the language
(anp+i, anu+j)(anq, anv)∗.
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As n, p, i, u and j are all fixed, ||anp+i| − |anu+j || is finite, and so this language
is regular by 1.1.1.
Now we repeat this process for each pair of generators from X, getting a
regular contribution from each such pair. In this way we construct the whole of
Rs. As X is finite, we have that Rs is a finite union of regular languages, thus
is itself regular. Hence S is unary graph automatic.
Note that not all unary graph automatic semigroups are of this form. We
have already seen an example of such a semigroup, namely the free product of
two trivial semigroups, in Example 6.1.7. However, this example is the disjoint
union of two free monogenic semigroups (generated by st and ts), together with
finitely many elements, namely s and t. Thus we ask if all unary graph automatic
semigroups are the disjoint union of finitely many copies of the free monogenic
semigroup with the addition of finitely many elements. The following example
shows that this is not the case.
Example 6.6.5. Let S be the semigroup given by the presentation
〈x, y | x2 = y2, xy = yx〉.
So S = {xi, y, xiy : i ∈ N}. Define ν : a∗ → S by
ν(a2i−r) =

xi, r = 1
xiy, r = 0.
This is a bijection, and so R= is regular. Then
Rx = {(ak, al) : ν(ak)x = ν(al)}
= {(a2k−1, a2k+1) : k ∈ N} ∪ {(a2k, a2k+2) : k ∈ N0}
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and
Ry = {(ak, al) : ν(ak)y = ν(al)}
= {(a2k−1, a2k) : k ∈ N} ∪ {(a2k, a2k+3) : k ∈ N0}
are both regular. Hence S is unary graph automatic. We now show that S is
not a disjoint union of finitely many free monogenic semigroups.
Suppose that S is a disjoint union of free monogenic semigroups, possibly
with finitely many elements adjoined. We first show that S is not isomorphic
to the free monogenic semigroup, nor is S the free monogenic semigroup with
finitely many elements adjoined.
Suppose that S is isomorphic to the free monogenic semigroup. Then S
is generated by a single element. We consider each of the possible generators.
Note that any power of y can be rewritten as either a power of x or a power
of x multiplied by y, thus when considering generators we need only consider
those of the form xi and xiy. Our generator cannot be of the form xi, as this
will never give us an element of the form xjy. If our generator has the form
xiy, then (xiy)2k = x2ki+2k and (xiy)2k+1 = x(2k+1)i+2ky for any k ∈ N. Thus
we can never get an element of the form x2ki+2k+1, in particular meaning we
can never get an odd power of x, and so our generator cannot be of this form,
meaning our semigroup is not isomorphic to the free monogenic semigroup.
Additionally, each of these possibilities misses infinitely many elements, and
so S is not isomorphic to the free monogenic semigroup with infinitely many
elements adjoined.
Thus we must have at least two copies of the free monogenic semigroup. We
consider the possible combinations of generators for the disjoint components.
If we have two copies generated by different powers of x, namely xk and
xl, then we have that (xk)l = (xl)k, and so our monogenic semigroups are not
disjoint. If we have a power of x, say xk, together with y as our generators,
then (xk)2 = y2k and so our monogenic semigroups are not disjoint. If we
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have an element xky, for some k ∈ N, together with y as our generators, then
(xky)2 = y2(k+1) and so our monogenic semigroups are not disjoint. Finally, if
we have xky and xly, for some k, l ∈ N as generators then (xky)l+1 = (xly)k+1,
and again our monogenic semigroups are not disjoint. Note that we need not
consider the case where yk
Thus there is no possible combination of generators for which the mono-
genic semigroups produced are disjoint. Hence S is not a disjoint union of
finitely many monogenic semigroups, nor is S a disjoint union of finitely many
monogenic semigroups with finitely many elements adjoined.
So Theorem 6.6.4 and Example 6.6.5 together show that the class of unary
graph automatic semigroups contains, but is not equal to, the class of semi-
groups which are disjoint unions of finitely many copies of the free monogenic
semigroup.
This leads us to ask whether the properties exhibited in [1] for disjoint unions
of finitely many copies of the free monogenic semigroup also hold for unary graph
automatic semigroups in general. The authors show that such semigroups are
always finitely presented, and so we ask:
Question 6.6.6. Are unary graph automatic semigroups always finitely pre-
sented?
A semigroup is residually finite if for any two distinct elements s, t ∈ S there
exists a homomorphism ϕ from S into a finite semigroup such that ϕ(s) 6= ϕ(t).
In [1] the authors show that disjoint unions of finitely many copies of the free
monogenic semigroups are residually finite, and so we ask whether this is also
the case for unary graph automatic semigroups.
Question 6.6.7. Are unary graph automatic semigroups residually finite?
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6.7 Monogenic Subsemigroups
In this section we use the structure of our acceptor automata to show that any
monogenic subsemigroup must be represented by a regular language. Note that
this is not necessarily the case for general graph automatic semigroups, as shown
in Example 3.1.3
Theorem 6.7.1. Monogenic subsemigroups of unary graph automatic semi-
groups are regular.
Proof. If S is a finite semigroup then any subsemigroup of S is also finite, thus is
a regular subsemigroup. In particular this means that monogenic subsemigroups
of finite semigroups are regular.
Now let S be an infinite unary graph automatic semigroup with structure
(X, a, a∗, ν) with uniqueness. Let T = 〈x〉 be a monogenic subsemigroup of S.
If T is finite then ν−1T is also finite and so T is regular. We now consider the
case where T is infinite. Consider Rx and the corresponding automaton Ax.
If this does not contain an (a, a)-circuit then then there are only finitely many
solutions z to sx = z for s ∈ S. This cannot be the case, as T is infinite and
so we must have that xix is distinct for each i ∈ N. In particular, all elements
of T are represented by different words, only finitely many of which will not be
in the first component of a word accepted by a state which is an offshoot of the
(a, a)-circuit.
We consider paths through the automaton, starting with some word ai ∈ a∗
as the input on the first tape of Ax. There is a unique word ai+1 such that
(ai, ai+1) ∈ Ax.
Let γ be the length of the path from the start state to the point where we
enter the (a, a) circuit. We can find some power xj ∈ T such that for any k ≥ j
we have that |ak| > γ, thus the word representing xj , and all subsequent powers
of x will always be in the first component of a word accepted by a state which
is an offshoot of the (a, a)-circuit. Now successive multiplication by x gives us
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an infinite sequence of words aj , aj+1, aj+2, . . . representing successive powers
of x, beginning with xj . Let p be the length of the (a, a)-circuit, and let aj+k
for some k 6= 0 be the first word in this sequence such that |aj | = |aj+k| mod p.
Now as |aj | = |aj+k| mod p, both (aj , aj+1) and (aj+k, aj+k+1) are accepted by
the same state. This gives us that |aj+1| = |aj+k+1| mod p, and continuing in
this way we get that |aj+l| = |aj+k+l| mod p for 0 ≤ l < k. In this way we
generate k arithmetic progressions, aj+ladn for 0 ≤ l < k, d = |aj+k| − |aj |
and n ∈ N0 which cover our subsemigroup T from the point xj onwards. Thus
our subsemigroup is represented by a subset of a∗ consisting of a finite set plus
finitely many arithmetic progressions. This is a regular subset of a∗, and so our
semigroup T is a regular subsemigroup.
Thus, unlike the general graph automatic case, we may always find a regular
language representing a monogenic subsemigroup. We ask whether this result
extends to subsemigroups in general.
Question 6.7.2. Are subsemigroups of unary graph automatic semigroups al-
ways regular?
6.8 Normal Forms
We have seen that certain types of unary graph automatic semigroups can be
written as either Ax∗ or A(x∗ ∪ (x−1)∗) for a finite set A and an element x in
Section 6.5. We have also seen that all disjoint unions of finitely many copies of
the free monogenic semigroup are unary graph automatic, and it is clear that
such semigroups can be written as x∗1∪x∗2∪· · ·∪x∗n. Thus we ask whether there
is a set of uniform normal forms for the elements of any unary graph automatic
semigroup.
We use our automata to find normal forms for the elements of a unary graph
automatic semigroup.
128 6. UNARY GRAPH AUTOMATIC SEMIGROUPS
Theorem 6.8.1. Let S be a unary graph automatic semigroup. Then
S = F ∪
(
n⋃
i=1
sic
∗
i ti
)
,
where F is a finite set, ci ∈ S, and si, ti ∈ S1 .
Proof. If S is a finite semigroup then it is clear that we can write the elements
of S in this form. In particular, take some s ∈ S and let F = S \ s∗. Then
S = F ∪ s∗.
Now let S be an infinite unary graph automatic semigroup with structure
(X, a, a∗, ν) with uniqueness. As in Theorem 6.4.2 we consider our words modulo
λ, where λ is the lowest common multiple of the lengths of the circuits in the
automata for our generators, Ax for x ∈ X. We let F be all elements which
are accepted by either a finite path on some automaton, together with words
aj such that words of the form (ak, aj) are accepted by one of the (a, $)-circuits
of some Ax. The rest of our elements can be partitioned into λ sets, based
on the remainder modulo λ of the word representing the element. We call
these partitions P1, P2, . . . , Pλ, and note that there is a natural ordering on the
elements in each set based on the length of their representative word from a∗.
We consider the infinite collection of elements zvd for d ∈ N0, as constructed
in Theorem 6.4.2. Let v = x1x2 . . . xk. Then we have that each family of
elements
z(x1x2 . . . xk)d
zx1(x2 . . . xkx1)d
...
zx1x2 . . . xk−1(xkx1x2 . . . xk−1)d
for d ∈ N is represented by words whose length is a different remainder modulo
λ. Thus in this way we reach elements in k of our partitions with elements of
the form sic∗i for 1 ≤ i ≤ k.
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Now suppose that a partition Pi is only partially covered in this way, in
particular let ai1 , ai2 , . . . be the representatives of our family of elements. Then
as we follow the same path through our automata each time we go from aik
to aik+1 we must increase the length of our representative by the same amount
each time. Thus the elements must have been covered at regular intervals, so
we have reached the elements represented by aλqd+i for all d ∈ N and some fixed
1 < q ≤ b, where b is the maximum possible increase by a single automaton.
Then if z = z0 is represented by some element am we take z1 = ν(am+λ),
z2 = ν(am+2λ), and so on, up to zq−1 = ν(am+(q−1)λ) and use these elements
in place of z to reach all elements in Pi by repeating the process above. This
gives us additional representatives of the form sic∗i for k < i ≤ qk.
Note that if Pi is mapped to Pj then it must be mapped rigidly, that is
ν(ai)x = ν(aj) if and only if ν(ai+λ)x = ν(aj+λ), and so this method will cover
all of P1, . . . , Pk. All our elements are expressed in a unique way, as at each
stage we only cover new elements.
Now if k 6= λ we consider the sets Pk+1, . . . , Pλ which we could not reach by
starting with one of the zi. If there is a sequence of generators y1, . . . , yl which
takes us from an element u ∈ Pi to w ∈ Pj for some 1 ≤ i ≤ k and j < k ≤ λ
then the entire set is mapped rigidly and so we can reach the whole of Pj from
Pi by taking sy1 . . . yl for each s ∈ Pi.
We may now repeat this process until we have covered every set that it is
possible to reach in this way, using any of P1 to Pk as our starting point, and
getting representatives of the form sic∗i ti for at most qλ values of i. If this
process reaches all the sets Pi then we have our normal forms. Otherwise, the
sets P1 to Pl that we have covered plus F must form an ideal, as there is no
way of moving from these to the remaining sets Pl+1 to Pλ. We call this ideal
I and consider the remaining elements, S \ I. Now as this is an infinite set and
S is finitely generated we must be able to find a sequence of generators
x′1, x
′
2, . . . , x
′
n
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and a corresponding sequence of words
ap1 , ap2 , . . . , apn
such that x′1x
′
2 . . . x
′
k′ is represented by a
pk′ and (api , api+1) is accepted by some
Ax for x ∈ X, as in Theorem 6.4.2. We must be able to do this in such a way
that we can construct an arbitrarily long sequence which avoids words from I,
else S \ I, and hence S, cannot be finitely generated. Now we may proceed as
in Theorem 6.4.2 to find a repeat modulo λ in the lengths of our representative
words, and so find an infinite word of the form z′v′.
We now return to the beginning of this process, and use z′v′ to begin covering
our remaining sets Pl+1, . . . , Pλ. If we cannot reach all of these in this way, then
we get another ideal, and so can construct another infinite word. As we have
at most λ sets to cover and each set can be covered with at most b different
starting words, we need at most λb starting elements to cover all the sets Pi,
and so this process will eventually have covered all such words.
Note that at each stage of this process we ensure that our representatives
are unique as we only cover those elements which we have not yet reached, and
so this gives us a set of normal forms for S.
Chapter 7
Constructions for Unary
Graph Automatic
Semigroups
In this chapter we will revisit several semigroup constructions in the context of
unary graph automaticity. We will see that some constructions preserve unary
graph automaticity as well as graph automaticity in general, whereas other
constructions behave differently to the general case.
We first note that some of the results for general graph automatic semigroups
immediately carry over into the unary case. In particular, we have that unary
graph automaticity is preserved by regular subsemigroups.
Proposition 7.0.1. A regular subsemigroup of a unary graph automatic semi-
group is unary graph automatic.
Proof. This immediately follows from Theorem 3.1.2, as the graph automatic
structure of a regular subsemigroup uses the same alphabet as the graph auto-
matic structure for the original semigroup. Thus if we have a regular subsemi-
group of a unary graph automatic semigroup, this subsemigroup is also unary
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graph automatic.
Thus any of our results in the general graph automatic case which were
obtained by demonstrating that a subsemigroup is regular will immediately
also hold for unary graph automatic semigroups.
7.1 Zero Unions
We begin by considering one of the simplest semigroup constructions, zero
unions. In Proposition 5.1.1, it was shown that the zero union of two graph
automatic semigroups is graph automatic if and only if both semigroups are
also graph automatic. We have the analogous result for the unary case.
Theorem 7.1.1. The zero union of two semigroups is unary graph automatic
if and only if the two semigroups themselves are unary graph automatic.
Proof. Let S and T be unary graph automatic semigroups. If both S and T are
finite then S ∪0 T is finite and thus is unary graph automatic.
We next consider the case where S is finite and T is infinite. If S =
{s1, s2, . . . , sk} and T has structure (X, a, L = a∗, ν), then we define µ : c∗ →
S ∪0 T by
µ(cn) =

0, n = 0
sn, 1 ≤ n ≤ k
ν(an−(k+1)), n > k
which is injective, so (c∗)= is regular. We also define a homomorphism ϕ :
a∗ × a∗ → c∗ × c∗ by
ϕ(am, an) = (cm, cn).
Now S ∪0 T is generated by S ∪X ∪ {0} and we have that
(c∗)0 = c∗ × {},
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which is regular. Then for s ∈ S we have
(c∗)s = {(ci, cj) : 1 ≤ i, j ≤ k and sis = sj} ∪ ({ci : i > k} × {}) ∪ {(, )}.
The first set is finite, thus regular, and the second set is clearly regular. Hence
(c∗)s is a regular language. Finally for x ∈ X we have that
(c∗)x = {(ci, cj) : (ai−(k+1), aj−(k+1)) ∈ Lx} ∪ ({ci : 0 ≤ i ≤ k} × {})
= (ck+1, ck+1)ϕ(Lx) ∪ ({ci : 0 ≤ i ≤ k} × {}).
This is regular, as homomorphisms of regular languages are regular, and so
S ∪0 T is unary graph automatic. Similarly, if S is infinite and T is finite then
S ∪0 T can be shown to be unary graph automatic in the same way.
Finally we consider the case where S and T are both infinite, with structures
(X, a, L = a∗, ν1) and (Y, b,K = b∗, ν2) respectively. We define homomorphisms
ϕ1 : a∗ → c∗ and ϕ2 : b∗ → c∗ by
ϕ1(an) = c2n
and
ϕ2(bn) = c2n.
Then
c∗ = cϕ1(a∗) ∪ c2ϕ2(b∗) ∪ ,
and we define ν : c∗ → S ∪0 T by
ν(cn) =

0, n = 0
ν1(a(n−1)/2), n odd
ν2(b(n−2)/2), n even and n > 0
and this is a bijective map. Let c∗ = R. By injectivity, R= is regular. Now
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S ∪0 T is generated by X ∪ Y ∪ {0} and we have that
R0 = R× {},
which is regular. We now extend our homomorphisms to our two-tape languages,
defining ϕ¯1 : a∗ × a∗ → c∗ × c∗ and ϕ¯2 : b∗ × b∗ → c∗ × c∗ by
ϕ¯1(am, an) = (c2m, c2n)
and
ϕ¯2(bm, bn) = (c2m, c2n).
Then for x ∈ X we have that
Rx = (c, c)ϕ¯1(Lx) ∪ ((R \ ϕ1(L))× {}})
and for y ∈ Y we have that
Ry = (c2, c2)ϕ¯2(Ky) ∪ ((R \ ϕ2(K))× {}).
Now, as homomorphisms of regular languages are regular, Rx and Ry are regular
and S ∪0 T is unary graph automatic.
Conversely, suppose that S ∪0 T is unary graph automatic. Then, in the
same way as in Proposition 5.1.1, we have that S and T are both regular sub-
semigroups of S ∪0 T , and so S and T are both unary graph automatic by
Proposition 7.0.1.
7.2 Ordinal Sums
We now consider ordinal sums. In Proposition 5.2.1 we saw that ordinal sums
preserve graph automaticity. We now show that the analogous result holds in
the unary case.
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Proposition 7.2.1. The ordinal sum of two semigroups is unary graph auto-
matic if and only if the two semigroups themselves are unary graph automatic.
Proof. Let S and T be unary graph automatic semigroups. Consider their
ordinal sum U , with ordering S > T . If both S and T are finite, then so is their
ordinal sum, hence U is unary graph automatic.
We now consider the case where we have one finite and one infinite semi-
group. First suppose that S is infinite with injective graph automatic structure
(X, a, L = a∗, ν), and T = {t1, t2, . . . , tk} is finite. Define µ : c∗ → U by
µ(cn) =

tn+1, 0 ≤ n ≤ k − 1
ν(an−k), n ≥ k
which is injective, thus (c∗)= is regular. Define a homomorphism ϕ : a∗ × a∗ →
c∗ × c∗ by
ϕ(am, an) = (cm, cn).
Then for x ∈ X we have
(c∗)x = {(ci, cj) : (ai−k, aj−k) ∈ Lx} ∪ {(ci, ci) : 0 ≤ i ≤ k − 1}
= (ck, ck)ϕ(Lx) ∪ {(ci, ci) : 0 ≤ i ≤ k − 1}
and for tm ∈ T we have
(c∗)tm = ({ci : i > k} × {cm−1}) ∪ {(ci, cj) : 0 ≤ i ≤ k − 1 and ti+1tm = tj+1}.
These are both regular, thus U is unary graph automatic.
Now suppose that S = {s1, s2, . . . , sk} is finite, and T is graph automatic
with injective graph automatic structure (Y, b,K = b∗, µ). Define ν : c∗ → U
by
ν(cn) =

sn+1, 0 ≤ n ≤ k − 1
µ(an−k), n ≥ k
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which is injective, thus (c∗)= is regular. Define a homomorphism ϕ : b∗ × b∗ →
c∗ × c∗ by
ϕ(bm, bn) = (cm, cn).
Then for sm ∈ S we have
(c∗)sm = {(ci, cj) : 0 ≤ i ≤ k − 1 and si+1sm = sj+1} ∪ {(ci, ci) : i ≥ k}
and for y ∈ Y such that ν−1(y) = η we have
(c∗)y = ({ci : 0 ≤ i ≤ k − 1} × {η}) ∪ {(ci, cj) : (bi−k, bj−k) ∈ Ky}
= ({ci : 0 ≤ i ≤ k − 1} × {η}) ∪ (ck, ck)ϕ(Ky).
These are both regular languages, and so U is unary graph automatic.
Finally we consider the case where S and T are both infinite unary graph
automatic semigroups with injective structures (X, a, L = a∗, ν1) and (Y, b,K =
b∗, ν2) respectively. Let R = c∗ for some c. Then define homomorphisms ϕ1 :
L→ R and ϕ2 : K → R by
ϕ1(an) = c2n
and
ϕ2(bn) = c2n.
Then
R = ϕ1(a∗) ∪ cϕ2(b∗).
Now define ν : R→ U by
ν(c2q+r) =

ν(aq), r = 0
µ(bq), r = 1
This is injective, so R= is regular. We extend our homomorphisms to our two-
tape languages, defining ϕ¯1 : a∗ × a∗ → c∗ × c∗ and ϕ¯2 : b∗ × b∗ → c∗ × c∗
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by
ϕ¯1(am, an) = (c2m, c2n)
and
ϕ¯2(bm, bn) = (c2m, c2n).
Now for x ∈ X we have that
Rx = ϕ¯1(Lx) ∪ (c, c)ϕ¯2(K=),
and for y ∈ Y we have that
Ry = (ϕ1L× {η}) ∪ (c, c)ϕ¯2(Ky),
where η ∈ R is the unique word such that ν(η) = y. Both of these are regular,
thus we have a unary graph automatic structure (X ∪ Y, c,R = c∗, ν) for U .
Conversely, if S > T is unary graph automatic then both S and T are regular
subsemigroups, in the same way as in Proposition 5.2.1. Thus they are both
unary graph automatic by Proposition 7.0.1.
This allows us to show that unary graph automaticity is preserved by ad-
joining identities and zeros, as in the general case.
Proposition 7.2.2. A semigroup S is unary graph automatic if and only if S1
is unary graph automatic.
Proof. Suppose that S is unary graph automatic. Then S1 is the ordinal sum
of {1} and S, with ordering {1} > S, so by Proposition 7.2.1 we have that S1
is unary graph automatic.
Conversely, suppose S1 is unary graph automatic. Then S is a subsemigroup
of finite Rees index and as in the proof of Theorem 3.3.1 it was shown that
subsemigroups of finite Rees index of graph automatic semigroups are regular,
we have that S is unary graph automatic by Proposition 7.0.1.
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Proposition 7.2.3. A semigroup S is unary graph automatic if and only if S0
is unary graph automatic.
Proof. Suppose that S is unary graph automatic. Then S0 is the ordinal sum
of {0} and S with ordering S > {0}, so by Proposition 7.2.1 we have that S0 is
unary graph automatic.
Conversely, suppose that S0 is unary graph automatic. Then S is a sub-
semigroup of finite Rees index and so we have that S is regular subsemigroup of
S0, as in the proof of Theorem 3.3.1 it was shown that subsemigroups of finite
Rees index of graph automatic semigroups are regular, and so S unary graph
automatic by Proposition 7.0.1.
7.3 Semidirect and Direct Products
We have already seen from Proposition 6.5.3 that, unlike the general graph
automatic case, it is possible to take the direct product of two unary graph
automatic semigroups but have the product not be graph automatic. Hence,
as direct products are a special case of semidirect products, unary graph auto-
maticity is not preserved in general by semidirect products. As this example
involves two infinite semigroups, we consider whether semidirect products pre-
served unary graph automaticity when one of our semigroups is finite.
As in the general graph automatic case in Theorem 4.2.2, we see that in the
case where we have a left action and S is finite then unary graph automaticity
is also preserved by the semidirect product T nτ S.
Theorem 7.3.1. Let S and T be unary graph automatic semigroups, where S
is finite. If the semidirect product T nτ S is finitely generated then it is unary
graph automatic.
Proof. If S and T are both finite then T nτ S is also finite, thus is unary graph
automatic.
We now consider the case where T is infinite. Let S = {s0, . . . , sr−1} be a
finite semigroup with structure (S, a,R = a∗, ν), where ν(ai) = si mod r. Let T
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be an infinite unary graph automatic semigroup with structure (X, b,K = b∗, µ).
Suppose that T nτ S is finitely generated by a set Y .
Let L = c∗ and define ψ : L→ T nτ S by
ψ(cn) = (µ(bbn/rc), ν(an)).
This is injective, so L= is regular.
We also define homomorphisms ϕ1 : a∗ × a∗ → c∗ × c∗ and ϕ2 : b∗ × b∗ →
c∗ × c∗ by
ϕ1(ai, aj) = (ci, cj)
and
ϕ2(bi, bj) = (cir, cjr).
Now let (t, s) ∈ Y . Then
L(t,s) ={(cn, cm) : µ(bbn/rc)(ν(a
n)t) = µ(bbm/rc) and ν(an)s = ν(am)}
={(cn, cm) : (bbn/rc, bbm/rc) ∈ Kν(an)t and (an, am) ∈ Rs}
=
⋃
u∈S
({(ci, cj) : 0 ≤ i, j ≤ r − 1}ϕ2(Kut) ∩ ϕ1(Rs ∩ (ν−1(u)× a∗))).
Thus L(s,t) is regular, and so T nτ S is unary graph automatic with structure
(Y, c, c∗, ψ).
Next we consider the case where we have a right action. In Theorem 4.2.3
we saw that graph automaticity was preserved by a semidirect product using a
right action as long as the relevant homomorphisms were automatic. However,
Proposition 6.5.3 shows that this cannot be the case for unary semidirect prod-
ucts in general, as the direct product is the semidirect product S oτ T where
τ is trivial. Thus we consider whether a similar result holds when we restrict
ourselves to the case where one of our semigroups is finite.
Theorem 7.3.2. Let S and T be unary graph automatic semigroups. If
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• S oτ T is finitely generated by a set Y ,
• at least one of S and T is finite, and
• τ(s) is automatic with respect to the graph automatic structure of T for
every s ∈ S such that (s, t) ∈ Y for some t ∈ T ,
then the semidirect product S oτ T is unary graph automatic.
Proof. If S and T are both finite then S oτ T is also finite, thus is unary graph
automatic.
Now suppose that S = {s0, s1, . . . , sr−1} is a finite semigroup with structure
(S, a,R = a∗, ν), where ν(ai) = si mod r. Let T be an infinite unary graph
automatic semigroup with structure (X, b,K = b∗, µ). Suppose that S oτ T is
finitely generated by a set Y .
Let L = c∗ and define ψ : L→ S oτ T by
ψ(cn) = (ν(an), µ(bbn/rc)).
This is injective, so L= is regular.
We define homomorphisms ϕ1 : a∗× a∗ → c∗× c∗ and ϕ2 : b∗× b∗ → c∗× c∗
by
ϕ1(ai, aj) = (ci, cj)
and
ϕ2(bi, bj) = (cir, cjr).
Then
L(s,t) ={(cn, cm) : ν(an)s = ν(am) and µ(bbn/rc)st = µ(bbm/rc}
={(cn, cm) : (an, am) ∈ Rs and there exists k ∈ N0 such that
(bbn/rc, bk) ∈ Es and (bk, bbm/rc) ∈ Kt}
={(cl1 , cl2) : 0 ≤ l1, l2 ≤ r − 1}ϕ2({(bi, bj) : (bi, bk) ∈ Es and
(bk, bj) ∈ Kt}) ∩ ϕ1(Rs)
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where Es = {(bi, bj) : µ(bi)s = µ(bj)} is the language recognising the endo-
morphism τ(s), which is regular by assumption. Thus L(s,t) is regular, and so
(Y, c, c∗, ψ) is a unary graph automatic structure for S oτ T .
Finally we consider the case where T is finite. Let S be a unary graph
automatic semigroup with structure (Z, a,R = a∗, ν), and let T = {t0, . . . tr−1}.
As T is finite it is unary graph automatic, with structure (T, b,K = b∗, µ),
where µ(bi) = ti mod r. Suppose that S oτ T is finitely generated by a set Y .
Let L = c∗ and define ψ : L→ S × T by
ψ(cn) = (ν(abn/rc), µ(bn)).
This is injective, so L= is regular. We also define homomorphisms θ1 : a∗×a∗ →
c∗ × c∗ and θ2 : b∗ × b∗ → c∗ × c∗ by
θ1(ai, aj) = (cir, cjr)
and
θ2(bi, bj) = (ci, cj).
Then
L(s,t) ={(cn, cm) : ν(abn/rc)s = ν(abm/rc) and µ(bn)st = µ(bm)}
={(cn, cm) : (abn/rc, abm/rc) ∈ Rs and there exists k ∈ N0 such that
(bn, bk) ∈ Es and (bk, bm) ∈ Kt}
={(cl1 , cl2) : 0 ≤ l1, l2 ≤ r − 1}θ2({(bi, bj) : (bi, bk) ∈ Es and
(bk, bj) ∈ Kt}) ∩ θ1(Rs)
where Es = {(bi, bj) : µ(bi)s = µ(bj)} is the language recognising the endo-
morphism τ(s), which is regular. Thus L(s,t) is regular, and so (Y, c, c∗, ψ) is a
unary graph automatic structure for S oτ T .
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This allows us to show that taking the direct product of a finite semigroup
with a unary graph automatic semigroup preserves unary graph automaticity.
Corollary 7.3.3. If the direct product of a unary graph automatic semigroup
and a finite semigroup is finitely generated then it is unary graph automatic.
Proof. Let S and T be unary graph automatic. The direct product S×T is the
semidirect product S oτ T , where τ is trivial. This means that all our actions
τ(s) for s ∈ S are the identity, and so are clearly automatic. Thus by Theorem
7.3.2, if one of S or T is finite the direct product is unary graph automatic.
We have seen that this is not necessarily the case when both our semigroups
are infinite. In fact, we conjecture that the direct product of two infinite semi-
groups is never unary graph automatic.
Conjecture 7.3.4. The direct product of two unary graph automatic semi-
groups is unary graph automatic if and only if at least one semigroup is finite.
In the case of groups, we can show that this holds.
Theorem 7.3.5. The direct product of two unary graph automatic groups is
unary graph automatic if and only if at least one of the groups is finite.
Proof. Let G and H be unary graph automatic groups, and suppose that G
and H are both infinite. Let G × H be unary graph automatic. Then there
is some element of infinite order (g, h) ∈ G × H and some finite set A =
{(g1, h1), . . . , (gn, hn)} ⊂ G×H such that
G×H = A((g, h)∗ ∪ (g−1, h−1)∗),
by Proposition 6.5.5.
As H is infinite, there exists an infinite collection of distinct elements
v1, v2, v3, · · · ∈ H.
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Consider the infinite collection of elements (u, vi) ∈ G×H for i ≥ 1 and some
fixed u ∈ G. Then each such element can be written as
(u, vi) = (gki , hki)(g, h)
pi
for some (gki , hki) ∈ A. As A is finite, we must have some distinct vi and vj
for which (gki , hki) = (gkj , hkj ). Then, as the first components of (u, vi) =
(gki , hki)(g, h)
pi and (u, vj) = (gkj , hkj )(g, h)
pj are equal, we must have that
u = gkig
pi = gkjg
pj and so pi = pj , as gki = gkj and G is infinite so g is an
element of infinte order. Thus we have that
vi = hkih
pi = hkjh
pj = vj ,
contradicting our assumption that vi 6= vj . Thus G and H cannot both be
infinite.
The converse follows from Corollary 7.3.3.
Alternatively, we may prove the forward direction of this theorem using the
classification of unary graph automatic groups discussed in Section 6.5.
Proposition 7.3.6. The direct product of two infinite groups is never unary
graph automatic.
Proof. Let G and H be unary graph automatic groups. Suppose that G × H
is unary graph automatic. Then, by Proposition 6.5.5, we have that G × H
contains a cyclic subgroup of finite index, S. Let S = 〈(g, h)〉, and note that 〈g〉
must be a subgroup of finite index in G and 〈h〉 is a subgroup of finite index in
H. Then as [G×H : S] <∞ we must also have that
[(G×H) ∩ (〈g〉 × 〈h〉) : S ∩ (〈g〉 × 〈h〉)] = [〈g〉 × 〈h〉 : S] <∞.
Thus we have that the direct product of two infinite cyclic subgroups contains
an infinite cyclic subgroup of finite index, a contradiction.
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In Section 6.5 we saw that certain graph automatic semigroups could be
written in the form S = Ax∗, where A is a finite set and x is an element of
infinite order. We have already seen that not all semigroups can be written this
way, as groups do not have this form. We now use Corollary 7.3.3 to give a
non-group example which cannot be expressed in this form.
Example 7.3.7. Let Z = {z1, . . . , zk} be a right-zero semigroup. Consider
S = N × Z, where N is generated by x. Note that S is generated by the set
{(x, zi) : 1 ≤ i ≤ k}. Then as N is unary graph automatic and Z is finite we have
that S is unary graph automatic by Corollary 7.3.3. Consider (xn, zi) for some
n ∈ N and 1 ≤ i ≤ k, and suppose that we can write S as A(xn, zi)∗ for some
finite set A. But for any (xm, zj) ∈ A we have that (xm, zj)(xn, zi) = (xm+n, zi)
and so A(xn, zi)∗ will only ever have finitely many elements which do not have
zi in the second component. Therefore this is not equal to S for any choice of
zi.
We have also seen that every disjoint union of finitely many free monogenic
semigroups is unary graph automatic, in Section 6.6. Every such semigroup S =⋃
x∈X Nx can clearly be expressed as S = x
∗
1 ∪ · · · ∪x∗k for some x1, . . . , xk ∈ X.
We again use Corollary 7.3.3 to show that this is not the case for every unary
graph automatic semigroup.
Example 7.3.8. Let C2 = {y, y2} be the cyclic group of order two and consider
S = N × C2, where N is generated by x. We have that S is generated by
the set {(x, y), (x, y2)}. Then as N is unary graph automatic and C is finite
we have that S is unary graph automatic by Corollary 7.3.3. Suppose that
S = (xn1 , ym1)∗∪ (xn2 , ym2)∗∪· · ·∪ (xnk , ymk)∗ for some n1, n2, . . . , nk ∈ N and
m1,m2, . . . ,mk ∈ {1, 2}. Then as (xni , ymi)2 = ((xn1)2, y2) for both mi = 1
and mi = 2, we can never get all of the elements of the form (x2
pn1 , y) for p ∈ N,
a contradiction. Thus S cannot be written as (xn1 , ym1)∗ ∪ (xn2 , ym2)∗ ∪ · · · ∪
(xnk , ymk)∗.
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7.4 Free Products
We have already seen that free semigroups are generally not unary graph auto-
matic. We consider free products of unary graph automatic semigroups, and see
that they only preserve unary graph automaticity if we take the free product of
two trivial semigroups.
Theorem 7.4.1. The free product of two semigroups is unary graph automatic
if and only if both semigroups are trivial.
Proof. Example 6.1.7 shows that the free product of two trivial semigroups is
unary graph automatic.
To prove the converse, let S and T be finitely generated semigroups, gener-
ated by X and Y respectively. Suppose that S∗T is unary graph automatic with
injective structure (X ∪ Y, a, L = a∗, ν). We now consider the subsemigroup U
consisting of all elements which end in an element of S. The preimage of U is
given by
LS =
⋃
x∈X
L(2)x
where L(2)w signifies the second component of Lw for w ∈ S ∗ T . This is regular,
and so we have a unary graph automatic structure (X, a, LS , ν|LS ) for U .
Consider ts ∈ U , for some s ∈ S and t ∈ T . We will now show that the
conditions of Proposition 6.5.1 are satisfied, and so there is a finite set A such
that U = A(ts)∗. First note that ts has infinite order in U . As every element of
U ends in an element of S we must have that u1ts = u2ts implies that u1 = u2,
for any u1, u2 ∈ U . Thus ts is right-cancellative in U , so the automaton Ax
is of type 2 by Proposition 6.5.2, satisfying the first condition of Proposition
6.5.1. Every time we multiply an element of U by ts we increase the length of
our element. Thus we cannot have any u ∈ U such that uts = u and the second
condition is satisfied. Finally, if we have a finite set F ⊂ U then the set
F 〈ts〉−1 = {u ∈ U : u(st)∗ ∩ F 6= ∅}
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is finite, as there is a bound on the length of the elements of F , and each
multiplication by ts increases the length of an element. Thus the third condition
is satisfied.
Hence by Proposition 6.5.1 we can write U = A(ts)∗ for some finite set A ⊂
U . Similarly, we may define the subgroup V consisting of all elements ending
in an element of T and find a unary graph automatic structure (Y, a, LT , ν|LT ),
such that we can write V = B(st)∗ for some finite set B ⊂ V .
Finally, as S ∗ T = U ∪ V we have that S ∗ T = A(ts)∗ ∪ B(st)∗. Thus all
but finitely many elements of the semigroup end in either s or t. As the free
product of two semigroups must have infinitely many elements ending in every
element of S and every element of T , this is only the case if S and T are both
trivial.
7.5 Rees Matrix Semigroups
In Section 5.3 we saw that finitely generated Rees matrix semigroups over graph
automatic semigroups are also graph automatic. We show that the same result
holds when we consider unary graph automatic semigroups.
Theorem 7.5.1. Let S = M [T ; I, J ;P ] be a Rees matrix semigroup, where T
is a unary graph automatic semigroup, and I and J are finite. If S is finitely
generated then it is unary graph automatic.
Proof. Let T be a unary graph automatic semigroup with structure (X, a,R =
a∗, ν). Let |I| = kI , |J | = kJ and k = kIkJ . Define µ : b∗ = L→ S by
µ(bm) = (m mod kI , ν(abm/kc), b(m mod k)/kIc).
Then as we increase m, we first vary the first component, while keeping the
second and third components fixed. After reaching kI − 1, the first component
will then cycle again, but this time with the final component increased by 1.
This continues until we have cycled through all possible combinations in the
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first and third components while keeping the middle component fixed. Once all
such combinations have been achieved, the middle component will change and
the process begins again. Thus each element is represented by precisely one
word. Hence µ is a bijection, and so L= is regular. Let Y be a finite generating
set for S and let (i, y, j) ∈ Y . Then
L(i,y,j) ={(bm, bn) : m mod kI = n mod kI , (abm/kc, abn/kc) ∈ Rpliy,
and j = b(n mod k)/kIc},
where l = b(m mod k)/kIc.
We define a homomorphism ψ : a∗ → b∗ by
ψ(an) = bnk
and so
L(i,y,j) =(b, b)∗{($, bkI )∗, (bkI , $)∗}
∩
⋃
l∈J
({(bp, bq) : 0 ≤ p, q < k}ψ(Rpliy) ∩ ((bk)∗{bkI l+r : 0 ≤ r < kI} × b∗))
∩ (b∗ × (bk)∗{bjkI+r : 0 ≤ r < kI}).
The first of these sets checks that n and m are equal modulo kI , the second
checks that (abm/kc, abn/kc) ∈ Rpliy for each choice of l = b(m mod k)/kIc, and
the third checks that j = b(n mod k)/kIc.
As T is unary graph automatic, Rpliy is regular, and so L(i,y,j) is regular.
Thus S is unary graph automatic with structure (Y, b, b∗, µ).
Note that this is similar to the unary FA-presentable case, where unary FA-
presentability is preserved by taking finite-by-finite Rees matrix constructions
over a unary FA-presentable semigroup, and also by taking finite-by-countable
Rees matrix semigroups over a finite semigroup, as shown in [11]. Note that to
preserve graph automaticity we require both I and J to be finite in order for
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the Rees matrix semigroup to be finitely generated, by Proposition 5.3.1.
7.6 Semilattices of Semigroups
In Section 5.4, we saw that strong semilattices of graph automatic semigroups
are graph automatic if and only if each of the homomorphisms is automatic.
We now consider strong semilattices of unary graph automatic semigroups, and
show that this construction also preserves unary graph automaticity.
Theorem 7.6.1. Let S =
⋃
u∈Y Su be a strong semilattice of semigroups over
a finite semilattice Y . Then S is unary graph automatic if and only if each Su
is unary graph automatic and each homomorphism ϕu,v : Su → Sv is automatic
with respect to the graph automatic structures for Su and Sv.
Proof. Let S =
⋃
u∈Y Su be a strong semilattice of semigroups over the fi-
nite semilattice Y = {0, 1, . . . , n − 1}, such that each of the Su is graph au-
tomatic. Thus each Su has graph automatic structure (Xu, au, a∗u, νu). Let
X =
⋃
u∈Y Xu. Then X is a generating set for S and is finite as each of the Xu
is finite.
Let R = b∗, and define ν : b∗ → S by
ν(bqn+r) = νr(aqr).
Then
R= = {(bpn+u, bqn+v) : νu(apu) = νv(aqv)}
= (b, b)∗
as νu(apu) = νv(a
q
v) if and only if u = v and p = q, due to the uniqueness of the
original structures.
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We define a homomorphism ψ : a∗u × a∗uv → b∗ × b∗ by
ψ(aku, a
l
uv) = (b
nk, bnl).
Now let xv ∈ Xv. Note that if suxu = t in S for some su ∈ Su then t ∈ Suv.
Thus
Rxv =
⋃
u∈Y
({bpn+u, bqn+w) ∈ b∗ × b∗ : νu(apu)xv = νw(aqw) and w = uv}
=
⋃
u∈Y
{(bpn+u, bqn+uv) ∈ b∗ × b∗ : ϕu,uv(νu(apu))ϕu,uv(xv) = νuv(aquv)}
=
⋃
u∈Y
(bu, buv)ψ{(apu, aquv) : (ϕuv(apu), aquv) ∈ (a∗uv)t}
=
⋃
u∈Y
(bu, buv)ψ{(apu, aquv) : (aduv, aquv) ∈ (a∗uv)t and (apu, aduv) ∈ L}
where t = ϕu,uv(xv) is fixed, and
L = {(aku, aluv) : ϕu,uv(νu(aku)) = νuv(aluv)}
is the language recognising ϕu,uv. Then as L and (a∗uv)t are regular, Rxv is
regular, and so S is unary graph automatic.
Conversely, suppose that S is graph automatic. Then each Su is graph auto-
matic by Corollary 5.4.3, and in particular Su is shown to be graph automatic
by showing that it is a regular subsemigroup. Hence by Proposition 7.0.1, we
have that Su is unary graph automatic for each Su in Y . In addition, we have
that each homomorphism ϕu,v is regular with respect to the graph automatic
structure of Su and Sv as in Proposition 5.4.8.
7.7 Bruck-Reilly Extensions
In Section 4.4 we saw that Bruck-Reilly extensions preserve graph automaticity
if we have certain conditions on the homomorphism. We now show that the same
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does not hold for Bruck-Reilly extensions of unary graph automatic monoids.
Proposition 7.7.1. The Bruck-Reilly extension of a monoid is never unary
graph automatic.
Proof. Consider the Bruck-Reilly extension T = BR(M, θ) of a monoid M .
Suppose that T is unary graph automatic. Then by Theorem 6.8.1, we have
that
T = F ∪
(
n⋃
i=1
siu
∗
i ti
)
,
where F is a finite set, ui ∈ T , and si, ti ∈ T 1. Now any element of T can also
be written as cimbj for some m ∈M , and i, j ∈ N0, where b and c are elements
not in M . Thus given an element of T in the form sukt for some s, t ∈ T 1,
u ∈ T and k ∈ N0 we may replace each of s, t and u by an element of the form
cimbj . Thus all but finitely many elements of T can be written as
(ci1m1bj1)(ci2m2bj2)k(ci3m3bj3) = ci4m4bj4
for some mi ∈ M . Now if i2 > j2 then we can get arbitrarily large powers
of c but our power of b will be fixed, and conversely if i2 < j2 we will get
arbitrarily large powers of b but will fix the power of c. Finally, if i2 = j2 then
our power of b and c will remain fixed. Thus it is not possible to get every
possible combination of powers of b and c by starting with only finitely many
elements.
In particular, this allows us to show that the bicyclic monoid is not unary
graph automatic.
Example 7.7.2. The bicyclic monoid is the Bruck-Reilly extension
B = BR({1}, θ)
of the trivial monoid {1} under the trivial homomorphism, thus is not unary
graph automatic, by Theorem 7.7.1.
Chapter 8
Conclusion and Overview of
Open Questions
In this thesis we have provided an introduction to the theory of graph automatic
semigroups. We now recap some of the open problems and questions that we
have encountered throughout this thesis, as an indication of the directions which
further work may take.
Throughout this thesis we have demonstrated that various constructions are
graph automatic. However, we do not have an effective way of determining
whether a given semigroup is not graph automatic. Currently, the only way of
saying that a semigroup is not graph automatic is if it is not finitely generated
or does not have decidable word problem. In Chapter 6, we found that unary
graph automatic semigroups must possess certain properties, enabling us to
show that some semigroups were not unary graph automatic. In order to do
this we considered the form of the acceptor automata for our semigroups. A
similar approach for general graph automatic semigroups would be much more
complicated, as the forms of the possible acceptor automata are much more
complex. Nevertheless, having an effective way of showing that a semigroup is
not graph automatic would be both interesting in its own right and also useful
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in helping to answer some of the other open problems regarding our semigroup
constructions. Thus we ask:
Question 8.0.1. How can we show that a semigroup is not graph automatic?
In Chapter 3, we saw that it is possible to have a non-regular subsemigroup
of a graph automatic semigroup, but that left ideals of graph automatic semi-
groups are always regular. We ask whether this is the case for right ideals also,
and whether a right ideal of a graph automatic semigroup is necessarily graph
automatic. Of course, if the answer to the first question is yes then the answer
to the second must be yes also.
Question 8.0.2. Are finitely generated right ideals of graph automatic semi-
groups always regular subsemigroups? Are finitely generated right ideals of
graph automatic semigroups necessarily graph automatic?
In fact we wish to go further, and ask whether all finitely generated subsemi-
groups of graph automatic semigroups are graph automatic. If the answer to
this question was yes then it would immediately allow us to answer some of the
open questions regarding constructions. If the answer was no, then this might
still provide insight into how to answer some of the open questions regarding
constructions, possibly by giving us examples which allow us to show that some
of the constructions do not preserve graph automaticity.
Question 8.0.3. Are finitely generated subsemigroups of graph automatic
semigroups necessarily graph automatic?
In Chapters 4 and 5, we considered whether various semigroup construc-
tions preserved graph automaticity. We now highlight some of the major open
problems regarding these constructions.
In Section 4.1, we saw that taking the free product of two graph automatic
semigroups gives a graph automatic semigroup. We ask whether the converse
holds. This is of particular interest when we consider it in comparison to au-
tomatic and FA-presentable semigroups. We have that a free product of two
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semigroups is automatic if and only if both semigroups are automatic, but a free
product is FA-presentable if and only if both semigroups are trivial. As these
results differ so much, it would be of interest to be able to fully compare them
to the graph automatic case.
Question 8.0.4. If a free product of two semigroups is graph automatic, are
both factors graph automatic?
Also of interest is the analogous question for direct products, that is if we
have a direct product of two semigroups which is graph automatic, are both
semigroups graph automatic? In Section 4.3 we saw that we could answer
this question positively when our graph automatic semigroup was the direct
product of a finite semigroup and a monoid. The next steps would perhaps
be to answer this question for the direct product of a finite semigroup with an
infinite semigroup, or for the direct product of two infinite monoids, with the
aim of answering the question in general.
Question 8.0.5. If a direct product of two monoids is graph automatic, are
both monoids graph automatic? If a direct product of a finite semigroup and an
infinite semigroup is graph automatic, are both semigroups graph automatic?
If a direct product of two arbitrary semigroups is graph automatic, are both
semigroups graph automatic?
In Section 5.3, we consider Rees matrix semigroups. We saw that finitely gen-
erated Rees matrix semigroups and finitely generated Rees matrix semigroups
with zero are both graph automatic if their base semigroup is graph automatic.
We ask whether the converse also holds. A first step might be to show that if a
Rees matrix semigroup over a group is graph automatic then the group is graph
automatic.
Question 8.0.6. If a Rees matrix semigroup over a group is graph automatic,
is the group graph automatic? If a Rees matrix semigroup over a semigroup is
graph automatic, is the semigroup graph automatic?
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In Chapters 6 and 7 we examined those semigroups which have a graph
automatic structure over a single letter alphabet. We now consider some of the
open problems for unary graph automatic semigroups.
In Section 6.6 we saw that the class of unary graph automatic semigroups
contains the class of semigroups which are disjoint unions of finitely many free
monogenic semigroups. In [1], the authors show that such semigroups are finitely
presented and residually finite. We ask whether all unary graph automatic
semigroups also possess these properties. In Section 6.8, we found a way of
expressing a unary graph automatic semigroup by a uniform set of normal forms.
It is possible that these normal forms may allow us to answer these questions,
similarly to how normal forms were used to demonstrate these properties in [1].
Question 8.0.7. Are unary graph automatic semigroups always finitely pre-
sented? Are they residually finite?
In Section 6.5 we saw that unary graph automatic groups are precisely those
groups with a cyclic subgroup of finite index. We ask whether we may, perhaps
in a similar way, find a necessary and sufficient condition for a semigroup to be
unary graph automatic.
Question 8.0.8. Can we classify all unary graph automatic semigroups?
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