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Abstract
This paper deals with the homogenization of two-dimensional oscillating convex function-
als, the densities of which are equicoercive but not uniformly bounded from above. Using
a uniform-convergence result for the minimizer, which holds for this type of scalar prob-
lems in dimension two, we prove in particular that the limit energy is local and recover
the validity of the analog of the well-known periodic homogenization formula in this de-
generate case. However, in the present context the classical argument leading to integral
representation based on the use of cut-off functions is useless due to the unboundedness
of the densities. In its place we build sequences with bounded energy, which converge
uniformly to piecewise-affine functions, taking pointwise extrema of recovery sequences
for affine functions.
Keywords: Homogenization – Γ-convergence – Periodic – Diffusion – Dimension two
Mathematics Subject Classification: 35B27 – 35J60
1 Introduction
General homogenization theorems ensure that the limit of oscillating functionals of the
form ∫
Ω
fn
(
x
εn
,∇u) dx
with domain some W 1,p Sobolev space is a homogeneous integral of the same form∫
Ω
fhom(∇u) dx
provided the function f is periodic in the first variable and satisfies the ‘standard p-growth
conditions’ c1 |ξ|p − 1 ≤ f(y, ξ) ≤ c2 (1 + |ξ|p) (see, e.g., [4]). This result, up to the use of
asymptotic homogenization formulas to describe fhom in the vector case, is valid in any
dimension and its proof is usually achieved using a technical argument due to De Giorgi,
which consists in the use of ‘cut-off’ functions ϕn in the construction of recovery sequences
of the form vnϕn + (1 − ϕn)un as a convex combination of two recovery sequences. The
use of the p-growth condition allows to optimize the choice of these ϕn. This argument
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is used to ‘glue’ optimal sequences on overlapping sets, match boundary conditions, etc.,
and is stable under small variations of f under the above-mentioned growth conditions
(see [4]).
For functionals not uniformly satisfying a p-growth condition, this result fails. In
particular the limit of energies of the form
Fn(u) =
∫
Ω
fn
(
x
εn
,∇u) dx,
where fn are periodic in the first variable and satisfy ‘degenerate standard p-growth
conditions’ cn1 |ξ|p − 1 ≤ f(y, ξ) ≤ cn2 (1 + |ξ|p) with cn1 possibly vanishing and cn2 possibly
diverging, a ‘local’ representation of the limit energy through the single variable u may
fail. For quadratic energies it can be represented as a Dirichlet form (see [17]), or as a
multi-phase energy (see [1], [6], [8], [9], [13], [15], [16]). Results by Camar-Eddine and
Seppecher [10] determine that a wide class of local and non-local quadratic forms can be
reached as Γ-limit of usual local Dirichlet-type integrals with degenerate coefficients.
The object of this paper is the homogenization of (nonlinear) integral functionals Fn
as above, where Ω is a bounded open set of R2 and u is scalar, when fn satisfies very
mild growth conditions from above (see (2.1)–(2.3) below). In the simplest (linear and
isotropic) case this can be translated into the Γ-convergence of oscillating functionals of
the form
Fn(u) =
∫
Ω
an
(
x
εn
) |∇u|2 dx,
where an ≥ 1 are 1-periodic but an are not bounded in L∞. In this case many of
the usual techniques of Γ-convergence hinted at above do not work as they are usually
stated, but must be carefully modified. This can be seen by examining a sequence wn :=
ϕnun + (1− ϕn)vn obtained by “joining” two sequences un and vn with bounded energy.
Its energy can be estimated by the energies along the sequences un and vn, and a term
depending on ∇ϕn and un − vn. In the linear case above this remainder term takes the
form ∫
Ω
an
(
x
εn
) |∇ϕn|2 |un − vn|2 dx,
and can be made arbitrarily small when un−vn tends to zero in L2, upon suitably choosing
ϕn, if an is bounded in L∞. For unbounded coefficients, for such an argument to work
some stronger convergence is required. In the two-dimensional case the compactness result
of Briane and Casado-Diaz [7] ensures that we can restrict to sequences such that un− vn
converges to zero uniformly, so that the error above is estimated by
‖∇ϕn‖2∞ ‖un − vn‖2∞
∫
Ω
an
(
x
εn
)
dx ≤ |Ω| ‖∇ϕn‖2∞ sup
n
‖an‖L1((0,1)2) ‖un − vn‖2∞,
which shows that the L1-boundedness of an can be used in the cut-off argument.
In place of an L1-boundedness assumption we will suppose that
lim
n→∞ f
hom
n (ξ) ≤ b¯ (1 + |ξ|p)
for all ξ ∈ R2, where the energy density fhomn is given by the cell-problem formula (2.4).
This assumption clearly holds if fn satisfies an L1-boundedness hypothesis of the type
fn(y, ξ) ≤ bn(y) (1 + |ξ|p),
with supn ‖bn‖L1((0,1)2) < ∞, but is more general and covers the case of domains with
strong inclusions.
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Under such a general assumption we bypass the cut-off arguments above, using the
specificity of the scalar setting coupled with the improved convergence of recovery se-
quences. To exemplify our approach, we can consider the simplest case of the construction
of optimal sequences for a function of the form u = u1 ∨ u2 (∨ denotes the maximum)
with ui affine. If uin are optimal sequences for u
i then we can simply set un := u1n ∨ u2n.
The uniform convergence of uin allows then to estimate the error in terms of the size of a
small neighbourhood of the set {u1 = u2}. A technical argument allows then to carry on
this construction to optimal sequences for arbitrary piecewise-affine functions and then
by density to the whole space W 1,p. This proves one of the two inequalities – namely, the
Γ-limsup inequality – of Γ-convergence.
To prove the Γ-liminf inequality we have found it convenient to use the Fonseca-Mu¨ller
blow-up technique, which allows to reduce to the study of converging sequences when the
target function is linear ξ · x. A similar argument as above allows then to modify such
sequences so that it satisfies periodic boundary conditions, which allows an estimate with
the energy densities fhomn (ξ). Again the scalar nature of the problem is heavily exploited
both in the modification leading to periodic boundary conditions and in the reduction to
a single cell-problem formula.
The paper is organized as follows. In Section 2 we state the main result which is
proved in Section 3. Section 4 is devoted to a sufficient condition permitting to derive the
boundedness of fhomn in R2.
Notation
• for any open set ω of R2, ω¯ denotes the closure of ω in R2;
• Y := (0, 1)2;
• H](Y ) denotes the space of the Y -periodic functions which belong to Hloc(R2);
2 Statement of the results
Let p > 1, and let Ω be a bounded open set of R2 with a Lipschitz-continuous boundary.
We consider a sequence of non-negative functions fn : R2 × R2 → [0,∞), for n ≥ 1,
satisfying the following properties:
fn(·, ξ) is a Y -periodic measurable function for any ξ ∈ R2, (2.1)
fn(y, ·) is convex with fn(y, ·) ≥ fn(y, 0) for a.e. y ∈ R2, (2.2)
there exists a non-negative sequence bn such that
|ξ|p − 1 ≤ fn(y, ξ) ≤ bn (1 + |ξ|p) , ∀ ξ ∈ R2, a.e. y ∈ R2, (2.3)
Remark 2.1. In (2.2) we can replace the convexity assumption by a continuity assump-
tion. To this end, it is enough to replace the density fn(y, ·) by its convexification, which
leads us to the same convergence result (see Theorem 2.3).
We define, for each fixed n ≥ 1, the “homogenized” density fhomn by the classical
minimization formula (see, e.g., Chapter 14 of [4]):
fhomn (ξ) := inf
{∫
Y
fn(y, ξ +∇ϕ) dy : ϕ ∈W 1,p] (Y )
}
, for ξ ∈ R2. (2.4)
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Thanks to the convexity and the bounds (2.3) satisfied by the function fn, the infimum
in problem (2.4) is attained, i.e.
∀ ξ ∈ R2, ∃ϕξn ∈W 1,p] (Y ) such that fhomn (ξ) =
∫
Y
fn
(
y, ξ +∇ϕξn
)
dy. (2.5)
We will use the De Giorgi Γ-convergence theory. We refer to [11], [2] or [4] for a
general presentation and the basic properties of Γ-convergence. Here, we simply recall the
following definition:
Definition 2.2. A sequence of functionals Fn : Lp(Ω) → [0,∞] is said to Γ-converge to
F : Lp(Ω)→ [0,∞] for the strong topology of Lp(Ω) if, for any u in Lp(Ω),
(i) the Γ-liminf inequality holds
∀un −→ u strongly in Lp(Ω), F (u) ≤ lim inf
n→∞ Fn(un), (2.6)
(ii) the Γ-limsup inequality holds
∃ u¯n −→ u strongly in Lp(Ω), F (u) = lim
n→∞Fn(u¯n). (2.7)
Any sequence satisfing (2.7) will be called a recovery sequence for Fn, of limit u.
Let εn be a sequence of positive numbers, which converges to 0 as n → ∞. For any
n ≥ 1, we define the functional Fn : Lp(Ω)→ [0,∞] by
Fn(u) :=

∫
Ω
fn
(
x
εn
,∇u) dx if u ∈W 1,p(Ω)
∞ elsewhere.
(2.8)
The main result of the paper is the following theorem:
Theorem 2.3. Let Ω be a bounded open set of R2, with a Lipschitz continuous boundary.
In addition to conditions (2.1)–(2.3), assume that there exist a positive constant b¯ and a
function fhom∞ : R
2 → [0,∞), such that
∀ ξ ∈ R2, lim
n→∞ f
hom
n (ξ) = f
hom
∞ (ξ) ≤ b¯ (1 + |ξ|p) . (2.9)
Then, the sequence of functionals Fn defined by (2.8) Γ-converges for the strong topology
of Lp(Ω), to the functional F∞ defined by
F∞(u) :=
∫
Ω
fhom∞ (∇u) dx (2.10)
for all u ∈W 1,p(Ω).
Remark 2.4. Theorem 2.3 provides an extension of the periodic homogenization of en-
ergies even in the case of a single function; i.e., when the density fn(y, ξ) = f(y, ξ) does
not depend on n and satisfies the growth condition
|ξ|p − 1 ≤ f(y, ξ) ≤ b(y) (1 + |ξ|p) , ∀ ξ ∈ R2, a.e. y ∈ R2,
where b ∈ L1] (Y ).
The classical framework of the periodic homogenization is based on the stronger as-
sumption b ∈ L∞] (Y ), but holds true in any dimension and for non-convex vector-valued
problems (see, e.g., Section 21.3 of [4]). The two-dimensional setting allows us to relax
the right-hand side of the growth estimate (2.3), with a sequence bn which is not neces-
sarily bounded in L1] (Y ). As a consequence we need to modify the definitions (2.8) of Fn
and (2.4) of fhomn by assuming the continuity of the functions.
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Remark 2.5. We can replace the assumption that 0 is an absolute minimizer of fn(y, ·)
for a.e. y ∈ R2, by the following more general one:
There exist a function θ : [0,∞)→ [0,∞) and a sequence of functions ϕn in C](εnY )∩
W 1,p] (εnY ), such that for any n ≥ 1,
lim
t→0
θ(t) = 0, ∀x1, x2 ∈ R2, |ϕn(x1)− ϕn(x2)| ≤ θ(|x1 − x2|), (2.11)
∇ϕn(εny) is an absolute minimizer of fn(y, ·) for a.e. y ∈ R2. (2.12)
For example, the sequence defined by ϕn(x) := εn ϕ( xεn ), for x ∈ R2, where ϕ ∈W
1,∞
] (Y ),
satisfies condition (2.11) with θ(t) := ‖∇ϕ‖∞t.
3 Proof of the results
3.1 A uniform-convergence result
We have the following result which extends the uniform convergence result obtained in
the linear framework of [7]:
Proposition 3.1. Let Ω be a bounded open set of R2, with a Lipschitz continuous bound-
ary. Let fn : R2 × R → [0,∞) be functions satisfying conditions (2.1), (2.3) and (2.12).
Consider a function u ∈ W 1,p(Ω) ∩ C(Ω¯), and a sequence uˆn in W 1,p(Ω) which strongly
converges to u in Lp(Ω), with ∫
Ω
fn
(
x
εn
,∇uˆn
)
dx ≤ c. (3.1)
Let Ω′ be an open subset of Ω. Then, there exist a subsequence of n, still denoted by n,
and a sequence un in W 1,p(Ω) which satisfies the convergences
un −⇀ u weakly in W 1,p(Ω) and un −→ u strongly in L∞loc(Ω′), (3.2)
and the energy estimate∫
Ω′
fn
(
x
εn
,∇un
)
dx ≤
∫
Ω′
fn
(
x
εn
,∇uˆn
)
dx+ o(1). (3.3)
Moreover, for any open subsets ω, ω˜ of Ω, with ω¯ ⊂ ω˜, the sequence un satisfies∫
ω
fn
(
x
εn
,∇un
)
dx ≤
∫
ω˜
fn
(
x
εn
,∇uˆn
)
dx+ o(1). (3.4)
Remark 3.2. In Proposition 3.1 the case p ∈ (1, 2] is the most relevant, since in dimension
two the embedding of W 1,p(Ω) in C(Ω¯) is compact for p > 2.
The result of Proposition 3.1 also extends to the following periodic case with the
sequence of functionals F ],ξn , for ξ ∈ R2, defined by
F ],ξn (ϕ) :=
∫
Y
fn
(
nx,∇ϕ(x)) dx, for ϕ ∈W 1,p] (Y ). (3.5)
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Proposition 3.3. For n ≥ 1 and ξ ∈ R2, consider ϕξn ∈W 1,p] (Y ) satisfying (2.5). Then,
there exists a sequence ψn which converges to zero weakly in W
1,p
] (Y ) and strongly in
L∞] (Y ), such that∫
Y
fn
(
nx, ξ +∇ψn(x)
)
dx =
∫
Y
fn
(
nx, ξ +∇ϕξn(nx)
)
dx+ o(1) = fhomn (ξ) + o(1). (3.6)
Moreover, for any regular bounded open sets ω, ω˜ of R2, with ω¯ ⊂ ω˜, we have∫
ω
fn
(
nx, ξ +∇ψn(x)
)
dx ≤ |ω˜| fhomn (ξ) + o(1). (3.7)
Proposition 3.1 is based on the following maximum principle result:
Lemma 3.4. Let O be a bounded open subset of R2. Let ϕ be a function in W 1,p(O)
satisfying (2.11). Let g : O × R2 → R be a function such that
(i) g(·, ξ) is measurable for any ξ ∈ R2,
(ii) g(x, ·) is strictly convex for a.e. x ∈ O,
(iii) g satisfies the growth condition
|ξ|p − 1 ≤ g(x, ξ) ≤ β(x) (1 + |ξ|p) , ∀ ξ ∈ R2, a.e. x ∈ O,
where β ∈ L1(O),
(iv) ∇ϕ(x) is an absolute minimizer of g(x, ·) for a.e. x ∈ O.
Let G :W 1,p(O)→ [0,∞] be the functional defined by
G(u) :=
∫
O
g(x,∇u) dx, for u ∈W 1,p(O).
For uˆ ∈ W 1,p(O) ∩ C(O¯) with G(uˆ) < ∞, consider the function u ∈ W 1,p(O) defined by
the minimization problem
G(u) = min
{
G(v) : v − uˆ ∈W 1,p0 (O)
}
<∞.
Then, we have the following maximum principle
min
∂O
(uˆ− ϕ) ≤ u− ϕ ≤ max
∂O
(uˆ− ϕ) a.e. in O.
Proof of Proposition 3.1. The proof is an adaptation of the proof of Theorem 2.1 in [7]
to the present nonlinear framework. Therefore, we will give the main steps of the proof
without specifying the details.
Define the function gn : Ω× R2 → [0,∞) by
gn(x, ξ) := fn
(
x
εn
, ξ
)
+
1
n
|ξ −∇ϕn(x)|p , for (x, ξ) ∈ Ω× R2,
and the functional Gn :W 1,p(Ω)→ [0,∞] by
Gn(u) :=
∫
Ω′
gn(x,∇u) dx, for u ∈W 1,p(Ω).
Note that, by the convexity of fn(y, ·) and (2.12), the function gn(x, ·) is a strictly convex
function in R2 with ∇ϕn(x) as an absolute minimum.
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Using a density argument and the continuity of the functional v 7→ ∫Ω′ fn(x,∇v) dx in
W 1,p(Ω), we can assume that uˆn is regular without modifying the right-hand side of (3.3).
By estimate (3.1) combined with the equicoercivity of gn(x, ·) (as a consequence of (2.3))
the sequence uˆn is bounded inW 1,p(Ω) and thus weakly converges to u inW 1,p(Ω). Then,
by virtue of the regularity of Ω, up to a subsequence, uˆn converges uniformly to u in a
relatively closed subset K of Ω, such that for a given q ∈ (1, p), the q-capacity Cq(Ω \K)
of Ω \ K can be chosen arbitrarily small. By Lemma 2.8 of [7] (which is specific to
dimension two) the diameter of any connected component O of Ω \ K is bounded by a
constant times Cq(Ω \K)
1
2−q . Therefore, there exists an increasing sequence nk, k ≥ 1, of
positive integers and a sequence Kk of relatively closed subsets of Ω such that
∀n ≥ nk, ‖uˆn − u‖L∞(Kk) ≤
1
k
, (3.8)
and for any connected component O of Ω \Kk,
diam (O) ≤ 1
k
. (3.9)
Now, for any n ∈ [nk, nk+1), define the function un ∈W 1,p(Ω) by the following procedure:
• in any connected component O of Ω \ Kk such that O ⊂ Ω′, un is defined by the
minimization problem∫
O
gn(x,∇un) dx = min
{∫
O
gn(x,∇v) dx : v − uˆn ∈W 1,p0 (O)
}
, (3.10)
• un := uˆn elsewhere.
Taking into account (3.1) it is easy to check that un ∈ W 1,p(Ω) and un − uˆn ∈ W 1,p0 (Ω).
Thanks to Lemma 3.4 we have, for any connected component of Ω \Kk,
∀n ∈ [nk, nk+1), min
∂O
(uˆn − ϕn) ≤ un − ϕn ≤ max
∂O
(uˆn − ϕn) a.e. in O. (3.11)
Consider the increasing sequence of open subsets of Ω′ defined by
Ω′k :=
{
x ∈ Ω′ : dist (x, ∂Ω′) > 2
k
}
, for k ≥ 1.
Note that by estimate (3.9) any connected component O such that O ∩ Ω′k 6= Ø, satisfies
O ∩ ∂Ω = Ø and thus ∂O ⊂ Kk. Then, estimates (3.8), (3.11) and the triangle inequality
imply that
∀n ≥ nk, ‖un − u‖L∞(Ω′k) ≤
1
k
+ sup
x,y ∈Ω
|x−y|≤ 1
k
(
|u(x)− u(y)|+ |ϕn(x)− ϕn(y)|
)
.
This, combined with the uniform continuity of u in Ω¯ and (2.11), yields
lim
k→∞
(
sup
n≥nk
‖un − u‖L∞(Ω′k)
)
= 0,
which implies the uniform convergence (3.2).
On the other hand, by the construction of uˆn we have
∀n ≥ 1, un − uˆn ∈W 1,p0 (Ω′) and Gn(un) =
∫
Ω′
gn(x,∇un) dx ≤ Gn(uˆn). (3.12)
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Estimate (3.12) combined with the equicoercivity of gn(x, ·), estimate (3.1) and the bound-
edness of uˆn inW 1,p(Ω), implies that un is also bounded inW 1,p(Ω). Therefore, un satisfies
the weak convergence in (3.2). Again by (3.12) we get
Gn(un) =
∫
Ω′
fn
(
x
εn
,∇un
)
dx+
1
n
∫
Ω′
|∇un −∇ϕn|p dx
=
∫
Ω′
fn
(
x
εn
,∇un
)
dx+ o(1)
≤ Gn(uˆn) + o(1) =
∫
Ω′
fn
(
x
εn
,∇uˆn
)
dx+ o(1),
which yields (3.3).
Finally, for k large enough, any connected component O of Ω \Kk with O ∩ ω¯ 6= Ø,
satisfies O ⊂ ω˜ \ Kk. Hence, from the definitions of gn and un we deduce that for any
n ∈ [nk, nk+1),∫
ω\Kk
fn
(
x
εn
,∇un
)
dx ≤
∑
O⊂ ω˜\Kk
∫
O
fn
(
x
εn
,∇un
)
dx ≤
∫
ω˜\Kk
fn
(
x
εn
,∇uˆn
)
dx+ o(1).
This combined with the equality un = uˆn in Kk, implies (3.4) and concludes the proof.
Proof of Proposition 3.3. Let us start by the following remark: In Proposition 3.1,
when Ω := (−k, k)2, for an integer k ≥ 2, and uˆn is a sequence of Y -periodic functions
which weakly converges to u inW 1,p(Ω), the closed sets K on which the convergence of uˆn
is uniform are Y -periodic. Indeed, the open sets Ω \ K of arbitrary small capacity are
built from sets of the type {x ∈ Ω : |uˆn(x) − u(x)| ≥ ε}, ε > 0, (see, e.g., Theorem 7
of [12]) which are clearly Y -periodic. Therefore, the sequence un defined by (3.10) is also
Y -periodic. So, the procedure of Proposition 3.1 preserves the periodicity.
Let ξ ∈ R2. First of all, using a density argument and the continuity of the functional
ϕ 7→ ∫Y fn(y, ξ+∇ϕ) dy inW 1,p] (Y ), there exists a sequence ψˆn in C1] (Y ) which is bounded
in W 1,p] (Y ) and satisfies∫
Y
fn
(
y, ξ +∇ψˆn(y)
)
dy =
∫
Y
fn
(
y, ξ +∇ϕξn(y)
)
dy + o(1) = fhomn (ξ) + o(1). (3.13)
On the other hand, for any integer k ≥ 2, the sequence F ],ξn defined by (3.5) reads as
F ],ξn (ϕ) :=
1
4k2
∫
(−k,k)2
fn
(
nx, ξ +∇ϕ(x)) dx, for ϕ ∈W 1,p] (Y ),
and the continuous functions 1n ψˆn(nx) weakly converge to zero (continuous) in W
1,p
] (Y ).
Then, by the preliminary remark there exists a sequence ψn which weakly converges to
zero in W 1,p] (Y ) and strongly in L
∞
] (Y ), such that
F ],ξn (ψn) =
∫
Y
fn
(
nx, ξ +∇ψn(x)
)
dx
≤ F ],ξn
(
1
n ψˆn(nx)
)
+ o(1) =
∫
Y
fn
(
nx, ξ +∇ψˆn(nx)
)
dx+ o(1).
This, combined with (3.13) and the Y -periodicity of ψˆn, yields the first estimate∫
Y
fn
(
nx, ξ +∇ψn(x)
)
dx ≤ fhomn (ξ) + o(1). (3.14)
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On the other hand, let ψ˜n be the Y -periodic function defined by
ψ˜n(y) :=
1
n
∑
κ∈{0,...,n−1}2
ψn
(
y + κ
n
)
, for y ∈ R2. (3.15)
By the definition (2.4) of fhomn , the Y -periodicity of ψ˜n, ψn, fn(·, ξ), and by the convexity
of fn(x, ·), we have
fhomn (ξ) ≤
∫
Y
fn
(
y, ξ +∇ψ˜n(y)
)
dy =
∫
Y
fn
(
nx, ξ +∇ψ˜n(nx)
)
dx (y = nx)
≤ 1
n2
∑
κ∈{0,...,n−1}2
∫
Y
fn
(
nx, ξ +∇ψn(x+ κn)
)
dx
=
1
n2
∑
κ∈{0,...,n−1}2
∫
κ
n
+Y
fn
(
ny, ξ +∇ψn(y)
)
dy (y = x+ κn)
=
∫
Y
fn
(
ny, ξ +∇ψn(y)
)
dy.
(3.16)
Therefore, (3.14) and (3.16) imply the desired estimate (3.6).
On the other hand, similarly to (3.4) we obtain, owing to the construction of the
function ψn from 1n ψˆn(nx), the inequality∫
ω
fn
(
nx, ξ +∇ψn(x)
)
dx ≤
∫
ω˜
fn
(
nx, ξ +∇ψˆn(nx)
)
dx+ o(1).
Then, by the Y -periodicity of ψˆn combined with the regularity of ω˜ we get∫
ω
fn
(
nx, ξ +∇ψn(x)
)
dx ≤ |ω˜|
∫
Y
fn
(
y, ξ +∇ψˆn(y)
)
dy + o(1),
which implies inequality (3.7) by taking into account (3.13). 
Proof of Lemma 3.4. First note that the existence and the uniqueness of the function u
is a consequence of the coerciveness and the strict convexity of g(x, ·) combined with
G(uˆ) <∞. Set m := min∂O(uˆ− ϕ). Since the negative part of u− ϕ−m, (u− ϕ−m)−
belongs to W 1,p0 (O) (see Lemma 2.7 of [7]) and ∇ϕ(x) is an absolute minimum of g(x, ·),
we have
G(u) ≤ G(u+ (u− ϕ−m)−) =
∫
{u−ϕ≥m}
g(x,∇u) dx+
∫
{u−ϕ<m}
g(x,∇ϕ) dx
=
∫
O
g(x,∇u) dx+
∫
{u−ϕ<m}
(
g(x,∇ϕ)− g(x,∇u)) dx
≤ G(u),
Hence, by the convexity of G we deduce that
G(u) ≤ G (u+ 12(u− ϕ−m)−) ≤ 12(G(u) +G (u+ (u− ϕ−m)−)) ≤ G(u),
which yields∫
O
[
1
2
(
g(x,∇u) + g (x,∇u+∇(u− ϕ−m)−))− g (x,∇u+ 12∇(u− ϕ−m)−)] dx = 0.
This combined with the strict convexity of g(x, ·) implies that ∇(u − ϕ −m)− = 0 a.e.
in O. Therefore, we obtain m ≤ u−ϕ a.e. in O. Similarly, we get u−ϕ ≤ max∂O(uˆ−ϕ)
a.e. in O. 
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3.2 Proof of Theorem 2.3
3.2.1 Proof of the Γ-limsup inequality
By condition (2.9) the functional F∞ of (2.10) is continuous in W 1,p(Ω). Therefore, it is
enough to prove the Γ-limsup inequality for piecewise-affine functions, which are a dense
set in W 1,p(Ω) (see, e.g., [2] Remark 1.29).
Let D be a disk of R2 such that Ω¯ ⊂ D, and consider a piecewise-affine function
u : D → R2 associated with a triangulation (Ti)1≤i≤m of D such that
u =
m∑
i=1
1Ti g
i, where gi(x) = ξi · x+ ci, for ξi ∈ R2, ci ∈ R, x ∈ D. (3.17)
It is known (see, e.g., [18]) that there exist k subsets J1, . . . , Jk of {1, . . .m}, such that
the following max-min representation holds:
u =
k∨
j=1
∧
i∈Jj
gi in D. (3.18)
Up to refining the triangulation (using the lines {gi = gj} when gi 6= gj) we can assume
that for any δ > 0 small enough, the triangles T δi defined by
T δi := {x ∈ Ti : dist (x, ∂Ti) ≥ δ} , for i ∈ {1, . . . ,m}, (3.19)
satisfy for any i, j = 1, . . . ,m,
∀x ∈ T δi ,
{
gi(x) < gl(x), ∀ l ∈ Jj \ {i} s.t. gl 6= gi, if i ∈ Jj
gi(x) >
∧
l∈Jj g
l(x), elsewhere.
(3.20)
We denote by h the maximum of the diameters of Ti, and by Ωh the union of the triangles
Ti such that Ti∩Ω 6= Ø. For any ξ ∈ R2, consider a function ϕξn ∈W 1,p] (Y ) satisfyng (2.5).
By virtue of Proposition 3.1 applied to the functions x 7→ gi(x) + εn ϕξ
i
n ( xεn ), for
i = 1, . . . ,m, there exist sequences vin ∈W 1,p(D) which weakly converge to gi in W 1,p(D)
and strongly in L∞loc(Ti), such that for any i, j = 1, . . . ,m, with Ti ⊂ Ωh, we have
∫
Ti
fn
(
x
εn
,∇vin
)
dx ≤
∫
Ti
fn
(
x
εn
, ξi +∇ϕξin ( xεn )
)
dx+ o(1)∫
Ti\T δi
fn
(
x
εn
,∇vjn
)
dx ≤
∫
T˜ δi \T 2δi
fn
(
x
εn
, ξj +∇ϕξjn ( xεn )
)
dx,
where T˜ δi are the enlarged triangles defined by
T˜ δi :=
{
x ∈ R2 : dist (x, Ti
)
< δ
}
, for i ∈ {1, . . . ,m}. (3.21)
This combined with the periodicity of the functions ϕξn implies that
∫
Ti
fn
(
x
εn
,∇vin
)
dx ≤ |Ti| fhomn (ξi) + o(1)∫
Ti\T δi
fn
(
x
εn
,∇vin
)
dx ≤ |T˜ δj \ T 2δj | fhomn (ξi) + o(1).
(3.22)
In analogy to representation (3.18), we then define the function un, for n ≥ 1, by
un =
k∨
j=1
∧
i∈Jj
vin a.e. in Ωh. (3.23)
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Thanks to the uniform convergence of vin in T
δ
i combined with property (3.20), we get
that for n large enough,
∀ i ∈ {1, . . . ,m}, un(x) = vin(x) a.e. x ∈ T δi . (3.24)
Using the following inequality, which is a consequence of definition (3.23) and of the bound
from below of (2.3),
fn( xεn ,∇un) ≤
m∑
j=1
fn( xεn ,∇vjn) +m− 1 for a.e. x ∈ Ωh, (3.25)
we deduce from (3.24) and (3.22) that∫
Ω
fn
(
x
εn
,∇un
)
dx ≤
∑
Ti⊂Ωh
∫
T δi
fn
(
x
εn
,∇un
)
dx+
∫
Ti\T δi
fn
(
x
εn
,∇un
)
dx
≤
∑
Ti⊂Ωh
∫
T δi
fn
(
x
εn
,∇vin
)
dx+
m∑
i,j=1
∫
T˜ δi \T 2δi
fn
(
x
εn
, ξj +∇ϕξjn ( xεn )
)
dx+O(δ)
≤
m∑
i=1
|Ti| fhomn (ξi) +
m∑
i,j=1
|T˜ δi \ T 2δi | fhomn (ξj) + o(1) +O(δ)
Therefore, by the definitions (3.19), (3.21) of the triangles T δi , T˜
δ
i and the definition (3.17)
of u together with convergence (2.9) we obtain
lim sup
n→∞
∫
Ω
fn
(
x
εn
,∇un
)
dx ≤
∑
Ti⊂Ωh
|Ti| fhom∞ (ξi) +O(δ)
=
∫
Ω
fhom∞ (∇u) dx+O(h) +O(δ),
which yields the Γ-limsup inequality.
3.2.2 Proof of the Γ-liminf inequality
The proof is based on the blow-up method due to Fonseca and Mu¨ller [14] and to
Lemma 3.5 which leads us to periodic boundary conditions.
Since Lp(Ω) is separable, there exists a subsequence, still denoted by n, such that
the sequence Fn in (2.8) Γ-converges to a functional F . Let u ∈ Lp(Ω) be such that
F (u) < ∞. Then, consider a sequence un which strongly converges to u in Lp(Ω) and
such that Fn(un) is bounded. By the equicoercivity of Fn (as a consequence of (2.3)) the
sequence un weakly converges to u in W 1,p(Ω).
Blow-up method of [14] (see also [5] for statement adapted to homogenization theory):
Define the measure µn, νn by
µn(B) :=
∫
B
fn
(
x
εn
,∇un
)
dx
νn(B) :=
∫
B
|∇un|p dx,
for any Borel set B ⊂ Ω. (3.26)
Note that by the coercivity condition (2.3) of fn, we have νn ≤ µn + L, where L is the
Lebesgue measure on R2. By the boundedness of Fn(un) = µn(Ω), up to a subsequence
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µn, νn weakly-∗ converge respectively to the Radon measures µ, ν in M(Ω). By lower
semicontinuity and the Radon-Nikodym decomposition of µ, ν we have
lim inf
n→∞ Fn(un) = lim infn→∞ µn(Ω) ≥ µ(Ω) =
∫
Ω
dµ
dx
dx+ µs(Ω) ≥
∫
Ω
dµ
dx
dx,
lim inf
n→∞ Fn(un) ≥ lim infn→∞ νn(Ω) ≥ ν(Ω) =
∫
Ω
dν
dx
dx+ νs(Ω) ≥
∫
Ω
dν
dx
dx,
where µs, νs denote respectively the singular parts of µ, ν. Therefore, it remains to prove
that the regular part of µ satisfies the pointwise inequality
dµ
dx
(x0) ≥ fhom∞
(∇u(x0)) a.e. x0 ∈ Ω. (3.27)
Now, fix a Lebesgue point x0 common to dµdx ,
dν
dx and ∇u. The Besicovitch derivation
theorem implies that
dµ
dx
(x0) = lim
ρ→0
µ(x0 + ρY )
ρ2
= lim
ρ→0
lim
n→∞
µn(x0 + ρY )
ρ2
dµ
dx
(x0) = lim
ρ→0
ν(x0 + ρY )
ρ2
= lim
ρ→0
lim
n→∞
νn(x0 + ρY )
ρ2
,
(3.28)
where the limits in n hold for any ρ but a countable set (since µ, ν are finite). Moreover,
since x0 is a Lebesgue point for ∇u, we have (see, e.g., Theorem 3.4.2. of [19])
lim
ρ→0
1
ρ2
∫
x0+ρY
∣∣∣∣u(x)− u(x0)−∇u(x0) · (x− x0)ρ
∣∣∣∣p dx = 0.
Hence, by the strong convergence of un to u in Lp(Ω), we get that
lim
ρ→0
lim
n→∞
1
ρ2
∫
x0+ρY
∣∣∣∣un(x)− u(x0)−∇u(x0) · (x− x0)ρ
∣∣∣∣p dx = 0. (3.29)
Then, using a diagonal extraction we deduce from (3.28) and (3.29) that there exist
a subsequence of n, still denoted by n, and a positive sequence ρn such that ρn and
ηn := εn/ρn tend to zero, and such that the following limits hold
dµ
dx
(x0) = lim
n→∞
1
ρ2n
∫
x0+ρnY
fn
(
x
εn
,∇un
)
dx
dν
dx
(x0) = lim
n→∞
1
ρ2n
∫
x0+ρnY
|∇un|p dx,
(3.30)
lim
n→∞
1
ρ2n
∫
x0+ρnY
∣∣∣∣un(x)− u(x0)−∇u(x0) · (x− x0)ρn
∣∣∣∣p dx = 0. (3.31)
Making the change of variables
zˆn(y) :=
un(x0 + ρny)− u(x0)
ρn
, where y :=
x− x0
ρn
, (3.32)
in (3.30) and (3.31), it follows that
dµ
dx
(x0) = lim
n→∞
∫
Y
fn
(y+ρ−1n x0
ηn
,∇zˆn
)
dy ≥ lim sup
n→∞
∫
ηn[η
−1
n ]Y
fn
(y+ρ−1n x0
ηn
,∇zˆn
)
dy
dν
dx
(x0) = lim
n→∞
∫
Y
|∇un(x0 + ρny)|p dy = lim
n→∞
∫
Y
|∇zˆn|p dy <∞,
(3.33)
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lim
n→∞
∫
Y
|zˆn −∇u(x0) · y|p dy = 0. (3.34)
Therefore, the sequence zˆn weakly converges to ∇u(x0) · y in W 1,p(Y ). In the same way
this weak convergence holds in W 1,p(RY ) for any R ≥ 1, since zˆn is defined in the very
large domain ρ−1n (−x0 +Ω).
Then, the following result allows us to recover periodic boundary conditions:
Lemma 3.5. We have the inequality
lim sup
n→∞
∫
κnY
fn
(y+ρ−1n x0
ηn
,∇zˆn
)
dy
≥ lim sup
n→∞
(
inf
{∫
κnY
fn
(y+ρ−1n x0
ηn
,∇z) dy : z −∇u(x0) · y ∈W 1,p] (κnY )}) , (3.35)
where κn := ηn[η−1n ] tends to 1.
The proof of this result is postponed to the end of this section.
We can now conclude the proof. By a convexity argument and a translation (see, e.g.,
[3]) we obtain that
inf
{∫
ηn[η
−1
n ]Y
fn
(y+ρ−1n x0
ηn
,∇z) dy : z −∇u(x0) · y ∈W 1,p] (ηn[η−1n ]Y )
}
≥ (ηn[η−1n ])2 inf {∫
Y
fn
(
y,∇z) dy : z −∇u(x0) · y ∈W 1,p] (Y )}
=
(
ηn[η−1n ]
)2
fhomn
(∇u(x0)) = fhom∞ (∇u(x0))+ o(1)
(by (2.9)). Combined with (3.35) and (3.33), this implies the desired inequality (3.27).
Proof of Lemma 3.5. Without loss of generality we can assume that x0 = 0 and ηn = 1n .
For δ ∈ (0, 12), set Qδ := (δ, 1− δ)2 and consider the two Y -periodic functions w± defined
by their restriction to Y :
w±(y) := ±dist (y, Y \Qδ) , for y ∈ Y. (3.36)
Each function w± is piecewise-affine and its graph restricted to Y is a tetrahedron the basis
of which is Qδ. Then, applying the proof of the Γ-limsup inequality with the functions
y 7→ ξ · y + 1n ϕξn(ny), for ξ ∈ {∇u(x0) + ∇w±} (which is a set of 9 vectors), thanks to
Proposition 3.3 we can construct two sequences w±n which satisfy a max-min representation
of type (3.23) and the following properties:
w±n −→ ∇u(x0) · y + w± weakly in W 1,ploc (R2) and strongly in L∞loc(R2), (3.37)
w±n = ∇u(x0) · y + ψn around ∂Y, where ψn ∈W 1,p] (Y ), (3.38)∫
Y \Q2δ
fn
(
ny,∇w±n
)
dy ≤ O(δ) + o(1). (3.39)
By construction, (3.38) is a consequence of the fact that w± = 0 in a neighborhood of ∂Y ,
while estimate (3.39) is deduced from (3.7).
On the other hand, by virtue of Proposition 3.1 there exists a sequence zn in W 1,p(Y )
such that
zn −→ ∇u(x0) · y weakly in W 1,p(Y ) and strongly in L∞loc(Y ), (3.40)
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∫
Y
fn(ny,∇zn) dy ≤
∫
Y
fn(ny,∇zˆn) dy + o(1). (3.41)
Now, consider the function z˜n defined by
z˜n :=
(
w+n ∧ zn
) ∨ w−n in Y, (3.42)
namely zn is “sandwiched” between w+n and w
−
n . Since w
+
n = w
−
n = ∇u(x0) · y + ψn
around ∂Y , we have
z˜n = ∇u(x0) · y + ψn around ∂Y. (3.43)
Moreover, by the uniform convergence of zn − w±n to −w± in Qδ combined with the fact
that ±w± is a positive continuous function in Qδ, we get that for any n large enough,
z˜n = zn a.e. in Q2δ. (3.44)
Then, using that (similarly to (3.25))
fn(ny,∇z˜n) ≤ fn(ny,∇zn) + fn(ny,∇w+n ) + fn(ny,∇w−n ) + 2 a.e. in Y,
we deduce from (3.44) and (3.39) that∫
Y
fn(ny,∇z˜n) dy =
∫
Q2δ
fn(ny,∇zn) dy +
∫
Y \Q2δ
fn(ny,∇z˜n) dy
≤
∫
Y
fn(ny,∇zn) dy +
∫
Y \Q2δ
fn(ny,∇w+n ) dy
+
∫
Y \Q2δ
fn(ny,∇w−n ) dy + 2 |Y \Q2δ|
≤
∫
Y
fn(ny,∇zn) dy + o(1) +O(δ).
Finally, combining the previous estimate with (3.43) and (3.41) we obtain that
inf
{∫
Y
fn(ny,∇z) dy : z −∇u(x0) · y ∈W 1,p] (Y )
}
≤
∫
Y
fn(ny,∇zˆn) dy + o(1) +O(δ),
which yields the thesis. 
4 A condition for the boundedness of fhomn
4.1 The main result
In this section we restrict ourselves to the sequence of functionals Fn (2.8) defined with
the microscopic scale εn = 1n . Then, we have the following result:
Theorem 4.1. Let Ω be a bounded open set of R2. In addition to conditions (2.1),
(2.2), and (2.3), assume that there exists C > 0 such htat the density fn(y, ·) satisfies the
estimate
fn(y, 2 ξ) ≤ C
(
1 + fn(y, ξ)
)
, ∀ ξ ∈ R2, for a.e. y ∈ R2. (4.1)
Also assume that for any ξ ∈ R2, there exists a minimizer ϕξn of (2.5) such that
ϕξn ∈ C#(Y ). (4.2)
Let F be the Γ-limit of a subsequence of Fn defined by (2.8).
Then, a necessary and sufficient condition for the boundedness in R2 of the sequence
fhomn in (2.4), is that there exists a non-zero function u ∈W 1,p(R2), with compact support
in Ω, such that F (u) <∞.
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Theorem 2.3 clearly shows that the boundedness in R2 of fhomn implies that there exists
a non-zero function u ∈W 1,p(R2), with compact support in Ω, such that F (u) <∞ (F is
actually finite on the whole space W 1,p(Ω)). The present section is devoted to the proof
of the converse. First of all, we will establish a general result in the convex case about
the membership of regular functions in the domain of the Γ-limit.
4.2 A general result
Let Ω be a bounded open set of R2. Consider a sequence of functions gn : Ω×R2 → [0,∞)
which satisfy the homogeneity condition (4.1) and the following ones:
gn(·, ξ) is measurable for any ξ ∈ R2, (4.3)
gn(x, ·) is convex for a.e. x ∈ R2, (4.4)
there exists a function bn in L∞(Ω) such that
|ξ|p − 1 ≤ gn(x, ξ) ≤ bn(x) (1 + |ξ|p) , ∀ ξ ∈ R2, for a.e. x ∈ Ω, (4.5)
gn(x, 2 ξ) ≤ C
(
1 + gn(x, ξ)
)
, ∀ ξ ∈ R2, for a.e. x ∈ Ω. (4.6)
Then, consider the sequence of convex functionals Gn : Lp(Ω)→ [0,∞] defined by
Gn(v) :=

∫
Ω
gn
(
x,∇v) dx if v ∈W 1,p(Ω)
∞ elsewhere.
(4.7)
Thanks to the separability of Lp(Ω) we may assume that the sequence Gn Γ-converges to
a functional G : Lp(Ω) → [0,∞] of domain D(G). The following result gives a sufficient
condition for regular functions to be in the domain of G:
Proposition 4.2. Assume that there exist xˆ ∈ Ω and w0, w1, w2 ∈ C1(Ω) which satisfy
0 ∈ int (co (∇w0(xˆ),∇w1(xˆ),∇w2(xˆ))) , (4.8)
and sequences win, for i = 0, 1, 2, which strongly converge to w
i in L∞(Ω), with
lim sup
n→∞
∫
Ω
gn(x,∇win) dx <∞. (4.9)
Then, there exists δ > 0 such that C1c
(
B(xˆ, δ)
) ⊂ D(G).
First note that all the L∞-strong convergences in the sequel are a consequence of
Proposition 3.1.
Proof. Consider ε > 0 small enough which will be chosen later, and define the function
z := (w1 − w0, w2 − w0). Since
int
(
co
(∇w0(xˆ),∇w1(xˆ),∇w2(xˆ))) 6= Ø,
the Jacobian matrix Dz(xˆ) is invertible. Then, there exists δ0 > 0 such that z is a C1-
diffeomorphism from B(xˆ, δ0) into an open set O ⊂ R2. Taking δ0 small enough, we can
also assume that
∀x ∈ B(xˆ, δ0),
∣∣∇w0(x)−∇w0(xˆ)∣∣ < ε and ∣∣Dz(x)−1 −Dz(xˆ)−1∣∣ < ε.
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Now, consider u ∈ C1(B¯(xˆ, δ0)) with ‖∇u‖L∞(B(xˆ,δ0)) < ε, and define R := (u−w0) ◦ z−1
which belongs to C1(O). Then, we have
∀x ∈ B(xˆ, δ0), u(x) = w0(x) +R(z(x)) and ∇u(x) = ∇w0(x) +Dz(x)T∇R(z(x)),
which gives
∇R(z(x)) = (Dz(x)T )−1∇(u− w0)(x),
where T denoted the transposition. Defining η := −(Dz(xˆ)T )−1∇w0(xˆ), we get
|∇R(z(x))− η| ≤ |∇u(x)| ∣∣Dz(x)−1∣∣+ ∣∣Dz(x)−1∣∣ ∣∣∇w0(x)−∇w0(xˆ)∣∣
+
∣∣∇w0(xˆ)∣∣ ∣∣Dz(x)−1 −Dz(xˆ)−1∣∣
< 2 ε
(∣∣Dz(xˆ)−1∣∣+ ε)+ ε ∣∣∇w0(xˆ)∣∣ . (4.10)
On the other hand, note that η = (η1, η2) is also defined by the equality
0 = (1− η1 − η2)∇w0(xˆ) + η1∇w1(xˆ) + η2∇w2(xˆ),
which by (4.8) implies that η1 > 0, η2 > 0 and η1 + η2 < 1. Then, taking ε small enough
in (4.10) we can assume that these strict inequalities also hold for the components of
∇R(z), i.e.
∂1R(z) > 0, ∂2R(z) > 0 and ∂1R(z) + ∂2R(z) < 1. (4.11)
Now, define zn := (w1n−w0n, w2n−w0n) and un := w0n+R ◦ zn in B(xˆ, δ), with δ = δ0/2.
The function un is well defined because z
(
B¯(xˆ, δ)
)
is a compact subset of O, hence its
distance to ∂O is positive. Since zn strongly converges to z in L∞
(
B(xˆ, δ)
)
, we have that
for n large enough, zn
(
B(xˆ, δ)
) ⊂ O. Clearly, un strongly converges to u in B(xˆ, δ) and
satisfies
∇un =
(
1− ∂1R(zn)− ∂2R(zn)
)∇w0n + ∂2R(zn)∇w1n + ∂3R(zn)∇w2n.
Thanks to (4.11) and to the uniform convergence of ∂jR(zn) to ∂jR(z), we get that ∇un
is a convex combination of the ∇win, for i = 1, 2, 3, hence by (4.9) we obtain that
lim sup
n→∞
∫
B(xˆ,δ)
gn(x,∇un) dx < +∞. (4.12)
Therefore, we have proved the existence of δ, ε > 0 such that for any u ∈ C1(B¯(xˆ, 2δ)),
with ‖∇u‖L∞(B(xˆ,2δ)) < ε, there exists a sequence un in W 1,p(B(xˆ, δ)) which strongly
converges to u in L∞
(
B(xˆ, δ)
)
and satisfies (4.12). Moreover, if the support of u is
contained in B(xˆ, δ), then we can easily construct a function un with compact support in
B(xˆ, δ) so that un is defined in the whole set Ω. This establishes Proposition 4.2 for any
u ∈ C1c (Ω) with ‖∇u‖L∞(Ω) < ε.
If u does not satisfy this restriction, then we apply the result to v := εu/
(
2 ‖∇u‖L∞(Ω)
)
,
and we consider the sequence un := 2 ‖∇u‖L∞(Ω) vn/ε, where vn is the sequence relating
to v. We use property (4.6) to conclude.
As a consequence of Proposition 4.2 we have the following result in the periodic case:
Corollary 4.3. In addition to conditions (4.3)–(4.6) assume that for all ξ ∈ R2 we have
gn(x, ξ) = fn(nx, ξ) for a.e. x ∈ Ω, where fn(·, ξ) is Y -periodic. Also assume that there
exists a non-zero function in W 1,p(Ω)∩D(G) with compact support in Ω. Then, we have
C1c (Ω) ⊂ D(G).
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Proof. Let u ∈W 1,p(Ω)∩D(G) be with compact support in Ω, and consider a sequence un
which weakly converges to u in W 1,p(Ω) and such that Gn(un) is bounded. Then, by
periodicity and by a translation argument, we have that for any τ ∈ R2, with small
enough norm, there exist a sequence uτn in W
1,p(Ω) which weakly converges to u(·+ τ) in
W 1,p(Ω), such that (see, e.g., Chapters 23-24 of [11] for more details)
lim sup
n→∞
Gn(uτn) = lim sup
n→∞
Gn(un).
Hence, we deduce that for any nonnegative ρ ∈ C∞c (R2) and any τ1, . . . , τm ∈ R2, with∑m
i=1 ρ(τi) > 0, the function
m∑
i=1
ρ(τi)u(·+ τi)
m∑
i=1
ρ(τi)
also belongs to D(G), as well as the function
x 7−→
∫
R2
u(x− y) ρ(y) dy∫
R2
ρ(y) dy
.
Therefore, we are led to the case where u is a non-zero function in C∞c (Ω) ∩D(G).
Now, from Lemma 4.4 below we deduce that for any ξ ∈ R2, with small enough norm,
there exists x ∈ Ω such that ∇u(x) = ξ. Using the translated functions u(·+ τ) as before,
we thus get that any point of Ω satisfies the assumptions of Proposition 4.2, which implies
that C1c (Ω) ⊂ D(G).
Lemma 4.4. Let Ω a bounded open set of Ω ⊂ R2. Consider a function u ∈ C1(Ω)∩C(Ω¯)
with u = 0 on ∂Ω, such that there exists x0 ∈ Ω with u(x0) 6= 0. Then, for any ξ ∈ R2
with
|ξ| < |u(x0)|
max
x∈∂Ω
|x0 − x| , (4.13)
there exists x ∈ Ω such that ∇u(x) = ξ.
Proof. We can assume that x0 = 0 and u(0) > 0. For ξ ∈ RN , we consider y ∈ Ω¯ such
that
u(x)− ξ · x = max
y∈Ω¯
(
u(y)− ξ · y).
If x ∈ ∂Ω, then we have u(x) = 0 and
u(0) ≤ − ξ · x ≤ |ξ| max
y∈∂Ω
|y|,
hence
|ξ| ≥ u(0)
maxy∈∂Ω |y| .
Conversely, if
|ξ| < u(0)
max
y∈∂Ω
|y| ,
then x is a maximizer of
(
y 7→ u(y)− ξ · y) in Ω, which implies that ∇u(x) = ξ.
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4.3 Proof of Theorem 4.1
We need the following result which is essentially based on the continuity assumption (4.2):
Lemma 4.5. Assume that the continuity condition (4.2) holds. Then, for any ξ ∈ R2, the
sequence of functions wξn defined by w
ξ
n(x) := ξ · x+ 1n ϕξn(nx), x ∈ R2, strongly converges
to ξ · x in L∞loc(R2).
Proof. Let Ω be a bounded open set of R2. The sequence wξn clearly converges to the
continuous function ξ ·x weakly inW 1,p(Ω). Moreover, since ϕξn is a Y -periodic minimizer
of (2.5), we have for any open set O ⊂ Ω,∫
O
fn
(
nx,∇wξn
)
dx = min
{∫
O
fn(nx,∇wξn +∇ϕ) dx : ϕ ∈W 1,p0 (O)
}
. (4.14)
Then, taking into account the continuity of wξn, the construction of the proof of Proposi-
tion 3.1 (compare (3.10) to (4.14)) shows that the sequence wξn strongly converges to ξ ·x
in L∞loc(Ω).
As a consequence of Corollary 4.3 we have that C1c (Ω) ⊂ D(F ) for any bounded open
set of R2. Let Ω be the unit disk of R2, and fix δ > 0. Let φ ∈ C1c
(
(1 + 2δ)Ω
)
with φ = 1
in (1+ δ)Ω. Then, by Corollary 4.3 and Proposition 3.1 applied to the open set (1+2δ)Ω,
there exists a sequence ζn which converges to φ(x) ξ · x weakly in W 1,p
(
(1 + 2δ)Ω
)
and
strongly in L∞
(
(1 + δ)Ω
)
, such that
lim sup
n→∞
∫
(1+δ)Ω
fn(nx,∇ζn) dx <∞. (4.15)
Similarly, for a function ϕ ∈ C1c
(
(1 + δ)Ω
)
with 0 ≤ ϕ ≤ 1 in (1 + δ)Ω and ϕ = 1 in Ω,
there exists a sequence ϕn which converges to ϕ weakly in W 1,p
(
(1 + 2δ)Ω
)
and strongly
in L∞
(
(1 + δ)Ω
)
, such that
lim sup
n→∞
∫
(1+δ)Ω
fn(nx,∇ϕn) dx <∞. (4.16)
Using truncations we can also assume that 0 ≤ ϕn ≤ 1 in (1 + δ)Ω and ϕn = 1 in Ω.
On the one hand, using successively the minimization property (4.14) of wξn and the
convexity (2.2) of fn(nx, ·), we have∫
(1+δ)Ω
fn
(
nx,∇wξn
)
dx ≤
∫
(1+δ)Ω
fn
(
nx,∇(wξn + ϕn(ζn − wξn)
)
dx
=
∫
(1+δ)Ω
fn
(
nx, ϕn∇ζn + (1− ϕn)∇wξn + (ζn − wξn)∇ϕn
)
dx
≤ 1
2
∫
(1+δ)Ω
ϕn fn(nx, 2∇ζn) dx+ 12
∫
(1+δ)Ω
fn
(
nx, 2(ζn − wξn)∇ϕn
)
dx
+
1
2
∫
(1+δ)Ω
(1− ϕn) fn
(
nx, 2∇wξn
)
dx,
hence by estimate (4.1) we get∫
(1+δ)Ω
fn
(
nx,∇wξn
)
dx
≤ C
2
∫
(1+δ)Ω
fn(nx,∇ζn) dx+ C2
∥∥ζn − wξn∥∥pL∞((1+δ)Ω) ∫
(1+δ)Ω
fn(nx,∇ϕn) dx
+
C
2
∫
(1+δ)Ω\Ω
fn
(
nx,∇wξn
)
dx (since ϕn = 1 in Ω).
(4.17)
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On the other hand, the Y -periodicity of ∇wξn implies that∫
(1+δ)Ω\Ω
fn
(
nx,∇wξn
)
dx ≈
n→∞
(1 + δ)2 − 1
(1 + δ)2
∫
(1+δ)Ω
fn
(
nx,∇wξn
)
dx. (4.18)
Moreover, the uniform convergence of ζn and Lemma 4.5 combined with estimates (4.15)
and (4.16) give
C
2
∫
(1+δ)Ω
fn(nx,∇ζn) dx+ C2
∥∥ζn − wξn∥∥pL∞((1+δ)Ω) ∫
(1+δ)Ω
fn(nx,∇ϕn) dx ≤ c. (4.19)
Therefore, using estimates (4.18) and (4.19) in (4.17), and choosing
C
2
(1 + δ)2 − 1
(1 + δ)2
< 1
(which holds for δ small enough), it follows that∫
(1+δ)Ω
fn
(
nx,∇wξn
)
dx ≤ c,
which by periodicity implies that the sequence fhomn (ξ) is bounded. 
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