Clemson University

TigerPrints
All Dissertations

Dissertations

8-2022

Advanced High Dimensional Regression Techniques
Yuan Yang
yy3@g.clemson.edu

Follow this and additional works at: https://tigerprints.clemson.edu/all_dissertations
Part of the Applied Statistics Commons, Biostatistics Commons, Statistical Methodology Commons,
and the Statistical Models Commons

Recommended Citation
Yang, Yuan, "Advanced High Dimensional Regression Techniques" (2022). All Dissertations. 3144.
https://tigerprints.clemson.edu/all_dissertations/3144

This Dissertation is brought to you for free and open access by the Dissertations at TigerPrints. It has been
accepted for inclusion in All Dissertations by an authorized administrator of TigerPrints. For more information,
please contact kokeefe@clemson.edu.

Advanced high dimensional regression techniques

A Dissertation
Presented to
the Graduate School of
Clemson University

In Partial Fulfillment
of the Requirements for the Degree
Doctor of Philosophy
Statistics

by
Yuan Yang
August 2022

Accepted by:
Dr. Christopher S. McMahan, Committee Chair
Dr. Yu-Bo Wang
Dr. Deborah Kunkel
Dr. Xinyi Li

Abstract
This dissertation focuses on developing high dimensional regression techniques to analyze
large scale data using both Bayesian and frequentist approaches, motivated by data sets from various
disciplines, such as public health and genetics. More specifically, Chapters 2 and Chapter 4 take a
Bayesian approach to achieve modeling and parameter estimation simultaneously while Chapter 3
takes a frequentist approach. The main aspects of these techniques are that they perform variable
selection and parameter estimation simultaneously, while also being easily adaptable to large-scale
data. In particular, by embedding a logistic model into traditional spike and slab framework and
selecting of proper prior distributions, we allow for information injection from side information to
guide variable selection. Moreover, we simplify the NP-hard non-convex l0 problem to a weighted
LASSO problem by using an approximation to the l0 norm and Generalized Double Pareto (GDP)
shrinkage prior collectively. The finite sample performance of our techniques are investigated using
extensive numerical simulation studies that are based on the motivating data sets. The methods are
then applied to our motivating data sets including human disease surveillance studies, and genetics.
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Chapter 1

Introduction
The problem of variable selection is omnipresent in statistical applications, especially those
considering high-dimensional data. In general, this process involves identifying which subset of
the available predictor variables should be included in a posited model. The statistical literature
is replete with different variable selection methodologies, each of which have different strengths
and weaknesses. In general, these techniques can broadly be categorized into either frequentist or
Bayesian methods. The focus of this dissertation is on developing novel variable selection strategies,
both frequentist and Bayesian, that directly acknowledge key features of the data being analyzed.
This work is motivated primarily by applications in genetics that range from public health to agricultural based applications.
When one considers the problem of variable selection, the most prominent technique proposed in the last 30 years is that of the least absolute shrinkage and selection operator (LASSO),
which was proposed by Tibshirani [1996]. The LASSO is broadly an alternative to traditional model
selection strategies (e.g., forward stagewise regression, best subset selection). Lasso performs model
selection by merging the model selection and estimation problem. This is accomplished by adopting
l1 norm to penalize the regression coefficients. Estimating model parameters under this penalty
has the effect of “shrinking” some coefficients while setting other to be identically equal to zero
thereby “selecting” the important features. Since the advent of the LASSO, numerous generalizations and extensions of the LASSO have been proposed. For example, Zou [2006] proposed the
adaptive LASSO by introducing parameter specific weights in the L1 penalty, where the weights
are determined as the reciprocal of the magnitude of the corresponding OLS estimates. Proceeding
1

in this fashion allows the adaptive LASSO estimator to achieve the “oracle” properties; for further
discussion see Fan and Li [2001], Zou [2006], and Fan et al. [2009]. It is worthwhile to note that the
salient difference between LASSO and adaptive LASSO is the structure of the penalty term which
is added to the OLS objective function. Other generalizations have been proposed by replacing the
LASSO penalty with different alternatives; e.g., the smoothly clipped absolute deviation penalty
[Fan and Li, 2001] and the elastic net penalty [Zou and Hastie, 2005].
Though the aforementioned methods are more than capable of providing point estimates
of regression coefficients, a key limitation is that statistical inference is prohibitively difficult and
notoriously unreliable [Li and Lin, 2010]. A unique solution to this particular problem can be
attained by recasting the penalized regression problem into the Bayesian paradigm, where penalties
are represented as carefully constructed prior distributions; commonly referred to as shrinkage priors.
For example, Park and Casella [2008] constructed the Bayesian analog to LASSO by placing Laplace
priors of the regression coefficients. Proceeding in this fashion, one can attain a sparse estimator
as the mode of the posterior distribution and inference is straightforward via standard Markov
chain Monte Carlo (MCMC). The primary limitation of the Bayesian shrinkage prior approach with
respect to variable selection is that a sparse estimator (i.e., posterior mode) can not be identified from
MCMC, but requires the development of an alternate optimization based algorithm. To avoid this,
spike and slab priors can be adopted which allow model fitting and variable selection to be completed
simultaneously via MCMC. First proposed by Mitchell and Beauchamp [1988], spike and slab priors
are mixture priors consisting of spike and slab components, where the spike distribution concentrates
around zero while the slab is a flat distribution. For example, George and McCulloch [1993] proposed
stochastic search variable selection (SSVS), where the spike and slab components follow normal
distributions with pre-specified small and large variances, respectively. This formulation leads to a
straightforward posterior sampling algorithm that is computationally efficient to implement and has
good convergence properties. However, SSVS does require careful selection of prior hyperparameters
(primarily the variance parameter of the spike distribution) to yield a stable variable selection
procedure. To avoid these specifications, the normal mixture inverse-gamma (NMIG) prior [Ishwaran
and Rao, 2005] places a hyperprior on these variance components. It is worthwhile to point out
that sampling the regression coefficients to be identically equal to zero under SSVS or NMIG is
not possible, thus sparse estimation cannot be attained under these priors. Variable selection in
these methods come from approximating the posterior inclusion probability, which can be computed
2

based on MCMC output and the hierarchical representation of these priors; for further discussion
see George and McCulloch [1993], Ishwaran and Rao [2005]. To attain both variable selection
and sparse estimation, one can replace the normal spike distribution with an infinitely high and
infinitely narrow spike; i.e., a Dirac delta function (Malsiner-Walli and Wagner, 2011;Wagner and
Duller, 2012). Under this formulation, the spike component becomes a point mass at zero, and
hence, unlike the continuous spike, allows coefficients to be estimated/sampled to be exactly zero.
For further discussion and other notable contributions see Titsias and Lázaro-Gredilla [2011], Scheipl
et al. [2012], Hernández-Lobato et al. [2015], Ročková [2018], Ročková and George [2018], and the
references therein.
Capitalizing on the successes of the aforementioned techniques, herein we seek to develop
both frequentist and Bayesian variable selection techniques. In particular, in Chapter 2, we develop
a novel Bayesian regression framework that can be used to complete variable selection in high dimensional settings. Unlike existing techniques, the proposed approach can leverage side information to
inform about the sparsity structure of the regression coefficients. This is accomplished by replacing
the usual inclusion probability in the spike and slab prior with a binary regression model which
assimilates this extra source of information. To facilitate model fitting, a computationally efficient
and easy to implement MCMC posterior sampling algorithm is developed via carefully chosen priors
and data augmentation steps. The finite sample performance of our methodology is assessed through
numerical simulations, and we further illustrate our approach by using it to identify genetic markers associated with the nicotine metabolite ratio; a key biological marker associated with nicotine
dependence and smoking cessation treatment.
In chapter 3, we develop a general strategy for fitting l0 norm regularized models. Of the
various regularization strategies, the use of the l0 norm to penalize parameter estimation poses the
most daunting model fitting task. In fact, this particular strategy requires an end user to solve
a non-convex NP-hard optimization problem irregardless of the underlying data model. For this
reason, the use of the l0 norm as a regularization strategy has been woefully under utilized. To
obviate this difficulty, we propose a strategy that can be used to solve l0 norm penalized problems
across a very broad class of models. Our approach can be implemented using existing software, is
computationally efficient, and straightforward to adopt by the statistical community. We demonstrate the performance of our method through in depth numerical experiments and through using it
to analyze several prototypical data sets.
3

Recent breakthrough in genotyping technology has made high-density genomic data containing millions of single nucleotide polymorphisms (SNP) available to genetics research. The genome
wide association studies (GWAS) is a way of analyzing such vast amount of genetics data, which
typically focus on identifying important SNPs (i.e. variable selection) that can account for the
genotype of interest. Linear mixed models (LMM) are often used to achieve this task. However, in
agricultural based studies, experiments are often performed in different fields and over the course of
a few years, which leads to different confounding effects and genetic random effects across different
clusters of data. To this end, Chapter 4 develops a two-stage Bayesian framework to perform variable
selection, which extends the general LMM framework to allow for distinct random effect distribution
specification. The finite sample performance of the proposed model is examined through numerical
simulations; we further illustrate our approach by using it to identify genetic markers associated
with the flexural rigidity of maize plant, a key feature associated with plant yield.
The remainder of this dissertation is organized as follows. Chapter 2 develops a novel
Bayesian model that performs variable selection through leveraging side information for nicotine
metabolite ratio (NMR) data. Chapter 3 develops an EM-like algorithm to solve the l0 norm
regularized regression problem. Further, in order to examine the performance of the proposed
algorithm, we designed series of numerical studies and data applications to illustrate its accuracy,
computational efficiency, and adaptability to a broad class of models. Chapter 4 extends the LMMLASSO proposed by Rakitsch et al. [2013]. We conclude with Chapter 5, a brief discussion of this
dissertation.

4

Chapter 2

SIGHR: Side information guided
high-dimensional regression
2.1

Introduction
The problem of variable selection is omnipresent in statistical applications, especially those

considering high-dimensional data. In general, this process involves identifying which subset of the
available predictor variables should be included in the posited model. For example, in genome-tophenome studies researchers are often task with the development of polygenic models that assimilate
thousands, if not hundreds of thousands, of genetic markers (genome) to explain observable physiological traits or characteristics (phenome). A key objective in such venues, among others, is to
identify genetic variants that are related to the outcome of interest; i.e., variable selection. The
statistical literature is replete with different variable selection methodologies, each of which have
different strengths and weaknesses. Generally speaking, these techniques can generally be classified
into one of two categories: criterion-based methods and regularized approaches.
Criterion-based methods typically rely on model selection criteria (e.g., akaike information
criterion, Bayesian information criterion, Mallows’s Cp , etc.) coupled with a greedy search algorithm (e.g., forward selection, backward elimination, etc.) to guide variable selection. Even though
these techniques are often computationally scalable, they rarely guarantee that the “best” model
will be visited, especially when variable selection is being performed in high-dimensional covariate

5

spaces. For this reason, there has been a shift away from these more classical techniques in favor
of regularized based methods. The statistical origins of regularized based estimation can be traced
to Tibshirani [1996], which proposed the least absolute shrinkage and selection operator (LASSO).
The novelty of this approach is that the LASSO completes both model estimation and variable
selection, simultaneously, by identifying a sparse estimator of the regression coefficients; i.e., some
of the regression coefficients are estimated to be identically equal to zero. This is accomplished
by introducing an L1 penalty into the ordinary least squares (OLS) objective function. Since this
seminal work, numerous generalizations and extensions of the LASSO have been proposed. For
example, Zou [2006] proposed the adaptive LASSO by introducing parameter specific weights in the
L1 penalty, where the weights are determined as the reciprocal of the magnitude of the corresponding OLS estimates. Proceeding in this fashion allows the adaptive LASSO estimator to achieve the
“oracle” properties; for further discussion see Fan and Li [2001], Zou [2006], and Fan et al. [2009].
It is worthwhile to note that the salient difference between LASSO and adaptive LASSO is the
structure of the penalty term which is added to the OLS objective function. Other generalizations
have been proposed by replacing the LASSO penalty with different alternatives; e.g., the smoothly
clipped absolute deviation penalty [Fan and Li, 2001] and the elastic net penalty [Zou and Hastie,
2005].
Though the aforementioned methods are more than capable of providing point estimates of
regression coefficients, a key limitation is that statistical inference is prohibitively difficult and notoriously unreliable [Li and Lin, 2010]. A unique solution to this particular problem can be attained
by recasting the penalized regression problem into the Bayesian paradigm, where penalties are represented as carefully constructed prior distributions; commonly referred to as shrinkage priors. For
example, Park and Casella [2008] constructed the Bayesian analog to LASSO by placing Laplace priors of the regression coefficients. Proceeding in this fashion, one can attain a sparse estimator as the
mode of the posterior distribution and inference is straightforward via standard Markov chain Monte
Carlo (MCMC). Numerous shrinkage priors have been proposed; e.g., the horseshoe prior [Carvalho
et al., 2010], generalized double Pareto shrinkage prior [Armagan et al., 2013], etc. The primary
limitation of the Bayesian shrinkage prior approach with respect to variable selection is that a sparse
estimator (i.e., posterior mode) can not be identified from MCMC, but requires the development
of an alternate optimization based algorithm. To avoid this, spike and slab priors can be adopted
which allow model fitting and variable selection to be completed simultaneously via MCMC. First
6

proposed by Mitchell and Beauchamp [1988], spike and slab priors are mixture priors consisting of
spike and slab components, where the spike distribution concentrates around zero while the slab is
a flat distribution. For example, George and McCulloch [1993] proposed stochastic search variable
selection (SSVS), where the spike and slab components follow normal distributions with pre-specified
small and large variances, respectively. This formulation leads to a straightforward posterior sampling algorithm that is computationally efficient to implement and has good convergence properties.
Alternatively, SSVS does require careful selection of prior hyperparameters (primarily the variance
parameter of the spike distribution) to yield a stable variable selection procedure. To avoid these
specifications, the normal mixture inverse-gamma (NMIG) prior [Ishwaran and Rao, 2005] places a
hyperprior on these variance components. It is worthwhile to point out that sampling the regression coefficients to be identically equal to zero under SSVS or NMIG is not possible, thus sparse
estimation cannot be attained under these priors. Variable selection in these methods come from
approximating the posterior inclusion probability, which can be computed based on MCMC output
and the hierarchical representation of these priors; for further discussion see George and McCulloch
[1993], Ishwaran and Rao [2005]. To attain both variable selection and sparse estimation, one can
replace the normal spike distribution with an infinitely high and infinitely narrow spike; i.e., a Dirac
delta function (Malsiner-Walli and Wagner, 2011;Wagner and Duller, 2012). Under this formulation,
the spike component becomes a point mass at zero, and hence, unlike the continuous spike, allows
coefficients to be estimated/sampled to be exactly zero. For further discussion and other notable
contributions see Titsias and Lázaro-Gredilla [2011], Scheipl et al. [2012], Hernández-Lobato et al.
[2015], Ročková [2018], Ročková and George [2018], and the references therein.
Implicitly, the aforementioned methods are intended to handle the selection problem contingent on only one source of information; i.e., the data set under study. Yet as additional sources
of related information become available to researchers (e.g., expert insight, previous related works,
pilot studies, etc.), it becomes advantageous to develop selection procedures which can leverage this
extra/side information. Recent works have shown that incorporating these extra sources of information can lead to more efficient, accurate, and interpretable selection procedures. For example,
Banerjee et al. [2019] proposed an approach which carries out adaptive SURE-thresholding using
side information (ASUS) to sparsely estimate a high-dimensional parameter. In this approach, the
side information encodes the sparsity structure and is used to guide inference in order to reduce
estimation risk. Proceeding in this fashion, it can be shown that the ASUS estimator attains the
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oracle properties and is robust with respect to not under performing models which do not utilize
the side information. Given these successes, the use of side information to guide estimation and
inference has been adopted in other venues; e.g., large-scale joint modelling [Banerjee et al., 2020].
Motivated by the the work of Banerjee et al. [2019], herein we propose the side information
guided high-dimensional regression (SIGHR) framework. In particular, we construct a novel spike
and slab prior which leverages side information to inform about the sparsity structure of the regression coefficients. In the development of SIGHR, we replace the usual inclusion probability in the
spike and slab prior with a binary regression model which assimilates this extra source of information. That is, through this formulation the binary regression model effectively models the sparsity
structure in the regression coefficients. To acknowledge uncertainty in this structure, the parameters in the binary regression model are left free and we place conditional means priors [Bedrick
et al., 1996] on them to complete the hierarchy. In this application, conditional means priors are
natural as they allow an end-user to easily inject prior knowledge about the relationship between
the side information and the sparsity structure in an interpretable fashion. Moreover, it can be
shown that specifying the model in this fashion allows us to capture the traditional formulation of
spike and slab priors as a special case. To facilitate model fitting, a computationally efficient and
easy to implement MCMC algorithm consisting solely of Gibbs steps is developed via a series of
data augmentation steps. This algorithm was developed specifically under the setting in which the
Dirac delta function is used for the spike component. This selection was made so that our overall
approach achieves variable selection and sparse estimation, but we also note that our approach to
injecting side information can easily be adopted for other specifications. To examine the utility of
assimilating side information to help guide the sparsity structure of the regression coefficients, we
designed and conducted an in depth simulation study, which was motivated by our data application.
Through this study, we demonstrate that SIGHR framework leads to definitively better selection
properties when compared to existing alternatives.
The remainder of this manuscript is organized as follows. Section 2 sets the notation,
presents the development of our SIGHR framework, and provides a background discussion. Section
3 provides the implementation details, to include prior specifications, data augmentation steps, and
the derivation of the posterior sampling algorithm. Section 4 presents the results of a simulation
study, which highlights the finite sample performance of SIGHR. Section 5 reports the findings
from the analysis of our motivating data, which involves identifying genetic markers associated with
8

nicotine metabolite ratio; a key biological marker (biomarker) associated with nicotine dependence
and smoking cessation treatment. Section 6 concludes with a summary discussion.

2.2
2.2.1

Methodology
Notation and Preliminaries
Let y = (y1 , y2 , . . . , yn )′ denote a continuous response vector consisting of n observa-

tions, and let X = (x1 , x2 , . . . , xn )′ and W = (w1 , w2 , . . . , wn )′ denote corresponding design
matrices of dimension n × p and n × (s + 1), respectively, where xi = (xi1 , xi2 , ..., xip )′ and
wi = (1, wi1 , wi2 , ..., wis )′ . In the formulation of our model, we subdivide the overall design matrix
into two parts (i.e., X and W ) so that our variable selection technique can be applied to a subset of
the available covariates (i.e., X) while controlling for the effects of confounding through the inclusion
of the others (i.e., W ). To relate the response variable to the available covariates, we assume the
following linear regression model

y = W α + Xβ + ε,

(2.1)

where α = (α0 , α1 , . . . , αs )′ and β = (β1 , β2 , ..., βp )′ are regression coefficients, and ε = (ε1 , ...., εn )′
i.i.d.

is the error term with εi ∼ N (0, σ 2 ).
To conduct variable selection when fitting (2.1), we develop our SIGHR framework. To
highlight this development, we first note that the traditional spike and slab prior for a regression
coefficient, say βj , can be hierarchically represented as
βj | zj

∼

(1 − zj )πspike + zj πslab ,

j = 1, 2, ..., p,

zj | δ

∼

Bernoulli(δ),

j = 1, 2, ..., p,

δ

∼

Beta(a0 , b0 ),

(2.2)

where zj is a binary outcome with success probability δ, πspike (πslab ) is the probability density
function of the spike (slab) component, and a0 and b0 are user defined hyperparameters. A few
comments are warranted. First, zj should be viewed as a binary switch that transitions the model
between the spike and slab components corresponding to whether a particular variable is deemed
to be important or not; with zj = 1 indicating the variable should be included in the model and
9

zj = 0 otherwise. Second, through the specification of a0 and b0 , the hyperprior for δ can either be
informative or uninformative depending on the prior knowledge about the covariates. For example,
in many genetic studies it is well known that many phenotypes are controlled by a small number
of genetic markers. To reflect this knowledge, the values of a0 and b0 can be chosen so that the
hyperprior mean (i.e., a0 /(a0 + b0 )) is small relative to the number of markers under consideration.
That is, the specification of a0 and b0 represents our prior belief on the total number of important
variables; for further discussion see Korte and Farlow [2013] and Cantor et al. [2010]. Third, in the
design of posterior sampling algorithms, the zj are viewed as latent variables which are sampled
as a part of the MCMC process. By averaging these values we are able to attain an estimate of
the posterior probability of inclusion; which indicates the relative importance of the corresponding
predictor variable.
Currently, there are three prominent specifications of the distributional components in the
spike and slab prior. The SSVS approach proposed by George and McCulloch (1993) specifies the
spike and slab components as
βj | zj ∼ N{0, h(zj )τj2 },

(2.3)

where h(zj = 1) = cj > 1 = h(zj = 0), and τj is set to be a small positive constant while cj is a large
positive constant; such that cj >> τj . Given its form, SSVS is easy to implement, but specifying τj
and cj can be tedious and if done incorrectly can adversely impact variable selection. To avoid this
difficulty, Ishwaran and Rao (2003) proposed NMIG, where the variance τj2 in (2.3) is treated as an
unknown parameter which is assumed to a priori obey an inverse gamma distribution; i.e.,

τj2 ∼ Inv-Gamma(aτ , bτ ).

As previously alluded to, neither SSVS or NMIG can achieve sparse estimation. By replacing the
normal spike with the Dirac delta function, sparse estimation can be achieved, but at the expense
of introducing an absorbing state in the Markov Chain. To avoid this issue, the zj are sampled from
the marginal posterior distribution obtained from marginalizing over the regression coefficients; for
further details see Malsiner-Walli and Wagner [2011] and Bernardo et al. [2011], as well as the
discussion provided below. Given that this can be done analytically for the model presented in
(2.1), this issue does not cause any additional complexity. In fact, in settings where the majority of
the zj are sampled to be zero (i.e., most of the covariates under study are not important), the Dirac
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spike can significantly increase the computational efficiency of the posterior sampling algorithm.
This gain in efficiency is due to the fact that under this model if we sample zj = 0 then we set
βj = 0 and we avoid the need to sample this term. For this reason, we develop SIGHR under the
Dirac spike, but we note that SIGHR can be seamlessly incorporated with other proposals; e.g.,
SSVS and NMIG.

2.2.2

Leveraging Side Information
In the age of data, it is commonplace to have side information available in an analysis

that could be leveraged to inform about the sparsity structure of high-dimensional parameters. For
example, as a part of the Multiethnic Cohort study (MEC), researchers sought to relate epidemiologic
and genomic based data to nicotine dependence biomarkers in current smokers; namely the nicotine
metabolite ratio (NMR) as measured in urine specimens, which is a biomarker of nicotine clearance
defined as the ratio of 3’hydroxycotinine to cotinine. An alternate, older study considered the
same where this biomarker was measured in blood specimens after subjects were given fixed doses
of nicotine. Since the two studies measured the outcomes differently, it does not make sense to
directly combine the data. Moreover, in many applications the raw data from alternate studies
are not available, but other summary statistics/measures are; e.g., in this alternate analysis we
have − log10 (p-values) which were computed as a part of standard genome-wide association studies
(GWAS), see Figure 5.1. Thus, the goal of our proposed spike and slab prior is to leverage such
information to guide the sparsity structure of the regression coefficients.
′

To this end, let D = (d1 , d2 , ..., dp ) denote a p × q design matrix consisting of side information, where dj is the side information associated with the j th covariate. To allow this information
to guide the sparsity structure, we posit the following binary regression model

P (zj = 1|dj , γ) = F (d′j γ),

where F : R → (0, 1) is the inverse of a binary link function (e.g., inverse logit, etc.), and γ is a vector
of regression coefficients. Thus, the hierarchy of the proposed model can be succinctly represented

11

as
yi | α, β, σ 2

∼

N (w′i α + x′i β, σ 2 ),

i = 1, 2, ..., n,

βj | zj

∼

(1 − zj )πspike + zj πslab ,

j = 1, 2, ..., p,

zj | γ

∼

Bernoulli{pj = F (d′j γ)},

j = 1, 2, ..., p,

(2.4)

where we take πspike and πslab to be the Dirac delta function and the probability density function of
a zero mean normal random variable with variance c2 , respectively. A few comments are warranted.
First, in what follows, we select F (·) to be the inverse logit so that our posterior sampling algorithm
consists solely of Gibbs steps; for further details see Section 4.3. Second, prior knowledge about the
relationship between the sparsity structure and the side information can be injected into the analysis
through the specification of the prior placed on γ as is demonstrated in Sections 4.4 and 2.5.
To complete the Bayesian model, priors have to be elicited for the remaining parameters;
i.e., α, σ 2 , and γ. For the former two parameters, we consider the usual conjugate priors:
αl

∼ N (0, σα2 )

σ2

∼ π(σ 2 ) ∝ 1/σ 2 .

l = 0, 1, . . . , s,

(2.5)

In contrast, we adopt the conditional means prior (CMP) proposed by Bedrick et al. [1996] for γ.
Briefly, to construct a CMP prior in this setting we select q locations in the side information space,
say d̃1 , d̃2 , ..., d̃q , and specify a prior distribution for the mean of the outcome variable at these
locations. Let p̃k denote the mean response at d̃k . Given that the mean structure is bounded to the
ind.

unit interval, it is natural to select independent beta priors for these means; i.e., p̃k ∼ Beta(ãk , b̃k ),
for k = 1, 2, . . . , q. These specifications, lead to an induced prior for γ which has the following form

π(γ) ∝

q n
oãk n
o−(ãk +b̃k )
Y
′
′
exp(d̃k γ)
1 + exp(d̃k γ)
.

(2.6)

k=1

Note that this form is contingent on F (·) being selected to be the inverse logit link; for further
discussion see Bedrick et al. [1996]. The use of the CMP prior in this setting has several definitive
advantages. First, this specification makes injecting information about the relationship between
the sparsity structure and the side information straightforward as we demonstrate in our numerical
studies; see Sections 4.4 and 2.5. Second, by setting the linear predictor in our binary regression
model to be an intercept only, the proposed model under this prior reduces to (2.2); i.e., δ = F (γ0 ),
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where γ0 is an intercept parameter. That is to say, our proposal holds the standard spike and slab
prior as a special case. Lastly, proceeding under the CMP prior again allows for the development of
a posterior sampling algorithm that consists solely of Gibbs steps, which aids in the computational
efficiency of our approach.

2.3

Data Augmentation and Posterior Sampling
In what follows, we highlight the data augmentation steps that were used to derive the

proposed posterior sampling algorithm and provide the full conditionals necessary for its implementation. To this end, we note that under the aforementioned specifications and assumptions the joint
posterior distribution of θ = (α′ , β ′ , z ′ , γ ′ , σ 2 )′ is given by




(y − W α − Xβ)′ (y − W α − Xβ)
α′ α
π(θ | D) ∝ exp −
exp
−
σ −(n+2)
2σ 2
2σα2

 p
β ′A β A Y 
zj 
−1
−|A|
×c
exp −
exp(d′j γ)
1 + exp(d′j γ)
2c2
j=1
q n
oãk n
o−(ãk +b̃k )
Y
′
′
×
,
exp(d̃k γ)
1 + exp(d̃k γ)

(2.7)

k=1

where z = (z1 , z2 , ..., zp )′ , A = {j : zj = 1} denotes the active set (i.e., indices of the current non-zero
elements of β), |A| is the cardinality of the set A, β A denotes the subset of β that are currently
active, and D aggregates the observed data; i.e., y, W , X, and D .
From (2.7), it is straightforward to see that the full conditional distributions of the regression
coefficients and error variance are multivariate normal and inverse-gamma, respectively; i.e.,

α | D, σ 2 , β ∼ N (µα , Σα ) ,

β A | D, z, σ 2 , α ∼ N µβ , Σβ ,
σ 2 | D, α, β ∼ Inv-Gamma (aσ2 , bσ2 ) ,

where, for ease of exposition, we relegate the specific form of the parameters of these distribution
to Appendix A of the Supplementary Materials. To avoid the aforementioned issue of an absorbing
state between zj and βj in the Markov chain, we sample zj from the full conditional distribution that
is obtained after marginalizing over β A . Proceeding in this fashion, it can be shown that the full
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conditional of zj is a Bernoulli with success probability p∗j ; i.e., zj |D, σ 2 , α, β, γ, z −j ∼ Bernoulli(p∗j ),
where the specific form of p∗j is provided in Appendix A of the Supplementary Materials.
Attention is now turned to sampling γ. To this end, we implement the data augmentation
scheme of Polson et al. [2013] to hierarchically represent both the binary regression model and
the CMP prior. This step involves introducing random variables (ωj and λk , for j = 1, 2, ..., p
and k = 1, 2..., q) which obey specifically structured Pólya-Gamma distributions and leads to the
following full conditional distribution
γ | D, ω, λ, z


∼ N µγ , Σγ ,

ωj | D, γ

∼ PG(1, d′j γ),

λk | D, γ

∼ PG(ãk +

′
b̃k , d̃k γ)

j = 1, . . . , p,
k = 1, . . . , q,

where ω = (ω1 , ω2 , ..., ωp )′ , λ = (λ1 , λ2 , ..., λq )′ , and PG(a, b) denotes the Pólya-Gamma distribution
with parameters a and b; see Polson et al. [2013]. Note that we again provide the specific form of µγ
and Σγ in Appendix A of the Supplementary Materials. Using these full conditionals, a posterior
sampling algorithm can be constructed in the usual manner [Hoff, 2009] and we provide a step-bystep description of it in Appendix B of the Supplementary Materials. Lastly, we note that sampling
Pólya-Gamma random variables is less standard than sampling either normal or inverse-gamma
random variable, but the R package BayesLogit can be used to accomplish this task.

2.4

Simulation Study
To explore the finite sample performance of SIGHR, the following simulation study was

conducted. This study was designed to mimic the primary features of our motivating data; i.e.,
a genome-to-phenome study aimed at identifying regions of the genome responsible for controlling
nicotine metabolism. To this end, we use the R package PhenotypeSimulator to generate p genetic
markers using the simulateGenoptypes function, under default settings. This function is designed
to simulate data with complexities that are inherent to genetic data. To allow the simulated trait
to be polygenic, we randomly sample 4% of the simulated genetic markers and assign them a nonzero effect. To allow for varying effect sizes, we select βj from {0.05, 0.10, 0.15, 0.20} in rotation,
so that 1% of the non-zero effects are 0.05, 0.10, 0.15, and 0.20, respectively. For simplicity, we
set W = 1n (that is we consider no confounding variables) and specify α0 = −1, where 1n is
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the n-dimensional vector of ones. Under these configurations, we simulate the response vector as
y ∼ N (α0 1n + Xβ, σ 2 I n ), where σ 2 = 1 and I n denotes the the usual identity matrix. Note, these
specifications yield a relatively small signal-to-noise ratio; i.e., the τ 2 /σ 2 = 0.375 (0.749), where
τ 2 = Var(α0 1n + Xβ)/σ 2 , when p = 500 (1000). Regression settings in which the signal-to-noise
ratio is this small represent situations in which automated variable selection techniques, like the
proposed approach, struggle to detect important variables especially those with small effects. To
complete our data generating model, we set the sample size to be n = 500, which is roughly one
fourth that of the motivating data, and we consider covariate sets consisting of p ∈ {500, 1000}
variables.
Motivated by our data application, we generate the side information in a way that imitates
the setting in which this source of extra information arises from a previous study. In particular,
we conceptualize that the side information are p-values arising from a previous GWAS analysis.
Thus, to generate the side information we sample p-values from Beta(1, 1) and Beta(0.5, 500) for
the zero and non-zero effects, respectively. Here, the uniform distribution (i.e., Beta(1, 1)) is used
for the unimportant variables since this is the distribution of p-values when the null hypothesis is
true (i.e., βj = 0) and all other assumptions are met. Alternatively, for the important variables the
Beta(0.5, 500) distribution was selected since it does convey evidence (small p-values) of importance,
but not often at the genome wide level of significance; in human genetics the most commonly accepted
threshold used to determine significance is 5 × 10−8 . Once generated, we transform the p-values
to the − log10 scale. This is done to emulate common reporting practices. Figure 5.2 presents
Manhattan plots of two of these side data sets.
In the implementation of SIGHR, we consider two specifications for the CMP priors. In
both, we select d̃1 = (1, 1)′ and d̃2 = (1, 3)′ as the locations in the side information space used
to form these priors. Note that the second element in d̃1 and d̃2 are on the − log10 scale and
therefore correspond to p-values of magnitude 0.1 and 0.001, respectively. The difference in the two
specifications of the CMP priors comes in the specification of the priors on the mean structure at
d̃1 and d̃2 . In the first setting, we set (ã1 , b̃1 ) = (ã2 , b̃2 ) = (1, 1); i.e., we inject no prior information
about the relationship between the side information and the sparsity structure of the regression
coefficients. In the second setting, we exploit the side information to inform the model fitting
procedure about this sparsity structure by setting (ã1 , b̃1 ) = (100, 900) and (ã2 , b̃2 ) = (900, 100).
For comparative purposes, we also fit the traditional model depicted in (2.2). In doing so, we
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consider two configurations of the hyperparameters; namely an uninformative, (a0 , b0 ) = (1, 1), and
an informative, (a0 , b0 ) = (40, 960), specification. Note, the informative version of the traditional
spike and slab prior can only leverage knowledge about the proportion of non-zero effects. This
is accomplished by setting the hyperparameters so that the hyperprior reflects the prior belief and
certainty in the proportion of non-zero effects; e.g., in this setting we set the prior such that its mean
is 0.04 (the true proportion of non-zero effects) and such that the variance is small, which reflects
strong prior belief. Table 5.1 summarizes these four configurations.
To evaluate the empirical performance of SIGHR, we use the data generating mechanism
described above to generate 500 replicates under each setting of p. Each of these data sets consist of
the data under study as well as side information. We use all four of the aforementioned settings for
the Bayesian variable selection techniques to analyze each of the data sets. In each implementation,
we run MCMC chains consisting of 25,000 iterations and we discard the first 5,000 as a burn-in.
Convergence diagnostics were conducted in the usual manner; i.e., trace plots, auto correlation plots,
etc.
Figure 5.3 provides box plots of the estimated posterior inclusion probability for each regression coefficient, stratified by effect size, across all simulation configurations. From these results
one will note that SIGHR works well. In particular, when examining the case of non-zero effects,
SIGHR which leverages side information out performs the traditional approach in all settings; i.e.,
SIGHR achieves larger estimated posterior inclusion probabilities across all the non-zero effect settings. Moreover, SIGHR is able to more reliably detect small effects (e.g., β = 0.05), even when
the number of covariates exceeds the sample size (i.e., p = 1000 > 500 = n). In fact, based on the
results summarized in Figure 5.3 we find that increasing the number of covariates, relative to the
sample size, does not impact the variable selection characteristics of SIGHR as dramatically as it
does the traditional approach. Further, these gains are had by both the informative and uninformative specifications of SIGHR; i.e., this is evidence that the side information leveraged by SIGHR is
primarily responsible for the increased efficiency in variable selection rather than the prior knowledge injected into the problem via the CMP prior. Of course, when examining the performance of
a variable selection technique we should also examine its ability to correctly classify unimportant
variables as such. The results in Figure 5.3 indicate that SIGHR performs as well in this regard as
the traditional approach. It is worth mentioning that SIGHR in a few instances does estimate higher
inclusion probabilities for some unimportant covariates; see the box plots on the left hand side of
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the two panels in Figure 5.3. Nevertheless, it is important to note that these box plots summarize
240,000 (480,000) inclusion probabilities when p = 500 (1000). Thus, the perceived differences in
the number of false discoveries across the four methods are negligible. To quantify this, in Table 5.2
we provide estimated false discovery rates for the four methods under a significance threshold of 0.5;
i.e., a variable is said to be important if its estimated posterior inclusion probability is larger than
0.5. From these results we see no appreciable differences in the four methods with regard to their
ability to correctly classify unimportant variables as such.

2.5

Nicotine metabolism data analysis
Killing more than 480,000 Americans and incurring more than $300 billion in health care

cost each year, cigarette smoking remains the leading cause of preventable disease and death in
the United States. The primary constituent in tobacco responsible for its sustained use is nicotine,
the addictive compound in cigarettes. To develop better treatment regimes for nicotine cessation,
researchers need to gain a more in depth understanding of how patients metabolize nicotine, and how
this varies from patient-to-patient. The primary biomarker used to summarize nicotine metabolism
is the nicotine metabolite ratio (NMR) which can be measured via laboratory analysis of blood,
saliva or urine, as well as other biospecimens e.g. hair and nails. This biomarker was measured on
2239 individuals via urine specimen as a part of the Multiethnic Cohort (MEC) study, along with
relevant demographic and genomic information; for further information about these studies and their
protocols see Kolonel et al. [2000] and Murphy et al. [2014]. Herein, we consider these data with
the goal of identifying genetic markers that are associated with the control of nicotine metabolism.
To help guide our analyses, we leverage side information from three laboratory studies of nicotine
metabolism, namely the PKTWIN, SMOFAM, and 588 studies; for further details see Baurley
et al. [2016]. This side information consists of p-values that were obtained from a GWAS analysis
conducted to identify genetic markers related to NMR which was measured in blood specimens
collected on 326 individuals.
In this analysis, as is common in polygenic modeling, we make use of a marginal scan to
reduce the dimension of the problem. In particular, a GWAS analysis was run on the MEC data
and the top 1% of SNPs from each chromosome were retained as candidate markers. This allows us
to reduce the the number of genetic markers under consideration from 333,684 to 3,347. Once these
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markers were identified, we identified the corresponding side information as − log10 (p-values) obtained from the GWAS analysis of the Lab data. This side information is depicted in the Manhattan
plot presented in Figure 5.1.
The primary goal of this study is aimed at identifying genetic markers (or more pointedly
regions of the genome) that are associated with the control of nicotine metabolism. To this end, we
posit the following linear regression model

y = W α + Xβ + ε,

where y is a vector of log(uNMR) measurements (the log transformation is taken here to meet model
assumptions) collected on MEC participants, X is a design matrix consisting of the candidate SNPs,
and W is a design matrix of confounding variables; namely, age, sex, body mass index, and race. To
analyze these data, we implement both SIGHR and the traditional spike and slab variable selection
technique. In these implementations, we consider both uninformative and informative specifications;
these specifications are made in the exact same fashion as is described in Section 4.4.
Figure 5.4 and Table 5.3 summarize the findings of this analysis. In particular, Figure 5.4
provides two panels which present the estimated posterior inclusion probabilities for each of the
candidate SNPs stratified by their importance; here we stratify the presentation of each marker to
either the left or right panel based on whether the estimated posterior inclusion probability obtained
from the informative SIGHR exceeded or failed to exceed a threshold of 0.2, respectively. This
threshold was chosen to better demarcate between potentially important and unimportant markers.
Complementing these results, Table 5.3 provides point estimates (posterior mean estimates) of the
regression coefficients and estimated posterior inclusion probabilities for the markers depicted in
the left panel of Figure 5.4. From these results we have several primary takeaways. First, all four
regression techniques come to the same conclusions about the potential importance of the markers
under study; with the exception of those depicted in Table 5.3. Secondly, through leveraging side
information SIGHR is able to identify several (7 in total) genetic markers as being associated with
uNMR that the traditional techniques do not. Given the findings of our numerical studies, we
believe that this phenomenon is likely attributable to the fact that the effect of each marker (as is
common in genetics applications) is relatively small; e.g., SNP rs145256949 has a relatively small
estimated effect size under all four techniques. SIGHR which is guided by the side information is
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able to detect these smaller signals, while the competing techniques can not. Lastly, we note that
informative SIGHR is able to identify several important SNPs (7 in total) that have been previously
identified to be related to cigarette smoking by other studies. For example, SNP rs56113850 has
been previously associated with numerous smoking phenotypes, including NMR in current smokers,
smoking behavior, smoking intensity, lung cancer, and smoking cessation. For a full summary of
the replicated findings, see Table 1 in the Supplementary Materials. In addition to these findings,
informative SIGHR also identified a few SNPs that had not previously been associated with NMR
and smoking related outcomes. These SNPs could constitute novel findings, and warrant further
exploration.

2.6

Discussion
In this work, we have developed a Bayesian regression framework that can complete variable

selection in high dimensional settings. The novelty of this approach is that we develop an integrated
approach that can be used to leverage side information to inform about the sparsity structure of
regression coefficients. This is accomplished by replacing the usual inclusion probability in the spike
and slab prior with a binary regression model which assimilates this extra source of information.
Two variations of our approach, the informative and uninformative, were explored, and both were
shown to have better selection performance, especially for small effect sizes, when compared to the
traditional method. To implement our approach, a computationally efficient and easy to implement
MCMC posterior sampling algorithm was developed. To further disseminate this work, code (written
in R) that implements all aspects of the proposed methodology has been developed and is available
on GitHub.

2.7

Software
Software in the form of R code is available on GitHub (https://github.com/Smalls07/SIGHR).

This code can be used to perform the data analysis in Section 5.
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Chapter 3

Estimation of l0 Norm Penalized
Models: A Statistical Treatment
3.1

Introduction
Arguably, one of the most transformative contributions that have been made to the statisti-

cal literature in the last thirty years was made by Tibshirani [1996], which introduced the least
absolute shrinkage and selection operator (LASSO). The LASSO largely supplanted traditional
model selection strategies (e.g., forward stagewise regression, best subset selection, etc.) by elegantly merging the model selection and estimation problem. This was accomplished by introducing
a variant of the usual squared error loss objective function which utilizes a l1 norm to penalize the
regression coefficients. Estimating model parameters under this penalty has the effect of “shrinking”
some coefficients while setting other to be identically equal to zero thereby “selecting” the important
features.
Since the seminal work of Tibshirani [1996], the LASSO penalty has been adopted into
many common statistical techniques; e.g., survival models [Tibshirani, 1997, Huang et al., 2006,
Datta et al., 2007, Sohn et al., 2009], logistic regression [Roth, 2004, Meier et al., 2008], quantile
regression [Wu and Liu, 2009, Li and Lin, 2010], generalized estimating equations [Fu, 2003, Wang
et al., 2012], likelihood based estimation [Pötscher and Leeb, 2009, Jin and Lee, 2018], among many
others. Moreover, as a regularization strategy, the LASSO penalty has inspired many variants.
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For example, Zou [2006] proposed a differentially weighted LASSO (adaptive LASSO), where the
weights are set based on an initial set of parameter estimates, while the elastic net proposed by Zou
and Hastie [2005] blends the LASSO with ridge regression by adopting a penalty that consists of a
linear combination of the l1 and l2 norms. Other notable contributions include the Group LASSO
[Simon et al., 2013] and Fused LASSO [Tibshirani et al., 2005]. It is worthwhile to point out that
the aforementioned penalties are all convex, and fitting models under such regularization strategies is often straightforward and computationally efficient [Breheny and Huang, 2011]. Although
these techniques have many attractive properties, the shrinkage introduced due to regularization can
result in a significant bias for large regression coefficients. To mitigate this bias, Other regularization strategies make use of non-convex penalties such as the smoothly clipped absolute deviations
(SCAD) penalty [Fan and Li, 2001] and minimax concave penalty [MCP; Zhang, 2010]. However, the
reduction in bias comes at the expense of numerical challenges associated with fitting these models.
The vast majority of the aforementioned penalties (both convex and non-convex) can be
thought of as surrogates for the far more formidable best subset selection problem which can be
characterized as
arg min l(θ)
θ

subject to ∥θ∥0 < u,

(3.1)

where θ is a p-dimensional vector of model parameters, l(·) is a loss function, and ∥θ∥0 denotes the
l0 norm of θ, which is defined as
∥θ∥0 =

p
X

I{θj ̸= 0}.

j=1

Unlike other common regularization strategies, the penalty imparted by the l0 norm is not tied
to the magnitude of the parameters, but rather only how many differ from zero; i.e., this penalty
simply counts the number of active variables. Thus, the l0 norm offers a regularization strategy
that promotes variable selection while avoiding the introduction of bias in parameter estimates that
other regularization techniques incur. Owing to this benefit, the l0 penalty has been adopted for
sparse estimation in several works; e.g., see Weston et al. [2003], López et al. [2018], Duan [2019].
Although, and notably, the l0 penalty is far less popular when compared to the alternatives discussed
above. This is likely attributable to the daunting non-convex optimization problem that end users
face when adopting the l0 norm as a regularization strategy.
In particular, the optimization problem described in (3.1) is NP-hard due to the cardinality
constraint [Natarajan, 1995, Davis et al., 1997]. When p is relatively small, this problem can be
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solved exactly via an embarrassingly brute force approach. That is, all 2p sub-models could be fit
and evaluated. However, the combinatorial nature of this approach quickly becomes computationally
intractable for larger models. Indeed, even specially designed state-of-the-art algorithms, like leaps
in R, can not be used to efficiently solve (3.1) when p exceeds 30. To avoid fitting all possible
models, researchers have alternatively developed greedy algorithms; e.g., see Mallat and Zhang
[1993], Pati et al. [1993], Davis et al. [1997], Tropp [2004], Tropp and Gilbert [2007], Needell and
Tropp [2009], Herzet and Drémeau [2010], Lu [2014]. However, such algorithms are not guaranteed
to identify the optimal solution unless other restrictive assumptions are made [e.g., see Tropp, 2004,
Needell and Tropp, 2009]. Rather than attempting to directly solve (3.1), one could reformulate
it as a mixed-integer optimization problem and then solve it approximately by convex relaxation;
e.g., see, Bertsimas and King [2016], Bertsimas et al. [2016], Atamturk and Gomez [2019]. Since
the convex relaxation is a different optimization problem, this approach can led to solutions that
are significantly different than the optimal solution. Combining the convex relaxation technique
with branch-and-bound algorithms commonly used for solving mixed-integer optimization [e.g., see
Wolsey and Nemhauser, 1999], it is possible to solve problem (3.1) exactly. However, branch-andbound algorithms become computationally intractable for larger models. Another strategy involves
replacing the problem in (3.1) (which is combinatorial in nature) with an equivalent continuous
optimization problem. The equivalent reformulation could be based on equilibrium constraints
[Feng et al., 2013, Bi et al., 2014, Yuan and Ghanem, 2016, Liu et al., 2018], differences of convex
functions [Le Thi et al., 2015b,a], or the equivalence between ∥θ∥0 and ∥θ∥q when q is sufficiently
small [Fung and Mangasarian, 2011]. However, the equivalent continuous optimization problem
might be computationally intractable to solve accurately. In addition to the drawbacks of each of
the classes of algorithms described above, many of these more advanced treatments are either highly
specialized and require a great deal of optimization knowledge to design or don’t scale well to large
problems. For these reasons, it is unsurprising that the best subset problem is broadly considered
to be intractable by many statisticians.
To overcome these challenges in a way that allows for the easy adoption of the l0 norm as
a regularization strategy by the greater statistical community, herein we derive a straightforward
optimization approach that can be used to estimate model parameters based on a general class of
objective functions that are subject to this penalty. Our methodology is derived based on making
ties between the l0 norm and the generalized double Parteo shrinkage prior proposed by Armagan
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et al. [2013]. In doing so, and by exploiting a hierarchical representation of this shrinkage prior,
we derive a general model fitting algorithm. Our algorithm follows the development of the usual
expectation-maximization (EM) algorithm, but has several notable differences. In its implementation, our algorithm consists of iteratively solving a nested series of differentially weighted LASSO
problems with the weights being successively determined. This formulation has several key benefits.
First, our approach can easily and seamlessly be adopted into any existing statistical framework
that currently makes use of a differentially weighted LASSO penalty, such as those reviewed above,
thus obviating the need to develop complex model fitting strategies or software that carries out the
same. Second, our approach is computationally efficient. This feature is a byproduct of the fact
that our approach is able to directly leverage the computationally efficient algorithms (e.g., LARS,
coordinate descent, etc.) that exist for solving LASSO regularized problems. Lastly, the development of our approach is based on standard statistical principles and therefore does not require an
end user to have an extensive optimization background in order to adopt it. Thus, our approach
should be directly accessible by a broad audience of statisticians and data scientists. To illustrate
the performance and utility of our approach relative to existing techniques, we conduct an extensive
numerical study and apply it to several data examples.
The remainder of this article is organized as follows. Section 2 provides a detailed development of our general methodology that can be used to fit l0 norm regularized models. Section
3 presents the results of numerical studies that were conducted to demonstrate the performance
of the proposed approach relative to traditional implementations. Section 4 further illustrates the
practical performance of our methodology under a variety of settings through the analysis of several
prototypical data sets. Section 5 concludes with a summary discussion. Additional numerical results
and technical details are relegated to the Supplementary Material.

3.2

Methodology
To develop a general approach to fitting l0 norm regularized models, we consider estimating

θ, a p-dimensional vector of parameters, based on the Lagrangian form of (3.1). In particular, we
consider the estimator of θ given by

e = arg min {l(θ) + λ∥θ∥0 } ,
θ
θ
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(3.2)

where λ > 0 is a tuning parameter that regulates the influence of the penalty. Note, in the development herein, we consider a very broad class of loss functions to include, but not to be limited to,
the quadratic loss, negative log-likelihood, absolute loss, etc. Under any loss function, to identify an
estimator of θ one must select a value of λ. To select this parameter in a data driven manner, one can
create a solution path for a grid of candidate values of λ and then select the best from among them
based on some criterion (e.g., AIC, BIC); for further details and a nice review of exiting criterion see
Zhang and Shen [2010]. This is a common approach adopted by other regularization strategies; e.g.,
LASSO, SCAD, and MCP, among others. However, upon close inspection, one will note that (3.2)
can be specified to take the form of many common information criterion. Therefore, we may directly
optimize the desired information criterion to estimate θ after specifying λ to mimic the structure of
the criterion. Proceeding in this fashion avoids the computational expense required to construct a
solution path across a grid of candidate values of λ. In either case, in what follows we outline an
e for any value of λ.
algorithm for identifying θ

3.2.1

Norm Approximation and Reformulation
Inspired by the work of Yen [2011], we re-express ∥θ∥0 as the limit of a differentially weighted

log-sum function; i.e., we re-express ∥θ∥0 as

∥θ∥0 = lim+
τ →0

p
X

ωj

j=1

log(1 + τ −1 |θj |)
,
log(1 + τ −1 )

(3.3)

where ωj → 1 as τ → 0+ , for j = 1, ..., p. The specific form of the weights (i.e., the ωj ) used by
our approach is relegated to Section 2.3. This relation reveals an important tie to a shrinkage prior.
In particular, the right hand side of (3.3) can be related to the generalized double Pareto (GDP)
shrinkage prior proposed by Armagan et al. [2013] as follows
p
X
j=1

p

ωj

X
log(1 + τ −1 |θj |)
−1
=
ωj log π(θj ),
−1
−1
log(1 + τ )
(2τ + 1) log(1 + τ ) j=1

(3.4)

where π(·) is the density function of the generalized double Pareto distribution with shape parameter
α = 2τ and scale parameter ξ = 1/2. Based on these relations, we introduce the following alternate
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estimator of θ which is given by


p


X
bτ = arg min l(θ) − λτ
θ
ωj log π(θj ) ,


θ
j=1

(3.5)

bτ → θ
e as τ → 0+ since the two
where λτ = λ/{(2τ + 1) log(1 + τ −1 )}. Thus, we have that θ
underlying objective functions correspond in the limit. A few comments are warranted. First, the
problem in (3.5) does not appear to offer a more attractive path to estimating θ than the original
problem stated in (3.2). However, by leveraging a hierarchical representation of the GDP density we
are able to derive an easy to implement and computationally efficient algorithm that can be used to
bτ . Second, we note that one can attain a good approximation of θ
e by identifying θ
bτ for a
identify θ
sufficiently small value of τ . In fact, given the computationally efficient nature of the aforementioned
algorithm, we develop a solution path strategy that leverages a warm-start procedure that insures
that τ has been chosen small enough to provide an adequate approximation while also avoiding
computational instabilities.

3.2.2

Algorithm
bτ for any fixed value
In what follows, we develop an algorithm that can be used to identify θ

of τ . For ease of exposition and notational simplicity, this algorithm is first developed under the case
in which ωj = 1, for all j. This simplifying assumption is later relaxed, with the general algorithm
bτ as in (3.5) is equivalent to identifying the
being provided. Under this simplification, identifying θ
minimizer of
O(θ) = l(θ) − λτ log π(θ),
where π(θ) =

Qp

j=1

π(θj ). To derive our algorithm, we view the unknown model parameters as

random variables and note that
Z
π(θj ) =

π(θj |δj )π(δj )dδj ,

where θj | δj ∼ Laplace(0, 1/δj ) and δj ∼ Gamma(2τ, τ ); for further discussion see Armagan et al.
[2013]. Based on these distributional relations and by introducing = (δ1 , ..., δp )′ as a latent random

26

vector, we identify an alternate formulation of log π(θ) which is given by
Z

log π(θ)π(|θ (k) )d

Z

log {π(θ, )/π(|θ)} π(|θ (k) )dδ = H(θ, θ (k) ) + R(θ, θ (k) ),

log π(θ) =
=

(3.6)

where θ (k) is any value of θ, π(θ, ) is the joint density of θ and , π(| θ (k) ) is the conditional density
of , given θ (k) , and
h
i
H(θ, θ (k) ) = E log π(θ, ) | θ (k)
h
i
R(θ, θ (k) ) = E − log π(| θ) | θ (k) .

A direct consequence of (3.6) is that we can re-write our objective function as

O(θ) = l(θ) − λτ {H(θ, θ (k) ) + R(θ, θ (k) )}.

Further, through an application of Jensen’s inequality we have that
Z
log π(θ) = log

 Z
f (|θ (k) )f (θ, )/f (|θ (k) )d ≥ f (|θ (k) ) log{f (θ, )/f (|θ (k) )}d
= H(θ, θ (k) ) + R(θ (k) , θ (k) ).

(3.7)

Combining the results from (3.6) and (3.7), we have that

O(θ ∗ ) = l(θ ∗ ) − λτ log π(θ ∗ )
≤ l(θ ∗ ) − λτ {H(θ ∗ , θ (k) ) + R(θ (k) , θ (k) )}
≤ l(θ (k) ) − λτ {H(θ (k) , θ (k) ) + R(θ (k) , θ (k) )}
= O(θ (k) ),

where θ ∗ = arg minθ OA (θ, θ (k) ) and OA (θ, θ (k) ) = l(θ) − λτ {H(θ, θ (k) )}. That is, by identifying
θ ∗ as the minimizer of OA (θ, θ (k) ) we can actually improve the desired objective function; i.e.,
O(θ ∗ ) ≤ O(θ (k) ).
The results provided above set the foundation for our proposed algorithm. In particular,
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and akin to the standard expectation-maximization algorithm, instead of directly minimizing O(θ)
our algorithm divides the optimization problem into two subproblems (i.e., expectation and minimization) which are completed in turn until convergence. In particular, in the kth iteration of our
algorithm the E-step identifies a new penalty term based on the current set of parameter estimates
θ (k) . Noting that δj | θj ∼ Gamma(2τ + 1, τ + |θj |), it is easy to show that the updated penalty is
given by

H(θ, θ

(k)

)=

=

p
X

h
i
h
i
(k)
(k)
Eδj log π(θj |δj ) | θj
+ Eδj log π(δj ) | θj

j=1
p
X

−(2τ + 1)

j=1

(k)
|θj |

τ+

|θj | + C(θ (k) ),

where C(θ (k) ) is free of θ. The M-step then determines the value of θ (say θ (k+1) ) that minimizes
OA (θ, θ (k) ); i.e.,



θ (k+1) = arg min l(θ) + λτ

θ



|θ
|
.
j
(k)

τ + |θj |

X 2τ + 1
j

(3.8)

These two steps are repeated in turn until convergence.
Now that our algorithm has been developed for the simpler setting in which ωj = 1, for all
j, attention is turned to the more general case. In particular, adapting our algorithm to the general
case in which the weights are not all trivially 1 is relatively straightforward and follows essentially
the same arguments provided above. Proceeding in this fashion, it is easy to show that the E-step
in the general case identifies the new penalty which is given by

H(θ, θ (k) ) =

p
X
j=1

ωj

−(2τ + 1)
(k)

τ + |θj |

|θj | + C(θ (k) ).

The M-step then identifies θ (k+1) as

θ (k+1)





X
(2τ + 1)
= arg min l(θ) + λτ
ωj
|θ
|
.
j
(k)


τ + |θj |
θ
j

(3.9)

A few comments are warranted. First, recognizing the form presented in both (3.8) and (3.9) one will
note that we have essentially simplified the non-convex NP-hard optimization problem described in
(3.2) by approximating it with an iteratively re-weighted LASSO problem which is straightforward

28

to solve for a very broad class of problems. For this reason, our approach is poised to be widely
adopted by the statistical community since it can be trivially implemented by any existing software
package (e.g., glmnet) that has been developed to estimates models under a differentially weighted
LASSO penalty. This key attribute is highlighted throughout our numerical experiments and data
applications. Second, the approximation to (3.2) improves as τ → 0. Thus, it is desirable to
choose the value of τ to be sufficiently small. However, experience has shown that computational
instabilities can be encountered if τ is chosen to be too small. In what follows, we provide details
on how to address this issue in practical settings.

3.2.3

Specifying ωj and τ
[Figure 5 about here.]
In what remains, we address two aspects to the practical implementation of our proposed

approach; namely the choice of weights (i.e., the ωj ) and τ . To set weights, we first consider the
penalty imparted by the l0 norm. That is, the penalty contribution for θj is 1 when θj ̸= 0 and
0 otherwise. Figure 5.5 provides a depiction of the approximation to the l0 norm penalty that is
provided by the unweighted log-sum function under two different values of τ . From this figure, it is
easy to see that the approximation is not good for larger values of τ . To overcome this limitation
and to provide for a better “local” approximation to the l0 norm, we set the parameter specific
weights as

ωj =






log(1+τ −1 )
,
log(1+τ −1 |θ̆j |)



1,

θ̆j ̸= 0;

(3.10)

θ̆j = 0.

where θ̆ is an a priori estimate of θ. It is easy to see that specifying weights in this fashion allows
wj → 1 as τ → 0+ , for any value of θ̆j . Moreover, the weights are chosen such that the imparted
penalty on non-zero values of θj is near 1 when θj is in the neighborhood of θ̆j . Thus, if θ̆j is a good
estimate of θ, then selecting weights in this fashion improves the local approximation of the penalty.
Attention is now turned to selecting τ . To this end, we suggest constructing a solution
bτ ,
path in τ . That is, for a decreasing sequence of τ values, say τ1 > ... > τQ , one identifies θ
q
for q = 1, ..., Q. Given the nature of this problem, one can utilize the point of convergence on the
previous step as a warm-start by initializing our algorithm at it; i.e., on the qth step our algorithm
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bτ . Moreover, on the qth step θ
bτ
is intialized at θ
q−1
q−1 can be used to set the weights described
in (3.10). This procedure can be used to stably create solution paths in which τQ is very small;
e.g., 1 × 10−100 . A step-by-step implementation of this approach is detailed in Algorithm 1 and is
implemented throughout the remainder of this article.
Algorithm 1: The general algorithm
e
Result: An estimate of θ
Input: λ, θ 0 , and τq , for q = 1, ..., Q
bτ = θ 0
Set: θ
0
for q = 1, ..., Q do
bτ
Set: θ̆ = θ
q−1

Compute:
(q)

ωj

←

log(1 + τq−1 )
log(1 + τq−1 |θ̆j |)

1(θ̆j ̸= 0) + 1(θ̆j = 0)

bτ
Set: δ = 1, k = 1, and θ (0) = θ
q−1
while δ ≥ tol do
E-step: For j = 1, ..., p compute
(k)

wj

(q)

= ωj

2τq + 1
(k−1)

τq + |θj

|

M-step: Compute



θ (k) = arg min l(θ) + λτq

θ
Set: δ = max(|θ (k) − θ (k−1) |) and k = k + 1
end
bτ = θ (k−1)
θ
q
end
bτ
Return: θ
Q
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X
j

(k)
wj |θj |





3.3

Numerical Studies
To examine the performance of the proposed methodology, herein we conduct a series of

numerical experiments aimed at comparing the solution obtained from our algorithm with other existing techniques. In particular, we focus comparisons on the performance of our approach relative to
two of the most common strategies that a statistician/data scientist would be likely to adopt; namely
traditional best subset selection through a combinatorial search of all possible models and gradient
descent. Focus is placed on these competing techniques due to the ease of their implementation and
their widespread use. While a number of other strategies exist (e.g., see the techniques referenced
in Section 3.1), they are not likely to be adopted by practicing statisticians, due to their complexity,
lack of software, and inherent limitations. For this reason, we do not compare our technique to these
other strategies. This decision was guided by the primary goal of this work. That is, to develop
a model fitting strategy that could be easily adopted by the greater statistical community to fit l0
norm penalized models.
To facilitate comparisons, we elect to generate data according to the standard linear regression model given by

yi = x′i β + εi , for i = 1, ..., n,
iid

iid

where xi = (xi1 , xi2 , ..., xip )′ , xij ∼ N (0, 1), and εi ∼ N (0, 1). We fix the sample size to be n = 500,
consider values of p ∈ {10, 15, 20}, and explore two configurations of β that allow for “large” and
“small” effect sizes relative to the error variance. The large effect size configuration sets β1 = 3,
β2 = 1.5, β3 = 2, and βj = 0, for j = 4, ..., p, and the small effect size configuration sets β1 = 0.1,
β2 = 0.2, β3 = 0.3, β4 = 0.4 and βj = 0 for j = 4, ..., p. This data generating model is used to create
500 independent data sets for each combination of p and β.
For each of the simulated data sets, we use our proposed approach to approximate the
solution given by
(
e = arg min
β
β

n
X
(yi − x′i β)2 + λ∥β∥0

)
.

(3.11)

i=1

To implement the proposed approach, we create a solution path in τ according to the strategy
outlined in Section 2.3, where the decreasing sequence is given by τq = 10−q , for q = 1, ..., 15. To
examine the performance of our approach across a broad spectrum, we approximate the solution of
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(3.11) for a grid of λ values ranging from 1 to 10 by 0.1, thus effectively creating a solution path
in λ. The differential LASSO problem described in (3.9) required to complete the M-step of our
algorithm was solved using the glmnet package in R. On each implementation of our algorithm,
convergence was declared when the maximum absolute difference between successive updates was
less than 10−6 . A step-by-step implementation of our algorithm in this setting, to include the details
required to integrate the functionality of the glmnet package, is provided in Appendix A.1 of the
Supplementary Material.
As competing techniques, we also apply two existing techniques; namely best subset selection (BSS) and gradient descent (GD). In the implementation of BSS, we note that for the considered
e
settings of p it is possible to fit an evaluate all possible 2p sub-models. Thus, BSS can identify β
exactly for each considered value of λ. For this reason, BSS should be thought of as the gold standard by which the performance of the alternate optimization strategies can be compared. However,
and as was previously noted, BSS becomes computationally intractable for larger values of p. To
implement GD, we develop a custom algorithm which is detailed in Appendix A.2 of the Supplementary Material. As a part of this competing technique, an end user has to specify a learning rate. In
our implementation of GD, we considered four different learning rates: 0.0001, 0.0002, 0.0005 and
0.0008. Convergence for GD was declared when the maximum absolute difference between successive
updates was less than 10−6 . These two competing techniques were used to estimate the regression
coefficients for each simulated data set under each value of λ.
Figure 5.6 provides a summary of the simulation results when p = 10 for the small effect
size configuration. This summary is aimed at comparing the results from our approach to those
from BSS, which is the gold standard, in terms of optimization performance. With this in mind, our
summary provides the average difference in the estimated optimal objective function values, the average Euclidean distance between the estimated regression coefficients, and the average discordance
between the variables deemed to be active/in-active by our approach and BSS. Here discordance is
Pp
defined to be j=1 I{I(βbj = 0) ̸= I(βej = 0)}. Figure 5.6 also compares GD to BSS based on the
same metrics under the four considered learning rates. Web Figures 1-5 of the Supplementary Material provide the same summary under the other simulation configurations. From these results, one
can see that the proposed approach works well across all considered settings. That is, the estimated
regression coefficients obtained by our approach are very close to the optimal value. Moreover, our
approach and BSS identify practically the same set of important variables for each data set. In
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particular, across all considered values of λ, our approach and BSS identify the exact same set of
active variables more than 96% of the time, on average, and this increases to a 99% agreement for
λ ≥ 2.7. These results indicate that our optimization strategy is reliably and accurately approxie across all considered settings. The same cannot be said for GD, which is out performed by
mating β
our approach in virtually all settings. Further, the overall performance of GD seems to be strongly
tied to the learning rate; a parameter that has to be specified a priori by an end user without a data
driven mechanism to guide its selection. Interestingly, the performance of GD seems to improve for
larger learning rates. However, in other studies (results not shown) GD had the propensity to not
converge for even larger learning rates (e.g., 0.001).
Given the solution paths constructed in λ, one issue remains; namely selecting the “best”
value of λ, a process that is tantamount to model selection. A common strategy in such venues is to
use an information criterion (e.g., AIC or BIC) to evaluate the estimates indexed by λ, and choose
the best from amongst them; e.g., the estimate that minimized the criterion. Given that this process
for many information criterion can aptly be described through the optimization problem described
in (3.2), a natural question arises. Why not minimize the information criterion directly and avoid
the computational expense of creating the solution path? To explore this, we consider the same data
generating mechanism given above and we use our approach to approximate the solution of
(
f2 ) = arg min
e σ
(β,
(β ,σ 2 )

n
X
(yi − xT β)2
i=1

i
σ2

)
2

+ n log(σ ) + log(n)∥β∥0

.

(3.12)

Upon close inspection, one will note that the objective function considered in (3.12) is that of the
BIC criterion. Appendices A.3 and A.4 of the Supplementary Material, gives the necessary details
to implement our approach and GD, respectively, to approximate the solution given in (3.12), while
BSS identifies the solution in the usual manner and again represents the gold standard.
Table 5.4 summarizes the results associated with estimating the regression coefficients by
directly minimizing the BIC criterion for all simulation settings. The summary provided in Table
5.4 is the same as the summary provided in Figure 5.6. From these results, we again find that our
approach performs well relative to BSS. That is, the estimated regression coefficients obtained by our
approach are very close to the optimal value. Moreover, our approach and BSS identify practically
the same set of important variables for each data set. Specifically, the average agreement between the
two approaches exceeds 99% in all simulation configurations. Further, our approach can complete
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this task in a fraction of the time that is required to complete BSS. Figure 5.7 depicts the average
model fitting time for these two procedures. From this figure it is easy to see the exponential growth
in the computational time incurred by BSS, an expense our approach is not subject to. Lastly, we
again note that our approach outperforms GD in all settings. In summary, the results from this
study tends to suggest that our approach can be used to not only fit l0 norm regularized models
in a computationally efficient manner, but it can be used to directly optimize various information
criterion, thus obviating a grid search across candidate penalty parameter values.
[Figure 6 about here.]
[Table 4 about here.]
[Figure 7 about here.]

3.4

Data Applications
In this section, we further illustrate the performance of our methodology through the analysis

of several prototypical data sets. In particular, we focus our applications on three types of data; i.e.,
data consisting of continuous outcomes and a small predictor set, continuous outcomes with a large
predictor set, and binary outcomes. The first data type reinforces the findings from our numerical
studies, while the second demonstrates the scalable nature of our approach. The third data type is
meant to illustrate how easy it is to generalize our approach to other common data structures. In all
of these analyses, we use our approach to estimate the regression coefficients by directly minimizing
the BIC criterion.

3.4.1

Continuous outcomes with small p
In this subsection, the proposed approach is applied to three common data sets used to

illustrate statistical methodology: the prostate cancer data [Stamey et al., 1989], the Auto MPG
data [mis, 1993], and the real estate valuation data [mis, 2018]. We implement our approach and
BSS to estimate the regression coefficients under the strategy of minimizing the BIC criterion after
standardizing the predictor variables. To summarize the results of these analyses, we report the
coefficient estimates, along with the corresponding BIC value for the selected model. The results
are summarized in Table 5.5. From these results, one will first note that both techniques identify
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the same set of active variables. Second, there are no appreciable differences in the regression
parameter estimates across all three data sets. Last but not least, the minimal BIC values (i.e.,
the objective function) obtained by both techniques are the same up to two decimal places. These
findings reinforce all of the findings from our numerical studies; namely, that our proposed strategy
can be used to reliably and accurately fit models under the l0 norm.
[Table 5 about here.]

3.4.2

Continuous outcomes with large p
To demonstrate the scalability of our approach, we consider analyzing the Communities

and Crime data [Redmond, 2009] which contains p = 100 covariates. We again implement our
approach to estimate the regression coefficients under the strategy of minimizing the BIC criterion
after standardizing the predictor variables. To summarize the results of this analyses, we report, in
Table 5.6, the time required to complete model fitting according to our strategy. It is important to
note that BSS is computationally infeasible to implement in this setting due to the large number of
candidate predictor variables. Thus, we provide an estimate, in Table 5.6, of the time required to
execute BSS. To be conservative this estimate was designed to be a lower bound. This analysis was
conducted on a computer with an Intel Core i5 running at 1.8 GHz, using 8MB of RAM, running
macOS Big Sur version 11.6.1. This analysis serves to illustrate that our proposed strategy scales
very well to data sets consisting of a large number of predictor variables.
[Table 6 about here.]

3.4.3

Binary outcome
Another key feature of the proposed approach is that it is easily adapted to other data

structures. This is due to the fact that, at its core, the proposed approach involves solving a
series of differentially weighted LASSO problems. For this reason, the proposed approach can easily
be adopted to fit l0 norm regularized models using software designed to fit differentially weighted
LASSO models. To illustrate this, we consider three binary data set: the South Africa heart disease
data [Hastie et al., 2009], the Indian liver patient data [Ramana and Venkateswarlu, 2012], and the
Hungarian heart disease data [Janosi et al., 1988]. To analyze these data we implement our approach
to estimate the regression coefficients of a logistic regression model by directly minimizing the BIC
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criterion after standardizing the predictor variables; Appendix A.5 of the Supplementary Material
provides the details of implementing our technique in this setting. As a basis of comparison, we again
implement BSS. Table 5.7 summarizes the regression coefficient estimates and the corresponding
BIC values for the selected models. From these results, we again see that there are no appreciable
differences in the results obtained by the two techniques. These findings again serve to illustrate
that our proposed strategy can be used to reliably and accurately fit models under the l0 norm
across different data types.
[Table 7 about here.]

3.5

Discussion
In this work we have developed a general strategy that can be used to fit l0 norm penalized

models under a broad class of objective functions. To develop our approach, we draw ties between
the l0 norm and the generalized double Pareto shrinkage prior proposed by Armagan et al. [2013].
In so doing, and inspired by the classical development of the EM algorithm, we derive an algorithm
that can be used to complete parameter estimation under a very broad class of statistical models
that are regularized by this penalty. Moreover, due to the salient features of our approach, the
optimization steps required to complete our algorithm can easily be solved using existing statistical
software. To solidify our exposition, we provide specific implementation details of our approach
under two of the most common statistical models; namely, the linear and logistic regression models.
Through extensive numerical experiments and several prototypical data examples, we demonstrate
that our approach is reliable, efficient, computationally scalable, and easily adaptable. In summation, the methodology developed and vetted in this work makes it easy for the general statistical
community to adopt the l0 norm as a regularization strategy. To further disseminate this work,
code that implements all aspects of this work has been developed and made freely available on
GitHub (https://github.com/Smalls07/BSS star). Discussion on the use of this software is provided
in Appendices A.5 and A.6 of the Supplementary Material.
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Chapter 4

Multi-field Linear Mixed Model LASSO
4.1

Introduction
The goal of variable selection is to identify which subset of the p available predictor variables

should be included in the posited model. This could be achieved by using Best Subset Selection
(BSS), which searches through all possible 2p subsets and selects the best one based on a performance
measure, such as Bayesian Information Criterion (BIC). Unfortunately, BSS becomes computationally infeasible very quickly as p grows due to the exponential growth in the number of possible
subsets. However, variable selection in the context of high dimensional regression (large p) is often
desired. For example, in genome-to-phenome studies researchers are often tasked with the development of polygenic models that assimilate thousands, if not hundreds of thousands, of genetic markers
(genome) to explain observable physiological traits or characteristics (phenome). A key objective in
such venues, among others, is to identify genetic variants that are related to the outcome of interest;
i.e., variable selection. Consequently, there has been numerous of high dimensional regression techniques proposed in the past few decades. The most influential approach in such realm is the least
absolute shrinkage and selection operator (LASSO) proposed by Tibshirani [1996], which introduces
an L1 penalty to the ordinary least squares (OLS) objective function. The novelty of LASSO is
that it allows for a sparse estimator of the regression coefficients by setting some parameters to be
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exactly 0 through the specification of the L1 norm penalty. Since this seminal work, there has been
numerous extensions and generalizations to LASSO, see Fan and Li [2001], Fan et al. [2009], Zou
[2006] for further discussion.
In genetics, genome-wide association studies (GWAS) have been widely used in the genetic
research of quantitative traits in human, animal and plant genetics, particularly paired with the
output of genomic sequencing technologies. The widely accepted statistical modeling for GWAS is
the linear mixed models (LMM), see Yu et al. [2006], Zhang et al. [2005] for further discussions. Since
the seminal work of Yu et al. [2006], many LMM-based model have been proposed. These methods
can be categorized into two major groups: 1) one-dimensional genome scan by testing one marker
at a time while appropriately adjusting for false discoveries, and 2) multi-locus joint modelling.
While one-dimensional scans can be computationally efficient and easy to interpret, the results can
be compromised due to the existence of complex genetic architectures. One of the reasons is that
most quantitative traits are controlled by a few genes with large effects and numerous polygenes
with minor effects. To address this issue, researchers have shifted their focus to developing joint
models for GWAS. This new direction brings new challenges to researchers. More specifically, modern
sequencing and genotyping techniques have made millions of single-nucleotide polymorphisms (SNP)
available for GWAS analyses. From the statistical perspective, this is the classical large p small n
configuration (i.e. p ≫ n) in the context of high-dimensional regression, with only a small portion
of the predictors (SNPs) are important to the quantitative trait of interest. The most popular highdimensional techniques used to fit such models are regularized models, such as LASSO [Tibshirani,
1996], adaptive mixed LASSO [Wang et al., 2011], penalized Logistic regression [Hoggart et al.,
2008], empirical Bayes (E-BAYES) [Lü et al., 2011], and E-BAYES LASSO [Wen et al., 2015] etc.
Inspired by the work of Rakitsch et al. [2013], we extend their proposed method LMMLASSO, a two-step Bayesian framework that performs multi-locus joint modelling on single cluster
data, to handle data that contains more than one clusters. The motivation of this work resides in
our agricultural-based data. In particular, there are multiple physical locations/fields involved in
data collection over the course of a few years, hence it is not appropriate to assume the same genetic
random effect variance and error distribution across all different clusters as in LMM-LASSO, in
which there is only one cluster. This is due to the fact that the environmental effects are different
for each cluster in the data, such as temperature, humidity, and precipitation etc. Therefore, we
specify different genetic random effect variances and error distributions for each clusters, this setting
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allows our model to account for heterogeneity across different clusters. Another deviation we made
from LMM-LASSO is that instead of fitting the null models to estimate the variance components,
we employ a grid search scheme to find such estimates according to the Akaike information criterion
(AIC). In this paper, the performance of proposed approach is thoroughly examined by an extensive
numerical study. The success of the methodology for the presence of large number of SNPs, indicates
its merits in GWAS analyses.
The remainder of this article is organized as follows: Section 4.2 sets notation, provides
details of the development of our methodology. Section 4.3 provides details of the numerical study.
Section 4.4 concludes with a summary discussion.

4.2
4.2.1

Methodology
Linear mixed model LASSO
In this subsection, we introduce the linear mixed model that jointly models data set contains

different clusters (i.e. fields) of observational units. Let K be the total number of clusters in the
data set, mk be the number of genotypes in the kth cluster, for k = 1, 2, . . . , K; nkj be the number
of repetitions of the jth genotype in the kth cluster, for j = 1, 2, . . . , mk ; Nk be the total number
of observations in the kth cluster, naturally the relationship among Nk , mk and nkj could be
Pmk
expressed by Nk =
j=1 nkj . To assess environmental and genetic effect while accounting for
genetic similarities, we propose the following linear mixed model:

yijk = x′ijk ϕk + s′ijk β + γjk + εijk

(4.1)

where yijk is a response variable representing a phenotype of interest on the ith repetition of the jth
genotype in the kth cluster (e.g. flexual rigidity); xijk is a q-dimensional vector of other confounding
variables related to the corresponding object (e.g. spatial information); sijk is a p-dimensional vector
of single-nucleotype polymorphism (SNP) genotypes; γjk is the random effect of the jth genotype in
the kth cluster; εijk is the typical error term that follows N(0, σk2 ); the regression coefficients β and
ϕk are the overall genetic marker effects across different clusters, and cluster specific confounding
covariate effects, respectively.
In this model, genetic similarities among different genotypes are quantified through the
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random effects. Let γ k = (γ1k , γ2k , . . . , γmk k )′ represent the vector of genetic random effect of the
kth cluster, we assume that
γ k | τk2 ∼ N(0, τk2 Gk )
where τk2 is the variance of the random genetic effect components in cluster k; Gk is a known mk ×mk
“relatedness matrix” that describes the genetic similarities between the mk different genotypes in
the kth cluster.
Various forms of Gk have been proposed, for further discussion see Dodds et al. [2015] and
the reference therein. Among those, most forms of Gk are obtained through measured genotypes,
which are unique to the mk genotypes under consideration. The metric used here is from the R
function getKinship in the R package PhenotypeSimulator. In particular, Gk = S ∗k S ∗k ′ , where
S ∗k is the standardized S k with each column has mean 0 and standard deviation 1, and S k is the
mK × p matrix with the lth row consists of the SNP values for the lth genotype.
For ease of discussion, we define y k to be y k = (y11k , y21k , . . . , yn1k 1k , y12k , y22k , . . . ,
yn2k 2k , . . . , y1mk k , y2mk k , . . . , ynmk mk k )′ , and y = (y ′1 , y ′2 , . . . , y ′K )′ . We then define a binary indicator
k

matrix H k = diag(1n1k , . . . , 1nmk ) to map the SNP values in S k and the genetic random effect γ k
k

to the corresponding individual observations. In other words, the proposed model (4.1) can be
expressed in the following matrix form on the cluster level:

y k = H k S k β + H k γ k + X k ϕk + εk , for k = 1, 2, . . . , K;

(4.2)

where X k = (x′11k , x′21k , . . . , x′n1 1k , . . . , x′1mk k , x′2mk k , . . . , x′nmk m k )′ is the matrix of corresponding
k

k

confounding covariates, εk is the error term that follows N(0,

k

σk2 I Nk ),

where I Nk is the Nk × Nk

identity matrix.
Following the work of Rakitsch et al. [2013], we place a Laplace shrinkage prior on the
overall genetic effect β to set most of the regression coefficients to be zero. This is due to the fact
that there is typically a small portion of the SNPs that are relevant to the phenotype of interest in
genetic studies. To this end, assuming independency among different clusters, we get the following
posterior distribution of β when marginalizing over the genetic random effects γ k :
π(β | y, S k , X k , ϕk , τk2 , σk2 , λk ) ∝
QK
Qp
′
λ
2
2
k=1 N (y k | H k S k β + X k ϕk , τk H k Gk H k + σk I Nk )
j=1 exp{− 2 |βj |}.
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(4.3)

Where λ denotes the sparsity hyperparameter of the Laplace shrinkage prior. Note here we assume
the independence among the K clusters.

4.2.2

Parameter inference
Estimating the hyperparameters β and Θ = {ϕk , τk2 , σk2 , λk | k = 1, 2, . . . , K} in (4.3) is

a non-convex optimization problem. Inspired by the work of Rakitsch et al. [2013], we utilize a
two-stage parameter estimation scheme. First, we estimate Θk = {ϕk , λk , τk2 , σk2 } by minimizing the
Akaike information criterion (AIC). To make the computation more efficient, we optimize the ratio
δk = σk2 /τk2 [Lippert et al., 2011]. In particular, we perform eigendecomposition on the covariance
matrix H k Gk H ′k = U k D k U ′k , and define the rotation matrix W k =

1
τk (D k

1

+ δk I Nk )− 2 U ′k , then

we have
e kβ + X
fk ϕk , I N )
e k | β, S k , X k , ϕk , τk2 , δk ∼ N(S
y
k

(4.4)

e k = W kH kSk, X
fk = W k X k . Further, in estimating τ 2 and δk , we build a
ek = W k yk , S
where y
k
2-dimensional grid to conduct grid search for the optimal values. More specifically, for each pairs
of τk2 and δk , we fit LASSO on model (4.4) to get estimates of β and ϕk , and then compute the
corresponding AIC values to identity the estimated optimal values for τk2 and δk , for k = 1, 2, . . . , K.
Second, in order to estimate the regression coefficients β and ϕk , for k = 1, 2, . . . , K, we perform the
same rotations again to the different clusters of the data with the corresponding estimated optimal
τbk2 and δbk . We then fit adaptive LASSO to the rotated data to get estimated β and ϕk . In other
words, we solve the following optimization problem:
p
X
2
b
b
b
(β, ϕk , λ) = arg min∥y̆ − S̆β − X̆ϕ∥2 + λ
ωj βj .
β ,ϕk
j=1
′

′

′

′

′

′

Where y̆ = (y̆ ′1 , y̆ ′2 , . . . , y̆ ′K )′ , S̆ k = (S̆ 1 , S̆ 2 , . . . , S̆ K )′ , X̆ = diag(X̆ 1 , X̆ 2 , . . . , X̆ K ); y̆ k = W ∗k y k ,
S̆ = W ∗k H k S k , X̆ k = W ∗k X k , W ∗k =

1
τbk (D k

1

+ δbk I Nk )− 2 U ′k ; ϕ = (ϕ1 , ϕ2 , . . . , ϕk ). ωj s are weight

parameters for adaptive LASSO.
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4.3

Simulation
In this section, we conduct simulation studies to examine the performance of the proposed

approach. This study is designed to mimic the primary features of our motivating data; i.e. a
genome-to-phenome study aimed at identifying regions of the genome responsible for controlling
flexural rigidity (phenotype of interest). To this end, we use the R package PhenotypeSimulator
to generate p genetic markers using the simulateGenoptypes function, under default settings. The
SNP values are encoded as {0, 1, 2} representing the number of copies of the alternative (dominant)
allele. However, in the motivating data, there are no heterozugous genotypes (numerically encoded
as 1) involved due to the fact that all varieties are inbred lines. To take care of the heterozygous
genotypes in the simulated data, we randomly assign half of the 1s to be 0 and the other half to be
2 for each SNP vector. And lastly assign all 2s to be 1s. We then use getKinship from R package
PhenotypeSimulator to get the kinship matrices Gk for the modified SNP matrix. To match the size
of the motivating data, we set K = 4 and assume each cluster has the same set of unique varieties.
In each cluster, we assume mk = 400 and nkj = 20 for all k = 1, 2, 3, 4 and j = 1, 2, . . . , 400. In
other words, in each cluster, there are Nk = 8, 000 total observations for k = 1, 2, 3, 4. We set
σ 2 = (1.1, 0.8, 1.5, 1.2) for the 4 error variances, and τ 2 = (0.8, 1, 1.2, 1.4) to be the variances of
genetic random effect variances, where σ 2 = {σk2 | k = 1, 2, 3, 4} and τ 2 = {τk2 | k = 1, 2, 3, 4}. For
the value of β, we set the first 10 values to be descending sequence from 2.8 to 0.2 by -0.2, and
the rest to be 0. We then generate the genetic random effects γ k from N(0, τk2 Gk ). Under these
configurations, we simulate our response vector as y k ∼ N(β0 + HSβ + Hγ k , σk2 I Nk ). Here for
simplicity, we are setting ϕk = 0, and only including an overall intercept β0 = −2 in the model.
Moreover, we fix p = 10, 000 and simulate 100 repetitions under this configuration. Figure 5.8
summarizes the results. In particular, Figure 5.8 presents the true effect sizes (triangles) and the
estimated effect sizes (circles). We observe that the proposed model is not only able to correctly
estimate the nonzero effect sizes, but also identified all of the non-important ones as such.
[Figure 8 about here.]
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4.4

Discussion
In this work, we have developed a Bayesian regression framework that can jointly model

large-scale data collected from different fields and time simultaneously. The novelty is that we allow
for different random effect errors for different clusters of the data while taking into consideration of
genetic similarity. Numerical study has shown that the proposed approach could accurately identify
the important and non-important predictor variables, as well as estimate the corresponding effect
sizes for the important predictor variables. Some future directions of this research would be 1) to
compare the proposed approach to traditional LMM, such as the LMM-LASSO proposed in Rakitsch
et al. [2013]; 2) apply the proposed approach to the motivating data which is still on the way.
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Chapter 5

Discussion
This dissertation provides frequentist and Bayesian methodologies for the analysis of highdimensional data. Chapter 2 outlines a Bayesian regression framework that can complete variable
selection in high dimensional settings. The novelty of this approach is that we develop an integrated
approach that can be used to leverage side information to inform about the sparsity structure of
regression coefficients. This is accomplished by replacing the usual inclusion probability in the spike
and slab prior with a binary regression model which assimilates this extra source of information.
This model is used to analyze the motivating data provided by the MEC study. Chapter 3 outlines an
EM-like that can be used to fit l0 norm penalized models under a broad class of objective functions.
To develop our approach, we draw ties between the l0 norm and the generalized double Pareto
shrinkage prior proposed by Armagan et al. [2013]. In so doing, we derive an algorithm that can
be used to complete parameter estimation under a very broad class of statistical models that are
regularized by this penalty. We further illustrate the performance of this algorithm by analyzing
several prototypical data sets. Chapter 4 concludes this dissertation by developing a linear mixed
model to associate maize SNPs and flexural rigidity. Data application with this model is yet to
come.
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Appendix A
A.1

Supplementary Material for Chapter 2

Full conditionals
In the section, we present the specific forms of the full conditionals discussed in Section 3,

which are used to develop the posterior sampling algorithm.
Full conditionals of α, β A , and σ 2 : Recall α and β A represent the regression coefficients on
the confounding variables, the set of covariates that we perform selection on, respectively; and σ 2
represents the error variance. The full conditionals on these variables are as follows:

α | D, σ 2 , β ∼ N (µα , Σα ) ,

β A | D, z, σ 2 , α ∼ N µβ , Σβ ,
σ 2 | D, α, β ∼ Inv-Gamma (aσ2 , bσ2 ) ,

where
−1

µα

=

W ′ W + σ 2 I (s+1) /σα2

W ′ (y − X A β A ) ,

Σα

=

µβ

=

Σβ

=

−1 2
σ ,
W ′ W + σ 2 I (s+1) /σα2

−1
X ′A (y − W α) ,
X ′A X A + σ 2 I |A| /c2
−1 2
X ′A X A + σ 2 I |A| /c2
σ ,

aσ2

= n/2 + 2,

bσ 2

=

(y − W α − X A β A )′ (y − W α − X A β A )/2,

where I (s+1) is a (s + 1) × (s + 1) identity matrix, X A is the matrix composed of the active columns
annotated by A in X, I |A| is a |A| × |A| identity matrix.
Full conditional of zj : The full conditional of zj is found by marginalizing the joint distribution
over β A , which results in zj |D, σ 2 , α, β, γ ∼ Bernoulli(p∗j ), where
p∗j =

pj g(zj = 1)
,
pj g(zj = 1) + (1 − pj )g(zj = 0)

′
2
2
where g(·) = (c2 )−|A|/2 |Σ1 |1/2 exp(µ′1 Σ−1
1 µ1 /2), µ1 = X A X A + σ I |A| /c
−1 2
X ′A X A + σ 2 I |A| /c2
σ , pj = F (d′j γ).
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−1

X ′A (y − W α), Σ1 =

Full conditional of γ: The full conditional of γ reduces from
n
oak
′
exp(d̃k γ)

π(γ | D, z) ∝
n
oak +bk ,
′
1 + exp(d′j γ) k=1
j=1
1 + exp(d̃k γ)
p
Y



exp(d′j γ)

zj

q
Y

to





1
1
′
′
π(γ | D, ω, λ, z) ∝ exp − (u − Dγ) Ω(u − Dγ) exp − (v − D̃γ) Λ(v − D̃γ) ,
2
2
by introducing the latent Pólya-Gamma random variables ω = (ω1 , ω2 , ..., ωp )′ , λ = (λ1 , λ2 , ..., λq )′ ,
where D = (d1 , . . . , dp )′ , D̃ = (d̃1 , ..., d̃q )′ , u = (u1 , . . . , up ) with uj = (zj − 1/2)/ωj , Ω = diag(ω);
v = (v1 , . . . , vq ) with vk = (ak − bk )/2λk , Λ = diag(λ). Thus, the full conditional of γ:


γ | D, ω, λ, z ∼ N µγ , Σγ ,
′

′

where µγ = (D ′ ΩD + D̃ ΛD̃)−1 (Dκ + D̃), Σγ = (D ′ ΩD + D̃ ΛD̃)−1 , where κ = z − 1/2,
= (ã − b̃)/2, ã = (ã1 , . . . , ãq ), b̃ = (b̃1 , . . . , b̃q ).

A.2

Posterior sampling algorithm

1. Initialize c2 , σα2 , ã, b̃, α(0) , β (0) , z (0) , ω (0) , λ(0) , κ(0) , σ 2(0) , and γ (0) . Set t = 1.
(t)

2. For j = 1, . . . , p, sample zj
(t−1)

(t−1)

(t−1)

zj+1 , ..., zp−1 , zp

(t)

(t)

∼ Bernoulli(pj ), where pj

(t)

(t)

(t)

is evaluated at z1 , z2 , ..., zj−1 ,

, α(t−1) , σ 2(t−1) .
(t)

(t)

3. Update κ(t) = z (t) − 1/2, A(t) = {j : zj ̸= 0}, and X A .
(t)

(t)

(t)

4. Sample β A ∼ N(µβ , Σβ ), where the mean and covariance matrix are evaluated at A(t) ,
(t)

X A , σ 2(t−1) , and α(t−1) .
(t)

5. Sample α(t) ∼ N(µα , Σ(t)
α ), where the mean and the covariance matrix are evaluated at
(t)

(t)

σ 2(t−1) , X A and β A .
(t)

(t)

6. Sample γ (t) ∼ N(µγ , Σγ ), where the mean and covariance matrix are evaluated at ω (t−1) ,
λ(t−1) , κ(t) .
(t)

7. For j = 1, . . . , p, sample ωj ∼ PG(1, d′j γ (t) ).
′

(t)

8. For k = 1, . . . , q, sample λk ∼ PG(ãk + b̃k , d̃k γ (t) ).
47

(t)

(t)

(t)

(t)

(t)

9. Sample σ 2(t) ∼ Inv-Gamma(aσ2 , bσ2 ), where aσ2 = n/2 + 2, bσ2 is evaluated at α(t) , β A .
10. Increment t and return to Step 2.

A.3

Additional Simulation Results
[Table 8 about here.]
[Table 9 about here.]

A.4

Additional Results for the Nicotine Metabolism Data Analysis
[Table 10 about here.]
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Appendix B
B.1
B.1.1

Supplementary Material for Chapter 3

Algorithms
Solving the l0 norm regularized least square problem under the proposed approach
Algorithm 2 below provides the detailed implementation of the proposed approach for solv-

ing (11). Note, the M-step is accomplished via glmnet; for further discussion see Section A.6.

Algorithm 2: The proposed algorithm for solving (11)
e
Result: An estimate of β
Input: λ, β 0 , and τq , for q = 1, ..., Q
b =β
Set: β
τ0
0
for q = 1, ..., Q do
b
Set: β̆ = β
τq−1

Compute:
(q)

ωj

←

log(1 + τq−1 )
log(1 + τq−1 |β̆j |)

1(β̆j ̸= 0) + 1(β̆j = 0)

b
Set: δ = 1, k = 1, and β (0) = β
τq−1
while δ ≥ tol do
E-step: For j = 1, ..., p compute
(k)

wj

(q)

= ωj

2τq + 1
(k−1)

τq + |βj

|

M-step: Compute

n
X

β (k) = arg min
(yi − xTi β)2 + λτq

β
i=1
Set: δ = max(|β (k) − β (k−1) |) and k = k + 1
end
b = β (k−1)
β
τq
end
b
Return: β
τQ
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X
j

(k)

wj |βj |





B.1.2

Solving the l0 norm regularized least square problem under gradient descent
Algorithm 3 below provides detailed implementation of a custom gradient descent algorithm

for solving (11). Note that in our implementation, the learning rate h is specified to be a constant
throughout.

Algorithm 3: Gradient descent algorithm for solving (11)
e
Result: An estimate of β
Input: λ, β 0 , h
Set: δ = 1, k = 1, and β (0) = β 0
while δ ≥ tol do
for j = 1, ...p do
(k−1)

∆j

=2

n
X

xij (xTi β (k−1) − yi )

i=1

h
i2
(k−1)
ηj = β (k−1) − h∆j
/(2h)
if λ > ηj then
(k)

=0

(k)

= βj

βj
else
βj

(k−1)

(k−1)

− h∆j

end
end
δ = max(|β (k) − β (k−1) |), k = k + 1
end
Return: β (k−1)
B.1.3

Estimating regression parameters of a linear model by minimizing BIC via the
proposed approach
Algorithm 4 below provides detailed implementation of the proposed approach for minimiz-

ing the BIC criterion for the purposes of estimating the regression parameters of a linear model.
Briefly, this algorithm employs an iterated minimization scheme that alternates between β and σ 2
until convergence. In particular, we first hold σ 2 fixed, and optimize BIC with respect to β, which
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is equivalent to the following optimization problem:

e = arg min
β
β

( n
X

)
(yi − xTi β)2 + σ 2 log(n)∥β∥0 .

i=1

Note, this optimization step can be solved using the proposed approach. Once this is complete, we
then treat β as fixed, and optimize BIC with respect to σ 2 . Note, this update can be done in closed
form and is given by
σ
e2 =

n
X

(yi − xTi β)2 /n.

i=1

These two steps are completed in turn until convergence. Algorithm 4 provides the full implementation. Note, the M-step is accomplished via glmnet; for further discussion see Section A.6.
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Algorithm 4: The proposed algorithm for minimizing BIC
f2
e and σ
Result: An estimate of β,
Input: λ = log(n), β 0 , σ02 , and τq , for q = 1, ..., Q
c2 τ = σ 2
b =β ,σ
Set: β
0
τ0
0
0
for q = 1, ..., Q do
b
Set: β̆ = β
τq−1

Compute:
(q)

ωj

←

log(1 + τq−1 )
log(1 + τq−1 |β̆j |)

1(β̆j ̸= 0) + 1(β̆j = 0)

2(0)
c2 τ
b
=σ
Set: δ = 1, t = 1, and β (0) = β
τq−1 , σ
q−1

while δ ≥ tol do
Set: δ1 = 1, k = 1, and β (0,0) = β (0) , σ 2(0) = σ02
while δ1 ≥ tol do
E-step: For j = 1, ..., p compute
(k,t)

wj

(q)

= ωj

2τq + 1
(k−1,t)

τq + |βj

|

M-step: Compute

β (k,t)



n
X

X (k,t)
= arg min
(yi − xTi β)2 + λτq σ 2(t−1)
wj |βj |

β  i=1
j

Set: δ1 = max(|β (k,t) − β (k−1,t) |) and k = k + 1
end
Set: β (t) = β (t,k−1) and δ1 = max(|β (t) − β (t−1) |)
Pn
Update: σ 2(t) = i=1 (yi − xTi β (t) )2 /n
Set: δ = max(δ1 , max(|σ 2(t) − σ 2(t−1) |)) and t = t + 1
end
b = β (t−1) , σ
β
bτ2q = σ 2(t−1)
τq
end
2
b ,σ
Return: β
τQ bτQ
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B.1.4

Estimating regression parameters of a linear model by minimizing BIC via gradient descent
Algorithm 5 below provides detailed implementation of a custom gradient descent algorithm

for minimizing the BIC criterion for the purposes of estimating the regression parameters of a linear
model. This algorithm employs an iterated minimization scheme that alternates between β and σ 2
until convergence as was described in the previous section. Note that in our implementation, the
learning rate h is chosen to be a constant.
Algorithm 5: Gradient descent algorithm for minimizing BIC
e
Result: An estimate of β
Input: λ = log(n), β 0 , σ02 , h
Set: δ = 1, k = 1, and β (0) = β 0 , σ 2(0) = σ02
while δ ≥ tol do
for j = 1, ...p do
(k−1)

∆j

=2

n
X

xij (xTi β (k−1) − yi )

i=1

h
i2
(k−1)
/(2h)
ηj = β (k−1) − h∆j
if λσ 2(k−1) > ηj then
(k)

=0

(k)

= βj

βj
else
βj

(k−1)

(k−1)

− h∆j

end
end
Update: σ 2(k) =

Pn

i=1 (yi

− xTi β (k) )2 /n

Set: δ = max(max(|β (k) − β (k−1) |), max(|σ 2(k) − σ 2(k−1) |)), k = k + 1
end
Return: β (k−1)
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B.1.5

Estimating regression parameters of a logistic regression model by minimizing
BIC via the proposed approach
Algorithm 6 below provides detailed implementation of the proposed approach for minimiz-

ing the BIC criterion for the purposes of estimating the regression parameters of a logistic regression
model. Specifically, the BIC criterion for the logistic regression model is given by:
(

n
X


e = arg min (−2)
β
yi (xTi β) − log{1 + exp(xTi β)} + log(n)∥β∥0
β
i=1

)
.

On careful inspection, one will not that this expression is just a special case of (2) in the corresponding manuscript. Thus, our approach can be directly applied. The step-by-step implementation of
the proposed approach is provided in Algorithm 6 below. Note, the M-step is accomplished via
glmnet; for further discussion see Section A.6.
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Algorithm 6: Algorithm for minimizing BIC under logistic model
e
Result: An estimate of β
Input: λ, β 0 , and τq , for q = 1, ..., Q
b =β
Set: β
0
τ0
for q = 1, ..., Q do
b
Set: β̆ = β
τq−1

Compute:
(q)

ωj

←

log(1 + τq−1 )
log(1 + τq−1 |β̆j |)

1(β̆j ̸= 0) + 1(β̆j = 0)

b
Set: δ = 1, k = 1, and β (0) = β
τq−1
while δ ≥ tol do
E-step: For j = 1, ..., p compute
(k)

wj

(q)

= ωj

2τq + 1
(k−1)

τq + |βj

|

M-step: Compute

β (k)



n


X
X (k)


yi (xTi β) − log{1 + exp(xTi β)} + λτq
wj |βj |
= arg min (−2)

β 
i=1
j

Set: δ = max(|β (k) − β (k−1) |) and k = k + 1
end
b = β (k−1)
β
τq
end
b
Return: β
τQ
B.1.6

Solving M-step via GLMNET
Of the software implementations that can be used to solve a differentially weighted LASSO

problem, glmnet is one of the most common and versatile. In what follows, we provide the details
required to use this software package to solve the M-step in our algorithm under both a linear and
logistic regression model. For linear regression models, the differentially weighted LASSO problem
can be solved via this package by making the following call
glmnet(X,Y, lambda=γ, standardize=F, penalty.factor=w, intercept=T/F),
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where X = (x′1 , ..., x′n )′ is the usual design matrix, Y = (y1 , ..., yn )′ is a response vector, γ is the
penalty parameter, and w = (w1 , ..., wp )′ is a vector of weights allowing for differential shrinkage.
When intercept=T, this call solves the following optimization problem


p
n
 1 X

X
γ
b = arg min
wj |βj | ,
(βb0 , β)
(yi − β0 − xTi β)2 + Pp
 2n

j=1 wj /p j=1
(β0 ,β )
i=1
and



p
n

 1 X
X
γ
b = arg min
wj |βj | ,
β
(yi − xTi β)2 + Pp

j=1 wj /p j=1
β  2n i=1

when intercept=F. A few comments are warranted. First, by design, glmnet does not allow for the
inclusion of an intercept in the usual manner. That is, through specifying a column of 1’s in the
design matrix. An intercept is included/excluded through specifying intercept=T/F, respectively.
In so doing, the penalty is not applied to the intercept. Thus, to evaluate the necessity of an
intercept under our approach, while using this software package, one must fit the model under both
specifications and evaluate the two resulting estimates to identify the best. It is important to note
that proceeding in this fashion poses no limitation on the proposed approach since the l0 norm
penalty simply counts the number of active variables and does not impose “shrinkage” on active
variables. Second, glmnet internally rescales the penalty factors (i.e., the wj ) so that they sum to
p. Thus, to solve the M-step of our approach as depicted in Algorithms 2 and 4 one should specify
Pp
Pp
γ = λτq j=1 ωj /(2np) and γ = σ 2 λτq j=1 ωj /(2np), respectively.
Attention is now turned to providing the details necessary to leverage the glmnet pacakge to
solve the M-step of Algorithm 6. For logistic regression models, the differentially weighted LASSO
problem can be solved via this package by making the following call
glmnet(X,Y, family="binomial", lambda=γ, standardize=F, penalty.factor=w,
intercept=T/F).
When intercept=T, this call solves the following optimization problem


" n
#
p
 1 X

X
b = arg min −
(βb0 , β)
yi (β0 + xTi β) − log{1 + exp(β0 + xTi β)} + γ ∗
wj |βj |
 n

(β0 ,β )
i=1
j=1
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and



" n
#
p
 1 X

X
b = arg min −
yi (xTi β) − log{1 + exp(xTi β)} + γ ∗
β
wj |βj |

β  n i=1
j=1

when intercept=F, where γ ∗ = γ{

Pp

wj /p}−1 . Thus, to solve the M-step of our approach as dePp
picted in Algorithm 6 one should specify γ = λτq j=1 ωj /(2np). Note, as in the implmentation unj=1

der the linear regression model, an intercept is included/excluded through specifying intercept=T/F,
respectively. Therefore, to evaluate the necessity of an intercept under our approach, while using
this software package, one must fit the model under both specifications and evaluate the estimates
under both, as was described above.
B.1.7

Software description
As a companion to this work, software that implements the proposed approach has been

prepared and made available on GitHub (https://github.com/Smalls07/BSS star). As a part of
this software, we have developed three R functions that implement Algorithms 2, 4, and 6. In
particular, l0norm linear.R, BIC linear.R, and BIC logistic.R implement Algorithms 2, 4, and
6, respectively. All of these functions take the following inputs:
X

Design matrix.

y

Response vector.

beta0

Initial value for the regression coefficients. Note, we have found that or
algorithm is typically insensitive to the specification of the starting point.
Yet we recommend a good starting value (e.g., the OLS estimate) be supplied to aid in numerical stability.

Intercept

Should intercept be fitted (TRUE) or set to zero (FALSE)

lambda

Penalty parameter. For the two functions tasked to minimize the BIC
criterion, this parameter is set to log(n) by default.

tau seq

A decreasing sequence converging to 0.

After completion, each of these functions return the estimated regression parameters and objective
function value. To demonstrate the use of our software, we provide a script (DataExample.R), along
with the necessary data, that runs all of the analyses presented in Section 4 of the corresponding
manuscript.
[Figure 9 about here.]
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[Figure 10 about here.]
[Figure 11 about here.]
[Figure 12 about here.]
[Figure 13 about here.]
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Figure 5.1: Manhattan plot for the lab trial. Presented are the − log10 (p-values) obtained from
examining the association between the genetic markers (x-axis) and uNMR; for further discussion
see Section 5.
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Figure 5.2: Manhattan plot of − log10 (p-values) generated as a part of our numerical studies, when
p = 500 (left) and p = 1000 (right). Circles and dots represent the side information for the zero
and non-zero effects, respectively. The red line provides the commonly accepted threshold in human
genetics used to determine significance; i.e., − log10 (5 × 10−8 ) = 7.301.
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Figure 5.3: Box plots of the estimated posterior inclusion probability for every regression coefficient
stratified by effect sizes. The left and right panels correspond to the setting where p = 500 and
p = 1000, respectively. Within each effect size, from left to right, yellow, blue, red, pink box
plots correspond to informative SIGHR, uninformative SIGHR, informative traditional method, and
uninformative traditional method.
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Figure 5.4: Posterior inclusion rates for each marker under study obtained by the informative SIGHR
(yellow), uninformative SIGHR (blue), informative traditional method (red), and uninformative
traditional method (pink). The left (right) panel presents markers whose posterior inclusion rate is
larger (smaller) than 0.2.
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Figure 5.5: Penalty imparted by log(1 + τ −1 |θ|)/ log(1 + τ −1 ) for 2 values of τ . Blue line represents
the actual l0 norm penalty.
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Figure 5.6: Simulation results for p = 10 under the small effect size configuration. The provided
results include the average optimal objective function value obtained by BSS (Top left), the average
difference in the estimated optimal objective function values obtained by the proposed approach
(BSS∗ ) and BSS (Top right), average Euclidean distance between the estimated regression coefficients
obtained by BSS∗ and BSS (Bottom left), and the average discordance between the variables deemed
to be active/in-active by BSS∗ and BSS (Bottom right). The same comparisons between BSS and
gradient descent under the four learning rates (GDk: gradient descent with learning rate k×0.0001,
k=1,2,5,8) are also provided.
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Figure 5.7: Average computation time required to minimize the BIC criterion for all simulation
settings (in minutes). The time required by the proposed approach (BSS∗ ) and BSS are provided
by the dotted and solid lines, respectively. The large and small effect configurations are stratified
by circles and triangles, respectively.
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Figure 5.8: True (triangle) and estimated values (circles) of β for 100 simulation runs. In each data
set, there are p = 10, 000 SNPs simulated with 14 of them being nonzero.
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Figure 5.9: Simulation results for p = 10 under the large effect size configuration. The provided
results include the average optimal objective function value obtained by BSS (Top left), the average
difference in the estimated optimal objective function values obtained by the proposed approach
(BSS∗ ) and BSS (Top right), average Euclidean distance between the estimated regression coefficients
obtained by BSS∗ and BSS (Bottom left), and the average discordance between the variables deemed
to be active/in-active by BSS∗ and BSS (Bottom right). The same comparisons between BSS and
gradient descent under the four learning rates (GDk: gradient descent with learning rate k×0.0001,
k=1,2,5,8) are also provided.
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Figure 5.10: Simulation results for p = 15 under the small effect size configuration. The provided
results include the average optimal objective function value obtained by BSS (Top left), the average
difference in the estimated optimal objective function values obtained by the proposed approach
(BSS∗ ) and BSS (Top right), average Euclidean distance between the estimated regression coefficients
obtained by BSS∗ and BSS (Bottom left), and the average discordance between the variables deemed
to be active/in-active by BSS∗ and BSS (Bottom right). The same comparisons between BSS and
gradient descent under the four learning rates (GDk: gradient descent with learning rate k×0.0001,
k=1,2,5,8) are also provided.

75

Figure 5.11: Simulation results for p = 15 under the large effect size configuration. The provided
results include the average optimal objective function value obtained by BSS (Top left), the average
difference in the estimated optimal objective function values obtained by the proposed approach
(BSS∗ ) and BSS (Top right), average Euclidean distance between the estimated regression coefficients
obtained by BSS∗ and BSS (Bottom left), and the average discordance between the variables deemed
to be active/in-active by BSS∗ and BSS (Bottom right). The same comparisons between BSS and
gradient descent under the four learning rates (GDk: gradient descent with learning rate k×0.0001,
k=1,2,5,8) are also provided.
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Figure 5.12: Simulation results for p = 20 under the small effect size configuration. The provided
results include the average optimal objective function value obtained by BSS (Top left), the average
difference in the estimated optimal objective function values obtained by the proposed approach
(BSS∗ ) and BSS (Top right), average Euclidean distance between the estimated regression coefficients
obtained by BSS∗ and BSS (Bottom left), and the average discordance between the variables deemed
to be active/in-active by BSS∗ and BSS (Bottom right). The same comparisons between BSS and
gradient descent under the four learning rates (GDk: gradient descent with learning rate k×0.0001,
k=1,2,5,8) are also provided.
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Figure 5.13: Simulation results for p = 20 under the large effect size configuration. The provided
results include the average optimal objective function value obtained by BSS (Top left), the average
difference in the estimated optimal objective function values obtained by the proposed approach
(BSS∗ ) and BSS (Top right), average Euclidean distance between the estimated regression coefficients
obtained by BSS∗ and BSS (Bottom left), and the average discordance between the variables deemed
to be active/in-active by BSS∗ and BSS (Bottom right). The same comparisons between BSS and
gradient descent under the four learning rates (GDk: gradient descent with learning rate k×0.0001,
k=1,2,5,8) are also provided.
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Table 5.1: Prior specification for the informative SIGHR, uninformative SIGHR, informative traditional method, and uninformative traditional method.
′
′
Method
d̃1
d̃2
(ã1 , b̃1 )
(ã2 , b̃2 )
Informative SIGHR
(1, 1) (1, 3) (100, 900) (900, 100)
Uninformative SIGHR
(1, 1) (1, 3)
(1, 1)
(1, 1)
Informative Traditional
(1, 0)
(40, 960)
Uninformative Traditional (1, 0)
(1, 1)
-
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Table 5.2: False discovery rate for effect size 0 for the informative SIGHR (Inform. SIGHR),
uninformative SIGHR (Uninform. SIGHR), informative traditional method (Inform. Traditional),
and uninformative traditional method (Uninfor. Traditional). The threshold was chosen as 0.5,
i.e. if the estimated inclusion rate for a covariate whose corresponding effect was 0 exceeded the
threshold then we concluded that it was a false discovery.
Inform. SIGHR Uninform. SIGHR Inform. Traditional Uninfor. Traditional
p = 500
0.00005
0.00000
0.00000
0.00000
p = 1000
0.00003
0.00000
0.00000
0.00000
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Table 5.3: Posterior estimates (Est.) of the SNP effects which have a corresponding inclusion rate
(IncRate) of at least a 20%. Results are stratified by the four applied methods; i.e., the informative SIGHR (Inform. SIGHR), uninformative SIGHR (Uninform. SIGHR), informative traditional
method (Inform. Traditional), and uninformative traditional method (Uninfor. Traditional). The
SNP names provided in bold represent those identified by informative SIGHR that were not by the
other techniques.
SNP
rs11878604
rs12459249
rs56113850
rs60446182
rs2316205
rs7247903
rs145256949
rs11881918
rs66889044
rs55978439
rs2258380
rs3875149
rs2909728
rs16958956
rs3865453
rs4079366
rs73222317
rs11879413
rs2287691
rs7301408
rs8108939
rs756098
rs9867172

Inform. SIGHR
Est.
IncRate
-0.555
1.000
-0.243
1.000
0.475
1.000
0.046
1.000
-0.095
0.998
-0.148
0.997
0.061
0.981
0.999
0.969
0.117
0.963
-0.067
0.879
-0.046
0.811
-0.174
0.758
0.110
0.710
0.232
0.581
-0.953
0.413
0.228
0.405
-0.130
0.401
-0.495
0.392
-0.136
0.354
0.075
0.259
0.133
0.254
0.089
0.213
-0.120
0.205

Uninform. SIGHR
Est.
IncRate
-0.591
1.000
-0.208
0.999
0.573
1.000
-0.132
0.423
-0.158
0.260
-0.175
0.219
0.092
0.017
0.390
0.890
0.107
0.038
0.072
0.001
0.059
0.001
-0.253
0.718
0.111
0.280
0.252
0.448
0.203
0.050
0.249
0.544
-0.129
0.036
0.267
0.057
-0.122
0.004
0.072
0.002
0.136
0.098
0.094
0.003
-0.128
0.032
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Inform. Traditional
Est.
IncRate
-0.524
1.000
-0.249
0.898
0.503
1.000
-0.166
0.004
-0.231
0.106
-0.198
0.083
0.110
0.001
0.376
0.620
0.112
0.005
0.000
0.000
0.000
0.000
-0.262
0.571
0.108
0.614
0.226
0.597
0.283
0.041
0.212
0.380
-0.131
0.138
0.277
0.037
-0.143
0.031
0.075
0.002
0.143
0.569
0.076
0.001
-0.122
0.043

Uninform. Traditional
Est.
IncRate
-0.489
1.000
-0.269
0.969
0.439
1.000
-0.207
0.003
-0.240
0.030
-0.183
0.013
0.100
0.000
0.389
0.277
0.109
0.001
0.000
0.000
0.000
0.000
-0.266
0.263
0.108
0.204
0.212
0.543
0.309
0.022
0.204
0.428
-0.132
0.048
0.312
0.015
-0.145
0.003
0.071
0.000
0.151
0.738
0.056
0.000
-0.124
0.014

DBIC

p = 10
EC

BSS∗
GD1
GD2
GD5
GD8

0.047
7.014
4.102
0.971
0.126

0.001
0.009
0.008
0.005
0.002

BSS∗
GD1
GD2
GD5
GD8

0.016
6.543
3.270
0.504
0.023

0.000
0.006
0.005
0.002
0.000

p = 15
p = 20
DC DBIC
EC
DC DBIC
EC
Small effect size configuration
0.092
0.069 0.002 0.158
0.083 0.002
1.834 11.578 0.014 2.896 16.563 0.019
1.284
6.145 0.012 1.874
9.122 0.016
0.538
1.203 0.007 0.700
1.799 0.009
0.162
0.163 0.003 0.236
0.215 0.003
Large effect size configuration
0.024
0.031 0.001 0.062
0.050 0.001
1.522 10.616 0.011 2.496 15.347 0.016
0.904
5.442 0.009 1.520
8.058 0.013
0.250
0.779 0.004 0.418
1.298 0.007
0.036
0.086 0.001 0.114
0.104 0.002

DC
0.136
4.094
2.692
0.944
0.262
0.090
3.652
2.274
0.668
0.150

Table 5.4: Summary of results obtained from directly minimizing the BIC criterion under the proposed approach (BSS∗ ). As a basis for comparison BSS is used to identify the true minimizer. The
summary includes the average difference in the BIC values obtained by BSS∗ and BSS (DBIC), the
average Euclidean distance between the estimated regression coefficients obtained by BSS∗ and BSS
(EC), and the average discordance between the variables deemed to be active/in-active by BSS∗ and
BSS (DC). The same comparison between BSS and gradient descent under the four learning rates
(GDk: gradient descent with learning rate k×0.0001, k=1,2,5,8) are also provided.
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Data Set
(n, p)

Method

ProsCancer
(97, 8)

BSS∗
BSS

AutoMPG
(392, 6)

BSS∗
BSS

RealEstVal
(414, 5)

BSS∗
BSS

Estimated Regression Coefficients
βb0
2.48
2.48
βb0
23.45
23.45
βb0
37.98
37.98

βb1
0.62
0.62
βb1
·
·
βb1
-3.06
-3.06

βb2
0.28
0.28
βb2
·
·
βb2
-5.27
-5.27

βb3
·
·
βb3
·
·
βb3
3.43
3.43

βb4
·
·
βb4
-5.63
-5.63
βb4
2.96
2.96

βb5
0.27
0.28
βb5
·
·
βb5
·
·

βb6
·
·
βb6
2.79
2.79

BIC
βb7
·
·

βb8
·
·

222.40
222.40
2093.03
2093.03
3015.04
3015.04

Table 5.5: Regression coefficient estimates and corresponding BIC values for the prostate cancer data
(ProsCancer), the Auto MPG (AutoMPG) data, and the real estate valuation data (RealEstVal)
under both the proposed approach (BSS∗ ) and under BSS. “·” represents the corresponding variable
is not selected.
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BSS∗
12.569 (sec)

BSS
≥ 7.672e+23(hrs)

Table 5.6: The computation time used by the proposed approach (BSS∗ ), and a projection of the
computation time for BSS to search through 2100 models.
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Data Set
(n, p)

Method

SAheart
(462, 9)

BSS∗
BSS

ILPD
(583, 10)

BSS∗
BSS

HUheart
(294, 13)

BSS∗
BSS

Estimated Regression Coefficients
βb0
-0.88
-0.88
βb0
1.96
1.97
βb0
-0.95
-0.95

βb1
·
·
βb0
0.32
0.32
βb1
·
·

βb2
0.37
0.37
βb2
·
·
βb2
0.62
0.62

βb3
0.33
0.34
βb3
·
·
βb3
0.90
0.90

βb4
·
·
βb4
1.84
1.85
βb4
·
·

βb5
0.45
0.45
βb5
·
·
βb5
·
·

βb6
0.36
0.36
βb6
2.75
2.76
βb6
·
·

βb7
·
·
βb7
·
·
βb7
-0.39
-0.39

βb8
·
·
βb8
·
·
βb8
·
·

βb9
0.74
0.74
βb9
·
·
βb9
0.94
0.94

BIC
512.50
512.50
βb10
·
·
βb10
1.03
1.03

612.44
612.44
βb11
·
·

βb12
·
·

βb13
·
·

250.22
250.22

Table 5.7: Regression coefficient estimates and corresponding BIC values under both the proposed
approach (BSS∗ ) and BSS for the South Africa Heart Disease data (SAheart) [Hastie et al., 2009],
Indian Liver Patient Data set (ILPD) [Ramana and Venkateswarlu, 2012], Hungarian heart disease
data set (HUheart) [Janosi et al., 1988]. “·” represents the corresponding variable is not selected.
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Table 5.8: Prior specification for the informative SIGHR, uninformative SIGHR, informative traditional method, and uninformative traditional method.
′
′
Method
d̃1
d̃2
(ã1 , b̃1 )
(ã2 , b̃2 )
Informative SIGHR
(1, 1) (1, 3) (100, 900) (900, 100)
Uninformative SIGHR
(1, 1) (1, 3)
(1, 1)
(1, 1)
Informative Traditional
(1, 0)
(40, 960)
Uninformative Traditional (1, 0)
(1, 1)
-
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Table 5.9: False discovery rate for effect size 0 for the informative SIGHR (Inform. SIGHR),
uninformative SIGHR (Uninform. SIGHR), informative traditional method (Inform. Traditional),
and uninformative traditional method (Uninfor. Traditional). The threshold was chosen as 0.5,
i.e. if the estimated inclusion rate for a covariate whose corresponding effect was 0 exceeded the
threshold then we concluded that it was a false discovery.
Inform. SIGHR Uninform. SIGHR Inform. Traditional Uninfor. Traditional
p = 500
0.00005
0.00000
0.00000
0.00000
p = 1000
0.00003
0.00000
0.00000
0.00000
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Table 5.10: Summary of SNPs identified by informative SIGHR and whether they have been previously related to smoking related outcomes. Also provided are the SNP name, as well as chromosome
and position information based on the hg19 assembly.
SNP
Previously Identified
rs11878604
rs12459249
rs56113850

Chr:Pos

Studies

Phenotype Reported

19:41333284
19:41339896
19:41353107

Patel and others (2016)
Chenoweth and others (2018)
Buchwald and others (2020)

Nicotine metabolite ratio in current smokers
Nicotine metabolite ratio in current smokers
Nicotine metabolite ratio in current smokers
Smoking intensity (cotinine levels/cigarettes
per day)
Lung cancer in ever smokers
Nicotine metabolite ratio in current smokers
Smoking behaviour (cigarettes smoked per
day, cigarette pack-years)
Smoking cessation (MTAG) , Cigarettes
smoked per day (MTAG)
Nicotine metabolite ratio in current smokers
Post bronchodilator FEV1/FVC ratio
Post bronchodilator FEV1
Cotinine levels in current smokers
Nicotine metabolite ratio in current smokers
Nicotine metabolite ratio in current smokers
Post bronchodilator FEV1/FVC ratio
Post bronchodilator FEV1

McKay and others (2017)
Patel and others (2016)
Brazel and others (2019)
Liu and others (2019)

rs60446182

19:41347998

rs2316205

19:41346768

rs7247903
rs3875149

19:41372475
19:41359996

Potential Novel Findings
rs145256949
rs11881918
rs66889044
rs55978439
rs2258380
rs2909728
rs16958956

Loukola and others (2015)
Lutz and others (2015)
Lutz and others (2015)
Buchwald and others (2020)
Patel and others (2016)
Patel and others (2016)
Lutz and others (2015)
Lutz and others (2015)

19:41332357
19:41334199
19:41338712
19:41336556
19:41338988
5:173777372
19:41383378

Nicotine
Nicotine
Nicotine
Nicotine
Nicotine
Nicotine
Nicotine
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metabolite
metabolite
metabolite
metabolite
metabolite
metabolite
metabolite

ratio
ratio
ratio
ratio
ratio
ratio
ratio

in
in
in
in
in
in
in

current
current
current
current
current
current
current

smokers
smokers
smokers
smokers
smokers
smokers
smokers

