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Abstract-In this paper, we show that for autoregressive processes the estimators of mean are 
consistent if the component of the process is ‘periodical’, and it is not the case if the component 
is a damping one. In the one-dimensional AR(l) case, the mean cannot be estimated well. In 
the complex AR(l), where the process behaves periodically, the mean can be estimated well. For an 
AR(2) process, the mean can be estimated well if the roots of the characteristic equation are complex. 
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1. INTRODUCTION 
Consider a stationary AR(l) process {X(t) : t E R} which is the weakly stationary solution of 
dz(t) = -crz(t) dt + dW(t), t E IR, (1.1) 
where {W(t) : t E IR} is a standard W_iener p_rocess (hence EW(t) = 0, EW(t)2 = t), and 
Q > 0 is the damping parameter. Let Z(t) :=X(t) + m, t E W, where m E R is an unknown 
parameter. Then, the maximum likelihood estimator (MLE) of m baaed on the observation of 
{Z(t) : t E [TI,Tz]} is given by 
G= 
if(Z) + .5(T2) + aJ;z(t) dt N N 1 
2+(Tz-T& m7 2a + (572 - T&2 > ; 
see, e.g., [l]. We have the following asymptotic behaviour of the variance of 6: 
(14 
T_l&m 
1 
2 1+ 
oo(T2-Ti)Var73= 2, liicrvariii = f. 
Especially, 
T -l&m Var% = 0, 2 1- ,-& 
liivarii” = 00, 
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and hence, 6i is asymptotically consistent as Ts - Tl + co, although not uniformly in cr. Fur- 
thermore, Var6i is unbounded as cr 10. 
The number of parameters can be reduced in the following way. We may s;ppose Tl = 0 and 
Tz = T because of the stationarity. Moreover, Jet us consider the process {Z(t) := Z(Tt)/@ : 
t E (0, 11). Then g(t) = i(t) + m/n, where z(t) := i?(Tt)/fi, and hence, 
d&t) = -n?(t) dt + dW(t), t E JR, 
where rc := CYT is a new parameter. Considering a := m/o as a new parameter, we obtain that 
the MLE of a based on the observation of {g(t) : t E [0, 11) is given by 
a = z(O) + 8(l) + &8(t) dt 
2+K 
(1.3) 
see [l]. For the variance of iT we have 
lim IE~ VariT = 1, 
n+cx, 
lii”VarZ = f. 
Especially, 
lim VariT = 0, 
!c+co 
liivarii = 00, 
and hence, Z is asymptotically consistent as K + 00, but Var Zi is unbounded ss n 1 0. 
The aim of the present paper is to investigate the problem of estimation of the mean for 
stationary and zero start multidimensional autoregressive processes. 
2. CASE OF STATIONARY AR PROCESS 
Consider a d-dimensional stationary AR process {p(t) : t E W}, which is the weakly stationary 
solution of 
d?(t) = -AY(t) dt + C dW(t), t E JR, (2.1) 
where A and C are d x d matrices such that all eigenvalues of A have necessarily positive real part, 
and {W(t) : t E IR} is a d-dimensional standard Wiener process; i.e., {W(t) : t 2 0) and {W(-t) : 
t 1 0) are independent d-dimensional standard Wiener processes. In fact, {W(t) : t E R} is a 
continuous zero mean Gaussian process with 
Cov(W(s), W(t)) = EW(s)W(t)T = 
if st 1 0, 
otherwise, 
or, equivalently, {W(t) : t E W} is a continuous process with stationary independent increments 
such that for the increments we have 
W(t) - W(s) N Nd(O, It - SJ . I). 
The process {P(t) : t E W} is a zero mean Gaussian process with 
Cov (F(t),?(s)) = E?(t)p(s)T = e-(t-S)AB(0), for s 5 t, 
where the d x d matrix B(0) is the only solution of the matrix equation 
AB(0) + B(0)AT = CCT. 
We remark that B(0) is a symmetric, positive definite matrix and 
co 
(2.2) 
B(0) = e+‘ACCTe-uATd~. 
s 
(2.3) 
0 
Moreover, 
t t 
F(t) = estA F(O) + 
( J 
euAC dW(u) = 
> J 
e-(t-“)AC dW(u). (2.4) 
0 --oo 
Now, consider a shifted stationary AR process {z(t) : t E R}, given by 
Z(t) = Y(t) + Hm, t E R, 
where H is a known d x d constraint matrix and m E Wd is an unknown parameter vector. 
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DEFINITION 2.1. a d d matrix A, we by Ae psezldoinverse of which is 
unique d d matrix the following 
(i) AAeA A. 
(ii) exist matrices and V that Ae UAT = 
THEOREM 2.2. Let [Tl,T2] c lit. If H-’ exists, then the maximum likelihood estimator of m 
based on the observation of {S(t) : t E [Tl,T2]} is given by 
5ii = u-‘v- Z' (2.5) 
where 
U = HTB(0)-lH + (Tz - Tl)HTAT (EET)e AH, (2.6) 
vz = HTB(0)-‘%T,) + HTAT (CCT)e z(Tz) - @T2) + A 
7% - 
J 1 Z(t)dt . (2.7) Tl 
Moreover, 
We need the following lemma. 
LEMMA 2.3. Denote by P? and Pz 
ceases F and .!?, respectively Then, 
Nikodym derivative has the form 
iii - Nd (m, U-l). (2.8) 
the measures generated on C([Tl, Tz] -P I@) by the pro- 
the measures P? and Pz are equivalent and the Radon- 
dP- 
A(X) = exp 
dP? -i(um,m) + (vx,m,>. (2.9) 
PROOF. Denote by Pw the measure generated on C([Tl,T$ -+ Wd) by the process W. Then, 
the measures Pp and Pw are equivalent, and the Radon-Nikodym derivative has the form 
dP- 
L(x) = dbexp dPw 
-; (B(VIX(TAX(T~)) 
1 -- 2 lTz ( (CCT)e AX(t), AX(t)) dt - 6 ( (CCT)’ AX(t), dX(t))} ; 
1 
(2.10) 
see, e.g., [l, Section 2.3.3, Theorem 21. Consequently, the measures Pz and Pw are equivalent 
and the Radon-Nikodym derivative has the form 
(X - Hm) 
(2.11) 
= &&i)exp -i(B(O)-‘(X(Tl) - Hm),X(Tl) - Hm) 
1 
2 ,” -- J( (CCT)e A(X(t) - Hm),A(X(t) - Hm)) dt 1 
- lr((LCT)eW(t) -HmhdXCtl)}. 
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We have 
(B(o)-yx(Tl) - Hm),X(Td - Hm) 
= (B(O)-‘X(T&X(T~)) - 2 (HTB(o)-‘X(T~), m) + (HTB(OyHm, m) , (2.12) 
fi 
S( TI 
(CCT)e A(X(t) - Hm), A(X(t) - Hm)) dt 
= JTT) ( (CCT)e AX(t), AX(t)) dt - 2 J” (HTAT (CCT)e AX(t), m) dt 
Tl T2 + J( (2.13) Tl HTAT (CCT)e AHm, m) dt, 
6 ( (CCT)e -W(t) - Hm), W)) 
= L; ( (CCT)eAX(t),dX(t)) - & (HTAT (.=ZCT)e dX(t),m), (2.14) 
and hence, 
2(X) = g(X)%(X) = exp{ -i(Um,m) + (Vx,m)}. 
P 
I 
PROOF OF THEOREM 2.2. Obviously, U is a symmetric, positive definite matrix. Denoting by 
fi and v the only symmetric, positive definite square root of U and U-r, respectively, we 
obtain 
= -- ; (l~&n-Wv~~~2 - (&7+-~,6%-~)) 
= -; (I/&(772 - u-lvz,l12 - (u-‘v~,vi)) ) 
which implies that % = U-‘Vz. 
Clearly, fi is normally distributed with mean m. The aim of the following discussion is to show 
that Var 6i = U-‘. We have Vg = VP + Urn. Consequently, 6 = U-‘VF + m, and hence, 
VarG = E(iii - m)(f% - m)T = U-lE VpV$ 
( > 
U-l. 
Thus, it is sufficient to prove that EVqV$ = U. Let us write I$ in the form 
VP = HTB(0)+(Tl) + HTAT (CCT)e k; (Ap(t) dt + dp(t)) 
= HTB(0)-‘I + HTAT (CCT)e k; ZdW(t) 
= HTB(0)-%(Tr) + HTAT (CCT)e C(W(T2) - W(Tl)), 
where ?(Tr) = s_‘:, e- (T1-u)AC dW(u) and W(T2) - W(Tr) are independent, and hence, 
VarVp = Var (HTB(0)-‘?(Tr)) + Var (HTAT (CCT)e C(W(T2) - W(Tl))) 
= HTB(0)-+3(O)B(O)-‘H + (T2 - Tl)HTAT (CCT)e CCT (CCT)e AH 
= HTB(0)-lH + (T2 - Tl)HTAT (.ZCT)e AH = U. 
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REMARK 2.4. Lemma 2.3 can be proved directly with the help of finite dimensional approxima- 
tion as well. For Tl = tl < t2 < . . . < t, = T2, the random vectors 
i;(t,), i;(t2) - e-(Ata)Ai;(tl), . . . , i;(t,) - e-(At~~)A~(t,_l) 
are uncorrelated and have a joint normal distribution, and hence, they are independent with zero 
mean, Var p(tl) = B(0) and 
Var 
( 
F(Q) -ee- (*%)A~ (tj_l)) = B(0) _ e-(*t,)AB(0)e-(*t,)AT, 
where Atj := tj - tj-1. Thus, the joint density of the random vectors (?(t,), . . . , F(tn)) has the 
form 
B(0) - e -(*4)AB(0)e-(*“)AT)-1 (xj _ e-(*tj)A,j_l) ,Xj -e -W,M,j_l 
with a suitable normalizing constant c. Clearly, the joint density of the random vectors 
(.%, . . . , ,%(t,)) has the form 
f- z(tl) ,...,Z(t,,) (Xl,... ,xn) = f- yCtl),...,pCt,)h - Hm,. . . ,xn - Hm). 
If P- W),...,E@“) and P- 
(W,. . . 
_z@l) ,..., ZU,) denote the distribution on R” of the random vectors 
,Y(k)) and (z(h), . . . , z(bJ), respectively, then P~~,l~,...,p~,~,~ and P~~t,~,...,g~,,,,~ are 
equivalent and 
dP- z(tl),...,Z(t,,) fZ~tl),...,Z~t,,)(~l~. . . ‘4 
dPjq,lj jqt,) (x1’ ” * “,) = f~(t,),...,~~t,,)(xl,. . . ,G.) ’ ,. 1 
We have e-(Atj)A M I - (Atj)A, and hence, 
B(0) _ e-(*tj)A~(0)e-(*tj)AT x (Atj) (AB(0) + B(0)AT) = (Atj) CCT. 
Moreover, 
xj _ Hm _ e-(*tj)A (xj-1 - Hm) z Axj + (At,) A (xj-1 - Hm) , 
where Axj := Xj - “j-1. Hence, 
dP- z(tl),...,Z&J 
dP?(,*) P(t ) 
(xl,...,x,)Rexp B(O)-’ + 2 (Atj) AT (CCT)’ A 
,., .L j=2 
x~+~AT(CCT)‘(AZj+(At,)Axj_l),Hm 
j=2 
It can be easily shown that, a~ n + 00 and maxl<j<,, Atj --+ 0, 
dP- z(tl),...&,,) 
dPi$,),...&&) ( 
WY.. . ,F(tn)) 4 ~XP -Jj(Um,m) + (q,m)}. 
Proving VP N Nb(O, U), we obtain 
E exp -$(Um,m) + (Vp,m)} = 1, 
and by Theorem VII.6.2 in [2], we conclude the statement of Lemma 2.3. 
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3. EXAMPLES OF STATIONARY PROCESSES 
EXAMPLE 3.1. One-Dimensional Complex-Valued AR( 1). Consider a one-dimensional complex- 
valued stationary AR(l) process {z(t) : t E JR} which is the weakly stationary solution of 
dz(t) = -a@t) dt + dW,(t), t E JR, 
where {WC(t) : t E R} is a complex-valued standard Wiener process (i.e., W,(t) = %l(t)+iEz(t), 
where {(%l(t),@z(t)) : t E IR} is a two-dimensional standard Wiener process), and Q = X + iw 
with the damping parameter X > 0 and the periodical parameter w E W. (See [3,4].) Let us use 
the notation Re_%(t) = PI(~), Imz(t) = ?$(t). Clearly, 
($!;;;)=-(-^w ;)($$;;;)+(;~;;;), 
and hence, {(Re.%(t),Im~(t))T : t E W} is a two-dimensional stationary AR process with 
coefficient matrix 
A = _“, ; . 
( > 
The only solution of the matrix equation Al?(O) + B(0)AT = I is B(0) = (1/2X)1, and hence, 
B(O)-’ = 2X1. Obviously, ATA = (X2 + w2)I, and thus U = (2A + (T2 - Tl)(X2 + w2))1. Let 
z(t) := p(t) + m, t E R, where m = (ml, mz) E R2 is unknown. Then, 
Vz = SX.@i) + AT (I - &TI)) + (X2 + w”) L; Z(t) dt; 
consequently, 
ii51 = 
X (%(Tl) + z;(Tz)) -w (22(T2) - 22(Z)) + (A” + w”) J$%(t)dt 
2x + (T2 - Tl) (X2 + w2) 
> 
62 = 
X (22(Z) + 22(T2)) + w ($(Tz) - -%(TI)) + (X2 + w”) J;g2(t) dt 
2x + (Tz - Tl) (X2 + w2) 
1 
see [l, Section 4.4.11. Moreover, 
(3.1) 
(3.2) 
(C,%Z)~ N Nz 
1 
m, 
2x + (T2 - Tl)(X2 + W2) I > . 
Particularly, 651 and 6ii;! are independent. We have the following asymptotic behaviour: 
T _l&m oo(T2 -Tl)VarEil = 
2 1’ 
T _l&m m(T2 -Tl)VarEip = &, 
2 1- 
and hence, ii51 and 62 are asymptotically consistent as T2 - Tl --) co. Moreover, if w # 0 is 
fixed, then we get, in contrast to the one-dimensional real-valued case, that Var ii51 and Var 62 
remain bounded uniformly in X, since 
liiVari%l = liiVarG2 = (T2 _1Tl)w2. 
EXAMPLE 3.2. One-Dimensional Real-Valued AR(2). C onsider a one-dimensional stationary 
AR(2) process {z(t) : t E IR} which is the weakly stationary solution of 
d2X(t) = -cl d_?(t) - c&t) dt + dW(t), t E IR. (3.3) 
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(We remark that now q = z’(t) exists.) Let us write the characteristic polynomial of the 
process in the form 
?/$I) = x2 + ClA + c2 = (X + X,)(X + X2). 
Equation (3.3) has a (unique) weakly stationary solution if and only if for the damping parameters 
we have ReXI > 0, ReXz > 0. Let us use the notation z(t) = PI(~), z’(t) = ?2(t). Clearly, 
(;$;) =-(c”z ;;) ($;;:)+(: !) (d;(t))’ 
and hence, {(z(t),X’(t))T : t E R} is a two-dimensional stationary AR process with coefficient 
matrices 
A=(; ;ll), x=(; ;)- 
The only solution of the matrix equation AB(0) + B(0)AT = I is 
and hence,B(O)-’ = ( “‘hc2 11) 
Obviously, 
(CCT)3 = (; ;), 
and hence. 
Let, Z(t) :=2(t) + m, t E W, where m E Iw is unknown. Then 2(t) = x’(t), t E IR, and hence, 
where 
Thus, 
u = 
( 
2ClC2 + (T2 - qc; 0 
0 > 0 ’ 
v-2 = 
2c1c2@g + J; (@(t) + clc23(4 dt + _@2 d%) 
0 
= 
Z(T~) + 8(~2)) + c2 (3(~2, - Z’(Z)) + cZJ;%Wt . 
0 
By Lemma 2.3, 
__ 
where P;z denotes the measure generated on C( [Tl, 7’21 + Iw2) by the process (Z, Z’), and ~1,1, 
WI(~) denote the first entry of U and Vg, respectively. Consequently, the maximum likelihood 
estimator of m is 
ci= 
cl (-@I) + z(T,)) + z’(T2) - z’(Tl) + c2j-z&t) dt 
2Cl + (372 - Tl)CZ (3.4) 
1 
2~1~2 + (T2 - TI)c; 
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see [l, Section 2.2.2, Section 4.4.51. We have the following asymptotic behaviour: 
1 
and hence, T -l&m Vari% = 0; 2 l-+ 03 
thus, fi is asymptotically consistent as T2 - Tl + co. Furthermore, 
limXrVarG=$, 
AllO 
and hence, lim Var 6 = co; 
2 Xl10 
hence, Var % is unbounded as Xr 10. 
If Xr = X2 = X > 0 are double roots, then 
liiX3Variii = a; 
hence Variii is unbounded as X LO. 
If the characteristic polynomial has conjugated complex roots Xr = X + iw, X2 = X - iw, where 
X,w E P, X > 0, is the damping parameter and w # 0 is the periodical parameter, then 
$jvar iii = (T2 _1Tl)w4 ’ 
and we get that Var 6i remains bounded uniformly in X. 
EXAMPLE 3.3. One-Dimensional Real-Valued AR(p). C onsider a one-dimensional stationary 
AR(p) process {X(t) : t E R} which is the weakly stationary solution of 
dPX(t) = -crdP-‘X(t) - . . . - +I dX(t) - +X(t) dt + dW(t), t E IR. (3.5) 
Let us write the characteristic polynomial of the process in the form 
$(X) = xp + crxp-’ + csx P-2 + ..,+cp= fi(X+X,). 
j=l 
Equation (3.5) has a (unique) weakly stationary solution if and only if ReXj > 0 for all j = 
1,2,. . . , p. If we use the notation X(t) = ?l(t), X’(t) = Fz(t), . . . ,r?(P-l)(t) = Fp(t), and 
F(t) = (g(t) , . . . , pp(t))T, then we have 
d?(t) = -A?(t) dt + C dW(t), t E I[$, (3.6) 
where 
and hence, {(_%(t),z’(t), . . . ,@‘-l)(t))T : t E JR} is a p-dimensional stationary AR process. We 
have B(O)-’ = (dj,k)r<j,~~, where 
P 
2 c (-l)ecp-k-e+j+e+l, ifjrIc (mod2)andj<k, 
e=i 
2~~~(-l)‘cp-j-Ccp-k+l+l, ifjzk (mod2)andj>Ic, (3.7) 
0, otherwise, 
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1, ife=O, 
Cl ‘= 0, if C < 0, or e > p; 
see (1, Section 2.2.2, Section 4.4.51. For example, if p = 3, p = 4, or p = 5, then 
C3C4 0 
B(O)_1 - = 2 O C2C3 ClC4 
ClC4 0 
0 C3 
C4C5 0 C2C5 
0 - C3C4 C2C5 0 
B(O)-l = 2 C2C5 0 C2C3 - ClC4 + C5 
0 - ClC4 C5 0 
C5 0 C3 
Clearly (CCT)e = C, and hence, 
0 0 ... 
0 0 ... 
AT(CCT)e = i I ; . . . 
0 cp 
0 CP-1 
0 0 *.. 0 c2 
0 0 .‘. 
; i 1 , 
0 Cl (3.8) 
AT (,&)eA = 
(Cp cp-1 .*. Cl). 
Let Z(t) :=X(t) + m, t E R, where m E IR is unknown. Then %(t) = _%(j)(t), t E R, j 2 1, 
and hence, 
where 
\ Z(p-1) (Tl) I 
H= 
Thus, 
= p(t) + H 
2cp_1c, + (T2 -T&i 0 ... 0 
0 0 . . . 0 
U= . 
. . 
. 
7 . . .: 
0 0 . . . 0 i 
mP 
ml 
m2 
t E R, 
m 
0 (1) . . 0 
(3.9) 
i 
c, 5 cp-j (%-‘)(T2) + (-l)j-‘%-‘)(TI)) + c;@(t) dt 
j=l 
vg = 
0 
1. 
(3.10) 
0 
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By Lemma 2.3, 
2 (2) =exp{+,rmZ+9 (Z)m}, 
where Pz denotes the measure generated on C( [Ti ,272) + R2) by the process (2, z’, . . . , ,%‘-‘)), 
and ur,i, vi(z) denote the first entry of U and Vz, respectively. Consequently, the maximum 
likelihood estimator of m is 
,%4(T2) + (-l)j-‘z(-(T,)) + cJ;&)dt 
2c,-1 + (T2 - Tl)Cp (3.11) 
-NI ml, ( 1 2c+lC, + (Tz - Tl)f+ > ; 
see [l, Section 2.2.2, Section 4.4.51. We have the following asymptotic behaviour: 
and hence, 6 is asymptotically consistent as Z’s - Tr --) 00. Furthermore, 
1 
AllO 
limhVarm= 2xH.,exgT and hence, lim Var 6 = 00; 
Xl10 
thus Var 6i is unbounded as Ai 10. 
If Xi = X2 = X > 0, then 
$x3Vari% = 4x2 ’ x2; 
3 
. . . 
P 
hence, Var 6 is unbounded as X 10. 
If Xr = X + iw, X2 = X - iw, where X, w E W, X > 0, w # 0, then 
I;iVari% = 
1 
2w4x;. 4$(1/X3 + . . . + l/X, + (T2 - Tl)/2) ’ 
and we get that Var 6 remains bounded as X 1 0. In a similar way, if Xi = X’ + iw’, X2 = A’ - iw’, 
X3 = X” + iw”, & = A” - iw”, where A’, X”, w’, w” E R, X’, X” > 0, w’, WI) # 0, then 
lim Var 6 = 
1 
X’,X”lO 2(w’w”)4g * * * x; (l/X5 + * ’ * + l/A, + (T2 - Tl)/2) ’ 
and we get that Var iii remains bounded as X’, X” 1 0. 
EXAMPLE 3.4. Multidimensional Real-Valued AR. Consider a &dimensional (d 2 2) real-valued 
stationary AR process {P(t) : t E R) which is the weakly stationary solution of 
dp(t) = -A?(t) dt + dW(t), t E IL%, (3.12) 
where {W(t) : t E IR} is a d-dimensional standard Wiener process, and the d x d coefficient 
matrix A has the form A = XI + R with the damping parameter X > 0 and a skew-symmetric 
matrix Q (i.e., RT = -a), containing parameters of periodical type. The only solution of the 
matrix equation AB(0) + B(0)AT = I is B(0) = (1/2X)1, and hence, E?(O)-’ = 2X1. Obviously, 
ATA = X21 + flT!2, and thus U = 2X1 + (T2 - Ti)(X2 + RTfl). Let s(t) :=p(t) + m, t E W, 
where m E Rd is unknown. Then, 
Vz = 2X.@‘i) + AT (z(n) - e?(Z)) + (X21 + RTR) Lr -if(t) dt, 
and 6i = U-‘Vz N Nd(m, u-l). 
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We have the following asymptotic behaviour: 
T 
7. 
_Iiln_(Tz - TI) var?% = (x21 + n%)-’ ) 
and hence, 51 is asymptotically consistent as T2 - Tl + 00. Moreover, if R # 0 is fixed, then we 
get, in contrast to the one-dimensional real-valued case, that Var iii1 and Var 62 remain bounded 
uniformly in X, since 
i;gVar% = j& PTQF. 
4. CASE OF ZERO START AR PROCESS 
Consider a d-dimensional zero start AR process 
dY(t) = -AY(t) dt + EdW(t), t 2 0, 
Y(0) = 0, (4.1) 
where A and C are arbitrary d x d matrices. The process {Y(t) : t 2 0) is a zero mean Gaussian 
process with 
Cov(Y(t), Y(s)) = EY(t)Y(s)T = K@-~)~B(O, s), for 0 5 s 5 t, 
where the d x d matrix B(0, s) is the only solution of the matrix equation 
AB(0, s) + B(0, s)AT = CCT - e-sACCTe-sAT. 
We remark that B(0, s) is a symmetric, positive definite matrix and 
B(0, s) = 
Moreover, 
Y(t) = 
J 
s 
e -uAccT~-uA~~~, 
0 
JO 
Now, consider a shifted stationary AR process {Z(t) : t > 0}, given by 
z(t) = Y(t) + m, t 2 0, 
where m E Rd is an unknown parameter vector. The following theorem can be proved as in the 
stationary case. 
THEOREM 4.1. Let 0 < Tl < T2. The maximum likelihood estimator of m based on the obser- 
vation of {Z(t) : t E [Tl, T2]} is given by 
iii = u-‘vz, 
where 
U = B(O,T$’ + (T2 - Tl)AT (CCT)eA, 
V-2 = B(O,T&‘Z(Tl) + AT (.XCT)e 
( 
i7T2) - @Tl) + A 
l-2 _ 
J > Z(t)dt . Tl 
Moreover, 
Gi N Nd (m, U-l). 
REMARK 4.2. If Tl = 0, then Z(0) = Y(0) + m = m gives the precise value of the parameter m. 
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5. EXAMPLES OF ZERO START PROCESSES 
EXAMPLE 5.1. One-Dimensional AR( 1). Consider a one-dimensional zero start AR( 1) process 
dX(t) = --ox(t) dt + d&‘(t), 
X(0) = 0, 
t 2 0, 
where Q E W. Then, 
B(0, s) = ’ -;;2a’, 
and consequently, 
B(O, s)-1 = 1 _z2as = o(coth(as) + 
U = a(coth(aTi) + 1 + 4”s - Ti)). 
Let Z(t) :=X(t) + m, t 2 0, where m E R is an unknown parameter. Then, 
T2 
Vz = a 
( 
coth(crT’r)Z(Ti) + Z(T2) + (Y 
1 ) 
z(t)dt , 
Tl 
and consequently, 
Gii= 
coth(crT,)Z(Ti) + Z(T2) + aJ$Z(t) dt 
coth(aTr) + 1 + (T2 - Ti)cr 
-N m, 
( 
1 
cY(coth(aTr) + 1) + (272 - Tr)cr > 
We have the following asymptotic behaviour: 
and 
,JimcTi-‘Varfi = 1, 
1 
Tlimm(Ts - Ti) Var 7% = $, 
2- 
lim Var 7% = Tlimm Var 6 = lim 
Tlla 
Var 7% = 0, 
2+ T~lO,‘J’z+oo 
(5.1) 
I), 
(5.2) 
and hence, Gi is asymptotically consistent as Tl 1 0, or Ts -+ co, or Tl 1 0, Ts -+ co. Moreover, 
ligVarGi = T,, 
and we get, in contrast to the stationary case, that Var iii1 remains bounded as cr 1 0. 
EXAMPLE 5.2. One-Dimensional Complex-Valued AR(l). Consider a one-dimensional complex- 
valued zero start AR( 1) process 
dX(t) = -ax(t) dt + dW,(t), 
X(0) = 0, 
t L 0, 
(5.3) 
where {WC(t) : t E R} is a complex-valued standard Wiener process and a = X+iw with X, w E W. 
Then, (Yl(t), Y2(t))T :=(ReX(t),ImX(t))T, t > 0, is a two-dimensional zero start AR process 
with coefficient matrix 
A= A w 
( > -w x . 
The only solution of the matrix equation AB(0, s) +B(O, s)AT = I is B(0, s) = (( 1 -e-2xS)/2X)I, 
and hence, B(O,s)-’ = A(coth(Xs) + 1)1. Ob viously, ATA = (X2 + w’)I, and thus U = 
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(~(coth(XTl)+1)+(Tz-Tl)(X2+w2))1. Let Z(t) := = Y(t)+m, t 2 0, wherem = (ml, mz)T E ~2 
is unknown. Then, 
Vz = A(coth(ATi) + l)Z(Ti) + AT(Z(T2) - (TI)) + (X2 + u”) L; Z(t) dt, 
and consequently, 
ml = 
X(coth(XTi)Zi(Ti) + &(Tz)) - w(Zz(T2) - Z2(T1)) + (X2 + w”) j-$%(t) dt 
A(coth(XTi) + 1) + (T2 - Ti) (X2 + w2) 
7 (5.4) 
EL2 = 
X(coth(XTi)Zz(Ti) + Zz(T2)) + w(Zl(T2) - Zl(Tl)) + (X2 + u”) $Z2(t) dt 
SX(coth(XTi) + 1) + (T2 - Ti) (X2 + w2) 
. (5.5) 
Moreover, 
(C,fiji~)~ N N2 
1 
m, 
X(coth(XTi) + 1) + (T2 - Ti) (X2 + w2)’ > ’ 
(5.6) 
Particularly, %i and 77~ are independent. 
We have the following asymptotic behaviour: 
Tlimoo(T2 z- - Ti) Var 7331 = Tlimoo(T2 2- - Ti) Var 7332 = &, 
,lrirnO Tcl Var 6~1 = $hnc T1-’ Var Gis = 1, 
1 1 
Tlimoo 2- Var iii1 = Tlim, 2- Var 62 = ,Jirnc 1 Var Ezi = $~a 1 Var 7%~ = 0, 
and hence, fii and 7%~ are asymptotically consistent as Tl 1 0, or T2 + 03, or Tl 1 0, T2 + 00. 
Moreover, 
ti Var Gil = $ Var 7%~ = 
1 
l/T1 + (T2 - Tl)w2 ’ 
and we get, in contrast to the one-dimensional real-valued case, that Var Gil and Var 7%~ remain 
bounded as X 1 0. It is valid even if w = 0, in contrast to the stationary case. 
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