A Jackson integral of type BC n is a multisum generalization of the very-well-poised-balanced 2r ψ 2r basic hypergeometric series. We state an explicit product formula for the determinant of a matrix with entries given by the BC n type Jackson integrals. In order to show this, we treat the determinant as a solution of a holonomic q-difference equation. In particular we give the q-difference equation explicitly as a two-term recurrence relation, which the determinant satisfies, by introducing a set of new symmetric polynomials via the symplectic Schur functions.
Introduction
Throughout this paper, we assume 0 < q < 1 and denote the q-shifted factorial for all integers N by (x) ∞ := ∞ i=0 (1 − q i x) and (x) N := (x) ∞ /(q N x) ∞ . As we see in [1, 10, 28] , etc., there are a lot of summation and transformation formulae for basic hypergeometric series. BC n type Jackson integrals are a multisum generalization of the basic hypergeometric series in a class of what is called very-well-poised-balanced 2r ψ 2r . A key reason to consider the BC n type Jackson integrals, which permit the Weyl group symmetry, is to give an explanation and an extension of these hypergeometric series from the view points of the Weyl group symmetry and the q-difference equations satisfied by the BC n type Jackson integrals. For example, the formula called Slater's transformation for a very-well-poised-balanced 2r ψ 2r series [10, 28] can be regarded as a connection formula for the solutions of q-difference equations of the Jackson integral of type BC 1 . (See [20] for the exact correspondence between them. See also [17] for a connection formula for the BC n case.)
In [4, 5] , finiteness of the cohomologies associated with the Jackson integrals of type BC n depending on (2s + 2) + l parameters a 1 , a 2 , . . . , a 2s+2 and t 1 , t 2 , . . . , t l has been discussed. In this paper, we restrict ourselves to the case where l = 1. Then the dimension of its nth cohomology is equal to κ := s+n−1 n . This means that we can regard the Jackson integrals as a solution of a holonomic system of q-difference equations of rank κ.
For a point ξ ∈ (C * ) n and a function ϕ(z) on (C * ) n which is holomorphic and invariant under the Weyl group action, we consider the following function ϕ, ξ defined as
where the integral is taken in the Jackson integral sense, i.e., sum over the lattice Λ ξ Z n (see where q α m = a m and q τ = t. The function Φ(z) is a similar one in BC n case to what is called a 'phase function' in the context [29] . The function Δ(z) is the Weyl denominator of type C n defined by
We call the sum ϕ, ξ the Jackson integral of type BC n . When we regard the sum ϕ, z as a function of z ∈ (C * ) n , we can construct a unique holomorphic function on (C * ) n from ϕ, z by regularization of the Jackson integral of type BC n (see Section 3 for its definition). We denote the holomorphic function by ϕ, z and call it the regularized Jackson integral of type BC n . We define some terminology to state the main results. Let B be the set defined by B = λ = (λ 1 , λ 2 , . . . , λ n ) ∈ Z n ; s − 1 λ 1 λ 2 · · · λ n 0 , which consists of κ elements. Corresponding to the set B, we can take the symplectic Schur functions χ λ (z) for the partitions λ ∈ B. (See Section 2 for the definition of χ λ (z).) We can construct a holonomic system of q-difference equations of rank κ with the basis {χ λ (z); λ ∈ B}, which is stated in [4, 5] as follows: where λ runs over the set B.
In this paper, by a suitable change of bases, the matrix Y a i is transformed into a triangular matrix whose diagonal entries are determined explicitly, and as a consequence we obtain the following: (μ) .) The sum χ λ , ζ (μ) (or χ λ , ζ (μ) ), where λ ∈ B, μ ∈ Z, can be explained as the pairing between the nth cohomology and nth homology associated with Φ(z). The difference forms χ λ (z)Δ(z) q and the lattices Λ ζ (μ) containing the points ζ (μ) give the bases for the cohomology and the homology, respectively (see [2, 3] ). In particular, in order to establish the non-degeneracy of the pairing, we need the non-vanishing of the determinant of the matrix whose entries are χ λ , ζ (μ) , λ ∈ B, μ ∈ Z. More explicitly we can use Theorem 1.2 to show not only the determinant does not vanish but is expressible as follows: , (1.2) where the rows λ ∈ B and the columns μ ∈ Z of the matrix ( χ λ , ζ (μ) ) λ,μ are arranged in the orders < and ≺ Z , respectively.
(The symbol < denotes the reverse lexicographic ordering on the set B which is stated in Section 2.2. For the definition of the ordering ≺ Z on Z, see Section 3.2.) Theorem 1.3 is similar to Theorem 5.9-5.11 in [29] that established formulae for the determinants of matrices formed by q-hypergeometric integrals of type A n (q-analogues of the Selberg integral).
Note that in the case s = 1 the matrix size of ( χ λ , ζ (μ) ) λ,μ reduces to 1 and Theorem 1.2 becomes exactly the same as the following formula first proved by van Diejen [8] : 3) which is equivalent to the q-Macdonald-Morris identity of type (C ∨ n , C n ) studied by Gustafson [11] . (See also [14, 15, 21, 23, 25] .) In this case the last factor including θ functions in (1.2) disappears.
We mention that the determinant of the matrix Y t in Proposition 1.1 is eventually obtained from Theorem 1.3 as follows:
Corollary 1.4. The determinant of the matrix Y t is written as
.
if we take the limit q → 0, a Vandermonde type determinant whose entries are symplectic Schur functions can be deduced from Theorem 1.3 as follows:
(See [12] for another simple proof for Corollary 1.5, which does not go through Theorem 1.3.) Note that, in Section 7, in order to prove Theorem 1.3 we state the following Vandermonde type determinant of matrix formed by ordinary Schur functions S λ (z):
Eq. (1.5) exactly coincides with the ordinary Vandermonde determinant if n = 1. Though Proposition 1.6 is a direct consequence from the principal term of asymptotic behavior of the formula (1.4) as a i → +∞ (1 i s), in fact Proposition 1.6 can be used in the proof of Theorem 1.3. We give a proof of Proposition 1.6 in Appendix D (see [12] or [29, Eq. (A.14) ] for other proofs). Note in passing that other Vandermonde type determinant formulae similar to (1.4) and (1.5) can be found in [18, 19] . Theorem 1.3 follows from Theorem 1.2 and the asymptotic behavior of the determinant J := det( χ λ , ζ (μ) ) λ,μ . Here we outline its proof. It is sufficient to obtain an explicit form of J because the evaluation of the determinant of the matrix ( χ λ , ζ (μ) ) λ,μ is deduced from that of J . We evaluate J in two steps. The first is to establish the recurrence relation for J as follows: 6) which is independent of choice of the points ζ (μ) and is a direct consequence of Theorem 1.2. By repeated use of (1.6), J can be evaluated up to some factors. The next step is to determine the indefinite factors which depend on the points ζ (μ) . The factors can be calculated using the asymptotic behavior of J as the parameters tend to infinity in the following direction:
with N → +∞. The explicit expression of the principal term of the asymptotic behavior of T N J is given in Proposition 7.2. Imposing this asymptotic behavior as a boundary condition of the recurrence relation for J completes the proof of Theorem 1.2. This paper is organized as follows. In Section 2, we define the symplectic Schur functions χ λ (z) and introduce two kinds of orderings on the set B. In Section 3, we give the definition of the Jackson integral of type BC n , its truncation and regularization. The truncated Jackson integral is defined by introducing the special points ζ (μ) , μ ∈ Z. We also state the main theorems in this section. In Section 4, we construct new polynomials e λ (z) via the symplectic Schur functions χ λ (z) and state their vanishing properties. In Section 5, using a property of Jackson integrals (Proposition 3.3) we show homogeneous linear relations among e λ , z . The explicit expression of the coefficients of e λ , z in these relations is important for computing the determinant of the matrix Y a i . We establish Theorem 1.2 in Section 6. In the holonomic system of q-difference equations stated in Proposition 1.1, by the change of basis from {χ λ (z); λ ∈ B} to {e λ (z); λ ∈ B}, the matrix Y a i is transformed into a triangular matrix. From the diagonal entries of the triangular matrix we obtain the explicit expression of the determinant of Y a i . In Section 7 we state the asymptotic behavior of the determinant of matrix formed by truncated Jackson integrals. Finally we establish our main theorem in Section 8.
We should mention the polynomials e λ (z) defined in Section 4. The polynomials e λ (z) are constructed from the 'elementary' symmetric polynomials e i (z), i = 0, 1, . . . , n, introduced in [15] to study the structure of the BC n type Jackson integral in the simplest case s = 1. In another context [7, 9] , van Diejen defined a set of polynomials to describe the Pieri-type formula for the Macdonald-Koornwinder polynomials. Despite the polynomials e i (z) and van Diejen's polynomialsÊ i (z) in [7, Eq. (6.10) , p. 254] differ in appearance, both can be rewritten as [26] . In a recent work [22] , Komori, Noumi and Shiraishi encountered the polynomials (1.7) in a context very different from ours. This provides a further interpretation of their origin. As another application, the polynomials e λ (z) are useful for evaluating a similar determinant formula for BC n type Jackson integrals that are obtained as a generalization of Gustafson's multiple 6 ψ 6 summation formula. For further details, see [6, 16, 19] .
Symplectic Schur functions
Let W be the Weyl group of type C n , which is isomorphic to (Z/2Z) n S n where S n is the symmetric group on {1, 2, . . . , n}. W is generated by the following reflections of the coordinates z = (z 1 , z 2 , . . . , z n ) ∈ (C * ) n :
For a function f (z) on (C * ) n , we define action of the Weyl group W on f (z) by
We say that a function
We denote by Af (z) the alternating sum over W defined by
which is W -skew-symmetric. Let P be the set of partitions defined by
The following holds for ρ := (n, n − 1, . . . , 2, 1) ∈ P: (2, 1, 1, 0) 
The sets B and L
Let s be an arbitrary positive integer. Throughout the paper the number s is fixed. Let B and L be subsets of P defined by the following:
The definition of the sets B and L differ only by the upper bound for λ 1 . We divide B and L into n + 1 parts as follows:
Here B 0 = L 0 = {(0)}, where (0) = (0, 0, . . . , 0) ∈ P, and
By definition, it follows that
This indicates
which are consequences of Pascal's triangle.
Orderings on B
We define the reverse lexicographic ordering < on P. For λ, μ ∈ P, we denote λ < μ if the following holds for some k ∈ {1, 2, . . . , n}:
In this paper, we consider two orderings on B. One is the reverse lexicographic ordering < restricted on B. The other is defined as follows. For λ, μ ∈ B, we denote λ ≺ μ if a pair of λ ∈ B i and μ ∈ B j satisfies either (1) i > j or (2) i = j and λ < μ.
Definitions and the main results
Throughout the paper we assume 0 < q < 1 and define the q-shifted factorial for all integers N by (x) ∞ := 
BC n type Jackson integral
For an arbitrary z = (z 1 , z 2 , . . . , z n ) ∈ (C * ) n , we define a q-shift z → q ν z by a lattice point ν = (ν 1 , ν 2 , . . . , ν n ) ∈ Z n , where
The set Λ z := {q ν z ∈ (C * ) n ; ν ∈ Z n } forms an orbit of a lattice subgroup of (C * ) n .
Definition 3.1. For a point ξ ∈ (C * ) n and a function f (z) on (C * ) n , we define the sum over the lattice Λ ξ by
If this integral converges, we call it the Jackson integral.
where q α m = a m and q τ = t. By definition, the following holds for Φ(z):
Let T z 1 be the q-shift of variable z 1 such that T z 1 :
where ratio T z 1 Φ(z)/Φ(z) is written as the rational function
The following is a key lemma which will be used in Section 5:
Proposition 3.3. Let ϕ(z) be an arbitrary function such that Λ ξ ϕ(z)Φ(z) q converges. The following holds for ϕ(z):
We set
Using Weyl's denominator formula (2.2), Δ(z) can be written as
Definition 3.4. For a point ξ ∈ (C * ) n and an arbitrary W -symmetric function ϕ(z), the BC n type Jackson integral of ϕ(z) over the lattice Λ ξ is defined by
We will denote this by ϕ, ξ , or simply ϕ if the point ξ is fixed.
By definition the sum ϕ, z is invariant under the q-shift z → q ν z for ν ∈ Z n . From wϕ(z) = ϕ(z), wΔ(z) = (sgn w)Δ(z) and Lemma 3.2, it follows that
(3.8)
We assume the following conditions for a 1 , a 2 , . . . , a 2s+2 , t and ξ :
and
Then the convergence of 1, ξ can be confirmed in the same way as [13, Theorem 4, p. 158] . Throughout the paper we also assume the following condition (C) all the parameters a 1 , a 2 , . . . , a 2s+2 and t are generic.
Let T u be the q-shift operator on a parameter u, i.e., T u : u → qu. Let χ and χ be the vectors defined by χ := χ λ (z) λ∈B and χ := χ λ , ξ λ∈B , where the indices λ ∈ B are arranged in increasing order of <. 
Proposition 3.5. Under the condition (C), there exist invertible
Proof. See [5] . 2
We now state one of the main theorems, which is the same as Theorem 1.2.
Theorem 3.6. The determinant of the matrix Y a i is evaluated as
We shall prove Theorem 3.6 in Section 6.
Truncation
Let Z be the set of all s-tuples defined by
. . , μ s ) ∈ Z, we take the point
For example, when s = 4 and n = 9, for the 4-tuple μ = (4, 0, 2, 3) ∈ Z the point ζ (μ) is written as
the fan with the vertex ζ (μ) such that
where D μ is the fan in Z n defined by
We call the Jackson integral ϕ, ζ (μ) summed over the lattice
, the truncated Jackson integral ϕ, ζ (μ) is summed only over the fan Λ + ζ (μ) . We will discuss in Section 7 the asymptotic behavior of the truncated Jackson integrals.
Regularization
Let Θ(z) be the function on (C * ) n defined by
where θ(x) denotes the function (x) ∞ (q/x) ∞ . By definition we see
Proof. See Appendix B. 2
Definition 3.8. If ϕ(z)
is W -symmetric and holomorphic on (C * ) n , we call the holomorphic function ϕ, z /Θ(z) the regularized Jackson integral and denote it by ϕ, z .
From (3.8) and (3.12), the regularized Jackson integral ϕ, z is also W -symmetric.
Remark. In particular, if s = 1, the function Θ(z) is periodic under the q-shift z → q ν z for ν ∈ Z n . This implies that the function f (z) in Proposition 3.7 becomes a constant independent of z, and 1, z coincides with the right-hand side of (1.3). See [8, 11, 14, 15] for the constant in the case where s = 1.
We now state the other main theorem for the BC n type regularized Jackson integral, which is the same as Theorem 1.3.
,
where the rows λ ∈ B and the columns μ ∈ Z of the matrix ( χ λ , ζ (μ) ) λ,μ are arranged in the orders < and ≺ Z , respectively.
We will prove Theorem 3.9 in Section 8.
The polynomials e λ (z)
In this section, we give the definition of polynomials e λ (z) and state some properties of e λ (z). 
where the K λμ are integers (see [24] ). Using χ λ (z), we first define polynomials e i (z) of degree i, 0 i n, as follows: 
Proof. This is a direct consequence of the relation 
Proof. See [15] . 2
We now define e λ (z) for an arbitrary λ ∈ P as follows:
where we regard 6) so that e λ (z) is also expanded in χ μ (z) as 
Using the expression (4.6) of e μ (z) proves Lemma 4.5. 2
Homogeneous linear relations for e λ
For λ = (λ 1 , λ 2 , . . . , λ , 0, 0, . . . , 0) ∈ B and 0 i n − , we set
In this section our aim is to prove the following:
1)
where the coefficient K is written as For the point z = (z 1 , z 2 , . . . , z n ) ∈ (C * ) n we set
. . , n) we have the following, immediately from Corollary 4.4 and Lemma 4.5.
Lemma 5.2.
The following holds for μ ∈ L i−1 and the point ζ j ∈ (C * ) n defined in (4.8):
Moreover,
Let f (z) and g(z) be functions defined as follows:
where σ i is defined in (2.1). By definition of τ 1 in (2.1), we have
Next we prove formulae (5.6) and (5.7). If we put z = ζ i (see (4.8)), then we have
so that we obtain (5.6) taking the limit x → 0. Suppose k i. Then, putting z = ζ i+1 (see (4.8)), we have the following:
which completes the proof. 2 From the definition (3.2) of ∇ and (3.3) we have
Then from (2.1) and (5.5) it follows that
Thus, we obtain the expression (5.9) by substituting (5.4) and the following for (5.12):
Next, from the degrees of the monomials in the expansion of (5.11) we eventually obtain the expression (5.10). 2 
Taking the limit x → 0 in both sides of (5.14) and using (5.15) and (5.16), we obtain (5.13). 
so that 
where S 1 (z), S 2 (z) and S 3 (z) are functions defined by the following: 
which completes the proof. 2
For λ ∈ B , = 0, 1, 2, . . . , n, we set 
Moreover, if we set where the coefficient C i is evaluated as 
we obtain (5.2). 2
Proof of Theorem 3.6
Since the parameters a 1 , a 2 , . . . , a 2s+2 can be replaced symmetrically in Theorem 3.6, it is sufficient to prove it only for det Y a 1 :
Theorem 6.1. The determinant of the matrix Y a 1 is evaluated as
Proof. If we set the following vectors which consist of e λ (z), λ ∈ B, with ordering <: 
On the other hand, since .2). By definition, the following holds between e < and e ≺ : e ≺ = e < P (6.5) where P is a matrix of size κ, which represents permutation of e λ (z)'s. Combining (6.2)-(6.5), we have a system of q-difference equations as follows:
where Y a 1 is the matrix of size κ satisfying
From (6.6), in order to prove Theorem 6.1, it is sufficient to show the following two propositions. 
Proof. From the diagonal entries of the triangular matrix Y and (5.2) in Proposition 5.1, it follows that
where the set I is defined as
We put j = i + . If (i, ) runs over I , then (j, ) runs over the set I := {(j, ) ∈ Z 2 ; 1 j n, 0 j − 1}. Using (2.3) we have the following:
To prove (6.7) it is sufficient to show that
For (6.8), it is obvious from (2.3). It is also easy to deduce (6.9) from (6.8) by induction on n and is left to the reader. 2
Asymptotic behavior of the truncated Jackson integrals
Let A (i 1 ,i 2 ,. ..,i n ) (z) be the function of z = (z 1 , z 2 , . . . , z n ) ∈ (C * ) n defined in the form of the following determinant:
. . , λ n ) ∈ P, we define the Schur function S λ (z) as follows:
where ρ = (n − 1, n − 2, . . . , 1, 0). We see
where z −1 : (3.10) , we state a Vandermonde type determinant of matrix formed by S λ (ζ (μ) ), which is the same as Proposition 1.6.
where the rows λ ∈ B and the columns μ ∈ Z of the matrix (S λ (ζ (μ) )) λ,μ are arranged in the orders < and ≺ Z , respectively.
Proof. See Appendix D. 2
We now give the asymptotic behavior of J := det( χ λ , ζ (μ) ) λ,μ in a specific direction as indicated in Proposition 7.2. Let T N be the q-shift operator of the parameters a k for the specific direction defined by
which keeps the parameters within the domain (3.9) of convergence for sufficiently large N . We divide Φ(z)Δ(z) into the following three parts:
where
Proposition 7.2. The asymptotic behavior of T N J as N → +∞ is expressed as
where the factor F (N) depending on N is a 1 a 2 . . . a s ) s (a s+1 a s+2 . . . a 2s+2 ) s+1
The rest of this section is devoted to proving Proposition 7.2. 
because the number of s-tuples μ satisfying μ k = n − i is
s+i−2 i
for i = 0, 1, . . . , n. Thus we obtain Lemma 7.3 using the following lemma with j = 1 and 2. 2 Lemma 7.4. The following holds for j = 0, 1, 2, . . . , n:
Proof. This identity can be proved by induction on n. 2
Lemma 7.5. The asymptotic behavior of T N χ λ (ζ (μ) ) as N → +∞ is expressed as
where the explicit form of det(S λ (ζ
Proof. From (7.1) we have (7.9). Proposition 7.1 implies (7.11), so that we have
Proof of Proposition 7.2. From (7.3), T N χ λ , ζ (μ) is expressed as (7.12) where 7.14) and
Since (x) ∞ → 1 if x → 0, from (7.14) and (7.15) , |T N I 2 (q ν ζ (μ) )T N I 3 (q ν ζ (μ) )| is bounded for N > 0 and ν ∈ D μ . Then Eq. (7.12) indicates that the principal term of the asymptotic behavior of T N χ λ , ζ (μ) as N → +∞ depends on the maximum value of |T N χ λ (q ν ζ (μ) 
Since |T N I 2 (ζ (μ) )T N I 3 (ζ (μ) )| = 0, the summand in the right-hand side of (7.12) corresponding to ν = (0, 0, . . . , 0) ∈ D μ gives the principal term of the asymptotic behavior of T N χ λ , ζ (μ) as N → +∞, so that we have
Moreover, the asymptotic behavior of each T N I i (ζ (μ) ) as N → +∞ is given by the following: 18) and
Combining (7.16)-(7.19) and (7.10) in Lemma 7.5, we obtain (7.6). The explicit expression of F (N) is given by (7.10), (7.17) and Lemma 7.3. 2
Proof of the main theorem
In this section, we give the proof of Theorem 3.9.
The following is straightforward from the property θ(qx) = −θ(x)/x:
for positive integers m. 
where In particular, if we set
then the function J /C satisfies (8.2).
Proof. If we take
It is sufficient to compute G(N ) for this f . We apply (8.1) and obtain f/T N f = G(N ).
Next we prove that J /C satisfies (8.2). From Theorem 3.6, the determinant J satisfies that
On the other hand, from a direct computation of (8.4), it follows that
Then the asymptotic behavior of T N C as N → +∞ is
T N C ∼ T N C = H (N)C where H (N) = (−1) s 2 ( s+n−1 s )N q −( s+n−1 s )[s(s+2)( N 2 )+( 2sN+2N 2 )( s 2 )] × t −s(s 2 +s+1)( s+n−1 n−2 )N 1 (a 1 a 2 . . . a s ) 2s+1 (a s+1 a s+2 . . . a 2s+2 ) s( s+n−1 s )N . (8.5) Proof. By definition, C/C is equal to n k=1 s+1 i<j 2s+2 (qt −(n−k) a −1 i a −1 j ) ∞ (qt −(n+k−2) a −1 1 a −1 2 . . . a −1 2s+2 ) ∞ 1 i<j s (t n−k a i a j ) ∞ × 1 s i=1 2s+2 j =s+1 (t n−k a i a j ) ∞ ( s+k−2 k−1 ) , (8.6) so that T N (C/C ) is equal to n k=1 s+1 i<j 2s+2 (qt −(n−k) a −1 i a −1 j q 2sN ) ∞ (qt −(n+k−2) a −1 1 a −1 2 . . . a −1 2s+2 q sN ) ∞ 1 i<j s (t n−k a i a j q 2(s+1)N ) ∞ × 1 s i=1 2s+2 j =s+1 (t n−k a i a j q N ) ∞ ( s+k−2 k−1 ) .
This implies T N (C/C ) → 1 (N → +∞). Thus we have
Applying (8.1) to this, we obtain T N C /C = H (N). 2
Lemma 8.3. The relation between F (N), G(N ) and H (N) is the following:

F (N)G(N) = H (N).
Proof. This is straightforward from (7.7), (8.3) and (8.5). 2
Proposition 8.4. The determinant J of the truncated Jackson integrals is expressed as
J = (1 − q) n( s+n−1 n ) C C det S λ ζ −1 (μ) λ,μ μ∈Z I 1 (ζ (μ) )I 2 (ζ (μ) ),(8.
7)
where I 1 (z) and I 2 (z) are defined in (7.4) and (7.5), respectively. More precisely J is equal to
. . . a s−1
Proof. The former part of Proposition 8.4 is proved as follows:
(from Proposition 7.2 and Lemma 8.2)
For the explicit expression of J , we rewrite I 2 (z) as follows:
and 
The expression of μ∈Z Θ(ζ (μ) ) in Lemma 8.5 is obtained from (8.10) and the following explicit calculation:
. 2
Appendix C. Proof of Proposition 6.2
Since P is the matrix defined by (6.5), the determinant of P coincides with the signature of the permutation on B corresponding to P . Thus det P is written as
Inv where Inv is the number of inversions of the permutation and is defined by
In order to prove Proposition 6.2, it is sufficient to show
To prove this, we state four lemmas. For positive integers i and j , we set
We regard B 
Proof. By definition of the ordering ≺ on B, we have
From (C.1) and the definition of D k it follows that
This implies Lemma C.1. 2 Lemma C.2. The following relation holds for k > 1 and 1:
Proof. We divide the set (
into the following four sets:
Then, from the definition of D k , it follows that
From (C.3), in order to prove (C.2), it is sufficient to show the following:
We show #Q = 0 first. Since λ < μ for arbitrary λ ∈ ( k−1 j =1 B j ) and μ ∈ ( 
Using (2.3), we have
gives rise to the bijection from S to D k −1 because the following two conditions are equivalent: 
In particular,
Proof. From Lemma C.3, using (2.3), it follows that This section is devoted to proving Proposition 7.1. Before proving Proposition 7.1 we show three lemmas.
Let ζ (μ) , μ ∈ Z be the points defined in (3.10). 1, s − 1, . . . , s − 1, λ n−r+1 , . . . , λ n ) ∈ B; s − 2 λ n−r+1 · · · λ n 0 , μ ∈ (n − r, μ 2 , μ 3 , . . . , μ s ) ∈ Z; μ 2 + μ 3 + · · · + μ s = r .
Factoring the powers of a 1 from each column of the minor, we can apply the inductive hypothesis to that minor with s − 1 variables a 2 , a 3 , . . . , a 
