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Abstract
The Evidence Lower Bound (ELBO) is a quantity that plays a key role in variational in-
ference. It can also be used as a criterion in model selection. However, though extremely
popular in practice in the variational Bayes community, there has never been a general
theoretic justification for selecting based on the ELBO. In this paper, we show that the
ELBO maximization strategy has strong theoretical guarantees, and is robust to model
misspecification while most works rely on the assumption that one model is correctly spec-
ified. We illustrate our theoretical results by an application to the selection of the number
of principal components in probabilistic PCA.
Keywords: Variational inference, Evidence lower bound, Model selection.
1. Introduction
Approximate Bayesian inference is at the core of modern Bayesian statistics and machine
learning. While exact Bayesian inference is often intractable, variational inference has
proved to provide an efficient solution when dealing with large datasets and complex prob-
abilistic models. Variational Bayes (VB) aims at maximizing a numerical quantity re-
ferred to as Evidence Lower Bound on the marginal likelihood (ELBO), and thus makes
use of optimization techniques to converge faster than Monte Carlo sampling approach.
Blei et al. (2017) provides a comprehensive survey on variational inference. Although VB
is mainly used for its practical efficiency, little attention has been put towards its theoret-
ical properties during the last years. While Alquier et al. (2016) studied the properties
of variational approximations of Gibbs distributions used in machine learning for bounded
loss functions, Alquier and Ridgway (2017); Zhang and Gao (2017); Wang and Blei (2018);
Bhattacharya et al. (2018); Che´rief-Abdellatif and Alquier (2018) extended the results to
more general statistical models.
At the same time, model selection remains a major problem of interest in statistics
that naturally arises in the course of scientific inquiry. The statistician aims at selecting
a model among several candidates given an observed dataset. To do so, one can perform
cross validation as in Vehtari et al. (2018) or maximize a numerical criterion to make the
final choice, see the review of Rao and Wu (2001). In the literature, penalized criteria
such as AIC and BIC respectively introduced by Akaike (1974) and Schwarz (1978) are
popular. While AIC aims at optimizing the prediction performance, BIC is more suitable
for recovering with high probability the true model (when such a model exists), see Yang
(2005). Thus, it is necessary to define a criterion suited to a given objective. Meanwhile, a
non-asymptotic theory of penalization using oracle inequalities has been developed during
c© 2018. B.-E. Che´rief-Abdellatif.
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the last two decades, and offers a simple way to assess the quality of a given model selection
criterion. We refer the interested reader to Massart (2005) for more details.
In this paper, we are interested in finding an estimate of the distribution of the data,
and we need to choose from among competing models. Blei et al. (2017) states that ”the
[evidence lower] bound is a good approximation of the marginal likelihood, which provides
a basis for selecting a model. Though this sometimes works in practice, selecting based on
a bound is not justified in theory”. Since then, authors of Che´rief-Abdellatif and Alquier
(2018) have provided an analysis of model selection based on the ELBO in the case of
mixture models. We extend their result to the general case of independent and identically
distributed (i.i.d.) data, and we provide an oracle inequality on the ELBO criterion that
justifies the consistency of ELBO maximization when the objective is the estimation of the
distribution of the data. In particular, as soon as there exists a true model, we show that the
ELBO criterion is adaptive and that the selected estimator achieves the same convergence
rate than the variational approximation associated with the true model.
The rest of this paper is organized as follows. Section 2 introduces the setting and the
key concepts needed to understand our results. In Section 3, we prove that the ELBO
criterion provides a variational approximation that is consistent with the sample size as
soon as there exists a true model. We also extend the result to misspecified models. We
finally illustrate the main theorem of this paper by an application to the selection of the
number of principal components in probabilistic Principal Component Analysis (PCA) in
Section 4. All the proofs are deferred to the appendix.
2. Framework
Let us introduce the notations and the framework we adopt in this paper. We consider
a collection of i.i.d. random variables X1,...,Xn distributed according to some probability
distribution P 0 in a measurable space
(
X,X ). We denote Xn1 = (X1, ...,Xn). We consider a
countable collection {MK/K ≥ 1} of statistical mixture models MK = {PθK / θK ∈ ΘK}
where ΘK is the parameter set associated with index K. We make no assumptions on ΘK ’s
nor on PθK . Parameter spaces may overlap or have inclusion relationships. Let M+1 (ΘK)
be the set of all probability distributions over ΘK .
We use a Bayesian approach, and we define a prior π over the full parameter space
∪K≥1ΘK (equipped with some suited sigma-algebra). First, we specify a prior weight πK
assigned to modelMK , and then a conditional prior ΠK(.) on θK ∈ ΘK given modelMK :
π =
∑
K≥1
πKΠK .
The Kullback-Leibler divergence between two probability distributions P and R is
KL(P,R) =
{∫
log
(
dP
dR
)
dP if R dominates P ,
+∞ otherwise.
For any α 6= 1, authors of Van Erven and Harremos (2014) detail the properties of the
α-Renyi divergence between two probability distributions P and R which is equal to:
Dα(P,R) =
{
1
α−1 log
∫ (
dP
dR
)α−1
dP if R dominates P ,
+∞ otherwise.
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We define the tempered posterior distribution πKn,α(.|Xn1 ) on parameter θK ∈ ΘK given
model MK using prior ΠK and likelihood Ln for any α ∈ (0, 1):
πKn,α(dθK |Xn1 ) ∝ Ln(θK)αΠK(dθK).
This definition is a slight variant of the regular Bayesian posterior (for which α = 1), and is
also referred to as Bayesian fractional posterior in Bhattacharya et al. (2016). This posterior
is easier to sample from, more robust to model misspecification and requires less stringent
conditions to obtain consistency, see respectively Behrens et al. (2012), Gru¨nwald and Van Ommen
(2017) and Bhattacharya et al. (2016).
The Variational Bayes approximation π˜Kn,α(.|Xn1 ) of the tempered posterior associated
with model MK is then defined as the projection, with respect to the Kullback-Leibler
divergence, of the tempered posterior onto some set FK :
π˜Kn,α(.|Xn1 ) = argmin
ρK∈FK
KL(ρK , π
K
n,α(.|Xn1 )).
The choice of the variational set FK is crucial: the variational approximation must be
close enough to the target distribution (as an approximation of the tempered posterior) but
not too close (in order to be tractable). A classical variational set FK is the parametric
family which leads to a tractable parametric approximation, e.g. a Gaussian distribution.
Another popular set FK in the VB community is the mean-field approximation that is
based on a partition of the space of parameters, and which consists in a factorization of the
variational approximation over the partition.
Alternatively, the variational approximation is often defined as the distribution into FK
that maximizes the Evidence Lower Bound:
π˜Kn,α(.|Xn1 ) = argmax
ρK∈FK
{
α
∫
ℓn(θK)ρK(dθK)−KL
(
ρK ,ΠK
)}
where the function inside the argmax operator is the ELBO (as a function of K and ρK)
and ℓn is the log-likelihood. In the following, we will just call ELBO(K) the closest approx-
imation to the log-evidence, i.e. the value of the ELBO evaluated at its maximum:
ELBO(K) = α
∫
ℓn(θK)π˜
K
n,α(dθK |Xn1 )−KL(π˜Kn,α(.|Xn1 ),ΠK).
In the variational Bayes community, researchers and practitioners use the ELBO in
order to select the model from which they will consider the final variational approximation
π˜Kˆn,α(.|Xn1 ), as stated in Blei et al. (2017). We propose to consider a penalized version of
the ELBO criterion
Kˆ = argmax
K≥1
{
ELBO(K)− log
(
1
πK
)}
which is a slight variant of the classical definition, although choosing a uniform prior over
a finite number of models leads to maximizing the ELBO. Note that the penalty term is
not just an artefact in order to ease the theoretical proof, but it is a complexity term that
reflects our prior beliefs over the different models.
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We will provide in the next section a theoretical justification to such a selection crite-
rion and show that the selected variational estimator π˜Kˆn,α(.|Xn1 ) is consistent under mild
conditions as soon as there exists a true model. We will adopt the definition of consistency
used in Alquier and Ridgway (2017) and Che´rief-Abdellatif and Alquier (2018) that is, the
Bayesian estimator is said to be consistent if, in expectation (with respect to the random
variables distributed according to P 0), the average Renyi loss between a distribution in
the selected model and the true distribution (over the Bayesian estimator) goes to zero as
n→ +∞:
E
[ ∫
Dα(Pθ, P
0)π˜Kˆn,α(dθ|Xn1 )
]
−−−−−→
n→+∞ 0.
This definition is closely related to the notion of concentration which is defined in Ghosal et al.
(2000) as the asymptotic concentration of the Bayesian estimator around the true distri-
bution, and which is usually used to assess frequentist guarantees for Bayesian estimators.
It is sometimes also referred to as contraction (or even consistency). See Appendix A for
more details on the connection between the notions of consistency and concentration.
3. Consistency of the ELBO criterion
In this section, unless explicitly stated otherwise, we assume that there exists a true model
MK0 that contains the true distribution P 0, i.e. that there exists K0 and θ0 ∈ ΘK0 such
that P 0 = Pθ0 .
A key assumption introduced in Ghosal et al. (2000) in order to obtain the concentra-
tion of the regular posterior distribution πK0n,1(.|Xn1 ) associated with the true model MK0
is a prior mass condition which states that the prior ΠK0 must give enough mass to some
neighborhood (in the Kullback-Leibler sense) of the true parameter. Bhattacharya et al.
(2016) showed that this condition was sufficient when considering tempered posteriors
πK0n,α(.|Xn1 ). Alquier and Ridgway (2017) extended this assumption in order to obtain the
concentration and the consistency of variational approximations of the tempered posteri-
ors π˜K0n,α(.|Xn1 ). In addition to the previous prior mass condition, this extension requires
the variational set FK0 to contain probability distributions concentrated around the true
parameter. Note that when FK0 = M+1 (ΘK0), this goes back to the standard prior mass
condition. This extended prior mass condition is standard in the variational Bayes com-
munity, see Alquier and Ridgway (2017); Che´rief-Abdellatif and Alquier (2018), and can be
formulated as follows:
Assumption : We assume that there exists rn for which there is a distribution ρK0,n ∈ FK0
such that : ∫
KL(P 0, PθK0 )ρK0,n(dθK0) ≤ rn and KL(ρK0,n,ΠK0) ≤ nrn. (3.1)
Remark 1 Define the KL-ball B centered at θ0 of radius rn:
B = {θ ∈ ΘK0/ KL(Pθ0 , Pθ) ≤ rn},
and consider the restriction ρK0,n of ΠK0 to B. Then it is clear that when ρK0,n ∈ FK0, As-
sumption 3.1 becomes equivalent to the former prior mass condition of Ghosal et al. (2000),
4
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i.e. ΠK0(B) ≥ e−nrn . The computation of the prior mass ΠK0(B) is a major difficulty. It
has been raised as a question of interest in Ghosal et al. (2000), and is addressed for cate-
gorical distributions and Dirichlet priors in Ghosal et al. (2000) (but for an L1-ball) and in
Che´rief-Abdellatif and Alquier (2018) (for a KL-ball). Unfortunately, ρK0,n does not belong
to FK0 in general and the computation of the prior mass is no longer sufficient. Neverthe-
less, the strategy of computing the prior mass of KL-balls remains of interest when dealing
with mixture models and mean-field approximation sets, see Che´rief-Abdellatif and Alquier
(2018) where the authors showed that studying the prior mass condition of Ghosal et al.
(2000) independently on the weights and on each component becomes sufficient.
Remark 2 When FK0 is parametric, it is often possible to overcome the difficulty presented
above in order to find a rate rn as in Assumption 3.1. Indeed, the point is to express the
distribution ρK0,n using the general parametric form of the variational family, and to find
relevant values of the parameters that will lead to fast rates of convergence rn. This is
the strategy we follow in Section 4 for probabilistic PCA. See Alquier and Ridgway (2017);
Che´rief-Abdellatif and Alquier (2018) for other examples of such computations.
Alquier and Ridgway (2017) showed that the variational approximation π˜K0n,α(.|Xn1 ) as-
sociated with a true model is consistent under Assumption 3.1 and that the convergence
rate is equal to rn. Nevertheless, in model selection, we do not necessarily know which
model is true and the challenge is to be able to find one such that the corresponding ap-
proximation is consistent at a comparable convergence rate. We show that the variational
approximation π˜Kˆn,α(.|Xn1 ) associated with the selected model is also consistent at rate rn
as soon as Assumption 3.1 is satisfied:
Theorem 3 Assume that Assumption 3.1 is satisfied. Then for any α ∈ (0, 1),
E
[ ∫
Dα(Pθ, P
0)π˜Kˆn,α(dθ|Xn1 )
]
≤ 1 + α
1− αrn +
log( 1πK0
)
n(1− α) .
The inequality in Theorem 3 shows the adaptivity of our procedure. Indeed, whatever
the value of Kˆ (which can be different from K0), we obtain the consistency of the selected
variational approximation at the same rate of convergence than the estimator associated
with the true model (as soon as the additional term in the upper bound is lower than rn,
which is the case for prior weights used in practice). We recall that we look for a good
estimation of the true distribution P 0 and not for an estimation of the true model index
K0 which is a different task that would require identifiability assumptions that are stronger
than those in our theorem. The overall rate is composed of the convergence rate associated
with the true model MK0 , and of a complexity term that reflects the prior belief over the
(unknown) true model. For example, if we range a countable number of models according
to our prior belief, and we take πK = 2
−K , then the corresponding term will be of order
K0/n. More generally, when
1
n . rn, we obtain the consistency at the rate associated with
the true model.
As a short example, Che´rief-Abdellatif and Alquier (2018) investigated the case of mix-
ture models. For instance, authors obtained a convergence rate equal to K0 log(nK0)/n
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for Gaussian mixtures when there exists a true K0-components mixture model. We study
another example in Section 4.
We can also extend this result to misspecified models. In the model selection literature,
only little attention has been put to misspecification when the true distribution does not
belong to any of the models, see Lv and Liu (2013). Now, we do not assume any longer
that there exists a true model, and we show that our ELBO criterion is robust to model
misspecification:
Theorem 4 For each index K, let us define the set ΘK(rK,n) of parameters θ
∗
K ∈ ΘK ,
for which there is a distribution ρK,n ∈ FK such that:∫
E
[
log
Pθ∗
K
(Xi)
PθK (Xi)
]
ρK,n(dθK) ≤ rK,n and KL(ρK,n,ΠK) ≤ nrK,n. (3.2)
Then for any α ∈ (0, 1),
E
[ ∫
Dα(Pθ, P
0)π˜Kˆn,α(dθ|Xn1 )
]
≤ inf
K≥1
{
α
1− α infθ∗
K
∈ΘK(rK,n)
KL(P 0, Pθ∗
K
) +
1 + α
1− αrK,n +
log( 1πK )
n(1− α)
}
.
Note that when there exists a true modelMK0 such that P 0 = Pθ0 with θ0 ∈ ΘK0 , then
under Assumption 3.1, we get θ0 ∈ ΘK0(rK0,n), and we recover Theorem 3. Furthermore, the
oracle inequality in Theorem 4 shows that the selected variational approximation adaptively
achieves the best upper bound among the different modelsMK , where each upper bound is
a trade-off between two terms: a bias due to the error of approximating the true distribution
by a distribution in model MK , and a variance term rK,n (as soon as the penalty term is
lower than rK,n) that is defined in Condition 3.2.
4. Application to probabilistic PCA
We consider here the probabilistic Principal Component Analysis (PCA) problem as an
application of our work. From now on, matrices will be denoted in bold capital letters. We
assume the model
Xi = WZi + σ
2Id
with i.i.d. Gaussian random variables Zi ∼ N (0, IK), where Id and IK are respectively the
d- and K-dimensional identity matrices (K < d), W ∈ Rd×K is the K-rank matrix that
contains the principal axes and σ2 is a noisy term that is known. We suppose here that
data are centred. Hence, the distribution of each Xi is
PW := N (0,WWT + σ2Id).
We are not interested here in estimating the principal axes W and selecting the number of
components K, but in estimating the true distribution of the Xi’s.
Each model corresponds to a rank K. We place an equal prior weight over each integer
K = 1, ..., d. Hence the optimization problem is equivalent to maximizing the ELBO as
6
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in Blei et al. (2017). Given rank K, we place a prior over the K-rank matrix W to in-
fer a distribution over principal axes. We choose independent Gaussian priors N (0, s2Id)
on the columns W1, ...,WK of W. We also consider Gaussian independent variational
approximations N (µj ,Σj) for the columns of W. Then, as soon as there exists a true
model, i.e. there exists K0 and W0 ∈ Rd×K0 such that the true distribution of each Xi is
PW0 = N (0,W0WT0 +σ2Id), under the assumption that the coefficients of W0 are bounded,
then Theorem 5 provides an explicit rate of convergence of our variational estimator even
when K0 is unknown:
Theorem 5 For any α ∈ (0, 1), as soon as there exists a true model MK0 such that
P 0 = PW0 with W0 ∈ Rd×K0 and such that the coefficients of W0 are bounded, then:
E
[ ∫
Dα(PW, PW0)π˜
Kˆ
n,α(dW|Xn1 )
]
= O
(
dK0 log(dn)
n
)
.
The proof as well as the computation of the ELBO are detailed in the appendix. Note
that this corollary can directly lead to a result in Frobenius distance between covariance
matrices WWT + σ2Id and W0W
T
0 + σ
2Id instead of the Renyi divergence between the
corresponding distributions even when W and W0 are not equal-sized matrices. We denote
‖.‖F the Frobenius norm and ‖.‖2 the spectral norm of a matrix, which are respectively
defined as the square root of the sum of the absolute squares of the elements of a matrix
and as its largest singular value.
The following corollary assesses the consistency of the selected variational approximation
to the true covariance matrix in Frobenius norm. The idea, borrowed from Alquier and Ridgway
(2017), is to project matrices onto some set of bounded matrices under the assumption that
the spectral norm of the true matrix W0 is also bounded:
Corollary 6 For any α ∈ (0, 1), as soon as there exists a true model MK0 such that
P 0 = PW0 with W0 ∈ Rd×K0 and such that the spectral norm of W0 is upper bounded by a
positive constant B > 0, then:
E
[∫ ∥∥clipB(WWT )−W0WT0 ∥∥2F π˜Kˆn,α(dW|Xn1 )
]
= O
(
dK0 log(dn)
n
)
where clipB(A) is the matrix which (i, j)-entry is equal to


Ai,j if |Ai,j| ≤ B2
B2 if Ai,j ≥ B2
−B2 otherwise.
The requirement in our corollary is that the spectral norm of the true matrix W0 is
bounded by some positive constant B, which implies the boundedness of the coefficients of
the matrix as required in Theorem 5. In particular, the coefficients of the matrix W0W
T
0
are bounded by B2:
|(W0WT0 )i,j | =
∣∣∣∣
K0∑
k=1
(W0)i,k(W0)j,k
∣∣∣∣ ≤
( K0∑
k=1
(W0)
2
i,k
)1/2( K0∑
k=1
(W0)
2
j,k
)1/2
=
‖W0ei‖2
‖ei‖2
‖W0ej‖2
‖ej‖2 ≤ ‖W0‖
2
2 ≤ B2
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using Cauchy-Schwarz inequality and the property ‖W0‖2 = maxx 6=0 ‖W0x‖2‖x‖2 where eℓ is the
vector of Rd which components are all equal to 0 except for the ℓ-th one that is set to 1.
Hence it seems sensible to project (with respect to the Frobenius distance) any estimator
WWT onto the set of all matrices whose entries lie in the interval [−B2, B2], which is exactly
what the clipB application does. Note that the spectral norm of Matrix W0 is equal to
the largest eigenvalue of W0W
T
0 , so our assumption comes back to upper bounding the
eigenvalues of the covariance matrix W0W
T
0 + σ
2Id, which is a classical assumption when
estimating covariance matrices, see for instance Cai et al. (2017).
It is also possible to obtain a consistent pointwise covariance matrix estimator with the
same convergence rate:
Corollary 7 For any α ∈ (0, 1), as soon as there exists a true model MK0 such that
P 0 = PW0 with W0 ∈ Rd×K0 and such that the spectral norm of W0 is bounded by B. Let
us define a pointwise estimator of the covariance matrix:
Σˆ =
∫
clipB(WW
T )π˜Kˆn,α(dW|Xn1 ) + σ2Id.
Then,
E
[∥∥Σˆ− (W0WT0 + σ2Id)∥∥2F
]
= O
(
dK0 log(dn)
n
)
.
Discussion
In this paper we proved the consistency of ELBO maximization in model selection. By
penalizing the variational lower bound using our prior beliefs over the different models,
we showed that under mild conditions, the variational approximation associated with the
selected model is consistent at the same convergence rate than the approximation associated
with the true model. Moreover, the oracle inequality in Theorem 4 proved that the selected
approximation is robust to misspecification. An application to the selection of the number
of principal components in probabilistic PCA was provided as a short example.
We discuss in Appendix A the connection between the notions of consistency and con-
centration. This justifies the use of the α parameter in the definition of the evidence lower
bound, as the regular posterior distribution is not robust to model misspecification. Indeed,
authors of Gru¨nwald and Van Ommen (2017) explain that there are pathologic cases where
the regular posterior does not concentrate to the true distribution.
A point of interest when dealing with model selection is the question of recovering the
true model (when it exists). This issue falls beyond the scope of this paper which treats the
question of estimating the true distribution, and can be the object of future works. The
true model recovery would require stronger assumptions, but the implementation in Section
5 in Bishop (1999) suggests that those may hold for probabilistic PCA.
Also, it would be interesting to study cross-validation instead of ELBO maximization.
However, the tools used in this work such as the theory of penalized criteria and oracle
inequalities were particularly suited to the ELBO, and thus a different theory should be
used in order to obtain the consistency of validation log-likelihood in the VB framework.
This question is left for future research.
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Appendix A. Connection between consistency and concentration.
In this appendix, we highlight the connection between the notions of consistency used in
Alquier and Ridgway (2017) and Che´rief-Abdellatif and Alquier (2018) and concentration.
We consider a true modelMK0 to which the true distribution P 0 = Pθ0 belongs, θ0 ∈ ΘK0 .
We recall that the Bayesian estimator π˜Kˆn,α(.|Xn1 ) is said to be consistent if, in expectation
(with respect to the random variables distributed according to P 0), the average Renyi loss
between a distribution in the selected model and the true distribution (over the Bayesian
estimator) goes to zero as n→ +∞:
E
[ ∫
Dα(Pθ, P
0)π˜Kˆn,α(dθ|Xn1 )
]
−−−−−→
n→+∞ 0.
Similarly, we give the definition of concentration at rate sn of the selected variational ap-
proximation to P 0 as stated in Ghosal et al. (2000), that is, in probability (with respect to
the random variables distributed according to P 0), the approximation concentrates asymp-
totically around the true distribution as n→ +∞, i.e. in probability:
π˜Kˆn,α
(
Dα(Pθ, P
0) > Msn|Xn1
)
−−−−−→
n→+∞ 0
for any constant M > 0. The reference metric here is the α-Renyi divergence.
We show in this appendix that the consistency of the selected variational approximation
to P 0 at rate rn implies the concentration of the selected variational approximation to P
0 at
any rate sn such that rn = o(sn) and sn → 0 as n→ +∞, as for instance sn = rn log(log(n))
when the consistency rate rn is slower than a log-logarithmic one.
To do so, we assume that the selected variational approximation is consistent to P 0 at
rate rn, i.e.:
E
[ ∫
Dα(Pθ, P
0)π˜Kˆn,α(dθ|Xn1 )
]
≤ rn.
Then, using Markov’s inequality for any sn such that rn = o(sn) and sn → 0 and any
constant M > 0:
E
[
π˜Kˆn,α
(
Dα(Pθ, P
0) > Msn|Xn1
)]
≤
E
[ ∫
Dα(Pθ, P
0)π˜Kˆn,α(dθ|Xn1 )
]
Msn
≤ rn
Msn
−−−−−→
n→+∞ 0.
Hence, we obtain the convergence in mean of π˜Kˆn,α
(
Dα(Pθ, P
0) > Msn|Xn1
)
to 0, which
implies the convergence in probability of π˜Kˆn,α
(
Dα(Pθ, P
0) > Msn|Xn1
)
to 0, i.e. the con-
centration of π˜Kˆn,α(.|Xn1 ) to P 0 at rate sn.
Appendix B. Proof of Theorem 3.
First, we need Donsker and Varadhan’s famous variational formula. Refer for example to
Catoni (2007) for a proof (Lemma 1.1.3).
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Lemma 8 For any probability λ on some measurable space (E, E) and any measurable
function h : E→ R such that ∫ ehdλ <∞,
log
∫
ehdλ = sup
ρ∈M+
1
(E)
{∫
hdρ−KL(ρ, λ)
}
,
with the convention ∞−∞ = −∞. Moreover, if h is upper-bounded on the support of λ,
then the supremum on the right-hand side is reached by the distribution of the form:
λh(dβ) =
eh(β)∫
ehdλ
λ(dβ).
We come back to the proof of Theorem 3. We adapt the proof of Theorem 4.1 in
Che´rief-Abdellatif and Alquier (2018).
Proof For any α ∈ (0, 1) and θ ∈ Ω := ∪K≥1ΘK , using the definition of Renyi divergence
and Dα(P
⊗n, R⊗n) = nDα(P,R) as data are i.i.d.:
E
[
exp
(
− αrn(Pθ, P 0) + (1− α)nDα(Pθ, P 0)
)]
= 1
where rn(Pθ, P
0) =
∑n
i=1 log(P
0(Xi)/Pθ(Xi)) is the negative log-likelihood ratio. Then we
integrate and use Fubini’s theorem,
E
[ ∫
exp
(
− αrn(Pθ, P 0) + (1− α)nDα(Pθ, P 0)
)
π(dθ)
]
= 1.
Using Lemma 8,
E
[
exp
(
sup
ρ∈M+
1
(Ω)
{∫ (
−αrn(Pθ, P 0)+(1−α)nDα(Pθ, P 0)
)
ρ(dθ)−KL(ρ, π)
})]
= 1.
Then, using Jensen’s inequality,
E
[
sup
ρ∈M+
1
(Ω)
{∫ (
− αrn(Pθ, P 0) + (1− α)nDα(Pθ, P 0)
)
ρ(dθ)−KL(ρ, π)
}]
≤ 0.
Now, we consider π˜Kˆn,α(.|Xn1 ) as a distribution on M+1 (Ω) with all its mass on ΘKˆ ,
E
[ ∫ (
− αrn(Pθ, P 0) + (1− α)nDα(Pθ, P 0)
)
π˜Kˆn,α(dθ|Xn1 )−KL(π˜Kˆn,α(.|Xn1 ), π)
]
≤ 0.
We use KL(π˜Kˆn,α(.|Xn1 ), π) = KL(π˜Kˆn,α(.|Xn1 ),ΠKˆ) + log( 1π
Kˆ
), and we rearrange terms:
E
[ ∫
Dα(Pθ, P
0)π˜Kˆn,α(dθ|Xn1 )
]
≤ E
[
α
1− α
∫
rn(Pθ, P
0)
n
π˜Kˆn,α(dθ|Xn1 ) +
KL(π˜Kˆn,α(.|Xn1 ),ΠKˆ)
n(1− α) +
log( 1π
Kˆ
)
n(1− α)
]
.
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By definition of Kˆ,
E
[ ∫
Dα(Pθ, P
0)π˜Kˆn,α(dθ|Xn1 )
]
≤ E
[
inf
K≥1
{
α
1− α
∫
rn(Pθ, P
0)
n
π˜Kn,α(dθ|Xn1 ) +
KL(π˜Kn,α(.|Xn1 ),ΠK)
n(1− α) +
log( 1πK )
n(1− α)
}]
which gives
E
[ ∫
Dα(Pθ, P
0)π˜Kˆn,α(dθ|Xn1 )
]
≤ inf
K≥1
{
E
[
α
1− α
∫
rn(Pθ, P
0)
n
π˜Kn,α(dθ|Xn1 ) +
KL(π˜Kn,α(.|Xn1 ),ΠK)
n(1− α) +
log( 1πK )
n(1− α)
]}
and hence, by definition of π˜Kn,α(.|Xn1 ),
E
[ ∫
Dα(Pθ, P
0)π˜Kˆn,α(dθ|Xn1 )
]
≤ inf
K≥1
{
E
[
inf
ρ∈FK
{
α
1− α
∫
rn(Pθ, P
0)
n
ρ(dθ) +
KL(ρ,ΠK)
n(1− α)
}
+
log( 1πK )
n(1− α)
]}
.
which leads to,
E
[ ∫
Dα(Pθ, P
0)π˜Kˆn,α(dθ|Xn1 )
]
≤ inf
K≥1
inf
ρ∈FK
{
E
[
α
1− α
∫
rn(Pθ, P
0)
n
ρ(dθ) +
KL(ρ,ΠK)
n(1− α) +
log( 1πK )
n(1− α)
]}
.
Finally,
E
[ ∫
Dα(Pθ, P
0)π˜Kˆn,α(dθ|Xn1 )
]
≤ inf
K≥1
{
inf
ρK∈FK
{
α
1− α
∫
KL(P 0, PθK )ρK(dθK) +
KL(ρK ,ΠK)
n(1− α)
}
+
log( 1πK )
n(1− α)
}
.
The theorem is a direct corollary of this inequality as soon as Assumption 3.1 is satisfied.
Appendix C. Proof of Theorem 4.
Proof
Fix α ∈ (0, 1) and let us prove Theorem 4. Let us recall that ΘK(rK,n) is defined as the
set of parameters θ∗K ∈ ΘK , for which there is a distribution ρK,n ∈ FK such that:∫
E
[
log
Pθ∗
K
(Xi)
PθK (Xi)
]
ρK,n(dθK) ≤ rK,n and KL(ρK,n,ΠK) ≤ nrK,n.
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We begin from:
E
[ ∫
Dα(Pθ, P
0)π˜Kˆn,α(dθ|Xn1 )
]
≤ inf
K≥1
{
inf
ρK∈FK
{
α
1− α
∫
KL(P 0, PθK )ρK(dθK) +
KL(ρK ,ΠK)
n(1− α)
}
+
log( 1πK )
n(1− α)
}
.
Then, we write for any K, any θK ∈ ΘK , θ∗K ∈ ΘK :
KL(P 0, PθK ) = KL(P
0, Pθ∗
K
) + E
[
log
Pθ∗
K
(Xi)
PθK (Xi)
]
which gives:
E
[ ∫
Dα(Pθ, P
0)π˜Kˆn,α(dθ|Xn1 )
]
≤ inf
K≥1
{
inf
θ∗
K
∈ΘK
{
α
1− αKL(P
0, Pθ∗
K
) + inf
ρK∈FK
{
α
1− α
∫
E
[
log
Pθ∗K (Xi)
PθK (Xi)
]
ρK(dθK)
+
KL(ρK ,ΠK)
n(1− α)
}}
+
log( 1πK )
n(1− α)
}
.
Hence, using the definition of ΘK(rK,n) and upper bounding the right-hand-side of the
previous inequality by an inf over ΘK(rK,n), we conclure:
E
[ ∫
Dα(Pθ, P
0)π˜Kˆn,α(dθ|Xn1 )
]
≤ inf
K≥1
{
α
1− α infθ∗∈ΘK(rK,n)KL(P
0, Pθ∗
K
)+
1 + α
1− αrK,n+
log( 1πK )
n(1− α)
}
.
Appendix D. Proof of Theorem 5.
Proof
We still consider the framework of probabilistic PCA in Section 4. We assume that
there exists a true rank K0 and a matrix W0 ∈ Rd×K0 with bounded coefficients such
that the true distribution of each Xi is N (0,W0WT0 + σ2Id), and we place a prior ΠK0 =
N (0, s2Id)⊗K0 and a variational approximation ρK0 = ρ⊗K0 on W given K = K0 where we
denote ρ = N (0, 1dn2 Id). We recall that πK = 1d for any K = 1, ..., d.
To obtain the rate of convergence rn = dK0 log(nd)/n for probabilistic PCA, we just
need to show that the quantities in Assumption 3.1 are upper bounded by rn (up to a
constant) as we have log(1/πK0)/n much smaller than rn:∫
KL
(
N (0,W0WT0 + σ2Id),N (0,WWT + σ2Id)
)
ρK0(dθK) ,
KL(ρK0 ,ΠK0)
n
.
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We have two terms. The first one, i.e. the Kullback-Leibler term, provides a rate of
convergence of dK0 log(dn)/n as:
KL(ρK0 ,ΠK0) =
K0∑
j=1
KL
(
N (0, 1
dn2
Id),N (0, s2Id)
)
=
K0
2
(
1
n2s2
− d+ d log(s2) + d log(dn2)
)
≤ K0
2n2s2
− dK0
2
+
dK0 log(s
2)
2
+ dK0 log(dn).
The integral is much more complicated to deal with. We will show that it leads to a
rate faster than dK0 log(dn)/n. If we denote E the expectation with respect to ρK0 , then
the integral will be equal to:
1
2
E
[
Tr
(
(WWT + σ2Id)
−1(W0WT0 + σ
2Id)
)]
− d
2
+
1
2
E
[
log
(
det(WWT + σ2Id)
det(W0W
T
0 + σ
2Id)
)]
.
The expectation of the log-ratio is easy to upper bound. We denote λ1, ..., λd the positive
eigenvalues of the positive definite matrix W0W
T
0 +σ
2Id. Then for each j = 1, ..., d, λj ≥ σ2
and using Jensen’s inequality and the log-concavity of the determinant:
E
[
log
(
det(WWT + σ2Id)
)]
≤ log
(
det
(
E[WWT ] + σ2Id
))
= log
(
det
(
W0W
T
0 + σ
2Id +
1
dn2
Id
))
=
d∑
j=1
log
(
λj +
1
dn2
)
=
d∑
j=1
log(λj) +
d∑
j=1
log
(
1 +
1
λjdn2
)
= E
[
log
(
det(W0W
T
0 + σ
2Id)
)]
+
d∑
j=1
log
(
1 +
1
λjdn2
)
≤ E
[
log
(
det(W0W
T
0 + σ
2Id)
)]
+
d∑
j=1
1
λjdn2
≤ E
[
log
(
det(W0W
T
0 + σ
2Id)
)]
+
1
n2σ2
and then the expectation of the log-ratio provides a rate of convergence of 1/n2:
E
[
log
(
det(WWT + σ2Id)
det(W0W
T
0 + σ
2Id)
)]
≤ 1
n2σ2
.
The remainder can be bounded as follows:
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E
[
Tr
(
(WWT + σ2Id)
−1(W0WT0 + σ
2Id)
)]
− d
= E
[
Tr
(
(WWT + σ2Id)
−1(W0WT0 −WWT )
)]
≤ E
[
‖(WWT + σ2Id)−1‖F × ‖W0WT0 −WWT ‖F
]
≤
√
dE
[
‖(WWT + σ2Id)−1‖2 × ‖W0WT0 −WWT ‖F
]
=
√
dE
[
σmax
(
(W0W
T
0 + σ
2Id)
−1)× ‖W0WT0 −WWT ‖F
]
=
√
dE
[
σmin(W0W
T
0 + σ
2Id)
−1 × ‖W0WT0 −WWT ‖F
]
i.e.
E
[
Tr
(
(WWT + σ2Id)
−1(W0WT0 + σ
2Id)
)]
− d ≤
√
dE
[
(σ2)−1 × ‖W0WT0 −WWT ‖F
]
=
√
d
σ2
E
[
‖W0WT0 −WWT ‖F
]
where ‖.‖F is the Frobenius norm on matrices, ‖.‖2 the spectral norm, and σmin(A), σmax(A)
the lowest and largest singular values of a matrix A. We use the fact that for a symmetric
semi-definite positive matrix: σmax(A
−1) =
(
σmin(A)
)−1
and σmin(A+ σ
2Id) ≥ σ2, as well
as the inequality ‖A‖F ≤
√
d‖A‖2 for any d× d matrix A.
The only thing left to do is to upper bound the expectation of the Frobenius norm of
W0W
T
0 −WWT by a multiple of
√
dK0 log(dn)
n . We use the triangle and Cauchy-Schwarz’s
inequalities:
E
[
‖W0WT0 −WWT ‖F
]
≤ E
[
‖WWT −WWT0 ‖F
]
+ E
[
‖WWT0 −W0WT0 ‖F
]
≤ E
[
‖W(W−W0)T ‖F
]
+ E
[
‖(W −W0)WT0 ‖F
]
≤ E
[
‖W‖F ‖W−W0‖F
]
+ E
[
‖W−W0‖F ‖W0‖F
]
≤
√
E
[‖W‖2F ]E[‖W−W0‖2F ]+
√
E
[‖W−W0‖2F ]E[‖W0‖2F ]
≤
√
E
[‖W‖2F ]E[‖W−W0‖2F ]+ ‖W0‖F
√
E
[‖W−W0‖2F ].
We can upper bound ‖W0‖F =
√∑d
i=1
∑K0
j=1(W0)
2
i,j by
√
dK0C where C is an upper
bound on each of the coefficients of matrix W0.
Also, we can notice that dn2‖W −W0‖2F =
∑d
i=1
∑K0
j=1
(√
dn(Wi,j − (W0)i,j)
)2
is a
sum of squares of independent standard normal random variables. Thus dn2‖W −W0‖2F
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follows a chi-squared distribution with dK0 degrees of freedom and its expectation is equal
to dK0. Hence:
E
[‖W−W0‖2F ] = K0n2 .
Similarly, as Wi,j − (W0)i,j is centered, we get:
E
[‖W‖2F ] = E
[ d∑
i=1
K0∑
j=1
W2i,j
]
=
d∑
i=1
K0∑
j=1
E
[(
Wi,j − (W0)i,j
)2
+ (W0)
2
i,j − 2(W0)i,j
(
Wi,j − (W0)i,j
)]
= E
[‖W−W0‖2F ]+ ‖W0‖2F
≤ K0
n2
+ dK0C
2
=
(
dC2 +
1
n2
)
K0.
Thus, we obtain:
E
[
‖W0WT0 −WWT ‖F
]
≤
√
K0
n
√
K0
√
dC2 +
1
n2
+
√
dK0C
√
K0
n
=
K0
n
√
dC2 +
1
n2
+
√
dK0C
n
≤ K0
n
(√
dC +
1
n
)
+
√
dK0C
n
=
K0
n
(
2
√
dC +
1
n
)
.
Hence, the order of the upper bound of the expectation of the Fobrenius norm of matrix
W0W
T
0 −WWT is
√
dK0
n <
√
dK0 log(dn)
n .
Finally, the consistency rate associated with the integral term is dK0n , and the overall
rate of convergence is dK0 log(dn)n .
Appendix E. Computation of the ELBO for probabilistic PCA.
We consider the framework of probabilistic PCA detailed in Section 4. Given rank K,
we place independent Gaussian priors on the columns W1, ...,WK of W such that ΠK =
N (0, s2Id)⊗K , and Gaussian independent variational approximations N (µj,Σj) for the
columns of W. The ELBO associated with rank K and variational approximation ρK =
⊗Kj=1N (µj ,Σj) is given by:
ELBOK(ρK) = α
∫
ℓn(W)ρK(dW)−KL
(
ρK ,ΠK
)
.
17
Che´rief-Abdellatif
The Kullback-Leibler term KL
(
ρK ,ΠK
)
is equal to:
1
2
K∑
j=1
{
Tr(Σj)
s2
+
µTj µj
s2
− log ( det(Σj))
}
− dK
2
+
dK log(s2)
2
while the average log-likelihood
∫
ℓn(W)ρK(dW) is:
−dn
2
log(2π)−n
2
∫
log
(
det(WWT+σ2Id)
)
ρK(dW )−1
2
n∑
i=1
∫
XTi (WW
T+σ2Id)
−1Xi ρK(dW)
where both integrals can be computed thanks to Monte-Carlo sampling approximations:
∫
log
(
det(WWT + σ2Id)
)
ρK(dW) ≈
N∑
ℓ=1
log
(
det(W(ℓ)W(ℓ)T + σ2Id)
)
and ∫
XTi (WW
T + σ2Id)
−1Xi ρK(dW) ≈
N∑
ℓ=1
XTi (W
(ℓ)W(ℓ)T + σ2Id)
−1Xi
where W(1), ...,W(N) are N i.i.d. data sampled from ρK .
The inverse matrix (WWT + σ2Id)
−1 can be derived thanks to classical inversion algo-
rithms. For instance, it is possible to do so in O(Kd2) operations instead of the classical
O(d3) inversion procedure thanks to Sherman-Morrison formula: for any matrix A ∈ Rd×d
and vectors u, v ∈ Rd such that A+ uvT is invertible,
(A+ uvT )−1 = A−1 − A
−1uvTA−1
1 + vTA−1u
.
We write
WWT + σ2Id = σ
2Id +
K∑
j=1
WjW
T
j =
(
σ2Id +
K−1∑
j=1
WjW
T
j
)
+WKW
T
K
and iterate K times Sherman-Morrison formula. The first time, we apply it to A = σ2Id +∑K−1
j=1 WjW
T
j and u = v = WK , then to A = σ
2Id +
∑K−2
j=1 WjW
T
j and u = v = WK−1,
and so on. We finally obtain (WWT + σ2Id)
−1 = MK where:{
M0 = σ
2Id
∀j = 1, ...,K, Mj = Mj−1 − 11+WTj ZjZjZ
T
j with Zj = Mj−1Wj.
In order to compute the maximum value ELBO(K) of the ELBO associated with rank
K, one can use a stochastic gradient descent on (µ1,Σ1, ..., µK ,ΣK) that will converge to
a local maximum and will give the variational estimator for rank K. Then, maximizing
ELBO(K) over desired values of K leads to the optimal number of principal components
and to the associated optimal variational approximation.
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Appendix F. Results in matrix norm for probabilistic PCA.
To prove Corollaries 6 and 7, we need the two lemmas presented behind. We introduce
some notations first. We refer the interested reader to Forth et al. (2014) for more details.
Notations : Let us call S+d the set of d× d symmetric positive semi-definite matrices,
and XM =
{
A ∈ S+d /‖A‖2 ≤ M
}
. We define the vectorization of Matrix A ∈ Rp×q with
columns X1, ...,Xq :
Vec(A) = (AT1 , ...,A
T
q )
T ∈ Rp×q.
We define the Frobenius inner product of two matrices A ∈ Rp×q and A˜ ∈ Rp×q, that is
the sum of componentwise products:
A · A˜ = Vec(A)TVec(A˜).
Notice that ‖A‖2F = A ·A = Vec(A)TVec(A).
We also introduce the Kronecker and Box products of two matrices A ∈ Rp1×q1 and
A˜ ∈ Rp2×q2 which are respectively the matrices A⊗A˜ ∈ Rp1p2×q1q2 and A⊠A˜ ∈ Rp1p2×q1q2
such that their coefficients are defined as:
(A⊗ A˜)p2(i−1)+j,q2(k−1)+l = Ai,kA˜j,l,
(A⊠ A˜)p2(i−1)+j,q1(k−1)+l = Ai,lA˜j,k
for any integers i, j, k, l such that 1 ≤ i ≤ p1, 1 ≤ j ≤ q1, 1 ≤ k ≤ p2, 1 ≤ l ≤ q2.
We have the following properties for any matrix P:
(A ⊗ A˜)Vec(P) = Vec(A˜PAT ),
(A⊠ A˜)Vec(P) = Vec(A˜PTAT ).
We also define the gradient ∇f(A) ∈ Rp×q and the Hessian ∇2f(A) ∈ Rpq×pq of a
differentiable function f : Rp×q → R at matrix A:
(∇f(A))p2(i−1)+j,q2(k−1)+l =
∂f(A)
∂Ai,j
,
(∇2f(A))p2(j−1)+i,p2(l−1)+k =
∂2f(A)
∂Ai,j∂Ak,l
for any integers i, j, k, l such that 1 ≤ i, k ≤ p, 1 ≤ j, l ≤ q where ∂f is the partial derivative
of f .
We say that a differentiable function f : Rp×q → R is s-strongly convex in S ⊂ Rpq×pq
with respect to the norm ‖.‖ as soon as one of the two following equivalent properties is
satisfied:
f(A) ≥ f(A˜) +∇f(A) · (A− A˜) + s
2
‖A− A˜‖2
or
Vec(P)T∇2f(A)Vec(P) ≥ s‖P‖2
for any matrix A, A˜ ∈ S and any symmetric matrix P ∈ Rpq×pq.
Lemma 9 Then, function f : A→ − log ( det(A+MId)) is 1/(M + σ2)2 strongly convex
in XM with respect to the Frobenius norm.
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Proof The proof follows the same steps than the proof of Theorem 3.1 in Moridomi et al.
(2018).
The Hessian of function f at any symmetric matrix in A ∈ XM is given by (see
Forth et al. (2014)):
∇2f(A) =
(
(A+MId)
−1
)T
⊠ (A+MId)
−1 = (A +MId)−1 ⊠ (A+MId)−1.
Then, we have for any A ∈ XM and any symmetric matrix P ∈ Rpq×pq:
Vec(P)T∇2f(A)Vec(P) = Vec(P)T
(
(A +MId)
−1 ⊠ (A+MId)−1
)
Vec(P)
= Vec(P)TVec
(
(A+MId)
−1PT (A+MId)−1
)
= Vec(P)TVec
(
(A+MId)
−1P(A+MId)−1
)
= Vec(P)T
(
(A +MId)
−1 ⊗ (A+MId)−1
)
Vec(P).
Note that the eigenvalues of a Kronecker productA⊗P are the products of an eigenvalue
of A and an eigenvalue of P, and the eigenvalues of P−1 are the inverse of the eigenvalues of
P. Moreover, the maximum eigenvalue of A+MId is ‖A‖2+σ2, so the minimum eigenvalue
of (A+MId)
−1⊗ (A+MId)−1 is equal to (‖A‖2+σ2)−2. Hence, for any matrix A ∈ XM ,
we get:
Vec(P)T
(
(A +MId)
−1 ⊗ (A+MId)−1
)
Vec(P)T ≥ (‖A‖2 + σ2)−2Vec(P)TVec(P)
≥ 1
(M + σ2)2
Vec(P)TVec(P),
and we conclude using the definition of the strong convexity and ‖P‖2F = Vec(P)TVec(P).
Lemma 10 For any α ∈ (0, 1) and any matrices W ∈ Rd×K1 and W˜ ∈ Rd×K2, as soon
as the spectral norms of WWT and W˜W˜
T
are bounded by a constant B2, then:
Dα(PW, PW˜) ≥
α
16(B2 + σ2)2
∥∥W˜W˜T −WWT∥∥2
F
.
Proof
We recall that function f : A→ − log ( det(A+MId)) is 1/(M + σ2)2 strongly convex
in XM with respect to the Fobrenius norm according to Lemma 9. Hence, for any matrices
A and A˜ in XM , we have:
− log ( det((1− α)A + αA˜)) ≤ −(1− α) log ( det(A)) − α log ( det(A˜))
− 1
2
α(1− α) 1
4M2
‖A˜−A‖2F .
20
Consistency of ELBO maximization
We rearrange terms:
log
(
det
(
(1− α)A + αA˜)
det(A)1−α det(A˜)α
)
≥ α(1− α)
8M2
‖A˜−A‖2F .
Now, we use the fact that:
Dα
(N (0,A),N (0, A˜)) = 1
2(1− α) log
(
det
(
(1− α)A + αA˜)
det(A)1−α det(A˜)α
)
to get for any matrices W ∈ Rd×K1 and W˜ ∈ Rd×K2 such that ‖W˜W˜T + σ2Id‖2 ≤M and
‖WWT + σ2Id‖F ≤M :
Dα
(
PW, PW˜
) ≥ α
16M2
‖W˜W˜T + σ2Id −WWT − σ2Id‖2F .
Moreover, for any matrix W ∈ Rd×K such that the spectral norm of WWT is bounded by
B2, we have ‖WWT + σ2Id‖2 ≤ B2 + σ2. We conclude using the previous inequality for
M = B2 + σ2.
Now, let us go back to the proof of Corollary 6.
Proof
We assume that there exists a true modelMK0 such that P 0 = PW0 with W0 ∈ Rd×K0
and such that the spectral norm of W0 is bounded by B (hence the coefficients of W0
are also bounded). As clipB is a projection onto a closed convex set with respect to the
Frobenius norm, we have for any matrix W ∈ Rd×Kˆ :∥∥clipB(WWT )− clipB(W0WT0 )∥∥F ≤ ∥∥WWT −W0WT0 ∥∥F
and as the coefficients of W0W
T
0 are bounded by B
2:∥∥clipB(WWT )−W0WT0 ∥∥F = ∥∥clipB(WWT )− clipB(W0WT0 )∥∥F .
According to Lemma 10, we get for any matrix W ∈ Rd×Kˆ :
∥∥clipB(WWT )−W0WT0 ∥∥2F ≤ 16(B2 + σ2)2α Dα(PW1 , PW2).
Thus:
E
[ ∫ ∥∥clipB(WWT )−W0WT0 ∥∥2F π˜Kˆn,α(dW |Xn1 )
]
≤ 16(B
2 + σ2)2
α
E
[ ∫
Dα(PW , PW0)π˜
Kˆ
n,α(dW |Xn1 )
]
and we use Theorem 5:
E
[∫
Dα(PW, PW0)π˜
Kˆ
n,α(dW |Xn1 )
]
= O
(
dK0 log(dn)
n
)
.
21
Che´rief-Abdellatif
which ends the proof.
We can obtain Corollary 7 using a simple convexity argument.
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