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Economic Policies, Volatility and Development
Heriberto Tapia
This dissertation o¤ers an integrated collection of essays that seek to understand
how economic policies and output volatility of countries depend on their level of develop-
ment. Chapter 1 presents a general introduction, with the motivation and main results
of the project. Chapter 2 introduces the main theoretical piece: a model that explains
endogenous limited liability rules and market failures, using a dynamic environment with
asymmetric information, with emphasis on wealth e¤ects. Chapter 3 discusses why poor
countries are more volatile than rich countries, from an empirical and theoretical perspec-
tive. Chapter 4 investigates how the structure of ownership (public, private, foreign) of
strategic productive activities in the economy can change along the development path.
Chapter5 develops the analytical and numerical foundations of the two-period model used
in Chapters 1, 3 and 4, which corresponds to a reduced form of the model developed in
Chapter 2.
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1Chapter 1
Economic Policies and Development
1.1 Introduction
Di¤erences in income tend to be associated with di¤erences in policies and outcomes
across countries. This is an empirical regularity documented in the old and new literature
of development economics (see for example Hirschman, 1981; Kindleberger, 1977; Ray,
1998), and in numerous studies from international institutions (see for example, UNDP,
2010). Poor countries are not only poor but also full of associated problems that seem to
constrain their growth prospects.
Figure 1.1 shows the pattern of "economic freedom" across countries, according to
di¤erent indicators. This is a broad view that is constructed using indexes that portrait
government intervention (or deviation from the free-market benchmark) in many economic
dimensions. It illustrates how the economic structure is overall very development-sensitive.
In terms of property rights, government intervention (measured as participation of State-
owned enterprises in the economy), monetary protection, freedom in domestic markets,
freedom in transactions with the rest of the world, there is a clear pattern of more economic
freedom associated with more economic development. Size of Government in terms of
2its participation in consumption also shows a development-led pattern: governments
spend more in wealthier countries. This usually means better public services (in health
and education, for example). There might be disagreement about the optimality of the
policies adopted by developed countries (and we will come to this later), but it is clear
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Figure 1.1: World: Economic Freedom and Development, 2006
Another feature where development matters greatly is output volatility. Economic
insecurity is prevalent in poor economies (see Figure 1.2, left panel), being in many cases a
factor that might determine life and death. Even in the recent crises that have put an end
to the "great moderation" in developed economies, the volatility in emerging countries has
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Source: PWT database and Heritage Foundation/WSJ.
World: Volatility, Corruption and Development
Figure 1.2: World: Volatility, Corruption and Development
The institutional conditions to enforce laws, support market transactions and pro-
vide social services are also weaker in poor countries. A simple indicator that accounts for
the reality of institutional development across countries is corruption. The right panel in
Figure 1.2 shows how, once again, the richer the country the lower the level of corruption
and the better the quality of institutions.
To sum up, the policy mix of poor economies is very di¤erent from the one prevalent
in more developed countries, which in turn, is closer to the benchmark of a free-market
economy. Poorer economies have less economic freedom, worse institutions, higher volatil-
ity, more corruption and so on.
What is the nature of this relationship? There are two natural and broad families
of interpretations. First, "rst-world" policies can be the main determinants of economic
4development. In a nutshell, those policies prevalent in todays developed economies might
be the reason behind their success. For example, if developed countries have better insti-
tutions then we can suspect that the good institutions explain their superior performance.
The extension of this reasoning is a strong support to policies related to "economic free-
dom" (in the light of Figure 1.1), or a market friendly environment.
This enthusiasm for free market economic policies can nd strong foundations in
standard classical and early neoclassical economic theory, where deviations from the par-
adigm of a freely competitive market lead to ine¢ ciencies. The debt crises in the early
eighties, characterized in most cases with excessive indebtedness of governments, rein-
forced this view that took, at the end of the eighties, the form of the so-called "Washing-
ton Consensus", a conventional wisdom that became the mainstream among international
institutions, the academic world, and an increasing number of policy makers.
Moreover, numerous econometric studies have found support to the negative e¤ects
of excessive intervention (for instance, Fischer, 1993; Loayza et al, 2005), which reinforced
a shift towards market-friendly policies across the globe. After this new round of policy
reforms, however, results have been rather disappointing, which in itself calls for a revi-
sion of the principles behind this wave of reforms (see for example, Ffrench-Davis, 2005;
Ocampo et al, 2007).
The other interpretation is that causality runs in the opposite direction: the level
of development is what causes the set of outcomes and policies. This is a view from the
what we call the "traditional development economics", which was part of mainstream
economics around the mid XXth century. It is founded in the rejection of the idea that
one set of economic rules is applicable to all countries, or monoeconomics (Hirschman,
1981): "underdeveloped countries as a group are set apart, through a number of specic
characteristics common to them, from the advanced industrial countries" and, as a result,
"traditional economic analysis, which has concentrated on the industrial countries, must
5(...) be recast in signicant respects when dealing with underdeveloped countries".
Poor economies were thought to be di¤erent because of the existence of signicant
and spread market failures. The main among them were "external economies", that called
for government intervention in order create virtuous cycles: coordinating investment or
strengthening strategic sectors with linkages with the rest of the economy (Rosenstein-
Rodan,1943; Hirschman, 1958). An active role of the state was consistent with the process
of reconstruction taken place in Europe and Japan after the WWII, and with the use of
Keynesian policies to stimulate the economy. Therefore this approach was popular among
academia and policy makers for few decades.
The economic mismanagement in many countries coupled with the oil shocks and
sharp uctuations in international nancial markets in the 1970s, determined huge eco-
nomic crises that brought to an end this developmental phase of economic policy by the
early 1980s.
Thus, the developmental experiences left many valuable insights in the design of
economic policy, but a mixed record in terms of performance; with some countries such
as Brazil and Mexico (actually, large-scale economies) growing at an accelerated pace,
and several other with less satisfactory results. From the theoretical point of view, this
approach was very rich in capturing complicated processes in the economies, but failed
to emphasize the existence of government failures and information asymmetries (by that
time not well "discovered" yet by neoclassical economists).
This project tries to combine both approaches: neoclassical economics and tradi-
tional development economics, in order to understand, rst, why developing economies
face so di¤erent conditions for the implementation of policies, and second, what is the
optimal design of economic policies as a function of development.
On the one hand, we derive from microfoundations the optimal allocations and
economic policies. Any deviation from these, will harm economic growth and future
development. Here, we are in the terrain of neoclassical economics. On the other hand,
6we emphasize that wealth is a key determinant of the type of economic policy, in line
with the traditional development economics. This is a result, however, rather than an
assumption.
The basic argument is that the cost of implementing a wide variety of policies
aimed to decentralize some desirable actions (high investment, no cheating, no corruption,
prevention of accidents, preparedness for natural disasters, etc.) is much greater in poor
economies. Therefore, even if these policies are socially valuable (generally speaking),
their high cost makes them hard to implement or even prohibitive. What is the source of
the cost that is able to depreciate the benet of those policies? We argue that the root is
in contracting costs due to asymmetric information: low wealth is very bad for incentives,
under relatively general assumptions about risk aversion, asymmetric information and the
existence of sustained economic relationships.
The key mechanism is the following: for a poor agent the cost of making a sacrice
in terms of consumption (for example resisting the temptation of accepting or o¤ering
bribes, or consuming part of the resources that should be invested, or spending less money
in the prevention of accidents) is larger than for a wealthy agent. For poor agents with
little to lose, either it is impossible to nance the policy, or incentives have to rely on
rewards only, which is more expensive. In both cases there is a social loss, coming from
decreased revenues rooted in under-e¤ort, in the rst case, or from an increased cost, in
the second case.
This mechanism, where ine¢ ciencies are originated in moral hazard in combination
with limited liability are found to be very relevant in microeconomic studies (see for
example, Paulson et al., 2006). On the other hand, di¤erent combinations of these
features are common in the literature (Aghion and Bolton, 1997; Mookherjee, 1997). What
makes this model novel and relevant is the fact that the limited liability condition
is endogenous, and a much more pervasive feature. We have developed a theoretical
explanation in Tapia (2012b).
7The endogeneity of the limited liability is important for two main reasons. First,
because it solves the paradox of having a condition that it is the source of costly market
failures but that remains in place, even though it could be removed (many forms of
limited liability are imposed by law or contract) . Second, because in this model, limited
liability becomes more ubiquitous than usually thought: every contract meeting some
conditions that we will emphasize later has an associated bound in terms of punishment.
An implication is that we do not have to go to a rural village in a poor country to observe
limited liability in subsistence levels: a low wealth economy is dened with respect to the
size of the investment, and therefore we can track its e¤ect even in developed countries.
In this framework, when wealth is low, it might become optimal to choose more
volatility in the projects, less economic freedom, and even tolerate more corruption in
the economic system. This does not mean that volatility, lack of economic freedom, or
corruption become positive economic features. They are problems and will be disturbing:
the key is that in poor economies their correction might become a non-a¤ordable option.
Solving those problems costs too much; so the corner solution of complete insurance,
freedom and lack of wrongdoing is not e¢ cient and many times not even attainable.
This paper is connected with several branches of literature. As mentioned, the link
between the level of development and the appropriate policies has a long tradition in the
history of economic thought and policy-making. Hirschman (1981) surveys part of that
literature. Ffrench-Davis (2005), Rodrik (2007) and Ocampo et al (2007) are examples of
the search of policy-oriented principles for developing macroeconomics.
From the theoretical point of view, we present a reduced form of the model de-
scribed in Tapia (2012b). This is based on the literature of dynamic moral hazard (see
for example, Chiappori et al (1994), Dutta and Radner(1994), and Phelan (1995)), and
its e¤ects on market outcomes and income distribution (such as in Aghion and Bolton
(1997)), with emphasis on wealth e¤ects (such as in Mookherjee, (1997)). A key departure
8is the generation of endogenous limited liability constraints and its e¤ects on consump-
tion volatility. A similar result is implicit in Farhi and Werning (2009), but in a more
restrictive political economy setting.
The paper is also linked to the works by Besley and Persson (2011). They no-
tice that strong states and strong market economies are closely associated and present a
model where the strengthening of state capacity due to economic development improves
institutions and in particular the performance of markets. Our model can produce similar
predictions, based on more corruption and less taxation in poor economies. Our view
is also complementary, because we focus on the e¢ ciency of markets, and according to
our model, most of the features of underdevelopment would persist even under a fully
capable state (which we name "benevolent planner"). Therefore, our results are stronger
and derived from fundamentals.
In section 2 we introduce the main features of the model. This papers goal is
ambitious provide an analytical framework to understand across-the-board di¤erences
between developing and developed economiestherefore the model has to be grounded
on a set of general conditions. We explain in detail the main assumptions and how they
are connected with real world facts. Then we describe the main theoretical results of the
model, borrowing from Tapia (2012b).
In section 3 we use a two-period model to explore the main policy-oriented results:
low wealth brings market failures, higher uncertainty and "low-budget policies". In section
4, we discuss the potential e¤ects of government intervention. We make the point that
our benchmark model is while general, since it can accommodate all possible free market
decentralizationsa particular case. We investigate if it is possible to go one step back in
the social decision making process and a¤ect the economic structure via the existence of
state-owned enterprises or by wealth redistribution. We explore the theoretical conditions
for these interventions to improve the nal outcome. Section 5 concludes.
91.2 The Model
We will now introduce a highly stylized principal-agent model to explain our main
conclusions. The jump from a set of empirical facts resulting from cross-country compar-
isons to a simple theoretical model with ambitious explanatory potential needs to be well
justied. The strategy will be to set up a model based on few general assumptions. We
will discuss in depth those assumptions that are driving the results. In addition, we will
make many simplications featuring ideal conditionsthat are expected to help in two
ways: rst, they will clarify the presentation of the main results. Second, the model will
gain power if we can nd signicant deviations from the rst best outcome even under
ideal conditions.
In general, we will work under the premise of a benevolent planner as the principal.
This is not a fundamental assumption. The reason for this assumption is that it gives the
model the best shot of delivering utility to the agent. Therefore, any welfare cost for the
agent coming from contracting is obtained in a favorable setting. The benevolent planner
is risk-neutral and has access to outside resources if necessary. Again, this works in favor
of the agent: a risk-neutral planner is willing to insure the agent fully if incentives are
not disturbed. On the other hand, access to outside resources ensures that, in principle,
there is no exogenous reason for nancial constraints. For example, in a rst best world,
an agent with an expensive but highly protable project should not have any problem
nding external resources to nance it.
This is a dynamic moral hazard problem. The moral hazard is determined by
asymmetry of information with respect to some level of e¤ort: the benevolent planner
would like the agent to make some e¤ort. E¤ort is not observable but it can be inferred
by tracking observable output, which is a random variable with a probability distribution
depending on e¤ort. For example, if output is high then it is more likely that e¤ort was
high; if instead, output is low then it is more likely that e¤ort was low. Consequently, the
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contract species payo¤s contingent on output: if output is high, the agent is rewarded
and if output is low, the agent receives a punishment. The dynamic dimension comes
from the fact that output is realized with a lag of one period with respect to e¤ort.
1.2.1 Assumptions
The following three assumptions are key to obtain the main results: risk aver-
sion decreasing with wealth, a sustained dynamic relationship, and the pecuniary cost of
e¤ort. Interestingly, all three are usually simplied in the canonical moral hazard prob-
lem, with risk-neutral agent, additive utility function, and a static model. None of these
simplications, of which all entail a departure from realism, is innocuous.
(A1) Poor agents are more risk-averse
We take the case of a risk-averse agent, implying a desire for consumption smooth-
ing across periods and scenarios: for the agent, it is preferable to get $100 with certainty,
rather than $90 with probability 0.5 and $110 with probability 0.5. Moreover, we take
the case of risk aversion that is declining in wealth: the negative e¤ect of risking $100 for
a poor agent is larger than for a wealthy agent. We assume a particular functional form,
consistent with this condition: the constant relative risk aversion (CRRA) utility func-
tion, which is considered standard in economic and nance theory and has found empirical
support in microeconomic studies (see for example Chiappori and Paiella, 2008).
(A2) Sustained Dynamic Relationship
We assume that there is an indenitely sustained principal/agent relationship. Ide-
ally, the agent is expected to deliver high e¤ort in every period, which means that she can
deviate in every period (the asymmetric information problem does not disappear). This
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makes sense only if there is value in the relationship, meaning for example a high return
associated with high e¤ort. However, the relationship can also be based on a low e¤ort
contract.
This problem can be expressed as an innite-horizon dynamic game. At rst glance,
the innite horizon condition might seem too restrictive. It contradicts the fact that life
always ends; however, this is a valid representation of models with bequests (where parents
care about future generations) or a model where there game has an uncertain end.
Also, it could be argued that contracts have terms and that it is possible switch
counterparts. However, we interpret our model as a relationship between an agent and
a social planner, which can be implemented by more than one contract in practice. One
particularly relevant case is that of a market implementation, where wealth encodes the
whole history of payo¤s (rewards and punishments resulting from di¤erent contracts)
independent from the counterpart.
A benet of using the innitely repeated model as basic framework is that, in
theory, it is the best way to attain the optimum by taking advantage of commitment.
There are many Folk Theorem arguments about e¢ ciency gains that can be attained in
this framework. Therefore, the emergence of ine¢ ciencies even in this setting is the basis
for the general conditions.
(A3) Asymmetric information: e¤ort a¤ects consumption
In modern societies, there are multiple economic relationships and asymmetries of
information. Even when information is potentially available, the cost of monitoring reality
makes the information framework unpractical or even una¤ordable. In particular, moral
hazard problems where private actions have uncertain e¤ects on economic variablesare
12
very common1.
The nature of the relationship is the following: the planner wants the agent to
perform a high level of e¤ort e: For example, we can think of delegating an investment
project. The agent faces the choice of investing e or deviating a part to consumption and
investing only e< e. It is important to note here that investment is a perfect substitute
for consumption. Therefore, the cost of e¤ort is just a sacrice in consumption (we call
this a pecuniary cost) and can be measured by the change in utility in the current period
when e¤ort is changed (the marginal utility of consumption). Since the marginal utility
of consumption is decreasing in utility (when we use CRRA), so is the cost of e¤ort.
This form of the cost of e¤ort contrasts with an additively separable utility function
in consumption and e¤ort used in most moral hazard models2.
The implication of separability is that e¤ort does not inuence the marginal utility
of consumption, so there is no wealth e¤ect. The additively separable utility function
does not have a natural interpretation. Even in cases like the labor supply, where the
cost of labor is not monetary in the rst place, it is unclear why a change in the marginal
utility of consumption should be ruled out.
Instead, actions that have a cost in terms of consumption are common and rela-
tively easy to identify, in many cases, with no ambiguity. Suppose that an agent receives
autonomous income t. There are two broad families of cases that we call investment-like
and crime-like. Investment-like activities feature e > 0, ie. some resources that already
belong to the agent have to be spent in some activity with e¤ects on future outcome.
Crime-like actions are those with e = 0 and e< 0. In this case, the agent is supposed to
consume only her income. However, the agent has the temptation of consuming t e> t,
1"Examples of moral hazard abound, and it is di¢ cult to imagine an economic relationship that is
not contaminated by this problem" (Salanie, 2005; p.120).
2The typical separable utility function in consumption and e¤ort takes the form U(c; e) = u(c)  v(e),
with u(c) and  v(e) strictly increasing and concave functions.
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and making use of someone elses resources. Table 1.1 presents some examples of actions
tting these patterns.
Table 1.1: Examples of Moral Hazard in Modern Economies
Optimal E¤ort Examples
Investment-like e > 0 physical and nancial investment, prevention,
mantainance of equipement, preparedness for
natural disasters, giving bribes.
Crime-like e = 0 robbery, accepting bribes, tax evasion, shirking
at work
This list of examples is not exhaustive, but still accounts for a great variety of
typical moral hazard problems in modern society. For instance, investment-like actions
are part of the essence of capitalism and the nancial system. Also, crime-like actions
have a tremendous e¤ect on the performance of institutions.
1.2.2 Two Endogenous Conditions
The model is solved in Tapia (2012b). There are two main implications. First, for
any given level of e¤ort, there is an optimal limited liability condition, meaning that the
agent cannot be punished beyond some point. Second, consumption in every period is a
strictly positive function of wealth.
(C1) Optimal Limited Liability
As mentioned before, limited liability means that there is a minimum consumption
level (that we label c) in each period and therefore, punishment in case of failure, cannot
go beyond that point.
14
This LL conditions is necessary if the planner wants to implement a sustained high
e¤ort equilibrium. The key is that e¤ort has a pecuniary cost and therefore the agent will
always have access to resources to pay for it, otherwise it is physically impossible to meet
the contract conditions. This gives the agent the opportunity to deviate by consuming
(a part of) what is supposed to spend in e¤ort, which is the nature of the moral hazard
in this problem. The key insight is that this deviation represents de facto an outside
option, because the agent might resort to it in every period and ensure a minimum level
of consumption.
The existence of a de facto outside option has an unraveling e¤ect: if some alloca-
tion is not implementable at consumption level c1 or below, then a contract that generates
consumption c2 > c1 today but promises c1 as a punishment is not implementable either
(because punishment c1 is not credible). Similarly, a contract that generates consumption
c3 > c2 today and punishment c2 is not admissible, and so on. Thus, the optimal contract
must satisfy the properties of a sequential equilibrium. It cannot end up in a point where
e¤ort is not implementable. This is what at the end denes an analytical limited liability
condition, presented in Tapia (2012b).
(C2) Consumption Depends on Wealth
Another implication of the model is that wealth is always positively associated
with utility. This is important to reach intertemporal consistency. It is not possible to
have two levels of wealth delivering the same utility, otherwise wealth loses its capacity to
create incentives (why will the agent accept the cost of e¤ort if the greater compensation
does not translate into more utility?).
A particular implication of this condition is that the planner cannot give more than
what has been promised. This requirement is going to be very important later when we
discuss a reduced form of the model.
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1.3 Two-period Model
Now we present a simple two period version of the model. This is a "reduced form"
of the innite horizon version we have outlined before and solved in Tapia(2012b), and
therefore it is important to impose conditions C1 and C2 in order to reach similar results.
There is a risk neutral planner wishing to induce an agent to perform a task that
we call e¤ort e. This task is not publicly observable and the agent can deviate, withe< e: The task has a delayed e¤ect on a random variable Y that we call output. There
are two possible outcomes, high (Y H) and low (Y L). Let p be the probability of the
high outcome if e¤ort e is undertaken. Let ep < p be the probability of the high outcome
if investment e is chosen. The planner transfers resources to the agent (t1) that must
nance consumption and "e¤ort". In period 2, the planner observes (and keeps) output
and makes state contingent transfers: a reward tH2 in case of high output or a punishment
tL2 < t
H
2 in case of low output. These transfers will be consumed by the agent. Both the
planner and the agent have a discount factor :
Given that the benevolent planner is targeting the high level of e¤ort, the optimal
contract will be the result of minimizing its cost. The instruments will be transfers in
period 1 (t1) and contingent transfers in period 2: tH2 in case of success, and t
H
2 in case of
failure.
The contract has to ensure that the agent decides to participate, so the minimiza-
tion must be subject to the agent receiving at least some level of reservation utility (V ).
We call this the individual rationality condition. Condition C2 can be incorporated mak-
ing the individual rationality condition binding, as shown in (1.1). On the other hand,
the contract must be incentive compatible: it must be optimal for the agent to under-
take the high level of e¤ort, which is represented by inequality (1.2). Condition C1, the
limited liability condition, can be imposed as inequalities restricting minimum level of
consumption, (1.3). The optimal cost function (net of the cost of e¤ort, which is xed at
16
the high level), represents the present value of resources spent in nancing a consumption
bundle that delivers total utility V; and satises (1.1), (1.2), (1.3). Mathematically, it is
the solution to the following problem:
CHsb (V ) = minft1;tH2 ;tL2 g
t1 + 

ptH2 + (1  p)tL2
  e (P1)
subject to:
u(t1   e) + 

pu(tH2 ) + (1  p)u(tL2 )

= V (1.1)
u(t1   e) + 

pu(tH2 ) + (1  p)u(tL2 )





2  c (1.3)
For now, V is an exogenous parameter. Later we will describe its determination.
The value of c is endogenously determined as the solution to the following equation









Condition (1.4) comes from Tapia (2012b), as discussed in section 2. An interesting
feature of this limited liability restriction is that we can calibrate the model fairly easily,
based on information about actions (or e¤ort levels) and their e¤ect on output. Using a














< 1: Therefore, an increase in the potential deviations, ceteris
paribus, increases the limited liability level of consumption. Tapia (2012d) explains that
the same happens if the scale of the e¤ort variable increases. Thus, in general the limited
liability will not depend on a subsistence level of consumption (if this exists), unless
the combination of parameters makes it binding. The importance of (1.5) is paramount
because, even if limited liability conditions will tend to bind at low levels of wealth, their
e¤ects will be also found in wealthy economies if, for example, targeted e¤ort levels are
very ambitious.
After computing this model3, we obtain the following results:
High ine¢ ciency at low Wealth
Figure 1.3, panel A shows the optimal cost, CHsb (V ); computed as a function of
the reservation utility V . We have also plotted the cost function without the incentive
compatibility constraint (1.2), which is the rst st, CHfb(V ). The di¤erence between rst
best and second best quanties the ine¢ ciency coming from the asymmetric information.
The gap is signicantly larger for low levels of reservation utility. Note that the second
best allocation is not dened for all values of reservation utility, which has to be greater
than a minimum cuto¤, consistent with the limited liability rule.
We can extrapolate the gap between rst and second best to "market ine¢ ciency",
if we take the best possible market implementation. The market cannot do better than
the second best allocation; therefore a market mechanisms will exhibit at least as much
ine¢ ciency as the di¤erence CHsb (V )   CHfb(V ). This implies that if a society can a¤ord
to operate with a high level of utility, then the prospects for the market economy are
excellent, contractual costs are still there, but the ine¢ ciency gap is small: a market
3The detailed analytical conditions of the solution can be found (for a similar two period mode) in
Tapia (2012e).
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economy can deliver close to rst best outcome.
Instead, in a poor economy, even with an impeccable market implementation, the
result will be far away from the rst best allocation. This explains in part the convergence
in policy and divergence in output between emerging economies and rich economies.
What is novel in the cost function CHsb (V ) is its downward sloping section at low
levels of V . It might seem counter-intuitive because why would the society spend time
there when, for the same cost it would be possible to give the agent a signicantly higher
level of utility. It seems a violation to Paretian principles. This is actually true in a one
shot game. But we have emphasized that this model is a reduced form of a innite horizon
model. The intuition is that the planner is willing to operate in the downward sloping
part of the cost function because that gives credibility to some punishments that, in turn,
will help to provide incentives at a lower cost overall. It is not pleasant to operate there
from a short termish view, but it is convenient from a long run perspective. The rationale
is analogous to the one used by a parent that punishes a child: in the short run it is
tempting to forgive since the parent gets disutility from grounding (and disappointing) a
child, but in the long run it makes sense to have this kind of instruments to educate a kid
that breaks the rules.
Panel B in Figure 1.3 shows the same pattern based on the prot function, which
is dened here as the present value of the expected surplus of a contract that gets output,
and transfers resources to implement e¤ort e and reservation utility V . From problem
P1 we can dene two prot functions, associated to the high e¤ort: the rst best prot
function Hfb = Y
E;H   CHfb(V )   e, which is unattainable due to the asymmetry of
information, and the second best prot function, Hsb = Y
E;H  CHsb (V )  e, which is the
relevant here.
High volatility of consumption at low Wealth.
The optimal contract species rewards in the following period if output is high, and
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Figure 1.3: Cost and Prot Functions
punishment, if output is low. Therefore cL2 < c1 < c
H
2 . This departs from the rst best
contract, where there is full insurance, cL2 = c1 = c
H
2 . The degree of risk in consumption
can be tracked though the gap between cL2 and c
H
2 , which can be identied using the
incentive compatibility condition (1.2), which can be written:
u1 = p

u(cH2 )  u(cL2 )

(1.6)
with u1 = u(t1   e)  u(t1   e) and p = p  ep.
Using condition 2 that ties consumption to wealthfor low levels of wealth, con-
sumption is low and the cost of e¤ort is high (this is the LHS of (1.6)), therefore the
di¤erence between state-contingent utilities is larger. On top of that, when the limited
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liability condition is binding, cL2 = c it is not possible to increase punishments, and there-
fore the only way to provide incentives is by increasing cH2 : This pattern is shown in Figure
1.4.















At low initial wealth, high e¤ort might not be implementable.
So far, we have emphasized the cost dimension of policy implementation. We
have xed a target level of e¤ort, and have computed the cost of an optimal contract
able to implement it. But we still have not said whether that cost is a¤ordable with
the revenues coming from the actions or whether there is another action that is actually
more convenient. Now we turn into this second question, which is one that inuences the
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decision about the optimal e¤ort level undertaken at the beginning of the contract.4
Policies are expected to inuence aggregate output, which will be distributed to
nance costs and consumption by the planner and the agent. The fact that the planner
is benevolent can be imposed by making sure that all resources are spent by the agent
(there is no Planners consumption). The total budget constraint for this economy is:
Y E;i   Cij(V )  ei| {z }
ij
=  S0 (1.7)
where i 2 fH;Lg represents the target level of e¤ort, j 2 ffb; sbg indicates the
information restriction.
Equation (1.7) can be seen as the intersection of the prot coming from the contract
(ij) and a straight line that represents the initial amount of resources ( S0). There are
two relevant prot functions: the prot function of implementing high e¤ort with a second
best allocation (Hsb = Y
E;H   CHsb (V )   e) and the cost function of implementing low
e¤ort with a rst best allocation (Lfb = Y
E;L CLfb(V ) e). In our simple model the rst
best is attainable for the low e¤ort contract because there is no other protable deviation
and, therefore, the asymmetric information problem becomes irrelevant.
These functions can be seen in Figure 1.5, in combination with two di¤erent levels
of initial wealth SH0 and S
L
0 : In function 
H
sb the upward sloping section is dashed. The
reason is that in the very rst period, that zone of the cost function is not relevant. As
explained before, that zone has a role providing credible punishments, which take place
after any action has been undertaken, not before.
From this diagram, we derive the following result: if the initial wealth is not high
enough S0 < S = minV CHsb (V ), then high e¤ort e is not implementable.
In the case of high wealth, SH0 > S
, e¤ort e is attainable. At the optimum, the
agent will get utility V B, which is the solution to equation (1.7) or Hsb =  SH0 , represented
4Here we follow the logic of the 2-stage approach to solve moral hazard models by Grossman and Hart
(1983).
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by point B. Instead, if initial wealth is SL0 < S
; here is no intersection between the cost
function associated to e and the net resource constraint line, so equation Hsb =  SL0 has
no solution, which means that allocations based on high e¤ort are not feasible. Instead,
the agent will have to choose the low e¤ort level e; represented by point A, the solution
to Lfb =  SL0 . The associated utility is much lower than at B.



















Figure 1.5: Wealth and E¤ort Implementation
1.3.1 Wealth and Economic Policies
In the introduction, we set an ambitious goal: explaining the pattern of a wide
group of outcomes and policies with respect to income. Now we can connect the dots
in light of the model. We can link the heterogeneity of policies with respect to income
23
(described in Figures 1.1 and 1.2) with some of the moral hazard examples (presented
in Table 1.1). The pattern in all these cases is that the cost of implementing a given
"attractive" policy increases for poor agents, which might turn such a policy into an
unfeasible option.
A straightforward application is one in which e¤ort is investment, e = I. In this
case, when initial wealth is low enough the planner cannot induce the agent to invest
high. The typical counterpart of this in a market economy, is the relationship between
an investor and a bank. Low initial wealth usually means low collateral. The limited
liability condition of a typical bank contract with no collateral can induce the agent to
deviate resources to consumption, since there is little to lose in case of bankruptcy. The
bank anticipates this reaction, and denies loans to poor entrepreneurs which is the case
of credit constraintsresulting in low (or no) investment (see Figure 1.5).
In the family of crime-like actions, this model can be seen as a dynamic variant
of Gary Beckers model of crime, with e¤ort being the tempting but not consummated
o¤enses (O), e =  O. This model can be used to analyze the e¤ects on robbery and
corruption. In an ideal context society should target no crime e =  O = 0. However, at
low levels of wealth this solution might be beyond social means (again, see Figure 1.5).
Even if there is a de jure objective of zero crime (this is totally consistent with the model,
where agents receive sanctions if found guilty), it is typical that de facto there is tolerance
to wrongdoing. While in theory this problem can be solved by improving the system of
detection (by reducing probability p), this is in turn subject to information constraints at
the police and judicial levels, where poverty again matters. This explains the pattern in
Figure 1.2, right panel.
Based on the same logic, we can use Figure 1.5 to understand why poor economies
usually underperform in a wide variety of dimensions. Poverty translates into low-quality
institutions due to corruption; lack of preparedness for natural disasters due to insu¢ -
cient funds to invest in prevention; low quality public services due to limited government
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capacity to collect taxes, etc.
The results in Figure 1.1 are usually a¤ected by multiplier e¤ects. For example,
if regulatory institutions are corrupt, then the probability of detecting problems in that
market will be reduced, inducing rms to under invest. Underinvestment in strategic
sectors lowers protability in other sectors, lessening growth prospects and wealth accu-
mulation, which in turn causes more incentive problems, and so on. Our emphasis is that
wealth e¤ects are in play at every juncture of the process and any development policy
should take that into account.
1.3.2 Output Volatility
In the benchmark model, of the features of the optimal allocation for low levels of
utility is greater volatility of consumption (see equation 1.6 and Figure 1.4). We men-
tioned in the introduction that economic insecurity is a feature of underdevelopment. The
traditional explanation is that high volatility of output cannot be fully insured (because
of nancial constraints), given rise to high volatility in consumption. Our model is able
to connect stylized facts in a more compact and novel way: given the low level of wealth
there is a simultaneous and endogenous determination of nancial restrictions and con-
sumption volatility. Until now, however, this channel does not say anything about output
volatility.
Nevertheless, if we extend the model towards a tax or banking implementation,
output volatility emerges very naturally as a by-product of the same optimal allocation.
A simple example can illustrate the point. Suppose that the planner cannot expropriate
output and that there are costs associated with state contingent payments in period 2,
so H2 = 
L
2 =  : This can be due to frictions to enforce taxation or revelation of income.
Up to some point this is in line with reality, output is collected by rms and if payments
depend on it, there is an incentive to underreport revenues or exaggerate costs. In this
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context, the ow of consumption in the second period will be:
cH2 = Y
H +  2
cL2 = Y
L +  2
Therefore, volatility in output follows volatility in consumption:
c2 = Y
In this simple example, volatility of output must match volatility of consumption.
This implies that if there is a set of mean-preserving projects, the agent will be induced
to pick the appropriate volatility level.
Of course, the assumption of no state-dependent transfer is extreme. Also, in an
economic relationship there must be a channel of transmission of e¤ects between the
planner and the agent, which is something unclear in the previous example, with no
connection between t1 and t2. In Tapia (2012c), there is a more elaborated model based
on banking, where t1 = B is a bank loan contracted at interest rate R, and t2 = Y  
minfRB; Y g + c is the amount of resources after paying back (totally or partially) the
loan. In that model, we give c the interpretation of subsistence level of consumption: what
the agent gets even if the project fails and all output is expropriated. If there is a market-
based mechanism in the allocation of credit, the volatility of output is declining in wealth.
Moreover, an empirical analysis of the sources of volatility nds that in poor economies
all the sectors are very volatile, so volatility is not driven by insu¢ cient diversication,
which highlights the role of this channel.
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1.4 Role of Government
So far the analysis is somewhat pessimistic for poor economies, which are facing the
pressing need of better policies and institutions and lacking of resources to nance them.
But our results are model-dependent. We have assumed the involvement of a benevolent
government interacting with domestic agents in order to induce them to invest, given
their initial resources. Conclusions under that framework are useful for characterizing
economic results under a market economy at its best, where the government makes sure
that institutions work well and laws are duly enforced. However, there are some extensions
to this scenario that might open the door for active government intervention.
The rst is the existence of State-Owned Enterprises (SOEs), where the government
(as a planner) decides not to delegate investment decisions to private agents, in order to
reduce information asymmetries. Finally, we will discuss some arguments in favor of
redistribution. All of these policies have the potential to reduce contracting costs, but at
the expense of other costs compared to the baseline scenario discussed before.
1.4.1 State-owned Enterprises
If the ine¢ ciency due to asymmetric information is so signicant in poor economies,
then a market economy cannot deliver a close-to-rst-best allocation. If for the planner
it is so costly to decentralize a solution, then it might be reasonable to implement the
target policy in a centralized way. This is not always possible, because there are many
actions that are intrinsically liked to private agents. However, centralization is a reason-
able policy option in strategic well dened economic sectors. If the government is seen
as a benevolent planner, then the centralized solution takes the form of a state-owned
enterprise, as discussed in Tapia (2012d).
To what extent the government is able to reduce asymmetric information? We
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follow Shapiro and Willig (1990), that emphasize that in a public rm the regulator
or minister receives the insider information of the rm. Thus, they assume away any
agency problems between the minister/regulator and the public sector managers. Sim-
ilarly, Roland (2008) points out that in a public rm, the manager has to obey only
one owner (government); instead, in the private rm, the manager has to obey both the
owner and the regulator. Given the manager/owner contract problem is the same in both
cases, the only di¤erence is the contract problem that persists is between the manager and
the regulator in a private rm. Thus, the key asymmetry of information of the problem
disappears for the SOE. However, SOE are typically less e¢ cient than private rms.
To show the e¤ect of a SOE, we extend the analysis we presented before in Figure
1.5, where the agent with low initial wealth had to stick to the low e¤ort equilibrium.
Now we assume that there is a centralized form of production, with ine¢ ciency K 2
(0; Hfb   Lfb): Then we can dene the prot function of undertaking high e¤ort using a
SOE implementation as Hsoe = Y
E   CHsoe(V )  e; with CHsoe(V ) = CHfb(V ) +K.
In Figure 1.6, we present the e¤ects of including the SOE option. The poor agent
has a better option than the market solution of low e¤ort (point A, at Lfb =  S0).
The state can produce targeting high e¤ort and then distribute extra prots to nance
consumption. The new equilibrium will be at point As, the solution to Hsoe =  S0,with
utility V A
s
> V A: Thus, in a poor country where agents cannot a¤ord a decentralized
solution with high e¤ort, the existence of SOE might help increase welfare, based on
e¢ ciency considerations. Indeed, governments have played a paramount role in scaling up
strategic services and infrastructure goods (requiring large investments) in most countries.
In the case of a wealthy agent, if K is big enough, the equilibrium point B remains
as the constrained Pareto optimal allocation. Only if K is very small, the SOE will be
preferable in a wealthy economy. Similarly, if K > Hfb   Lfb, then it is never optimal
to have a SOE operating. We are moving K as a totally exogenous variable, with no
background model, so we have to be cautious. Our conclusion here is: for a given level
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of ine¢ ciency, a SOE is more likely to be protable in a poor economy.






















Figure 1.6: Wealth and State-owned Enterprises
The bottom line is that for high levels of wealth, a state-owned enterprise is unlikely
to be an optimal solution, because a well organized market has the potential to deliver
a almost-rst-best solution, even in presence of information asymmetries. However, in a
poor economy the size of the market failure is so signicant that it might be reasonable
to look for other forms of economic organization, even ine¢ cient ones. It is worth
emphasizing again that wealth is relative to the size of the investment. Therefore, if the
size of the investment is large enough compared to the size of the economy, a SOE can
still be a cost-e¢ cient solution for developed nations. Our assumption of constant SOE
ine¢ ciency is made to simplify the analysis. It is not obvious the existence a pattern of
relative State ine¢ ciency and wealth. For example, it is not hard to construct a model or
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nd evidence of government weakness in poor economies. However, this lack of capacity
will be translated both into ine¢ cient SOEs and into ine¢ cient markets (because the state
plays a role in regulation, denition of taxes, law enforcement and many other factors
inuencing the functioning of markets). In Tapia (2012d), we nd evidence supporting
the role of wealth in determining the economic importance of SOEs, both in cross section
and times series.
1.4.2 Redistribution
Low wealth produces signicant incentive problems. Is it possible to improve the
outcome via redistribution? If all agents face the same target e¤ort and the redistribution
is done before the contracts start, then this redistribution from wealthy to poor agents
will be Pareto Improving. If the redistribution occurs after the contracts have started,
the structure of punishments and rewards will be a¤ected, with negative consequences
for incentives. Note that in this model, even if all agents start with the same wealth,
there will be an endogenous consumption distribution reecting inequality. However, it is
a distribution with a minimum consumption level (the limited liability condition), with
no immiseration, and with plenty of mobility (recall that there is mean reversion and no
absorbing state).
If the model is extended to include di¤erent groups of agents, according to target
levels of e¤ort, the ex ante redistribution (from wealthier to poorer agents) is not nec-
essarily optimal. Moreover, there will be a di¤erent consumption distribution for each
group. Under the standard assumptions regarding the e¤ect of e¤ort on the probability
distribution of outcome, the groups targeting higher levels of e¤ort will be favored with
a better set of consumption outcomes. It is an open question as to how the initial en-
dowment of abilities and set of actions are distributed across the population. Policies
a¤ecting education and labor training, for example, are likely to have a signicant e¤ect
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on the distribution of capacities and actions.
Here it is important to highlight that this discussion about optimality occurs in a
context where only e¢ ciency matters (excluding equity or fairness from the social welfare
function), which is the setting we have chosen as a benchmark.
1.5 Conclusions and Policy Implications
This paper sets up a framework to analyze outcomes and policy-making under low
wealth conditions, with main emphasis on developing countries. At low levels of wealth,
limited liability restrictions become endogenous, producing very high contracting costs.
As a result, policies and actions that are socially protable in a rst best context become
una¤ordable.
For wealthy agents (compared with the size of investment), the contracting cost is
small and therefore the optimal contract delivers a close to rst best outcome. We know
the rst best can be decentralized using a competitive equilibrium. For these agents, the
market economy is likely to deliver an e¢ cient allocation of resources, featuring high e¤ort
and low uncertainty. For poor agents, a market economy (even the best one) will instead
deliver an ine¢ cient result. This is not necessarily due to the market implementation
itself, but to the underlying fundamentals: any other decentralized solution will have
at least the same characteristics. In this context there might be space for non-market
institutions, such as state-owned enterprises.
There is space for questioning the realism of the model. Certainly we are working
under simplied settings. However, the key assumptions: risk aversion (constant in rela-
tive terms); asymmetry of information about variables producing pecuniary e¤ects; and
the sustained dynamic relationship of the agent with a planner (representing the societys
order) seem in line with reality. In addition to these assumptions, the basic message is
that when we set up the best possible solution, even taking into account the advantages of
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commitment, even under no further transaction costs, even with good information about
the distribution of uncertain events, and even under the existence of a benevolent planner
with the power to write and enforce contracts on all observable variables, what remains
is a signicant market failure and high economic insecurity at low levels of income. Our
interpretation is that, if under those exceptionally good conditions decentralizing a mar-
ket equilibrium, the outcome faced by poor agents is so much worse than the one faced
by wealthy agents, then these e¤ects should persist when other frictions are included.
While the analysis has focused on development issues, the basic model can be inter-
preted as one of relative wealth. This implies that many of the features we have described
can be found also in developed countries, in sectors requiring high and sustained invest-
ment. On the other hand, it is possible to extend the results to recessive environments
where the value of wealth tends to sharply depreciate.
We claim that economic policies tend to adjust following optimality principles. This
process is complex. In the search for new policies there is a process of trial and error,
sometimes with abrupt changes (usually after crises), which is at the end part of the
equilibrium dynamics. However, if policy-makers are better able to understand the deep
determinants of economic policies and, in doing so, adjust the set of options, e¢ ciency






Limited liability (LL) schemes are ubiquitous in modern economic life. For in-
stance, limited liability in corporations is often considered a cornerstone of stock market
organization; in the case of defaulting debt contracts, lenders have access only to a well-
dened (limited) borrowers collateral. Similarly, there are liability caps associated with
damages in many industries (from taxi businesses to oil companies). On the other hand,
there are informal limited liability conditions that, for example, take the form of outside
options shaped by institutional arrangements. A key feature in most of these cases is that
the agent is left with more than the minimum subsistencelevel of consumption in case
of default.
In the literature of contract theory, limited liability usually results in ine¢ ciency
under moral hazard. If punishments are bounded (i.e., if the negative consequences of
deviating from an agreement are limited), then it is harder to provide incentives. Conse-
quently, limited liability makes costlier the avoidance of misbehavior (corruption, fraud,
excessive risk-taking, etc.) or the stimulus of activities with positive external e¤ects (in-
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vestment, productive e¤ort, prevention activities). In other words, moral hazard problems
become more pervasive. Limited liability plays an active role when wealth is relatively
low, so the agent has little to lose;consequently, LL is traditionally referred to as the
cause of many ine¢ ciencies due to lack of resources, such as credit constraints, which in
turn are behind the underdevelopment of villages, lack of growth of small and medium
enterprises, poverty traps in countries, etc.1 There is signicant evidence supporting this
claim.2 That is to say, limited liability and asymmetric information seem to be behind
major economic problems. The driving question in this paper is, if it is so costly, why are
there limited liability regimes in the rst place?
In most economic models limited liability is justied by non-negative consumption,
the existence of a subsistence level of consumption, or outside options. These all are
realistic features. However, non-negativity of consumption generates a binding limited
liability only under some particular conditions (for example, risk neutrality of the agents).
If, instead, agents are assumed to have standard utility functions where utility can be
indenitely low (such as constant relative risk aversion, or CRRA) the non-negativity
of consumption is not binding. This would support the existence of limited liability
rules because they would do no harm, but at the same time would undermine the main
explanation for the existence of credit rationing and other market ine¢ ciencies at low
levels of wealth. On the other hand, although consumption must reach a minimum level
to ensure life, the levels of consumption consistent with observed limited liability rules are,
in many cases, well above the subsistence level of income. This is the case, for example,
1From the point of view of theoretical models, limited liability is key to explaining credit constraints on
poor households, poor (or small) rms, or poor countries (Aghion and Bolton, 1997). Moreover, poverty
is relative, and this is the reason why LL is important for explaining ine¢ ciencies during the lower part
of the business cycle (Bernanke and Gertler, 1989; Bernanke et al, 1999; Carlstrom and Fuerst, 1997;
Kiyotaki and Moore, 1997). Thus, most theories generating endogenous market ine¢ ciencies associated
with poverty or economic downturn is rooted in LL.
2For example, Paulson, Townsend and Karainov (2006) provide empirical evidence that the combina-
tion of moral hazard and limited liability is behind credit constraints in villages in Thailand.
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of bankruptcy laws that allow investors to protect the wealth invested outside the rm.
This also happens when there is limited commitment in conjunction with an attractive
outside option. Outside options, in turn, are subject to policy choice. Consequently the
question of why those outside options are allowed to exist remains unanswered.
This paper develops a model with three main results. First, it shows that limited
liability emerges endogenously: it can be e¢ cient to bound punishment in a moral hazard
problem. Limited liability helps incentives, in contrast with what results in most models,
where it worsens incentives. The basic assumption is the existence of a dynamic and
sustained relationship between a risk-neutral principal and a risk-averse agent, aimed at
securing a high level of e¤ort in every period. The intuition is the following: if a risk-averse
agent is poor, the cost of undertaking any action with a direct e¤ect on consumption is
greater than if the agent is rich. The relative gain from misbehavioris more pronounced
among poor agents: for them it is harder to resist the temptation of consuming the
resources instead of investing them. This is captured by the high marginal utility of
consumption. Therefore, the intensity of punishments/rewards increases. Punishments
are not very e¤ective because sustained deviation is a de facto outside option (because
of the substitutability between consumption and e¤ort). Rewards work as an incentive
tool, but they consume resources and therefore the cost of the contract increases. If
the already poor agent is made even poorer, the problem (high payo¤ from deviation)
would be worsened in the future. This way, limited liability rules improve incentives by
restricting how poor an agent can be given the di¢ culties of generating incentives using
punishments. Note that limited liability helps incentives in general, by making feasible a
strategy that delivers high e¤ort in every period, but it still generates a high cost whenever
it is a binding condition.
The way we model moral hazard here deserves some remarks. From a technical
point of view, we depart from the separability condition between e¤ort and consumption.
While this is not the typical form of moral hazard in textbooks, it is a quite common form
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of moral hazard in reality. A problem of this sort can be created by any unobservable ac-
tion with pecuniary e¤ects that a¤ects the distribution of outcomes: something typical of
nancial markets where future payments are state dependent, where managers, investors,
bankers have the capacity to inuence outcomes through private decisions. Also, this
form is the kind of moral hazard that presents itself in many criminal acts: the drug
dealer, thief, or corrupt government o¢ cial who enjoys revenues from crime in the present
with an uncertain probability of punishment in the future. Here the e¤ort is to resist the
temptation of easy money.
The second contribution of the paper is rather technical: it shows that the equi-
librium space of potential solutions can be found easily by constructing a limited liability
condition (the source of the title of this paper), which depends on the fundamentals of
the model. After dening the optimal limited liability rule, the solution becomes easier
to characterize using the standard dynamic programming apparatus, in a second stage.
One interesting feature of this construction is that the second stage is isomorphic to the
statement of a problem with limited commitment, in spite of the fact that the model is
constructed on the assumption of full commitment. Therefore, the model can be used to
rationalize outside options.
Finally, from the point of view of the implications of limited liability, this paper
is consistent with existing intuition that LL increases ine¢ ciency at low levels of wealth.
Moreover, the magnitude is more signicant than in models constructed under other
specications. This result may help to explain why poor economies (or those facing
economic crises) are found to be structurally di¤erentfrom developed economies and,
therefore, subject to a di¤erent set of economic laws.
From a technical point of view, this paper is built on the recursive apparatus to an-
alyze problems with dynamic moral hazard developed by Spear and Srivastava (1987) and
Abreu, Pearce, and Stacchetti (1990). The main feature is the perfect substitutability of
consumption and e¤ort in the utility function, a departure from the standard separability
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assumption.
This paper is linked to the literature of immiseration and asymmetric information
(Thomas and Worrall, 1990; Atkeson, 1991; Atkeson and Lucas, 1992; Phelan, 1998). It
shows that there is no immiseration, as in Mookherjee and Ray (2002), Farhi and Werning
(2007) and Farhi and Werning (2009). In Mookherjee and Ray (2002) the model is based
on a sequence of short-term contracts, while here we focus on a sustained long term
relationship. In Farhi and Werning (2007), the non immisertation comes from a mean
reversion caused by a more patient principal. Here, instead, both the principal and the
agent share the same discount factor. In Farhi and Werning (2009) the mean reversion
comes from an exogenous political game in which the possibility of expropriation at low
levels of wealth generates an outside option for agents. Here, instead, the outside option
is endogenously determined.
Indeed, the model also belongs to the literature of the endogenous generation of
limited commitment. The closest paper in that area is Koeppl (2007), which weighs the
benets of unlimited commitment in terms of the capacity to punish with the cost of
a convex enforcement technology. Here, instead, the benets of unlimited punishments
are compared with convex incentive costs, endogenously derived from the concavity of
the utility function: the poorer the agent, the bigger single-period payo¤ of deviation.
Also, Koeppls paper is more in line with a limited-commitment model à la Kocherlakota
(1996), where there is no asymmetric information. Here, instead, moral hazard is intrinsic
to the model.
Section 2 presents a basic two-period model aimed at introducing the moral hazard
problem. Here, limited liability is exogenously determined: not robust with respect to
risk aversion and limited liability rules far away of subsistence. Section 3 extends the
model to an innite horizon dynamic setting where the agency relationship lasts forever
and presents the rst best solution. Section 4 solves the dynamic model and shows the
main result of the paper: the emergence of endogenous Limited Liability. Section 5 shows
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how the model can be used to represent credit constraints and market failures. Section 6
concludes.
2.2 Exogenous Limited Liability
If LL is such a costly feature, then a relevant question is why LL has emerged. In
this section we discuss three main explanations, use largely as assumptions to generate
LL. First, the non negativity of consumption. Second, the existence of subsistence level
of consumption and, third, the emergence of limited commitment due to outside options.
2.2.1 Non negative Consumption
A rst natural answer is to point out that LL is caused by the non negativity
of consumption (c  0). This is a rather incontrovertible assumption; nonetheless it
generates ine¢ ciencies associated to wealth only if it is translated into a bounded utility
function. The typical case is the risk neutral (RN) utility function. The problem with
this approach is that the risk neutrality condition tends to be at odds with research about
human behavior, featured by risk aversion in most cases. In particular, CRRA utility
functions are considered standard in economics and have found empirical support (see
Chiappori and Paiella, 2008). Are the qualitative features of models with LL robust to
the use of an standard risk averse utility function?. The answer is no, as discussed in the
light of a simple two-period model. This model will be helpful to introduce both the main
analytical points and the fully dynamic model described in section 3.
In our simple two-period model, there is a risk neutral principal wishing to induce
an agent to perform a task that we call investment I. This task is not publicly observable
and the agent can deviate, investing eI < I: The task has a delayed e¤ect on a random
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Figure 2.1: Timing of Contracting: Two Periods
variable Y that we call output. There are two possible outcomes, high (Y H) and low
(Y L). Let p be the probability of the high outcome if investment I is undertaken. Letep < p be the probability of the high outcome if investment eI is chosen. Figure 2.1 shows
the structure of the problem. In period 1, the principal transfers resources to the agent
(t1) that must nance consumption and investment. In period 2, the principal observes
(and keeps) output and makes state contingent transfers: a reward tH2 in case of high
output or a punishment tL2 < t
H
2 in case of low output. These transfers will be consumed
by the agent. Both the principal and the agent have a discount factor :
This is a standard moral hazard problem where the planner has to design a contract
to minimize the cost of incentives subject to the participation of the agent with reservation
utility V (the individual rationality constraint, IR), the selection of the high investment
over the low investment by the agent (the incentive compatibility constraint, IC), and the
non negativity of consumption (the limited liability constraint, LL). The instruments are
transfers in period 1 (t1) and state contingent transfers in period 2 (tH2 and t
L
2 ). The cost
function (net of investment) is the solution to this problem:
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ptH2 + (1  p)tL2
  I (P1)
u(t1   I) + 

pu(tH2 ) + (1  p)u(tL2 )
  V (2.1)
u(t1   I) + 

pu(tH2 ) + (1  p)u(tL2 )





2  0 (2.3)
In addition, we dene an equilibrium condition (EC) to determine the reservation
utility. This is linked to the aggregate intertemporal budget constraint: total resources
(initial wealth and expected output) are distributed among investment and consumption
by the planner P (V ) and the agent C(V ). We assume that the planner is benevolent,
implying P (V ) = 0: Therefore, the EC becomes:
C(V ) = Y e   I + S0 (2.4)
As we will see, equation (2.4) is extremely useful to link V and S0, once we have
computed the optimal cost function C(V ):
In Figures 2.2 and 2.3 we compare the solution of a model with RN utility function
(u(c) = c) and a model with CRRA utility function (u(c) = c
1 
1  with   1), respectively.
It is not hard to check that in the case of RN, the rst best cost function (with
perfect information) is linear: a 45-degree line from the origin:
C1fb(V ) = V
The second best solution, that incorporates the IC restriction, it is featured by
contingent payments: high transfers in case of high output, as a reward, and low transfers
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in the case of low output, as a punishment. This means that there will be two possible ex
post cost functions: CHsb (V ) and C
L
sb(V ) that have implicit the payments in case of success
or failure, respectively. These are 45-degree parallel lines, and the expected cost function
in period 1 can be written as a linear combination or weighted average of the contingent
cost functions: C1sb(V ) = pC
H
sb (V ) + (1  p)CLsb(V ). On the other hand, the LL condition
implies that all the cost functions must be above the horizontal axis. In Figure 2.2.A it is
clear that there is a point V  where the IC condition (represented by CLsb(V )) and the LL
condition collide, making the LL restriction binding. The intuition is that for levels
of reservation utility below V  the agent has too little to lose, and therefore it will be
impossible to motivate. The solution ensures the agent at least utility V : This implies
that the IR restriction is satised with inequality and, thus, the optimal cost function is:
C1sb(V ) =
8<: VV  if V  V

if V < V 
One rst crucial feature of this model is related to e¢ ciency. Given than expected
output is constant for all levels of reservation utility V , the di¤erence in e¢ ciency can be
captured by the distance between rst best cost and second best cost. Lets call it market
failure. This is sizable and decreasing with wealth.
A second point is related to the existence of credit constraints (dened as the
inability to develop a contract to implement private investment). These are associated
to low levels of wealth. Given an initial wealth S0, it is possible to get equilibrium
allocation using the equilibrium condition (2.4). This is represented by the intersection
of Y e   I + S0 and C(V ): Note that the rst function is a straight line, because both
Y e and I are structural constant parameters. The initial wealth is the parameter that we
change to see the equilibrium for di¤erent levels of initial wealth. In Figure 2.2.B there
are two cases: high wealth (SH0 ) and low wealth (S
L
0 ). In the case of high initial wealth





































































Figure 2.2: Equilibrium: Risk Neutral Utility
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initial wealth, there is an equilibrium point B in the rst best, but there is no intersection
in the second best. Thus, there are credit constraints: a "good project cannot nd
nancing because of its high agency cost.
Figure 2.3 shows the case of CRRA utility function. In Figure 2.3.A we plotted the
ex post cost functions, CHsb (V ) and C
L
sb(V ) and the expected cost function. The optimal
cost function is non decreasing and convex, converging asymptotically to the horizontal
axis as V goes to  1: Indeed, a key di¤erence with the RN case is that there the
LL restriction (2.3) never binds. The reason is the following property of CRRA utility
function with   1
lim
c!0
u(c) =  1 (2.5)
This implies that any nite punishment can be reached with a level of strictly
positive consumption. Moreover, if any consumption is zero, then the total expected utility
will be  1, and there will be a violation of the IR constraint (2.1) for any V >  1:3
Figure 2.3.B allows a comparison in e¢ ciency with respect to the RN case: there
is a di¤erence between rst best and second best for all levels of reservation utility, and
not only for those allocations associated to low V . However, the e¢ ciency loss is
signicantly smaller than in the RN case and not monotonic with respect to V .
Using the EC (2.4), and any given level of wealth (S0), it is possible to see that
no matter how small is the initial wealth, there is an equilibrium point. Poorer agents
get less utility but they can get nancing for the project. The intuition is simple, in the
CRRA case the agent can be punished arbitrarily hard, because of condition (2.5). Thus,
there is no credit constraint.
Thus, while RN o¤ers a very clear and elegant way to show the e¤ect of wealth
on market failures, the main assumption is at odds with reality. Results are not robust
3A necessary condition is that any consumption is nite. This has to be the case because otherwise
the cost of the contract is innite, which is not consistent with the outcome of a minimization problem.
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Figure 2.3: Equilibrium: CRRA Utility
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to changes in the utility function. The CRRA case poses the opposite kind of challenge:
now it is easy to justify the existence limited liability rules in reality, because they are ba-
sically innocuous; however, this setting cannot explain credit rationing or market failures
associated with the level of wealth (for an application of this family of results to banking,
see Bester, 1987).
A way to make compatible the modelling of market failures associated with low
levels of wealth and CRRA utility functions is the use of a LL restriction:
c  k > 0 such that u(k) >  1 (2.6)
This is actually more line with evidence: limited liability rules often leave agents
with sizable resources after bankruptcy. The question, again, becomes where the limited
liability restriction (2.6) does come from.
2.2.2 Subsistence Level of Consumption
There are several ways to motivate a limited liability restriction (2.6), but they
usually come from exogenously designed models. For example, it is reasonable to assume
that there is a "subsistence" level of consumption. However, it is not clear that this would
result in binding limited liability. After all, the CRRA can be taken as the normalized
version of a model where c = 0 is the subsistence level consumption. Moreover, many
limited liability rules allow to protect sizable resources, far beyond what can be considered
subsistence. This is the case of bankruptcy laws that allow investors to protect the wealth
invested outside the rm. This is the case of cases of limited commitment, where the
outside option is relatively attractive.
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2.2.3 Limited Commitment
One common way to set limited liability is by assuming limited commitment (when
agents can renege, walk away, default from the contract) with the existence of an "out-
side option". In simple terms, the outside option ensures some lifetime utility outside
the contract. Thus, models with limited commitment are a special form of limited lia-
bility (typically in the dynamic dimension). In order to take advantage of the long term
relationships, the optimal contract requires self-enforcing constraints, which eventually
increase its cost (Thomas and Worrall, 1988, 1994; Kocherlakota, 1996). In some cases,
the outside option is generated by an auxiliary model. For example, Farhi and Werning
(2009) develop a political economy model where elections break commitment in policy
making.
While some of these models are appealing (we observe outside options in the real
world), they are, at the end, subject to the same type of question: if there is a high cost
associated with limited commitment, then why there is not an institutional change to
take advantage of the benets of commitment. Of course, one explanation is that the cost
of enforcement (such as the monitoring cost) can be signicant. But, rst, in societies
where there are institutions to enforce di¤erent norms, there is no clear reason why these
cannot be accommodated to ensure lifetime contracts. Second, many of the most restricted
norms have been achieved in relatively poor societies (slavery, feudalism, restrictions to
trade, international invasions, colonialism, etc.) showing that these are attainable and
"a¤ordable". Consequently, the high cost alone cannot explain the evolution of these
constraints.
The rest of this paper is structured to o¤er a potentially parsimonious explanation
to LL (i.e., with a avor of "subsistence" and "outside options") entirely determined by
the parameters of an extended version of the previous model.
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We keep the structure of problem 1 with CRRA utility function with only one
change: the relationship between the agent and the principal becomes innitely repeated.
The new structure implies that there is investment in every period and therefore a
moral hazard problem repeated every period. There are two observations that will help
to understand the results.
1) If it is possible deviate in every period, then the agent can grab the benets of
deviation in every period. This signals a protable path of deviation that will work as an
outside option. Therefore, the planner will design a contract that avoids the convergence
to the deviation path. This will be the endogenous limited liability.
2) Under risk aversion, the cost of e¤ort will be decreasing in wealth. For the agent,
the gain from deviating is the di¤erence u = u(t  IH +I)  u(t  IH) which behaves
as the marginal utility of consumption. The planner has to compensate that di¤erence
in order to satisfy the IC condition. Thus, u becomes what it is usually known as the
cost of e¤ort, which is decreasing in u: This way, the less consumption the principal gives
to the agent, the higher the cost of e¤ort. Compensations at low levels of wealth (where
the LL restriction binds) will have to rely more on rewards, which makes the cost of the
contract higher. This determines a U-shaped cost function, a new result compared with
the RN benchmark.
2.3 Innite Horizon Model
In this section we extend the previous model with risk averse agent to a innitely
lasting dynamic model. Figure 2.4, shows the structure of the dynamic model. This is
very similar to Figure 2.1, we have highlighted the changes: now there are multiple periods
and in each of them the agent is required to invest (an action which is not observable).
The Agent
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Figure 2.4: Timing of Contracting: Multiperiod Model
There is a risk averse representative agent with a utility function u(c), depending on
consumption (c), satisfying:  u
00
(c)
u0(c) non increasing in c and the following inada-type con-
ditions (limc !0 u0(c) = 1 ,limc !1 u0(c) = 0); limc!1 u(c) = supu and limc !0 u(c) =
 1): As explained in the previous section this implies that the trivial LL restriction c  0
never binds. For all practical purposes, the utility function is assumed to be CRRA with
  1.
The utility function is assumed to be time separable à la von Neumann Morgen-
stern. There is a unique discount factor represented by : The agent is innitely lived and
her expected lifetime utility is given by:





The factor (1   ) indicates that the utility is normalized: it is measured in "per
period" terms.
The agent is endowed with a technology that a¤ects output (Y ), using action I 2
= = IH ; IL	 ; at the beginning of every period (that we interpret as investment). There
is asymmetric information: action I can be observed only by the agent. Output, which
is perfectly observed at the end of every period, is a random variable that can take two
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values, high and low. The probability of a the high state given that the agent undertook
action IH and IL is represented by p = Pr(Y = Y H j IH) and ep = Pr(Y = Y H j IL),
respectively, with p > ep: Let Y e = pY H + (1  p)Y L be the expected output per period if
investment IH is chosen. Let fY e = epY H + (1  ep)Y L be the expected output per period
if investment IL is chosen.
The agent receives transfer Tt from the planner in every period t. The utility of the
agent in every period is given by u(Tt   It): If It > 0, then the hidden action represents
investment, prevention, etc. If It < 0, then the hidden action can be seen as a criminal
activity or an action with negative externality.
Before entering the contract, the agent receives a exogenous initial wealth of S0=(1 
) > 0.
The Principal
The Principal is a risk neutral and innitely lived agent that maximizes expected
discounted prots and operates in a competitive environment, managing loans to rms
and deposits from agents. The principal has access to external capital markets at xed
rate 1
1  , which in turn is its discount rate.
An important condition in this model is that there is full commitment both from
the point of view of the agent and the principal. Both of them have the chance of not
engaging in the contract. But once both parties decide to enter the contract, they are
bound to remain together. This rules out the exogenous emergence of limited liability
in the form of limited commitment. Another relevant feature is that the agent cannot
secretly accumulate assets.
The following assumption ensures that the problem is both interesting enough and
analytically simple.
ASSUMPTION 1: The planner chooses a constant level of e¤ort to be imple-
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mented by the agent. The agent, however can deviate from the plan in every period.
Assumption 1 (A1) simplies the solution of the model by allowing an easier use of
the Grossman and Hart (1983) approach, linked to the study of the optimal cost function,
which is useful to analyze the features of the solution4. In this problem, the rst stage
involves the computation of the optimal cost function for IL and IH : The second stage
compares if it is preferable to pick high investment or low investment.
Note that this assumption implies that the incentive compatibility constraint is
always binding for the case of high e¤ort (see Lemma 2), and never binding in the case of
low e¤ort. Thus, the second stage consists of comparing the advantages of investing high
with higher return but higher contracting cost (due to moral hazard) versus picking a low
level of investment with low return but a rst best cost function. At the end of section 4,
we further discuss this assumption.
Thus, the Principals problem is minimizing the total cost of the contract (the
budget) subject to the participation of the agent (the IR constraint) and the voluntary
selection of the high level of investment by the agent (the IC constraint):








U0  V0 (2.7)
I 2 argmaxUt for all t (2.8)
4This assumption implies that higher investment delivers higher return in levels. It does not say
anything about the "rate " of return. Thus, this assumption is consistent not only with constant or
increasing returns to capital but also with technologies with decreasing returns to capital, but in the
pre-steady state stage, as it is the case of developing economies.
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Note that S0; Y st ; I are given and constant; therefore they do not form part of the
relevant objective function. The minimization is undertaken by choosing the the state
contingent level of consumption in every period.
The main parameter in this problem, the lifetime promised expected utility at
t = 0 (V0) will be determined endogenously, following an equilibrium approach5. Given
that the Principal is a benevolent planner, P (V; I) = Y e + S0   I   C(V; I) = 0,
where P (V; I) and C(V; I) denote optimal principal value function and cost function,
respectively. Therefore V0 is the solution to the following equation:
C(V0; I) = Y e   I + S0 (2.9)
In order to select the level of investment, the benevolent Principal then compares
the implicit V0 for each and picks the level of investment consistent with the highest
reservation utility for the agent. This is the second stage of the Grossman and Hart
approach.
2.3.1 Recursive Representation
The optimal cost function can be found using the tools of dynamic programming,
after reaching a recursive representation.
The cost of consumption plan can be represented by state dependant transfers T in
each period. In order to get convexity in the objective function, we follow the convention of
choosing utilities instead of transfers as control variables (in order to exploit the linearity
of constraints), dening h() = u 1() and u = u(T  IH); eu = u(T  IL): Thus, the optimal
cost function is given by:
5An alternative assumption would be to set V = u(S), representing the autarky level of average utility.
This case leaves some rents to the principal and, therefore, a¤ects the distribution of resources. However,
this assumption does not change the qualitative results of the model.
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C(V ) = min
fu;W;Wg
(1  )h(u) +  pC(W ) + (1  p)C(W ) (P3)
The constraints take the form
(1  )u+  pW + (1  p)W  = V (2.10)
(1  )u+  pW + (1  p)W   (1  )eu+  epW + (1  ep)W  (2.11)
Where W and W are the continuation (average) lifetime utilities in next period in
the good and bad states, respectively. The state variable is V 2   (the state space). The
existence of commitment ensures that after t = 0, the IR constraint becomes the Promise
Keeping condition (PK) and is, therefore, binding. For each V in the equilibrium path it
is possible to nd a solution to P3,

u(V );W (V );W (V )
	
; such that:
(1  )u(V ) +  pW (V ) + (1  p)W (V ) = V
The evolution of the state variable is determined by:
Vt+1 = W (Vt; Yt+1) =
8<: W (Vt)W (Vt)
if output is Y H
if output is Y L
Therefore, the optimal contract is Markovian because all that matters in every
period are the previous state variable and the last realization of the random variable:
The contract, however, encodes recursively in V , the history of past realizations ht =
fY1; Y2; :::; Ytg. Indeed, for any period t :
Vt = W (Vt 1; Yt) =W (W (Vt 2; Yt 1); Yt) = ::: = W (V0; ht)
We dropped the second argument of cost function (C(V; I) = C(V )) since I is
constant along the equilibrium path (given assumption 1). Note that the cost function is
stationary, therefore, Ct () = C

t+k() = C
() for all k 2 Z:
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2.3.2 The First Best
It is useful have the rst-best solution, where there is no asymmetry of information.
In the case of the contract that implements high investment, this is just a benchmark
because the asymmetry of information implies that restriction (2.11) is binding. In the
case of the contract that implements low investment, the rst best is the actual solution
because (2.11) is never binding.
It is a standard result that, under this framework, the optimal consumption level
is deterministic and equal in all states and in all periods.
W (V ) =W (V ) = u(V ) = V
Thus, even though there is uncertainty with respect to the outcome, the level of
compensation in each period is the same, because the residual risk is taken by the planner.
Figure 2.5 represents the rst best cost function and prot function, in a simulation
using CRRA preferences6. The shape of the optimal cost function Cfb(V ) is determined
by the concavity of the utility function: for higher levels of average utility are necessary
increasing amounts of consumption goods. The equilibrium condition determines the level
of endogenous lifetime utility in line with the solution to (2.9).
Another feature of the cost function in the rst best case, is that it is well dened
for every V consistent with c > 0:
6u(c) = c
1 
1  with  = 2:
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Figure 2.5: Cost Function: First Best
2.4 Endogenous Limited Liability
The solution of P3 for I = IH requires the denition of the set of possible allo-
cations according to the restrictions. Since the restrictions are dynamic, it can be the
case that some allocations satisfy the rst order conditions (that check marginal costs
and benets) remaining "unsustainable" at the global level. In order to deal with these
dynamic constraints it is necessary to construct a sustainable or feasible state space and,
then, use a dynamic programming algorithm to nd the solution over the that state space.
A key result emerges from this procedure: the endogenous state-space is bounded.
54
2.4.1 Endogenous State Space
In order to determine the endogenous state space we rst show that the state
variable cannot converge to  1; i.e. it is bounded. Then we use the properties of a
sequential equilibrium to characterize the equilibrium state space  :
Proposition 1 The state space for V is bounded below.
Proof. We prove this proposition by constructing one particular subset of   :
 A =

V 2 R : V  V A = u(IH   IL)	
for which there is no feasible allocation satisfying IC and PK conditions.
If, for the principal, the desired level of investment is IH , then the agent needs
to have resources of at least IH , given c  0: Therefore any combination of transfers
that leaves the agent with less than IH is not compatible with the objective function of
the principal (given assumption 1) and, therefore, not credible. This implies that any
deviation IL < IH reports current utility of at least V A = u(IH   IL).
Suppose that an agent is given promised lifetime utility v < V A (and therefore
element of A): If she decides to invest only IL to consume an extra IH   IL then in
the current period; uL  V A > v. If the low outcome occurs, in the next period she will
be punished with a expected utility w  v (If w > v;then E [w] > v and the promised
expected lifetime utility today will be v = (1 )uL+E [w] > v; which is a contradiction).
Thus, in each period the agent will be left with resources greater than IH and if she keeps
consuming an extra IH   IL, then there will be a sequence of consumption at least as big
as IH   IL and average lifetime utility, de facto, greater than u(IH   IL)  V A > v: As a
result, from the point of view of the agent, this strategy dominates the one of investing IH ,
which reports only v. In nominal terms, she will be punished with progressively smaller
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levels of future utility (satisfying incentive compatibility conditions), but those levels of
punishment will be impossible to implement and, consequently, not part of the feasible
solution :
The intuition for proposition 1 is the following. If the reservation utility for the
agent is very low, then the level of transfers is supposed to be very low. However, the level
of investment must be still the same (given Assumption 1). This forces the transfer to be
as least as high as the level of investment. If the transfer leaves too little to consume after
investment, then the agent will consider investing less and consuming more, a deviation
from the planners design. This, certainly will bring an expected punishment. However,
if the punishment implies an even smaller transfer for next period, then the agent will
have again the temptation to reduce investment and consume more, and so on. This way,
the punishment becomes a non credible threat, because the agent will be better o¤ by
consuming at the expense of less investment and will involve a violation of the IC in real
terms (even if the rst order conditions that check incentives in the margin and not the
equilibrium pathare met).
Note that Proposition 1, in practice, shows that there is an endogenous limited
liability constraint: the possibilities to punish the agent will be bounded and, therefore,
the cost of the contract will increase. Now, incentives will have to rely upon rewards, a
promise of higher transfers in the case of a positive outcome.
Thus, it is key to rule out possible deviation strategies from the state space.
This is a dynamic game where every potential promised utility has to be credible. The
equilibrium set of promised utilities (or values) has to be consistent with the PK and the
IC (which is a dynamic restriction). However, Proposition 1 describes only one example,
one particular set of lower bounds, which is not even the upper lower bound. It does not
describe the equilibrium set. This is done in Proposition 2.
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Lemma (1) ensures that the problem is well dened. The fact that Problem 3
is featured by minimization of a objective function constructed using a continuos and
di¤erentiable convex function h(u) in each period, subject to a set of convex restrictions
makes the problem well dened and its solution convex and di¤erentiable:
Lemma 1 The optimal cost function C(V ) is strictly convex and di¤erentiable.
Proof. The set   is a convex (nonempty) subset of R. Second, h(uj) is bounded
below, continuous and twice di¤erentiable and strictly convex,  2 (0; 1) by denition.
Therefore, the cost function is strictly convex and di¤erentiable (see Theorems 4.8 and
4.11 in Stockey, Lucas and Prescott (1989)).
As mentioned, the solution to Problem (P3) cannot be obtained by simply taking
rst order conditions. First, it is necessary to characterize the set of admissible allocations,
which is done in Proposition (2). Lemma (2) ensures that the IC restriction is binding.
This is a useful result because now it is possible to use both the IC and the PK conditions
as strict equalities, making easier to nd the set of admissible allocations.
Lemma 2 The IC restriction is always binding.




at a cost C(V ), where
the IC does not bind: (1 )u < p(W  W ): It is possible to decreaseW in  > 0 and
increaseW in  p
1 p (which does not change V in the PK condition) ensuring that the IC is
still satised. C() is strictly convex and W > W (because u > 0; using assumption 1),
then the total cost C(V ) = (1   )u + 
h




Therefore, the original allocation was not optimal.
Proposition 2 plays a key role in the solution of the model. It indicates that the
state space is bounded below, and that the bound can be easily computed comparing the
likelihood ratio with a measure of the degree of risk aversion.
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Proposition 2 The Equilibrium state space is characterized by   = [V min; V sup)  R
such that:
a) The upper lower bound V min must satisfy V min = W (V min); ( the level of con-
sumption associated with V min is determined by p
p
==   eu00 (c)
u0 (c) )
b) The lower upper bound V sup must satisfy V sup = W (V sup); with V sup =
limc!1 u(c)
Proof. a) Lower Bound
The PK and the IC restrictions can be written:
V = (1  )u+ p(W  W ) + W
(1  )u = p(W  W )
Combining both restrictions it is possible to get a function for V depending on c
and W






where: eu0(c) = u
Using (2.12) it is possible to solve for the minimum level of promised utility that it is
admissible according to the constraints. The control variables are the level of consumption
and the promised utility associated with the worst state. There is only one constraint:
W  V min (otherwise, if W is an admissible continuation value, then V min is not the
minimum). The problem is:















Restriction (2.13) comes from W  V min and (2.12).
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The Lagrangian is:





eu0(c)+ W   ' W   u(c)  p
p
eu0(c)
where ' is the multiplier associated with restriction (2.13).
The rst order conditions imply:





where eu00(c) = @u
@c









u0 (c) is non increasing in c,  u
00
(c)eu00(c) + u0(c)eu000 (c)  0: Therefore it is a
well dened minimization problem.
The two FOCs prove the proposition. The rst FOC indicates that the restriction
is binding, meaning W (V min) = V min:The second FOC indicates the condition to pin
down the level of utility consistent with V min.
b) Upper Bound
The PK and the IC restrictions can be written:
V = (1  )u  (1  p)(W  W ) + W
(1  )u = p(W  W )
Combining both restrictions it is possible to get a function for V depending on c
and W





Function V from (2.14) does not have a maximum, because both u(c) and 1 p
p
eu0(c)
are increasing functions. But it is possible to dene a supremum.














Restriction (2.15) comes from W  V sup and (2.14). Otherwise V sup is not a
supremum.
Since V is increasing in c the supremum is reached when c!1: V sup = limc!1 u(c):









eu0(c)i then V sup = (1   ) hu(c)   1 q
q
eu0(c)i + W <h
u(c)   1 q
q
eu0(c)i, implying that V sup is not the supremum.
c) Check Equilibrium
Parts a and b show why values outside   are not sustainable and, therefore, not
part of the equilibrium. Here we use the machinery of Abreu, Pearce and Stacchetti (APS,
1990) to ensure that all values in   are part of the equilibrium. They formulated a gener-
alization of the concept of sequential equilibrium (S.E.) values, for repeated games, based
on two concepts: factorization (every value associated with a S.E. can be decomposed in
allocations satisfying incentive constraints) and self-generation (any bounded self gener-
ating set, where every element can be generated from values in the set, is formed by S.E.
values).
Note that   is self generating because any lifetime utility in   can generate future
promised utility in   and can be generated from values in  . This can be checked using
(2.12) and (2.14): On the other hand, all the values in   can be factorized in allocations
satisfying dynamically the the PK and the IC restrictions, by construction of (2.12) and
(2.14).
Note that, using the fact that p
p
> 1; it is possible to check that the lower bound
V min is strictly greater that the element that, according to proposition 1 belongs to the
set of non implementable values: V A = u(I). Let cmin be the level of consumption that
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determines V min; then:




u(cmin +I)  u(cmin) > u(cmin +I) > u(I) = V A
An interesting feature of the denition of V min is that it is independent of the
discount factor.
As an immediate corollary of Proposition (2) it is possible to conclude that the equi-
librium state space can be reached by adding a simple restriction V 2   = [V min; V sup).
This implies that problem P3 is isomorphic to a problem with limited commitment where
there is an outside option whenever the promised utility is below V min. The closest exam-
ple, is Phelan (1995), however he uses a constant absolute risk aversion utility function
where the state space is not necessarily bounded below. On the other hand, this simple
result has a enormous e¤ect in computations. First,   can be calculated very easily using
Proposition (2). Then, it is possible to use standard dynamic programming techniques
on the equilibrium set.
Corollary 1 The equilibrium allocations

V; u(V );W (V );W (V )
	
can be characterized
by the constraints (2.10), (2.11) and
V 2   (2.16)
Proof. The set  , by construction, contains the values of V that can be factorized
by

u(V );W (V );W (V )
	
satisfying (2.10), (2.11) along the equilibrium path.
2.4.2 Dynamic Programming
Once the equilibrium state space   is computed, it is possible to use standard
dynamic programming technics, to nd the solution to P4. Using Corollary 1, the new
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problem is an extended version of P3 adding condition (2.16) that ensures that each
equilibrium is sustainable.
Cost function (P4):
C(V ) = min
fu;W;Wg
(1  )h(u) +  pC(W ) + (1  p)C(W ) (P4)
subject to (2.10), (2.11) and (2.16)
If ;  and s are the Lagrange multipliers associated with (2.10), (2.11) and (2.16),
respectively; the Lagrangian is:
L4 = (1  )h(u) +  pC(W ) + (1  p)C(W )
 H (1  )u+  pW + (1  p)W   V 
+L

(1  )u+  pW + (1  p)W   V 
  (1  )(u  uL) + p(W  W )
 L(1  p)
 
W   V min  Hp  W   V min
(2.17)















(W ) =    p




(V ) =  (2.21)
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Where  = H   L:7 On the other hand, note that according to Proposition (2),





, if any ct ! 1 in any state;
C(V sup)!1: Therefore, a continuation utilityW ! V sup cannot be part of the solution.
The following proposition describes the shape of the optimal cost function.
Proposition 3 There is a critical level of V U such that for all V > V U , the cost function
is increasing in the level of promised utility V . For all V < V U , the cost function is
decreasing in the level of promised utility V .
Proof. It is useful to dene an auxiliary problem, the unconstrained cost function,
where the principal is not obligated to provide any minimal level of utility to the agent
(or where the PK restriction(2.10) is excluded). The problem can be alternatively dened
by setting V =  1 in order to keep intact the structure of the problem.
CU(V =  1) = min
fu;W;Wg
(1  )h(u) +  pCU(W ) + (1  p)CU(W ) (P4 U)
subject to (2.11), and (2.16) and the IR restriction:







be the solution to (P4 U), which exists and is unique (based
on the strict convexity of the optimal cost function). This solution determines lifetime






The rst step is to show that V U >  1







In every period, W
U  WU  V min >  1 , using (2.16):
7The IR-PK condition is always binding, therefore it is a linear equality condition. This can be
decomposed into two inequality conditions with Lagrange multipliers H and L, without a¤ecting the
convexity of the equilibrium set.
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On the other hand, WU  WU < V sup (otherwise, the cost would be innite given
the convexity of the cost function and, therefore, not a solution to a cost minimization
problem)






 V min >  1
Similarly: V sup > 
hepWU + (1  ep)WUi  V min >  1
b) To show uU >  1







hepWU + (1  ep)WUi
Consequently :
(V sup   V min) > pWU  0
where WU = W
U  WU
The IC condition is always binding (In problem (P4 U),  = 0 in (2.18), implies
 > 0): pWU = (1  )  uUL   uU, therefore:
(V sup   V min) > (1  )  uUL   uU  0
which implies
uU >  1
Therefore there has to be some V U >  1
c) The shape of the cost function
V U is the optimal level of expected promised utility when the IR/PK restriction is
not imposed, in problem (P4 U).
If the PK is forced to bind (by imposing equality), then the solution of the con-
strained problem (P4) will be at least as costly as the solution of the unconstrained
problem (P4 U): C(V )  CU(V =  1).
If V = V U then H = L = 0:(2.21) implies C
0







in the unconstrained problem (P4 U) ensures (V ) 6= 0









If V > V U then H > 0; L = 0 .(2.21) implies C
0
(V ) > 0.
If V < V U then H = 0; L > 0 .(2.21) implies C
0
(V ) < 0.
The intuition of Proposition 3 is the following: in the lifetime utility to the agent,
(1  )u+  pW + (1  p)W  ; the second term cannot be arbitrarily small because con-
dition (2.16) restricts future punishments. On the other hand the cost of e¤ort in every
period can be represented by u which can be approximated by the marginal utility of
consumption (u = eu0(c)  u0(c)). If consumption is too small, then the cost of e¤ort is
very high. In order to satisfy the IC constraint (2.11) the expected future utility should
be very high. But the expected future utility is restricted to be greater than V . Thus, the
incentives have to rely on rewards. But rewards are increasingly costly. In the extreme
case, if c = 0, eu0(c) ! 1, W ! V sup, then the cost would tend to innite (which is
clearly not optimal): Therefore, the benet of reducing consumption in period t has to
be contrasted with the cost of higher promised utility in the future, ensuring c > 0 and
u >  1.
This way, the solution to the "unconstrained problem" delivers an optimal level of
promised utility greater than  1. Given Proposition 1, this optimal is unique as a part
of a minimized convex cost function: an increase (or decrease) in the promised utility
implies an increase in the cost. Therefore, the cost function has to be U-shaped.
Proposition 3 indicates that the optimal cost function is U-shaped. This is a direct
consequence of the generation of an endogenous limited liability constraint. For relatively
low levels of promised utility, the endogenous liability constraint is binding. This implies
that incentives have to rely more on rewards than on punishments, increasing the cost.
Figure 2.6 illustrates the non monotonicity of the cost function. There is a signif-
icant di¤erence between rst best and second best (constrained Pareto optimum) at low
levels of promised utility. Figure 2.7 shows what is behind the increase in cost: for low
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Figure 2.6: Cost Function: Second Best
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Figure 2.7: Promised Utility Next Period
enough levels of V; incentives rely more of rewards, which is costly. As a result, there is
mean reversion in expected promised utility.
2.4.3 Discussion
Assumption 1 is fundamental to reach the main results of the model, so a further
discussion about its meaning is in order. Its main implication is that it rules out that the
Planner would switch to the low level of investment only to punish. Here we will discuss
three ways to rationalize this assumption.
First, Assumption 1 can represent structural constraints. For example, it can signal
that the scale of the project for IL and IH is totally di¤erent and therefore, it cannot be
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changed once it has been selected. For instance, it can approximate the idea of choosing
di¤erent paths of development: one very intensive in capital (manufacturing) and other
that demands less investment (like agriculture).
Second, Assumption 1 can be rationalized in a more general set of cases: if the cost
of switching to low investment in order to punish is high enough then it is preferable to
tolerate the high contracting costs rather than a lower production.
To see why this can be the case, note that if the optimal investment depend on
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therefore there is low investment from then on I(W (V
0
)) = I(W (V
0
)) = IL. This is a
direct consequence of reaching a rst best solution for IL: If such V
0
exists it will be
reached almost surely (using properties of Markov chains), implying that there will be a
moment where production will be reduced permanently. Thus, a contract that includes
the possibility of switching to IL can reduce contracting costs: it is possible to impose
harder punishment and once low investment is reached, there is a rst best contract for
ever. But on the other side, there is a permanent cost derived from foregone production
in an innite number of periods. We do not parametrize a problem like this for simplicity,
but it is straightforward to see that the likelihood of obtaining conditions that support
A1 are increasing in the productivity of investment and the discount factor. In this
framework, chances of optimal condition A1 will be further increased if there is a process
of increasing productivity and/or capital accumulation (by the way a realistic feature in
the post industrial revolution world), where the cost of shutting down future production
for ever can be extremely high.
Finally, A1 can be justied on the grounds of the use of the Sequential Equilibrium
principle. According to this equilibrium concept, the strategy of switching to low invest-
ment forever, will never be a credible strategy for the Planner: it will be always preferable
to postpone the time for fully observable punishments, because this implies reducing pro-
duction forever. In this setting the condition of "full commitment" is weakened somewhat
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to allow only credible commitments from the point of view of the planner. Note that this
would not be a de facto outside option like in standard models of limited commitment,
but a restriction about the type of commitment that can be made (the planner cannot
commit to an action that will not be optimal in the future).8
2.5 Investment Selection, Credit Constraints andMar-
ket Failures
Now it is possible to pin down the consequences of endogenous limited liability.
We will use the same approach of section 2, exploiting the equilibrium condition (2.9).
This allows the selection of the optimal level of investment, which is the second stage of
the Grossman-Hart approach. This is a comparative static exercise that takes the point
of view of period t = 0.
We can also visualize the dynamic implications of the model. One of these is
related to market failures. In particular, it is possible to associate the best possible result
of a market implementation with the constraint Pareto optimal allocation. The "market
failure" is dened as the di¤erence of rst best and second best.
8If a commitment device is used in order to make punishment credible, then we are back to the second
case where the gain in the capacity to punish comes at the expense of a reduction in the capacity to
produce using the high investment technology. Interestingly, an exogenous limited liability condition (for
example due to subsistence) could work as a commitment device that forces to punish, when utility is
low enough. Again, if the cost of dowgrading technology is high enough, this exogenous limited liability
will not be binding, and our limited liability rule will be optimal for a set of parameters.
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2.5.1 Comparative Statics: Credit Constraints
Now it is possible to analyze some features of a simple model of credit in compar-
ative statics.
The main result is the existence of credit restrictions in a context of risk aversion
with unbounded utility function. This is a direct consequence of the endogenous limited
liability constraint that produces a U-shaped cost functions (see above).
To make the problem interesting, we assume that both levels of investment create
wealth and that high investment is more protable than low investment.
ASSUMPTION 2:

Y e   IH  hfY e   ILi = a > 0 and fY e   IL > 0
This implies that in a rst-best world, high investment is always preferred to low
investment. However, the rst-best solution is not feasible in the case of high investment,
given the asymmetry of information.
In the case of low investment, the incentive compatibility condition is not binding
because by construction there is no possibility to increase consumption by investing less.
In this case, the cost function is CFB(V0) = u 1(V0); and the equilibrium condition (2.9)
CFB(V0) = fY e   IL + S0 always has a solution for S0 > 0:
In the case of the second best associated with high investment, if initial wealth
is low enough there can be two solutions to (2.9), given the shape of the optimal cost
function. If that is the case, then the one that delivers higher utility is the relevant one.
Thus, from a comparative static perspective, not all of the cost function is relevant at the
start of the contract. Therefore, in period t = 0, the greater S0 the greater V:
In Figure 2.8, points A and B meet condition (2.9), indicating that they are feasible
and also are part of the value function, indicating that they are consistent with the e¢ cient
provision of incentives to induce investment IH : However, point A cannot be a Pareto
optimal allocation, since it is possible increase the utility of the agent without worsening
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the position of the principal, using the equilibrium of point B. Thus, only the fraction of
the cost function with positive slope will be considered relevant in the rest of the graphical
analyses, regarding the decision in the rst period. Given Proposition (3) it is evident
that the greater S0; the greater V:
In a world with perfect information, a good project should always nd nancing.
This, for example, would make easier and smooth the development of countries. How-
ever, under asymmetric information credit markets deviate from rst best and some good
projects are not economically feasible. Credit restrictions and limited liability are twin
concepts to explain the ine¢ ciency of credit markets. A standard result is that with
asymmetric information, the existence of limited liability may trigger credit constraints
when the agent has a utility function bounded from below. As a result, the good project
may not nd nancing.
Denition: Let S be the minimum level of wealth to make feasible the invest-
ment IH : S = minV fC()g   Y e + IH
Proposition 4 In period t = 0 If S0 < S then there is a credit restriction: high invest-
ment is not implementable and the optimal solution is choosing low investment.
Proof. There will be a contract if and only if P (V )  0 (which is equivalent
to the the budget constraint). If S0 < S then P (V ) < 0. Therefore, no transfer of
resources is economically feasible. Given assumption 2, low investment is implementable.
Figure 2.8 shows how credit constraints can be seen in this model. The horizontal
lines show the RHS of (2.9) for two di¤erent values of wealth: S is the minimum level of
wealth that makes feasible the equilibrium. Any level of wealth S0  S is compatible with
an equilibrium. Instead, for all wealth level S0 < S the source of funds (initial wealth
plus expected output) will not be enough to match the costs in terms of investment and
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Figure 2.8: Credit Constraints
consumption. Therefore there will be no resources to nance the high level of investment.
In this case, the optimal investment will be IL, which is always implementable, given
Assumption 2.
If both investment levels are feasible, for a =

Y e   IH hfY e   ILi high enough,
the high investment will be chosen. Thus, a combination of parameters a and S0 with
high enough values, ensures that the high investment level is feasible and optimal.
Note that if assumption 1 is relaxed, we should include another option: a contract
that is allowed to switch from high e¤ort to low e¤ort. As we discussed before, the
advantage of this contract is that it would reduce the cost but at the expense of reducing
also the revenues. The qualitative conclusion does not change: for high enough values of
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a and S0 choosing high e¤ort in every period is optimal.
2.5.2 Dynamic E¤ect: Market Failures
The constrained Pareto Optimal cost function for high investment is U-shaped, as
proved by Proposition 3. This implies that the size of the market failures (distance be-
tween rst and second best) increases sharply when there is a sequence of bad realizations
of the random variable Y: This is shown in Figure 2.9. As discussed, downward sloping
cost function is not relevant at the very rst period (comparative static exercise). How-
ever, after the start of the contract, that zone is part of the solution: with some positive
probability the agent will spend time there.
One important property implicit in this U-shaped cost function is the strong mean
reversion: the high cost is rooted in the fact that incentives rely on rewards at very
low levels of wealth. This means that a good realization is translated into a signicant
improvement in wealth and expected lifetime utility.
Here, the term "market failure" implicitly assumes that the market can achieve the
constrained Pareto Optimal allocation. This is reasonable under the assumptions of the
model (see Acemoglu and Simsek, 2010). However, this is not always the case (see for
example Arnott, Greenwald and Stiglitz, 1994). For instance, if the model is extended to
include multiple agents, there is space for redistributive policies in the very rst period
in order to reduce the exposure to areas of ine¢ ciency (such as in the case of Aghion and
Bolton, 1997).
2.6 Conclusions
This paper rationalizes the existence of limited liability as an optimality condition.
In a dynamic moral hazard problem with a risk-averse agent, where e¤ort and consumption
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Figure 2.9: Wealth and E¢ ciency
are substitutes, limited liability is a requirement to implement a high investment project.
In the optimal contract, when the limited liability is binding, there is a signicant failure
or deviation from the rst best allocation. This failure is expressed in the high cost of
the contract; with limited liability, incentives have to rely on rewards (which are more
expensive). The high cost of the contract, in turn, might result in credit constraints or
any other form of under-provision of e¤ort.
The limited liability condition is related to the high investment solution, which
requires high enough initial wealth and high protability of the high investment project.
For a combination of low level of initial wealth and small return of high investment, low
investment can be optimal. In this case, there is no limited liability and the agent gets
whatever can be a¤orded according to the budget constraint.
74
Thus, the model helps one to understand why limited liability condition it is so
prevalent despite the fact of being connected with signicant restrictions to the Pareto
Optimal allocation. Results are obtained under fairly general conditions and, therefore,





It is a well documented fact that poorer economies tend to show higher volatility in
their rates of economic growth (see Figure 3.1, for a cross sectional view). No developed
economy has comparable levels of volatility with respect to the typical underdeveloped
nation. There is, however, great variability in volatility among poor countries. Over time,
there is also a pattern that goes from small volatility in pre-capitalists economies (with
the exception of cycles caused by natural disasters and wars), to higher volatility in the
phase of take-o¤, and then to lower volatility in the mature stages.1
The main purpose of this paper is to present a model that explains the pattern of
volatility as a function of the level of development or initial wealth.
One rst goal of this paper is to pursue a new and simple decomposition analysis
that quanties the "functional sources" of volatility, in order to contrast the main theo-
retical models that explain volatility. In simple words, the volatility of output growth in
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Figure 3.1: World: Volatility and Development, 1970-2004
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a given country depends on the size of the standard deviation in each sector, and on the
capacity to o¤set the e¤ects of the shocks by putting the "eggs" (investment) in di¤erent
baskets (sectors) with negative comovements, in order to compensate bad luck in one
sector with good luck in other sector. We call the former, the "dispersion e¤ect" and the
latter, the "diversication e¤ect".2
Our main conclusion is that most of the volatility gap associated with development
is explained by the dispersion e¤ect. This result is remarkable because existing theoretical
models that explain the connection between volatility and economic development tend to
rely on diversication-related arguments, which in reality account for a relatively small
part of the total phenomenon.
As a matter of fact, some papers have approached this problem from the point of
view of "nancial diversication". For example, the comprehensive model by Acemoglu
and Zilibotti (1997) emphasizes that high volatility is explained by the lack of diversi-
cation in economies with insu¢ cient resources to invest in several sectors (with minimum
size requirements). An additional problem of this type of model3 is that they are based
on the assumption of a negative relationship between risk and return, at the sector or
project level, which is contradicted by data, as shown by Imbs (2007).
More recently, some papers have explored the "productive diversication" channel.4
For instance, Koren and Tenreyro (2011) develop a model based on diversication to
explain the evolution of volatility along the development path. Technological progress
2The structural relationship between volatility and development has been documented and analyzed
in detail in Koren and Tenreyro (2007), exploring the sources of volatility in a sample of 45 countries over
the period 1963-1999. Their approach is similar to ours, but they do not clearly separate dispersion and
diversication e¤ects. They emphasize the sources of volatility in terms of the origin of the shock: global
versus country specic, aggregate versus sector-specic. They conclude that the bulk of the di¤erence
in volatility is explained by country risk variations, common to all sectors. This is consistent with our
ndings, because their "country risk" is an important (though partial) part of our "dispersion e¤ect".
3Other examples are Greenwood and Jovanovic (1990) and Saint-Paul (1992).
4We borrow from Koren and Tenreyro (2011) the distinction between models of "nancial diversica-
tion" and models of "technological diversication".
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is related to increasing number of input varieties. In turn, more inputs imply greater
diversication in terms of the sources of shocks and further stability coming from potential
substitution of one input by another. Also, Krishna and Levchenko (2009) present theory
and evidence rooted in the diversication e¤ect, highlighting the relationship between
specialization and development: poorer countries tend to produce and export less complex
goods, which in turn are more volatile. They estimate that this e¤ect explains between 9
and 18% of volatility di¤erences associated with initial income. Thus, even though models
of "productive diversication" are compelling and their mechanisms can be observed in
the real world, they leave unexplained the majority of the relationship between volatility
and economic development.
The second contribution of this paper is to ll the gap and generate a theoretical
model that explains volatility through the "dispersion e¤ect", which is empirically the
most signicant one. The model is based on a principal-agent problem, where the agent is
a risk averse entrepreneur in need of a loan to nance a project and the principal is a risk
neutral bank. The main assumption in this model is the existence of asymmetric infor-
mation with respect to investment: what the entrepreneur invests is private information
and cannot be costlessly veried by the bank. The level of output (a random variable
that depends upon the investment of the previous period) works as a public (but noisy)
signal of the level of investment. This is a problem of dynamic moral hazard : incentives
are provided by using ex-post rewards (in case of a good signal) or punishments (in case
of a bad signal). What is particular in this case is that the e¤ort variable, investment, is
a direct substitute for consumption and therefore, the utility function is not separable in
consumption and e¤ort, like in the canonical moral hazard case.
Also, the model relies on the existence of limited liability constraints, which implies
that further reductions in the utility of a poor investor are bounded. This means that
the stick (punishments) does not work for poor agents and therefore leaves the incentive
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burden on carrots (rewards). This limited liability condition is endogenously determined
in a context of dynamic moral hazard. Here, we rely on the features of the solution to
this kind of problems described by Tapia (2012b). In this context, the poor investor
with insu¢ cient initial capital would try to get a loan from a bank. If she receives the
money and investment is not perfectly observable, then there will be a high benet from
deviating the resources to consumption, as a consequence of poverty. Also, she knows
that if she does not repay, there will be very little to lose (because of limited liability).
Therefore, the bank will lend the money only if the agent has a lot to win next period
(which requires output to be much larger than the loan repayment), enough to persuade
her to invest and wait for the expected revenues. Here, volatility is, at the end of the day,
an incentive mechanism representing "the carrot": for a project with a given expected
return a high output does necessarily translate into higher volatility.
This paper can be seen in connection with the literature that emphasizes the neg-
ative e¤ect of volatility on economic growth (a well accepted empirical regularity, since
the seminal paper by Ramey and Ramey, 1995). According to that view, more volatile
countries will invest less, will grow less and, therefore, will remain (longer) in underde-
velopment. Thus, volatility can be the cause of underdevelopment. We do not claim
that this is not the case, but that the e¤ect of instability on growth depends on the level
of development. Indeed, our approach is consistent with countries on a sound path of
development that are structurally more volatile than developed economies. That is the
case, for example, of Asian countries like India and China with relatively high instability
with respect to most developed countries that are, nevertheless, catching up with high and
sustained rates of growth. Similarly that has been the case of the US or other developed
countries, that today are signicantly less volatile than in the buoyant pre-WW2 period
(to use a "normalized" benchmark).
The paper is structured as follows. Section 2 shows an exercise of volatility decom-
position, highlighting the importance of the dispersion e¤ect in the relationship between
80
volatility and wealth. Section 3 introduces a simple two period model, which is a reduced
form of an innite horizon model, where an investor in need of resources to nance a
project contracts a loan with a bank. It shows how low wealth leads to more dispersion
in outcomes. Section 4 develops the full dynamic model in an innite horizon setting.
The main simplifying assumptions used in section 3 are shown to be endogenous results
in this setting. This section derives the main features of the constrained Pareto optimal
allocation (including the larger and more dispersed volatility at low level of wealth) and
check the conditions under which the banking sector can implement that result. Section
5 concludes.
3.2 Decomposing Volatility
3.2.1 Functional Sources of Volatility
Volatility is traditionally captured by the variance or standard deviation. Figure
3.1 uses aggregate data that comprises sectors and many years for each country.
If Yji is value added per worker in sector i of country j and if aji is the share of





In turn, the rate of growth of GDP per worker in country j can be expressed as a







where aj = [aj1 aj2 ...ajN ]0 is a vector of sectoral shares in country j, and Gj is a
matrix with the sectoral rates of growth in country j:
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Therefore, the variance of Gj (Vj) can be represented by:







j] is the matrix of variance-covariance ofGj: For each country j it is possible
to further decompose this matrix as a function of the matrix of correlation matrix Cj and
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where rjhi represents the correlation coe¢ cient between growth in sector h and
growth in sector i, in country j; satisfying  1  rjhi  1; and ji  0 is the standard
deviation of growth of sector i in country j:




Expression (3.1) is very useful because it allows to capture the functional sources
of variance. We identify three main components separated in two families:
1) Diversication E¤ect
 Correlation E¤ect: represented by matrix Cj; it consists of the capacity to o¤set
shocks when there are negative correlations between sectors.
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 Concentration E¤ect: represented by vector aj, it indicates that the higher the
concentration in fewer sectors, the higher the exposure to shocks.
These two e¤ects work together: for example, there is no e¤ective diversication
if two sectors are negative correlated, but a country invests only in one. Similarly, there
is limited diversication if there is no concentration (for example, production is evenly
distributed among sectors), but all the sectors have highly correlated shocks.
2) Dispersion E¤ect:
 Represented by matrix Dj.
These e¤ects are not directly decomposable because diversication and dispersion
e¤ects interact, which is clear from the multiplicative form of equation (3.1). For example,
a country can have a higher variance because of a concentrated production in few volatile
sectors.
Therefore, we cannot reach a pure decomposition into three separate e¤ects, based
on the matrices determining volatility. However, it is possible to get an exact identication
of the three pure e¤ects, plus four interaction terms. The idea is to change one matrix
at a time and leave the rest unchanged. This requires the denition of the benchmark at
which the di¤erence will be evaluated. Let V be the benchmark variance. This can be




Then, for each country j; the standardized volatility is the sum of the dispersion
e¤ect (EDj ), the correlation e¤ect (E
C
j ); the concentration e¤ect (E
a
j ), plus the interaction



















DjCjDja  V   EDj   ECj
EDaj = a
0
jDjCDjaj   V   EDj   Eaj
ECaj = a
0
jDCjDaj   V   ECj   Eaj
EDCaj = a
0
jDjCjDjaj   V   EDj   ECj   Eaj   EDCj   EDaj   ECaj
3.2.2 Data
We use the United Nations Industrial Development Organization (UNIDO) data-
base, that employs the Revision 2 of the International Standard Industrial Classication of
All Economic Activities (ISIC) at the 3-digit level, covering the manufacturing sector, for
the period 1963-2000. The database reports information of value added and employment.
Following Koren and Tenreyro (2007), we merged sectors to end up with 19 sectors
for 45 countries, including developing and developed nations. Appendix A (sections 1 and
2) lists countries and sectors.
3.2.3 Empirical Results
Our analysis is based on the rate of growth of value added per worker (G).
We use Venezuela, the median volatility country in our sample, as the benchmark
country to construct standardized e¤ects. The standardized variance is constructed as
the di¤erence between the total variance of value added growth of each country and the
variance of the value added growth in Venezuela.
Figure 3.2 gives a rst look at the main results. Panel A shows the standardized
variance of manufacturing value added with respect to the initial level of GDP per capita.
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Panels B, C and D show the pure "correlation e¤ect", "dispersion e¤ect" and "concen-
tration e¤ect", respectively. It is clear that the dispersion e¤ect shows little departure
from the total e¤ect both in qualitative and quantitative terms. The concentration e¤ect
seems to be U-shaped, as reported by Imbs and Wacziarg (2003) and Koren and Tenreyro
(2007), indicating a pattern of spreading production in a rst stage of development and
increase in specialization as the country reaches a high level of development. The cor-
relation e¤ect is positively correlated with GDP per capita, indicating that comovement
among sectors is stronger in more developed countries. This implies that diversication
is actually harder the wealthier the country. This e¤ect is statistically signicant but
economically mild. From these results it is very clear that correlation and concentration
e¤ects cannot be driving the connection between volatility and GDP percapita.
In order to quantify e¤ects, we rely upon a simple econometric model that connects
the volatility of each country with the level of initial per capital GDP.
V j = 0 + 1Y0;j + j (3.2)
where V j = Vj   V is a "standardized volatility":We assume that (3.2) is a valid
specication, and the parameter 1 represents the e¤ect of initial wealth on volatility. Our
goal is to explain the transmission mechanism from initial wealth to volatility, therefore
we are interested in knowing the e¤ect of wealth on each component of volatility. Note





with k 2 K = fD;C; a;DC;Da;Ca;DCag
Therefore we can decompose the total e¤ect of initial wealth on volatility as
follows5:
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Equation (3.5) estimated for each k 2 K is useful to understand how every
component of volatility is capturing the e¤ect of wealth.
Table 3.1: Decomposition of the E¤ect of Initial Wealth on Volatility
(a) (b) (c) (d) (e) (f) (g) (h)
ED EC Ea EDC EDa ECa EDCa V 
Y0  1:51 0:69 0:02  0:04 0:09  0:05  0:07  0:85
(0:30) (0:13) (0:03) (0:12) (0:07) (0:05) (0:04) (0:26)
R2 0:36 0:39 0:01 0:002 0:04 0:02 0:058 0:20
Constant not rep orted , SE in parenthesis. In itia l GDP, m easured in logs.
Volatility was standard ized using the m edian volatility if the sample (Venezuela) as a b enchmark.
Table 3.1 shows the estimation of equations (3.5) in columns (a)-(g). The total
e¤ect, equation (3.2) is in column (h). Only two components of volatility are statistically
and economically signicant: the pure dispersion e¤ect (column a) and the pure corre-
lation e¤ect (column b). In line with Figure 3.2, the former is negative (initial wealth
decreases volatility due to dispersion) and the latter is positive (initial wealth increases
volatility due to the correlation matrix associated with income). The pure concentration
e¤ect and the cross e¤ects contribute very little to the nal value of b1: The overall con-
tribution of diversication to volatility is positive, which is a very strong result against
models that try to explain volatility according to either nancial or technological diversi-
cation arguments.6
6It can be said that diversication molify rather than explain the negative e¤ect of initial wealth on
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Note that this exercise is based on an exact decomposition of the standardized
volatility (equation (3.3)) and the exact connection between the total e¤ect of initial
wealth (b1) and the partial e¤ects (bk1 for all k), given by equation (3.4). Therefore, ifb1 is a reliable estimate of the e¤ect of initial wealth on volatility, the decomposition of
this e¤ect into the di¤erent channels (components of volatility) is precise. Two potential
problems in this exercise are related to, rst, the construction of decomposition (3.3)
which is sensitive to the benchmark used for the standardization and, second, the
quality of equation (3.2). In order to deal with them we tried di¤erent benchmarks and
di¤erent functional forms, with no signicant changes in the conclusion: dispersion e¤ect
dominates the explanation of the negative relationship between volatility and initial GDP
(see appendix A.3 for some examples).
To understand how the deviation e¤ect works, Table 3.2 shows standard deviation
for the poorest 20% of countries and the richest 20% of countries in our sample, for
each sector. In every single sector poverty determines signicantly more volatility (more
than 150% on average). Of course, if all sectors show such a gap in volatility associated
with initial income, then the space for diversication is very limited, in particular via
"concentration": in a typical poor country it is not possible to escape to a low volatility
sector. If, in addition, there is little space for o¤setting e¤ects, then the aggregate volatility
has to be high.
In summary, the three main results in this section:
1) The bulk of the negative relationship between economic development and volatil-
ity is explained by the dispersion e¤ect.
2) The diversication e¤ects explain a much smaller part of overall variance. More-
volatility. In a standard volatility accounting analysis, with some components having such a negative
contribution, the interpretation can be confusing. This is why we present the accounting in terms of b1.
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Table 3.2: Standard Deviation Per Sector
Sector Poorest 20% Richest 20% Di¤erence
S1 0.197 0.096 0.101
S2 0.193 0.097 0.096
S3 0.258 0.097 0.161
S4 0.379 0.126 0.253
S5 0.296 0.101 0.195
S6 0.309 0.123 0.187
S7 0.293 0.096 0.196
S8 0.254 0.120 0.135
S9 0.245 0.102 0.143
S10 0.202 0.122 0.080
S11 0.234 0.109 0.125
S12 0.279 0.104 0.175
S13 0.244 0.095 0.149
S14 0.419 0.135 0.284
S15 0.212 0.088 0.124
S16 0.278 0.096 0.182
S17 0.279 0.113 0.166
S18 0.363 0.107 0.256
S19 0.309 0.103 0.206
Mean 0.276 0.107 0.169
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over, their connection with GDP percapita is not negative, therefore, theories based on
diversication e¤ects to explain a negative initial wealth/volatility pattern are not in
line with evidence. The "concentration e¤ect" is U-shaped with respect to output per
capita (and not a signicant net e¤ect overall) and the "correlation e¤ect" implies a pos-
itive relationship between economic development and volatility. This is a novel nding,
that might reect the economic integration of developed economies versus the productive
segmentation of poor countries.
While these results tend to lend little support to the theories of (nancial and
technological) diversication, it is important to highlight that there can be an aggrega-
tion bias in our ndings: there can be diversication e¤ect within sectors, something that
we cannot study in our database. Actually, Koren and Tenreyro (2011) talk about pro-
ductive diversication within the rm. However, an increase in the relative importance
of diversication-based explanations of volatility is unlikely to eclipse the fact that the
"dispersion e¤ect" is a key determinant of the di¤erence in volatility between rich and
poor countries. In the next section, we introduce a model that addresses this particular
channel.
3.3 A Model of Dispersion: Two-period Case
In this section, we introduce a model that explains how volatility is inuenced
by the wealth of the entrepreneur, at the project level. This gives us the exibility to
interpret the results as a sectoral volatility based on any degree of disaggregation. To
emphasize the mechanism, we use a two period model of banking, where a bank and a
entrepreneur agree on a debt contract in a fairly restricted environment (standard debt
contract, no collateral, no savings, etc). The basic assumption (A0) is the existence of a
market mechanism in the allocation of credit. We will keep this in the rest of the paper.
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This model is a reduced form of an innite horizon model. Therefore, we use
assumptions (A1 and A2) that mimic the conditions of a multiperiod environment. These
are referred to a monotonic relationship between wealth and utility and the existence
of a limited liability condition. These are not innocuous and therefore, the outcome of
this model is not necessarily a constrained Pareto Optimal allocation. We left for section
4, that presents a more complete version of the model embedded in a fully dynamic
environment, the justication of those conditions, which become a result.
3.3.1 One Sector Model
There is a risk neutral banker and a risk averse entrepreneur (or investor). The
investor has a project that requires investment I in period 1, which is not observable.
The project can result in two possible results: success (with high output Y H) or failure
(with low output Y L) in period 2. The probability of success depends on investment: if
investment I is undertaken the probability of success is p: If, instead, no investment is
undertaken, then the probability of success is ep < p: Investment also determines expected
output: if investment I is undertaken, then expected output is Y e = pY H + (1  p)Y L: If
no investment is undertaken then expected output is fY e = epY H + (1  ep)Y L < Y e:
In this framework, the standard deviation of output at the project level ("dispersion
e¤ect") is determined by the di¤erence between high output and low output Y = Y H  




So far, this is standard in a moral hazard problem. In addition, we follow Stiglitz
and Weiss (1981) by not restricting the volatility of the project to take a unique value:
for a given distribution determined by the investment level (in terms of expected output
7Here there is output only in period 2, so there is no growth in output.
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Figure 3.3: Example: Investment Levels and Dispersion
and probability of success) it is possible to choose among di¤erent levels of Y H ; Y L: An
example can be seen in Figure 3.3, for two levels of investment and a continuum of mean-
preserving values for Y .
Thus, we have included more exibility in the contract. Note that if the agent
present a project with required investment I , expected output Y e and possible scenarios
(Y H , Y L). The bank can observe output, and consequently there can be a contract
over its variability. Typically, the bank will make sure that the level of output in the
good state Y H is high enough to, rst, cover the repayment and, second, leave resources
for consumption that make credible the participation of the agent investing I (incentive
compatibility condition). One alternative to model this is to allow the investor to pick the
volatility of the project but give the bank the right to reject it if it is too risky or if the
cashows in the good state are too mild. This is equivalent to give all the power to select
the volatility of the project to the bank, so we keep this latter interpretation. Besides, we
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emphasize a market-based allocation framework, expressed in the following assumption.
Assumption 0 (A0): There is a market mechanism in the allocation of credit.
The Bank lists interest rates based on the observable characteristics of the creditworthy
entrepreneur and the entrepreneur chooses the amount of the loan.
A0 gives the interest rate the properties of a price. After introducing the model, we
prove in the Appendix A.4 that this condition clears the market even with respect to the
supply of credit that the bank would issue in the case where this assumption is relaxed.
In other words, this assumption does not a¤ect the prot function of the bank: it just a
way to implement the optimal credit policy.
If A0 is not imposed, then the bank will have to rely on quantitative credit restric-
tions. With A0, instead, credit constraints are compatible with Assumption 0 only if they
are imposed only to non-creditworthy entrepreneurs.
If there is a market-based mechanism of allocation of credit, then the bank o¤ers
interest rates R and dispersion Y depending on observable characteristics of the lender
(here, initial wealth and required loan). It is easy to check that if there is a contract over
dispersion Y or high output Y H , and incentive compatible loan agreement to induce I
and generate expected output Y e, this also determines Y L: As a convention, we will use
Y L as a control variable for the bank.
The agent, in turn, is endowed with ows S1 and S2 in periods 1 and 2, respectively,
with S1 < I: She asks for a loan B and decides on investment I in order to maximize
her utility, subject to budget constraints. Both the bank and the entrepreneur have a
discount factor : Note that the contract has to be incentive compatible not only in I (the









pu(cH2 ) + (1  p)u(cL2 )

subject to S1; S2; R, Y L
Where:
c1 = S1 +B   I (3.6)
c2 = S2 +max fY  RB; 0g (3.7)
Note that the structure of the nancial market is extremely simple. There is no
collateral, there is no access to risk-free saving, etc. None of these are fundamental
assumptions, the main results hold in a more exible setting, as explained in section 4.
Moreover,we will introduce further structure: we will base the rest of the analysis on the
case where the low output induce to default, Y L < RB. Again, this is not crucial: it
allows to compare the cases of projects where the volatility is high enough to produce
default.
cH2 = Y
H  RB + S2 (3.8)
cL2 = S2 (3.9)
The bank has to design an incentive mechanism in order to maximize prots.
Traditionally, there are two restrictions. First, the bank has to ensure that the agent
receives at least utility V (participation constraint or individual rationality constraint).
Here, V is given by the consumption of the endowments in period 1 and 2:
V = u(S1) + u(S2)
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Second, the bank has to take into account that some determinants of the prot, the
size of the loan and the actual investment, will be optimally chosen by the agent (incentive
compatibility constraint). In other words, the bank will dene the contract based on the
reaction functions of the investor, derived from optimality conditions.
Bank Problem:
P0(V ) = max
fR;Y Lg
 B +  pRB + (1  p)Y L (B0)
subject to consumers problem:
U(S1; S2; R; Y
L)  V (3.10)
B; I 2 argmaxU(S1; S2; R; Y L) (3.11)
Now we turn to the problem of analyzing the e¤ect of wealth on the volatility of
output. Suppose there are two agents, a and b, equal in all respects, but di¤erent level of
initial endowment in period 1 (both less than the amount of investment) Sb < Sa < I. In
period 2, both are entitled a endowment S2 (that generates a limited liability condition).
Clearly, the level of reservation utility for the wealthier entrepreneur is greater than
the level of utility of the poorer entrepreneur.
V a > V b
In order to pindown the restriction (3.11) in the banks problem, lets focus on
investor i (for i = a; b), who has to choose Bi, I in order to maximize:
U(Si) = u(Si   I +Bi) +  pu(Y H;i  RiBi + S2) + (1  p)u(S2)
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subject to Si; Ri, Y H;i
The rst order condition with respect to Bi is:
u
0
(Si   I +Bi) = pRiu0(Y H;i  RiBi + S2) (3.12)
Given that investment is discrete (taking values I or 0, only), the associated opti-
mality condition is:
u(Si +Bi)  u(Si   I +Bi) = p u(Y H;i  RiBi + S2)  u(S2) (3.13)
These optimality conditions (3.12) and (3.13) will restrict the decision from the
bank, as explained before. In fact, the main qualitative features of the optimal contract
will be determined from these two equations. Given the key role of equation (3.12), it is
convenient to comeback to A0, to assess its validity: Is the bank giving up to some power
by allowing the creditor to choose the size of the loan? The answer is no, A0 does not
restrict the ability of the bank to maximize prots; it only determines a decentralization
mechanism (see appendix A.4).8
The binding limited liability is important to determine that equation (3.9) holds, in
line with the simple version of the model. Also it implies that Y L < Y e < Y H otherwise
there will be no default.
Now, we explore the features of the solution. Two further assumptions will be
crucial to construct a reduce form. These are meant to bring features of a multiperiod
problem without the cost of a more complicated setting (explained in the next section).
8Implicitly, we assume that the bank monitors joint deviations in B and I. This can be done by
imposing an upper bound in the set of admissible loans, which is an observable variable. We are not
including this part of the problem explicitly, ir order to save notation.
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Assumption 1 (A1): the entrepreneur will be ensured the reservation
utility (exactly) to participate in the contract.
This means that restriction (3.10) is met with equality. This is typically an optimal
result in moral hazard problems. Here it is not a result because e¤ort (investment) and
consumption are perfect substitutes, so this assumption is not innocuous. The interpre-
tation is that the bank will work within a system where more wealth always implies more
utility.
Assumption 2 (A2): Limited Liability
c1  c1
where c1 is the solution to the following equation.
u
0





In practical terms, A2 establishes a lower bound in total utility or limited liability
constraint (given that the consumption in period 2 is also bounded below). In the next
section we will explain this condition as an endogenous feature of an extended model. For
now, this can be justied, as a subsistence level of consumption.
Based on assumptions 1 and 2, it is possible to obtain a clear characterization of
the optimal contract.
Remark 1: A1 implies that the level of utility of the agent can be written (using
the individual rationality constraint and the incentive constraint associated with invest-
ment):
V = u(c) + [u(c+ I)  u(c)] p
p
+ u(S2)
Remark 2: Remark 1 and A2 imply that there is a positive relationship between





Thus, we have reached the main implication of A2: the agent with the higher level
of initial wealth will have higher consumption in the rst period.
Remark 2 also implies that for any given marginal change in consumption the utility
of the poorer agent will be more sensitive than the utility of the wealthier agent. In other
words, the cost of e¤ort (giving up to units of consumption in favor of investment) will
be larger for the poorer agent:








u(Y H;a  RaBa + S2)  u(S2)

Therefore it is possible to conclude that the consumption in the high state will be










2 and condition (3.12) imply:
Rb > Ra (3.14)
The higher interest rate for poorer agents has been documented by numerous stud-
ies (see Banerjee, 2003). This e¤ect, that in this model comes from market principles, is
translated into higher volatility, as stated in the following Lemma.
Lemma 3 Using A0-A2, volatility of output is increasing in the loan interest rate R.
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Note that from the point of view of the entrepreneur Y H ; R and I are given. This
implies that for a given V , the only possible change in AH is with respect to A.Indeed:
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B > 0; and @R
@V
(under A0-A2), so the result follows.
Using Lemma 3 and (3.14), it is clear that Y H;b > Y H;a. Given the fact that Y e is
common for the two entrepreneurs:
Y b > Y a
The previous analysis is the proof of the main result of the paper, stated in a two
period model.
Proposition 5 Given A0, A1 and A2, if the level of initial wealth of agent a and b is
such that Sa > Sb then the banking contract implies that Y b > Y a
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Thus, the volatility of output works as an incentive device.
The intuition of Proposition 5 can be seen as follows. In a world of symmetric
information, there is no contingent ows in the second period. The risk neutral agent (the
bank) will take all the risk. Instead, with asymmetric information, the ow of resources
has to be contingent with respect to results: rewards if output is high and punishment if
output is low. In the case of unobservable investment, incentives are harder to provide
when the agent is poor. For a poor agent, the best case scenario has to be a signicant
improvement. Since she is already poor and close to the subsistence level of consumption,
if things do not work well she has little to lose. Therefore, the reason to give up to some
resources today and, instead, invest them has to be an sizable reward if output is high.
This is what is behind the incentive compatibility condition.
But, a signicant improvement in case of success, implies a high interest rate for
a risky project (this is what equation (3.12) says), which will erode a signicant part of
revenue. This means that the output in the good state (Y H) has to be particularly high in
order to, rst, allow the loan repayment and, then, nance a considerable reward. With
a xed expected output (mean-preserving projects), this translates into higher volatility.
3.3.2 Credit Constraint: Low Output, Autonomous Volatility
One important point is that the bank sometimes might not be interested in partic-
ipating of the contract (we call this credit constraint). This would happen if the expected
prots are negative. We postpone a more detailed discussion of this case until the next
section.
If there is a credit constraint the agent will not be able to undertake investment
I and their consumption will be given by the basic endowments S1 and S2, in periods 1
and 2 respectively:
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Therefore, output volatility becomes the volatility of endowments. In our simple
model, endowments are known and their volatility is related to the di¤erence between S1
and S2: Without further assumptions about the process of endowment is hard to draw
more conclusions. However, this is the typical case of pre-capitalist societies and it is
likely to be the case in very poor economies.
3.3.3 Discussion
Up to this point the analysis is based on a very simple model, built upon assump-
tions A1 and A2. As emphasized, these assumptions are meant to provide conditions to
simulate a more complete model: it turns out that if we extend the model to an innite
horizon setting, requiring the agent to invest in every period, the conditions that here
are labeled as assumptions A1 and A2 become endogenous results, and consequently the
main arise very naturally.
A preview of the reasons is in order. With respect to A1, in an innite horizon
model, history should matter: if the agent does not receive exactly what she was promised,
then the value of the previous contract is lost. For instance, if an agent with a low
wealth receives extra transfers to increase utility beyond its reservation value, then some
punishments are not credible anymore, which increases the cost of the contract (because,
incentives will have to rely on rewards). With respect to A2, if the game is repeated,
there are strict requirements of intertemporal consistency: after the relationship starts
there is no initial period and no nal period; therefore, the positive relationship between
wealth and consumption must hold. This is possible only if consumption is not too low.
Thus, A2 and the existence of a limited liability condition are part of the same result. We
reach this condition exploiting the machinery developed by Abreu, Pearce and Stacchetti
(1990) to describe the solution of sequential equilibrium in dynamic games.
Another potential problem is that we have based our analysis on a very restricted
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model with only one nancial instrument, debt. In the next section, we extend the model
in order to see what happens under a more complex set of nancial products.
Finally, the analysis does not say anything about cross sectional variability across
sectors in a given country and across countries with a similar level of wealth. At the end
of section 4, we discuss how to extend our simple one-sector model to understand these
patterns.
3.4 Innite Horizon Model
In this section we extend the previous model in two directions. First, we go from a
two period model to an innite horizon framework. This is crucial because it allows the
endogenous generation of the conditions treated as assumptions A1 and A2 (in section
3). Second, we include a richer nancial framework with more instruments: risk-free
debt/deposits, equity investment, risky debt, collateral. This is not key from the point of
view of the main results, but it gives a clearer idea of how the implementation mechanisms
work in the real world.
3.4.1 One Sector Model
The Entrepreneur
In the model there is a risk averse representative entrepreneur (or investor) with




in c and the following inada-type conditions (limc !0 u0(c) = 1, limc !1 u0(c) = 0) and
limc !0 u(c) =  1: For all practical purposes, the utility function is assumed to be
CRRA.
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The utility function is assumed to be time separable à la von Neumann Morgen-
stern. There is a unique discount factor represented by : The agent is innitely lived and
her expected lifetime utility (measured in per period terms, at period ) is given by:





The factor (1   ) indicates that the utility is normalized: it is measured in "per
period" terms.
The entrepreneur owns a technology that produces output (Y ), using investment
(I) that fully depreciates within the period. In the rst period, the project start with a
xed amount of investment Ij, with j 2 fH;Lg : There is asymmetric information because
the investment level can be observed only by the entrepreneur. Investment a¤ects the
distribution of states (s) in the second period, assume to be either high (H) or low (L),
s 2 fH;Lg. The probability of a the high state given that the agent undertook action IH
and IL is represented by p = Pr(Y = Y H j IH) and ep = Pr(Y = Y H j IL), respectively,
with p > ep:
In addition to the size of the project the entrepreneur can dene its volatility
Y = Y H   Y L: Following the tradition of Stiglitz and Weiss (1981), for each level of
investment there is a set of mean preserving projects that can be chosen by the agent.
However, this is a more exible choice because it does not tie variance and return. On
the other hand, in this case the volatility is not a hidden choice: it can be completely
determined by the bank if the desired level of investment is induced. See Figure 3.3.
The investment project can be nanced using stock (A) and debt (B), with I =
A + B. The rm borrows from a bank at interest rate Rt. The standard debt contract
species that in t+1 the rm should repay RtBt, unless she declares bankruptcy. In that
case, she is expropriated collateral (Col) plus output (Y L).
Thus, the rms gross prot is dened:
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st = max fY st  Rt 1Bt 1; Colt 1g




Before entering the contract, the agent receives an exogenous initial wealth of
S0=(1  ). The agent has access to capital markets via the trading of one-period bonds
(D). She can save (D > 0) or borrow (D < 0) at a risk-free interest rate ft : Also
(and after the decision about D) the entrepreneur can invest in risky stocks of the rm
controlled by her A: The entrepreneur deposits resources At in stocks expecting state
contingent return st in the next period. In this setting, the rm can default but not the
entrepreneur. This is not a crucial assumption, it is just a modelling option that simplies
the algebra. It implies the use of the limited liability principle. Indeed, here there is a
relative limited liability at the level of the rm: unless there is collateral not covered by
Y L the bank cannot expropriate the assets of the entrepreneur.







  At  Dt (3.15)
One way to read (3.15) is that in every period the agent receives wealth Sst =
st 1At 1 + 
f
t 1Dt 1 and then consumes what is left after investing A in risky equity and
D in a risk free account.
This is analogous to equation (3.6), but now the agent also has the option to save
in a risk free account.










Here, we rely again on Assumption 0. We extended it trivially, however, to allow
a market mechanism not only for loans but also for deposits. Thus, the entrepreneur
selects of I; B (and therefore A); and D in every period in order to maximize her lifetime
expected utility (Ut) subject to the budget constraint (3.15).
The entrepreneur is committed to stay in the contract but the decisions have to be




subject to R; ; St; Y L and (3.15)
The Bank
The Bank is a risk neutral and innitely lived agent that maximizes expected
discounted prots and operates in a competitive environment, managing loans to rms
and deposits from agents. The bank has access to external capital markets at xed rate
1
1  , which in turn is its discount rate. For all practical matters, it can be assumed that
it is a foreign bank.
An important condition in this model is that there is commitment both from
the point of view of the entrepreneur and the bank. Both of them have the chance of
not engaging in the contract. A particular, case of interest is when the bank is unwilling
to lend at any rate of interest, which is credit rationing. But once the bank and the
entrepreneur decide to enter the contract, they are bound to remain together.
The bank problem (dened by P1) is to maximize the sum of discounted ows
dened by a bank contract:
Ft = min fRt 1Bt 1; Y st + Colt 1g   ft 1Dt 1 +Dt  Bt (3.16)
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The bank is subject, rst, to a participation constraint or individual rationality constraint
(IR): the entrepreneur has to be given at least utility V0 to participate. Secondly, the bank
is subject to the conditions of a market: the bank chooses interest rates, volatility of the
project and collateral; the agent observes them and decides the size of deposits, loans,
investment. Therefore, the bank incorporates the reaction function of the agent as a
restriction.9
Finally, the e¤ort or unobservable investment is an important determinant of the
objective function. The bank will be able to increase the probability of repayment if
the agent opts for the high investment level. Thus, the bank will induce this high e¤ort
level by including an incentive compatibility constraint, typical of problems of asymmetric
information.
The following assumptions ensure that the problem is both interesting enough and
analytically simple.
Assumption 3 (A3): It is always optimal for the bank to induce the high level
of investment:
Assumption 3 mirrors the fact that rms choose projects and have to stick to them
for a long period of time. In the model, upward deviations are possible but not protable.
Downward deviations are also possible, unobservable, and therefore the source of the
incentive problem.
On the other hand, A3 is equivalent to assuming that the selected e¤ort is always
preferred to any lower e¤ort, as it is standard in moral hazard problems. This assumption
simplies the solution of the model by allowing the use of a variant of the Grossman and
9Here, again we are implicitly assuming that the bank also sets a borrowing limit Bt in every period, in
order to avoid joint deviations in investment and bank credit. Note that the selection of bank credit takes
place after the selection of savings, so no additional sources of deviation are expected in equilibrium: if
the agent decides to deviate D, the bank will update the loan contract to preserve incentive compatibility;
the agent anticipates the banks reaction function and, therefore, has no incentive to deviate.
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Hart (1983) approach,10 linked to the study of the optimal cost function, which is useful
to analyze the features of the solution.11 A3 is partially relaxed in section 4.5, by allowing
the case of no contract.
From the point of view of the analysis of volatility, Assumption 3 is very convenient
because if investment is xed, so is the rate of expected output. Therefore, any change in
volatility is independent from the return of investment. This is in contrast with models
where there is an intrinsic relationship between high risk and high return to the project
level (such as in Acemoglu and Zilibotti, 1997 or Greenwood and Jovanovic, 1990).
Thus, the Banks problem is:
The Banks problem (P1):










U0  V (3.17)
Bt; Dt; It 2 argmaxUt for all t (3.18)
Where Ft is the ow of resources in period t, dened in (3.16). The main parameter
in problem 1, the lifetime promised expected utility (V0) will be determined endogenously,
following an equilibrium approach, described below.
10The Grossman and Hart approach species two steps. First, dene the optimal contract for all the
possible levels of e¤ort. This is useful to dene the basic incentive structure, in generic terms. Second,
select among them, the most protable.
11This assumption implies that higher investment delivers higher return in levels. It does not say
anything about the "rate " of return. Thus, this assumption is consistent not only with constant or
increasing returns to capital but also with technologies with decreasing returns to capital, but in the
pre-steady state stage, as it is the case of developing economies.
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It is worth emphasizing that a bank model (with a state independent repayment in
the good states) with limited liability (with payments constrained to output in the bad
states) is a very particular form of setting a problem of this sort. We have ruled out, for
example, the existence of instruments with multiple maturities.
We will solve problem (P1) by using constrained Pareto optimal solution. This is
convenient because, it forces us to look for the optimal combination of instruments.
Using (3.15) it is possible to dene the ow of new borrowing/savings as a function
of consumption and initial wealth:
 Bst +Dst =  cst   I +max fY st  Rt 1Bt 1; Colt 1g+ ft 1Dt 1
As a result, the intra period prot function for the bank (from the objective func-
tion) is given by:
min fRt 1Bt 1; Y st + Colg   ft 1Dt 1 +Dst  Bst = Y st   cst   I (3.19)
The RHS of (3.19) represents the net total surplus of the contract.
At this point, it is useful to dene the constrained Pareto Optimal Problem (P2):
Constrained Pareto Optimal Problem (P2)
Given that the zero prot condition for the competitive banking sector, the con-
straint Pareto optimal allocation can be obtained either maximizing the utility of the
agent subject to the budget constraint and incentive constraint or by minimizing the net
cost of providing some level of lifetime utility to the agent. This latter approach is chosen
in P2:
P2(V; I) = min
fctg
[ S0   Y e + C(I) + I] (P2)
subject to
108
U0  V (3.20)
I 2 argmaxUt for all t (3.21)
where C(I) = (1   )E0
P1
t=0 
t ct j It = I

. On the other hand, S0; Y e; I are
given, therefore the minimization is undertaken by choosing the the level of consumption.
The following proposition is going to be key in the solution of the model. Finding
the solution to the constrained Pareto optimal (the solution to P2) is easier than to nd
the solution to P1. Thus, if we can nd a way to implement the solution of P2, then this
is also a solution to P1.
Proposition 6 A solution to P2 is a solution to P1 if it can be implemented.
Proof. First, note that the objective functions of P1 and P2 are the same. The
normalized intertemporal aggregation of the LHS of (3.19) is S0 + Y e   C(I)  I:
Second P1 it is more constrained in terms of the instruments: both of them share
the IR restriction and the IC restriction associated with investment. But P1 is also
restricted by the optimal choice of loans and deposits. Therefore P 2(V )  P 1(V ). There-
fore, if a sequence of consumption fcstgt2N;s2S that solves P2 can be represented by a














(3.18), then this is also a solution to P1.
In the next subsection, we address two issues: how to nd the solution to P2 and
how to implement it.
Note that S0; Y e; I are given and constant; therefore they do not form part of the
relevant objective function. The minimization is undertaken by choosing the the state
contingent level of consumption in every period.
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Given that the Principal is a bank working under competition, P (V; I) = Y e +
S0 I C(V; I) = 0, where P (V; I) and C(V; I) denote optimal principal value function
and cost function, respectively. Therefore V0 is the solution to the following equation:
C(V0; I) = Y e   I + S0 (3.22)
In order to select the level of investment, we compare the implicit V0 for each level
of investment and choose the level of investment consistent with the highest reservation
utility for the agent.12
3.4.2 Solving the Model
Now we present the main features of the solution of the model. A remarkable
output is that what we called Assumptions 1 and 2 in section 3, appear to be a result of
this enlarged model.
Recursive Representation: Promise Keeping Condition Has to Bind
The optimal cost function can be found using the tools of dynamic programming,
after reaching a recursive representation.
The recursive representation of the optimal cost function is featured by the follow-
ing problem:
C(V ) = min
fu;W;Wg
(1  )h(u) +  pC(W ) + (1  p)C(W ) (P3)
Subject to the following constraints
(1  )u+  pW + (1  p)W  = V (3.23)
12This is the second stage of the Grossman and Hart approach.
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(1  )u+  pW + (1  p)W   (1  )eu+  epW + (1  ep)W  (3.24)
Where W and W are the continuation (average) lifetime utilities in next period
in the good and bad states, respectively. The state variable is V 2   (the state space).
h() = u 1() is the cost of providing some level of utility and eu = u(h(u) + IH   IL) is the
utility of investing low instead of high.
This means that the in every period the contract must satisfy exactly what is
promised and not "at least" what is promised. This is a result that creates the condition
referred as assumption 1 in section 3.
Proposition 7 The Promise Keeping condition (3.23) is always binding
Proof. At t = 0, V0 is a free parameter that solves (3.22) and the equation is
binding by denition. For t > 0 the existence of commitment ensures that the global IR
constraint becomes the Promise Keeping condition (PK), which must be binding. Indeed,
the promise keeping condition is a mere decomposition of state dependent utilities. If the
PK condition is not met with equality for some states, then future expected utilities
W and W associated with those states cannot be used to represent the exact expected
lifetime utility, which is the LHS of (3.23). Therefore the decomposition is no longer valid
and the recursivity is lost.
The problem is well dened and has unique solution. The IC condition is also
binding, which is a standard result. This problem is discussed in detail in Tapia (2012b).
Equilibrium State-Space: Endogenous Limited Liability Constraint
The following proposition describes the equilibrium state space. It turns out that
in the optimal contract there is an endogenous limited liability constraint: punishments
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are bounded. This result is key because generates the condition presented as Assumption
2 in section 3.
Proposition 8 The Equilibrium state space is characterized by   = [V min; V sup)  R
such that:
a) The upper lower bound V min must satisfy V min = W (V min) and determines c
as the minimum level of consumption, according to:
u
0





b) The lower upper bound V sup must satisfy V sup = W (V sup); with V sup =
limc!1 u(c)
Proof. See Proposition 2, in Chapter 2.
The intuition for Proposition 8 is the following. If the reservation utility for the
agent is very low, then the level of transfers is supposed to be very low. However, the
level of investment must be still the same (given Assumption 3). This conditions the
transfer to be as least as high as the level of investment. If the transfer leaves too little to
consume after investment, then the agent will consider investing less and consuming more,
a deviation from the planners design. This, certainly will bring an expected punishment.
However, if the punishment implies an even smaller transfer for next period, then the
agent will have again the temptation to reduce investment and consume more, and so
on. This way, the punishment becomes a non credible threat, because the agent will be
better o¤ by consuming at the expense of less investment and will involve a violation of
the IC in real terms (even if in nominal terms the rst order conditions of problem P3 are
satised).
Another implication of Proposition 8 is that it ensures a monotonic relationship
between total expected utility and consumption. This is key, because this is a su¢ cient
condition for the cost of e¤ort to be greater for the poorer agent.
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Shape of the Value Function
Proposition 9 There is a critical level of V U such that for all V > V U , the cost function
is increasing in the level of promised utility V . For all V < V U , the cost function is
decreasing in the level of promised utility V .
Proposition 9 indicates that the optimal cost function is U-shaped (see Figure 3.4).
This is a direct consequence of the generation of an endogenous limited liability constraint.
For relatively low levels of promised utility, the endogenous liability constraint is binding.
This implies that incentives have to rely more on rewards than on punishments. Figure
3.5 shows the distribution of future consumption: for low levels of promised utility the
promised consumption in case of success is very high, which is the force behind the
increasing in cost.
3.4.3 Implementation














implements fcstgt2N;s2S if it satises
both denitions and the constraints of P1 (3.18).
a) Denitions
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Remark 3: In the high state:
Y Ht+1  RtBt = Ht At (3.25)
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Figure 3.4: Planners Cost and Prot Functions
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Figure 3.5: Consumption in t+1
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Given that I is constant and the bank sets Y H and Rt;the response of both RHS







Remark 4: In the low state, if there is default:
If collateral varies with respect to the level of own equity (A) (or equivalently, with




b) Restrictions from original problem
In addition to the IR condition, there are three restrictions in P1: Deposits (D),
loan (B) and investment (I) should be optimally selected by the entrepreneur. The
incentive condition with respect to investment is already implicit in the optimal path of
state dependent consumption (because it is also the IC in P2).























Equation (3.27) shows that for a given allocation fcstgt2N;s2S there is a unique risk




t . Therefore, di¤erent
regimes regarding default conditions can be used to provide identication. For example,
if there is default under the bad state and no collateral is asked to penetrate the limited

























From the computational point of view, if the number of grids dening the state space isM
and the number of states is 2 then in each state two equations dene future consumption
from each state (in turn, every point will be a future state, given the nature of a sequential
equilibrium, which identies current consumption for each state). Also equations (3.27)
and (3.28) are dened for each state. Then there are 4M equations. On the other hand, the
number of unknowns is 5M : variables R; f ; B;D;Col in each of theM states. Therefore
it is necessary to make assumptions in order to reach a balance system of equations.
If for example, it is assumed that Col = 0 (which also implies L = 0) in every
state. Then the number of unknowns is 4M: As pointed out by Judd (1998) one strategy
to nd the solution to a non linear system of equations is to iterate in the search of a
xed point. Given the recursive structure of this problem, this can be done using dynamic
programming.
One potential problem is that the levels of volatility can go beyond what is reason-
able, for example, in terms of the value for low output. In this sense it might be desirable
to have more degrees of freedom (with respect to Col and L) regarding the instruments
in order to get a realistic solution.
3.4.4 Volatility of Allocations
The analysis of volatility is a trivial extension of the two-period example of section
3.
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Proposition 10 If the interest rate associated with risky states is higher for poorer coun-
tries, so is the level of volatility.
Proof. This is a straightforward extension of a 3 and Proposition 5.
If we keep the parametrization we used in section 3 (L = 0), then it is easier to
check that interest rates decrease with the level of wealth and consequently, volatility
decreases with the level of wealth. This is also the case for a wide family of cases with
collateral. We leave for future work the exploration of other banking contracts, subject
to di¤erent set of parameters.
3.4.5 Credit Constraint: Low Investment Equilibrium
The previous analysis is based on the case where the entrepreneur and the bank
are able to contract a loan. Here we will see the conditions for this to occur and what are
the implications for volatility when the bank is not willing to contract: credit constraint.
One potential problem, given the inverted-U-shaped value function, is the potential
existence of two solutions to equation (3.22). In that case, the agents will choose the
Pareto optimal allocation: the downward section of the value function.
Figure 3.6 shows this case. Points A and B meet condition (3.22), indicating that
they are consistent with the e¢ cient provision of incentives to induce investment IH :
However, point A cannot be a Pareto optimal allocation, since it is possible increase
the utility of the entrepreneur without worsening the position of the bank, using the
equilibrium of point B. Thus, only the fraction of the value function with negative slope
will be considered relevant in the rest of the graphical analyses, regarding the decision
in the rst period. Note that this analysis is only valid for period t = 0, after that the
whole value function becomes relevant as shown by Proposition 7.
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Figure 3.6: Planners Value Function
Proposition 11 explores the conditions for an equilibrium (no credit constraint) to
exist.
Proposition 11 In period t = 0 If S0 < S then there is a credit restriction, with S =
minV fC()g   Y e + I
Proof. There will be a contract if and only if P (V )  0 (which is equivalent to the
the budget constraint). S be the minimum level of wealth to make feasible the investment
I: If S0 < S then P (V ) < 0. Therefore, no transfer of resources is economically feasible.
If initial wealth is in the level SL0 < S
, there is no point of equilibrium, revealing the
case of a credit constraint, where even though the project is "convenient ", it is impossible
to implement it in a decentralized way. Figure 3.7a shows that, in the numerical example
with two investment levels, a low level of initial wealth SL0 implies that the only option
is a low investment level. Figure 3.7b, in turn shows that for a high level of wealth
SH0 > S
, the high investment level is feasible. In this world, the level of investment is
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Figure 3.7: Equilibrium Investment
non decreasing in the level of initial wealth: wealthier countries will tend to invest more
than poorer countries.
In the low investment equilibrium (caused by a low level of initial stock of wealth),
the agent does not have a protable deviation (by assumption in this model). As a result,
the rst best solution is admissible. This can be associated to a level of subsistence
investment in a low productivity sector. In this case, where the asymmetry of information
is not present, the agent can get full insurance; however, output will remain volatile.
Indeed, the probability of success is p(IL):
The e¤ect on overall volatility depends on the probability distribution. It is
straightforward to see that if p(I) < 0:5 (p(I)  0:5); p(I)(1   p(I)) is increasing (de-
creasing) in I:
Actually, one possible interpretation for the dispersion of volatility at low levels of
wealth in Figure 3.1 is that some of those economies are operating with low probabilities
of success.
120
3.4.6 Cross Sectional Volatility
As we mentioned in the introduction, the cross country comparison of volatility
and wealth indicates not only that poor countries tend to be more volatile but also that
the dispersion of volatilities at low levels of GDP per capita is much greater. When
analyzing the case of credit constraint, we saw that for low levels of investment it is
possible to generate a pattern of volatility depending on p(I)(1   p(I)): That could be
a reason why some very poor countries show little volatility. However, the decreasing
dispersion in volatilities with respect to wealth is a continuos feature.
There is a straightforward way to explain that pattern. Let a and b be two group of
countries that have wealth Sa > Sb; respectively, then a < b, such that b = a(1 + )
with 0 <  < 1: If there is a common random factor across countries , then var(b) =
(1 + )2var(a); implying:
var(b) > var(a)
3.5 Conclusions
This paper has two main contributions. First, it nds evidence against the impor-
tance of lack of diversicationas the main source of volatility in poor countries. In poor
countries, volatility is higher across all sectors; therefore, it is not possible to diversify to-
ward less risky activities. On the other hand, (and this is a novel result) the correlation of
shocks across sectors in poor countries works for reducing volatility (with respect to high
income countries). The limited role of diversication in the data is remarkable because it
contradicts the conventional wisdom that has motivated most of the theoretical models
in the eld.
The second contribution is the introduction of a model that relies on the dispersion
e¤ectto explain the volatility gap between poor and rich countries. The dispersion e¤ect
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reects the importance of intrinsic volatility at the sector or project level. In the baseline
model, results depend on the existence of a market mechanism in the allocation of credit,
but the true driving force is the fact that for low levels of wealth, greater uncertainty in
consumption is optimal. The result is robust to the inclusion of caps to loans if interest
rates are not too increasing in wealth (a condition prevalent in any market economy, to
our knowledge).
The existence of a limited liability condition is integral for the results. This emerges
endogenously in the model, under fairly general assumptions (Tapia, 2012b). The limited
liability does not only a¤ect very poor agents, dened in a strict sense: if the pecuniary
e¤ort is high enough then so is the limited liability. As a result, this model is expected
to be relevant for entrepreneurs facing high investment costs, not only small farmers in a
poor village. This condition is important to assess the generality of the papers results.
The larger volatility in poor countries is a result obtained by computing the Con-
strainedPareto Optimal allocation. There is a signicant gap with respect to the rst
best. In this sense, the existence of larger volatility is consistent with the existence of
ine¢ ciencies in poor market economies. Public policies should be aimed to reduce ex-
cessive volatility, and not the part of volatility that it is normal for a given degree
of development. Another avenue is to focus e¤orts to target the root of the asymme-




Is There Still a Productive Role for
the State?
4.1 Motivation
Since the early eighties, there has been a signicant privatizing wave across the
world. It started in developed countries (with the Thatcher administration in the UK,
1979-1990), but also has taken place in developing countries, with particular strength
since the nineties1.
The process of privatizing State-Owned Enterprises (SOEs) soon became associated
with a movement towards overall e¢ ciency. Indeed, in the following decades there was
consensus among policy makers about the superiority of the private sector in the produc-
tion of goods and services. This conventional wisdom, in turn, reinforced the privatizing
agenda across countries.
1An early privatization case in a developing country took place in Chile in the mid seventies. Since the
late eighties, the process of privatization in developing countries was stimulated by creditor multilateral
institutions. As pointed out by Williamson (1989) the privatization of state-owned enterprises was part
of the Washington Consensus.
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Figure 4.1: World: Participation of SOEs in the Economy, 1970-2006
In spite of this privatizing wave SOEs continue to be signicant in many countries.
Figure 4.1 shows an approximation to the evolution of the share of SOEs in the global
economy in the period 1970-2006. It is clear the sharp privatizing trend after 1980, but
the overall participation of SOEs in the world economy remains signicant, roughly more
than one fth of GDP, which means that bureaucrats are still in business2.
Thus, one natural question is whether there is still a space for SOEs and under what
conditions? or Should SOEs completely disappear? These are question with salient real
world policy implications. The conventional wisdom that private ownership is better does
not seem evident from empirical and theoretical analyses. One the one hand, the evidence
from econometric exercises is mixed: tends to nd e¢ ciency gains of privatization at the
2This is the conclussion reached by a World Bank (1995) study with a data from di¤erent sources,
consistent with a much smaller participation of SOEs.
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local level, but not at a more aggregate level. Results change across countries, success in
privatization is more often found in countries with higher level of income or with higher
initial presence of SOEs. Even in sectors with evident gains in local e¢ ciency, the fact that
big fortunes have been made in the privatizing process has shed some doubts about the
optimality of allowing those rents. On the other hand, economic theory has shown itself
unable to establish a clear superiority of one form of ownership over the other (Roland,
2008; La¤ont and Tirole, 1993; Shapiro and Willig, 1990).3 In rough terms, in the exercise
of comparing market ine¢ ciencies against bureaucratic ine¢ ciencies there is always room
for imposing assumptions upon some dimensions of the analysis that will make one form
of ownership superior to the other. But, if no assumptions are imposed (even realistic
ones), what remains is a neutrality result: property rights do not matter under complete
contracts. Finally, many economic analyses focusing on the microeconomic gains of private
rms have tended to ignore the reasons why SOEs where created in the rst place.4 5
This paper presents a theoretical model that establishes some principles to evaluate
the convenience of private versus public property of productive rms in strategic sectors.
The driving force is the existence of sizable market failures at low levels of wealth. These
private sector ine¢ ciencies are the result of asymmetric information about an investment
project in a dynamic context, where output in one period determines the initial conditions
for the following period. Thus, a moral hazard problem arises: given that investment is
3 "Under a remarkably general set of conditions, there is no di¤erence between the performance of
a public enterprise and that of a private company subject to an optimally designed regulatory and tax
scheme" (Shapiro and Willig, 1990). "Theory alone is thus unlikely to be conclusive in this respect "
(La¤ont and Tirole, 1993).
4In fact, many reports by late 1970s tend to give a rather positive assessment of SOEs (see, for example,
Trebat, 1983). Also there were many criticisms, but most economists and policymakers claimed SOEs
should be reformed and not privatized (see, for example, the collection of essays in Vernon and Aharoni,
1981).
5For example, Trebat (1983) collects six hypotheses to justify SOEs. 1) Weak private sector (poor and
concentrated). 2) Economies of scale. 3) Externalities. 4) Dynamic Managers (SOEs can recruit better
managers, Kindleberger, 1977). 5) Natural resource rents. 6) Political history (ideology with respect to
the private sector). He presents evidence supporting these for the case of Brazil.
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not publicly observable, the agent has incentives to underinvest. The standard solution
to moral hazard is the design of an incentive scheme based on an exercise of inference:
when output (which is an observable variable) is high, there is a reward, and when output
is low, there is a punishment. As shown in Tapia (2012b), a salient result of this model is
that each agent has to be granted some minimum level of utility (and wealth) to be able
to invest. This condition restricts the space of possible punishments for the agent in the
case that she deviates from the socially optimal plan, which makes more expensive the
contract that now has to rely more on rewards. In simpler words, in a "poor economy"
(dened as one when the investment is high with respect to wealth, which can also be the
case of big rms in developed countries), investors would tend to receive a preferential
treatment: they are not allowed to lose much6, because if their losses are too heavy then
there will be no resources to continue the process of development in the following periods.
Incentives to invest, therefore, would be expressed in terms of high returns, very costly
from the social point of view. Thus, the limited liability documented in the privatization
cases of infrastructure in Latin America and Railroads in the UK can be a component
of the optimal contract with the private sector, and as such, an inescapable source of
ine¢ ciency.
In summary, the market implementation determines that the poorer the country
(with respect to investment), the larger the market ine¢ ciency (di¤erence between rst
best and second best) for a given level of investment. Note that the optimal solution
corresponds to the Constrained Pareto Optimum (CPO). We call this CPO solution the
"private market result" and it is the best possible allocation that can be achieved by a
market economy.
In this context of expensive private market allocations, it is reasonable to explore
6The fact that "investors are not allowed to lose much" means limited liability. The novelty of
this model is that the limited liability condition is placed at a much higher level than "subsistence
consumption", which is the standard assumption in contracts taking place in poor economies.
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non-market solutions. SOEs arise as a tool that allows the reduction of informational
costs. Like in Shapiro and Willig (1990)  and mirroring the tradition of the theory
of the rm that looks for costs in the market organization to justify its absence we
assume that a SOE can reduce contracting costs: the tension between the regulator (which
takes the role of central planner) and the rm disappears. Nonetheless, this gain occurs
at the expense of other sources of ine¢ ciency: a non market solution imposes costs in
terms of inability to process information, less managerial tools in a context of incomplete
contracts, etc. What is interesting, though, is that the ine¢ ciencies of SOEs are not
necessarily associated with the level of wealth. Consequently, the comparison between
market failures and SOEsine¢ ciencies becomes simpler and robust: for a given level of
SOE-related ine¢ ciency, the higher the level of wealth the higher the probability that the
private rm is preferable.
This model is connected with several branches of literature. First, it is linked
with the traditional development economics rationalizing the argument of market failures
as the main root of SOEs in developing economies (Hirschmann, 1981; Kindleberger,
1977). From the point of view of the market failures, this model is similar in spirit to
Aghion and Bolton (1997), which is designed to explain credit markets ine¢ ciencies at
low levels of income. However, this paper starts from a more general framework that
can be extensive to any market (including, as it will be clear later, the nancial market).
Acemoglu and Zilibotti (1999), on the other hand, analyze the market failures along
the development path, with emphasis in the accumulation of information. Their paper,
however, is not extensive to sectors with few participants, like those where normally SOEs
arise. Neither Aghion and Bolton (1997) nor Acemoglu and Zilibotti (1999) look at SOEs
as a possible x to market ine¢ ciencies. From the point of view of the SOE benchmark, as
an alternative to market failures, this model is connected with a vast literature addressing
the issue (Sappington and Stiglitz, 1987; Shapiro and Willig, 1990; La¤ont and Tirole,
1993; La¤ont, 2005), but with less emphasis in neutrality theorems and a clearer set
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of predictions. A close paper by Acemoglu and Verdier (2000) derives similar results
(decreasing share of intervention along the path of development) but with a model with
costs of bureaucracy increasing in wealth and wealth-insensitive market failures, which
does not seem to be the driving force in the real world.
The rest of the paper is organized as follows. Section 2 reviews some empirical facts
about the e¤ect of ownership. Section 3 discusses the main features of the model. Section
4 introduces and solves a model that compares pros and cons of SOEs versus market.
Section 5 reviews the potential e¤ect of some extensions, including the participation of
foreign investors. Section 6 presents an empirical analysis with a cross section of countries
that test the main models predictions. Section 7 concludes.
4.2 Has Privatization Worked?: Stylized Facts
After decades of privatizing reforms, there is a large body of empirical literature
assessing the e¤ects of the new regime. Although with exceptions, some stylized facts
emerge:
Fact 1: Private rms tend to record higher prots and e¢ ciency stan-
dards than SOEs
This a rst point in favor of privatization. For example, Megginson and Netter
(2001) surveyed several empirical studies and concluded that research now supports that
privately owned rms are more e¢ cient and more protable than otherwise-comparable
state-owned rms. Fact 1 is also consistent with ndings from World Bank (1995).
Evidence about these good results seemed to have reinforced the process, making the
participation in privatization an attractive venture for investors. Similar results are found
by Djankov and Murrell (2002) for the case of transition economies, with the exception
of the Commonwealth Independent States. However, the evidence is "local" (i.e., at the
rm level), and therefore it tells only one part of the story.
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Fact 2: The e¤ect of performance between SOEs and private rms is
di¤erentiated with respect to wealth
Even though in general private rms are found to have a better performance than
SOEs, in terms of prots and e¢ ciency, this fact is stronger in more developed countries.
For example this is the nding of Borghi, Del Bo and Florio (2010), for the electrical sector
in the European Union. Moreover, in some poor countries the results of privatization on
rm e¢ ciency have been reported to be negative in many cases (such as the case of the
Commonwealth of Independent States, reported by Djankov and Murrell (2002)).
Fact 3: The overall contribution of privatizations on economic develop-
ment and welfare is not clear
This is an issue normally analyzed as a part of the discussion of the e¤ect of
economic reforms and economic growth. While there are multiple studies with di¤erent
results, the overall e¤ect seems to be at most, modest. Since privatizations were carried
out at the same time that other liberalizing policies, it is not easy to separate e¤ects.7
Thus, it is puzzling the fact that what is relatively clear in microeconomic studies,
that privatization increases e¢ ciency and prots at the rm level, does not have a clean
e¤ect on overall welfare, even though privatization have represented an important share
of the economy. Again, related to fact 2, this disassociation can be even bolder in poorer
economies.
7For example, Engel et al (2009) highlight that under some forms of privatization, in the concession
of public works there has been renegotiation of contracts, that has resulted in huge ex-post costs for
tax-payers. Calderón and Servén (2009) document that in Latin America there has been a collapse in the
infrastructure investment since the eighties, explained by the incapacity of the private sector to match
the reduction in public sector involvement. Levy Yeyati, Micco, and Panizza (2007) reach mixed results
and found no conclusive e¤ects of state-owned banks on development.
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4.3 Model Discussion
In this section we describe the main elements of the model. The idea is to have a tool
to compare the pros and cons of private provision and public provision of good and services.
Like in any model, the results can depend to a great extent upon the assumptions, so we
justify their pertinence in this discussion. As emphasized by Hart (2003) the theory of the
rm o¤ers a parallel for the theory of privatization (or of SOEs in our case). On the one
hand, we follow the stylized fact 1, which highlights the value of private entrepreneurship
over public ownership in the generation of value at the local or microeconomic level.
On the other hand, as in the theory of the rm, a rst insight about why private rms
might not be the optimal institutional arrangement has to be the ine¢ ciency coming from
transactions, in particular in presence of asymmetric information8 .
Following Shapiro and Willig (1990), this paper bases the comparison between a
SOE and a regulated private rm. The degree of regulation must be included because it is
a policy tool available to society, and therefore it would not be fair to assume that there
are no instruments in a market economy to deal with market failures. This modelling
decision helps to make the case for a private rm under externalities. In this sense, the
comparison of a SOE with an unregulated rm will only take place when it is optimal
from the social point of view to impose no regulation.
Table 4.1 shows the main agents in a private rm and in a SOE. Three points are
worth mentioning. First, in both rms there are managers and workers that represent a
challenge from the point of view of incentives. However, we normalize for these (internal)
frictions by excluding the common elements from both models. Second, private agents
acting like owners are present in the private rm only (by denition), therefore in presence
of private information there will be likely contracting costs in the relationship with the
8As highlighted by Aghion and Holden (2011), Ronald Coase started the theory of the rm asking "if
the market is an e¢ cient method of resource allocation, then why do so many transactions take place
within rms?".
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regulator. This conict does not exist in the SOE. Third, in the SOE the government faces
some management constraints that can have a negative e¤ect on overall management.
Table 4.1: Agents and Ownership
Agents Private Firm State-Owned Enterprise
Owner Private Agent Government






In order to gain clarity about the e¢ ciency motive of SOE, we have eliminated
the distributive considerations (which is also an alternative way to motivate SOEs, since
public rms can serve to promote a more equal distribution of welfare, lower prices, etc).
Also, we will assume that the government is benevolent. Finally, we only consider private
domestic owners. In section 5, we discuss the e¤ects of relaxing these assumptions.
4.3.1 Modelling Private Firms
The model is based on the contract theory, as usual in this literature. There
are three main elements in its construction (long lasting relationship with commitment,
asymmetric information and risk aversion of the agents) that, in the view of this paper,
are central in the debate of the public/private mix debate.
1) Long lasting commitment
One of the main problems in generating conditions for investment is related to the
generation of an entrepreneurial segment able and willing to feed the productive process.
Investment schedules can take di¤erent forms, but the economy needs a ow in order to
keep a non decreasing path of production.
While some projects can be relatively short-lived, in practice the entrepreneurial
agents tend to go from one project to the next. Thus, it is possible to construct a stage
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game: in each period the agent must decide about the investment "e¤ort", based on
the resources she is receiving from previous projects and the expected revenue from the
project at hand. This stage game is repeated, so it is natural to think about a dynamic
game, where history sets the initial conditions for the next period (ie, it works as state
variable). As the agents counterpart, society has to design a set of incentives to make
sure that the investor fullls her social role.
2) Asymmetry of Information: moral hazard and externality
In the model, actions are private information. In this context, it is harder to
write contracts, given the fact that the target variable is not directly observed. In a
moral hazard problem of this type, the contract dening the transaction is specied as a
function of some observed outcomes correlated with the desired action, in an exercise of
inference: roughly speaking, if the outcome is satisfactory, it is assumed that the agent
undertook the action and she is rewarded; if, instead, the outcome is disappointing, it is
assumed that the agent deviated from the specied action, and she is punished.
There are many potential actions that can be costly for the agent and inuential in
the distribution of outcomes. Some of them are "investment-like", where the investment
(sacrice) of own resources today results in better prospects in outcome tomorrow; other
are "crime-like", where the inappropriate use of resources today inuences a bad outcome
tomorrow. In the second group, it is possible to group illegal activities (robbery, corrup-
tion) as well as legal hostile behavior (spending in order to a¤ect the political outcome,
capture of regulators). Since, we are assuming that the government is benevolent, it is
harder to capture the second group of actions in this simple model, therefore in the rest
of the paper the unobservable e¤ort-action will be labeled as "investment", as discussed
in Tapia (2012a).
There is an additional e¤ect of this type of asymmetry of information: it can
generate an strategic complementarity externality. Indeed, if all agents in the economy are
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"behaving well", then it is easier to catch deviations. If, on the other hand, the economy
is su¤ering from generalized collapse, in a way that it is di¢ cult to infer the origin, there
is a force towards a bad behavior. This implies that the positive contribution of high
investment is beyond the benets and costs of a particular project. Thus, coordination
around high investment value works as an informational device.
For instance, a failure in the nancial sector or in the energy sector can cause
a direct damage to the economy, in terms of lower availability of resources for other
productive activities. This initial damage is amplied by the fact that the rest of the
agents can hide their bad behavior behind the visible failures in those sectors.
One implication of this externality e¤ect is that the optimal social investment will
be higher than the private social investment. 9
3) Risk Aversion
Risk taking is one of the main considerations when evaluating an investment. Actu-
ally, the inability of the private sector to deal with risks is one of the traditional arguments
to justify SOEs (Kindleberger, 1977; Vernon, 1981). In the model, investors are assumed
to be risk averse, which implies that (for a given level of income) the size of investment
plays an important role: the higher the investment, higher the temptation to devote those
resources to a di¤erent use (and the higher the sacrice in terms of marginal utility of
consumption).
4.3.2 Modelling SOEs
In modelling SOEs, this paper assumes two basic features:
1) SOEs allow the elimination of asymmetries of information
9This approach is also consistent with models of "Big Push". For example, Murphy et al (1989)
present models where even a rm losing money can be beneting other sectors in the economy and,
therefore, public policies are necessary.
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We o¤er two arguments to justify this point. First, we emphasize that within
the state it is possible to avoid costs of decentralized decision making. As expressed by
Shapiro and Willig (1990), in the case of a public rm the regulator or Minister receives
the insider information about the rm. Thus, they assume away any agency problems
between the minister/regulator and the public sector managers. Roland (2008) expresses
this argument pointing out that in the case of a public rm, the manager has to obey only
one owner (government); instead, in the private rm, the manager has to obey both the
owner and the regulator. Given that the manager/owner contract problem is the same
in both cases, the only di¤erence is the contract problem that persists in the private case
between the manager and the regulator. Thus, the key asymmetry of information of the
problem disappears for the SOE.
The second argument depends on the objective function of a SOE. We work under
the assumption of a risk neutral benevolent government. This condition ensures that,
even if there is separation between the regulator and the SOEs board, there will be
e¢ ciency, because the government does not have rents in the long term: all resources
are devoted to maximize social welfare function. Therefore, any rent generated from
a potential asymmetry of information, captured by the government is returned to the
citizens. Note that this is a direct implication of benevolence and does not depend on the
information structure of the problem. For the same reason, the SOE has no reason to look
for economic rents associated with asymmetric information (hiding information from the
central government), and even if the institutional framework pushes it to capture some
rents (for example, by stimulating the manager to get prots), these do not have any
e¤ect on the cost of the contract since these resources come back to the government in
the form of transfers or taxes (with no long term consequences because of risk neutrality).
The main consequence of this analysis is that SOE eliminates ine¢ ciencies related with
asymmetry of information.
On the other hand, in the case of a private rm, any opportunity to capture eco-
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nomic rents will be taken. There is plenty of evidence of the multiple resources invested
to take advantage of the information asymmetry (legal departments to face regulators,
lobbyist, etc). Instead, in the case of the public provision there can be episodes of diver-
sion of funds (a manager that steals money), in the same way than in the case of a private
rm, but there cannot be a systematic policy (involving the whole board and managerial
decisions), aimed to not comply with the centralized instructions. Is there a chance that
the manager and the owner (government) have di¤erent goals? Yes, in the same way that
this happens in the private sector, so therefore we take this agency problem out of the
model.
2) SOEs Ine¢ ciencies
We take fact 1 at face value and assume that public production imposes an e¢ -
ciency cost of K, as a reduced form of one of the di¤erent ine¢ ciencies highlighted in the
literature. For instance:
a) Public managers do not have the expertise of a private entrepreneur
The central planner does not have the same capacity to produce than the private
agents. Private agents have the information and know-how to produce. For example,
Vickers and Yarrow (1991) and La¤ont and Tirole (1993) point out that managers of
SOEs are less exposed to monitoring from the market. This family of arguments depends
heavily on the capacity of stock markets to monitor in line with social goals (if markets
are not e¢ cient evaluating managerial performance, then the superiority of private rms
is not clear).10
b) Public managers do not have the same information of a private entrepreneur
One signicant question is to what extent there exists an agent or centralized sys-
10Kindleberger (1977) argues, on the contrary, that SOEs have a better capacity to attract highly
trained managers in developing countries.
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tem able to make decisions with the clarity of the social planner of this model. Indeed, the
private sector arrangement has the potential, like in the case of a market, of transmitting
the information in a very decentralized and rapid way. In a public rm, instead, it is un-
likely that the central authority can receive and evaluate the information in a comparable
way.
c) Incomplete Contract Approach
The previous two points are based on intrinsic or exogenous di¤erences between
public and private rms. When no exogenous di¤erences are imposed, ownership does not
matter if complete contracts can be written (Grossman and Hart, 1986). Thus, another
form of introducing di¤erences is in the form of incomplete contract modelling.
La¤ont and Tirole (1993), for example, present a model where the manager will
never undertake some e¤ort under public ownership, because if this e¤ort is not con-
tractible, then the government can expropriate the rents coming from it. This problem
can be particularly relevant in the promotion of innovations inside the rm.
The three previous potential justications of ine¢ ciency K, do not say much about
how it changes in the context of our model. One main shortcoming of assuming xed
ine¢ ciency K is that it rules out, for example, the case where the level of wealth a¤ects
the overall e¢ ciency of SOEs: However, there is not a well accepted theory indicating how
this might happen. For example, in the spirit of Sappington and Stiglitz (1987), it would
be reasonable to say that the same kind of agency problem in the private sector, depending
on the level of wealth, can be extended to the publicly managed rms. Nevertheless, this
is not so clear, given that while it is true that, for example, a worker inside the rm will
be more tempted to steal if her income is lower, that would be also the case in a private
rm. In other words, while it is undeniable that there can be intra rm agency problems
of that sort in the real world, here we are normalizing by them, assuming that they are
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present in all forms of organizations.
On the other hand, Acemoglu and Verdier (2000) present a model where the
cost of the "monitoring technology", which could be another way to look at the role of
SOEs, is generally increasing in wealth (meaning a positive relationship between K and
initial wealth). The idea is that the higher the level of productivity in the economy, the
higher the level of wealth and, therefore, the higher the opportunity cost of transforming a
productive agent into a bureaucrat. This model is likely to underestimate the ine¢ ciencies
of SOEs for low levels of income, the most relevant area of "action" in this paper. In
other words, if the assumptions of Acemoglu and Verdier (2000) are true, the conclusions
of our paper will be even stronger.
4.4 A Two-Period Model
4.4.1 Production
In order to explore the optimal ownership structure of productive rms we use a
simple two-period model, based on the conditions stated in section 3. The rm is featured
by a production function, where output Y is a random variable that can take two values:
success (Y H) and failure (Y L). The probability of success depends on investment (I) in the
previous period, which is an unobservable variable controlled by the owner. The
owner has the ability of write rules, supervise and enforce them.11 The rest of the agents,
can observe output but not investment (asymmetric information). There are two levels
of unobservable investment IL and IH ; with IL < IH . If the high level of investment is
undertaken by the rm, then output Y H is generated with probability p and output Y L
11Rephrasing Coase (1937), if a manager or workman does A instead of B, he does not do it because
of a change in relative prices, but because he is ordered to do so.
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is generated with probability 1   p: As usual in the moral hazard literature, we assume
that the probability of success is increasing in investment (if investment takes the low
value, the probability of high output is ep < p), but at a decreasing rate.
The analysis focuses on strategic industries, dened as a productive sector with
two features: high externalities and high investment requirements. The externality is
dened in terms of a parameter  < 1 that represents how much of the total output can be
captured as revenue by the private entrepreneur. Here we use the term "high" externality
if  is low enough such that "high" investment is preferred to low investment from the
social point of view, but not from the private point of view. If  is the discount factor,
then the net benet of investing high at the social and private levels are, respectively:
L = E Y j IH  IH  E Y j IL  IL > 0
Lprivate = E Y j IH  IH  E Y j IL  IL < 0
The parameter L, which represents the social gain of high investment (or social
loss of low investment), will be key in the following analysis.
Note that the association between investment scale and externality is very plausible.
In a number of activities the externality depends precisely on the scale of the investment.
For example, an entrepreneur can construct a small road to serve only private purposes,
but a large scale road connecting many points can be used by several agents. In fact many
strategic industries such as rail roads, energy and iron were born as private companies to
be later scaled up with the help of the State. As discussed in section 3, another reason
why some rms can be strategic is because they signicantly a¤ect the distribution of
results of other rms. Again, the size of the external e¤ect depends on the production
scale.
In the analysis the focus is on the decisions of two potential owners (a private
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entrepreneur and the State), with di¤erent goals. While the State cares about aggregate
e¤ects, the private entrepreneur cares about her particular wellbeing.
We assume that both private and public rms have access to the same technology
to implement decisions. This rules out concerns such as "if a rm is privatized, now the
private owner will have to incentivize the manager" or "if the rm is nationalized, now the
government will nd stronger unions". Managers and workers will have to be incentivized
under both forms of ownership and therefore that part of the story will not be of interest
in this paper.
4.4.2 Private Entrepreneur








where the function u(c) is strictly concave, with u
0
(c) > 0; u
00
(c) < 0; u(0) =  1, reect-
ing risk aversion: For all practical purposes, we can use a constant relative risk aversion
utility function.
Entrepreneurs are citizens in charge of a productive activity that involves investing
in period 1 and receiving uncertain returns in period 2. Entrepreneur i has initial wealth
Si0. Since the government has the ability to participate in the contract, we allow for
conditional transfers in every period (T ). These transfers should be designed to give right
incentives to the entrepreneur. In the rst period, the entrepreneur receives transfers T1
(positive or negative) from the government and has to make consumption and investment




1   Ij. For the private
entrepreneur, j 2 fH;Lg. In the second period, output is realized and the government
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makes state contingent transfers (positive or negative) and therefore consumption is ci2 =
Y + T i2:
Because of the non public observability of investment in the rst period, the en-
trepreneur might have incentives to commit to invest high and then deviate resources to
consumption, which conforms a moral hazard problem. Therefore, the regulator has to
make sure that the contract is incentive compatible: if the target investment from the
point of view of the planner is IH then this level of investment has to be optimal for the
entrepreneur as well. This is the Incentive Compatibility (IC) condition.




if j = H (4.1)
Note that the IC condition is not relevant if the regulator decides to implement
low investment (IL), because in that case, there is no space for downward deviation.
As discussed in section 3.1, strategic investments are typically dynamic and long
lasting. Here, instead, we are using a simple two-period model. In order to bring the
features of a sustained relationship between a regulator and a private rm, we make the
following assumption:
Assumption 1: For a private owner of the rm committed to invest IH , there is
a limited liability condition,
c2  c (4.2)
where c is the solution to the following equation:
u
0






Assumption 1 , which is a result in Tapia (2012b), allows us to transform this
two-period model into a reduced form of a full edged dynamic model, with an innite
horizon. This is convenient because we can use the properties of a richer model in a
simplied setting.
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The intuition behind assumption 1 is that society has to rely on a group of entre-
preneurs that run long lasting strategic rms. If punishments are too harsh in one period,
these can harm the capacity to invest in the following periods. In fact in most developed
countries there are limited liability rules that reduce risk exposure to private investors.
A key implication from assumption 1 is that the level of minimum consumption
(c) can be very high. This matters because limited liability models are usually justied
resorting to subsistence levels of consumption, which usually does not t with the real-
ity of entrepreneurs. As we will see, the implication of increased limited liability is an
amplication of the ine¢ ciency due to asymmetric information.
Note that agents that are not committed to high investment are not a¤ected by
the limited liability condition (4.2).
4.4.3 Social Choice Function
The choice of the structure of ownership will depend on the social optimum, com-
puted from the perspective of a social planner. We will analyze the consequences of public
ownership and private ownership from the point of view of a benevolent regulator that
maximizes social welfare, which takes into account the utility of the N members of society,
weighting the lifetime utility of each citizen Ui by a factor i, such that
P
i = 1:Without
loss of generality, we assume that the potential owner of the rm is citizen i = 1, so the
social welfare (W ) is:




The Social Planner will select a production structure, and within each structure a
distribution of utility in order to maximize W , subject to the global budget constraint.
The production structure is indexed j 2 fL;H; SOEg. The st two options L and H are
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the decentralized private production structures using low investment and high investment,
respectively. These are "market" solutions. SOE represents the case of a State Owned
Enterprise implementing a high level of investment. If structure j is chosen, the solution
should dene utilities U j1 and U
j
i6=1 to maximize W subject to incentive compatibility and
limited liability constraints (if they apply), and to the aggregate budget constraint.
C(U j1 ) +
NX
i=2
C(U ji6=1)  E

Y j Ij  Ij + S0 (4.5)
where C(U ji ) is the cost of providing utility U
j





0. We will focus on cases where E

Y j IH IH+S0  0; which is a necessary
(but not su¢ cient) condition for feasibility.
4.4.4 The Problem
So far we have been working with a very general representation that admits mul-
tiple subcases. In order to emphasize the role of e¢ ciency over distributional issues, we
will consider the case of a domestic rm; where the regulator only cares about the
entrepreneur (1 = 1) subject to the participation of the agent, the provision of some
expected utility to the rest of the population (arbitrarily low, that we normalize to zero
consumption). This case is extreme and gives the best shot to the market, by ensuring
the best possible conditions to the producer. If under these conditions, there is no feasible
contract for a given level of investment, then there is no way to decentralize that level of
investment.12
12The other extreme, that we call foreign direct investment is featured by 1 = 0: In this case, the
regulator does not care about the producer, beyond ensuring his participation in the contract: the main
goal is to generate cost e¢ cient production to distribute among citizens.
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If the social planner decides j = SOE then the interpretation is even more straight-
forward: the State produces in order to maximize the utility of a representative citizen
(assuming that all non productive agents receive equal consideration).
Thus, the problem becomes:
W (S0) = maxfj;c1;cH2 ;cL2 g
u(c1) + E [u(c2)] (P1)
subject to
C(W ) = c1 + E

c2 j Ij
  NEOj + S0 (4.6)




if j = H (4.7)
c  c if j = H (4.8)
Where NEOj is the net expected output under structure j; and j 2 fL;H; SOEg.
To solve the problem we follow a two stage approach à la Grossman and Hart
(1983). First, we solve the model for each production structure j. This delivers the
optimal contract under each case. Second, we pick the one that delivers the highest social
utility (W ). In the following subsections, we will explore the rst-stage solutions for each
j;expressed in terms of social utilities for a given level of initial wealth, W j(S0): Then,
in the second-stage, we will use a simple graphical analysis to pindown how the optimal
production structure j is determined for di¤erent levels of S0:
Private Sector Solutions
The case j = L is trivial. The agent is a producer but there is no protable
deviation. Therefore the IC and LL conditions are not relevant. So it is a problem of
maximizing utility subject to a budget constraint. In principle there is no necessity of
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state intervention, because with or without intervention, the investment level will be the
same. However, the planner can increase wealth by providing full insurance. As a result,
there will be a rst best allocation of a relatively small amount of resources (because of
the loss L). The social utility associated with this production structure is the function
WLfb in Figure 4.2. This function is dened for any level of initial wealth.
The case j = H, is the most interesting one: the regulated private sector undertakes
a high level of investment. This implies that the total amount of resources is greater than
in the previous case. However, there is a relevant asymmetry of information, and the
limited liability condition might be also an active restriction. As a result the cost of this
contract is higher. Moreover, for relatively low levels of initial wealth S0 this contract
is not feasible. The social utility for this case is the function WHsb in Figure 4.2. The
following conclusion arises.
Result 1: There is a critical level of initial wealth S such that the decentralization
of the high investment market structure is feasible only if S0  S.
Result 1 (shown in Tapia (2012b) for an innite horizon version of the model and
in Tapia (2012e) for a two period model), can be understood by looking at the budget
constraint. In the optimum it has to bind, with Csb(W ) = NEOH +S0; and NEOH > 0;
constant. If there is a limited liability condition, then there is a minimum cost: the greater
the limited liability, the greater the minimum possible value of cost Csb(W ). Thus, it is
always the case that for an initial wealth (S0) low enough, the minimum possible cost is
greater than NEOH + S0 and, therefore, there is no solution:
Result 2: If S0 < S only the low investment structure (j = L) can be decentral-
ized in a market economy.
In the case of a low investment, the cost of providing any level of utility is bounded















Figure 4.2: Social Utility and Wealth: High Investment and Low Investment
Results 1 and 2 can be seen in a simulation in Figure 4.2, for an arbitrarily high
L. For low levels of initial wealth (below S) only the low investment contract is feasible.
Under the case of low investment the private agent does not have a protable deviation
and therefore there is no binding asymmetric information. Given that the state has no
cost of regulation, the planner will take the risk.13 Instead, for relative high levels of
initial wealth (greater than S), the production structure of high investment is feasible
and delivers higher social utility than the low investment arrangement, so it is carried
out.
13In the real world, regulation is costly and therefore, it is likely that in this case the state decides to
stay out of the business. In that case, the agent might have access to insurance from a bank, with the
same results.
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State Own Enterprise Solution
Thus, if only private market options are available, it is impossible to scale up the
level of investment for low enough levels of initial wealth. If, instead, the set of alternatives
is extended to include SOEs, the high investment project might be still within reach for
poor economies.
As discussed in section 3, the SOEs board of directors does not have, in general,
a di¤erent goals from the regulator (they share the same supervisor) and even if there
is a di¤erence in goals, all resources obtained in rents by the SOE will be collected by
the government. In this sense, there is complete observability. Therefore there is no
information friction in the relationship between a regulator and a SOE.
In the case of j = SOE, the state produces and the representative agent gets the
net prots from the public rm. There is no action undertaken by private agents and
therefore, no risk. So, from the point of view of the cost, there is a rst best allocation of
resources. However, from the point of view of the revenues, there will be an ine¢ ciency
loss of K: The following result gives concrete su¢ cient conditions for the optimality of
SOE.
Result 3: If K < L and S0 < S then it is optimal for the government to run a
SOE.
If the level of initial wealth is greater than S then the decentralized implementation
of high investment becomes feasible. This does not mean that it is better than the SOE
option, in particular when S0 is still close to S. But the market ine¢ ciency tends to
decrease with wealth, and therefore it is increasingly unlikely the optimality of government
production. In our example, we run the complete second stage of the Grossman Hart
approach in Figure 4.3. In this particular case, high investment is always chosen: for
















Figure 4.3: State-owned Enterprises
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below S; investment in undertaken by the SOE.
Clearly, if K  L it is never optimal to have a SOE. In that case it is better to
implement a low level of investment. At this point, however, it is useful to emphasize
the fact that we are working with strategic sectors. It is often the case that the gains of
having that sector running are very signicant. Some key infrastructure, transportation,
energy, etc. are often bottlenecks for jumps in national productivity and, consequently,
the parameter L is sizable.
Beyond the discussion about the relative size of K and L, what is certain is that a
SOE can be an alternative to market decentralization in the case of low levels of wealth.
In the case of higher wealth, it is increasingly unlikely that a SOE is an option. Thus, even
without knowing the values of K and L we can say that, ceteris paribus, the probability
of an optimal SOE is non increasing income, which is a testable implication that we will
analyze in section 6.
4.4.5 Size of Investment and Ownership
What is the e¤ect of increasing the scale of investment? In the market allocation,
the relevant condition to answer this question is equation (4.3), that denes the limited
liability level of consumption. Note that for a given deviation size I, an increase in
IH , increases ep=p because both the numerator and the denominator increase in the same
magnitude (to keep I constant), but the increase in the numerator is larger (because
of concavity of the probability of success with respect to investment). Therefore the
minimum consumption in period 2, c; has to increase in order to keep the equality.
What is the e¤ect of increasing the scale of deviations I, for a xed likelihood
ratio ep=p? It is easy to check14 using (4.3), that there has to be a positive relationship
between I and c, therefore an increase in the scale of deviations will reduce the scope












for punishment in the second period. Thus, we can state the following result:
Result 4: If the probability of success is concave in investment, the minimum
level of consumption in period 2 is increasing in both the scale of the investment and the
potential deviation.
The implication of these conditions is that the contracting cost now becomes larger.
Indeed, the limited liability rule implies that a larger level of consumption is required
in period 2 in the worst case scenario, so the cost of the contract has to increase (in
addition to the e¤ect of a larger probability of success). Of course, if investment is very
productive, agents will be better o¤ by scaling up the project level. However, the main
point here is that the contracting cost always increases. Therefore, since the nal decision
about ownership is focused on comparing ine¢ ciencies for di¤erent types of productive
structures, the greater the size of investment, the greater the probability that the SOE is
preferable. This is a powerful result because it helps to understand why some industries
are in public hands even in wealthy countries: if the size is very big and/or the potential
for cheating is signicant, limited liability can be important and therefore the contracting
cost associated with a market solution can be large compared to public ine¢ ciencies.
4.5 Extensions
4.5.1 Foreign Direct Investment
One important extension is the case of foreign direct investors: these are agents
that bring resources from abroad and take care of the management of the rm. On
the one hand, their participation can be benecial because their level of wealth can be
greater than that of local investors, which reduces some of the agency costs associated
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with low wealth. This is the case of foreign agents that can a¤ord big investment and
loses for many periods. On the other hand, however, they take part of the excedent out of
the country (<, present value of net prot remittances), reducing the resources for local
residents. In practice, there is some substitutability between FDI and SOE. Actually, in
poor economies, key strategic sectors are typically under one or other form of property.
If the production is in foreign hands, then j = FDI and 1 = 0 in (4.4), because
the planner does not care about the utility of a foreign entrepreneur. If production is
undertaken by foreigners, then there is perfect insurance for all the population. Each of
the N citizens receives utility UFDIi with rst best cost C(U
FDI
i ): The total cost has to
be covered by initial wealth plus net (of remittances) expected output, as stated in (4.9).
In order to make the foreign investor participate condition (4.11), she must receive at
least resources for the value of < (opportunity cost), which would ensure utility U(<).
On the other hand, the regulator must set incentives to ensure high investment (4.10),
respecting limited liability restrictions (4.12). The problem becomes:





NC(UFDIi )  E

Y j IH  IH  <| {z }
NEOFDI
+ S0 (4.9)








  U(<) (4.11)
c2  c (4.12)
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This problem has a very similar structure to P1. The di¤erence is that now, if the
foreign entrepreneur is wealthier than local entrepreneurs the cost of e¤ort will be lower
and so the contracting cost associated with asymmetric information. As a counterpart,
domestic resources are reduced by <.
Table 4.2 summarizes the main trade-o¤s associated with each production structure
j. < is associated with the opportunity cost of resources, so if there is a high international
interest rate, < should increase and FDI becomes a less convenient alternative.
Table 4.2: Productive Structure and Ine¢ ciencies
j Asymmetric Information Net expected output, NEO
L No E

Y j IH  IH   L
H Y es (High cost if poor country) E

Y j IH  IH
SOE No E

Y j IH  IH  K
FDI Y es (Low cost if from rich country) E

Y j IH  IH  <
One subcase of this problem is when the foreign investor is risk neutral (because of
a well diversied portfolio, for example) and the limited liability is not binding. In that
scenario, the rst best is attainable, < = Cfb(U); the asymmetry of information becomes
irrelevant, and the FDI ine¢ ciency is represented only by < (which has to be contrasted
with L; K and the contracting cost of j = H to determine the optimal production
structure).
4.5.2 Political Economy
There are plenty of political issues that could inuence the ownership choice. Here
we discuss some of them.
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Malevolent Government
One major assumption in the model so far is the existence of a benevolent gov-
ernment. If, instead, there is a self-interested (malevolent) politician the story might be
di¤erent. One strain of literature emphasizes that a malevolent government can, indeed,
be more harmful under public ownership (Shappington and Stiglitz,1987; Shapiro and
Willig, 1990). Notice that the malevolent government (following the structure of this
papers model) will have more problems to push its agenda when the level of wealth is
low. Thus, if private production is non-feasible under a benevolent government, it will be
non-feasible under a malevolent government as well. This way the basic conclusion of the
paper is una¤ected by the presence of a malevolent government: for low level of wealth
(in the zone with credit constraints), it is more likely the existence of a SOE.
Ideology, Electoral Competition and ownership
The role of ideology is usually thought to be important both in shifting policies
towards a free market economy or towards a socialist-type economy. The examples of
reform-starters (Chile and the United Kingdom) or East Europe during the cold war
seem prominent. However, this association does not seem to be systematic in the case
of most privatization processes. In the literature that analyzes privatization and politi-
cal variables, empirical results have tended to reject the hypothesis that the incumbent
ideology has had an e¤ect on reforms (Johnson and Crisp, 2003; Biglaiser and Brown,
2003).
One exception is Murillo (2009), who presents a model and statistical results that
show that in the case of public utilities in Latin America some political variables (reecting
political preferences and electoral competition) were key determinants in the timing of
privatizations, but assuming that given the general trends (technological and external
factors, assumed as exogenous) the adoption of reforms would have taken place anyway.
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Thus, the e¤ect of politics seemed to have had only a short term role.
4.6 Empirical Analysis
In this section, we test the main hypothesis of the model. In simple terms, the
participation of SOEs depends upon:
 The level initial of wealth (S0): the greater the level of initial wealth, the greater
the expected share of private rms. A proxy of this variable is the GDP per capita.
 The level of "investment e¤ort" (I) for a given level of wealth: the greater the
e¤ort, the greater the share of SOEs. In the national accounts this variable might
be approximated by domestic savings: what has to be sacriced in consumption in
order to provide resources for investment. Of course, this variable is endogenous
(depends on income) and should be instrumented.
 The opportunity cost of FDI (<), using as a proxy the international interest rate, is
expected to have a negative e¤ect on FDI and therefore a positive e¤ect on SOEs.
 The existence of externalities or strategic sectors, the relative level of ine¢ ciencies
in SOEs (K), the informational content of investment (the value of p): Since we do
not have a good theory to identify exogenous factor determining these variables, we
do not test them.
4.6.1 Data
In order to capture the importance of SOEs, we use the database by Gwartney
and Lawson (2008), GL2008. There is information of the share of SOEs in GDP for years
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1970, 1975, 1980, 1985, 1990, 1995 and 2000-06. Therefore it is possible to observe the
evolution of SOEs over a relatively long period of time (see Figure 4.1).
Another comprehensive database is World Bank (1995), WB1995, but only for the
period 1978-91 (annual). When comparing this source with Gwartney and Lawson (2008),
there is a correlation coe¢ cient of 0:329. There is also a signicant di¤erence in terms of
the levels, while the mean of GL2008 is 32:6 of GDP, the mean in WB2005 is 10:6 of GDP.
Bortolotti and Milella (2008) discuss some of the shortcoming of WB2005, pointing out
to several examples of underestimation of the importance of SOEs in Western Europe. In
particular, WB2005 does not include regional and local public productive rms, as well
as some nancial institutions.
GDP per capita in US$ and domestic savings from United Nations Main Aggregates
database and IMF. Data on international variables (US treasury bonds interest rate, US
stock price index) is from Shiller (2005, and actualizations).
4.6.2 Results
Table 4.3 shows regressions taking cross section tables for di¤erent years, using
GL2008. In order to control for endogeneity, we use in most of the cases the instrumental
variables approach. The instruments for GDP per capita and domestic savings are their
lagged values. All the results consistently highlight the negative e¤ect of wealth on the
share of SOEs. With respect to the savings rate, this has a positive e¤ect in all the cases,
but signicant only in 2006.
Figure 4.4 shows the relationship between GDP per capital and SOE participation
in 2006.
Table 4.4 documents results from a set of regression exploiting the panel data, in
periods where there are consecutive years of observation, for di¤erent sets of countries and
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Table 4.3: Regressions in Cross Section
Dependent var: SOE
GDP
(1) (2) (3) (4)


















Period 2006 2006 2000 1990
Method OLS IV IV IV
R
2
0:41 0:41 0:27 0:26
F-stat 36:89 35:24 20:81 16:04
n 101 101 106 86
Constant not reported. Standard errors in parenthesis.
IVs: lagged GDP per capita, lagged Domestic Savings to GDP
Figure 4.4: World: Participation of SOEs in the Economy and Wealth, 2006
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for di¤erent databases. In equations (1)-(4) the dependent variable comes from GL2008.
In equation (5), the source is World Bank (1995). Here, there is an additional explanatory
variable, the international interest rate (assumed to be exogenous). Also, we have included
and additional instrumental variable, the US stock price index. In all the regressions, the
negative e¤ect of GDP per capita is statistically signicant.
Table 4.4: Regressions in Panel
Dependent var: SOE
GDP
(1) (2) (3) (4) (5)
































Period 2000  06 2000  06 2000  06 2000  06 1978  91
Method IV IV IV IV IV
R
2
0:33 0:30 0:18 0:11 0:065
F-stat 119:48 27:87 12:28 6:07 14:90
Group World Europe America Asia World
n 720 185 158 132 523
Constant not reported. Standard errors in parenthesis.
IVs: lagged GDP per capita, lagged Domestic Savings to GDP, US stock prices
In Figure 4.5, we present out-of-sample predictions for the period 1970-1999, using
specication of equation (1) in Table 4.2. It is clear that the model (based on very few
structural variables) does a fairly good job explaining the evolution of public ownership
in the last four decades, on average. The surge in SOE in the late seventies and early
eighties seems to be explained by a worsening in the growth prospects in most countries
in combination with a shortage of liquidity in international markets. Afterwards, the
improvements in international markets and phases of recovery and growth in the last few
decades have contributed to reduce the share of SOEs.
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Figure 4.5: World: Predicted Participation of SOEs in the Economy, 1970-2006
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It is possible to extend the results of this paper to the analysis of previous periods.
For example, Bortolotti and Milella (2008), report that in Western Europe there were 2
nationalizing waves in addition to the one of the late seventies: after the Great Depression
and during the Post-war II period. In all of those periods, there was a combination
of decrease in the stock of wealth as has been documented in combination with some
restrictions in global liquidity, which is consistent with our model and empirical results.
4.7 Conclusions
This paper highlights that wealth can be a main determinant of the structure
of ownership of the economy. Public ownership is more likely to exist in sectors with
externalities; in countries where the level of income is relatively low; in countries where the
savings e¤ort is bigger; in periods where external sources of nancing are more expensive.
This conclusions are, in general supported by econometric work.
Also, the ndings are consistent with the stylized facts from other empirical studies.
Even if SOEs are locally ine¢ cient (fact 1), at low levels of income market failures can be
greater than SOEs failures, which may induce to choose a higher share of the latter in poor
economies (fact 2). Thus, ine¢ cient SOEs are not a su¢ cient condition for privatization.
"Early" privatizations can lead either to underinvestment from the social point of view or
to a disproportionate increase in the social cost associated with the investment (because
of too high rewards for those willing to accept the risk of investing). Underinvestment
or excessive cost, in turn, will negatively a¤ect overall social e¢ ciency, even if there is
improved local e¢ ciency (fact 3).
Thus, this paper presents evidence in favor of privatization along the path of de-
velopment, but in a cautious way, paying close attention to the capacity of the private
sector to e¤ectively deliver socially (constrained) optimal allocations at reasonable cost.
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Chapter 5




In this paper we discuss the e¤ect of wealth in dynamic moral hazard problems
with hidden investment and limited enforceability, using a simple two period model. The
basic question is how the relative wealth (measured as the ex ante promised lifetime
utility) of an agent a¤ects the features of the contract and, ultimately, the optimal level
of investment.
Here, the dynamic dimension comes from the fact that the unobservable invest-
ment (which is the e¤ort variable in the moral hazard problem) takes place in the rst
period, and its uncertain output is known in the second period. The limited enforceability
captures the fact that the capacity of the planner to control the agents consumption in
the second period can be limited by the existence of outside options.
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Most of the models analyzing wealth e¤ects in moral hazard focus on the case
where a risk averse agent has a utility function additively separable in consumption and
e¤ort. This feature, paradoxically, signicantly reduces the wealth e¤ects, assuming away
cross e¤ects between consumption and e¤ort. The basic result is that wealth typically
complicates incentives: it is costlier to generate punishments and rewards at high levels
of wealth, where the fear to punishment is lower. In static terms, this means that e¤ort
is non increasing in wealth. When this feature is extended to the dynamic dimension, the
resulting e¤ect is an optimal saving constraint (Rogerson, 1985a); in the canonical model,
the result is a decreasing path in consumption. Indeed, a similar reasoning for the case of
problems of hidden information leads to the so-called immiseration result (Atkeson and
Lucas, 1992): in an innitely repeated game it is optimal to immiserate the agents in the
long run.
From the empirical point, the predictions of this model are not well supported.
Indeed, wealthy agents tend to be more productive and invest more, and poor agents
tend to be more unemployed and invest less. What seems to prevail in low income groups
are borrowing constraints instead of savings constraints. Consumption paths tend to be
increasing over time and income distributions are relatively stable and non-degenerate.
In a paper with a similar scope to this, Mookherjee (1997) explores the e¤ect of
wealth in a model with separable utility but introducing limited liability restrictions. He
generates a static model where the reductions in the cost of e¤ort coming from reductions
in wealth are bounded due to the inability to punish harshly in presence of liability
restrictions. Thus, under some assumptions regarding the distribution of outcomes, the
productivity of e¤ort shows a inverted U-shape pattern: for very low and very high levels
of wealth, e¤ort is costly and therefore relatively low levels of e¤ort are chosen. The
highest net productivity is at intermediate levels of wealth.
In this paper we extend the previous works in three directions. First, we consider
the case of non-separable utility functions in consumption and e¤ort instead of the sep-
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arable case. The main reason is realism: there are many types of e¤ort activities that
are intrinsically not separable from consumption. While the model considers the case of
investment, it can be easily extended to any other unobservable e¤ort activities with a
pecuniary cost: costly search, resisting the temptation of some types of crime, etc. are
examples that fall into this category.
Second, we capture the dynamic dimension of the problem with a simple two-
period model. This allows the analysis of the consumption path and a comparison with
the results from repeated moral hazard problems.
Third, we introduce a limited enforcement condition instead of a limited liability
condition. The reason is that a limited enforcement constraint can be derived directly
from the structure of the problem: the agent may have the chance to liquidate the project
and get some sure consumption from it. From the technical point of view, this condition
fullls the role of xing a bound in the space of punishments, such as the limited liability
assumption.
The main results are the following: There is a critical level of promised utility under
which the planner will choose to give strictly more than the minimum promised. Therefore,
the cost function becomes at for low enough levels of wealth, which indicates a lower
bound in lifetime utility. This happens in spite of the fact that the limited enforcement
condition, if binding, only limits wealth in one of the periods. The underlying force comes
from the cost of e¤ort: if the consumption in period 1 is very small then the marginal cost
of giving up to resources to be devoted to e¤ort (represented by the marginal utility of
consumption in period 1) is very high, increasing the need for signicant rewards and/or
harsh punishments in period 2. The limited enforcement condition limits punishments
and, therefore the burden of incentives falls on rewards, making the contract costlier.
A counterpart of the latter is observed in the dynamic dimension: for low enough
levels of promised utility there is mean reversion in consumption. This implies that if in
period 1 the level of consumption is too low, then the high cost of e¤ort should lead to a
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high expected reward in period 2, increasing the level of expected consumption.
One novel result of this model is related to the generation of endogenous volatility
in welfare: utilities in period 2 show decreasing dispersion with respect to the level of
wealth. This result contrasts with the opposite e¤ect implicit in the specication of
separable utility. Indeed, if utility is separable, for a given level of e¤ort, the cost of
e¤ort is constant, independent from the level of wealth. In this model, with non separable
utility, the cost of e¤ort is decreasing in wealth, producing dispersion in the structure of
punishment/reward, in order to provide right incentives.
In another contrast with the model of separable utility function, we show that in
the non-separable case, the resulting optimal e¤ort level is non-decreasing in wealth. This
is a direct result of the fact that contracting costs are too expensive when the agent is
too poor.
Finally, in a direct extension of the previous model, we explore the case where
the terms of the contract establish a Exact Expected Utility Rule, in order to develop a
positive analysis of some social norms that x the exact level of expected utility, instead of
a bound. This condition is particularly relevant in the case of non-renegotiable contracts
and in penal justice codes, but it is implicit in many repeated relationships, where rules
are used to gain credibility. In this setting, the main innovation is that the cost function
becomes U-shaped: for low and high levels of the agents wealth the cost of the contract
is relatively high, for intermediate levels of wealth, the cost function reaches its minimum.
The rest of the results regarding mean reversion of consumption, decreasing dispersion
of utilities are qualitatively the same, but quantitatively stronger for low levels of wealth.
Section 2 presents the model. Section 3 discusses the main features of the optimal
cost-minimizing contract. Section 4 explores the main result in the light of an example
and the simulation of its solution. Section 5 extends the basic model to the case of Exact





In the model we study the relationship between a planner and an agent. The
planner is assumed is risk neutral and the agent is risk averse with a utility function of
the following type:
U(c; e) = u(c) with c = t  e (5.1)
u : R+  ! [a; b]  R twice continuously di¤erentiable function
u0(c) > 0; u
00




non increasing in c
lim
c !0
u0(c) = 1 , lim
c !1
u0(c) = 0; lim
c !0
u(c) =  1
where consumption (c) is the result of some level of income (t) and a pecuniary cost
associated with e¤ort (e). This implies that this function is concave and non-separable in
consumption and e¤ort. As a result, consumption and e¤ort are complements, provided






=  u00(c) > 0
There is a unique discount factor for the planner and the agent, represented by :
Technology
In this economy there is an output y; which is a random variable whose distribution
depends on e¤ort (e). Thus, the probability of a given state of nature s 2 S (with
s = 1; 2; :::N ); given that the agent undertook e¤ort level e is s(e) = Pr fy = ys j eg.
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As usual in the literature, we assume full support s(e) > 0 for all e and ys < ys+1 for all
s < N .
The probability distribution satises the monotone likelihood ratio condition (MLRC:
0s(e)
s(e)
is non decreasing in s) and the convexity of the distribution function condition
(CDFC) with respect to e¤ort. This ensures the validity of the rst order approach (see
Rogerson, 1985b) that will be used in order to simplify the algebra.
Time, Actions, Information
In period t = 1, the planner gives some initial income (t1) to the agent. Then the
agent makes decisions about an unobservable e¤ort level e 2 E and about consumption
c1; both unobservable to the planner.
At period t = 2;the agent does not exert any e¤ort (e2 = 0): At the beginning
of the period, the agent has an outside option, of getting resources  ( we assume that
this has a negative e¤ect on expected output): Then the planner observes whether the
agent took or not the outside option. If the agent chooses the outside option, then she
cannot get the benets of the contract and, therefore, ts2 = 0, for all s: If she decides to
respect the contract, the planner observes output y 2 Y = fysgs2S and gives some level of
transfers to the agent, conditional on the observed state of nature (ts2). In this case, the
level of consumption is determined by the transfers (c2 = ts2): The agent does not have
(unobservable) access to credit markets.
Figure 5.1 shows the structure of the problem as an extensive game.
5.2.2 The Restrictions
In the basic case, the planner must decide the level of e¤ort (e) and transfers in
period 1 (t1);and the contingent transfers in period 2, (ts2)s2S, in order to maximize her
total discounted prot.
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Figure 5.1: Timing of Contracting
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There are 3 basic constraints in this problem, individual rationality, incentive com-
patibility and limited enforcement.
Individual Rationality
The individual rationality (IR) constraint ensures that the agent is willing to par-
ticipate in the contract: the level of expected utility of the contract must be at least as






2)  V (5.2)
Incentive Compatibility
The second restriction deals with the asymmetry of information problem. The
planner must ensure that the agent chooses the desired level of e¤ort. Thus, the structure
of incentives must make optimal for the agent to pick exactly the level of e¤ort decided
by the planner: This is the incentive compatible (IC) condition.






In the optimum, the allocations must satisfy the rst order conditions of the total
discounted utility with respect to the e¤ort level:
u
0







2) = 0 (5.3)
If there is a unique maximum (which is ensured by MLRC and CDFC) , then
Equation (5.3) can be used as the IC constraint (this is the so-called rst order approach).
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Limited Enforcement
The third restriction mirrors the fact that the agent can unilaterally nish the
contract. We assume that the agent has an outside option that would allow her to leave
the contract at the start of period 2, before the observation of the realized output. In the
generic case of unobservable investments, this can be interpreted like that chance to stop
the project and liquidate it at a xed amount of resources. In the generic case of "crime",
this reects that even a person that has not committed a crime may consider some illicit
action provided that she will punished anyway.
The planner must ensure that the agents does not leave the contract. Thus, the






2)  V2 (5.4)
5.2.3 Grossman and Hart Approach
In order to have a more accurate view of the problem we use the Grossman and
Hart approach that decomposes the optimization problem into 2 stages2. The general
problem can be represented by:
















C = ffe; t1; (ts2)g that satisfy (5.2), (5.3) and (5.4) g
1Some models assume that there is a minimum level of consumption such that u(ts2)  V2 for all s 2 S:
That is the case of the specications with limited liability constraints. Expression (5.4) is more general
and consistent with that interpretation.
2Given that in this case the rst order approach is valid, the Grossman and Hart method is not
necessary. However, it is usefult to separate e¤ects coming from the cost of the contract.
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2 be the benet




2 the cost function.
Then, Problem (P1) is equivalent to the 2-stage procedure:









Second Stage: nd the optimal prot function:
P (V; V2) = maxfeg
B(e)  C(V; V2; e)
Note that the problem of nding the optimal cost function denes the general
structure of the contract for a given set (V; V2; e). The second stage picks one level of
e¤ort that it is implementable by the contract computed in the rst stage.
5.2.4 Cost Minimization
In order to get convexity in the objective function, we follow the convention of
choosing utilities instead of transfers, dening h() = u 1(); such that t1 = h(u1) and
ts2 = h(u
s
2): Thus, the optimal cost function is given by:













2  V (5.6)
3The specication used this paper in general does not satisfy assumption 1 of Grossmand and Hart
(1983), however, the two stage approach remains valid. See page 41 of Grossmand and Hart (1983).
Indeed the rst order conditions of the cost minimizing function with respect to transfers are equal to
the rst order conditions of the prot maximizing function.
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2  V2 (5.8)
Thus, the problem becomes:
(5.5) subject to (5.6), (5.7), and (5.8) (P2)
The next Proposition ensures the existence and uniqueness of the solution for the
previous problem. The proof is given in the appendix B.
Proposition 12 Problem (P2) is a well dened program of minimization with (a) a
strictly convex function and (b) a set of convex restrictions. Therefore, it has a unique
solution.
5.3 The E¢ cient Contract
5.3.1 First Order Conditions
If ;  and  represent the Lagrange multipliers associated with the IR constraint,











= +  + 
0s(e)
s(e)
8s 2 S (5.10)
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Envelope4:
CV =  (5.11)
5.3.2 First Best
As a benchmark it is useful to describe the rst best, that corresponds to the case
without asymmetric information and without limited enforcement constraint. This implies
that the IC condition and the LE condition never bind ( = 0 and  = 0, respectively).






for all s 2 S
Note that this an Euler equation that reects full insurance: same level of con-
sumption across periods and across states of nature.
c1 = c
s
2 for all s 2 S
In this problem the planner gives exactly the level of lifetime utility V , with cer-
tainty. This is showed in the following proposition:
Proposition 13 The IR constraint always binds.
Proof. Note that using  = 0 and (5.9) implies  = 1
u0(c1)
> 0
The form of the cost function is described in the following statement.
Proposition 14 The cost function is strictly convex and increasing in the level of promised
utility V:
4There are 2 more envelope conditions, with respect to V2 and e:However, We will not use them since
I will exploit only the e¤ect of wealth, which is captured by V .
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This result is very intuitive. Provided that the cost of the contract can be decom-
posed into two items -consumption of the agent and e¤ort-, if the expected utility of the
agent is higher, then the cost of consumption of that plan should be higher. The convexity
depends on the concavity of the utility function with respect to consumption: for high
levels of utility, it is increasingly costly, in terms of consumption, to generate more utility.
5.3.3 Second Best
The second best allocation is represented by the solution to Problem (P2), which
can be characterized by the following propositions.
Proposition 15 The IC constraint always binds.
This proposition states that the asymmetry of information always plays a role in
the optimal contract, because for the agent it is costly to make an e¤ort. Therefore, to
induce the desired level of e¤ort, it is always necessary that the planner construct a scheme
of incentives that rewards e¤ort and penalizes non-e¤ort. This condition also implies that
consumption in period 2 is not the same across states, even if the agent behaved well in
period 1.
Proposition 16 The higher the level of output the higher the level of conditional transfers
in period t = 2:
This result is standard in moral hazard problems and indicates that if the planner
observes a high level of output there will be a reward for the agent. If, instead, the planner
observes a level of output relatively low then there will be a punishment.
Proposition 17 There is a critical level of V  such that for all V  V  the IR binds and
for all V < V  the IR does not bind.
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The reason behind this result is that if the level of promised utility is low enough,
then the LE condition becomes binding and the agent receives at least V2 as expected
discounted utility in period 2. As V diminishes, all subsequent reductions in utility
must come from the consumption in period 1. That increases the marginal utility of
consumption in period 1 and, therefore, the cost of investment according with the IC
condition (5.7). Indeed, since punishments are bounded in period 2, all the burden of
the incentives must come from "rewards". At some point an additional reduction in V
produces a higher cost coming from incentives than benets coming from a lower utility
target.
Proposition 18 For all V  V , the cost function is strictly convex and increasing in
the level of promised utility V . For all V < V  the cost function is at.
The shape of the cost function to the right of the critical level V  can be seen as
a Corollary of Proposition (12), as shown in the Appendix B. To the left of V , the IR
does not bind (Proposition 17) and therefore any change in V produces no change in the
optimal cost function.













In the benchmark model of Rogerson (1985a), for a utility function separable in
consumption and e¤ort, only the rst term of the RHS shows up. As a result, there is a
downward path in expected consumption (E [c2] < c1), (coming from Jensens inequality




that the second term of the RHS of (5.12) reinforces the e¤ect of an expected decreasing
path in consumption. Therefore, for high values of the agents wealth (where  is zero or
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relatively small), it is still true that E1 [c2] < c1: However, for low enough values of the
agents wealth, the decreasing path in expected consumption is broken and there appears
a upward temporal consumption path E1[c2] > c1. As a result there is mean reversion in
consumption. This result comes from the existence of the LE constraint. The parameter 
reecting the Lagrange multiplier of the LE constraint is decreasing in wealth. Therefore,
for low levels of wealth, it can reverse the e¤ect of the rst terms of the RHS of (5.12).
Finally, this model delivers endogenous volatility predictions, summarized in the
following proposition.
Proposition 20 The level of dispersion of utility in period t = 2 is non increasing in
wealth.
According to (5.7), the cost of e¤ort decreasing in the level of wealth. The structure
of incentives, on the other hand, is determined by the di¤erence between expected gains
(given by rewards) and expected losses (given by punishments). If the cost of e¤ort is
higher, the di¤erence between rewards and punishments must be greater, producing an
increase in the dispersion in utility.
5.4 One Example
5.4.1 E¢ cient Contract for a Given E¤ort
In this section we simulate a simple example with 2 states (bad yb = 0, good
yg = 1:5) and two levels of e¤ort (low, el = 0 and high, eh = 0:6). The outside option has
an expected value of V2 =  0:9:
The utility function is CRRA of the form u(c) = c
1 
1  with  = 2; satisfying strict
concavity and non increasing absolute risk aversion in consumption.
The structure of probabilities is the following Pr(s = G j e = 0:6) = 0:75 and
Pr(s = G j e = 0) = 0:1:
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Figure 5.2: Cost Function
Figures 5.2, 5.3 and 5.4 graph the main features of the optimal contract to induce
the high e¤ort level.
Figure 5.2 shows the optimal cost function for this specication. The shape is
consistent with the one predicted by Proposition (18): at cost function for low levels of
wealth and strictly convex cost function for high levels of wealth.
Figure 5.3 shows the optimal values of consumption across levels of the agents
wealth. Notice that in this case there is strong mean reversion in consumption: if an
agent has a lower level of utility she will consume little in period 1, but the expected
value of consumption in period 2 is signicantly higher. This condition is stronger the
lower is the level of promised utility to the agent. On the other hand, if the agent has a
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Figure 5.3: Consumption
high level of promised utility, then she will consume high in both periods, but there the
expected level of consumption for period 2 will be lower than the level of consumption in
period 1.
Figure 5.4 shows the distribution of utilities with respect to the level of wealth. As
Proposition (20) proves, the level of dispersion in non decreasing in wealth. It is possible
identify 3 regions: for high levels of wealth (where the LE condition does not bind and the
IR binds), there is an decreasing dispersion at moderate rates. For intermediate levels of
wealth (where both the LE and the IR condition bind), the e¤ect of wealth on volatility is
very strong. For low levels of wealth (where the LE condition binds and the IR condition
does not bind), the e¤ect of wealth on volatility is zero.
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Figure 5.4: Utility Levels
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5.4.2 Optimal Level of E¤ort
Now we turn to the Second Stage of the Grossman and Hart Approach: selecting









Figure 5.5 shows the prot levels associated with each level of e¤ort, with respect
to wealth. It is evident that for relatively low levels of wealth, the most protable option
is the low level of e¤ort. For relatively high levels of e¤ort, in turn, it is more protable
the high level of e¤ort.
5.5 Introducing Rules
The previous analysis has relied on the search of Pareto optimal contracts repre-
sented by a problem of maximizing the utility of one of them (here, the Principal, reected
in the minimization of the cost of the contract) subject to the condition that the other
receives at least some level of reservation utility (here, the IR for the agent). Moreover,
from a conceptual point of view, the inequality of the IR constraint makes possible to
reach the concept of renegotiation proofness (see Chiappori et al, 1994): in our model,
even if there was an initial compromise to give utility V < V  to the agent, only a contract
that delivers V  is renegotiation proof: both the agent and the planner got a benet of
moving away from V towards V :
However, sometimes the contracts establish some rules (optimal or not) that must
be respected. Here we introduce a positive analysis of one particular kind of them: those
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Figure 5.5: Prot Function
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that x an exact level of contingent promised utility. This is equivalent to the imposition






2 = V (5.13)
The benets of rules is di¢ cult to analyze in this framework with only two periods,
and it will be assumed to be zero for simplicity. However, these rules can be motivated
in the framework of long lasting relationships with repeated games that we will discuss
below.
The main result of this section is the existence of a U-shaped cost function:
Proposition 21 For all V  V , the cost function is strictly convex and increasing in
the level of promised utility V . For all V < V , the cost function is strictly convex and
decreasing in the level of promised utility V .
This is a direct consequence of Proposition (18). Indeed, if the solution to a problem
without the IR constraints delivers a unique minimum cost at V ; then the cost function
to the left of the critical level has to be greater.
5.5.1 Example (continuation)
Using the same specication of the previous section, we analyze the properties of
the solution of the problem under Exact Expected Utility Rules. Figure 5.6 shows the
main result: the U-shaped optimal cost function.
Figures 5.7 and 5.8 show the rest of the characteristics of the contract for a high
e¤ort level. The main di¤erence with respect to the previous model is the existence of
unbounded levels of consumption in period 1 coupled with a very strong mean reversion in
consumption, as shown in Figure 5.7. This implies an e¤ort-based mean reversion: there
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Figure 5.6: Cost Function with Exact Expected Utility Rule
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Figure 5.7: Consumption with Exact Expected Utility Rule
is less insurance since the level of consumption is allowed to reach very low levels but, if
the agent is able to undertake the high level of e¤ort, the expected consumption in the
following period will be much higher.
The volatility of utilities grows signicantly if the level of wealth decreases, as
shown by Figure 5.8. At very low levels of expected wealth, utility is very low in period
1, which increases the cost of undertaking e¤ort, demanding a higher di¤erence between
reward and punishment, and creating a sizable dispersion in contingent utilities .On the





All the previous discussion is based in the case of one a contract with one particular
and xed e¤ort for all levels of wealth. The nal structure, will determined by determining
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Figure 5.8: Utility Levels with Exact Expected Utility Rule
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Figure 5.9: Prot Functions with Exact Expected Utility Rule
the optimal e¤ort for each level of wealth. In the example, the conclusions remain valid
only for levels of promised utility above (approximately) -2.5, where it is optimal the high
e¤ort level (see Figure 5.9).
5.5.2 Connection with Dynamic Games
So far we have assumed the existence of the main constraints of this model: the
limited enforcement condition and the Exact Expected Utility Rule. Both of them can
have a natural interpretation in the context of a dynamic game, resulting of the innite
repetition of this problem.
If the game is repeated innite times then the problem becomes:
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where W s is the continuation lifetime utility.
In this framework, the LE condition has a natural interpretation: in each period
the agent can consume the resources provided to invest. Moreover, if W s < u(e)
1  then the
agent will be better o¤ if she does not implement (invest) the desired level of e¤ort and,
instead consumes t1.
On the other hand the Exact Expected Utility Rule can be understood as an
instrument to gain space in terms of credible punishments. In a long lasting relationship
this reduces the cost of the contract. In this way, harsh punishment can be costly in the
short run for the planner but ensure a reduction of the costs of implementing the contract
in the long run.
5.6 Conclusions and Extensions
The main conclusion of this paper is wealth has an e¤ect on the main features of
the contract under a dynamic moral hazard problem.
First, the shape of the cost of the contract is sensitive to the level of wealth,
reecting that reductions in the promised utility to the agent fail to reduce the cost of
the contract for low levels of wealth.
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Second, there is mean reversion in consumption. The intertemporal path of con-
sumption is decreasing for high levels of wealth and increasing for low levels of wealth.
Third, the di¤erence of rst best e¢ ciency and second best e¢ ciency is larger for
lower levels of wealth, in signicant magnitudes.
Fourth, the volatility of compensations increases for low levels if wealth. This
matches some well documented empirical facts: for example, very poor countries are
much more volatile than rich countries (see Koren and Tenreyro, 2007).
This conclusions can be extended to di¤erent settings. So far, we have use the case
of unobservable investment as the e¤ort variable. However, there are many other types
of e¤ort fall naturally into this category. Redening (5.1):
U(c; e) = u(c) with c = t  g(e); (5.14)
u0(c) > 0; u
00




non increasing in c
g0(e) > 0; g(0) = 0
where g(e) represents the pecuniary cost of e¤ort.
There are two generic cases we will highlight.
 Crime (g(e) < 0)
We label "crime" the family of cases where the unobservable action adds new
resources in period 1, beyond the level suggested by the planner. Thus, a typical crime
allows the agent an increase in her consumption in the rst period with an uncertain
punishment in the second period. Some forms of crime can be cheap. Stealing a notebook
in a library, a bike on the street, fruit at the supermarket, etc. Other "crimes" are
costlier, but still generate a positive net immediate reward in period 1. Robbing a bank,
overexploit natural resources, etc. Let r(e) be the net reward of committing a crime in
period 1. Therefore g(e) =  r(e) > 0; with g0(e) =  r0(e) > 0: The latter expression
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reects that the e¤ort is in terms of "resisting the temptation " of committing the crime.
In this case, if the e¤ort is high, there is a low probability of being accused/condemned.
If, instead, the e¤ort is low and the agent actually commits the crime, the probability of
being accused/condemned is high.
 Unobservable investment (g(e) > 0)
We label "unobservable investment" the family of cases where the unobservable
action subtracts some resources from period 1. The simplest representation of this problem
is the one used in this paper such that g(e) = e > 0; and g0(e) = 1 > 0: This specication
allows to transform non-pecuniary e¤ort into monetary costs, which can be useful to
analyze cases like the restriction of leisure and others.
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Appendix A
Appendix to Chapter 3
A.1 List of Countries
Australia, Austria, Bangladesh, Belgium, Canada, Sri Lanka, Chile, Colombia,
Denmark, Ecuador, Finland, France, Ghana, Greece, Guatemala, Hong Kong, Hungary,
India, Indonesia, Ireland, Israel, Italy, Japan, Kenya, Korea ( Republic of), Malaysia,
Netherlands, New Zealand, Nicaragua, Norway, Pakistan, Philippines, Poland, Portugal,
Singapore, South Africa, Zimbabwe, Spain, Sweden, Turkey, Egypt, United Kingdom,
United States, Uruguay, Venezuela.
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A.2 Denition of Sectors
Sector 3-digit code Description
S1 311, 313, 314 Food Products, Beverages and Tobacco
S2 321 Textiles
S3 322 Wearing apparel, except footwear
S4 323 Leather products
S5 324 Footwear, except rubber or plastic
S6 331 Wood products, except furniture
S7 332 Furniture, except metal
S8 341 Paper and products
S9 342 Printing and publishing
S10 351, 352, 353, 354
Industrial chemicals; Other chemicals;
Petroleum reneries; Misc. petroleum and coal
S11 355 Rubber products
S12 356 Plastic products
S13 361, 362, 369
Pottery, china, earthenware; Glass and products;
Other non-metallic mineral products
S14 371, 372 Iron and steel; Non-ferrous metals
S15 381, 382 Fabricated metal prods.; Machinery, non electrical
S16 383 Machinery, electrical
S17 384 Transport equipment
S18 385 Professional and scientic equipment
S19 390 Other manufactured products
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A.3 Robustness Analysis
Table A.1: Decomposition of e¤ect of initial wealth on Volatility (using the United States
as benchmark)
(a) (b) (c) (d) (e) (f) (g) (h)
ED EC Ea EDC EDa ECa EDCa V 
Y0  1:19 0:026  0:003 0:33 0:154  0:003  0:17  :85
(0:21) (0:004) (0:003) (0:11) (0:049) (0:0014) (0:06) (0:26)
R2 0:40 0:46 0:02 0:17 0:18 0:11 0:15 0:20
Constant not rep orted , SE in parenthesis. In itia l GDP, m easured in logs.
Table A.2: Decomposition of e¤ect of initial wealth on Volatility (using the Ghana as
benchmark)
(a) (b) (c) (d) (e) (f) (g) (h)
ED EC Ea EDC EDa ECa EDCa V 
Y0  0:58 1:95 0:31  1:32  0:006  0:22 0:019  0:85
(0:33) (0:33) (0:11) (0:29) (0:177) (0:13) (0:111) (0:26)
R2 0:34 0:43 0:13 0:32 0:00 0:06 0:00 0:20
Constant not rep orted , SE in parenthesis. In itia l GDP, m easured in logs.
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A.4 Proof Lemma 4
Lemma 4 If the limited liability is binding and the bank directly controls B;R; Y H (i.e.,
A0 does not hold) the prot function does not change from the one determined by B0
Proof. Note that in the denition of (B0) it is already implicit the binding liability




, then this is equiva-








; according to equations (3.6), (3.8) and (3.9). There
are multiple values of the pair (R; Y H) consistent with this solution. There is only one









to decentralize the solution by using the market condition where the interest rate works
as a price that matches the demand for a loan with the optimal supply dened by equa-















R; B; Y H
	
is the unique solution to (B0):
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A.5 Market Restrictions
Using a recursive formulation, where wealth St is the state variable, the problem
of the entrepreneur can be expressed in these terms:
U(St) = max
E;B
(1  )u(St   At) + 

pU(SHt+1) + (1  p)U(SLt+1)

where:
At = Et +Bt = St   ct
SHt+1 = 
H



























































Appendix to Chapter 5
B.1 Convex Non Separable Model with Limited En-
forcement





































The rst order conditions (5.9), (5.10), (5.11) are listed in the text.
Proposition 12 Problem (P2) is a well dened program of minimization with (a)
a strictly convex function and (b) a set of convex restrictions. Therefore, it has a unique
solution.




2) is strictly convex.
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and any  2 [0; 1] :





2 + (1  )us;b2 )

























The strict inequality is ensured by the fact that h() = u 1() is strictly convex (
using the assumption that u() is strictly concave).






and therefore it is (weakly)
convex.
b2) The IC condition is convex. Clearly  u() is convex (because u() is con-
cave). u
0
() is convex with respect to u1 if  u
00
(c)
u0 (c) is non-increasing with respect to c (see
(5.1)):
b3) The LE condition is linear in (us2)s2S and therefore it is (weakly) convex.
Lemma The Lagrange Multiplier associated with the IC constraint can be rescued









































The result follows after multiplying both sides by u(ts2)s(e), summing over s and
then using the IC condition (5.7).
Proposition 15 The IC constraint always binds.






 0; and u0(c1) > 0,
imply   0:
On the other hand, assume  = 0:Then the agents will receive full insurance re-
gardless the e¤ort level. That produces a contradiction in the IC condition: Indeed, if
u(cs2) is constant for all s; then the RHS of (5.7) is zero, but the LHS of (5.7) is u
0
(c1) > 0:
Therefore  > 0:
Proposition 16 The higher the level of output the higher the level of conditional
transfers in period t = 2:




is increasing in s (or the level of output):On the other hand, 1
u0(cs2)
is increasing in cs2.
Therefore, using equations (5.10), cs2 is increasing in s:
Proposition 17 There is a critical level of V  such that for all V  V  the IR
binds and for all V < V  the IR does not bind.
Proof. If the IR restriction does not bind if and only if the solution with and
without the constraint is the same.
Let Problem (P3) be the unconstrained program:
(5.5) subject to (5.7), and (5.8) (P3)
The IR does not bind for for all V < V  if and only if the solution of the relaxed
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 + 
0s(e)
s(e)
8s 2 S (B.2)
Notice that  > 0: This follows from (B.1), provided that  u"(c1) > 0 (due to
strict concavity of utility function). Therefore the IC condition is binding:
u
0






On the other hand,  > 0. Indeed, using (B.2) and taking expectations at both






















2 = V2; then 1 > 
P
s2S s(e
0)us2 >  1 for any other level of
e¤ort e0 6= e and  1 < Ps2S 0s(e)us2 <1. Suppose not. If there is a us2 =1; then







2 =  1 (provided full support: s(e) > 0 for all e , and j0s(e)j <1







2 <1, which implies u0(c1) <1, with c1 = h(u1) > 0 ,
and u1 >  1:
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Proposition 18 For all V > V , the cost function is strictly convex and increasing
in the level of promised utility V . For all V  V  the cost function is at.
Proof. If V > V :From FOC (5.11) the slope of the cost function is equal to the
Lagrange multiplier associated with the IR condition. Proposition (17), ensures that if
V > V ; the IR condition is binding. Therefore, CV =  > 0, i.e. the cost function is
strictly increasing in V .















are two solutions to Problem
(P2), (associated with V a and V b, respectively), convexity of IR and IC ensures that a
linear combination of A and B satises both restrictions, and convexity of the objective
function ensures that a linear combination of them is less than a linear combination of
their optimal costs, C(V a) and C(V b).
If V  V , using Proposition 17 and condition (5.11), CV =  = 0:
Proposition 19 The inverse Euler equation is represented by (5.12)
Proof. Taking expectation of (5.10):





Combining with (5.9) delivers the result.
Proposition 20 The level of dispersion of utility in period t = 2 is non increasing
in wealth.




























s jus2   u2j
u0(c1(V )) = Q(V )
where (V ) =
P
s2S s(e)s jus2   u2j is the weighted mean absolute deviation
(WMAD) and
P
s2S s = 1
If V < V  a marginal change in wealth does not change c1 = c1 and, therefore does
not change (V )
If V  V ; an increase in V , leads to an increase in c1 increases, a decrease in u0(c1)
and (V ).
Convex Non Separable Model with Limited Enforce-
ment and Rules






































Proposition 21 For all V > V , the cost function is strictly convex and increasing
in the level of promised utility V . For all V < V , the cost function is strictly convex and
decreasing in the level of promised utility V .
Proof. Using Proposition 17, it is clear that, also in this problem V  is the optimal
level of expected promised utility when the IR restriction is not imposed. If the IR is
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binding, then this problem is not di¤erent from Problem (P2), meaning CR(V; V2; e) =
C(V; V2; e) (where CR() indicates the cost under the Exact Expected Utility Rule): Thus,
Proposition (18) proves the rst part: For all V > V , the cost function is strictly
convex and increasing in the level of promised utility V: For V = V ; CR(V ; V2; e) =
C(V ; V2; e) = Cmin:
For V < V ; the IR is not binding, as shown in Proposition (17) in Problem (P2).






is the scheme that generates
total expected utility V  in Problem (P3), then the Lagrange multiplier (V ) must sat-
isfy  (V ) [V    V ]  0 in (B.3). Otherwise the planner would choose u1; (us2 )s2S	.
Therefore, V    V > 0 implies  (V )  0: The uniqueness of the solution u1; (us2 )s2S	
in the unconstrained problem (P3) ensures (V ) 6= 0: (5.11) implies CV =  < 0:
Finally, strict convexity of the cost function follows by extending the proof of
Proposition (18).
