Artificial Bee Colony (ABC) optimization algorithm is one of the recent population based probabilistic approach developed for global optimization. ABC is simple and has been showed significant improvement over other Nature Inspired Algorithms (NIAs) when tested over some standard benchmark functions and for some complex real world optimization problems. Memetic Algorithms also become one of the key methodologies to solve the very large and complex real-world optimization problems. The solution search equation of Memetic ABC is based on Golden Section Search and an arbitrary value which tries to balance exploration and exploitation of search space. But still there are some chances to skip the exact solution due to its step size. In order to balance between diversification and intensification capability of the Memetic ABC, it is randomized the step size in Memetic ABC. The proposed algorithm is named as Randomized Memetic ABC (RMABC). In RMABC, new solutions are generated nearby the best so far solution and it helps to increase the exploitation capability of Memetic ABC. The experiments on some test problems of different complexities and one well known engineering optimization application show that the proposed algorithm outperforms over Memetic ABC (MeABC) and some other variant of ABC algorithm(like Gbest guided ABC (GABC),Hooke Jeeves ABC (HJABC), Best-So-Far ABC (BSFABC) and Modified ABC (MABC) in case of almost all the problems.
INTRODUCTION
Optimization is a field of research with large number of applications in almost each and every area of science, management and engineering, where mathematical modeling is used. Global optimization is a very challenging task due to diversity of objective functions and complex real world optimization problems as they may vary unimodel to multimodal, linear to highly nonlinear and irregularities [1] . The growing trend of apprehensive informatics is to use swarm intelligence to search solutions to challenging optimization problems and real-world applications. A classical example is the evolution of particle swarm optimization (PSO) that may be recognized as a representative milestone in using swarm intelligence or collective intelligence [2] . One more, good example is the ant colony optimization algorithm which shows the collective intelligent behavior of social insects [3] . These strategies are meta-heuristic and swarm-based, still they share some common characteristics with genetic algorithms [2] , [4] , [5] , but these methods are much simpler as they do not use mutation or crossover operators. Genetic algorithms are population-based, biology inspired algorithm, which was based on the evolution theory and survival of the fittest [6] . Similarly, PSO is also population-based, but it was inspired by the intelligent behavior of swarm like fish and birds, and therefore falls into the different class from genetic algorithms. Swarm-based or population-based algorithms fall in category of nature-inspired meta-heuristic algorithms [7] - [11] with a great range of applications areas [12] - [17] . Since the inception of swarm intelligence strategies such as PSO in the early 1990s, more than a dozen of new meta-heuristic algorithms have been developed [18] - [29] , and these algorithms have been applied to almost every field of optimization, engineering, design, image, scheduling, data mining, machine intelligence etc. The intelligent foraging behavior, learning capability, memorizing power and information sharing properties of honey bees have recently been one of the most interesting research areas in swarm intelligence. Research and studies on honey bees are setting a new trend in the literature during the last decade [30] . Artificial bee colony (ABC) algorithm was proposed by D. Karaboga in 2005 [31] . It is an optimization algorithm based on particular intelligent behavior of honey bee swarms. Since its inception it has been modified and compared with other meta-heuristics like genetic algorithm, particle swarm optimization (PSO), differential evolution (DE), and evolutionary algorithms [32] , [33] on standard benchmark functions. It also has been used for designing of digital IIR filters [34] , for training of feed forward neural network [35] , to solve the leaf-constrained minimum spanning tree problem [36] , for optimization of distribution network configuration [37] , For optimization of truss structure [38] and for inverse analysis of structural parameter [39] . The rest of the paper is organized as follow: section 2 discuss original ABC algorithm in detail. Next section contains introduction to Memetic algorithms. Section 4 outlines proposed algorithm followed by experimental setup, results and discussion. Section 6 contains conclusions followed by references.
ARTIFICIAL BEE COLONY ALGORITHM
Artificial Bee Colony (ABC) Algorithm is inspired by the intuitive food foraging behavior of honey bee insects. Honey bee swarm is one of the most insightful insect exists in nature; it shows collective intelligent behavior while searching the food. The honey bee swarm has a number of good features like bees can interchange the information, can remember the environmental conditions, can store and share the information and take decisions based these observations. According to changes in the environment, the honey bee swarm updates itself, allocate the tasks actively and proceed further by social learning and teaching. This intelligent behavior of honey bees inspires researchers and scientists to simulate the intelligent food foraging behavior of the honey bee swarm.
Analogy of Artificial Bee Colony Algorithm with Bee
The algorithm suggested by D. Karaboga [31] is collection of three major elements: employed bees, unemployed bees and food sources. The employed bees are associated with a good quality food source. Employed bees have good knowledge about existing food source. Exploitation of food sources completed by employed bees. When a food source rejected employed bee turn to be as unemployed. The idle foragers are bees acquiring no information about food sources and searching for a new food source to accomplish it. Unemployed bees can be classified in two categories: scout bees and onlooker bees. Scout bees randomly search for new food sources neighboring the hive. Onlooker bees monitor the waggle dance in hive, in order to select a food source for the purpose of exploitation. The third element is the good food sources nearby the beehive. Comparatively in the optimization context, the number of food sources (that is the employed or onlooker bees) in ABC algorithm, is commensurate to the number of solutions in the population. Moreover, the location of a food source indicates the position of an encouraging solution to the optimization problem, after all the virtue of nectar of a food source represents the fitness cost (quality) of the correlated solution.
Phases of Artificial Bee Colony Algorithm
The search process of ABC has three major steps [31] :  Send the employed bees to a food source and estimate their nectar quality;  Onlooker bees select the food sources based on information collected from employed bees and estimate their nectar quality;  Determine the scout bees and employ them on possible food sources for exploitation. The position of the food sources are arbitrarily selected by the bees at the initial stage and their nectar qualities are measured. The employed bees then communicate the nectar information of the sources with the onlooker bees waiting at the dance area within the hive. After exchanging this information, each employed bee returns to the food source checked during the previous cycle, as the position of the food source had been recalled and then selects new food source using its perceived information in the neighborhood of the present food source. In the last phase, an onlooker bee uses the information retrieved from the employed bees at the dance area to select a good food source. The chances for the food sources to be elected boosts with boost in its quality of nectar. Hence, the employed bee with information of a food source with the highest quality of nectar employs the onlookers to that food source. It eventually chooses another food source close by the one presently in her memory depending on perceived information. A new food source is arbitrarily generated by a scout bee to replace the one abandoned by the onlooker bees. This complete search process of ABC algorithm could be outlined in Fig 
Initialization of Swarm
The ABC algorithm has three main parameters: the number of food sources (population), the number of attempt after which a food source is treated to be jilted (limit) and the criteria for termination (maximum number of cycle). In the initial ABC proposed by D. Karaboga [31] , initial population (SN) divided in two equal parts (employed bees (SN/2) or onlooker bees (SN/2)); the number of food sources was equal to the employed bees (SN/2). Initially it consider an evenly dealt swarm of food sources (SN), where each food source x i (i = 1, 2 ...SN) is a vector of D-dimension. Each food source is evaluated using following method [40] : 
Employed Bee
Employed bees phase modify the existing solution according to information of individual experiences and the fitness value of the newly raised solution. New food source with higher fitness value take over the existing one. The position of i th candidate in j th dimension updated during this phase as shown below [40] :
is known as step size, k ∈ {1, 2, ..., SN}, j ∈ {1, 2, ...,D} are two randomly chosen indices. k ≠i ensure that step size has some indicative improvement.
Onlooker Bee
The number of food sources for onlooker bee is same as the employed. All along this phase all employed bee exchange fitness information about new food sources with onlooker bees. Onlooker bees estimate the probability of selection for each food source generated by the employed bee. The onlooker bee select best fittest food source. There may be some other methods for calculation of probability, but it is required to include fitness. In this paper probability of each food source is decided using its fitness as follow [40] :
Scout Bee Phase
If the location of a food source is not modified for a predefined number of evaluations, then the food source is assumed to be neglected and scout bees phase is initialized. All along this phase the bee associated with the neglected food source converted into scout bee and the food source is replaced by the arbitrarily chosen food source inside the search space. In ABC, the pretended number of cycles plays an important role in form of control parameter which is called limit for rejection of food sources. Now the scout bees replace the abandoned food source with new one using following equation [40] .
Based on the above description, it is clear that in ABC search process there are three main control parameters: the number of food sources SN, the limit and the maximum number of cycles. The steps of ABC algorithm are outlined as follow [40] : (5) and another is that a HookeJeeves local search is incorporated with the basic ABC.
MEMETIC ALGORITHMS
1
Here p i is the position of the solution in the whole population after ranking, SP [1.0, 2.0] is the selection pressure. A medium value of SP = 1.5 can be a good choice and NP is the number of solutions.
HJABC contains iterations of exploratory move and pattern move to search optimum result of problem. Exploratory move consider one variable at a time in order to decide appropriate direction of search. The next step is pattern search to speed up search in decided direction by exploratory move. These two steps repeated until the termination criteria meet. The Hooke-Jeeves pattern move is a contentious attempt of the algorithms for the exploitation of promising search directions as it collect information from previous successful search iteration. Algorithm 2 outlines major steps of HJABC [58] .
The MeABC algorithm proposed by J. C. Bansal et al [57] inspired by Golden Section Search (GSS) [61] . In MeABC only the best particle of the current swarm updates itself in its proximity. Original GSS method does not use any gradient information of the function to finds the optima of a uni-modal continuous function. GSS processes the interval [a = −1.2, b = 1.2] and initiates two intermediate points:
Here ψ = 0.618 is the golden ratio. Step I: Produce new solutions for the employed bees
Step II: Produce the new solutions for the onlookers from the solutions selected depending on pi and evaluate them.
Step III: Determine the abandoned solution for the scout, if exists, and replace it with a new randomly produced solution.
Step IV: Memorize the best solution achieved so far. Phase V: Apply Memetic search as given by [57] ISSN 2278-6856 D. Karaboga and B. Akay [40] analyzed the distinct variants of ABC for global optimization and conclude that ABC shows a poor performance and remains incompetent in exploring the search space. The problem of early convergence and stagnation is a matter of severe consideration for evolution a relatively more efficient ABC algorithm. The proposed randomized memetic ABC introduce two new control parameters in memetic search phase.
The proposed RMABC contains four phases. First three phases: employed bee phase, onlooker bee phase and scout bee phase are similar to original MeABC [57] . During fourth phase (memetic search phase), it introduce two new parameters in order to strengthen local search process. Golden section search [61] process controls the step size during updating of best individual in current swarm. In RMABC the GSS processes the interval [a = -1.2, b = 1.2] and generate two intermediate points: Opposite sign of ɸ 1 and ɸ 2 make it convenient to explore local search space. Randomly generated value of ɸ 1 and ɸ 2 in specified range avoid stagnation and premature convergence. The proposed population based stochastic algorithm tries to balance between intensification and diversification of the large search space. It arbitrarily navigates almost complete search space during local search phase and inching ahead towards global optimum. In RMABC only the best solution of the current population modify itself in its proximity. Here position update process also modified as shown in equation (8) . This modified memetic search phase applied after scout bee phase of original ABC not during local search phase. Algorithm 4 outlines RMABC in detail with description of each step. The symbol and parameters all are taken as it was in original memetic artificial bee colony algorithm [57] . 
Experimental results and discussion

Test problems under consideration
In order to analyze the performance of RMABC, 9 different global optimization problems (f 1 to f 9 ) are selected (listed in Table 1 ). These are continuous optimization problems and have different degrees of complexity and multimodality. Test problems f 1 -f 8 are taken from [62] and test problems f 9 is taken from [63] with the associated offset values.
Experimental setting
To prove the efficiency of RMABC, it is compared with ABC and recent variants of ABC named MeABC [57] , Gbestguided ABC (GABC) [64] , Best-So-Far ABC (BSFABC) [65] , HJABC [58] and Modified ABC (MABC) [66] . To test Randomized memetic ABC (RMABC) over considered problems, following experimental setting is adopted:  Colony size NP = 50 [57] ,  ɸ ij = rand[−1, 1],  Number of food sources SN = NP/2,  limit = 1500 [57] ,  The stopping touchstone is either maximum number of function evaluations (which is set to be 200000) is reached or the acceptable error (outlined in Table 1 ) has been achieved,  The number of simulations/run =100,  Value of termination criteria in memetic search phase is set to be ǫ = 0.01. Parameter settings for the algorithms ABC, MeABC, GABC, BSFABC, HJABC and MABC are similar to their original research papers.
Results Comparison
Numerical results of RMABC with experimental setting as per subsection 5.2 are outlined in Table 2 . Table 2 show the comparison of results based on standard deviation (SD), mean error (ME), average function evaluations (AFE) and success rate (SR) are reported. Table 2 shows that most of the time RMABC outperforms in terms of efficiency (with less number of function evaluations) and accuracy as compare to other considered algorithms. 
Applications of RMABC to Engineering Optimization Problem
To see the robustness of the proposed strategy, a well known engineering optimization problems, namely, Compression Spring [67] [68] is solved. The considered engineering optimization problem is described as follows:
Compression Spring
The considered engineering optimization application is compression spring problem [48] , [56] . This problem minimizes the weight of a compression spring, subject to constraints of minimum bending, prune stress, deluge frequency, and limits on outside diameter and on design variables. There are three important design variables: the diameter of wire x 1 , the diameter of the mean coil x 2 , and the count of active coils x 3 . Here it is presented in simplified manner. The mathematical formulation of this problem is outlined below: 
And the function to be minimized is 2) ( ) 4
The best known solution is (7, 1.386599591, 0.292), which gives the fitness value f =2.6254. Acceptable error for compression spring problem is 1.0E-04. 
CONCLUSION
Here in this paper, two new parameters, ɸ 1 and ɸ 2 are introduced in memetic search phase of MeABC. Value of these parameters is arbitrarily chosen every time so obtained modified MeABC is named as Randomized Memetic ABC (RMABC). During its memetic search phase, Golden Section Search method is used for generating the new solutions nearby the best solution. Due to newly introduced parameter (ɸ 1 and ɸ 2 ) new solutions are evolved in the proximity the best solution. Further, the modified strategy is also applied to the recent variants of ABC, namely, GABC, HJABC, BSFABC and MABC. With the help of experiments over test problems and a well known engineering optimization application, it is shown that the inclusion of the proposed strategy in the memetic ABC improves the reliability, efficiency and accuracy as compare to their original version. Table 4 show that the proposed RMABC is able solves almost all the considered problems. 
