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ABSTRACT 
This study i n v e s t i g a t e s  t h e  use of Green's func t ions  i n  t he  ndmerie&> 
s o l u t i o n  of t h e  two-point boundary va lue  problem. The f i r s t  p a r t  d e a i s  
wi th  t h e  r o l e  of t h e  Green 's  func t ion  i n  so lv ing  both  l i n e a r  and n o n k ~ . . a e a ~  
second order  ord inary  d i f f e r e n t i a l  equat ions w i t h  boundary c o n d i t i ~ n s  and 
systems of such equat ions .  The second p a r t  descr ibes  procedures for 
numerical cons t ruc t ion  of Green's func t ions  and cons iders  b r i e f l y  the  
cond i t i ons  f o r  t h e i r  ex i s t ence .  F i n a l l y ,  t h e r e  i s  a d e s c r i p t i o n  of some 
numerical experiments using nonl inear  problems f o r  which the  known ex i s t*?se ,  
uniqueness o r  convergence theorems do no t  apply. Examples here  include 
some problems i n  f i nd ing  rendezvous and pe r iod ic  o r b i t s  of t h e  r e s t r i c ~ e d  
t h r e e  body system. 
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I. INTRODUCTION 
This report is devoted to the investigation of the use of ~ r e e a ' s  
functions for the numerical solution of second order ordinary differen22al 
equations with boundary conditions. 
If L2 represents a second order differential operator, say 
then the solution to the linear equation 
can be represented by 
where this last equation represents 
The function G is called the Green" function and plays the role of the 
inverse of the operator -b. The function G is not unique, but depends cr: 
the boundary conditions. The existence of G needs also to be invesXFg,ateu 
in each individual case and depends on the character of p, r and %5e h ~ t i r : ~ ~ - r ~ ~  
conditions. 
Historically, the first and still most common method of ssivirag s c c o ~  
order differential equations with boundary conditions (the two point 
boundary value problem) is the shooting method. That is, one starLs i ~ t  uae 
end and assumes enough information about  t h e  func t ion  and i t s  derivative 
a t  t h a t  end t o  b e  a b l e  t o  i n t e g r a t e  t h e  d i f f e r e n t i a l  equat ion  a s  an initizi 
value  problem. By r epea t ed ly  i n t e g r a t i n g  t o  t h e  o the r  end and correcting 
t h e  assumed i n i t i a l  condi t ions ,  one hunts  f o r  a  s o l u t i o n  t h a t  s a t i s f i e s  
t h e  boundary condi t ions  a t  t h e  o the r  end. While t h i s  method works well 
f o r  some problems, f o r  o t h e r s  i t  does not .  It has a  tendency t o  fail badly  
when t h e  s o l u t i o n  i s  extremely s e n s i t i v e  t o  t h e  assumed i n i t i a l  cond i t i ons ,  
The Green's func t ion  method can  be u s e f u l  e i t h e r  i n  p l ace  of t he  shooc ing  
method o r  a s  a n  ad junc t  o r  prel iminary s t e p  t o  t h e  use of t h e  shsotiinfi; met lzs rc ,  
That i s ,  t h e   ree en's func t ion  method might b e  used t o  o b t a i n  a n  initial 
es t ima te  f o r  t h e  shoot ing method. 
Another u se fu l  technique is  t o  in t roduce  a  d i s c r e t e  approximation for 
the ope ra to r  $ o  The func t ion  G then  i s  t h e  inve r se  of t he  matr ix approxi- 
mating -L2, Low order  approximations t o  Lz cause no s p e c i a l  t roub le  excep? 
t h a t  l a r g e  mat r ices  r e s u l t  i f  high accuracy i s  des i r ed .  Nigh order  
approximations f o r  L, tend t o  i n t roduce  extraneous s o l u t i o n s  and must  b e  
t r e a t e d  wi th  care .  (Varga and co-workers [3-7) have given new "iaigk order  
methods f o r  t h e  nonl inear  two p o i n t  boundary va lue  problem.) 
The   re en's func t ion  method, on t h e  o the r  hand, can be  of an arbltrar~iy 
high o rde r ,  depending only on the  o rde r  and q u a l i t y  of t he  methods availa31e 
f o r  t h e  i n t e g r a t i o n  of d i f f e r e n t i a l  equat ions ( the  i n i t i a l  va lue  probkem), 
The f i r s t  p a r t  (Chapter 11) of t h i s  paper i s  concerned wi th  the  
d e f i n i t i o n  and use of t h e   ree en's func t ion .  Both s i n g l e  equatiorls and 
systems of equat ions a r e  discussed.  Appl ica t ions  t o  nonl inear  prcblerns 
where i t e r a t i v e  techniques a r e  needed, a r e  discussed.  Here, problems of 
ex i s t ence ,  uniqueness and convergence o r  s t a b i l i t y  of t h e  s o l u t i o n s  arise, 
Chapter III desc r ibes  procedures f o r  genera t ing  Green's func t ions  
numerically.  Some d i scuss ion  concerning t h e  ques t ion  of ex i s t ence  of & i s  
included here ,  A t a b l e  of Green's func t ions  i n  a n a l y t i c  form f o r  some of 
t h e  s impler  forms of L, i s  a l s o  given. 
Chapter I V  d e a l s  wi th  s p e c i f i c  numerical experiments i n  t h e  u se  s f  
t re en's func t ions  f o r  so lv ing  second order  nonl inear  ord inary  differentla1 
equat ions ,  and systems of such equat ions ,  wi th  var ious  boundary tor-dLticns, 
Severa l  types of problems were chosen. The f i r s t  type  was s i n g l e  sinple 
nonl inear  equat ions where m u l t i p l e  s o l u t i o n s  were known t o  e x i s t  and problems 
i n  s t a b i l i t y  occur.  
The o t h e r  c l a s s  of problems inves t iga t ed  i s  a s soc i a t ed  w i t h  tha search 
f o r  o r b i t s  i n  t h e  r e s t r i c t e d  t h r e e  body system. Here one d e a l s  with s pair 
of r a t h e r  complicated nonl inear  equat ions.  Two types of o r b i t s  were sought, 
The f i r s t  are rendezvous type o r b i t s ,  t h a t  i s ,  po in t  t o  po in t  i n  a f ixed  
time. Mul t ip le  s o l u t i o n s  can e x i s t  i n  t h i s  case  and some s o l u t i o n s  a re  
more s t a b l e  than  o the r s .  
A second type of problem f o r  t h e  r e s t r i c t e d  t h r e e  body system i s  thac  
s f  pe r iod ic  o r b i t s .  Searches f o r  t h e s e  o r b i t s  were a l s o  c a r r i e d  o u t ,  The 
d i f f i c u l t y  t h a t  a r i s e s  he re  i s  t h a t  s o l u t i o n s  of t h i s  type  appear t o  be  
densely packed. That i s ,  f o r  t h i s  problem t h e r e  i s  i n  every neigl~berhcod 
of a  s o l u t i o n  another  so lu t ion .  While some of t hese  s o l u t i o n s  a r e  
e s p e c i a l l y  s t a b l e ,  e f f o r t s  a t  f i nd ing  pe r iod ic  o r b i t s  by t h e   ree en's fcnc- 
t i o n  method were not  i n  genera l  a s  succes s fu l  a s  had been hoped, 
A ,  S ing le  Equations 
Consider a  s i n g l e  second o rde r  l i n e a r  ord inary  d i f f e r e n t i a l  e q u a t ~ o n  
of t h e  form 
wi th  boundary condi t ions  
This w i l l  a l s o  be w r i t t e n  a s  
Provided t h a t  s u f f i c i e n t  r e s t r i c t i o n s  a r e  placed on p, r ,  and f, this equa- 
t i o n  can be  solved f o r  u  a s  
where t h e  above i s  a  shorthand n o t a t i o n  f o r  
The func t ion  G(x,y) i s  known a s  t he  Green" func t ion  f o r  t h e  opera tor  
d  + r ( x )  and boundary condi t ions  u (a )  = u(b)  = 0 .  The r e s t r i c t i o r s  2 (X)dx 
on p and r s u f f i c i e n t  f o r  t h e  ex i s t ence  of G w i l l  be discussed 1-ater, The 
func t ion  -G p lays  t h e  r o l e  of the  inve r se  of t he  opera tor  $. The functicn CI, 
must s a t i s f y  t h e  cond i t i on  
& G  = - 6 ,  
meaning 
where 6(x-y) i s  the  Dirac  d e l t a .  The func t ion  G a l s o  s a t i s f i e s  the b a u ~ ~ d a r y  
condi t ions  
f o r  a11 y ,  a  5 y s b ,  We note  t h a t  whi le  G i t s e l f  i s  a  func t ion  of two 
v a r i a b l e s ,  h G  i s  no t  a  func t ion ,  b u t  i s  a  d i s t r i b u t i o n .  
There a r e  s t r a igh t fo rward  methods f o r  cons t ruc t ing  G t h a t  will be d t s -  
cussed Eater  (Chapter 111). We p o i n t  ou t  here  t h a t  t h e  inve r se  o f  L, - 
i s  no t  unique, b u t  depends on t h e  boundary cond i t i ons ;  d i f f e r e n t  boundary 
condi t ions  g ive  d i f f e r e n t  Green's func t ions .  
Consider now t h a t  t h e  func t ion  f  i s  a l s o  a  (nonl inear )  function of u 
and i t s  d e r i v a t i v e s ;  i , e , ,  l e t  
where u v x )  = %(x). I n  t h i s  case ,  one can s t i l l  cons t ruc t  an  inve r se  o r  dx 
 ree en's func t ion  f o r  &, b u t  t h e  func t ion  u(x)  i s  exh ib i t ed  a s  t he  soletSllo.rr 
of a (nonlinear) integral equation: 
Still, in numerical work this integral equation can be useful in s o l v ~ n g  
for u by iteration. Some theory exists for the existence, uniqueness an6 
convergence of integral equations such as (6). Even when existence, cnique- 
ness or convergence theorems are not available, solutions to eqssatia-. (6) 
can sometimes be obtained by iteration of 
also written as 
There are two kinds of convergence theorems of interest for equation (71, 
that will be referred to as local and global convergence. 
A global convergence theorem states the circumstances under which, f c r  
o 
any initial u , iteration of equation (7) converges to a solution of equa- 
tion (6). 
A local convergence theorem states the circumstances under which there 
0 
exists a neighborhood of the solution, such that if u is chosen to lie in 
this neighborhood, iteration of (7) converges to u, a solution of (6)- 
Global convergence i s  much s t ronge r  than  l o c a l  convergence, L,ocaL 
0 
convergence r e q u i r e s  t h a t  t h e  i n i t i a l  t r i a l  s o l u t i o n  u  l i e  c l o s e  t o  t h e  
t r u e  s o l u t i o n  be fo re  convergence can be  guaranteed. 
Bai ley ,  Shampine and Waltman [1] examine i n  cons iderable  d e t a i l  t 1ne  
convergence p r o p e r t i e s  of t h e  i t e r a t i v e  scheme: 
d2 
where G i s  t h e   ree en's func t ion  f o r  t h e  opera tor  - dX2 and zero boundary con- 
d i t i o n s .  Contract ion mapping techniques a r e  used t o  o b t a i n  convergenee 
condi t ions  on f ,  The same techniques can be  used t o  e s t a b l i s h  similar 
r e s u l t s  f o r  o t h e r  Green's func t ions  provided t h a t  t h e  q u a n t i t i e s  
and 
can be  e s t ab l i shed  o r  bounded. The theorems of Bai ley ,  Shampine ano Waltrnan 
a r e  of t h e  g loba l  type;  t h a t  i s ,  they g ive  t h e  condi t ions  on f  :such that 
0 
convergence i s  obtained f o r  any i n i t i a l  u  . 
There a r e  a l s o  some l o c a l  s t a b i l i t y  condi t ions  of i n t e r e s t ,  Local 
s t a b i l i t y  impl ies  t h e  ex i s t ence  of a  f i n i t e  neighborhood about  a solution :I 
o  
such t h a t  i f  u  l i e s  i n  t h i s  neighborhood the  i t e r a t i o n  scheme converges 
t o  t h e  so lu t ion .  
With local convergence theorems, uniqueness of the solution is not 
required. For example, it can happen that there are many solutions and 
that in the neighborhood of some solution there is a convergences ~:egiol? 
for that particular solution, but other solutions have no regions of con- 
vergence. 
For example, consider the differential equation 
with boundary conditions 
The equivalent integral equation is 
d2 
where G is the Green's function for with the zero boundary conditions dx 
at a and b. Iteration gives 
The methods of Bailey, Shampine and Waltman can be used to show that this 
iteration scheme can be guaranteed to converge if 
Under t h e s e  circumstances the  s o l u t i o n  i s  unique (u(x)  = Q), and g l o b a l  
convergence t o  t h i s  s o l u t i o n  i s  guaranteed. 
2 
However, i f  > 1 then  t h e r e  a r e  mu l t ip l e  s o l u t i o n s .  F u r t h e r n o r e *  
t h e  i t e r a t i o n  scheme i s  t hen  uns t ab le  i n  t h e  neighborhood of t h e  solraci.cn 
u(x) = 0 b u t  may be  s t a b l e  i n  t h e  neighborhood of some of t h e  o t h e r  solsti;at, 
B. Mul t ip l e  Equations 
For systems of second order  l i n e a r  d i f f e r e n t i a l  equat ions rnuc'l 
t h e  same s o r t  of r e s u l t s  can be  obtained.  Consider t h e  system 
wi th  boundary condi t ions  
$(a> = u (b) = 0 ,  k = l ,2 . .n .  k 
This w i l l  a l s o  be w r i t t e n  a s  
Again provided t h a t  s u f f i c i e n t  r e s t r i c t i o n s  a r e  placed on p and r, 22 i ~ ~ s i r ~ :  
f o r  L, w i l l  e x i s t  so t h a t  
where t h i s  s tands  f o r  
The Green" f u n c t i o n ,  G ,  i s  now a n  n-by-n m a t r i x  o f  f u n c t i o n s ,  and s a t L s f i e s  
t h e  sys tem of  e q u a t i o n s  
and t h e  boundary c o n d i t i o n s  
Again t h e r e  a r e  s t r a i g h t f o r w a r d  b u t  more invo lved  methods f o r  canst ruch: ing 3, 
These methods w i l l  b e  d e s c r i b e d  i n  Chapter 111. 
I f  t h e  v e c t o r  f  i s  a l s o  a  f u n c t i o n  of v e c t o r  u  and i t s  derivatives, =ha: 
du1 du, ( h e r e  u r e p r e s e n t s  t h e  s e t  u19%.. .un and u '  r e p r e s e n t s  -dx ~ ~ - - E Q o  0)' 
t h e n  t h e  Green" f u n c t i o n  f o r  does  n o t  g i v e  a s o l u t i o n  f o r  u but gives  
t h e  i n t e g r a l  e q u a t i o n  
R Again t h i s  equat ion  can be used i n  numerical work by i t e r a t i n g  w i t h  L on 
n+l  t h e r i g h t  s i d e  and ob ta in ing  u on the  l e f t ,  Most of t he  ex i s t ence ,  
uniqueness,  and convergence theorems can be extended t o  cover t h e  vector 
case.  
One i n t e r e s t i n g  case  t h a t  occurs  i n  connect ion wi th  t h e  vec to r s  case 
i s  when p and r of equat ion  ( 1 x 7  a r e  both d iagonal .  Then G i s  a l s o  
d iagonal  and i s  much e a s i e r  t o  f i n d  than  i f  t h e r e  i s  coupl ing between she 
equat ions  i n  &. Then 
and a l l  of t h e  coupling between t h e  equat ions  occurs  i n  t he  func t ions  f o ~ S y  
Because of t h e  s i m p l i c i t y  of (13) compared t o  (12')  and t h e  ease  i n  findFL:g 
G when i t  i s  diagonal  a s  opposed t o  when it i s  n o t  d iagonal ,  it i s  c f t e a  
d e s i r a b l e  even when dea l ing  wi th  l i n e a r  equat ions t o  remove t h e  coup l ing  
from and pu t  it i n  f ,  and i t e r a t e  equat ion  (13) wi th  a  diagonal  Greerp'~ 
func t ion ,  That i s ,  suppose one has a n  equat ion  of t h e  form 
where u and f a r e  v e c t o r s ,  (f does n o t  depend on u o r  u" and 4, i s  a ::on- 
diagonal  mat r ix  opera tor .  Diag Off C i a g  S p l i t  L, s o  t h a t  L2 = L + L  , ~ ~ i : l e r e j _  
Off 
conta ins  t h e  diagonal  terms of L, and L conta ins  t h e  o f f  diagonal berns, 
Then 
LDiag Off 
u = f - L  u 
Diag Off 
u = - G  ( f - L  u), 
Diag 
where G now is the diagonal Green's function for the operator f o r  
LDiag Iteration of (16) may be easier and faster than finding the non- 
diagonal Green" £function of the original operator b. 
111. CONSTRUCTION O F  G E E N  ' S FUNCTIONS ( N W R I C A L )  
A.  S ing le  Equations 
Here we w i l l  consider  how t o  cons t ruc t ,  o r  c a l c u l a t e  numerical ly ,  the 
Green" func t ion  f o r  t h e  d i f f e r e n t i a l  opera tor  
wi th  boundary condi t ions  
The Green's func t ion  can be  cons t ruc ted  from t h e  s o l u t i o n s  of  t h e  equarion 
t oge the r  wi th  t h e  app ropr i a t e  boundary condi t ions  on g o  
Introducing t h e  d e f i n i t i o n  
equat ion  (2)  can be  w r i t t e n  a s  t h e  p a i r  of coupled ord inary  d i f f e r e n z i a l  
equat ions ,  
(prime i n d i c a t i n g  d e r i v a t i v e  wi th  r e s p e c t  t o  x) .  There a r e  two families ci 
solutions of interest for this system of equations; one family satisfies E r e  
boundary condition g(a) = 0 ;  the other satisfies the condition g (b) = 3, 
The solution satisfying g(a) = 0 will be designated g (x), and to make this 
a 
solution unique, the condition J (a) r p(a)g'(a) = 1 will be appended b this  
a a 
solution. Likewise the solution satisfying g(b) = 0 will be designated 
gb(x), and the condition J @) - p(b)gt(b) = 1 will be appended to tne 50;4;i33. b b 
This gives the two sets of simultaneous equations and boundary candiLisns:  
and 
Now provided that sufficient restrictions are placed on p and r, eaek- 
set of equations and boundary conditions has a solution. From the theory  of 
ordinary differential equations, bothexistence and uniqueness of chees~ scixl- 
tions can be guaranteed. Furthermore, there are straightforward nunerbe&l 
methods, such as Eulerls method, or Adams', or Runge-Kutta methods [ 2 E >  tkat 
can be used to generate these solutions in tabular form on the an t exva l  [z,bL, 
The solutions g (x) and g (x) are of course also solutions to 
a b 
equation ( 2 ) ,  and it is straightforward to show that any pair of s o l v t i o ~ s  
of (2) satisfies the Wronskian condition, 
where A is a constant, From the boundary conditions chosen here far 
equations (4) and (5) 
A = gb (a) = -g (b). (6) a 
It can now be shown that the Green" function can be constructed from t,e 
soPiintions g (x) and g (x) as follows: 
a b 
To show this we note that the conditions on the G(x,y) are: 
First, note that the boundary conditions on G are satisfied 517 v i r t u e  
of the boundary conditions g (a) = g (b) = 0 ,  and that G(x,y) is CCPI;~' b lx:",'dc LS a 
at x = y, 
Next, note that since both g (x) and g (x) satisfy equation (21, +:hen 
a b 
that is, G satisfies equation (8) everywhere except (possibly) at the poinrEs 
x = y, where L,G is not defined except in the sense of a distribution, 
Finally, in the vicinity of the points x = y, G must satisfy the 
condition 
This reduces to 
lim d 
€38 P CX)~(X,Y) = -1, 
x = y-€ 
By the Wronskian condition, this is satisfied. 
From the above account it can be seen that the conditions f o r  the 
existence of the Green's function then are essentially the same as the 
conditions for the existence of solutions to the differential equations ( L )  
and (5). Sufficient conditions for the existence of Oa 0 and g b are k-~o7an 
from the theory of ordinary differential equations and are t h a t  r ( x )  
and l/p(x) be piecewise continuous and finite on the internal a 5 x 5 s ,  
One additional condition is required for the existence G and tha t  Es 
that the Wronskian constant, A, have an inverse, i.e., A 0 .  This is 
equivalent to requiring that the two solutions g a and g b be IinearPy x n c e ~ s a -  
dent. If g and g are not linearly independent, then g (a) = FI, g (b) = C, 
a b b z 
A = 0, and there will be no  ree en's function for these boundary soradit5sns,  
If ga and gb a r e  l i n e a r l y  independent,  then  ga (b) f Q, g b (a)  + 0, A + 0, 
and t h e r e  w i l l  b e  a  Green's func t ion  f o r  t hese  boundary cond i t i ons ,  
Green's func t ions  f o r  o the r  boundary condi t ions  can be  cakcul,a&ed i n  
a  s i m i l a r  way. A l l  t h a t  changes a r e  t h e  boundary condi t ions  a s soc i a t ed  
wi th  t h e  equat ions  determining g (x) and g (x) , al though it should bs 
a b 
pointed o u t  t h a t  only those  boundary condi t ions  of t he  form gaga) = O3 
g,, (b) = 0, g '  (a)  = 0, g '  @) = 0, o r  some l i n e a r  combination of these. w-~IL  
a b 
n e c e s s a r i l y  have an  a s soc i a t ed  G. 
However, i t  should b e  noted t h a t  w i t h  boundary condi t ions  o f  the F o r r  
u (a )  = ua, u(b)  = %, so lu t ions  t o  t he  equat ion  b u  = f  can b e  c lb ta ised i-i 
t h e  form 
t h a t  is ,  
Here G i s  t h e  same  ree en's func t ion  a s  f o r  t h e  zero boundary eondi tLors ,  
The func t ion  v ,  c a l l e d  t h e  p a r t i c u l a r  so lu t ion ,  s a t i s f i e s  &v = 0 ~75217 
v(a )  = ua and v(b)  = %. One can s e e  t h a t  
where t h e  g ' s  a r e  t h e  same a s  those  def ined  f o r  t h e  zero boundary c c n d i ~ ~ a - ~ ,  
B.  Systems of Equations 
The Green's func t ion  f o r  t h e  mat r ix  opera tor  can be  obtained Fr a 
f a sh ion  s i m i l a r  t o  t h a t  descr ibed above f o r  t h e  s c a l a r  case.  
The func t ion  G s a t i s f i e s  t h e  system of equat ions and boundary conditions 
which w i l l  be  shortened t o  
where p ,  r and G a r e  n-by-n mat r ices  and t h e  primes i n d i c a t e  d i f f e r s n t l a t ; ~ ?  
wi th  r e s p e c t  t o  x.  
Introduce now t h e  square n-by-n mat r ix  func t ions  g a ,  gb J S a ,  and 5 t5r" b 
s a t i s f y  t h e  mat r ix  equat ions and boundary condi t ions  
g;(x) = p-'- (x)Ja(x), 
Jp) = - r ( x ) g a W 2  
g (a )  = 0 ,  3 (a)  = I, 
a a  
and 
g i ( x )  = p-I (x)Jb(x) ,  
J i ( x )  = - r (x)gb(x)  
gb(b) = 0,  J b (b) = I. 
It i s  c l e a r  t h a t  g and gb both s a t i s f y  t h e  equat ion  k g  = O o r  
a 
These equat ions can be  solved a s  systems 2n2 coupled ord inary  
d i f f e r e n t i a l  equat ions ,  i n t e g r a t i n g  from a on t h e  f i r s t  s e t ,  and from 3 02 
t h e  second s e t .  The s tandard  theorems f o r  systems of ord inary  differential 
equat ions apply and can be used t o  guarantee ex i s t ence  and uniqueness of 
t h e  s o l u t i o n s  provided p and r meet t h e  app ropr i a t e  condi t ions  discussec 
l a t e r .  Numerical methods can be  used t o  t a b u l a t e  ga and g b "  
Also needed a r e  t h e  a d j o i n t  equat ions f o r  t h e  same boundary conditions 
Let  
where h i s  a n  n-by-n matr ix.  Introduce ha, hb, Ka and K, t h a t  satisfy t h e  
mat r ix  equat ions and boundary condi t ions  
h (a )  = 0, K (a)  = I, 
a a 
and 
so  t h a t  h and % s a t i s f y  t h e  a d j o i n t  equat ion  (13) and ind ica t ed  boundary 
a 
condi t ions .  
Solu t ions  of (12)and  (13) s a t i s f y  Wronskian condi t ions .  For  g ,  J, h, 
and K t he se  a r e  
\ (x)Ja(x)  - %(x)ga(x)  = A 1 3  
Ka(x>gb(x> - ha(x>Jb(x> = Pq? 
ha(x>Ja(x)  - Ka(x)ga(x) = A a ,  
%(") Jb(x) ' % ( x ) ~ ~ ( x )  = % 
where the  A %  a r e  cons tan t  mat r ices  and from t h e  given boundary conditions 
A1 = % ( a )  = -ga(b) ,  
4 = gb (a)  = -ha (b) , 
It i s  c l e a r  t h a t  equat ions (14) and (15) can be  i n t e g r a t e d  numer ica l ly  
a s  systems of ord inary  d i f f e r e n t i a l  equat ions wi th  i n i t i a l  cond i t i ons ,  and 
t a b l e s  of t h e  h k  cons t ruc ted  on t h e  i n t e r v a l  [a,b]. The ex i s t ence  and 
uniqueness condi t ions  a r e  s t r a igh t fo rward  and a r e  t h e  same a s  those for 
t h e  g ' s .  
The Green's func t ion  f o r  t h e  mat r ix  opera tor  L, and t h e s e  boundary 
condi t ions  can  now be  cons t ruc ted  a s  
It i s  e a s i l y  seen  t h a t :  
1 )  G s a t i s f i e s  t h e  boundary condi t ions ,  
2 )  (p(x)G1 (x,y)) '  + r(x)G(x,y) = 0 ,  i f  x f y. 
It i s  a  b i t  more complicated b u t  only a n  e x e r c i s e  i n  a l g e b r a i c  
manipulat ion t o  show t h a t  t h e  t h i r d  and f o u r t h  condi t ions  r equ i r ed  are  
s a t i s f i e d ,  i . e . ,  
l i m  
and 
4 )  ga ( y ) ~ < l %  (y) = gb (y)l?;lha (y) ,  ( t he  con t inu i ty  condif ion for 
G(x,y) a t  x  = y) .  
Consider now the  ques t ions  of ex i s t ence  of the  mat r ix  G. CBne needs 
r e s t r i c t i o n s  on t h e  mat r ices  p and r t o  guarantee  t h e  ex i s t ence  and unique- 
ness  of t he  g% and h % $  A s u f f i c i e n t  cond i t i on  f o r  t h e  existernce and 
uniqueness of t h e  g ' s  and h ' s  i s  t h a t  r ( x )  and p'l (x) e x i s t  and be piecewise 
continuous on t h e  i n t e r v a l  [a,b]. 
One f u r t h e r  cond i t i on  i s  necessary f o r  t h e  ex i s t ence  of G arid t h i s  i s  
t h a t  t h e  Waronskian cons t an t s ,  t h e  mat r ices  Al and 4 have inve r ses ,  Lt i s  
no t  c l e a r  how t h e s e  condi t ions  r e f l e c t  back on p and r s i n c e  A1 = :$(s)  = -g" Ga Cbb 
and 42 = g (a) = -h (b) ,  and t h e  ex i s t ence  of rZle i nve r se s  of &G: gk sand h's b a 
a t  t h e  end p o i n t s  i s  d i f f i c u l t  t o  determine except  poss ib ly  numer%calB.y, 
Thus, one can s t a t e  s u f f i c i e n t  condi t ions  f o r  t h e  ex i s t ence  2nd unique-  
ness  of G a s  being 
a )  ex i s t ence  and piecewise con t inu i ty  of r and p"l, 
b )  ex i s t ence  of A<' and b-l, 
b u t  no te  t h a t  t h e s e  may be  d i f f i c u l t  t o  e s t a b l i s h  i n  any p a r t i c u l a r  case--  
e s p e c i a l l y  t h e  ex i s t ence  of AT' and 
It was noted be fo re  t h a t  o the r  boundary condi t ions  g ive  different 2reeq's 
func t ions  f o r  t h e  same & opera tor .  While a  p a r t i c u l a r  s e t  of boundary 
condi t ions  were considered h e r e ,  t h e  same techniques apply t o  finding :he 
G matr ices  f o r  t h e  var ious  o the r  boundary condi t ions .  
We conclude t h i s  s e c t i o n  by not ing  t h a t  t h e  numerical c a l c u l a t i o n  sf 
t h e  mat r ix  G can be  a monumental t a sk .  One i n t e g r a t e s  four  s e t s  of 2:f' 
simultaneous d i f f e r e n t i a l  equat ions (or  4 n s e t s  of 2n equat ions)  t o  ostain 
t h e  g ' s  and h ' s s ,  which then  must be s to red  o r  t abu la t ed  a t  each DOLE$ 
app ropr i a t e  t o  t h e  i n t e r v a l  [a,b]. 
In p r a c t i c e  it  i s  usua l ly  convenient t o  d e a l  w i t h  t h e  matr ix Green's 
func t ion  only when G i s  diagonal .  This w i l l  occur i f  i t  can  be arranged 
t h a t  p and r a r e  diagonal .  The g % ,  h ' s s ,  J ' s ,  K ' S  and A's then  are also 
diagonal  and a l l  commute. Thus i f  i s  d iagonal ,  t h e  problem deco~rrsoses 
i n t o  an  uncoupled c o l l e c t i o n  of n ,  one-dimensional problems. T h a t  Ls, 
one can look f o r  t h e  k ( x , y )  independently by i n t e g r a t i n g  f o r  n, separaLe 
s c a l a r  g P s .  Also t h e  corresponding h  and g  func t ions  a r e  equal  and ehe 
a d j o i n t  equat ions need n o t  be  solved sepa ra t e ly .  
For L, diagonal, G is of the form 
where the g's are solutions of the equations 
and 
J& (x) = -rk(x)~kb (x) 3 
g (b) = 0, J (x) = 1, kb kb 
and the Ass are given by the Wronskian condition 
Here the k index designates the diagonal element of the correspond-ng 
diagonal matrix. 
Unless the number of dimensions is small, only the diagonal Green's 
functions are of much practical use in numerical work. 
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C. Analy t ic  Form f o r  Some Simple Operators  
It has been shown t h a t  t he  s c a l a r  Green's func t ion  can be  w r i t t e n  ss 
where t h e  g v s  s a t i s f y  t h e  equat ion 
and g (x) s a t i s f i e s  t h e  boundary condi t ions  a t  a ,  wh i l e  g (x) s a t i s f i - e s  t - l c  
a  b  
boundary condi t ions  a t  b .  Thus, i f  one can f i n d  a n a l y t i c  s o l u t i o n s  o f  
k g  = 0 t h a t  s a t i s f y  t h e  boundary condi t ions ,  e s t a b l i s h  l i n e a r  indepenierc 
of ga and g  and f i n d  the  Wronskian cons tan t ,  one can give a n a l y t i c  f c r r k  b 9  
f o r  6 .  
Table I l i s t s  some of t h e  s impler  b u t  commonly encountered forms L, 
some t y p i c a l  boundary condi t ions ,  and the  corresponding ~ r e e n k  f func tTo~~s  
i n  a n a l y t i c  form. 
Table I 
A t a b u l a t i o n  of ÿ re en's func t ions  for some simple forms of 
r, 5 dp(x)d + r (x) and boundary condi t ions .  dx dx 




IV. COMPUTER EXPERIMENTS 
A. Introduction 
A series of computer experiments were carried out to investigate ccn- 
vergence of various iteration schemes for solution of the two-po%nt bodndary 
value problem. Particular attention was paid to cases where the s t a ~ d a r d  
convergence theorems did not apply; that is, the cases where there htere 
multiple solutions, or where existence of even one solution was an open 
question. 
Three groups of problems were examined. The first of these is r:ys8fi:c 
by the equation 
This problem is characterized by having one solution at u(x) = C, and 
at least two other solutions. The iterative scheme 
is unstable in the neighborhood of u(x) = 0 but could be expected to bz 
locally stable in the neighborhood of each of the other two solutions, 
The second group of problems is associated with finding orbLts of the 
restricted three body system characterized by a fixed time bemeen LIMO 
fixed end points. Here one has a pair of differential equations ( t h a t  can 
be written as a single second order differential equation of a complex 
variable) with two-point boundary conditions. 
The equat ions  r e p r e s e n t  t h e  motion of a  very l i g h t  body i n  t h e  
g r a v i t a t i o n a l  f i e l d  of two massive bodies ,  The two massive bodies  are a t  a 
cons tan t  s epa ra t ion  ( c i r c u l a r  o r b i t )  and t h e  l i g h t e r  body i s  r e s t r i c t e i  t o  
move i n  t h e  plane of t h e i r  r o t a t i o n .  I n  t h e  r o t a t i n g  coordinate  sys"kel~~ i n  
which t h e  two massive bodies  appear t o  be  a t  r e s t ,  t h e  equat ions of ms::ion 
f o r  t h e  r e s t r i c t e d  three-body problem a r e  
Here t h e  two massive bodies  a r e  l oca t ed  on the  x a x i s  w i th  t h e  center 2.f mass 
of  t h e  system a t  t h e  o r i g i n ,  p i s  t h e  r a t i o  of t h e  mass of t h e  body Located 
on t h e  p o s i t i v e  x  a x i s  t o  t h e  mass of t h e  e n t i r e  system, and p B  is t h e  r a ~ i q  
of t h e  mass of t h e  body loca t ed  on t h e  negat ive  x a x i s  t o  t he  mass oE the 
e n t i r e  system ( p + p ' = l ) .  The u n i t s  of d i s t a n c e  he re  a r e  chosen so :laat 
t h e  d i s t a n c e  between t h e  two massive bodies  i s  un i ty ,  and t h e  unie of  eime 
i s  chosen so t h a t  t h e  angular  v e l o c i t y  of t h e  r o t a t i n g  r e fe rence  frame Is  
u n i t y  (period = ~ T T ) .  
The t h i r d  group of problems i s  t h a t  of f i nd ing  p e r i o d i c  orbits 02 t he  
r e s t r i c t e d  t h r e e  body system. Here one has t h e  same equat ions a s  i ~ .  tae 
second group b u t  w i th  d i f f e r e n t  boundary condi t ions .  
Arenstorf  [ 2 9 ]  has shown t h e  ex i s t ence  of pe r iod ic  o r b i t s  f o r  this 
system b u t  t h e r e  a r e  p r a c t i c a l  problems i n  a c t u a l l y  f i nd ing  such cs-b:lts, 
This problem was considered i n  t he  hope t h a t  t h e  Green's f u n c t i o n  meLh3d sou'k3 
be  use fu l  i n  f i nd ing  these  Arenstorf o r b i t s .  But one of t he  characteristics 
of t h i s  problem i s  t h a t  no t  only a r e  t h e r e  mul t ip le  s o l u t i o n s ,  b u t  these 
s o l u t i o n s  a r e  densely packed. That i s ,  some so lu t ions  have t h e  pro~erty 
t h a t  i n  every neighborhood of t h e  s o l u t i o n  t h e r e  a r e  o t h e r  s o l u t i o n s ,  
Thus, i n s t ead  of converging t o  a  p a r t i c u l a r  s o l u t i o n ,  t he  i t e r a t i v e  
scheme has a  tendency t o  wander o r  d r i f t  through a  family of s o l u t i o n s ,  
This wandering cont inues u n t i l  a  s o l u t i o n  i s  encountered t h a t  i s  nore 
s t a b l e  than any of i t s  neighbors.  The more s t a b l e  s o l u t i o n s  seen  t o  be 
ones wi th  t h e  l a r g e s t  r a d i i  of curva ture  o r  t h e  ones wi th  the  l e a s t  f inuber 
of a x i s  c ross ings .  
B. Some Simple Nonlinear Problems 
The first group of problems run are some simple examples of nonlinear 
two-point boundary value problems where the usual existence and uniqeeness 
theorems are not valid but for which local stability might be expected, 
These are of the type 
with various forms of f. The ~ r e e n k  function is elementary, 
A computer program was written (in Algol for the B 5500) to solve 
equation 4 by iterating on the  ree en's function integral 
A variation of this with a relaxation parameter was also used; that Is, 
n+l n 
u (x) = (1-w)u (XI 
LO is called the relaxation parameter (w>l is called over-relaxation, &.<I 
is cabled under-relaxation) and can be used to control the speed af sonves- 
gence . 
0 Starting with an initial trial solution u (x) the program iterates to 
n find successive u (x) stopping when the maximum difference in tmo consecutleve 
11 iterations drop below a given threshold. The function u (x) is constructed 
as a table of values on the interval [0,1] and, through interpolation, values 
at points between tabulated values are obtained. 
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The r e s u l t s  f o r  v a r i o u s  f f unc t i ons  a r e  g iven  i n  F igu re  1. 
A t echn ique  used t o  reduce computation t ime  i s  t h e  p rog re s s ive  rezine- 
ment of  t h e  mesh s i z e ,  i n t e r p o l a t i o n ,  and quad ra tu r e  p rocedures .  One 
s t a r t s  w i th  a  c o a r s e  mesh and c rude  i n t e r p o l a t i o n  and quad ra tu r e  procedures  
and,  a s  convergence p rog re s se s ,  proceeds  t o  a f i n e r  mesh, h ighe r  order inter- 
p o l a t i o n  and more a c c u r a t e  quadra ture .  
F igu re  l a  shows t h e  sequence of approximat ions  f o r  t h e  c a s e  
f  ( x , u )  = -23 s i n  u .  
This  c a s e  i s  known t o  have m u l t i p l e  s o l u t i o n s .  The s o l u t i o n  u(x)  = 0, 
0 2 x  2 I ,  i s  u n s t a b l e ,  b u t  a t  l e a s t  two o t h e r s  a r e  l o c a l l y  s t a b l e ,  and the  
0 i n i t i a l  t r i a l  s o l u t i o n ,  u  (x) = s i n ~ x ,  i s  shown h e r e  converging t o  one of 
t h e s e  s t a b l e  s o l u t i o n s .  
F igu re  l b  shows t h e  sequence of  approximat ions  f o r  t h e  ca se  
f  (x, U) = -3 (2-cos n x )  s i n  u  . 
Again t h e r e  i s  an  u n s t a b l e  s o l u t i o n ,  u (x)  = 0 .  The i n i t i a l  t r i a l  sohution 
o  
u  (x) = s i n n x  converges t o  a  l o c a l l y  s t a b l e  s o l u t i o n .  
F igu re  l c  shows t h e  c a s e  
Here a n  a n a l y t i c  s o l u t i o n  i s  known, u(x)  = s i n 3 h n x  . The i n i t i a l  t r i a l  
o  
s o l u t i o n  of  u  (x) = s i n r r x  convergence t o  t h i s  s o l u t i o n  even though f is 
s i n g u l a r  a t  t h e  boundar ies  where u (0 )  = u ( l )  = 0. 
Figure 1 
Figure 1 shows the sequence of iterates for solutions of the equations 
Figure la is for f(x,u) = -2ri2sinu. 
Figure lb is for f(x,u) = -$ (2 - cos rrx)sinu. 
Figure lc is for f(x,u) = -I? ((u - 3~-'/~)/4 + 2~in~/~rix>. 
Initially a coarse mesh, linear interpolation and a crude quadrature 
scheme was used. As convergence increases, the program switches to 
progressively finer mesh, more accurate quadrature, and spline-like inter- 
polation. For clarity, successive iterations are displaced with respect 
to each other and scaled down slightly. The relaxation parameter, w = si, 
was used. 
Figure la 
Figure lb 
Figure l c  
C, Three Body Orb i t s  
The second group of problems i s  a s soc i a t ed  wi th  f ind ing  s o l u t i o n s  sf 
the  r e s t r i c t e d  three-body problem t h a t  pass through two g iven  po in t s  i n  
a f i x e d  time (rendezvous problem). 
The d i f f e r e n t i a l  equat ion  [29] i s  
where 
wi th  t h e  boundary condi t ions  
Here y, u, and p' (p + p l  = 1 )  a r e  cons tan ts  and i = z = x + iy is S. 
complex v a r i a b l e  so t h a t  t h i s  equat ion  r ep re sen t s  a  p a i r  of coupled real 
second order  d i f f e r e n t i a l  equat ions wi th  two-point boundary cond i t i ons ,  
1 )  The Green" func t ion  f o r  t h e  r e s t r i c t e d  t h r e e  body o r b i s  
The   re en" func t ion  f o r  t he  opera tor  
w i th  boundary condi t ions  
can b e  w r i t t e n  a s  
( t - a )  v(s-b) ,  t < s ,  
( t -b)  v(s -a) ,  t r s ,  
where 
(The Wronskian i s  no t  cons tan t  i f  i s  no t  s e l f - a d j o i n t . )  
at The func t ion  v  i s  a  s o l u t i o n  of k v  = 0;  v(0) = 0; i . e . ,  v ( t )  = e - 1 
C Y , ~ =  - i ( l  i ) The parameter Y i s  a r t i f i c i a l l y  introduced,  I t s  va lue  
can be  ad jus t ed  t o  c o n t r o l  t h e  r a t e  of convergence of t h e  i t e r a t i o n ,  
Since t h e  boundary condi t ions  a r e  no t  zero ,  t h e  i n t e g r a l  equat ion form 
Here G i s  the  Green" func t ion  given by (10) above, V(t)  i s  t he  p a r t i c u l a r  
s o l u t i o n  s a t i s f y i n g  h V  = 0 ,  and t h e  boundary condi t ions  V(a) = a, 
a ' 
V(b) = z i . .eo, b 3  
V ( t )  = ( a )  + v( t -b )  
v(b-a)% v(a-b) a '  
2)  The computer program 
A computer program was w r i t t e n  i n  Fo r t r an  f o r  t h e  eTNLVA@ HOE? to 
i n t e g r a t e  t h e  equat ion  
where V, G and f  a r e  given i n ( l 3 ) ,  ( l o ) ,  and (7) r e spec t ive ly .  S t a r t i n g  
0 n 
with  an  i n i t i a l  guess of z ( t ) ,  t h e  program i t e r a t e s  t o  f i n d  success ive  z jcjl 
stopping when t h e  maximum d i f f e r e n c e  i n  two consecut ive i t e r a t i o n s  dro?s 
below a prescr ibed  threshold .  
n  The func t ion  z ( t )  i s  approximated by cons t ruc t ing  a  t a b l e  of  i t s  
va lues  on t h e  i n t e r v a l  [a,b] and us ing  cubic  s p l i n e s  [24-271 t o  i n t e r p l a t e  
f o r  t h e  in-between po in t s .  These s p l i n e s  a r e  a l s o  used t o  do the  quadrature, 
A r e l a x a t i o n  parameter was a l s o  introduced t o  he lp  convergence; that 
i s ,  i n s t e a d  of ( l 4 ) ,  one uses  
where w i s  t h e  r e l a x a t i o n  parameter. The case  w <  1 i s  r e f e r r e d  t o  as under- 
r e l a x a t i o n ;  t he  case  W >  1 i s  r e f e r r e d  t o  a s  over - re laxa t ion .  Th i s  gives i n  
e f f e c t  two parameters ,  Y and W , t o b e  ad jus t ed  t o  speed and c o n t r o l  convergence, 
3) Resul t s  
F igure  2 shows a  t y p i c a l  example of t h e  sequence of approximations 
from t h i s  i t e r a t i o n ,  The boundary condi t ions  a r e  z ( 0 )  = 1 . 2 ,  ~ ( 3 ~ 0 6 )  = - L,5, 
The system cons t an t s  p  and p v p + p l  = 1 )  c h a r a c t e r i z e  t h e  e a r t h  moo2 systerai, 
p  = 0.012277471; he re  Y = 0.95 and w = 0.5. The i n i t i a l  o r b i t  i s  marked with 
an  I, and t h e  f i n a l  o r b i t  wi th  an  F. 
One notes  he re  t he  dramatic and r a t h e r  v i o l e n t  depa r tu re  f:cosrr the initial 
approximation ( t h e  f i r s t  i t e r a t i o n  leaves  t h e  page f o r  most s f  the e r b i t ) ,  
However, succeeding i t e r a t e s  come back on t h e  page and quickly s e t t l e  down 
t o  a n  almost c i r c u l a r  uniform speed o r b i t ,  
F i g u r e  2 
F i g u r e  2 shows t h e  convergence of t h e  i t e r a t i o n  scheme f o r  a 
rendezvous t y p e  o r b i t  ( f i x e d  t ime  between two f i x e d  p o i n t s )  of the  
r e s t r i c t e d  t h r e e  body system. 
The t h r e e  body paramete rs  a r e  chosen s o  t h a t  t h e  earth-moon system 
i s  r e p r e s e n t e d  (p ,N 0.012).  The o r b i t  i s  r e p r e s e n t e d  i n  t h e  r0tat:i.n.g 
r e f e r e n c e  frame, normal ized t o  u n i t  a n g u l a r  v e l o c i t y  ( p e r i o d  = 2n) and 
u n i t  earth-moon d i s t a n c e .  The l e n g t h  of t h e  dashes  i s  p r o p o r t i o n a l  :c 
t h e  speed i n  t h a t  p a r t  of t h e  o r b i t .  The t ime  f o r  t h e  o r b i t  i s  3,OQ, 
The e a r t h ,  moon, i n i f i a l  and f i n a l  o r b i t s  a r e  i n d i c a t e d  w i t h  t h e  
l e t t e r s  E ,  M ,  I, F r e s p e c t i v e l y .  
Figure 2 
There i s  an o r b i t  s a t i s f y i n g  the  boundary condi t ions  i n  t h e  neighbor- 
hood of t h e  i n i t i a l  t r i a l  s o l u t i o n ,  b u t  it i s  e i t h e r  h ighly  uns t ab le  for 
t h i s  i t e r a t i v e  scheme o r  e l s e  t h e  i n i t i a l  guess was no t  c l o s e  enough to 
have been i n  t h e  s t a b l e  region.  
This  behavior  i s  t y p i c a l  of t h i s  p a r t i c u l a r  problem, t h a t  i s ,  orbits 
having a  f i xed  time between two f ixed  po in t s  i n  t h e  neighborhood oE t he  
earth-moon system. Only those  o r b i t s  t h a t  were very smooth appeared t o  be 
s t a b l e .  The more complex o r b i t s  between t h e  same two po in t s  appeared to be 
uns t ab le  f o r  t h i s  i t e r a t i v e  scheme. 
D .  A r e n s t o r f  O r b i t s  
A t h i r d  group of  problems i s  a s s o c i a t e d  w i t h  f i n d i n g  !ic o r b i t s  
-
of t h e  r e s t r i c t e d  t h r e e  body system [29]. Here one u s e s  t h e  pair of 
coupled d i f f e r e n t i a l  e q u a t i o n s  
where 
The boundary c o n d i t i o n s  f o r  a n  o r b i t  o f  p e r i o d  T a r e  
i(0) = 0, y ( 0 )  = 0, 
k(T/2)  = 0,  ~ ( ~ 1 2 )  = 0. 
Here y, p and p D  (y  + y q  = l )  a r e  c o n s t a n t s .  
1) The Green's functions 
d2 2 
The  ree en's functions for the operator - - Y are dt2 
1 osh(y(t-a))cosh(y(b-s), t s s ,  q. (t,s) = (18s: ysinh (Y (b-a)) 
cosh(y(b-t))cosh (y (s-a), t 2 s ,  
and 
The first of these satisfies the boundary conditions 
the second, the conditions 
In terms of these Green's functions, equations (16) become 
The parameter y in these equations is an artificially introduced 
parameter whose value can be adjusted to control the rate of convergence 
of the iteration. Values of y in the neighborhood of 0.95 to 1-00 were 
generally satisfactory. 
2 )  The computer program 
A computer program was w r i t t e n  ( i n  Fo r t r an  f o r  t h e  UNIVAC 1108) 
t o  i n t e g r a t e  t h e  p a i r  of equat ions 
where the  GPs  and f ' s  a r e  given i n  (18) and (17). S t a r t i n g  wi th  Tn i t i aP  
0 0 n guesses  of x and y , t h e  program i t e r a t e s  t o  f i nd  success ive  x and y',
stopping when t h e  maximum d i f f e r e n c e  i n  two consecut ive i t e r a t i o n s  d r o p s  
below a prescr ibed  threshold .  
n  n The func t ions  x ( t )  and y ( t )  a r e  approximated by cons t ruc t ing  t a b l e s  
of t h e i r  va lues  over t h e  i n t e r v a l  [a,b] and using cubic s p l i n e s  t o  i n t e r -  
p o l a t e  f o r  t h e  in-between po in t s .  These s p l i n e s  a r e  a l s o  used ti3 do t1:e 
quadra ture  over each i n t e r v a l  and t o  approximate 2 and 9 .  
A r e l a x a t i o n  parameter was a l s o  introduced t o  he lp  convergence; t h a t  
i s ,  i n s t ead  of (21),  one uses  
where w i s  t he  r e l a x a t i o n  parameter.  The case  w <  1 i s  r e f e r r e d  t o  as under- 
r e l a x a t i o n ;  w > 1 i s  r e f e r r e d  t o  a s  over - re laxa t ion .  This  g ives  two parameters 
UI and Y t o  c o n t r o l  o r  speed convergence, and var ious  s t r a t e g i e s  w e r e  used t o  
hunt  f o r  t h e  optimum value  of w. 
3)  Resul t s  
F igure  3 shows t h e  r e s u l t s  of one of t h e  apparent ly  successfrrl  hunts  
f o r  an  Arenstorf  o r b i t .  Figure 3a shows t h e  i n i t i a l  o r b i t ,  3b the satccessive 
i t e r a t i o n s ,  and 3c t h e  f i n a l  o r b i t .  The system parameters he re  a re  f o r  the  
e a r t h  moon system (p 0.012) w i th  Y = 0.95 and w w  0.12. 
One notes  t h a t  convergence appears  t o  t ake  p l ace  and t h a t  t lae f i n a l  
o r b i t  i s  no t  too  d i f f e r e n t  from t h e  i n i t i a l  guess.  This  convergence may be 
a n  i l l u s i o n ,  a n d s i f t h e  i t e r a t i o n s  were allowed t o  cont inue,  a  very slow 
d r i f t i n g  away from 3c would eventua l ly  take  p lace ,  
The d i f f i c u l t y  i s  t h a t  wi th  these  boundary condi t ions  t h e  solutions 
a r e  densely packed. That i s ,  no t  only a r e  t h e r e  mu l t ip l e  s o l u t i o n s ,  b u t  
i n  every neighborhood of a pe r iod ic  o r b i t  t h e r e  i s  another  (having the  same 
per iod) .  I f  t h e  i t e r a t i v e  scheme i s  allowed t o  cont inue ,  d r i f t i n g  around 
among t h e s e  s o l u t i o n s  cont inues  u n t i l  some e s p e c i a l l y  s t a b l e  s o l u t i o n  i s  
found. This  behavior appears i n  o t h e r  experiments (Figure 4 ,  f o r  example), 
Figure  4 a l s o  shows an  a t tempt  t o  f i n d  a  pe r iod ic  o r b i t ,  The orbit 
parameters and i n i t i a l  t r i a l  o r b i t  a r e  exac t ly  t h e  same a s  i n  Figure 3 ,  'The 
only d i f f e r e n c e  i n  t h e  i t e r a t i o n  scheme i s  t h a t  a  s l i g h t l y  d i f f e r e n t  method 
of hunt ing on w was used. This sequence of o r b i t s  i n  F igure  4 ha s  wcac can- 
verged y e t ,  and i f  i t  i s  going t o  converge, i t  i s  c l e a r l y  not  going t o  be  
t h e  same o r b i t  a s  F igure  3c. 
F i g u r e  3 
F i g u r e  3 shows t h e  convergence of t h e  i t e r a t i o n  scheme f o r  a periodic, 
o r  A r e n s t o r f ,  o r b i t  of  t h e  r e s t r i c t e d  t h r e e  body system. F i g u r e  3a i s  
t h e  i n i t i a l  guess  a t  t h e  o r b i t ,  F i g u r e  3b shows t h e  sequence o f  orbits 
o b t a i n e d  by t h e  i t e r a t i o n  scheme, and F i g u r e  3c i s  t h e  f i n a l  o r b i t  t o  
which t h e  i t e r a t i o n  a p p e a r s  t o  have converged.  
The t h r e e  body paramete rs  a r e  chosen so  t h a t  t h e  earth-moon system 
i s  r e p r e s e n t e d  (G 0.012). The o r b i t  i s  r e p r e s e n t e d  i n  t h e  r o t a t i n g  
r e f e r e n c e  frame, normal ized t o  u n i t  a n g u l a r  v e l o c i t y  (pe r iod  = 2n), and 
u n i t  earth-moon d i s t a n c e .  Only h a l f  t h e  o r b i t  i s  shown, t h e  o t h e r  half  
i s  symmetric w i t h  t h a t  g iven.  The l e n g t h  o f  t h e  dashes  i s  p r o p o r t i o n a l  
t o  t h e  speed i n  t h a t  p a r t  o f  t h e  o r b i t .  The f u l l  p e r i o d  of t h i s  orbit 
i s  6.12. 



Figure 4 
F igure  4 shows a sequence of i t e r a t e s  i n  search of a pe r iod ic  orbit 
of t h e  r e s t r i c t e d  t h r e e  body system. 
The t h r e e  body parameters a r e  chosen so  t h a t  t h e  earth-moon systen 
i s  represented  ( L ~  = 0.012). The o r b i t  i s  represented  i n  t he  r o t a t i n g  
r e fe rence  frame, normalized t o  u n i t  angular  v e l o c i t y  (period = 2 7 ~ 1 ,  anc 
u n i t  earth-moon d i s t ance .  Only h a l f  t h e  o r b i t  i s  shown; the  o the r  h a l f  
i s  symmetric w i t h  t h a t  given. The l eng th  of t h e  dashes i s  p ropor t iona l  
t o  t h e  speed i n  t h a t  p a r t  of t h e  o r b i t .  
The sequence of i t e r a t i o n s  has not  y e t  converged. 

This example shows t h e  d i f f i c u l t i e s  a s soc i a t ed  wi th  f ind ing  a partictlar 
p e r i o d i c  o r b i t .  Because of t h e  dense packing of t h e s e  o r b i t s ,  the  f i n a l  
o r b i t  t o  which convergence t akes  p lace  depends on t h e  d e t a i l s  of the 
i t e r a t i o n  scheme, such a s  w, t h e  va lue  of t h e  r e l a x a t i o n  parameter,  OP t he  
method of searching  f o r  a n  optimum w. 
Experiments of t h i s  type  suggest  t h a t  t h e  most s t a b l e  of t h e  periodic 
o r b i t s  a r e  those  showing the  g r e a t e s t  r a d i i  of curva ture ,  o r  t h a t  have the 
fewest a x i s  c ros s ings ,  o r  t h a t  s t a y  a s  f a r  a s  poss ib l e  from t h e  singular 
p o i n t s  a t  E and M. 
V. RESULTS AND CONCLUSIONS 
A. Sumnary of Resul t s  
The primary r e s u l t  of t h i s  study i s  t o  show t h a t  t h e  Green's f u n c t i o n  
method of so lv ing  t h e  two-point boundary va lue  problem can be a n  effective 
t o o l  i n  numerical work. 
There i s  a  s t r a igh t fo rward  p r e s c r i p t i o n  f o r  producing t h e  Green's 
func t ion  f o r  both t h e  s i n g l e  equat ion and f o r  t h e  system of equat ions c a s e ,  
It can be  given i n  terms of s o l u t i o n s  t o  s e t s  of i n i t i a l  va lue  p r o b l e a s  
which i n  t u r n  can be  generated t o  a r b i t r a r i l y  high order  and accuracy by 
s tandard  techniques such a s  Runge-Kutta, Adams, o r  o t h e r  methods, 
For l i n e a r  d i f f e r e n t i a l  equat ions  the  s o l u t i o n  can be  given direcLLy 
i n  terms of t he  i n t e g r a l  over t h e  Green's func t ion .  For t h e  nonilinear 
ca se ,  t h e  Green" func t ion  provides an  i t e r a t i v e  scheme only ,  Convergeace 
must be  inves t iga t ed  i n  each ind iv idua l  case.  There e x i s t s  a  l i t e s a E u r e  
on convergence theorems f o r  a  v a r i e t y  of c l a s s e s  of problems, b u t  even 
when convergence cannot be guaranteed a  p r i o r i ,  t h e  method can o f t e n  be  
used when combined wi th  a  r e l a x a t i o n  method o r  o the r  devices .  
For s i n g l e  second order  ord inary  d i f f e r e n t i a l s  t h e  work involve2 LC 
f i nd ing  t h e  Green's func t ion  can be  considered nominal. For systems o f  
such equat ions t h e  work involved goes up a s  t he  square of t h e  number of 
equat ions and may be  considered excess ive  i f  t h e  number of equat ions i s  
l a r g e .  I n  t h i s  case ,  a  technique of s p l i t t i n g  t h e  o r i g i n a l  d i f f e r e n t i a l  
opera tor  i n t o  a  diagonal  and of f -d iagonal  component can be  used. The G r e w ' s  
func t ion  f o r  t h e  diagonal  component i s  then  j u s t  t h e  s e t  of Green" func- 
t i o n s  f o r  t h e  ind iv idua l  (uncoupled) diagonal  elements and t h e  work 
involved i s  only l i n e a r  i n  t h e  number of equat ions.  The s o l u t i o n  now 
involves a  sequence of i t e r a t i o n s ,  even i n  t h e  l i n e a r  ca se ,  and ra i ses  
a d d i t i o n a l  ques t ions  of convergence, b u t  t h i s  could s t i l l  t u r n  o u t  t o  b e  
l e s s  work than f ind ing  t h e  e n t i r e  ~ r e e n k  func t ion  f o r  t h e  o r i g i n a l  matrix 
ope ra to r ,  e s p e c i a l l y  i f  t he  problem i s  non l inea r ,  and i t e r a t i o n  will be 
requi red  anyway, 
The p a r t i c u l a r  numerical experiments c a r r i e d  ou t  involved pro5 lens  
f o r  which t h e r e  were mul t ip le  s o l u t i o n s  o r  f o r  which t h e  s tandard ex:stenc.e 
uniqueness,  and convergence theorems were no t  app l i cab le .  A search fo; 
o r b i t s  of t he  r e s t r i c t e d  t h r e e  body system was invest igaked f o r  both t.re 
rendezvous type  - o r b i t s  and pe r iod ic  o r b i t s .  The o r b i t s  showing rros t 
s t a b i l i t y  wi th  r e spec t  t o  t h e  i t e r a t i o n  scheme were those  having t h e  largest 
r a d i i  of curva ture  o r  t h a t  s tayed f a r t h e s t  from t h e  s ingu la r  p o i n t s ,  3earenes 
f o r  p a r t i c u l a r  pe r iod ic  o r b i t s  d id  not  prove f r u i t f u l ,  s i n c e  these  soljtio~s 
a r e  densely packed. The problem of s i n g l i n g  ou t  a  s p e c i a l  one by t h f s  
method needs f u r t h e r  i n v e s t i g a t i o n .  
B .  Recommendations f o r  Fur ther  Study 
Continued work i s  needed i n  t h e  t h e o r e t i c a l  a r e a  of convergence a76 
s t a b i l i t y  of i t e r a t i v e  methods f o r  t h e  two po in t  boundary va lue  prc-7 hi"..e~n. 
En t h e  cases  where mul t ip l e  s o l u t i o n s  e x i s t ,  methods need t o  be deveio3ed 
t o  determine which s o l u t i o n s  a r e  l o c a l l y  s t a b l e ,  which a r e  more stable 
than  o t h e r s  and what a r e  t h e  reg ions  of convergence o r  s t a b i l i t y ,  Trsese 
i n v e s t i g a t i o n s  could a l s o  examine t h e  r o l e  of t h e  r e l a x a t i o n  parameter In  
t h e  convergence process .  
I n  t h e  a r e a  o f  numerical  exper iments ,  more work shou ld  be  done fn 
comparing t h e  Green" f u n c t i o n  method d i r e c t l y  t o  t h e  s h o o t i n g  method zf 
s o l v i n g  t h e  two-point  boundary problem t o  s e e  which t a k e s  l e s s  compucer 
t i m e ,  s t o r a g e  s p a c e ,  e t c .  
There i s  a n o t h e r  way i n  which t h e  Green ' s  f u n c t i o n  method can b e  zsed, 
b u t  t h e r e  h a s  been l i t t l e  o r  no numerical  exper imenta t ion  under taken ,  The 
t h e o r y  i s  reasonab ly  s t r a i g h t f o r w a r d  and goes a s  f o l l o w s :  
L e t  IL, b e  a second o r d e r  l i n e a r  d i f f e r e n t i a l  o p e r a t o r  and the fun,, -* ion  L 
s a t i s f y  t h e  e q u a t i o n  
& u  = f  (u) i 1 > 
w i t h  z e r o  end p o i n t  boundary c o n d i t i o n s ,  u ( a )  = u ( b )  = 0, Assume that r'(uj 
a i s  a  reasonab ly  w e l l  behaved f u n c t i o n ,  t h a t  -f(u) e x i s t s  and can be c~3n- 
au 
puted f o r  f u n c t i o n s  u  i n  some neighborhood of  t h e  s o l u t i o n s  t o  (I), and 
l e t  ; b e  a  s o l u t i o n  i n  t h i s  neighborhood. Then 
- a f  - 
where & = - f \ f f '  = -=(u) .  I f  t h e r e  now e x i s t s  a  Green 's  functilai; a u  
f o r  k ,  say  G,  t h e n  
One now looks a t  t h e  i t e r a t i v e  equat ion 
where 
- n 
and En i s  t he  Green's func t ion  f o r  L,. 
The i t e r a t i v e  scheme (2) can be  shown t o  converge quadradicdH:y, 
That i s ,  i t  i s  always l o c a l l y  s t a b l e  provided t h a t  t h e  ind ica t ed  e n t h t i e s  
e x i s t .  The system (2)  i s  analogous t o  t h e  Newton-Raphson method, 
While t h i s  method has the  advantage of be ing  l o c a l l y  s t a b l e ,  it hds 
-n 
t h e  disadvantage o f  r equ i r ing  t h e  r e c a l c u l a t i o n  of G , t h e  Green" functisq, 
a t  every step. Whether t h i s  i s  p r a c t i c a l  o r  no t  needs t o  be determine3 
by numerical experiments,  
A teclrlnique s i m i l a r  t o  (2) above e x i s t s  i f  f  a1.s.o depends on t n e  
d e r i v a t i v e s  s f  u ;  i , e , ,  i f  f = f ( u , u O ) ,  
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