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a b s t r a c t
By using elementary symmetric functions, this paper presents an explicit representation
for the Lagrangian numerical differentiation formula as well as the error estimate for
local approximation. And we also point out that the numerical differentiation formula
constructed by Li [J.P. Li, General explicit difference formulas for numerical differentiation,
J. Comput. Appl. Math. 183 (2005) 29–52] is actually a special case of the Lagrangian
numerical differentiation formula to approximate the values of the derivatives at the
nodes.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Problems such as the following are often encountered in engineering practice and scientific research: to compute the
value of the derivative of a function f at some point x based on the relation between the function f and its independent
variable which is given in discrete ways (data sheet, instrument measurement and so on); to compute the derivative of the
function f which is difficult to directly resolve if only given the analytical expression of the function f . For these problems,
numerical differentiation is usually applied to computing derivatives. Practically, a great number of numerical differentiation
formulas have been constructed to solve ordinary differential equations and partial differential equations. For instance,
based on Taylor series, Khan et al. [1–5] have recently presented the explicit forward, backward and central difference
schemes to approximate first-order or high-order derivatives. As described in [6], the numerical differentiation formulas
based on interpolating polynomials have many advantages, because these kinds of numerical differentiation formulas do
not require equally spaced data. However, Li further indicated that this method has its flaws, and presented an example
on Lagrangian numerical differentiation to illustrate that it cannot be directly used to evaluate the derivatives because
Lagrangian numerical differentiation does not have explicit representation. So Li constructed a new explicit numerical
differentiation formula, and gave its corresponding error estimate.
Before describing Li ’s theorem, in order to express it briefly, it is necessary to make appropriate modifications to the
notations in Li’s original paper. First, let Xn(x) = {x0 − x, x1 − x, . . . , xn − x}. Define a function
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σ0(Xn(x)) = 1,
σ1(Xn(x)) = (x0 − x)+ (x1 − x)+ · · · + (xn − x),
σ2(Xn(x)) = (x0 − x)(x1 − x)+ (x0 − x)(x2 − x)+ · · · + (xn−1 − x)(xn − x),
· · ·
σn−2(Xn(x)) = (x0 − x)(x1 − x) · · · (xn−2 − x)+ · · · + (x2 − x)(x3 − x) · · · (xn − x),
σn−1(Xn(x)) = (x0 − x)(x1 − x) · · · (xn−1 − x)+ (x0 − x)(x1 − x) · · · (xn−2 − x)(xn − x)
+ · · · + (x1 − x)(x2 − x) · · · (xn − x),
σn(Xn(x)) = (x0 − x)(x1 − x) · · · (xn − x).
Obviously, σk(Xn(0)) is thewell-known elementary symmetric function [7]. Next, let X in(x) = Xn(x)\{xi−x}, i = 0, 1, . . . , n;
then we have the following theorem:
Theorem 1 ([6]). Suppose that x0, x1, . . . , xn are n+ 1 distinct nodes in the interval [a, b], f ∈ Cn+1[a, b]; then for 1 ≤ m ≤ n
we have
f (m)(xi) =
n∑
j=0,6=i
c(m)n,j,i
f (xi)− f (xj)
xi − xj + R
(m)
n (xi),
where
c(m)n,j,i =
(−1)n−mm!σn−m(X jn(xi))
n∏
k=0,6=i,j
(xj − xk)
,
R(m)n (xi) =
(−1)n−mm!
(n+ 1)!
n∑
j=0,6=i
σn−m(X jn(xi))(xi − xj)nf (n+1)(ξj)
n∏
k=0,6=i,j
(xk − xj)
for all ξj ∈ (a, b).
The preceding expression is the main result in Reference [6]. Li’s main thought lies in computing the Vandermonde
determinant and the generalized Vandermonde determinant to obtain the explicit coefficients of the numerical
differentiation formula by using the method of undetermined coefficients. Although this numerical differentiation formula
consists of its related information of the divided differences of the function, it can actually be considered as the
approximation to f (m)(xi) by the linear combination of n+ 1 values f (x0), f (x1), . . . , f (xn)
f (m)(xi) =
n∑
j=0
b(m)n,j f (xj)+ R(m)n (xi),
where
b(m)n,j =

(−1)n−mm!σn−m(X jn(xi))
n∏
k=0,6=j
(xj − xk)
j 6= i,
(−1)n−m+1m!
n∑
ν=0,6=i
σn−m(Xνn (xi))
n∏
k=0,6=ν
(xν − xk)
j = i;
R(m)n (xi) is as described above. For the method of undetermined coefficients to construct numerical differentiation formula,
one is also referred to [8].
The purpose of this paper is to present explicit coefficients for the Lagrangian numerical differentiation formula and the
estimate for its remainders. In addition, this paper also concludes that the numerical differentiation formula constructed by
Li is actually a special case of the Lagrangian numerical differentiation formula to approximate the values of the derivatives
at the nodes.
2. Representation for Lagrangian numerical differentiation involving elementary symmetric functions
In this section, we consider the explicit representation for Lagrangian numerical differentiation and the expressions for
its remainders. The main utility is elementary symmetric functions. We take a polynomial of degree n,
Ln(x) =
n∑
j=0
f (xj)ln,j(x),
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where
ln,j(x) =
n∏
k=0,6=j
x− xk
xj − xk , j = 0, 1, . . . , n,
surely satisfies
Ln(xi) = f (xi), i = 0, 1, . . . , n.
We call Ln(x) the Lagrangian interpolating polynomial of degree n at the nodes x0, x1, . . . , xn, and ln,j(x)(j = 0, 1, . . . n) are
called the fundamental polynomials for Lagrangian interpolation. By calculating themth derivative of ln,j(x) directly, we get
l(m)n,j (x) =
1
n∏
k=0,6=j
(xj − xk)
dm
dxm
n∏
k=0,6=j
(x− xk) = (−1)
n−mm!σn−m(X jn(x))
n∏
k=0,6=j
(xj − xk)
.
So, we have the following theorem on the Lagrangian numerical differentiation formula.
Theorem 2. Suppose that x0, x1, . . . , xn are n + 1 distinct nodes in the interval [a, b], f ∈ Cn+1[a, b]; then for any x ∈ (a, b),
1 ≤ m ≤ n, we have
f (m)(x) =
n∑
j=0
(−1)n−mm!σn−m(X jn(x))
n∏
k=0,6=j
(xj − xk)
f (xj)+ R(m)n (x),
where
R(m)n (x) = (−1)n−m+1m!
m∑
j=0
f (n+1)(ξj)
(n+ 1)! σn−m(Xn−j−1(x))(xn−j − x)
for all ξj ∈ (min{x0, x1, . . . , xn, x},max{x0, x1, . . . , xn, x}).
Proof. Let
ω0(x) = 1, ωj(x) =
j−1∏
ν=0
(x− xν), j = 1, 2, . . . , n.
Applying the remainder formula in References [9–11], we have
R(m)n (x) = m!
m∑
j=0
f (n+1)(ξj)
(n+ 1)!
ω
(m−j)
n−j (x)
(m− j)! (x− xn−j). (2.1)
It is clear that
ω
(m−j)
n−j (x) = (−1)n−m(m− j)!σn−m(Xn−j−1(x)). (2.2)
By substituting (2.2) for (2.1), we obtain the theorem and complete the proof. 
Here, we should indicate that, regardless of whether the values of the approximated derivative are at the nodes or not,
we can generally express them by the preceding representation. In particular, when x = xi, namely utilizing the Lagrangian
numerical differentiation formula to approximate the values of the derivative of the function at the nodes, Theorem 2 is in
accordance with Theorem 1. Now let us consider the following lemma:
Lemma 1. For all 0 ≤ s ≤ n− 1, we have
n−1∑
ν=0
σs(Xνn−1(0))
n−1∏
k=0,6=ν
(xν − xk)
=
{
0 0 ≤ s ≤ n− 2,
(−1)n−1 s = n− 1.
Proof. Evidently, for n ≥ 1, we have
n−1∑
ν=0
n−1∏
k=0,6=ν
x− xk
xν − xk ≡ 1, (2.3)
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while
n−1∏
k=0,6=ν
(x− xk) =
n−1∑
s=0
(−1)sσs(Xνn−1(0))xn−1−s. (2.4)
Combining (2.3) and (2.4), we have
n−1∑
s=0
(−1)sxn−1−s
n−1∑
ν=0
σs(Xνn−1(0))
n−1∏
k=0,6=ν
(xν − xk)
≡ 1.
By comparing the coefficients on both sides of the identity, we obtain the desired lemma. This completes the proof. 
Applying appropriate variable replacements in Lemma 1, we get
n∑
ν=0,6=i
σn−m−1(Xνn (xi))∏
k=0,6=ν,i
(xν − xk) = 0, 1 ≤ m ≤ n− 1. (2.5)
In addition, for 1 ≤ m ≤ n− 1 and ν 6= i, we have the identities
σn−m(X in(xi)) = σn−m(Xνn (xi))+ (xν − xi)σn−m−1(Xνn (xi)) (2.6)
and
n∑
ν=0,6=i
1
n∏
k=0,6=ν
(xν − xk)
= − 1n∏
k=0,6=i
(xi − xk)
. (2.7)
From the above three equations, we get
(−1)n−m+1m!
n∑
ν=0,6=i
σn−m(Xνn (xi))
n∏
k=0,6=ν
(xν − xk)
= (−1)
n−mm!σn−m(X jn(xi))
n∏
k=0,6=j
(xj − xk)
.
Hence, we reach a conclusion that the numerical differentiation formula in Theorem 1 can be regarded as the Lagrangian
numerical differentiation formula for the case x = xi.
3. The remainders of the local Lagrangian numerical differentiation formula
To measure whether a numerical differentiation formula is good, we usually consider first whether its approximation
order is high enough. In Theorem 2 we use a remainder representation which is different from that in Theorem 1, because
it is easier to obtain the approximation order from our remainder. It should be pointed out, as was described in [12],
that Lagrangian numerical differentiation is a saturated approximation. In practical computing, what is needed is the local
property of the approximated function instead of its global property. So, we do not need to assume f ∈ Cn+1[a, b]; instead,
we only need to assume f ∈ Cn+1(x), namely, the function f has continuous derivatives of n+ 1 order in the neighborhood
of the point x. Let
h = max{x0, x1, . . . , xn, x} −min{x0, x1, . . . , xn, x}.
Hence, we obtain an estimate of the remainder on the local Lagrangian numerical differentiation formula:
Theorem 3. Given f ∈ Cn+1(x), then, for 1 ≤ m ≤ n, we have
f (m)(x) =
n∑
j=0
(−1)n−mm!σn−m(X jn(x))
n∏
k=0,6=j
(xj − xk)
f (xj)+ R(m)n (x),
where
R(m)n (x) = (−1)n−m+1m!
f (n+1)(x)
(n+ 1)! σn−m+1(Xn(x))+ o(h
n−m+1). (3.8)
If f ∈ Cn+2(x) and σn−m+1(Xn(x)) = 0, then
R(m)n (x) = (−1)n−mm!
f (n+2)(x)
(n+ 2)! σn−m+2(Xn(x))+ o(h
n−m+2).
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Proof. For 0 ≤ j ≤ m, we have
(xn−j − x)σn−m(Xn−j−1(x)) = σn−m+1(Xn−j(x))− σn−m+1(Xn−j−1(x)).
Summing on both sides with respect to j, we get
m∑
j=0
(xn−j − x)σn−m(Xn−j−1(x)) = σn−m+1(Xn(x)) = O(hn−m+1), h→ 0.
Because f ∈ Cn+1(x), then for 0 ≤ j ≤ m,
f (n+1)(ξj) = f (n+1)(x)+ o(1), h→ 0.
By combining the above two equations and applying the remainder formula in Theorem 2, we have (3.8).
Applying the remainder formula in References [9,10], we have
R(m)n (x) = (−1)n−m+1m!
(
f (n+1)(ξ ′)
(n+ 1)! σn−m+1(Xn(x))−
m∑
j=1
f (n+2)(ξ ′j )
(n+ 2)! σn−m+1(Xn−j(x))(xn−j+1 − x)
)
, (3.9)
where
ξ ′, ξ ′j ∈ (min{x0, x1, . . . , xn, x},max{x0, x1, . . . , xn, x}), j = 1, 2, . . . ,m.
It is clear that
f (n+2)(ξ ′j ) = f (n+2)(x)+ o(1), h→ 0. (3.10)
Moreover,
m∑
j=1
(xn−j+1 − x)σn−m+1(Xn−j(x)) = σn−m+2(Xn(x)) = O(hn−m+2), h→ 0.
By combining (3.9), (3.10) and the last expression, we can get
R(m)n (x) = (−1)n−mm!
f (n+2)(x)
(n+ 2)! σn−m+2(Xn(x))+ o(h
n−m+2), h→ 0.
This completes the proof. 
In the preceding theorem, what is mainly considered in the error estimate is the local situation of the Lagrangian
numerical differentiation formula in the neighborhood of the approximated point which is suitable for practical
computations and applications. Furthermore, in the error estimate, the so-called super-convergence situation is described,
and the corresponding conditions to be satisfied are given. In fact, Wang et al. indicated this in [13], and they even gave
an explicit representation for Lagrangian numerical differentiation by means of cycle indicator polynomials of a symmetric
group. It is well known that the cycle indicator polynomial of a symmetric group is one of the most important tools in
combinatorial analysis [15]. It is usually expressed as follows:
Zn(xk) := Zn(xk | 1 ≤ k ≤ n).
Let
ωn+1(x) =
n∏
k=0
(x− xk),
sl(x) :=
n∑
j=0
1
(x− xj)l ,
sl,i(x) :=
n∑
j=0,6=i
1
(x− xj)l ,
sl,i,j(x) := sl,i(x)− 1
(x− xj)l .
Reference [13] mainly discusses it in two cases:
• The first is the differentiation formula at the non-nodes, namely for x 6∈ {x0, x1, . . . , xn} and f ∈ Cn+1(x),
f (m)(x) = m!
n∑
j=0
`j(x)Zm
(
(−1)l−1sl,j(x)
)
f (xj)+ R(m)n (x),
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Table 1
Error in Lagrangian numerical differentiation approximation to the kth-order derivative of f (x)with six equally spaced nodes.
kth order x = x2+1/2 x = x3 x = x3+1/2 x = x4 x = x4+1/2
1 8.39E−10 1.74E−07 4.78E−08 3.13E−07 2.90E−07
2 1.65E−05 4.07E−06 1.96E−05 2.30E−05 3.75E−05
3 2.57E−05 1.45E−03 1.41E−03 1.26E−03 7.46E−03
Table 2
Error in Lagrangian numerical differentiation approximation to the kth-order derivative of f (x)with eight equally spaced nodes.
kth order x = x2+1/2 x = x3 x = x3+1/2 x = x4 x = x4+1/2
1 3.81E−11 1.85E−10 1.50E−12 1.45E−10 2.63E−11
2 2.39E−08 2.76E−09 1.55E−08 2.76E−09 1.44E−08
3 1.17E−06 1.69E−06 4.70E−08 1.31E−06 8.06E−07
4 1.58E−04 5.01E−05 1.26E−04 5.01E−05 8.92E−05
where
R(m)n (x) = m!ωn+1(x)Zm
(
(−1)l−1sl(x)
) f (n+1)(x)
(n+ 1)! + o
(
hn+1−m
)
h→ 0.
If Zm
(
(−1)l−1sl(x)
) = 0, and f ∈ Cn+2(x), then
R(m)n (x) = m!ωn+1(x)Zm−1
(
(−1)l−1sl(x)
) f (n+2)(x)
(n+ 2)! + o
(
hn+2−m
)
h→ 0.
• The second is the differentiation formula at the nodes, namely for i = 1, 2, . . . , n and f ∈ Cn+1(xi),
f (m)(xi) = m!Zm
(
(−1)l−1sl,i(xi)
)
f (xi)+m!
n∑
j=0,6=i
ωi(xi)
(xi − xj)ωj(xj)Zk−1
(
(−1)l−1sl,i,j(xi)
)
f (xj)+ R(m)n (xi),
where
R(m)n (xi) = m!ωi(xi)Zm−1
(
(−1)l−1sl,i(xi)
) f (n+1)(xi)
(n+ 1)! + o
(
hn+1−m
)
h→ 0.
If Zm−1
(
(−1)l−1sl,i(xi)
) = 0, and f ∈ Cn+2(xi), then
R(m)n (xi) = m!ωi(xi)Zm−2
(
(−1)l−1sl,i(xi)
) f (n+2)(xi)
(n+ 2)! + o
(
hn+2−m
)
h→ 0.
The underlined letters in the preceding expressions stand for constrained variables. It seems very compact to represent
the coefficients of the Lagrangian numerical differentiation formula bymeans of cycle indicator polynomials of a symmetric
group which keeps the advantages appropriate for practical computations. If the values of a function and the values of
low-order derivatives at nodes are known, to evaluate the derivatives at the no-nodal positions or to evaluate higher-order
derivatives at the nodes, we may consider the numerical differentiation formulas based on Hermite interpolation. For the
associated explicit representations and error estimates, one is referred to [14].
4. Numerical examples
In this section, we consider the following example function:
f (x) = xe−2x + sin 3x,
and it is easy to obtain its kth (k = 1, 2, 3, 4) derivatives
f ′(x) = (1− 2x)e−2x + 3 cos 3x,
f ′′(x) = (4x− 4)e−2x − 9 sin 3x,
f ′′′(x) = (12− 8x)e−2x − 27 cos 3x,
f (4)(x) = (16x− 32)e−2x + 81 sin 3x.
By Lagrangian numerical differentiation formulas, we can get a series of explicit formulas to approximate these derivatives
at x = 0.15, where the equally spaced data x0, x1, . . . , xn with the stepsize 0.03 are taken. Now, we present two examples
for the cases n = 5 and n = 7, respectively.
In the above tables, x = xi+1/2 := (xi + xi+1)/2. It is remarkable that the super-convergence of error does exist. For
example,when x = x2+1/2 = 0.15, the error ismuch smaller than the others in the first rowof Table 1 becauseσ5(X5(x)) = 0
in this situation. Therefore, we can conclude that if the relation between the approximated point x and the nodes x0, . . . , xn
satisfies Theorem 3, a numerical differentiation formula with the highest approximation order is given (Table 2).
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