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Abstract
The theory of complex Hermitean Clifford analysis was developed re-
cently as a refinement of Euclidean Clifford analysis; it focusses on
the simultaneous null solutions, called Hermitean monogenic func-
tions, of two Hermitean Dirac operators constituting a splitting of
the traditional Dirac operator. In this function theory, the fundamen-
tal integral representation formulae, such as the Borel–Pompeiu and
the Clifford–Cauchy formula have been obtained by using a (2 × 2)
circulant matrix formulation. In the meantime, the basic setting has
been established for so–called quaternionic Hermitean Clifford analy-
sis, a theory centered around the simultaneous null solutions, called
q–Hermitean monogenic functions, of four Hermitean Dirac operators
in a quaternionic Clifford algebra setting. In this paper we address
the problem of establishing a quaternionic Hermitean Clifford–Cauchy
integral formula, by following a (4× 4) circulant matrix approach.
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1 Introduction
There exist two major ways in which the Cauchy integral formula for holomorphic
functions in the complex plane can be generalized to the case of several complex
variables: one may consider a holomorphic kernel and an integral over the distin-
guished boundary ∂0D˜ of a polydisk D˜ =
∏n
j=1 D˜j in C
n, resulting into
f(z1, . . . , zn) =
1
(2pii)n
∫
∂0 eD
f(ξ1, . . . , ξn)
(ξ1 − z1) · · · (ξn − zn)
dξ1 ∧ · · · ∧ dξn , zj ∈
◦
D˜j ,
or one may take an integral over the smooth boundary ∂D of a bounded domain
D in Cn, in combination with a kernel which is no longer holomorphic but still
1
harmonic, resulting into the Martinelli-Bochner formula, see e.g. [16], which reads:
f(z) =
∫
∂D
f(ξ)
(n− 1)!
(2pii)n
n∑
j=1
(−1)j−1
ξcj − z
c
j
|ξ − z|2n
˜̂
dξcj , z ∈
◦
D
where ·c denotes complex conjugation and
˜̂
dξcj = dξ
c
1 ∧ · · · ∧ dξ
c
j−1 ∧ dξ
c
j+1 ∧ · · · ∧
dξcn∧dξ1∧· · ·∧dξn is an oriented surface element. For detailed information on this
formula, which reduces to the traditional Cauchy integral formula when n = 1, we
refer the reader to e.g. [15].
Alternatively, the Cauchy integral formula was generalized within the frame-
work of Clifford analysis, where functions are considered defined on Euclidean
space Rm, taking their values in a Clifford algebra and which moreover are null
solutions of a first order vector valued differential operator, called Dirac opera-
tor, which factorizes the Laplacian. Such functions are called monogenic: they
are a generalization of holomorphic functions in the complex plane and, at the
same time, a refinement of harmonic functions. The Dirac operator being rotation
invariant, the name Euclidean Clifford analysis is used to refer to this setting.
Standard references are [4, 14, 11, 13, 12]. The kernel appearing in the Clifford–
Cauchy formula is monogenic, up to a pointwise singularity, while the integral is
taken over the complete boundary. For a function f monogenic in the open region
Ω and a bounded domain D with smooth boundary ∂D, such that D ⊂ Ω, one has
f(X) =
1
am
∫
∂D
ξ −X∣∣ξ −X∣∣m dσξ f(ξ) , X ∈ ◦D
with am the area of the unit sphere S
m−1 in Rm, · the Clifford conjugation and
dσξ a Clifford algebra valued differential form of order m − 1. This formula has
been a corner stone in the development of the monogenic function theory.
More recently Hermitean Clifford analysis has emerged as yet a refinement
of the Euclidean setting, for the case of R2n ∼= Cn. Here, Hermitean monogenic
functions are considered. These are functions taking values either in the complex
Clifford algebra C2n or in complex spinor space S, and being simultaneous null
solutions of two complex Hermitean Dirac operators which are invariant under
the action of the unitary group. The study of complexified Dirac operators, also
in other settings, was initiated in [19, 18, 20]; the systematic development of the
Hermitean function theory was continued in e.g. [5, 6, 7]. In [8, 2, 1] a Cauchy
integral formula for Hermitean monogenic functions was established by means of
a matrix formulation with circulant (2× 2) matrix functions, in domains with re-
spectively smooth and fractal boundaries, see also [3]. Observe that the Cauchy
integral formula in this setting indeed was expected to differ from the traditional
form above, since in some particular cases Hermitean monogenicity is equivalent
with holomorphy in the underlying complex variables, see [6].
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In the recent papers [17],[10],[9] the Hermitean Clifford setting was further
generalized by considering functions with values in a quaternionic Clifford algebra.
The authors in [17] introduce the quaternionic Hermitean Dirac equation, which
corresponds to functions being simultaneous null solutions of four mutually related
quaternionic Dirac operators. In this contribution we establish a Clifford–Cauchy
integral formula within this new function theory, for which the key idea is the
introduction of a (4× 4) circulant matrix setting, which is shown to be the correct
way of handling the operators and functions involved. As an application, we show
that, when considering a special case, our Clifford–Cauchy formula reduces to the
Martinelli–Bochner type formula introduced in [17].
2 Preliminaries
Let (e1, . . . , em) be an orthonormal basis of Euclidean space R
m and let R0,m
be the real Clifford algebra of signature (0,m) constructed over Rm. The non-
commutative multiplication in R0,m is governed by the rules ejek + ekej = −2δjk,
j, k = 1, . . . ,m. In R0,m one can consider the following automorphisms:
(i) the conjugation, given by er = −er and ab = ba for any a and b in R0,m;
(ii) the main involution, given by e˜r = −er and a˜b = a˜b˜ for any a and b in R0,m.
Consider then the skew-field of quaternions H with elements q = x0+ix1+jx2+kx3,
where i2 = j2 = k2 = −1 and ij = −ji = k. The algebra of quaternions may
be identified with the Clifford algebra R0,2 making the identifications i ↔ e1,
j ↔ e2 and k ↔ e1e2. The above automorphisms (i)–(ii) respectively lead to the
H–conjugation
q = x0 − ix1 − jx2 − kx3
and to the main H–involution
qγ ≡ q˜ = x0 − ix1 − jx2 + kx3.
However, it is quite natural to introduce two similar H–involutions defined by
qα = x0 + ix1 − jx2 − kx3,
qβ = x0 − ix1 + jx2 − kx3.
Now we consider the quaternionic Clifford algebra Hm = H⊗R R0,m, with ele-
ments λ =
∑
A eAλA, λA ∈ H, where eA are the basis elements of R0,m generated by
(e1, . . . , em) and their multiplication rules above, and where it is understood that
the quaternionic scalars commute with the Clifford basis vectors. The quaternionic
Hermitean conjugate of λ ∈ Hm is defined as the composition of the H–conjugation
and the Clifford conjugation in R0,m, i.e. λ
† =
∑
A eAλA. We also define a norm
in Hm: |λ| =
[
λλ†
]
0
=
∑
A |λA|
2, where [·]0 stands for taking the scalar part.
From now on we assume the dimension to be of the form: m = 4n.
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Definition 1 ([17]). The quaternionic Witt basis of Hm = H⊗R Rm, with m = 4n,
is given by {fl, f
α
l , f
β
l , f
γ
l }, l = 1, . . . , n, where
fl = e1+4(l−1) − ie2+4(l−1) − je3+4(l−1) − ke4+4(l−1),
fαl = e1+4(l−1) − ie2+4(l−1) + je3+4(l−1) + ke4+4(l−1),
f
β
l = e1+4(l−1) + ie2+4(l−1) − je3+4(l−1) + ke4+4(l−1),
f
γ
l = e1+4(l−1) + ie2+4(l−1) + je3+4(l−1) − ke4+4(l−1).
Let us now define, see [17], the following real Clifford vectors associated to an
element (x1, . . . , x4n) in R
4n:
X = X0 =
n∑
l=1
(e4l−3x4l−3 + e4l−2x4l−2 + e4l−1x4l−1 + e4lx4l),
X1 =
n∑
l=1
(e4l−3x4l−2 − e4l−2x4l−3 − e4l−1x4l + e4lx4l−1),
X2 =
n∑
l=1
(e4l−3x4l−1 + e4l−2x4l − e4l−1x4l−3 − e4lx4l−2),
X3 =
n∑
l=1
(e4l−3x4l − e4l−2x4l−1 + e4l−1x4l−2 − e4lx4l−3).
Note that X0 indeed corresponds to the usual Clifford vector, while X1, X2, X3
are similar to the twisted vector X| introduced in the complex Hermitean case,
see [7, 5]. An easy computation shows that
X20 = X
2
1 = X
2
2 = X
2
3 = −|X|
2, (1)
{Xr, Xs} ≡ XrXs +XsXr = 0, r, s = 0, 1, 2, 3, r 6= s. (2)
Next one defines the differential operators
∂X = ∂X
0
=
n∑
l=1
(e4l−3∂x4l−3 + e4l−2∂x4l−2 + e4l−1∂x4l−1 + e4l∂x4l),
∂X
1
=
n∑
l=1
(e4l−3∂x4l−2 − e4l−2∂x4l−3 − e4l−1∂x4l + e4l∂x4l−1),
∂X
2
=
n∑
l=1
(e4l−3∂x4l−1 + e4l−2∂x4l − e4l−1∂x4l−3 − e4l∂x4l−2),
∂X
3
=
n∑
l=1
(e4l−3∂x4l − e4l−2∂x4l−1 + e4l−1∂x4l−2 − e4l∂x4l−3),
4
which are the Fischer (or Fourier) duals of the above vectors X0, X1, X2, X3.
Again, note that ∂X
0
corresponds to the usual Dirac operator ∂X , while ∂X
1
, ∂X
2
,
∂X
3
are analogues of the twisted Dirac operator ∂X| in the complex Hermitean
case. Similar to (1)–(2) we have the relations
∂2X
0
= ∂2X
1
= ∂2X
2
= ∂2X
3
= −∆4n, (3){
∂X
r
, ∂X
s
}
≡ ∂X
r
∂X
s
+ ∂X
s
∂X
r
= 0, r, s = 0, 1, 2, 3, r 6= s. (4)
Starting from these Euclidean variables and operators, their quaternionic Her-
mitean counterparts are defined. First, the quaternionic Hermitean variables are
Z = Z0 = X0 + iX1 + jX2 + kX3 =
n∑
l=1
fl(x4l−3 + ix4l−2 + jx4l−1 + kx4l),
Z1 = X0 + iX1 − jX2 − kX3 =
n∑
l=1
fαl (x4l−3 + ix4l−2 − jx4l−1 − kx4l),
Z2 = X0 − iX1 + jX2 − kX3 =
n∑
l=1
f
β
l (x4l−3 − ix4l−2 + jx4l−1 − kx4l),
Z3 = X0 − iX1 − jX2 + kX3 =
n∑
l=1
f
γ
l (x4l−3 − ix4l−2 − jx4l−1 + kx4l).
Note that Z0Z
†
0+Z1Z
†
1+Z2Z
†
2+Z3Z
†
3 = Z
†
0Z0+Z
†
1Z1+Z
†
2Z2+Z
†
3Z3 = 16|X|
2.
The Hermitean Dirac operators are similarly derived from the Euclidean ones:
∂Z
0
=
1
16
(∂X
0
+ i∂X
1
+ j∂X
2
+ k∂X
3
),
∂Z
1
=
1
16
(∂X
0
+ i∂X
1
− j∂X
2
− k∂X
3
),
∂Z
2
=
1
16
(∂X
0
− i∂X
1
+ j∂X
2
− k∂X
3
),
∂Z
3
=
1
16
(∂X
0
− i∂X
1
− j∂X
2
+ k∂X
3
).
and may also be expressed in terms of the Witt basis. They establish the following
decomposition of the Laplacian in R4n: ∆4n = 16(∂Z
0
∂
†
Z
0
+ ∂Z
1
∂
†
Z
1
+ ∂Z
2
∂
†
Z
2
+
∂Z
3
∂
†
Z
3
) = 16(∂†Z
0
∂Z
0
+ ∂†Z
1
∂Z
1
+ ∂†Z
2
∂Z
2
+ ∂†Z
3
∂Z
3
).
Finally we introduce the central concept in quaternionic Hermitean Clifford
analysis, see [17].
Definition 2. Let Ω be an open set in R4n. A continuously differentiable function
f : Ω 7→ H4n is said to be q–Hermitean monogenic in Ω iff it satisfies the system
∂Z
0
f = ∂Z
1
f = ∂Z
2
f = ∂Z
3
f = 0, or, equivalently, the system ∂X
0
f = ∂X
1
f =
∂X
2
f = ∂X
3
f = 0.
Note that a q–Hermitean monogenic function in Ω is automatically monogenic
in Ω and thus harmonic in Ω.
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3 A matrix approach
In complex Hermitean Clifford analysis, a matrix approach has shown to be the
key for establishing a Cauchy integral representation formula for Hermitean mono-
genic functions, see e.g. [8, 2]. Seen the formal similarities between the complex
and the quaternionic Hermitean Clifford setting, we will follow a similar strategy.
The fundamental solutions of the Dirac operators ∂X
r
, r = 0, 1, 2, 3, i.e. the
Euclidean Cauchy kernels, are respectively given by
Er(X) = −
1
a4n
Xr
|X|4n
, r = 0, 1, 2, 3,
where a4n =
2pi2n
Γ(2n) denotes the area of the unit sphere S
4n−1 in R4n. Explicitly,
this means that in distributional sense
∂X
0
E0(X) = ∂X
1
E1(X) = ∂X
2
E2(X) = ∂X
3
E3(X) = δ(X),
where moreover
Er(X) = ∂X
r
[
1
4n− 2
1
a4n
1
|X|4n−2
]
, r = 0, 1, 2, 3, (5)
the expression between brackets being nothing but the fundamental solution of
the (negative) Laplace operator (−∆4n). Using (5) we thus also have that, for
r, s = 0, 1, 2, 3, r 6= s,
∂X
r
Es(X) + ∂X
s
Er(X) =
(
∂X
r
∂X
s
+ ∂X
s
∂X
r
) [ 1
4n− 2
1
a4n
1
|X|4n−2
]
= 0 (6)
in view of (4). We now introduce the Hermitean Cauchy kernels, given by
E0 = E0 − iE1 − jE2 − kE3,
E1 = E0 − iE1 + jE2 + kE3,
E2 = E0 + iE1 − jE2 + kE3,
E3 = E0 + iE1 + jE2 − kE3,
which may be rewritten as
Er(Z) =
1
a4n
Z†r
|Z|4n
, r = 0, 1, 2, 3.
Similarly to the complex Hermitean setting, see e.g. [8, 2], also here the Her-
mitean Cauchy kernels E0, E1, E2 and E3 are not the fundamental solutions of
the respective Hermitean Dirac operators ∂Z
0
, ∂Z
1
, ∂Z
2
and ∂Z
3
. However, the
following proposition clarifies the role they are playing in the present context.
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Proposition 1. Introducing the circulant (4× 4) matrices
D =

∂Z
0
∂Z
3
∂Z
2
∂Z
1
∂Z
1
∂Z
0
∂Z
3
∂Z
2
∂Z
2
∂Z
1
∂Z
0
∂Z
3
∂Z
3
∂Z
2
∂Z
1
∂Z
0
 , E =

E0 E3 E2 E1
E1 E0 E3 E2
E2 E1 E0 E3
E3 E2 E1 E0

and
δ =

δ 0 0 0
0 δ 0 0
0 0 δ 0
0 0 0 δ

one obtains that DTE = δ.
Proof. First recall that circulant matrices form an algebra, whence it suffices to
perform the calculations corresponding to the first column of DTE, reading:
∂Z
0
E0 + ∂Z
1
E1 + ∂Z
2
E2 + ∂Z
3
E3,
∂Z
3
E0 + ∂Z
0
E1 + ∂Z
1
E2 + ∂Z
2
E3,
∂Z
2
E0 + ∂Z
3
E1 + ∂Z
0
E2 + ∂Z
1
E3,
∂Z
1
E0 + ∂Z
2
E1 + ∂Z
3
E2 + ∂Z
0
E3.
For the first element we have:
1
16
[
(∂X
0
+ i∂X
1
+ j∂X
2
+ k∂X
3
)(E0 − iE1 − jE2 − kE3)
+(∂X
0
+ i∂X
1
− j∂X
2
− k∂X
3
)(E0 − iE1 + jE2 + kE3)
+(∂X
0
− i∂X
1
+ j∂X
2
− k∂X
3
)(E0 + iE1 − jE2 + kE3)
+(∂X
0
− i∂X
1
− j∂X
2
+ k∂X
3
)(E0 + iE1 + jE2 − kE3)
]
=
1
16
[4 δ(X0) + 4 δ(X1) + 4 δ(X2) + 4 δ(X3)] = δ(Z).
For the second one we have:
1
16
[
(∂X
0
− i∂X
1
− j∂X
2
+ k∂X
3
)(E0 − iE1 − jE2 − kE3)
+(∂X
0
+ i∂X
1
+ j∂X
2
+ k∂X
3
)(E0 − iE1 + jE2 + kE3)
+(∂X
0
+ i∂X
1
− j∂X
2
− k∂X
3
)(E0 + iE1 − jE2 + kE3)
+(∂X
0
− i∂X
1
+ j∂X
2
− k∂X
3
)(E0 + iE1 + jE2 − kE3)
]
= −
j
4
[
∂X
1
E3 + ∂X
3
E1
]
= 0,
which indeed vanishes seen (6). Similarly we see that ∂Z
2
E0 + ∂Z
3
E1 + ∂Z
0
E2 +
∂Z
1
E3 = 0 and ∂Z
1
E0+∂Z
2
E1+∂Z
3
E2+∂Z
0
E3 = 0, which proves the statement.
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This result may be interpreted in the sense that the matrix E is a fundamental
solution of the matricial Dirac operator DT . It is exactly this observation which
will lead to the construction of a matrix quaternionic Hermitean Cauchy integral
formula. But first, inspired by this proposition, we will introduce an auxiliary
definition, as well as some more notations.
Let Ω be an open set in R4n, and consider functions g0, g1, g2 and g3, which
are continuously differentiable in Ω ⊂ R4n and take their values in H4n. Similarly
to the structure of the matrix E , we then introduce the (4 × 4) circulant matrix
function
G =

g0 g3 g2 g1
g1 g0 g3 g2
g2 g1 g0 g3
g3 g2 g1 g0
 . (7)
Definition 3. The matrix function G is called (left) Q-Hermitean monogenic in
Ω if and only if
DTG = O in Ω, (8)
where O denotes the matrix with zero entries.
Explicitly, the above system (8) reads
∂Z
0
g0 + ∂Z
1
g1 + ∂Z
2
g2 + ∂Z
3
g3 = 0,
∂Z
3
g0 + ∂Z
0
g1 + ∂Z
1
g2 + ∂Z
2
g3 = 0,
∂Z
2
g0 + ∂Z
3
g1 + ∂Z
0
g2 + ∂Z
1
g3 = 0,
∂Z
1
g0 + ∂Z
2
g1 + ∂Z
3
g2 + ∂Z
0
g3 = 0.
It thus is directly clear that the Q-Hermitean monogenicity of G will, in general,
not imply the q–Hermitean monogenicity of its components. There is, however, an
important exception. Indeed, when considering the matrix function
G0 =

g 0 0 0
0 g 0 0
0 0 g 0
0 0 0 g
 , (9)
it directly follows that G0 is Q-Hermitean monogenic if and only if the function g
is q-Hermitean monogenic. Moreover, it is worth observing that the quaternionic
Dirac matrix D in some sense factorizes the Laplacian, since
16 (DTD†) =

∆4n 0 0 0
0 ∆4n 0 0
0 0 ∆4n 0
0 0 0 ∆4n
 ,
where the notation D† means that H–conjugation is applied to all entries of D.
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4 Cauchy integral formulae
In [17], while attempting to obtain a Martinelli–Bochner type formula in the several
quaternionic variables setting, the authors proposed a generalized Cauchy–integral
formula for the operator ∂Z
0
, by making essential use of the kernel E0, which, how-
ever, fails to be q-Hermitean monogenic. Now Proposition 1 suggests that, in
order to establish a more suitable Cauchy formula in the quaternionic Hermitean
context, the functions E0, E1, E2 and E3 need to be involved together.
To this end, let Γ be a bounded and simply connected domain in R4n with
smooth boundary ∂Γ. Then we introduce the unit normal vector n(X) ≡ n0(X)
on ∂Γ at a point X ∈ ∂Γ, as well as its ”twisted” versions n1(X), n2(X) and
n3(X). As has been done above for the vector variables and the corresponding
Dirac operators, we may consider its quaternionic Hermitean counterparts
N0 =
1
16
(n0 + in1 + jn2 + kn3),
N1 =
1
16
(n0 + in1 − jn2 − kn3),
N2 =
1
16
(n0 − in1 + jn2 − kn3),
N3 =
1
16
(n0 − in1 − jn2 + kn3),
where however, an additional multiplicative constant has been introduced delib-
erately. With N0, N1, N2, N3, we then associate in the usual way the circulant
matrix N , which allows us to formulate the following result.
Theorem 1. Let F and G be circulant matrix functions of the form (7), with
entries in C1(Ω,H4n), and let Γ ⊂ Ω be a 4n-dimensional compact differentiable
and oriented manifold with C∞–smooth boundary ∂Γ. It then holds that∫
Γ
[
(F DT )G+ F (DTG)
]
dV =
∫
∂Γ
F N T G dS,
where dV and dS stand for the elementary volume and scalar surface measures,
respectively.
Proof. The above result is nothing but a reformulation in matricial form of the
Hermitean Clifford–Stokes theorems established in [17].
From now on Γ+ will stand for the interior of Γ and Γ− for Ω \ Γ. We use the
notations Y = Y 0 for the Clifford vector associated to points in Γ
±. Its quater-
nionic Hermitean counterpart is denoted by V = V 0.
On account of Theorem 1 we then arrive at a Q–Hermitean version of the
Borel–Pompeiu formula.
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Theorem 2 (Q–Hermitean Borel–Pompeiu formula). Let G be a circulant matrix
function of the form (7) with entries in C1(Ω,H4n), and let as above Γ ⊂ Ω be
a 4n-dimensional compact differentiable and oriented manifold with C∞–smooth
boundary ∂Γ. It then holds that∫
∂Γ
E(Z − V )N T (Z)G(X)dS(X)−
∫
Γ
E(Z − V )
[
DTG(X)
]
dV (X)
=
{
G(Y ), Y ∈ Γ+;
O, Y ∈ Γ−.
Proof. First, let Y ∈ Γ−. Then the matrix function E(Z − V ) is continuously
differentiable in Γ+, so that the quaternionic Hermitean Clifford-Stokes Theorem
1 can be applied, yielding the desired statement, since we have that in Ω
DTE = EDT = O.
Next, let Y ∈ Γ+. Take R > 0 such that B(Y ,R) ⊂ Γ+. Invoking the previous
case, we may then write∫
∂(Γ\B(Y ,R))
E(Z − V )N T (Z)G(X)dS(X)
−
∫
Γ\B(Y ,R)
E(Z − V )
[
DTG(X)
]
dV (X) = O.
Taking limits for R→ 0+ the second term at the left-hand side yields
lim
R→0
∫
Γ\B(Y ,R)
E(Z − V )
[
DTG(X)
]
dV (X) =
∫
Γ
E(Z − V )
[
DTG(X)
]
dV (X),
since the integrand only contains functions which are integrable on Γ. For the
integral over the boundary we have∫
∂(Γ\B(Y ,R))
E(Z − V )N T (Z)G(X)dS(X)
=
∫
∂Γ
E(Z − V )N T (Z)G(X)dS(X)−
∫
∂B(Y ,R)
E(Z − V )N T (Z)G(X)dS(X).
In order to calculate the last integral in the above expression, we note that it
equals∫
∂B(Y ,R)
E(Z−V )N T (Z)G(Y )dS(X)+
∫
∂B(Y ,R)
E(Z−V )N T (Z)(G(X)−G(Y ))dS(X).
By direct calculation of the first term we obtain
lim
R→0
∫
∂B(Y ,R)
E(Z − V )N T (Z)G(Y )dS(X) = G(Y ),
while the second term may be shown to converge toO for R→ 0+, which concludes
the proof.
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Theorem 2 now leads to the following Hermitean Cauchy integral formulae for
Q-Hermitean monogenic matrix functions and q-Hermitean monogenic functions,
respectively.
Theorem 3 (Q–Hermitean Cauchy integral formula). If the matrix function G,
(7), is Q-Hermitean monogenic in Ω then∫
∂Γ
E(Z − V )N T (Z)G(X)dS(X) =
{
G(Y ), Y ∈ Γ+,
O, Y ∈ Γ−.
Proof. Seen the Q-Hermitean monogenicity of the matrix function G, the integral
over the domain Γ in the result of Theorem 2 vanishes and the Cauchy integral
formula follows.
Theorem 4 (q–Hermitean Cauchy integral formula). If the function g is q-Hermitean
monogenic in Ω then∫
∂Γ
E(Z − V )N T (Z)G0(X)dS(X) =
{
G0(Y ), Y ∈ Γ
+,
O, Y ∈ Γ−,
where G0 is the corresponding matrix (9).
Proof. The assumed q-Hermitean monogenicity of the function g entails the Q-
Hermitean monogenicity of the matrix function G0; the result then follows from
Theorem 3.
Theorem 4 may be considered as a Hermitean Cauchy integral formula for
the q-Hermitean monogenic function g; therefore the matrix E appearing in this
formula is called de quaternionic Hermitean Cauchy kernel.
5 A Martinelli–Bochner type formula
The aim of this section is to recover from our matricial integral representation
formulae the Martinelli–Bochner type formula established in [17] as a special case.
To this end we will take in the Q–Hermitean Borel–Pompeiu formula of Theorem 2
a matrix function of the form G0, (9). Comparing the entries of the corresponding
matrices at both sides of the equality leads, after some direct calculations, to four
expressions, the first one of which reads
3∑
s=0
[∫
∂Γ
Es(Z − V )Ns(Z)g(X)dS(X)−
∫
Γ
Es(Z − V )(∂Z
s
g(X))dV (X)
]
= g(Y ).
(10)
Let B(Y ,R) be a ball which is contained in Γ. We then have
lim
R→0
∫
Γ\B(Y ,R)
Es(Z − V )
[
∂Z
s
g(X)
]
dV (X) =
∫
Γ
Es(Z − V )
[
∂Z
s
g(X)
]
dV (X),
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since the integrand only contains functions which are integrable on Γ, whence some
rearrangements in (10) give∫
∂Γ
E0(Z − V )N0(Z)g(X)dS(X)−
∫
Γ
E0(Z − V )
[
∂Z
0
g(X)
]
dV (X)
+ lim
R→0
3∑
s=1
[∫
∂(Γ\B(Y ,R))
Es(Z − V )Ns(Z)g(X)dS(X)
−
∫
Γ\B(Y ,R)
Es(Z − V )
[
∂Z
s
g(X)
]
dV (X)
]
+ lim
R→0
3∑
s=1
∫
∂B(Y ,R)
Es(Z − V )Ns(Z)g(X)dS(X) = g(Y ).
Applying the quaternionic Hermitean Clifford–Stokes formula to the second sum
at the left hand side of the above equality leads to∫
∂Γ
E0(Z − V )N0(Z)g(X)dS(X)−
∫
Γ
E0(Z − V )
[
∂Z
0
g(X)
]
dV (X)
+ lim
R→0
3∑
s=1
∫
Γ\B(Y ,R)
[
Es(Z − V )∂Z
s
]
g(X)dV (X)
+ lim
R→0
3∑
s=1
∫
∂B(Y ,R)
Es(Z − V )Ns(Z)g(X)dS(X) = g(Y ).
Next we use the identity
3∑
s=0
[
Es(Z − V )∂Z
s
]
= 0, for Z 6= V
in order to arrive at∫
∂Γ
E0(Z − V )N0(Z)g(X)dS(X)−
∫
Γ
E0(Z − V )
[
∂Z
0
g(X)
]
dV (X)
− lim
R→0
∫
Γ\B(Y ,R)
[
E0(Z − V )∂Z
0
]
g(X)dV (X)
+ lim
R→0
3∑
s=1
∫
∂B(Y ,R)
Es(Z − V )Ns(Z)g(X)dS(X) = g(Y ).
Direct calculations show that
lim
R→0
3∑
s=1
∫
∂B(Y ,R)
Es(Z − V )Ns(Z)g(X)dS(X) =
3
4
g(Y ),
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and hence∫
∂Γ
E0(Z − V )N0(Z)g(X)dS(X)−
∫
Γ
E0(Z − V )
[
∂Z
0
g(X)
]
dV (X)
− lim
R→0
∫
Γ\B(Y ,R)
[
E0(Z − V )∂Z
0
g(X)dV (X)
]
=
1
4
g(Y ).
Theorem 4.3 in [17] follows from the above formula after taking into account the
language-translations E0N0 =
1
4Eqnq and E0∂Z0 =
1
4Eq∂q.
Remark 1. The three remaining identities which follow from taking G = G0 in
the Q-Hermitean Borel-Pompeiu formula, have the form∫
∂Γ
[E1(Z − V )N0(Z) + E0(Z − V )N3(Z)
+E3(Z − V )N2(Z) + E2(Z − V )N1(Z)]g(X)dS(X)
=
∫
Γ
[
E1(Z − V )(∂Z
0
g(X)) + E0(Z − V )(∂Z
3
g(X))
+ E3(Z − V )(∂Z
2
g(X)) + E2(Z − V )(∂Z
1
g(X))
]
dV (X),
∫
∂Γ
[E2(Z − V )N0(Z) + E1(Z − V )N3(Z)
+E0(Z − V )N2(Z) + E3(Z − V )N1(Z)]g(X)dS(X)
=
∫
Γ
[
E2(Z − V )(∂Z
0
g(X)) + E1(Z − V )(∂Z
3
g(X))
+ E0(Z − V )(∂Z
2
g(X)) + E3(Z − V )(∂Z
1
g(X))
]
dV (X),
∫
∂Γ
[E3(Z − V )N0(Z) + E2(Z − V )N3(Z)
+E1(Z − V )N2(Z) + E0(Z − V )N1(Z)]g(X)dS(X)
=
∫
Γ
[
E3(Z − V )(∂Z
0
g(X)) + E2(Z − V )(∂Z
3
g(X))
+ E1(Z − V )(∂Z
2
g(X)) + E0(Z − V )(∂Z
1
g(X))
]
dV (X).
Although these identities are a direct consequences of the theorem, they may –of
course– also be proven directly by means of Stokes’s formula.
6 Conclusions
In this paper we have established a true Cauchy integral representation formula for
q–Hermitean monogenic functions. At the same time, we have laid the foundations
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for a circulant (4×4) matrix function theory centered around the null solutions of a
quaternionic matrix Hermitean Dirac operator, which, in origin, shows conceptual
similarities to the circulant (2× 2) matrix Hermitean Clifford analysis mentioned
before. The results obtained constitute important building blocks for the further
development of this theory and for the treatment of the corresponding boundary
value problems. This will be the subject of forthcoming papers.
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