Abstract-Image denoising is getting more significance, especially in Computed Tomography (CT), which is an important and most common modality in medical imaging. This is mainly due to that the effectiveness of clinical diagnosis using CT image lies on the image quality. The denoising technique for CT images using window-based Multi-wavelet transformation and thresholding shows the effectiveness in denoising, however, a drawback exists in selecting the closer windows in the process of window-based multi-wavelet transformation and thresholding. Generally, the windows of the duplicate noisy image that are closer to each window of original noisy image are obtained by the checking them sequentially. This leads to the possibility of missing out very closer windows and so enhancement is required in the aforesaid process of the denoising technique. In this paper, we propose a GA-based window selection methodology to include the denoising technique. With the aid of the GA-based window selection methodology, the windows of the duplicate noisy image that are very closer to every window of the original noisy image are extracted in an effective manner. By incorporating the proposed GA-based window selection methodology, the denoising the CT image is performed effectively. Eventually, a comparison is made between the denoising technique with and without the proposed GA-based window selection methodology.
I. INTRODUCTION
Digital images are pivotally involved in the routine applications like satellite television, magnetic resonance imaging and computer tomography. In addition, they are involved in the areas of research and technology, namely, geographical information systems and astronomy. Retrieving original images from incomplete, indirect and noisy images is a serious issue that scientists experience in the aforesaid fields [1] . When the images are captured by the sensors and transmitted in the channel, the noises are added to the images [2] . With the existence of noise, the image gets a mottled, grainy, textured or snowy appearance [3] . Hence, in recent years, an overwhelming interest has been noticed in the case of recovering an original image from noisy image [4] . The recovery of an image is possible by image denoising. Image denoising can be described as the process of determining the original image from a contaminated image by noise degradation [5] .
Generally, image denoising is the action of eliminating undesirable noise from a noised image, by bringing back the image to its un-degraded ideal [6] . The Image denoising techniques can be classified as transform domain methods or spatial domain methods. The transform domain methods transform an image from the spatial domain into another domain (probably, frequency domain or wavelet domain) and suppress noise in the transform domain, whereas, in spatial domain methods, the noise is suppressed in the spatial domain itself [7] . However, the image denoising with multi-wavelet techniques is very effectual due to the potential of capturing the signal energy in a small number of transformation energy values. In comparison with other multi-scale representations, the multi-wavelet transformation offers better spatial and spectral localization of image.
The image denoising finds its applications in fields of medical imaging and preprocessing for computer vision [8] . Medical imaging acquisition technologies and systems bring in noise and artifacts in the images and they should be attenuated by denoising algorithms. The denoising process should not damage anatomical details pertinent to a clinical viewpoint [9] . As a matter of reason, it is hard to put forward a robust method for noise removal which functions well for diverse modalities of medical images [10] . CT is regarded as a general and vital modality in Medical Imaging which is used for clinical diagnosis and computer-aided surgery [11] . In recent years, there have been numerous methods developed and described in literature for denoising [12] .
In spite of the existence of several image denoising algorithms over the years, finding a proper solution for noise suppression in situations involving low signal-to-noise ratios remains a complex task [13] . In the earlier work, an efficient denoising technique for CT images employing window-based Multi-wavelet transformation and thresholding has been presented [32] . There the multi-wavelet has been favored since it betters single wavelets by its characteristics particularly, orthogonality, short support, symmetry, and high degree of vanishing moments. The technique has denoised the CT images degraded by AWGN and enhances the quality of the image. However, a drawback persists in choosing the closer windows in the process of window-based multi-wavelet transformation and thresholding. Normally, the windows of the duplicate noisy image that are closer to each window of original noisy image are acquired by the inspecting them sequentially. This results in the possibility of missing out very closer windows and so enhancement is needed in the aforesaid process of the denoising technique.
Here, we propose a GA-based window selection methodology to incorporate the denoising technique. With the aid of the GA-based window selection methodology, the windows of the duplicate noisy image that are very closer to every window of the original noisy image are extracted in an effectual way. By incorporating the proposed GA-based window selection methodology, the denoising is carried out more successfully. Eventually, a comparison is made between the denoising technique with and without the proposed GAbased window selection methodology. The rest of the paper is organized as follows. Section II briefly reviews the recent research works in the literature and Section III gives a short introduction about the GA. Section IV explains the window selection methodology of the denoising technique proposed in the previous work. Section V describes the proposed GAbased window selection methodology with required illustrations and mathematical formulations. Section VI discusses about the implementation results and Section VII concludes the paper.
II. RELATED WORKS
Lanzolla et al. [14] have evaluated the effect of different noise reduction filters on computed tomography (CT) images. Especially, they have presented a denoising filter on the basis of a combination of Gaussian and Prewitt operators. Simulation results have proved that their presented technique has enhanced the image quality, and then permitted to use low radiation dose protocol in CT examinations. Their work was carried out in association with "G.Moscati" Hospital of Taranto (Italy), that offered all the images and technical materials employed in the proposed algorithm. Bing-gang Ye and Xiao-ming Wu [15] have addressed that the prior detection of small hepatocellular carcinoma (SHCC) has significant clinic value, and wavelet denoising arithmetic research of SHCC CT image, on the basis of image processing technology has aided to diagnose the SHCC focus. In accordance with the wavelet coefficient correlation, their work has reduced the figures and eliminated the feeble or irrelated coefficient of noise of SHCC CT image, and finally removed the noise.
The objective of Jin Li et al. [7] was to lessen the noise and artifacts in the industrial CT image by anisotropic diffusion. Anisotropic diffusion algorithms which could maintain significant edges sharp and spatially fixed at the same time as filtering noise and small edges eliminated the noise from an image by altering the image through a partial differential equation. In conventional anisotropic diffusions which lead to the loss of image details and cause false contours, 4-neighborhood directions are employed generally except diagonal directions of the image. To remove the drawbacks of the conventional anisotropic diffusion methods, an anisotropic diffusion method for industrial CT image based on the types of gradient directions was presented. In their work, one parameter K is calculated first by the histogram of the gradient. Then Sobel operator was made use of to calculate the directions of gradient. The directions of the gradient were classified. Experimental results have revealed that their presented algorithm could eliminate noise and artifacts from industrial CT volume data sets that were better than the Gaussian filter and other traditional algorithm.
Hossein Rabbani [16] have presented an image denoising algorithm based on the modeling of coefficients in each subband of steerable pyramid employing a Laplacian probability density function (PDF) with local variance. That PDF was able to model the heavy-tailed nature of steerable pyramid coefficients and the empirically observed correlation between the coefficient amplitudes. Within that framework, he has described a method for image denoising based on designing both maximum a posteriori (MAP) and minimum mean squared error (MMSE) estimators, which has relied on the zero-mean Laplacian random variables with high local correlation. Despite the simplicity of his spatially adaptive denoising method, both in its concern and implementation, his denoising results has achieved better performance than several published methods such as Bayes least squared Gaussian scale mixture (BLS-GSM) technique that was a state-of-the-art denoising technique.
H.Rabbani et al. [17] have proposed noise reduction algorithms that could be employed to improve image quality in several medical imaging modalities like magnetic resonance and multidetector CT. The acquired noisy 3-D data were first transformed by discrete complex wavelet transform. Employing a nonlinear function, they have modeled the data as sum of the clean data plus additive Gaussian or Rayleigh noise. They employed a mixture of bivariate Laplacian probability density functions for the clean data in the transformed domain. The MAP and minimum mean-squared error (MMSE) estimators enabled them to effectively reduce the noise. In addition, they have calculated the parameters of the model using local information. Experimental results on CT images revealed that among their derived shrinkage functions, generally, BiLapGausMAP has given images with higher peak SNR.
Skiadopoulos et al. [18] have carried out a comparative study between a multi-scale platelet denoising method and the well-established Butterworth filter, which was employed as a pre-and post-processing step on image reconstruction. The comparison was performed with and/or without attenuation correction. Quantitative evaluation was executed by using 1) a cardiac phantom comprising of two different size cold defects, employed in two experiments done to simulate conditions with and without photon attenuation from myocardial surrounding tissue and 2) a pilot-verified clinical dataset of 15 patients with ischemic defects. Furthermore, an observer preference study was executed for the clinical dataset, based on rankings from two nuclear medicine clinicians. Without photon attenuation conditions, denoising by platelet and Butterworth postprocessing methods outplayed Butterworth pre-processing for large size defects. Conversely, for the small size defects and with photon attenuation conditions, all the methods have showed similar denoising performance. Guangming Zhang et al. [19] have proposed an extended model for CT medical image de-noising, which employed independent component analysis and dynamic fuzzy theory. Initially, a random matrix was created to separate the CT image for estimation. Then, dynamic fuzzy theory was applied to set up a series of adaptive membership functions to produce the weights degree of truth. At last, the weights degree was employed to optimize the value of matrix for image reconstruction. By putting to practice their model, the selection of matrix could be optimized scientifically and self-adaptively.
Jessie Q Xia et al. [20] have employed the partial diffusion equation (PDE) based denoising techniques particularly for breast CT at various steps along the reconstruction process and it was noticed that denoising functioned better when applied to the projection data rather than the reconstructed data. Simulation results from the contrast detail phantom have proved that the PDE technique outplayed Wiener denoising and also adaptive trimmed mean filter. The PDE technique has improved its performance features in relation to Wiener techniques when the photon fluence was lowered. With the PDE technique, the sensitivity for lesion detection employing the contrast detail phantom declined by less than 7% when the dose was reduced to 40% of the two-view mammography. For subjective evaluation, the PDE technique was employed to two human subject breast data sets obtained on a prototype breast CT system. The denoised images had great visual characteristics with a considerable lower noise levels and enhanced tissue textures while retaining sharpness of the original reconstructed volume.
A. Borsdorf et al. [21] have proposed a wavelet based structure-preserving method for noise reduction in CT images that could be used together with various reconstruction methods. Their approach was on the basis of presumption that the data could be decomposed into information and temporally uncorrelated noise. The analysis of correlations between the wavelet representations of the input images enabled separating information from noise down to a certain signal-to-noise level. Wavelet coefficients with small correlation were reduced, while those with high correlations were supposed to symbolize structures and are preserved. The ultimate noise-suppressed image was reconstructed from the averaged and weighted wavelet coefficients of the input images. The quantitative and qualitative evaluation on phantom and real clinical data proved that high noise reduction rates of around 40% could be accomplished without considerable loss of image resolution.
III. GENETIC ALGORITHM (GA)
The GA-based approaches have received considerable interest from the academic and industrial communities for coping with optimization problems that have proved to be difficult by employing conventional problem solving techniques [22] [23] [24] [25] [26] . GAs are computing algorithms designed in correlation to the process of evolution [27] , which was proposed in the 1970s in the United States by John Holland [28] . In GA, the search space comprises of solutions which are represented by a string identified as a chromosome. Each chromosome is composed of an objective function called fitness. In GA, the search space consists of solutions which are denoted by a string known as a chromosome. A collection of chromosomes together with their associated fitness is termed as the population. The population, at a particular iteration of the GA, is known as a generation [28] [29] [30] .
GA begins to function with numerous possible solutions that are obtained from the randomly generated initial population. Then, it tries to find optimum solutions by employing genetic operators namely selection, crossover and mutation [30] . Selection is a process of selecting a pair of organisms to reproduce. Crossover is a process of swapping the genes between the two individuals that are reproducing. Mutation is the process of randomly modifying the chromosomes [27] . The main aim of mutation is reestablishing lost and exploring variety of data. In accordance with changing some bit values of chromosomes provide different breeds. Chromosome may be better or poorer than old chromosome. If they are poorer than old chromosome, then they are removed from selection step [31] . The process continues until a termination criterion is satisfied and so the GA can converge to an optimal solution.
IV. WINDOW SELECTION METHODOLOGY IN THE DENOISING TECHNIQUE USING WINDOW-BASED MULTI-WAVELET TRANSFORMATION AND THRESHOLDING
Prior to detail the proposed GA-based window selection methodology for the CT image denoising technique [32] , here, a brief description about the prevailing window-selection methodology used in the technique is given. Then, the received window of pixels are transformed to multiwavelet transformation domain as follows 
Using the ij L2 , the . In the aforesaid window selection methodology, the time consumption is more. If the methodology is planned to be executed in less time, then it will lead to miss out closer windows. In order to overcome the drawback, we propose a GA-based window selection methodology, which selects much closer windows in a very less time.
V. PROPOSED GA-BASED WINDOW SELECTION METHODOLOGY
Here, we propose a GA-based window selection methodology to replace the prevailing methodology performed in the process of window-based multi-wavelet transformation and thresholding in the denoising technique [32] . The proposed window selection methodology for the denoising technique using multi-wavelet transformation and windowbased thresholding is depicted in the Figure 2 . The methodology is made more effective by performing the mutation operation of the GA, adaptively. It is well known that the proposed GA-based window selection methodology is utilized to obtain c n number of windows,
Once the closer windows are identified, the further process of the denoising is continued using the obtained windows. The proposed methodology is comprised of five functional steps, namely, 1) generation of initial chromosomes, 2) Determination of fitness function, 3) Crossover and Mutation, 4) Selection of closer windows and 5) Termination criteria. They are described below in detail.
A. Generation of initial chromosomes
In the methodology, as the first process, g n initial chromosomes, each of length c n are generated. The set representation of initial chromosomes are given as 
B. Determination of fitness function
A fitness function decides whether the generated chromosomes are fit to survive or not, that can be given as (1) and (2) . From the p n generated chromosomes, 2 / p n chromosomes that have minimum fitness are selected as best chromosomes and they are subjected to the genetic operations, crossover and mutation.
C. Crossover and Mutation
Crossover and Mutation are the two major genetic operations which help the solution to converge soon. In the proposed methodology, double point crossover is selected to perform the crossover operation. In the double point crossover, two crossover points, The mutation operation to be performed, here, is effective as the mutation rate MR is made adaptive with respect to the fitness function. The adaptiveness is accomplished by selecting the mutation points as well as the number of mutation points 
D. Selection of closer windows
The closer windows are selected by identifying the windows which has minimum L2-norm distance with the th i window as follows 
and it is subjected to the further steps of the denoising technique, thresholding, reconstruction and enhancement of the image [32] .
VI. RESULT AND DISCUSSION
The proposed window selection methodology has been implemented in the working platform of MATLAB (version 7.8). As described in denoising technique [32] It can be visualized in Figure 3 and 4 that the denoising technique with the proposed GA-based window selection methodology has outperformed the technique without the methodology. A comparison is provided between the denoising technique with and without the proposed window selection methodology by comparing the PSNR values of the CT image output obtained from both of them. The comparative results for the two CT images, abdomen and thorax are given in Table I . The comparison is illustrated in the Figure 5 which depicts the PSNR of the CT images obtained from the denoising technique with and without the proposed window selection methodology. In Table I , the PSNR values of the noisy CT images, abdomen and thorax, PSNR values of the denoised image obtained from the denoising technique with and without the proposed methodology are shown. The Figure 5 illustrates the PSNR comparison for the two CT images, Thorax as well as Abdomen. The results show that the PSNR is higher for the denoised image by the denoising technique with the proposed methodology rather than without proposed methodology.
VII. CONCLUSION
In this paper, the proposed GA-based window selection methodology has been described in detail with implementation results. We have proposed the methodology to incorporate the CT image denoising technique using window-based multiwavelet transformation and thresholding. After the incorporation of the methodology, very closer windows have been obtained for a particular reference window. This has reflected in the performance of the denoising technique. The results have shown that the denoising technique with the proposed window selection methodology provided higher PSNR values rather than the denoising technique without the proposed methodology. This in turn has showed that the denoising technique with the proposed methodology have provided better denoising performance. Hence, by incorporating the proposed methodology in selecting the windows while processing, denoising of CT images can be accomplished in an effective manner as their significance is more.
