In this paper, we study the memory properties of transformations of linear processes. Dittmann and Granger (2002) studied the polynomial transformations of Gaussian FARIMA(0, d, 0) processes by applying the orthonormality of the Hermite polynomials under the measure for the standard normal distribution. Nevertheless, the orthogonality does not hold for transformations of non-Gaussian linear processes. Instead, we use the decomposition developed by Hsing (1996, 1997) to study the memory properties of nonlinear transformations of linear processes, which include the FARIMA(p, d, q) processes, and obtain consistent results as in the Gaussian case. In particular, for stationary processes, the transformations of short-memory time series still have short-memory and the transformation of long-memory time series may have different weaker memory parameters which depend on the power rank of the transformation. On the other hand, the memory properties of transformations of non-stationary time series may not depend on the power ranks of the transformations. This study has application in econometrics and financial data analysis when the time series observations have non-Gaussian heavy tails. As an example, the memory properties of call option processes at different strike prices are discussed in details.
Introduction
be a linear process, where the innovations ε i , i ∈ Z, are i.i.d. random variables with mean zero and finite variances. Without loss of generality, we assume that (1) is well defined by the three series theorem.
A stationary time series X n has short or long memory (short or long range dependence) in the covariance sense depending on ∞ n=1 |Cov(X 1 , X n )| < ∞ or = ∞ (Parzen, 1981) . Meanwhile, in the frequency domain, a stationary time series X n with a spectral density function f (λ) is called a long memory process in a restricted spectral density sense if f (λ) is bounded on [δ, π] for every δ > 0, and f (λ) → ∞ as λ → 0 + . These two definitions are not always equivalent, see Cox (1977) and Guégan (2005) 
where a i = 
where Hermite polynomials H j (x) are defined by Cramér (1946) . In the continuous case, Taqqu (1979) and Giraitis and Surgailis (1985) studied the nonlinear transformations of fractional Brownian motions. Nevertheless, this nice orthogonal property (3) does not hold in general when the distribution is not Gaussian. On the other hand, it is witnessed and well known in the financial field that quite many financial data like stock prices have heavier tails than the tail of the normal distribution, for example, see Ruppert (2011) . For the non-Gaussian case, based on the innovations ε i , Hsing (1996, 1997) developed an expansion with orthogonal terms which is akin to the Hermite expansion for the Gaussian case. We focus on the transformations of linear processes (1), which are not necessarily Gaussian, in this paper. We assume that a 0 = 1,
−β L(i), i > 0, for some β ∈ (1/2, 1), where L(i) > 0 is a slowly varying function at ∞ (Bingham, Goldie and Teugels, 1987), i.e., lim x→∞ L(λx)/L(x) = 1 for any λ > 0. It includes the autoregressive fractionally integrated moving average FARIMA(p, d, q) processes introduced by Granger and Joyeux (1980) and Hosking (1981) , which is defined as φ(B)X n = θ(B)(1 − B) −d ε n .
Here p, q are nonnegative integers, φ(z) = 1 − φ 1 z − · · · − φ p z p is the AR polynomial and θ(z) = 1 + θ 1 z + · · · θ q z q is the MA polynomial. Under the conditions that φ(z) and θ(z) have no common zeros, the zeros of φ(·) lie outside the closed unit disk and −1 < d < 1/2, the FARIMA(p, d, q) process has linear process form (1) with a i = θ(1) φ(1)
. See Bondon and Palma (2007) for the extension of causality to the range of −1 < d < 1/2 and Kokoszka and Taqqu (1995) for the asymptotic coefficient formula.
To explore the memory properties of transformations K(X n ) with EK 2 (X n ) < ∞ of linear processes (1), we shall apply the decomposition of K(X n ) proposed by Hsing (1996, 1997) . See also the review paper by Hsing (2000) . This method has been applied to the expansion of K(X n ) for linear processes X n in the study of many subjects, for examples, weak convergence theorems including central limit theorem, functional central limit theorem, convergence to WienerIto integral and Hermite process Hsing, 1996, 1997; Hsing, 1999; Wu, 2002 Wu, , 2006 , the kernel density estimation (Honda, 2000; Wu and Mielniczuk, 2002; Kulik, 2008) , the empirical processes of long memory sequences (Wu 2003) , the U-statistics (Ho and Hsing, 2003; Hsing and Wu, 2004 ) and the moderate deviations (Wu and Zhao, 2008; Peligrad et al., 2014) . Under the condition proposed by Wu (2006) , we obtain results both in time domain and frequency domain. The results in time domain is consistent with the limit theorems in Ho and Hsing (1997) and Wu (2006) via the order of normalization. The results are applicable not only to FARIMA(0, d, 0) processes as studied in Dittmann and Granger (2002) for Gaussian case, but also to general FARIMA(p, d, q) processes for some special transformation. The results hold not only for smooth transformations, they also hold for functions which are not differentiable. In particular, we study the memory properties of option time series (X n − C) + in finance for different strike price C > 0.
We also study the properties of nonlinear transformations of non-stationary time series X n with the form
Again, we do not assume that the innovations are Gaussian.
In this paper we shall use the following notations: we use a m ∼b m instead of the notation a m /b m → 1; for positive sequences, the notation a m ≪ b m or b m ≫ a m and the Vinogradov symbol O mean that a m /b m is bounded; the notation a m ≃ b m means that there exist constants c 1 an c 2 such that 0 < c 1 b m < a m < c 2 b m for m large enough. C > 0 is a generic constant which may vary in different context. The paper has the following structure. In Section 2 we study the memory properties of transformations of the stationary long-memory and short-memory processes. Section 3 is on the non-stationary processes. In Section 4, we study the application to option processes in finance. The proofs go to Section 5.
Transformations of stationary processes
In this section we study the transformation K(X n ) of the stationary process (1) . First of all, K(X n ), n ∈ N, is strictly stationary since the time series X n is strictly stationary. By the condition EK 2 (X n ) < ∞, K(X n ) is also (covariance) stationary. We start this section with a couple of basic notations which will be used throughout the paper. Let ||X|| = [E(X 2 )] 1/2 be the L 2 norm of the random variable X. Define the shift process F i = (. . . , ε i−1 , ε i ), and let
for any nonnegative integer r. The following definition is from Ho and Hsing (1997) . We will use k to denote the power rank of K(·) with respect to the linear process X n throughout the paper.
In order to present the main results of this paper, we need the following condition from Wu (2006) .
where
n−1 (X n,0 + y)| is the local maximal function for K (α) n−1 (X n,0 ). As Wu (2006) mentioned, Condition 2.1 is quite mild, which only imposes certain smoothness requirements on K n−1 .
First we consider the case a 0 = 1 and a i = i −β L(i), i > 0, 1/2 < β < 1, for the linear process (1) . Notice that in this case the covariance function γ X (h) = EX 0 X h of the original series X n is regularly varying with exponent −1 < 1 − 2β < 0 and hence X n has long memory in the covariance sense. The FARIMA(p, d, q) process as in (4) This theorem shows that K(X n ) has long memory as long as the power rank of K(·) satisfies k < (2β −1) −1 . Hence K(X n ) keeps the long memory property for a wide range (in terms of the power rank k) of transformations if the parameter β of the original series X n is close to 1/2 and therefore X n has very strong long memory. Nevertheless, K(X n ) losses the long memory property for a wide range of transformations if β is not close to 1/2. For example, if 3/4 < β < 1, only X n and other transformations with power rank k = 1 keep the long memory property. (1996, 1997) The next corollary shows that if the slowly varying function L(x) is a constant asymptotically, K(X n ) has long memory also in the case that (2β − 1) −1 is an integer and the power rank k = (2β − 1) −1 .
Remark 2.1 Ho and Hsing
Corollary 2.1 is applicable to FARIMA(p, d, q) process. Recall that in this case,
. Furthermore, we have detailed knowledge on the memory parameter of K(X n ) from the following Theorem 2.2 if the linear process is a FARIMA(p, d, q) process. 
This theorem shows that K(X n ) can never have stronger long range dependence than the original process sinced ≤ d andd = d if and only if k = 1. Now we study the transformations of short memory linear processes in the form of (1). The following theorem provides a result in the general setting (1) and
Then K(X n ) has short memory in the covariance sense for any transformation
As Condition 2.1, the condition (6) is proposed by Wu (2006) and only requires certain smoothness requirements on K n−1 . Theorem 2.3 shows that we can never get long memory process from transformations if the original process has short memory.
It is an open question that whether K(X n ) is a short memory LM(0) process if X n is a stationary FARIMA(p, d, q) process with −1 < d < 0. The following Theorem 2.4 gives a confirmative answer to this question for the special case, the (2) . Then X 2 n is a short-memory process LM(0). Similar to the Gaussian case, Theorem 2.4 shows that antipersistence is a much more fragile property than long memory property. The antipersistence is immediately lost for the square transformation.
To verify the main results in this section, in particular Theorem 2.2 and Theorem 2.4, we conduct simulation study for the memory of some common transformations of FARIMA(p, d, q) processes. These transformations include
x and the non-continuous indicator function I(x ≤ c) for some constant c. First of all, we calculate the power rank of K(·) with respect to X n and then find the theoretical memory parameter of each transformed process from Theorem 2.2. Although the power rank of K(X) is identical to its Hermite rank if X has standard normal distribution (Ho and Hsing, 1997) , it may be different under different distributions. Nevertheless, one can easily find the power rank of a specific transformation under different distributions by the Definition 2.1. For example, provided that cos ydF (y) = 0 or e y dF (y) < ∞, the power rank of K(x) = sin x or K(x) = e x is 1 since
By similar analysis as above, the transformations
, sin x and e x have power rank 2, 1, 2, 3, 4, 1 and 1 respectively under some regular conditions on X n (the conditions for different transformations may be different). For the indicator function K(x) = I(x ≤ c), the power rank depends on the value of the constant c by the following argument: Let F (x) be the distribution function of X and assume that the density function f (x) of X exists. Then Since our results require EK 2 (X) < ∞, Eε 4 < ∞ and some transformations involve x 4 , we take the Student t distribution with degree freedom 10 as the innovations of the FARIMA(p, d, q) processes for all transformations in our study except the last one K(x) = e x . We choose the Gaussian FARIMA(p, d, q) processes in the transformation K(X) = e X since Ee 2X < ∞ is required. For each of these three processes and for each d, we conduct N = 2, 000 simulations with n = 2, 000 observations in each process by applying the algorithm in Tables 1 and 2 respectively for each of these three processes. We also report the empirical standard error of the N = 2, 000 estimates for each process in these tables. When d is negative, d = −0.8, −0.4 and −0.2, the theoretical memory parameters of all transformations of FARIMA(0, d, 0) except the square of the FARIMA(0, d, 0), are left in blank since we do not have theoretical results for these cases. When d = 0.2, we need k ≤ 2 by the condition on d in Theorem 2.2, so the theoretical memory parameters of transformations with rank greater than 2 are left blank. Table 1 : Average estimated memory parameters of some transformations of 2, 000 simulated stationary FARIMA(0, d, 0) processes with 2, 000 observations in each process and t(10) innovations (except the transformation e
x , for which we use Gaussian innovations since Ee 2X < ∞ is required).
K(X) and its Memory parameter of the original series X power rank 
K(X) and its
Memory parameter of the original series X power rank The simulation study with these polynomial or non-polynomial transformations clearly confirms the theoretical results in Theorem 2.2 and Theorem 2.4 for FARIMA(0, d, 0) processes with −1 < d < 1/2 or in general FARIMA(p, d, q) processes with 0 < d < 1/2.
One can also compare the result in Table 1 with the simulation study performed in Dittmann and Granger (2002) 
x , even in the Gaussian case. They performed simulation study for all the transformations in the Table 1 of Gaussian FARIMA(0, d, 0) processes. As expected, due to the heavy tail innovation, the result in Table 1 is slightly worse than the one in Dittmann and Granger (2002) . The innovation t(10) used here has heavier tail than Gaussian innovation.
Transformations of non-stationary processes
In this section, we explore the memory properties of polynomial transformations of one type non-stationary processes. In the case 1/2 < d < 3/2, a non-stationary process X n can be defined as the sum of a FARIMA(0, d − 1, 0) processes, i.e.,
where the distribution of the random variable X 0 does not depend on n,
As in Velasco (1999 a, b), one can define X n analogously in the case d ≥ 3/2. X n defined in this way is called Type I process, see e.g., Shao and Wu (2007) .
In the following theorem we obtain the memory property of X 2 n for Type I processes X n . The memory property of K(X n ) with a general transformation K(·) of Type I processes X n is complicate and we leave it as an open question.
Notice
In the following theorem, we show that this is also true asymptotically for X 2 n in the case 1/2 < d < 1. Theorem 3.1 shows that taking the square of a non-stationary long memory process does not change the size of the long memory parameter, which is contrast to the result of stationary FARIMA(p, d, q) processes. The simulation study in Table 3 is to confirm the result in Theorem 3. Table 3 : Average estimated parameters of some polynomial transformations of 2, 000 simulated FARIMA(0, d, 0) processes with 2, 000 observations in each process. For the transformation K(x) = x 2 , the innovation of the original process X n has Student t distribution with degree of freedom 5. For other transformations, the innovation of the original process X n has Student t distribution with degree of freedom 10.
K(X)
Memory 
Application in option processes
The transformation K(x) = (x − C) + itself has independent interest. It is x − C if x ≥ C > 0. Otherwise it is 0. Notice that this K(x) is not differentiable at C. For the reason to be clear later, let X ≥ 0 be a random variable with mean µ. Then Y = X − µ has mean 0 and
Let G(y) be the distribution function of Y . Assume that the density function of Y exists and let it be g(y). Then
and 20 observations in each process. Notice that the mean µ of X n changes for different memory parameters d. Therefore the power rank of (X n − C) + = (Y n − (C − µ)) + also varies with µ for each fixed C > 0. The result is listed in Table 4 . Again, If d = 0.2, the theoretical memory parameters of transformations of the FARIMA(0, d, 0) processes with rank greater than 2 are left in blank. In the table, there are no estimates if C − µ > 5 since the length of each simulated process X n is finite and therefore the transformed values are all zeros if C − µ is too large. We use NA to denote them. Theoretically, the memory of a degenerate time series is zero. The simulation study confirms the results in Theorem 2.2 and the above analysis.
The study of the memory parameter of K(x) = (x − C) + has direct application to call option time series in finance. Suppose X n is the price process of the underlying asset and C is the strike price, then K(X n ) is the value of the call option. Our result shows that the memory parameter of (X n − C) + is same as the memory parameter of the underlying asset X n if C − µ is small. The power rank of (X n − C) + = (Y n − (C − µ)) + is 2 approximately if C − µ is in some moderate range. In this case, according to Theorem 2.2 (which is confirmed by the simulation study), the memory parameter of K(X n ) is 2d − 1/2 if the memory parameter d of the original mean adjusted asset price process
Similar analysis can be conducted for the truncation function K(x) = (C − x) + and the put option time series (C − X n ) + at different C > 0. 
Proofs
Define the projection operator
We adopt the notations from Wu (2006) as follows:
is a measurable function with the power rank of k. By Ho and Hsing (1997), K(X n ) − EK(X n ) can be deccomposed as U (F n ) + S(F n ), where
We also have the decomposition U (F n+h ) + S(F n+h ) for K(X n+h ). Therefore, Cov (K(X n ), K(X n+h )) can be represented by
Proofs of Theorem 2.1, Corollary 2.1 and Theorem 2.2
We first find the bounds of Cov(U (F n ), U (F n+h )), which are useful in the proofs of Theorem 2.1, Corollary 2.1 and Theorem 2.2. By Stirling's approximation,
. Therefore for the lower bound,
a js a h+js (10)
On the other hand,
Proof of Theorem 2.1 We shall estimate the other covariances in (9) for each case. In the case that k(2β − 1) < 1, we first apply the projection operator to the terms in the covari-ances and then apply the Cauchy-Schwarz inequality. Then
Equality (12) is true because if i = j, suppose i < j, then
Equality (13) is the result of Theorem 5 (Reduction principle) of Wu (2006) . By Karamata's theorem (Seneta, 1976) ,
Applying Karamata's theorem again, we have
By the calculation in (10), each of the above terms (i), (ii) and (iii) is less than Cov(U (F n ), U (F n+h )). Thus,
With the same arguments as in |Cov(S(F n ), S(F n+h ))|,
a js ε i−js
See also Wu (2006) . Hence
In consequence, using Karamata's theorem, we have
which is less than Cov(U (F n ), U (F n+h )). So
Each of the terms (i), (ii) and (iii) is less than Cov(U (F n ), U (F n+h )) by the analysis in (10) 
So under the condition k < (2β
But by (10),
which is not summable. Therefore K(X n ) has long memory in the covariance sense if k(2β − 1) < 1. Now, we consider the case k > (2β − 1) −1 . With similar arguments as the case k(2β − 1) < 1, we have
and
which are all summable. Additionally, (11) is also summable in this case k(2β − 1) > 1. Therefore K(X n ) has short memory in the covariance sense if k(2β − 1) > 1.
Proof of Corollary 2.1
We just need consider the case that (2β − 1) −1 is an integer and the power rank k = (2β − 1) −1 . In this case, since lim n→∞ L(n) = L, by (10), we have
Hence K(X n ) has long memory in the covariance sense in this case.
Proof of Theorem 2.2
Since lim j→∞
, we have β = 1−d and the slowly varying function is a constant asymptotically. Hence, applying (10) and (11) yields
We first consider the case k < (2β − 1) −1 . By (17) and the proof of Theorem
. Then by the same argument as in Proposition 1 of Dittmann and Granger (2002) , K(X n ) is a long-memory process LM(d) when k(2β − 1) < 1.
In the case that k(2β − 1) > 1 and (k − 1)(2β − 1) < 1, from (17) , (14), (15) and (16) 
Therefore the process K(X n ) has the same autocorrelation delay pattern as an FARIMA(0,d, 0) process. But we shall show that it is a short-memory LM(0) process. Denote f K (λ) as the spectral density of
which is positive and summable, then
Therefore K(X n ) is a LM(0) process.
Proofs of Theorem 2.3, 2.4
Proof of Theorem 2.3
Again, using the projection operator and the Cauchy-Schwarz inequality, we have
where equality (18) is obtained from Wu (2006) :
which is finite. This finishes the proof.
Proof of Theorem 2.4
Denote f K (λ) as the spectral density of K(X n ) = X 2 n , then
We shall show that f K (0) > 0. The condition −1 < d < 0 implies a i < 0 for all i > 0. Therefore only the last term of the above decomposition of f K (0) is negative. To prove f K (0) > 0, it suffices to show that
is positive. In fact,
The notation F (a, b; c; z) from (20) and thereafter is the hypergeometric series. (21) and (22) are obtained by applying the Gauss's theorem for hypergeometric series (Gauss, 1866) , see also page 2 of Bailey (1935) . The denominate of the last equation (23) is positive since −1 < d < 0. Hence it suffices to prove that
The function f (x) is continuous for x > 0. Straight forward numerical calculation shows that f (x) > 1/4 > 0 for all 0 < x < 1. Thus, (19) is positive. Hence, X 2 n is a LM(0) process.
Proof of Theorem 3.1
By (7) and (8), X n can be written in the form
i). Denote γ y (h) = Cov(Y n , Y n+h ) as the autocovariance function of the stationary process Y n . We first show that, in the case d < 5/4,
as n → ∞ for some constant C(n, h) with uniform bound 0 < C < ∞. In fact, by (24) ,
and by the change of variables,
Hence by the independence of the innovations ε i , i ∈ Z,
Since V ar(ε 1 ε 2 ) = 1, we have
In the above equations, since ii). Now we consider the second term of (25) 
for some constant C > 0. Therefore in the case d < 1, the series for Cov(Y n , Z n+h ) converges as n → ∞. By the same argument, the series for Cov(Z n , Y n+h ) converges and hence the series for the product Cov(
as n → ∞ for some constant C(n, h) with uniform bound 0 < C < ∞. As a particular case of (27) ,
for some constant C(n) with uniform bound 0 < C < ∞. iii). Next we prove that the non-stationary process Z n satisfies:
We first show that (29) holds under the condition (30) . In fact, for some constant C(n, h) with uniform bound 0 < C < ∞ since Y n is a short memory process. Therefore, Var(Z n )Var(Z n+h ) = Var 2 (Z n ) 1 + C(n, h) V ar(Z n ) .
On the other hand, by (31) and ( 
where C(n, h) is bounded uniformly by some constant C > 0. Provided that (30) 
To prove (30) , it suffices to prove that the first quantity in (32) goes to infinity as n → ∞ since Y n is a short memory process in the covariance sense and therefore the second and third terms in (32) hγ y (h).
The equality (37) is from (35) . Both of the two terms in equation (38) are positive since γ y (h) < 0 if h > 0. So we prove that (38) goes to infinity by showing that the first term of (38) goes to infinity as n → ∞. 
→ ∞ as n → ∞ since 2d + 1 > 0.
In the above equations, α = −2σ From the above analysis, in particular (27) , (28), (29) 
