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Various multi-modal imaging sensors are urrently involved at dierent steps of an
interventional therapeuti work-ow. Cone beam omputed tomography (CBCT),
omputed tomography (CT) or Magneti Resonane (MR) images thereby provides
omplementary funtional and/or strutural information of the targeted region and
organs at risk. Merging this information relies on a orret spatial alignment of
the observed anatomy between the aquired images. This an be ahieved by
the means of multi-modal deformable image registration (DIR), demonstrated to
be apable of estimating dense and elasti deformations between images aquired
by multiple imaging devies. However, due to the typially dierent eld-of-view
(FOV) sampled aross the various imaging modalities, suh algorithms may severely
fail in nding a satisfatory solution.
In the urrent study we propose a new fast method to align the FOV in multi-
modal 3D medial images. To this end, a path-based approah is introdued and
ombined with a state-of-the-art multi-modal image similarity metri in order to
ope with multi-modal medial images. The ourrene of estimated path shifts is
omputed for eah spatial diretion and the shift value with maximum ourrene
is seleted and used to adjust the image eld-of-view. The performane of the
proposed method  in terms of both registration auray and omputational
needs  is analyzed in the pratial ase of on-line irreversible eletroporation
proedures. In total, 30 pairs of pre-/per- operative IRE images are onsidered to
illustrate the eieny of our algorithm.
We show that a regional registration approah using voxel pathes provides a
good strutural ompromise between the voxel-wise and global shifts approahes.
he method was thereby beneial for CT to CBCT and MRI to CBCT registration
tasks, espeially when highly dierent image FOVs are involved. Besides, the
benet of the method for CT to CBCT and MRI to CBCT image registration
is analyzed, inluding the impat of artifats generated by perutaneous needle
insertions. Additionally, the omputational needs using ommodity hardware are
demonstrated to be ompatible with linial onstraints in the pratial ase of on-
line proedures. The proposed path-based workow thus represents an attrative
asset for DIR at dierent stages of an interventional proedure.
⋆
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1. Introdution
Multiple imaging devies an be involved at dierent stages of an interventional proedure, suh as
image-guided radiotherapy (IGRT) [9℄, irreversible eletroporation (IRE) [7℄ or hyperthermia ablation [12℄
[18℄. In partiular, one-beam omputed tomography (CBCT), omputed tomography (CT) or Magneti
Resonane (MR) images are reently being employed at nearly all stages of the therapy: i.e., pre-, intra-
and post-operatively. One of the benets that employing multiple imaging sensors provides, is the ability to
extrat omplementary funtional and/or strutural information of the targeted region and organs-at-risk.
For example, as shown in [11℄, novel diagnosti indiators an thereby be alulated by fusing pre- and
post-operative image data. Similarly, multi-modal imaging may also be beneial during the interventional
proedure itself [26℄. Of note is that the quality and the amount of data that an be aquired intra-operatively
is generally limited by pratial linial onsiderations: CBCT guidane is for example partiularly beneial
due to the low amount of imaging-related radiation delivered to the patient ompared to a onventional CT
san. However, this often leads to the intra-operative images being subjet to low ontrast, low signal-
to-noise ratio and artifats. Thus, it would be of linial benet if suh images would be augmented by
pre-operative data [7℄. A ommon pre-requisite is that organ loations must be set in a ommon frame of
referene. To this end, previous studies propose several multi-modal deformable image registration (DIR)
algorithms dediated to the estimation of dense and elasti deformations between images [10, 20, 6℄. This
remains a hallenging task sine suh algorithms have to be fast (to meet linially aeptable durations) and
automati (the use must not be limited to a ase-by-ase basis and a manual realibration is not preferable),
espeially when the patient is on the interventional table [21℄ [27℄.
A partiular hallenge arises when highly dierent elds-of-view (FOV) are sampled within the images.
For example, while the FOV within intra-operative CBCT images is typially restrited to the targeted
organ and its immediate surroundings, the orresponding pre-operative high-resolution CT image generally
overs the entire abdomen and part of the thorax. A similar situation arises when a patient is sreened via
both CT/CBCT and MR imaging, with the resulting aquisitions typially having onsiderably dierent
FOVs. This an severely hamper the performane of image registration algorithms, espeially when iterative
optimization strategies are employed: the algorithm is likely to get trapped into loal optima if the apparent
loation of the anatomy-of-interest is too far apart within the two images. In suh a ase, a diret employment
of DIR methods may be hardly feasible and a preliminary mathing of the image FOVs (i.e., ompensation
of the 3D global shift between images) is neessary.
While registration solutions optimizing a translational model may perform well for estimating rigid
displaements, they may also beome sub-optimal when elasti deformations are present between the images.
Moreover, suh methods typially imply high omputational demands and manual tuning of several input
parameters, whih limits their use in a linial setting [16℄.
Alternatively, a regional registration approah using pixel/voxel pathes, may provide a good strutural
ompromise between the voxel-wise and global shifts approahes. Several path or blok-mathing algo-
rithms have been previously proposed, dediated to various appliations [15℄. The aim of these approahes
is to onsider eah pixel by its square neighborhood, to haraterize its loal ontext. Mathing algorithms
may then be used to nd loal orrespondenes between images. Nevertheless, these methods are highly
time onsuming, espeially when dealing with an important number of pathes and when the searh for
orrespondenes must be performed in a large window searh (i.e., searhing for large path displaements).
A signiant breakthrough has been obtained with the so-alled PathMath algorithm [3℄, whih was
initially proposed for nding pixel path orrespondenes between 2D images in digital photography. The
idea behind this approah is that some good path mathes an be found by random sampling, whih an
subsequently be alloated to surrounding areas as well, relying on the assumption that neighboring areas typ-
ially have similar displaements. The fast onvergene of the proess enables to quikly nd good mathes,
even when these are loated far from eah other in the image spaes. This approah has been suessfully
employed to ahieve numerous image analysis and editing tasks suh as: stereo mathing [4℄, optial ow
omputation [2℄, region inpainting [19℄, or 3D medial image segmentation [8℄.
In the urrent study, our ontribution is four-fold:
1. A new fast method  using as a starting-point a 3D modied PathMath algorithm  is proposed
to align the FOV in medial 3D images. A user-dened mask surrounding a region/organ of interest
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in one of the images an be provided as an input so that a global shift an be estimated relying on
image information from this spei region.
2. The modied PathMath algorithm is ombined with a well-adapted multi-modal image similarity
metri in order to ope with multi-modal medial images.
3. The performane  in terms of registration auray and omputational needs  is analyzed, and
demonstrated to be ompatible with linial onstraints in the pratial ase of on-line irreversible
eletroporation proedures. In total, 30 pairs of pre-/per- operative IRE images are onsidered to
illustrate the eieny of our algorithm.
4. The benet of proposed approah is evaluated for a potential pre-onditioning of a more omplex
multi-modal DIR algorithm.
2. Materials and Methods
2.1. Proposed method
Let I and J be two 3D images. In the sope of this study, let I and J be a pre- and an intra-operative
image, respetively. We seek X-, Y- and Z- translation omponents between I and J in order to math
the position an organ of interest manually delineated in I. We reall that the estimation of elasti organ
deformations by itself is outside the sope of the study: the proposed workow is solely intend to standardize
eld-of-view in multi-modal images for a potential pre-onditioning a more omplex multi-modal elasti
registration algorithm.
The proposed method (detailed in Figure 1) inludes the following three main suessive steps:
1. The PathMath (PM) algorithm is adapted and ombined with a multi-modal metri in order to
ompute path orrespondenes between I and J (see setion 2.1.3). The multi-modal metri aims at
evaluating edge alignments (EA) within pathes.
2. The ourrene of estimated path shifts, i.e., the displaement between the path positions in I and
their orrespondene in J , is omputed for eah spatial diretion (see setion 2.1.4).
3. For eah spatial diretion, the shift value with maximum ourrene is seleted and used to adjust the
image eld-of-view (see setion 2.1.5).
The proposed method is referred to as PM-EA (PathMath-Edge Alignment) in the sope of this
study.
Figure 1: Data proessing sequene designed for the fast standardization of eld-of-view in multi-modal images using the
proposed path-based framework.
First Author et al.: Preprint submitted to Elsevier Page 3 of 15
Path-based eld-of-view mathing in multi-modal images
2.1.1. Manual delineation of the organ of interest.
The pre-operative image I is rst used to manually segment the targeted region of interest. A binary
mask (denoted by M) is onstruted. Voxels of the image inside the mask have a value of one, and outside
a value of zero. We underline that, in the sope of this study, this proess was done using the pre-operative
image I only, in order to demonstrate that the method is ompatible with an automati use during an intra-
operative session. Note that this delineation step is often performed anyway during the planning session of
the therapy and thus does not put extra burden on the medial sta.
2.1.2. Preproessing of input data.
I, J and M were resampled onto a ommon grid with a voxel size of 1×1×1millimeters using a trilinear
interpolation.
2.1.3. Implemented PathMath algorithm.
PathMath is an iterative algorithm designed to quikly estimate path orrespondenes between two
given 2D images [3℄. In our study, we rst extend this algorithm for the mathing of 3D pathes. Hene,
a path onsists in a ubi subset of the image domain, denoted by Γ, entered on one single voxel. Let
~r = (x, y, z) ∈ Ω be the spatial loation of the enter voxel, Ω the image domain and (x, y, z) the voxel
oordinates.
 Initialization. An initial guess is rst omputed: eah path from image I is initially randomly mathed
with a path from image J . Subsequently, at eah iteration of PathMath, voxels are sanned from
left to right (X-axis), head to foot (Y-axis), front to bak (Z-axis). For eah voxel examination, the
orresponding path undergoes a propagation step followed by a random searh step, as desribed
in the seminal paper [3℄: The output of our algorithm is a path shift map
~V , dened for eah voxel
in Ω.
 Propagation step. During this step, in order to nd better orrespondenes, the path shift of the
urrent voxel ~r in I in I is onsidered to be similar to the ones of its three already examined neighboors
in eah diretion (6-onnexity) (i.e., the three voxels at loations ~r(−1,0,0) = (x − 1, y, z), ~r(0,−1,0) =
(x, y − 1, z) and ~r(0,0,−1) = (x, y, z − 1)).
Let
~V = (u, v, w) be the path shifts that we seek ((u, v, w) being the voxelwise path shift oordinates).
Let ~r1 and ~r2 be two given spatial loation in Ω and D(~r1, ~V (~r2)) the distane between the path at
loation ~r1 in I and the path at loation ~r1 + ~V (~r2) in J . ~V (~r) is updated as follows:
~V (~r) = argmin~V {D(~r,
~V (~r)), D(~r, ~V (~r(−1,0,0))), D(~r, ~V (~r(0,−1,0))), D(~r, ~V (~r(0,0,−1)))} (1)
 Random searh step. This step attempts to improve
~V (~r) by omputing a set of andidate shifts (noted
~Vi(~r)) at an exponentially dereasing spatial distane from ~V (~r):
~Vi(~r) = ~V (~r) + wα
iRi (2)
Ri being a uniform random in [−1, 1]
3
, w the maximum searh distane (set to the maximum image
dimension), and α a xed ratio between searh window sizes (we took α = 0.5, as suggested in [3℄).
Pathes for i = 0, 1, 2 and so on are examined until the urrent searh distane wαi falls below one
voxel.
As reported in Barnes et al seminal paper, PathMath provides satisfatory results using a xed
number of iterations (5 iterations max) and that the algorithm onverges most rapidly in the rst
iterations [3℄. In the urrent study we used two iterations, sine it was found to be a good ompromise
between auray and omputational osts.
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In our implementation, the input images are down-sampled before PathMath: while lower ompu-
tation times are expeted using down-sampled versions of input images, it should also impat overall
registration results. The down-sampling fator is thus an important input parameter for the algorithm
and its impat will be arrefully analysed and disussed below.
To further redue the omputational burden, the searh window were a retangular bounding box
inluding both J and voxels with a value of one in M .
 Aggregation of multiple PM estimations. As for exemplar-based segmentation [8℄, our method an
benet from multiple PM estimations. Path-shift estimates indeed rely on random andidate sele-
tion and several independent proesses may provide dierent orrespondenes. Although PathMath
inherently relies on serial operations and annot benet from parallel arhitetures in its urrent
form, multiple realisations of PathMath an easily be alulated using separate CPU threads. Let
V j(~r) = (uj(~r), vj(~r), wj(~r)) be one realisation at spatial loation ~r, j being the realisation index. For
eah voxel, the obtained 3D shift realisations were then ombined into a single 3D median vetor V (~r)
[1℄ as follows:












In this manner, outliers realisations were disarded without any additional penalty on the omputa-
tional burden.
2.1.4. Proposed multi-modal metri.
In the original PathMath paper, the distane between pathes D(.) is the Sum of Squared Dierenes
(SSD, also referred to as L2-norm) applied on the image intensity. While for mono-modal registration
algorithms the SSD applied diretly on the images might be suient [13℄ [5℄, suh a measure is unsuitable
for registering aross modalities. A modality independent similarity measure is thus neessary. In the urrent
paper we used an existing multi-modal metri whih favors edge alignments (EA) in both pathes [14℄ [24℄.
Let
~∇I and ~∇J be the gradient of the referene image I and the image to register J , respetively. The
distaneD(~r1, ~V (~r2)) between a path of interest Γ in I (entered on the voxel loated in ~r1) and its potential
orrespondene in J (entered on the voxel loated in ~r1 + ~V (~r2)) was dened as follows:






~∇I (~r1) · ~∇J
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where ‖ · ‖2 is the Eulidean norm.
Pratially, the salar produt in the numerator is maximized when the edges in Γ are aligned with edges
in the potential orresponding path in J . Note that the numerator is maximized regardless any possible
ontrast reversals: due to the absolute value, the numerator is maximized for both parallel and anti-parallel
edges. In addition, the salar produt in the numerator favors strong edges present in both modalities. The
denominator, for its part, ats as a normalisation fator. Ultimately, sine a minimization of D is required
to ompute path orrespondenes in Eq. (1), a negative sign has been set behing the frational term in Eq.
(4).
2.1.5. Mathing image FOVs from estimated path orrespondenes.
At this point we have a voxelwise 3D shift maps
~V (~r), ~r ∈ Ω. The objetive is now to simpliy ~V down
to a single 3D image shift. For this purpose, we individually analysed shift ourrenes in eah omponent
of
~V (i.e., u, v and w) and within the binary mask M enompassing the target organ: for eah omponent,
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a histogram was alulated and the shift value with the highest ourrene was seleted. The obtained 3D
image shift was subsequently used to adjust the FOV of J with respet to the one of I.
Note that lower and upper bounds on estimated shift values as well as a number of bins needs to be
determined for the onstrution of the histograms. The lower and upper bounds were set to -100 and 100
millimeters, respetively, whih was found to be suient in our tests. The number of bins is an input
parameter for the algorithm that will be analysed below.
2.2. Experimental evaluation
2.2.1. Data sets.
For the evaluation of the method we used data aquired during IRE proedures whih are routinely
performed at the University Hospital Jean Verdier at Bondy in Frane. This retrospetive study is in aor-
dane with ethial prinipals of the Delaration of Helsinki and has been approved by the loal ommittee
on human researh of the University Hospital J Verdier.
The linial workow inluded the following sessions:
 Pre-operative session. This session, performed several days before the interventional proedure, allowed
identifying the tumor and the main liver strutures using either a CT-san (voxel size=[0.67− 0.88]×
[0.67 − 0.88] × [1.25 − 2] mm3, FOV=[341 − 450] × [341 − 450] × [182 − 506] mm3) or a MR-san
(T1-weighting, voxel size=1.72× 1.72× [2.5− 3] mm3, FOV=440× 440× [180− 200] mm3).
 Interventional session. The day of the proedure, an IRE ablation was performed under general
anesthesia. The needles are perutaneously inserted around the tumor by the interventional radiologist
with a free-hand tehnique under ombination of real-time ultrasound (US) and 3D Virtual Target
Fluorosopi Display suh that the eletri eld overs the target region [25℄. A 3D CBCT (voxel
size=0.45× 0.45× 0.45 mm3, FOV=230× 230× [192− 256] mm3) imaging was performed to visualise
liver and needle loations. During the interventional session, a registration with pre-operative data is
intend to augment the CBCT with tumor/liver strutures segmentations. The pursued objetive is to
improve the targeting and to allow dose modeling, as desribed in [7℄.
In total, we analysed a set of 30 pairs of pre-/intra-operative images distributed over the four following
groups:
1. 8 pairs of CT/CBCT images obtained on 8 patients, respetively. CBCTs were aquired before needle
insertion.
2. 8 pairs of CT/CBCT images. Patients and CTs were those used in (i). CBCTs were aquired after
needle insertion.
3. 7 pairs of MR/CBCT images obtained on 8 patients, respetively. CBCTs were aquired before needle
insertion.
4. 7 pairs of MR/CBCT images. Patients and MRs were those used in (iii). CBCTs were aquired after
needle insertion.
2.2.2. Performane assessment.





where A and B are two manually dened ROIs enompassing the liver in the referene and the orreted
image, respetively. A ∩ B is their intersetion and |·| denotes the ardinality of a set (i.e., the number of
voxels).
DSC mean and standard deviation were omputed over the 4 sets of image pairs individually (i.e.,
CT/CBCT no needle, CT/CBCT needles, MR/CBCT no needle, MR/CBCT needles, as dened in setion
2.2.1). A Wiloxon paired test was arried out in order to study whether DSC dierenes are statistially
signiant. A signiane threshold of p = 0.05 was used.
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2.2.3. Calibration of the proposed PM-EA algorithm.
At this point it is important to underline that four main input parameters may inuene the performane
of the proposed approah. The proposed PM-EA algorithm was hallenged against various modiations
applied to these alibration parameters:
Input parameter #1: down-sampling of input images (setion 2.1.3). DSC and omputation time were
alulated using I, J and M at original image dimension and using down-sampling (DS) fators 2×, 4× and
8× in eah spatial diretion. A default down-sampling fator of 8× was used.
Input parameter #2: path size (setion 2.1.4). DSC and omputation time were alulated using
pathes of size 3× 3× 3, 5× 5× 5, 7× 7× 7, 9× 9× 9 and 11× 11× 11 voxels. A default size of 9× 9× 9
voxels was used.
Input parameter #3: number of histogram bins (setion 2.1.5). DSC were alulated for number of
histogram bins of 10, 30, 50, 70 and 90. The omputation time was not evaluated sine a marginal impat
is expeted here. A default value of 50 was used.
Input parameter #4: manual delineation errors of the targeted organ (setion 2.1.1). To analyse
potential errors arising from the manual delineation proess, M was iteratively eroded (resp. dilated) using
a 5× 5× 5 kernel. At eah iteration, the volume of the eroded (resp. dilated) mask was alulated as well as
the orresponding DSC after image alignement. Here again, the omputation time was not evaluated sine
a marginal impat is expeted.
2.2.4. Tested algorithms.
The PM-EA's ability to estimate a global 3D translation between images was hallenged against two
ompeting approahes. We also evaluated the benet of using PM-EA as a starting point for an existing
more omplex multi-modal elasti registration algorithm. The above-mentioned 30 pairs of images were
proessed using PM-EA and using the following seletion of image registration solutions:
Elastix. We have seleted in the Open soure Elastix registration software [16℄ [22℄ a registration solution
whih employs a 3D translation transformation model and whih maximizes the normalized mutual infor-
mation [23℄ between the images to be registered. This registration solution is referred to as Elastix in the
following.
PM-L2. The proposed PathMath registration framework is here employed using a L2-norm for path
omparison, as it was introdued in the original paper [3℄. This registration solution is referred to as PM-
L2 hereafter.
Evo. The EVolution algorithm (whih is abbreviated as Evo in the sope of this study) was employed to
estimate the elasti deformation
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D(~V ) being the multi-modal metri of Eq. (4) and α a weighting fator designed to link both the data
delity term (left part of Eq. (6)) and the motion eld regularity (right part of Eq. (6)). Note that D(~V )
is omposed with an exponential funtion in order to ensure that the data delity term is a positive-denite
funtion. Additional details onerning the manner in whih the Evo funtional is minimized together with
a detailed analysis of the algorithm performane an be found in [6℄. A numerial implementation designed
for the redution of omputational osts an be found in [17℄.
PM-EA+Evo. The above-mentioned multi-modal registration algorithm Evo is here employed after FOV
standardization using proposed PM-EA algorithm. The registration workow, omprised of PM-EA followed
by Evo, is referred to as PM-EA+Evo throughout the rest of the manusript.
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Eah of Elastix, PM-L2 and PM-EA aims to estimate a global 3D translation between I and J within the
shortest possible time. A ommon fator of 8× in eah spatial diretion (i.e. the default value for PM-EA
given in setion 2.2.3) was used to down-sample the input data (i.e., I, J and M).
On the other hand, elasti registration is known to be a omplex task. Using Evo, a down-sampling of
input data (i.e., I, J and M) by a fator 4× was used in order to maintain registration auray of the
outputs and omputation times ompatible with our linial onstraints (below 30 seonds).
2.3. Hardware and implementation
Our test platform was an Intel 2.5 GHz i7 workstation (8 ores) with 32 GB of RAM. The implementation
was performed in C++ and parallelized through multi-threading (one thread per ore).
3. Results
Figure 2 provides a visual assessment of hallenges arising from the use of CBCT during the intra-
operative IRE session. Middle transversal, sagittal and oronal slies are illustrated for CBCT images
aquired on the same patient before and after insertion of 4 needles. First, only voxels ontained within a
ylinder have non-zero values: a partial irular FOV in the transveral plane is observable in the rst olumn
(see 2a and 2d). In addition, a low ontrast-to-noise ratio is observable on both images. Also, an inreasing
amount of streaking artifats is observable after needle insertions.
An example of CT/CBCT and MR/CBCT registration results are shown in gures 3 and 4, respetively.
For both ases, the CBCT image (rst olumn) was aquired intra-operatively after needle insertions and
was employed as a referene for image registration. The pre-operative image is displayed before registration
(seond olumn), after PM-EA (third olumn) and after PM-EA+Evo (fourth olumn). The ourrene
of path shifts is reported for eah spatial diretion in panels (mo): for eah histogram, the shift with
maximal ourrene is shown by the red dashed line. For panels (al), a ROI  manually dened on the
CBCT image/enompassing the liver  is shown using red dash lines. Our visualization shows an improved
orrespondene of the ontour of the liver with the manually dened liver boundary when the PM-EA
solution is employed (see 3(,g,k) and 4(,g,k)). Moreover, an even better orrespondene of the ontour is
observable using the PM-EA+Evo solution (see 3(d,h,l) and 4(d,h,l)).
Figure 5 analyzes the sensitivity to the down-sampling parameter (i.e., the input parameter #1 of the
proposed PM-EA method, see setion 2.2.3). A great DSC improvement together with a huge speed-up
of the algorithm was obtained for inreasing down-sampling fators. This tendany was observed for both
CT/CBCT (5a) and MR/CBCT (5b). Best results were obtained using the default down-sampling fator of
8×. For all tested senarios, dierenes between DSC obtained before and after needle insertions were not
statistially signiant (p ≥ 0.2 for CT/CBCT, p ≥ 0.3 for MR/CBCT).
Figure 6 analyzes the impat of the path size (i.e., the input parameter #2 of PM-EA). An improved
registration auray with minimal losses in terms of omputation time (several tenth of seonds) was
obtained for an inreasing path size. This tendany was observed for both CT/CBCT (6a) and MR/CBCT
(6b). Best results were obtained using the default path size of 9 × 9 × 9 voxels. For all tested senarios,
dierenes between DSC obtained before and after needle insertions were not statistially signiant (p ≥ 0.2
for CT/CBCT, p ≥ 0.22 for MR/CBCT).
Dierenes between DSC for eah pair of tested numbers of histogram bins (i.e., the input parameter
#3 of PM-EA) were not statistially signiant (p ≥ 0.08 for both CT/CBCT and MR/CBCT) (see gure
7). This was observable for both CT/CBCT (7a) and MR/CBCT (7b). Here again, dierenes between
DSC obtained before and after needle insertions were not statistially signiant (p ≥ 0.11 for CT/CBCT,
p ≥ 0.16 for MR/CBCT).
Figure 8 analyzes the sensitivity of the proposed PM-EA algorithm against manual delineation errors of
the organ of interest (i.e., the input parameter #4 of PM-EA). A signiant negative impat is observable
for eroded versions of M , espeially for MR/CBCT (8b) (p ≤ 0.01). Using dilated versions of M , DSC
dierenes were not statistially signiant (p ≥ 0.3). Here again, dierenes between DSC obtained before
and after needle insertions were not statistially signiant (p ≥ 0.46 for CT/CBCT, p ≥ 0.3 for MR/CBCT).
Figure 9 ompares the registration auray obtained using all tested algorithms (see setion 2.2.4 for
details). Regarding solutions designed to estimate the global 3D shift of the liver (i.e., Elastix, PM-L2
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Figure 2: Typial CBCT images obtained during an IRE proedure. Compared to the image aquired before needle insertion
(top row), the image aquired after the insertion of four needles (bottom row) is visibly altered by streaking artifats. The
latter introdue intensity variations whih obstruts and degrades ner details of the anatomy. The partial image FOV is
also observable: only data ontained within a ylinder are available (see the irular FOV in the transveral plane in the
rst olumn).
and PM-EA), best results where ahieved using the proposed PM-EA approah for both CT/CBCT (9a)
and MR/CBCT (9b). PM-EA outperformed signiantly a standard registration strategy implemented
using the Elastix toolbox (p = 0.02). The use of the proposed multi-modal metri improved signiantly
the DSC obtained using the L2-norm used in the original PathMath paper [3℄ (p = 0.01). Regarding
solutions designed to estimate the elasti deformation of the liver (i.e., Evo and PM-EA+Evo), the use of
PM-EA improved signiantly the performane of the tested multi-modal elasti registration algorithm Evo
(p = 0.01). For all tested solutions, dierenes between DSC obtained before and after needle insertions
were not statistially signiant (p ≥ 0.2 for CT/CBCT, p ≥ 0.08 for MR/CBCT). It is interesting to note
that the omputational demand remained here below 30 seonds for the suessive ahievement of PM-EA
and Evo algorithms with the used hardware for both CT/CBCT and MR/CBCT pairs.
4. Disussion
In the urrent study, we designed a novel method to estimate the global 3D translation between two
multi-modal images. We retrospetively evaluate the proposed PM-EA algorithm under a realisti linial
senarios. We fous on the spei interventional proedure of irreversible eletroporation (IRE) ablation for
liver tumors. IRE tehnique provides an interesting alternative to standard ablative tehniques, espeially
for tumor loated near vital strutures as detailed in [7℄. Moreover, it gathers the main omputational
hallenges in terms of medial image registrations, that have to be addressed to improve the proedures.
Indeed, the proedures rely upon multimodal medial imaging: preoperative CT-san or MRI to detet the
target ablation region, and preoperative CBCT without and with needles to position the needles and to
verify the positioning. Importantly, the needles positioning generate an elasti deformation of the liver, that
has be aounted for as previously shown in [7℄, and thus nonrigid multimodal algorithm as EVolution [6℄ has
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[Y-Z℄
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Figure 3: Example of a CT/CBCT registration results. The CBCT image, used as a referene for registration, was aquired
immediately after insertion of 4 needles. Transversal (a-d), sagittal (e-h) and oronal (i-l) ross-setions are reported for:
CBCT (rst olumn), CT before (seond olumn) and after registration using PM-EA (third olumn) and PM-EA+Evo
(fourth olumn). Histograms of X-, Y- and Z-shifts are reported in (m), (n) and (o), respetively (maximum ourrene
in red dashed line).
to be used. As far as we know, the urrent non rigid registration algorithm needed an initial manual tuning
step to superimpose rouglhy the FOVs of two images of dierent modality. Importantly, the registration
has be performed during the proedure, as demonstrated in [7℄ in order to provide a numerial assessment
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Figure 4: Example of a MR/CBCT registration results. The CBCT image, used as a referene for registration, was aquired
immediately after insertion of 3 needles. Transversal (a-d), sagittal (e-h) and oronal (i-l) ross-setions are reported for:
CBCT (rst olumn), MRI before (seond olumn) and after registration using PM-EA (third olumn) and PM-EA+Evo
(fourth olumn). Histograms of X-, Y- and Z-shifts are reported in (m), (n) and (o), respetively (maximum ourrene
in red dashed line).
of the therapy to the physiians. There is therefore a ruial need to automatize the image preproessing
of FOV alignement in any eletroporation ablation proedures. In the urrent study, the use of various
imaging sensors (CT/CBCT, MR/CBCT image pairs, CBCTs being aquired intra-operatively) is analysed
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Figure 5: Analysis of the impat of the down-sampling of input data on the performane of the proposed PM-EA method.
DSC (left Y-axis) and omputation times (red dashed line/right Y-axis) are reported for the registration of CT/CBCT (a)
and MR/CBCT (b) pairs for down-sampling fators 2× (DS-2), 4× (DS-4) and 8× (DS-8). We reall that the path size













































































Figure 6: Analysis of the impat of the path size on the performane of the proposed PM-EA method. DSC (left Y-axis)
and omputation times (red dashed line/right Y-axis) are reported for the registration of CT/CBCT (a) and MR/CBCT
(b) pairs. We reall that the down-sampling fator of input data was here xed to 4×. The number of histogram bins was
xed to a value of 50.
as well as the impat of needle insertions during IRE proedures. Using the proposed experimental setup,
the registration proess is hampered by the use of dierent image FOVs, espeially when using CT during
the pre-operative session (see the low DCS obtained in gure 9 before registration when using CT instead
of MRI). Moreover, partial FOVs, ross-ontrast variations, appearing/disappearing (anatomial or not)
strutures are also involved between the image to register and the referene one.
Using suh data sets, optimizing a simple translational model, as implemented in the Elastix toolbox,
was found to be insuient. The proposed regional registration approah using voxel pathes provided a
good strutural ompromise between the voxel-wise (as done with Evo) and global shifts (as done with
Elastix in the sope of this study) approahes. Moreover, ontrary to optimization methods whih are
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Figure 7: Analysis of the impat of the number of histogram bins on the performane of the proposed PM-EA method.
DSC (left Y-axis) and omputation times (red dashed line/right Y-axis) are reported for the registration of CT/CBCT (a)
and MR/CBCT (b) pairs. We reall that the down-sampling fator of input data was here xed to 4×. The path size























Figure 8: Analysis of the impat of errors ourred in the targeted organ delineation proess performed on the pre-operative
image I .
inherently sensitive to loal minima, PM-EA is able to deal with large translation amplitude, sine potential
path mathes are onsidered within the omplete FOV, as desribed in setion 2.1.3. We have also shown
that the proposed multi-modal image similarity metri, whih favors edge alignements irrespetive of the
gradient diretion, outperforms the L2-norm proposed in the original PathMath paper [3℄. Ultimately, we
have shown that PM-EA may greatly improve the performane of an existing multi-modal elasti registration
algorithm (Evo in the sope of this study).
As expeted, omputation times were greatly redued using down-sampled versions of input data (see
gure 5). This down-sampling step also ats as an inherent low-pass lter applied on I and J whih
improved the registration auray in our tests. Using the proposed default user-dened parameter (i.e.,
down-sampling fator of 8×), the average DSC with PM-EA exeeded 0.6 for both CT/CBCT, MR/CBCT
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Figure 9: Summary of DSC sores obtained for the registration of CT/CBCT (a) and MR/CBCT (b) images, using tested
solutions detailed in setion 2.2.4. Standard deviations over the patients are given by the size of the blak error bars. We
reall that the down-sampling fator of input data was here xed to 4×. The path size was xed to 9 × 9 × 9 voxels.
The number of histogram bins was xed to a value of 50.
image pairs together with a omputation time ost below 3 seonds on a ommodity hardware.
The proposed multi-modal metri of Eq. (4) performs a weighted average over pathes of the edge
alignement sore. Consequently, the path size is an input parameter whih an be inreased in order to
mitigate the fat that the observed image features might not be disriminative enough. Inreasing the path
size may thus improve the robustness against anatomial struture without ounterpart between the image
to register and the referene one. This benet was ahievable with a moderate negative impat on the
omputation time. However, to some extent, inreasing the path size may be unable to ope with omplex
loal tissue deformations. A good ompromise in the hoie of the path size is thus essential for a reliable
and aurate path mathing. Using the proposed default user-dened parameter (i.e., path size of 9×9×9
voxels), PM-EA attained the best results in terms of DSC for all tested experimental onditions (CT/CBCT,
MR/CBCT registration, needle insertions), as shown in gure 6.
It an be notied that the number of histogram bins had no impat on the overall results, as shown in
gure 7. The default user-dened parameter (i.e., 50 bins) was thus well suited for all presented results.
In our data, the liver undergoes omplex deformations between the images being registered. The reg-
istration auray dereased for eroded versions of M , as shown in gure 8. Liver boundaries, whih are
needful ontrast regions, are not taken into aount in suh a ase. Moreover, the overall shift estimate is
likely to dier from the global liver displaement if the manually dened mask M only inludes a subset of
the liver. Alternatively, no signiant impat on the registration auray was observed for dilated versions
of M in our tests. Therefore, the guideline is that M must inlude at least the targeted organ.
5. Conlusion
The suessfull ompletion of an interventional therapeuti workow often relies on establishing a spatial
oherene between images aquired by various sensors at dierent stages. The proposed PM-EA algorithm
was validated in several omplementary experiments. It was demonstrated that it outperforms existing
registration solutions for the estimation of a global 3D translation between two multi-modal images. The
method an be used as a pre-onditioning step for a more omplex multi-modal elasti registration algorithm.
The method was thereby beneial for CT to CBCT and MRI to CBCT registration tasks, espeially when
highly dierent image FOVs are involved. In addition, this was ahievable together with a omputation time
ost below 3 seonds on a ommodity hardware using our experimental protool. The proposed path-based
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workow thus represents an attrative asset for DIR at dierent stages of an interventional proedure.
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