We generalize a method of control of chaos which uses a delayed feedback governed by a nonlinear function. The method improves the region of the parameter space where control can be achieved, when compared with methods of delayed feedback that use a linear control function.
Control of chaos is an active area of study. Three main methods of control of chaos have been considered: (a) Ott, Grebogi and Yorke (OGY) [1] introduced a method which stabilizes unstable periodic orbits (UPO's) found in the chaotic regime via small feedback perturbations to an accessible parameter. The control perturbation is given when the orbit crosses a given Poincaré section and it is passing close to the desired UPO. In this method, the orbit of the controlled system is identical to the UPO of the uncontrolled system, and in the limit of zero noise the feedback perturbation vanishes. A drawback for the OGY method is that it cannot be applied for very fast systems, since it requires a computer analysis of the system at each crossing of the Poincaré section. Also, small noise can result in occasional bursts where the trajectory wanders far from the controlled period orbit.
(b) Another method to control chaos consists of adding periodic perturbations [2] to the system. However, the effects of such perturbations are not easy to predict and in general it is not possible to know a priori which periodic orbit will be stabilized. Nevertheless this method can modify the behavior of the system from a chaotic to a periodic state in a limited region of the parameter space.
(c) A third method of control of chaos was introduced by Pyragas [3] , which consists of control of chaos via a linear feedback. The control is continuous, namely, it is applied at at each computational time step. As in the OGY case, in this method the controlled orbit coincides with the UPO of the uncontrolled system, and the feedback becomes very small when control is achieved. The feedback procedure can be applied without knowing a priori the location of the periodic orbit. Moreover, it is expected that it can be used for fast systems, since no parameters are changed, and the method does not require a computer analysis of the system. The method is robust even in the presence of sufficiently large noise [4] . The system does not experience any occasional bursts into the region far from the periodic orbit. The disadvantage of Pyragas method is that it can be applied only in a limited range of the parameter space. As one increases the nonlinearity, getting deeper in the chaotic regime, the method can fail. The reason for this is that the method changes the location where the periodic orbits become unstable, but usually the topology of the phase-diagram is not changed. Therefore, a given orbit will become eventually unstable in the controlled system as the nonlinearity is increased.
Here we introduce a method of control of chaos that uses a nonlinear feedback, instead of a linear one, as used by Pyragas. We find that in our method the parameter region where control is achieved can be much larger than in Pyragas' method. Our method is also tested against two other methods of control of chaos [6, 7] , which follow from Pyragas' ideas.
These methods [6, 7] change an accessible parameter of the system by adding to it a term of Pyragas' type, instead of just adding a term to the equation. We have found that our method is also better than these two other methods. Moreover, we can control chaos even in regions where the attractor is unbounded (diverging to infinity) in the uncontrolled system. We start by describing Pyragas' method [3] . He considered a dynamical system that is governed by ordinary differential equations, which are in principle unknown. However, some scalar variable y can be measured as a system output, and the system also has an input available for an external force F . These assumptions can be met by the following model,
where x describes the remaining variables of the dynamic system which are not available or not of interest for observation. The forcing term disturbs only the variable y, and it is assumed that the system is in the chaotic regime when the forcing term F (t) is zero.
Pyragas studied two types of forcing. In the first method one determines the UPO y i of the chaotic attractor from y(t), following well known algorithms [5] . Then one designs an oscillator that has an orbit equal to that of y i . The forcing term is given in this case
, where K is an empirically adjustable weight of the perturbation.
As in the OGY method, the stabilized orbit is identical to the UPO, and when control is achieved the perturbation F (t) vanishes when the noise goes to zero.
In the other type of forcing considered by Pyragas, the force F contains a delayed term of the variable y, namely,
, where τ is the delay time. If the delay time coincides with period of the i-th UPO then the perturbation F (t) vanishes and y(t)
will coincide with UPO, as in the first case. However, in this last case, one does not need to know the UPO, just its period, nor is it necessary to design an external oscillator. [Although Pyragas described his method when one knows only a time series, in all the cases he studied the equations that described the system were known.]
Here we examine the second method, i.e., the delayed feedback case. Instead of investigating systems governed by ordinary differential equations, we study mapping equations,
since they are easier to analyze. We begin by illustrating Pyragas' method in the logistic map,
This map presents a sequence of period doubling bifurcations as a increases and enters into chaos at a ≈ 0.8925. The period-one orbit is stable from a = 0 to a = 3/4. If a > 1, the attractor is unbounded, diverging to infinity. Suppose that one wants to stabilize the period-one orbit in the regions where it is unstable. In Pyragas' method the forced equation
where F (x n ) is given by Eq. (2) . Note that now the system has dimensionality equal to two instead of one for the unperturbed system. The eigenvalues of Eq. (3) are given by
where F ′ (x n ) is the derivative of F with respect to x n . The period-one orbit loses stability when one of the eigenvalues has modulus larger than one. Here, the stability of the periodone orbit is lost when one of the eigenvalues crosses -1, causing the appearance of a pitchfork bifurcation. When this occurs, Eq. (4) gives F ′ (x n ) = −1 − 2K. Since, for the logistic map
, the bifurcation point a * will now be at
For K = 0, we have a * = 3/4, which is the point where the period-one orbit loses stability in the unperturbed logistic map. Consequently, we see that the parameter region where the period one is stable increases linearly as K increases. However, one cannot increase K at will in order to stabilize the UPO, because the eigenvalues can cross the unit circle in another location different from -1. We have found this in several systems, but in the case of the logistic map we observed that for K > 0.5 the orbit diverges to infinity before any eigenvalue crosses the unit circle. In Fig. 1 (heavy dashed line, label 'p') we show a * for Pyragas' method. Note that for 0 < K < 0.285 (3/4 < a < 0.8925) the control is achieved within the bifurcation tree of the uncontrolled map, whereas for 0.285 < K < 0.5 (0.8925 < a ≤ 1) the orbit is controlled within the chaotic regime. For a * > 1 the orbit goes to infinity and cannot be controlled.
The transient decay to the periodic orbit is also affected by the forcing term. The transient time to a periodic regime is proportional to the absolute value of 1/ log |λ|, where λ is the least stable eigenvalue, namely, the eigenvalue with the largest modulus. In fact, for the period one orbit log |λ| coincides with the Liapunov exponent of the system. In to the superstable orbit. In the controlled system using Pyragas' method we see in the same figure (dashed line, label 'p') that the transient time to the periodic orbit is increased. Our simulations show that the larger the K, the larger the transient time.
In our new method, we use a nonlinear rather than a linear function in the feedback term. Thus, the forcing term to stabilize a periodic orbit is given by is a nonlinear function G(x n , x n−m ), where m is the period of the UPO. Obviously, many choices can be made for G, with the constraint that G = 0 in the desired UPO. Here we consider the case in which
The reason for choosing a negative feedback will become clear later. Thus, in the case of a period-one orbit, our perturbed system can be written as
which can be rewritten as
where F is the equation that governs the unperturbed system. The eigenvalues for this equation are
where the symbol "prime" denotes derivative with respect the argument of the function at the periodic orbit. When a pitchfork bifurcation happens, which occurs if K is not very large, the most negative eigenvalue is equal −1. From Eq. (9) one gets
at the bifurcation point. Our method consists in taking H(x n ) = F (x n ). Consequently, from Eq. (10) we obtain
In the case of the logistic map, F = 4ax n (1 − x n ) and Eq. (11) gives
For K = 0, we find a * = 3/4 which is the point where the period-one orbit loses stability in the logistic map via a pitchfork bifurcation. From Eq. (12) we see that if the feedback term were K[H(x n ) − H(x n−1 )], with K > 0, then a * < 3/4. That is why we chose in Eq. 6 the negative sign for the feedback term. In fact, depending on the mapping and on the feedback used, the sign of the feedback term should be taken negative or positive. One has to calculate (numerically or analytically) the stability of the system to find the correct sign.
For K > ∼ 0.33, the period-one loses its stability not via a period doubling bifurcation, but via a Hopf bifurcation, in which the eigenvalues cross the unit circle with imaginary values.
For this case, we obtain
We show a * as a function of K for our method in Fig. 1 (solid line, label 'o' ). Note that we are able to achieve control of chaos in a larger region of the parameter space than using Pyragas' method. Moreover, we can control chaos even in the region where the orbit diverges to infinity in the uncontrolled equation, which occurs when a > 1 in the logistic map. In Fig. 2 we show log |λ| for this case and we see that this method does not destroy the superstable orbit. However, over some range of a, the transient time to the periodic orbit also increases as K gets larger. We have studied several different forcing functions (in the logistic map and in other one-dimensional maps), and the one that gave the largest value for a * was the function that had the same nonlinear form as the unperturbed equation.
Another method of control of chaos that follows Pyragas' ideas was introduced by
Bielawski et. al. [6] . In this method the forcing is given to an accessible parameter of the system, instead of adding a term to the equation. The controlled logistic map in this case is given by
with ǫ n = K(x n − x n−1 ). The eigenvalues for Eq. (14) are given by
where F ′ (x n ) = 2 − 4a. When the pitchfork bifurcation occurs we find that a * is a solution
The solution a * for this equation that determines the bifurcation point is shown in Fig. 1 (dashed line, label 'b'). For K > ∼ 0.56 the orbit diverges before a reaches the bifurcation point. In the logistic map, the region where control can be achieved in this method is smaller than in Pyragas' method. Figure 2 shows log |λ| for this method, showing that the transient time increases here with increasing K. As in Pyragas' method, the superstable orbit is also destroyed here. [The last method we studied was introduced by Socolar et.
al. [7] , where the controlled logistic map is given by x n+1 = 4(a + ǫ n )x n (1 − x n ), with ǫ n = K(x n − x n−1 ) + Rǫ n−1 . This method coincides with the one introduced by Bielawski et al. when R = 0. Although Socolar et. al. [7] also studied the logistic map, their results do not coincide with ours. We were unable to find the reason for this discrepancy. They reported that their method gives a greater value of a * than the Pyragas' method, and we found that it is inferior to both the methods of Pyragas and Bielawski et.
al.]
We have also studied the stabilization of the period-two orbit, finding qualitatively similar results. Namely, our method of nonlinear feedback gives the best performance when compared with the other methods discussed here, in which the feedback is linear. For the period-two orbit we used two basic methods of stabilization. In one of them, we control the map once in every two iterations, that is, once in every cycle of the orbit. For this case, we have
The bifurcation point a * for the period two orbit in this method is shown in Fig. 3 (solid line). In the other method, the control is applied in every iteration of the map, and the controlled equations are given by
In the case of the logistic map, F (x n ) is given by Eq. (2). In the second method, the dimensionality of the system is increased to three. However, it gives a larger value of a * , as Fig. 3 shows (dashed line). The value of a for the transition of period-one to a period-two orbit obtained in these to types of control is 3/4, which is identical to the a-value when there is no forcing. Therefore, only the upper limit of stability for the period-two orbit is modified.
If instead of studying a map with a quadratic nonlinearity, we study one of the type
where z > 1, then we find that the forcing term that gives the largest a * in the period-one orbit is given by F = K(|x n | z − |x n−1 | z ). Thus, again, the optimal feedback has the same kind of nonlinearity as Eq. (21).
The next question we address is how can our method be applied for a higher dimensional nonlinear system. We study this question in the Hénon map, which is given by
In this map, for b = 0.3 (which is the case we consider here), the period one orbit is stable in the interval −0.1225 < ∼ a < ∼ 0.3671. The system enters into chaos when a > ∼ 1.059, and the orbit becomes unbounded for a > 1.4. Since the equation that governs the variable x has a quadratic nonlinearity, we expect that a forcing term in that equation, governed by a quadratic nonlinear function will increase the region of stability of the period-one orbit.
That is,
As we predicted, we have found that this forcing function increases the range where the period one is stable, when compared with a forcing term of Pyragas' type
Our results are displayed in Fig. 4 . The solid line (label 'o') and the dashed line (label 'p') refers to our method and Pyragas' method, respectively. Here, both methods can attain control of chaos even when a > 1.4, namely, in the region where the orbit of the uncontrolled map diverges to infinity. 
