We consider a general linear dynamical system and want to control its behavior. The goal is to reach a given target by minimizing a cost function. We provide a new generic algorithm with together exact, symbolic and numerical modules. In particular new efficient methods computing a block Kalman canonical exact decomposition and the optimal solutions are presented. We also propose a new numerical algorithm under-approximating the controllable domain in view of its analytical resolution in the context of singular sub-arcs.
INTRODUCTION
Aerospace engineering, automatics and other industries provide a lot of optimization problems, which can be described by optimal control formulations: change of satellites orbits, flight planning, motion coordination [7] ( [16] for more applications in aerospace industry). Optimal control has so become a more and more challenging domain and its theory has been extensively developed for many years. Nevertheless, the problem of synthesis of optimal feedback is not solved, even for linear systems. In some specific cases like time-optimal control problems, adequate solutions have been found [18, §3] , [2, 17, 16] . Also, control * Work partially supported by the Region Rhône-Alpes (Calcel project).
Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. theory lacks generic algorithms, specially when singular subarcs appear [14, 19, 2] . Furthermore, in "real-life", optimal control problems are fully nonlinear. Therefore most of the algorithms presented here have been developed towards their application to the hybrid control of nonlinear dynamical systems: in [20] , we propose a piecewise affine approximation by way of a hybrid automaton. In each cell, the local optimal control problem is affine and techniques developed here will be applied. In this paper we consider a linear dynamical system:
Ẋ (t) = AX(t) + Bu(t) X(0) = X0
(1)
where ∀t ≥ 0, X(t) ∈ R n and u(t) ∈ Um = {s1, . . . , sp} ⊂ R m is the control. We want to control the system (1) from an initial state X0 to a target X f = 0 at an unspecified time t f , in such a way that the functional: J(X0, u(.)) = R +∞ 0
l(X(t), u(t))dt is minimized.
Here, we provide a full implementation analyzing linear optimal control problems as general as possible. Our algorithm is divided in four steps:
(
1) Canonical transformation (see §2). (2) Approximation of the controllable set (see §3.2). (3) Computation of optimal solutions (see §4). (4) Inverse transformation (see §2.2).
Each step can be done in several different ways and some salient features of our presentation are:
• a new and more efficient implementation by block matrices of the exact computation of Kalman decomposition.
• symbolic computation of the boundaries of domains, where the optimal control is constant (see e.g. algorithms 5 and 6).
• a new numerical method to compute an under-approximation of the controllable domain.
• an efficient implementation of the optimal solution computation, for a very large class of cost functions using subroutines previously defined (see algorithm 7).
Our approach enables the high dimensions treatment, even when compared to numerical softwares. Indeed, numerical methods developed from the Hamilton-Jacobi-Bellman (HJB) theory are known to suffer from the dimension: they generally require to generate a grid over a bounded region of the state space. If the state dimension is n and the number of discretization points per dimension is 50 (which is the minimum acceptable: 100 could still be a bit sparse), one has to consider 50 n grid points. Despite the development of efficient techniques for the choice of the discretization points like adaptative mesh, computations grow exponentially in the state dimension. Consequently dimension 4 or 5 cannot be exceeded, while e.g. aerospace [16] requires treatments of dimensions 6 or 7. By the use of Hybrid Computation [4] combining numerical analysis and computer algebra, we are now able to deal with high dimensions (see [20, Part II] ): first the mesh is made on the fly to reduce the complexity. Then, at the vertices of the mesh, only a linear interpolation of our complex system is performed. In each cell, the system is linear and one need to develop methods as symbolic as possible: basically, an analytical approach must allow to improve the hybrid approximation.
The paper is organized as follows: in section 2, we will develop explicit algorithms to compute exactly the canonical transformation of any linear optimal control problem and then the exact inverse transformation. In section 3, we provide a numerical controllability analysis and then in section 4, the analytical computation of optimal solutions of the canonical problem.
CANONICAL TRANSFORMATION
Linear control systems have been widely analyzed. In [13, 12] , Kalman considers constant linear optimal control problems without constraints on the control. In this context, we have two well-known results: the first one is a controllability criterion (see [13, 3] for more details), and the second is the following decomposition theorem:
Theorem 1 ([12] Kalman Canonical Structure).
Let A and B be real matrices having respective sizes n × n and n × m. There exists an invertible n × n matrix T such that:
A1 is a r dimensional square matrix and B1 a r × m matrix.
There exist many numerical algorithms computing the Kalman canonical form of full rank linear dynamical systems. Next, we consider rank deficient systems, for which exact computation of the rank is needed. Therefore we propose a new explicit and exact algorithm for the Kalman decomposition. Our approach is to use block versions of the linear algebra algorithms as in [5] in order to improve the locality of the computations and treat larger problems faster. Indeed, we are then able to compute exactly the rank of the system and use the LQUP decompostion of [6] (nowadays quite as fast as numerical routines) to perform the decomposition.
Block Canonical decomposition
We consider the general linear system (1). Our decomposition is divided into two steps: we first reduce the system to one with a full rank mapping of the control and second apply a LQUP decomposition to the Kalman matrix. In the following, we will denote by F ullRank(B) the algorithm computing (b,B, Φ) from a matrix B as in the lemma.
Simplification to rk(B)

Block Kalman Canonical Form
Now we want to decompose the state space of our linear system into a controllable part and an uncontrollable one. The classical method is to introduce the linear subspace W (A, B) = span(B, AB, . . . , A n−1 B) and then prove that W is the first subspace of R n satisfying both:
The method is then to decompose the state space R n into W ⊕W : one has to compute a basis of the subspace W (A, B) and to complete it for the whole state space. The matrix T of theorem 1 would be the change matrix from the canonical basis to the computed basis. In this paper we propose a new approach via block matrix computation developed in collaboration with C. Pernet: we use the so-called LQU P decomposition of a x × y matrix of rank r, where U =
is an upper triangular r × r invertible matrix, L is x × x, lower blocktriangular, and P and Q are permutation matrices [10] .
Algorithm 1 BlockKalmanForm
Require: A n × n matrix, B n × m matrix. Ensure: r, T, A1, A2, A3, B1 as in theorem 1.
Return (n, In, A, ∅, ∅, B). 5: end if Our implementation and constructive proof of the Kalman decomposition are based on LQUP factorization and block matrix computation. The better locality induced by this block version enables the use of very fast Basic Linear Algebra Subroutines, even with symbolic computations [6] . Therefore the computation time is improved. Moreover if we first apply the algorithm FullRank of paragraph 2.1.1, the system (1) can be replaced by another linear one:
via possibly two variable changes:
Next, we use these decomposition in order to define a canonical optimal control problem, simpler to solve.
Inverse transformation
In this section, the focus is on the explicit construction of a new linear optimal control problem under the dynamic (2) . A new cost function and new state and control spaces have to be constructed and initial solutions have to be recovered.
Control Space
In this paragraph we focus on the construction of a new control space for the linear system (2). By assumptions (see section 1), the control u(.) satisfies: ∀t ≥ 0, u(t) ∈ Um = Conv(s1, . . . , sp). Moreover the image of a polyhedron in finite dimension by a linear mapping is polyhedral. So the new control polyhedron is: ΦUm = Conv(Φs1, . . . , Φsp). Note that, if rk(B) = m, then Φ = Im, so that no control change is needed. When rk(B) < m, the main difficulty to build our optimal control problem is that there is not any invertible relation between u andũ ; consequently to switch from one control problem to the other, we will first need to define the pseudo-inverse of the control change matrix: s1, . . . ,s p are the vertices of ΦUm. We introduce the MoorePenrose pseudo-inverse Ψ ∈ R m×b ) [21] of the matrix Φ =
. . , p} / Φsj =si}. By linearity, Ψ is also well defined on the whole polyhedron ΦUm, indeed:
αiΨsi and the proposition 1 is proven:
State Space
By construction, the change matrix T is non singular. Therefore, a trajectory Y (.) from an initial point Y0 corresponds to a trajectory X(.) = T Y (.) from the initial point X0 = T Y0. Every trajectory is necessarily related to a control, the table 1 displays the correspondence between each trajectory. Proof. The key point here is that a trajectory (X(.), u(.)) in the X-space is a solution of the system (1):
) is a solution of (2), i.e. a trajectory in the Y -space.
Cost Function
Let X0 be a controllable point. The value function related to the initial control problem (1) is defined by:
(Y (t),ũ(t))dt such that the two related optimal control problems are equivalent.
First, the idea is to define a new cost functionl, such that the value function is invariant by canonical transformation (i.e.: V (X0) =Ṽ (T −1 X0)). In this case,l(Y,ũ) → l(T Y, Ψũ) and the new optimal control problem becomes:
(Y (t),ũ(t))dt with respect to the controlũ(.) under the dynamic (2) and the constraints:
We then have to verify that optimal solutions of this new problem correspond to optimal solutions of (1):
)) is an optimal solution of the initial problem (1) and V (T Y0) =Ṽ (Y0).
(The proof is by inspection of J(X0, Ψũ * ).)
Algorithms
To conclude the section, we describe two algorithms: SimplifySystem and InverseTransformation. From one given optimal control problem, SimplifySystem allows to define the canonical optimal control problem (see §2.1) ; once this problem is solved, InverseTransformation exactly computes the related optimal solutions of the initial problem (1) by the use of proposition 2. In the following algorithms, the pseudo-inverse Ψ of Φ is given e.g. by [21] .
In this section we achieved the transformation of any linear optimal control problem into a canonical one. Moreover we have proved that optimal solutions of the canonical problem give optimal solutions of our initial problem. We have also proposed exact computation algorithms for switching 
Algorithm 3 InverseTransformation
to one problem to the other. Now, we can work on the canonical problem.
CONTROLLABLE DOMAIN
In this section, we consider the canonical optimal control problem previously defined and raise the question of its controllability: how to compute the set of initial points Y0 for which the control problem (2) with the constraints
Let us state: ∀t ≥ 0, Y (t) = (Y1(t), Y2(t)) where: Y1(t) ∈ R r and Y2(t) ∈ R n−r . Thus the state space splits clearly up into an uncontrollable part (Ẏ2 = A3Y2) and a controllable one (Ẏ1 = A1Y1 + A2Y2 + B1u). We study the controllability question in the two configurations.
Stabilization of the uncontrollable part
Let us consider the uncontrollable part:
Clearly, 0 ∈ R n−r is an equilibrium point of (4). Thus the target 0 is reachable from everywhere if 0 is a stable focus of (4). In other words, the matrix A3 has to be stable (all its eigenvalues have negative real parts).
In the following, we prove that the non-stability of A3 involves constraints on Y2(0), so that we can easily come down to the case of a stable matrix A3: we apply the Schur decomposition to A3 and choose to sort its eigenvalues in such a way that: ∀i = 1 . . . k, Re(αi) < 0 and ∀i = k + 1 . . . 
Nevertheless we do not need to compute e Nt . Indeed, we can recursively show (by starting from n − r to k + 1) that:
So under the variable change:Ỹ2 = (Q * Y2) 1..k , the system (2) then becomes:
where:Ã2 = A2Q
We have shown that the analysis of the uncontrollable part of the system (2) leads to define a subspace of the state space, namely
In this subspace,Ỹ2(.) trajectories converge towards 0. From now on, we therefore restrict our analysis to a system (2) where the matrix A3 is stable.
Under-Approximation of the Controllable Domain
Now, we assume w.l.o.g that the points si defining the control boundaries are such that: si / ∈ Conv j =i (sj). Therefore, each point si is a vertex of the polytope Um and we have (see §2):
We want to find the set of controllable points of our system. By time reversal, we come down to the computation of the attainable set from the target point 0. In [1] , for safety verification, the idea is to compute a conservative over-approximation of the attainable set. They can thus certify that the system can not escape from an admissible set of states. On the contrary, we need a guaranty that Y0 is controllable. Therefore we instead compute an underapproximation of this set.
Let us start by defining the controllable set C in our context:
Indeed, any solution of a linear systemẎ (t) = AY (t)+Bu(t) has the form:
Proposition 3. The controllable domain C is a convex subset of the state space.
The main idea of the proof (given in [20] ) is to define (by convexity and at maximal time) a new control from that of some controllable points within C. Now we can introduce our under-approximation of the domain by time-reversal of the control polytope:
Any point in C(t) is said controllable at least in time t and C(t) is an under-approximation of the controllable set in time t.
This gives us an algorithm to build our under-approximation in time T . Nevertheless for a given time T , the quality of the approximation could be very poor (see example 1, figure  1-(a) ). To refine it, we choose to discretize the time interval [0, T ] in N subintervals. The under-approximation in time T is the convex hull of under-approximations in time j * h for j = 1..N −1 (where h = T /N) and the quality is significantly improved (see example 1, figure 1-(b) ). We have thus defined the following algorithm, UnderApproximation, computing a set of controllable points. 
Algorithm 4 UnderApproximation
- Y + » 1 1 0 2 - u with u ∈ Conv([0, 0] T , [1, 0] T , [0, 1] T ).
OPTIMAL SOLUTIONS
In this section, we present some theoretical results and algorithms for solving linear optimal control problems. The algorithm is as general and symbolic as possible to design optimal controllers. Recall that we want to control a linear system:Ẏ (t) = AY (t) + Bu(t), A ∈ R n×n , B ∈ R n×m from a controllable initial state Y0 to a final state Y f = 0 at an unspecified time t f using the admissible control functions u ∈ Um = Conv1..p(sp) ⊂ R m in such a way that: 
The pseudo-Hamiltonian formulation of the optimal control problem and the Pontryagin Minimum principle provide us the following optimization problem [18, §1] , [2, §2] , [17, §4] P: "Minimize H with respect to the control variable u ∈ Um under the constraints:
and H(Y (t), λ (t), u (t)) = 0 along the optimal trajectory." Our algorithm is divided in two main steps: first, the controllable set is partitioned (see 4.1) in domains, inside which the optimal control is constant. In practice, we propose symbolic algorithms computing the boundaries of these cells (see §4.2). The second step requires to compute an optimal trajectory from an entry point to the target within each cell. In this section, the cost function l is assumed linear in the control: 
Singular control
Let us consider the optimization problem P. By definition, P is a linear program. It thus admits solutions which may occur on the boundary of the polyhedral set Um. Now, any solution (Y, u, λ) of the Hamiltonian system (5) is said to be extremal and distinguish regular and singular solutions:
Definition 1. An extremal (Y (t), u(t), λ(t)) is called regular on an interval [t0, t1], if there exists k s.t., for almost all t ∈ [t0, t1],
Therefore, for any regular extremal (Y (t), u(t), λ(t)), the optimal control is given by the relation:
Consequently one can define a partition of the controllable set (see definition 2) as follows:
(si−sj) < 0 holds. Thus at any point of the domain Γi, the optimal control is u(.) = si and the related field vector is AY + Bsi. Now, we introduce the switching function Si,j , that describes transitions between the domains Γi and Γj:
Then, the single zeros of Si,j give us the switching time between the domains Γi and Γj. However it may also be possible to find time intervals where the switching function is identically equal to zero. This typically corresponds to the appearance of singular arcs in each face of the polyhedral control set. Thus singular trajectories are:
Just note that definition could be naturally extended to Isingular trajectories (I ⊂ {1, . . . , p}) . According to definitions 2 and 4, we show that ij-singular trajectories geometrically correspond to the boundary between Γi and Γj . On this singular boundary, the optimal control is said to be singular and satisfies: Proposition 4. Let us consider an ij-singular trajectory Y (.) on a time interval [t0, t1] . Then:
Likewise, on an I-singular trajectory, u(t) ∈ Conv k∈I (s k ).
Boundaries computation
At this point of our analysis, we have partitioned our state space in domains delimited by:
-singular boundaries (see e.g. [17, fully optimal problem]).
-mixed and non singular boundaries (see [11, ex. 1] ).
-non singular boundaries (see [18, time-optimal problems]).
In our linear control problem, the Hamiltonian has the form:
u. Now, let us consider the boundary between domains Γi and Γj. Then, in the whole paragraph, we use H with the form:
with proposition 4) to show how to symbolically compute the considered boundary, when it exists.
Switch rules
In this paragraph we briefly describe a method to compute the allowable "switching directions" [11] in the state space.
From examination of the sign of d dt
Hv(Y (t), v, λ(t)) at switching points (i.e. Hv(Y (t), λ(t)) = 0 and H(Y (t), v, λ(t)) = 0), it is possible to determine whether switchings from u = si to u = sj are allowed in a given region of the state space.
Singular boundaries
In this paragraph we present a symbolic algorithm computing singular boundaries when they exist. This algorithm is essentially based on the Pontryagin maximum principle [18] and classical results in the theory of singular extrema (see [14, 19, 2] for more details).
We show on [14, 19] :
Return "no singular solution". 4: end if 5: Solve (S) {H = 0, Hv = 0, While the related boundary is bounded, the whole boundary between Γi and Γj is necessarily also made of a regular part. The next paragraph is devoted to its computation.
Mixed boundaries
In this paragraph we assume that we have already computed the singular boundary between two domains Γi and Γj and check the existence condition of these boundary. 
where X ∈ R 2 , |u| < 1 and the performance index to be minimized is:
(Note that (7) already is under its canonical form since rk([B|AB]) = 2).
[11] provides the full analysis of the singular controls and the graph of the allowable switching regions [11, fig. 5 ]. There, the singular boundary is defined by φ(x1, x2) = x1 + 2x2 = 0 and −1 ≤ x2 ≤ 1 and the switching function is S(t) = 2(λ1(t) − λ2(t)). Due to the constraint −1 ≤ x2 ≤ 1, the singular boundary does not allow us to draw a partition of the state space. However, we are able to complete [11] 's results by the computation of the whole boundary between the controls u = 1 and u = −1: as we have a valid singular boundary, we can now apply our MixedBoundary algorithm as shown on figure 2: 1. Parametrize the singular boundary: ψ(ξ) = (−2ξ, ξ). 
Non Singular Boundaries
In this paragraph, we consider the case where there is no singular or mixed boundary between the two domains Γi and Γj. The optimal control is then called bang-bang (i.e. piecewise constant with values in {si, sj}). Let us distinguish two possible configurations: -For all (i, j) ∈ {1, . . . , m} 2 , i = j, the boundary between Γi and Γj is non singular. In this case, one method is to compute all the switching functions Si,j (see definition 3). After that we can study the zeros of Si,j and deduce the transition time τ between two of them. By time reversal, we start from the origin and build the switching curve. This method is well described in [17] . -There exists k ∈ {1, . . . , m} − {i, j}, such that the boundary between Γj and Γ k exists and is singular. In this case we come down to the same technique than for mixed boundaries: the idea is to take a parameterization of the singular boundary between Γj and Γ k . We consider by time reversal the trajectory from a point of this boundary according to u = s ∈ {sj , s k } and compute the first negative time for which the switching condition: S j,k (t) = 0 holds. This latter algorithm, N onSingBoundary is based on the following proposition [20] : In conclusion, we have proposed three algorithms to compute boundaries between the domains Γi. We can now define a general one Boundary that compute the boundary between two given domains Γi and Γj : (ϕ, ω, u) := Boundary(i, j) where ϕ is the equation of the boundary, ω is defined by: ω(Y ) =  1 if ϕ(Y ) = 0 is singular 0 otherwise and u * is the related optimal control. We therefore have all the necessary subroutines to solve our problem.
Linear Optimal Control
In this section, we detail the general algorithm for solving any linear optimal control problem. The principle is as follows: after a virtual partition of the state space in Γi domains, one follows the trajectory within each cell of the partition. Indeed, in each cell and in every boundaries, the control is known thanks to the algorithms of section 4.2. When the trajectory reaches a boundary, there is a switching of cell and a control change. This goes on till the target is reached. Once the canonical problem is solved with algorithm 7, we just have to apply the inverse transformation 3 to come down to optimal solutions of our initial control problem.
CONCLUSION
We have presented an algorithm for solving general linear optimal control problems. First we propose an explicit method to transform any problem into a canonical one by the way of a block Kalman decomposition. We have also developed generic algorithms solving the canonical problem even when complex boundaries occur. Yet, two important new features of our algorithms are that we give a full generic implementation and that they are mainly symbolic. Also,all the algorithms presented here have been implemented in Maple and work in high dimensions 2 .
