Abstract-Focused light field camera can be used to measure three-dimensional (3-D) temperature field of a flame because of its ability to record intensity and direction information of each ray from flame simultaneously. This work aims to develop a suitable geometric calibration method of focused light field camera for 3-D flame temperature measurement. A modified method based on Zhang's camera calibration is developed to calibrate the camera and the measurement system. A single focused light-field camera is used to capture images of bespoke calibration board for calibration in this study. Geometric parameters including intrinsic (i.e., camera parameters) and extrinsic (i.e., camera connecting with the calibration board) of the focused light field camera are calibrated to trace the ray projecting onto each pixel on CCD (charge-coupled device) sensor. Instead of using line features, corner point features are directly utilized for the calibration. The characteristics of focused light field camera including one 3-D point corresponding to several image points and matching main lens and microlens fnumbers, are used for calibration. Results with a focused light field camera are presented and discussed. Preliminary 3-D temperature distribution of a flame is also investigated and presented.
INTRODUCTION
Light field camera can record the direction of each ray projected onto the sensor. So the direction of each ray emitted by flame with corresponding intensity could be simultaneously obtained through a light field camera. A single focused light field camera can be used to measure 3-D temperature field of a flame in combination with reconstruction algorithms. The schematic diagram of radiative formation model of a single light field camera is illustrated in Fig.1 . In Fig. 1 , L is the distance between main lens and microlens array, l m is the distance between sensor plane and microlens array and S v is the distance between virtual image plane and microlens array. The focal plane of the light field camera applied to capture translucent medium (flame), is called virtual focal plane. The point on virtual focal plane is called the virtual source point. The virtual image plane is the conjugate plane of the virtual focal plane for the main lens. The point on virtual image plane is called the virtual image point. The rays emitted by one virtual source point are converged to the virtual image point by main lens and then re-converged to the pixels (i.e. image points) of the sensor by the microlens in the focused light field camera [1] .
Since the cone angle of the beam projecting onto one pixel is very small (less than 0.1° at the diameter of main lens aperture of 4mm and distance between the camera and virtual focal plane of 270 mm), the principal ray, which crosses through the pixel and the center of its corresponding microlens, is used to represent the beam of rays projecting onto the pixel. It is called the corresponding ray of the pixel. The intensity detected by the pixel is the intensity of the corresponding ray from the flame. In recent years, various techniques were proposed to reconstruct the 3-D temperature distribution from known radiative intensity of the flames [2] [3] . For instance, Li et al. [2] proposed a radiative imaging model based on conventional CCD cameras for flame temperature measurement. The 3-D flame temperature field is reconstructed using a Tikhonov regularization method. Niu et al. [3] employed a hybrid LSQR-PSO (least-square QR decomposition-particle swarm optimization) algorithm to estimate the 3-D temperature distributions and absorption coefficient simultaneously with known radiative intensity of the flame detected by a hypothetical plane. Several multicameras based tomographic and laser based diagnostics techniques were also reported to reconstruct the 3-D temperature distribution of the flames [4] [5] [6] [7] . However, multicameras techniques are in high system cost, complexity in system setup and installation and laser based diagnostics techniques require more complex system and unsuitable for industrial furnaces due to the complex setup, high cost of the system setup.
The 3-D temperature reconstruction method used in this study is based on the techniques proposed in [2] [3] . The relationship between the intensity of each ray from the flame and the intensity detected by the sensor can be established by the radiation transfer equations and the model for radiative image formation of the focused light field camera [8] . The radiation intensity of each control volume of the flame is then obtained by solving the equations and hence 3-D temperature field of the flame can be derived through use of Planck"s radiation law [9] .
In the radiative image formation model, it is crucial to trace the corresponding ray of the pixel accurately and to determine its direction and position outside the camera. Normally, the rays can be traced from one lens to next lens using thin lens equations based on the simple pinhole model [9] . So L, l m , S v and coordinate transformation matrix [R, t] from the camera coordinate to the world coordinate must be determined through calibration to trace the rays [10] .
For conventional camera, Zhang"s calibration method based on pinhole camera model is usually utilized to determine the relationship between 3-D point on calibration board and the image point on the sensor plane [12] . However, because the rays are converged twice by the main lens and microlens in the focused light field camera, Zhang"s calibration method cannot be employed directly to calibrate the focused light field camera. Yunsu Bok developed an efficient geometric calibration method for traditional light field camera (i.e. lytro lightfield camera) using line features [13] . However, the distance between the sensor plane and the microlens array in the lytro light field camera is equal to the focal length of each microlens. Hence the 3-D point on calibration board is not imaged directly on the sensor. It is therefore difficult to extract precise locations of the corner points from raw images captured by the lytro light field camera. To fully capture the positional information of the light field, the microlenses are focused on the image produced by the main lens in the focused light field camera [14] . So in the focused light field camera the corner points are imaged on virtual image plane by main lens and then re-imaged on the CCD sensor by the microlenses. The points are thus recognizable on the raw image of calibration board. As shown in Fig. 2 , the corner point (marked by red circle) on the image captured by a focused light field camera is recognizable to be picked up, while there are no recognizable corner points in the image captured by a traditional light field camera. The recognized corner points can then be used for the calibration. So the line features are not necessary for the geometric calibration of the focused light field camera.
The method proposed by Yunsu Bok cannot determine all the parameters (L, l m , S v and [R, t]). Ole et al. proposed a calibration method for focused light field camera [15] . Sequential quadratic programming (SQP) algorithm was employed to optimize the residual which depends on the unknown parameters of the focused light field camera.
However, a good initialization is required for the accurate optimization, or the algorithm may be converged to local optima.
In this study, the distance ratio l m /S v, is calculated using the coordinate of one virtual image point and two image points on CCD sensor [refer to Fig. 1] . Meanwhile, the same f-numbers of main lens and microlens are applied to establish the calibration equations. This paper aims to propose a modified method for the calibration of the focused light field camera based on Zhang"s method [13] . The principle of the calibration method is presented in details. Calibration experiments of a focused light field camera are performed by using a bespoke calibration board. The results are presented and discussed as well. Preliminary 3-D temperature field of the experimental flame is also investigated and presented.
II. MODIFIED CALIBRATION METHOD
The center of the microlens must be known for the modified calibration method. In this study, it can be determined by analyzing white-plane image. As shown in Fig. 3 , the center coordinate of the sub-images covered by microlenses are computed by taking following three steps [16] : (a) Binaryzation of the raw white-plane images with a proper threshold value which depends on the illumination intensity of the white-plane image. Generally, the gray level of the outermost pixel of the central sub-image can be used as the threshold, (b) determination of the edge of each sub-image using the binarized image and (c) calculation of the center of each sub-image according to following equations (2) where k denotes the k th microlens, x and y denote the center coordinate of the k th sub-image, J k denotes the coordinate of all the pixels of the k th sub-image, and i and j denote the coordinate of each pixel of the k th sub-image. I(i ,j) denotes the gray level of the corresponding pixel in the binarized image. Through processing the white-plane image, the center of each sub-image can be determined accurately.
Zhang" method relies on common pinhole camera model. The relationship between a 3-D point M and its image projection m is given by
where s is an arbitrary scale factor, and the extrinsic parameters (R, t) is the rotation and translation vectors which relates the world coordinate to the camera coordinate. The intrinsic matrix A is given by The focused light field camera consists of two layers of lenses: the main lens and a microlens array. The "pinhole camera model" is applied for the lenses. Since the virtual image plane and the virtual focal plane are conjugated for the main lens, the virtual image point (m') and the corresponding 3-D point (M) are also conjugated. Therefore, the virtual image point (m') is required instead of m when Zhang"s method is applied to calibrate the focused light field camera. As shown in Fig. 4, x, M x , V x and X c are the x coordinate of the image point (m), center of the corresponding microlens, virtual image point (m') and 3-D point (M) in camera coordinate system, respectively. Each 3-D point (M) is located on the focal plane of the focused light field camera, according to pinhole model, the relationship among V x , M x and x is given by
The relationship between V x and X c is expressed by
Equation (7) can be derived through solving (5) and (6),
The image formated by the main lens as shown in Fig. 4 is displayed upside down from observed persperctive. Equation (7) can be converted into (8) 
According to (8) , the relationship between a 3-D point (M) and its image projection (m') is given by
where (X, Y, Z) is the coordinate of 3-D point (M) in world coordinate system. Note that different from those of conventional camera, the parameters α, β and γ of A in (4) are decribed as
where dx and dy are the sizes of the pixel of the CCD sensor and a denotes the angle of skewness of two image axes.
The distance l m /S v ratio, defined as β m , is needed to determine the unknown point m' in the virtual image from the image point m on the sensor plane using (10) . As the CCD sensor is placed at a distance which is unequal to f m (focal length of microlens) in the focused light field camera, the 3-D points in the calibration board are imaged at distance S v in front of the microlenses. The virtual image is further projected onto pixels on the CCD sensor by the microlenses. One virtual image point of calibration the board is then projected onto several image points on the sensor plane by the microlenses array. Two different image points on the sensor plane and their corresponding virtual image point were utilized to calculate l m /S v . As shown in 2 , center of the microlens corresponding to m 1 and center of the microlens corresponding to m 2 in image coordinate system, respectively. Note that u 1 and u 2 must be not equal, and so are M u1 and M u2 . Similar to (8), the relationship is described as 
where u 1 and u 2 are known directly from the raw image of calibration board, M u1 and M u2 are also known according to (1) and (2).
Several images (usually greater than 3) of calibration board must be captured to solve (9) . However, the aim of the calibration of the focused light field camera in this paper is to measure 3-D flame temperature, so the world coordinate system is based on the burner location. The center of the outlet of the burner is regarded as the origin of the world coordinate system. x and y axis in the system is the x and y axis of calibration board fixed on the burner, and z axis is normal to the calibration board. In the camera coordinate system, the principal point of the main lens is taken as the origin, x and y axis are parallel to image plane, and z axis is normal to image plane. Once several images of the calibration board under different orientations by moving the plane are captured by the focused light field camera, the five intrinsic parameters (α, β, γ, u 0 and v 0 ) and four extrinsic parameters (including three rotation transformation vectors r 1 , r 2 , r 3 and one translation transformation vector t) can be determined by solving (9) . Therefore L-S v can be calculated using (12-13) with known α, β, dx and dy.
To obtain the l m , S v and L further, the matching f-numbers of the main lens and microlens of the focused light field camera has to be utilized [17] , as shown in Fig. 6 . Relative sizes of the main lens and microlens apertures are optimized so that the sub-images under each microlens are as large as possible, and have no overlapping in the focused light field camera. In this case the f-numbers of the main lens and microlens are equal when the sub-images (regarded as circles) are tangential. Note that the f-number of the lens refers to the image-side f-number, and so the f-number of the main lens is the ratio of the distance L to diameter of main lens aperture and the f-number of the microlens is the ratio of the distance l m to diameter of microlens aperture. The matching f-number is described as where D and d are the diameters of the main lens and microlens apertures, respectively. D is known and d can be calculated according to the diameter of the sub-image. Combining (12) and (16) Ray tracing through each layer of lens (microlens, main lens) can be calculated using thin lens equations (21-22) to determine the direction and position of the ray outside the camera.
where s' and s are the object distance and image distance of the lens respectively. s' is equal to s v and s is equal to l m for microlenses. s' is equal to l and s is equal to L-s v for main lens. f is the focal length of the lens. x' and x are the coordinate of the object and image respectively. According to [7] , a linear equations (23) regarding to all the rays projecting onto each pixel is derived and expressed by, where I ccd is the matrix of the intensity distribution on the CCD sensor, IB λ is the matrix of the all voxels and can be calculated with the monochromatic intensity of blackbody radiation.
A is the coefficient matrix. LSQR algorithm is used to solve (23) and to receive the monochromatic intensity of blackbody radiation I bλ of each voxel [18] . The temperature T of each voxel is then calculated using (24) according to Planck"s law. 
III. RESULTS AND DISCUSSIONS
In order to calibrate the camera, four images ((a)-(d)) of the calibration board are captured under different orientations (angles of board plane in respect to sensor plane) as shown in Fig. 7 and then the proposed method [section II] is applied. The resolution of the focused light field camera is 4384 (H) ×6576 (V) and size of each pixel is 5.5×5.5 μm. There are 22×10 corner points of calibration board utilized for the calibration. Table I summarizes the intrinsic parameters of the focused light field camera calibrated with four images. The calibrated value of S v is negative indicating that the virtual image plane and CCD sensor plane are on the same side of the microlens array in the calibrated camera. Table II shows the extrinsic parameters corresponding to each image. Table III illuminates the calibration error. The error is calculated by the distances (in pixels) between the recognized image points and projected ones of 3-D points on calibration board. The mean errors of the images are less than 25 pixels. The calibration results indicated that the proposed method is capable of calibrating the geometric features of a focused light field camera and the measurement system. The parameters of the focused light field camera are then applied to trace the rays using (21-22).
Preliminary 3-D temperature of ethylene flames is reconstructed and the results are shown in Fig. 8 . The temperature distribution over each cross-sections of the flame is supposed to be axis-symmetric. However, the results shown in Fig. 8 are not axis-symmetric. This may be due to inaccurate 
IV. CONCLUSIONS
A modified geometric calibration method based on Zhang"s method has been developed to calibrate the focused light field camera for the 3-D temperature measurement of a flame. The recognizable corner points of raw images of the calibration board and the centeres of microlenses have been identified. The geometric parameters of the focused light field camera have also been determined using the proposed method. The mean errors calculated by the distances (in pixels) between the recognized image points and projected ones of 3-D points on the calibration board are less than 25 pixels. The calibration results indicated that the modified proposed method is capable of calibrating the focused light field camera. The calibrated parameters of the focused light field camera have also been used to trace the ray projecting onto each pixel on CCD sensor. The 3-D temperature field of a flame has also been reconstructed. Results obtained from the experiments showed that the focused light field camera and the proposed method are capable of reconstructing 3-D flame temperature field. Future works will be focused on improving the calibration and reconstruction accuracy of the flame temperature measurement.
