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Firm ﬁnancial managers should strive to maximize this net proﬁt. Modeling company’s net proﬁt
helps to investigate the serious effects of the different ﬁnancial conditions on the expected net proﬁt
for the construction companies working in the Egyptian market. It simply helps ﬁnancial managers
to make sure that their companies business operations are running in a proﬁtable manner.
This research aims to develop a mathematical model for assessing the expected net proﬁt of any
construction company. To achieve the research objective, four steps were performed. First, the main
factors affecting ﬁrms’ net proﬁt were identiﬁed. Second, pertinent data regarding the net proﬁt fac-
tors were collected. Third, two different net proﬁt models were developed using the Multiple
Regression (MR) and the Neural Network (NN) techniques. The validity of the proposed models
was also investigated. Finally, the results of both MR and NN models were compared to investigate
the predictive capabilities of the two models.
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376 H.H. Mohamad et al.1. Introduction
Net proﬁt of any construction company can be generally de-
ﬁned as the excess of its annual revenue over its total annual
expenses [1]. This net proﬁt is an important indicator for the
company’s ﬁnancial performance. Consequently, proﬁt maxi-
mization can be generally considered as the main objective of
the company’s ﬁnancial management. So, ﬁrm’s ﬁnancial man-
agers should have a reliable tool to investigate the serious ef-
fect of the different ﬁnancial conditions on the expected net
proﬁt of the ﬁrm. Such, conditions should reﬂect the different
scenarios of the company ﬁnancial policy. They should also
simulate the important inputs of the construction market as
well as the local economic conditions.
The objective of this research is to develop a suitable tool
for assessing the construction companies’ net proﬁt. The devel-
oped tool can help ﬁnancial planners to arrive at a reliable
assessment for the expected proﬁt of their companies. More-
over, the companies’ stockholders can have a clear picture
regarding the future performance of their investment. Again,
the developed tool should take into consideration the different
conditions regarding the company’s ﬁnancial policy as well as
the market and economic conditions. This study was con-
ducted through a number of sequential steps. First, the main
factors affecting construction companies’ net proﬁt were iden-
tiﬁed based on a review of the corresponding literatures. Next,
ﬁnancial data of a selected sample of the Egyptian construc-
tion companies were collected from the Egyptian Stock Ex-
change (ESE). Moreover, data regarding the local
construction market and the Egyptian local economy were also
collected. Such data deﬁnitely include the Demand on Con-
struction, Inﬂation rate and Gross Domestic Product (GDP)
data. Then, two different models were developed to be used
as a tool for construction companies’ net proﬁt assessment.
These two models were developed using Multiple Regression
(MR) and Neural Network (NN) techniques. Finally, the re-
sults of the two models were compared to explore the more
reliable tool for assessing the expected net proﬁt of any con-
struction company.2. Factors affecting net proﬁt of construction companies
Through this paper a comprehensive literature review was per-
formed in order to identify the most signiﬁcant factors affect-
ing the net proﬁt of any construction company. Net proﬁt, as a
main indicator for the companies’ ﬁnancial performance, was
the main issue of many researches. Smith [2] signiﬁed the impli-
cations of working capital management on the value, risk and
proﬁtability of ﬁrms. Referring to his earlier studies, he made a
search on the factors that might determine the ﬁnancial perfor-
mance of a ﬁrm. Such, factors mainly include: leverage, level of
economic activity on the country, ﬁrm growth, operating cash
ﬂow, ﬁrm size, nature of industry, ﬁrm operating cycle and re-
turn on assets [2]. Pinches [3] stated that, there is a long debate
on the risky/return tradeoff between different working capital
polices. In general, more aggressive working capital polices are
associated with higher return and risk while, conservative
working capital polices are concerned with the lower risk
and return [3]. Deloof [4] explained that the level of the com-
pany’s current assets and working capital, in respect of thecompany’s total corporate structure and ﬂow of funds is a
trade off relationship between proﬁtability and risk. He ana-
lyzed a sample of large Belgian ﬁrms. His results conﬁrmed
that Belgian ﬁrms can improve their proﬁtability by reducing
the number of day’s accounts receivable and reducing invento-
ries [4]. Jose [1] examined the relationship between aggressive
working capital management and proﬁtability of US ﬁrms
using the Cash Conversion Cycle (CCC) as a measure of work-
ing capital management where, a shorter CCC represents the
aggressiveness of working capital management. His results
indicated a signiﬁcant negative relationship between the cash
conversion cycle and proﬁtability [1]. Rehman [5] studied the
impact of the different variables of working capital manage-
ment including: average collection period, inventory turnover
in days, and average payment period and cash conversion cycle
on the ﬁrm proﬁtability. He concluded that there is a strong
negative relationship between the above working capital fac-
tors and the proﬁtability of ﬁrms [5]. Moreover, Afza and Na-
zir [6] concluded that there is a negative relationship between
the proﬁtability measures of ﬁrms and the degree of aggressive-
ness of these ﬁrms working capital investment and ﬁnancing
polices [6].
In summary, the aforesaid literature unfolds some inter-
esting debate in the determining factors of net proﬁt. The
determining factors include both internal and external com-
ponents. Researchers have investigated numerous factors in
this regard. A list of the internal microlevel factors include;
leverage, operating cash ﬂows, return on assets, debt ratio,
business indicators, market performance and ratio of ﬁxed
to total assets. The external micro/macrolevel factors in-
clude: cost of ﬁnancing, level of economic activity, ﬁrm
growth, industry effects, seasonal implications on sales vol-
ume and supplies. There are some factors identiﬁed by liter-
ature that can be attributed to both internal and external
categories such as; ﬁrm growth depends on both internal
and external conditions. Likewise are higher market share
of business, product image relevant to competition, and size
of the ﬁrm.
Based on the above comprehensive review of literature, 23
factors were being identiﬁed as the most signiﬁcant factors
affecting the construction companies’ net proﬁt. As can be seen
in Table 1, these factors were classiﬁed into two categories:
internal factors (ﬁrm related factors) and external factors
(market related factors) [7]. The selection of these factors
was also conﬁrmed by Elyamany et al. [8] in their research con-
cerning the performance of the Egyptian construction companies.
3. Data collection
Two hundred ﬁnancial statements were collected from 20 con-
struction companies listed in the Egyptian Stocks Exchange
(ESE) for a period of 2000–2010. They represent all the avail-
able data in the Egyptian Stock Exchange, since (ESE) can
provide ﬁnancial statements for the last 10 years only.
Thirty-six ﬁnancial statements, which include some missing
data, were excluded and not used through the models develop-
ment process. As a consequence, the ﬁnal number of ﬁnancial
statements that have been used through the analysis was 164
ﬁnancial statements. The annual work volume of the selected
construction companies ranges from (28–4985 million) Egyp-
tian pounds. It has to be noted that nine of the surveyed com-
Table 1 Factors affecting construction companies’ net proﬁt.
Category Category description Factor description Symbol
(1) Internal factors (ﬁrm related factors) (1) Business Size BS
(2) Sales Growth G
(3) Operating Cash Flow OCF
(4) Return On Assets ROA
(5) Leverage Lev
(6) Firm Debt Ratio Debt
(7) Firm Market Power FM
(8) Cash Conversion Cycle CCC
(9) Working Capital Policy WCP
(10) Inventory Turnover Rate Inv
(11) Inventory Management Eﬃciency IME
(12) Receivables Management Eﬃciency RME
(13) Liabilities Management Eﬃciency LME
(14) Tangible Assets Ratio Tang
(15) Average Collection Period ACP
(16) Average Payment Period APP
(2) External factors (market related factors) (17) Level of Economic Activity GDP
(18) Market Performance Q
(19) Inﬂation Rate IR
(20) Financial Distress Z-score
(21) Demand on Construction DC
(22) Competition Comp
(23) Cost of External Financing CEF
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companies represent the public construction companies. The
collected ﬁnancial statements of these companies represent
what are already available in the Egyptian Stocks Exchange
(ESE). All of these companies are qualiﬁed and registered in
the Egyptian Federation for Construction and Building Con-
tractors as ﬁrst class companies.
In order to design reliable models for assessing the ex-
pected construction companies’ net proﬁt, companies were
classiﬁed into three groups according to their business size.
Such size is represented by the natural log of total assets
of ﬁrm [5]. After calculating the collected construction com-
panies’ total assets logarithm, companies were classiﬁed into
three groups: Group (1) with business size < 8.00, Group (2)
with business size ranges from 8.00 to 8.50 and Group (3)
with business size > 8.50. For Group (1); 48 ﬁnancial state-
ments were used for model development where, another 3
ﬁnancial statements were being held for the validation pro-
cess. For Group (2); 63 ﬁnancial statements were used for
model development where, another 3 ﬁnancial statements
were being held for the validation process. Finally, for
Group (3); 44 ﬁnancial statements were used for model
development where, another 3 ﬁnancial statements were
being held for the validation process.
Data regarding the previously mentioned 23 variables were
extracted by analyzing the selected ﬁnancial statements. These
data were used as the model inputs. The construction com-
pany’s net proﬁt will be the target model output. Inﬂation rate
data, growth domestic production and demand on construc-
tion data were identiﬁed from the annual reports issued by
the Central Bank of Egypt [9]. A sample of the data extracted
from the construction company’s ﬁnancial statement to be
used as the inputs to the proposed models is presented in
Appendix A.4. Neural network model development
Three different NNM were designed for Groups (1), (2) and
(3), respectively. The 23 factors listed in Table 1 were used
as the model inputs while; the construction companies’ net
proﬁt represent the model output. To determine the number
of hidden layers, Bailey and Thompson [10] suggested, as a
rule of thumb, starting with one hidden layer and add more
as long as the performance of the network is improved [10].
The size of the hidden layer (number of hidden neurons) can
be speciﬁed by using a number of heuristics as indicated in
the following works; (1) Bailey and Thompson suggested the
number of neurons to be around 75% of the size of the input
layer, (2) BrainMaker Professional user’s guide suggested that
the number of neurons in hidden layer to be calculated accord-
ing to the following formula [11]:
Number Of hidden neurons ¼ ½ðInput Variables
þOutput VariablesÞ=2:
Based on the above mentioned formula; the input vari-
ables are 23 and the output variable is 1 then the number
of hidden neurons for the proposed model was taken to be
twelve neurons. All trial models experimented in this study
was trained in a supervised mode by a back propagation
learning algorithm [12]. Data for 48 construction companies’
ﬁnancial statements with business size < 8.00, 63 construc-
tion companies’ ﬁnancial statements with business size ranges
from 8.00 to 8.50, and 44 construction companies’ ﬁnancial
statements with business size > 8.50 were presented to the
model as the training data set. Inputs were fed to the pro-
posed network and the output was predicted. Differences be-
tween the calculated output and the actual output were then
evaluated.
Figure 1 NN architecture for modeling construction companies’
net proﬁt.
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put mapping by minimizing the Root Mean Square Error
(RMS Error) [13]. Fig. 1 shows the neural network architec-
ture that gives the minimum error during the training process
and the best results when applied to the validation set for the
three developed models of Groups (1), (2) and (3). In this re-
search, one hidden layer with 12 hidden neurons was found
to be capable of achieving the best results for assessing con-
struction companies’ net proﬁt.
4.1. Training and testing the proposed neural network model
Training is required to continuously adjust the connection
weights between neurons until they reach values that allow
the Artiﬁcial Neural Network (ANN) to predict outputs that
are very close to the actual outputs while being able to gener-
alize well on new cases. In order to develop the (NNM), Brain-
Maker Professional software package 3.75 [11] has been used
for its ease of use, speed of training, and for its host of neural
network architectures including back propagation with ﬂexible
user selection of training parameters. BrainMaker Professional
3.75 [11] includes a simpliﬁed set of procedures for building
and executing complete and powerful neural network applica-
tions. The user has the ability to specify the learning rate, tol-
erance, activation functions, number of hidden layer and
number of hidden neurons. It also has multiple criteria for
stopping training in addition to different methods for handling
missing data, pattern selection and viewing weight and neuron
values throw the training phase. During training, data were
presented to the neural network many thousands of times
(called cycles or epochs). After each cycle, the error between
the neural network predicted outputs and the actual outputs
are propagated backwards to adjust the weights in a manner
that is mathematically guaranteed to converge [13]. Several
training experiments were conducted to arrive at the best
trained model. In these experiments, parameters of the net-
works structure such as the number of hidden layers, the num-ber of hidden neurons, learning rate, tolerance, and transfer
function such as sigmoid function, threshold function, and
other functions available on the software were changed and
the best results were documented.
After training the network, the user can evaluate the train-
ing and testing processes by using the training and testing sta-
tistical ﬁles. The best model was selected based on reaching
acceptable minimum values of the Root Mean Square Error
(RMS Error) [14]. For each group the collected data were di-
vided into two sections, training data and validation data.
During training, the RMS Error between the actual and pre-
dicted values of the construction company’s net proﬁt was
plotted as shown in Figs. 2–4 for groups: (1), (2) and (3)
respectively.
In these ﬁgures, the horizontal axis represents the number
of runs attempted by the BrainMaker software to achieve the
best architecture which gives the least RMS Error while the
vertical axis shows the RMS Error and the average error
at each run. It is obvious that the average error decreases
as the number of runs increases, and then tends to be stable.
The network that was found to be the best architecture for
the study on hand has a minimum RMS Error of approxi-
mately 6.04%, 5.20%, and 6.91% for groups: (1), (2), and
(3), respectively. The network stabilized at this error rate
and training was stopped at 623, 857, and 635 runs for
groups: (1), (2), and (3), respectively. The architecture,
parameters and training results of the best NNM are tabu-
lated in Table 2.
As it can be seen in Table 2, the best architecture for Group
(1) was found to have the following characteristics; one input
layer with 23 neurons, one hidden layer with 12 neurons,
and an output layer with one neuron. Sigmoid activation func-
tion was used between input/hidden layers and the threshold
activation function was used between hidden/output layers.
For Group (2), the best architecture was found to have the fol-
lowing characteristics; one input layer with 23 neurons, two
hidden layer with seven neurons in the ﬁrst one, ﬁve neurons
in the second one and an output layer with one neuron.
Threshold activation function was used between input/hidden
layers and also was used between hidden/output layers. For
Group (3) the best architecture was found to have the follow-
ing characteristics; one input layer with 23 neurons, two hid-
den layer with seven neurons in the ﬁrst one, ﬁve neurons in
the second one and an output layer with one neuron. Thresh-
old activation function was used between input/hidden layers
and sigmoid activation function was used between hidden/out-
put layers.
4.2. Neural network model validation
Once the network was trained and a satisfactory error level
was achieved, the three ﬁnancial statements related to each
group, that were previously held for the validation process,
are used to check how well the best trained model predicts
the construction companies’ net proﬁt for a new entry data
that the developed model never seen before. Three evaluation
parameters were used as a basis for evaluating the performance
of the trained neural network model: (1) Root Mean Square
Error (RMS Error); (2) Mean Absolute Percentage Error
(MAP Error); (3) Adjusted Square Multiple (R2). Mathemati-
cally, these parameters are deﬁned as follows [15]:
Figure 3 Statistical graph of training results for Group (2).
Figure 2 Statistical graph of training results for Group (1).
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where N is the total number of cases presented to the model; A
the actual value; and P is the predicted value.
For each Group (1), (2) and (3); three observation cases
were being held for the validation process. The validation re-
sults are summarized in Table 3. The results shown reveal thatthe developed NNM has good predictive capabilities as the
Average Mean Absolute Error (MAPE) for the three groups
is about 18.65% [16].
5. Multiple regression model
Many problems in engineering and science involve exploring
the relationships between two or more variables. Regression
analysis is a statistical technique that is very useful for solving
these types of problems. In this research, the Multiple Regres-
sion Model (MRM) will be used to determine the statistical
relationship between a dependent variable (e.g. construction
Figure 4 Statistical graph of training results for Group (3).
380 H.H. Mohamad et al.companies’ net proﬁt) and the independent variables (e.g.,
business size, operating cash ﬂow, etc.). The responses to the
regression model are what the ﬁnancials ultimately want to
estimate. For each of the previously identiﬁed companies
Groups (1), (2) and (3) three multiple regression techniques
namely: stepwise, backward and forward techniques were used
in order to achieve the best technique that gives the best results
in the validation process.
MRM was given by the equation:
Y ¼ b0 þ b1  xi1 þ b2  xi2 þ    þ bp  xip þ €i ð4Þ
where i= 1, 2, 3, . . . and the following were assumed:
 Yi is the response that corresponds to the levels of the
explanatory variables: x1, x2, x3, . . . at the ith observation.
 ß0, ß1, . . ., ßp are the coefﬁcients in the linear relationship.
For a single factor (p = 1), ß0 is the intercept, and ß1 is
the slope of the straight line deﬁned.
 €1, €2, . . ., €i are the errors that create scatter around the lin-
ear relationship at each of the i= 1 to n observations.
In order to make estimates of the coefﬁcients in the regres-
sion model, the method of least squares is used for its mathe-
matical convenience and its ability to provide explicit
expressions for these estimates [2].
5.1. Regression model development
SPSS 18 package was used to develop the proposed regression
model. SPSS enables the user to select one of the three different
techniques stepwise, backward and forward individually. For
each of the three groups of construction companies’ Group
(1), (2) and (3) the data used for the model development pro-
cess were organized and saved in Microsoft Excel spreadsheet.The SPSS 18 package is compatible with Microsoft Excel.
Therefore, the data exported from Excel to SPSS using the ﬁle
import option in SPSS. It has to be noted that 23 independent
variables were used to develop a regression model for each of
the three Groups (1), (2) and (3). Furthermore, the numbers of
observation were 48, 63, and 44 for the three Groups (1), (2)
and (3) respectively [15] then:
FcriticalðGroup 1Þ ¼ Fa; p 1; n p ¼ 1:98 ð5:aÞ
FcriticalðGroup 2Þ ¼ Fa; p 1; n p ¼ 1:79 ð5:bÞ
FcriticalðGroup 3Þ ¼ Fa; p 1; n p ¼ 2:09 ð5:cÞ
where n is the number of observations; p the number of inde-
pendent variables in the complete model plus the constant (to-
tal 24). P – 1 the degree of freedom for the regression, and n –
p is the degree of freedom for the error [15].
Several experiments were conducted; the results of the used
models are shown in Tables 4–6 for Groups (1), (2) and (3),
respectively. Table 4 shows that for Group (1) the best model
was achieved by using the stepwise technique. The model used
eight independent variables in order to predict the dependent
variable (the construction companies’ net proﬁt). The results
obtained from the statistical analysis showed that there were
two independent variable (Return on Assets, Inventory Man-
agement Efﬁciency) have tolerance values <0.1 while, all other
independent variables in the model developed have tolerance
values >0.1, which indicates that multi-collinearity exist
among these two variables (Return on Assets, Inventory Man-
agement Efﬁciency). The tolerance is an indicator of multi-co
linearity, which inﬂates the variance of the least square estima-
tors and possibly predictions made [7].
As it is obvious from Table 5 that, the best model for
Group (2) was achieved throw using the stepwise technique.
Table 2 NNM architecture, parameters and training results.
NNM best architecture Learn rate Transfer
function (1)
Transfer
function (2)
RMS error %
Group Neurons in
input layer
Neurons in hidden layers Neurons in
output layer
Layer 1 Layer 2
1 23 12 – 1 0.1 Sigmoid Threshold 6.04
2 23 7 5 1 0.6 Threshold Threshold 5.20
3 23 7 5 1 1.0 Threshold Sigmoid 6.91
Table 3 NNM validation results.
Group Actual value Model output MAPE RMS R2
(1) 7,256,127 5,353,000 26.23 39648.48 .98
13,436,874 14,200,000 5.68 15898.46 .98
14,074,760 18,400,000 30.73 90109.17 .98
Average absolute values 20.88 48,552 .98
(2) 74,064,892 54,990,000 25.75 302776.06 .98
142,513,212 122,500,000 14.04 317670.03 .98
155,461,733 134,990,000 13.17 324948.14 .98
Average absolute values 17.65 315,131 .98
(3) 162,231,921 196,300,000 21.00 774274.52 .98
71,044,070 60,630,000 14.66 236683.41 .98
59,755,858 49,820,000 16.63 225814.95 .98
Average absolute values 17.43 412,257 .98
Table 4 MRM (Group (1)) – using stepwise technique.
Variables Coeﬃcients t-Ratio Partial F
Adjusted square multiple R2 = 0.892, F ratio = 49.555, P-
value = 0.00
(Constant) 3253420.218 2.086 0.044
ACP 12952.819 9.876 0.000
RME 636430.483 2.158 0.037
WCP 139453.368 6.954 0.000
ROA 586431.019 8.277 0.000
Z-score 5487266.088 2.885 0.006
LME 311932.594 6.164 0.000
IME 914009.077 6.820 0.000
OCF 0.348 5.089 0.000
Table 5 MRM (Group (2)) – using stepwise technique.
Variables Coeﬃcients t-Ratio Partial F
Adjusted square multiple R2 = 1.00, F ratio = 5,370,305, P-
value = 0.00
(Constant) 2.472exp8 1344.480 0.000
Inv 5.107exp6 297.385 0.000
OCF 1.462 857.350 0.000
Tang 8.805exp8 1408.841 0.000
ACP 106.797 26.550 0.000
LEA 0.006 2484.763 0.000
IR 3394718.271 988.477 0.000
CCC 1319.188 1612.774 0.000
Q 74536.253 361.265 0.000
CEF 6.848exp6 1365.596 0.000
Lev 2.544exp6 1543.820 0.000
LME 1924273.475 138.126 0.000
Comp 0.162 1599.732 0.000
ROA 4255938.34 673.455 0.000
Z-score 3.990exp8 1036.664 0.000
APP 5036.715 504.548 0.000
RME 6223683.982 761.033 0.000
FMP 8.990exp7 543.257 0.000
Debt 927565.957 287.839 0.000
IME 752522.839 96.192 0.000
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dict the dependent variable (the construction companies’ net
proﬁt). The results obtained from the statistical analysis indi-
cated that there were three independent variables (Market Per-
formance, Liabilities Management Efﬁciency, and Average
Payment Period) have tolerance values >0.1 while all other
independent variables of the model developed have tolerance
values <0.1, which indicates that multi-collinearity doesn’t ex-
ist among these three independent variables.
Table 6 shows that, for Group (3) the best model was
achieved by using the backward technique. The model used
21 independent variables in order to predict the dependent var-
iable (the construction companies’ net proﬁt). There are four
Independent variables (Leverage, Inventory Management
Efﬁciency, Average Collection Period, and Average PaymentPeriod) have a tolerance value >0.1, which indicates that mul-
ti-collinearity doesn’t exist among these four variables.
Based on statistical tests, it can be concluded that the
regression model developed by using the stepwise technique
is the most accurate in predicting the dependent variable (con-
struction companies’ net proﬁt) for Groups (1) and (2). On
other hand, the backward technique is more accurate in pre-
dicting the dependent variable (construction companies’ net
proﬁt) for Group (3). These techniques provide a better statis-
tical diagnostics with regard to F-ratio, t-ratio, Adjusted
Square Multiple R2. R2 values were found to be 0.892, 1.00
and 1.00 for Groups (1), (2) and (3), respectively. This means
that, the developed model for Group (1) has the capability
to explain 89.2% of the variability of the data presented for
the model development process, while for Groups (2) and (3)
the developed models, have the capability to explain 100%
of the variability of the data presented for model development
process.
5.2. Regression model validation
For each of the three groups: (1), (2), and (3) three cases were
being held for the validation process. Three evaluation param-
eters were used to measure the MRM performance: (1) Root
Table 6 MRM (Group (3)) – using backward technique.
Variables Coeﬃcients t-Ratio Partial F
Adjusted square multiple R2 = 1.00, F ratio = 2.146E14,
P-value = 0.00
(Constant) 9.940exp9 7.067exp6 0.000
BS 9.458exp8 4566471.016 0.000
OCF 3.022 9.382exp6 0.000
ROA 5.818exp7 4.977exp6 0.000
Lev 8024463.936 7307978.638 0.000
Debt 41489.331 10214.351 0.000
FMP 1.846exp8 4997426.420 0.000
CCC 542882.983 9353035.555 0.000
WCP 2.106exp6 569991.504 0.000
IME 1.051exp8 1.036exp7 0.000
RME 9299681.644 700166.271 0.000
LME 4214997.362 809751.547 0.000
Tang 4113095.646 157788.987 0.000
ACP 313661.008 5.977exp6 0.000
APP 1388.697 54130.62 0.000
LEA 0.002 4184568.952 0.000
Q 132927.210 216275.636 0.000
IR 4661727.561 691721.039 0.000
Z-score 4.768exp9 8425968.456 0.000
DC 0.086 3.314exp6 0.000
Comp 0.040 1.132exp6 0.000
CEF 1.101exp7 7195428.819 0.000
382 H.H. Mohamad et al.Mean Square Error (RMS Error); (2) Mean Absolute Percent-
age Error (MAPE); (3) Adjusted Square Multiple (R2). The
results of the validation were tabulated in Table 7. As shown
in Table 7, for Groups (1), (2) and (3); the Mean Absolute Er-
ror was 15.94%, 14.09% and 13.48% respectively. These re-
sults reveal that the developed model has good predictive
capabilities.
6. Comparison between neural network model and multiple
regression model
The results (i.e. predicted values) obtained by using NNM
were compared to those obtained by using MRM. Table 8
illustrates a comparison between the predictive capabilities of
NNM versus the predictive capability of MRM. This compar-
ison was based on four evaluation parameters: Mean AbsoluteTable 7 Multiple regression model validation results.
Group Technique Actual value Mo
(1) Stepwise 7,256,127 5,6
13,436,874 1
14,074,760 1
Average absolute values
(2) Stepwise 74,064,892 60,
142,513,212 129
155,461,733 133
Average absolute values
(3) Backward 162,231,921 1
71,044,070 57,
59,755,858 52,
Average absolute valuesPercentage Error (MAP Error), Root Mean Square Error
(RMS Error), Adjusted Square Multiple (R2), and Number
of variables.
As shown in Table 8, the results indicated that the MRM
performance was better than NNM performance in the four
evaluation parameters. For Group (1), the values of MAPE,
RMS, and R2 for the MRM were found to be 15.94%,
35,829 and 0.98 respectively, while the values of the same
parameters, for NNM were found to be 20.88%, 48,552 and
0.98. On the other hand, the number of variables used by
NNM to predict the construction companies’ net proﬁt was
23 variables, whereas the MRM utilized only eight variables.
For Group (2) the values of MAPE, RMS, and R2 for the
MRMwere found to be 14.09%, 260,776 and 0.98 respectively,
while the values of the same parameters, for NNM were found
to be 17.65%, 315,131 and 0.98. On other hand the number of
variables used by NNM to predict the construction companies’
net proﬁt was 23 variables, whereas the MRM utilized only
nineteen variables. For Group (3) the values of MAPE,
RMS, and R2 for the MRM were found to be 13.84%,
267,594 and 0.98 respectively, while the values of the same
parameters, for NNM were found to be 17.43%, 412,257
and 0.98. On the other hand, the number of variables used
by NNM to predict the construction companies’ net proﬁt
was 23 variables, whereas the MRM utilized only 21 variables.
Another useful comparison is to plot the prediction error
(Actual–Predicted), for each case, for NNM and MRM. This
comparison gives clear indication about the accuracy of each
model. This was made for the three Groups (1), (2) and (3)
as shown in Figs. 5–7. For Group (1): the horizontal axis of
Fig. 5 represents the validated case number while the vertical
axis introduces the corresponding predicted error obtained
from both MRM and NNM. Fig. 5 shows that, the predicted
Error obtained from MRM at case (1) and (3) were smaller
than that for NNM. Conversely, for case (2) the predicted er-
ror obtained from NNM was smaller than that for MRM. For
Group (2): the horizontal axis of Fig. 6 represents the validated
case number while the vertical axis introduces the correspond-
ing predicted error obtained from both MRM & NNM. A clo-
ser inspection to Fig. 6 shows that, the predicted error
obtained by using MRM at case number (1) and (2) were smal-
ler than that for NNM. While for case (3) the predicted error
obtained from NNM and MRM was very close to each other.
For Group (3): the horizontal axis of Fig. 7 represents thedel output MAPE RMS R2
67,963 21.89 33086.74 .98
1,785,350 12.29 34406.75 .98
5,994,472 13.64 39994.00 .98
15.94 35,829 .98
171,604 18.76 220528.37 .98
,431,547 9.18 207645.46 .98
,149,988 14.35 354154.68 .98
14.09 260,776 .98
76,579,546 8.84 326082.39 .98
809,082 18.63 300795.18 .98
015,998 12.95 175905.91 .98
13.84 267,594 .98
Table 8 Performance comparison between NNM and MRM.
Group Case number Actual value Multiple regression model Neural network model
Predicted value MAPE RMS R2 No. of variables Predicted value MAPE RMS R2 No. of variables
(1) Case 1 7,256,127 5,667,963 21.89 33,086 .98 8 5,353,000 26.23 39,648 .98 23
Case 2 13,436,874 11,785,350 12.29 34,406 .98 8 14,200,000 5.68 15,898 .98 23
Case 3 14,074,760 15,994,472 13.64 39,994 .98 8 18,400,000 30.73 90,109 .98 23
Average absolute values 15.94 35,829 .98 20.88 48,552 .98
(2) Case 1 74,064,892 60,171,604 18.76 220,528 .98 19 54,990,000 25.75 302,776 .98 23
Case 2 142,513,212 129,431,547 9.18 207,645 .98 19 122,500,000 14.04 317,670 .98 23
Case 3 155,461,733 133,149,988 14.35 354,154 .98 19 134,990,000 13.17 324,948 .98 23
Average absolute values 14.09 260,776 .98 17.65 315,131 .98
(3) Case 1 162,231,921 176,579,546 8.84 326,082 .98 21 196,300,000 21.00 774,274 .98 23
Case 2 71,044,070 57,809,082 18.63 300,795 .98 21 60,630,000 14.66 236,683 .98 23
Case 3 59,755,858 52,015,998 12.95 175,905 .98 21 49,820,000 16.63 225,814 .98 23
Average absolute values 13.84 267,594 .98 17.43 412,257 .98
Figure 5 Prediction error of NNM and MRM (Group 1).
Figure 6 Prediction error of NNM and MRM (Group 2).
Figure 7 Prediction error of NNM and MRM (Group 3).
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corresponding predicted error obtained from both MRM &
NNM. A careful investigation to Fig. 7 shows that, the pre-
dicted error obtained from MRM at case (2) was greater than
that for NNM. Conversely, for case (1) and (3) the predicted
error obtained from NNM was greater than that for MRM.
In general, the prediction error plot indicates that MRM was
found to be more accurate and reliable tool for construction
companies’ net proﬁt assessment than NNM. This may be
attributed to the ability of the MR technique to exclude the in-
put variables that seem to have negligible effects on the ex-
pected value of the output variable.
7. Conclusion
Through this paper an attempt was made to develop NNM and
MRM models which can be effectively used to predict the con-
struction companies’ net proﬁt. A comprehensive literature re-
view was made to identify the most important factors affecting
construction companies’ net proﬁt. Twenty-three factors were
identiﬁed as the most signiﬁcant factors affecting the construc-
tion companies’ net proﬁt. Financial statements for 164 Egyp-
tian construction companies were analyzed and data regarding
the 23 signiﬁcant factors were extracting. The companies were
classiﬁed into three Groups (1), (2) and (3) according to their
business size. Each group has a number of cases for model
development and other cases for model validation. It can be
concluded from the results of this study that:
1. The use of the NNM and MRM can help managers and
stockholders to assess the construction company’s net
proﬁt which increases the level of conﬁdence between stock-
holders and companies’ managers.
2. The results indicated that both NNM and MRM can be
effectively used to assess the construction company’s net
proﬁt, however,MRM performance showed more accuracy
than NNM.
3. The accuracy of the developed MRM model was about
86% which, might be a result of that the developed models
were based on the available ﬁnancial statements on the
Egyptian Stocks Exchange (EXE). It is expected that with
the availability of more data, in the future, the accuracy
Table A.1 Cairo company for building and trading.
Category description Factor description Value
Internal factors (ﬁrm related factors) (1) Business Size (BS) 8.41
(2) Sales Growth (G) 4,733,368
(3) Operating Cash Flow (OCF) 9,678,035
(4) Return On Assets (ROA) 2.44%
(5) Leverage (Lev) 13.95%
(6) Firm Debt Ratio (Debt) 56.97%
(7) Firm Market Power (FM) 0.05%
(8) Cash Conversion Cycle (CCC) 155
(9) Working Capital Policy (WCP) 61.79%
(10) Inventory Turnover Rate (Inv) 0.03
(11) Inventory Management Eﬃciency (IME) 1.19
(12) Receivables Management Eﬃciency (RME) 2.89
(13) Liabilities Management Eﬃciency (LME) 1.61
(14) Tangible Assets Ratio (Tang) 0.03
(15) Average Collection Period (ACP) 225
(16) Average Payment Period (APP) 80
External factors (market related factors) (17) Level of Economic Activity (GDP) 7.312E11
(18) Market Performance (Q) 62.82%
(19) Inﬂation Rate (IR) 9.5%
(20) Financial Distress (Z-score) 0.07
(21) Demand on Construction (DC) 239,593,842
(22) Competition (Comp) 178,754,779
(23) Cost of External Financing (CEF) 8.19%
384 H.H. Mohamad et al.of the developed model can be greatly enhanced. So, it is
recommended that the developed models should be contin-
uously revised to arrive at a better level of accuracy and a
more reliable tool for construction companies’ net proﬁt
assessment.Appendix A
See Table A.1.
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