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Abstract—In this paper we focus on a single carrier pilot-
assisted transmission scheme where one pilot symbol is perio-
dically inserted in the transmitted sequence on a time-division
multiplexing basis. A new equalization scheme, where the knowl-
edge of pilot symbols is exploited by the equalizer to generate
an estimate of the noise affecting the symbol to be detected,
is introduced and analyzed. The criterion used to compute the
equalizer coefficients is the minimization of the mean-square
error (MSE). The main new result of our analysis is that the
optimal pilot aided equalizer (PAE) can be decomposed as the
cascade of an unconstrained minimum MSE (MMSE) linear
equalizer (LE) and a data-aided noise estimation filter. This
result completes and extends the noise-predictive view of decision
feedback equalization to general data-aided equalization. The
PAE is compared here to the MMSE-LE and to the MSE decision
feedback equalizer on two frequency selective wireless channels.
I. INTRODUCTION
The use of pilot aided transmission (PAT) is common to
many wireless communication systems, see [1] and references
therein. In this work we introduce a new time-domain equal-
ization scheme for single-carrier (SC) PAT schemes where
one known pilot symbol is time-division multiplexed with
the random information symbols. Like pilot tones in OFDM,
pilot symbols in SC are usually exploited by training-based
estimators to improve the quality of channel estimation, syn-
chronization and receiver adaptation. However, systems that
make use of known pilot symbols to improve equalizer’s
performance are less studied.
To exploit the knowledge of pilot symbols, the equalizer
can remove the interference they induce on the decision
variable that is present at the detector’s input. When such an
intersymbol interference (ISI) cancellation approach is adopted
for channel equalization, the receiver consists of a pre-filter
and of a data-aided ISI cancellation filter, as shown by Mueller
and Salz in [2]. The task of the ISI cancellation filter is to
generate an estimate of the ISI and to subtract it from the
signal at the output of the pre-filter. If the ISI were perfectly
estimated, the optimum pre-filter would be the matched filter
(MF) and the best possible performance would be achieved.
Based on the general theory developed by Mueller and Salz,
Gersho and Lim proposed in [3] to use causal and non-causal
decisions to improve the performance over the ISI channel.
In this paper we propose an equalization scheme where such
perfect estimates rely on the known pilot symbols. We propose
and analyze a pilot aided equalizer (PAE) based on a noise-
estimation approach as an alternative to the ISI cancellation
approach. Estimation is based on the knowledge of noise and
residual ISI at the pilot instants. The number of pilot symbols
used by the noise-estimation filter can be constrained or
unconstrained. The case of the unconstrained noise-estimation
filter has been considered in [4]. In this paper we present
the analysis for the constrained estimator. Our main result
compared to [2] is that the optimization of the noise-estimation
filter can be carried out independently of the optimization of
the pre-filter, provided that the pre-filter is unconstrained. In
a sense, this result extends the result of Belfiore and Park
about the optimality of the noise-predictive decision feedback
equalizer (DFE) [5]. For the given time-division multiplexing
(TDM) frame of the pilot-symbols we show that the MSE turns
out to be cyclostationary with period equal to M , where M is
the time spacing between two successive pilot symbols. The
transfer function of the pre-filter is time-invariant and is the
cascade of the MF and of the linear minimum MSE (LMMSE)
equalizer. The optimal responses of the M noise-estimation
filters, one for each phase of the period, is obtained by using
Wiener’s method.
The paper is organized as follows. The system model of the
TDM-PAT system we focus on is defined in section II. The
derivation of the pre-filter and noise-estimation filter based
on the MSE criterion is given in section III. Experimental
results are shown in section IV, while conclusions are drawn
in section V.
II. SYSTEM MODEL
The time-discrete additive white Gaussian noise (AWGN)




d[l]g[k − l] + w[k] (1)
where g[k] is the known impulse response of the channel,
w[k] is the random sequence of complex white Gaussian noise
with power spectral density N0, and d[k] is the sequence that
includes payload symbols and pilot symbols. In the following
we assume that d[k] is a sequence of i.i.d. random variables
with zero mean and unit variance for k 6= iM , and that the i-th
pilot symbol occurs at time k = iM . The bandwidth efficiency
Fig. 1. Block diagram of the transmission system and of the PAE. The serial-to-parallel (S/P) block converts the serial data stream into a block of M − 1
parallel symbols that are combined with the pilot symbol and subsequently parallel-to-serial converted to be transmitted at the symbol frequency 1/T . The
block ZP (↑M) appends M − 1 zeros after one valid sample (up-sampling with zero-padding). The block ↓M performs decimation by a factor M to extract
samples in the pilot symbol instants.
resulting from the TDM structure of the pilot symbols is 1−
1/M .
The block diagram of the transmission system is shown in
Figure 1. The received sequence (1) is filtered by the pre-filter
to produce the sequence
x[k] = d[k] + n[k], (2)
where n[k] is the sum of Gaussian noise and ISI. The pilot
symbols are used to compute the sequence
n[iM ] = x[iM ]− d[iM ].
In order to derive the optimum pre-filter and the optimum
noise-estimation filter we adopt the noise-estimation approach.
According to such an approach, the role of the noise-
estimation filter is that of filtering the zero-padded sequence
n[iM ] to produce an estimate of the disturbance n[k] that
affects x[k]. Then the estimate is subtracted from x[k] to
improve the performance. Since the sequence n[iM ] is cy-
clostationary with period M , then the output of the noise-
estimation filter will be cyclostationary with period M as well.
In what follows the noise-estimate is denoted as
nˆ[iM +m],
and the range
m = 1, 2, · · · ,M, (3)
is considered. Also, in what follows, index m is used uniquely
to indicate the M phases of the period, and, everywhere m
occurs, it is understood that only the values of m of (3) are
to be considered.
Assuming that the same number of pilots is used to construct
the estimate in all the phases of the cycle, the estimate of the
noise plus ISI sequence produced by the noise estimation filter




n[iM ]b[kM +m− iM ], (4)
where b[k] is the impulse response of the noise-estimation
filter, and δn+δc+1 pilots are used to construct the estimate.
The impulse response {b[i]} of the estimation filter is zero
for i ≤ −δnM and for i > (δc + 1)M . The parameter
δn indicates the number of non-causal pilots used in the
estimation, while δc+1 is the number of strictly causal pilots.
When δn = 0 the estimate is 1-causal for all the M phases.
For concreteness, one can bring in mind that the input samples
(n[−δcM ], · · · , n[0], · · · , n[δnM ]) are used to determine the
estimate nˆ[m], m = 1, 2, · · · ,M .
III. OPTIMIZATION OF THE PRE-FILTER AND OF THE
NOISE-ESTIMATION FILTER
The criterion that we adopt to optimize the pre-filter and
the noise-estimation filter is the minimization of the MSE.
The cyclostationary MSE at the m-th cycle of the period is
MSEm = E
{|n[m+ iM ]− nˆ[m+ iM ]|2} , (5)
where E{·} denotes the expected value.
A. Optimal pre-filter





b[m+ iM ]e−j2pi(m+iM)fT .





where T is the symbol repetition interval and Ψ(f) is the
power spectral density of n[k]. Since Ψ(f) ≥ 0, we see
from (6) that, for any fixed Bm(f), the optimal pre-filter is
the one that minimizes Ψ(f) frequency-by-frequency. Hence
the optimal pre-filter is the minimum MSE linear equalizer
(MMSE-LE), whose frequency response is
G∗(f)
|G(f)|2 +N0 ,
where G(f) is the Fourier transform of g[k]. The power




|G(f)|2 +N0 . (7)
B. Noise-estimation filter
Let the k-th sample of the autocorrelation of the noise be
ψ[k] = E{n∗[i]n[i+ k]},
and organize the samples of the autocorrelation of the noise
in the M column vectors
ψm = (ψ[−δnM +m], · · · , ψ[m], · · · , ψ[δcM +m])T ,
where the superscript T denotes transposition. Let
Ψ =

ψ[0] ψ[−M ] · · · ψ[−δM ]





ψ[δM ] ψ[(δ − 1)M ] · · · ψ[0]

be the autocorrelation matrix of the noise sampled at pilot
rate, with δ = δc + δn. Invoking the orthogonality principle,
one finds that the m-th optimal noise-estimation filter is the
solution to the linear system
Ψbm = ψm, (8)
where the impulse response of the m-th noise-estimation filter
is the column vector
bm = (b[−δnM +m], · · · , b[m], · · · , b[δcM +m])T .
Provided that Ψ is invertible, the impulse response of the m-th
optimal noise-estimation filter is
bm = Ψ−1ψm. (9)
For the MSE one gets
MSEm = E{|n(m)|2} −ψHmΨ−1ψm, (10)
where the superscript H denotes the Hermitian transposed.
Two special cases of the optimal noise-estimation filter are
hereafter pointed out. When δn ≥ 1, it happens that ψM
is equal to the column in position δn of the autocorrelation
matrix, hence, from equation (8), one realizes that bM should
select that column. To do this, the entry in position δn of
vector bM is 1, while all the other entries of bM are zero.
Substituting the bM just described in place of the product
Ψ−1ψM appearing in (10) one recognizes that MSEM = 0, as
it should be since the noise is known at the time instants [iM ]
where pilot symbols are placed. Also note that, for δn = 0 and
M = 1 the cycle has only one phase, and the 1-causal noise-
estimation filter given by (9) is the noise-predictive decision
feedback equalizer of Belfiore and Park [5].





















Fig. 2. Cyclostationary MSE for the Hiperlan type E channel at SNR=30 dB
for a PAE with a noise-estimation filter with δn = 1 and δc = 0. The
performance of the MMSE-LE and of the MSE-DFE with a feedback filter
with 2 taps is also reported.
IV. EXPERIMENTAL RESULTS
The performance of the proposed PAE with constrained
noise-estimation filter is compared to the performance of the
MSE decision feedback equalizer (MSE-DFE) with feedback
filter having the same number of taps as the PAE and to the
performance of the MMSE-LE. It is worth noting that, in what
follows, we limit our analysis to the case where no decision
errors affect the DFE, the effect of decision errors that may
affect the DFE being left to future study. Simulation results
are reported for two examples of transmission over dispersive
multipath wireless channels. In the following we assume that
the channel is always perfectly known to the receiver and
that the transmit filter is a square root Nyquist filter with
rolloff factor 0.25. The shaped signal is passed through the
multipath fading channel, filtered by a receive filter matched
to the transmit filter and sampled at the symbol-rate frequency.
The symbol rate of 20MHz is considered. The signal-to-noise
ratio (SNR) is defined as the ratio between the average power
of the useful signal to the variance of the noise at the sampling
instant.
As a first example we consider the fading channel model
E defined by ETSI BRAN for HiperLAN/2 [8]. A noise-
estimation filter with δn = 1, δc = 0, that is with two
taps, is considered. Simulations are used to generate 104
realizations of the fading channel. For each channel realiza-
tion the instantaneous MSEm, m = 1, . . . ,M , is computed
according to (10). For the MMSE-LE the MSE has been
computed considering (7) as the sole integrand in (6), while
for the MSE-DFE equation (65) of [5] has been used. The
average MSEm values for the considered channel are shown in
Figure 2 for different Ms and SNR=30 dB. For the considered
values of M we observe that the PAE allows to achieve
a performance that is almost always better than that of the
MSE-DFE. The improvement over the MSE-DFE is achieved


























Fig. 3. MSE versus time span of the noise-estimation filter for the Hiperlan
type E channel at SNR=30 dB. The performance of the MMSE-LE and of the
unconstrained MMSE-DFE is also reported.






















Fig. 4. MSE versus time span of the noise-estimation filter for the sparse
channel of [7] at SNR=30 dB. The performance of the MMSE-LE and of the
unconstrained MMSE-DFE is also reported.
at the cost of a moderate reduction in bandwidth efficiency.
However, we recall that the MSE of the MSE-DFE has
been obtained under the ideal condition of absence of error
propagation. We observe that when there is a constraint on
the number of coefficients of the noise-estimation filter, as
in the example shown in Figure 2, the PAE can potentially
provide an advantage in terms of performance over the MSE-
DFE with only a small penalty in terms of spectral efficiency.
The performance of the MMSE-LE is also reported in the
Figure. Figure 3 reports the MSE1 performance, versus the
time span δM for M = 2, 4, 8 at SNR=30 dB. From the Figure
we observe that for M = 2 and δM > 80 the performance
is similar to that of the ideal MMSE-DFE with unconstrained
noise-estimation filter.
As a second channel we consider the highly dispersive

























Fig. 5. Cyclostationary MSE for the sparse channel of [7] at SNR=10 dB
for a PAE with a noise-estimation filter with δn = 32 and δc = 31 The
performance of the MMSE-LE and of the MSE-DFE with a feedback filter
with 64 taps is also reported.
























Fig. 6. Cyclostationary MSE for the sparse channel of [7] at SNR=30 dB for
a PAE with a noise-estimation filter with δn = δc = 32. The performance
of the MMSE-LE and of the MSE-DFE with a feedback filter with 64 taps
is also reported.
channel of [7]. This is a sparse multipath channel that can be
used as a channel model for digital communication systems
such as terrestrial broadcasting and cellular land mobile. The
impulse response of the channel is characterized by a main
echo, two anti-causal and three causal components, two of
which are closely spaced. The duration of the channel is
in the order of hundreds of symbol intervals, although the
majority of taps in the sampled channel are near zero-valued.
In Figure 4 the MSE1 performance of the PAE versus the
time span δM is shown for M = 2, 4, 8 at SNR=30 dB. In
this case we observe that the difference between the MMSE-
LE and the unconstrained MMSE-DFE is moderate. Moreover,
one realizes that the PAE allows to reach the performance
over the unconstrained MMSE-DFE only for δM > 128 and
M = 2. However, the cost in terms of spectral efficiency is
huge. The cyclostationary MSEms achieved by the PAE for
different values of M with δn = 32, δc = 31, that is a PAE
with 64 taps independently of M , for SNR=10 and 30 dB are
shown in Figures 5 and 6, respectively. In these Figures the
performance of the MMSE-LE and the performance of the
MSE-DFE with 64 taps is also reported. These results confirm
that the proposed system outperforms the DFE only with small
M .
Note that to compute the bit error probability one should
derive the probability density function of ISI plus noise, for
example by the method proposed in [9]. A fairly accurate
estimate is obtained by assuming that ISI and noise are
independent Gaussian random variables. Specifically, by con-
sidering only the contribution of the errors between two closest
points in the constellation, the bit error probability of an L2-
























We have verified that equation (11) closely fits simulation
results for the channel models at hand at low-to-intermediate
values of bit error probability.
V. CONCLUSION
In this paper a pilot-aided equalization scheme based on
a noise-cancellation approach for single-carrier TDM pilot
assisted transmission has been introduced and analyzed. The
basic idea behind the proposed approach is that of cancelling
the noise that affects the symbol to be detected by using an
estimate of noise and residual ISI obtained by exploiting the
knowledge of the pilot symbols. For the considered TDM
structure of the pilot symbols we have shown that, when
the MMSE is chosen as design criterion, the proposed pilot
aided equalizer consists of an unconstrained MMSE-LE and
a pilot-aided noise-estimation filter. The estimate of the noise
produced at the output of the pilot-aided noise-estimation filter
is subtracted from the signal at the output of the MMSE-LE to
produce the decision variable for the detector. As shown by our
numerical results, the MSE performance of the proposed pilot
aided equalizer for the case of constrained noise-estimation
filter can outperform, on certain channels, that of the MSE-
DFE with a feedback filter of the same length. It is worth
noting that, in the proposed scheme, perfect estimate of the
noise can be obtained from the knowledge of the pilot symbols
at the cost of a reduction of information rate that is tolerable
in many realistic cases. Therefore, compared to equalization
methods based on tentative decisions, we can say that the PAE
is a scheme that trades spectral efficiency with absence of error
propagation.
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