We study the existence versus absence of nontrivial weak solutions for a class of indefinite quasilinear elliptic problems on unbounded domains with noncompact boundary, in the presence of competing lower order nonlinearities with potentials decaying to zero at infinity.
Introduction
Let Ω be a connected open set in R N , N 2, and consider the quasilinear elliptic equation
where p ∈ (1, ∞), while ρ : Ω−→ R + and f : Ω × R −→ R are given measurable functions.
Equations of this form not only exhibit very rich mathematical structure but also are ubiquitous in many and diverse scientific areas like differential geometry (e.g. in the theory of conformal deformations of Riemannian metrics) [33] , geometric function theory [30] , continuum mechanics [18, 22] , quantum mechanics and field theory [9, 65] , astrophysics [15, 38] , glaciology [51] , population genetics [5] and elsewhere. As a consequence, their analytical treatment has triggered an explosive development of the subject over the past several years which, in return, has rendered a quite voluminous literature.
An important topic in the qualitative theory surrounding Eq. (1), on which we would like to focus our attention here, concerns the so-called Liouville problem or, equivalently, the finding of structural conditions which guarantee nonexistence of nontrivial (i.e. nonconstant) weak solutions when Ω is an unbounded domain in R N (under, possibly, various prescribed boundary conditions on ∂Ω when Ω = R N ). Such questions, whose origins are traced back to 1844 when the primal formulation of what is now known as the Liouville theorem for bounded harmonic functions was published by Augustin Cauchy (for an authoritative historical account concerning the priority issue see [63] , as well as the magisterial biographical study [46] ), have acquired an ever-increasing research interest recently. As a matter of fact, a host of results has appeared in the bibliography within the last three decades which extend and/or generalize the above classical theorem in many aspects (at times with striking sharpness!) covering, in particular, various classes of nonlinear equations (or inequalities) that can be written in the generic form
where L stands here for some second-order elliptic operator, specified in the study, while Ω is either the entire R N , or a cone, or an exterior domain; we refer to the works [7, 8, 10, 16, 17, 20, 24, 25, 27, 29, 31, 35, 39, 41, 42, 58, 60, 61, 64, 68] in which L coincides with the standard Laplacian, to [11, 12, 14, 19, 21, 44, 47, 63] where L is its nonlinear counterpart, the p-Laplacian, and to [13, [34] [35] [36] 43, 45, 48, 50, 54, 55] where more general linear or nonlinear elliptic operators are considered. Nevertheless, the above list is by no means exhaustive and the reader who wishes to get a panoramic view of this fascinating field should also consult the extensive treatise [49] , as well as the very recent surveys [28] and [37] .
The techniques that have been devised so far in proving nonlinear Liouville-type theorems concern primarily the class of nonnegative solutions and, roughly speaking, rely on: (i) a priori local integral estimates for solutions based on "optimal" choices of test functions (cf. e.g. [8, 13, 29, [47] [48] [49] 63] ), (ii) monotonicity or comparison arguments (cf. e.g. [10, 16, 17, 20, 23, 24, 26, 31, 39, 58] ), as well as on the derivation of pointwise estimates like Phragmén-Lindelöf-type bounds or Harnacktype estimates (cf. [34] [35] [36] [43] [44] [45] ), or (iii) pointwise estimates via nonlinear potential theory (cf. [54, 55] ).
It is worth remarking, however, that very little is known for possibly sign-changing solutions. In this regard, we mention the results appearing in [59, Chapter 8 .1] and [62] (which are valid under the crucial assumption that ∂f/∂u 0), as well as those obtained recently through the works [6, 19, 27] and which concern stable or finite Morse index solutions of the Lane-EmdenFowler equation
For some direct consequences of integral (Pohozaev-type) identities see also [7, 25, 26, 64] .
At the same time, it seems that, outside the regime of nonnegative solutions, virtually nothing is known when the problem studied is indefinite; that is, when f (., u) changes sign in Ω for any fixed u ∈ R. Actually, to the best of the author's knowledge, all papers in the literature which allow f (., u) to be sign-indefinite restrict their study within the class of nonnegative solutions (cf. [24, 41, 42, 61, 68] ); moreover, they involve only semilinear equations.
It becomes therefore very interesting to investigate the issue of existence versus absence of nontrivial weak solutions of the quasilinear problem
where Ω is an arbitrary unbounded domain in R N with noncompact C 1 -smooth boundary ∂Ω having outward unit normal ν (see also Remark 3 below) and the following structure conditions are satisfied:
(Σ 1 ) There exist positive constants Λ 1 and α such that 
(Σ 3 ) There exists a constant C 1 such that
Apart from its indefinite character (most pronounced in the competitive dominance of the nonlinearities appearing on the right-hand side of (2)), a prominent feature in the above problem is that the potentials a(x) and b(x) decay to zero as |x| → +∞. For a discussion illustrating some of the reasons which make such a limiting behavior very interesting analytically we refer to the recent works [2] [3] [4] , where (2) with ρ(x) ≡ 1, p = s = 2 (nonlinear Schrödinger equation) and Ω = R N is considered. As a matter of fact, from the standpoint of our current objective, it is this specific property, as well as its implications, which occupy our principal interest and play a central role in the analysis.
Confining ourselves to an outline of the obtained results, we would like to mention here that the dividing boundary between existence and absence of nontrivial weak solutions is strongly affected by the following factors: (i) the relative ordering of the exponents p, q, s; (ii) the size of the supports of the potentials a + (.) and b(.); (iii) their decay rates at infinity; and (iv) the "magnitude" of the auxiliary potential Q(x) := Unfortunately, the techniques mentioned earlier are not suitable in treating the present situation. Instead, our analysis here employs Pohozaev's fibering method [56] in conjunction with appropriate embedding theorems, as well as related Hardy-Sobolev-type inequalities containing boundary terms. As it turns out, this approach enables us, in particular, to separate in a rather transparent way the algebraic from the functional-analytic factors affecting the nontrivial solvability of the problem. Note also that the obtained results are new even in the semilinear case p = 2.
Finally, we remark that a problem related to (2)-(3) was studied in [32] . However, the present work differs essentially from [32] since the equation considered here does not involve any supercritical terms and our primary interest lies on demonstrating Liouville-type theorems.
Functional framework
Let w θ (x) := 
The proposition below collects all the embedding-properties which are relevant to our purposes: [53] .) 
Proof. The first and second parts of the theorem are just a restatement of Theorem 1 in [53] , while part (iii) follows from the inequality
Furthermore, the following fact holds:
Lemma 2. (See [53, Lemma 2].) If ρ(.) and h(.) comply with (Σ 0 ) and (Σ 3 ), respectively, then
(where dω denotes the surface measure on ∂Ω) defines a norm in E(Ω) which is equivalent to |||.||| E .
Remark 3.
The precise assumptions on the geometric structure of the domain Ω under which Theorem 1(i)-(ii) and Lemma 2 are valid, are stated in [52] . In any case, however, these are fairly general to cover a sufficiently wide class of domains. Typical examples are, for instance, a half-space R N + = {x ∈ R N : x 1 > 0}, where x 1 denotes the first coordinate of a point x ∈ R N , or any cylindrical domain Ω = Π × R where Π ⊆ R N −1 is bounded and its boundary ∂Π is a C 1 -smooth manifold of dimension N − 2. Throughout the paper we also assume that Ω satisfies the required properties indicated in [52] .
Then, on account of Theorem 1(i), and Lemma 2, there exists a constant C > 0 such that the following Hardy-Sobolev-type inequality with boundary terms holds
We denote by S w θ ,σ := S w θ ,σ (Ω; ρ; h) the best constant C satisfying (5); that is
In the borderline case where σ = p and θ = p we set H := S w p ,p and (5) takes the form of the Hardy-type inequality
while if σ = p * and θ = 0 we set S := S w 0 ,p * and (5) yields the Sobolev-type inequality
By contrast to the classical Hardy and Sobolev inequalities in R N , the exact values of the constants H and S in (7) and (8), respectively, are not known and their determination seems to be a challenging problem even when ρ(x) ≡ 1, h(x) = (1 + |x|) −p+1 and the domain Ω has special geometry as is, for example, a half-space R N + . For some related results concerning the case p = 2 and a bounded domain Ω we refer to [1, 40, 67] .
Suppose now the exponents α, β in conditions (Σ 1 ), (Σ 2 ), respectively, are such that the embeddings E(Ω) → L q (Ω; w α ) and E(Ω) → L s (Ω; w β ) hold (cf. Theorem 1) and consider the Euler-Lagrange functional Φ : E → R associated with problem (2)-(3) which is defined as follows:
Then Φ(.) is well defined in E. Moreover, it is straightforward to verify that Φ ∈ C 1 (E) and for
As usual, by a weak solution of problem (2)- (3) we mean a critical point of Φ(.).
As already mentioned in the introduction, the principal tool in our investigation will be Pohozaev's fibering method (see [56] ). For a systematic exposition of this strategy we refer the reader to the recent article [57] . To this end, we introduce the extended functional F : R×E → R by setting for any r ∈ R and v ∈ E
where
If u = rv is a critical point of Φ(.), then necessarily
which is referred to as the bifurcation equation of the fibering scheme. In particular, if r = 0, then (12) is equivalent to
Let r = r(v) = 0 solve (13) for all v in some open subset G ⊆ E\{0} and r ∈ C 1 (G). Then the reduced functional
is well defined and continuously Fréchet-differentiable in G. To compensate the introduction of the free parameter r ∈ R, we additionally require that the virtual constraint
where H : E → R is some appropriately chosen functional, is satisfied. The effectiveness of the fibering method relies on the following key fact: [57] .) Let H : E → R be a functional of class C 1 (E\{0}) satisfying the nondegeneracy condition
If v is a conditional critical point ofΦ(.), under the constraint H (v) = 1, then u := r(v)v is a critical point of Φ(.).
Throughout the paper, as fibering functional we take
which realizes the so-called spherical fibering. In particular, it is easily seen that H (v), v = 1 for every v ∈ S 1 , where
Note that since Θ(r, v) is even with respect to r, it suffices to look only for positive solutions r(v) of (13). Thus, |r| will be tacitly replaced henceforth by r. Moreover, observe that if v ∈ E is a critical point ofΦ(.), then |v| is as well and thereby, it is not restrictive to assume that the resulting weak solution u = r(v)v is nonnegative in Ω. Even so, much more can be said about the properties of u. Indeed, according to the next proposition, whose proof may be found in [32] , if a(.) decays sufficiently fast to zero at infinity, then u is essentially bounded on compact subsets of Ω and, by virtue of Harnack's inequality, it is strictly positive in Ω.
Lemma 5. Suppose that conditions (Σ 0 )-(Σ 3 ) hold and let u ∈ E be a nontrivial nonnegative weak solution of (2)-(3). If
Furthermore, by combining the previous lemma with the regularity results obtained in [66] we deduce immediately the following 
Theorems and proofs
For later convenience we set
Then, by virtue of (Σ 1 ), G 1 = ∅. Note, in particular, that the nonemptiness of G 1 is a necessary condition for existence of a nontrivial solution u because, otherwise, by setting φ = u in (10) and using (Σ 2 ) we would trivially get u ≡ 0. As a consequence, the requirement that L N (Ω + a ) > 0, appearing in (Σ 1 ), is compulsory.
Our analysis is partitioned into three cases depending on the relative ordering of the exponents p, q, s. 
Proof. We prove the theorem only for the case q > max{p, s}; similar analysis applies to the other case as well. By rewriting the bifurcation equation (13) 
we immediately see that for every v ∈ G 1 it admits a unique solution r(v) > 0. In particular, r ∈ C 1 (G 1 ) by the implicit function theorem. Moreover, it can be easily checked that for every μ > 0 and every v ∈ G 1 the following scaling property holds
At the same time, by virtue of (13) and (15), an equivalent formula for the reduced functional iŝ
implyingΦ(v) > 0 for all v ∈ G 1 . Consider now the variational problem
Clearly, M ∈ [0, ∞). If {v n } n∈N is a minimizing sequence in G 1 ∩ S 1 , then, by invoking Theorem 1(i), (iii) and our current hypotheses, there should beṽ ∈ E such that, at least for a subsequence (not relabeled),
We claimṽ ∈ G 1 . Indeed, let us suppose not, i.e. A(ṽ) = 0. Since v n ∈ S 1 , from (19) we obtain
and so r(v n ) → +∞. However, this is impossible because, on account of (21), we havê
Hence, A(ṽ) > 0; in particular,ṽ = 0. Furthermore, by rewriting (13) for v = v n as follows
we deduce that the sequence {r(v n )} n∈N is bounded. Therefore, up to a new subsequence, r(v n ) →r > 0 wherer satisfies the equalitỹ
We proceed to show thatṽ ∈ S 1 . Indeed, if not, then, in view of (22), there exists μ > 1 such that μṽ ∈ S 1 . Moreover, r(μṽ) satisfies the equation
which, by virtue of (20) , acquires the form
Thus, on comparing (23) with (24), we infer that r(ṽ) <r. But then, by using (20) and (21) and noticing that the function
is strictly increasing, we obtain
which is absurd. Consequently,r = r(ṽ),ṽ ∈ S 1 ,Φ(ṽ) = M and, by Lemma 4, u = r(ṽ)ṽ is a nontrivial nonnegative solution of (2)-(3). The proof is completed on applying Lemma 5 and Corollary 6. 2
Case 2. s < q < p.
Regarding existence, the following statement holds true in this case:
Then problem (2)-(3) admits a nontrivial nonnegative solution
We omit the proof since it is a direct consequence of Theorem 8 in [32] (i.e. by setting c(x) ≡ 0 there).
Remark 9.
It is worthwhile mentioning that the above theorem remains valid even if condition (25) is not satisfied. As a matter of fact, in such an instance one has only to replace (25) by the following assumption:
where ζ = 
is the unique critical point of the function Θ(., v) (cf. (14)) (which corresponds to a global maximum), whileΦ(v) < 0. Moreover, the set of all v ∈ G 1 for which (13) is solvable contains D and so, by virtue of (26), it is nonempty. The proof then proceeds mutatis-mutandis as in the case where (25) holds. One may interpret condition (26) as saying that a(.) is sufficiently "large" with respect to b(.). In contrast, Liouville-type phenomena arise when (25) fails and b(.) is "large" with respect to a(.) in the sense that 
where S is the best constant in the Sobolev-type inequality (8) , then the only weak solution of problem (2)-(3) in the weighted Sobolev space E is u ≡ 0.
Proof. Let v ∈ G 1 . Then, by virtue of (Σ 1 ), (Σ 2 ) and since
, we infer that B(v) > 0. Moreover, the function Θ(., v) has a unique positive critical point
Clearly, the bifurcation equation (12) does not have a nontrivial solution r(v) if and only if
which, in view of (29) , is equivalent to
Since s < q < p, let λ ∈ (0, 1) be such that 
At the same time, on account of (Σ 1 ) and Hölder's inequality, we have 
On the other hand, by setting
inequality (31) 
The assertion of the theorem now follows on comparing (30) with (34). 2
Case 3. p < q < s.
The situation here is more subtle. As a matter of fact, the nontrivial solvability of (2)-(3) hinges now on a quite delicate balance between the competing effects induced by the nonlinearities on the right-hand side of (2), which can be monitored effectively by imposing an additional condition on the potential b(.) that controls its decay rate to zero also from below on Ω + a (if, of course, Ω + a is unbounded). More precisely, regarding existence we have the following: 
Assume further that
Proof. Note that if Ω + a is unbounded, then (35) is compatible with (Σ 2 ) if and only if γ β. On the other hand, it is readily checked that if
Hence, if Ω + a is unbounded, then necessarily
Let v ∈ G 1 . Observe that, by (35) , B(v) > 0. Moreover, the function Θ(., v) has a unique critical point r * := r * (v) > 0 which corresponds to a global maximum and satisfies
while
Therefore, for every v ∈ G 2 , with
the bifurcation equation (13) has exactly two positive solutions r 1 (v), r 2 (v) where r 1 (v) < r * (v) < r 2 (v). We set r := r(v) to be the greater solution r 2 . By using (14) and (38), we compute
and so r ∈ C 1 (G 2 ) by the implicit function theorem. We claim G 2 = ∅. Indeed, on account of (36), (37) and (38), it is very easy to verify that
Hence, by (38) , (39) and since 
Moreover, on account of (14), (39) and (41), we have 
Indeed, since r(v) > r * (v) and q > p, (40) implies
which, after a straightforward rearrangement using (13) and (15), yields (42) . We shall show next that under assumption (35) ,
To that end, note first that if v ∈ G 2 ∩ S 1 , then, on account of (16), (17) , (37) , (38) and (39),
On the other hand, by virtue of (Σ 1 ), (Σ 2 ) and (35), we obtain via Hölder's inequality
Notice that the last integral in (46) 
whence (43) follows at once. Suppose now that the exponents α and β satisfy the assumptions of the theorem. Then, due to Theorem 1(i), A(.) and B(.) are bounded on S 1 . At the same time, from the bifurcation equation (13) we have
and so, on account of (43), r(.) is bounded on G 2 ∩ S 1 . As a result,Φ(.) is also bounded on G 2 ∩ S 1 . Consider now the variational problem
If {v n } n∈N is a minimizing sequence in G 2 ∩ S 1 , then, by invoking again Theorem 1(i) and (iii), there existsṽ ∈ E such that, for a subsequence (not relabeled), A(v n ) → A(ṽ) 0 and B(v n ) → B(ṽ) where, by (47) , B(ṽ) > 0. Moreover, on account of (48), up to a further subsequence, r(v n ) →r while by (37) and (38) , (50) and
Furthermore, by (39) and (51),
Observe that, by (15) ,r > 0 since M = lim n→+∞Φ (v n ) < 0. In return, A(ṽ) > 0 because, otherwise, (47) and (48) would implyr = 0. Hence,ṽ ∈ G 1 . We claimṽ ∈ G 2 as well; that is
Indeed, let us assume the opposite. Then, in view of (52), we must have
At the same time, by applying (13) for v = v n and passing to the limit, we obtain
which, on comparison with (53), impliesr = r * (ṽ). But then, (15) in conjunction with (50) yield
in contradiction to (49) . Therefore,ṽ ∈ G 2 as claimed.
We proceed to show thatṽ ∈ S 1 . Indeed, if not, then μṽ ∈ G 2 ∩ S 1 with μ := ṽ −1 E . Also, by using (13) and (14), r(μṽ) satisfies
which, since μr(μṽ) > μr * (μṽ) = r * (ṽ) and r(ṽ) > r * (ṽ), yields
Furthermore, by virtue of (54) and (55), we have
which impliesr r(ṽ). We claimr = r(ṽ). Indeed, supposer < r(ṽ). Then, upon using (11), (56) and noticing that the function
is strictly negative for z ∈ (r, r(ṽ)), we deduce
which is impossible. Hence, by passing to the limit in (13) (when applied to v = v n ), we infer that ṽ E = 1 and M =Φ(ṽ). Then, Lemma 4 guarantees that u = r(ṽ)ṽ is a nontrivial nonnegative solution of (2) Remark 13. One may interpret condition (36) in Theorem 11 as saying that a(.) is sufficiently "large" with respect to b(.). By contrast, Liouville-type phenomena arise (as in Case 2) when a weaker condition than (36) fails, namely when
This is the subject of the following theorem.
Theorem 14. Let assumptions
Proof. Let v ∈ G 1 . Then, by account of (Σ 1 ), (Σ 2 ) and since
, we infer that B(v) > 0. Furthermore, the function Θ(., v) has a unique positive critical point
whereζ is the constant given by (45) . Clearly, the bifurcation equation (12) does not have a nontrivial solution r(v) if and only if
which, by virtue of (58) , is equivalent to
At the same time, by applying Hölder's inequality, 
where, by assumption,
Therefore, on account of (60), inequality (59) would follow, a fortiori, if
On the other hand, by employing (Σ 1 ) and using again Hölder's inequality, we have
where 
On comparing now (62) with (64) (64) implies (62), whence the assertion of the theorem immediately follows. 2
As a consequence of the proof of Theorem 14 we also obtain 
Proof. Indeed, by virtue of (Σ 1 ) and (35), we have We conclude with two illustrative examples: Example 17. Let u ∈ E be a weak solution of problem (2)- (3) where 
then u ≡ 0. Indeed, by (66) and ( and (65) holds with γ = β, Γ = Λ 2 and Ω + a as in (68) , then u ≡ 0.
After verifying that the indicated range for the exponent β is in full compliance with the other assumptions, the above assertion is a direct consequence of Theorem 15 and Remark 16.
