The paper is focused on the characterization of objects immersed in water using laboratory-controlled data obtained in the microwave frequency range. Experiments performed at the laboratory represent, at a reduced scale, the electromagnetic characterization of objects buried at a shallow depth in the sea, with the objects and the emitting and receiving antennas being immersed. Characterization is taken here as an inverse scattering problem whose data, whilst limited in aspect, consist of the values of the time-harmonic scattered electric fields measured at several discrete frequencies on a single line of a few receivers. The modelling of the wave-object interaction is performed through a domain integral representation of the fields in a two-dimensional transversemagnetic configuration. The inverse scattering problem is solved by means of two iterative algorithms tailored for homogeneous objects: the so-called level-set method and a binary specialized contrast source inversion method. Emphasis is put both on the experimental features and their modelling, and the results obtained for different types of objects are presented.
Introduction
We consider herein an electromagnetic inverse obstacle scattering problem where the goal is to characterize unknown targets illuminated by a known time-harmonic interrogating (or incident) wave in the microwave frequency range (200-900 MHz), from measurements of the scattered electric fields that result from the wave-object interaction in a frequency-diverse multistatic configuration [1] [2] [3] .
The data of the inverse problem come from a laboratory-controlled experiment [2] where the object and the emitting and receiving antennas are immersed in a water tank, the former two being fixed and the latter being moved on a limited probing line parallel to the air-water interface.
The experiment represents to some extent the low-frequency electromagnetic characterization of objects buried at a shallow depth in the sea, at a reduced scale. As a matter of fact, while leaving aside the non-stationary nature of the sea with respect to temperature and salinity (which cannot be easily reproduced in a laboratory-controlled experiment), considering such a problem at a reduced scale is not straightforward as the ratio wavelength/penetration depth cannot be kept constant while passing from the ELF band to the microwave frequency range, even by varying the salinity of water in the experiment. Nevertheless, water is a dispersive and highly attenuating medium whose properties depend on the experimental conditions, which leads to some difficulties in the experimentation as well as in the inversion. Furthermore, as far as the inversion is concerned, the difficulties are enhanced by the aspect-limited data configuration we are faced with, which is kept from the original problem.
Modelling of the wave-object interaction is based on domain integral representations of the fields that are suitable for studying diffraction problems in the resonance domain considered herein. In these representations, the fields appear to be radiated by Huygens-type sources (or contrast sources) induced within the target by the incident wave, which depend on a contrast function representative of the target physical parameters. The inverse problem then consists in retrieving this contrast function from the measured scattered fields through the inversion of two coupled integral equations. This problem is nonlinear and, as is well known, ill-posed. This ill-posedness is inherent in inverse scattering problems; however, it is enhanced here, by the reduced amount of available information. Thus a strong regularization is required. The latter consists in introducing the a priori information that the unknown object is homogeneous in the inversion algorithms, so that, after a suitable normalization, we look for a distribution in space of a binary-valued contrast (1 within the object, 0 elsewhere), i.e. the characteristic function of the support of the contrast.
As for the inverse problem, the reader is referred to [4] for an overview of the various classes of inversion methods; especially noteworthy are the investigations of inversion techniques based on fast and efficient algorithms [5] or based on gradient methods [6] or dedicated to the characterization of objects embedded in stratified media [7] . As far as the determination of the object shape is concerned, let us quote some recent and original contributions [8] [9] [10] , particularly [11, 12] which concern objects embedded in layered media (see [13] for a review of the various methods).
Herein, inversion is carried out by means of two methods tailored to the above-mentioned case of binary-valued contrast functions, both of them applying to dielectric or metallic (asymptotically at least for the second one) possibly multiply connected objects located in free or layered spaces. They belong to the class of non-linearized iterative techniques.
• The first method is a binary specialized variant of the so-called contrast source inversion method introduced by van den Berg and Kleinman [14] . The latter belongs to the class of alternating direction implicit methods of Kohn and McKenney [15] , where two unknowns are iteratively sought for by alternately updating each of the unknowns at each iteration. Hence, the nonlinear nature of the inverse problem is accounted for by looking alternately for the unknown contrast and for the unknown contrast sources. This is done with a gradienttype technique by minimizing a two-term cost functional accounting for the residuals of both of the coupled integral equations introduced earlier. These residuals express the discrepancies between the scattered and incident field data and the fields computed by means of the iterative solution. The binary nature of the contrast is introduced here as in [16] , by looking for a contrast function that varies continuously between 0 and 1, i.e., in a way that preserves the existence of functional derivatives with respect to the contrast needed in the gradient-based inversion algorithm. This idea was first used in the local-shape-function method developed by Chew and Otto [17] for microwave imaging of strong scatterers (metallic targets) and has also been applied to a controlled laboratory experiment [18] . Let us notice, however, that other methods could be used, for example as in [19, 20] , where this a priori information is introduced as an additive penalty term in the cost functional to be minimized, or in [21] , where it is introduced as a multiplicative constraint.
• The second inversion method is the so-called controlled evolution of a level set, pioneered by Litman et al [22] . It combines two concepts: (i) a level set representation of the shapes, introduced by Santosa [23] in the domain of inverse problems: the homogeneous object is described by its contour taken as the level 0 of the level set whose evolution as a function of a pseudo-time t is governed by a Hamilton-Jacobi-type equation and involves a velocity field, and (ii) the speed or velocity method developed by Sokolowski and Zolésio [24] for the shape optimal design and control: it aims at obtaining an optimal domain minimizing a cost functional (taken here as the error on the observation equation) through an iterative sequence of deformation of its contour defined from the velocity field.
Let us note that we do not intend, here, to dwell upon the details of the inversion algorithms, as the latter can be found elsewhere in many referenced publications, or to do an exhaustive exploration of their performances; we prefer to report on current research work carried out at the Département de Recherche enÉlectromagnétisme, laying particular emphasis on experimental features and their modelling. Indeed, in addition to the inherent difficulties of the inverse problem, we are faced here with that of collecting experimental data. A careful procedure is needed in order to overcome the latter problem, which requires, at each stage, a comparison between the measured data and those provided by the model. This is illustrated in the following, and a few examples representative of the behaviour of the inversion algorithms are given.
The experimental setup and its modelling

The geometry
The experimental setup and its modelling are displayed in figure 1. It consists in a water tank whose dimensions (1.8 m × 1.2 m × 1 m) are large enough (compared to the penetration depths) to minimize the contribution of the waves reflected on the vertical walls. The tank is filled with tap water. The configuration is modelled as a stratified medium made of three homogeneous domains separated by horizontal planar interfaces: D 1 (the air), D 2 (the water) and D 3 (the bottom of the tank made of PVC). The three domains are assumed to be unbounded in the horizontal (y, z) plane and, furthermore, D 1 and D 3 are considered as semi-infinite in the x direction, delimiting a water layer D 2 of depth d (d ≈ 60 cm).
The unknown object is immersed in the tank at a depth of about 25 cm under the water surface; it is considered as a z-oriented homogeneous infinite cylinder of arbitrary cross-section in the (x, y) plane with contour , and it is supposed to be contained in a test domain D such that ⊂ D ⊂ D 2 − S − r s . Two antennas, a source and a receiver, are also immersed in the tank at a depth of about 10 cm. They are linked, respectively, to ports 1 and 2 of a network analyser (HP8753) which supplies the transmitter with a power of 10 dBm at a frequency f lying in the range 200 MHz < f < 900 MHz, and measures the complex transmission coefficient S 21 between the two antennas. The source, fixed and located at r s (r s ∈ D 2 ), radiates a time-harmonic electromagnetic wave at angular frequency ω (ω = 2πf ) with a time dependence exp(−iωt), and the receiver measures the fields along a probing line S of length L = 39.5 cm parallel to the y axis and approximately centred above the object, with 80 measurements being carried out with a scanning step of 0.5 cm. The scattered field U dif that results from the wave-object interaction is obtained through a two-step measurement process (the incident field U inc in the absence of the object and the total field U in its presence) by the difference U dif = U − U inc .
The propagation medium
All the media are assumed to be homogeneous, stationary, linear, isotropic and non-magnetic, and they are characterized by their propagation constants k m (m = 1, 2, 3 or ) so that k
are, respectively, the dielectric permittivity and the magnetic permeability of free space, and ε rm is the relative dielectric permittivity of the medium D m which is complex when the medium is lossy. The media D 1 (air) and D 3 (PVC) are assumed to be non-dispersive and lossless, and their relative permittivities are ε r1 = 1 and ε r3 = 3, respectively. The object can be dielectric or metallic, and its permittivity reads ε r = ε r + iσ /ωε 0 , where ε r and σ are the real parts of the relative permittivity and conductivity of the object, respectively.
The medium D 2 (tap water) is dispersive and lossy, and its properties depend upon the experimental conditions. In the microwave frequency range, the dielectric properties of pure water can be described as a function of the frequency by means of a model based upon the Debye relaxation theory [25] and the complex relative permittivity is then given by ε r (ω) = ε ∞ + (ε s − ε ∞ ) / (1 − iωτ), where τ is the relaxation time and ε s and ε ∞ are the dielectric constants at the static and high-frequency limits, respectively. As tap water is considered, a term must be added in order to account for losses due to the ionic conductivity of the dissolved salt (σ 2 ); the complex relative permittivity then reads:
Note that, in the above expression, ε ∞ does not depend upon the salinity of water and depends only slightly upon the temperature, whereas ε s , τ and σ strongly depend upon both the temperature and the salinity. Empirical polynomial approximations of these variables can be found in [26] . The results obtained by means of these approximations, and by assuming that the salinity of tap water is about 0.38 g l −1 of NaCl salt, are in good agreement with those obtained experimentally by means of a reflectometric technique [27] as shown in figure 2. With such a relative permittivity and a frequency lying in the above-mentioned range, wavelength λ and penetration depth δ in water are, roughly speaking, such that 16 cm > λ > 4 cm and 13.2 cm > δ > 3.3 cm, respectively. 
The antennas
Due to their great aptitude to radiate in water in a broad frequency range with a low cross-polarization and their easy-to-use capabilities, biconical antennas (figure 3, left) have been chosen. They have been made at the laboratory [2, 3] and designed so that their impedance does not vary too much over their operating frequency range and to avoid secondary lobes in the radiation pattern at high frequencies. The antennas are associated with baluns which ensure their symmetry and their matching to the ports of the network analyser. A complementary device, consisting of a saline solution confined around the feeding cables, allows reduction of the parasitic residual currents that flow along the latter.
Two types of antennas are used. The first one, denoted A1, is made of cones of length l = 2.8 cm and aperture angle α = 60
• ; it can operate over the whole 200-900 MHz frequency range but has the drawback of being large. The second type, denoted A2 and made of cones of length l = 3.1 cm and aperture angle α = 18
• , does not have this drawback; however, its operating frequency range is much smaller than the former as shown in figure 3 which displays the standing wave ratio (SWR) of both types of antennas as a function of the frequency.
The incident field
The configuration considered here, i.e. a two-dimensional (2D) structure probed by means of 3D sources and receivers, is referred to in the literature as a 2.5D configuration. As far as the forward problem is concerned, a lot of work has been published (e.g. [28] for groundpenetrating radar applications, or [29] for transient marine applications) concerning such a configuration. However, much less has been published concerning the inverse problem. In [30, 31] , for example, a 2.5D inverse problem is addressed in the framework of the Born linearizing assumption; another choice is carried out herein, the nonlinear inverse problem being tackled in a simplified configuration: the source is modelled in a 3D framework, whereas the rest of the problem is modelled in a 2D-transverse magnetic (TM) configuration (the electric field is polarized in the z direction). Indeed, addressing the full 2.5D problem in the inversion would lead to a rather sophisticated model and a large overload of computations, unwarranted by the expected improvement of the inversion results. The same considerations hold for probe compensation techniques, such as SICS (sensor interaction compensation scheme [32] ), although they would allow us to take into account the finite 3D nature of the probes and the strong coupling between the latter and the object evidenced by section 2.6.
It is well known that biconical antennas have a dipole-like behaviour [33] . The source is then considered as a Hertzian dipole orientated in the z direction and located at r s (r s = {x s = x , y s = 0, z s = 0}). The incident field observed at r (r = {x, y, z = 0}) is then given by the z component of the electric field (E z ) radiated by the dipole in the plane z = 0 (U inc (r) = E z (r, r s ), r, r s ∈ D 2 ). The latter is obtained in the spectral domain from the x components of the electric and magnetic fields E x and H x [34] :
where
, J 0 and J 1 represent the Bessel functions of order 0 and 1, respectively, I is the complex amplitude of the dipole, the superscripts TE and TM stand respectively for electric and magnetic fields transverse to the x axis, and the terms A Q (Q = TE or TM) account for the fact that the field is expressed as the sum of a direct wave and two reflected waves resulting from reflections on the upper and lower interfaces, and propagating towards positive x and negative x, respectively:
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The coefficients R Q 2m (m = 1, 3) are the Fresnel reflection coefficients at the upper (m = 1) and lower (m = 3) interfaces:
The amplitude of the dipole I is determined, at each frequency, by calibrating the experiment to account for some unknown experimental parameters; its modulus is such that the squared norms of the computed and measured incident fields are equal:
and its phase is such that the phases of these fields are equal at the beginning of the probing line.
Once calibration is completed, equation (2) yields the incident field anywhere in D 2 , and particularly in D as required for the resolution of the direct and inverse problems, measurement of the field over such a domain being not practically possible in the configuration considered here.
The direct problem
The incident field and the object being known, we now focus on the modelling of their interaction. The latter is based upon domain integral representations obtained by applying Green's theorem to the Helmholtz wave equations satisfied by the fields, and by accounting for continuity and radiation conditions. This leads to two coupled contrast-source integral equations. The first-kind Fredholm integral equation, the so-called observation equation (6), relates the scattered field U dif (U dif = U −U inc ) to the total field U and to the contrast function
2 ) defined in D and null outside :
where G 22 (r, r ) is the 2D-TM scalar Green's function of the stratified medium which represents the field radiated by a line source located at r and observed at r in the absence of objects, both being located in D 2 . As in the Hertzian dipole case, G 22 can be expressed in the spectral domain as the sum of three terms, i.e., one direct and two reflected waves; however, for computational ease, the contribution of the direct wave, with singular behaviour, is processed separately from that of the reflected waves with regular behaviour [16, 35] . The Lippmann-Schwinger equation, denoted as the coupling equation (7), expresses the field U in D:
U inc (r) and χ(r) being known for r ∈ D, the direct problem then consists first in solving equation (7) for U(r) (r ∈ D), then solving equation (6) for U dif (r) (r ∈ S). In numerical practice, discrete versions of the above equations are considered. They are obtained by applying the method of moments with pulse-basis and point matching, which results in partitioning the test domain D into elementary pixels, small enough in order to consider the fields and the contrast as constant over each of them. 
Validation of the model
As already indicated, one of the key points of the solution of the direct and inverse problems is the computation of the incident field on the probing line S and on the test domain D. As far as the parameters of the experimentation are accurately known, the dipolar model yields good results for both types of antennas at any frequency in their operating range. Figure 4 displays a comparison between the computed and measured incident fields for the A1-type antenna after the calibration procedure; the latter are in good agreement except at the minimum of the field where a few-dB discrepancy is observed. Let us note that the modelling is not very sensitive to an error in the water depth d (generally much greater than the penetration depth δ), but it is very sensitive to an error in the depths of the source and the receiver, both of them being located near the air-water interface.
As for the scattered field, we are faced with two major difficulties:
• the location and geometry of the receiving antenna, the latter not being accounted for in the modelling. Figure 5 displays a comparison between the scattered field measured on the probing line with both types of antennas described in section 2.3 and the field computed as indicated in section 2.5. Due to its large size, the A1-type receiving antenna can produce large perturbations of the incident field on the object when it is located between the source and the object, which, in turn, produces large perturbations of the scattered field. The magnitude of these perturbations depends upon the frequency and the object, as they result from interactions between the latter and the probes. This problem has been overcome by using the smaller A2-type antenna as evidenced in figure 5 , and, in spite of a small discrepancy (≈2 dB), the results obtained are satisfactory, considering the low level of the scattered field.
• the respective positions of the source, the obstacle and the probing line. Hence, figure 6 displays grey level maps of the incident field over a domain that includes the source, the probing line and the object in a typical case at two different frequencies. It appears that, depending upon the frequency (cf figure 6: map at 250 MHz), the incident field on the probing line can be much higher than that impinging on the object, and in that case the scattered field on the probing line is much lower than the former. As the scattered field is obtained in a two-step procedure from the difference between two quantities much higher than itself, this situation can lead to large errors in its determination, its amplitude being at the limit of the measurement capabilities of the experimental apparatus, i.e. at the level of the noise.
The inverse problem
The inverse problem consists in retrieving the values of the contrast function χ(r) (r ∈ D), at the centres of the pixels partitioning the test domain D, from the measured scattered fields U dif (r) (r ∈ S), the incident fields being known on D. Let us note that, as the total fields U in the test domain are also unknown, this must be done through the inversion of the two coupled integral equations (6) and (7), resulting in a nonlinear problem.
The binary contrast source inversion method
The contrast source inversion method (CSI) is based upon rewriting the observation and coupling integral equations in terms of the contrast sources W induced within the target by the incident wave:
Hence, in an operator notation, the observation equation can be rewritten as:
, and the coupling equation reads:
where the integral operator G D acts from L 2 (D) onto itself. This allows us to consider W as unknown instead of U.
CSI is an iterative method which consists in looking alternately for the unknown sources W and for the unknown contrast χ at each iteration step by minimizing a cost functional J which accounts for the errors ρ S and ρ D in satisfying both the observation (8) and coupling (9) equations:
where subscript q stands for the frequency, and || . || H is the norm associated with the inner product ., . , the contrast sources and the contrast at iteration step (n − 1), we first update the contrast sources in the direction V q of a Polak-Ribière conjugate-gradient scheme [16] :
where α (n) q is obtained explicitly by minimizing the cost functional J (equation (10)). Then the field within D follows immediately from the coupling equation, and we can proceed with the updating of the contrast.
Let us remember that we look for homogeneous objects so that, after a suitable normalization by a maximum contrast χ max q , we look for a distribution in space of binary contrast values (1 inside the object and 0 elsewhere), and this a priori information can be introduced here in the inversion algorithm. However, since the contrast is sought by means of a gradient-based method, as the contrast sources are, it is not looked for directly in a binary form which would prevent the existence of functional derivatives, but in the following form: χ q (r) = χ max q ψ(τ(r)), where ψ(τ(r)) = [1 + exp(−τ(r)/a)] −1 is a function which continuously depends upon an auxiliary real variable τ, and which runs from 0 to 1 as τ varies from −∞ to +∞. The real positive parameter a controls the rate of variation of the function: the lower the parameter a, the closer the latter is to a step function, and τ henceforth stands for the new unknown contrast function with respect to which the functional derivatives of interest are formally derived. Hence, the unknown contrast (more precisely, τ) is updated in the Polak-Ribière conjugate-gradient direction ξ: 
As for the update directions V q and ξ, they are initialized in the directions of the gradients.
As is usual with conjugate-gradient-based iterative schemes, after an initial phase of a few iteration steps where the cost functional shows a rapid decrease, the latter is often stuck in a plateau with a low decrease rate which corresponds to sub-optimal solutions. Applying then a so-called cooling procedure consisting in decreasing the value of parameter a, which controls the rate of variation of ψ, can help to overcome this situation by pushing the contrast in the test domain towards either 0 or 1, once all the quantities of interest have been re-calculated with the new a. The efficiency of this procedure in escaping from local minima of the cost functional has been thoroughly investigated in [16] .
Ideally, the strategy used for cooling would be to decrease a each time a plateau is observed in the evolution of the cost functional; however, despite being more advanced, this strategy does not always lead to a faster convergence of the iterative process when compared to that observed with the strategy used herein which consists of applying the cooling process to each of 32 iteration steps. As for the initial value of the cooling parameter a, it was chosen in [16] , where the total field U q and the contrast τ were updated simultaneously, in order to precondition the minimization of the cost functional, by scaling the components of its gradient versus U q and τ to the same order of magnitude. This strategy cannot be used here, as the unknowns are updated alternately. So, in the absence of any information, a is initialized to 1, as the optimization process is not very sensitive to this value. In contrast this process is sensitive to the rate of decrease of a, the latter being one of the key points of the cooling process: too large a decrease would freeze the optimization process, whereas too small a decrease would be ineffective, the 5% decrease chosen here being a good compromise.
Finally, the iterative process is stopped when it no longer succeeds in significantly reducing the cost functional despite the cooling. Figure 7 displays the evolution of the cost functional as a function of the iteration step in the case of the circular dielectric cylinder of figure 8. The cost functional corresponding to an inversion led from experimental data is compared to that corresponding to synthetic data, the latter being obtained by solving the direct problem (cf section 2.5); although the cost functional decreases to a lower level in the latter case than in the former, it shows, in both cases, the same behaviour. This illustrates, in some sense, the robustness of the algorithm, i.e. its low sensitivity to the perturbations induced on the scattered field. Figure 8 also displays the initial estimates of the contrast for the two objects with circular cross-sections, which illustrates the low efficiency of the back-propagation initialization scheme partly due to the fact that the embedding medium is lossy.
Although the various images are very different, retrieval of the objects is not good enough to distinguish between the various shapes, particularly in the case of a metallic object, where only a part of the boundary appears. This is not surprising as the fields do not penetrate inside metallic objects, so that the only meaningful information that can be inferred from the scattered fields comes from their boundary. As a general rule, the objects seem to be shifted compared to their true position; this is due, in part, to the strong coupling between the object and the A1 antennas. Nevertheless, in spite of this coupling, the images do benefit from the broadband data and from the multi-frequency capabilities of the inversion algorithm, two items that have been shown to be decisive in the quality of the results (see [36] and many interesting contributions therein).
Controlled evolution of level sets
The second method investigated herein is the so-called controlled evolution of a level set, whose extended details can be found in [37] [38] [39] [40] .
It is based upon a combination of two methods, the level set representation of shapes [41] and the speed method [24] , and allows topological identification in the sense that merging, division, emergence and disappearance of domains are enabled. Indeed, the closed contour of any object is the zero-level of a level set φ, and this contour simply evolves in space r and pseudo-time t, as a consequence of the evolution of the whole level set, in order to minimize a suitable cost functional J S . Basically, the latter is the mean square norm of the discrepancy between the scattered field effectively collected on the probing line S and the one associated with an object with contour t retrieved at a given t, appropriately normalized with respect to the mean square norm of the data. The evolution itself is governed by a Hamilton-Jacobi-type equation (14) which links the partial derivative of φ with respect to t to the norm of its spatial gradient, through the action of a velocity field of motion V oriented in the direction of the unit normal n to the contour t :
The velocity V is now built so that the derivative of the cost functional J S with respect to the pseudo-time t is negative (pending numerical uncertainties). It has been shown in [37] , within a rigorous domain integral framework and using appropriate elements of control theory, that:
where U is the solution of the domain integral equation (7) and P is an adjoint field that is the solution of domain integral equations similar to those satisfied by U, but corresponding to Then the discretization in time (step t) and space (on a fixed grid) of the Hamilton-Jacobi-type equation leads to a fast marching algorithm which yields an updated level set at time step (n + 1) t, from a given level set φ at n t and a given velocity. The zero level of this updated level set yields a new boundary, and a new velocity follows from the shape gradient calculated by solving the corresponding direct and adjoint problems. This iterative process is stopped either when the objective function J becomes smaller than a given small value or when the number of iterations has reached a given number (here, 100), the 'final' inversion results being always those associated with the least value of J reached in the course of the procedure. It should be emphasized that the map of the object t is implicit as it is defined by the retrieved boundary t , pixels whose centres are located inside the latter being set to black (corresponding to a non-null contrast), the others being set to white (corresponding to null contrast).
One of the key parameters of the process is the choice of the time step t needed at the discretization stage of the Hamilton-Jacobi equation; too small a time step leads to a slow decrease of the cost functional and too high a time step leads to divergence of the algorithm. In [37, 38] , t is taken as constant during the inversion and is chosen by pure numerical experimentation, while in [39] , two adaptive schemes have been proposed: (i) the first based on a Courant-Friedrichs-Levy (CFL) condition [41] , where t is a function of the spatial discretization and of the maximum amplitude of the speed of motion of the level set, and (ii) the second scheme assumes a maximum time step chosen so that a properly introduced L ∞ norm of the level set is decreased from one iteration to the next. It has been shown that all of these approaches lead to similar final results, the difference being the number of iterations needed to reach the latter. Herein, the second scheme based on the maximum time step has been chosen. This scheme may lead to brutal shape deformations linked to too large t variations but allows a faster convergence of the algorithm. This last point is illustrated in figure 9 which displays the evolution of the cost functional as a function of the iteration step in a typical case. The oscillatory behaviour of the cost functional is induced by the brutal shape deformations which correspond to sharp spikes.
This figure also illustrates the difficulty of the inverse problem linked to its ill-posedness. Indeed, the evolution of the cost functional corresponding to an inversion led from experimental data is compared to that corresponding to synthetic data. As with the CSI method, in both cases the cost functional decreases to the same level; furthermore, it shows the same oscillatory behaviour and the same difficulty in escaping from a plateau with a low decreasing rate at the end of the iterative process.
In this figure, the lower levels of the cost functionals are pointed out. The corresponding solutions are displayed in figure 10 . They have been obtained in the following configuration: the object is a dielectric cylinder (ε r = 3, σ = 0) with a circular cross-section (5 cm in diameter), centred at (x = 21 cm, y = 0) and illuminated at a frequency of 434 MHz by an A1 source located at (x s = 11.5 cm, y s = −37.9 cm), the A2 receiving antenna being located at (x r = 12 cm, −19.9 cm < y r < 19.6 cm). The inversion process is initialized with a small object, made of a few pixels, located at the centre of the test domain D ( figure 10, left) , a 58 cm × 20 cm-sized rectangle partitioned into 90 × 45 elementary rectangular pixels, which nearly covers the entire water column. The results obtained with synthetic data are displayed in the middle column; the object is retrieved at its right location. The results obtained with experimental data are displayed in the right column; two objects are retrieved here: a small one located close to the interface and another at the expected location. Figure 11 displays a comparison (module and phase) between the measured (dashed line) and synthetic (black line) scattered fields; they show an agreement comparable to that obtained for the square metallic obstacle considered in figure 5 . These fields are compared to the scattered field computed (grey line) by solving the direct problem for a scattering object corresponding to the solution given by figure 10 (right) . The latter and the measured field are in good agreement which indicates that the solution is acceptable in the sense that it minimizes the cost functional J; however, the solution is not satisfactory in the sense that the retrieved object is rather different from the expected one. This illustrates in some sense the ill-posed nature of the inverse problem we are dealing with.
Conclusion
Although it does not show the intricacy of a ground probing application where highly heterogeneous media and rough surfaces are encountered, the electromagnetic characterization of immersed objects studied herein remains a challenging problem, due to the aspect-limited data configuration and the highly attenuating stratified embedding considered.
In this framework, two iterative nonlinear inversion methods have been applied to laboratory-controlled experimental data. Both of them are based upon the minimization of a cost functional which expresses the discrepancy between the data and the fields computed by means of the iterative solution and are tailored to the case of homogeneous targets, the latter a priori information being introduced in order to regularize the ill-posed inverse problem at hand.
However, introducing this a priori information is not always sufficient to ensure the convergence of the iterative process towards an acceptable solution. An adequate initialization of the iterative schemes could partly overcome this problem, as well as the introduction, in the functionals to be minimized, of additional regularization terms (total variation [42] , edge-preserving potential function [43] , constraints of least perimeter or least area [39] ) accounting for further a priori information, this requiring increased computer resources.
As for the experiment itself, an improved setup is under study through the development of an active receiving antenna with the same broad-band capabilities as the biconical antennas, but of smaller size, which should limit the perturbations on the measured fields. As a matter of fact, the broad-band capabilities are an important feature to combine the high penetration depth of the low frequencies with the better resolution of the high frequencies, knowing that the highly attenuating embedding we are working with strongly limits the propagation of the latter. Furthermore, multi-frequency data allow not only a good compromise between penetration depth and resolution, but also partly overcome the ill-posedness of the inverse problem.
