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1. Introduction
The notion of strict minimizer for a scalar function has proved to be very fruitful in optimization. Let us recall that given
a normed space X , f : X → R and S ⊂ X , a point x¯ ∈ S is said to be a strict local minimizer of order m (m  1 integer)
for f over S if there exist a neighborhood U of x¯ and α > 0 such that
f (x) f (x¯) + α‖x− x¯‖m ∀x ∈ S ∩ U \ {x¯}. (1.1)
The notion (without a speciﬁc name) was handled by Hestenes [8] for the values m = 1 and m = 2 to prove suﬃcient
optimality conditions. Cromme [5] and Auslender [2] studied this notion in connection with convergence of numerical
procedures and to provide stability conditions. Studniarski [24] established necessary and suﬃcient conditions for a strict
local minimizer of order m for any function f and an arbitrary subset S of a ﬁnite-dimensional space X by means of
directional derivatives that are generalizations of the lower and upper Hadamard directional derivatives. Following this line,
Ward [26] used other derivatives and tangent cones. The notion has been generalized in several senses, as for example,
considering the concepts of weak sharp minima [25] or φ-minima.
Jiménez [14] extended the notion of strict minimizer to vector optimization problems, that is, to a function from X
to another normed space Y partially ordered by a convex cone. Several works (see, for example, [3,7,16–19]), considering
different frameworks, have contributed to develop this topic. Recently, the notion has been also extended to set-valued
maps (see [4,6]).
In the above papers, several types of directional derivatives were used. The main tools in the present work are graphical
and epigraphical derivatives of a set-valued map, but applied to a single-valued map. Contingent epiderivatives and hy-
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context of vector and set-valued optimization these differentiability concepts are useful in order to obtain optimality condi-
tions for different kinds of minimizers (see [10] and references therein). Recently the problem of existence and computation
of epiderivatives have been studied in [11–13,20–23], in particular in [21,22], a variational approach has been given to char-
acterize the existence of epiderivatives of set-valued maps belonging to a particular class of calm maps. As a consequence
of these results, in this work a scalarization process is developed and then optimality conditions for strict minimizers in
vector optimization are obtained. In this paper our main aim is to establish optimality conditions in terms of contingent
epiderivatives and hypoderivatives of scalar functions associated with the positive polar cone of the ordering cone.
The outline of this paper is as follows. In Section 2, some preliminaries and notations are given. In Section 3, we es-
tablish optimality conditions for strict minimizers in terms of contingent derivatives. Using a simple nonconvex separation
result, we relate these results to contingent epiderivatives and hypoderivatives, obtaining optimality conditions by means
of these concepts of differentiability, which extend some results given in several works [15,17,24]. Finally in Section 4, we
obtain, via a variational approach, scalar versions of these optimality conditions in terms of contingent epiderivatives and
hypoderivatives of associated scalar maps.
2. Preliminaries and notations
Let X be a real normed space and let Y be a ﬁnite-dimensional real normed space partially ordered by a closed, convex
and pointed cone C ⊂ Y . Given a function f : S ⊂ X → Y , we deal with the following vector optimization problem
(P ) minimize f (x) subject to x ∈ S. (2.1)
In particular, we focus on the notion of strict local minimizer for (P ). In the following by B(y0,α) we denote the open ball
centered at y0 ∈ Y with radius α > 0.
Deﬁnition 2.1. (See [14].) Let m  1 be an integer number. A point x¯ ∈ S is said to be a strict local minimizer of order m
for (2.1), denoted Strl(m, f , S), if there exist a constant α > 0 and a neighborhood U of x¯ such that(
f (x) + C)∩ B( f (x¯),α‖x− x¯‖m)= ∅ for every x ∈ S ∩ U\{x¯}.
Notice that this expression becomes (1.1) when Y =R and C =R+ .
We consider that the space Y is (partially) ordered by the relation: y1  y2 if and only if y2 − y1 ∈ C . Let Y ∗ be the
topological dual of Y and C+ the positive polar cone to C , i.e., C+ = {λ ∈ Y ∗: λ(y) 0 for any y ∈ C}. Given a set-valued
map F : X → 2Y we recall that the domain, the graph, the epigraph and the hypograph of F are deﬁned by:
dom(F ) = {x ∈ X: F (x) 
= ∅},
graph(F ) = {(x, y) ∈ X × Y : y ∈ F (x)},
epi(F ) = {(x, y) ∈ X × Y : x ∈ dom(F ), y ∈ F (x) + C},
hyp(F ) = {(x, y) ∈ X × Y : x ∈ dom(F ), y ∈ F (x) − C}.
Let A be a subset of Y , by cl(A) we denote the topological closure of A. By IMinC A (resp. IMaxC A) we denote the
minimum (resp. maximum) of A with respect to C , i.e., IMinC A = {a ∈ A: A ⊂ a + C} (resp. IMaxC A = {a ∈ A: A ⊂ a − C}).
Obviously these points may no exist. In the same way, by infC A (resp. supC A) we denote the inﬁmum (resp. supremum) of
A with respect to C , i.e., infC A = IMaxC {y ∈ Y : A ⊂ y + C} (resp. supC A = IMinC {y ∈ Y : A ⊂ y − C}).
Given a set-valued map F if infC F (x) 
= ∅ (resp. supC F (x) 
= ∅) for every x ∈ dom(F ) we say that its associated map of
inﬁma (resp. suprema) ϕCF (resp. γ
C
F ), deﬁned by ϕ
C
F (x) = infC F (x) (resp. γ CF (x) = supC F (x)) exists.
By T (A,a) we denote the contingent cone to A at a ∈ A, i.e.,
T (A,a) = {u ∈ Y : ∃(tn) ⊂R+ \ {0}, ∃(yn) ⊂ A such that yn → a, tn(yn − a) → u}.
We recall that the contingent derivative of F at (x¯, y¯) ∈ graph(F ) is the set-valued map Dc F (x¯, y¯) from X to Y de-
ﬁned by graph(Dc F (x¯, y¯)) = T (graph(F ), (x¯, y¯)) (see [1]). When F = f is a single-valued map, we write Dc f (x¯) instead
of Dc f (x¯, f (x¯)).
Deﬁnition 2.2. A map f : S → Y is Hadamard directionally differentiable at x¯ ∈ S in a direction u ∈ T (S, x¯) if there exists
the following limit
df (x¯)(u) = lim
w→u, t→0+
x¯+tw∈S
f (x¯+ tw) − f (x¯)
t
. (2.2)
f is said to be Hadamard directionally differentiable at x¯ if f is Hadamard directionally differentiable at x¯ ∈ S in every
direction u ∈ T (S, x¯).
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expression (2.2) makes sense only for vectors u ∈ T (S, x¯) since dom( f ) = S .
Remark 2.3. In order to compare our results with the existing literature it is worthwhile to clarify the relationship between
the contingent derivative of a single-valued map g : X → Y deﬁned on the whole space X and any restriction of it deﬁned
on a proper subset M ⊂ X . In this sense denoting by g|M the restriction of g to M it is straightforward that
Dc(g|M)(x¯)(u) ⊂ Dc g(x¯)(u) ∀u ∈ dom
(
Dc(g|M)(x¯)
)
. (2.3)
It can be seen that the converse does not hold, for example if X = Y = R, x¯ = 0, M = {2−n: n ∈ N} ∪ {0} and
g(x) = dist(x,M), where dist(x,M) = inf{‖x − y‖: y ∈ M}, then Dc g(x¯)(1) = [0,1/3] (see [17, Example 3.5]) while
Dc(g|M)(x¯)(1) = {0}. Under additional hypotheses on g or M the expression (2.3) holds with an equality, for example if
g is steady at (resp. Lipschitz around) x¯ and M is derivable in the sense of [17].
In the same way if g is Hadamard directionally differentiable at x¯, g|M is Hadamard directionally differentiable at x¯ and
d(g|M)(x¯)(u) = dg(x¯)(u) ∀u ∈ T (M, x¯).
As an immediate consequence of the deﬁnitions we have the next proposition.
Proposition 2.4. If f : S → Y is Hadamard directionally differentiable at x¯ ∈ S, then dom(Dc f (x¯)) = T (S, x¯) and
Dc f (x¯)(u) =
{
df (x¯)(u)
}
for every u ∈ T (S, x¯).
Deﬁnition 2.5. f : S → Y is said to be calm at x¯ if there exist a constant α > 0 and a neighborhood U of x¯ such that
∥∥ f (x) − f (x¯)∥∥ α‖x− x¯‖ for every x ∈ S ∩ U .
The proof of the following lemma is similar to that of [17, Proposition 3.6], so we omit it.
Lemma 2.6. If f : S → Y is Hadamard directionally differentiable at x¯ ∈ S, then f is calm at x¯.
In this work we deal with contingent epiderivatives and contingent hypoderivatives of a single-valued map f : S ⊂ X → Y.
In this context we follow the next deﬁnitions and notations for these concepts.
Deﬁnition 2.7.
(i) Let L′ = dom(Dc( f + C)(x¯, f (x¯))). A single-valued map D f (x¯) : L′ → Y such that epi(D f (x¯)) = T (epi( f ), (x¯, f (x¯))) is
called contingent epiderivative of f at x¯.
(ii) Let L′′ = dom(Dc( f − C)(x¯, f (x¯))). A single-valued map D f (x¯) : L′′ → Y such that hyp(D f (x¯)) = T (hyp( f ), (x¯, f (x¯))) is
called contingent hypoderivative of f at x¯.
Since we assume the pointedness of C , the contingent epiderivative and hypoderivative, in case they exist, are unique
(see for example [20, Proposition 3.2]). As in the scalar case we have
D f (x¯) = −D(− f )(x¯).
If Y = R and C = R+ , following the notation given in [1], we denote the corresponding scalar epiderivative (resp. hy-
poderivative) by D↑ f (x¯) (resp. D↓ f (x¯)). One has the following expressions for these derivatives (see [1]):
D↑ f (x¯)(u) = lim inf
w→u, t→0+
x¯+tw∈S
f (x¯+ tw) − f (x¯)
t
,
D↓ f (x¯)(u) = limsup
w→u, t→0+
x¯+tw∈S
f (x¯+ tw) − f (x¯)
t
.
When the image space is ﬁnite-dimensional we have the following useful characterization for the contingent epideriva-
tive and hypoderivative of a calm map.
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(i) D f (x¯) exists if and only if
IMin
C
Dc f (x¯)(u) 
= ∅
for all u ∈ dom(Dc f (x¯)). Moreover dom(D f (x¯)) = dom(Dc f (x¯)) and
D f (x¯)(u) = IMin
C
Dc f (x¯)(u).
(ii) D f (x¯) exists if and only if
IMax
C
Dc f (x¯)(u) 
= ∅
for all u ∈ dom(Dc f (x¯)). Moreover dom(D f (x¯)) = dom(Dc f (x¯)) and
D f (x¯)(u) = IMax
C
Dc f (x¯)(u).
Proof. (i) By applying [20, Theorem 4.5].
(ii) Since D(− f )(x¯) = −D f (x¯), the proof follows from (i). 
3. Necessary and suﬃcient conditions for strict minimizers
In this section we establish necessary and suﬃcient optimality conditions for strict minimizers of problem (P ).
Theorem 3.1. Let f : S ⊂ X → Y be calm at x¯. Consider the following statements:
(a) x¯ ∈ Strl(1, f , S).
(b) There exists a constant α > 0 such that
Dc f (x¯)(u) ∩
(
B
(
0,α‖u‖)− C)= ∅ for all u ∈ T (S, x¯)\{0}. (3.1)
(c) Dc f (x¯)(u) ∩ (−C) = ∅ for all u ∈ T (S, x¯)\{0}.
Then
(i) (a) ⇒ (b) ⇒ (c).
(ii) If X is ﬁnite-dimensional, then (c) ⇒ (a) and so the three statements are equivalent.
Proof. First of all we underline that dom(Dc f (x¯)) = T (S, x¯) by applying [21, Lemma 4.4(i)].
(i) The implication (b) ⇒ (c) is obvious, let us see (a) ⇒ (b). By assumption there exist a neighborhood U of x¯ and α > 0
such that(
f (x) − f (x¯))∩ (B(0,α‖x− x¯‖)− C)= ∅ for every x ∈ S ∩ U\{x¯}. (3.2)
Let us see that (3.1) is satisﬁed. Suppose, contrary to our assumption, that (3.1) is false. Then there exists u ∈ T (S, x¯)\{0},
v ∈ Dc f (x¯)(u) such that v ∈ B(0,α‖u‖) − C . Then there exist sequences (tn) ⊂ R+ , (xn) ⊂ S such that tn → ∞, xn → x¯ and
tn(xn − x¯, f (xn) − f (x¯)) → (u, v), and consequently, since B(0,α‖x − x¯‖) − C is an open set, for n large enough we can
assume that tn( f (xn) − f (x¯)) ∈ B(0,α‖u‖) − C . Thus
f (xn) − f (x¯) ∈ B
(
0,α
‖u‖
tn
)
− C,
but since tn → ∞, there exists n0 ∈ N such that B(0,α ‖u‖tn ) ⊂ B(0,α‖u‖) for all n n0, and so we have that f (xn) − f (x¯) ∈
B(0,α‖u‖) − C for all n n0, which contradicts (3.2).
(ii) (c) ⇒ (a). If we assume that x¯ /∈ Strl(1, f , S), we can construct sequences (αn) ⊂ R+\{0}, (xn) ⊂ S\{x¯} such that
αn → 0, xn → x¯ and f (xn) − f (x¯) ∈ B(0,αn‖xn − x¯‖) − C . Therefore
f (xn) − f (x¯)
‖xn − x¯‖ ∈ B(0,αn) − C . (3.3)
From calmness of f at x¯ the sequence f (xn)− f (x¯)‖xn−x¯‖ is bounded, moreover since X and Y are ﬁnite-dimensional, by taking
subsequences if necessary, we deduce that there exists (u, v) ∈ X × Y such that
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xn − x¯
‖xn − x¯‖ ,
f (xn) − f (x¯)
‖xn − x¯‖
)
→ (u, v).
Clearly u ∈ T (S, x¯)\{0}, v ∈ Dc f (x¯)(u) and moreover, since αn → 0, from (3.3) we have v ∈ −C , in contradiction with our
hypotheses. 
Remark 3.2. In view of (2.3), Part (ii) of Theorem 3.1 is more general than [17, Theorem 5.9]. Moreover, as every steady
map in the sense of [17] is calm (see [17]), by Remark 2.3, when f is steady at x¯ and S is derivable, Theorem 3.1 recovers
[17, Corollary 5.15].
From the proof of the previous theorem we can deduce that the implication
“x¯ ∈ Strl(1, f , S) ⇒ Dc f (x¯)(u) ∩ −C = ∅ for every 0 
= u ∈ dom
(
Dc f (x¯)
)
”
holds true for every normed space Y not necessarily ﬁnite-dimensional. But, in general, the converse implication does not
hold if Y is not ﬁnite-dimensional and f is not calm as we show in the next example.
Example 1. Let X = R, S = R+ and let Y = l2 be the space of sequences (xn)n∈N ⊂ R for which ∑∞n=1 x2n is ﬁnite endowed
with its usual norm ‖(xn)‖ = (∑∞n=1 x2n) 12 . By (en)n∈N we denote its standard unit basis. Furthermore let us consider on l2
the natural ordering cone C = l2+ = {x = (xn)n: xn  0 for every n ∈N}.
Fixing i0 ∈N, the map f : R+ → l2 is deﬁned by
f (x) =
{−∑ni=1 xei if x = 1n , n ∈N,
xei0 if x /∈ { 1n : n ∈N}.
f is not calm at 0. Moreover by a direct computation dom(Dc f (0)) = R+ and Dc f (0)(u) = uei0 for every u ∈ R+ . So
Dc f (0)(u) /∈ −C for every 0 
= u ∈ R+ , but clearly 0 /∈ Strl(1, f , S).
Now, we need the following separation result in ordered vector spaces. We give no proof as it is quite straightforward.
Lemma 3.3. Let A1 , A2 be subsets of Y .
(i) If infC A1 /∈ A2 − C, then A1 ∩ (A2 − C) = ∅.
(ii) If A1 ∩ (A2 − C) = ∅, then supC A1 /∈ A2 − C.
A direct application of Theorem 3.1 and Lemma 3.3 gives the following result. Let us denote
DCi f (x¯) = ϕCDc f (x¯) and DCs f (x¯) = γ CDc f (x¯).
Theorem 3.4. Assume that DCi f (x¯) and D
C
s f (x¯) exist.
(i) If x¯ ∈ Strl(1, f , S), then there exists a constant α > 0 such that
DCs f (x¯)(u) /∈
(
B
(
0,α‖u‖)− C) for all u ∈ T (S, x¯)\{0}.
(ii) Reciprocally, if X is ﬁnite-dimensional, f is calm at x¯ and
DCi f (x¯)(u) /∈ −C for all u ∈ T (S, x¯)\{0}, (3.4)
then x¯ ∈ Strl(1, f , S).
Remark 3.5. In part (ii) we can consider the following condition stronger than (3.4):
∃α > 0 such that DCi f (x¯)(u) /∈
(
B
(
0,α‖u‖)− C) for all u ∈ T (S, x¯)\{0},
but similar to one used in part (i).
Lemma 3.6. Let f = ( f1, . . . , f p) : S → Rp be calm at x¯ and C =Rp+ . Then
(i) DCi f (x¯)(u) = (D↑ f1(x¯)(u), . . . , D↑ f p(x¯)(u)) for all u ∈ T (S, x¯).
(ii) DCs f (x¯)(u) = (D↓ f1(x¯)(u), . . . , D↓ f p(x¯)(u)) for all u ∈ T (S, x¯).
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A similar proof with evident changes holds for part (ii). 
As an immediate consequence of Theorem 3.4, taking in account Lemma 3.6, we have the next result for the Pareto case.
Corollary 3.7. Let f : S →Rp be calm at x¯ and C =Rp+ .
(i) If x¯ ∈ Strl(1, f , S), then there exists a constant α > 0 such that(
D↓ f1(x¯)(u), . . . , D↓ f p(x¯)(u)
)
/∈ (B(0,α‖u‖)−Rp+) for all u ∈ T (S, x¯)\{0}.
(ii) Reciprocally, if X is ﬁnite-dimensional and(
D↑ f1(x¯)(u), . . . , D↑ f p(x¯)(u)
)
/∈ −Rp+ for all u ∈ T (S, x¯)\{0}, (3.5)
then x¯ ∈ Strl(1, f , S).
A similar result to Corollary 3.7(ii) is given in [15, Theorem 3.1(ii)], although in that case it is proved that the condition
is also suﬃcient for the stronger notion of super strict local Pareto minimizer. However Corollary 3.7(i) provides necessary
conditions for the general class of calm functions not established in [15, Theorem 3.1].
Remark 3.8. Assume that X is ﬁnite-dimensional and f : S ⊂ X →Rp is calm at x¯. Then condition (3.5) is equivalent to:
There exists α > 0 such that for all u ∈ T (S, x¯)\{0}(
D↑ f1(x¯)(u), . . . , D↑ f p(x¯)(u)
)
/∈ (B(0,α‖u‖)−Rp+).
This is a particular case of Proposition 4.7, which is proved forward.
As a consequence of Theorem 3.4 we establish a necessary optimality condition in terms of the contingent hypoderivative.
Theorem 3.9. Let f : S ⊂ X → Y be calm at x¯. If D f (x¯) exists and x¯ ∈ Strl(1, f , S), then there exists a constant α > 0 such that
D f (x¯)(u) /∈ (B(0,α‖u‖)− C) for all u ∈ T (S, x¯)\{0}.
Proof. By Theorem 2.8, if D f (x¯) exists we have
D f (x¯) = DCs f (x¯).
Consequently the result follows from Theorem 3.4. 
When the objective function is calm this result extends to multiobjective optimization the necessary condition for strict
minimizers of order 1 given in [24, Theorem 2.2] for the scalar case. In [24] we notice that conditions are given for the
more general class of extended scalar functions.
Corollary 3.10 (Scalar case). Let f : S ⊂ X → R be calm at x¯.
If x¯ ∈ Strl(1, f , S), then there exists a constant α > 0 such that
D↓ f (x¯)(u) α‖u‖ for all u ∈ T (S, x¯)\{0}.
Proof. Since Y = R, if f is calm at x¯, then it is straightforward that D f (x¯) = D↓ f (x¯) exists, so the proof follows from
Theorem 3.9. 
When X is ﬁnite-dimensional, necessary and suﬃcient conditions for strict minimizers can be given in terms of contin-
gent epiderivatives extending scalar results from [24].
Theorem 3.11. Let X be ﬁnite-dimensional and assume that f : S ⊂ X → Y is calm at x¯. If D f (x¯) exists, then the following statements
are equivalent:
(a) x¯ ∈ Strl(1, f , S).
(b) There exists α > 0 such that for all u ∈ T (S, x¯)\{0}, D f (x¯)(u) /∈ (B(0,α‖u‖) − C).
(c) D f (x¯)(u) /∈ −C for all u ∈ T (S, x¯)\{0}.
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for every u ∈ T (S, x¯). Furthermore (b) ⇒ (c) holds trivially. Finally from Theorem 3.4 we have (c) ⇒ (a) since D f (x¯) =
DCi f (x¯). 
As we have said before and once again considering that the objective function is calm, this result extends the necessary
and suﬃcient condition for strict minimizers of order 1 given in [24, Theorem 2.1] for the scalar case.
Corollary 3.12 (Scalar case). Let X be ﬁnite-dimensional and let f : S ⊂ X → R be calm at x¯. Then the following statements are
equivalent:
(a) x¯ ∈ Strl(1, f , S).
(b) There exists a constant α > 0 such that
D↑ f (x¯)(u) α‖u‖ for all u ∈ T (S, x¯)\{0}.
(c) D↑ f (x¯)(u) > 0 for all u ∈ T (S, x¯)\{0}.
Finally as a consequence of Theorem 3.11 we also have the following result.
Corollary 3.13. Let X be ﬁnite-dimensional and let f : S ⊂ X → Y be Hadamard directionally differentiable at x¯. Then the following
statements are equivalent:
(a) x¯ ∈ Strl(1, f , S).
(b) There exists α > 0 such that for all u ∈ T (S, x¯)\{0}, df (x¯)(u) /∈ (B(0,α‖u‖) − C).
(c) df (x¯)(u) /∈ −C for all u ∈ T (S, x¯)\{0}.
Proof. First of all f is calm at x¯ by Lemma 2.6, moreover by Proposition 2.4
Dc f (x¯)(u) =
{
df (x¯)(u)
}= {D f (x¯)(u)}= {D f (x¯)(u)} for every u ∈ T (S, x¯),
therefore the proof follows from Theorem 3.11. 
Taking into account Remark 2.3, this result recovers a ﬁnite-dimensional version of [16, Theorem 4.1] where the ﬁnite-
dimensionality of Y is not assumed (see also [17, Corollary 5.11]).
4. Scalarized optimality conditions
This section is devoted to obtain a scalar version of those optimality conditions given in the previous section. We denote
C+1 =
{
λ ∈ C+: ‖λ‖ = 1}.
We need the following ﬁnite-dimensional version of [22, Proposition 4.3]. We remind that we are considering that Y is
ﬁnite-dimensional.
Proposition 4.1. Let λ ∈ Y ∗ and let f be calm at x¯. For every u ∈ T (S, x¯) there exists v∗ ∈ Dc f (x¯)(u) such that
λ(v∗) = D↑(λ ◦ f )(x¯)(u) = min
{
λ(v): v ∈ Dc f (x¯)(u)
}
.
In a symmetrical way it is straightforward to prove the following result.
Proposition 4.2. Let λ ∈ Y ∗ and let f be calm at x¯. For every u ∈ T (S, x¯) there exists v∗ ∈ Dc f (x¯)(u) such that
λ(v∗) = D↓(λ ◦ f )(x¯)(u) = max{λ(v): v ∈ Dc f (x¯)(u)}.
In the following result we present a necessary condition for strict minimizers of order 1 in terms of the contingent
epiderivative and hypoderivative of a scalar map.
Deﬁnition 4.3. A set-valued map F is C-convex valued if F (x) + C is a convex set for every x ∈ dom(F ).
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such that for every u ∈ T (S, x¯)\{0} there is λu ∈ C+1 satisfying
D↓(λu ◦ f )(x¯)(u) D↑(λu ◦ f )(x¯)(u) α‖u‖. (4.1)
Proof. Let u ∈ T (S, x¯)\{0}. By Theorem 3.1, there exists α > 0 such that
Dc f (x¯)(u) ∩
(
B
(
0,α‖u‖)− C)= ∅.
This condition is equivalent to
(
Dc f (x¯)(u) + C
)∩ (B(0,α‖u‖)− C)= ∅
as can easily be checked. Consequently by the Hahn–Banach Theorem [9, Theorem 4B] there exists λu ∈ Y ∗\{0} such that
infλu
(
Dc f (x¯)(u) + C
)
 supλu
(
B
(
0,α‖u‖)− C). (4.2)
From this inequality it is easily deduced that λu ∈ C+ , and we can consider without loss of generality that ‖λu‖ = 1.
Furthermore,
infλu
(
Dc f (x¯)(u)
)= infλu(Dc f (x¯)(u) + C). (4.3)
On the other hand since Y is ﬁnite-dimensional it is well known that there exists y ∈ cl(B(0,α‖u‖)) such that λ(y) =
α‖u‖ and consequently
supλu
(
B
(
0,α‖u‖)− C)= maxλu(cl(B(0,α‖u‖))− C)= α‖u‖. (4.4)
From (4.3) and (4.4) and Propositions 4.1 and 4.2, the inequality (4.2) is equivalent to
D↓(λu ◦ f )(x¯)(u) D↑(λu ◦ f )(x¯)(u) α‖u‖. 
The convexity assumption in the previous result is essential even if X is ﬁnite-dimensional as we show in the next result.
Example 2. Let X =R, S =R+ , Y =R2, C =R2+ , x¯ = 0 and let us consider the map f : R+ → R2 deﬁned by
f (x) =
{
(x,−x) if x = 1n , n ∈N,
(−x, x) elsewhere,
Dc f (0)(u) + C = {(−u,u), (u,−u)} + C for every u ∈ T (R+,0) =R+ , therefore Dc f (0) is not C-convex valued.
On the other hand, from Theorem 3.1 we deduce that 0 ∈ Strl(1, f , S), but for every λu = (λ1, λ2) ∈ R2+ we have
D↑(λu ◦ f )(0)(u) = −|λ1 − λ2|u  0 for every u ∈R+.
As a consequence of the previous theorem we have the following result.
Corollary 4.5. Let f be calm at x¯ and assume the existence of D f (x¯). If x¯ ∈ Strl(1, f , S), then there exists a constant α > 0 such that
for every u ∈ T (S, x¯)\{0} there is λu ∈ C+1 satisfying
D↓(λu ◦ f )(x¯)(u) D↑(λu ◦ f )(x¯)(u) α‖u‖. (4.5)
Proof. If D f (x¯) exists, then Dc f (x¯)(u) + C = D f (x¯)(u) + C for every u ∈ T (S, x¯) and consequently Dc f (x¯) is C-convex
valued. The proof follows from Theorem 4.4. 
In the same way we have a scalarization version of Theorem 3.9 not depending on the existence of DCs f (x¯).
Theorem 4.6. Let f be calm at x¯. If x¯ ∈ Strl(1, f , S), then there exists a constant α > 0 such that for every u ∈ T (S, x¯)\{0} there is
λu ∈ C+1 satisfying
D↓(λu ◦ f )(x¯)(u) α‖u‖.
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v /∈ B(0,α‖u‖)− C .
By the Hahn–Banach Theorem, following a similar argument as in Theorem 4.4, there exists λ ∈ C+1 such that
λ(v) α‖u‖.
By Proposition 4.2, D↓(λ◦ f )(x¯)(u) =maxλ(Dc f (x¯)(u)) λ(v), so from this fact and the previous inequality we conclude
D↓(λ ◦ f )(x¯)(u) α‖u‖. 
The converse implication of the previous theorem does not hold in general as we see in the next example.
Example 3. Let X =R, S =R+ , Y =R2, C =R2+ , x¯ = 0 and let us consider the map f : R+ → R2 deﬁned by
f (x) =
⎧⎪⎨
⎪⎩
(0, x) if x = 12n , n ∈N,
(−x,−x) if x = 12n+1 , n ∈N,
(x,0) elsewhere.
Clearly 0 /∈ Strl(1, f , S). On the other hand T (R+,0) =R+ , furthermore if we take λu = (0,1) for every u ∈ R+ , then
(λu ◦ f )(x) =
⎧⎪⎨
⎪⎩
x if x = 12n , n ∈ N,
−x if x = 12n+1 , n ∈ N,
0 elsewhere.
Consequently we have D↓(λu ◦ f )(0)(u) = u > 0 for every u ∈ R+\{0}, what implies that the converse implication of Theo-
rem 4.6 does not hold.
In the same way here we have the corresponding scalarized version of Theorem 3.11.
Theorem 4.7. Let f : S → Y be calm at x¯ and assume that X is ﬁnite-dimensional. If Dc f (x¯) is C-convex valued (e.g. D f (x¯) exists),
then the following statements are equivalent:
(a) x¯ ∈ Strl(1, f , S).
(b) There exists a constant α > 0 such that for every u ∈ T (S, x¯)\{0} there is λu ∈ C+1 satisfying
D↑(λu ◦ f )(x¯)(u) α‖u‖.
(c) For every u ∈ T (S, x¯)\{0} there is λu ∈ C+1 such that D↑(λu ◦ f )(x¯)(u) > 0.
Proof. The implication (a) ⇒ (b) is proved in the previous theorems.
The implication (b) ⇒ (c) being obvious, let us see the converse. For each λ ∈ C+ deﬁne
φλ : T (S, x¯) →R by φλ(u) = D↑(λ ◦ f )(x¯)(u).
It is known that φλ is lower semicontinuous because
epi(φλ) = T
(
epi(λ ◦ f ), (x¯, (λ ◦ f )(x¯)))
is closed. Deﬁne φ(u) =maxλ∈C+1 φλ(u). It is easy to check that epi(φ) =
⋂
λ∈C+1 epi(φλ), which implies that epi(φ) is closed,
and so φ is lower semicontinuous. Now, as X is ﬁnite-dimensional, the set A := T (S, x¯) ∩ {u ∈ X: ‖u‖ = 1} is compact. By
assumption the functional φ is positive on A, and therefore there is α > 0 such that φ(u)  α for all u ∈ A. From here,
using the positive homogeneity of the derivative, it follows condition (b).
Finally let us prove (b) ⇒ (a). Suppose the contrary, that is, x¯ /∈ Strl(1, f , S). By Theorem 3.1 there exist u ∈ T (S, x¯)\{0}
and v ∈ Dc f (x¯)(u) ∩ −C . Therefore for every λ ∈ C+1 we have λ(v) 0, moreover by Proposition 4.1
D↑(λ ◦ f )(x)(u) =minλ
(
Dc f (x)(u)
)
 λ(v) 0,
which contradicts point (b). 
As we have seen in Example 2 the previous result may not hold when Dc f (x¯) is not C-convex valued. Now we give an
example showing that this theorem may not hold when Y is inﬁnite-dimensional and f is not calm although D f (x¯) exists.
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to the basis (en)n∈N , i.e., each element e∗j0 of the family (e
∗
n)n∈N veriﬁes e∗j0(ei) = 1 when i = j0, and e∗j0(ei) = 0 for i 
= j0.
So (e∗n)n∈N ⊂ C+ and we can deﬁne the element λ ∈ C+ given by λ =
∑∞
i=1 1i e
∗
i and the corresponding λ1 := λ‖λ‖ ∈ C+1 . In
this situation λ1 ◦ f is given by
(λ1 ◦ f )(x) =
⎧⎨
⎩
−(∑ni=1 1i )√6xπ if x = 1n , n ∈N,√
6x
i0π
if x /∈ { 1n : n ∈N}.
By a direct computation dom(D↑(λ1 ◦ f )(0)) = R+ and D↑(λ1 ◦ f )(0)(u) =
√
6u
i0π
> 0 for every u ∈ R+\{0}, so condition (c)
of Theorem 4.7 holds with λu = λ1 for every u ∈ R+ but we know from Example 1 that 0 /∈ Strl(1, f , S).
Theorem 4.7 can be applied in more general situations than when D f (x¯) exists, as we show in the next example.
Example 5. Let X =R, S =R+ , Y =R2, C =R2+ , x¯ = 0 and let us consider the map f : R+ → R2 deﬁned by
f (x) =
(
x sin
1
x
, x
(
1− sin 1
x
))
if x 
= 0, and f (0) = (0,0).
This function is calm at 0 and
Dc f (0)(u) =
{(
αu, (1− α)u): α ∈ [−1,1]}
for every u ∈R+ .
From this it is easily seen that Dc f (0) is C-convex valued but D f (0) does not exist, moreover 0 ∈ Strl(1, f , S). Indeed
Theorem 4.7 holds with λu = (1,1) for every u ∈R+ .
Corollary 4.8. Let X be ﬁnite-dimensional and let f be Hadamard directionally differentiable at x¯ ∈ S. The following statements are
equivalent:
(a) x¯ ∈ Strl(1, f , S).
(b) There exists a constant α > 0 such that for every u ∈ T (S, x¯)\{0} there is λu ∈ C+1 satisfying
d(λu ◦ f )(x¯)(u) α‖u‖.
(c) For every u ∈ T (S, x¯)\{0} there is λu ∈ C+1 such that d(λu ◦ f )(x¯)(u) > 0.
Proof. If f is Hadamard directionally differentiable at x0, then D f (x¯) exists. Taking into account that
D↑(λ ◦ f )(x¯)(u) = D↓(λ ◦ f )(x¯)(u) = d(λ ◦ f )(x¯)(u) ∀u ∈ T (S, x¯), ∀λ ∈ Y ∗,
the result follows from Theorem 4.7. 
In the following result we consider the Pareto case, that is Y = Rp endowed with the Euclidean norm and C = Rp+ . In
this context, we denote f = ( f1, . . . , f p).
Corollary 4.9. Under the same hypotheses as in Corollary 4.8. The following statements are equivalent:
(a) x¯ ∈ Strl(1, f , S).
(b) There exists a constant α > 0 such that for every u ∈ T (S, x¯)\{0} there is i ∈ {1, . . . , p} satisfying
dfi(x¯)(u) α‖u‖. (4.6)
(c) For every u ∈ T (S, x¯)\{0} there is i ∈ {1, . . . , p} such that dfi(x¯)(u) > 0.
Proof. Under these hypotheses we can identify C+ with Rp+ , therefore
C+1 =
{
λ ∈Rp+: ‖λ‖ = 1
}
.
(a) ⇒ (b). From Corollary 4.8 there exists a constant β > 0 such that for every u ∈ T (S, x¯)\{0} there is λu = (λ1, . . . , λp) ∈ C+1
satisfying
d(λu ◦ f )(x¯)(u) β‖u‖,
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d
( p∑
i=1
λi f i
)
(x¯)(u) =
p∑
i=1
λidf i(x¯)(u) β‖u‖. (4.7)
As λu ∈ C+1 , one has
∑p
i=1 λi 
√
p, and as dfi(x¯)(u)max1ip dfi(x¯)(u) for all i, from (4.7) we derive that
√
p max
1ip
dfi(x¯)(u)
( p∑
i=1
λi
)
max
1ip
dfi(x¯)(u) β‖u‖.
From here, it follows that there exists i ∈ {1, . . . , p} such that
dfi(x¯)(u)
β√
p
‖u‖,
and consequently (b) is satisﬁed with α = β√p > 0. Let us observe that α does not depend on λ.
(b) ⇒ (c). It is obvious.
(c) ⇒ (a). Reciprocally if there exists i ∈ {1, . . . , p} such that (4.6) is satisﬁed, then if we take
λu = (0, . . . ,1
i
, . . . ,0) ∈ C+1 ,
taking into account that λu ◦ f = f i , we have
d(λu ◦ f )(x¯)(u) = dfi(x¯)(u) α‖u‖.
Consequently the proof follows from Corollary 4.8. 
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