This paper proposes a continuous-time distributed algorithm for multiagent networks to achieve a solution with the minimum l 1 -norm to underdetermined linear equations. The proposed algorithm comes from a combination of the Filippov set-valued map with the projection-consensus flow. Given the underlying network is undirected and fixed, it is shown that the proposed algorithm drives all agents' individual states to converge in finite time to a common value, which is the minimum l 1 -norm solution.
the capability of achieving l 1 -min solutions. More specifically, we will perform further improvement to the projection-consensus flow [6] , [7] through the concept of Filippov set-valued maps, which has played a significant role in achieving finite-time consensus in [14] , with the goal of developing a continuous-time distributed algorithm for l 1 -min solutions.
The organization of the paper is as follows. We formulate the problem of interest in Section II and present a distributed update in Section III. Finite convergence of the proposed distributed update is established in Section IV with conclusion in Section V. Proofs of lemmas and propositions are provided in Section VI.
Notation: For a positive integer r, let 1 r denote the vector in R r with all entries equal to 1 s; let I r denote the r × r identity matrix; let col {A 1 , A 2 , . . . , A r } be a stack of matrices A i possessing the same number of columns with the index in a top-down ascending order, i = 1, 2, . . . , r. Let diag {A 1 , A 2 , . . . , A r } denote a block diagonal matrix with A i the ith diagonal block entry, i = 1, 2, . . . , r. Let ker M and image M denote the kernel and image of a matrix M , respectively. Let ⊗ denote the Kronecker product. Let · 1 denote the l 1 norm of a vector in R r .
II. PROBLEM FORMULATION
Consider a network of m agents, i = 1, 2, . . . , m; inside this network, each agent can continuously access the states of certain other agents called its neighbors. Let N i denote the set of agent i's neighbors. We assume that the neighbor relation is symmetric, that is, j ∈ N i if and only if i ∈ N j . Then all these neighbor relations can be described by an m-node-m-edge undirected graph G (withm the total number of edges), such that there is an undirected edge connecting i and j if and only if i and j are neighbors. In this paper, we suppose G is connected, fixed, and undirected.
Suppose that each agent i knows A i ∈ R n i ×n and b i ∈ R n i and controls a state vector y i (t) ∈ R n . Then all these A i and b i can be stacked into an overall equation
Without loss of generality, we assume A to have full row rank, but not necessarily be square as in [8] - [10] . Further assume Ax = b has at least one solution. Let x * denote a l 1 -min solution to Ax = b, (i.e., solution with the minimum l 1 norm), that is
The problem of interest in this paper is to develop a distributed algorithm for each agent i to update its state vector y i (t) by only using its neighbors' states such that all y i (t) to converge in finite time to a common l 1 -min solution x * .
III. UPDATE
In this section, we develop a continuous-time distributed update for l 1 is meant
Here, B(x, δ) stands for the open ball on R r , whose center is at x and has a radius of δ; μ(S) denotes the Lebesgue measure of S; and co stands for the convex closure. Note that the Filippov set-valued map has played a significant role in achieving finite-time consensus in [14] . By using the Filippov set-valued map of the sign function in a distributed linear equation solver based on the projection-consensus flow in [7] , one expects a distributed linear equation solver with finitetime convergence. Including one additional term for minimizing the solution's l 1 -norm leads to the following distributed update for agent i, i = 1, 2, . . . , m:
with
Here, k(t) ∈ R is measurable and locally bounded almost everywhere for t ∈ [0, ∞), and further constraints will be imposed subsequently; P i denotes the projection matrix to the kernel of A i ; sgn (x) : R n → R n is the sign function. Thus, the kth entry, k = 1, 2, . . . , n, of sgn (x) and its Filippov set-valued map F [sgn ](x) are given as follows:
IV. ANALYSIS AND MAIN RESULT
In this section, we will analyze the system consisting of (3) and present the main result of the paper.
Before proceeding on, we will record a compact form for the distributed updates (3) . Label all the nodes as 1, 2, . . . , m and all the edges as 1, 2, . . . ,m for the m-node-m-edge graph G. Assign an arbitrary direction to each edge in G. Then, the incidence matrix of G denoted by H = [h ik ] m ×m is defined as follows (for an undirected edge, any of its vertices can be the head and the other one be the tail)
iis the head of the kth edge −1, i is the tail of the kth edge 0, otherwise.
Since G is connected, then ker H is the span of 1 m [15] . It follows thatH y = 0 if and only if y 1 = y 2 = · · · = y m (6) whereH = H ⊗ I n (7) and y = col {y 1 , y 2 , y 3 , . . . , y m }. Since the underlying network G is undirected, one has, for a neighbor pair i and j, that F [sgn ](y i − y j ) appears in the update ofẏ i if and only if F [sgn ](y j − y i ) appears in j's updateẏ j . From this, the fact that
and the definition of incident matrix, one can write updates in (3) in the following compact form:
A. Existence of a Filippov Solution
We first show the existence of a solution to distributed updates in (3) or equivalently its compact form (9) , for which one needs the concept of Filippov solutions. By a Filippov solution forẋ
is absolutely continuous. Here, since we consider the Filippov map of sgn function, and 0 is always in the Filippov set valued map, we claim that it is also a Caratheodory solution, thus, it can be written in the form of an indefinite integral [16] . The existence of a Filipov solution can be guaranteed by the following lemma.
Lemma 1 (Theorem 8 in page 85 of [16] ): Let a vector valued
x) measurable and locally bounded almost everywhere in an open domain G, let F [f ](x) be given as in (2), then for any point
Since sgn (y), k(t) andPHF [sgn ](H y) in (9) are measurable and locally bounded almost everywhere, by Lemma 1, there exists a Filippov solution to system (9) for any given y(0) satisfying (4), which we denote by y(t). Furthermore, since the right side of (9) has a global bound, the existence interval of y(t) would be t ∈ [0, ∞).
B. Key Lemmas and Proposition
In order to establish finite-time convergence of the Filipov solution y(t), we introduce some key lemmas.
First, we investigate some sets regarding to Fillipov set-valued maps. For any positive semidefinite matrix M ∈ R r ×r , one defines
and its complement
and
Now, F [sgn ](q) is a closed set for any fixed q; also note that F [sgn ](q) can only be one of a finite number of different sets; hence it is easy to check for a given M whether Φ c (M ) is nonempty, (and in a later use of the result, it proves easy to check). It further follows that Λ(M ) is also a closed set. Consequently, the continuous function φ M φ has a nonzero minimum on Λ(M ) with respect to φ, for which we denote
From the definition of Φ c (M ) and Λ(M ), one has λ(M ) > 0. To summarize, one has the following lemma. Second, in order to study systems involving functions, which are not differentiable everywhere such as ||x|| 1 , one needs more general concepts of derivatives. For a locally Lipschitz function w : R r → R, the generalized gradient [17] of w is defined as
where S ⊂ R r is an arbitrarily chosen set of measure zero, Ω w denotes the set of points at which w is not differentiable, and co denotes convex hull. Specially, for the function ||x|| 1 , one has
For a set-valued map F : R r → B(R r ), the generalized lie derivative of w is defined as
Lemma 3 (Proposition 10 in [18] and Proof of Lemma 1 in [19] ):
where β is any vector in ∂w(x). Third, recall that we restrict our attention to the case when A has full row rank, for which the following lemma holds.
Lemma 4: Suppose A has full row rank and G is connected. Then
The proof of Lemma 4 will be given in the Appendix. Based on the abovementioned lemmas, one can prove in the Appendix the following proposition, which will serve as the foundation to establish finite-time convergence of distributed updates (3).
Proposition 1: Given a systeṁ
with any positive semidefinite matrix M ∈ R r ×r and any given x(0) ∈ R r . Then, there exists a Filippov solution to (21) denoted by x(t) for t ∈ [0, ∞). Moreover, there exists the following conditions: a) a set I = [0, ∞) \ T with T of Lebesgue measure 0 such that
b) a finite time T such that
one has
and M is the projection matrix to ker A, then x(t) converges in finite time to be a constant x * , which is the l 1 -min solution to Ax = b.
Remark 1: Convergence of the system (21) with M positive definite has been studied in [21] , but the approach is not applicable here, because we require M to be a projection matrix, which is necessarily singular. Proposition 1 considers the case when M in (21) is positive semidefinite. Then, if M is a projection matrix to ker A, the right-hand side of (21) is the gradient flow of a potential function x(t) 1 subject to Ax = b. It is standard that the gradient law of a real analytic 2 function with a lower bound converges to a single point, which is both a local minimum and a critical point of the potential function [22] . However, if the real analytic property does not hold, the convergence result may fail. Indeed, the function x(t) 1 here is obviously not real analytic, due to the discontinuity of the first derivative at the origin, and one cannot immediately assert that (21) will drive x(t) 1 to its minimum, not to mention the finite-time convergence. When the number of agents m = 1, the proposed distributed update (3) naturally becomes a centralized updateẏ ∈ P F [sgn ](y) with P the projection matrix to ker A and k(t) = 1, convergence of which could be directly established by Proposition 1.
C. Main Result
Theorem 1: Given G is fixed, undirected, and connected. Suppose A has full row rank; Ax = b has solutions; and k(t) is such that
with δ a sufficiently small nonnegative scalar. Then, under the update (3) with initializations (4), one has there exists a finite time T such that
where x * is a constant l 1 -min solution to Ax = b. Proof of Theorem 1: To prove Theorem 1, it is sufficient to prove the followings. 1) Claim 1: There exists a finite time T 2 and a vectorȳ(t) such that y 1 (t) = y 2 (t) = · · · = y m (t) =ȳ(t), t ∈ [T 2 , ∞).
2) Claim 2: There exists a finite time T such that
First, we prove Claim 1, which by (6) is equivalent to showing
with z(t) =H y(t). Multiplying both sides of (9) byH , one haṡ
By Lemma 3, there exists a set I = [0, ∞) \ T with T of Lebesgue measure 0 such that
where β can be any vector in ∂ z 1 . Note that ∂ z 1 = F [sgn ](z). Then
where η ∈ F [sgn ](y), γ ∈ F [sgn ](z), and β is chosen to be equal to γ. Since z(t) ∈ imageH , then by Lemma 4, if also z(t) ∈ Φ(H PH ), one will have z(t) = 0. Thus z(t) ∈ Φ c (H PH ) as long as z(t) 1 = 0.
Now by the definition of λ(H PH ) and Lemma 2, one has γ H PH γ ≥ λ as long as z(t) 1 
where λ is a positive constant. Let κ denote an upper bound on |γ H P η|. Choose δ sufficiently small such that
Then, there must exist a finite time T 1 such that
where we have ρ = κδ < λ. From (32), (34), and (36), one has
as long as z(t) 1 = 0, t ∈ [T 1 , ∞) \ T . Thus, there must exist a finite time T 2 ≥ T 1 such that
Next, to complete the proof of Claim 1, we prove z(t) = 0, t ∈ [T 2 , ∞) in (30) by contradiction. Suppose (30) is not true. Then, there exists a timeT 2 > T 2 such that z(T 2 ) = 0. Then, z(T 2 ) 1 > 0. Since z(t) 1 is continuous, there exists a time T * 2 such that z(T * 2 ) 1 takes its maximum value for t ∈ [T 2 ,T 2 ]. Again, since z(t) 1 is continuous, there exists a sufficiently small but positive such that z(t) 1 
, by (37) and (39) we have
(40) This contradicts the fact that z(T * 2 ) 1 is the maximum value on [T 2 ,T 2 ]. Thus, (30) is true. So Claim 1 is true.
Second, we prove Claim 2. From (28) and A i y i (t) = b i for i = 1, 2, . . . , m, one has Aȳ(T 2 ) = b. Let P denote the projection matrix to the kernel of A. Then, P P i = P for i = 1, 2, . . . , m. Multiplying both sides of (3) by P , one haṡ
Since G is undirected, then with Aȳ(τ ) = b for τ = 0. By Proposition 1(d), one has there exists a finite time Γ such thatȳ
This equation and the relation between τ and t imply Claim 2 is true. Remark 2: If the matrix A does not have full row rank, simulations suggests the proposed update (3) still enables all agents to achieve the same l 1 -min solution. Second, if Ax = b has no feasible solution, there does not exist a vector for all y i to reach a consensus, for which one may refer to distributed algorithms for least-square solution in [23] .
Remark 3: Note that k(t) in (26) is not a diminishing step size since the δ is not necessary to be zero. As indicated by (35), δ relies on both properties of the underlying networkH and properties of the linear equationP . By maximizing the smallest eigenvalue ofH PH , the algorithm may allow choosing a bigger δ, which usually leads to a faster convergence as will be seen later in an numerical example.
If a solution to Ax = b is needed instead of a minimum l 1 -norm solution, one could simply chooses k(t) = 0 in (3).
Corollary 1: Suppose A has full row rank and G is fixed, undirected, and connected. Under the distributed updatė
with initializations A i y i (0) = b i , all y i (t) converge in finite time to be the same solution to Ax = b. The proof of Corollary 1 is provided in the Appendix.
D. Numerical Example
We also present a numerical simulation of the proposed distributed update (3) in MATLAB. A widely used Runge-Kutta method with adaptive time step-sizes known as ODE45 is employed to approximate the solution to the continuous-time update (3). Since Erdös-Rényi random graphs are usually utilized in modeling complex networks and testing algorithms in practical networks [24] , we perform simulations in a 20-node Erdös-Rényi random graph, for which any two vertices are connected with probability p = 0.7. Let each agent i knows A i ∈ R 1 ×23 and b i ∈ R with entries randomly selected from the interval [0,1]. Let x * denote a l 1 -min solution to linear equations A i x = b i , i = 1, 2, . . . , 20. Let y = col {y 1 (t), y 2 (t), . . . , y 20 (t)} be the stack vector of all agents' states. Then, y(t) − 1 m ⊗ x * 1 measures the closeness between all agents' states to x * . As shown in Fig. 1 , the distributed update (3) with k(t) = 1 t + 1 + δ drives all y i (t) to reach l 1 -min solution x * in finite time for different values of δ. Moreover, by increasing the value of δ in k(t), which satisfies (35), one achieves a faster convergence.
V. CONCLUSION
For a fixed and undirected multiagent network, we have developed a continuous-time distributed algorithm for achieving minimum l 1 -norm solutions to underdetermined linear equations Ax = b in finite time. The algorithm results from combination of the projection-consensus flow proposed in [7] and the finite-time gradient flow for consensus devised in [14] . In future, we will focus on choosing a larger δ based on information locally available to each agent in order to achieve faster convergence of the proposed update.
APPENDIX

Proof of Lemma 4:
For any v ∈ imageH ∩ kerP , one hasP v = 0 and there exists a vector u such that v =Hu. To prove (19) , it is sufficient to show v = 0. LetĀ = diag {A 1 , A 2 , . . . , A m }, which is full row rank since A has full row rank. Then,P = I −Ā (ĀĀ ) −1Ā . It follows fromPHu = 0 that
Multiplying both sides of the abovementioned equation by 1 m ⊗ I n ,
Since A is full column rank, one has
and then multiplying byĀ implies the right side of (46) is zero, i.e., Hu = 0. Thus, v = 0 and (19) is true. For any q ∈ imageH ∩ Φ(H PH ), there exists a vector p such that q =H p (49) and a vector φ ∈ F [sgn ](q) such thatH PH φ = 0. Note thatP is a projection matrix; thenPHφ = 0, which with (19) implȳ
From the definition of F [sgn ](x), one can verify that
From φ ∈ F [sgn ](q) and (51), one has ||q|| 1 = φ q, which together with (49) and (50) implies ||q|| 1 = 0. Then, one has q = 0 and (20) is true.
Proof of Proposition 1: The existence of a Filippov solution to (21) can be guaranteed by Lemma 1. The existence interval is t ∈ [0, ∞) because of the global bound on the right-hand side of (21) . Let x(t) denote such a Filippov solution for any given x(0). a) Note that the function x 1 is Lipschitz and regular [20] . Then by Lemma 3, there exists a set I = [0, ∞) \ T with T of Lebesgue measure 0 such that (22) holds, and
holds for all β ∈ ∂ x(t) 1 . It follows fromẋ ∈ −M F [sgn ](x) in (21) that at each t there exists a γ(t) ∈ F [sgn ](x) such thaṫ
Since β can be chosen as any vector in ∂ x(t) 1 , γ(t) ∈ F [sgn ](x), and ∂ x 1 = F [sgn ](x) from (16), one can choose β = γ(t) in (52), which together with (53) leads to
Note that M is positive semidefinite. Thus, (23) is true. b) We use the method of contradiction to prove that there exists a finite time T such that x(T ) ∈ Φ(M ), T ∈ I. Suppose such a finite time does not exist. One has
is as defined in (14) . It follows that:
This contradicts the fact that 
Since φ ∈ ker P , one has φ ∈ imageA . This implies that there exists a vector q such that q A = φ . 
