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Abstract
We consider a likelihood ratio method for testing whether a mono-
tone baseline hazard function in the Cox model has a particular value
at a fixed point. The characterization of the estimators involved is pro-
vided both in the nondecreasing and the nonincreasing setting. These
characterizations facilitate the derivation of the asymptotic distribu-
tion of the likelihood ratio test, which is identical in the nondecreasing
and in the nonincreasing case. The asymptotic distribution of the like-
lihood ratio test enables, via inversion, the construction of pointwise
confidence intervals. Simulations show that these confidence intervals
exhibit comparable coverage probabilities with the confidence intervals
based on the asymptotic distribution of the nonparametric maximum
likelihood estimator of a monotone baseline hazard function.
Keywords: Cox model, Likelihood ratio test, Nonparametric maximum
likelihood estimation, Shape constrained estimators.
1 Introduction
In survival analysis, using Cox proportional hazards model [7] is the typ-
ical choice to account for the effect of covariates on the lifetime distribution.
Its attractiveness resides in its form, that allows for efficient estimation of
the regression coefficient, while leaving the baseline distribution completely
unspecified, see e.g., [10, 18, 20]. The regression coefficient estimator is
the well-known maximum partial likelihood estimator [7, 8]. As a response
to Cox’s paper, Breslow [7] proposed a different approach, that yields the
same maximum partial likelihood estimator, along with an estimator for
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the baseline cumulative hazard function Λ0. Impressive amount of research
rapidly followed Cox’s seminal paper, which primarily focused on deriving
the (asymptotic) properties of the maximum partial likelihood estimator of
the regression coefficient βˆn, as well as of the Breslow estimator Λn of the
baseline cumulative hazard function.
Even though the baseline hazard λ0 can be left completely unspecified,
in practice, one might be interested in restricting λ0 qualitatively. This can
be done by assuming the baseline hazard to be monotone, for example, as
suggested by Cox himself [7]. Various studies have indicated that a mono-
tonicity constraint should be imposed on the baseline hazard, which complies
with the medical expertise. For an illustration of a nonincreasing baseline
hazard estimator in the study of patients with acute coronary syndrome,
see [22]. Lopuhaa¨ and Nane [17] propose a nonparametric maximum likeli-
hood estimator and a Grenander type estimator for estimating a monotone
baseline hazard function. The Grenander type estimator is defined in terms
of slopes of the greatest convex minorant of the Breslow estimator Λn. The
two estimators have been proven to be strongly consistent and have been
shown to exhibit the same distributional law. Furthermore, at a fixed point
x0, the scaled difference between the maximum likelihood estimator λˆnpx0q
and the true baseline hazard λ0px0q converges in distribution to the distri-
bution of the minimum of two-sided Brownian motion plus a parabola times
a constant depending on the underlying parameters. These results adhere
to the general nonparametric shape constrained theory, and, in particular,
prolong naturally the findings in the case of the random censorship model
with no covariates [14].
Ensuing inference will be pursued in this paper, by testing the hypothesis
that the underlying monotone baseline hazard has a particular value θ0, at a
fixed point x0. We will use a likelihood ratio test of H0 : λ0px0q “ θ0 versus
H1 : λ0px0q ‰ θ0. Within the shape restricted problems, this approach was
initially employed for monotone distributions in the current status model
by Banerjee and Wellner [5]. The authors focused on deriving the limiting
distribution of the likelihood ratio test under the null hypothesis, and to
obtain what the authors referred to a fixed universal distribution, defined in
terms of slopes of the greatest convex minorant of the two-sided Brownian
motion plus a parabola. These findings were followed by a rapid stream of
research, see, e.g., [6, 3, 4], that revealed that the likelihood ratio method
could be extended straightforwardly in other shape constrained settings.
In this paper, we carry on this research for the monotone baseline hazard
function in the Cox model. In addition to extending directly the results
in the right censoring model with no covariates in [4], we aim to provide a
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thorough description of the method and detailed proofs for all results.
Furthermore, we will derive confidence sets for λ0px0q, based on the like-
lihood ratio method. More specifically, we will use that inverting the family
of tests can yield, in turn, pointwise confidence intervals for the baseline
hazard function. A more direct method of constructing pointwise confi-
dence intervals is based on the asymptotic distribution, at a fixed point x0,
of the nonparametric maximum likelihood estimator λˆnpx0q, derived in [17].
Nonetheless, this entails the bothersome issue of estimating the nuisance
parameter, and more specifically, estimating the derivative of the baseline
hazard function λ1px0q, since, to the author’s best knowledge, there is no
available smooth monotone estimator of the baseline hazard function in the
Cox model. One option would be to kernel smooth the NPMLE λˆn, but this
would pose extra difficulties, like an appropriate choice of a bandwidth. For
a discussion of this issues in the case of right-censoring with no covariates,
see [4].
The paper is organized as follows. Section 2 introduces the Cox model,
the notations and the common assumptions. In Section 3, we introduce the
likelihood ratio method and characterize the maximum likelihood estimator
λˆn of a monotone baseline hazard function and the estimator λˆ
0
n, for which
λˆ0npx0q “ θ0, for a fixed x0 in the interior of the support of the baseline dis-
tribution. We provide the characterization of the two estimators in the case
of both nondecreasing and nonincreasing baseline hazard functions λ0. The
asymptotic distribution of the likelihood ratio statistic is provided, along
with preparatory lemmas, in Section 4. Finally, Section 5 is devoted to
constructing pointwise confidence intervals and comparing them, via simu-
lations, with the conventional confidence intervals based on the asymptotic
distribution of the NPMLE λˆn.
2 Definitions and assumptions
Suppose that the observed data consist of the following independent and
identically distributed triplets pTi,∆i, Ziq, with i “ 1, . . . , n. The event
time, denoted by X and commonly referred to as the survival time is sub-
ject to random censoring. Thus, T “ minpX,Cq, where T is the follow-up
time and C denotes the censoring time. The indicator ∆ “ tX ď Cu marks
whether the follow-up time is an event or a censoring time. Finally, Z P Rp
denotes the covariate vector of the observed follow-up time T , which is as-
sumed to be time invariant. The event time X and censoring time C are
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assumed to be conditionally independent, given the covariate vector Z. Fur-
thermore, let F be the distribution function of the non-negative random vari-
able X, G the distribution function of the non-negative random variable C,
and H the distribution function of T . The distribution function F px|zq is
assumed to be absolutely continuous, with density fpx|zq. Similarly, the
distribution function Gpc|zq is assumed to be absolutely continuous, with
density gpc|zq. In addition, F px|zq and Gpc|zq share no parameters, thus
the censoring mechanism is assumed to be non-informative.
Let λpx|zq be the hazard function for an individual with covariate vector
z P Rp. The Cox model [7] specifies that
λ px|zq “ λ0pxq eβ10z, (2.1)
where λ0 represents the baseline hazard function, that corresponds to z “ 0,
and β0 P Rp is the vector of the underlying regression coefficients. Finally,
we consider the following assumptions, that are typically employed when
deriving large sample properties of estimators within the Cox model (e.g.,
see [21]).
(A1) Let τF , τG and τH be the end points of the support of F,G and H
respectively. Then
τH “ τG ă τF ď 8.
(A2) There exists ε ą 0 such that
sup
|β´β0|ďε
E
”
|Z|2 e2β1Z
ı
ă 8,
where | ¨ | denotes the Euclidean norm.
3 The likelihood ratio method and the character-
ization of the estimators
By definition, Λpx|zq “ ´ logp1´F px|zqq is the cumulative hazard function.
Thus, from (2.1), it follows that Λpx|zq “ Λ0pxq exppβ10zq, where Λ0pxq “şx
0
λ0puqdu is the baseline cumulative hazard function. Since, for a continu-
ous distribution, λptq “ fptq{p1´F ptqq, for t ě 0, the full likelihood is given
by
nź
i“1
tfpTi | Ziq r1´GpTi | Ziqsu∆i tgpTi | Ziq r1´ F pTi | Ziqsu1´∆i
“
nź
i“1
λpTi | Ziq∆i exp r´ΛpTi | Ziqs ˆ
nź
i“1
r1´GpTi | Ziqs∆i gpTi | Ziq1´∆i .
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As the censoring mechanism is assumed to be non-informative, and by (2.1),
maximizing the full likelihood is the same as maximizing
nź
i“1
λpTi | Ziq∆i exp r´ΛpTi | Ziqs “
nź
i“1
”
λ0pTiqeβ10Zi
ı∆i
exp
”
´eβ10ZiΛ0pTiq
ı
,
which yields the following (pseudo) loglikelihood function, written as func-
tion of β P Rp and λ0
nÿ
i“1
”
∆i log λ0pTiq `∆iβ1Zi ´ eβ1ZiΛ0pTiq
ı
.
Let Tp1q ă Tp2q ă ¨ ¨ ¨ ă Tpnq be the ordered follow-up times and, for i “
1, . . . , n, let ∆piq and Zpiq be the censoring indicator and covariate vector
corresponding to Tpiq. Writing the above (pseudo) likelihood as a function
of β and λ0 gives
Lβpλ0q “
nÿ
i“1
„
∆piq log λ0pTpiqq `∆piqβ1Zpiq ´ eβ
1Zpiq
ż Tpiq
0
λ0puqdu

. (3.1)
Following the approach in [17], we do not proceed with the joint maximiza-
tion of (3.1) over β and monotone λ0. Alternatively, for β P Rp fixed,
we consider maximum likelihood estimation of a monotone baseline hazard
function λ0 and denote the estimator by λˆnpx;βq. Afterwards, we simply re-
place β by βˆn, the maximum partial likelihood estimator ( see, e.g., [7, 8]) of
the underlying regression coefficients β0, due to its commendable asymp-
totic properties (see, e.g., [10, 18, 20]). The proposed NPMLE is thus
λˆnpxq “ λˆnpx; βˆnq and will be referred to as the unconstrained estimator
of a monotone λ0. Furthermore, for β P Rp fixed, we maximize the loglikeli-
hood function Lβpλ0q in (3.1) over the class of all monotone baseline hazard
functions, under the null hypothesis H0 : λ0px0q “ θ0, for x0 P p0, τHq and
θ0 P p0,8q, fixed. We obtain λˆ0npx;βq and hence propose λˆ0npxq “ λˆ0npx; βˆnq
as the constrained NPMLE.
Replacing β by βˆn also in the loglikelihood function (3.1) yields the
likelihood ratio statistic for testing H0 : λ0px0q “ θ0,
2 log ξnpθ0q “ 2Lβˆnpλˆnq ´ 2Lβˆnpλˆ0nq. (3.2)
Thus, for computing the likelihood ratio statistic, we need to characterize
the unconstrained NPMLE λˆnpxq and the constrained NPMLE λˆ0npxq of a
monotone baseline hazard function λ0.
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3.1 Nondecreasing baseline hazard
We consider first maximum likelihood estimation of a nondecreasing
baseline hazard function λ0. Both the unconstrained estimator λˆn and the
constrained estimator λˆ0n will be characterized in terms of the processes
Wnpβ, xq “
ż ˆ
eβ
1z
ż x
0
tu ě suds
˙
dPnpu, δ, zq, (3.3)
and
Vnpxq “
ż
δtu ă xudPnpu, δ, zq, (3.4)
with β P Rp and x ě 0, and where Pn is the empirical measure of the
pTi,∆i, Ziq, with i “ 1, . . . , n. The characterization of the unconstrained
estimator λˆnpx;βq has already been provided in Lemma 1 in [17], which
we restate below. Furthermore, we provide a closed form of the estimator
on blocks of indices on which the estimator is constant. This expression
will be useful in deriving the asymptotic distribution of the likelihood ratio
statistic.
LEMMA 3.1. Let Tp1q ă . . . ă Tpnq be the ordered follow-up times and
consider a fixed β P Rp.
(i) Let Wn and Vn defined in (3.3) and (3.4). Then, the NPMLE λˆnpx;βq
of a nondecreasing baseline hazard function λ0 is of the form
λˆnpx;βq “
$’&’%
0 x ă Tp1q,
λˆi Tpiq ď x ă Tpi`1q, for i “ 1, . . . , n´ 1,
8 x ě Tpnq,
where λˆi is the left derivative of the greatest convex minorant (GCM)
at the point Pi of the cumulative sum diagram (CSD) consisting of the
points
Pj “
´
Wnpβ, Tpj`1qq ´Wnpβ, Tp1qq, VnpTpj`1qq
¯
, (3.5)
for j “ 1, . . . , n´ 1 and P0 “ p0, 0q.
(ii) For k ě 1, let B1, . . . , Bk be blocks of indices such that λˆnpx;βq is
constant on each block and B1 Y . . .YBk “ t1, . . . , n´ 1u. Denote by
vnjpβq the value of λˆnpx;βq on block Bj. Then,
vnjpβq “
ř
iPBj
∆piqř
iPBj
“
Tpi`1q ´ Tpiq
‰řn
l“i`1 e
β1Zplq
. (3.6)
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Proof. The proof of (i) has been provided by Lemma 1 in [17]. The NPMLE
λˆnpx;βq is obtained by maximizing the (pseudo) loglikelihood function in (3.1)
over all 0 ď λ0pTp1qq ď . . . ď λ0pTpnqq. As argued in [17], the estimator has
to be a nondecreasing step function, that is zero for x ă Tp1q, constant on the
interval rTpiq, Tpi`1qq, for i “ 1, . . . , n´ 1 and can be chosen arbitrarily large
for x ě Tpnq. Then, for fixed β P Rp, the (pseudo) loglikelihood function
in (3.1) reduces to
n´1ÿ
i“1
∆piq log λ0pTpiqq ´
nÿ
i“2
eβ
1Zpiq
i´1ÿ
j“1
“
Tpj`1q ´ Tpjq
‰
λ0pTpjqq
“
n´1ÿ
i“1
#
∆piq log λ0pTpiqq ´ λ0pTpiqq
“
Tpi`1q ´ Tpiq
‰ nÿ
l“i`1
eβ
1Zplq
+
.
(3.7)
Let λi “ λ0pTpiqq, for i “ 1, . . . , n´ 1 and λ “ pλ1, . . . , λn´1q. Then, finding
the NPMLE reduces to maximizing
φpλq “
n´1ÿ
i“1
#
∆piq log λi ´ λi
“
Tpi`1q ´ Tpiq
‰ nÿ
l“i`1
eβ
1Zplq
+
, (3.8)
over the set 0 ď λ1 ď . . . ď λn´1. The NPMLE corresponds thus to a
vector λˆ “ pλˆ1, . . . , λˆn´1q that maximizes φ over 0 ď λ1 ď . . . ď λn´1. To
prove (ii), we first derive the Fenchel conditions of the estimator. Thus, we
will show that the estimator λˆnpx;βq maximizes the (pseudo) loglikelihood
function in (3.1) over the class of nondecreasing baseline hazard functions if
and only if
ÿ
jěi
$&%∆pjqλˆj ´ “Tpj`1q ´ Tpjq‰
nÿ
l“j`1
eβ
1Zplq
,.- ď 0, (3.9)
for i “ 1, . . . , n´ 1, and
n´1ÿ
j“1
$&%∆pjqλˆj ´ “Tpj`1q ´ Tpjq‰
nÿ
l“j`1
eβ
1Zplq
,.- λˆj “ 0. (3.10)
The NPMLE λˆnpx;βq is thus uniquely determined by these Fenchel condi-
tions. The rest of the proof focuses on deriving the Fenchel conditions (3.9)
and (3.10) and on establishing (3.6).
First, note that the function φ in (3.8) is concave and that the vector of
partial derivatives ∇φpλq “ p∇1φpλq, . . . ,∇n´1φpλqq is given by
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∇φpλq “
˜
∆p1q
λ1
´ “Tp2q ´ Tp1q‰ nÿ
l“2
eβ
1Zplq , . . . ,
∆pn´1q
λn´1
´ “Tpnq ´ Tpn´1q‰ eβ1Zpnq
¸
.
Define now the functions gipλq “ λi´1 ´ λi, for i “ 1, . . . , n´ 1 and λ0 “ 0,
and the vector gpλq “ pg1pλq, . . . , gn´1pλqq. Moreover, define the matrix of
partial derivatives by
G “
ˆBgipλq
Bλj
˙
, for i “ 1, . . . , n ´ 1; j “ 1, . . . , n ´ 1. (3.11)
Let φ˜pλq “ ´φpλq. Then, maximizing (3.8) over all 0 ď λ1 ď . . . ď λn´1 is
equivalent with minimizing φ˜pλq under the restriction that all components
of the vector gpλq are negative. An adaptation of the Karush-Kuhn-Tucker
theorem (e.g., see Theorem 8.1 in [12]) states that λˆ minimizes φ˜ over all
vectors λ such that gipλq ď 0, for all i “ 1, . . . , n ´ 1, if and only if the
following conditions hold
∇φ˜pλˆq `GTα “ 0, (3.12)
gpλˆq ` w “ 0, (3.13)
xα,wy “ 0, (3.14)
for α “ pα1, . . . , αn´1q, with αi ě 0, i “ 1, . . . , n´1 and w “ pw1, . . . , wn´1q,
with wi ě 0, for i “ 1, . . . , n´ 1. The first condition (3.12), yields that
αi “ ´
ÿ
jěi
∇jφpλˆq “ ´
ÿ
jěi
$&%∆pjqλˆj ´ “Tpj`1q ´ Tpjq‰
nÿ
l“j`1
eβ
1Zplq
,.- . (3.15)
Since αi ě 0, for all i “ 1, . . . , n´1, condition (3.9) is immediate. From (3.13),
w “ ´gpλˆq “ pλˆ1´ λˆ0, . . . , λˆn´1´ λˆn´2q, with λˆ0 “ 0. Note that the condi-
tion wi ě 0 implies that λˆi´1 ď λˆi, for all i “ 1, . . . , n´ 1, which is trivially
satisfied. Finally, by (3.14),
n´1ÿ
i“1
pλˆi ´ λˆi´1q
ÿ
jěi
∇jφpλˆq “ 0,
which re-writes exactly to (3.10).
To derive the expression in (3.6), we prove first that (3.9) and (3.10)
imply that
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n´1ÿ
j“1
$&%∆pjqλˆj ´ “Tpj`1q ´ Tpjq‰
nÿ
l“j`1
eβ
1Zplq
,.- “ 0. (3.16)
Condition (3.9) gives that
řn´1
j“1 ∇jφpλˆq ď 0. In addition, as the maximizer
λˆ is nondecreasing,
λˆ1
n´1ÿ
j“1
∇jφpλˆq “ ´∇2φpλˆqλˆ2 ´∇3φpλˆqλˆ3 ´ . . .´∇n´1φpλˆqλˆn´1
`∇2φpλˆqλˆ1 `∇3φpλˆqλˆ1 ` . . .`∇n´1φpλˆqλˆ1
“
n´1ÿ
i“2
pλˆi´1 ´ λˆiq
ÿ
jěi
∇jφpλˆq ě 0.
This shows (3.16). Now let B1, . . . , Bk be blocks of indices on which λˆ is
constant such that B1 Y . . . Y Bk “ t1, . . . , n ´ 1u and let vnjpβq be the
value of λˆ on the block Bj, with j “ 1, . . . , k. If k “ 1, then the expres-
sion of vn1 is immediate from (3.16). Moreover, observe that, by (3.14),řn´1
i“1 αi
´
λˆi ´ λˆi´1
¯
“ 0, and since αi ě 0 and λˆi ě λˆi´1, for any i “
1, . . . , n ´ 1, it will follow that αi “ 0, whenever λˆi´1 ă λˆi. Hence, for
k ě 2, there exist k ´ 1 α’s that are zero. Then (3.6) follows by (3.15)
and (3.16). For example, for k ě 3, choose any two consecutive αi that are
zero. From (3.15), we get that by subtracting these αi’s,
ÿ
iPBj
∇iφpλˆq “
ÿ
iPBj
#
∆piq
vnjpβq ´
“
Tpi`1q ´ Tpiq
‰ nÿ
l“i`1
eβ
1Zplq
+
“ 0.
As vnjpβq is constant on Bj, this yields (3.6).
As mentioned beforehand, the proposed unconstrained estimator is thus
λˆnpxq “ λˆnpx; βˆnq. Equivalently, on each block of indices Bj , for j “
1, . . . , k, we propose the estimate vˆnj “ vnjpβˆnq. Under the null hypoth-
esis H0 : λ0px0q “ θ0, the characterization of the constrained maximum
likelihood estimator λˆ0n is provided by the next lemma.
LEMMA 3.2. Let x0 P p0, τHq fixed, such that Tpmq ă x0 ă Tpm`1q, for a
given 1 ď m ď n´ 1. Consider a fixed β P Rp.
(i) For i “ 1, . . . ,m, let λˆLi be the left derivative of the GCM at the point
PLi of the CSD consisting of the points P
L
j “ Pj , for j “ 1, . . . ,m, with
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Pj defined in (3.5) and P
L
0 “ p0, 0q. Moreover, for i “ m`1, . . . , n´1,
let λˆRi be the left derivative of the GCM at the point P
R
i of the CSD
consisting of the points PRj “ Pj, for j “ m, . . . , n´1, with Pj defined
in (3.5). Then, for θ0 P p0,8q, the NPMLE λˆ0npxq of a nondecreasing
baseline hazard function λ0, under the null hypothesis H0 : λ0 “ θ0, is
of the form
λˆ0npx;βq “
$’’’’’’&’’’’’’%
0 x ă Tp1q,
λˆ0i Tpiq ď x ă Tpi`1q, for i P t1, . . . , n´ 1uztmu
λˆ0m Tpmq ď x ă x0,
θ0 x0 ď x ă Tpm`1q,
8 x ě Tpnq,
(3.17)
where λˆ0i “ minpλˆLi , θ0q, for i “ 1, . . . ,m, and λˆ0i “ maxpλˆRi , θ0q, for
i “ m` 1, . . . , n´ 1.
(ii) For k ě 1, let B0
1
, . . . , B0k be blocks of indices such that λˆ
0
npx;βq is
constant on each block and B0
1
Y . . .YB0k “ t1, . . . , n´1u. Then, there
is one block, say B0r , on which λˆ
0
npx;βq is equal to θ0, and one block,
say B0p , that contains m. On all other blocks B
0
j , denote by v
0
njpβq the
value of λˆ0npx;βq on block B0j . Then,
v0njpβq “
ř
iPB0j
∆piqř
iPB0j
“
Tpi`1q ´ Tpiq
‰řn
l“i`1 e
β1Zplq
, (3.18)
for j “ 1, . . . , p´ 1, p ` 1, . . . , k. On the block B0p that contains m,
v0nppβq “
ř
iPB0p
∆piqř
iPB0pztmu
“
Tpi`1q ´ Tpiq
‰řn
l“i`1 e
β1Zplq ` rx0 ´ Tpmqs
řn
l“m`1 e
β1Zplq
.
(3.19)
Proof. We will derive the Karush-Kuhn-Tucker (KKT) conditions, that uniquely
determine the constrained NPMLE, and which implicitly provide the char-
acterization in (ii). To prove the lemma, we will show that the estimator
proposed in (i) satisfies these conditions.
The constrained NPMLE estimator is obtained by maximizing the objec-
tive function (3.1) over 0 ď λ0pTp1qq ď . . . ď λ0pTpmqq ď θ0 ď λ0pTpm`1qq ď
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. . . ď λ0pTpn´1qq. In line with the reasoning for the unconstrained estima-
tor, it can be argued that the constrained estimator has to be a nonde-
creasing step function that is zero for x ă Tp1q, constant on rTpiq, Tpi`1qq, for
i “ 1, . . . , n´1, is equal to θ0 on the interval rx0, Tpm`1qq, and can be chosen
arbitrarily large for x ě Tpnq. Therefore, for a fixed β P R, the (pseudo)
loglikelihood function in (3.1) reduces to
m´1ÿ
i“1
#
∆piq log λ0pTpiqq ´ λ0pTpiqq
“
Tpi`1q ´ Tpiq
‰ nÿ
l“i`1
eβ
1Zplq
+
`∆pmq log λ0pTpmqq ´ λ0pTpmqq
“
x0 ´ Tpmq
‰ nÿ
l“m`1
eβ
1Zplq
´ θ0
“
Tpm`1q ´ x0
‰ nÿ
l“m`1
eβ
1Zplq
`
n´1ÿ
i“m`1
#
∆piq log λ0pTpiqq ´ λ0pTpiqq
“
Tpi`1q ´ Tpiq
‰ nÿ
l“i`1
eβ
1Zplq
+
.
(3.20)
By letting λi “ λ0pTpiqq, for i “ 1, . . . , n´1 and λ “ pλ1, . . . , λn´1q, we then
want to maximize
φ0pλq “
m´1ÿ
i“1
#
∆piq log λi ´ λi
“
Tpi`1q ´ Tpiq
‰ nÿ
l“i`1
eβ
1Zplq
+
`∆pmq log λm ´ λm
“
x0 ´ Tpmq
‰ nÿ
l“m`1
eβ
1Zplq
`
n´1ÿ
i“m`1
#
∆piq log λi ´ λi
“
Tpi`1q ´ Tpiq
‰ nÿ
l“i`1
eβ
1Zplq
+
,
(3.21)
over the set 0 ď λ1 ď . . . ď λm ď θ0 ď λm`1 ď . . . ď λn´1. Let the
vector λˆc “ pλˆc1, . . . , λˆcn´1q denote the constrained NPMLE under the null
hypothesis H0 : λ0px0q “ θ0. We will show next that λˆc maximizes the
objective function in (3.21) over the class of nondecreasing baseline hazard
functions, under the null hypothesis, if and only if the following conditions
are satisfied
ÿ
jďi
$&%∆pjqλˆcj ´
“
Tpj`1q ´ Tpjq
‰ nÿ
l“j`1
eβ
1Zplq
,.- ě 0, for i “ 1, . . . ,m´ 1,
(3.22)
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m´1ÿ
j“1
#
∆pjq
λˆcj
´ “Tpj`1q ´ Tpjq‰ nÿ
l“j`1
eβ
1Zplq
+
` ∆pmq
λˆcm
´ “x0 ´ Tpmq‰ nÿ
l“m`1
eβ
1Zplq ě 0,
(3.23)
ÿ
jěi
$&%∆pjqλˆcj ´
“
Tpj`1q ´ Tpjq
‰ nÿ
l“j`1
eβ
1Zplq
,.- ď 0, for i “ m` 1, . . . , n´ 1,
(3.24)
and
n´1ÿ
j“1
j‰m
#
∆pjq
λˆcj
´ “Tpj`1q ´ Tpjq‰ nÿ
l“j`1
eβ
1Zplq
+´
λˆcj ´ θ0
¯
`
#
∆pmq
λˆcm
´ “x0 ´ Tpmq‰ nÿ
l“m`1
eβ
1Zplq
+´
λˆcm ´ θ0
¯
“ 0.
(3.25)
The NPMLE λˆc is thus uniquely determined by these conditions. To prove
(i), we will show that λˆ0n defined in (3.17) verifies the Karush-Kuhn-Tucker
(KKT) conditions (3.22)-(3.25). Therefore, λˆ0n is the unique maximizer of
φ0pλq in (3.21), over the set 0 ď λ1 ď . . . ď λm ď θ0 ď λm`1 ď . . . ď λn´1.
As it will be seen further, despite bothersome calculations, the distinct form
of the likelihood grants a unified framework for deriving the KKT conditions,
that uses all the follow-up times, unlike the reasoning in [5], where the
(pseudo) loglikelihood is split and arguments are carried both to the left
and to the right of x0.
Similar to the unconstrained case, observe that the function φ0 is concave
and that the vector of partial derivatives is∇φ0pλq “ p∇1φ0pλq, . . . ,∇n´1φ0pλqq,
with
∇iφ
0pλq “ ∆piq
λi
´ “Tpi`1q ´ Tpiq‰ nÿ
l“i`1
eβ
1Zplq ,
for i “ 1, . . . ,m´ 1,m` 1, . . . , n´ 1, and
∇mφ
0pλq “ ∆pmq
λm
´ “x0 ´ Tpmq‰ nÿ
l“m`1
eβ
1Zplq .
Note that the form of ∇mφ
0pλq differs from the form of ∇iφ0pλq, for i “
1, . . . ,m´1,m`1, . . . , n´1. Moreover, define the vector gpλq “ pg1pλq, . . . , gn´1pλqq,
with
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gipλq “
$’’’’&’’’’%
λi ´ λi`1 i “ 1, . . . ,m´ 1,
λm ´ θ0 i “ m,
θ0 ´ λm`1 i “ m` 1,
λi´1 ´ λi i “ m` 2, . . . , n´ 1,
and consider the matrix of partial derivatives defined in (3.11). Computa-
tions as in (3.15) can be derived to show that condition (3.12) yields (3.22)-
(3.24), upon noting that
αi “
#ř
jďi∇jφ
0pλˆcq i “ 1, . . . ,m,
´řjěi∇jφ0pλˆcq i “ m` 1, . . . , n´ 1. (3.26)
Condition (3.13) gives that w “ pλˆc
2
´ λˆc
1
, . . . , θ0´ λˆcm, λˆcm`1´θ0, . . . , λˆcn´1´
λˆcn´2q, which together with (3.14) and (3.26), yields (3.25). Moreover, (3.14)
gives that
m´1ÿ
i“1
αi
´
λˆci`1 ´ λˆci
¯
` αm
´
θ0 ´ λˆcm
¯
` αm`1
´
λˆcm`1 ´ θ0
¯
`
n´1ÿ
m`2
αi
´
λˆci ´ λˆci´1
¯
“ 0.
Obviously, αi “ 0 if λˆci ă λˆci`1, for i “ 1, . . . ,m´1,m`1, . . . , n´1 and (3.18)
can be derived as in the proof of Lemma 3.1. For the block B0p containing
m, we get that
ÿ
iPB0pztmu
#
∆piq
v0nppβq
´ “Tpi`1q ´ Tpiq‰ nÿ
l“i`1
eβ
1Zplq
+
` ∆pmq
v0nppβq
´ “x0 ´ Tpmq‰ nÿ
l“m`1
eβ
1Zplq “ 0,
which gives exactly (3.19). Therefore showing that the estimator λˆ0n defined
in (3.17) satisfies the KKT conditions (3.22)-(3.25) also proves (ii).
Recall that λˆ0n is minpλˆLi , θ0q, for i “ 1, . . . ,m, and that λˆLi is the uncon-
strained estimator when considering only the follow-up times Tp1q, . . . , Tpmq.
Moreover, λˆ0n is maxpλˆRi , θ0q, for i “ m ` 1, . . . , n ´ 1, where λˆRi can be
viewed as the unconstrained estimator when considering only the follow-up
times Tpmq, . . . , Tpn´1q. Note that (3.16) together with (3.9) imply that
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ÿ
jďi
$&%∆pjqλˆj ´ “Tpj`1q ´ Tpjq‰
nÿ
l“j`1
eβ
1Zplq
,.- ě 0, for i “ 1, . . . , n ´ 1.
(3.27)
The condition holds for i “ 1, . . . ,m´ 1, and, moreover,
ÿ
jďi
! ∆pjq
minpλˆLj , θ0q
´ “Tpj`1q ´ Tpjq‰ nÿ
l“j`1
eβ
1Zplq
)
ě
ÿ
jďi
$&%∆pjqλˆLj ´
“
Tpj`1q ´ Tpjq
‰ nÿ
l“j`1
eβ
1Zplq
,.- ě 0,
for i “ 1, . . . ,m ´ 1. Therefore, minpλˆLi , θq, for i “ 1, . . . ,m ´ 1 satis-
fies (3.22). Furthermore, (3.27) holds for i “ m, which implies that
m´1ÿ
j“1
$&% ∆pjqminpλˆLj , θ0q ´
“
Tpj`1q ´ Tpjq
‰ nÿ
l“j`1
eβ
1Zplq
,.-
`
$&% ∆pmqminpλˆLm, θ0q ´
“
x0 ´ Tpmq
‰ nÿ
l“j`1
eβ
1Zplq
,.-
ě
mÿ
j“1
$&% ∆pjqminpλˆLj , θ0q ´
“
Tpj`1q ´ Tpjq
‰ nÿ
l“j`1
eβ
1Zplq
,.- ě 0,
hence λˆ0n satisfies (3.23) as well. It is straightforward that maxpλˆRi , θ0q, for
i “ m ` 1, . . . , n ´ 1 satisfies (3.24), since, by definition, λˆRi satisfies (3.9),
for i “ m` 1, . . . , n´ 1, and
ÿ
jěi
#
∆pjq
maxpλˆRj , θ0q
´ “Tpj`1q ´ Tpjq‰ nÿ
l“j`1
eβ
1Zplq
+
ď
ÿ
jěi
$&%∆pjqλˆRj ´
“
Tpj`1q ´ Tpjq
‰ nÿ
l“j`1
eβ
1Zplq
,.- ď 0.
Finally, to check if λˆ0n verifies the condition (3.25), we will argue on the
blocks of indices on which λˆn, and hence λˆ
L
i and λˆ
R
i are constant. By (3.6),
for each block Bj , with j “ 1, . . . , k, on which the unconstrained estimator
has the constant value vnjpβq,
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ÿ
iPBj
#
∆piq
vnjpβq ´
“
Tpi`1q ´ Tpiq
‰ nÿ
l“i`1
eβ
1Zplq
+
vnjpβq “ 0,
and
ÿ
iPBj
#
∆piq
vnjpβq ´
“
Tpi`1q ´ Tpiq
‰ nÿ
l“i`1
eβ
1Zplq
+
“ 0.
Then, on each block Bj that does not contain m, we can write
ÿ
iPBj
#
∆piq
λˆi
´ “Tpi`1q ´ Tpiq‰ nÿ
l“i`1
eβ
1Zplq
+
λˆi
“ θ0
ÿ
iPBj
#
∆piq
λˆi
´ “Tpi`1q ´ Tpiq‰ nÿ
l“i`1
eβ
1Zplq
+
,
(3.28)
and this holds for λˆLi , as well as for λˆ
R
i . It is straightforward that minpλˆLi , θ0q,
for i “ 1, . . . ,m and maxpλˆRi , θ0q, for i “ m ` 1, . . . , n ´ 1 satisfy this
relationship. For the block Bp that contains m, we have
ÿ
iPBpztmu
#
∆piq
λˆLi
´ “Tpi`1q ´ Tpiq‰ nÿ
l“i`1
eβ
1Zplq
+
λˆLi
`
#
∆pmq
λˆLm
´ “Tpm`1q ´ x0‰ nÿ
l“m`1
eβ
1Zplq ´ “x0 ´ Tpmq‰ nÿ
l“m`1
eβ
1Zplq
+
λˆLm
“ θ0
ÿ
iPBpztmu
#
∆piq
λˆLi
´ “Tpi`1q ´ Tpiq‰ nÿ
l“i`1
eβ
1Zplq
+
` θ0
#
∆pmq
λˆm
´ “Tpm`1q ´ x0‰ nÿ
l“m`1
eβ
1Zplq ´ “x0 ´ Tpmq‰ nÿ
l“m`1
eβ
1Zplq
+
.
Constraining λˆLm to be θ0 on the interval rx0, Tpm`1qq yields
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ÿ
iPBpztmu
#
∆piq
λˆLi
´ “Tpi`1q ´ Tpiq‰ nÿ
l“i`1
eβ
1Zplq
+
λˆLi
`
#
∆pmq
λˆLm
´ “x0 ´ Tpmq‰ nÿ
l“m`1
eβ
1Zplq
+
λˆLm
“θ0
ÿ
iPBpztmu
#
∆piq
λˆLi
´ “Tpi`1q ´ Tpiq‰ nÿ
l“i`1
eβ
1Zplq
+
` θ0
#
∆pmq
λˆLm
´ “x0 ´ Tpmq‰ nÿ
l“m`1
eβ
1Zplq
+
.
(3.29)
Once more, for i P Bp, minpλˆLi , θ0q satisfies this relationship. Summing over
all blocks in (3.28) and (3.29) completes the proof.
Similar to the unconstrained estimator, we propose λˆ0npxq “ λˆ0npx; βˆnq
as the constrained estimator and vˆ0nj “ v0njpβˆnq, where βˆn is the maximum
partial likelihood estimator.
REMARK 3.1. As already pointed out in [17], if we take all covari-
ates equal to zero, the characterization of the unconstrained estimator dif-
fers slightly from the characterization of the nondecreasing hazard estimator
within the ordinary random censorship model, provided in [14]. Correspond-
ingly, the characterizations in Lemma 3.1 and 3.2, with all Zl ” 0 differ
from the characterizations furnished in [4]. Although the estimators in [4] do
not maximize the (pseudo) loglikelihood function in (3.1) (in the absence of
covariates and under the null hypothesis) over nondecreasing λ0, the asymp-
totic distribution of the likelihood ratio test based on these estimators will
coincide with our proposed distribution, in the case of no covariates.
Using the notations in [4], let slogcmpf, Iq be the left-hand slope of the
greatest convex minorant of the restriction of the real-valued function f to
the interval I. Denote by slogcmpfq “ slogcmpf,Rq. Moreover, let
slogcm0pfq “ min pslogcmpf, p´8, 0sq, 0q 1p´8,0s`max pslogcmpf, p0,8qq, 0q 1p0,8q.
Furthermore, for positive constants a and b, define
Xa,bptq “ aWptq ` bt2, (3.30)
where W is a standard two-sided Brownian motion originating from zero.
Let
16
ga,bptq “ slogcmpXa,bqptq, (3.31)
the left-hand slope of the GCM Ga,b of the process Xa,b, at point t. The
constrained analogous is defined as follows: for t ď 0, construct the GCM
of Xa,b, that will be denoted by G
L
a,b and take its left-hand slopes at point
t, denoted by DLpXa,bqptq. When the slopes exceed zero, replace them by
zero. In the same manner, for t ą 0, denote the GCM of Xa,b by GRa,b and
its slopes at point t by DRpXa,bqptq. Replace the slopes by zero when they
decrease below zero. This slope process will be denoted by g0a,b, which is
thus given by
g0a,bptq “
$’&’%
min pDLpXa,bqptq, 0q t ă 0,
0 t “ 0,
max pDRpXa,bqptq, 0q t ą 0.
(3.32)
Note that for t ď 0, there exists, almost surely s ă 0 such that DLpXa,bqpsq
is strictly positive for any point greater than or equal to s and the left
derivative at s is non-positive. Equivalently, for t ą 0 there exists almost
surely s ą 0 such that DRpXa,bqpsq is strictly negative for any point smaller
than or equal to s and the left derivative at s is non-negative. In addition,
observe that g0a,bptq “ slogcm0pXa,bqptq, as defined and characterized in [5].
3.2 Nonincreasing baseline hazard
The characterization of the unconstrained and the constrained NPMLE
estimators of a nonincreasing baseline hazard function follows analogously
to the characterization of the nondecreasing estimators. The unconstrained
NPMLE λˆnpx;βq is obtained by maximizing the (pseudo) likelihood function
in (3.1) over all λ0pTp1qq ě . . . ě λpTpnqq ě 0. As derived in [17], the
likelihood is maximized by a nonincreasing step function that is constant on
pTpi´1q, Tpiqs, for i “ 1, . . . , n and where Tp0q “ 0. The (pseudo) loglikelihood
in (3.1) becomes then
nÿ
i“1
#
∆piq log λ0pTpiqq ´ λ0pTpiqq
“
Tpiq ´ Tpi´1q
‰ nÿ
l“i
eβ
1Zplq
+
. (3.33)
The lemmas below provide the characterization of the unconstrained esti-
mator λˆnpx;βq and the constrained estimator λˆ0npx;βq. Their proofs follow
by arguments similar to those in the proofs of Lemma 3.1 and Lemma 3.2,
as well as the necessary and sufficient conditions that uniquely characterize
these estimators..
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LEMMA 3.3. Let Tp1q ă . . . ă Tpnq be the ordered follow-up times and
consider a fixed β P Rp.
(i) Let Wn be defined in (3.3) and let
V¯npxq “
ż
δtu ď xudPnpu, δ, zq. (3.34)
Then, the NPMLE λˆnpx;βq of a nonincreasing baseline hazard function
λ0 is given by
λˆnpx;βq “
#
λˆi Tpi´1q ă x ď Tpiq, for i “ 1, . . . , n,
0 x ą Tpnq,
for i “ 1, . . . , n, with Tp0q “ 0 and where λˆi is the left derivative of the
least concave majorant (LCM) at the point Pi of the cumulative sum
diagram consisting of the points
Pj “
´
Wnpβ, Tpjqq, V¯npTpjqq
¯
, (3.35)
for j “ 1, . . . , n and P0 “ p0, 0q.
(ii) Let B1, . . . , Bk be blocks of indices such that λˆnpx;βq is constant on
each block and B1Y . . .YBk “ t1, . . . , nu. Denote by vnjpβq, the value
of the estimator on block Bj . Then
vnjpβq “
ř
iPBj
∆piqř
iPBj
“
Tpiq ´ Tpi´1q
‰řn
l“i e
β1Zplq
.
In fact, for x ě Tpnq, λˆnpx;βq can take any value smaller than λˆn, the left
derivative of the LCM at the point Pn of the CSD. As before, we propose
λˆnpxq “ λˆnpx; βˆnq as the estimator of λ0 and vˆnj “ vnjpβˆnq, where βˆn
denotes the maximum partial likelihood estimator of β0. Fenchel conditions
as in (3.9) and (3.10) can be derived analogously.
The NPMLE estimator λˆ0n maximizes the (pseudo) loglikelihood function
in (3.33) over the set λ0pTp1qq ě . . . ě λ0pTpmqq ě θ0 ě λ0pTpm`1qq ě . . . ě
λ0pTpnqq ě 0. It can be argued that the constrained estimator has to be a
nonincreasing step function that is constant on pTpi´1q, Tpiqs, for i “ 1, . . . , n,
is θ0 on the interval pTpmq, x0s, and is zero for x ě Tpnq. Hence, the (pseudo)
loglikelihood function becomes
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mÿ
i“1
#
∆piq log λ0pTpiqq ´ λ0pTpiqq
“
Tpiq ´ Tpi´1q
‰ nÿ
l“i
eβ
1Zplq
+
`∆pm`1q log λ0pTpm`1qq ´ θ0
“
x0 ´ Tpmq
‰ nÿ
l“m`1
eβ
1Zplq
´ λ0pTpm`1qq
“
Tpm`1q ´ x0
‰ nÿ
l“m`1
eβ
1Zplq
`
nÿ
i“m`2
#
∆piq log λ0pTpiqq ´ λ0pTpiqq
“
Tpiq ´ Tpi´1q
‰ nÿ
l“i
eβ
1Zplq
+
.
The characterization of the constrained NPMLE λˆ0n is provided with the
next lemma.
LEMMA 3.4. Let x0 P p0, τHq fixed, such that Tpmq ă x0 ă Tpm`1q, for a
given 1 ď m ď n´ 1. Consider a fixed β P Rp.
(i) For i “ 1, . . . ,m, let λˆLi to be the left derivative of the LCM at the point
PLi of the CSD consisting of the points P
L
j “ Pj, for j “ 1, . . . ,m,
with Pj defined in (3.35), and P
L
0 “ p0, 0q. Moreover, for i “ m `
1, . . . , n, let λˆRi be the left derivative of the LCM at the point P
R
i of the
CSD consisting of the points PRj “ Pj , for j “ m,m ` 1 . . . , n, with
Pj defined in (3.35). Then, the NPMLE λˆ
0
npx;βq of a nonincreasing
baseline hazard function λ0, under the null hypothesis H0 : λ0 “ θ0, is
given by
λˆ0npx;βq “
$’’’’&’’’’%
λˆ0i Tpi´1q ă x ď Tpiq, for i “ 1, . . . ,m,m` 2, . . . , n,
θ0 Tpmq ă x ď x0,
λˆ0m`1 x0 ă x ď Tpm`1q,
0 x ą Tpnq,
(3.36)
where Tp0q “ 0 and where λˆ0i “ maxpλˆLi , θ0q, for i “ 1, . . . ,m, and
λˆ0i “ minpλˆRi , θ0q, for i “ m` 1, . . . , n.
(ii) For k ě 1, let B01 , . . . , B0k be blocks of indices such that λˆ0npx;βq is
constant on each block and B01 Y . . . Y B0k “ t1, . . . , nu. There is one
block, say B0r , on which λˆ
0
npx;βq is θ0, and one block, say B0p , that
contains m` 1. On all other blocks B0j , denote by v0njpβq the value of
λˆ0npx;βq on block B0j . Then,
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v0njpβq “
ř
iPB0j
∆piqř
iPB0j
“
Tpjq ´ Tpj´1q
‰řn
l“j e
β1Zplq
.
On the block B0p , that contains m` 1,
v0nppβq
“
ř
iPB0p
∆piqř
iPB0pztm`1u
“
Tpiq ´ Tpi´1q
‰řn
l“i`1 e
β1Zplq ` rTpm`1q ´ x0s
řn
l“m`1 e
β1Zplq
.
Evidently, we propose λˆ0npxq “ λˆ0npx; βˆnq as the constrained estimator
of a nonincreasing baseline hazard function λ0, as well as vˆ
0
nj “ v0njpβˆnq on
blocks of indices where the estimator is constant. The Fenchel conditions
corresponding to (3.22)-(3.25) can be derived in the same manner as for the
constrained estimator in the nondecreasing case.
Let slolcmpf, Iq be the left-hand slope of the LCM of the restriction of the
real-valued function f to the interval I. Denote by slolcmpfq “ slolcmpf,Rq.
For a, b ą 0, let X¯a,bptq “ aWptq ´ bt2, where W is a standard two-sided
Brownian motion originating from zero. Denote by La,b the LCM of X¯a,b
and let
la,bptq “ slolcmpX¯a,bqptq, (3.37)
be the left-hand slope of La,b, at point t. Additionally, set
slolcm0pfq “ max pslolcmpf, p´8, 0sq, 0q 1p´8,0s`min pslolcmpf, p0,8qq, 0q 1p0,8q.
For t ď 0, construct the LCM of X¯a,b, that will be denoted by LLa,b and take
its left-hand slope at point t, denoted by DLpX¯a,bqptq. When the slopes fall
behind zero, replace them by zero. In the same manner, for t ą 0, denote
the LCM of X¯a,b by L
R
a,b and its slope at point t by DRpX¯a,bqptq. Replace
the slopes by zero when they exceed zero. This slope process will be denoted
by l0a,b, which is thus given by
l0a,bptq “
$’&’%
max
`
DLpX¯a,bqptq, 0
˘
t ă 0,
0 t “ 0,
min
`
DRpX¯a,bqptq, 0
˘
t ą 0.
(3.38)
Observe that l0a,bptq “ slolcm0pX¯a,bqptq.
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4 The limit distribution
Let BlocpRq be the space of all locally bounded real functions onR, equipped
with the topology of uniform convergence on compact sets. In addition,
CminpRq is defined as the subset of BlocpRq consisting of continuous func-
tions f for which fptq Ñ 8, when |t| Ñ 8 and f has a unique minimum.
Let L be the space of locally square integrable real-valued functions on R,
equipped with the topology of L2 convergence on compact sets.
For a generic follow-up time T , consider Hucpxq “ PpT ď x,∆ “ 1q, the
sub-distribution function of the uncensored observations. Moreover, let
Φpβ, xq “
ż
tu ě xu eβ1z dP pu, δ, zq, (4.1)
for β P Rp and x P R, where P is the underlying probability measure
corresponding to the distribution of pT,∆, Zq. For a fixed point x0 P p0, τH q,
define the processes
Xnpxq “ n1{3
´
λˆnpx0 ` n´1{3xq ´ θ0
¯
,
Ynpxq “ n1{3
´
λˆ0npx0 ` n´1{3xq ´ θ0
¯
.
(4.2)
The following lemma provides the joint asymptotic distribution of the above
processes.
LEMMA 4.1. Assume (A1) and (A2) and let x0 P p0, τHq. Suppose that λ0
is nondecreasing on r0,8q and continuously differentiable in a neighborhood
of x0, with λ0px0q ‰ 0 and λ10px0q ą 0. Moreover, assume that the functions
x ÞÑ Φpβ0, xq and Hucpxq, defined in (4.1) and above (4.1), are continuously
differentiable in a neighborhood of x0. Finally, assume that the density of the
follow-up times is continuous and bounded away from zero in a neighborhood
of x0. Define
a “
d
λ0px0q
Φpβ0, x0q and b “
1
2
λ10px0q. (4.3)
Then pXn, Ynq converges jointly to pga,b, g0a,bq, in LˆL, where the processes
ga,b and g
0
a,b have been defined in (3.31) and (3.32).
Proof. Note that the processes Xn and Yn are monotone. By making use of
Corollary 2 in [15] and the remark above the corollary, it suffices to prove
that the finite dimensional marginals of the process pXn, Ynq converge to the
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finite dimensional marginals of the process pga,b, g0a,bq, in order to prove the
lemma.
For x ě Tp1q, let
xWnpxq “Wnpβˆn, xq ´Wnpβˆn, Tp1qq,
whereWn is defined in (3.3), and where βˆn is the maximum partial likelihood
estimator. For fixed x0 and x P r´k, ks, with 0 ă k ă 8, define the process
Znpxq “ n
2{3
Φpβ0, x0q
!
Vnpx0 ` n´1{3xq ´ Vnpx0q
´ λ0px0q
”xWnpx0 ` n´1{3xq ´xWnpx0qı ), (4.4)
where Vn is defined in (3.4). For a and b defined in (4.3), Zn converges
weakly to Xa,b, as processes in BlocpRq, by Lemma 8 in [17]. Define now
Snpxq “ n
1{3
Φpβ0, x0q
!xWnpx0 ` n´1{3xq ´xWnpx0q) . (4.5)
From the proof of Lemma 9 in [17], Snpxq converges almost surely to the
deterministic function x, uniformly on every compact set.
Following the approach in [11], Lopuhaa¨ and Nane [17] obtained the
asymptotic distribution of the unconstrained maximum likelihood estimator
λˆn by considering the inverse process
Unpzq “ argmin
xPrTp1q,Tpnqs
!
Vnpxq ´ zxWnpxq) , (4.6)
for z ą 0, where the argmin function represents the supremum of times at
which the minimum is attained. Since the argmin is invariant under addition
of and multiplication with positive constants, it follows that
n1{3
”
Unpθ0 ` n´1{3zq ´ x0
ı
“ argmin
xPInpx0q
tZnpxq ´ Snpxqzu ,
where Inpx0q “ r´n1{3px0 ´ Tp1qq, n1{3pTpnq ´ x0qs. For z ą 0, the switching
relationship λˆnpxq ď z holds if and only if Unpzq ě x, with probability one.
This translates, in the context of this lemma, to
n1{3
”
λˆnpx0 ` n´1{3xq ´ θ0
ı
ď z ô n1{3
”
Unpθ0 ` n´1{3zq ´ x0
ı
ě x,
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for 0 ă x0 ă τH and θ0 ą 0, with probability one. The switching relationship
is thus Xnpxq ď z ô n1{3
“
Unpθ0 ` n´1{3zq ´ x0
‰ ě x. Hence finding the
limiting distribution of Xnpxq resumes to finding the limiting distribution
of n1{3
“
Unpθ0 ` n´1{3zq ´ x0
‰
. By applying Theorem 2.7 in [16], it follows
that, for every z ą 0,
n1{3
”
Unpθ0 ` n´1{3zq ´ x0
ı
dÝÑ Upzq,
as inferred in the proof of Theorem 2 in [17], where
Upzq “ sup tt P R : Xa,bptq ´ zt is minimalu .
It will result that, for every x P r´k, ks,
P pXnpxq ď zq “ P
´
n1{3
”
λˆnpx0 ` n´1{3xq ´ θ0
ı
ď z
¯
“ P
´
n1{3
”
Unpθ0 ` n´1{3zq ´ x0
ı
ě x
¯
Ñ P pUpzq ě xq .
Using the switching relationship on the limiting process, it can be deduced
that Upzq ě x ô ga,bpxq ď z, with probability one, and thus Xnpxq dÝÑ
ga,bpxq.
In order to prove the same type of result for Ynpxq, consider first the
following process
rYnpxq “ n1{3 ´λ˜npx0 ` n´1{3xq ´ θ0¯ , (4.7)
where, for x0 P p0, τH q, such that Tpmq ă x0 ă Tpm`1q,
λ˜npxq “
$’’’’’’’’’&’’’’’’’’’%
0 x ă Tp1q,
λˆLi Tpiq ď x ă Tpi`1q, for i “ 1, . . . ,m´ 1
λˆLm Tpmq ď x ă x0,
0 x0 ď x ă Tpm`1q,
λˆRi Tpiq ď x ă Tpi`1q, for i “ m` 1, . . . , n´ 1
8 x ě Tpnq,
with λˆLi and λˆ
R
i defined in Lemma 3.2. For this, we have considered up
to x0 an unconstrained estimator which is constructed based on the sample
points Tp1q, . . . , Tpm`1q. Moreover, to the right of x0, we have considered
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an unconstrained estimator based on the points Tpm`1q, . . . , Tpnq. It is not
difficult to see that
Ynpxq “
$’’&’’%
min
´rYnpxq, 0¯ x ă 0,
0 x “ 0,
max
´rYnpxq, 0¯ x ą 0. (4.8)
For z ą 0, define the inverse processes
ULn pzq “ argmin
xPrTp1q,Tpm`1qs
!
Vnpxq ´ zxWnpxq) ,
URn pzq “ argmin
xPrTpm`1q,Tpnqs
!
Vnpxq ´ zxWnpxq)
Take x ă x0. The switching relationship for λ˜n is given by λ˜npxq ď z if and
only if ULn pzq ě x, with probability one, which gives that
n1{3
”
λ˜npx0 ` n´1{3xq ´ θ0
ı
ď z ô n1{3
”
ULn pθ0 ` n´1{3zq ´ x0
ı
ě x,
with probability one. Moreover,
n1{3
”
ULn pθ0 ` n´1{3zq ´ x0
ı
“ argmin
xPILn px0q
tZnpxq ´ Snpxqzu ,
where ILn px0q “ r´n1{3px0 ´ Tp1qq, n1{3pTpm`1q ´ x0qs. Denote by
Znpz, xq “ Znpxq ´ Snpxqz.
As for the unconstrained estimator, we aim to apply Theorem 2.7 in [16].
As Theorem 2.7 in [16] applies to the argmax of processes on the whole real
line, we extend the above process in the following manner
Z´n pz, xq “
$’&’%
Znpz,´n1{3px0 ´ Tp1qqq x ă ´n1{3px0 ´ Tp1qq,
Znpz, xq ´n1{3px0 ´ Tp1qq ď x ď n1{3pTpm`1q ´ x0q,
Znpz, n1{3pTpm`1q ´ x0qq ` 1 x ą n1{3pTpm`1q ´ x0q.
Then, Z´n pz, xq P BlocpRq and
n1{3
”
ULn pθ0 ` n´1{3zq ´ x0
ı
“ argmin
xPR
 
Z´n pz, xq
( “ argmax
xPR
 ´Z´n pz, xq( .
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Since λ0px0q “ θ0 ą 0 and λ0 is continuously differentiable in a neigh-
borhood of x0, it follows by a Taylor expansion and by Lemma 2.5 in [9]
that n1{3pTpm`1q ´ x0q “ Oppn´1 log nq. Therefore, by virtue of Lemma
8 and Lemma 9 in [17], the process x ÞÑ ´Z´n pz, xq converges weakly to
Z´pxq P CmaxpRq, for any fixed z, where
Z´n pz, xq “
#
´Xa,bpxq ` zx x ď 0,
1 x ą 0,
for a and b defined in (4.3). Hence, the first condition of Theorem 2.7 in [16]
is verified. The second condition follows directly from Lemma 11 in [17],
while the third condition is trivially fulfilled. Thus, for any z fixed,
n1{3
”
ULn pθ0 ` n´1{3zq ´ x0
ı
dÝÑ U´pzq,
where U´pzq “ sup tt ď 0 : Xa,bptq ´ zt is minimalu. Concluding, for x ă 0,
P
´rYnpxq ď z¯ “ P ´n1{3 ”λ˜npx0 ` n´1{3xq ´ θ0ı ď z¯
“ P
´
n1{3
”
ULn pθ0 ` n´1{3zq ´ x0
ı
ě x
¯
Ñ P `U´pzq ě x˘ .
The switching relationship for the limiting process gives that U´pzq ě xô
DLpXa,bqpxq ď z, with probability one, where DLpXa,bqpxq has been defined
as the left-hand slope of the GCM of Xa,b, at a point x ă 0. Hence, for
x ă 0,
rYnpxq dÝÑ DLpXa,bqpxq.
Completely analogous, rYnpxq dÝÑ DRpXa,bqpxq, for x ą 0. By continuous
mapping theorem and by (4.8), it can be concluded that for fixed x P r´k, ks,
Ynpxq dÝÑ g0a,bpxq,
where g0a,b has been defined in (3.32).
Our next objective is to apply Theorem 6.1 in [14]. The first condition
of Theorem 6.1 is trivially fulfilled. The second condition follows by Lemma
11 in [17], while the third condition follows by the definition of the inverse
processes. Hence, for fixed x,
P pXnpxq ď z, Ynpxq ď zq Ñ P
`
ga,bpxq ď z, g0a,bpxq ď z
˘
,
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for a and b defined in (4.3). The arguments for one dimensional marginal
convergence can be extended to the finite dimensional convergence, as in the
proof of Theorem 3.6.2 in [2], by making use of Lemma 3.6.10 in [2]. Hence,
we can conclude that the finite dimensional marginals of the process pXn, Ynq
converge to the finite dimensional marginals of the process pga,b, g0a,bq. This
completes the proof.
By making use of results in [17], a completely similar result holds in the
nonincreasing setting.
LEMMA 4.2. Assume (A1) and (A2) and let x0 P p0, τHq. Suppose that λ0
is nonincreasing on r0,8q and continuously differentiable in a neighborhood
of x0, with λ0px0q ‰ 0 and λ10px0q ă 0. Moreover, assume that the functions
xÑ Φpβ0, xq and Hucpxq, defined in (4.1) and above (4.1), are continuously
differentiable in a neighborhood of x0.
Then, for a and b defined in (4.3), pXn, Ynq converge jointly to
´
la,b, l
0
a,b
¯
in L ˆ L, where the processes la,b and l0a,b have been defined in (3.37) and
(3.38).
Subsequently, we state two immediate results, that will be used repeat-
edly throughout the rest of the paper.
LEMMA 4.3. Let x0 P p0, τHq fixed and let D¯n be the set on which the
unconstrained NPMLE λˆn, defined in Lemma 3.1, differs from constrained
NPMLE λˆ0n, defined in Lemma 3.2. Then, for any ε ą 0, there exists kε ą 0
such that
lim inf
nÑ8
P
´
D¯n Ă rx0 ´ n´1{3kε, x0 ` n´1{3kεs
¯
ě 1´ ε.
Proof. The proof of this fact follows by exactly the same reasoning as in the
proof of Lemma 2.6 in [1], preprint for [3].
LEMMA 4.4. Consider the processes Xn and Yn defined in (4.2). Then,
for every ε ą 0 and k ą 0, there exists an M ą 0 such that
lim sup
nÑ8
P
˜
sup
xPr´k,ks
|Xnpxq| ąM
¸
ď ε.
Similarly,
lim sup
nÑ8
P
˜
sup
xPr´k,ks
|Ynpxq| ąM
¸
ď ε.
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Proof. The monotonicity of the processes Xn and Yn yields that
sup
xPr´k,ks
|Xnpxq| “ max t|Xnp´kq| , |Xnpkq|u ,
sup
xPr´k,ks
|Ynpxq| “ max t|Ynp´kq| , |Ynpkq|u .
Assume |Xnpkq| to be the maximum in the above display. Since for fixed
k, Xnpkq dÝÑ ga,bpkq, with a and b defined in (4.3), it will result that the
processes Xn and Yn in (4.2) are, with high probability, uniformly bounded.
The limiting distribution of the likelihood ratio statistic of a nondecreas-
ing baseline hazard function λ0 is supplied then by the subsequent theorem.
THEOREM 4.1. Suppose (A1) and (A2) hold and let x0 P p0, τHq. As-
sume that λ0 is nondecreasing on r0,8q and continuously differentiable in a
neighborhood of x0, with λ0px0q ‰ 0 and λ10px0q ą 0. Moreover, assume that
Hucpxq and xÑ Φpβ0, xq, defined in (4.1) and above (4.1), are continuously
differentiable in a neighborhood of x0. Let 2 log ξnpθ0q be the likelihood ratio
statistic for testing H0 : λ0px0q “ θ0, as defined in (3.2). Then,
2 log ξnpθ0q dÝÑ D,
where D “ ş “pg1,1puqq2 ´ pg01,1puqq2‰ du, with g1,1 and g01,1 defined in (3.31)
and (3.32).
Proof. By (3.7) and (3.20), the likelihood ratio statistic 2 log ξnpθ0q “ 2Lβˆnpλˆnq´
2L
βˆn
pλˆ0nq can be expressed as
2 log ξnpθ0q “2
n´1ÿ
i“1
∆piq log λˆnpTpiqq ´ 2
n´1ÿ
i“1
∆piq log λˆ
0
npTpiqq
´ 2
n´1ÿ
i“1
i‰m
“
Tpi`1q ´ Tpiq
‰ ”
λˆnpTpiqq ´ λˆ0npTpiqq
ı nÿ
l“i`1
eβˆ
1
nZplq
´ 2 “Tpm`1q ´ x0‰ ”λˆnpTpmqq ´ θ0ı nÿ
l“m`1
eβˆ
1
nZplq
´ 2 “x0 ´ Tpmq‰ ”λˆnpTpmqq ´ λˆ0npTpmqqı nÿ
l“m`1
eβˆ
1
nZplq .
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Let
Sn “ 2
n´1ÿ
i“1
∆piq log λˆnpTpiqq ´ 2
n´1ÿ
i“1
∆piq log λˆ
0
npTpiqq, (4.9)
and denote by Dn, the set of indices i on which λˆnpTpiqq differs from λˆ0npTpiqq.
Hence, expanding both terms of Sn around λ0px0q “ θ0, we get
Sn “2
ÿ
iPDn
∆piq
λˆnpTpiqq ´ θ0
θ0
´ 2
ÿ
iPDn
∆piq
λˆ0npTpiqq ´ θ0
θ0
´
ÿ
iPDn
∆piq
”
λˆnpTpiqq ´ θ0
ı2
θ2
0
`
ÿ
iPDn
∆piq
”
λˆ0npTpiqq ´ θ0
ı2
θ2
0
`Rn,
with
Rn “ 1
3
ÿ
iPDn
∆piq
”
λˆnpTpiqq ´ θ0
ı3
”
λˆ˚npTpiqq
ı3 ´ 13 ÿ
iPDn
∆piq
”
λˆ0npTpiqq ´ θ0
ı3
”
λˆ0˚n pTpiqq
ı3
“ Rn,1 ´Rn,2,
where λˆ˚npTpiqq is a point between λˆnpTpiqq and θ0 and λˆ0˚n pTpiqq is a point
between λˆ0npTpiqq and θ0. We want to show that Rn,1 and Rn,2, hence Rn
converge to zero, in probability. As for the Rn,1 term, it can be inferred that
|Rn,1| ď 1
3
ż
δtu P D¯nu
ˇˇˇ
n1{3
´
λˆnpuq ´ θ0
¯ˇˇˇ3
ˇˇˇ
λˆ˚npuq
ˇˇˇ
3
dPnpu, δ, zq,
where D¯n is the time interval on which λˆn differs from λˆ
0
n. Choose now
ε ą 0 and γ ą 0, and for x0 P p0, τH q fixed and kε ą 0, denote by In “ rx0´
n´1{3kε, x0`n´1{3kεs. We can write Rn,1 “ Rn,1tD¯n Ă Inu`Rn,1tD¯n Ć Inu.
Since, by Lemma 4.3,
Pp|Rn,1tD¯n Ć Inu| ą γq ď PpD¯n Ć Inq ă ε,
we will further focus on bounding |Rn,1tD¯n Ă Inu|. By Lemma 4.3 and by
Lemma 4.4, there exists kε ą 0 such that supxPr´kε,kεs
ˇˇˇ
λˆnpx0 ` n´1{3xq ´ θ0
ˇˇˇ
is Oppn´1{3q. Furthermore, since
28
sup
xPr´kε,kεs
ˇˇˇ
λˆ˚npx0 ` n´1{3xq ´ θ0
ˇˇˇ
ď sup
xPr´kε,kεs
ˇˇˇ
λˆnpx0 ` n´1{3xq ´ θ0
ˇˇˇ
,
it will result that, for u P D¯n,
ˇˇˇ
n1{3
´
λˆnpuq ´ θ0
¯ˇˇˇ3
is uniformly bounded
and
ˇˇˇ
λˆ˚npuq
ˇˇˇ
3
is uniformly bounded away from zero. It will result that there
exists M ą 0 such that
|Rn,1| ďM
ż
δtx0 ´ kεn´1{3 ď u ď x0 ` kεn´1{3ud pPn ´ P q pu, δ, zq
`M
ż
δtx0 ´ kεn´1{3 ď u ď x0 ` kεn´1{3udP pu, δ, zq ` opp1q.
Chebyshev’s inequality provides that the first term on the right-hand side
is Oppn´2{3q. As the function Huc defined above (4.1) is assumed to be
continuously differentiable in a neighborhood of x0, the second term on the
right-hand side is Oppn´1{3q. We can conclude that Rn,1 “ opp1q. Com-
pletely similar, by using Lemma 4.3 and Lemma 4.4, it can be shown that
Rn,2 “ opp1q. Thus 2 log ξnpθ0q “ An ´Bn ` opp1q, where
An “ 2
θ0
ÿ
iPDn
∆piq
”
λˆnpTpiqq ´ λˆ0npTpiqq
ı
´ 2
ÿ
iPDnztmu
“
Tpi`1q ´ Tpiq
‰ ”
λˆnpTpiqq ´ λˆ0npTpiqq
ı nÿ
l“i`1
eβˆ
1
nZplq
´ 2 “Tpm`1q ´ x0‰ ”λˆnpTpmqq ´ θ0ı nÿ
l“m`1
eβˆ
1
nZplq
´ 2 “x0 ´ Tpmq‰ ”λˆnpTpmqq ´ λˆ0npTpmqqı nÿ
l“m`1
eβˆ
1
nZplq ,
(4.10)
and
Bn “ 1
θ2
0
ÿ
iPDn
∆piq
"”
λˆnpTpiqq ´ θ0
ı2 ´ ”λˆ0npTpiqq ´ θ0ı2* . (4.11)
Hence, An can be written as An “ An1 ´An2, where
An1 “ 2
θ0
ÿ
iPDn
”
λˆnpTpiqq ´ θ0
ı#
∆piq ´ θ0
“
Tpi`1q ´ Tpiq
‰ nÿ
l“i`1
eβˆ
1
nZplq
+
,
and
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An2 “ 2
θ0
ÿ
iPDnztmu
”
λˆ0npTpiqq ´ θ0
ı#
∆piq ´ θ0
“
Tpi`1q ´ Tpiq
‰ nÿ
l“i`1
eβˆ
1
nZplq
+
` 2
θ0
”
λˆ0npTpmqq ´ θ0
ı#
∆pmq ´ θ0
“
x0 ´ Tpmq
‰ nÿ
l“m`1
eβˆ
1
nZplq
+
.
For the term An1, partition the set of indices Dn into s consecutive blocks
of indices B1, . . . , Bs, such that λˆn is constant on each block. Denote by
vˆnj the unconstrained estimator λˆnpTpiqq, for each i P Bj , with j “ 1, . . . , s.
By (3.6), it follows that
An1 “ 2
θ0
sÿ
j“1
ÿ
iPBj
pvˆnj ´ θ0q
#
∆piq ´ θ0
“
Tpi`1q ´ Tpiq
‰ nÿ
l“i`1
eβˆ
1
nZplq
+
“ 2
θ0
sÿ
j“1
pvˆnj ´ θ0q
$&%ÿ
iPBj
∆piq ´ θ0
ÿ
iPBj
“
Tpi`1q ´ Tpiq
‰ nÿ
l“i`1
eβˆ
1
nZplq
,.-
“ 2
θ0
sÿ
j“1
pvˆnj ´ θ0q2
ÿ
iPBj
“
Tpi`1q ´ Tpiq
‰ nÿ
l“i`1
eβˆ
1
nZplq
“ 2
θ0
n
ÿ
iPDn
”
λˆnpTpiqq ´ θ0
ı2 1
n
“
Tpi`1q ´ Tpiq
‰ nÿ
l“i`1
eβˆ
1
nZplq .
Define
Φnpβ, xq “
ż
tu ě xu eβ1z dPnpu, δ, zq, (4.12)
and note thatż
rTpiq,Tpi`1qq
Φnpβˆn, uqdu “ 1
n
“
Tpi`1q ´ Tpiq
‰ nÿ
l“i`1
eβˆ
1
nZplq ,
for each i “ 1, . . . , n´ 1. The term An1 can then be written as
An1 “ 2
θ0
n
ż  
u P D¯n
( ”
λˆnpuq ´ θ0
ı2
Φnpβˆn, uqdu,
where D¯n is the interval on which λˆn and λˆ
0
n differ. Similarly, for the term
An2, partition Dn into q consecutive blocks of indices B
0
1 , . . . , B
0
q , such that
the constrained estimator λˆ0n is constant on each block. There is one block,
say B0r , on which the constrained estimator is θ0, and one block, say B
0
p that
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contains m. On all other blocks B0j , denote by vˆ
0
nj the constrained estimator
λˆ0npTpiqq, for each i P B0j . It will result that,
An2 “ 2
θ0
qÿ
j“1
j‰r,p
ÿ
iPB0j
`
vˆ0nj ´ θ0
˘#
∆piq ´ θ0
“
Tpi`1q ´ Tpiq
‰ nÿ
l“i`1
eβˆ
1
nZplq
+
` 2
θ0
ÿ
iPB0pztmu
`
vˆ0np ´ θ0
˘#
∆piq ´ θ0
“
Tpi`1q ´ Tpiq
‰ nÿ
l“i`1
eβˆ
1
nZplq
+
` 2
θ0
`
vˆ0np ´ θ0
˘#
∆pmq ´ θ0
“
x0 ´ Tpmq
‰ nÿ
l“m`1
eβˆ
1
nZplq
+
“ 2
θ0
qÿ
j“1
j‰r,p
`
vˆ0nj ´ θ0
˘$&%ÿ
iPB0j
∆piq ´ θ0
ÿ
iPB0j
“
Tpi`1q ´ Tpiq
‰ nÿ
l“i`1
eβˆ
1
nZplq
,.-
` 2
θ0
`
vˆ0np ´ θ0
˘# ÿ
iPB0p
∆piq ´ θ0
„ ÿ
iPB0pztmu
“
Tpi`1q ´ Tpiq
‰ nÿ
l“i`1
eβˆ
1
nZplq
` “x0 ´ Tpmq‰ nÿ
l“m`1
eβˆ
1
nZplq
+
.
By (3.18) and (3.19),
An2 “ 2
θ0
qÿ
j“1
j‰r,p
`
vˆ0nj ´ θ0
˘2 ÿ
iPB0j
“
Tpi`1q ´ Tpiq
‰ nÿ
l“i`1
eβˆ
1
nZplq
` 2
θ0
`
vˆ0np ´ θ0
˘2# ÿ
iPB0pztmu
“
Tpi`1q ´ Tpiq
‰ nÿ
l“i`1
eβˆ
1
nZplq
` “x0 ´ Tpmq‰ nÿ
l“m`1
eβˆ
1
nZplq
+
“ 2
θ0
n
ÿ
iPDnztmu
”
λˆ0npTpiqq ´ θ0
ı2 1
n
“
Tpi`1q ´ Tpiq
‰ nÿ
l“i`1
eβˆ
1
nZplq
` 2
θ0
n
”
λˆ0npTpmqq ´ θ0
ı2 1
n
“
x0 ´ Tpmq
‰ nÿ
l“m`1
eβˆ
1
nZplq .
As λˆ0npxq “ λˆ0npTpmqq on the interval rTpmq, x0q and λˆ0npxq “ θ0 on the interval
rx0, Tpm`1qq, this gives that
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ż Tpm`1q
Tpmq
”
λˆ0npuq ´ θ0
ı2
Φnpβˆn, uqdu
“
ż x0
Tpmq
”
λˆ0npuq ´ θ0
ı2
Φnpβˆn, uqdu`
ż Tpm`1q
x0
”
λˆ0npuq ´ θ0
ı2
Φnpβˆn, uqdu
“ 1
n
”
λˆ0npTpmqq ´ θ0
ı2 “
x0 ´ Tpmq
‰ nÿ
l“m`1
eβˆ
1
nZplq .
This leads to
An2 “ 2
θ0
n
ż  
u P D¯n
( ”
λˆ0npuq ´ θ0
ı2
Φnpβˆn, uqdu,
and, thus An in (4.10) can be written as
An “ 2
θ0
n
ż  
u P D¯n
("”
λˆnpuq ´ θ0
ı2
´
”
λˆ0npuq ´ θ0
ı2*
Φnpβˆn, uqdu.
In a similar manner, Bn in (4.11) can be expressed as
Bn “ 1
θ2
0
n
ż  
u P D¯n
("”
λˆnpuq ´ θ0
ı2 ´ ”λˆ0npuq ´ θ0ı2* dVnpuq,
by (3.4) and by noting that for every i “ 1, . . . , n´ 1,ż
rTpiq,Tpi`1qq
dVnpuq “ VnpTpi`1qq ´ VnpTpiqq “
1
n
∆piq.
Concluding,
2 log ξnpθ0q “ 2
θ0
n
ż  
u P D¯n
("”
λˆnpuq ´ θ0
ı2 ´ ”λˆ0npuq ´ θ0ı2*Φnpβˆn, uqdu
´ 1
θ2
0
n
ż  
u P D¯n
("”
λˆnpuq ´ θ0
ı2
´
”
λˆ0npuq ´ θ0
ı2*
dVnpuq ` opp1q.
Let V pxq “ ş δtu ă xudP pu, δ, zq, and see that, in fact, V pxq “ Hucpxq,
where Huc has been defined above (4.1). Thus,
2 log ξnpθ0q “ 2
θ0
n
ż  
u P D¯n
("”
λˆnpuq ´ θ0
ı2 ´ ”λˆ0npuq ´ θ0ı2*Φpβ0, uqdu
´ 1
θ2
0
n
ż  
u P D¯n
("”
λˆnpuq ´ θ0
ı2 ´ ”λˆ0npuq ´ θ0ı2* dV puq ` R¯n ` opp1q,
where R¯n “ R¯n1 ´ R¯n2, with
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R¯n1 “ 2
θ0
n
ż  
u P D¯n
(#”
λˆnpuq ´ θ0
ı2
´
”
λˆ0npuq ´ θ0
ı2+´
Φnpβˆn, uq ´ Φpβ0, uq
¯
du,
and
R¯n2 “ 1
θ2
0
n
ż  
u P D¯n
("”
λˆnpuq ´ θ0
ı2 ´ ”λˆ0npuq ´ θ0ı2* d pVnpuq ´ V puqq .
The aim is to show that R¯n1 and R¯n2, and thus R¯n is opp1q. The term R¯n1
can be written as
2
θ0
n1{3
ż  
u P D¯n
(#”
n1{3
´
λˆnpuq ´ θ0
¯ı2
´
”
n1{3
´
λˆ0npuq ´ θ0
¯ı2+´
Φnpβˆn, uq ´ Φpβ0, uq
¯
du.
Lemma 4 in [17] provides that
sup
xPR
ˇˇˇ
Φnpβˆn, xq ´Φpβ0, xq
ˇˇˇ
Ñ 0,
with probability one. From Lemma 4.4 and since
ştu P D¯nudu ď 2kεn´1{3,
by Lemma 4.3 and by using similar arguments as for the term Rn,1, we can
conclude that R¯n1 is opp1q. Analogously,
R¯n2 “ 1
θ2
0
n1{3
ż  
u P D¯n
(#”
n1{3
´
λˆnpuq ´ θ0
¯ı2
´
”
n1{3
´
λˆ0npuq ´ θ0
¯ı2+
δ dpPn ´ P qpu, δ, zq.
Once more, by Lemma 4.3 and Lemma 4.4, there exists M2 ą 0 such that
|R¯n2| ď M
2
2
θ2
0
n1{3
ż
δ
 
u P D¯n
(
dpPn ´ P qpu, δ, zq,
with arbitrarily large probability. Chebyshev’s inequality along with the
same reasoning as for the term Rn,1 provides that R¯n2 “ opp1q. Hence,
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2 log ξnpθ0q “ 2
θ0
n
ż  
u P D¯n
("”
λˆnpuq ´ θ0
ı2 ´ ”λˆ0npuq ´ θ0ı2*Φpβ0, uqdpuq
´ 1
θ2
0
n
ż  
u P D¯n
("”
λˆnpuq ´ θ0
ı2 ´ ”λˆ0npuq ´ θ0ı2* dV puq ` opp1q.
Consider the change of variable x “ n1{3pu´x0q and let rDn “ n1{3 `D¯n ´ x0˘.
This yields that
2 log ξnpθ0q “ 2
θ0
ż !
x P rDn) “X2npxq ´ Y 2n pxq‰Φpβ0, x0 ` n´1{3xqdx
´ 1
θ2
0
ż !
x P rDn) “X2npxq ´ Y 2n pxq2‰V 1px0 ` n´1{3xqdx` opp1q
“ 2
θ0
Φpβ0, x0q
ż !
x P rDn) “X2npxq ´ Y 2n pxq‰ dx
´ 1
θ2
0
V 1px0q
ż !
x P rDn) “X2npxq ´ Y 2n pxq‰ dx` opp1q.
As inferred in [17],
λ0pxq “ dV pxq{dx
Φpβ0, xq ,
which gives that
2 log ξnpθ0q “ 1
θ0
Φpβ0, x0q
ż !
x P rDn) “X2npxq ´ Y 2n pxq‰ dx` opp1q.
Thus
2 log ξnpθ0q “ 1
a2
ż !
x P rDn) “X2npxq ´ Y 2n pxq‰ dx` opp1q,
where a has been defined in (4.3). From Lemma 4.3, for every ε ą 0, we
can find an interval r´kε, kεs such that Pp rDn Ă r´kε, kεsq ą 1 ´ ε, for n
sufficiently large. In order to prove the theorem, we apply Lemma 4.2 in [19],
by taking
Qn “ 1
a2
ż !
x P rDn) “X2npxq ´ Y 2n pxq‰ dx,
Qnε “ 1
a2
ż
tx P r´kε, kεsu
“
X2npxq ´ Y 2n pxq
‰
dx,
Qε “ 1
a2
ż
tx P r´kε, kεsu
”
pga,bpxqq2 ´
`
g0a,bpxq
˘2ı
dx,
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and
Q “ 1
a2
ż
tx P Da,bu
”
pga,bpxqq2 ´
`
g0a,bpxq
˘2ı
dx,
where Da,b denotes the set on which ga,b and g
0
a,b differ. Condition (i) in
Lemma 4.2 of Prakasa Rao follows by Lemma 4.3. In addition, Lemma
4.3 and Lemma 4.1 yield condition (ii), since for every ε ą 0, we can
find kε ą 0 such that PpDa,b Ă r´kε, kεsq ą 1 ´ ε. The third condi-
tion follows, for every fixed ε, by Lemma 4.1 and by continuous map-
ping theorem. Namely, pXn, Ynq ñ pga,b, g0a,bq as a process in L ˆ L and
pf, gq ÞÑ ştx P r´c, csupf2pxq´ g2pxqqdx is a continuous function defined on
Lˆ L with values in R. Conclusively,
1
a2
ż “
X2npxq ´ Y 2n pxq
‰ !
x P rDn) dx
dÝÑ 1
a2
ż ”
pga,bpxqq2 ´
`
g0a,bpxq
˘2ı tx P Da,bu dx,
d“
ż ”
pg1,1pxqq2 ´
`
g01,1pxq
˘2ı tx P D1,1u dx,
by continuous mapping theorem and by Brownian scaling, as derived in [5].
This completes the proof.
The asymptotic distribution of the likelihood ratio statistic in the non-
increasing baseline hazard setting can be derived completely analogous.
THEOREM 4.2. Suppose (A1) and (A2) hold and let x0 P p0, τHq. As-
sume that λ0 is nonincresing on r0,8q and continuously differentiable in a
neighborhood of x0, with λ0px0q ‰ 0 and λ10px0q ă 0. Moreover, assume that
Hucpxq and xÑ Φpβ0, xq, defined in (4.1) and above (4.1), are continuously
differentiable in a neighborhood of x0. Let 2 log ξnpθ0q be the likelihood ratio
statistic for testing H0 : λ0px0q “ θ0, as defined in (3.2). Then,
2 log ξnpθ0q dÝÑ D.
Proof. Following the same reasoning as in the proof of Theorem 4.1 and by
Lemma 4.2, it can be deduced that
2 log ξnpθ0q dÝÑ 1
a2
ż ”
pla,bpxqq2 ´
`
l0a,bpxq
˘2ı  
x P D¯a,b
(
dx,
where D¯a,b is the set on which la,b and l
0
a,b differ. By continuous map-
ping theorem, it suffices to show that, for t fixed, la,bpX¯a,bqptq has the same
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distribution as ga,bpXa,bqptq and l0a,bpX¯a,bqptq has the same distribution as
g0a,bpXa,bqptq. It is noteworthy that
slolcmpX¯a,bqptq “ ´slogcmp´X¯a,bqptq.
Thus, by Brownian motion properties and continuous mapping theorem,
P pla,bptq ď zq “ P
`´slogmcp´aWptq ` t2q ď z˘
“ P `´slogmcpaWptq ` t2q ď z˘ “ P p´ga,bptq ď zq .
Concluding, la,bpX¯a,bqptq d“ ´ ga,bpXa,bqptq, and a similar reasoning can be
applied to show that l0a,bpX¯a,bqptq d“ ´ g0a,bpXa,bqptq. The proof is then imme-
diate, by continuous mapping theorem.
REMARK 4.1. The same limiting distribution D is obtained for the loglik-
leihood ratio statistic in the absence of covariates in [4], as well as in other
censoring frameworks, as derived in [5]. In fact, it has been shown in [3]
that the same holds true for a wide class of monotone response models. This
distribution differs from the usual χ21 distribution, that is obtained in the reg-
ular parametric setting. It is noteworthy that D does not depend on any of
the parameters of the underlying model, and this property turns out to be
particularly useful in constructing confidence intervals for the parameters of
interest, as it will be exposed in the subsequent section.
5 Pointwise confidence intervals via simulations
Once having derived the asymptotic distribution of the likelihood ratio
statistic, the practical application at hand is to construct, for fixed x0 P
p0, τH q, pointwise confidence intervals. We will derive such intervals, for
a nondecreasing baseline hazard function λ0, evaluated at a fixed point x0,
based on simulated data and compare these intervals with the intervals based
on the asymptotic distribution of the nondecreasing NPMLE λˆn. According
to Theorem 2 in [17], for fixed x0,
n1{3
´
λˆnpx0q ´ λ0px0q
¯
dÝÑ
ˆ
4λ0px0qλ10px0q
Φpβ0, x0q
˙1{3
argmin
xPR
tWptq ` t2u
” Cpx0qZ,
where W is standard two-sided Brownian motion starting from zero, and
the constant Cpx0q depends on x0 and on the underlying parameters. An
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estimator Cˆnpx0q of Cpx0q will then yield an 1 ´ α confidence interval for
λ0px0q
C1n,α ”
”
λˆnpx0q ´ n´1{3Cˆnpx0qqpZ, 1´ α{2q, λˆnpx0q ` n´1{3Cˆnpx0qqpZ, 1 ´ α{2q
ı
,
where qpZ, 1´ α{2q is the p1´ α{2qth quantile of the distribution Z. These
quantiles have been computed in [13], and we will further use qpZ, 0.975q “
0.998181. For simulation purposes, we propose
Cˆnpx0q “
˜
4λˆnpx0qλˆ1npx0q
Φnpβˆn, x0q
¸1{3
,
where Φnpβ, xq has been defined in (4.12), and βˆn is the maximum partial
likelihood estimator. Lemma 4 in [17] ensures that Φnpβˆn, ¨q is a strong
uniform consistent estimator of Φpβ0, ¨q. Furthermore, as an estimate for
λ10px0q, we choose the numerical derivative of λˆn on the interval that contains
x0, that is, the slope of the segment rλˆnpTpmqq, λˆnpTpm`1qqs.
Pointwise confidence intervals for λ0px0q can also be constructed by mak-
ing use of Theorem 4.1. Let 2 log ξnpθq denote the likelihood ratio for testing
H0 : λ0px0q “ θ versus H1 : λ0px0q ‰ θ. A 1´ α confidence interval is then
obtained by inverting the likelihood ratio test 2 log ξnpθq for different values
of θ, namely
C2n,α ” tθ : 2 log ξnpθq ď qpD, 1´ αqu ,
where qpD, 1´ αq is the p1´ αqth quantile of the distribution D. Quantiles
of D, based on discrete approximations of Brownian motion, are provided
in [6], and we will make use of qpD, 0.95q “ 2.286922. The parameter θ
is chosen to take values on a fine grid between 0 and 6. It can be shown
immediately that, for large enough n, the coverage probability of C2n,α is
approximately 1´ α.
For the performance analysis, we have constructed and compared, from
simulated data, the confidence intervals C1n,α and C
2
n,α, for α “ 0.05 and
various n. We will assume a Weibull baseline distribution function for the
event times, with shape parameter 2 and scale parameter 1. For simplicity,
we will assume that the covariate is single-valued and uniformly p0, 1q dis-
tributed and take β0 “ 0.5. Given the covariate, the censoring times are
assumed to be uniformly p0, 1q distributed. We will choose x0 “
?
log 2, the
median of the baseline distribution of the event times. For each chosen sam-
ple size, we generate 1000 replicates and compute the empirical coverage and
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the average length of the corresponding confidence intervals. Furthermore,
since we are simulating from a Weibull distribution with shape parameter 2
and scale parameter 1, and hence know the true baseline hazard function λ0
and its derivative, as well as the true underlying regression coefficient, we
could also consider a confidence interval C¯1n,α, given by
C¯1n,α ”
”
λˆnpx0q ´ n´1{3C0px0qqpZ, 1 ´ α{2q, λˆnpx0q ` n´1{3C0px0qqpZ, 1 ´ α{2q
ı
,
where C0 is a deterministic function given by
C0px0q “
ˆ
4vλ0px0qλ10px0q
Φpβ0, x0q
˙1{3
.
Table 1 reveals the performance, for various sample sizes, of the confi-
dence interval C2n,0.05 based on the likelihood ratio method (LR), the con-
fidence interval C1n,0.05, based on the asymptotic distribution (AD) of the
scaled differences between the NPMLE λˆn and the true baseline hazard at
a fixed point, as well as the confidence interval C¯1n,0.05 based on the known
Weibull distribution (TD).
LR AD TD
n AL CP AL CP AL CP
50 4.275 0.917 5.203 0.932 1.506 0.964
100 3.837 0.923 4.838 0.941 1.317 0.953
200 3.009 0.931 4.605 0.947 1.247 0.947
500 2.734 0.947 3.372 0.948 0.961 0.964
1000 1.454 0.942 2.259 0.940 0.713 0.957
5000 0.879 0.945 1.768 0.952 0.546 0.953
Table 1: Simulaton results for constructing 95% pointwise confidence inter-
vals using the likelihood ratio C2n,0.05 (LR) or the asymptotic distribution of
the NPMLE estimator C1n,0.05 (AD) and C¯
1
n,0.05 (TD), in terms of average
length (AL) and empirical coverage (CP).
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It is noteworthy that for each sample size, the likelihood ratio method
yields, on average, shorter pointwise confidence intervals in comparison with
the confidence intervals based on the asymptotic distribution of the NPMLE
estimator λˆn. Moreover, the confidence intervals based on the likelihood
ratio exhibit comparable coverage probabilities with the confidence intervals
C2n,0.05, based on the asymptotic distribution. As expected, the highest
coverage rate is attained by the confidence intervals C¯1n,0.05. Furthermore,
they also yield confidence intervals with the shortest length, on average.
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