Effective hydraulic parameters of soil-vegetation-atmosphere transfer (SVAT) models can be derived by inverting observed surface soil moisture, q obs , and evapotranspiration, ET obs , retrieved from remote sensing. We investigated the uncertainties in simulating the water fluxes of contrasting hydroclimatic scenarios for which it was assumed that q obs had a RMSE of 0.04 m 3 m −3 (Dq obs ) and ET obs had a relative error of 20% (DET obs ). The correlation of the uncertainties in the simulated water fluxes (DWF sim ) with Dq obs and DET obs was derived with the proposed Uncertainty Simulator Algorithm. The results show that DWF sim is influenced by climate and increases when the climate is drier. The uncertainty in estimated root-zone q was found to be correlated with Dq obs . The prediction of evaporation contained large uncertainties and was correlated with the actual/potential evapotranspiration ratio. The uncertainties in transpiration under dry climates were high and were correlated with DET obs ; however, the uncertainty under wet climates was insignificant. The uncertainties in groundwater recharge under dry climates were large but were reduced under wet climates. Furthermore, uncertainties in groundwater recharge were correlated with DET obs but not with Dq obs . In general, the DWF sim increases as (i) climate gets drier, (ii) texture gets coarser, or (iii) roots grow deeper. The uncertainty in recharge is explained by soil moisture and transpiration decoupling. Soil moisture decoupling occurs when the information provided by surface q is no longer representative of root-zone q. Transpiration decoupling occurs when there is substantially more water storage at depth. We propose methodology to reduce the nonuniqueness of the inverted hydraulic parameters.
Until now, there has been no comprehensive study to estimate the uncertainties in the modeled water fluxes determined by inverting the hydraulic parameters of SVAT water flow models from surface q obs and ET obs retrieved from remote sensing (see the reviews of Vereecken et al., 2007 Vereecken et al., , 2008 . Performing measurements to estimate the uncertainties in the inverted water fluxes at such a large scale is considered infeasible because typically soil moisture and evapotranspiration are retrieved at a scale of several square kilometers (e.g., Jackson et al., 1995; Njoku et al., 2003) . A method of estimating the uncertainties in water fluxes of a one-dimensional SVAT model, without taking into account the discrepancy in measurement scales between q obs and ET obs , would be to invert ET obs values retrieved from the water balance of weighing lysimeters (e.g., Abbaspour et al., 1999; Durner et al., 2008; Kosugi and Katsuyama, 2001, 2004; Scanlon et al., 2005) and the surface q obs determined (for example) by neutron probe or time-domain reflectometer (e.g., Haverkamp et al., 1984; Pollacco, 2003; Sinclair and Williams, 1979) . To mimic the uncertainties in retrieving q obs and ET obs from remote sensing, noise can be introduced into the measurements of surface q obs and lysimeter ET obs .
Nevertheless, before designing costly experiments, it is important to have a good understanding of how the uncertainties in q obs and ET obs impact the predictions of the water fluxes under contrasting hydroclimate conditions because Teuling et al. (2009) and van Werkhoven (2008) showed that the sensitivity of hydrologic parameters is highly dependent on the hydroclimate. Thus, we chose to perform numerical studies for which all the parameters, water fluxes, and uncertainties in q obs and ET obs (as defined above) were known beforehand (e.g., Durner et al., 2008; Hupet et al., 2003; Pollacco et al., 2008a Pollacco et al., , 2008b .
Eighteen contrasting hydroclimate scenarios were selected for the numerical experiments, which were composed of a combination of three climates (across the United States), three soil textures, and two rooting depths. Contrasting rooting depths were tested because Ines and Mohanty (2008a) maintained that the predictions of the hydraulic parameters are sensitive to the rooting depth. In this study, the vegetation parameters were not the subject of investigation since they can be retrieved from MODIS (Moderate Resolution Imaging Spectroradiometer) (e.g., Huete et al., 2002; Nagler et al., 2005; Simic et al., 2004) .
One of the drawbacks of using physically based SVAT models is that they require as much as five hydraulic parameters per hydrologic unit to describe the soil water characteristics and the unsaturated hydraulic conductivity curve (e.g., Brooks and Corey, 1964; Kosugi, 1996; van Genuchten, 1980) . This results in a nonunique inverted hydraulic parameter set (e.g., Abbaspour et al., 1999; Beydoun and Lehmann, 2006; Binley and Beven, 2003; Jhorar et al., 2002; Pollacco et al., 2008b; Ritter et al., 2003) and uncertainties in the inverted water fluxes, as was determined in this study. The other concern is that upscaling and downscaling require the comparison of a nonunique effective parameter set retrieved via inverse modeling with unique effective physically based hydraulic parameters derived by scaling point measurements (e.g., Braud et al., 2005a; Kosugi and Hopmans, 1998; Leij et al., 2007; Saito et al., 2009) . Pollacco et al. (2008b) found that when the hydraulic parameters are inverted from the time series of soil moisture profile, for which the uncertainties in the observed soil moisture are taken into account, similar water fluxes are obtained with contrasting combinations of four van Genuchten (1980) hydraulic parameter sets (residual soil moisture is forced to zero and the shape factor is kept constant). They also found that all the feasible combinations of the four hydraulic parameters that produce similar values of the objective function can be derived with two equations. Consequently, they concluded that for most hydroclimates, two hydraulic parameters are sufficient to simulate water fluxes. In this study, we investigated whether reducing the number of hydraulic parameters would cause an increase in the uncertainties in the predicted water fluxes when they were calibrated with surface q obs and ET obs . The choice of the least sensitive van Genuchten (1980) hydraulic parameters is not widely accepted by all researchers, as shown by the divergence of the results described in Table 1 , and therefore the two least sensitive hydraulic parameters in the computation of the water fluxes were investigated in this study.
The uncertainties in the estimated water fluxes and the inverted hydraulic parameters were derived by using the proposed Uncertainty Simulator Algorithm (UnSA) methodology, which is an improvement of the Linking Test (Pollacco et al., 2008a (Pollacco et al., , 2008b . The UnSA simulates q sim and ET sim within the error bars of the observations (described above). A common inverse methodology to derive the uncertainties would be to use multiobjective algorithms to compute the Pareto front (nondominated solutions) (e.g., Efstratiadis and Koutsoyiannis, 2008; Tang et al., 2007; Vrugt et al., 2003; Yapo et al., 1998) and to extract the subset of behavioral water flux solutions to compute the uncertainties. Nevertheless, when using synthetic data, the use of multiobjective algorithms is only possible when the distribution of the uncertainties in the observations are known or else the Pareto front would just follow Table 1 . Literature review of the most insensitive van Genuchten (1980) hydraulic parameters: saturated volumetric water content (q s ), air-entry matric potential (h ae ), shape parameter n, and saturated hydraulic conductivity (K s ). This table depicts the divergence of the results. the x and y axes (of q sim and ET sim ), which is not desirable. To date, the distribution of the uncertainties in q obs and ET obs retrieved from remote sensing is not well understood (e.g., Fernandez-Galvez, 2008) , and therefore multiobjective algorithms were not used in this study. The commonly used Generalized Likelihood Uncertainty Estimation (GLUE) developed by Beven and Binley (1992) to estimate the uncertainties in the parameters was also not selected because the GLUE method uses subjective criteria to differentiate the behavioral simulators from the nonbehavioral ones (e.g., Efstratiadis and Koutsoyiannis, 2010) and in our case study, the limits of behavioral and nonbehavioral parameter sets were well defined (within the error bars of measured q obs and ET obs ).
In this study, the uncertainties in the water fluxes and the hydraulic parameters were determined by a Monte Carlo approach. Because there are a large number of simulations that need to be performed, however, the strictly Monte Carlo approach is highly computational. An efficient alternative is to keep in memory all the trials performed by a global optimization (Pollacco et al., 2008a (Pollacco et al., , 2008b van Griensven and Meixner, 2006) and to select the behavioral parameters such that the errors between observed and simulated soil moisture are not greater than a RMSE error of 0.04 m 3 m −3 and the maximum relative error between observed and simulated evapotranspiration is <20%. The advantage of this methodology is that the optimizer samples solutions around the global minima.
For each hydroclimate, the modeled uncertainties in the water fluxes were selected from the behavioral (feasible) parameter set such that it gives the maximum uncertainties. The rationale for selecting the greatest uncertainties in the water fluxes can be justified due to the uncertainties in the hydrologic model, which assumes that the Richards' equation of the SVAT model is also valid at a large scale (e.g., Beven and Binley, 1992; Beven et al., 2008; Engeland et al., 2005; Vereecken et al., 2008; Verstraeten et al., 2008) . To increase our understanding of the behavior of the uncertainties in the inverted water fluxes of SVAT models, we investigated the correlations between the uncertainties in the water fluxes and the uncertainties in q obs and ET obs by using the UnSA algorithm.
In this study, we assumed that the soils were homogeneous, which inevitably is a source of errors in the predicted water fluxes. Nevertheless, this assumption can be to a certain degree acceptable because Jhorar et al. (2004) found that, in most cases, a reliable water balance can be computed by replacing a heterogeneous soil profile with an equivalent single homogeneous soil profile.
The motivation for this study was to have an understanding of the hydrologic processes that cause uncertainties. The specific objectives of this research were therefore to: (i) determine how the uncertainties in the predicted water fluxes are correlated with soil textures, rooting depths, and climates; (ii) understand what hydrologic processes cause uncertainties in the water fluxes; and (iii) establish if the nonuniqueness of the inverted soil hydraulic parameters can be reduced to compare these parameters with the effective unique set of physically based soil hydraulic parameters determined by scaling point measurements.
6 Uncertainty Simulator Algorithm Step
1: Computing Synthetic Observations
The UnSA uses synthetic data and therefore requires for each hydroclimate scenario that q obs , ET obs , and WF obs are known. The WF obs values are computed by inputting known sets of hydraulic parameters (HYDRAULIC obs in Fig. 1 ) and vegetation parameters (VEGETATION obs in Fig. 1 ) and forcing data on precipitation and potential evapotranspiration into a SVAT hydrologic model ( Fig. 1, Loop 1) . In this study, as discussed above, the vegetation parameters were not the subject of investigation.
Step 2: Generating Uncertainties
For each hydroclimate scenario, an ensemble of q sim and ET sim are simulated to reproduce the uncertainties in retrieving q obs and ET obs from remote sensing. This is performed by generating different sets of simulated hydraulic parameters (HYDRAULIC sim in Fig. 1 ) and the corresponding time series WF sim , q sim , and ET sim by optimizing the "unknown" constrained hydraulic parameters by minimizing a weighted objective function (Fig. 1, Loop 2) . The Shuffled Complex Evolution Algorithm-University of Arizona (SCE-UA) developed by Duan et al. (1992 Duan et al. ( , 1994 ) was used as a global optimization routine. We modified the SCE-UA such that during the search of the global minima, all the different trials of HYDRAULIC sim and the corresponding WF sim are stored in the STORAGE. The customized global optimization can be seen as a restrained Monte Carlo simulation that searches different combinations of behavioral parameter sets, which produces values of the objective function in the vicinity of the global minimum (Pollacco et al., 2008a (Pollacco et al., , 2008b van Griensven and Meixner, 2006) .
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Step 3: Selecting the Maximum Uncertainties in the Water Fluxes
The behavioral hydraulic parameters and the WF sim are selected from the STORAGE (Fig. 1 Crow et al., 2005a Crow et al., , 2005b Davenport et al., 2005; Kerr et al., 2001; Simmonds et al., 2004) , and DET rs is given a relative error Fig. 1 . Flowchart of the Uncertainty Simulator Algorithm (UnSA). The UnSA computes the uncertainty of the water flux outputs (DWF) by using a soilvegetation-atmosphere transfer (SVAT) hydrologic model, where WOF is the weighted objective function, q is soil moisture, ET is evapotranspiration, subscripts obs and sim are observed and simulated, respectively, and Dq rs and DET rs are the uncertainties in the soil moisture and evapotranspiration, respectively, retrieved from remote sensing. The UnSA is performed in three separate steps:
Step 1 (solid line) generates synthetic data;
Step 2 (dashed line) generates uncertainties;
Step 3 (square dots) selects the maximum uncertainties, DWF max .
of 20% (e.g., Kalma et al. [2008] from a compilation of 30 studies). For comparison purposes, the DWF sim are also filtered with the uncertainties in measuring soil moisture and evapotranspiration from the field. The Dq f is given a RMSE value of 0.02 m 3 m −3 volumetric soil moisture, which is a typical uncertainty in measuring soil moisture with a neutron probe (e.g., Haverkamp et al., 1984) , and DET f is given a relative error of 12% of evapotranspiration from eddy-covariance measurements (e.g., Tomlinson, 1996, p. 15) .
The average yearly residuals DWF sim are computed for each water flux Q, ET, T, and E (%) by computing the differences between simulated and observed water fluxes using the following relationship: 
where Y corresponds to 3 yr of simulations and t y corresponds to 365 d.
The residual Dq rz is computed in the same manner as Dq sim as described in Eq.
[1a].
The commonly used objective function (coefficient of efficiency) is derived from Nash and Sutcliffe (1970) . Nevertheless, according to Schaefli and Gupta (2007) and Schaefli et al. (2005) , the Nash-Sutcliffe coefficient does not measure how efficient a model is in absolute terms and can be a very poor predictor for strongly seasonal data. This is the case for time series soil moisture and evapotranspiration, which fluctuate seasonally around a mean value. Therefore, we adopted the following weighted objective function (WOF) for which the uncertainties in q are computed from Eq. 6 Materials and Methods
Soil-Water-Atmosphere-Plant Hydrologic Model
The Soil-Water-Atmosphere-Plant (SWAP3.2) model is a physically based SVAT water flow model that is used to simulate the unsaturated-zone soil water fluxes of vegetated land (e.g., Kroes et al., 2000; van Dam et al., 2008 van Dam et al., , 1997 
where 
Soil Water Retention and Unsaturated Hydraulic Conductivity
The accuracy of modeling groundwater recharge depends on the knowledge of two functions: the soil moisture characteristic curve, h(q), and the unsaturated hydraulic conductivity curve, K(q). The analytic h(q) function is commonly described by the van Genuchten model ( 
where h is the capillary pressure head [L] ; S e denotes the normalized volumetric water content [L 3 L −3 ]; q r and q s [L 3 L −3 ] are residual and saturated water contents respectively, with 0 £ q r < q
is associated with the air-entry matrix potential [L −1 ]; n (>1) is a shape parameter related to the pore-size distribution; and m is a shape parameter. The parameters m and n are related via the expression m = 1 − 1/n following the assumption of the hydraulic conductivity model of Mualem (1976) .
The unsaturated hydraulic conductivity function, K(q), is described by the Mualem-van Genuchten model and computed as
where L is a connectivity parameter and is commonly kept fixed and equal to 0.5, and K s is the saturated hydraulic conductivity [L T −1 ].
www.VadoseZoneJournal.org
The residual water content (q r ) is often set to 0 because q r does not greatly affect the goodness-of-fit of the characteristic curve (e.g., Boufadel et al., 1998; Ines and Droogers, 2002; Luckner et al., 1989; Russo, 1988; Schaap and Leij, 1998b; Tietje and Tapkenhinrichs, 1993) . As a compromise, we set q r = 0.05 m 3 m −3 , which is the minimum value of q r taken from the compiled data set of Schaap and Leij (1998a) .
The feasible range of the hydraulic parameters for large-scale modeling were derived from Schaap and Leij (1998a) and are described in Table 2 , except for the minimum value of q s , which was computed for each hydroclimate from the maximum values of q obs :
Sink Term and Evaporation Module of the Parsimonious Modified SWAP Model
Building parsimonious hydrologic models by reducing the number of input vegetation parameters of the SWAP model without altering the physical concepts of the model and without decreasing the accuracy of predicting the water fluxes is challenging. Consequently, we modified the evaporation, root water uptake, transpiration, and rainfall interception modules of SWAP, termed SWAP inv , such that it uses only the leaf area index (LAI) [L 3 L −3 ], which could be retrieved from remote sensing (e.g., Garrigues and et al., 2008) , the extinction coefficient of solar radiation (K g ) that was set to 0.5 (Varado et al., 2006; Wang et al., 2009) , the rooting depth information, and the hydraulic parameters q s and q r as input parameters.
Below are described the computation of the potential evapotranspiration, the sink term, and the evaporation modules of SWAP inv , which are substantially different than the those implemented in SWAP. The interception module is described in the Appendix because it does not influence the results significantly.
Potential Evapotranspiration
We selected the potential evapotranspiration, ET p [L T −1 ], computed by Priestley and Taylor (1972) , which is termed reference crop evapotranspiration by Jensen et al. (1990) and Maidment (1992) . This is because Weiß and Menzel (2008) compared, in a global application, four different potential evapotranspiration equations, which included Priestley and Taylor (1972) , Penman-Monteith (Allen et al., 1998) , Kimberly-Penman (Wright, 1982) , and Hargreaves et al. (1985) . Weiß and Menzel (2008) concluded that the use of the radiationbased Priestley-Taylor ET p gave the most accurate calculation of water balance. In this synthetic study, the Priestley-Taylor ET p was computed by following the procedure of Jarvis (2011):
To compute the net radiation, R n (MJ m −2 d −1 ), from the total incoming shortwave solar radiation R s (MJ m −2 d −1 ), we used the linear Jensen et al. (1990) 
The slope of vapor pressure curve, 
where the mean daily air temperature T mean (°C) is computed by averaging the maximum and minimum temperatures of the day (T max + T min )/2; g is a psychrometric constant and is given a constant value of 0.054 kPa °C −1 ; l = 2.501 − 0.002361 T min (MJ kg −1 ) is the latent heat of vaporization given by Harrison (1963) ; G (MJ m −2 d −1 ) is the soil heat flux, which is negligible at the land surface and is equal to 0; b is an empirically determined dimensionless correction taken as 1.26; a = 0.61 and b = −1.0, were obtained by Jensen et al. (1990) , who averaged data from 14 locations worldwide.
The value of ET p is partitioned into potential evaporation from a wet canopy E pw (L T −1 ), potential soil evaporation E p (L T −1 ), and potential transpiration T p (L T −1 ). The partitioning is performed by using the Beer-Lambert law (e.g., Belmans et al., 1983; Goudriaan, 1982; Ritchie, 1972) , which uses the LAI and K g parameters by assuming that the net radiation inside the canopy decreases exponentially. The ET p decreases with increasing K g and increasing LAI. For further information on the evapotranspiration partitioning, see the SWAP manual (http://www.swap.alterra.nl/).
Sink Term
To take into account tree physiology and the reduction of transpiration by soil water stress, the actual transpiration T is distributed by the sink term S(h i ) across the whole root zone and is calculated for each cell by the method of Feddes et al. (1978) and by the compensation term of Li et al. (2001) , which was added to SWAP inv . The sink term is computed by
where K c is the transpiration fraction or crop factor, T p [L T −1 ] is the potential transpiration estimated for short grass; DRdf i is the vertical fraction of the root density function for the ith cell (%); G(h i ) is the reduction of root water uptake at pressure head h for the ith cell, and C(G,DRdf i ) accounts for the compensation mechanism.
Root Density Function
In SWAP, the vertical fraction of the root density function for the ith cell (DRdf i ), which defines the general shape of the roots, is entered manually in tabular form. In SWAP inv , the root distribution is modeled with an empirical function of Gale and Grigal (1987) 
where z up and z down are the top and bottom depths, respectively, of each cell, which are positive downward (cm); E c is an "extension coefficient" parameter, z root is the rooting depth (cm), and i max is the last cell of the root zone. The value of E c varies between 0.7 and 0.9999 such that when E c is close to 0.7, all the roots are distributed in the top cell, and when E c is close to 1, the roots are distributed evenly within the root zone. The value of E c is computed from the percentage of roots (for example) in the top 30 cm, 
It is interesting to note that the use of the compensation mechanism causes the predictions of the water fluxes to be more sensitive to z root than to E c (results not shown).
Root Water Uptake
When the capillary pressure head in the ith node (h i ) is reduced, the vegetation closes its stoma and decreases transpiration by using the stress function shown in Fig. 2 . The limits of G(h i ) are computed as
Water uptake below |h 1 | (O 2 deficiency, anaerobiosis point) and above |h 4 | (wilting point) is set to zero. Between |h 2 | and |h 3 |, G(h i ) = T p maximal. The value of h 3 varies with T p . For different values of T p , h 3 is linearly interpolated between h 3low and h 3high .
Compensation Mechanism of the Root Water Uptake Module
We introduced in SWAP inv a root water uptake compensation mechanism that improves the prediction of transpiration by enabling water uptake from deeper layers when the upper layers are depleted, although the percentage of roots at deeper depth is limited (e.g., Adiku et al., 2000; English and Raja, 1996; Jarvis, 2011; Skaggs et al., 2006; Stikic et al., 2003; Taylor and Klepper, 1978) . The compensation mechanism of Li et al. (2001) , validated by Braud et al. (2005b) and Varado et al. (2006) , was introduced into SWAP inv . The Li et al. (2001) model requires one parameter. The compensation mechanism C accounts for the general soil moisture profile before computation of the water uptake for each individual cell and is computed as
where DRdf i (Eq.
[10]) is the vertical fraction of the root density function for the ith cell (%); G(h i ) (Eq. [12] ) is the reduction of root water uptake at pressure head h for the ith cell; and l is a parameter for which when l = 1 the model is not compensated and [12]) (adopted from Feddes et al., 1978) .
when l = 0 the DRdf i becomes constant throughout the whole root-zone depth. Li et al. (2001) and Braud et al. (2005b) found an optimal value of l = 0.5, which was used in this study.
Evaporation Module
The evaporation module of SWAP was simplified. Under wet soil conditions, the actual soil evaporation E [L T −1 ] equals the potential soil evaporation E p . During a period between storms, SWAP computes E by using the empirical evaporation method of Black et al. (1969) , which requires two fitting parameters. Nevertheless, Eagleson (1978) , Milly (1986) , and Giudici, (2007, 2009) showed that good results can be achieved by relating evaporation to soil moisture. We therefore used the Giudici (2007, 2009 ) evaporation model, which does not require any extra parameters:
where the maximum soil moisture is selected between the surface and the depth of 5 cm, and E p is the potential evaporation computed with the Beer-Lambert law. Consequently, the sharing of the hydraulic parameters, which compute soil moisture and evaporation, increases the sensitivity of the hydraulic parameters when they are inverted simultaneously from soil moisture and evapotranspiration.
Boundary Conditions and Discretization
The soil column was discretized for (i) deep roots with a total depth of 1.80 m and (ii) shallow roots with a total depth of 0.90 m. The discretization starting from the top cell was, for the deep roots, 0.25, 0.25, 0.5, 1.5, 2.5, and 5 (for the following 35 cells) cm, and for the shallow roots, 0.25, 0.25, 0.5, 1.5, 2.5, and 5 (for the following 17 cells) cm. For all the scenarios, the soil columns were initialized uniformly at h = −100 cm and SWAP inv was run 90 d (spin-up time) ahead of the experiment to tune the state of the initial soil moisture profile. For the bottom boundary condition of the soil columns, free drainage condition was selected. The upper boundary condition was determined by daily net precipitation and daily potential evapotranspiration. The potential evapotranspiration was partitioned into potential transpiration, potential soil evaporation, and potential evaporation from a wet canopy by using the Beer-Lambert law (e.g., Belmans et al., 1983; Goudriaan, 1982; Ritchie, 1972) . A maximum of 2 cm of ponding water was permitted, with any overflow lost as runoff.
Reference Climate, Soil Hydraulic Properties, Vegetation Parameters, and Water Fluxes
We selected 18 hydroclimatic scenarios, which were composed of the combinations of three soil textures, two rooting depths, and three climates. The three contrasting climates, summarized in Table  3 , were selected from the data set compiled by Jarvis (2011) Budyko (1974) , which is calculated as the ratio of annual potential evaporation to precipitation. Regions where AI is >1 are approximately classified as dry because the evaporative demand cannot be met by precipitation. Similarly, regions with AI < 1 are roughly classified as wet (Arora, 2002) .
The data for three contrasting benchmark soils (Table 4) were taken from Twarakavi et al. (2010) , who classified the soils based on their hydraulics. Pure sand and clay were not selected because they are rarely encountered on a large scale. Table 4 . Reference values of contrasting van Genuchten hydraulic parameters, including saturated and residual water content (q s and q r , respectively), shape factor (L), air-entry matric pressure (h ae ), shape parameter n, and saturated hydraulic conductivity (K s ). The soils are classified based on their hydrologic features (Twarakavi et al., 2010) . Two contrasting benchmark rooting depths (shallow and deep roots) were used in the numerical experiments. The rooting depths and the percentage of roots in the top 30 cm are given in Table 5 . The deep rooting depths was selected to depict shrubs. Forested land was not modeled in this study because currently soil moisture cannot be retrieved using remote sensing under a dense canopy (e.g., Jackson and Schmugge, 1991) .
The values of the constant vegetation parameters for each climate (AI), including water uptake parameters, LAI, extinction coefficient of solar radiation, and crop factor, are provided in Table 6 .
6 Results
Reference Water Fluxes
The summary of the 18 reference water fluxes that were used in this numerical study and computed with SWAP inv are described in Fig. 3. The selected scenarios had contrasting groundwater recharge that ranged from 19 to 651 mm yr −1 , transpiration from 195 to 474 mm yr −1 , and evaporation from 52 to 266 mm yr −1 .
Uncertainties in the Predicted Water Fluxes
The Fig. 4 for six representative hydroclimates. For each hydroclimate and WF sim depicted in Fig. 4 , the maximum DWF sim is reported in Table 7 for the following two conditions: (i) Dq sim £ Dq rs and DET sim £ DET rs (Dq rs and DET rs are typical uncertainties in retrieving soil moisture and (Jackson et al., 1996) and the maximum rooting depth, Z root (Schenk and Jackson, 2002) Table 6 . Values of the vegetation parameters that remain constant, where h 1 , h 2 , h 3high , h 3low , and h 4 are the matric potentials that regulate the water uptake described in Fig. 2 , LAI is the leaf area index, b is the crop factor, and K g is the extinction coefficient of solar radiation. evapotranspiration from remote sensing), and (ii) Dq sim £ Dq f and DET sim £ DET f (Dq f and DET f are typical uncertainties in retrieving soil moisture and evapotranspiration from the field or in situ). The results summarized in Table 7 show that there is a good agreement between DWF sim computed with Dq rs and DET rs and DWF sim computed with Dq f and DET f because in this case study Dq rs ? 2Dq f and DET rs ? 2DET f ..
Uncertainties in Predicting Groundwater Recharge
The predictions of DQ sim for which the AI was >1.5, as described in Table 7 , had large uncertainties, with DQ sim of 38 to 917% for Dq rs and DET rs and DQ sim of 19 to 789% for Dq f and DET f . The high DQ sim found in regions with AI > 1.5 is not surprising because, according to Herczeg and Leaney (2011) , in such regions the residual error when subtracting rainfall from evapotranspiration is much larger than the net recharge. But for climates with AI < 1.5, the uncertainties were reduced substantially, with DQ sim £ 22% for Dq rs and DET rs and DQ sim £ 16% for Dq f and DET f . The dependency found of parameter sensitivity of water fluxes to climate conditions is in line with several studies (e.g., Bastidas et al., 1999; Teuling et al., 2009 ). Figure 4 shows that for all hydroclimates, DQ sim was strongly correlated with DET sim but poorly Fig. 4 . Output of the Uncertainty Simulator Algorithm, which correlates the uncertainties in groundwater recharge DQ with the uncertainties on the y axis of evaporation DE, evapotranspiration DET, transpiration DT, root-zone soil moisture Dq rz , and surface soil moisture Dq for dry climate (left) and wet climate (right). For visual purposes, we multiplied Dq rz and Dq by 10.
correlated with Dq sim . Table 7 shows for climates with AI > 1.5 that DQ sim increased under finer texture soils and deeper rooted vegetation. These uncertainties are explained by the combination of soil moisture decoupling and evapotranspiration decoupling, as described below. Soil moisture and evapotranspiration decoupling occur when there is significant drying of the soil profile, as occurs under climates with AI > 1.5 where the soil moisture profile becomes heterogeneous, but, as described below, the mechanism that drives soil moisture decoupling is substantially different than the mechanism that drives evapotranspiration decoupling.
Soil moisture decoupling is driven by a high evaporation rate caused by prolonged hot, dry, and windy conditions, which yields a relatively strong nonlinear effect between the surface and the shallow root-zone layers, giving rise to a quasi-decoupled soil moisture scenario between the surface and the lower layers. This effect, known as decoupling, reduces the near-surface hydraulic conductivity and mainly occurs under coarse-texture soils that are in the drying phase (e.g., Capehart and Carlson, 1997; Walker et al., 2002; Wilson et al., 2003) . Soil moisture decoupling, which is more pronounced under sandy soils, can be seen in Fig. 5 . Figure 5 shows that under dry conditions, the subsurface soil moisture does not respond to the dynamics of the surface time series soil moisture caused by rainfall events. Therefore, when soil moisture decoupling occurs, the information provided by surface soil moisture is no longer representative of the root-zone soil moisture, causing uncertainties in the prediction of the WF sim .
The transpiration decoupling concept is introduced in this study and occurs when ET obs is no longer representative of the root zone, causing uncertainties in the prediction of the WF sim . The transpiration decoupling mechanism differs from the soil moisture decoupling mechanism due to the fact that it is driven by the deep root water uptake of vegetation rather than surface evaporation. Thus, soil moisture decoupling is representative of the shallower root zone and transpiration decoupling is a signature of the deeper root zone. Transpiration decoupling increases under fine-texture soils (soil moisture decoupling occurs under coarser texture), where there is substantially more water storage at depth, as depicted in Fig. 5 for clay and loam soils. Transpiration decoupling of subsurface and Table 7 . Maximum uncertainties in the predicted water fluxes for surface soil moisture (Dq), evapotranspiration (DET), root-zone soil moisture (Dq rz ), evaporation (DE), transpiration (DT), and groundwater recharge (DQ) described in Fig. 4 for each hydroclimate by using the Uncertainty Simulator Algorithm for scenarios where the uncertainties in simulated soil moisture and evapotranspiration (Dq sim and DET sim , respectively) are less than or equal to the uncertainties in the observed soil moisture and evapotranspiration retrieved from remote sensing (Dq rs and DET rs , respectively) and where Dq sim and DET sim are less than or equal to the uncertainties in the observed soil moisture and evapotranspiration retrieved from the field (Dq f and DET f , respectively). 
Uncertainties in Predicting Transpiration
The DT sim is climate driven and decreases exponentially as the AI decreases (Table 7) . For Dq rs and DET rs when AI = 2, DT sim was 6 to 40%, when AI = 1, DT sim was 5 to 19%, and when AI = 0.5, DT sim was 3 to 9%, with similar results for Dq f and DET f . For AI = 2, DT sim increased as the texture became finer due to transpiration decoupling (see above). Nevertheless, it is not understood why DT sim under loam was slightly higher than under clay soils. Another explanation for why DT sim decreased when AI decreased is because when AI < 1.5, (2002), Jhorar et al. (2002 Jhorar et al. ( , 2004 , and Ines and Mohanty (2008b) , who found that using multiple objective calibration with soil moisture and evapotranspiration was not beneficial under all hydroclimates. This can be understood because under wet climates, there is little stress and the hydraulic parameters are directly related to soil moisture rather than evapotranspiration.
Uncertainties in Predicting Evaporation
Under all hydroclimatic conditions, Table 7 shows that the predicted evaporation contained large uncertainties for all hydroclimates such that for Dq rs and DET rs when AI = 2, DE sim was 25 to 68%, when AI = 1, DE sim was 22 to 94%, and when AI = 0.5, DE sim was 19 to 78%. Table 7 shows that for all hydroclimates, DE sim was higher under clay soils than under sandy soils, which have a lower evaporation rate due to faster drainage compared with clay soils. Figure 6 shows that DE sim is inversely correlated with E obs /ET p and therefore DE sim increased as E obs decreased. Therefore for small E obs , uncertainties in the observations (Dq rs and DET rs ) caused large DE sim . It would be expected that DE sim be correlated with Dq obs because E obs was computed from soil moisture (Eq. [14]). Nevertheless, as shown in Fig. 4 , DE sim is strongly correlated with DET obs (uncertainties in predicting the climatic demands) because actual evaporation, E, was also computed from E p , which was derived from ET p by using the Beer-Lambert law. and 130 cm for sand, loam, and clay soils for a selected period of 12 mo under a Mediterranean climate. As expected, the average soil moisture increases as the soil texture becomes finer. These plots show where THETA top decouples from the deeper layers (q decoupling) and where transpiration decoupling (ET decoupling) occurs due to more water storage at depth than at the surface.
Uncertainties in Predicting Root-Zone Soil Moisture
The Dq rz_sim described in Table 7 was found for all hydroclimate to be ?5% (for Dq rs and DET rs ) and Dq rz ? 3% (for Dq f and DET f ), which follows a similar pattern to Dq rs = 4% and Dq f = 2%, respectively. Figure 4 shows that for all hydroclimates there was a high correlation between Dq rz_sim and Dq rs (R 2 = 0.95) because in this study the soil column was homogeneous. Future work will determine if Dq rz_sim and Dq sim will still be correlated in heterogeneous soils, as in the experiments undertaken by Jhorar et al. (2004) .
Reducing Correlation of the Inverted Hydraulic Parameters
We also investigated whether the nonuniqueness of the inverted hydraulic parameters could be reduced. The reduction of the nonuniqueness would enable a comparison of the inverted effective hydraulic parameters with the effective hydraulic parameter set obtained by scaling the hydraulic parameters (e.g., Braud et al., 2005a; Kosugi and Hopmans, 1998; Leij et al., 2007; Saito et al., 2009 ) determined in situ. To perform this study, the choice of the least sensitive hydraulic parameters needed to be resolved because it is not widely accepted by all researchers, as shown by the wide divergence of the results in Table 1 . Subsequently, the impact of using reduced correlated parameters on the uncertainties in the water fluxes was investigated.
Least Sensitive Hydraulic Parameters
The feasible range of the parameters of q s , h ae , n, and K s computed with UnSA such that q sim £ Dq rs and ET sim £ DET rs or q sim £ Dq f and ET sim £ DET f are plotted in Fig. 7 . The feasible range of each parameter was taken from Table 2 and is described in Fig.   7 by the upper (P max ) and lower limits (P min ) of the y axis. The results highlight the strong nonuniqueness of the inverted hydraulic parameters even when the uncertainties in the observations are taken from the field (Dq f and DET f ), which is half the uncertainties in retrieving soil moisture and evapotranspiration from remote sensing (Dq rs and DET rs ). The finding of strong nonuniqueness of the inverted hydraulic parameters has been reported by many researchers (e.g., Abbaspour et al., 1999; Beydoun and Lehmann, 2006; Binley and Beven, 2003; Jhorar et al., 2002; Pollacco et al., 2008b; Ritter et al., 2003) . Therefore, the inverted h ae , q s , n, and K s parameters can no longer be seen as physical but as functional hydraulic parameters (h ae,func , q s,func , n func , and K s,func ) due to the strong nonuniqueness. This signifies that different sets of functional parameters produce similar ET sim and q sim within the error bars of Dq f and DET f or Dq rs and DET rs .
The parameter n, statistically speaking, is the most sensitive parameter because Fig. 7 shows that the maximum and minimum range does not cover the whole feasible parameter space, as within the plots of h ae and K s . This result is not surprising because, according to Haverkamp et al. (2005) , the parameter n is the only van Genuchten parameter that is representative of the soil texture. The next most sensitive parameter for all hydroclimates is q s . The uncertainty band of q s is narrower for finer texture soils than for coarser soils. This is because the lower value of the degree of freedom of q s (P min ) was computed from the highest value of q obs (Eq.
[ 7]) and clay soils reach saturation faster than sandy soils, as shown in Fig.  5 . The final least sensitive parameters are h ae and K s because they cover practically the full range of the prescribed degrees of freedom.
The results shown in Fig. 7 highlight the problem of the intercorrelation of the hydraulic parameters, which is shown in Fig. 8 . As an example of the intercorrelation of the hydraulic parameters, we selected a loamy soil from Fig. 7 . Figure 8 shows that when we select the data set such that Dq £ 0.002 m 3 m −3 and DET £ 2% (for visualization purposes), we can see correlations between q s and n, h ae and n, h ae and K s , and n and K s , which explains the wide ranges shown in Fig. 7 . For further discussion on the subject, see Pollacco et al. (2008b) .
Impact of Functional Hydraulic Parameters on
Uncertainties in the Water Fluxes Pollacco et al. (2008b) found that the functional parameters are strongly linked (correlated), and therefore while performing optimization, any two parameters can remain constant and the optimized parameters will correct for any mismatch of the fixed parameters. Nevertheless, Pollacco et al. (2008b) calibrated the hydraulic parameters only with the soil moisture profile and did not determine the optimal values of the fixed parameters. The values of the fixed h ae,func = 126 cm and K s,func = 117 cm d −1 , valid for all hydroclimates, were taken from Fig. 7 such that they encompass the uncertainties in all hydroclimates, preferably for Dq f and DET f (because they are smaller than Dq rs and DET rs ). To determine the errors introduced by fixing h ae,func = 126 cm and K s,func = 117 cm d −1 , q s,func and n func were optimized (with the SCE-UA), and the global optima of q s,func and n func are reported in Table 8 for all hydroclimates. Table 8 shows that for all hydroclimates the use of functional parameters gives the following maximum errors: DE sim £ 12%, DT sim £ 8%, and DQ sim £ 45%, which is considered acceptable. The results show that DWF sim values are lower for coarser texture soils, which may be due to the choice of the fixed parameters. For each soil texture, the optimal n func determined for different climates and rooting depths is very stable at ±0.035. This highlights that n is not influenced by the erroneous values of the other parameters. The value of q s is also very stable at ±0.02, but it is noted that this may be due to the use of Eq. 7 to reduce the feasible parameter space described in Table 2 .
To determine if using functional parameters would reduce the uncertainties in the water fluxes, the UnSA was run by forcing h ae,func to 126 cm and K s,func to 117 cm d −1 ; the increase or decrease of uncertainties in using functional parameters are reported in Table 9 and summarized for each climate for Dq rs , DET rs , Dq f , and DET f . Table 9 shows that the use of functional parameters did not substantially improve or decrease DWF sim , which gives room for improvement because this analysis shows that the selected K s,func and h ae,func values are not very sensitive on DWF sim . Fig. 7 . The Uncertainly Simulator Algorithm computations of the feasible range of the hydraulic parameters saturated volumetric water content q s , airentry matric potential h ae , shape parameter n, and saturated hydraulic conductivity K s for simulated q sim £ uncertainty in observed Dq f and simulated evapotranspiration ET sim £ DET f symbolized by Min1 − Max1, and when q sim £ uncertainty in remotely sensed Dq rs and ET sim £ DET rs , the feasible range is symbolized by Min2 − Max2. The true value of each parameter is symbolized by the circle. The maximum and minimum values for each parameter described on the y axis are taken from Table 2 . The graphs suggest that the least sensitive parameter is h ae followed by K s , and the most sensitive parameter is n. The horizontal dash-dotted line in h ae and K s represents the value at which these parameters were kept constant in the other simulations. The acronyms include climate (aridity index: AI_2 dry, AI_1 moderate, or AI_0.5 wet), soil type (clay Cl, loam L, or sand S), and rooting (shallow SR or deep DR). Fig. 8 . Intercorrelation of the saturated volumetric water content q s , saturated hydraulic conductivity K s , shape parameter n, and air-entry matric potential h ae hydraulic parameters by selecting the data from the simulation for Aridity Index 1 (moderate climate), loam soil, and deep rooting plants (AI_1/L/DR) simulated by the Uncertainty Simulator Algorithm such that the uncertainty in the volumetric water content Dq £ 0.002 m 3 m −3 and the uncertainty in evapotranspiration DET £ 2%. This explains why in Table 7 we find such large uncertainties in the optimized water fluxes. Table 8 . Uncertainties in the water fluxes for evapotranspiration (DET), soil evaporation (DE), transpiration (DT), and groundwater recharge (DQ) by forcing the air-entry matric potential h ae to 126 cm and the saturated hydraulic conductivity K s to 117 cm d −1 and by optimizing the saturated volumetric water content q s and shape parameter n with the Shuffled Complex Evolution Algorithm-University of Arizona (SCE-UA). The minimum and maximum values are classified for each texture, which encompasses the three climates and the two rooting depths. The DWF sim obtained in this study without considering the scale issues needs to be validated. This can be performed with precise weighing lysimeters for which all the water fluxes are measured (storage, drainage, and evapotranspiration) (e.g., Abbaspour et al., 1999; Durner et al., 2008; Kosugi and Katsuyama, 2001, 2004; Scanlon et al., 2005) . The results of this study suggest that the different experiments should contain contrasting textures with unvegetated and vegetated lysimeters to enable the partitioning of evaporation and transpiration. The climates with AI > 1.5 are the most problematic and can be omitted. The selected lysimeters should not have a water table because it has been found that when plants can extract water at depth, the uncertainties increase.
Minimum Time Length of Measurements
The time length of the experiment is hydroclimatic specific and ideally the data set should encompass data for which the normalized root-zone volumetric water content, S e , would range from 0 to 1 (Eq.
[5]). This is because Pollacco et al. (2008b) showed that to have a unique set of solutions, the root-zone soil moisture data must range from dry to wet, which is rarely met in situ. Research is required, by using, for example, lysimeter experiments, to determine for a specific hydroclimate the uncertainties caused by the limited range in measuring S e . It should also be taken into account that non-daily information for observed soil moisture and evapotranspiration is retrieved from thermal-band land surface temperature retrievals, which to date are limited to cloud-free atmospheric conditions (e.g., Anderson et al., 2011) . This implies that the collected data from remote sensing is skewed toward drier conditions.
Reducing the Feasible Parameter Space
The results suggest that the selection of K s,func and h ae,func is not very sensitive for the predictions of DWF sim . Alternatively, a more accurate way of obtaining K s,func and h ae,func would be to scale h ae and K s derived from point measurements (e.g., Braud et al., 2005a; Kosugi and Hopmans, 1998; Leij et al., 2007; Saito et al., 2009) . This procedure will be useful to downscale the parameters, enabling the comparison of a nonunique effective parameter set retrieved via inverse modeling with unique, effective, physically based hydraulic parameters derived by scaling point measurements.
Making Usage of Transpiration and Soil Moisture Decoupling Concepts
Future research is required to make usage of the soil moisture and transpiration decoupling concepts to reduce DWF sim by assigning more weight to the objective function (q based or ET based) during the period when soil moisture or transpiration decoupling does not occur. Soil moisture and transpiration decoupling may also be used as a drought metric comparable to the Palmer (1965) drought severity index to assess agricultural drought, reflecting root-zone soil moisture deficits.
One question that must be addressed is to what extent transpiration and soil moisture decoupling can be retrieved from remote sensing. Transpiration decoupling is better derived from vegetation stress (ET/ET p ). The value of ET/ET p can be retrieved by using thermal imaging, which uses time-differential land surface temperature measurements derived from satellite imagery collected, for example, by the Geostationary Operational Environmental Satellites (e.g., Anderson et al., 2007a Anderson et al., , 2007b Anderson et al., , 2011 Moran, 2003) .
Assessing the periods when transpiration and soil moisture decoupling occur is not trivial, and models can be derived from lysimeter experiments. Transpiration and soil moisture decoupling occur after different drying soil moisture thresholds (at different depths) are met and need to be defined from lysimeter experiments. The threshold values would depend on the integrative memory of prior moisture conditions.
Conclusions
In this numerical study, we estimated the uncertainties in the simulated water fluxes (DWF sim ) of a one-dimensional Richards' model when the hydraulic parameters were inverted from the time series of top 5-cm soil moisture and evapotranspiration retrieved from remote sensing. The DWF sim values were derived by performing numerical experiments with the UnSA, which was developed on the basis of previous studies (Pollacco et al., 2008a (Pollacco et al., , 2008b . It was assumed that the uncertainties in the observed soil moisture had a RMSE of 0.04 m 3 m −3 and the observed evapotranspiration had a relative error of 20%. For comparison purposes, DWF sim was also computed with uncertainties in retrieving soil moisture and evapotranspiration from the field. The water fluxes of interest 
included groundwater recharge, evaporation, actual transpiration, and root-zone soil moisture. The DWF sim values were investigated under 18 contrasting hydroclimatic scenarios composed of the combinations of three climates from the United States, three soil textures, and two rooting depths, which are summarized in Fig. 3 .
The uncertainty of computing the root-zone soil moisture was found, for all hydroclimatic conditions, to be correlated to the uncertainties in the top 5-cm soil moisture because in this study the soil column was homogeneous. Under all hydroclimatic conditions, the prediction of evaporation contained large uncertainties and was negatively correlated to the ratio of the annual actual evaporation with the potential evapotranspiration. The uncertainties in predicting transpiration were high under climates with AI > 1.5 and reduced when the AI decreased. The uncertainties in predicting groundwater recharge under climates with AI > 1.5 had large errors, but under climates with AI < 1.5, the uncertainties were reduced. For all hydroclimates, the uncertainties in groundwater recharge were strongly correlated with the uncertainties in observed evapotranspiration but not with the uncertainties in observed soil moisture. The results show that the uncertainties in groundwater recharge increased under (i) dry climate, (ii) coarse-texture soil, (iii) deep-rooted vegetation, and (iv) when water was preferentially taken up at depth due to the root compensation mechanism. The uncertainty of groundwater recharge was explained by the combination of soil moisture decoupling and evapotranspiration decoupling. Soil moisture decoupling occurs when the information provided by the surface soil moisture is no longer representative of the root-zone soil moisture due to strong evaporation. Transpiration decoupling of surface and root-zone soil moisture was introduced here and occurs when there is substantially more water storage at depth and when the vegetation has deep roots (or can tap water from the water table) so that it can extract water at depth when the surface soil moisture is depleted.
To compare the inverted effective hydraulic parameters with a unique hydraulic parameter set obtained by scaling the measured physical hydraulic parameters, the nonuniqueness of the inverted hydraulic parameters needs to be reduced. For this study, the choice of the least sensitive hydraulic parameters needed to be determined. It was found by analyzing contrasting hydroclimates that h ae and K s are the least sensitive van Genuchten hydraulic parameters and n is the most sensitive parameter. It was shown that the high nonuniqueness of the inverted hydraulic parameters is due to the intercorrelation of the hydraulic parameters. Acceptable errors are reported in Table 8 when h ae and K s were kept constant and n and q s were optimized. We showed by running the UnSA that fixing these two parameters did not significantly reduce or increase DWF sim . Alternatively, a more accurate way of obtaining K s and h ae would be to scale h ae and K s derived from point measurements. This methodology would facilitate the downscaling of the parameters, enabling the comparison of a nonunique effective parameter set retrieved via inverse modeling with unique, effective, physically based hydraulic parameters derived by scaling point measurements. It is also expected that more accurate results will be obtained if K s is computed from parameters describing the characteristic curves by abiding soil physics principles (e.g., Guarracino, 2007; Han et al., 2008) .
6 Appendix
Rainfall Interception Model
The SWAP model computes rainfall interception following Braden (1985) and von Hoyningen-Huene (1981) . These interception models, however, require extra parameters and do not use the potential evaporation of a wet canopy, E pw [L T −1 ]. We introduced in SWAP inv a physically based interception model, shown in Fig. 9 , based on the work of Noilhan and Lacarrere (1995) and Varado et al. (2006) that uses E pw as a predictor and LAI and K g as parameters. The values of the LAI and K g are provided in Table 6 . The gross precipitation, P g (mm d −1 ), defined as the amount of water that reaches the canopy, is computed following Rutter et al. (1971) :
where P free (mm d −1 ) is the free throughfall, which is the fraction of precipitation that reaches the ground surface through gaps in the canopy, and P int (mm d −1 ) is the intercepted precipitation. Fig. 9 . Description of rainfall interception model introduced in the modified Soil-Water-Atmosphere-Plant model (SWAP inv ), where P g is gross precipitation, P int is intercepted precipitation, P free is free throughfall, P net is net precipitation, P over is overflow of water from the reservoir, LAI is leaf area index, L g is the extinction coefficient of solar radiation, W max is the maximum storage capacity of the water reservoir, W r is the current level of the water reservoir, and EA w is the maximum quantity of water that can be evaporated.
The foliage of the canopy is considered as a water reservoir filled up to a depth W r (mm), with a maximum storage capacity W max (mm). When the canopy is fully saturated (W r = W max ), any excess of P int overflows, P over (mm), to the ground such that, according to Valente et al. (1997): ( ) over int r max max ;0
The amount of water that reaches the ground is the net precipitation, P net (mm d −1 ): net over free
A fraction of the water from the reservoir W r will be evaporated at the rate of the actual evaporation of a wetted canopy, EA w (mm d −1 ) during and after a rainfall event. The value of W r is calculated following Deardorff (1978) :
The maximum quantity of water that can be evaporated during a time step is computed as r w pw w EA min ; d
where E pw is the potential transpiration of a wet canopy.
According to Rutter et al. (1971) , evaporation from wet canopies is assumed to be proportional to the fraction of the canopy that is wet, F w (0-1), which is computed following Deardorff, (1978): 2/3 r w max
The value of W max is related to the LAI based on the empirical relationship of Varado et al. (2006) and von Hoyningen-Huene (1981) . Varado et al. (2006) assumed that the interception of water of a canopy is similar to the interception of solar radiation F s (0-1).
Combining Varado et al. (2006) 
