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We consider an open quantum system in contact with fermionic metallic reservoirs in a nonequi-
librium setup. For the case of spin, orbital or potential fluctuations, we present a systematic formu-
lation of real-time renormalization group at finite temperature, where the complex Fourier variable
of an effective Liouvillian is used as flow parameter. We derive a universal set of differential equa-
tions free of divergencies written as a systematic power series in terms of the frequency-independent
two-point vertex only, and solve it in different truncation orders by using a universal set of boundary
conditions. We apply the formalism to the description of the weak to strong coupling crossover of
the isotropic spin- 1
2
nonequilibrium Kondo model at zero magnetic field. From the temperature
and voltage dependence of the conductance in different energy regimes we determine various char-
acteristic low-energy scales and compare their universal ratio to known results. For a fixed finite
bias voltage larger than the Kondo temperature, we find that the temperature-dependence of the
differential conductance exhibits non-monotonic behavior in the form of a peak structure. We show
that the peak position and peak width scale linearly with the applied voltage over many orders of
magnitude in units of the Kondo temperature. Finally, we compare our calculations with recent
experiments.
PACS numbers: 05.10.Cc, 72.10.Bg, 72.15.Qm, 73.23.-b, 73.63.Kv
I. INTRODUCTION
For many decades, the Kondo model has attracted a
great amount of interest in condensed matter physics.
The Kondo effect was first discovered1 and analyzed2 in
bulk metals which contain magnetic impurities, where
the exchange coupling J between a localized spin- 12
and the conduction electrons leads to a screening of
the spin and to an increased resistivity at low tem-
peratures (see Ref. 3 for a review). More recently, it
was first predicted theoretically4,5 and then confirmed
experimentally6,7 that the Kondo effect also occurs in
quantum dots in the Coulomb blockade regime, where
the net spin on the dot can form a single impurity that
is exchange-coupled to the conduction electrons in two
or more reservoirs. It turns out that the Kondo effect
causes an enhancement of the conductance through the
quantum dot at low temperatures, and that the conduc-
tance can reach the unitary value 2 e
2
h for very low tem-
peratures and zero bias voltage.8 Quantum dots do not
only permit us to control the coupling between the im-
purity to the conduction electrons, but also allow us to
study the behavior of the impurity in a nonequilibrium
setup by applying a finite bias voltage.9,10
A. Previous theoretical work
From a theoretical point of view, the Kondo model can
be deduced from the single impurity Anderson model by
integrating out the charge degrees of freedom using the
Schrieffer-Wolff transformation.11 Various methods have
been applied to the Anderson and Kondo models in three
different regimes:
Equilibrium. Methods that have been applied
successfully to the Anderson and Kondo models in
equilibrium include Fermi-liquid theory,12 the Bethe
Ansatz,13–16 conformal field theory,17,18 and the numeri-
cal renormalization group19–21 (NRG). An important re-
sult is that the zero bias conductance GV=0(T ) through a
single impurity at finite temperature is unitary at T = 0,
G0 = G(T = V = 0) =
2e2
h
, (1)
and is a universal function of the ratio TTK , where the
Kondo temperature TK is a characteristic energy scale
that governs the low-energy behavior of the impurity. In
two-loop poor man scaling methods3,22 it is defined by
TK = D
√
J0e
− 12J0 , (2)
where D is the band width of the reservoirs, and J0 is
the exchange coupling between the impurity spin and the
conduction electrons. The Kondo temperature is related
to the width of the peak in GV=0(T ) at T = 0. Therefore,
a precise definition of a characteristic low-energy scale is
the temperature for which the conductance drops to half
its maximum value:
GV=0(T = T
∗
K) =
1
2
G0, (3)
We denote this energy scale by T ∗K , in contrast to TK
which is not uniquely defined in the literature.
2Expansions in the strong coupling regime. In
the case that both temperature and voltage are much
smaller than the Kondo temperature, Fermi liquid the-
ory has been used12,23,24 to obtain an expansion of the
differential conductance up to second order in TTK and
V
TK
. The result is
G(T, V )/G0 = 1− cT
(
T
TK
)2
− cV
(
V
TK
)2
, (4)
where the ratio of the coefficients cV and cT is
cV
cT
=
3
2π2
. (5)
For the ratio of cV and cT it is not important which
definition of TK is chosen. If one uses the energy scale
T ∗K instead of TK in the expansion (4) we write
G(T, V )/G0 = 1− c∗T
(
T
T ∗K
)2
− c∗V
(
V
T ∗K
)2
. (6)
This defines uniquely the coefficients c∗T and c
∗
V , which
are universal numbers (i.e. independent of the details
of the high-energy cutoff function) of O(1). Recently,
the coefficient c∗T has been determined from very pre-
cise numerical renormalization group calculations with
the result25
c∗T ≈ 6.58, c∗V =
3
2π2
c∗T ≈ 1.00, (7)
which serves as a quality benchmark for the reliabilty
of other many-body methods in the regime of very low
energies. A delicate issue for the precise calculation of
these coefficients is the fact that the band width D has
to be many orders of magnitude larger than the Kondo
temperature TK in order to obtain universal results in
the scaling limit
D →∞ , J0 → 0 , TK = const. (8)
Numerically, as explained in Ref. 26, it is very difficult to
achieve this for the Kondo model whereas for the under-
lying Anderson impurity model it has only recently be-
come possible to extrapolate the universal value of c∗T .
25
In this paper, we will show that our analytical method
allows for a different way to achieve universality directly
for the Kondo model.
Weak coupling regime. If there is an energy scale
in the system, such as the temperature, the voltage, or
the magnetic field, which is much larger than the Kondo
temperature, perturbative renormalization group (RG)
methods can be used. They perform an expansion of the
physical quantities in terms of a renormalized, but still
small, coupling, provided that the RG flow of the cou-
pling does not cause divergencies. These methods were
pioneered by poor man’s scaling22 and include the fol-
lowing:
• Scaling methods that include a phenomenological
decay rate Γ as a cutoff for the RG flow.27–30
• The flow equations method, where the competi-
tion between terms of different orders in the cou-
pling constant prevents divergencies during the RG
flow.31
• The real time renormalization group (RTRG),
which, unlike the previous methods, can explain
the emergence of a decay rate Γ even in the lowest
order truncation of the RG equations. The RTRG
has been used with either the reservoir bandwidth32
or an imaginary frequency cutoff, which cuts off
the Matsubara poles of the Fermi distribution
function,33,34 as the flow parameter.
B. Recent developments
Recently, attempts have been made to fill the gap be-
tween the well-understood strong coupling and weak cou-
pling regimes of the nonequilibrium Kondo model. The
RTRG, which had been applied earlier to the Kondo
model in the weak coupling regime, has recently been
used with the Fourier variable E as the flow paramter
to consider the Kondo model at arbitrary voltage and
zero temperature, and vice versa.35 This E-flow scheme
of the RTRG is able to reproduce the NRG results for the
equilibrium conductance up to deviations of a few per-
cent, and yields results for the nonequilibrium conduc-
tance which are consistent both with Fermi-liquid the-
ory in the strong coupling regime, and with weak cou-
pling expansions. The results were also in agreement
with measurements of the differential conductance in an
InAs nanowire quantum dot.36 Moreover, Ref. 35 pre-
dicted that the nonequilibrium differential conductance
GT=0(V ) at zero temperature and a voltage that matches
the energy scale T ∗K as defined by Eq. (3) is approxi-
mately two thirds of the unitary conductance:
GT=0(V = T
∗
K) =
2
3
G0. (9)
This prediction, which has been confirmed by recent
experiments,37 provides an alternative way to determine
the Kondo temperature T ∗K of a system in an experi-
ment, which is usually much simpler to perform because
all measurements can be done at constant temperature.
Using the E-flow scheme of RTRG, similiar results were
recently obtained for the S = 1 Kondo model,38 where
Eq. (9) changes to GT=0(V = T
∗
K) = 0.605G0.
Moreover, from the voltage dependence of the conduc-
tance at zero temperature one can define an energy scale
T ∗∗K as the voltage for which the conductance drops to
half its maximum value
GT=0(V = T
∗∗
K ) =
1
2
G0. (10)
3Correspondingly one can define Fermi liquid coefficients
c∗∗T and c
∗∗
V by taking the scale T
∗∗
K as reference scale
G(T, V )/G0 = 1− c∗∗T
(
T
T ∗∗K
)2
− c∗∗V
(
V
T ∗∗K
)2
. (11)
An interesting issue is the determination of the universal
ratio of the two energy scales T ∗K and T
∗∗
K , from which
one can determine the absolute values of the universal
Fermi liquid coefficients c∗∗T and c
∗∗
V via
c∗∗T = c
∗
T
(
T ∗∗K
T ∗K
)2
, c∗∗V = c
∗
V
(
T ∗∗K
T ∗K
)2
. (12)
A Keldysh effective action theory has recently been
applied to a highly unsymmetrical Anderson model,
which prohibits double occupancy of the impurity.39 The
method supports the prediction (9) and has recently been
extended to the situation where the temperature, the
voltage, and the magnetic field are all non-zero.40
Another perturbative method to describe universal
scaling at low and intermediate energy scales has been
proposed in Ref. 41, where theGW approximation within
the σGσW formalism has been used for the symmetric
Anderson model. They predicted a value for the ra-
tio T ∗K/T
∗∗
K ∼ 0.66, which is quite close to the result
T ∗K/T
∗∗
K ∼ 0.62 obtained by our method.
Other studies of the nonequilibrium Anderson impu-
rity model exist (see, e.g., Refs. 42 and 43 for reviews).
However, these suffer from the problem that the Coulomb
interaction cannot be chosen arbitrarily large, or, equiv-
alently, the corresponding Kondo exchange coupling J0
cannot be made arbitrarily small. This hinders achieve-
ment of universality in the scaling limit.
C. Scope of this paper
The purpose of this paper is twofold. In the first part,
we will describe in all detail the idea of the E-flow scheme
of the RTRG, as proposed in Ref. 35. We note that this
scheme is essentially different from the one developed in
Ref. 33, where a cutoff of the Matsubara poles of the
Fermi functions was used, and the RG equations were
derived by the principle of invariance when reducing the
cutoff. In contrast, the E-flow scheme uses the Fourier
variable E itself as flow parameter, yielding a physical re-
sult for all quantities at each stage of the RG flow. The
technical derivation of the RG equations is very different
compared to Ref. 33 since one does not make use of the
principle of invariance. Instead, one can set up directly
a systematic and well-defined perturbative expansion of
the derviatives of all physical quantities w.r.t. E in terms
of the effective two-point vertex. Since E can be consid-
ered in the whole complex plane, the RG equations can
be solved along arbitrary paths in the complex plane.
This provides a natural scheme to define analytic contin-
uations of all retarded quantities into the lower half of
the complex plane, even on a pure numerical level. For
these reasons, the E-flow scheme is a natural RG scheme
capable of addressing the physics of nonequilibrium sta-
tionary states, together with the full time evolution start-
ing from an initially uncoupled system from the reservoirs
(for more general initial conditions for quantum quenches
and time-dependent Hamiltonians, see Refs. 44 and 45).
Technically, the E-flow scheme allows for a systematic
resummation of all logarithmic divergencies at high and
low energies (i.e., short and long times) simultaneously
and provides the possibility to solve the RG flow also
starting from the infrared regime. As we will explain be-
low, the latter turns out to be important to determine the
universal part of the solution. The supplementary part
of Ref. 35 contains a short description of the ideas of
the E-flow scheme, whereas the present paper will reveal
all technical details. Moreover, we will also go beyond
Ref. 35 and develop a scheme which can be generalized
to all orders and we will show that it is sufficient to set
up a systematic power series in terms of the frequency-
independent two-point vertex only. We will focus on
fermions and consider the case of a generic quantum dot
in the Coulomb blockade regime (i.e., charge fluctuations
are suppressed) which is coupled to noninteracting reser-
voirs with a flat density of states (DOS). Other extensions
for charge fluctuations or frequency-dependent DOS are
also possible and have recently been started in connec-
tion with the interacting resonant level model44 and the
Ohmic spin-boson model.46
An important issue of this paper concerns universality,
i.e., the way how one can set up the scaling limit (8),
which determines that part of the solution which is in-
dependent of the specific choice of the high-energy cutoff
function. Whereas the limit D → ∞ can be performed
directly for the RG equations (since all frequency inte-
grals are convergent), it is necessary to find appropriate
universal initial or boundary conditions to solve the dif-
ferential equations. This is achieved by using a pertur-
bative calculation for various quantities at high energies,
together with the boundary condition of unitary conduc-
tance for E = V = T = 0. In this way, no specific form
for the high-energy cutoff function is needed. In compar-
ison to Ref. 35, we propose an improved scheme to set up
the initial conditions which, for the Kondo model, guar-
antees universality already for exchange couplings of the
order of J0 ∼ 0.04, i.e., by using Eq. (2), for DTK ∼ 106.
Furthermore, we will discuss critically the crucial is-
sue why the E-flow scheme can sometimes even provide
quantitatively reliable information for the strong cou-
pling regime although the RG equations are truncated
in a perturbative manner. We will explain why this issue
is related to the complex nature of the flow parameter E
such that the stationary case is not related to any fixed
point of the RG but corresponds to some intermediate
point in the RG flow where the solution is still analytic
in E. In contrast, the fixed points correspond to a flow
parameter E∗ = ±Ω− iΓ∗, where Ω > 0 are the oscilla-
tion frequencies and Γ∗ > 0 the relaxation/decoherence
4rates of the time evolution.
In the second part of the paper, we will apply the E-
flow scheme to the special case of the isotropic spin- 12 and
1-channel Kondo model in nonequilibrium at zero mag-
netic field. In contrast to Ref. 35, we will consider the
general case that both temperature and voltage are non-
zero (and not only one of these scales) and analyze the
interplay between temperature and voltage. We discuss
situations where this interplay leads to a nonmonotonic
temperature-dependence of the conductance at fixed fi-
nite voltage, and compare our results to recent experi-
ments. Furthermore, due to our improved scheme for the
inital conditions, we will present a new result for the uni-
versal coefficient c∗V and compare it to the known result
(7). Surprisingly, we find that the deviation in third or-
der truncation is only ∼ 1%, providing evidence that our
solution for the nonlinear conductance is reliable in the
whole range of voltages.
This paper is organized as follows. In Sec. II, we
present the generic model of a quantum dot in the
Coulomb blockade regime and the special case which
is considered in more detail here, namely, the isotropic
Kondo model. In Sec. III, we introduce the description
of the dynamics of the system in terms of superoperators
in Liouville space, which forms the basis of the RTRG.
Section IV describes the E-flow scheme of the RTRG
for the generic model. Section IVA explains the general
idea of the method, whereas readers who are interested
in the technical details can find a step-by-step deriva-
tion of the RG equations in Secs. IVB–IVG. Section V
demonstrates how the E-flow scheme of the RTRG can
be applied to the isotropic Kondo model. Section VI
presents the results of our calculations and a comparison
with recent experiments. Finally, we summarize the most
important ideas and results of this paper in Sec. VII. We
use units e = kB = ~ = 1 throughout this paper.
II. MODEL
We consider a system which consists of a quantum dot
with fixed charge (Coulomb blockade regime) and exter-
nal non-interacting reservoirs. The quantum dot and the
reservoirs are coupled in such a way that spin and/or or-
bital fluctuations can be induced on the dot. The total
Hamiltonian of the system is
Htot = H +Hres + V. (13)
The term
H =
∑
s
Es |s〉 〈s| (14)
is the part that corresponds to the isolated quantum dot
with eigenstates |s〉 and eigenvalues Es.
Hres =
∑
α
Hα, (15)
Hα =
∑
σ
∫
dω (ω + µα) a+ασ(ω)a−ασ(ω) (16)
describes the reservoirs in continuum representation,
where the operators aηασ(ω) are creators and annihila-
tors (for η = + and −, respectively) for electrons with
spin σ in reservoir α, and ω is the energy relative to the
chemical potential µα. We will often use multiindices
1 ≡ η1α1σ1ω1 (17)
to simplify the notation, and sum or integrate implicitly
over indices which appear twice in a term. If no ambigu-
ities can occur, the index 1 will be left out, e.g.,
1 ≡ ηασω, 1′ ≡ η′α′σ′ω′. (18)
The reservoir operators fulfill the anticommutator rela-
tion
{a1, a1′} = D(ω)δ11¯′ , (19)
where
D(ω) =
D2
ω2 +D2
(20)
is a dimensionless high-energy cutoff function for the
leads with band width 2D, 1¯ is a shorthand notation
for switching the index η, i.e., 1¯ ≡ −η, ασω, and
δ11′ = δηη′δαα′δσσ′δ(ω − ω′). (21)
We note that the DOS of lead α with spin σ is given by
ρασ(ω) = ρ
(0)
ασD(ω), (22)
where the constant ρ
(0)
ασ is absorbed in the field operators
such that the anticommutation relation (19) is fulfilled.
Finally, the term
V =
1
2
∑
ηη′αα′σσ′
∫
dω
∫
dω′
gηασ,η′α′σ′(ω, ω
′) : aηασ(ω)aη′α′σ′(ω′) : (23)
=
1
2
g11′ : a1a1′ :
describes the coupling between quantum dot and reser-
voirs, where g11′ = gηασ,η′α′σ′(ω, ω
′) is an operator that
induces spin and/or orbital fluctuations on the quantum
dot, and : . . . : denotes normal ordering of the reservoir
operators. Note that g11′ can be non-zero only if η = −η′
because V should not change the charge on the quantum
dot.
5A special case of this generic model that will be ex-
amined more closely in this paper is the isotropic spin- 12
and 1-channel Kondo model with spin-unpolarized leads.
In this case, the coupling operator g11′ takes the form
g11′ =
1
2
{
J
(0)
αα′S · σσσ′ for η = −η′ = +,
−J (0)α′αS · σσ′σ for η = −η′ = −,
(24)
where S is the spin- 12 operator on the quantum dot, and
σ is the vector of Pauli matrices.
The operator that corresponds to the electron current
from reservoir γ to the quantum dot is
Iγ =
d
dt
Nγ = −i [Htot, Nγ ] = −i [V,Nγ ] , (25)
where Nγ is the number of electrons in reservoir γ. The
current operator can be written in the form
Iγ =
1
2
iγ11′ : a1a1′ :, (26)
where
iγ11′ = −2icγ11′g11′ , (27)
cγ11′ = −
1
2
(ηδαγ + η
′δα′γ′) . (28)
The current at time t is given by
〈Iγ〉 (t) = Tr [Iγρtot(t)] , (29)
where ρtot(t) is the total density matrix of the system at
time t.
III. REPRESENTATION IN LIOUVILLE SPACE
A. Superoperators and Fourier transform
Following the procedure described in Ref. 33, we in-
troduce the concept of superoperators in Liouville space,
which act on ordinary operators in Hilbert space. In par-
ticular, the Liouvillian Ltot is the superoperator which,
when applied to an arbitrary operator b, yields the com-
mutator of that operator with the Hamiltonian of the
system:
Ltotb = [Htot, b]. (30)
It can be used to write a simple expression for the re-
duced density matrix ρ(t) of the quantum dot at time t,
provided that the density matrix at time t0 can be fac-
torized into an arbitrary dot part ρ(t0) and a product
ρres =
∏
α ρα of grandcanonical density matrices for the
reservoirs:
ρ(t) = Trrese
−iLtot(t−t0)ρ(t0)ρres. (31)
In this equation, Trres denotes the trace over the reservoir
degrees of freedom only. Together with the trace over the
quantum dot degrees of freedom, denoted by Tr, it yields
the total trace
Trtot = TrTrres. (32)
In the same way as Ltot, a current superoperator Lγ can
be defined by
Lγb =
i
2
{Iγ , b} . (33)
The current at time t is then given by
〈Iγ〉 (t) = −iTr [Lγρtot(t)] (34)
= −iTrTrres
[
Lγe
−iLtot(t−t0)ρ(t0)ρres
]
. (35)
In the following, it will be convenient to use the Fourier
transforms (note that all functions are only defined for
t > t0 such that the Fourier transform is identical to
the Laplace transform, where −iE denotes the Laplace
variable. Our definition is similar to the definition of
the Fourier transform of retarded response functions such
that all nonanalytic features occur in the lower half of the
complex plane.)
ρ(E) =
∫ ∞
t0
dt eiE(t−t0)ρ(t)
= Trres
i
E − Ltot ρ(t0)ρres, (36)
〈Iγ〉 (E) =
∫ ∞
t0
dt eiE(t−t0) 〈Iγ〉 (t)
= TrTrresLγ
1
E − Ltot ρ(t0)ρres. (37)
These can be used to calculate the stationary density
matrix ρst and the stationary current 〈Iγ〉st:
ρst = −i lim
E→i0+
E ρ(E), (38)
〈Iγ〉st = −i lim
E→i0+
E 〈Iγ〉 (E). (39)
B. Description in terms of the effective Liouvillian
of the system
Following the procedure described in Ref. 33, the Li-
ouvillian Ltot = [Htot, ·] can be split into three parts,
Ltot = L
(0) + Lres + LV , (40)
where each of these corresponds to one of the terms in
the Hamiltonian Htot = H +Hres + V :
L(0)b = [H, b] , Lresb = [Hres, b] , LV b = [V, b] . (41)
Using the bare quantum dot superoperatorG
(0)pp′
11′ , called
vertex, and the lead superoperator Jp1 , which are defined
6by their action on an arbitrary operator b,
G
(0)pp′
11′ b = δpp′
{
g11′b for p = +,
−bg11′ for p = −,
(42)
Jp1 b =
{
a1b for p = +,
ba1 for p = −,
(43)
the coupling superoperator can be written as
LV =
1
2
p′G(0)pp
′
11′ : J
p
1 J
p′
1′ : . (44)
In principle, it would be possible to also include the
Keldysh indices p and p′ in the multiindices 1 and 1′.
However, it will be shown later that only the sum of the
vertex over the Keldysh indices, i.e.,
G
(0)
11′ =
∑
pp′
G
(0)pp′
11′ , (45)
remains in the final RG equations (in renormalized form).
Therefore, it is more convenient to treat the Keldysh in-
dices separately for the time being.
In analogy to the vertex G
(0)pp′
11′ , we define a bare cur-
rent vertex I
γ(0)pp′
11′ by
I
γ(0)pp′
11′ = δpp′p c
γ
11′G
(0)pp′
11′ . (46)
It enables us to find the representation
Lγ =
1
2
p′Iγ(0)pp
′
11′ : J
p
1J
p′
1′ : (47)
of Lγ [cf. Eq. (44)].
We expand Eqs. (36) and (37) in LV , perform the
trace Trres over the reservoir degrees of freedom, apply
Wick’s theorem w.r.t. the reservoir degrees of freedom,
and define the irreducible kernel Σ(E), which is the sum
of all diagrams that are connected by reservoir contrac-
tions (see Ref. 33 for details). A contraction between two
vertices corresponds to the term
γpp
′
11′ (ω, ω
′) = δ11¯′δ(ω¯ + ω¯
′)γp
′
(ω¯), (48)
where ω¯ is a shorthand notation for ω¯ = ηω,
γp
′
(ω¯) = p′f(p′ω¯)D(ω), (49)
and
f(ω) =
1
eω/T + 1
(50)
denotes the Fermi function at temperature T . Analo-
gously, the irreducible current kernel Σγ(E) is the sum
of all connected diagrams where the first vertex G(0) is
replaced by a current vertex Iγ(0).
We define an effective Liouvillian L(E) of the system,
which contains all effects that are due to the coupling to
the reservoirs, by
L(E) = L(0) +Σ(E). (51)
This permits us to rewrite the reduced density ma-
trix (36) and the current (37) in a form where the reser-
voirs do not appear explicitly:
ρ(E) =
i
E − L(E)ρ(t0), (52)
〈Iγ〉 (E) = TrΣγ(E) 1
E − L(E)ρ(t0). (53)
Defining the Liouvillian and the current kernel in time
space by the inverse of the Fourier transform, L(E) =∫∞
0 dte
iEtL(t) and Σγ(E) =
∫∞
0 dte
iEtΣγ(t), we can
write (52) and (53) in time space as
iρ˙(t) =
∫ t
t0
dt′L(t− t′)ρ(t′), (54)
〈Iγ〉 (t) = −iTr
∫ t
t0
Σγ(t− t′)ρ(t′). (55)
The formal analogy of Eq. (54) to the von Neumann
equation demonstrates most clearly that L(t) is an ef-
fective Liouvillian containing memory effects. Since
L(t),Σγ(t) ∼ θ(t) are retarded response functions, i.e.,
only defined for positive times t > 0, L(E) and Σγ(E)
are analytic functions in the upper half of the complex
plane and the usual Kramers-Kronig relations hold.
Applying the inverse Fourier transform to (52) and (53)
we obtain an explicit formula for the time evolution for
t > t0
ρ(t) =
i
2π
∫ ∞+i0+
−∞+i0+
dE
e−iE(t−t0)
E − L(E) ρ(t0), (56)
〈Iγ〉 (t) = 1
2π
Tr
∫ ∞+i0+
−∞+i0+
dE Σγ(E)
e−iE(t−t0)
E − L(E)ρ(t0), (57)
where the contour of integration is slightly above the
real axis to ensure convergence. Closing the integration
contour in the lower half of the complex plane we see
that the individual terms of the time evolution follow
from enclosing the poles and branch cuts of the resol-
vent 1/[E − L(E)] and the current kernel Σγ(E). The
stationary solution follows from Eqs. (38) and (39):
L(i0+)ρst = 0, (58)
〈Iγ〉st = −iTrΣγ(i0+)ρst. (59)
The remaining challenge is to find a way to calculate
the irreducible kernels Σ(E) [or, equivalently, L(E)] and
Σγ(E).
IV. RG FORMALISM
In this section, we will discuss how the effective Li-
ouvillian L(E) of the system can be evaluated using a
real-time renormalization group (RTRG) approach. In
contrast to the approach presented in Ref. 33, where a
7cutoff was defined by cutting off the Matsubara poles of
the Fermi functions, we use an alternative flow scheme
which uses the Fourier variable E as the flow parameter,
which was proposed in Ref. 35. The new approach is
called the E-flow scheme in the following.
Here, we derive the E-flow RG equations for the case
where only fermionic two-point verticesGp1p212 are present
in the bare perturbation theory and describe either spin,
orbital or potential fluctuations. Moreover, we assume
that the bare vertices do not depend on the frequency
variables ω¯i = ηiωi.
As already summarized in Sec. I C, the E-flow scheme
is technically very different compared to the Matsubara
RG scheme described in Ref. 33. Therefore, the detailed
description of the E-flow scheme in this Section does
not rely on the Matsubara scheme and we will only use
the diagrammatic rules of the perturbative expansion in
terms of the bare vertices as starting point, as described
in Ref. 33.
Before entering the technical details on how to deter-
mine RG equations within the E-flow scheme from the
specific diagrammatic rules, we will first motivate what
the idea of the E-flow scheme of RTRG is and why it is
the most appropriate choice for the determination of the
time evolution.
A. The idea of the E-flow scheme of RTRG
For small couplings between the quantum dot and the
reservoirs, the most obvious choice to calculate the effec-
tive Liouvillian L(E) is to use a perturbative expansion
in terms of the bare vertices G
(0)pp′
11′ . These vertices are
dimensionless and we denote their order of magnitude
by O(G). The expansion of L(E) can then formally be
written as
L(E) = L(0) + L(2)(E) + L(3)(E) + . . . (60)
where L(n)(E) ∼ O(Gn) denotes the Liouvillian in order
n, L(0) = L is the bare Liouvillian, and the term with
n = 1 is missing due to normal-ordering. For the current
kernel Σγ(E) an analogous expansion holds but also the
lowest order term n = 0 is absent. The problem with
the series (60) is that, for n ≥ 2, the internal frequency
integrations can be logarithmically divergent at large en-
ergies for D → ∞. In order n, the divergencies occur in
the form lnk
(
D
max{|E|,∆}
)
, where ∆ = T, V, . . . is some
physical energy scale (except E), and k ≤ n−1. From the
perturbative series it can be seen that the Fourier variable
E occurs always in linear combination with the internal
frequencies in the form E +
∑
i ω¯i, i.e., the imaginary
part of the Fourier variable always acts as a high-energy
cutoff. Thus, for |E| larger than any other physical en-
ergy scale, all logarithmic divergencies occur in the form
lnk
(
D
−iE
)
. By convention, we have chosen−iE in the ar-
gument of the logarithm such that, for the natural choice
of the logarithm, all branch cuts point into the direction
of the negative imaginary axis. This leads to exponen-
tially decaying integrands for the integrals around the
branch cuts to obtain the time evolution from Eq. (56).
Concerning the precise position of the branching points
it can be shown46,47 that they are given by the non-zero
poles z±i = ±Ωi − iΓi of the resolvent 1/[E − L(E)] in
the lower half of the complex plane (Ωi,Γi > 0), shifted
by multiples of the voltage, i.e., generically the branching
points appear at z±i +mV with some integerm. In Fig. 1,
we show the position of the poles and the branch cuts of
the resolvent 1/[E−L(E)] for the specific example of the
isotropic Kondo model considered in this paper, where
the non-zero pole of the resolvent is given by −iΓ∗ with
the spin relaxation rate Γ∗. At finite temperature, it
turns out that all branch cuts are replaced by an infinite
number of poles separated by the Matsubara frequencies.
Γ−i *
−2V −V 2VV
FIG. 1: The analytic structure of the resolvent 1/[E − L(E)]
for the isotropic Kondo model at zero temperature and fi-
nite voltage V . There are two pole positions at E = 0 and
E = −iΓ∗ together with branch cuts of L(E) starting at
E = −iΓ∗ + nV with some integer n.
In order to get rid of the divergencies, the idea of the E-
flow scheme of RTRG is not to consider an expansion of
the effective Liouvillian L(E) in terms of the bare vertices
G
(0)pp′
11′ but to consider an expansion of the second deriva-
tive ∂
2
∂E2L(E) of the effective Liouvillian in terms of effec-
tive vertices Gpp
′
11′ (EX). The latter quantities are defined
as the sum over all connected diagrams with two outgoing
reservoir lines. The quantities X ≡ 12 . . . n, containing
all possible sets of indices, determine a shift of the Fourier
variable by linear combinations of the chemical poten-
tials of the leads via E12...n = E+
∑n
i=1 ηiµαi . As shown
below this expansion can be achieved by a unique resum-
mation of certain subclasses of diagrams which has also
the effect that only the full effective Liouvillian L(EX)
occurs in this series. Most importantly, we will show
that if the second derivative is taken for the effective Li-
ouvillian, the resulting series does no longer contain any
logarithmic divergence at high energies, such that we can
8take the limitD →∞ to calculate the frequency integrals
of any diagram in any order of the effective vertices. The
same can be shown to hold for the first derivative of the
effective vertices such that the RG equations within the
E-flow scheme can be symbolically written as
∂2
∂E2
L(E) = FL {L(EX), G(EX′)} , (61)
∂
∂E
G(E) = FG {L(EX), G(EX′ )} , (62)
where FL/G denote some functionals which have to be
determined from the diagrammatic rules, see the next
section. We note that the RG equations involve only
the two-point vertex Gpp
′
11′ (EX), whereas in Ref. 35 a set
of coupled RG equations for all n-point vertices occur.
Moreover, as we will see in the next section, it can be
shown that the right-hand side of the RG equations can
be rewritten as a well-defined power series in terms of
the frequency-independent two-point vertex only (i.e. the
index 1 no longer involves the frequency). This simplifies
the analysis of the RG equations in higher order trunca-
tion schemes beyond third order.
Similar RG equations can be set up to calculate the ef-
fective current kernel and vertex. Since the limit D →∞
can be taken, these RG equations are universal, i.e., are
independent of the specific choice of the high-energy cut-
off function (20). If this limit is taken, the RG equations
are only valid in the regime |E| ≪ D and a corresponding
initial condition has to be set up in this regime. In prin-
ciple, it is also possible to include the high-energy cutoff
function on the right-hand side of the RG equations (61)
and (62), such that the RG equations are valid for all val-
ues of E in the complex plane and can include a specific
microscopic choice to describe the physics at high ener-
gies. In this case, the initial conditions of the RG equa-
tions at E = iΛ0 with Λ0 ≫ D are just given by the bare
values of the Liouvillian and the vertices. However, the
advantage of the E-flow scheme is that the scaling limit
can be built in directly such that the limit D →∞ can be
performed from the very beginning before solving the RG
equations, and only the universal part of the solution is
obtained. To achieve this, we need to find an appropriate
initial condition for Λ0 ≪ D. In this regime and neglect-
ing terms of O(1/D), the bare perturbation series will
contain the band width D only within the logarithmic
terms lnk
(
D
−iE
)
. All these logarithmic terms are gener-
ated by the universal RG equations, if E = iD is used as
initial value. Therefore, in order to set up universal ini-
tial conditions, we set E = iD in the bare perturbation
series after having neglected all terms ofO
(
|E|
D
)
, in order
to remove all logarithmic and nonuniversal terms in the
initial condition. Furthermore, D is taken much larger
than all other physical energy scales to avoid nonuni-
versal terms of O(∆/D). In addition, we consider only
those lowest order terms of the perturbative expansion
which are universal, i.e., independent of the choice of the
high-energy cutoff function. If the lowest-order term is
non-universal we take zero for the initial condition. As a
consequence of this procedure, only the universal part of
the solution is picked out and the band width D enters
only as initial value E = iD of the Fourier variabe but
does not appear explicitly in the initial value of the Li-
ouvillian or the vertices. Together with the initial values
of the vertices, the band width D will finally enter into
some characteristic non-universal low-energy scale TK of
the problem, like the Kondo temperature for the Kondo
problem. Once this scale is defined, the scaling limit (8)
is defined such that this scale stays constant in the limit
where the band width D →∞ and the bare couplings are
sent to zero (such that only the lowest order terms of the
perturbative expansion dominate the initial condition).
The prescribed way to determine the initial condition
at E = iD works very well for the initial condition of all
dimensionless quantities, like the vertices and the first
derivative ∂∂EL(E) of the effective Liouvillian. However,
for the effective Liouvillian L(E) itself a problem occurs
since it contains terms which are proportional to E. As
proposed in Ref. 46, the effective Liouvillian can be de-
composed in two terms
L(E) = L∆(E) + EL
′(E), (63)
where L∆(E) ∼ ∆ contains all terms proportional to
some physical scale except E, and EL′(E) contains all
terms proportional to E. The quantities L∆(E) and
L′(E) are slowly varying logarithmic functions in E, and
the above procedure to determine the initial condition
at E = iD can be applied to them. However, setting
E = iD in (63) leads to a term iDL′(iD) proportional to
D itself. Furthermore, it turns out that the coefficient in
front of this term is non-universal for the Kondo prob-
lem. Neglecting this term in the initial condition would
lead to a large error since the term diverges linearly in D.
Therefore, we have to find a different way to set up the
initial condition for L(E). One way is to set up directly
RG equations for the quantities L∆(E) and L
′(E) as pro-
posed in Ref. 46, which can be used very effectively for
a generic weak-coupling solution of the RG equations.48
However, the decomposition (63) is not unique and some
ambiguity is left to describe problems in strong coupling.
Therefore, for the Kondo problem, we choose here a dif-
ferent strategy by first solving the RG equations, when
all other physical scales ∆ = T, V, . . . are set to zero, and
starting the RG flow at E = 0. This point corresponds
to the stationary case, and it is known exactly that the
conductance is unitary at this point. This boundary con-
dition is used as an input to fix the unknown initial con-
dition of the Liouvillian. The RG flow is then first solved
for ∆ = 0 starting from E = 0 up to E = iD and the
result is used as initial condition for the RG flow at finite
∆≪ D.
Since the RG equations involve the Liouvillian and the
two-point vertex at the shifted variables EX = E+µ¯1...n,
an initial condition is needed for all these values. In
Ref. 35, the same initial condition has been taken at all
these points but, for the Kondo model, it turns out that
9for this choice the solution of the RG equations in the
low energy regime |E| ≪ TK is not independent of the
initial value E = iD even if D differs by many orders of
magnitude from the physical scales ∆ ∼ TK , T, V . The
problem is that there is an instability of the low-energy
solution against exponentially small changes (of the order
of TK) of the Liouvillian at high energies. Therefore, the
relative difference between L(E) and L(E + nV ), with
n 6= 0, is important and cannot be neglected for large
E at fixed voltage V . In this paper, we will solve this
problem by solving the RG equations at T = V = 0 from
E = 0 up to E = iD and, subsequently, from E = iD to
E = iD+nV , providing different initial conditions for all
quantities at the shifted variables. Using this procedure,
one finds that the scaling limit is achieved already for
values of the exchange coupling of the order of J0 ∼ 0.04,
i.e., by using Eq. (2), for DTK ∼ 106.
The E-flow scheme is a new concept in RG methods,
since it uses a complex flow parameter. This allows the
solution of the RG equations along an arbitrary path in
the complex plane and all effective quantities can be ana-
lytically continued from the upper to the lower half of the
complex plane. Only if a branching point is encircled the
solution does not return to the same value. Thus, even
numerically one can determine the precise position of all
branching points and can fix the shape of the branch cuts
in a convenient way. To calculate the time evolution it is
not necessary to calculate the integrals in Eqs. (56) and
(57) along the real axis which is numerically not very con-
venient due to strongly oscillating integrands. Choosing
the shape of the branch cuts along the negative imag-
inary axis starting from a branching point/pole of the
resolvent 1/[E − L(E)] at position zB = zσi +mV , one
can close the integration contour of (56) and (57) in the
lower half of the complex plane and can address each
individual term of the time evolution separately by cal-
culating the integration around each individual branch
cut. This requires the knowledge of the effective Liou-
villian for z = zB − ix ± 0+, with x > 0, which can be
determined by solving the RG equations along the path
E = zB + iΛ± 0+, (64)
starting at Λ ∼ D down to Λ = −∞. Using (56) for ρ(t),
the branch cut integral leads to a term
F (t) e−izBt (65)
for the time evolution, where the position of the branch-
ing point/pole determines the exponential and F (t) is a
pre-exponential function given by
F (t) =
1
2π
∫ ∞
0
dx e−x(t−t0)
(
1
zB − ix− L(zB − ix+ 0+)
− 1
zB − ix− L(zB − ix− 0+)
)
ρ(t0). (66)
A similar equation holds for the time evolution for the
current by using Eq. (57). Due to the exponentially de-
caying integrand, the long time behavior of F (t) can be
determined by analyzing the scaling behavior of the Liou-
villian close to the branching point zB.
46 Since each term
of the time evolution has a different oscillation frequency
and a different decay rate due to different positions of the
branching points, it is very hard to distinguish the dif-
ferent terms if a method is used which can only calculate
the sum of all terms. Thus, the E-flow scheme is a very
natural and effective scheme for a systematic determi-
nation of the time dynamics for problems in dissipative
quantum mechanics.
Within the E-flow scheme, also the notion of fixed
points of the RG flow has to be generalized. In conven-
tional RG methods, the flow parameter is a real cutoff
Λ and the fixed points are defined as those points where
the RG flow of all quantities stops for Λ → 0. Within
the E-flow scheme, there is no unique path for the flow
parameter. For each given set of initial conditions, there
is a certain set of branching points zB in the lower half of
the complex plane where the RG flow stops. Thus, if the
RG flow is solved along the path zB+ iΛ, the fixed point
is defined as the value of all quantities which is obtained
for Λ → 0. This means that the fixed point itself is as-
sociated with zB such that zB can be equivalently called
a fixed point. If the initial conditions are changed then
also the position of the branching points can change, i.e.,
it makes no sense in general to associate several fixed
points with a single branching point. Therefore, in the
following, we will denote the branching points as fixed
points of the RG. As already mentioned above, the scal-
ing behavior around these fixed points determines the
long-time behavior of pre-exponential functions for the
time evolution.
The stationary solution requires only the knowledge of
the effective Liouvillian (or the effective current kernel)
close to E = 0, see Eqs. (58) and (59). Around this
point the effective Liouvillian is analytic for the isotropic
1-channel Kondo model, where the branching points are
located at −iΓ∗+nV . Therefore, in contrast to other RG
methods, the RG flow is still sufficiently away from the
fixed points, and the expansion in E, T , or V is analytic
around this point. This is the reason why even for the
strong coupling case T, V . TK , there is some hope that
the stationary conductance G(T, V ) can be quite close
to the exact value even if the RG equations are trun-
cated perturbatively in the effective vertices. Although
this truncation is not controlled in a strict mathematical
sense since the effective vertices are still of order 1/3 at
E = 0 and T, V . TK , one can check the reliability of
the method by comparing the results in second and third
order truncation. Despite the fact that it cannot be an-
ticipated whether the result will converge by increasing
the truncation order, a nearly identical result in second
and third order gives some hint that an asymptotic se-
ries may be present leading to a very good result already
in a low-order truncation. As we will see, this is indeed
the case for the isotropic 1-channel Kondo model, where
we can additionally check the quality of our results by
comparing with the temperature dependence of the con-
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ductance at zero voltage obtained from numerically exact
NRG calculations.
Close to the branching points zB, the situation is very
different. Here, the Liouvillian is non-analytic and no
finite-order truncation scheme will lead to a reliable re-
sult in the strong coupling case, where the vertices are
of O(1) close to the branching point. This can indeed be
checked for the Kondo model at T = V = 0, where com-
pletely different results are obtained in second and third
order truncation for the time evolution.35 The same holds
for quantum-critical models, like the 2-channel Kondo
model, where the branching point starts at E = 0, such
that even stationary quantities cannot be calculated by a
perturbative truncation scheme. Only for weak-coupling
problems, where the effective vertices stay small close to
the branching points, a truncation in finite order is con-
trolled. For such models, the E-flow scheme is a useful
method to resum systematically all powers of logarithmic
terms g ln(TKt) in leading or sub-leading order to calcu-
late the long-time behavior, where g is some small dimen-
sionless coupling constant. This has been demonstrated
recently for the Ohmic spin-boson model,46, where dif-
ferent power-law exponents have been obtained for the
time evolution compared to previous results. To the best
of our knowledge, this is not possible within any other
RG method at the moment.
As already noted in Ref. 46, the values of the effective
vertices close to the branching points can be of order
O(1) even if they are small at the stationary point E = 0.
This is the case, e.g., for the 1-channel Kondo model at
large bias voltages compared to the Kondo temperature.
Thus, weak-coupling problems for stationary quantities
can turn into strong-coupling ones concerning the long-
time evolution. The physical reason is that the long-time
dynamics is not cut off by any decay rate Γi since the
cutoff parameter of the RG flow determining that term
of the time evolution associated with the branching point
zB is given by the linear combination |E − zB| ∼ 1/t
which tends to zero for t→∞.
B. RG equations for the effective Liouvillian and
the effective vertex
We will now derive the basic RG equations (61) and
(62) for the effective Liouvillian and the effective ver-
tices. We start from the diagrammatic representation of
the effective Liouvillian in terms of the bare vertices as
derived in Ref. 33. Each diagram consists of a sequence
of vertices connected by dot propagators denoted by the
resolvents
R(E) =
1
E − L(E) , (67)
where we have already resummed all self-energy inser-
tions to obtain the full effective dot propagator. The
reservoir field operators of the vertices are connected
by reservoir contractions γ ≡ γpp′11′ (ω, ω′) as defined in
Eq. (48). The diagrammatic series can be written as
L(E) = L(0) +
∞∑
m=2
∑
diagrams
(−1)Np
S
(∏
γ
)
irr
×G(0)RX1(E) . . . G(0)RXm−1(E)G(0) . (68)
Here, L(0) and G(0) ≡ G(0)pp′11′ are the bare Liouvillian
and the bare vertices as defined in Eqs. (41) and (42).
The resolvents
RX(E) = R(EX + ω¯X), (69)
with
EX = E + µ¯X , (70)
µ¯X =
∑
j∈X
ηjµαj , ω¯X =
∑
j∈X
ηjωj, (71)
are determined by the set of indices X which are asso-
ciated with the reservoir lines crossing over the corre-
sponding resolvent, where each index is taken from the
vertex connected to this line and standing left to the re-
solvent. Np is the number of crossings of reservoir lines
and S =
∏
kmk! is a symmetry factor arising if two ver-
tices are connected by mk reservoir lines. (
∏
γ)irr de-
notes the product over all reservoir contractions, where
the subindex “irr“ means that only connected diagrams
without any self-energy insertions are allowed. Using
Eq. (48), we see that only pairs of indices (1, 1¯) can be
connected by reservoir lines. Thus, the lowest order dia-
gram for the effective Liouvillian reads
2 11 2
=
1
2!
γp¯1(ω¯1)γ
p¯2(ω¯2)
×G(0)12 R12(E)G(0)p¯2 p¯12¯1¯ , (72)
where G
(0)
12 =
∑
p1p2
G
(0)p1p2
12 denotes the bare vertex av-
eraged over the Keldysh indices. Implicitly we sum al-
ways over all indices and integrate over all frequencies
ω¯i.
Similar to the effective Liouvillian, one can also set up
a diagrammatic series for the effective vertex Gp1...pn1...n (E),
which is defined by the sum of all connected diagrams
with n free reservoir lines with indices 1 . . . n and Keldysh
indices p1 . . . pn. In the following, we will call these ob-
jects n-point vertices. Since we consider here only bare
vertices with n = 2, the effective vertices must have an
even number of external lines. The diagrammatic series
for Gp1...pn1...n (E) is exactly the same as for the effective Li-
ouvillian L(E) (which can be considered as a zero-point
vertex) with the following additional rules:
(i) By convention, all reservoir lines are directed to the
right, and the corresponding frequencies and chemical
potentials of the external lines have to be included in the
resolvents.
(ii) If the sequence of the external indices from left to
right is given by P1 . . . Pn, where P is any permuation
11
of 1 . . . n, the diagram gets a factor (−1)P , i.e., a minus
sign for an odd permutation. This minus sign accounts
correctly for the minus sign from crossings of external
lines if an effective vertex is used in a certain diagram
instead of a bare vertex.
(iii) If the external lines are associated with different
vertices, one has to sum over all permutations of the ex-
ternal lines. If two external lines are associated with the
same vertex, only one sequence of the indices has to be
considered.
(iv) The external vertices are normal-ordered, i.e., if an
effective vertex is used instead of a bare one in a certain
diagram it is not allowed to connect the effective vertex
with itself.
These rules give, e.g., for the second order diagrams
for the effective two-point vertex
Gp1p212 (E)−G(0)p1p212 =
3 21 3
− (1↔ 2)
= γp¯3(ω¯3)G
(0)p1p3
13 R13(E)G
(0)p¯3p2
3¯2
− (1→ 2). (73)
Note that we integrate only over the frequency variable
ω¯3 but not over the external ones ω¯1/2. If we want to
exhibit the frequency dependence of the effective vertices
explicitly we will also use the representation
Gp1...pn1...n (E)→ Gp1...pn1...n (E; ω¯1, . . . , ω¯n), (74)
where on the right-hand side the indices i ≡ ηiαiσi
do no longer contain the frequency variable. Further-
more, when omitting the Keldysh indices, we define by
G1...n(E) the n-point vertex averaged over the Keldysh
indices.
Once the effective vertices are defined, one can use
them instead of bare ones in the diagrammatic series by
resumming subclasses of connected diagrams. According
to rule (i), within a certain diagram the energy argument
of the effective vertex has to be chosen identical to the
one of the resolvent standing left to this vertex, i.e., the
combination
R(EX + ω¯X)G
p1...pn
1...n (EX + ω¯X) (75)
will occur. If the first vertex from the left in a diagram is
replaced by an effective one it has the energy argument
E. For example, replacing both vertices in Eq. (72) by
effective ones, we obtain the expression
1
2!
γp¯1(ω¯1)γ
p¯2(ω¯2)
×G12(E)R12(E)Gp¯2p¯12¯1¯ (E12 + ω¯12) . (76)
However, we note that because of double-counting, it
is not possible to replace all bare vertices by effective
ones in the diagrammatic series and omitting certain di-
agrams. For example, when inserting Eq. (73) for the
two two-point vertices into Eq. (76), we find a double
counting of third order diagrams for the effective Liou-
villian. The same happens for the diagram (73) of the
two-point vertex when we replace the two bare vertices
by effective ones. Only for all n-point vertices with n > 2
a straightforward inspection shows that all diagrams can
be resummed in a unique way such that only two-point
vertices remain. Furthermore, as will be explained below,
after this resummation all internal frequency integrations
are well-defined in the limit D → ∞. This is the reason
why we need a reformulation of the diagrammatic series
in terms of the RG equations (61) and (62) only for the
effective Liouvillian and the two-point vertices.
Using similar proofs as in Ref. 33, one can show that
the effective vertices have the following properties for
fermions and n even (the case which we consider here)
G
p1...pi...pj ...pn
1...i...j...n (E) = −Gp1...pj ...pi...pn1...j...i...n (E), (77)
Gp1...pn1...n (E)
c = −G−pn···−p1
n¯...1¯
(−E∗), (78)
TrG1...n(E) = 0, (79)
where the c-transformation is defined in matrix notation
by (Ac)s1s2,s′1s′2 = (As2s1,s′2s′1)
∗. In particular, L(E)c =
−L(−E∗) guarantees the important property that the
reduced density matrix ρ(t) given by Eq. (56) is Her-
mitian, which is related to the Hermiticity of the origi-
nal Hamiltonian.33 The property TrL(E) = 0 guarantees
conservation of probability, Trρ(t) = Trρ(t0).
Furthermore, we note that all n-point vertices are an-
alytic functions in the upper half of the complex plane
w.r.t. the Fourier variable E and the external frequencies
ω¯i. This follows from the fact that these variables occur
only in the argument of the resolvents standing between
the bare vertices in the form R(E+ω¯i+. . . ) together with
the property that the resolvent is an analytic function in
the upper half of the complex plane. Here we have as-
sumed that the bare vertices are frequency independent.
If an effective vertex is used instead of a bare one in a
diagram it appears in the form (after integrating out all
δ-functions between the internal frequencies of connected
vertices)
Gp1...pn1...n (E1...m + ω¯1...m;
− ω¯1, . . . ,−ω¯m, ω¯m+1, . . . , ω¯n), (80)
where the indices 1, . . . ,m and m + 1, . . . , n belong to
the contractions which point to the left or to the right
direction, respectively. Using the diagrammatic series for
Eq. (80), we again see that the quantity is analytic w.r.t.
E and all ω¯i. Therefore, even if effective vertices are
taken instead of bare ones, the internal frequency inte-
grations can be closed in the upper half of the complex
plane and only the nonanalytic features of the functions
γp
′
(ω¯) defined in Eq. (49) have to be considered, which
are the Matsubara poles of the Fermi functions and the
pole iD of the high-energy cutoff function D(ω¯). This
is very helpful for practical calculations. In particular,
as we will show in the following by using a proper re-
formulation of the diagrammatic series in terms of RG
equations and effective vertices, it will turn out that the
limit D → ∞ can be performed and only the Matsub-
ara poles of the Fermi functions remain. In this case, it
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is useful to split the Fermi function into symmetric and
antisymmetic parts by
f(ω) = 1/2 + fa(ω), fa(ω) = f(ω)− 1/2. (81)
When inserted in Eq. (49), this leads to the decomposi-
tion
γp
′
(ω¯) = p′γs(ω¯) + γa(ω¯), (82)
with
γs(ω¯) =
1
2
D(ω¯), γa(ω¯) = fa(ω¯)D(ω¯). (83)
Thus, for D → ∞, the internal frequency integration
can be written as a sum over the Matsubara poles of the
antisymmetric part of the Fermi functions on the positive
imaginary axis,∫
dω¯
[
f(ω¯)− 1
2
]
F (ω¯) = −2πiT
∑
ωn>0
F (iωn) (84)
T→0−→ −i
∫ ∞
0
dωF (iω), (85)
where ωn = (2n+ 1)πT denote the fermionic Matsubara
frequencies. We will return to this point at the end of
this section when analyzing the analytic structure of the
RG equations.
We next turn to the central question as to how the limit
D → ∞ can be performed. The convergence of the fre-
quency integrals at high energies can easily be checked
by counting the number of integrations and resolvents.
For example, for the diagram (72) of the effective Liou-
villian we have two frequency integrations and thus we
need three resolvents for convergence. However, since
there is only one resolvent present, we see that we need
at least two derivatives w.r.t. E to obtain a convergent
integral. For the diagram (73) of the two-point vertex
we have one frequency integral, so we need two resol-
vents for convergence. Since there is only one resolvent
present, we need one derivative w.r.t. E for convergence.
This is the reason why we consider a perturbative expan-
sion for ∂
2
∂E2L(E) and
∂
∂EG
p1p2
12 (E) to perform the limit
D → ∞. Using the diagrammatic representation (68),
the E-derivative can only act on the resolvents RX(E)
occurring between the bare vertices. If a specific resol-
vent of a certain diagram is chosen for the derivative, one
can classify the diagrams by the number of contractions
running over this resolvent, i.e., contractions which con-
nect vertices standing left to the resolvent with vertices
standing right to it. Cutting all these contractions virtu-
ally, the diagram splits into two parts and one can sub-
sequently resum all connected diagrams to the left and
to the right of the resolvent. This resummation leads to
effective vertices such that no contraction is left which
connects effective vertices both standing either left or
right to the resolvent. As a result, we obtain diagrams
which contain only the effective vertices instead of bare
ones. Moreover, only diagrams are allowed where all in-
ternal contractions connect effective vertices which are
on different sides of the resolvent where the derivative is
taken. This leads to the following equations up to O(G3):
1
2
∂2
∂E2
L(E) =
1
2
1
2
+ +O (G4) (86)
for the second derivative of the effective Liouvillian, and
∂
∂E
Gp1p212 (E) =
[
1 2
− (1↔ 2)
]
+
1
2 21
+
1
2 21
+
[
21
+
1 2
− (1↔ 2)
]
+O(G4) (87)
for the first derivative of the two-point vertex. In these
diagrams, the slash indicates the E-derivative ∂∂E and a
double-circle represents the full effective two-point ver-
tex (a convention which we use always in all following
diagrams). Symmetry factors 1n! , arising either from the
factor S in Eq. (68), or from the E-derivatives 1n!∂
n
E ,
are explicitly quoted for convenience. Most importantly,
even if one neglects the frequency dependence of the effec-
tive vertices, all frequency integrations converge in these
equations in the infinite band width limit D →∞. This
is the reason why the frequency dependence of the ver-
tices can be systematically treated perturbatively as will
be shown in the following sections.
In O(G4), diagrams involving the four-point vertex can
occur for the derivative of Gp1p212 (E) like, e.g.,
1
2 1 2
(88)
Neglecting the frequency dependence of the two effective
vertices, the frequency integrations do not converge since
two resolvents and two integrations are present. How-
ever, all n-point vertices with n > 2 can be expressed in
terms of two-point vertices where all frequency integra-
tions are convergent. For this reason these vertices are
called irrelevant, which means that they can be treated
perturbatively. For example, the lowest order terms of
O(G3) for the four-point vertex are given by
Gp1p2p3p41234 (E)
=
∑
P,P2<P3
(−1)P
P1 P4P2 P3
+O(G4), (89)
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where (P1, P2, P3, P4) denotes a permutation of
(1, 2, 3, 4). Obviously the frequency integration con-
verges for D → ∞ and we can insert this expression for
the four-point vertex into Eq. (88). This leads to the
terms
1
2 1 2
=
21
+
[
1
2 1 2
+
1 2
+
21
− (1↔ 2)
]
+O(G5) (90)
for the derivative of Gp1p212 (E) in O(G
4), where the fre-
quency integrations are all convergent for D →∞. Thus,
we see that the frequency dependence of the four-point
vertex is very important for the convergence of the fre-
quency integrations in Eq. (88). The reason is that the
frequency dependence of the four-point vertex is not log-
arithmic but, as can be seen from Eq. (89), behaves as
1/ω¯i for large frequencies. Therefore, instead of writing
complicated coupled RG equations for all higher-order
effective vertices, it is more convenient to directly resum
the diagrams for ∂∂EG
p1p2
12 (E), such that only two-point
vertices occur left and right to the resolvent where the
derivative is taken. A straightforward inspection shows
that this leads directly to the diagrams of Eq. (90) in
O(G4), and in all orders there is no problem with dou-
ble counting and all frequency integrations are conver-
gent for D → ∞. A similar procedure can be used for
∂2
∂E2L(E) to obtain a series for the second derivative of
the Liouvillian in terms of the two-point vertex with con-
vergent frequency integrations in all orders. As a result,
we obtain the RG equations (61) and (62) for the effective
Liouvillian and the two-point vertex.
We note that the limit D →∞ can only be performed
if all bare quantities are replaced by effective ones and
the derivative w.r.t. the Fourier variable E is taken. The
effective Liouvillian and the two-point vertices contain
the band width D implicitly via the initial value E =
iD (see Section IVF for the determination of the initial
conditions). Therefore, concerning these quantities, the
infinite band width limit has to be taken in the sense
of the scaling limit, i.e., the bare coupling constants are
simultaneously sent to zero, such that a characteristic
low energy scale T ∗K remains constant.
In this paper, we will restrict ourselves to a truncation
scheme where all terms in O(G2) or O(G3) are consid-
ered on the right-hand side of the RG equations, which,
in the following, will be called truncation in second and
third order, respectively. Therefore, we will restrict our-
selves to the RG equations (86) and (87) in the following.
Nevertheless, if desired, the systematic construction of
the RG equations allows straightforwardly to go beyond
third order truncation schemes.
Since the limit D → ∞ has been performed, all inter-
nal frequency integrations for any diagram of the RG
equations of the effective Liouvillian or the two-point
vertex can be replaced by the sum over the Matsubara
poles of the antisymmetric part of the Fermi function,
see Eq. (84). In particular, this means that the symmet-
ric part p′γs(ω¯) = p′/2 of the contraction γp
′
(ω¯) does
not contribute in the limit D → ∞, and only the anti-
symmetric part γa(ω¯) = f(ω¯) − 1/2 remains. Since the
latter is independent of the Keldysh indices, we find that
we need to consider only the vertices G1...n(E) averaged
over the Keldysh indices. This is very helpful for practi-
cal calculations and an important advantage over other
nonequilibrium formalisms, such as the Keldysh formal-
ism, where the whole matrix structure in Keldysh space
has to be taken into account. Although the symmetric
part of the Fermi function does not enter the RG equa-
tions, we note that it is important for the determination
of the initial condition (see Sec. IVF).
Following Ref. 33, another important consequence of
the fact that only the vertices averaged over the Keldysh
indices occur in the RG equations is that the effective
Liouvillian occurring in the resolvents between the effec-
tive vertices cannot contain the zero eigenvalue. This
follows since the projector P0(E), which projects any op-
erator on the operator b(E) with L(E)b(E) = 0, fulfills
P0(E)G12(E) = 0, see Ref. 33. This allows for a general
analysis of the analytical properties of the RG equations
even before calculating the sum over the Matsubara fre-
quencies. Replacing the real frequencies by positive Mat-
subara frequencies via ω¯X → i
∑
j∈X ωnj , each resolvent
R(EX + i
∑
j∈X ωnj) occurring between the two-point
vertices has a pole for EX + i
∑
j∈X ωnj = z
σ
i , where z
±
i
are the non-zero poles of the resolvent R(E). Since all
ωn are positive, there is an infinite set of poles at
E = z±i + nV − im2πT, (91)
for any two integers n,m with m > 0. For T → 0, the
infinite set of poles turns into a branch cut with branch-
ing point z±i + nV pointing in the direction of the neg-
ative imaginary axis. Thus, with our choice of how to
calculate the internal frequency integration, we have de-
termined the shape of the nonanalyticities in the lower
half of the complex plane or, equivalently, have chosen a
specific way of how to analytically continue the effective
vertices into the lower half of the complex plane. In the
original form (68) of the diagrammatic series with inte-
grations over the real axis, all branch cuts would appear
on the real axis which would be very inconvenient for
an evaluation of the time evolution via inverse Fourier
transform.
Although all internal frequency integrations can be
written as sums over the Matsubara frequencies, such a
procedure is not very convenient for an explicit solution
of the RG equations since a set of differential equations
has to be solved numerically where the frequency depen-
dence of the vertices is parametrized by an infinite set of
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Matsubara frequencies. Because of the huge number of
variables, this is numerically very complicated. There-
fore, in the following sections, we will show how we can
set up systematic RG equations only for the frequency
independent vertices
G12(E) ≡ Gη1α1σ1,η2α2σ2(E; ω¯1 = 0, ω¯2 = 0), (92)
where the indices i = ηiαiσi will no longer contain the
frequency variable from now on. Furthermore, we will
show how the frequency dependence in the argument of
the effective Liouvillian L(EX + ω¯X) occurring in the
resolvents between the effective vertices can be system-
atically eliminated. The procedure consists of two steps.
First we will transform the E-derivative on the right-
hand side of the RG equations (61) and (62) to frequency
derivatives and use integration by parts to shift them to
the derivative of the Fermi functions. Secondly, we will
use a perturbative expansion for the frequency depen-
dence of the two-point vertices and the effective Liouvil-
lian.
C. Transforming the E-derivatives to
frequency-derivatives
Before using a parametrization of the frequency de-
pendence of the vertices and the resolvents to calculate
analytically the integrations over the internal frequen-
cies for the various diagrams of the RG equation, it is
useful to first replace the derivative w.r.t. E by a fre-
quency derivative. This is possible since the resolvents
R1...n = R(E1...n + ω¯1...n) depend on the sum of the
Fourier variable and the frequencies ω¯i. Therefore, the
E-derivative can be written as frequency-derivative ∂∂ω¯i
and we can apply integration by parts to calculate the fre-
quency integrals. For example, for the first term on the
right-hand side of Eq. (87) we obtain [we have permuted
the two indices of the vertices by using antisymmetry,
Gp1p212 (E, ω¯1, ω¯2) = −Gp2p121 (E, ω¯2, ω¯1)]
1 2
= −
1 2
−
1 2
−
1 2
= −
1 2
−
21
−
1 2
+O (G4) . (93)
The cross indicates the frequency derivative with respect
to the frequency ω¯ of either the corresponding reservoir
contraction or the frequency argument of one of the ver-
tices. The first transformation is exact and follows from
integration by parts. For the derivation of the second
line, we have used
1 2
=
1 2
+O (G3) , (94)
12
=
2 1
+O (G3) , (95)
which follows analogously to Eq. (87) by using the fact
that, in the original diagrammatic series, a frequency as-
sociated with an external line occurs only in those resol-
vents which lie below the external line but not in other
resolvents (here we assume that the bare vertices are
frequency independent). Note that these relations can
only be applied if it is specified whether the external line
involving the frequency derivative is directed either to-
wards the left or towards the right.
Analogously, we can treat the first term on the right-
hand side of Eq. (86) by two integrations by parts and
using the fact that
∂2
∂ω¯1∂ω¯2
Gp1p212 (E, ω¯1, ω¯2) ∼ O(G3). (96)
We obtain
=
+ 2 + 2 +O (G4)
= − 4 +O (G4) ,
(97)
where, in the second step, we have again used Eqs. (94)
and (95).
Inserting Eqs. (97) and (93) in (86) and (87), respec-
tively, we see that many diagrams in O (G3) cancel each
other, which enables us to write the final third order RG-
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equations in a very compact and generic form:
∂2
∂E2
L(E) =
1
2
+O (G4) , (98)
∂
∂E
Gp1p212 (E, ω¯1, ω¯2) =−
[
1 2
− (1↔ 2)
]
− 1
2 21
+O (G4) . (99)
D. Frequency dependence of the vertices
To evaluate the frequency integrals on the right-hand
side of the RG equations (98) and (99) explicitly, we need
a consistent approximation for the frequency dependence
of the vertices and the Liouvillian. In contrast to n-point
vertices with n > 2, this can be achieved for the two-point
vertex since the frequency dependence of G12(E; ω¯1, ω¯2)
is logarithmic. Therefore, we can use a perturbative ex-
pansion in terms of the frequency independent vertex
G12(E). Although such an expansion will contain ar-
bitrary powers of logarithmic terms in the frequencies, it
does not lead to any divergence of the integrals when in-
serted into the RG diagrams. To expand G12(E; ω¯1, ω¯2)
in terms of the frequency-independent two-point vertex
G12(E), we start from the diagrammatic series in terms
of the bare vertices and split each resolvent RX(E) as
RX(E) = RX(E)|ω¯Xex=0 +∆XexRX(E), (100)
where X = Xin∪Xex consists of internal indices Xin and
external ones Xex. The first term is the resolvent where
all external frequencies are set to zero, and
∆XexRX(E) = R(EX + ω¯X)−R(EX + ω¯Xin) (101)
falls off like (1/ω¯Xin)
2 w.r.t. all internal frequency
variables ω¯Xin . Inserting Eq. (100) for each resol-
vent, we obtain a sequence of resolvents RX(E)|ω¯Xex=0
and ∆XexRX(E) between the bare vertices. Since
RX(E)|ω¯Xex=0 are the resolvents without the external
frequencies, we can resum all diagrams between two sub-
sequent ∆XexRX(E) in terms of the two-point vertices
at zero external frequency, similar to the procedure de-
scribed in the previous section. Up to O(G3), this gives
the equation
1 2
=
1 2
+
1 2
−
2 1
+
1
2 21
+
[
1 2
+
21
− (1↔ 2)
]
+O (G4) . (102)
Here the filled dots indicate that the corresponding fre-
quency of the vertex is set to zero. A contraction with
an open circle and index X ′ indicates that the resolvent
RX(E) corresponding to the vertical cut at the position
of that circle has to be replaced by ∆X′RX(E). If several
contractions with open circles at the same position of a
certain resolvent appear, X ′ contains the set of all indices
of these contractions. Since ∆XexRX(E) falls off like
(1/ω¯Xin)
2, all frequency integrals are convergent in the
limit D →∞. We note that the left resolvent in the last
diagram on the right-hand side of Eq. (102) involves the
external frequency ω¯1 since one can sum the two diagrams
where the external frequency does not occur and where
∆1R appears. This is a generic feature for all resolvents
RX(E)|ω¯Xex=0 which stand below a set of external lines
since the replacement RX(E)|ω¯Xex=0 → ∆XexRX(E)
produces also a valid diagram such that the two terms
can be added to RX(E).
To get rid of the remaining frequency dependence of
the vertices w.r.t. the internal frequency variables in
Eq. (102), one can iterate this equation and obtains up
to O(G3)
1 2
=
1 2
+
1 2
−
2 1
+
1
2 21
+
[
1 2
+
21
+
1 2
+
21 12ω    = 0
− (1↔ 2)
]
+O (G4) . (103)
Here, the last two diagrams occur due to the internal
frequency dependence of the two vertices of the second
diagram on the right-hand side of Eq. (102). Note that
in the last diagram we have to set ω¯12 = 0 for the right
resolvent since the right vertex of the second diagram
on the right-hand side of Eq. (102) does not depend on
the external frequencies. Proceeding in this way in all
orders we see that we obtain a systematic perturbative
expansion of the frequency dependent two-point vertex in
terms of the frequency-independent ones which is free of
any divergence for D →∞. We note again that, for large
external frequencies |ω¯i| ≫ |E|, this expansion involves
arbitrary powers in ln | ω¯E |, i.e., it is not a meaningful
expansion to determine the high-frequency behavior of
the vertex. However, setting ω¯1/2 = 0 in Eq. (99) and
inserting Eq. (103) for the dependence of the two-point
vertices on the internal frequencies in Eqs. (98) and (99),
there is no divergence at high frequencies since, due to
the presence of the resolvents and the derivatives of the
Fermi functions, the integrand falls off either like (1/ω¯)2
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or exponentially w.r.t. all internal frequency variables,
such that additional logarithmic powers do not change
the convergence.
Equation (103) refers to the case where the two exter-
nal lines are directed to the right, and similar equations
can be written for the other cases. We note that the sign
factors for the terms on the right-hand side where the
indices 1 and 2 are interchanged accounts explicitly for
the crossing of the two external lines. Therefore, when
using these relations in a certain diagram, the sign factor
must not be written explicitly since it is automatically
accounted for in the diagrammatic rules.
Setting ω¯1/2 = 0 in Eq. (99) and inserting Eq. (103)
in (98) and (99), we obtain
∂2
∂E2
L(E) =
1
2
+ + +O (G4) , (104)
∂
∂E
G12(E) = −

1 2
+
1 2
+
21
− (1↔ 2)

− 1
2 21
+O (G4) . (105)
At zero temperature, the evaluation of the RG equa-
tions is simplified considerably because all diagrams in
Eqs. (104) and (105) which contain a contraction with a
circle and a cross vanish. The reason is that the cross in-
dicates a contraction which is differentiated with respect
to the frequency, and
∂
∂ω¯
γp
′
(ω¯) = f ′ (ω¯) = −δ (ω¯) (106)
at zero temperature andD →∞, such that the difference
∆R yields zero.
E. Frequency dependence of the propagator
Finally, to calculate the integrals over the internal fre-
quency variables on the right-hand side of the RG equa-
tions (104) and (105), one needs a consistent approxima-
tion for the frequency dependence of the resolvent
RX(E) =
1
EX + ω¯X − L(EX + ω¯X) , (107)
where ω¯X =
∑
i∈X ω¯i contains the integration variables
ω¯i together with the frequencies of external lines. This
requires a perturbative expansion of the difference
∆ω¯L(E) = L(E + ω¯)− L(E) (108)
in terms of the frequency-independent vertices. Treat-
ing this difference similar to the two-point vertex as de-
scribed in the previous section, we find that the frequency
integrals do not converge in the limit D → ∞, similar
to the fact that, for infinitesimal differences, two deriva-
tives w.r.t. E are needed to guarantee convergence (see
Sec. IVB). Therefore, we need a convenient discrete ver-
sion for the second derivative. We use the following def-
inition for the second variation for a finite shift ω¯
∆2ω¯L(E) ≡ L(E + ω¯)− L(E)− ω¯
∂
∂E
L(E) ∼ O(G2),
(109)
which, for ω¯ = δE → 0, gives the second variation
δ2L(E) = 12δE
2 ∂2
∂E2L(E). ∆
2
ω¯L(E) is of second order
in the two-point vertex, since a Taylor expansion pro-
duces the terms 1n! ω¯
n ∂n
∂EnL(E) with n ≥ 2. For all these
terms we can use the procedure described in Section IVB
by starting from the diagrammatic series in terms of the
bare vertices, taking the derivatives of the resolvents, and
resumming the diagrams in between to the full two-point
vertices. This gives convergent terms in the limit D →∞
and, for all n ≥ 2, the diagrams are of O(G2) since at
least one resolvent is needed for the derivative. How-
ever, this procedure is not very practical since all terms
with n ≥ 2 contribute to the lowest order G2. To re-
sum all terms we apply the same procedure separately
for the difference L(E+ ω¯)−L(E) and for ω¯ ∂∂EL(E), fol-
lowing Section IVD and IVB, respectively. All terms for
L(E+ ω¯)−L(E), which contain more than one difference
∆ω¯RX(E) ≡ RX(E + ω¯)−RX(E) (110)
are at least of O(G3) and contain already convergent fre-
quency integrals for D → ∞. For the other terms with
only one ∆ω¯RX(E), this is not the case and here we need
the difference to the correponding term of ω¯ ∂∂EL(E),
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where the derivative of the resolvent is taken. This means
that Eq. (110) is changed to
∆2ω¯RX(E) = ∆ω¯RX(E)− ω¯
∂
∂E
RX(E). (111)
This is a form for the discrete version of the second
derivative of the resolvent which can be seen after some
straightforward manipulations
∆2ω¯RX(E) = −
1
2
{∆ω¯RX [ω¯ −∆ω¯LX ]RX
+RX [ω¯ −∆ω¯LX ]∆ω¯RX}+RX(∆2ω¯LX)RX
= −∆ω¯RX [ω¯ −∆ω¯LX ]RX +RX(∆2ω¯LX)RX (112)
where LX(E) = L(EX + ω¯X). According to Eq. (109),
the last term is of O(G2), which gives at least O(G4)
for ∆2ω¯L(E). Therefore, in order O(G
2) we obtain for
∆2ω¯L(E) the expression (76), where R12(E) has to be re-
placed by the first term of (112). All frequency integra-
tions exist in the limit D →∞, such that the symmetric
part of the Fermi function does not contribute, and only
the two-point vertex averaged over the Keldysh indices
is needed. This gives the following result for the lowest
order contribution to the second variation
∆2ω¯L(E) = −
1
2
fa(ω¯1)f
a(ω¯2)G12(E)∆ω¯R12(E)·
· [ω¯ −∆ω¯L12(E)]R12(E)G2¯1¯(E12) +O(G3), (113)
where, in lowest order, only the frequency-independent
vertices enter.
Using Eq. (109), we can now approximate the fre-
quency dependence of the resolvent RX(E), which is
given by Eq. (107). We use L(EX + ω¯X) = L(EX) +
∆ω¯XL(EX) together with
∆ω¯XL(EX) = ω¯X
∂
∂E
L(EX) + ∆
2
ω¯XL(EX), (114)
and expand the resolvent in ∆2ω¯XL(EX) ∼ O(G2). This
gives
RX(E) =
1
ω¯X + χ(EX)
Z(EX)
+
1
ω¯X + χ(EX)
Z(EX)∆
2
ω¯XL(EX)
1
ω¯X + χ(EX)
+O(G4),
(115)
where
χ(E) = Z(E) [E − L(E)] , Z(E) = 1
1− ∂∂EL(E)
.
(116)
The first term on the right-hand side of Eq. (115) is suf-
ficient for the RG equations (104) and (105) since we
neglect O(G4). This gives explicitly
∂2
∂E2
L(E) =
1
2
G12(E)
f ′(ω¯1)f ′(ω¯2)
ω¯12 + χ(E12)
Z(E12)G2¯1¯(E12)
+G12(E)F(E12, ω¯1)G2¯3(E12)
f ′(ω¯1)f ′(ω¯3)
ω¯13 + χ(E13)
Z(E13)G3¯1¯(E13)
+G12(E)
f ′(ω¯1)f ′(ω¯2)
ω¯12 + χ(E12)
Z(E12)G2¯3(E12)F(E13, ω¯1)G3¯1¯(E13), (117)
∂
∂E
G12(E) = −
[
G13(E)
f ′(ω¯3)
ω¯3 + χ(E13)
Z(E13)G3¯2(E13)
−G34(E)F(E34, ω¯3)G4¯1(E34)
f ′(ω¯3)
ω¯3 + χ(E13)
Z(E13)G3¯2(E13)
−G13(E) f
′(ω¯3)
ω¯3 + χ(E13)
Z(E13)G24(E13)F(E1234, ω¯3)G4¯3¯(E1234)− (1↔ 2)
]
− 1
2
G34(E)
f ′(ω¯3)
ω¯34 + χ(E34)
Z(E34)G12(E34)
fa(ω¯4)
ω¯34 + χ(E1234)
Z(E1234)G4¯3¯(E1234), (118)
where we have introduced the definition
F(E, ω¯) =
∫
dω¯′fa (ω¯′) ·
·
[
1
ω¯ + ω¯′ + χ(E)
− 1
ω¯′ + χ(E)
]
Z(E). (119)
After inserting the spectral decomposition of the effective
Liouvillian, all frequency integrals can be calculated ana-
lytically which will be done later for the specific example
of the Kondo model.
For completeness, we note that the RG equations can
be systematically improved by going beyond O(G3). In
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this case, one needs also the second term on the right-
hand side of Eq. (115), i.e., the second variation ∆2ω¯L(E)
is needed up to O(G2) by using Eq. (113). To evalu-
ate Eq. (113) up to O(G2), the first term on the right-
hand side of Eq. (115) is sufficient to approximate the
frequency dependence of the resolvents. Using
RX(E + ω¯) = R(EX + ω¯X + ω¯)
=
1
ω¯X + ω¯ + χ(EX)
Z(EX) +O(G
2) (120)
RX(E) = R(EX + ω¯X)
=
1
ω¯X + χ(EX)
Z(EX) +O(G
2), (121)
LX(E + ω¯) = L(EX + ω¯X + ω¯)
= L(EX) + (ω¯X + ω¯)
∂
∂E
L(EX) +O(G
2),
(122)
LX(E) = L(EX + ω¯X)
= L(EX) + ω¯X
∂
∂E
L(EX) +O(G
2), (123)
we find
∆ω¯R12(E)[ω¯ −∆ω¯L12(E)]R12(E)
= ω¯∆ω¯R12(E)[1 − ∂
∂E
L(E12)]R12(E) +O(G
2)
= ω¯
[
1
ω¯12 + ω¯ + χ(E12)
− 1
ω¯12 + χ(E12)
]
·
· 1
ω¯12 + χ(E12)
Z(E12) +O(G
2)
= −ω¯2 1
ω¯12 + ω¯ + χ(E12)
(
1
ω¯12 + χ(E12)
)2
Z(E12)
+O(G2). (124)
Using this equation in (113) gives the final result for the
second variation
∆2ω¯L(E) =
1
2
ω¯2G12(E)·
· f
a(ω¯1)f
a(ω¯2)
(ω¯12 + ω¯ + χ(E12))(ω¯12 + χ(E12))2
Z(E12)G2¯1¯(E12)
+O(G3), (125)
which has to be used in Eq. (115) in order to calculate
the frequency dependence of the resolvent up to O(G2)
needed for the evaluation of the RG equations up to
O(G4).
F. Initial conditions
To determine the initial condition as described in
Sec. IVA, we consider the lowest order diagrams for
the effective Liouvillian and the two-point vertex, as
given by Eqs. (72) and (73). Taking the unrenormal-
ized values for the Liouvillian and the vertices on the
right-hand side of these equations, denoted by L(0) and
G
(0)pp′
12 = δpp′G
(0)pp
12 , we obtain
L(E) = L(0)
+
1
2
G
(0)
12
∫∫
dωdω′
γp(ω)γp(ω′)
E12 − L(0) + ω + ω′G
(0)pp
2¯1¯
,
(126)
G12(E) = G
(0)
12 +
+
{
G
(0)
13
∫
dω
γp(ω)
E13 − L(0) + ω
G
(0)pp
3¯2
− (1↔ 2)
}
,
(127)
where G
(0)
12 =
∑
pG
(0)pp
12 . Inserting Eqs. (82) and (83)
for the contraction and closing the integration contours
in the upper half of the complex plane, we obtain for
D ≫ |EX − L(0)| ≫ T and ImE > 0
L(E) = L(0) +
1
2
G
(0)
12
[
−ipπ
2
(E12 − L(0)) + (E12 − L(0)) ln −i(E12 − L
(0))
D
+
1
4
(
π2
4
− 3
)
(E12 − L(0))− pπ
2
D
]
G
(0)pp
2¯1¯
, (128)
G12(E) = G
(0)
12 +
{
G
(0)
13
[
−iπ
2
p+ ln
−i(E13 − L(0))
D
]
G
(0)pp
3¯2
− (1↔ 2)
}
. (129)
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The last two terms of Eq. (128) are non-universal. We
assume that the last term linear in D vanishes, otherwise
the frequency-dependence of the unrenormalized vertices
has to be taken into account and the precise form of
the high-energy cutoff function as defined by the original
model containing charge fluctuations becomes important.
This gives the condition
pG
(0)
12 G
(0)pp
2¯1¯
= 0 (130)
which, as we will show, is fulfilled for the Kondo problem
considered in this work (this proof can be generalized to
generic 2-level models, see Ref. 48). As a consequence,
also in the first term on the right-hand side of Eq. (128),
we can replace E12 → µ¯12. In contrast, all other terms
for the effective Liouvillian and the two-point vertex have
universal coefficients independent of the specific choice of
the high-energy cutoff function. Note that the first term
for the Liouvillian has a different algebra compared to
the third one due to the additional factor of the Keldysh
index p. Therefore, it can happen that the third term
gives zero whereas the first one is finite, as it is, e.g.,
the case for the current kernel for the Kondo model (see
later). Omitting all non-universal terms together with
the logarithmic ones (which are anyhow generated by the
RG equations), and using the property (130), we take
the following universal form for the initial condition at
E = iD
L(E = iD) = L(0) − ipπ
4
G
(0)
12 (µ¯12 − L(0))G(0)pp2¯1¯ ,
(131)
G12(E = iD) = G
(0)
12 − i
π
2
p
{
G
(0)
13 G
(0)pp
3¯2
− (1↔ 2)
}
.
(132)
As already explained in Sec. IVA, we cannot use this
result for the initial condition of the effective Liouvillian
since we have neglected non-universal terms proportional
to E, which are very large. Therefore, when applying the
formalism to the Kondo model, we will set up another
universal boundary condition to fix the effective Liouvil-
lian. For the two-point vertex, the term of O(G2) in the
initial condition is only used for those matrix elements
where the first term of O(G) vanishes.
Leaving out the nonuniversal and logarithmic terms,
the initial Liouvillian is independent of E. Therefore, we
take ∂∂EL(E) = 0 at E = iD or
Z(E = iD) = 1. (133)
G. Current and differential conductance
To find the average of the current flowing into reser-
voir γ [Eq. (53)], one needs the current kernel Σγ(E) in
Fourier space. As shown in Ref. 33, it can be determined
analogously to L(E) by replacing the first vertex from
the left in all diagrams of Eqs. (104) and (105) by the
current vertex Iγ12(E).
To calculate the differential conductance, one needs
the variation δIα for an infinitesimal variation δµα of the
chemical potentials of the reservoirs. Within the E-flow
scheme, the RG equation for ∂∂E δL(E) [or equivalently,
for ∂∂E δΣα(E) by replacing the first vertex by the current
vertex] can be straightforwardly established by applying
the variation to the original diagrammatic series, where
the chemical potentials occur in the denominator of the
resolvents explicitly via the energy argument EX = E +
µ¯X and implicitly in the effective Liouvillian. Therefore,
the variation of each resolvent can be split in two terms
δRX(E) = δµ¯X
∂
∂E
RX(E) +RX(E)δLX(E)RX(E),
(134)
where the first term contains the variation from the
change of the argument and the second one the varia-
tion δLX(E) = (δL)(EX + ω¯X) of the effective Liouvil-
lian. Fixing the position of the resolvents where the vari-
ation δRX(E) and where the differentiation
∂
∂ERX(E) is
taken, we can resum the rest of the diagrams for ∂∂E δL(E)
in terms of two-point vertices, analogously to the proce-
dure described in the previous sections. Analogous to
∂2
∂E2L(E), we obtain convergent frequency integrals in
the limit D →∞ in all orders. Up to O (G3), we obtain
∂
∂E
δL(E) =
1
2
δµ¯12
1 2
+
1
2 δ
+
1
2 δ
+ (δµ¯12 + δµ¯13)
1 2 3
+O (G4) , (135)
where δL ∼ O(δµG) is represented by δ and can be calculated from the first (lowest order) term on the right-
hand side of Eq. (135) and subsequently inserted in the second and third term on the right-hand side of Eq. (135).
Applying integration by parts twice to the first term on the right-hand side of Eq. (135) [analogous to Eq. (97)], we
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obtain
∂
∂E
δL(E) =
1
2
δµ¯12
1 2
− 1
2 δ
+O (G4) . (136)
Using Eq. (103), we get the final RG equation for the variation of the kernel,
∂
∂E
δL(E) =
1
2
δµ¯12
1 2
− 1
2 δ
+ δµ¯13
1 3
+ δµ¯12
1 2
+O (G4) . (137)
At zero temperature, the diagrams containing a contraction with a circle and a cross vanish, cf. the remark after
Eqs. (104) and (105). Writing the diagrammatic Eq. (137) explicitly yields
∂
∂E
δL(E) =
1
2
δµ¯12G12(E)
f ′(ω¯1)f ′(ω¯2)
ω¯12 + χ(E12)
Z(E12)G2¯1¯(E12)
− 1
2
G12(E)
f ′(ω¯1)f(ω¯2)
ω¯12 + χ(E12)
Z(E12)δL(E12)
1
ω¯12 + χ(E12)
Z(E12)G2¯1¯(E12)
+ δµ¯13G12(E)F(E12, ω¯1)G2¯3(E12)
f ′(ω¯1)f ′(ω¯3)
ω¯13 + χ(E13)
Z(E13)G3¯1¯(E13)
+ δµ¯12G12(E)
f ′(ω¯1)f ′(ω¯2)
ω¯12 + χ(E12)
Z(E12)G2¯3(E12)F(E13, ω¯1)G3¯1¯(E13). (138)
The initial condition for δL(E) follows from Eq. (131) as
δL(E) = −ipπ
4
G
(0)
12 G
(0)pp
2¯1¯
δµ¯12, (139)
and the corresponding initial condition for δΣα(E) by
replacing the first vertex from the left by the current
vertex.
V. RG EQUATIONS FOR THE KONDO MODEL
We now apply the RG-equations (117), (118) and (138)
to the isotropic spin- 12 Kondo model at zero magnetic
field. In that case, the Hamiltonian is Hres + V , where
[cf. Eq. (24)]
V =
1
2
g11′ : a1a1′ :, (140)
g11′ =
1
2
{
J
(0)
αα′S · σσσ′ for η = −η′ = +,
−J (0)α′αS · σσ′σ for η = −η′ = −,
(141)
where S is the spin- 12 operator on the quantum dot, σ is
the vector of Pauli matrices, and the coupling J
(0)
αα′ fulfills
J
(0)∗
αα′ = J
(0)
α′α. In the important case that the Kondo
model is derived using a Schrieffer-Wolff tranformation,
the couplings fulfill the additional constraint (see, e.g.,
Ref. 32 for a detailed derivation)
J
(0)
αα′ = 2
√
xαxα′J0, where
∑
α
xα = 1. (142)
A. Initial condition for the vertex superoperators
According to Eq. (42), the bare vertex superoperator
G
(0)pp′
11′ is defined in terms of g11′ by its action on any
operator b:
G
(0)pp′
11′ b = δpp′
{
g11′b for p = +,
−bg11′ for p = −.
(143)
Since the operator g11′ fulfills the symmetry property
g11′ = −g1′1 (144)
according to the definition (141), G
(0)pp′
11′ also fulfills
G
(0)pp′
11′ = −G(0)p
′p
1′1 . (145)
Therefore, it is sufficient to consider the bare vertex for
the case η = −η′ = + in the following. We use the
shorthand notation
Ĝ
(0)pp′
11′ = G
(0)pp′
+ασ,−α′σ′ , (146)
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where the multiindices 1, 1′ on the left hand side only
contain the reservoir and spin indices, and not η, η′:
1 ≡ ασ, 1′ ≡ α′σ′. (147)
Since the operator g11′ , which induces spin fluctuations
on the quantum dot, is proportional to the spin- 12 oper-
ator S [cf. Eq. (24)], we need superoperators which mul-
tiply an arbitrary operator b with S from the left and
right to find a suitable representation of the initial bare
vertex Ĝ
(0)pp′
11′ . We thus define a vector superoperator L
p
for p = ± by
Lpb =
{
Sb, for p = +,
−bS, for p = − (148)
for any operator b. We can then write
Ĝ
(0)pp′
11′ =
1
2
δpp′J
(0)
αα′L
p · σσσ′ . (149)
For the bare vertex averaged over the Keldysh indices
[see Eq. (45)], we get
Ĝ
(0)
11′ =
∑
p
Ĝ
(0)pp
11′ =
1
2
J
(0)
αα′
(
L+ + L−
) · σσσ′ . (150)
Similarly, according to Eq. (46), the bare current vertex
averaged over the Keldysh indices is
Î
γ(0)
11′ =
∑
p
Î
γ(0)pp
11′ = ĉ
γ
11′
∑
p
p Ĝ
(0)pp
11′
=
1
2
ĉγ11′J
(0)
αα′
(
L+ − L−) · σσσ′ , (151)
where
ĉγ11′ ≡ ĉγαα′ = −
1
2
(δαγ − δα′γ). (152)
We introduce the shorthand notation
G˜(0)11′ =
∑
pp′
p Ĝ
(0)pp′
11′ (153)
for the vertex which is first multiplied with the first
Keldysh index and then averaged over the Keldysh in-
dices. The current vertex is just this vertex multiplied
with ĉγ11′ :
Î
γ(0)
11′ = ĉ
γ
11′G˜
(0)
11′ . (154)
For the Kondo model, the bare vertex G˜
(0)
11′ is
G˜
(0)
11′ =
1
2
J
(0)
αα′
(
L+ − L−) · σσσ′ . (155)
B. Superoperator algebra
Before we proceed with the parametrization of all su-
peroperators, we define a set of convenient basis super-
operators which form a closed algebra.
1. Vector superoperators
We define the following vector basis superoperators:
L1 =
1
2
(
L+ − L−)− iL+ × L−, (156)
L2 = −1
2
(
L+ + L−
)
, (157)
L3 =
1
2
(
L+ − L−)+ iL+ × L−. (158)
This means that the bare vertex (150) can be expressed
using L2, and the current vertex (151) using
(
L1 + L3
)
.
Note that this was the case even if we had not included
the terms ∼ L+ ×L− in the definition of L1,3. However,
such terms are generated by the RG, and including them
in the basis superoperators makes the calculations sim-
pler.
It should be noted that no other independent vector
superoperators can be found by combining L+ and L−
in an arbitrary way.
2. Scalar superoperators
We define the two scalar superoperators La and Lb by
La =
3
4
+ L+ · L− Lb = 1
4
− L+ · L−. (159)
These are the only independent scalar superoperators
that can be formed from L+ and L−.
3. Trace of the basis superoperators
The trace of some of the basis superoperators is zero.
This means that applying them to any operator b will
yield an operator with zero trace:
TrLa = 0, TrL2 = 0, TrL3 = 0. (160)
For the other two basis superoperators L1 and Lb, there
exist operators b for which TrL1b or TrLbb are non-zero.
We note the properties
TrLbb = Tr b, TrL1b = Trσb, (161)
where σ acts on the quantum dot, and not on the reser-
voir spins as in the rest of this paper.
Therefore, only L1 and Lb are relevant for the current
vertex and the current kernel.
4. Behavior of the basis superoperators under the
c-transform
(
La,b
)c
= La,b,
(
L1,3
)c
= L1,3,
(
L2
)c
= −L2. (162)
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5. Products of scalar superoperators
(La)
2
= La, LaLb = 0,
LbLa = 0,
(
Lb
)2
= Lb.
(163)
6. Scalar multiplication of scalar and vector superoperators
The only non-zero products of scalar and vector basis
superoperators are
LaL2 = L2, L1La = L1, (164)
LaL3 = L3, L2La = L2, (165)
LbL1 = L1, L3Lb = L3. (166)
7. Scalar products of vector superoperators
The only non-zero scalar products of the vector super-
operators L1,2,3 are
L1 · L3 = 3Lb, (167)
L2 · L2 = 1
2
La, (168)
L3 · L1 = La. (169)
8. Vector products of vector superoperators
The only non-zero vector products of the vector super-
operators L1,2,3 are
iL1 × L2 = L1, iL2 × L2 = 1
2
L2, (170)
iL2 × L3 = L3, iL3 × L1 = 2L2. (171)
Closely related to these vector products are the commu-
tator relations[
L2i , L
1,2,3
j
]
= − i
2
ǫijkL
1,2,3
k . (172)
9. Extending the basis superoperators to the reservoir spin
space
The vector superoperators L1,2,3 and the scalar super-
operators La,b act on operators of the local dot. In the
superoperators that are of interest in the context of the
isotropic Kondo model, i.e., the effective (current) vertex,
the effective Liouvillian, and the current kernel, they al-
ways appear together with the vector of the reservoir
Pauli matrices or the identity matrix in the reservoir
spin space. The reason is that any other combination
of dot and reservoir superoperators would violate spin-
rotational invariance.
L̂a L̂b L̂1 L̂2 L̂3
L̂a L̂a 0 0 L̂2 L̂3
L̂b 0 L̂b L̂1 0 0
L̂1 L̂1 0 0 L̂1 3L̂b
L̂2 L̂2 0 0 1
2
(
L̂a + L̂2
)
L̂3
L̂3 0 L̂3 L̂a + 2L̂2 0 0
TABLE I: This table shows the result L̂iL̂j of the multipli-
cation of any two basis superoperators L̂i and L̂j from the
superoperator algebra for the isotropic Kondo model, which
correspond to the row and column of the table, respectively.
Therefore, it is convenient to define new superopera-
tors, which act both on operators of the local dot and
the reservoir spin state, by
L̂1,2,3σσ′ = L
1,2,3 · σσσ′ , (173)
L̂a,bσσ′ = L
a,bδσσ′ . (174)
It will turn out that L̂1,2,3,a,bσσ′ are sufficient to describe
not only the initial conditions of all superoperators, but
also all terms which are generated by the RG in leading
and sub-leading order.
Multiplication of these superoperators is defined by
(
L̂iL̂j
)
σσ′
=
∑
σ1
L̂iσσ1 L̂
j
σ1σ′
. (175)
The results of all such multiplications can be derived from
the properties of the superoperators L1,2,3 and La,b and
the property
σiσj = δij + iǫijkσ
k (176)
of the Pauli matrices. They are summarized in Table I.
Sometimes, it is also necessary to multiply the Pauli
matrices in reverse order in the RG equations. To make
this more convenient, we define
(
L̂i
)T
σσ′
= L̂iσ′σ. (177)
The result
[(
L̂i
)T (
L̂j
)T ]T
of the multiplication of
these transposed superoperators only differs in some mi-
nus signs from L̂iL̂j. The results are summarized in Ta-
ble II.
The trace over the reservoir spin indices only is denoted
by Trσ. We obtain
Trσ L̂
a,b = 2La,b, Trσ L̂
1,2,3 = 0. (178)
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L̂a L̂b L̂1 L̂2 L̂3
L̂a L̂a 0 0 L̂2 L̂3
L̂b 0 L̂b L̂1 0 0
L̂1 L̂1 0 0 −L̂1 3L̂b
L̂2 L̂2 0 0 1
2
(
L̂a − L̂2
)
−L̂3
L̂3 0 L̂3 L̂a − 2L̂2 0 0
TABLE II: This table shows the result
[(
L̂i
)T (
L̂j
)T]T
of
the multiplication of any two transposed basis superoperators
L̂i and L̂j from the superoperator algebra for the isotropic
Kondo model, which correspond to the row and column of
the table, respectively.
C. Parametrization of the effective vertices, the
effective Liouvillian, and the current kernel
Using the superoperator algebra defined in the previ-
ous subsection, the bare vertex (150) can be written as
Ĝ
(0)
11′ =
∑
p
Ĝ
pp(0)
11′ =
1
2
J
(0)
αα′
(
L+ + L−
) · σσσ′
= −J (0)αα′L̂2σσ′ . (179)
Analogously, the bare current vertex (151) is
Î
γ(0)
11′ =
1
2
ĉγ11′J
(0)
αα′
(
L̂1σσ′ + L̂
3
σσ′
)
, (180)
and similarly, the vertex G˜
(0)
11′ [cf. Eq. (155)] is
G˜
(0)
11′ =
1
2
J
(0)
αα′
(
L̂1σσ′ + L̂
3
σσ′
)
. (181)
However, the trace over L3 vanishes [cf. Eq. (160)], such
that this part does not contribute to the current. There-
fore, when the trace is taken from the left, it is sufficient
to include the term ∼ L̂1σσ′ in the current vertex:
Tr Î
γ(0)
11′ =
1
2
ĉγ11′J
(0)
αα′Tr L̂
1
σσ′ . (182)
In the following, we will omit the trace when considering
the current vertex or the current kernel and always imply
implicitly that it is taken from the left, i.e., we use
Î
γ(0)
11′ →
1
2
ĉγ11′J
(0)
αα′ L̂
1
σσ′ . (183)
To find a convenient parametrization of all superoper-
ators during the entire RG flow, we use the symmetry
properties [cf. Eqs. (77) and (78), which also apply for
the current vertex and the current kernel]
G11′(E) = −G1′1(E), Iγ11′(E) = −Iγ1′1(E), (184)
G11′(E)
c = −G1¯′1¯(−E∗), Iγ11′ (E)c = −Iγ1¯′1¯(−E∗),
(185)
L(E)c = −L(−E∗), Σγ(E)c = −Σγ(−E∗),
(186)
the property that the effective Liouvillian and the effec-
tive vertex have zero trace [Eq. (79)],
TrL(E) = 0, TrG11′(E) = 0, (187)
charge conservation, and spin-rotational invariance.
Spin-rotational invariance limits the terms which con-
tribute to the superoperators to the basis superopera-
tors L̂a,b,1,2,3, which have been introduced in the previous
subsection.
From Eq. (184) and charge conservation, we can de-
duce for the effective vertex and the effective current ver-
tex that
G11′(E) ∼ δη,−η′ , Iγ11′ (E) ∼ δη,−η′ , (188)
and that they can be described using Ĝ11′(E) and
Îγ11′(E), which depend only on the reservoir and spin in-
dices (such that 1 ≡ ασ on the right-hand side of the
following equations):
G11′(E) =
{
Ĝ11′(E), for η = −η′ = +,
−Ĝ1′1(E), for η = −η′ = −,
(189)
Iγ11′(E) =
{
Îγ11′(E), for η = −η′ = +,
−Îγ1′1(E), for η = −η′ = −.
(190)
Because the trace of G11′(E) is zero, Ĝ11′(E) cannot con-
tain any terms ∼ L̂1, Lb:
Ĝ11′(E) =
∑
χ=a,2,3
Gχαα′(E)L̂
χ
σσ′ . (191)
Comparing with the bare vertex (179) shows that
G
2(0)
αα′ (E) = −J (0)αα′ . (192)
G2 thus describes the exchange coupling and is related
to L+ or L−, which multiply any operator with S either
from the left or from the right.
On the other hand, G3 is generated from higher-order
terms during the RG flow, and the corresponding super-
operator L̂3 has a more complicated matrix structure in
Liouville space, which mixes all states. G3 is important
for the generation of the current rate.
Finally, Ga is a term that does not induce any spin
flips, but can be interpreted as potential scattering. It
will turn out that no contributions to Ga will be gener-
ated by the RG even in next-to-leading order.
For the current vertex, only the superoperators which
have a non-zero trace are of interest because the others
do not contribute to the current. Therefore, we can make
the ansatz
Îγ11′(E) =
∑
χ=b,1
Iγχαα′(E)L̂
χ
σσ′ . (193)
Comparing with the bare current vertex (183) yields
Î
γ1(0)
αα′ =
1
2
ĉγαα′J
(0)
αα′ = −
1
4
(δαγ − δα′γ)J (0)αα′ . (194)
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Iγ1 thus corresponds to an exchange coupling which is
responsible for the current flow. It will turn out that the
coupling Iγb is not important.
Similar considerations apply for the effective Liouvil-
lian and the current kernel: the former has zero trace,
and for the latter, only superoperators with non-zero
trace are interesting. Moreover, only the scalar basis su-
peroperators L̂a,b are suitable for them. This motivates
the ansatz
L(E) = −iΓ(E)La, Σγ(E) = iΓγ(E)Lb. (195)
Because of the symmetry properties (184)–(186), the
quantities Gχαα′(E), I
γχ
αα′(E), Γ(E), and Γγ(E) fulfill
Γ(E)∗ = Γ(−E∗), (196)
Γγ(E)
∗ = Γγ(−E∗), (197)
Gaαα′(E)
∗ = −Gaα′α(−E∗), (198)
G2αα′(E)
∗ = G2α′α(−E∗), (199)
G3αα′(E)
∗ = −G3α′α(−E∗), (200)
Iγbαα′ (E)
∗ = −Iγbα′α(−E∗), (201)
Iγ1αα′ (E)
∗ = −Iγ1α′α(−E∗). (202)
D. Spin dynamics, current, and differential
conductance
The information about the physical observables is con-
tained in Γ(E) and Γγ(E). Γ(E) is the spin relax-
ation/decoherence rate. Due to Eq. (161), the expecta-
tion value of the spin is given for any local density matrix
ρ by
〈S〉 = 1
2
Tr
{
L1ρ
}
. (203)
Using Eq. (52) and the representation L(E) = −iΓ(E)La
for the Kondo model, we get
〈S〉 (E) = 1
2
Tr
{
L1ρ(E)
}
=
1
2
Tr
{
L1
i
E + iΓ(E)La
ρ(t0)
}
=
1
2
i
E + iΓ(E)
Tr
{
L1ρ(t0)
}
=
i
E + iΓ(E)
〈S〉 (t0), (204)
where we have used that L1La = L1.
To obtain an expression for the current, we substitute
Eq. (195) into Eq. (53):
〈Iγ〉 (E) = iΓγ(E)TrLb 1
E + iΓ(E)La
ρ(t0). (205)
Using Eqs. (161) and (163) yields
〈Iγ〉 (E) = i
E
Γγ(E) = 2
e
h
i
E
πΓγ(E), (206)
where we have used that e = ~ = 1 in our units. The
stationary current is then [according to Eq. (39)]
〈Iγ〉st = Γγ
(
i0+
)
= 2
e
h
πΓγ
(
i0+
)
. (207)
To find a convenient description of the differential con-
ductance, we express variations of the current rate with
a tensor Hγαα′(E), which is defined by
πδΓγ(E) =
∑
αα′
Hγαα′(E) (δµα − δµα′) , (208)
Hγαα′(E)
∗ = −Hγα′α(−E∗). (209)
Current conservation implies that∑
γ
〈Iγ〉 (E) = 0 ⇒
∑
γ
Hγαα′(E) = 0. (210)
The conductance tensor Gγαα′(E) is defined by
Gγαα′(E) = H
γ
αα′(E)−Hγα′α(E) (211)
and fulfills
Gγαα′ (E) = −Gγα′α(E). (212)
Gγαα′(E)
∗ = −Gγα′α(−E∗), (213)∑
γ
Gγαα′ (E) = 0. (214)
The conductance tensor permits us to write the variation
of the current as
δ 〈Iγ〉 (E) = i
E
G0
1
2
∑
αα′
Gγαα′(E) (δVα − δVα′ ) (215)
=
i
E
G0
∑
α<α′
Gγαα′ (E) (δVα − δVα′) (216)
=
i
E
G0
∑
α
{∑
α′
Gγαα′ (E)
}
δVα, (217)
where
G0 = 2
e2
h
, (218)
and µα = eVα.
E. Shorthand notations
Before we discuss the initial conditions for the RG flow,
and the RG equations for all couplings and rates, we
summarize some shorthand notations which will be useful
in the folowing.
For the vertex G (and similarly for the current vertex
Iγ), we use different notations, where the multiindex 1
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always contains the reservoir index, and optionally the
spin index, and the index η:
G11′ ≡ Gηασ,η′α′σ′ , 1 ≡ ηασ, (219)
Ĝ11′ ≡ Gασ,α′σ′ , 1 ≡ ασ, (220)
Gχ11′ ≡ Gχαα′ , 1 ≡ α. (221)
A hat always indicates that the index η is not included.
Analogously, we define energies which are shifted by the
chemical potentials of the leads:
Ê1...n = E + µ̂1...n, (222)
µ̂12 = µα1 − µα2 , (223)
µ̂1234 = µ̂12 + µ̂34, etc., (224)
We will replace the relevant vertex functions G2, G3, and
Iγ1 by the more convenient
J11′(E) = −G211′(E), (225)
K11′(E) = −i 2
π
G311′(Ê1′1), (226)
Iγ11′ (E) = −4Iγ111′(E). (227)
We note that the last symbol Iγ11′ is not unambigious
since it was also defined for the full current vertex with
1 ≡ ηασ. However, in the context it will always be clear
whether we consider the case 1 ≡ α or 1 ≡ ηασ.
From the symmetry properties (199)–(202) of the orig-
inal vertex functions, we can conclude
J11′(E)
∗ = J1′1(−E∗), (228)
K11′(E)
∗ = K1′1(−E∗), (229)
Iγ11′(E)
∗ = −Iγ1′1(−E∗). (230)
F. Initial conditions
The initial conditions for the RG flow at high ener-
gies E are determined using a perturbative calculation
as outlined in Sec. IVF. The idea is to find those terms
in lowest order in J
(0)
αα′ which are universal and not loga-
rithmically divergent.
1. Vertex functions
The initial values for Jαα′(E) and I
γ
αα′(E) are already
known, cf. Eqs. (192) and (194):
Jαα′ = −G2αα′ → J (0)αα′ , (231)
Iγαα′ = −4Iγ1αα′ → (δαγ − δα′γ)J (0)αα′ . (232)
The initial condition for Kαα′(E) = −i 2piG3αα′
(
Êα′α
)
is determined by considering the lowest order diagrams
for the effective vertex, and disregarding non-universal
terms and logarithmic terms. The result is [cf. Eq. (132)]:
Ĝ12(E) = Ĝ
(0)
12 − i
π
2
{
Ĝ
(0)
13 G˜
(0)
32 − Ĝ(0)32 G˜(0)13
}
. (233)
For the Kondo model, the bare vertices Ĝ(0) and G˜(0)
are given by Eqs. (179) and (181), respectively. Using
the superoperator algebra yields
Ĝ
(0)
13 G˜
(0)
32 = −
1
2
J (0)α1α3J
(0)
α3α2 L̂
2
σ1σ3
(
L̂1σ3σ2 + L̂
3
σ3σ2
)
= −1
2
J (0)α1α3J
(0)
α3α2 L̂
3
σ1σ2 (234)
and
Ĝ
(0)
32 G˜
(0)
13
= −1
2
J (0)α3α2 J
(0)
α1α3
{(
L̂2
)T [(
L̂1
)T
+
(
L̂3
)T]}T
σ1σ2
=
1
2
J (0)α1α3J
(0)
α3α2 L̂
3
σ1σ2 . (235)
Finally, the initial condition for the vertex is
Ĝ12(E = iD) = −J (0)α1α2 L̂2σ1σ2 + i
π
2
J (0)α1α3J
(0)
α3α2L̂
3
σ1σ2 .
(236)
This means that the initial value for the vertex function
G3 is
G
3(0)
12 = i
π
2
J (0)α1α3J
(0)
α3α2 (237)
and for the corresponding simplified function
K
(0)
12 = J
(0)
α1α3J
(0)
α3α2 =
[(
J (0)
)2]
α1α2
, (238)
where, in the last equation, we imply matrix multiplica-
tion w.r.t. the reservoir indices.
2. Effective Liouvillian and current kernel
The perturbative solution for the effective Liouvillian
for T, V ≪ |E| ≪ D is given by Eq. (128). The condition
(130) is fulfilled,
pG
(0)
12 G
(0)pp
2¯1¯
= 2Ĝ
(0)
12 G˜
(0)
21 = J
(0)
α1α2J
(0)
α2α1Trσ L̂
2(L̂1 + L̂3)
= J (0)α1α2J
(0)
α2α1Trσ L̂
3 = 0, (239)
such that all terms ∼ D vanish. Nevertheless, as already
outlined in Section IVF, the problem with the initial con-
dition for the effective Liouvillian is that it contains non-
universal terms which cannot be neglected because they
are proportional to the Fourier variable and hence very
large for E = iD. Therefore, we will use an alternative
scheme to find the initial condition for the Liouvillian,
which will be discussed in Sec. V I.
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However, for the derivative of the Liouvillian and for
its variation, the linear terms in E can be omitted, and
we can use Eqs. (133) and (139),
Z(E = iD) = 1, (240)
δL(E = iD) = −iπ
2
Ĝ
(0)
12 G˜
(0)
21 δµˆ12
= i
π
4
J (0)α1α2J
(0)
α2α1δµˆα1α2Trσ L̂
2
(
L̂1 + L̂3
)
= 0.
(241)
This gives
δΓ(E = iD) = 0. (242)
For the perturbative calculation of the current kernel
Σγ(E) for T, V ≪ |E| ≪ D, we have to replace the first
vertex G
(0)
12 of Eq. (128) by the current vertex I
γ(0)
12 and
omit the first term L(0). Using L(0) = 0 for the Kondo
model without magnetic field, we obtain
Σγ(E) =
1
2
I
(0)
12
[
−ipπ
2
µ¯12 + E12 ln
−iE12
D
+
1
4
(
π2
4
− 3
)
E12 − pπ
2
(D + iE)
]
G
(0)pp
2¯1¯
= −iπ
2
µ̂12Î
(0)
12 G˜
(0)
21 −
π
2
(D + iE)Î
(0)
12 G˜
(0)
21
+
[
Ê12 ln
−iÊ12
D
+
1
4
(
π2
4
− 3
)
Ê12
]
Î
(0)
12 Ĝ
(0)
21 .
(243)
Inserting Eqs. (179), (181), and (183) for the vertices, we
find that, except for the first one, all terms are zero due
to
Î
γ(0)
12 G˜
(0)
21 = ĉ
γ
12G˜
(0)
12 G˜
(0)
21
= −1
8
(δ1γ − δ2γ)J (0)12 J (0)21 TrσL̂1
(
L̂1 + L̂3
)
= 0,
W (Ê12)Î
γ(0)
12 Ĝ
(0)
21 =W (Ê12)ĉ
γ
12G˜
(0)
12 Ĝ
(0)
21
= −1
2
W (Ê12)ĉ
γ
12J
(0)
12 J
(0)
21 TrσL̂
1L̂2 = 0,
where 1 ↔ 2 was used in the first relation, and
TrσL̂
1L̂2 = TrσL̂
1 = 0 in the second one. Here, W (E)
denotes any function of E.
The first term of Eq. (243) can be evaluated as
Σγ(E = iD)
= i
π
16
µ̂12 (δ1γ − δ2γ)J (0)12 J (0)21 TrσL̂1
(
L̂1 + L̂3
)
= i
3π
8
µ̂12 (δ1γ − δ2γ)J (0)12 J (0)21 Lb, (244)
where we have used
TrσL̂
1
(
L̂1 + L̂3
)
= Trσ3L̂
b = 6Lb. (245)
Using the representation Σγ(E) = iΓγ(E) for the current
kernel, this results in the initial value
Γγ(E = iD) =
3π
8
µ̂12 (δ1γ − δ2γ)J (0)12 J (0)21 (246)
for the current rate. The variation of the current rate is
δΓγ(E = iD) =
3π
8
δµ̂12 (δ1γ − δ2γ)J (0)12 J (0)21 , (247)
and the initial values of the tensors Hγ12 and G
γ
12, defined
in Eqs. (208) and (211), respectively, are therefore
Hγ12(E = iD) =
3π2
8
(δ1γ − δ2γ)J (0)12 J (0)21 , (248)
Gγ12(E = iD) =
3π2
4
(δ1γ − δ2γ)J (0)12 J (0)21 . (249)
3. Summary of the initial conditions
At high energies, E = iD, we found the following ini-
tial conditions for the isotropic Kondo model without
magnetic field:
G212 (E = iD) = −J (0)12 , (250)
G312 (E = iD) = i
π
2
J
(0)
13 J
(0)
32 , (251)
K12 (E = iD) = J
(0)
13 J
(0)
32 , (252)
Iγ112 (E = iD) = −
1
4
(δ1γ − δ2γ)J (0)12 , (253)
Iγ12 (E = iD) = (δ1γ − δ2γ)J (0)12 , (254)
Z (E = iD) = 1, (255)
δΓ (E = iD) = 0, (256)
Γγ (E = iD) =
3π
8
µ̂12 (δ1γ − δ2γ)J (0)12 J (0)21 , (257)
δΓγ (E = iD) =
3π
8
δµ̂12 (δ1γ − δ2γ)J (0)12 J (0)21 , (258)
Hγ12 (E = iD) =
3π2
8
(δ1γ − δ2γ)J (0)12 J (0)21 , (259)
Gγ12 (E = iD) =
3π2
4
(δ1γ − δ2γ)J (0)12 J (0)21 . (260)
G. RG equations
We will now discuss how the generic RG equations
for the effective Liouvillian (117), for the effective ver-
tex (118), the variation of the effective Liouvillian (138),
and the corresponding equations for the current vertex
and the current kernel are evaluated for the isotropic
Kondo model.
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1. Strategy for the selection and evaluation of diagrams
It has been shown in Sec. VF 3 that the initial condi-
tions for the vertex functions at E = iD fulfill
J (E = iD) ∼ G2 (E = iD) ∼ J (0), (261)
K (E = iD) ∼ G3 (E = iD) ∼
[
J (0)
]2
, (262)
Iγ (E = iD) ∼ Iγ1 (E = iD) ∼ J (0), (263)
where we have omitted the reservoir indices. For arbi-
trary E, we use
J12(E) = −G212(E) (264)
as a reference scale for the RG flow, in the sense that
we calculate all quantities, such as vertex functions and
rates, in leading and subleading order in J12(E). We will
see that the relations
K(E) ∼ [J(E)]2 , Iγ(E) ∼ J(E) (265)
still hold during the RG flow.
It will be shown later [cf. Eq. (358)] that the behav-
ior of the scale J at large E is (note that we omit the
reservoir indices and the Fourier variable for simplicity)
∂J
∂E
∼ 1
E
J2, (266)
which implies
∂
∂E
Jn ∼ 1
E
Jn+1. (267)
This means that we have to include the following terms
on the right-hand side for J and other quantities which
are ∼ J at large E:
∼ 1
E
J2 (leading order), or (268)
∼ 1
E
J3 (subleading order). (269)
This includes the current vertex Iγ , which is ∼ J accord-
ing to the initial condition (194), and the rate Γ, which is
∼ J because we will show that the right-hand side of its
RG equation is ∼ 1EJ2 in leading order [cf. Eq. (355)]. In
the RG equations for these quantities, we discard terms
such as
1
E
J4,
∆
E2
J3, (270)
which are of higher order in J or have a prefactor ∆E ,
where ∆ is an energy scale, like, e.g., the voltage V , which
fulfills |∆| ≪ |E|.
On the other hand, K and Γγ are ∼ J2 according to
the initial conditions (238) and (246). Therefore, we have
to consider all terms
∼ 1
E
J3 (leading order), or (271)
∼ 1
E
J4 (subleading order) (272)
r.h.s. (leading order) r.h.s. (subleading order)
J ∼ 1
E
J2 ∼ 1
E
J3
K ∼ 1
E
J3 ∼ 1
E
J4
Ga — —
Iγ ∼ 1
E
J2 ∼ 1
E
J3
Γ ∼ 1
E
J2 ∼ 1
E
J3
δΓ ∼ 1
E
J2 —
δΓγ ∼
1
E
J3 ∼ 1
E
J4
TABLE III: This table shows the order in J up to which the
terms on the right-hand side of the RG equations have to be
considered for all relevant vertex couplings and rates.
on the right-hand side of their RG equations in order to
cover all important contributions.
There are still two special cases which have to be con-
sidered separately, namely, the coupling Ga and the vari-
ation δΓ of the rate Γ:
• We will show later [cf. Eq. (327)] that the part
Ga of the vertex is Ga ∼ VE J2 in leading order.
Therefore, its contribution to the right-hand side
of the effective vertex, the current vertex, and the
effective Liouvillian (which are all ∼ J in leading
order) is at least of the order
1
E
JGa ∼ V
E2
J3 (273)
and can thus be neglected. Therefore, it is not nec-
essary to include Ga in the calculations.
• The leading order term on the right-hand side of
δΓ [Eq. (138)] is ∼ 1EJ2, which makes δΓ itself∼ J in leading order. Considering subleading terms
(∼ 1EJ3 on the right-hand side, which cause con-
tributions ∼ J2 to δΓ) is not necessary because
it would only result in additional terms ∼ 1EJ4 be-
yond the subleading order on the right-hand side of
Eq. (138), and, as we will see later [cf. Eq. (364)],
terms ∼ 1EJ5 beyond the subleading order in the
analogous RG equation for δΓγ .
An overview of the orders up to which the terms on
the right-hand side have to be considered for the different
vertex couplings and rates is shown in Table III.
2. Propagators and frequency integrals
For the isotropic Kondo model, the effective Liouvil-
lian L(E) = −iΓ(E)La has a threefold degenerate eigen-
value −iΓ(E). The fourth eigenvalue zero cannot occur
in resolvents between vertices (according to Ref. 33, this
follows from the fact that only the vertices which are av-
eraged over the Keldysh indices appear in the RG equa-
tions).
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Therefore, we can always replace the quantities χ(E)
and Z(E), defined in Eq. (116), which are superoperators
in Liouville space, according to
χ(E) = Z(E) [E − L(E)]→ Z(E) [E + iΓ(E)] , (274)
Z(E) =
1
1− ∂∂EL(E)
→ 1
1 + i ∂∂EΓ(E)
(275)
by complex numbers. We use the shorthand notations
χ1...n = χ (E1...n) , (276)
Z1...n = Z (E1...n) (277)
for these in the following.
Consequently, also the propagator
Π1...n = Π(E1...n) =
Z1...n
ω¯1...n + χ1...n
(278)
is a complex number.
This permits us to simplify the RG equations (117),
(118), and (138) by factoring out all frequency-dependent
parts, and separating the frequency-integrations from the
evaluation of the frequency-independent vertex superop-
erators in Liouville space.
The frequency integrals which are required for the eval-
uation of the RG equations are
F
(1)
12 = Z12
∫
dω
∫
dω′
f ′(ω)f ′(ω′)
ω + ω′ + χ12
, (279)
F
(1)
12,34 = Z12Z34
∫
dω
∫
dω′
f ′(ω)fa(ω′)
(ω + ω′ + χ12)(ω + ω′ + χ34)
,
(280)
F
(2)
12,34 = Z12
∫
dω
∫
dω′
F34(ω)f ′(ω)f ′(ω′)
ω + ω′ + χ12
, (281)
F
(3)
12 = −Z12
∫
dω
f ′(ω)
ω + χ12
, (282)
F
(4)
12,34 = Z12
∫
dω
F34(ω)f ′(ω)
ω + χ12
, (283)
where F1...n(ω) is a shorthand notation for
F1...n(ω) = F (E1...n, ω) , (284)
which has been defined in Eq. (119). The evaluation of
these integrals will be discussed in Appendix A.
Note that the first two of these integrals fulfill the re-
lation
Z12F
(1)
12 = F
(1)
12,12, (285)
which can be shown using integration by parts.
Using these integrals,the RG equations (117), (118),
and (138) can be written as
∂2
∂E2
L(E) =
1
2
G12(E)G2¯1¯(E12)F
(1)
12 +G12(E)G2¯3(E12)G3¯1¯(E13)
[
F
(2)
13,12 + F
(2)
12,13
]
, (286)
∂
∂E
G12(E) =
[
G13(E)G3¯2(E13)F
(3)
13 +G34(E)G4¯1(E34)G3¯2(E13)F
(4)
13,34
+G13(E)G24(E13)G4¯3¯(E1234)F
(4)
13,1234 − (1↔ 2)
]
− 1
2
G34(E)G12(E34)G4¯3¯(E1234)F
(1)
1234,34, (287)
∂
∂E
δL(E) =
1
2
δµ¯12G12(E)G2¯1¯(E12)F
(1)
12 −
1
2
G12(E)Z12δL(E12)G2¯1¯(E12)F
(1)
12
+G12(E)G2¯3(E12)G3¯1¯(E13)
[
δµ¯13F
(2)
13,12 + δµ¯12F
(2)
12,13
]
. (288)
Analogous equations can be found for the current kernel and the current vertex by replacing the leftmost effective
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vertex G with a current vertex Iγ .
3. Summation over η indices
To perform the sum over the η indices in the RG equa-
tions, we use Eqs. (189) and (190) and the shorthand
notations (222–224) for the quantities with a hat, which
do not depend on the η indices any more. We adopt
the same notation for Z12, χ12, and the integrals F
i
12
and F i12,34, and define that Ẑ12, χ̂12, F̂
i
12, and F̂
i
12,34 do
not depend on the η indices any more, and that always
η1 = −η2 = η3 = −η4 = +.
We now perform the summation in the different terms
in the RG equations for L(E), δL(E), and G12(E).
a. Terms in the RG equation for L(E): The leading
order terms are
1
2
G12(E)G2¯1¯(E12)F
(1)
12
=
1
2
Ĝ12(E)Ĝ21(Ê12)F̂
(1)
12
+
1
2
[
−Ĝ21(E)
] [
−Ĝ12(Ê21)
]
F̂
(1)
21
= Ĝ12(E)Ĝ2¯1¯(Ê12)F̂
(1)
12 , (289)
where we have exchanged the indices 1 and 2 in the sec-
ond term to merge it with the first one.
The subleading order terms are
G12(E)G2¯3(E12)G3¯1¯(E13)
[
F
(2)
13,12 + F
(2)
12,13
]
= Ĝ12(E)Ĝ23(Ê12)Ĝ31(Ê13)
[
F̂
(2)
13,12 + F̂
(2)
12,13
]
− Ĝ21(E)Ĝ32(Ê21)Ĝ13(Ê31)
[
F̂
(2)
31,21 + F̂
(2)
21,31
]
= Ĝ12(E)Ĝ23(Ê12)Ĝ31(Ê13)
[
F̂
(2)
13,12 + F̂
(2)
12,13
]
− Ĝ12(E)Ĝ31(Ê12)Ĝ23(Ê32)
[
F̂
(2)
32,12 + F̂
(2)
12,32
]
. (290)
b. Terms in the RG equation for δL(E): Very sim-
ilar considerations apply to the terms that contribute to
the renormalization of δL(E), even though some of them
contain an additional factor δµ¯12. We find
1
2
δµ¯12G12(E)G2¯1¯(E12)F
(1)
12
= δµ̂12Ĝ12(E)Ĝ21(Ê12)F̂
(1)
12 (291)
for the leading order terms,
− 1
2
G12(E)Z12δL(E12)G2¯1¯(E12)F
(1)
12
= −Ĝ12(E)Ẑ12δL(Ê12)Ĝ21(Ê12)F̂ (1)12 (292)
for the terms which contain δL, and
G12(E)G2¯3(E12)G3¯1¯(E13)
[
δµ¯13F
(2)
13,12 + δµ¯12F
(2)
12,13
]
= Ĝ12(E)Ĝ23(Ê12)Ĝ31(Ê13)
[
δµ̂13F̂
(2)
13,12 + δµ̂12F̂
(2)
12,13
]
− Ĝ21(E)Ĝ32(Ê21)Ĝ13(Ê31)
[
δµ̂31F̂
(2)
31,21 + δµ̂21F̂
(2)
21,31
]
= Ĝ12(E)Ĝ23(Ê12)Ĝ31(Ê13)
[
δµ̂13F̂
(2)
13,12 + δµ̂12F̂
(2)
12,13
]
− Ĝ12(E)Ĝ31(Ê12)Ĝ23(Ê32)
[
δµ̂32F̂
(2)
32,12 + δµ̂12F̂
(2)
12,32
]
.
(293)
for the subleading terms.
c. Terms in the RG equation for G12(E): We only
consider the case η1 = −η2 = + here, i.e., we consider
the renormalization of Ĝ12(E).
For the first leading order term, we get
G13(E)G3¯2(E13)F
(3)
13 = Ĝ13(E)Ĝ32(Ê13)F̂
(3)
13 , (294)
and for the term where the indices 1 and 2 are exchanged,
−G23(E)G3¯1(E23)F (3)23
= −Ĝ32(E)Ĝ13(Ê32)F̂ (3)32 . (295)
For the first subleading term that contributes to the
renormalization of the effective vertex, we get
G34(E)G4¯1(E34)G3¯2(E13)F
(4)
13,34 − (1↔ 2)
= Ĝ43(E)Ĝ14(Ê43)Ĝ32(Ê13)F̂
(4)
13,43
+ Ĝ34(E)Ĝ42(Ê34)Ĝ13(Ê32)F̂
(4)
32,34 (296)
(note that η1 = −η2 = + implies η3 = −η4 = − in the
first term, and η3 = −η4 = + in the second one, where 1
and 2 are interchanged).
Interchanging 3 ↔ 4 in the first term permits us to
merge both terms to
Ĝ34(E)
[
Ĝ13(Ê34)Ĝ42(Ê14)F̂
(4)
14,34
+Ĝ42(Ê34)Ĝ13(Ê32)F̂
(4)
32,34
]
. (297)
The second subleading term is
G13(E)G24(E13)G4¯3¯(E1234)F
(4)
13,1234 − (1↔ 2)
= Ĝ13(E)Ĝ42(Ê13)Ĝ34(Ê1243)F̂
(4)
13,1243
+ Ĝ32(E)Ĝ14(Ê32)Ĝ43(Ê1234)F̂
(4)
32,1234 (298)
(note that η1 = −η2 = + implies η3 = −η4 = − in the
first term, and η3 = −η4 = + in the second one, where 1
and 2 are interchanged).
The third subleading term becomes
− 1
2
G34(E)G12(E34)G4¯3¯(E1234)F
(1)
1234,34
= −Ĝ34(E)Ĝ12(Ê34)Ĝ43(Ê1234)F̂ (1)1234,34, (299)
30
where we interchanged the indices 3 and 4 in the term
with η3 = −η4 = − to merge both terms.
This term can be merged with the first subleading term
to
−Ĝ34(E)
[
Ĝ12(Ê34)Ĝ43(Ê1234)F̂
(1)
1234,34
− Ĝ13(Ê34)Ĝ42(Ê14)F̂ (4)14,34
−Ĝ42(Ê34)Ĝ13(Ê32)F̂ (4)32,34
]
. (300)
d. Summary: After the summation over the η in-
dices, the RG equations take the form
∂2
∂E2
L(E) = Ĝ12(E)Ĝ21(Ê12)F̂
(1)
12
+ Ĝ12(E)Ĝ23(Ê12)Ĝ31(Ê13)
[
F̂
(2)
13,12 + F̂
(2)
12,13
]
− Ĝ12(E)Ĝ31(Ê12)Ĝ23(Ê32)
[
F̂
(2)
32,12 + F̂
(2)
12,32
]
, (301)
∂
∂E
δL(E) = δµ̂12Ĝ12(E)Ĝ21(Ê12)F̂
(1)
12
− Ĝ12(E)Ẑ12δL(Ê12)Ĝ21(Ê12)F̂ (1)12 ,
+ Ĝ12(E)Ĝ23(Ê12)Ĝ31(Ê13)
[
δµ̂13F̂
(2)
13,12 + δµ̂12F̂
(2)
12,13
]
− Ĝ12(E)Ĝ31(Ê12)Ĝ23(Ê32)
[
δµ̂32F̂
(2)
32,12 + δµ̂12F̂
(2)
12,32
]
(302)
∂
∂E
Ĝ12(E) = Ĝ13(E)Ĝ32(Ê13)F̂
(3)
13 − Ĝ32(E)Ĝ13(Ê32)F̂ (3)32
− Ĝ34(E)
[
Ĝ12(Ê34)Ĝ43(Ê1234)F̂
(1)
1234,34 − Ĝ13(Ê34)Ĝ42(Ê14)F̂ (4)14,34
−Ĝ42(Ê34)Ĝ13(Ê32)F̂ (4)32,34
]
+ Ĝ13(E)Ĝ42(Ê13)Ĝ34(Ê1243)F̂
(4)
13,1243 + Ĝ32(E)Ĝ14(Ê32)Ĝ43(Ê1234)F̂
(4)
32,1234. (303)
The corresponding equations for the current kernel, its
variation, and the current vertex can be obtained by re-
placing the first effective vertex by a current vertex in
these RG equations.
4. Summation over the reservoir spin indices
To perform the summation over the spin index σ
in 1 ≡ ασ in Eqs. (301–303), we use the decomposi-
tions (191), (193), and (195), and the properties of the
basis superoperators which are summarized in Sec. VB.
a. Terms in the RG equation for L(E): The lead-
ing order term in Eq. (301) contains the following prod-
uct of effective vertices (note that we frequently omit the
Fourier argument in this section to improve the readabil-
ity of the equations):
Ĝ12Ĝ21 =
∑
χ,χ′=a,2,3
Gχ12G
χ′
21Trσ
(
L̂χL̂χ
′
)
. (304)
According to the multiplication Table I, the only com-
binations which yield a non-zero trace over the spin de-
gree of freedom in this equation are χ = χ′ = a and
χ = χ′ = 2:
Ĝ12Ĝ21 = G
a
12G
a
21Trσ
(
L̂aL̂a
)
︸ ︷︷ ︸
=TrσL̂a
+G212G
2
21 Trσ
(
L̂2L̂2
)
︸ ︷︷ ︸
= 12Trσ(L̂a+L̂2)
=
(
2Ga12G
a
21 +G
2
12G
2
21
)
La. (305)
It will be shown later that Ga ∼ VEJ2, such that it only
contributes to the renormalization of L(E) beyond the
subleading order. Therefore, these terms can be omitted.
Including the Fourier arguments and the F -integral,
the leading order contribution in Eq. (301) is thus
G212(E)G
2
21(Ê12)F̂
(1)
12 L
a. (306)
In the products ∼ ĜĜĜ that contribute to L(E), only
the contribution ∼ L̂2 of the effective vertex is needed.
31
Including the term ∼ L̂a would lead to terms in Γ(E)
which are beyond the subleading order in J , and the term
∼ L̂3 cannot be included in any product of three vertices
which is non-zero when summed over all spin degrees of
freedom according to the multiplication Tables I and II
and the property TrσL̂
2,3 = 0.
Therefore, the products of three vertices which appear
in (301) are
Ĝ12Ĝ23Ĝ31 = G
2
12G
2
23G
2
31Trσ
(
L̂2L̂2L̂2
)
, (307)
−Ĝ12Ĝ31Ĝ23 = −G212G231G223Trσ
(
L̂2,T L̂2,T L̂2,T
)
.
(308)
According to the Tables I and II, we get
L̂2L̂2L̂2 =
1
2
L̂2
(
L̂a + L̂2
)
=
3
4
L̂2 +
1
4
L̂a, (309)
L̂2,T L̂2,T L̂2,T =
1
2
L̂2,T
(
L̂a,T − L̂2,T
)
=
3
4
L̂2,T − 1
4
L̂a,T . (310)
When performing the trace over the spin degree of free-
dom, this yields 12L
a and − 12La, respectively.
The sum of the subleading terms in Eq. (301), includ-
ing the Fourier variables and the F -integrals, is thus
1
2
G212(E)G
2
23(Ê12)G
2
31(Ê13)
[
F̂
(2)
13,12 + F̂
(2)
12,13
]
La
+
1
2
G212(E)G
2
31(Ê12)G
2
23(Ê32)
[
F̂
(2)
32,12 + F̂
(2)
12,32
]
La.
(311)
b. Terms in the RG equation for δΓ(E): As dis-
cussed earlier, we only need the leading order term for
δΓ(E) (cf. Table III). Therefore, only the first term from
the RG equation (302) is required. It differs from the
one in the corresponding equation (301) only in the ad-
ditional factor δµ̂12. The spin summation can thus be
done similarly, and the result, analogous to Eq. (306), is
δµ̂12G
2
12(E)G
2
21(Ê12)F̂
(1)
12 L
a. (312)
c. Current kernel: The RG equation for the current
kernel and for its variation can be obtained from the re-
spective Eqs. (301) and (302) for the effective Liouvillian
and its variation by replacing the first vertex by a current
vertex.
The leading order term is
Îγ12Ĝ21 =
∑
χ=b,1
∑
χ′=a,2,3
Iγχ12 G
χ′
21 Trσ
(
L̂χL̂χ
′
)
︸ ︷︷ ︸
6= 0 only for χ = 1, χ′ = 3
= 6Iγ112G
3
21L
b. (313)
For the variation of the current kernel, we also need prod-
ucts of the form Îγ12δLĜ21. Using δL(E) = −iδΓ(E)La,
we get
Îγ12δLĜ21 = −iδΓ
∑
χ=b,1
∑
χ′=a,2,3
Iγχ12 G
χ′
21 TrσL̂
χL̂aL̂χ
′︸ ︷︷ ︸
6= 0 only for χχ′ = 13
= −6i δΓIγ112G321Lb. (314)
Combining these terms and including the Fourier argu-
ments and F -integrals yields the leading order contribu-
tion to the variation of the current kernel:
6Iγ112 (E)G
3
21(Ê12)
[
δµ̂12 + iẐ12δΓ(Ê12)
]
F̂
(1)
12 L
b. (315)
The subleading terms for the current kernel and its
variation contain the products
Îγ12Ĝ23Ĝ31, − Îγ12Ĝ31Ĝ23. (316)
We are only interested in contributions which have a non-
zero trace. Therefore, only the term ∼ L̂1 in the current
vertex, the term ∼ L̂2 in the first vertex Ĝ, and the
term ∼ L̂3 in the last vertex Ĝ are relevant (cf. Tables I
and II). The required superoperator products are there-
fore
L̂1L̂2L̂3 = L̂1L̂3 = 3L̂b, (317)
L̂1,T L̂2,T L̂2,T = −L̂1,T L̂3,T = −3L̂b. (318)
When performing the trace over the spin degree of free-
dom, this yields 6Lb and −6Lb, respectively. Conse-
quently, the subleading terms which contribute to the
variation of the current kernel are
6Iγ112 (E)G
2
23(Ê12)G
3
31(Ê13)
×
[
δµ̂13F̂
(2)
13,12 + δµ̂12F̂
(2)
12,13
]
Lb
+ 6Iγ112 (E)G
2
31(Ê12)G
3
23(Ê32)
×
[
δµ̂32F̂
(2)
32,12 + δµ̂12F̂
(2)
12,32
]
Lb. (319)
d. Terms in the RG equation for G12(E): First, we
consider the leading order terms in Eq. (303). The prod-
uct of two effective vertices Ĝ is
Ĝ13Ĝ32 =
∑
χ,χ′=a,2,3
Gχ13G
χ′
32 L̂
χL̂χ
′︸ ︷︷ ︸
6= 0 only for χ 6= 3
=
(
1
2G
2
13G
2
32 +G
a
13G
2
32 +G
2
13G
a
32
)
L̂2
+
(
G213G
3
32 +G
a
13G
3
32
)
L̂3
+
(
1
2G
2
13G
2
32 +G
a
13G
a
32
)
L̂a. (320)
Note that the spin indices are contained in the matrices
L̂a,2,3, which are defined in Eqs. (173) and (174), on the
right-hand side. All matrices L̂a,b,1,2,3 which appear in
the final results on the right-hand side of equations in
this section have the spin indices σ1 and σ2, which are
left out here to improve the readability, i.e.,
L̂a,b,1,2,3 ≡ L̂a,b,1,2,3σ1σ2 . (321)
32
If the spin indices are reversed, we find (note that an
overall minus sign has been added for convenience be-
cause it also appears in the RG equations where the spin
indices are interchanged)
−Ĝ32Ĝ13 = −
∑
χ,χ′=a,2,3
Gχ32G
χ′
13
[(
L̂χ
)T (
L̂χ
′
)T ]T
︸ ︷︷ ︸
6= 0 only for χ 6= 3
=
(
1
2G
2
32G
2
13 +G
a
32G
2
13 +G
2
32G
a
13
)
L̂2
+
(
G232G
3
13 +G
a
32G
3
13
)
L̂3
− ( 12G232G213 +Ga32Ga13) L̂a. (322)
We will first discuss why the terms containing Ga can
be omitted here and in all other RG equations. We get
the leading order part of the RG equation for Ga12(E) by
including the Fourier arguments in the contributions ∼
L̂a from Eqs. (320) and (322) and adding the F -integrals:
∂
∂E
Ga12(E)
∣∣∣∣
l.o.
=
[
1
2G
2
13(E)G
2
32(Ê13) +G
a
13G
a
32(E)(Ê13)
]
F̂
(3)
13
−
[
1
2G
2
32(E)G
2
13(Ê32) +G
a
32(E)G
a
13(Ê32)
]
F̂
(3)
32 .
(323)
In the case V = 0, all Fourier arguments and F -integrals
are equal, and the right-hand side is thus zero. For V ≪
|E|, an expansion of the effective vertices and the F -
integrals yields
G212(Ê12) = G
2
12(E) +O
{
V
E
[J(E)]
2
}
, (324)
F̂
(3)
12 − F̂ (3)32 = O
(
V
E2
)
. (325)
This means that the leading contribution to the renor-
malization of Ga12(E) is
∂
∂E
Ga12(E)
∣∣∣∣
l.o.
∼ V
E2
J2 ∼ ∂
∂E
(
V
E
J2
)
+O
(
V
E2
J3
)
(326)
(where we have used ∂J∂E ∼ 1EJ2 in leading order), and
that the leading contribution to Ga12(E) itself is thus
Ga12(E) ∼
V
E
J2. (327)
As discussed in Sec. VG1, this observation allows us to
omit all terms which containGa, because they would only
cause contributions beyond the subleading order to the
RG equations of the physical observables.
In the subleading terms in Eq. (303), different prod-
ucts of effective vertices occur, which are evaluated in
Appendix B 1. The final results are [cf. Eqs. (B22)–
(B26)]
Ĝ34Ĝ12Ĝ43 =
1
2
G234G
2
12G
2
43L̂
2
12 −G234G212G343L̂312,
(328)
Ĝ34Ĝ13Ĝ42 =
1
4
G234G
2
13G
2
42L̂
2
12, (329)
Ĝ34Ĝ42Ĝ13 =
1
4
G234G
2
42G
2
13L̂
2
12, (330)
Ĝ13Ĝ42Ĝ34 =
1
4
G213G
2
42G
2
34L̂
2
12 −G213G242G334L̂312,
(331)
Ĝ32Ĝ14Ĝ43 =
1
4
G232G
2
14G
2
43L̂
2
12 −G232G214G343L̂312.
(332)
e. Terms in the RG equation for the current vertex
Iγ12(E): We have to replace the first vertex in each of
the terms on the right-hand side of Eq. (303) by a current
vertex in order to obtain the RG equation for the current
vertex. The leading order terms are
Îγ13Ĝ32 =
∑
χ=b,1
∑
χ′=a,2,3
Iγχ13 G
χ′
32 L̂
χL̂χ
′︸ ︷︷ ︸
6= 0 for χ 6= b
= Iγ113
(
Ga32 +G
2
32
)
L̂1 + 3Iγ113G
3
32L̂
b, (333)
and
−Îγ32Ĝ13 = −
∑
χ=b,1
∑
χ′=a,2,3
Iγχ32 G
χ′
13
[(
L̂χ
)T (
L̂χ
′
)]T
︸ ︷︷ ︸
6= 0 for χ 6= b
= Iγ132
(−Ga13 +G213) L̂1 − 3Iγ132G313L̂b. (334)
According to Eqs. (315) and (319), the part ∼ L̂b of the
current vertex does not contribute to the current kernel
and can therefore be neglected. The only relevant leading
order contribution to the renormalization of the current
vertex is thus
Iγ113 (E)G
2
32(Ê13)F̂
(3)
13 + I
γ1
32 (E)G
2
13(Ê32)F̂
(3)
32 . (335)
The subleading terms are evaluated in Appendix B2, cf.
Eqs. (B36)–(B40):
Îγ34Ĝ12Ĝ43 = −Iγ134G212G243L̂112, (336)
Îγ34Ĝ13Ĝ42 = −Iγ134G213G242L̂112, (337)
Îγ34Ĝ42Ĝ13 = −Iγ134G242G213L̂112, (338)
Îγ13Ĝ42Ĝ34 = 0, (339)
Îγ32Ĝ14Ĝ43 = 0. (340)
f. Summary: After the summation over the spin
indices, we get the following RG equations for the
rate Γ(E), which is contained in the effective Liouvil-
lian L(E) = −iΓ(E)La [by adding the contributions
from Eqs. (306) and (311)], the variation of the rate
33
δΓ(E) [which we only need the leading order contri-
bution (312) for], the variation of the current kernel
δΣγ(E) = iδΓγ(E)L
b [by adding the contributions from
Eqs. (315) and (319)], the effective vertex [by collect-
ing the terms ∼ L̂2,3 which do not contain Ga from
Eqs. (320), (322) and (328–332)], and the current ver-
tex [by considering the terms from Eqs. (335) and (336)–
(340))]
∂2
∂E2
Γ(E) = iG212(E)G
2
21(Ê12)F̂
(1)
12 + i
1
2
G212(E)G
2
23(Ê12)G
2
31(Ê13)
[
F̂
(2)
13,12 + F̂
(2)
12,13
]
+ i
1
2
G212(E)G
2
31(Ê12)G
2
23(Ê32)
[
F̂
(2)
32,12 + F̂
(2)
12,32
]
, (341)
∂
∂E
δΓ(E) = iδµ̂12G
2
12(E)G
2
21(Ê12)F̂
(1)
12 , (342)
∂
∂E
δΓγ(E) = −6iIγ112 (E)
{
G321(Ê12)
[
δµ̂12 + iẐ12δΓ(Ê12)
]
F̂
(1)
12
+G223(Ê12)G
3
31(Ê13)
[
δµ̂13F̂
(2)
13,12 + δµ̂12F̂
(2)
12,13
]
+G231(Ê12)G
3
23(Ê32)
[
δµ̂32F̂
(2)
32,12 + δµ̂12F̂
(2)
12,32
]}
, (343)
∂
∂E
G212(E) =
1
2
G213(E)G
2
32(Ê13)F̂
(3)
13 +
1
2
G232(E)G
2
13(Ê32)F̂
(3)
32
+
1
2
G234(E)
{
−G212(Ê34)G243(Ê1234)F̂ (1)1234,34 +
1
2
G213(Ê34)G
2
42(Ê14)F̂
(4)
14,34
+
1
2
G242(Ê34)G
2
13(Ê32)F̂
(4)
32,34
}
+
1
4
G213(E)G
2
42(Ê13)G
2
34(Ê1243)F̂
(4)
13,1243 +
1
4
G232(E)G
2
14(Ê32)G
2
43(Ê1234)F̂
(4)
32,1234, (344)
∂
∂E
G312(E) = G
2
13(E)G
3
32(Ê13)F̂
(3)
13 +G
2
32(E)G
3
13(Ê32)F̂
(3)
32 +G
2
34(E)G
2
12(Ê34)G
3
43(Ê1234)F̂
(1)
1234,34
−G213(E)G242(Ê13)G334(Ê1243)F̂ (4)13,1243 −G232(E)G214(Ê32)G343(Ê1234)F̂ (4)32,1234, (345)
∂
∂E
Iγ112 (E) = I
γ1
13 (E)G
2
32(Ê13)F̂
(3)
13 + I
γ1
32 (E)G
2
13(Ê32)F̂
(3)
32 + I
γ1
34 (E)G
2
12(Ê34)G
2
43(Ê1234)F̂
(1)
1234,34
− Iγ134 (E)G213(Ê34)G242(Ê14)F̂ (4)14,34 − Iγ134 (E)G242(Ê34)G213(Ê32)F̂ (4)32,34. (346)
34
With Z(E) = 1/
[
1 + i ∂∂EΓ(E)
]
, ∂∂EZ(E) = −iZ(E)2 ∂
2
∂E2Γ(E), and using the shorthand notations (225–227), we get
the final RG equations
∂
∂E
Γ(E) = −i [Z(E)−1 − 1] (347)
∂
∂E
Z(E) = Z(E)2J12(E)J21(Ê12)F̂
(1)
12 −
1
2
Z(E)2J12(E)J23(Ê12)J31(Ê13)
[
F̂
(2)
13,12 + F̂
(2)
12,13
]
− 1
2
Z(E)2J12(E)J31(Ê12)J23(Ê32)
[
F̂
(2)
32,12 + F̂
(2)
12,32
]
, (348)
∂
∂E
δΓ(E) = iδµ̂12J12(E)J21(Ê12)F̂
(1)
12 , (349)
∂
∂E
[πδΓγ(E)] = −3π
2
4
Iγ12(E)
{
K21 (E)
[
δµ̂12 + iẐ12δΓ(Ê12)
]
F̂
(1)
12
− J23(Ê12)K31(E)
[
δµ̂13F̂
(2)
13,12 + δµ̂12F̂
(2)
12,13
]
− J31(Ê12)K23(E)
[
δµ̂32F̂
(2)
32,12 + δµ̂12F̂
(2)
12,32
]}
, (350)
∂
∂E
J12(E) = −1
2
J13(E)J32(Ê13)F̂
(3)
13 −
1
2
J32(E)J13(Ê32)F̂
(3)
32
− 1
2
J34(E)
{
J12(Ê34)J43(Ê1234)F̂
(1)
1234,34 −
1
2
J13(Ê34)J42(Ê14)F̂
(4)
14,34
−1
2
J42(Ê34)J13(Ê32)F̂
(4)
32,34
}
+
1
4
J43(Ê1234)
{
J14(E)J32(Ê14)F̂
(4)
14,1234 + J32(E)J14(Ê32)F̂
(4)
32,1234
}
, (351)
∂
∂E
K12(E) = −J13(Ê21)K32 (E) F̂ (3)23 − J32(Ê21)K13 (E) F̂ (3)31 + J34(Ê21)J12(Ê2134)K43 (E) F̂ (1)34,2134
− J13(Ê21)J42(Ê23)K34 (E) F̂ (4)23,43 − J32(Ê21)J14(Ê31)K43 (E) F̂ (4)31,34, (352)
∂
∂E
Iγ12(E) = −Iγ13(E)J32(Ê13)F̂ (3)13 − Iγ32(E)J13(Ê32)F̂ (3)32 + Iγ34(E)J12(Ê34)J43(Ê1234)F̂ (1)1234,34
− Iγ34(E)J13(Ê34)J42(Ê14)F̂ (4)14,34 − Iγ34(E)J42(Ê34)J13(Ê32)F̂ (4)32,34. (353)
Using these equations and their behavior at large values
of |E|, we can now justify the strategy for the selection
of diagrams which has been presented in section VG1.
For large |E|, the integrals which appear in the leading
order terms of the RG equations can be approximated by
F̂
(1)
12 ≈ F̂ (3)12 ≈
1
E
. (354)
Therefore, we find that the right-hand side of the RG
equations of couplings and rates take the form (we leave
out reservoir indices because we are only interested in the
overall scale)
∂2
∂E2
Γ ∼ 1
E
J2, (355)
∂
∂E
δΓ ∼ 1
E
J2, (356)
∂
∂E
δΓγ ∼ 1
E
IγK, (357)
∂
∂E
J ∼ 1
E
J2, (358)
∂
∂E
K ∼ 1
E
JK, (359)
∂
∂E
Iγ ∼ 1
E
IγJ (360)
for large values of |E|.
Comparing Eqs. (355) and (356) with Eq. (358) shows
that
Γ(E) ∼ J(E), δΓ(E) ∼ J(E) (361)
at large |E|.
35
Equation (358) confirms that the RG equations (359)
and (360) are consistent with the behavior
K(E) ∼ [J(E)]2 , Iγ(E) ∼ J(E) (362)
of K12(E) and I
γ
12(E) at large |E|.
Finally, substituting Eq. (362) into (357) results in
∂
∂E
δΓγ(E) ∼ 1
E
J3. (363)
On the other hand, considering subleading terms ∼ J2
for δΓ(E) in the right-hand side of Eq. (350) would add
terms
1
E
IγKJ2 ∼ 1
E
J5 (364)
to ∂∂E δΓγ(E), which is two orders in J higher than the
leading contribution (363). These terms beyond the sub-
leading order can be neglected.
To solve the RG equations (347)–(353) numerically we
use the initial conditions (250)–(260),
Z (E = iD) = 1, (365)
δΓ (E = iD) = 0, (366)
πδΓγ (E = iD) =
3π2
8
δµ̂12 (δ1γ − δ2γ)J (0)12 J (0)21 , (367)
J12 (E = iD) = J
(0)
12 , (368)
K12 (E = iD) = J
(0)
13 J
(0)
32 , (369)
Iγ12 (E = iD) = (δ1γ − δ2γ)J (0)12 . (370)
Furthermore, we use the special form (142) for J
(0)
12 and
consider (for simplicity) the case of two reservoirs with
α ≡ L/R ≡ ± and symmetric coupling xL = xR = 12 ,
J
(0)
αα′ = J0. (371)
The chemical potentials are written as µα = α
V
2 , where
V denotes the bias voltage. In this case, we get from
Eqs. (208), (211), (214) and (217)
πδΓγ(E) = G
γ
LR(E)(δµL − δµR) = γ
G(E)
G0
δV, (372)
δ 〈Iγ〉 (E) = γ i
E
G(E)δV, (373)
where GLLR(E) = G(E)/G0 is the conductance G(E) in
units of the universal conductance G0 =
2e2
h . The varia-
tion of the stationary current follows from
δ 〈Iγ〉st = γGstδV, (374)
where Gst = G(0) is the stationary conductance.
For the special case of two reservoirs with symmetric
couplings, we obtain the initial conditions
Z (E = iD) = 1, (375)
δΓ (E = iD) = 0, (376)
πδΓγ (E = iD) = γ
3π2
4
(J0)
2δV, (377)
G(E = iD) = G0
3π2
4
(J0)
2, (378)
J12 (E = iD) = J0, (379)
K12 (E = iD) = 2(J0)
2, (380)
Iγ12 (E = iD) = (δ1γ − δ2γ)J0, (381)
We note that these initial conditions do not contain
nonuniversal terms of O( 1D ) and higher orders in the
bare coupling J0. Therefore, to extract only the univer-
sal part of the solution up to subleading order, one has
to use the scaling limit (8). Furthermore, as explained
in Section IVF, the missing initial condition for Γ(E)
at E = iD has to be determined from another reference
point since this energy scale is related to the Kondo tem-
perature and not universal. As shown in the next section,
one can set up the scaling limit and the initial condition
for Γ by studying the analytic solution for T = V = 0.
H. Analytic solution for T = V = 0, the scaling limit
and the initial condition for Γ
In the special case of zero temperature and zero volt-
age, the RG equations can be solved analytically (ex-
cept for Γ). We set E = iΛ and start the RG flow at
Λ = Λ0 ≡ D. In accordance with the initial conditions
(379), (380) and (381), we find that the vertices J12 and
K12 do not depend on the lead indices,
J12 = J, K12 = K, (382)
[we omit the variable E = iΛ in all quantities for simplic-
ity here], and that the current vertex can be parametrized
by
Iγ12 = (δ1γ − δ2γ)JI . (383)
By substituting the integrals (A14)–(A18) into the RG
equations (347)–(353) we obtain
d
dΛ
Γ =
1
Z
− 1, (384)
d
dΛ
Z =
1
Λ + Γ
4Z2J2, (385)
d
dΛ
G = −G0 3π
2
2
1
Λ + Γ
JIK, (386)
d
dΛ
J = − 1
Λ + Γ
2J2 (1 + ZJ) , (387)
d
dΛ
K = − 1
Λ + Γ
4KJ (1− ZJ) , (388)
d
dΛ
JI = − 1
Λ + Γ
2JIJ. (389)
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We define
J˜ = ZJ, J˜I = ZJI (390)
and a new flow parameter
λ = Λ+ Γ, (391)
which implies
dλ
dΛ
=
1
Z
. (392)
Transforming the RG equations to the flow parameter λ
yields
d
dλ
Γ = 1− Z, (393)
d
dλ
Z =
1
λ
4ZJ˜2, (394)
d
dλ
G = −G0 3π
2
2
1
λ
J˜IK, (395)
d
dλ
J˜ = − 1
λ
2J˜2
(
1− J˜
)
, (396)
d
dλ
K = − 1
λ
4KJ˜
(
1− J˜
)
, (397)
d
dλ
J˜I = − 1
λ
2J˜I J˜
(
1− 2J˜
)
. (398)
Integrating Eq. (396), we obtain the invariant
TK ≡ (Λ + Γ)
(
J˜
1− J˜
)1/2
e−
1
2J˜ . (399)
The nonuniversal invariant TK sets the low energy scale.
If not written explicitly, we will use the energy unit TK =
1 in the following. Note that this invariant is identical to
the Kondo temperature defined in Eq. (2), since in the
limit Λ ≡ D →∞ we get J˜ = J0 → 0.
Taking ratios one can eliminate λ from some of the RG
equations and obtains
dZ
dJ˜
= −2 Z
1− J˜
, (400)
dG
dJ˜
= G0
3π2
2
J˜IK
2J˜2(1− J˜)
, (401)
dK
dJ˜
= 2
K
J˜
, (402)
dJ˜I
dJ˜
= J˜I
(
1
J˜
− 1
1− J˜
)
. (403)
Integrating the RG equations for Z, K and JI , we obtain
another set of invariants
cZ ≡ Z(
1− J˜
)2 , cK ≡ K
2J˜2
, cI ≡ J˜I
J˜(1− J˜)
.
(404)
Inserting this solution for K and J˜I into the RG equation
(401) for G and integrating it, we find another invariant
cG ≡ G− cIcKG0 3π
2
4
J˜2. (405)
The invariants cZ , cK , cI and cG are fixed by comparing
with the initial conditions (375), (379), (380), (381) and
(378) in the scaling limit (8). We obtain cZ = cK = cI =
1 and cG = 0, leading to the universal results
Z =
(
1− J˜
)2
, (406)
K = 2J˜2, (407)
J˜I = J˜
(
1− J˜
)
, (408)
G = G0
3π2
4
J˜2. (409)
So far we have solved all RG equations analytically except
for the RG equation (393) for Γ. The solution of this
equation is needed to determine J˜ as function of Λ via
(399). Taking the ratio of (393) and (396), and using
(399) and (406), we obtain
d
dJ˜
(
Γ
TK
)
= − 1−
1
2 J˜
J˜
√
J˜(1− J˜)
e
1
2J˜ . (410)
This is a complicated differential equation and cannot
be solved analytically. Furthermore, since only the ratio
Γ/TK is universal, it is impossible to set up a univer-
sal initial condition at high energies from a perturbative
calculation of Γ. Therefore, we study the numerical solu-
tion of the differential equation for Γ by starting at Λ = 0
and using the exact and universal result G(0)/G0 = 1 as
boundary condition. Using Eqs. (409) and (399), the ini-
tial condition for Γ(0)/TK can then be calculated from
Γ(0)
TK
=
(
1− J˜(0)
J˜(0)
)1/2
e
1
2J˜(0) , J˜(0) =
2
π
√
3
. (411)
With this starting point, one can solve Eq. (410) numeri-
cally and can determine the universal ratio Γ(iΛ)/TK for
any value Λ of the flow parameter. With this solution,
one can determine J˜ as function of Λ/TK from Eq. (399),
and Z, K, JI and G follow from Eqs. (406), (407), (408)
and (409). In this way, one can find a universal result for
all quantities for any flow parameter Λ.
At finite temperature T or bias voltage V , we start
at a finite flow parameter Λ = Λ0 ≫ T, V and use the
result of the T = V = 0 solution as initial condition. The
stability of the solution can be checked by increasing Λ0
by several orders of magnitude.
Although this procedure by first solving the T = V = 0
RG equations from Λ = 0 up to Λ0 and, subsequently,
at finite T or V , solving backwards from Λ0 down to
Λ = 0, is in principle possible, it is numerically not the
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most accurate one. The reason is that, at T = V = 0,
the universal conductance is not precisely reproduced nu-
merically by the two subsequent steps. Therefore, we de-
scribe in the following section a numerically more precise
procedure.
I. Initial conditions for a finite flow parameter
For given T, V and given symmetric Kondo coupling
J0 = J
(0)
αα′ we use the following strategy to set up the
initial conditions at E = iΛ0 (we use the energy unit
TK = 1 in the following).
1. We calculate the initial values from the T = V = 0
solutions (406)-(409) according to
J(iΛ0) = J0, (412)
Z(iΛ0) =
1 + 2J0 −
√
1 + 4J0
2J20
, (413)
J˜(iΛ0) = J˜0 = Z(iΛ0)J0, (414)
K(iΛ0) = 2J˜
2
0 , (415)
JI(iΛ0) = J0
(
1− J˜0
)
, (416)
G(iΛ0) = G0
3π2
4
J˜20 . (417)
2. For any arbitrary initial value Γ0 = Γ(iΛ0), we can
calculate the initial flow parameter Λ0 (Γ0) from
Eq. (399) (with TK ≡ 1),
Λ0 = −Γ0 + e
1
2J˜0
√
1− J˜0
J˜0
, (418)
and then solve the T = V = 0 flow equations from
Λ = Λ0 to Λ = 0 to obtain the final differential
conductance G(0). This procedure defines a func-
tion GΓ0 , which maps the initial value of Γ0 to the
differential conductance at E = T = V = 0.
3. The initial value Γ0 is chosen such that the differ-
ential conductance at E = T = V = 0, calculated
as described in step 2, is equal to the unitary value
G0 = 2
e2
h .
4. We use the initial values Z(iΛ0), K(iΛ0), JI(iΛ0),
G(iΛ0), Γ0 and Λ0, which were calculated for the
case T = V = 0, also for finite T and V . This
is justified if the initial flow parameter Λ0 is much
larger than T and V because the renormalization of
all quantities does not depend significantly on en-
ergy scales which are much smaller than the current
flow parameter.
5. The RG equations (347)–(353) couple vertex cou-
plings and rates to each other whose Fourier vari-
ables E differ by the voltage V . Therefore, we also
need initial values for
J (iΛ0 + nV ) , Z (iΛ0 + nV ) , . . . , (419)
where n is an integer number. These are calculated
from J (iΛ0), Z (iΛ0), etc., by solving the RG equa-
tions (384-389) along the path parallel to the real
axis.
As already explained in Sec. IVA, the last point is very
essential and is an improvement compared to Ref. 35.
Only by including it one finds that it is sufficient to take
a ratio of Λ0TK ∼ 106 [i.e., J˜ ≡ J0 ∼ 0.04, cf. Eq. (399)] to
find a stable solution of the RG equations for T, V ≪ TK .
J. RG equations and initial conditions in second
order
As reference, we will state here how the corresponding
initial conditions are determined when we consider all RG
equations only in leading second order. From the third
order RG equations (347)-(353), one can easily obtain
the second order equations by leaving out all summands
which contain three vertices J , K, or Iγ .
The solution for T = V = 0 and the initial conditions
for a finite flow parameter have to be modified acccord-
ingly. We only mention the results here.
• Solution for T = V = 0:
Λ + Γ
TK
=
1
J
e
1
2J˜ , (420)
Z =
1
1 + 2J
, (421)
K = 2J2, (422)
JI = J, (423)
G = G0
3π2
4
J2. (424)
• Initial condition for finite flow parameter (with
TK ≡ 1):
Λ0 = −Γ0 + 1
J0
e
1
2J0 , (425)
Z(iΛ0) =
1
1 + 2J0
, (426)
K(iΛ0) = 2J
2
0 , (427)
JI(iΛ0) = J0, (428)
G(iΛ0) = G0
3π2
4
J20 , (429)
where Γ0 is again determined such that the differ-
ential conductance G at E = 0 becomes unitary.
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VI. RESULTS
A. Differential conductance at finite temperature
and voltage
We have solved the RG equations which have been de-
rived in the previous section for the second and third
order truncation schemes numerically. Thus we have ob-
tained results for the differential conductance G(T, V ) for
transport through a Kondo quantum dot at finite tem-
perature and voltage. Figure 2 shows a three-dimensional
plot of G(T, V ) calculated in third order. The tempera-
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FIG. 2: The differential conductance G(T, V ) as function of
temperature and voltage, scaled by the unitary conductance
G0 = G(T = V = 0) = 2e
2/h. All RG equations were consid-
ered in third order truncation and solved numerically.
ture and voltage are scaled by T ∗K and T
∗∗
K , respectively,
as defined by Eqs. (3) and (10). The plateau in the upper
left corner of Fig. 2 corresponds to the unitary conduc-
tance G0 =
2e2
h which is reached if both temperature and
voltage are several orders of magnitude smaller than the
Kondo temperature.
Figure 3 shows the T -dependence of the differential
conductance for six different fixed values of V . For V = 0,
the temperature dependence of the conductance has al-
ready been compared to numerically exact NRG calcula-
tions in Ref. 35, where a deviation . 3% has been found
in the whole temperature regime independent of the trun-
cation order. For finite voltage, the results for the sec-
ond and third order truncation schemes agree quite well
if the temperature and the voltage are scaled by the cor-
responding values of T ∗K and T
∗∗
K , respectively. In the
range
10−4 ≤ T
T ∗K
,
V
T ∗∗K
≤ 107, (430)
which is plotted in Fig. 2, the maximal deviation in the
differential conductance G(T, V ) between both trunca-
tion schemes is less than 15%. In contrast, the ratio
T∗K
T∗∗
K
depends crucially on the truncation order, which seems
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FIG. 3: (Color online) The differential conductance GV (T )
as function of temperature for constant voltage. The solid
(dashed) lines show the results of the calculations in third
(second) order truncation.
to hold also for other ratios of low-energy scales within
our method when applied to the strong coupling regime
(see the next section). We obtain
T∗K
T∗∗
K
≈ 1.044 in second
order truncation, and
T ∗K
T ∗∗K
≈ 0.623 (431)
in third order truncation. Since the result in third order
truncation is expected to lie closer to the correct result
(see also the next section), the last result may serve as
a guideline for more precise calculations in the future.
We note that our prediction is quite close to the result
T ∗K/T
∗∗
K ∼ 0.66 obtained in Ref. 41, where the GW ap-
proximation within the σGσW formalism has been used
for the symmetric Anderson model. Taking our result,
the Fermi liquid coefficients c∗∗T and c
∗∗
V can be calcu-
lated from Eqs. (7) and (12), leading to the prediction
c∗∗T ≈ 16.95, c∗∗V ≈ 2.58. (432)
Figure 3 clearly shows that the differential conductance
GV (T ) ≡ G(T, V ) is in general not a monotonous func-
tion of T if V is fixed. For V & T ∗∗K , there is a pro-
nounced maximum. Figure 4 shows how the position
Tmax(V ) of this maximum depends on the voltage V (if
the RG equations are solved using the third order trun-
cation). For V & T ∗K , i.e., in the regime where there is
a pronounced maximum, the function Tmax(V ) can be
approximated quite well by a linear fit over six orders of
magnitude in the ratio V/T ∗∗K . Figure 5 shows that the
behavior is very similar if the conductance is calculated
within the second order truncation scheme.
This linear fit from Fig. 4 appears to be a reason-
able approximation also for the width of the peak of the
function GV (T ) at fixed V , see Fig. 6. We define the
peak width as the difference T2(V )−T1(V ), where Ti(V ),
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FIG. 4: The position Tmax of the peak in the differential con-
ductance GV (T ), calculated within the third order truncation
scheme, at constant voltage V , cf. the solid lines in Fig. 3.
The solid line corresponds to the linear fit T
T∗
K
= 0.597653 V
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at large voltages.
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FIG. 5: The position Tmax of the peak in the differen-
tial conductance GV (T ), calculated within the second order
truncation scheme, at constant voltage V , cf. the dashed
lines in Fig. 3. The solid line corresponds to the linear fit
T
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i = 1, 2, are chosen such that GV [Ti(V )] is the average
of the zero-temperature conductance GV (T = 0) and the
maximum value GV [Tmax(V )]. This means that the ex-
cess conductance GV (T ) − GV (T = 0) reaches exactly
half its maximum value at Ti(V ), i = 1, 2.
At first sight, it might seem counter-intuitive that
the conductance can increase for increasing temperature
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FIG. 6: (Color online) The width T2(V )− T1(V ) of the peak
in the differential conductance GV (T ) at finite voltage V , cf.
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1
2
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K
=
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that has been used in Fig. 4.
since temperature acts as a cutoff of the RG-flow, as can
be seen from the form of the integrals in Eqs. (279)-(283).
However, by looking at the final RG equations (347)-
(353), one can see that the cutoff provided by the voltage
V is very different and by no means an overall cutoff for
all quantities. In particular, the quantities for E = iΛ
and for E = ±V + iΛ have a considerably different flow
as function of Λ and are coupled to each other in a com-
plicated way. For finite V & T ∗∗K and T = 0, this leads
to the effect that the conductance shows a maximum for
E = iΛ ∼ iT ∗∗K as function of the flow parameter Λ. This
in turn leads to a maximum for the temperature depen-
dence of the conductance since temperature is an overall
cutoff for all quantities. Besides this subtle technical ex-
planation, a more physical interpretation can be given in
terms of the spectral function of the Kondo model, which
is believed to have side-peaks at ω ∼ ±V .49,50 Therefore,
when temperature is of the order of the voltage, these
side peaks can be reached and give rise to an enhanced
conductance.
B. Expansion of the differential conductance for
small temperature and/or voltage
We now consider temperatures and voltages much
smaller than the Kondo temperature and calculate nu-
merical approximations for the coefficients c∗T and c
∗
V ,
which appear in the Fermi liquid result (6), using the
differential conductance obtained in the second and third
order truncation schemes. We note again that due to our
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improved scheme for determining the initial condition of
the RG flow at finite voltage (see Section V I), we obtain
here an improved result for the Fermi liquid coefficient
c∗V in comparison to Ref. 35. Our result for the coeffi-
cient c∗T is the same as in Ref. 35, but since recent NRG
calculations25 have obtained an improved value for c∗T ,
the quality of our results has to be revisited also for this
quantity.
Figures 7 and 8 visualize how the coefficients c∗T and
c∗V can be determined in second and third order, respec-
tively, using a suitable plot of the differential conduc-
tance. When comparing the results in second and third
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ductance G(T ) ≡ GV=0(T ) in second order truncation at
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order to the known results (5) and (7), it is important
to note that the Fermi liquid coefficients are ratios of
various low-energy scales in different energy regimes
c∗T =
(
T ∗K
T ′K
)2
, c∗V =
(
T ∗K
T ′′K
)2
, (433)
where the scales T ′K , T
′′
K characterize the curvature of the
function H(T, V ) = 1 − G(T, V )/G0 w.r.t. temperature
and voltage at T = V = 0,(
1
T ′K
)2
=
1
2
∂2H
∂T 2
∣∣∣∣
T=V=0
,
(
1
T ′′K
)2
=
1
2
∂2H
∂V 2
∣∣∣∣
T=V=0
.
(434)
Analogously, one can write the Fermi liquid coefficients
c∗∗T and c
∗∗
V , defined by Eq. (6), as
c∗∗T =
(
T ∗∗K
T ′K
)2
, c∗∗V =
(
T ∗∗K
T ′′K
)2
. (435)
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As a consequence, the absolute values of the Fermi liquid
coefficients relate energy scales close to TK (represented
by T ∗K or T
∗∗
K ) to energy scales very far below TK (rep-
resented by T ′K or T
′′
K), i.e. they probe the correlation
between different energy regimes. In contrast, the ratio
of the Fermi liquid coefficients
cV
cT
=
c∗V
c∗T
=
c∗∗V
c∗∗T
=
(
T ′K
T ′′K
)2
(436)
probes only the energy regime very far below the Kondo
temperature, analog to the ratio
T∗K
T∗∗
K
, which probes only
the energy regime close to TK .
Since only the ratios of the various energy scales
T ∗K , T
∗∗
K , T
′
K and T
′′
K are universal, conclusions about the
reliability of the method are not unambigious when com-
paring the known results (5) and (7)√
c∗T =
T ∗K
T ′K
≈ 2.57, √c∗V = T ∗KT ′′K ≈ 1.00, (437)√
c∗V
c∗T
=
T ′K
T ′′K
=
√
3
π
√
2
≈ 0.39 (438)
to the results in second order truncation
T ∗K
T ′K
≈ 2.59, T
∗
K
T ′′K
≈ 1.5, T
′
K
T ′′K
≈ 0.58, (439)
or to the ones in third order truncation
T ∗K
T ′K
≈ 2.21, T
∗
K
T ′′K
≈ 1.01, T
′
K
T ′′K
≈ 0.46. (440)
The fact that
T∗K
T ′
K
is quite close to the correct result in
second order truncation, whereas
T∗K
T ′′
K
is very precise in
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third order truncation, might be an accident since the
ratio of two energy scales can have a significantly differ-
ent error than the energy scales themselves. Overall we
observe that all ratios depend significantly on the trunca-
tion order and, if the ratio of two energy scales from the
same energy regime is taken, the result improves when
increasing the truncation order. For example, the ra-
tio
T ′K
T ′′
K
improves from 49% deviation in second order to
18% error in third order truncation. Furthermore, we ex-
pect that a perturbative truncation of the RG equations
should lead to a better improvement for larger energy
scales when increasing the truncation order. Therefore,
we speculate that our result (431) for
T∗K
T∗∗
K
in third order
truncation might have an even better quality than the
corresponding result for the ratio
T ′K
T ′′
K
. This is also in ac-
cordance with the fact that the result (9) is in agreement
with experiment and in agreement with another recent ef-
fective action method39. Moreover, as already mentioned
in Sec. VIA, our result (431) for the ratio T ∗K/T
∗∗
K is very
close to the result of Ref. 41. This provides evidence that
our results in third order truncation are quite reliable for
temperatures and voltages close to the Kondo temper-
ature. Furthermore, speculating that T ∗K and T
∗∗
K are
approximately correct in third order truncation, the pre-
cise result for
T∗K
T ′′
K
in the same order indicates that T ′′K is
quite reliable, i.e. it seems that the voltage dependence
can also be trusted for small voltages V ≪ TK . In con-
trast, the poor result for
T∗K
T ′
K
in third order truncation
indicates that T ′K deviates significantly from the correct
result, i.e. the temperature dependence is not so well de-
scribed for T ≪ TK . Therefore, it seems that the rather
precise result for
T∗K
T ′
K
in second order truncation is an ac-
cident and originates from the fact that both T ∗K and T
′
K
are incorrect by approximately the same factor, whereas,
in third order truncation, T ∗K is more precise than T
′
K ,
leading to the counterintuitive effect that the quality of
T∗K
T ′
K
decreases with increasing truncation order.
In summary, we have presented arguments that the
voltage dependence of the conductance seems to be quite
reliable in third order truncation, whereas the temper-
ature dependence needs to be improved in the regime
T ≪ TK . Nevertheless, our arguments are partially
based on speculations and need further substantiation
by improved calculations for the nonequilibrium Kondo
model in the strong coupling regime. Furthermore, we
note that the third order RG scheme is in principle ca-
pable of reproducing the Fermi liquid result cVcT =
3
2pi2
exactly when an analytical solution of the RG equations
is done for either V = 0 and T ≪ TK or T = 0 and
V ≪ TK , and cVcT is expanded systematically in orders
of J , see Ref. 35 for details. The numerical solution con-
tains all terms up to a certain order in J , but higher order
terms which are not treated consistently cause deviations
from the exact value for cVcT .
We note that our improved scheme to determine c∗V can
also be applied to the S = 1 Kondo model and to the cal-
culation of the Fermi liquid coefficients of the static mag-
netic susceptibility χ/χ0 = 1−aT (T/TK)2−aV (V/TK)2,
where the authors of Ref. 38 report the following changes
to their results in third order truncation51
cV
cT
∣∣∣∣
S=1
= 0.179, (441)
aV
aT
∣∣∣∣
S=1/2
= 0.11,
aV
aT
∣∣∣∣
S=1
= 0.10. (442)
For S = 1, their results for cVcT deviate by ∼ 9% from
the exact value cVcT =
3
2pi2
4+10S
5+8S ≈ 0.164, as derived in
Ref. 38.
C. Comparison with experiments
We have compared our calculations with experimental
results obtained by Kretinin et al.37 They measured the
differential conductance at finite temperature and volt-
age in an InAs nanowire-based quantum dot. This sys-
tem can be described by the Kondo model, provided that
both temperature and voltage are sufficiently small to
suppress charge fluctuations. In previous publications,
only the results for G(T = 0, V ) and G(T, V = 0) have
been compared between theory and experiment, here we
present the comparison where both temperature and bias
voltage are finite.
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FIG. 9: (Color online) Comparison of the differential conduc-
tance GT (V ) for fixed T calculated with RTRG (solid lines)
with experimental data from Ref. 37 (dots).
In Figs. 9 and 10, either the temperature or the voltage
is fixed, and the differential conductance G is plotted as
function of the other quantity. Both figures compare the
results for six different fixed values of the temperature or
the voltage, respectively.
We find good agreement between our calculations and
the experiment if temperature and voltage are much
smaller than the Kondo temperature. If either of these
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FIG. 10: (Color online) Comparison of the differential conduc-
tance GV (T ) for fixed V calculated with RTRG (solid lines)
with experimental data from Ref. 37 (dots).
quantities is too large, charge fluctuations become impor-
tant, which cannot be described properly by the Kondo
model that our calculations are based on.
In an earlier publication,52 results obtained with the
method presented here had been used to determine the
Kondo temperature of an experimental device and the
temperature at which the experiment had been per-
formed.
VII. SUMMARY AND OUTLOOK
In this paper, we presented a real time renormalization
group approach that extends the flow scheme introduced
in Ref. 35, which uses the Fourier variable as the flow
parameter. We showed how universal RG equations can
be set up in all orders and that only an expansion in
the frequency-independent effective two-point vertex is
needed to guarantee convergence of all frequency inte-
grals. The RG equations can be solved in various trun-
cation orders providing a consistency check for the re-
liability of the results. Whereas in this paper the RG
equations have been solved explicitly up to third order
truncation for the Kondo model, we have also outlined
the procedure how to determine all terms in fourth order
truncation. This might be helpful for future applications
to test the reliability of the results even further.
We have shown that universality can be achieved for
the Kondo model by using appropriate boundary condi-
tions including the universal stationary conductance at
zero temperature and zero bias voltage. With our proce-
dure it is possible to arrive at stable results already for
initial cutoffs which are about six orders of magnitude
larger than the Kondo temperature. This is a significant
improvement compared to other methods trying to solve
directly for the universal properties of the Kondo model
instead of the more involved Anderson impurity model.
We applied the method to the nonequilibrium spin- 12
Kondo model at zero magnetic field but arbitrary tem-
perature and voltage. We found that the temperature-
dependent conductance GV (T ) at fixed voltage V ex-
hibits non-monotonic behavior. The height and width
of the appearing local peak were shown to scale linearly
with the applied voltage over approximately six orders
of magnitude in units of the Kondo temperature. We
compared our results to recent experiments and found
good agreement in the regime where the Kondo model is
expected to describe the experimental system accurately.
To characterize the temperature and voltage depen-
dence of the conductance in different energy regimes
close and far below the Kondo temperature, we have
defined four different energy scales T ∗K , T
∗∗
K , T
′
K , and
T ′′K . The scales T
′
K/T
′′
K are defined from the curvature
of GV=0(T )/GT=0(V ) at T = 0/V = 0, and the scales
T ∗K/T
∗∗
K by the half width at half maximum of the peak
of GV=0(T )/GT=0(V ) at T = 0/V = 0. All these energy
scales are proportional to the Kondo temperature TK .
We found that the shape of the conductance G(T, V ) is
independent of the truncation order when T and V are
scaled in units of T ∗K and T
∗∗
K , respectively, providing ev-
idence for the reliability of our result for the temperature
and voltage dependence of the conductance. However, an
interesting issue is the determination of the three inde-
pendent universal ratios of the four characteristic energy
scales, which turn out to depend crucially on the trunca-
tion order. The ratio
T ′K
T ′′
K
=
√
3
pi
√
2
≈ 0.39 is known exactly
from Fermi liquid relations, relating the temperature and
voltage dependence for T, V ≪ TK . Numerically ex-
act results exist for the ratio
T∗K
T ′
K
≈ 2.57 from recent
NRG calculations, relating the temperature dependence
for T ∼ TK to the one for T ≪ TK . Our method predicts
in third order truncation the result
T∗K
T∗∗
K
≈ 0.62 for the
remaining unknown ratio, relating the temperature and
voltage dependence at energies close to TK . We presented
evidence for the reliability of this result in third order ap-
proximation, based on the result GT=0(V = T
∗
K) ≈ 23G0,
which has been confirmed experimentally and by another
recent effective action method. From a comparison of our
results for the other two ratios in third order truncation
with the exact ones we obtained evidence that our results
for the voltage dependence of the conductance are quite
accurate for all voltages, whereas the ones for the tem-
perature dependence need to be improved for T ≪ TK .
Concerning future directions, the E-flow scheme offers
a systematic method to avoid 1En and logarithmic diver-
gencies by resumming self-energy insertions and vertex
corrections. Since approximation schemes in different
truncation orders can be defined, its reliability can be
tested by itself, in particular in those regimes where the
vertices start to grow. So far, applications were successful
for 2-level models where the dynamics of the local system
is driven by spin fluctuations (Kondo model), energy fluc-
tuations (spin-boson model) or charge fluctuations (inter-
acting resonant level model). In the future, it is of partic-
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ular interest to understand the interplay between these
fluctuations, as described, e.g., by the Anderson impurity
model (spin and charge fluctuations) or by quantum dots
coupled to a bosonic environment (charge/spin and en-
ergy fluctuations). In particular, the Anderson impurity
model is expected to be a suitable model to extract the
universal behavior in the Kondo regime without resort-
ing to the boundary condition of universal conductance,
as used in this paper. This is motivated by recent NRG
studies,26 where it was shown that universality is reached
much faster for the Anderson impurity model compared
to the Kondo model. Furthermore, the Anderson im-
purity model allows for the study of potential scatter-
ing terms away from the particle-hole symmetric point
and logarithmic energy renormalizations in the mixed-
valence regime. Other interesting applications for the E-
flow scheme are generic n-level quantum dots and models
with quantum critical behavior, like, e.g., the sub-Ohmic
spin-boson model or multi-channel Kondo models.
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Appendix A: Evaluation of the integrals in the
E-flow equations for the isotropic Kondo model
We will now discuss how the integrals (279)–(283),
which occur in the E-flow RG equations for the Kondo
model, can be evaluated:
F
(1)
12 = Z12
∫
dω
∫
dω′
f ′(ω)f ′(ω′)
ω + ω′ + χ12
, (A1)
F
(1)
12,34 = Z12Z34∫
dω
∫
dω′
f ′(ω)fa(ω′)
(ω + ω′ + χ12)(ω + ω′ + χ34)
, (A2)
F
(2)
12,34 = Z12
∫
dω
∫
dω′
F34(ω)f ′(ω)f ′(ω′)
ω + ω′ + χ12
, (A3)
F
(3)
12 = −Z12
∫
dω
f ′(ω)
ω + χ12
, (A4)
F
(4)
12,34 = Z12
∫
dω
F34(ω)f ′(ω)
ω + χ12
, (A5)
where the integral F12(ω) = F (E12, ω) is given by
Eq. (119),
F12(ω) = Z12
∫
dω′fa (ω′) (A6)[
1
ω + ω′ + χ12
− 1
ω′ + χ12
]
.
We note that F12(0) = 0.
1. Integrals at zero temperature
For T = 0, we can use
f(ω) = 1−Θ(ω) ⇒ f ′(ω) = −δ(ω) (A7)
to evaluate the integrals and get
F
(1)
12 =
Z12
χ12
=
1
E12 + iΓ (E12)
, (A8)
F
(1)
12,34 =
{
Z212
χ12
= Z12F
(1)
12 if E12 = E34,
Z12Z34
χ12−χ34 (lnχ12 − lnχ34) otherwise,
(A9)
F
(2)
12,34 = Z12
F34(0)
χ12
= 0, (A10)
F
(3)
12 =
Z12
χ12
=
1
E12 + iΓ (E12)
, (A11)
F
(4)
12,34 = −Z12
F34(0)
χ12
= 0. (A12)
In the special case that no bias voltage is applied, i.e., all
chemical potentials are the same, and
E12 = E, Z12 = Z, χ12 = χ, (A13)
the integrals are
F
(1)
12 =
1
E + iΓ (E)
, (A14)
F
(1)
12,34 =
Z
E + iΓ (E)
, (A15)
F
(2)
12,34 = 0, (A16)
F
(3)
12 =
1
E + iΓ (E)
, (A17)
F
(4)
12,34 = 0. (A18)
2. Integrals at finite temperature
a. Prerequisites
For finite T , the Fermi function, its antisymmetric
part, and its derivative are
f(ω) =
1
2
− T
∑
n∈Z
1
ω − iωn , (A19)
fa(ω) = − T
∑
n∈Z
1
ω − iωn , (A20)
f ′(ω) = T
∑
n∈Z
1
(ω − iωn)2 , (A21)
where
ωn = 2πT
(
n+
1
2
)
(A22)
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is a Matsubara frequency for any integer number n. The
integrals are calculated by closing the integration path
in the upper half of the complex plane and applying the
residue theorem. Note that χij is an analytic function in
the upper half of the complex plane, such that the only
poles in the upper half plane are the poles of the Fermi
function or its derivative, which are first and second order
poles, respectively.
In the following, we will often use the shorthand nota-
tions
Z = Z12, (A23)
Z¯ = Z34, (A24)
γ =
χ12
2πiT
, (A25)
γ¯ =
χ34
2πiT
. (A26)
b. Polygamma Functions
The polygamma functions are derivatives of the loga-
rithm of the Gamma function Γ(z). They can be used
to evaluate series of resolvents that contain Matsubara
frequencies. The first polygamma function, also called
digamma function, is given by
ψ(z) =
d
dz
ln Γ(z) = −γ̂ +
∞∑
n=0
(
1
n+ 1
− 1
n+ z
)
,
(A27)
where γ̂ is the Euler-Mascheroni constant. The digamma
function permits us to evaluate series of the form
∞∑
n=0
(
1
n+ z1
− 1
n+ z2
)
= ψ(z2)− ψ(z1). (A28)
Further types of series can be evaluated using the deriva-
tives of the digamma function,
ψ′(z) =
∞∑
n=0
1
(n+ z)2
, (A29)
ψ′′(z) = −
∞∑
n=0
2
(n+ z)3
. (A30)
c. Integrals which depend only on E12
For the integral F
(1)
12 , we get
F
(1)
12 = Z
∫
dω
∫
dω′
f ′(ω)f ′(ω′)
ω + ω′ + χ
= Z T 2
∑
n∈Z
∑
m∈Z
∫
dω
∫
dω′
1
(ω − iωn)2
1
(ω′ − iωm)2
1
ω + ω′ + χ
= Z (2πiT )T
∞∑
n=0
∑
m∈Z
∫
dω′
1
(ω′ − iωm)2
× −1
(iωn + ω′ + χ)2
= Z (2πiT )2
∞∑
n=0
∞∑
m=0
2
(iωn + iωm + χ)3
. (A31)
Using iωn = 2πiT
(
n+ 12
)
and χ = (2πiT )γ, this yields
F
(1)
12 =
Z
2πiT
∞∑
n=0
∞∑
m=0
2
(n+m+ γ + 1)3
N=n+m
= 2
Z
2πiT
∞∑
N=0
N∑
m=0
1
(N + γ + 1)3
. (A32)
Note that there are N + 1 equal terms in the m-sum:
F
(1)
12 = 2
Z
2πiT
∞∑
N=0
N + 1
(N + γ + 1)3
= 2
Z
2πiT
∞∑
N=0
N + γ + 1− γ
(N + γ + 1)3
= 2
Z
2πiT
∞∑
N=0
[
1
(N + γ + 1)2
− γ 1
(N + γ + 1)3
]
=
Z
2πiT
[2ψ′(γ + 1) + γψ′′(γ + 1)] . (A33)
Evaluating the integral F
(3)
12 yields
F
(3)
12 = −Z
∫
dω
f ′(ω)
ω + χ
= −Z T
∑
n∈Z
∫
dω
1
(ω − iωn)2
1
ω + χ
= Z(2πiT )
∞∑
n=0
1
(iωn + χ)2
=
Z
2πiT
∞∑
n=0
1(
n+ γ + 12
)2
=
Z
2πiT
ψ′
(
γ +
1
2
)
. (A34)
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d. Integrals which depend on E12 and E34
The evaluation of the integrals that depend on two E-
arguments can be done analogously. The calculations are
straightforward, but lengthy. Therefore, we only list the
results here.
In the special case that both E-arguments are equal,
we get
F
(1)
12,12 = Z F
(1)
12 , (A35)
F
(2)
12,12 =
Z2
2πiT
{
[2ψ′(γ + 1) + γψ′′(γ + 1)]
[
ψ(γ + 1)− ψ
(
γ +
1
2
)
− 1
]
+ γ [ψ′(γ + 1)]2 − 1
2
ψ′′(γ + 1)
}
, (A36)
F
(4)
12,12 =
Z2
2πiT
{
ψ′
(
γ +
1
2
)[
ψ
(
γ +
1
2
)
− 1
2
ψ (γ + 1) + 1
]
− ψ′(γ + 1)
[
1
2
ψ
(
γ +
1
2
)
+ 1
]
+
1
2
∞∑
k=0
d
dk
[
ψ(k + γ + 1)
k + γ + 12
− ψ(k + γ +
1
2 )
k + γ + 1
]}
. (A37)
If E12 6= E34, we get
F
(1)
12,34 =
ZZ¯
2πiT (γ¯ − γ) [ψ(γ¯ + 1)− ψ(γ + 1) + γ¯ψ
′(γ¯ + 1)− γψ′(γ + 1)] (A38)
and
F
(4)
12,34 =
ZZ¯
2πiT
{
ψ′
(
γ +
1
2
)[
ψ
(
γ¯ +
1
2
)
− 1
2
ψ (γ¯ + 1) +
1
1− 2(γ¯ − γ)
]
− ψ′(γ¯ + 1)
[
1
2
ψ
(
γ +
1
2
)
+
1
1− 2(γ¯ − γ)
]
+
1
2
∞∑
k=0
d
dk
[
ψ(k + γ¯ + 1)
k + γ + 12
− ψ(k + γ +
1
2 )
k + γ¯ + 1
]}
. (A39)
No simple expression has been found for the integral
F
(2)
12,34. We use the approximation
F
(2)
12,34 ≈
(Z12)
2F
(2)
34,34 + (Z34)
2F
(2)
12,12
2Z12Z34
, (A40)
which, for |E| ≫ T, V , neglects only contributions of
O( T,V|E|2J
3) in the RG equations which are beyond sub-
leading order, consistent with the strategy described in
Section VG1. It has been verified that replacing the
exact expressions for the integrals F
(1)
12,34 and F
(4)
12,34 by
similar approximations only has a negligible effect on the
results.
The approach used to evaluate the remaining series in
F
(4)
12,34 is as follows:
• Sum the terms from k = 0 to k = k0 − 1 explicitly.
• Replace the remaining series, starting from k = k0,
by an integral.
We get
∞∑
k=k0
d
dk
[
ψ(k + γ¯ + 1)
k + γ + 12
− ψ(k + γ +
1
2 )
k + γ¯ + 1
]
≈
∫ ∞
k0− 12
d
dk
[
ψ(k + γ¯ + 1)
k + γ + 12
− ψ(k + γ +
1
2 )
k + γ¯ + 1
]
(A41)
=−
[
ψ(k0 + γ¯ +
1
2 )
k0 + γ
− ψ(k0 + γ)
k0 + γ¯ +
1
2
]
.
The relative error caused by the approximation is
ǫ ∼ 1
4
1
a2
, where a = min
{∣∣∣∣k0 + γ¯ + 12
∣∣∣∣ , |k0 + γ|} ,
(A42)
and can be made arbitrarily small by choosing a suitable
k0.
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Appendix B: Subleading terms in the RG equations
for the vertices in the Kondo model
1. Effective vertex G12(E)
In the subleading terms in Eq. (303), different prod-
ucts of effective vertices occur, namely (without Fourier
arguments and F -integrals)
Ĝ34Ĝ12Ĝ43, Ĝ34Ĝ13Ĝ42, Ĝ34Ĝ42Ĝ13,
Ĝ13Ĝ42Ĝ34, Ĝ32Ĝ14Ĝ43, (B1)
which all have the form
Ĝn1n2Ĝn3n4Ĝn5n6
=
∑
χχ′χ′′
Gχn1n2G
χ′
n3n4G
χ′′
n5n6 L̂
χ
n1n2L̂
χ
n3n4 L̂
χ
n5n6 , (B2)
where ni ∈ {1, 2, 3, 4}. Note that the Gχn1n2 only depend
on the reservoir indices, and the L̂χn1n2 only on the spin
indices, and that we only consider χ, χ′, χ′′ ∈ {2, 3}, such
that all occurring L̂χn1n2 contain the Pauli matrix σn1n2 :
L̂χn1n2 L̂
χ′
n3n4L̂
χ′′
n5n6
=
∑
i,j,k∈{x,y,z}
Lχi L
χ′
j L
χ′′
k σ
i
n1n2σ
j
n3n4σ
k
n5n6 . (B3)
To evaluate these subleading terms, we first evaluate the
Pauli matrix products using the multiplication rule
σi13σ
j
32 = δijδ12 + iǫijkσ
k
12. (B4)
The results for the five different products in (B1) are:
σi34σ
j
12σ
k
43 = 2δikσ
j
12, (B5)
σi34σ
j
13σ
k
42 =
(
δijδ14 + iǫjilσ
l
14
)
σk42
= δijσ
k
12 + iǫjikδ12 − ǫjilǫlkmσm12
= δijσ
k
12 − iǫijkδ12 + (δikδjm − δimδjk)σm12
= δijσ
k
12 + δikσ
j
12 − δjkσi12 − iǫijkδ12, (B6)
σi34σ
j
42σ
k
13 = δijσ
k
12 + δikσ
j
12 − δjkσi12 + iǫijkδ12, (B7)
σi13σ
j
42σ
k
34 = δjkσ
i
12 + δikσ
j
12 − δijσk12 − iǫijkδ12, (B8)
σi32σ
j
14σ
k
43 = δjkσ
i
12 + δikσ
j
12 − δijσk12 + iǫijkδ12 (B9)
(note that the last three results can be obtained by mak-
ing suitable permutations of the indices i, j, and k in the
second one). In the following, we will discard all contri-
butions ∼ δ12 in the above results because these would
contribute to the renormalization of Ga12, which we have
neglected.
To evaluate the products (B3) further, we note that
only the third superoperator Lχ
′′
k can be L
3
k, because
all products where L3k is multiplied with a component
of L2 from the right are zero according to the rules in
Secs. VB7 and VB8. Therefore, we only have to con-
sider products of the form
L2iL
2
jL
2,3
k σ
i
n1n2σ
j
n3n4σ
k
n5n6 , (B10)
where the Pauli matrix products is one of Eqs. (B5– B9),
and we omit all terms ∼ δ12. This means that two out
of the indices i, j, and k are always equal, and we can
use the results from Secs. VB 6, VB7 and VB8, and
the commutator relations (172) to evaluate the frequently
occurring products
L2iL
2
iL
2,3
j σ
j
12 =
1
2
L̂2,312 , (B11)
L2iL
2
jL
2
jσ
i
12 =
1
2
L̂212, (B12)
L2iL
2
jL
3
j = 0, (B13)
L2iL
2
jL
2
iσ
j
12 = L
2
iL
2
iL
2
jσ
j
12 + L
2
i
[
L2j , L
2
i
]
σj12
=
1
2
L̂212 −
i
2
ǫjikL
2
iL
2
kσ
j
12
=
1
2
L̂212 −
1
2
(
iL2 × L2) · σ12
=
1
4
L̂212, (B14)
L2iL
2
jL
3
iσ
j
12 = L
2
iL
3
iL
2
jσ
j
12 + L
2
i
[
L2j , L
3
i
]
σj12
= − i
2
ǫjikL
2
iL
3
kσ
j
12
= −1
2
(
iL2 × L3) · σ12
= −1
2
L̂312. (B15)
For the terms where the last superoperator in the product
is a component of L2, this yields:
L̂234L̂
2
12L̂
2
43 = 2L
2
iL
2
jL
2
iσ
j
12
=
1
2
L̂212, (B16)
L̂234L̂
2
13L̂
2
42 = L̂
2
34L̂
2
42L̂
2
13
= L2iL
2
iL
2
kσ
k
12 + L
2
iL
2
jL
2
iσ
j
12 − L2iL2jL2jσi12
=
1
4
L̂212, (B17)
L̂213L̂
2
42L̂
2
34 = L̂
2
32L̂
2
14L̂
2
43
= L2iL
2
jL
2
jσ
i
12 + L
2
iL
2
jL
2
iσ
j
12 − L2iL2iL2kσk12
=
1
4
L̂212, (B18)
and similarly for the products where the last factor is a
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component of L3,
L̂234L̂
2
12L̂
3
43 = 2L
2
iL
2
jL
3
iσ
j
12
= −L̂312, (B19)
L̂234L̂
2
13L̂
3
42 = L̂
2
34L̂
2
42L̂
3
13
= L2iL
2
iL
3
kσ
k
12 + L
2
iL
2
jL
3
iσ
j
12 − L2iL2jL3jσi12
= 0, (B20)
L̂213L̂
2
42L̂
3
34 = L̂
2
32L̂
2
14L̂
3
43
= L2iL
2
jL
3
jσ
i
12 + L
2
iL
2
jL
3
iσ
j
12 − L2iL2iL3kσk12
= −L̂312. (B21)
The final result for the products in Eq. (B1) is
Ĝ34Ĝ12Ĝ43 =
1
2
G234G
2
12G
2
43L̂
2
12 −G234G212G343L̂312,
(B22)
Ĝ34Ĝ13Ĝ42 =
1
4
G234G
2
13G
2
42L̂
2
12, (B23)
Ĝ34Ĝ42Ĝ13 =
1
4
G234G
2
42G
2
13L̂
2
12, (B24)
Ĝ13Ĝ42Ĝ34 =
1
4
G213G
2
42G
2
34L̂
2
12 −G213G242G334L̂312,
(B25)
Ĝ32Ĝ14Ĝ43 =
1
4
G232G
2
14G
2
43L̂
2
12 −G232G214G343L̂312.
(B26)
2. Current vertex Iγ
12
(E)
We follow the approach of appendix B 1 to evaluate
the subleading terms on the right-hand side of the RG
equation for the current vertex, which is obtained by re-
placing the first vertex in each of the terms in Eq. (303),
by a current vertex:
Îγ34Ĝ12Ĝ43, Î
γ
34Ĝ13Ĝ42, Î
γ
34Ĝ42Ĝ13,
Îγ13Ĝ42Ĝ34, Î
γ
32Ĝ14Ĝ43. (B27)
Only the part ∼ L̂1 of the current vertex contributes to
the current kernel according to Eqs. (315) and (319). The
only way to obtain contributions ∼ L̂1 from the products
above is to consider the part ∼ L̂1 of the current vertex,
and the part ∼ L̂2 of both effective vertices:
Îγn1n2Ĝn3n4Ĝn5n6
= Iγ1n1n2G
2
n3n4G
2
n5n6L̂
1
n1n2 L̂
2
n3n4L̂
2
n5n6 , (B28)
where
L̂1n1n2L̂
2
n3n4 L̂
2
n5n6
=
∑
i,j,k∈{x,y,z}
L1iL
2
jL
2
kσ
i
n1n2σ
j
n3n4σ
k
n5n6 , (B29)
and we have to consider the products of Pauli matrix
components from Eqs. (B5– B9), except for the terms
∼ δ12, which do not contribute to the renormalization of
Iγ1. The products of superoperators which need to be
evaluated according to these Pauli matrix products are
L1iL
2
iL
2
jσ
j
12 = 0, (B30)
L1iL
2
jL
2
jσ
i
12 =
1
2
L1iL
aσi12 =
1
2
L̂112, (B31)
L1iL
2
jL
2
iσ
j
12 = L
1
iL
2
iL
2
jσ
j
12 + L
1
i
[
L2j , L
2
i
]
σj12
= − i
2
ǫjikL
1
iL
2
kσ
j
12
= −1
2
(
iL1 × L2) · σ12
= −1
2
L̂112. (B32)
Finally, we get
L̂134L̂
2
12L̂
2
43 = 2L
1
iL
2
jL
3
iσ
j
12
= −L̂112, (B33)
L̂134L̂
2
13L̂
2
42 = L̂
1
34L̂
2
42L̂
2
13
= L1iL
2
iL
2
kσ
k
12 + L
1
iL
2
jL
2
iσ
j
12 − L1iL2jL2jσi12
= −L̂112, (B34)
L̂113L̂
2
42L̂
2
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The final result for the products in Eq. (B27) is
Îγ34Ĝ12Ĝ43 = −Iγ134G212G243L̂112, (B36)
Îγ34Ĝ13Ĝ42 = −Iγ134G213G242L̂112, (B37)
Îγ34Ĝ42Ĝ13 = −Iγ134G242G213L̂112, (B38)
Îγ13Ĝ42Ĝ34 = 0, (B39)
Îγ32Ĝ14Ĝ43 = 0. (B40)
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