Machine-learning-corrected quantum dynamics calculations by Jasinski, A. et al.
Machine-learning-corrected quantum dynamics calculations
A. Jasinski, J. Montaner, and R. C. Forrey∗
Department of Physics, Penn State University, Berks Campus, Reading, PA 19610-6009
B. H. Yang and P. C. Stancil
Department of Physics and Astronomy and the Center for Simulational Physics, University of Georgia, Athens, Georgia 30602
N. Balakrishnan
Department of Chemistry and Biochemistry, University of Nevada, Las Vegas, NV 89154
J. Dai, R. A. Vargas-Hernández, and R. V. Krems†
Department of Chemistry, University of British Columbia, Vancouver, B. C. V6T 1Z1, Canada
(Dated: January 22, 2020)
Quantum scattering calculations for all but low-dimensional systems at low energies must rely on
approximations. All approximations introduce errors. The impact of these errors is often difficult
to assess because they depend on the Hamiltonian parameters and the particular observable under
study. Here, we illustrate a general, system and approximation-independent, approach to improve
the accuracy of quantum dynamics approximations. The method is based on a Bayesian machine
learning (BML) algorithm that is trained by a small number of rigorous results and a large number
of approximate calculations, resulting in ML models that accurately capture the dependence of
the dynamics results on the quantum dynamics parameters. Most importantly, the present work
demonstrates that the BML models can generalize quantum results to different dynamical processes.
Thus, a MLmodel trained by a combination of approximate and rigorous results for a certain inelastic
transition can make accurate predictions for different transitions without rigorous calculations. This
opens the possibility of improving the accuracy of approximate calculations for quantum transitions
that are out of reach of rigorous scattering calculations.
I. INTRODUCTION
Quantum dynamics problems with time-independent
Hamiltonians are often solved by representing the Hamil-
tonian eigenstates by a basis set expansion and numer-
ically integrating the resulting set of coupled equations.
For example, in molecular scattering theory, the scatter-
ing matrices are computed by integrating coupled chan-
nel equations [1]; single-particle and few-particle Green’s
functions in lattice systems can be computed by solving
coupled recursive equations [2]; the bound states of few-
body quantum systems can be computed by matching
the solutions to coupled differential equations with differ-
ent initial conditions [3]. As the complexity of quantum
systems increases, the number of coupled equations re-
quired to obtain accurate solutions becomes prohibitively
large. Therefore, quantum dynamics calculations are of-
ten based on decoupling approximations that reduce the
problem to smaller, independent sets of coupled equa-
tions. These approximations necessarily introduce errors
into the dynamical results. The impact of these errors
is often difficult to assess because they depend on the
Hamiltonian parameters and the particular observable
under study. In this work, we demonstrate a general, sys-
tem and approximation-independent, method to enhance
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the accuracy of the decoupling approximations. The ap-
proach is based on Bayesian model calibration [4], origi-
nally introduced to calibrate computer simulation mod-
els by experimental observations. Here, we show that a
similar method can be used to build Bayesian machine
learning (BML) models that learn correlations between
the approximate and rigorous results for some dynami-
cal processes and transfer this information to correct the
quantum dynamics approximations for other processes.
We consider two different problems: (i) the inelastic
scattering problem of two diatomic molecules prepared
in a wide range of internal quantum states and under-
going collisions in a wide range of collision energies; (ii)
atom - diatom chemically reactive scattering in a wide
range of energies and angular momentum states. Ac-
curate predictions of probabilities for such collisions are
required for applications in astrophysics [5], planetary at-
mosphere models, the development of new crossed-beam
experiments exploiting control over the longitudinal mo-
tion of molecular beams for precision measurements [6],
cold chemistry [7, 8] as well as the mechanistic under-
standing of microscopic collision dynamics [9, 10]. Rigor-
ous quantum calculations of inelastic molecule - molecule
scattering must be performed in six nuclear dimensions
and account for all couplings between the internal and
translational motion states of the colliding molecules.
The complexity of the problem can be reduced by elimi-
nating some of the angular momentum couplings and/or
freezing some degrees of freedom. We consider an ap-
proximation that reduces the active configuration space
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2to five dimensions (5D) and neglects angular momen-
tum couplings giving rise to Coriolis interactions. For
the reactive scattering problem, we consider a popular
J-shifting approximation [11, 12], which produces reac-
tion cross sections for high total angular momentum (J)
scattering based on rigorous results for J = 0. In both
cases, we compare the performance of the approximate
dynamical approaches with the BML-corrected results,
demonstrating that BML can be used to enhance the ac-
curacy of approximate quantum dynamics methods.
Machine learning has been previously combined with
quantum calculations in order to solve problems in quan-
tum condensed-matter physics [13–15], quantum chem-
istry [16–22] and molecular dynamics [23, 24]. These
studies can be classified into approaches based on arti-
ficial neutral networks (NN) and kernel-based methods,
including Bayesian ML using Gaussian processes (GP)
[25]. NNs generally require a large number of input
data to produce accurate models. In the present work,
our goal is to build models of quantum dynamical ob-
servables improved by a small number of rigorous cal-
culations. Previous applications show that Bayesian ML
based on GPs can produce powerful, non-parametric pre-
diction models based on very sparse data [26–31]. This
makes GPs ideally well suited for Bayesian model cali-
bration (BMC) [4, 31], which aims to compensate for the
(unknown) deficiencies of a simulation model in a flexible,
non-parametric way. In the context of quantum dynam-
ics, BMC has been used to interpolate quantum results
by a ML model trained with a large number of classical
trajectory calculations [32]. BMC has also been used in
quantum chemistry to enhance the accuracy of potential
energy calculations [33]. The present work employs BMC
to improve quantum dynamics approximations.
First, we consider state-resolved inelastic collisions be-
tween two diatomic molecules in well-defined quantum
states specified by the vibrational (v) and rotational (j)
quantum numbers
A(v1, j1) +B(v2, j2)→ A(v′1, j′1) +B(v′2, j′2), (1)
where the subscripts are used to label the different
molecules. Our goal is to build a ML model of cross sec-
tions for such collisions. We impose the following require-
ments on the model: the model must be easy to evaluate;
the model must be more accurate than the results of the
approximate dynamical calculations; the model must be
non-parametric to adapt to increasing information about
the scattering process, which may reveal new dynamical
features, such as resonances; the model must require as
little information from rigorous quantum calculations as
possible.
Our ML models are based on GPs so we begin by a
brief description of a GP (see Refs. [25, 31] for more
details). The purpose of a GP model is to make a pre-
diction of some quantity y at an arbitrary point x of a
D-dimensional space, given a finite number n of values
y = (y1, ..., yn)
>, where yi is the value of y at xi. In
the absence of noise in yi, the goal is to infer the func-
tion f(x) that interpolates yi ⇐ f(xi). GPs infer the
conditional distribution over functions p(f |y). The con-
ditional mean of such distribution as a function of x∗ is
given by [25]
µ(x∗) = K(x∗,x)>
[
K(x,x) + σ2nI
]−1
y (2)
where x∗ is a point in the input space where the pre-
diction is to be made, K(x,x) is the n × n square ma-
trix with the elements Ki,j = k(xi,xj). The function
k(x′,x′′) represents the covariance between the normal
distributions of y at x′ and x′′. The unknown param-
eters of this function are found by maximizing the log
marginal likelihood function,
log p(y|θ) = −1
2
y>K−1y − 1
2
log |K| − n
2
log(2pi), (3)
where θ denotes collectively the parameters of k and |K|
is the determinant of the matrixK. Given the k functions
thus found, Eq. (2) is a GP model.
Following Refs. [4, 32], we now define the ML model
of a quantum dynamics cross section as
σML(x) = aF(x) + G(x) (4)
where F and G are independent GPs, a is a variable pa-
rameter, and x is a vector of input variables. Here F
is designed to describe the x-dependence of approximate
dynamical results and G(x) infers the difference between
the approximate and accurate calculations. We will com-
pare the accuracy of σML thus obtained with the cross
sections σ obtained directly from approximate calcula-
tions.
To build a general ML model σML, we define the input
variable space x as follows:
x = {Ec, ∆Eint, ∆Aint, ∆v1, ∆j1, ∆v2, ∆j2} (5)
where Ec is the collision energy, ∆Eint is the change
of the internal energy of the molecules, ∆Aint is the
change of the angular momentum of the collision com-
plex, ∆v = v′− v and ∆j = j′− j. This allows our mod-
els to classify transitions by the corresponding quantum
number gaps and make predictions about cross sections
for specific transitions based on information about other
transitions. For example, we will illustrate that rigorous
results for the v = 1, j = 0 → v = 0, j = 2 transition
could be used to make predictions of cross sections for
the v = 2, j = 0 → v = 1, j = 2 transition, without
rigorous calculations.
We consider collisions of SiO and CO with para-H2.
The accurate and approximate results are obtained from
6DCC and 5DCS calculations, respectively. Here, 6DCC
stands for ‘six-dimensional close-coupling’ and 5DCS for
‘five-dimensional coupled-states’. Cross sections at a
given collision energy Ec and wavevector kn are calcu-
lated using the appropriate T -matrix for the respective
36DCC and 5DCS formulations as follows:
σ6DCCn→n′ =
pi
k2n[j1][j2]
∑
j12j′12ll′J
(2J + 1)
∣∣∣T Jnj12l;n′j′12l′ ∣∣∣2 (6)
σ5DCSn→n′ =
pi
k2n[j1][j2]
∑
l¯m1m2
(2l¯ + 1)
∣∣∣T l¯m1m2n;n′ ∣∣∣2 , (7)
where [j] = 2j + 1. In Eq. (6), the T -matrix is diagonal
with respect to the total angular momentum quantum
number J , defined by the vector relations ~J = ~l+~j12 and
~j12 = ~j1 +~j2, where ~l is the orbital angular momentum.
In Eq. (7), the T -matrix is independent of J and diago-
nal with respect to m1 and m2, the projection quantum
numbers of ~j1 and ~j2. For the CS approximation, l ≡ J
is the average value of l between |J − j12| and J + j12.
Details of the potential energy surfaces and scattering
calculations for the present collision systems have been
reported previously [34–38]. For the internal energy of
the molecules, we use
E
(i)
int = w
(i)
e (vi + 1/2)−w(i)e x(i)e (vi + 1/2)2 +Bviji(ji + 1)
(8)
A
(i)
int = Bvi(2ji + 1) (9)
Bvi = B
(i)
e − a(i)e (vi + 1/2) (10)
with coefficients given in Ref. [39].
We quantify the accuracy of our results by root-mean-
squared (RMS) relative error
RMS relative error =
√√√√ 1
N
N∑
f
(
σexacti→f − σapproxi→f
σexacti→f
)2
(11)
where σexact is the 6DCC result, σapprox corresponds to
either the 5DCS value or the ML prediction, and i/f
denote the initial/final states.
Results. We begin by illustrating that ML can be used
to improve approximate results for ro-vibrational transi-
tions, for which accurate calculations are computation-
ally challenging. To do this, we consider a set of 21 tran-
sitions
(v1, j1, v2, j2) = (1, 0, 0, 0) −→ (v′1, j′1, v′2, j′2) = (0, X, 0, 0)
(12)
where X = 0 – 20. For each of these transitions, we cal-
culate the 6DCC and 5DCS cross sections in the energy
interval between 1 and 1000 cm−1. Our goal is then to
predict the cross sections for a set of 21 transitions:
(2, 0, 0, 0)→ (1, X, 0, 0). (13)
without any further 6DCC calculations. We train our
model (4) by a combination of 6DCC and 5DCS cross
sections for the transitions (12) and 5DCS results for the
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FIG. 1: The RMS relative error for ro-vibrational de-
excitation of CO due to collision with H2: squares – 5DCS;
circles – ML results. The ML model (4) is trained using the
5DCS and 6DCC results for 21 transitions (12) and only 5DCS
for 21 transitions (13). No 6DCC results for transitions (13)
are used to train the model (4). The error depicted is for 21
transitions (13).
transitions (13). The model is then used to predict the
cross sections for the transitions (13). Figure 1 illustrates
that the accuracy of the ML predictions is 10 to 30 %
better than of the approximate results.
The trend observed in Figure 1 is general. To illustrate
this, we consider transitions involving state changes of
both molecules and a different system. We use 6DCC to
compute the cross sections for the ro-vibrational transi-
tions from the initial state (v1, j1, v2, j2) = (1, 4, 0, 0) for
SiO(v1, j1) + H2(v2, j2) collisions. These cross sections
are then used to predict state-resolved cross sections for
the (1, 5, 0, 0) initial state making transitions with non-
zero values of ∆v1,∆j1 and ∆j2. Errors are shown in
Figure 2 for ∆v1 = −1 and ∆j2 = 2. The upper panel
shows the errors calculated for all 21 transitions to the
final states (0, X = [0, 20], 0, 2), whereas the lower panel
illustrates the reduction of the error for 10 transitions
with the biggest ML improvement.
It should be noted that
• None of the transitions considered in Figure 2 re-
quire 6DCC computations.
• The relative error for the ∆j2 = 2 transitions is gen-
erally greater than for the corresponding ∆j2 = 0
transitions. This is due to the shortcomings of the
CS approximation which decouples the angular mo-
mentum and assumes an average centrifugal bar-
rier. It has been shown [40] that the accuracy of
the CS approximation for diatom – diatom colli-
sions is usually reduced when both molecules un-
dergo a change in rotational state.
• Despite the relatively poor starting approximation,
ML is able to significantly improve the 5DCS re-
sults over the whole range of collision energies.
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FIG. 2: The RMS relative errors for ro-vibrational de-
excitation of SiO and simultaneous rotational excitation of
H2. The curves correspond to transitions from the initial
state (v1, j1, v2, j2) = (1, 5, 0, 0) to the final states (0, X, 0, 2),
where X = 0 – 20. The black curves connecting the squares
are the errors of the 5DCS results, and the red curves con-
necting the circles are the errors of the ML results. The ML
models (4) are trained by the cross sections for the transitions
(1, 4, 0, 0) → (0, X, 0, 2), where X = 0 – 20. The lower panel
illustrates the error reduction for 10 transitions with the most
significant ML improvement.
• It was found to be necessary to include ∆j2 = 0
transitions in the training set in order to obtain
the ∆j2 = 2 results in Figure 2. The converse is
not true as the same ML results are obtained when
∆j2 = 0 or ∆j2 = 0−2 were included in the training
set.
The algorithm for improving the accuracy of the ap-
proximate calculations can also be applied to cross sec-
tions for purely rotational transitions. Figure 3 illustrates
the accuracy of the ML model predictions of the cross
sections for pure rotational relaxation of SiO molecules
initially in the state (v1 = 1, j1 = 5). The ML model
(4) is built using the 6DCC cross sections for rotational
relaxation of SiO(v1 = 0, j1 = 5) molecules in the vibra-
tionally ground state. This model is then used to cor-
rect the 5DCS results for the relaxation from the state
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FIG. 3: Cross-sections for purely rotational relaxation in col-
lisions of vibrationally (v1 = 1) and rotationally (j1 = 5)
excited SiO molecules with H2(v2 = 0, j2 = 0). The final ro-
tational state of SiO is j′, as indicated on the plot. The solid
curves show the rigorous 6DCC results, the broken curves are
the approximate 5DCS results and thesymbols are the ML re-
sults. Note that the solid curves shown in the plot are not used
for training the ML model (4). The ML model (4) is trained
using the 6DCC results only for the rotationally inelastic tran-
sitions of SiO in the ground vibrational state v1 = 0. There
are no 6DCC results to train the model at collision energies
> 103 cm−1. As shown, at such collision energies, the model
switches over to represent the CS results.
(v1 = 1, j1 = 5). As can be seen, the ML-corrected re-
sults are in perfect agreement with the rigorous 6DCC
calculations, used here for testing purposes only. Note
that the CC calculations for the vibrationally ground
state extend only to the collision energy 103 cm−1. Fig-
ure 3 illustrates that at energies above 103 cm−1, the ML
model recovers the CS results.
The model (4) can also be used to infer the detailed de-
pendence of the rigorous results on the underlying Hamil-
tonian parameters (such as energy or total angular mo-
mentum), using a combination of a large number of fast
approximate calculations and a small number of compu-
tationally demanding rigorous computations. To illus-
trate this, we consider chemically reactive scattering of
Cl atoms with H2(v = 1, j = 0) molecules. The difficulty
of the quantum calculations of cross sections for atom -
diatom scattering increases to a great extent as the total
angular momentum of the reactive complex increases. To
overcome this problem, one often uses the J-shifting ap-
proximation [11, 12] to predict the reaction cross sections
for high J states using the results for J = 0. However,
the J-shifting approximation often produces large errors,
especially in the presence of quantum resonances that are
inherited by the J-shifting approximations but may not
be present in all J states. This is well illustrated by Fig-
ure 4 (upper pannel), showing how the resonance features
inherited from the J = 0 dynamics affect the J-shifting
5predictions of the cross sections for J = 20.
An alternative to the J-shifting calculations can be our
model (4). The ML results for the upper panel are ob-
tained using 51 rigorous calculations for the energy de-
pendence of the cross section at J = 0 and 8 rigorous
calculations for J = 20. In this case, the J = 0 calcu-
lations play the role of the approximate results and 8 of
the J = 20 cross sections are used to correct the energy
dependence of the cross sections, completely removing
the resonance structure. To illustrate the generality of
this approach, we repeat the calculation for J = 60 and
J = 65. The J-shifting results for such high angular mo-
menta are completely unphysical, while the ML model
produces an accurate energy dependence of the cross sec-
tions.
In summary, we have illustrated a general, system and
approximation-independent, approach to improve the ac-
curacy of quantum dynamics approximations. The main
idea is based on Eq. (4) that uses two independent GPs:
one to infer the general dependence of the dynamical re-
sults on the underlying Hamiltonian parameters and one
to infer the difference between the approximate and rigor-
ous results. The most straightforward application of this
approach is to save CPU time by interpolating a small
number of rigorous results with a large number of ML-
corrected approximate calculations. More importantly,
the present work demonstrates, that if the input space
variables are designed as in Eq. (5), the model (4) can
generalize the correlations between the approximate and
rigorous results to a range of different transitions. Thus,
a model (4) trained by a combination of approximate
and rigorous results for a certain range of transitions can
make accurate predictions for different transitions with-
out rigorous calculations. This opens the possibility of
improving the accuracy of approximate calculations for
quantum transitions that are out of reach of rigorous CC
calculations.
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