Abstract Twenty-one high purity germanium (HPGe) background spectra were collected over 2 years at Los Alamos National Laboratory. A quality assurance methodology was developed to monitor spectral background levels from thermal and fast neutron flux levels and naturally occurring radioactive material decay series radionuclides.
Introduction
A good quality assurance program for gamma spectroscopy systems used for low-level counting necessitates a characterized and monitored spectral background. Knowledge of temporal variability of naturally occurring radioactive material (NORM) and neutron-induced spectral features provides the analyst with the capability to determine if unusual background count rates are present. A previous study [1] found considerable variability of 222 Rn progeny and stability of the 235 U, 232 Th, and upper decay chain 238 U progeny. Knowledge of background fluctuations allows the analyst to differentiate natural variance from potential contamination issues which must be addressed.
Neutrons arise either from radioactive decay in the vicinity of the detector or from muon interactions. Some of the ways NORM produces neutrons is via the spontaneous fission of 235 U and 238 U or via (a, n) reactions [2] . Cosmicray muons produce neutrons via muon spallation, muon capture, photo-nuclear interactions in muon-triggered electromagnetic showers, and via hadron cascade initiation [2] . Neutrons may also arise from spontaneous fission and similar (a, n) reactions associated with special nuclear materials.
Muon cross sections increase for high Z materials. An over nine-fold increase was found in fast neutron flux levels while using a Pb shield over an Fe shield [3] . While a lead shield decreases background signatures from the detector surroundings, it substantially increases the muon interaction rate and subsequent neutron capture and scattering lines. A comparison study [4] found considerably higher muon-induced background levels at locations with higher elevations. It was found that different levels of muon-induced spectral phenomena had non-trivial effects on the detection limits of low-level fission products.
Theory Thermal neutron interactions
Spectral lines associated with thermal neutron capture events in the Ge and shielding are documented in [1, 5, 6] .
Lines identified in the present study include 139, 198, and 278 keV from the 74 Ge(n, c), 70 Ge(n, c), and 63 Cu(n, c) reactions respectively. A methodology was outlined for calculating the thermal neutron flux from the 139 keV spectral line associated with 74 Ge(n, c) [7] . The method assumes a uniform and isotropic neutron flux. The methodology starts from the general reaction rate equation
R is reaction rate, N74 Ge is 74 Ge number density, V is detector volume, / th is thermal flux, and r74 Ge n;c ð Þ is the capture reaction cross-section. The excited 139 keV state of 75 Ge decays via internal conversion or c-ray emission. Assuming that all internal conversion de-excitation electrons of the 139 keV excited state of 75 Ge are fully absorbed by the detector, Eq. 1 rearranges to
where I 139 is the count rate of the 139 keV line, e c 139 is the detector intrinsic efficiency at 139 keV, and a T is the total internal conversion coefficient for the 139 keV transition for 75 Ge [7] .
Fast neutron interactions
Spectral features associated with fast neutron inelastic scattering events are documented in [6] [7] [8] . The three observed spectral lines in this study are at 598, 691, and 834 keV from the 72 Ge(n, n 0 ), 72 Ge(n, n 0 ), and 72 Ge(n, n 0 ) reactions, respectively. The triangular shapes observed in Fig. 1 consist of two parts. Taking 691 keV as an example, there is an initial sharp edge associated with the de-excitation of the 691 keV excited state of 72 Ge(n, n 0 ). This state decays via internal conversion virtually 100 % of the time [7] . A portion of the fast neutron kinetic energy is absorbed by the semiconductor and converted to charge and results in an extra amount of energy ranging from a few keV to more than 30 keV being added to the right-tail of the triangle.
The amount of momentum received by the Ge atom is a probabilistic function of scattering kinematics including initial neutron speed. A faster neutron flux profile will cause a triangle which has a much more gradual slope and consists of more events farther away from the 691 keV edge. Conversely, a flux profile with predominantly 'slower' neutrons will cause a triangle which has a sharper slope.
Š koro et al. [7] developed an empirical formula for calculating the overall fast neutron flux above 691 keV:
Here, I 691 is the intensity in cps of the 691 keV triangle, V is detector volume in cm 3 , and k is an empirical constant roughly independent of detector size [3] given with standard uncertainty as k = 900 ± 150.
Experimental NORM analysis
Twenty-one background spectra were taken at Los Alamos National Laboratory (LANL) over a period of 2 years. The counts ranged in duration from 200 to 1800 ksec live times. The detector is a coaxial reverse polarity Ortec GMX series with 10 cm of lead shielding with a tin-copper liner (Ortec HPLBS1F front-loading shield). The detector uses an electro-mechanical cooling system and therefore does not have a ready source of nitrogen gas which could be used to purge Rn gas. The system is located in a basement radiological area and surrounded by concrete/cinder block walls.
The most intense spectral lines from the NORM decay chains were analyzed for temporal variability. The 234 Th line at 64 keV was chosen as an indication of 238 U as it will achieve equilibrium after a few months. The lines at 352 keV for 214 Pb and 609 keV for 214 Bi were used as an indication of 222 Rn concentrations. The 47 keV spectral line of 210 Pb was used as an indication of isotopes low in the 238 U decay chain due to its long half-life of 22 years and subsequent lack of equilibrium with 222 Rn. For the thorium series, the spectral lines at 911 and 969 keV for 228 Ac were used as an indication of 232 Th levels, although due to the 6 year half-life of the intermediate 228 Ra, equilibrium will only be achieved after a few decades. The lines at 239 keV for 212 Pb and 583 keV for 208 Tl were used as indications of thorium series background levels below 220 Rn. Note that due to long half-lives, isotopes below 220 Rn in the thorium chain will not be in equilibrium with the gas. The 235 U 144 keV spectral line was chosen as a representative of the actinium series. Ortec Gamma-Vision 6.08 was used to determine all peak countrates and standard uncertainties.
One of the principal questions to be answered is if fluctuations in observed background spectral line intensities are due to counting statistics or an actual physical variability in isotopic activity. A set of v 2 tests were conducted in order to address this question. For any isotope and corresponding spectral line, the null-hypothesis is that background radiation is constant with time. A good estimate of the corresponding count-rate is a weighted average l of each of the 21 counts. Each individual count can then be considered a random variable x i with a mean count-rate of l and a variance r 2 i equal to the square of the standard uncertainty reported by Ortec Gamma Vision version 6.08. If variance is due solely to Poisson counting statistics, then each x i will be normally distributed if a sufficient number of counts are recorded. v 2 statistics [9] were then generated for each spectral line to test the null-hypothesis according to
A priori p-values were set at 0.05. If p \ 0.05, then the null-hypothesis that variability is solely due to counting statistics is rejected. The degree of freedom was set at 20 due to the fact that the 21 counts were used to calculate l. If a spectral line fails the v 2 test, the suggested temporal variability may be sufficiently limited to still ensure an adequate counting environment. Informal statistics were generated to estimate the magnitude of this temporal variability. For each spectral line, normalized count-rates x _ i were calculated according to
This normalization procedure was conducted since each count has a specific associated uncertainty. The standard deviation of the 21 normalized counts r
was then used as an informal measure of temporal variability. If each x i is a normal distribution with a standard deviation r i calculated from counting statistics, then r _ 2 will have a magnitude equal to one [9] . If r _ 2 is equal to two, hen it is suggested that spectral line count-rate is roughly double that expected from counting statistics alone.
One potential source of additional variability in the data is the placement of various numbers of plastic rings on top of the detector to vary sample-detector geometry. F Ratio tests were used to determine if the background count-rate means for each ring number were statistically different. Again, p values of 0.05 were A priori selected to determine any dependency. Tests were performed on each of the nine spectral lines examined. Further, F Ratio tests were also used to determine if any dependency existed between count rate and weather season due to a previous study [1] reporting seasonal variation 222 Rn levels. As will be discussed in the results section, some spectral lines exhibit measurable temporal variability which may introduce skewness and other departures from normality into the data. The F Ratio tests was chosen due to its reputation as a conservative test in situations where the population departs from normality [10] so as to lower the chances of a falsepositive result stating that a correlation exists.
Thermal flux analysis
Thermal fluxes for all 21 spectra were calculated using Eq. 1 through 4 in conjunction with the 139 keV spectral line net count-rates. The detector volume was calculated from dimensions stated in the manufacturer data sheet. Detector volume combined standard uncertainty was calculated assuming the primary source of uncertainty was due to increases in the Li-ion dead-layer thickness from the formation of surface channels [11] . For example, studies including [12] [13] [14] reported dead-layer thickness increases over the course of various years of operation time of 27, 200, and 100 %, respectively. Taking into account these studies, the Li-ion thickness of 0.7 lm taken from the specification sheet was assumed to have a standard relative uncertainty of 100 %. The detector intrinsic efficiency with combined standard uncertainty at 139 keV was calculated as 0.72(14) using a 166m Ho point source at 209 mm relative to the detector to avoid summing effects. The reaction cross section for 74 Ge(n, c) was taken from [15] . Internal conversion coefficients for 166m Ho c intensities were taken from the Laboratoire National Henri Becquerel ENSDF database. Sources of standard uncertainties in this calculation include the uncertainties of the 5th order polynomial in exponentialspace coefficients generated by a Levenberg-Marquardt efficiency curve fitting algorithm and the stated standard uncertainty of the 166m Ho reference activity.
Fast flux analysis
The 691 keV triangle associated with 72 Ge(n, n 0 ) was visually observed to terminate around 721 keV. A region of interest (ROI) was generated from 689 to 722 keV with the background underneath the triangle approximated by a straight line connecting the edges of the ROI. Fast fluxes were calculated via Eq. 3. The generated thermal and fast flux data were then analyzed for variability according to the same procedure as for NORM.
Results and discussion

NORM temporal variability
The principal question addressed by this paper is if temporal variability is due to cnting statistics or an actual fluctuation of background activity concentrations. 
Dependency with season and ring number
None of the isotopes examined in this study yielded any dependency between season or ring number. In all cases, none of the F Ratio tests rejected the null-hypothesis that the category means were similar. This gives evidence that the ventilation system in the facility basement is sufficient to minimize any seasonal Rn fluctuations. Further, it is beneficial from a quality assurance standpoint that the different sample holders do not significantly affect background levels.
Thermal and fast fluxes
The temporal analysis for both thermal and fast fluxes depicted in Table 2 demonstrates that counting uncertainty fully describes the variability in the data. The average weighted thermal flux was found to be 179(6) n m -2 s -1 . The average weighted fast flux was found to be 510(40) n m -2 s -1 . Neutron flux levels were compared to a prior study in Novi Sad, Serbia [3] . Table 3 indicates similar fast fluxes between the two facilities but a three times higher thermal flux at LANL. It is hypothesized this high thermal flux is due to down-scattering in the thick concrete walls of the basement detector room in addition to increased muon interaction levels due to higher elevation.
Conclusions
A quality assurance methodology was created in order to monitor temporal variability of neutron and NORM induced background levels. 220 Rn also displayed variability about twice that of noise. While it is difficult to determine the cause of this increased Th variability, one hypothesis is that it may be due to the movement of nuclear material throughout the lab. A second hypothesis is that increased Th levels are due to higher volume air flow associated with ventilated enclosures and a negative pressure gradient. Nevertheless, this somewhat minor Th variability is deemed acceptable to maintaining an adequate counting environment. The thermal and fast neutron fluxes were determined to be 179(6) and 510(40) n m -2 s -1 , respectively. Both fast and thermal neutron flux levels were determined to be constant with time. Lack of dependence between background levels and seasons or different sampleholding apparatus further ensures quality in low-level measurements. 
