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ABSTRACT
Due to the long time-lapse between the triggering and detection
of a bug in the machine learning lifecycle, model developers favor
data-centric logfile analysis over traditional interactive debugging
techniques. But when useful execution data is missing from the logs
after training, developers have little recourse beyond re-executing
training with more logging statements, or guessing. In this pa-
per, we present hindsight logging, a novel technique for efficiently
querying ad-hoc execution data, long after model training.
The goal of hindsight logging is to enable analysis of past exe-
cutions as if the logs had been exhaustive. Rather than materialize
logs up front, we draw on the idea of physiological database recov-
ery, and adapt it to arbitrary programs. Developers can query the
state in past runs of a program by adding arbitrary log statements
to their code; a combination of physical and logical recovery is
used to quickly produce the output of the new log statements. We
implement these ideas in Flor, a record-replay system for hindsight
logging in Python. We evaluate Flor’s performance on eight differ-
ent model training workloads from current computer vision and
NLP benchmarks. We find that Flor replay achieves near-ideal scale-
out and order-of-magnitude speedups in replay, with just 1.47%
average runtime overhead from record.
1 INTRODUCTION
Modern machine learning begins with the training of sophisticated
models, a process that increasingly poses challenges in data man-
agement [58]. As models grow in capacity and complexity, so grow
training runtimes [15, 47, 61], and bugs often become evident only
after a full training pass when the resulting model performs poorly
on tests or in deployment [17, 41, 52]. The time-lapse between the
triggering and detection of a bug makes standard interactive de-
bugging techniques irrelevant. Instead, ML developers typically
approach debugging in a data-driven fashion, by annotating their
code with “logging” or “trace” statements that generate potentially
massive execution data. Debugging then involves analysis of this
execution data, often via domain-specific data analysis and visual-
ization tools. Notable examples of ML logging and analysis libraries
include TensorBoard [18], MLflow Tracking [70], and WandB [1].
As a debugging mechanism, log statements suffer from unrealis-
tic assumptions about developer foresight [69]. To generate useful
execution data, this approach requires developers to expect the
unexpected, and instrument their code in advance with all the log
statements they will need when they subsequently discover evi-
dence of a bug. When this assumption fails, the relevant execution
data is missing, and recovering it requires re-executing the training
process from scratch. Complex models can take days or weeks to
train, burning thousands of GPU hours [60]; re-execution is pro-
hibitive in that context. Even for models whose training takes just
a few minutes, it can be frustrating to rerun the code from scratch.
Bugs are by nature unexpected, so perfect foresight in logging
is unrealistic. Instead, data-driven debugging techniques would be
better served by hindsight logging: the ability to add log statements
to the training code after a run, and somehow materialize those log
outputs without rerunning the program.
In essence, the goal of hindsight logging is to enable powerful and
familiar queries using only incomplete snapshots of past program
states. Queries are expressed in the native programming language
of the user, via log statements recording any side-effect-free expres-
sion they choose. The snapshots do in fact have to be incomplete:
we tried the naive solution of recording every bit of program state
during training, but saw impossible runtime overheads—more than
1000× slowdowns when training ResNet-18 on Cifar100. The chal-
lenge then is to develop a hindsight logging mechanism that (a)
imposes minimal overhead of physical recording at runtime, (b)
enables low-latency physiological replay at debugging time, and (c)
consumes minimal compute and storage resources end-to-end.
In this paper, we describe how we achieve efficient hindsight
logging in the Flor system, via a record-replay approach targeted
at model training in Python. In this framework, model developers
can request results from arbitrary log expressions added in hind-
sight, and quickly receive output. All a model developer has to
do in advance is add a single line—import flor— before running
their model training code. Flor record automatically instruments
the user’s code to checkpoint state intelligently, and Flor reduces
result latencies with fast physiological replay. We evaluate record
overheads and replay latencies on a wide range of modern com-
puter vision and NLP benchmarks. We find that record captures
the necessary state with just 1.47% average overhead on runtime,
and replay has latencies up to three orders of magnitude lower
than a vanilla re-execution. Cloud storage costs for multi-GB Flor
checkpoints are under $1.00/month in all our experiments.
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In summary, we achieve our goal of hindsight logging via the
following contributions:
(1) Efficient Record: We present two mechanisms for prun-
ing and controlling state capture on record. Lean check-
pointing aggressively prunes redundancies from checkpoints
(Section 5.2). Adaptive checkpointing dynamically controls
which checkpoints are materialized, so overhead never ex-
ceeds a user-specifiable limit (Section 5.3). Jointly, these
mechanisms enable Flor to checkpoint model training with
overheads of just 1.47% on average (Section 6.1), and minimal
storage costs (Section 6.2).
(2) Physiological Replay: Despite low overheads at runtime,
Flor is often able to replay execution extremely quickly on a
single processor by mixing physical recovery of checkpoints
with logical execution of code, resulting in speedups of up to
three orders of magnitude in our experiments (Section 6.3).
(3) Hindsight Parallelism: We show how Flor automatically
parallelizes model training on replay (Section 5.4). Replay
happens without any coordination across partitions, leading
to near-ideal parallelism and scale-out across processors and
machines (Section 6.3) at no appreciable cost in the cloud
(Section 6.4).
(4) Implementation & Evaluation: We present the design
and implementation of the Flor open source library [16],
and evaluate its end-to-end performance on a range of com-
puter vision and NLP benchmarks of various scales (Sec-
tion 6). Workloads are drawn from classic computer vision
benchmarks, the General Language Understanding Evalua-
tion (GLUE) [66], and MLPerf benchmarks [38].
2 PROBLEM STATEMENT
Training is notorious for failing without crashing [39, 53, 56]. Over-
fit models can easily conceal errors until after deployment, and
even when an error is revealed by under-fitting, the root cause will
be non-obvious in most cases. As we will see next, non-decreasing
losses can be an early sign of failure, but fitting the model correctly
will involve deeper root-cause analysis, and multiple re-executions
of model training.
2.1 Data-driven model debugging: A scenario
In this scenario, after successfully training an off-the-shelf model
on a standard vision benchmark, Alice will attempt to implement
an experimental training technique from the literature. As the sce-
nario proceeds, note howAlice repeatedly runs her time-consuming
model training code to assess her progress.
Alice begins with an off-the-shelf model training pipeline: she
picks a Python project that trains ResNet-18 on CIFAR-100, and after
one hour of training, she observes a training accuracy of 78.49%.
Because Alice logged the training loss with TensorBoard statements,
she can tell from the plots that training converges after about 45
minutes, and that the model stops making progress through the
remaining 15minutes. She thinks of improving themodel’s accuracy
by implementing a state-of-the-art ensemble technique: stochastic
weight averaging [25].
After implementing the new technique, Alice launches a new
job to re-train the model. One hour later, she inspects the plots and
notices that the loss gets stuck during training, and the model’s
accuracy is no better than random guessing. She adds TensorBoard
logging statements to plot the graph layout of the model and to
visualize layer activations, and re-executes the same job—with bet-
ter logging. After an hour, she inspects the plots and logs, and
sees that the model weights have incorrect shapes: she realizes the
model weights were averaged along the wrong dimension. She fixes
the bug, and re-trains. When the new job finishes, an hour later,
her model’s accuracy reaches a value of 71.59%—still below the
78.49% baseline. Upon inspection of the plots, Alice learns that the
loss starts to climb toward the end of training: a different sign of
failure. As an ML practitioner, she knows to check the magnitude
of the gradients to rule-out the exploding or vanishing gradients
problem [21].
Next, Alice recovers the magnitudes of the weights and gradients
over time, by inserting additional TensorBoard logging statements
into the code, and re-executing the same job. An hour later, Alice
sees the magnitudes of the weights being closely correlated to
the magnitudes of the gradients, and the gradients first exploding
before vanishing: a sign of over-regularization (refer to chapter 6.2
in textbook [26]). Alice remembers that stochastic weight averaging
had higher than usual learning rate bounds, which can inflate the
gradient magnitudes. Exploding gradients quickly drive the model
weights to high magnitudes, and regularization simultaneously
pushes those magnitudes down until they disappear. Opposing
and over-compensatory forces between high learning rates and
regularization cause trouble. Regularization here leads to learning
instability and ultimately results in collapse.
Armed with this knowledge, Alice disables weight decay (a form
of regularization) and re-trains. This time, her model reaches a test
accuracy of 80.35%—finally better than baseline. Although Alice’s
workflow is free of overhead duringmodel training, her strategies of
diagnosis rate poorly in terms of latency and resource consumption:
Alice spent more than two hours re-running code she knew would
fail to recover execution data she needed to debug training.
2.2 Requirements and Constraints
Here lies the predicament. Running without capturing sufficient
execution data—the default strategy—has low overhead at training
runtime but leads to high latency and resource consumption in the
big picture: when necessary execution data is missing at analysis
time, the model developer has to re-execute training. By contrast,
naively increasing the volume of execution data to capture increases
the overhead and resource consumption at training runtime—still
without a guarantee that the data being captured will be sufficient
for analysis and for avoiding re-execution. Without perfect fore-
sight, a developer cannot be expected to pick the right information
to capture. What is needed is a hindsight logging solution with:
• Low Friction: Model developers should enjoy all the bene-
fits of hindsight logging without having to rewrite or change
their model training code, and even if they forget to log any-
thing in advance. They should be able to access any runtime
data in hindsight by adding standard log statements to their
code.
• Low Record Overhead: The policies and mechanisms that
automatically capture state from a training run must have
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very low overhead. This is so the relevant state capture re-
mains always-on. If the overhead is too high, the model
developer will simply disable state capture by default, and
return to their prior inefficient strategies.
• Low Replay Latency: Once the model developer identifies
execution data necessary for analysis, they shouldn’t have to
wait long for that data. If the model developer has to wait for
a long time, they will skip analysis and try bugfixes based on
educated guesses, rerunning with insufficient information.
• Low Resource Consumption: The additional storage and
compute costs of state capture and re-execution must be
affordable. These costs must turn to savings at analysis time,
when hindsight logging recovers the requested data more
efficiently than the other alternatives.
3 SYSTEM OVERVIEW
In hindsight logging, model developers can choose what to log long
after model training: at analysis time and with a question in mind.
Henceforth we refer to the insertion of a log statement in hindsight
as a probe of the program state. Any value, object or side-effect-free
expression is subject to probing and fast retrieval or recovery. In
essence, we want to query past execution state, without versioning
that state in full. We draw inspiration from the rich body of work
in databases dedicated to fast recovery [42, 67, 72]. Although that
work focuses mostly on transactions, the lessons and trade-offs
transfer naturally to execution recovery for arbitrary programs.
There are two means for recovering execution data: physically,
by reading it from disk; and logically, by recomputing it. As we
argued in Section 1, both a purely physical approach (recording all
state at runtime) and a purely logical approach (re-execution from
scratch at analysis time) are unattractive in our setting. Instead,
hindsight logging—like transaction logging—embraces a hybrid
“physiological” [19] approach that takes partial checkpoints on the
first pass (henceforth the record phase), and uses those checkpoints
to speedup redo (henceforth the replay phase).
In this section, we give a high-level overview of hindsight logging
in Flor, a record-replay system targeted specifically at model training
in Python. All a model developer has to do to get started is to
import flor in their model training code prior to execution. Flor
record automatically instruments the user’s code to checkpoint the
required state, and Flor reduces result latencies with fast replay.
3.1 The Record Phase
During the execution of model training, Flor transparently and
efficiently checkpoints state with record to speed up replay.
Code Instrumentation: Before executing, Flor first instruments
the user’s code to make it materialize checkpoints throughout train-
ing. Instrumentation details are covered in Section 5.2. For now,
it suffices to say that Flor’s instrumentation automatically picks
program points to checkpoint, and automatically determines the
contents of those checkpoints. Flor uses program instrumentation
to efficiently capture the required state on record without any help
from the model developer.
Checkpointing: After instrumentation, Flor stores a copy of the
code, and begins execution with checkpointing. Flor pushes check-
point materialization costs to the background (Section 5.1), and
Figure 1: Abstract code-block memoization example.
dynamically controls checkpointing frequency to keep overhead
from exceeding a user-specifiable limit (Section 5.3).
3.2 The Replay Phase
Model developers probe training execution data by adding logging
statements into the code. At analysis time, following the insertion
of hindsight logging statements, Flor recovers selected execution
data via fast re-execution. This is enabled by combining partial and
parallel replay. Replay speedups are determined by two factors: the
position of hindsight logging statements in the code, and the degree
of parallelism.
Memoization: Flor relies on a form of code-block memoization
for partial replay: record checkpoints serve to memoize code-blocks,
and replay uses the memoized data for speedups. Flor skips memo-
ized code-blocks on replay, unless their internals are probed with
hindsight loggging statements. Consequently, the position of hind-
sight logging statements in the code impacts replay speedups. For
illustration, consider a memoized code block statically identified by
i (Figure 1). On replay, Flor diffs the current version of the source
code with the version saved at record to determine whether block
i was probed. Any differences between the source codes are due
to hindsight logging statements added by the model developer. If
block i is not probed, Flor replay skips it (else branch in Figure 1).
This often results in order-of-magnitude speedups. Otherwise, Flor
replay re-executes block i , even if it is memoized (true branch
in Figure 1). Re-execution of probed blocks is necessary because
memoization captures just the final state of a block execution, and
not the intermediate states.
Hindsight parallelism: In cases where re-execution is nec-
essary, we want to reduce latency by utilizing more resources—
specifically, via parallelism. Unfortunately, auto-parallelizing arbi-
trary sequential code remains an open challenge [7]. In our case, we
have an advantage: we can gather enough information during the
first run to autoparallelize subsequent replay. We call this hindsight
parallelism. To better understand this, it helps to imagine ourselves
slicing a program into an array of adjacent code blocks. Suppose
Flor record takes a full program checkpoint after the execution of
each code block. Then, on replay, the code blocks are mutually
independent given the checkpoints. Consequently, Flor replay may
execute any one of the code blocks by loading its starting state
from disk rather than by executing every preceding code block
leading up to it. This is the key enabling insight behind hindsight
parallelism. Even sequential code can be re-executed in parallel if
the right checkpoints are materialized on the first pass. Flor replay
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Figure 2: PyTorch model training example
automatically parallellizes the re-execution of model training for
hindsight logging, achieving near-ideal parallelism and scale-out
to multiple machines. We discuss further details in Section 5.4.
4 SPECIALIZING FLOR TO ML
In Section 3, we gave a high-level overview of Flor record-replay.
We briefly mentioned that record automatically chooses program
points for checkpointing, and that replay leverages those check-
points for code-block memoization and hindsight parallelism. Now
that we know exactly what the record checkpoints are used for,
we will explore candidate checkpoint positions in the program by
considering the particular characteristics of model training code.
4.1 Recording Loops
Model training scripts tend to share a common nested loops struc-
ture (Figure 2). The core of the work happens inside a main loop
that repeatedly cycles over the training data (lines 2-8), and each
iteration (or epoch) the training data is covered batch-wise by a
nested training loop (lines 3-7).
Because loops are so standard in Python model training code,
and because their executions dominate model training times, it will
be crucial for Flor replay to re-execute them as quickly as possible.
Fast replay means two things: (a) skipping loops whenever possible
(via loop memoization), and (b) parallelizing loop executions (by de-
coupling loop iterations). Figure 3 is an example of an abstract loop
highlighting two candidate points for checkpointing: an Iteration
Start Checkpoint in the loop’s interior (line 2), and a Loop End
Checkpoint on the loop’s exterior (line 8).
LoopMemoization: The side-effects of a loop execution can be
memoized [12, 55], so later the program doesn’t have to re-execute
the same loop from the same starting state. We memoize a loop
execution by taking a program checkpoint immediately after the
execution of the loop. Concretely, Flor record memoizes a loop
by materializing its Loop End Checkpoint (line 8 in Figure 3).
On replay, Flor may safely skip a memoized loop by reading the
memoized data from disk and applying it to the program state (as
in Figure 1). However, if the model developer requests in hindsight
to probe (i.e., log a value) inside the body of a loop, then that loop
cannot be skipped on replay, even if it is memoized. In that case,
our next technique is required for efficiency.
Decoupling Loop Iterations: In Section 3.2 we gave a high-
level overview of hindsight parallelism: we described how an array
of adjacent code blocks can be executed in parallel given full pro-
gram checkpoints at code-block boundaries. A loop execution cycles
over N iterations, so an unrolled loop is an array of N adjacent code
Figure 3: An abstract loop highlighting two candidate points
for checkpointing.
blocks. If we materialize checkpoints at the start (or end) of each
iteration during record, then we effectively decouple loop iterations
so they may be re-executed in parallel on replay. Concretely, we de-
couple loop iterations by taking an Iteration Start Checkpoint
(line 2 in Figure 3). On replay, these checkpoints enable an arbi-
trary iteration to start from the correct state without having to
execute every preceding iteration, and as a result many iterations
can execute independently in parallel. Although Iteration Start
Checkpoints are conceptually useful for understanding loop paral-
lelism, Flor does not need to materialize these checkpoints because
it can efficiently reconstruct them on replay from nested Loop End
Checkpoints—we defer this discussion until Section 5.4.
4.2 The SkipBlock Language Construct
Flor is able to memoize loop executions with code instrumentation,
by nesting them inside a SkipBlock [12]. The function and behavior
of a SkipBlock are relevant to forthcoming discussions about the
system architecture. In our figures we sugar the particular Python
syntax of the SkipBlock for exposition.
SkipBlocks are language constructs that enable loop memoiza-
tion. They are blocks of code that implement the following func-
tionality:
• Parameterized Branching: SkipBlock always applies the
side-effects of the enclosed loop to the program state, but
does so in one of two ways: (a) by executing the enclosed
loop, or (b) by skipping the loop and instead loading themem-
oized side-effects from itsmaterialized Loop End Checkpoint.
SkipBlock automatically determines whether to execute or
skip the enclosed loop. It is parameterized by Flor to be
informed about relevant execution state: i.e. record execu-
tion, replay initialization, replay execution, and whether the
enclosed loop is probed.
• Side-Effect Memoization: When the enclosed loop is exe-
cuted, SkipBlock memoizes its execution by materializing its
Loop End Checkpoint. The materialization is performed in
the background (Section 5.1), and SkipBlock considers the
ratio of loop computation time to expected materialization
time when determining whether to memoize (Section 5.3).
• Side-EffectRestoration:When the enclosed loop is skipped,
SkipBlock restores its side-effects from a previously mate-
rialized Loop End Checkpoint. A loop may generate zero
or many Loop End Checkpoints, depending on how many
times it is executed at runtime. SkipBlock is able to locate an
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Figure 4: PyTorch model training example, after Flor instru-
mentation. Line 3 elides the auto-generated arguments for
parameterized branching (Section 4.2) for brevity.
execution’s corresponding Loop End Checkpoint on disk,
and apply its side-effects to the program state.
Flor automatically determines which loops to enclose inside
SkipBlocks, and the contents of their Loop End Checkpoints
(Section 5.2). Figure 4 is an example of how Flor would instrument
the PyTorch model training script from Figure 2. For reasons we
will discuss in Section 5.2, Flor automatically ignores the main loop,
and encloses the nested training loop inside a SkipBlock.
5 SYSTEM ARCHITECTURE
In this section, we cover implementation details for background
materialization (Section 5.1), lean checkpointing (Section 5.2), and
adaptive checkpointing (Section 5.3), which jointly enable Flor to
achieve efficient record. Last, we describe how Flor auto-parallelizes
replay of model training (Section 5.4).
5.1 Background Materialization
State materialization is expensive because it requires serializing
complex Python objects into byte arrays, and then writing those
arrays to disk. Of the two, serialization is typically much more
expensive than I/O: by an average factor of 4.3× according to our
microbenchmarks [33]. Consequently, we’d like to take material-
ization (both serialization and I/O) off the main thread—which is
dedicated to model training—and do it in the background.
Despite its maturity and widespread popularity, Python makes
this very difficult. The Python interpreter has a notorious Global
Interpreter Lock that prevents parallelism among Python threads.
Unfortunately, the Python IPC schemes (e.g., the multiprocessing
library) also require serialization by the sending process—returning
us to our original problem. To avoid serialization we could use a
solution like Apache Plasma, but it only avoids serialization for a
subset of Python data types (notably dataframes and arrays) and
actually cannot serialize other data types including Pytorch tensors.
We eventually found a workaround at the operating system level,
using fork() as a mechanism to achieve efficient one-shot, one-
way IPC between a parent and child process, with copy-on-write
concurrency. To materialize a record checkpoint, the main process
forks and then immediately resumes model training; the child pro-
cess serializes the checkpoint, writes it to disk, and then terminates.
To prevent too many calls to fork(), we buffer up checkpoints and
process them in batches of 5000 objects. Given the short lifespan of
Figure 5: Background materialization performance.
these child processes and an infrequent rate of checkpointing due
to batching, we have never seen more than two live children at any
point in our evaluations—including in models that ran for many
hours (Section 6).
For validation, we take a 1.1GB checkpoint from the RTE experi-
ment of Table 3, and measure how long the main thread takes to
finish executing, ignoring any child processes and letting them run
in the background. Results are the average of 10 runs, and vari-
ance was negligible. The Baseline in Figure 5 is the popular Python
cloudpickle library, which sequentially performs serialization and
disk write in a single thread. IPC-Queue uses multiprocessing, so
it serializes on the main thread and writes in the background. This
experiment is kind to IPC-Plasma since it focuses on materializing
arrays that it can avoid serializing, but recall that Plasma is not an
option for us in general. Our Fork approach slightly outperforms
Plasma in this setting: both avoid serialization in the main thread,
but batching provides a small win here.
In a technical report [33], we provide a more detailed discussion
of the design and performance of our background materialization
mechanism. With regard to the experiments of Table 3, background
materialization brings record overhead from an average of 4.76% to
the average of 1.74% mentioned above. Although modest relative
to other mechanisms in this paper, the benefit in absolute terms
makes a material difference to our philosophy: record is turned on
by default in Flor, and needs to impose as little overhead on user
experience as possible.
5.2 Instrumentation for Lean Checkpointing
The goal of lean checkpointing is to efficiently and correctly mem-
oize loop executions. Ensuring correct and efficient memoization
requires (a) capturing all of the loop’s side-effects, and (b) avoid-
ing the capture of too many redudancies. Unfortunately, due to
the language’s dynamic features and extensive reliance on (com-
piled) C extensions, an exact and efficient side-effect analysis in
Python is intractable [22, 44, 57]. Past work overcomes Python’s
analysis limitations by restricting the expressiveness of the lan-
guage [6, 29], making some assumptions (e.g. that the variables
don’t change types [8]), or relying on user source annotations [65].
In a similar vein, we achieve efficient side-effect analysis (for lean
checkpointing) by assuming that loop bodies in model training are
predominantly written in PyTorch [46]. To the extent that loops
deviate from our assumption, our static analysis will be unsafe
(i.e. may misdetect side-effects), so we will automatically perform
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Rule Pattern ∆Changeset
0 v1, ...,vn = u1, ...,um ∧ ∃vi ∈ Changeset No Estimate
1 v1, ...,vn = obj .method(arд1, ...,arдm ) {obj,v1, ...,vn }
2 v1, ...,vn = f unc(arд1, ...,arдm ) {v1, ...,vn }
3 v1, ...,vn = u1, ...,um {v1, ...,vn }
4 obj .method(arд1, ...,arдm ) {obj}
5 f unc(arд1, ...,arдm ) No Estimate
Table 1: Set of rules for static side-effect analysis. At most
one rule is activated by each program statement. The rules
are sorted in descending order of precedence. ui are place-
holders for arbitrary Python expressions.
deferred correctness checks after replay and report any anomalies
to the programmer. We find that our assumption holds frequently
enough to be useful for hindsight logging purposes.
5.2.1 Side-Effect Analysis. Model developers do not typically
buildmodels or write training algorithms from scratch. Instead, they
rely on popular machine learning frameworks such as PyTorch. Like
many 3rd-party libraries, PyTorch has a well-defined interface by
which it modifies the user’s program in limited ways [3]. The effects
of PyTorch on the user’s program are limited to (1) assignments
and (2) encapsulated state updates from method calls. As a result,
all the side-effects of PyTorch code can be detected statically, with
two notable exceptions: when an optimizer modifies a model, and
when a learning rate scheduler modifies an optimizer [4].
We use Figure 6 to demonstrate the steps involved in our side-
effect analysis. Figure 6 is a typical model training example in which
we emphasize two loops: a main loop written in vanilla Python
(lines 19-23), and a nested training loop written predominantly
in PyTorch (lines 4-12). We’ll see how our side-effect analysis is
able to automatically and correctly treat each loop differently: by
correctly estimating the side-effects of the nested training loop, and
by refusing to instrument the main loop.
First, Flor estimates a set of changes (or “changeset”) for each
loop using the six rules in Table 1. Each rule serves as a template
for interpreting the changeset delta from each program statement.
Rules 5 and 0 are a special cases. Rule 5 represents functions with
side effects—which are beyond the scope of our analysis (lines 21
and 23 in Figure 6 are examples). If, during the course of program
analysis, a loop activates rule 5, Flor refuses to instrument that
loop and leaves it intact—to be fully re-executed upon replay. Simi-
larly, rule 0 disallows instrumentation of a loop that assigns to a
previously modified variable, since—in the absence of aliasing—the
old value of the variable would be missed from the changeset. For
program statements that match the remaining cases, rules 1-4, Flor
adds the changeset delta to the changeset right after the statement.
A statement that activates no rule is ignored. In Figure 6, Flor would
refuse to instrument the main loop due to line 21, and the changeset
for the nested training loop (lines 4-12) would consist of batch,
preds, avg_loss, and optimizer at the end of this step. In the
line-by-line comments of Figure 6, we indicate the changeset and
corresponding rule applications.
Next, Flor performs a filtering step on the changeset to remove
variables that are scoped to the body of the loop. Flor removes
Figure 6: Step-by-step demonstration of our side-effect anal-
ysis on a PyTorch training script.
from the changeset any variable that is defined in the body of the
loop (henceforth “loop-scoped variable”), under the assumption
that this variable is local to the loop and is not read after the end
of the loop. Loop-scoped variables are very common and can be
large, so this filtering step is necessary for controlling overhead on
record. The nested training loop (lines 4-12) in Figure 6 contains
the following loop-scoped variables: batch, preds, and avg_loss.
After this filtering step, the changeset consists just of optimizer.
Finally, we make use of our encoded library-specific knowledge
to augment the changeset. For PyTorch, it suffices to encode two
facts [4]: (a) the model may be updated via the optimizer; and (b) the
optimizer may be updated via the learning rate schedule. Flor aug-
ments the changeset to include side-effects which were not detected
by the rules, but which can be inferred from other elements in the
changeset. In Figure 6, the rules fail to detect the fact that the nested
training loop modifies the model: the PyTorch optimizer.step()
call in line 12 has a side-effect of modifying the net object. But we
can infer this modification from the fact that optimizer is in the
changeset. This changeset augmentation is done at runtime rather
than statically, so Flor has an opportunity to check whether any
object in the changeset is an instance of a PyTorch optimizer or
learning rate scheduler. After this augmentation step, the change-
set becomes {optimizer, net}. This final changeset captures all the
relevant side-effects of the nested training loop (lines 4-12), and
Flor uses it to generate the Loop End Checkpoint that will be
materialized during model training.
5.2.2 Deferred Checks for Correctness. As we have discussed,
Python’s dynamic features and extensive reliance on (compiled)
C extensions, makes an exact and efficient side-effect analysis in-
tractable. Flor’s approach to detecting side-effects is efficient but
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Symbol Description
Mi time to materialize side-effects of loop identified by i
Ri time to restore side-effects of loop identified by i
Ci time to compute loop identified by i
ni count of executions so far for loop i
ki count of checkpoints so far for loop i
G Degree of replay parallelism
c constant scaling factor
ϵ tunable parameter denoting overhead tolerance
Table 2: Adaptive checkpointing symbols
unsafe: it may misdetect side-effects and thus fail to checkpoint
sufficient state for correct replay. To mitigate risk, we automati-
cally check that common user-observable state between record and
replay matches [5]. The standard metrics that get logged on model
training (e.g. the loss and accuracy) form a fairly unique fingerprint
of a model’s training characteristics, so it’s hard to perturb state or
data that the model depends on without this being reflected in one
of the model’s metrics. Consequently, at the end of replay, we run
diff, and warn the user if the replay logs differ from the record logs
in any way other than the statements added for hindsight logging.
5.3 Adaptive Checkpointing
There are times when loop memoization is undesirable: (a) when
materialization adds prohibitive overhead on record, or (b) when re-
executing a loop is faster than restoring its side-effects. Flor record
is able to identify and ignore such loops at runtime by testing
their materialization to computation time ratios. As a result, Flor
record never exceeds a user-specifiable overhead limit, and loops
that produce the greatest expected replay speedups are treated
preferentially. This is done automatically without help from the
user.
Next we derive the invariants we use for adaptive checkpointing.
We refer the reader to the notation in Table 2.
5.3.1 The RecordOverhead Invariant. We require that the ma-
terialization overhead of a loop is at most a small fraction of its
computation time: Mi < ϵCi . This simplistic invariant is enough
to ensure that record never exceeds a user-specifiable overhead
(ϵ), but it is all-or-nothing: a loop is memoized always or never.
Since Flor is able to parallelize model training replay even with
periodic checkpoints (Section 5.4), we need to account for periodic
checkpointing, which we do dynamically as follows:
kiMi < niϵCi ⇒ Mi
Ci
<
niϵ
ki
(1)
5.3.2 The Replay Latency Invariant. To avoid any regret, Flor
should always be faster at record-replay than two vanilla executions
(with neither overhead nor speedups). Even in the worst case where
Flor is unable to do any partial replay, its performance via parallel
replay should more-than-offset the overhead incurred on record.
Accounting for record overhead, we can assess each loop i for this
condition as follows:
Mi + Ri +
(ni
G
− 1
)
Ci < niCi (2)
Figure 7: Impact of adaptive checkpointing on record
overhead. The two upward arrows denote extreme values:
adaptivity-disabled overhead is 91% for RTE and 28% for
CoLA. The user-specifiable overhead tolerance (6.67%) is de-
noted by the gray horizontal line. No workload exceeds the
overhead limit with adaptive checkpointing.
The −1 in Eq. 2 accounts for the fact that each partition starts from
a stored checkpoint and does not need to compute its first iteration.
Because G is determined on replay and is not known during
record, we satisfy the Replay Latency condition by testing Eq. 3
instead. Eq. 3 guarantees the Replay Latency condition as long as
there is some parallelism (G ≥ 2); we omit the details for brevity.
Mi + Ri <
ni
ki
Ci and Ri = cMi
⇒ Mi
Ci
<
ni
ki (1 + c)
(3)
Because the time to restore is not known at record time, we assume
that it is proportional to the time to materialize. Our naive assump-
tion is c = 1.0, and Flor gradually refines the scaling factor after
observing materialization and restoration times from record-replay.
In our case, the average scaling factor over all measured workloads
(Table 3) turned out to be c = 1.38.
5.3.3 The Joint Invariant. The Joint Invariant is used by Flor on
record for adaptive checkpointing. Loops are tested after executing,
but before materialization. By restricting memoization to loops
that pass the Joint Invariant test, Flor simultaneously satisfies the
Record Overhead and Replay Latency invariants. This follows from
the fact that the Joint Invariant is derived by algebraic manipulation
of the two invariants.
Mi
Ci
<
ni
ki + 1
min ( 11 + c , ϵ)
c = 1.38, ϵ = 0.0667
(4)
Note the ki + 1 in Eq. 4: this accounts for the fact that the test is
performed after the execution of the loop but before the material-
ization of its checkpoint. The goal is for the invariant to continue
to hold if the checkpoint is materialized.
We derive the Joint Invariant, Eq. 4, from Eq. 1 and Eq. 3. Both
invariants are satisfied when the computed ratio, MiCi , is less than
the minimum of both thresholds ( 11+c is taken from Eq. 3; ϵ is taken
from Eq. 1).
5.3.4 Results: Adaptive Checkpointing. To assess the effects
of adaptive checkpointing, we present results on eight different
model training workloads (Table 3). Adaptive checkpointing dras-
tically reduces overhead on model fine-tuning workloads (RTE &
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Figure 8: Abstract model training example, in PyTorch, af-
ter Flor instrumentation for parallel replay (line 2, high-
lighted in blue). Multiple workers would run this instru-
mented code for parallel replay.
CoLA), and ensures that no workload exceeds the user’s overhead
tolerance (Figure 7).
The loops in model training workloads are memoized every
time by Flor’s adaptive checkpointing. This is because the time to
materialize their checkpoints is negligible compared to the time
it takes to execute them. In contrast, the sharp drop in overhead
for fine-tuning workloads (Figure 7) is due to their periodic, or
sparse, checkpointing. Fine-tuning workloads are checkpointed
periodically because their loops have poor materialization time
to computation time ratios. In other words, their checkpoints are
massive relative to their short execution times. This is possible
because the vast majority of weights are frozen in model fine-
tuning, so a loop execution quickly updates a small fraction of
values in an enormous model [23].
5.4 Hindsight Parallelism
Flor replay automatically parallellizes the re-execution of model
training for hindsight logging, achieving near-ideal parallelism. Al-
though loops inmachine learning have cross-iteration dependencies
that make them difficult to parallelize on the first pass, checkpoints
on record break those dependencies, making loop re-executions
embarrassingly parallel.
Flor automates parallel replay by instrumenting the model train-
ing code, and then launching multiple parallel workers to execute it.
Instrumentation for hindsight parallelism consists of wrapping the
main loop’s iterator (e.g. range(N)) inside a Flor generator (line
2 in Figure 8). Generators define an iterator by a series of yield
statements, and allow us to control global program state between
iterations of the main loop (Figure 9). The Flor generator enables
parallel workers to execute their assigned share of work—a con-
tiguous subset of the main loop’s total iterations—from the correct
starting state. We implement parallel replay by having every paral-
lel worker (NGPUS in total) execute the same instrumented code (as
in Figure 8), and Flor sets PID to a different value for each worker
so they work on distinct segments of the main loop. Next, we give
a detailed account of the implementation and function of the Flor
generator.
5.4.1 Iterator Partitioning. To ensure that parallel workers don’t
duplicate work, but jointly complete all of the total work, the Flor
generator must partition the main loop’s iterator into as many
segments as there are workers, and assign a distint (and disjoint)
segment to each worker.
Figure 9: Implementation of the Flor Generator. A genera-
tor defines an iterator, and enables us to control global state
between iterations of the main loop.
The Flor generator first partitions the caller’s iterator (for exam-
ple, range(N)) into many segments, and then places the segment
belonging to worker PID into the local variable work_sgmnt (line 2
in Figure 9). Thus, work_sgmnt defines the share of work allocated
to worker PID. Suppose that work_sgmnt consists of the elements
in the range k to k + i . Then, init_sgmnt will consist of the ele-
ments preceding and leading up to the range in the work_sgmnt:
elements in the range 0 to k −1 (inclusive) for “strong initialization”
mode, and just the element at position k −1 for “weak initialization”
mode. We discuss the role of init_sgmnt next, for now it suffices
to know its contents, and how they vary depending on initialization
mode (i.e. MODE).
5.4.2 Worker Initialization. Before a parallel worker may begin
processing its share of work, it must first reconstruct the correct
starting state. The Flor generator will assign to each worker a
distinct subset of the main loop for parallel replay (line 2 in Figure 8).
Here we will discuss how a parallel worker restores the execution
state at iteration k of the main loop, before it begins processings its
share of work (i.e. iterations k to k + i of the main loop).
The problem of worker initialization has two parts: first, restor-
ing the program state at the start of the main loop; and second,
updating the program state to reflect the execution of k iterations
of the main loop. The first part is achieved by executing the model
training code (Figure 8) from the beginning, up to the start of the
main loop. This work amounts to importing packages, loading train-
ing data, and performing other preprocessing work before entering
the main loop. The second part is achieved by loading side-effects
from stored checkpoints. Themain loop is parameterized to jump-to
and restore the end state of iteration k−1. In our example (Figure 8),
the main loop would jump and step into iteration k − 1, skip the
nested training loop and instead load its side-effects from disk (lines
3-9), and then execute code that cannot be skipped (line 10). At
the end of these initialization steps, the worker has restored the
program state at the start of iteration k , as required, and may begin
processing its share of work. We next share further details about
the initialization mechanism.
The parallel worker will execute the instrumentedmodel training
code from the beginning—running every statement in the script.
Once the parallel worker reaches the main loop, it will invoke the
Flor generator (line 2 in Figure 8). The first time the Flor generator
is called, it will partition the main loop’s iterator (line 2 in Figure 9),
update the state of all the SkipBlocks to initialization mode (lines
3-4 in Figure 9), and yield control back to the main loop by sending
it the first element in init_sgmnt, if the element exists (lines 6
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Figure 10: Parallel replay time of entire model training jobs,
as fraction of a vanilla re-execution. A vanilla re-execution
performs the same work, and logs the same amount of exe-
cution data, without Flor replay speedups. RTE&CoLA only
have 6 epoch-partitions each, so parallelism on 4GPUs leads
to at best 2/6 = 33% replay time.
in Figure 9). The main loop will then execute a full iteration in
initialization mode (lines 3-10 in Figure 8). When the SkipBlocks are
set to replay initialization mode, they will skip their enclosed loop,
and instead load its side-effects from the corresponding Loop End
Checkpoint. The main loop will continue to iterate in initialization
mode until it depletes the elements in init_sgmnt. When the Flor
generator yields the first element in the work_sgmnt, the parallel
worker will have reconstructed the correct starting state.
We have been assuming that work_sgmnt consists of the ele-
ments in the range k to k + i . Thus, init_sgmnt will be empty
if k = 0, becasue there is no initialization work that needs to be
done—the worker will begin in the correct state. Otherwise (k > 0),
init_sgmnt will consist of the elements in the range 0 to k − 1 for
strong initialization, and just the element at position k − 1 for weak
initialization.
Because weak initialization depends entirely on a checkpoint
to recover the starting state (e.g. at epoch k − 1), it will cause
replay anomalies if checkpoints are missing side-effects. On the
other hand, strong initialization reconstructs the correct starting
state by initializing every iteration of the main loop that precedes
the worker’s work_sgmnt. The correctness of strong initialization
follows from the correctness of loop memoization—that is, loading
the side-effects of a loop from disk is equivalent to executing the
loop—so it is the default initialization strategy in Flor.
Weak initialization is necessarywhen aworkload is checkpointed
sparesely or periodically on record, as are RTE & CoLA due to
adaptive checkpointing (Section 5.3): in such cases, there simply
are not enough checkpoints to support strong initialization. Flor
uses deferred tests to automatically check for consistency (Sub-
section 5.2.2): that user-observable state matches between record
and replay. The programmer is notified if Flor detects any replay
anomalies, but weak initialization did not result in any anomalies
for any of our evaluation workloads (Table 3).
5.4.3 ParallelWork. Once the worker has finished initializing its
starting state, the Flor generator updates the state of the SkipBlocks
to replay execution mode (line 7 in Figure 9), and the worker begins
processing its share of work by iterating over the work_sgmnt
(lines 2-10 in Figure 8). When the SkipBlocks are set to replay
executionmode, they will not skip their enclosed loop if it is probed
by the model developer: they will re-execute the loop to produce
the requested hindsight logs. Every worker produces its partition
of the logs in parallel.
5.4.4 Results: Hindsight Autoparallelism. We measured par-
allel replay performance, and observe it achieves near-ideal par-
allelism (Figure 10). Ideal parallelism is denoted by the gray hori-
zontal line in each subplot. Moreover, the difference between weak
and strong initialization is negligible, supporting the decision to
use strong initialization as the default strategy. Because parallel
workers do not need to communicate or coordinate, Flor replay is
especially well-suited for elastic and horizontally scalable cloud
computing, in which it can scale out to more GPUs at low marginal
costs (Figure 14).
6 RESULTS
To assess Flor’s ability to meet the goals of Section 1 in practice,
we evaluated eight diverse machine learning workloads, taken
from three separate benchmarks: classic computer vision, the Gen-
eral Language Understanding and Evaluation (GLUE) [66], and ML
Perf [38] (Table 3). These workloads vary in their tasks, model archi-
tectures, execution time scales, and software engineering patterns;
they are jointly representative of a large class of model training
workloads. Every experiment was run on P3.8xLarge EC2 instances
with 4 Tesla V100 GPUs, 64 GB of GPU memory in aggregate, 32
vCPUs, 244 GB of RAM, and an EBS bandwidth (IO throughput)
of 7Gbps. The checkpoints generated by Flor record were spooled
from EBS to an S3 bucket by a background process.
We chose an overhead tolerance of 6.67% (or 115 ) to ensure that
there is a sufficiently wide gap between materialization and com-
putation times: our overhead tolerance is equivalent to asking that
we only memoize loops whose computation times are at least 15×
larger than the expected materialization times.
Figure 7 shows the record overheads across all our tasks. This low
overhead is enough to support speedups of up to three orders-of-
magnitude by combining partial and parallel replay for low latency
hindsight logging. Hindsight logging latencies are in the order of
minutes when partial replay is possible, even when model training
takes several hours. When a full re-execution is necessary for hind-
sight logging, we observe near-ideal parallelism on replay and low
marginal costs from parallelism. Our measurements indicate that
Flor is a good fit for cloud computing, where additional processing
power may be provisioned elastically to fit the particular needs of
each workload.
We compare Flor record-replay against a “vanilla” execution for
each workload in our evaluation. A vanilla execution logs the same
amount of data as Flor executions, but it does no checkpointing.
We measure how much overhead Flor record adds over vanilla exe-
cution, and the speedups Flor replay gains over vanilla execution.
6.1 Low overhead on Record
We measured overhead added by Flor record over a vanilla exe-
cution of model training. Figure 11 demonstrates that Flor record
adds low overhead to model training. The average overhead for
all benchmarks is 1.47%. Moreover, given an overhead tolerance of
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Name Benchmark Task Model Dataset Train/Tune Epochs
RTE GLUE Recognizing Textual Entailment RoBERTa RTE Fine-Tune 200
CoLA GLUE Language Acceptability RoBERTa CoLA Fine-Tune 80
Cifr Classic CV Image Classification Squeezenet Cifar100 Train 200
RsNt Classic CV Image Classification ResNet-152 Cifar100 Train 200
Wiki GLUE Language Modeling RoBERTa Wiki Train 12
Jasp MLPerf Speech Recognition Jasper LibriSpeech Train 4
ImgN Classic CV Image Classification Squeezenet ImageNet Train 8
RnnT MLPerf Language Translation RNN w/ Attention WMT16 Train 8
Table 3: Computer vision and NLP benchmarks used in our evaluation.
Figure 11: Comparison of model training time with and
without checkpointing, in hours. The overhead added by
Flor Record (as fraction of a vanilla execution) is denoted
by the text labels over each pair of bars.
Name Checkpoint Size Storage Cost / Mo.
ImgN 51 MB $ 0.001
Cifr 705 MB $ 0.01
Jasp 2 GB $ 0.05
Wiki 14 GB $ 0.32
RTE 14 GB $ 0.33
CoLA 15 GB $ 0.35
RnnT 29 GB $ 0.66
RsNt 39 GB $ 0.90
Table 4: S3 storage costs for one execution of Flor record.
6.67% (which may be set to a different value by the user), no record
execution exceeds that limit.
Flor automatically instrumented each benchmark to materialize
checkpoints during model training, without any user intervention
in any form (Section 5.2). The overhead we report includes optimiza-
tions from background materialization (Section 5.1), lean check-
pointing (Section 5.2), and adaptive checkpointing (Section 5.3), all
of which are enabled by default.
Takeaway: The low overhead from Flor record does not interfere
with exploration agility, so record may be enabled by default.
6.2 Low storage cost of checkpoints
In total, it costs us less than $1.00 per month to store Flor check-
points in S3 for one execution of model training. We report the
gzip-compressed size of the Flor checkpoints generated by each
benchmark, and the corresponding monthly cost of storing each
set of checkpoints in S3 (Table 4). We do not pay for data transfers
because the EC2 instance and S3 bucket are in the same region.
Unlike disks in the localhost, S3 storage is cheap and relatively
unlimited. The storage costs can grow with multiple record exeuc-
tions of model training, but they turn to savings on replay when
stored checkpoints enable Flor to cut re-execution times. This is be-
cause we can store 130 GB for a month, at the same cost as running
a single-GPU instance for an hour.
The checkpoints materialized by Flor record were compressed
by a background process, before being spooled to an S3 bucket. By
disaggregating storage and compute, Flor frees record and replay
to run on different instances—with different specs and costs—and
enables replay to run on multiple machines.
Takeaway: Storing checkpoints in the cloud is affordable, and
paying for storage results in net savings by cutting GPU costs.
6.3 Low latency on Replay
We break down replay latencies depending on whether they can
use partial replay or not.
In cases when the model developer probes only the outer loop
of training, partial replay can provide latencies on the order of
minutes, even when model training takes many hours to execute.
This is achieved by skipping unnecessary recomputation with loop
memoization. The top subplot in Figure 12 shows outer-loop probe
latencies for each of our models. Note the improvements range from
7× to 1123×—with the more significant improvements favoring the
longer experiments (recall Figure 11).
When the model developer hindsight-logs data from the inner
training loop, then that loop must be re-executed on replay, and
it will not contribute to savings from loop memoization. For these
workloads, we will need to rely on high levels of parallelism to
reduce latencies.Wemeasured the hindsight logging latencies when
a full re-execution of model training was necessary by running
replay on multiple machines—this is shown in the bottom subplot
in Figure 12).
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Figure 12: Replay latency, factored by the position of hind-
sight logging statements. The top plot reports partial and
parallel replay speedups when the model developer probes
only the outer main loop. The bottom plot reports parallel-
only replay speedups when the model developer probes the
inner training loop and a full re-execution is needed. Each
workload uses as many machines, from a pool of four ma-
chines, as will result in parallelism gains. Text labels show
speedup factors relative to vanilla re-execution.
Figure 13: Replay time using GPUs from multiple
P3.8xLarge machines, on experiment RsNt. The weak
initialization speedup relative to a sequential execution is
denoted by the text label.
Figure 14: A cost comparison for performing the same
amount of work serially vs. in parallel. Parallel executions
take less time but run on more expensive hardware. The
comparison is on EC2 machines P3.2xLarge (1 GPU) and
P3.8xLarge (4 GPUs). Number of machines used by parallel
replay is hyphenated on the x-axis tick labels.
The parallel replay workloads used as many machines from the
pool of four machines as would provide further parallelism gains.
Each machine has 4 GPUs. A model training workload may gain
replay speedups up to the number of epochs, or iterations of the
main loop. We may parallelize a model training job until every
epoch executes in parallel.
As mentioned in Section 5.4, hindsight parallelism breaks de-
pendencies between iterations and allows them to run in parallel,
coordination-free. To assess our parallel performance, in Figure 13
we illustrate the near-ideal speedup as we add 4-GPU machines.
We choose RsNt as our experiment because it has 200 epochs to
parallelize. The modest gap between our results and ideal here is
due to load balancing limitations: balancing 200 epochs over 16 par-
allel workers results in each worker doing up to 13 epochs of work.
Consequently, the maximum achievable speedup for this workload
on 16 GPUs is 20013 : 15.38×.
Takeaway: In all workloads, the model developer requests the
desired execution data with hindsight logging statements, and no
further intervention is necessary: Flor automatically parallelizes
the re-execution of model training with hindsight parallelism (Sec-
tion 5.4). It achieves the greatest replay speedups from partial re-
execution, but may scale out replay to multiple machines to further
speedup re-execution.
6.4 Low marginal cost of parallelism
Figure 14 shows that allocating additional GPUs for faster replay
is desirable and affordable. Even though parallel replay finishes
the same amount of work in a fraction of the time, it costs about
the same as doing the work serially. The costs are almost equal
because Flor parallelism is nearly ideal (gray horizontal line in
Figure 10). This is because work duplication is limited to parallel
worker initialization, and the parallel workers execute without any
coordination or communication. For a marginal cost under $3.00,
the model developer observes as much as 16-hour reductions in
execution time. When we account for productivity costs, and the
high salaries of machine learning professionals, the marginal cost
of parallelism turns into significant savings for the organization.
Takeaway: As serverless instances start to support GPU com-
putation and there is growing elasticity in GPU-intensive work-
loads [28], model developers will have an option to use massive
parallelism for fast hindsight logging at a very low marginal costs.
In the limit, every epoch may re-execute in parallel for about the
same cost as a serial re-execution.
7 RELATEDWORK
ML lifecycle management. The Machine Learning lifecycle en-
compasses many tasks, including model design and development,
training, validation, deployment, inference, and monitoring [17].
There is a wide range of research and tooling being developed to
support these many tasks. ML lifecycle management is especially
challenging because it involves many cycles of trial-and-error [30],
and its dependencies are hard to scope [53]. When something goes
wrong, ML engineers may need to rollback their model to an earlier
version [41, 64], inspect old versions of the training data [24, 27, 37],
or audit the code that was used for training [40, 51]. Those activi-
ties require the proper management, versioning, and provenance
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tracking of data, models, code, and other context; existing solu-
tions provide some support [10, 20, 31, 32, 70]. Hindsight logging
is a novel contribution in the lifecycle, and its minimalist, low-
friction interface makes it complementary to the prior work. Flor
is designed to be compatible with any of the tools in the Python
ecosystem. In terms of training libraries, we have focused on Py-
Torch, but adopting another training library involves only encoding
any side-effects in the library’s API (Section 5.2.1).
Model Debugging. There are many tools and techniques for help-
ing users understand the behavior of their models [2, 36, 49, 50, 54],
and for inspecting model internals [34, 45, 48, 62, 63]. These tech-
niques only inspect the models themselves, and are complementary
to our work here, which focuses on the execution data generated
while training the models.
The value of execution data is evidenced by widespread use
of domain-specific loggers and visualization tools for that data,
including TensorBoard [18], MLflow Tracking [70], and WandB [1].
Hindsight logging allows developers to keep their current logging
practices and tools, but if they find they missed or forgot to log
necessary execution data, we enable them to “query the past”.
Partial Materialization. Inspired by classical work on material-
ized views [13], a new body of work addresses partial materializa-
tion of state inMLworkflows, to aid in iterative tasks like debugging.
As representative examples, Columbus [71] accelerates the explo-
ration of feature selection by choosing to cache feature columns;
Helix [68] focuses on choosing to cache and reuse the outputs of
black-box workflow steps; Mistique [63] focuses on techniques for
compressing model-related state and deciding whether to materi-
alize or recompute. These systems introduce bespoke languages
for pre-declaring what to capture prior to computation; they also
provide custom query APIs to interrogate the results. Hindsight
logging is complementary: it enables post-hoc materialization in
cases when it was not prespecified. Precisely because Flor does
not dictate a new API, it is compatible with this prior work: users
of these systems (or any library with pre-declared annotations)
can benefit from Flor to add annotations in hindsight, and benefit
from Flor’s efficient replay to add materialized state. At a more
mechanistic level, some of the policies and mechanisms from this
work (e.g., the model compression of Mistique) could be adapted
into hindsight logging context to further improve upon our results.
Recovery and Replay Systems. Our techniques are inspired by
literature on both database recovery and program replay. Hind-
sight logging is a redo-only workload, and we use a “physiological”
approach [19]: in our view, a model training script is a complete
logical log (in the WAL sense) of a model training execution, and
occasional physical checkpoints serve solely to speed up redo pro-
cessing. Parallel and selective redo recovery was studied as early as
ARIES [42, 67]. Parallelism in those techniques is data-partitioned
and recovers the most recent consistent state; we are in essence
time-partitioned and recover all prior states. In that sense our work
bears a resemblance to multiversion storage schemes from POST-
GRES [59] onward to more recent efforts (e.g., [35, 43]). These
systems focus on storing complete physical versions, which is in-
feasible in our setting due to constraints on runtime overhead.
Numerous program record-replay systems have been used in
the past for less data-oriented problems. Jalangi is a system for
dynamic program analysis that automatically records the required
state during normal processing, and enables high-fidelity selective
replay [55]. This is achieved by identifying and storing memory
loads that may not be available at replay time, using a “shadow
memory” technique. Unlike Flor, Jalangi replay has strict correct-
ness guarantees. Flor uses side-effect analysis rather than shadow
memory because the former is lighter on overhead: in this sense, we
risk replay anomalies to reduce record overhead and replay latency.
Prior work on Output Deterministic Replay [5] makes a similar
trade-off as we do. However that work pays for higher latencies to
enable reproduction of nondeterministic bugs; we can avoid that
overhead in Python model-training scenarios because sources of
non-determinism (e.g. random seeds) are typically captured, and
model-training frameworks are increasingly designed for repro-
ducibility. An interesting line of work enables reverse replay with
relatively high fidelity and without overhead by using memory
dumps on a crash [14]—this impressive result is made possible by
the spatial locality of bugs in the vicinity of execution crashes; one
complication with model debugging is that training errors, such as
over-fitting, may not crash the program. We borrow the SkipBlock
language contruct from Chasins and Bodik’s record-replay system
for web scraping [12].
8 CONCLUSION AND FUTUREWORK
In this paper, we presented Flor: a record-replay system for hind-
sight logging, specialized to model training in Python. Flor achieves
efficient record with background materialization, and lean and adap-
tive checkpointing. As a result, Flor does not interfere with agility
in model development and record may be enabled by default. From
checkpoints materialized on record, Flor is able to reduce hindsight
logging latency by combining partial and parallel replay. Conse-
quently, model developers may efficiently recover arbitrary expres-
sions over execution data to help with their analysis, even if they
forget to capture that data in advance.
Flor is designed to perform well in the domain of ML train-
ing, which is typified by long-running nested loops of computa-
tion. From an API perspective, however, Flor is extremely general-
purpose—all it depends upon is a single user import statement;
users are free to use arbitrary side-effect-free Python expressions
to probe state or express “queries” in hindsight. This design point
makes Flor easy to adopt, and easy to integrate with other tools in
the ecosystem. It also suggests that Flor could be adapted to unex-
pected usage scenarios, although doing so might require innovation
to maintain performance. We conclude by outlining our vision for
the future and next steps.
Partial Replay: Search and Approximation. Currently, our
replay approach produces the results of hindsight log statements
from a full run. In many cases the user may be interested in only
partial information, akin to a sub-pattern in a performance graph.
For example, they may only want to gather logs after a metric of
interest converges. In those cases full replay is overkill. For our
example, we want to find the iteration where convergence begins,
and look forward enough to be confident the pattern is permanent.
By analogy to query processing, Flor is currently sequentially scan-
ning the past; we want to augment it with techniques for searching
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and approximate query processing. As a proof of concept, we imple-
mented iteration sampling in Flor replay. Sampling replay relies on
the same initialization mechanism as parallel replay (Section 5.4),
which provides random-access to any iteration of the main loop.
In sampling replay, Flor chooses a random sample of iterations of
the main loop to execute. Random access to loop iterations enables
Flor to schedule the order of traversal (e.g. for binary search). This
opens up more opportunities: when multiple Flor replay jobs are
running simultaneously for sampling or search, replay job schedul-
ing becomes increasingly interesting.
Analytics and Stream Processing. It is fairly common today
for users to plot their model-training logs as the training job is
running. It is possible to support hindsight logging mid-run using
the mechanisms in Flor today, but there is more work to do if
we want to fully explore the idea of streaming hindsight logging.
First, we would need to incorporate replay more tightly into the
process pipeline of record. Second, we would have to ensure that
replay could keep up with the rate of record, likely through an
integration of hindsight parallelism and stream processing ideas.
Finally, we would like to integrate seamless with richer stream
analytics engines ([9, 11], etc.)
Queries Across Projects and Versions. Our work to date fo-
cuses on accelerating the user experience while iterating on a single
model. We believe hindsight logging could support querying the
past of multiple versions of a model, or even multiple different
models. For example, we might be looking for past Flor logs from
colleagues that show the “exploding/vanishing gradiant” pattern of
Section 2.1. By identifying those runs, we could then query subse-
quent versions of those experiments that did not exhibit the issue,
and examine the code changes they used to make the issue go
away. This requires querying across the checkpoints of many Flor
runs, each of which may not have materialized the relevant state.
This brings up challenges in consistently injecting hindsight log
statements into many programs, and then performing replay as
appropriate.
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