INTRODUCTION
Let G be a finite reflection group acting on ‫ޒ‬ n . Then G acts on the w x Ž . polynomial ring ‫ޒ‬ x in a natural manner, where x s x , . . . , x is a Ž . basis of G-invariants or basic G-in¨ariants . The degrees are independent of the particularly chosen basis, while the basis itself is not unique. Several authors have explicitly given a particular basis for each irreducible finite Ž w x w x w x reflection group cf. Coxeter 3 , Ignatenko 9 , Mehta 10 , Saito, Yano, w x w x. and Sekiguchi 11 , and Sekiguchi and Yano 12, 13 . In this paper we are concerned with a distinguished basis of G-invariants canonically attached Ž . to a certain system of invariant differential equations cf. Definition 1.1 .
Any basic G-invariants g , . . . , g are linearly independent since they 1 n are algebraically independent. Two bases of G-invariants, say, g , . . . , g 1 n and h , . . . , h , are said to be equi¨alent if there exists a constant matrix
Ž . where Ѩ s Ѩ , . . . , Ѩ with Ѩ s ѨrѨ x . It is well known that 1.2 defines 1 n i i w x a positive definite symmetric bilinear form on ‫ޒ‬ x . The Gram᎐Schmidt Ž . orthogonalization with respect to the inner product 1.2 takes a basis of G-invariants into an equivalent orthogonal one. So it is no loss of generality that we restrict our attention to orthogonal bases of G-invariants. DEFINITION 1.1. A basis f , . . . , f of G-invariants is said to be canoni- 1 n cal if it satisfies the system of partial differential equations,
where ␦ is the Kronecker symbol. 
together with the additional condition It is an interesting problem to determine a canonical basis of Gw x w x invariants for each individual group. Flatto 4, 5 and Flatto and Wiener 7 gave an algorithm for doing so. But it does not seem to be effective in practice. In fact they gave no explicit formula for a canonical basis. In this paper we determine it explicitly for groups of types A, B, D, and I in a Ž . systematical way. The formulas obtained Theorem 2.1 will be applied to certain mean value problems in forthcoming papers. The groups of the remaining types E, F, and H seem to require case-by-case treatments, and the problem is left open for these exceptional groups.
STATEMENT OF THE MAIN THEOREM
First we consider the simplest case of type I. We identify Ž . The only relation to be checked is f Ѩ f s 0. But this is trivial since 1 2 Ž . f Ѩ is the Laplacian and f is a harmonic polynomial. 1 2 We proceed to groups of types A s A , B s B , and D s D . Let ny 1 n n ᑭ be the symmetric group acting on ‫ޒ‬ n by permuting x , . . . , x . Let
The group ‫ޚ2‪r‬ޚ‬ acts on ‫ޒ‬ by sign changes. Let ‫ޚ2‪r‬ޚ‬ be the Ž . n subgroup of ‫ޚ2‪r‬ޚ‬ defined by
The group ᑭ acts on ‫ޚ2‪r‬ޚ‬ and ‫ޚ2‪r‬ޚ‬ by permuting , . . . , .
Actually the group G acting on the hyperplane x q иии qx s 0 in ‫ޒ‬ 
We define the polynomials f > , . . . , f > as follows. For > s A, B, we set
where the first summation is taken over all i-tuples j , . . . , j of integers 1 î such that 1 F j -иии -j F n and Ѩ indicates the omission of the Ž .
where ⌬ s ⌬ is defined by 2.5. > . Proof. We fix > s A, B. Let f , . . . , f be any canonical basis of G-in- Ž .
Ž . Ž . Ž . Ž . Ž .
j n j j
We may assume h is a homogeneous polynomial, since so are Ѩ f and 
Hence we obtain
up to a nonzero constant multiple. Finally we determine the constants a .
It easily follows from 3.11 that the coefficient of x in f is given by
a must be j j j Ž . jy1 independent of j. So we can take a to be y1
. The proof is complete. 
where a s g , f is a nonzero constant depending only on n. For each n n n Ž . ms1, . . . , n, let J J be the set of all m-tuples J s j , . . . , j such that
where f is defined by
We remark that the notations 3.3 and 3.14 ᎐ 3.15 are consistent for m s n. In order to establish Theorem 2.1, we have only to show that Ž . Ž . Ž . g , . . . , g defined by 3.12 and f , . . . , f defined by 3.14 ᎐ 3.15 satisfy
For m s n this claim is already established in 3.13 . We set
Then we obtain
.17 follows from 3.13 with n replaced by m, and for i ) m, Ž .
pends only on x , . . . , x , while g c is independent of them. Hence we The proof is complete.
In order to establish Theorem 2.1 for type D, we need the following lemma. 
