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Abstract
In this work, we present a theorem for existence and uniqueness of almost periodic solutions for logistic equations with infinite
delay. Our result improves some recent results. Moreover, an open question raised by G. Seifert is answered completely.
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1. Introduction
In this work, we consider the following equation:
N ′(t) = N (t)
(
a(t)− b(t)
∫ ∞
0
K (s)N (t − s)ds
)
(1.1)
for t > 0 with initial condition N (t) = φ(t), t ≤ 0, where φ : (−∞, 0] → [0,∞) is continuous and bounded with
φ(0) > 0; K : [0,∞) → [0,∞) is piecewise continuous and satisfies∫ ∞
0
K (s)ds = 1, σ =
∫ ∞
0
sK (s)ds < ∞; (1.2)
a and b are almost periodic in the sense of Bohr, and satisfy
0 < a0 ≤ a(t) ≤ a1, 0 < b0 ≤ b(t) ≤ b1 for t ∈ R, (1.3)
where a0, a1, b0, b1 are constants. This equation can model the dynamics of population size of a species in a time-
fluctuating environment with a(t) denoting the birth rate and b(t) the death rate.
It is well known that for a given φ as above, (1.1) has a unique solution N (t, φ), t > 0. We call N (t) a solution of
(1.1) on R if N (t) = N (t, φ) satisfies (1.1) for all t ∈ R.
For the case when K is a step function, and a(t) and b(t) are periodic with the same period, (1.1) has been studied
extensively in [4]. Recently, Seifert [5] gave a theorem for existence and uniqueness of an almost periodic solution
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for Eq. (1.1), where a rather strong decay condition on the kernel K (t) was used, namely, a equivalent version of this
condition is∫ ∞
0
K (s)ersds < ∞ for some r > 0. (1.4)
So, he proposed an open question as to whether the conclusion still holds without this strong decay condition. Then
Feng [1] improved (1.4) to∫ ∞
0
s2K (s)ds < ∞, (1.5)
and extended this result to the following more general equation in [2]:
N ′(t) = N (t)
[
a(t)− c(t)N (t)− b(t)
∫ ∞
0
K (s)G(N (t − s))ds
]
. (1.6)
In this work, we completely answer the question raised by G. Seifert, namely, we get the same conclusion without
conditions (1.4) and (1.5). Furthermore, in our result, we remove the following restrained condition:
b0 >
b21a1σ
B0
with B0 = b0
∫ ∞
0
K (s)e−a1sds, (1.7)
which is necessary to the results in [1] and [5].
2. Main results
We assume that conditions (1.2) and (1.3) are satisfied in the sequel without any specific mention. The following
lemma is given by Lemma 1 and its proof in [1], and the proof presented here is a slight modification of the original
one in [1].
Lemma 2.1. Corresponding to any initial condition φ(t), solution N (t) of (1.1) satisfies
0 < m0 ≤ N (t) ≤ M0 for t ≥ 0, lim sup
t→+∞
N (t) ≤ M, (2.1)
for some constants m0 and M0, and M = a1/B0 with B0 = b0
∫∞
0 K (s)e
−a1sds.
Proof. By Lemma 1 in [5] (see also the argument at the beginning of the proof of Lemma 1 in [1]), we get that
N (t) > 0 for t ≥ 0. Then by (1.1) and (1.3) we have
N ′(t) < a1N (t), t ≥ 0,
which implies that
N (t)e−a1s < N (t − s) for t ≥ s > 0.
Meanwhile, it follows from (1.2) that, for any ε > 0, there exists T > 0 such that
b0
∫ ∞
t
K (s)e−a1sds < ε for t > T .
So, for t > T , again by (1.1) and (1.3) we get
N ′(t) = N (t)
(
a(t)− b(t)
∫ ∞
0
K (s)N (t − s)ds
)
≤ a1N (t)− b0N (t)
∫ t
0
K (s)N (t − s)ds
< a1N (t)− b0N 2(t)
∫ t
0
K (s)e−a1sds
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= a1N (t)− N 2(t)
(
B0 − b0
∫ ∞
t
K (s)e−a1sds
)
< a1N (t)− N 2(t)(B0 − ε).
Let y(t) = 1/N (t); then we have
y′(t) > −a1y(t)+ B0 − ε for t > T .
This yields that
y(t) > y(0)e−a1t + B0 − ε
a1
(1− e−a1t ) for t > T .
Therefore we have
lim inf
t→+∞ y(t) ≥
B0
a1
,
i.e.
lim sup
t→+∞
N (t) ≤ a1
B0
= M.
This also implies that there exists some constant M0 > 0 such that N (t) ≤ M0 for t ≥ 0 since N (t) is continuous on
[0,∞).
For the proof of N (t) > m0 for some constant m0 > 0, we refer the reader to the end part of the proof of Lemma
1 in [1]. This completes the proof. 
The following Lemma 2.2 is given in [1] as Lemma 2.
Lemma 2.2. (1.1) has a solution N∗(t) on R such that m ≤ N∗(t) ≤ M, t ∈ R, for some constant m > 0, where M
is as in Lemma 2.1.
We note that the constants m,M used later in this work refer in particular to those in Lemma 2.2.
Lemma 2.3. If N∗(t) is an a.p. solution of (1.1) on R, then m0 ≤ N∗(t) ≤ M, t ∈ R, for some constant m0 > 0.
Proof. By Lemma 2.1, we have
m0 ≤ N∗(t) for t ≥ 0, lim sup
t→+∞
N∗(t) ≤ M
for some constant m0 > 0. On the other hand, it follows from the theory of a.p. functions (see e.g. [3]) that there exists
a sequence {tn} such that tn →∞ as n →∞, and N∗(t + tn) → N∗(t) uniformly in t ∈ R as n →∞. Therefore, it
is easy to see that m0 ≤ N∗(t) ≤ M, t ∈ R. This completes the proof. 
Lemma 2.4. Suppose that N1(t) and N2(t) are two solutions of (1.1) on R such that
m0 ≤ Ni (t) ≤ M0, t ∈ R, i = 1, 2, (2.2)
for some positive constants m0 and M0; then N1(t) = N2(t), t ∈ R.
Proof. Let x(t) = ln N1(t), y(t) = ln N2(t), L(t) = x(t)− y(t) and, given any t0 ∈ R, L0(t) = x(t + t0)− y(t + t0).
By an elementary calculation, we can deduce from (2.2) that there exists a continuous θ(t) such that
N1(t)− N2(t) = θ(t)L(t) and m0 ≤ θ(t) ≤ M0, t ∈ R. (2.3)
Then it follows from (1.1) that
L ′0(t) = −b(t + t0)
∫ ∞
0
K (s)(N1(t + t0 − s)− N2(t + t0 − s))ds
= −b(t + t0)
∫ ∞
0
K (s)θ(t + t0 − s)L0(t − s)ds.
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So we get
(L20(t))
′ = 2L0(t)L ′0(t)
= −2L0(t)b(t + t0)
∫ ∞
0
K (s)θ(t + t0 − s)L0(t − s)ds
= −2L20(t)b(t + t0)
∫ ∞
0
K (s)θ(t + t0 − s)ds
+ 2L0(t)b(t + t0)
∫ ∞
0
K (s)(L0(t)− L0(t − s))θ(t + t0 − s)ds. (2.4)
Clearly, L0(t) is bounded, namely, |L0(t)| ≤ M1, t ∈ R, for some constant M1 > 0, and hence it follows from (1.2)
and (2.3) that the infinite integral
∫∞
0 K (s)(L0(t)− L0(t − s))θ(t + t0 − s)ds is uniformly convergent in t ∈ R. So,
by (1.2), (1.3), (2.3) and (2.4), for any r > 0, we have
2b0m0
∫ r
0
L20(t)dt ≤ 2
∫ r
0
L20(t)b(t + t0)
∫ ∞
0
K (s)θ(t + t0 − s)dsdt
=
∫ r
0
(
2L0(t)b(t + t0)
∫ ∞
0
K (s)(L0(t)− L0(t − s))θ(t + t0 − s)ds − (L20(t))′
)
dt
= 2
∫ ∞
0
K (s)
∫ r
0
b(t + t0)L0(t)(L0(t)− L0(t − s))θ(t + t0 − s)dtds − L20(r)+ L20(0)
≤ 2b1M1M0
∫ ∞
0
K (s)
∣∣∣∣∫ r
0
(L0(t)− L0(t − s))dt
∣∣∣∣ ds + L20(0)
= 2b1M1M0
∫ ∞
0
K (s)
∣∣∣∣∫ r
0
(
d
dt
∫ t
t−s
L0(v)dv
)
dt
∣∣∣∣ ds + L20(0)
= 2b1M1M0
∫ ∞
0
K (s)
∣∣∣∣∣
∫ r
r−s
L0(v)dv −
∫ 0
−s
L0(v)dv
∣∣∣∣∣ ds + L20(0). (2.5)
Then we obtain
2b0m0
∫ r
0
L20(t)dt ≤ 2b1M1M0
∫ ∞
0
2K (s)M1sds + M21
= M21 (4b1M0σ + 1),
and thus, since r is arbitrary, we have∫ ∞
t0
L2(t)dt =
∫ ∞
0
L20(t)dt ≤ M2, (2.6)
where M2 = M
2
1 (4b1M0σ+1)
2b0m0
which is independent of t0. Hence∫ ∞
−∞
L2(t)dt ≤ M2.
In addition, it is easy to get from (2.4) that (L2(t))′ is bounded on R; then L2(t) is uniformly continuous on R. As a
result, we get
lim|t |→∞ L
2(t) = 0.
This together with (1.2) yields that, for any ε > 0, there exists T > 0 such that∫ ∞
T
K (s)sds < ε, |L(t)| < ε for |t | > T . (2.7)
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Now it follows from (2.5) and (2.7) that, for t0 < −T, r > 2T − t0,
2b0m0
∫ r
0
L20(t)dt ≤ 2b1M1M0
(∫ ∞
0
K (s)
∫ r
r−s
|L0(v)|dvds +
∫ ∞
0
K (s)
∫ 0
−s
|L0(v)|dvds
)
+ L20(0)
≤ 2b1M1M0
(∫ ∞
0
K (s)
∫ r
r−s
|L0(v)|dvds +
∫ ∞
0
K (s)εsds
)
+ ε2
= 2b1M1M0
(∫ T
0
K (s)
∫ r
r−s
|L0(v)|dvds +
∫ ∞
T
K (s)
∫ r
r−s
|L0(v)|dvds + σε
)
+ ε2
≤ 2b1M1M0
(∫ T
0
K (s)εsds +
∫ ∞
T
K (s)M1sds + σε
)
+ ε2
≤ 2b1M1M0(σε + M1ε + σε)+ ε2
= 2b1M1M0(2σ + M1)ε + ε2.
So, for t0 < −T ,∫ ∞
t0
L2(t)dt =
∫ ∞
0
L20(t)dt ≤
2b1M1M0(2σ + M1)ε + ε2
2b0m0
,
which implies that∫ ∞
−∞
L2(t)dt = 0.
Therefore L2(t) = 0, t ∈ R, i.e. N1(t) = N2(t), t ∈ R. This completes the proof. 
We are now in a position to present our main result.
Theorem 2.1. (1.1) has a unique a.p. solution N∗(t) on R, and m ≤ N∗(t) ≤ M, t ∈ R. Moreover, N (t)−N∗(t) → 0
as t →∞ for any solution N (t) of (1.1).
Proof. Consider the equation
N ′(t) = N (t)
(
a∗(t)− b∗(t)
∫ ∞
0
K (s)N (t − s)ds
)
, (2.8)
where K is as in (1.1), and for some sequence {tn}, a(t + tn) → a∗(t), b(t + tn) → b∗(t) uniformly in t ∈ R as
n → ∞. Notice that a∗, b∗ are also a.p., and bounded property (1.3) holds with a and b replaced by a∗ and b∗,
respectively. So, repeating the arguments of Lemmas 2.2 and 2.4, we can get that there exists a unique solution N (t)
of (2.8) on R such that m0 ≤ N (t) ≤ M, t ∈ R, for some constant m0 > 0. Then in the same way as Theorem 10.1 in
Fink [3] is proved, we can prove that the bounded solution N∗(t) of (1.1) on R obtained in Lemma 2.2 is a.p., i.e. (1.1)
has an a.p. solution N∗(t) on R such that m ≤ N∗(t) ≤ M, t ∈ R. On the other hand, it follows from Lemmas 2.3
and 2.4 that N∗(t) is unique as an a.p. solution of (1.1).
If N (t) is any solution of (1.1), it follows from Lemma 2.1 that (2.1) holds. Let L(t) = ln N (t)− ln N∗(t), t ≥ 0.
In the same way as getting (2.6) in Lemma 2.4, we can get∫ ∞
0
L2(t)dt < ∞.
Also as in the proof of Lemma 2.4, it is easy to see that L2(t) is uniformly continuous in t ≥ 0. So we have L2(t) → 0
as t →∞. This implies that N (t)− N∗(t) → 0 as t →∞. The proof is complete. 
Remark 2.1. (a) Theorem 2.1 improved the results of [1,5], namely, we do not need conditions (1.5) (resp. (1.4)) and
(1.7) which are necessary for the conclusion of Theorem 1 in Feng [1] (resp. Theorem in Seifert [5]). As a result, the
open question proposed by Seifert in [5] is answered completely.
(b) It is interesting that Theorem 2.1 can be extended to the more general equation (1.6) by a suitable modification
to the arguments of this work, and we can also improve the result of Feng [2], namely, we can get the same conclusion
as Theorem 1 in [2] without the corresponding conditions (14) there. Here we omit the details.
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