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Abstract: This paper introduces the structure function χ which naturally induces the
structural derivative A = ∇χ to the generalized Hamilton systems, and it naturally
derived a structural vector field Xχ forming a new vector field X
M
f = Xf + fXχ which
gets the GPB {f, g}GHS = Xfg ∈ C∞ (M,R) generalized to the generalized structural
Poisson bracket {f, g} = Xfg+Xχ (f, g) ∈ C∞ (M,R). The GCHS as a real dynamical
system on the generalized Poisson manifold (P, S, {, }) is for the non-Euclidean space,
and accordingly S dynamics is defined by w = XχH ∈ C∞ (M,R), GCHS is also divided
into two dynamic subsystem parts: TGHE and S-dynamics, the acceleration flow as
the second order form of GCHS is spontaneously deduced. The GCHS on the Riemann
manifold (M, g) is also discussed as well.
1 GHS: Generalized Hamilton system,
TGHE:Thorough generalized Hamilton equation ,
GCHS:Generalized covariant Hamilton system,
GSPB:Generalized structural Possion bracket,
GJI:Generalized Jacobi identity.
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1 Introduction
The classical Poisson bracket defined on functions on R2n is[1, 7, 10]
{f1, f2} = ∂f1
∂qi
∂f2
∂pi
− ∂f1
∂pi
∂f2
∂qi
, ∀fj ∈ C∞ (M,R)
On Rr such a structure is given by functions Jij (x) satisfying the identities which are
also the conditions for the definition of the GPB given by[2, 5]
(i) Antisymmetry: Jij (x) = −Jji (x).
(ii) Jacobi identity:
Jil
∂Jjk
∂xl
+ Jjl
∂Jki
∂xl
+ Jkl
∂Jij
∂xl
= 0 (1.1)
where i, j, k = 1, . . . ,m, and Jij (x) = {xi, xj}.
and cosymplectic structure J = (Jij) can construct the following bivector
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Definition 1 Cosymplectic structure J forms bivector Λ on a Poisson manifold (P, {·, ·})
such that
Λ = Jij (x) ∂i ⊗ ∂j = 1
2
Jij∂i ∧ ∂j, Jij = −Jji
then there exists a homomorphic mapping f → Xf = [Λ, f ] = Jij∂if∂j based on the
Schouten bracket, for all f ∈ C∞ (M,R), and vector field Xf ∈ C∞ (TM).
(i) and (ii) imply that the bilinear operation
{F,G} = Jij (x)∂F
∂xi
∂G
∂xj
(1.2)
for F,G ∈ C∞ (M,R), is antisymmetric and satisfies the Jacobi identity; i.e., the
algebra of functions C∞ (Rr) becomes a Lie algebra.[1] An abstractly defined Lie algebra
structure {, } on C∞ (Rr) arises in this way if and only if it satisfies the Leibniz identity
{FG,H} = {F,H}G+F {G,H}. and this enables us to define a Poisson structure on
a manifold P to be a Lie algebra structure {, } on C∞ (P ) which satisfies the Leibniz
identity. The functions Jij may then be seen as the components in local coordinates of
an antisymmetric contravariant 2-tensor J ; the Jacobi identity may be interpreted as
the vanishing on J of a certain natural quadratic differential operator of first order.
Equation (1.1) in fact is Jacobi identity, it forms a set of nonlinear partial dif-
ferential equations whose structural functions must be satisfied. In particular, any
antisymmetric constant matrix is obviously satisfied by (1.1). The generalized Poisson
bracket 1.2 has four simple but crucial properties:[2, 4, 10]
1. Antisymmetry: {F,G} = −{G,F}.
2. Bilinearity: {λF + µG,K} = λ {F,K} + µ {G,K}. {F,G} is real bilinear in F
and G.
3. Jacobi identity: {F, {G,K}}+ {G, {K,F}}+ {K, {F,G}} = 0.
4. Leibnitz identity: {F ·G,K} = F · {G,K} + G · {F,K}. where F,G,K are the
elements of C∞(P ), λ, µ are arbitrary real numbers.
A manifold (that is, an n-dimensional smooth surface) P together with a bracket op-
eration on F (P ), the space of smooth functions on P , and satisfying properties 1 ∼ 4,
is called a Poisson manifold, and the GHS is defined on it for arbitrary dimensions.
Any symplectic manifold is a Poisson manifold. The Poisson bracket is defined by the
symplectic form.
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On a Poisson manifold (P, {·, ·}), [3] associated to any function H there is a vector
field, denoted by XH and called Hamiltonian vector fields, which has the property that
for any smooth function F : P → R we have the identity
〈dF,XH〉 = dF ·XH = {F,H}
where dF is the differential of F and dF ·XH denotes the derivative of F in the direction
XH . We say that the vector field XH is generated by the function H, or that XH is
the Hamiltonian vector field associated with H.
XH =
∂H
∂qi
∂
∂pi
− ∂H
∂pi
∂
∂qi
Assume first that M is n-dimensional, and pick local coordinates (q1, · · · , qn) on M .
Since (dq1, · · · , dqn) is a basis of T ∗qM , we can write any α ∈ T ∗qM as α = pidqi. This
procedure defines induced local coordinates (q1, · · · , qn, p1, · · · , pn) on T ∗M . Define
the canonical symplectic form on T ∗M by Ω = dpi ∧ dqi. The interior product iHΩ is
given by iXHΩ = dH[3, 7–9].
Proposition 1 ([3]) Suppose that (Z,Ω) is a 2n-dimensional symplectic vector space,
and let (qi, pi) denote canonical coordinates, with respect to which Ω has matrix J .
Then in this coordinate system, XH : Z → Z is given by XH =
(
∂H
∂pi
,−∂H
∂qi
)
= J∇H.
Thus, Hamilton’s equations in canonical coordinates are
q˙i =
∂H
∂pi
, p˙i = −∂H
∂qi
, i = 1, · · · , n (1.3)
Definition 2 ([3]) Let (P,Ω) be a symplectic manifold. A vector field X on P is called
Hamiltonian if there is a function H : P → R such that
iXΩ = dH
that is, for all v ∈ TzP , we have the identity Ωz (X (z) , v) = dH (z) · v. In this case we
write XH for X. The set of all Hamiltonian vector fields on P is denoted by XHam(P ).
Hamiltons equations are the evolution equations z˙ = XH (z).
In finite dimensions, Hamilton’s equations in canonical coordinates are
q˙i =
∂H
∂pi
, p˙i = −∂H
∂qi
, i = 1, · · · , n
Theorem 1 ([6]) Let M be n-dimensional C∞ manifold, X ∈ C∞ (TM), then LX =
d ◦ iX + iX ◦ d for ∀ω ∈ C∞ (
∧rT ∗M) such that LXω = (d ◦ iX + iX ◦ d)ω.
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Lemma 1 ([6]) Let vector field X on the symplectic manifold (P,Ω), 2-form Ω ∈
C∞
(∧2T ∗M), if LXΩ = 0 holds for all X ∈ C∞ (TM), then X is the symplectic
vector field on (P,Ω).
Theorem 2 ([6]) Let M be n-dimensional C∞ manifold, X ∈ C∞ (TM), let LX :
C∞ (⊗r,sTM)→ C∞ (⊗r,sTM), θ 7→ LXθ satisfy
1. LXf = Xf, f ∈ C∞ (M,R) = C∞ (⊗0,0TM) ,
2. LXY = [X, Y ] , Y ∈ C∞ (TM) = C∞ (⊗1,0TM)
Lemma 2 Let X1, X2, X ∈ C∞ (TM) , f ∈ C∞ (M,R) , θ, η ∈ C∞ (⊗0,sTM) be given,
then
iX (θ + η) = iXθ + iXη, iX (fθ) = fiXθ
iX1+X2 = iX1 + iX2 , ifX = fiX
Theorem 3 ([6]) Let ω ∈ C∞ (∧rT ∗M) be given on smooth manifold along with
Y,X ∈ C∞ (TM), then
dω (X, Y ) = X 〈Y, ω〉 − Y 〈X,ω〉 − 〈[X, Y ] , ω〉
Definition 3 ([3]) Given a symplectic vector space (Z,Ω) and two functions F,G :
Z → R, the generalized Poisson bracket {F,G} : Z → R of F and G is defined by
{F,G} (z) = Ω (XF (z) , XG (z))
Using the definition of a Hamiltonian vector field, we find that equivalent expressions
are
{F,G} (z) = dF (z) ·XG (z) = −dG (z) ·XF (z)
where we write LXGF = dF · XG for the derivative of F in the direction XG. Lie
Derivative Notation. The Lie derivative of f along X, LXf = df ·X, is the directional
derivative of f in the direction X.
Generalized Hamiltonian system(GHS) is defined as(see [1, 2, 6, 7]).
x˙ =
dx
dt
= J (x)∇H (x) , x ∈ Rm (1.4)
where J (x) is structure matrix, ∇H (x) is the gradient of the function Hamilton, struc-
ture matrix J (x) satisfies the conditions (i) and (ii). Using the Leibnitz properties of
GPB, Hamiltonian equations can be further written as: {xi, H} = Jij ∂H∂xj .
Transformation of Hamiltonian Systems. As in the vector space case, we have the
following results.
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Proposition 2 ([3]) A diffeomorphism ϕ : P1 → P2 of symplectic manifolds is sym-
plectic if and only if it satisfies
ϕ∗XH = XH◦ϕ
for all functions H : U → R (such that XH is defined) where U is any open subset of
P2 .
Thus, ϕ preserves Poisson brackets if and only if ϕ∗XG = XG◦ϕ for every G : Z →
R.
Proposition 3 ([3]) Let XH be a Hamiltonian vector field on Z, with Hamiltonian H
and flow ϕt . Then for F : Z → R,
d
dt
(F ◦ ϕt) = {F ◦ ϕt, H} = {F,H} ◦ ϕt
Corollary 1 ([3]) Let F,G : Z → R. Then F is constant along integral curves of XG
if and only if G is constant along integral curves of XF , and this is true if and only if
{F,G} = 0.
Lemma 3 ([5]) If {f, g} = 0 holds for all g ∈ C∞ (M,R), then f is called the Casimir
function on the Poisson manifold.
Clearly, the Casimir function has no corresponding Hamiltonian vector field XH , for
∀g ∈ C∞ (M,R), Xgf = 0 gives rises to Xg = 0, hence f ∈ H0(M,R).
Lemma 4 ([6]) A smooth curve γ = [a, b]→M , which satisfies
x¨i (t) + Γijk (x (t)) x˙
j (t) x˙k (t) = 0, i = 1, · · · ,m
is called geodesic equation.
Remark 1 The brackets in the introduction are GCP brackets, and in the following
discussion, it will bring the subscript GHS to show the differences .
2 Generalized Structural Poisson Bracket
Let Z be a real Banach space, possibly infinite-dimensional, and let Ω : Z ×Z → R be
a continuous bilinear form on Z.
As known, nabla symbol ∇ is the vector differential operator, hence we naturally
obtain the extension of ∇, denoted by the vector differential operator D = ∇+∇χ ∈
Rm, namely the transformation of operator
∇ → D = ∇+∇χ
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that is made. Of course, vector function A = ∇χ ∈ Rm. For its components, the
covariant derivative operator denoted by Di =
∂
∂xi
+ Ai, Ai = ∂iχ is the structural
derivative as the components of vector function A, where ∂i =
∂
∂xi
, A is a structural
vector field derived from the structure function χ. Actually, this is the derivative
transformation showing as
∂i → Di = ∂i + Ai
where structural derivative Ai is the vector field. the covariant derivative Di in this
context as a generalization of the partial derivative ∂i which transforms covariant under
parallel transport.
More precisely, given a function f ∈ C∞,
∇f → Df = ∇f + f∇χ = ∇f + Af ∈ Rm
is defined on the m-dimensional Poisson manifold which is self consistent, compatible.
For the following discussions, we will use GSPB bracket {F,G} = JijDiFDjG
without distinction.
Proposition 4 (Structure Matrix) A generalized Poisson structure is given by func-
tions J = (Jij (x)) on Rm satisfying the identities
1. skew-symmetry: Jij (x) = −Jji (x).
2. Generalized Jacobi identity:
JilDlJjk + JjlDlJki + JklDlJij = 0 (2.1)
where Dl = ∂l + Al is covariant derivative.
Skew-symmetry used to preserve structure, J is called a cosymplectic structure and
satisfing generalized Jacobi identity. Equation (2.1) forms a set of nonlinear partial
differential equations whose structural functions must be satisfied. Plugging covariant
derivative into (2.1) gives
JilDlJjk + JjlDlJki + JklDlJij = 0 (2.2)
= (Jil∂lJjk + Jjl∂lJki + Jkl∂lJij) + Al (JilJjk + JjlJki + JklJij)
So as Di is degenerated to ∂i, GJI is become to generalized Jacobi identity, hence
complete Jacobi identity should be taken as GJI.
Jil∂lJjk + Jjl∂lJki + Jkl∂lJij = −Al (JilJjk + JjlJki + JklJij) (2.3)
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As a matter of fact, GJI (2.1) represents structural conservation on non-Euclidean
manifold M with Al, when Al = 0, GJI in non-Euclidean space (2.2) reduces to struc-
tural equations on Euclidean flat manifolds M of conditions (i) and (ii), that is to say,
GCPB → GPB.
Obviously, the preserving structure equation (2.1) is natural prolongation of (1.1).
Let’s do some notations for discussions, we omit the subscript of GCHS in the equation
{F,G}GCHS except special instructions in the following discussions of the main results,
namely {F,G}GCHS ≡ {F,G}, and GPB is denoted as {F,G}GHS. We will define one
of the most important operators in GCHS.
Based on the definition 1, for a given map
λ : Λ1 (M)→ C∞ (M,R) , λ : df 7→ Xf
such that αidx
i → 〈αidxi,Λ〉 = Jij (x)αi ∂∂xj and df = f,idxi → Jij (x) f,i ∂∂xj = Xf .
Hence we give the definition of structural operator as a structural vector field.
Definition 4 (Structural Operator) Let (Z,Ω) be a symplectic vector space. A vec-
tor field D : Z → Z is given on Z, A = ∇χ is a structural vector field, structural
operator is defined as
Ŝ ≡ ATJD = JijAiDj = JijAi∂j = Xχ ∈ TpM
where D = ∇+ A, Xχ is structural vector field, and JijAiAj = 0 has been used.
The most peculiar thing is that structural operator Ŝ as a complete operator only
exists in the non-Euclidean space, it does not exist in flat Euclidean space and double
summation to get a complete functional form.
Definition 5 Let a vector field Xf = Jij∂if∂j ∈ TpM be given on the Poisson mani-
fold, then a vector transformation is given
Xf → XMf = Xf + fXχ
for all Xf , Xχ = JijAi∂j ∈ TpM . XMf is non-symplectic vector field, the space denoted
by (ZN ,Ω).
Note that symplectic structure Ω on symplectic manifold is closed form, dΩ = 0,
based on the theorem 1, hence
LXΩ = (d · iX + iX · d) Ω = diXΩ = 0
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to make symplectic vector field X satisfy above equation is equivalent to iXΩ is closed
form. then we can obtain the Lie derivative of a differential 2-form Ω on XMf
LXMf Ω = df ∧ dχ ∈ C
∞
(∧2
T ∗M
)
for all f, χ ∈ C∞ (M,R), according to the lemma 1, it generally reveals that XMf is not
symplectic vector field.
This follows 2-form α = LXMf Ω = dξ ∈ C∞
(∧2T ∗M), if let ξ = fdχ be denoted,
and then dLXMf Ω = 0, where the form ξ is called a potential form for α, LXMf Ω =
α = dξ is an exact form for differential form ξ of one lesser degree than α, because
d2 = 0, exact form LXMf Ω is automatically closed. Especially, on a contractible domain,
every closed form is exact by the Poincare´ lemma. According to the theorem 3, for
α ∈ C∞ (∧2T ∗M), ξ ∈ C∞ (∧1T ∗M), we have
α (X, Y ) = dξ (X, Y ) = X 〈Y, ξ〉 − Y 〈X, ξ〉 − 〈[X, Y ] , ξ〉
for all Y,X ∈ C∞ (TM).
One takes the covariant differential Df = Difdxi = df+fdχ for all f ∈ C∞ (M,R)
to replace the ordinary differential df , and definition 1, then we can define the gener-
alized structural Poisson bracket below
Definition 6 (GSPB) Let vector field XMf be given on the manifold M along bivector
Λ such that
{f, g} ≡ 〈Df ⊗Dg,Λ〉 = DTfJDg = JijDifDjg
is called the generalized structural Poisson bracket for all f, g ∈ C∞ (M,R) , where
D = ∇+ A is vector operator.
Analytic expression of the GSPB is given by {f, g} = DTfJDg = JijDifDjg with
the vector operator D = ∇+ A,
{f, g} = DTfJDg = ∇TfJ∇g + fATJ∇g + g∇TfJA+ gfATJA
= {f, g}GHS + f{χ, g}GHS − g{χ, f}GHS
for all f, g ∈ C∞ (M,R) , where {f, g}GHS = ∇TfJ∇g, {χ, g}GHS = ATJ∇g, ATJ∇f =
{χ, f}GHS and ATJA = 0, hence structural operator is correspondingly rewritten as
Ŝ = ATJD = ATJ∇, and based on the definition 6 can be calculated in the following
theorem
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Theorem 4 The generalized structural Poisson bracket of two functions f, g ∈ C∞ (M,R)
is shown as
{f, g} = {f, g}GHS +Xχ (f, g)
where {f, g} = −{g, f} is skew-symmetric, and Xχ (f, g) = fXχg−gXχf = −Xχ (g, f)
is together defined.
Proof 1 As previously illustrated , the nabla symbol ∇ is replaced by vector differential
operator D, then the generalized structural Poisson bracket of two given functions f, g ∈
C∞ (M,R) is defined such that
{f, g} = DfJDG = JijDifDjg
= Jij∂ifDjg + fŜg
where Ŝ ≡ JijAiDj = JijAi∂j. Let a vector field Xf = Jij∂if∂j ∈ TpM be given on the
generalized Poisson manifold, then
Xf → XMf = Xf + fXχ
for all Xf , Xχ = JijAi∂j. Hence the generalized structural Poisson bracket is reexpressed
as
{f, g} = XMf g + gXMf χ = XMf g + gXfχ
for all f, g ∈ C∞ (M,R). Hence we obtain
{f, g} = {f, g}GHS + f{χ, g}GHS − g{χ, f}GHS
= Xfg + fXχg − gXχf
at here, we denote antisymmetric expression Xχ (f, g) = fXχg − gXχf = −Xχ (g, f).
The GSPB also can be expressed as
{f, g} = Xfg + gXfχ+ fXχg
Corollary 2 An identity Xχχ = 0 holds for all χ ∈ C∞ (M,R).
Apparently, the theorem 4 indicates the following formal expressions
{f, } = Xf +Xχ (f, ·) , {·, g} = −Xg +Xχ (·, g)
As we can see that Xχ (f, g) is thoroughly derived by the structural vector Xχ. As a
result of GSPB, it follows the properties below
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Theorem 5 For all f, g, h ∈ C∞ (M,R), λ, µ ∈ R, the GSPB has the following impor-
tant properties
1. Symmetry: {f, g} = −{g, f}.
2. Bilinearity: {λf + µg, h} = λ {f, h}+ µ {g, h}.
3. GJI: {f, {g, h}}+ {g, {h, f}}+ {h, {f, g}} = 0.
4. Generalized Leibnitz identity: {fg, h} = {fg, h}GHS +Xχ (fg, h).
5. Non degeneracy: if for all F , {f, g} = 0, then {f, g}GHS = Xχ (g, f).
Obviously, the nature of properties 1,4,5 has undergone fundamental change, according
to the mathematical expressions of 1,4,5, it’s obvious that they’re directly linked to the
structural operator and the symmetry has been greatly expanded. The law of Leibniz’s
derivation is not linear anymore. Jacobi identity can deduce general identity connected
to the structural derivative. property 2 is also complete under GSPB.
Transparently, the property 5 in the theorem 5 reveals f, g ∈ C∞ (M,R), {f, g} = 0
can lead to the result fXχg = X
M
g f or X
M
g f + fXgχ = 0, the Casimir function
has corresponding Hamiltonian vector field XH , assume that Xχg 6= 0, then we have
XMf
Xfχ
= −id, or identity map XMg
Xχg
= id, obviously, this is one of the biggest different
feature from the lemma 3.
Corollary 3 Let f,H ∈ C∞ (M,R). Then f ’s solution equals f = f0e−wt along the
integral curves of XMH if and only if {H, f} = 0.
Obviously, the corollary 3 is a generalization of corollary1 and lemma 3 which classically
correspond the special case at w = 0 of the corollary 3.
Definition 7 A manifold P endowed with a generalized structural Poisson bracket {·, ·}
and satisfying properties 1 ∼ 4 on C∞ (P,R) is called a generalized Poisson manifold
(P, S, {, }).
Specifically, the vector field XMf defined in definition 5 is non-symplectic vector field on
the generalized Poisson manifold (P, S, {, }) satisfying the theorem 5, hence it implies
that generalized Hamiltonian vector XMH is non-symplectic vector field on (P, S, {, }),
Definition 8 Let {f, g} = Xfg + Xχ (f, g) be on the generalized Poisson manifold
(P, S, {, }) such that
Xχ (f, ·) = fXχ −Xχf
Xχ (·, g) = Xχg − gXχ
for all f, g ∈ C∞(P ) are respectively called exterior clamp and interior containing.
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Accordingly, then one can obtain symmetric identity
Ŝ (fg) = Xχ (f, g) + 2gŜf = Ŝ (gf)
Theorem 4 indicates that GSPB {·, ·} can be decomposed into two parts and
Ŝ (FG) = {F,G} − {F,G}GHS + 2GŜF
Once it goes back to flat Euclidean space, structural operator Ŝ disappears. Namely,
if A = 0 holds true, then {F,G} − {F,G}GHS = 0. The GSPB can also be shown in
the matrix form
{F,G} = DTFJDG = {F,G}GHS + FATJ∇G+G∇TFJA
It indicates that GSPB still uses the structural matrix J = (Jij) to preserve structure
invariant. The biggest difference lies in the differential form, GSPB relies on covariant
derivative Dl, GPB depends on ordinary derivative ∂l, due to the existence of the
structure function χ that one has to consider covariant derivative operator. So, one
can evaluate the GSPB between the coordinates as shown in the following equation
Wkl = {xk, xl} = JijDixkDjxl = Jij (δik + Aixk) (δjl + Ajxl)
= Jijδikδjl + xkJijAiδjl + xlJijAjδik
= Jkl + Jkl
where Jkl = xkbl− xlbk = −Jlk, δik is Kronecker’s sign, bk = JjkAj, and Jkl = Jijδikδjl.
Let structural operator Ŝ function onto the xl which deduces the result below Ŝxl =
JijAiDjxl = bl. Obviously, the antisymmetry Wkl = −Wlk holds, Once the effects of
structural operator is removed, then GSPB degenerates into the GPB. In other words
{xk, xj} → {xk, xj}GHS, and if k = j holds for the GSPB between the coordinates,
then it yields {xk, xk} = 0.
Definition 9 Given a non-symplectic vector space (ZN ,Ω) and two functions f, g :
Z → R with 2-form Ω ∈ C∞ (∧2T ∗M), the generalized structural Poisson bracket
{f, g} : Z → R of f and g is given by
{f, g} (x) = Ω (XMf (x) , XMg (x)) = iXMf Ω (XMg )
where XMf = Xf + fXχ.
Proof 2 The GSPB {f, g} (x) = JijDifDjg as previously defined for all f, g ∈ C (M,R),
and it’s applied to the definition
{f, g} (x) = Ω (XMf (x) , XMg (x)) = 〈Df,XMg (x)〉 = − 〈Dg,XMf (x)〉
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More specifically, by using lemma 2, we ulteriorly deduce the consequence as follows
{f, g} (x) =
〈
iXMf Ω, X
M
g (x)
〉
=
〈
iXfΩ + fiXχΩ, X
M
g (x)
〉
= Ω
(
Xf (x) , X
M
g (x)
)
+ fΩ
(
Xχ, X
M
g (x)
)
Substituting the vector field XMg = Xg + gXχ ∈ TpZ into the GSPB above, it leads to
the further step
{f, g} (x) = Ω (Xf , Xg + gXχ) + fΩ (Xχ, Xg + gXχ)
= Ω (Xf , Xg) + Ω (Xχ, fXg − gXf )
= {f, g}GHS + f{χ, g}GHS − g{χ, f}GHS
where Ω (Xf , Xg) = {f, g}GHS and fXg − gXf ∈ TpZ.
Theorem 6 Let (P,Ω) be a symplectic manifold. A vector field XMf : Z → Z on P is
called function f if there is a function f : P → R such that
iXMf Ω = Df = df + fdχ
that is, for all v ∈ TxP , we have the identity
Df
dt
= Ω
(
XMf , v
)
= Df · v
Proof 3 For the vector field XMf ∈ TpM , its interior product with respect to the 2-form
Ω is given by
iXMf Ω = Df = iXfΩ + fiXχΩ
with the help of definition 2, one can deduce the consequences iXfΩ = df, iXχΩ = dχ,
we obtain iXMf Ω = Df = df + fdχ.
According to the operation rule of interior product, we have iXMf Ω (v) = Ω
(
XMf , v
)
,
then the covariant evolution of function f is shown as
Df
dt
= iXMf Ω (v) = Df · v = df · v + fdχ · v =
df
dt
+ fw
where df · v = df
dt
, dχ · v = w.
Definition 10 Let (ZN ,Ω) be a non-symplectic vector space. A vector field X
M
H : Z →
Z is called generalized Hamiltonian if
iXMH Ω = DH (x)
for all x ∈ Z, for some C1 function H : Z → R, and call H a generalized Hamiltonian
function for the vector field XMH .
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3 S Dynamics and TGHS
Mathematically, on the basis of previous foundation, we would expect to establish the
GCHS, and there is no doubt that the GCHS is equivalent to GSPB, GSPB should
naturally deduce the GCHS and they can be derived from each other, additionally the
GCHS is completely built on the S dynamics and nonlinear generalized Hamiltonian
system , hence we need to define the concepts of SD and TGHS .
3.1 S Dynamics and TGHS
Definition 11 (S Dynamics(SD)) Let (Z,Ω) be a symplectic vector space. A scalar
field w : Z → Z is given on manifold M , A = ∇χ is a structural vector field,
w = ŜH (x) = −XHχ (x)
is called the S dynamics along with the structural vector field Xχ.
Obviously, that the vector field Xχ is completely generated by the structure function
χ, or that Xχ is the structure vector field associated with χ.
In fact, here we have another expression for w given by−b (x)∇H (x) = {H,χ}GHS, x ∈
Rm, where b (x) = AT (x) J (x) is an 1×m matrix, its component is bj = JijAi. S dy-
namics can also be deduced from the GSPB as follows
w = {1, H} = −XMH χ = −XHχ = ŜH = {χ,H}GHS = XχH
where {1, H}GHS = 0 is obvious.
As a matter of fact, the S dynamics just represents the rotational mechanical
effects. The w is only associated with the S operator, mathematically, the S dynamics
equation has no component expression and it only describes curved spaces, which is
the characteristic quantity of non-Euclidean space. Strictly, S dynamics is a brand new
and independent Hamiltonian system similar to the GHS, it’s completely derived by
the structural operator in the Hamiltonian system.
Let’s generalize equation (1.4) to the Non-Euclidean manifold. The TGHS should
be substitute for the GHS to improve and perfect original theoretical system. The
nonlinear generalized Hamiltonian system is defined as follows:
Theorem 7 (TGHS) The thorough generalized Hamiltonian system on (P, S, {·, ·})
is defined as
x˙ =
dx
dt
= J (x)DH (x) , x ∈ Rm (3.1)
the component expression of TGHS is x˙k = JkjDjH.
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Undoubtedly, TGHS embodies the GHS and new item JkjAjH derived from the
structural function, it implies that TGHS is holonomic and valid theory to replace the
GHS using the time operator d
dt
. Furthermore the S dynamics can be rewritten in the
form w = AT x˙ = Ajx˙j with the help of the fact {χ, χ}GHS = 0, where structural
derivative matrix A = (A1, · · · , Am)T and x = (x1, · · · , xm)T . Seeing that S dynamics
and TGHS are in terms of the structural function, so that once the A is removed, it
will lead to the disappearance of SD along with degeneration of TGHS.
Accordingly, the equilibrium equation is dx
dt
= x˙ = 0 or expressed as J (x)∇H (x)+
J (x)AH (x) = 0, if J (x) is nondegenerate, then equilibrium equation is rewritten as
DH (x) = 0. Explicitly, TGHS is not compatible with GSPB, so it’s just a modification
of GHS.
3.2 Covariant Time Operator
In order to achieve compatibility with GSPB, one must generalize the dynamics to gen-
eral condition, a new covariant time operator is constructed by combining the dynamics
of the time operator with the S dynamics.
Definition 12 (Covariant Time Operator(CTO)) Let w = XχH ∈ C∞ (M,R)
with the Hamiltonian H be on the generalized Poisson manifold, then covariant time
operator formally holds
D
dt
=
d
dt
+ w
for all functions on (P, S, {, }).
The CTO can be shown as D
dt
= d
dt
+ {1, H}. Transparently, the S dynamics is directly
linked to the Hamiltonian H using the GSPB.
D
dt
f =
d
dt
f + wf = {f,H} = Ω (XMf , XMH )
= JijDifDjH = XfH −HXχf + fŜH
where based on the corollary 2 Xχχ = 0 which leads to the equality X
M
H χ = XHχ, and
obviously we have the evolution operators as follows
df
dt
= XfH −HXχf, −XMH χ = ŜH = w
Hence time operator is d
dt
= −XH −Xχ, in other words, dfdt = −XHf −Xχf .
Covariant time operator has greatly expanded the scope of the time operator so
that we can study the evolution of various physical systems in a broader and more
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general mathematical space. Certainly, the extended part w is an independent and
complete dynamic system, it is derived from the interaction of Hamiltonian function
H and S operator, in another word, the dynamic function w completely deduced from
S operator acting on Hamiltonian functions. We can also deduce covariant differential
form D = d + δ, where second part is δ = wdt. Then CTO can be rewritten as
D
dt
= d
dt
+ δ
dt
, and we also have the following covariant differential form
Df = df + δf, D (fg) = gdf + fdg + δ (fg)
where f, g ∈ C∞. Accordingly, the time rate of change of any scalar function f ∈
C∞ (M,R) on the generalized phase space can be computed from CTO by using the
chain rule Df
dt
=
df
dt
+ wf =
∂f
∂xi
·
xi + wf
This can be compactly written Df
dt
= {f,H}.
Theorem 8 The generalized equations of motion with the Hamiltonian H on (P, S, {, })
is the covariant evolution such that
D
dt
f =
d
dt
f + wf = {f,H}
= JijDifDjH
= XfH −HXχf + fŜH
in which we define TGHE as
d
dt
f = Jij∂ifDjH = XfH −HXχf
holds for all f ∈ C∞ and S dynamics
w = ŜH = {1, H}
Theorem 9 Let {dqi, i = 1, · · · , n} is a basis of T ∗qQ on the generalized Poisson man-
ifold (P, S, {, }), and 1-form ω ∈ T ∗qQ as α = pidqi, the induced local coordinates
{qi, pi; i = 1, · · · , n} on T ∗Q, symplectic 2-form on T ∗Q is given by Ω = dpi ∧ dqi, the
structure vector is defined by
Xχ = Ai
∂
∂pi
− bi ∂
∂qi
where structural derivatives are shown as Ai = Xpiχ, bi = Xxiχ respectively.
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Hence we can define the generalized Hamiltonian vector field by using the general-
ized structural Poisson bracket as following
Theorem 10 Suppose that (ZN ,Ω) is non-symplectic vector space, X
M
H : Z → Z is
given by
XMH = XH +HXχ =
(
D˜piH,−DiH
)
is call the generalized Hamiltonian vector field, where D˜pi =
∂
∂pi
+ bi, bi = b̂iχ. Thus,
generalized Hamilton’s equations in canonical coordinates are
q˙i = D˜piH, p˙i = −DiH, i = 1, · · · , n (3.2)
where q˙i = d
dt
qi,
Obviously, generalized Hamilton’s equations (3.2) is a reasonable extension of Hamil-
ton’s equations(1.3). Specifically, the generalized Hamiltonian vector fields is reex-
pressed as
XMH = XH +HXχ = DiH
∂
∂pi
− D˜pi
∂
∂qi
therefore the interior product about XMH is given by iXMH Ω = DH = dH + Hdχ as
theorem 6 illustrated.
4 GCHS
The structural derivative Ai in covariant derivative operator Di can help us study
different physical and mathematical fields, namely different Ai for different fields on
manifold M can be specifically studied, once structural derivative Ai is ensured, the
relating generalized covariant Hamilton system is followed to ascertain, for the sake of
actualizing compatibility and self consistency between GSPB and GCHS, the GCHS on
the generalized Poisson manifold (P, S, {·, ·}) with structural derivative vector A can
be defined as follows:
Definition 13 (GCHS) The generalized covariant Hamilton system on (P, S, {·, ·})
is defined as
Dx
dt
= W (x)DH (x) , x ∈ Rm (4.1)
is called the GCHS, where m × m matrix W = J + J = −W T , the components is
Dxk
dt
= WkjDjH.
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In local coordinates (x1, · · ·xr), a generalized Poisson structure is determined by the
component functions Wij (x) of W . Specifically, Wkl = Jkl + Jkl, where
Jkl = {xk, xl}GHS,Jkl = Xχ (xk, xl). In terms of the bracket we have simply Wkj =
{xk, xj}; in other words, the generalized Poisson structure is specified if we give the
bracket relations satisfied by the coordinate functions.
Equation (4.1) can be expanded and written as form Dx
dt
= x˙ + wx, where x˙ =
dx
dt
= J (x)DH (x) describes the TGHS, w depicts the S dynamical effect. Conse-
quently, GCHS and GSPB have brought about the compatibility and self consistency
in mathematics. One can study the general topological properties and geometric prop-
erties of non-Euclidean space structures, and reveal the specific operation and details
of Hamiltonian systems through the additional structures. Using the GSPB to express
the equation of GCHS is Dxk
dt
= {xk, xj}DjH. Apparently, the GCHS consists of TGHS
and SD term. Actually, equation (4.1) is real Hamiltonian dynamical system, w is the
necessary kinetic parameter, at the same time, it also reveals the non kinetic defects of
GHS and the great restriction of its application.
Obviously, equilibrium equation of the GCHS is shown as Dx
dt
= 0, that is to say
x˙+wx = 0, its formal solution is x = x0e
−wt, where x0 is initial position. the solutions
of x(t) = 0 are called zero solution.
Theorem 11 The GCHS on (P, S, {·, ·}) in a component form is
Dxk
dt
= {xk, H} = x˙k + xkw (4.2)
for all x ∈ P .
Proof 4 By the form of GSPB , one can easily obtain
{xk, H} = JijDixkDjH = JkjDjH + xkŜH
= x˙k + xkw
where Kronecker’s sign is δik = ∂ixk =
{
1, i = k
0, i 6= k , equivalently, GCHS can also be
expressed as Dxk
dt
= −Ŝ (xkH) + {xk, H}GHS + 2xkŜH.
the essential difference between GHS and GCHS is whether or not associated with the
structural function, obviously, if condition w = 0 holds, GSPB degenerate into the
ususal GPB. Apparently (4.2) is covariant expression.
Corollary 4 the structural operator Ŝ can induce the following equation
bk = Ŝxk, Ak = Ŝpk, w = ŜH
in terms of position xk, momentum pk and Hamiltonian H respectively.
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4.1 Covariant Momentum
Corollary 5 The covariant momentum on (P, S, {·, ·}) is p = mDx
dt
, where m is the
mass of objects.
And the component form in corollary 5 can be written in the form pk = m
Dxk
dt
, the
time rate of change leads to the consequence of force as below Fk =
Dpk
dt
.
Definition 14 (XP) Let ξik = ∂ipk =
{
ξkk, k = i
0, k 6= i , then
Jjiξjk = ρik =
{−1, k = i
0, k 6= i = −δik
where δik = Jijξjk. Therefore, an identity ρjk + δjk = 0 holds.
Theorem 12 The covariant evolution of the momentum vector p = pkek is
D
dt
pk = {pk, H} = −DkH + pkw (4.3)
where the time rate of change is then expressed as p˙k = −DkH.
Proof 5 By GSPB , one can obtain
D
dt
pk = {pk, H} = Ω
(
XMpk , X
M
H
)
= JijDipkDjH
Using the definition 14, further more,
JijDipkDjH
= Jij∂ipkDjH + pkŜH
= JijξikDjH + pkŜH
= ρjkDjH + pkw
= −δjkDjH + pkw
= −DkH + pkw
Hence it yields D
dt
pk = −DkH + pkw, where JijDipk = ρjk + pkbj = −δjk + pkbj.
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4.2 The Covariant Canonical Equations
As a consequence of generalized structural Poisson bracket, then one can lead to DF
dt
=
{F,H} = dF
dt
+ wF , where the first part of TGHS is definitionally taken the form
dF
dt
= ∂iFJijDjH = ∇TFJDH
Therefore, if DF
dt
= 0 holds true, then the equilibrium equation is {F,H} = dF
dt
+wF = 0,
its formal solution is F = F0e
−wt, where F0 is the initial value of function F .
Theorem 13 The covariant canonical equations on (P, S, {, }) are
Dxk
dt
= {xk, H} , Dpk
dt
= {pk, H}
where D
dt
is CTO.
According to the definition 13, one can define the acceleration flow based on the GCHS,
Essentially, the acceleration flow is the second order of GCHS, and it’s a second order
differential equation.
4.3 Acceleration Flow
Definition 15 (Acceleration Flow) The acceleration flow on (P, S, {, }) is defined
as
a =
D2x
dt2
= x¨+ 2wx˙+ xβ, x ∈ Rm (4.4)
where x¨ = d
2x
dt2
, β = w2 + dw
dt
, x˙ = J (x)DH (x), its component expression is ai =
x¨i + 2wx˙i + xiβ, Newton’s second law expresses F = m
D2x
dt2
, where m is the mass of
objects.
Obviously, definition 15 also reveals the inevitable problems and critical limitations of
GHS. Conversely, GCHS as a universal and intact theoretical system can remedy the
defects of GHS. More importantly, acceleration flow is directly and completely derived
from GCHS, it has achieved the self consistency and original intention between the
Hamiltonian structure and classical mechanics along with the GCHS, the theories are
compatible with each other. This vital point goes far beyond GHS reaches.
The expression in lemma 5 is equivalent to the Newton’s second law Fk = mak. As
a result, if dw
dt
= 0 holds right, then w = w0, acceleration flow can be shown as
a = x¨+ 2w0x˙+ xw0
2 (4.5)
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Equation (4.4) is the second order linear ordinary differential equation. Equilibrium
equation of (4.4) is a = 0, specifically, it’s shown as x¨+2wx˙+xβ = 0, its characteristic
equation is λ2 + 2wλ + β = 0, discriminant is ∆ = 4w2 − 4β = −4dw
dt
, roots are
λ1,2 = −w ±
√
−dw
dt
.It is transparent that discriminant −∆
4
= dw
dt
is only decided by
whether S dynamics w changes or not as time flows.
5 GCHS on the Riemann Manifold
In Riemannian geometry, the Levi-Civita connection is a specific connection on the
tangent bundle of a manifold. More specifically, it is the torsion-free metric connection,
i.e., the torsion-free connection on the tangent bundle preserving a given Riemannian
metric.
Let M be a differentiable manifold of dimension m. A Riemannian metric on M is
a family of inner products g : TpM×TpM −→ R, p ∈M such that, for all differentiable
vector fields X, Y on M , p 7→ g(X(p), Y (p)) defines a smooth function M → R. the
metric tensor can be written in terms of the dual basis (dx1, · · · , dxn) of the cotangent
bundle as g = gij dx
i ⊗ dxj. Endowed with this metric, the differentiable manifold
(M, g) is a Riemannian manifold. In a local coordinate system (U, xi), connection ∇
gives the Christoffel symbols, so now the structural derivative Ai is now expressed as
the special case of Christoffel symbols. Accordingly, the structure function χ on the
(M, g) is taken as form χ = log
√
g.
Theorem 14 The GCHS on (M, g) can be expressed
Dxk
dt
= Jkj
∂H (x)
∂xj
+ JkjΓ
i
jiH (x) + xkJijΓ
l
il
∂H (x)
∂xj
Proof 6 Plugging the Levi-Civita connection into the GCHS
Dxk
dt
= Jkj∂jH + JkjAjH + xkJijAiDjH (x)
then it proves the theorem.
Clearly, theorem 14 has indicated GCHS as the real general dynamical system which
has contained the new three parts only linked to the structural function, GHS is very
ordinary part of GCHS.
And the covariant momentum is thusly shown as
pk = mJkj
∂H (x)
∂xj
+mJkjΓ
l
jlH +mxkJijΓ
l
li
∂H (x)
∂xj
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Corollary 6 S dynamics on (M, g) is shown by the equation
w = ŜH (x) = JijΓ
l
li
∂H (x)
∂xj
Incidentally, from the corollary 6, it is clear that S dynamics is related only to the
structure function χ, and NGHS is expressed in the following lemma
Corollary 7 TGHS on (M, g) is the representation
x˙k =
dxk
dt
= Jkj∂jH + JkjΓ
l
ljH
Clearly, corollary 7 contains GHS as the rate of change of time, which is a whole. Only
in this way can we describe the stability problems and development trends etc. There-
fore, only corollary 7 can describe the Riemann manifold with Levi-Civita connection,
which can clearly describe the various properties of Hamiltonian dynamics on Riemann
manifold.
As a consequence, the equilibrium equation on (M, g) of GCHS is a set of nonlinear
partial differential equations
Jkj
∂H (x)
∂xj
+ xkJijΓ
l
li
∂H (x)
∂xj
+ JkjΓ
l
jlH (x) = 0
It can be mathematically denoted as Bk + VkH (x) = 0, where Vk = Jkj
∂ log
√
g
∂xj
, and
Bk = Jkj
∂H(x)
∂xj
+ xkJijΓ
l
li
∂H(x)
∂xj
. Apparently, the term Vk is mainly connected to the
structural derivative Aj. The expression of second order of GCHS is given
Theorem 15 Acceleration flow on (M, g) of GCHS is
ak =
d2xk
dt2
+ 2wJkj∂jH + 2wJkjΓ
l
jlH + xkw
2 + xk
dw
dt
where x¨k =
d
dt
x˙k is the second order derivative about time.
Classically, there is only one term d
dt
(Jkj∂jH) for the GHS to depict the acceleration
flow, it can’t describe the the Riemann manifold with Levi-Civita connection as mechan-
ical system. As for the theorem 15, the acceleration flow d
dt
(Jkj∂jH) of GHS is hidden
in the second-order derivative of time. Mechanical equilibrium equation is ak = 0,
specifically if equation dw
dt
= 0 holds, then geodesic equation of Riemann manifold is
rewritten in the form
d2xk
dt2
+ 2w0Jkj∂jH + 2w0JkjΓ
l
jlH + xkw0
2 = 0
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