We investigate the use of simulation and transactionlevel models for TCP in IP network design. More specifically, we focus on the transaction level dynamics of T C P and approximate it by max-min fair sharing. Based on this model, we formulate a network dimensioning problem as a nonlinear constrained optimization problem. The constraints and their gradients, which do not have analytical forms, are estimated through fluid simulation of the transaction-level model of TCP. The problem is solved by a gradient descent type of algorithm, with additional heuristics based techniques to improve its convergence. The performance of the proposed algorithm is evaluated through experimental studies on example networks. Results show that the methods are promising and can help the design of networks.
Introduction
One key feature of today's IP networks is that they itre openly shared by all network users. An end host does not need to reserve any network resource before sending information across the network. Such an architecture requires end hosts to be aware of the congestion in the network and adapt their transmission rates accordingly. This rate adaptation, supported by Transmission Control Protocol (TCP) [l] , resulting approximately fair sharing of the network resources and a graceful degradation of quality of service .(QoS) in the presence of congestion.
Traditional network design problems have been mainly based on "open-loop" models [2] , which fail to capture the adaptive nature of TCP. Such approaches usually model the networks as certain types of product-form queueing networks, and the performance measures used in the models emphasize on packet-level dynamics such as packet delay or loss. We believe that it is really the 'This work was supported in part by DARPA under Grant BAA00-18. transaction level dynamics of TCP instead of details of its protocol behaviors that directly impact the QoS perceived by end users. A more appropriate model for IP network design therefore should focus on transactionlevel issues such as the effect of arrival/departure dynamics on long-term throughput of TCP [3] .
Recently, [4] and [5] have studied the problem of link dimensioning for a single bottleneck link shared by a fixed number of ON-OFF type of traffic sources. During an ON period, a traffic source transmits a random amount of data using TCP. By a separation of time scale argument, they assume that the link bandwidth is shared by all active sources in a processor-sharing fashion and then derive the resulting performance metrics such as throughput and average ON period. However, their analysis becomes intractable when it is extended to a general network of links. Many simulation studies have shown that when multiple T C P connections share a network of links, the bandwidth sharing of each TCP connection satisfies approximately the max-min fairness criterion (see [2] for its definition). This max-min fair equilibrium is unique, but it can be determined only through numerical iteration and no analytic solution is available in general.
How to solve this network dimensioning problem is the focus of our work. In this paper, we consider a general IP network in which TCP connections arrive randomly according to a known random process. Each connection has a random amount of data to send, and the rate at which the data is transmitted is determined by the instantaneous max-min fair share of bandwidth available to the connection. With fixed routing paths, we are interested in determining the link capacities that can provide an expected level of QoS for network users, while minimizing a given cost function. The main challenge in solving this problem is that the probabilistic QoS constraints cannot be expressed in analytical forms, since the max-min fair share can only be determined numerically. In this paper, we use simulation techniques to obtain approximation to the constraints and their gradients, and then explore the convergence properties of the proposed algorithm by experimental studies. In the fol-0-7803-6638-7/00$10.00 0 2000 IEEE lowing section, we describe the problem more precisely and formulate it as a constrained optimization problem. In Section 3, we present an algorithm that solves the problem. The performance of this algorithm, evaluated through experimental studies, is shown in Section 4. We close in Section 5 with our conclusions.
Note that although g,. is not continuously differentiable with respect to C, the set of the nondifferentiable points has measure zero. We therefore assume that in general this fact does not affect the existence of optimum and the convergence of optimization algorithms. Once a connection has transmitted all its data, it leaves the network.
In this paper, we choose the QoS metric to be the completion time of a connection, as we believe that it directly reflects users' feeling about the degree of congestion inside a network. It is required that on route T , the probability that the completion time of a typical connection, D,, exceeding a specified threshold T,, is no larger than a given level q,. Mathematically, this requirement can be expressed as the following constraint:
is used to emphasize the fact that D, is a function of 6. We choose the cost function J to be the sum of the costs of all links, i.e.
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With these notations, our problem can be formulated as the following nonlinear constrained optimization prob-
The nonnegativity constraint on c' is implicitly required in (1). For convenience, we define constraint functions This formulation is that of a typical nonlinear constrained optimization problem. Many standard techniques, such as gradient descent and penalty function methods, are available to solve this class of problems [6] . The main challenge specific to our problem is that the constraints are expressed in probabilistic terms and do not have analytical forms. So our work focuses on how to develop effective techniques to deal with this difficulty, rather than developing new optimization algorithms.
Basic Search Algorithm
For a general optimization problem with inequality constraints:
where J(Z) and gi (2) are differentiable functions, the necessary condition for 5? to be a local minimum is that there exits a unique set of nonnegative Lagrange multi-
A simple algorithm that could find 6 is gradient descent method, in which 2 and are updated by the following equations:
where 81 and 8 2 are appropriately scaled step sizes. The slack variables zi,i E I, which are used to convert inequality constraints into equality ones, can be updated in a similar way.
To use this algorithm or any other nonlinear constrained optimization algorithms, one has to know the value of gi(Z) and its gradient Ogi(2). But they are not readily available in our case. This motivates us to use their approximations from simulation.
Approximations
At each iteration step, we simulate the dynamics of TCP connections arriving in and departing from the network, as described in the previous section. As the simulation progresses, we count the number of connec- 
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This scheme is illustrated in Figure 1 .
The update equations for then are:
and I; in our algorithm
A where p'= [pl, 1 E L] and p1 is the average work load on link 1, defined as ETER AT&/ST.
Algorithmic Techniques
It is commonly known that the basic gradient descent algorithm usually makes significant progress in the early stage of the search, but exhibits less-productive oscillatory behavior when the search is near the optimum or the boundary of the constraint set. This problem is particularly serious in our problem, as the approximations to gT and vgT introduce random noise into the updates. Although in theory the approximation error can be made arbitrarily small by sufficiently long simulation, this would increase the total run time of the algorithm. We therefore need some efficient techniques 'There are other methods which can better approximate the gradient but with higher complexity. to reduce the impact of random noise and improve the convergence properties of the algorithm.
At the beginning of the algorithm, we use relatively large step size and short simulation runs to allow the search to reach the neighborhood of the optimum quickly. As the search trajectory is near the boundary of the constraint set, the algorithm becomes very sensitive and oscillation can easily happen. So in this stage of the search2, we increase the accuracy of the approximations and use more careful search to home in on the optimum. We find the following heuristics based techniques have worked well in our experiments:
0 We set the length of the simulation based on the tightness of the active constraints3. More precisely, after j t h step, we find 6 = min, IfiT(j)l, and I = argmin,Ig,l. Then in the next step, the simulation is terminated only after the standard deviation of o~( j f l), is less than some fraction of S.
This helps ensure the accuracy of the estimation without unnecessarily long simulations. x after x > 1, and is approximatively equal to 0 when x is near the origin. An example of a feasible h ( ) is illustrated in Figure 2 . The rational behind the use of h ( ) is that when fi, is close to zero, it is likely the true value of gT is close to zero and this small difference could be due to the estimation error. On the other hand, if I& >> sa,, the estimation error should be small compared to the true value of g, and hence we may use ijT as if it were the true value of gT. In our experiments we 2A simple criterion is when the search trajectory cross the 31n our experiments, we find that the inactive constraints usuboundary of the constraint set for the first time ally can be identified in the early stage of search. find that this technique helps reduce the oscillation of the search trajectory around the constraint boundary significantly.
When the search trajectory is in the neighborhood of the optimum, ideally the variable C should be updated only along the direction which reduces the cost but does not affect the active constraints. cased on this observation,+our algorithm updates C along the direction of P , which is the projection of oJ (6) However, this approach does not work too well when the number of active constr2nts is large. In those cases, we only project v J ( C ) onto the null space of a few active constraints whose gradients have large norms.
As commonly known, the step size sequence is important to the convergence of gradient descent algorithms. We have found that the common damping method, e.g.
$ sequence, does not work well and often results in failure to reach the optimum. In our experiments, we use a constant step size in the early stage of the search. When the search trajectory is ne%r the optimum, we use a small but fixed step size for C , and have the step size individually tuned for each Lagrange multiplier (active constraints only), i.e. it is damped when j, gets closer to 0 and increased when it is away from 0. This approach has worked pretty well in our experiments.
Experimental Results
In this section, we evaluate the effectiveness of the gradient descent algorithm and the above algorithmic techniques in solving our problem. We first use two simple networks to show the details of the convergence properties of the algorithm, then show the results from our experiment on a more realistic backbone-alike network. In the first example, which is illustrated in Figure 3 , three routes with different numbers of hops are merged into a single link. We use the same set of parameters on all routes (A, = 1.0, S, = l.O,T, = 1.0,and q, = 0.05), but set different costs to different links (a1 = 1,az = 2, a3 = 3, a l = 0.5). The initial link capacities are set to be three times the average load on the links. This example is intended to study the scenario in real networks that multiple TCP connections are merged at different access stages of a network. The cost assignment reflects the fact that the unit cost of access links usually is less expensive than that of higher-capacity links used in the core of networks. Since link 3 has the highest load, we expect it requires the highest capacity. But with the unequal cost assignment, we expect the difference between the link capacities is small, because more capacity could be allocated to less expensive links 1 and 2 to help increase the chances that link 3 being the bottleneck. Our result (Figure 6 ) confirms this intuitive reasoning.
The second example, illustrated in Figure 4 , studies a long route (route 1) that interacts with cross traf- Since on link 1 route 2 has tighter constraint than route 1, we expect it be the dominant factor in determining Cl, and link 1 is not likely to be the bottleneck for connections on route 1. On the other hand, since route 1 has tighter constraint than route 3 on link 2, we expect that the solution to C, would be mainly affected by the constraint of route 1, and leave route 3 as an inactive constraint. This is indeed the case, as shown in Figure   10 and 11. The results also show that diverse QoS requirements increase the difficulty of convergence. The trajectories of link capacities in Figure 9 clearly have more oscillation and take longer to settle to the optimal solution than those in the first example.
Overall, the results from these two examples show that We also test our algorithm on a more realistic network modeled after an IP backbone network. Its topology is illustrated in Figure 5 . It has a total of 7 nodes, representing major metropolitan areas in US. There is a unique route between any source-destination pair in the network. We assume that each route follows the shortest path through the network4. In the experiment, we set the arrival rates on all routes originating from Nodes 2, 3, 5, and 6 to 2, and to 1 on all other routes. The rest of parameters are the same for Figure 15 . In the plot, the widths of the links are proportional to their capacities, and the numbers next to them are their final values. Despite the much larger size of the problem (22 variables with 42 constraints) as compared to the previous examples, the algorithm still converges reasonably well. Although the convergence time is longer, its search trajectories show the similar characteristics of those in previous examples. We therefore expect that our algorithm will work well in practical network design cases too.
4The cost of a path is defined by its total hop count. In cases where there is not a unique shortest path, the one with the smallest sum of node IDS is chosen.
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In this paper we investigate the use of simulation and transaction-level models for TCP in IP network design. We model the rate adaptation of TCP at transaction level by max-min fair sharing, and then use that model in a formulation of a network dimensioning problem.
More specifically, we consider an IP network in which TCP connections arrive and depart randomly and share the network bandwidth according to max-min fair criterion. We then determine the link capacities that can provide an expected level of QoS for users, while minimizing a given cost function.
The main contribution of this paper is that it investigates the feasibility of using stochastic approximation of the constraints and their gradients, obtained from simulation, in standard optimization algorithms. A set of heuristics based techniques are also proposed to deal with errors introduced by the approximation and improve the convergence properties of the basic algorithm. Our experimental studies on three different networks show that the proposed algorithm works well.
For the future work, our model can be improved to better approximate the behavior of TCP and include uncertainties in modeling. In addition, an analysis on the convergence speed of the algorithm would be interesting and help better understand the performance of the algorithm. 
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Figure 12: Capacity of the link from Node 3 to 4. 
