Evaluation results and an autoalignment method for an optical head of a near-field recoding (NFR) system are presented. The focusing unit is an optical head of a NFR system and is composed of a solid immersion lens (SIL) and an objective lens (OL). Generally, the size of the focusing unit is smaller than that of the conventional optical recording head. Hence there are difficulties in assembling the small focusing unit precisely and a novel method for an effective assembly is required. We compose an evaluation system with an interferometer and evaluate some focusing unit samples aligned and assembled manually and present the obtained results. We also propose a conceptual method of autoalignment to assemble the focusing unit well by a pattern recognition using a neural network. Using the conventional optical tool, Code V, a tolerance analysis of the assembly error between the SIL and the objective lens and an interference pattern analysis for the assembly error are executed. Then, through an analysis of the simulation results, the autoalignment methodology using a neural network approach is proposed.
Introduction
Currently there is a pressing requirement for a high-density large-capacity optical recording device as the demand for storage capacity has increased dramatically during the multimedia revolution and the recent information technology ͑IT͒ industry expansion. Compact disks ͑CDs͒ and digital video disks ͑DVDs͒, which employ far-field optics, use an objective lens ͑OL͒ to condense the illumination light. As the spot size cannot be less than the wavelength of the light due to the diffraction limit, the maximum recording density of an optical data storage device is limited. Thus, to increase the recording density, the use of short-wavelength light such as a blue laser has been proposed as a solution to solve the recording density issues. 1, 2 At the same time, current near-field recording ͑NFR͒ technology has been considered as a strong candidate to surpass the far-field diffraction limit imposed by the nature of light in present optical data storage systems. [3] [4] [5] [6] NFR uses a solid immersion lens 7 ͑SIL͒, which has a high refractive index ͑Ͼ1.0͒ to make the numerical aperture ͑NA͒ larger than 1. Within the near-field range below the SIL, the spot size is less than the wavelength of the light. Thus, there have been many elaborate attempts to apply the NFR method to high-density optical memory devices.
However, when using the SIL, there are serious issues that must be resolved, such as an alignment problem between the OL and the SIL. The size of the optical head ͓focusing unit ͑FU͔͒ for the NFR system is extremely small, and thus misalignment between the OL and the SIL causes aberrations 8, 9 and also influences the optical performance of the whole system. A tight assembling and manufacturing tolerance in NFR is one of the major barriers that must be overcome. In this paper, we evaluated an assembled FU sample, while considering the alignment importance between the OL and the SIL. To this end, we analyze the tolerance sensitivity of the FU and the interference pattern due to assembly errors between the OL and the SIL. We then propose an autoalignment method using the interferomtry principle and a neural network approach for pattern recognition.
Importance of FU Assembly Problem
Generally in an optical system, due to the diffraction limit, the diameter of the spot size and the depth of focus are approximately defined by dϷ/n sin max ϭ/NA, ͑1͒
␦Ϸ/͑n sin max ͒ 2 ϭ/͑NA͒ 2 , ͑2͒
where is the wavelength of the illumination light, max is the incident angle of a marginal ray propagating through the end of the aperture of the lens, n is the refractive index of the medium, and NA is the numerical aperture. Using the SIL in addition to the OL, the NA will be larger than 1. This means that we could make the spot size smaller than the wavelength of the light. Additionally, the depth of focus will be smaller than the wavelength of the light, and thus we must focus the light exactly on the bottom of the SIL to utilize the near-field effect. Therefore, it is necessary to control the gap between the OL and the SIL as precisely as the order of magnitude of the depth of focus, which means that the assembly tolerance of the FU in the direction of the optical axis is very small. Because in most NFR systems, the optical head is extremely small for a practically available data storage device, a very precise assembly technique is needed to solve the assembly problem of an optical head, the FU. In our system, the depth of focus is approximately 540 nm. The gap between the OL and the SIL as well as their thickness and manufacturing errors will affect the assembly tolerance in the optical axis direction. In addition, the relative tilt and decenter errors also seriously affect the optical performance of the system.
Experimental Setup and Evaluation Results of FU Samples

Experimental Setup
We used a general Twyman-Green-type interferometer to evaluate the assembled FU samples. A schematic diagram of the evaluation system is provided in Fig. 1͑a͒ . Figure  1͑b͒ shows a photograph of the measurement system. In Fig. 1͑a͒ , the laser source is a general circular-polarized laser and has a 650-nm wavelength. It is well collimated for a plane wave incident to the FU. The FU sample is placed such that it just contacts at the optical flat mirror, which is located on high-precision multiaxis micrometer stages. Because it is the planoglass mirror interface at the bottom of the SIL, the back-reflected beam profile has a nearly circular shape. There may be an optical imperfectness between the SIL and a flat mirror but little contamination between those would be a micrometer order of magnitude. A simple conceptual figure of this interface is presented in Fig. 2͑b͒ . Figure 2͑a͒ shows the planoglass-air interface at the bottom of the SIL, and the rays between the normal to the interface and 32.9 deg are passed to air while the rays with incident angles larger than 32.9 and up to 36.8 deg would undergo total internal reflection ͑TIR͒. Thus, the back-reflected beam at the bottom of the SIL is observed to be in a nearly ''donut'' shape. The positions of the optical components, and particularly the FU part, are adjusted precisely with ultraprecision microstages. The experiments were executed on an antivibration stage placed on the optical tables. The beam was collimated through the collimating optics and split into two directions; one was toward the reference mirror and the other was toward the FU sample. The reflected beams from the reference mirror and the FU sample were combined again in the beamsplitter, then incident to the CCD camera. Then, using the phase-shift method ͑bucket algorithm͒, we measured the alignment state of the FU sample. Figures 3͑a͒ to 3͑d͒ show the components used for the FU. In a counterclockwise direction in the figures, flying slider, the OL, the SIL, the lens barrel, the barrel cap, and FU samples are shown. For measurement by the phaseshift method, we first calibrated the piezoelectric transducer ͑PZT͒ actuator, which linearly guides the reference mirror by a flexure hinge stage without any parasitic motions. The simple phase-shift interferometer is represented as follows. 10 The wave equation of the returned beam from the reference mirror is
The wave equation of the returned beam from the specimen is
Then the intensity detected from CCD camera would be
where A and B are the wave amplitudes, k is the wave number (kϭ2/), l is the wave path length, D(x,y) is the mean intensity, ␥(x,y) is the visibility, (x,y) is the phase difference ͓ϭ2kh(x,y)͔, h(x,y) is the height of the specimen, and ␦ is the amount of the reference phase shift.
The preceding equations have three unknowns, D(x,y), ␥(x,y), and (x,y). Thus, we can obtain the unknowns by solving at least three equations. To have three equations at least, it is possible to obtain the intensity information by varying the reference phase. Generally, we can obtain the phase information (x,y) by varying the phase as follows:
If we move the reference mirror as a four-bucket algorithm,
10
Nϭ4, ␦ j ϭ0, /2, , 3/2.
͑7͒
Thus, using Eqs. ͑6͒ and ͑7͒, we can obtain the phase information. Also, the arc tangent functions periodicity of the phase unwrapping is necessary to recover h(x,y). Thus, h͑x,y ͒ϭ ͑x,y ͒ 4 . ͑8͒
FU Evaluation Results
In our system, we established the initial state of the interferometer so as to have vertical stripe fringes by slightly tilting the reference mirror. If the initial state is aligned well, the result stripe fringe would be clear ͑least distortion͒ stripe fringes. wavefront error, which should be subtracted from the FU sample measurement results. In the FU sample, if there were no errors ͑optically perfect͒, the combined fringes would be perfect vertical strip fringes. However, our FU samples were assembled manually and as a result there were distorted fringe patterns. Figures 5 and 6 show the FU sample measurement results.
In Fig. 5 , we see the first sample has a wavefront error of 0.094 of root mean square ͑rms͒ value. Through an analysis of the results, the first sample had a large defocus error in the optical axis direction, but relatively small tilt and decenter errors 11 ͑according to the coma and astigmatism aberrations of the data in the Zernike polynomial coefficients͒. The result of the first sample is not good optical performance compared with the criteria of 0.03 of rms value. In Fig. 6 , the second FU sample also had a significantly distorted fringe pattern. The wavefront error was of 0.471 of rms value. A relatively small defocus error in the optical axis is included compared with the first sample, but the coma and the astigmatism error were greatly increased. Through the experiment results, we found that the alignment problem in the assembly was serious for the ultraprecision optical head of the high-density recording system, and thus further consideration of the alignment importance is necessary and a proper alignment method for the optical head is required.
Sensitivity Analysis of Tolerance for FU Assembly Errors
A schematic diagram of the FU in our system is illustrated in Figs. 7͑a͒ and 7͑b͒. We used the Code V to model and design the optical system, as in Fig. 7͑a͒ . The OL has a clear aperture of 1.6 mm with NAϭ0.6 and the SIL has a 1-mm-diam lens of hemispherical shape with a refractive index of 1.84. Thus the total effective NA of the FU is 1.10.
As an illumination light source, we used a laser diode ͑LD, ϭ650 nm͒. The laser source is circular-polarized. The rms value of the wavefront aberration of the FU is calculated. The designed FU is placed on an optical transparent plate of 0.2 mm thickness and the OL and the SIL are mounted on the barrel, which is shown in Fig. 7͑b͒ . The SIL of half-ball lens (rϭ0.5 mm) shape was partially truncated for the center thickness as 0.3 mm and adhered to the optical transparent plate with a refractive index matching, therefore the light is focused at the bottom of the optical transparent plate. Figure 8 shows some assembling and manufacturing errors in the FU. The solid lines indicate manufacturing errors and the dashed lines denote assembly errors. These are tilt errors of the SIL/OL/FU, decenter errors of the SIL/OL, SIL/OL thickness errors, OL surface shift errors, and defocus of SIL and OL. These errors influence the wavefront aberration. For an optical recording system, the wavefront aberration of the optical head must be at least 0.03 in rms value to maintain good optical performance. It is necessary to assess how much these error elements influence the optical performance. We set the maximum wavefront aberration criteria to 0.03 and simulated these assembling and manufacturing errors to determine the maximum allowable tolerance of each error. This is the independent case of each error. However, in reality, all errors are combined mutually.
Thus, we simulated the worst case of each error to ascertain the maximum allowable tolerance, which is the single tolerance analysis. For the tilt and the decenter errors, the x-y plane ͑the optical axis is the z axis͒ components were also considered. The rms values according to the defocus and the tilt error are shown in Fig. 9 . All the results are summarized in Table 1 . The results show that the tolerance in the optical axis direction is much tighter than the tolerances in the tilt and decenter directions. In terms of assembly, this means that the OL and the SIL should be mounted on the barrel with very high precision and furthermore the lens barrel should be manufactured precisely with a similar degree. Generally, it is not easy to assemble and manufacture a lens within submicroprecision. Therefore autoalignment and assembly techniques are necessary. Because limitations in manufacturing techniques are inevitable, more effort is devoted to the alignment and assembly parts. From the viewpoint of mass-production in the future, automation in the alignment and assembly process is desirable to solve the tight tolerance problem.
Proposal of Autoalignment Method for FU
Single-Tolerance Analysis of the New FU
We redesigned the FU for the autoalignment method ͑see Fig. 10͒ . The sample FU had a small size, but for experiments in future work, we have selected a larger size of FU for easy handling. The new OL has a 5.252-mm clear aperture and both surfaces are aspheric surfaces, the refractive index of the new OL is 1.745. The SIL diameter is 2 mm and it has a 1.84 refractive index. Thus, we obtained a total 1.1 effective NA, which is the same as that of the old FU. Thus, the new FU would have the same optical performance. While the new FU has not yet been manufactured, the possibility of manufacturing is guaranteed. As such, we propose the concept of the autoalignment method based on the simulation results of the FU in this paper. The error elements of the new FU are the same as those of the old FU. Hence, a single tolerance sensitivity analysis was executed to obtain the maximum allowable tolerance of each error. Figure 11 shows the sample simulation results of the defocus error, which is the tightest error element. The process is similar to that of the old FU and the results are listed in Table 2 .
Interference Pattern Simulation of Errors and Analysis
A similar result with that of the old FU is obtained, as listed in Table 2 . Based on these results, we modeled the interference system and simulated various error situations in the new FU. In this interference pattern simulation, as already noted, the manufacturing error elements are excluded. In reality, inevitable manufacturing errors will be present in the OL and SIL that will be prepared in the future; however, we assume that there are no manufacturing errors in the simulation. Thus, we treated only the assembly errors for the autoalignment experiment, which will be executed in our next study. There are three error elements, the defocus error in the optical axis z direction, the OL tilt error in the x and y directions ͑the SIL tilt is relative to the OL tilt error and hence it is excluded͒, and the OL decenter error in the x and y directions ͑the SIL decenter is excluded for the same reason͒. A total five axis error components are the most sensitive errors and should be aligned precisely. Figure 12͑a͒ shows the interferometer models. The reference beam reflected from the reference mirror and the tested beam from the new FU are combined and then caused to interfere at the image plane in the bottom part of the figure. As in an experimental situation, the bottom surface of the SIL has a planoglass-mirror interface. Thus, the back-reflected beam would have a circular shape. The orientation of the simulation is represented in Fig. 12͑a͒ . Figure 12͑b͒ shows a wavefront map at the image plane without the new FU. Due to the forced tilt of the reference mirror, the wavefront is inclined. Figure 12͑c͒ is the resulting interference fringe ͑this is the case without the new FU, and hence there is a perfect vertical stripe fringe and the rms value is 0; this represents the reference mirror-test mirror state͒. Figures 12͑d͒ and 12͑e͒ are the initial state with the new FU. Figure 12͑d͒ provides the wavefront map of the new FU without any errors. Figure 12͑e͒ is the resulting interference fringe and the rms value is 0.00783. Thus, due to the imperfection of the lens, the interferometer model has an initial wavefront error of at least an rms value 0.00783.
We also simulated the numerous interference patterns of the new FU with errors. The defocus, the tilt x, tilt y, the decenter x, and decenter y patterns are independent cases, while the tilt xy, the decenter xy, and all the mixed patterns are combined cases. As there are many pattern results, we present only some examples. Figure 13 shows the result of the defocus errors. As the defocus error changes from minus to plus and from small to large, concentric circles are generated gradually and move from left to the right, which is similar to the spherical aberration case. In Fig. 14 , we see that the tilt error induced the elliptical characteristic. Also, the tilt errors in the x and y axes have orthogonal characteristics mutually, which is similar to the coma aberration case to some degree. In Fig.  15 , we see that the decenter errors induce little change relative to the defocus error.
Fringe pattern analysis of single error case
Fringe pattern analysis of combined error case
In Figs. 16͑a͒ to 16͑d͒ , the tilt errors in the xy directions are like the superposition of each tilt error of x and y, and the direction of ellipticity is dependent on the sign of each error. In Figs. 16͑e͒ to 16͑h͒ , the decenter errors in the xy directions are also like the superposition of each decenter error and they have hyperbolic characteristics. Finally, in Fig. 17 , which shows the case of all combined errors, Figs. show the decenter error effect in the presence of defocus and tilt errors. In these cases, both elliptical and hyperbolic characteristics are present, and as a result, the interference fringe patterns become very complex. Observing all the simulated results, the pattern trends of each error could be extracted and matched to the error amount. In the patterns, the position of the center part of each fringe-i.e., around the concentric curved line-and the number of fringes in the other regions excluding the center part are strongly related with the kind, sign, and amount of each error.
Consideration of a Real Situation and Auto-alignment Methodology
In a real situation, all the errors are randomly combined and generated in the FU. Thus, more random error simulations are needed to use the interference pattern analysis of errors for the autoalignment method. To this end, we obtained numerous random error sets composed of the preceding five errors based on Table 3 . Table 3 shows the ranges of each error for random error generations. Based on the tolerance sensitivity analysis, because the defocus error is the most sensitive, it has the widest range compared with the criteria of an rms 0.03 value. We also determined the range with consideration of the controllability of the mechanical stage. Thus, we approximately obtained several thousand random error sets-one set has five random values for each error. We then also gathered several thousand random interference fringe patterns, which represent all the error sets.
Neural Network Approach for Pattern Recognition
Using the characteristics of the error pattern analysis-the intensity values of each pixel of the fringe images and the fringe change count from black to white in some regions of the fringe image-we could extract the general two features of the fringe patterns, which is used to distinguish the patterns. In detail, Fig. 18͑a͒ represents the first feature. Comparing the region i with the region j ͑same size͒, the pixel value ͑0 to 256͒ summation of the i region is larger than that of the j region because there are more bright pixels in i region.
Therefore if we divide the image into m regions and let the pixel value summation of each region be S, the first feature vector becomes as follows: feature 1ϭ͓S 1 ,S 2 ,...,S m ͔:column vector. ͑10͒
Next, Fig. 18͑b͒ represents the second feature. If there is an inclination of fringes in the pattern due to the alignment error, the number of fringes across any line sections. For example, using the binary image of pattern, if we count the number of fringes across at j and k line sections,
Therefore if there are n sections in the pattern and let the count of fringes be C of each section, the second feature vector becomes as follows: feature 2ϭ͓C 1 ,C 2 ,...,C n ͔:column vector. ͑12͒
Therefore the total feature vector is as follows: featureϭ͓S 1 ,S 2 ,...,S m ,C 1 ,C 2 ,...,C n ͔:column vector. ͑13͒
Using this feature vector, we teach the neural network and if the learning is competed, the pattern recognition for various unlearned fringe patterns will be executed. That is, employing the learning-completed network, the recognition of unlearned patterns from the CCD camera and the prediction of the error state of the FU are possible.
As noted, we adopt a neural network algorithm for pattern recognition of the interference fringes. 12, 13 All of the pattern recognition process using the neural network is represented in Fig. 19 . If the FU is placed on the interferomter, the interference fringe pattern representing the error state is captured on the CCD camera. We then preprocess the raw fringe pattern using image processing and extract features and obtain the feature vectors. Next, using the learned neural network, we predict the error state of the test FU and then align the OL and the SIL according to the alignment algorithm to minimize the alignment error of the FU. This alignment process is repeated until the minimum alignment error. The doted line in Fig. 19 represents the future works.
There are various neural network algorithms for the pattern recognition, but a simple neural network model using a multilayer perceptron ͑MLP͒ and a back-propagation algorithm ͑BPA͒ for the learning process are presented in Fig.  20 . The inputs of the network are feature values from the fringe pattern and the outputs are alignment variables as the defocus, tilt, and decenter errors between the OL and the SIL. Note that the selection and learning problem of the neural network are complex to some degree. We may require a proper neural network model and learning algorithm, as well as an alignment algorithm for the future works-i.e., the neural network simulation and the experimental proof of autoalignment.
Conclusions
We observed the tolerance sensitivity of the FU for an NFR system and evaluated the sample FU using interferometry measurements. As anticipated, the tolerance was very sensitive in some error elements and this was demonstrated in the sample FU experiments. Thus, we emphasized the importance of the alignment in assembly of the FU for minimizing important alignment errors. We also redesigned the FU and again observed tolerance sensitivity. Based on the obtained results, we modeled an interferometer system and simulated numerous interference fringe patterns of errors. Through the pattern analysis, we observed the trend characteristics of the patterns and using those results we proposed an autoalignment concept adapting neural network algorithms.
On determining a proper neural network model and learning algorithm, the pattern recognition learning and the experimental proof will be executed in future work. 
