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Re´sume´
De nombreux proble`mes de planification s’inscrivent
dans un environnement instationnaire. Dans le cadre
de la de´cision dans l’incertain sur horizon infini, pour
les proble`mes stationnaires a` l’infini, on se propose
de de´finir un cadre de mode´lisation de´rive´ du mode`le
SMDP dans lequel la variable temporelle est obser-
vable par l’agent. Dans ce cadre, nous de´veloppons
trois approches de re´solution diffe´rentes afin de ge´ne´rer
des politiques qui en tout e´tat discret du syste`me
spe´cifient l’action optimale a` entreprendre en fonction
de la date courante.
1 Introduction
Les proble`mes de planification, dans un cadre
de´terministe ou incertain, sont souvent conside´re´s
comme des proble`mes stationnaires, ou` les notions
de changement d’e´tat, de re´compense, ou de couˆt
n’ont pas de de´pendance directe a` la variable tempo-
relle. On s’inte´resse ici au traitement des proble`mes
de´pendant explicitement du temps. Cette approche
est motive´e par un proble`me plus complexe dans le
cadre de la coope´ration bi-agents mais les re´sultats
s’appliquent dans le cadre ge´ne´ral de la construction
d’un plan de´pendant explicitement du temps. Les
proble`mes de coope´ration et de coordination de deux
agents inde´pendants impliquent un e´change d’infor-
mation concernant l’impact de l’action pre´vue d’un
des agents sur l’univers de l’autre ([CC03], [TC04],
[Bou96], [BM05], [Rac05]). On se place dans un cadre
ou` deux agents e´changent une repre´sentation com-
pacte de leur strate´gie pour pouvoir planifier chacun
de leur coˆte´. Le proble`me, par agent, se rame`ne a`
un proble`me mono-agent de de´cision dans l’incertain
pre´sentant des de´pendances temporelles dues aux
de´clarations d’intentions de l’autre agent. Dans ce
cadre, on cherche un moyen de construire des plans
robustes de´pendant du temps. Cela implique que la
variable temporelle soit observable du point de vue
de l’agent, ie. qu’elle appartienne a` son espace d’e´tat.
De fac¸on plus ge´ne´rale, on aboutit au proble`me de
la planification mono-agent pre´sentant un certain
nombre d’e´che´ances et dont certains parame`tres
varient avec la variable temporelle.
Dans un premier temps (section 1) on cherchera a`
cerner et circonscrire le proble`me sans se soucier de
mode´lisation, puis on introduira un cadre formel base´
sur le mode`le SMDP afin de pouvoir chercher des
solutions sous forme de politiques (section 2). On
pre´sentera alors trois approches permettant d’obte-
nir une politique de la forme π(s, t) dont on discutera
les avantages et les faiblesses (sections 3, 4 et 5). On
concluera enfin sur l’imple´mentation en cours et les
inte´reˆts compare´s des trois me´thodes (section 6).
1.1 Le type de proble`mes traite´s
On va chercher ici a` de´finir plus pre´cise´ment les
proble`mes auxquels on s’inte´resse. On cherche a` tra-
vailler sur un proble`me dont le mode`le d’univers peut
de´pendre du temps. Par mode`le d’univers, on entend
l’ensemble des donne´es connues de l’agent sur les-
quelles il s’appuie pour construire son plan. Dans ce
cadre, on cherche des plans robustes aux incertitudes
d’action. Les e´che´ances du proble`me se propagent dans
le mode`le d’univers et font qu’une de´cision qui est op-
timale a` un instant donne´ ne l’est plus a` un autre, on
est mene´ pour cela` a` de´finir des dates de de´cision. Une
date de de´cision est une date - observable par l’agent
- en laquelle l’agent a de´fini une action de son plan.
Par ailleurs, on se place dans un cadre de de´cision
dans l’incertain : les re´sultats des actions de l’agent
sur l’univers ne sont pas de´terministes, elles peuvent
avoir plusieurs issues, que l’on peut prendre en compte
dans le mode`le d’univers de l’agent.
Enfin, on s’inte´resse a` des proble`mes dont l’e´volution
pre´vue dans le temps est limite´e dans l’avenir. On
nomme ces proble`mes “stationnaires a` l’infini” car on
peut de´finir une date a` partir de laquelle la de´pendance
au temps s’arreˆte et le proble`me devient stationnaire.
On appelle cette date le pseudo-horizon.
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1.2 Un exemple repre´sentatif
Les proble`mes correspondant a` ce type de
mode´lisation sont des proble`mes pre´sentant des
aspects de coordination. Un exemple repre´sentatif de
ces proble`mes est une extension du proble`me du taxi
([Die98]) ou` deux taxis sont pre´sents sur un monde
grille ou` il y a un passager, une pompe a` essence,
et un point de de´pot. Du point de vue de chaque
agent, ce proble`me revient a` re´soudre un proble`me
mono-agent ou` le passager disparaˆıt a` une date td,
date a` laquelle l’autre agent l’a pris (la re´compense
est alors automatiquement acquise). Du point de vue
de l’ope´rateur humain, une bonne strate´gie consiste
a` dire “jusqu’a` une date peu avant td, aller chercher
le passager”, “ne rien faire au-dela` de cette date”.
On cherche a` obtenir des politiques, solutions du
proble`me, aussi compactes que ces assertions et
de´pendant du temps en chaque e´tat.
2 Formalisation du proble`me de
la de´cision dans l’incertain en
fonction du temps
Dans cette section on cherche a` se munir d’un cadre
formel pour traiter les proble`mes de´pendant du temps.
On part du mode`le des Processus De´cisionnels de Mar-
kov (MDP) ([Put94]), mode`le utile pour ge´ne´rer des
plans robustes aux incertitudes d’action (2.1). On enri-
chit ce mode`le d’une variable de dure´e selon le mode`le
SMDP pre´sente´ dans [Put94] (2.2). On adapte enfin
ce mode`le pour re´e´crire l’e´quation de Bellman [Bel57]
avec une variable temporelle observable et continue
(2.3). Dans ce cadre, on e´crit au final le proble`me que
l’on souhaite re´soudre (2.4).
2.1 Le cadre MDP
Le mode`le MDP est particulie`rement adapte´ aux
proble`mes de de´cision dans l’incertain. Un proble`me
de´fini sous forme MDP comporte :
– Un espace d’e´tat S,
– Un jeu d’actions A,
– Un mode`le de transition markovien P (s′|s, a),
– Un mode`le de re´compense r(s, a).
Sur ce mode`le, on de´finit des plans sous formes de
politiques. Une politique est une application de S dans
A qui a` chaque e´tat du syste`me associe une action a`
entreprendre. Afin de caracte´riser les politiques, on se
dote de crite`res d’optimalite´ permettant de de´finir la
fonction de valeur V pi(s) d’une politique π(s). Pour
planifier sur un horizon infini on utilise le crite`re γ-
ponde´re´ ([Put94]) et on de´finit l’ope´rateur Lpi :
LpiV (s) = r(π(s), s) + γ
∑
s′∈S
P (s′|s, π(s))V (s′) (1)
On peut alors montrer que V pi est l’unique point fixe
de Lpi. De meˆme, on de´finit l’ope´rateur de program-
mation dynamique L :
LV (s) = max
a∈A
(
r(s, a) + γ
∑
s′∈S
P (s′|s, a)V (s′)
)
(2)
On peut alors de´finir l’e´quation de Bellman [Bel57] qui
nous indique que la recherche de la politique optimale
passe par la re´solution du point fixe de l’ope´rateur L.
On peut alors de´finir une mesure de l’e´cart a` l’opti-
mum sur la base de l’e´quation de Bellman : l’erreur de
Bellman en s pour la politique π s’e´crit :







P (s, a, s′)V pi(s′)
)
− V pi(s) (3)
Etant donne´ cette formulation re´cursive de la fonc-
tion de valeur optimale, on peut construire des algo-
rithmes ite´ratifs de recherche de la politique optimale.
A partir du cadre MDP, on va essayer de prendre en
compte l’impact de l’introduction d’une variable tem-
porelle dans le mode`le.
2.2 Le cadre SMDP
Dans un MDP “classique”, chaque transition est im-
plicitement conside´re´e comme ayant une dure´e uni-
taire1, cependant, les phe´nome`nes re´els sont de dure´e
variable et les couˆts associe´s sont souvent proportion-
nels a` cette dure´e. On cherche donc a` de´finir une dis-
tribution sur la dure´e des transitions et a` l’inte´grer au
mode`le. On effectue cette ope´ration en enrichissant le
mode`le MDP de base. Le mode`le des “Semi-Markov
Decision Process” comporte :
– Un espace d’e´tat S
– Un espace d’action discret A
– Un mode`le de transitionQ(t, j|s, a) de´crivant la pro-
babilite´ que la prochaine date de de´cision se situe a`
t unite´s de temps dans l’avenir, et que le syste`me
soit dans l’e´tat j sachant qu’on vient de prendre la
de´cision de l’action a dans l’e´tat s.
– Un mode`le de re´compense comportant des couˆts ou
gains imme´diats a` chaque transition note´s k(s, a)
et des taux de re´compense (ou de couˆt) c(j, s, a).
Le mode`le de transition est spe´cifie´ sous forme de
deux fonctions P et F donnant respectivement la dis-
tribution sur l’e´tat d’arrive´e et la dure´e de transi-
tion de la transition (s, a). On a alors Q(t, j|s, a) =
1Cette dure´e unitaire est illustre´e par le fait que dans
l’e´quation de Bellman pour le crite`re γ-ponde´re´, on conside`re
implicitement tous les instants de de´cision comme synchrones
et que l’on multiplie les gains espe´re´s a` partir de l’e´tape n + 1
par γ (et non γt), affirmant ainsi implicitement que l’on suppose
que l’e´tape n+ 1 se situe a` une unite´ de temps dans le futur.
P (j|s, a) · F (t|s, a) (inde´pendance de t et j).
Le mode`le SMDP conside`re en fait deux processus dis-
tincts, le processus re´el qui comporte tous les e´tats de
transition du syste`me et le processus qu’on e´tudie (le
SMDP lui-meˆme). Ces deux processus concordent aux
dates de de´cision. Le lien entre les deux processus est
re´alise´ par la fonction p(j|t, s, a) qui donne la probabi-
lite´ que le processus re´el soit dans l’e´tat j, t unite´s de
temps apre`s avoir pris la de´cision a au point s. L’e´tude
du mode`le de re´compense dans le cadre du proces-
sus re´el permet de de´finir une fonction de re´compense
r(s, a) sous la forme :






γtc(j, s, a)p(j|t, s, a)dt
]
F (du|s, a) (4)
Dans ce cadre, en se plac¸ant sur un horizon infini, en
notant σn le temps e´coule´ en n e´tapes apre`s le de´but
de l’exe´cution, Sn la variable ale´atoire de´crivant l’e´tat
s, n e´tapes apre`s le de´but de l’exe´cution et en se do-
tant d’un crite`re γ-ponde´re´, la fonction de valeur d’une







On peut montrer que cette expression se rame`ne a` une
formulation e´quivalente :




Ce qu’on peut re´e´crire comme :





γt · V pi(j) ·Qpi(dt, j|s) (6)




γt · Qpi(dt, j|s), on peut se rame-
ner ainsi dans un cadre similaire aux MDP classiques,
e´crire la valeur de la politique optimale comme
unique solution de V = max
pi∈D
{rpi +MpiV } et appliquer
directement les algorithmes ite´ratifs propres aux
MDP classiques.
Ce mode`le permet donc d’inte´grer un couˆt temporel
et des dure´es d’actions dans la re´solution du MDP.
Cependant les dure´es ne permettent pas de de´finir
d’e´che´ances si on ne se dote pas d’un temps avec
une origine. En d’autres termes, on a introduit le
temps dans le mode`le MDP mais on ne l’a pas rendu
observable, il faut donc enrichir encore le mode`le et
cre´er un mode`le avec des dates obervables plutoˆt que
des dure´es.
2.3 Un mode`le avec dates
On enrichit donc notre mode`le avec un axe du
temps continu et une variable d’e´tat supple´mentaire
t, qui vaut ze´ro a` l’instant ou` l’agent effectue la
planification et qui correspond, pour lui, a` l’instant de
de´but d’exe´cution. L’inte´reˆt d’ajouter cette variable
continue dans l’e´tat est principalement de pouvoir
spe´cifier des environnements et des e´ve`nements
pre´sentant des e´che´ances. Typiquement, on peut
inte´grer dans le processus de prise de de´cision les
de´pendances temporelles qu’impliquent une affirma-
tion du type : “la porte s’ouvrira dans cinq minutes
et se fermera dans dix”, a` savoir qu’on peut de´finir
une politique de´pendant du temps car on a inte´gre´ ce
dernier dans l’espace d’e´tat. L’aspect stationnaire qui
demeurait associe´ au SMDP est ici efface´ car rendre
le temps observable permet de de´crire les phe´nome`nes
instationnaires (stationnaires a` l’infini dans notre cas).
Le mode`le avec dates comporte :
– Un e´tat augmente´ σ ∈ Σ qui se de´compose en :
– Un espace d’e´tat discret S
– Un axe du temps t ∈ R
– Un espace d’action discret A
– Une fonction de transition P (σ′|σ, a) de´composable
en P (σ′|σ, a) = P (s′|σ, a) · F (t′|σ, a)
– Une fonction de re´compense r(σ′, a, σ)
La fonction F (t′|σ, a) est une extension de la fonction
F (t|s, a) vue pre´ce´demment. La pre´ce´dente de´crivait
la probabilite´ que l’action se termine en moins de t
unite´s de temps ; la nouvelle de´crit la probabilite´ que
l’action se termine avant la date t. Il est important
de bien noter la distinction entre dure´e et date. Par
la suite, on s’efforcera de noter les dates t ou t′ et les
dure´es τ2.
2.4 Le proble`me formalise´
Le proble`me auquel on s’inte´resse est de re´soudre
l’e´quation de Bellman pour ge´ne´rer une politique du






(r(s′, t+ τ, π(σ), σ) + γτV pi(σ′)) ·
F (τ |σ, π(σ))P (s′ |σ, π(σ))dτ = Ltpi(V
pi)(σ) (7)
Dans ce cadre, l’algorithme d’ite´ration de la valeur








(r(s′, t+ τ, a, σ) + γτ ·
Vn(σ





2Il arrivera par ailleurs que, par commodite´ d’e´criture, on
confonde les notations t + τ et t′. On notera e´galement in-
diffe´remment l’e´tat augmente´ σ ou (s, t).
En un e´tat s, la politique optimale est une fonction
du temps qui associe une action a` chaque date
t. La fonction de valeur Vn+1(s, t) optimise´e sur
un coup en s est l’enveloppe du jeu de fonctions
(Lta(Vn)(s, t))a∈A. Si on note Va(s, t) la fonction de
valeur associe´e a` l’exe´cution de l’action a suivie de
l’application de la politique π, alors optimiser π sur
un coup revient a` trouver l’enveloppe des Va(s, t) et
les points ou` l’action correspondant a` la fonction de
valeur maximale change (les discontinuite´s possibles
de la fonction r impliquent une fonction de valeur
e´ventuellement discontinue). Le proble`me peut donc
eˆtre vu comme un proble`me de de´coupage optimal,
par e´tat, de la droite temporelle. Chaque intervalle
ainsi obtenu repre´sente une pe´riode de de´cision durant
laquelle l’action a` entreprendre reste la meˆme.
Dans le cadre qu’on vient d’introduire, nous avons
de´veloppe´ trois approches diffe´rentes pour ge´ne´rer les
politiques π(s, t).
3 Le mode`le exp-poly et une
me´thode de re´solution for-
melle
L’ide´e qui a motive´ le de´veloppement du mode`le
pre´sente´ ci-dessous est de parvenir a` une re´solution for-
melle de l’e´quation de Bellman. Le premier e´cueil au-
quel on peut s’attendre concerne le calcul de l’inte´grale
dans l’e´quation 7 ; ici, nous proposons d’introduire un
cadre de mode´lisation riche dans lequel le calcul formel
de cette inte´grale est possible et simple.
3.1 Le mode`le et ses hypothe`ses
Afin d’introduire ce mode`le, nous avons de´fini la
famille de fonctions exp-poly regroupant les fonctions
qui, a` t, associent le produit d’une exponentielle en t
avec un polynoˆme en t3. Le mode`le exp-poly repose
sur les hypothe`ses suivantes que nous travaillons
actuellement a` e´largir :
H1 : La fonction de re´compense s’e´crit : r(σ′, a, σ) =∑
j∈S
1j(s
′) · rrj(s, a) · rtj(t
′) avec s l’e´tat de de´part,
j l’e´tat d’arrive´e et rtj(t
′) exp-poly, e´ventuellement
discontinue.
H2 : Les dure´es et les probabilite´s de transition
sont stationnaires, c’est-a`-dire qu’on a : ∀t ∈
R
+, F (t′|σ, a) = F (τ |s, a) et P (s′|σ, a) = P (s′|s, a)
H3 : La fonction F (τ |s, a) s’e´crit comme :
cas 1 : Une fonction constante par morceaux
cas 2 : Une distribution a` densite´ exp-poly
cas 3 : Une combinaison de fonctions de re´partition
a` densite´ Gaussienne.
3Eventuellement de´fini par morceaux. On notera au passage
que les fonctions de´finies constantes par morceaux font partie
de la famille des fonctions exp-poly.
L’hypothe`se H1 nous permet de mode´liser des
re´compenses diffe´rentes pour chaque transition vers
un meˆme e´tat et de moduler ces re´compenses en fonc-
tion du temps. Dans le cas du proble`me du taxi, cette
mode´lisation est adapte´e puisqu’elle nous permet de
spe´cifier les e´ventuels diffe´rents points de de´pot du
passager inde´pendemment les uns des autres. L’hy-
pothe`se H2 est plus contraignante dans la mesure ou`
elle impose que les dure´es ne varient pas avec la date :
une transition aura toujours la meˆme dure´e, quelle que
soit la date a` laquelle on entreprend l’action corres-
pondante. Enfin, l’hypothe`se H3 est une hypothe`se de
mode´lisation assez peu contraignante car avec les cas 1
et 2 on parvient a` approcher n’importe quelle fonction
positive croissante a` valeurs dans [0; 1].
3.2 Recherche d’une expression for-
melle de la fonction de valeur
On peut alors montrer que la fonction de valeur
V pi(s, t) de toute politique π est de type exp-poly en
t. Plus pre´cise´ment, elle est de´finie par morceaux et
les coefficients des polynoˆmes des fonctions exp-poly
sont calculables facilement graˆce aux proprie´te´s des
fonctions exp-poly. Ainsi, pour stocker la fonction de
valeur, il suffit de stocker les coefficients du polynoˆme
et l’exposant de l’exponentielle sur chaque intervalle
de de´finition de la fonction. La preuve a e´te´ effectue´e
pour les cas 1 et 2 pour l’expression de F ([Rac05]), le
cas 3 est une piste non encore totalement explore´e qui
repose sur l’exploitation des proprie´te´s des moments
d’une fonction de re´partition Gaussienne. En explici-
tant la preuve, on parvient notamment aux re´sultats
suivants :
Dans le cas 1, pour un calcul ite´ratif de la fonc-
tion de valeur, on maintient un cache de coeffi-
cientsdont la taille est de l’ordre de grandeur de(
deg(rt(t)) + 2
)
· |S|2 · |A| · nrF , avec nrF le nombre
moyen de morceaux de rtj(t
′)F (t′|σ, a) et deg(rt(t))
le degre´ maximum des polynoˆmes des fonctions rtj .
Dans le cas 2, on maintient un cache de coeffi-
cients dont la taille est de l’ordre de grandeur de(
deg(rtj(t)) + 2
)
· |S|2 · |A| · nr, avec nr le nombre
moyen de morceaux de rtj(t
′). Ce calcul exact d’une
fonction de valeur en (s, t) permet de construire une
politique optimale en minimisant les calculs. La cle´
du processus est l’usage des proprie´te´s des fonctions
exp-poly, notamment le fait que la primitive d’une
fonction exp-poly est une fonction exp-poly de meˆme
degre´.
Lors des ite´rations de l’algorithme d’ite´ration de la
valeur, une e´tape cle´ de la de´termination de Vn+1 est
la maximisation sur l’ensemble des a ∈ A. En un e´tat
discret s, on doit conside´rer toutes les fonctions exp-
poly par morceaux de´finies par les (Lta(Vn)(s, t))a∈A
et en trouver l’enveloppe supe´rieure. Pour construire
cette enveloppe, on proce`de de fac¸on ite´rative :
on de´finit la fonction enveloppe Vn+1(s, t) comme
e´gale a` la premie`re des Lta(Vn)(s, t), puis on cherche
les intersections avec la seconde des Lta(Vn)(s, t)
- pour trouver les intersections, si une re´solution
formelle n’est pas possible, on emploie une me´thode
de recherche nume´rique. On cherche alors la plus
grande des deux fonctions sur chacun des intervalles
ainsi de´finis (il suffit pour cela de tester un point
quelconque car on sait qu’il n’y a pas d’inversion
entre les fonctions sur ces intervalles). On remplace
ainsi Vn+1(s, t) par une nouvelle enveloppe, de valeur
supe´rieure. Une fois qu’on a parcouru tout l’ensemble
A, on dispose de la fonction de valeur Vn+1(s, t).
A chaque ite´ration de l’algorithme d’ite´ration de
la valeur, on peut de´terminer la politique courante
de´finie sur S et sur chacun des morceaux de Vn+1(s, t).
On obtient ainsi une politique π(s, t) donnant, pour
chaque e´tat s les plages de dates sur lesquelles chaque
action a` entreprendre est optimale.
La re´solution formelle, si elle permet un traitement di-
rect de l’e´quation de Bellman, pre´sente toutefois deux
faiblesses majeures. D’une part, la` ou` on e´valuait |S| ·
|A| valeurs lors d’une ite´ration de la valeur classique,





(n = nrF ou nr) fois plus de coefficients ce qui peut
s’ave´rer lourd d’un point de vue informatique. Par
ailleurs, lors de l’exe´cution de l’algorithme de maxi-
misation de l’enveloppe des (Lta(Vn)(s, t))a∈A, on cal-
cule des intersections entre fonctions exp-poly, ce qui
revient dans ce cas pre´cis a` trouver les racines d’au-
tant de polynoˆmes de degre´ deg(rt(t)). Cette ope´ration
peut-eˆtre particulie`rement complexe et/ou couˆteuse en
temps de calcul car il s’agit d’un proble`me de maxi-
misation continue sur une famille de fonctions discon-
tinues et non-line´aires.
Pour ces raisons, nous conservons le cadre du mode`le
exp-poly pour de futurs usages mais il apparait
ne´cessaire de simplifier l’algorithme de re´solution pour
pouvoir le rendre exploitable pour un calcul re´el.
4 Une approche par
discre´tisation de la droite
temporelle a` pas fixe
Si le mode`le pre´ce´dent semble exploitable, ses hy-
pothe`ses ne permettent pas de l’envisager dans un
cadre plus ge´ne´ral. Le calcul ite´ratif d’une fonction
de valeur formelle dans le cadre ge´ne´ral est tre`s for-
tement handicape´ par le calcul des enveloppes et des
intersections successives ne´cessaires a` l’e´tablissement
de la suite des fonctions de valeur. Afin d’e´viter les
e´cueils e´voque´s pre´ce´demment, nous avons cherche´ a`
nous ramener a` un cas discret, de fac¸on similaire au
mode`le SMDP. Cependant, nous ne souhaitions ne
pas trop perdre en optimalite´. L’approche suivante a
e´te´ motive´e par la mise en place d’un algorithme de
coope´ration et de coordination entre deux agents dans
un cadre de´centralise´ et distribue´, cependant l’ide´e de
base s’applique inde´pendemment du nombre d’agents.
L’ide´e est de transformer la fonction F en une
distribution sur une variable ale´atoire de dure´e a`
valeurs discre`tes. C’est lors de cette transformation
que l’on perd en optimalite´ car on exclut les dure´es
interme´diaires entre deux valeurs discre`tes. On prend
alors le plus grand commun diviseur (pgcd) des dure´es
ainsi de´finies et on construit un espace de dates de
de´cision discre´tise´ avec un tel pas jusqu’a` la date du
pseudo-horizon Tf .
On commence par transformer la distribution conti-
nue F (τ |s, a) en une distribution sur une variable
de dure´e discre`te. On obtient ainsi un jeu de toutes
les dure´es de transition envisageables dans le cadre
de notre proble`me. On prend alors le pgcd T de ces
dure´es et on enrichit l’espace d’e´tat avec une variable
discre`te t qui peut prendre les valeurs suivantes :
Avec n = E(
Tf
T
), t ∈ { 0, 1, . . . , nT, (n+ 1)T }.
On rede´finit ainsi le mode`le de re´compense et de
transition avec cet espace d’e´tat discret enrichi,
on ajoute la de´finition des re´compenses qu’on a
introduite avec le mode`le SMDP et le proble`me
final devient un proble`me MDP classique a` re´soudre.
On peut remarquer notamment que les matrices
de transition seront particulie`rement creuses car, a`
partir d’un instant t1, il n’y a qu’un petit nombre
d’instants poste´rieurs atteignables en une action. On
peut donc envisager diverses me´thodes plus com-
pactes de repre´sentation et de re´solution du proble`me
(factorisation, de´composition).
Nous avons de´veloppe´ ce mode`le plus en de´tail dans
[Rac05]. Il s’ave`re qu’il est particulie`rement utile
pour de´finir des proble`mes simples ou` une distribu-
tion discre`te sur les dure´es suffit a` de´crire l’univers
et a` planifier. Cependant, la perte d’optimalite´ due
a` la discre´tisation du domaine temporel n’est pas
ine´luctable comme on peut le voir a` la section sui-
vante.
5 La recherche de dates de
de´cision par optimisation de
l’erreur de Bellman
5.1 Pre´sentation
Nos mode`les pre´ce´dents cherchent a` construire des
politiques e´tant donne´ une variable d’e´tat t dont
les valeurs sont connues a` l’avance ce qui rend son
cardinal tre`s grand. Cependant, l’expression de la
solution finale ne ne´cessite pas la de´finition d’une
action par unite´ de temps. Il est notamment beaucoup
plus compact et utile de stocker une politique du type
“en s, entre t0 et t1, faire a1, entre t1 et t2 faire a2,
etc. jusqu’au pseudo horizon” que de spe´cifier l’action
a` faire a` chaque instant. L’ide´e que nous de´veloppons
dans cette partie est que si on trouve, pour chaque
e´tat discret, les dates de de´cision optimales - c’est-
a`-dire les dates exactes ou` l’action a` entreprendre
optimale change - alors on n’aura a` rechercher les
actions optimales qu’a` ces dates la`. L’approche que
nous proposons ici re´utilise des re´sultats des sections
pre´ce´dentes et les synthe´tise dans une me´thode
ite´rative de recherche des dates de de´cision optimales
et de peuplement d’espaces de pe´riodes de de´cision par
e´tat ; elle peut s’apparenter dans l’ide´e a` l’approche
de [Par98] pour le de´coupage des plages de valeurs
de sortie dans le cadre de l’optimisation d’un MDP
de´compose´ mais l’application et la mise en oeuvre en
sont assez e´loigne´es.
Cette approche semble particulie`rement inte´ressante
compare´e aux deux pre´ce´dentes car :
– Elle e´vite l’e´cueil du calcul inte´gral et de la maxi-
misation sur une famille de |A| fonctions de valeur
(section 3.2),
– Elle e´vite l’explosion de l’espace d’e´tat de la section
4 ou la multiplication des coefficients de la section
3.2,
– Elle renvoie des politiques compactes comme on l’a
souhaite´ en section 1.
Il s’agit donc d’une re´ponse possible au proble`me tel
qu’il a e´te´ de´fini a` la section 2.4. Par la suite, on dis-
tinguera souvent l’ensemble de ces dates de de´cision
de l’ensemble des e´tats discrets du syste`me, bien que
tous fassent bien partie de l’espace d’e´tat sur lequel
est de´fini la politique. On commence par introduire
quelques de´finitions :
De´finition 1. Une pe´riode de de´cision est un inter-
valle temporel sur lequel, pour un e´tat donne´, l’action
a` entreprendre est constante.
De´finition 2. Une pe´riode de de´cision optimale est
un intervalle temporel sur lequel, pour un e´tat donne´,
l’action a` entreprendre est toujours l’action optimale.
De´finition 3. On note T˜ l’ensemble des dates de
de´but de pe´riode de de´cision. Les e´le´ments de T˜ sont
les dates t˜i.
De´finition 4. On note T˜s l’ensemble des dates de
de´but de pe´riode de de´cision pour l’e´tat s. On de´finit
un ope´rateur de masque Ms tel que : T˜s = T˜Ms.
De´finition 5. On note, pour tout s ∈ S, (S, T˜Ms) la
donne´e de l’espace d’e´tat discret et des t˜k utiles en s.
Tout cela nous permet de rede´finir une politique
comme :
De´finition 6. Une politique π est une fonction de S×
T˜Ms dans A.
On initialise l’algorithme en cre´ant l’ensemble T˜ .
Initialement, cet ensemble ne contient que la date 0 et
le pseudo-horizon. On se dote e´galement d’ope´rateurs
de masque Ms qui sont initialise´s pour T˜s = T˜ .
Relativement a` un ensemble (T˜ ou T˜s), on assimilera
la date t˜k ∈ T˜s de de´but de pe´riode de de´cision et la
pe´riode elle-meˆme ([t˜k; t˜k+1] avec t˜k et t˜k+1 ∈ T˜s).
L’algorithme cherche a` peupler les T˜s avec les dates
de de´cision les plus utiles et uniquement celles-ci. On
rajoute ainsi, a` chaque ite´ration, dans chaque T˜s, la
date de de´cision pour laquelle l’erreur de Bellman
pour la de´cision actuelle est la plus grande. On de´finit
ainsi une famille d’instants de de´cision limite´e pour
chaque e´tat. L’objectif de notre algorithme est de
trouver tous les T˜s tels que π soit ǫ-optimale.
5.2 L’algorithme de peuplement des
ensembles de pe´riodes de de´cision
Conforme´ment au 2.3, on se dote de :
– Un espace d’e´tat discret S,
– Un espace temporel initial T˜ peuple´ avec toutes les
e´che´ances connues du proble`me,
– Un espace d’action A,
– Une fonction de transition P (s′|s, a, t)
– Une fonction de dure´e F (t′|s, a, t)
– Une fonction de re´compense r(a, s, t)
L’algorithme proce`de alors en quatre e´tapes :
Premie`re e´tape : ge´ne´ration de P˜ et r˜. La fonc-
tion P˜ (s′, t˜′j |a, s, t˜k) de´crit la probabilite´ que l’action
a, entreprise en s pendant la pe´riode de de´cision t˜k de
T˜s, me`ne l’agent en s
′, pendant la pe´riode de de´cision
t˜′j de T˜s′ . De meˆme, r˜ repre´sente l’espe´rance des
re´compenses associe´es a` la transition (t˜′j , s
′, a, s, t˜k).
On a :
P˜ (s′, t˜′j |a, s, t˜k) = Pr(s
′|a, s, t ∈ t˜k)·
Pr(t′ ∈ t˜′j |a, s, t ∈ t˜k) = P1 · P2 (8)
P1 repre´sente l’espe´rance, sur l’intervalle [t˜k; t˜k+1], des
probabilite´s d’arriver en s′ a` la fin de la transition. On
suppose qu’on a une distribution uniforme sur la date
de de´but entre t˜k et t˜k+1, on peut donc e´crire :
P1 = Pr(s





P (s′|s, a, t)dt
De meˆme, P2 repre´sente l’espe´rance sur [t˜k; t˜k+1] des
probabilite´s que l’action se finisse avant t˜j+1 ∈ T˜s′ et
apre`s t˜j ∈ T˜s′ . On a donc :
P2 = Pr(t
















r(a, s, t)dt (9)
On obtient ainsi un MDP M˜ compose´ de :
– Un espace d’e´tat discret S × {T˜s/s ∈ S}
– Un espace d’action A
– Une fonction de transition P˜
– Une fonction de re´compense r˜
Seconde e´tape : optimisation du MDP M˜ . On
re´sout l’e´quation de Bellman pour M˜ par une me´thode
classique (ite´ration de la valeur, de la politique, ...).
On obtient ainsi une politique π(s, t˜ ∈ T˜s) et une
fonction de valeur associe´e V pi(s, t˜). Par rapport a` une
re´solution sans prise en compte du temps, on a rajoute´
Card(T˜s) e´tats la` ou` il n’y en avait qu’un. On a donc
multiplie´ la taille de l’espace d’e´tat par Es(Card(T˜s)).
Sur un exemple simple a` une re´compense et deux
e´che´ances (une d’apparition de la re´compense, une
de disparition), on s’aperc¸oit que Card(T˜s) vaut au
maximum 3 et que les trois valeurs sont utiles a` la
spe´cification de la politique, on utilise bien un espace
d’e´tat de taille minimale pour notre proble`me.
Troisie`me e´tape : Recherche des dates de
de´cision optimales. L’ide´e de la troisie`me e´tape est
de chercher, e´tant donne´ la politique courante, les
dates en lesquelles on pourrait le mieux ame´liorer cette
politique. Pour cela, on utilise l’erreur de Bellman en
s : BEs(t). On conside`re, pour tout s ∈ S, la fonc-
tion V pi(s, t), e´valuation de la valeur de la politique π












F (t′|s, t, a)P (s′|s, t, a)dt′
}
− V pi(s, t) (10)
Cette erreur BEs(t) repre´sente la quantite´ dont on
peut ame´liorer la valeur de la politique π en s en
fonction du temps en optimisant sur un coup. C’est
une mesure de l’e´cart a` l’optimum. Pour chaque
e´tat s, on cherche les triplets (s, ts, ǫs) ou` ǫs est le
maximum de BEs(t) atteint en ts. On a ainsi, par
e´tat, l’instant ou` la de´cision courante est la plus
“optimisable”. La recherche des triplets (s, ts, ǫs) est
au coeur de notre algorithme et sera discute´e plus
loin (section 5.3).
Quatrie`me e´tape : Peuplement de T˜ . Si ǫs est
supe´rieur a` un certain ǫ que l’on s’est fixe´ initialement,
alors on ajoute ts a` T˜s. On proce`de ainsi pour tous
les s.
On recommence alors a` l’e´tape 1. Lorsqu’on ite`re, a`
partir de la premie`re ite´ration, il faut inse´rer une phase
de simplification des t˜s entre l’e´tape 2 et l’e´tape 3.
En effet, si deux dates de de´cision conse´cutives t˜k et
t˜k+1 de T˜s ont la meˆme action optimale, alors on peut
supprimer de T˜s la plus tardive. On maintient ainsi,
par e´tat s, un cache de dates de de´cision minimal. On
ite`re ainsi jusqu’a` ce que tous les ǫs < ǫ ou que l’on
arreˆte les ite´rations (fonctionnement “anytime”).
5.3 L’utilisation du mode`le exp-poly
pour la recherche de la meilleure
date de de´cision
Le proble`me cle´ de notre algorithme est la re´solution
de l’e´tape 3, c’est-a`-dire la recherche, par e´tat, des
dates de de´cision optimales par maximisation de l’er-
reur de Bellman. On cherche donc a` maximiser sur t

























pi)(s, t)− V pi(s, t)
}
Pour un s donne´, on va donc chercher le maximum
de Lta(V
pi)(s, t) − V pi(s, t) pour tous les a on pren-
dra alors le maximum sur cette famille de maxima.
Le proble`me se rame`ne donc a` trouver le maximum
sur t, a` s et a fixe´s, de Lta(V
pi)(s, t) − V pi(s, t). En
supposant cette expression de´rivable par morceaux et
en se plac¸ant sur chaque morceau, on cherche donc a`
re´soudre l’e´quation :
∂ (Lta(V
pi)(s, t)− V pi(s, t))
∂t
= 0 (12)
On rappelle ici que :
Lta(V








F (t′|s, t, a)P (s′|s, t, a)dt′
Pour re´soudre l’e´quation 12, on dispose de deux pos-
sibilite´s. La premie`re consiste a` tenter une re´solution
nume´rique. Nos travaux actuels cherchent entre autres
a` borner l’erreur re´sultante des me´thodes nume´riques.
Une autre possibilite´ est de reprendre le mode`le
exp-poly. En effet, dans ce mode`le, V pi est solution de
l’e´quation 7.
L’expression de Ltpi(V
pi)(s, t) peut se calculer rapide-
ment de fac¸on re´cursive graˆce au calcul formel des
coefficients des polynoˆmes des fonctions exp-poly :
la primitive d’une fonction exp-poly est une fonction
exp-poly de meˆme degre´ et on peut exprimer les
coefficients de la primitive en fonction de la fonction
d’origine. On dispose ainsi d’une expression de
Lta(V
pi)(s, t) − V pi(s, t) de´rivable par morceaux, et il
reste a` re´soudre l’e´quation 12 (si la re´solution formelle
n’est pas possible, une me´thode nume´rique peut eˆtre
applique´e a` la recherche de ce maximum).
Contrairement a` l’approche formelle de la section 3.2
ou` chaque intersection trouve´e sert a` rede´finir les
morceaux de la fonction de valeur pour eˆtre re´injecte´
dans l’e´quation de Bellman a` l’ite´ration suivante, la
valeur que l’on trouve ici est la valeur finale que l’on
va utiliser pour peupler T˜s, on n’a donc pas le souci
de la perte d’optimalite´ due a` la propagation des
erreurs nume´riques.
On trouve ainsi |A| maxima des Lta(V
pi)(s, t) −
V pi(s, t). L’erreur de Bellman en s correspond alors
au plus grand d’entre eux. On dispose ainsi du triplet
(s, ts, ǫs).
5.4 L’adaptation de l’algorithme a` un
mode`le discret
Enfin, par souci de simplicite´ et d’applicabilite´, on
peut restreindre le champ d’application de notre
algorithme afin de faciliter les re´solutions : on
peut s’inte´resser directement a` des fonction P , F
et r de´finies sur une variable t discre`te. On peut
e´ventuellement e´galement conside´rer une fonction F
de´terministe (la part d’incertain dans les transitions
est conserve´e dans P ). On pourra ainsi obtenir des
politiques simples et applicables de´pendant du temps.
Les premiers cas de test conside´re´s sont d’ailleurs
envisage´s dans ce cadre.
6 Conclusion
Au final, pour pouvoir planifier dans l’incertain en
pre´sence d’un univers instationnaire (stationnaire a`
l’infini), nous avons introduit un mode`le rendant la
variable temporelle observable par l’agent. Sur la
base de ce mode`le et de la re´e´criture de l’e´quation
de Bellman, nous avons propose´ trois approches
diffe´rentes pour la ge´ne´ration de politiques du type
π(s, t). La re´solution formelle a montre´ ses limites
du point de vue du calcul de l’optimisation de la
fonction de valeur. L’approche par discre´tisation a`
pas discret semble une piste inte´ressante pour les
proble`mes simples mais elle ne re´sout que partielle-
ment le proble`me de l’explosion de l’espace d’e´tat.
Enfin, l’approche par recherche des dates de de´cision
optimales, tout en reprenant les re´sultats de´veloppe´s
dans les deux approches pre´ce´dentes, semble re´pondre
au proble`me initial de fac¸on ade´quate : il ne semble
pas y avoir d’e´cueil calculatoire et l’espace d’e´tat
envisage´ en permanence est minimal.
L’imple´mentation de l’algorithme est en cours et les
premiers re´sultats de re´solution “a` la main” sont en-
courageants. Nous travaillons e´galement sur l’exten-
sion de l’e´tape 3 a` une re´solution ne de´pendant pas du
mode`le de P , F et r. A terme, l’objectif est d’inclure
cet algorithme dans une boucle de niveau supe´rieur
de´ja` de´veloppe´e permettant a` deux agents de commu-
niquer leur strate´gie de fac¸on compacte afin de par-
venir a` un plan global en planifiant chacun de son
coˆte´ (donc de fac¸on comple`tement de´centralise´e et dis-
tribue´e).
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