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In combinatorics and analysis of algorithms often a Poisson version of a problem (called
further Poisson model or poissonization) is easier to solve than the original one, which we
name here as the Bernoulli model. Poissonization is a technique that replaces the original
input (e.g., think of balls thrown to urns) by a Poisson process (e.g., think of balls arriv-
ing according to a Poisson process to urns). More precisely, analytical Poisson transform
maps a sequence (e.g., characterizing the Bernoulli model) into a generating function of a
complex variable. However, after poissonization one must depoissonize in order to trans-
late the results of the Poisson model into the original (i.e" Bernoulli) model. We present
in this paper several analytical depoissonization results that fall into the following general
scheme: if the Poisson transform has an appropriate growth in the complex plane, then an
asymptotic expansion of the sequence can be expressed in terms of the Poisson transform
and its derivatives evaluated on the real line. Not unexpectedly, actual formulations of
depoissonization results depend on the nature of the growth , and thus we have polyno-
mial and exponential depoissonization theorems. Renormalization (e.g., as in the central
limit theorem) introduces another twist that led us to formulate the so called diagonal
depoissonization theorems. Finally, we illustrate our results on numerous examples from
combinatorics and the analysis of algorithms and data structures (e.g., combinatorial as-
semblies, digital trees, multiaccess protocols, probabilistic counting, selecting a leader, data
compression, etc.).
Key Words: Poissonization, depoissonization, Bernoulli and Poisson models, analytical
combinatorics, analysis of algorithms, Cauchy integral formula, saddle point method, lim-
iting distributions, Mellin transform of complex variable.
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In some algorithms (e.g., sorting and hashing are prominent examples) n elements are
placed randomly into m "binsll • This paradigm is often called the "balls and urns" model.
Questions arise such as how many urns are empty, how many balls are required to fill up all
urns, etc. It is easy to see that the occupancy of urns are not independent (e.g., think all Df
balls falling into one urn, thus we know that all the remaining urns are empty). To overcome
this difficulty an interesting probabilistic technique called poissonization was suggested.
Namely, it is assumed that balls are "generated" according to a Poisson process N with
mean z = n. Due to some unique properties of the Poisson process, the stream of balls
are now placed independently in every urn, thus overcoming the above mention difficulty.
Observe, however, that poissonization has its own problems since one must "extract" the
original results from the Poisson model, that is, depoissonize the Poisson model.
To the best of our knowledge, poissonization was introduced by Marek Kac [3D] a. half
a century ago when investigated the deviations between theoretical and empirical distri-
butions. Recently, poissonization was further popularized in the context of analysis of
algorithms and combinatorial structures by Aldous [1]' Arratia and Tavan~ [2]' Gannet [19],
Gannet and Munro [20], Holst [22], Jacquet and Regnier [25], Jacquet and Szpankowski
[26, 28], Rais et al. [43), Fill et al. [13], Kirschenhofer et al. [32], and others.
Before we spell out more succinctly our depoissonization results, we first describe another
scenario. In the analysis of algorithms and/or enumeration of combinatorial structures,
often the original problem - which we further call the Bernoulli model - is represented by
a recurrence equation or by a functional/differential equation. For example, this situation
arises in a large class of algorithms involving a splitting process and/or digital trees (d.
[11,13,14,24,25,26,27,28,32,33,34,37,43,44,50, 51]). Imbedding this splitting process
into a Poisson process leads often to a more tractable functional/differential equations.
This was called by Gonnet and Munro [20] the Poisson Transform. We call this technique
analytical poissonization.
More formally, let gn be a characteristic of the Bernoulli model of size n. The Poisson
transform is defined as G(z) = EgN = 2:n;:::ogn~e-Z, that is, the input n becomes a Poisson
variable N with mean z when z ~ O. If G(z) is known, one can extract the coefficient
gn = n! (zn](G(z)eZ) (cf. [20, 21, 40]). However, in most interesting situation G(z) satisfies
a complicated functional/differential equation that is difficult to solve exactly. Nevertheless,
one can find an asymptotic expansion of G(z) for z -4 00 on real axis and bound G(z) in
the complex plane. Then, one aims at finding an asymptotic expansion of gn from the
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asymptotics of G(z). This is called the analytical depoissonization. Depoissonization is
relatively easy when the Poisson transform G(z) is a meromorphic or algebraic fundion (cf.
[19, 20, 41]) since one can either apply Cauchy residue theorem or singularity analysis of
Flajolet and Odlyzko [17]. In this paper we assume that G(z) is an entire fundion, and our
goal is to provide easily applicable tools for depoissonization. In passing, we observe that
probabilistic depoissonization faces the same kind of difficulties (cf. [1, 22]).
One may ask why Poisson process. Why not to imbed our Bernoulli model into another
process? This seems to be a consequence of certain unique properties of the Poisson process
that we discuss in some details in the next section. Briefly: Poisson process is the only
process that has stationary and independent increments, and which is orderliness (no group
arrives) [46J. Actually, in analysis of splitting process two other properties are even more
important, namely: superposition of renewal processes is renewal if and only if it is Poisson;
and a thinning process in which arrivals are accepted or rejected on an independent basis is
Poisson if the original process is Poisson, too. For the ball and urns model another property
is of some importance. It says that once we know that there are n arrivals from a Poisson
process in a time interval of duration T, then these arrivals are distributed uniformly within
(O,T).
There is no much literature on the analytical depoissonization, and most published
results are tailored to specific problems. Early results of Jacquet and Regnier [24, 25, 44J
are similar in spirit to ours, and are special cases of our general results. Jacquet and
Szpankowski [26], and Rais et al. [43] used some simple version of depoissonization. The
result of this paper have been partially motivated by our depoissonization results of [28)
where we dealt with a nonlinear multiplicative differential/functional equation, and a new
and sophisticated tools had to be applied to solve the problem. However, to the best of our
knowledge none of the result proposed in this paper has been published before in its current
form.
Results of this paper can be summarized as follows: We start with a brief account on
analytical poissonization (cr. Section 2). Then - after surveying some problems of combina-
tories and analysis of algorithms where poissonization/depoissonization plays a significant
role (cr. Section 3) - we present an exhaustive list of depoissonization results (cf. Sections
4 and 5). We end up with some applications of our findings (cf. Section 6): In particular,
we discuss conflict resolution algorithms, digital trees, randomized algorithm for electing
a leader, probabilistic counting, as well as a general depoissonization result for a cl8.')s of
linear functional equations.
Our main results are presented in Sections 4 and 5, and all of them are new (or at
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least presented in a stronger version). While our goal is to prepare a readable account on
the depoissonization and its usefulness to (precise) analysis of algorithms and analytical
combinatoric, we aspire to present rigorous derivations of depoissonization results so this
paper could be used as a reliable reference on depoissonization. Actual formulations of
the depoissonization statements depend on the growth of the Poisson transform in a cone
around the real axis. In particular, we have polynomial and exponential depoissonization
theorems (cf. Theorems 1, 2 and 3). Renormalization (e.g., as in the central limit theorem)
introduces another twist that led us to formulate the so called diagonal depoissonization
theorems (cf. Theorems 4, 5 and 8). The most general depoissonization result is presented in
Theorem 5 which is used to prove all our depoissonization findings not dealing with limiting
distributions. A corresponding general depoissonization tool for limiting distributions is
proposed in Theorem 8 which is ultimately aimed at general central limit theorems that are
also discussed in this paper (d. Theorems 7 and 9).
2 Poisson Transform
We briefly discuss poissonization technique: First, we review probabilistic poissonization
and explain its successes in solving some problems. Then, we briefly discuss analytical
poissonization, and introduce some definitions that are used throughout the paper.
2.1 Probabilistic Poissonization
Consider a combinatorial structures in which n objects are randomly distributed into some
locations, e.g., one can think of n balls thrown into urns. The objects are not necessary
uniformly distributed among the locations (d. digital trees example below). We call such
a setting the Bernoulli model. Let X n be a characteristic of the model (e.g., the number of
throws needed to fill up all urns, moment generating function of the number of nonempty
urns, etc.).
Next, we define the Poisson model. Let N be a random variable distributed according
to Poisson with parameter z:::: 0, that is, Pr{N = k} = e-zzk/k! . Let X N be the above
characteristic defined in the Poisson model in which the deterministic input (i.c., n) is
replaced by the Poisson variable N with parameter z = n. Then by definition
(1)
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and we use this formula to define X(z) for arbitrary complex z. Throughout, we make
the following assumption (with an exception of our most general depoissonization finding,
namely Theorem 5 where we slightly modifiy this assumption):
(A) The sum in (1) converges absolutely for every z. Hence, the Poisson characteristic
X(z) is an entire function of the complex variable z.
Before we proceed, we must justify the last equality in (1), that is, we show that the
conditional average E(XNIN = n) can be replaced by the unconditional EXn which is
exactly the Bernoulli model characteristic. This follows from the following three unique
properties of the Poisson process that we discuss next.
We first define superposition and thinning or splitting process of a renewal (point) pro-
cess. Consider two (stationary) renewal processes (cf. [46]), say Nt and N 2 . Then, the
superposition process N = Nt + N2 consists of all renewal points of both processes. To de-
fine the splitting or thinning process, take a single renewal process and for each point decide
independently whether to omit it (thinnlng) or to direct it to one of two (or more) outputs
(splitting). For more precise definitions see Ross [46J. The following three properties arc
well known (d. [46]),
(PI) A stationary renewal process is the superposition of some independent renewal pro-
cesses only if the process is Poisson.
(P2) A thining or splitting process is Poisson with parameter zp where p is probability of
thinning if the original process is Poisson with parameter z.
(P3) Let N(t) denote Poisson arriving points in the interval (0, t). Then,
P,{N(x) ~ k I N(t) = n} ~ (~) (x/t)k(l_ x/t)n-k (2)
where x ~ t. In other words, the points of a Poisson process are uniformly and
independently distributed in (0, t) conditioned on n arrivals in this interval.
The last property is sometimes called "random occurrence of conditional Poisson process".
2.2 Analytical Poissonization
Equation (1) can be viewed as a definition of the Poisson transform (cf. (20]) when it is
analytically continued to complex z. Indeed, assuming we know X(z) we can obtain EXn
as the coefficient at zn In! of X(z) = X(z)ez. The reader is referred to [19, 21, 40] for some
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n(n -1) . (n - k + 1) zk
additive (P, q)-splitting
on Fn and Gn ; P + q = 1 F(pz) + G(qz)
multiplicative (P, q)-splitting
on Fn and Gn F(pz)G(qz)
results on the exact or approximate "reverse" Poisson transform. Our goal is different: We
are aiming at presenting easily verifiable conditions that allow to extract asymptotically
EXn from X(z) provided we only know X(z) asymptotically for z -4 00 on the real axis
and can bound the growth of X(z) in the complex plane.
Before we discuss some examples a word about notation. We write 9n as a genenc
notation for a sequence characterizing the Bernoulli model (e.g., 9n = EXn or in general
9n = Ef(Xn) for some function f(.)). Then, we denote by 8(z) or P(9niZ) its Poisson
transform, that is,
Section 3 below describes several Poisson transforms arising in combinatorics and the anal-
ysis for algorithms and data structures.
However, poissonizationfdepoissonization 1s also a useful tool for studying limiting dis-
tributions. In this case, we consider a random variable X n , and its generating function
Gn(u) = EuXn for some complex u. Then, the Poisson transform of Gn(u) 1s 8(z, u) =
Ln>o Gn(U)Z~e-z. In general, we may define double-indexed sequence 9n k (e.g., think of_ n. ,
9n,k = Pr{Xn = k}), and then the Poisson transform becomes
00" 00
O(z, u) = P(Gn(u); z) := L :! e-z L 9n,kUk .
n=O k=O
We discuss several examples of this kind below in Sections 3.2 - 3.5.
Let us present now some Poisson transforms and their properties. Let 9n be an arbitrary
sequence. In the sequel, we say that a sequence 9n is Bernoulli additive (p,q)~splittingof
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sequences In and hn if Un = Lk=O (~)pkqn-k(!k + hn_k), where the pair (P, q) is the split
probability vector with P + q = 1. In this case, we have G(z) = F(pz) + H(qz) with F(z)
and H(z) being Poisson transforms of sequences In and hn, respectively. This property
extends in a straightforward manner to (Pi, ... ,Pe)-splittings of arbitrary II. sequences I~
with probability vector Pi, PI + ... +Pe = 1. Indeed, G(z) = P(PIZ) + ... + jl(Pez) with
Fi(z) being the Poisson transform of the sequence I~. In the same spirit, one can define
multiplicative (P,q)-splitting: Un = Lk=Q (~)pkqn-k!khn_k_ Then, G(z) = F(pz)H(qz).
Table 1 summarizes these findings.
A careful reader should conclude from the above table that Un is asymptotically equiv-
alent to G(n) (i.e., Un I'.J G(n)) when n --} 00 in all cases except when Un = o!' (think of
0' = -1). This cannot be a coincidence, and in this paper we systematically explore this
fact.
3 Poissonization in Combinatorics and Analysis of Algorithms
In this section, we discuss several examples from the fields of combinatorics and analysis of
algorithms where poissonization and depoissonization turn out to be useful, if sometimes
not the only technique, that may produce a result. In the sequel, we also try to show that
the Poisson transform can be derived directly from the probabilistic analysis of the problem
at hand with the omission of intermediate steps (and tedious algebraic manipulations)
unavoidable when dealing with the Bernoulli model.
3.1 Conflict Resolution Algorithms
Imagine a (infinite) collection of (distributed) users trying to send messages among them-
selves. There is no coordination among them except that a transmission of a fixed length
packet must start at the beginning of a time slot. When only one user sends a message, then
a successful transmission takes place. Otherwise, there is a conflict, and all users involve
in it must apply an algorithm to solve the conflict (Le., conflict resolution algorithm). We
consider two possible solution, namely: tree-type algorithm (cf. [4, 11, 10, 21, 38, 47, 50]
and interval searching algorithm (cr. [5,26, 52]).
In the tree-type algorithm, all colliding users, say n of them, flip a biased coin and
only those who got head are allowed to transmit in the next slot, while the others must
wait until the former group solved their subconflicts. Let L n be the length of the conflict
resolution session provided n users are initially involved in the conflict. Let also P be the
probability of flipping the head, thus q = 1 - P flipping the tail. Clearly, Ln satisfies the
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following recurrence
with Lo = L 1 = 1.
Actually, there are several modifications to the basic tree-type algorithm (cf. [50]) that
lead to a more general recurrence. Namely: given Lo and L1, for n ;:::: 2 the following holds
(3)
where an is a given sequence (also called the additive term), and f3 > 0 is constant. Let
L(z) and A(z) be the exponential generating functions of L n and an' respectively. An easy
calculation reveals that
L(z) = {3L(zp)e'Q + {3L(zq)e'P + A(z) -10 - l,z ,
where 10 , II are constant depending on the initial condition. It is not clear how to solve this
functional equation unless we rewrite it in terms of the Poisson generating functions. Then:
(4)
which becomes a linear additive functional equation extensively studied in [16, 11, 32, 37,
50, 51].
It is also interesting to rederive probabilistically the above functional equation. Observe
first that the conflict resolution algorithm can be represented as a binary digital tree (i.e.,
trie as discussed in Section 3.3). Then, the Poisson stream of packets with mean z is split
into the left subtree and the right subtree. By property (P2), the left subtree receives a
Poisson stream of strings with mean pz, while the right subtree receives ian independent
Poisson stream with mean qz. The root of the tree contributes A(z). Taking now into
account the initial condition, one immediately derives the functional equation (4) without
any algebraic manipulation.
Now, we briefly describe the interval searching algorithm (cf. (5,26,52]). This time
access to the channel is controlled by a window based mechanism the we describe below.
This window wlll be referred to as the enabled interval (EI). Let Sj denote the starting point
for the i-th EI, and ti is the corresponding starting point for the conflict resolution interval
(CHI), where eRr represents the number of slots needed to resolve a collision. Roughly
speaking, at each step of the algorithm, we compute the endpoints of the EI based on the
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outcome of the channel. Details can be found in [5, 26, 52J. The parameters of interest are:
the length of the conflict resolution interval Tn, the fraction of resolved interval Wn, and
the number of resolved packets Cn . To derive functional equations for these parameters, we
immediately consider the Poisson model. For example, G(z) for Cn satisfies (cf. [5,26,52))
C(z) ~ (1 + (1 + z/2)e-'/2) C(z/2) . (5)
Indeed, if there is at most one packet in the first half ofEI - which bappens with probability
(1 + z/2)e-z/2 in the Poisson model- then we explore the second half of the interval, and
this leads to G(z/2). Otherwise, we explore the first half of the interval, thus the first term
in the above equation.
In summary, fishing in the Poisson stream helps! In general, one can easily derive the
following generic functional equation for all interested parameters of this algorithm:
f(z) = f3 (1 + (1 + z/2)e-'/2) f(z/2) + a(z) (6)
where a(z) is some function, and {J > a is a constant. We return to this functional equation
in Section 6.
3.2 Combinatorial Assemblies of Labelled Structures
Let us first consider classical (labelled) combinatorial structures such as permutations de-
composed into cycles; partitions of a finite set; mappings decomposed into connected compo-
nents, and graphs decomposed into connected components. We adopt here Wilf's language
[54] and call structures and set of components as "decks" and "hands", respectively. For
example, in the permutation assembly a deck is represented by a cyclic permutation of, say
n elements, while hands are cyclic decomposition of the permutation.
Let now hk,n denote the number of decompositions (hands) of weight n that have exactly
k components (e.g., permutations of [n] = {1, ... ,n} into k cycles), and dn is the number of
different structures of weight n (e.g., cyclic permutations of [n)). Clearly, hn = 2:k2::0 hk,n is
the total number of hands of weight n (e.g., total number of permutations - not necessary
cyclic permutations!). We write Hn(z) and D(z) for the exponential generating functions
for hands and decks enumerations, respectively. Also,
n
H(z, u) = L hn,k ~, uk .
n,k2:0 .
According to our notation, the Poisson transforms are respectively H(z, u) = e-zH(z, u)
and Hn(z) = e-zHn(z).
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There is often a complicated relationship between the enumeration of hands hn,k and
decks dn , but their exponential generating functions (as well as the Poisson counterparts)
are simply related as follows (cf. [53, 54])
H(z,u) = euD(z) (7)
and clearly H(z) = eD(z). The Poisson distribution is hidding a little bit behind these
formulas, but there is one as noted in [2J. In passing, we mention that (7) is usually
used to obtain exact enumeration of hands, however, we are more interested in asymptotic
enumerations, that is, how to extract asymptotic behavior of h n from H(z) (knowing for
example D(z)).
3.3 Digital Trees and Algorithms on Words
Digital trees are data structures suitable to store data (keys) represented by a sequence
of symbols from a finite alphabet. We assume a binary alphabet, and we think of a key
(string) as a (possibly infinite) sequence of zeros and ones (cf. [33, 37]).
There are three types of digital trees, namely: trie, Patricia trie (PAT), and digital
search tree (DST). In tries and Patricia tries the keys are stored in external nodes while
internal nodes are used only to branch out. More precisely, the branching policy at any
level, say k, is based on the k-th symbol of a string. For example, for a binary alphabet
~ = {O, I}, if the k~th symbol in a string is "0" , then we branch-out left in the trie, otherwise
we go to the right. This process terminates the first time we encounter a different symbol
between a string that is currently being inserted into the trie and all other strings already in
the trie. In other words, the access path from the root to an external node (a leaf of a trie)
is the minimal prefix of the information contained in this external node; it is minimal in the
sense that this prefix is not a prefix: of any other strings (cf. (33, 37]). In Patricia tries all
unary nodes are collapsed into one, that is, Patricia is a binary tree with all internal nodes
having degree two. In a digital search tree keys (strings) are directly stored in nodes, and
hence external nodes are eliminated. The branching policy is the same as in tries. Figure
1 illustrates these definitions.
In the Bernoulli model, one m:;sumes that the number of keys is fixed and equal to n.
The parameters of interests are:
• typical depth D n , i.e., the length of a path from the root to a randomly selected
(external) node,
• height H n , i.e., maximum path from the root to a terminal node,
11
trie Patricia DST
Figure 1: A trie, Patricia trie and a digital search tree (DST) built from the following four
strings 8 1 = 11100 ... , 82 = 10111 ... , 83 = 00110 ... , and 84 = 00001 ....
• total path length L n , I.e., sum of all paths from the root to (external) nodes,
• size of the tree Sn, Le., number of nodes.
We derive now some functional equations for the above parameters in the Poisson model.
We start with tries. Let Dn(u) = EuDn , 8n(u) = Eus"', and Ln(u) = Eul'n be the
probability generating functions for the depth Dn , size Sn and the total path L n in the
Bernoulli model. We also define H~ = Pr{Hn S k}. The appropriate Poisson transforms





u(PD(zp, u) + qD(zq, u)) + (1 - u)e-' ,
_ j{k-l(Zp)j{k-l(qz) j{0(z) ~ (1 + z)e-' ,
~ uS(zp,u)S(zq,u)+(I-u)e-',





The above equations can be derived from their corresponding recurrences by (sometimes
tedious) algebraic manipulations. But, a significant simplification is possible for the Poisson
model. Indeed, let us consider for example the functional equation (8) for the Poisson
generating function of the depth D n . Since digital trees are recursive structures, and due
to properties (Pl)-(P3) of the Poisson process, we immediately observe that the Poisson
transform of the depth of the left tree is D(zp, u) while for the right subtree is D(zq, u).
Furthermore, since the subtrees are one level lower than the root, we have the factor u.
Finally, we either compute the typical depth of the left subtree (and this happens with
probability p) or the right subtree (with probability q). The initial conditions add (l-u)e- z .
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Thus, the functional equation (8) follows. The other equations can be derived by the same
(almost) semi-automatic method.
The functional equations for Patricia tries are harder to solve since often they contain
additional unknown terms. In particular, the corresponding functional equation for the





_ u(P15(zp,u) + q15(zq, u)) + (1- u)(PD(zp,u)e-q• + qD(zq, u)e-P") , (12)
fjO-l(zp)fjO-l(qZ) + fj(zp)e-·q + fj(zq)e-"P fjO(z) ~ ze-·, (13)
L(zup,u)L(zuq, u) + L(zq, u) +L(zq,u) . (14)
whe'e fjO(z) = (HO(z) -1)e-· and L(z, u) = (L(z, u) -1)e-·.
Finally, we discuss digital search trees. This time the functional equations become
differential functional equations, thus making the problems much more challenging. We
present them for the exponential generating functions instead of Poisson transforms since
they have slightly simpler forms. With the definitions as above, we obtain the following
differential-equations












3.4 Leader Election Algorithm
The following elimination process (cf. [13,42]) has several applications, such as the election
of a leader in a distributed or parallel system (a practise exercised when a token is lost
or when synchronization is lost in a token-passing ring-connected computer network). A
group of n people (users) wishes to identify a leader by tossing fair coins. All n people who
throw heads are losers and do not participate any more in the election, those who throw
tails are candidate leaders and should flip their coins again. The process is repeated among
candidate leaders until one leader is identified. If at any stage all remaining candidate
leaders throw heads, the tosses are considered inconclusive and they all participate again
as candidate leaders in the next round of coin tossing.
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It is easy to notice that this election process can be represented by a special trie which
was named by Prodinger [42] the incomplete trie since only one side of this tree is developed.
Let H n be the number of tosses until a leader is elected, that is, it is the path length in
the incomplete trie from the root to the furthest terminal node on the left (assuming we
move to the left when we toss a tail). If Gn(u) = EuH ", denotes its probability generating
function and G(z, u) its Poisson generating function, then the following functional equation




Furthermore, the Poisson mean X(z) = EHN and the Poisson second factorial moment
W(z) = EHN(HN - 1)) satisfy the following functional equations:
X(z) ~ X(z/2)(1 + e-'/') + I - e-' - ze-'
W(z) _ W(z/2)(1 + e-'/') + 2X(z/2)(1 + e-'/') ,
and Var HN ~ W(z) +X(z) - [X(z)]'.
3.5 Generalized Probabilistic Counting
(20)
(21)
In some applications (cf. [14]) one needs to estimate quickly the cardinality of a large set.
A probabilistic counting is a possible solution. To estimate the cardinality n of a set (with
replications) every element of the set is hashed into a binary string of size m (the choice of m
is easy, and m = 5 + logn suffices). The bitwise OR-composition of modified hashed strings
is used to build the so called bitmap and to obtain the estimate Rn of the cardinality n of
a set. More precisely, the position of the leftmost zero in the bitmap string approximates
log2n (for details see below and [14]).
We consider a generalized probabilistic counting as in [32] in which the bitmap is (d+ 1)-
ary string instead of a binary one, where d is an integer parameter of the scheme. We can
describe this scheme as follows: Let us consider an empty bitmap string, that is, with all
positions filled by zeros. Assume that n objects (e.g., data, persons, etc.) can randomly
insert (hit) a 1 at any position of the bitmap, however, the probability of hitting the j ~ 0
position is equal to 2-j - 1. In terms of probabilistic counting, this means that the probability
of the occurrence of the pattern like oil··· is equal to 2-j - 1 since 0 and 1 are equally likely
(Qi denotes j consecutive zeros). Every object can hit only one time. In addition, we count
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the number of hits in any position of the bitmap, but we count the number of hits only up
to some value d+ 1, where d is a given parameter. In other words, the bitmap is a d+ l-ary
string. The parameter of interest is the length Rn,d of the longest run of d + 1 symbols in
front of the bitmap. More precisely:
Rn,d = min{k: bitmap(k) < d + 1 and for all 0::;: i < k bitmap(i) = d + I} .
Let Gn(u) = EURn,d, and G(z, u) be its Poisson transform. As in [32] we observe that
d () n-d-I ( )
Gn(u) = E ~ 2-n + u E ~ 2-nGdu),
G(z,u) = u!d(z/2)G(z/2, u) + (u -1)(/dz/2) -1)
Zl zd
ed(z) = 1 + - + ... +-
I! d!
is the truncated exponential function.




In this section, we present our main results. In particular, we derive conditions under which
the Bernoulli model characteristics can be inferred from its corresponding Poisson model.
The plan for this section is as follows: We start with some definitions and notations followed
by a presentation of our main depoissonization results (with an exception of distributional
results that we mOve to the next section). Then, we discuss several technical lemmas needed
to prove different version of our findings. The last subsection contains proofs. We first give
a detailed proof our our basic depoissonization results (cf. Theorem 1), and then present a
general depoissonization tool (cf. Theorem 5) from which all other results will follow.
4.1 Definitions and Notations
As discussed in Section 3, our goal is to study asymptotic expansion of a sequence 9n through
its Poisson transform G(z) = P(9n; z). Extension to distributions requires to investigate
double-index sequence 9n,k (e.g, 9n,k = Pr{Xn = k} or 9n,k = EeLXn./.;\i'k for some sequence
Vk), and its Poisson transform is denoted as G(z,u) = P(9n,k;Z,U). In the latter case, it is





Figure 2: Illustration to polynomial cone definition
We also write G(z) = G(z)eZ for the standard exponential generating function of 9n"
As discussed above, our goal is to infer asymptotics of the Bernoulli model from the
asymptotic behavior of the Poisson generating function as z -} 00. HoweverI in most cases
the behavior of G(z) as z -+ 00 depends on the region in the complex plane in which z -+ 00.
Usually, we must restrict the asymptotics ofG(z) to a cone around the positive axis of lR(z).
Two types of cones playa special role in our analysis, namely the so called linear cones and
polynomial cones. They are defined below.
Definition 1 (i) A linear So cone is defined as
(ii) A polynomial cone C(D, 0) is defined as
C(D,o) = {z ~ x+iy' Iyl '" Dx' ,
101 < ,,/2j .
o< 0 '" 1, D > OJ .
(26)
(27)
Observe that that is, the polynomial cone becomes a linear cone.
16
Remark 1. There is another asymptotically equivalent definition of polynomial cones that
is useful in some of our derivations. Indeed, let Izi > 1, and observe that for z E C(D,6)
there exists a constant D' such that
where B= arg(z). Thus, we could define C(D, 6) 30<;
C(D', 0) ~ {z, Ia<g(z) I :s; D'lzl'-l , 0< 0 :s; 1, D' > O} , (28)
and in some of our proofs we use this definition of the polynomial cone. 0
In Figure 2 we show an example of a linear cone SOn (shadow area) and a polynomial
cone C(d,6). Observe that the circle of radius n and center 0 intersects the polynomial
cone at the angle Bn such that On ,....., Dno- 1 when n -+ 00.
4.2 Main Results
We consider now a sequence gn and its Poisson transform G(z) = P(gn, z). Throughout,
we assume that O(z) is an entire function. Our goal is to extract asymptotically gn from
O(z). By Cauchy's formula we have
(29)
All of our depoissonization results will follow from the above by a careful estimation of the
integral using a saddle point method.
We now begin presenting our findings. We start with a basic depoissonization result
that holds in a linear cone with a polynomial bound on G(z) (cf. Theorem 1). Then, we
extend it to polynomial cones, more general bounds, and full asymptotic expansion of gn
versus G(n) (cf. Theorems 2, 3, 4) will be presented. The proof of Theorem 1 can be found
in Subsection 4.4.1 where we strive to use only elementary tools. All remaining main results
are proved in Subsection 4.4.2 by a simple application of a general depoissonization tool,
namely: Theorem 5.
Theorem 1 BASIC DEPOISSONIZATION LEMMA.
Let G(z) be the Poisson transform oj a sequence gn that is assumed to be an entire junction
of z. We postulate that in a linear cone So (B < n/2) the following two conditions simulta-
neously hold for some real numbers A, B ,R > 0, f3, and a < 1:
(I) For z E S,
(30)
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(0) For z rf- S,
Izl > R => 10(z)e'l " Aexp(alzl) .
Then,
gn ~ O(n) + O(n~-l)
for large n.
This basic depoissonization result can be extended in three directions. Namely:
(i) we replace the linear cone by a polynomial cone;
(31)
(32)
(ii) we provide full asymptotic expansion for 9n in terms of (j(k) (n) where (j{k)(n) denotes
the kth derivative of G(z) at z = n;
(iii) we generalize the polynomial bound on G(z) to certain exponential bounds (see also
Section 5 for more about this kind of an extension).
Such extensions are needed in some applications, e.g., for the analysis of the number of
phrases in the Lempel-Ziv parsing algorithm [28, 55, 57, 56] and/or redundancy of the
Lempel-Ziv code as discussed in [35, 57].
The next theorem refers to the first and second extensions discussed above.
Theorem 2 GENERAL DEPOISSQNIZATION LEMMA.
Consider a polynomial cone C(D, 5) with 1/2 < 5 ::; 1. Let the following two conditions hold
for some numbers A, B, R> 0 and a > 0, (3, and,:
(I) For z E C(D, 0)
(33)
where W(x) is a slowly varying function, that is, such that for fixed t lim~~oo ~(l:? = 1
(e.g., lJ1(x) = logd x for some d > 0);
(0) For all z = peifJ in the complex plane with 8::; Iarg(z)1 ::; 7r
p = Izl > R => 10(z)e')I" Ap' exp[(1 - ct9')pJ ,
Then, for every nonnegative integer m
m i+m
gn ~ L L b,;n'OU}(n) + O(n~-(m+l}("-l)w(n))
i=O j=O
m k





where bij are as the coefficients of exp(x log(l + y) - xv) at xiyj, that is:
00 00
I:I:b'jx'yi = exp(x log(l + y) - xy) .
i=O j=O
such that bij = a for j < 2i.
(36)
Remark 2. (i) To visualize the expansion (35) we present it below for m = 6 and t5 = 1
(i.e., in a linear cone)
G(n) - ~nG('I(n) + ~nG(3)(n) + ~n'G(41(n) - ~nG(4)(n) - ~n'G(')(n)­
238 6
_~n3G(6)(n)+ ~nG(5)(n) + 13 n'G(6) (n) + ~n3G(7) (n) + _1_n'G(8)(n) _
48 5 72 24 384
-~nG(6)(n) _ 11 n'G(7)(n) _ 17 n3G(81(n) _ ~n4G('I(n) _ _ l_n'G(lO)(n)
6 60 288 144 3840
+O(nP- 6 ) .
(ii) It is not difficult to notice that indeed bij = a for j < 2i. Let f(x,y) = exp(xlog(l +
y) - XV). Observe that f(xy-2,y) is analytical at x = y = 0, hence its Laurent expansion
possesses only x i1l-2i with nonnegative powers leading to j ;?: 2i for non zero coefficients
bij , as desired. o
In some applications (d. next section) polynomial growth of IG(z)1 is a too severe
restriction. This is remedied in the next theorem.
Theorem 3 EXPONENTIAL DEPOISSONIZATIQN LEMMA.
Let the conditions of Theorem 2 be satisfied with condition (1) replaced by
for some 1 - t5 $ {3 $ ! and constants A > a and B. Then, for every integer m ;::: 0
m i+m





Finally, when studying limiting distributions (in particular, the central limit theorem)
one must study a double indexed sequence gn,k in order to obtain asymptotics of the "di-
agonal" sequence On,n. The next result deals with such a case. (For example, we can
set 9n,k = EetXn/.;v,; where X n is a sequence of random variable and Vk is a sequence
representing the variance of X k .) We reca.ll that G/,:(z) = E~=ogn,/,:~~e-z.
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Theorem 4 DIAGONAL DEPOISSONIZATION LEMMA.
Let Gdz) be a sequence of Poisson transforms of 9n,k which are assumed to be a sequence
of entire junctions of z. Consider a polynomial cone C(D,o) with 1/2 < 0 ::; 1. Let the
following two conditions hold for some A > 0, B, R> 0 and Q > 0, (3, and "(:
(I) FOT z E C(D, 5) ond
Izl E (n-Dn',n+Dn') ""
where w(x) is a slowly varying junction.
(0) For z outside the polynomial cone:
(39)
Izi = n "" IGn(z)o")1 <; n' exp(n - An") ,
Then, for large n
gn,n ~ Gn(n) + O(nP-(2J-1hl!(n» .
More generally, for every nonnegative integer m
m i+m
gn,n = L L bijniG~}(n) + O(n13-(m+1)(2o-1)w(n))
i=O j=o




Finally, we address the issue of the necessity of conditions (I) and (0). Although we
further generalize them below (cf. Section 5), we claim that some restrictions on the growth
of G(z) are necessary in order to allow depoissonization as the following two examples show.
Example 1. Condition (0) does not hold
Let 9n = (_1)n, thus G(z) = e-2z and condition (I) is true for any (3 and for any
() < u/2. But, in this case the condition (0) outside the cone So does not hold because
G(z)eZ = e1zj for arg(z) = u. Clearly, 9n is not O(ntJ ) for any (3 < O.
Example 2. Condition (1) is violated
If gn = (1 + t)n for t > 0, then G(z) = etz . Condition (0) holds for some () such that
(1 + t) cos() < 1. But condition (I) inside the cone So does not hold because G(z) does not
have a polynomial growth. And, as a matter of fact, 9n is not equivalent to G(n). 0
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4.3 Technical Lemmas
In the preparation for the proofs of the above results, we present in this section a series of
technical lemmas that are of their own interest.
The lemma below is a well know result concerning the gaussian integral and can be
found in textbooks (e.g., N. G. Bruijn [3]):
Lemma 1 The following identities are true:
1 100 { 0k -t':r?<tx-- x e = t-1!2-k!2k!£ -00 (kj2)!2k+ 112
and
k = 1,3,5, .
k=2,4, 6, .
(43)
where (J is a positive number.
(44)
The next lemma is a simple extension of the Cauchy estimate on derivatives of a ana-
lytical function.
Lemma 2 Suppose that f is an analytic function in a domain containing the disc B(zo, 1') =
{z : Iz - zol ::; r}, for some Zo E C and T > O. Suppose further that If(z)1 ::; M when
zEB(zo,r). Then,
If(k}(zo)1 ~ k!Mr- k,
f(k}(z) being the kth derivative of f(z).
k ~ o.
Proof. It follows directly from the Cauchy estimate:
f(k}(zo) ~ k! f f(z)dz
2i7l" (z - zO)k+1
where the integration being done along the circle of radius T and center zoo •
The following lemma is crucial for our analysis. It bounds derivatives of G(z) inside a
cone. We formulate it for linear cones as well as for polynomial cones.
Lemma 3 (i) LINEAR CONE. Let 00 < 7l" /2 and e> 0 be such that for all z E SOo:
Izl >{ (45)
for some real {3. Then, for all 0 < 00 there exists B' and (' > c: such that for all positive





Figure 3: Illustration to Lemma 3 .
(ii) POLYNOMIAL CONE. Let for all Z E C(D, 0) there existe, B > a such that IG(z)1 ~ Blzl.B
faT Izi > {. Then, there exists a smaller cone C(D',o) with D' < D such that for some
e> .; and a constant B' one obtains
Izl > f,' (47)
Proof. It directly follows from the previous lemma. We prove here only part (i) since pad
(ii) can be derived in a similar manner, and as a matter of fact we have already proved it
in [28) as Fact 5. We place a circle of radius nlzl for some n > 0 at the closest corner of
the cone SOo just after !R(z) = { as shown in Figure 3. We finally obtain n = sin(Oo - 0).
Then, by previous lemma with M = n we immediately prove (46).
For part (ii) we set n = D1lzl 6 for z E CeD', 0) such that the circle of radius nand
center z is included in C(D, 8).•
In the proof of OUI main results, we often will deal with derivatives of G(neit/.,fii) for
which we need a. uniform bound. To handle it efficiently, we introduce below a. special class
of functions whose derivatives behave nicely on some intervals. We shall use the following
throughout the paper:
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Definition 2 Let f(k)(x) denote the kth derivative of a junction f(x). We say that a
sequence of functions fn : In ---+ C defined on subintervals In belongs to the cia..,s II1Idw)
for w real if there exist D > 0 such that for all integers j .s; k and x E In we have
If,\i)(x)1 <; Dn-jw .
We illustrate the above definition in the example below:
Example 3. Functions belonging to lIP(w).
(i) Let f be infinitely differentiable on [-1,1], and define fn(x) = f(xn-W ) on In
[_nW,nW]. Clearly, fn E I!Jldw) for every k ~ o.
(ii) Let Fn be an analytic function defined in {z : lzl :5 nW }, n ~ 1, such that the
sequence Fn is uniformly bounded. Then the restriction fn of Fn to In = [_!nw , ~nW]
belongs to l!lldw) for every k ~ o. 0
The next lemma presents some simple properties of the class I!Jlk (w). Its proof is trivial,
so we omit it.
Lemma 4 (i) If fn belongs to lIPk{W), then fn belongs to I!llk{W' ) for all w'.s; w.
(ii) If fn and gn belong to class I!llk{W), and if H(x, y) i.., a junction which is k time!> con-
tinuously differentiable, then H{fn,gn) belongs to [Ildw)
Consequently if fn and 9n E l!lldw)' then in + 9n and in X gn E !Illdw).
To prove our general asymptotic expansion like in Theorem 2, we must study bounds
and Taylor's expansions of the following function
hurt) ~ exp(n(eitIVn - 1 - it/,fii») . (48)
(49)
One can interpret hn{t) as the kernel of the Cauchy integral (29) (cf. also (53)), thus not
surprisingly this function often appears in our depoissonization theorems. Its property are
described in the next lemma.
Lemma 5 The following statements hold:
(i) For t E [-7l"vn,7l"V7i] there exi..,ts J.L > 0 such that Ihn(t)] ::; e-p.t2, where J.L is a con..,tant.,
(ii) For complex t such that It) ::; BnG for some B > 0, the sequence of functions FIl(t) =
hn{t)e-t2j2 are bounded and belong to !Illdi) for any integer k.
(iii) Let ~ij be defined as
L{jjXiyi = exp{y{eix -1- ix + '!x2)) .
o 2
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Then, for all nonegative integers k, there exists Ilk such that for all t E [-log n, log n],
hn(t) ~ e-t'/2 (1 +~t, {'jt'nj-i/2+ O(Vk log31k+l1n-Ik+l1/2)) .
Proof: Part (i) is easy, and in fact, J.t = 1/-rr2 suffices. Point (ii) is a little more intricate.
According to Lemma 4 it suffices to prove that the sequence of function loghn(t) E ITDdt),
and then refer to the fact that the the sequence of exponential of loghn(t) is still in lIPdi).
Denoting eix - 1- ix + x2 j2 = e(x), we observe that the sequence of functions l!.(tj../T0
belongs to l!1ld!) for x = O(v'Ti) and any integer k ~ 1. Therefore, the ith derivative
for 3 ::; i $. k of nf.(t/..fi0 is O(n1- ij2 ), which is O(n-i / 6) for all i ;::: 3. In particular,
the third derivative is O(n-1/ 2 ). But, we observe also that by successive integrations the
first derivative of ne(t/yin) is 0(n-1/ 6 ), the second derivative is 0(n-1/ 3 ), and ne(t/yin) is
0(1), because the first two derivatives of e(t) and e(O) are zero at t = 0 by the construction.
Hence, part (ii) follows.
Finally, to prove part (iii), we proceed as follows: Let, as before, e ix-l_ix+x2/2 = £(x).
There exists /L3 such that I£(x)] ::; /L31x13 holds for all real x, and therefore the absolute
value of n£(t/..fi0 is smaller than /L3(logn)3n -l/2 for t = O(logn). Clearly, we can write
ne(t/yIn) = loghn(t) + t 2/2, and thus due to the fact that ne(t/..fi0 remains uniformly
bounded for t = O(logn), the following Taylor expansion of hn(t) exp(t2 /2) with respect to
nl(t/v'i0 is valid,
t n 2 t nk - 1 t. (t _)
hn(t) cxp(t2 /2) ~ 1- nl( ,;n) + 2(£( ,;n))2 -.. + (k I)! (£( ,;n)k-l + 0 (£( ,;n))knk
(50)
We now expand with respect to t each function t(x) up to degree k + 2i. Replacing each
P!(t/yin) in (50) by the corresponding Taylor expansion with respect to t leads to the
reminder 0(t2i+kn -i-k/2). Note that n-i cancels the factor ni in front of f!(t/vn) in (50).
Regrouping the rests yields the desired expansion for some eij. To identify the expression
(49), we just observe that we have Lij eijXiyj = exp(y£(x)) by formal identification y = n
and x = tf..;n for any t.•
Furthermore, when proving general dcpoissonization Theorems 2, we need an extension
of Lemma 1 which is presented next.
Lemma 6 For nonnegative H, and (3, let a sequence of complex functions Fn(x) defined
on x E [-Hlogn,Hlogn] belong to the class IIDd,B) for any k ~ 1. Then,
1 jHIOgn k-l 1
-- Fn (x)e-
x2
/ 2dx = L: ""Tj"FJ2i) (0) + 0(n-2k.B) .
.j2; -Hlogn i=O 2~.
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Proof: By Taylor's expansion Fn(x) = Lf~l ~F(i>(O) + .6.n(x)xk where .6.n(x) = O(n-kt")
due to Fn E IIIIk ({3) for any k. Thus,
1 jHIOgn 2 k-l .F.(i) (0) jHIOgn . 2
-- Fn(x)e- X /2d,x = L .n x1e-X /2dx + O(n-ktJ)
.j2ir -Hlogn i=O zr.j2ir -Hlogn
Observe that FJi)(o) = O(n-itJ ) since Fn E JIlIk(/3) and i :-:; k. Furthermorc, by Lemma
1 changing the limit of integration in thc above to ±oo, onc introduces an error of order
O(e-(HloglI)2/4) which decreases faster than any polynomial. This completes the proof after
some algebra.•
Finally, for our exponential depoissonization results (cf. Theorem 3, and Theorems 8
and 9 of Section 5), we rcplace the above lemma by the following one which is much harder
to prove:
Lemma 7 Let /31 2: 0 f3z such that 2/31 + /32 < O. Let D > 0 and I > /31. Let Fn(z) be a
sequence of complex analytical functions defined for z E I n where I n is the set of complex
z such that both 1R(z) and ~(z) belong to [-Dn"Y,Dn"Y]. We assume that Fn(o) = 0 and
that there exists a real number B > 0 such that Fn(O) = 0, IF~(O)I :-:; BntJ1 and the second
derivatives 1F~2) (z)! :-:; BntJ2 uniformly in z E I n. Then:
Proof: Using the first order Taylor's expansion of Fn(z) around z = 0, for all z E In, we
have the following estimate:
Fn(z) = F~(O)z + I'.n(Z)Z' .
where .6.n(z) is the reminder that can be computed as:
I'.n(Z) = J,' FP>(zt)(1 - t)dt .
Multiplying the function exp[Fn(x)]c-t
x2 by exp[-HFn (0»2] yields exp[-!(x - F~(0)2 +
.6.n (x)x2 ]. Thus:
exp[_1(FJ1> (0))'] jDn' ,,1 jDn'
',j2;i exp[Fn(x)]e-'X dx = In: exp (-(x - F~(O))' + I'.n(x)x') dx
21f _DII"1 V 21f -Dn"1

















+ exp[--(z - F~(D))' + l>n(z)z']dz .
ifJ'CP"(O))+Dn7 2
By our hypotheses l.6..n(z)1 ::; Bn/h for zEIn, and IF~(O)I < Bn/h . Therefore, the two last
integrals on the right hand side of (51) are of order
En/it exp (_~(Dn'Y)2 + (Bnfh)2 +BD2nfJ2+2'Y +B3nl12+2/h)
which decreases to zero faster than any polynomial. But, after substitution z - F~ (0) = x,
we can now rewrite the first integral of the right hand side of (51) as
l
-!R(F~(O)+Dn" 1
exp[--x' + R,,(x)(x + F~(D))']dx
-!R(F~(O))-Dn"l 2
with R,,(z) ~ l>n(z + F~(D)). Let us take 7' E]lh, -iJz/2[ such that 7' < 'Y. Notice that
" > {31 and 2'" + Ih. < O. We can again split the integral (4.3) into three parts as follows:
l-~(F;(O)+Dn' exp (-~x' + R,,(x)(x + F~(D))') dx (52)-!R(F~(O»)-Dn7 2
l Dn,' (1 )~ -Dn" exp --:lx' + R,,(x)(x + F~(D))' dx
i-Dn,' ( 1 )+ exp --2x'+R,,(x)(x+F~(D))' dx-!R(F~(O»-Dn"
j,
-!R(F~(o)+Dn" (1 )+ exp _-x' + R,,(x)(x + F~(D))' dx
Dn"T' 2
1R,,(x)(x + F~(D))'I ~ BnP'(lxl + BnP,)' ~ 4BnP'x' ~ ~x"
which by Lemma 1 leads to an estimate O(e-D2n2"t' /8) of the integrals.
Coming back to the first integral of the right-hand side of (52), namely:
Observe that IRn(x)1 ~ Bnfh since x + F~(O) E In, thus in the two last integrals of the
above quantity Rn(x)(x + F~ (0))2 can be estimated as follows (for x > DnT when n is large
enough)
l Dn" 1-Dn" eXP[--:lx' + R,,(x)(x + F~(D))']dx
The quantity IRn(x)(x + F~(0))21 :::; B(B + D)2nfh+2"1' tends to zero as n -+ 00 due to





exp ( - _x2
-Dn" 2
+ R,,(x)(x + F~(O))' ) dx
j Dn" (1),exp _-x' (1 + O(R,,(x)(x + F~(O))')) dx_Dn1 2
- L:::, exp (_~X2) dx
j Dn,' (1)+ _Dn" exp -2x' O(R,,(x)(x + F~(O))')2dx
If we expand the limit of the integral J~;;~~' exp (_~x2) dx to ±oo, then by Lemma 1
we only introduce an error of order cxp ( _(Dn 'Y')2 /4) that decays to zero faster than any
polynomial. Then, such an integral has classical value y'2if.
To complete the proof, it suffices to estimate
jD~ ( 1 )-Dn" O(R,,(x)(x + F~(O))') exp -2x'
But this can be bounded from the above by
1:O(BnP,)(x' + 21F~(O)llxl + 1F~(oll' exp ( -~x')
which is bounded by O(nP,) (4IF~(O)1+ (1 + 1F~(O)l')J21i') and this yields O(np,+2P,).
The lemma is proved.•
Finally, when dealing with limiting distributions (cf. Theorem 9 of Section 5), we need
a slight extension of Levy's continuity theorem. The lemma below seems to be well known
but since we could not find a reference, we present it with a short proof.
Lemma 8 (Analytical Levy Theorem) Let Yn and Y be respectively a sequence of real
random variables and a real random variable such that 9n(t) = E[etYnJ and g(t) = E[etYJ
are their moment generating functions defined in a real neighbourhood of o. Suppose that
limn-Jooo 9n(t) = g(t) for t belonging to such a real neighbourhood of o. Then, Yn converges
to Y both in distribution and in moments.
Proof: In order to show the convergence in both distribution and moments, it suffices to
prove that gn(t) and g(t) are defined in a complex neighbourhood of 0, and 9n(t) converge
to 9(t) in such a complex neighbourhood. Indeed in this case 9n(t) and g(t) are analytical,
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therefore due to Levy's Continuity Theorem, the convergence in distribution holds since we
have convergence for imaginary t, and g(t) is continuous at O. The convergence in moments
is easier since the kth moment of Yn is exactly g(k} (0) and the convergence of analytical
functions implies the convergence of their derivatives.
Let us first extend the definition of gn(t) to complex neighbourhood of t = 0 defined by
t such !R:(t) belongs to the real neighbourhood. Then,
Therefore, gn(t) exists and is bounded in a complex neighbourhood of O. Clearly, gn(t)
and g(t) are analytical functions. Let us take a compact complex neighbourhood of O. We
know that Ign(t)1 is uniformly bounded in this neighbourhood by, say, a number A > O.
We redefine this neighbourhood by removing all point with distance smaller than e > 0 of
the boundary of the former neighbourhood, where £ is arbitrarily small. Due to Cauchy
estimate the derivatives Ig~ (t)1 are also uniformly bounded by Ae-1 , and therefore 9n(t) are
bounded and uniformly continuous. By Ascoli's Theorem, from every sequence of 9n(t) we
can extract a convergent subsequence. This limit function can only be the unique analytical
continuation of g(t), thus gn(t) converges to g(t) in this complex neighbourhood of D.•
4.4 Proofs of Main Results
In this subsection we present proofs of the main results. For the reader's convenience we
first present a detailed proof of Theorem 1 that is elementary and self contained (i.e., we
try to avoid even technical results of the previous subsection). Then, in the next subsection
we present a general depoissonization tool theorem (cf. Theorem 5) that is used to prove
all of the remaining theorems in a uniform manner.
4.4.1 Proof of Basic Depoissonization Theorem
We now prove Theorem 1. The proof relies on the Cauchy formula (29). By Stirling's
approximation n! = nne-ny'2'1l"n(1 + O(lfn)), thus (29) becomes
gn ~ (1 + O(1/n))ffrfn G(neit ) exp (n (e;' - 1 - it)) dt





~ rn r G(neie )exp (n (e it -1- it)) dtV2; J1tIE [8,7T]
nncnJ2rn r G(z)eZ
n!21l"i J1tIE [B,1T] zn+I dz.
We estimate the above two integrals. We begin with the latter. Observe that by condition
(0) (cf. (31)), we obtain
where A' depends only on A and .;, thus En exponentially decays to zero.
Having En "under hat", we can turn our attention to integral In which is more intricate
to handle. First of all, we substitute t = t! / vn to get
I. ~ _1_j8.,/ii G(neiel.,/ii)exp (n (eiel.,/ii -1-itl..;n)) dt. (53)
."j2; -o.,;n
Let hn(t) = exp (n (eit/vn-I-it/vn)). We need to estimate hn(t) in the interval
t E [-8y1i",8J1il, and find the Taylor expansion of it in a smaller interval, say for t E
[-logn,logn]. The latter restriction is necessary since *= 0(1) for t E [-().,fii,8vnJ.
Thus, we can split the integral In into two terms I~ and I~, that is, In = I~ + I~ where
_1_jIOgn G(neit/v'n)exp (n (eit1v'n -1-it/vn)) dt,
-I2ir -logn
_1_ r G(nei~;v'n) exp (n (eitl.fii. _ 1 _ it/vn)) dt +
../2i J~E[-Ov'n,-IOgnl
+ _1_ r G(nei(;V1i) cxp (n (eit/.fii. - 1 - it/vn)) dt .
J21f JtE[logn,lJ,fii)
To estimate the second integral I~ we observe that !hn(t)[ :::; e-/·(2 for t E [-9vn,9J1l],
where J.t is a constant (in fact, J.t = 1/7r2 suffices). Thus, by Lemma 1 and condition (1) we
immediately show that I~ = O(nPe-J.l.log
2
n/2) which decays faster than any polynomial.
Now, we estimate I~. Observe first that for t E [-logn,logn] we can write
Furthermore, using (I) and Lemma 3 for Izl > (1 + Q){ and z E So' for ()f < () we have
)Gf(z)1 :..:::: Btlzlp-t and IGI/(z)1 :..:::: B 2 Iz1P- 2 , for some constants B 1 and B 2 . Thus, we can
expand G(neit/.;n) around t = aas
G(ne"I.,/ii) = G(n) + it..;nG'(n) + I'..(t)t'
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l' =•
where ILln(t)1 ~ (B l + B2)n{3-1. In summary, the integral I~ becomes
1 j]ogn 2 _ _ (it3 t4 it6 )
-- e- I 12 (G(n) + G'(n)itvn) 1 - -- + - - - dt +V2i -logn 6vn 24n 72n
1 j!ogn 2
+ = e- I 12t;.(t)t2h.(t)dt +
y21T -Iogn
+ ~ rlog • e-I'/2 (O(n) + O'(n)itvn) 0 (log:) dt.
v27l" J- 1ogn nvn
To complete the proof we must estimate the above three integrals. From Lemmas 1 and 3
we assess that the first integral is equal to G(n) + O(nP- 1). Thus it suffices to show that
the last two integrals are O(nP- 1). Indeed, using an estimate on .6.n(t) we observe that the
absolute value of second integral is smaller than (B1 + B 2 )nfJ - 1 , Finally, the last integral
is O(nfJ-~ log9 n). All together the error becomes O(nf3 - 1). Theorem 1 is proved.•
4.4.2 Basic Depoissonization Tool Theorem
In this subsection we prove all remaining theorems by an application of a general result
that we formulate next:
Theorem 5 BASIC DIAGONAL DEPOISSONIZATION TOOL
Let Gdz) be the Poisson transform of a sequence 9n,k that is assumed to be a sequence of
analytical junctions for Izl ~ n. We postulate that the following three conditions simultane-
ously hold for some H > 0, /, and integer m:
(I) For zE C(D, 5), such that Izl ~ no 10.(z)1 ~ F(n),
(L) The sequence of function f.(t) = 0.(neit1Vo)/F(n) defined for t E [-H logn, H logn]
belongs to the class IlJm ("() for some integer m 2 0,
(0) For z <t e(D, 5) and Izl = n .. 10.(z)e'l ~ p(n)e'F(n) where p(n) deroys faster than
n-i-kmin{')',kl I i,e., p(n) = o(n-~-kminh,iH). Then, for large n
and more generally for any integer m 2 a
m i+m
9n,n = L L bijniG~}(n) + O(n-(m+l)minh ,1/6})F(n)
i=O j=O




Proof. The proof again relies on the Cauchy integral that we split into In and En as before,
where In is the integral over t such that neil is inside C(D, 6), and En is the integral for the
nrP outside the cone, that is:
ff;
Dn6-1
W n ~ j Gn(neit )exp (n (e it -1- it)) dt21f _Dn/;-l
~ n! r G,,(z)e'dz
21fi JltIE[Dn6-1,::rl zn+l
w" rn r G,,(neH) exp (n (eit -1- it)) dt ,V2; JltIE[Dn6-I,1Tj
where Wn = n!n-nen(21fn)-1 = 1 + O(l/n) by the Stirling formula. We estimate the
above two integrals. We begin with the latter. Observe that by condition (0) we have
IEnI/F(n) ~ J21fnp(n) = o(n-kmin{"f'~}) which is negligible compared to the error term.
The evaluation of In is more intricate. First of all, we substitute t = t'I -.fii to get
where hn(t) is defined in (48) and analyzed in Lemma 5. We further split the integral In







Wn Gn(neit/.;ri") exp (n (eit/.;ri" - 1 - itl-Iii)) dt ,
-.fj.; -Hlogn
Wn r On (neit/.;ri") exp (n (eit/.;ri" ~ 1 - itl.../ii)) dt
-.fj.; JtE[-Dn6-1/2,-IIlognJ
+ w" r G,,(neitIVn) exp (n (eHIVn - 1 - itlVri)) dt .
-.fj.; JtE[Hlogn,Dn6- 1/ 2j
To estimate the second integral I~ we use the fact that Ihn(t)1 ~ c IJt2 with J.L > 0 for
t E [_Dn6-1/2,Dn6-1/2] as shown in Lemma 5. Thus, by Lemma 1 and condition (I)
we immediately obtain that I~/F(n) = O(e-pH2Iog2n/2) which decays faster than any
polynomial.
Now, we estimate I~. Observe first that since hn(t)e
t2
/ 2 E I!llm(!) for any m and
G(neHIVn)IF(n) E lIlm(-r), the'e!o,e thei, pwduct R,,(t) ~ h,,(t)e"/2G,,(neitIVn)IF(n) E
IiJ!m(2) where 1'2 = min{1', n. In view of this, by Lemma 6 we arrive at
w j,HIOgn 2
I~/F(n) = ~ R,,(t)e-' I'dt ~ w,,(F,,(o) + O(n-")) ,
v21f Hlogn
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and consequently 9n = Gn(n) + O(n-72 )F(n) (observing that Wn = 1 + O(n- l )) which
proves (54).
To prove our general result (55), we apply Lemma 6 for any k to obtain
replacing the derivatives of Rn(O) by their actual values (that involve the derivatives of- ,
G(z) at z = n), and noting that all odd powers of n2" disappear (since we are considering
only derivatives of Fn(t) of even order), multiplying by wnF(n), replacing Wn by the Stirling
expansion, we finally obtain
m i+m
9n,n = L L bijniG~f>(n) + O(n-(m+1)minb ,i})P(n)
i=O j=o
where we formally changes m + 1 = 2k. Notice that the terms in the expansion do not
involve m since the Stirling expansion and the expansion of Lemma 6 do not contain m .•
Remark 3. (i) We have already explained in the proof of Lemma 5 a way to identify the
coefficients bij in our general depoissonization statement, but here we provide another more
detailed derivation. We can write 9n,n = 2~~ f Gn(z)eZ z~+I. Finding Taylor's expansion of
G11 (Z) = Lk G~k}(n)(z - n)k /k! and formally replacing each G~k) (n) by yk we obtain the
identity:
Gn(z) ~ 2)1/k!)(z - n)"yk ~ exp(y(z - n)) .
k;::':O
Therefore
On the other hand, 9n,n = Lij bijniyi and this provides the desired identification of the
coefficients bij . There is a more classical proof of the above based on Stirling numbers which
is presented in Appendix A.
(ii) A careful reader will notice that there is a minor problem in the above proof which
is more pedagogical than mathematical. When we apply Lemma 6 for some given k and
expand the derivatives, we obtain an expansion of the indicated type, but not all of the
coefficients bij are the right ones. For example, with k = 2 (expanding to F::), there appears
a term -!G~(n) (which is absent from the final result since bOI = 0); this term is cancelled
when expanding one step further, but then other coefficients are wrong. The explanation
is, of course, that you get the right coefficients for all terms that matter; the discrepancies
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only appear in terms which anyhow can be absorbed in the error term, and there is nothing
wrong with the final result. 0
Having the depolssonization tool of Theorem 5, we can now finally prove our remaining
theorems by identifying the function F(n) (see condition (I)) and finding the right, in
condition (L) of Theorem 5.
We start with the proof of Theorem 4 which immediately implies Theorem 2 after
setting 9n,n = 9n· First of all, observe that conditions (I) and (0) of Theorem 4 imply
conditions (I) and (0) of Theorem 5 when we set F(n) = BnfJ . Thus, to complete the proof
we must verify condition (L) of Theorem 5 and find, such that fn(t) = an (neil(..fii)n-fJ E
lIDrr. (,) for any integer m 2: 1. But, by Lemma 3(ii) for all integer m and for all z belonging
to a smaller polynomial cone C(D', 6) with D' < D there exists B m such that la~m)(z)1 s
BmlzIP-mo. Thus, after setting z = neit(..fii we immediately prove that the sequence of
functions fn(t) belongs to IIJIm(o -!) for all integer m. Set now, = min{o -!, !}. Then,
by Theorem 5 there is some m' > m such that
m'i+m'
gn,n = I: I: b'jn'OWI(n) + O(nP- m") .
i:=:O j:=:o
The last delicate point is to obtain the correct error term of Theorem 4. But this can
be achieved by setting m l = f(m + 1)(26 -1)/,1 for given value m. This will lead to the
correct error term equal to O(n(J-(m+l){2o-1)). Indeed, the additional terms obtained are
those with i > m and j > i+m. The corresponding coefficients are bijniaW) (n) with bij f. a
for j 2: 2i. But, they orders are:
n(J+i-jO $. nfJ+i-2io = nP-i(2ol"-1) $. n.B-(m+l)(25-1)
and this proves Theorems 4 and 2.
Finally, we prove Theorem 3. As before, the proof relies on Theorem 5 with F(n) =
exp(BnfJ ). Conditions (I) and (0) are again easy to verify, so we only need to check condition
(L) of Theorem 5, that is, we must decide about the growth of fn(t) = G(neit(vln) exp( _Bnf3 ).
Actually, we prove that fn(t) exp(BnfJ ) E IIJI(! - f3). For this we extend Lemma 3, and will
show that IG(m)(z)1 s Bmlzlm(fJ-1) exp(Blzlf:l). We use again the Cauchy formula to obtain
for some constant n
101kl ( )1 < maxlwl=OI'I'-' 10(z + w)1z - rJlzlmll PI
Notice that z + w still belongs to the polynomial cone since 1 - f3 s 6, and therefore
exponential estimate IG(z+w)1 < Aexp(B]z + w[f:l) is still valid. Due to the fact that the
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function zP has derivative O(zP-l), we can derive as follows:
max 10(z + w)1 < Aexp(IBliziP + O(zP-ljlzll-Pn)
Iwl=!1lz ll -fJ
< A' exp(IBlizlPj
for some constant A'. Thus, IC;<J';}(z)[ ::; A' exp(Blz(P). To complete the proof, we must
establish the error term. Let 'Y = ming - {J, !}. An application of Theorem 5 leads to
the error term 0 (n-m'-Y exp(BnP)) for some integer m l ~ O. To establish the right error
term O(n-{m+l)(l-2P) exp(BnP)) we follow the same approach as before: That is, we set
m' = L(m + 1)(1 - 2{J)/'YJ which introduces additional terms of the value bijniC(j}(n) that
contribute ni-jCI-P) exp(BnP). But, since bij =f 0 for j ~ 2i,
and this completes the proof.
Remark 4. One should notice that in condition (I) in Theorem 5 we bound Cn(z) only
for Izi = n, not for jz - nl ::; Dno. Because of this we need additional assumption (L). This
is the strongest depoissonization theorem that we could prove. But, as pointed to us by S.
Janson, if we replace our condition (I) by a weaker one, namely:
(I'j For z E e(D, 0), such that Izl- n S Dn', 10n(z)1 S AF(n),
then, condition (L) follows directly form the above as easy to notice. The following example
shows that there are sequences for which our Theorem 5 works while the above weaker does
not: Let 9n,k = 1 + n!j(k + logk)n, so that Gk(Z) = 1 + e-z(1- k+fOgk)-l. Clearly, for
Izl = n we have G(z) = 0(1), and condition (L) holds since for every m 2: 0
hence Gk(neit/.fii) E IDIm(,) for any 'Y real. Thus, we can apply Theorem 5, and indeed
gn,n = G(n) + 0(1jn) = 1 + O(1jn). On the other hand, observe that the above condition
(1') does not hold for our choice of Gk(Z),
5 Limiting Distribution
Hereafter, we usc depoissonization idea, as in Theorems 1 and 2, to establish limiting
distributions for some dependent random variables. Let X n be a sequence of integer random
variable and X N its corresponding Poisson driven sequence, where N is a Poisson random
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variable with mean z. Let G(z, u) = EuXN = L~=o EuXn ~~ e-z be its Poisson transform.
We introduce also the Poisson mean X(z) and the Poisson variance V(z) as
X(z) - G~(z, 1) ,
V(z) G~(z, 1) +X(z) - (X(z))'
where G~(z, 1) and G~(z,1) denote respectively the first and the second derivative ofG(z, u)
with respect to u at u = 1.
Remark 5. For historical reasons in the analysis of algorithms and combinatorics we
restrict X N to (non-negative) integer values. But, of course, X N can be extended to non-
integer real values, and then G(z, t) = Ee fXN and one would redefine X(z) = G~(z, 0) and
V(z) = G~(z,0)-(X(Z))2. In the sequel, we assume that X N is integer valued for simplicity
of the presentation. Furthermore, multidimensional random variables can be handled in a
similar fashion, but due to the length of this paper we shall not pursue this topic in the
current paper_
5.1 Relationships Between Poisson and Bernoulli Mean and Variance
Before we proceed, we must understand a relationship between the Poisson mean X(z) and
variance V(z) of X N , and the Bernoulli mean EXn and variance Var X n . The next result
describes such a relationship. It is actually a corollary to our main depoissonization findings,
namely Theorem 2. We restrict our considerations only to linear cones, but extension to
polynomial cones is easy and left to the interested reader.
Theorem 6 Let X(z) and V(z) satisfy conditions (I) and (0) of Theorem 2 with f3 ~ 1,
that i" X(z) = O(zPq;(z)) and V(z) = O(zPq;(z)) in a linear cone So, where q;(z) i, a
slowly varying function. Then, the following holds
fOT" large n.
X(n) - !nX(2)(n) + O(nP- 2q;(n))
2
- V(n) - n[X'(n)1' + O(nP-1q;(n))
(56)
(57)
Proof. The asymptotic expansion (56) follows directly from Theorem 2 for m = 1. To
derive (57) observe that the Poisson transform of EX~ is V(z) + (X(z))2, thus again by
Theorem 2
EX~ _ V(n) + (X(n))2 - ~nV(2)(n) - n[X'(n)1' - nX(2) (n)X(n) +O(nP- 2q;(n))
= V(n) + ((X(n))2 - nX(2)(n)X(n) + O(n2P- 2q;(n))) - n[X'(n)J2 + O(nP-Iq;(n))
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where the last error term is a consequence of nV(2)(n) = O(nP- 1'1T(n)). Since Var X" =
EX~ - E 2 X n , the result follows.•
We illustrate the above theorem on a simple example.
Example 4. I.J.D. Random Variables
Let Zl, ... ,Z" be a sequence of independently identically distributed random variables
with generating function P(u) = Euzl and mean It and variance v. The generating function
of X n = Zl + ... + Zn is Cn(u) = (p(u))n. Observe that EXn = nit and Var X n = nv.
If we consider the Poisson transform of X n we obtain G(z,u) = exp (z(P(u) -1)), and
X(z) = zit, V(z) = (lt2 +v)z. Thus, Var Xn = V(n) - n[X/(n)j2, as predicted by Theorem
6. 0
5.2 Limiting Distribution Results with Polynomial Bounds
When dealing with distributions, one must estimate Gn(u) from the Poisson transform
C(z,u). If u belongs to a compact set, then our previous depoissonization results can be
directly applied. For example, we have the following two corollaries that are quite useful in
some analysis (cf. [13,29,43]). We again only consider linear cones.
Corollary 1 Suppose C!,:(z) = L~=ogn,k~~e-z, for k belonging to some set K, are entire
functions of z. Let for some constants A, B, R > 0, (3 and Cl:' < 1 the following two
conditions holds uniformly in k E K:
(1) For z E S,
(0) For z ~ So
Izl > R => IG,(z)e'l:S Aexp(<>lzJ)
Then, uniformly in k E K
- .B-1gn,' ~ G,(n) + O(n ).





Proof. In fact, the above corollary is a direct consequence of our previous proofs. Never-
theless, we show below how it can be concluded from Theorem 5. Indeed, let us assume
contrary that the thesis of the corollary, that is (60), does not hold. In other words, there
is a subsequence (ni, ki) such that
. Ign ,. - G,.(ni) Ihm '" • =00.
i-+oo nl? 1,
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Observe that ni cannot be bounded. Indeed, if the subsequence ni would be bounded, then
in this case the uniform boundness of Gdz) (by OUI assumption (I») in any compact set
yields that the 9n,k are uniformly bounded if ni are uniformly bounded (it suffice to bound
the integrand in 9n,k = 2~~ f Gk(z)ezz-n-1dz), which contradicts (61). So assume now that
ni is unbounded and strictly increasing, and define for a nonegative integer m
- () {o mf'niH m z = _
Gk;(z) m = nj .
Then, hn;,ni = 9n i,ki for all i. Clearly, Hm(z) satisfies assumptions of Theorem 5 (since it
satisfies condition (I) and (0) of the corollary which - as we already pointed out in our
Remark 4 - imply conditions (I), (0) and (L) of Theorem 5). Thus,
which is the desired contradiction.•
The next corollary is a direct consequence of Corollary 1 and it already found several
applications in the analysis of algorithms.
Corollary 2 Let G(z,u) satisfy hypothesis of Theorem 1, i.e. for some numbers (J < 1f/2,
A, B, c: > 0, p, and a: < 1 (I) and (0) hold for all u in a set U. In particular, for u E U
condition (I) and (0) hold. Then,
Gn(u) ~ G(n, u) + O(n~-l)
uniformly in u E U.
Proof. It directly directly from Corollary 1 since Gu(z) = G(z, u) and u E K where K is
an arbitrary set defined in Corollary 1. •
While the above corollaries are quite useful in deriving limiting distributions (cf. some
examples discussed in the next section), there are cases when condition (I) is not applicable.
In fact, for many problems encountered in the analysis of algorithms log G(z, u) increases in
a polynomial manner (cf. [23,24,25,28]), thus G(z, 1.1.) grows exponentially fast, and none
of the theorems of previous sections can handle such a case. We need, therefore, another
depoissonization result to handle these cases. This is discussed below.
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5.3 Central Limit Theorem for the Poisson Model
First of all, we present below a central limit theorem for the Poisson model. It is later
extended to the Bernoulli model in Theorem 9 which is our strongest result.
Theorem 7 Let X N be a characteristic of the Poisson model with G(z, u) = EuXN , mean
X(z) and variance V(z). Let for z -t 00 in a polynomial cone C(D, 0) with 0 > 1/2: and
for u belonging to a neighbourhood U of u = 1 of the complex plane the following holds
log G(z, u) = O(A(z)) , (62)
where A(z) is such that
provided limz-Joo V(z)
vicinity of 0:
lim _A(z) = 0 (63)
Z-Jco V3j2(z)
00 and liminfz-Jco lV(z)] > O. Then for all complex T in the
(64)G(z ,T/../VI'») ,-TXI'J/../vI') = ,~ (1 + 0 (_A(z) )), V*w '
that is, X N = (XN-X(Z»/VV(z) converges in distribution and in moments to the standard
normal distribution.
Proof. Developing log G(z, u) into Taylor's expansion around u = 1, we obtain
_ 8 - (u _I)' 8' -
logG(z,u) = (u -1) 8u logG(z, 1) + 2 8u,logG(z, 1) + R(z,u)
where R(z, u) is the reminder in the Taylor's expansion. Observe that
8 -
8u logG(z, 1) .i(z) ,
8' -
8u,IOgG(z,l) - if(z) - .i(z) .





- '2 i, (u-v) 8v3IogG(z,v)dv
(u _1)3 f logG(z,v)
hi (v - u)(v _ 1)3 dv .
Now, we apply (62) to the above to find
R(z, u) = O«u _1)3 A(z))
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which, after substitution u = eT/U(z), finally leads to
where a(z) = VV(z). This completes the proof. •
5.4 Limiting Distribution Results for the Bernoulli Model
Depoissonization of the case discussed in Theorem 7 does not follow yet from any of the
results presented in Section 4. This is due to the fact that in Theorem 7 we normalized
1L = e[/V(z). We need another tool that resembles our idea of diagonalization of Theorem
5. Thus, we present one more depoissonization result that is used for limiting distribution
when some kind of normalization is used.
Theorem 8 DIAGONAL EXPONENTIAL DEPOISSQNIZATION TOOL.
Let Gk(Z) be the Poisson transforms of a sequence 9n,k, and they are assumed to be a
sequence of entire functions of z. Let log Gk(Z) exist in a a polynomial cone C(D,o) with
1/2 < 0 ~ 1. We suppose that there exists f3 E [0 -1/2,4/3(0 -1/2)[ such that the condition
(I) of Theorem 2 is replaced by:
(I) for all z E C(D,8) such that for Izi E [n-Dn',n+Dn'j
Ilog On(z)1 7S Bn~
for some constant B > O. In addition, condition (0) becomes
(0) for all z ~ C(D,;;) such that Izl ~ n,
IOn(z)O"1 7S exp(n - AnD)
for some 0' > f3. Then, for all c > 0:
gn,n = On(n) exp[-~(L~(n»2J (1 + O(n3~-4('-1/2)+<»)




Proof: We use Lemma 7 with Fn(t) = log(hn(t)) + il /2 + Ln(neitj..fii) - Ln(n). Under
condition (I), the sequence of functions Ln(neitj..fii)n-fj defined on {t: !R(t) & ~(t) E
[_D'no-lj2,D'no-lj2]} belong to ~(o -~) (more precisely: it belongs to the natural
extension of ~(o - 1/2) to functions of complex variable) for any integer m ~ O. Let
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, < 6 - ~. As before, using Cauchy's formula, we arrive at
gn,n
with W n = n!n-nen(27Tn)-I = 1 + O(I/n). Our aim is to apply Lemma 7 to the first
integral above. Denoting F~(x) and F::(x) as the first and second derivative of Fn(x), we
must estimate Fn(O), F~(O) and F::(x) for {!R(x) & 9'(x) E [_DnO-I/2,DnO-~]} in order
to identify the constant (JI and fh. Observe that by definition of Fn(t), we have Fn(O) = 0
and F~(O) = ivnL~(n). But, by the same argument as in the proof of Lemma 3, we deduce
that L'(n) ~ O(nfi -'), and hence F~(O) = O(nfi,) with f31 = f3 - 0 + 1(2.
In order to estimate the second derivative F::(x) of Fn(x), we observe that it is the sum of
the second derivative oflog (hn(x)e:&"2/2) and second derivative of Ln(nei:&"/,fii). The second
derivative oflog (hn(x)e:&"2 j2 ) is exactly 1 - ei:&"j.,fii. which is O(nl'-1/2) for x = O(n")'). Since
the second derivative of Ln(nei:&"/,fii) is O(n.B-20+l), we identify {J2 = max:{-y-l/2, ,8-20+I}.
Let us now fix ,= ,81 + c with 0 < c < 4(0 ~ 1/2) - 3{J. We still have 'Y ~ 6 ~ 1/2 since
7 < f31 + 4(0 -1(2) - 3f3 ~ 3(0 -1(2) - 2f3 :<; 0 -1(2.
To apply Lemma 7, we must check that the conditions on " (JI and fh required in
Lemma 7 are actually satisfied. In particular, 2{JI + fh. < 3,8 - 4(0 - 1/2) + c (we already
know that 3{J ~ 4(0 - 1/2) + c < 0, and then
• {JI ~ 0: by hypothesis {J ~ 0 - 1/2;
· ,> (JI: by hypothesis about cj
• Moreover we claim that 2{JI + f32 ~ 3,8 - 4(6 - 1/2) + c (we already know that
3{3 - 4(6 - 1/2) + c < 0): we must check both case fh. = (JI + c - 1/2 and fh. =
f3 - 2(0 - 1(2),
1. case f32 = (Jl +E-l/2: 2{JI +fh becomes 3{J-3(0-1/2) -1/2+c which is equal
to 3{J - 4(0 - 1/2) + E+ 0 - 1, and since 6 ~ 1 we obtained the desired result;
2. case f32 ~ f3 - 2(0 -1(2), 2f31 + (J, becomes 3f3 - 4(0 -1(2), as needed.
In summary: all conditions of Lemma 7 hold and we can apply Lemma 7 to yield:
40
By identifying HF~(O)? with -~(L~(n»2, we prove that
gn,n - wnGn(n) eXP[-~(L~(n))'](1 + O(n'P'+P') +
+ ~r , exp[Ln(ne;·f,/n) - Ln(n)]hn(x)dx + O(exp(-An"))
y27l" JlxIE[Dn'l,Dn6-2]
The logarithm of Gn(n) exp[-¥(L~ (n»2] is of order nil (the order of -~(L~(n»2 1s n2.B-2Hl
which is smaller). The order of the last integral above is negligible since ILn (ne iZ/..,I1i) -
Ln(n)1 = O(n1ltx) and this leads to an estimate
and therefore the integrals are of order n';-~ exp[Dn1'(O{n.Bl) - .uDn1')J which decay faster
than any polynomial since PI < 'Y- Finally, O(exp(-AnO» decreases faster than any poly-
nomial in n since Q' > (J, and can also be neglected.
The error term OC1ln) introduced by the Stirling approximation (i.e., W n = 1+O(l/n»
is swallowed by the order O(n3tJ- 4(,;-1/2)H) which is larger than Den-He). This completes
the proof. •
With the help of the depoissonization lemma we can now invert Theorem 7 to derive
the normal limiting distribution for the Bernoulli model, that is, for X n and its generating
fundion Gn(u) = EuXn . We recall that the mean EXn and the variance Var X n of the
Bernoulli model can be obtained from the mean X(z) and the variance V(z) of the Poisson
model as discussed in Theorem 6.
Let us consider the Poisson generating fundion G(z, u) such that inside a polynomial
cone C(D, 0) the logarithm of G(z, u) exlsts, and we denote L(z, t) = logG(z, et ). We have
the standard expansion:
- - t2 3
L(z, t) = X(z)t + V(z)"2 + R(z, t)t (68)
where R(z, t) the reminder in Taylor's expansion of L(z, t). We denote Vn = V(n) -
n(X1(n)/ which by Theorem 6 is asymptotically equal to the variance in the Bernoulli
model.
Theorem 9 Let X and v such that 3v/2 > X ~ v > 0 and {3 = X - v/2 E [0 - 1/2,4/3(0 -
1/2)[ with ~ < 0 :.:::: 1. Suppose that there exist D > 0, B > 0 and F > 0 such that for all
real It I < F the following three conditions hold:
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(I) z E C(D,o),
IL(z, ')1 < Blzl',
IR(z, ')1 < Blzl'
for some constant B > 0, where R(z, t) is the reminder term in (68).
(0) Fo' all z ~ C(D, 0) such 'ho' Izl = n'
IGn(z)e'l $ exp(n - An")
for some a > X - v/2.
(V) For some B > 0
Vn > Bn lJ •
Then, for aU real t such that ItI < F, and any € > 0:





In words: Yn = (Xn -X(n»j.;v;. converges in distribution and in moments to the standard
normal distribution.
Proof. Let first assume t real such that t E (-F,F). Since L(z,t) and R(z,t) are both
O(zX), it is clear that for z E C(D, 0) the mean X(z) and the variance V(z) are also O(zX).
Consequently, the derivative with respect to z of these quantities are all O(zX-6). Let us
now fix t. We write Gdz) = G(z, et/.,JV;) and Ldz) = L(z, t/JVk). Notice that t/,JVk will
fall and stay in (-F,F) when k -+ 00. In the sequel we suppose that k is large enough to
have this property. When z = O(n) in the cone we have Ln(z) = O(tnX- IJ/'l). Therefore,
conditions of Theorem 8 are fulfilled: with {3 = X - 1//2. We have 3{3 - 4(0 - 1/2) < 0 and
for all E: > 0:
In order to complete the proof, we use the expansion
log Gn(n) L(n,'/YV;;)
- , - ,2 3 R (n,')
- X(n) 'IT. + V(n) 2V. + t 3/2
V vn n Vn
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which leads to
According to our estimate on R(n, t) and Vn the last term is nx- 3j21.1 which tends to zero.
We also have the estimate
n(L~(n))2 = n(X/(n)?~ + O(n2X-26-3j21.1) .
Since 2X - 26 - 3j2v < 0 the error term converges to zero. In other words, we obtain
with 3(3 - 4(0 - 1/2) < o.
Thus, we proved that for a real t E (-F,P) the function 9n(t) = EetYn where Yn =
(Xn - X(n))j~ converges to e
tt2 . Convergence of Yn in moments follows directly from
Lemma 8. This completes the proof. •
6 Applications of Depoissonization Results
In this section, we apply our depoissonization theorems of previous sections to various
problems arising in combinatorics and analysis of algorithms and data structures. We start
with a general result (cf. Theorem 10) that provides a simple tool to depoissonize a class
of linear functional equations often appearing in the analysis of digital data structures
and algorithms (cf. Section 6.1). Then, we deal with problems where depoissonization of
moments is required (cf. Sections 6.2-6.4)' and finally we present some depoissonization
results for limiting distributions (cf. Sections 6.5-6.9).
6.1 Depoissonization of a Linear Functional Equation
Several problems discussed in Section 3 can be reduced to the following general linear
functional equation
G(z, u) ~ (3a(z/2, u)G(z/2, u) + b(z, u) , (72)
where 1111 "$.1, and u is either fixed (cf. (5), (6), (20), (21), etc.) or u belongs to a compact
neighhorhood U(uo) of Uo (cf. (8), (12), (19), (23), etc.). Iterating (72), we obtain a general
solution of the above equation (cf. [26, 32, 50])
00 n






provided G(O,u) = 0, and all the series above converge. Define
00
<p(z, u) ~ II a(z21, u) ,
j=O
if the infinite product in (74) converges. Then, the general solution (73) can be rewritten
00
G(z, u)<p(z, u) ~ L pnb(zTn,u)<p(z2-n,u) .
n=O
Solution (75) is often used to derive asymptotics of the functional equation (73), and
in particular we used it to solve some problems discussed in Section 3 (e.g., (5), (6), and
(20)-(21)) as already presented in [18, 26, 32]. This is possible since the sum in (75) falls
under the so called harmonic sum that can be handled by the Mellin transform technique
(cf. [15]). In general, this allows to derive an asymptotic solution to the above equation for
z -l- 00, and then "depoissonize" to recover the original sequence.
To apply our depoissonization findings of the previous sections, one must establish
conditions (I) and (0), that is, some upper bounds for the Poisson transform inside and
outside a cone, respectively. A technique we shall use to demonstrate such bounds for
equation (73) was proposed for the first time in [23, 25], and in a more formal way in
[28, 43). It is based on the mathematical induction over the so called increasing domains
that we define next. In fact, we can treat a more general functional equation, namely (for
simplicity we drop the variable u)
G(z) ~ ')'l(z)G(zp) + ,,(z)G(zq) + t(z) , (76)
where 'n(z), /2(Z) and t(z) are functions of z such that the above equation has a solution.
The reader is referred to [11, 47] for conditions on these functions under which a solution
of (76) exists. We further assume that p + q = 1 (ef. (4)), but in fact zp and zq could
be replaced by more general functions that form a semigroup of substitutions under the
operation of composition of functions (ef. [11, 47]). In passing, we observe that the above
more general equation arises in non-blocking conflict resolution algorithms (d. [11,47]) and
asymmetric leader election algorithm (cf. [29]).
Let us define for integers m = 0,1, ... and a constant). such that 0 < max{p, q} <
).-1 < 1, a sequence of increasing domains (cf. Figure 4) Dm as
for some constant { > O. Observe that
z E'Dm +1
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Figure 4: The linear cone So and the increasing domains 'Dm .
The last property is crucial to apply mathematical induction over m in order to establish
appropriate bounds on G(z) over a whole complex plane, so we can apply either Theorem
1 or Theorem 2.
The next result presents a "depoissonization lemma" for the functional equation (76) in
the casep+q= 1.
Theorem 10 Consider the functional equation (76) with p + q = 1, that is,
G(z) = 'Y1(z)G(zp) + '2(Z)G(zq) + t(z)
which is postulated to have an entire solution. Let also for some positive A, {3, (), eand
0< Tl < 1 the following conditions hold JOT Izi >~:
(I) FOT z E So (0 < 191 < n/2)





(0) For z ¢. So we request that for some O! < I the following three inequalities are true
171(z)le'~(') < ~e(llzlq3 '
172(z)leP~('J < ~eo:lzlp
3 '
It(z)le~(') ,; ~e(llzl3 .
Then,
9n ~ O(n) + O(n~-l)
or more generally, for all nonnegative integer m
m i+m







Proof. We apply Theorem 1 or Theorem 2 (with 0 = 1). For this, we need to establish the
following bounds
(85)
for z E So, and
(86)
for z ¢. So with O! < 1. It suffices to prove that under (78)-(79) and (80)~ (82) the above
two conditions take place.
The proof is by induction over the increasing domains J)m. Let us first consider z E So.
Define TJm = 'Dm n So. We take B large enough and greater than A such that for m = a
the above inequalities hold for IzJ :$; e. We also take O! ~ cosO. Let us assume now that
inequalities (78) and (79) are satisfied in Dm, and we prove that they also hold in a larger
region, namely Dm+1' thus proving (85) in 50- Assume that z E Dm+1 - Dm. But by
property (77) we have zp, zq E TJm, and we can invoke OUI induction hypothesis. Hence,
taking into account (78)-(79) we conclude from equation (76) that
10(z)1 < 171(Z)110(zp)l + 172(z)1I0(zq)1 + It(z)1 ,
,; BI71(z)llzl~;J'+BI'Y2(z)llzl~q~+ It(z)1 ,
< B(I - ~)Izl~ + B~lzl~ = Blzl~
which is the desired result.
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Assume now that z fj. So and we aim at proving (86). We first observe that lezi = e!R(z) :$
ea1zj where a 2 cos f) 2 cos(arg(z». Now, the induction over the increasing domains can
be applied as before, however, this time we consider 'Om = 'Om n So where So is the
complementary set to So. Observe that
IG(z)e'l < 1'y,(z)IIG(zp)e'Plle"1 + h'2(Z)IIG(zq)e"lle'PI + It(z)e'l ,
< 1'y,(z)IIG(zp)le"I'le'~(') + 1'Y2(Z)IIG(zq)le"I'leP~(') + It(z)le~(') ,
where the last inequality follows from (80)-(82) and !R(z) = Izl cos(arg(z)) ::; Izl cos () ::; alzl.
This completes the proof. •
Below, we discuss some examples that illustrate Theorem 10. The first set of exam-
ples deals with moments (cf. Sections 6.2-6.4). Next, we turn our attention to limiting
distributions (cf. Sections 6.5-6.9).
6.2 Conflict Resolution algorithm
In Section 3.1 we described several conflict resolution algorithms. While certain functional
equations arising in these applications can be handled without Poisson transforIILS, equation
(5), or more generally (6), requires poissoni?ation. Let us, as an example, consider (5) which
is repeated below
O(z) ~ ((1 +z/2V,/2) 0(z/2) .
This equation is of the form of (72), thus has (73) as a solution. Jacquet and Szpankowski
[26] proved that for large z E So the above equation attains asymptotically the following
solution C(z) = D+P(logz)+O(ljz) where D is a constant computed in (26], and P(logz)
is a fluctuating function with a small amplitude.
Can we depoissonize this solution? One must check conditions (I) and (0) of Theorem
1. But, C(z) = 0(1) in a cone So by the results of [26] just cited, thus we need only to verify
(0) outside the cone So. By Theorem 10 (e.g., sec (80») we need to show the existence of
~ such that for Izl > ~ the following holds
which is clearly true for large enough ~ since a 2 cos f). Thus, by Theorem 10 (in fact, by
Theorem 1) we conclude that en = D + P(logn) + 0(n-1) (which is stronger than in [26]




6.3 Leader Election Algorithm or Incomplete Tries
In Section 3.4 we discussed a leader election algorithm due to Prodinger [42] (d. also [13]).
In [13] it was shown that the first moment X(z) and the second factorial moment W(z)
of the number of steps required to elect a leader in the Poisson model satisfy the following
functional equations (cf. (18)-(20))
X(z) _ X(z/2)(1 + e-'/') +1- e-' - ze-',
W(z) W(z/2)(1 + e-'/') + 2X(z/2)(1 + e-'/') .
These equations fall under (72) 1 and therefore depoi~sonizationcan be obtained via Theorem
10. Indeed, in a cone So the authors of [13] proved that for large z and any R > 0
1 _
log, z + 2" - 51 (lgz) + O(lzl R),
2 11"2 1 21'1 1'2 - R
log,z+ , - -6 - -,- - -,- + 5, (log z) +O(lzl- ),
6log 2 log 2 log 2
with 010 and 020 being fluctuating functions with small amplitudes. Here the constants
(-1)k1'dk!, k;:::: 0, are the so-called Stieltjes constants, with
(
mink. lnk+1 )
1'k:= lim '" _._~ _ m j
m-Jooo ~ ~ k+ 1
1=1
in particular, 1'0 = l' = 0.577215 ... is Euler's constant and 1'1 = -0.072815 .... Since both
Poisson transforms grow in a poly-log fashion, condition (I) of Theorem 1 is automatically
satisfied. As a matter of fact, the above asymptotics were derived through Mellin transform,
thus the above formally holds only for z real (since Mellin results were originally defined
only for z real). In Appendix B we introduce a complex Mellin transform, and show that
all results valid for real z can be easily translated into complex z, as needed for most of
our depoissonization results. In passing, we should also mention that alternatively we can
use analytical continuation to extend the above asymptotics to complex z. However, using
complex Mellin approach is more powerful, as we shall see in Section 6.6.
To complete depoissonization of X(z) and W(z) we must verify condition (0) outside
the cone So. This can be done along the steps shown in the example above, but for com-
pleteness we deal here with W(z) provided we already proved that outside a cone So we have
[X (z)e:: I :S eo l::[ for some 0:: > cosO. By Theorem 10 it suffices to show that for sufficiently
large ethe following holds
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But, the above trivially holds since W(z) = Iz) cos(arg(z)) < alzl for some a > O. This
completes the depoissonization and leads to:




2 1 2')'1 ,2 (Inn)
Var[HnJ 6L' + 12 - L' - L' + o,(lgn) + 0 --;;-
3.116695 ... + o,(lgn) + 0 C:n) .




and (0 and ro denote Riemann's zeta function and Euler's gamma function, respectively.
Furthennore, the constants (-l)k'k/k!, k ~ 0, are the so-called Stieltjes constants, with
. (m lnA: i Inl.:+1 m)
?k'~ lim L -.- - ;
m---)oo. 'l. k + 1
1=1
in particular, ,0 = , = 0.577215 ... is Euler's constant and ,1
periodic function (h(·) has magnitude S 2 x 10-4 .
6.4 Path Length in Digital Search Trees
-0.072815. ... The
This example is to illustrate an application of Theorem 6 in which the leading term of
the Bernoulli variance is effected by the correction term of the depoissonlzation (cf. (57)).
Let us consider the path length L n in a digital search tree (ef. Section 3.3). The Poisson
transform of EuL .. satisfies the differentiaUunctional equation (17). One shows that the




X(zp) + X(zq) + z ,
W(zp) + W(zq) + 2zpX' (zp) + 2zqX'(zq) + (X'(z))' .
(87)
(88)
Using Mellin transform approach Jacquet and Szpankowski [28J proved that in a polynomial
cone C(D, 0) (0 > ~)
X(z) = ~logZ+~(?-l+~~-a-O,(logZ))+O(I), (89)
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zlog2 z 2z1ogz (h' )
if(z) = h' + h3 'Yh+h'-T-ah-hO,(logz) +O(z) , (90)
where V{z) = W(z) + X(z), and h = -plogp - q log q, hz = plog2p + qlog2 q, 'Y =
0.577215 ... is Euler's constant, and finally
00 pk+1logp + qk+1logq
a = - E 1-pHI _ qk+1 •
In the above oI(z) is a fluctuating function with a small amplitude.
In order to depoissonize X(z) and W(z) we first observe that (87) and (88) are differential-
functional equations which do not fall Into our general functional equation treated in The-
orem 10. But, fortunately, the method of increasing domains (presented in the proof of
Theorem 10) still works. Since we deal with Poisson mean and Poisson variance we are in
the framework of Theorem 6. Nevertheless, one must verify conditions (I) and (0) for X(z)
and W(z). The condition (I) inside the cone follows directly from our asymptotics (89)-(90)
and either analytical continuation or an application of the complex Mellin transform (cf.
Appendix B). Thus, we must prove a bound for X(z)el: and W(z)e;:: outside a polynomial
cone C(D.6), that is, to verify condition (0) of Theorem 2.
Let us analyze only the Poisson mean X(z), however, we consider a more general
dif£erential~functionalequation (arising in the analysis of the depth in a generalization of
digital search trees known as b-digital search trees [18, 36]), namely:
where X(b} (z) denotes the bth derivative of X(z) = X(z)ez. Observe that the above equation
can be alternatively represented as
X(z) = 10;:: low2 ... lowb (X(wIP))eW- 1Q + X(wlq)eW1P +wlew1 ) dWldw2 _.. dWb
, .. .
b times
provided X<k}(z) = 0 for all k < b which we assume to hold. We must prove IX(z)1 ~ caizi
for z rt So for a < 1. As in the proof of Theorem 10 we apply mathematical induction over
increasing domains 'Dm . To carry out the induction, we first define 'Dm = V m n So where So
denotes points in the complex plane outside So. Since X(z) is bounded for z E Vo, thus the
initial step of induction holds. Let us now assume that for z E V m we have IX(z)l ::; calzl
for some m and a < 1. We intend to prove that IX(z)1 ::; eal;::1 for z E 'Dm+1. Indeed,
let z E V m+!. If also z E 'Dm, then the proof is completed. So let us now assume that
z E 'Dm+l - 'Dm. Since then zp,zq E 'Dm, we can use our induction hypothesis together
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with the above integral equation to obtain the following estimate for Izl > ~ where eis large
enough
[X(z)1 ~ Izl b (e1zl(pa+QCOsB) + elzl(Qa+pcos9) + elzlcosO) .








Then, for z E 'DmH we have IX(z)1 :$ ealzl , as needed to verify condition (0) of Theorem
1. In a similar manner we can handle W(z).
Now, we axe in a position to apply Theorem 6. Interestingly enough, the leading term
in the variance of the Poisson model is cancelled resulting in Var Ln = O(n log n) (instead




Proposition 2 (Jacquet and Szpankowski [28]) With the notation as above, we obtain
~ (IOgn+ ~~ +7 -1- Q + 6o(lOgm))
+ ~ (Iogn +~~ -"y -logp -Iogq +") +0(1)
h2 - h2
h3 nlogn+O(n)
for p I- q, where h = -plogp - qlogq and h2 = plog2 p + qlog2 q.
In passing, we should point out that that in the case p = q = i the variance is O(n) as
proved in [31], and in fact the term in front of n contains a fluctuating function. We should
add that the techniques of [31] and [28] axe different even if both usc Mellin transforms.
6.5 Leader Election Algorithm Revisited
We refer to Section 3.4 or Section 6.3 above for a description of the problem. Hereafter, we
are interested in the limiting distribution of the height H n which represents the number of
tosses before a leader is elected (d. [13, 42]). The generating function of H n is given by
(18), and its Poisson transform by (19) which we repeat below for the reader's convenience
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j = 1,2, ... , is
Actually, using the Mellin transform approach, we can solve asymptotically the above for
large z to obtain (cf. [13])
_ zlogu
G(z,u) ~ - In2 ((1- u)r(1 -logu)((1 -logu) +o(z,u)) (I - e-') + O(z-M) (94)
where lui < 1/2 and M is a large positive number, and 8(z, u) is a fluctuating function with
a small amplitude. The above can be used to obtain exact and asymptotic formulce for
the distribution of H n . We concentrate here on the limiting distribution, if it exists. First,
however, we must verify depoissonization conditions (I) and (0) to assme that we can
appeal to Corollary 2. But, the functional equation falls under the general functional
equation treated in Theorem 10, thus an easy verification lead us to a conclusion that all
conditions for depoissonization are in place. In particular, G(z, u) = 0(1) since! < lui < 1,
and therefore by Theorem 10 we conclude that G(u) = G(n,u) + D(n-I ) (for details see
[13]).
Knowing that depoissonization of G(z, u) works, we may ask about the limiting distri~
bution of Hn . From (94) and the Cauchy formula we have for an integer k
P,{Hn S; logn+k} - P,{Hn S; llogn+ kJ)
_ _ .1 f z{IOg2 n}-k-lr (1-logz)((1-10gz)dz
21l"'l.ln2
f O(n-I) d+ (1 _ z)zllogn+kJ z
where {log2n} = log2n - llog2nJ. Observe that the last integral is D((n-1). Indeed,
it suffices to enlarge the circle of integrating to z = 1 (more precisely: we can take z =
21/(logn+k»). Furthermore, the integrand in the first integral has simple poles at Zj = 2i
j = 1,2, ... , which are contributed by the r(·) function, and one additional pole at ZQ = 1
coming from Riemann's zeta function. The residue at ZQ is -ln2. The residue at Zj, for
(-I); In2 2;({log,nj_k) ((I _ j)
(j -I)!
where {log2 n} = log2 n -llog2 nJ. The special values of Riemann's zeta function appearing
in the last expression are related to the Bernoulli numbers B n r = 0,1,2"' j as follows:
((0) ~ -1/2, ((1- 2k) ~ -B2k!(2k), Cm k = 1,2,3, ... , and B_2k = 0, Cm k ~ 1,2, ....
Subsequently we arrive at
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y 1 - LJ "I 'e - j=o J.
Proposition 3 (Fill et at. [13]) Uniformly over all integers k,
2{lOg2 n}-k (1)
P,{Hn " llgnJ + k} ~ (II ) k) + 0 -exp2og2n -1 n
as n --7 00, where {log2 n} = log2 n - Llog2 nJ.
(95)
Finally, we observe that the function {log2 n} is dense on the interval (0,1) but not
uniformly dense, hence a limiting distribution of H n does not exist (but formula above
presents the asymptotic distribution). The reader is referred to [13] for more details where
the above result was derived for the first time ( but, with a weaker error term, namely
O(l/v'n)).
An interesting extension was recently considered by Janson and Szpankowski [29] who
analyzed the asymmetric leader election process in which p is the probability of survival
at each round (p i- !). In this case, the Poisson transform G(z,u) satisfies the following
functional equation
G(z,u) = uG(pz,u) + uG(qz,u)e-PZ + (1 - u)ze~Z .
Asymptotic solution of this equation is much more intricate. We observe that the Poisson
transform Gk(Z) = Ln2::oPr{Hn = k}~~e~Z fulfills
k <0 1 . (96)
This yields the following solution as proved in [29]
(97)
where J.L(t) is defined as follows: Partition the positive real axis into an infinite sequence of
consecutive intervals 10 , h, ... such that h has length (qlp)8(k), where s(k) is the number
of l's in the binary expansion of k. Thus 10 = [O,lJ,1] = [1,1 + qlp]' ... . Note that
the total length of the first 2m intervals (la, ... ,hm~d is p-m, and that these 2m intervals
are obtained by repeated subdivisions of [O,p-m], each time dividing each interval in the
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proportions p : q. Given these intervals, define J1. by putting a point mass [hi at the right
endpoint of h, for each k = 0, 1, .,.
To obtain an asymptotic distribution for Hn , one must depoissonize Gk(Z) and then
apply Corollary 1. Observe that only a slight generalization of Theorem 10 is required to
handle the functional equation (96). Conditions of Theorem 10 are easy to check. However,
since we have an explicit formula for Gk(Z) (cf. (97)), we may check condition (I) and
(0) directly. For the reader's convenience, we prove now that inside a cone So we have
Gk(Z) = 0(1) uniformly over all natural numbers k. Indeed, we first evaluate the function
F(x) defined for positive x as
F(x) ~ x/,oo e-X'dp,(t) . (98)
Let, without losing generality, q 2. p, and set 0' = q/p :;:::: 1. Noting that the interval I j
satisfy: 0' ~ IIjl ~ ai, we can estimate
F(x) ,~ x100 e"dp,(t) ~ x I:e-X(lId+ ...+ITJIII;1
o j=l
00
< x ~ e-xj0a! = x .
L....J eOX logo _ 1
;=1
Clearly, the above is bounded when we replace x either by Izlp!.: or !R(z) in a cone So. This
establishes condition (I). Conditions (0) can be proved in a similar manner (cf. [29] for
details).
Now, we are ready to apply Corollary 1 to arrive at, as already proved in [29J:
Proposition 4 (Janson and Szpankowski [29]) The following holds, uniformly for all
integers k,
where F(x) is defined in (9S). In particular, when k = llogp nJ + K where K is an integer,
then for large n the following asymptotic formula is true uniformly over K
Pr{Hn ~ LlogpnJ + K} = p--{logpn} 10
00
e_tp"-lIOgpn J d/l-(t) + 0 (~) ,
where {logp n} = logp n - llogp nJ.
Observe that for p = q = ~ we obtain
00
". xF(x) = x LJe-JX =--,
. e~ - 1
J=l
and our results coincide with those of [13] and our (95).
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6.6 Probabilistic Counting
In Section 3.5 we described a generalized probabilistic counting algorithm. We argued that
to estimate a cardinality of set, one can measure a quantity Rn,d whose generating function
and Poisson generating function satisfy functional equations (22) and (23), respectively. In
this example, we show how to depoissonize G(z, u) to obtain an asymptotic distribution (as
above, we shall see that the limiting distribution of Rn,d docs not exist).
Let Gn(u) = EuR",.d, and G(z, u) = EURN,d be the probability generating function and
its Poisson transform, respectively. As in [32] we observe that
G(z,u) ~ ufd(z/2)G(z/2,u) + (u -1)(/d(z/2) -1)
where fd(Z) = 1 - ed(z)e-Z and ed(z) = 1 + ~ + ... + ~~ is the truncated exponential
function.
Our goal is to estimate the limiting distribution through depoissonization. First of all,
we consider H(z, u) = G(z,u) - 1 instead. of G(z,u) which satisfies the following functional
equation:
H(z, u) = ufd(z/2)H(z/2, u) + (u - 1)!d(z/2) .
This is a linear functional equation of type (72), hence (73) is its solution which becomes
in this case:
00








To evaluate the limiting distribution we apply Corollary 1 to Gdz). We must verify
conditions (I) and (0). The condition (0) outside the cone So where (J < 7[/2 is easy to
check, and it follows directly from the functional equation, as we already seen in previous
sections. The difficulty is to prove a bound on Gk(Z) inside the cone So. We use the complex
Mellin transform as discussed in Appendix B to establish the following bound:
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Lemma 9 For all z E So with z f=. 0 and 18[ < 1r/2 we have uniformly
1<p(z)1 < A
where A is a constant. Also, for large z we have ep(z) = 1 + O(z-M) for any M > o.
(99)
Proof. First of all, we observe that for large z the series in ep(z) converges exponentially
fast, and one immediately proves that ep(z) = 1 + D(z-M) for any M > O. Thus, the only
difficult part is to prove (99) for z close to zero, which we consider next. For simplicity of
presentation we only assume d = O. We use complex Mellin transform. Let fez) = logep(z).
Observe that (for d = 0)
e(z) = log(l- e-') + e(2z) .
Hence, the Mellin £'"(s) of fez) exists in !R(s) E (0,00) and it becomes (cf. [15])
e'(s) ~ _ r(s)((s + 1) .
(1 - 2 ,)
There is a triple pole at s = 0 which gives us for z --lo 0 (ignoring the fluctuating term)
1
e(z) ~ -2(log' z + logz) + 0(1) .
Thus ep(z) = exp(f(z)) = exp(-! log2 z - ! logz + 0(1)). To show uniform bound around
z = 0, let z = peiO . Then,
1<p(z)1 = exp(!J1(e(z)) ~ exp(-O.5(log' p - 9' + log p)) .
Observe that for p < Pc where
log2 Pc -1T2/4 + log Pc > 0
the function ep(z) is bounded for p small, and this completes the proof.•
Having the above result, we easily show that
1<p(z2-k - 1 )1
1<p(z)1 ~ A .
which completes the proof of the dcpoissonization inequality (I). Thus, by Corollary 1 we
(n2- k - 1 )
prove that Pr{Rn,d > k} = 'I' <p(n) + O(I/n), or more precisely we obtain the following
result of [32] with a better error term:
Proposition 5 (Kirschenhofer et al. [32]) For any integer m
Pr{Rn,d ::; log2 n +m - I} = 1 - ep (2-m-{IOg2 nl) + D(n- I)
where {log n} = logn - llognJ.
56
6.7 Depth in a PATRICIA Trie
We illustrate in this subsection a usage of the "diagonal depoissonization" with polyno-
mial bound inside a cone, that is, Theorem 4, while in the next two subsections we apply
"diagonal exponential depoissonization" , that is, Theorems 8 and 9.
Let us consider the depth in a PATRICIA trie (d. Section 3.3), that is, we study D(z, u)
which satisfies the functional equation (12) that we repeat here
D(z, u) ~ u(PD(zp,u) + qD(zq, u)) + (1 - u) (pD (zp, u)e-q, + qD(zq,u)e-P') .
Observe that the unknown function D(z, u) is involved in a product with e-qz and e-PZ
which makes the equation complicated, and in fact it does not have a simple explicit solution.
Nevertheless, it falls uncler Theorem 10 with 'Yl(Z) = up + (1 - u)pe-qz , '}'2(z) = uq + (1 -
u)qe-PZ and t(z) = O. Furthermore, for p =I- q the asymptotic behavior of D(z,u) inside a
cone So (z -t (0) is determined by the first two terms of the above equation. Using Mellin
transform Rais et al. [43] proved that for large z the Poisson depth is normal, that is, for
z large in a cone So, and u = et where t is complex we have:
(100)
where X(z) = O(logz) is the Poisson mean, and (1"2(Z) = V(z) = O(logz) is the Poisson
variance. This results extends to PATRICIA trie similar results of Jacquet and Regnier [24]
established for tries.
One now must depoissonize (100) in order to establish the central limit law for the
Bernoulli model. First all, an easy application of Theorem 6 leads us to a conclusion
that ED n '" X(n) and Var D n '" V(n). In fact, from Szpankowski [51] we know that
EDn = *log n + 0(1) and Var Dn = h2f;Jh z logn + 0(1) where h = -p logp - q log q
is the entropy, and h2 = p log2 P + q log2 q. Thus, we only need to depoissonize (100)
in order to obtain the limiting distribution. We first observe that the above functional
equation falls under Theorem 10 as mentioned above (with ")'1(z) = up + (1 - u)pe- qz ,
/2(Z) = uq + (1- u)qe-PZ and t(z) = 0). Thus, the mathematical induction over increasing
domains works in this case, too, and we can conclude - as the authors of [43] - that
D(z, u) = O(Z£) for any e > a inside a cone So for z large. This actually completes the
depoissonization, and by Corollary 2 we arrive at (cf. [43]):
Proposition 6 (Rais et al. [43]) For a complex t
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that is, {Dn - EDn)/JVax Dn converges in distribution and in moments to the standard
normal distribution.
6.8 Size of a Tries
Let us now consider the size Sn of a trie (i.e., number of internal nodes in a trie built from
n strings). In section 3.3 we show that its Poisson transform S{z, u) satisfies multiplicative
functional equation (10), which we repeat below:
S(z, u) = uS(zp,u)S(zq, u) + (1- u)e-' .
Due to the multiplicative nature of the above functional equation, one should expect larger
rate of growth inside a cone, hence our depoissonization results with polynomial growth
could not work anymore, and we have to appeal to our exponential depoissonization (cf.
Theorems 3 and 8). Indeed, Jacquet and Regnier [25] (d. also [44]) proved that log S{z, u)
exists and logS{z,u) = O{z) inside a linear cone So for some 0 < 161 < 7r/2 and u com-
plex in a neighbourhood of 1 (equivalently, by setting u = et we consider t in a complex
neighbourhood of 0). Furthermore, Regnier and Jacquet [44] proved that Poisson mean
X(z) = O(z), Poisson variance Y(z) = O{z log z), and the reminder R(z,t) = O{z) in the
expression logS(z, et ) = tX{z) + t2Y{z)/2 + t 3R(z, t). A simple application of Theorem 6
shows that the Bernoulli mean Vax Sn = O{n). In summary, by Theorem 7 the si:o:e in the
Poisson model (i.e., SN where N is a Poisson distributed random variable) is asymptotically
normally distributed. More formally:
To translate the above into the Bernoulli model, we must apply Theorem 9. We first observe
that all assumptions of this theorem hold with X = 1, v = 1 and 6 = 1: {3 = 1/2 E [1/2,2/3[.
Thus:
Proposition 7 (Jacquet and Regnier [25]) The nonnalized size of a trie that is,
where N{O, 1) is the standard normal distribution. By Theorem 9 we know that the conver-
gence in moments also holds, and the convergence rate is O{nf:-l/2) fOT C > a arbitrarily
small.
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6.9 Path Length in a Digital Search Tree
Finally, we study one of the most challenging problems of this paper, namely, the limiting
distribution of the path length L n in digital search tree (cf. Section 3.3). Its exponen-
tial generating function L(z, u) = £(z, u)eZ satisfies differential-functional multiplicative
equation (17) that we repeat below
8L(z, u)
8z ~ L(puz,u)L(quz,u) .
This equation was studied in Jacquet and Szpankowski [28] in order to determine the limiting
distribution of the number of phrases in the Lempel-Ziv parsing scheme [57). Interestingly
enough, the growth of L(z,u) is quite complicated. It was proved in (28] that IogL(z,u)
exists and log L(z, u) = O(zJ«u)+f:) for u in a real neighbourhood of 1 and z in a cone C(D, 0)
with 15 < 1 arbitrary close to 1. Actually, fi(U) satisfies the relation (puy:(u) + (qu)lI:(u) = 1,
and one can show that x:(u) = 1+h(u -1) + O((u-l)2) where h is the entropy. We should
also add that that this problem motivated us to introduce polynomial cones. In such a
cone C(D, 6) with 6 < 1 (but arbitrary close to 6 = 1 when u approaching 1), the authors
of [28J also shown that any derivative of log L(z, u) grows like O(z"'(u)+~) for any € > o.
Furthermore, in Section 6.4 we studied the Poisson mean X(z) and the Poisson variance
V(z) and proved that X(z) = O(zlogz) and V(z) = O(zlog2 z). Thus, by Theorem 7
we immediately see that L N in the Poisson model is normally distributed with the rate of
convergence O(z-~+t.:).
Extension of the above result to the Bernoulli model reqUIres substantial work as
demonstrated in [28J. Fortunately, we can significantly simplify the proof by applying
our powerful Theorem 9. We first observe that (cf. Section 6.4) the Bernoulli variance
Vn = Var L n = O(nlogn), hence all conditions of Theorem 9 hold with X = 1 + c and
1I = 1, and 6 = 1 - e and E: > 0 arbitrarily small. Thus {3 = 1/2 + e which belongs
to [1/2 - e, 2/3 - 4/3e[ (it suffices to choose c small enough). Consequently, the external
length in digital search trees is asymptotically normal in distribution and in moments. More
formally:
Proposition 8 (Jacquet and Szpankowski [28]) For arbitrary e > 0
e-tELoNv.;E (etLotv¥,;') ~ ett' (1+ 0 C:-,})
where ELn is given by (91), and Vn = Var L n is computed according to (93).
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A Formal Proof of (36)
We now formally prove the general expression (35) by showing that the coefficients bij satisfy
(36). To identify these coefficients, we are allowed to choose any function 9n that satisfies our
hypothesis. For simplicity, we now assume that 9n = (n)l' where (x)e = x(x-1}··· (x-£+I).
In this case G(z) = zl, so we are in the framework of Theorem 2. We use the identity
i=l
(n), = I:>'-'s(£, £ - i) ,
i=O
where the sen, k)'s are the Stirling numbers of first kind (cf. [6]). It is known (cf. (6], Ex.
16, pp. 227) that
2i (£)s(£,£-i)= L . s,(j,j-i),
j=i+1 J
whe'e s,(n, k) axe defined as (ef. [61 Ex. 20 pp. 295)
LS2(n,k)tnuk/nl = e- tU (1 + tr'" .
n,k
Noticing that G(j~I(n) = (~)nl-j, we finally obtain,. ,
(n), ~ :[ t s,(j,j - i)n'-' (£)
i=O j=i+l J




Thus, Cij = S2(j, i)fj! = hij, and our result follows from (101).
B Mellin Transform of a Complex Variable
(101)
In various applications of poissonizationjdepoissonization (and also singularity analysis),
one needs to deal with the Mellin transform of a complex analytical function. Since we
did not find a proper reference to such an extension (except for existence in [7, 9]; see also
(15, 24]), we add this appendix for the completeness of the presentation.
In the theorem below, we remind basic facts about Mellin transform of a function f(x)
of a real variable x. Its proof is a classical onc, and can be found in many places. e.g.,
[9,151·
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Theorem 11 Let f (x) be a function defined for a non-negative real x· We assume that f (x)
is twice differentiable, and f"(x) = O(x-C- 2 ) for x -t 0 while j"(x) = O(x-d- 2 ) for x -t 00
(or more generally: there is an interval (c,d) such that for all b E (c, d): f"(x) = O(x-b- 2 )
as x -t 0 and x -t 00). Then:
(i) The Mellin transform M(j,s) = 1"(s) = J~ f(x)xS- 1dx exists in the strip!R(s) E (c,d).
(ii) The Mellin transform j"'(b + it) is absolutely integrable with respect to variable t from
-00 to +00 as long as b E (c, d), that is,i: If'(b + it)ldt < 00 .
(iii) The inverse Mellin transform exists and f(x) = 2}7T J'iR,(s)=bx-sj*(s)ds for b E (c,d).
We now extend the Mellin transform to a complex function F(z) such that f(x) =
F(z) [z=:z:>o for z complex.
Theorem 12 Let (81 ,82) be an interval containing O. Let F(z) be an analytical function
defined for z in a cone 801 ,02 = {z: 81 < arg(z) < 82} such that F(z) = O(z-C) for z -t 0,
and F(z) = O(z-d) for z -t 00 with z confined to the cone (or more generally: there is an
interval (c, d) such that for all b E (c, d): F(z) = O(z-b) as x -t 0 and x -t 00 in the cone).
Then:
(i) For !Jl(s) E (c, d) the integml
r F(Z)Z'-ldz
1£00o
exists and does not depend on the cUnJe .eSC' which starts at z = 0 and goes to 00 inside
the cone. We call it the complex Mellin transform, and denote as M(F,s) = F'(s) =
J.coo F(z)zS-ldz.
o
(ii) The complex Mellin transform F*(s) is identical to the real Mellin transform j*(s), that
IS,
roo F(Z)X'-ldx = J"(s) = F'(s) = r F(z)z'-ldz.
Jo J.c~
Furthermore, M(F(za), s) = a-S j"'(s) defined on SOI-arg(a),02-arg(a) with a E 801,02.
(iii) For b E (c, d) and 81 < t < 92, j*(b + it)eOt are absolutely integrable with respect to
variable t from -00 to +00. The inverse Mellin exists and is equal to
F(z) = -2
1 r z-' J"(s)ds
'/.11" J'!R(s)=b
for b E (c, d).
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Proof: Let f(x) be the function of real nonnegative variable x equal to F(x) on the real
line. For part (i), observe that the function f(z)zS-1 is analytical, thus by Cauchy formula
where the integration is over any arbitrary closed curve inside the cone SOI,02' Let 21 and Z2
be two points on .co, let r = lz11 and R = IZ21 and let .cO(Z1' Z2) be the part of .co between
Z1 and Z2. Let further AT and A R be the circular arcs connecting Z1 with T and Z2 with R.
We integrate along the closed curve formed by .cO(ZI, Z2), the subinterval (r, R) of the real
line and the two arcs A r and A R . Let us first consider the contribution of A R . Then:
(102)
Passing to the limit in the above, and noticing that fAR F(Z)zs-ldz = O(zs-b) for any
bE (!R(s),d), we conclude that the contribution of the arc vanishes when R --t 00. In a
similar manner, we consider the contribution of AT z --t O. This proves part (i) and the first
part of (ii).
For part (ii), we infer immediately from (102), that is,
F'(,) ~ lim r F(z)z'-ldz ~ lim r F(z)z'-ldz = 1"(,) .
R---'jcoJ£{f R-HXJJJR
To prove the identity M(F(za), s) = a-sI*(s) one only needs to make the change of
variable za = z' in the integration. Notice that function F(za) is now defined in cone
SOl -arg(a),02-arg(a)·
Point (iii) is a natural consequence of point (ii) by selecting a = ei,o. In this case we
immediately obtain that eSoI*(s) is the (real) Mellin transform offunction F(xe- iO ) which
is absolutely integrable by part (ii) of Theorem 11. Therefore, for all Z E 501,02 the function
z-SI*(s) is absolutely integrable with respect to 8'(s). The Mellin inverse identity holds in
the complex case, too.•
The above extension enjoys all "nice" properties of Mellin transform of real x. In
particular, it can be used to obtain asymptotic expansion of F(z) for z --t 0 and z --t 00,
as we know from the Mellin transform of a function of real variable. Indeed, this is proved
formally below:
Theorem 13 Let f(x) be a function of real variable. Let I*(s) be its Mellin transform
defined in the strip !R(s) E (c, d). Let (lh, (h) be an inteT"IJa! containing o. If for all b E (c, d)
function I*(b + it)eOlt and j*(b + it)e02t are absolutely integrable, then
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(i) The analytic continuation F(z) of f(x) exists in cone SOL,(J2 and F(z)
[z[ --t 0 and [z[ --t.oo far all b E (e, d).
0(.-') for
(ii) If the Mellin transform r(s) has all its singularities regular in the strip !R(s) E (d,d' )
where d < c and d' > d, then the function F(z) has the same asymptotic expansions as
f(x) up to z-d at 0 and up to order z-d' at 00.
Proof: Defining F(z) = 2}.r I!R(s)=bz-s f*(s)ds one introduced an analytical function which
matches f(x) on the real line. By an elementary estimate of the integrand we have F(z) =
O(z-b) due to assumption regarding the smallness of r(b + it) as t -l- ±oo. Part (ii) is a
simple consequence of (i) and the fact that /*(s) is the complex Mellln transform of F(z),
as noticed above.•
To illustrate a simple usage of such an extension, let us consider the functional equation
studied in Section 6.1, that is:
f(z) = a(z) + f(pz) + f(qz)
where a(z) is given. Denoting /*(s) the Mellin of f(x) we arrive at
f"(s) = a"(s) + p-'I"(s) + q-'I"(s)
which leads to I*(s) = a-(s)(1 ~ p-s - q-s)-l and a simply application of the residue
technique allows to extract asymptotics of f(z) for large z in a cone So. In particular if
a-(s) = a(s)r(s) with a(s) of at most polynomial on ±ioo, then the asymptotic expansion
remain valid in all cone strictly included in S-1r/2,';I;/2 because ]r(it)12 = 1r(tsinh(-1rt))-l =
0(e-1r1tl ) when t real tends to ±oo.
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