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1. INTRODUCTION 
“Multi-scale simulation” has become an oft-used term in 
numerical modeling, but its utility in addressing 
problems of practical interest has been elusive within the 
jointed rock mechanics and unconventional reservoir 
simulation communities. The reasons behind this are 
manifold, but the main issues are the vast separation of 
scales involved (at least O(10-4) m to O(103) m) 
combined with the lack of strict scale-independent 
similarity, the paucity and/or large uncertainty bounds of 
data at different scales as well as its interpretation, and 
the absence of a theoretical framework to link data 
gathered at finer scales to the phenomenology observed 
at coarser scales. This paper focuses on addressing the 
last point and focusing on the problem of hydraulic 
fracture propagation in the subsurface. 
Hydraulic fracture stimulation has been in use since at 
least the 1860's when the first United States patents on 
“torpedoing” were issued for use of explosive charges in 
stimulating water wells in the eastern U.S. [1]. The use 
of hydraulic fracturing for stimulating a shale gas 
reservoir was first performed experimentally at Kelpper 
Well No. 1 in the Hugoton field of Kansas [2]. Though a 
useful strategy for stimulating reservoirs, especially 
compared with acidizing treatments, the coupling with 
horizontal dilling and “slickwater” (i.e., water with 
friction-reduction agents) as the working fluid has 
created a technological breakthrough and the 
exponentially increasing commercial development of 
large volumes of natural gas deposits in tight formations 
since the late 1990's [3]. This spike in production has 
influenced world gas prices, which are currently 
significantly depressed in the US; however, the same 
technology used to spur the growth of shale gas is also 
leading to significant increases in the development of 
shale oil and co-produced oil (with gas). Despite the 
expansion of this industry, there is still the opportunity 
for significant increases in efficiency; for instance, the 
NETL estimates that of the 1500 tcf original gas in place 
(OGIP), only 262 tcf (17%) is technically recoverable 
[4]. 
Part of the reason it is difficult to increase rates of 
recovery is that there remains a need to improve 
understanding and prediction of the behavior of the 
reservoir with respect to stimulation. This may include 
not only improved measurements but also improved 
interpretation of measurements. Currently, micro seismic 
monitoring is one of the few commercially proven ways 
to acquire data on the stimulation process. Though data 
analysis for the location, mechanism, and magnitude of 
microseisms has improved, the constraint on the 
interpretation of this data remains coarse, and it is still 
an open question what these sources mean both in terms 
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ABSTRACT: Here we describe both a sequ ial, ierarchical multi-scale approach for designing scale-dependent constitutive 
models at different levels of refinement in the problem as well as an open-source, massively parallel software platform (GEOS) 
used for implementing the approach. General cross-scale coupling is achieved through a variety of terms, which are tailored to the 
specific physical mechanisms involved. The focus in this paper is on the specific state of fracture and damage propagation under 
fluid forcing, including seismic source generation, directionality and criteria for nucleation and growth, especially in the presence 
of multi-scale discontinuities. To address computational complexity issues, we discuss strategies for handling under-resolution at 
the crack tip and the design of phenomenological models based on finer scale considerations in two dimensions. We also discuss 
progress on approaching the three dimensional case as well as preliminary results of simulations to predict the evolution of micro-








of fracture network evolution and its impact on short- 
and long-term permeability and production. For instance, 
Moos [5] reported that for the same well with two 
similarly performing stages, the observed micro 
seismicity can be drastically different between the two. 
It is also an open question as to whether and to what 
extent aseismic failure events, which cannot be detected 
through micro seismic analysis, occur in a stimulated 
reservoir, as investigated by Zoback [6]. Both the 
interpretation of the meaning of the microseismic data 
and the inference of aseismic events require a model, 
either analytical or numerical. 
The current state of such models at the commercial level 
is significantly computationally constrained by the 
requirements that models run within minutes on a 
standard desktop, so much of the development of such 
tools has focused on empirically derived functions and 
low-fidelity but highly efficient numerical techniques to 
achieve the greatest possible fidelity for a modest 
computational cost. For instance, to capture fracture 
propagation many rely on models predicated on the 
assumptions of the Perkins-Kern-Nordgren (PKN) 
model [7] of quasi-3D fracture propagation in a linearly 
elastic, isotropic medium, which is a set of assumptions 
easily violated in most anisotropic, bedded lithologies of 
interest in shale gas reservoirs. 
This type of approach has largely restricted such tools to 
calibration based on current technology and is naturally 
sensitive to the assumptions of the model. If we want to 
achieve further improvements in understanding these 
fractured unconventional reservoirs and if we want to 
better predict the outcomes for untried stimulation 
techniques or stimulation techniques without a 
significant history, we will likely need to redesign the 
modeling methodology to include targeted upscaling of 
fine scale phenomenology to coarse scales, at which we 
can perform computationally tractable simulations. This 
paper will investigate this approach by first discussing 
the failure mechanisms that need to be captured and then 
how to capture these mechanisms numerically. 
2. FAILURE MECHANISMS IN HYDRAULIC 
FRACTURING 
For the case of a propagating fracture due to hydraulic 
fracture stimulation, micro-seismic data collected from a 
number of projects indicate bulk fracture propagation of 
O(101)m / s <<O(103)m / s  for the Rayleigh wave 
speed in most geologic materials. This is counter-
intuitive when considering fracture mechanics, where 
fractures in tension (Mode I) generally propagate near 
the Rayleigh wave speed. This remains true at the micro-
scale; however, fracture propagation is constantly 
mediated by fluid forcing, which is dependent on 
maintaining a pressure front near the tip of the fracture. 
The time constant associated with this pressure front 
development is much larger than that associated with the 
Rayleigh wave speed. If we resort to theoretical 
consideration of fluid-driven fractures in an elastic 
medium, the anecdotally observed propagation velocity 
noted above is recovered [8]:  
λ = 4µK 2νσ 0
−3                            (1) 
where µ is the viscosity, ν is the mean fluid velocity into 
the fracture, K is the modulus of the fluid, and σ0 is the 
confining pressure. For typical rock properties at 
confining pressures of 10-100 MPa, the tip velocity is 
O(1-10) m/s. 
In general, this suggests stress equilibrium in the far 
field for bulk fracture propagation, such that there exists 
a temporal scale separation between the resolution of 
stress in the local region of a fracture and that at larger 
scales. This region, referred to in the literature as the 
“process zone”, can often be decoupled from the 
solution of the mechanics in the rest of the domain 
(referred to as the “far field”). For instance, numerical, 
multi-scale research [9-11] has suggested that scale-
separation, when implemented in numerical models in 
practice, can predict crack fronts in mixed mode fracture 
situations where the forcing term is constant. For the 
case of a hydraulically-induced fracture, where fluid 
forcing controls the crack front propagation, the time 
constant is separated by an even greater scale, suggesting 
that this may be a viable path to multi-scale coupling. In 
addition, a number of experimental studies in brittle, 
homogeneous polymers are available for validation (e.g., 
[12]) of such multi-scale approaches. 
Failure, however, in a realistic geological material can 
be much more complex than the isotropic, 
homogeneous, elasto-brittle materials classically 
addressed in the linear elastic fracture mechanics 
(LEFM) literature, especially given the bedded, 
anisotropic, and discontinuous nature of geologic 
material [13-17]. When focusing only on the 
mechanisms involved at the process zone of a 
propagating hydraulic fracture, the complexities of crack 
coalescence, fluid interaction, complex stress field 
anisotropy, and grain boundary effects can be readily 
seen, but complexities exist across length scales. Careful 
field studies and analyses [18] have, for instance, 
observed that discontinuities exhibit a smooth length 
scale distribution across scales from millimeters to 
kilometers and are widely believed to be due to growth 
processes that do not have characteristic length scales 
[19-20]. 
In this study, we focus on how to resolve this 
problematic situation via a sequential, hierarchical multi-
scale method, which, at its base, relies on a dual-scale 
representation of inhomogeneity and damage. By 
overlapping the spatial scales at which successively 
coarser simulations are performed, effective upscaling 
can be managed and scale-dependent relations with 
appropriate contributions from finer scales can be 
developed. In order to provide a link between the scales 
for the propagation of a fracture, we appeal to strain-
parameterized phenomenological models, which have 
been previously described by Fu [21-22], to resolve 
coarser scales, and we rely on a cohesive zone method 
[23] to directly calculate fracture propagation at the 
finest scales. Topological changes in the mesh are 
resolved using a procedure similar to that detailed by 
Settgast [24]. For failures along pre-existing surfaces, 
we use a numerical framework similar to that described 
in Vorobiev [25] but amended to accommodate 
arbitrarily large strains through an advection-free 
scheme; the amendments are described next for 
completeness, as they have not been previously 
described in the literature. 
3. FAILURE ALONG INTERFACES 
For the case of failures either along the developed 
fracture network or in regions where the stress field has 
been rotated enough to effect failure in pre-existing 
fractures, the failures are often Mode II (strike-slip) 
events, as they are predominantly for laboratory 
hydraulic fracture experiments [26-28]. A number of 
joint constitutive models can capture this effect as well 
as other salient features of the hydro-mechanical joint 
response [29-37]. There have been a number of studies 
that have helped to elucidate the functional relationship 
between fracture permeability and roughness, shear, 
normal stress, and other parameters, which are too 
numerous to list here. In addition to pure shear behavior, 
many of these models capture both dilatant behavior as 
well as compaction. 
Because we are focusing on the evolution of micro 
seismicity here, we focus on a particular joint mechanics 
model, Ruina-Dieterich [38-39], for resolving shear 
failure as a function of rate effects and other time-
dependent mechanisms (so-called “rate-and-state” type 
friction model). However, the GEOS framework 
implements a number of joint constitutive models. 
In order to appropriately evaluate these models within a 
numerical code, an appropriate method must first be 
developed. 
3.1. Numerical Resolution of Failure Along 
Interfaces 
One problem that has yet to be addressed is the ability to 
capture arbitrarily large shear strains at the interfaces of 
moving joints in a tractable numerical framework, where 
the behavior at the interface is represented by 
phenomenological joint models. We address this through 
an advection-free scheme based on the common plane 
method often used in the discrete element method 
(DEM). One example of using such a method in a finite 
difference code is detailed in Vorobiev [25]; however, 
such a scheme degrades under significant strain at the 
interface, as demonstrated in Fig. 1 and also exhibits 
other pathological behaviors due to its failure to ensure 
conservation of momentum. Fig. 1 also illustrates how 
the previous algorithm masks a potentially difficult to 
diagnose pathology in shear, since shear strain energy is 
gained (due to recognition of new elastically-deforming 
surfaces) at approximately the same rate it is lost to 
numerical advection, which may be erroneously 
interpreted as a frictional effect. 
 
Fig. 1. Description of simple numerical demonstration of 
Vorobiev [25] where elements are brought into contact 
normally, then sheared; the color bars indicate elastic strain 
energy at the interface (blue is 0 MPa), where shearing causes 
normal strain energy loss due to numerical advection. The 
dotted lines indicate the energy associated with face pairs 
(face index 0 is the face associated with the top mesh and face 
indices 1 and 2 are associated with the bottom faces, where 0-
1 is the initial face pair in contact). 
To remove the advection dependence, we use an 
independent contact element associated with a pair of 
external mesh faces. The state variables associated with 
the contact element are then homogenized as composite 
state variables associated with the external mesh faces. 
When a new contact element is created, it inherits the 
homogenized state from the area-weighted contributions 
of the states associated with the constituent faces, as 
detailed in the following discussion. By using an 
essentially Lagrangian technique to track the contact 
evolution and using a remapping technique to spawn 
new contacts, the method avoids advection-related 
numerical issues. 
The states associated with the external faces can be 
initialized in the same manner as those for the contact 
elements. When an external face is associated with a 
contact element, however, it uses an area-weighted 
homogenization scheme to cache the contact element's 
contribution to its state.  
Ai,k =
Ak








where Ai,k is the area of face i composing part of 








∑            (3) 
where ncel is the number of contact elements, Âi  is the 
area of face i that intersects the region of any contact 
element, fk
n is the nth state associated with contact 
element k, and f ni  is the n
th state associated with face i. 
When a new contact element is spawned as the result of 
an external face pair coming into geometric intersection, 
the contact initializes its state from the area-weighted 













           (4) 
where Ai,k  is the area of the i
th face locally indexed to 
contact element k. 
The result of this procedure is an advection-free method 
of representing large strains across interfaces. This can 
be illustrated in the same example as Fig. 1, using the 
new advection-free algorithm (Fig. 2). 
 
Fig. 2. Simple numerical demonstration of improved, 
advection-free contact approach for arbitrarily large shear 
strain, where elements are brought into contact normally, then 
sheared while conserving energy. The color bars indicate 
elastic strain energy at the interface (blue is 0 MPa). The 
dotted lines indicate the energy associated with face pairs 
(face index 0 is the face associated with the top mesh and face 
indices 1 and 2 are associated with the bottom, where 0-1 is 
the initial face pair in contact). 
Separately, the algorithm also assures linear and angular 
momentum conservation by evaluating the shape 
function derivatives of the finite elements on the external 
faces and applying the resultant forces from the 
phenomenological joint models to the nodes, 
accordingly. 
With the development of the appropriate numerical 
infrastructure to assess failure along joints in this section 
as well as appropriate treatment of the fracture 
nucleation and propagation at both fine and coarse scales 
alluded to in the previous section, the numerical method 
is complete with respect to the necessary components to 
enable a sequential, hierarchical multi-scale approach. 
What remains to complete the description of the method 
is the details of the particular dual-scale representations 
as well as the coupling terms to be used to bridge the 
scales. These will be described next. 
4. THERMODYNAMIC, MATHEMATICAL, 
AND NUMERICAL CHALLENGES OF 
BRIDGING SCALES 
From the previous discussion, it is clear that 
geomaterials exhibit two main attributes that make them 
natural candidates for a multi-scale treatment: the 
phenomenology of interest possesses no similarity 
relations across scales and the size distribution of 
discontinuities is smooth across several orders of 
magnitude, making it impossible to rigorously define a 
representative volume element (RVE) for the general 
case (though, specific systems may exhibit natural scale 
decoupling). The former means that models will likely 
need to be scale-dependent, while the latter means that 
material behavior cannot be characterized locally and, 
therefore, effective continuum representations will 
always have some error associated with the locality 
assumption. The situation is not hopeless, though. There 
are many field cases where the assumptions of an 
effective continuum do hold or at least do not introduce 
significant error; analysts can often identify natural scale 
decoupling due to the specific geology (e.g., local 
features limit the size distribution of the discontinuities), 
or the phenomenology of interest is not affected by the 
discontinuities (e.g., long period wave propagation). We 
are concerned with the cases where the system does not 
permit such simplifications and which require 
consideration of many scales. 
4.1. The Dual Scale Paradigm 
We develop our approach to multi-scale modeling 
through the assumption that for any arbitrary length 
scale, discontinuities can be represented at two scales, 
either the response of each discontinuity is represented 
directly (explicitly) and material response is defined 
through the aggregate of individual discontinuities (i.e., 
discontinuous modeling) or through homogenization of 
the behavior of a RVE of such features (i.e., effective 
continuum). The approach in GEOS seeks to represent 
both scales at any particular arbitrary length scale, where 
discontinuities near the length scale of interest are 
represented explicitly while features smaller than a 
threshold are represented via an effective continuum, 
where the constitutive model used is necessarily scale-
dependent and derived from finer scale simulations 
when the scale of the RVE is above the percolation limit. 
This type of approach is illustrated in Fig. 3. 
 
Fig. 3. Simple illustration of a propagating, penny-shaped 
hydraulic fracture, where the RVE-scale response is 
characterized by a scale-dependent constitutive model derived 
from simulations at finer scales. 
 
4.2. Explicit Representation of Fracture 
Nucleation and Propagation 
Linear Elastic Fracture Mechanics (LEFM) allows the 
prediction of the propagation of a single, flat crack (or 
fracture) embedded in a homogeneous, isotropic, elastic 
solid body. The analytical solutions derive from Griffith 
theory and can be obtained by computing Stress 
Intensity Factors (SIFs) in modes I, II and III. As a 
consequence, most of the existing models of hydraulic 
fracturing consider the rock mass as an elastic, 
impermeable solid. This approach is suitable to 
distinguish between toughness-dominated and viscosity-
dominated fracture propagation regimes [40], but it is 
constrained by restrictive assumptions and does not 
allow coupling fracture propagation to the fabric changes 
undergone by the rock mass. Neglecting micro-cracking 
ahead of the fracture tip leads to over-estimated fracture 
front velocity [41-42]. Moreover, according to the theory 
of elasticity, the presence of cracks around the fracture 
tip induces stress perturbations, and thus impact SIFs. 
Some work has been proposed to address this [22]; 
however, this remains an open research issue for fully 
three-dimensional solids. Crack arrays parallel to the 
fracture plane have a shielding effect, whereas crack 
arrays perpendicular to the fracture plane tend to favor 
fracture propagation [21, 43].  
One method of capturing the damage zone in finite 
element models of hydraulic fracturing is to define an 
inelastic zone where plastic deformation localizes [44-5]. 
The numerical solution is highly mesh-dependent, 
however, and the localized zone narrows with mesh-
refinement. For unstructured meshes, this leads to an 
asymmetric plastic zone even when the problem is 
symmetric relative to the fracture plane. Displacement-
based methods, such as Fu [22], seek to address this 
issue. 
 
4.3. Effective Continuum Representations 
There are a number of approaches to represent the 
effective hydrological and mechanical response of 
geomaterials to progressive damage. These can be 
categorized into micro-scale derived models, purely 
phenomenological models, micro-scale enriched 
methods (with varying levels of fidelity), and hybrids of 
the aforementioned. There are also special 
considerations for calculating the effects on permeability 
through the use of homogenization techniques.  
Here we are using a hybrid model of damage nucleation 
and accumulation at the effective continuum scale, 
where the micro-scale degrees-of-freedom are explicitly 
captured using finite, rectilinear failure surfaces, as 
illustrated in Fig. 3. We are currently using small 
damage assumptions, as well, where micro-scale damage 
does not evolve mechanical changes at the macro-scale. 
This is a strong assumption that will be remediated in 
further work. 
5. THE GEOS SIMULATION FRAMEWORK 
The previously described numerical approaches to 
explicitly capturing both fine and coarse scale fracture 
initiation and propagation as well as the effective 
continuum method for capturing the same at sub-RVE 
scales must be implemented within a numerical 
framework if the developments are to be applicable to 
problems of practical interest. 
This framework, at a minimum, must include the 
appropriate facilities for: 
• Large-scale (i.e., high performance computing) 
calculation and communication 
• Appropriate solvers for the numerical 
approaches 
• Facilities to provide dynamic topological 
changes in parallel for unstructured meshes 
• Data structures optimized for the 
communication and calculation requirements 
• Appropriate material modeling framework with 
the ability for users to easily add new models 
• Massively parallel input and output 
As part of a multi-year effort to address energy security 
issues in the geosciences, Lawrence Livermore National 
Laboratory has funded the Computational Geosciences 
group to design and implement the GEOS framework, 
which satisfies these requirements. Specifically, GEOS 
provides a general HPC simulation platform for 
Lagrangian computational geosciences applications with 
linear scaling at job sizes greater than 32 processes, as 
illustrated in Fig. 4. Details are provided in previous 
works [67-9]. 
 
Fig. 4. Weak scaling study results for a simple, explicitly 
solved, hydromechanical (finite element / finite volume 
coupled) simulation in GEOS, where the coupling is similar to 
the described in Johnson [70] 
Currently, a number of numerical techniques that 
leverage the massively parallel code infrastructure have 
been implemented within the GEOS framework, 
including finite element, finite volume, discrete element, 
and boundary element methods. Both implicit and 
explicit solvers are available, including a fully-coupled, 
implicit solver for hydromechanical problems with mesh 
topology changes, characteristic of hydraulic fracture 
stimulation problems. Though it is built to be a versatile 
platform, the specific focus of GEOS development is 
targeted at better characterizing reservoir response to 
fluid-induced perturbations, including different 
stimulation and fracture control techniques and enhanced 
geothermal systems (EGS). An example of this use case 
is illustrated in Fig. 5. 
 
 
Fig. 5. Illustration of 3D quadrant of ten, propagating, penny-
shaped hydraulic fractures in an elastic, homogeneous block 
courtesy of Dr. Pengcheng Fu. Color indicates stress in the 
axial direction (i.e., normal to the initial fracture plane) from 
blue to red (compressive to tensile). Slight perturbations in the 
pressure boundary conditions lead to “racing” conditions in 
the fracture propagation. 
 
Besides hydraulic fracture stimulation and flow through 
fracture networks, the GEOS framework has also been 
applied to: 
• Detailed( hydro-chemo-mechanical( (HCM)(
simulations(of( reactive( flow(and( transport(of(
CO2(through(fractures([71].(
• Evaluation(of(short-(and(long-term(seismicity(
changes( due( to( pore( pressure( perturbations(
along( the( fault( (i.e.,( risk( assessment( for(
induced( seismicity)( based( on( the( RSQSim(
approach( of( Dieterich( and( Richards-Dinger(
[72-5].(
 
Care has been taken to make GEOS both developer 
friendly as well as standard compliant. For instance, 
GEOS is fully compliant with the C++11 standard and 
MPI v1.0, for distributed memory communication. It 
uses a fully validated XML input format as well as 
standard ABAQUS format mesh definitions. Parallel 
SILO (HDF5-based binary format) files are used for 
input of simulation restart states as well as for 
visualization and can easily be read an analyzed via the 
open source VisIt parallel visualization engine (see 
http://visit.llnl.gov). 
6. CAPTURING MICROSEISMICITY 
The problem of modeling micro seismicity is a 
particularly appropriate motivating problem for a multi-
scale framework, as the phenomenology of interest is 
occurring at material scales that are below that directly 
representable with currently available HPC 
infrastructure. Many of the source mechanism in which 
we are interested are of the M-3 to M0 magnitude ranges. 
For stress drops near 10 MPa and magnitude M0 (the 
upper range of our consideration), the maximum slip is 
O(1mm) for an area of approximately 10 m2, while the 
majority of events recorded in micro-seismic arrays are 
less than M-1, as inspection of self-similarity 
relationships in frequency-magnitude would suggest,  
with associated slip of approximately the size of a sand 
grain, i.e., O(200µm), and area of approximately 1 m2 
[76]. However, the inter-stage distance in many 
unconventional reservoirs is O(100m). To accurately 
resolve even this part of the site at a scale where the 
faults generating the seismicity of interest can be 
resolved directly would require at a minimum O(1e10) 
elements, a computational expense approximately twice 
that of the world's current top supercomputer. Without 
the ability to directly capture the scales of interest, the 
question of how to leverage multi-scale techniques 
becomes one of practical necessity. 
The issues that must be considered are manifold and 
include the ability to capture scale-dependent joint 
constitutive behavior, as described earlier, as well the 
energy release as a function of time in the spectral range 
up to at least 25Hz, the maximum operating frequency of 
most arrays. The wave propagation resolution must also 
appropriately account for energy coupling between the 
source and matrix as well as the attenuation and spectral 
transformation (in the fully three-dimensional case) of 
the signal between the source and observation point(s). 
Ultimately, such capabilities can be used to statistically 
validate the model when used in conjunction with an 
uncertainty quantification framework. This generic 
workflow is illustrated in Fig. 6. 
 
Fig. 6. Generic workflow for validation and calibration of 
GEOS via microseismic data 
As we have adopted a microscale-derived continuum 
model approach for the multi-scale description of our 
materials, we need to have a method to quickly derive 
model behavior under a particular load path. That is, we 
need to run the model under a variety of load paths in 
order to derive the conjugate affinities and assess the 
model support described in Steps 1-3 of Section 4.3.1. 
To determine whether the targeted approach could 
provide useful insight into the generation of micro 
seismicity, a simple defined strike slip scenario has been 
designed, which removes as much complexity from the 
approach as achievable with a goal of isolating the 
salient features of the sub-scale model necessary to 
capture the distribution of source mechanisms observed 
in practice. This model reduction makes the use of this 
approach computationally tractable. 
Here, a geostatistically distributed set of sub-scale 
discontinuities were used to characterize the behavior at 
the sub-RVE scale while the homogeneous stress and 
strain states of the element (RVE scale) were used to 
inform the failure models at the sub-RVE scale. In this 
study, the discontinuities neither affect each other nor 
the stress state in the RVE, and the stress and strain 
states are uni-directionally coupled from the RVE scale. 
Progressive damage is also excluded in the model, and 
failure at the level of the discontinuity is instead 
represented by a simple shear-weakening law, which 
constrains the types of mechanisms that the model will 
represent. Fault orientations and spatial distribution are 
generated stochastically using a fault generator described 
in Johnson [70]. The relevant values for the distributions 
are as follows: 
Table 1. Properties used in micro seismicity simulation 
Property µ σ  Min. Max. 
τfail 10 kPa 3 kPa 1 kPa 100 kPa 
δstrike 30 cm 10 cm 1 mm 50 cm 
δdip 20 cm 7 cm 1 mm 32 cm 
θstrike 90
o 9o 56o 132o 
θdip 70
o 15o 45o 90o 
fracture 
intensity 
16/m3 6/m3 0/m3 30/m3 
 
All discontinuities are rectilinear, and the top edge is 
parallel to the free surface. The values in Table 1 are the 
parameters for a Gaussian distribution of each property 
except the fracture intensity, which is fractally 
distributed with a Hurst exponent of 1.3. τfail is the shear 
stress at the onset of failure. δstrike is the strike dimension. 
δdip is the dip dimension. θstrike is the strike angle. θdip is 
the dip angle. 
An RVE is populated by discontinuities sampled from 
the independent distributions described in Table 1 and 
then subject to a constant shear strain rate in simple 
strike-slip along strike angle 0o. The simulation is run to 
a total shear strain of 0.008, and the cumulative seismic 
catalog at the end of the simulation was determined. The 
cumulative catalog at the end of the simulation is shown 
in Fig. 7 plotting the source mechanism tensor as 
represented by triaxial ellipsoids oriented in space where 
the size and color represent the total event magnitude 
associated with the discontinuity. 
 
Fig. 7. Results of applied shear strain to an effective RVE of 
discontinuities, where the lower left figure shows the original 
realization of joints and the upper right plot shows the 
configuration overlaid with tensorial representations of all 
seismic events generated during the applied shear strain path. 
The color bar indicates increasing total energy release from 
blue to red, and the size, orientation, and relative size of the 
axes of the ellipsoids indicate the size and directionality of the 
synthesized moment tensors. 
Plotting these results in a typical Hudson-type plot yields 
the representation in Fig. 8. 
 
Fig. 8. Cumulative seismic source mechanism catalog plotted 
on a Hudson plot representation courtesy of Drs. Rob Mellors 
and Sean Ford. 
Fig. 8 elucidates the imprinting of the source mechanism 
form enforced by the failure model; however, the 
simplification used not only captures the average trend 
often observed in field data, but it also captures the 
clustering of mechanisms near the +/- dipole intercepts 
and the relative sparsity of events near the double couple 
origin. This kind of result is encouraging, in that, it 
suggests an additive, rather than reductive, approach to 
the fidelity of model is possible for this problem. 
Interestingly, the most obvious drawback of the 
approach is the lack of spread away from the diagonal 
trend resultant from the strong imprinting of the source 
mechanism due to the simple failure mode. Including 
shear-induced dilation and compaction into the joint 
response via one of the currently implemented joint 
models in GEOS and using material properties 
appropriate to the geology of interest should provide the 
necessary richness to the joint response to capture the 
observed distribution. 
7. RESULTS 
For an initial study of the effects of fracture propagation 
on the generation of micro seismicity within the rock 
matrix, a pair of parallel stages are stimulated via fluid 
pressure boundary conditions at their intersection with 
the borehole and allowed to propagate.  
The stress evolution in the direction of the horizontal 
borehole (x-axis) of the fractures is shown in Fig. 9. A 
slightly less dense fluid is pumped into the fracture at 
x=20m (1.11055 sg versus 1.11098 sg in the x=40m 
fracture), leading to asymmetries in the topology and 
extents of the final fractures. The compressive stress in 
the 20m interval between the two fractures, causes the 
initially parallel, planar fractures to curve away from 
each other during stimulation, leading to a characteristic 
“pie plate” geometry. The complex stress state also 
initiates fracture bifurcation in the x=40m fracture, as 
can be seen in Fig. 9 at the intercept with the y-axis at 
approximately -12m. The iso-contours (clipped at y=0m 
for clarity) show the double-lobed tensile stress annulus 
at the propagating fracture tips as well as the elevated x-
direction compressive stresses that generally decrease 
with radial distance from the borehole. 
By removing the stress iso-contours and adding micro 
seismic locations within the rock matrix, one can see the 
pattern of cumulative micro seismicity in Fig. 10. This 
micro seismicity is due to the rotation of the stress tensor 
due to the propagation of the hydraulic fractures. As the 
stress tensor rotates, that proportion of in situ joints that 
are preferentially oriented transition to failure and 
release a commensurate directional seismic energy as 
captured by the simple model discussed previously. The 
pattern of the micro seismicity tends to lead the fracture 
path. 
 
Fig. 9. Illustration of the final topology of two 3D, 
propagating, curved hydraulic fractures in an elastic, 
homogeneous rock matrix. The clipped quadrant iso-contours 
(upper quadrant) illustrate the stress in the x direction, clearly 
showing the resolved tensile stress along the propagating edge. 
 
Fig. 10. Illustration as in Fig. 9 with the iso-contours removed 
for clarity and addition of cumulative micro seismic event 
locations within the rock matrix. 
8. CONCLUSIONS 
This study has demonstrated how the needs of the 
detailed modeling of hydraulic fracture propagation are 
complex both in terms of the needs for spatial and 
temporal multi-scale requirements. However, we have 
proposed a sequential, hierarchical multi-scale approach 
that leverages a dual-scale discontinuum/continuum 
representation to address the spatial multi-scale needs 
and a sequential implicit-explicit time splitting 
infrastructure to address the temporal multi-scale 
requirements. These approaches are being implemented 
within the LLNL-developed GEOS HPC computational 
geosciences framework. We summarize our progress 
towards realizing such a framework and offer not only a 
new method to address numerical issues in resolving 
large shear strains across explicitly resolved interfaces 
but also how such models as well as topological mesh 
changes are implemented in the scalable, HPC GEOS 
framework to represent hydraulic fracture stimulation.  
This paper also details preliminary results for applying 
the initial step in the implementation of this strategy by 
using a simplified micro-scale model of sub-RVE scale 
micro seismicity evolution. Though simple, it captures 
reasonable source mechanisms and is easily extendible 
to more complicated mechanisms and can be used as a 
component to a more comprehensive sequential multi-
scale approach. This also indicates the likelihood that 
simple improvements in the constitutive joint model may 
provide the necessary fidelity to capture a number of 
other salient features of the source mechanism 
distribution for microseisms. Finally, by applying a 
coupled seismo-hydro-mechanical simulation to the 
problem of two propagating, 3D hydraulic fractures, we 
have gained useful insight into the hydraulic fracturing 
process as well as the interpretation of micro seismic 
data. The suggestion from initial simulations is that 
rotation of the stress tensor away from the directly 
fractured zone can initiate seismic responses in areas that 
are not connected to the propagating hydraulic fractures, 
which may indicate that micro seismic data yields 
information on the convolution of damage-induced from 
propagating hydraulic fractures as well as stress re-
orientation within the reservoir. 
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