Аномальные диффузионные и релаксационные свойства классических и квантовых блужданий с непрерывным временем by Денисов, Станіслав Іванович et al.
УДК 537.624
КП
№ госрегистрации 0112U001383.
Инв. №
Министерство образования и науки Украины
Сумский государственный университет
(СумГУ)
40007, г. Сумы, ул. Римского-Корсакова, 2;
тел. (0542) 33 41 08, факс (0542) 33 40 49
УТВЕРЖДАЮ
Проректор по научной работе
д.ф.-м.н., профессор
________________А. Н. Черноус
ОТЧЕТ
О НАУЧНО-ИССЛЕДОВАТЕЛЬСКОЙ РАБОТЕ
АНОМАЛЬНЫЕ ДИФФУЗИОННЫЕ И РЕЛАКСАЦИОННЫЕ
СВОЙСТВА КЛАССИЧЕСКИХ И КВАНТОВЫХ БЛУЖДАНИЙ С
НЕПРЕРЫВНЫМВРЕМЕНЕМ
(заключительный)
Начальник НИЧ
к.ф.-м.н., с.н.с. Д. И. Курбатов
Руководитель НИР
д.ф.-м.н., профессор С. И. Денисов
(2014.11.27)
2014
Рукопись закончена 19 декабря 2014 г.
Результаты работы рассмотрены на заседании научного совета СумГУ,
протокол№ 4 от 2014.11.27
СПИСОК АВТОРОВ
Руководитель НИР, главный С. И. Денисов
научный сотрудник (реферат, введение, разделы
д.ф.-м.н., профессор 2014.12.19 1-5, выводы)
Заведующий лабораторией Т. В. Лютый
к.ф.-м.н., доцент (реферат, введение, разделы
2014.12.19 3, 5, выводы)
Старший научный Е. С. Денисова
сотрудник (раздел 4, выводы)
к.ф.-м.н., доцент 2014.12.19
Научный сотрудник, А. Ю. Поляков
к.ф.-м.н. (раздел 5, выводы)
2014.12.19
Младший научный Ю. С. Быстрик
сотрудник, аспирант (реферат, разделы 1-2,
2014.12.19 выводы)
Младший научный В. В. Рева
сотрудник, аспирант (введение, раздел 5, выводы)
2014.12.19
Лаборант, Б. А. Педченко
студент (раздел 3, выводы)
2014.12.19
РЕФЕРАТ
Отчёт о НИР: 139 с., 25 рис., 1 табл., 131 источник.
Объект исследования – неравновесные системы, временная эволюция
параметров состояния которых описывается случайными блужданиями с
непрерывным временем или стохастическими уравнениями Ланжевена.
Предмет исследования – диффузионные, релаксационные, магнитные
и структурные свойства этих систем.
Цель исследования – разработка аналитических и численных методов
для 1) нахождения законов сверхмедленной диффузии, 2) нахождения зако-
нов медленной и сверхмедленной релаксации, 3) изучения стохастической
динамики намагниченности наночастиц, порождаемой негауссовскими шу-
мами, и 4) определения магнитных и структурных свойств феррожидкостей.
Методы исследования – методы статистической и математической фи-
зики, стохастические методы, асимптотические методы, методы численного
моделирования и параллельного программирования.
В работе, используя концепцию случайных блужданий с непрерывным
временем, найдены общие законы сверхмедленной диффузии для широкого
круга стохастических систем и законы немонотонной, медленной и сверх-
медленной релаксации для двухуровневых систем. Путем аналитического
решения уравнений Максвелла выведено эффективное уравнение Ландау-
Лифшица-Гильберта для описания динамики намагниченности проводящих
наночастиц. Разработаны аналитические и численные методы расчета ста-
тистических характеристик систем, возмущенных пуассоновским шумом.
Предложен модифицированный метод молекулярной динамики, который
базируется на алгоритме Барнса-Хата и технологии CUDA, для модели-
рования магнитных и структурных свойств феррожидкостей.
Результаты НИР имеют большой потенциал применений в микроэлек-
тронике и биомедицине, и могут быть использованы при подготовке специ-
алистов физико-математического профиля.
СЛУЧАЙНЫЕПРОЦЕССЫ,АНОМАЛЬНАЯДИФФУЗИЯИРЕ-
ЛАКСАЦИЯ, ДИХОТОМИЧЕСКИЕ СИСТЕМЫ, МАГНИТНЫЕ НА-
НОЧАСТИЦЫ, ФЕРРОЖИДКОСТИ, ЧИСЛЕННОЕ МОДЕЛИРО-
ВАНИЕ, ПАРАЛЛЕЛЬНОЕ ПРОГРАММИРОВАНИЕ.
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7ВВЕДЕНИЕ
Поскольку в любой физической системе в той или иной степени всегда
присутствуют внутренние и/или внешние флуктуации, описание таких си-
стем по необходимости должно быть вероятностным. Среди огромного раз-
нообразия моделей, используемых для этой цели, в данной НИР основное
внимание сосредоточено на изучении двух стохастических моделей, широко
используемых как в физике, так и в химии, биологии, экономике и других
науках. Это случайные блуждания с непрерывным временем, образующие
особый класс скачкообразных процессов, и случайные процессы, которые
можно интерпретировать как решение системы стохастических уравнение
Ланжевена. Так как подробное описание этих моделей и изучаемых систем
проведено во вводной части каждого раздела, ниже мы лишь перечислим
проблемы, решаемые в данной работе.
В разделе 1 изучены случайные блуждания с непрерывным временем,
характеризующиеся тяжелыми хвостами распределений величин скачков
частицы и сверхтяжелыми хвостами распределений времен ожидания меж-
ду последовательными скачками. Для таких случайных блужданий найде-
ны предельные функции распределения и с их помощью построена тео-
рия сверхмедленной диффузии. Метод случайных блужданий применен и
в разделе 2 для описания медленной и сверхмедленной релаксации двух-
уровневых систем, чьи структурные элементы изменяются со временем как
реализации дихотомического процесса. Эффективное уравнение Ландау-
Лифшица-Гильберта, описывающее динамику намагниченности наночастиц
проводящих ферромагнетиков, выведено в разделе 3 путем аналитического
решения уравнений Максвелла. Это детерминистическое уравнение явля-
ется базовым для изучения флуктуационных эффектов в таких системах с
помощью соответствующих уравнений Ланжевена. В разделе 4 разработа-
ны аналитические и численные методы расчета статистических характери-
стик систем, которые описываются уравнениями Ланжевена с пуассонов-
скими шумами. Наконец, в разделе 5 разработан усовершенствованный ме-
тод молекулярной динамики, основанный на алгоритме Барнса-Хата и тех-
нологии параллельных вычислений, который позволяет изучать статисти-
ческое поведение большого числа взаимодействующих наночастиц, нахо-
дящихся в вязкой среде, с помощью персональных компьютеров.
81 АСИМПТОТИЧЕСКИЕ РЕШЕНИЯ И АНОМАЛЬНАЯ ДИФФУЗИЯ
ДЛЯ НЕПРЕРЫВНЫХ ВО ВРЕМЕНИ СЛУЧАЙНЫХ
БЛУЖДАНИЙ
Непрерывные во времени случайные блуждания1 – это специальный
класс кумулятивных скачкообразных процессов, которые характеризуют-
ся двумя случайными величинами, а именно: величиной скачка блуждаю-
щей частицы и временем ожидания между последовательными скачками.
Поскольку для многих систем свойственны случайные величины, которые
можно интерпретировать, как время между успешными переходами (скач-
ками) системы в новое состояние и мерой перехода (величиной скачка), то
CTRW представляют удобную и гибкую модель для исследования разнооб-
разных стохастических явлений. Так, например, CTRW используются для
описания аномальной диффузии и переноса вещества в неупорядоченных
средах [1–4], изучения миграции [5, 6], анализа финансовых [7–10] и сей-
смических [11,12] данных.
Впервые CTRW были представлены Э. Монтроллом и Дж. Вейссом
в 1965 году в работе [13] (см. также обзоры [2, 3]), и согласно их теории
плотность вероятности P (x, t) положения X(t) блуждающей частицы за-
висит только от её совместной плотности вероятности времени ожидания и
величины скачка. Заметим, что в общем случае положение частицы X(t)
есть n−мерный вектор, т. е. под длиной скачка подразумеваются величи-
ны перемещения вдоль пространственных осей координат. Однако, когда
движение вдоль различных направлений независимо, достаточно рассмат-
ривать одномерную модель. Более того, часто особый интерес представля-
ет несвязанный (decoupled) случай, при котором времена ожидания и дли-
ны скачков не зависят друг от друга. В этой ситуации вместо совместной
плотности мы имеем независимые друг от друга плотность вероятности p(τ)
времени ожидания между скачками и плотность вероятности w(ξ) величи-
ны скачка. Тем не менее, даже в простой одномерной ситуации неcвязанного
блуждания точные решения найдены только для некоторых частных случа-
ев [14–16]. Зато асимптотическое (во времени) поведение плотности веро-
1В научной литературе общепринятым сокращением для такого рода процессов сокращением есть CTRW
(continuous-time random walk), поэтому далее в тексте будем использовать эту аббревиатуру.
9ятности P (x, t) , которое определяет диффузионные и транспортные свой-
ства блуждающих частиц, было изучено гораздо лучше [17–21].
Под асимптотическим решением имеется ввиду плотность вероятно-
сти специальным образом масштабированного положения частицы Y (t) =
a(t)X(t) при t→∞ , где a(t) – масштабирующая функция, выбор которой
зависит от поведения на бесконечности p(τ) и w(ξ) и осуществляется та-
ким образом, чтобы плотность вероятности для Y (t) была невырожденной.
Такие решения приведены, в частности, для всех несвязанных плотностей
вероятности времени ожидания и длины скачка, которые имеют конечный
момент второго порядка или тяжёлые хвосты [20].
К тому же, возникает интерес исследования CTRW со сверхтяжёлы-
ми хвостами распределения времени ожидания [22]. Поскольку все дроб-
ные моменты таких распределений бесконечны, то этот случай оказывается
очень удобным для моделирования аномального поведения многих систем
и процессов, таких как итерационные отображения [23], ультрамедленная
кинетика [24], сверхмедленная диффузия [25], динамика Ланжевена [26,27].
ДляCTRW, которые характеризуются произвольными сверхтяжёлыми рас-
пределениями вероятности времени ожидания, соответствующие масшта-
бирующие функции a(t) и предельные (по времени) плотности вероятности
P(y) нового положения частицы Y (t) при t → ∞ были недавно получены
для распределений величины скачка с конечными моментами второго по-
рядка [28] и для симметричных распределений величины скачка с тяжёлыми
хвостами [29].
В данной работе (см. также [30] и [31]) мы продолжаем предыдущие ис-
следования и представляем детальное аналитическое и численное исследо-
вание CTRW со сверхтяжёлыми плотностями вероятности времени ожида-
ния и тяжёлыми асимметрическими плотностями вероятности длины скач-
ка.
1.1 Описание модели и предыдущие рузультаты
Одной из наиболее важных статистических характеристик для случай-
ных блужданий является предельная плотность вероятности определённым
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образом масштабированного положения частицы при больших значениях
времени, поскольку именно она отвечает за наиболее важные транспорт-
ные свойства изучаемых явлений. При описании таких явлений под боль-
шим значением времени удобно подразумевать t→∞ , что влечёт за собой
и условие N → ∞ (где N – количество скачков за соответствующий про-
межуток времени). Исходя из этого, необходимые решения можно получить
используя обобщённые центральные предельные теоремы [32, 33], которые
позволяют установить закон распределения интересующего нас положения
частицы именно в предположении N → ∞ . Однако, понятно, что с фи-
зической точки зрения условие t → ∞ (а поэтому и N → ∞ ) являются
лишь полезной абстракцией, и на самом деле мы всегда будем иметь дело с
конечным значением t , пусть оно и очень большое. Отсюда следовало бы
утверждать, что и число скачков за это время на самом деле будет конеч-
ное большое число. Тем не менее, это суждение не выполняется в случае
сверхмедленных блужданий, для которых за сколь угодно большой проме-
жуток времени частица может не сдвинутся с места, т. е. при большом t
величина N может быть малого порядка (в среднем). Следовательно, для
сверхмедленных блужданий полученные на основе центральных предель-
ных теорем результаты могут оказаться довольно грубыми. Таким образом,
для как можно более точного описания сверхмедленных случайных процес-
сов желательно искать решения с помощью подхода, который не требует
допущения значительного числа скачков. В таком случае вместо централь-
ных предельных теорем следует использовать формализм непрерывных во
времени случайных блужданий (CTRW), и искать их асимптотические по
времени распределения.
Для несвязанных CTRW, когда множества времён ожидания между
последовательными скачками {τn} и длин скачков {ξn} не зависят друг
от друга, плотность вероятности P (x, t) положения частички X(t) в про-
странстве Фурье-Лапласа даётся уравнением Монтролла-Вейсса [13]
Pks =
1− ps
s(1− pswk) . (1.1)
Здесь wk = F{w(ξ)} =
∫∞
−∞ dξe
ikξw(ξ) (−∞ < k < ∞) – преобразование
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Фурье для плотности w(ξ) , ps = L{p(τ)} =
∫∞
0 dτe
−sτp(τ) (Res > 0) –
преобразование Лапласа для p(τ) , и Pks = F{L{P (x, t)}} .
Представляя уравнение (1.1) в форме
Pks =
1− ps
s
+
(1− ps)pswk
s(1− pswk) (1.2)
и применяя к последнему выражению обратное преобразование Фурье
[F−1{fk} = f(x) = (2pi)−1
∫∞
−∞ dke
−ikxfk ], получаем
Ps(x) =
1− ps
s
δ(x) +
(1− ps)ps
s
F−1
{
wk
1− pswk
}
, (1.3)
где δ(·) – дельта-функция Дирака. Тогда, используя обратное преоб-
разование Лапласа [L−1{gs} = g(t) = (2pii)−1
∫ c+i∞
c−i∞ dse
stgs , c – действи-
тельное число, превосходящее действительные части всех сингулярностей
gs ] к формуле (1.3), для плотности вероятности положения частицы нахо-
дим
P (x, t) = V (t)δ(x) + L−1
{
(1− ps)ps
s
F−1
{
wk
1− pswk
}}
, (1.4)
где
V (t) = L−1
{
1− ps
s
}
=
∫ ∞
t
dτp(τ) (1.5)
– вероятность того, что за время t частичка не совершит скачка, т. е. оста-
нется в начальном положении X(0) = 0 . Согласно определению (1.5), эта
вероятность удовлетворяет условие V (t) → 0 при t → ∞ и V (t) → 1 при
t→ 0 .
Поскольку мы полагаем, что X(0) = 0 , то начальным условием есть
P (x, t) = δ(x) . Также, если граничные условия специально не оговарива-
ются, то мы считаем P (x, t) → 0 при t → ∞ для всех x . Из этого следует,
что вероятность нахождения частички в любом интервале является нулевой,
т. е. будет казаться, что искомое распределение есть равномерным.
Это подталкивает нас при больших временах ввести масштабирован-
ную координату Y (t) = a(t)X(t) со специально подобранной масштабиру-
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ющей функцией a(t)→∞ . Следовательно, теперь нам нужно вместо плот-
ности P (x, t) рассматривать асимптотическое поведение плотности веро-
ятности P(y, t) = a−1(t)P (y/a(t), t) положения Y (t) . При этом функцию
a(t) нужно выбрать таким образом, чтобы существовал предел
P(y) = lim
t→∞
1
a(t)
P
(
y
a(t)
, t
)
. (1.6)
В случае слишком быстрого стремления a(t) к нулю P(y) = δ(y) , ес-
ли же a(t) стремится к нулю недостаточно быстро, то P(y) → 0 . Тем не
менее, можно найти специальный класс асимптотического поведения a(t) ,
для которого предельные вероятности будут невырожденными. При этом
предельная плотность P(y) и масштабирующая функция a(t) определя-
ют поведение оригинальной плотности вероятности при больших значени-
ях времени, а именно P (x, t) ∼ a(t)P(a(t)x) при t → ∞ . Во избежание
недопонимания, заметим, что последнее соотношение справедливо только
для P(y) 6= 0 ; в других областях y , где P(y) = 0 (см. детали ниже), ис-
пользование предельной плотности вероятности для нахождения поведения
P (x, t) при больших временах становится некорректным.
Для сверхмедленных блужданий (т. е. при сверхтяжёлых распределе-
ниях времён ожидания) эта задача недавно решена для несвязанной модели
CTRW с плотностями вероятности длины скачка с конечными моментами
второго порядка [28] или с симметрическими тяжёлыми плотностями длины
скачка [29].
Сверхтяжёлые распределения времени ожидания характеризуются
следующим асимптотическим поведением
p(τ) ∼ h(τ)
τ
(τ →∞), (1.7)
где h(τ) – это медленно меняющаяся на бесконечности функция, т. е.
h(µτ) ∼ h(τ) при τ → ∞ для всех µ > 0 . Поскольку p(τ) нормирована
(
∫∞
0 dτp(τ) = 1) , то функция h(τ) должна удовлетворят условие h(τ) =
o(1/ ln τ) при τ →∞ .
Главная особенность таких плотностей состоит в том, что все их дроб-
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ные моменты
∫∞
0 dττ
cp(τ) бесконечны при всех c > 0 . Показано [27], что
если p(τ) имеет сверхтяжёлые хвосты и w(ξ) имеет конечный момент вто-
рого порядка l2 =
∫∞
−∞ dξξ
2w(ξ) , тогда
P(y) = 2− δl1,0
2
e−|y|H(l1y) (1.8)
и
a(t) ∼

√
2V (t)/l2, l1 = 0
V (t)/|l1|, l1 6= 0
(1.9)
при t → ∞ . Здесь δa,b – символ Кронекера ( δa,b = 1 , если a = b и δa,b =
0 , если a 6= b ) и H(x) – функция Хевисайда [H(x) = 1 , если x ≥ 0 и
H(x) = 0 , если x < 0 ], и l1 =
∫∞
−∞ dξξw(ξ) – момент первого порядка
w(ξ) . Заметим, что если l1 6= 0 , тогда предельная плотность вероятности
односторонняя: P(y) = 0 на той полуоси y , где l1y < 0 .
Если плотность вероятности величины скачка симметричная w(−ξ) =
w(ξ) и имеет тяжёлые хвосты, то
w(ξ) ∼ u|ξ|1+α (|ξ| → ∞), (1.10)
где константа u > 0 и хвостовой параметр α ∈ (0, 2] . Согласно работе
[29] в этом случае предельная плотность вероятности может быть записана
в виде
P(y) = 1
α
H2,12,3
[
|y|
∣∣∣ (1− 1/α, 1/α), (1/2, 1/2)
(0, 1), (1− 1/α, 1/α), (1/2, 1/2)
]
=
1
pi
∫ ∞
0
dxe−|y|x
sin(piα/2)xα
1 + 2 cos(piα/2)xα + x2α
=
1
pi
∫ ∞
0
dx
cos(yx)
1 + xα
(1.11)
(H2,12,3 [·] – это частный случай H−функций Фокса). Соответствующие мас-
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Рисунок 1.1 – Предельная плотность вероятности (1.11) для симметриче-
ских блужданий при параметрах α = 1 и α = 2 .
штабирующие функции даются выражением
a(t) ∼

(
Γ(1+α) sin(piα/2)
piu V (t)
)1/α
, 0 < α < 2√
2V (t)
u ln[1/V (t)] , α = 2
(1.12)
при t → ∞ . Здесь Γ(1 + α) – гамма функция. Отметим, что уравнение
(1.11) при α = 2 сводится к (1.8) с l1 = 0 . Однако, так как в последнем
случае l2 = ∞ , то масштабирующая функция в формуле (1.12) отличается
от данной в уравнении (1.9). Также заметим, что если p(τ) имеет сверхтя-
жёлые хвосты, то V (t) – медленно меняющаяся функция [27]. Поэтому, в
соответствии с выражениями (1.9) и (1.12), плотность вероятности P (x, t)
будет тоже очень медленно изменяться со временем.
Характерное поведение плотностей вероятности, определяемых фор-
мулами (1.11), показано на рисунке 1.1.
В данной работе мы продолжаем предыдущие исследования и изучим
поведение при больших временах CTRW со сверхтяжёлыми хвостами вре-
мени ожидания (1.7) и асимметрическими тяжёлыми плотностями вероят-
ности величины скачка. Отметим, что распределения w(ξ) могут иметь один
или два тяжёлых хвоста. Впрочем, предельная плотность вероятности P(y)
будет зависеть только от наименее убывающего хвоста w(ξ) (см. ниже), а
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поэтому, не теряя общности, мы полагаем оба хвоста w(ξ) тяжёлыми
w(ξ) ∼ u±|ξ|1+α± (ξ → ±∞) (1.13)
Здесь u± > 0 и α± ∈ (0, 2] .
В отличие от статьи [29], сейчас мы сконцентрируем внимание на изу-
чении влияния несимметричности распределения длины скачков и покажем,
что этот факт существенно сказывается на предельном распределении мас-
штабированного положения частицы. Вдобавок, мы собираемся провести
численное моделирование CTRW, чтобы проверить предсказательные воз-
можности теоретически полученных результатов.
1.2 Предельная плотность вероятности и соответствующие мас-
штабирубщие функции
1.2.1 Представление P(y) в виде обратного преобразования Фурье
Исходным пунктом для получения асимптотического поведения плот-
ности вероятности P (x, t) при больших временах является формула (1.3).
Далее, мы используем тауберову теорему Караматы для преобразования
Лапласа [34], которая гласит, что если функция v(t) начиная с некоторого
момента будет монотонной и vs ∼ s−γL(1/s) (0 < γ <∞ ) при s→ 0 , тогда
v(t) ∼ tγ−1L(t)/Γ(γ) при t → ∞ , где L(t) медленно меняется на беско-
нечности.Таким образом, поведение P (x, t) при t → ∞ будет задаваться
поведением Ps(x) при s → 0 . Следовательно, исходя из формулы (1.3),
нам необходимо для начала найти асимптотику ps при малых значениях s .
Используя формулу
1− ps =
∫ ∞
0
dt(1− e−st)p(t)
=
∫ ∞
0
dqe−qV (q/s) (1.14)
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и принимая во внимание, что
lim
t→∞
V (µt)
V (t)
= lim
t→∞
∫∞
µt dτp(τ)∫∞
t dτp(τ)
= 1, (1.15)
(т. е. V (t) является медленно меняющейся на бесконечности), имеем
1− ps ∼ V (1/s) (1.16)
при s→ 0 . А поэтому уравнение (1.3) даёт
Ps(x) ∼ V (1/s)
s
δ(x) +
V (1/s)[1− V (1/s)]
2pis
×
∫ ∞
−∞
dk
e−ikx
V (1/s) + 1− wk . (1.17)
Применяя к Ps(x) сформулированную выше тауберову теорему, из вы-
ражения (1.17) следует
P (x, t) ∼ V (t)δ(x) + V (t)[1− V (t)]
2pi
×
∫ ∞
−∞
dk
e−ikx
V (t) + 1− wk (1.18)
( t→∞ ). С помощью этого результата мы можем представить предельную
плотность вероятности (1.6) в виде обратного преобразования Фурье
P(y) = 1
2pi
∫ ∞
−∞
dκ
e−iκy
1 + Φ(κ)
, (1.19)
где
Φ(κ) = lim
t→∞
1− wκa(t)
V (t)
. (1.20)
Отметим, что так как
∫ +∞
−∞ dye
−iκy = 2piδ(κ) и Φ(0) = 0 , то легко видеть, что
эта плотность вероятности нормирована
(∫ +∞
−∞ dyP(y) = 1
)
. Однако, факт
неотрицательности P(y) из формулы (1.19) не виден и будет показан да-
лее. Также ниже мы проведём детальное аналитическое исследование, что-
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бы получить более удобные формы представления P(y) и соответствующие
функции a(t) во всех интересующих нас случаях, и покажем, что P(y) удо-
влетворяет простое дробное (по пространственной координате) уравнение.
1.2.2 Распределения длины скачка с l1 6= 0
Если первый момент l1 плотности вероятности величины скачков су-
ществует и не равен нулю, тогда из соотношения 1 − wk =
∫∞
−∞ dx(1 −
eikx)w(x) при k → 0 следует 1 − wk ∼ −il1k , и поэтому уравнение (1.20)
сводится к виду
Φ(κ) = −iκ sgn(l1) lim
t→∞
|l1|a(t)
V (t)
(1.21)
[ sgn(x) = ±1 , если x ≷ 0 ]. Выбирая следующее асимптотическое поведе-
ние масштабирующей функции
a(t) ∼ V (t)|l1| (1.22)
( t → ∞ ) уравнение (1.21) даёт Φ(κ) = −iκ sgn(l1) . Значит из (1.19) мы
получаем одностороннее экспоненциальное распределение
P(y) = e−|y|H(l1y). (1.23)
Эта плотность вероятности описывает CTRW-процесс, который ха-
рактеризуются сверхтяжёлыми распределениями времени ожидания и тя-
жёлыми распределениями величины скачка с конечным ненулевым момен-
том первого порядка. Следовательно, формулы (1.22) и (1.23), в частности,
характеризуют CTRW c конечным моментом второго порядка для w(ξ) [см.
уравнение (1.8)] или с тяжёлыми хвостами w(ξ) при α± ∈ (1, 2] .
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1.2.3 Распределения длины скачка с α ∈ (1,2) и l1 = 0
Если момент первого порядка w(ξ) равен нулю, тогда для нахождения
асимптотического поведения 1 − wk при k → 0 используем следующую
формулу:
1− wk = 1|k|
∫ ∞
0
dx(1− cosx)w+
(
x
|k|
)
+
i
k
∫ ∞
0
dx(x− sinx)w−
(
x
|k|
)
, (1.24)
где
w±(ξ) = w(ξ)± w(−ξ). (1.25)
Введём обозначение
α = min{α+, α−} (1.26)
и сосредоточимся пока что на случае α ∈ (1, 2) . Тогда, используя стандарт-
ные интегралы [35]∫ ∞
0
dx
1− cosx
x1+ν
=
pi
2Γ(1 + ν) sin(piν/2)
(1.27)
(0 < ν < 2 ) и ∫ ∞
0
dx
x− sinx
x1+ν
= − pi
2Γ(1 + ν) cos(piν/2)
(1.28)
(1 < ν < 2 ), можно показать, что из уравнения (1.24) следует
1− wk ∼ q|k|α − isgn(k)r|k|α (1.29)
(k → 0 ), где
q =
pi
2Γ(1 + α) sin(piα/2)
(u+δαα+ + u−δαα−) (1.30)
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и
r =
pi
2Γ(1 + α) cos(piα/2)
(u+δαα+ − u−δαα−). (1.31)
Стоит отметить, что выражения (1.29)–(1.31) справедливы также и для слу-
чая αmax = max{α+, α−} , т. е. для αmax ∈ [α, 2] .
Пусть a(t) имеет следующее асимптотическое поведение
a(t) ∼
(
V (t)√
q2 + r2
)1/α
(1.32)
( t→∞ ), тогда из соотношений (1.20) и (1.29) получаем
Φ(κ) = (cosϕ− i sgn(κ) sinϕ)|κ|α, (1.33)
и предельная плотность (1.19) представляется в форме
P(y)= 1
pi
∫ ∞
0
dκ
(1 + cosϕκα) cos(yκ) + sinϕκα sin(yκ)
1 + 2 cosϕκα + κ2α
. (1.34)
Здесь
cosϕ =
q√
q2 + r2
, sinϕ =
r√
q2 + r2
(1.35)
и
√
q2 + r2 =
pi
2Γ(1 + α) sin(piα/2)| cos(piα/2)|
× (2 cos(piα)u+u−δαα+δαα−
+u2+δαα++ u
2
−δαα−)
1/2. (1.36)
Предельная плотность вероятности (1.34) и соответствующая ей мас-
штабирующая функция (1.32) описывают как симметрические, так и несим-
метрические CTRW. В частности, если α+ = α− = α ∈ (1, 2) и u+ = u− =
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u , то ϕ = 0 ,
√
q2 + r2 =
piu
Γ(1 + α) sin(piα/2)
, (1.37)
и уравнения (1.34) и (1.32) сводятся к (1.11) и (1.12).
1.2.4 Распределения длины скачка с α ∈ (0,1)
Поскольку при α ∈ (0, 1) момент первого порядка плотности w(ξ) не
существует, то в этом случае удобно вместо (1.24) использовать выраже-
ние:
1− wk = 1|k|
∫ ∞
0
dx(1− cosx)w+
(
x
|k|
)
− i
k
∫ ∞
0
dx sinxw−
(
x
|k|
)
. (1.38)
На первый взгляд кажется, что при αmax ∈ [α, 1) и αmax ∈ [1, 2] имеют
место две разные ситуации. Однако, так как нас интересует главный член
разложения 1− wk при k → 0 , мы можем ограничить себя рассмотрением
(1.38) только при αmax ∈ [α, 1) . Тогда, используя асимптотическую форму-
лу (1.13), стандартный интеграл (1.27) и∫ ∞
0
dx
sinx
x1+ν
=
pi
2Γ(1 + ν) cos(piν/2)
(1.39)
(0 < ν < 1 ), можно показать, что уравнение (1.38) при k → 0 соответ-
ствует (1.29) с параметрами q и r , которые даются формулами (1.30) и
(1.31). Так как эти результаты имеют место также и для αmax ∈ [1, 2] , то
следует вывод, что выражения(1.32) и (1.34) для функции a(t) и плотности
P(y) справедливы не только при α ∈ (1, 2) , но и при α ∈ (0, 1) . Отметим,
что из формул (1.32) и (1.34) при α+ = α− = α ∈ (0, 1) и u+ = u− = u
получаются выражения (1.12) и (1.11).
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1.2.5 Распределения длины скачка с α = 1
Обозначим первый и второй член в правой части уравнения (1.38) со-
ответственно через J1 и J2 , тогда для α = 1 при k → 0 получим
J1 ∼ pi
2
(u+δ1α+ + u−δ1α−)|k| (1.40)
и
J2 ∼ ik
∫ ∞
c|k|
dx
sinx
x2
(u+δ1α+ − u−δ1α−)
∼ i(u+δ1α+ − u−δ1α−)k ln
1
|k| , (1.41)
где константа c > 0 . Если параметр
ρ = u+δ1α+ − u−δ1α− (1.42)
не равен нулю, то J1 = o(J2) , а следовательно
1− wk ∼ −iρk ln 1|k| (1.43)
(k → 0 ) и
Φ(κ) = −iρκ lim
t→∞
a(t)
V (t)
ln
1
|κ|a(t)
= −iρκ lim
t→∞
a(t)
V (t)
ln
1
a(t)
. (1.44)
Пусть при больших значениях времени
|ρ|a(t)
V (t)
ln
1
a(t)
∼ 1, (1.45)
тогда можно показать, что
a(t) ∼ V (t)|ρ| ln[1/V (t)] (1.46)
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при t→∞ , а значит Φ(κ) = −iκ sgn(ρ) и
P(y) = e−|y|H(ρy). (1.47)
Сравнение формул (1.47) и (1.23) показывает, что P(y) при α = 1 и ρ 6= 0
имеет такую же форму, как и в случае α ∈ (1, 2) (l1 6= 0) , только роль
момента первого порядка w(ξ) (который равен бесконечности при α = 1 )
будет играть параметр ρ . Однако, это только частичная аналогия, так как в
этих ситуациях будут различные масштабирующие функции (1.22) и (1.46).
В противном случае, если ρ = 0 (это может быть только когда α+ =
α− = 1 и u+ = u− = u ), J2 = 0 и вклад делает только член J1 , т .е.
1− wk ∼ piu|k| (1.48)
(k → 0 ) и
Φ(κ) = piuκ lim
t→∞
a(t)
V (t)
. (1.49)
Выбирая поведение масштабирующей функции в виде
a(t) ∼ V (t)
piu
, (1.50)
из (1.19) с Φ(κ) = |κ| мы получаем
P(y) = 1
pi
∫ ∞
0
dκ
cos(yκ)
1 + κ
. (1.51)
Этот результат является частным случаем формулы (1.11) с той же мас-
штабирующей функцией, что и в уравнении (1.12) при α = 1 .
1.2.6 Распределения длины скачка с α = 2
Поскольку α± ≤ 2 , то из условия α = 2 находим α+ = α− = 2 .
Очевидно, что если l1 6= 0 , то предельная плотность вероятности даётся
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формулой (1.23) с соответствующей ей масштабирующей функцией (1.22).
Однако, при l1 = 0 из (1.24) и (1.20) получаем
1− wk ∼ (u+ + u−)k2
∫ ∞
c|k|
dx
1− cosx
x3
∼ 1
2
(u+ + u−)k2 ln
1
|k| (1.52)
(k → 0 , константа 0 < c <∞ ) и поэтому
Φ(κ) =
1
2
(u+ + u−)κ2 lim
t→∞
a2(t)
V (t)
ln
1
a(t)
. (1.53)
При следующем поведении масштабирующей функции
a(t) ∼ 2
√
V (t)
(u+ + u−) ln[1/V (t)]
(1.54)
( t→∞ ) функция Φ(κ) = κ2 и из (1.19) имеем
P(y) = 1
pi
∫ ∞
0
dκ
cos(yκ)
1 + κ2
=
1
2
e−|y|. (1.55)
Этот результат при u+ = u− совпадает с решением (1.11) и (1.12) в
симметрическом случае для α = 2 . Тем не менее, поскольку условие l1 = 0
не влечёт за собой w(−ξ) = w(ξ) , то двухсторонняя экспоненциальная
плотность (1.55) соответствует более широкому классу плотностей вели-
чины скачка с α = 2 и l1 = 0 . Отметим также, что предельная плотность
вероятности (1.55), как и (1.51), может быть получена из общего представ-
ления (1.34) при выполнении предельного перехода α → 2 и α → 1 . Од-
нако, так как (1.54) и (1.46) не следуют из (1.32), то мы описали эти случаи
отдельно.
Таким образом, подводя итоги описанным выше результатам, CTRW
со сверхтяжёлыми хвостами плотности вероятности времени ожидания ха-
рактеризуются двумя различными ситуациями.
В первом случае мы имеем одностороннее экспоненциальное распре-
деление (1.23), соответствующее плотностям величины скачка с конечным
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ненулевым моментом первого порядка. К тому же, эти же предельные плот-
ности возникают и при α = 1 c ρ = u+δ1α+ − u−δ1α− 6= 0 . Сюда же мы
относим и двустороннее экспоненциальное распределение (1.55) при α = 2
и l1 = 0 . Важной особенностью этого случая есть то, что положение Y (t)
имеет конечную дисперсию, а значит мы имеем дело с диффузионным про-
цессом (см. раздел 1.6).
Во втором случае предельная плотность даётся выражением (1.34) и
описывает CTRW при тяжёлых хвостах величины скачка с α ∈ (1, 2) и
l1 = 0 , и α ∈ (0, 1) . Также ко второму случаю можно свести предельную
плотность (1.51) при α = 1 c ρ = 0 , если в (1.34) положить α = 1 и ϕ = 0 .
Характерной особенность этих плотностей является то, что они будут иметь
тяжёлые хвосты (см. раздел 1.4), т. е. дисперсия Y (t) будет всегда беско-
нечной и имеет место процесс переноса, но не диффузия.
В завершение этого раздела добавим, что в силу осциллирующего ха-
рактера подынтегральной функции в (1.34) использование P(y) в этом ви-
де не удобно. Поэтому, чтобы лучше изучить аналитические свойства пре-
дельной плотности вероятности, далее мы найдем более предпочтительные
формы её представления.
1.3 Альтернативные представления P(y)
1.3.1 Плотность вероятности P(y) в терминах обратного преобра-
зования Меллина
Для нахождения альтернативного представления предельной плотно-
сти вероятности мы для начала перепишем P(y) формулу (1.34) в виде
P(y) = P1(y) + sgn(y)P2(y), (1.56)
где
P1(y) = 1
pi
∫ ∞
0
dκ
(1 + cosϕκα) cos(yκ)
1 + 2 cosϕκα + κ2α
(1.57)
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и
P2(y) = sinϕ
pi
∫ ∞
0
dκ
κα sin(|y|κ)
1 + 2 cosϕκα + κ2α
(1.58)
Применим к функциям P±(y) = P1(y) ± P2(y) [где P(y)|y≷0 = P±(y) ]
преобразование Меллина, которое для функции f(y) определяется следу-
ющим образом:fr = M{f(y)} =
∫∞
0 dyf(y)y
r−1 , при этом для f(y) =∫∞
0 dxu(yx)v(x) справедливо выражение fr = urv1−r (смотрите, напри-
мер, [36]). Исходя из этого получаем
P±r =M{cos y}F1−r ±M{sin y}G1−r. (1.59)
Здесь, согласно книге [37], M{cos y} = Γ(r) cos(pir/2) (0 < Re r < 1 ),
M{sin y} = Γ(r) sin(pir/2) (−1 < Re r < 1 ), а также
F1−r =
1
pi
∫ ∞
0
dy
1 + cosϕyα
1 + 2 cosϕyα + y2α
y−r
=
1
piα
∫ ∞
0
dy
1 + cosϕy
1 + 2 cosϕy + y2
y
1−r
α −1
=
cos[ϕ(1− r)/α]
α sin[pi(1− r)/α] (1.60)
(1− α < Re r < 1 ), и
G1−r =
sinϕ
pi
∫ ∞
0
dy
yα−r
1 + 2 cosϕyα + y2α
=
sinϕ
piα
∫ ∞
0
dy
y
1−r
α
1 + 2 cosϕy + y2
=
sin[ϕ(1− r)/α]
α sin[pi(1− r)/α] (1.61)
(1− α < Re r < 1 + α ).
Таким образом, из соотношения (1.59) находим
P±r =
Γ(r) sin[(piα/2± ϕ)(1− r)/α]
α sin[pi(1− r)/α] (1.62)
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с max(1 − α, 0) < Re r < 1 . Используя определение обратного преобразо-
вания Меллина: M−1{fr} = f(y) = (2pii)−1
∫ c+i∞
c−i∞ drfry
−r и учитывая со-
отношения P(y)|y≷0 = P±(y) и (1.62), мы можем представить предельную
плотность вероятности (1.34) в терминах обратного преобразования Мел-
лина
P(y) = 1
2pii
∫ c+i∞
c−i∞
dr
Γ(r) sin
[
φ(y)1−rα
]
α sin
(
pi 1−rα
) |y|−r, (1.63)
где max(1− α, 0) < c < 1 и
φ(y) =
piα
2
+ sgn(y)ϕ. (1.64)
Важно подчеркнуть, что представления (1.34) и (1.63) справедливы при
всех значениях хвостового индекса α из интервала (0, 2] . Но поскольку
предельная плотность вероятности при α = 1 и α = 2 (см. подразделы
1.2.5 и 1.2.6) имеют простую форму, то далее мы сосредоточим внимание
на выражении (1.63) только для α ∈ (0, 1) и α ∈ (1, 2) . Возможны четыре
различных ситуации для интересующих нас значений хвостового параметра,
каждую из которых мы по отдельности опишем ниже.
α ∈ (0, 1) , α+ 6= α− .
В этом случае из уравнений (1.35), (1.30), (1.31) и (1.36) следует
cosϕ = cos(piα/2) и sinϕ = (δαα+ − δαα−) sin(piα/2) . Из двух последних
равенств получаем ϕ = (δαα+ − δαα−)piα/2 , и поэтому уравнение (1.64) даёт
следующий результат
φ(y) = [1 + sgn(σy)]
piα
2
, (1.65)
где σ = δαα+−δαα−= sgn(α−−α+) . Вводя обозначение φsgn(σy) = φ(y) ,
из (1.65) получаем φ+ = piα и φ− = 0 . На основании последнего равенства
делаем вывод, что P(y) = 0 при σy < 0 , иными словами в случае α ∈ (0, 1)
и α+ 6= α− плотность P(y) будет односторонней. В соответствии с (1.63)
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можем получить
P(y) = H(σy)
2pii
∫ c+i∞
c−i∞
dr
Γ(r) sin
(
φ+
1−r
α
)
α sin
(
pi 1−rα
) |y|−r (1.66)
с φ+ = piα .
α ∈ (1, 2) , α+ 6= α− , l1 = 0 .
В этих условиях выражение (1.35) приводит к системе уравнений
cosϕ = − cos(piα/2) и sinϕ = −σ sin(piα/2) , решение которой даётся вы-
ражением ϕ = −σ(pi − piα/2) . Следовательно, из (1.65) имеем
φ(y) =
piα
2
− sgn(σy)
(
pi − piα
2
)
, (1.67)
а значит φ+ = pi(α − 1) и φ− = pi . Таким образом, используя обратное
преобразование Меллина для гамма-функции [37]
1
2pii
∫ c+i∞
c−i∞
drΓ(r)|y|−r = e−|y| (1.68)
( c > 0 ), уравнение (1.63) может быть записано в виде
P(y) = H(σy)
2pii
∫ c+i∞
c−i∞
dr
Γ(r) sin
(
φ+
1−r
α
)
α sin
(
pi 1−rα
) |y|−r
+H(−σy) 1
α
e−|y|, (1.69)
где φ+ = pi(α− 1) .
Исходя из этого можно сделать вывод, что если α ∈ (1, 2) и α+ 6= α− ,
то, в отличие от предыдущего случая, предельная плотность вероятности
будет двусторонней. Как видно из (1.69), эта плотность будет экспоненци-
альной при y > 0 и α = α− или при y < 0 и α = α+ . Также отметим, что
при y = 0 предполагается выполнение условия H(yσ)|y=0 = H(σ) .
α+ = α− = α ∈ (0, 1) , u+ 6= u− .
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В данном случае уравнения (1.35) дают
cosϕ =
(u+ + u−) cos(piα/2)√
u2+ + u
2− + 2 cos(piα)u+u−
,
sinϕ =
(u+ − u−) sin(piα/2)√
u2+ + u
2− + 2 cos(piα)u+u−
.
(1.70)
Вводя обозначение
 =
u+ − u−
u+ + u−
, (1.71)
из формулы (1.70) вытекает
ϕ = sgn() arctan
[
|| tan
(piα
2
)]
, (1.72)
где arctan(·) обозначает главное значение обратной к тангенсу функ-
ции. И, наконец, представляя двузначную функцию (1.64) как φ(y) =
φsgn(y) , где
φ± =
piα
2
± arctan
[
|| tan
(piα
2
)]
, (1.73)
и используя уравнение (1.63), мы находим двустороннее представление пре-
дельной плотности вероятности
P(y) = H(y)
2pii
∫ c+i∞
c−i∞
dr
Γ(r) sin
(
φ+
1−r
α
)
α sin
(
pi 1−rα
) |y|−r
+
H(−y)
2pii
∫ c+i∞
c−i∞
dr
Γ(r) sin
(
φ− 1−rα
)
α sin
(
pi 1−rα
) |y|−r.
(1.74)
Так как α ∈ (0, 1) и || < 1 , то легко проверить, что arctan[|| tan(piα/2)] ∈
(0, piα/2) , а поэтому piα/2 < φ+ < piα , 0 < φ− < piα/2 , и φ+ > φ− .
α+ = α− = α ∈ (1, 2) , u+ 6= u− , l1 = 0 .
И, наконец, в последнем случае P(y) даётся той же формулой (1.74),
что и в предыдущем. Для нахождения параметров φ+ и φ− мы зададим
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уравнения
cosϕ = − (u+ + u−) cos(piα/2)√
u2+ + u
2− + 2 cos(piα)u+u−
,
sinϕ = − (u+ − u−) sin(piα/2)√
u2+ + u
2− + 2 cos(piα)u+u−
,
(1.75)
которые следуют из (1.35). Так как решение этих уравнений имеют такой
же вид как и (1.72), то параметры φ+ и φ− тоже могут быть определены
из (1.73). Тем не менее, исходя из того, что arctan[|| tan(piα/2)] ∈ (piα/2 −
pi, 0) , в отличие от предыдущего случая, мы имеем pi(α − 1) < φ+ < piα/2 ,
piα/2 < φ− < pi , и φ+ < φ− .
1.3.2 Плотность вероятности P(y) в терминах преобразования Ла-
пласа
Для нахождения предельной плотности вероятности в терминах пре-
образования Лапласа в уравнении (1.63) мы сделаем замену переменной
интегрирования η = (1 − r)/α и используем интегральное представление
гамма-функции Γ(r) =
∫∞
0 dze
−zzr−1 (Re r > 0 ) [38]. Отсюда непосред-
ственно следует
P(y) = 1
2pii
∫ c+i∞
c−i∞
dη Γ(1− αη)sin[φ(y)η]
sin(piη)
|y|αη−1
=
1
2pii
∫ ∞
0
dze−z
∫ c+i∞
c−i∞
dη
sin[φ(y)η]
|y| sin(piη)
(
zα
|y|α
)−η
(1.76)
с параметром 0 < c < min{1, 1/α} . Далее, используя соотношение [39]
1
2i
∫ c+i∞
c−i∞
dη
sin(ϑη)
sin(piη)
z−η =
sinϑ z
1 + 2 cosϑ z + z2
(1.77)
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(−pi < ϑ < pi ) и делая в уравнении (1.76) замену переменной x = z/|y| , мы
находим искомое представление предельной плотности вероятности
P(y) = 1
pi
∫ ∞
0
dx e−|y|x
sin[φ(y)]xα
1 + 2 cos[φ(y)]xα + x2α
. (1.78)
Заметим, что хотя выражение (1.77) не пригодно для ϑ = pi , уравнение
(1.78) при φ(y) = pi даёт правильный результат, если P(y)|φ(y)=pi интер-
претировать как предел limζ→0P(y)|φ(y)=pi−ζ .
Предельная плотность вероятности P(y) в виде (1.78) удобна для
определения многих интересующих нас свойств. В частности, из этого пред-
ставления следует, что P(y) ≥ 0 (т. e. функция P(y) действительно будет
плотностью вероятности), dP(y)/d|y| ≤ 0 (y 6= 0 ), и maxP(y) = P(0) . Бо-
лее того, в силу экспоненциального множителя в подынтегральной функции
представление (1.78) наиболее предпочтительно для численного нахожде-
ния P(y) при больших значениях |y| .
С целью упрощения полученного выражения для P(y) в виде обратно-
го преобразования Лапласа ниже мы отдельно рассмотрим все четыре воз-
можных случая, которые были установлены в подразделе 1.3.1.
α ∈ (0, 1) , α+ 6= α− .
В соответствии с (1.66) и (1.78) получаем
P(y) = H(σy)
pi
∫ ∞
0
dx e−|y|x
sin(φ+)x
α
1 + 2 cos(φ+)xα + x2α
(1.79)
с φ+ = piα . Так как при y = 0 этот интеграл расходится, то P(y)|σy→+0 =
∞ . Далее, на основе стандартного интеграла [35]∫ ∞
0
dz
zν−1
1 + 2 cosϑ z + z2
=
pi sin[ϑ(1− ν)]
sinϑ sin(piν)
(1.80)
(0 < |ϑ| < pi, 0 < ν < 2 ) и принимая во внимание, что при ν = 1 правая
часть уравнения (1.80) равна ϑ/ sinϑ , легко убедиться, что условие норми-
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Рисунок 1.2 – Предельная плотность вероятности при α+ = α = 1/2 и
α− > α+ . Сплошная линия показывает теоретическое поведение (1.79), а
результаты численного моделирования (см. раздел 1.7) показаны треуголь-
никами.
ровки для P(y) сохраняется:∫ ∞
−∞
dyP(y) = 1
pi
∫ ∞
0
dx
sin(piα)xα−1
1 + 2 cos(piα)xα + x2α
=
1
piα
∫ ∞
0
dz
sin(piα)
1 + 2 cos(piα)z + z2
= 1.
(1.81)
Главная особенность предельной плотности вероятности в этом слу-
чае состоит в её односторонности, а именно: P(y) = 0 при y > 0 , ес-
ли α+ > α− ; или при y < 0 , если α− > α+ . Следовательно, распре-
деление частиц будет сосредоточено на той полуоси, для которой хвосто-
вой индекс наименьший, т. е. вероятность совершить очень длинный скачок
выше. Для ясности подчеркнём, что общая вероятность скачка в этом на-
правлении Wsgn(σ) =
∫∞
0 dξw[sgn(σ)ξ] может быть меньше, чем вероятность
W−sgn(σ) = 1−Wsgn(σ) скачка в противоположном направлении.
Поведение предельной плотности вероятности при α ∈ (0, 1) и α+ 6=
α− представлено на рисунке 1.2.
α ∈ (1, 2) , α+ 6= α− , l1 = 0 .
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В данной ситуации предельная плотность вероятности имеет вид
P(y) = H(σy)
pi
∫ ∞
0
dx e−|y|x
sin(φ+)x
α
1 + 2 cos(φ+)xα + x2α
+H(−σy) 1
α
e−|y|, (1.82)
где φ+ = pi(α − 1) . С помощью уравнения (1.80) можно показать, что
P(y) нормирована и
P(y)|σy→+0 = 1
pi
∫ ∞
0
dx
sin(φ+)x
α
1 + 2 cos(φ+)xα + x2α
=
1
piα
∫ ∞
0
dz
sin(φ+)z
1/α
1 + 2 cos(φ+)z + z2
=
sin(φ+/α)
α sin(pi/α)
. (1.83)
Поскольку φ+ = pi(α− 1) , то, с учётом (1.82), имеем
P(0) = P(y)|σy→±0 = 1
α
. (1.84)
Таким образом, в отличие от предыдущего случая, предельная плот-
ность вероятности будет двусторонней. При этом одна ветвь P(y) (левая
при α− > α+ или правая при α+ > α− ) будет чисто экспоненциальной, а
вторая имеет тяжёлый хвост (см. раздел 1.4). Отметим, что тяжёлая ветвь
P(y) будет на той полуоси, где хвостовой индекс плотности величины скач-
ка наименьший. Однако, вероятность
∫∞
0 dyP [−sgn(σ)y] = 1/α того, что
σY (∞) < 0 , т. е. вероятность определяемая экспоненциальной ветвью, бу-
дет всегда больше 1/2 .
Рисунок 1.3 показывает поведение P(y) в рассматриваемом случае.
α+ = α− = α ∈ (0, 1) , u+ 6= u− .
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Рисунок 1.3 – Предельная плотность вероятности при α+ = α = 5/4 и
α− > α+ . Сплошная линия показывает теоретические результаты, полу-
ченные из формулы (1.82), а треугольники соответствуют численным ре-
зультатам.
Из выражений (1.74) и (1.78) находим
P(y) = H(y)
pi
∫ ∞
0
dx e−|y|x
sin(φ+)x
α
1 + 2 cos(φ+)xα + x2α
+
H(−y)
pi
∫ ∞
0
dx e−|y|x
sin(φ−)xα
1 + 2 cos(φ−)xα + x2α
,
(1.85)
где параметры φ+ и φ− даются уравнением (1.73). Исходя из того,
что α < 1 , имеем P(0) = ∞ , и, вновь используя (1.80), легко проверить
нормированность P(y) .
Сравнение с первым случаем показывает, что при α+ 6= α− наблю-
дается сильная асимметрия (одностороннее распределение) плотности ве-
роятности P(y) , в то время как при u+ 6= u− (при условии α+ = α− )
распределение будет менее асимметричным двусторонним. Согласно (1.85),
в рассматриваемой ситуации обе ветви предельной плотности вероятности
будут иметь тяжёлые хвосты с тем же параметром α , что и соответствую-
щая плотность величины скачка (см. также 1.4).
В этом случае поведение P(y) показано на рисунке 1.4.
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Рисунок 1.4 – Предельная плотность вероятности при α+ = α− = α = 1/2
и  = 1/3 . Сплошная линия и треугольники показывают соответственно
теоретические [см. формулу (1.85)] и численные результаты.
α+ = α− = α ∈ (1, 2) , u+ 6= u− , l1 = 0 .
Как и в предыдущем случае, предельная плотность вероятности и пара-
метры φ+ и φ− определяются уравнениями (1.85) и (1.73) соответственно.
Важным отличием есть то, что в этот раз P(0) < ∞ . Чтобы показать чему
равно P(0) , мы используем выражение (1.85) и известный интеграл (1.80),
отсюда
P(y)|y→±0 = sin(φ±/α)
α sin(pi/α)
. (1.86)
Основываясь на (1.73), находим sin(φ+/α) = sin(φ−/α) , а значит
P(y)|y→±0 = P(0) , где
P(0) = 1
α sin(pi/α)
cos
{
1
α
arctan
[
|| tan
(piα
2
)]}
. (1.87)
Сравнивая этот случай со вторым, мы снова замечаем, что при неравных
значениях параметров α+ и α− поведение правой и левой ветвей P(y) бу-
дет сильнее отличаться между собой, чем для различных u+ и u− при ра-
венстве хвостовых параметров α+ = α− .
Поведение P(y) в этой ситуации показано на рисунке 1.5.
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Рисунок 1.5 – Предельная плотность вероятности при α+ = α− = α =
5/4 и  = (
√
2 − 1)/(√2 + 1) . Сплошная линия показывает теоретическую
плотность, полученную из формулы (1.85), а треугольники соответствуют
результатам численного моделирования.
1.3.3 Представление P(y) в виде H−функций Фокса
Поскольку H−функции Фокса являются одними из наиболее общих
специальных функций, т. е. очень многие элементарные и специальные
функции являются их частным случаем, и, к тому же, основные свойства
H−функций хорошо изучены, то имеет смысл найти представление пре-
дельной плотности вероятности в терминах этих функции. С этой целью мы
используем формулу Эйлера [38] Γ(z)Γ(1− z) = pi/ sin(piz) и получим
sin
[
φ(y)1−rα
]
sin
(
pi 1−rα
) = Γ(1−rα )Γ(1− 1−rα )
Γ
[
φ(y)1−rpiα
]
Γ
[
1− φ(y)1−rpiα
] . (1.88)
Далее, подставляя это выражение в (1.63), находим
P(y) = 1
2piiα
∫ c+i∞
c−i∞
dr
Γ(r)Γ
(
1−r
α
)
Γ
(
1− 1−rα
)
Γ
[
φ(y)1−rpiα
]
Γ
[
1− φ(y)1−rpiα
]|y|−r. (1.89)
С другой стороны, H−функции могут быть определены с помощью ин-
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теграла Меллина-Барнса [40]
Hm,np,q
[
y
∣∣∣ (ap, Ap)
(bq, Bq)
]
= Hm,np,q
[
y
∣∣∣ (a1, A1), . . . , (ap, Ap)
(b1, B1), . . . , (bq, Bq)
]
=
1
2pii
∫
L
drΘry
−r, (1.90)
где
Θr =
∏m
j=1 Γ(bj +Bjr)
∏n
j=1 Γ(1− aj − Ajr)∏q
j=m+1 Γ(1− bj −Bjr)
∏p
j=n+1 Γ(aj + Ajr)
, (1.91)
m,n, p, q – целые числа, 0 ≤ m ≤ q , 0 ≤ n ≤ p , aj и bj – действительные
или комплексные числа, Aj, Bj > 0 , L – это подходящий контур в ком-
плексном r -плане, который разделяет полюсы гамма-функций Γ(bj +Bjr)
от полюсов гамма-функций Γ(1 − aj − Ajr) , и пустое произведение пола-
гается равным 1. Следовательно, сравнивая уравнение (1.91) с подынте-
гральной функцией в выражении (1.89), приходим к выводу, что предельная
плотность P(y) может быть представлена через H−функции следующим
образом
P(y) = 1
α
H2,12,3
[
|y|
∣∣∣∣ (1− 1α , 1α), (1− φ(y)piα , φ(y)piα )
(0, 1), (1− 1α , 1α), (1− φ(y)piα , φ(y)piα )
]
. (1.92)
Используя эту общую формулу, несложно найти соответствующие
представления для всех четырёх обсуждаемых выше случаев. Для приме-
ра мы сосредоточим внимание на первом из них [который даётся формулой
(1.92)], поскольку в этом случае результат может быть существенно упро-
щен. В самом деле, так как в этом случае φ(y) = φsgn(σy) с φ+ = piα и
φ− = 0 , из уравнения (1.92) и с учётом формулы [40]
Hm,np,q
[
y
∣∣∣ (a1, A1), . . . , (ap−1, Ap−1), (b1, B1)
(b1, B1), . . . , (bq, Bq)
]
= Hm−1,np−1,q−1
[
y
∣∣∣ (a1, A1), . . . , (ap−1, Ap−1)
(b2, B2), . . . , (bq, Bq)
]
(1.93)
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(m ≥ 1, p > n ) мы находим
P(y) = H(σy)
α
H2,12,3
[
|y|
∣∣∣∣ (1− 1α , 1α), (0, 1)
(0, 1), (1− 1α , 1α), (0, 1)
]
=
H(σy)
α
H1,11,2
[
|y|
∣∣∣∣ (1− 1α , 1α)
(1− 1α , 1α), (0, 1)
]
. (1.94)
Используя соотношение
Hm,np,q
[
y
∣∣∣ (ap, Ap)
(bq, Bq)
]
=
χ
yλχ
Hm,np,q
[
yχ
∣∣∣ (ap + λχAp, χAp)
(bq + λχBq, χBq)
]
(1.95)
(χ > 0,−∞ < λ < ∞ ) с χ = α и λ = 1/α − 1 , уравнение (1.94) может
быть сведено к виду
P(y) = H(σy)|y|1−α H
1,1
1,2
[
|y|α
∣∣∣ (0, 1)
(0, 1), (1− α, α)
]
. (1.96)
И, наконец, исходя из того, что последняя H−функция является обобщён-
ной функцией Миттаг-Леффлера Eα,β(z) [40], а именно
H1,11,2
[
−z
∣∣∣ (0, 1)
(0, 1), (1− β, α)
]
= Eα,β(z) (1.97)
(α, β > 0 ), предельная плотность вероятности в рассматриваемом случае
[т. е. при α ∈ (0, 1) и α+ 6= α− ] упрощается к виду
P(y) = H(σy)|y|1−α Eα,α(−|y|
α). (1.98)
Удобство этого результата связано с тем, что функция Миттаг-
Леффлера очень хорошо изучена (например, см. [41] и ссылки в ней). В
частности, используя представление этой функции в виде ряда Eα,β(z) =
38
∑∞
n=0 z
n/Γ(αn+ β) , получаем
P(y) = H(σy)|y|1−α
∞∑
n=0
(−1)n|y|αn
Γ[α(n+ 1)]
. (1.99)
Отметим, что предельная плотность вероятности (1.98) при α = 1/2 может
быть сведена к очень простой форме. Для этого примем во внимание, что
Eα,α(−|y|α) = −|y|1−α d
d|y|Eα,1(−|y|
α). (1.100)
Это соотношение следует непосредственно из представления функции
Миттаг-Леффлера в виде ряда. Дальше, на основе известного результа-
та [41] E1/2,1(−z) = ez2erfc(z) , где erfc(z) = (2/
√
pi)
∫∞
z dxe
−x2 – дополни-
тельная функция ошибок, уравнение (1.98) при α = 1/2 принимает форму
P(y) = H(σy)
[
1√
pi|y| − e
|y|erfc
(√|y|)]. (1.101)
График этой плотности вероятности показан на рисунке 1.2.
1.3.4 Представление P(y) в виде ряда
Для полноты изучения альтернативных форм предельной плотности ве-
роятности найдём также её представление в виде ряда. Это оказывается
особенно удобным для численного нахождения значений P(y) при малых
|y| , в то время как представления в виде полученных интегральных преоб-
разований при малых значениях |y| являются неэффективным. Исходным
пунктом будет использование предельной плотности вероятности в терми-
нах обратного преобразования Меллина P(y) = (2pii)−1 ∫ c+∞c−i∞ dηS(η) , где
S(η) = Γ(1− αη)sin[φ(y)η]
sin(piη)
|y|αη−1 (1.102)
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[см. уравнение (1.76)]. Для нахождения этого интеграла мы замкнём кон-
тур интегрирования полуокружностью CR с радиусом R , которая лежит в
правой полуплоскости для комплексного переменного η [полагаем, что эта
полуокружность не пересекает ни одну точку сингулярности S(η) ]. Тогда,
устремляя радиус R → ∞ , на основании формули Стирлинга для гамма-
функции [38] можна показать, что вклад в интеграл по контуру CR будет
стремится к 0. А поэтому, согласно теореме о вычетах (см., например, книгу
[42]), мы имеем P(y) = −∑j Res(S, ηj) , где Res(S, ηj) обозначает вычет
S(η) при η = ηj , сумма берётся по всем полюсам функции S(η) внутри
контура L , а знак “− ” возникает из-за направления контура L .
В соответствии с уравнением (1.102), полюсы S(η) являются след-
ствием простых полюсов ηn = n/α (n ≥ 1 ) гамма-функции Γ(1 − αη) и
простых полюсов ηm = m (m ≥ 1 ) функции 1/ sin(piη) . Если параметр α
будет иррациональным, то множества полюсов {ηn} and {ηm} не пересека-
ются, а значит все полюса S(η) также будут простыми. Впрочем, если α –
рационально, то некоторые (или все при α = 1 ) полюса из множества {ηn}
будут совпадать с некоторыми (или всеми) полюсами из множества {ηm} , а
значит в точках совпадения функция S(η) будет иметь полюса второго по-
рядка. Из-за такого отличия для иррациональных и рациональных значений
параметра α , мы рассмотрим данные ситуации отдельно.
Иррациональные значения α .
В этом случае предельная плотность вероятности записывается в ви-
де P(y) = −∑∞n=1 Res(S, n/α) − ∑∞m=1 Res(S,m) . Следовательно, при-
нимая во внимание формулу Γ(1 − αη)|η=n/α+ξ ∼ (−1)n/[αΓ(n)ξ] и
1/ sin(piη)|η=m+ξ ∼ (−1)m/(piξ) при ξ → 0 , а также используя формулу
отражения Эйлера Γ(1− αm) = pi/[Γ(αm) sin(piαm)] , мы находим
P(y) = 1
α
∞∑
n=1
(−1)n−1 sin[φ(y)n/α]
Γ(n) sin(pin/α)
|y|n−1
+
∞∑
m=1
(−1)m−1 sin[φ(y)m]
Γ(αm) sin(piαm)
|y|αm−1. (1.103)
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Рациональные значения α .
Когда хвостовой параметр α будет рациональным числом, т. е. даётся
несократимой дробью α = l/p , где l(≥ 1) и p(≥ 1) – натуральные числа,
удовлетворяющие условие l ≤ 2p , то простые полюса Γ(1 − pη/l) с по-
рядковыми номерами n = lk (k = 1, 2, . . . ) и простые полюса 1/ sin(piη) с
номерами m = pk совпадают. А поэтому функция S(η) при η = pk будет
иметь полюса второго порядка. Исходя из этого, удобно представить пре-
дельную плотность вероятности в форме
P(y) = −
∞∑
n=1
(n 6=l,2l,...)
Res(S, pn/l)−
∞∑
m=1
(m 6=p,2p,...)
Res(S,m)
−
∞∑
k=1
Res(S, pk), (1.104)
где последняя сумма включает в себя вычеты S(k) в полюсах второго
порядка. Используя приведённые выше результаты для простых полюсов
S(η) и асимптотическую формулу [38] Γ(1−lη/p)|η=pk+ξ ∼ (−1)lk(p/l)[ξ−1−
(l/p)ψ(lk)]/Γ(lk) ( ξ → 0 ) [здесь ψ(x) = d ln Γ(x)/dx – ψ (или дигамма)
функция], из выражения (1.104) получаем
P(y) = p
l
∞∑
n=1
(n 6=l,2l,...)
(−1)n−1 sin[φ(y)pn/l]
Γ(n) sin(pipn/l)
|y|n−1
+
∞∑
m=1
(m 6=p,2p,...)
(−1)m−1 sin[φ(y)m]
Γ(lm/p) sin(pilm/p)
|y|lm/p−1
+
1
pi
∞∑
k=1
(−1)pk+lk
Γ(lk)
(
[ψ(lk)− ln |y|] sin[φ(y)pk]
− p
l
φ(y) cos[φ(y)pk]
)
|y|lk−1. (1.105)
Заметим, что если α ∈ (0, 1) и α+ 6= α− , то функция φ(y) даётся
уравнением (1.65). В этом случае уравнения (1.103) и (1.105) сводятся к
(1.99), а значит и к (1.98), т. е. выражаются с помощью функции Миттаг-
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Леффлера. Если α ∈ (1, 2) и α+ 6= α− , то P(y) также может быть вы-
ражена в терминах функции Миттаг-Леффлера. Действительно, исполь-
зуя определение (1.67), а также соотношения
∑∞
n=0(±1)n|y|n/n! = e±|y| и∑∞
n=1 |y|αn/Γ(αn) = Eα,0(|y|α) = |y|αEα,α(|y|α) , уравнения (1.103) и (1.105)
легко привести к следующему виду
P(y) = H(σy)
(
e|y|
α
− |y|α−1Eα,α(|y|α)
)
+H(−σy)e
−|y|
α
. (1.106)
Также стоит сказать, что разложения (1.103) и (1.105) имеют суще-
ственное отличие, а именно: первый ряд содержит только степенные функ-
ции, в то время как второй и логарифмическую.
1.4 Поведение P(y) на малых и и больших расстояниях
Асимптотическое поведение при малых значениях |y| предель-
ной плотности вероятности P(y) полностью описывается разложениями
(1.103) и (1.105). В то время, как для описания асимптотического поведе-
ния P(y) при больших |y| , удобно использовать представление предельной
плотности в виде преобразования Лапласа (1.78). В соответствии с леммой
Ватсона [42], асимптотика P(y) при |y| → ∞ будет определяться разло-
жением функции (sin[φ(y)]xα)/(1 + 2 cos[φ(y)]xα + x2α) при x → ∞ . Сле-
довательно, используя выражение [43]
sin[φ(y)]xα
1 + 2 cos[φ(y)]xα + x2α
=
∞∑
n=1
(−1)n−1 sin[φ(y)n]xαn (1.107)
( |x| < 1 ) и известный интеграл [35]∫ ∞
0
dxe−|y|xxαn =
Γ(1 + αn)
|y|1+αn , (1.108)
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из уравнения (1.78) имеем
P(y) ∼ 1
pi
∞∑
n=1
(−1)n−1 sin[φ(y)n]Γ(1 + αn)|y|1+αn (1.109)
при |y| → ∞ . При всех рассматриваемых значениях параметра α ниже
мы приведёт асимптотику P(y) при |y| → 0 и |y| → ∞ с учётом только
главных членов.
1. α ∈ (0, 1) , α+ 6= α− .
В данном случае двузначная функция φ(y) даётся выражением (1.65),
также P(y)|σy<0 = 0 , а поэтому уравнения (1.99) и (1.109) приводят соот-
ветственно к
P(y)|σy>0 ∼ 1
Γ(α)
1
|y|1−α (1.110)
( |y| → 0 ) и
P(y)|σy>0 ∼ 1
pi
sin(piα)Γ(1 + α)
1
|y|1+α (1.111)
( |y| → ∞ ).
2. α ∈ (1, 2) , α+ 6= α− , l1 = 0 .
При этих условиях функция φ(y) задаётся уравнением (1.67), а с учё-
том P(y)|σy<0 = e−|y|/α , из выражений (1.103), (1.105) и (1.109) мы нахо-
дим
P(y)|σy>0 ∼ 1
α
− 1
Γ(α)
|y|α−1 (1.112)
при |y| → 0 и
P(y)|σy>0 ∼ −1
pi
sin(piα)Γ(1 + α)
1
|y|1+α (1.113)
при |y| → ∞ .
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3. α+ = α− = α ∈ (0, 1) , u+ 6= u− .
Используя (1.73), легко получить
P(y) ∼ 1 + sgn(y)||
2Γ(α)
√
2 + (1− 2) cos2(piα/2)
1
|y|1−α (1.114)
при |y| → 0 и
P(y) ∼ [1 + sgn(y)||] sin(piα)Γ(1 + α)
2pi
√
2 + (1− 2) cos2(piα/2)
1
|y|1+α (1.115)
при |y| → ∞ . В отличие от первого случая, предельная плотность вероят-
ности является двусторонней и имеет левый и правый хвост с одинаковым
хвостовым параметром α .
4. α+ = α− = α ∈ (1, 2) , u+ 6= u− , l1 = 0 .
И, наконец, в этот раз имеем
P(y) ∼ P(0)− 1 + sgn(y)||
2Γ(α)
√
2 + (1− 2) cos2(piα/2)|y|
α−1 (1.116)
при |y| → 0 и
P(y) ∼ − [1 + sgn(y)||] sin(piα)Γ(1 + α)
2pi
√
2 + (1− 2) cos2(piα/2)
1
|y|1+α (1.117)
при |y| → ∞ . Заметим, что при  = 0 выражения (1.114)–(1.117) сводятся
к полученным в работе [29] для симметрического блуждания.
Как мы видим, во всех четырёх приведённых выше случаях плотность
вероятности P(y) при |y| → ∞ будет иметь тяжёлые хвосты с тем же хво-
стовым параметром α , что и минимальный хвостовой индекс для распреде-
ления величины скачка w(ξ) . Значит момент второго порядка для P(y) не
существует [момент первого порядка тоже не существует, если α ∈ (0, 1) ], а
поэтому дисперсия положения Y (t) в этих ситуациях является бесконечной
при любых t .
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1.5 Дробное уравнение для P(y)
При изучении аномальных транспортных и диффузионных процессов
значительное внимание уделяется их связи с дробными уравнениями, кото-
рые асимптотически следуют из обобщённых основных кинетических урав-
нений. Так, например, дробные уравнения оказываются крайне полезными
при изучении очень важного явления аномальной диффузии [2–4], для ко-
торой дисперсия положения частички нелинейна во времени. Это подтал-
кивает нас попытаться найти соотношение между рассматриваемым нами
классом случайных блужданий и определённым типом дробных уравнений.
Поскольку мы имеем дело главным образом только с масштабирован-
ной координатой положения частицы, то и нужное дробное уравнение мы
будем искать для плотности вероятности P(y) . Известно, что дробная по
пространственной координате производная Рисса-Феллера yD
γ
θ порядка γ
и с коэффициентом асимметрии θ задаётся следующим образом (см., на-
пример, статью [46])
F{yDγθf(y)} = −eisgn(κ)piθ/2|κ|γfκ, (1.118)
где γ ∈ (0, 2] , |θ| ≤ min{γ, 2 − γ} , и F{f(y)} = ∫∞−∞ dyeiκyf(y) = fκ .
Далее, используя это определение и уравнение (1.33), получаем
F{yDα−2ϕ/piP(y)} = −e−isgn(κ)ϕ|κ|αPκ
= −Φ(κ)Pκ. (1.119)
И, наконец, принимая во внимание, что F{δ(y)} = 1 и
F{P(y)} = 1
1 + Φ(κ)
(1.120)
[это следует из соотношения (1.19)], дробное уравнение для предельной
плотности вероятности P(y) может быть записано в следующей форме
yD
α
−2ϕ/piP(y) = P(y)− δ(y). (1.121)
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1.6 Законы аномальной диффузии для изучаемых блужданий
Основываясь на полученных в разделе 1.2 предельных плотностях ве-
роятности P(y) , мы замечаем, что в случаях l1 =
∫∞
−∞ dξ ξw(ξ) 6= 0 (под-
раздел 1.2.2); α = 1 и ρ = u+δ1α+ − u−δ1α− 6= 0 (подраздел 1.2.5); и α = 2
(подраздел 1.2.6) блуждающая частичка будет иметь одно/двусторонее экс-
поненциальное распределение, а значит и конечную дисперсию. Следова-
тельно, имеет смысл рассмотреть и соответствующие законы дисперсии. В
остальных же случаях, согласно разделу 1.4, плотность вероятности P(y)
имеет тяжёлые хвосты, характеризующиеся бесконечной дисперсией, по-
этому говорить о диффузии нет смысла. Найдём возможные законы диффу-
зии для рассматриваемых случайных блужданий.
Дисперсия масштабированного положения Y (t) даётся формулой
yσ
2 = yl2 − yl21, (1.122)
где
yl1 =
∫ ∞
−∞
dy yP(y) и yl2 =
∫ ∞
−∞
dy y2P(y) (1.123)
– момент первого и второго порядка порядка для P(y) соответственно.
Очевидно, что так как предельная плотность вероятности не зависит от вре-
мени, то и дисперсия положения y будет не зависеть от времени, то есть яв-
ляется постоянной. Поэтому для определения типа диффузии следует рас-
смотреть закон дисперсии для оригинального положения. Как ранее гово-
рилось, при больших значениях времени P (x, t) ∼ a(t)P [a(t)x] . Значит мо-
мент первого порядка для X(t)
xl1(t) =
∫ ∞
−∞
dx xP (x, t) ∼ yl1
a(t)
, (1.124)
а момент второго порядка
xl2(t) =
∫ ∞
−∞
dx x2P (x, t) ∼ yl2
a2(t)
. (1.125)
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А поэтому дисперсия оригинального положения блуждающей частички
равна
xσ
2(t) = xl2 − xl21 ∼ y
l2
a2(t)
− yl
2
1
a2(t)
∼ yσ
2
a2(t)
. (1.126)
1. Распределения длины скачка с α = 1 и ρ 6= 0 .
В данном случае предельная плотность вероятности P(y) = e−|y|H(ρy)
[формула (1.47)], а значит yσ2 = 2− [sgn(ρ)]2 = 1 . Учитывая масштабиру-
ющую функцию (1.46), закон дисперсию для X(t) имеет вид
xσ
2(t) ∼ ρ
2 ln2[1/V (t)]
V 2(t)
(1.127)
при t→∞ .
2. Распределения длины скачка с l1 6= 0 .
Принимая во внимание, что в этом случае P(y) = e−|y|H(l1y) [формула
(1.23)], имеем yσ2 = 2 − [sgn(l1)]2 = 1 . Следовательно, учитывая (1.22),
получаем закон дисперсии положения частицы X(t)
xσ
2(t) ∼ l
2
1
V 2(t)
(1.128)
при t→∞ .
3. Распределения длины скачка с α = 2 и l1 = 0 .
Наконец, в последнем из возможных случаев предельная плотность ве-
роятности будет уже двусторонней P(y) = 12 e−|y| [формула (1.55)]. Отсюда
следует yσ2 = 2 − 0 = 2 , и, с учётом масштабирующую функции (1.54),
имеем следующий закон дисперсии для X(t)
xσ
2(t) ∼ (u+ + u−) ln[1/V (t)]
2V (t)
(1.129)
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Рисунок 1.6 – Дисперсия положения частицы при больших значениях вре-
мени. Сплошные линии показывают теоретическое поведение и построены
согласно формулам (1.127), (1.128) и (1.129); треугольники, ромбы и круги
отвечают соответствующим численным результатам. Параметры моделиро-
вания приведены в разделе 1.7.3.
при t→∞ .
Как можно заметить из формул (1.128), (1.127) и (1.129), дисперсия
оригинального положения блуждающей частицы X(t) будет медленно из-
менятся при больших значениях времени, а именно
lim
t→∞
xσ
2(µt)
xσ2(t)
= 1 (1.130)
при всех µ > 0 . Это есть следствием того, что дополнительная кумулятив-
ная функция V (t) для наших блужданий является медленно меняющейся на
бесконечности. Следовательно, во всех трёх рассматриваемых в этом раз-
деле ситуациях имеет место формула
lim
t→∞
xσ
2(t)
tν
→ 0 (1.131)
для всех ν > 0 . Значит дисперсия изменяется медленнее любой положи-
тельной степени времени, а поэтому CTRW в трёх выше приведённых слу-
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чаях приводят к появлению аномальной сверхмедленной диффузии. Также
отметим, что при t → ∞ выполняется соотношение xσ2(t)|при α=1 и ρ6=0 
xσ
2(t)|при l1 6=0  xσ2(t)|при α=2 и l1=0 .
Графики дисперсии оригинального положения частицы при больших
временах приведены на рисунке 1.6.
1.7 Численное моделирование изучаемых блужданий
1.7.1 Алгоритм
Нахождение предельной плотности вероятности P(y) с помощью чис-
ленного моделирования является не совсем стандартной задачей. Это сле-
дует из того, что P(y) является плотностью вероятности случайной величи-
ны Y (t) = a(t)X(t) в пределе t→∞ . В то время, как при численном моде-
лировании, нам нужно определить поведение величины Y (T ) = a(T )X(T )
и её плотности вероятности
PT (y) = 1
a(T )
P
(
y
a(T )
, T
)
(1.132)
для некоторого конечного значения t = T . Чтобы быть уверенными, что эта
плотность вероятности соответствует P(y) , время моделирования (блуж-
дания) T должно быть достаточно велико и превышать среднее время ожи-
дания. Однако, в нашем случае все дробные моменты плотности вероятно-
сти времени ожидания не существуют, а поэтому нет и конечного характер-
ного среднего времени для p(τ) . Это означает, что для каждого конечного
значения T всегда существует не ничтожно малая вероятность превыше-
ния величины V (T ) =
∫∞
T dτp(τ) . Следовательно, минимальное значение
времени T должно определяется условием a(T )  1 или, что эквивалент-
но, V (T )  1 . Так как V (T ) – медленно меняющаяся функция, то она
спадает очень медленно при увеличении T , а значит это время блуждания
должно быть очень велико. Но с другой стороны, большие значения T при-
водят к большому (в среднем) числу скачков частицы N(T ) за промежу-
ток (0, T ) . Это следует из того, что при больших временах среднее чис-
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ло N(T ) ∼ V −1(T ) [44], а значит и время численного счёта будет слиш-
ком большим. Таким образом, для выбора приемлемого времени блуждания
T нужно одновременно учитывать условие V (T )  1 и разумное времени
численного счёта.
Опишем вкратце саму процедуру моделирования CTRW. Напомним,
что частица начинает блуждание в момент t = 0 и имеет позицию X(0) = 0 .
Через время τ1 частичка делает скачок длиной ξ1 , следовательно её новая
позиция равна X(τ1) = ξ1 , далее через время τ2 частичка совершит пры-
жок величиной ξ2 и её положение будет X(τ1 + τ2) = ξ1 + ξ2 , и т. д. Пусть
за время блуждания T частица совершит N скачков, т. е.
∑N
n=1 τn ≤ T и∑N+1
n=1 τn > T ) , тогда в финальный момент времени T её положение равно
X(T ) =
∑N
n=1 ξn , а значит интересующее нас масштабированное положе-
ние частицы определяется величиной Y (T ) = a(T )X(T ) при соответству-
ющих функциях a(T ) . Повторяя эту процедуру много раз, мы можем найти
распределение положения частиц при больших временах.
Времена ожидания τn и величины скачков ξn имеют соответственно
плотности p(τ) и w(ξ) , поэтому важно представить метод их генериро-
вания. Существует много таких подходов, которые отличаются простотой
и уместностью в той или иной ситуации [45]. Однако, очень часто наибо-
лее оптимальной процедурой оказывается метод обратного преобразова-
ния, который особенно удобный для генерирования случайных величин с
положительной плотностью (т. е. не имеющей интервалов, где она равна ну-
лю). Это объясняется тем, что в таком случае кумулятивная функция бу-
дет строго возрастать, а значит иметь обратную функцию на всей области
определения. В основе данного метода лежит теорема, которая гласит: пусть
F (ς) =
∫ ς
−∞ dς
′f(ς ′) – непрерывная кумулятивная функция распределения
и F−1(U) = inf{ξ : F (ξ) = U, 0 < U < 1} – обратная к ней функция, тогда,
если U – случайная величина равномерно распределённая на (0, 1) , слу-
чайная величина ξ = F−1(U) будет иметь кумулятивную функцию распре-
деления F . Таким образом, когда плотности p(τ) и w(ξ) являются поло-
жительными, их кумулятивные функции распределения Fp(τ) =
∫ ξ
0 dξ
′f(ξ′)
и Fw(ξ) =
∫ ξ
−∞ dξ
′w(ξ′) будут иметь обратные к ним функции, а поэтому мы
можем генерировать необходимые нам случайные величины методом обрат-
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ного преобразования.
Следовательно, в соответствии с описанной выше процедурой, мы мо-
жем представить следующий алгоритм численного моделирования масшта-
бированного положения блуждающей частицы
Задаём начальное положение: X ← 0
Задаём начальное время: t← 0
Задаём общее время блуждания: T
REPEAT
Генерируем равномерную на (0,1) случайную величину U
Вычисляем время ожидания: τ ← F−1p (U)
Вычисляем текущее время блуждания: t← t+ τ
IF t ≤ T
THEN
Генерируем равномерную на (0,1) случайную величину U
Вычисляем величину скачка: ξ ← F−1w (U)
Вычисляем текущую позицию: X ← X + ξ
ELSE
Вычисляем соответствующую масштабирующую функцию a(T )
Возвращаем масштабированное положение Y = a(T )X
UNTIL t ≤ T
Заметим, что предложенный алгоритм легко модифицировать для мо-
делирования CTRW в связанном случае, когда множества ξn и τn зависи-
мы друг от друга, или для численного изучения многомерных CTRW.
1.7.2 Примеры моделирования предельной плотности P(y)
Для иллюстративного примера моделирования мы используем следую-
щую плотность вероятности времени ожидания
p(τ) =
v lnv g
(g + τ) ln1+v(g + τ)
(1.133)
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с v > 0 и g > 1 . Выбор этой плотности обусловливается тем, что её куму-
лятивная функция распределения Fp(τ) =
∫ τ
0 dτ
′p(τ ′) легко вычисляется
Fp(τ) = 1− ln
v g
lnv(g + τ)
, (1.134)
а поэтому обратная к U = Fp(τ) даётся выражением τ = g(1−U)
−1/v − g .
Исходя их этого, на основе метода обратного преобразования, случайные
величины с медленно меняющейся плотностью (1.133) можно генерировать
с помощью уравнения
τn = g
(1−Un)−1/v − g, (1.135)
где n = 1, 2, . . . и Un – равномерно распределённые на [0, 1] числа. Как мы
видим, в этом случае генерация нужных времён ожидания осуществляется
очень просто. Для нашего моделирования в качестве параметров в соотно-
шении (1.133) [а значит и в (1.135)] мы выбрали g = 2, v = 2 и задали
время T = 1015 , из чего следует V (T ) ≈ 4 · 10−4 .
Выбор плотности вероятности w(ξ) для проведения моделирования
ограничен двумя условиями. Во-первых, для проверки теоретических ре-
зультатов нам необходимо рассмотреть все представленные ранее харак-
терные случаи. А, во-вторых, плотность w(ξ) должна, опять же, быть
таковой, чтобы для её кумулятивной функции распределения Fw(ξ) =∫ ξ
−∞ dξ
′w(ξ′) легко находилась обратная. Эти условия просто удовлетво-
рить, например, задав такую плотность вероятности величины скачка
w(ξ) =
α−c−b
α−
− /(b− − ξ)1+α−, ξ < 0
α+c+b
α+
+ /(b+ + ξ)
1+α+, ξ ≥ 0.
(1.136)
Здесь b± ∈ (0,∞) и c+ + c− = 1 , где c+ и c− – вероятности того, что ξ ≥ 0
и ξ < 0 соответственно. Из уравнения (1.136) находим
Fw(ξ) =
 c−b
α−
− /(b− − ξ)α−, ξ < 0
1− c+bα++ /(b+ + ξ)α+, ξ ≥ 0,
(1.137)
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а поэтому величины скачков определяются выражением
ξn =
 −b−(c−/Un)
1/α− + b−, Un < c−
b+[c+/(1− Un)]1/α+ − b+, Un ≥ c−.
(1.138)
Отметим, что применяя предложенный выше алгоритм моделирования
CTWR для N частиц, мы в каждом случае находим соответствующее поло-
жение Y (T ) , а интересующую предельную плотность вероятности прибли-
зительно можно посчитать следующим образом: PT (y) = N∆y/N , где N∆y
– это число частиц с положением Y (T ) ∈ [y, y+ ∆y) . Во всех случаях про-
ведённого численного моделирования мы полагали N = 105 и ∆y = 10−1 ;
остальные необходимые параметры приведены ниже.
1. α ∈ (0, 1) , α+ 6= α− .
В этом случае предельная плотность вероятности P(y) зависит только
от минимального значения хвостового индекса α [см., например, уравнение
(1.66)]. Однако, для численного определения предельной плотности PT (y) с
помощью предложенной процедуры, все параметры в уравнениях (1.133) и
(1.136) должны быть заданы. В добавление к отмеченным ранее значениям
выбранных параметров, мы задаём α = α+ = 1/2 , c+ = 2/3 , b+ = 1 и α− =
3/4 , c− = 1/3 , b− = 1 . При этих параметрах выражение (1.32) приводит
к a(T ) ≈ 1.2 · 10−7 , а численно полученные значения PT (y) показаны на
рисунке 1.2 треугольниками.
2. α ∈ (1, 2) , α+ 6= α− , l1 = 0 .
Исходя из того, что в данной ситуации момент первого порядка плот-
ности вероятности (1.136) даётся выражением
l1 =
c+b+
α+ − 1 −
c−b−
α− − 1 , (1.139)
(α± > 1 ) условие l1 = 0 влечёт за собой то, что параметры w(ξ) должны
удовлетворять ограничениям c+b+/(α+ − 1) = c−b−/(α− − 1) . В частности,
если α = α+ = 5/4 , c+ = 5/22 , b+ = 1 и α− = 37/20 , c− = 17/22 ,
b− = 1 , тогда c+b+/(α+ − 1) = c−b−/(α− − 1) = 10/11 , a(T ) ≈ 1.8 · 10−3 , и
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результаты моделирования PT (y) изображены на рисунке 1.3.
3. α+ = α− = α ∈ (0, 1) , u+ 6= u− .
Согласно уравнению (1.136) и асимптотической формуле (1.13), пара-
метры u± выражаются следующим образом: u± = α±c±b
α±
± . Учитывая, что
α+ = α− = α и u+ 6= u− , т. е. c+bα++ 6= c−bα−− , мы выбираем α = 1/2 ,
c+ = 2/3 , b+ = 1 и c− = 1/3 , b− = 1 . Для этих параметров u+ = 1/3 ,
u− = 1/6 (т. е.  = 1/3 ), a(T ) ≈ 9.3 · 10−8 , результаты численного модели-
рования можно видеть на рисунке 1.4.
4. α+ = α− = α ∈ (1, 2) , u+ 6= u− , l1 = 0 .
И, наконец, в этот раз условия u+ 6= u− и l1 = 0 приводят соответ-
ственно к c+bα+ 6= c−bα− и c+b+ = c−b− . Задавая α = 5/4 , c+ = 1/5 , b+ = 5
и c− = 4/5 , b− = 5/4 , получаем u+ = 55/4/4 ≈ 1.87 , u− = (5/4)5/4 ≈ 1.32
[т.е.,  = (
√
2 − 1)/(√2 + 1) ≈ 0.17 ], a(T ) ≈ 5.2 · 10−4 и результаты моде-
лирования PT (y) показаны на рисунке 1.5.
Как мы видим из этих рисунков, полученные численным методом ре-
зультаты очень хорошо соответствуют теоретическим предсказаниям. Сле-
дует также сказать, что предложенный алгоритм и в других рассматрива-
емых нами случаях, а именно для предельной плотности вероятности при
l1 6= 0 , α = 1 , α = 2 c l1 = 0 [а также для рассмотренного нами ранее слу-
чая w(−ξ) = w(ξ) ], тоже даёт очень хорошее согласование теоретических
и численных результатов. Однако, так как теоретические плотности P(y) в
этих случаях будут иметь простой вид одно- или двусторонней экспонен-
циальной функции, то, во избежание излишней громоздкости, мы не будем
приводить полученные в этих условиях с помощью численного моделирова-
ния плотности P(y) .
1.7.3 Примеры моделирования дисперсии положения X(t)
Численное моделирование поведения дисперсии оригинального поло-
жения частицы проводилось но основе описанного выше алгоритма. Сна-
чала мы получали положение Xi(T ) (i = 1...N ) для каждой из N частиц
54
в определённый момент T , а затем искали значения дисперсии полученной
совокупности случайных величин Xi(T ) согласно известной формуле
xσ˜
2(T ) =
1
N
N∑
i=1
X2i (T )−
[
1
N
N∑
i=1
Xi(T )
]2
. (1.140)
Плотности времени ожидания и величины скачка были выбраны такими же,
как и ранее, т. е. p(τ) задавалась формулой (1.133) c g = 2, v = 2 и w(ξ)
определялась согласно (1.136). Моделирование проводилось для N = 105
частиц при разных значений времени (их можно увидеть на рисунке 1.6),
остальные используемые параметры следующие:
1. Для случая α = 1 и ρ 6= 0 мы выбрали α+ = 1, b+ = 1, c+ = 2/3 и
α− = 1, b− = 1, c− = 1/3 , т. е. ρ = 2/3 ;
2. В случае l1 6= 0 задали α+ = 5/4, b+ = 1, c+ = 1/2 и α− = 7/4, b− =
1, c− = 1/2 , а значит l1 = 4/3 ;
3. И, наконец, при α = 2 и ρ 6= 0 мы взяли α+ = 2, b+ = 1/2, c+ = 4/5
и α− = 2, b− = 2, c− = 1/5 , а следовательно l1 = 0 , u+ = 2/5 и u− = 8/5 .
Полученные численным методом законы поведения дисперсии положе-
ния частички X(t) при больших временах показаны на рисунке 1.6 и нахо-
дятся в прекрасном соответствии с теоретическими результатами.
1.8 Выводы к разделу 1
Мы изучили асимптотические (по времени) решения для непрерывных
во времени случайных блужданий, которые характеризуются сверхтяжё-
лыми хвостами распределения времени ожидания и асимметрическими тя-
жёлыми распределениями величины скачка. Главным образом наш инте-
рес был сосредоточен на нахождении плотности вероятности P(y) масшта-
бированного положения Y (t) = a(t)X(t) блуждающей частички, то есть
оригинального положения X(t) умноженного на специально подобранную
масштабирующую функцию a(t) , которая зависит от времени, и чей вид
определяется исходя из асимптотических свойств плотностей вероятности
времени ожидания p(τ) и длины скачка w(ξ) .
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Показано, что в отличие от масштабирующих функций, поведение пре-
дельных плотностей вероятности будет зависеть только от асимптотики на
бесконечности распределения длины скачка, при этом основную роль иг-
рает наименьший из хвостовых параметров α . Искомые плотности P(y)
получены в терминах обратного преобразования Фурье, а для детального
изучения свойств они выражены также в виде преобразования Лапласа,
H− функций Фокса и рядов. Кроме того, установлено, что плотность ве-
роятности P(y) удовлетворяет определённое дробное уравнение.
В работе исследовано поведение полученных решений при малых и
больших значениях положения частицы. Определено, что хвосты P(y) мо-
гут быть либо экспоненциальными, либо тяжёлыми с тем хвостовым индек-
сом, что и наименее убывающий хвост распределения величины скачка. Ис-
ходя из этого, сделано заключение, что когда хоть один из хвостов предель-
ной плотности вероятности будет тяжёлым, дисперсия положения частички
является бесконечной даже при конечном времени блуждания, а в осталь-
ных случаях получен закон дисперсии блуждающей частички при больших
значениях времени.
И, наконец, мы провели численное моделирование изучаемых непре-
рывных во времени случайных блужданий, результаты которого находятся
в полном соответствии с теоретическими предсказаниями.
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2 РЕЖИМЫРЕЛАКСАЦИИ В ДВУХУРОВНЕВЫХ СИСТЕМАХ
Релаксационные процессы, описывающие переход макроскопической
системы из одного равновесного состояния в другое, являются предметом
большого интереса. В первую очередь это связано с тем, что изучение такого
рода процессов позволяет извлечь много важной информации о механизмах
релаксации в целом. Такие релаксационные процессы зачастую изучаются
при условии, что на систему в течении длительного времени действует обоб-
щенная постоянная сила, которая может быстро выключаться (см. детали
в работе [47]). В этом случае одной из основных характеристик процесса
является экстенсивная термодинамическая переменная, сопряженная с по-
стоянной силой. В частности, для диэлектрической проницаемости (см., на-
пример, [48–50] и соответствующие там ссылки) парой величин, обобщен-
ной силой и сопряженной переменной, будут внешнее электрическое поле
и электрический дипольный момент релаксирующей системы. Аналогично
для магнитной релаксации [51–53] соответствующей парой сопряженных
величин будут внешнее магнитное поле и магнитный момент системы.
Важной характеристикой любых релаксационных процессов являет-
ся закон релаксации, т.е. поведение во времени правильно нормируемой
(безразмерной) сопряженной величины. В самой простой ситуации, когда
скорость изменения этой функции пропорциональна её значению, релакса-
ционный закон является экспоненциальным. Однако, многие системы де-
монстрируют аномальную неэкспоненциальную релаксацию [4]. Например,
медленная магнитная релаксация была обнаружена в системах одиночных
молекул [54–56] и одноцепочных магнитов [57–59].
Существует широкий класс систем, включая аномальные, чьи релакса-
ционные свойства полностью описываются индивидуальными свойствами
их структурных элементов (таких как, например, одномолекульные магни-
ты, одноцепочные магниты, однодоменные ферромагнитные частицы и т.д.).
В частности, это происходит, когда параметр состояния каждого элемента
системы изменяется под действием дихотомического случайного процесса.
В этой работе мы аналитически изучаем некоторые характеристики, описы-
вающие релаксацию в двухуровневых системах.
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2.1 Дихотомическая модель релаксации
2.1.1 Описание модели
Рассмотрим систему, состоящую из множества одинаковых объектов,
каждый из которых может поочередно в течении случайного времени нахо-
дится в одном из двух возможных состояний. Такие модели широко исполь-
зуются для описания релаксационных процессов в физических системах,
чьи структурные элементы приблизительно характеризуются двумя равно-
весными состояниями.
Магнитные системы, составляющими элементами которых являются
одноосные однодоменные ферромагнетики, представляют важный класс та-
кого рода систем. Намагниченность каждой из частиц имеет два равновес-
ных направления, но в связи с тепловыми флуктуациями мгновенное на-
правление намагниченности может быть случайным. В этом случае магнит-
ная релаксация описывается на основе стохастического уравнения Ландау-
Лифшица или Ландау-Лифшица-Гильберта для динамики намагниченно-
сти, или соответствующего уравнения Фоккера-Планка для плотности ве-
роятности направления намагниченности [52, 60–62]. Этот подход доволь-
но общий и может быть применён для выражения законов релаксации че-
рез параметры системы. В частности, он был использован для приблизи-
тельного описания особенностей магнитной релаксации, возникающей при
диполь-дипольном взаимодействии частиц [63–65] и вращающегося внеш-
него магнитного поля [66,67].
Тем не менее, такой метод описания технически довольно трудный.
Главные сложности возникают из-за необходимости принимать во внима-
ние все возможные направления намагниченности. Однако роль состоя-
ний (направлений намагниченности), которые существенно отличаются от
равновесных, значительно уменьшается при понижении температуры. Сле-
довательно, если общая вероятность таких состояний довольно мала, па-
раметр состояния частиц, описывающий релаксационный процесс, может
приблизительно быть представлен как дихотомический случайный процесс.
Такие дихотомические приближения позволяют нам детально изучить про-
цесс релаксации в широком классе двухуровневых систем.
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Следуя дихотомическому приближению, мы связываем параметр со-
стояния каждого структурного элемента системы с дихотомическим (теле-
графным) процессом f(t) , который принимает значения −1 и 1 , а также
имеет начальное условие f(0) = 1 , см. Рис. 2.1.
Этот процесс характеризуется так называемыми временами ожидания
τj ( j = 1,∞ ), т.е. временами между последовательными скачками функ-
ции f(t) , которые являются независимыми случайными переменными. Мы
также полагаем, что времена ожидания τ2j−1 системы в верхнем положе-
нии (когда f(t) = 1 ) и времена ожидания τ2j системы в нижнем положении
(когда f(t) = −1 ) распределены с плотностямы вероятности p+(τ) и p−(τ)
соответственно.
1
-1
t
Рисунок 2.1 – Пример траектории дихотомического процеса f(t) с четным
числом скачков на интервале (0, t) .
Дихотомический процесс - это простейший случайный процесс, игра-
ющий важную роль во многих приложениях. Если плотности вероятности
p±(τ) экспоненциальные, то важные свойства этого процесса описывают-
ся телеграфным [если p+(τ) = p−(τ) ] или обобщенным телеграфным [если
p+(τ) 6= p−(τ) ] уравнением [68–70]. Поскольку мы хотим изучить влияние
различных распределений времен ожидания на характер релаксации в двух-
уровневых системах, то для этой цели наиболее удобно использовать фор-
мализм непрерывных во времени случайных блужданий (CTRW) [2, 3, 13].
При таком подходе мы для начала определим плотность вероятности вели-
чины ∆t− разницы общих времен пребывания функции f(t) в положениях
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1 и −1 на интервале (0, t) , т.е. имеем
∆t =
∫ t
0
dt′f(t′). (2.1)
Также мы детально изучим зависимость от времени закона релаксации
µ(t) = Pr{f(t)=1} − Pr{f(t)=−1}, (2.2)
где Pr{·} обозначает вероятность события в фигурных скобках.
2.1.2 Общие результаты
Плотность вероятности P (∆, t) того, что разница времен ∆t равна ∆
в фиксированный момент t , может быть записана следующим образом:
P (∆, t) = 〈δ(∆t −∆)〉, (2.3)
где δ(·)− дельта-функция Дирака и угловые скобки показывают усреднение
по всем возможным реализациям процесса f(t) . Поскольку ∆t ∈ (−t, t) ,
имеем P (∆, t) = 0 при |∆| > t , и из условия нормировки для P (∆, t)
следует
∫ t
−t d∆P (∆, t) = 1 . Допустим, что процесс f(t) имеет точно n
(n = 0,∞ ) скачков на интервале (0, t) . Тогда плотность вероятности то-
го, что к моменту t было n скачков и ∆t = ∆ , дается выражением
P (n)(∆, t) = 〈δ(∆t −∆)〉n (2.4)
( 〈·〉n− усреднения по всем подходящим траекториям). Таким образом, мы
можем представить P (∆, t) в форме
P (∆, t) =
∞∑
n=0
P (n)(∆, t). (2.5)
Согласно определению (2.4), вероятность того, что данная траектория
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f(t) имеет ровно n скачков на интервале (0, t) дается выражением
W (n)(t) =
∫ t
−t
d∆P (n)(∆, t), (2.6)
и условие нормировки для плотности вероятности P (∆, t) дает∑∞
n=0W
(n)(t) = 1 . Следующий шаг − это выражение W (n)(t) и P (n)(∆, t)
в терминах плотностей времен ожидания p±(τ) . Для этого мы сначала
получим представление разности времен ∆(n)t для траектории с n скачками
на интервале (0, t) . Очевидно, что ∆(0)t = t и, если n ≥ 1 , то
∆
(n)
t =
n∑
j=1
(−1)j−1τj + (−1)nτ ∗n+1, (2.7)
где
τ ∗n+1 = t−
n∑
j=1
τj ≤ τn+1. (2.8)
Вероятность, что траектория дихотомического процесса f(t) не имеет
скачков на интервале (0, t) [т.е. вероятность, что τ1 ≥ t ], записывается в
виде
W (0)(t) =
∫ ∞
t
dτp+(τ). (2.9)
Предположим сейчас, что процесс f(t) имеет n ≥ 1 скачков на интервале
(0, t) . Если эти скачки происходят в интервалах (
∑k
j=1 τj,
∑k
j=1 τj + dτk) с
k = 1, n , тогда вероятность dW (n)(t) такого процесса дается
dW (n)(t) =
( n∏
j=1
dτjpj(τj)
)∫ ∞
t−∑nj=1τjdτpn+1(τ). (2.10)
Здесь pj(τ) = p+(τ) или p−(τ) , если j нечетно или четно соответственно.
Уместно напомнить, что уравнение (2.10) получено исходя из условий, что
скачки f(t) независимые события с вероятностями pj(τj)dτj и (n + 1)-й
скачек происходит вне интервала (0, t) . Во избежание недоразумения от-
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метим, что времена τj в уравнении (2.10) (и все времена в вероятностных
выражениях ниже) следует интерпретировать не как случайные величины,
а как переменные интегрирования. Представляя n-мерную область инте-
грирования Ωn(t) , определенную условием
∑n
j=1 τj ≤ t , и заменяя нижний
предел интегрирования в (2.10) на τ ∗n+1 , мы можем записать вероятность
W (n)(t) в форме (см. также работу [71])
W (n)(t) =
∫
Ωn(t)
( n∏
j=1
dτjpj(τj)
)∫ ∞
τ∗n+1
dτpn+1(τ). (2.11)
Наконец, используя приведённые выше результаты, мы получаем
P (∆, t) = W (0)(t)δ(t−∆) + P˜ (∆, t), (2.12)
где P˜ (∆, t) =
∑∞
n=1 P
(n)(∆, t)− это регулярная часть плотности вероятно-
сти P (∆, t) и
P (n)(∆, t) =
∫
Ωn(t)
( n∏
j=1
dτjpj(τj)
)∫ ∞
τ∗n+1
dτpn+1(τ)δ
(
∆
(n)
t −∆
)
. (2.13)
Как видно из формул (2.12) и (2.13), P (∆, t) зависит от плотностей p+(τ)
и p−(τ) довольно сложным образом. Следовательно, имеет смысл найти
связь между P (∆, t) и p±(τ) в пространстве Фурье-Лапласа. Для это-
го мы для начала определим преобразование Фурье функции ϕ(∆) как
F{ϕ(∆)} = ϕk =
∫∞
−∞ d∆e
ik∆ϕ(∆) (−∞ < k < ∞) и преобразование
Лапласа функции ψ(t) как L{ψ(t)} = ψs =
∫∞
0 dte
−stψ(t) (Re s > 0) . Да-
лее, применяя преобразование Фурье-Лапласа для P (∆, t) , определенного
как Pks = L{F{P (∆, t)}} , из уравнения (2.12) находим
Pks =
1− p+s−ik
s− ik + P˜ks, (2.14)
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где P˜ks =
∑∞
n=1 P
(n)
ks и, согласно (2.13), получаем
P
(n)
ks =
∫ ∞
0
dte−st
[ ∫
Ωn(t)
( n∏
j=1
dτjpj(τj)
)
eik∆
(n)
t
−
∫
Ωn+1(t)
( n+1∏
j=1
dτjpj(τj)
)
eik∆
(n)
t
]
. (2.15)
Для вычисления P (n)ks мы используем формулу ∆
(n)
t = (−1)nt −∑n
j=1[(−1)n + (−1)j]τj , которая следует из выражений (2.7) и (2.8), и пред-
ставляем внутренние интегралы в виде
∫
Ωn(t)
n∏
j=1
dτjpj(τj) =
∫ t
0
dτ1p1(τ1)
∫ t−τ1
0
dτ2p2(τ2) . . .
∫ t−∑n−1j=1 τj
0
dτnpn(τn).
(2.16)
С помощью этих результатов и непосредственного интегрирования в урав-
нении (2.15) имеем
P
(2m−1)
ks = (p
+
s−ik)
m(p−s+ik)
m−1 1− p−s+ik
s+ ik
,
P
(2m)
ks = (p
+
s−ikp
−
s+ik)
m 1− p+s−ik
s− ik
(2.17)
(m = 1,∞) . Наконец, используя выражение (2.17) и формулу для беско-
нечной геометрической прогрессии,
∑∞
n=1 r
n = r/(1−r) ( |r| < 1 ), преобра-
зование Фурье-Лапласа P˜ (∆, t) может быть записано следующим образом
P˜ks =
p+s−ik
1− p+s−ikp−s+ik
(
1− p−s+ik
s+ ik
+
1− p+s−ik
s− ik p
−
s+ik
)
. (2.18)
Отметим, что уравнение (2.18) с p±(τ) = p(τ) было получено и исследовано
при больших значениях времени в некоторых частных случаях в работе [72].
Уравнения (2.14) и (2.18) представляют искомую плотность вероятно-
сти P (∆, t) в пространстве Фурье-Лапласа. Из-за совместной зависимо-
сти Pks от k и s вычисление P (∆, t) с помощью обратного преобразования
Фурье-Лапласа Pks возможно только в некоторых исключительных случа-
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ях. В частности, если f(t)− обобщенный телеграфный процесс, характери-
зующийся экспоненциальными плотностями времён ожидания
p±(τ) = λ±e−λ±τ (2.19)
(параметр интенсивности λ± > 0 ), тогда
P (∆, t) = e−λ+tδ(t−∆) + λ+2 exp
(
− λ++λ−2 t− λ+−λ−2 ∆
)
×
[
I0
(√
λ+λ−(t2 −∆2)
)
+
√
λ−
λ+
√
t+∆
t−∆ I1
(√
λ+λ−(t2 −∆2)
)]
, (2.20)
где I0(·) и I1(·)− это модифицированные функции Бесселя первого рода
и нулевого и первого порядка соответственно. Отметим, что этот результат
был ранее получен на основании других методов (см. [70,73,74]).
Мы также заинтересованы в нахождении временной зависимости
функции релаксации µ(t) . Согласно определению (2.2), эта функция удо-
влетворяет условия µ(0) = 1 и µ(t) ∈ [−1, 1] . Тогда в связи с тем, что
〈∆t〉 =
∫ t
0 dt
′〈f(t′)〉 и 〈f(t)〉 = µ(t) , она может быть представлена в форме
µ(t) = d〈∆t〉/dt , которая удобна в случае, если 〈∆t〉 как функция от време-
ни известна. Однако для изучения зависимости µ(t) от распределений вре-
мен ожидания более удобно использовать представление µ(t) в виде пре-
образования Лапласа. Для нахождения этого предствавления мы сначала
выразим функцию релаксации в терминах вероятностей W (n)(t) :
µ(t) = W (0)(t) +
∞∑
m=1
[
W (2m)(t)−W (2m−1)(t)]. (2.21)
Далее, применяя преобразование Лапласа к уравнению (2.21) и принимая
во внимание, что W (0)s = (1− p+s )/s и W (n)(t) = P (n)k (t)
∣∣
k=0
, мы получаем
µs =
1− p+s
s
+
∞∑
m=1
(
P
(2m)
ks − P (2m−1)ks
)∣∣
k=0
. (2.22)
И, наконец, используя уравнение (2.17) и проводя суммирование по m , вы-
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ражение (2.22) может быть сведено к виду
µs =
1− 2p+s + p+s p−s
s(1− p+s p−s )
. (2.23)
Этот результат, который справедлив для произвольных распределений
времен ожидания, является нашей основной формулой для изучения релак-
сации в двухуровневых системах. Перед тем, как продолжить анализ зако-
нов релаксации, стоит отметить, что в случае смещенной релаксации [когда
p+(τ) 6= p−(τ) ] выражение (2.23) эквивалентно следующему интегрально-
му уравнению
µ(t) −
∫ t
0
dτµ(τ)
∫ t−τ
0
dτ ′p+(τ ′)p−(t− τ − τ ′)
= 1− 2
∫ t
0
dτp+(τ) +
∫ t
0
dτp+(τ)
∫ t−τ
0
dτ ′p−(τ ′). (2.24)
В случае несмещенной релаксации [когда p±(τ) = p(τ) ] уравнения (2.23) и
(2.24) упрощаются
µs =
1− ps
s(1 + ps)
(2.25)
и
µ(t) +
∫ t
0
dτµ(τ)p(t− τ) = 1−
∫ t
0
dτp(τ), (2.26)
соответственно.Формулы (2.24) и (2.26) показывают, что в общем в процес-
сах релаксации в двухуровневых системах эффекты памяти играют важную
роль.
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2.2 Законы релаксации
2.2.1 Точные результаты
Рассмотрим двухуровневую систему, характеризующуюся распределе-
ниями Эрланга для времен ожидания. Такие плотности даются выражением
p±(τ) =
λk±τ
k−1
(k − 1)! e
−λ±τ , (2.27)
где k = 1,∞− параметр формы. Поскольку многие свойства таких систем
уже изучены [75], то мы сосредоточим внимание только на законе релакса-
ции µ(t) . Условия λ+ 6= λ− и λ+ = λ− = λ соответствуют смещенной и
несмещенной релаксации соответственно.
Смещенный случай при k = 1 .
При k = 1 плотности Эрланга (2.27) переходят в экспоненциальные.
Согласно уравнению (2.19), в случае p±s = λ±/(λ± + s) формула (2.23)
приводит к
µs =
s− λ+ + λ−
s(s+ λ+ + λ−)
. (2.28)
Применяя к (2.28) обратное преобразование Лапласа [см. [37], уравнение
5.2(5)], мы можем убедиться, что функция релаксации будет чисто экспо-
ненциальной:
µ(t) =
λ− − λ+
λ+ + λ−
+
2λ+
λ+ + λ−
e−(λ++λ−)t. (2.29)
Легко проверить, что эта функция удовлетворяет дифференциальное урав-
нение
d
dt
µ(t) + (λ+ + λ−)µ(t) + λ+ − λ− = 0 (2.30)
(µ(0) = 1 ), которое также следует из (2.24). Таким образом, в этом случае
не будет эффектов памяти.
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Смещенный случай при k = 2 .
При k = 2 из уравнений (2.27) и (2.23) получаем p±s = λ
2
±/(s+ λ±)
2 и
µs =
s3 + 4as2 + 4(ν2 + ab)s+ 4ν2b
s(s+ s+)(s+ s−)(s+ 2a)
, (2.31)
где a = (λ+ +λ−)/2 , b = (λ−−λ+)/2 , ν =
√
λ+λ− , и s± = a±
√
a2 − 2ν2 . С
помощью обратного преобразования Лапласа для (2.31) [см. [37], формула
5.2(19)], для данного класса двухуровневых систем получаем
µ(t) =
λ− − λ+
λ+ + λ−
(
1 +
λ+
λ−
e−(λ++λ−)t
)
+
λ+
λ−
[
cosh (
√
a2 − 2ν2 t)
−(λ+ − 3λ−)sinh (
√
a2 − 2ν2 t)
2
√
a2 − 2ν2
]
e−(λ++λ−)t/2. (2.32)
Хотя релаксационныефункции (2.29) и (2.32) имеют одинаковое предельное
значение µ(∞) = (λ−−λ+)/(λ+ +λ−) , их поведение на конечных временах
существенно отличается. В частности, при малых временах функция 1−µ(t)
пропорциональна t и t2 соответственно. Более того, в отличие от (2.29),
релаксационная функция (2.32) при a2 − 2ν2 > 0 характеризуется тремя
временами релаксации, наибольшее из которых равно 1/s− .
Наиболее важное качественное отличие между релаксационными за-
конами (2.29) и (2.32) возникает в случае a2 − 2ν2 < 0 , т.е. если параметры
λ± удовлетворяют условию
3− 2
√
2 <
λ+
λ−
< 3 + 2
√
2. (2.33)
Поскольку в этой ситуации
√
a2 − 2ν2 = i√2ν2 − a2 с 2ν2 − a2 > 0 , то
гиперболические функции в уравнении (2.32) должны быть заменены со-
ответствующими тригонометрическими. Значит, вводя период этих функций
как T = 2pi/
√
2ν2 − a2 или
T =
4pi√
6λ+λ− − λ2+ − λ2−
, (2.34)
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выражение (2.32) может быть записано в форме
µ(t) =
λ− − λ+
λ+ + λ−
(
1 +
λ+
λ−
e−(λ++λ−)t
)
+
λ+
λ−
[
cos
(
2pit
T
)
−(λ+ − 3λ−) T
4pi
sin
(
2pit
T
)]
e−(λ++λ−)t/2. (2.35)
Согласно этой формуле функция µ(t) стремится к предельному зна-
чению µ(∞) осциллирующим образом (если условие (2.33) соблюдается).
Это интересный и довольно неожиданный резутьтат, так как плотности ве-
роятности времен ожидания не содержат периодических функций. С точки
зрения наших предыдущих расчетов такое поведение µ(t) может быть ин-
терпретировано как возникновение эффектов памяти. Немонотонная зави-
симость µ(t) от t , найденная из уравнения (2.35) и с помощью численного
моделирования, показана на рисунке 2.2 для различных значений парамет-
ров интенсивности λ± .
Рисунок 2.2 – Релаксационные законы в случае гамма-распределений
времен ожидания для k = 2 , λ+ = 0.5, λ− = 1 (1), λ+ = λ− = 1 (2) и
λ+ = 1, λ− = 0.5 (3). Сплошная линия показывает теоретический резуль-
тат (2.35) и маркерами показаны результаты моделирования 〈f(t)〉 . Период
T тригонометрических функций равен 8pi/
√
7 и 2pi для случаев (1), (3) и (2)
соответственно.
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Несмещенный случай при k ≥ 2 .
В этом случае ps = λk/(s+λ)k и, согласно формуле (2.25), мы находим
µs =
1− (s+ λ)k/λk
[1− (s+ λ)/λ][1 + (s+ λ)k/λk] . (2.36)
Последний результат показывает, что µ(t) = e−λtg(λt) , где функция g(t)
определяется с помощью ее преобразования Лапласа
gs =
1− sk
(1− s)(1 + sk) . (2.37)
Используя соотношение (1−sk)/(1−s) = ∑kj=1 sj−1 и 1+sk = ∏kj=1(s−aj)
с величинами aj = eipi(2j−1)/k , являющимися решениями уравнения 1 + sk =
0 , мы можем записать предыдущую формулу как
gs =
∑k
j=1 s
j−1∏k
j=1(s− aj)
. (2.38)
Тогда, применяя обратное преобразование Лапласа к выражению (2.38)
[см. [37], формула 5.2(19)], мы находим
g(t) =
k∑
l=1
∑k
j=1 a
j−1
l∏′k
j=1(al − aj)
ealt, (2.39)
где штрих в произведении означает, что j 6= l . Этот результат, вместе с тем
фактом, что
∑k
j=1 a
j−1
l = 2/(1− al) , показывает
µ(t) = 2
k∑
l=1
e−(1−al)λt
(1− al)
∏′k
j=1(al − aj)
. (2.40)
Наконец, из
∏′k
j=1(al − aj) = kak−1l = −k/al следует, что релаксационная
функция (2.40) может быть представлена в форме
µ(t) =
θk
k
e−2λt +
2
k
[k/2]∑
l=1
[
cos(βlλt) +
βl
1− αl sin(βlλt)
]
e−(1−αl)λt. (2.41)
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Здесь θk = 0 или 1 , если k− четное или нечетное соответственно; [k/2]
означает целую часть k/2 и
αl = cos
(
2pil − pi
k
)
, βl = sin
(
2pil − pi
k
)
. (2.42)
Значит, согласно (2.41), релаксация к предельному значению [µ(∞) =
0 ] также происходит осциллирующим образом. Но, в отличие от релакса-
ционной функции (2.35) с одним периодом осцилляции T , в этой ситуации
осциллирующая часть µ(t) в общем характеризуется несколькими перио-
дами Tl = 2pi/(βlλ) (если k ≥ 5 ). Отметим, что аналитический результат
(2.41) находится в соответствии с проведенным численным моделировани-
ем.
2.2.2 Асимптотические результаты
Нашим следующим шагом является изучение поведения релаксаци-
онной функции при больших временах для двух типов систем. Первая из
них характеризуется тяжелыми хвостами распределений времен ожидания,
а вторая − свехтяжелыми хвостами. Нашей главной задачей здесь будет
найти асимптотическое поведение законов релаксации в несмещенном слу-
чае, когда p±(τ) = p(τ) .
Тяжелые плотности p(τ) .
Класс распределений с тяжелыми хвостами времен ожидания характе-
ризуется следующим асимптотическим поведением
p(τ) ∼ q
τ 1+α
(2.43)
(τ → ∞) , где q− положительный параметр и хвостовой индекс α удовле-
творяет условие α ∈ (0, 2] . Поскольку поведение µ(t) при больших зна-
чениях времени связано с поведением µs при стремлении действительной
переменной s к нулю [34, 76], то нам необходимо найти ps при s → 0 . Ис-
пользуя асимптотическую формулу (2.43), несложно показать (см., напри-
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мер, работу [77]), что
1− ps ∼

qΓ(1−α)α s
α, α ∈ (0, 1)
qs ln 1s , α = 1
τ¯ s− qΓ(2−α)α(α−1)sα, α ∈ (1, 2)
τ¯ s− q2s2 ln 1s , α = 2
(2.44)
( s → 0 ), где Γ(·)− гамма-функция и τ¯ = ∫∞0 dττp(τ) . Основываясь на
этих результатах, асимптотичекое поведение µ(t) может быть получено из
тауберовой теоремы для преобразования Лапласа. Она утверждает [34,76],
что если функция h(t) начиная с некоторого момента будет монотонной и
hs ∼ 1
sρ
L
(
1
s
)
(2.45)
при s→ 0 , то
h(t) ∼ 1
Γ(ρ)
tρ−1L(t) (2.46)
при t → ∞ . Здесь ρ > 0 и L(t)− положительная медленно меняющаяся
на бесконечности функция, т.е. такая, что условие L(σt) ∼ L(t) (t → ∞)
выполняется для всех σ > 0 .
Если α ∈ (0, 1) , тогда согласно уравнениям (2.25) и (2.44) имеем µs ∼
qΓ(1 − α)/(2αs1−α) ( s → 0 ) и, связывая h(t) с µ(t) , непосредственно из
тауберовой теоремы получаем
µ(t) ∼ q
2α
t−α (2.47)
при t → ∞ . Поскольку при α = 1 и s → 0 имеет место соотношение
µs ∼ (q/2) ln(1/s) , то тауберова теорема не применима к µ(t) . Тем не ме-
нее, она может быть использована в отношении функции h(t) =
∫ t
0 dt
′µ(t′) ,
чье преобразование Лапласа дается выражением hs = µs/s . Из этого сле-
дует, что h(t) ∼ (q/2) ln t при t → ∞ и, так как µ(t) = dh(t)/dt , мы убеж-
даемся, что и случай α = 1 также описывается асимптотичекой формулой
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(2.47). Аналогично, вводя вспомогательнуюфункцию h(t) = τ¯ /2−∫ t0 dt′µ(t′)
и используя соотношение µ(t) = −dh(t)/dt , несложно проверить, что эта
формула справедлива для α ∈ (1, 2] . Значит, любая двухуровневая систе-
ма с тяжелыми хвостами распределений времен ожидания в несмещенном
случае демонстрирует медленную (степенную) релаксацию (2.47).
Сверхтяжелые плотности p(τ)
И, наконец, рассмотрим класс сверхтяжелых плотностей вероятности
времен ожидания. Их асимптотическое поведение задается выражением
p(τ) ∼ 1
τ
l(τ) (2.48)
(τ → ∞) . Здесь l(τ)− медленно меняющаяся на бесконечности функция,
которая в связи с условием нормировки подчиняется условию
∫∞
0 dτp(τ) =
1 и стремится к нулю таким образом, что l(τ) = o(1/ ln τ) при τ → ∞ .
Такой класс плотностей вероятности был недавно изучен в связи с явлением
сверхмедленной диффузии в контексте CTRW формализма [25,28–30].
Для нахождения поведения релаксационной функции µ(t) в таких
двухуровневых системах мы для начала представим функцию V (t) =∫∞
t dτp(τ) , которая показывает вероятность того, что время ожидания пре-
высит значение t . Важным аспектом, который следует из формулы (2.48),
является то, что V (t) стремится к нулю при t → ∞ как медленно меняю-
щаяся функция. Этот факт позволяет нам найти асимптотическую формулу
для µ(t) . А именно, поскольку 1 − ps = sVs и Vs ∼ (1/s)V (1/s) (s → 0) ,
то уравнение (2.25) приводит к µs ∼ (1/2s)V (1/s) . Из этого, на основе
тауберовой теоремы, получаем
µ(t) ∼ 1
2
V (t) (2.49)
при t → ∞ . Поскольку условие limt→∞ tρV (t) = ∞ сохраняется для всех
ρ > 0 [78], то µ(t) убывает медленнее, чем любая отрицательная степень
времени. Как следствие, релаксационный процесс с асимптотическим по-
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ведением (2.49) может быть назван сверхмедленным. В частности, если
p(τ) =
ln c
(c+ τ) ln2(c+ τ)
(2.50)
(c > 1) , то вероятность V (t) = ln c/ ln(c + t) и выражение (2.49) дает
µ(t) ∼ ln c/(2 ln t) . Численное моделирование для случая сверхтяжелых
плотностей (см. метод в работе [30]) показывает справедливость аналити-
ческого результата (2.49).
2.3 Выводы к разделу 2
Используя подход CTRW, мы изучили явление релаксации в классе
двухуровневых систем, чьи структурные элементы изменяются согласно ди-
хотомическому процессу. Главным образом наш интерес был сосредоточен
на плотности вероятности разницы времен пребывания системы в верхнем
и нижнем положениях и законе релаксации. Полагая, что распределения
времен ожидания для положений дихотомического процесса произвольны,
мы нашли преобразование Фурье-Лапласа искомой плотности вероятно-
сти и преобразование Лапласа закона релаксации. Эти представления ис-
пользованы для определения плотности вероятности в случае экспоненци-
альных распределений времен ожидания, нахождения интегральных урав-
нений, описывающих смещенную и несмещенную релаксацию, и вычисле-
ния релаксационных законов в некоторых частных случаях. Мы рассмотре-
ли распределения Эрланга для времен ожидания и два класса распределе-
ний, характеризующихся тяжелыми и сверхяжелыми хвостами. Показано,
что в зависимости от плотностей времен ожидания, двухуровневые систе-
мы могут демонстрировать широкий спектр режимов релаксации, включая
экспоненциальный, осциллирующий, медленный и сверхмедленный харак-
тер поведения. Аналитические результаты подтверждены численным моде-
лированием.
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3 ВЛИЯНИЕ ИНДУКЦИОННЫХ ТОКОВ ПРОВОДИМОСТИ НА
ДИНАМИКУ НАМАГНИЧЕННОСТИ В ОДНОДОМЕННЫХ
НАНОЧАСТИЦАХМЕТАЛЛИЧЕСКИХ ФЕРРОМАГНЕТИКОВ
Хорошо известно, что если размер ферромагнитной частицы меньше
критического (верхний предел критического размера имеет порядок 102 нм),
тогда однородное распределение намагниченности является энергетически
выгодным [99]. Такие частицы имеют уникальные физические свойства и
обладают высоким потенциалом применения, например, в микроэлектрони-
ке [80–82], спинтронике [83, 84] и биомедицине [85–88]. Динамика вектора
намагниченности в таких наночастицах хорошо описывается феноменоло-
гическим уравнением Ландау-Лифшица-Гильберта (ЛЛГ) [89, 90], в кото-
ром влияние внутренних и внешних факторов учитывается с помощью эф-
фективного магнитного поля. В наночастицах проводящих ферромагнети-
ков эффективное поле содержит также магнитное поле вихревых токов, ко-
торые индуцируются переменным во времени внешним магнитным полем и
движением намагниченности. Хотя обычно этим полем пренебрегают, его
влияние на динамику намагниченности наночастиц, размеры которых близ-
ки к критическим, может быть значительным.
Насколько нам известно, количественный анализ этого влияния впер-
вые проведен в работе [91]. Авторы данной работы получили эффективное
уравнение ЛЛГ (то есть замкнутое уравнение ЛЛГ, которое описывает ди-
намику намагниченности в наночастицах проводящих ферромагнетиков) в
приближении, когда среднее магнитное поле вихревых токов индуцируемых
движением намагниченности аппроксимируется его значением в центре на-
ночастицы. Поскольку вихревые токи в наночастице распределены очень
неоднородно, такое приближение является достаточно грубым. Что касает-
ся вихревых токов индуцируемых внешним полем, их роль даже не обсуж-
далась.
Таким образом, проблема нахождения эффективного уравнения ЛЛГ
для описания динамики намагниченности в однодоменных наночастицах
проводящих ферромагнетиков остается открытой. В данной работе указан-
ная проблема полностью решена путем решения уравнений Максвелла в
квазистатическом приближении. Найденное эффективное уравнение ЛЛГ
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использовано для изучения эффектов прецессионного переключения на-
магниченности наночастиц и резонансного поглощение магнитной энергии в
системах наночастиц, направление легких осей которых распределены рав-
номерно.
3.1 Вывод эффективного уравнения Ландау-Лифшица-
Гильберта для металлических наночастиц
3.1.1 Модель и базовые уравнения
В данной работе рассматривается однодоменная ферромагнитная ча-
стица радиусом a , которая характеризуется электропроводностью σ и маг-
нитной проницаемостью µ1 . Также предполагается, что частица электриче-
ски нейтральна и встроена в диэлектрическую матрицу, чья магнитная вос-
приимчивость равна µ2 , а начало декартовых координат находится в центре
частицы.
z
y
x
a
μ ε,2
μ σ,1
Рисунок 3.1 – Модель сферической однодоменной частицы радиусом a ,
проводимостью σ и магнитной проницаемостью µ1 . Частица встроена в
диэлектрическую матрицу с магнитной проницаемостью µ2 и диэлектриче-
ской проницаемостью ε .
Если обменная энергия между соседними спинами значительно превы-
шает их магнитную энергию, тогда намагниченность частицы M = M(t)
изменяется со временем таким образом, что |M| = M = const . В этом
случае динамика вектора намагниченности может быть описана уравнением
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ЛЛГ [90]
M˙ = −γM×Heff + α
M
M× M˙, (3.1)
где M˙ = dM/dt , Heff – суммарное эффективное магнитное поле, кото-
рое действует на вектор намагниченности, γ(> 0) – гиромагнитное отно-
шение, α(> 0) – параметр затухания Гильберта, а знаком × обозначается
векторное произведение. Поскольку частица является электропроводящей,
суммарное эффективное поле удобно представить в виде суммы двух сла-
гаемых: Heff = Heff + H , где Heff = −(1/V )∂W/∂M – эффективное маг-
нитное поле при σ = 0 , и H = (1/V )
∫
V Hdr – усредненное (по объему
частицы V = 4pia3/3 ) магнитное поле вихревых токов. В частности, если
частица является одноосной, тогда
Heff =
Ha
M
(M · ea)ea +H(0)1 . (3.2)
Здесь Ha – поле магнитной анизотропии, ea – единичный вектор, направ-
ленный вдоль оси анизотропии, точка между векторами означает скалярное
произведение, H(0)1 – магнитное поле внутри частицы. Решая магнитоста-
тические уравнения для заданной геометрии [92], несложно показать, что
H
(0)
1 = κH0 −
4piκ
3µ2
M, (3.3)
где
κ =
3µ2
µ1 + 2µ2
. (3.4)
Первое слагаемое в правой части (3.3) — однородное магнитное поле, ко-
торое индуцируется внешним магнитным полем H0 = H0(t) , а второе сла-
гаемое представляет собой поле размагничивания, которое вызывается на-
магниченностью.
Важной особенностью уравнения (3.1) является его незамкнутость.
Это объясняется тем, что магнитное поле H = H(r, t) вихревых токов за-
висит от намагниченности M . Поэтому в случае, когда частица является
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электропроводящей, уравнение (3.1) должно быть дополнено уравнения-
ми Максвелла. В квазистатическом приближении эти уравнения (в системе
СГС) могут быть записаны в следующем виде:
∇× El = −1
c
∂
∂t
Bl, ∇ · El = 0, (3.5a)
∇×Hl = 4piσl
c
El, ∇ ·Hl = 0. (3.5b)
Здесь El = El(r, t) – индуцируемое электрическое поле, индексы l = 1
и l = 2 обозначают соответствующие величины внутри ( r = |r| < a )
и вне ( r > a ) частицы, σl = σδ1l , δ1l – дельта Кронекера, c – ско-
рость света в вакууме, ∇× – ротор, ∇· – дивергенция, Bl = Bl(r, t) –
магнитная индукция. Согласно BaTo, в магнитостатическом приближении
B1 = µ1H
(0)
1 + 4piM и B2 = µ2H
(0)
2 , где
H
(0)
2 = H0 −
m(0)
r3
+
3(m(0) · r)r
r5
(3.6)
представляет магнитное поле вне частицы, а
m(0) =
a3κ
3µ2
[(µ1 − µ2)H0 + 4piM] (3.7)
– магнитный момент частицы, вызванный внешним магнитным полем и на-
магниченностью. Отметим также, что тангенциальные и нормальные ком-
поненты векторов El и Hl (обозначаемые индексами τ и n соответствен-
но) должны удовлетворять следующим граничным условиям:
E1τ = E2τ , E2n = 0, (3.8a)
H1τ = H2τ , µ1H1n = µ2H2n. (3.8b)
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3.1.2 Решение уравнений Максвелла для индукционного электриче-
ского поля
Согласно (3.3) магнитная индукция B1 в магнитостатическом прибли-
жении имеет следующий вид:
B1 = κ
(
µ1H0 +
8pi
3
M
)
. (3.9)
Так как B1 не зависит от r , электрическое поле E1 можна представить в
виде E1 = a(t)× r . Используя первое уравнение в (3.5a), получим
E1 = − κ
2c
(
µ1H˙0 +
8pi
3
M˙
)
× r. (3.10)
Именно это электрическое поле порождает вихревые токи плотностью J =
σE1 внутри частицы.
Аналогично, использовав уравнения (3.6) и (3.7), для магнитной индук-
ции вокруг частицы находим
B2 = µ2H0 − (µ1 − µ2)κV
4pir5
[r2H0 − 3(H0 · r)r]− κV
r5
[r2M− 3(M · r)r].(3.11)
В соответствии с этой формулой индуцируемое электрическое поле можна
искать в виде
E2 = [u(r)H˙0 + v(r)M˙]× r, (3.12)
где функции u(r) и v(r) подлежат определению. Принимая во внимание,
что
∇× E2 = [ru′(r) + 2u(r)]H˙0 − u
′(r)
r
(H˙0 · r)r
+[rv′(r) + 2v(r)]M˙− v
′(r)
r
(M˙ · r)r (3.13)
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и ∇× E2 = −(1/c)B˙2 , с помощью (3.11) находим уравнения для u(r)
ru′(r) + 2u(r) = −µ2
c
+
(µ1 − µ2)κV
4picr3
,
u′(r) =
3(µ1 − µ2)κV
4picr4
(3.14)
и для v(r)
rv′(r) + 2v(r) =
κV
cr3
, v′(r) =
3κV
cr4
(3.15)
(штрих означает производную по r ). Подставив в (3.12) функции
u(r) = −µ2
2c
− (µ1 − µ2)κV
4picr3
, v(r) = −κV
cr3
, (3.16)
которые являются решениями уравнений (3.14) и (3.15), находим индуциро-
ванное электрическое поле вокруг частицы
E2 = − κ
2c
[(µ2
κ
+
(µ1 − µ2)V
2pir3
)
H˙0 +
2V
r3
M˙
]
× r. (3.17)
Отметим также, что согласно (3.10) и (3.17) граничные условия (3.8a) вы-
полняются автоматически.
3.1.3 Решение уравнений Максвелла для магнитного поля индукци-
онных токов
Согласно уравнениям (3.5a) и (3.10) магнитное поле вихревых токов
можно искать в виде
Hl = fl(r)H˙0 + gl(r)(H˙0 · r)r+ pl(r)M˙+ ql(r)(M˙ · r)r, (3.18)
где функции fl(r) , gl(r) , pl(r) и ql(r) подлежат определению. Поскольку в
этом случае
∇×Hl = −[f ′l (r)/r − gl(r)]H˙0 × r
−[p′l(r)/r − ql(r)]M˙× r (3.19)
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и
∇ ·Hl = [f ′l (r)/r + rg′l(r) + 4gl(r)]H˙0 · r
+[p′l(r)/r + rq
′
l(r) + 4ql(r)]M˙ · r, (3.20)
с первого уравнения в (3.5a) находим
f ′l (r)− rgl(r) =
2piσκµ1
c2
rδ1l,
p′l(r)− rql(r) =
16pi2σκ
3c2
rδ1l (3.21)
а со второго
f ′l (r) + r
2g′l(r) + 4rgl(r) = 0,
p′l(r) + r
2q′l(r) + 4rql(r) = 0. (3.22)
Принимая во внимание, что |H1| <∞ , из уравнений (3.21) и (3.22) при
l = 1 получаем
f1(r) = φ− 2r2g1(r), g1(r) = − 3τσ
2κa2
,
p1(r) = ψ − 2r2q1(r), q1(r) = − 4piτσ
κµ1a2
, (3.23)
где φ и ψ – константы интегрирования и
τσ =
4piσκ2a2µ1
15c2
(3.24)
– характерный масштаб времени. Аналогично, используя условие |H2| → 0
при r →∞ , уравнения (3.21) и (3.22) при l = 2 дают
f2(r) = − ν
3r3
, g2(r) =
ν
r5
,
p2(r) = − 
3r3
, q2(r) =

r5
. (3.25)
Константы интегрирования φ , ψ , ν и  можна найти из граничных
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условий (3.8b). Действительно, учитывая соотношения H1,2τ = en× (H1,2×
en)|r=a и H1,2n = H1,2 · en|r=a (en = r/r ), эти граничные условия можна
привести к виду
φ+
ν
3a3
= −3τσ
κ
, ψ +

3a3
= −4piτσ
κµ1
,
φ− 2µ2ν
3µ1a3
= −3τσ
2κ
, ψ − 2µ2
3µ1a3
= −4piτσ
κµ1
, (3.26)
откуда находим
φ = −
(
1 +
3
2κ
)
τσ, ν = −3µ1
2µ2
a3τσ,
ψ = − 8pi
3µ1
(
1 +
3
2κ
)
τσ,  = −4pi
µ2
a3τσ. (3.27)
Таким образом, на основании полученных выше результатов находим
магнитное поле вихревых токов внутри частицы
H1 =
µ2
κµ1
[(
3 + 2κ− 6r
2
a2
)m
a3
+
3
a5
(m · r)r
]
(3.28)
и вне частицы
H2 = −m
r3
+
3
r5
(m · r)r, (3.29)
где
m = −a
3τσ
2µ2
(
µ1H˙0 +
8pi
3
M˙
)
(3.30)
– магнитный момент частицы, порожденный вихревыми токами. В качестве
иллюстрации на Рис. 3.2 показаны силовые линии индукционного электри-
ческого поля и силовые линии магнитного поля вихревых токов.
3.1.4 Эффективное уравнение Ландау-Лифшица-Гильберта
Наконец, используя формулу (3.28), можно рассчитать усредненное
магнитное поле вихревых токов, H = (1/V )
∫
V H1dr , входящее в суммар-
81
E
H
m
Рисунок 3.2 – Силовые линии электрического и магнитного полей при
µ1 = µ2 = 1 . Поскольку в соответствии с (3.10) и (3.30) E1 =
(κµ2/ca
3τσ)m× r , силовые линии индукционного электрического поля цир-
кулярны и лежат в плоскостях, перпендикулярных вектору m . Силовые ли-
нии магнитного поля вихревых токов H , которые показаны только в плос-
кости рисунка, определяются формулами (3.28) и (3.29).
ное эффективное поле Heff . Принимая во внимание, что
1
V
∫
V
r2dr =
3a2
5
,
1
V
∫
V
(m · r)rdr = a
2
5
m,
получим H = (2µ2/µ1a3)m и, учитывая (3.30),
Heff = Heff − τσH˙0 − 8piτσ
3µ1
M˙. (3.31)
Отсюда, подставив (3.31) в (3.1), находим эффективное уравнение ЛЛГ [93,
94]
M˙ = −γM× (Heff − τσH˙0) + α + ασ
M
M× M˙, (3.32)
где
ασ =
8piγMτσ
3µ1
. (3.33)
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Таким образом, динамика намагниченности в наночастицах проводя-
щих ферромагнетиков может быть описана замкнутым уравнением ЛЛГ
(3.32). В этом уравнении эффекты, обусловленные проводимостью частицы
описываются двумя слагаемыми. Первое, −τσH˙0 , может рассматриваться
как дополнительное внешнее магнитное поле, а второе, ασ , – как допол-
нительный параметр затухания. Оба эти слагаемые появляются вследствие
протекания вихревых токов внутри частицы. Отметим также, что первое
слагаемое, которым в большинстве случаев можно пренебречь, обусловле-
но вихревыми токами, вызванными изменением внешнего магнитного поля,
а второе слагаемое обусловлено вихревыми токами, вызванными изменени-
ем направления вектора намагниченности частицы.
3.2 Влияние индукционных электрических токов на магнитные
свойства наночастиц
В этом разделе необходимость учета проводимости наночастиц и дей-
ственность эффективного уравнения ЛЛГ (3.32) продемонстрированы на
примере двух динамических эффектов. Первый заключается в прецесси-
онном переключении намагниченности (изменении направления намагни-
ченности на противоположный) в одноосных наночастицах под действием
импульса магнитного поля, величина которого значительно меньше поля
анизотропии. Второй заключается в резонансной зависимости поглощенной
энергии от частоты переменного магнитного поля в системах наночастиц с
равномерным распределением направлений их осей легкого намагничива-
ния.
3.2.1 Прецессионное переключение намагниченности в металличе-
ских наночастицах
В случае, когда ось анизотропии направлена вдоль оси z , ea = ez , а
импульс внешнего магнитного поля – вдоль оси x , H0 = H0(t)ex , для эф-
фективного магнитного поля, действующего на намагниченность частицы,
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получаем
Heff =
Ha
M
(M · ez)ez + H0(t)ex, (3.34)
где
H0(t) = Himp

t/τ1, 0 6 t < τ2
1, τ1 6 t < τ1 + τ2
(τ − t)/τ3, τ1 + τ2 6 t < τ
0, t > τ = τ1 + τ2 + τ3
(3.35)
– импульсное магнитное поле. Далее, вводя безразмерные величины M˜ =
M/M (|M˜| = 1 , M˜z = M · ez) , h˜ = H0/Ha , h˜imp = Himp/Ha , t˜ = γHat ,
τ˜σ = γHaτσ и τ˜n = γHaτn (n = 1, 2, 3) , эффективное уравнение ЛЛГ (3.32)
перепишем в виде
d
dt˜
M˜ = −M˜×
[
M˜zez + (h˜− τ˜σ d
dt˜
h˜)ex
]
+ (α + ασ)M˜× d
dt˜
M˜. (3.36)
Для наглядности зависимость безразмерного импульсного магнитного поля
h˜ от безразмерного времени t˜ показана на Рис. 3.3.
h
t
τ
τ1 τ2 τ3
h
0
Рисунок 3.3 – Схематическое изображение зависимости импульса безраз-
мерного магнитного поля h˜ от безразмерного времени t˜ ( h˜0 = h˜imp ).
Уравнение (3.36) решено численно методом Рунге-Кутты четвертого
порядка. Параметры, используемые в расчетах, приведены в Таблице 1. Для
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Название Обозначение Значение
Электропроводность частицы σ 1018 c−1
Магнитная проницаемость частицы µ1 1
Магнитная проницаемость внешней среды µ2 1
Радиус частицы a 10−5 см
Параметр затухания Гильберта α 0.01
Скорость света в вакууме c 3 · 1010 см c−1
Гиромагнитное отношение γ 1.76 · 107c−1 Э−1
Намагниченность 4piM 4piM 2 · 104 Гс
Поле магнитной анизотропии Ha 5 · 104 Э
Таблица 1 – Численные значения параметров, используемых для числен-
ного решения уравнения ЛЛГ (3.36).
этих параметров из (3.24) и (3.33) находим τ˜σ = 0.08 (τσ = 9.31 · 10−14
с ) и ασ = 0.02 . Принимаем также, что τ˜1 = τ˜3 = 0.01 , а в начальный
момент времени M˜(0) = (0, 0, 1) . Согласно [95–97], под действием такого
импульса может произойти прецессионное переключение намагниченности
наночастицы. В качестве иллюстрации на Рис. 3.4 показаны характерные
траектории движения намагниченности при отсутствии (а) и при наличии (б)
переключения.
z
y
x
O
z
y
x
O
(a) ( )б
Рисунок 3.4 – Траектории движения намагниченности при отсутствии (а)
и при наличии (б) переключения. В первом случае M˜(∞) = M˜(0) , а во
втором M˜(∞) = −M˜(0) . Длительность импульса τ˜ = 10 , а его амплитуда
h˜imp = 0.5 (а) и h˜imp = 0.55 (б).
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Проведенный анализ показал, что существует такое минимальное зна-
чение амплитуды импульса, min{h˜imp} , что при h˜imp < min{h˜imp} пере-
ключение намагниченности невозможно при любых τ˜ . Если же h˜imp >
min{h˜imp} , тогда переключение возможно только при τ˜ > min{τ˜} , где
min{τ˜} зависит от h˜imp . Условия h˜imp > min{h˜imp} и τ˜ > min{τ˜} необхо-
димы, но не достаточны для переключения, поскольку конечное состояние
намагниченности, (0, 0, 1) или (0, 0,−1) , зависит от величины M˜z в момент
окончания импульса, то есть при t˜ = τ˜ . Диаграммы переключения намаг-
ниченности в плоскости параметров h˜imp и τ˜ показаны на Рис. 3.5 для ди-
электрических (σ = 0 ) и металлических (σ = 1018 с−1 ) наночастиц с одина-
ковыми другими параметрами, приведенными в Таблице 1. Из этого рисун-
ка хорошо видно, что вихревые токи могут качественно изменить диаграмму
переключения и, таким образом, проводимость наночастиц необходимо учи-
тывать для корректного описания явления прецессионного переключения
намагниченности. Отметим также, что хотя влияние безразмерного допол-
нительного магнитного поля τ˜σ(dh˜/dt˜)ex на процесс переключения растет
с уменьшением τ˜1 и τ˜3 , главную роль в качественном изменении диаграм-
мы переключения играет дополнительный параметр затухания Гильберта ασ
электродинамического происхождения.
3.2.2 Влияние проводимости на энергию диссипации в системах на-
ночастиц с равномерным распределением направлений их осей
легкого намагничивания
Используя определение эффективного магнитного поля, мощность
энергетических потерь в одной наночастице, q = −dW/dt , то есть энер-
гию диссипации в единицу времени, можно определить по формуле q =
VHeff ·M˙ . В соответствии с этим энергия Q , диссипируемая в единицу вре-
мени в единице объема системы невзаимодействующих наночастиц (удель-
ная мощность диссипации), записывается как Q = n〈q〉 , где n – концен-
трация наночастиц, а угловые скобки обозначают усреднение по ориентаци-
ям легких осей. Поскольку согласно эффективному уравнению ЛЛГ (3.32)
имеет место простое соотношение Heff ·M˙ = [(α + ασ)/γM] M˙2 (мы прене-
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Рисунок 3.5 – Диаграммы переключения намагниченности для диэлектри-
ческих (области 1 и 3 голубого и темно-коричневого цветов) и проводящих
(области 2 и 3 светло- и темно-коричневого цветов) наночастиц. В областях
3 переключения существует как для диэлектрических, так и для проводящих
наночастиц.
брегаем дополнительным магнитным полем −τσH˙0 ), для удельной мощно-
сти диссипации получаем следующее выражение:
Q =
(α + ασ)nV
γM
〈M˙2〉 (3.37)
Наша цель заключается в том, чтобы найти Q в случае систем од-
ноосных наночастиц, находящихся под действием внешнего циркулярно-
поляризованного магнитного поля
H0 = h cos(ωt)ex + h sin(ωt)ey, (3.38)
и проанализировать влияние вихревых токов на зависимость Q от ампли-
туды h и частоты ω этого поля. В рассматриваемом случае эффективное
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магнитное поле в уравнении ЛЛГ (3.32) имеет вид
Heff =
Ha
M
(M · ea)ea +H0 (3.39)
а направление единичного вектора ea считается случайным и равномерно
распределенным. Поэтому, представив ea как
ea = sin θ0 cosϕ0ex + sin θ0 sinϕ0ey + cos θ0ez (3.40)
( θ0 и ϕ0 – полярный и азимутальных углы вектора ea ), среднее значение
от M˙2 можно определить по формуле
〈M˙2〉 = 1
4pi
∫ 2pi
0
dϕ0
∫ pi
0
dθ0 sin θ0M˙
2 (3.41)
Согласно (3.37), для нахождения энергии диссипации необходимо ре-
шить уравнение ЛЛГ (3.32). Ниже это будет сделано аналитически в случае
малой амплитуды внешнего поля (при h  Ha ) и численно в общем случае
произвольных h . В первом случае решение уравнения (3.32) для наноча-
стицы с произвольным направлением легкой оси можно искать в виде (см.
Рис. 3.6)
M = Mea +m(|m|  M). (3.42)
Поскольку в линейном приближении по m из условия M2 = M2 следует
условие m · ea (то есть m ⊥ ea ), уравнение ЛЛГ для вектора m удоб-
но записать в системе координат x′y′z′ , ось z′ которой направлена вдоль
ea . В этой системе координат mz′ = 0 , а уравнение для mx′ и my′ можно
записать следующим образом:
m˙x′ + (α + ασ)m˙y′ + γHamy′ = −γMh sin(ϕ0 − ωt), (3.43a)
m˙y′ − (α + ασ)m˙x′ − γHamx′ = −γMh cos θ0 cos(ϕ0 − ωt). (3.43b)
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Рисунок 3.6 – Геометрия задачи. Направление легкой оси намагничивания
характеризуется полярным θ0 и азимутальным ϕ0 углами, а циркулярно-
поляризованное магнитное поле H0 лежит в плоскости xy прямоугольной
системы координат xyz .
Устоявшееся решение системы уравнений (3.43) будем искать в виде
mx′ = a sin(ϕ0 − ωt) + b cos(ϕ0 − ωt), (3.44a)
my′ = c sin(ϕ0 − ωt) + d cos(ϕ0 − ωt). (3.44b)
Подставив (3.44) в (3.43), нетрудно получить и решить систему уравнений
относительно параметров a, b, c и d :
a = −γMαωh
[
ω2r cos θ0 + 2ωrω + ω
2(1 + α2) cos θ0
]
ω4r − 2ω2rω2(1− α2)− ω4(1 + α2)2
, (3.45a)
b =
γMh
[
ω3r cos θ0 + ω
2
rω − ω2(1− α2) cos θ0 − ω3(1 + α2)
]
ω4r − 2ω2rω2(1− α2)− ω4(1 + α2)2
, (3.45b)
c = −γMh
[
ω3r + ω
2
rω cos θ0 − ω2(1− α2)− ω3(1 + α2) cos θ0
]
ω4r − 2ω2rω2(1− α2)− ω4(1 + α2)2
, (3.45c)
d = −γMαωh
[
ω2r + 2ωrω cos θ0 + ω
2(1 + α2)
]
ω4r − 2ω2rω2(1− α2)− ω4(1 + α2)2
, (3.45d)
где ωr = γHa – частота ферромагнитного резонанса.
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Принимая во внимание, что согласно (3.44) имеет место соотношение
M˙2 = ω2
[
(a2 + c2) cos2(ϕ0 − ωt) + (b2 + d2) sin2(ϕ0 − ωt)− (ab+ cd) sin(2ϕ0 − 2ωt)
]
,
(3.46)
из выражения (3.41) получаем
〈M˙2〉 = ω
2
4
∫ pi
0
(a2 + b2 + c2 + d2)dθ0. (3.47)
Отсюда, воспользовавшись выражениями (3.45) и (3.37), находим удель-
ную мощность диссипации в системе хаотически ориентированных наноча-
стиц
Q =
2
3
α˜γMnV h2
(1 + α˜2)ω4 + ω2rω
2
(1 + α˜2)2ω4 − 2(1− α˜2)2ω2rω2 + ω4r
, (3.48)
где α˜ = α + ασ . Наконец, вводя безразмерную частоту поля ω˜ = ω/ωr и
безразмерную удельную мощность диссипации Q˜ = Q/(2γMnV h2/3) , на-
ходим
Q˜ = α˜
(1 + α˜2)ω˜4 + ω˜2
(1 + α˜2)2ω˜4 − 2(1− α˜2)ω˜2 + 1 . (3.49)
Отметим, что если α˜ 1 , тогда max{Q} = Q|w˜=1 = 1/(2α˜) .
Для проверки теоретического результата (3.49) эффективное уравне-
ние ЛЛГ (3.32) было решено численно при условии, что ϕ0 = 0 , а угол θ0
равен одному из углов θ(i)0 (i = 1, N) , равномерно распределенных в интер-
вале (0, pi) . Рассчитывая 〈M˙2〉 по формуле 〈M˙2〉 = (1/N)∑Ni=1 M˙2|θ0=θ(1)0
(используются параметры из Таблицы 1, а также h˜ = h/Ha = 10−3 и
N = 102 ), были найдены значения Q˜ для разных ω˜ . Как видно из Рис. 3.7,
формула (3.49) полностью согласуются с численными данными. С ростом
безразмерной амплитуды поля h˜ в динамике намагниченности начинают
проявляться нелинейные эффекты и, как следствие, зависимость Q˜ от ω˜
может существенно измениться (напомним, что формула (3.49) не зави-
сит от h˜ ). Для иллюстрации на Рис. 3.8 показана такая зависимость при
h˜ = 0.3 . Дополнительные локальные максимумы, расположенные в окрест-
90
ности безразмерных частот 1/n (на этом рисунке n = 2, 3 и 4 ), появляются
в результате параметрического резонанса вынужденной прецессии намаг-
ниченности. Сравнивая на этих рисунках зависимости Q˜ от ω˜ для диэлек-
трических и металлических наночастиц, можно сделать вывод, что вихревые
токи в металлических наночастицах существенно влияют на их свойства.
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Рисунок 3.7 – Зависимость безразмерной удельной мощности диссипа-
ции Q˜ от безразмерной частоты ω˜ циркулярно-поляризованного магнит-
ного поля для системы диэлектрических (1) и металлических (2) наночастиц
при h˜ = 10−3 . Сплошные линии соответствуют теоретическому результату
(3.49), а символы – численным результатам.
3.3 Выводы к разделу 3
В данной работе разработана теоретическая модель для описания ди-
намики намагниченности в наночастицах металлических ферромагнетиков.
Модель базируется на совместном решении системы уравнений Максвелла
для электромагнитных полей, индуцируемых внешним переменным магнит-
ным полем и движением намагниченности, и уравнения Ландау-Лифшица-
Гильберта (ЛЛГ) для намагниченности, в котором эффективное магнитное
поле содержит усредненное по объему частицы магнитное поле вихревых
токов. Усредненное поле найдено путем решения уравнений Максвелла в
квазистатическом приближении, и с его помощью выведено замкнутое эф-
фективное уравнение ЛЛГ, описывающее динамику намагниченности в од-
нодоменных наночастицах металлических ферромагнетиков. В рамках этого
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Рисунок 3.8 – Зависимость безразмерной удельной мощности диссипации
Q˜ от безразмерной частоты ω˜ для системы диэлектрических (1) и металли-
ческих (2) наночастиц при h˜ = 0.3 (численные результаты).
уравнения влияние вихревых токов на динамическое поведение намагничен-
ности учитывается двумя дополнительными параметрами, первый из кото-
рых можно интерпретировать как дополнительное внешнее магнитное поле,
а второй – как дополнительный параметр затухания Гильберта электроди-
намического происхождения. Для этих параметров найдены явные анали-
тические выражения и было показано, что в большинстве случаев дополни-
тельным магнитным полем можно пренебречь.
Необходимость учета проводимости наночастиц и действенность эф-
фективного уравнения ЛЛГ продемонстрированы на двух примерах. В пер-
вом рассматривается важный с прикладной точки зрения эффект прецес-
сионного переключения намагниченности наночастицы под действием им-
пульса внешнего магнитного поля. Путем численного решения этого урав-
нения построены диаграммы переключения для диэлектрических и метал-
лических наночастиц и показано, что проводимость может существенно
влиять на их вид. Во втором примере аналитически и численно рассматри-
вается проблема диссипации энергии в системах диэлектрических и метал-
лических наночастиц с равномерным распределением направлений их осей
легкого намагничивания. Показано, в частности, что удельная мощность
диссипации как функция частоты внешнего циркулярно-поляризованного
магнитного поля сильно зависит от проводимости наночастиц.
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4 СТАТИСТИЧЕСКИЕ СВОЙСТВА УРАВНЕНИЯ
ЛАНДАУ-ЛИФШИЦА С БЕЛЫМШУМОМПУАССОНА
В последние годы особый интерес у специалистов, занимающихся ис-
следованием наноматериалов и их физических свойств, вызывают магнит-
ные наночастицы. Такой интерес обусловлен как широким их использова-
нием во многих областях науки и техники, так и перспективами их потенци-
альных применений [80,85,98]. Например, магнитные наночастицы оксидов
железа используют в технологиях разделения отходов, целенаправленной
доставке лекарств, гипотермической обработке раковых клеток и т.д. С дру-
гой стороны, изучение магнитных свойств наноматериалов позволяет зна-
чительно расширить область их применения и эффективно использовать в
средствах магнитной записи информации, сенсорах на эффекте гигантского
магнетосопротивления, магнитных затворах, феррожидкостях и др.
Вследствие внешних и внутренних флуктуаций, которые являются
неотъемлемой частью реальных систем, динамика магнитного момента на-
ночастицы является случайной. Во многих случаях для описания поведе-
ния магнитного момента может быть использовано стохастическое уравне-
ние Ландау-Лифшица, в котором влияние флуктуаций учитывается посред-
ством включения в эффективное магнитное поле дополнительного слагае-
мого с заданными статистическими свойствами. Обычно при изучении роли
тепловых флуктуаций это слагаемое аппроксимируется зависящим от вре-
мени случайным вектором, компонентами которого являются независимые
гауссовские белые шумы. В этом приближении динамика магнитного мо-
мента является марковской, а плотность вероятности какого-либо направ-
ления магнитного момента удовлетворяет дифференциальному уравнению
Фоккера-Планка [61, 99, 100]. В частности, в рамках данного подхода изу-
чены особенности магнитной релаксации в двухмерных ансамблях ферро-
магнитных наночастиц с магнитодипольным взаимодействием [63,64], свой-
ства индуцированной намагниченности систем невзаимодействующих и вза-
имодействующих наночастиц в циркулярно-поляризованном магнитном по-
ле [66, 67, 101], и зависимость среднего времени между последовательными
переориентациями магнитного момента от характеристик этого поля [102].
Благодаря центральной предельной теореме [34] приближение гаус-
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совского белого шума является вполне обоснованным, если соответству-
ющий случайный процесс, порождающий этот шум, можно интерпретиро-
вать как результат большого числа случайных факторов, ни один из кото-
рых не является доминирующим. В противном случае при моделировании
случайной динамики магнитного момента может быть использован подхо-
дящий для описания конкретной ситуации негауссовский белый шум. Из
всего многообразия таких шумов особый интерес представляют белые шу-
мы Леви и Пуассона. Поскольку первый порождается устойчивым процес-
сом Леви, его важность проистекает из обобщенной центральной предель-
ной теоремы, согласно которой только устойчивые распределения имеют
область притяжения [103]. С другой стороны, белый шум Пуассона, пред-
ставляющий собой случайную последовательность дельта-импульсов, рас-
пределенных по закону Пуассона, является удобной моделью для описания
динамики систем, включая динамику магнитных моментов наночастиц, под-
верженных сильным, но кратковременным воздействиям.
В данном разделе будет получено уравнение для плотности вероятности
магнитного момента однодоменной наночастицы, находящейся в случайном
магнитном поле, компоненты которого имеют характеристики белого шума
Пуассона. Поскольку динамика магнитного момента оказывается довольно
сложной, для решения этой проблемы будет использовано модифицирован-
ное уравнение Ландау-Лифшица.
4.1 Модифицированное уравнение Ландау-Лифшица
Мы рассматриваем простейшую модель однодоменной ферромагнит-
ной наночастицы, которая характеризуется магнитным моментом m = m(t)
с |m| = m = const . В этом случае случайная динамика вектора m может
быть описана стохастическим уравнением Ландау-Лифшица
dm
dt
= −γm× (Heff + h)− αγ
m
m× (m×Heff), (4.1)
где γ (>0) – гиромагнитное отношение, α (>0) – параметр затухания, знак
× обозначает векторное произведение, Heff = −∂W/∂m – эффективное
магнитное поле, которое действует на магнитный момент, W – магнитная
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энергия наночастицы, и h = h(t) – случайное магнитное поле. Вводя без-
размерные время τ = γH0t и энергию E = W/(mH0) (H0 – характер-
ное магнитное поле, в качестве которого можно выбрать поле анизотропии),
уравнение (4.1) в сферических координатах сводится к системе двух урав-
нений
θ˙ = f1 + ψ1, ϕ˙ = f2 +
1
sin θ
ψ2 (4.2)
для полярного θ = θ(t) и азимутального ϕ = ϕ(t) углов вектора m . Здесь
точка над θ и ϕ обозначает дифференцирование по безразмерному време-
ни,
f1 = f1(θ, ϕ, t) = −
(
α
∂
∂θ
+
1
sin θ
∂
∂ϕ
)
E,
f2 = f2(θ, ϕ, t) =
1
sin θ
(
∂
∂θ
− α
sin θ
∂
∂ϕ
)
E,
(4.3)
а величины ψ1,2 = ψ1,2(θ, ϕ, τ) выражаются через безразмерные компонен-
ты gκ = hκ(τ)/H0 (κ = x, y, z ) случайного магнитного поля h следующим
образом:
ψ1 = − sinϕ gx + cosϕ gy,
ψ2 = sin θ gz − cos θ(cosϕ gx + sinϕ gy).
(4.4)
В дальнейшем мы будем аппроксимировать компоненты gκ белыми
шумами с заданными статистическими характеристиками. Поскольку, со-
гласно (4.4), эти шумы являются мультипликативными, система стохасти-
ческих уравнений (4.2) должна быть тщательно определена. Для этой цели
мы перепишем (4.2) в дифференциальной форме и воспользуемся интерпре-
тацией Ито [104] (см. также [61,100]) этой системы. В результате получаем
dθ = f1dτ + dη1, dϕ = f2dτ +
1
sin θ
η2, (4.5)
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где
dη1 = − sinϕdζx + cosϕdζy,
dη2 = sin θ dζz − cos θ(cosϕdζx + sinϕdζy)
(4.6)
и dζκ = dζκ(τ) =
∫ τ+dτ
τ dτ
′gκ(τ ′) c τ = kdτ (k = 1, 2, . . . ). Отно-
сительно случайных функций dζκ(τ) предполагается, что при разных κ
и/или k они независимы, одинаково распределены и имеют нулевые сред-
ние значения. Это означает, что должны выполняться условия 〈dζκ(τ)〉 = 0 ,
〈dζκ(τ)dζκ′(τ ′)〉 = 0 (κ 6= κ′ и/или τ 6= τ ′ ) и 〈[dζx(τ)]2〉 = 〈[dζy(τ)]2〉 =
〈[dζz(τ)]2〉 , где угловые скобки обозначают усреднение по реализациям слу-
чайных функций dζκ(τ) .
Используя эти средние и формулы (4.6), можно показать, что
〈dηp(τ)〉 = 0 (p = 1, 2 ), 〈dηp(τ)dηp′(τ ′)〉 = 0 (p 6= p′ и/или τ 6= τ ′ )
и 〈[dηp(τ)]2〉 = 〈[dζx(τ)]2〉 . Таким образом, случайные функции dζκ(τ) и
dηp(τ) имеют нулевые средние значения и одинаковые корреляционные
функции. В связи с этим представляется целесообразным рассмотреть мо-
дифицированную систему уравнений (4.5), в которой приращения dηp по-
рождаются белыми шумами ζκ(τ) , имеющими те же статистические харак-
теристики, что и gκ(τ) . Другими словами, мы представляем dηp в виде
dηp =
∫ τ+dτ
τ
dτ ′ξp(τ ′) (4.7)
и полагаем, что независимые шумы ξ1(τ) и ξ2(τ) имеют те же статистиче-
ские свойства, что gx(τ) . Во избежание недоразумений сразу отметим, что
в статистическом смысле система уравнений (4.5) с dηp из (4.6) не эквива-
лентна этой же системе с dηp из (4.7). Причина очевидна – в первом случае
приращения dηp зависят от углов θ и ϕ , тогда как во втором случае такой
зависимости нет. Тем не менее, изучение статистических свойств магнитного
момента в рамках модифицированного уравнения Ландау-Лифшица вполне
оправданно, поскольку, с одной стороны, влияние негауссовских белых шу-
мов на динамику m ранее не рассматривалось, а с другой – модифициро-
ванное уравнение проще исходного.
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Рассмотрим важный с точки зрения приложений случай, когда белый
шум ξ(τ) (для упрощения обозначений мы опускаем индекс p ) является
пуассоновским, т.е.,
ξ(τ) =
n(τ)∑
i=1
ziδ(τ − τi). (4.8)
Здесь zi – независимые случайные величины, распределенные на интерва-
ле (−∞,+∞) с некоторой плотностью вероятности q(z) и имеющие нуле-
вые средние значения, δ(τ) – дельта-функция Дирака, τi – моменты по-
явления дельта-импульсов, и n(τ) – пуассоновский процесс, характери-
зующийся вероятностью P (n(τ) = n) = (ντ)ne−ντ/n! (параметр ν обо-
значает интенсивность процесса) того, что произошло n(τ) ≥ 0 дельта-
импульсов на временном интервале (0, τ ] . Используя (4.7) и (4.8), можно
показать [105], что плотность вероятности p(µ; dτ) = 〈δ(µ − dη)〉 того, что
за время dτ произойдет скачок, величина которого dη =
∫ τ+dτ
τ dτ
′ξ(τ ′) рав-
на µ , дается выражением
p(µ; dτ) = (1− νdτ)δ(µ) + νdτq(µ). (4.9)
Поскольку вероятность 1 − ∫ z0−z0 dzq(z) значений z с |z| > z0 ( z0 –
произвольный положительный параметр) в общем случае отлична от нуля,
направление вектора m в моменты появления дельта-импульсов изменяет-
ся скачкообразно. Важно подчеркнуть, что это изменение может происхо-
дить путем многократного вращения магнитного момента. Действительно,
так как dηp ∈ (−∞,∞) и, следовательно, dθ, dϕ ∈ (−∞,∞) , а θ(τ) ∈ [0, pi]
и ϕ(τ) ∈ [0, 2pi) , из условия m(θ(τ + dτ), ϕ(τ + dτ)) = m(θ(τ) + dθ), ϕ(τ) +
dϕ) можно получить следующие соотношения:
θ(τ + dτ) = θ(τ) + dθ − 2pin,
ϕ(τ + dτ) = ϕ(τ) + dϕ− 2pim
(4.10)
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и
θ(τ + dτ) = −θ(τ)− dθ − 2pin,
ϕ(τ + dτ) = ϕ(τ) + dϕ− 2pim− pi.
(4.11)
Здесь, n и m – целые числа, которые при заданных dθ и dϕ определяют
число и направление оборотов вектора m в соответствующих плоскостях.
Таким образом, система уравнений (4.5) с белым шумом Пуассона те-
перь полностью определена, и мы в состоянии найти отвечающее ей обоб-
щенное уравнение Фоккера-Планка
4.2 Обобщенное уравнение Фоккера-Планка
Определяем плотность вероятности P = P (θ, ϕ, τ) того, что θ(τ) = θ
и ϕ(τ) = ϕ , стандартным образом
P = 〈δ(θ − θ(τ))δ(ϕ− ϕ(τ))〉, (4.12)
где угловые скобки можно интерпретировать как усреднение по реализаци-
ям случайных функций θ(τ) и ϕ(τ) . Используя соотношения (4.10) и (4.11),
плотность вероятности в момент времени τ+dτ , P˜ = P (θ, ϕ, τ+dτ) , может
быть представлена в виде
P˜ =
∑
n,m〈δ(θ − θ(τ)− dθ + 2pin)δ(ϕ− ϕ(τ)− dϕ+ 2pim)
+δ(θ + θ(τ) + dθ + 2pin)δ(ϕ− ϕ(τ)− dϕ+ 2pim+ pi)〉.
(4.13)
Важно отметить, что усреднение в (4.13) производится по реализациям слу-
чайных функций θ(τ + dτ) и ϕ(τ + dτ) . Принимая во внимание независи-
мость случайных величин dηp от θ(τ) и ϕ(τ) , это усреднение удобно осу-
ществить в два этапа. На первом следует провести усреднение по значениям
случайных величин dηp , а затем результат усреднить по реализациям θ(τ)
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и ϕ(τ) . С учетом уравнений (4.5) это дает
P˜ =
∑
n,m
∫ pi
0 dθ
′ ∫ 2pi
0 dϕ
′P (θ′, ϕ′, τ)
∫ ∫∞
−∞ dµ1dµ2p(µ1; dτ)p(µ2; dτ)
×[δ(θ − θ′ − f ′1dτ − µ1 + 2pin)δ(ϕ− ϕ′ − f ′2dτ − µ2/ sin θ′ + 2pim)
+δ(θ + θ′ + f ′1dτ + µ1 + 2pin)δ(ϕ− ϕ′ − f ′2dτ − µ2/ sin θ′ + 2pim+ pi)],
(4.14)
где f ′1,2 = f1,2(θ
′, ϕ′, τ) .
Теперь, используя (4.13) и (4.14), найдем производную ∂P/∂τ =
limdτ→0(P˜ −P )/dτ . Для этого в формуле (4.14) достаточно учесть лишь ли-
нейные по dτ слагаемые. Записав в этом приближении
p(µ1; dτ)p(µ2; dτ) = (1− 2νdτ)δ(µ1)δ(µ2)
+νdτδ(µ1)q(µ2) + νdτδ(µ2)q(µ1),
(4.15)
и воспользовавшись свойствами дельта-функции, после ряда преобразова-
ний получаем искомое обобщенное уравнение Фоккера-Планка
∂
∂τ
P = − ∂
∂θ
(f1P )− ∂
∂ϕ
(f2P )− 2νP + ν sin θ
∫ 2pi
0
dϕ′P (θ, ϕ′, τ)
×
∑
m
q([ϕ− ϕ′ + 2pim] sin θ) + ν
∫ pi
0
dθ′P (θ′, ϕ, τ)
∑
n
q(θ − θ′ + 2pin)
+ν
∫ pi
0
dθ′[P (θ′, ϕ+ pi, τ)|ϕ<pi + P (θ′, ϕ− pi, τ)|ϕ>pi]
∑
n
q(−θ − θ′ + 2pin).
(4.16)
Это уравнение, в отличие от обыкновенного уравнения Фоккера-Планка,
является интегро-дифференциальным, что обусловлено скачкообразным
характером изменения направления вектора магнитного момента под дей-
ствиемшумаПуассона. Как обычно, решение уравнения (4.16) должно быть
нормировано,
∫ pi
0 dθ
∫ 2pi
0 dϕP (θ, ϕ, τ) = 1 , и удовлетворять некоторому на-
чальному условию P (θ, ϕ, 0) = P0(θ, ϕ) .
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4.3 Анализ обобщенного уравнения Фоккера-Планка
Рассмотрим некоторые свойства решений обобщенного уравнения
Фоккера-Планка (4.16). Прежде всего отметим, что плотность вероятно-
сти P (θ, ϕ, τ) является неотрицательной функцией. Это следует непосред-
ственно из определения (4.12) и свойств дельта-функции. Из этого же опре-
деления следует и условие нормировки
∫ pi
0 dθ
∫ 2pi
0 dϕP (θ, ϕ, τ) = 1 . Однако,
чтобы дополнительно проверить корректность уравнения (4.16), целесооб-
разно также показать, что это уравнение сохраняет нормировку. С этой це-
лью проинтегрируем обе его части по всем допустимым значениям углов θ и
ϕ . Тогда, меняя порядок следования операций дифференцирования и инте-
грирования и учитывая условие нормировки, легко видеть, что левая часть
равна нулю. Аналогично, преобразуя правую часть с учетом того факта, что
функции P и f1,2 периодичны по переменной ϕ с периодом 2pi , нетрудно
убедиться, что если ∫ 2pi
0
dϕ[(f1P )|θ=pi − (f1P )|θ=0] = 0, (4.17)
тогда проинтегрированное уравнение (4.16) принимает вид 0 = 0 . Таким
образом, уравнение (4.16) при выполнении условия (4.17) сохраняет нор-
мировку P .
Рассмотрим теперь простейший случай свободного магнитного момен-
та, взаимодействующего лишь с пуассоновским шумом. В этом случае f1 =
f2 = 0 , и стационарное решение уравнения (4.16), Pst = limτ→∞ P (θ, ϕ, τ) ,
можно искать в виде Pst = F (θ) . Согласно (4.16), функция F (θ) удовле-
творяет уравнению
2F (θ) = F (θ) sin θ
∫ 2pi
0
dϕ′
∑
m
q([ϕ− ϕ′ + 2pim] sin θ)
+
∫ pi
0
dθ′F (θ′)
∑
n
[q(θ − θ′ + 2pin) + q(−θ − θ′ + 2pin)],
(4.18)
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которое с учетом соотношения∫ 2pi
0
dϕ′
∑
m
q([ϕ− ϕ′ + 2pim] sin θ) = 1
sin θ
(4.19)
сводится к виду
F (θ) =
∫ pi
0
dθ′F (θ′)
∑
n
[q(θ − θ′ + 2pin) + q(−θ − θ′ + 2pin)]. (4.20)
Используя соотношение
∑
n
∫ pi
0
dθ[q(θ − θ′ + 2pin) + q(−θ − θ′ + 2pin)] =
∫ ∞
−∞
dzq(z) = 1, (4.21)
можно легко проверить, что интегральное уравнение (4.20) совместимо с
условием нормировки 2pi
∫ pi
0 dθF (θ) = 1 стационарной плотности вероят-
ности F (θ) . Интересно также отметить, что решение уравнения (4.20) не
описывает равномерное распределение магнитного момента, как можно бы-
ло бы ожидать из физических соображений. Действительно, в случае рав-
номерного распределения имело бы место представление F (θ) = sin θ/4pi .
Однако эта функция не является решением уравнения (4.20), поскольку при
θ = 0 его левая часть равна нулю, а правая – нет. Тот факт, что плот-
ность вероятности F (θ) = sin θ/4pi , отвечающая равномерному распреде-
лению магнитного момента, не является решением стационарного уравне-
ния (4.20), проистекает от использования интерпретации Ито исходной си-
стемы стохастических уравнений (4.2). Отметим в этой связи, что аналогич-
ная ситуация – несовпадение стационарных решений уравнения Фоккера-
Планка при различных интерпретациях уравнения Ланжевена с мультипли-
кативным шумом– имеет место и в простейшем случае гауссовского белого
шума [100].
4.4 Выводы к разделу 4
В рамках модифицированного уравнения Ландау-Лифшица впервые
рассмотрена стохастическая динамика магнитного момента наночастицы,
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индуцированная белым шумом Пуассона. Используя интерпретацию Ито
стохастических уравнений и скачкообразное изменение направления маг-
нитного момента, выведено обобщенное уравнение Фоккера-Планка для
плотности вероятности его ориентации. Анализ этого уравнения, основ-
ной особенностью которого является его интегральный характер, показал,
что изменение плотности вероятности происходит с сохранением ее нор-
мировки. Установлено также, что вследствие использования интерпретации
Ито уравнения Ландау-Лифшица, стационарное распределение свободного
магнитного момента не является равномерным.
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5 МОДЕЛИРОВАНИЕ СВОЙСТВ ФЕРРОРИЖИДКОСТЕЙ С
ПОМОЩЬЮУСОВЕРШЕНСТВОВАННОГОМЕТОДА
МОЛЕКУЛЯРНОЙ ДИНАМИКИ
Дисперсные структуры, представляющие собой ансамбль ферромаг-
нитных наночастиц, взвешенных в жидкости, называются ферромагнитны-
ми жидкостями или феррожидкостями [106]. Такие системы сочетают в себе
одновременно свойства жидкости (вязкость, текучесть, поверхностное на-
тяжение) и свойства ферромагнетика (внутреннее магнитное поле, большая
магнитная проницаемость, управляемость внешними магнитными полями).
Поэтому ферромагнтные жидкости являются достаточно притягательными
средами с точки зрения самых разнообразных практических применений,
спектр которых простирается от подачи ракетного топлива в условиях неве-
сомости до методов сепарации макромолекул [107], новых методов терапии,
таких как адресная доставка лекарственных препаратов [85], магнитная ги-
пертермия [108].
Описание свойств феррожидкостей как однородных сплошных сред
хорошо развито в рамках предложенной Розензвейгом [106] теории ферро-
гидродинамики. Однако, данное приближение игнорирует возможные кол-
лективные эффекты, обусловленные взаимодействием частиц в жидкости,
не дает возможность исследовать структурные свойства феррожидкости
и характер возможной кластеризации частиц. Данные эффекты особенно
важны для ограниченных объемов феррожидкости. В литературе известен
целый ряд моделей, учитывающих взаимодействие. Общей их особенно-
стью является использование известной теории парамагнитного газа Вей-
еса [109]. В дальнейшем либо проводилось умножение аргумента функции
Ланжевена на феноменологический, отвечающий за взаимодействие мно-
житель [110], либо применялись модификации метода среднего дипольного
поля [111, 112]. Результаты, полученные с помощью указанных приближе-
ний, качественно совпадают с экспериментальными для достаточно разбав-
ленных феррожидкостей. Однако, при больших концентрациях на ее свой-
ства значительно влияет характер упорядочения наночастиц, или так назы-
ваемая структура феррожидкости.
Сложности аналитического описания стимулируют развитие числен-
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ных методов. Наиболее широко для описания равновесных свойств фер-
ромагнитных жидкостей применяется известный метод Монте-Карло [113].
Исходя из простоты его программной реализации, а также сравнительно
невысоких требований к вычислительной мощности, с его помощью прово-
дилось подавляющие большинство численных экспериментов начиная с 80-
х годов [114, 115], до наших дней [116]. В то же время, метод Монте-Карло,
строго говоря, не позволяет рассматривать неравновесные процессы и, кро-
ме того, возникают технические проблемы описания поведения кластеров
в ферромагнитных жидкостях [117], связанные численным описанием воз-
буждения, передающемуся всему кластеру одновременно.
Другой хорошо известный метод численного моделирования - метод
молекулярной динамики [113] - лишен указанных недостатков, однако яв-
ляется более ресурсо-емким. Поэтому, его широкое применение для изу-
чения свойств ферромагнитных жидкостей началось относительно недав-
но: порядка 10 лет назад. Как правило, используют две его разновидности:
метод Броуновской динамики (Brownian Dynamics) [118] и моделирование
уравнения Ланжевена (Langevin Simulation) [119]. В настоящем исследо-
вании используется именно последняя методика, поскольку она имеет более
простую физическую интерпретацию.
Целью данной работы является используя метод молекулярной дина-
мики, решая уравнения Ланжевена для каждой частицы ансамбля, описать
равновесные и структурные свойства ферромагнитных жидкостей, заклю-
ченных в сосуд вытянутой формы.
5.1 Описание модели
В предположении, что жидкий носитель является неподвижным, или
же для описания равновесных свойств феррожидкостей, достаточно за-
дать уравнения движения, а также уравнения динамики магнитного момента
для каждой ферромагнитной частицы из N частиц, образующих ансамбль,
взвешенных в жидкости вязкостью η . Как правило, в реальной ситуации
все частицы изготовлены из одинакового материала и, в первом приближе-
нии, их можно считать однородными с плотностью D и намагниченностью
µ .
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Рассмотрим некоторую ( i-ую) частицу объемом Vi , массой Mi = ViD ,
моментом инерции Ii =
∮
Vi
dV Dr21 ( r1 - расстояние элемента частицы dV
до оси вращения), и магнитным моментом mi = Viµ . Пусть в выбранной
декартовой системе координат положение центра частицы задается радиус-
вектором ri . Частица будет находится в суммарном дипольном поле, со-
здаваемом магнитными моментами других частиц. С учетом внешнего поля
~Hext , результирующее поле, действующее на магнитный момент выбранной
частицы, приобретает вид
~Hi =
N∑
j=1,j 6=i
3~rij(~mj~rij)− ~mj~r 2ij
|~rij|5 +
~Hext, (5.1)
где ~rij = ~ri − ~rj - радиус-вектор, соединяющий центры i-ой и j -ой
частиц. Сила, которую обуславливает поле вида (5.1), будет определяться
как [106]
~F dipi = −µ0(~mi∇) ~Hi, (5.2)
где µ0 = 4pi · 10−7 Гн/м, ∇ = ~ex ∂∂x + ~ey ∂∂y + ~ez ∂∂z .
После выполнения соответствующих процедур дифференцирования,
выражение (5.2) можно переписать в виде
~F dipi =
N∑
j=1,j 6=i
[
3
~rij(~mj ~mi) + ~mi(~mj~rij) + ~mj(~mi~rij)
r5ij
− 15~rij(~mj~rij)(~mi~rij)
r7ij
]
,
(5.3)
Именно дальнодействующая дипольная сила (5.3) задает характер по-
ведения феррожидкостей с достаточно большой объемной долей частиц.
Для предотвращения нежелательной агломерации частиц ансамбля
под действием дипольной силы (5.3), частицы, покрывают специальным
немагнитным слоем, обеспечивающим отталкивание. Как правило, такое
отталкивание носит быстро убывающий характер и моделируется с исполь-
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зование потенциала Леннарда-Джонса [109]. Явный вид результирующей
силы отталкивания имеет вид [119]
~F sri = 24e
N∑
j=1,j 6=i
~rij
~r 2ij
[(
s
~rij
)12
−
(
s
~rij
)6]
. (5.4)
где e – глубина потенциальной ямы, s – расстояние между центрами
частиц, при котором ~F sri = 0 .
На частицу в вертикальном направлении также будут действовать си-
ла тяжести и сила Архимеда с преобладанием первой. Однако, поскольку
в реальных феррожидкостях за счет Броуновского движения не наблюда-
ется осадка ферромагнитных частиц [120], результирующим действием двух
указанных сил можно пренебречь.
Сила сопротивления жидкости поступательному движению для не
слишком больших скоростей частиц принимается пропорциональной пер-
вой производной по времени от радиус-вектора с коэффициентом пропор-
циональности Gti , который зависит от свойств жидкости и формы частицы.
Наконец, взаимодействие с термостатом удобно представить действием
случайной силы X ti со статистическими характеристиками [121]
〈X tiα〉 = 0, 〈X tiα(t)X tiβ(t′)〉 = 2kBTGtiδαβδ(t− t′), (α, β = x, y, z). (5.5)
где δ(·) – дельта-функция Дирака; δαβ – дельта-символ Кронекера;
kB = 1.38 · 10−23 Дж/K – постоянная Больцмана; T – термодинамическая
температура. С учетом вышесказанного, уравнение, описывающее поступа-
тельное движение выбранной частицы, будет иметь вид
Mi
d2~ri
dt2
= ~F dipi +
~F sri −Gti
d~ri
dt
+ ~X ti (5.6)
Вращательное движение каждой частицы при этом подчиняется урав-
нению [119]
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Ii
d~ωi
dt
= ~Ni −Gri~ωi + ~X
′r
i (5.7)
где ωi – угловая скорость i-ой частицы; Ni – механический мо-
мент, действующий на частицу, компоненты которого, соответственно, рав-
ны Nix = miyHiz−mizHiy, ; Niy = mizHix−mixHiz, ; Niz = mixHiy−miyHix
(mx,y,z – проекции вектора магнитного момента на оси декартовой систе-
мы координат); Gri – коэффициент сопротивления жидкости вращательно-
му движению; X ′ri - случайный момент сил, моделирующий взаимодействие
i-ой частицы с термостатом;
В общем случае векторное уравнение второго порядка (5.7) распада-
ется на шесть уравнение первого порядка относительно угловых координат
и угловых скоростей. В случае, когда магнитный момент равен константе,
а вращение вокруг магнитного момента частицы не влияет на ее магнитные
свойства, уравнение (5.7) можно записать в виде пяти скалярных уравнений
первого порядка. С учетом того, что нас в дальнейшем будут интересовать
лишь равновесные свойства, а результирующее поле, действующее на каж-
дую частицу будет постоянно флуктуировать за счет постоянного изменения
локальных дипольных полей, точную систему (5.7) можно приближенно за-
менить двумя уравнениями второго порядка для вращения частицы относи-
тельно двух неподвижных осей. Данная операция позволяет описать вра-
щательное движение каждой частицы четырьмя уравнениями первого по-
рядка ого относительно азимутального ( θi ) и полярного (ϕi ) углов, которая
подходит для последующего численного решения таких систем для каждой
частицы ансамбля. Таким образом достигается оптимизация вычислитель-
ных ресурсов. Итак, в дальнейшем полагаем, что вращательная динамика
описывается уравнениям
Ii
d2ϕi
dt2
= Niz −Gri
dϕi
dt
+Xri , (5.8)
Ii
d2θi
dt2
= −Nix sinϕi +Niy cosϕi −Gri
dθi
dt
+Xri , (5.9)
107
где Xri - проекции случайного момента сил, на мгновенные оси враще-
ния со статистическими характеристиками [119]
〈Xriα〉 = 0, 〈Xriα(t)Xriβ(t′)〉 = 3kBTGriδαβδ(t− t′), (α, β = θ, ϕ). (5.10)
Здесь разница в численном коэффициенте интенсивности шума по
сравнению с выражением (5.5) связана с наличием только двух угловых ко-
ординат вместо трех поступательных, тогда как тепловая энергия должна
распределяться в одинаковом соотношении между вращательным и посту-
пательным движениями.
Кроме того, внутренняя динамика намагниченности каждой частицы
подчиняется уравнению Ландау-Лифшица [89]
d~mi
dt
= −γ ~mi × ( ~Heffi + ~Xmi )−
λγ
mi
~mi × (~mi × ~Heffi ), (5.11)
где γ = 1.76 · 1011 рад ·c−1·Тл−1 – гиромагнитное отношение; λ –
безразмерный параметр затухания; ~Heffi = ∂Wi/∂ ~mi – эффективное маг-
нитное поле, действующее на магнитный момент; Wi – магнитная энергия
частицы; ~Xmi – случайное магнитное поле, которое моделирует действие
термостата.
Для упрощения последующих вычислений и моделирования будем
предполагать, что все частицы имеют форму шара одинакового радиуса
R , и, как следствие, одинаковый модуль магнитного момента mi = m =
4piR3µ/3 , одинаковую массу Mi = M = 43piR
3D , момент инерции Ii = I =
2
5mR
2 = 22 · 43piR3DR2 = 815piR5D , коэффициент сопротивления жидкости
поступательному движению, согласно закону Стокса, Gti = G
t = 6piηR и
наконец, одинаковый коэффициент сопротивления жидкости вращательно-
му движению Gri = G
r = 8piηR3 .
Для удобства последующего анализа уравнения (5.6)-(5.11) целесооб-
разно записать в обезразмеренном виде с учетом следующих замен: ~ρi =
~ri/R , ~ui = ~mi/m , τ = t/Tch
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Tch = R/µ
√
3D/4µ0 (5.12)
– характерный период механического движения; Γ = 2piηRTch/DV –
приведенный коэффициент сопротивления (здесь V = 4piR3/3 – объем
частицы); ~hi = 3 ~Hi/4piµ ; ~hext = 3 ~Hext/4piµ ; σ = s/R ; ε = eT 2ch/V DR ;
~hieff = 3 ~Heffi /4piµ ; ~Ξ
m
i = 3
~Xmi /4piµ ; τ1 = t/Tch1
Tch1 = 3/(4piµγ) (5.13)
– характерный период прецессии магнитного момента. В результате,
уравнения, описывающие динамику выбранной частицы, приобретают вид
d2~ρi
dτ 2
= ~fdipi +
~f sri − 3Γ
d~ρi
dτ
+
T 2ch
V RD
~Ξt, (5.14)
где
~fdipi =
N∑
j=1,j 6=i
[
3
~ρij(~uj~ui) + ~ui(~uj~ρij) + ~uj(~ui~ρij)
ρ5ij
− 15~ρij(~ui~ρij)(~uj~ρij)
ρ7ij
]
,
(5.15)
~f sri = 24ε
N∑
j=1,j 6=i
~ρij
~ρ2ij
[(
σ
ρij
)12
−
(
σ
ρij
)6]
, (5.16)
2
5
· d
2ϕi
dτ 2
= (uixhiy − uiyhix)− 4Γdϕi
dτ
+
T 2ch
V R2D
Ξrϕ (5.17)
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2
5
· d
2θi
dτ 2
= −(uiyhiz−uizhiy) sinϕi+(uizhix−uixhiz) cosϕi−4Γdθi
dτ
+
T 2ch
V R2D
Ξrθ,
(5.18)
где
~hi =
N∑
j=1,j 6=i
3~ρij(~uj~ρij)− ~ujρij 2
ρ5ij
+ ~hext, (5.19)
d~ui
dt
= −γ~ui × (~heffi + ~Ξmi )− λγ~ui × (~ui × ~heffi ). (5.20)
Принимая во внимание свойство дельта-функции Дирака δ(t) = δ(τ ·
Tch) = δ(τ)/Tch , корреляционные функции случайных сил и моментов сил в
уравнениях (5.14), (5.17), (5.18) равны, соответственно
〈Ξtα(τ)Ξtα(τ ′)〉 = 6kBTΓδαβδ(τ − τ ′)/Tch, (α, β = x, y, z) (5.21)
〈Ξγα(τ)Ξγβ(τ ′)〉 = 12kBTΓδαβδ(τ − τ ′)/Tch, (α, β = ϕ, θ) (5.22)
Сравнивая характерные времена Tch и Tch1 для реальных магнитных
материалов, можно прийти к выводу, что
Tch  Tch1 (5.23)
Например для магхемита (γ−Fe2O3 ) с намагниченностью µ = 3.1 ·105
А/м и плотностью D = 5 · 103 кг/м 3 при размере частиц R = 10 нм,
используя (5.12), получим Tch = 9.942 · 10−10 , в то время как с учетом
(5.13) Tch1 = 4.376·10−18 . Данный факт позволяет исключить из рассмотре-
ния флуктуационную магнитную динамику, описываемую уравнением (5.20).
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Даже если в результате взаимодействия с термостатом магнитный момент
отклонится от своего равновесного положения, которое практически полно-
стью определяется магнитокристаллической анизотропией, процесс релак-
сации обратно произойдет за время очень незначительного механического
перемещения частицы как целого. Другими словами, во временном масшта-
бе механического движения можно пренебречь существенными флуктуаци-
ями магнитного момента внутри частицы.
Далее, в предположении, что дипольные и внешние поля много меньше
эффективного поля анизотропии, что достаточно распространено в прак-
тике, можно пользоваться так называемой моделью наночастицы с вморо-
женным магнитным моментом [61]. Здесь полагается, что магнитный момент
всегда сориентирован вдоль оси анизотропии и все его повороты осуществ-
ляются путем поворота наночастицы как целого.
5.2 Технологии численного моделирования
5.2.1 Параллельные вычисления с использованием графических про-
цессоров (GPU)
Моделирование феррожидкости в рамках описанной выше модели, по
сути, является задачей многих тел (N -body problem), которая решается
численно. К такому классу задач относятся также системы с гравитацион-
ным взаимодействием, системы электронов и пр. Проблемой, которая со-
путствует моделированию таких ансамблей, является время счета, которое
пропорционально квадрату числа элементов (N 2 ). Этот факт делает прак-
тически невозможным моделирование систем из большого числа элементов
с применением даже очень мощных персональных компьютеров. Время сче-
та можно уменьшить, применив традиционные распределенные вычисления,
например, с использованием кластеров или суперкомпьютеров. Однако, та-
кое решение имеет ограничения экономического характера, поскольку ука-
занные системы достаточно дорогостоящие и затратные в обслуживании.
Альтернативой к такому подходу может быть использование графиче-
ских процессоров (GPU –Graphic Processor Unit). Графические процессо-
ры представляют собой комплекс одинаковых модулей (т.н. ядер), выпол-
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ненных на одном кристалле, каждый из которых предназначен для выпол-
нения ограниченного набора математических операций. Изначально дан-
ные устройства применяются для высокоскоростных расчетов, необходи-
мых для реалистичного отображения трехмерных объектов в режиме реаль-
ного времени, поэтому GPU широко применяются в видеоадаптерах (или
видеокартах) персональных компьютеров. Рост степени детализации изоб-
ражений тесно связан с ростом объемов вычислений, что постоянно сти-
мулирует рост производительности GPU. В свою очередь, рост производи-
тельности обеспечивается за счет увеличения числа ядер GPU. Поэтому,
современные видеокарты содержат сотни и даже тысячи ядер [122] и обес-
печивают вычислительную мощность на порядок выше, чем у специализи-
рованных центральных процессоров (ЦПУ).
Изначально архитектура GPU ориентирована на выполнение парал-
лельных вычислений, что и послужило причиной использования GPU в
задачах, не связанных с отображением графики, но требующих большо-
го объема вычислений – т.н. общих расчетах. До недавнего времени со-
здание программных реализаций, использующих возможности GPU, тре-
бовало специальных навыков и знаний. Однако, после выхода технологии
Compute United Device Architecture (CUDA), продукта известного про-
изводителя видеокарт – компании NVIDIA, ситуация существенно упро-
стилась [123]. Теперь организовать высокопроизводительные параллель-
ные вычисления можно с использованием распространенных языков про-
граммирования, таких как С/C++ или Fortran.
Все вышесказанное, совместно с относительной дешевизной видео-
карт, привело к тому, что в настоящее время выполнение общих расчетов
на графических процессорах является очень быстро развивающимся на-
правлением в области высокопроизводительных вычислений. Так, напри-
мер из 500 самых мощных суперкомпьютеров мира 52 используют именно
GPU [124].
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5.2.2 All-Pair алгоритм
Самый простой подход к распространению системы из N взаимодей-
ствующих частиц является подсчет взаимодействия между всеми парами.
Именно наличие двойного перебора и приводит к зависимости времени сче-
та как N 2 . Такой алгоритм еще называют All-Pairs (AP) алгоритм. Он до-
статочно медленный, особенно, когда выполняется на CPU, поэтому, как
правило, используется для системы не более чем из N = 102 − 103 частиц.
Выполнение данного алгоритма в параллельном режиме с использованием
GPU дает существенны выигрыш, при этом нужно заметить, что идеология
AP алгоритма хорошо адаптирован к архитектуре CUDA [125].
Каждый шаг интегрирования стандартного алгоритма AP выполняется
в два этапа. Они состоят в следующем.
1 Расчет изменения позиций частиц и направления магнитных моментов.
2 Обновление позиций частиц и направлений магнитных моментов.
Эта структура остается неизменной в GPU-версии алгоритма с той лишь
разницей, что вычислительные задачи распределяются между ядрами GPU.
Ядра ответственные за первый этап вычисляют силы и моменты сил, дей-
ствующих на частицы, а также соответствующие приращения координат ча-
стиц и магнитных моментов, согласно формулам (5.14), (5.17), (5.18). Ин-
кременты затем записываются в глобальную память. Второй этап состоит в
обновлении состояний частиц с полученным шагом. Здесь существует про-
блема глобальной синхронизации т.н. нитей – вычислительных последова-
тельностей – принадлежащих к различным блокам после каждого этапа,
начиная с этапа выполнения на отдельных ядрах, при условии, что инфор-
мация о состоянии системы хранится в общей памяти.
Каждая нить отвечает за одну частицу ансамбля, и таким образом, она
должна подсчитать силы и моменты сил, действующие на частицы осталь-
ной части ансамбля. Чтобы ускорить вычислительный процесс мы храним
вектор данных из нити частиц в общей памяти, а также информацию о дру-
гих частицах, необходимую для вычисления соответствующих сил взаимо-
действия. Таким образом, мы имеем два набора массивов данных в глобаль-
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ной памяти, а именно:
1 Данные частиц, назначенные нитям блока.
2 Данные частиц для вычисления их взаимодействия.
Необходимые данные представляют собой координаты частиц и проекции
их векторов магнитных моментов на оси х, у и z. Размеры массивов равны
числу нитей на блок. Первый набор данных является постоянным в течение
одного шага интегрирования, но второй набор изменяется. Так, в начале мы
загружаем информацию о координатах и моментах частиц во второй набор
массивов в общей памяти. После вычисления сил и моментов сил действу-
ющих на блок частиц, процедура повторяется, т. е. информацию о другом
наборе частиц записывается во второй набор массивов и соответствующие
взаимодействия вычисляются.
Преимущество описанного подхода является то, что он использует гло-
бальную память наиболее оптимальным способом. Доступ к память объ-
единенный и нет конфликта банка общей памяти. Для ансамбля N = 104
частиц это приводит к загруженности GPU на 97.7 процентов.
5.2.3 Применение алгоритма Барнса-Хата
All-Pairs алгоритм прост и понятен для реализация на GPU и имма-
нентен техноглогии CUDA. Но, как уже отмечалось, этот алгоритм являет-
ся чисто масштабируемым: соответствующее время вычислений растет как
O(N 2) , и его выполнение требует неоправданно много времени уже для ан-
самбля из 105 частиц.
Существенного ускорения счета можно добиться за счет использова-
ния приближенных алгоритмов расчета попарного взаимодействия частиц.
В силу обратной пропорциональности величины дипольного поля к тре-
тьей степени расстояния, см. (5.19)), существенные корреляции направле-
ний магнитных моментов будут наблюдаться лишь для наночастиц, распо-
ложенных достаточно близко друг к другу. В то же время, если некоторая
локализованная группа частиц достаточно удалена от выбранной, то нет
необходимости в детальном расчете попарного взаимодействия выбранной
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Рисунок 5.1 – Иерархическая декомпозиция Барнса-Хата в двумерном
пространстве и соответствующее октодерево
частицы с каждой из группы. Можно действие группы частиц заменить на
действие псевдочастицы, размещенной в геометрическом центре группы и
обладающей магнитным моментом, равным среднему по всей группе.
Данная идея вместе с интуитивно понятным рекурсивным алгоритмом
впервые была предложена для моделирования эволюции космических объ-
ектов, таких как звезды и галактики, где взаимодействие происходит име-
ет гравитационный характер [126], и получила название алгоритм Барнса-
Хата (Barnes-Hut algorithm, BH). Здесь разбиение частиц на группы про-
исходит путем деления пространства на кубические ячейки с последующим
делением каждой из них на восемь равных кубических под-ячеек до тех
пор, пока каждая такая ячейка, не зависимо от размера, будет содержать
не более одной частицы. При расчете взаимодействия выбранной частицы
с остальными, проверяется угловой размер кубических ячеек относитель-
но местоположения выбранной частицы от самых больших до наименьших.
Если угловой размер некоторой ячейки достаточно мал, то считается взаи-
модействие между выбранной частицей и псевдочастицей, соответствующей
всей ячейке. В противном случае, последовательно анализируются все во-
семь под-ячеек, которые образуют выбранную ячейку. Время счета при этом
растет уже не как N 2 , а как N · logN , что дает существенный выигрыш для
ансамблей из тысяч и десятков тысяч частиц. Упрощенная двумерный реа-
лизация этого алгоритма в общих чертах представлена на Рис. 5.1.
Силы, действующие на k -ю частицу могут быть рассчитаны путем об-
хода октодерева. Если расстояние от частицы к псевдо-частице, что соот-
ветствует основной ячейке, является достаточно большим, рассчитывается
влияние этой псевдо-частицы на k -ю частицу, в противном случае, прове-
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ряются псевдо-частицы из следующих субэлементов, и так далее (иногда
эта процедура может привести в конце к ветке только с одной частицей в
ячейке слева). Эти вычисленные силы затем добавляют к результирующей
силе, действующей на k -ю частицу.
Чтобы построить октодерева на CPU, используются, как правило,
множество – т.н. «куча» объектов. Эти объекты содержат: указатель-
потомок и поля данных,а также их детей распределяющихся динамически.
Чтобы избежать сложного и ресурсоемкого динамического распределения
и доступа к объектам «кучи», должна быть использована структура дан-
ных на основе массива. Поскольку у нас есть несколько массивов, ответ-
ственных за переменные, появляется возможность объединения обращений
к глобальной памяти. Частицы и ячейки могут иметь одинаковые поля дан-
ных, например, позиции. В этом случае используются массивы.
В отличие от All-Pairs алгоритма, где используются только два ядра,
оригинальный алгоритм GPU BH имеет шесть ядер [127]:
1 Ядро определения ограничительной области.
2 Ядро построения октодерева.
3 Вычисление геометрического центра и полного магнiтного момента
каждой ячейки.
4 Сортировка частиц по позиции.
5 Вычисление силы и поля, действующих на каждую частицу.
6 Ядро интегрирования.
Ядро 1 определяет границы основной ячейки. Хотя ансамбль ограни-
чивается контейнером и частицы не могут выйти наружу, мы все равно ис-
пользуем это ядро для упрощения алгоритмизации. Размер основных ячеек
может быть значительно меньшим характерного размера контейнера. Кро-
ме того, время вычислений этого ядра очень мало, обычно намного меньше 1
процента от общего времени одного шага интегрирования. Идея этого ядра
найти минимальное и максимальное значение позиции частицы. Здесь мы
используем атомарные операции и встроенные min и max функции.
116
Ядро 2 выполняет иерархическое разложение основной ячейки и стро-
ит октодерево в трехмерном случае. Как и в последующий ядрах, частицам
циклически присваиваются нити. Когда частице присвоилась нить, она пы-
тается заблокировать соответствующий указатель-потомок. В случае успе-
ха, нить переписывает указатель-потомок и снимает блокировку. Для вы-
полнения легкой блокировки, которая используется, чтобы избежать до-
ступа к одной и той же части массива дерева несколькими нитями, долж-
ны участвовать атомарные операции. Чтобы синхронизировать процесс по-
строения дерева, мы используем syncthreads барьер.
Ядро 3 вычисляет магнитные моменты и позиции псевдо-частиц, свя-
занных с ячейками путем обхода несимметричного октодерева снизу вверх.
Нить проверяет, вычислен ли магнитный момент и геометрический центр
всех подъячеек присвоенных ячейке. Если нет, то нить обновляет вклад го-
товых ячеек и ждет результатов от остальной части суб-ячеек. В противном
случае вычисляется вклад всех суб-ячеек.
Ядро 4 сортирует частицы в соответствии с их положением. Этот шаг
может ускорить производительность следующего ядра из-за оптимального
доступа к глобальной памяти.
Ядро 5 сначала вычисляет силы и моменты сил, действующие на части-
цы, а затем вычисляет соответствующие приращения. Потом, для того, что-
бы вычислить силу и дипольное поле, действующее на частицу, проходится
октодерево. Чтобы свести к минимуму расхождение нитей, очень важно, что
бы пространственно близкие частицы принадлежат к одной и той же основе
(направлению ветвления). В этом случае последующие нити пройдут через
примерно те же ветви деревьев. Это уже было обеспечено ядром 4. Необхо-
димые данные для расчета взаимодействия будут выбраны в общей памяти
по первой нити основы. Это позволяет уменьшить количество обращений к
памяти.
Наконец, ядро 6 обновляет состояние частиц с помощью приращения
позиции, и переориентирует магнитный момент частицы. Вышеописанный
алгоритм имеет много преимуществ. Среди них: минимальное расхождение
нитей и полное отсутствие GPU/CPU передачи промежуточных данных, а
передается только финальный результат; оптимальное использование гло-
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бальной памяти с минимальным количеством обращений, поле данных по-
вторного использования и минимальное количество блокировок. Все это и
позволяет нам достигнуть существенного ускорения времени счета.
Заметим, что еще большего ускорения расчетов можно добиться ис-
пользуя так называемый быстрый мультипольный метод (fast multipole
method) [128]. В рамках данной техники время вычислений пропорциональ-
но N . В отличие от описанного алгоритма Барнса-Хата, где считается вза-
имодействие либо между частицей и частицей, либо между частицей и груп-
пой частиц, здесь взаимодействие считается сразу между группами частиц.
Однако, несмотря на очевидный выигрыш во времени, остается открытым
вопрос о корректности учета корреляций магнитных моментов частиц в про-
цессе образования их кластеров различной конфигурации при использова-
нии быстрого мультипольного метода. Поэтому в данной работе мы остано-
вились именно на алгоритме Барнса-Хата.
5.2.4 Верификация и предварительные численные результаты
Предложенная модель вместе с описанной технологией параллельных
вычислений была реализована в программном коде на языке C++. С помо-
щью написанной программы можно не только задавать различные внешние
и внутренние параметры ансамбля и считать усредненные характеристи-
ки, но и визуализировать динамику наночастиц в жидкости. Моделирование
проведено на (I) ПК с Intel Xeon X5670 @ 2.93 ГГц (48 Гб RAM) и (II) GPU
Tesla M2050. Хотя процессор имеет шесть ядер, только одно ядро исполь-
зуется в моделировании. Эти программы были скомпилированы с помощью
NVCC (версти 4.0) и GCC (версия 4.4.1) компиляторов. Поскольку не было
никакой необходимости для высокоточных расчетов мы использовали пере-
менные (float) с одинарной точностью и составил программу с ключом -use-
fast-math. Мы также использовали -O3 флаг оптимизации для ускорения
нашей программы. Наконец, был использован метод численного интегри-
рования стохастических дифференциальных уравнений Эйлера-Мураямы с
шагом по времени ∆τ = 0.001 для уравнений (5.14), (5.17), (5.18).
Мы рассчитали время расчета одного шага интегрирования для обо-
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Рисунок 5.2 – Снимки ансамблей из N-частиц, полученные с помощью ал-
горитма Барнс-Хата: (a) N = 20000 (кубический сосуд с длинной ребра
L = 150R ) и (b) монослой из N = 300 частиц. Параметры Γr = Γd = 0.1 ,
T = 300 K, µ = 3.1 · 105 A/м, D = 5000 кг/м 3 , R = 10 нм.
их алгоритмов в зависимости от N . Результаты представлены в Таблице 1.
Преимущества GPU вычислений возрастают с увеличением числа частиц.
Для ансамбля N = 106 частиц, ускорение получившееся от использова-
ние алгоритма Барнса-Хата составляет почти в 300 раз по сравнению с вы-
полнением оптимизированного All-Pairs алгоритма на том же GPU. Тем не
менее, для N = 103 , All-Pairs алгоритм работает лучше. Это связано до-
полнительными расчетами на построения дерева, которые в сумме переве-
шивают эффект ускорения для небольшого числа частиц. Стоит отметить,
что на сегодня N = 103 – типичный масштаб моделирования феррожидко-
стей [119,129].
Рис. 5.2 показывает мгновенные конфигурации, полученные в ходе мо-
делирования для кубического объема и для монослоя. Для имитации моно-
слоя частиц, мы используем прямоугольный параллелепипед высотой 2.1R .
Параметры моделирования соответствуют режиму, когда средняя диполь-
ная энергия гораздо больше, чем энергия тепловых колебаний. Здесь четко
видно формирование цепочных крупномасштабных кластеров [120]
119
N APCPU APGPU BHGPU
APCPU
APGPU
APCPU
BHGPU
APGPU
BHGPU
103 34 0.7 2 49 17 0.35
104 3 470 20 6.5 174 534 3.1
105 392 000 1 830 54 214 7 259 33.9
106 39 281 250 184 330 621 213 63 214 297
Таблица 2 – Продолжительность одного шага интегрирования (мс) для
оптимизированного All-Pairs алгоритма реализованого на CPU (APCPU )
и GPU (APGPU ), и для CPU-ориентированного (BHСPU ) и GPU-
ориентированного (BHGPU ) алгоритма Барнса-Хата.
5.3 Результаты и анализ проведенных исследований
Далее приводятся результаты моделирования ансамбля из N = 104 ча-
стиц магхемита (γ−Fe2O3 ) со следующими параметрами µ = 3.1 ·105 A/м,
D = 5000 кг/м 3 , R = 10 нм., которые взвешены в воде (h = 0.89 · 10−3
Па?с). Считалось, что ансамбль находится в цилиндрическом сосуде, вы-
сота которого в пять раз превышает диаметр, если специально не огово-
рено иное. Ось оz декартовой системы координат направлена вдоль высо-
ты сосуда. Параметры в выражении (5.16) принимались равными σ = 2.1 ,
 = 0.005 , температура принималась равной T = 300 K, если специально не
оговорено иное. Равновесное состояние для заданных параметров находи-
лось на протяжении 3 ·104 итераций, при этом усредненные характеристики
рассчитывались по последним 2 · 104 итерациям [131].
Интенсивность дипольного взаимодействия зависит от среднего рас-
стояния между частицами, которое тем меньше, чем больше объемное со-
держание частиц
φ =
4piR3N
3Vf
· 100% (5.24)
где Vf – объем жидкости.
При условии f → 0 , среднее значение приведенной намагниченности
〈ui〉 вдоль i-ой координатной оси описывается функцией Ланжевена [110]
〈ui〉 = cothα− 1/α, α = µ0mHexti /kBT (5.25)
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где Hexti – внешнее поле вдоль i-ой оси.
На рис. 5.3a показаны зависимости приведенной намагниченности от
внешнего поля для различных объемных содержаний частиц. Как видно
из рисунка, результатом взаимодействия, как правило, увеличение намаг-
ниченности по сравнению со случаем без взаимодействия. Это связано с
тем, что дипольное поле частиц, магнитные моменты которых сориентиро-
ваны преимущественно вдоль внешнего поля, совпадает с последним по на-
правлению, чем усиливает его. В результате в равновесном состоянии для
данных условий моделирования частицы образуют линейные цепочки (см.
рис 5.3, а). Однако, с ростом f для не слишком больших внешних по-
лей может сказываться антиферромагнитный характер дипольного взаимо-
действия, при котором результирующее направление расположенных рядом
цепочек может быть противоположным. Кроме того, большая концентрация
частиц может обуславливать образование замкнутых кольцеобразных кла-
стеров (см. рис 5.3, б). Все это приводит к уменьшению намагниченности
ансамбля. Поэтому, с ростом φ намагниченность ансамбля растет медлен-
нее, что выражается в более пологой зависимости дифференциальной маг-
нитной восприимчивости ансамбля
χz =
∆〈uz〉
∆hextz
, (5.26)
см. рис. 5.3б. Следует отметить, что описанный механизм может приво-
дить к тому, что рассчитанное значение приведенной намагниченности мо-
жет быть меньше, чем предсказанное выражением (5.25).
В случае, когда тепловая энергия не превышает магнитостатическую
энергию, обусловленную дипольным взаимодействием, роль тепловых эф-
фектов незначительна. Количественным критерием, выражающим это, яв-
ляется отношение энергии взаимодействия двух рядом расположенных ча-
стиц к тепловой
Λ =
µ0m
2
16piR3kBT
(5.27)
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Рисунок 5.3 – Влияние объемной доли наночастиц в феррожидкости на ее
намагниченость (а) и восприимчивость (б)
Рисунок 5.4 – Характерная структура частиц в жидкости при φ = 1% (a)
и f = 5% (б)
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Рисунок 5.5 – Влияние температуры термостата на намагниченость (а) и
восприимчивость (б) феррожидкости, φ = 5%
Известно [120], что если выполняется условие Λ << 1 , частицы пре-
терпевают броуновское движение, в противном случае, они образуют кла-
стеры, определяющие структуру феррожидкости. Используя выражение
(5.27), не трудно показать, что для используемых параметров моделирова-
ния в диапазоне температур 200-400 К, параметр Λ приобретает значения
1.91-0.955. Поэтому, различие кривых намагничивания для этих темпера-
тур наблюдаются лишь для малых значений внешнего поля (см. рис. 5.5 а).
Поскольку с увеличением температуры затрудняется объединение частиц в
кластеры, отклик на внешнее поле становится более выраженным, что при-
водит к росту восприимчивости с температурой (см. рис. 5.5 б). Для боль-
ших полей, когда приведенная намагниченность стремится к единице, теп-
ловые флуктуации стремятся разупорядочить ансамбль. Это обуславливает
незначительное уменьшение намагниченности с ростом температуры, когда
〈uz〉 ≈ 1 (см. рис. 5.5 а).
Особенностью дипольного взаимодействия состоит в том, что оно при-
водит к взаимному притяжению между частицами. В то же время, за счет
специальных покрытий частиц происходит отталкивание, которое модели-
руется с помощью потенциала Леннарда-Джонса. Одним из основных фе-
номенологических параметров в указанном потенциале, является расстоя-
ние σ , на котором сила притяжения компенсируется силой отталкивания.
Рост этого параметра приводит к уменьшению роли дипольного взаимодей-
ствия, поскольку увеличивается среднее расстояние между частицами и об-
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Рисунок 5.6 – Влияние параметра σ в потенциале Леннарда-Джонса на
намагниченость (а) и восприимчивость (б) феррожидкости, f = 5%
разование стабильных кластеров затрудняется. Как следствие, это приво-
дит к росту восприимчивости (см. рис. 5.6 б), как и в случае роста темпера-
туры. Для достаточно больших внешних полей, когда 〈uz〉 ≈ 1 , дипольное
поле усиливает внешнее, поэтому выполняется условие 〈uz(σ1)〉 > 〈uz(σ2)〉 ,
если σ1 > σ2 (см. рис. 5.6 а).
За счет наличия внутренней структуры феррожидкость может демон-
стрировать зависимость свойств от формы сосуда, а также анизотропию
свойств, обусловленную форм-фактором. Если, не изменяя общего объема
сосуда и количества частиц, изменять соотношение между ортогональны-
ми линейными размерами, в системе будут наблюдаться две взаимоисклю-
чающие тенденции. С одной стороны, увеличение одного линейного разме-
ра будет способствовать образованию цепочек вдоль этого направления. В
результате приведенная намагниченность (см. рис. 5.7 а), увеличивается с
ростом отношения «высота : диаметр» ( l : d ). При этом восприимчивость
(см. рис. 5.7 б) с ростом l : d демонстрирует более сильную зависимость от
внешнего поля с простом величины χz для малых внешних полей и, наобо-
рот, более слабую для больших. Однако, вследствие уменьшения средне-
го расстояния между цепочками, растет вероятность антиферромагнитно-
го упорядочения таких цепочек, что препятствует дальнейшему увеличению
отличия зависимостей 〈uz(hextz )〉 и 〈χz(hextz )〉 с ростом отношения l : d .
За счет того, что наночастицам энергетически выгодно образовывать
цепочки именно вдоль наибольшего линейного размера, будет наблюдать-
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Рисунок 5.7 – Влияние форм-фактора на намагниченность (а) и воспри-
имчивость (б) феррожидкости, φ = 5%
Рисунок 5.8 – Анизотропия свойств феррожидкости в вытянутом сосуде:
намагниченность (а) и восприимчивость (б) феррожидкости, l : d = 1 : 5 , φ
= 5%
ся анизотропия его магнитных свойств. Если внешнее поле прикладывается
вдоль цепочки, то за счет со-направленного с ним дипольного поля упо-
рядочение магнитных моментов происходит достаточно интенсивно, о чем
свидетельствует быстрый рост кривой намагничивания 〈uz(hextz )〉 (см. рис.
5.7 а). В то же время, степень отклика вдоль ортогонального направления
значительно ниже, что выражается как в более пологой кривой намагни-
чивания 〈uy(hexty )〉 , так и в более слабой зависимости восприимчивости от
внешнего поля (см. рис. 5.8 б).
Другое проявление анизотропии свойств состоит в несовпадении про-
екций намагниченности на взаимно перпендикулярные координатные оси
при действии вдоль них одинаковых постоянных полей. Если вдоль более
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Рисунок 5.9 – Анизотропия магнитных свойств при взаимно перпендику-
лярном вездействии внешних полей: намагниченность (а) и восприимчи-
вость (б) феррожидкости, l : d = 1 : 5 , φ = 5%
короткой стороны сосуда приложить некоторое внешнее поле (hexty = 0.3
на рисунке 5.9), а поле вдоль длинной стороны (hextz ) постепенно изменять,
проекция намагниченности 〈uy〉 будет нарастать с большей скоростью, чем
спадать проекция 〈uz〉 (см. рис. 5.9 б). В результате, когда обе проекции
поля выровняются (hexty = h
ext
z = 0.3 ), выполняется условие 〈uy〉 < 〈uz〉 .
5.4 Выводы к разделу 5
В данной работе представлены результаты моделирования ферромаг-
нитной жидкости методом молекулярной динамики. Для увеличения ско-
рости вычисления проводились с помощью графических процессоров, а
программная реализация была выполнена с использованием технологии
CUDA. Ключевой особенностью численного моделирования явилось при-
менение алгоритма Барнса-Хата (Barnes-Hut algorithm) для расчетов меж-
частичного взаимодействия, что позволило моделировать динамику ансам-
бля из 104 частиц, используя обычный персональный компьютер с бюджет-
ным видеоадаптером.
Главной целью исследований было установление влияния взаимодей-
ствия между частицами на равновесные свойства феррожидкости. Было по-
казано, что в данном вопросе ключевая роль принадлежит структуре жид-
кости, которая, в свою очередь, формируется за счет дипольного взаимо-
действия. Показано, что процесс кластеризации, имеющий своим результа-
том ту или иную структуру исследуемой среды, зависит от ряда факторов,
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таких как объемное содержание частиц, характеристики дополнительных
сил отталкивания, обеспечиваемых за счет покрытия наночастиц сурфак-
тантами, температуры, а, также форм-фактор сосуда.
При не слишком большом объемном содержании частиц они выстраи-
ваются в цепочки и дипольное поле усиливает внешнее, что приводит к росту
восприимчивости по сравнению со случаем отсутствия взаимодействия. С
дальнейшим ростом содержания частиц за счет возможности образования
кольцеобразных кластеров или антиферромагнитного упорядочения рядом
расположенных цепочек, начинает преобладать тенденция к уменьшению
степени отклика среды на внешнее поле, и зависимость восприимчивости от
внешнего поля становится более слабой. Описанные тенденции могут быть
существенно усилены, если поместить ансамбль в узкий сосуд, что позво-
ляет говорить об анизотропии, обусловленной форм-фактором сосуда, что
не наблюдается в случае, когда взаимодействие мало.
Если намагниченность системы не выходит на насыщенный уровень,
восприимчивость демонстрирует рост с температурой, поскольку тепловые
флуктуации препятствуют кластеризации, снижающей степень отклика ан-
самбля на внешнее поле. Если же намагниченность близка к насыщенной,
за счет тепловых флуктуаций восприимчивость наоборот, уменьшается.
Рост силы отталкивания между частицами повышает среднее рассто-
яние между ними, что, в свою очередь, ослабляет влияние корреляций на-
правлений магнитных моментов и затрудняет образование устойчивых кла-
стеров. Поэтому с ростом параметра σ растет крутизна зависимости вос-
приимчивости от внешнего поля с достаточно большими ее значениями при
малых внешних полях и быстрым асимптотическим приближением к нулю
при выходе намагниченности на насыщение.
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ВЫВОДЫ
В ходе выполнения НИР получены аналитические и численные резуль-
таты, касающиеся изучения (1) явления аномальной диффузии и релакса-
ции, (2) особенностей динамики намагниченности в металлических наноча-
стицах, (3) эффектов, индуцированных шумом Пуассона и (4) магнитных и
структурных свойств ферромагнитных жидкостей.
В разделе 1 всесторонне изучены непрерывные во времени случайные
блуждания (CTRW), характеризующиеся тяжелыми плотностями вероят-
ности величины скачка частицы и свержтяжелыми плотностями времени
ожидания между последовательными скачками. В частности, на основе это-
го формализма построена теория сверхмедленной диффузии широкого кру-
га стохастических систем. Также CTRW-подход применен в разделе 2 для
описания медленной и сверхмедленной релаксации двухуровневых систем,
чьи структурные элементы подчинены дихотомическому процессу.
В разделе 3 с помощью решения уравнений Максвелла получено эф-
фективное уравнение Ландау-Лифшица-Гильберта для описания динами-
ки намагниченности проводящих ферромагнитных наночастиц. Так в разде-
ле получены соотношения, показывающие влияние вихревых токов на ди-
намику намагниченности наночастицы, изучен эффект прецессионого пере-
ключения намагниченности под действием внешнего магнитного поля и рас-
смотрена проблема диссипации энергии в системах диэлектрических и ме-
таллических наночастиц.
В разделе 4 разработаны аналитические и численные методы рассче-
та статистических характеристик систем (в том числе систем ферромагнит-
ных наночастичек), возмущенных пуассоновским шумом. А именно, полу-
чено уравнение для распределения магнитного момента однодоменной ча-
стицы в случайном магнитном поле, компоненты которого характеризуются
свойствами белого шума Пуассона.
И, наконец, в разделе 5 на основе алгоритма Барнса-Хата предложен
модифицированный метод молекулярной динамики для моделирования по-
ведения большого количества ферромагнитных наночастичек, которые на-
ходятся в вязкой среде. В результате подробно изучено влияние взаимодей-
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ствия между частицами, характеристик среды и форм-фактора сосуда на
равновесные свойства феррожидкостей. Подобные задачи решаются с по-
мошью использования суперкомпьютеров, нами же был применен подход,
позволяющий проводить вычисления на обычном персональном компьюте-
ре, оснащённым графическим процессоромNvidia с поддержкой технологии
CUDA. При этом стоимость единицы времени работы такого компьютера
несоизмеримо меньше, чем работы суперкомпьютера.
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