Abstract. We prove the homogenization of a class of one-dimensional viscous Hamilton-Jacobi equations with random Hamiltonians that are nonconvex in the gradient variable. Due to the special form of the Hamiltonians, the solutions of these PDEs with linear initial conditions have representations involving exponential expectations of controlled Brownian motion in a random potential. The effective Hamiltonian is the asymptotic rate of growth of these exponential expectations as time goes to infinity and is explicit in terms of the tilted free energy of (uncontrolled) Brownian motion in a random potential. The proof involves large deviations, construction of correctors which lead to exponential martingales, and identification of asymptotically optimal policies.
1. Introduction 1.1. Main results. Let (Ω, F, P) be a probability space and {T y : Ω → Ω} y∈R a group of measure preserving transformations with T 0 = Id, T x+y = T x T y . Furthermore, assume that the group action is ergodic, that is every set which is invariant under all T y , y ∈ R, has measure 0 or 1.
We are interested in the behavior as ε → 0 of a family of solutions u ε (t, x, ω), ε > 0, to the Cauchy problem where g is in UC(R), the space of uniformly continuous functions, and the Hamiltonian H β,c : R × Ω → R, H β,c (p, ω) = 1 2 p 2 − c|p| + βV (ω), depends on two constant parameters c ≥ 0 and β > 0. An important feature of this Hamiltonian is that for all β, c > 0 it is nonconvex (and not level-set convex) in p. The random environment enters H β,c and (1.1) through the potential V ∈ L ∞ (Ω, F, P) and its shifts V (T x/ε ω), x ∈ R. We shall assume without further loss of generality that (1.3) ess inf V (ω) = 0 and ess sup V (ω) = 1.
The parameter β is then just the "magnitude" of the potential. We shall also suppose that ∀ω ∈ Ω (1.4) x → V (T x ω) is in C 1 b (R). Here and throughout, C k (resp. C k b ), k = 1, 2, refers to the set of functions that are k times differentiable with continuous (resp. continuous and uniformly bounded) derivatives up to order k inclusively. The above conditions guarantee that the Cauchy problem (1.1)-(1.2) has a unique viscosity solution in UC([0, ∞) × R). See Section 5.1 for references.
To state our last assumption on V we need the following definition.
Definition 1.1. For any ω ∈ Ω and h ∈ (0, 1), an interval I is said to be an h-valley (resp. h-hill) if V (T x ω) ≤ h (resp. V (T x ω) ≥ h) for every x ∈ I.
We shall assume that for every h ∈ (0, 1) and y > 0 (1.5) P([0, y] is an h-valley) > 0 and P([0, y] is an h-hill) > 0. Condition (1.5) ensures (for P-a.e. ω by the ergodicity assumption) the existence of arbitrarily long intervals where the potential is uniformly close to its "extremes".
We prove the following homogenization result. where a continuous function H β,c , the effective Hamiltonian, is given explicitly in terms of the (nonexplicit) tilted free energy of a Brownian motion in the potential βV (see (2.1), (4.7) and (4.8)). 
where L is a standard two-sided Poisson or Wiener process with L 0 = 0 and g(a) = (a ∨ 0) ∧ 1. Set ω = (ω x ) x∈R and denote the induced probability space by (Ω, F, P). Define T x naturally by (T x ω) y = ω x+y and let V (ω) = ω 0 .
We leave it to the reader to check that Example 1.3 falls within our model and satisfies conditions (1.3)-(1.5). The potential in this example has a finite range of dependence. However, our assumptions in general do not imply that the potential is even weakly mixing. In the discrete setting, this was shown in [YZ17, Example 1.3] and the argument carries over easily to the continuous setting.
Note that the function u θ (t, x) = H β,c (θ)t + θx satisfies the equation (1.6) ∂u ∂t = H β,c ∂u ∂x , (t, x) ∈ (0, ∞) × R, and the initial condition u(0, x) = θx. It is the unique viscosity solution of this Cauchy problem in UC([0, ∞) × R), see Section 5.1. Moreover, H β,c (θ) = u θ (1, 0) = lim ε→0 u ε θ (1, 0, ω). Using general results from [DK17] we deduce the following corollary.
Corollary 1.4. Assume that V satisfies the conditions in Theorem 1.2. For every g ∈ UC(R), let u ε g (t, x, ω) be the unique viscosity solution of (1.1) in UC([0, ∞) × R) with the initial condition g. Then
where u g is the unique viscosity solution of (1.6) in UC([0, ∞) × R) with the initial condition g.
Thus, we obtain a full homogenization result for a new class of viscous Hamilton-Jacobi equations with nonconvex (when c > 0) Hamiltonians in dimension 1.
The solution of (1.1)-(1.2) rewritten as a terminal value problem is also known to characterize the value of a two-player, zero-sum stochastic differential game (see, for instance, [FS89] ). But due to the special form of (1.1), our homogenization problem admits a simple and useful control interpretation, where, roughly speaking, the role of one of the players is implicitly assumed by the diffusion in the random environment. More precisely, let (X t ) t≥0 be a standard Brownian motion (BM) that is independent of the environment. We denote by (G t ) t≥0 the natural filtration and by P 0 (resp. E 0 ) the probability (resp. expectation) corresponding to this BM when X 0 = 0. By the HopfCole transformation and scaling, i.e., setting u ε θ (t, x, ω) = ε log v θ (t/ε, x/ε, ω), we get that v θ (t, x, ω) satisfies the ε-independent equation
and the initial condition v θ (0, x, ω) = e θx . Taking for simplicity t = 1 and x = 0 and using the control representation for v θ (see (5.5)-(5.6)), the limiting behavior of u ε θ (1, 0, ω) as ε → 0 boils down to showing the existence of the limit (with S = 1/ε)
, where
, c]-valued and G s -progressively measurable} is the set of admissible controls, and (X α s ) s≥0 is defined by
The control interpretation (1.7) indicates that, contrary to the case c = 0 for which the existence of the limit can be easily shown by subadditivity arguments, allowing c > 0 destroys subadditivity. Hence, even the existence of the limit in (1.7) becomes a nontrivial statement. We are able not only to show that the limit in (1.7) exists and get a semi-explicit expression for it but also to provide asymptotically optimal controls (see Section 4.3). Recall that the original Hamiltonian H β,c (p, ω) is nonconvex in p for all β, c > 0. We show that in our setting the convexity/nonconvexity of the effective Hamiltonian depends only on the magnitude of the potential and the size of the control. More precisely, H β,c is convex if and only if β ≥ c 2 /2 (see Figure 1) . The "convexification" of the effective Hamiltonian has been previously observed for the first order Hamilton-Jacobi equations in [ATY15] , [ATY16] , [QTY17] .
1.2. Broader context. We shall refer to the equation of the form
as a viscous Hamilton-Jacobi equation if the symmetric positive semi-definite matrix A ≡ 0 and as an inviscid Hamilton-Jacobi equation (or simply Hamilton-Jacobi equation) if A ≡ 0. By change of variables we can always write u ε (t, x, ω) = εu(t/ε, x/ε, ω) where u(t, x, ω) solves (1.9) for ε = 1. Thus, we are interested in the existence of a scaling limit under the hyperbolic scaling of time and space. Note that linear initial conditions are invariant under this scaling. We shall say that (1.9) with initial condition g(x) homogenizes if with probability one u ε (t, x, ω) converges locally uniformly in t and x to the solution u(t, x) of a deterministic PDE with the same initial condition. If the convergence is only in probability then we shall say that the problem homogenizes in probability.
It has been shown that if the Hamiltonian H(p, ω) is convex in the momentum variables (p ∈ R d ), then homogenization holds for very general viscous and inviscid Hamilton-Jacobi equations in all dimensions. The literature on the subject is vast. We shall focus primarily on the viscous case and refer the reader to [LS05] , [KRV06] , [AS12] , [AT14] , [AC15a] , and the references therein.
If the Hamiltonian H(p, x) is 1-periodic in each of the spatial variables, then there is a general method of proving homogenization due to [LPV87] (see [Eva92] for an extension to general first and second order fully nonlinear PDEs). The method is based on the construction of correctors. Correctors are sublinear (at infinity) solutions to a certain family of nonlinear eigenvalue problems, see (2.11) for our case. The applicability of the method does not depend on the convexity of the Hamiltonian but rather on the coercivity of the Hamiltonian in p and the compactness of the space (x changes on a torus). The method of correctors originated in the study of linear partial differential equations with periodic coefficients, and we refer the interested reader to the monographs [BLP78] , [JKO94] .
In the more general stochastic setting, [RT00, Theorem 4.1] asserted that if sublinear correctors exist for each vector in R d then the (inviscid) stochastic problem homogenizes. However, soon it was shown ( [LS03] ) that in the stochastic case correctors need not exist in general. Thus, other methods were developed. One of them was introduced already in [LPV87] as an alternative method for the (inviscid) periodic problem with a convex Hamiltonian. Convexity played an important role. First of all, it allowed one to use the control representation of solutions. Furthermore, the convexity assumption implied the subadditivity of certain solution-defining quantities, and the homogenization result could be obtained from a subadditive ergodic theorem.
The first two papers which addressed the stochastic homogenization of viscous Hamilton-Jacobi equations, [LS05] and [KRV06] , used variational representations of the solutions. In an attempt to steer away from representation formulas and following some ideas in [Szn94] and [LS10] , the paper [AS12] introduced a method based on the so-called metric problem. The convexity assumption gives a subadditivity property to solutions of the metric problem and, thus, still essentially restricts the approach to convex Hamiltonians (level-set convex in the inviscid case, [AS13] ). This approach was further developed in [AT14] and [AC15a] where some assumptions are relaxed and a rate of convergence is obtained.
For quite some time it was not clear whether the convexity assumption can be disposed of in the stochastic setting. Several classes of examples of nonconvex Hamiltonians for which homogenization holds were recently constructed: [ATY15] , [ATY16] , [Gao16] , [FS16] , [QTY17] for inviscid equations and [AC15b] , [DK17] for viscous equations. On the other hand, the work [Zil15] has demonstrated that homogenization could fail for nonconvex Hamiltonians in the general stationary and ergodic setting for dimensions d ≥ 2. (See also [FS16] .) These results indicate that the homogenization or non-homogenization for nonconvex Hamiltonians depends significantly on the interplay between the nonconvexity and the random environment, and that one cannot expect a comprehensive solution. The case of viscous equations is particularly difficult, since the viscosity term adds yet another randomness, encoded in the diffusion. The critical scaling at which the diffusion enters the equation brings into play the large deviations for this diffusion and makes the analysis even more challenging.
In spite of the negative results of [LS03] on the existence of correctors for (1.9), the quest for them has never ended (see, for example, [DS09] , [DS12] , [AC15b] ). In particular, the authors of [CS17] have shown under quite general conditions that if the equation (1.9) homogenizes in probability to an effective equation with some continuous and coercive Hamiltonian H(p) then correctors exist for every p that is an extreme point of the convex hull of the sub-level set {q ∈ R d : H(q) ≤ H(p)}. In discrete multidimensional settings such as first passage percolation, random walks in random environments and directed polymers, the existence of correctors (and closely related Busemann functions) also received a lot of attention (see, e.g., [Yil11] , [DH14] , [Kri16] , [GRAS16] , [BL16] ).
1.3. Motivation, method and outline. Given the above developments and the complexity of the general homogenization problem with a nonconvex Hamiltonian, one can start with a more modest goal and look first at some model examples of viscous Hamilton-Jacobi equations in dimension 1. For the inviscid case in dimension 1 there are already quite general homogenization results, see [ATY15] and [Gao16] . It is natural to conjecture that homogenization in dimension 1 holds under general assumptions in the viscous case as well. Methods which were used in the inviscid case are not applicable to the viscous case due to the presence of the diffusion term.
In this paper we provide a new class of examples in the viscous one-dimensional case for which homogenization holds. Our examples, in a way, complement some of those considered earlier in [DK17, Theorem 4.10]. More precisely, the method of [DK17] is applicable to Hamiltonians which have one or more "pinning points" (i.e. values p * such that H(p * , ·) ≡ const) and are convex in p in between the pinning points. For example, H(p, ω) = To prove Theorem 1.2 we first consider the convex case c = 0 (no-control case for (1.7)) and construct a function F β,θ for every θ outside of the closed interval where the tilted free energy Λ β (θ) (see (2.1)) attains its minimum value β, i.e. outside of the so-called "flat piece" of the effective Hamiltonian H β,0 ≡ Λ β . The function F β,θ is used to introduce the exponential martingale M t (ω), see (2.12); for this reason we call F β,θ a corrector. The martingale M t (ω) immediately yields the desired limit. For each c > 0 we build the effective Hamiltonian H β,c by shifting and bridging together pieces of Λ β (· ± c) (see Section 4.3 and Figure 1 ). We note that in our setting correctors exist for all θ outside of the "flat pieces" of H β,c (θ) and coincide with those constructed in the nocontrol case for an appropriately shifted θ. We use each of these correctors to define an exponential expression (see (4.4)) which turns out to be (i) a submartingale for arbitrary control policies and (ii) a martingale for specific control policies that we deduce to be asymptotically optimal.
The above approach was first proposed and implemented in [YZ17] in the discrete setting where the BM in the control problem (1.7) is replaced by a random walk, the analog of Theorem 1.2 is proved for a viscous Hamilton-Jacobi partial difference equation and the effective Hamiltonian is shown to have the same structure as in this paper. However, as it is often the case, the arguments in the continuous formulation differ noticeably. We believe that some of the ideas in [YZ17] and this paper can be extended to more general settings, for example, to Hamiltonians of the form (1.10) in one or more dimensions.
We end this introduction with a brief outline of the rest of the paper. Section 2 focuses on the no-control case. We obtain a uniform lower bound using the existence of arbitrarily long high hills, construct the aforementioned correctors, use them to give a self-contained proof of the existence of the tilted free energy (Theorem 2.9) and list some of the properties of the latter (Proposition 2.10). Section 3 contains upper bounds for the control problem. We restrict the infimum in (1.7) to bang-bang policies, consider the constant policies ← − α ≡ −c and − → α ≡ c as well as a family of policies α (x * ,h,y) which tries to trap the particle to low valleys. These upper bounds produce the graphs in Figure 1 . Section 4 provides matching lower bounds. We obtain a uniform lower bound similar to that in the no-control case, use the correctors outside of the flat pieces as mentioned above, give a scaling argument at the elevated flat piece centered at the origin when β < c 2 /2, and thereby prove the existence of the effective Hamiltonian (Theorem 4.3). Finally, Section 5 wraps up the solution of the homogenization problem. We derive the control representation and put our limit results (Theorems 2.9 and 4.3) together with relevant results from [DK17] to prove Theorem 1.2 and Corollary 1.4. Note that the regularity assumption (1.4) on V is used only in Section 5 and it is replaced by the weaker continuity assumption (2.2) in Sections 2, 3 and 4.
No control
We start our analysis with the special case of no control, c = 0, where the limit on the RHS of (1.7) simplifies to (2.1)
In this section, we assume that V satisfies (1.3), (1.5) and ∀ω ∈ Ω (2.2)
is Hölder continuous with some positive exponent.
Under these assumptions, we prove that the limit in (2.1) exists for all β > 0, θ ∈ R and P-a.e. ω.
To this end, we define
The quantity Λ β (θ) is referred to as the tilted free energy of BM. Its existence is covered by the works [LS05, KRV06] on the homogenization of viscous Hamilton-Jacobi equations with convex Hamiltonians. We give a short and self-contained proof which relies on the construction of correctors and provides an implicit formula for Λ β (θ). Introducing these correctors is in fact our main motivation here since they will play a key role in our solution of the control problem (i.e. showing the existence of the limit on the RHS of (1.7) for c > 0) in Section 4.
Uniform lower bound (no control)
. Throughout the paper, we make use of the hitting times τ y = inf{t ≥ 0 : X t = y} and τ ±y = τ −y ∧ τ y , y ∈ R.
Lemma 2.1. For every y > 0,
Proof. This follows immediately from the spectral analysis of the Laplace operator on [−y, y] with Dirichlet boundary conditions (see [Var07, Section 5.8]).
Lemma 2.2. For every β > 0, θ ∈ R and P-a.e. ω, we have Λ L β (θ) ≥ β with the notation in (2.3).
Proof. By (1.5) and ergodicity, for every h ∈ (0, 1), y > 0 and P-a.e. ω, there is an h-hill of the form [x * − y, x * + y] for some x * ∈ R (which depends on ω). Using the strong Markov property and Lemma 2.1, we get
Finally, we send h → 1 and y → ∞.
Correctors. For every
We make two elementary observations. First,
Lemma 2.3. For every a ≥ 0 and x, y ∈ R,
Proof. See [RY99, Chapter 2, Proposition 3.7].
For every β > 0, θ = 0, λ ≥ β, ω ∈ Ω and x ∈ R, let
+ ≤ θz. Using this representation, it is easy to check that
for every ω ∈ Ω and x, y ∈ R. We refer to this identity as the cocycle property.
In the following lemma and the rest of the paper, we use the notation (·) =
Lemma 2.4. For every β > 0, θ = 0, λ ≥ β and ω ∈ Ω, the function
Proof. For every β > 0, λ ≥ β, ω ∈ Ω and y ∈ R, the function 
The equality in (2.9) follows from the strong Markov property of BM. We take lim sup as t → ∞, use Λ U β (θ) − λ > 0 and deduce that the RHS of (2.10) is infinite. This implies that E[F λ β,θ (·, 1)] ≤ 0, since otherwise the RHS of (2.10) would be finite by the Birkhoff ergodic theorem. These assertions follow from the P 0 -a.s. positivity of τ 1 , the uniform (in ω) bounds in (2.5) and the dominated convergence theorem. Recalling Lemma 2.5, we deduce the desired result. The θ < 0 case is similar.
In the rest of this paper, we write F β,θ (ω, x) = F λo β,θ (ω, x) for notational brevity. We give two lemmas which are elementary but of central importance in our analysis both when c = 0 and c > 0.
Lemma 2.7. Assume that β < Λ U β (θ). Then, the following bounds hold for every ω ∈ Ω and x ∈ R.
Proof. For every ω ∈ Ω, x ∈ R and y > 0, we use the cocycle property (2.8) to write 1
recall (2.5)-(2.6), send y → 0 and deduce the desired bounds.
by Lemma 2.6, the cocycle property (2.8) and the Birkhoff ergodic theorem. Hence, for every ε > 0, there exists a t 0 = t 0 (ε) such that |F β,θ (ω, x)| ≤ ε|x| for |x| ≥ t 0 . From this we deduce that
for sufficiently large t > t 0 .
To summarize, the function x → F β,θ (ω, x) is defined whenever β < Λ U β (θ) (see Lemma 2.6). For P-a.e. ω, it is a sublinear (at infinity) solution of
by Lemmas 2.4 and 2.8. We refer to this family of functions as correctors.
2.3. The tilted free energy. For every t ≥ 0, ω ∈ Ω, β > 0 and θ = 0 such that
by Lemma 2.7, we have
The last equality uses (2.11). Therefore, for every ω ∈ Ω, (M t (ω)) t≥0 is a (positive) martingale with respect to (G t ) t≥0 . In particular, E 0 [M t (ω)] = 1 for every t ≥ 0. We are now ready to prove the existence of the tilted free energy.
Theorem 2.9. Assume that V satisfies (1.3), (1.5) and (2.2). Then, the limit in (2.1) exists for every β > 0, θ ∈ R and P-a.e. ω. Moreover,
Proof. If Λ U β (θ) = β, then we are done by Lemma 2.2. (This is the case, e.g., when θ = 0. See Proposition 2.10 below.) Otherwise, for every t > 0, a > 0 and P-a.e. ω,
by Lemma 2.8, where the o(t) term depends on a and ω. Note that
by (2.13). Choosing a sufficiently large concludes the proof.
The following proposition (whose proof is deferred to Appendix A) lists some properties of the tilted free energy.
Proposition 2.10. Assume that V satisfies the conditions in Theorem 2.9. Then, the following properties are true.
(a) Λ β (θ) is increasing in β, and even and convex in θ.
c) {θ ∈ R : Λ β (θ) = β} is a symmetric and closed interval with nonempty interior.
Proposition 2.10(d) is included here as an application of the implicit formula we provide for Λ β (θ) in Theorem 2.9, and it is not used anywhere in the paper. Note that this proposition does not answer the question of whether the function θ → Λ β (θ) is differentiable at the endpoints of the interval {θ ∈ R : Λ β (θ) = β}. A negative answer to this question is given in [YZ17, Appendix D] in the discrete setting.
Upper bounds
Our next goal is to prove that the limit
exists for every β > 0, c > 0, θ ∈ R and P-a.e. ω. To this end, we define
In this section, we give upper bounds for H U β,c (θ) by considering specific (families of) policies. In Section 4, we obtain matching lower bounds for H L β,c (θ) and thereby infer that the specific policies considered in Section 3 are in fact asymptotically optimal. We assume throughout these two sections that V satisfies (1.3), (1.5) and (2.2). Therefore,
3.2. General upper bound. Substituting the bang-bang policies ← − α ≡ −c and − → α ≡ c into the RHS of (3.3), we readily get the following bound:
3.3. Upper bound when |θ| ≤ c. For every h ∈ (0, 1), y > 0 and P-a.e. ω, assumption (1.5) and the Birkhoff ergodic theorem ensure the existence of an h-valley of length 2y centered at some x * ∈ R. Consider the policy α (x * ,h,y) defined as
Here, X 
1I {|Xs |≥y} ds+c (t,0) e βht by Tanaka's formula, where (t, 0) is the local time of BM at 0 up to time t.
For every t ≥ 0, let 
Finally, recalling (3.3), (3.5) and taking h → 0, we obtain the following bound:
Lower bounds and the effective Hamiltonian
In this section, we continue assuming that c > 0 and V satisfies (1.3), (1.5) and (2.2).
4.1. Uniform lower bound. For every α ∈ P c , E 0 e where the equality follows from Girsanov's theorem as in Section 3.1.
Applying the exponential Chebyshev inequality and optimizing over ξ, we see that
for every b > 0.
As we argued in the proof of the uniform lower bound when c = 0 (Lemma 2.2), for every h ∈ (0, 1), y > 0 and P-a.e. ω, there exists an h-hill of the form [x * − y, x * + y] for some x * ∈ R. Using the strong Markov property and Lemma 2.1, we get
Therefore,
for every y > 0 sufficiently large (depending on b) so that 
4.2. Lower bound when θ ≥ 0 and Λ β (θ − c) > β. We start with recording a lower bound for the derivative of the relevant corrector from Section 2.2.
Proof. This is an immediate corollary of Lemma 2.7 now that we know from Theorem 2.9 that Λ
Similarly, if (ii) holds, then
Lemma 4.2. If condition (i) or condition (ii) in Lemma 4.1 holds, then
Proof. Assume that (i) or (ii) in Lemma 4.1 holds. For every α ∈ P c , t ≥ 0 and ω ∈ Ω, let
The last equality follows from (2.11) with θ replaced by θ − c. Since θ + (F β,θ−c ) (ω, X α t ) ≥ 0 by Lemma 4.1 and α t + c ≥ 0, we conclude that (M α t (ω)) t≥0 is a (positive) submartingale with respect to (G t ) t≥0 . In particular,
Finally, for sufficiently large a > 0,
Here, the second and the fourth equalities are easily justified as in the proof of Theorem 2.9, and the third equality follows from the sublinearity of the corrector (Lemma 2.8).
It remains to consider the cases not covered by Lemma 4.2.
, then it follows from Proposition 2.10 and the intermediate value theorem that there exists a uniqueθ(β, c) ∈ (θ, c) such that
By Proposition 2.10(a), the map β →θ(β, c) is increasing for β ∈ (0, c 2 /2), withθ(0 + , c) = 0, so there exists a uniqueβ =β(θ, c) ∈ (0, β) such thatθ(β, c) = θ. With this notation, we get the following bound:
Here, the first inequality uses V (·) ≥ 0 and the second inequality follows from (4.3) which is now applicable sinceβ < Λβ(θ − c) = c 2 /2.
4.3. The effective Hamiltonian. We are ready to check that the lower bounds we have obtained in this section match the upper bounds from Section 3.
Theorem 4.3. Assume that V satisfies (1.3), (1.5) and (2.2). Then, the limit in (3.1) exists for every β > 0, c > 0, θ ∈ R and P-a.e. ω. Moreover, there are two qualitatively distinct control regimes which are characterized by the comparison of β and c 2 /2 (see Figure 1) .
(a) (Weak control) If β ≥ c 2 /2, then the effective Hamiltonian is given by
2 /2, then there exists a uniqueθ(β, c) ∈ (0, c) such that
and the effective Hamiltonian is given by Proof. We prove the existence of the limit in (3.1) separately in each of the two control regimes.
(a) (Weak control) Assume that β ≥ c 2 /2. By symmetry, it suffices to consider θ ≥ 0.
• If 0 ≤ θ ≤ c, then the bounds (3.7) and (4.2) match,
and taking the infimum in (3.1) over the set {α (x * ,h,y) : 0 < h < h 0 , y > y 0 } for any h 0 > 0 and y 0 > 0 does not change the limit.
• If θ ≥ 0 and Λ β (θ − c) = β, then the bounds (3.4) and (4.2) match,
and ← − α is asymptotically optimal.
• If θ > c and Λ β (θ − c) > β, then the bounds (3.4) and (4.3) match,
(b) (Strong control) Assume that β < c 2 /2. By symmetry, it suffices to consider θ ≥ 0. Recall from Section 4.2 that there exists a uniqueθ(β, c) ∈ (0, c) such that Λ β (θ(β, c) − c) = c 2 /2.
• If 0 ≤ θ <θ(β, c), then the bounds (3.7), (4.5) and (4.6) match,
• If θ ≥θ(β, c) and Λ β (θ − c) > β, then the bounds (3.4) and (4.3) match,
Homogenization
In this section, we first state (and give references to) existence and uniqueness results for viscosity solutions to the Cauchy problems we have introduced in Section 1.1, then provide the control representation (5.5)-(5.6) for v θ that we have mentioned there, and finally use (5.6) to prove our homogenization results (Theorem 1.2 and Corollary 1.4). We assume throughout the section that V satisfies (1.3), (1.4) and (1.5). Since we work directly with the control representation rather than the equations themselves, we omit the definition of a viscosity solution and refer the reader to [CIL92, FS06] .
5.1. Existence and uniqueness. The following results are well known in very general settings (see, for instance, [CIL92, CL86] ). We state them here exactly in the form we need and give precise references for the convenience of the reader.
Lemma 5.1. For every g ∈ UC(R), ε > 0 and ω ∈ Ω, the viscous Hamilton-Jacobi equation (1.1) subject to the initial condition g has a unique viscosity solution u Proof. For every ω ∈ Ω, the Hamiltonian H β,c (p, T x ω) = 1 2 p 2 − c|p| + βV (T x ω) has the following three properties. First,
for every p, q ∈ R. The desired result follows from [DK17, Theorem 2.8].
Lemma 5.2. For every g ∈ UC(R), the inviscid Hamilton-Jacobi equation (1.6) subject to the initial condition g has a unique viscosity solution u g in UC([0, ∞) × R).
Proof. It is clear from (4.7)-(4.8) that the Hamiltonian H β,c (p) is locally uniformly continuous in p.
for every p ∈ R. Here, the first inequality is as in (5.1), the second inequality is easy to check by taking β = 0 (see also Figure 1 ), the third inequality holds since α ≡ 0 ∈ P c , and the last inequality is part of Proposition 2.10(b). The desired result follows from [DK17, Theorem 2.5].
5.2. Control representation. For every θ ∈ R, ε > 0, (t, x) ∈ [0, ∞) × R and ω ∈ Ω, we will write u ε θ (t, x, ω) to denote u and
Proof.ṽ θ (t, x, ω) is the value function of a finite horizon, risk-sensitive stochastic optimal control problem with running payoff function x → βV (T x ω) and terminal payoff function x → e θx . See [FS06, Chapter 6] for background. As we now show,ṽ θ is a viscosity solution of the associated Bellman equation
Indeed, when θ = 0 (i.e. the terminal payoff function is identically equal to 1), the last statement follows directly from [FS06, Chapter 6, Theorem 8.1] which is applicable by our assumptions (1.3) and (1.4). On the other hand, when θ = 0, we can absorb the terminal payoff into the running payoff as follows. For every α ∈ P c , 
Expressing the derivatives ofṽ θ (t, x, ω) in terms of those ofṽ θ (t, x, ω)e −θx , we deduce thatṽ θ is a viscosity solution of (5.7).
Applying the inverse Hopf-Cole transformation to (5.8) (see [FS06, Chapter 6, Corollary 8.1]) and arranging the terms, we see that logṽ θ (t, x, ω) − θx is a viscosity solution of (5.9) ∂u ∂t = 1 2
Hence, logṽ θ is a viscosity solution of (1.1) with ε = 1 and logṽ θ (0, x, ω) = θx. By Lemma 5.4 (see below) and the uniqueness part of Lemma 5.1, we deduce that u
Lemma 5.4. There exists a constant κ depending only on β, c, θ and the Lipschitz constant of
for all s, t ≥ 0, x, y ∈ R and ω ∈ Ω.
Proof. Recall from the proof of Lemma 5.3 that logṽ θ (t, x, ω) − θx is a viscosity solution of (5.9) and logṽ θ (0, x, ω) − θx = 0. It follows from [Dav16, Theorem 3.2] that logṽ θ (t, x, ω) − θx is Lipschitz continuous in t ∈ [0, ∞) and x ∈ R with a Lipschitz constant κ that depends only on β, c, θ and the Lipschitz constant of x → V (T x ω) (which is finite by (1.4) ). This implies the desired result. V (T Xs ω)ds+θXt ≤ 1 t log E 0 e βt+θXt = β + 1 2 θ 2 .
Sending t → ∞ and recalling from Theorem 2.9 that Λ β (θ) ≥ β, we obtain the desired bounds. The RHS is a convergent series since the exponent in the kth term grows linearly in k (with a negative sign) by (A.1) and the Birkhoff ergodic theorem. We deduce that Λ β (θ) ≤ β and conclude by appealing to parts (a) and (b).
(d) Recall from (2.6) that for θ > 0 and Λ β (θ) > β. Thus, by the implicit function theorem, the function θ → Λ β (θ) is continuously differentiable on the set {θ ∈ R : θ > 0 and Λ β (θ) > β}. Since Λ β (−θ) = Λ β (θ) and Λ β (0) = β by parts (a) and (c), this concludes the proof. 
