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ABSTRACT
This paper addresses the dynamics of an N-link planar pendulum in the perspective of fractional cal-
culus. The proposed methodology leads to a novel point of view for signal propagation as a time-
spacewavewithin the systemmechanical structure. Numerical simulations show the effectiveness of
the approach both for signal visualisation and limit cycle detection.
1. Introduction
Known for their rich dynamics, pendular systems (PS)
have been widely used for modelling and as bench-
mark systems in many areas, namely long-chain molec-
ular physics (Mezic´, 2006; Vesely, 2013), control theory
(Boubaker, 2013; Kurdekar & Borkar, 2013; Larcombe,
1992), robotics (Ali, Motoi, Heerden, & Kawamura,
2013; Brisilla & Sankaranarayanan, 2015), biomechan-
ics (Barin, 1992; Schiehlen, 2014), building structures
(Housner, 1963; Zayas, Low, & Mahin, 1990), chaos
and nonlinear dynamics (Gmiterko & Grossman, 2010;
Hedrih, 2008; Lobas, 2005; Yu & Bi, 1998), among others
(Baker & Blackburn, 2005; Jadlovská, Sarnovsky`, Vojtek,
& Vošcˇek, 2015).
PS have been studied in the perspective of develop-
ing models of increasing complexity with the number
of links, by means of computational packages (Gmiterko
& Grossman, 2010; Rivas-Cambero & Sausedo-Solorio,
2012). Another point of view is the analysis of the com-
plex dynamics emerging in PS with a large number of
links (Awrejcewicz et al., 2008). In all cases, the popu-
larity of PS is due to their seminal properties, revealing
phenomena ubiquitous in natural andman-made systems
(Boubaker, 2013). Despite the existing models being able
to deal with PS of arbitrary number of links, the lack
of general tools for dynamical analysis and performance
visualisation is recognised (Rivas-Cambero & Sausedo-
Solorio, 2012).
In this paper, we propose a methodology inspired in
fractional calculus (FC) to explore the dynamics of an
N-link planar pendulum in the line of thought of signal
propagation and limit cycle prediction. First, we use the
Lagrange–Euler formulation to obtain the system model
as a set of general equations, easily implementable with
present-day symbolic computational packages. Second,
we explore the dynamics and the tools of FC to visualise
signal propagation within the system mechanical struc-
ture. Third, we address the emergence of limit cycles and
their prediction by means of an harmonic analysis. The
results of several numerical experiments are discussed.
The proposed methodology leads to a novel perspective
for signal propagation as time-space waves within the PS.
Having these ideas in mind, the paper is organised as
follows. In Sections 2 and 3, we present the main mathe-
matical tools for processing data and we derive the gen-
eral model of the N-link pendulum. In Section 4, we
simulate the system dynamics, proposing a methodology
for visualising signal-wave propagation. In Section 5, we
analyse the complexity of limit cycles revealed by the PS.
Finally, in Section 6, we outline the main conclusions.
2. Mathematical tools
In this section, we present the main mathematical tools
used during the data processing. Hence, in Sections 2.1
and 2.2, we address briefly the concepts of fractional-
order ‘differintegral’ and fractional power of a square
matrix, respectively.
2.1 Fractional-order derivatives and integrals
FC generalises the concepts of derivative and inte-
gral to non-integer orders. During the last decades, FC
was found to play a fundamental role in modelling
many important physical phenomena and emerged as
an important tool in the area of dynamical systems
with complex behaviour (Baleanu, Diethelm, Scalas, &
Trujillo, 2012; Ionescu, 2013; Kenneth & Ross, 1993;
Lopes & Machado, 2014; Lopes, Machado, Pinto, &
Galhano, 2013; Luo&Chen, 2012;Mainardi, 2010; Sheng,
Chen, & Qiu, 2011; Silva, Machado, & Lopes, 2004).
Several definitions of fractional derivative and inte-
gral have been proposed (de Oliveira & Machado, 2014;
Machado, Kiryakova, &Mainardi, 2011; Valério, Trujillo,
Rivero, Machado, & Baleanu, 2013). We recall here the
Grünwald–Letnikov fractional ‘differintegral’ operator of
order α ∈ R, aDαt , given by (Petras, 2011)
aDαt f (t ) = limh→0h
−α
[ t−ah ]∑
m=0
(−1)m
(
α
m
)
f (t − mh) (1)
where [ · ] denotes the integer part, h is the time incre-
ment, and {t, a} ∈ R are the upper and lower limits of the
‘differintegral’ operation, respectively.
Equation (1) can be easily approximated numerically
by (Dorcˇák, 1994; Podlubny, 1999)
aDαt f (t ) ≈ (t−L)Dαt f (t )
= T−α
N(t )∑
m=0
(−1)m
(
α
m
)
f (t − mT )
= T−α
N(t )∑
m=0
c(α)m f (t − mT ) (2)
where T is the sampling period, L corresponds to the
‘memory length’, and N(t) = min {[t/h], [L/h]}.
The binomial coefficients c(α)m are given by (Dorcˇák,
1994)
c(α)m =
(
1 − 1 + α
m
)
c(α)m−1, c
(α)
0 = 1 (3)
Parameter L should be chosen using the following
criterion:
L ≥ 1
δ20(α)
(4)
where δ0 is the maximum admissible normalised error,
given by
δ0 = |aD
α
t f (t ) − (t−L)Dαt f (t )|
M
, M = max
[0,∞]
| f (t )|
(5)
2.2 Fractional power of a squarematrix
The calculation of the pth power of a square n × n real
matrix A, where p is a real or complex value, arises in
applications such us Markov chain models in finance and
health care (Charitos, de Waal, & van der Gaag, 2008;
Israel, Rosenthal, & Wei, 2001), fractional differential
equations, nonlinear matrix equations, and computation
(Bini, Higham, & Meini, 2005; Fiori, 2008).
Several authors have investigated algorithms for com-
puting the pth power of matrices. In Higham (2008) are
presented the Schur, Newton, and inverse Newton meth-
ods. The Schur–Newton and Schur–Padé algorithms are
discussed inHighamandLin (2011). Some of thesemeth-
ods impose additional conditions on the matrix A.
In this subsection, we recall a reliablemethod for com-
putingAp, p ∈ C, based on the eigenvalue decomposition
(Machado, Lopes, Duarte, Ortigueira, & Rato, 2014).
Given a real square n × nmatrix A, with the eigenval-
ues λi (real or complex) and the corresponding eigenvec-
tors vi, 1 i n, vi = 0, there is the well-know relation
Avi = λivi (6)
It can be easily shown by induction on k that
Akvi = λki vi (7)
for all positive integers k.
Let us now consider the generalisation of Equation (7)
to the case k = 1p , p ∈ Z, p 0. This yields
A
1
p vi = λ
1
p
i vi (8)
The p root of the matrix A should be defined as a
matrix B such that Bp = A. Therefore, B = A 1p satisfies
Equation (8) for all eigenvalues and the corresponding
eigenvectors (Arias, Gutierrez, & Pozo, 1990; Astin, 1967;
Bini et al., 2005;Waugh&Abel, 1967). Expression (8) can
be written as
Bvi = λ
1
p
i vi (9)
Matrix B can be determined by solving the linear sys-
tem:
B
[
v1|v2| . . . |vn
] = [λ 1p1 v1|λ 1p2 v2| . . . |λ 1pn vn
]
(10)
B =
[
λ
1
p
1 v1|λ
1
p
2 v2| . . . |λ
1
p
n vn
]
· [v1|v2| . . . |vn]−1 (11)
Obviously, different sort of eigenvalues may produce
distinct results, while negative eigenvalues of A result in
complex elements of Ap. The main limitation is the com-
putational burden for calculating the matrix’s spectrum.
Using the identity λ ji = e j ln λi = cos(ln λi) +
j sin(ln λi), j =
√−1, it is possible to extend the deter-
mination of Ap to complex powers, p ∈ C.
3. Dynamics of the N-link pendulum
We consider the N-link planar pendulum shown in
Figure 1. The kth link, k = 1, ..., N, is a rigid body with
length lk and punctual mass mk, concentrated at a dis-
tance rk from the link base point. The link angular posi-
tion, θk, is measured with reference to the axis of link
k − 1, except for θ1 that is measured with reference to
the negative y-axis of the fixed Cartesian frame xy.
For computing the dynamic model of the pendulum,
we use the Lagrange–Euler formulation, given by
d
dt
∂L
∂θ˙k
− ∂L
∂θk
= Tk (12a)
L = K − P (12b)
where, L is the Lagrangian, K and P denote the sys-
tem kinetic and potential energies, respectively, Tk is the
torque acting on link k, at the link base point, and t
is time.
The energies K and P can be written as
x
y
θ1
m1
l1
r1
θ2
m2
θN
mN
Figure . The N-link planar pendulum.
K =
N∑
k=1
1
2
mk
×
⎡
⎣
( k−1∑
i=1
li cos(θi,i−1)θ˙i,i−1+rk cos(θk,k−1)θ˙k,k−1
)2
+
( k−1∑
i=1
li sin(θi,i−1)θ˙i,i−1 + rk sin(θk,k−1)θ˙k,k−1
)2⎤⎦
(13)
P = −g
N∑
k=1
mk
[ k−1∑
i=1
li cos(θi,i−1) + rk cos(θk,k−1)
]
(14)
where g represents the gravitational acceleration,
θ j, j − 1 = θ j + θ j − 1, j = {i, k}, and θ0 = 0.
Substituting Equations (13) and (14) into Equation
(12), we can write the pendulum inverse dynamical
model in the matrix form:
I(θ )θ¨ +N(θ, θ˙ ) + G(θ ) = T (15)
where I(θ ) denotes the N × N dimensional matrix of
inertia, N(θ, θ˙ ) and G(θ ) represent the N × 1 dimen-
sional vectors of Coriolis plus centripetal and gravita-
tional terms, respectively, andT is theN× 1 torque vector
acting upon the pendulum links. The inverse model (15)
may be used within certain feedforward control schemes
(Machado & de Carvalho, 1989; Machado, de Carvalho,
& Galhano, 1993), while the direct model, represented in
Figure 2 as a block diagram, is required for simulation
(Lewis, Dawson, & Abdallah, 2004; Slotine, 1985; Spong
& Vidyasagar, 2008).
Model (15) can be calculated in analytic form, for
an arbitrary number of links, by symbolic computa-
tional software packages (Char, Fee, Geddes, Gonnet, &
Monagan, 1986; Moore, 2014; Wolfram, 2000).
I−1
∫
dt
∫
dt
N(θ, θ˙)
G(θ)
u θ¨ θ˙ θT
−
Figure . Diagram of the N-link pendulum direct dynamics.
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Figure . Forward path signal propagation for the -link planar pendulum: (a) ϑ; (b)ψ . The pendulum parameters are l = ,m = , r =
., and the initial conditions are θ = ., θ˙ = 0.
4. Numerical simulation and computer
visualisation
In this section, we visualise the signal propagation across
the forward path of the block diagram of Figure 2. The
propagation in the feedback path, either joining N and
G, or separately, is straightforward using the method
proposed in the sequel. Several numerical experiments
showed that the visualisation acrossN andG does not add
any significant information and, therefore, for the mat-
ter of reducing space, in the sequel we focus our attention
mainly in the direct path.We start by calculating the trav-
elling signal, ϑ = (I−1)p · u, p [0, 1], from u towards θ¨ .
Therefore, for p = 0, we have ϑ = u, while for p = 1, we
obtain ϑ = θ¨ . This is accomplished by means of the frac-
tional power of a square matrix operator (11).
We then determine and visualise the signal, ψ =
aDαt θ¨ (t ), α  [ − 2, 0], travelling from θ¨ towards θ .
Therefore, for α = 0, we have ψ = θ¨ , while for α =
−2, we obtain ψ = θ . This means that we successively
integrate the acceleration, θ¨ , by means of the fractional-
order ‘differintegral’ operator, until we get the link’s posi-
tion, θ . This scheme may be considered as a pure math-
ematical and numerical approach. In fact, the obtained
results are to be interpreted as a new visualisation con-
cept inspired in the FC. Therefore, obtaining a physical
meaning is not the goal of this study, rather than to open
a new research procedure to the classical integer modus
operandi.
For supporting the study, we analyse in the sequel the
pendulum dynamics for N = {1, 2, 3, 4}. Furthermore, in
order to facilitate the comparison and the interpretation
of the results, we impose the constraintsmk = lk = 1N and
rk = lk2 on the pendulum parameters. By other words, we
adopt PS with invariant total length and mass. For all
experiments, we consider the unforced case with a given
set of initial conditions on θ and θ˙ .
Figures 3 and 4 depict the signal propagation along the
forward path for the 1- and 2-link pendula, respectively.
The corresponding initial conditions are θ = {0.4}, θ˙ =
{0}, and θ = {0.4, 0}, θ˙ = {0, 0}. Despite the uncount-
able possibilities, these values illustrate well the system
dynamics, while other options lead to similar results.
Figures 5 and 6 show the results obtained for N = {3,
4}, with the initial conditions θ = {0.4, 0, 0}, θ˙ = {0, 0, 0},
and θ = {0.4, 0, 0, 0}, θ˙ = {0, 0, 0, 0}, respectively. As said
before, these values illustrate well the system dynamics,
while other options lead to similar results. Moreover, for
both pendula, we opt for depicting just the signals cor-
responding to the first link. In fact, while for all links
the results are similar, the first one often unveils richer
dynamics.
We observe a continuous variation of the signals. Fur-
thermore, we verify the nonlinear action of the inertia
matrix, with the emergence of multiple harmonics, par-
ticularly visible when p is close to one. On the other hand,
it is noticeable that thewaves have a propagation along the
x-axis merely for the inertia, while they reveal a diagonal
evolution along the acceleration-to-position integration
path due to the involved memory effect.
5. Limit cycles
In this section, we study the limit cycles of theN-link pen-
dulum.
In general, the link’s positions, θ , of the unforced
pendulum are periodic, but include higher harmonics
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Figure . Forward path signal propagation for the -link planar pendulum: (a) ϑ; (b)ψ ; (c) ϑ; (d)ψ . The pendulum parameters are {l,
l}= {., .}, {m,m}= {., .}, {r, r}= {., .}, and the initial conditions are θ = {., }, θ˙ = {0, 0}.
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Figure . Forward path signal propagation for the ﬁrst link of the -link planar pendulum: (a) ϑ; (b)ψ . The pendulum parameters are {l,
l, l}= {/, /, /}, {m,m,m}= {/, /, /}, {r, r, r}= {/, /, /}, and the initial conditions are θ = {., , }, θ˙ = {0, 0, 0}.
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Figure . Forward path signal propagation for the ﬁrst link of the -link planar pendulum: (a) ϑ; (b)ψ . The pendulum parameters are {l,
l, l, l}= {., ., ., .}, {m,m,m,m}= {., ., ., .}, {r, r, r, r}= {., ., ., .}, and the initial conditions
are θ = {., , , }, θ˙ = {0, 0, 0, 0}.
besides their fundamental frequency. Thus, according to
the Fourier series decomposition, we have (Mitra & Kuo,
2006; Papoulis, 1977)
θk(t ) = A0 +
∞∑
n=1
[Yn sin(nωt + φn)] (16)
where A0 is a constant, and Yn and φn are the amplitude
and the phase shift of the nth harmonic, respectively.
We assume that only the fundamental frequency A0 +
Y1sin (ωt + φ1) of the output is relevant. This is usually
valid, not only because the higher harmonics have small
amplitudes, but also because any physical system is often
a ‘low-pass filter’ attenuating even further the higher har-
monics (Slotine et al., 1991).
We start considering that the angular displacements of
all links follow the harmonic functions:
θk(t ) = Ak cos(ωt ) (17)
This assumption is based on the experimental observa-
tion that all links oscillate with the same frequency, ω,
and in phase with each other (or, at most, in phase oppo-
sition).
We then substitute Equation (17) (and its time deriva-
tives) into Equation (15) and use the following expres-
sions (Abramowitz & Stegun, 1965):
cos(x sinφ) = J0(x) + 2
∞∑
n=1
J2n(x) cos(2nφ) (18)
sin(x sinφ) = 2
∞∑
n=0
J2n+1(x) sin[(2n + 1)φ] (19)
where Jq represents the Bessel function of the first kind
and order q ∈ N0.
Considering the unforced pendulum, T = 0, and
neglecting all higher harmonics, we obtain the following
set of N equations:⎧⎨
⎩
1(A1,A2, ...,AN, ω) = 0
...
N (A1,A2, ...,AN, ω) = 0
(20)
so that its solution represent the amplitude and frequency
of the limit cycle.
In the sequel, we analyse the limit cycles of the four
pendula, N = {1, 2, 3, 4}, already presented in Section 4.
ForN= {1, 2}, Equation (20) yields Equations (21) and
(22), respectively:
1(A1, ω) = 2gJ1(A1) − A1ω2r1 = 0 (21)⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
1(A1,A2, ω) = 2A1A2J1(A2)w2l1m2r2
+2A1A2J3(A2)w2l1m2r2
+A22J1(A2)w2l1m2r2 + A22J3(A2)w2l1m2r2
+4A1J0(A2)w2l1m2r2 − 4A1J2(A2)w2l1m2r2
+2A2J0(A2)w2l1m2r2 − 2A2J2(A2)w2l1m2r2
+2A1w2l21m2 + 2A1w2m1r21 + 2A1w2m2r22
+2A2w2m2r22 − 4J1(A1)gl1m2 − 4J1(A1)gm1r1
−4J1(A1 + A2)gm2r2 = 0
2(A1,A2, ω) = A21J1(A2)w2l1 + A21J3(A2)w2l1
−2A1J0(A2)w2l1 + 2A1J2(A2)w2l1 − 2A1w2r2
−2A2w2r2
+4J1(A1 + A2)g = 0
(22)
where k correspond to the links k = {1, 2}.
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Figure . Limit cycle amplitude and frequency of the pendula,(A, A, ..., AN,ω)= : (a) N= ; (b) N= ; (c) N= ; (d) N= .
It should be noted that for higher numbers of links,
the equations k = 0 can be calculated by means of
symbolic computational packages. However, since their
complexity increases significantly with N and there are
no relevant distinct dynamical effects, they are not
presented.
Figure 7 depicts (A1, A2, ..., AN, ω) = 0 for the
pendula with N = {1, 2, 3, 4}. We observe that the
charts are symmetrical relatively to the amplitude. On
the other hand, we verify that as frequency gets higher,
the amplitudes become smaller. While these phenomena
are known, it is interesting to observe that the charts tend
to approximate to a stable value as N increases.
In conclusion, the fractional perspective leads to a
visualisation of the signal wave propagation along the
mechanical structure and the results are in accordance
with the prediction of limit cycles be means of an har-
monic approximation.
6. Conclusions and future work
A methodology inspired in FC was proposed to explore
the dynamics of an N-link planar pendulum. First, we
used the Lagrange–Euler formulation to obtain the sys-
tem dynamical model as a set of general equations that
can be easily implemented in most symbolic computa-
tion software packages. Second, we explored the structure
of the dynamical model and the tools of FC to visualise
the signal propagation along the system structure. Third,
we addressed the presence of limit cycles. The proposed
methodology led to a novel view point for signal prop-
agation as time-space waves within the system structure.
The dynamics of PSwas the primary goal of this study, but
newpossibilities emerge such as, for example, the applica-
tion of the method in control schemes. Therefore, future
work will tackle such research avenues, since we can now
consider the signal propagation both along the computa-
tional and mechanical structures.
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