In this work, a functional approximation method for calculating the linear functional of the solution of second-kind Fredholm integral equations is developed. When the method is applied to the collocation method or to the multi-projection method, it generates approximations which exhibit superconvergence.
Introduction
This work discusses the calculation of linear functionals of the solution u of the second-kind integral equation u − Ku = f , (1.1) where K is a compact linear integral operator from Banach space X to itself, f is a given function. These types of equations cover many important applications. There is a huge and growing literature on numerical methods for solving the Eq. (1.1), and some of these methods exhibit superconvergence (see, for example, [1, 2, 5, 7, 11, 12] ). In [3, 4] , a theoretical framework was developed for the analysis of convergence for projection methods and superconvergence for iterated projection methods. Recently, projection methods of a new kind, the so-called multi-projection method and its discrete versions, were developed in [6, 9] , and exhibited global superconvergence results.
In many physical phenomena and applications, we are often not so much interested in the solution u itself, but rather in the calculation of some linear functional of u, such as the inner product (g, u), where g is given, or the point value of u(s 0 ), with given point s 0 (see, [1, 8, 10, 12] ). [10] developed an approximation method associated with Galerkin methods for calculation of upper and lower bounds for linear functionals of the solutions u, and the order of accuracy of prediction is four times the rate of convergence of the best approximation of the spline subspaces for sufficiently smooth kernels. The purpose of this work is to develop a superconvergent method, which is called a functional approximation method (or simply FAM), for calculating the linear functional of the solutions of (1.1). When we apply this method to collocation methods and multi-projection methods, we obtain approximations which exhibit superconvergence. We organize this work as follows. In Section 2, we first describe functional approximation methods, and then we apply this method to collocation methods and multi-projection methods to obtain superconvergence of the linear functional of the solution in Section 3. Section 4 is devoted to a presentation of numerical examples.
Functional approximation methods
In this section, we introduce functional approximation methods for Fredholm integral equations of the second kind. To this end, we let X be a Banach space with its norm · . We consider the equation 
where K * is a compact integral operator from X to X , which satisfies (
We assume that the solutions of (2.1) and (2.2) uniquely exist.
We are interested in calculating the linear functional of the solution u. To do this, we define the linear function F : X → C as the bilinear form
for any g ∈ X . It follows from (2.1) that u = K 2 u + Kf + f , which leads to
where
In order to calculate (2.3), we develop a superconvergent method by constructing functional approximations for F (g). In this work we call such a method the functional approximation method (FAM). To do this, we let K n and K n be approximation operators for K and K * in norm, respectively, and consider the approximation schemes for (2.1) and (2.2), that is, seeking unknown functions u n ∈ X and v n ∈ X such that
where f n and g n are the approximations of f and g. We assume that the Eqs. (2.5) and (2.6) have unique solutions u n and v n , respectively.
Making use of the approximation solutions u n and v n , we define the approximation function F n : X → C for F by
In the following theorem, we provide the estimate of the error between F n (g) and F (g). Theorem 2.1. Let K n andK n be the approximation operators for K and K * in norm, and u, v be the unique solutions of (2.1) and (2.2), respectively. Then for any g ∈ X , there exists a constant c independent of n such that
Proof. It follows from (2.4) and (2.7) that
Hence we obtain |F (g) 
and there exists a constant c independent of n such that
(2.10)
Superconvergence orders
In this section, we choose collocation methods and multi-projection methods to give the approximation schemes for (2.1) and (2.2), and investigate the superconvergence order of the corresponding FAM.
We assume that D is divided into N n simplices ∆ n := {E n,1 , . . . , E n,N n } such that D = ∪ N n i=1 E n,i , for any i = j, meas(E n,i , E n,j ) = 0, and h = h n := max{diamE n,i : i = 1, 2, . . . , N n } → 0, as n → ∞.
Let X n ⊂ X be the piecewise polynomial space of total degree r − 1 related to ∆ n , and assume that P n : X → X n are bounded linear projection operators converging to the identity operator I pointwise.
Collocation methods
Let X = L ∞ (D), and P n : X → X n be a sequence of bounded interpolation projections such that for each u ∈ X , lim n→∞ P n u − u ∞ = 0. The approximation schemes (2.5) and (2.6) can be written as seeking u n ∈ X n and v n ∈ X n such that u n − P n Ku n = P n f , and v n − P n K * v n = P n g.
It is known that for both equations of (3.1) there exist unique solutions [1, 2] .
We next investigate the error estimate of functional approximations F n (g) and F (g) employed with approximation solutions of (3.1), and the estimate of the point value of the solution u. To this end, we quote the following lemma from [1, 12] .
and u n , v n ∈ X n be solutions of (2.1), (2.2) and (3.1). Then there exists a constant c such that
By Theorem 2.1, Corollary 2.2 and Lemma 3.1, we have the following estimates.
Theorem 3.2. Assume that the conditions of Lemma 3.1 hold. Then for any function g ∈ X , it holds that
In particular, when g = K s , where
Multi-projection methods with Galerkin methods
In this subsection, we apply multi-projection methods to the Galerkin case for (2.5) and Galerkin methods for (2.6) as approximation schemes, and investigate the corresponding FAM.
To do this, we let X := L 2 (D) with ·, · denoting the inner product, and P n : X → X n be orthogonal projection operators. It is known that there exists a constant c independent of n such that P n L ∞ →L ∞ ≤ c, and for any φ ∈ C r (D),
∞ (see, for example, [1] ). We define approximation operators
3)
The multi-projection method(MPM) for solving (2.1) is to seek a function u n ∈ X such that 4) and the Galerkin method for solving (2.2) is to seek a function v n ∈ X such that 
(3.6) Proof. It follows from u = (I − K)
Note that
Theorem 3.4. Assume that the conditions of Lemma 3.3 hold. Then for any function g ∈ X , it holds that
We remark that under the conditions of Lemma 3.3, the estimate of
when we choose the projection schemes of (2.5) and (2.6) both to be multi-projection methods.
Numerical examples
We consider the Fredholm integral equations of the second kind
where (Ku)(s) = , p = 1, 2, . . . n. In Table 1 
