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In previous publications [ 1,2], the author considered the following problems. 
Let (L, ; 01, p) denote the differential operator 
L,u = -us + q(x) u (1) 
subject to the boundary conditions 
u(0) cos a + u’(0) sin OL = 0, 
u(1) cosp + u’(1) sin/? = 0. 
(2) 
q(x) is assumed to be integrable on [0, I]. Suppose a second operator (L, ; ol, /3) 
is defined by 
L,u = -d + Q”(x) u (3) 
and the boundary conditions (2). We shall denote the spectrum of (L, ; a, /3) 
by {hi} and that of (L, ; a, ,B) by {xi}. Suppose now that (L, ; a, y) has the 
spectrum {hi’} and (J?, ; 01, y) has the spectrum {A,‘}, where sin@ - y) # 0. 
In [l] the following result was proved. Suppose hi’ = xi’ for all i = 1, 2,..., 
but that hi = xi , i E A, Ai # xi , i E A, . Here A, is a finite index set and A an 
infinite index set and A, U A = (1, 2,...}. Under these conditions 
(almost everywhere), (4) 
where yi is a suitable solution (to be defined in detail later) of 
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and 
w; + [A, - q(x)]w, = 0, 
wi(0) = sin 01, w,‘(O) = -cos 01, (6) 
N.B. yi is not an eigenfunction of zP ; 01, /3) since hi is not in the spectrum of 
that operator for i E /.l, . But wi is an eigenfunction of (L, ; 01, /3). 
Formula (4) shows a relationship between two potential functions p(x) and 
g(x) for which the above operators have such intimately related spectra. In 
particular if II, is empty (4) shows that q(x) - q(x) = 0 (almost everywhere). 
In other words the spectra of (L, ; 01, /3) and (L, ; 01, y) uniquely (a.e.) determine 
q(x). This raises the question whether this inverse spectral problem is well posed. 
It will be shown that if 
then 
[ Xi - Xi 1 < Ey iEAo, (7) 
I q(x) - @)I < KE (a.e.). (8) 
In other words perturbations in a finite set of eigenvalues of (L, ; 01,fl) lead to 
small perturbations in q(x). 
A second class of inverse problems concern themselves with operators of the 
form 
L,u = [l/p(x)] 24” (9) 
subject to the boundary conditions (2). We shall denote the above operator by 
(L d ; ~1, /3). The subscrrpt p in (1) refers to the fact that such operators arise in 
quantum mechanics, where q(x) is referred to as a potential. The operator in (9) 
arises, for example, in the study of vibrating strings. There p(x) is the density 
function of the string and the operator is given the subscript d. For this class of 
operators the well-posedness of the inverse spectral problem will also be proved. 
STATEMENT OF RESULTS 
THEOREM 1. Let (L, ; 01, 3) be the operator defined by (1) and (2) and denote 
its spectrum by {hi}. Let (L, ; 01, y) be similarly defined with sin@ - y) # 0 and 
denote its spectrum by {hi’}. Similarly (E, ; /3) with spectrum {xi} and (& ; 01, y) 
with spectrum {x,‘) can be defined as in (3). We assume that q and p are summable 
on [O, 11. 
We suppose that Al = xi for i = 1,2,... 
hi # xi for i E A, . 
and that Xi = Ai for i E A, but that 
Here A is an infinite index set and A, a finite index set and 
A, u A = (1, 2,...}. 1-f 
IhgiI <E for in A, (10) 
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then 
I 4(x) - !&$I < Kc be.) (11) 
for a suitable constant K. 
THEOREM 2. Consider (L, ; 01, --a) and (&, ; (Y, --a) where the potentiul 
functions q and 4’ satisfy 
Q(X) = QU - 4, 
and are summable on [0, 11. 
cl(x) = n”(l - 4, (12) 
Let the spectra of the above operators be (AJ and (xi}. If (as in Theorem 1) 
Xi = xi , i E A and h, # xi , i E A, and (10) holds than (11) again follows. 
THEOREM 3. Let(L d ; a, 8) and (Ld ; (Y, y) be defined by (9) and (2) and their 
spectra be denoted by (hi) and (hi’). Let (I?, ; OL, j?) and (Ed ; cy, y) be defined by (9) 
and (2) with p(x) replaced by p(x) and we u-same that sin@ - y) # 0. The spectra 
of the last two operators shall be denoted by {Xi} and {,$‘>, respectively. We shall 
assume that p(x) and p”( x are twice differentiable and positive on [O, 11, and that ) 
p(O)/p(l) = p(O)/j?(l). Suppose hi’ = Xi’ fOY i = 1,2,... and hi = Xi, i E A and 
hi #Xxi, iEA,y where A is an infinite index set and A,, is a finite in&x set and 
A, u A = (1, 2,...). -If 
j hi - Xi 1 < 6, ien,, (13) 
then 
I ~(4 - P(4 -=c Kc (14) 
for a suitable constant K. 
THEOREM 4. Consider (Ld ; a, --a) and (5, ; 01, -a) where the density 
functions p(x) and ,ij( x are twice d@eerentiuble and positive on {O, l] and satisfy ) 
P(X) = P(l - 4; P(x) = #iql - x). (15) 
Let the spectra of these operators be {Xi} and {&}. If (as in Theorem 3) hi = A,, 
i E A and hi # & , i E A, and (13) holds then (14) follows. 
In a final section these results will be applied to calculate small changes in 
potentials and densities resulting from small changes in the spectrum. 
PROOFS OF THE THEOREMS 
In order to accomplish the proofs of the theorems free use will be made of all 
the results to be found in [I, 21. 
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Proof of Theorem 1. In [l] it was shown that under the hypotheses of 
Theorem 1, 
where 
4 - g = c (YiWi)’ 
icAo 
(16) 
and 
w; + [Xi - q(x)]wui == 0, 
w,(O) = sin OL, Wi’(O) == -cos a, (17) 
y< = 2& - k,fJoJ’(h~). (18) 
In the above li and Ii are solutions of the equation 
24; + [Ai - 4”(X)]Ui = 0 (19) 
with the initial conditions 
Zi(0) = sin OL, 5$‘(O) = -cos a, (20) 
z&(l) = -sin& z&‘(l) = cosp. (21) 
The function w(h) is defined by 
w(h) = w(1) cos /3 + w’(1) sin /3, (22) 
where w is a solution of (17) with A, replaced by A. It is an entire function of 
X of order one-half and its zeros are the eigenvalues of (L, ; (Y, /3). The scalar ki is 
given by 
4 = bb - BMU (23) 
where 
u(X) = w(1) cos y + w’(1) sin y (24) 
is an entire function of h of order one-half. Its zeros are given by the spectrum 
of (L, ; 01, y) and it is uniquely defined by these zeros and its asymptotic form. 
From (10) we note that Ai = xi + G& , where ( & 1 < 1. Then (19) can be 
written in the form 
11; + [Xi - q(x)]ui = -cq4i . (25) 
First we shall examine the solution ii satisfying (20). Since xi is in the spectrum 
of (LD ; a, 8) Zi must be close to an eigenfunction of that operator. For ci = 0 fi 
would indeed be an eigenfunction, say z& (just as wi defined in (17) is an eigen- 
function of (L, ; OL, 8)). This eigenfunction is so normalized that it satisfies 
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suitable initial conditions. From standard results in perturbation theory one 
obtains from (25) 
Here P< is a twice differentiable function that may depend on E. Similarly 
& = ?I& + E&, (27) 
where di is an eigenfunction of (L, ; 01, j?) satisfying the end point conditions (21). 
Now Ei and r& are differently normalized eigenfunctions of (& ; a, ,B) and 
hence linearly dependent. Then 
where (see[ 11) 
& = [sin(r - /3)/S(&)]. (29) 
Since the spectra of (L, ; CY, y) and (z, ; 01, r) coincide v(h) = C(A) (see (24)) and 
hence 
1 v(/&) - v(X,)I = I V’(Bj)l / hi -xi I < KE, (30) 
for a suitable constant K and Bi lies between hi and xi . It follows that 
for a suitable scalar Zi . Inserting (26), (27), and (31) in (18) (and using (28)) 
shows that 
I3i I < Kc, (32) 
and similarly 
I Pi’ I < Ke, (33) 
for suitable K. Finally, using (16) we have 
I q - P I < KG (34) 
for some K. 
Proof of Theorem 2. Steps (16), (18), (26), and (27) are as in the previous 
proof. The chief difference lies in the computation of ki for which the second 
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spectrum was required. In the underlying symmetric case only one spectrum is 
used. The results of [l] show that in this case 
h, = sgn w’(&), (35) 
gi = sgn w’(&), (36) 
so that 
ki Lzz ffi , (37) 
which replaces (31). Thus the conclusion (34) follows as before. 
Proof of Theorem 3. In conjunction with the density functions p(x) and 
p”(x) two other functions can be introduced. 
&> = joz P(V2 4 c(x) = JO’ p”(t)‘12 dt. (38) 
Since both densities are positive, E and [ are monotonically increasing. We also 
know that (see [2]) 
Ez (q/“/n) = ~/t(l), 
and that A, = x, for n sufficiently large. Thus t(l) = t(l), and of course 
E(O) = c(O). It follows that there exists a unique function Z(x) satisfying the 
properties 
&(x, = 5(% 
a(0) = 0, i(1) = 1, (39) 
and by using (38) 
Z’(x) = (p(x)/p(P)y2. 
It is also convenient to define T(X) as 
T(X) = (p(a)/p”(x))“” = (Z’(x))-““. 
In [2] it was shown that, under the hypotheses of the theorem, 
T”(X) - c (2jn’(x) p(4) w&q a’+) + 2p”(x) Tn(X) w,‘@) 
7&EA0 
(40) 
(41) 
+ a4 ~‘(4 wn(q q4 + 54~) ~(9 w,(a) qx)) = 0, (42) 
by analogy to (16) in the proof of Theorem 1. 
w,(x) in (42) is defined as the solution of the initial value problem 
w: + ++)wn = 0, 
w,(O) = sin OL, Wn’(0) = -cos CL. (43) 
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Since A, is in the spectrum of (L, ; 01, /3) We is an eigenfunction of that problem. 
Finally 
M4 = PnW - 4r%z(~)ll~‘(~,), 
where Iz, and 5, are solutions of 
(44) 
24; + h,p”(x)u, = 0 (45) 
satisfying the endpoint conditions 
T&(O) = sin 01, Z:,‘(O) = -cos a, (46) 
1,(l) = -sin /3, C,‘(l) = cos /3, (47) 
The function w(h) is defined exactly as in (22), and the constant k, as in (23). 
From this point on the proof is very similar to that of Theorem 1. Let A, = 
x2 f4,, where / 5, / < 1. Then (45) reduces to 
u; + i;,p”(x)u, = -&?i(x)un . (48) 
A, is in the spectrum of (Ld ; , or E = 0 u, would be an eigenfunction. 
Then by perturbation result: ‘) So that f 
2, = 7& + EFn,, (49) 
Ii, = d, + Efn, (50) 
Here zZ~ and d, are linearly dependent eigenfunctions so that (see [2]) 
d, = && (51) 
where 
R, = [sin(v - @/i&)1. 
Since the spectra of (Ld ; 01, r) and (e, ; OL, j3) are identical, 
(52) 
and also 
we have 
v(h) = i;(h), 
1 An - A, / < c, 
I 4L) - 4L)I < K% 
and as in (32) and (33) we can conclude that 
(53) 
for a suitable constant K. 
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From (42) we now see that 
so that 
T”(X) = O(E) 
T(X) = T(0) + T’(0) x + O(E). 
But by hypothesis T(O) = ~(1) = b (say) and then 
T(X) = b + O(E). 
Using (41) we see that 
$4 = (X/q + O(E), 
and since a(l) = 1 we have b = 1, so that 
2(x) = x + O(E). 
Then (41) yields 
P(f) = P(X + O(4) = p”(x) + Ok), 
and since p(x) is twice differentiable 
(54) 
(55) 
(56) 
(57) 
for a suitable constant K. 
Proof of Theorem 4. As is the case with Theorems 1 and 2, the proof of 
Theorem 4 is completely analogous to that of Theorem 3, except for the calcula- 
tion of k, . Here again (35) and (36) apply (see [2]) so that K, = & and (53) holds 
as before. From this step the rest of the proof of Theorem 3 applies and the 
conclusion follows. 
APPLICATIONS 
To illustrate how the above results can be used to calculate potentials and 
densities we shall consider some particular cases. We shall suppose 4 is known 
and that the spectrum of (&, ; 0,O) is also known. To keep matters simple we 
shall suppose that p(x) = 4(1 - x). 
Now we shall suppose that the spectrum of (L, ; 0,O) is prescribed in such 
a way that 
Ai = xi + ci& ) I5iI < l7 i = 1, 2 )...) 12, 
A, = xi , i > n. 
(59) 
505123/3-7 
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Then the potential q(x) associated with (L, ; 0,O) is given by (see (16)f.f.) 
Q = P + 2 (mui>‘. (60) 
i=l 
To calculate pi we see that 
yi = 2@ - k,lJw’(AJ. 
Since &(A) is known we have 
w(X) = fJ [(A - &)/(A - A,)] 63(h) 
and 
W’(hj) = fi (Aj [ Lid - xi,ifi (4-XL,] &$> = [i;(& + 4&5,1 + O(E) &=l 
= iz(Xj) + O(E) (61) 
since G(&) = 0. 
BY (35) 
Now zii satisfies 
kj = sgn w’(hj) = (-1)j. (62) 
so that 
2”; + [Xi - q]ui = -EQ4i , 
z&(l) = 0, z&‘(l) = 1, 
1 
Iii = v"d + d$Ti 
s s 
6i2 tx (l/a,“) dr dt + O(c2) (63) 
2 
and similarly 
s 
Ii = ezI( - E&El 
J s 
2x$2 tx (l/~&~) d7 dt + O(c2). (64) 
0 
The true eigenfunctions eiii and & are related by (see (28)) 
d, = /& = (-l)i +, 
so that finally 
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Finally, r& satisfies 
w; + [Ai - q(x)]w, =0, 
w,(O) = 0, w,‘(O) =1, 
and since hi = xi + O(E), q(x) = q’(x) + O(E) 
wi = z& + O(E). (66) 
By combining these results we have 
cl(x) = 9b) + i (Wz)’ + W) (67) 
where the second term on the right of (67) is now explicitly known, 
In particular for the case where q(x) = 0 we find 
q(x) = i 2& cos 2&X + O(E2). 
7C=l 
A similar calculation can be performed in the case of the problem (Ld ; 0,O) 
with the symmetry condition p(x) = ~(1 - x). Here again we assume that 
xj = i;j + r& ) IhI cl, j = 0, l,..., n, 
Aj = xi , i > n, 
(69) 
and we shall assume that p”(x) = 1. As before 
where 
yj = (z2j - k,i,)/w’(hJ (70) 
G(A) = sin(h1/2)/h1/2 
q&> = i(- j> 1, 
kj = sgn w’(&) = (-l)j, 
c&j) = S(X,) + O(E). 
Now zij and zj are solutions of 
u; + AjUj = 0 
satisfying the initial conditions 
z&(l) = 0, z&‘(l) = 1, 
qo> = 0, i$‘(O) = 1. 
(71) 
(72) 
(73) 
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From (71) we note that 
so that 
A, = j2na 
Inserting the above in (72) and solving we find that 
. . 
zZj = sin c ( jrf + 2j~ %) (x - l)/(jr + -$$)I + O(E~), 
52, = sin [ ( 
t5j . jr + F x ) i( p + 2jr 
A)] + O(G). 
Combining all these we finally obtain 
(74) 
jij = 2~5~ cos jrx + O(e2). 
Similarly, wj satisfies 
and since 
w; + hjP(X)Wj = 0, 
Wj(0) = 0, Wj’(0) = 1, (76) 
we find 
p(x) = p”(x) + O(E) = 1 + OH 
wj = (sin j7rzc/j7r) + O(c). (77) 
(75) 
Next, Eq. (42) has to be solved for T(X). To simplify this nonlinear differential 
equation we use the fact that 
P(X) = 1 4 O(4 
so that (see (40), (41)) 
Z’(x) = (p(Z))-1’” = 1 + O(E), 
T(X) = (al(x))-1’2 = 1 + O(E), (78) 
Z”(x) = -27’(x)/+) = -27’(x) + O(E), 
so that (42) reduces to 
TW - t (2Yk’(X) Wk(X) + 2j+) w;(x) - 2j&(X) W,(X)T’) = O(2). (79) 
k=O 
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Now by use of (75) and (77) the above reduces to 
( n 6tj sin 2jzx TN+ c j=l jr 1 7’ + f: 2~5~ cos 2jnx = O(2). (80) j=l 
In solving (80) two constants of integration have to be determined. There are 
two properties that can be used to determine them, namely, 
T(X) = T(1 - x) 
and (since f(l) = f(1)) 
jol p”(x)l12 dx = LX p(x)l12 dx = s’ T”(X) dx = 1. 
0 
(81) 
Then, finally, 
p(x) = P(x) = 1 + 2~ f (&/j27T2) cos 2jrx + O(E~). (82) 
j=l 
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