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Proof that the real part of all non-trivial zeros of Riemann zeta
function is 1/2
Kimichika Fukushima ∗
Advanced Reactor System Engineering Department,
Toshiba Nuclear Engineering Service Corporation,
8, Shinsugita-cho, Isogo-ku, Yokohama 235-8523, Japan
This article proves the Riemann hypothesis, which states that all non-trivial zeros of the zeta function have a real
part equal to 1/2. We inspect in detail the integral form of the (symmetrized) completed zeta function, which is a
product between the zeta and gamma functions. It is known that two integral lines, expressing the completed zeta
function, rotated from the real axis in the opposite directions, can be shifted without affecting the completed zeta
function owing to the residue theorem. The completed zeta function is regular in the region of the complex plane under
consideration. For convenience in the subsequent singularity analysis of the above integral, we first deform and shift
the integral contours. We then investigate the singularities of the composite elements (caused by polynomial integrals
in opposite directions), which appear only in the case for which the distance between the contours and the origin of the
coordinates approaches zero. The real part of the zeros of the zeta function is determined to be 1/2 along a symmetry
line from the singularity removal condition. (In the other points, the singularities are adequately cancelled as a whole
to lead to a finite value.)
1 Introduction
By connecting complex analysis with number theory, Riemann observed [1] that (denoting a set of real numbers by R
and letting x ∈ R) the function pi(x), which denotes the number of prime numbers below a given number x, contains
the summation over non-trivial zeros (points at which the function vanishes) of the zeta function. Riemann expected
(denoting a set of complex numbers by C and letting z ∈ C) the real part of the non-trivial zeros of the zeta function
ζ (z) to be 1/2, which is known as the Riemann hypothesis. Furthermore, von Koch showed [2] that pi(x) is well
approximated by the offset logarithmic integral function Li(x) as
pi(x) = Li(x)+O(x
1
2 logx), (1)
which is equivalent to the Riemann hypothesis. We denote a set of natural numbers by N and let n ∈ N and z ∈ C,
then the zeta function ζ (z) is defined as a function, which is analytically continuated in the complex plane from the
expression defined below [3-5]
ζ (z) :=
∞
∑
n=1
1
nz
, (2)
for z that satisfies Re(z) > 1 (we denote the real and imaginary parts of z as Re(z) and Im(z), respectively.) The zeta
function is also obtained with the help of the gamma function Γ(z), and, letting t ′ ∈ R, then the gamma function is
defined as a function that is also analytically continuated into all points in the complex plane from [3,6-9]
Γ(z) :=
∫ ∞
0
dt ′(t ′)z−1 exp(−t ′), (3)
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for Re(z) > 0.
Concerning the zeros of the zeta function, which states ζ (z) = 0, there exist trivial zeros, such as negative integers
−2,−4, · · ·· [3]. In contrast, Hardy showed that numerous non-trivial zeros of the zeta function exist along the line
with the real part equal to 1/2 [10]; however, not all the real parts of the non-trivial zeros are known. The work on such
as imaginary parts of the zeros is reported in literature [11]. The computational approach [12] strongly suggests that
the real part of zeros of the zeta function is 1/2.
On the other hand, letting z,w ∈ C, for the completed zeta function defined by
ζˆ (z) := pi−
z
2 Γ(
z
2
)ζ (z), (4)
integral form of the (completed) zeta function is expressed as
pi−
1−z
2 Γ(
1− z
2
)ζ (1− z)
= pi−
1−z
2 Γ(
1− z
2
)
∫
0ց1
dw
wz−1 exp(−pi iw2)
exp(pi iw)− exp(−pi iw)
+pi−
z
2 Γ(
z
2
)
∫
0ւ1
dw
w−z exp(pi iw2)
exp(pi iw)− exp(−pi iw) . (5)
The above integral is performed along the integral lines 0ց 1 and 0ւ 1 with the slopes −1 and +1, respectively,
which pass through an arbitrary point in the region between 0 and 1 of the real axis. Since the residue theorem
exhibits the above equation, the integral form is independent of the shift of this intersection point between 0 and 1.
Furthermore, in the original form [13] of the above equation, the function Γ(z/2) in the second term on the right-hand
side is proportional to the regular function for Re(z)< 1. The function Γ((1− z)/2) on the left-hand side is regular in
the region Re(z) < 1, while the right-hand side is also regular because of the existence of the derivative [14, 15], and
the function ζ (1− z) is analytically continuated uniquely [14] into the region 0 < Re(z) < 1 (the real part of zeros of
ζ (z) exists only in this region). This paper takes into account the form mentioned above.
Since the gamma function is regular, the non-trivial zeros of the completed zeta function ζˆ (z), which is the product
between the gamma function Γ(z) and zeta function ζ (z), coincide with those of the zeta function ζ (z) in the region
being considered with the real part between 0 and 1. As is described in this paper, each of the two line integrals
expressing the completed zeta function has a singularity when the integral lines approach the axis origin. However,
the completed zeta function ζˆ (z) does not depend on a specific point of the intersection point (shifted between 0 and
1 along the real axis) between the above integral line and the real axis due to the residue theorem, and ζˆ (z) is regular
in the considering region. Then, these singularities must exactly cancel each other for ζˆ (z) = 0, which is expected to
lead to the determination of the real part of the zeros of the zeta function ζ (z).
Considering the status mentioned above, this paper is aimed at proving the Riemann hypothesis. We first deform
and shift the contours of the integral (as in Figs. 1 and 2 for the integral form of the completed zeta function) along
the integral line rotated from the real axis, for convenience in the subsequent analysis of the singularity of the integral
in a complex plane. By this deformation and shift of the contours for the integral, the singularity analysis can be
concentrated on the components of the integral around the origin of coordinates.
This research then addresses the singularities that appear in the two integral lines of the integral form of the com-
pleted zeta function. The singularities of the integrands for the composite elements near the origin of the real axis are
caused by polynomials, only in the case when the contour-origin distance approaches zero. These singularities ade-
quately cancel each other yielding a finite value independent of the integral contour as a whole. In contrast, from the
equation ζˆ (z) = 0 for completed zeta function ζˆ (z), the real part of the zeros of ζˆ (z) is determined by requiring these
singularities to be an identical order power of the integral variable in the integrands leading to the exact singularity
cancellation (given by Theorem 2). This requirement results in a value of 1/2 for the real part of zeros of the completed
zeta function ζˆ (z) (and the original zeta function ζ (z)) due to the symmetry with respect to the 1/2 real part, which is
the originality of the present study and proves the Riemann hypothesis. The Riemann hypothesis is one of the most
2
important unproved problems in mathematics, and has its equivalent and advanced (extended) conjectures in other
related fields. The positive proof of the Riemann hypothesis advances mathematics in other related fields [16, 17].
The contents of this paper are as follows. Section 2 describes the deformation and shift of the contours for the
integral in the integral form of the completed zeta function for convenience in the subsequent singularity analysis of
the integral. Section 3 presents the proof that the real part of all non-trivial zeros of the zeta function is equal to 1/2, as
was conjectured by Riemann, followed by the conclusion.
2 Deformation and shift of the contours for the integral form of the com-
pleted zeta function for the singularity analysis in a complex plane
This section presents the deformation and shift of the contours for the integral (in the integral form of the completed
zeta function) along the line rotated from the real axis for convenience in the subsequent analysis (in Section 3) of the
singularity of the integral in a complex plane. In this section, we first convert the integral form of the completed zeta
function expressed by Eq. (5) to the usual form and thus obtain Theorem 1. Moreover, we define the radii centered
at the (coordinate) origin, the main points and the contours (in Definitions 1, 2 with Figs. 1, 2) in the complex plane.
Then, the contours denoted by 0ց 1 and 0ւ 1 in the integral form of the (completed) zeta function in Eq. (5) are
deformed around the origin of coordinates to the arcs in Figs. 1 and 2, respectively (in Lemma 1). Subsequently, the
remaining straight-line parts of the contours are shifted to point to the (coordinate) origin. Finally, we separate the
finite integrals (in Lemmas 2, 3) along the shifted contours, which have sufficient distance to the (coordinate) origin,
from the integrals around the origin containing the singularities, which appear only when the contours approach the
origin.
Notations used in this paper are as follows. Let z,v ∈C and x,y ∈ R, and let i be the imaginary unit, then
(x,y) := z= x+ iy. (6)
We denote the real and imaginary components as
zR := Re(z) = x, zI := Im(z) = y, vR := Re(v), vI := Im(v) with v=−z,z− 1. (7)
The usual integral form of the completed zeta function is as follows.
Theorem 1. (the (third) integral form of the (completed) zeta function) Let z,w ∈ C. Let ζˆ (z) be the completed zeta
function defined by Eq. (4). Let
ζˆl(z) := pi
− z2 Γ(
z
2
)
∫
0ց1
dw
w−z exp(−pi iw2)
exp(pi iw)− exp(−pi iw) , (8)
and let
ζˆr(z) := pi
− 1−z2 Γ(
1− z
2
)
∫
0ւ1
dw
wz−1 exp(pi iw2)
exp(pi iw)− exp(−pi iw) , (9)
in terms of the gamma function Γ(z). Then ζˆ (z) is expressed by
ζˆ (z) = ζˆl(z)+ ζˆr(z), (10)
which is called the (third) integral form of the (completed) zeta function.
Proof. From Eq. (5), the above completed zeta function ζˆ (z) is obtained by the exchange z↔ 1− z, where the region
0<Re(z)< 1 is kept under this exchange. The above region 0<Re(z)< 1 is consistent with the region 0< Re(z)< 1
we are considering in this paper.
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Figure 1: Location of complex numbers (denoted at the bottom of the figure) and contours in the complex w-plane.
Contour C˜l comprises C˜l1 (from [exp(
3
4
pi i)]∞ to wl1), C˜l2 (from wl1 to wl2), C˜lp (from wl2 to wl3), C˜lc (from wl3 to wl5
via wl4), C˜ln (from wl5 to wl6), C˜l3 (from wl6 to wl7) and C˜l4 (from wl7 to [exp(
−1
4
pi i)]∞).
In addition, the completed zeta function satisfies the following known symmetry relation [1, 17, 16] for the ex-
change z↔ 1− z
ζˆ (z) = ζˆ (1− z). (11)
To evaluate the integrals of the completed zeta function (in Eqs. (8)-(10)), we further define the detailed integrands,
the main points (in the complex plane) and the deformed and shifted contours of the integrals for use in the subsequent
processes.
Definition 1. Let w ∈ C, and let r1l,r1r,r1,rm ∈ R with 0< r1l,r1r,r1 << rm < 1/2. Then, the specific radii r1l,r1r,r1
and rm of w, centered at the origin of the complex w-plane, are defined to be small enough so that the follwoing
denominator, denoted as I(De), and parts of the numerators, denoted as I(Nu)− and I(Nu)+, in the integrands in Eqs.
(8)-(10), are approximated by
{I(De) = exp(pi iw)− exp(−pi iw)≈ 2pi iw}, {I(Nu)− = exp(−pi iw2)≈ 1} and
{I(Nu)+ = exp(+pi iw2)≈ 1} for |w| ≤ r1l,r1rr1 and |w| ≤ rm. (12)
Furthermore, let θ ∈ R, with θ = ±1
4
pi , ±3
4
pi , be the angle (argument) of w measured counterclockwise from the real
axis in the complex plane. Let rM ∈R be the specific radius of w, centered at the (coordinate) origin, and defiend to be
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Figure 2: Location of complex numbers (denoted at the bottom of the figure) and contours in the complex w-plane.
Contour C˜r comprises C˜r1 (from [exp(
1
4
pi i)]∞ to wr1), C˜r2 (from wr1 to wr2), C˜rp (from wr2 to wr3), C˜rc (from wr3 to wr5
via wr4), C˜rn (from wr5 to wr6), C˜r3 (from wr6 to wr7) and C˜r4 (from wr7 to [exp(
−3
4
pi i)]∞).
large enough so that the following denominator, denoted as I(De), in the integrands in Eqs. (8)-(10) is approximated by
I(De) = exp(pi iw)− exp(−pi iw)≈ exp(pi iw) or − exp(−pi iw). (13)
(The condition on the radius rM is described in detail later around Eqs. (30)-(34) ).
Here, we define the complex numbers in the complex w-plane shown in Figs. 1 and 2.
Definition 2. Let w ∈C, and let wl1,wl2,wl3,wl4,wl5,wl6,wl7 ∈C. Using the specific radii r1 and r1l (of w) and setting
r1 = r1l in Definition 1, we define the above complex numbers, whose locations in the complex w-plane are shown in
Fig. 1, by
wl1 := rM exp(
3
4
pi i) = (rM cos(
3
4
pi),rM sin(
3
4
pi)), wl2 := rm exp(
3
4
pi i) = (rm cos(
3
4
pi),rm sin(
3
4
pi)),
wl3 := r1l exp(
3
4
pi i) = r1 exp(
3
4
pi i) = (r1 cos(
3
4
pi),r1 sin(
3
4
pi)), wl4 := (r1 cos(
1
4
pi),r1 sin(
1
4
pi)),
wl5 := r1 exp(
−1
4
pi i) = (r1 cos(
−1
4
pi),r1 sin(
−1
4
pi)),
5
wl6 := rm exp(
−1
4
pi i) = (rm cos(
−1
4
pi),rm sin(
−1
4
pi)), wl7 := rM exp(
−1
4
pi i) = (rM cos(
−1
4
pi),rM sin(
−1
4
pi)).
(14)
Similarly, let wr1,wr2,wr3,wr4,wr5,wr6,wr7 ∈C. Using the specific radii (of w) r1,r1r and setting r1 = r1r in Defini-
tion 1, we define the above complex numbers, whose locations in the complex w-plane are shown in Fig. 2, by
wr1 := rM exp(
1
4
pi i) = (rM cos(
1
4
pi),rM sin(
1
4
pi)), wr2 := rm exp(
1
4
pi i) = (rm cos(
1
4
pi),rm sin(
1
4
pi)),
wr3 := r1r exp(
1
4
pi i) = r1 exp(
1
4
pi i) = (r1 cos(
1
4
pi),r1 sin(
1
4
pi)), wr4 := (r1 cos(
−1
4
pi),r1 sin(
−1
4
pi)),
wr5 := r1 exp(
−3
4
pi i) = (r1 cos(
−3
4
pi),r1 sin(
−3
4
pi)),
wr6 := rm exp(
−3
4
pi i) = (rm cos(
−3
4
pi),rm sin(
−3
4
pi)), wl7 := rM exp(
−3
4
pi i) = (rM cos(
−3
4
pi),rM sin(
−3
4
pi)).
(15)
We now define the deformed and shifted contours of the integrals in the completed zeta function.
Definition 3. Using the complex numbers wl1-wl7 in Definition 2 (points in the complex w-plane), the contours in Fig.
1 are defined as follows:
• C˜l: contour composed of the contours from C˜l1 to C˜l4 (C˜l1, C˜l2, C˜lp, C˜lc, C˜ln, C˜l3, C˜l4),
• C˜l1: straight-line contour from [exp( 34pi i)]∞ to wl1 (with radius rM) in the direction of the arrow,
• C˜l2: straight-line contour from wl1 (with radius rM) to wl2 (with radius rm),
• C˜lp: straight-line contour from wl2 (with radius rm) to wl3 (with radius r1),
• C˜lc: arc (of circle) contour from wl3 to wl5 via wl4 (in the direction of the arrow) centered at the (coordinate)
origin (0,0) with the radius r1,
• C˜ln: straight-line contour from wl5 (with radius r1) to wl6 (with radius rm) in the direction of the arrow,
• C˜l3: straight-line contour from wl6 (with radius rm) to wl7 (with radius rM),
• C˜l4 straight-line contour from wl7 (with radius rM) to [exp(−14 pi i)]∞.
Similarly, using the complex numbers wr1-wr7 in Definition 2 (points in the complex w-plane), contours in Fig. 2
are defined as follows:
• C˜r: contour composed of the contours from C˜r1 to C˜r4 (C˜r1, C˜r2, C˜rp, C˜rc, C˜rn, C˜r3, C˜r4),
• C˜r1: straight-line contour from [exp( 14pi i)]∞ to wr1 (with radius rM) in the direction of the arrow,
• C˜r2: straight-line contour from wr1 (with radius rM) to wr2 (with radius rm),
• C˜rp: straight-line contour from wr2 (with radius rm) to wr3 (with radius r1),
• C˜rc: arc (of circle) contour from wr3 to wr5 via wr4 (in each direction of the arrow) centered at the (coordinate)
origin (0,0) with the radius r1,
6
• C˜rn: straight-line contour from wr5 (with radius r1) to wr6 (with radius rm) in the direction of the arrow,
• C˜r3: straight-line contour from wr6 (with radius rm) to wr7 (with radius rM),
• C˜r4 straight-line contour from wr7 (with radius rm) to [exp(−14 pi i)]∞.
Here, we show that it is possible to deform and shift the contours in Eqs. (8)-(10) to the contours in Figs. 1 and 2.
Lemma 1. Let a0l,a0r,a0 ∈ R be positive finite numbers between 0 and 1. Let 0ց 1 be the contour (with the slope
-1), which was used in Eqs. (5), (8)-(10) and intersects the real axis (in the complex plane) at (a0,0), with a0 = a0l,
whereas let 0ւ 1 be the contour (with the slope +1) which intersects the real axis at (a0,0) with a0 = a0r. The contour
0ց 1 can be deformed and shifted to the contour C˜l in Definition 3 with Fig. 1, whereas the contour 0ւ 1 can be
deformed and shifted to the contour C˜r in Definition 3 with Fig. 2.
Proof. Since the integral form of the completed zeta function in Eqs. (5) and (8)-(10) is derived from the residue
theorem, the contour 0ց 1 can be deformed and shifted to the contour C˜l, while the contour 0ւ 1 can be deformed
and shifted to the contour C˜r.
Using Definitions 1-3 and Lemma 1, we prove the following lemma, which shows that the integrals in Eqs. (8)-(10)
along the contours for the regions with large distance to the (coordinate) origin are finite.
Lemma 2. Let w,v,z ∈ C (with v = −z,z− 1), and let zR = Re(z) with 0 < zR < 1. Let rM ∈ R be the large (lower
bound of) radius (in Definitions 1, 2) of w along the shifted straight-line contours. Let C˜lh be the contour, which is
either of the contours denoted by C˜l1andC˜l4 (in Fig. 1), while let C˜rh be either of the contours C˜r1andC˜r4 (in Fig. 2).
Then, the following integrals of the integrands in Eqs. (8)-(10)
IS
C˜lh
=
∫
C˜lh
dw
w−z exp(−pi iw2)
exp(pi iw)− exp(−pi iw) , I
S
C˜rh
=
∫
C˜rh
dw
wz−1 exp(+pi iw2)
exp(pi iw)− exp(−pi iw)
along the contours C˜lh = C˜l1, C˜l4 (in Fig. 1) and C˜rh = C˜r1, C˜r4 (in Fig. 2), (16)
are finite (negligible compared with those with singularities around the origin of coordinates).
Proof. Letting v=−z,z− 1, the polynomial I(Po)v in the numerators of the integrands in (above) Eq. (16) denoted by
I
(Po)
v = w
v (with v=−z,z− 1), (17)
is rewritten (with vR = Re(v),vR = Im(v)) as
I
(Po)
v = w
vRwivI = wvR exp{ln[wivI ]}= wvR exp[ivI ln(w)]
= wvR exp{ivI[ln(|w|)+ iarg(w)]}= wvR exp{ivI ln(|w|)− vI arg(w)]}, (18)
where arg(w) is argument (angle of w measured counterclockwise from the real axis in the complex w-plane), which is
restricted to the principal value between −pi and +pi . Letting θ ∈ R be the angle of w (that is, θ = arg(w)) along the
straight-line contour, then
θ =
3
4
pi for contour C˜l1, θ =
−1
4
pi for contour C˜l4, (19)
θ =
1
4
pi for contour C˜r1, θ =
−3
4
pi for contour C˜r4. (20)
Using the above angle, the variable w is expressed by
w= |w|exp(iθ ) with θ = arg(w), (21)
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where |w| is the radius (modulus) and θ is the angle (argument). Then, from Eqs. (18)-(21), we have
I
(Po)
v = |w|vR exp(ivRθ )exp[ivI ln(|w|)]exp[−vI arg(w)]
= |w|vR exp(ivRθ )exp[ivI ln(|w|)]exp(−vIθ ). (22)
The absolute value of I
(Po)
v in (above) Eq. (22) is
|I(Po)v |= |w|vR exp(−vIθ ). (23)
Moreover, let I(Nu)− and I(Nu)+ be the parts of the numerators in the integrands in Eq. (16) written by
I(Nu)− = exp(−pi iw2), I(Nu)+ = exp(+pi iw2). (24)
Using Eqs. (19)-(21), it follows that
I(Nu)− = exp[−pi i|w|2(cos2θ + isin2θ )] with θ = 3
4
pi ,
−1
4
pi , (25)
I(Nu)+ = exp[pi i|w|2(cos2θ + isin2θ )] with θ = 1
4
pi ,
−3pi
4
pi . (26)
We then have
|I(Nu)−|= exp(pi |w|2 sin2θ ) for θ = 3
4
pi ,
−1
4
pi , (27)
|I(Nu)+|= exp(−pi |w|2 sin2θ ) for θ = 1
4
pi ,
−3
4
pi . (28)
Therefore, (above) Eqs. (27)-(28) are reduced to
|INu)∓|= exp(−pi |w|2|sin2θ |) with θ = ±1
4
pi ,
±3
4
pi . (29)
In contrast, by using Eqs. (19)-(21) for the following denominator I(De) in Eq. (16)
I(De) = exp(pi iw)− exp(−pi iw), (30)
we get
I(De) = exp[pi i|w|(cosθ + isinθ )]− exp[−pi i|w|(cosθ + isinθ )]
= exp(pi i|w|cosθ )exp(−pi |w|sinθ )− exp(−pi i|w|cosθ )exp(pi |w|sinθ ). (31)
By the definition of rM (in Eq. (13) for Definition 1), the denominator I
(De) in (above) Eq. (31) for large |w| is
approximated by
I(De) ≈−exp(−pi i|w|cosθ )exp(pi |w|sinθ ) for large |w| with (|w| ≥ rM) and sinθ > 0 (θ = 3
4
pi ,
1
4
pi), (32)
whereas
I(De) ≈ exp(pi i|w|cosθ )exp(−pi |w|sinθ ) for large |w| with (|w| ≥ rM) and sinθ < 0 (θ = −1
4
pi ,
−3
4
pi). (33)
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Then, (above) Eqs. (32)-(33) are reduced to
|I(De)| ≈ exp(pi |w||sinθ |) for large |w| with (|w| ≥ rM) and θ = ±1
4
pi ,
±3
4
pi . (34)
Accordingly, combining Eqs. (22), (29) and (34), the absolute value of the integrands in Eq. (16) is
Ih :=
|I(P)||I(Nu)±|
|I(De)| = |w|
vR exp(−vIθ )exp(−pi |w|2|sin2θ |)exp(−pi |w||sinθ |). (35)
Then, (above) Eq. (35), for large |w|, is approximated by
Ih ≤ |w|vR exp(−vIθ )exp(−pir2M|sin2θ |)exp(−pi |w||sinθ |)
≤ |w|vR exp(−vIθ )exp(−pi |w||sinθ |)
≈ |w|vR exp(−pi |w||sinθ |) for large |w| ≥ rM, (36)
where, in the (above) last equation, the constant exp(−vIθ ) were disregarded. Using Eq. (21) for the straight-line
contour, we have
dw= d|w|exp(iθ ) with |exp(iθ )|= 1. (37)
Additionally, we denote the sign factor σ ∈ N due to the direction of integration by
σ :=


−1 with |σ |= 1 for contours such as (C˜l1, C˜r1) oriented to the (coordinate) origin
+1 for contours such as (C˜l7, C˜r7) oriented in theexp(
−1
4
pi i)∞,exp(−3
4
pi i)∞ direction
. (38)
Using Eqs. (35)-(38) (taking into account that −1< vR = Re(v) =−zR,zR−1< 0 for v=−z,z−1), the integrals
of Ih (in Eq. 36) over the region |w| ≥ rM lead to
|IS
C˜lh
| and |IS
C˜rh
| ≤ |σ ||
∫ ∞
rM
dwIh| ≤ |σ ||exp(iθ )|
∫ ∞
rM
d|w|Ih
≤
∫ ∞
rM
d|w|[rvRM exp(−pi |w||sinθ |)]< rvRM
∫ ∞
0
d|w|[exp(−pi |w||sinθ |)]
= rvRM
1
(pi |sinθ |) with vR =−zR,zR− 1 and θ =
±1
4
pi ,
±3
4
pi . (39)
In the last integral, we used the Laplace transform [3]. Thus, the integral in (above) Eq. (39) is finite. Namely, using
Eqs. (16), (19)-(20) and (39), we derive
IS
C˜lh
= finite value (integral along either of contours C˜l1, C˜l4), (40)
IS
C˜rh
= finite value (integral along either of contours C˜r1, C˜r4). (41)
This implies that the above integrals are independent of the arc radius r1 (in Definitions 1, 2) and negligible compared
with those with singularities (in Lemmas 4, 5) around the (coordinate) origin in the limit r1→ ∞.
We now prove a lemma which shows that when the contours (in Figs. 1, 2) are in the region with intermediate
distance to the origin, the integrals in the completed zeta function are finite as well.
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Lemma 3. Similarly with Lemma 2, let w,v,z ∈C (with v=−z,z−1), and let zR = Re(z) with 0< zR < 1. Let rm and
rM ∈ R (with rm < rM) be the small and large radii (bounds of contours as in Definitions 1, 2) of w along the (shifted
straight-line) contours C˜lm and C˜rm, where C˜lm is either of the contours denoted by C˜l2andC˜l3 (in Fig. 1), while C˜rm is
either of the contours denoted by C˜r2andC˜r3 (in Fig. 2). Then, the following integrals of the integrands in Eqs. (8)-(10)
IS
C˜lm
=
∫
C˜lm
dw
w−z exp(−pi iw2)
exp(pi iw)− exp(−pi iw) , I
S
C˜rm
=
∫
C˜rm
dw
wz−1 exp(+pi iw2)
exp(pi iw)− exp(−pi iw)
along the contours C˜lm = C˜l2, C˜l3 (in Fig. 1) and C˜rm = C˜r2, C˜r3 (in Fig. 2), (42)
are finite (negligible compared with those with singularities around the origin of coordinates).
Proof. The denominator I(De) of the integrands in Eq. (42) is rewritten as
I(De) = exp(pi iw)− exp(−pi iw) = exp(pi iw)[1− exp(−2pi iw)]. (43)
We further denote the parts of the above denominator (in Eq. (43)) by
I(De)a = exp(pi iw), (44)
I(De)b = 1− exp(−2pi iw). (45)
Here, let θ ∈ R be the angle (argument measured counterclockwise from the real axis in the complex w-plane), then
θ =
3
4
pi for contour C˜l2, θ =
−1
4
pi for contour C˜l3, (46)
θ =
1
4
pi for contour C˜r2, θ =
−3
4
pi for contour C˜r3. (47)
Using w= |w|(cosθ + isinθ ) (in Eq. (21)) and Eq. (44), it follows that
I(De)a = exp[pi i|w|(cosθ + isinθ )]
= exp(pi i|w|cosθ )exp(−pi |w|sinθ ), (48)
yielding
|I(De)a|= exp(−pi |w|sinθ ). (49)
Meanwhile, from Eq. (45) (with Eq. (21)), we derive
I(De)b = 1− exp(−2pi i|w|cosθ )exp(2pi |w|sinθ ). (50)
For sinθ > 0 and rm ≤ |w| ≤ rM (rm and rM are the radii defined in Definitions 1, 2 with Figs. 1, 2 for the contours in
Eq. (42)), the following quantity in the second term on the right-hand side of above Eq. (50) is larger than unity (one),
that is,
exp(2pi |w|sinθ )≥ exp(2pirm sinθ )> 1 for sinθ > 0. (51)
Furthermore, the second term on the right-hand side of Eq. (50) is a complex number with radius (modulus) denoted
as exp(2pi |w|sinθ ) and angle (argument) −2pi |w|cosθ , whose distance to the point 1=(1,0) is equal to |I(De)b|. This
10
distance |I(De)b| is larger than the difference between the above radius exp(2pi |w|sinθ ) and the radius of the unit circle
(centered at the orogin of coordinates), namely,
|I(De)b|= |1− exp(−2pi i|w|cosθ )exp(2pi |w|sinθ )| ≥ exp(2pi |w|sinθ )− 1> 0 for sinθ > 0. (52)
Combining Eqs. (51) and (52), we have (taking into account that rm ≤ |w| ≤ rM)
|I(De)b| ≥ exp(2pi |w|sinθ )− 1≥ exp(2pirm sinθ )− 1> 0 for sinθ > 0. (53)
Similarly, for sinθ < 0 and rm ≤ |w| ≤ rM, we obtain the following relation, corresponding to Eq. (51),
1> exp(2pi |w|sinθ )≥ exp(2pirm sinθ )> 0 for sinθ < 0. (54)
The distance |I(De)b| between the second term on the right in Eq. (50) and the point 1=(1,0) in this case is larger than
the difference between the aforementioned radius (modulus) exp(2pi |w|sinθ ) and the radius of the unit circle (centered
at the origin of coordinates). We then have (considering rm ≤ |w| ≤ rM) that
|I(De)b| ≥ 1− exp(2pi |w|sinθ )≥ 1− exp(2pirm sinθ )> 0 for sinθ < 0. (55)
In contrast, using the notation v=−z,z−1, the parts of the numerators of the integrands in Eq. (42) can be written
as
I
(Po)
v = w
v with v=−z,z− 1, (56)
I(Nu)∓ = exp(∓pi iw2). (57)
By denoting w= |w|(cosθ + isinθ ), we obtain the same results as those in Eqs. (23) and (29) (in Lemma 3). Namely,
|I(Po)v |= |w|vR exp(−vIθ ), (58)
|INu)∓|= exp(−pi |w|2|sin2θ |) with θ = ±1
4
pi ,
±3
4
pi . (59)
Therefore, combining Eq. (53) (or Eq. (55)) and Eqs. (58)-(59), we obtain that the absolute value of the integrands is
Im :=
|I(P)||I(Nu)∓|
|I(De)| . (60)
Using Eqs. (53) (or Eq. (55)) and Eqs. (58)-(60) (with consideration that −1< vR = Re(v) = −zR,zR− 1 < 0 for
v=−z,z− 1, as well as |σ exp(iθ )|= 1 in Eqs. (37)-(39)), we obtain
|IS
C˜lm
| and |IS
C˜rm
| ≤ |
∫ rM
rm
d|w|Im|
≤ (rM− rm) r
vR
m exp(−vIθ )exp(−pir2m|sin2θ |)
|exp(2pirm sinθ )− 1| with θ =
±1
4
pi ,θ =
±3
4
pi . (61)
Hence, the above straight-line integrals (in Eq. (61) of Im (in Eq. (60)) with respect to |w| in the region rm ≤ |w| ≤ wM
are smaller than the terms proportional to r
vR
m (disregarding the multiplied constants) with −1< vR < 0, and take finite
values. This finiteness is due to the large value of the radius rm, which is independent of the radius r1 of the arc contours
(in Figs. 1, 2) around the (coordinate) origin with rm >> r1 (as in Definitions 1, 2). Therefore, singularities do not
occur here unlike the case of integrals (in Lemmas 4, 5) around the (coordinate) origin in the limit of r1→ 0. Namely,
IS
C˜lm
= finite value (integral along either of contours C˜l2, C˜l3 in Fig. 1), (62)
IS
C˜rm
= finite value (integral along either of contours C˜r2, C˜r3 in Fig. 2). (63)
This implies that the above integrals are negligible compared with those with singularities around the (coordinate)
origin.
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In this section, we deformed and shifted the contours denoted by 0ց 1 and 0ւ 1 in the integral form of the
(completed) zeta function given by Eqs. (8)-(10) to those shown in Fig. 1 and Fig. 2, respectively (in Theorem 1).
Then, we separated the finite integrals (in Lemmas 2, 3) along the shifted straight-line contours from the integral around
the (coordinate) origin containing the singularities, which appear only when the contours approach the origin.
3 Proof of the Riemann’s conjecture that the real part of all non-trivial zeros
of the zeta function is 1/2
In previous Section 2 (with Lemmas 2, 3), it was shown that integrals of the integrands in ζl and ζr (in Eqs. (8)-(9))
for the integral form of the completed zeta function in Eq. (10)), along the shifted straight-line contours (in Figs. 1,
2), which are away from the (coordinate) origin (in the complex plane), are always finite and do not have singularities.
(Note: Using Theorem 1 and Eq. (11), the complex numbers z and 1− z for ζl and ζr in the completed zeta function
in Eq. (4) were exchanged as shown in Eqs. (8)-(10)). In this section, we show that the integrals along the contours
near the (coordinate) origin (in Figs. 1, 2) have singularities (in Lemmas 4, 5) when the radius of the arc contours
approaches zero. Then, in Theorem 2, we prove that the real part of all non-trivial zeros of the zeta function must be
1/2. As it is known that all non-trivial zeros of the zeta function exist in the region 0< Re(z)< 1 in literature [18, 19],
we concentrate on this region. Furthermore, it is also known that the number of zeros (of the zeta function) with a real
part of 1/2 is infinite [10]. To derive the real part of non-trivial zeros of the zeta function, the present approach uses (in
addition to the above symmetry given by Eq. (11)) the property (with merits) that a quantity in one term in a highly
(attainable) symmetrized integral form generates a corresponding (paired) quantity in another term.
Similarly with Lemmas 2, 3, we here evaluate the integrals of the form in Eqs. (8)-(10), and separate singularities.
Lemma 4. Let w,v,z ∈ C (with v = −z,z− 1), and let zR = Re(z) with 0 < zR < 1. Let r1 and rm ∈ R with r1 << rm
be the small radii (bounds of contours as in Definitions 1, 2) of w along the (shifted straight-line) contours C˜ls and C˜rs,
where C˜ls is either of the contours denoted by C˜lp, C˜ln (in Fig. 1), while C˜rs is either of the contours denoted by C˜rp, C˜rn
(in Fig. 2). Then, the following integrals of the integrands in Eqs. (8)-(10)
IS
C˜ls
=
∫
C˜ls
dw
w−z exp(−pi iw2)
exp(pi iw)− exp(−pi iw) , I
S
C˜rs
=
∫
C˜rs
dw
wz−1 exp(+pi iw2)
exp(pi iw)− exp(−pi iw)
along the contours C˜ls = C˜lp, C˜ln (in Fig. 1) and C˜rs = C˜rp, C˜rn (in Fig. 2), (64)
have singularities in the limit of r1 → 0. The power of singularities of these integrals is r−zR1 on the left in above Eq.
(64) (for the contours C˜ls = C˜lp, C˜ln), while the corresponding power is r
zR−1
1 on the right in above Eq. (64) (for the
contours C˜rs = C˜rp, C˜rn).
Proof. For 0< r1 < |w|< rm and r1 << rm with r1 and rm being the small radii (bounds of contours as in Definitions
1, 2) along the straight-line contours C˜l2, C˜l3, C˜r2, C˜r3 (in Figs. 1, 2), the denominator I
(De) and parts of the numerators,
I(Nu)− and I(Nu)+ in Eq. (64) are approximated by
I(De) = exp(pi iw)− exp(−pi iw)≈ 2pi iw, (65)
I(Nu)− = exp(−pi iw2)≈ 1, I(Nu)+ = exp(+pi iw2)≈ 1. (66)
The polynomials in above Eq. (64) can be written as
I(Po) = wv with v=−z,z− 1. (67)
Then, using Eqs. (18) and Eq. (21) with θ (angle along the straight-line contours measured counterclockwise from the
real axis in the complex w-plane), above I(Po) (in Eq. (67)) can be expressed as
I(Po) = wvR−1wivI
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= wvR−1 exp[ivI ln(|w|)]exp[−vI arg(w)]
= |w|vR−1 exp[i(vR− 1)θ ]exp[ivI ln(|w|)]exp(−vIθ ), (68)
(with vR = Re(v), vI = Im(v)). The angle θ in this case is denoted by
θ =
3
4
pi for contour C˜lp, θ =
−1
4
pi for contour C˜ln, (69)
θ =
1
4
pi for contour C˜rp, θ =
−3
4
pi for contour C˜rn. (70)
From Eqs. (65)-(66) and (68), we obtain (disregarding 2pi i in Eq. (65) as well as the constants exp[i(vR− 1)θ ] and
exp(−vIθ ) in Eq. (68)) that
Is :=
I(Po)I(Nu)∓
I(De)
= |w|vR−1 exp[ivI ln(|w|)]. (71)
Further disregarding exp(iθ ) in Eq. (37) and the sign σ (in Eq. (38)) due to the direction of integration, we have, for
the integrals in Eq. (64), that
IS
C˜ls
≈ IS
C˜rs
=
∫ rm
r1
d|w||w|vR−1 exp[ivI ln(|w|)]
along the contours C˜ls = C˜lp, C˜ln and C˜rs = C˜rp, C˜rn in the regions r1 ≤ |w| ≤ rm in Figs. 1 and 2. (72)
Using the small (bounds of) radii r1 and rm of w (with 0< r1 < |w|< rm and r1 << rm in Definitions 1, 2 and Figs.
1, 2), we introduce the parameter variables t˜, t˜1 and t˜m as follows:
t˜ := ln(|w|), t˜1 := ln(r1), t˜m := ln(rm). (73)
Then, we have
|w|= exp(t˜), r1 = exp(t˜1), rm = exp(t˜m), (74)
yielding
d|w|= dt˜[exp(t˜)]. (75)
By using Eqs. (72)-(75), we get
IS
C˜ls
≈ IS
C˜rs
=
∫ t˜m
t˜1
dt˜[exp(t˜)]{exp[(vR− 1)t˜]}[exp(ivIt˜)]
=
∫ t˜m
t˜1
dt˜ exp[(1+ vR− 1+ ivI)t˜] =
∫ t˜m
t˜1
dt˜ exp[(vR+ ivI)t˜]
=
exp[(vR+ ivI)t˜m]− exp[(vR+ ivI)t˜1]
vR+ ivI
=
r
vR+ivI
m − rvR+ivI1
vR+ ivI
. (76)
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Hence, (above) Eq. (76) becomes
IS
C˜ls
≈ IS
C˜rs
=
−rvR+ivI1
vR+ ivI
for 0< r1 << rm in the limit of r1 → 0, (77)
yielding
IS
C˜ls
≈ IS
C˜rs
=
−rvR1 rivI1
vR+ ivI
=
−rvR1 exp[ln(rivI1 )]
vR+ ivI
=
−rvR1 exp{ivI[ln(|r1|)+ iarg(r1)]}
vR+ ivI
=
−rvR1 exp[ivI ln(|r1|)− vI arg(r1)]
vR+ ivI
. (78)
By dropping the constant containing vI arg(r1), the absolute value of (above) Eq. (78) is reduced to
|IS
C˜ls
| ≈ |IS
C˜rs
|= r
vR
1
|vR+ ivI| . (79)
Thus, disregarding the constant |vR+ ivI| in (above) Eq. (79), we derive, in the limit of r1 → 0 (with v = −z,z−
1,vR = Re(v),0< zR = Re(z) < 1), that
|IS
C˜ls
| ≈ r−zR1 (along the contours C˜ls = C˜lp, C˜ln in Fig. 1) , (80)
|IS
C˜rs
| ≈ rzR−11 (along the contours C˜rs = C˜rp, C˜rn in Fig. 2), (81)
implying that the power of singularities of these integrals is r
−zR
1 on the left-hand side in Eq. (64), whereas the
corresponding power is r
zR−1
1 on the right-hand side in Eq. (64).
We now evaluate the circular integrals along the arc contours around the (coordinate) origin in Figs. 1, 2. These
integrals have singularities when the radius of the arc approaches zero.
Lemma 5. Let w,v,z ∈C (with v=−z,z−1), and let zR = Re(z) with 0< zR < 1. Let C˜lc and C˜rc be the deformed-arc
contours around the (coordinate) origin in Figs. 1, 2. Let r1 ∈ R be the small radius (in Definitions 1, 2) of the above
contours C˜lc and C˜rc. Then, the following circular integrals of the integrands in Eqs. (8)-(10)
IS
C˜lc
=
∫
C˜lc
dw
w−z exp(−pi iw2)
exp(pi iw)− exp(−pi iw) , I
S
C˜rc
=
∫
C˜rc
dw
wz−1 exp(+pi iw2)
exp(pi iw)− exp(−pi iw)
along either of arc contours C˜lc (in Fig. 1) and C˜rc (in Fig. 2), (82)
have singularities in the limit of r1→ 0. The powers of these singularities are |r1|−zR and |r1|zR−1 for the contours C˜lc
and C˜rc (on the left and right in Eq.(82)), respectively.
Proof. For the small radius r1 (in Definition 1) of the deformed-arc contours (C˜lc and C˜rc in Figs. 1, 2), the denominator
I(De) and parts of the numerators, I(Nu)− and I(Nu)+ in Eq. (82) are approximated by
I(De) = exp(pi iw)− exp(−pi iw)≈ 2pi iw, (83)
I(Nu)− = exp(−pi iw2)≈ 1, I(Nu)+ = exp(+pi iw2)≈ 1. (84)
The polynomials in above Eq. (82) can be written as
I(Po) = wv with v=−z,z− 1. (85)
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From Eqs. (83)-(85), we obtain (disregarding 2pi i in Eq. (83))
Ic,v :=
I(Po)I(Nu)∓
I(De)
= wv−1 with v=−z,z− 1. (86)
Using (above) Eq. (86), the integral along the arc contour C˜lc (in Fig.1) on the left-hand side in Eq. (82) can be
expressed as
IS
C˜lc
=
∫
C˜lc
dwIc,v=−z
∫
C˜lc
dw(w−z−1). (87)
Let φc be the angle (argument) along the arc measured counterclockwise from the real axis in the complex plane. Using
(above) Eq. (87), with consideration of |w|= r1 on the contour C˜lc, and
w= |w|exp(iφc) = r1 exp(iφc), (88)
with
dw
dφc
= ir1 exp(iφc) = iw, (89)
we obtain (the integral along the arc contour C˜lc in Fig.1)
IS
C˜lc
=
∫ −1
4 pi
3
4pi
dφc
dw
dφc
w−z−1 =
∫ −1
4 pi
3
4pi
dφc(i)w
−z. (90)
As in Eq. (18), the integrand of (above) Eq. (90) (with zR = Re(z) and zI = Im(z)) can be written as
iw−z = iw−zR−izI
= iw−zR exp[−izI ln(|w|)]exp[zI arg(w)]. (91)
Then, using Eqs. (88) and (91) with φc = arg(w) (for |w| = r1 > 0 on the contour Clc), the integral in Eq. (90)
becomes
IS
C˜lc
=
∫ −1
4 pi
3
4pi
dφc(i)w
−zR exp[−izI ln(|w|)]exp(zIφc)
=
∫ −1
4 pi
3
4pi
dφc(i)|w|−zR exp[−izRφc]exp[−izI ln(|w|)]exp(zIφc)
= i|w|−zR exp[−izI ln(|w|)]
exp[(−izR+ zI)(−14 pi)]− exp[(−izR+ zI)( 34pi)]
−izR+ zI
= i|w|−zR exp[−izI ln(|w|)]
exp[(−izR+ zI)(−14 pi)]{1− exp[(−izR+ zI)pi ]}
−izR+ zI . (92)
Therefore, the absolute value of IS
C˜lc
in (above) Eq. (92) (with |w|= r1) is
|IS
C˜lc
|= |w|−zR |exp[(zI)(
−1
4
pi)]{1− exp[(−izR+ zI)pi ]}|
|− izR+ zI| ≈ r
−zR
1 , (93)
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which implies that, disregarding the constants exp[(zI)(−pi/4)], 1− exp[(−izR + zI)pi ] and −izR + zI (see also Note
below Eq. (103)), the integral |IS
C˜lc
| in (above) Eq. (93) has the form |w|−zR = r−zR1 with the singularity caused by the
order power −zR of |w| for 0< zR < 1 in the limit of r1 → 0.
Meanwhile, the circular integral IS
C˜rc
along the arc contour C˜rc (in Fig. 2) on the right in Eq. (82) with small |w|= r1
near the origin in the complex w-plane is calculated by the replacement z→ 1− z in Eq. (92), that is,
zR → 1− zR, −zR → zR− 1, zI→−zI,
∫ −1
4 pi
3
4pi
dφc→
∫ − 34pi
1
4pi
dφc, (94)
yielding (with the use of Eq. (86) and |w|= r1)
IS
C˜rc
=
∫
C˜rc
Ic,v=z−1 =
∫ − 34pi
1
4pi
dφc(i)w
zR−1 exp[izI ln(|w|)]exp(−zIφc)
=
∫ −3
4 pi
1
4pi
dφc(i)|w|zR−1 exp[i(zR− 1)φc]exp[izI ln(|w|)]exp(−zIφc)
= i|w|zR−1 exp[izI ln(|w|)]
exp{[i(zR− 1)− zI](−34 pi)}− exp{[i(zR− 1)− zI]( 14pi)}
i(zR− 1)− zI
= i|w|zR−1 exp[izI ln(|w|)]
exp{[i(zR− 1)− zI](−34 pi)}{1− exp{[i(zR− 1)− zI]pi}
i(zR− 1)− zI . (95)
Therefore, the absolute value of IS
C˜rc
in (above) Eq. (95) (with |w|= r1) is
|IS
C˜rc
|= |w|zR−1 |exp[(−zI)(
−3
4
pi)]{1− exp{[i(zR− 1)− zI]pi}}|
|i(zR− 1)− zI| ≈ |r1|
zR−1, (96)
which implies that, disregarding the constants expressed by exp[(−zI)(−3pi/4)] and 1− exp{[i(zR−1)− zI]pi} as well
as i(zR− 1)− zI (see also Note below Eq. (103)), the integral |ISC˜rc| in (above) Eq. (96) has the form |w|
zR−1 = rzR−11
with the singularity caused by the order power zR− 1 of |w| for 0< zR < 1 in the limit of r1→ 0.
We then prove the following theorem, which completes the proof of the Riemann hypothesis.
Theorem 2. Let z ∈ C and let zR = Re(z). Let ζˆ (z) be the completed zeta function given in Theorem 1. To satisfy
ζˆ (z) = 0, the real component (real part) zR of the non-trivial zeros of the (completed) zeta function must take the
following value
zR =
1
2
, (97)
which is a proof of the Riemann hypothesis.
Proof. Both the gamma function Γ(z) and zeta function ζ (z) in the region 0 < Re(z) < 1 under consideration are
regular without a singularity as described below Eq. (5). The completed zeta function ζˆ (z) defined by Eq. (4), which is
a product between Γ(z) and ζ (z), is also regular in the region 0<Re(z)< 1, as described below Eq. (5). As mentioned
above in Section 1 (Introduction), the function ζˆ (z) does not depend on a specific value of the parameter a0 (between 0
and 1 as in Lemma 1), which specifies the intersection point of the integral line and the real axis, owing to the residue
theorem. However, the integrands of the elements ζˆl(z) in Eq. (8) and ζˆr(z) in Eq. (9) composing ζˆ (z) in Eq. (10) (z
and 1− z can be exchanged) contain the singularity (mentioned below) near w= 0, only in the case of a0→ 0.
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We note that the completed zeta function ζˆ (z) does not depend on a specific value of a0 between 0 and 1 due
to the residue theorem, as was described below Eq. (5), whereas the singularity of each element ζˆl(z) and ζˆr(z) of
ζˆ (z) depends on a0. However, these singularities and the dependence of the elements ζˆl(z) and ζˆr(z) on a0 adequately
(incompletely) cancel each other by remaining a finite value for ζˆ(z) 6= 0, because the integral directions projected to
the line parallel to the real axis for ζˆl(z) and for ζˆr(z) are opposite, and result in the finite completed zeta function ζˆ (z)
without the dependence on a0.
In contrast, for ζˆ (z) = 0, the singularities must exactly cancel each other. By Lemmas 2 and 3, we can drop the
negligible finite integrals along the contours, which are away from the (coordinate) origin. Let zR and zI be the real and
imaginary components of z, respectively. Lemma 4 states that, from Eq. (80) (refer also Note below Eq. (103)), the
integrals IS
C˜lp
and IS
C˜ln
(in Eq. (64)) of the integrand (in Eq. (8)) for the completed zeta function ζˆ (z) (in Eq. (10)) have
the following power, which lead to the singularity near w= 0 (on the arc radius r1) in the case of r1→ 0,
|IS
C˜lp
|= |
∫
C˜lp
dw
w−z exp(−pi iw2)
exp(pi iw)− exp(−pi iw) | ≈ |r1|
−zR (along C˜lp in Fig. 1), (98)
|IS
C˜ln
|= |
∫
C˜ln
dw
w−z exp(−pi iw2)
exp(pi iw)− exp(−pi iw) | ≈ |r1|
−zR (along C˜ln in Fig. 1), (99)
while, from Eq. (81), the integrals IS
C˜rp
and IS
C˜rn
(in Eq. (64)) of the integrand (in Eq. (9)) for ζˆ (z) (in Eq. (10)) have
the following power (near w= 0 in the case of r1→ 0)
|IS
C˜rp
|=
∫
C˜rp
dw
wz−1 exp(+pi iw2)
exp(pi iw)− exp(−pi iw) | ≈ |r1|
zR−1 (along C˜rp in Fig. 2), (100)
|IS
C˜rn
|= |
∫
C˜rn
dw
wz−1 exp(+pi iw2)
exp(pi iw)− exp(−pi iw) ≈ |r1|
zR−1 (along C˜rn in Fig. 2). (101)
(We disregarded the constant factors in Eqs. (79)-(81)).
Meanwhile, Lemma 5 states that, from Eq. (93), the integral IS
C˜lc
(in Eq. (82)) of the integrand (in Eq. (8)) has the
following power (with zR = Re(z)) near w= 0 in the case of r1 → 0
|IS
C˜lc
|= |
∫
C˜lc
dw
w−z exp(−pi iw2)
exp(pi iw)− exp(−pi iw) | ≈ |r1|
−zR (along C˜lc in Fig. 2), (102)
while, from Eq. (96), the integral IS
C˜rc
(in Eq. (82)) of the integrand (in Eq. (9)) has the following power (near w= 0 in
the case of r1 → 0)
|IS
C˜rc
|= |
∫
C˜rc
dw
wz−1 exp(+pi iw2)
exp(pi iw)− exp(−pi iw) | ≈ |r1|
zR−1 (along C˜rc in Fig. 2). (103)
(We also disregarded the constant factors in Eqs. (93), (96)).
To satisfy ζˆ (z) = 0, these singularities in Eqs. (98)-(103) should have an identical order power of r1 and exactly
cancel each other. (Note: Letting α1,α2,w ∈C and β1,β2 ∈R with 0< β1 < β2, if |w|< (|α2|/|α1)|w|−β2)β1 for small
|w|, then we obtain |α1||w|−β1 < |α2||w|−β2 , which implies that these two terms with different order powers cannot
cancel each other for sufficiently small |w|, as used below. Furthermore, constants including zI will be used for the
zI determination, which is beyond the scope of this paper.) We then derive the main concluding relation, from Eqs.
(98)-(103), that
−zR = zR− 1, (104)
and this relation finally results in the expected requirement
zR =
1
2
, (105)
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stating that all non-trivial zeros of the (completed) zeta function have real component (part) of 1/2, which is the proof
of the Riemann hypothesis.
Namely, considering that a0 (in Lemma 1) specifies the contour, (∀ε > 0)(∃δ > 0)(∀a0 ∈R with 0< a0 < 1)(a0 <
δ ⇒ |zR− 12 |< ε). Furthermore, the completed zeta function ζˆ (z) is a product between the gamma function Γ(z) and
zeta function ζ (z) as in Eq. (4), and the functions ζˆ (z), Γ(z) and ζ (z) are regular in the region 0 < Re(z) < 1. Then,
the solution of ζˆ (z) = 0 (which is independent of the contour specified by a0 unlike ζˆl(z) and ζˆr(z) composing ζˆ (z) in
Eqs. (8)-(10)) satisfies ζ (z) = 0 and vice versa. Thus, we have completed the proof of the Riemann hypothesis.
Remark 1. We here show the implication of the above process and derived solution. In the integrands of the elements
ζˆl(z) and ζˆr(z) composing (in Eqs. (8), (9)) the completed zeta function ζˆ (z) (in Eq. (10)), the singularities appear in
the oppositely directed integrals of polynomials. Furthermore, the completed zeta function is symmetrized with respect
to Re(z) = 1/2. The functions ζˆl(z) and ζˆr(z) adequately (by incompletely remaining a finite value) cancel each other
for Re(z) 6= 1/2, while this cancellation is complete only for Re(z) = 1/2, leading to ζˆ (z) = 0.
In conclusion, we have inspected in detail the singularities of the integral form of the completed zeta function (in
Eqs. (8)-(10))). For ζˆ (z) = 0 (that is, ζ (z) = 0), the singularities of the integral along the two rotated integral contours
(lines) are required to exactly cancel each other, when the intersection points between the integral lines and the real
axis approach the (coordinate) origin. This approach of the intersection points to the origin is possible because of the
arbitrariness of the intersection points owing to the residue theorem. Thus, we have shown that the real part of all
non-trivial zeros of the zeta function is 1/2, which is the proof of the Riemann hypothesis.
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