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ABSTRACT OF THE DISSERTATION 
INVESTIGATING SCALE EFFECTS ON ANALYTICAL METHODS OF 
PREDICTING PEAK WIND LOADS ON BUILDINGS 
by 
Mohammadtaghi Moravej 
Florida International University, 2018 
Miami, Florida 
Professor Arindam Gan Chowdhury, Co-Major Professor 
Professor Peter Irwin, Co-Major Professor 
  Large-scale testing of low-rise buildings or components of tall buildings is essential as 
it provides more representative information about the realistic wind effects than the typical 
small-scale studies, but as the model size increases, relatively less large-scale turbulence 
in the upcoming flow can be generated. This results in a turbulence power spectrum lacking 
low-frequency turbulence content. This deficiency is known to have significant effects on 
the estimated peak wind loads.  
  To overcome these limitations, the method of Partial Turbulence Simulation (PTS) has 
been developed recently in the FIU Wall of Wind lab to analytically compensate for the 
effects of the missing low-frequency content of the spectrum. This method requires post-
test analysis procedures and is based on the quasi-steady assumptions. The current study 
was an effort to enhance that technique by investigating the effect of different model scales 
and the range of applicability of the method by considering the limitations risen from the 
underlying theory, and to simplify the 2DPTS (includes both horizontal components of the 
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turbulence) by proposing a weighted average method. Assessing the effect of Reynolds 
number on peak aerodynamic pressures was another objective of the study. 
  The results from five tested building models show as the model size was increased, 
PTS results showed a better agreement with the available field data from TTU building. 
Although for the smaller models (i.e., 1:100,1:50) almost a full range of turbulence 
spectrum was present, the highest peaks observed at full-scale were not reproduced, which 
apparently was because of the Reynolds number effect. The most accurate results were 
obtained when the PTS was used in the case with highest Reynolds number, which was 
the1:6 scale model with a less than 5% blockage and a  xLum/bm ratio of 0.78. Besides that, 
the results showed that the weighted average PTS method can be used in lieu of the 2DPTS 
approach. So, to achieve the most accurate results, a large-scale test followed by a PTS 
peak estimation method deemed to be the desirable approach which also allows the xLum/bm 
values much smaller than the ASCE49-12 recommended ratios.  
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1. CHAPTER I 
INTRODUCTION 
 Wind Tunnel Modeling and Scaling Effects 
Starting in the mid-twentieth century, wind tunnel testing of structures has become the 
primary means of establishing wind load provisions for building codes and standards. Also, 
for large structures, such as tall buildings, stadiums, and long-span bridges, project-specific 
tests have become the norm as they allow for taking into account the effect of building 
shape and surrounding terrain and other nearby structures([1]–[6]). Wind tunnel testing of 
these large structures is typically done on models with scales in the range 1:200 to 1:500. 
At this range of scales boundary layer wind tunnels can produce an adequate simulation of 
the turbulent planetary boundary layer, including the correct scaling of the large turbulent 
eddies and the integral length scales of turbulence. 
For smaller structures, such as low-rise buildings, and for building components use of 
model scales in the range of 1:200 to 1:500 becomes impractical. The models become too 
small for (i) adequate instrumentation and therefore resolution, (ii) modeling of the finer 
details that may affect the aerodynamics, and (iii) simulating high enough Reynolds 
number to avoid scale effects that make the test results no longer fully representative of 
full-scale. For this reason, larger scale models have been used for low rise buildings, e.g., 
1:50 to 1:100 scale, and even at these larger scales Reynolds number effects can sometimes 
cause deviations from real wind effects measured in the field.   
These issues point to the need for larger scale, e.g., 1:5 to 1:30, wind tunnel testing. For 
evaluating wind effects on and wind resistance of building components, it is even desirable 
to test at full-scale. For instance, the studies on the wind load reduction factors of vinyl 
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wall sidings showed the necessity and importance of a full-scale testing for such building 
elements [7]–[9]. However, the selection of the model scale for a study is limited by the 
physical constraints of the wind tunnel and the characteristics of the generated flow. The 
improper choice of the model scale may have implications on the accuracy of the obtained 
results. 
The effect of scaling on the mean and peak wind pressures and the selection of proper 
model scale to reproduce accurate results has been the subject of several studies[2], [10]–
[15]. The experimental study by Melbourne [16] indicated that if the model scale exceeds 
the flow scales, then there will be relatively higher amounts of small-scale turbulence 
which would lead to overprediction of negative peak pressures under reattachment shear 
layers. But contrary to that, the experimental study by Hunt [17] concludes that a larger 
model scale leads to an underestimation of the peak pressures. Stathopoulos and Surry [10] 
conducted a series of experiments on three models of scales 1:100, 1:250 and 1:500 with 
not a same upstream surface roughness length. At the 1:500 scale the flow scaling 
parameters were adequately achieved. They concluded that a small relaxation of turbulence 
integral length scale, up to a factor of 2, is permissible for both local and area averaged 
loads with errors of the order of 10%. Jensen conducted an extensive experimental study 
on reproducing full scale mean pressure coefficients in wind tunnel and discovered that the 
ratio of the building height to the roughness height (h/zo, known as the Jensen number) is 
a significant scaling factor which should be similar between the model and the full scale ( 
[11], [18]). Wang et al. [19] also concluded that if the roughness height is scaled correctly, 
then the correct results of the surface pressure coefficients can be obtained even if the 
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model dimensions are not scaled correctly. They found that the scale ratio of the roughness 
height should be the same as the scale ratio of the boundary layer thickness. 
 To evaluate the accuracy of the wind tunnel modeling and analysis techniques, 
researchers have tried to compare their findings to the full scale (field) results. The full-
scale data from Silsoe Cube ([20]–[24]) and the Texas Tech University (TTU) building 
([25]–[30]) have been valuable resources for the comparison purposes and development of 
the modeling and analysis procedures and also to validate computational models ([15], 
[31]–[35]).  Most of the reported studies have been successful in obtaining mean pressure 
coefficients close or very similar to those of full scale. But reproducing full-scale peak 
pressure coefficients has been a challenging task and not completely satisfactory in many 
cases ([13], [21], [27], [28], [36]–[46]). The difference between the full scale and the scaled 
model results were found to be more significant at the very corner taps at oblique directions. 
Lin et al. [47] studied a 1:50 scale model of the TTU building with an improved flow 
condition with Reynolds numbers ranging from 5x104 to 1.5x105 and a blockage ratio from 
0.3% to 4%. Their results were generally in good agreement with those of full scale except 
at the cases and locations with the highest suctions, which as they had observed was at a 
ray of 14o from the roof corner at the wind attack angles of 30o or 60o.  Cheung et al. [13] 
studied a 1:10 scale model of the TTU building, the result of which showed a better 
agreement with full-scale data comparing to the similar previous works. The highest 
magnitude of the pressure coefficients they obtained was 20% less than the corresponding 
full-scale value, which still marked an improvement over other studies using smaller scale 
models. They attributed this enhanced agreement mainly to the high Reynolds number of 
the tests since they had tried to eliminate other factors which could influentially affect the 
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results. For instance, even the pressure taps diameter was appropriately scaled. They also 
concluded that the only way to approach the large peak pressures of full-scale building is 
to increase the turbulence intensity of the flow above the full-scale values. Lin et al. [47] 
discussed that the discrepencies between the model and full-scale results can be the result 
of several factors that can be categorized into three classes: 1) the difference in 
experimental conditions, flow characteristics, tap size, geometric details, and also the 
uncertainties of field measurements like the natural variability of the wind parameters, low 
speed of the wind (increasing effect of convective turbulence), etc. 2) definition of 
parameters, for example, the characteristic length used for normalization, 3) Reynolds 
number violation and scaling problems. 
The problem with going to the large model scales, which already exists to some extent 
even at scales of 1:50 to 1:100, is that there are difficulties in simulating the full wind 
turbulence spectrum, and this can affect the pressure distributions on the model ([1], [10], 
[14], [16]). The size of the wind tunnel working section limits the size of the largest 
turbulent eddies that can be simulated, and the end result is that the low-frequency end of 
the turbulence spectrum is not simulated adequately. The effects of these large-scale 
turbulent eddies are therefore not fully accounted for within the tests. Figure 1 and Figure 
2 illustrate how the simulated turbulence power spectrum has a progressively larger deficit 
at low frequencies as the model scale is increased. The spectra are normalized using the 
mean velocity and model height which are turbulence-independent parameters, so the 
differences in the spectra are not masked ([1], [14], [17]). The high-frequency end of the 
turbulence spectra matches well, thus ensuring correct aerodynamics and realistic pressure 
distributions. But the values of the mean and observed peak pressures, as well as the peak 
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to mean dynamic pressure ratios are significantly affected by the reduced turbulence 
intensity due to missing low-frequency turbulence for large models (such as for 1:50 and 
1:100 scales) [20], [21].  
To overcome these limitations and allow meaningful results to be obtained from tests 
on larger scale models, and even full-scale building components, the research group at the 
Wall of Wind (WOW) at Florida International University (FIU) has developed a Partial 
Turbulence Simulation (PTS) method ([48], [49]) as conceptually illustrated in Figure 3. 
In this method, the power in the turbulence spectrum at high frequencies is accurately 
simulated in the WOW, and the effects of the missing low-frequency part of the spectrum 
are accounted for analytically in the post-test analysis using quasi-steady assumptions. The 
high-frequency part of the spectrum mainly affects the details of flow separation and re-
attachment around a body whereas the low-frequency component can be approximately 
treated similarly to changes in the mean flow velocity. To study the effectiveness of the 
PTS method, full-scale data obtained from the TTU experimental building [50] and the 
Silsoe Cube [20], [21] was used by Asghari [48] and Asghari et al. [49] as benchmarks. 
The application of the PTS method showed  good agreement between model test results for 
scales as large as 1:5 and field data. However, the study had limitations regarding the 
scales, number of taps, and the modeling of lateral turbulence which are discussed in more 
detail in the next section. 
 
 
6 
 
 
Figure 1 – Comparison of Turbulence Spectra between different model scales and full-scale 
for a tall building of 61m height.  
 
 
Figure 2 – Comparison of Turbulence Spectra between different model scales and full-scale 
for a low-rise building of 4m height. 
 
7 
 
 
Figure 3 – Flowchart describing the PTS correction method [51] 
 
 Research Objectives 
The application and evaluation of the partial turbulence simulation method by Asghari 
et al. [49] was limited to the tests on the TTU building and the Silsoe Cube, and the model 
scales were 1:6 and 1:5, respectively. The results were very encouraging, but it would be 
highly desirable to undertake a systematic series of tests at scales covering the complete 
range from about 1:5 through to 1:100 using the PTS method.  One would expect the PTS 
“corrections” to become progressively smaller as the model scale goes from 1:5 to 1:100 
and knowing at what point the correction becomes negligible would be very useful for the 
wind engineering field in general. Such effect of scaling using large-scale models will be 
investigated as the first objective of this work. This will be extended to full-scale testing 
of small structures.  
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Also, it is required to explore some simplifications of the PTS method aimed at making 
it easier to apply in practice. For example, a simplified process will be developed to address 
the effects of lateral wind speed component fluctuations in addition to missing low-
frequency longitudinal wind speed fluctuations. Thus, the second objective is to simplify 
the current 3DPTS method by using a weighted average approach. The third objective is to 
study blockage effects for large-scale models and investigate effects of Reynolds number 
on mean and peak pressures.  
Finally, the last objective is to investigate the application of PTS in the testing of tall 
buildings. The model scales used for testing tall buildings are typically of the order of 1:200 
to 1:600. At these small scales the overall behavior of the structure is well studied, but if 
there is a need to evaluate the wind effect on building components, then a larger scale 
testing is required. These large-scale studies can be affected by the missing low-frequency 
turbulence data. Therefore it will be worthwhile to explore the improvement of the results 
by incorporating PTS method in the data analysis procedures.  
 
 Thesis Structure 
An introduction to the effects of scaling on the peak pressure coefficients is provided in 
the first chapter where the latest efforts in that area is reviewed and reported and the 
knowledge gap and the unanswered questions are identified. The research objectives and 
the proposed hypothesis to answer those questions are discussed subsequently. Chapter 2 
introduces the Partial Turbulence Simulation (PTS) method which has been developed 
recently to address the issue of missing low-frequency turbulence content in large-scale 
wind tunnel experiments. The challenges facing the application of the method are discussed 
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followed by some proposed advancements in the method and the application procedure, 
i.e., the introduction of the weighted average PTS method and determining the range of 
scales for which the PTS application is required. Chapter 3 describes the methodology and 
the test plan and also presents the details of the boundary layer simulation and the assessed 
flow conditions. An extensive presentation and discussion of the results is presented in 
Chapter 4 where through various plots and illustrations, a comprehensive picture of the 
outcomes is painted. The reported results are compared to the available field data from the 
TTU full-scale building and also few other similar studies. The summary and the 
conclusion are provided in Chapter 5, followed by some recommendations for the future 
work in Chapter 6. Cited references are listed afterward. The document ends with a series 
of appendices in which the details of the PTS calculation procedures, data curation and 
analysis procedures and the developed MATLAB codes and packages are provided, 
followed by a short discussion of the applicability of the method to estimate to peak wind 
pressures on tall buildings. 
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2. CHAPTER II 
THEORY AND METHODOLOGY 
 Introduction to the Partial Turbulence Simulation (PTS) Method 
Partial Turbulence Simulation (PTS) is based on the quasi-steady theory and assumes 
that if the high-frequency fluctuations in the upcoming flow are adequately captured in the 
wind tunnel testing, then the effect of the missing low-frequency turbulence on the peak 
estimation can be compensated analytically. Based on the quasi-steady theory, the surface 
pressures generated on a building are directly correlated to the upcoming flow turbulence. 
So, the changes in the pressures can be related to the changes in wind speed and direction. 
Thus pressure fluctuations correspond to wind fluctuations.  
Considering just the longitudinal component of turbulence, the total velocity U at any 
time instant can be written as: 
?̃? = 𝑈 + 𝑢𝐿 + 𝑢𝐻 Eq. 1 
Where U is the mean velocity, 𝑢𝐿 is the fluctuating component attributed to the low 
frequency part of the turbulence spectrum, and 𝑢𝐻 is the fluctuating part attributed to the 
high frequency end. In a partial turbulence simulation where we are only simulating the 
high frequency turbulence, the measured mean wind speed basically consists of the mean 
wind speed U of the corresponding atmospheric flow plus whatever the low frequency 
component 𝑢𝐿 is present at the time.  So 𝐼𝑢𝐻, the measured turbulence intensity of the test, 
can be written as: 
𝐼𝑢𝐻 =
𝜎𝑢𝐻
𝑈 + 𝑢𝐿
 
Eq. 2 
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If the rapid equilibrium of the turbulence is assumed, then 𝐼𝑢𝐻 can be considered as a 
constant. The theory for the equilibrium of the turbulence states that the small-scale 
turbulence is expected to rapidly adjust to the large-scale turbulence, which means if a low 
frequency gust occurs which increases the 𝑢𝐿, then the 𝜎𝑢𝐻 adjusts quickly to the new 
amount of energy being fed into the system. And that’s because theoretically near the solid 
boundary layer of an equilibrium layer, the local turbulence energy generation and 
dissipation are in an approximate balance. 
The full-scale turbulence can be written as: 
𝑢𝐻 =
𝑢𝐻
𝜎𝑢𝐻
(𝑢 + 𝑢𝐿)𝐼𝑢𝐻 
Eq. 3 
 
Based on these two equations and ignoring higher order terms in the expansions, the 
fundamental equation for the PTS method is derived as: 
𝐼𝑢𝐿 = √𝐼𝑢2 − 𝐼𝑢𝐻
2  
Eq. 4 
The detailed derivation is provided in [49].  
The next step is to determine the frequency at which the division between low and high-
frequency segments of the spectra occurs. Although such a sharp division doesn’t exist 
physically, an approximate point can be calculated. Since the area under the turbulence 
spectra is equal to the total turbulence intensity, so integrating the spectra from 𝑛𝑐 to the 
high frequency end should return the high frequency content of the turbulence: 
(
𝐼𝑢𝐻
𝐼𝑢
)2 = ∫
𝑆𝑢(𝑛)
𝜎𝑢2
𝑑𝑛
∞
𝑛𝑐
 
Eq. 5 
And if a Von Karman model is used for the spectra, then with some simplifications the 
Eq. 6 can be derived as an approximate formula to estimate the dividing frequency: 
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𝑛𝑐 = 0.0716
𝑈
𝐿𝑢
𝑥 (
𝐼𝑢
𝐼𝑢𝐻
)3 
Eq. 6 
where U and 𝐿𝑢
𝑥  are the full spectrum values of mean wind velocity and integral length 
scale, respectively. 
 In PTS the target is to match the non-dimensional turbulence spectra of model and 
prototype at high frequencies as expressed in Eq. 7. As discussed earlier, when mainly the 
high-frequency turbulence is simulated in the wind tunnel, then the effective mean wind 
speed would be 𝑈 + 𝑢𝐿.  
𝑛𝑚𝑆𝑢𝑚
𝑈𝑚2
=
𝑛𝑝𝑆𝑢𝑝
(𝑈𝑝 + 𝑢𝐿𝑝)2
 
Eq. 7 
Use of a Von Karman model for the turbulence spectrum and considering the 
requirement for the similarity of the non-dimensionalized frequency,
𝑛𝑏
𝑈
, between model 
and prototype, leads to the Eq. 8 as the governing relation to ensure the match at the high 
end of the spectra: 
𝐼𝑢𝑚
𝐼𝑢𝑝
= (
𝐿𝑢𝑚
𝑥
𝐿𝑢𝑝
𝑥 )
1/3(
𝑏𝑝
𝑏𝑚
)1/3 
Eq. 8 
To estimate peak Cp values, the sample period is divided into subintervals of sufficient 
duration that the peak values occurring in them may be treated as independent. The pressure 
at each subinterval can be written as: 
?̂? =
1
2
𝜌𝑄2?̂? 
Eq. 9 
 
Where ?̂? is the peak pressure coefficient of a subinterval and Q is the mean wind speed 
of the test. By ignoring the higher order terms of the lateral wind speed fluctuations, the 
following relation (Eq. 10) can be defined between the ?̂? and the pressure coefficient of a 
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subinterval based on the mean velocity of the full sample period with full spectrum 
turbulence present: 
?̂?𝑝 = (1 + 𝜁)
2?̂? Eq. 10 
 
where =
𝑢𝐿
𝑈
 . 
For each subinterval, there will be a combination of 𝜁 and ?̂?. Adopting a Fisher Tippet 
type I distribution, the probability that a ?̂? value is not exceeded in any subinterval can be 
expressed as: 
𝐹(?̂?) = exp (− exp (−𝑎(?̂? − 𝑏))) Eq. 11 
 
Then combining it with the relation defined in Eq. 10, the probability that Cp will be 
exceeded for a given value of 𝜁 is: 
𝐺 (
?̂?𝑝
𝑏
, 𝜁) = 1 − exp (− exp (−𝑎𝑏 (
?̂?𝑝/𝑏
(1 + 𝜁)2
− 1))) 
Eq. 12 
 
And the probability of Cp being exceeded for all values of 𝜁 is: 
𝐺 (
?̂?𝑝
𝑏
) = ∫ 𝑓𝜁(𝜁) [1 − exp (− exp (−𝑎𝑏 (
?̂?𝑝/𝑏
(1 + 𝜁)2
− 1)))] 𝑑𝜁
+∞
−∞
 
Eq. 13 
 
where 𝑓𝜁(𝜁) is the probability density function of 𝜁. 
If a Gaussian distribution is assumed for the turbulence, as it’s believed to be in a generic 
boundary layer (free from local aerodynamic effects of upwind structures), then the 
probability of exceedance can be written as Eq. 14, where 𝜉 = 𝜁 /𝐼𝑢𝐿. 
𝐺 (
?̂?𝑝
𝑏
) = ∫
1
√2𝜋
𝑒−1/2𝜉
2
[1 − exp (− exp (−𝑎𝑏 (
?̂?𝑝/𝑏
(1 + 𝐼𝑢𝐿𝜉)2
− 1)))] 𝑑𝜉
+∞
−∞
 
Eq. 14 
 
14 
 
 a and b are computed from the Fisher Tippet distribution fit and 𝐼𝑢𝐿 is the missing low 
frequency turbulence calculated from Eq. 4. Having these values, then the integral can be 
computed numerically to find the probability of exceedance of a given ?̂?𝑝/𝑏. 
If the equivalent full-scale duration of each subinterval is ts and the full-scale test time 
is T, then the probability that the highest value of  ?̂?𝑝/𝑏 is exceeded in a subinterval is 
G=ts/T. 
Figure 4 shows a graphical display of the numerical integration results at a specific 
probability level defined by G. More detail is presented in Appendix A1 through a step by 
step numerical example. 
Figure 4 – Numerical solution of the Eq. 14 
 
If other components of the turbulence intensity are considered, i.e., lateral and vertical, 
then the following triple integral should be solved to obtain the peak Cp: 
𝐺(?̂?𝑝) = ∫ ∫ ∫ 𝐼1(?̂?, 𝜃)𝑓𝜂𝜃(𝜂, 𝜃)𝑑𝜃𝑑?̂?𝑑𝜂
+𝜋
−𝜋
+∞
?̂?𝑝
1+2𝜂
+∞
−∞
 
Eq. 15 
 
I1 is defined by the Eq.16. 
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𝐼1(?̂?, 𝜃) =
1
√2𝜋𝜎𝜑
∫ 𝑎𝜑𝜃𝑒
−(𝑎𝜑𝜃(?̂?−𝑏𝜑𝜃)+𝑒
−(𝑎𝜑𝜃(?̂?−𝑏𝜑𝜃)+1 2⁄ (
𝜑2
𝜎𝜑
2 ))
𝑑𝜑
+𝜋
−𝜋
 
Eq. 16 
 
where 𝜑 and 𝜃 are the lateral and vertical turbulence intensities respectively, and 𝜂 =
𝑢𝐿
𝑈
. 
Since all the three components of the turbulence intensity are included, this method is 
called the 3DPTS. To do a 3DPTS analysis, a series of data collected at various azimuth 
(yaw) and pitch angles are required. Figure 5 illustrates a sample range of test directions as 
are necessary for full three-dimensional analysis. Asghari et al. [49] suggested that data 
collected at 3-degree increments and up to 15 degrees from either side of the target angle 
is sufficient enough for an acceptable estimation of peak pressures. Also, they found out 
the contribution of the vertical turbulence intensity component to the overall accuracy of 
results was not significant and can be ignored for the sake of simplicity and to reduce the 
experimental and computational efforts and costs, thus reducing the method to a 2DPTS 
approach. 
 
Figure 5 – Range of Azimuth and tilt angles required for a 3DPTS analysis  
 
 Challenges in the PTS Method 
The PTS method is developed by adopting the basics of the quasi-steady theory, so the 
limitations of that theory are expected to reflect in the application of the partial turbulence 
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simulation method as well. The central assumption of the quasi-steady theory is that the 
low frequency pressure fluctuations on the surface of a building correspond to the wind 
speed of the upcoming flow and are in high correlation with the turbulence intensity of the 
incident flow. But if the low frequency flow is considerably affected by the building, then 
the quasi-steady approach may show a weak performance in predicting the induced 
pressures.  
The results of a study by Letchford et al. [52] who investigated the application of the 
quasi-steady theory to the full-scale measurements of the TTU building indicated that the 
cross-correlation between the pressures and the turbulence intensity of the flow was 
weakest around the reattachment zones. But the correlation was significantly high at points 
adjacent to the separation lines and it performed very well for the area averaged pressures 
for most areas of the roof. Based on the above discussion one may expect to observe an 
under-prediction of the pressures at the separation zones which will be examined in this 
study. The other challenge is to have the proper model size to meet the requirements for 
the validity of the quasi-steady assumption which will be discussed in the subsequent 
sections of this chapter. 
Other challenges for the PTS method are the cost of experiments and the complexity of 
the analytical process. As mentioned in the previous section, Asghari et al. [49] concluded 
that a 2D-PTS application would be accurate enough, so there is no requirement to do the 
tests at different tilt angles since the effect of the vertical component of the turbulence is 
ignored in the 2D approach. Although the 2DPTS is considerably simpler and faster than 
the full three-dimensional analysis, for a routine analysis procedure in a wind tunnel still a 
more convenient and straightforward analytical tool is desirable. The weighted average 
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PTS has been developed as part of the present work to address this need and will be 
discussed in the next session. 
 
 Proposed Advancements in PTS method 
2.3.1 Development of the Weighted Average 
The 2DPTS method includes the effect of both longitudinal and lateral turbulence due 
to the variation of yaw angle (azimuth) in the upcoming wind while the simplified PTS just 
takes longitudinal turbulence parameters into peak Cp calculations. To achieve a 2D level 
of accuracy by using the simplified approach, a weighting average method is proposed 
which is discussed in this section. 
The probability distribution of wind turbulence in a free stream boundary layer is 
generally Gaussian or near Gaussian ([52], [53]). If a Gaussian distribution is assumed for 
the lateral component of wind speed which is denoted as v (Figure 7), then that distribution 
can be related to the yaw angle through Eq. 17: 
 
𝜑𝑟𝑎𝑑 =
𝑣
?̅?
 
Eq. 17 
 
Figure 6 – Definition of the yaw angle 
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Figure 7 – Distribution of the lateral component of the turbulence 
 
The probability density function for ϕ can be written as Eq. 18 : 
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The average value
0pC  of )(pC is estimated by  Eq. 20: 
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The missing component of the lateral turbulence intensity (IvL) is defined by Eq. 21: 
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𝐼𝑣𝐿 = √𝐼𝑣 − 𝐼𝑣𝐻 Eq. 21 
 
where: 
Iv: Full lateral turbulence intensity obtained from ESDU [54] 
IvH: Lateral turbulence intensity obtained from WOW data 
Since in the PTS method 
vLI (considering Eq. 18 and Eq. 21) we find that an 
estimate of the weight average 
pC is given by Eq. 22: 
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Since we have measurements at 3-degree intervals, 
60

  radians. 
According to the distribution (Figure 7), moving toward higher values of v which 
correspond to higher values of ϕ, the probability of occurrence declines which indicates 
that the contribution of larger angles should be expected to be less as departing from the 
central angle. So, the probability distribution function can be used as a weighting function 
to calculate the peak Cp at the central angle by averaging over a range of lateral angles, 
hence including the effect of lateral turbulence.  
 
Derivation 
𝜑𝑟𝑎𝑑 =
𝑣
?̅?
 →  𝜎𝜑 =
𝜎𝑣
?̅?
= 𝐼𝑣 
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2.3.2 Investigation of Scaling Effects 
The applicability of the quasi-steady theory is uncertain for the pressures in the high-
frequency range of the pressure power spectrum [55]. Letchford et al. [52] examined this 
limitation by comparing the predicted results of a quasi-steady approach versus the full-
scale TTU data and concluded that at the smaller values of the eddy wavelength λ=U/n, the 
discrepancy increases, and the theory becomes incapable of an accurate prediction. 
Therefore, to remain in the range of quasi-steady validity, higher wavelengths should be 
sought relative to the model dimensions. This can be expressed in terms of a λ/b ratio where 
b is the height of the building model. Considering Eq. 6 and Eq. 8, at the dividing 
frequency, nc, this λ/b ratio approximately is equal to 14×Lum/bm. So, if for instance, the 
λ/b ratio were to be set to λ/b>10, then Lum/bm should be higher than 0.7. The largest model 
in the current study that is a 1:6 model of the TTU building, has a Lum/bm ratio of 0.78 
which can be on the borderline of applicability of the PTS method. It is essential to know 
the range of applicability of the PTS method and also to determine the conditions in which 
a PTS correction should be incorporated in the peak estimation process. To achieve these, 
a range of model scales was selected to build the TTU building scaled models, and the 
results were compared to the corresponding field data. At the very small scales where the 
full turbulence content is obtainable, the effect of the missing low-frequency turbulence on 
the accuracy of results is minimal, and so is the degree of the PTS correction consequently. 
However, due to a considerable violation of the Reynolds number similarity between a 
small model and the prototype, there may be a substantial difference between the obtained 
peaks as well. To produce the required data to investigate both the scaling and the Re 
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effects, the tests were conducted at three wind speed levels to generate various levels of 
Reynolds number. 
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3. CHAPTER III 
DESIGN OF EXPERIMENTS AND ANALYSIS PROCEDURES 
 Test Buildings, Instrumentation, and Test Protocol 
The full-scale 12-fan Wall of Wind (WOW) open jet facility (Figure 8a) at Florida 
International University (FIU) was used to generate the wind ﬁeld and perform experiments 
for the reported study [56]. The 12-fan WOW can produce up to and including a Saffir-
Simpson Category 5 hurricane wind speed that reasonably replicates mean wind speed and 
turbulence characteristics of real hurricane winds. A set of triangular spires and floor 
roughness elements, as shown in Figure 8 and Figure 9, were used to generate turbulent 
atmospheric boundary layer (ABL) characteristics.  
The mean wind speed profile and turbulence characteristics of ABL for an open terrain 
exposure were simulated at the WOW. A series of experiments were conducted at the 
WOW to measure the vertical wind-speed profile throughout the boundary layer across a 
range of free-stream wind speeds. Wind speeds were measured at various heights using 
Turbulent Flow Cobra probes capable of resolving the 3-components of velocity and local 
static pressure at a sampling rate of 2500Hz. A schematic of the probes and the convention 
for wind direction notation, along with the definition of the pitch and yaw angles, are shown 
in Figure 10. To ensure the devices are well calibrated and as a verification, several 
simultaneous and even separate measurements were done using pitot tubes as well. 
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(a)                                                                         (b) 
Figure 8 – a: Wall of Wind, Florida International University; b: Spires and floor roughness 
elements 
     
 
 
Figure 9 – Schematic drawing of ABL flow generation components for 12-fan WOW 
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Figure 10 – Conventional notation for the 3 components of wind speed measured by Cobra 
probes 
 
The surface pressure distribution on the test buildings was measured with 2mm 
diameter pressure taps which were connected to a Scanivalve Pressure Scanning System. 
This 512 Channel pressure scanning system was used to measure the pressure time histories 
on the model buildings walls and roofs. The pressure transducers were connected to a set 
of temperature control units (TCU), and TCUs were connected to a Digital Service Module 
DSM 4000 that transfers the information to the data acquisition system, where pressure 
data were collected at a sampling rate of 512Hz. The static port of the device was tubed to 
a pressure bottle outside the building to measure the static pressure. 
Based on the model dimensions and observing the accessibility and workability, 
long enough tubes were used to connect the pressure taps to the pressure scanners (i.e., 
ZOCs). Afterward, the collected data from these tubes were corrected for the tubing 
distortion effects using proper transfer functions [57]. More detailed information on the 
transfer function application is provided in Appendix 0. 
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The collected wind pressures were normalized with reference to the dynamic wind 
pressure at the building eave height to obtain pressure coefficients using Eq. 23 and Eq. 
24: 
𝐶𝑝 mean =
𝑃𝑚𝑒𝑎𝑛
1
2 𝜌𝑈𝑚𝑒𝑎𝑛
2
  
Eq. 23 
 
𝐶𝑝 𝑝𝑒𝑎𝑘 =
𝑃𝑝𝑒𝑎𝑘
1
2 𝜌𝑈𝑚𝑒𝑎𝑛
2
  
Eq. 24 
 
where Pmean and Ppeak are mean and peak differential pressure for a specific tap, ρ is the 
air density and Umean is the mean and peak wind speed at the building eave height, 
respectively. 
3.1.2 Test Models 
The following table shows the dimensions of the prototype building and the five model 
scales considered in the current study. Figure 11 shows a schematic of the building. A 
picture of the TTU and the surrounding terrain is shown in Figure 12 while a closer view 
of the surface condition and the pressure taps is provided in Figure 13. 
Table 1 – Prototype and model dimensions 
Scale B (m) L (m) H (m) 
Full (1:1) 9.14 13.72 3.96 
1:6 1.52 2.29 0.66 
1:10 0.91 1.37 0.40 
1:20 0.46 0.69 0.20 
1:50 0.18 0.27 0.08 
1:100 0.09 0.14 0.04 
 
Building walls and roof were equipped with 204 pressure taps in total. Since the 
comparison of the results with their full-scale counterparts is the core part of the study, tap 
locations were selected based on the full-scale tap locations (Figure 14) in an effort to fully 
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replicate the details of the TTU test building. Figure 15 illustrates the pressure tap locations 
and numbering. Detailed drawings of the models and the location of taps are included in 
Appendix 0.  
To build the 1:100 and 1:50 models initially FDM (Fused Deposition Modeling) 
3D printing technology was considered, and sample models were built. But since the model 
dimensions were very small and the correct modeling of the details and tap locations, 
especially the corner taps, were of utmost importance, they were ordered to be built by 
RWDI using stereolithography 3D printing technology. The other models were constructed 
using Plexiglas sheets over wood framing. Figure 16 to Figure 20 show the built models.  
 
 
Figure 11 – Schematic of the TTU building model 
 
 
B 
L 
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Figure 12 – TTU field test structure 
  
 
 
 
 
Figure 13 – Pressure tap installation on the TTU full-scale building 
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Figure 14 – Pressure tap layout on the TTU full-scale building 
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Figure 15 – Tap numbering and location map 
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Figure 16 – 1:100 scale model built by the stereolithography technique 
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Figure 17 – 1:50 scale model built by the stereolithography technique 
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Figure 18 – 1:20 scale model using Plexiglas sheets over wood framing 
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Figure 19 – 1:10 scale model using Plexiglas sheets over wood framing 
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3.1.3 Test Protocol 
Building models were tested at wind directions ranging from 0o to 195o, and also from 
345o to 360o, at 3-degree increments. Testing was performed for a time duration of 60 
seconds for each case. Previous studies [49] have shown that this small increment in the 
wind direction provides the resolution required to capture enough lateral fluctuations in the 
oncoming wind. Figure 21 shows the convention for wind directions and the model 
placement on the turntable. 
 
Figure 20 – 1:6 scale model using Plexiglas sheets over wood framing 
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Figure 21 – Convention for the wind direction. Side walls are numbered from 1 to 4 while the 
roof is labeled as side 5. 
 
The fan throttle for the conventional testing was set to 40%, but to study the effects of 
Reynolds number, models were tested at 70% and 100% fan throttle for limited directions 
of 75o-105o and 120o-150o. The obtained wind speed at each throttle is reported in the next 
section. 
 
Figure 22 – Selected wind angles for Reynolds number tests 
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 Boundary Layer Simulation 
 Spires and roughness elements are used in FIU Wall of Wind (WOW) to simulate the 
Atmospheric Boundary Layer (ABL) pertaining to various terrain conditions. The 
roughness element size should be appropriately scaled with respect to the model scale to 
maintain the Jenson number, which is the ratio of the model height to the roughness element 
height, between all the models and to ensure a proper scaled flow condition is generated 
for each model. Besides that, and to meet the requirements of the PTS, the ratio of the 
modeled turbulence to the full scale should satisfy the Eq. 8. To achieve these, the 
customized roughness elements were extended beyond the WOW flow management box 
as shown in Figure 23 for 1:100 model. The design of the roughness elements was based 
on an analytical calculation followed by experimental trials. Details are discussed in the 
next section. 
 Roughness Elements Calculation 
The size and spacing of the extended roughness elements were calculated based on the 
relation suggested by Irwin [58], which originates from the model developed by Lettau 
[59] and reflected in the ASCE7-10 commentary (see Eq. 25). 
𝑧0 = 0.5𝐻𝑜𝑏
𝑆𝑜𝑏
𝐴𝑜𝑏
 
Eq. 25 
 
where, 
z0=roughness height 
Hob= the average height of the roughness in the upwind terrain 
Sob=the average vertical frontal area per obstruction presented in the wind 
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Aob=the average area of ground occupied by each obstruction, including the open area 
surrounding it.               
Table 2 summarizes the calculations for the roughness elements for a target open terrain 
condition with z0=0.02m. These estimated values were used as a basis for the experimental 
study of the terrain and the scaled down boundary layer simulation. Several roughness 
element layouts were tried at each scale, and the profiles and spectra were compared to 
those of full-scale to ensure that a proper flow condition is assessed. Figure 23 and Figure 
24 show the installation of cylindrical roughness elements for the 1:100 and 1:50 model 
respectively. The size of the elements was smaller on the inner ring around the model, 
resulting in a denser layout to deliver the required frontal area. Figure 25 shows the 
roughness element extension layout for the 1:20 model using the cubic elements. For the 
1:10 and 1:6 model, the required roughness and the flow condition was assessed by 
partially or completely removing the triangular roughness elements as shown in Figure 26 
and Figure 27 respectively. 
Table 2 – Roughness element size calculations 
 
 
Scale 1:x
zo: Full 
Scale zo:  Scaled Spacing (in) Spacing(m)  Aob  (in2)  Aob (m2) Hob (in) Hob (m)
Frontal 
Area 
(in2)
10 0.02 0.00200 24 0.610 576 0.372 4.493 0.114 20.188
20 0.02 0.00100 24 0.610 576 0.372 3.566 0.091 12.718
50 0.02 0.00040 12 0.305 144 0.093 1.655 0.042 2.740
100 0.02 0.00020 12 0.305 144 0.093 1.314 0.033 1.726
100 0.02 0.00020 12 0.305 144 0.093 1.314 0.033 1.726
180 0.02 0.00011 12 0.305 144 0.093 1.080 0.027 1.166
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Figure 23 – Extension of roughness elements for 1:100 model 
 
 
Figure 24 – Extension of roughness elements for 1:50 model 
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Figure 25 – Extension of roughness elements for 1:20 model 
 
 
 
 
Figure 26 – Extension of roughness elements for 1:10 model 
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Figure 27 – Extension of roughness elements for 1:6 model 
 
 Wind Speed and Turbulence Intensity Profiles 
 Wind speeds were measured at the center of the turntable, both with Cobra probes and 
also pitot tubes connected to the pressure scanning system. Pitot tube measurement was 
done as a verification tool for mean wind speed profiles, and Cobra probe data were the 
basis for all wind speed and turbulence calculations. Wind speeds were collected at three 
fan throttles of 40%, 70% and 100% to provide required information needed for the 
Reynolds number studies. A full fan throttle of 100% is equivalent to a wind speed of 
approximately 71m/s at the reference point on the flow management box exit at the height 
of 4.3m. Table 2 shows the along wind component (u as defined in Figure 10) of the mean 
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wind speed and turbulence intensity obtained at each model eave height. The measured 
wind speed and turbulence intensity profiles are displayed in Figure 17. These profiles are 
derived from the free stream wind speed measurements of each terrain and are normalized 
to the model eave height (Figure 17) at each corresponding scale. The obtained profiles are 
compared to ESDU [1] profiles. 
 
 
Table 3 – Measured mean wind speed and turbulence intensity at model eave heights 
Scale 
Umean at Eave Height 
 (mps) IuH at eave 
height 
 
xLum/bm 
40% 70% 100%  
1:100 13.62 --- 35.1 19.73% 6.6 
1:50 14.8 25.15 36.6 19.90% 5.1 
1:20 17.6 --- --- 18.07% 2.5 
1:10 21.74 --- --- 11.00% 1.6 
1:6 22.14 38.76 55.37 10.20% 0.78 
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Zref is the model eave height. 
Figure 17 – Normalized Mean wind speed and turbulence intensity profiles  
 
e 
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 Turbulence Power Spectra 
Non-dimensional turbulence power spectra for all the simulated scales are plotted in 
Figure 29 in comparison with full-scale non-dimensional spectra for z0=0.02m and 
z0=0.05m. Comparing the turbulence power spectra indicates a good match between the 
WOW and full scale at smaller models while moving toward larger scales, a growing 
discrepancy over the lower frequencies (i.e., frequencies belonging to larger eddies in the 
flow) is observed. The target of the flow simulation process was to match the high-
frequency end of the turbulence spectrum between the model and the full scale. According 
to Figure 29, this goal is achieved for the targeted open terrain condition, and the concept 
of Partial Turbulence Simulation (PTS) is very well displayed. The effect of the missing 
low-frequency content of the turbulence is then analytically compensated through the PTS 
approach, as discussed in the subsequent sections of this document. Since the amount of 
the missing low-frequency turbulence is considerably lower in the first three plots, i.e., 
scales 1:100, 1:50 and 1:20, one should expect the effect of PTS peak correction to be 
smaller for these scales as compared to that for the 1:10 and 1:6 scales. 
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From ESDU and at 3.96m(13ft) height: 
at zo=0.02m, Iu=18.39% 
at zo=0.05m, Iu=21.6% 
Figure 29 – Turbulence power spectra (n= frequency, z= model building height, U= mean 
wind speed at building eave height, S=turbulence power spectra) 
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  Time Scales and Calculation of the PTS Parameters 
The sample record length should be long enough to achieve stable statistics of the data 
time histories. In the full-scale, a record length of 10 minutes or more (preferably 1 hour) 
is known to provide such stable data, which is basically to ensure flow fluctuations are 
adequately captured. In order to have a sufficient record length in the model scale testing, 
the turbulence characteristic time can be used as a similarity parameter that reflects the 
large eddy turnover and is defined as xLu/U. Considering the flow data from the TTU field 
measurements (Table 4) The characteristic time of full scale turbulence, xLu/U, is equal to 
4.57 seconds and the 15-minute record length is equivalent to about 197 characteristic 
times: 
𝑥𝐿𝑢
𝑈
=
35𝑚
7.66 𝑚/𝑠
= 4.57𝑠,
𝑇𝑈
𝑥𝐿𝑢
=
15 min× 60 𝑠/𝑚𝑖𝑛
4.57𝑠
≈ 197 
This means in the 15-minute record length, approximately 197 large eddies have 
advected past the building. Considering the turbulence length scales at the WOW which 
are in the order of 0.5m and the 1:100 scale model case which has the lowest wind speed 
at the eave height, the required time duration to generate the same number of characteristic 
times was evaluated as 7 seconds: 
𝑥𝐿𝑢
𝑈
=
0.5𝑚
13.62 𝑚/𝑠
= .036𝑠 , 197 × .029 = 7.2𝑠 
The sampling time of 60 seconds was selected for each of the tests which apparently 
exceeds the required 7s time as calculated, thus it is a sufficient record length for all the 
cases.  
Based on the definitions and the procedure described in Chapter 2, the required 
parameters for the PTS analysis were calculated and outlined in Table 4. These parameters 
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were then used as inputs to the PTS MATLAB package. The codes and more detailed 
information of the model definitions are included in Appendix 0.  
Table 4 – Calculations of PTS parameters 
No; Parameter 
Full 
Scale 1:100 1:50 1:20 1:10 1:6 
1 Iu 21.60% 19.73% 19.90% 18.07% 11.00% 10.20% 
 Iv 20.7% 11.65% 11.45% 12.51% 9.65% 9.44% 
2 xLu (m) 35 0.262 0.4 0.5 0.638 0.52 
3 H (m) 3.96 0.0396 0.0792 0.1980 0.3960 0.6600 
4 U (m/s) 7.66 13.62 14.80 18.30 19.90 20.70 
5 t (sec) 900 60 60 60 60 60 
6 IuL 8.79% 8.40% 11.83% 18.59% 19.04% 
7 cut off (nc) 0.021 0.020 0.027 0.119 0.149 
8 tgust,p 21.89 22.46 16.82 3.80 3.02 
9 tgust,m 0.160 0.299 0.494 0.238 0.307 
10 max N 375 201 122 252 195 
11 Selected N= 100 100 100 100 100 
12     tsub at model (s) 0.60 0.60 0.60 0.60 0.60 
13     tsub at full-scale (s) 82.13 45.09 20.44 9.55 5.91 
14 Gi 0.09126 0.05010 0.02272 0.01061 0.00656 
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4. CHAPTER IV 
RESULTS AND DISCUSSIONS 
 Comparison of Results of the Weighted Average PTS and the 2DPTS Methods 
In the first section of this chapter, the effectiveness and accuracy of the proposed 
weighted average PTS method are investigated. As discussed in Chapter 2, this method is 
intended to simplify the process of the two-dimensional approach where instead of a 2D 
process, the simplified one-dimensional PTS is applied at a range of various directions 
around the central wind direction. The weighted average method is developed based on the 
assumption of a Gaussian distribution of the lateral component of the wind turbulence, and 
a weighting function is applied to the pressures corresponding to each wind direction 
around the central angle. This would be considered as a substitute approach to include the 
contribution of the lateral turbulence into the simplified one-dimensional PTS process. 
The result from the application of the weighted average PTS on the roof pressure data 
is presented in this section. Figure 30 shows a repeated plot of the tap layout and numbering 
for an easier reference. Figure 31 demonstrates the comparison between the weighted 
average PTS (Cp min,Avg) which is actually a simplified 2DPTS, the 2DPTS (Cp min,2DPTS) 
and the full-scale results (Cp min,TTU) for all the roof taps of the 1:6 model. The 1:6 scaled 
building is the largest model of this study, and one should expect to see the highest degree 
of PTS corrections as the amount of missing low-frequency content is the largest at this 
scale (Figure 29). 
According to Figure 31, the weighted average method is generally producing similar 
results to the 2DPTS with few discrepancies. When those results are compared to those 
from full-scale, it is interesting to see the weighted average is making even a better estimate 
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of the highest magnitudes of peaks, when compared with 2DPTS. The results from the 
direction of 141o for the same set of taps are shown in Figure 32, where the weighted 
average method is compared to the simple 1DPTS (Cp min, PTS) and the field data. While at 
most points with lower magnitudes of peak pressures the two methods return similar 
results, but a considerable improvement resulted from the application of the weighted 
average method. A closer view of some of the roof taps is presented in Figure 33 and Figure 
34. Also, some of the corner taps with highest peak values at the 90o direction are shown 
in Figure 35 for the 1:10 and 1:6 scales.  
Figure 36 illustrates the variation of peak results versus wind direction for the tap 194 
and at five different model scales. This is a corner tap at which the highest magnitudes of 
peaks were obtained. This plot shows how the weighted average acts as a smoothing tool 
to correct for sharp and sudden changes in the estimated peak values. Also, it can be seen 
that at the larger scales the difference between the simple PTS (one dimensional) and the 
weighted average becomes more substantial as a result of the increased amount of the 
missing turbulence intensity both in along wind and across wind directions. While at the 
smaller scales (e.g. 1:100), the difference is negligible. 
Considering the results presented in this section, the weighted average method can be 
considered as a viable substitute for the 2DPTS, with a significantly reduced degree of 
complexity and computational requirements. Based on these results, at most of the taps the 
results of the simple PTS and the weighted average method are very similar, however, at 
the critical locations (i.e., taps with highest magnitudes of peaks), the difference can 
become significant. These are the taps that fall into the separation bubble or under the 
conical vortices, and basically, the directional fluctuations of the approach flow play an 
49 
 
important role in the generation of those high peaks. So, the effect of the lateral turbulence 
should not be dispensed in the process of peak estimation for those locations. It is 
recommended that the weighted average method to be used at least for these two cases: 
first, in the case of perpendicular wind at which the most severe flow separation occurs at 
the windward edge of the roof, second in the case of quartering winds which form the 
conical vortices. Since the wind directions establishing those vortices are mainly in the 
range 20o-65o [60](or 115o-155o when 135o is the central angle in the range), the application 
of the weighted average method is advisable to estimate the corresponding peak values. 
More detailed full-scale comparisons at a broader range of taps and model scales are 
presented in the subsequent sections. 
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Figure 30 – Tap layout and location map (repeated) 
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Figure 31 – Evaluation of the weighted average PTS at roof taps, Dir=135o 
 
 
Figure 32 – Evaluation of the weighted average PTS at roof taps, Dir=141o 
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Figure 33 – Cp min,Avg at a group of roof taps, Dir=135o 
 
 
Figure 34 – Cp min,Avg at a group of roof taps, Dir=141o 
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Figure 35 – Cp min,Avg at a group of roof taps, Dir=90o 
 
 
Figure 36 – Cp min,Avg & Cp min,PTS vs. direction, tap#194 
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 Comparison of  Experimental Results to the Field Data  
Mean and Peak Pressure Coefficients 
The obtained mean and peak results from the experiments are reported in this section 
and are compared with the field data from TTU building and other available relevant data. 
Figure 38 to Figure 42 show the contours of the mean pressure coefficients (Cp mean) 
on the 5 tested models followed by the full-scale results (field data) as displayed in Figure 
43. The overall trend indicates a good comparison between the test results and field data. 
At the roof corner of the 1:100 model a slightly different pattern is observed compared to 
other scales and the full-scale which is because of a relatively lower suction obtained at the 
tap 204 which is on the corner. However, the results from the adjacent taps which are the 
points with the highest suctions on the full-scale, are showing reasonable results. 
Considering the Cp values on the walls, the Wall of Wind results show somewhat higher 
results than those of the full-scale. This difference will be discussed further in the following 
sections.   A tap-wise plot as shown in Figure 44 (1:6 scale) and Figure 45 (field data) helps 
for a side by side comparison. The highest roof suction is occurring at the corner tap 194 
(see Figure 30 for the location of the tap) for which the 1:6 model is showing a Cp=-3.86 
compared to the full-scale value of Cp=-3.10. In addition to these, a selected group of taps 
is examined more closely from various aspects. Figure 52 shows the values of the mean Cp 
on the mid-wall taps (i.e., taps in the mid-height of the walls) resulted from a cornering 
wind at direction 135o. Figure 53 shows the similar plot for the direction 171o which is the 
closest to the 180o, for which the full-scale data were available. According to these plots, 
the model scale results are slightly higher than field data at several points. The same trend 
is observed as the direction 90 o is examined in Figure 54 where the results from a vertical 
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line of taps are shown. However, the obtained results compare well with the results 
obtained by other researchers on the scaled models of TTU building and Silsoe cube, and 
also with the field data from other corresponding directions. For instance, the highest value 
for Cp,mean on the windward wall of the 1:6 model is 0.8 (Figure 54) which is close to the 
1:10 model and also full-scale values reported in [13] which are in range of 0.7-0.75 for 
the windward face (270 o in Figure 55). Also, the similarity of results is observable by 
comparing Figure 54 to Figure 56, which shows the mean pressure coefficients on the 
Silsoe cube and the models from other wind tunnels [20], [21]. According to Figure 56, the 
wall facing the wind is experiencing Cp values as high as 0.8-0.9, and the roof taps are 
showing values about -1.2; from the WOW experiments the largest model which has been 
the 1:6 scale is showing the most similar results to these values. 
The results from roof taps are shown in Figure 57 (for the direction 171o) and Figure 58 
(for the direction 135o) where a reasonable agreement between model and field results is 
evident, especially for the larger models. The horizontal axis shows the location of tap 
through a normalized coordinate system where the y-coordinate of the taps are normalized 
with respect to the building height. The location and direction of the reference coordinate 
system as well as the schematic location of the selected line of taps is shown on the bottom 
corner of each plot. 
 The peak pressure coefficients obtained from the experiments are presented now and 
compared to the field data. In the first step, the variation of peak pressure coefficients with 
respect to the wind direction is studied for two taps near the roof edge. These are the taps 
which were found to have the highest negative peaks. Figure 59 shows the results for tap 
203 where the Cp min,PTS results from all model scales are displayed and compared to full-
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scale TTU data over a range of wind directions from 90o to 180o. The plot shows that while 
PTS-based results from most of the models matched the lower peak pressure coefficients 
obtained from the field data, only the PTS-based results for the largest model (1:6) could 
reasonably match the highest peak coefficients obtained for the field data (between 120 o 
to 140 o). The 1:6 scale model shows an overall good agreement with a 12% difference at 
the highest peak. In Figure 60, the peak pressure coefficients of the scale models and the 
full-scale are compared at tap 194 which indicates a reasonable agreement between the 
results of the 1:6 model (largest model) and those of full-scale. The 1:6 model results 
matched quite well with the very high negative pressure coefficients, such as -18 obtained 
from the field data. These are the critical values that would influence the wind design. 
Through the next series of results, several groups of pressure taps are studied at 
various wind directions. To be inclusive and yet brief, the following wind directions were 
selected to display the detailed results: 135o (to have the quartering wind), 171o (the closest 
to the 180o based on the available full-scale dataset), 35o (as a direction with high peaks) 
and 90o. The plots are presented on a normalized coordinates basis where the x or y 
coordinates of each tap is normalized with respect to the building height (H). The 
convention for the used coordinate system is displayed on each plot. Figure 61 to Figure 
64 show the results from the wind direction of 45o. Both the PTS peak negative pressure 
coefficients (Cp min,PTS) and weighted averaged peak negative (denoted by Cp min,Avg) are 
compared to the full-scale peak negative pressure coefficients. To cover a wide range of 
roof taps, several x/H and y/H values are selected to display the results. For instance, the 
x/H=0.02 belongs to the first line of taps parallel to the longer edge of the building (taps 
204 to 195, Figure 30). According to these figures, the comparison of the results with the 
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full-scale data improves as the scale is increased. Looking at the highest value which is 
Cp= -6.7 at full-scale, almost an exact match is obtained at 1:6. This trend is repeated at 
other examined locations, i.e., various x/H and y/H values. Figure 65 and Figure 66 show 
the results for the wind direction of 35o. The highest peak Cp value of -13.27 is highly 
underestimated for models 1:100 and 1:50, and the comparisons improved for models 1:20 
and 1:10. For the 1:6 model the estimated value closely matched (slightly overestimated) 
with its field counterpart. Considering the direction of 11o at which the wall on the short 
side of the building is facing the wind (Figure 67, Figure 68), the results again show a good 
comparison between the PTS peaks and those of full scale. Figure 69 displays the results 
for the taps on the midline of the roof at y/H=0.19. As observed in this figure, the leading-
edge taps show some discrepancies.  
From a design perspective, it is essential to determine the worst load case. To find the 
worst case, the minimum Cp min out of all directions was extracted for each pressure tap 
from a representative region of the roof (a quarter area of the roof as shaded in Figure 70). 
The results from all scales are shown in Figure 70 and Figure 71 for the Cp min,Avg and the 
Cp min,PTS , respectively. As observed in these plots, the worst case of the weighted average 
peak is Cp=-15.6 while the PTS peaks show a minimum value of Cp=-18.4. These should 
be compared to the full-scale value of Cp=-17.6 which show almost a perfect match for the 
1DPTS and a 12% difference for the weighted average PTS. 
Figure 72 displays a comparison of the results with the NIST (National Institute of 
Standards and Technology) datasets which are produced in collaboration with the boundary 
layer wind tunnel at the University of Western Ontario (UWO) and include a huge database 
of small-scale wind tunnel experiments on several buildings of different dimensions and 
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roof slopes [61], [62]. The selected dataset belongs to a 1:100 model scale of the TTU 
building. The NIST data correspond to two different roughness lengths: zo=0.01m and 
zo=0.087m as marked by NIST-1 and NIST-2 respectively. According to this figure, the 
Wall of Wind results for the smaller scale models generally fall within the range of NIST 
results for most of roof taps. But both NIST and the small-scale results are significantly 
different from the highest suctions observed at full-scale. However, the results from the 
larger scale models (e.g. 1:10 & 1:6) become closer to the full-scale Cp values and as 
observed in this figure, the 1:6 model is showing an excellent match at the tap 194 which 
has the highest suction among all the roof taps. At other locations the results are somewhat 
conservative. It should be noted that the full-scale results are simply the observed peaks 
without application of any extreme value analysis to estimate the peak wind pressures. 
 
 
 
Figure 37 – Definition of wind directions 
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Figure 38 – Mean Cp distribution at 1:100 scale, Dir=135o 
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Figure 39 – Mean Cp distribution at 1:50 scale, Dir=135o 
  
61 
 
  
Figure 40 – Mean Cp distribution at 1:20 scale, Dir=135o 
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Figure 41 – Mean Cp distribution at 1:10 scale, Dir=135o 
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Figure 42 – Mean Cp distribution at 1:6 scale, Dir=135o 
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Figure 43 – Mean Cp distribution at full-scale, Dir=135o 
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Figure 44 – Mean Cp at scale 1:6, tap-wise display 
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Figure 45 –  Mean Cp at full-scale, tap-wise display 
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Figure 46 – Peak Cp distribution at 1:100 scale, Dir=135o 
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Figure 47 – Peak Cp distribution at 1:50 scale, Dir=135o 
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Figure 48 – Peak Cp distribution at 1:20 scale, Dir=135o 
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Figure 49 – Peak Cp distribution at 1:10 scale, Dir=135o 
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Figure 50 – Peak Cp distribution at 1:6 scale, Dir=135o 
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Figure 51 – Peak Cp distribution at full-scale, Dir=135o 
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Figure 52 – Mean Cp on the walls – Dir 135o 
 
  
Figure 53 – Mean Cp on the walls – Dir 171o 
 
 
Figure 54 – Mean Cp on a Line of wall and roof taps at 90o 
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Figure 55 – Wall tap on TTU and a 1:10 model [13] 
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Figure 56 – Line of wall and roof taps at 90o Silsoe Cube [21] 
 
 
Figure 57 – Mean Cp of roof taps, Dir 171o 
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Figure 58 – Mean Cp of roof taps, Dir 135o 
 
 
Figure 59 – Directional plot for tap#203 
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Figure 60 – Directional plot for tap#194 
 
 
Figure 61 – Peak roof suctions, Dir=135, x/H=0.02 
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Figure 62 – Peak roof suctions, Dir=135, x/H=0.17 
 
Figure 63 – Peak roof suctions, Dir=135, y/H=0.04 
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Figure 64 – Peak roof suctions, Dir=135, y/H=0.38 
 
Figure 65 – Peak roof suctions, Dir=144, y/H=0.04 
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Figure 66 – Peak roof suctions, Dir=144, y/H=0.38 
 
Figure 67 – Peak roof suctions, Dir=171, x/H=0.17 
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Figure 68 – Peak roof suctions, Dir=171, y/H=0.38 
 
Figure 69 – Peak roof suctions, Dir=90, y/H=1.9 
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Figure 70 – Minimum Cp min,Avg  of all directions (worst case scenario) 
 
 
 
 
Figure 71 – Minimum Cp,min of all directions (worst case scenario) 
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Figure 72 - Comparison between WOW results, TTU (full-scale) & NIST 
 
 
 Evaluation of Scaling and Reynolds Number Effects 
As the model size increases, it gets increasingly difficult to maintain scaling for the 
relevant integral length scale of atmospheric turbulence to be same as the scale used to 
model the building (see ASCE 7-16). For larger models relatively less large-scale 
turbulence in the upcoming flow can be generated. Since the large-scale turbulence (large 
eddies) fluctuate at lower frequencies, the resulting turbulence power spectra show a lack 
of low-frequency turbulence content. This shortage progressively increases as the model 
scale is increased and as discussed earlier, the trend can be apparently seen in the turbulence 
power spectra generated for different model scales (Figure 29). Based on that one should 
expect the extent of PTS correction on the observed peaks also to progressively become 
larger as the model scale increases. This concept is apparently comprehensible from the 
comparison of observed peaks vs. PTS peaks at various scales. Figure 73 shows the results 
for the roof tap 194 at all the five tested model scales. At the lower scales the plots of the 
observed peaks and those after applying the PTS are almost the same. But at the larger 
models, i.e., 1:10 and 1:60, the application of PTS generates peak pressures that are 
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significantly larger (in magnitude) as compared to the observed values. The 1:100 model 
observed peaks are even slightly higher than the PTS-based peaks which could be the result 
of excessive turbulence content generated at the model height, as it can be seen in the 
turbulence power spectra as well. A similar trend is observed for the tap 203 as shown in 
Figure 74. Also as an example of the peak positive pressure coefficients, the results from 
wall tap 100 are shown in Figure 75 where the observed trend conforms with the results 
from other two taps reported and shows as the model scales are larger (e.g., 1:10 and 1:6), 
there occurs a significant peak correction by the PTS method. So, if an extreme value (EV) 
method is adopted to estimate the peaks at the small scales, one may expect to see a good 
agreement between those peaks and the full-scale results from field data; however, 
Reynolds number and scaling effects may affect such results. To assess the performance of 
the EV method, a Gumbel fit was used where the fit parameters were estimated by the 
Lieblein's best linear unbiased estimation (BLUE) method [63]. The comparison between 
the peaks estimated by the BLUE method and PTS peaks is presented in Figure 76 and 
Figure 77. The BLUE method can only predict the peak based on the statistical procedure 
inherent in the EV approach; however, unlike PTS, the BLUE method is unable to 
compensate for the missing turbulence as the model size increases. This is apparent from 
Figures 62 and 63 where it is shown that for 1:10 and 1:6 models the PTS-based peaks cam 
match those from the field data more closely as compared to those obtained using the 
BLUE method of peak estimates. The mismatch of peaks for smaller models (1:100, 1:50, 
1:20), whether using BLUE or PTS, can be attributed to the violation of Reynolds number 
simulation and will be investigated in more details here. 
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To study the Reynolds number effect, some of the tests were run at higher wind speeds 
(Table 3) and the pressure data was collected at few numbers of taps. Figure 78 shows the 
peak pressure coefficients from the 1:50 model that are compared with full-scale TTU data 
for a few number of roof taps. According to this figure, the increase of the Reynolds number 
has led to a slight improvement in the test results; however, it should be considered that 
the Re difference is just one order of magnitude due to the small dimensions of the 1:50 
model.  
To have a wider range of Re variations, the results from the smallest model (i.e. 1:100 
scale) are compared to those from the largest model (i.e. 1:6 scale). Although the model 
dimensions are different, the blockage ratio is very minimal [64] (5% for the 1:6 model) 
and still the Reynolds number should be the key factor contributing to the difference in the 
results between these two models. Figure 79 shows the Cp min results from the two selected 
models and the full-scale TTU building at several roof taps. The Reynolds number at the 
1:100 model was calculated to be 3.65x104 and was 2.4x106 for the 1:6 model, which when 
compared to the Re=2.05x106 at the full-scale shows the same order of magnitude has been 
achieved at the largest tested model. As displayed in Figure 79, the highest peak which has 
occurred at the roof corner tap 194, was very well predicted by the application of PTS to 
the pressure data from the 1:6 model. At the 1:100 model though the lower magnitude 
peaks were reasonably estimated by the PTS approach, but it was not possible to reproduce 
the highest peaks observed at full-scale. 
86 
 
 
 
Figure 73 – Observed peaks vs. PTS peaks, roof tap#194 
  
 
 
 
Figure 74 – Observed peaks vs. PTS peaks, roof tap#203 
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Figure 75 – Observed peaks vs. PTS peaks, wall tap#100 
 
 
Figure 76 – PTS vs. EV I (BLUE) roof taps 
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Figure 77 – PTS vs. EV I (BLUE) roof taps 
 
Figure 78 – Reynolds number effect on Cp min, Scale 1:50 
 
 
Figure 79 – Reynolds number effect, Cp min, Scales 1:100 & 1:6 
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5. CHAPTER V 
SUMMARY & CONCLUSIONS 
Wind tunnel testing has become the primary tool to estimate the wind loads on structures 
and buildings and to establish wind load provisions and standards, and along the way, the 
modeling techniques and data analysis procedures have also advanced continuously to 
address the emerging challenges. One of the challenges with a history of research and 
scientific discussions has been the large-scale modeling of the low-rise buildings. 
The turbulent wind flow is comprised of eddies of various sizes, from the very small 
ones to the eddies as large as hundred times the building dimensions. The average size of 
those eddies is represented by a flow characteristic parameter named turbulence integral 
length scale. As the model size increases, relatively less large-scale turbulence in the 
upcoming flow can be generated, and it gets increasingly difficult to maintain scaling for 
the integral length scale of atmospheric turbulence to be same as the scale used to model 
the building as for larger models. Since the large-scale turbulence (large eddies) fluctuate 
at lower frequencies, the resulting turbulence power spectra show a lack of low-frequency 
turbulence content. This deficiency is known to have significant effects on the estimated 
peak wind loads. To overcome these limitations, the method of Partial Turbulence 
Simulation (PTS) has been recently developed by the FIU Wall of Wind lab to analytically 
compensate for the effects of the missing low-frequency part of the spectrum in the post-
test analysis using quasi-steady assumptions. The current study was an effort to 
complement and enhance that method by investigating the effects of scaling and the range 
of applicability of the method, considering the limitations risen from the underlying theory, 
and to simplify the 2DPTS by proposing a weighted average approach. The two 
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dimensional PTS incorporates both longitudinal and lateral components of the turbulence 
intensity in the peak estimation process which entails the numerical solution of a double 
integral, while the weighted average works with the longitudinal component of the 
turbulence and the effect of the lateral turbulence in incorporated via a weighting function 
derived from the probability distribution of the lateral turbulence around the target angle.  
Reynolds number effects was another objective of the study. 
The comparisons between the field data and the results of the weighted average method, 
1DPTS (or simply PTS, as denoted through out the text) and the 2DPTS, showed a good 
agreement between the weighted PTS and the 2DPTS for most points. Considering the 
1DPTS, it could be seen that at the non-critical locations (i.e., locations with lower 
magnitude peaks) even the one dimensional PTS was performing well. But at the points 
within the separation bubble or the conical vortices, where highest magnitudes of peaks 
were observed, the difference was more considerable. This can be related to the 
constructive role of the lateral fluctuations of the flow in the formation mechanism of those 
phenomena. These comparison results indicate that the weighted average PTS method can 
be used in lieu of the 2DPTS approach 
The results from five tested model scales showed as the model size was increased, a 
better agreement was achieved between the results of PTS peak estimation and the 
available field data from TTU building. Although at the smaller models (1:100,1:50) 
almost a full range of turbulence spectrum was present, the highest peaks observed at full-
scale couldn’t be obtained which was speculated to be the effect of the Reynolds number 
mismatch between models and full-scale. The most accurate results were obtained when 
the PTS was applied to estimate the peaks from the model with the highest Reynolds 
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number which was the biggest model (1:6 scale). Because of the large test section of the 
WOW, the blockage for this largest model still was less than 5% as it is recommended by 
the ASCE49-12[65] and the supporting literature.  
Besides PTS, the peaks were also evaluated using the type I extreme value analysis 
(Gumbel fit). The mode and dispersion parameters of the fit were calculated by the Lieblein 
BLUE method. Those results also confirmed that at the smaller models where the similarity 
of the Reynolds number is considerably violated, the existence of a full-range turbulence 
spectrum is not sufficient to reproduce the highest peaks observed at full-scale. The  xLum/bm 
ratio for the 1:6 model was  0.78 which is apparently smaller than the values recommended 
by the ASCE49-12, as it suggests the same ratio as the prototype (i.e., about 8 for the TTU 
building) or a value greater than 3 (to diminish the adverse effects of the missing low-
frequency turbulence and to ensure flow turbulence scales are larger than the building 
generated turbulence). This limit was only achieved for the 1:100 and 1:50 models in the 
study where almost a full turbulence spectrum was present.  
So to achieve the most accurate results, a large-scale test followed by a simplified 2D-
PTS peak estimation method deemed to be the desirable approach which also allows the 
xLum/bm values much smaller than the ASCE recommended numbers, while still within the 
range of applicability of the quasi-steady assumptions. 
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6. CHAPTER VI 
FUTURE WORK & DEVELOPMENTS 
The effect of scaling on the partial turbulence simulation method was examined in detail 
and it was found that a xLu/b value as low as 0.8 still can be an acceptable scaling parameter 
as the PTS compensates the effect of the deficient low-frequency content of the generated 
turbulence and the larger dimension causes higher levels of Reynolds number. However, 
when large scales of taller prototypes are intended, such as mid-rise or high-rise buildings, 
the xLu/b proportion may take even a smaller value. Since valuable field data from full-
scale studies of TTU building and Silsoe cube data are available as a verification tool, and 
with the advantage of having a large test section at WOW, it will be useful to investigate 
one model larger than 1:6 to examine the lower bounds of xLu/b. Also to explore the range 
of adequacy for the Reynolds number, it will be useful to study the 1:10 model at higher 
speeds to add a midpoint to the data obtained from 1:100 and 1:6 models as the far ends of 
the range. Another beneficial study will be to apply PTS to the data available from other 
wind tunnels, where a scaled model of the TTU building has been studied.  
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APPENDICES 
8.1.  PTS Application Procedure: Step by Step Example 
In this section the step by step computations for the PTS peak estimation of the tap 
202 (Figure 10) of the 1:6 model is demonstrated. This tap is located on the edge of the 
roof, and the pressure data collected at the wind attack angle of 135o is used. 
The steps are as follows: 
1) Some statistics of the pressure data: 
 Pressure (psi) 
Tap No; 202 
Mean -0.07172 
Max -0.02661 
Min -0.14988 
 
2) Time history of the pressures is converted into a time history of pressure 
coefficients (table shows the observed values) 
 Cp time history 
Tap No; 202 
Cp mean -1.88141 
Cp max -0.69819 
Cp min -3.93183 
 
3) Model and full-scale parameters: 
 Prototype Model  
Turbulence Intensity Iup 18.39% IuH 10.20%  
Integral Length Scale Lup 35  Lum 0.52 m 
Building Height bp 3.96  bm 0.66 m 
Wind Speed Up 7.66 Um 20.7 m/s 
test time tp 15  tm 1 minutes 
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Checking the ratio of model turbulence intensity to prototype turbulence intensity: as 
discussed in Chapter 2, Eq. 8 (repeated here for more convenience) should hold true to 
ensure a match at the high end of the turbulence power spectra. [49] 
Ium/Iup= 0.47 
Lum/Lup= 0.014 
bp/bm= 6 
(Lum/Lup)
1/3 x (bp/bm)
1/3= 0.45 
 
Ium is equal to IuH, the longitudinal turbulence intensity at the model eave height. 
4) Calculating PTS parameters: 
IuL 15.30%  
22
uHuuL III   
ULp 11.645  )4.31(
ˆ
uLpLp IUU   
Um/ULp 1.778   
nm/np 10.665  𝜆𝑛 = 𝜆𝑈
𝑏𝑝
𝑏𝑚
 
tm/tp 0.094  𝜆𝑡 = 1/𝜆𝑛 
   
Dividing frequency 0.092 
 
3
0716.0 






uH
u
u
xc I
I
L
U
n  
tGust,p 4.900 
 
c
gust
n
t
45.0
  
tGust,m 0.459  tGust,m= tGust,p x λt 
max N 131  =tm/ tGust,m 
N= 100 
 Should be less than “max N” (or 
each subinterval duration should be 
more than the gust duration 
tsub,m 0.6  > tGust,m , OK 
tsub,p 6.4   
Gi = 0.00711  =
𝑡𝑠𝑢𝑏𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙,𝑝
𝐹𝑢𝑙𝑙 𝑆𝑐𝑎𝑙𝑒 𝑡𝑖𝑚𝑒 (𝑒.𝑔.  3600 sec)
 
𝐼𝑢𝑚
𝐼𝑢𝑝
= (
𝐿𝑢𝑚
𝑥
𝐿𝑢𝑝
𝑥 )
1/3(
𝑏𝑝
𝑏𝑚
)1/3 
Eq. 8 
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5) Dividing time series of pressure coefficients into 100 subintervals and calculate the 
maximum and minimum of each subinterval (first 10 subintervals are illustrated in 
the following table): 
Interval 
No; 
Min Cp of the 
subinterval Max Cp of the subinterval 
1 -3.55631 -1.23625 
2 -2.82251 -1.06414 
3 -3.70617 -1.06089 
4 -2.79941 -1.09363 
5 -3.20297 -0.75349 
6 -2.68242 -0.92059 
7 -2.78025 -1.04141 
8 -2.49432 -1.13299 
9 -2.774 -1.15961 
10 -3.01444 -1.10068 
 
6) To estimate the probability that the peak pressure coefficient will not exceed a 
value ?̂? in a subinterval, the subinterval peaks are fitted into a Fisher Tippet Type 
I distribution: 
𝑝 = 𝐹(?̂?) = exp (− exp (−𝑎(?̂? − 𝑏))) 
ln 𝑝 = − exp (−𝑎(?̂? − 𝑏)) 
ln (−ln 𝑝) = −𝑎(?̂? − 𝑏) 
−ln (− ln 𝑝) = 𝑎?̂? − 𝑎𝑏 
Ĉ =
1
a
(−ln (− ln p)) + b 
 
Following table shows a part of the data used to do the fit (Cmin column is sorted 
ascending, then to obtain the probability of exceedance the value of 1-p is used. 
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n Cmin p=n/(N+1) y=-LN(-LN(1-p)) 
1 -3.93183 0.009804 4.620051 
2 -3.86435 0.019608 3.921941 
3 -3.8501 0.029412 3.511471 
4 -3.83958 0.039216 3.218742 
5 -3.82761 0.04902 2.990509 
6 -3.74506 0.058824 2.803054 
7 -3.72365 0.068627 2.643725 
8 -3.70617 0.078431 2.50497 
9 -3.63378 0.088235 2.381917 
 
m=1/a=-0.292, b=-2.93  →  a=-3.42 , ab=10.02 
7) Solving the probability integral numerically to obtain the Cp value at the desired 
probability level. See Chapter 2 (Eq. 14) for more details. 
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Having G=0.00711 and ab=10.024, the corresponding Cp/b becomes 2.136 which yields 
Cp=-6.26. 
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Figure 80 – Numerical solution of  Eq. 14 
 
The sensitivity of the method to the number of subintervals and also the changes in the 
value of IuL is shown in Figure 81 to Figure 85.  
 
Figure 81 – Cp vs. IuL at different N values, tap#26, Scale 1:100 
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Figure 82 – Cp vs. IuL at different N values, tap#115, Scale 1:100 
 
Figure 83 – Cp vs. N at different IuL values, tap#115, Scale 1:100 
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Figure 84 – Cp vs. IuL at different N values, tap#200, Scale 1:100 
 
Figure 85 – Cp vs. N at different IuL values, tap#200, Scale 1:100 
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8.2. PTS MATLAB Codes & Application Procedure 
The PTS analysis package comprises of an excel sheet and several MATLAB files as 
described here: 
1- PTS parameters calculation spreadsheet named pts_calculations.xlsx to calculate to 
necessary parameters needed to perform the PTS analysis as shown in Figure 86. 
 
Figure 86 – Excel sheet to calculate PTS analysis basic parameters 
 
The definition of the PTS parameters and calculation steps can be found in Chapter 2, 
Appendix 1, and the paper by Mooneghi et al. [49]. 
2- The Matlab function for the PTS analysis is called ptsFunc.mat and the code is 
displayed in Figure 87, and the syntax is as follows: 
[c1 c2 c3 c4]=ptsFunc(CpTimeHistory,ns,G,IuL,convf) 
The program inputs are as follows: 
CpTimeHistory: is the time history of the pressure coefficients of a single tap 
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ns: number of subintervals (epochs) 
G: the probability of non-exceedance for the estimated peak 
IuL: missing low turbulence intensity 
convf: the conversion factor to convert peak hourly to a 3-sec peak (usually calculated 
as convf=1+3×Iu). 
 
and the four outputs are as follows: 
c1: Cpmax (hourly) 
c2: Cpmax (3-sec) 
c3: Cpmin (hourly) 
c4: Cpmin (3-sec) 
The names are arbitrary and any acceptable MATLAB variable names can be used. 
It should be noted that the function works on a single-column data array (i.e., the data 
related to a specific tap). The ptsFunc code calls three other functions as sub-routines which 
are defined as follows: 
subdivide.m function: this function (Figure 88) divides a given time history into N 
subintervals. When the length of the time series is not exactly divisible by the N, then 
subintervals of different lengths should be expected to cover all the data. 
gumbelfit.m function: this function (Figure 89) receives the list of maximums or 
minimums of all subintervals as the input and returns the extreme value type I parameters 
(location and scale parameters). 
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cpinteg_interp.m function: this function (Figure 90) numerically solves the PTS joint 
probability integral (Eq. 14). If the plot status is set on in this function, then a graphical 
display of the solution will also be displayed as previously shown in Figure 80. 
 
 
 
Figure 87 – MATLAB code for PTS analysis 
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Figure 88 – MATLAB code for dividing time histories into subintervals 
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Figure 89 – MATLAB code for Gumbel fit 
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Figure 90 – MATLAB code for the numerical solution of the PTS integral 
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8.3. MATLAB Codes & Procedure to Assess Flow Parameters 
Wind Speed and Turbulence Profiles & Spectra 
A MATLAB live code was developed (Figure 91) to plot the mean wind speed and 
turbulence intensity profiles against the corresponding full-scale values obtained from 
ESDU 85020[64]. The code generates plots normalized to the building eave height and the 
wind speed at the eave height. To calculate the ESDU values based on a given terrain 
condition and height, the “windESDU.m” code developed by Ashkan Rasouli was used. 
The live code was also extended to plot the nondimensionalized turbulence power spectra 
of the model and the full-scale (Figure 91,Figure 92). To smooth the spectra from Wall of 
Wind data, a blocking method was used by which the whole time history of the recorded 
wind speed is divided into smaller blocks of the size 2n, and then the spectra obtained from 
all blocks are averaged to obtain a final smoothed spectrum. If the record length is long 
enough, then by choosing a higher value for n, a smoother curve is attainable. The program 
used to smooth the spectra is called “spectrablocking.m” which is shown in Figure 93. 
Estimation of Turbulence Length Scale  
To estimate the integral length scale of the turbulence (xLu), a program was developed 
as shown in Figure 94 . The estimation approach is based on a spectrum fit where the power 
spectrum of the wind speed is fitted to a Von Karman model through a least square 
regression to find the xLu that creates the best fit. Figure 95 shows the graphical output of 
the program where the scattered spectrum coordinates are fitted to a Von Karman spectrum. 
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Figure 91 – Live MATLAB code to plot wind speed and turbulence spectra 
 
 
Figure 92 – MATLAB code to plot model and full-scale turbulence power spectra 
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Figure 93 – Spectra smoothing code 
 
Figure 94 – MATLAB code for power spectra curve fitting to estimate xLu 
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Figure 95 – Power spectra curve fitting to estimate xLu 
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8.4. MATLAB Codes and Procedure to Read TTU Field Data 
Two sets of TTU field data are available to use in the full-scale comparisons: One is a 
summary PDF file which includes the summary of the test statistics, flow conditions and 
the tap-wise plot of the mean, peak and rms Cp results. Besides that, the CSV files which 
include the time history of all the collected data are also available. To avoid the errors in a 
manual look up of the data from the summary file, a MATLAB code was developed to 
automatically read the required data from the CSV files, and store them in a format readable 
by the rest of the codes in the TTU models data analysis tools. The default tap layout used 
throughout this study is as shown in Figure 96. As described in this figure, the definition 
of the wind directions is different between WOW models and the TTU which should be 
noticed during comparisons. A view of one of the CSV data files is shown in Figure 97. 
Each data file has 317 columns among which 204 columns show the results from the 
pressure taps. Those columns are scattered, and the coupling table presented in Figure 98 
shows the relation between the column number in the data file and the actual tap number 
on the model. For instance, to find the time history of instantaneous pressure coefficients 
of tap#1 (Figure 96), the data from the column 60 (Figure 98) of the CSV file should be 
read and analyzed. A MATLAB code, as shown in Figure 99, was designed for this purpose 
which reads all the pressure tap data, calculates the mean, maximum and minimum values 
of the pressure coefficients and stores them in MAT format.  
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Figure 96 – Tap layout and numbering 
 
 
WOW directions definition TTU directions definition 
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Figure 97 – A sample TTU data file 
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Figure 98 – Tap orders vs. the corresponding column numbers in the data file 
 
 
Tap No; Order TapName Tap No; Order TapName Tap No; Order TapName Tap No; Order TapName
1 60 B_09_G027 52 162 H_34_G100 103 70 C_11_G032 154 185 I_39_G118
2 56 B_08_G023 53 154 G_33_097 104 67 C_10_G029 155 257 K_58_G200
3 54 B_07_G021 54 151 G_32_094 105 98 D_19_G055 156 252 K_56_G191
4 51 B_06_G018 55 148 G_31_091 106 95 D_18_G052 157 247 K_54_G182
5 48 B_05_G015 56 145 G_30_088 107 92 D_17_G049 158 242 K_52_G173
6 41 A_04_G012 57 142 G_29_085 108 89 D_16_G046 159 237 K_50_G164
7 38 A_03_G009 58 136 F_28_G084 109 86 D_15_G043 160 227 J_48_G155
8 35 A_02_G006 59 133 F_27_G081 110 78 C_14_G040 161 222 J_46_G146
9 32 A_01_G003 60 130 F_26_G078 111 75 C_13_G037 162 217 J_44_G137
10 59 B_09_G026 61 127 F_25_G075 112 72 C_12_G034 163 212 J_42_G128
11 57 B_08_G024 62 124 F_24_G072 113 69 C_11_G031 164 207 J_40_G119
12 53 B_07_G020 63 117 E_23_G069 114 66 C_10_G028 165 258 K_58_G201
13 50 B_06_G017 64 114 E_22_G066 115 283 L_57_G196 166 253 K_56_G192
14 47 B_05_G014 65 111 E_21_G063 116 279 L_55_G187 167 248 K_54_G183
15 40 A_04_G011 66 108 E_20_G060 117 275 L_53_G178 168 243 K_52_G174
16 37 A_03_G008 67 135 F_28_G083 118 271 L_51_G169 169 238 K_50_G165
17 34 A_02_G005 68 132 F_27_G080 119 267 L_49_G160 170 228 J_48_G156
18 31 A_01_G002 69 129 F_26_G077 120 198 I_47_G151 171 223 J_46_G147
19 58 B_09_G025 70 126 F_25_G074 121 194 I_45_G142 172 218 J_44_G138
20 55 B_08_G022 71 123 F_24_G071 122 190 I_43_G133 173 213 J_42_G129
21 52 B_07_G019 72 116 E_23_G068 123 186 I_41_G124 174 208 J_40_G120
22 49 B_06_G016 73 113 E_22_G065 124 182 I_39_G115 175 259 K_58_G202
23 46 B_05_G013 74 110 E_21_G062 125 284 L_57_G197 176 254 K_56_G193
24 39 A_04_G010 75 107 E_20_G059 126 280 L_55_G188 177 249 K_54_G184
25 36 A_03_G007 76 134 F_28_G082 127 276 L_53_G179 178 244 K_52_G175
26 33 A_02_G004 77 131 F_27_G079 128 272 L_51_G170 179 239 K_50_G166
27 30 A_01_G001 78 128 F_26_G076 129 268 L_49_G161 180 229 J_48_G157
28 176 H_38_G114 79 125 F_25_G073 130 199 I_47_G152 181 224 J_46_G148
29 173 H_37_G111 80 122 F_24_G070 131 195 I_45_G143 182 219 J_44_G139
30 170 H_36_G108 81 115 E_23_G067 132 191 I_43_G134 183 214 J_42_G130
31 167 H_35_G105 82 112 E_22_G064 133 187 I_41_G125 184 209 J_40_G121
32 164 H_34_G102 83 109 E_21_G061 134 183 I_39_G116 185 260 K_58_G203
33 156 G_33_099 84 106 E_20_G058 135 285 L_57_G198 186 255 K_56_G194
34 153 G_32_096 85 100 D_19_G057 136 281 L_55_G189 187 250 K_54_G185
35 150 G_31_093 86 97 D_18_G054 137 277 L_53_G180 188 245 K_52_G176
36 147 G_30_090 87 94 D_17_G051 138 273 L_51_G171 189 240 K_50_G167
37 144 G_29_087 88 91 D_16_G048 139 269 L_49_G162 190 230 J_48_G158
38 175 H_38_G113 89 88 D_15_G045 140 200 I_47_G153 191 225 J_46_G149
39 172 H_37_G110 90 80 C_14_G042 141 196 I_45_G144 192 220 J_44_G140
40 169 H_36_G107 91 77 C_13_G039 142 192 I_43_G135 193 215 J_42_G131
41 166 H_35_G104 92 74 C_12_G036 143 188 I_41_G126 194 210 J_40_G122
42 163 H_34_G101 93 71 C_11_G033 144 184 I_39_G117 195 261 K_58_G204
43 155 G_33_098 94 68 C_10_G030 145 286 L_57_G199 196 256 K_56_G195
44 152 G_32_095 95 99 D_19_G056 146 282 L_55_G190 197 251 K_54_G186
45 149 G_31_092 96 96 D_18_G053 147 278 L_53_G181 198 246 K_52_G177
46 146 G_30_089 97 93 D_17_G050 148 274 L_51_G172 199 241 K_50_G168
47 143 G_29_086 98 90 D_16_G047 149 270 L_49_G163 200 231 J_48_G159
48 174 H_38_G112 99 87 D_15_G044 150 201 I_47_G154 201 226 J_46_G150
49 171 H_37_G109 100 79 C_14_G041 151 197 I_45_G145 202 221 J_44_G141
50 168 H_36_G106 101 76 C_13_G038 152 193 I_43_G136 203 216 J_42_G132
51 165 H_35_G103 102 73 C_12_G035 153 189 I_41_G127 204 211 J_40_G123
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Figure 99 – MATLAB code to read TTU data files 
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8.5. Drawings & Model Sketches 
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8.6. Tubing Correction & Filtering 
Generally based on the model sizes, various tube lengths are used to connect the model 
pressure taps to the pressure scanning system. It’s known that a long tube introduces some 
distortions in the signal (i.e., pressure time history being collected) and the extent of the 
distortion depends on the length of the tube. So it is essential to correct the collected signal 
for the tubing distortions as the first step in the data analysis procedure. The method used 
at the Wall of Wind is based on the approach proposed by Irwin [57] and is briefly 
discussed here. The detailed information about the experimental setup and the analytical 
toolbox can be found in WOW-EF docs. The adopted procedure is as follows: 
1- By using a signal generator, Scanivalve pressure sensors, amplifier-speaker set and 
data-acquisition hardware and software, two sets of signals were generated: a short 
tube signal where the sensor was directly connected to the signal output port with a 
short connector, and a long tube data by using the desired tube length (including the 
tubulations) to connect the signal generator to the sensor. The data were sampled at 
2500Hz and for a duration of 10 minutes. Figure 100 shows a schematic of the whole 
system. 
2- A MATLAB program was developed (Figure 101) to estimate the transfer function 
between the two signals. The calculated transfer function for a tube of 3ft length is 
displayed in Figure 102a. This transfer function is comparable to the one calculated 
by Irwin [57] and is shown in Figure 102b. 
3- After obtaining the transfer function, it was applied to the long tube data to correct 
for the distortions and to check whether the short tube data could be retrieved. Figure 
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103 illustrates this comparison where the corrected signal is closely matching the 
short tube (intact) signal and indicates a significant improvement of the long tube 
(distorted) signal. A numerical comparison showed that the RMS of the differences 
between the long tube and short tube data was 0.0035 which was drastically dropped 
to a value of 0.0002 when the short tube signal and the corrected one were compared. 
4- The above steps were repeated for all the tube lengths used in the 5 TTU models. 
Then the transfer function was applied to the pressure data to obtain the corrected 
time series of the pressures. All the data were filtered at 250Hz (near half of the 
pressure data sampling rate) before application of the transfer function. Also, it is 
worthwhile to mention that the tube is expected to affect the fluctuating part of the 
collected signal so the mean values should be similar and unaffected by the tube. 
This was used as another verification tool where the mean pressures of the corrected 
signal were compared to those from the collected data (long tube data). 
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Figure 100 – Transfer function setup block diagram 
 
Figure 101 – MATLAB program to generate a transfer function from short and long tube data 
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Figure 102 – Transfer function used in WOW (a) vs. TF calculated by Irwin [57] (b) 
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Figure 103 – Corrected signal versus the long tube and short tube signals 
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8.7. Suggested PTS Application Procedure for Taller Buildings with an Example 
Tall building models in wind tunnels are usually of very small scales, typically in the 
1:200 to 1:400 range. These scales are proper enough to study the overall aerodynamic 
response of the structure. But if there is a need to study the wind effects on specific 
components or architectural features, then a large-scale study will be required which 
subsequently introduces the problem of deficient turbulence intensity. The application of 
the PTS method can be helpful to resolve this issue; however, the scaling parameters should 
be carefully examined to ensure the applicability of the method.  
For instance, the following table (Table 5) shows the scaling parameters for a set of 
experiments at WOW that were conducted to study the effects of wind loads on the balcony 
glass handrails of a mid-rise building of 55m height. Aerodynamic tests were done at three 
model scales and two different wind speeds. ASCE7-10 and ASCE49-12 recommend the 
xLu/H (
xLu/B) ratio to be similar between model and prototype or greater than three. This 
condition was satisfied for the 1:67 and 1:180, as shown in Table 5. But considering the 
applicability of quasi-steady theory, and hence PTS, the xLu/H has been proposed to be 
greater than 0.6 while the 1:25 case had a smaller value. Unfortunately, there is no full-
scale data available for tall buildings to be used as a benchmark to validate the results. 
However, since the 1:67 scale satisfies the xLu/H scaling requirements and has relatively a 
high Reynolds number, it can be considered as the benchmark model among the three 
cases. Since the 1:67 and 1:25 have Reynolds numbers of the same order of magnitude and 
a blockage ratio under 10%, then any difference in the obtained results from these two 
models can be mainly attributed to the difference in the xLu/H proportion.    
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Table 5 – Scaling parameters for the models of building with balcony 
 
 
 
 
  
1:180 1:67 1:25 Full-Scale
H (m) 0.31 0.82 2.21 55.17
B (m) 0.14 0.36 0.98 24.38    H
x
Lu/H= 1.31 0.61 0.23 0.51
x
Lu/B= 2.95 1.37 0.51 1.15
U (mps) 18.3 20.7 24 73.5
Re=67000×U×B 1.66E+05 1.14E+06 3.55E+06 2.72E+08
SCALE
B
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