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Abstract
Using M-matrix and topological degree tool, sufficient conditions are obtained for the existence, unique-
ness and global exponential stability of the equilibrium point of bidirectional associative memory (BAM)
neural networks with distributed delays and subjected to impulsive state displacements at fixed instants of
time by constructing a suitable Lyapunov functional. The results remove the usual assumptions that the
boundedness, monotonicity, and differentiability of the activation functions. It is shown that in some cases,
the stability criteria can be easily checked. Finally, an illustrative example is given to show the effectiveness
of the presented criteria.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
In recent years, considerable attention has pay to study the dynamics of networks because
theirs potential applications in many areas such as patten recognition and artificial intelligence
[1,2]. Usually, constant fixed time delays in the models of delayed feedback systems serve as
good approximation in simple circuits having a small number of cells. However, a neural net-
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variety axon sizes and lengths. Therefore, it is desirable to model them by introducing distrib-
uted delays, which was first proposed by Gopalsamy and He (1994). And, recently, there exist
some results of stability for bidirectional associative memory with distributed delays. In [5] some
global asymptotic stability results of the delayed BAM neural networks with distributed delays
have been given. For more details, one can refer to [3–11].
Most widely studied and used neural networks can be classified as either continuous or dis-
crete. Recently, there has been a somewhat new category of neural networks, which is neither
purely continuous-time nor purely discrete-time ones; these are called impulsive neural net-
works. This third category of neural networks displays a combination of characteristics of both
the continuous-time and discrete-time systems [12–17]. Therefore, it is necessary to consider
both impulsive effect and delay effect on the neural networks. In this paper, inspired by ref-
erences [9–13], we shall study the stability problem of BAM neural networks with distributed
delays and impulses and establish a set of delay-independent criteria for the BAM neural net-
works to be globally exponentially stable by constructing a suitable Lyapunov functional and
using the properties of nonsingular M-matrix and topological degree.
2. Preliminaries
In the following, we will consider the BAM neural networks with distributed delays and sub-
jected to impulsive state displacements at fixed instants, which can be described by a set of
integro-differential equations:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
dxi(t)
dt
= −aixi(t)+
m∑
j=1
cji
∞∫
0
kji(s)fj
(
yj (t − s)
)
ds + Ii,
t > 0, t = tk, i = 1,2, . . . , n,
xi(tk) = Ik
(
xi(tk)
)
, i = 1,2, . . . , n, k = 1,2, . . . ,
dyj (t)
dt
= −bjyj (t)+
n∑
i=1
dij
∞∫
0
rij (s)gi
(
xi(t − s)
)
ds + jj ,
t > 0, t = tk, j = 1,2, . . . , n,
yj (tk) = Ik
(
yj (tk)
)
, j = 1,2, . . . , n, k = 1,2, . . . ,
(2.1)
where xi(tk) = xi(t+k ) − xi(t−k ), yj (tk) = yj (t+k ) − yj (t−k ) are the impulses at moments tk
and 0 < t1 < t2 < · · · is a strictly increasing sequence such that limt→∞ tk = +∞; xi(t), yj (t)
are the state of neurons, ai > 0, bj > 0 denote the passive decay rates; cji , dij are the synaptic
connection strengths; I = (I1, I2, . . . , In)T , J = (J1, J2, . . . , Jn)T are the constant input vector,
fj , gi are the activation function of the neurons; the delay kernels kji(·), rij (·) are real value
negative continuous functions defined on [0,∞).
And the initial conditions associated with system (2.1) are of the form:
xi(s) = Ψi(s), s ∈ (−∞,0), i = 1,2, . . . , n,
yj (s) = Φj(s), s ∈ (−∞,0), j = 1,2, . . . ,m,
where Ψi(s),Φj (s) are bounded continuous functions on (−∞,0].
As usual in the theory of impulsive differential equations, at the points of discontinu-
ity tk of the solution t → (x1(t), x2(t), . . . , xn(t), y1(t), y2(t), . . . , ym(t))T we assume that
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y1(tk − 0), y2(tk − 0), . . . , ym(tk − 0))T . It is clear that, in general, the derivatives x′i (tk) do
not exist. On the other hand, according to the first two and the third equalities of (2.1) there
exist the limits x′i (tk ∓ 0). According to the above convention, we assume x′i (tk) ≡ x′i (tk − 0),
y′j (tk) ≡ y′j (tk − 0). Furthermore, we assume that:
(H1) There exist positive constant numbers Mi,Lj such that∣∣gi(α) − gi(β)∣∣Mi |α − β|, i = 1,2, . . . , n,∣∣fj (α) − fj (β)∣∣ Lj |α − β|, j = 1,2, . . . ,m,
for any α,β ∈ .
(H2)
∫∞
0 kji(s) ds = 1,
∫∞
0 rij (s) ds = 1, i = 1,2, . . . , n; j = 1,2, . . . ,m.
(H3) There exists positive constant number μ such that
∞∫
0
seμskji(s) ds < +∞,
∞∫
0
seμsrij (s) ds < +∞,
i = 1,2, . . . , n; j = 1,2, . . . ,m.
Throughout the paper, for convenience, we introduce the following notations: For any z =
(z1, z2, . . . , zn+m) ∈ Rn+m, ‖z‖1 denotes 1-norm of z, i.e., ‖z‖1 =∑n+mk=1 |zk|, and Z+ denotes a
set of all positive integers; QT denotes the transpose of Q; P  0 denotes nonnegative matrix.
Before stating the main results, firstly, we shall give some definitions and lemmas as follows:
Definition 2.1. A matrix Q = (qij )n×n is said to be a nonsingular M-matrix, if Q has the form
Q = αI − P, α > 0, P  0,
where α > ρ(P ), ρ(P ) denotes the spectral radius of P .
Lemma 2.1. [18] Let Q ∈ Zn×n, where Zn×n is a set of n × n matrices with nonpositive off-
diagonal elements. Then the following statements are true:
(1) Q is an M-matrix if and only if Q is inverse-positive; that is, Q−1 exists and Q−1 is a
nonnegative matrix.
(2) Q is an M-matrix if and only if there exists a positive diagonal D = diag(d1, d2, . . . , dn)
such that QD is a row strictly diagonal matrix; that is:
qiidi >
∑
j =i
|qij |dj , i = 1,2, . . . , n.
(3) Q is an M-matrix if and only if there exists a positive diagonal D such that DQ is a column
strictly diagonal matrix; that is:
qjj dj >
∑
i =j
|qij |di, j = 1,2, . . . , n.
1128 Y. Li, C. Yang / J. Math. Anal. Appl. 324 (2006) 1125–1139(4) Q is an M-matrix if and only if there exists a positive vector ξ = (ξ1, ξ2, . . . , ξn)T such that
Qξ > 0; that is:
n∑
j=1
qij ξj > 0, i = 1,2, . . . , n.
(5) Q is an M-matrix if and only if all of the principal minors of Q are positive.
From Lemma 2.1, it is easy to get the following conclusions:
(1) Let Q is an M-matrix. Then QT is also an M-matrix.
(2) Let Q is a row strictly diagonal dominant matrix. Then Q is an M-matrix.
(3) Let Q is a column strictly diagonal dominant matrix. Then Q is an M-matrix.
Definition 2.2. Let Ω ⊂ Rn+m be a bounded and open set. Assume that
ψ(x) :Ω → Rn+m
is a continuous and differentiable function, if p ∈ ψ(∂Ω) and Jψ(x) = 0,∀x ∈ ψ−1(p), then the
topological degree of ψ(x) relative to Ω and p, denoted by deg(ψ,Ω,p) can be defined as
deg(ψ,Ω,p) =
∑
x∈ψ−1(p)
sgnJψ(x),
where Jψ(x) = det(ψij (x)),ψij (x) = ∂ψi/∂xj .
Let ρ be a distance defined in Rn+m, suppose ψ(x) :Ω → Rn+m is a continuous func-
tion and ϕ(x) :Ω → Rn+m is a continuous and differentiable function, if p∈ψ(∂Ω) and
‖ψ(x)− ϕ(x)‖ < ρ(p,ψ(∂Ω)), then
deg(ψ,Ω,p) = deg(ϕ,Ω,p).
Generally speaking, the topological degree of ϕ(x) relative to Ω and p can be regarded as the
algebraic number of solution of ϕ(x) = p in Ω . For example,
deg
(
id (x),Ω,p
)= 1,
where id (x) = x, ∀x ∈ Ω .
Definition 2.3. A constant vector (x∗1 , x∗2 , . . . , x∗n, y∗1 , y∗2 , . . . , y∗m)T is said to be the equilibrium
point of system (2.1) if it satisfies⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
aix
∗
i =
m∑
j=1
cji
∞∫
0
kji(s)fj
(
y∗j
)
ds + Ii, i = 1,2, . . . , n,
bj y
∗
j =
n∑
i=1
dij
∞∫
0
rij (s)gi
(
x∗i
)
ds + Jj , j = 1,2, . . . ,m,
(2.2)
when the impulsive jumps Ik(·), Jk(·) satisfy
Ik
(
x∗i
)= 0, i = 1,2, . . . , n, Jk(y∗j )= 0, j = 1,2, . . . ,m.
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Theorem 3.1. Assume (H1)–(H2) hold and
Σ =
(
A −M|D|
−L|C| B
)
is an M-matrix, where A = diag(a1, a2, . . . , an); B = diag(b1, b2, . . . , bm); C = (cji),D = (dij ),
M = diag(M1,M2, . . . ,Mn); L = diag(L1,L2, . . . ,Lm); i = 1,2, . . . , n; j = 1,2, . . . ,m. Then
system (2.1) has a unique solution.
Proof. First we rewritten system (2.2) as the following vector-matrix form:(
A 0
0 B
)(
x∗
y∗
)
−
(
0 CT
DT 0
)(
g(x∗)
f (y∗)
)
−
(
I
J
)
= 0, (3.1)
where g(x∗) = (g1(x∗1 ), g2(x∗2 ), . . . , gn(x∗n))T , f (y∗) = (f1(y∗1 ), f2(y∗2 ), . . . , fm(y∗m))T ; I =
(I1, I2, . . . , In)T , J = (J1, J2, . . . , Jm)T . And define the following map:
φ(x, y) =
(
A 0
0 B
)(
x
y
)
−
(
0 CT
DT 0
)(
g(x)
f (y)
)
−
(
I
J
)
. (3.2)
Clearly, by Definition 2.3, we know that the solution of φ(x, y) = 0 is the equilibrium point of
system (2.1). Next, we show that φ(x, y) = 0 has a unique solution under the assumption of
Theorem 3.1. Consider the following homotopic mapping:
φ˜(x, y,λ) = λφ(x, y)+ (1 − λ)(x, y)T , λ ∈ [0,1], (3.3)
where
φ˜(x, y,λ) = (φ˜1(x, y,λ), φ˜2(x, y,λ), . . . , φ˜n+m(x, y,λ))T ,
φ˜i(x, y,λ) = aixi −
m∑
j=1
cjifj (yj )− Ii, i = 1,2, . . . , n,
φ˜n+j (x, y,λ) = bjyj −
n∑
i=1
dij gi(xi)− Jj , j = 1,2, . . . ,m.
From (H1) and (3.3), we have:
φ˜i (x, y,λ) =
∣∣∣∣∣λ
[
aixi −
m∑
j=1
cjifj (yj ) − Ii
]
+ (1 − λ)xi
∣∣∣∣∣
=
∣∣∣∣∣λ
[
aixi −
m∑
j=1
cji
(
fj (yj )− fj (0)
)]− λ
[
Ii +
m∑
j=1
cjifj (0)
]
+ (1 − λ)xi
∣∣∣∣∣

(
1 + λ(ai − 1)
)|xi | − λ m∑
j=1
|cji |Lj |yj | − λ
[
m∑
j=1
|cji |
∣∣fj (0)∣∣+ |Ii |
]
, (3.4)
and
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∣∣∣∣∣λ
[
bjyj −
n∑
i=1
dij gi(xi)− Jj
]
+ (1 − λ)yj
∣∣∣∣∣
=
∣∣∣∣∣λ
[
bjyj−
n∑
i=1
dij
(
gi(xi)− gi(0)
)]− λ
[
Jj+
n∑
i=1
dij gi(0)
]
+ (1 − λ)yj
∣∣∣∣∣

(
1 + λ(bj − 1)
)|yj | − λ n∑
i=1
|dij |Mi |xi | − λ
[
n∑
i=1
|dij |
∣∣gi(0)∣∣+ |Jj |
]
.
(3.5)
Since Σ is an M-matrix, from Lemma 1, there exists a positive diagonal matrix Λ such that ΣΛ
is row strictly diagonal dominant, where
Λ =
(
Λ1 0
0 Λ2
)
,
Λ1 = diag(r1, r2, . . . , rn), Λ2 = diag(rn+1, rn+2, . . . , rn+m); that is:
riai −
m∑
j=1
rn+j |dij |Mi > 0, i = 1,2, . . . , n,
rn+j bj −
n∑
i=1
ri |cji |Lj > 0, j = 1,2, . . . ,m. (3.6)
It follows from (3.4)–(3.6) that
n∑
i=1
ri
∣∣φ˜i (x, y,λ)∣∣ n∑
i=1
{
ri
(
1 + λ(ai − 1)
)|xi | − λ m∑
j=1
ri |cji |Lj |yj |
}
−
n∑
i=1
{
λ
[
m∑
j=1
ri |cji |
∣∣fj (0)∣∣+ ri |Ii |
]}
,
and
m∑
j=1
rn+j
∣∣φ˜n+j (x, y,λ)∣∣ m∑
j=1
{
rn+j
(
1 + λ(bj − 1)
)|yj | − λ n∑
i=1
rn+j |dij |Mi |xi |
}
−
m∑
j=1
{
λ
[
n∑
i=1
rn+j |dij |
∣∣gi(0)∣∣+ rn+j |Jj |
]}
.
Hence, we have:
n+m∑
k=1
rkφ˜k(x, y,λ)
=
n∑
i=1
ri φ˜i (x, y,λ)+
m∑
j=1
rn+j φ˜n+j (x, y,λ)
=
n∑{
ri
(
1 + λ(ai − 1)
)|xi | − λ m∑ rn+j |dij |Mi |xi |
}i=1 j=1
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j=1
{
rn+j
(
1 + λ(bj − 1)
)|yj | − λ m∑
j=1
ri |cji |Lj |yj |
}
−
n∑
i=1
{
λ
[
m∑
j=1
ri |cji |
∣∣fj (0)∣∣+ ri |Ii |
]}
−
m∑
j=1
{
λ
[
n∑
i=1
rn+j |dij |
∣∣gi(0)∣∣+ |Jj |
]}
 λ
n∑
i=1
{
riai −
m∑
j=1
rn+j |dij |Mi
}
|xi | + λ
m∑
j=1
{
rn+j bj −
m∑
j=1
ri |cji |Lj
}
|yj |
− λ
n∑
i=1
{
m∑
j=1
rn+j |dij |
∣∣gi(0)∣∣+ ri |Ii |
}
− λ
m∑
j=1
{[
n∑
i=1
ri |cij |
∣∣fj (0)∣∣+ rn+j |Jj |
]}
.
Define:
r0 = min
1in
{
riai −
m∑
j=1
rn+j |dij |Mi
}
,
I0 = max
1in
{
ri |Ii | +
m∑
j=1
rn+j |dij |
∣∣gi(0)∣∣
}
,
r˜0 = min
1jm
{
rn+j bj −
n∑
i=1
ri |cij |Lj
}
,
J0 = max
1jm
{
rn+j |Jj | +
n∑
i=1
ri |cji |
∣∣fj (0)∣∣
}
,
and let
Ω =
{
(x, y)T
∣∣∣∣∥∥(x, y)T ∥∥1 < nI0 + mJ0 + 1r
}
, (3.7)
where r = min(r0, r˜0). Then it follows from (3.7) that for any (x, y)T ∈ ∂Ω , we have
n+m∑
k=1
rk
∣∣φ˜k(x, y,λ)∣∣ λ
(
n∑
i=1
r0|xi | +
m∑
j=1
r˜0|yj |
)
− λ(nI0 +mJ0)
 λr
∥∥(x, y)T ∥∥1 − λ(nI0 + mJ0) > 0,
that is φ˜(x, y,λ) = 0 for any φ˜(x, y,0) = (x, y)T ∈ ∂Ω , λ ∈ (0,1]. If λ = 0, we have
φ˜(x, y,0) = (x, y)T = 0 for any (x, y)T ∈ ∂Ω . Hence, φ˜(x, y,λ) = 0 for any (x, y)T ∈ ∂Ω ,
λ ∈ [0,1]. From homotopy invariance theorem, we have:
deg
(
φ˜(x, y,1),Ω,0
)= deg(φ˜(x, y,0),Ω,0)= 1.
Hence, we have
deg
(
φ(x, y),Ω,0
)= 1,
which implies that
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has at least a solution in Ω . That is, system (2.1) has at least an equilibrium point (x∗, y∗)T .
Suppose that (x˜∗, y˜∗)T is another equilibrium point of system (2.1). Then we have:(
A 0
0 B
)(
x˜∗
y˜∗
)
−
(
0 CT
DT 0
)(
g(x˜∗)
f (y˜∗)
)
−
(
I
J
)
= 0. (3.8)
From (3.1) and (3.8), we have(
A 0
0 B
)(
x∗ − x˜∗
y∗ − y˜∗
)
=
(
0 CT
DT 0
)(
g(x∗)− g(x˜∗)
f (y∗)− f (y˜∗)
)
. (3.9)
From (H1), and take absolute value both sides of (3.9), we have:(
A −|CT |L
−|DT |M B
)( |x∗ − x˜∗|
|y∗ − y˜∗|
)
 0. (3.10)
Since Σ is an M-matrix, by conclusion (1) from Lemma 2.1, then we have ΣT is also an
M-matrix; that is(
A −|CT |L
−|DT |M B
)
is an M-matrix. From (1) in Lemma 2.1, we have (ΣT )−1  0. Thus multiplying both sides of
(3.10) by(
A −|CT |L
−|DT |M B
)−1
does not change the inequality direction, it comes to( |x∗ − x˜∗|
|y∗ − y˜∗|
)
 0.
This means that (x∗, y∗)T = (x˜∗, y˜∗)T . Hence, system (2.1) has a unique equilibrium point. This
complete the proof. 
4. Stability of equilibria of BAM neural networks with impulses
Theorem 4.1. Assume that (H1)–(H3) hold and Σ is an M-matrix. Furthermore, suppose that
the impulsive operators Ik(xi(tk)), Jk(yj (tk)) satisfy{
Ik
(
xi(tk)
)= −αik(xi(tk)− x∗i ), 0 < αik < 2, i = 1,2, . . . , n,
Jk
(
yj (tk)
)= −βjk(yj (tk)− y∗j ), 0 < βik < 2, j = 1,2, . . . ,m. (4.1)
Then (2.1) has a unique ω-periodic solution (x∗1 , x∗2 , . . . , x∗n, y∗1 , y∗2 , . . . , y∗m)T , which is global
exponential stability. That is, there exists a positive constant ε and κ  1 such that
n∑
i=1
∣∣xi(t)− x∗∣∣+ m∑
j=1
∣∣yj (t)− y∗∣∣
 κe−εt
[
n∑
i=1
sup
s∈(−∞,0]
∣∣xi(s) − x∗∣∣+ m∑
j=1
sup
s∈(−∞,0]
∣∣yj (s) − y∗∣∣
]
,
for t > 0.
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Ik
(
x∗i
)= 0, Jk(y∗j )= 0,
from (4.1). Hence system (2.1) has a unique equilibrium from Theorem 3.1. Suppose that
(x(t), y(t)) = (x1(t), x2(t), . . . , xn(t), y1(t), y2(t), . . . , ym(t))T is an arbitrary solution of sys-
tem (2.1). Then we have
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
d+|xi(t)− x∗i |
dt
−ai
∣∣xi(t)− x∗i ∣∣+
m∑
j=1
|cji |Lj
∞∫
0
kji(s)
∣∣yj (t − s)− y∗j ∣∣ds,
d+|yj (t) − y∗j |
dt
−bj
∣∣yj (t)− y∗j ∣∣+
n∑
i=1
|dij |Mi
∞∫
0
rij (s)
∣∣xi(t − s)− x∗i ∣∣ds,
(4.2)
for t > 0, k ∈ Z+, i = 1,2, . . . , n, j = 1,2, . . . ,m. Also,
⎧⎪⎪⎨
⎪⎪⎩
xi(tk + 0)− x∗i = xi(tk)+ Ik
(
xi(tk)
)− x∗i = (1 − αik)(xi(tk)− x∗i ),
i = 1,2, . . . , n, k ∈ Z+,
yj (tk + 0)− y∗j = yj (tk)+ Jk
(
yj (tk)
)− y∗j = (1 − βjk)(yj (tk)− y∗j ),
j = 1,2, . . . ,m, k ∈ Z+.
Hence,
⎧⎪⎪⎨
⎪⎪⎩
∣∣xi(tk + 0)− x∗i ∣∣ ∣∣(1 − αik)∣∣∣∣(xi(tk)− x∗i )∣∣ ∣∣(xi(tk)− x∗i )∣∣,
i = 1,2, . . . , n, k ∈ Z+,∣∣yj (tk + 0)− y∗j ∣∣ ∣∣(1 − βjk)∣∣∣∣(yj (tk)− y∗j )∣∣ ∣∣(yj (tk)− y∗j )∣∣,
j = 1,2, . . . ,m, k ∈ Z+.
Let Fi and Gj be defined by
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
Fi(ξi) = ri(ai − ξi) −
m∑
j=1
rn+j |dij |Mi
∞∫
0
rij (s)e
ξi s ds, i = 1,2, . . . , n,
Gj (ηj ) = rn+j (bj − ζj )−
n∑
i=1
ri |cji |Lj
∞∫
0
kji(s)e
ηj s ds, j = 1,2, . . . ,m,
where ξi, ηj ∈ [0,∞). Since Σ is an M-matrix, it follows from (3.6) and (H2) that
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
Fi(0) = riai −
m∑
j=1
rn+j |dij |Mi > 0, i = 1,2, . . . , n,
Gj (0) = rn+j bj −
n∑
ri |cji |Lj > 0, j = 1,2, . . . ,m.
i=1
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there exist ξ∗i , η∗j such that Fi(ξ∗i ) = 0,Gj (η∗j ) = 0 and Fi(ξi) > 0 for ξi ∈ (0, ξ∗i ), Gj(ηj ) > 0
for ηj ∈ (0, η∗j ). By choosing ε = min{ξ∗1 , ξ∗2 , . . . , ξ∗n , η∗1, η∗2, . . . , η∗m}, we have⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
Fi(ε) = ri(ai − ε)−
m∑
j=1
rn+j |dij |Mi
∞∫
0
rij (s)e
εs ds  0, i = 1,2, . . . , n,
Gj (ε) = rn+j (bj − ε)−
n∑
i=1
ri |cji |Lj
∞∫
0
kji(s)e
εs ds  0, j = 1,2, . . . ,m.
Now let us define{
ui(t) = eεt
∣∣xi(t) − x∗i ∣∣, i = 1,2, . . . , n,
vj (t) = eεt
∣∣yj (t)− y∗j ∣∣, j = 1,2, . . . ,m. (4.3)
Then it follows from (2.1) and (4.2)–(4.3) that⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
d+ui(t)
dt
−(ai − ε)ui(t)+
m∑
j=1
|cji |Lj
∞∫
0
kji(s)e
εsvj (t − s) ds,
d+vj (t)
dt
−(bj − ε)vj (t)+
n∑
i=1
|dij |Mi
∞∫
0
rij (s)e
εsui(t − s) ds,
(4.4)
for t > 0, t = tk, k ∈ Z+. Also,{
ui(tk + 0)
∣∣(1 − αik)∣∣ui(tk) ui(tk), i = 1,2, . . . , n, k ∈ Z+,
vj (tk + 0)
∣∣(1 − βjk)∣∣vj (tk) vj (tk), j = 1,2, . . . ,m, k ∈ Z+.
Consider the following Lyapunov functional:
V (t) =
n∑
i=1
ri
[
ui(t)+
m∑
j=1
|cji |Lj
∞∫
0
kji(s)e
εs
( t∫
t−s
vj (z) dz
)
ds
]
+
m∑
j=1
rn+j
[
vj (t)+
n∑
i=1
|dij |Mi
∞∫
0
rij (s)e
εs
( t∫
t−s
ui(z) dz
)
ds
]
. (4.5)
The derivative of V (t) along the trajectories of system (2.1) is obtained as
d+V (t)
dt

n∑
i=1
[
−ri(ai − ε)ui(t)+
m∑
j=1
ri |cji |Lj
∞∫
0
kji(s)e
εsvj (t − s) ds
+
m∑
j=1
ri |cji |Ljvj (t)
∞∫
0
kji(s)e
εs ds −
m∑
j=1
ri |cji |Lj
∞∫
0
kji(s)e
εsvj (t − s) ds
]
+
m∑
j=1
[
−rn+j (bj − ε)vj (t) +
n∑
i=1
rn+j |dij |Mi
∞∫
rij (s)e
εsui(t − s) ds
0
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n∑
i=1
rn+j |dij |Miui(t)
∞∫
0
rij (s)e
εs ds
−
n∑
i=1
rn+j |dij |Mi
∞∫
0
rij (s)e
εsui(t − s) ds
]

n∑
i=1
[
−ri(ai − ε)+
m∑
j=1
rn+j |dij |Mi
∞∫
0
rij (s)e
εs ds
]
ui(t)
+
m∑
j=1
[
−rn+j (bj − ε)+
n∑
i=1
ri |cji |Lj
∞∫
0
kji(s)e
εs ds
]
vj (t)
= −
n∑
i=1
Fi(ε)ui(t)−
m∑
j=1
Gj(ε)vj (t) 0,
for t > 0, t = tk , k ∈ Z+. Also,
V (tk + 0) =
n∑
i=1
ri
[
ui(tk + 0)+
m∑
j=1
|cji |Lj
∞∫
0
kji(s)e
εs
( (tk+0)∫
(tk+0)−s
vj (z) dz
)
ds
]
+
m∑
j=1
rn+j
[
vj
(
(tk + 0)
)+ n∑
i=1
|dij |Mi
∞∫
0
rij (s)e
εs
( (tk+0)∫
(tk+0)−s
ui(z) dz
)
ds
]

n∑
i=1
ri
[
ui(tk)+
m∑
j=1
|cji |Lj
∞∫
0
kji(s)e
εs
( tk∫
tk−s
vj (z) dz
)
ds
]
+
m∑
j=1
rn+j
[
vj (tk)+
n∑
i=1
|dij |Mi
∞∫
0
rij (s)e
εs
( tk∫
tk−s
ui(z) dz
)
ds
]
 V (tk), k ∈ Z+.
Hence, we have:
V (t) V (0), ∀t > 0. (4.6)
From (4.6), we have:
V (t) γ
[
n∑
i=1
ui(t)+
m∑
j=1
vj (t)
]
, (4.7)
and
V (0) =
n∑
i=1
ri
[
ui(0)+
m∑
j=1
|cji |Lj
∞∫
kji(s)e
εs
( 0∫
vj (z) dz
)
ds
]
0 −s
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m∑
j=1
rn+j
[
vj (0)+
n∑
i=1
|dij |Mi
∞∫
0
rij (s)e
εs
( 0∫
−s
ui(z) dz
)
ds
]
 
{
n∑
i=1
[
ui(0) +
m∑
j=1
|cji |Lj
∞∫
0
kji(s)e
εs
( 0∫
−s
vj (z) dz
)
ds
]
+
m∑
j=1
[
vj (0) +
n∑
i=1
|dij |Mi
∞∫
0
rij (s)e
εs
( 0∫
−s
ui(z) dz
)
ds
]}
 
{
n∑
i=1
[
ui(0) +
n∑
i=1
|dij |Mi
∞∫
0
rij (s)se
εs ds
(
sup
z∈(−∞,0]
ui(z)
)]
+
m∑
j=1
[
vj (0) +
n∑
i=1
|cji |Lj
∞∫
0
kji(s)se
εs ds
(
sup
z∈(−∞,0]
vj (z)
)]}
, (4.8)
where γ = min{r1, r2, . . . , rn+m},  = max{r1, r2, . . . , rn+m}.
From (4.7)–(4.9), we have:
n∑
i=1
ui(t)+
m∑
j=1
vj (t)

γ
{
n∑
i=1
[
ui(0)+
n∑
i=1
|dij |Mi
∞∫
0
rij (s)se
εs ds
(
sup
z∈(−∞,0]
ui(z)
)]
+
m∑
j=1
[
vj (0)+
n∑
i=1
|cji |Lj
∞∫
0
kji(s)se
εs ds
(
sup
z∈(−∞,0]
vj (z)
)]}
,
for t > 0. It follows from (4.3) and the above inequality that
n∑
i=1
∣∣xi(t)− x∗i ∣∣+
m∑
j=1
∣∣yj (t)− y∗j ∣∣
 κe−εt
[
n∑
i=1
sup
s∈(−∞,0]
∣∣xi(s) − x∗∣∣+ m∑
j=1
sup
s∈(−∞,0]
∣∣yj (s) − y∗∣∣
]
,
where t > 0 and
κ = max 
γ
{
1 + max
1in
m∑
j=1
|dij |Mi
∞∫
0
rij (s)se
εs ds,
1 + max
1jm
n∑
i=1
|cji |Lj
∞∫
0
kji(s)se
εs ds
}
. (4.9)
This completes the proof. 
Using conclusions (2), (3) from Lemma 2.1, the following two corollaries are obtained imme-
diately.
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Σ =
(
A −M|D|
−L|C| B
)
is strictly row diagonal dominant; that is
ai >
m∑
j=1
|dij |Mi, i = 1,2, . . . , n,
bj >
n∑
i=1
|cji |Lj , j = 1,2, . . . ,m. (4.10)
Then (2.1) has a unique ω-periodic solution (x∗1 , x∗2 , . . . , x∗n, y∗1 , y∗2 , . . . , y∗m)T , which is global
exponential stability.
Corollary 4.2. Assume that (H1)–(H3) and (4.1) hold. Furthermore, the matrix
Σ =
(
A −M|D|
−L|C| B
)
is strictly column diagonal dominant; that is
ai >
m∑
j=1
|cji |Lj , i = 1,2, . . . , n,
bj >
n∑
i=1
|dij |Mi, j = 1,2, . . . ,m. (4.11)
Then (2.1) has a unique ω-periodic solution (x∗1 , x∗2 , . . . , x∗n, y∗1 , y∗2 , . . . , y∗m)T , which is global
exponential stability.
Remark. Condition (4.10) is the same given in [12]. Hence, our results are more general. And we
know that the row strictly diagonal dominant and the column strictly diagonal dominant do not
include each other and are easily checked in practice, so Corollaries 4.1 and 4.2 are independent
of each other and play an important role in the design and applications of global exponential
stability BAM neural networks with distributed delays and impulses.
5. An example
Let m = n = 1, fj (x) = gi(x) = |x|; kji(t) = rij (t) = 2e−2t . Clearly, the activation func-
tions fj (·), gi(·) satisfy hypothesis (H1) with Lj = Mi = 1 and the kernels kji(·), rij (·) satisfy
hypotheses (H2)–(H3). Consider the following BAM neural networks system with impulses:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
dx(t)
dt
= −2x(t)− 3
∞∫
0
2e−2sf
(
y(t − s))ds + 8, t > 0, t = tk,
x(tk) = −α1k
(
x(tk)− 1
)
, k ∈ Z+,
dy(t)
dt
= −8y(t)+ 4
∞∫
0
2e−2sg
(
x(t − s))ds + 12, t > 0, t = tk,
y(t ) = −β (y(t )− 2), k ∈ Z+,
(5.1)k 1k k
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1 + 12 sin(1 + k), β1k = 1 + 23 cos(2k3), k ∈ Z+. Then in Theorem 4.1
Σ =
(
2 −4
−3 8
)
is an M-matrix and 0 < α1k < 2, 0 < β1k < 2, k ∈ Z+. Hence, system (5.1) has a unique equilib-
rium, which is global exponential stability. While Theorem 3.1 in Ref. [12] cannot be applicable,
since a1 ≯ M1d11, i.e., 2 ≯ 4.
6. Conclusions
In this paper, the stability problem of BAM neural networks with distributed delays and im-
pulses have further been studied. Some sufficient conditions for the existence, uniqueness and
global exponential stability of the equilibrium point are derived for BAM neural networks with
distributed delays and subjected to impulsive state displacements at fixed instants of time by
constructing a suitable Lyapunov functional and using M-matrix and topological degree tool. In
addition, since there are many equivalent conditions for checking nonsingular M-matrix given
by Horn and Johnson (1991), our results obtained here can be easily verified in practice.
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