About 30 years after German reunification a persistent gap in different firm performance measures exists between East and West Germany. In this paper I focus on the differences in new German manufacturing plants' location choices across the German district-free cities and districts and investigate its regional determinants. For that purpose, I construct a novel, rich regional-and firm-level dataset based on the Official Firm Statistics from the German Federal Statistical Office and the Offices of the Laender. The analysis provides first time evidence how in particular the location decision of firms in the German economy is influenced by regional road infrastructure as well as regional structural funding. The effects are economically important and significant. The results reveal that a 10 percent increase in firm agglomeration increases the odds of a new plant to locate in the region by 12 percent. A 10 percent decrease of travel time on roads increases the odds of a plant to locate by 4 percent in overall Germany, by 7.6 percent among East German regions and by 26.5 percent in particular for large plants in the East German regions. A 10 percent larger population increases the odds to locate by 8.7 percent. A 10 percent increase in regional structural funding for infrastructure purposes increases the odds to locate in a region in East Germany by 8.3 percent in particular for large plants. Policy implications emerge that address in particular the improvement of infrastructure and support to reap off benefits that arise from agglomeration externalities.
Introduction
One of the most important questions for politics is where new firms set up their economic activity and locate. Firms are local providers of employment. Regions that have successful firms operating can offer jobs and generate higher GDP. The question where firms locate has been prominent in German politics for many years and has been given renewed interest with the recent plan for a "German Industrial Strategy 2030". 1 A longer-lasting debate exists about underinvestments in the German economy, involving spending on infrastructure -i.e. lack of investment in roads, digital as well as energy infrastructure -, support for innovations and research, as well as support for new firms in terms of easing regulations, bureaucracy, and access to finance (Expertenkommission "Staerkung von Investitionen in Deutschland", 2015) . These issues bear important influence on the investment decisions and setting-up of firm activities.
An evaluation of the impact that infrastructure and subsidies have on the location choice of firms may enrich the discussion which investments are needed to prepare the German economy and society for future developments in a changing environment of technologies, climate and international trade and political relations.
The focus of this paper is to examine the factors that determine the location choice of new manufacturing plants in the German economy. For that purpose, I constructed a novel, comprehensive and rich regional-and firm-level dataset that is based on official firm data from the German Federal Statistical Office and the Offices of the Laender. This paper links for the first time detailed regional information from external sources with the comprehensive official firmlevel data to investigate German firm location decisions. Given the richness of the data, I will be able to provide for the first time evidence on how the regional road infrastructure and regional structural funding impact the firm location choice between German regions. 2
The German case is special in so far as through almost 30 years of division between East and West after World War II firm performance between East and West Germany became different. 1 The strategy paper discusses how large enterprises, the so called 'champions', can be supported to flourish (BMWI, 2019) . The German government aims to cope with the rising economic power from the Asian countries, especially China, and the USA. It envisions that only a strong Europe -and Germany -can master the competition arising from the USA and Asia. A major goal of the strategy would be that the government intervenes when foreign ownership is taken over in relevant industries. Given that this will limit free competition in a market economy, this led to a controversial debate and criticism among firm corporations, politicians as well as scientists. 2 Evidence for the impact of regional structural funding has so far mainly focussed on growth and labor market outcomes but not yet on location choices of firms. For Germany, Dettmann et al. (2016) find a positive impact of regional funding on regional value added and productivity growth, but no impact on employment and wage growth. 1 A divide in terms of firms' economic performance between East and West Germany still exists almost 30 years after German reunification. As the 30th anniversary of the fall of the Wall is approaching, in the recent months a lot of attention in research as well as in the media has been drawn to regional disparities that appear to remain persistent across the German economy. Still, a greater share of manufacturing firms in the West than in the East exports, wages per employee are higher in the West than in the East, as well as the size of firms measured in terms of the number of employees. Further evidence shows that productivity measures still differ across East and West Germany (Burda and Severgnini, 2018) and fewer industry output is produced by East German than by West German firms. The differences in firm performance appear to be persistent. As of today, it is not well understood why the gap is not closing over time. Previous literature found outward migration of highly skilled workers from the East German regions as well as a low quality of the infrastructure to affect lower East German firm productivity (Burda and Hunt, 2001) . With the present contribution I provide for the first time a comprehensive analysis of why firms prefer to choose a location either in West or East German regions, more precisely which regional factors affect the location choice.
A look back into Germany's history helps to reveal where we stand nowadays. A crucial element of a market economy is the investor's free decision of where to invest and to set up production facilities. In the former Democratic Republic of Germany, which was a system of planned economy and state socialism, the location decision of a firm was undertaken centrally by the East German government. The enforcement of such localization can be detrimental to productivity as it hinders investment to flow to its most efficient use. An example for forced firm localization is the setting up of an iron and steel production facility in Eisenhuettenstadt close to the Polish border rather than in Rostock close to the Baltic Sea coast (Gayko, 2000) : the Soviet Union did not approve the setting up in Rostock. It wanted to secure the provision with Soviet ores. A setting up of the facility at the Baltic Sea would have made Scandinavian ore provision less costly and more easily available by transport routes, an outcome that the Soviet Union wanted to prevent.
In the time between World War II and German reunification, firms in East Germany were mainly state-and public-owned (see e.g. Sleifer, 2006) . After the fall of the Wall, a process of liberalization and privatization took place. Many firms in East Germany were shut down or were downsized. Firms were acquired by West German competitors or new plants from West German 2 or other external investors were established in the East German regions. Many firms were newly founded, with a peak in 1991. In the following years, though, investments slowed down and a productivity gap between East and West Germany persisted. Administrative and strategic as well as research and development departments were underrepresented in East Germany. Whereas large firms dominated East Germany before the fall of the Wall, it was mainly small fims that were founded after the fall (Sleifer, 2006) . The transformation process did not only affect the structure of firms, but it also had immense impact on employment and institutions and invoked a structural change in the East German regions. Many employees were laid off. In the first time after the Fall of the Wall state-subsidized programs for short-time work and early retirement were set up, but they stopped some years later. Public administration had to be restructured and production structures in East Germany had to be changed and to follow market economy principles.
The asymmetrical development between West and East Germany gives rise to a variety of research questions: Which factors can explain the location decision of firms in Germany? Do these determinants differ across East and West German regions? Which role do agglomeration externalities, the regional infrastructure and regional funding play in that process? Which firms operate either in the West or in the East of Germany, and what are their characteristics? This paper presents new evidence for the location decisions of new manufacturing plants and disentangles the driving factors of firm location in East and West German regions. To the best of my knowledge, it appears to be the first study that investigates the issue using official firm-level data from the German Federal Statistical Office and the Offices of the Laender. I matched the firm-level data with regional data from the German Federal Institute for Research on Building,
Urban Affairs and Spatial Development (BBSR) through its INKAR database (Indicators and
Maps for Spatial and Urban Development) and the Regional Database of the German Federal Statistical Office (GENESIS). German law mandates that all firms in the German economy have to report for the official statistics and the register of firms is capturing the whole population of firms in the German economy. 3 The comprehensiveness of the data, that does also have the information of the location of a firm, allows to investigate the decision to locate depending on regional characteristics. For that purpose, I exploit the variation of regional characteristics across NUTS III regions, the district-free cities and districts (Landkreise and kreisfreie Staedte)
in Germany, to explain the location decision of a new manufacturing plant. A conditional logit model is used for the estimations as well as a nested logit model for robustness checks.
The main results indicate that an important factor for a plant's decision to choose a production location is regional infrastructure in terms of travel time on roads and consequently the accessibility of a region. How long it takes to reach agglomeration centers by car/ trucks matters for transporting goods. It is also important in terms of accessibility and local amenities for consumers. Moreover, agglomeration externalities as measured by firm agglomeration per region are found to bear a significant positive impact for the location decision of plants. The results further show that a larger number of population per region is a major driving force for plants to locate. Furthermore, I can show for the first time that a higher amount of regional structural funding is important for the location choice of manufacturing plants across East German regions.
The paper is organized as follows. The next section reviews the previous literature. The third section describes the data and selection of variables. The fourth section explains the empirical analysis and discusses the results. The last section concludes.
Review of the Literature
The first documentable writings about regional location decisions of economic activity reach far back, to the year 1890, when Alfred Marshall wrote about externalities that firms will benefit from clustering together. These external effects imply cost savings for a firm and can be divided between localization and urbanization economies. The benefits of localization comprise a local base of supplies to get cheap and adequate inputs for production, a local labor market to get qualified employees, and an ease of exchange of knowledge and spillovers. Urbanization economies imply benefits from infrastructure and market size. Early contributions of location decision studies that use firm-level data are Carlton (1983) and Bartik (1985) .
A formalization of the causes and consequences of localization is provided by the New Economic Geography (Krugman, 1991) . In these models agglomeration of economic activity is explained through an interplay of increasing returns to scale and transport costs. Supplier and demand linkages yield cost reductions and better market access and enforce the agglomeration of economic activity. In addition, further factors have been shown to play a role for the agglomeration of economic activity, for example institutional factors such as infrastructure as well as taxes and subsidies (Arauzo-Carod and Manjon-Antolin, 2010).
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The idea that diversity, industrial variety and externalities derived from other industries rather within industries are conducive to growth has been elaborated by Jacobs (1969) . It is the differences of people, occupations and industries that would encourage knowledge and technological spillovers and therewith innovations and growth. Porter (1990) argued that competition would foster innovation and growth. He also supports the ideas of Marshall that specialized and concentrated industries are conducive for growth. Glaeser et al. (1992) found evidence for Jacobs' theory based on a cross-section of US city-industries. The authors found that smaller firms grow faster as well as those industries in cities for which the city is less specialized. They do not find evidence for Marshallian externalities and only few evidence for Porter-type externalities. In terms of industry agglomeration, Ellison et al. (2010) could show that all three Marshallian externalities do explain which industries locate near one another, and these effects are higher than those that result from natural advantage. In terms of entrepreneurship, Glaeser and Kerr (2008) find that new startups in the USA are set up according to the presence of other industries that hire the same sort of workers, to input supplier and customer linkages, as well as to lower costs. Rosenthal and Strange (2003) found that agglomeration externalities are an important driving force for the birth of new establishments. The agglomeration economies, however, decay with distance. Henderson (1994) set up an econometric model to analyze industrial location in Brazil. He finds evidence for industry subsidies to influence location patterns of industries and to increase the number of firms in cities.
The previous literature can broadly be divided between investigations of the location decisions of domestic firms in the home country (e.g. Carlton, 1983; Bartik, 1985; Arauzo-Carod and Manjon-Antolin, 2004; Henderson and Ono, 2008; Hansen, 1987) and the location decision of foreign-owned firms and FDI at home and abroad (e.g. Guimaraes et al., 2000; Head et al., 1995; Devereux and Griffith, 1998; Procher, 2011; Buch et al., 2005; Becker et. al, 2005) . Carlton (1983) investigates the location decision of new plants in three assorted manufacturing industries in the USA, controlling for the size of firms. His results reveal that agglomeration economies as measured by the number of production hours are exerting a positive and significant impact on the location choice. He finds no significant impact of wages and taxes, though. Bartik (1985) investigated the location decisions of new manufacturing plants in the USA. Using a conditional logit model he finds that unionization and an increase in a state's corporate income tax and the business property tax rate lead to a decline in the number of new plants. Arauzo-Carod and Manjon-Antolin (2004) find that the size of firm matters for the location decision of new Catalan firms. They can show that in large firms more objective decision-making regarding firm location decisions is taking place while in smaller firms the decision-making is led to a greater extent by preferences of the entrepreneur. They find a positive and significant impact of urbanization economies as measured by the total number of workers and negative effects from diseconomies. Henderson and Ono (2008) investigated the factors that drive headquarter location decisions in the USA across counties. They find negative effects from distance to other production facilities.
The authors argue that not locating away from previous production facilities might give hint to increased communication and coordination costs. Hansen (1987) investigated the location decision of manufacturing plants in Brazil. He found that agglomeration economies strongly impact the location decision. He found no evidence for wages, though, but an impact of distance that would point to transport costs and access to agglomeration economies to matter for the location decision.
As regards foreign direct investments and foreign-owned firms, Guimaraes et al. (2000) find that agglomeration economies in terms of localization and urbanization economies are important factors that determine the location choice of new foreign-owned plants in Portugal. Head et al. (1995) find that for Japanese investors in the USA industry agglomeration as given by previous Japanese firms in an area in the same industry and in particular localization economies bear an important impact for the location decision. Devereux and Griffith (1998) investigate the location decisions of US multinational firms. They find that agglomeration economies are an important factor for the location choice. Once the firms have made their decision to produce in the European market, the effect average tax rate is found to influence the location decision within the European countries. Procher (2011) investigates the location decision of French new investments across Europe, North America and North Africa. She finds that firms are driven by a higher firm agglomeration, a higher market demand and cultural proximity to France.
Higher labor costs and a larger distance between the headquarter and the foreign location are detrimental for the location decision. Among the evidence that has been found for the German economy, enterprise data from the German Bundesbank have been used to investigate the investment decision of German multinational firms abroad (Becker et al., 2005; Buch et al., 2005) . Becker et al. find that German multinational firms tend to locate in high-skilled labor abundant countries -while they find no impact for Swedish multinationals -and a larger 6 wage gap between Germany and Central and Eastern European countries is associated with fewer jobs in the parent and more jobs in the affiliate firm. Buch et al. investigate the sales of German firms' foreign affiliates and find a negative impact from distance, a positive impact for market access, and a significant impact of agglomeration economies as measured by the number of German firms in a given foreign market.
Data
For the analysis I use official firm data that are maintained by the German Federal Statistical
Office and the Offices of the Laender. I merged data on manufacturing plants (AFiD Industriebetriebe) with data from the register of firms (Unternehmensregister, abbr. URS), and external regional data from the BBSR through its INKAR database, as well as from GENESIS. 4 The official firm data are comprehensive and rich and allow me to conduct detailed regional analyses.
As German law mandates that all firms have to report to the official statistics, the data covers the whole population of firms in the register of firms.
A special feature of the data is that it contains detailed regional information about the location of a firm at the community level. 5 6 This makes the dataset unique, other firm-level datasets frequently used in the literature do not contain such a rich regional classification. The regional dimension of the firm-level dataset offers potential for many analyses and new research. The regional information can be aggregated up to a higher NUTS level. Information about the NUTS-I level, the 16 federal states (Bundeslaender ) in the German economy, is also contained within the firm-level dataset.
The observation unit used for the analysis is a manufacturing plant in the German regional economy in the year 2013. 7 The AFiD data on manufacturing plants entails all plants that have at least 20 employees. For the analysis only the plants from the manufacturing sector were extracted. From the AFiD data on manufacturing plants I retrieved the information whether 4 Access to the German firm data is project-specific. The mentioned datasets are the ones that were approved by the Statistical Office to be used for my project. At the time of my application for the data (end of 2015) the last available year of data was for 2013. Thereafter, it took more than two and a half years until the Statistical Offices provided some first access to the data to me. Following data access, additional time is taken by the Statistical Offices for running the programmes and checks for confidentiality rules regarding the outputs.
the plant was active in 2013. 8 To cover only new plants, I extracted those plants that were active in 2013, but not in 2012 or 2011. This information was retrieved from the URS (which has information on all enterprises and plants of all employment sizes). This procedure is based on arguments from Roberts and Tybout (1997) and has also been applied by Procher (2011) .
Roberts and Tybout found that exporting firms that are out of the market for more than two years have to bear similar (fixed) re-entry costs as new firms entering the market. Thus for my analysis, even if a firm was active in a year before 2011, and not in 2012 and 2011, it can be considered as a new entity as it has to face high re-entry costs. This type of operationalization is necessary as the official German firm statistics do not provide firm-demographic variables for scientific analyses, yet. My final sample comprises 1721 new manufacturing plants in 2013, having at least 20 employees.
The firm data require a special handling of the regional information. As in the German economy regional re-classifications occur frequently over the years -because communities are merged together or split up into new ones or new regional identifiers are allocated -this has to be taken care of. I used information on the reforms and changes (Kreisreformen und Gebietsstandsaenderungen) from the websites of the German Federal Statistical Office. For reasons of computability and IT capacity I aggregated the data up to the NUTS-III level of the districts and district-free cities.
The analysis captures the location decisions of plants in the German regional economy. The impact of determinants is examined also for different subsamples of plants, namely small-and medium-sized plants as well as large plants. Small-and medium-sized plants are defined as having less than 250 employees and total revenues of less than 50 million euros. Large plants are defined as having 250 or more employees and total revenues of more than 50 million euros.
I matched a range of regional variables to the firm-level data, on the one hand from the BBSR through its data portal INKAR and from GENESIS. The regional data comes at the NUTS-III level. A total of 402 NUTS-III regions is considered in the regressions. 9
The explanatory factors are lagged by one year, such that the reference year for all the regional explanatory factors is 2012. It follows the idea that an investor will form his location decision based on the past's regional attributes and not on the current year's ones. Moreover, this method 8 To be considered as an active operating plant it has to have at least one employee that is covered by social insurance. 9 Since November 2016, 401 NUTS-III regions exist in the German economy, due to another regional reclassification that was a merge of two districts.
will be less prone to endogeneity issues, and it is also a common procedure undertaken in the regional economics literature. A list of variables, its data sources and description can be found in Table 1 .
The dependent variable is a binary variable that equals 1 for a region that was chosen as location by a plant and 0 for the other regions that a plant did not choose to locate in. This makes clear that computability limitations are reached quickly. For my analyses, more than 690000 observations are obtained, given that 402 regions times 1721 plant choices are investigated. The number of observations finally drops when explanatory factors are not available for a region from the BBSR/ INKAR or the GENESIS database.
For the following regression analyses I used a set of regional explanatory variables that were found to be important location drivers in the previous literature (see e.g. Procher, 2011) . In various studies agglomeration economies have been found to exert an important influence on the location choice of firms (e.g. Carlton, 1983; Guimaraes et al., 2000; Procher, 2011) . For the analysis, I used a measure of the number of plants per population in a NUTS-III region.
It shows how much firm activity is present in a given region, and allows to investigate whether firms benefit from the presence of other firms. Further, the size of the region's population is controlled for. It is on the one hand an indicator of local market demand, as a larger population in a region demands more products from firms. On the other hand, population has been used in the prior literature either to capture overall agglomeration economies or in particular urbanization economies that result from the regional presence of other facilities and industries and which measures economic diversity. Including the agglomeration of plants and the size of population thus proxies on the one hand for localization economies, the effects accruing from Marshallian externalities (supplier access, labor market pooling and knowledge spillovers) for firms from the manufacturing industry, and urbanization economies, the effects accruing from a diversification of many sectors, known as Jacobian externalities. GDP per capita and GDP growth are used to proxy for the region's welfare and to capture the dynamics of economic progress or decline. GDP growth is measured over the past year. On the cost side, labor costs in the manufacturing sector are controlled for. The literature found ambiguous evidence for the effects of labor costs on location decisions. On the one hand, the cost argument would indicate a negative relationship with the location decision of a firm. Higher labor costs will reduce firms' profits and therefore firms will be less attracted to a region. On the other hand, higher wages might indicate a 9 region's higher share of highly skilled workers, which would result in a positive relationship between labor costs and the location decision. Another cost factor for the firm is business tax (Gewerbesteuer ). 10 A negative relationship with the location decision of a firm might be expected. However, several studies found a positive effect of taxes -which might indicate more public investment that is undertaken from the higher tax income -or no significant effect at all (see e.g. Carlton, 1983 ).
Among the institutional factors, the accessibility of a region measured by travel time in minutes on roads to the three nearest agglomeration centers is considered. In Germany, the largest share of the goods transfer (in tons of km) is undertaken on the road, namely 70.0 percent in 2012, whereas 17.8 percent are undertaken on railways and 9.5 percent by shipping (see DIW Berlin, 2018). 11 The road infrastructure variable is provided by the BBSR through its model for accessibility analyses (Erreichbarkeitsmodell ) (see BBSR (2019) Furthermore, a variable for regional structural funding measured by the long-term spending for regional infrastructure over the past ten years based on the Joint Task on Regional Economic Development by the German government (Gemeinschaftsaufgabe Regionale Wirtschaftsfoerderung, 10 In Germany, taxation of firms involves several items. A business tax that varies across communities has to be paid by firms. Further, firms do either pay a corporate tax (Koerperschaftssteuer ) of 15 percent or an income tax on profits which depends on the firm structure. Moreover, firms pay the so called solidarity tax (Solidaritaetszuschlag) of 5.5 percent. From the INKAR database I could retrieve information on the business tax and use it in the regression analyses. 11 The transport rates did not change much towards 2017. 70.7 percent were transported on roads, 18.7 by railway, 8.0 by shipping. In Germany in 2012 the length of public roads in 1000 km was 230.5 overall, 12.88 for Autobahnen, 39.6 for Bundesstrassen, 86.2 for Landstrassen and 91.8 for Kreisstrassen. These figures did not change much until 2017 (latest available data), the figures then were 229.9 for all roads, 13.01 for Autobahnen, 38.0 for Bundestrassen, 87.0 for Landstrassen and 91.9 for Kreisstrassen. 12 What their analyses show for example in terms of accessibility potentials of a region is a very peripheral accessibility for the very North-Eastern German regions while the West German regions of the Ruhrgebiet display a high degree of centrality in terms of accessibility (BBSR, 2019). abbr. GRW) plus co-funding from the European Regional Development Fund (ERDF) is considered. In order not to lose many observations within the regressions, I replaced a zero amount of funding in the dataset with a value of one euro. The GRW funding is a means to support investments in business and infrastructure for economic purposes in the German economy and to help redeem regional disparities (see e.g. IWH, 2018). The funding comes as an addition to basic funding that is undertaken by the firm itself. After German reunification, mainly the East German regions benefitted from the funding. The East German regions received about 20 billion euros in terms of GRW plus ERDF cofunding for economic-related infrastructure in the period between 1991 -2012 (IWH, 2018 . Therewith, 88 percent of the funding went to East German regions, and 12 percent to West German regions. A positive impact is expected from this regional funding variable for the location decision of a manufacturing plant.
Descriptive evidence is given in Tables 2, 3 Tables 2, 3, and 4 provide descriptive statistics for regional variables across entire Germany, as well as East and West German regions. The results show that in East Germany NUTS-III regions on average have a lower number of manufacturing firms (about 598 versus 732 in West Germany), a smaller population (209,893 versus 216,526 people), a lower GDP per capita (23 versus 32 in thousand euros and per population -for the regression analyses I multiplied that value by 1000), a lower manufacturing wage per employee (2559 versus 3516 euros), a lower business tax per capita (278 versus 506 euros), a higher travel time on roads (114 versus 93 minutes) and a higher amount of regional structural funding per capita (632 versus 23 euros). On the one hand the conditional logit approach from McFadden (1974) , which is most frequently used in the location choice literature is applied for the analysis. It allows to model a decision that has more than two discrete outcomes. For my analysis, the investor will make a choice for a location/ region (y=1) against a number of other regions that are not chosen as location (y=0). The theoretical foundation is based on a profit maximization problem of the firm. An investor i will choose a location r over a location s if that location's expected profit is higher than in region s:
and
In this framework, an investor's profit π consists of a systematic and a stochastic part. The systematic part γ is a deterministic function of the observable characteristics exerting influence on profits. It can be specified as a linear combination of region-specific attributes. A set of coefficients can be estimated for a set of explanatory variables X l that vary across regions l = 1, ..., L:
The stochastic part ǫ captures non-observed heterogeneity and random components that drive the investor and his investment decision. 13 The East German regions include the capital city Berlin.
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The dependent variable in the discrete choice model is a binary variable that attains the value 1 if a region is chosen for a firm's location and 0 if otherwise. Under the assumption of interregional independence (IIA) 14 , meaning that the probability ratio of two locations is independent of any other third location, McFadden (1974) shows that the probability that a firm i chooses a location r is given by:
with l = 1, ...r, ..., s, ..., L and i = 1, ..., N .
The model is estimated by the maximum likelihood estimator. The interregional independence assumption is likely to be met the more aggregated the regional dimension considered is.
For robustness checks, a nested logit model is also estimated. The idea behind nested logit is to generate groups of similar regions that an investor decides for his firm location, such that the interregional independence assumption is valid across nests. In other words, nests are formed that contain regions with similar attributes, which makes regions substitutable for an investor, but the nests are not substitutes for each other. Nested logit modeling, however, is not a panacea as it is criticized for producing non-robust results: results vary depending on the chosen nest-structure.
Formally, the nested logit model can be described as follows (see Heiss (2002) and Cameron and Trivedi (2010)). An investor derives the following utility:
Let τ k be the so called dissimilarity parameter, which measures the independence of alternatives in a nest k. It is that τ k = √ 1 − ρ k with ρ k the correlation of alternatives in nest k.
The probability that a region (r, k) is chosen is then equal to the product of the probability of choosing nest k and the conditional probability of choosing r given k:
14 The IIA can be explained by the following example. When an investor has to decide to locate between two regions, the probability of a region to be chosen as a location would be 50 percent. When another region is available for location, the probabilities would have to be 33.3 percent for each location if the location choice was independent from the other region. However, it might be that two regions are rather substitutes for each other such that the probability to locate in region 1 remains at 50 percent and the two other regions each have a probability to be chosen of 25 percent. The IIA would then be violated.
In this formula I k = ln( L l=1 e (x ′ kl β k /τ k ) ) is the inclusive value which is the log sum of utilities generated from alternatives in nest k. Running a likelihood ratio test to check for the interregional independence assumptionformally this is testing whether the dissimilarity parameter is equal to 1, and a rejection of the null hypothesis would indicate that nested logit is advised rather than conditional logit -, I found that a nested logit model is preferred over conditional logit for the cases of all plants in entire Germany, as well as for the group of small-and medium-sized plants in entire Germany.
For the other firm groups in entire Germany, or in East and West German regions either the IIA assumption was valid or the model did not achieve convergence, such that the conditional logit model was the preferred model. 15
4.2.
Results. Table 5 shows the results from a conditional logit regression investigating the determinants of the location choices of new manufacturing plants in entire Germany. The coefficients from conditional logit estimations are shown, as well as odds ratios and average marginal effects. Regarding the interpretation of odds ratios in a location choice setting see e.g. Becker et al. (2005) , and for an interpretation in terms of marginal effects see e.g. Devereux and Griffith (1998) . The odds ratio is a relative probability that relates the probability of a region 15 The results are available from the author upon request.
to be chosen as a location to the probability not to be chosen, that is odds = P (y=1) P (y=0) = 1 402 401 402 = 0.00249.
The odds ratios that are shown in the following Tables have been recomputed to yield the effect for a 10 percent increase in the explanatory variable. 16 The marginal effects have been computed following Cameron and Trivedi (2010) . 17 The increase in the location probability (average marginal effect) has also been recomputed to yield the effect for a 10 percent increase in the explanatory variable. 18 Table 6 shows the results for small-and medium-sized plants. Table 14 .
Column 1 in Table 5 shows that significant effects for the location decision of new plants result from the degree of firm agglomeration, the size of the regional population, GDP growth and the accessibility of the region measured as travel time on roads to the three nearest agglomeration centers. The odds ratios and average marginal effects allow for an interpretation of the size of impact. The results in column 2 show that a 10 percent increase in firm agglomeration in a region leads to an increase in the odds of a new plant to decide to locate in a region by 12 percent. From column 3 we can see that this translates into an increase in the probability to choose a location (baseline region is Nordsachsen) by 0.048 percentage points. This effect is also economically significant and important in terms of size. This becomes clear when considering an example. 19 Let's say 1 plant locates in the region. Then the baseline probability would be 1 divided by the total number of new plants, i.e. 1/1, 721 = 0.000581 = p. Consequently, an increase by 0.048 percentage points, i.e. 0.00048, is a substantial increase in the probability to locate in a region. It is easy to see that the higher is p, that is if more than 1 plant locates 16 As most of the explanatory variables are in logs, the odds ratio that is given by Stata would display an increase in the odds due to a 1 unit change in the log of the explanatory variable. The interpretation of these effects would rather be unintuitive. What we would rather like to talk about is the percent increase in the original variable.
To get the increase in odds due to a 10 percent change in the explanatory variable one has to take the coefficient (from column 1), multiply it by ln(1.1), and then take the exponential of that term. 17 The average marginal effects are computed according to the change of an explanatory in a baseline region. The impact on the baseline region itself as well as on all the alternative regions, i.e. cross-relationships, are computed given the methodology as described by Cameron in a region, the smaller will be the percent increase for the location probability. 20 How much is an increase of 10 percent in firm agglomeration? If a region had a number of 0.005 plants per capita, and 0.0005 more plants per capita were installed (that is if a region initially had for example 500 plants and 100000 inhabitants and 50 more plants were built in that region, resulting in a total of 550 plants), then this would increase the probability of the location choice for that region by 0.048 percentage points.
The effect for the population size shows that a 10 percent increase in the regional population increases the odds to locate in a region by 8.7 percent. In other words, if a NUTS-III region had a population size of 200000 people, an increase by 20000 people would increase the location probability of firms for this region by 0.0347 percentage points.
A decrease in travel time by 10 percent would increase the odds of a plant's location decision by about 4 percent. In other words, if it took 100 minutes on average to reach the three nearest agglomeration centers on roads, a decrease by 10 more minutes of travel time on average would increase the probability to locate in that region by about 0.0176 percentage points. The results for the travel time make clear that the firm location decision reacts very sensitively to the regional road infrastructure. Different factors play in there: on the one hand size and quality of roads matter. Is it easy to travel on the roads and can it be done quickly or only slowly, are there traffic jams, are the roads damaged, are they large and well-maintained enough for the amount of traffic? Moreover, the distance to agglomeration centers is important and it shows if the region is close to a network of other strong economic regions. To give an example: the travel time to the three nearest agglomeration centers is 45 minutes for the city Essen in the West of Germany, and 155 minutes for Flensburg in the very North close to the Danish border. 21
Results from column 1 in Table 5 indicate that a 1 percent decrease in GDP growth leads to a 2 percent increase in the odds to locate in a region. This means that a 1 percent decrease in GDP growth would increase the location probability for the region by 0.009 percentage points, which might indicate that an investor reacts forward-looking and is seeing potential and capacity for him to sell.
20 Imagine that 7 firms are locating in the region, that is p will become 7 / 1,721 = 0.004067. An increase of 0.00048 / p amounts then to 11.8 percent. 21 Among the agglomeration centers not only German but also foreign countries' ones are considered for the given infrastructure variable. This information is based on the accessibility model (Erreichbarkeitsmodell ) by the BBSR. Table 6 shows that the effects regarding firm agglomeration, population, GDP growth and travel time are significant in the case of small-and medium-sized plants. The effects are comparable in terms of economic size to the results for all plants from Table 5 .
Results for large plants are displayed in Table 7 . The effects show that a 10 percent increase in population leads to an increase in the odds to locate in a region of 6.3 percent. A reduction in travel time by 10 percent leads to an increase in the odds to locate in a region by 6.6 percent.
The increases in the location probabilities are 0.0179 and 0.0199 percentage points, respectively.
A more refined picture can be gained from taking a look at the location decision separately both for the East and West German regions. One will get a better idea of what made firms choose one East German region over another East German one, and one West German region over another West German one. As the results from Table 8 show, for East German regions firm agglomeration, population, travel time and structural funding bear significant impact on the location decision. For a 10 percent increase in firm agglomeration the odds to locate in a region increase by 7.6 percent. A 10 percent increase in population increases the odds to locate in a region by 6 percent. The average marginal effect is 0.1012 percentage points.
A negative impact stems from the travel time on roads to reach the three nearest agglomeration centers. A 10 percent decrease in travel time leads to a 7.6 percent increase in the odds to locate in a region. The effect is stronger than for entire Germany. Apparently, infrastructure in terms of road accessibility plays an important factor for plants choosing a location among East German regions. Moreover, regional structural funding per capita is positively significant. A 10 percent increase in structural funding per capita is increasing the odds to locate in the region by 1.8 percent.
This means if a NUTS-III region initially had 10000 people and received 4000000 euros in terms of structural funding for infrastructure projects over the past ten years, an additional 400000 euros spent would increase the probability of a plant to locate in that region by 0.0305 percentage points. This translates into a 13.3 percent increase in the location probability for the region assuming a baseline probability of p = 1/437= 0.0023. This effect is important in terms of economic size and reveals that regional structural funding plays an important role in firm location choices between East German regions.
Results for small-and medium-sized plants are shown in Table 9 . The results are comparable to all plants as given in Table 8 . Positive and significant impacts for the location choice stem from firm agglomeration, population and regional funding and a negative impact results from the regional road infrastructure. Table 10 shows results for the location decision of large plants in East German regions. A positive impact stems from firm agglomeration. A 10 percent increase in firm agglomeration increases the odds to locate by about 21 percent. Importantly, taxes are found to negatively impact the location decision for large plants among East German regions. A 10 percent decrease in business tax increases the odds of a plant to locate in the region by 13.7 percent. This implies an increase in the probability of a plant to locate in a region of 0.24 percentage points or given an assumed baseline probability p=1/20 by 4.9 percent. A 10 percent decrease in travel time increases the odds to locate in a region by 26.5 percent. It increases the location probability by 0.51 percentage points or 10 percent given the assumed baseline probability p. A 10 percent increase in regional funding increases the odds to locate in a region by 8.3 percent. It increases the location probability by 13.2 percentage points, which is an increase of 2.6 percent of the location probability given the assumed baseline probability p.
Results from the analyses for West Germany are displayed for all new plants in Table 11 .
Agglomeration economies and the population size bear a positive impact on the plant's location decision. The odds to locate in a region (baseline region is Dithmarschen) increase by 14.7 and 10.5 percent, respectively, given a 10 percent increase in the variables. A negative impact stems from the distance as measured by travel time on roads to reach the three nearest agglomeration centers. A 10 percent decrease in travel time leads to an increase in the odds to locate in the region of 3.8 percent. Results for small-and medium-sized plants are displayed in Table 12 . The results are comparable to those from Table 11 for the sample of all plants. Results from Table   13 for large plants in West Germany show that only population exerts a significant impact on location decisions. A 10 percent increase in population leads to an increase in the odds to locate in a West German region of 7.6 percent.
Nested logit results are shown in Table 14 . The results reveal significant impacts for the location decision emerging from firm agglomeration, population size, travel time and structural funding. The coefficients from columns (1) and (3) are comparable to results from previous conditional logit estimations, in particular for firm agglomeration, population, travel time and regional funding. As can be seen, this backs the results from the conditional logit models. The results for small-and medium-sized plants are comparable to the sample of all plants. The dissimilarity parameters show that for the first and third group the random utility model condition is not fulfilled, which is not unusual in nested logit estimations (see Cameron and Trivedi, 2010) . However, the grouping of regions which implies an investor's decision between the 25 largest German cities, South Germany, East Germany and North-West Germany appears plausible, the parameters do not deviate much from the value 1 and the coefficients are comparable to those from the conditional logit models. In summary, firm agglomeration, the regional population, regional road infrastructure and regional structural funding are found to economically impact the location choice of new manufacturing plants in the German economy.
Conclusion
In this paper I investigate the location decisions of new manufacturing plants in the German economy and disentangle its regional determinants. New manufacturing plants base their decision to locate across the German district-free cities and districts based on a variety of factors. First, regional road infrastructure and the accessibility of a region measured by the travel time to the three nearest agglomeration centers on roads has an important impact on the location decision. A decrease in travel time by 10 percent is found to increase the odds of firms' location decisions for the region by 4 percent in entire Germany and up to 26 percent for large plants in East German regions.
Second, the amount of regional structural funding on infrastructure is found to have a strong positive influence on the decision to locate between different East German regions. East German regions offering a higher regional structural funding for infrastructure tasks per capita are apparently preferred over other East German regions. A 10 percent increase in structural funding per capita increases the odds to locate in the region by 2 percent for all plants and up to 8 percent for large plants.
Third, agglomeration economies as measured by firm agglomeration play an important role for a plant's location choice. The results reveal that a 10 percent increase in firm agglomeration increases the odds of plant location in the region by 12 percent in entire Germany and up to 21 percent for large plants in East German regions.
Fourth, a higher number of population in a region increases the odds of a plant to locate there. A 10 percent increase in population increases the odds to locate in that region by 9 percent in entire Germany and up to 11 percent for small-and medium-sized plants in West German regions.
Policy implications arise if one wants to support the location choice of a firm in favor of one region. On the one hand, the results point to the need to reap off positive benefits from supporting the agglomeration of firms and people and arising agglomeration externalities. Moreover, and importantly, the implementation and maintenance of infrastructure, especially of the road network appears to be an important factor for the location decision of manufacturing plants in the German economy. Most of Germany's passenger and goods transport is undertaken by road traffic. Policy measures should, however, also deal with current, pressing environmental issues. Generational sustainability and regional accessibility should go hand in hand. Further consideration might be given to improvements in railway transport and its regional accessibility or electric vehicles and it would be advisable to combine the request for accessibility with climate targets. Furthermore, regional structural funding has been found to be an important factor for the location decision between East German regions which demonstrates the importance of that policy instrument for regional economic development in Germany. Support to redeem regional disparities should be sensibly targeted.
With the location choice model and the German official firm-level data many more research questions could be addressed in the future, depending on availability of further external data. It would be interesting to analyze the impact of digital infrastructure conditions -e.g. broadband internet -for the location choices of firms across the German regions.
20 (2) and (3) show the effect for a 10 percent increase in the explanatory variable, except for GDP growth which covers a 1 percent increase. Average marginal effects are computed according to Cameron and Trivedi (2010) . The baseline region is chosen to be the district Nordsachsen.
Assuming that 1 plant locates in this region, the baseline location probability would be p=1/ number of plants = 1/1,721. The dependent variable is a dummy variable for each plant and region. The variable is equal to 1 for a chosen district-free city or district and 0 for the other regions. Regional fixed effects to control for East and West German regions included. Data are taken from the German Federal Statistical Office and the Offices of the Laender, from the Regional Database GENESIS and from INKAR/ BBSR. Robust standard errors were computed and are displayed in parentheses. *** denotes significance at the 1 percent level, ** denotes significance at the 5 percent level, * denotes significance at the 10 percent level. (2) and (3) show the effect for a 10 percent increase in the explanatory variable, except for GDP growth which covers a 1 percent increase. Average marginal effects are computed according to Cameron and Trivedi (2010) . The baseline region is chosen to be the district Nordsachsen.
Assuming that 1 plant locates in this region, the baseline location probability would be p=1/ number of plants = 1/1,609. The dependent variable is a dummy variable for each plant and region. The variable is equal to 1 for a chosen district-free city or district and 0 for the other regions. Regional fixed effects to control for East and West German regions included. Data are taken from the German Federal Statistical Office and the Offices of the Laender, from the Regional Database GENESIS and from INKAR/ BBSR. Robust standard errors were computed and are displayed in parentheses. *** denotes significance at the 1 percent level, ** denotes significance at the 5 percent level, * denotes significance at the 10 percent level. (2) and (3) show the effect for a 10 percent increase in the explanatory variable, except for GDP growth which covers a 1 percent increase. Average marginal effects are computed according to Cameron and Trivedi (2010) . The baseline region is chosen to be the district Nordsachsen.
Assuming that 1 plant locates in this region, the baseline location probability would be p=1/ number of plants = 1/112. The dependent variable is a dummy variable for each plant and region. The variable is equal to 1 for a chosen district-free city or district and 0 for the other regions. Regional fixed effects to control for East and West German regions included. Data are taken from the German Federal Statistical Office and the Offices of the Laender, from the Regional Database GENESIS and from INKAR/ BBSR. Robust standard errors were computed and are displayed in parentheses. *** denotes significance at the 1 percent level, ** denotes significance at the 5 percent level, * denotes significance at the 10 percent level. (2) and (3) show the effect for a 10 percent increase in the explanatory variable, except for GDP growth which covers a 1 percent increase. Average marginal effects are computed according to Cameron and Trivedi (2010) . The baseline region is chosen to be the district Nordsachsen.
Assuming that 1 plant locates in this region, the baseline location probability would be p=1/ number of plants = 1/437. The dependent variable is a dummy variable for each plant and region. The variable is equal to 1 for a chosen district-free city or district and 0 for the other regions. Data are taken from the German Federal Statistical Office and the Offices of the Laender, from the Regional Database GENESIS and from INKAR/ BBSR. Robust standard errors were computed and are displayed in parentheses. *** denotes significance at the 1 percent level, ** denotes significance at the 5 percent level, * denotes significance at the 10 percent level. (2) and (3) show the effect for a 10 percent increase in the explanatory variable, except for GDP growth which covers a 1 percent increase. Average marginal effects are computed according to Cameron and Trivedi (2010) . The baseline region is chosen to be the district Nordsachsen.
Assuming that 1 plant locates in this region, the baseline location probability would be p=1/ number of plants = 1/417. The dependent variable is a dummy variable for each plant and region. The variable is equal to 1 for a chosen district-free city or district and 0 for the other regions. Data are taken from the German Federal Statistical Office and the Offices of the Laender, from the Regional Database GENESIS and from INKAR/ BBSR. Robust standard errors were computed and are displayed in parentheses. *** denotes significance at the 1 percent level, ** denotes significance at the 5 percent level, * denotes significance at the 10 percent level. (2) and (3) show the effect for a 10 percent increase in the explanatory variable, except for GDP growth which covers a 1 percent increase. Average marginal effects are computed according to Cameron and Trivedi (2010) . The baseline region is chosen to be the district Nordsachsen.
Assuming that 1 plant locates in this region, the baseline location probability would be p=1/ number of plants = 1/20. The dependent variable is a dummy variable for each plant and region. The variable is equal to 1 for a chosen district-free city or district and 0 for the other regions. Data are taken from the German Federal Statistical Office and the Offices of the Laender, from the Regional Database GENESIS and from INKAR/ BBSR. Robust standard errors were computed and are displayed in parentheses. *** denotes significance at the 1 percent level, ** denotes significance at the 5 percent level, * denotes significance at the 10 percent level. (2) and (3) show the effect for a 10 percent increase in the explanatory variable, except for GDP growth which covers a 1 percent increase. Average marginal effects are computed according to Cameron and Trivedi (2010) . The baseline region is chosen to be the district Dithmarschen. Assuming that 1 plant locates in this region, the baseline location probability would be p=1/ number of plants = 1/92. The dependent variable is a dummy variable for each plant and region. The variable is equal to 1 for a chosen district-free city or district and 0 for the other regions. Data are taken from the German Federal Statistical Office and the Offices of the Laender, from the Regional Database GENESIS and from INKAR/ BBSR. Robust standard errors were computed and are displayed in parentheses. *** denotes significance at the 1 percent level, ** denotes significance at the 5 percent level, * denotes significance at the 10 percent level. (2) and (4) show the effect for a 10 percent increase in the explanatory variable, except for GDP growth which covers a 1 percent increase. Average marginal effects are computed according to Cameron and Trivedi (2010) . The baseline region is chosen to be the district Nordsachsen. Assuming that 1 plant locates in this region, the baseline location probability would be p=1/ number of plants = 1/1,559 for the sample of all plants and p=1/1,530 for the sample of small-and medium-sized plants. The dependent variable is a dummy variable for each plant and region. The variable is equal to 1 for a chosen district-free city or district and 0 for the other regions. Data are taken from the German Federal Statistical Office and the Offices of the Laender, from the Regional Database GENESIS and from INKAR/ BBSR. Standard errors were computed and are displayed in parentheses. *** denotes significance at the 1 percent level, ** denotes significance at the 5 percent level, * denotes significance at the 10 percent level. 
