Secure communication using chaotic systems is considered from a control point of view. It is shown that a synchronization-based scheme for secure communication described in the literature may in fact be interpreted as an adaptive identification scheme. Two examples where the existing scheme fails to achieve the reconstruction of an encoded message are treated using adaptive identification techniques.
Introduction
In recent years there has been a tremendous interest in studying the behavior of complex systems. Two particularly interesting ideas which have emerged during this time are (chaos) synchronization and chaos control. Recent reviews on these subjects can be found in, for instance, two special issues devoted to the subject, see [4] , [14] (where in fact [4] is a follow up of an earlier special issue on the same subject of the same journal (~31 11.
Synchronization and controlled synchronization of complex/chaotic systems is a topic that has become popular because of its possible use in secure communication, see [12] , [11] . Recently, in [9] a control perspective on synchronization was given, which enables to resolve various synchronization problems as an observer problem. Thus, [9] illustrates, amongst others, the benefits of incorporating control theoretic ideas in the study of communication using chaotic systems.
It is the purpose of the present paper to further illustrate these benefits. More specifically, we will look at some problems in communication using chaotic systems for which (standard) synchronization-based schemes may not yield the reconstruction of encoded messages, but that can be resolved using control theoretic ideas.
In communication using chaotic systems, one considers a transmitter system CT depending on a parameter X of the form
where A is a slowly time-varying message satisfying
(Vt) and y E R is the transmitted signal (i.e., the coded message). It is assumed that the system CT is chaotic (or at least sufficiently complex) for all constant X satisfying Ami , , 5 A 5 A , , , .
The task is now to build a receiver system C R that reconstructs the message A ( t ) from the coded message y ( t ) .
If one considers the problem of reconstruction of A as described above from a control theoretic point of view, two possible ways to approach the problem come to mind. The first approach is that of system inversion. Interpreting X in (1) as an input and y as a measurement, one sees that (1) gives a mapping from X to y. In the problem of system inversion, the task is to find an (asymptotic) inverse of this mapping. This approach will be pursued in future research (note, however, that this idea has also been pursued in [7] ). The second approach, that will be pursued in this paper, is that of system identification. In system identification, the task is to estimate unknown (possibly slowly time-varying) parameters of a system, based on measurements taken from the system. For linear systems, system identification is well-established (for an overview, see e.g. [13]). In this paper, it will be shown on two examples that this identification may be helpful in communication using chaotic systems. Although both examples concern chaotic, and thus nonlinear, systems, it is possible to use the standard "linear" identification algorithms once the systems are decomposed properly.
The organization of this paper is as follows. In the following section, we discuss a synchronization-based scheme for secure communication using chaotic systems that was proposed in [5] . It will be shown that the reconstruction scheme proposed in [5] may be interpreted as a scheme based on (linear) system identification methods. Further, it will be argued that the scheme proposed in [5] breaks down if one wishes to enhance the security of :he scheme. In Sections 3 and 4, it will then be illustrated that, using control theoretic ideas, one can still build a reconstruction scheme when the scheme from [5] breaks down. In Section 5, some conclusions will be drawn.
2 A synchronization-based scheme for secure communication
We consider the following set up for secure communication that was proposed in [5] . 
It is assumed that the (x2,z3)-subsystem in (2) synchronizes, with (3), in the sense that for ET, together with the system (3), we have for all initial conditions that limt++03(2z(t), h ( t ) ) = (~( t ) ,
We next briefly indicate how one would go about to obtain a reconstruction scheme for the system (2) by employing methods from identification theory as described in e.g. [13] . If one assumes that the systems (2) and (3) have synchronized, the dynamics of y in (2) are given by where y = Ul(t) + XU,(t)
If we let Y(s),Ul(s),Uz(s) denote the Laplacetransforms of y(t), u1 ( t ) , u2(t) respectively, this gives 
Now note that we have that ?(s) = Y ( s ) . Together with the fact that the internal dynamics of (5) (i.e., the dynamics (5) for u1 E 0, u2 E 0, y G 0) are exponentially stable, this implies that
where the convergence is exponential. Besides (5), we consider the following linear system, of which the output y depends on an estimation X of A:
Note that the internal dynamics of (5) and (6) are identical. It then follows again from the exponential stability of these dynamics that wi(t) + &(t) (t + +CO) exponentially (i = 0 , l ) . We then obtain:
where ~( t ) = 6(t) -y(t). It may then be shown (see [13] for details) that with an update law for X of the form
we will have that i ( t ) + X (t + CO) provided $(t, w ( t ) ) is bounded, $(t,w(t))wl(t) 2 0 (Vt), and the signal $(t, w(t))wl ( t ) is persisiingly exciting, which means that there should exist a1, a~, 6 > 0 such that for all t 2 0 we have
From the above analysis, the estimator obtained in [5] may also be derived (although the derivation in [5] is somewhat different). Observe that we have that y(t) =
60(t) + X 6 l ( t ) + y(t) ( t + +a). Solving for A, this
gives the following estimator X for A:
< which is exactly the estimator obtained in [5] . It seems that in [5] the authors do not need 6 1 to_ be persistingly exciting. However, it is easily seen that X above satisfies X(t) + X (t + +CO) if and only if 61 is bounded away from zero for t + +CO and does not escape to infinity in finite time. These conditions are fulfilled if 61 is persistingly exciting. A disadvaFtage of the estimator X when compared to X is that X will behave badly at zero-crossings of 6 1 ( t ) . In [5] , the authors cope with this problem by adding an extra @er, which finally results in a d y n a m i c update law for X of the form
Note that this update law has the form (7), with $ ( t , 6 ) = sign(Gl)/(l+ 1 6 1 1 ) . This leads to the conclusion that the scheme proposed in [5] may be interpreted as a scheme based on (linear) system identification methods.
Also concerning the security of the scheme proposed in [5] some comments are in order. Note that the "distance" between the message and the transmitted signal is quite small, in the sense that already the first timederivative of the transmitted signal along solutions of (2) explicitly depends on X (in control theoretic terms, this expressed by saying that the relative degree (cf.
[SI) of x1 with respect to X equals one). However, intuitively, one would say that in order to have secure communication, a high relative degree is required, since a high "distance" between the message and the transmitted signal should give a better masking of the message. However, in cases of higher relative degree the above scheme fails, since then in general the important assumption of the existence of a synchronizing subsystem that is independent of the unknown parameter X does not hold any more. In the next two sections this is illustrated by means of two examples. Further, in these examples it is shown that, in spite of the fact that a synchronizing subsystem does not exist any more, one can still build a reconstruction mechanism by employing the methods from (linear) identification theory outlined above.
Chua's circuit with partial synchronization
In dimensionless form, Chua's circuit is described by the equations
= 21 -2 2 + x 3 x3 = -Ax2 (8) where the reconstruction of X could be achieved by employing the scheme (10). To achieve reconstruction when 21 cannot be measured, we add the following estimator of 21 to our reconstruction scheme: (11) and let the reconstruction scheme (10) depend on 21 instead of 21. It may then be shown that still X can be reconstructed, provided f l ( t ) approaches z l ( t ) sufficiently fast. In [6] , it was shown experimentally that this will indeed be the case for constant A. However, one needs to be somewhat careful here for the following reasons. Define the error signal e(t) := f l ( t ) -xl(t>.
Then, for the parameter values given above, e satisfies the following differential equation:
3
7 7 e = 15.6(--e + -(sat(e + 21) -sat(x1))) (12) where sat(.) is the saturation function given by
is that the equilibrium e = 0 of (12) is unstable when z l ( t ) 5 0. This implies in particular that when (8) is initialized in the origin, we will not have that e tends to zero. It may be argued that from a practical point of view this is not a serious objection, since in practice one will have (8) "running" when communicating.
However, as was shown in e.g. [3] , the system (8) for the given parameter values is chaotic in the sense of Shil'nikov. This implies in particular that the origin is a homiclinic point for (8) , which gives by the above that e will also not tend to zero when (8) is initialized on the homoclinic orbit. Also, the fact that (8) is chaotic in the sense of Shil'nikov implies the existence of a PoincarC map in the neighborhood of the origin that is in fact a horseshoe map. Together with what has already been discussed above, this leads to the conclusion that the best one could hope is that the equilibrium e = 0 of (12) is asymptotically stable for a generic choice of 21.
Further evidence for the asymptotic stability of e = 0 for (12) with a generic choice of 21 is obtained in the following way. Consider in the (21, e)-plane the compact set S enclosed by the straight lines e = -;(xl&l), e = -3(z1 f l ) , e = f3. Further, consider the function V ( e ) := ;e2. It may then be shown that V = ee 2 0 on S U (21 -axis}, and V = 0 on dS U { 21 -axis}. A first conclusion that may be drawn from this, is that {e E R I le1 5 3) is a globally attracting invariant set of (12) In Figure 1 the proposed reconstruction scheme is illustrated by means of a simulation. Here, the parameters were chosen as ]CO = 256, kl = 32, g = 800,7 = 0.001.
In this section, we started with a partially synchronizing subsystem (11) rather than a completely synchronizing subsystem as in [5] . However, there is also another (generalized) synchronization aspect present in the scheme. Namely, it follows that once we have that X = A, we will have that y +. y, or, in other words, we will have that (IC0 -X)wol + (kl -1)wOz + w12 and 22
will synchronize. Taking time-derivatives, this gives on its turn that also (ko -klX)wol+ (IC0 -X)wo2 -]cow11
and 2 3 will synchronize. Thus we see that, although our scheme is only based on partial synchronization beforehand, it will also exhibit generalized synchronization once X has been estimated correctly.
1960

Rassler system without synchronization
We consider the following Rossler system: where we assume that X is a slowly time-varying message satisfying 0.3 < X ( t ) < 0.5 (W) and x3(0) > 0.
Note that for this system we have that the relative degree of y with respect to X equals 3. Further, it is known (see e.g. Thus, in this case the Corron-Hahs approach breaks down completely. However, using control theoretic ideas, it is possible to reconstruct X based on the measurement y. A first step in this reconstruction is the observation that (13) may be transformed into a system with so called linearizable error dynamics (see e.g. In Figure 2 the proposed reconstruction scheme is illustrated by means of a simulation. Here, the parameters were chosen as le0 = 512, le1 = 192, IC2 = 24, g = 500.
It may further be shown that, like in Section 3, the scheme (15) will exhibit generalized synchronization once X has been estimated correctly.
Conclusions
We have studied secure communication via chaotic systems using ideas from systems and control. Since in general the unknown message -which is to be reconstructed-is not available beforehand, direct standard synchronization schemes may not be effective.
We therefore propose an adaptive identification scheme that would enable the message reconstruction without explicitly assuming (partial) synchronization. This method forms a generalization of a method developed in [5] and is applicable in a far more general setting than [5] . It should be noted that the message to be reconstructed has to be slowly time-varying, so that the identification is fast enough for the reconstruction. Typically in communication this will be the case, in particular when dealing with piecewise constant (0-1) messages. Two illustrative simulations on the proposed identification schemes are included, together with a discussion of the validity of the imposed conditions.
