We discuss physical and mathematical aspects of the over-damped motion of a Brownian particle in fluctuating potentials. It is shown that such a system can be described quantitatively by fluctuating rates if the potential fluctuations are slow compared to relaxation within the minima of the potential, and if the position of the minima does not fluctuate. Effective rates can be calculated; they describe the long-time dynamics of the system. Furthermore, we show the existence of a stationary solution of the Fokker-Planck equation that describes the motion within the fluctuating potential under some general conditions. We also show that a stationary solution of the rate equations with fluctuating rates exists.
Introduction
Thermally activated relaxation processes are an important mechanism for the dynamics of many physical, chemical, and biological systems. The diffusion of a Brownian particle in a potential with several minima and barriers serves as a paradigm for such relaxation processes. The minima of the potential represent stable or metastable states of the system, and the motion of the particle models the transition of the system from one state to the other and back. The most simple example in this class of models is the problem of diffusion over a single potential barrier, pioneered by Kramers [1] . The dynamics of the diffusion over a barrier is dominated by a characteristic time scale, which is given by the mean first passage time for the escape out of the minimum of the potential. In a model with several minima and barriers, the corresponding time scales are given by the inverse rates for the transition from one state to another.
Often one uses kinetic rate equations to describe the dynamical properties of relaxation in chemical or biological systems. This description is clearly much simpler than the description by a Brownian particle in a potential. To calculate rate coefficients, it is often sufficient to know some of the properties of the potential energy surface, like barrier heigths. In principle, if one knows the potential energy surface, both descriptions are equivalent. One can calculate static or dynamic properties of the system either using the Brownian particle in the potential or using the rate equations.
In many situations, the potential fluctuates due to some external fluctuations, chemical reactions, or oscillations. These fluctuations usually have a finite correlation time, which corresponds to a non-thermal noise. The most simple model with a fluctuating potential consists of a single, fluctuating barrier, where the height of the barrier fluctuates between two different values. Doering and Gadoua [2] investigated such a simple model. They found a local minimum in the mean first passage time as a function of the barrier fluctuation rate. This effect has been called resonant activation and has been studied extensively [3] - [8] .
In principle it should be possible to use a description with rate equations in the case with fluctuating barriers too. This picture has already been suggested by Bier and Astumian [4] . They showed that the long-time dynamics of a simple model with a dichotomously fluctuating linear ramp can be described by kinetic rate equations if the potential fluctuations are not too fast. A similar observation was made in [9] , where it was shown that noise induced stability of a metastable state occurs in systems with a single fluctuating barrier.
In the present paper we consider potentials in d dimensions with several minima and barriers. Furthermore, we allow general potential fluctuations. For simplicity we assume that the potential fluctuations can be parametrized by a single Markovian noise process z(t). Often it is argued that the Markovian noise z(t) represents the cumulative effects of many weakly coupled environmental degrees of freedom. In that case the central limit theorem can be applied and z(t) becomes an Ornstein-Uhlenbeck process. On the other hand, there are many realistic situations where the fluctuation of the potential is triggered by a single (or few) environmental degree of freedom. The most simple case of a non-Gaussian fluctuating potential is a dichotomously fluctuating potential as discussed e.g. in [2] . But in many applications, the potential fluctuates not only between two different values. Since all these different cases are of interest, we will investigate general noise processes. Furthermore, it is clear that there are always many possibilities to parametrize a fluctuating potential by a Markovian noise process. This is another reason why it is useful to consider general noise processes.
A main purpose of the present paper is to show under which conditions it is possible to pass from a model with a fluctuating potential to a set of rate equations with fluctuating rates. We will discuss general models in arbitrary dimensions and with potentials having several minima. The general picture we support by our calculations is that rate equations can be used if the potential fluctuations are slow compared to the relaxation within in minima of the potential and if the positions of the minima of the potential do not fluctuate. The long-time behaviour of the model with a fluctuating potential is then similar to that obtained using rate equations. The fluctuation of the potential is mainly a fluctuation of the barrier heights. The potential fluctuations may be fast compared to relaxation across the barriers of the potential.
After these remarks it is clear but important to mention that the applicability of rate equations depends also on the quantities one in interested in. As long as one is interested in stationary or quasi-stationary properties, rate equations yield good results. If one is interested in properties on time scales of the order of the relaxation within the minima or smaller, rate equations cannot be applied.
Furthermore we analyse systems with fluctuating rates in detail and derive effective rates (which do not fluctuate). The effective rates yield the relevant time scales for the long-time behaviour of the system. They can be directly compared to the mean escape rates in the fluctuating potentials. Furthermore they yield the stationary distribution, which can also be compared with results obtained directly by solving the Fokker-Planck equation with a fluctuating potential. The comparison is easily done for simple, onedimensional systems with piecewise linear potentials. For such systems it is relatively easy to solve the Fokker-Planck equation directly.
The paper is organized as follows: In the next section we discuss how a kinetic rate equation with fluctuating rates can be obtained starting from a Fokker-Planck equation with a fluctuating potential and in which situations one can expect it to be valid. We also show how one can derive effective rates from the kinetic rate equation with fluctuating rates. The effective rates yield the characteristic time scales for the escape out of the minima of the fluctuating potential. The general formula for the effective rates can be evaluated for special noise processes. This is done in section 3. The results are used to compare the description of a system by effective rates with the original Fokker-Planck equation. For our discussion the existence of a stationary solution of the Fokker-Planck equation with a fluctuating potential and the existence of a stationary solution of a kinetic rate equation with fluctuating rates is essential. Section 3 also contains the exact solution of the dichotomous two-state system and its derivation. Some of the exact results have already been mentioned without derivation in [9] . In section 4 we show that the stationary solutions of the rate equation with fluctuating rates and of the Fokker-Planck equation with a fluctuating potential exists under some general assumptions on the potential. This result is a generalization of a recent, similar result by Pechukas and Ankerhold [10] . Finally, in section 5, some possible applications are mentioned and conclusions of our results are drawn. As a specific example we discuss how our results can be used to interprete experimental findings for membrane proteins.
Derivation of effective rate equations

Noise processes and the Fokker-Planck equation
The over-damped motion of a particle in a fluctuating potential is usually described by a Langevin equation
We have chosen the units such that the friction constant is unity. ξ(t) is a thermal (Gaussian white) noise, it satisfies
is the force of the fluctuating potential. We investigate situations where the potential tends to infinity for | x| → ∞ or where the potential is defined in a finite domain Ω with reflecting boundary conditions on the boundary ∂Ω. Let us assume that the potential fluctuations can be parameterized by a single stochastic variable 
, with a dichotomous or an Ornstein-Uhlenbeck process z(t). As already mentioned in the introduction, we want to investigate models for which the potential fluctuations represent the effects of few environmental degrees of freedom. Therefore we dot not restrict ourselves to a linear ansatz or to special noise processes. The only assumption we make is that the noise process z(t) can be described using a Fokker-Planck equation for the probability distribution p(z,t),
The right eigenfunctions of the generator M z are denoted by φ n (z), the eigenvalues by
where
is the stationary distribution of the noise process z(t). We let
g n (z) are orthogonal functions with respect to the weight function φ 0 (z). For n = m this equation fixes the normalization of φ n (z). The eigenvalue λ 1 = τ −1 determines the correlation time of the noise process z(t). We already mentioned that the parametrization of the fluctuating potential by a stochastic variable z(t) is not unique. One can always choose a different parametrization. The final results should of course be independent of the parametrization. If one changes the parametrization, the spectrum of M z remains the same, but the right eigenfunctions are changed.
The motion of the over-damped particle in the fluctuating potential can be described using the joint probability distribution ρ( x, z,t) for x(t) and z(t). It obeys the Fokker-Planck equation 
Let us assume that the potential V ( x) has N distinct minima at the points x i , i = 0, . . . , N − 1 and that
L has one eigenvalue 0, the corresponding right eigenfunction is the stationary distribution ∝ exp(−V ( x)/T ). −L is non-negative, i.e. all the other eigenvalues of −L are positive. Using a simple variational argument, one can show that −L has at least (N − 1) eigenvalues which behave like exp(−c/T ) for small T . Let us divide the entire space Ω on which the system is defined into subspaces
is the normal vector to the boundary ∂Ω i at x. Such a division of Ω is always possible. Depending on the form of V ( x) it may not be unique. Let us now introduce subsetsΩ i ⊂ Ω i which do not contain a small region close to the boundary of Ω i , but which do contain the positions x i of the minima together with a sufficiently large region around them. Letθ i ( x) be a smooth function that is equal to unity if x ∈Ω i and that vanishes if x / ∈ Ω i . In Ω i \Ω i the functionθ i ( x) drops smoothly from 1 to 0. We assume that sufficiently many derivatives ofθ i exist.
In a next step, we introduceL
.L is a hermitian operator. It has the explicit formL
Clearly,L has the same eigenvalues as L.
Since ∇θ i vanishes for x ∈Ω i ,L ii contains a factor exp(−∆V i /T ) where
Let ∆V = min i ∆V i . Then this shows that −L has N eigenvalues that decay at least as fast as exp(−∆V /T ) to zero when T tends to zero.
Let us now consider L restricted to Ω i but with reflecting boundary conditions on ∂Ω i . With these boundary conditions −L has one eigenvalue 0 and typically other eigenvalues which are much larger than exp(−∆V /T ). These eigenvalues describe the time-scale for a decay within the potential well around the minimum at x i . On the original domain Ω one can therefore expect that −L has one eigenvalue 0 and N − 1 eigenvalues which are of the order exp(−c/T ) and that all other eigenvalues of −L are much larger if T is sufficiently small. Let us denote the smallest N eigenvalues of −L by λ i , i = 0, . . . , N − 1, λ 0 = 0 and the corresponding right eigenfunctions by g i ( x). Then, for time scales large compared to the intra-well relaxation times of the potential V ( x), we can make the ansatz
for the solution of the Fokker-Planck equation ∂ρ ∂t = Lρ. This ansatz should describe the long-time behaviour of the system quite well. It is valid on time scales being large compared to the intra-well relaxation times in the different potential wells of the potential. n i (t) = x∈Ω i d d xρ( x,t) is the probability to find the particle in the region Ω i , i.e. close to the minimum
For the derivative with respect to time one obtains
where Unfortunately, the definition of R is not useful for an explicit calculation. If one is able to solve the eigenvalue-problem of L, there is no need to describe the problem by a rate equation. The rate equation is useful in situations, where it is not possible to obtain analytic results from the Fokker-Planck equation. Fortunately, approximative values for the rates r i j often yield very good results. In the one-dimensional case the usual Kramers' rate is sufficiently good.
By construction, R is equivalent to the Fokker-Planck operator L projected onto the space of its eigenfunctions with N largest eigenvalues. This means that dynamical properties on time scales corresponding to eigenvalues or larger can be well described by R. Properties on time scales |λ N | −1 or smaller cannot be calculated using R. λ N sets the time scale for relaxation within the potential wells.
Rate equations for fluctuating potentials
Under which conditions is it possible to describe a problem with a fluctuating potential by rate equations? It is clear that one must be able to define n i for a fluctuating potential. This is possible if the stationary distribution is strongly peaked at the minima x i . But in general one can have a situation, where the positions x i of the minima fluctuate as well. If this is the case, the probability distribution will not necessarily be peaked. Let us discuss that using a simple example: A one dimensional dichotomously fluctuating potential.
For this example, z takes two values, z = ±1 with equal probability. M z has the eigenvalues 0 and −τ −1 . In the eigenbasis of M z the potential V (x, z) has the form
dx . Let us calculate the stationary probability p 0 (x) = dz ρ(x, z). The stationary joint probability distribution can be written as ρ(x, z) = p 0 (x)φ 0 (z) + p 1 (x)φ 1 (z). Inserting this into the stationary FokkerPlanck equation yields
This yields two equations for p 0 (x) and p 1 (x) corresponding to the two coefficients of φ 0 (z) and φ 1 (z), which both have to vanish. Eliminating p 1 (x) yields a single equation for p 0 (x), which can be written as
This equation can be derived directly from the Fokker-Planck equation. For T = 0 it can be solved explicitely. One obtains
The integrand f /( f 2 − ∆ f 2 ) diverges at the minima of V (x, ±). If the position of the minima does not change, p 0 ( x) is a sum of δ-function located at the minima with appropriate weights. With changing positions of the minima, the situation becomes different. In that case the particle moves between the minima. The most simple example to illustrate that is
with some normalization constant C. The distribution function p 0 (x) is not peaked at x ± . It is clear that for small T > 0 one obtains a similar result. This simple example shows that in a situation where the position of the minima depends on z the stationary distribution of the system is not necessarily peaked at the minima of the potential. Let us now assume that the potential V ( x, z) has minima at x i and that the positions x i of the minima do not depend on z. For a fixed potential, rate equations can be used for time scales larger than the intrawell relaxation times. It is therefore clear that for potential fluctuations being faster than the intra-well relaxation times one cannot use rate equations. If the potential fluctuations are slower than the intra-well relaxation times, and if the position of the minima does not fluctuate, one is in an adiabatic situation. The particle is able to follow the fluctuations of the potential as long as it stays close to a minimum. This means that one can calculate the rates for fixed z. The rates become functions of z. The system is thus described by rate equations with fluctuating rates,
These rate equations are considerably simpler than the Fokker-Planck equation with a fluctuating potential. On the other hand, the validity of these equations is not entirely clear. We used only heuristic arguments to obtain the rate equations. In the following section we will compare results obtained from the rate equations with results from the Fokker-Planck equation. This allows us to show, in which range of parameters the rate equations can be used.
Elimination of z(t)
If one is interested in stationary properties or in the long-time behaviour of the system, it is useful to derive effective rates for the transition from one state to another. The effective rates do not depend on z. They can be calculated by eliminating z(t). If the correlation time τ of z(t) is small, the elimination process is a standard elimination of a fast variable. To lowest order in τ the effective rates are simply given by the average of the rates r i j (z). To derive effective rates, let us transform the rate equation
into a Fokker-Planck equation for the joint probability density p( n, z,t)
Since ∑ i n i = 1 for all t, p( n, z,t) contains a factor δ(∑ i n i − 1). To calculate average values for n, it is sufficient to consider the stationary case. Let
Let R = dz R(z)φ 0 (z). The stationary Fokker-Planck equation yields
Here, M −1 z is the generalized inverse, it obeys
with
one has
The first line in (27) is obtained by solving (24) iteratively and inserting the result in (25). Integrating by parts yields the second line. Since R and M z do not depend on n, the integration over n yields the average n . The sum over l gives finally
The entries of the matrix
are the effective rates, the negative inverse of its diagonal matrix elements are the mean escape times out of the states i. The expansion in (27) can be viewed as a usual τ-expansion. Expanding the right-hand side of (29) yields the τ-expansion for the effective rates. But since (1 − RM −1 z ) is positive definite, the right hand side of (29) is well defined for any τ. Whereas it is not possible to speak of an effective barrier for large τ [5] , it is possible to obtain effective rates. But, depending on the noise process and on R(z), it cannot be excluded that the smallest non-vanishing eigenvalue of R eff tends to zero in the limit τ → ∞. This may happen if the fluctuations of the barrier heights in the potential can be arbitrarily large, so that infinite barrier heights occur. In that case the solution for n has to be obtained from the solution for finite τ and the limit τ → ∞ has to be taken afterwards, since (28) does not have a unique solution for τ = ∞. As long as the eigenvalue 0 of R(z) is non-degenerate for all z in the support of φ 0 (z), the matrix R eff has a non-degenerate eigenvalue 0 and (28) has a unique solution. This is shown below in section 4.
Applicability of effective rate equations
As we already discussed in subsection 2.1, rate equations describe only properties on long time scales. If one wants to investigate dynamical properties on characteristic time scales of the order of the typical relaxation within a potential well, one cannot use rate equations. If one wants to study a system with a fluctuating potential that fluctuates fast (i.e. one a time scale of the order of the typical relaxation within a potential well) one has to use the Fokker-Planck equation. This is true for equations with fluctuating rates as well as for the effective rate equations we derived in the last subsection.
Since in many applications details of the potential are unknown, one often uses rate equations. Especially in biological applications, e.g. for the description of membrane proteins, one usually uses rate equations. A typical example is the well known paper by Petracchi et al [11] , who studied the effect of time dependent electric fields on membrane proteins experimentally and used rate equations to interprete their experimental findings. They were able to explain most of their results using rate equations and a very simple ansatz for the rates. In their experimental studies they found an interesting effect called phase anticipation. The rate equations on the other hand do not show this effect. They argued that phase anticipation occurs due to some special biological effect. From our discussion about the validity of rate equations it is clear that the effect of phase anticipation, which occurs on short time scales, cannot be described by rate equations. We will come back to this point in our conclusions.
In the following section we discuss some simple, one-dimensional examples. The most simple case, the dichotomous two-state model, is exactly solvable. For this case and for more general examples we compare the solution of the rate equations with the solution of the Fokker-Planck equation. For all cases, rate equations yield very good results if the potential fluctuations are slow compared to the relaxation within the potential wells.
Solutions for special cases
The dichotomous two-state model
The most simple model with a fluctuating potential is a dichotomous two-state model. The potential V ( x, z) has two minima at x 1 and x 2 . z(t) is a dichotomous process. Such a model has two states, and corresponding rates r i j , i, j = 1, 2 for transitions between them . For this model we let r 1 := r 21 = −r 11 , r 2 := r 12 = −r 22 . The rate equations are
Using the normalization condition n 1 + n 2 = 1 one obtains a single differential equation
In the following the index of n 1 will be dropped. The Fokker-Planck equation for p(n, z,t) is
In general it is possible to expand the stationary solution using the eigenfunctions of M z
For the matrix elements of r i (z) one has the representation
It is useful to define r kl := r 1kl + r 2kl .
The Fokker-Planck equation for the stationary distribution p(n, z) has now the form
The two matrices R i = (r ikl ) have the same eigenvectors and only positive eigenvalues. This must be true for R = R 1 + R 2 as well. In the dichotomous case R and R 2 are 2 × 2-matrices. The eigenvalues are r ± and r 2± . r i (z) takes the two values r i± with the probabilities p ± . Let n ± = r 2± /r ± . I assume n + > n − . The explicite form is of R is R = r 00 r 01 r 10 r 11
and similarly for R 2 . p 0 (n) vanishes for n < n − and for n > n + . The two equations (37) 
The solution of this equation is
where C is a normalization constant and f (n) is given by
The integral in (44) can be calculated. The explicit solution is
One can show that eitherñ < n − orñ > n + , so that p 0 (n) is non-negative for n ∈ [n − , n + ] as it should be. For λ 1 → ∞ one obtains the expected result p 0 (n) = δ(n − n 0 ) where n 0 = r 200 /r 00 . For small λ 1 , p 0 (n) has algebraic singularities at the boundaries n ± . For small but finite λ 1 , the singularities remain integrable. In the limit λ 1 → 0, p 0 (n) tends to a sum of two δ-functions (with appropriate weights according to the dichotomous process), located at n ± = r 2± /r ± ,
The average valuen of n can be calculated explicitely. One obtains
One can easily show thatn = n 0 in the limit λ 1 → ∞, andn = p + n + + p − n − for λ 1 = 0. Finally one obtainsn
. Thus,n depends monotonously on τ. The expression (52) as well as the formula for p 0 (n), (46) have been mentioned without a detailed derivation in [9] .
The general two-state model
For a general noise process z(t) the effective rates arē
where again r 1 := r 21 = −r 11 , r 2 := r 12 = −r 22 . This yields directlȳ
Whether or not this expression can be calculated explicitely depends on the generator M z of the noise process z(t). A case where the calculation is possible is a kangaroo process. A kangaroo process is a process where all non-vanishing eigenvalues of M z are equal. In that case (54) simplifies tō
The derivation of the last result is not straight forward: One cannot simply replace M z by −τ −1 . But it turns out, that the result is the same, since additional factors in the denominator and in the numerator cancel each other. (55) is valid for a dichotomous process as well and yields directly (52).
Comparison with the Fokker-Planck equation
As already mentioned, the validity of rate equations for fluctuating potentials is less clear than for fixed potentials. It is therefore important to compare results for rate equations with exact solutions of the Fokker-Planck equation. They can be obtained easily for one-dimensional, piecewise linear potentials. This has been shown in detail for periodic potentials in [12, 13] . In the present case the procedure is similar, let us therefore describe it only briefly. For this comparison, we restrict ourselves to the stationary distribution p 0 (x) = dzρ(x, z) and to the mean escape times for the particle sitting in a minimum of the potential. We first divide the domain Ω, on which the Fokker-Planck equation is defined, into a set of intervals
As a second step, we expand the stationary solution of the Fokker-Planck equation using the eigenbasis of M z ,
On the interval I i , the Fokker-Planck equation yields
This equation can be integrated once with respect to x. Furthermore, expression of the form f i (z)φ k (z) can be expanded, One then obtains f
The coefficients f
k,k ′ and therefore the final set of equations for p k (x) do not depend on the representation of the noise process z(t) as ist should be. If the space of functions φ k (z) has finite dimension N, (60) and (61) is a set of N differential equation with constant coefficients, which can be solved explicitely. One obtains a simple eigenvalue problem for an N × N matrix, which can be solved numerically. A general solution of this problem is a linear combination of the N different solutions of the eigenvalue problem. The remaining problem is thus to determine the N I N coefficients in these linear combinations. They are determined by the normalization of p 0 (x), by the continuity of p 0 (x) and by the continuity of p k (x) and p ′ k (x) for k > 0. This is a problem of solving N I N linear equations for N I N unknown coefficients, which can again be done easily numerically as long as N I N is not too large. In Fig. 1 we show explicit results for a one-dimensional dichotomous two-state model. The potential V (x, z) = V (x) + z∆V (x) has two minima. z(t) is a dichotomous process which takes the two values ±1. In this case N = 2 and N I = 6. The plot shows the probability to find the particle in the left potential well as a function of τ. It can be compared ton, which can be calculated from the effective rate equations. A similar comparison for a different, dichotomously fluctuating potential was shown in [9] . The results from the rate equation yield an accurate approximation for sufficiently large τ, as expected. The intra-well relaxation time can be estimated from the time, the particle needs to reach a minimum of the potential if it starts close to the maximum. In our units it is somewhat larger than unity. The approximation becomes better for smaller temperature. The behaviour is similar for other dichotomously fluctuating potentials with two minima. Fig. 2 , the quantitative results are almost the same, they differ by less than 1%. The results in Fig. 2 show that already for small N one obtains essentially the result for the OrnsteinUhlenbeck process. The convergency to the Ornstein-Uhlenbeck process is very fast. For N > 6 the curves lie on top of the curve for N = 6. Clearly, the convergency depends on the parameters of the system. For smaller temperatures we observe a slower convergency.
It is possible to consider potentials with more than two minima as well. The corresponding rate equations describe systems with more than two states. For simple systems with few minima and e.g. a dichotomously fluctuating potential, one can again compare the results from the Fokker-Planck equation with the results from the rate equations. The generic behaviour of such systems is again described by the effective rates as long as τ is not too small. Whether or not (29) can be used to calculate the effective rates analytically depends on the structure of the problem. For complicated noise processes or for potentials with many minima, R eff can only be obtained numerically.
Mathematical Aspects
In the main part of this work we investigate the stationary solution of a Fokker-Planck equation (5) with a fluctuating potential, assuming that such a stationary solution exists. The aim of this section is to proof the existence of a stationary solution under certain assumptions that will be sufficient for our purpose. For the special case of a one-dimensional, dichotomously fluctuating potential, Pechukas and Ankerhold [10] proved the existence of a stationary solution under some special assumptions on the potential. The result of this section can be understood as a generalization of their results.
The discrete case
Let us first discuss the discrete case, which is very simple but shows some interesting aspects. Let us assume that a system has N states and that it can move from one state to another. The behaviour is described by a rate equation
We now assume that the rates fluctuate between N r different states α = 1, . . . , N r . The fluctuation between these states is determined by a matrix M = (m αβ ) α,β=1,...,N r that contains the rates for the fluctuations. The probability p iα of the fluctuating system to be in the state given by i and α is determined by
The stationary solution of this equation, if it exists, must be the eigenvector of the matrix 
to eigenvalue 0. Here, I is the N × N unit matrix. The matrices R α are rate-matrices. As a consequence,
and r i jα ≥ 0 for i = j. Furthermore, M is a rate matrix, m αα = − ∑ β =α m β,α and m α,β ≥ 0 for α = β. Therefore, all the off-diagonal matrix elements ofR are non-negative. I assume that starting from some state of the system, any other state can be reached dynamically. This means thatR is irreducible. Then, one can introduce a constant c that is larger than the modulus of any diagonal matrix element ofR. Let I be the N r N × N r N unit matrix. Then the matrixR + cÎ is irreducible and has only positive matrix elements. As a consequence, the Perron-Frobenius theorem applies. The eigenvalue with the largest modulus ofR + cÎ is non-degenerate, real, and positive, and the corresponding left and right eigenvectors have only non-negative entries. Now, the vector (1, 1, . . . , 1) is a left eigenvector ofR with the eigenvalue c. Therefore c is the eigenvalue with the largest modulus ofR + cÎ. This shows, that 0 is the eigenvalue of R with the largest real part and that its right eigenvalue has only non-negative entries. It is the stationary solution of (63). One can show that any solution of the rate equation (63) tends to the stationary solution for t → ∞.
This proof is very simple, it is based on the fact that rates are non-negative and on the PerronFrobenius theorem. Let us now take a look at the original Fokker-Planck equation (5) . For simplicity, we discuss only the case where the potential fluctuates between N r different states. z takes N r different values. Let us assume that the Fokker-Planck equation is defined on a finite open domain Ω with reflecting boundary conditions on the boundary ∂Ω. If one introduces some kind of coarse-graining, i.e. a partition of Ω into N small parts Ω i , it is then possible to apply the above result and a stationary solution exists. This holds for any partition of Ω into small parts. Therefore one should expect that a stationary solution of the Fokker-Planck equation (5) exists as well. We will show this in the next subsection using a different approach. One has to show that the Fokker-Planck operator has a unique right eigenstate with eigenvalue 0 and that any solution of the Fokker-Planck equations tends to that solution for t → ∞. Since we are dealing with a differential operator and not with a matrix, it is not possible to use a Perron-Frobenius type argument.
The continuous case
Let us first show that the ratio of any two solutions of the Fokker-Planck equation tends to unity in the limit t → ∞. As for the discrete case we assume that z takes N r values z α , α = 1, . . . , N r and we let ρ( x, z α ,t) = p α ( x,t).
As a byproduct, we could show the existence of a stationary solution of the Fokker-Planck equation with a fluctuating potential under some general conditions and thereby generalize a result published recently by Pechukas and Ankerhold [10] .
As a direct consequence of our calculations, one can investigate where rate equations can yield good results and where not. This is important since in many applications, mainly in biological situations, rate equations are used for a direct comparison with experiments. For instance, dynamical properties of membrane proteins are often described and investigated by rate equations. An interesting and well known example is the effect of time dependent electric fields on such proteins. It has been discussed it detail by Astumian and Robertson [18] using rate equations. In such systems one observes strong amplifications of weak signals. Moss [19] suggested that the reason may be stochastic resonance. Kruglikov and Dertinger [20] gave a qualitative discussion supporting the occurence of stochastic resonance in such systems using a time-dependent potential, but a description using rate equations would have been possible as well. As already mentioned, Petracchi et al [11] studied the effect of time dependent electric fields on membrane proteins experimentally. As a specific example they used a K + channel. They measured various stationary probabilities and dynamical quantities to describe the statistics of the transitions in these systems. As an interesting result they found a phase anticipation: One of the transitions occurs with a negative phase shift compared to the stimulus. They compared their experimental results with numerical results for a simple two-state Markov model, described by a rate equation. The rate equations do not show the phase anticipation. The authors argued that this effect has a biological origin and discuss various possible hypotheses to explain it.
From our discussion it is clear that rate equations do describe the stationary or long-time behaviour of a system quite well. Indeed, the stationary or quasi-stationary properties calculated by Petracchi et al [11] agree very well with their experimental findings. The phase anticipation is a dynamical effect that occurs on shorter time scales. Therefore one cannot expect that it can be obtained using rate equations. Our calculations suggest that this effect depends on the details of the potential and not only on the rates, which are determined mainly by the barrier heights. The main problem is that in the case of a specific membrane protein the potential that describes the dynamics is not known. Therefore it is not possible to model the K + channel using a time-dependent potential. But it would be of general interest to investigate whether or not and under which conditions a Brownian particle in a time-dependent potential shows the described phase anticipation. This is clearly beyond the scope of the present paper.
