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Abstract
Unsupervised learning has important applications in extremely large data set-
tings such as in medical, biological, social, and environmental data. Typically in
these settings, copious amounts of data are collected, with the additional burden of
high dimensionality and unavailability of class labels. Improving the performance
and usability of unsupervised learning algorithms provides improved resource man-
agement and delivery of services to users. Although deep learning methods have
become popular due to their success in the supervised learning problem of classifica-
tion and unsupervised learning problems of feature extraction and cluster analysis,
traditional machine learning methods can still provide state-of-the-art performance.
In this thesis, a novel clustering framework that combines common clustering and
feature extraction methods along with careful parameter selection is presented. This
framework is able to achieve state-of-the-art clustering performance that is better
than many deep learning-based methods on large benchmark and web-based text and
image datasets. This pipeline incorporates deep learning-style feature extraction,
but without the onerous hyper-parameter tuning procedure. Then two novel meth-
ods are provided for testing the significance and reliability of clusters, in which the
null-hypothesis statistical distribution is formed either by: (1) a uniform distribution
projected onto the principal components of the original data; or (2) a randomized,
weighted adjacency matrix. Significance testing of clusters is important when the
nature or underlying properties of the data are unknown, especially in large data
settings or in nonstandard datasets. Since, a random sample of the population data
could contain properties that are not representative of the whole population. Thus,
providing a clustering result that is not typical of the population. Finally, given the
success of traditional matrix factorization methods in the clustering pipeline, text
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document classification using a new convolutional neural network architecture that
leverages singular value decomposition was developed. This new model provided
state-of-the-art document classification accuracy.
Keywords: Unsupervised feature learning, Cluster significance testing, Latent
semantic analysis, Spectral clustering, Independent component analysis
iv
Acknowledgements
I would like to thank my PhD advisor, Masoud Makrehchi for his patience, sup-
port, and invaluable vision throughout the duration of my study at UOIT. Also, I
would like to thank my lab colleagues for providing help whenever I need it, and the




In all cases, I (Eren Gultepe) was the main investigator for each of the co-authored
studies.
• E. Gultepe and M. Makrehchi, ”Predicting and grouping digitized paintings by
style using unsupervised feature learning,” Journal of Cultural Heritage, vol.
31, pp. 1323, 2018. doi:10.1016/j.culher.2017.11.008
• E. Gultepe, and M. Makrehchi, ”Improving clustering performance using inde-
pendent component analysis and unsupervised feature learning,” Human Cen-
tric Computing and Information Sciences, 2018. doi:10.1186/s13673-018-0148-3
• E. Gultepe, M. Kamkarhaghighi, and M. Makrehchi, ”Latent semantic analysis
boosted convolutional neural networks for document classification,” 5th Inter-







Table of Contents vi
List of Tables ix
List of Figures x
Nomenclature xi
Abbreviations xii
List of Symbols xiv
1 Introduction 1
1.1 Overview of Contributions . . . . . . . . . . . . . . . . . . . . . . . . 6
1.2 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.3 First Published Appearances . . . . . . . . . . . . . . . . . . . . . . . 7
2 Literature Review 11
2.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
vii
2.1.1 Clustering Methods . . . . . . . . . . . . . . . . . . . . . . . . 11
2.1.2 Classification . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.1.3 Matrix Factorization Techniques . . . . . . . . . . . . . . . . . 15
2.1.4 Neural Networks and Deep Learning . . . . . . . . . . . . . . 17
2.1.5 Unsupervised Feature Learning . . . . . . . . . . . . . . . . . 20
2.1.6 Performance Evaluation . . . . . . . . . . . . . . . . . . . . . 22
2.2 Relevant Literature . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.2.1 Clustering Pipeline using ICA and UFL . . . . . . . . . . . . 23
2.2.2 Significance Testing of Clusters . . . . . . . . . . . . . . . . . 26
2.2.3 LSA Boosted Convolutional Neural Networks . . . . . . . . . 28
3 Methods 30
3.1 Clustering Pipeline using ICA and UFL . . . . . . . . . . . . . . . . . 30
3.1.1 Benchmark Data . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.1.2 Feature Extraction and Unsupervised Feature Learning . . . . 32
3.1.3 Graph Embedding and Clustering . . . . . . . . . . . . . . . . 35
3.1.4 Experimental setup . . . . . . . . . . . . . . . . . . . . . . . . 37
3.1.5 Performance Evaluation . . . . . . . . . . . . . . . . . . . . . 39
3.2 Significance Testing of Clusters . . . . . . . . . . . . . . . . . . . . . 39
3.2.1 Painting Data and Preprocessing . . . . . . . . . . . . . . . . 39
3.2.2 Clustering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.2.3 Performance Evaluation . . . . . . . . . . . . . . . . . . . . . 42
3.2.4 Hypothesis Testing . . . . . . . . . . . . . . . . . . . . . . . . 42
3.2.5 Random Distributions . . . . . . . . . . . . . . . . . . . . . . 43
3.3 LSA Boosted Convolutional Neural Networks . . . . . . . . . . . . . . 45
3.3.1 Text Document Data . . . . . . . . . . . . . . . . . . . . . . . 46
3.3.2 Linear Classifier with ngram and TFIDF . . . . . . . . . . . . 47
viii
3.3.3 CNN Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.3.4 Embedding Layer . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.3.5 LSA-based CNN Model . . . . . . . . . . . . . . . . . . . . . . 51
3.3.6 W2V-based CNN Model . . . . . . . . . . . . . . . . . . . . . 52
3.3.7 Experimental Setup . . . . . . . . . . . . . . . . . . . . . . . . 53
4 Results 54
4.1 Clustering Pipeline using ICA and UFL . . . . . . . . . . . . . . . . . 54
4.2 Significance Testing of Clusters . . . . . . . . . . . . . . . . . . . . . 62
4.3 LSA Boosted Convolutional Neural Networks . . . . . . . . . . . . . . 66
5 Discussion 69
5.1 Clustering Pipeline using ICA and UFL . . . . . . . . . . . . . . . . . 69
5.1.1 Overall Evaluation . . . . . . . . . . . . . . . . . . . . . . . . 74
5.2 Significance Testing of Clusters . . . . . . . . . . . . . . . . . . . . . 75
5.2.1 Overall Evaluation . . . . . . . . . . . . . . . . . . . . . . . . 77
5.3 LSA Boosted Convolutional Neural Networks . . . . . . . . . . . . . . 77





Table 3.1 Description of datasets used in experiments. . . . . . . . . . . . 31
Table 3.2 Summary of the text document datasets. . . . . . . . . . . . . . 47
Table 4.1 Comparison of maximum performance across processing compo-
nents. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
Table 4.2 Comparison of clustering performance across different datasets
and clustering techniques. . . . . . . . . . . . . . . . . . . . . . 60
Table 4.3 Painting style clustering. . . . . . . . . . . . . . . . . . . . . . . 63
Table 4.4 Classification accuracy for text documents. . . . . . . . . . . . . 67
Table 4.5 Comparison of classification accuracies of the LSA-based CNN to
character-based CNN models. . . . . . . . . . . . . . . . . . . . 68
x
List of Figures
Figure 2.1 Autoencoder neural network. . . . . . . . . . . . . . . . . . . . 20
Figure 3.1 Pipeline for processing. . . . . . . . . . . . . . . . . . . . . . . 32
Figure 3.2 Types of painting styles. . . . . . . . . . . . . . . . . . . . . . . 41
Figure 3.3 Empirical cumulative distribution function. . . . . . . . . . . . 44
Figure 3.4 Schematic of the proposed model. . . . . . . . . . . . . . . . . . 49
Figure 3.5 Training of word2vec word vectors. . . . . . . . . . . . . . . . . 50
Figure 3.6 Sample CNN model architecture. . . . . . . . . . . . . . . . . . 52
Figure 4.1 Mean clustering performance. . . . . . . . . . . . . . . . . . . . 57
Figure 4.2 Scatterplot of painting styles clusters. . . . . . . . . . . . . . . 64
Figure 4.3 Confusion matrices of clustering of painting styles. . . . . . . . 65
Figure 5.1 CMU-PIE ICA blind source separation. . . . . . . . . . . . . . 71
Figure 5.2 Visualization of the USPS clusters in multidimensional space. . 73
xi
Nomenclature
classification Predicting the class of new observations based common
patterns and class information
class The label information of an observation
clustering Grouping observations with common patterns without
any class information
deep learning Complex and varied combination of neural networks,
often with many neurons and concatenated models
embedding To convert a type of matrix into another form
features Latent properties observed within data
matrix factorization Decomposition of a matrix into a product of matrices,
also known as matrix decomposition
feature extraction Parsing out latent properties of a dataset
feature learning Feature extraction without any predefined kernel
neural network Algorithms purported to function like human neurons
null hypothesis Claim that there is no relationship between two mea-
surements




AGNews Antonio Gulli’s news
ACC Accuracy




CMU-PIE Carnegie Mellon University Pose, Illumination, and Expression
CNN Convolutional neural networks
COIL20 Columbia object image library with 20 objects







GNMF Graph regularized non-negative matrix factorization
ICA Independent Components Analysis
ICA-SYM ICA with symmetric Laplacian
IDF Inverse document frequency
IMDB Internet Movie Database
kNN k-nearest neighbor
LSA Latent semantic analysis
xiii
LSTM long short-term memory
MNIST Modified National Institute of Standards and Technology
MRI Magnetic resonance imaging
NMI Normalized mutual information
NMF Non-negative matrix factorization
PCA Principal components analysis
rand random
RBM Restricted Boltzmann Machine
ReLU Rectified linear unit
REUTERS-10K Reuters news service with 10000 documents
RICA Reconstruction Independent Component Analysis
RGB Red, green, blue
SFT Sparse Filtering
SPC-RW Spectral clustering with random walk Laplacian
SPC-SYM Spectral clustering with symmetric Laplacian
SVD Singular value decomposition
SVM Support vector machine
TFIDF Term frequencyinverse document frequency
TN True negative
TP True positive
UFL Unsupervised feature learning






X a general variable
x a scalar value
X a matrix
xi the i
th column vector of X
xij the i
th and jth element of X
SETS
S a set
s ∈ S s is a member of S
{s1, . . . , sn} list of elements of a set S
R set of real numbers
x⊕ y concatenation of x and y
FUNCTIONS
f(x) value of the function f at x
f : X → Y function from X to Y
PROBABILITY
P (X) probability of X
P (X, Y ) probability of X and Y
P (X|Y ) probability of X given Y
Chapter 1
Introduction
Big data is the collection of very large amounts of observations from various sources
ranging from social media, such as video content from YouTube or Facebook, to vital
signs and genomic sequences from patients in hospitals [1]. Machine learning is the
preferred automated method of data analysis for big data applications. The goal
of these methods is to detect the patterns or features within the data in order to
facilitate predictions about data collected in the future. Typically, machine learning
algorithms can be considered from the perspective of two types of analysis methods.
When the labels of the data are available, the machine learning problem is considered
a “supervised learning” problem and when data is unlabeled, it is considered an
“unsupervised” learning” problem.
The first is the supervised learning setting or “learning with a teacher” [2], wherein
the output response variables Y = (Y1, . . . , Yp) are predicted from the input variables
X = (X1, . . . , Xn). For instance, let each i
th training case be defined by the input
vector xi ∈ Rn, where n is the dimensionality of the vector and a single output
response variable yi ∈ R. Then a supervised learning algorithm is trained on m
observed pairs in a set defined by {(x1, y1) , . . . , (xm, ym)}. In the training of the
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algorithm from the data xi, the algorithm or the “student” provides an estimate ŷi of
yi. Next, the “teacher” provides an answer by using a loss function L(yi, ŷi), giving
the student an idea as to how close he/she is to the correct answer.
If the response variable Y is either a categorical or nominal variable, then yi can
take on values C ∈ {1, . . . , k}, such as sunny, windy, and cloudy. This is con-
sidered a classification or pattern recognition problem. If Y is a scalar value in R,
then the problem is considered as a regression analysis. In both cases, the problem
of supervised learning can be considered as a conditional density estimation task of
P (Y |X) = P (X, Y ) /P (X), where we assume (X, Y ) are random variables repre-
sented by a joint probability density. The marginal density of P (X) is of no interest
since we are interested in the conditional probability. Usually Y is one dimensional,
which simplifies the estimation of parameters that minimize the error for each xi.
The second type is the idea of unsupervised learning or to “learn without a
teacher” [2]. This is more similar to how a human or animal may acquire knowledge
and learn from its surroundings, without any human expert guiding them through
the processes. Thus, it is easier to apply unsupervised learning algorithms than su-
pervised learning because labeled data is not necessary. Moreover, the labeled data is
usually difficult to acquire in real-world applications and typically does not provide
enough information to solve the parameters of complex learning algorithms.
In unsupervised learning, for an input vector xi ∈ Rn, there is a set m of
observations {x1, x2, . . . , xm} of a random variable X = (X1, . . . , Xn), in which the
task is to infer the properties of the probability density P (X). In this case, there is no
teacher providing the student or the learning algorithm the correct answer, therefore
the algorithm needs to determine properties of P (X) without any supervision. The
problem of unsupervised learning is somewhat simpler than supervised learning since
the only concern is P (X) and not P (Y |X). However, the properties of interest in
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unsupervised learning algorithms are more complex than in supervised learning and
the dimension of the observed data is usually much higher.
A common task in unsupervised learning is to organize data into groups, otherwise
known as clusters. The goal is to separate observations in a dataset into groups that
are more similar to each other within a cluster, than to those in other clusters. Then
within these clusters, descriptive statistics and summary representations of the clus-
ters can be obtained. Typically, cluster analysis requires the use of distance measures
to assess the similarity of observations. The distance measure only uses the data X,
unlike in supervised learning where Y can be used to assess prediction error. In clus-
tering analysis, either the number of groups or clusters required will be known before
the clustering step or the number of clusters can be estimated by determining the
degree of difference between clusters. Furthermore, using the distance measures be-
tween the observations, a graph G = 〈V,E〉 represents the observations by the vertices
V and the similarity between the vertices by the edges E. The purpose of discovering
graph structure is to highlight new and interesting meaningful relationships that can
also be used to group observations [1].
A very important and related task is the problem of cluster validity, in which the
quality of the partitions obtained from the observed data is assessed [3]. The goal is to
implement methods that provide a quantitative indicator of the resulting partitions.
There are three types of approaches that can be used to implement cluster validity al-
gorithms. The first is external criteria, in which the results of clustering are evaluated
against a predefined partition structure, such as a known or expected grouping of the
data. The second is internal criteria, where the clusters are evaluated according to a
similarity matrix. The third is relative criteria, in which the segmentations provided
by the different parameters of the same clustering algorithm are compared against
each other.
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Another related task in unsupervised learning is to discover the important or hid-
den features of the observed data, which is also otherwise known as feature extraction
[1]. For instance, in a dataset consisting of images of faces, the extracted features
may consistent of the angle of lighting, pose of the head, and the facial expression.
As a result, any combination of these features can be used to construct the origi-
nal data. In traditional machine learning, this is commonly accomplished by matrix
factorization [2], where the original data matrix is decomposed into a linear combina-
tion of basis vectors and weights. Usually the basis vectors are chosen to be of lower
dimensionality than the original data. This reduced representation is then used in
other modeling algorithms, where the predictive and clustering capabilities of these
algorithms are better than the original higher dimensional representation, since only
the “essence” of the data is preserved [1].
A recent and popular application in unsupervised learning is to use algorithms
termed neural networks, which are nonlinear generalizations of statistical models
[1, 2]. The term neural network is derived from the idea that these models are
similar to neurons in their processing of data [4]. In fact, a key capability of neural
network models is that they can be stacked (connected) with each other, much like
biological neurons, in which a signal from one neuron is passed onto the next. These
stacked neural network models are called deep neural networks or “deep learning”
algorithms when many layers of neural networks are stacked together [5]. Deep learn-
ing algorithms perform similar operations to matrix factorization, but the mapping
of the features from the original data representation to the extracted representation
is commonly performed using a nonlinear mapping function rather than a linear map-
ping function. In matrix factorizations, nonlinear mapping may be performed using
predefined kernel functions. However, with neural networks, the type of nonlinear
mapping is “learned” from the data rather than being defined a priori [6]. As a re-
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sult, complex and difficult features can be captured with minimal domain knowledge
[7].
Until recently, deep learning models had limited implementations due to the lack
of computational power and numerical techniques necessary for solving the numerous
model parameters [8, 9]. Ever since this limitation has been overcome, deep learning
algorithms have become very popular. Particularly, for their ability learn features
directly from the data rather than to design (handcraft) them [5]. Deep learning
models can be used as unsupervised learning or supervised learning models, depending
on the availability of class labels. In the supervised learning setting, deep learning has
provided state-of-the-art classification performance in tasks like object recognition
from images [10]. In unsupervised learning, deep learning models have shown top
performance in extracting the hidden features for object, handwritten-digits, and
face recognition from image data [11].
Nonetheless, the drawback of deep learning methods is that they tend to have
many hyper-parameters (parameter that are set before the model is run), such as
optimizer parameters, sparsity parameters, and number of features and layers. All of
which can make deep learning models difficult to train, since hyper-parameters can
severely effect performance [12]. Typically, choosing the correct hyper-parameters
requires expertise and ad hoc selection [13, 14]. Despite the high performance of
deep neural network methods, setting up deep learning models can be as difficult and
complex as the handcrafted models which they were to replace [15]. Moreover, the
high degree of complexity in implementing deep learning-based algorithms [12] may
be a limiting factor of their application in non-computer science based research fields.
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1.1 Overview of Contributions
Currently, there is great deal of attention to deep learning methods regarding their
success in the supervised learning problem of classification and unsupervised learning
problems of feature extraction and cluster analysis. Although warranted, traditional
machine learning methods can still hold ground in terms of performance in suitable
problem settings against deep learning methods.
First, we present a parsimonious and accessible clustering scheme that incorpo-
rates deep learning-style feature extraction, but without the complex hyper-parameter
tuning procedure. Based on the empirical studies demonstrated in this thesis, we are
able to the bridge gap between standard unsupervised learning techniques and the
recently developed deep learning techniques. By carefully combining traditional tech-
niques for clustering and feature extraction along with careful parameter selection,
state-of-the-art performance that is better than many deep learning-based methods
in cluster analysis and feature extraction can be achieved.
Then, we present two novel techniques for testing the significance of clusters in
order to determine whether the input observations have been grouped into meaningful
clusters by virtue of the extracted features and not because of some random occurrence
of the underlying properties of the data. This is mainly accomplished by hypothesis
testing against simulated data derived from the properties of the original. Significance
testing provides a complementary assessment of cluster performance alongside effect
size based performance metrics of clusters, such as accuracy.
Finally, given the success of employing carefully tuned traditional matrix factor-
ization techniques in clustering, we present how to successfully use traditional matrix
factorization techniques as a preprocessing step in deep learning classification mod-
els for text documents in order to achieve state-of-the-art accuracy. To leverage the
capabilities of traditional matrix factorization techniques in document classification,
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we developed a new convolutional neural network architecture that is better than .
1.2 Outline
The following is an outline of the remaining sections of the thesis:
• Chapter 2 – Literature Review: This chapter covers the literature and
background methods that will help to understand the rationale of the three
main experiments in the Methods section.
• Chapter 3 – Methods: In this chapter, the three novel methodological devel-
opments consisting of (1) the clustering pipeline, (2) cluster significance testing,
and (3) matrix factorization boosted convolutional neural networks for text doc-
uments are reviewed.
• Chapter 4 – Results: Here the results obtained from the three main algo-
rithms of this thesis are presented and compared against competing methods.
• Chapter 5 – Discussion: This chapter covers the methodological implications
of the three main proposed algorithms in this thesis.
• Chapter 6 – Conclusions: Here the main findings of the thesis and future
avenues for research are highlighted.
1.3 First Published Appearances
Below, the two published studies and one submitted using the methods and results
presented in this study are summarized:
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1) Clustering Pipeline Using Independent Component Analysis and Un-
supervised Feature Learning. In our initial study, the pipeline for clustering
data using deep learning-inspired feature extraction is tested with six benchmark
datasets, ranging from images to text documents. Extracting features using neural
networks and deep learning algorithms is referred to as unsupervised feature learn-
ing (UFL). However, to overcome the complexities of training deep networks, several
studies had introduced deep learning-inspired feature learning algorithms. These al-
gorithms use the same principles as deep learning (extracting features without any
handcrafting), but do not have to use neural networks as their feature extraction
algorithm. These features were then used in graph-based clustering techniques (such
as standard spectral clustering algorithm). Specifically for this study, we used recon-
struction Independent Component Analysis (RICA) and Sparse Filtering (SFT) as
the feature learning algorithms. Both of which are not based on neural networks and
yet retain the benefit of having only one hyper-parameter, the number of features to
extract.RICA and SFT helped to achieve very high accuracies on benchmark data,
besting many deep clustering models.
Furthermore, blind source separation (BSS) using Independent Component Anal-
ysis (ICA) with principal components analysis (PCA) feature extraction was also
include in the clustering pipeline to provide a simple feature extraction baseline.
Surprisingly, this combination had better accuracy than most deep learning-based
clustering methods. ICA is a mathematical model resolving the “cocktail party prob-
lem” or un-mixing source signals into their separate components. Thus, ICA was also
used with spectral clustering to improve the factorization of the eigenvectors, which
performed better than most state-of-the-art deep clustering techniques. We combined
ICA with another graph-based clustering technique, Graph Regularized Non-negative
Matrix Factorization, with the same success as spectral clustering. Also, the study
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demonstrated that combining ICA blind source separation with unsupervised feature
learning had a cumulative effect on increasing clustering performance. Overall, the
main findings of this study indicated that standard clustering techniques can achieve
effective clustering performance without employing deep learning algorithms and their
accompanying hyper-parameter tuning procedure. This study has been published as,
• E. Gultepe, and M. Makrehchi, ”Improving clustering performance using inde-
pendent component analysis and unsupervised feature learning,” Human Cen-
tric Computing and Information Sciences, 2018. doi:10.1186/s13673-018-0148-3
2) Significance Testing of Clusters. In our second study, we used a simplified
variant of the clustering pipeline presented above on a dataset of paintings, without
any consideration about the styles labels of these paintings. These features were then
used with a standard spectral clustering algorithm to solve the “grouping” problem of
painting styles. This problem has received very little attention in digital humanities
literature due to its difficulty of finding appropriate clusters and proper performance
evaluation. To solve this problem we introduced to two novel techniques for signifi-
cance testing of clusters. The significance and reliability of the painting style clusters
were determined using two novel methods, in which the null-hypothesis statistical
distribution is formed either by: (1) a uniform distribution projected onto the princi-
pal components of the original data; or (2) a randomized, weighted adjacency matrix.
When there is uncertainty regarding the effect size of the clustering accuracy, sig-
nificance testing can provide a complementary reliability assessment. This work has
been published as,
• E. Gultepe and M. Makrehchi, ”Predicting and grouping digitized paintings by
style using unsupervised feature learning,” Journal of Cultural Heritage, vol.
31, pp. 1323, 2018. doi:10.1016/j.culher.2017.11.008
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3) Latent Semantic Analysis Boosted Convolutional Neural Networks. Us-
ing the clustering pipeline as an inspiration from our first study, we demonstrated
that traditional matrix factorization techniques of text documents could be used to
improve the accuracy of deep learning classification of documents. To showcase the
efficacy of traditional matrix factorization, we developed a new deep learning archi-
tecture that takes advantage of the vector representation of words based on singular
value decomposition (SVD), which is called latent semantic analysis (LSA). Using
this new deep learning architecture, the LSA-based word vector representation was
able to achieve higher accuracy than state-of-the-art deep learning-based word vector
representation on three benchmark text document datasets. Furthermore, due to the
parsimonious design of the deep learning model developed in this study, the model
together with the SVD-based word vector can be used as a baseline classifier in text
document classification, similar to popular linear models. Thus, this study shows the
efficacy of traditional word vectors in deep neural network document classification.
This work has been submitted as a full-paper to a conference as,
• E. Gultepe, M. Kamkarhaghighi, and M. Makrehchi, ”Latent semantic analysis
boosted convolutional neural networks for document classification,” 5th Inter-






Important concepts and methods that will help in the understanding of the experi-
ments of the subsequent chapters are covered here.
2.1.1 Clustering Methods
Two key unsupervised learning techniques for clustering data are reviewed here.
K-means
K-means is one of the most widely used clustering due to its simple and quick imple-
mentation. Given training data with m observations, X = (xij) ∈ Rm×n, we seek to
cluster each xi ∈ Rn observation, without using any label yi information, into unique
Ci ∈ {1, 2, . . . k} clusters. The K-means algorithm proceeds as follows [16]:
1. Initialize each cluster centroid {µ1, µ2, . . . , µk} randomly, where the jth centroid
is µj ∈ Rn and k is the number of clusters.
2. Repeat until convergence:
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For all i, set
Ci:=argmin
j
‖xi − µj‖2 .
For each j, set
µj:=
∑m
i=1 I {Ci == j}xi∑m
i=1 I {Ci == j}
.
The centroids are the estimates of the centers of the clusters and where I is the
identity matrix. The algorithm works by assigning each observation xi to its nearest
centroid µj and then updating the centroids µj with a new mean of the observations.
Thus K-means provides cluster labels from unlabeled data and can extract features
from the centroids.
Spectral Clustering
Spectral clustering is a technique that is able to cluster non-spherical data better than
K-means, because it takes into consideration the underlying geometrical structure of
the data[16]. Here eigendecomposition is used to factorize or embed the graph Lapla-
cian into a smaller k dimensional representation, where k is the number of classes.
Then K-means is usually applied to reduced space to obtain the class memberships,
Ci ∈ {1, 2, . . . k} of xi ∈ Rn for m observations.
For data X = (xij) ∈ Rm×n, with k clusters the spectral clustering algorithm
using the symmetric normalized graph Laplacian proceeds as follows [17]:
1. Construct the similarity graph W = (wij) ∈ Rm×m. First form the similarity
matrix S = (sij) ∈ Rm×m, using the Gaussian similarity function, s (xi,xj) =
exp(−‖xi − xj‖2/2σ2) controlled by the scaling factor σ. Then, using the k -
nearest neighbor (kNN) criterion, keep only the k-nearest neighbors of each xi
observation in the similarity matrix [17], thus giving the weighted adjacency
matrix or the similarity graph W.
13
2. Define the normalized graph Laplacian according to L = I−D−1/2WD−1/2 [18],
where D = (dij) ∈ Rm×m is the diagonal degree matrix with diagonal elements
set to dii =
∑m
i=1wij and off-diagonal elements are set to 0. I is the identity
matrix.
3. Compute the first k eigenvectors of L and concatenate the eigenvectors column-
wise to form U=(u1, . . . ,uk)∈Rm×k.







5. Apply K-means clustering to the rows of Y to obtain clusters C1, . . . , Ck.
2.1.2 Classification
For some of the experiments presented in this thesis, the features extracted from
matrix factorization techniques, deep learning, or deep learning-inspired methods are
used to classify data in a supervised learning setting. Typically, the features extracted
using these algorithms handled the complex relationships of the features within the
data, thus a simple linear classifier would suffice to provide good accuracy.
Logistic Regression
A binary logistic regression function is defined as [1]






where Ber() is the Bernoulli distribution providing binary class labels y ∈{0, 1},
x ∈ Rn is an observation from the dataset, and w ∈ Rnare the weights or parameters
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for some random variable t ∈ R. The logistic binary classification problem can be eas-
ily extended to a multiclass problem. This is defined as multinomial logistic regression
or otherwise known as the softmax function. The softmax function is commonly used
in supervised learning models of deep neural networks to provide the class member-
ships. The multinomial logistic regression for class labels y ∈ {1, 2, . . . ,k}, a random
observation x ∈ Rn, and model weights W= (w1, . . . ,wk) ∈ Rn×k, can be defined as
[1]









where i = 1, . . . , k. The formula can be solved by obtaining the maximum likelihood
estimates of the parameters using Newton’s method.
Support Vector Machines
A support vector machine (SVM) finds a linear separating hyperplane with the
maximal margin between two different classes of data [19]. Given xi ∈ Rn and
yi ∈ {1,−1} , for m training pairs {(x1, y1) , . . . , (xm, ym)}, SVM with hinge loss












where w∈ Rn are the model parameters, b is the boundary between two classes, and
λ is a regularization parameter. To extend the binary classification to a multiclass
problem, the one-vs-rest strategy [20] is followed, wherein one class is defined as
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positive and all other classes are negative. This strategy is followed for each unique
class in the dataset and the maximum score for xi pertaining to a class Ci = {1, . . . , k}
is used to identify the class label.
2.1.3 Matrix Factorization Techniques
Some of the key matrix factorization techniques are reviewed here. These techniques
have many applications such as feature extraction and embedding data into lower
dimensional space.
Singular Value Decomposition
For a matrix X = (xij) ∈ Rm×n, with m observations, n-dimensional features, and
rank r ≤ min (m,n), the singular value decomposition (SVD) can be formed as
X = USVT . The matrix V= (vij)∈ Rn×n of right singular vectors, represents the
extracted features. The matrix U = (uij) ∈ Rm×m is the left singular vectors. The
diagonal matrix S = (sij) ∈ Rm×n is the matrix of ordered singular values in de-
creasing order. A low- rank approximation Xk = UkSkV
T
k can be obtained using the
k largest singular values along with the corresponding singular vectors.
Principal components analysis (PCA) feature extraction can be formed by the
multiplication Uk×Sk, which yields the transformed observations onto the extracted
feature space [2]. If PCA is performed prior to classification, where there is training
and testing data, the test data can be projected onto the training feature space by
the multiplication X(test) ×V(train)k .
Non-negative Matrix Factorization
Non-negative matrix factorization (NMF) is matrix decomposition technique in which
the data and its components are assumed to be non-negative [21]. This assumption
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has been shown to be useful in face recognition [22] and document clustering [23],
due to the non-negative constraint that forces an additive model of the decomposed
components [22]. NMF is performed by decomposing a matrix X = (xij) ∈ Rm×n into
non-negative matrices U = (uil) ∈ Rm×k and V= (vjl)∈ Rn×k where k ≤ max (m,n)
and xij, uil, vjl ≥ 0. Then the matrix X is approximated by
X ≈ UVT .
The matrices U and V are determined by maximizing the log-likelihood function for























since the data is positive.
In NMF, typically k  m and k  n, which results in a compressed version of the
original data X. Thus, the approximation can be described as a linear combination






Independent component analysis (ICA) is a solution to the problem of blind source
separation (BSS). ICA is similar to PCA in that represents the data using new basis
functions. However, its rational for doing so is different. A canonical example used
to describe ICA is the “cocktail party problem”, in which the objective is separate
out the voices from n individuals in a room that were recorded by n randomly placed
microphones in a room. The problem here is that the randomly placed microphones
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measures a different mixture of voices. In this case ICA is used to unmix the source
signals, which are the voices. Formally ICA is defined as
xi = Asi
where A∈ Rn×n is the mixing matrix, xi ∈ Rn are the mixed signal observations, and
si ∈ Rn are the signal sources. The goal is to find a mixing matrix that maximizes
non-Gaussianity and minimizes the mutual information among the sources [25]. Then,
the unmixing matrix W = A−1 can be applied to recover si = Wxi, or in this case
the voices of each individual.
2.1.4 Neural Networks and Deep Learning
The learning models discussed so far follow a two-layer architecture [1]. In unsuper-
vised learning, this is observed as the features being extracted from the original data
using matrix factorizations. In supervised learning, this is seen as the mapping of the
observed data to labels. A class of models that can extend the two-layer specification
are the neural network models. Neural networks, in their simplest form, are based on
a single neuron g(z) that can be stacked or connected with as many other neurons
as needed. Some common functions that are used to define a neuron are the identity,
sigmoid, or rectified linear unit (ReLU) functions, which are shown below
g (z) =
1
1 + exp (−z)
(sigmoid)
g (z) = max(0, z) (ReLU)
g (z) = z (indentity)
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for some random variable z ∈ R. ReLu and sigmoid are both nonlinear functions.
Thus a function g(z) is used to calculate the “activation” of a neuron, which is usually
denoted by a vector a in the hidden layers. The simplest form of a neural network
consists of an input layer of data, a hidden layer of the features learned by the model,
and output layer.
Depending on the specification of the output layer, a neural network can be used to
perform supervised learning for regression or classification and unsupervised learning
for feature extraction. A three-layer neural network (input, hidden, and output layers)
for performing classification on m observations using logistic regression is shown for
an n-dimensional input vector x ∈ Rn and binary label y ∈ {1,−1}
a[0] = x (indentity)





z[2] = W[2]a[1] + b[2]
a[2] = z[2] (indentity)
y = a[2]
where the layer numbers are indicated by “[i]” superscript. The input layer is denoted
by the “[0]” superscript, the hidden layer by “[1]”, and output layer by “[2]”. The
model weights/parameters are W[1] ∈ Rk×n for the hidden layer and W[2] ∈ R1×k for
the output layer. The bias parameters are denoted by b[1] ∈ R1×k and b[2] ∈ R. In the
weight layers, k is the number hidden neurons, which are used to learn the mapping
from the n input features to a reduced feature space representation of k dimensions.
The model classifies the input x based on this reduced feature representation. The
model and bias parameters are trained with gradient descent using cross entropy as
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the loss function on the output layer values [26].
Using a similar architecture to the logistic regression network, feature extraction
or “feature learning” using neural networks can be performed. Except in this case,
the output label layer is replaced with an estimate of the input features, which makes
the model an unsupervised learning algorithm. This type of neural network is called
an autoencoder [5] and is shown in Figure 2.1. An example architecture of an au-
toencoder for a n-dimensional random observation x ∈ Rn reduce to k features is
shown
a[0] = x (indentity)





z[2] = W[2]a[1] + b[2]
a[2] = z[2] (indentity)
x̂ = a[2]
where x̂ ∈ Rn is an estimate of x, W[1] ∈ Rk×n, W[2] ∈ Rn×k, b[1] ∈ Rk, and b[2] ∈ Rn.
In the autoencoder, the activation vector a[1] ∈ Rk is the input vector x transformed
on to the k extracted features of W[1]. For a data matrix with m observations,
X = (xij) ∈ Rm×n, the data would be transformed as Xnew = (xij) ∈ Rm×k, similar
to the matrix factorization techniques discussed previously. In the autoencoder, if
in place of the sigmoid activation function, the identity function was used, then
the autoencoder would become a PCA model. Neural network are able to perform
“feature learning” due to the nonlinear “activation functions” g(z). For images,
many of these “learned features” appear like Gabor filters, which until the application
autoencoders to images, needed to be handcrafted.
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Figure 2.1: Autoencoder neural network. A three-layer neural network that
encodes the input features x into a hidden layer of features a[2]) by matching the
reconstruction x̂.
With current computational resources, the number of hidden layers can be in-
creased greatly, hence the name deep learning for neural networks with many hidden
layers and features. Current models in vision research can have at least 19 layers [27].
2.1.5 Unsupervised Feature Learning
Here we describe a general pipeline for learning features (feature extraction) from
images without using any label information from the data. This framework, called
unsupervised feature learning (UFL) [12, 15, 28], is able to extract high quality fea-
tures using a wide range of feature extraction algorithms, ranging from traditional
matrix factorization techniques like PCA, ICA, and NMF to neural network tech-
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niques like autoencoders, and even using the centroids from K-means. UFL showed
that using careful image preprocessing procedures, equivalent performance to features
extracted from supervised deep learning models is possible [12, 15, 28].
The procedure for performing UFL on the input data X ∈ Rm×n, where m is the
number of observations and n is the number of pixels in an image, is given below (for
details please refer to [12, 15, 28]):
1. Extract l random small patches of size N = w · w · d, where w is the receptive
field size in pixels and d is the dimension of either a grayscale (1 channel) or
RGB (3 channels) color image. The input patches for feature learning is a set
P = {p1, . . . ,pl}, where pi ∈ RN .
2. Apply normalization to each pi by mean subtraction and dividing by the stan-
dard deviation of the pixels, which is followed by pre-whitening (decorrelation
of neighboring image pixels).
3. Apply the feature learning algorithm, which can be any unsupervised learning
algorithm that provides the mapping f : RN → RK , where K is the number
of extracted features.
4. Extract mapped features for the original input images or test set images by
performing matrix convolution with the learned feature mapping f : RN → RK .
5. Pool the features over quadrants to reduce the number of features of the mapped
data.
Once the features are extracted and pooled, clustering or classification can be per-
formed using any other algorithm.
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2.1.6 Performance Evaluation
For all datasets, we have the ground-truth label information at our disposal, thus
standard metrics can be used to assess classification and clustering performance. The
following metrics are used in this thesis:
F− score = 2 · P ·R/(P +R)
Accuracy = (TP + TN)/(TP + FP + TN + FN)
where P = TP/(TP + FP ) is the precision and R = TP/(TP + FN) is the recall
(also known as sensitivity). In the above definitions, TP is the number of true
positives, TN is the number of true negatives, FP is the number of false positives,
and FN is the number of false negatives.
For clustering problems, since the algorithms are blind to the class labels, combi-
natorial optimization is used to determine the lowest cost matching of the clustered
labels and the ground-truth labels. We also use the normalized mutual information
(NMI) metric for evaluating clustering performance. NMI measures the dependence
of clusters on each other and is independent of the label permutations of the clusters.








max (H (C) , H (C ′))
where C and C
′




is the mutual information between




are the individual cluster entropies.
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2.2 Relevant Literature
Related work and important studies related to each of the three main algorithms of
this thesis are reviewed below.
2.2.1 Clustering Pipeline using ICA and UFL
Grouping observed data into cohesive clusters without any prior label information
is an important task. Especially, in the era of big-data, in which very large and
complex amounts of data from various platforms are collected, such as image content
from Facebook or vital signs and genomic sequences measured from patients in hos-
pitals [1]. Often, these data are not labeled and a significant undertaking is typically
required (usually by individuals with domain knowledge). Even in simple tasks, such
as labeling images or video data can require thousands of hours [29, 30]. Therefore,
using the unsupervised learning technique of cluster analysis can aide in the process
of providing labels to observed data [2].
Classical clustering algorithms used for analysis are K-means [31], Gaussian Mix-
ture Models [20], and hierarchical clustering [2], all of which are based on using a
distance measure to assess the similarity of observations. The choice for distance
measure is typically data dependent. For instance, in image data, the similarity be-
tween pixels can be represented by the Euclidean distance, where as in text documents
cosine distance matrix is typically used [22]. Moreover, appropriate feature represen-
tation of the observations is even more critical in order to obtain correct clusters
of the data [32], since improved features provide a better representative similarity
matrix.
Early approaches for learning the appropriate feature space in clustering algo-
rithms implemented deep autoencoders (DAEs) [5]. Song et al. [33] used DAEs to
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directly learn the data representations and cluster centers. Huang et al. [34] em-
ployed a DAE with locality and sparsity preserving constraints, which is followed by
a K-means to obtain the cluster memberships. A more recent and popular approach
by Xie et al. [32] learned the feature space and cluster membership directly using a
stacked denoising autoencoder [35]. Following Xie et al. [32], there have been many
studies proposing deep clustering algorithms to learn the feature space and cluster
membership simultaneously using some form of an autoencoder [13, 36, 37]. A de-
parture from the autoencoder framework was demonstrated by Yang et al. [38], who
used recurrent and convolutional neural networks with agglomerative (hierarchical)
clustering.
Another class of clustering algorithms, called spectral clustering [18, 39], is based
on embedding the graph structure of the data through eigendecomposition (also
known as spectral decomposition) of the Laplacian matrix [17]. Spectral clustering
usually performs better than K-means and the aforementioned classical algorithms
due to its ability to cluster non-spherical data [2]. A key issue in spectral clustering is
to solve the multiclass clustering problem. This is accomplished by representing the
graph Laplacian in terms of k eigenvectors, k being the number classes [40]. Then,
either K-means clustering [18], exhaustive search [39], or discretization [41] is applied
to this lower dimensional representation of the Laplacian to determine the final cluster
memberships. Recently, autoencoders have been applied on the Laplacian to obtain
the spectral embedding provided by the eigenvectors [42]. Another approach has
been to use a deep learning network that directly maps the input data into the lower
dimensional eigenvector representation, which is then followed by a simple clustering
algorithm [43].
The drawback of deep learning methods is that they tend to have many hyper-
parameters, such as learning rates, momentum, sparsity parameters, and number of
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features and layers. All of which can make deep learning models difficult to train,
since hyper-parameters can severely effect performance [12]. Typically, choosing the
correct hyper-parameters requires expertise and ad hoc selection [13, 14]. However,
the high degree of complexity in implementing deep learning-based algorithms [12]
may be a limiting factor of their application in non-computer science based research
fields. To have real-world applicability, clustering applications need to have as few
hyper-parameters as possible [13].
In this study, the aim is to provide a parsimonious and accessible clustering pro-
cessing scheme that incorporates deep learning-style feature extraction, but without
the complex hyper-parameter tuning procedure. The goal is to bridge the gap be-
tween deep learning-based clustering methods and widely available standard cluster-
ing techniques. This is accomplished by using two procedures. First, we improve
the clustering accuracy of standard clustering algorithms by applying Independent
Component Analysis (ICA) [25] blind source separation (BSS) after the initial matrix
factorization step in principal component analysis (PCA) and graph-based clustering
algorithms. Second, we improve the features used for constructing the distance ma-
trix in graph-based clustering techniques by performing feature extraction using deep
learning-inspired feature learning techniques. Prior to any clustering algorithm, we
implement the unsupervised feature learning (UFL) algorithms of ICA with recon-
struction cost (RICA) [44] and sparse filtering (SFT) [45], both of which have only
one tunable hyper-parameter – the number features [45].
By implementing these two procedures we demonstrate that effective clustering
performance that is on par with more complex deep learning clustering models can
be achieved. Thus, the clustering methodologies provided herein are designed to be
simple to train and implement in different data applications.
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2.2.2 Significance Testing of Clusters
Finding meaningful patterns in high dimensional and complex data in scientific, med-
ical, and social media data is one of the key challenges in machine learning. This is
particularly challenging when the number of observations or samples of the data are
low relative to the number of features of the data [46]. An example of this problem
is in functional neuroimaging studies, where the goal is to discover a pattern of brain
activity measured using technology such as electroencephalogram (EEG) or magnetic
resonance imaging (MRI) that is indicative of brain function processing specific tasks.
Typically in these studies the number of subjects is low ( 10 – 20 subjects per study)
in comparison to the high dimensionality of the time-series data (thousands of time
points), which results in a high degree of variance [46]. Furthermore, the sample
size of the study is very low even compared to the general population. Thus, being
able to determine the reliability in the accuracy of the discovered pattern would have
implications in terms of the generalizability of the finding.
The reliability can be assessed using hypothesis testing, which would assign a sig-
nificance level to the discovered pattern in the data. This has been study extensively
with respect to classification problems, in which the null hypothesis assumes that due
to some random occurrence of the data there is correlation between the class labels
and the data [46, 47, 48]. For clustering analysis, the null hypothesis assumes that the
clustering structure is due to some random occurrence of the underlying properties of
the data [3]. However, there is a lack of studies in testing for the significance of clus-
ters, where the focus has been mainly to find number of clusters inherent to a dataset
[49]. For gene expression microarray data, there have been a number studies analyz-
ing the stability of phylogenetic trees and hierarchical clustering using bootstrapping
to determine confidence intervals [50, 51, 52]. Confidence intervals for clusters differs
from significance testing in that the confidence intervals provides a range of ”possible”
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cluster structures from which would representative of the population data.
To perform the significance testing for clustering, the null hypothesis needs to
be formed from randomly generated data. However, this is not a trivial problem
as the random data needs to preserve some of the underlying information regarding
the original data distribution. In nonlinear dynamical systems, this is known as
generating surrogate data [53, 54], where the goal is to perform a hypothesis test
to determine whether the system significantly different from a linear system. For
generating random data in nonlinear systems, many of the random data generations
implementations take advantage of the underlying data structure by keeping constant
one or two these properties (e.g., signal amplitude) while randomizing the remaining
properties (e.g., signal phase) [53, 55, 54].
Following the same principal, to create the null hypothesis for significance testing
clusters, we implement two novel random distributions formed either by: (1) a uniform
distribution projected onto the principal components of the original data; or (2) a
randomized, weighted adjacency matrix. Thus, in this thesis we provide a two new
methods for determining whether the cluster structure obtained is a real and not due
to a random occurrence in the data. For instance it may be possible to achieve high
clustering accuracy, but this may be due to the randomness of the data. Also the
converse problem may be the case where, a cluster exhibits low accuracy, yet it is not
due to chance – i.e., it is significant effect, just small in magnitude.
The two novel distributions for hypothesis testing are applied to the “grouping
problem of paintings” [56], in which a näıve person is unable to cluster paintings with
similar styles without expert knowledge of the art field. The grouping problem is
due to the näıve person’s inability to provide the necessary prior style information
during the training phase of deep neural networks such as CNNs [57]. In our work,
we overcame this limitation of CNNs in feature learning and artistic style clustering
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by using unsupervised feature learning.
2.2.3 LSA Boosted Convolutional Neural Networks
Automated text classification is a classic problem where the objective is to assign a set
of categories to documents. The studies in text classification vary from developing a
sophisticated document feature representation methodology [58, 59] to implementing
the best possible classifiers that use simple document representations [60]. A common
approach in text classification is the bag-of-word as ngrams representation, where
documents are represented with a vector of words that appear in each document
[61]. Although, ngrams are very simple to generate, however, the main challenge
in such a presentation is that the resulting vector is very large and sparse. The
sparsity and semantically understanding text documents are the major challenges in
text categorization [62, 63]. In fact, data sparsity is encountered in ngrams due to
the length of generated text and the use of different words with the same meaning.
Recent studies [64] have used 1-dimensional convolutional layers (1D-CNNs) di-
rectly with one-hot vectors representation of bag-of-words data. Typically this is not
well-suited for convolution networks, wherein dense data is preferred. To mitigate
this issue, an embedding layer to densify the one-hot vectors is preferred prior to the
convolutional layers [65, 66, 67, 68]. An embedding layer takes a large vocabulary and
projects the full representation into smaller dimensional space [65]. Furthermore, in
sentiment analysis [69, 70], CNNs with an embedding layer are similar to long short-
term memory (LSTM) models [71] that have an embedding layer. However, LSTMs
are known to be difficult to train since they are sensitive to hyper-parameters such
as batch size, hidden dimensions, and etc. [72].
Recently, pretrained word vectors obtained from an unsupervised neural network
language model (word2vec [73]) have been successfully used as trainable weights into
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the embedding layer, prior to the convolutional layers [65]. The word2vec (w2v) word
vectors were trained on 100 billion words of Google News. The goal in [65] was sim-
ilar to [74], which showed that for image classification, pretrained features from a
different domain can be fine-tuned to domain specific-tasks. However, if the domain
of the document classification task is very different from the pretrained vectors, clas-
sification accuracy may not reach its full potential, since the purpose of unsupervised
pretraining is to provide relevant features that can improve accuracy [75]. There are
limitations for training word2vec models from natively. The first is that it requires
a large datasets for training. For satisfactory performance, a minimum of 10 million
words should be in the training corpora [76]. For smaller datasets, LSA word vec-
tors were found to provide better performance in semantic similarity tasks [76]. The
second is that there are a number of hyper-parameters that need to be chosen before
successful model training can be implemented [77].
Thus, the goal of this study is to develop simple CNN-based baseline for text
classification using locally trained word vectors. We use locally trained word vectors
from an LSA model, which is easily obtained by SVD on a unigram transformed and
term frequency–inverse document frequency (TFIDF) weighted data. Our model has
the advantage of learning the words embeddings natively, without the onerous hyper-
parameter search and extensive training time. Thus, in the following sections we
highlight how to efficiently setup the LSA-based convolution networks and demon-





The methods developed are given first and then the related methodological advance-
ment and issues are provided.
3.1 Clustering Pipeline using ICA and UFL
An overview of the clustering pipeline implementing unsupervised feature learning
and ICA blind source separation is provided in Figure 3.1. The clustering pipeline
consists of four key components: (1) feature extraction, (2) graph construction, (3)
graph embedding, and (4) K-means clustering.
3.1.1 Benchmark Data
In order to test the generalizability of the proposed clustering methodology, six bench-
mark datasets are used for the experiments; five image datasets and one text dataset
(see Table 3.1 for a summary of datasets). Each dataset is briefly described below:
1. COIL20: grayscale images for object recognition dataset containing 20 objects
positioned at 72 different angles [78].
31
2. COIL100: RGB images of 100 objects at 72 different poses [102]. The images
were downsampled to 32 × 32 pixels from the original 128 × 128 pixels to
facilitate analysis for unsupervised feature learning [12].
3. CMU-PIE: grayscale images of 68 human faces with 4 different poses [79].
4. USPS: grayscale images of handwritten digits (0 – 9) from the USPS postal
service [80].
5. MNIST: grayscales images of handwritten digits (0 – 9) obtained from NIST
[81].
6. REUTERS-10K: A Reuters news service dataset containing text documents
in English that is used for topic recognition. According to the processing scheme
of Xie et al. [32], four topics are extracted: corporate/industrial, govern-
ment/social, markets, and economics. As standard in analyzing text documents,
the term frequency–inverse document frequency (shortened as TFIDF) [61] fea-
ture matrix was computed, using the 2000 most frequent words. The TFIDF
matrix represents how important words are in a document. Following Xie et al.
[32], a subsample of 10,000 observations was used, due to memory limitations
in constructing the graphs.
Dataset COIL20 COIL100 CMU-PIE USPS MNIST REUTERS-10K
# Observations 1,440 7,200 2,856 9298 70,000 10,000
# Classes 20 100 68 10 10 4
Dimensions 32×32×1 32×32×3 32×32×1 16×16×1 28×28×1 2,000
Type Image, pixel Image, pixel Image, pixel Image, pixel Image, pixel Text, TFIDF
Task Object Rec. Object Rec. Face Rec. Digit Rec. Digit Rec. Topic Rec.
Table 3.1: Description of datasets used in experiments.
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Figure 3.1: Pipeline for processing. Each of the components contains the options
available for implementation. The simplest processing pipeline to obtain clustering
results consists of a L2-normalization on the data, followed by K-means clustering.
The processing stream with the most components would consist: (1) L2-normalization
followed by UFL using either RICA or SFT; (2) similarity graph construction; (3)
GNMF or spectral decomposition followed by ICA blind source separation; and (4)
K-means clustering.
3.1.2 Feature Extraction and Unsupervised Feature Learning
For all image datasets, L2-normalization (each observation input feature vector is
transformed to have a unit norm) was performed on the image pixel intensities
(each observation input feature vector is transformed to have a unit norm). L2-
normalization has been empirically shown to improve clustering performance [38].
The L2-normalization was not performed directly on the raw input data of the text
document dataset because for text documents, the TFIDF matrix [61] was con-
structed. Nonetheless, each observation still has unit norm [22]. At this stage, the
normalized image and text data can be used as input into the clustering algorithms.
Following normalization, the feature extraction component diverges into two sep-
33
arate stages. The first stage is performed by principal components analysis (PCA),
which is a linear method of feature extraction and data compression [82]. PCA is
performed on the normalized datasets by using singular value decomposition (SVD).
SVD has been shown to be successful in topic recognition for text documents (Latent
Semantic Indexing [83]) and face recognition in images (using eigendecomposition in
“eigenfaces” [84]). SVD provides a good baseline for comparison to more complex
feature extraction algorithms [22, 85]. For simplicity, the number of principal compo-
nents extracted is set to the number of classes in each dataset. The goal is to embed
the signal that is unique to each class into a vector, as in spectral clustering [17].
The principal components obtained from PCA are then used in K-means clustering
as in Cai et al. [22]. In Cai et al. [22], the number of principal components is not
limited to the number of classes, as in our processing, but the full dimensionality of
the original input is preserved.
After PCA is applied, blind source separation (BSS) can be applied to the ex-
tracted components. BSS is the problem of resolving the mixed signal sources, with-
out knowing the nature of the mixture [86, 87]. ICA is mathematical model of BSS,
where the mixed signals are separated into their original sources. This is accomplished
by determining the mixing matrix that the maximizes non-Gaussianity and minimizes
the mutual information [25]. ICA has been shown to successfully separate source sig-
nals into biological meaningful signals in electroencephalography (EEG) [88, 89] and
functional magnetic resonance imaging (fMRI) data [90, 91]. Furthermore, ICA has
been directly applied data without PCA feature extraction to successfully cluster ge-
nomic data [92]. By applying ICA to the components obtained by PCA, the goal is
provide more salient embedding vectors to the K-means clustering algorithm. In this
study, the popular FastICA algorithm is used for the application of ICA [93].
The second stage of our feature extraction, which is separate from the first stage,
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uses unsupervised feature learning (UFL). UFL is a general term that is used to
describe deep neural network-type feature extraction methods that do not use labels
during model training. Examples of UFL are the deep learning methods of Restricted
Boltzmann Machine (RBM) and autoencoders neural networks [5]. Many of the deep
clustering methods use autoencoders in the core of their models [13, 32, 33, 34, 36, 37].
A disadvantage of deep neural networks such as autoencoders is their parame-
ter complexity during training [12]. To overcome this complexity, RICA and SFT
algorithms have been used as substitutes for the feature learning algorithm. These
algorithms have greatly reduced the number of parameters needed to train an effec-
tive model, thus decreasing training time [44, 45]. Both algorithms have only one
hyper-parameter, which is the number of features or hidden nodes that need to be
learned for proper feature extraction. A summary of RICA [44] and SFT [45] is given
below, where X = (xij) ∈ Rq×N is the input data (with q as the of # observations
and s as the # of features in a random image patch) and W = (wij) ∈ RK×N is the
weight matrix (with K as the # of learned features and N as the # of input features):
1. Reconstruction ICA: RICA relaxes the orthonormal constraint of ICA to
learn an over-complete feature representation. Over-complete features are more
robust to noise, sparse, and may capture the underlying structure of the data





+ λ ‖Wx‖ , where λ is a sparsity parameter.
2. Sparse Filtering: SFT directly learns the kth feature fk of the data by L1-
minimization, without ever modeling the data itself. The feature fk for the i
th




+ γ where γ =
10−8. The feature fk is L2-normalized first by the rows and then the columns.
Then L1-minimization is performed following the normalization steps to ensure
equally distributed sparse feature activation.
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The second stage of UFL feature extraction is only applied to the image datasets.
This is due to the 2D image patch extraction process that is required to implement
RICA and SFT [15, 44, 45]. A detailed discussion about how features are extracted
and convolved to represent a new feature space can be found in [12, 15, 28].
In summary, there are three types of feature extraction streams for the input
data: (1) L2-normalization of the input features, (2) using the L2-normalized data,
PCA feature extraction with the added option of ICA BSS, and (3) unsupervised
feature learning with RICA or SFT using the L2-normalized features. At this stage,
K-means clustering can be directly applied to each of the three types of feature
representations, without using any of the graph-based clustering techniques described
in the subsequent subsection.
3.1.3 Graph Embedding and Clustering
After the feature representation of the input data is finalized, the graph embedding
procedure can be performed on the new representations of the data. This is a two-
step process in which the similarity graph is first constructed and then followed by a
matrix factorization step. Once the matrix factorization is obtained, clustering can
be performed.
We briefly review the process for constructing the similarity graph (for a detailed
review see [17]), as used in this study. First, using the Gaussian similarity function,
s (xi,xj) = exp(−‖xi − xj‖2/2σ2), all pairwise similarities among the observations
X = (xij) ∈ Rm×n (where m is the # of observations and n is the # of input
features) are computed, controlled by the scaling factor σ. Using the similarities
S = (sij) ∈ Rm×m (where m is the # of observations) and the k-nearest neighbor
(kNN) criterion, the similarity graph, otherwise known as the weighted adjacency
matrix W, is constructed [17]. Essentially, the kNN criterion simplifies the similarity
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matrix to a sparse matrix where each observation is connected to only its k-nearest
neighbors and all other entries are set to 0.
To perform clustering using the similarity graph W, it needs to be represented by
k eigenvectors or basis vectors by way of matrix factorization [22]. One method to ac-
complish this is through the standard spectral clustering algorithm [17]. In this study,
the two popular spectral clustering algorithms, both of which require the construction
of the normalized graph Laplacian, are used. The unnormalized graph Laplacian is
defined as L = D−W, where D = (dij) ∈ Rm×m (where m is the # of observations)
is the diagonal degree matrix with diagonal elements set to dii =
∑m
i=1wij and all
other entries set to 0. The first version of spectral clustering used, is the method
formulated by Ng et al. [18] and called SPC-SYM in our study, normalizes the graph
Laplacian according to the following equation, Lsym = D
−1/2LD−1/2, where Lsym is
a symmetric matrix. The second formulation by Shi and Malik [39], called SPC-RW
subsequently, performs the normalization by Lrw = D
−1L, where Lrw is a related to a
random walk matrix [17]. Both algorithms obtain embedding of the similarity graph
by using the k eigenvectors (where k is the number of classes) computed from the
eigendecomposition of their normalized graph Laplacians. SPC-SYM and SPC-RW
both conclude with K-means clustering on the obtained eigenvectors [17].
The second method used in our study to obtain embedding of the similarity graph
W, is the Graph Regularized Non-negative Matrix Factorization (GNMF) algorithm
[22]. GNMF extends non-negative matrix factorization (NMF) by including the ge-
ometrical information of the input data during the minimization phase of the NMF
algorithm [22]. In NMF, the data and the decomposed components are assumed to
be non-negative [21], whereas in SVD the components may take on negative values.
GNMF incorporates the unnormalized Laplacian L while solving for the NMF basis
vectors of the input data [22]. Thus, GNMF embeds the graph structure into k basis
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vectors. To cluster with the GNMF, K-means clustering is performed on the k basis
vectors. For comparison purposes and as in Cai et al. [22], we also provide the clus-
ter memberships obtained from NMF that is performed directly on the data feature
matrix.
On each of the aforementioned graph embedding algorithms, we apply ICA BSS
immediately after the k eigenvectors (from SPC-SYM and SPC-RW) and basis vectors
(from GNMF) are obtained. Then, K-means is applied to obtain the cluster mem-
berships. We also apply ICA BSS directly on the symmetric Laplacian Lsym matrix
to compare to ICA BSS performed on the pre-embedded vectors obtained from SPC-
SYM, SPC-RW, and GNMF. This method is called ICA-SYM, for which we also
apply K-means clustering on the k independent components.
Overall, graph embedding is obtained from four different methods, (1) SPC-SYM,
(2) SPC-RW, (3) GNMF, and (4) ICA-SYM. Since the end goal of each method is
to obtain clustering using K-means, we also refer to the four methods as clustering
methods rather than specific embedding methods.
3.1.4 Experimental setup
As addressed in Dizaji et al. [13], successful clustering algorithms need to have a few
hyper-parameters for wide applicability in real-world situations. Dizaji et al. [13] in
their deep learning-based clustering algorithm, limited their hyper-parameter space to
a fixed set of values, i.e., they did not perform a parameter search. Following the same
principle, we set our clustering processing pipeline to the following hyper-parameter
values:
1. PCA: The number of features is set to the number of classes.
2. ICA BSS: The number of source signals is set to the number of classes.
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3. UFL: The number of features is 256 for both RICA and SFT. This was deter-
mined by the source code examples from [44, 45].
4. kNN graph: The nearest neighbor value k is set to 5, as in Cai et al. [22].
According to [17], the σ scaling factor is set to the mean of value of all of the
kth nearest neighbors from the similarity matrix. On the large datasets such as
MNIST, ordering the similarity matrix to obtain the 5th nearest neighbor for
each observation is very time consuming. To avoid this issue, a smaller set of
observations from the data is used to calculate σ. The smaller sample size is
estimated using the method of estimating population proportions from a smaller
sample [95].
5. Spectral clustering: Two types of normalized graph Laplacians were used,
the symmetric Laplacian and random walk Laplacian[17].
6. GNMF and NMF: The default parameters as provided in the code available
from Cai et al.[24] were used.
7. K-means algorithm: 200 repetitions of the algorithm was used in order to
obtain stable clusters.
In summary, the clustering methods used to achieve the aims of this study are:
1. Without graph embedding: K-means, PCA with K-means, and NMF with
K-means.
2. With graph embedding: SPC-SYM, SPC-RW, ICA-SYM, and GNMF – all
of which used K-means as a final step to obtain the clusters.
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3.1.5 Performance Evaluation
To evaluate the clusters, the standard protocol and performance metrics provided as
given in other studies [13, 32, 96] are used. The number of clusters in all algorithms
is provided by the number of unique ground-truth labels in each dataset. The first
metric used to assess clustering performance is the normalized mutual information
(NMI), which measures the dependence of two labels of the same data [23]. NMI
is independent of the label permutations of the clusters and its values range from
0 (completely independent) and 1 (completely identical). The second measure, un-
supervised clustering accuracy (ACC), is the common accuracy metric computed for
the best matching permutation between clustered labels and ground-truth labels, pro-
vided by the Hungarian algorithm [97]. Implementation details about the two metrics
can be found in Xu et al. [23].
3.2 Significance Testing of Clusters
3.2.1 Painting Data and Preprocessing
Unlike the previous study, here we used a nonstandard (not a benchmark) dataset
to gauge the ability of the novel random distributions to create a null hypothesis for
significance testing. A nonstandard dataset was used since the underlying properties,
such as the latent features, are not well clearly known. Thus, when relying on the
groups output from a clustering algorithm on such a dataset, a reliability analysis
should be performed.
Particularly, for this study, we use the images from the digitized painting gallery
database from abcgallery.com to extract paintings from the following eight styles:
Art Nouveau, Baroque, Expressionism, Impressionism, Realism, Romanticism, Re-
naissance, and Post-Impressionism (Figure 3.2). For Realism, we refer to the artistic
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movement, which started after the French revolution and rejected the exotic themes
of the Romantic style [98]. These eight styles were chosen since they provide sat-
isfactory coverage of the stylistic development of paintings in recent history. Each
style category consisted of 847 randomly chosen paintings, providing 6,776 paintings
in total.
Typically, for unsupervised feature learning and deep neural network learning,
images are considered on the scale of 32 × 32 pixels [12, 57, 99, 100], due to hardware
and computation complexity. This scaling is applicable to grayscale or color images
with RGB channels. Therefore, to facilitate the use of common unsupervised feature
learning and deep learning algorithms, each painting was downsampled to 64 × 49
pixel dimensions using a bicubic interpolation. The average ratio between the width
and height was ∼1.3 among the paintings, which was determined from the mean of
the histogram of the paintings dimensions. If a painting was taller than it was wide,
it was rotated and then scaled accordingly.
Once the data is scaled, the type of feature extraction that will be performed on
the images is chosen. For a comparison of the efficacy of the two random distribution
algorithms for significance testing of clustering, three types of features were used for
analysis in this study. The first case is when no feature extraction is performed, which
means the raw pixels of the images are used as-is. In the second case, PCA feature
extraction is performed on the raw pixels of the scaled images. Finally, in the third
case, UFL feature extraction is performed, similar to the previous study. However,
the difference here is that, instead of using RICA or SFT as the feature extraction
algorithms, K-means is used [12]. Normally K-means is used to obtained cluster
labels, however, if the centroids (the mean of a cluster) are used, then K-means can
be used as feature extracting algorithm [12].
For PCA, 100, 300, 500, and 1000 features were extracted to see the effect of
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varying the number of features. For UFL with K-means, 500, 1000, 2000, and 3000
features were extracted.
Figure 3.2: Types of painting styles. Representative paintings of each style
type employed in this study are displayed.
3.2.2 Clustering
After applying one of the three feature processing steps (raw pixels, PCA, or UFL),
painting styles were grouped using spectral clustering. For this study, we use the
normalized spectral clustering of Ng, Jordan and Weiss [18]. The style labeling of
the final grouping of the paintings provided by the spectral clustering is blind to
the actual painting style labels, hence the correspondence between painting style
labels and clusters must first be established. To overcome the issue of cluster label
assignment [101], the Hungarian method [97], a combinatorial optimization of the
assignment problem, was used to determine the lowest cost matching of the spectral
clustering labels with the painting style labels.
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3.2.3 Performance Evaluation
The outcome of interest is the positive (target) class, therefore it is preferable to use
metrics such as precision (the ratio of clustered paintings that actually belong to the
true style) and recall (also known as sensitivity; the ratio of paintings in the true
style category that have been selected together). The F-score was used as the metric
of interest as it is an unbiased combination (harmonic mean) of the precision and
recall measures. The best-performing painting style or feature extraction method
was defined by having the highest F-score value. Furthermore, to summarize the
performance for a feature selection method, we calculated the average F-score of the
eight styles to create the macro-averaged F-score (F-mac). Sometimes, to compare
our results to other studies where the F-scores are not reported, we use the accuracy
measure.
3.2.4 Hypothesis Testing
The basic goal in determining the significance of clusters is to assess whether the
clustering algorithm has indeed found groupings of data due to similar patterns and
not due to some random structure in the observed data. A significant clustering
would reject the null hypothesis that the clustering structure is random – i.e., the
discovered clusters are due to chance occurrence [3].
To perform hypothesis testing, first the appropriate test statistic t ∈ T (such as
clustering accuracy, F-score, or even NMI) and significance level α (typically 0.05)
needs to be chosen. Given training data with m observations, X = (xij) ∈ Rm×n,
suppose for each xi the ground truth (correct) k clusters Ci ∈ {1, 2, . . . k} are known.
The hypothesis test procedure is as follows:
• Repeat r times with l = 1 . . . r:
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– Generate a random distribution Z = (zij) ∈ Rm×n that preserves some
distribution property from the original data X.
– Perform the clustering algorithm on Z to obtain C
(l)
i ∈ {1, 2, . . . k}








• Construct the empirical cumulative distribution function (ECDF) that esti-
mates the underlying cumulative distribution of T





where the indicator function I is defined by
I(tl ≥ t) =

1 when tl ≥ t
0 when tl < t.
• Determine the test statistic t0 with clustering on X and calculate the p-value
p̂0 = P̂ (t0). If (1− p̂0) ≤ α then the null hypothesis is rejected.
Usually, the number of iterations r is set between 50 – 100. In summary, to calculate
p̂0, count the number of t less than t0 and divide by r. If (1 − p̂0) ≤ α, then the
null hypothesis that cluster structure is due to chance is rejected. An example ECDF
used for hypothesis testing is shown in Figure 3.3. In our experiments r is set to 50,
and the test F-score is used as the test statistic T .
3.2.5 Random Distributions
Two novel random data generation schemes were implemented in this study for gener-
ating the null hypothesis. In the first method, the reference distribution is generated
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Figure 3.3: Empirical cumulative distribution function. If the p-value of the
test statistic, which in this example is clustering accuracy, is higher than 0.254, then
the clustering structure can be considered statistically significant.
by projecting a uniform distribution over the principal components of the data, which
has the benefit of preserving the shape and local structure of the data distribution
[49]. The procedure for generating this distribution is as follows:
• For the data X ∈ Rm×n, remove the mean from each column and perform SVD
to obtain the principal components V (right singular vectors) of the data.
• Then project X onto V to obtain X′ = XV.
• From X′ ∈ Rm×n, generate a new Z′ ∈ Rm×n where each z′i ∈ Rn is defined by




• Project Z′ into the original feature space of X by performing Z = Z′VT .
This first random distribution was performed prior to inputting data into the spectral
clustering algorithm.
In the second method, new data was generated by randomizing the weighted ad-
jacency matrix, which has the effect of preserving the magnitude of similarity among
the observations by assigning similarities to random pairs of data. This randomization
procedure is as follow:
• From the spectral clustering algorithm, select the upper triangle portion of the
weighted adjacency matrix W ∈ Rm×m, excluding the diagonal entries, to form
the upper triangular matrix U.
• Randomize the upper triangle portion of U, first along the rows then by the
columns, excluding the diagonal.
• Then form Z ∈ Rm×m by Z = U + UT .
This random distribution method is implemented immediately after the first step of
the spectral clustering algorithm – i.e., right after the weighted adjacency matrix is
formed.
3.3 LSA Boosted Convolutional Neural Networks
In the following, we describe the implementation of the baseline linear classifier, w2v-
based CNN, and LSA-based CNN models. Document datasets for all models used
the same preprocessing steps.
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3.3.1 Text Document Data
The models were evaluated on three benchmark datasets (IMDB, AGNews, DBPedia).
These three datasets were chosen because they were shown have to high classification
accuracies using linear classifiers on ngram transformed and TFIDF weighted data
[102, 103]. The last two datasets are from [102]. The statistics of the datasets and
the size of training and test data are presented in Table 3.2. All datasets contain
balanced distribution of classes. The information regarding each of the datasets are
described as follows:
1. IMDB Movie reviews: This dataset contains 25,000 training and 25,000 test
samples, wherein the objective is to predict if a given review has either negative
or positive sentiment [104].
2. AGNews: Antonio Gulli’s news (AGnews) article corpus contains 496,835 ar-
ticles from more than 2000 different sources [105]. Only the four largest classes
from this corpus, where each document is represented by the title and descrip-
tion fields are used. For each class, 30,000 training and 1900 testing samples
are used.
3. DBPedia: DBpedia is ontology dataset extracted from Wikipedia [106]. It
contains 14 non-overlapping classes. Each class contains 40,000 training and
5,000 testing samples. Each document is represented by the title and abstract
of each Wikipedia article.
For each review dataset we remove punctuation, hypertext, stopwords, and convert
to lowercase.
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Review Dataset Classes Train Test
IMDB Movie 2 25,000 25,000
AG’s News 4 120,000 7,600
DBPedia 14 560,000 70,000
Table 3.2: Summary of the text document datasets.
3.3.2 Linear Classifier with ngram and TFIDF
To construct the TFIDF weighted {1,2,3}-ngram text representation, first a bag-of-
words (BOW) transformation is performed. The BOW representation is constructed
by using the frequency count of each word (unigram), bigram, and trigram. Then for
the TFIDF weighting [107], the frequency counts (term-frequency) is divided by the
inverse document frequency (IDF). The IDF is the log of the total number of samples
divided by the number of samples in the data. The {1,2,3}-ngram size is limited to
the top 30K most frequent terms, similar to [64]. TFIDF representation, was shown
to generally perform better than the BOW representation [102]. Finally, the TFIDF
weighted {1,2,3}-ngram representation was used with multinomial logistic regression
with the L2 regularization parameter λ = 1 from the LIBLINEAR package [60].
3.3.3 CNN Model
CNNs are feed-forward neural networks, where the features generated by the neural
networks layers are convolved with each other until a final classification is applied.
Typically, the features are extracted from small 2D patches of an image. For instance,
for a 32 × 32 grayscale image, 5 × 5 regions are extracted from which the features
are learned. However, for text documents the 2D patches are simplified down to 1D
patches.
The core of the LSA-based CNN and w2v-based CNN [65] is a 1D-CNN model
[67]. A sentence can be defined by a sequence of n concatenated k-dimensional word
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vectors, xi ∈ Rk,
x1:n = x1 ⊕ x2 ⊕ ...⊕ xn.
The convolution of words, selected by a window of length h, with a filter w ∈ Rh×k
produces the feature mapping ci given by the formula below,
ci = f(w · xi:i+h−1 + b),
where b ∈ R is the bias term and f is a nonlinear function such as the sigmoid
function. Applying the filter ci to all sentences selected by the window h provides the
feature mapping c ∈ Rn−h+1, where
c = [c1, c2, ..., cn−h+1].
Then max-over-time pooling is applied to all the features, where the maximum ac-
tivation value for the filter is obtained. This convolutional process is applied to all
filters for a given window of words. The last step in the CNN model is a softmax
layer, which is used to obtain the output class of the text document. A schematic
workflow of a general word vector based CNN is shown in Figure 3.4. In the sub-
sections below, the details regarding the number of filters, window sizes, and word
vectors is provided.
3.3.4 Embedding Layer
In this study, three types of word vectors are used to initialize the embedding matrix.
First, as a baseline, random word vectors from Wrand ∈ Rd×v are used, which are
initialized by the uniform distribution within the range [-0.05, 0.05]. Second, the
LSA word vectors are formed by using SVD on a unigram transformed and TFIDF
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Figure 3.4: Schematic of the proposed model. In this example, a single sen-
tence of a preprocessed movie review is input into a model where there is a vocabulary
size of 5 in the dictionary. The word vector embedding layer reduces the dimension-
ality of the dictionary to 3. Then 3 parallel 1D-convolutions are applied, using 3
different filter sizes. on which L2 reguralization is performed. Max-over-time pooling
is applied, which takes the single best feature per feature map. Finally, the review is
classified with a score from 1 to 5.
weighted data. Specifically, using only the top d singular values, SVD is performed





Then the LSA word vectors are defined as the rows of
WLSA = UdSd.
Also, according to Levy et al. [77], the word vectors are row normalized, which has
been shown to improve representative accuracy.
Finally, the word2vec word vectors pretrained on 100 billion words of Google News
are used to form W w2v ∈ Rd×v. The word2vec model is a two-layer unsupervised
neural network that produces vector representation of words, similar to LSA. In the
model, the objective function maximizes the log probability of a context word (wO),
given its input words (wI). The output is a n-dimensional vector for each word in the
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vocabulary that represents the weights of the hidden layers. Words that are similar
in context to each other in the training corpus are located close to each other in the
vector space representation. In Figure 3.5, two different w2v model architectures are
shown, the Continuous Bag of Words (CBOW) and Skip-gram models. The CBOW
architecture, predicts a word based on the surrounding context words. The Skip-gram
architecture uses the current word to predict the surrounding words in a fixed-size
window. For infrequent words, the Skip-gram architecture works better, whereas the
CBOW model works faster than the Skip-gram model.
Figure 3.5: Training of word2vec word vectors. The two models of word2vec
architectures are shown here.
The Wrand initializing weights are used to test the efficacy of the vectors WLSA
and Ww2v initializing weights. For the subsequent CNN models presented below, the
following name convention is used, “{ngram range}-WE type-regularization-CNN”,
where “{ngram range}” indicates the window size used on the word vectors, “WE”
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takes on either Wrand, WLSA or Ww2v, and “regularization” is either L2 weight
decay (wt) or dropout (dp) based. The “{ngram range}” and “regularization” are
dependent on the model architectures defined below.
3.3.5 LSA-based CNN Model
To successfully apply LSA in a CNN model, two different architectures were devel-
oped to take advantage of the LSA word vectors. Specifically, networks with ngram
filter sizes = {1,2,3} and {1,2,3,4} are implemented. Each ngram filter size pertains
to a separate and parallel convolutional layer in the model. These layers are finally
concatenated with each other in the max-over-time pooling layer, prior to the soft-
max classification layer. The following are the parameters used for both network
architectures:
1. Filters: The number of filters is set to 128 for each of the ngram filters, which
is a common size in convolutional network models [108].
2. Emedding: The embedding dimension size was set to 300 to match the word2vector
dimensionality [73].
3. Regularization: The regularization was applied to each of the weights in
convolutional layers using an L2 parameter weight decay of of 10e
−5 [64, 109].
4. Activation: Rectified linear units (ReLu) were used as an activation function,
as it has been shown to be sufficient in other studies [102] and also to enable
comparison to the w2v-based CNN model specified in Kim [65].
A summary of the architecture is shown for the {1,2,3,4}-LSA-wt-CNN model in
Figure 3.6. The {1,2,3}-LSA-wt-CNN model follows the same setup except for the
absence of the quadgram filters.
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Figure 3.6: Sample CNN model architecture. The above setup shows the
architecture and parameters for the top performing LSA-based CNN model.
3.3.6 W2V-based CNN Model
The 1D-CNN architecture from Kim [65] was also used to compare against the LSA-
based CNN architecture. The w2v-based CNN architecture uses larger filter sizes since
the word2vectors are designed to capture long distance relationships among words
[73]. The w2v-based CNN model was shown to be an effective classifier compared
to linear and other state-of-the-art classifiers such as RNN’s and LSTM’s [65]. For
the w2v-based CNN architecture, the following parameters as given in [65] were used:
filter sizes = {3,4,5}; embedding dimension size = 300; and dropout [110] used for
regularization. Only the number of filters for each filter size was increased from 100
53
to 128, to enable fair comparison to the CNN model architecture developed for LSA
word vectors.
3.3.7 Experimental Setup
For all three datasets, the vocabulary size of the training corpus was limited to 30K
words for the linear and CNN based models. To test the effectiveness of the LSA and
w2v specific CNN architectures, the Wrand, WLSA or Ww2v word vectors were input
into both types of architectures. The Adadelta optimizer [111] was used to trained
the models for 10 epochs as it was shown to reach convergence quickly [65]. For all




The results based on the methods described in the previous section are provided here.
4.1 Clustering Pipeline using ICA and UFL
Performing ICA blind source separation, after the initial matrix factorization step,
provided the maximum clustering performance (Table 4.1) in four out of six datasets
(COIL100, CMU-PIE, MNIST, and REUTERS-10K). Applying UFL as an initial
processing component helped to provide the maximum performance in three out of six
datasets (USPS, COIL20, and COIL100). Although on the COIL100 dataset, where
both ICA BSS and UFL increased performance, no interaction effect between the
two processing components has been shown (see the multivariate analysis of variance
provided below). Furthermore, across all datasets the maximum performing clustering
algorithms were GNMF (COIL100 and USPS), SPC-SYM, (COIL20 and MNIST) and
PCA (CMU-PIE and REUTERS-10K) as shown in Table 4.1. This demonstrates that
in four out of six datasets, graph-based clustering provides the maximum performance.
None of the datasets exhibited maximum performance without using ICA BSS and/or
UFL, which demonstrates that at least one type of the processing components is
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necessary to achieve the best clustering.
Performance of applied processing (NMI, ACC)
Method L2 L2, ICA L2, RICA L2, RICA, ICA L2, SFT L2, SFT, ICA
COIL20 0.918, 0.857b 0.920, 0.856b 0.929, 0.894b 0.914, 0.885b 0.965, 0.93b 0.946, 0.912a
COIL100 0.914, 0.774b 0.914, 0.784a 0.943, 0.813b 0.962, 0.897a 0.932, 0.765b 0.954, 0.849a
CMU-PIE 0.941, 0.850b 0.986, 0.937c 0.816, 0.716b 0.848, 0.721d 0.844, 0.759b 0.866, 0.774b
USPS 0.845, 0.828a 0.854, 0.810a 0.868, 0.926a 0.850, 0.794e 0.852, 0.817b 0.853, 0.813b
MNIST 0.774, 0.787a 0.824, 0.882b 0.790, 0.828b 0.787, 0.822b 0.790, 0.824b 0.794, 0.853a
REUTERS-10K 0.446, 0.656c 0.460, 0.714c
Table 4.1: Comparison of maximum performance across processing com-
ponents.Bold font within a row indicates the maximum performance obtained for
a dataset. The clustering algorithm providing the maximum performance for given
processing component and dataset is indicated by the following symbols: aGNMF;
bSPC-SYM; cPCA; dSPC-RW; eICA-SYM.
To test the statistical significance and any interaction of the processing compo-
nents, a three-way multivariate analysis of variance (MANOVA) was performed. The
MANOVA revealed that there is no significant interaction among ICA BSS, unsu-
pervised feature learning, and clustering methods. This demonstrates that the per-
formance effects of the three components are independent of each other (as shown
by the NMI results in Figure 4.1A and ACC results in Figure 4.1B). The MANOVA
revealed that there was a statistically significant difference in applying ICA BSS af-
ter the matrix factorizations (Pillais’ Trace = 0.058, F (1,166) = 4.05, p < 0.05).
The post-hoc pairwise t-tests, show that ICA BSS provides higher mean performance
across all datasets (NMI: µICA−ON = 0.783±0.174 and µICA−OFF = 0.716±0.20, p
< 0.05; ACC: µICA−ON = 0.745±0.133 and µICA−OFF = 0.653±0.165, p < 0.001).
The MANOVA also showed that there was significant difference in clustering method
(Pillais’ Trace = 0.54, F (6, 166) = 8.14, p < 0.001). Specifically, GNMF, SPC-RW,
SPC-SYM, and ICA-SYM had the higher mean performance compared to all other
clustering methods (all comparisons p < 0.001), but there was no statistical differ-
ence among these four methods. Although, the UFL processing component was not
statistically significant at the p = 0.05 level, it was significant at the less stringent
p = 0.1 level (Pillais’ Trace = 0.063, F (2, 166) = 2.14, p < 0.1). Post-hoc pairwise
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t-tests at the p < 0.05 level show that the NMI performance is higher with RICA
(µUFL−RICA = 0.774±0.137) and SFT (µUFL−SFT = 0.786±0.144) feature learning
in comparison to the absence of feature learning (µUFL−OFF = 0.706±0.238). All
post-hoc pairwise t-tests were corrected using the False Discovery Rate.
The key results of the processing components on each of the six datasets are
summarized below:
1. COIL20: Feature learning using SFT with SPC-SYM provided the highest
clustering performance (NMI = 0.965, ACC = 0.93), which is better than the
baseline SPC-SYM clustering performance (NMI = 0.918, ACC = 0.857). With
SFT and ICA BSS, GNMF also showed an improvement in both performance
measures (NMI = 0.946, ACC = 0.912) compared to its baseline GNMF clus-
tering performance (NMI = 0.913, ACC = 0.844).
2. COIL100: The best clustering performance (NMI = 0.962, ACC = 0.897)
was obtained with GNMF clustering using RICA feature learning and ICA
BSS. Without feature learning and ICA BSS, GNMF performance is (NMI =
0.9, ACC = 0.713). The addition of the RICA feature learning increases the
performance to (NMI = 0.926, ACC = 0.74). The application of ICA BSS to
GNMF using only L2-normalized features increases the clustering performance
to (NMI = 0.914, ACC = 0.784).
3. CMU-PIE: Clustering performance obtained with SPC-SYM and ICA BSS is
(NMI = 0.947, ACC = 0.879), which is an improvement over the baseline SPC-
SYM implementation (NMI = 0.941, ACC = 0.85). However, when the simpler
method of clustering on the PCA reduced representation of the pixels, followed
by ICA BSS, K-means clustering provides the top performance (NMI = 0.985,
ACC = 0.937).Without any ICA BSS, clustering in the PCA representation
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Figure 4.1: Mean clustering performance.The mean performances (with ±s.d.
error bars) are place over the individual cluster performances. The clustering methods
are organized in ascending order for each performance measure. (A) Mean NMI across
all datasets. (B) Mean ACC across all datasets. ICA BSS tends to have a higher
mean NMI and ACC compared to the absence of ICA BSS. Also, the graph-based clus-
tering methods (GNMF, SPC-RW, SPC-SYM, and ICA-SYM) have a higher mean
performance. Although ICA-SYM has a high mean NMI, it never provided the max-
imum one-off performance, such as in SPC-SYM or GNMF. Under the UFL legend,
OFF indicates that only L2-normalized features were used for clustering.
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provides only (NMI = 0.534, ACC = 0.231) performance. The best clustering
performance using feature learning was obtained with SFT combined with ICA
BSS using SPC-SYM (NMI = 0.866, ACC = 0.774), which is still lower than
baseline SPC-SYM performance.
4. USPS: The best clustering performance was obtained with RICA feature learn-
ing and GNMF (NMI = 0.868, ACC = 0.926). The baseline GNMF performance
was (NMI = 0.854, ACC = 0.828), which was higher than the baseline SPC-
SYM performance (NMI = 0.842, ACC = 0.814). When the ICA BSS was
applied to GNMF, the performance of the NMI increased, but the accuracy
decreased (NMI = 0.854, ACC = 0.810).
5. MNIST: The best clustering performance was obtained with SPC-SYM / SPC-
RW using ICA BSS (NMI = 0.824, ACC = 0.882). The performance of the
baseline SPC-SYM and SPC-RW were (NMI = 0.779, ACC = 0.756) and (NMI
= 0.757, ACC = 0.67), respectively. When RICA feature learning was ap-
plied to SPC-SYM, the performance increased to (NMI = 0.79, ACC = 0.828).
When ICA BSS was combined with RICA feature learning for SPC-SYM, the
performance decreased slightly (NMI = 0.787, ACC = 0.822). With GNMF
clustering, the baseline performance (NMI = 0.774, ACC = 0.787) improved
when ICA source was applied (NMI = 0.813, ACC = 0.845). Improvement to
the GNMF baseline performance was also achieved when SFT feature learning
was combined with ICA BSS (NMI = 0.794, ACC = 0.853).
6. REUTERS-10K: When PCA dimension reduction followed by ICA BSS is
applied directly applied to the TFIDF matrix, K-means clustering provides the
top clustering performance (NMI = 0.46, ACC = 0.714). Without ICA BSS,
PCA dimension reduction provides an accuracy of (NMI = 0.446, ACC = 0.656).
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The next best clustering performance was provided by NMF without (NMI =
0.318, ACC = 0.546) and with ICA BSS (NMI = 0.428, ACC = 0.638).
The results from this study are compared to the deep learning-based cluster-
ing methods in the following studies: Deep Embedding Network (DEN) [34], Dis-
criminatively Boosted Clustering (DBC) [112], Infinite Ensemble Clustering (IEC)
[113], autoencoder-based Clustering (AEC) [33], Deep Embedded Clustering (DEC)
[32], Deep Clustering Network (DCN) [37], Deep Convolutional Embedded Clustering
(DCEC) [114], Deep Embedded Regularized Clustering (DEPICT) [13], Variational
Deep Embedding (VaDE) [36], autoencoder with K-means clustering (AE+K-means)
[32], Information Maximizing Self-Augmented Training (IMSAT) [115], NMF with
Deep learning model (NMF-D) [116], Joint Unsupervised Learning (JULE) [38].
The results are also compared to the state-of-the-art clustering methods that are
not based on deep learning methods. These methods are: Graph Degree Linkage-
based Agglomerative Clustering (AC-GDL) [117] and Agglomerative Clustering via
Path Integral (AC-PIC) [118], Spectral Embedded Clustering (SEC) [119] and Local
Discriminant Models and Global Integration (LDMGI) [96]. The comparisons are
summarized in Table 4.2 and given below.
The implementation of ICA BSS and/or unsupervised feature learning with graph-
based clustering algorithms outperformed all other state-of-the-art non-deep learning
clustering methods (Table 4.2). With respect to deep learning-based clustering algo-
rithms, our methodology performed second best after the JULE algorithms (JULE-SF
and JULE-RC) in three out of six datasets (COIL20, COIL100, and CMU-PIE).
The key results of the processing components on each of the six datasets are
summarized below:
1. COIL20 Our SPC-SYM with SFT feature learning was 3.5 percentage points
(p.p.) less than JULE (both JULE-SF and JULE-RC had perfect NMI) in NMI
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Dataset
Method COIL20 COIL100 CMU-PIE USPS MNIST REUTERS-10K
Baseline
K-means 0.735, 0.597 0.822, 0.615 0.532, 0.239 0.659, 0.694 0.527, 0.553 0.356, 0.541
Deep Learning
AE+K-means –, 0.818 –, 0.666
NMF-D 0.692, – 0.719, – 0.920, 810 0.287, 0.382 0.152, 0.75
TSC-D 0.928, 0.899 0.651, 0.692
DEN 0.870, 0.725
DBC 0.895, 0.793 0.905, 0.775 0.724, 0.743 0.917, 0.964
IEC 0.787, 0.546 0.641, 0.767 0.542, 0.609
AEC 0.651, 0.715 0.669, 0.760
DCN 0.810, 0.830
DEC 0.924, 0.801 0.586, 0.619 –, 0.818 –, 0.722
DCEC 0.826, 0.790 0.885, 0.890
DEPICT 0.974, 0.883 0.927, 0.964 0.917, 0.965
JULE-SF 1.000,– 0.978, – 0.984, 0.980 0.858, 0.922 0.906, 0.959
JULE-RC 1.000, – 0.985, – 1.000, 1.000 0.913, 0.950 0.913, 0.964
VaDE –, 0.945 –, 0.798
IMSAT –, 0.984 –, 0.719
SpectralNet 0.924, 0.971
Non-Deep Learning
AC-GDL 0.865, – 0.797, – 0.934, 0.842 0.824, 0.867 0.017, 0.113
AC-PIC 0.855, – 0.840, – 0.902, 0.797 0.840, 0.855 0.017, 0.015
SEC 0.511, 0.544 0.779, 0.804
LDMGI 0.563, 0.580 0.802, 0.842
Ours* 0.965, 0.93 0.962, 0.897 0.986, 0.937 0.868, 0.926 0.824, 0.882 0.460, 0.714
Table 4.2: Comparison of clustering performance across different datasets
and clustering techniques. When available, both NMI and ACC are presented
in each cell, where the first value is the NMI. If the cell is blank then the clustering
method was not used on the dataset. *The maximum clustering performance obtained
by the processing components proposed in this study is provided for each dataset.
performance. Overall, SPC-SYM with SFT ranked 2nd (out of 6) compared to
5 other deep clustering methods.
2. COIL100: GNMF with RICA feat learning and ICA BSS performed 1.6 p.p.
and 2.3 p.p. less than JULE-SF and JULE-RC, respectively, in NMI. GNMF
with RICA and ICA BSS ranked 2nd (out of 5) compared to 4 other deep
clustering methods.
3. CMU-PIE: The simple combination of PCA with ICA BSS performed almost
on par with the much more complex JULE algorithm, which uses a combination
of recurrent and convolutional neural networks. Specifically, before any model
fine-tuning is applied to the JULE algorithm (JULE-SF), our PCA and ICA
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combination was 0.2 p.p. higher in NMI performance. However, this advantage
is lost once the JULE algorithm is fine-tuned (JULE-RC). PCA with ICA BSS
ranked 2nd (out of 5) compared to 4 other deep cluster methods.
4. USPS Using RICA with GNMF performed third best after the JULE-RC and
DEPICT algorithms, outperforming seven deep learning clustering methods.
This new combination even outperformed JULE-SF by 1 p.p. in NMI and 0.4
p.p. in ACC. Overall, RICA with GNMF ranked 3rd (out of 9) compared to 8
other deep clustering methods.
5. MNIST: Our clustering algorithm performed better than seven other deep
learning clustering algorithms by simply using ICA BSS after eigenvector de-
composition of the normalized Laplacian used in SPC-SYM. However, it ranked
8th (out of 15) compared to 14 other deep clustering methods. Nonetheless, it
performed better than the popular algorithms of DEC by 0.8 p.p. in NMI and
3.8 p.p. in ACC and DCN by 1.4 p.p. in NMI and 5.2 p.p in ACC.
6. REUTERS-10K: Our implementation of clustering in the PCA space with
ICA BSS, performed better than AE+K-means by 4.8 p.p. in NMI, however it
did not exceed any other deep learning clustering algorithms, ranking 4th (out
of 5) in comparison to 4 other deep learning methods. Nonetheless, our PCA
and ICA combination performed on par with the DEC and IMSAT algorithms,
which were 0.5 and 0.8 p.p. in NMI, respectively, better than our clustering
performance.
The computational environment was setup on a computer with 20 GB of memory
and AMD - FX-6300 3.5 GHz 6-Core CPU. For the largest dataset, (MNIST), the
running time for our best performing algorithm (SPC-SYM with ICA BSS) is 20
minutes. With feature learning, such as SFT, in addition to graph-based clustering,
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the running increases to 5 hours for GNMF and 4.9 hours for SPC-SYM. For the USPS
dataset (the second largest dataset), our best result using RICA feature learning with
GNMF clustering took 18 minutes to run. Adding a separate ICA BSS (∼0.5 seconds),
does not noticeably increase the running time because clustering time is reduced by
one second on the ICA components.
4.2 Significance Testing of Clusters
The effect of PCA, UFL, and absence of feature extraction on the clustering perfor-
mance of paintings based on style is displayed in Table 4.3. Following feature extrac-
tion with UFL and PCA, the best overall spectral clustering performance provided
by feature extraction method was found using the UFL method with 500 features
(F-mac = 0.212). The best PCA based clustering performance (F-mac = 0.185) was
demonstrated with only 100 principal components. Clustering only with the raw im-
age painting pixels provided an F-mac of 0.197, which was better than using PCA
for feature extraction. This indicates that the best UFL features performed 14.37%
and 7.57% better than PCA features and raw pixels, respectively, for painting style
clustering.
In Figure 4.2, the best performing clustering of the UFL and PCA feature extrac-
tion method, along with the raw pixel features, are visualized as a scatterplot, where
it is seen that the UFL has more cohesive and disjointed groupings of paintings com-
pared to the PCA based groups, which have overlapping and diffuse clusters. Also,
the groups based on the UFL features are organized in a way which suggests some
semantic relationships among different art movements, whereas the raw pixel features
have a linear organization, which is unlikely due to some stylistic overlap of art move-
ments. For instance, we see in the bottom right of Figure 4.2A that Romanticism
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Table 4.3: Painting style clustering. †F-mac is the average of the F-score; bold
indicates the best F-mac score across the different feature extraction methods. Not
significant F-score values for the clusters based on raw pixels, PCA 100, and UFL
500 features are indicated by italics.
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Figure 4.2: Scatterplot of painting styles clusters. The groupings of the paint-
ing styles obtained from spectral clustering are plotted as a scatterplot by projecting
onto its first two multidimensional scaled components (MDS) of the data. MDS is
essentially a visaulization of the similarity of observed data in a dataset. The size
of each node, which represents a single painting in the dataset, is determined by its
degree (i.e., the number of connections each painting has to other paintings). As a
result, the larger a node, the more connections that painting has to other paintings.
Also, the distance between nodes (paintings) demonstrates the similarity between
paintings. Similar or related paintings and styles are in close proximity, while dis-
parate paintings and styles are distant.
is a neighbor of Realism and Art Nouveau, which is not surprising given that the
main Romanticism artistic movement occurred before the Realism and Art Nouveau
movements [120]. Also, the Realism stylistic movement developed in response to the
Romantic ideals [98]. At the top of Figure 4.2A, we see the Baroque style is sur-
rounded by the Renaissance, Art Nouveau, and Realism styles. Generally, it is seen
that the Baroque is highly ornate and eccentric in comparison to the Renaissance
style [121], which preceded it. However, the Art Nouveau style is also known as a
highly ornamental style, [122] similar to the Baroque style. These semantic organi-
zations of the stylistic movements by using only the information extracted by UFL
from the content of the paintings is quite surprising, since it indicates that historical
knowledge of the stylistic movement can be directly determined from the paintings
without use of any other information.
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Figure 4.3: Confusion matrices of clustering of painting styles. Each entry
of the confusion matrices are scaled by the total paintings in a column, which in
essence provides precision, i.e., the ratio of clustered paintings that actually belong
to the true style.
The confusion matrix in Figure 4.3A demonstrates that the clustering of styles
using 500 UFL features produced the maximum number of paintings correctly in 6 out
of 8 styles, as determined by the cost analysis. These styles include the Baroque, Im-
pressionism, Art Nouveau, Romanticism, Expressionism, and Renaissance styles. The
confusion matrix in Figure 4.3B shows that the clustering of paintings using 100 PCA
features, also assigned the maximum number of paintings in style 6 out of 8 styles
a well. These were the Baroque, Impressionism, Post-Impressionism, Realism, Art
Nouveau, and Expressionism styles. However, using the 100 PCA features, the clus-
tering algorithm predicted style groupings with poorer recall rates (Table 4.3). This
means that only a few of the paintings that actually belong to a style group were se-
lected. For instance, the precision of the Art-Nouveau cluster using 100 PCA features
was 0.508, but the recall was 0.078, which is very poor. For the same Art Nouveau
cluster using 500 UFL features the precision, although lower, was 0.194. However,
the recall was 0.28, which is much better than the recall rate of 0.078 obtained by the
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100 PCA features. Clustering with raw pixels (Figure 4.3C) provided the maximum
painting counts in the four painting styles of Baroque, Post-Impressionism, Realism,
and Expressionism.
The significance tests for painting style clustering was performed on the top per-
forming UFL and PCA features based on the F-scores. It was also perfored on the
clusters obtained by the raw pixels. The random PCA and similarity matrix distribu-
tions for simulated data, revealed that the Realism and Romanticism clusters formed
by the 500 UFL features and the raw pixels were both due to chance and not due to
the features specific to those painting styles. Both random distribution generation
schemes provided the same results for the hypothesis tests across all stylistic clusters
for the 500 UFL and raw pixel based features, although they had different cutoff
points for significant p-values. Also, the significance tests indicated that clusters
found using 100 PCA features for the Romanticism and Art Nouveau stylistic groups
were not statistically significant. Here again, both types of the random distributions
provided the same conclusions based on the hypothesis tests.
4.3 LSA Boosted Convolutional Neural Networks
Table 4.4 presents the experimental results of the proposed CNN architecture for LSA
word vectors against the baseline linear model and the CNN architecture designed
for w2v word vectors. The best performing CNN architecture and word vector type
across all datasets was the {1,2,3,4}-WLSA-wt-CNN model. It had a higher accu-
racy than all other models. For the IMDB and AGNews datasets, the Ww2v word
vectors reached their maximum accuracy using the {1,2,3}-Ww2v-wt-CNN models in-
stead of the {3,4,5}-Ww2v-dp-CNN model, which was specifically designed for Ww2v.
Moreover, on the AGNews dataset, Ww2v word vectors were tied for accuracy on
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the {1,2,3}-Ww2v-wt-CNN and {1,2,3,4}-Ww2v-wt-CNN models. On the DBPedia
dataset, Ww2v word vectors reached its peak accuracy using the {3,4,5}-Ww2v-dp-
CNN model. Even then, it only tied the {1,2,3,4}-Ww2v-wt-CNN model.
Model IMDB AGNews DBP
{1,2,3}-TFIDF-Logistic Reg. 0.8942 0.9142 0.9797
{1,2,3}-Wrand-wt-CNN 0.8957 0.9201 0.9847
{1,2,3}-Ww2v-wt-CNN 0.8996 0.9201 0.9854
{1,2,3}-WLSA-wt-CNN 0.9001 0.9209 0.9858
{1,2,3,4}-Wrand-wt-CNN 0.8961 0.9195 0.9849
{1,2,3,4}-Ww2v-wt-CNN 0.8989 0.9201 0.9859
{1,2,3,4}-WLSA-wt-CNN 0.9010 0.9213 0.9862
{3,4,5}-Wrand-dp-CNN 0.8886 0.9159 0.9842
{3,4,5}-Ww2v-dp-CNN 0.8965 0.9196 0.9859
{3,4,5}-WLSA-dp-CNN 0.8980 0.9195 0.9855
Table 4.4: Classification accuracy for text documents. Bold face indicates
best accuracy for a dataset.
When the {3,4,5}-WE type-dp-CNN architecture was used, Ww2v performed bet-
ter than WLSA and Wrand on the AGNews and DBP datasets, but not on the IMDB
dataset, demonstrating that this architecture is w2v specific. Nonetheless, this archi-
tecture never achieved the maximum performance. Also, on all of the CNN architec-
tures, Wrand performed better than the linear ngram models. However, the Wrand
word vectors still performed worse than WLSA word vectors on all datasets, but tied
the Ww2v word vectors on the AGNews dataset.
The average accuracy across all datasets was higher for the {1,2,3,4}-WE type-wt-
CNN (mean = 0.9349) and {1,2,3}-WE type-wt-CNN (mean = 0.9347) architectures
in comparison to the {3,4,5}-WE type-dp-CNN (mean = 0.9326) architecture. Al-
though, the {1,2,3,4}-WE type-wt-CNN and {1,2,3}-WE type-wt-CNN models have
a small difference in mean performance, the extra quadgram in the former model
helped to provide the individual maximum classification accuracy with WLSA, which







Table 4.5: Comparison of classification accuracies of the LSA-based CNN
to character-based CNN models. Accuracy values of the character-based CNNs
are taken from their respective studies. Bold face indicates best accuracy for a dataset.
We also compared the {1,2,3}-WE type-wt-CNN model to state-of-the-art character-
based CNN classifiers used in document classification in Table 4.5. These CNN models
use alphanumeric characters to embed the documents rather than words. The idea
is to learn the semantic relationships of the words in higher convolutional layers in
a similar way to image classification tasks used for CNNs, where the input data are
only pixels [102, 123]. The models mainly differ in the number of convolutional layers
and the filters sizes in CNN architecture. The model of the character-based CNN by
Zhang et al. [102] uses 6 convolutional layers with filter size of 7 (on the first two con-
volutional layers) and 3 (on the remaining convolutional layers), which is designated
as 6-Wchar-CNN. In Conneau et al. [123], either 9 convolutional layers or 29 convo-
lutional layers with filter size of 3 was used, which are designated as 9-Wchar-CNN
and 29-Wchar-CNN, respectively. Compared to these models, our best performing
{1,2,3,4}-WLSA-wt-CNN model had the highest accuracy on the AGNews and sec-
ond highest accuracy on the DBPedia datasets. Comparison results for the IMDB




In the subsequent sections, the implications of the methods presented in this thesis
are discussed in detail.
5.1 Clustering Pipeline using ICA and UFL
It is demonstrated that standard clustering techniques, especially graph-based meth-
ods, can be used to achieve equivalent or better clustering performance than deep
learning clustering algorithms when ICA blind source separation and unsupervised
feature learning algorithms are applied. ICA BSS applied to either the PCA features
vectors or to the graph-embedding vectors increased the saliency of the class-specific
feature embedding. This is the first study to apply ICA BSS as an improvement to
the multiclass problem in graph-based clustering algorithms. UFL using RICA and
SFT helped build an improved similarity graph representation of the original input
data, which is critical in graph-based clustering algorithms such as spectral clustering
and GNMF.
In Figure 5.1A, ICA BSS separates the CMU-PIE face signals into distinct sources,
which are indicated by a step function-like feature in each signal. Whereas the PCA
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signals (Figure 5.1B) do not exhibit any distinct feature across the different class
source signals. With PCA, the majority of the source signal information is carried in
the first few components, thus confusing the different class information. Surprisingly,
in the CMU-PIE dataset, PCA with ICA BSS and K-means clustering performed
better than the more advanced graph-based clustering algorithms that used UFL
extracted features. This may be due to the fact that UFL may be extracting noisy
features thus decreasing the similarity graph’s representation efficacy. This may be
the case when UFL feature extraction has the undesired effect of decreasing baseline
clustering performance for any of the clustering algorithms.
Furthermore, limiting the number principal components to only the number of
classes in K-means combined with PCA, helped to extract only the pertinent class-
specific features. First, PCA captures only the necessary variance by eliminating the
extra information, and then BSS using ICA separates the signals pertaining to each
class. Although unexpected, clustering success in the REUTERS-10K text document
dataset is not altogether surprising. Since, ICA has been shown to perform reasonably
well on text documents in the task of topic classification and information retrieval
[124, 125].
Figure 5.2 plots the estimated clusters obtained from GNMF for the USPS dataset
using both the L2-normalized and RICA features. The L2-normalized features used
for clustering fail to highlight distinct groupings (Figure 5.2B) in the USPS digit
data, while the RICA features provide much more compact clusters (Figure 5.2A),
which is also evidenced by the higher clustering NMI and ACC. This shows that em-
ploying UFL for feature extraction is better able to capture the underlying structure
in data, which is important for building an accurate similarity matrix [32]. Further-
more, without any hyper-parameter search in the feature learning procedure, a high
clustering performance that is better than many advanced deep clustering techniques
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Figure 5.1: CMU-PIE ICA blind source separation. The first 20 signals are
shown from a total of 68, which is the total number of possible clusters. (A) Each of
the ICA sources on the top panel has a distinct signal. (B) The PCA sources do not
show much separation, which is the reason for its poor clustering performance.
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is achieved.
The limitations of the clustering methodology presented in our study are mainly
due to the processing speed of the similarity graph and the matrix factorizations
[43]. However, the speed limitation of the matrix factorization is due to the initial
eigendecomposition and NMF computations. Otherwise, once the k basis vectors or
eigenvectors have been obtained, the ICA computation is fast since the dimensionality
of these vectors are small. Nonetheless, as a simple and effective boost to spectral
clustering and GNMF, ICA blind source separation can be used alongside UFL with
RICA or SFT.
Given the multiple stages of processing in the proposed clustering pipeline, guide-
lines for its recommended usage are provided. Initially, PCA with the number compo-
nents set to the number of classes and ICA BSS using K-means should be applied as
a simple baseline. This should be an effective baseline for text documents. In image
datasets, another effective baseline would be to use GNMF or SPC-SYM using ICA
BSS. GNMF or SPC-SYM using UFL with RICA and SFT for feature extraction can
also be used as alternate clustering algorithm. Finally, GNMF or SPC-SYM using
ICA BSS and UFL feature extraction can be used as a last attempt to obtain high
clustering performance.
The proposed pipeline is effective for small (1,000 – 2,000 observations, such as
COIL20, COIL100 and CMU-PIE) to medium-large datasets (10,000 – 50,000 ob-
servations, such as USPS and REUTERS-10K). Beyond 50,000 observations, deep
clustering methods may be more suitable due to computation time of the similarity
graphs, basis vectors, and eigenvectors [43]. The pipeline can be very useful for medi-
cal data, specifically in the analysis of electronic health records, where the number of
observed patients is typically ∼1000 [126], due to the difficulty of collecting pertinent
patient data. On a dataset with less than 50,000 observations, deep clustering algo-
73
Figure 5.2: Visualization of the USPS clusters in multidimensional space.
MDS is performed on the similarity matrix of the observations. (A) Clusters based
on RICA extracted features are more distinct and homogeneous. (B) Clustering on
the pixels only after applying L2-normalization did not provide sufficient separation
of the clusters.
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rithms may require too much overhead in terms of hyper-parameter setup, without
providing a large improvement in terms of clustering performance.
5.1.1 Overall Evaluation
Graph-based clustering performance can easily be improved by applying ICA blind
source separation during the graph Laplacian embedding step. Applying unsupervised
feature learning to input data using RICA or SFT, also improves clustering perfor-
mance. Surprisingly in some cases, high clustering performance can be achieved by
simply performing K-means clustering on the ICA components after PCA dimension
reduction on the input data.
Compared to state-of-the-art non-deep learning clustering methods, ICA BSS
and/or UFL with graph-based clustering algorithms outperformed all other meth-
ods. With respect to deep learning-based clustering algorithms, our methodology
obtained the following rankings on the six different datasets: COIL20, 2nd out of 5;
COIL100, 2nd out of 5; CMU-PIE, 2nd out of 5; USPS, 3rd out of 9; MNIST 8th out
of 15; and REUTERS-10K, 4th out of 5.
These findings demonstrate the robustness of standard clustering methods when
implemented with careful processing. Instead of developing complex deep learning
clustering implementations, equivalent results can be achieved from existing standard
techniques with the modifications presented herein. Furthermore, the clustering im-
plementation presented in this study may also be used as an empirical baseline to
justify use of sophisticated deep clustering learning networks and to reduce computa-
tion times. For future studies, increasing the speed of building the k nearest neighbor
graph used in spectral clustering and GNMF will be investigated.
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5.2 Significance Testing of Clusters
We demonstrated two new types of data distributions used in performing a reliability
analysis of clusters for hypothesis testing: (1) a uniform distribution projected onto
the principal components of the original data and (2) a randomized, weighted adja-
cency matrix. These distributions are used to form the null-hypothesis, which were
used to assess the statistical significance of painting style clusters.
Also in this study it was demonstrated the feasibility of capturing stylistic infor-
mation from a large dataset of digitized paintings without any prior knowledge of
the painting styles or the types of features. We also demonstrated it may be possible
to capture historical knowledge of the stylistic movements by utilizing only the UFL
features extracted from the content of painting images. Thus, we have introduced a
method to capture the stylistic characteristics of art in an objective manner. This
greatly simplifies the feature extraction process in art, as it has been indicated by
Shamir [127, 128, 129] that a great variety of handcrafted features are necessary to
successfully capture the characteristics of art. Our success is due to that fact that we
utilized the recently proposed UFL algorithm [12, 15, 28], which facilitates the use of
a deep learning-like algorithm.
Shamir et al. [130] have shown that computers are able to exceed in accuracy
the detection of abstract art created by children versus actual artists. In this study,
Shamir et al. [130] used their specialized feature extraction algorithm [131, 132],
however, it may be possible to obtain similar results using the simple UFL method
demonstrated here. Another similar use of the UFL features could be to detect when
an artist decides to change their painting style. For instance, it is known that Edouard
Manet painted in both Realism and Impressionist styles.
Previous studies of clustering paintings by style [133, 56] had not analyzed the
accuracy and reliability or significance of grouping paintings together by style, i.e.,
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whether the style clusters were due to chance occurrence of the painting image data.
Grouping paintings based on style is not a trivial problem [56], where näıve indi-
viduals can easily be influenced by the content of a painting, leading to incorrect
style clusters [133]. Spehr et al. [133] clustered 772 paintings, using kernel PCA
feature transformation and K-means clustering, however, they employed handcrafted
features, such as template matching, semantic content, shape segmentation, and color
distribution features, which required an intermediate feature selection step to choose
the relevant features. Furthermore, Spehr et al. [133] failed to provide a performance
metric such as the accuracy or F-score, but rather used a derived measure, which
only provided the relative discriminability among clusters, despite having the ground
truth style labels, most likely due to the issue of cluster label assignment [101].
Other clustering studies [134, 128], which also utilized handcrafted features to
group paintings by their creating artists, failed to provide quantitative metrics re-
garding the performance of the clusters. In Lombardi [134], clusters were only used
as a visualization tool, demonstrating the divergence among artists by their paintings.
In Shamir and Tarakhovsky [128], using only 994 paintings from a total of 34 painters,
phylogenetic trees were created to demonstrate the relationships between artists, but
the confidence level [50] of the tree branches was not provided. Without the confi-
dence levels, it is not possible to objectively assess whether the relationships between
artists existed due to a chance occurrence of the collected data, which could cause
a false acceptance of the style clusters. For instance, in our clustering of the styles
with our best performing algorithm using 500 ULFK features, the performance of
the Realism and Romanticism clusters were better than the chance F-score of 12.5%,
but were not significant due to the null distribution tests. As the confusion matrix
in Figure 4.3A demonstrates, Realism was incorrectly clustered as Baroque, and Ro-




As a result, our null distribution methods provide a way to objectively assess whether
groupings of paintings by a clustering algorithm are significant. These methods allow
art researchers to determine the reliability of the groups of paintings independent
of technical knowledge, in essence providing a second opinion regarding the clusters.
The success of the two novel random distributions formed by a uniform distribution
projected onto the PCA space of the original data and by a randomized weighted
adjacency matrix indicate tath for clustering complex and nonstandard dataset such
as paintings indicates we will be able assess reliablity of atypical datasets. This is
important for datasets obtained in medical and biological studies because the sample
size of the observations may be small compared to the population size of the actual
data available.
5.3 LSA Boosted Convolutional Neural Networks
This study has shown that natively trained LSA word vectors can be used as an
alternative to pretrained w2v word vectors in a CNN model for text document classi-
fication. Also we have introduced a novel architecture for CNN classification of text
documents, using small word window sizes. The LSA-based CNN model has also been
shown to perform better than all other character-based CNN models on the AGNews
dataset and second best on the DBPedia dataset.
Most CNN architecture for document classifications have used combinations of
window sizes ranging from 3, 5 and 7 words [123]. Although, the goal was to model
short and long distance relationships among words [123], smaller window sizes of 1 or
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2 words have not been analyzed, as in this current study. As shown in Johnson and
Zhang [64], effective linear classification with {1,2,3}-ngram is heavily dependent on
unigrams rather than bigram and trigrams. The larger window sizes may better at
modeling semantic similarity tasks, but the short distances may be better suited for
classification.
Thus, the success of the LSA-based CNN model architecture could be attributed
to the use of the smaller filter sizes together with the LSA word vectors. Since the
LSA word vectors are extracted using unigrams, the LSA only encodes short distance
relationships among words. Thus, using filter sizes larger than quadgrams would not
be able to capture meaningful semantic relationships among words. Whereas the w2v
word vectors perform better in CNNs with larger filter sizes, since w2v word vectors
are trained with large windows sizes ranging from 5 and 10 words in length [77]. Also
the results show that carefully tuning traditional methods, such as LSA word vectors,
gives equivalent results to deep methods, such as w2v, as shown in Levy et al. [77].
A limitation of linear models is that they cannot use ngram representations that
are not present in the training dataset [64]. CNNs are able to find and use ngrams
that are not wholly in the training set, which is why CNN based ngram models
perform better than linear ngram models. For instance, CNN based ngrams can
learn a general trigram “best X-positive ever”, where X-positive represents a positive
word. This general trigram can then be used to classify the testing data as long as it
follows the general form [64].
One limitation of the LSA-based CNN model and the related small word window
architecture, can be that in datasets long documents (i.e., many and long sentences
per document), the model may begin to perform worse against models that take
advantage of larger window sizes. In this case, CNN architecture based on w2v word
vectors or character-based models may perform better, since they are more likely to
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capture long distance semantic relationships among words.
5.3.1 Overall Evaluation
In this study we have shown that LSA word vectors using CNNs with small window
sizes can be used as a baseline classifier for document classification. Moreover, the
LSA word vectors out performed pretrained w2v word vectors in all CNN models
presented in this study. One reason for this is that the LSA word vectors are more
domain specific than pretrained w2v word vectors. Furthermore, with the LSA-based
CNN models, LSA word vector dimensionality can be easily adjusted to any size.
Whereas the pretrained w2v word vectors are set to a dimensionality of 300, unless a
costly pretraining process is undertaken. For future studies, we would like to analyze
the effect of using different LSA word vector dimensions. Also, we would like to





This thesis has demonstrated that with careful parameter selection and a combination
of standard matrix factorization and clustering techniques, state-of-the-art clustering
and classification performance can be achieved, independent of deep learning methods.
The main findings of this thesis are:
1. Applying independent component analysis during the graph Laplacian embed-
ding step in graph-based clustering methods will increase the signal difference
among clusters, thus boosting accuracy.
2. Features extracted with the unsupervised feature learning procedure, using re-
construction ICA or Sparse Filtering as the feature learners also improves clus-
tering performance.
3. Applying ICA in graph-based clustering using unsupervised feature learning can
provide cumulative improvement to clustering performance.
4. High clustering performance can also be achieved by simply performing K-means
clustering on the ICA components after PCA dimension reduction on the input
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data. However, the key step here is to limit the PCA dimensions to the number
of classes.
5. Two novel reference distributions for the statistical testing of clusters were
demonstrated. One is based on the randomizing data in PCA space and the
other randomizes the similarity measures among data observations.
6. A new single hidden layer CNN architecture utilizing small word window sizes
and LSA-based word vectors was developed for classifying text documents. The
accuracy of the classification was better than many deep layered CNNs.
Altogether these findings demonstrate the robustness of standard clustering and
matrix factorization techniques in comparison to deep learning based methods. Equiv-
alent results can be achieved from existing standard techniques with the modifications
presented herein. Furthermore, the clustering and classification schemes presented
here can be used as an empirical baseline to justify use of sophisticated deep learning
networks and to reduce algorithm implementation overhead.
For future research directions, we would like to investigate methods for building
large scale graphs based on content derived from data, where no graph existed before.
In graph-based clustering techniques, a major limitation is the speed at which a
similarity graph among observations can be constructed.
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