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Chapter 1 
Introduction 
Recent advances in speech technology have enabled researchers to design speaker 
recognition architectures that are capable of sublime performance in ideal environ-
ments. Speaker recognition is a generic term for the classification of a speaker's 
identity using information extracted from a speech signal [20]. In contrast to 
speech recognition, whose main goal is to extract lexical information from a 
speech waveform, speaker recognition requires the extraction of unique parame-
ters that individuate a speaker. It consists of speaker identification (SI) and speaker 
verification (SV). Both SI and SV can be text-dependent or text-independent. 
Text-dependent recognition requires the speaker to articulate phrases or sentences 
having the same text for both training and testing trials, whereas text-independent 
architectures have no such restrictions. 
In addition, text-independent systems require more training data than text-
dependent ones. This is necessary to ensure that a speaker's full range of vo-
cal sounds are captured during training [45]. Typical text-independent recogni-
tion scenarios include a radio news broadcast and ordinary conversational speech. 
This form of recognition finds application in forensic investigations since inves-
tigators cannot force a suspect to utter a prescribed text. In addition to text-
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dependent and text-independent methodologies, SV systems may also comprise 
challenge-response architectures [10]. In a challenge-response system, the user is 
prompted to articulate a randomly generated phrase in order to prevent criminals 
from recording or synthesizing a client's passphrase to obtain unauthorised access 
to their resources. Thus challenge-response SV architectures require lexical con-
tent to be interpreted prior to recognition, which necessitates that they comprise 
hybrid speech recognition / speaker verification architectures. 
In the case of speaker identification, the speaker will be classified as being one 
of a finite set of enrolled speakers (closed-set) or external to that set (open-set). 
Therefore an SI system must make 1 In decisions, where n is the population size 
of registered speakers. Consequently, these systems' performance deteriorates as 
the speaker population grows. On the other hand, speaker verification entails the 
authentication or negation of an identity claim. Thus SV is more a discrimination 
process than an identification process [66]. Hence only two decisions have to be 
made at any given time. Needless to say, it is highly desirable for both SI and SV 
systems to consistently perform well irrespective of where the recognition task 
might be required. 
Not surprisingly, the use of a person's voice to ascertain their identity has un-
paralleled appeal to the designers of biometric verification architectures. This 
is attributed to the fact that speech is the most natural means of communication 
for most people (as opposed to fingerprint recognition or retinal scanning, for 
instance). Furthermore, speaker recognition architectures can be designed and de-
ployed relatively inexpensively. However, since speech is a very complex signal 
that conveys a considerable amount of information (e.g. approximate age, race, 
stature, gender, and information about the acoustic environment of the speaker), 
extracting time-invariant and environment-transparent parameters from it while 
suppressing unwanted signals which might include speech from other speakers 
(the so-called cocktail party effect [45]) is a non-trivial task. 
3 
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1.1 Problem Statement 
Although state-of-the-art speaker recognition architectures perform exceptionally 
well under ideal conditions [19], it is much harder for these systems to perform 
nearly as well in real-world scenarios. However, this thesis will only focus on SV 
systems. Some of the major causes of poor performance in real-world applications 
are detailed in the following subsections. 
1.1.1 Mismatched Environments 
Since a speech signal mainly conveys three different types of information [40] 
(i.e. linguistic, speaker-specific and environment information), it is hardly sur-
prising that speaker verification architectures exhibit considerable sensitivity to 
the environments in which they operate. When a client speaks into a microphone, 
the resultant acoustic signal contains both speech and ambient noise, as well as 
delayed versions of the speech [21] generated by reverberant surfaces. These 
delayed versions of the speech signal are analogous to multipath fading in electro-
magnetic communication theory. Multipath fading arises when different versions 
of the same electromagnetic signal propagate along different paths towards the 
receiver, where they cause interference with the direct signal. 
In an acoustic context, a sound wave will propagate from the speaker's mouth 
directly to the microphone, while other waves may first propagate to the wall(s) 
and be reflected back towards the microphone. As a result, the composite sig-
nal also conveys environmental information. Therefore when a speaker's model 
is created from a set of so-called training utterances, some information about the 
environment in which the training utterances were generated is incorporated into 
the model [60]. Consequently, when the speaker moves to another environment 
with different acoustic properties, successful verification can no longer be guar-
anteed. However, this does not imply that perfect performance may be expected 
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if the speaker remains in the same environment. 
1.1.2 Handset Sensitivity 
Handset variability occurs when training speech is collected using one type of 
handset, but a different handset is used for collecting speech [69]. In a far-field 
speaker verification scenario, the speech generated by a client is subjected to nu-
merous distortions. Specifically, speech that has been transmitted across a tele-
phony network is contaminated by ambient noise and convolved first with the 
transfer function of the telephone's microphone transducer and then with the trans-
fer function of the telephone channel [64][69]. This explains the phenomenon of 
handset sensitivity. In other words, since different handsets have different trans-
ducers (and therefore different transducer impulse responses), it stands to reason 
that a speaker model that was created using a certain type of handset may not per-
form well when used to verify the speaker if a different handset is used, regardless 
of whether the acoustic environments corresponding to training (also known as 
enrollment) and testing (or recognition) are mismatched or not. The reason for 
this is that different transducer impulse responses will cause different convolu-
tional distortions. 
Many techniques such as cepstral mean subtraction (eMS), RASTA filtering and 
delta coefficients have been proposed and evaluated for handset sensitivity [69]. 
Nevertheless, the recognition performance for matched handset cases remains 
considerably higher than that for mismatched handsets despite the use of com-
pensation algorithms [37]. 
1.1.3 Imposter Attacks 
Unfortunately, SV systems are also vulnerable to deliberate attacks by malicious 
users, known as imposters. By definition, an imposter is a user who claims the 
5 
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identity of another with the intention of gaining unauthorised access to their re-
sources. As a matter of necessity, a good SV system must accept as many legiti-
mate claims as possible while also rejecting as many imposter claims as possible. 
Owing to the fact that SV is a binary hypothesis test problem, it follows that two 
types of error can occur [21]. The first type of error is called the false rejection 
rate (FRR, also known as Type I error), while the second error type is called the 
false acceptance rate (FAR, otherwise known as Type II error). In practice these 
errors tend to be inversely related, meaning that one is reduced at the expense of 
the other. 
Some SV methodologies assume that successful impostor attacks will originate 
only from similar-sounding clients, known as cohorts. This paradigm is clearly 
flawed. This is because, in a fielded SV system, a user who is good at imper-
sonating other speakers may speak naturally during enrolment but modulate 
their voice when targeting a specific victim during testing. Thus the SV sys-
tem would be vulnerable to imposters whose voices are very dissimilar to that of 
the victim since no consideration will have been given for them during the anti-
speaker modelling phase. Thus one can expect that an SV system that was imple-
mented based on the assumption that potential imposters sound like their victims 
might reflect optimistic results simply because no consideration was given for 
casual imposters who are external to the set of similar-sounding speakers. This 
suggests that it is difficult to estimate the real FAR of a fielded SV system in light 
of the fact that imposter attacks might originate from unexpected users. 
Furthermore, it is likely that a determined imposter would target numerous vic-
tims and therefore modulate their voice differently with each attempt. Conse-
quently, it may not be reasonable to extrapolate the performance of a fielded SV 
system based on simulations performed on an experimental database that does not 
comprise impersonation attempts. A comprehensive review of the most popular 
databases is given later in this chapter. Incidentally, none of these databases were 
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designed with notion of adaptive impostors in mind. 
1.1.4 Speaker Variability 
Voice has been proven to be a reliable indicator of a person's internal mood - emo-
tion, health and personality, to mention but a few [75]. A limited database of 50 
male Swedish speakers was created in [44], and two models were built for each 
speaker - one consisting of normal speech, and another consisting of emotional 
speech. It was found that the inclusion of emotional models improved perfor-
mance by 32 %. Thus one can infer that people's voices tend to vary somewhat if 
anyone of these psychological conditions also changes. 
Unfortunately, it is quite difficult to develop an experimental database to study the 
effects of, say, ill-health or stress on a person's voice. For instance, a parent who 
has just lost a child (which is indicative of extreme stress) would not be interested 
in having samples of their voice recorded so that researchers could investigate the 
effects of stress on people's voices. Likewise, a person who is ill may feel irrita-
ble and therefore not want to cooperate in the development of such a database. In 
extreme cases a person may simply be too ill to speak. 
On the other hand, a person who has just won a lottery may also be too elated 
to participate in the development of some "silly" database for obvious reasons. 
All these issues highlight the fact that the extent to which these psychological 
conditions affect a person's voice is difficult to determine objectively due to com-
plications associated with collecting emotional or stressed speech. However, a 
handful of databases have been created [75], but one might argue that their use-
fulness is limited because of the impracticality of collecting sufficient quantities 
of such data. For instance, the Brno University! of Technology's Institute of Ra-
dio Electronics recorded a number of students during oral examinations, but it 
IThe university's url is http://www.vutbr.cz 
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is doubtful whether recording a few sessions per student would be enough to at-
tribute the variability in a student's voice exclusively to stress. Furthermore, it is 
obvious that some students are more confident than others and thus may exhibit 
very subtle symptoms of stress, if any at alL 
A typical corpus of stressed speech might be extracted from the cockpit voice 
recorder of a crashed plane [75], or a combat helicopter pilot under heavy anti-
aircraft fire from hostile ground forces. However, it must be pointed out that the 
fidelity of data collected under these conditions is questionable since the pilot's 
speech would no doubt be masked by heavy background noise emanating from 
the aircraft's engine or missiles being fired from the aircraft, making it difficult to 
isolate the effect of stress. Moreover, such speech would also exhibit the Lom-
bard effect. Thus it is still difficult to quantify the extent of distortion caused by 
stressed or emotional speech. 
It is known that speaker recognition architectures perform poorly in real-world 
applications as a result of discrepancies between the assumed acoustic model of a 
speaker and the observed acoustic model [72]. According to this reference, these 
discrepancies are mainly caused by additive noise, channel distortion and an ar-
ticulatory variability called the Lombard effect. The Lombard effect is explained 
simply by the fact that people tend to modify their voices in noisy environments 
so as to be heard above the noise [14]. Numerous model adaptation techniques 
have been proposed in an attempt to address these causes of variability individu-
ally. However, these said causes have a collective non-linear distortive effect on 
a speech signal [72]. Hence, using separate adaptation techniques to compensate 
for each factor individually does not solve the problem. This suggests that the 
only effective way to compensate for these distortions is to develop an adaptation 
model that addresses all the distortive elements (i.e. noise, channel distortion and 
the Lombard effect) simultaneously. 
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In the following section, a comprehensive review of the most common databases 
used in speaker recognition research is carried out. 
1.2 State of the Art in SV 
"Speaker verification has mainly found its way into niche applications such as 
access control" [11]. This is mainly due to the fact that the problems that were 
discussed in the previous section have not been completely solved. Consequently 
numerous corpora have been developed in an attempt to enable researchers to 
calibrate the performance of their architectures using databases that emulate real-
life conditions. A comprehensive review of these databases is therefore carried 
out in the following subsections. 
1.2.1 TIMIT and Derivatives 
The TIMIT database was initially conceived as a platform for evaluating auto-
matic speech recognition (ASR) systems. Owing to the fact that it has a lot of 
speakers (630 in total), it has also been used quite extensively for many speaker 
recognition studies. "The TIMIT family of corpora are useful for contrastive-type 
experiments to attempt to isolate and quantify the effect of specific degradations 
imposed on pristine data" [70]. 
Other renditions of TIMIT include: 1) FFMTIMIT (TIMIT recordings made from 
a far-field auxialiary microphone); 2) NTIMIT, which was created by articulating 
the sentences in TIMIT using an artificial mouth into a carbon-button telephone 
handset, transmitting the speech over short-haul and long-haul telephone lines and 
recording the received signal; 3) CTIMIT, generated by playing TIMIT speech 
into a cellular telephone handset in a moving vehicle, transmitting it over a mobile 
network and recording the signal at a remote destination; and 4) HTIMIT, which 
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was created by playing TIMIT speech through various telephone handset types 
and recording the signal directly form the output of the handset. 
1.2.2 SIVA 
The Speaker Identification and Verification Archives (SIVA) database consists of 
Italian speech generated from more than 2000 calls collected over a PSTN (public 
switched telephony network) network using numerous handsets in a home I office 
environment [29]. The SIVA corpus consists of both genders for clients and im-
posters alike. The system is accessed by dialling a toll free number. In the first 
session, 28 words which consist of digits and commands are recorded using an 
enumerated prompt. In the second session, the caller simply answers prompted 
questions (e.g. what is your name, age, etc.). In the last session, the speaker is 
prompted to read a continuous passage of text that resembles a concise curriculum 
vitae. 
1.2.3 Poly Var 
Poly Var is an SV corpus consisting of native and non-native speakers of French, 
mainly from Switzerland. It consists of about 160 hours of read and conversational 
speech in Swiss and French. In this database, 31 speakers made between 2 and 10 
calls, while 41 speakers made more than 10 calls. In total, there are 143 speakers, 
85 of whom are male. The interval between sessions ranges from days to months. 
These recordings were also performed in a typical home / office environment [241. 
1.2.4 POLYCOST 
The POLYCOST database was collected under the COST 250 (continous 
speech recognition over the telephone) European project for speaker verifica-
tion. Much of the speech is non-native English with some speech in the speaker's 
10 
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native language covering 13 countries in Europe. This speech was collected over 
international ISDN (integrated services digital network) telephone lines [62]. 
Different languages were used in order to allow researchers to investigate the ef-
fect of language on SV recognition performance. There are a total 133 speakers, 
73 of whom are male. The recordings were also made in a home I office envi-
ronment, and the period between successive sessions ranged from days to weeks. 
There were fewer than 5 sessions per speaker in total. 
1.2.5 KING 
The KING corpus was collectd in 1987 under a US Government research con-
tract. The version now available from the Linguistic Data Consortioum (LDC) is 
referred to as KING-92, is based on a 1992 reprocessing of the original record-
ings. "It contains recorded speech from 51 male speakers in two versions, which 
differ in channel characteristics: one from a telephone handset and another from 
a high-quality microphone" [70]. The speakers are further subdivided into two 
groups of 25 and 26 speakers. These speakers were recorded from separate loca-
tions. There are 10 files for each speaker and channel, corresponding to sessions 
of about 30 seconds to 1 minute duration per file. The interval between consec-
utive sessions ranges from a week to a month, while transmission channels are a 
composition of clean and PSTN. These recordings were made in a sound booth. 
1.2.6 YOHO 
This database is designed to support text-dependent SV evaluation for secure ac-
cess applications for the US government. A high-quality telephone handset (Shure 
XTH-383) was used to collect the speech; however, this speech was not transmit-
ted across a telephone channel [70]. YOHO was recorded in a fairly quiet office 
environment with low-level office background noise (e.g. fan noise and sporadic 
pages over a public address system). The phrases are randomised and prompted in 
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a text-dependent speaker verification scenario using a combination lock syntax. 
A typical prompt could read: "Say: seventy-nine, twenty-four, ninety-seven", etc. 
There are 138 speakers in total, 32 of whom are female. The interval between 
consecutive sessions ranges from a few days to a month. 
1.2.7 Switchboard I-II Including NIST Evaluation Subsets 
These corpora represent some of the largest collections of recorded conversational 
speech available. "There are two main switchboard corpora (I and II), two phases 
of Switchboard-II and several subsets of Switchboard I-II used to create the NIST 
speaker recognition evaluation corpora" [70]. 
Both Switchboard-I and II were collected by a user dialling into an automated 
operator that connected them to another user and recorded the first 5 minutes of 
their conversation. This automated operator handled the information-gathering 
and suggested topics to be discussed by callers. The major difference between 
Switchboard-I and II is the demographics of the callers. In Switchboad-I, the age 
and location of tbe callers were diverse, whereas in Switchboard-II, the partic-
ipants were obtained from certain college campuses from different parts of the 
US. 
1.3 The Objectives of This Thesis 
The first objective of this thesis is to design a baseline text-independent speaker 
verification architecture using concepts and methodologies detailed in contem-
porary literature. Once this has been accomplished, the results obtained will be 
compared with those of other SV architectures tested in a similar environment 
(NTIMIT). This is necessary in order to confirm that the design was implemented 
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properly. 
After continuing the validity of the implementation, the next objective will be to 
develop and implement a robust, computationally feasible and reproducible noise 
compensation technique (see Chapter 4) that can be used to improve the perfor-
mance of SV architectures in noisy environments. This is motivated by the fact 
that state-of-the-art SV systems perform exceptionally well in ideal (Le. high 
SNR) environments. As a matter offact, it is clear that there is a direct correlation 
between SNR and recognition performance [61]. Therefore the author believes 
that improving the fidelity of noise-contaminated speech can improve the perfor-
mance of an SV system. Thus, stated differently, the next objective of this project 
is to implement a noise-suppression technique to pre-process contaminated speech 
in order to reduce the recognition error. Since commercial SV systems are likely 
to use telephones, the author decided to use the NTIMIT database since it 
contains speech that has been transmitted across telephone networks. 
However, the difficulties associated with developing an SV architecture that per-
forms perfectly in diverse acoustic environments make it very unlikely that any 
single research effort will solve the problem in its entirety. It is therefore the 
author's hope that the output of this work will provide an incremental contribu-
tion to the total solution as a whole. In other words, the author is under no 
illusion that he can single-handedly solve all the problems detailed in section 
1.2 within any reseanably short period of time. Thus the ultimate objective 
of this work is to develop a reliable performance enhancement paradigm using 
established mathematical concepts that have hitherto not been applied in speaker 
recognition with a view to providing greater penetration into how to mitigate the 
problem at hand. 
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1.4 Scope and Limitations 
In the following sub-sections, the author will outline the scope and limitations of 
this thesis. 
1.4.1 Simulation Environment 
Arguably, the best way to test an SV system is to perform live verification exper-
iments in diverse environments and over considerable time intervals, using dif-
ferent handsets. This is necessary in order to capture the variability that these 
conditions would introduce. However, it would be virtually impossible to perform 
these experiments in every conceivable acoustic environment and using all avail-
able handset types. Furthermore, the amounts of time and money required 
to do this are prohibitive. Consequently, the author decided to use the NTIMIT 
database for all simulations related to this work. 
1.4.2 Lack of Inter-Session Variability 
Although NTIMIT does not cater for intersession variability owing to the contem-
poraneous nature of the speech files that comprise it, it does however have a few 
features that make it quite attractive for this study. First of all, there are a total 
of 630 speakers in NTIMIT, each of which has 10 utterances. These sentences 
were transmitted over a telephone network using both long-haul and short-haul 
telephone routes [70]. This undoubtedly compounds the problem since different 
routes would have different transfer functions, but it is likely to be the case in 
reality. Stated differently, how a call is actually routed may depend on availability 
or congestion levels in the network, making it unlikely that the same route will 
always be used. However, the fact that the author decided to use NTIMIT means 
that the problem of inter-session variability will not be addressed in this work 
since each user was recorded in a single session. 
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1.4.3 Universal Thresholds 
As outlined in the next chapter, a generic SV architecture comprises (among other 
things) a so-called decision module, which is responsible for authenticating or 
refuting identity claims. To do this, a claimant's speech is parametrized and anal-
ysed for proximity with the model of the user whose identity is claimed. If the 
proximity is within a predefined threshold, the claim is verified, otherwise it is 
rejected. It is well-known that better results are obtained when each user has a 
unique threshold [32], as opposed to when all users are compared to a universal 
threshold. However, the use of speaker-specific thresholds necessitates the reser-
vation of some data for threshold calibration purposes. Unfortunately, there is too 
little data in NTIMIT for some of it to be reserved for calibrating speaker-specific 
thresholds. Therefore it is logical that a universal threshold approach be adopted 
even though this would not lead to optimal performance. 
1.4.4 Construction of Sentences 
As mentioned in 1.4.2, each speaker in NTIMIT has 10 sentences, two of which 
are the same for every speaker (Le. SAl and SA2). These SA files are mainly 
intended for dialect calibration. In addition, there are 450 phonetically compact 
sentences (SX files) as well as 1890 phonetically diverse sentences [78). Some 
SX files are the same for some speakers, whereas all SI files are different for all 
speakers [53]. It is thus logical to use SA and SX files in training and SI files for 
testing in text-independent verification. 
1.4.5 Closed-set Speaker Verification 
This work only addresses the problem of perfonning speaker verification in a 
closed set environment. The reason for this is that it would otherwise be diffi-
cult to isolate the cause of performance degration if an additional parameter were 
introduced. 
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1.5 Thesis Development 
The remainder of this work is organized as follows: 
• Chapter 2 outlines concepts and methodologies that are generally adopted 
in the design and implementation of state-of-the-art speaker verification ar-
chitectures. These concepts and methodologies include speech parameter-
isation (Le., feature extraction), speaker and anti-speaker modelling tech-
niques, as well as decision theoretic paradigms. A fair amount of emphasis 
is also placed on a few evaluation metrics that are used universally to assess 
the performance of SV architectures. 
• Chapter 3 introduces some common speech enhancement (or noise cancel-
lation) paradigms that have been proposed by researchers in an attempt to 
address the problems stated in section 1.1 of this chapter. Although it is 
true that the performance of speaker recognition architectures depends on 
numerous factors as detailed in Section 1.1, only common noise cancel-
lation or speech enhancement techniques will be explored in this chapter. 
The point of this is to enable the author to gain some insight into why con-
temporary speech enhancement techniques have not been very successful in 
terms of improving the performance of speaker recognition architectures in 
general and SV systems in particular. 
• Chapter 4 provides comprehensive descriptions of both the baseline SV sys-
tem and the proposed PA filter-based algorithm. The baseline system will be 
implemented using concepts and methodologies that are used in the design 
of competitive SV architectures, whereas the proposed PA filter-based de-
sign will be implemented using established mathematical and engineering 
concepts that have hitherto not been used in the context of speaker recog-
nition. The designs of both architectures will be qualified using credible 
references. 
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• Chapter 5 presents the results obtained using both the baseline system as 
well as the proposed algorithm. These results will be compared with those 
obtained by other researchers using the same database (i.e. NTIMIT) and 
under comparable conditions (e.g. results corresponding to mismatched 
conditions cannot be compared with those corresponding to matches ones, 
for instance). The main reason for comparing the baseline results with those 
reported in literature is to verify the implementation. Having done that, 
the results corresponding to the proposed algorithm will be compared with 
those obtained using the baseline architecture in order to confirm the utility 
of the proposed algorithm. 
• In chapter 6, the author will draw conclusions based on whether the pro-
posed algorithm performed as expected, and potential ways of refining it 
will also be mentioned. Furthermore, a realistic analysis of contemporary 
SV evaluation metrics and their ability to extrapolate an SV architecture's 
true performance potential will be provided. Finally, the author will give a 
prognosis for SV architectures as a generality for the foreseeable future. 
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1.6 Summary 
This chapter served as a brief introduction to comptemporary speaker recognition 
architectures and their inherent deficiencies. In particular, the author attempted to 
highlight the factors that negatively affect SV systems in general. Special empha-
sis was also placed on the databases that are used by researchers in their quest to 
overcome the stated problems. Lastly, an outline of this thesis was provided in an 
attempt to enlighten the reader about what is to follow. 
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Chapter 2 
Overview of SV Theory 
This chapter presents a comprehensive overview of contemporary speaker verifi-
cation theory and also describes methodologies used in the design of state-of-the-
art SV architectures. It begins with a brief description of the preliminary opera-
tions that must be perfonned on raw speech (i.e. the signal acquisition and quan-
tization phases), and proceeds to illustrate the extraction of idiosyncratic parame-
ters that individuate a speaker (i.e. the feature extraction phase). Although there 
are many feature extraction methods in existence, only a handful of these will be 
described in this chapter. Subsequently, an overview of the best -performing classi-
fication engine for text-independent speaker recognition tasks (Gaussian Mixture 
Model-based classifiers, used in this thesis) [41][50] is provided, followed by a 
discussion of decision theoretic methodologies that are used to authenticate or 
negate an identity claim. This is followed by a review of current SV perfonnance 
metrics. 
2.1 Signal Acquisition and Conditioning 
Speech propagates across an air interface as a sequence of complex longitudinal 
acoustic waves. An acoustic-to-electrical transduction process in a microphone 
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converts these waves into an analogue wavefonn. At this stage, the analogue sig-
nal might be conditioned with an anti-aliasing filter to limit the bandwidth to the 
Nyquist rate [21] and quantized using a suitable resolution. A 16-bit resolution 
is common in most databases, while sampling rates nonnally range from 8 KHz 
to 20 KHz. It is also common practice to partition speech into frames in order to 
make the computation of features more efficient. 
The next section describes how features may be extracted from digitized speech 
data. 
2.2 Feature Extraction 
In the context of speaker recognition, feature extraction is a process in which 
speaker-specific infonnation is derived from a speech waveform. This contrasts 
with speech recognition, whose main goal is to derive lexical infonnation from 
the signal regardless of who the originator of it might be. Surprisingly, however, 
a lot of feature extraction techniques have been used successfully for both speech 
and speaker recognition without any modification. 
A comprehensive description of contemporary feature extraction techniques is 
given in the following subsections. 
2.2.1 Linear Predictive Coding (LPC) 
Linear predictive coding was initially conceptualised as method for representing 
speech signals [45Jl . It attempts to model the vocal tract as a parametric entity 
which is described mathematically by a transfer function H (z) that alters the spec-
tral content of an acoustic wave as it passes through it [47]. Ideally, this transfer 
1 Much of the information in this subsection was obtained from this reference as well as [21]. 
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function should consist of poles and zeros. However, if only voiced speech seg-
ments are used, an all-pole model of H(z) is adequate. 
The all-pole LP analysis models a signal Sn as a linear combination of its past 
values and a scaled present input 
(2.1) 
where Sn is the present output, p is the prediction order, ak are the model pa-
rameters known as predictor coefficients (PCs), Sn-k are past outputs, G is a gain 
scaling factor, and Un is the present input. In speech applications, the input Un is 
generally ignored [21]. Therefore, the LP approximation 8;;:, depending only on 
past samples, is 
-S - ",",p a S 
n - - L...k=l k· n-k (2.2) 
This significantly simplifies the problem of estimating ak because the source (Le. 
the glottal input) and filter (Le. the vocal tract) have been decoupled. How-
ever, this means that the source Un, which corresponds to the vocal tract exci-
tation, is not modelled by these PCs. Consequently, it is reasonable to deduce that 
some speaker-dependent characteristics might be present in this excitation signal. 
Therefore, since the excitation signal is ignored, it is fairly probable that impor-
tant speaker-discriminative information is lost. 
An observation of (2.1) and (2.2) reveals that the prediction error (also known as 
the residual) is given by 
(2.3) 
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Thus the prediction error is identical to the scaled input signal G.un . The LP 
transferfunction H(z) is written from (2.1) as 
H(z) (2.4) 
which produces 
(2.5) 
where A(z) is known as the pth-order inverse filter. LP analysis determines the 
predictor coefficients of the inverse filter A(z) that minimise the prediction error 
en in a sense. Not surprisingly, several derivatives of LPC were developed. These 
derivatives include LPC-based cepstral coefficients and line spectral pair (LSP) 
coefficients and are described in subsequent subsections. 
2.2.2 Cepstral Coefficients 
In 1963, Bogert et al published a paper with the title "The Quefrency Analysis of 
Time Series for Echoes" [7]2. They noted that the logarithm of a signal's power 
spectrum containing an echo has an additive periodic component due to the echo. 
Thus they determined that the Fourier transform of the logarithm of the power 
spectrum should exhibit a peak at the echo delay. They called this function the 
cepstrum, swopping letters in the word "spectrum". 
There are two common methods used for the computation of cepstral features. 
The first is the direct computation method, based on the power spectrum of the 
signal x(t) derived from a Fourier Analysis. 
2Virtually all the information in this subsection was obtained from this reference. 
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x(t) : Log 1-+: DCT ~c(n) [15] (2.6) 
In the first method, a raw speech signal is initially transformed using FFT. Subse-
quently, the spectral coefficients are combined to log-energies in uniformly spaced 
filter bands on a Mel frequency scale. The Mel transformation de-emphasises high 
frequencies based on the non-linear perception of the frequency of sounds in hu-
man beings. Finally, the discrete cosine transform (DCT) is used to convert the log 
Mel spectrum into the cepstral domain. The first cepstral coefficient Co describes 
the overall energy contained in the spectrum, while C1 measures the balance be-
tween the upper and lower halves of the spectrum. The second approach is based 
on a linear predictive coding (LPC) scheme, and is described next. 
Let S be a sampled speech waveform. The linear prediction scheme uses samples 
n - 1 to n p to predict the nth sample. That is, 
(2.7) 
As explained in section 2.2.1, minimisation of the mean squared prediction error 
delivers the linear prediction coefficients {al, ... , ap }. The cepstral coefficients 
can then be derived efficiently from the LPC coefficients by way of a simple re-
cursive algorithm as follows: 
1, ... ,n (2.8) 
The zeroth cepstral coefficient Co cannot be calculated directly using LPC analy-
sis, but because it represents the overall energy in the spectrum, the LPC cepstral 
coefficients are usually augmented with log-energy to replace Co. Several other 
concepts have been proposed in order to transform LPC coefficients into a set 
of orthogonal parameters which should be independent of the linguistic informa-
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tion in an utterance, yet highly indicative of the speaker. However, none of these 
techniques are still used today. 
2.2.3 Parametric Feature Sets (PFS) 
Parametric feature sets are similar to the MFCCs described in the previous subsec-
tion except that their generation does not require a Mel-scale filterbank [17]. In the 
generation of PFS, the pitch component is removed in the spectral domain prior 
to translation to the cepstral domain (i.e. liftering). This liftering process removes 
the pitch component by liftering the spectrum using a 41-point finite impulse re-
sponse (FIR) filter. These features include spectral compression and filtering. 
For a particular pair of parameters a and {3, the spectrum is sampled non-linearly 
such that 
(2.9) 
where N is the size of a DFT spectrum, A is a constant greater than 1, and a 
and ,8 describe spectral compression. It is thus possible to fine-tune the perfor-
mance of a PFS-based recognition system by choosing specific permutations of a 
and {3. Typical values for a could be 4,6,8, 10, 12, etc, while ,8 might be one of 
1.0, 1.2, 1.7,2.0, etc. The values of a and (3 that were chosen for this work are 4 
and 1.6 respectively [58]. These feature sets were investigated by Mashao [54] in 
his PhD thesis. 
2.2.4 Line Spectral Pairs (LSPs) 
LSPs are a representation of the PCs of the inverse filter A(z) in equation 2.5, 
"where the p zeros of P(z) are mapped onto the unit circle in the z-plane using a 
24 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
pair of auxiliary (p + I)-order polynomials: P(z) (symmetric) and Q(z) (asym-
metric)" [21]. That is, 
A(z) = HP(z) + Q(z)] , (2.10) 
where 
(2.11) 
and 
(2.12) 
where the LSPs are the frequencies of the zeros of P(z) and Q(z). By definition, 
an LP synthesis filter (Le. a stable one) should have all its poles inside the unit 
circle in the z-plane. The resultant inverse filter is therefore minimum phase in-
verse since it has no poles or zeros outside the unit circle. "Any minimum phase 
polynomial can be mapped by this transform to represent each of its roots by a 
pair of frequencies (phases)" [2l} with a magnitude of unity. 
Owing to the fact that the PCs are real, the Fundamental Theorem of Algebra 
guarantees that the roots of A(z), P(z), and Q(z), will occur in conjugate pairs. 
Due to this property, the bottom half of the z-plane is redundant. The LSPs at 0 
and 1r are always present by virtue of how P and Q are constructed. Therefore, 
the PCs can be represented by the number of LSPs equal to the prediction order p 
and are described by the frequencies of P and Q in the top half z-plane. 
These LSPs are subject to the constraint: 
o 
1r. 
waQ) < wiP ) <w~Q) < ... < w~~~ < w~Q) < w~~i = 
(2.13) 
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Each zero of A(z) maps into one zero in each P(z) and Q(z). When the P(z) and 
Q( z) frequencies are close, it is likely that the original A( z) zero was close to the 
unit circle, and a formant is thus likely to be located between the corresponding 
LSPs. Distant P and Q zeros are likely to correspond to wide bandwidth zeros of 
A(z) and most likely contribute only to shaping or spectral tilt. 
2.2.5 Maximum Auto-Correlation Values (MACVs) 
"In MFCC features, only the system part of the speech signal is effectively utilised" 
[73]3. There are two ways in which pitch information may be utilised. The first 
uses a dedicated pitch-based verification module and fuses its output with that of a 
generic SV system prior to reaching the final accept or reject decision. The front-
end for the dedicated module may consist of a voiced I unvoiced frame detector, 
followed by a pitch frequency extractor. 
The second technique entails incorporating pitch information directly into the fea-
ture vector. The pitch period may be detected by using the autocorrelation func-
tion, which for a speech frame is defined as: 
R(k) (2.14) 
If? is periodic and has a period of samples, then {R(k)}r~ol will show a 
peak at a lag equal to P. The pitch frequency is typically between 60 - 160 Hz 
for males and 160 - 400 Hz for females, implying that valid pitch lags are roughly 
between 2.5 ms and 16 ms. Thus the period of? can be found by locating the 
maximum value of {R(k)}f~Ol in the 2.5 ms to 16 ms range. This method thus 
permits the recovery of the pitch period when using a telephone channel since it 
3The information provided in this subsection was derived mainly from this reference. 
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limits the bandwidth of speech signals between 300 and 3400 Hz. 
Regrettably, the autocorrelation method is susceptible to pitch halving and dou-
bling, among other things. To illustrate this, suppose that a signal is periodic with 
period P. According to harmonic analysis, the signal will also be periodic with 
period 2P, 3P, etc. Hence {R(k)}f~Ol will also have maxima at lags equal to 
2P, 3P, etc. Moreover, one of the spurious maxima in the signal may be a global 
maximum. Therefore it is probable that the pitch period will be identified as 2P, 
which is referred to as pitch halving. In cases where the Mth formant dominates 
the signal's energy (which could well occur if a telephone channel is used), there 
would be a maximum at a lag of P/M. Hence the pitch period would be identified 
as P /2, which is known as pitch doubling. 
However, if the speech frame is unvoiced, both these pitch extraction techniques 
provide random values, indicating that their output cannot be incorporated into 
the feature vector for each frame. The MACV feature set addresses these prob-
lems by extracting pitch information from the auto-correlation function instead of 
attempting to determine it directly. A formal description of the MACV algorithm 
is as follows4 : 
1. Compute the auto-correlation function {R( k)} f~Ol . 
2. Normalise {R(k)}f~Ol by its maximum, i.e., 
{R(k)}N'-l = (R(k))NS_l 
k=O R(O) 
k=O 
3. Divide the higher portion (from 2.5 ms to 16 ms) of {R(k)}f;Ol into NM 
equal parts (typically, N M = 5). 
4This MACV feature extraction description was taken verbatim from [731 
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Figure 2.1: MACV feature extraction [73] 
4. Find the maximum value of each of the NM parts. 
5. The N M Maximum Auto-Correlation Values (MACV s) form an N M-dimensional 
feature vector. 
This procedure is summarised graphically in Figure 2.1. 
2.3 Speaker Modelling Using GMM 
For text-independent speaker verification, "the most successful likelihood func-
tion has been Gaussian mixture models" [71J5. In text-dependent applications, 
temporal information in a speech signal may be incorporated by using hidden 
Markov models (HMMs) as the basis for the likelihood function. Nevertheless, 
5Much of the information in this subsection was derived from this reference. 
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the use of more complicated likelihood functions such as those based on HMMs 
have not proven superior to GMMs for text-independent SV tasks. 
For a D-dimensional feature vector x, the mixture density used for the likelihood 
function is defined as 
(2.15) 
This density is a scaled linear combination of M unimodal Gaussian densities, 
Pi (x), each parameterised by a D x 1 vector, /1i (i.e. the mean vector), and a 
D x D covariance matrix, Li' That is, 
(2.16) 
The mixture weights, Wi, satisfy the constraint Li=l Wi = 1. The parameters of 
the density model are described by ,\ {Wi, /1i, Li}, where i = 1, ... , M. Al-
though the general model form supports full covariance matrices, a diagonal co-
variance matrix may also be used. This could be done for several reasons. Firstly, 
the density modelling of an Mth-order full covariance GMM can equally well 
be achieved using a larger-order diagonal covariance GMM. Secondly, diagonal-
matrix GMMs are more computationally efficient than full covariance GMMs for 
training since repeated inversions of a D x D matrix are not required. Thirdly, it 
has been observed that diagonal matrix GMMs outperform full matrix GMMs. 
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2.4 Anti-Speaker Modelling 
Speaker verification does not only require a model of who the speaker is, but also 
a model describing other speakers [46]6. This is because the likelihood statistic 
P(SiIX), which determines the probability of speaker Si given the acoustic obser-
vations X, cannot be computed directly. However, Bayes' theorem may be used 
to rewrite the likelihood as 
(2.17) 
But this theorem introduces two new prior probabilities that cannot be expressed 
directly: P(Si), the probability that speaker Si is present, and P(X), the probabil-
ity that these observations will occur. Assuming that P(Si) is the same for every 
speaker so that P(Si) = P" Vi E J, where J is the set of all possible speakers, and 
writing P(X) as a sum of conditional probabilities, (2.17) may be rewritten: 
(2.18) 
All terms in (2.18) can now be determined either explicitly or through simplifying 
assumptions. However, evaluating the complete set J of all possible speakers is 
not tractable. There are two popular techniques that are normally used to approx-
imate the denominator of (2.18), namely, cohort modelling and world modelling 
[23]. Cohort modelling estimates the set J by a finite set of speakers Iii who sound 
like speaker Si' On the other hand, world modelling reduces the set J to a size 
of one, containing only a single hypothetical speaker S whose model is trained 
using speech from many different speakers who represent the 'world' of possible 
speakers. The cohort method approximates equation (2.18) as: 
6Most of the information in this section was taken from this reference. 
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cohort P(XISi) (2.19) 
whereas the world model-based approximation yields 
(2.20) 
It is reported that the world model approach out-performs the cohort approach for 
small (i.e. below about 20) cohort sizes [22]. In addition, the world model ap-
proach is more attractive computationally since only one anti-speaker score ought 
to be evaluated during testing. Not surprisingly, the world model approach is more 
commonly used, and it comes in different flavours [69]. According to this refer-
ence, these flavours include completely speaker-independent implementations, as 
well as gender- or handset-dependent implementations where the choice for the 
world model depends on the gender of the claimed identity or the type of handset 
used by the speaker. 
An alternative approach for estimating the imposter model is the so-called uni-
versal background model, or UBM. In this approach, pooled training data from 
all speakerss is used to create a large mixture model consisting of many Gaus-
sians. "The UBM is a large GMM trained to represent the speaker-independent 
distribution of features" [68]. Specifically, it is used for selecting speech that is 
"reflective of the expected alternative speech to be encountered during recogni-
tion" [68]. This applies to both the type and quality of speech, as well as the 
composition of speakers. For instance, in the NIST SRE (speaker recognition ex-
periments) single-speaker verification tests, it is known beforehand that the speech 
comes from local and long-distance telephone calls and that male hypothesized 
speakers will only be tested against male speech. If the gender composition of 
the alternative speakers were unknown, a UBM model would be trained using 
gender-independent speech. 
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2.5 Distance Measures 
Distance measures refer to techniques of calculating the proximity between pa-
rameter vectors. Typically, one of the vectors is calculated from speech of the un-
known speaker while the other vector is calculated from that of a known speaker. 
However, "some pattern-matching techniques require that vectors from the same 
speaker be compared to each other to determine the expected variance of the 
speaker in question" [45]7. Some of the most common distance measures are 
described in the following subsections. 
2.5.1 Euclidean Distance 
The Euclidean distance measure between two feature vectors is calculated by 
(2.21) 
where ai and bi are the ith components of the two vectors to be compared and p is 
the number of vectors to compare. 
2.5.2 Manhattan Distance 
On the other hand, the Manhattan distance measure between two vectors is given 
by 
(2.22) 
However, it is worth noting that the Euclidean and Manhattan distance measures 
are not suitable for comparing two vectors of LPC coefficients because of the 
7The infonnation in sub-sections 2.5.1 to 2.5.3 was taken from this reference. 
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features' inter-dependence. There is a special distance measure that may be used 
for LPC coefficients, and it is described next. 
2.5.3 Likelihood Ratio DistortionS 
The likelihood ratio distortion is defined as: 
1 (2.23) 
from which the log likelihood distance is then computed simply as: 
(2.24) 
where a and b are vectors of LPC predictor coefficients, Ra is the Toeplitz auto-
correlation matrix (a bi-product of the calculation of the PCs) associated with a, 
and T signifies transposition. 
2.5.4 Divergence Measure 
Divergence is an information theory-derived distance measure that is used to com-
pute the proximity between two classes [21]9. It provides a theoretical framework 
for ranking features and evaluating class discriminability. 
Suppose the likelihood of occurence of observation 0 that belongs to class Ci is: 
(2.25) 
8This distance measure only applies to LPC coefficients 
9Much of the information in this sub-section and the next were derived from this reference. 
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and 
(2.26) 
for class Cj. Thus the discriminating information of pattern 0 for class Ci ver-
sus class Cj is: 
(2.27) 
The average discriminating information for class Wi is defined as: 
I (i, j) fo Pi( 0 )ln~;t~~ do, (2.28) 
while the divergence, defined as the total average information for discriminating 
class Wi from Wj, is calculated using 
(2.29) 
A detailed account of how to select features with this measure may be found in 
[21]. 
2.5.5 Log Area Ratios (LARs) 
"The human vocal tract can be modelled as an electrical transmission line, a 
waveguide, or an analogous series of cylindrical tubes" [21]. At each junction, 
there can be a mismatch in impedance or, analogously, a difference in cross-
sectional areas between tubes. At each boundary, a portion of the acoustic wave is 
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transmitted and the remainder is reflected (assuming lossless tubes). The reflec-
tion coefficients ki represent the proportion of reflected waves at these discontinu-
ities. Assuming that the acoustic tubes are of equal length, then the time required 
for sound to propagate through each tube is constant. This assumption enables 
simple z transfonnation for digital filter simulation. For instance, a series of five 
acoustic tubes of equal lengths with cross-sectional areas A l , A2 ,' • " As could 
represent a fourth-order system that might fit a vocal tract excluding the nasal 
cavity. Given boundary conditions, the reflection coefficients are determined by 
the ratios of adjacent cross-sectional areas. For a pth-order system, the boundary 
conditions given in (2.30) correspond to a closed glottis (zero area) and a large 
opening following the lips. That is, 
Ao = 0 
1,2"" ,p (2.30) 
Thus, the reflection coefficients may be derived from a tube model or an auto-
regressive model. 
2.6 Decision Theory 
In speaker verification, speaker S is accepted as the claimed speaker S c if 
(2.31) 
where Se represents the set of all possible rival speakers, and the right hand side 
is the probability of the speaker being anyone else but Se [20]10. Typically, this 
IOThe info in this section was mainly derived from this reference. 
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is stated with some margin or threshold. That is, a speaker S is accepted as the 
claimed speaker Se if 
p(8c IX) > c5. 
p(8c IX) c (2.32) 
where De is a threshold ( > 1 ) which must be taylored uniquely for each potential 
customer Se to ensure optimal performance. Taking logarithms on both sides of 
inequality (2.31) enables the acceptance criterion to be rewritten as: 
log P(XISe) -log P(X!Se) > Dc (2.33) 
Expression (2.33) is otherwise known as the likelihood ratio criterion. In general, 
a large enough value of this difference suggests that the identity of Se is validated, 
whereas a lower value normally implies that the claimant is an impostor. If a UBM 
model is used, the acceptance criterion becomes 
log P(XISJ log P(X!SUBM) >De . (2.34) 
However, it is also possible for speakers to be compared against a universal thresh-
old if there is inadequate training data. Nevertheless, this approach leads to a 
sub-optimal recognition performance. 
2.7 Performance Metrics 
Since speaker verification system is a two-class decision task, it follows that the 
system can make two types of errors [20]11. The first type of error is a false ac-
ceptance (FA), and it represents the proportion of mistakenly accepted impostor 
II Most of the information in this section was derived from this reference. 
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claims. The second error is a false rejection (FR), where a valid client is mistaken 
for an impostor. Thus the performance of an SV architecture is specified in terms 
of the false acceptance rate (FAR) and the false rejection rate (FRR). These errors 
are calculated as follows: 
FAR [%] = §; x100 (2.35) 
and 
FRR [%] ~ x 100 CT (2.36) 
where I A is the number of accepted impostors, IT is the total number of impostor 
attacks, CR is the number of rejected true claimants, and CT is the total number 
of true claimant classification tests. 
Since these errors depend on the same decision threshold, reducing the FAR in-
creases the FRR, and vice versa. The trade-off between these errors is adjusted 
using the decision threshold 6 c in (2.33). Depending on the application, more 
emphasis may be placed on one error over the other. For instance, in a high secu-
rity environment, it may be preferable to have FAR as low as possible, even at the 
expense of a slightly higher FRR. 
The trade-off between FAR and FRR can be represented graphically using the so-
called receiver operating characteristics (ROC) plot, or a detection 12 error trade-
off (DET). The ROC is a plot on a linear scale, while the DET is on a quasi-log 
scale. In both cases the FRR is plotted as a function of the FAR. 
that speaker verification is sometimes termed speaker detection. 
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To express the performance of an SV system using a single metric, the equal error 
rate (EER) is often used. In this case, the system is configured to operate with 
FAR FRR. This is done by adjusting the threshold in small increments until the 
errors converge to a common value. It must be noted that the threshold is adjusted 
to obtain desired performance on test data (i.e., data hitherto unseen by the sys-
tem). Such a threshold is known as an a posteriori threshold. On the other hand, 
if the threshold is fixed before finding the performance, the threshold is known 
as an a priori threshold. The a priori threshold can be found empirically using 
training data or evaluation data (i.e. data hitherto unseen by the system, but sep-
arate from test data). 
In addition, the performance of an SV system (or any other two-class discrimina-
tion problem) may be expressed indirectly using a metric known as the D'. The 
abbreviation D' stands for the discrirninability index [3J. Roughly stated, the D' 
is a measure of the extent of separability of two distributions. 
Figure 2.2 shows two pairs of distributions with different D' values. As can be 
seen, a low D' value (i.e. 1 in Figure 2.2) means that there is considerable overlap 
for the first pair of distributions (i.e. high recognition rates), whereas a high D' 
value (i.e. D' = 3 in the figure) shows much less overlap (and hence much lower 
recognition rates). In the context of SV, these distributions correspond to impos-
tor and client scores. Therefore a low D' value suggests that a lot of clients will 
be rejected as impostors. Conversely, it also means that many impostors will be 
accepted as legitimate clients. 
Mathematically, the D' is calculated as: 
(2.37) 
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(tIS 
False <~~~t'l"'I"!'Ii~ 
Figure 2.2: Comparing two pairs of distributions with different D' values [5]. 
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where /lA refers to the mean of 'distribution A' and O"~ is the associated variance. 
An easy way to understand the D' is to think of it simply as the separation/ spread, 
where separation refers to the distance between the two means and spread is the 
average standard deviation [5]. 
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2.8 Summary 
In this chapter, the author presented a detailed overview of concepts and tech-
niques that are used to design contemporary SV architectures. Firstly, popular 
feature extraction techniques were presented. Thereafter, speaker and anti-speaker 
modelling theory was covered. Subsequently, common distance measures were 
described, and, finally, performance metrics were presented. 
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Chapter 3 
Noise Cancellation Techniques 
"The primary objective of any enhancement method in the context of speech 
processing is to rednce the effect of any signal that is alien to and disrup-
tive of the message conveyed among participants in a communicative event 
(whether it be human or automatic speech recognition machines)" [65]. 
This chapter provides a thorough review of common speech enhancement and 
noise cancellation techniques that are (or could be) used to improve the perfor-
mance of speaker recognition architectures in real-world conditions. It is divided 
into two main parts, the first of which deals with linear filtering techniques, while 
the second deals with non-linear filtering techniques. 
These noise cancellation paradigms can further be divided into two broad cate-
gories, namely, single-channel and multi-channel enhancement techniques [61]. 
As the names imply, single-channel enhancement techniques are only applicable 
in cases where there is one acquisition channel (e.g. a telephone channel), whereas 
multi-channel enhancement techniques are applicable only when there are several 
acquisition channels, (e.g a microphone array configuration). Since this thesis 
seeks to improve the performance of SV architectures for telephony speech (i.e. 
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using NTIMIT), only single-channel enhancement concepts will be considered. 
3.1 Linear Filtering Techniques 
In this section, common speech enhancement techniques are discussed. However, 
it is important to note that some of these concepts are still called "speech en-
hancement" techniques even though their application is not necessarily restricted 
to speech processing (e.g. spectral subtraction). In fact, a lot of techniques stated 
in this section have also been applied to image processing. 
3.1.1 Spectral Subtraction 
"The spectral subtraction method is the most suitable technique for the elimina-
tion of stationary noise from a degraded speech signal" [63]. Consider a speech 
signal s that has been corrupted by additive noise n resulting in a noisy speech 
signal s + n. Using a voice activity detector (VAD), it is possible to estimate the 
noise amplitude spectrum, INj (eie ) I, which can then be used to estimate the orig-
inal clean speech signal amplitude spectrum as follows: 
(3.1) 
where the addition tenn represents the amplitude spectrum of the observed noisy 
speech signal and I Sj (eie ) I is the clean speech signal amplitude estimation and 
INJ(eie)1 is the noise estimate[6l]. It is assumed that the phase of the signal is 
the same as that of the signal plus noise. However, it is possible to over-estimate 
the noise amplitude tenn in equation (3.1), thus giving rise to negative values of 
ISj(eie)l. A simple solution is to set all such negative values to O. Unfortunately 
this simplistic solution introduces spectral spikes that give rise to so-called musi-
cal noise. The remedy is explained in the following sub-section. 
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3.1.2 Spectral Subtraction with Over-Subtraction 
This technique was introduced in order to compensate for the "musical noise" 
phenomenon. In contrast to the classical spectral subtraction algorithm described 
above, spectral subtraction with over-subtraction estimates the clean speech spec-
trum magnitude as: 
(3.2) 
if 
(3.3) 
otherwise 
(3.4) 
where a > 1 reduces the occurance of negative values that give rise to spec-
tral spikes, and "0 < f3 « 1 sets a spectral flooring that reduces the perception of 
musical noise" [6U 
3.1.3 Wiener Filtering 
"The goal of Wiener filtering is to obtain an estimate of the original signal from 
a degraded version of the signal" [13]1. Assuming that the original signal s(t) 
was corrupted by an additive noise function n(t), then the degraded signal x(t) is 
represented by: 
lThe infonnation in this sub-section was mainly derived from this reference. 
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x(t) = s(t) + n(t). (3.5) 
The parameters of the Wiener filter are computed such that the expectation of the 
error (Le. the difference between the clean speech signal s (t) and its estimate, 
s(t) ,) is minimised. That is, the Wiener filter seeks to minimise the expression 
EiS(t) - ;(tW· 
Assuming that s(t) and s(t) have zero means and that they are jointly stationary, 
minimising the error yields: 
H(w) = px.(W) 
P",,,,(w) (3.6) 
where Pxs(w) is the power spectrum of the cross-correlation between s(t) and 
x(t), Pxx(w) is the power spectrum of x(t) and H(w) is the Wiener filter transfer 
function. If the noise is additive and n( t) and s( t) are uncorrelated, equation (3.6) 
may be rewritten as: 
H(w) - P •• (w) 
- p .. (w)+Pnn(W) (3.7) 
where Pss (w) is the power spectrum of the clean speech signal and Pnn (w) is 
the power spectrum of noise. The Wiener filter works by multiplying the value of 
each frequency component by a factor between 0 and 1, which is proportional to 
an estimate of the signal-to-noise ratio. Thus heavily contaminated regions will 
be suppressed (i.e. factor close to 0), whereas high SNR regions will pass through 
-almost transparently (i.e. factor close to 1). An estimate s(t) of the clean speech 
is then derived simply as: 
;(t) x(t) * h(t) (3.8) 
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where h(t) represents the Wiener filter impulse response, and * denotes convo-
lution. 
However, an observation of (3.7) reveals that it is necessary to have an estimate of 
the clean speech signal, s(t). This may be derived using the spectral subtraction 
or any other appropriate technique. Furthermore, Pss(w) may be estimated as 
(w). (3.9) 
But this method does not give a good estimate of the original signal power spec-
trum, so an iterative method is used in which the Wiener filter transfer function is 
initially represented as and then the noisy signal x(t) is filtered to 
give a new estimate of the original signal. This new estimate is then substituted 
into equation (3.7), and the procedure is repeated until convergence is reached. 
3.1.4 Cepstral Mean Normalisation 
Channel characteristics usually differ from one session to another, making it diffi-
cult to execute reliable speech recognition transactions over extended time periods 
[16]. A possible method of compensating for this intersession variabily is cepstral 
mean normalisation (CMN). CMN essentially calculates the cepstral mean, calcu-
lated across the entire utterance, and subtractes it from each frame. 
As stated in section 1.1.2, speech that has been transmitted across a telephone 
channel is convolved with the channel's impulse response. In the log cepstral 
domain, this convolution is equivalent to a simple addition which can be rectified 
by subtracting the cepstral mean from all input vectors [1]. In practice, however, 
the mean is normally computed over limited quantities of speech data, hence it 
is not totally accurate. In any case, CMN is still a very effective technique in 
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practice as it compensates for long-term spectral effects (e.g. those caused by 
different microphone types and transmission channels [1]). 
3.2 Non-linear Filtering Techniques 
It is well known that a signal that has been contaminated by additive noise can be 
denoised quite effectively using a simple linear filtering technique (e.g. a Wiener 
filter or spectral subtraction). This is because a linear filter is ideal under the mean 
square error criterion for an additive Gaussian noise process [6]. However, tele-
phony speech is known to suffer distortion as a result of different noise processes, 
including non-Gaussian noise, such as impulsive noise [43][56][39][4][35]. 
Moreover, non-Gaussian noise is generally "neglected within the system design 
philosophy for reasons of complexity and tractability" [36]. In other words, non-
additive or non-Gaussian noise processes are generally not considered during the 
design of speech enhancement techniques because they are difficult to model and 
analyse. Furthermore, linear filters are known to perform poorly in the presence 
of non-additive or non-Gaussian noise [34]. 
By contrast, non-linear filters are more robust than linear ones [6]. A filter is ro-
bust if "deviations from the statistical assumptions for which it is optimal in one 
way or another do not greatly affect its performance" [6]. It is therefore logical 
to infer that non-linear filtering techniques could be more effective at denois-
ing speech that has been transmitted across a telephony network since it is 
perturbed by heterogeneous noise processes. 
These non-linear filters may be implemented using neural networks, polynomials 
(e.g. Volterra or Taylor series expansions), or other function approximation tech-
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niques [77]. The following sub-sections present an overview of some non-linear 
filtering techniques that could find application in speech processing (in the context 
of speaker recognition, that is). A complete appraisal of non-linear filters may be 
found in [48]. 
3.2.1 Non-linear Spectral Subtraction 
In non-linear spectral subtraction, the noise can be estimated as 
and 
ISj(ei8 ) + Nj (ei8 )1 = AN+S!Sj_l(ei8 ) + Nj_1 (ei8 )1 + 
(1 AN+S)ISj(ei8)+Nj(ei8)1 
(3.10) 
(3.11) 
where AN is the so-called extended noise model and AN+S is a model of the noisy 
speech signal [61f. For the extended noise model, a generic function iP[pj(ei8 ), 
cxj(ei8 ), fN;(ei8 )iJ is used that depends on the noise estimator Nj(eiB ), the spec-
tral over-subtraction factor, cxj(ei8 ), and the signal-to-noise ratio of each spec-
tral component of the analysis frame, Pi (ei8 ). Function iP is an arbitrary non-
linear function that incorporates the subtraction process and takes into account 
the signal-to-noise ratio of each spectral component. It is bounded as follows: 
(3.12) 
2Most of the information in this sub-section was derived from this reference. 
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3.2.2 Volterra filters 
The Volterra series expansion is a popular and widely used method of representing 
non-linear systems [33]3 and can be expressed as the discrete-time representation: 
y(n) = ho + :L~l :L~l=O··· :L~i=O hi(ml,···, mi) x 
X(n-ml)· .. X(n-mi) (3.13) 
where hi are the so-called ith-order Volterra kernels. Volterra filters may be 
regarded as Taylor series approximations with memory. The advantage of the 
Volterra model is that the filter output is still linear in the coefficients. Thus a lot 
of common algorithms from linear signal processing can be applied to the Volterra 
filtering by way of a non-linearly extended signal vector. 
Various renditions of the Volterra filter have found application in numerous fields, 
including echo- and noise-cancellation schemes [25][76]. Other applications in-
clude speech and signal processing [33]. In practice, the infinite summations in 
(3.13) above are replaced by finite ones, resulting in a non-linear filter of finite 
memory and order. Not surprisingly, Volterra filters of the form shown in (3.13) 
above are very computationally expensive. 
3.2.3 Order Statistic Filters 
For a random variable X with N observations denoted Xl, X 2, X 3 , . .• , XlV, the 
order statistics are obtained by sorting the independent observations {Xd in as-
cending order [74]. This sorting operation produces a new vector of weighted 
values {Xi} subject to the constraint: 
3Much of the infonnation in this subsection was derived from this reference. 
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(3.14) 
where the values {X(i)} are the order statistics of the N observations. An order 
statistic filter (aSF) is an estimator 
(3.15) 
where ai are the filter coefficients. For any distribution, the optimal coefficients 
{ai} can be determined by minimising the criterion function 
(3.16) 
where a is the vector of order statistic filter coefficients, X is the vector of order 
statistics, and ft is the mean. Segura et al used order statistics in [74] to obtain 
an estimate of the instantaneous SNR in the implementation of a speech / non-
speech detection ( SND4 )module in order to discriminate noise from speech. They 
also report significant improvements in terms of word error rate performance over 
competing speech enhancement techniques. 
3.2.4 Histogram Equalisation 
Histogram equalisation (HE) is a non-linear technique that was originally used 
for restoration of corrupted images [74]. In image processing, an image is divided 
into pixels of varying intensity (or brightness). This intensity may assume values 
that normally range from 0 (for black) to 255 (for white) 5. However, the distri-
bution of these values is often non-uniform, meaning that a significant proportion 
4NB. the SND is sometimes called a voice activity detector (or VAD). 
5This explanation of how HE works was provided in person by Dr Fred Nicolss of the Digital 
Image Processing Lab, University of Cape Town. 
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of pixels may have intensities within a disproportionately small range, (e.g. 5 % 
of pixels may have intensities in ° to 100, 90 % between 100 to 250, and 5 % 
between 250 and 255). This non-uniform distribution of pixel intensities amounts 
to compressing the intensity scale since 90 % of all pixels would have values be-
tween 100 and 250, which virtually compresses the range to 151 (i.e. 100 to 250) 
from the original 256. Thus HE may be used to "decompress" the effective inten-
sity scale by using a non-linear mapping function such that the full intensity scale 
(i.e. 0 to 255) is realloated to the most prevalent values. The nonlinear mapping 
process may be some function of the intensity histograms. 
Histogram equalisation has also been successfully applied in automatic speech 
recognition (ASR) systems as a noise compensation technique [74]6. In the con-
text of ASR, it is used to compensate both linear and nonlinear distortions of the 
feature vector. The goal of HE is to formulate a function x(y) that transforms the 
probability distribution of the corrupted speech signal py(y) into a probability dis-
tribution for clean speech Px(x). Provided that x(y) transforms py(y) into Px(x), 
then the cumulative histograms verify that 
(3.17) 
and thus x(y) can be obtained by the cumulative histograms of the noisy speech 
and clean speech as: 
(3.18) 
where C:;l represents the inverse function of CX' 
6The rest of the information in this sub-section was derived from this reference. 
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3.2.5 Blind Deconvolution 
"In blind deconvolution, a convolved version x(t) of a scalar signal s(t) is ob-
served, without knowing the signal s(t) or the convolution kernel" [42]. This de-
noising technique is called "blind deconvolution" because the convolution kernel 
is unknown [12]. In the context of telephony speech, x(t) is the distorted speech 
signal, s(t) the original (undistorted) clean speech signal, and h(t) the convolu-
tion kernel (Le. the channel impulse response). 
In [12], blind deconvolution was used to restore a corrupted image without any 
explicit knowledge of the convolution kernel, but this technique reportedly had 
little success. The degradation process was modelled as an additive noise func-
tion plus convolution with an unknown kernel. If the additive noise component 
is ignored, then the degradation may be modelled as a convolution process in the 
time domain, which is analogous to multiplication in the spectral domain. Thus 
taking the log of this product yields the sum of the (unknown) convolution ker-
nel H (w) and the original signal S (w) (in the spectral domain, that is). Since the 
degradation has been simplified to a sum of the signal and the channel impulse 
response, statistical estimation may now be used to estimte H (w) and thus solve 
for S(w) [12]. 
Unfortunately, the noise process cannot be ignored in reality. Thus the log of the 
product of S(w) and H(w) plus N(w) ought to be estimated, where N(w) is the 
noise power spectral density. The author(s) in [12] claim that the first approach 
that they had success with estimates H (w) as: 
(3.19) 
where Uk and Vk are obtained by breaking the original image (u) and the corrupted 
image (v) into smaller blocks and computing their Fourier transforms (which may 
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be substituted with M frames of the clean speech signal set) and the observed sig-
nal x(t) for speech processing applications). However, Uk is assumed unknown, 
so an estimate of it may be obtained using Wiener filtering, for instance. More-
over, this technique only calculates the magnitude of H(w), hence it is most suit-
able for phaseless linear shift invariant (LSI) filters. 
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3.3 Summary 
In this chapter, the author investigated possible ways of reducing the effect of 
noise for speech that has been transmitted across a telephone network. Further-
more, it was found that different types of noise are present in a telephone chan-
nel. This implied that simple linear filtering techniques might not be very ef-
fective in purifying telephone speech, and hence non-linear techniques were in-
vestigated. However, some non-linear techniques, although possibly very effec-
tive, were found by the author to be somewhat undesirable since they are clearly 
computationally expensive and thus not suitable for real-time speaker verification 
applications. 
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Chapter 4 
System Design 
As explained in Chapter 1, the primary objective of this project is to design and 
implement a robust SV system whose performance is comparable to that of com-
petitive architectures trained and tested under similar conditions. This will be 
accomplished by first implementing a baseline architecture using the concepts 
and methodologies outined in Chapter 2. Once the implementation has been con-
firmed (Le. the results must be consistent with literature for similar systems), 
the baseline system will be refined using a non-linear filtering technique in or-
der to improve the fidelity of the speech signaL This is motivated by the fact that 
speaker recognition systems that use clean speech (e.g. TIMIT) perform very well 
[19][61][31]. 
4.1 The Baseline System 
"Given a segment of speech, Y, and a hypothesised speaker S, the task of speaker 
detection, also referred to as verification, is to determine if Y was spoken by S" 
(71]1. Assuming that Y was generated by a single speaker, the speaker verifica-
I Much of the development that follows was derived from this reference. 
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tion problem can be formulated as a hypothesis test between 
Ho : Y is from the hypothesised speaker S 
and 
Hl : Y is from a dif ferent speaker. 
The optimum test to decide between these two hypotheses is to accept the hypoth-
esised speaker S if the likelihood ratio :i~I~S is greater than or equal to some 
threshold () and to reject the hypothesised speaker S if the likelihood ratio is less 
than this threshold, where Ho is the hypothesis that Y was generated by speaker 
S, and Hl is the hypothesis that it was not. 
Figure 4.1 depicts a block diagram of a generic likelihood ratio-based speaker 
verification system. The input speech file is first digitised and then parameterised 
to generate a set of feature vectors. During the speaker registration phase, these 
feature vectors are used to create speaker models (Le. the "Hypothesised Speaker 
Model" block) for a particular speaker. Simultaneously, an anti-speaker model is 
created using speech data generated by other speakers in the database (i.e. the 
"Background Model" block). A database of registered users is then populated us-
ing these speaker and anti-speaker models. 
During recognition, the test speaker's feature vectors are analysed for proxim-
ity with a) the hypothesised speaker's model and b) the hypothesised speaker's 
anti-speaker model , and the difference is compared to a decision threshold. If 
this difference is above the threshold, the hypothesised speaker is accepted as the 
claimed speaker, otherwise it is rejected. 
56 
U
ive
rsi
ty 
of 
Ca
pe
 To
wn
Figure 4.1: A likelihood ratio-based SV system [71] 
Using this framework, the baseline architecture for this thesis project is designed 
as illustrated in Figure 4.2. The various blocks are explained in the subsections 
that follow. In the figure, DFT stands for discret Fourier Transform, whereas 
LPF stands for Lowpass filter2• 
4.1.1 Front-end Processing 
Since the NTIMIT database will be used for all work relating to this thesis, there 
is no need for digitising the speech files since they are already digitised. However, 
each speech utterance is segmented into 20 ms frames which overlap by 10 ms 
[71]. Subsequently, frame energies are computed, and only frames with energies 
above a certain threshold are parameterised using the PFS algorithm to generate 
a 30-dimensional feature vector. In order to avoid ambiguity, exactly the same 
values of a: and f3 will be used for both the baseline architecture and the proposed 
algorithm. This is so that any performance improvement obtained when the pro-
posed algorithm is implemented can be unambiguously attributed it. Incidentally, 
there are various ways of suppressing noise-only frames from the speech wave-
2The front-end pre-processing (i.e. from "DFT' to "Cosine Transfonn" in Figure 4.2) was 
adopted from code provided by the author's supervisor, DJ. Mashao. Mashao used this code to 
implement speaker identification software. 
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Figure 4.2: Baseline SV architecture 
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form. Examples include a speech / non-speech detector (SND, also called a VAD), 
or a simple energy-based noise flooring technique (i.e. only frames that have en-
ergies above a certain noise floor will be parameterised). The latter method will 
be used in this project. 
However, setting the noise floor at very low values means that most noise frames 
will be accepted as speech frames and thus lead to poor performance, whereas 
choosing a high value means that most speech frames will be misclassified as 
noise. Consequently, more speech files will be required in order to generate the 
same number of feature vectors. Unfortunately, this option is not reasonable since 
there are a limited number of speech files in NTIMIT (i.e. ten per speaker). Thus 
an intermediate value is more sensible. Nonetheless, this threshold can only be 
determined empirically. 
4.1.2 Gaussian Mixture Models 
All speaker models will be created using Gaussian mixture models (described in 
detail in section 2.3). According to [38], the performance of a GMM-based clas-
sification engine depends on, among other things, the number of mixture mod-
els. However, many researchers report satisfactory performance when 16- or 32-
mixture models are used [28][38][9]. In addition, for a set of training vectors, 
model parameters are estimated using the k-means clustering algorithm. This iter-
ative algorithm improves the GMM parameters in order to increase the likelihood 
of the estimated model for the observed feature vectors. That is, for consecu-
tive iterations k and k + 1, the likelihood ratio p(X\Ak+1) is marginally greater 
than the likelihood ratio p(X!Ak). However, subsequent iterations of the k-means 
algorithm improve the likelihood by a diminishing amount, suggesting that the 
likelihood converges to a common value. In practice, about ten iterations are ade-
quate to guarantee convergence. 
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4.1.3 World Models 
According to [71], there is no objective measure to determine the right population 
of speakers or amount of speech to use in training a universal background model 
(or UBM, which is similar to a world model). In addition, it is also reported in 
this reference that there was no performance loss when the amount of speech used 
to train a UBM was reduced from six hours to one hour. 
On the other hand, the number of Gaussians for a world model has a direct bearing 
on overall recognition performance [49]. In [49], Bengio et al propose a simple 
technique to determine the optimum number of Gaussians for a world model. In 
essence, they trained a world model using 90 % of the available training speech 
data and continuously varied the number of Gaussians. Subsequently, they se-
lected the world model that yielded the highest likelihood using the remaining 
training speech data (i.e. 10 %). In other words, they created world models with, 
say, 32, 256, 512, 2048, etc, Gaussians and tested them using the remaining speech 
data. 
For instance, suppose that one wishes to determine the ideal number of Gaus-
sians in speaker FAKSO's world model. Since the objective is to maximise the 
expression log p(XIApAKSO) - log p(XI).'PAKSO) where ).'PAKSO represents the 
speaker's world model, the number of Gaussians that minimise the second term 
will be selected as the optimal one for the world model. Thus the optimal number 
of Gaussians in a world model is best determined empirically. 
4.1.4 Decision Logic 
As stated in section 1.4.3, there is too little data in NTIMIT for some of it to be 
reserved for threshold calibration purposes. This implies that a global threshold 
will be determined, and all scores will be compared against it for authentication. 
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One of the methods of determining this threshold entails calculating the minimum 
and maximum client scores during testing and adjusting it in small increments 
across the entire range of scores. In this project, these scores will be calculated 
using the Mahalanobis distance measure for both speaker and world models. At 
each iteration, the values of FAR and FRR are noted. The process is repeated until 
the absolute difference between FAR and FRR is zero (or minimal, in which case 
the EER is estimated using an technique known as the half-total error criterion, 
or HTER). The HTER estimates the EER by simply averaging the FAR and FRR 
values when the difference between them is minimal. A script that calculates FAR 
and FRR values is provided in Appendix A. 
Section 4.2 presents the theory behind the non-linear polynomial approximation 
(PA) filter that the author proposes in order to denoise telephone speech. Although 
there are many non-linear filtering techniques (e.g those presented in Chapter 3), 
the proposed filter was chosen because of its simplicity and versatility. 
4.2 Least-squares Polynomial Approximation 
As stated in section 3.2, non-linear filters are generally more effective than lin-
ear ones in denoising signals that have been corrupted with heterogeneous noise 
processes. However, the non-linear filtering techniques reviewed in the previous 
chapter have either already been implempted in speaker recognition (e.g. non-
linear spectral subtraction) or they were considered to be too computationally ex-
pensive (e.g. Volterra filters) to be used in a real-time authentication scenario such 
as speaker verification. Thus the author decided to implement a simple, non-linear 
technique known as the polynomial approximation (PA) algorithm. The theory of 
this algorithm will be presented shortly. 
It is sometimes desirable to fit an analytical function to experimental data in order 
to compensate for errors. This procedure is known as data fitting and uses a func-
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Figure 4.3: Illustration of Smoothing Effect of A Lower-Order Polynomial 
tion such as an interpolating polynomial to fit the data. However, it is obviously 
undesirable to replicate data that is known to be noisy since that is equivalent to 
reproducing the noise. In this case, a polynomial that approximates the data under 
constrained conditions (i.e. least squared error) might be more useful. This is 
illustrated in Figure 4.3. 
In Figure 4.3, a synthetic speech waveform is described using two interpolating 
polynomials of different orders. The high-order polynomial describes the data ex-
actly (Le. it passes through all the data points), whereas the low-order polynomial 
filters the data by only passing through some points. 
According to interpolation theory, any arbitrary set of m + 1 data points can be de-
scribed using a unique mth degree polynomial. If the data points are known to be 
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error-free, then an mth degree polynomial would suffice [26] 3 . However, in most 
practical situations the data will most likely be contaminated by noise, suggesting 
the use of a lower-order polynomial. Assuming m + 1 sampling instants denoted 
xo, XI, ... , Xm corresponding to samples Yo, Yl,"" Ym, then an nth-order (n < 
m) polynomial f (x) might be made to fit the data as follows: 
(4.1) 
Hence the error (i.e. difference between the observed data and the polynomial) at 
point Xi is: 
(4.2) 
Thus the goal is to find the filter coefficients aj in (4.1) that minimise the error 
at each data point Xi. But it is not possible to make the error zero at every point 
because a lower-order polynomial cannot go through all the points as depicted in 
Figure 4.3. However, a least-squares criterion may be used to minimise the sum 
of the squared error at each data point. That is, the least-squares criterion min-
imises 
E = Li!:o 
But minimisation requires that the following conditions be fulfilled: 
8E _ 0 8E - 0 8E - 0 
-8 - '-8 - ""'8-- . ao al a" 
(4.3) 
(4.4) 
This is a set of n + 1 equations and as many unknowns (i.e. the filter coefficients 
3The development that follows was derived entirely from this reference. 
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ao, al, ... , an), and thus the coefficients can be determined analytically using a 
suitable technique. In this thesis, these equations will be solved using matrix in-
version since this algorithm was already available. Differenting (4.3) with respect 
to the n + 1 filter coefficients ao, al, . .. , an above yields: 
=0= 
oE - 0 
oao -
The above set of equations is equivalent to 
Cooao + COlal + C02 a2 + ... + COnan = 2::f:!:o Yi, 
ClOaO + Cllal + Cl2a2 + ... + Cnan = 2:::0 XiYi, 
where 
(4.6) 
(4.7) 
Figures 4.4 and 4.5 demonstrate that this algorithm is able to remove both ad-
ditive noise and impulsive noise. Figure 4.4 (a) depicts an unperturbed sinusoidal 
waveform, while Figure 4.4 (b) depicts an additive random noise-contaminated 
version of it. This contaminated signal was then denoised with the above-mentioned 
algorithm using an analysis window of20 samples and a quadratic PA filter to gen-
erate the denoised version depicted in Figure 4.4 (c). It is clear that the proposed 
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(b) Additive random noise-contaminated sine wave signal 
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(c) Denoised version of corrupted signal (not normalised) 
Figure 4.4: Removal of additive random noise using the PA filter 
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Figure 4.5: Illustration of impulse noise decontamination using the proposed filter 
filter is able to remove additive noise quite effortlessly (save for a slight phase 
distortion at t = 40). 
On the other hand, Figure 4.5 shows a slow-varying sinusoidal waveform that 
was artificially corrupted using a high-amplitude impulse at t = 10 to generate an 
impulse-corrupted version [57]. The corrupted signal was decontaminated using 
an analysis window of 7 samples and a 4th order PA filter without the use of an 
impulse detection module in contrast to Wang and Zhou's method in [79]. Quite 
clearly, only samples in the immediate vicinity of the impulse were affected by 
the filtering operation. Other samples were virtually unaffected by the filtering 
process. 
The subsequent section provides a review of signal processing applications in 
which similar filters have been (or could be) applied successfully. 
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Table 4.1: Uncompressed Data 
4.3 Other Applications 
Least-squares based polynomial approximation (PA) has an extensive range of 
signal processing applications, some of which include data compression. In sec-
tion 4.3.1, the author illustrates how this technique may be used to achieve data 
compression. 
4.3.1 Data Compression Using Polynomial Approximation 
Suppose that one would like to "compress" the data in Table 4.14. 
Assuming a quadratic interpolating polynomial, equation (4.6) yields the follow-
ing system of equations: 
5.0ao + 5.0al + 7.5a2 = 2.7 
5.0ao + 7.5al + 12.5a2 = 12.7 
7.5ao + 12.5al + 22.125a2 = 25.05 
which can be solved using matrix inversion (or any other relevant method) to yield: 
ao = -2.889, al = 1.714, a2 = 1.143 
4These values were derived from [26], but not the actual example showing how data compres-
sion may be achieved. 
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Table 4.2: Illustration ofPA-based data compression 
so that the quadratic polynomial becomes 
P(x) -2.889+ 1.714x + 1.143x2 . (4.8) 
Using (4.8), the results shown in Table 4.2 are obtained. It is obvious that the 
PA approach introduces some fractional error according to Table 4.2. However, 
if perfect fidelity is not absolutely essential, this approach offers an interesting 
alternative to conventional data compression schemes. In this case, one would 
only need to store the coefficients ao, al and a2 instead of the five data points 
in Table 4.1. Unfortunately, better fidelity can only be obtained at the expense of 
lower compression rates (Le. higher polynomial orders). 
4.3.2 Image Restoration 
In [79], a polynomial approximation (PA) filter is used to restore images that have 
been corrupted by impulse noise. This is accomplished by applying an impulse 
detection algorithm to the image data on a pixel-by-pixel basis. The impulse noise 
might be generated by imperfect sensors or a noisy communication channel [79]. 
However, care must be taken when this type of filter is used because if it is applied 
on clean data it could destroy important information (e.g. edges could be blurred). 
4.3.3 Detail Concealment 
In addition to noise suppression, polynomial approximation or smoothing may 
also be used to make data look visually more appealling [53], such as in Figures 
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4.6 (a) and 4.6 (b) [5l]. This demonstrates that the technique may also be applied 
on uncontaminated data. However, it is easy to see how the technique may be used 
to smooth noisy data by observing the two figures. 
A comparison of Figures 4.6 (a) and 4.6 (b) reveals that the latter looks more ap-
pealing because unwanted detail has been concealed. However, it is also clear 
that the smoothing algorithm may obscure wanted detail if applied without care. 
Perhaps a better solution would be one in which the degree of smoothing is deter-
mined adaptively depending on local noise content. In other words, regions that 
are heavily contaminated would require "hard smoothing", whereas high-SNR re-
gions might not require any smoothing. 
4.4 The Proposed PA Filter-Based Architecture 
The proposed PA-based noise suppression algorithm is depicted in 4.7. In this 
architecture, a contaminated speech file is pre-processed on a subframe basis us-
ing an adaptive algorithm to determine the appropriate filter order. The subframe 
length (SFL)5 is chosen so as to minimise computational overhead. For instance, 
an SFL of 320 (corresponding to the number of samples in a typical 20 ms speech 
frame and a sampling rate of 16 kHz) would introduce excessive computational 
overhead (e.g. inverting a 320 x 320 matrix), whereas a smaller SFL offers faster 
computation but at the expense of more subframes. 
Having determined the SFL, the energy in each frame is computed and compared 
to a universal threshold, which ought to be determined beforehand. If the energy 
in a particular frame exceeds the threshold, then it is assumed that the local SNR 
is high, and thus no filtering is required. This is equivalent to setting the filter 
5The subframe length is the number of samples in an analysis window. 
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(a) A low-detail RBF-smoothed image 
(b) A high-detail RBF-smoothed image 
Figure 4.6: Illustration of smoothing for image processing 
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Figure 4.7: A block diagram of the proposed architecture 
71 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
order at m = SF L 1 (where m is the filter order) in accordance with the inter-
polation theory outined in section 4.1. Otherwise, if the frame energy is low, the 
filter order is set to m = SF L 2. In principle, lower filter orders could be used if 
the frame energy is very low, but they generally tend to destroy essential speaker 
specific information, and the overall performance suffers as a result. That is why a 
relatively high filter order of m = SF L 2 is recommended even for low-energy 
frames. It must be pointed that all the subframes in the same frame are processed 
with the same filter order since the energy is computed for each frame and not for 
each subframe. 
After determining the appropriate filter order, the filter coefficients are computed, 
and the subframe samples are then filtered. The filter output is stored in a buffer 
of denoised samples, and the process is repeated until the entire speech file has 
been processed. The denoised speech samples are then processed as illustrated in 
Figure 4.2 to generate PFS features. 
4.5 Design Constraints and Criteria 
In summary, the proposed design was chosen in accordance with the criteria layed 
out in the following sub-sections. 
4.5.1 Real-time Performance Capability 
The proposed design must not compromise real-time processing capability. In 
other words, an algorithm that promises great performance at the expense 
of computational feasibility would be considered unattractive for this work. 
The reason for this is that, in a fielded telephone-based SV system, clients would 
be reluctant to make use of the service if the authentication process was too long, 
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especially if they also had to pay for the call (i.e. assuming that there was no 0800 
service available). 
4.5.2 Reproducibility 
It is imperative that the proposed algorithm be implemented in a transparent and 
reproducible fashion. This means that it should not be optimised for a par-
ticular database since different conditions (or databases) might elicit poorer 
performance. Otherwise it would be difficult to prove that any performance im-
provement resulting from an application of the algorithm is not incidental. Stated 
differently, the algorithm should process data transparently irrespective of where 
it originates. Although this methodology might not be preferable in view of the 
fact that unique problems sometimes require unique solutions, it does however 
guarantee that any improvement obtained by applying the alogrithm on specific 
data can be extrapolated with some confidence to data that has yet to be tested. 
4.5.3 Robustness 
As stated at the beginning of Chapter 1, it is highly desirable for speaker recogni-
tion architectures to perform consistently well regardless of where the recognition 
task might be required. Although state-of-the-art SV architectures perform very 
well in ideal (e.g. labaratory type) environments, it is much more difficult to even 
approximate this performance in real-world scenarios, such as in a soccer stadium 
during a football match, or over a telephone network. Thus the proposed solu-
tion must perform verifiably better in less-than-ideal conditions, specifically over 
a telephone network. 
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4.6 Summary 
This chapter presented architectural descriptions of both the baseline system and 
the proposed PA filter-based algorithm. The baseline design was based on a frame-
work proposed by Reynolds for likelihood ratio-based SV architectures. Fur-
thermore, potential applications of the PA algorithm are also cited and discussed 
(e.g. data compression). Finally, system design criteria are specified. These cri-
teria serve as general guidelines for the author since it is reasonable to expect 
that some modifications might be required, especially during the implementation 
phase. These modifications must therefore be effected in accordance with the 
stated guidelines. 
74 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
Chapter 5 
Experimental Work and Discussioll 
of Results 
As outlined in Chapter 2, the performance of an SV system may be calibrated in 
terms of several performance metrics, of which the EER is most popular. While 
it is true that the EER is not a realistic evaluation metric since its computation 
is performed a posteriori using actual (as opposed to theoretical) FAR and FRR 
values [30J, it does however provide a reasonable basis for the comparison of dif-
ferent SV architectures because of its widespread use. In any case, the results of 
this project are also expressed in terms of a different evaluation metric (the D') 
in order to ascertain their validity. In other words, if the EER and the D' yield 
conflicting results, the proposed algorithm's superiority would be ambiguous. 
Otherwise its superiority would be confirmed provided both metrics indicate 
an improvement in performance. 
As described in Chapter 2, the D' (pronounced 'dee prime') metric provides an 
indication of the separability of two distributions (see Figure 5.1). In the con-
text of speaker verification, the overlapping distributions in Figure 5.1 represent 
client and impostor scores. The distributions at the top of the figure correspond to 
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contaminated data (Le. noise causes impostors to be mistakenly accepted as true 
clients and vice versa). This is explained by the large overlap between the two 
distributions (Le. low D' values). In general, there is a con-elation between the 
extent of overlap and recognition en-or. In fact, as the signal strength increases, 
the D' also increases [5]. Therefore an SV system that uses clean (i.e. high-SNR) 
speech (e.g. TIMIT) could have distributions like those shown at the bottom of 
the figure (i.e. high D' values). 
It is therefore reasonable to expect lower recognition en-ors to be associated with 
distributions that are more separable (i.e. higher D' values), while higher en-or 
rates are associated with not-so-separable impostor and client score distributions. 
Thus, in the context of this project, the D' is used to confirm the performance 
improvement (expressed by way of the EER) obtained by refining the baseline 
architecture as described in Chapter 4. 
5.1 Simulation Conditions and Parameter Settings 
All simulations relating to this thesis were performed on a 1.7 GHz AMD Linux 
machine using the C programming language and Python scripts. In addition, the 
entire test corpus part of NTIMIT which consists of 112 male and 56 female 
speakers was used for all simulations. This means that there were a total of 168 
speakers from all 8 dialect regions (i.e. DR! to DR8). Each speaker's model was 
created using about 21 seconds of training speech (i.e. 7 sentences, each lasting 
roughly 3 seconds) and 9 seconds of testing speech (Le. 3 concatenated sentences, 
each also about 3 seconds long). Moreover, a world model was generated for each 
speaker using about 2505 seconds of speech (i.e. 167 speakers in a generic world 
model * 5 sentences for every speaker in the world model * 3 seconds per sen-
tence). 
76 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
DFT 
LPF 
Alpha/Beta 
Parnrneteri::;atioll 
Speaker 
Model 
I 
Figure 5.1: Illustration of the D' metric [5] 
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Furthermore, each sentence was broken down into 20 ms frames, which trans-
lates to 320 samples per frame (corresponding to a sampling rate of 16 kHz). 
Each frame was then parameterised using PFS to obtain a 30-dimensional feature 
vector. The optimal values for nand fJ were found to be 4 and 1.6, respectively 
[58]. Thereafter, 32-mixture Gaussian mixture models were created for all speaker 
models using 25 iterations of the k-means algorithm. 
5.1.1 Determining the Number of Mixtures in a World Model 
In accordance with the method described by Bengio and Le in [49], the opti-
mal number of mixtures in a generic world model was determined empirically by 
computing the likelihoods corresponding to different numbers of mixtures. In this 
project, the number of mixtures was chosen as 32, 64, 128, 256 and 512 using 
speaker FAKSO's true identity claims (i.e. as opposed to impostor claims). The 
results of this test are depicted in Figure 5.2. Incidentally, the number of mix-
tures for the corresponding speaker model was fixed at 32. As stated in chapter 4, 
the objective of this test was to find the number of mixtures that maximised the 
expression log p(XIAFAKSO) log p(XI3:FAKSO), where 3:FAKso represents the 
speaker's world model. 
In addition, the author only used a single speaker (i.e. FAKSO) to determine the 
optimal amount of mixtures since it was logical to assume that these observations 
were representative of the expected behaviour for all other speakers. In other 
words, it is quite likely that the graph in Figure 5.2 would also be obtained for any 
other speaker. Furthermore, the amount of time required by the k-means clustering 
algorithm to generate these mixtures was almost prohibitive for large numbers of 
mixtures (see Table 5.1). Thus 32 mixtures were also used for the world models. 
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Figure 5.2: Detennining the optimal number of mixtures in a world model 
Table 5.1: Training times for different numbers of mixture models 
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5.1.2 Selection of Files 
The NTIMIT database used in this project has a total of 630 male and female 
speakers, each of which has 10 utterances. These utterances include 2 dialect cal-
ibration files (i.e., SA files), which are identical for everyone in the database. In 
addition, each user also has 5 phonetically compact (SX) and 3 phonetically di-
verse (SI) files. However, some SX files are the same for certain speakers, while 
all SI files are unique [53]. Since this project seeks to improve the performance 
of a text-independent SV system, the author decided to use SA and SX files for 
training while SI files were used for testing as in [55]. This means that altogether 
7 files were used as training material, whereas the remaining 3 were used for test-
ing. Owing to the fact that text-independent speaker recognition requires more 
data than text-depedent recognition [45], it was considered best to use all 3 files 
simultaneously during testing (i.e. approximately 9 seconds of concatenated test 
speech per speaker) as opposed to 3 separate verification transactions. By contrast, 
9 utterances were used for each verification transaction in [31]. This is because 
there is a direct correlation between test utterance duration and recognition per-
formance [59]. 
5.2 Algorithm Verification 
After implementing the proposed PA filter-based algorithm, a portion of an NTIMIT 
file was processed in order to verify that the algorithm was working as expected. 
As seen in Figure 5.3, the denoised speech waveform looks much like the original 
NTIMIT signal since a 5th _ order (i.e. high-fidelity) filter was used. 
By contrast, the baseline architecture was verified simply by comparing the cor-
responding EER result with others reported in literature (see Table 5.2). Initially, 
only a single run of the baseline algorithm was used in order to confirm that the 
implementation had been executed properly. Interestingly, the author(s) in [2] ob-
tained an EER of 4.8 %, which is identical to the EER obtained by the author if a 
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Figure 5.3: Illustration of Polynomial Approximation Algorithm on Noisy Speech 
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Author Architecture Population EER[%] 
I Limpho Mothae ! GMM/PFS 168 4.76 I 
. (unknown) [2] unknown 350 4.8 I 
I Misra et al [55] ANN I LPCC 38 6.6 ! 
I Drygajlo et al [27] i unknown 400 9.9 ~ 
Table 5.2: Comparison of different EER values for NTIMlT 
single decimal place is used (i.e. 4.76 % rounds off to 4.8 %). 
5.3 Impostor Attack Scenarios 
There are several methods of calculating the FAR of an SV system. This is gen-
erally accomplished by simulating a) random impostor attacks, b) massive attacks 
whereby many impostors target a specific victim, or c) a few impostors attack a 
client [1]. The massive impostor attacks methodology whereby each user is a po-
tential impostor to every other user undoubtedly represents a worst-case scenario 
and was thus adopted for this project. This is in direct contrast to the cohort ap-
proach in which it is assumed that successful attacks are likely to originate from 
similar-sounding speakers. 
Since only the test corpus part of NTIMIT (which consists of 168 male and female 
speakers) was used in this project, there were a total of 168 FRR bids and 28056 
(168 * 167) FAR bids. By contrast, Reynolds in [67] used 334 FRR bids and 
52538 FAR bids. 
5.4 Universal Decision Thresholds 
Ideally, an independent decision threshold should be used for each speaker in or-
der to minimise the EER [18]. However, this requires a dedicated calibration set 
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of utterances in addition to training and testing sets in order to compute speaker-
dependent thresholds. Unfortunately, there is too little data in NTIMIT for some 
of it to be reserved exclusively for calibration purposes [52]. As a result, all 
verification transactions were calibrated against a universal threshold which was 
determined empirically. Initially, this was accomplished by plotting distributions 
of impostor and client scores and determining the point of intersection. These dis-
tributions were estimated from separate histograms of impostor scores and client 
scores. In other words, the distributions of client and impostor scores were su-
perimposed on the same axis so as to reveal the point of intersection. However, 
this method was soon abandoned because it was too time-consuming. Therefore 
a new method was proposed in which an initial threshold value was "guessed". 
The proportion of client rejections and impostor acceptances above and below 
this threshold were noted, and thus the EER threshold was obtained by increment-
ing (or decrementing) this threshold. This method was much faster than the one 
stated earlier and was carried out using the script in Appendix A. 
5.5 EER Results 
Table 5.2 shows how the baseline system compares with other architectures re-
ported in literature (all using NTIMIT). The SV system designed by Misra et al 
was implemented using artificial neural networks (ANN) and tested using only 
38 speakers in dialect region 1 (DRl) of the NTIMIT "train" corpus. The front-
end that was used consisted of LPC-based cepstra. In any event, it is doubtful 
whether the small population size would provide enough speaker variability for 
the claimed EER of 6.6 % to be sufficiently indicative of the architecture's real 
performance. 
However, while it is true that population size should not really matter since 
SV is a binary decision problem (as opposed to SI, which is a liN decision 
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problem), it is also true that a small population size might give overly op-
timisitic (or pessimistic) results owing to a non-representative distribution 
of speakers. For instance, since the 38 speakers were all from the same dialect 
region (i.e. DRl), it is possible that the inclusion of speakers from other dialect re-
gions might lower the EER somewhat since speakers from the same dialect region 
should sound more or less the same comparatively. This is somewhat analogous 
to using an SV system on a population that consists entirely of cohorts. 
On the other hand, EI-MaHki and Drygajlo used 400 speakers from the NTIMlT 
database, but they also added an artificial noise source at varying SNRs to the 
speech data. However, they provide no explicit information about the features that 
they used. The anti-speaker modelling methodology that they used (e.g. cohort 
or UBM approach) has also not been specified, and the amount of training speech 
(both for speaker and anti-speaker models) has also not been mentioned. Nonethe-
less, they mentioned that two sentences were used during the testing phase, but 
one cannot infer from this that the remaining files were all used for training since 
some could have been used to calibrate speaker thresholds. 
In [Korean]*****, the author(s) claimed an EER of 4.8 % for NTIMIT, but there 
was no explicit mention of the features used, nor was the classification engine 
specified. However, it is reported that a population size of 350 speakers was used. 
Incidentally, this information was provided in Korean and translated by the au-
thor using an on-line translation utility. The uniform resource locator (url) for 
the translation utility is http://www.worldlingo.comfwlffranslate. To perform the 
translation, the url of the page that must be translated has to be provided, and the 
target language (i.e. English) must also be specified. 
Figures 5.4 and 5.5 depict the receiver operating characteristics (ROC) curves 
corresponding to the baseline architecture and PA algorithm, respectively. These 
curves were obtained by adjusting the decision threshold from 1000 to -1000 in 
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steps of 250. This large increment was chosen so as to accelerate convergence 
towards the EER. When the difference between the two error rates was small, this 
increment was reduced to 10 in order to identify the exact point of convergence 
(i.e. where FAR = FRR). This variation of the increment accounts for the "kinks" 
around the (5 %, 5 %) ordinates in the plots since a smaller increment reveals more 
detail than a larger one. In addition, adjusting the decision threshold by minute 
increments means that sometimes the FRR does not change because of a sparse 
distribution of true client scores (compared to the distribution of impostor scores). 
This is reflected in the ROC curves as small horizontal sections. 
By the way, the ROC curves corresponding to the PA algorithm appear to be a little 
more "bowed out" than those corresponding to the baseline algorithm as expected, 
although in some cases this difference is difficult to observe. This observation is 
consistent with the fact that a higher signal strength will cause the curves to "bow 
out" (i.e. make them closer to both axes) [5]. 
However, it is not always possible to find FAR and FRR rates that match ex-
actly when calculating the EER [23]. This is because the distribution of scores 
for both true clients and impostors is never continuous since the number of 
speakers in any database will always be finite. Moreover, the number of FAR 
and FRR tests is another important consideration. For instance, in this project 
there were a total of 168 concatenated test files (corresponding to as many speak-
ers), and consequently 168 FRR transactions. This means that the smallest amount 
by which the FRR can be adjusted is 1/168, or 0.595 %. Moreover, if the number 
of FAR (i.e. impostor acceptance) tests is considerably larger, the FAR can be 
adjusted by much smaller increments. 
As explained in section 5.3, a massive impostor attack methodology in which each 
user is a potential impostor to every other user was adopted for this project since it 
represents a worst-case scenario. Thus there were a total of 28056 (Le. 168 * 167) 
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Figure 5.4: ROC curves corresponding to the baseline architecture 
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Figure 5.5: ROC curves corresponding to the PA algorithm 
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(a) EER values for the baseline architecture 
(b) EER values for the proposed algorithm 
Table 5.3: EER averages for the baseline and PA architectures 
FAR transactions. As a result, the FAR can be adjusted by as little as 1/28056, 
or 0.0036 %. Thus the FRR might overshoot (or undershoot) the FAR. In such 
situations, the HTER (half total error rate) is normally used to estimate the EER 
provided the FAR and FRR are as close as possible [23]. 
Tables 5.3 (a) and (b) show the average EER values obtained using the baseline 
architecture and the PA algorithm, respectively. Incidentally, both architectures 
were implemented using equal amounts of training and testing speech data, as 
well as equal amounts of anti-speaker modelling (i.e. world model) speech. This 
was done so that the resultant improvement in performance could be attributed 
exclusively to the superiority of the proposed algorithm. 
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5.6 D' Results 
Table 5.4 (a) shows the D' values corresponding to three client I impostor dis-
tributions obtained using the baseline architecture, while Table 5.4 (b) shows the 
D' values for three client I impostor distributions corresponding to the proposed 
algorithm. It is obvious that the D' figures corresponding to the PA filter-
based algorithm are consistently higher than those obtained using the base-
line architecture. Although the difference between the two D' averages is only 
fractional (i.e. 1.78 minus 1.75), it does mean that, on the whole, distributions 
obtained using the PA filter are slightly more separable than those obtained using 
the baseline architecture. This confinns that the reduction in EER was not in-
cidental. 
In Table 5.5, "Impostors J\:' refers to the first-run distribution of impostor scores, 
"Impostors B" refers to the second-run distribution, etc. Interestingly, impostor 
scores obtained using the baseline architecture are, on average, slighltly lower 
than those obtained using the proposed algorithm, whereas the converse is true of 
client scores. 
Table 5.5 shows the average times required to a) generate a speaker model and 
the corresponding world model, and b) perform a typical verification transaction 
using three concatenated SI files for both the baseline architecture (abbreviated 
BLA) and the polynomial approximation filter-based method (abbreviated PA). 
Not surprisingly, the PA algorithm is more computation-intensive than the base-
line version as can be seen in Table 5.5. Incidentally, the operation that took the 
longest time during the model generation phase was the k-means algorithm since 
it only computes models pertaining to a particular set of feature vectors, regard-
less of how the features were generated. The rest of the time was obviously spent 
creating the feature vectors themselves. In other words, the BLA required about 
120 seconds to generate the features, whereas the PA algorithm took about 600 
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(a) D' values corresponding to the baseline architecture 
Distribution Mean Standard Deviation D' 
Impostors A -2774.0978 2304.6309 
Clients A 208.2249 782.1239 
1.73 
Impostors B -2785.6896 2283.3719 
Clients B 180.5952 747.850 
1.75 
Impostors C -2774.2977 2293.4116 
Clients D 266.2024 849.2805 
1.76 
A\,t:n:tgt: 1.75 
(b) D' values corresponding to the PA algorithm 
Distribution Mean Standard Deviation D' 
Impostors A -2828.248 2258.1245 
Clients A 171.351 780.7643 
1.78 
Impostors B 169.503 816.7187 
~ Clients B 32.499~ 2246.5875 
L1.78 
Impostors C -2833.0737 2254.6835 
I----------~ 
136.3512 738.001 Clients D 
1.77 
A'li.;ri:lgc 1.78 
Table 5.4: D' values for the baseline and PA architectures 
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Table 5.5: How the PA algorithm compares with the baseline computationally 
seconds. The remaining 120 odd seconds were taken by the k-means algorithm 
(corresponding to 32-mixture world models), which processes feature vectors re-
garded of how they were generated. 
Furthermore, while it is true that the PA filter-based algorithm returned better re-
sults in terms of overall recognition performance, it is also true that a few clients 
who were properly verified by the baseline architecture were rejected by the PA 
algorithm. Conversely, a few impostors who were previously rejected by the base-
line architecture were accepted when the PA algorithm was used. Naturally, all 
models that were created using a particular architecture were also tested using that 
same architecture (i.e. matched conditions). However, the author applied the PA 
algorithm on a handful of models that were created using the baseline architecture 
(i.e. mismatched conditions), and in a few cases verification errors were corrected. 
These observations prompted the author to propose a new decision-fusion type 
algorithm that averages the outputs of both architectures. However, this design 
was never implemented since the inherent computational overhead would make it 
unattractive [57]. 
5.7 Rotating Filter Orders 
Undoubtedly, a speech signal that has been transmitted across a telephony network 
will be subjected to non-uniform distortion as a result of channel noise. This 
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is simply because the contaminating noise signal does not have constant power 
across its spectrum. Consequently, certain speech segments will be distorted by 
high-energy noise, whereas other portions will be affected by low-energy noise. 
Therefore the extent of smoothing must be adjusted dynamically depending on 
local noise content in a speech signal. Due to this requirement, a so-called para-
metric voice activity detection (VAD) module was implemented. The parametric 
VAD returns a score which is indicative of the noise content in a given frame. 
Unfortunately, the parametric VAD was later found to introduce excessive compu-
tational overhead in addition to sporadic error (i.e. the occasional misclassification 
of frames), and was therefore discontinued. Moreover, this VAD also relied on 
the assumption of long-term stationarity for the contaminating noise func-
tion [73], which was considered by the author to be somewhat unrealistic. As 
a result, the author decided to make use of frame energies instead. The energy in 
a given frame was calculated simply as: 
FE = 10 * log("E-~o xt) 
where FE is the frame energy, Xi is the ith sample, and the summation runs from 
o to 319 (i.e. 320 samples in a frame, corresponding to a sampling rate of 16 
kHz and a frame interval of 20 ms). Clearly, frames that have high energies (i.e. 
presumably high SNR, or clean frames) need not be filtered, whereas heavily-
contaminated frames might need to be filtered with a low-order polynomial (i.e., 
a low-fidelity) filter. For instance, a frame that consists entirely of (zero-mean) 
noise could be smoothed with a Oth order polynomial (i.e. to signify absence of 
speech), while a frame that is virtually unaffected ought to be "filtered" using a 
6th order polynomial (i.e., no filtration, assuming an SFL of 7 samples) since a 
lower-order filter would compromise fidelity and thus induce distortion. Thus, it 
IThis equation was taken from the code provided by the author's supervisor, Dr D.l. Mashao 
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is clear that unconditional smoothing is not desirable as it might introduce 
unwanted distortion and thus diminish performance. Indeed this was found to 
be true in a few cases. That is, in a few cases, clients who were correctly verified 
using the baseline architecture were rejected by the PA algorithm even though the 
latter's overall performance was superior. 
5.8 Discussion of Results 
The relatively small reduction in EER of 9.2 % is probably due to the fact that a 
significant part of the noise in a telephony channel is Gaussian since non-linear fil-
ters are most effective at reducing non-Gaussian noise. Alternatively, the filter that 
was used might not be the most effective one at reducing this type of noise. Un-
fortunately, the author was not able to find any literature in which identical work 
had been done using a different non-linear filter. Moreover, the primary source of 
distortion in a telephone channel is convolutional noise [8][69], which cannot be 
reduced using a simple filter (linear or non-liniear). This means that even the most 
effective non-linear filter would still provide only a slight improvement in perfor-
mance. Nevertheless, the rationale behind using the PA filter was instigated 
by the fact that, to the author's knowledge, no noise compensation algorithm 
had specifically been designed to suppress non-Gaussian noise in a telephone 
network for speaker recognition systems using a PA-based filter. 
Furthermore, the author did not implement an impulse noise detection module be-
cause it would introduce excessive computational overhead but offer only a slight 
improvement in performance since the issue of convolutional distortion would still 
need to be addressed in any case. In addition, the author believes that this prob-
lem (i.e. convolutional distortion) is beyond the scope of a Master's thesis simply 
because of the sheer amounts of time and research effort that would be required. 
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Finally, the EER results in shown in Table 5.3 fluctuate quite considerably. The 
author believes that this is due to the fact that there were much fewer FRR bids 
than FAR bids (i.e. 168 versus 28056). This disparity was dictated by the fact 
that there is generally very little data in NTIMIT (i.e. only 10 utterances per 
speaker). Had there been many utterances (e.g. in [31], where 9 utterances were 
used for each verification bid), the author would have used far more FRR bids 
(perhaps 6 per speaker, which would increase the number of FRR transactions 
to 1008 in total). This would mean that the distribution of true client scores is 
more uniform (as opposed to sporadic). However, the slightly better average 
EER corresponding to the PA algorithm is corroborated by the associated D' 
averages. 
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5.9 Summary 
This chapter essentially presented the simulation results of both the baseline 
architecture and the proposed algorithm. Using the EER and the D' evaluation 
metrics, it was found that the proposed algorithm consistently outperformed the 
baseline architecture, albeit by a narrow margin. In addition, the baseline architec-
ture's performance was found to be very competitive compared to other architec-
tures reported in literature. Finally, the PA algorithm was found to be considerably 
more computationally intensive than the baseline system. 
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Chapter 6 
Conclusion 
This chapter presents a concise summary of the work that was done in this project. 
In addition, an appraisal of both cohort- and world-model based anti-speaker mod-
elling methodologies is presented, as well as a realistic prognosis for SV in gen-
eral. 
6.1 What Was Achieved 
As outlined in section 1.3, the first objective of this thesis was to design and imple-
ment a baseline text-independent SV architecture whose performance (expressed 
in terms of the EER), is comparable to those of competing architectures reported 
in literature. This objective was accomplished successfully since even the baseline 
architecture's EER was better than all others (tested on NTIMIT) that the author 
found while conducting this research. 
Furthermore, results obtained using the PA algorithm demonstrate its superiority 
compared to the baseline arhitecture. In order to ascertain the validity of these re-
sults, three simulations were performed using both architectures, and the resultant 
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EER values were averaged. Based on these results, it is obvious that the PA algo-
rithm demonstrably outperforms the baseline architecture. This improvement was 
further qualified by computing D' figures for both archictures. As expected, client 
and impostor score distributions corresponding to the PA algorithm were found to 
be more "separable" than those obtained using just the baseline architecture, thus 
confirming the superiority of the proposed algorithm. 
However, the baseline architecture was shown to be much faster than the PA ar-
chitecture. At any rate, the PA algorithm is still fast enough for it to be used 
in real-time verification transactions. The difference in speed is only really felt 
during training where it trails by at least several hours for a popUlation of 168 
speakers. 
6.2 The EER as an Evaluation Metric 
Since the EER can only be computed using actual FAR and FRR values, it is ob-
vious that calculating the EER of a fielded SV system that has not been tested 
before would not be straightforward. However, it should be possible to extrap-
olate the EER using calibration data, for instance. In other words, if there are, 
say, 15 available training utterances, 12 could be used to create speaker and world 
models, and the remaining 3 used as pseudo testing material in order to estimate 
the EER. Nevertheless, the FRR and the FAR need not be equal in reality. In 
banking applications, for instance, it might be preferable to have an FRR of say, 
3 %, and an FAR of close to 0 %. Furthermore, quoting an EER value without 
specifying a) the amounts of training and testing speech, and b) whether universal 
or speaker-specific thresholds were used is a bit pointless. Thus an SV system that 
has an EER of 3.0 % obtained using 2 hours of training speech and 10 minutes of 
testing speech as well as speaker-dependent decision thresholds is not necessarily 
superior to one that has an EER of 3.2 % corresponding to 30 minutes of train-
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ing speech and 5 minutes of testing data, without the use of speaker-dependent 
thresholds. 
6.3 A Prognosis for Speaker Verification 
Although speaker verification is still an emerging technology, it is doubtful whether 
future SV architectures will ever to able to function perfectly a) in diverse acoustic 
environements, b) across mobile and telephony networks, and c) despite excessive 
speaker variability, such as when a male child reaches puberty and his voice deep-
ens unpredictably. The problem with a) above is that some environments could 
include the voices of other speakers, such as in a busy airport terminaL In this 
context, it would obviously be very difficult to differentiate the speaker's voice 
from those of other speaker's in his immediate vicinity. 
In addition, the problem of telephone channel distorted speech is compounded 
by the fact that it is extremely difficult to isolate the source of distortion. In 
other words, higher EER values associated with telephony speech (as opposed 
to those corresponding to clean speech) could be due to mismatched handsets, 
additive noise, impulsive noise, convolutional distortion and cross-talk. Thus it is 
undoubtedly difficult to design a single architecture that is capable of effectively 
compensating for all these artefacts. 
Furthermore, contemporary anti-speaker modelling methodologies do not con-
sider the fact that, in reality, impostors would most likely modulate their voices 
when targeting specific victims. For instance, a Spanish-speaking male im-
postor would most likely put on a fake accent and pitch when targetting a 
German-speaking female client, provided that her identity is known to him. 
Thus it is highly probable that a given client could have more 'cohorts' in reality 
than might appear to be the case. This is especially disconcerting because most 
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clients would speak naturally during training (assuming a closed-set scenario), 
making it extremely difficult to accurately identify the cohort set for a particular 
speaker. In addition, impostor attacks could also originate from external users (i.e. 
open set verification), which further undermines the cohort methodology. 
Likewise, the world model methodology is also vulnerable to 'adaptive' impos-
tors. This is simply because an impostor who is good at impersonating other 
people could speak naturally during training and adapatively modulate his voice 
when targetting a specific victim. Thus this impostor would in essence be pre-
senting data that the system had not seen before, meaning that the range of 
alternative speech that is used to generate world (or UBM) models would be 
incomplete. 
On a positive note, it is unlikely that a potential impostor would both sound like 
the victim and know the victim's code (assuming a code-based identity-claim sys-
tem). Therefore, such an impostor might be good at impersonating other speakers, 
but it would be pointless if he does not have the required code. Furthermore, it is 
a bit unfair to expect SV to work perfectly when no other biometric verification 
system is perfect. For instance, fingerprint recognition might fail if one's thumb 
is lacerated or disfigured (e.g. a by a wound). Moreover, it is not uncommon for 
individuals to have mUltiple passports or counterfeit identity documents. 
In light of all these considerations, the author believes that truly successful far-
field SV architectures will a) comprise some sort of error correction capability, 
and b) function as auxiliary identity authentication algorithms and not as stand-
alone verification architectures. In the context of mobile telephony, future hand-
sets could compute features like the MFCC and use forward error correction 
(FEC), such as convolutional encoding. However, this would increase the amount 
of bandwidth required for mobile telephone networks. A possible solution would 
be to use more efficient modulation schemes such as EDGE (Enhanced Data rates 
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for Global Evolution) in order to keep bandwidth at a minimum. EDGE provides 
a far more efficient usage of the radio spectrum than conventional modulation 
schemes [EDGE]. An advantage of generating features locally within the hand-
set and using spontaneous error correction to ensure their integrity is that channel 
effects would be diminished. Moreover, features would no longer have to be com-
puted at the remote end, meaning that buffers would be emptied much faster. This 
also means that the mean call holding time (MCHT) for a typical verification 
transaction would be reduced, which would be very useful if clients had to pay for 
the call themselves (assuming no 800 number service). 
An additional advantage of using mobile handsets (as opposed to the plain old 
telephony system, or POTS) is that clients are more likely to always use the 
same handset. This would thus address the problem of mismatched handsets, 
even if spontaneous error correction were not used. Lastly, ordinary telephone 
lines may be "tapped" almost effortlessly, which means that it would be fairly easy 
for criminals to either record or synthesize a client's speech as well as learn their 
secret code. However, mobile handsets cannot be tapped as easily. Furthermore, 
this country is especially fortunate because of the extent of penetration that mobile 
telephony has achieved here. 
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