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Abstract: This paper is concerned with a reaction-diffusion single species
model with harvesting on n-dimensional isotropically growing domain.
The model on growing domain is derived and the corresponding compar-
ison principle is proved. The asymptotic behavior of the solution to the
problem is obtained by using the method of upper and lower solutions.
The results show that the growth of domain takes a positive effect on
the asymptotic stability of positive steady state solution while it takes
a negative effect on the asymptotic stability of the trivial solution, but
the effect of the harvesting rate is opposite. The analytical findings are
validated with the numerical simulations.
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1 Introduction
The growth of a single species population that evolves according to a logistic law while
assuming that species undergoes a random walk may be modeled by the following
equation
ut = d∆u+ ru(1−
u
K
), x ∈ Ω, t > 0, (1.1)
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2where d denotes the diffusion coefficient, r represents the intrinsic growth rate and
K is the natural carrying capacity of the environment. We take these parameters to
be positive constants. Ω is a bounded subset of Rn (n > 1) with smooth boundary
∂Ω. And the environment Ω is homogeneous (i.e., the diffusion does not depend on
x). u(x, t) is the density of the species at position x and time t. ut = ∂u/∂t, ∆
denotes the Laplace operator in Ω. Equation (1.1) is often called Fisher’s equation
after Fisher [?], who proposed the one-dimensional version as a model for the spread
of an advantageous gene in a population, and it was also studied by Kolmogoroff,
Petrovsky and Piscounoff [?], who studied the equation in depth and obtained some
of the basic analytical results.
We assume that the species migrates in a domain surrounded by a hostile envi-
ronment, so we can consider the initial and boundary conditions as
u(x, t) = 0, x ∈ ∂Ω, t > 0,
u(x, 0) = u0(x) > 0, x ∈ Ω,
(1.2)
where u0 ∈ C
2(Ω¯) and u0 = 0 on ∂Ω. The dynamics of (1.1) and (1.2) has been
completely studied, see [?]. Here we briefly describe the results which are related to
present paper. Let λ1 be the principal eigenvalue of the problem{
−∆φ = λφ, x ∈ Ω,
φ(x) = 0, x ∈ ∂Ω,
then we state the following Theorem.
Theorem 1.1 For (1.1) and (1.2), the following facts hold:
(1) If 0 < r 6 dλ1, then there is only one nonnegative steady state solution u = 0,
which is globally asymptotically stable, that is, for any nonnegative nontrivial u0,
limt→∞ u(x, t) = 0 uniformly.
(2) If r > dλ1, then there is only one positive steady state solution u = u
∗(x),
which is globally asymptotically stable, that is, for any nonnegative nontrivial u0,
limt→∞ u(x, t) = u
∗(x) uniformly.
From the point of view of human needs, the exploitation of biological resources
and the harvest of population are commonly practiced in fishery, forestry and wildlife
management. Concerning the conservation for the long-term benefits of humanity,
there is a wide-range of interest in the use of bioeconomic modeling to gain insight in
the scientific management of renewable resources like fisheries and forestry. At the
same time, harvesting has a strong impact on the dynamic evolution of a population.
Hence it is natural to add the harvesting term to the right-hand side of the first
equation in (1.1), and the equation would be
ut = d∆u+ ru(1−
u
K
)− hu, (1.3)
3where h > 0 is a parameter which represents the level of harvesting, hv is the
harvesting yield per unit time. One can see Murray [?] for details about the harvest
model.
As we know that the conventional theory of harvested populations basing on
equations in which the various environmental is treated as fixed domain. In fact,
the ecological environment is not always the same in nature, the habitats of species
usually changes due to many reasons, for example, some insects live on a growing
leaf, some fishes live in an expanding river due to a warming effect, some animals
live in desert which is expanding continuously. A natural question arises that how
species react to the changing of their habitats. Take this into account, in present
paper, we will consider the problem on growing domain.
Indeed, domain growth has been suggested as an important mechanism in pattern
formation and election, we refer to [?, ?, ?, ?, ?, ?, ?, ?] and the references therein for
more details. However, since the presence of time-dependent transport coefficients
in the equations which constructed on growing domain leads to difficulty in stability
analysis, most of known work was carried out though numerical computation and
simulations.
Recently, Tang etc [?] considered a diffusive logistic equation on one dimensional
isotropically growing domain with linear growth function and exponential growth
function respectively and get the asymptotic behavior of the solution by constructing
upper and lower solutions. In this paper, we try to use this method to study the
asymptotic behavior of solution to problem (1.2) and (1.3) on n dimensional growing
domain.
The organization of this paper is as follows: In Section 2, a general reaction-
diffusion equation with domain growth is developed in n-dimensional space Rn and
then the harvest single species logistic model on an isotropically growing domain
is constructed. In Section 3, we restrict our attention to the isotropically growing
domain and analyse the asymptotic behavior of solutions. In section 4, by performing
a series of simulations, we illustrate our analytical result. Finally, we give a brief
conclusion in Section 5.
2 Model on growing domain
In this section, we first model a general reaction-diffusion equation on growing do-
main in Rn and then present the single species harvest model on an isotropically
growing domain. The approach is as in [?].
Let Ω(t) ⊂ Rn be a simply connected bounded growing domain at time t > 0 with
its growing boundary ∂Ω(t). For any point x(t) = (x1(t), x2(t), . . . , xn(t)) ∈ Ω(t),
4we assume that u(x(t), t) is the density of a species, at position x(t) and time t > 0.
According to the principle of mass conservation, we have
d
dt
∫
Ω(t)
u(x(t), t)dx = −
∫
∂Ω(t)
J · ndS +
∫
Ω(t)
f(u)dx,
where J is the flux across the boundary ∂Ω(t), n is the outward normal vector on
∂Ω(t), f(u) is the reaction term within the domain. Using the divergence theorem,
the above equation becomes
d
dt
∫
Ω(t)
u(x(t), t)dx =
∫
Ω(t)
[−∇ · J + f(u)]dx. (2.1)
On the other hand, the growth of domain generates a flow velocity field a =
(x˙1(t), x˙2(t), . . . , x˙n(t)). Using the Reynold transport theorem to the left-hand side
of (2.1) yields
d
dt
∫
Ω(t)
u(x(t), t)dx =
∫
Ω(t)
[
du
dt
+ u(∇ · a)
]
dx,
where du
dt
is the total derivative of u, i.e.
du
dt
=
∂u
∂t
+∇u · a .
Hence we can write (2.1) as follow:∫
Ω(t)
[
∂u
∂t
+∇u · a + u(∇ · a)
]
dx =
∫
Ω(t)
[−∇ · J + f(u)]dx.
Since Ω(t) is arbitrary, then the differential equation
∂u
∂t
+∇u · a + u(∇ · a) = −∇ · J + f(u) in Ω(t) (2.2)
holds for any (x, t). Assume the species undergoes a random walk, the diffusion flux
of u follows Fick’s law:
J = −d∇u,
where d is the diffusive coefficient of u. Thus the equation (2.2) becomes
∂u
∂t
+∇u · a + u(∇ · a) = d∇2u+ f(u) in Ω(t), (2.3)
where ∇u · a is called advection term while (∇ · a)u is called dilution term.
5In most cases, it is difficult to study the properties of solution to (2.3) be-
cause of the advection and dilution terms. Let y1, y2, . . . , yn be fixed cartesian
coordinates in fixed domain Ω(0) such that x1(t) = xˆ1(y1, y2, . . . , yn, t), x2(t) =
xˆ2(y1, y2, . . . , yn, t), . . . , xn(t) = xˆn(y1, y2, . . . , yn, t). As t varies, the coordinates
x1, x2, . . . , xn change position with time. These positions are then mapped or trans-
formed to a fixed position given by the y1, y2, . . . , yn coordinates. Under this trans-
formation, we suppose u is mapped into the new function defined as
u(x1(t), x2(t), . . . , xn(t), t) = v(y1, y2, . . . , yn, t). (2.4)
Thus the equation (2.3) can be translated to another form which is defined on the
fixed domain Ω(0) with respect to y = (y1, y2, . . . , yn). However, the new equation is
also more complicated [?]. To further simplify the model equations (2.3), we assume
that domain growth is uniform and isotropic, that is, the growth of the domain takes
place at the same proportion in all directions as time elapses. In mathematical terms,
x(t) = (x1(t), x2(t), . . . , xn(t)) can be described as follow:
x(t) = ρ(t)y, y ∈ Ω(0), (2.5)
where ρ(t) is called growth function subject to ρ(0) = 1 and ρ˙(t) > 0 for all t > 0.
By (2.4) and (2.5), we have
a = x˙(t) = ρ˙(t)y =
ρ˙
ρ
x,
vt = ut +∇u · a , ∇ · a =
nρ˙
ρ
, ∆u =
1
ρ2(t)
∆v,
where n is the dimension of space. Then (2.3) becomes the following form
vt =
d
ρ2(t)
∆v −
nρ˙(t)
ρ(t)
v + f(v), y ∈ Ω(0), t > 0.
Then we obtain the following single species harvest problem on the growing domain
Ω(t): 

vt =
d
ρ2(t)
∆v −
nρ˙(t)
ρ(t)
v + rv(1−
v
K
)− hv, y ∈ Ω(0), t > 0,
v(y, t) = 0, y ∈ ∂Ω(0), t > 0,
v(y, 0) = u0(x(0)), y ∈ Ω(0).
(2.6)
3 Analysis of the asymptotic behavior
In this section we will study the asymptotical behavior of the solution of (2.6).
Though there are many different kinds of typical growth functions, such as linear
6growth, exponential growth, logistic (or saturated) growth, in a phenomenological
sense, the logistic growth is a biologically reasonable growth function, see [?] for
more details. For this reason, we consider the following logistic growth function
ρ(t) =
exp(kt)
1 + 1
m
(exp(kt)− 1)
,
where k > 0 and m > 1. Notice that ρ(t) is continuously differentiable on [0,+∞)
and satisfies
ρ(0) = 1, ρ˙(t) > 0, lim
t→∞
ρ(t) = m > 1.
Next we give the following definition of upper and lower solutions of (2.6):
Definition 3.1 A function v˜ ∈ C2,1(Ω(0)× (0,∞))∩C(Ω¯(0)× [0,+∞)) is called an
upper solution of (2.6) if it satisfies

v˜t >
d
ρ2(t)
∆v˜ −
nρ˙(t)
ρ(t)
v˜ + rv˜(1−
v˜
K
)− hv˜, y ∈ Ω(0), t > 0,
v˜(y, t) > 0, y ∈ ∂Ω(0), t > 0,
v˜(y, 0) > v0(y), y ∈ Ω(0).
(3.1)
Similarly, vˆ(y, t) ∈ C2,1(Ω(0)×(0,+∞))∩C(Ω¯(0)×[0,+∞)) is called a lower solution
of (2.6) if it satisfies all the reversed inequalities in (3.1).
To prove our main results, we recall the following two lemmas.
Lemma 3.1 (Comparison Principle) Let v(y, t) be a solution of (2.6) , v˜(y, t) and
vˆ(y, t) are upper and lower solutions of (2.6) respectively, then vˆ(y, t) 6 v(y, t) 6
v˜(y, t) in Ω¯(0)× [0,+∞).
Proof. Define w = v˜ − v, and it is easy to see that w(y, t) satisfies

wt >
d
ρ2(t)
∆w −
nρ˙(t)
ρ(t)
w + rw(1−
v˜ + v
K
)− hw, y ∈ Ω(0), t > 0,
w(y, t) > 0, y ∈ ∂Ω(0), t > 0,
w(y, 0) > 0, y ∈ Ω(0).
Applying the maximum principle leads to
w(y, t) > 0, y ∈ Ω(0), t > 0,
that is v˜(y, t) > v(y, t), y ∈ Ω(0), t > 0. Similarly, vˆ(y, t) 6 v(y, t) can be proved.
7Lemma 3.2 Let v(y, t) be a nonnegative nontrivial solution of the following problem

vt =
d
ρ2(t)
∆v −
nρ˙(t)
ρ(t)
v + rv(1−
v
K
)− hv, y ∈ Ω(0), t > 0,
v(y, t) = 0, y ∈ ∂Ω(0), t > 0,
v(y, 0) = v0(y) > 0, y ∈ Ω(0).
If v(y, 0) ∈ C2(Ω¯(0)), v(y, 0) = 0, ∆v(y, 0) = 0 for y ∈ ∂Ω(0) and ∆v(y, 0) 6 0 in
Ω¯(0), then v(y, t) ∈ C2,1(Ω¯(0)× [0,+∞)) and ∆v(y, t) 6 0 for y ∈ Ω(0), t > 0.
Proof. Since the initial function v0 is smooth and satisfies the consistency condition:
d
ρ2(0)
∆v0 −
nρ˙(0)
ρ(0)
v0 + rv0(1−
v0
K
)− hv0 = 0 for y ∈ ∂Ω(0),
then the standard parabolic regularity theory [?] shows that the solution v(y, t) ∈
C2,1(Ω¯(0)× [0,+∞)). Denote w = ∆v, simple calculations show that it satisfies
wt 6
d
ρ2(t)
∆w +
[
−
nρ˙(t)
ρ(t)
+ r(1−
2v
K
)− h
]
w.
Taking into account the condition ∆v(y, 0) 6 0 we derive w(y, 0) 6 0 for y ∈ Ω(0).
Since v(y, t) = 0 for y ∈ ∂Ω(0), we have
w(y, t) =
ρ2(t)
n
[
vt +
nρ˙(t)
ρ(t)
v − rv(1−
2v
K
) + hv
]
(y, t) = 0, y ∈ ∂Ω(0).
Using the comparison principle gives that w(y, t) 6 0 for y ∈ Ω(0), t > 0, which
implies that ∆v(y, t) 6 0 for y ∈ Ω(0), t > 0.
Let λ1 be the principal eigenvalue of the problem (1.3) replacing x ∈ Ω by y ∈
Ω(0) then we have the following two main theorems.
Theorem 3.1 If 0 < r 6 d
m2
λ1 + h, then the solution of problem (2.6) satisfies
v(y, t)→ 0 uniformly on Ω¯(0) as t→∞ .
Proof. Obviously, vˆ = 0 is a lower solution of (2.6). The remaining task now is to
seek the upper solution of (2.6).
To this end, define v˜(y, t) to be the unique solution of the problem:

v˜t =
d
ρ2(t)
∆v˜ −
nρ˙(t)
ρ(t)
v˜ + rv˜(1−
v˜
K
)− hv˜, y ∈ Ω(0), t > 0,
v˜(y, t) = 0, y ∈ ∂Ω(0), t > 0,
v˜(y, 0) =Mφ(y), y ∈ Ω(0),
where φ is the corresponding eigenfunction of λ1,M is a positive constant. Noting the
behavior of the eigenfunction, φ′(y) < 0 on ∂Ω(0) for any v0(y) satisfying v0(y) = 0
8on ∂Ω, there is M such that Mφ(y) > v0(y), then v˜(y, t) is an upper solution of
(2.6). It follows from the comparison principle that
0 6 v(y, t) 6 v˜(y, t), y ∈ Ω(0), t > 0.
Since ∆v˜(y, 0) = M∆φ(y) = −λ1Mφ(y) 6 0, it follows from Lemma 3.2 that
∆v˜(y, t) 6 0 for y ∈ Ω(0), t > 0 .
On the other hand, taking into account that ρ(t) tends increasingly to m, 1 6
ρ(t) 6 m for t > 0, v˜(y, t) satisfies
v˜t 6
d
m2
∆v˜ + rv˜(1−
v˜
K
)− hv˜.
Now consider the following problem

v¯t =
d
m2
∆v¯ + rv¯(1−
v¯
K
)− hv¯, y ∈ Ω(0), t > 0,
v¯(y, t) = 0, y ∈ ∂Ω(0), t > 0,
v¯(y, 0) = Mφ(y), y ∈ Ω(0).
We may use the comparison principle again to show that v¯(y, t) > v˜(y, t) for y ∈ Ω(0)
and t > 0. So
0 6 v(y, t) 6 v˜(y, t) 6 v¯(y, t).
Since that 0 < r 6 d
m2
λ1 + h, we have v¯(y, t)→ 0 uniformly for y ∈ Ω¯(0) as t→∞
by Theorem 1.1. Thus v(y, t)→ 0 uniformly for y ∈ Ω¯(0) as t→∞.
Theorem 3.2 If r > d
m2
λ1+h, then the solution of problem (2.6) satisfies v(y, t)→
v∗(y) as t→∞, where v∗(y) is the unique positive solution of
{
−
d
m2
∆v = rv(1−
v
K
)− hv, y ∈ Ω(0),
v(y) = 0, y ∈ ∂Ω(0).
(3.2)
Proof. Since limt→∞ ρ(t) = m, for any ε > 0, there exists a T0 > 0, such that
m − ε 6 ρ(t) 6 m for t > T0. Similarly, limt→∞
ρ˙(t)
ρ(t)
= 0 implies that for the same
ε > 0, there exists another T1 > 0, such that 0 6
ρ˙(t)
ρ(t)
6 ε for t > T1.
Set T∗ = max{T0, T1} and let v˜(y, t) denote the solution of the following problem

v˜t =
d
ρ2(t)
∆v˜ −
nρ˙(t)
ρ(t)
v˜ + rv˜(1−
v˜
K
)− hv˜, y ∈ Ω(0), t > T∗,
v˜(y, t) = 0, y ∈ ∂Ω(0), t > T∗,
v˜(y, T∗) =Mφ(y), y ∈ Ω(0),
9where M is a sufficiently large constant, φ is eigenfunction defined above. It follows
from Lemma 3.1 that v˜(y, t) is an upper solution of (2.6) in Ω¯(0)× [T∗,∞).
As in the proof of Theorem 3.1, since that ∆v˜(y, T∗) 6 0 in Ω¯(0), then ∆v˜(y, t) 6
0 in Ω¯(0)× [T∗,+∞), which leads to
v˜t 6
d
m2
∆v˜ + rv˜(1−
v˜
K
)− hv˜, y ∈ Ω(0), t > T∗. (3.3)
Then we consider the following problem

vt =
d
m2
∆v + rv(1−
v
K
)− hv, y ∈ Ω(0), t > T∗,
v(y, t) = 0, y ∈ ∂Ω(0), t > T∗,
v(y, T∗) = Mφ(y), y ∈ Ω(0).
(3.4)
Clearly, the problem admits a unique solution v¯(y, t), see [?]. Moreover, since that
r > d
m2
λ1+h, the result of Theorem 1.1 shows that v¯(y, t)→ v
∗(y) as t→∞, where
v∗(y) is the unique positive solution of (3.2). Using (3.3) and (3.4) and comparison
principle yields that
v˜(y, t) 6 v¯(y, t) for y ∈ Ω(0), t > T∗.
This implies that
lim sup
t→∞
v(y, t) 6 v∗(y) for y ∈ Ω(0). (3.5)
On the other hand, let vˆ(y, t) be the solution of the following problem

vˆt =
d
ρ2(t)
∆vˆ −
nρ˙(t)
ρ(t)
vˆ + rvˆ(1−
vˆ
K
)− hvˆ, y ∈ Ω(0), t > T∗,
vˆ(y, t) = 0, y ∈ ∂Ω(0), t > T∗,
vˆ(y, T∗) = δφ(y), y ∈ Ω(0),
where δ is a sufficiently small constant. It is easy to see that vˆ(y, t) is a lower solution
of (2.6) in Ω¯(0)× [T∗,∞) if δφ(y) 6 v(y, T∗).
Because ∆vˆ(y, T∗) = −δλ1φ(y) 6 0, it follows from Lemma 3.2 that ∆vˆ(y, t) 6 0
for y ∈ Ω¯(0), t > T∗ and then
vˆt >
d
(m− ε)2
∆vˆ + rvˆ(1−
vˆ
K
)− (h + nε)vˆ, y ∈ Ω(0), t > T∗,
since that ρ(t) > m− ε and ρ˙(t)
ρ(t)
6 ε for t > T∗.
Now consider the following problem

vˆt =
d
(m− ε)2
∆vˆ + rvˆ(1−
vˆ
K
)− (h+ nε)vˆ, y ∈ Ω(0), t > T∗,
vˆ(y, t) = 0, y ∈ ∂Ω(0), t > T∗,
vˆ(y, T∗) = δφ(y), y ∈ Ω(0).
(3.6)
10
Similarly (3.6) admits a unique positive solution, denoted by vˆε(y, t). Using compar-
ison principle yields that vˆε(y, t) 6 vˆ(y, t). Since r >
d
m2
λ1 + h, we can choose ε > 0
sufficiently small such that r > d
(m−ε)2
λ1 + h + nε. we then have vˆε(y, t)→ vˆ
∗
ε(y) as
t→∞, where vˆ∗ε(y) is the unique positive solution of
 −
d
(m− ε)2
∆vˆ = (r − nε− h)vˆ −
r
K
vˆ2, y ∈ Ω(0),
vˆ(y) = 0, y ∈ ∂Ω(0).
Therefore we have
lim inf
t→∞
v(y, t) > vˆ∗ε(y) for y ∈ Ω(0). (3.7)
By the continuous dependence of vˆ∗ε(y) on ε, we can easily see that vˆ
∗
ε(y)→ v
∗(y) as
ε→ 0+. Thus, (3.5), (3.7) and the arbitrariness of ε imply v(y, t)→ v∗(y) uniformly
on Ω¯(0) as t→∞, where v∗(y) satisfies problem (3.2). Thus Theorem 3.2 is proved.
4 Numerical results
As we know, the presented harvest model is of practical interest only for one or two
space variables (n = 1, 2). In this section, we restrict Ω to one dimensional space. Nu-
merical simulation is carried out to illustrate the results obtained in previous sections
and to explore the long-time behavior of solutions on growing domain. The essen-
tial idea of the numerical calculation is to transform the growing domain to a fixed
domain as done in equations (2.6). The consequence is that the diffusivity changes
from being time-independent on the growing domain to being time-dependent on the
fixed domain. On unvaried domain, there are a handful of well-developed numerical
methods that can be used directly.
Firstly, regarding the domain growth, we choose Ω(t) = [0, x(t)) = [0, ρ(t)y),
where the parameters k = 1, m = 2. It is easy to see that domain grows from
initial size ρ(0) = 1 to the final size ρ(∞) = m = 2. We take initial function as
u(y, 0) = sin(y), y ∈ (0, 1) corresponding to t = 0.
Then, we take the values of the parameters in system (2.6) as follows:
d = 0.9, r = 2, K = 4, h = 0.5. (4.1)
In the case of the interval (0, 1), λ1 = pi
2. Under the set of parameters in (4.1),
we have 0 < r < d( pi
m
)2 + h ≈ 2.72. By Theorem 3.1 we know that the solution
of problem (2.6) satisfies v(y, t) → 0 uniformly on [0, 1] as t → ∞. Then we have
u(x, t) → 0 uniformly on any compact subset of [0, 2] as t → ∞. This is shown in
Figure 1-(a), where the process of domain growth is presented in the left figure. In
11
Figure 1: Asymptotic behavior of the solution to system (2.6). (a): r < d( pi
m
)2 + h,
the parameters are given in (4.1). (b): r > d( pi
m
)2 + h, the parameters are given in
(4.2).
order to illustrate the result in Theorem 3.2, we choose an other set of the parameters
d = 0.9, r = 4, K = 4, h = 0.5. (4.2)
In this case, r > d( pi
m
)2 + h ≈ 2.72, we know that solution v(y, t) of problem (2.6)
asymptotically converges to the steady state v∗(y) by Theorem 3.2. Figure 1-(b)
shows that on the growing domain (0, x(t)), the solution u(x, t)(= u(ρ(t)y, t) =
v(y, t)) asymptotically converges to the steady state v∗(y). From the numerical
simulation, we can see that most of the individuals aggregate around the center of
domain as time increases.
On the other hand, from the Theorem 3.2 we know if r > d( pi
m
)2 + h, the species
will tend to extinction when the harvesting rate h increases. This can be seen from
Figure 2, where we take h = 1 and 1.5, respectively. The other parameters are same
as in (4.2).
5 Conclusion
Recently, domain growth is an interesting topic which has attracted a lot of atten-
tion. However, most existing results on the long time behaviors of the solutions were
investigated through numerical simulations. In this paper, we succeeded achieving
the global stability of the solution to a harvest single species logistic model with an
isotropic domain growth was studied under Dirichlet boundary condition via upper
and lower solutions. We first developed model and then verified the comparison
principle which is fundamentally important in studying the asymptotical behav-
ior of temporal solutions to problem (2.6). Then asymptotic behavior of solutions
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Figure 2: Asymptotic behavior of the solution to system (2.6) when r > d( pi
m
)2 + h.
(a)h = 1, (b)h = 1.5, the other parameters are same as in (4.2).
was investigated by approach of upper and lower solutions. Our results show that
v(y, t)(= u(ρ(t)y, t)) converges to 0 if r 6 d
m2
λ1+h or to the nonnegative steady state
solution if r > d
m2
λ1 + h. Finally we show that numerical simulations are consistent
with our analytical results. Of course, this method allows to obtain the asymptotic
estimates for the more general growth functions, which are monotone and continuous
differentiable on [0,+∞).
Ecologically speaking, the results imply that the growth of domain has a positive
effect on the asymptotic stability of positive steady state solution and a negative
effect on the asymptotic stability of the trivial solution. Conversely, the impact
of the harvesting rate is opposite: a negative effect on the asymptotic stability of
positive steady state solution and a positive effect on the asymptotic stability of the
trivial solution. In other words, if the harvesting rate is large, the species is more at
risk for extinction.
